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RESUMEN 
 
 
El contenido fundamental de esta tesis corresponde al desarrollo de los métodos 
GNM-NIPALS, GNM-PLS2 y GNM-RGCCA para la cuantificación de las 
variables cualitativas a partir de las primeras k componentes proporcionadas por 
los métodos apropiados en el análisis de ܬ matrices de datos mixtos. Estos 
métodos denominados GNM-PLS (General Non Metric Partial Least Squares) son 
una extensión de los métodos NM-PLS que toman sólo la primera componente 
principal en la función de cuantificación. 
 
La trasformación de las variables cualitativas se lleva a cabo mediante procesos de 
optimización maximizando generalmente funciones de covarianza o correlación,  
aprovechando la flexibilidad de los algoritmos PLS y conservando las propiedades 
de pertenencia grupal y orden si existe; así mismo se conservan las variables 
métricas en su estado original excepto por estandarización. 
 
GNM-NIPALS ha sido creado para el tratamiento de una (ܬ ൌ 1) matriz de datos 
mixtos mediante la cuantificación vía reconstitución tipo ACP de las variables 
cualitativas a partir de una función agregada de k componentes. GNM-PLS2  
relaciona dos (ܬ ൌ 2) conjuntos de datos mixtos ܻ ∼ ܺ mediante regresión PLS, 
cuantificando las variables cualitativas de un espacio con la función agregada de 
las primeras ܪ componentes PLS del otro espacio, obtenidas por validación 
cruzada bajo regresión PLS2. Cuando la matriz endógena ܻ contiene sólo una 
variable de respuesta el método se denomina GNM-PLS1. 
 
Finalmente para el análisis de más de dos bloques (ܬ ൐ 2) de datos mixtos 
ܻ ∼ ଵܺ൅. . . ൅ ௃ܺିଵ a través de sus variables latentes (LV) se implementa el 
método NM-RGCCA basado en el método RGCCA (Regularized Generalized 
Canonical Correlation Analysis) que modifica el algoritmo PLS-PM 
implementando el nuevo modo A y especifica las funciones de maximización de 
covarianzas o correlaciones asociadas al proceso. La cuantificación de las 
variables cualitativas en cada bloque ௝ܺ se realiza mediante la función inner 
௝ܼ ൌ ∑ ௝݁௝ ௝ܻ de dimensión J  debido a la agregación de las estimaciones outer ௝ܻ. 
Tanto ௝ܼ como  ௝ܻ estiman la componente ߦ௝ asociad al j-ésimo bloque.  
 
Palabras claves: Análisis de múltiples tablas de datos mixtos, General Non 
Metric, Partial Least Squares, Regression, Path Modeling, Nonlinear estimation 
by Iterative, Regularized Generalized Canonical Correlation Analysis. 
 
 
  
 
 
ABSTRACT 
 
 
The fundamental content of this thesis corresponds to the development of the 
GNM-NIPALIS, GNM-PLS2 and GNM-RGCCA methods, used to quantify 
qualitative variables parting from the first k components given by the appropriate 
methods in the analysis of J matrices of mixed data. These methods denominated 
GNM-PLS (General Non Metric Partial Least Squares) are an extension of the 
NM-PLS methods that only take the first principal component in the 
quantification function.  
 
The transformation of the qualitative variables is done through optimization 
processes, usually maximizing functions of covariance or correlation, taking 
advantage of the flexibility of the PLS algorithms and keeping the properties of 
group belonging and order if it exists; The metric variables are keep their original 
state as well,  excepting standardization. 
 
GNM-NIPALS has been created for the purpose of treating one (J = 1) mixed data 
matrix through the quantification via ACP type reconstruction of the qualitative 
variables parting from a k components aggregated function. GNM-PLS2 relates 
two (J = 2) mixed data sets ܻ ∼ ܺ through PLS regression, quantifying the 
qualitative variables of a space with the  first H PLS components aggregated 
function of the other space, obtained through cross validation under PLS2 
regression.  When the endogenous matrix Y contains only one answer variable the 
method is denominated GNM-PLS1. 
 
Finally, in order to analyze more than two blocks (J = 2) of mixed data ܻ ∼
ଵܺ൅. . . ൅ ௃ܺିଵ through their latent variables (LV) the GNM-RGCCA was created, 
based on the RGCCA (Regularized Generalized Canonical Correlation Analysis) 
method, that modifies the PLS-PM algorithm implementing the new mode A and 
specifies the covariance or correlation maximization functions related to the 
process. The quantification of the qualitative variables on each ௝ܺ block is done 
through the inner ௝ܼ ൌ ∑ ௝݁௝ ௝ܻ function, which has J dimension due to the 
aggregation of the outer ௝ܻ estimations. ௝ܼ, as well as ௝ܻ estimate the ߦ௝  
component associated to the j-th block. 
 
Keywords: Analysis of multiple tables of mixed data, General Non Metric, Partial 
Least Squares, Regression, Path Modeling, Nonlinear estimation by Iterative, 
Regularized Generalized Canonical Correlation Analysis. 
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CAPÍTULO 1 
 
INTRODUCCIÓN 
 
 
Dentro de los métodos clásicos de análisis multivariado de datos, se encuentra el 
Análisis de Componentes Principales (ACP), para el tratamiento de una matriz de 
datos continuos; el Análisis Canónico (AC) junto al Análisis Interbaterias (AIB) y 
el Análisis de Redundancias (AR) entre otros para el tratamiento de dos tablas de 
datos;  y el Análisis Factorial Múltiple (AFM), el Análisis Canónico Generalizado 
(ACG) y STATIS entre otros, para el tratamiento de J tablas de datos 
relacionando las variables observadas con las variables latentes (LV). 
 
También, y a partir de los años 70, aparecieron los métodos denominados Partial 
Least Squares (PLS). Los métodos PLS son procedimientos algorítmicos basados 
en productos escalares entre vectores que iteran hasta la convergencia, 
permitiendo obtener las componentes o LV de una matriz o las componentes más 
relacionadas de varias matrices de datos métricos. 
 
Para el tratamiento de una matriz de datos surgió Nonlinear estimation by Iterative 
PLS (NIPALS), para el tratamiento de dos matrices PLS Regression (PLSR) y 
para el análisis de interrelaciones de J bloques el PLS Path Modeling (PLS-PM). 
 
Estas aportaciones metodológicas han sido desarrolladas dentro del marco de 
variables continuas (métricas); otros métodos como el Análisis de 
Correspondencias tratan activamente sólo variables cualitativas. Sin embargo, en 
la practica el investigador encuentra datos de naturaleza mixta, es decir, coexisten 
variables tanto cuantitativas como cualitativas. Generalmente, han existido dos 
formas de tratar las variables cualitativas (no métricas) en el análisis factorial de 
datos mixtos: 
 
1. Asociando la tabla disyuntiva completa (TDC) conformada por tantas 
indicadoras como categorías contenga la variable cualitativa; a su vez, las 
indicadoras pueden ser transformadas o no. 
 
Sin embargo, reemplazar cada variable cualitativa con su correspondiente 
matriz  indicadora trae consigo algunos inconvenientes. Los pesos asociados a 
cada indicadora no son comparables con los pesos asignados a las otras 
variables, genera el efecto de matrices esparcidas incrementando 
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innecesariamente la dimensionalidad e inercia, y además,  dificulta la 
interpretación al perderse la integralidad de la variable cualitativa. 
 
2. Cuantificando cada variable no métrica de forma óptima tal que conserven las 
propiedades de pertenencia y orden si existe. Eventualmente también se 
transforman las variables métricas dentro del proceso de optimización.  
 
Se desarrollaron varios métodos para estos procesos de cuantificación, dentro 
de los cuales se encuentran los denominados Non Metric PLS (NM-PLS) 
tales como: Dual Scaling (Enfoque Clásico, HOMALS, …), Kruskal and 
Shepard, Prinqual, Princals entre otros (Gifi 1990, Linting et al. 2007)  y los 
más recientes denominados NM-NIPALS, NM-PLS1, NM-PLS2 y NM-
PLSPM de Russolillo 2009. En general estos métodos se caracterizan por 
cuantificar las variables cualitativas tomando sólo la primera componente 
principal en la transformación.  
Cuadras 1989, Boj et al. 2007, presentarón métodos de clasificación y 
regresión basados en distancia, con datos mixtos. 
 
En este trabajo de tesis se presentan los métodos GNM-PLS (General Non Metric 
PLS) como una generalización de los métodos NM-PLS, ya que se cuantifica 
mediante un criterio de optimización cada variable cualitativa a partir de k 
componentes, permitiendo un mayor poder descriptivo en el análisis conjunto de J 
tablas de datos mixtos. Las variables cuantitativas conservan su escala original 
(excepto por estandarización) y también se mantienen las propiedades de 
pertenencia grupal y orden (si existe) durante el proceso de cuantificación. 
 
Así, se desarrolla GNM-NIPALS el cual permite cuantificar las variables 
cualitativas de una matriz de datos mixtos mediante una función lineal de k 
componentes principales, tipo reconstitución, maximizando la inercia en el plano 
k-dimensional asociado al ACP de la matriz cuantificada. 
 
Los métodos GNM-PLS Regression (GNM-PLSR) tienen por objetivo realizar 
una regresión PLS en dos conjuntos de datos mixtos  ௡ܻ.௥		݁		ܺ௡.௣	, conteniendo ݍ௥ 
y  ݍ௣ variables cualitativas en los conjuntos respectivos. Las variables cualitativas 
de un grupo son cuantificadas con una función de h componentes agregadas del 
otro grupo y viceversa.  
 
GNM-PLSR se diferencia en que cuantifica óptimamente cada una de las 
variables cualitativas ௤ܻ		tomando una función agregada de las primeras H 
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componentes derivadas de la validación cruzada bajo regresión PLS, de la forma 
ߛ௧ ൌ ܿ௤ଵݐଵ ൅ ܿ௤ଶݐଶ ൅ ⋯൅ ܿ௤ுݐு . Los ponderadores ܿ௤௛ se obtienen como los 
coeficientes de regresión entre la variable cuantificada ෠ܻ௤ y la componente ݐ௛ 
conllevando máxima covarianza agregada por cada etapa h:   ∑ ܿ݋ݒଶு௛ ሺݐ௛, ݑ௛ሻ.  
 
Las ݑ௛ son las componentes en el espacio de las ෠ܻ en cada etapa ݄, y conforman 
la función agregada ߛ௨ para la cuantificación de variables cualitativas ܺ௤. Dado 
que ෠ܻ ahora contiene todas las variables métricas y cuantificadas, entonces para H 
componentes en la función agregada, el máximo corresponde a  
 
∑ ݎଶሺ ௞ܻ, ߛ௧ሻ௥௞  . 
 
Este resultado corresponde a la primera fase del AIB con máximo valor propio ߣ௛	 
en cada etapa h. Si  ݎ ൒ 1 el método general de cuantificación GNM-PLR se 
denomina GNM-PLS2, el cual a su vez contiene como caso particular al método 
GNM-PLS1 cuando r = 1.  
 
Finalmente, para cuantificar y relacionar más de dos bloques de datos mixtos se 
ha creado el programa NM-RGCCA bajo el entorno R, como versión mejorada y 
complemento del NM-PLSPM. 
 
PLS-PM estima la red de relaciones denominadas outer entre las variables 
manifiestas (MV) contenidas en cierto grupo ௝ܺ y su propia LV ߦ௝ , e inner  entre 
las LV de Q bloques de datos. Se relacionan las componentes outer ௝ܻ ൌ ௝ܺݓ௝ e 
inner ௝ܼ ൌ ∑ ௝݁௝ ௝ܻ que estiman ߦ௝, para obtener las condiciones de 
estacionariedad y estimar los pesos outer ݓ௝, mediante los modos A y B que 
implementan  regresiones simples y múltiples respectivamente. 
 
NM-PLS PM se crea aprovechando la flexibilidad del algoritmo PLS-PM para 
intervenirlo inmediatamente después de la fase de obtención de las componentes 
inner ௝ܼ de dimensión J y a partir de éstas cuantificar las variables cualitativas del 
grupo respectivo; sin embargo no es clara la función de optimización. 
   
El método RGCCA (Regularized Generalized Canonical Correlation Analysis) de 
Tenenhaus and Tenenhaus 2011, modifica el modo A de PLS-PM e implementa el 
nuevo modo A y constituye un marco general para el análisis multibloques  
proporcionando ahora algoritmos óptimos monótonamente convergentes a 
funciones de covarianzas o correlaciones bien definidas.  
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NM-RGCCA se crea, para cuantificar óptimamente las variables cualitativas de 
cada bloque con la respectiva componente inner proporcionada por RGCCA, 
heredando la convergencia monótona creciente y la maximización de las 
funciones de covarianza o correlación según el nuevo modo A o B elegido. 
 
 
1.1.  ESTRUCTURA DE LA TESIS 
 
Este trabajo de tesis está estructurado en seis capítulos. El estado del arte se ha 
dividido en dos capítulos, el segundo y el tercero. 
 
El capítulo dos recoge una importante revisión de los principales métodos clásicos 
multivariantes de datos métricos relacionados con los métodos PLS, tales como el 
ACP para el tratamiento de una matriz, el cual constituye la base fundamental en 
la comprensión de casi todos los demás métodos. 
 
Para el estudio de dos matrices de datos se presentan los siguientes métodos: AC, 
AIB, AR y la Regresión Multivariante. El ACG trata el estudio de más de dos 
grupos. 
 
En el capítulo tres se presentan los principales métodos PLS desarrollados por 
Herman Wold: NIPALS, PLS1, PLS2 y PLS-PM.  Estos métodos se caracterizan 
porque pueden funcionar con datos faltantes, matrices esparcidas (p > n) y 
presencia de multicolinealidad. 
 
El algoritmo NIPLAS básicamente desarrolla un ACP permitiendo obtener los 
valores y vectores propios (componentes principales) de una matriz de datos.  Para 
estudiar la relación entre dos grupos de variables ܻ	݁	ܺ, Wold creó los métodos de 
regresión, PLS-R, cuyos parámetros son estimados por medio de los algoritmos 
PLS1 en el caso de una sola variable respuesta  o PLS2 en el caso de respuesta 
múltiple. 
 
Los métodos PLS-PM descritos por Wold (1975, 1982, 1985) en el análisis de 
Modelos de Ecuaciones Estructurales (SEM) para estudiar J bloques basados en 
componentes, operan sin supuestos distribucionales, lo cual los hacen muy 
atractivos para la estimación de modelos tipo regresión.  PLS-PM es entonces una 
interesante alternativa a los SEM basados en el Análisis de Covarianza bajo 
multinormalidad, a través de su programa LISREL (Joreskog 1970).  
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El método PLS-PM es modificado mediante el nuevo modo A dando lugar al 
RGCCA (Regularized Generalized Canonical Correlation Analysis) de Tenenhaus 
(2011), el cual constituye un marco general para el análisis multibloques (J > 2) 
mediante algoritmos que asocian funciones de maximización monótonamente 
convergentes. 
 
A partir de una red de conexiones entre los bloques, el objetivo del RGCCA es 
encontrar componentes PLS que expliquen sus propios bloques y que estén 
altamente correlacionadas con las de los bloques conectados precisando las 
funciones de maximización asociadas. 
 
Al final de este capítulo tres se presenta una síntesis del proceso de cuantificación 
de cada variable cualitativa, que básicamente descansa en los conceptos de 
proyección ortogonal de la matriz indicadora asociada, de la maximización de la 
razón de correlación y en la regresión monótona. 
 
Para el tratamiento de datos mixtos se han constituido los capítulos cuatro, cinco y 
seis que tratan respectivamente una, dos y más matrices de datos cuanti-
cualitativos. Cada uno de estos capítulos recoge en primer lugar las versiones 
NM-PLS presentadas por Russolillo (2009), y luego sus correspondientes 
versiones generalizadas GNM-PLS objeto de esta tesis, para la transformación de 
las variables cualitativas a variables métricas conservando propiedades de 
pertenencia grupal y orden si es necesario. 
 
Así, el capítulo cuatro presenta los conceptos fundamentales del algoritmo NM-
NIPALS y luego su extensión al GNM-NIPALS que cuantifica las variables 
cualitativas de una matriz de datos con una función agregada de k (> 1) 
componentes proporcionada por ACP de los datos cuantitativos,  ganando mayor 
poder descriptivo de las relaciones de variabilidad especialmente en el primer 
plano factorial. 
 
Análogamente el capítulo cinco, inicia presentando los métodos de regresión NM-
PLS1 y NM-PLS2 que luego son generalizados respectivamente con las versiones 
GNM-PLS1 y GNM-PLS2 que cuantifican las variables cualitativas por funciones 
agregadas de k componentes tipo regresión suministradas por los propios 
algoritmos PLS1 y PLS2. El método GNM-PLS1q se presenta como principal 
caso de interés para el cual la única variable respuesta es cualitativa. 
 
El capítulo seis presenta la versión NM-PLSPM que relaciona J bloques 
conteniendo datos mixtos. Los procesos de cuantificación se desarrollan con las 
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funciones inner  que constituyen funciones agregadas de las J estimaciones outer 
de cada uno de los bloques. Ya que en PLS-PM no son claras las funciones de 
maximización, Tenennhaus (2011) presentó el método RGCCA donde se muestra 
la convergencia monótona de las funciones de maximización asociadas con las 
componentes. 
 
Se interviene adecuadamente las fases del algoritmo RGCCA para a partir de las 
estimaciones inner realizar la cuantificación de variables cualitativas en cada 
bloque; se obtiene así  el método  denominado NM-RGCCA considerado un caso 
de dimensión J dentro del hipotético GNM-RGCCA. 
 
Todos los ejemplos de aplicación GNM-PLS toman parcial o totalmente la base 
de datos créditos denominada cred.438 y el software utilizado ha sido 
desarrollado en el entorno de programación R; algunas de estas instrucciones se 
han escrito especialmente en los capítulos de aplicación por considerarse 
importantes e ilustrativos. Los programas asociados a los métodos GNM-
NIPALS, GNM-PLS1,  GNM-PLS2 y NM-RGCCA se encuentran adjuntos en los 
Anexos A, B, C y D. 
 
La convergencia de las funciones en todos los escenarios es rápida, se requirieron 
no más de 15 iteraciones, sin embargo se definió 100 iteraciones en cada proceso 
para tener un amplio margen de resultados; para presentar las gráficas se tomó  un 
número fijo de 20 iteraciones. 
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CAPÍTULO 2 
 
MÉTODOS FACTORIALES CLASICOS 
 
 
Con los métodos factoriales (Lebart 2006, Aluja 1999, Tenenhaus 1998, Escofier 
1992) se propone obtener representaciones sintéticas de grandes conjuntos de 
datos, describiendo las asociaciones entre individuos y entre variables en espacios 
de dimensiones menores. Los métodos factoriales de análisis multivariante 
exploratorio de datos más utilizados se derivan de dos técnicas fundamentales que 
son el ACP y el Análisis de Correspondencias. 
 
La matriz inicial de datos Rn,p con n filas-nube individuos y p columnas-nube 
variables (puede ser una tabla de contingencia), generalmente es transformada 
(centrada: Xn,p , estandarizada o en perfiles) y sometida al análisis de datos. Su 
término general es xij  (iésima observación de la jésima variable);  i = 1, … , n  ;   j = 
1, … , p ;  note que un vector fila ݔíᇱ, pertenece al espacio Rp y un vector columna 
Xj  pertenece al espacio Rn . 
 
La posición de los puntos en la nube está dada por el conjunto de distancias entre 
todos los puntos y determina la forma de la nube, la cual caracteriza la naturaleza 
e intensidad de las relaciones entre los individuos y entre las variables y revela las 
estructuras de la información contenida en los datos. Los cálculos de las 
proximidades geométricas entre puntos fila y entre puntos columna traducen en 
efecto las asociaciones estadísticas. 
 
Las nubes compuestas por montones de puntos pueden ser alargadas (lineales), no 
lineales, esféricas (ausencia de relación), triangulares etc. Una manera de darse 
cuenta visualmente de la forma de una nube es proyectando los puntos sobre 
nuevos ejes (cambio de base) o planos que minimicen las deformaciones de las 
distancias debidas a la proyección: “Búsqueda de los principales ejes de 
representación, en los que la inercia (distancias ponderadas) de la nube proyectada 
sea máxima eje por eje”.  
 
En Rp, los vectores ortogonales ݑ∝		que determinan la dirección de los ejes 
factoriales garantizan el máximo alargamiento de la nube de individuos NI. 
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2.1.  ANÁLISIS FACTORIAL GENERAL: LAS MATRICES X, M, N 
 
En el cálculo de la distancia entre los puntos i y l,  ݀ଶሺ݅, ݈ሻ ൌ ∑ ௝݉ሺݔ௜௝௝ െ ݔ௟௝ሻଶ , 
es posible considerar la importancia de las columnas mediante los coeficientes mj 
que ponderan la influencia de cada columna j y se encuentran en la diagonal de la 
matriz M denominada métrica. Así, haciendo r = i - l  entonces  
 
൏ ݎ, ݎ ൐ெൌ ݎᇱܯݎ ൌ ݀ெଶ ሺ݅, ݈ሻ . 
 
 
2.1.1.  Proyección e inercia de la nube de individuos 
 
La coordenada de la proyección de un punto i sobre el vector director ݑሶ  del eje α 
con métrica canónica I es ݔíᇱܫݑሶ ఈ ൌ ݔíᇱݑሶ ఈ, mientras que con una métrica cualquiera 
M está dada por el producto escalar ݔíᇱܯݑሶ ఈ ൌ ߰௜ఈ (gráfica 2.1).  Las coordenadas 
de todos los puntos i sobre este mismo eje están contenidas en el factor  ߰ఈ ൌ
ܺܯݑሶఈ .  El vector ݑሶ ఈ bajo la métrica M es unitario; esto es, ݑሶ ఈ´ܯݑሶ ఈ ൌ 1	. 
 
 
 
 
 
                                     
 
 
 
La inercia (~varianza) como medida de dispersión alrededor del centro de 
gravedad G para la nube de individuos en el hiperespacio es 
ܫܩூ ൌ ∑ 	݌௜݀ெଶ ሺ݅, ܩሻ.௡௜ୀଵ    Los pesos pi de los individuos se encuentran en la matriz 
diagonal N.  
 
El objetivo geométrico del análisis factorial es buscar un nuevo sistema de ejes 
ortogonales en los que se proyecte esta inercia tal que los primeros ejes 
concentren la mayor parte de la misma y en forma decreciente.  Generalmente, se 
quiere analizar una matriz de datos estandarizados  Zn,p  que garantiza propiedades 
interesantes como el de no afectación de las p variables por las unidades de 
medida.  Si la matriz Z es de rango completo entonces 
 
ݎሺܼሻ ൌ ݎሺܼ´ሻ ൌ ݎሺܼܼ´ሻ ൌ ݎሺܼ´ܼሻ ൌ ܫܩூ ൌ ݌  . 
 
Gráfica 2.1. Proyección ortogonal del individuo i sobre ݑሶ  
αi ݑሶ ఈ
xi 
O 
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Así, con datos de partida centrados, ݔ௜௝	 ൌ ݎ௜௝ െ ̅ݎ௝ el origen O coincide con el 
centro de gravedad G de la nube, y los elementos diagonales de la métrica 
௝݉ ൌ 1/ݏ௝ଶ completarán el cálculo de distancia e inercia de los individuos (con 
variables estandarizadas).  Las proyecciones de los individuos sobre ݑሶ ∝		esta dada 
por  ߰ఈ ൌ ܺܯݑሶఈ con media ܧሺ߰ఈሻ ൌ 0 debido al centramiento de las variables, y 
la inercia proyectada respecto al origen 
 
ܫ ఈܱ ൌ ∑ ݌௜ሾ߰ఈ௜ሿଶ௜ 	ൌ ߰ఈᇱ ܰ߰ఈ 	ൌ ݑሶ ఈᇱ ܯܺᇱܰܺܯݑሶ ఈ	  
 
es la cantidad a maximizar en cada eje α, bajo la restricción  ݑሶ ఈᇱ ܯݑሶ ఈ ൌ 1	.  La 
derivada de la ecuación lagrangiana asociada, conduce a la descomposición 
espectral de la matriz ܺ′ܰܺܯ, la cual no es simétrica y por tanto no garantiza la 
ortogonalidad de los ejes.  Sin embargo, haciendo la transformación ݑ ൌ ܯଵ/ଶݑሶ ఈ 
en la ecuación de la inercia ܫ ఈܱ , la matriz simétrica a diagonalizar es ahora  
ܯଵ/ଶܺᇱܰܺܯభమ			ܾ݆ܽ݋		ݑ′ݑ ൌ 1	. 
 
Para el caso en el que los datos han sido normalizados, ݖ௜௝ ൌ ሺݎ௜௝ െ ̅ݎ௝ሻ/ݏ௝ , el 
centro de gravedad de NI también coincide con el origen, ߰ఈ ൌ ܼݑఈ, ݑ∝ᇱ ݑ∝ ൌ 1 y 
por tanto la inercia de la nube de individuos es 
 
ܫܱூ ൌ ݑఈᇱ ܼᇱܼܰݑఈ ൌ 	∑ ݌௜݀ଶሺ݅, ܱሻ௡௜ୀଵ ൌ 	∑ ଵ௡௜ 	∑ ݖ௜௝ଶ௝ ൌ 	∑ ݒ൫ ௝ܼ൯௝ ൌ ݐݎܽݖܽ	ሺܼᇱܼܰሻ ൌ 	݌ .  
 
Posteriormente se mostrará que la inercia de la nube de individuos es idéntica a la 
nube de variables cuyo centro de gravedad no coincide con el origen; esto es: 
 
ܫ ூܱ ൌ ܫܩ௃ ൌ 	݌  . 
 
 
2.2.  ANÁLISIS EN COMPONENTES PRINCIPALES – ACP 
 
Presentado e integrado a la estadística matemática por Harold Hotelling en 1933; 
el ACP para la estadística clásica trata de la búsqueda de nuevos ejes principales 
(reducción), y desde el punto de vista reciente del análisis de datos se considera 
como una técnica de representación (descripción) de los datos que se utiliza sin 
referencia a hipótesis ni a un modelo estadístico en particular. 
 
El ACP se aplica a tablas de datos donde las columnas son variables cuantitativas 
y donde las filas son los individuos u objetos de observación. 
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Las proximidades entre variables se interpretan en términos de correlación y las 
proximidades entre individuos en términos de similitudes (semejanzas).  
 
 
2.2.1.  Análisis de la nube de los individuos 
 
En Rp con datos no transformados, la distancia euclidiana entre parejas de 
individuos es: ݀ଶሺ݅, ݅ᇱሻ ൌ ∑ ሺݎ௜௝ െ ݎ௜ᇲ௝ሻଶ௣௝ୀଵ .  Dos puntos individuos están cerca si 
son caracterizados o toman  valores casi iguales en cada una de las variables. 
 
Para lograr la mejor representación, se busca inicialmente el subespacio en Rp de  
dimensión uno, un vector u  en el eje α (uα), sobre el que se maximice la suma de 
los cuadrados de las distancias entre todas las parejas de puntos (i, i’) proyectados:  
max௨ ∑ ∑ ݀ଶሺ݅, ݅ᇱሻ.௡௜ᇱ௡௜       
 
De acuerdo con Lebart (1984), encontrar el máximo de la suma de cuadrados de 
las distancias entre todas las parejas de individuos es lo mismo que maximizar 
sobre u la suma de cuadrados de las distancias entre cada  punto y el centro de 
gravedad de la nube: max௨ ∑ ݀ଶሺ݅, ܩሻ௡௜ .  De ahí que el ACP requiera al menos 
centrar los datos,  ݔ௜௝ ൌ ݎ௜௝ െ ̅ݎ௝  lo cual equivale trasladar el Origen a G; se ha 
hecho coincidir el origen de los ejes y el centro de gravedad de la nube NI 
centrada. 
 
En el cálculo de la distancia entre individuos pueden existir variables con escalas 
muy diversas (segundos, metros, kilogramos …) y se desea hacer jugar a cada 
variable un papel idéntico en la definición de las proximidades entre individuos.  
Para ello se corrigen las escalas reduciendo las variables ya centradas así:  
ݖ௜௝ ൌ ሺݎ௜௝ െ ̅ݎ௝ሻ ݏ௝⁄  ;   en este caso Zj  (0, 1). 
 
Entonces bajo esta transformación (normalización) que ya contiene los pesos de 
las columnas, con métrica la matriz idéntica ܯ ൌ ܫ  y N la matriz de pesos de los 
individuos, se desarrolla el análisis en componentes principales normado 
diagonalizando ܼ´ܼܰ que es la matriz de correlaciones entre las variables ݆, ݆ᇱ .  
 
 
Geométricamente: 
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El teorema de Pitágoras aplicado a cada uno de los n triángulos rectángulos del 
tipo  Oziψi  de la gráfica 2.2 conduce a la relación 
 
∑ ݖ௜߰௜ଶ௡௜ୀଵ ൌ ∑ ܱݖ௜ଶ௜ െ ∑ ܱ߰௜ଶ௜   . 
 
Premultiplicando por 1/n, y ya que ଵ௡ ∑ ܱݖ௜ଶ௜ 	 es la cantidad fija (observada), 
minimizar  ଵ௡ ∑ ݖ௜߰௜ଶ௜ 	 (proyección óptima) es equivalente a maximizar la cantidad   
ଵ
௡ ∑ ܱ߰௜ଶ ൌ ߰ᇱܰ߰ ൌ ݑ′ܼ′ܼܰݑ௜  que es la inercia (varianza) de la nube NI 
proyectada sobre el eje α de dirección u, pues debido al centrado en  ܺ, ܧሺ߰ሻ ൌ 0. 
 
La longitud de la proyección ortogonal del vector ݖ௜ sobre el subespacio de una 
dimensión con vector director unitario u es  ‖ܱ߰௜‖ ൌ ‖ܿ௜. ݑ‖ ൌ ‖ܿ௜‖ ൌ |ݖ௜ᇱݑ| ;  
por  tanto  ܿ௜ ൌ 	 ݖ௜ᇱݑ		 es el  escalar1  que  dilata  o  contrae  u  hasta  alcanzar  el  
punto ߰௜	; 			ݑ ∈ ܴ௣ . 
 
Buscar el máximo de  ଵ௡ ∑ ܱ߰௜ଶ௜  equivale a encontrar u tal que 
 
max௨ሺݑᇱܼᇱܼܰݑሻ    bajo   ݑᇱݑ ൌ 1 . 
 
La derivada de la función lagrangiana  asociada ܮሺݑሻ ൌ ݑᇱܼᇱܼܰݑ െ ߣሺݑᇱݑ െ 1	ሻ , 
߲ܮ/߲ݑ ൌ 0, conduce a resolver el sistema de valores y vectores propios 
 
ܼᇱܼܰݑ ൌ ߣݑ  .          [2.1] 
 
                                                 
1 El producto  escalar ortogonal   (zi-ciu)’(ci.u) = 0 =>  cizi’u – ci2u’u = 0  => zi’u = ci . 
Gráfica 2.2. Proyección del individuo i sobre u ( ψi=Zi.u ) en el nuevo eje α 
u ψi 
zi
O 
eje α
zi’
ψi
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Sea ݑଵ el vector propio correspondiente al mayor valor propio ߣଵ de  ܼᇱܼܰ  que 
da ese máximo.  El subespacio en Rp de dos dimensiones  ሺݑଵ	, ݑଶ	ሻ  que mejor se 
ajusta a la nube contiene ortogonalmente ሺݑଵᇱ ݑଶ ൌ 0ሻ al subespacio ݑଶ con su 
correspondiente ߣଶ 	൑ ߣଵ  bajo ݑଶᇱ ݑଶ ൌ 1.  Se busca de manera análoga el mejor 
subespacio de dimensión  ݍሺ൑ ݌ሻ que recoja gradual y decrecientemente las 
proporciones de inercia proyectadas.  
 
El análisis efectúa una traslación y rotación alrededor del origen y obtiene un 
sistema de vectores ortonormados  ݑଵ	, ݑଶ		, … , ݑ௣  que pasan lo más cerca de la 
nube; es decir, se diagonaliza la matriz de correlaciones  ܼᇱܼܰ ൌ ܷܦܷᇱ ;  U es 
ortogonal  ሺܷᇱܷ ൌ ܫሻ conteniendo los vectores propios ݑ∝ y D es diagonal con los 
valores propios  ߣఈ de  ܼᇱܼܰ . 
 
Las coordenadas de los n puntos individuos proyectados  sobre el eje ‘canónico’ 
ݑఈ son los n componentes del vector (variable)  ߰ఈ ൌ ܼݑఈ  el cual es una  
combinación lineal de las variables iniciales  ௝ܼ . 
 
Si ߙ ൌ 1, ߰ଵ ൌ ݑଵଵܼଵ ൅ ݑଶଵܼଶ ൅ ⋯൅ ݑ௣ଵܼ௣ es la primera componente principal, 
los pesos ݑ௣ఈ asociados a las variables, las ubicarán al lado del eje con mayor 
correlación (coordenada) y los individuos con valores  máximos o mínimos en 
estas variables seguirán sus direcciones ubicándose en los extremos 
correspondientes. Note que  como ܧሺ߰ఈሻ ൌ 0 ,  ݒሺ߰ఈሻ ൌ ߰ఈᇱ ܰ߰ఈ ൌ ߣఈ  así, cada 
componente explica una proporción de variabilidad total  ߣଵ ൅ ߣଶ ൅ ⋯൅ ߣ௣ ൌ ݌ .  
 
 
2.2.2.  Análisis de la nube de puntos variables (Estandarizadas) 
 
En Rn el análisis de los puntos variable se hace con referencia al origen O; la 
distancia ݎ ൌ ݆ െ ݇ entre dos variables es  
 
݀ଶሺ݆, ݇ሻ ൌ ݎᇱܰݎ ൌ 	∑ ଵ௡ ሺݖ௜௝ െ ݖ௜௞ሻଶ ൌ 2ሺ1 െ ݎ௝௞ሻ௡௜ୀଵ  , 
 
lo cual implica2  0  d2 (j,k)  4.  Como las variables fueron estandarizadas están a 
una distancia 1 del origen O esto es  ݀ଶሺ݆, ܱሻ ൌ ݆ᇱ݆ܰ ൌ ‖݆‖ ൌ 1 , por tanto todos 
los puntos variables están sobre una hiperesfera de radio 1 centrada en el origen. 
 
                                                 
2 Dos variables fuertemente correlacionadas están muy próximas la una de la otra (rkj =1), o tan 
alejadas como sea posible (rkj = -1) según la relación  lineal. 
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Los planos de ajuste cortarán la hiperesfera siguiendo círculos al interior de los 
cuales se encuentran proyectados los puntos variables y su estructura de 
correlaciones (ver gráfica 2.3).  Así, los puntos mejor representados son los más 
próximos al círculo de correlaciones sobre el plano factorial: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
El coseno del ángulo  de dos vectores variables (‘estandarizadas’) es el 
coeficiente de correlación entre estas variables, y como tienen norma 1, tal coseno 
es el producto escalar: 
 
ܿ݋ݏߠ ൌ ௞ᇲே௝‖௞‖	‖௞‖ ൌ ݇ᇱ. ݆ ൌ ܿ݋ݎሺ݇, ݆ሻ  . 
 
 
Procediendo en forma análoga al espacio de los individuos, en ܴ௡	las variables 
con métrica N se proyectan sobre el vector ݒሶ  tal que ߮ ൌ ܼ´ܰݒሶ 		e inercia 
ݒሶ ᇱܼܼܰ´ܰݒሶ ൌ ߣ a maximizar bajo la restricción ݒሶ ´ܰݒ ൌ 1, lo cual implica 
diagonalizar la matriz no simétrica asociada al sistema ܼܼ´ܰݒሶ ൌ ߣݒሶ  . 
 
Sin embargo, bajo la transformación  ݒ ൌ ܰଵ/ଶݒሶ   se debe resolver el sistema-
simétrico 
 
ܰଵ/ଶܼܼ´ܰଵ/ଶݒ ൌ ߣݒ,    bajo   ݒ´ݒ ൌ 1  .          [2.2] 
 
 
 
Gráfica 2.3.  Círculo de correlación en el plano F1, F2 
Z4 
Z2 
Z1 
Z3 
F2 
F1 
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2.2.3.  Relaciones de transición 
 
Realizando el cambio  ܻ ൌ ܰଵ/ଶܼ en [2.1] se tiene ܻ´ܻݑ ൌ ߣݑ , y en [2.2]  
ܻܻ´ݒ ൌ ߣݒ  esto es   ܻ´ܻ ܻ´ݒด ൌ ߣܻ´ݒด  ,  con  lo cual  ݑ ൌ ܻ݇´ݒ ,  y por tanto   
ݑ´ݑ ൌ ݇ଶݒ´ܻܻ´ݒ		 → 	1		 ൌ 	 ݇ଶߣ, ݇		 ൌ 		1/√ߣ	   entonces  
 
ݑ ൌ భ√ഊܻ´ݒ ൌ
ଵ
√ఒ 	ܼ´ܰଵ/ଶݒ  
 
y se tiene que la solución al sistema con el mismo valor propio   está dada por: 
 
ݒఈ ൌ ଵඥఒഀ ܰ
భ
మܼݑఈ ൌ ଵඥఒഀ ܰ
భ
మ߰ఈ		 ,  ݒ ∈ ܴ௡  . 
 
Igual que en el espacio fila, se busca la combinación lineal más relacionada con el 
conjunto de variables originales que maximiza la inercia proyectada, obteniendo 
las coordenadas de los puntos variables como sus proyecciones sobre el -ésimo 
eje factorial vα , mediante 
 
߮ఈ ൌ ܼᇱܰଵ/ଶݒఈ ൌ ଵඥఒഀ ܼ
ᇱܼܰݑఈ ൌ ඥߣఈݑఈ  .           [2.3] 
 
Retomando la parte central de [2.3],  la coordenada de la j-ésima variable es 
 
߮௝ఈ ൌ ଵඥఒഀ ܼ
ᇱܰ߰ఈ ൌ ∑ ௥೔ೕష௥̅ೕ௦ೕ
௡௜ୀଵ 	 ଵ௡	
టഀ೔
ඥఒഀ ൌ ܿ݋ݎሺ݆, ߰ఈሻ .  Además  |߮| ൑ 1  . 
 
La coordenada de una variable sobre un eje  es el coeficiente de correlación de 
la variable con el factor  .  Así, este nuevo vector estará los más correlacionado 
posible con las variables de origen, con lo cual se sabe que en el eje α 	
ݒሺ߮ఈሻ ൌ ߮ఈᇱ ߮ఈ ൌ ∑ ܿ݋ݎଶሺ߰∝, ௝ܼሻ௝ ൌ 	ߣఈ  es máxima. 
 
 Otras relaciones de interés: 
	
ݑఈ ൌ ଵඥఒഀ ܼ
ᇱܰଵ/ଶݒఈ     ,    ݑ௝∝ ൌ భඥഊഊ	߮௝ఈ ൌ
భ
ඥഊഊ
	ܿ݋ݎሺ݆, ߰ఈሻ  , 
 
߰ఈ ൌ ܼݑఈ ൌ ଵඥఒഀ ܼܼ
ᇱܰଵ/ଶݒఈ ൌ ඥߣఈܰିଵ/ଶݒఈ  . 
 
Observe que los factores ߮ఈ  e  ߰ఈ  son colineales a los vector propio  ݑఈ e ݒఈ . 
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La tabla 2.1, presenta una síntesis de las fases del desarrollo factorial para el 
Análisis de Componentes Principales normado. 
 
 
ACP normalizado   ࢠ࢐ ൌ ሺ࢘࢐ െ ࢘࢐ሻ/࢙࢐  :  Resumen  Factorial 
  Nube individuos  ∈ ࡾ࢖  Nube variables  ∈ ࡾ࢔ 
Métrica , pesos  ܯ ൌ ܫ	 , ܰ ൌ ݀݅ܽ݃ሺ1/݊ሻ  ܰ , 		ܯ ൌ ܫ 
Componente 
Principal  ߰ ൌ ܼܯݑ ൌ ܼݑ  ߮ ൌ ܼ´ܰ
ଵ/ଶݒ 
Inercia ሺܫைሻ 
proyectada  ߰´ܰ߰ ൌ ݑ′ܼ′ܼܰݑ  ߮´ܯ߮ ൌ ߮´߮ ൌ ݒ´ܰ
ଵ/ଶܼܼ´ܰଵ/ଶݒ 
Matriz a 
diagonalizar  ܼ′ܼܰ  ܰ
ଵ/ଶܼܼ´ܰଵ/ଶ 
Relaciones  
transición  ݑఈ ൌ
ଵ
ඥఒഀ
ܼᇱܰଵ/ଶݒఈ ൌ 1ඥߣఈ
߮ఈ  ݒఈ ൌ 1ඥߣఈ
ܰଵ/ଶܼݑఈ ൌ 1ඥߣఈ
ܰଵ/ଶ߰ఈ 
Valores propios  ܫܱ ൌ ߣଵ ൅ ߣଶ ൅ ⋯൅ ߣ௣ ൌ ݌ 
 
Tabla 2.1. Resumen factorial del ACP normalizado. Note que  z୨ᇱz୨  ya contiene la métrica  1/s୨ଶ 
 
 
2.2.4.  Reconstitución de los datos 
 
Teniendo los valores propios ߣఈ ordenados en forma decreciente, la tabla Z se 
puede reconstituir exactamente a partir de  ൌ ܼܷ, ܼ ൌ 	ܷ´ ൌ ߣଵ/ଶܰିଵ/ଶܸܷ´	 
mediante la fórmula: 
 
ܰଵ/ଶܼ ൌ ∑ ඥߣఈ	ݒఈ	ݑఈᇱ௣ఈୀଵ ൌ ܸܦܷ´   ó    ܼ ൌ ∑ ߰ఈݑఈᇱఈ   , 
 
que es la descomposición de la matriz ܰଵ/ଶܼ en valores singulares, ඥߣఈ	, 
contenidos en la diagonal de la matriz D. V e U contienen p vectores propios 
ݒఈ	e	ݑఈ respectivamente tal que ܸ´ܸ ൌ ܫ௣ e  ܷܷ´ ൌ ܷ´ܷ ൌ ܫ௣. 
 
Si los p-q valores propios más pequeños se juzgan “despreciables” se puede 
limitar la suma a los q primeros términos correspondiente a los valores propios 
ߣଵ	, ߣଶ	, … , ߣ௤ : 
 
ܰଵ/ଶܼ ൎ ܰଵ/ଶܼ∗ ൌ ∑ ඥߣఈ	ݒఈ	ݑఈᇱ௤ఈୀଵ   . 
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La calidad de la reconstitución se puede evaluar por la cantidad  
 
߬௤ ൌ traza	௓
∗ᇲே௓∗
traza	௓ᇲே௓ ൌ
∑ ఒഀ೜ഀసభ
∑ ఒഀ೛ഀసభ
  . 
 
El coeficiente ߬௤ , inferior o igual a 1, se llamará tasa de inercia o aún porcentaje 
de varianza relativa a los q primeros factores.  Observe que  Σ	ߣఈ ൌ ݌ . 
 
 
2.2.5.  Elementos suplementarios 
 
Intervienen a posteriori del análisis activo para enriquecer y caracterizar aún más  
los ejes.  Para ubicar los individuos suplementarios con respecto a los otros en el 
espacio Rp también deben ser transformados mediante  ݖା௜௝ ൌ ሺݎା௜௝ െ ̅ݎ௝ሻ ݏ௝⁄  .  Las 
coordenadas de estos puntos suplementarios se obtienen con el producto   ܼାݑఈ  . 
 
En el caso de variables suplementarias continuas es necesario efectuar la 
transformación  ݖ௜௝ା ൌ ሺݎ௜௝ା െ ̅ݎ௝ାሻ ݏ௝ାൗ  con el fin de interpretar las distancias en 
términos de correlaciones.  Las coordenadas de las variables suplementarias son 
entonces las componentes del vector  ߮ఈା ൌ 	ܼା´ܰଵ/ଶݒఈ  y cada una corresponde a 
la correlación entre la variable y el factor. 
 
Si la variable es nominal con m modalidades, se procederá a representar como 
individuos suplementarios los centros de gravedad de las clases de individuos 
conformadas por cada modalidad.  Si se tiene millares de individuos conviene 
hacer un clúster y proyectar los individuos medios de cada clase como 
suplementarios. 
 
 
2.2.6.  Representación simultánea 
 
Las proximidades entre individuos se interpretan en términos de similitudes de 
comportamiento con respecto a las variables.  No se debe interpretar la distancia 
que separa un individuo de una variable ya que estos puntos no parten de un 
mismo espacio.  La superposición de los dos planos factoriales carece de sentido. 
 
No obstante si no se toman los puntos variables y por tanto sus correlaciones sino 
más bien sus direcciones en el gráfico de representación de los individuos, se 
puede considerar la representación simultánea, en este espacio Rp, a la vez a los 
individuos y a las variables representadas como vectores directores (gráfica 2.4). 
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Gráfica 2.4. Individuos y variables como vectores directores a ser 
representados conjuntamente 
i1
i2
in 
e1
e2



 





 

Z1
Z2
La posibilidad de una representación simultánea reside entonces en la proyección 
(en fila suplementaria) del antiguo eje canónico (en Rp)  ௝݁ sobre el nuevo eje  ݑఈ ,  
cuya coordenada vale ௝݁ᇱݑఈ ൌ ݑ௝ఈ . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
De las relaciones de transición, el análisis de la nube de variables se deduce del de 
la nube de individuos.  Recuérdese que en  Rn  la coordenada de la variable j sobre 
el eje  es ߮௝ఈ ൌ ඥߣఈ	ݑ௝ఈ  . 
 
Las dos nubes de variables se diferencian por una dilatación  ඥߣఈ  definida sobre 
cada eje.  La interpretación de distancia entre dos variables sólo se puede hacer en 
Rn.  Sobre la representación simultánea, es lícito comparar las posiciones relativas 
de dos individuos con respecto al conjunto de variables, o dos variables respecto 
al conjunto de individuos. 
 
La dirección de una variable define zonas para los individuos: de un lado, aquellos 
que toman valores fuertes para esta variable y, al lado opuesto, aquellos que 
toman valores bajos.  Nos interesará el alargamiento de los individuos en la 
dirección de la variable. 
 
 
2.2.7.  Elementos de ayuda para la interpretación 
 
Los ejes factoriales permiten obtener de hecho en Rp, la mejor visualización 
aproximada de las distancias entre los individuos de una parte y de otra parte  las 
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variables que a su vez califican y caracterizan tanto a los ejes como a los 
individuos. 
 
Recuerde que el valor propio es la varianza o inercia proyectada de la nube 
asociada a un factor; en un ACP normado, la suma de las inercias es igual al 
número p de variables y por tanto la inercia media vale 1.  Interesarán en general 
aquellos ejes cuya inercia sea “notablemente” superior a uno; en este caso se 
observará un decrecimiento irregular de los primeros valores propios. 
 
Los porcentajes de inercia de los ejes definen los “poderes explicativos” de los 
factores: ellos representan la parte de la varianza total tenida en cuenta por cada 
factor.  Su validez debe entonces tener en cuenta el número de variables y su 
forma de codificación.  Un % de inercia del 10%  es débil si la tabla contiene 10 
variables pero es fuerte en el caso de 100 variables.  La importancia de un factor 
también puede depender de variables exógenas o suplementarias. 
 
Las variables fuertemente correlacionadas con un eje van a contribuir a la 
definición (calificación) de ese eje.  Interesarán entonces aquellas variables que 
presenten coordenadas altas y que se sitúen más cerca del círculo de correlación, 
interpretando las componentes principales en función del reagrupamiento de 
ciertas variables y la oposición de otras.  La correlación (cos(θ)) entre dos 
variables  será conservada en  proyección según la calidad del ajuste. No se debe 
interpretar la distancia entre variables alejadas del círculo de correlación. 
 
De la gráfica 2.5 se puede deducir para las variables el coseno (cateto adyacente/ 
hipotenusa), como sigue: 
 
ܿ݋ݏଶሺ݆, ߙሻ ൌ ఝೕഀ
మ
ௗమሺ௝,ீሻ ൌ ߮௝ఈଶ ൌ ܿ݋ݎଶሺ݆, ߙሻ  . 
 
La inercia proyectada sobre el eje α de Rn es  ߣఈ ൌ ∑ ߮௝ఈଶ௝   por tanto interesa que 
la contribución de una variable j a la inercia del eje  ܥܽఈሺ݆ሻ ൌ ߮௝ఈଶ /ߣఈ sea alta.  
 
Si los individuos no son anónimos para el estudio, interesa conocer quienes 
participaron en la formación de los ejes. 
 
Se consideran las contribuciones relativamente más fuertes de los  puntos i (de 
masa ݌௜) a la inercia del eje : ܥܽఈሺ݅ሻ ൌ ݌௜	߰௜ఈଶ ߣఈ⁄  . Los individuos que más 
contribuyen a la determinación del eje son los más excéntricos y el examen de las 
coordenadas factoriales o la lectura de la gráfica 2.5 son suficientes.   
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La calidad de la representación está definida por:  
 
ܿ݋ݏଶሺ݅, ߙሻ ൌ ௗഀమሺ௜,ீሻௗమሺ௜,ீሻ ൌ
ట೔ഀమ
ௗమሺ௜,ீሻ  . 
 
Note que  ∑ ܥܽఈሺ݅ሻ௜ ൌ 1, ∑ ܿ݋ݏଶሺ݅, ߙሻఈ ൌ 1; la suma de las contribuciones de 
todos los individuos y de los cosenos sobre todos los ejes  es 1.  
 
Interesan para el análisis de individuos y variables, aquellos puntos con 
contribuciones y cosenos altos; son puntos excéntricos de alta calidad 
responsables en buena parte de la formación de los ejes. 
 
Cuando todas las variables están correlacionadas positivamente entre ellas, se 
sitúan del mismo lado de un eje factorial.  Esta característica que aparece con más 
frecuencia sobre  el primer eje, se llama Factor tamaño y permite el cálculo de 
otros índices estadísticos. 
 
 
2.3.  ANÁLISIS CANÓNICO (AC) 
 
El AC estudia las relaciones entre dos grupos de variables.  Así, contiene como 
caso particular la regresión múltiple si uno de los dos grupos está reducido a una 
sola variable numérica, al análisis discriminante cuando la variable a explicar es 
nominal y al análisis de correspondencias cuando los dos grupos son nominales. 
 
El método de AC desarrollado por Hotelling (1936) busca sintetizar las 
interrelaciones existentes entre dos grupos de variables, identificando la 
combinación lineal de las variables del primer grupo más correlacionada a la 
combinación lineal del segundo grupo. 
 
Gráfica 2.5. Representación de las contribuciones y cosenos de los individuos
d(i,G) 
 d(i,G)
G i
F

i 
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La tabla de datos R con n líneas y p + q columnas es particionada en dos subtablas  
X e Y con p y q columnas respectivamente. 
 
ܴ ൌ ሾܺ ⋮ ܻሿ  . 
 
Se supone que las variables están centradas-reducidas; entonces la matriz de 
correlaciones de las p + q variables se escribe 
 
ܸሺܴሻ ൌ ଵ௡ ܴᇱܴ ൌ
ଵ
௡ ቂܺ′ܺ ܺ′ܻܻ′ܺ ܻ′ܻቃ  . 
 
Sean a y b dos vectores con p y q componentes, definiendo las combinaciones 
lineales  
 
ܺܽ ൌ ∑ ௝ܽ ௝ܺ௣௝ୀଵ ൌ ܽଵ ଵܺ ൅ ⋯൅ ܽ௣ܺ௣	  
 
ܻܾ ൌ ∑ ܾ௞ ௞ܻ௤௞ୀଵ ൌ ܾଵ ଵܻ ൅ ⋯൅ ܾ௤ ௤ܻ . 
 
Los vectores Xa=t  e Yb=u  pertenecen a 	ܴ௡ ya que son combinaciones de las 
columnas de  Xj e Yk  que también ߳	ܴ௡ y  engendran los espacios VX e VY . 
 
Se propone encontrar en principio las dos combinaciones lineales t e u más 
correlacionadas sobre el conjunto de datos. Como las variables están centradas 
las combinaciones lineales también lo están.  
 
Se impone a las dos combinaciones tener una varianza unitaria; esto es:  
 
ܸሺݐሻ ൌ ܸሺܺܽሻ ൌ ଵ௡ ܽᇱܺᇱܺܽ ൌ 1  ,  ܸሺݑሻ ൌ ܸሺܻܾሻ ൌ
ଵ
௡ ܾᇱܻᇱܻܾ ൌ 1 .          [2.4] 
 
Bajo estas condiciones, se maximiza r el coeficiente de correlación entre las 
combinaciones lineales, que coincide con la covarianza, es decir  
 
ݎ ൌ ܿ݋ݎሺܺܽ, ܻܾሻ ൌ ܿ݋ݎሺݐ, ݑሻ ൌ ܧሺݐ′. ݑሻ ൌ ଵ௡ ܽᇱܺᇱܻܾ  . 
 
Ya que los datos en ambos grupos están centrados, el coeficiente de correlación 
no es otro que el coseno del ángulo w entre los subespacios VX e VY .  La búsqueda 
de los coeficientes (vectores o variables canónicas) a y b conducen a minimizar el 
ángulo w entre los subespacios VX e VY .  (Ver gráfica 2.6). 
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2.3.1.  Cálculo de las variables canónicas 
 
Dos multiplicadores de lagrange λ , μ  intervienen en el desarrollo, tal que:  
 
ܮ	 ൌ 	 భ೙ܽ’ܺ’ܻܾ	 െ 	ߣ	ሺభ೙ܽ’ܺ’ܺܽ െ 1ሻ 	െ 	ߤሺభ೙ܾ’ܻ’ܻܾ െ 1ሻ  .	
 
Las derivadas del lagrangiano ߲ܮ respecto a los vectores a y b conducen a 
 
భ
೙ܺ’ܻܾ	– 	2ߣ	భ೙ܺ’ܺܽ	 ൌ 	0 ;       భ೙ܻ’ܺܽ	– 	2ߤభ೙ܻ’ܻܾ	 ൌ 	0   .          [2.5]	
	
Premultiplicando los dos miembros de las relaciones anteriores por a’ y b’ 
respectivamente y teniendo en cuenta las restricciones en [2.4], se obtiene 
 
భ
೙ܽ’ܺ’ܻܾ	 ൌ 	2ߣ				,				భ೙ܾ’ܻ’ܺܽ	 ൌ 	2ߤ  . 
	
Por consiguiente ߣ ൌ 	ߤ .  Note que ݎ ൌ 	2	ߣ es el valor del coeficiente de 
correlación maximal buscado.  
 
Así, el sistema [2.5] se escribe 
 
ܺᇱܻܾ ൌ ݎܺᇱܺܽ   ,   ܻᇱܺܽ ൌ ݎܻ′ܻܾ  .           [2.6] 
 
 
Si las matrices ܺᇱܺ e  ܻᇱܻ  son inversibles la solución es inmediata ya que   
 
ܽ ൌ ଵ௥ ሺܺᇱܺሻିଵܺ′ܻܾ            [2.7] 
 
VY 
VX 
0
t
μw
Gráfica 2.6.  Angulo w entre los subespacios VX e VY
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que reemplazando en [2.6] conduce a: 
 
ሺܻᇱܻሻିଵܻ’ܺሺܺ’ܺሻିଵܺ’ܻܾ		 ൌ 		 ݎଶܾ             [2.8] 
 
y entonces en [2.8] b es vector propio  relativo al valor propio más grande ݎଶ; de 
manera análoga a es vector propio del sistema 
 
ሺܺᇱܺሻିଵ	ܺᇱܻሺܻᇱܻሻିଵܻᇱܺܽ ൌ ݎଶܽ             [2.9] 
 
de [2.7] se obtiene  ܺܽ ൌ ଵ௥ 	ܺሺܺᇱܺሻିଵ	ܺᇱܻܾ ൌ
ଵ
௥ ௫ܻܾܲ  .          [2.10] 
 
Análogamente  ܻܾ ൌ ଵ௥ 	ܻሺܻ′ܻሻିଵܻᇱܺܽ ൌ
ଵ
௥ ௬ܲܺܽ  .          [2.11] 
 
Así en [2.10], ܺܽ ൌ ݐ es colineal a la proyección ortogonal de ܻܾ ൌ ݑ sobre el 
espacio engendrado por las columnas de X.  Análogamene para Yb en [2.11]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Así,  r es el coeficiente de correlación canónica (ccc),  y ݎ௛  el ccc asociado a las 
h-ésimas componentes. 
 
Considérese ahora las componentes canónicas ݐ ൌ ܺܽ e ݑ ൌ ܻܾ  reducidas 
ሺݐᇱݐ ൌ ݑᇱݑ ൌ ݊ሻ ;  de [2.6],  se tiene  
 
ଵ
௡ ܺᇱݑᇣᇤᇥ		ൌ 		
ଵ
௡ ݎܺᇱݐ		 ;   
ଵ
௡ ܻᇱݐ		 ൌ 	ݎ
ଵ
௡ ܻᇱݑ    es decir 
 
ܿ݋ݒ൫ ௝ܺ	, ݑ൯ᇣᇧᇧᇤᇧᇧᇥ ൌ ݎ	ܿ݋ݒ൫ ௝ܺ	, ݐ൯		; 		ܿ݋ݒሺ ௞ܻ	, ݐሻ ൌ ݎ	ܿ݋ݒሺ ௞ܻ	, ݑሻ					݇ ൌ 1, . , ݍ  .     [2.12] 
 
Premultiplicando [2.10] por  భ೙ܽ’ܺ’		se obtiene: 
 
  ݎ భ೙ܽᇱܺᇱܺܽᇣᇧᇤᇧᇥ
ሾଶ.ସሿ
ൌ భ೙ܽᇱܺᇱܻܾ	 ൌ ܿ݋ݎ	ሺܺܽ, ܻܾሻ ൌ ݎ   
 
De las propiedades de la regresión múltiple, 
se define R como el cos(w) que es la 
correlación entre t e u. En la h-ésima etapa, 
ܴଶሺܻܾ௛; ܺܽ௛ሻ ൌ ܿ݋ݎଶሺܻܾ௛, ܺܽ௛ሻ ൌ ݎ௛ଶ Vx 
Vy Xa 
Yb 
23 
 
 
 
Así, el vector de correlaciones entre las variables ௝ܺ y la componente canónica del 
otro grupo u es colineal al vector de correlaciones entre los ௝ܺ y la componente 
canónica t.  Análogamente en ௞ܻ, ver [2.12]. 
 
Si se nota  ܴଵଵ ൌ ଵ௡ ܺᇱܺ				,					ܴଶଶ ൌ
ଵ
௡ ܻᇱܻ	 como las correlaciones intragrupos y  
ܴଵଶ ൌ ଵ௡ ܺᇱܻ	  con  ܴଶଵ ൌ ܴ′ଵଶ		 las correlaciones intergrupos, entonces [2.8] y 
[2.9] se pueden escribir como: 
 
ܴଶଶିଵ		ܴଶଵ		ܴଵଵିଵ		ܴଵଶ	ܾ ൌ ݎଶܾ		,			ܴଵଵିଵ		ܴଵଶ		ܴଶଶିଵ		ܴଶଵ	ܽ ൌ ݎଶܽ  .           [2.13] 
 
En general estas matrices no son simétricas. Su simetrización garantizará la 
ortogonalidad de los componentes canónicos ݐ௛ de orden diferente, para ello se 
premultiplica el lado derecho en  [2.13]  por ܴଵଵଵ/ଶ y se obtiene: 
 
ܴଵଵିଵ/ଶ	ܴଵଶ	ܴଶଶିଵ	ܴଶଵ	ܴଵଵିଵ/ଶ 	ܴଵଵଵ/ଶܽᇣᇤᇥ
௔෤
	ൌ 		 ݎଶ ܴଵଵଵ/ଶܽᇣᇤᇥ	 .          [2.14] 
 
Así, los vector propio ܴଵଵଵ/ଶܽ , asociados a los valor propio no nulos r2 son 
ortogonales y se pueden escribir como   ෤ܽ ൌ ܴଵଵଵ/ଶܽ   de donde   ܽ	 ൌ ܴଵଵିଵ/ଶ ෤ܽ   ;  la 
variable canónica a es el vector propio asociado en [2.9] y en [2.13].   
 
Además,   ଵ௡ ݐ௛ᇱ ݐ௟ᇱ 	ൌ 	
ଵ
௡ ܽ௛ᇱ ܺᇱܺܽ௟ 	ൌ 			 ܽ௛ᇱ 	ܴଵଵܽ௟ 		ൌ 			 ܽ௛ᇱ ܴଵଵ
ଵ/ଶܴଵଵଵ/ଶܽ௟ 	ൌ 	0	   con lo 
cual se prueba la ortogonalidad de los ݐ௛ . Se muestra de la misma forma la 
ortogonalidad de los ݑ௛ .   
 
En fin, también se tiene ortogonalidad entre los  ݐ௛  y  ݑ௟  
 
ݐᇱ௛ݑ௟ 		ൌ 		 ܽᇱ௛ܺᇱݑ௟ 		ൌ 		 ܽᇱ௛ܺᇱܻܾ௟ 		ൌ 		ܽᇱ௛ ݎ௟ܺᇱܺܽ௟ᇣᇧᇤᇧᇥ
ሺ଻ሻ
		ൌ 		 ܽᇱ௛ݎ௟ܺᇱݐ௟		 
ൌ		 ݎ௟ܽ′௛ܺᇱݐ௟ ൌ 		 ݎ௟ݐ′௛ݐ௟ 	ൌ 	0								; 				݄ ് ݈		 . 
 
Si se denomina la matriz simétrica dada en [2.14] por ܼᇱܼ como en ACP, la 
descomposición singular de Z es: 
 
ܴଵଵିଵ/ଶܴଵଶܴଶଶିଵ/ଶᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
௓
ൌ ∑ ݎ௛௛ ܴଵଵଵ/ଶܽ௛ᇣᇧᇤᇧᇥ
௨
ܾ௛ᇱ ܴଶଶଵ/ଶᇣᇤᇥ
௩ᇱ
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que premultiplicando por ܴଵଵଵ/ଶ y pos multiplicando por ܴଶଶଵ/ଶ conlleva a: 
 
ܴଵଶ ൌ ∑ ݎ௛௛ ܴଵଵܽ௛ܾ௛ᇱ ܴଶଶ	           [2.15] 
 
con  ܴଵଵܽ௛ ൌ ଵ௡ ܺᇱܺܽ௛ ൌ 		
ଵ
௡ ܺᇱݐ௛ ൌ
ଵ
௡௥೓ ܺ
ᇱݑ௛		  ;  análogamente 	ܴଶଶܾ௛ ൌ ଵ௡௥೓ ܻ
ᇱݐ௛ 
 
por tanto de [2.15] 
 
ܿ݋ݎ൫ݔ௝, ݕ௞൯ ൌ ∑ భೝ೓௛ ܿ݋ݎ൫ݔ௝, ݑ௛൯. ܿ݋ݎሺݕ௞, ݐ௛ሻ ൌณሾଶ.ଵଶሿ
∑ ܿ݋ݎ൫ݔ௝, ݐ௛൯. ܿ݋ݎሺݕ௞, ݐ௛ሻ	௛ . 
 
permitiendo la representación gráfica (biplot) de ambos conjuntos de variables. 
 
 
2.3.2  Interpretación de resultados 
 
Se describe en esta sección los conceptos básicos de redundancia, comunalidad  y 
componentes canónicas útiles en la interpretación de los resultados. 
 
 
2.3.2.1.  Varianza explicada (Redundancia) 
 
La proximidad entre un grupo de variables X y una componente t es medida en 
ACP por la proporción de inercia de X explicada por la variable t, denotada: 
݌ሺܺ, ݐሻ ൌ భ೛∑ ܿ݋ݎଶ௣௝ ൫ݔ௝, ݐ൯ ൌ ߣ௧/݌ , por tanto 
 
 Parte de la varianza de X explicada por su componente ݐ௛ y la componente ݑ௛ 
del otro grupo (redundancia de X con relación a ݑ௛ ) es respectivamente: 
 
ܴ݀ሺܺ, ݐ௛ሻ ൌ భ೛∑ ܿ݋ݎଶ௣௝ ൫ݔ௝, ݐ௛൯ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ
ఒೣ೟೓
		  
 
ܴ݀ሺܺ, ݑ௛ሻ ൌ భ೛∑ ܿ݋ݎଶ௣௝ ൫ݔ௝, ݑ௛൯ ൌ ݎ௛ଶܴ݀ሺܺ, ݐ௛ሻ  . 
 
  La generalización a m componentes ݑ௛ es: 
 
ܴ݀ሺܺ, ݑଵ, … , ݑ௠ሻ ൌ భ೛∑ ܴଶሺ ௝ܺ, ݑଵ, … , ݑ௠ሻ௣௝ ൌณ
௢௥௧
	 భ೛ ∑ ∑ ݎଶሺ ௝ܺ, ݑ௛ሻ௠௛௣௝   . 
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 Igualmente, parte de la varianza de Y explicada por su componente ݑ௛ e ݐ௛ 
del otro grupo (redundancia de Y respecto a ݐ௛)  es: 
 
ܴ݀ሺܻ, ݑ௛ሻ ൌ భ೜∑ ܿ݋ݎଶ௤௞ ሺݕ௞, ݑ௛ሻ   
 
ܴ݀ሺܻ, ݐ௛ሻ ൌ భ೜∑ ܿ݋ݎଶ௤௞ ሺݕ௞, ݐ௛ሻ ൌ ݎ௛ଶܴ݀ሺܻ, ݑ௛ሻ . 
 
 
Por tanto, y derivado de la generalización, parte de la varianza de X e Y explicadas 
por m componentes ݑ௛  y  ݐ௛: 
 
∑ ܴ݀ሺܺ, ݑ௛௠௛ ሻᇣᇧᇧᇧᇤᇧᇧᇧᇥ
∑ఒೣೠ೓
	    y   	∑ ܴ݀ሺܻ, ݐ௛௠௛ ሻ  . 
 
 
2.3.2.2.  Comunalidad Intra-grupo 
 
Se puede medir la parte de varianza de cada variable explicada en sus m 
componentes canónicas a retener, y estos índices son llamados comunalidades 
como en análisis factorial.  Así, de [2.12] y de ݒሺݐሻ ൌ ݒሺݑሻ ൌ 1 entonces, 
 
ܴଶሺݔ௝, ݐଵ, … , ݐ௠ሻ ൌ ∑ ܿ݋ݎଶሺݔ௝, ݐ௛ሻ௠௛ ൌ ∑ భೝ೓మܿ݋ݎ
ଶሺݔ௝, ݑ௛ሻ௠௛   
 
ܴଶሺݕ௞, ݑଵ, … , ݑ௠ሻ ൌ ∑ ܿ݋ݎଶሺݕ௞, ݑ௛ሻ௠௛ ൌ ∑ భೝ೓మܿ݋ݎ
ଶሺݕ௞, ݐ௛ሻ௠௛  . 
 
Las variables con comunalidad intra-grupo débil, participan poco en el estudio, 
puesto que ellas están poco relacionadas con las variables activas del otro grupo. 
 
 
2.3.2.3.  Comunalidad Inter-grupo 
 
Está definida como la varianza cruzada, es decir, la varianza de cada variable 
explicada en las m componentes del otro grupo; esto es: 
 
ܴଶ൫ݔ௝, ݑଵ, … , ݑ௠൯ ൌ ∑ ܿ݋ݎଶ൫ݔ௝, ݑ௛൯௠௛   
 
ܴଶሺݕ௞, ݐଵ, … , ݐ௠ሻ ൌ ∑ ܿ݋ݎଶሺݕ௞, ݐ௛ሻ௠௛   . 
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Las variables con poca comunalidad intergrupos son específicas de su propio 
grupo, ellas están poco relacionadas con el otro grupo; se pueden suprimir estas 
variables sin perturbar el análisis. 
 
Nota: Suponga que ݏ ൌ min	ሺ݌, ݍሻ entonces las componentes ݑଵ, … , ݑ௦ engendran 
el mismo espacio que Y y por consiguiente t con X;  entonces: 
 
ܴଶ൫ݔ௝, ݑଵ, … , ݑ௠൯ ൌ ܴଶ൫ݔ௝, ݕଵ, … , ݕ௤൯			,			ܴଶሺݕ௞, ݐଵ, … , ݐ௦ሻ ൌ ܴଶሺݕ௞, ݔଵ, … , ݔ௣ሻ  . 
 
Además si s=p, R12 es de rango pleno y globalmente: 
 
ܴ݀ሺܺ, ܻሻ ൌ ܴ݀ሺܺ, ݑଵ, … , ݑ௦ሻ			,			ܴ݀ሺܻ, ܺሻ ൌ ܴ݀ሺܻ, ݐଵ, … , ݐ௦ሻ  . 
 
 
2.3.2.4.  Interpretación de las componentes canónicas 
 
A nivel de las variables. En ACP hay proporcionalidad entre el vector propio y el 
vector de correlaciones de la variable y la componente principal, debido a la 
relación √ߣݑ ൌ ܿ݋ݎ൫ ௝ܺ, ߰ఈ൯ ൌ ߮ఈ.  Así, las coordenadas de los vectores 
canónicos a o b miden el aporte marginal de cada variable a la construcción de las 
componentes canónicas t o u de su grupo.  
 
Ellas pueden tener un signo y un nivel diferentes de la correlación entre las 
variables y sus componentes canónicas la cual puede reflejar adecuadamente las 
estructuras originales de correlación intragrupos.  Si hay multicolinealidad 
intragrupo es muy difícil interpretar su vector canónico. 
 
El AC de X e Y es equivalente al AC de las componentes principales de X  y de las 
de Y, conduciendo a las mismas componentes canónicas.  Pero la ortogonalidad de 
las componentes principales permite relacionar directamente los coeficientes de 
regresión ௝ܽ o ܾ௞ como las correlaciones entre las componentes principales y las 
componentes canónicas.  Es pues muy ilustrativo interpretar las componentes 
canónicas proyectándolas sobre los círculos de correlación obtenidos del ACP de 
X y de Y. 
 
A nivel de individuos. Las cartas ሺݐଵ, ݑଵሻ, … , ሺݐ௛, ݑ௛ሻ permiten visualizar la 
relación entre las CC y situar los individuos dentro de la relación. 
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2.4.  ANÁLISIS FACTORIAL INTERBATERIAS   
 
De acuerdo con Tucker (1958), se investigan las componentes ݐ௛ ൌ ܺܽ௛ e  
ݑ௛ ൌ ܻܾ௛ explicando su propio grupo y estando siempre tan correlacionadas 
como sea posible.  Se impone a ܽ௛ y ܾ௛ ser ortonormales.  
 
Se busca entonces maximizar la covarianza o simultáneamente el producto de sus 
varianzas con su correlación; esto es:  
 
max	 ܿ݋ݒ൫ܺܽ௛,	ܻܾ௛൯ ൌ max	ሼܿ݋ݎ൫ܺܽ௛,	ܻܾ௛൯ඥݒܽݎሺܺܽ௛ሻඥݒܽݎሺܻܾ௛ሻሽ  . 
 
Este método es en sí, es un compromiso entre el AC de X e Y que  
ሾmax ܿ݋ݎሺܺܽ௛	ܻܾ௛ሻሿ y del ACP de X que ሾmax ݒܽݎሺܺܽ௛ሻሿ e Y que 
ሾmax ݒܽݎሺܻܾ௛ሻሿ  . 
  
Tal como en AC, las variables se suponen centradas y reducidas, con lo cual la 
matriz de covarianzas3 o correlaciones intra-X es ܴଵଵ ൌ భ೙ܺᇱܺ y la intergrupos 
corresponde a ܴଵଶ ൌ భ೙ܺᇱܻ.  Observe que si A contiene todos los ah entonces: 
 
∑ ݒܽݎሺݐ௛ሻ௣௛ ൌ భ೙‖ܺܣ‖ଶ ൌ భ೙ݐݎܽݖܽሺܺܣܣᇱܺᇱሻ ൌ భ೙ݐݎܽݖܽሺܺᇱܺሻ ൌ ݌   
 
igualmente,   ∑ ݒܽݎሺݑ௛ሻ௤௛ ൌ ݍ . 
 
 
2.4.1.  Búsqueda de la solución óptima 
 
De la covarianza  
 
ߛ௛ ൌ ܿ݋ݒ൫ܺܽ௛,	ܻܾ௛൯ ൌ ܿ݋ݒሺݐ௛, ݑ௛ሻ ൌ ଵ௡ݐ௛ᇱ ݑ௛ 
ൌ ܽ௛ᇱ ܴଵଶܾ௛ ൌ cos	ሺܽ௛,ܴଵଶܾ௛ሻ‖ܴଵଶܾ௛‖          [2.16] 
 
se deduce que un óptimo se da cuando el coseno es 1, esto es, cuando el vector ܽ௛ 
sea colineal con  ܴଵଶܾ௛  y entonces ߛ௛ ൌ ‖ܴଵଶܾ௛‖.  De manera análoga, se tiene 
un óptimo cuando el vector ܾ௛ es colineal con ܽ௛ᇱ ܴଵଶ, con lo cual ߛ௛ ൌ ‖ܴଶଵܽ௛‖. 
 
                                                 
3 Bajo R, la cov() se calcula sobre n-1. Observe que las restricciones ahora actúan sobre ah e bh  y 
no sobre t e u. 
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Aplicando el lagrangiano a	 ܿ݋ݒ൫ܺܽ௛,	ܻܾ௛൯		ܾ݆ܽ݋	 	ܽ௛ᇱ ܽ௛ ൌ 1		ݕ		ܾ௛ᇱ ܾ௛ ൌ 1 se 
obtiene el sistema: 
 
భ
೙ܺᇱܻܾ ൌ 2ߣܽ				ݕ					భ೙ܻᇱܺܽ ൌ 2ߤܾ  .          [2.17] 
 
Este sistema es relativamente diferente al encontrado en AC. Premultiplicando las 
dos ecuaciones por a´ y b´ se tiene que 2ߣ ൌ 2ߤ ൌ ߛ		 y por tanto, 
 
ܽ ൌ 	 భംܺᇱܻܾ   ;   ܾ ൌ 	 భംܻᇱܺܽ   
 
y  las ecuaciones de estacionariedad son 
 
ܺᇱܻܻᇱܺܽ ൌ ߛଶܽ				; 				ܻᇱܺܺᇱܻܾ ൌ 	ߛଶܾ  . 
   
Es decir,  ܽ௛ es vector propio de la matriz simétrica ܴଵଶܴଶଵ de orden p, asociado 
al valor propio ߛ௛ଶ más grande garantizando máxima covarianza; asi, los ah 
conforman una base ortonormal en Rp.  De forma análoga, ܾ௛ es vector propio de 
R21R12 asociado al mismo valor propio ߛ௛ଶ más grande; y conforman una base 
ortonormal en Rq. 
 
Se obtiene la misma solución investigando globalmente las componentes ݐ௛	݁	ݑ௛ 
maximizando el criterio 
 
∑ ܿ݋ݒଶሺܺܽ௛௦௛ୀଵ , ܻܾ௛ሻ   
 
bajo las restricciones ܽଵ, … , ܽ௦ ortonormales y ܾଵ, … , ܾ௦ ortonormales.  Cuando 
ܴଵଶ es de rango completo ݏ ൌ min	ሺ݌, ݍሻ. 
 
 
2.4.2.  Propiedades de las componentes  ࢚ࢎ  y  ࢛ࢎ   
 
 Las componentes ݐ௛	݋	ݑ௟ del mismo grupo no son ortogonales. 
 
 Las componentes ݐ௛	݁	ݑ௟ de orden diferente son ortogonales, ya que 
 
ܿ݋ݎ൫ݐ௛,ݑ௟൯ ൌ 	 భ೙ݐ௛ᇱ ݑ௟ ൌ భ೙ܽ௛ᇱ ܺᇱܻܾ௟ ൌ ܽ௛ᇱ ܴଵଶܾ௟ ൌ ܽ௛ᇱ ܽ௟ߛ௟ ൌ 0  . 
 
 La interpretación de las componentes a partir de [2.17] es: 
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ܽ௛ ൌ భം೓ܺᇱݑ௛ ൌ 	 భೝ೓഑೟೓
	௑ᇲ௨೓
ఙೠ೓
ൌ ଵ௥೓ఙ೟೓ ሼܿ݋ݎ൫ݔ௝, ݑ௛൯…∀݆ሽ	; 			ܾ௛ ൌ
భ
ം೓ܻ′ݐ௛   [2.18] 
 
con lo cual ܽ௛ es colineal al vector de correlaciones entre las ௝ܺ e ݑ௛ ; 
análogamente, ܾ௛ es colineal al vector de correlaciones entre las ௞ܻ  e  ݐ௛  . 
 
Hay coherencia entre los coeficientes de las variables y las correlaciones entre las 
variables de un grupo y las componentes del otro grupo.  
 
Sin embargo las componentes del mismo grupo no son ortogonales pues  
 
ܺᇱܻܻᇱܺܽ௛ ൌ 	ߛ௛ଶܽ௛  ;   y   ܽ௟ᇱܺᇱܻܻᇱܺܽ௛ ൌ ݐ௟ᇱܻܻᇱݐ௛ ൌ ߛ௛ଶܽ௟ᇱܽ௛ ൌ 0   
 
con lo cual  ݐ௛ᇱ ݐ௟	#	0  y  ݑ௛ᇱ ݑ௟	#	0 ; y esto ha de tenerse en cuenta en el cálculo de 
las varianzas explicadas o redundancias. 
 
 
2.4.3.  Descomposición de la matriz de correlaciones R12 
 
La descomposición en valores singulares de ܴଵଶestá dada por: ܴଵଶ ൌ ∑ ߛ௛ܽ௛ܾ௛ᇱ௦௛    
la cual mediante [2.17] 	conduce a: 
 
ܿ݋ݎ൫ݔ௝	, ݕ௞൯ ൌ ∑ ଵ௥೓ ܿ݋ݎ൫ݔ௝, ݑ௛൯ܿ݋ݎሺݕ௞	, ݐ௛ሻ
௦௛   . 
 
Se puede visualizar la matriz de correlaciones intergrupos, utilizando las 
correlaciones entre las variables de un grupo y las componentes del otro grupo.  
 
Así, se obtiene la mejor aproximación en el sentido de los mínimos cuadrados de  
ܴଵଶ , mediante su similar de dimensión p, q y rango m: 
 
ܴଵଶ೘ ൌ ∑ ߛ௛ܽ௛ܾ௛ᇱ௠௛ 				 ; 	y	ya	que			‖ܴଵଶ‖ଶ ൌ ฮܴଵଶ೘ฮ
ଶ ൅ ฮܴଵଶ െ ܴଵଶ೘ฮ
ଶ
  . 
 
Se puede medir la calidad de la aproximación, definiendo el número de 
componentes a retener.  Además, estas normas se calculan en términos de los 
valores propios: 
 
‖ܴଵଶ‖ଶ 	ൌ 	trazaሺܴଵଶܴଶଵሻ 	ൌ 	∑ ߛ௛ଶ௦௛ 	; 		ฮܴଵଶ೘ฮ
ଶ ൌ ∑ ߛ௛ଶ௦௛ୀଵ 	; 	ฮܴଵଶ െ ܴଵଶ೘ฮ
ଶ
   
 
ൌ ∑ ߛ௛ଶ௦௛ୀ௠ାଵ    
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2.4.4.  Estadístico ࣑૛ para el número de componentes 
 
Tucker (1958) propuso el test ∅௠ para determinar el número mínimo m de 
componentes a tomar para el cómputo: 
 
∅௠ ൌ ௡ሺ௣ି௠ሻሺ௤ି௠ሻ∑ ఊ೓
మೞ೘శభ
൫௣ି∑ ௩௔௥ሺ௧೓ሻ೘೓ ൯ሺ∑ ௩௔௥ሺ௨೓ሻ೘೓ ሻ
  . 
 
Para ݉ ൌ 0	,   ∅଴ ൌ ݊∑ ߛ௛ଶ௦ଵ . ∅௠ se aproxima a una ߯ଶ  con ሺ݌ െ ݉ሻሺݍ െ ݉ሻ	݃. ݈ 
sobre las siguientes hipótesis: 
 
a. Las m componentes está bien determinadas (con val-p grandes). 
b. La matriz  Rଵଶ es de rango m. 
c. Los datos son de una población multinormal. 
d. La muestra utilizada es aleatoria y suficientemente grande. 
 
Así, la estadística ∅௠ permite determinar si el residuo ฮܴଵଶ െ ܴଵଶ೘ฮ
ଶ ൌ
∑ ߛ௛ଶ௦௛ୀ௠ାଵ    es significativo. 
 
Una vez se obtienen los vectores a y b y por consiguiente las componentes t y u, 
se calculará la varianzas de estas componentes, las estadísticas ∅௠, las 
correlaciones entre las componentes, y tal como en AC las correlaciones de las  ݔ௝ 
e  ݒ௞ con las  ݑ௛ y  ݐ௛ .  
 
También se obtendrán las partes de varianza explicada y las comunalidades, pero 
en este caso y debido a la correlación entre las componentes el cálculo ha de 
realizarse con la ayuda de la regresión. 
 
Para la comunalidad intra-grupo se calcula la varianza de ௝ܺ explicada en ݐଵ 
ሺݐଵ	, ݐଶ	ሻ	; 	…	; 	ሺݐଵ, ݐଶ, … , ݐ௦ሻ.  Tal como en ACP se tiene la reconstitución4  
ܺ ൌ ∑ ݐ௛௣௛ ܽ௛ᇱ   con lo cual la variable  ௝ܺ ൌ ݐଵܽଵ௝ ൅ ⋯൅ ݐ௣ܽ௣௝ .  
 
Por tanto, en la regresión con s componentes se obtiene  ௝ܺ 	ൌ 	 ෠ܺ௝ ൅ ݁	 ൌ 	ߚመଵݐଵ 	൅
⋯൅	ߚመ௦ݐ௦ ൅ ݁ ;  la cual corresponde con una regresión simple cuando ݏ ൌ 1 caso 
en el cual  ߚመଵ ൌ ௝ܺᇱ. ݐଵ , y con una estimación exacta a la del ACP para ݏ ൌ ݌, pues 
los coeficientes ܽଵ௝ ൌ ߚመଵ, … , ܽ௣௝ ൌ ߚመ௣  coinciden.    
                                                 
4  ܺܽఈܽఈᇱ ൌ ݐఈܽఈᇱ 	⇒ ܺ∑ ܽఈܽఈᇱ ൌఈ ܺ ൌ ∑ ݐఈܽఈᇱఈ  
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En cualquier regresión, se obtiene el coeficiente de determinación  ܴଶ ൌ ௩൫௑෠ೕ൯௩൫௑ೕ൯   
que mide el porcentaje de variabilidad de ௝ܺ explicado por la regresión ෠ܺ௝ ;  pero 
como ݒ൫ ௝ܺ൯ ൌ 1  entonces 
 
ݒ൫ ෠ܺ௝൯ ൌ ߚመଵଶ	ݒሺݐଵሻ ൅ ⋯൅ ߚመ௦ଶݒሺݐ௦ሻ ൅ 2∑ ߚ௜௦௜,௞வ௜ ߚ௞ܿ݋ݒሺݐ௜, ݐ௞ሻ ൌ ܴଶ  
 
representa la comunalidad intragrupo de ௝ܺ en las s componentes.  Así, es 
necesario realizar tantas regresiones progresivas, como componentes se tenga, 
esto es con ݐଵ ; ሺݐଵ, ݐଶሻ; … ; ሺݐଵ, ݐଶ, … , ݐ௦ሻ.  Para ݏ ൌ ݌ , ܴଶ ൌ 1. 
 
 
2.5.  ANÁLISIS DE REDUNDANCIAS   
 
Van den Wollemberg (1977), investiga para los grupos X e Y las componentes 
centradas reducidas y no correlacionadas  ݐ௛ ൌ ܺܽ௛ maximizando el criterio  
 
∑ ∑ ܿ݋ݎଶሺݕ௞, ݐ௛ሻ௤௞௦௛ ൌ 	∑ భ೙ݐ௛ᇱ ܻܻ′ݐ௛௛ భ೙ ൌ ∑ ܽ௛ᇱ ܴଵଶ௛ ܴଶଵܽ௛  .           [2.19] 
 
Se obtendrá así las componentes ݐ௛ que mejor explican el conjunto de variables  
ݕ௞ , bajo la restricción భ೙ݐ௛ᇱ ݐ௛ ൌ ܽ௛ᇱ ܴଵଵܽ௛ ൌ 1.  Se evita de esta manera el defecto 
del AC que puede conducir a componentes no explicando alguna parte de las Y. 
 
 
2.5.1.  Solución óptima 
 
Si se hace el cambio de variable  ܿ௛ ൌ ܴଵଵଵ/ଶܽ௛ , el criterio [2.19] a maximizar 
queda: 
 
∑ ܿ௛ᇱ ሺܴଵଵିଵ ଶ⁄ ܴଵଶܴଶଵܴଵଵିଵ ଶ⁄ ሻܿ௛௛   .          [2.20] 
 
 
El número máximo de componentes que es posible extraer es igual al rango s de  
ܴଵଶ .  El máximo de [2.20] bajo esta restricción, es alcanzado por los vectores 
propios normados  ܿଵ, … , ܿ௦  de la matriz simétrica  ܴଵଵିଵ ଶ⁄ ܴଵଶܴଶଵܴଵଵିଵ ଶ⁄  asociados 
a los valores propios más grandes  ߣଵ, … , ߣ௦ .  
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Se deducen luego los vectores ܽ௛ ൌ ܴଵଵିଵ/ଶܿ௛  y las componentes ݐ௛ ൌ ܴܺଵଵିଵ ଶ⁄ ܿ௛.   
Los vectores ܽ௛ son vectores propios de la matriz ܴଵଵିଵܴଵଶܴଶଵ asociados a los 
mismos valores propios  ߣ௛ .   
 
 
2.5.2.  Relaciones importantes 
 
Se utilizan las relaciones habituales entre los vectores propios de la matriz 
ܴଵଵିଵ ଶ⁄ ܴଵଶܴଶଵܴଵଵିଵ ଶ⁄ ሺܤᇱܤሻ  y los de  ܴଶଵܴଵଵିଵܴଵଶሺܤܤᇱሻ.  Se puede resaltar que el 
vector  
 
݀௛ ൌ ܴଶଵܴଵଵିଵ ଶ⁄ ܿ௛ ൌ భ೙ܻᇱܴܺଵଵିଵ ଶ⁄ ܿ௛ ൌ 	 భ೙ܻᇱܺܽ௛ ൌ 	 భ೙ܻᇱݐ௛   
 
es el vector propio de la matriz  ܴଶଵܴଵଵିଵܴଵଶ  asociado al valor propio ߣ௛	, y 
representa el vector de correlaciones de cada ݕ௞ con las componentes ݐ௛ y tiene 
por norma ඥߣ௛ .  
 
Además, la matriz ܴଶଵܴଵଵିଵܴଵଶ  también se escribe ଵ௡ ෠ܻ ᇱ ෠ܻ donde ෠ܻ ൌ ܺሺܺ′ܺሻିଵܺ′ܻ  
es la matriz formada de las columnas ݕො௞ , como proyecciones de las ݕ௞ sobre el 
espacio engendrado por las columnas de X.  Así, la matriz  ܴଶଵܴଵଵିଵܴଵଶ  representa 
la matriz de covarianzas entre las ݕො௞ .  El ACP de las proyecciones no reducidas 
conduce entonces a los vectores propios ݀௛ de la matriz de covarianzas  ଵ௡ ෠ܻ ᇱ ෠ܻ  . 
 
Los vectores propios ܿ௛ en f unción de los ݀௛ son:  ܿ௛ ൌ భഊ೓ܴଵଵ
ିଵ ଶ⁄ ܴଵଶ݀௛  . 
 
Se deduce que ݐ௛ es la h-ésima componente principal reducida de las 
proyecciones ݕො௞  :   
 
ݐ௛ ൌ ܴܺଵଵିଵ ଶ⁄ ܿ௛ ൌ భඥഊ೓ ௫ܻܲ݀௛
భ
ඥഊ೓
ൌ భඥഊ೓ ෠ܻ݀௛  . 
 
Se puede notar que la componente ݐ௛ se obtiene por regresión de ܻ݀௛ sobre X, 
luego de la normalización.  Las componentes ܻ݀௛ pueden ser útiles, pero tienen el 
inconveniente de estar correlacionadas entre ellas. De  
 
భ
೙ ෠ܻ′ ෠ܻ݀௛ ൌ 	 ߣ௛݀௛   y   ݒܽݎሺݕො௞ሻ ൌ ܴଶሺݕ௞; ଵܺ, … , ܺ௣ሻ  
 
se deduce:   
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ܿ݋ݎሺݕ௞, ݐ௛ሻ ൌ ܿ݋ݒሺݕො௞, ݐ௛ሻ ൌ ܴ൫ݕ௞; ଵܺ, … , ܺ௣൯. ܿ݋ݎሺݕො௞, ݐ௛ሻ  . 
 
Esto muestra la posibilidad de visualizar las variables X e Y con la ayuda de sus 
correlaciones con las ݐ௛.  Así, como lo anotó Tyler (1982), el AR de Y respecto a 
X es un ACP de la proyección de Y sobre X. 
 
 
2.6.  REGRESIÓN MULTIVARIANTE 
 
Considere el modelo definido por  ܻ ൌ ܺܤ ൅ ܷ donde ௡ܻ,௣ es una matriz 
observada de p variables de respuesta sobre cada uno de n individuos, ܺ௡,௤ 
(independiente) es una matriz conocida,  ܤ௤,௣  es la matriz con los parámetros de 
regresión desconocidos y U es una matriz no observada de perturbaciones 
aleatorias cuyas filas para X dado son incorrelacionadas, cada una con media 0 y 
matriz de covarianza común  .  (Mardia et al. 1979) 
 
Las columnas de Y representan las variables dependientes, las cuales serán 
explicadas por las columnas de X.  Note que ܧ൫ݕ௜௝൯ ൌ ௜ܺᇱܤ௝ .  En muchas 
aplicaciones se supone que ܷ~ ௣ܰ	ሺ0, Σሻ donde U es independiente de X.  Bajo el 
supuesto de errores normales, la log-likelihood para los datos Y en términos de los 
parámetros B y   es 
 
ℓሺܤ, Σሻ ൌ െ1 2⁄ ݈݊݋݃|2ߨΣ| െ 1 2⁄ ݐݎሺܻ െ ܺܤሻΣିଵሺܻ െ ܺܤሻᇱ  . 
 
Se supone que el rango de X es q. 
 
Sea ௡ܲ௠ ൌ ܫ െ ܺሺܺᇱܺሻିଵܺᇱ la matriz proyección sobre el subespacio de Rn 
ortogonal a ௫ܸ , simétrica e idempotente de rango n-q,  tal que  PW = W sii W es 
ortogonal a todas las columnas de X  y  PW = 0  sii  es combinación lineal de las 
columnas de X  PX = 0.  
 
Así,  el  estimador  máximo  verosímil  de  B  y    es  ܤ෠ ൌ ሺܺᇱܺሻିଵܺᇱܻ   y   
Σ෠ ൌ ݊ିଵܻᇱܻܲ   y  además,   ෠ܻ ൌ ܺܤ෠ ൌ ܺሺܺᇱܺሻିଵܺᇱܻ  ,  	 ෡ܷ ൌ ܻ െ ܺܤ෠ ൌ ܻܲ. 
 
 
2.7.  ANÁLISIS CANÓNICO GENERALIZADO 
 
La ampliación del AC con más de dos grupos de variables se topa con la dificultad 
siguiente: no existe una medida simple de la relación entre más de dos variables. 
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Así que habrá muchas maneras de obtener las variables canónicas como la forma 
de definir una correlación entre las p variables: se puede tomar por ejemplo como 
medida la suma de las correlaciones dos a dos, la suma de los cuadrados de las 
correlaciones, el determinante de la matriz de correlaciones, etc.  
 
Todas estas generalizaciones son más o menos arbitrarias.  El que se presenta aquí 
tiene la ventaja de ser probablemente la interpretación más simple y más rica, ya 
que se conecta fácilmente a todos los demás métodos de análisis de datos.  (Ver 
Carroll 1968, Saporta 2011) 
 
 
2.7.1.  Una propiedad del análisis canónico ordinario 
 
Sean los datos de dos conjuntos de variables centradas ଵܺ e  ܺଶ	;  los subespacios 
de ܴ௡ engendrados por las columnas de ଵܺ e  ܺଶ	 se denotan:   ଵܹ ൌ ሼݔ|ݔ ൌ ଵܺܽሽ    
e   ଶܹ ൌ ሼݕ|ݕ ൌ ܺଶ௜ܾሽ . 
 
Los operadores ܣଵ e ܣଶ de proyección ortogonal sobre ଵܹ e ଶܹ son 
respectivamente: 
ܣଵ ൌ ଵܺ൫ ଵܺ′ ଵܺ൯ିଵ ଵܺ′   . 
 
ܣଶ ൌ ܺଶ൫ܺଶ′ ܺଶ൯ିଵܺଶ′   . 
 
 
Las variables canónicas ߦ߳	 ଵܹ e ߟ	߳	 ଶܹ , vectores propios de ܣଵܣଶ e ܣଶܣଵ 
respectivamente, poseen la siguiente propiedad: 
 
ߦ ൅ ߟ  es vector propio de  ܣଵ൅ܣଶ  . 
 
En efecto, definiendo Z tal que ሺܣଵ൅ܣଶሻܼ ൌ ߤ	ܼ  y premultiplicando por  ܣଵ	݋	ܣଶ  
esta ecuación, se tiene: 
 
ܣଵሺܣଵ൅ܣଶሻܼ ൌ ߤ	ܣଵܼ  
 
o bien 
 
ܣଵܣଶܼ ൌ ሺߤ െ 1ሻܣଵܼ   e  ܣଶܣଵܼ ൌ ሺߤ െ 1ሻܣଶܼ  
 
lo que da: 
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ܣଵܣଶܣଵܼ ൌ ሺߤ െ 1ሻଶܣଵܼ  . 
 
ܣଶܣଵܣଶܼ ൌ ሺߤ െ 1ሻଶܣଶܼ  . 
 
 
ܣଵܼ  e  ܣଶܼ  no son otras que las variables canónicas ߦ y ߟ ; como ܣଵܼ ൅ ܣଶܼ ൌ
ߤ	ܼ  se tiene  ߤ	ܼ ൌ ߦ ൅ ߟ , lo que demuestra la propiedad enunciada. 
 
La variable Z tiene la propiedad de ser la más correlacionada con los dos 
conjuntos  ଵܺ e  ܺଶ , en el sentido que ella tiene suma máxima de los cuadrados de 
los coeficientes de correlación múltiple con  ଵܺ e  ܺଶ . 
 
El coeficiente de correlación múltiple de Z con  ௜ܺ vale: 
 
ܴ௜ଶ ൌ ೋ´ಲ೔ೋೋ´ೋ ൌ ฮಲ೔ೋฮ
మ
‖ೋ‖మ 		.	
 
Dado que las variables están centradas, ܴ௜ es el coseno del ángulo formado por Z 
e  ௜ܹ . 
 
 
2.7.2.   Generalización 
 
De la propiedad anterior J. D. Carroll deduce la generalización del AC: en lugar 
de buscar directamente las variables canónicas de cada uno de los subespacios ௜ܹ 
asociados a las tablas de datos  ௜ܺ , se busca una variable auxiliar Z que pertenece 
a la suma de los ௜ܹ  tal que ∑ ܴଶሺܼ; ௜ܺ	ሻ௣௜  sea máxima.  
 
Z es entonces vector propio en: ൫ܣଵ ൅ ܣଶ ൅⋯൅ ܣ௣൯ܼ ൌ ߤ	ܼ.  Se obtiene a 
continuación, si es necesario, las variables canónicas ߦ௜ sobre los ௜ܹ ; ߦ௜ ൌ ܣ௜ܼ. 
 
Si se pone la matriz X = (X1|X2|…|Xp) con n filas y ∑ ݉௜௣௜  columnas, la variable  Z 
es de la forma Xb y en vez de buscar Z como vector propio de una matriz nxn es 
mejor encontrar b que posee ∑ ݉௜௣௜  componentes. 
 
Siendo ܣ௜ ൌ ௜ܺ൫ ௜ܺ′ ௜ܺ൯ିଵ ௜ܺ′ ,  ௜ܸ௜ ൌ ௜ܺ′ ௜ܺ  la matriz de covarianzas del grupo i y 
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ܯ ൌ ቎
ଵܸଵିଵ
:
௣ܸ௣ିଵ
቏ 
 
 
se encuentra fácilmente que ∑ ܣ௜௣௜ ൌ ∑ ௜ܺ௣௜ ௜ܸ௜ି ଵ ௜ܺ′  se escribe ∑ ܣ௜௣௜ ൌ ܺܯܺ′. 
 
Por lo tanto Z es vector propio de ܺܯܺᇱ , y puesto que Z = Xb, si X es de rango 
pleno, b es vector propio de ܯܺᇱܺ : 
 
ܺܯܺ ′ݖ ൌ 	ߤݖ     ,    ܯܺ ′ܾܺ ൌ ߤܾ  . 
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CAPÍTULO 3 
 
MÉTODOS PLS 
 
 
Son algoritmos basados en los conceptos del Análisis de Componentes Principales 
(ACP) y Regresión, que iteran hasta la convergencia conllevando el cálculo de 
componentes PLS y la estimación de parámetros del modelo que relaciona J 
bloques de datos ( ଵܺ, … , ௃ܺ) a través de sus LV.  Los bloques ௃ܺ pueden presentar 
problemas de datos faltantes, multicolinealidad y además contener más variables 
que individuos (p > n). 
 
Dentro de los métodos PLS (Wold 1985, Tenenhaus 1998) más importantes se 
encuentran NIPALS, PLS-R y PLS-PM para el tratamiento y análisis de una, dos 
y más matrices de datos respectivamente. 
 
 
3.1.  ALGORITMO  NIPALS 
 
El algoritmo NIPALS (Nonlinear estimation by Iterative Partial Least Square) es 
la base de la regresión PLS (Wold 1966).  Fundamentalmente realiza la 
descomposición singular de una matriz de datos, mediante secuencias iterativas 
convergentes de proyecciones ortogonales [concepto geométrico de regresión 
simple].  Con bases de datos completas se tiene equivalencia con los resultados 
del ACP; sin embargo, y esta quizá es su mayor virtud, se puede realizar el ACP 
con datos faltantes (missing data) y obtener sus estimaciones a partir de la matriz 
de datos reconstituida. 
 
Sea ܺ௡,௣ la matriz de datos de rango ܽ ൑ ݌ cuyas columnas ଵܺ	, … , ܺ௣	 se suponen 
centradas o estandarizadas (bajo ܵ௡).  La reconstitución derivada del ACP 
conlleva a  ܺ ൌ 	∑ ݐ௛ ௛ܲᇱ௔௛ 		  donde  t es la componente principal (scores) y ௛ܲᇱ  el 
vector propio (loadings) en el eje h. 
 
ൣ ଵܺ …ܺ௣൧ ൌ 	ݐଵ ଵܲᇱ ൅ ⋯൅	ݐ௔ ௔ܲᇱ  .          [3.1] 
 
 
Así, la columna ௝ܺ 	ൌ 		∑ ௛ܲ௝ݐ௛	௔௛ 			݆ ൌ 1, …݌ y la i-ésima fila  
ݔ௜ ൌ 	∑ ݐ௛௜ ௛ܲ௔௛ 				݅ ൌ 1, ݊.  
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Observe entonces que si ݄ ൌ 1, la columna j se expresa como ௝ܺ ൌ 	 ଵܲ௝ݐଵ		es decir  
௛ܲ௝ ൌ ௝ܺᇱݐ௛		 es como el coeficiente (pendiente5) en la regresión de ௝ܺ sobre ݐ௛ .  
En el espacio de las filas, ݐ௛௜ es el coeficiente de la regresión sin constante del 
individuo  ݔ௜  sobre ௛ܲ  . 
 
Para	݄ ൐ 1, ௛ܲ௝ es el coeficiente de regresión de ݐ௛ en la regresión simple del 
vector deflactado  ௝ܺ െ ∑ ௟ܲ௝௛ିଵ௟ ݐ௟  sobre  ݐ௛  y  ݐ௛௜  el de ௛ܲ en la regresión de 
ݔ௜ െ ∑ ݐ௟௜௛ିଵ௟ ௟ܲ  sobre  ௛ܲ  . 
 
El objetivo de cualquier algoritmo PLS es el procedimiento iterativo para calcular 
los parámetros ௛ܲ del modelo.  Para cada componente las cargas son computadas, 
una como función de la otra, a través del procedimiento iterativo. 
 
 
3.1.1.  Descripción pseudocódigo NIPALS 
 
El flujograma asociado al procedimiento de convergencia en la etapa 2.2, es: 
 
 
 
 
 
 
 
 
Luego se construirán una serie de tablas deflactadas notadas ܺ௛ cuyas columnas 
son ܺ௛ଵ	, … , ܺ௛௣ ; la i-ésima fila se notará  ݔ௛௜ᇱ ൌ ሺݔ௛ଵ௜	, … , ݔ௛௣௜ሻ.  El algoritmo 
inicia tomando ܺ଴ଵ  como la 1ª  componente principal  ݐଵ . 
 
 
3.1.1.1.  Sin datos faltantes 
 
Etapa 1.  ܺ଴ ൌ ܺ௛  
Etapa 2.  ݄ ൌ 1, 2, … , ܽ ∶ 
Etapa 2.1.  th = 1ª columna de  ܺ௛ିଵ   [o  തܺ] 
 
                                                 
5 De la regresión simple   ߚመଵ ൌ ݌̂௛௝ ൌ ௖௢௩൫௧೓,௑ೕ൯ௌ೟೓మ ൌ
௑ೕᇲ௧೓		
‖௧‖మ ൌ ௝ܺᇱݐ௛		 ൌ ݎ    si  x e t estandarizadas. 
ܺ	 ൌ 	ܺ଴ ݐଵ ଵܲା ൌ ܺ′ݐଵ/ݐଵᇱݐଵ ଵܲ ൌ ଵܲ
ା
‖ ଵܲା‖ 
ݐଵ ൌ ܺ ଵܲ
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Etapa 2.2.  Repetir hasta la convergencia de ௛ܲ  
 Etapa 2.2.1     ௛ܲ ൌ ௑೓షభ
ᇲ ௧೓
௧೓ᇲ ௧೓
										ቂݑ ൌ ௑ᇲ௑௨ఒ 		 , ߣ ൌ
ଵ
௡ ݐ′ݐቃ 
 Etapa 2.2.2    normar  ௛ܲ a  1 
 Etapa 2.2.3   ݐ௛ ൌ ܺ௛ିଵ ௛ܲ  [ t = Xu ] 
Etapa 2.3.   ܺ௛ ൌ ܺ௛ିଵ െ ݐ௛ ௛ܲᇱ   [garantiza la ortogonalidad] 
Siguiente h. 
Fin 
 
Tal como se estudió inicialmente, en la etapa 2.2.1  ௛ܲ௝  representa, antes de la 
normalización, el coeficiente [pendiente] de la regresión de ܺ௛ିଵ,௝ sobre la 
componente ݐ௛.  
 
Análogamente, en la etapa 2.2.3,  ݐ௛௜ representa el coeficiente de regresión (sin 
constante) de ݔ௛ିଵ,௜ sobre ௛ܲ ; y ya que ௛ܲᇱ ௛ܲ ൌ 1 , ݐ௛௜ también es el largo de la 
proyección ortogonal  de  ܺ௛ିଵ,௜  sobre  ௛ܲ . 
 
Para ݄ ൌ 1 se obtiene el primer eje factorial ଵܲ y la primera componente principal  
ݐଵ de ܺᇱܺ	.  Ya que la matriz ଵܺ ൌ ܺ െ ݐଵ ଵܲᇱ representa el residuo de la regresión 
de X sobre la primera componente principal, de [3.1], el vector propio ଶܲ de la 
matriz ଵܺᇱ ଵܺ	/	݊ asociado al valor propio más grande, corresponde al vector 
propio de ܺᇱܺ/݊  asociado al segundo valor propio más grande ߣଶ  . 
 
Las relaciones cíclicas de la etapa 2.2 muestran que en el límite se verifican las 
ecuaciones:    
 
భ
೙ܺ௛ିଵᇱ ܺ௛ ௛ܲ ൌ ߣ௛ ௛ܲ ;    భ೙ܺ௛ܺ௛ିଵᇱ ݐ௛ ൌ ߣ௛ݐ௛  ⇒			ߣ௛ ൌ 	 భ೙ݐ௛ᇱ ݐ௛ 
 
Una vez se consigue la convergencia, en la etapa 2.3 se deflacta la matriz 
precedente para garantizar la ortogonalidad de las siguientes componentes.  Con 
datos completos el divisor ݐ௛ᇱ ݐ௛ en la etapa 2.2.1 no es necesario. 
 
La convergencia en NIPALS se puede conseguir con ௛ܲ tal como se ha expuesto, 
pero también con los ݐ௛ que representarán los vector propio en ܴ௡ y los resultados 
serán equivalentes. 
 
Así, el problema del ACP bajo NIPALS es resolver una serie de regresiones 
simples locales hasta alcanzar la convergencia de los coeficientes de regresión  
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௛ܲ௝ y  ݐ௛௜ que es el nuevo valor proporcionado de la regresión sin constante de 
ݔ௛ିଵ,௜ sobre la ‘nueva’ variable ௛ܲ después de su normalización. 
 
La principal característica del NIPALS es que trabaja respecto a una serie de 
productos escalares como suma de productos de los elementos emparejados.  Esto 
permite manejar missing data, agregando en cada operación los pares disponibles. 
Geométricamente el procedimiento ‘toma’ los elementos omitidos como si ellos 
cayeran sobre la recta de regresión; no son puntos de apalancamiento. 
 
Así, con datos faltantes se obtiene sin embargo las componentes ݐ௛  y los vectores 
௛ܲ  que permiten luego ‘reconstituir’ la matriz de datos mediante  ෠ܺ y de ésta,  
estimar los datos faltantes utilizando la fórmula de reconstitución (1)  derivada del 
ACP :  ݔො௝௜ ൌ ∑ ݐ௟௜݌௟௝௛௟  . 
 
 
3.1.1.2.  Pseudocódigo NIPALS con datos faltantes 
 
Etapa 1.  ܺ଴ ൌ ܺ௛  
Etapa 2.  ݄ ൌ 1, 2, … , ܽ: 
Etapa 2.1.  th = 1ª columna de ܺ௛ିଵ 
Etapa 2.2. Repetir hasta la convergencia de ௛ܲ  
 Etapa 2.2.1    para  j=1,2,…,p: 
         ௛ܲ௝ ൌ
∑ ೣ೓షభ,ೕ೔೟೓೔ቄ೔:ೣೕ೔	೐	೟೓೔	೐ೣ೔ೞ೟೐೙ቅ
ቄ೔:ೣೕ೔	೐	೟೓೔	೐ೣ೔ೞ೟೐೙ቅ೟೓೔మ
    [cov(th, xh-1,j)/s2th ] 
 Etapa 2.2.2    normar  ௛ܲ a 1. 
 Etapa 2.2.3   para i=1,2,…,n:       ݐ௛௜ ൌ
∑ ೣ೓షభ,ೕ೔ು೓ೕቄೕ:ೣೕ೔	೐ೣ೔ೞ೟೐ቅ
∑ ು೓ೕమቄೕ:ೣೕ೔	೐ೣ೔ೞ೟೐ቅ
 
 Etapa 2.3.   ܺ௛ ൌ ܺ௛ିଵ െ ݐ௛ ௛ܲᇱ  
Fin 
 
En las etapas 2.2.1 y 2.2.3 se calculan las pendientes de las rectas de mínimos 
cuadrados pasando por el origen de la nube de puntos sobre los datos disponibles.  
Los ௛ܲ௝	y los ݐ௛௜ deben conservar en sus posiciones j e i, la característica de dato 
faltante dada por ݔ௜௝ , la cual se puede expresar con 0. 
 
En el anexo A se presentan las funciones bajo R que desarrollan los algoritmos 
NIPALS para matrices con y sin datos faltantes.  
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3.2.  REGRESIÓN  PLS 
 
La regresión PLS fue creada por Wold (1975), como una técnica de regresión 
lineal que permite relacionar el conjunto de p variables predictoras X con una o 
varias variables de respuesta Y, implementado conceptos de ACP y de regresión 
simple (proyecciones ortogonales).  Descompone la matriz predictor X con ayuda 
de Y, extrayendo secuencialmente H ( < p ) componentes PLS ortogonales,  las 
cuales a su vez resumen las variables exógenas y nos permite modelar y predecir 
las variables de respuesta.  Posteriormente es denominada Partial Least Squares 
Regression (PLS-R) por Wold et al. 1983, Tenenhaus 1998. 
 
Es un método de análisis factorial que resume información redundante de una 
matriz predictor en pocas componentes ortogonales sin involucrar inversión de 
matrices.  Esto hace del PLS-R una potente herramienta de visualización de 
información no redundante, por medio de proyecciones sobre el espacio generado 
por las componentes PLS. 
 
PLS-R ha sido aplicada con gran eficiencia en campos tales como quimiometría, 
genética, sensometría etc, donde los datos son caracterizados por un lote de 
variables medidas sobre pocas observaciones (p > n).  Este tipo de datos genera 
tres inconvenientes: inferencial, computacional y descriptivo. 
 
El problema inferencial es debido al hecho que grandes conjuntos de variables 
siempre están fuertemente correlacionadas e inducen multicolinealidad, 
conllevando al aumento de variabilidad de los estimadores de los coeficientes de 
regresión, en detrimento a su significancia.  El computacional es debido a que el 
rango de la matriz predictor, conlleva a una matriz de correlación singular; y el 
problema descriptivo se refiere a la dificultad analizando relaciones entre muchas 
variables al mismo tiempo. 
 
Desde el punto de vista algorítmico PLS-R puede ser visto como una extensión 
del NIPALS para el análisis de una matriz de covarianza cruzada; además, puede 
ser considerado como una versión ligeramente modificada del algoritmo PLS-PM 
para dos bloques. 
 
 El Modelo 
 
Sea ܺ un conjunto de p variables predictor y ܻ un conjunto de r variables de 
respuesta medidas sobre n observaciones.  Se supone que todas las variables están 
centradas o estandarizadas. 
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El modelo PLS-R asume que hay una estructura común subyacente en los dos 
bloques de variables, y que esta estructura puede ser resumida por pocas 
componentes latentes ݐ௛ 	∈ 		ܶ  (݄ ൌ 1,2, … , ܪ) calculadas como una combinación 
lineal de las variables predictor lo más relacionadas con Y. 
 
Las matrices predictor y respuesta son descompuestas de la forma: 
 
ܺ ൌ ுܶ ுܲᇱ ൅ ܺு  
ܻ ൌ ுܶܥுᇱ ൅ ுܻ   
 
donde  ுܲ y ܥு son las matrices de cargas conteniendo los parámetros del modelo, 
y ܺு e ுܻ las matrices de residuos representando la parte de variabilidad de los 
datos debido al ruido.  Los parámetros del modelo son calculados por medio de 
los algoritmos de regresión PLS denominados PLS2 en el caso de respuesta 
múltiple y PLS1 en el caso de respuesta simple.  Ya que PLS1 es un caso 
particular de PLS2, esta distinción es puramente formal. 
 
 
3.2.1.  Regresión PLS1 
 
Wold et al. (1983) modificaron ligeramente el NIPALS para obtener componentes 
regularizadas (estimadores de contracción) basadas en regresión, lo que se conoce 
como PLS Regressión (PLS-R).  El algoritmo para PLS1 que contiene sólo una 
variable respuesta (caso particular del PLS2) es presentado por Tenenhaus (1998) 
y también es desarrollado con datos faltantes.   
 
Se quiere estimar via PLS la regresión multiple 
 
ܻ ൌ ߚଵ ଵܺ ൅ ⋯൅ ߚ௣ܺ௣ ൅ ߝ           [3.2] 
 
de una sola variable a explicar Y sobre todas las variables explicativas ଵܺ, … , ܺ௣	 
que pueden estar altamente correlacionadas [multicolinealidad] y ser mayor en 
número  que las observaciones, esto es  p > n.  Tanto las ௝ܺ como Y que ∈ ܴ௡ se 
suponen centradas – reducidas. 
 
Se busca en el espacio de las predictoras componentes ortogonales ݐ ൌ ܺݓ 
correlacionadas con Y, tal que se realice la regresión  ܻ ൌ ܿଵݐଵ ൅ ⋯൅ ܿுݐு ൅ ுܻ 
para luego mediante desdoblamiento de las  ݐ ൌ ݂ሺܺሻ  que son combinación lineal 
de las ௝ܺ estimar el modelo expresado en [3.2].  Generalmente se tiene que	ܪ ൏ ݌. 
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La idea es encontrar w tal que se maximice el cuadrado de la covarianza entre el 
componente ݐ ൌ ܺݓ , y la variable respuesta ܻ bajo ݓᇱݓ ൌ 1 ; (Vega y Guzmán 
2011).   
 
Sea V la matriz de orden ݌	ݔ	1, el vector de covarianzas de X e Y  ሺܸ ൌ ܺ′ܻሻ, 
entonces, 
 
ܿ݋ݒଶሺܺݓ, ܻሻ ൌ ሾݓᇱܿ݋ݒሺܺ, ܻሻሿଶ ൌ ሾݓ′ܸሿଶ ൌ ݓ′ܸܸ′ݓ  .          [3.3] 
 
La función lagrangiana ∅ que maximiza este cuadrado, ܿ݋ݒଶሺݐ, ܻሻ, sujeta a la 
restricción de ortonormalidad de w, es: 
 
∅ ൌ ݓᇱܸܸᇱݓ െ ߣሺݓᇱݓ െ 1ሻ  
 
 y su derivada respecto a w,  igualada a cero,  డ∅డ௪ ൌ 2ܸܸᇱݓ െ 2ߣݓ ൌ 0 , por tanto 
 
  ܸܸᇱݓ ൌ ߣݓ            [3.4] 
 
con lo cual ߣ	ݕ	ݓ	son el autovalor y autovector de la matriz ܸܸᇱ respectivamente. 
Observe que premultiplicando [3.4] por ݓᇱ, e igualmente, premultiplicando [3.4] 
por ܸᇱ se deduce ߣ.  Comparando las dos expresiones de ߣ, se tiene que el w que 
maximiza [3.3] es ݓ ൌ ೇ‖ೇ‖ ൌ ࢄᇲೊ‖ࢄ´ೊ‖  y corresponde al vector de covarianzas 
normalizado. 
 
Observe que para cada etapa ݄ ൌ 1,… , ܪ se maximiza ܿ݋ݒଶሺݐ௛, ௛ܻିଵሻ según [3.3].  
Existen numerosas versiones de este algoritmo también basado en los principios 
del ACP que generalmente difieren en los niveles de normalización, pero todos 
convergen a la misma regresión.  Se presenta aquí la versión que deriva 
naturalmente del NIPALS.  En adelante por simplicidad se usa y en vez de Y. 
 
 
3.2.1.1.  El algoritmo de regresión PLS1 
 
1.  ܺ଴ ൌ ܺ, 		ݕ଴ ൌ ݕ ≡ 	ܿ݋݉݌݋݊݁݊ݐ݁	݀݁	ܴ௡  
2.  para  ݄ ൌ 1, 2, … , ܽ.  (X es de rango ܽ ൑ ݌ ) 
2.1   ݓ௛௜ ൌ ܺ௛ିଵᇱ ݕ௛ିଵ/‖ݕ௛ିଵ‖  [coef reg ݔ௝  sobre ݕ௛ିଵ] 
2.2   ݓ௛ ൌ ݓ௛௜/‖ݓ௛௜‖  [normar ݓ௛  a 1] 
2.3   ݐ௛ ൌ ܺ௛ିଵݓ௛/ݓ௛ᇱݓ௛  [componente_h de X] 
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2.4  	݌௛ ൌ ܺ௛ିଵᇱ ݐ௛/ݐ௛ᇱ ݐ௛ [coef reg ݔ௝	ݏ݋ܾݎ݁	ݐ௛  ] 
2.5   ܺ௛ ൌ ܺ௛ିଵ െ ݐ௛݌௛ᇱ    [residuo  X y ortogonalidad ] 
2.6   ܿ௛ ൌ ݕ௛ିଵᇱ ݐ௛/ݐ௛ᇱ ݐ௛  [coef. de t sobre y] 
2.7   ݑ௛ ൌ ݕ௛ିଵ/ܿ௛   [componente_h de Y] 
2.8   ݕ௛ ൌ ݕ௛ିଵ െ ݐ௛ܿ௛   [residuos en  y] 
Fin h. 
 
Note que no hay iteraciones para la convergencia, debido a que sólo se tiene una 
y.  Las coordenadas de los vectores ݓ௛	, ݐ௛	, 	݌௛	,	e		ܿ௛  representan las pendientes 
de las rectas de mínimos cuadrados pasando por el origen y pueden entonces ser 
calculadas con datos faltantes. 
 
En este caso, los cálculos en t y w son de la forma:  ݐଵ௜ ൌ
∑ ௪భೕ"ቄೕ:	ೣೕ೔	೐ೣ೔ೞ೟೐ቅ ௫ೕ೔
∑ ሺ௪భೕ" ሻమቄೕ:	ೣೕ೔	೐ೣ೔ೞ೟೐ቅ
  con  
 
ݓଵ௝" ൌ ௪భೕ
ᇲ
ට∑ ቀ௪భೕᇲ ቁ
మ೛
ೕ
	  ;  	ݓଵ௝ᇱ ൌ
∑ ௫ೕ೔௬೔ቄ೔:	ೣೕ೔	೐	೤೔	೐ೣ೔ೞ೟೐೙ቅ
∑ ௬೔మቄ೔:	ೣೕ೔	೐	೤೔	೐ೣ೔ೞ೟೐೙ቅ
    . 
 
Cuando no hay datos faltantes se puede remplazar las etapas 2.1 y 2.2 por:  
ݓ௛ ൌ ܺ௛ିଵᇱ ݕ௛ିଵ/‖ܺ௛ିଵᇱ ݕ௛ିଵ‖   y  2.3  por  ݐ௛ ൌ ܺ௛ିଵݓ௛  . 
 
La idea es conseguir en el subespacio ܴ௫ engendrado por las variables ݔଵ	, … , ݔ௣ 
de ܴ௡, una “componente” ݐଵ altamente correlacionada con y, es decir, cuya 
regresión con  y  minimice el residuo generado ݕଵ .  (Ver gráfica 3.1). 
 
Así, ݐଵ ൌ ݓଵଵݔଵ ൅ ⋯൅ ݓଵ௣ݔ௣  es combinación de las variables exógenas 
ponderadas por las coordenadas del “vector propio” ݓଵ , el cual se puede obtener 
buscando una relación con y siguiendo los lineamientos del ACP. 
 
Se toma inicialmente y normalizado como el “eigenvector” de ܴ௡ sobre el cual se 
proyecta ortogonalmente cada una de las variables ݔ௝, para obtener los 
coeficientes ݓଵ௝∗ ൌ ܿ݋ݒ൫ݔ௝	, ݕ൯ ൌ ݔ௝ᇱ. ݕ derivados de esta regresión, los cuales 
conformarán el vector ݓଵ∗.  Para garantizar norma 1, se toma  ݓଵ ൌ ݓଵ∗/∥ ݓଵ∗ ∥. 
 
Se calcula entonces la primera componente ݐଵ más relacionada con y, de la forma  
ݐଵ ൌ ܺݓଵ ൌ ݓଵଵݔଵ ൅ ⋯൅ݓଵ௣ݔ௣ . 
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Luego se realiza una regresión simple de y sobre ݐଵ:   
 
ݕ ൌ ܿଵݐଵ ൅ ݕଵ ൌ ܿଵݓଵଵݔଵ ൅ ⋯൅ ܿଵݓଵ௣ݔ௣ ൅ ݕଵ 
 
donde  ܿଵ ൌ ݕᇱݐଵ/ݐଵᇱ . ݐଵ  es el coeficiente de regresión, y ݕଵ el vector de residuos 
(parte de y no explicada por ݐଵ); estos coeficientes de regresión son más ‘fáciles’ 
de interpretar por el investigador. 
 
Es posible que aún falte explicar buena parte de los residuos.  Si el poder 
explicativo de la regresión ݕ~ݐଵ es muy débil, se construye una segunda 
componente ݐଶ  en el espacio de los residuos de x ortogonales a ݐଵ y se realiza 
entonces la regresión ݕ	~	ݐଵ ൅ ݐଶ . 
 
 
 
 
 
 
 
 
 
 
 
 
 
En la gráfica 3.2 los residuos ݔଵ௝ (líneas punteadas) forman un subespacio 
ortogonal a ܴ௫ , y representan la parte  de las ݔ௦ no explicada por ݐଵ ; se obtienen 
xp
xj
y
x1
w11
ݐଵ
y1 w1j 
x 
Gráfica 3.1. Obtención de las coordenadas de w1 por proyección de xj sobre y 
t1
xj xp
y 
x1p 
y1 
x1 
x1j 
x11 
x 
Gráfica 3.2. Los residuos en x e y son ortogonales a t1 
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Gráfica 3.3. Regresión de y sobre las componentes ortogonales t1 ,  t2  
t2 
c2t2 
c1t1 
ݕො
y1
y2* y2
y 
de realizar regresiones simples de las ݔ௝ con ݐଵ , con lo cual6 ݔଵ௝ ൌ ݔ௝ െ ݌ଵ௝ݐଵ  . 
La   nueva   componente   ݐଶ   es   combinación   lineal   de   estos   residuos;   
ݐଶ ൌ ݓଶଵݔଵଵ ൅	…	൅ ݓଶ௣ݔଵ௣  y explicará el residuo ݕଵ  también ortogonal a  ݐଵ . 
 
Se procede análogamente como antes, situados ahora en el subespacio de los 
residuos ortogonal a ܴ௫ , tomo como “vector propio” el residuo ݕଵ y proyecto 
ortogonalmente sobre este los residuos ݔଵ௝ para obtener sus ponderadores ݓଶ௝  y 
generar la combinación lineal denominada componente ݐଶ ortogonal a ݐଵ .  Los 
coeficientes ݓଶ௝ ൌ ܿ݋ݒሺݔଵ௝, ݕଵሻ/‖ݓଶ‖  conforman el vector “propio” ݓଶ de 
norma 1.  
 
Se realiza luego la regresión  ݕ ൌ ܿଵݐଵ ൅ ܿଶݐଶ ൅ ݕଶ  , la cual es más precisa que la 
primera.  (Ver gráfica 3.3). 
 
Este procedimiento es iterativo, ahora se consiguen los residuos ݕଶ	, ݔଶଵ	, … , ݔଶ௣  
de las regresiones7 de ݕ, 	ݔଵ	, … , ݔ௣ sobre el subespacio de dos dimensiones 
ሺݐଵ	, ݐଶ	ሻ. Los residuos ݔଶ௝ se proyectan sobre ݕଶ y estas coordenadas conformarán 
el vector ݓଷ que permitirá además, construir la componente ݐଷ ortogonal a 
ሺݐଵ	, ݐଶ	ሻ.  Se efectúa entonces la regresión ݕ ൌ ܿଵݐଵ ൅ ܿଶݐଶ ൅ ܿଷݐଷ ൅ ݕଷ  etc. 
 
 
 
 
 
 
 
 
 
 
 
El número de componentes ݐଵ, … , ݐு	 a retener en la regresión es determinado por 
validación cruzada. Para cada valor h se calcula las predicciones ݕො௛௜ e ݕො௛ሺି௜ሻ de 
ݕ௜ con la ayuda del modelo con h componentes, calculadas utilizando todas las 
observaciones, y luego sin utilizar la observación i. 
  
                                                 
6 ݌ଵ ൌ ܺᇱݐଵ/‖ݐଵ‖ . El residuo será muy útil para explicar tanto th  como y en función de las xj.   
 
7 Como ݔ௝ ൌ ܿଵ௝ݐଵ ൅ ܿଶ௝ݐଶ ൅ ݔଶ௝ 		⇒		ݔ௝ െ ܿଵ௝ݐଵᇣᇧᇤᇧᇥ
௑ଵ
ൌ ܿଶ௝ݐଶ ൅ ݔଶ௝  es equivalente la regresión del 
residuo ܺ1   sobre t2. 
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Se calcula enseguida los criterios RSSh (Residual Sum of Squares) y PRESSh 
(Prediction Error Sum of Squares) definidos por: 
 
ܴܵܵ௛ ൌ ∑ሺݕ௜ െ ݕො௛௜ሻଶ 		,				ܴܲܧܵܵ௛ ൌ ∑ሺݕ௜ െ ݕො௛ሺି௜ሻሻଶ . 
 
Así, la componente ݐ௛ es retenida si ඥܴܲܧܵܵ௛ ൑ 0.95ඥܴܵܵ௛ିଵ  . 
 
En lugar de eliminar las observaciones una por una, se puede también eliminar 
bloque por bloque. 
 
 
3.2.1.2.  Las componentes PLS1 
 
La regresión ݕ ൌ ܿଵݐଵ ൅ ݕଵ, se puede  ‘normalizar’ haciendo ݕ/ܿଵ ൌ ݑଵ  y correr 
de nuevo la regresión ݑଵ ൌ ܿଵ∗ݐଵ ൅ ݕଵ∗ con lo cual se obtendría como recta de 
mínimos cuadrados la primera bisectriz, pues  ݑොଵ ൌ ݐଵ  ya que  ܿ̂ଵ∗ ൌ 1;  además,  
ݕଵ∗ ൌ ݕଵ/ܿଵ . 
 
Análogamente, de la regresión  ݕ ൌ ܿଵݐଵ ൅ ܿଶݐଶ ൅ ݕଶ  se tiene: 
 
ݕ െ ܿଵݐଵ ൌ ݕଵ ൌ ܿଶݐଶ ൅ ݕଶ   
 
con lo cual son equivalentes las regresiones 
 
ݕ	~	ݐଵ	, ݐଶ   o   ݕଵ~ݐଶ   
 
 pues obtienen el mismo coeficiente ܿଶ  y los mismos residuales ݕଶ .  
 
Aquí también se puede realizar una regresión bajo la transformación 
 
ݕଵ/ܿଶ ൌ ݑଶ ൌ ݐଶ ൅ ݕଶ∗   
 
para obtener la primera bisectriz entre ݑଶ y ݐଶ que tiene 1 como coeficiente 
asociado.  Sin embargo las variables  ݑ௛ ൌ ݕ௛ିଵ/ܿ௛ no juegan un papel 
importante en el análisis PLS1, pues no son interpretables. 
 
Las componentes ݐ௛ se han construido para simultáneamente y de la mejor manera 
posible, describir las ݔ௝  y explicar la variable y.  
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3.2.1.3.  Puntos atípicos: ܂૛ de Hotelling 
 
La ܶଶ de la observación i, calculada utilizando H componentes, está definida por: 
 
௜ܶଶ ൌ ೙೙షభ∑ ݐ௛௜ଶ ݏ௛ଶ⁄ு௛   
 
donde ݏ௛ଶ es la varianza (sobre n-1) de la componente ݐ௛ .  
 
Se detectan los puntos atípicos utilizando la estadística (Tracy, Young y Mason. 
1992): 
 
௡ሺ௡ିுሻ
ுሺ௡మିଵሻ ௜ܶ
ଶ	~	ܨு,௡ିு  . 
 
Una observación se considera como atípica si 
 
௜ܶଶ 	൒ 	 ுሺ௡
మିଵሻ
௡ሺ௡ିுሻ 	ܨ଴.ଽହ,ு,௡ିு ൌ 	 ܿଶ. 
 
Se puede construir en el plano ሺݐଵ	, ݐଶሻ la elipse al 95% de la ecuación: 
 
௧భ೔మ
௦೟భమ
൅ ௧మ೔మ௦೟మమ ൌ 	
௡ିଵ
௡ ܥଶ   
 
 que para H=2 el umbral C2 = 9.77.  
 
 
3.2.1.4.  Interpretación de las componentes ࢚ࢎ 
 
En regresión PLS clásica, se utiliza la notación siguiente: 
 
ݐ௛ ൌ ∑ ݓ௛௝௣௝ ݔ௛௝ ൌ ∑ ݓ௛௝∗௣௝ ݔ௝ . 
 
Las componentes ݐ௛ son calculadas con la ayuda de  los residuales ݔ௛௝ , pero serán 
interpretadas con la ayuda de las variables ݔ௝ ;  los coeficientes ݓ௛௝∗  traducen la 
importancia de cada variable ݔ௝ en la construcción de ݐ௛ .   
 
En ACP la interpretación de las componentes principales es simple porque la 
correlación entre las variables y la componente principal s son las coordenadas de 
las variables en la componente principal.  Este no es el caso en regresión PLS. 
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Los coeficientes ݓ௛௝∗   son el producto de los coeficientes aleatorios obtenidos en 
etapas anteriores y traducen la importancia de cada variable ݔ௝ en la construcción 
de ݐ௛ .  Los ܿ௛ miden la relación de la variable y con las componentes ݐ௛ . 
 
Es decir, la relación entre la variable y con las variables ݔ௝ se resumen a través de 
las variables ݐ௛ , en las ecuaciones siguientes: 
 
ܶ ൌ ܹܺ∗		  (ver 3.2.1.8)     ;    ݕ	 ൎ ܶܥ  . 
 
 
3.2.1.5.  La previsión 
 
El modelo de regresión de y sobre las H componentes PLS es: 
 
ݕ ൌ ܿଵݐଵ ൅ ⋯൅ ܿுݐு ൅ ߝ  . 
 
El cual y luego de estimar los ܿு se puede expresar en función de las variables 
originales por: 
ݕො ൌ ܾ଴ ൅ ܾଵݔଵ ൅ ⋯൅ ܾ௞ݔ௞  . 
 
El cual, para valores fijos de ݔ ൌ ሺ1, ݔଵ, … , ݔ௞ሻ, ݕො ൌ ݕො௫ se constituye en un 
estimador insesgado de ܧሺݕ|ݔሻ ൌ ߤ௫ .  Por tanto, suponiendo ߝ~ܰሺ0, ߪሻ, un 
intervalo de confianza al 95% para ߤ௫ es: 
 
ݕො௫ 	േ t଴.ଽ଻ହ,௡ି௣ߪොටଵ௡ ൅
௧భೣమ
௧భᇲ௧భ ൅ ⋯൅
௧ಹೣమ
௧ಹᇲ ௧ಹ
  . 
 
Análogamente, un intervalo de predicción  para ݕ௫ esta dado por la fórmula 
 
ݕො௫ 	േ t଴.ଽ଻ହ,௡ି௣ߪොට1 ൅ ଵ௡ ൅
௧భೣమ
௧భᇲ௧భ ൅ ⋯൅
௧ಹೣమ
௧ಹᇲ ௧ಹ
   
 
ݐு௫ es la coordenada de la componente ݐு asociada al individuo ݔ y ߪොଶ el CME. 
 
 
3.2.1.6.  Propiedades matemáticas de la Regresión PLS1 
 
La matriz Xh es el residuo de la regresión de ܺ௛ିଵ sobre ݐ௛ . La variable ݕ௛ es el 
vector de residuos en la regresión de  ݕ௛ିଵ  sobre  ݐ௛ .  
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De estas regresiones se puede deducir las propiedades de ortogonalidad: 
 
ݐ௛ᇱ ܺ௛ ൌ 0				; 			ݐ௛ᇱ ݕ௛ ൌ 0  . 
 
Se describen a continuación un conjunto de propiedades cuando no hay datos 
faltantes (validas también para PLS2): 
 
a) ݐ௛ᇱ ݐ௟ ൌ 0,			݈ ൐ ݄ . 
b) ݐ௛ᇱ ௟ܺ ൌ 0,			݈ ൒ ݄ . 
c) ݓ௛ᇱ ௟ܺᇱ ൌ 0,			݈ ൒ ݄ . 
d) ݓ௛ᇱݓ௟ ൌ 0,			݈ ൐ ݄ . 
e) ݓ௛ᇱ ݌௟ ൌ 0,			݈ ൐ ݄ . 
f) ݓ௛ᇱ ݌௛ ൌ 1 . 
g) ܺ௛ ൌ ܺ∏ ൫ܫ െ ݓ௝݌௝ᇱ൯,௛௝ 			݄ ൒ 1. 
 
 
3.2.1.7.  Simplificación del algoritmo PLS1 
 
La ortogonalidad de las componentes ݐ௛ permite simplificar el algoritmo PLS.  Se 
evita el cálculo de los residuos ݕ௛ .  En efecto ya que, 
 
ܺ௛ ൌ ܺ െ ݐଵ݌ଵᇱ െ ⋯െ ݐ௛݌௛ᇱ ൌ ܺ௛ିଵ െ ݐ௛݌௛ᇱ  
 
ݕ௛ ൌ ݕ െ ܿଵݐଵ െ ⋯െ ܿ௛ݐ௛ ൌ ݕ௛ିଵ െ ܿ௛ݐ௛ . 
 
Se tiene que  
 
ܺ௛ିଵᇱ ݕ௛ିଵ ൌ ܺ௛ିଵᇱ ሺݕ െ ܿଵݐଵ െ ⋯െ ܿ௛ିଵݐ௛ିଵሻ ൌณ
	௣௥௢௣.		௙
ܺ௛ିଵᇱ ݕ . 
 
De manera análoga para ܿ௛	, ݌௛ con lo cual en la etapa 2, se tienen los siguientes 
remplazamientos:  
 
 
ݓ௛ ൌ ܺ௛ିଵᇱ ݕ/ݕ′ݕ ;   ݌௛ ൌ ܺᇱݐ௛/ݐ௛ᇱ ݐ௛	 ;   ܿ௛ ൌ ݕᇱݐ௛/ݐ௛ᇱ ݐ௛ . 
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3.2.1.8.  Estudio de los vectores  ࢝ࢎ∗  
 
Los componentes ݐ௛ se definen a partir de los residuos ܺ௛ିଵ	, ݐ௛ ൌ ܺ௛ିଵݓ௛ , pero 
pueden también ser expresados en función de X  (ver propiedad 1.g) 
 
ݐ௛ ൌ ܺݓ௛∗   ;    ܶ ௛ ൌ ܺ ௛ܹ∗   
 
con  ௛ܹ∗ ൌ ௛ܹሺ ௛ܲᇱ ௛ܹሻିଵ. 
 
Se muestra que la matriz ௛ܲᇱ ௛ܹ es triangular superior con todos sus elementos 
diagonales iguales a 1.  Se puede también constatar que ௛ܲᇱ ௛ܹ∗ ൌ ܫ y que por 
consiguiente ௛ܹ∗  es una inversa generalizada de ௛ܲᇱ . 
 
 
3.2.1.9.  Estudio de la ecuación de regresión PLS 
 
Se puede escribir la fórmula de regresión de Y sobre las componentes  ݐଵ	, … , ݐ௛  
en función de las variables X, así: 
 
ݕො ൌ ௛ܶܥ௛ ൌ 	 ݐଵܿଵ൅	. . . ൅ݐ௛ܿ௛	 
				ൌ ܺ ௛ܹ∗ܥ௛	 
				ൌ ܺ ௛ܹሺ ௛ܲᇱ ௛ܹሻିଵܥ௛ 		ൌ 		ܾܺ௛	   
 
donde   ܾ௛ ൌ 	 ௛ܹሺ ௛ܲᇱ ௛ܹሻିଵܥ௛  es el vector de los coeficientes de regresión PLS 
de Y sobre X utilizando h componentes.	
 
 
3.2.2.  Regresión Multivariante PLS2 
 
Se retoman las presentaciones más importantes de este algoritmo en los libros de 
Martens 1989, Esbensen 1994, Höskuldsson 1996. 
 
Sea Y la matriz de variables dependientes ݕଵ	, … , ݕ௥ e X  la matriz de variables 
independientes ݔଵ	, … , ݔ௣ de rango a medidas sobre n individuos. Todas las 
variables están centradas y reducidas.  Puede existir multicolinealidad al interior 
de cada bloque e inclusive r y p ser mayor que n, e igualmente existir datos 
faltantes. 
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Se tiene ahora, dos conjuntos de variables Y e X para los cuales se asume que 
existe una relación subyacente entre los dos bloques explicada por H componentes 
latentes ortogonales ݐ௛	ሺ݄ ൌ 1,2, … , ܪሻ calculadas como combinación lineal de 
las variables del conjunto predictor X, y guardando alta relación con Y a través de 
su combinación lineal ݑ௛ ൌ ܻܿ௛ . 
 
Así, las matrices predictor y respuesta son descompuestas de la forma: 
 
ܺ ൌ ுܶ ுܲᇱ ൅ ܺு  
 
ܻ ൌ ுܶܥுᇱ ൅ ுܻ  
 
donde ுܲ y ܥு son las matrices de cargas conteniendo los parámetros del modelo, 
y ܺு y ுܻ las matrices de residuos representando la parte de variabilidad de los 
datos no explicada por los modelos de parámetros. 
 
Hay numerosas versiones del algoritmo PLS2, que difieren en el nivel de 
normalización escogido.  Se describe el algoritmo de regresión PLS2 clásico, 
teniendo en cuenta la gestión de datos faltantes de acuerdo con los principios del 
NIPALS (Lindgren et at, 1993).  
 
ܺ଴ ൌ ܺ				,				 ଴ܻ ൌ ܻ 
para  ݄ ൌ 1, 2, … , ܽ	 
1. Inicializo: ݑ௛		ሺݑଵ ∶ 1ª	ܿ݋݈		݀݁	 ௛ܻିଵ	, … ሻ  
2. Repetir hasta convergencia de ݓ௛  
 
ݓ௛ ൌ ܺ௛ିଵᇱ ݑ௛/‖ݑ௛‖ # [coef  regresión8  simple ݔ௝ sobre ݑ௛  ]  
       ݓ௛/‖ݓ݄‖ : normar ݓ௛  a 1  
 
ݐ௛ ൌ ܺ௛ିଵݓ௛/ሺݓ௛ᇱݓ௛ሻ       [componente_h de X] 
ܿ௛ ൌ ௛ܻିଵᇱ ݐ௛/ሺݐ௛ᇱ ݐ௛ሻ        [‘vector  de ܴ௥  ]  
   ݑ௛ ൌ ௛ܻିଵܿ௛/ሺܿ௛ᇱ ܿ௛ሻ   [componente_h de Y ] 
3. ݌௛ ൌ ܺ௛ିଵᇱ ݐ௛/ሺݐ௛ᇱ ݐ௛ሻ   [vect-p de X en ܴ݌ ] 
 
4. ܺ௛ ൌ ܺ௛ିଵ െ ݐ௛݌௛ᇱ     [residuo de X,  ortogonalidad ] 
5. ௛ܻ ൌ ௛ܻିଵ െ ݐ௛ܿ௛ᇱ 	 
Fin h. 
                                                 
8 No se realiza regresión múltiple, ya que bajo ACP  ܺᇱ߰ ൌ ߣݑ	; 			௑ᇲ௨‖௨‖ ൌ ݓ	. 
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Cuando hay datos faltantes, se aplica los principios del algoritmo NIPALS: las 
coordenadas de los vectores ݓ௛	, ݐ௛	, ܿ௛	, ݑ௛		e		݌௛ son calculadas como las 
pendientes de las rectas de mínimos cuadrados pasando por el origen, sólo sobre 
los datos disponibles. 
 
 
3.2.2.1.  Criterio de optimización 
 
Se puede precisar la convergencia en la etapa 2.  Las relaciones cíclicas de esta 
etapa muestran que en el límite, los vectores ݓ௛	, ݐ௛	, ܿ௛		e		ݑ௛ mediante 
reemplazamientos sucesivos, verifican las ecuaciones siguientes: 
 
൫ భ೙షభܺ௛ିଵᇱ ௛ܻିଵ൯ሺ భ೙షభ ௛ܻିଵᇱ ܺ௛ିଵሻݓ௛ ൌ ߣ௛ݓ௛     [3.5] 
 
 ൫ భ೙షభܺ௛ିଵܺ௛ିଵᇱ ൯ሺ భ೙షభ ௛ܻିଵ ௛ܻିଵᇱ ሻݐ௛ ൌ ߣ௛ݐ௛ 
 
ሺ భ೙షభ ௛ܻିଵᇱ ܺ௛ିଵሻ൫ భ೙షభܺ௛ିଵᇱ ௛ܻିଵ൯ܿ௛ ൌ ߣ௛ܿ௛    [3.6] 
 
 ሺ భ೙షభ ௛ܻିଵ ௛ܻିଵᇱ ሻ൫ భ೙షభܺ௛ିଵܺ௛ିଵᇱ ൯ݑ௛ ൌ ߣ௛ݑ௛  . 
 
 
ߣ௛ ൌ ݐ௛ᇱ ݐ௛. ܿ௛ᇱ ܿ௛. ‖ܺ௛ିଵᇱ ݑ௛‖ es el valor propio más grande común a estas matrices, 
las cuales han sido divididas por n-1 para recobrar los valores propios.  La etapa 2 
corresponde entonces a una aplicación de la potencia iterativa para el cálculo del 
vector propio de una matriz, asociado al valor propio más grande en cada h.  
 
Se obtienen las componentes 	ݐ௛	e	ݑ௛ a partir de la primera etapa del AIB de 
Tucker de las tablas ܺ௛ିଵ	e		 ௛ܻିଵ .  En cada etapa h se investiga entonces dos 
vectores normados ݓ௛	e		ܿ௛∗  maximizando el criterio ܿ݋ݒሺܺ௛ିଵݓ௛, ௛ܻିଵܿ௛∗ሻ, o 
globalmente maximizando el criterio 
 
∑ 	ܿ݋ݒଶሺܺ௛ିଵݓ௛, ௛ܻିଵܿ௛∗ሻ௦௛ୀଵ  [3.7] 
 
el vector ܿ௛ es colineal al vector  ܿ௛∗ ൌ ܿ௛/‖ܿ௛‖  y  ݏ ൑ ܽ. 
 
Se construye enseguida las tablas ܺ௛	e		 ௛ܻ en las etapas 4 y 5 como residuos de las 
regresiones de ܺ௛ିଵ	e	 ௛ܻିଵ  sobre la componente ݐ௛ . 
 
54 
 
 
Se puede observar que la propiedad a) sigue siendo cierta; se deduce en particular 
la ortogonalidad de las componentes PLS ݐ௛.  Esta ortogonalidad se deriva 
directamente de la construcción del algoritmo de regresión PLS2 como se puede 
ver utilizando la siguiente proposición: 
 
 Proposición 
 
Sean ݐଵ ൌ ܺܽଵ, … , ݐ௛ ൌ ܺܽ௛ un conjunto de componentes ortogonales y ܺ௛ el 
residuo de la regresión de X sobre ݐଵ	, … , ݐ௛ .  Entonces el conjunto de 
combinaciones lineales de las columnas de X ortogonales a las componentes 
ݐଵ	, … , ݐ௛  es igual al conjunto de las combinaciones lineales de las columnas de 
ܺ௛ . 
 
La ecuación de regresión de X sobre las componentes ortogonales se escribe: 
 
ܺ ൌ ݐଵ݌ଵᇱ ൅ ⋯൅ ݐ௛݌௛ᇱ ൅ ܺ௛     ;     ݌௞ᇱ ൌ ሺݐ௞ᇱ ݐ௞ሻିଵݐ௞ᇱ ܺ  . 
 
Se define enseguida los conjuntos 
 
ܣ ൌ ሼݔ|ݔ ൌ ܺܽ	,			ݔᇱሺݐଵ, … , ݐ௛ሻ ൌ 0ሽ   ,   ܤ ൌ ሼݔ|ݔ ൌ ܺ௛ܿሽ  . 
 
Se muestra que  
 
ܣ ⊂ ܤ:   ݔ ൌ ܺܽ ൌ ሺݐଵ݌ଵᇱ ൅ ⋯൅ ݐ௛݌௛ᇱ ൅ ܺ௛ሻܽ ൌ ܺ௛ܽ 
 
ܤ ⊂ ܣ:  ݔ ൌ ܺ௛ܿ ൌ ሺܺ െ ݐଵ݌ଵᇱ െ ⋯െ ݐ௛݌௛ᇱ ሻܿ ൌ ܺሺܫ െ ܽଵ݌ଵᇱ ൅ ⋯൅ ܽ௛݌௛ᇱ ሻܿ ൌ ܺܽ   
 
y por tanto A=B  ;  de otra parte  ݔᇱݐ௞ ൌ ܿᇱܺ௛ᇱ ݐ௞ ൌณ
ଵ.௙
0	. 
 
 
3.2.2.2.  Versión modificada del algoritmo de regresión PLS2 
 
La ortogonalidad de las componentes ݐ௛ implica que las matrices ܺ௛	e		 ௛ܻ  son los 
residuos respectivos de las regresiones de X e Y sobre las componentes ݐଵ	, … , ݐ௛ .  
 
Sea ௛࣪ el operador de proyección ortogonal sobre el espacio engendrado por las 
componentes ݐଵ	, … , ݐ௛ . 
 
Se deduce entonces de   ܺ௛ୀሺܫ െ ௛࣪ሻܺ    ;    ௛ܻୀሺܫ െ ௛࣪ሻܻ 
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las relaciones   ܺ௛ᇱ ௛ܻ ൌ ܺᇱሺܫ െ ௛࣪ሻሺܫ െ ௛࣪ሻܻ ൌ ܺ௛ᇱ ܻ 
 
ܺ௛ᇱܺ௛ ൌ ܺᇱܺ௛  . 
 
de donde las modificaciones posibles en el algoritmo de regresión PLS2 son: 
 
ܿ௛ ൌ ܻᇱݐ௛/ݐ௛ᇱ ݐ௛ ;     ݑ෤௛ ൌ ܻܿ௛/ሺܿ௛ᇱ ܿ௛ሻ ;     ݌௛ ൌ ܺᇱݐ௛/ݐ௛ᇱ ݐ௛   
 
por tanto   ݓ௛ ൌ ܺ௛ିଵᇱ ܻܿ௛/‖ܺ௛ିଵᇱ ܻܿ௛‖   y   ݑ௛	ahora  es		ݑ෤௛	. 
 
El cálculo de los residuos ௛ܻ es del todo inútil para la determinación de las 
componentes PLS ݐଵ	, … , ݐ௛ .  Sin embargo estos residuos son utilizados para 
escoger el número de componentes. 
 
Entonces la versión modificada del algoritmo PLS2 conduce a los mismos 
vectores ݓ௛	, ݐ௛	, ܿ௛		e		݌௛  que el algoritmo clásico cuando no hay datos faltantes. 
Sin embargo, utilizando los principios de NIPALS el algoritmo de regresión PLS2 
modificado puede también funcionar con datos faltantes.  
 
 
3.2.2.3.  Algoritmo PLS2 modificado 
 
ܺ଴ ൌ ܺ				,				 ଴ܻ ൌ ܻ 
para  ݄ ൌ 1, 2, … , ܽ	. 
1. Inicializo: ݑ෤௛ (1ª columna de Y,…) 
2. Repetir hasta convergencia de ݓ݄     
  ݓ௛ ൌ ܺ௛ିଵᇱ ݑ෤௛/‖ݑ෤௛‖ # [ ݓ௛௝ coef de regresión [prod escalar] ݔ௝   sobre ݑ௛  ] 
   ݓ௛/‖ݓ௛‖ : normar ݓ௛   a 1. 
  ݐ௛ ൌ ܺ௛ିଵݓ௛/ሺݓ௛ᇱݓ௛ሻ [componente h de X, (ݓ௛ vector propio inic ܴ௣)] 
  ܿ௛ ൌ ܻ′ݐ௛/ሺݐ௛ᇱ ݐ௛ሻ         [“vector propio de ܴ௤”], en realidad es c* 
   ݑ෤௛ ൌ ܻܿ௛/ሺܿ௛ᇱ ܿ௛ሻ     [“componente”_h de Y ] 
 
3. ݌௛ ൌ ܺ′ݐ௛/ሺݐ௛ᇱ ݐ௛ሻ        [‘‘vect-p’’ de X en ܴ௣ ] 
4. ܺ௛ ൌ ܺ௛ିଵ െ ݐ௛݌௛ᇱ      [residuo de X, garantiza ortogonalidad siguiente ݌௛] 
5. ௛ܻ ൌ ௛ܻିଵ െ ݐ௛ܿ௛ᇱ  
Fin h. 
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Las relaciones cíclicas de la etapa 2, de este algoritmo conducen en cada etapa h a 
las ecuaciones siguientes: 
 
൫ భ೙షభܺ௛ିଵᇱ ܻ൯ሺ భ೙షభܻ′ܺ௛ିଵሻݓ௛ ൌ ߣ௛ݓ௛  
 
൫ భ೙షభܺ௛ିଵܺ௛ିଵᇱ ൯ሺ భ೙షభܻܻ′ሻݐ௛ ൌ ߣ௛ݐ௛  
 
൫ భ೙షభܻᇱܺ௛ିଵ൯൫ భ೙షభܺ௛ିଵᇱ ܻ൯ܿ௛∗ ൌ ߣ௛ܿ௛∗    
 
ሺ భ೙షభܻܻ′ሻ൫ భ೙షభܺ௛ିଵܺ௛ିଵᇱ ൯ݑ෤௛ ൌ ߣ௛ݑ෤௛   
 
ߣ௛  es el valor propio común a estas matrices. 
 
Así cada etapa del algoritmo de regresión PLS2 modificado se reduce a la primera 
etapa del AIB de las tablas ܺ௛ିଵ e Y.  En cada etapa se obtiene las componentes  
ݐ௛		e		ݑ෤௛ en búsqueda de los vectores normados  ݓ௛	e		ܿ௛∗   maximizando el criterio 
ܿ݋ݒሺܺ௛ିଵݓ௛, ܻܿ௛∗ሻ;  como antes,  ܿ௛  es  colineal  al  vector  ܿ௛∗  ;  es  decir  
ܿ௛∗ ൌ ܿ௛/‖ܿ௛‖	.  Se pasa a la etapa siguiente construyendo el residuo ܺ௛ de la 
regresión de ܺ௛ିଵ  sobre ݐ௛ . 
 
 
3.2.2.4.  Estudio de las componentes PLS2  ࢚ࢎ	, ࢛ࢎ	, ࢛෥ࢎ 
 
Sean ௛ܶ ൌ ሾݐଵ, … , ݐ௛ሿ, ௛ܹ ൌ ሾݓଵ, … ,ݓ௛ሿ,  ௛ܲ ൌ ሾ݌ଵ, … , ݌௛ሿ,  ௛ܹ∗ ൌ ሾݓଵ∗, … , ݓ௛∗ሿ. 
Se tiene en regresión PLS2  que  ௛ܶ ൌ ܺ ௛ܹ∗					con				 ௛ܹ∗ ൌ ௛ܹሺ ௛ܲᇱ ௛ܹሻିଵ . 
 
El algoritmo PLS2 clásico proporciona las componentes ݑ௛ ൌ ௛ܻିଵܿ௛/ሺܿ௛ᇱ ܿ௛ሻ y el 
algoritmo modificado las componentes ݑ෤௛ ൌ ܻܿ௛/ሺܿ௛ᇱ ܿ௛ሻ.  La componente ݑ௛  es 
difícil de interpretar puesto que, salvo para ݑଵ , ella no pertenece al espacio de las 
Y.  Por el contrario ݑ෤௛ es una combinación lineal de las Y, y por consiguiente de 
naturaleza más interpretable. 
 
La división por ܿ௛ᇱ ܿ௛ proviene de la formulación del algoritmo de acuerdo al 
enfoque NIPALS con el fin de poder tomar en cuenta los datos faltantes.  Permite 
también obtener la primera bisectriz como recta de mínimos cuadrados de la nube 
de puntos ሺݐ௛	, ݑ௛ሻ	y	ሺݐ௛	, ݑ෤௛ሻ.  
 
Los coeficientes de regresión de ݑ௛ sobre ݐ௛ y de ݑ෤௛ sobre ݐ௛ son:   
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	௨೓ᇲ ௧೓௧೓ᇲ ௧೓ ൌ
௖೓ᇲ௒೓షభᇲ ௧೓
௧೓ᇲ ௧೓௖೓ᇲ ௖೓
ൌ 1   ¸     ௨෥೓ᇲ ௧೓௧೓ᇲ ௧೓ ൌ
௖೓ᇲ௒ᇱ௧೓
௧೓ᇲ ௧೓௖೓ᇲ ௖೓
ൌ 1   
 
pues  ௛ܻିଵᇱ ݐ௛ ൌ 	 ܿ௛ݐ௛ᇱ ݐ௛ ൌ ܻ′ݐ௛  tanto en el algoritmo clásico como en el 
modificado. 
 
De la fórmula de regresión de Y sobre ݐଵ, … , ݐ௛ିଵ [reconstitución de Y via ACP]: 
 
ܻ ൌ ݐଵܿଵᇱ ൅ ⋯൅ ݐ௛ିଵܿ௛ିଵᇱ ൅ ௛ܻିଵ  . 
 
Postmultiplicando Y por ܿ௛ ܿ௛ᇱ ܿ௛⁄  se deduce también que ݑ௛ es el residuo de la 
regresión de ݑ෤௛ sobre ݐଵ, … , ݐ௛ିଵ. 
 
La ortogonalidad de las componentes th permite relacionar las correlaciones de ݑ௛ 
e ݑ෤௛ con ݐ௛ .  Se tiene en efecto  
 
ܿ݋ݎሺݑ෤௛, ݐ௛ሻ ൌ ௨෥೓
ᇲ ௧೓
ฮ௨෥೓ᇲ ฮ‖௧೓‖
ൌ ‖௨೓‖‖௨෥೓	‖ ൌ ܿ݋ݎሺݑ௛, ݐ௛ሻඥ1 െ ܴଶሺݑ෤௛; ݐଵ, … , ݐ௛ିଵሻ  . 
 
 
Así, reemplazando ݑ෤௛ᇱ  e ܻᇱ de la reconstitución, la correlación de la componente 
ݐ௛ con la componente ݑ෤௛ es necesariamente inferior a su correlación con la 
componente ݑ௛ . 
 
Las componentes ݑ෤௛ ൌ ܻܿ௛/ሺܿ௛ᇱ ܿ௛ሻ están directamente relacionadas con las 
variables dependientes Y y pueden ser interpretadas.  Las componentes ݑ௛ ൌ
௛ܻିଵܿ௛/ሺܿ௛ᇱ ܿ௛ሻ construidas sobre los residuos ௛ܻିଵ están mejor correlacionadas 
con las variables ݐ௛ pero no se pueden interpretar. 
 
 
3.2.2.5.  Interpretación de las componentes ࢚ࢎ	e		࢛෥ࢎ 
 
Las componentes ݐ௛	e	ݑ෤௛ se escriben en función de las variables originales: 
 
ݐ௛ ൌ ݓ௛∗ݔଵ ൅ ⋯൅ ݓ௛௣∗ ݔ௣    ,   ݑ෤௛ ൌ ሺܿ௛ଵݕଵ ൅ ⋯൅ ܿ௛௤ݕ௤ሻ/ܿ௛ᇱ ܿ௛  . 
 
Las correlaciones de las variables ݔ௝ e ݕ௞ con las componentes ݐ௛ están 
relacionadas proporcionalmente con los vectores ݌௛ e ܿ௛ respectivamente; en 
efecto: 
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ܿ݋ݎ൫ݔ௝, ݐ௛൯ ൌ ௫ೕ
ᇲ௧೓
ฮ௫ೕฮ‖௧೓‖ ൌ
௫ೕᇲ௧೓
√௡ିଵට௧೓ᇲ ௧೓
ൌ ݏ௧௛. ݌௛௝  
ܿ݋ݎሺݕ௞, ݐ௛ሻ ൌ ௬ೖ
ᇲ௧೓
‖௬ೖ‖‖௧೓‖ ൌ ݏ௧௛. ܿ௛௞  . 
 
En la interpretación multivariada de las componentes ݐ௛	e	ݑ෤௛ se utiliza los 
vectores ݓ௛∗		e		ܿ௛ .  
 
La construcción de la carta superpuesta ሺݓଵ∗, ݓଶ∗ሻ e ሺܿଵ, ܿଶሻ permite interpretar 
visualmente las dos primeras componentes de la regresión PLS.  Esta carta mezcla 
varios puntos de vista: 
 
- Los puntos correspondientes a las variables ݔ௝ describen la construcción de 
las componentes ݐ௛ ; 
- Los puntos correspondientes a las variables ݕ௞ expresan a la vez la 
construcción de las componentes ݑ෤௛ y la correlación entre ݕ௞ e ݐ௛ . 
 
La carta de correlaciones de las variables ݔ௝		e		ݕ௞ con las componentes ሺݐଵ	, ݐଶሻ 
proporciona una interpretación univariada de esas componentes.  A los factores de 
escala ݏ௧భ	e		ݏ௧మ	cerca, esta carta corresponde a la superposición de 
ሺ݌ଵ	, ݌ଶሻ		e		ሺܿଵ	, ܿଶሻ . 
 
 
3.2.2.6.  Estudio de la ecuación de regresión PLS2    
 
Se expresa la regresión de Y sobre las componentes ݐଵ, … , ݐு en función de las 
variables ܺ.  Se tiene 
 
ܻ ൌ ݐଵܿଵᇱ ൅ ⋯൅ ݐுܿுᇱ ൅ ுܻ  . 
 
Haciendo ܥு ൌ ሾܿଵ, … , ܿுሿ se tiene 
 
ܻ ൌ ுܶܥுᇱ ൅ ுܻ ൌ ܺ ுܹ∗ܥுᇱ ൅ ுܻ 
 
                                       ܻ ൌ ܹ݄ܺሺܲ′݄ ܹ݄ሻെ1ܥுᇱ ൅ ுܻ ൌ ܺܤ ൅ ுܻ  . 
 
 
Así, los coeficientes de regresión asociados a ܺ luego de desdoblar el modelo en 
función de  ݐଵ, … , ݐு corresponden a ܤ ൌ ܹ݄ሺܲ′݄ ܹ݄ሻെ1ܥுᇱ . 
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Para ܪ ൌ 2,  la ecuación de regresión para cada variable respuesta es: 
 
ݕ௞ ൎ ܿଵ௞ݐଵ ൅ ܿଶ௞ݐଶ 
 
ݕ௞ ൎ ሺܿଵ௞ݓଵଵ∗ ൅ ܿଶ௞ݓଶଵ∗ ሻݔଵ ൅ ⋯൅ ൫ܿଵ௞ݓଵ௣∗ ൅ ܿଶ௞ݓଶ௣∗ ൯ݔ௣ 
 
ݕ௞ ൎ ܾ௞ଵݔଵ ൅ ⋯൅ ܾ௞௣ݔ௣  . 
 
Por consiguiente la carta superpuesta ሺݓଵ∗, ݓଶ∗ሻ e ሺܿଵ, ܿଶሻ proporciona indicaciones 
sobre los coeficientes ܾ௞௝ .  Estos son positivos nulos o negativos según que los 
vectores ݔ௝	݁	ݕ௞ formen un ángulo agudo, recto u obtuso. 
 
 
3.3.  PLS – PM 
 
El objetivo de PLS-PM es estimar las relaciones entre J  bloques X1 ,… ,Xj , … , XJ  
de variables ‘manifiestas’ (MV), las cuales son expresión de J constructos no 
observables 1 ,… ,j ,… ,J  respectivamente, usualmente llamados LV;  (Wold 
1975a, 1982) 
 
PLS-PM estima la red de relaciones entre las MV y su propia LV, y entre las LV 
al interior del modelo, a través de un sistema de ecuaciones basadas en 
regresiones simples y múltiples. 
 
Los métodos PLS-PM propuestos por Wold para el análisis de Modelos de 
Ecuaciones Estructurales (SEM) basados en componentes, operan sisn supuestos 
distribucionales y son una alternativa a los análisis de estructura de covarianzas 
basados en la multinormalidad, Joreskog (1970). 
 
Al igual que los SEM cada modelo PLS-PM está compuesto de dos submodelos: 
el modelo de medición, y el modelo estructural.  El primero tiene en cuenta las 
relaciones entre cada variable latente y sus correspondientes variables manifiestas, 
mientras el modelo estructural asume estar interconectado linealmente entre las 
LV de acuerdo a un modelo de relaciones causa-efecto.   
 
El fenómeno de estudio es descrito por las relaciones estructurales (inner) entre 
las variables latentes de la forma  
 
ߦ௝ ൌ ߚ௝଴ ൅ ∑ ߚ௝௞ߦ௞௞ ൅ ߞ௝  .          [3.8] 
60 
 
 
Los coeficientes ‘path’ ߚ௝௞ expresan el impacto sobre la variable endogena ߦ௝ de 
las LV ߦ௞ conectadas, algunos pueden ser estructuralmente nulos y la variable 
correspondiente ߦ௞ no aparecer en la ecuación [3.8]. 
 
La ‘hipótesis de especificación de predicción’ es que el término de error aleatorio 
ߞ௝ tiene media 0 y no está correlacionado con las otras LV ߦ௞ de la ecuación; esto 
es, ܧ൫ߞ௝൯ ൌ 0	,				ܿ݋ݒ൫ߞ௝, ߦ௞൯ ൌ 0	. 
 
La formulación del modelo de medición (outer) depende de la dirección de la 
relación entre la LV y las correspondientes MV; así, el modelo puede ser 
reflectivo, formativo o ambos. 
 
Se representan los datos y los modelos en un esquema de flechas, ver gráfica 3.4. 
Las variables manifiestas son representadas por rectángulos y las LV por elipses. 
Las relaciones de causalidad son simbolizadas por flechas, el origen de la flecha 
es la variable “causa” (explicativa) y la punta la variable “efecto” (a explicar) ó 
variable endógena.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Se define reflectivo si la variable latente (LV) es un factor común que refleja en si 
mismo cada MV; la LV es la causa de cada una de las MV.  Las MV estarán 
entonces altamente correlacionadas; el bloque debe ser homogéneo9. Cada grupo 
de variables es esencialmente unidimensional: 
                                                 
9 Las principales reglas para valorar homogeneidad son: a) 1 >>1 en el ACP  b)  de Dillon- 
Goldstein’s (Chin, 1998) > 0.7; ߩ ൌ ቀ∑ ߣ௝௣௉ೕ௣ ቁ
ଶ /ሾቀ∑ ߣ௝௣௉೜௣ ቁ
ଶ ൅ ∑ ሺ1 െ ߣ௝௣ଶ ሻ௉ೕ௣ ሿ. 
Gráfica 3.4. Red de causalidad entre 3 grupos de variables; el primero 
formativo asociando pesos π y los otros  reflectivos con pesos λ 
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Cada variable es función del factor ߦ௝ centrado reducido.  En un modelo reflectivo 
cada p-MV está relacionada a la correspondiente j-LV por un modelo de regresión 
simple, es decir: 
 
ݔ௝௣ ൌ ߣ௝௣଴ ൅ ߣ௝௣	ߦ௝ ൅ ߝ௝௣  . 
 
ߣ௝௣ es la carga asociada a la p-ésima MV en el bloque j, y la hipótesis  es que el 
error ߝ௝௣ tiene media cero y no esta correlacionado con la variable latente ߦ௝ esto 
es: ܧ൫ߝ௝௣൯ ൌ ܧ൫ߦ௝ߝ௝௣൯ ൌ 0 . 
 
En el caso formativo cada MV representa una dimensión  diferente del concepto 
subyacente, y se consideran variables exógenas en el modelo de medición; cada 
sub-bloque de MV presenta una relación estrictamente causal con la LV y por 
tanto 
 
ߦ௝ ൌ ߨ௝଴ ൅ ∑ ߨ௝௣ݔ௝௣ ൅௉௤௣ ߜ௝   con  ܧ൫ߜ௝൯ ൌ ܧ൫ݔ௝௣, ߜ௝൯ ൌ 0	 . 
 
donde ߨ௝௣ es el coeficiente relacionando cada variable manifiesta a la 
correspondiente variable latente y el termino error ߜ௝ la fracción de la 
correspondiente LV no tenida en cuenta por el bloque de variables manifiestas. 
 
Una síntesis gráfica de los modelos outer e inner en PLS-PM es presentada en la 
gráfica 3.5: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
PLS – PM 
Modelos 
‘Outer’ 
Medicion 
‘Inner’ 
Estructural  
J
k
jkjkjj
1
'0   
jpjjpjpjpx   0  



Pj
p
jjpjpjj x
1
0   
reflectivo 
formativo 
Gráfica 3.5. Esquema de los modelos outer e inner en PLS-PM 
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3.3.1.  Estimación de variables latentes 
 
Independientemente del tipo de modelo (outer) de medición, las LV 
estandarizadas ߦ௝ son estimadas por las combinaciones lineales ௝ܻ 	de las MV de su  
grupo j: 
௝ܻ ൌ ∑ ݓ௝௣ݔ௝௣௉ೕ௣ ൌ ௝ܺݓ௝   
 
donde las variables ݔ௝௣ están centradas y ݓ௝௣ son los pesos outer escalados para 
dar varianza unitaria a ௝ܻ 	.  Es decir,  ߦመ௝ ൌ 	 ௝ܻ ൌ േ ௝ܽ ∑ ݓ෥௝௣ݔ௝௣௉ೕ௣  donde ௝ܽ es un 
escalar que da varianza unitaria a ௝ܻ , y la ambigüedad del േ es resuelta 
escogiendo el signo tal que la mayoría de las ݔ௝௣ esta positivamente 
correlacionada con la LV estandarizada  ௝ܻ ; (Sánchez 2008). 
 
También se define la aproximación inner ௝ܼ 	 de ߦ௝ como una combinación lineal 
normalizada de las estimaciones outer de las LV adyacentes,  
 
௝ܼ ൌ ∑ ௝ܿ௞ ௝݁௞ ௞ܻ௞           [3.9] 
 
donde  ௝ܿ௞ ൌ 1  si ߦ௝ esta conectada a ߦ௞ y  ௝ܿ௞ ൌ 0  en otro caso; ௝݁௞ son los pesos 
inner. 
 
Relacionando estas dos aproximaciones, Wold obtiene las condiciones de 
estacionaridad que permiten determinar las variables ௝ܻ.  Se resuelven las 
ecuaciones de estacionaridad por un proceso iterativo hasta la convergencia. 
 
Wold propone dos modos de relación entre las dos aproximaciones ௝ܻ e ௝ܼ de la 
variable latente ߦ௝, que además permite actualizar los pesos ݓ௝ด en el caso outer: 
 
 En el Modo A (reflectivo) la variable ௝ܻ   está relacionada con la variable ௝ܼ  
por la fórmula 
 ௝ܻ ∝ ∑ ܿ݋ݒ൫ݔ௝௣ ௝ܼ൯ᇣᇧᇧᇤᇧᇧᇥݔ௝௣௣ 	ൌ 	 ௝ܺ ௝ܺᇱ ௝ܼ 	ถ           [3.10] 
 
de [3.9] la condición de estacionaridad para ௝ܻ en el modelo A es: 
 
௝ܻ ∝ ௝ܺ ௝ܺᇱ ∑ ௝ܿ௞ ௝݁௞ ௞ܻ௞  .           [3.11] 
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 En el Modo B (formativo) la variable ௝ܻ es obtenida por regresión múltiple 
de ௝ܼ  sobre las columnas ݔ௝௣  de la matriz ௝ܺ en la reducción  
௝ܻ ∝ ௝ܺ ൫ ௝ܺᇱ ௝ܺ൯ିଵ ௝ܺᇱ ௝ܼᇣᇧᇧᇧᇤᇧᇧᇧᇥ	 .          [3.12] 
 
Por lo tanto la condición de estacionariedad para una variable ௝ܻ en el 
modo B es: 
 
						 ௝ܻ ∝ ௝ܺሺ ௝ܺᇱ ௝ܺሻିଵ ௝ܺᇱ ∑ ௝ܿ௞ ௝݁௞ ௞ܻ௞ 	 .          [3.13] 
 
Las estimaciones definitivas de las componentes latentes ௝ܻ se tienen, eligiendo el 
modo A o B para su cálculo, según se consideren los grupos como reflectivos o 
formativos. 
 
En el modo A la variable ௝ܻ  definida por la formula [3.10] corresponde igualmente 
a la primera componente PLS reducida de la regresión simple de Zj sobre ௝ܺ. 
Además, permite tomar en cuenta sin dificultad los datos faltantes siguiendo los 
principios del algoritmo NIPALS. 
 
En el modo inner hay tres vías weighting para calcular los pesos ejk: 
 
a) Esquema del ‘centroide’ (Wold): ௝݁௞ ൌ ݏ݅݃݊ሾܿ݋ݎሺ ௝ܻ, ௞ܻሻሿ es el signo de la 
correlación entre ௝ܻ 	e ௞ܻ  
 
b) Esquema ‘factorial’:  ௝݁௞ ൌ ܿ݋ݎሺ ௝ܻ	, ௞ܻሻ 
 
c) Esquema ‘path’. Aquí ௝݁௞ = ܿ݋ݎ൫ ௝ܻ, ௞ܻ൯ si ߦ௝ es explicada por  ߦ௞ , ó 
 
௝݁௞ ൌ ቐ
ܿ݋ݎሺ ௝ܻ, ௞ܻሻ	si	ߦ௝	es	explicada	por		ߦ௞
ܿ݋݂݁݅ܿ݅݁݊ݐ݁ݏ	݁݊	݈ܽ	ݎ݁݃ݎ݁ݏ݅݋݊	݉ݑ݈ݐ݅݌݈݁	 ௝ܻ ൌ ෍ ௝݁௞௞ ௞ܻ
 
 
Una vez son obtenidos los pesos wjp, los score normalizados de las LV son 
finalmente calculados mediante  ߦመ௝ ∝ ௝ܺݓ௝.  
 
El  proceso de estimación de los modelos PLS-PM se puede esquematizar en la 
gráfica 3.6 como sigue: 
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En el último paso del algoritmo PLS-PM los coeficientes path del modelo 
estructural son estimados a través de una regresión múltiple OLS entre los 
puntajes de las LV estimadas.  Denotando Ξ୨ la matriz de los correspondientes 
‘predictores’ latentes, el vector de coeficientes path para cada ߦ௝ es  ߚመ௝ ൌ
ሺΞ෠୨′Ξ෠୨ሻିଵΞ෠୨′ߦመ௝ . 
 
En caso de multicolinealidad entre las LV estimadas, los modelos PLS-R son 
usados en vez de la regresión convencional (Eposito Vinzi et al. 2010).  Se 
observa que el algoritmo RGCCA propuesto por Tenenhaus and Tenenhaus 
(2011) para ganar propiedades de optimización, mantiene una estructura muy 
similar al algoritmo de Wold para PLS-PM, descrito a continuación. 
 
El algoritmo del apartado 3.3.2 propuesto por Wold ahora es natural.  En la etapa 
inicial se parte de variables ௞ܻ arbitrariamente fijadas con alguna de las variables 
ݔ௞௣ ligadas positivamente a su variable latente ߦ௞	.  
 
Se obtiene con la ayuda de la ecuacion [3.9] nuevos valores de los pesos y 
componenters inner.  Las estimaciones ௝ܻ de las LV ߦ௝ son obtenidas iterando el 
proceso hasta la convergencia.  Los vectores ݓ௝ se deducen enseguida de las 
ecuaciones [3.11] e [3.13]. 
 
 
PLS – PM 
Estimación 
Modelos 
‘Outer’ 
externo 
‘Inner’ 
interno ௝ܼ ∝ ෍ ௝ܿ௞ ௝݁௞ ௞ܻ
௃
௞
; ݁̂௝௞
௝ܺᇱ ௝ܼ ௝ܼᇱൗ ௝ܼ 
ሺ ௝ܺᇱ ௝ܺሻିଵ	 ௝ܺᇱ ௝ܼ	
Modo A  
‘reflectivo’ 
 .reg simple 
Modo B 
‘formativo’ 
.reg mult 
Centroide: sign [r (Yj ,Yk)] 
Factorial: r (Yj ,Yk ) 
Path: Y~Xe 
௝ܻ ∝ ෍ݓ௝௣ݔ௝௣
௉ೕ
௣ୀଵ
; ݓෝ௝௣ 
Gráfica 3.6.  Síntesis esquemática PLS-PM estimado
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3.3.2.   Algoritmo PLS-PM de Wold 
 
Entrada:   X = [ X1 , . . . , Xj , . . . , XJ ], C ;  Salida:  ;ˆ,, jjj w  	 
 
1. Inicio 
1.1.   )0(jj ww   
1.2.    jPp jjjpjpj wXxwY 1 )0()0()0(         
  [p-ésima variable en el bloque j] 
 
2.  Repita 
 
2.1.  Cálculo de los pesos  inner  
 
si  k < j  ;     )1()()( ,  skksjsjk wXYfe  
si  k > j  ;    )()()( , sksjsjk YYfe   
 
2.2.  Estimación de las LV Inner  
  )()()1()( skjk sjkjkskkjk sjkjkj YecwXecz     
 
2.3.  Cálculo de los pesos  outer  
 
)()/1( )(')1( AModezXNw sjj
s
j  ó 
)()( )('1')1( BModezXXXw sjjjj
s
j
   
 
 2.4.  Estimación de las LV outer  
 
    jPp sjjjpsjpsj wXxwY 1 )1()1()1(  
 
Hasta la convergencia de  jw  
 
3.  Computo de las  LVs 
 
jjj wXˆ  
  
4.  Cálculo de los coeficientes Path  
 
ߚ௝ ൌ ൫Ξ෠→୨ᇱ Ξ෠→୨൯ିଵΞ෠→୨ᇱ 	ξመ୨ 
 
Fin 
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3.3.3.  Valoración y calidad del modelo 
 
La calidad de un modelo PLS-PM depende de la calidad tanto del modelo de 
medición como del modelo estructural.  En un buen modelo de medición, cada 
MV estará bien resumida por su propia LV.  Así, para cada bloque un índice de 
comunalidad es 
 
ܿ݋ ௝݉ ൌ భುೕ ∑ ܿ݋ݎଶ
௉ೕ
௣ ൫ݔ௝௣, ߦመ௝൯ ൌ భುೕ ∑ ߣመ௝௣ଶ
௉ೕ
௣   . 
 
Este es el promedio de las comunalidades entre cada MV y ߦመ௝ del bloque j. 
 
La bondad de ajuste de todo el modelo de medición se calcula con el índice de 
comunalidad promedio 
 
ܿ݋݉തതതതതത ൌ ∑ ௉ೕ௖௢௠ೕ	೛:ುೕಭభ∑ 	೛:ುೕಭభ   . 
 
Aunque la calidad de cada ecuación estructural es medida por el coeficiente de 
determinación R2, este no es suficiente para evaluar todo el modelo estructural.   
 
Para cada LV endógena, el siguiente índice de redundancia mide la porción de 
variabilidad de las MV relacionadas a la LV endógena ߦ௝ explicada por sus 
predictores latentes 
 
ݎ݁ ௝݀ ൌ ܿ݋ ௝݉. ௝ܴଶ . 
 
El índice promedio de redundancia mide la calidad de todo el modelo estructural. 
Si J es el número de LV endógenas, entonces 
 
ݎ݁݀തതതതത ൌ భ಻ ∑ ݎ݁ ௝݀௃௝   . 
 
La calidad global del modelo es evaluada por el índice de bondad de ajuste GoF 
(Tenenhaus et al. 2004).  Este índice ha sido creado para medir el desempeño total 
de predicción del  modelo conjunto, el de medición y el estructural. Así, 
 
ܩ݋ܨ ൌ ඥܿ݋݉തതതതതത. തܴଶ  . 
 
Este índice es normalizado (relativo) para que tome valores entre 0 y 1 y está 
determinado por 
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ܩ݋ܨ௥௘௟ ൌ ඨ ଵ∑ ௉ೕೕ:ುೕಭభ ∑
∑ ఒ෡ೕ೛మ
ುೕ
೛
ఒೕభ௝:௉ೕவଵ
. ଵ௃ ∑
ோೕమ
ఘೕమ௝
   
 
 
ߣ௝ es obtenido del ACP  y ߩ௝ del ACC. 
 
 
3.3.4.  Criterios de optimización 
 
Se presenta aquí como la utilización del algoritmo PLS general permite retomar la 
primera etapa de los principales métodos clásicos de análisis multivariante  
utilizados para relacionar dos o más grupos. 
 
 
3.3.4.1.  Estudio del caso de dos bloques (J=2) 
 
La implementación del algoritmo PLS permite retomar la primera etapa de los 
principales métodos utilizados para relacionar dos grupos (X1 e X2) de variables.  
Se precisa en la tabla 3.1, los métodos correspondientes a las diferentes 
escogencias posibles de los modos de cálculo A o B para w1 e w2. 
 
 
 AC (canónico) AIB 
(interbaterias) 
AR( redundancias, de 
X2  respecto a X1) 
Modo de cálculo para 
w1
B A B 
Modo de cálculo para 
w2
B A A 
 
 
 
Tabla 3.1. Equivalencia entre el algoritmo PLS sobre dos bloques de variables X1 e X2 y las 
primeras etapas de los diferentes métodos multivariados. 
 
 
Para verificar estos resultados es suficiente describir las condiciones de 
estacionaridad [3.12] e [3.13] para estas diferentes situaciones.  Por simplicidad se 
supone que las LV ߦଵ	, ߦଶ están correlacionadas positivamente.  Por consiguiente  
Z1= Y2  e  Z2 = Y1. 
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 Análisis Canónico 
 
Las condiciones de estacionaridad se escriben utilizando el modo B para ଵܻ e ଶܻ: 
 
ଵܻ ∝ ଵܺሺ ଵܺᇱ ଵܺሻିଵ ଵܺᇱ ଶܻ     ,      ଶܻ ∝ ܺଶሺܺଶᇱܺଶሻିଵܺଶᇱ ଵܻ  . 
 
El algoritmo PLS converge a las primeras componentes del AC de ଵܺ e ܺଶ, que 
maximiza la ܿ݋ݎሺ ଵܻ, ଶܻ	ሻ . 
 
 
 Análisis  Interbaterias 
 
Las condiciones de estacionaridad se escriben utilizando el modo A para ଵܻ e ଶܻ : 
 
ଵܻ ∝ ଵܺ ଵܺᇱ ଶܻ     ,      ଶܻ ∝ ܺଶܺଶᇱ ଵܻ  . 
 
El algoritmo PLS converge entonces hacia las primeras componentes del AIB de 
las dos tablas ଵܺ e ܺଶ, que maximiza la ܿ݋ݒሺ ଵܻ, ଶܻ	ሻ.  Se puede observar que el 
caso particular donde X1 = X2 permite obtener la primera componente principal 
reducida Y1 de X1 , puesto que Y1 es vect_p de ଵܺ ଵܺᇱ  asociado al más grande valor 
propio, es también vect_p de ሺ ଵܺ ଵܺᇱሻଶ asociado al más grande valor propio. 
 
 
 Análisis de Redundancias 
 
Las condiciones de estacionaridad utilizando el modo B para ଵܻ y el A para ଶܻ son: 
 
ଵܻ ∝ ଵܺሺ ଵܺᇱ ଵܺሻିଵ ଵܺᇱ ଶܻ     ,      ଶܻ ∝ ܺଶܺଶᇱ ଵܻ  . 
 
El algoritmo PLS-PM converge a la primera componente ଵܻ del AR de ܺଶ 
respecto a ଵܺ;  la redundancia de ܺଶ sobre ଵܺ es maximizada. 
 
 
3.3.4.2.  Caso Multibloques ( j > 2) 
 
El PLS-PM puede ser visto como la generalización de un número de métodos 
multibloques tales como el modelo jerárquico, el modelo confirmativo y el 
modelo general. 
 
 
69 
 
 
 
Se observará que dependiendo del modo de estimación outer y del esquema de 
estimación inner elegido, las ecuaciones de estacionaridad de los algoritmos 
asociados a estos métodos PLS-PM a veces convergen a un criterio de 
optimización asociado con ciertos métodos de análisis multivariante. 
 
 Los PLS-PM no siempre tienen asegurado el criterio de convergencia, Tenenhaus 
(2011). 
 
 
 Modelo Jerárquico 
   
El modelo jerárquico (Tenenehaus et al. 2005)  se caracteriza porque cada bloque 
Xj es conectado al superbloque XJ+1 obtenido por yuxtaposición horizontal de los J 
bloques  |X1|X2|…|XJ|.  Para los distintos tipos de estimación se tiene: 
 
- Modo A y esquema path conllevan al AFM. 
- Modo B según esquema inner converge a ecuaciones de Horst’s y ACCG. 
 
 
 Modelo General 
 
- Nuevo Modo A (Tenenhaus, M. 2009), esquema del centroide.  El 
algoritmo de Wold así ajustado monótonamente converge al criterio 
 
݉ܽݔ
ฮݓ௝ฮ ൌ 1∑ ௝ܿ௞หܿ݋ݒሺ ௝ܺݓ௝	, 	ܺ௞ݓ௞ሻห௝#௞   . 
 
- Nuevo Modo A, esquema  factorial.  Análogamente, el algoritmo de Wold 
así ajustado monótonamente converge al criterio 
 
݉ܽݔ
ฮݓ௝ฮ ൌ 1∑ ௝ܿ௞ܿ݋ݒଶሺ ௝ܺݓ௝	, 	ܺ௞ݓ௞ሻ௝#௞   . 
 
- Modo B, esquema del centroide.  Las ecuaciones de estacionaridad del 
algoritmo PLS-PM son equivalentes a las ecuaciones de Lagrange 
asociadas al criterio de optimización 
 
݉ܽݔ
							ฮ ௝ܺݓ௝ฮ ൌ 1	∑ ௝ܿ௞หܿ݋ݎሺ ௝ܺݓ௝	, 	ܺ௞ݓ௞ሻห௝#௞  . 
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- Modo B, esquema factorial.  Las ecuaciones de estacionaridad del 
algoritmo PLS-PM son equivalentes a las ecuaciones de Lagrange 
asociadas al  siguiente criterio de optimización: 
 
݉ܽݔ
ฮ ௝ܺݓ௝ฮ ൌ 1∑ ௝ܿ௞ܿ݋ݎଶሺ ௝ܺݓ௝	, 	ܺ௞ݓ௞ሻ௝#௞   . 
 
 
 Modelo Confirmativo   
 
En el modelo confirmativo (Tenenhaus and Hanafi, 2010), cada LV está 
relacionada a un bloque simple y conectada a todas las LV de los otros bloques, 
formando una especie de red de relaciones en la que cada LV está conectada sólo 
una vez a las otras LV bien sea de forma endógena o exógena.  Este modelo lleva 
a las ecuaciones de estacionaridad del ACCG (Kettenring’s 1971).  
 
Sin embargo, para precisar el criterio a optimizar via PLS-PM, Tenenhaus et al. 
(2011), ha propuesto el método RGCCA que bajo el nuevo modo A, maximiza las 
funciones de covarianza (valor absoluto, cuadrado)  de las componentes outer; y 
bajo el modo B se maximizan análogamente las funciones de correlación según 
los esquemas inner tipo Centroide y Factorial  respectivamente. 
 
 
3.4.  ANÁLISIS DE CORRELACIÓN CANÓNICO REGULARIZADO 
GENERALIZADO ( RGCCA ) 
 
El RGCCA es una generalización del RCCA para tres o más conjuntos de 
variables sobre los mismos individuos, constituye un marco general para muchos 
métodos de análisis de datos multibloques (Tenenhaus and Tenenhaus 2011). 
 
RGCCA combina el poder de los métodos de análisis multibloques (maximización 
de criterios bien identificados) y la flexibilidad del PLS-PM. Buscando para un 
punto fijo de las ecuaciones de estacionariedad relacionadas al RGCCA, un nuevo 
algoritmo monótonamente convergente, muy similar al algoritmo PLS propuesto 
por Wold es obtenido. 
 
Considerando una red de conexiones entre los bloques, el objetivo del RGCCA es 
encontrar combinaciones lineales del bloque de variables (componentes del 
bloque) que expliquen su propio bloque, y tal que los componentes que se asumen 
conectados, estén altamente correlacionados.  
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Muchos métodos cumplen este objetivo, algunos de ellos están basados sobre la 
maximización de una función de correlaciones (covarianza): SUMCOR, 
SSQCOR, SABSCOR, SUMCOV, SABSCOV, SSQCOV.  Otros están basados 
sobre la maximización de una función de ambos, correlaciones y covarianzas.  
 
RGCCA constituye un marco general para análisis de datos multibloques e 
incluye todos los métodos anteriores como casos particulares.  También contiene 
los enfoques PLS de Wold, Lohmöller, Kramer, pero solamente cuando el método 
B para todos los bloques es seleccionado. 
 
Sin embargo en bloques de alta dimensionalidad o presencia de multicolinealidad, 
los métodos basados en la correlación llevan a relaciones espurias entre bloques.  
RGCCA constituye una versión regularizada de varios métodos basados en 
correlación y hace un análisis estable de posibles bloques mal-condicionados. 
 
No hay solución analítica para RGCCA, pero se propone un algoritmo 
monótonamente convergente basado en una modificación del algoritmo PLS de 
Wold. 
 
RGCCA es obtenido siguiendo varios pasos: 
 
1. Definición de GCCA a nivel poblacional. 
2. Construcción de las ecuaciones de estacionariedad al nivel muestral. 
3. Definición de RGCCA. 
4. Encontrar las ecuaciones de estacionariedad a nivel muestral para un punto 
fijado (fijo): algoritmo PLS para RGCCA. 
 
 
3.4.1.  GCCA Poblacional 
 
El análisis de correlación canónica de dos bloques puede ser extendido a tres o 
más conjuntos de variables en muchas vías. 
 
Kettenring (1971) estudió cinco métodos: SUMCOR, MAXVAR, SSQCOR, 
MINVAR y GENVAR.  Un sexto método el SABSCOR es también considerado y 
juega un rol central en el enfoque PLS de Wold (1985). 
 
Se propone una modificación de los métodos SUMCOR, SSQCOR y SABSCOR 
la cual tiene en cuenta algunas hipótesis sobre las conexiones entre los conjuntos 
de variables. 
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Considérese J (bloques) vectores columna aleatorios ݌௝ dimensionales con media 
cero ݔ௝ ൌ ቀݔ௝ଵ	, … , ݔ௝௣ೕቁ
ᇱ	 definidads sobre la misma población y J vectores 
columna no aleatorios ݌௝ dimensionales ߙ௝ ൌ ቀߙ௝ଵ	, … , ߙ௝௣ೕቁ ′.  También se debe 
tener en cuenta una red de conexiones entre los vectores aleatorios definiendo una 
matriz de diseño10 
 
ܥ ൌ ൛ ௝ܿ௞ൟ 	 ∶ 	 ݆ܿ݇ ൌ ቄ10	
si ݔ݆	y	ݔ݇	conectados
si no
   . 
 
Sean   las   dos   componentes    lineales  ߟ௝ ൌ 	ߙ௝ᇱݔ௝ 	ൌ 	∑ ߙ௝௛ݔ௝௛௛   e   ߟ௞ ൌ ߙ௞ᇱ ݔ௞ .  
La correlación entre estas dos variables aleatorias es 
 
ߩ൫ߟ௝	, ߟ௞൯ ൌ ߩ൫ߙ௝ᇱݔ௝	, ߙ௞ᇱ ݔ௞൯ ൌ ఈೕ
ᇲ ∑ ఈೖೕೖ
ሺఈೕᇲ ∑ ఈೕೕೕ ሻభ/మሺఈೖᇲ ∑ ఈೖೖೖ ሻభ/మ
  [3.14] 
 
donde:  ∑ ൌ ܧ൫ݔ௝ݔ௝ᇱ൯	௝௝  matriz de covarianzas ,  ∑ ൌ ܧ൫ݔ௝ݔ௞ᇱ ൯௝௞  . 
 
 
3.4.1.1.  Definición GCCA poblacional 
 
Se define como el siguiente problema de optimización: 
 
Maximizarఈభ,…ࢻ಻ ∑ ௝ܿ௞݃ ቀߩ൫ߙ௝ᇱݔ௝	, ߙ௞ᇱ ݔ௞൯ቁ௃௝	,௞ୀଵ,௝ஷ௞           [3.15] 
 
bajo la restricción  ܸሺߙ௝ᇱݔ௝ถሻ
ఎೕ
ൌ 1		,				݆ ൌ 1	, … , ܬ 
 
  ݔ identidad:  esquema Horst (Kramer 2007) 
donde ݃ሺݔሻ ൌ  |ݔ| valor absoluto: esquema Centroide (Wold 1985) 
  ݔଶ función cuadrada: esquema Factorial (Lohmöller 1989). 
 
El esquema de Horst puede ser muy útil cuando el investigador observa 
componentes correlacionados positivamente y puede producir soluciones muy 
diferentes de los otros dos esquemas. 
 
                                                 
10 Define la conexión entre los bloques j e k. 
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Observe que en [3.15] lo que se quiere es maximizar la suma de correlaciones, del 
valor absoluto ó del cuadrado de las correlaciones de las componentes de los 
bloques j, k conectados y es equivalente de acuerdo con [3.14] a  
 
Maximizarఈభ,…ఈ಻ ∑ ௝ܿ௞݃൫ߙ௝ᇱ	Σ௝௞	ߙ௞൯௃௝,௞ୀଵ,௝ஷ௞ 	         [3.16] 
 
bajo				ߙ௝ᇱ ∑ ߙ௝௝௝ ൌ 1		,				݆ ൌ 1	, … , ܬ	. 
 
 
La función Lagrangiana del problema de optimización [3.16] es: 
 
ܮ൫ࢻଵ	, … , ࢻ௃	, ߣଵ	, … , ߣ௃൯ ൌ ∑ ௝ܿ௞	݃ሺࢻ௝ᇱ	Σ௝௞	ࢻ௞ሻ௃௝,௞ୀଵ,௝ஷ௞ െ 	߮∑ ఒೕଶ ൫ࢻ௝ᇱ	Σ௝௝	ࢻ௝ െ 1	൯
௃
௝ୀଵ           [3.17] 
 
con  ߮ ൌ ൝1  si ݃ሺݔሻ ൌ ቄ
ݔ
|ݔ|
2  si ݃ሺݔሻ ൌ ݔଶ		
 
 
Se supone que ߙ௝ᇱ 	∑ ߙ௞ ് 0௝௞ 				ݏ݅݊݋		 ⇒ 		 ௝ܿ௞ ൌ 0,	 y además ߲ܮ ߲ߙ௝⁄ ൌ 0 
produce las ecuaciones de estacionariedad para cada ݆: 
  
ଵ
ఝ Σ௝௝ିଵ 		∑ ௝ܿ௞	݃ᇱ൫ߙ௝ᇱ	Σ௝௞	ߙ௞൯	Σ௝௞	ߙ௞ ൌ 	 ߣ௝ߙ௝
௃
௞∗௝  .          [3.18] 
 
Con la restricción de normalización  
 
ߙ௝ᇱ	Σ௝௝	ߙ௝ ൌ 1 .          [3.19] 
 
Estas ecuaciones de estacionariedad no tienen solución analítica, pero son usadas 
para construir un algoritmo convergente en la optimización del problema [3.16]. 
 
 
3.4.2.  Algoritmo PLS para GCCA poblacional 
 
Observe que se usará ܥ݋ݒ	൫ߙ௝ᇱݔ௝		, ߙ௞ᇱ ݔ௞൯ ൌ ߙ௝ᇱ 	∑ ߙ௞௝௞  , ݓሺݔሻ ൌ ଵఝ ݃′ሺݔሻ para 
facilitar tratamientos matemáticos. 
 
 
 En terminología PLS ߙ௝ es el vector de pesos outer y ௝݊ ൌ ߙ௝ᇱݔ௝  es llamada la 
componente outer, mientras la componente inner ߦ௝ es definida: 
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ߦ௝ ൌ ∑ ௝ܿ௞௃௞ஷ௝ ݓൣܥ݋ݒ൫ߙ௝ᇱݔ௝	, ߙ௞ᇱ ݔ௞൯൧ߙ௞ᇱ ݔ௞           [3.20] 
 
entonces, y de acuerdo con los esquemas: 
 
 
݃ሺݔሻ 
Horst: ݔ ⇒ ݃ᇱሺݔሻ ൌ 1, ߮ ൌ 1 y ݓሺݔሻ ൌ 1  : 
 ߦ௝ ൌ ∑ ௝ܿ௞௞ஷ௝ ߙ௞ᇱ ݔ௞  
 Factorial: ݔଶ ⇒ ݃ᇱሺݔሻ ൌ 2ݔ, ߮ ൌ 2 y ݓሺݔሻ ൌ ݔ  : 
 ߦ௝ ൌ ∑ ௝ܿ௞௝ஷ௞ ܥ݋ݒ൫ߙ௝ᇱݔ௝ , ߙ௞ᇱ ݔ௞൯ ߙ௞ᇱ ݔ௞  
Centroide: |ݔ| ⇒ ݃ᇱሺݔሻ ൌ ቄ 1 ݔ ൒ 0െ1 ݔ ൏ 0 , ߮ ൌ 1 y ݓሺݔሻ ൌ ݏ݅݃ሺݔሻ   
 ߦ௝ ൌ ∑ ௝ܿ௞௝ஷ௞ ݏ݅݃ൣܥ݋ݒ൫ߙ௝ᇱݔ௝ , ߙ௞ᇱ ݔ௞൯൧ ߙ௞ᇱ ݔ௞  
 
 
 Estas componentes inner ߦ௝ son muy útiles para simplificar las ecuaciones de 
estacionariedad [3.18] para GCCA poblacional usando la siguiente expresión: 
 
ܥ݋ݒ൫ݔ௝	, ߦ௝	൯ ൌ ܧ൫ݔ௝ߦ௝൯ ൌഺ ଵఝ	∑ ௝ܿ௞݃′௞ஷ௝ 	ቀܥ݋ݒ൫ߙ௝ᇱݔ௝	, ߙ௞ᇱ ݔ௞൯ቁ	Σ௝௞ߙ௞  . 
 
De acuerdo con [3.18] 
 
∑ ܥ݋ݒ൫ݔ௝, ߦ௝൯ ൌ ߣ௝ߙ௝ିଵ௝௝           [3.21] 
 
de donde ߙ௝ ൌ ଵఒೕ 	∑ ܿ݋ݒሺݔ௝, ߦ௝ሻ
ିଵ௝௝   y por tanto de la restricción  ߙ௝ᇱ ∑ ߙ௝௝௝ ൌ 1 
 
se tiene   ܥ݋ݒ൫ݔ௝	, ߦ௝൯ᇱ ∑ ܥ݋ݒ൫ݔ௝	, ߦ௝൯ିଵ௝௝ ൌ ߣ௝ଶ . 
 
Así, las ecuaciones de estacionariedad son: 
 
ߙ௝ ൌ ቂܥ݋ݒ൫ݔ௝	, ߦ௝൯ᇱ ∑ ܥ݋ݒ൫ݔ௝	, ߦ௝൯ିଵ௝௝ ቃ
ିଵ/ଶ ∑ ܥ݋ݒ൫ݔ௝	, ߦ௝൯ିଵ௝௝  .          [3.22] 
 
 
 También se abrevia el criterio a maximizar en [3.16] de acuerdo con la 
siguiente proposición: 
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Proposición 1:  para toda ݃ሺ		ሻ  igual a la identidad, valor absoluto, cuadrado: 
 
∑ ௝ܿ௞݃௃௝ஷ௞ 	ൣܥ݋ݒ	൫ߙ௝ᇱݔ௝	, ߙ௞ᇱ ݔ௞൯൧ ൌ ∑ ܥ݋ݒሺ௃௝ ߙ௝ᇱݔ௝ถ
ఎೕ
	, ߦ௝ሻ .          [3.23] 
 
Las ecuaciones de estacionariedad [3.22] y la proposición 1, sugieren un 
algoritmo iterativo monótonamente convergente para la optimización del 
problema [3.16] a nivel poblacional mediante: 
 
a) Comience con pesos outer anormalizados arbitrarios  ߙ௝		, ݆ ൌ 1, … , ܬ. 
b) Compute los componentes inner  ߦ௝ de acuerdo con [3.20],   ݆ ൌ 1,… , ܬ. 
c) Compute nuevos pesos outer normalizados usando [3.22]. 
d) Itere este procedimiento. 
 
Para obtener un algoritmo monótonamente convergente, se usa una secuencia de 
operaciones similares a las usadas por Wold (1985) y Hanafi (2007) para PLS-
PM.  El procedimiento inicia con el vector-peso outer normalizados  ߙଵ଴	, … , ߙ௃଴  .   
 
Luego empieza la convergencia con ݏ ൌ 0, 1, 2, ….  Recorriendo el ciclo de las 
݆ ൌ 1 calculando la componente inner ߦଵ଴ según el tipo de esquema y actualizando 
los pesos outer  ߙଵଵ con el cual para ݆ ൌ 2 calculo  ߦଶ଴ de acuerdo con la partición 
dada en ߦ௝௦ , inmediatamente actualizo  ߙଶଵ		. …	  El procedimiento es iterado hasta 
la convergencia del criterio límite, debido a la siguiente proposición: 
 
 
Proposición 2: la siguiente función se deriva de los pesos outer ߙଵ,… , ߙ௝ 
generados por el algoritmo GCCA poblacional: 
 
݂൫ߙଵ	, …	, ߙ௃൯ ൌ 	∑ ௝ܿ௞݃ൣߩ൫ߙ௝ᇱݔ௝	, ߙ௞ᇱ ݔ௞൯൧௃௝ஷ௞   
 
entonces, se tiene la siguiente desigualdad: 
 
∀ݏ					݂൫ߙଵ	௦	, … , ߙ௃	௦൯ ൑ 	݂൫ߙଵ	௦ାଵ	, … , ߙ௃	௦ାଵ൯ . 
 
La característica esencial de este algoritmo es que cada reemplazamiento es 
optimal y secuencial, es decir, ߙ௝௦ debe ser reemplazado por ߙ௝௦ାଵ antes de 
reemplazamiento ߙ௝ାଵ௦ 	.  Este enfoque secuencial lleva a la convergencia 
monótona de este algoritmo. 
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3.4.3.  Ecuaciones de estacionariedad a nivel muestral 
 
Se tienen ܬ bloques ଵܺ, … , ௃ܺ de variables centradas medidas sobre un conjunto de 
݊ individuos.  Una columna h,  ௝ܺ௛ , de ௝ܺ es considerada como una variable 
observada sobre los ݊ individuos.  ܥ ൌ ൛ ௝ܿ௞ൟ es una matriz de diseño tal 
que			 ௝ܿ௞ ൌ 1 para bloques ݆, ݇ conectados,  ௝ܿ௞ ൌ 0 en otro caso. 
 
La covarianza muestral es  ௝ܵ௝ ൌ ଵ௡ ௝ܺᇱ ௝ܺ y ௝ܵ௞ ൌ
ଵ
௡ ௝ܺ
ᇱܺ௞ .  En caso de alta 
multicolinealidad o cuando ݊	 ൏൏ 	݌௝ ,  ௝ܵ௝ estima pobremente a Σ௝௝ ; sin 
embargo, se propone un mejor estimador de la clase restringida  መܵ௝௝ ൌ ௝߬ܫ ൅
൫1 െ ௝߬൯ ௝ܵ௝  con 0 ൑ ௝߬ ൑ 1 . 
 
Las versiones muestrales ௝ܽ 	, ௝ܻᇣᇤᇥ
௢௨௧௘௥
	 , ௝ܼณ
௜௡௡௘௥
respectivamente de ߙ௝	, ߟ௝	,ᇣᇤᇥ
௣௘௦௢௦,௖௢௠௣
ை௨௧௘௥
	 ߦ௝ณ
௜௡௡௘௥
 
permiten calcular los componentes outer  ௝ܻ ൌ ௝ܺ ௝ܽ y los componentes inner  
௝ܼ ൌ ∑ ௝ܿ௞	ݓൣܥ݋ݒሺ ௝ܻ, ௄ܻሻ൧௃௞ஷ௝ ௄ܻ  . 
 
La versión muestral de las ecuaciones de estacionariedad [3.22] con Σ௝௝ 
reeemplazada por መܵ௝௝ es: 
 
௝ܽ ൌ ൤ݖ௝ᇱ ௝ܺ ቀ ௝߬ܫ ൅ ൫1 െ ௝߬൯ ଵ௡ ௝ܺᇱ ௝ܺቁ
ିଵ
௝ܺᇱݖ௝൨
ିଵ/ଶ
ቂ ௝߬ܫ ൅ ൫1 െ ௝߬൯ ଵ௡ ௝ܺᇱ ௝ܺቃ
ିଵ
௝ܺᇱ ௝ܼ 	    [3.23] 
 
bajo la restricción 
 
௝ܽᇱ 	ቂ ௝߬ܫ ൅ ሺ1 െ ௝߬ሻ ଵ௡ ௝ܺᇱ ௝ܺቃ ௝ܽ ൌ 1	; 			݆ ൌ 1,… , ܬ .          [3.24] 
 
De acuerdo con la terminología PLS, con ௝߬ ൌ 0 se tiene el “modo B” con ௝߬ ൌ 1 
se tiene “nuevo modo A” y con 0 ൑ ߬௝ ൑ 1 se tiene el “modo Ridge”. 
 
 
 Modo B  ሺ࣎࢐ ൌ ૙ሻ	 
 
Aqui la restricción  de normalización  ݒܽݎሺ ௝ܺ ௝ܽሻᇣᇤᇥ
௒ೕ
ൌ 1  y la ecuación de 
estacionariedad 
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௝ܽ ൌ ݊ଵ/ଶ ቂݖ௝ᇱ ௝ܺ൫ ௝ܺᇱ ௝ܺ൯ିଵ ௝ܺᇱݖ௝ቃ
ିଵ/ଶ ൫ ௝ܺᇱ ௝ܺ൯ିଵ ௝ܺᇱݖ௝	 .          [3.25] 
 
Este vector de pesos outer ௝ܽ es proporcional al vector de coeficientes de la 
regresión múltiple de ௝ܼ sobre ௝ܺ .  Esta via de cómputo de los pesos outer es 
el modo B usual del enfoque PLS. 
 
 
 Nuevo Modo A ሺ࣎࢐ ൌ ૚ሻ 
 
La restricción de normalización es ฮ ௝ܽฮ ൌ 1  y la ecuación de estacionariedad 
es: 
 
௝ܽ ൌ ௝ܺᇱݖ௝	 	ฮ ௝ܺᇱݖ௝ฮൗ  .               [3.26] 
 
Note que la componente outer  ௝ܻ ൌ ௝ܺ ௝ܽ  es la primera componente en la 
regresión PLS de la componente inner ௝ܼ  sobre el bloque ௝ܺ .  
 
Esta vía de computo de los pesos outer es llamado “Nuevo Modo A”.  En el 
modo A original del enfoque PLS, los pesos outer son computados en la 
misma via de la fórmula [3.26], pero escalados para que la componente outer  
௝ܻ ൌ ௝ܺ ௝ܽ  quede estandarizada. 
 
 
 Modo Ridge  ሺ૙ ൏ ࣎࢐ ൏ ૚ሻ  
 
El vector de pesos outer ௝ܽ es proporcional al vector de los coeficientes en la 
regresión ridge de ௝ܼ sobre ௝ܺ con una constante ridge igual a ݊ ௝߬ ሺ1 െ ௝߬ሻ⁄ .  
Este modo permite un encogimiento gradual de la matriz de covarianza 
intrabloque hacia la identidad. 
 
Tres interesantes propiedades de los componentes outer  ௝ܻ ൌ ௝ܺ ௝ܽ  son 
establecidos en Qannari and Hanafi (2005): 
 
a) ܸܽݎ	൫ ௝ܺ ௝ܽ ฮ ௝ܽฮ⁄ ൯  es una función creciente de ௝߬ . 
b) ܥ݋ݒ	൫ ௝ܺ ௝ܽ ฮ ௝ܽฮ, ௝ܼ⁄ ൯  es una función creciente de ௝߬ . 
c) ܥ݋ݎ	൫ ௝ܺ ௝ܽ	, ௝ܼ൯  es una función decreciente de ௝߬ . 
78 
 
 
Así, si el usuario está favoreciendo la estabilidad (alta varianza) comparada 
con la correlación, ௝߬ ൌ 1 es la escogencia natural.  Si el usuario desea dar 
prioridad a la correlación entre ௝ܻ y sus componentes vecinas ௝߬ ൌ 0 es la 
mejor escogencia. 
 
 
3.4.4. Regularized Generalized Canonical Correlation Analysis (RGCCA) 
 
Se define el RGCCA como el siguiente problema de optimización: 
 
Maximizarࢇభ	,…,ࢇೕ ∑ ௝ܿ௞	݃൫ܥ݋ݒሺ ௝ܺ ௝ܽ	, ܺ௞ܽ௞ሻ൯௃௝ஷ௞           [3.27] 
 
sujeto a las restricciones   ௝߬ฮ ௝ܽฮଶ ൅ ൫1 െ ௝߬൯ݒܽݎ൫ݔ௝ ௝ܽ൯ ൌ 1		,					݆ ൌ 1,… , ܬ. 
 
Las ecuaciones de estacionariedad asociadas a este problema de optimización son 
exactamente las descritas en [3.23].  No hay solución analítica a este problema, 
sin embargo escribiendo el algoritmo PLS para GCCA a nivel muestral, se 
produce en esta dirección un algoritmo monótonamente convergente.  La gráfica 
3.7 corresponde al algoritmo PLS para RGCCA, donde al nivel muestral los pesos 
outer ௝ܽ estiman ߙ௝ y las componentes inner ௝ܼ estiman ߦ௝. 
 
El algoritmo descrito en la gráfica 3.7 empieza escogiendo arbitrariamente los 
vectores ෤ܽଵ଴	, …	 ෤ܽ௝଴  que han de ser normalizados de acuerdo con el ítem A.  
Suponga que en la iteración s se ha calculado los vectores de pesos outer 
ܽଵ௦ାଵ	, ܽଶ௦ାଶ, … . , ௝ܽିଵ௦ାଵ  (ver ítem C); entonces para el cálculo de ௝ܽ௦ାଵ es necesario 
considerar la componente inner ௝ܼ separando la suma para los ݇ ൏ ݆ conteniendo 
los ܽ௞௦ାଵ y los ݇ ൐ ݆ conteniendo los ܽ௞௦  , tal como se ve en el ítem B.  El 
procedimiento es iterado hasta la convergencia del criterio límite, descrito en la 
siguiente proposición: 
 
 
Proposición 3: Sean ௝ܽ௦		, ݆ ൌ 1,… , ܬ		; 		ݏ ൌ 0, 1, 2, …	,  una secuencia de vectores 
de peso outer generados por el algoritmo RGCCA.  Se define la siguiente función: 
 
݄൫ܽଵ	, ܽଶ	, … , ௝ܽ൯ ൌ ∑ ௝ܿ௞	݃ൣܥ݋ݒሺ ௝ܺ ௝ܽ	, ܺ௞ܽ௞ሻ൧௃௝ஷ௞   . 
 
para vectores ܽଵ	, … , ௝ܽ verificando los controles de normalización en [3.24].   
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Entonces, se tiene la siguiente desigualdad para todo ݏ : 
 
݄൫ߙଵ	௦	, … , ߙ௃	௦൯ ൑ ݄൫ߙଵ	௦ାଵ	, … , ߙ௃	௦ାଵ൯	 . 
 
 
 
A.  Inicio 
 
A1.  Escoja J vectores arbitrarios  ܽଵ~଴	, ܽଶ~଴	, … , ܽ௃~଴		. 
A2.  Compute los vectores de pesos outer normalizados  ܽଵ଴	, ܽଶ଴	, … , ܽ௃଴		 como 
 
௝ܽ଴ ൌ ቈ൫ ෤ܽ௝଴൯௧ ൤ ௝߬ܫ ൅ ሺ1 െ ௝߬ሻ
1
݊ ௝ܺ
௧ ௝ܺ൨
ିଵ
෤ܽ௝଴቉
ିଵ/ଶ
൤ ௝߬ܫ ൅ ሺ1 െ ௝߬ሻ 1݊ ௝ܺ
௧ ௝ܺ൨
ିଵ
෤ܽ௝଴	. 
 
Para  ݏ ൌ 0, 1, …  (hasta la convergencia) 
Para  ݆ ൌ 1, 2, … , ܬ   
 
 
 B.  Computando la componente inner ࢄ࢐ 
 
 Compute la componente inner de acuerdo con el esquema seleccionado: 
 
ݖ௝௦ ൌ ෍ ௝ܿ௞ݓ
௞ழ௝
ൣܥ݋ݒ൫ ௝ܺ ௝ܽ௦	, ܺ௞ܽ௞௦ାଵ൯൧ܺ௞ܽ௞௦ାଵ 	൅ 	෍ ௝ܿ௞ݓ
௞வ௝
ൣܥ݋ݒ൫ ௝ܺ ௝ܽ௦	, ܺ௞ܽ௞௦൯൧ܺ௞ܽ௞௦  
 
donde ݓሺݔሻ ൌ 1 para el esquema Horst, ݔ para el esquema factorial y ݏ݅݃݊݋ሺݔሻ para el 
esquema centroide. 
 
 
C. Computando el vector de pesos outer para el bloque ࢄ࢐ 
 
Compute el vector de pesos outer  
 
௝ܽ௦ାଵ ൌ ቈሺݖ௝௦ሻ௧ ௝ܺ ൤ ௝߬ܫ ൅ ሺ1 െ ௝߬ሻ
1
݊ ௝ܺ
௧ ௝ܺ൨
ିଵ
௝ܺ௧ݖ௝௦቉
ିଵ/ଶ
	ൈ ൤ ௝߬ܫ ൅ ሺ1 െ ௝߬ሻ 1݊ ௝ܺ
௧ ௝ܺ൨
ିଵ
௝ܺ௧ݖ௝௦ 
 
 Fin 
Fin 
 
 
Gráfica 3.7. Algoritmo PLS para RGCCA 
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No hay prueba de que el algoritmo converja siempre a un óptimo global;  Kramer 
(2007) muestra ejemplos de convergencia a óptimo local. 
 
El gran poder y flexibilidad del RGCCA permite un gran espectro de métodos a 
ser recuperados, especialmente el caso multibloques de acuerdo con la tabla 3.2. 
 
Método Criterio a maximizar Esquema Normalización ݆ ൌ 1,… , ܬ 
constantes 
restringidas 
݆ ൌ 1,… , ܬ 
SUMCOR ∑ ܥ݋ݎሺ௝,௞,௝ஷ௞ ௝ܺ ௝ܽ , ܺ௞ܽ௞ሻ  Horst ܸܽݎ൫ ௝ܺ ௝ܽ൯ ൌ 1 ௝߬ ൌ 0 
SSQCOR ∑ ܥ݋ݎଶሺ௝,௞,௝ஷ௞ ௝ܺ ௝ܽ , ܺ௞ܽ௞ሻ  Factorial ܸܽݎ൫ ௝ܺ ௝ܽ൯ ൌ 1 ௝߬ ൌ 0 
SABSCOR ∑ หܥ݋ݎሺ ௝ܺ ௝ܽ , ܺ௞ܽ௞ሻห௝,௞,௝ஷ௞   Centroid ܸܽݎ൫ ௝ܺ ௝ܽ൯ ൌ 1 ௝߬ ൌ 0 
SUMCOV ∑ ܥ݋ݒሺ௝,௞,௝ஷ௞ ௝ܺ ௝ܽ , ܺ௞ܽ௞ሻ  Horst           ฮ ௝ܽฮ ൌ 1 ௝߬ ൌ 1 
SSQCOV ∑ ܥ݋ݒଶሺ௝,௞,௝ஷ௞ ௝ܺ ௝ܽ , ܺ௞ܽ௞ሻ  Factorial ฮ ௝ܽฮ ൌ 1 ௝߬ ൌ 1 
SABSCOV ∑ หܥ݋ݒሺ ௝ܺ ௝ܽ , ܺ௞ܽ௞ሻห௝,௞,௝ஷ௞   Centroid ฮ ௝ܽฮ ൌ 1 ௝߬ ൌ 1 
 
Tabla 3.2.  Casos especiales del RGCCA para analisis de datos multibloques. 
 
 
En el análisis de datos multibloques, todos los bloques ௝ܺ,  ݆ ൌ 1,… , ܬ están 
conectados, y muchos criterios existen con el objetivo de encontrar las 
componentes ௝ܻ ൌ ௝ܺ ௝ܽ con propiedades muy útiles.  Aquí, sólo se consideran los 
métodos relacionados con el problema de optimización [3.27], ver tabla 3.2. 
 
El criterio SUMCOR ha sido propuesto por Horst (1961) y el  SSQCOR por 
kettenring (1971).  El criterio SUMCOV es un caso especial propuesto por Van de 
Geer (1984) y el SSQCOV ha sido propuesto por Hanafi y Kiers (2006).  El 
SABSCOR ha sido estudiado por Hanafi (2007) y el criterio SABSCOV por 
Krämer (2007).  Estos dos últimos criterios no son comunes en el análisis de datos 
multibloques, y simplemente son un caso especial de RGCCA. 
 
Desde el punto de vista de optimización del problema [3.27], los primeros tres 
criterios en la tabla 3.2, corresponden al modo B de acuerdo con ௝߬ ൌ 0  para 
todos los bloques y los últimos tres criterios al nuevo modo A con ௝߬ ൌ 1. 
 
También se puede considerar la situación donde las constantes contraídas son  
௝߬ ൌ 0 para algunos bloques y ௝߬ ൌ 1 para otros.  Entonces, el problema de 
optimización [3.27] con ௝ܿ௞ ൌ 1 para todo ݆ ് ݇ , es 
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Maximizar௔భ	,…,௔ೕ ෍ 	݃ ൤ܥ݋ݎ൫ ௝ܺ ௝ܽ	, ܺ௞ܽ௞൯ ቀݒܽݎ൫ ௝ܺ ௝ܽ൯ቁ
ఛೕ ଶ⁄ ൫ݒܽݎሺܺ௞ܽ௞ሻ൯ఛೕ ଶ⁄ ൨
௃
௝ஷ௞
 
 
sujeto a   ௝߬ 	ฮ ௝ܽฮଶ ൅ ൫1 െ ௝߬	൯ݒܽݎ	൫ ௝ܺ ௝ܽ൯ ൌ 1		  con  ௝߬ ൌ 0	ó	1    ݆ ൌ 1,… , ܬ. 
 
 
Si ௝߬ ൌ 0   (modo B), el principal objetivo en la construcción de los componentes 
outer  ௝ܻ ൌ ௝ܺ ௝ܽ		es maximizar su correlación con los componentes más cercanos.  
 
Al contrario si ௝߬ ൌ 1 (nuevo Modo A) el objetivo es construir una componente 
௝ܻ ൌ ௝ܺ ௝ܽ el cual explicará su propio bloque como prioridad y al mismo tiempo 
estar bien correlacionada con sus componentes más cercanas. 
 
 
3.5.  TRANSFORMACIÓN DE DATOS NO MÉTRICOS VÍA PLS 
 
El tratamiento de datos mixtos se lleva a cabo a partir de los métodos GNM-PLS 
(General Non Metric Partial Least Squares), los cuales son una extensión de los 
métodos algorítmicos convergentes NM-PLS propuestos por Russolillo (2009).  
 
Los métodos NM-PLS toman para la cuantificación la 1a componente 
proporcionada por el mismo método de análisis que se desarrolle y una vez los 
parámetros del modelo converjan; simultáneamente se verifica que  la función de 
maximización alcance convergencia monótona.  Los métodos así obtenidos se 
denominan NM-NIPALS, NM-PLSR o NM-PLSPM respectivamente. 
 
Análogamente, GNM-PLS toma para la cuantificación de cada variable cualitativa 
una función agregada con las primeras k = 1,2, … componentes suministradas por 
el propio método de análisis según NIPALS, PLS-R o PLS-PM.  Los métodos así 
obtenidos se denominan GNM-NIPALS, GNM-PLSR o GNM-PLSPM 
respectivamente. 
 
Tanto NM-PLS como GNM-PLS usan el mismo proceso de cuantificación de las 
variables no métricas propuesto por Young (1981), proporcionando propiedades 
de pertenencia grupal y orden si existe; en este último caso se implementa la 
regresión monótona (Aluja 1994). 
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3.5.1.  Proceso de cuantificación 
 
En el proceso de transformación, cada categoría observada en la variable no 
métrica cruda  x*  es remplazada por un valor numérico en escala de intervalo.  La 
variable escalada ݔො	debe preservar las propiedades grupales y de orden si existe.  
 
Respecto a la propiedad grupal, la variable escalada ݔො debe ser restringida tal que 
si:   ݔ௜∗~ݔ௜ᇱ∗ 		⇒		ݔො௜ ൌ ݔො௜ᇱ  donde ~ significa pertenencia de los individuos i e i’ a la 
misma categoría.  
 
Se define la función de cuantificación ँሺሻ, Young (1981), como una función real 
aplicada a x* la cual genera un valor numérico optimo ݔො para cada observación. 
Bajo los métodos NM-PLS, la cuantificación de las k’ categorías de x* 
satisfaciendo la pertenencia grupal, corresponden con el vector generado por el 
proyector ortogonal de su matriz indicadora ෨ܺ sobre el criterio latente (LC) o 
función agregada γ  más cercana:  
 
෤ँሺݔ∗, ߛሻ:			ݔො ൌ ෨ܺሺ ෨ܺ′ ෨ܺሻିଵ ෨ܺ ᇱߛ ൌ ܲ௑෨ߛ  .          [3.28]  
 
El coeficiente de determinación de esta regresión equivale al cuadrado de la razón 
de correlación de Pearson ߟఊ|௫∗ entre la variable categórica original y el LC, así, 
 
ߟఊ|௫∗ଶ ൌ ܴሺఊ,௫෤భ,…,௫෤೘ሻଶ ൌ
ఊᇲ௉೉෩ఊ
ఊᇲఊ ൌ ݎଶሺߛ, ݔොሻ  . 
 
La razón de correlación además de ser siempre positiva, puede ser expresada en 
términos de la correlación lineal de Pearson: 
 
ߟఊ|௫∗ ൌ ݎሺߛ, ݔොሻ. 
 
Como ܴ ൌ ݏݑ݌ܽଵ, … ܽ௞ᇱݎ൫ߛ; ∑ ௝ܽݔ෤௝
௞ᇱ௝ୀଵ ൯ , de la razón de correlación se sabe que ese 
máximo se tiene para ௝ܽ ൌ ̅ߛ௝ , con lo cual cada categoría j queda cuantificada con 
la media de los valores de ߛ asociados a la j-ésima categoría, y por tanto con este 
procedimiento se obtiene en cada cuantificación  
 
݉ܽݔሼܿ݋ݎଶሺݔො, ߛሻሽ . 
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3.5.2.  Cuantificación con orden 
 
Si la variable a ser cuantificada es ordinal, además de la pertenencia grupal debe 
añadirse la restricción de orden (≺), con lo cual  
 
ݔ௜∗~ݔ௜ᇱ∗ 		⇒		ݔො௜ ൌ ݔො௜ᇱ		    y     ݔ௜∗ ≺ ݔ௜ᇱ∗ 		⇒		ݔො௜ ൏ ݔො௜ᇱ . 
 
Para garantizar el orden se usa en vez de las indicadoras las matrices  de orden  ധܺ 
donde para cada individuo se tiene una de las siguientes recodificaciones según la 
categoría de orden asumida (a < b < … < k’): 
 
a 1 0 … 0 
b 1 1 … 0 
⋮     
k’ 1 1 … 1 
 
Luego, mediante regresión monótona (Aluja 1994), de ߛ sobre ധܺ se seleccionan 
las categorías (ordenadas) con coeficientes positivos, excepto con la categoría a 
que puede tener cualquier signo, para conformar la matriz de regresión ෨ܺ෨.  
 
La exclusión de categorías con coeficientes de regresión negativos, induce 
empates con las categorías contiguas tomando por tanto el mismo valor de 
cuantificación.  Así, para cada ݔ௤ analizada a nivel de escala ordinal, la 
cuantificación está dada por: 
 
෤ँ෨൫ݔ௤∗, ߛ൯:			ݔො௤ ∝ 	 ෨ܺ෨௤ ቀ ෨ܺ෨௤ᇱ ෨ܺ෨௤ቁ
ିଵ ෨ܺ෨௤ᇱ ߛ  [3.29] 
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CAPÍTULO 4 
 
ACP PARA DATOS MIXTOS VIA PLS 
 
 
Se desarrolla GNM-NIPALS (General Non Metric – Nonlinear  estimation by 
Iterative Partial Least Squares), Aluja y Gonzalez (2014), para formar parte de los 
métodos NM-PLS, el cual permite cuantificar las variables cualitativas de una 
matriz de datos mixtos mediante una función lineal de k componentes principales, 
tipo reconstitución, maximizando la inercia en el plano k-dimensional asociado al 
ACP de la matriz así cuantificada.  Es entonces una generalización del algoritmo 
NM-NIPALS que usa sólo la primera componente principal en la cuantificación 
de variables cualitativas.  De la maximización y positividad de la razón de 
correlación entre cada variable cualitativa y la función de reconstitucion, se tiene 
que la inercia acumulada en el plano k-dimensional asociado a la función de 
cuantificación del mismo rango, es mayor o igual que la generada en planos de 
igual dimensión pero con funciones de cuantificación de diferente  rango. 
 
Con las k componentes principales asociadas a la matriz así cuantificada, se 
desarrolla el análisis de inercia saturada para evaluar si aún existe una dimensión 
݇∗ < ݇, a partir de la cual la inercia acumulada en los ejes de orden igual o 
superior ya está explicada, caso en el cual la función  de cuantificación definitiva 
es de rango menor ሺ݇∗ሻ. 
 
Muchas de las bases de datos creadas para implementar análisis estadísticos 
suelen estar conformadas por datos mixtos, esto es, contienen tanto variables 
cuantitativas como cualitativas.  La mayoría de los análisis clásicos multivariantes 
Lebart et al. (2006), requieren en su desarrollo que las variables sean de tipo 
cuantitativo; el ACP es muy útil para estudiar especialmente en el primer plano 
factorial las relaciones entre individuos y variables de tipo cuantitativo (métricas), 
sin embargo el tratamiento de datos mixtos propuesto en este trabajo, requiere que 
las variables cualitativas sean cuantificadas óptimamente, para ser incluidas como 
parte activa del análisis factorial junto a las demás variables cuantitativas.  
 
Se sabe que remplazar cada variable cualitativa por su correspondiente matriz 
indicadora y luego desarrollar un ACP conlleva problemas de comparación de 
pesos entre las variables numéricas y las indicadoras, afectación (disminución 
proporcional) de la inercia en los primeros factores debido a la ortogonalidad de 
las indicadoras e incremento innecesario de la dimensionalidad (matrices 
esparcidas) dificultando la capacidad de síntesis en el análisis. 
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Russolillo (2012) presenta el método NM-NIPALS (Non Metric – Nonlinear 
estimation by Iterative PArtial Least Squares)  y desarrolla algorítmicamente el 
ACP en una matriz de datos mixtos que contiene n individuos y ݌∗ ൌ ݌ ൅ ݍ 
variables con diferentes escalas de medida; q de ellas cualitativas. 
 
Con el método NM-NIPALS se cuantifica bajo un criterio de optimización cada 
variable cualitativa, conservando las propiedades de pertenencia y orden (si 
existe) implícitas en las categorías correspondientes. 
 
El NM-NIPALS aprovecha la flexibilidad del algoritmo NIPALS, Wold (1975), 
para en una primera fase del proceso cuantificar las variables cualitativas a partir 
de la primera componente principal t1 que se obtiene iterando hasta la 
convergencia. 
 
GNM-NIPALS presenta  una  generalización  de  NM-NIPALS,  ya que 
implementa  la  cuantificación  a  partir  de  una función  lineal   ݂ሺݐ௛ሻ   de   h  
componentes   principales   vía   reconstitución   de   la   ݍé௦௜௠௔  variable  como  
en   ACP,   Aluja   y   Morineau   (1999),   es   decir   de   la   forma   ݂ሺݐ௛ሻ ൌ
݌ଵ௤ݐଵ ൅ ݌ଶ௤ݐଶ 	൅ ⋯	൅ ݌௛௤ݐ௛ , donde  ݌௛௤ es la q-ésima coordenada del vector 
propio ௛ܲ.  Las h componentes principales  ݐଵ, ݐଶ, … , ݐ௛ que sirven de inicio en el 
algoritmo y que son proporcionadas por la matriz de datos cuantitativos ܺ݌, 
indican la dimensión de la función de reconstitución.   
 
El criterio de optimización asociado a la cuantificación se deriva del hecho de que 
la  razón  de  correlación  ߟఊ|௑೜  es  máxima  y  positiva,  Saporta  (2011), 
conllevando la generación de máxima inercia en el plano h-dimensional; con lo 
cual para	݄ ൌ 1, GNM-NIPALS es equivalente a NM-NIPALS y se tendrá 
máxima inercia en el primer eje factorial; ninguna otra cuantificación presenta 
mayor inercia en el primer eje.  Para ݄ ൌ 2 se tendrá máxima inercia en el primer 
plano factorial, y ninguna otra cuantificación presenta mayor inercia en ܴଶ; y así 
sucesivamente.  
 
La matriz cuantificada presenta de hecho una estructura inercial decreciente eje 
por eje de acuerdo con la descomposición espectral; sin embargo, de las 
propiedades de la razón de correlación, cada función de cuantificación ݂ሺݐ௞ሻ hace 
que la inercia generada en el plano de igual dimensión (k) sea maximal, tal que la 
inercia de cualquier otro plano k-dimensional derivado de otra función ݂ሺݐ௛ሻ	es 
inferior para todo ݄#݇. 
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La dimensión “ideal” de la función de cuantificación se puede determinar 
aplicando la regla de  Cattell sobre la gráfica de inercia maximal acumulada eje 
por  eje,  identificando el  punto  k “optimal”  a  partir  del  cual  la  información 
de los ejes  restantes  no  es  relevante,  y  la  función  de  cuantificación  seria,  
݂ሺݐ௞ሻ ൌ ݌ଵ௤ݐଵ ൅ ݌ଶ௤ݐଶ ൅ ⋯൅ ݌௞௤ݐ௞  . 
 
Con la matriz k cuantificada, se desarrolla el análisis de Saturación de Inercia 
Explicada (SIE) para evaluar si las primeras  ݇∗ ൏ ݇  de las componentes finales 
involucradas en la cuantificación ya contienen la inercia explicada en los planos 
de dimensión ݇∗, … , ݇, … , ݌∗.  Si es así, entonces la función de cuantificación  
definitiva es ݂ሺݐ௞∗ሻ ൌ ݌ଵ௤ݐଵ ൅ ݌ଶ௤ݐଶ ൅ ⋯൅ ݌௞∗௤ݐ௞∗ asociada a la q-ésima 
variable categórica. 
 
Estas propiedades y algunas otras características también serán estudiadas 
aprovechando la ortogonalidad de las componentes principales ݐଵ, … , ݐ௞	 
consideradas en ݂ሺݐ௞ሻ.  La  aplicación se desarrolla tomando como base de datos 
el grupo gustacion del ejemplo vinos, ver Escofier y Pagès (1992).  El software 
utilizado es del entorno R, y las principales funciones desarrolladas proveen los 
resultados presentados.  
 
Ya que la base fundamental de este trabajo reside en el método NIPALS, el 
capítulo dos iniciará explicando la conceptualización  de este procedimiento y 
luego se expondrá lo relacionado con el NM-NIPALS; al final del capítulo se 
presenta el procedimiento algorítmico objeto de este articulo denominado GNM-
NIPALS y fundamentado en los métodos NM-PLS.  El capítulo tres contiene la 
interpretación y resultados del ejemplo de aplicación de GNM-NIPALS y 
finalmente en el capítulo cuatro se dan las conclusiones evidenciando la ganancia 
de inercia frente al NM-NIPALS. 
 
 
4.1.  EL ALGORITMO BASE: NIPALS 
 
En la sección 3.1 se estudió el algoritmo NIPALS, el cual servirá de base 
fundamental para la construcción de los algoritmos NM-NIPALS y por 
consguiente de GNM-NIPALS. 
 
Inicia tomando de la matriz original  X0  la primera componente principal ݐଵ como 
la primera columna, X01 ; en realidad  la inicialización de ݐଵ puede ser el promedio 
de las variables o cualquier otra función lineal de las mismas. 
 
88 
 
 
Luego se deflacta la matriz original mediante ଵܺ ൌ ܺ଴ െ ݐଵ ଵܲᇱ para garantizar la 
ortogonalidad de las siguientes componentes, e inicia nuevamente el proceso de 
iteración con ݄ ൌ 2, 3, … , ܽ.  Para matrices con datos completos, el pseudo-
algoritmo asociado a NIPALS es de la forma: 
 
Etapa 1.  Xo = Xh  
Etapa 2.  h = 1,2, …, a: 
Etapa 2.1.  th = 1ª columna de Xh-1   [prop തܺ] 
Etapa 2.2.  Repetir hasta la convergencia de Ph 
 Etapa 2.2.1.  ௛ܲ ൌ ௑೓షభ
ᇲ ௧೓
௧೓ᇲ ௧೓
	  ቂݑ ൌ ௑ᇲ௑௨ఒ 		 , ߣ ൌ
ଵ
௡ିଵ ݐ′ݐቃ 
 Etapa 2.2.2.  Normar  ph a  1 
 Etapa 2.2.3.  th= Xh-1Ph / P’hPh  [t = Xu ] 
Etapa 2.3.   Xh = Xh-1 – thP’h  [garantiza la ortogonalidad] 
Siguiente h. 
Fin 
 
NIPALS entrega las componentes th y los vectores propios Ph correspondientes a 
la matriz X excepto tal vez por signo, tal como si se hubiese aplicado la función 
svd(X) de R. 
 
 
4.2.    NM-NIPALS 
 
Bajo los métodos NM-PLS, la cuantificación de las k’ categorías de x* 
satisfaciendo la pertenencia grupal, corresponden con el vector generado por el 
proyector ortogonal de su matriz indicadora ෨ܺ sobre el criterio latente (LC) γ o t  
más cercano:  
 
෤ँሺݔ∗, ߛሻ:			ݔො ൌ ෨ܺሺ ෨ܺ′ ෨ܺሻିଵ ෨ܺ ᇱߛ ൌ ܲ௑෨ߛ  .          [4.1] 
 
El coeficiente de determinación de esta regresión equivale al cuadrado de la razón 
de correlación de Pearson (positiva) entre la variable categórica original y el LC, y 
por tanto puede ser expresada en términos de la correlación lineal de Pearson: 
 
ܿ݋ݎሺߛ, ݔොሻ ൌ ߟఊ|௫∗  además    ߟఊ|௫∗ଶ ൌ ܴሺఊ,௫෤భ,…,௫෤ೖሻଶ ൌ ߛᇱܲ௑෨ߛ/ߛ′ߛ . 
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Como ܴ ൌ ݏݑ݌ܽଵ, … ܽ௞ᇱݎ൫ߛ; ∑ ௝ܽݔ෤௝
௞ᇱ௝ୀଵ ൯ , de la razón de correlación se sabe que ese 
máximo se tiene para ௝ܽ ൌ ̅ߛ௝ , con lo cual cada categoría j queda cuantificada con 
la media de los valores de ߛ asociados a la j-ésima categoría.  Por tanto con NM-
NIPALS se obtiene en cada cuantificación con la primera componente ߛ ൌ ݐଵ 
 
݉ܽݔሼܿ݋ݎଶሺݔො, ݐଵሻሽ .          [4.2] 
 
Es decir, la variable así cuantificada no solo conserva la propiedad derivada del 
ACP,  ∑ ܿ݋ݎଶ൫ݔ௝, ݐ௛൯௣௝ ൅ ∑ ܿ݋ݎଶሺݔො௥௤௥ , ݐ௛ሻ ൌ ߣ௛ , sino que le imprime de acuerdo 
con [4.2] para las q variables cualitativas la característica maximal. 
 
El pseudo algoritmo  de NM-NIPALS es: 
 
Entrada  X* 
Salida  Ph : [p1,…,ph];  Th : [t1….th];  ෠ܺ. 
1. Inicializa t1 
2. Repetir hasta convergencia de ݌௛. 
ݔො௤ ൌ ँ൫ݔ௤∗, ݐଵ൯  # Cuantificación mediante ecuación [4.1] 
෠ܺ ൌ ൣݔଵ …ݔො௤൧ 
݌ଵ ൌ ෠ܺᇱݐଵ/ሺݐଵᇱ ݐଵሻ	 
݌ଵ ൌ 	݌ଵ/‖݌ଵ‖ 
ݐଵ ൌ ෠ܺ݌ଵ 
3. ܧଵ ൌ ෠ܺ െ ݐଵ݌ଵᇱ  
4. Para 	݄ ൌ 2,… , ݌ ∗ 
Inicializa  th 
5. Repita 
݌௛ ൌ ܧ௛ିଵᇱ ݐ௛/ሺݐ௛ᇱ ݐ௛ሻ 
݌௛ ൌ ݌௛/‖݌௛‖ 
ݐ௛ ൌ ܧ௛ିଵ݌௛/ሺ݌௛ᇱ ݌௛ሻ 
 ܧ௛ ൌ ܧ௛ିଵ െ ݐ௛݌௛ᇱ  
6. Fin 
 
Note que en la fase 2, se cuantifica con el ݐଵ		inicial,  luego se calcula ݌ଵ		el cual 
permite a su vez recalcular ݐଵ		iterando así hasta la convergencia de ݌ଵ.  
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En el paso 3 se deflacta, y a partir de la etapa 4, se obtienen las demás 
componentes ݐଵ, … , ݐ௣∗ si ෠ܺ es de rango completo p*. 
 
Para garantizar el orden se usa en vez de las indicadoras las matrices  de orden ധܺ  
descrita en el Proceso de Cuantificación (ítem 3.4.5).  Luego, mediante regresión 
monótona de ߛ sobre ധܺ se seleccionan las columnas (categorías-ordenadas) con 
coeficientes positivos, excepto con la categoría a que puede tener cualquier signo, 
para conformar la matriz de regresión ෨ܺ෨.  La exclusión de categorías con 
coeficientes de regresión negativos, induce empates con las categorías contiguas 
tomando por tanto el mismo valor de cuantificación. 
 
Así, para cada ݔ௤ analizada a nivel de escala ordinal, la cuantificación está dada 
por: 
 
෤ँ෨൫ݔ௤∗, ݐଵ൯:			ݔො௤ ∝ 	 ෨ܺ෨௤ሺ ෨ܺ෨௤ᇱ ෨ܺ෨௤ሻିଵ ෨ܺ෨௤ᇱ ݐଵ .          [4.3] 
 
Ahora del ACP, puesto que ܿ݋ݎ൫ݔො௤, ݐଵ൯ ൌ ඥߣଵ. ݌ଵ௤ , cuando ݌ଵ௤ ൐ 0	 una 
regresión monótona creciente es implementada; y si ݌ଵ௤ ൏ 0 la regresión 
monótona es decreciente.  Cuando  ݌ଵ௤ ൎ 	0 la relación es no monótona y la 
variable a cuantificar  ݔ௤∗   en general no contendrá orden. 
 
 
4.3.    GNM-NIPALS   
 
Si la matriz de datos para el análisis está constituida por múltiples dimensiones 
subyacentes significativas, es mucho más adecuado el uso de GNM-NIPALS que 
NM-NIPALS el cual se identifica más con sistemas de información 
unidimensionales que asocian factor tamaño. 
 
GNM-NIPALS es también un método algorítmico, que busca bajo un criterio de 
optimización cuantificar cada una de las variables cualitativas de una matriz de 
datos mixtos mediante una función  lineal de h componentes, esto es: 
 
݂ሺݐ௛ሻ ൌ ݌ଵ௤ݐଵ ൅ ݌ଶ௤ݐଶ ൅ ⋯൅ ݌௛௤ݐ௛  .          [4.4] 
 
La función ߛ ൌ ݂ሺݐ௛ሻ es una aplicación directa del concepto de reconstitución de 
una variable q derivada del ACP (ver apartado 2.2.4). 
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Los pesos ݌௛௤ corresponden a la q-ésima coordenada del vector propio Ph 
asociado a la componente ݐ௛ del mismo rango.  Por tanto, cada ݌௛௤ se puede 
obtener como la correlación de la variable q cuantificada con el eje h, excepto por 
ඥߣ௛,  y en este caso equivale a la razón de correlación  ߟఊ|௫೜∗ ൌ ܿ݋ݎ൫ݔො௤, ߛ൯, la cual 
es máxima y positiva.  Para ߛ ൌ ݌௛௤ݐ௛ ésta correlación se puede calcular también 
bajo ݐ௛ ya que  
 
ݔො௤ఊ ൌ ܲ௑෨೜ߛ ൌ ݌௛௤ܲ௑෨೜ݐ௛ ൌ ݌௛௤ݔො௤௧   por tanto , 
 
ܿ݋ݎ൫ݔො௤ఊ, ߛ൯ ൌ ܿ݋ݎ൫݌௛௤ݔො௤௧	, ݌௛௤ݐ௛൯ ൌ ܿ݋ݎ൫ݔො௤௧	, ݐ௛൯ 	∀	ݔ௤	 .          [4.5] 
 
 
Observe que la correlación asociada a la cuantificación	ݔො௤ఊ con 	ߛ es equivalente a 
la correlación cuantificando ሺݔො௤௧ሻ con el t asociado.  Sin embargo la ܿ݋ݎ൫ݔො௤ఊ, ݐ௛൯ 
toma el mismo valor excepto por el signo de ݌௛௤ . 
 
El método inicia tomando h componentes asociadas a la matriz ܺ݌ (de rango 
completo) que contiene las p variables cuantitativas, lo cual garantiza la 
ortogonalidad al comenzar y una rápida convergencia.  Con cada componente ݐ௛ 
de [4.4] se realiza la cuantificación ݔො௤ como en [4.1] y se obtiene la correlación 
[4.5], la cual permite estimar el ݌௛௤ correspondiente, que junto a las correlaciones 
de las variables cuantitativas con la misma componente, conducen a la 
conformación del vector propio ௛ܲ (normalizado para recuperar ඥߣ௛ ) de 
dimensión ݌∗ . 
 
Se toman así, las q-ésimas coordenadas de los vectores propios Ph permitiendo 
formular la función de inicio ݂ሺݐ௛ሻ ൌ ݌ଵ௤ݐଵ ൅ ݌ଶ௤ݐଶ ൅ ⋯൅ ݌௛௤ݐ௛	  con la cual se 
comienza el proceso GNM-NIPALS para cuantificar la q-ésima variable 
cualitativa, iterando  hasta la convergencia de los ݐ௛ y 	 ௛ܲ;  note que ݂ሺݐ௛ሻ es un 
vector agregado de h componentes.  
 
Se debe distinguir las cargas (pesos) y componentes finales (alcanzadas en la 
convergencia) asociadas a cada matriz cuantificada por su correspondiente ݂ሺݐ௛ሻ. 
Así, si se cuantifica con ݂ሺݐଵሻ se tiene la matriz ܺܥଵ de cuya descomposición 
singular se obtienen los vectores propios ଵܲ௔, ଶܲ௔, … , ௣ܲ∗௔  y las componentes 
principales ݐଵ௔, ݐଶ௔, … , ݐ௣∗௔  ; el superíndice a indica que la cuantificación se realizó 
sólo con la primera componente principal ݐଵ de ܺ݌. 
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Si se cuantifica con las dos primeras componentes ݂ሺݐଶሻ, de la matriz así 
cuantificada ܺܥଶ se obtienen los vectores propios ଵܲ௕, ଶܲ௕, … , ௣ܲ∗௕  y las 
componentes principales ݐଵ௕, ݐଶ௕, … , ݐ௣∗௕  donde el superíndice b indica que la 
cuantificación se realizó con ሺ݄ ൌ 2ሻ las dos primeras componentes. 
 
Observe entonces que ݐଵ௔	#	ݐଵ௕	, ݐଶ௔	#	ݐଶ௕, …. ; las componentes del mismo orden 
asociadas a una y otra matriz son diferentes.  En general estas diferencias se 
presentan para cada cuantificación realizada según la dimensión ݄ ൌ 1,2, … ݌∗. 
 
De acuerdo con [4.1] haciendo ߛ ൌ ݂ሺݐ௛ሻ, al cuantificar sin orden 
simultáneamente cada variable cualitativa con h componentes, la  ܿ݋ݎଶሺݔො, ݂ሺݐ௛ሻሻ 
sigue siendo máxima y crece hasta la unidad de acuerdo con ݂൫ݐ௣∗൯, caso en el 
que se tiene rango completo (݌∗) en la matriz cuantificada XC conteniendo las 
variables cuantitativas y las variables cualitativas cuantificadas. 
 
Esta correlación maximal puede ser un índice de la dimensionalidad de ݂ሺݐ௛ሻ, ya 
que valores relativamente grandes, por ejemplo ܿ݋ݎଶ൫ݔො, ݂ሺݐ௛ሻ൯ ൐ 0.90 indican 
que h componentes serán suficientes para la cuantificación vía reconstitución; 
observe que con ݄ ൌ ݌ ∗ entonces ܿ݋ݎଶ ቀݔො, ݂൫ݐ௣∗൯ቁ ൌ 1, lo cual es coherente con 
el hecho de que ∑ ݎሺ௑ೕ,௧೓ሻଶ௣
∗
௛ୀଵ ൌ 1 .  
 
La propiedad de máxima correlación expuesta anteriormente, conlleva a que 
fundamentalmente  con  GNM-NIPALS   se  consigue  máxima  inercia  en  el 
plano h-dimensional  derivado  de  la  matriz  cuantificada  con  h  componentes:  
݂ሺݐ௛ሻ ൌ ݌ଵ௤ݐଵ ൅ ݌ଶ௤ݐଶ ൅ ⋯൅ ݌௛௤ݐ௛ , ݄ ൑ ݌.  Así, para ݄ ൌ 1, ݂ሺݐଵሻ ൌ ݌ଵ௤ݐଵ 
induce máxima inercia proyectada en el primer eje y el proceso coincide con NM-
NIPALS. 
 
Cuantificando con ݄ ൌ 2 y por tanto con ݂ሺݐଶሻ ൌ ݌ଵ௤ݐଵ ൅ ݌ଶ௤ݐଶ, se consigue 
máxima inercia en el plano de los dos primeros ejes, tal que con ninguna otra 
cuantificación se consigue inercia superior en el primer plano factorial, esto es, se 
tiene que ߣଵ௔ ൅ ߣଶ௔ 	൑ ߣଵ௕ ൅ ߣଶ௕;  pero además, ߣଵ௔ ൒ ߣଵ௕.  
 
Si ݄ ൌ 3 también se tiene que ߣଵ௔ ൒ ߣଵ௖  y que ߣଵ௕ ൅ ߣଶ	௕ ൒ 	ߣଵ௖ ൅ ߣଶ௖ 	.  Así mismo, 
 
ߣଵ௖൅ߣଶ௖൅ߣଷ௖ ൒ ൜ߣଵ
௔ ൅ ߣଶ௔൅ߣଷ௔
ߣଵ௕൅ߣଶ௕൅ߣଷ௕  
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Se muestra algorítmicamente que estos resultados se extienden a ݄ ൌ 1,2, …݌∗, y 
se pueden apreciar gráficamente en la convergencia de las inercias generadas en 
los planos de igual dimensión asociados a las funciones de cuantificación de orden 
a, b, c, …  
 
De la ortogonalidad de las componentes finales y del concepto de inercia maximal 
descrito anteriormente, se presentan dos propiedades denominadas: Inercia 
Maximal Intra y Saturación de Inercia Explicada. 
 
 
 
 
 
 
0 100 200 300 400 500 600 700 800 900 1000
5.
65
5.
75
5.
85
5.
95
6.
05
Tendencia Inercia acumulada (L.k):
L1+..+Lk, bajo c|cuantfcn f(t.h)
nº iteraciones
L.
 1
 d
e 
f(
t.1
),.
.,
f(t
. 9
 )
L. 1 a
L. 1 b
L. 1 c
L. 1 dL. 1 e
L. 1 f
L. 1 g
L. 1 hL. 1 i
0 100 200 300 400 500 600 700 800 900 1000
7.
6
7.
7
7.
8
7.
9
8.
0
8.
1
8.
2
8.
3
8.
4
Tendencia Inercia acumulada (L.k):
L1+..+Lk, bajo c|cuantfcn f(t.h)
nº iteraciones
L.
 2
 d
e 
f(
t.1
),.
.,
f(t
. 9
 )
L. 2 a
L. 2 b
L. 2 c
L. 2 dL. 2 e
L. 2 f
L. 2 g
L. 2 h
L. 2 i
0 100 200 300 400 500 600 700 800 900 1000
9.
00
9.
10
9.
20
9.
30
9.
40
9.
50
9.
60
9.
70
Tendencia Inercia acumulada (L.k):
L1+..+Lk, bajo c|cuantfcn f(t.h)
nº iteraciones
L.
 3
 d
e 
f(t
.1
),
..,
f(t
. 
9 
)
L. 3 a
L. 3 b
L. 3 c
L. 3 dL. 3 e
L. 3 f
L. 3 g
L. 3 h
L. 3 i
0 100 200 300 400 500 600 700 800 900 1000
9.
70
9.
80
9.
90
10
.0
0
10
.1
0
10
.2
0
Tendencia Inercia acumulada (L.k):
L1+..+Lk, bajo c|cuantfcn f(t.h)
nº iteraciones
L.
 4
 d
e 
f(t
.1
),
..,
f(t
. 
9 
)
L. 4 a
L. 4 b
L. 4 cL. 4 dL. 4 e
L. 4 f
L. 4 g
L. 4 h
L. 4 i
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Propiedad 1: Inercia maximal intra. La inercia explicada ܫ௞௞ en el plano ݇ 
dimensional  derivada  de  la  función  de  cuantificación  del  mismo  orden 
݂ሺݐ௞ሻ ൌ ݌ଵ௤ݐଵ ൅ ݌ଶ௤ݐଶ ൅ ⋯൅ ݌௞௤ݐ௞, es mayor o igual que la explicada en planos 
de igual dimensión k, asociados a funciones de cuantificación con diferente 
número de componentes finales, es decir  
 
ܫ௞௞ ൒ ܫ௞∗௞   ,   para  ݇∗	#	݇. 
 
Esta propiedad de inercia maximal ܫ௞௞ inducida por la función de cuantificación 
del mismo orden, se puede apreciar en las gráficas de tendencias de las inercias en 
el primer eje, en plano de los dos primeros ejes, en R3, … , etc, generados por las 
funciones de cuantificación de todos los distintos  órdenes. 
 
Observe en la gráfica 4.1 que la inercia asociada al plano Rk de igual dimensión 
que la función de cuantificación ݂ሺݐ௞ሻ, es máxima, es decir las curvas inerciales  
L1a, L2b, L3c y L4d  son maximales. 
 
 
Propiedad 2: Inercia Saturada. Se denomina SIE al caso en el que alguna de las 
matrices cuantificadas con las primeras ݇∗ ൏ ݇ de las componentes finales ya 
contiene la inercia acumulada explicada en los ejes ݇∗, … , ݇, ݇ ൅ 1, ݇ ൅ 2  de la 
matriz ܺܥ௞. 
 
La presencia de inercia saturada en el análisis, conlleva la disminución del orden 
݇ de dimensionalidad de la función de cuantificación generalmente a	݇ െ 1; lo 
cual nos permite afinar la dimensión asociada a ݂ሺݐሻ. 
 
 
݂ሺݐଵ.ሻ ݐଵ ݐଶ … ݐ௣ା௤  ݂ሺݐଵଶ.ሻ ݐଵ ݐଶ … ݐ௣ା௤ 
ଵܺ ݎଵଵ ݎଵଶ  ݎଵ௣∗ ଵܺ ݎଵଵ ݎଵଶ  ݎଵ௣∗ 
ܺଶ ݎଶଵ ݎଶଶ  ݎଶ௣∗ ܺଶ ݎଶଵ ݎଶଶ  ݎଶ௣∗ 
⋮     ⋮     
ݍଵ௔ ݎ௤భଵ௔  ݎ௤భଶ௔    ݍଵ௕ ݎ௤భଵ௕  ݎ௤భଶ௕    
෍ݎ௝௞ଶ  ߣଵ௔ ߣଶ௔ … ߣ௣∗௔ ෍ݎ௝௞ଶ  ߣଵ௕ ߣଶ௕ … ߣ௣∗௕  
  
 
 
 
 
Tabla 4.1. Correlación de las variables e inercias con los ejes, derivados de funciones de 
cuantificación  ݂ሺݐଵ.ሻ ൌ ݐଵ. y  ݂ሺݐଵଶ.ሻ ൌ ݐଵ. ൅ ݐଶ. denotadas con superíndices ª  y  b  respectivamente.   
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Ya que la inercia asociada a la componente final ݄ bajo la cuantificación de orden 
݇ se obtiene mediante ∑ ݎሺ௑ೕ,௧೓ሻଶ௣
∗
௝ ൌ ߣ௛௞ , y que estas correlaciones son invariantes 
para las variables cuantitativas, sólo es necesario analizar las correlaciones de las 
variables cualitativas recuantificadas para obtener dichas inercias; ver tabla 4.1. 
 
Se omite en esta demostración el superíndice ݇ sólo por comodidad, pero no se 
debe olvidar que las componentes finales usadas para la recuantificación 
provienen de funciones de dimensión ݇. 
 
La función de recuantificación con tres de las componentes finales es: 
 
ݐଵଶଷ. ൌ ݐଵ. ൅ ݐଶ. ൅ ݐଷ. ൌ ݐଵଶ. ൅ ݐଷ. [4.6] 
 
y su cuantificación asociada es :   
 
ݍଵଶଷ. ൌ 	ܲܫ௤ ∗ ݐଵଶଷ. ൌ ܲܫ௤ݐଵ. ൅ 	ܲܫ௤ݐଶ. ൅ 	ܲܫ௤ݐଷ. 
 
    ݍଵଶଷ. ൌ 	 ݍଵ. ൅ ݍଶ. ൅ ݍଷ. ൌ ݍଵଶ. ൅ ݍଷ. 
 
De la ortogonalidad de las componentes se tiene de [4.6] que las correlaciones al 
cuadrado son: 
 
ݎଶሺݍଵଶଷ.	, ݐଵଶଷ.ሻ ൌ ݎଶሺݍଵଶଷ.	, ݐଵ.ሻ ൅ ݎଶሺݍଵଶଷ.	, ݐଶ.ሻ ൅ ݎଶሺݍଵଶଷ.	, ݐଷ.ሻ ൌ ܫଷଷ [4.7] 
 
Análogamente, de las recuantificaciones con ݇∗ ൌ 2, y ݇∗ ൌ 1 se tiene 
respectivamente: 
 
ݎଶሺݍଵଶ.	, ݐଵଶ.ሻ ൌ ݎଶሺݍଵଶ.	, ݐଵ.ሻ ൅ ݎଶሺݍଵଶ.	, ݐଶ.ሻ ൌ ܫଶଶ            [4.8] 
 
ݎଶሺݍଵ.	, ݐଵ.ሻ ൌ ܫଵଵ  .         [4.9] 
 
Las expresiones [4.7], [4.8] y [4.9] son maximales (en sus respectivas 
dimensiones), debido a que la razón de correlación ߟ௒|௑ଶ ൌ ݎଶ (correlación lineal) 
es máxima al aplicar el proyector ortogonal de las indicatrices ܲܫ௤ a ݐଵଶ…௞∗  
(Saporta 2011). 
 
El extremo derecho de la igualdad en las ecuaciones [4.10], [4.11] y [4.12]  
demuestran la “inercia maximal intra” en los planos de igual dimensión. 
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En el plano ݇ ൌ 1, 
 
ݎଶሺݍଵ.	, ݐଵ.ሻ ൒ ൜ ݎ
ଶሺݍଵଶ.	, ݐଵ.ሻ ൌ ݎଶሺݍଵଶ.	, ݍଵ.ሻݎଶሺݍଵ.	, ݐଵ.ሻ ൌ ܫଶଵ
ݎଶሺݍଵଶଷ.	, ݐଵ.ሻ ൌ ݎଶሺݍଵଶଷ.	, ݍଵ.ሻݎଶሺݍଵ.	, ݐଵ.ሻ ൌ ܫଷଵ	  [4.10] 
 
con lo cual  ܫଵଵ ൒ ൜ܫଶ
ଵ
ܫଷଵ . 
 
En el plano de dimensión dos, 
 
ݎଶሺݍଵଶ.	, ݐଵଶ.ሻ ൒ ൜ ݎ
ଶሺݍଵ.	, ݐଵଶ.ሻ ൌ ݎଶሺݍଵ.	, ݍଵଶ.ሻݎଶሺݍଵଶ.	, ݐଵଶ.ሻ ൌ ܫଵଶ
ݎଶሺݍଵଶଷ.	, ݐଵଶ.ሻ ൌ ݎଶሺݍଵଶଷ.	, ݍଵଶ.ሻݎଶሺݍଵଶ.	, ݐଵଶ.ሻ ൌ ܫଷଶ		 [4.11] 
 
entonces     ܫଶଶ ൒ ൜ܫଵ
ଶ
ܫଷଶ 
 
Análogamente, ya que la expresión [4.7] es maximal 
 
ݎଶሺݍଵଶଷ.	, ݐଵଶଷ.ሻ ൒ ቊ ݎ
ଶሺݍଵ.	, ݐଵଶଷ.ሻ ൌ ݎଶሺݍଵ.	, ݍଵଶଷ.ሻݎଶሺݍଵଶଷ.	, ݐଵଶଷ.ሻ ൌ ܫଵଷ
ݎଶሺݍଵଶ.	, ݐଵଶଷ.ሻ ൌ ݎଶሺݍଵଶ.	, ݍଵଶଷ.ሻݎଶሺݍଵଶଷ.	, ݐଵଶଷ.ሻ ൌ ܫଶଷ	     [4.12] 
 
por tanto,    ܫଷଷ ൒ ቊܫଵ
ଷ
ܫଶଷ  . 
 
La generalización de estos resultados al caso en el cual ݇ ൐ 3 es evidente e 
inmediato.  De las expresiones [4.10], [4.11] y [4.12]  se concluye que las inercias 
en los planos ݇-dimensionales son máximas cuando son generadas por funciones 
de cuantificación de igual dimensión.  
  
El pseudo-algoritmo asociado al procedimiento GNM-NIPALS se presenta a 
continuación: 
 
 
Entrada  ܺ݌ ,  Salida  ܺܥ, T, P 
 
1. Inicializa  ܶ ൌ ሺݐଵ, ݐଶ, … , ݐுሻ [H componentes en ܺ݌ via NIPALS] 
 
݌ܽݎܽ	݄ ൌ 1,2, … , ܪ 
     ݌௛௣ ൌ ݎሺܺ௣, ݐ௛ሻ ∀	݌ [correlación p-v.cuantitativas con  ݐ௛ ] 
      ݌௛௤ ൌ ݎሺ ෠ܺ௤, ݐ௛ሻ ;  ෠ܺ௤ ൌ ܲࢄ෩ࢗ. ݐ௛ ∀	ݍ   [razón  correlación v.cualit] 
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     ௛ܲ ← 	ሺ݌௛ଵ	, … , ݌௛௣	, ݌௛௤భ … , ݌௛௤ሻ    ,   normar ௛ܲ 
     ܲሾ, ݄ሿ ← ௛ܲ 
 fin h 
 
2. Repetir 
  
2.1  ݌ܽݎܽ	ݍ ൌ 1,2, … , ܳ 
             ݂ሺݐுሻ ൌ ݌ଵ௤ݐଵ ൅ ݌ଶ௤ݐଶ ൅ ⋯൅ ݌ு௤ݐு ൌ ߛ  [función cuantificn] 
                   ෠ܺ௤ ൌ ܲࢄ෩ࢗ. ߛ [cuantificación estandarizada] 
          	ܺܥሾ	, ݌ ൅ ݍሿ ← ෠ܺ௤  
       fin q 
 
      2.2  ݌ܽݎܽ	݄ ൌ 1,2, … , ܪ  [actualizar P, T: función  NIPALS] 
      ௛ܲ ൌ ܺܥᇱ ൉ ܶሾ, ݄ሿ ,   normar ௛ܲ 
      ݐ௛ ൌ ܺܥ ൉ ௛ܲ 	      
     ܲሾ, ݄ሿ ← ௛ܲ 
     ܶሾ, ݄ሿ ← ݐ௛ 
     ܺܥ௛ ← ܺܥ ,     ܺܥ ← ܺܥ௛ െ ݐ௛ ൉ ௛ܲᇱ  [deflactar] 
 ݂݅݊	݄ 
 
hasta convergencia de ௛ܲ 
 
Fin 
 
La fase 1 inicia obteniendo H componentes principales de ܺ௞ via NIPALS, luego, 
básicamente se constituyen las coordenadas ݌௛௤ de los vectores propios ௛ܲ 
mediante la razón de correlación, las cuales permiten formular la función ݂ሺݐுሻ 
para la cuantificación de variables cualitativas (ver fase 2.1).  
 
En el caso que se requiera cuantificación con orden se utiliza la ecuación [4.3]. En 
la fase 2.2 se recalcula las matrices de vectores propios P y de componentes T, y 
se iteran están dos últimas fases hasta la convergencia de los ௛ܲ. 
 
 
4.3.1.    Aplicación 
 
La base de datos cuantitativa (vinos) utilizada como ejemplo de aplicación se 
encuentra descrita por Escofier y Pagès (1992), fué complementada con las 
variables cualitativas denominación de origen Appe y tipo de suelo Terr que 
contienen la siguiente codificación sin considerar orden: 
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Appe : (1,1,2,3,1,2,2,1,3,1,2,1,1,1,1,2,3,2,3,1,1) 
 
Terr : (2,2,2,3,1,1,1,2,2,1,2,3,3,3,1,1,1,2,3,4,4) 
 
Appe contiene tres categorías con los siguientes significados:  
1=saumur, 2=bourgueil y 3=chinon 
 
Terr contiene las siguientes categorías: 
1=medio1 (referencia), 2=medio2, 3=medio3 y 4=medio4 
 
Se conforma la base de datos mixta denominada vinos.k del tipo k-tablas, que nos 
permite tomar el grupo gustación para el análisis conteniendo las variables 
cuantitativas y la base denom.f conteniendo los factores cualitativos. 
 
Por comodidad en casi todo el desarrollo del procedimiento GNM- NIPALS bajo 
R se manejan los dos tipos de datos de forma separada; hasta conformar la matriz 
cuantificada XCk ; así,   
 
ܺ݌ : gustacion #  contiene los datos cuantitativos (n=21, p=9) 
ܺݍ : denom.f  #  tabla con los factores Appe y Terr 
 
De acuerdo con la ecuación [4.11], el proceso comienza con la descomposición 
singular vía NIPALS de la matriz ܺ݌ que presenta rango 9 y proporciona las 
componentes que han de conformar las funciones de cuantificación	݂ሺݐଵሻ, ݂ሺݐଶሻ, 
…, ݂ሺݐଽሻ con las cuales se obtiene las matrices cuantificadas con 1, 2, …, y 9 
componentes respectivamente. 
 
 Los resultados inerciales maximales asociados a los planos de dimensión ݇ en 
cada matriz  ݇-cuantificada son presentados (resaltados) en la tabla 4.2, y con 
ellos se obtiene la gráfica 4.2 de inercia maximal acumulada de la cual se 
determina la dimensionalidad “optimal” de la función de cuantificación principal. 
 
 
4.3.2.    Resultados – datos gustacion 
 
Loa valores propios optimales asociados a las cuantificaciones con  ݐଵ., ݐଶ., … , ݐଽ. 
corresponden a la columna denotada como inertia, mientras que ratio es la inercia 
porcentual acumulada eje por eje. 
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   Cuantificación  f(t1.) Cuantificación  f(t2.) Cuantificación  f(t3.)
k inertia cum ratio inertia cum ratio inertia cum ratio 
1 6.05913 6.059 0.5508 5.67415 5.674 0.5158 5.77589 5.776 0.5251
2 1.80870 7.868 0.7153 2.72696 8.401 0.7637 2.53983 8.316 0.7560
3 1.36104 9.229 0.8390 0.98033 9.381 0.8529 1.32232 9.638 0.8762
4 0.69502 9.924 0.9022 0.62546 10.007 0.9097 0.49907 10.137 0.9216
5 0.37148 10.295 0.9359 0.35013 10.357 0.9415 0.35206 10.489 0.9536
: : : : : : : 
11 0.01737 11.000 1.0000 0.01933 11.000 1.0000 0.01726 11.000 1.0000
                 
   Cuantificación  f(t4.) Cuantificación  f(t5.) Cuantificación  f(t9.)
k inertia cum ratio inertia cum ratio inertia cum ratio 
1 5.80041 5.800 0.5273 5.79805 5.798 0.5271 5.95304 5.953 0.5412
2 2.45020 8.251 0.7501 2.45755 8.256 0.7505 1.93660 7.890 0.7172
3 1.36351 9.614 0.8740 1.36062 9.616 0.8742 1.25477 9.144 0.8313
4 0.53656 10.151 0.9228 0.53441 10.151 0.9228 0.83709 9.982 0.9074
5 0.35048 10.501 0.9547 0.35056 10.501 0.9547 0.36754 10.349 0.9408
6 0.20759 10.709 0.9735 0.20646 10.708 0.9734 0.30526 10.654 0.9686
7 0.12476 10.833 0.9849 0.12523 10.833 0.9848 0.15272 10.807 0.9825
8 0.06598 10.899 0.9909 0.06611 10.899 0.9908 0.10836 10.915 0.9923
9 0.05558 10.955 0.9959 0.05577 10.955 0.9959 0.05378 10.969 0.9972
10 0.02902 10.984 0.9986 0.02923 10.984 0.9985 0.01863 10.988 0.9989
11 0.01592 11.000 1.0000 0.01600 11.000 1.0000 0.01222 11.000 1.0000
 
Tabla 4.2. Máxima Inercia acumulada (0.5508, 0.7637,0.8762, …) de las matrices cuantificadas 
con  ݂ሺݐଵ.ሻ ൌ ݐଵ.		, ݂ሺݐଶሻ ൌ ݐଵ.		 ൅ 	ݐଶ.	, ݂ሺݐଷሻ ൌ ݐଵ. ൅	ݐଶ. ൅ 	ݐଷ. 	…  respectivamente. 
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De la gráfica 4.2 de distribución de inercia maximal acumulada se deduce bajo la 
regla de Cattell, que la función de cuantificación seleccionada  es de dimensión 5, 
es como el punto de inflexión después del cual el aporte de inercia de cada uno de 
los ejes restantes no es relevante; por tanto  ݂ሺݐହሻ ൌ ݐଵ. ൅ 	ݐଶ. ൅ 	ݐଷ. ൅ ݐସ. ൅ 	ݐହ. .  
 
Los valores propios asociados a la matriz XC5 cuantificada bajo ݂ሺݐହሻ se muestran 
en la tabla 4.3.  Observe que hasta el eje 5 se recoge el 95.47% de la inercia 
proyectada, y que ésta es máxima respecto a los otros planos de igual dimensión 
(cinco) de acuerdo con la generalización de la ecuación [4.12].   
 
 
k 1 … 4 5 6 7 8 9 10 11 
inert. 5.7985 0.5347 0.3505 0.2066 0.1251 0.0660 0.0557 0.0291 0.0159
cum 5.799 10.151 10.501 10.708 10.833 10.899 10.955 10.984 11.000
ratio 0.5271 0.9228 0.9547 0.9734 0.9848 0.9908 0.9959 0.9985 1.0000
 
Tabla 4.3. Cuantificación  ݂ሺݐସ.ହ ሻ 
 
 
Es frecuente encontrar inercia saturada en los análisis, especialmente con 
funciones de un orden menor.  Así, para iniciar el análisis de inercia saturada se 
recuantifica con una componente menos, es decir se  recuantifica con ݂ሺݐସ.ହሻ	 que 
contiene las primeras cuatro componentes derivadas de la descomposición 
espectral de XC5 y se obtienen los resultados de la tabla 4.3. 
 
En la fila ratio de la tabla 4.3, se nota que existe SIE, es decir, la estructura 
inercial asociada con la cuantificación ݂ሺݐହሻ, ya está contenida  en la matriz 
asociada con la recuantificación ݂ሺݐସ.ହ ሻ, que toma las cuatro primeras componentes 
finales.  Observe en este caso que la inercia acumulada eje por eje es 
prácticamente igual, y esta característica se mantiene hasta el último eje; esto 
sugiere que cuatro componentes serán suficientes en la cuantificación. 
 
De hecho, al revisar la inercia obtenida con la cuantificación ݂ሺݐସ.ሻ en la tabla 4.2, 
se tiene que ésta efectivamente ya contiene la inercia derivada de las 
cuantificaciones ݂ሺݐହሻ y ݂ሺݐସ.ହ ሻ, con lo cual ݂ሺݐସ.ሻ ൌ ݐଵ. ൅ 	ݐଶ. ൅	ݐଷ. ൅ ݐସ. es la 
función de cuantificación definitiva generando inercia maximal por valor de 
0.9228 en el plano de igual dimensión, y a partir de este la inercia que acumula es 
igual o superior. 
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En la tabla 4.4, se puede ver los valores cuantificados bajo ݂ሺݐସ.ሻ de las categorías 
de las variables Appe y Terr que parecen tener implícito un orden creciente 
natural. 
 
Variable/categoría 1 2 3 4 
Appe -0.654 -0.142 2.011  
Terr -0.790 -0.255 0.346 2.791 
 
Tabla 4.4. Valores de cuantificación asociados a las categorías de Appe y Terr 
 
 
La matriz de correlaciones de las variables incluyendo las cuantificadas con los 
primeros cuatro ejes (tabla 4.5) es muy importante, porque permite identificar con 
cuáles de ellos existe mayor relación lineal y por tanto contribuyen más a su 
formación. 
 
[t1] [t2] [t3] [t4] 
GInten 0,9285 0,1273 0,1015 0,1015 
GAcid -0,2961 0,4656 0,6732 0,4736 
GAstr 0,7471 0,5079 -0,1151 0,1696 
GAlcool 0,7368 0,4151 0,2114 -0,2640 
GEqui 0,8664 -0,4044 0,0905 -0,0510 
GVelou 0,9211 -0,3394 0,0383 -0,0429 
Gamer 0,3243 0,8395 -0,0360 -0,1670 
GIfin 0,9588 0,1420 0,1142 0,1084 
GHarmo 0,9691 -0,1747 0,0081 -0,0152 
Appe -0,3222 -0,0243 0,8491 -0,3688 
Terr -0,2877 0,8673 -0,3114 -0,1521 
 ݏݑ݉ሺݎଶሺ, ሻሻ λ1 λ2 λ3 λ4  
 
Tabla 4.5. Correlación entre las variables y los cuatro primeros ejes 
 
 
Las variables Terr y Gamer contribuyen en buena medida a la formación del eje 2, 
mientras que Appe y GAcid prácticamente definen el eje 3.  En la misma tabla 4.5, 
se deducen los valores propios como la suma de los cuadrados de estas 
correlaciones con cada eje. 
 
El área sombreada asociada a los cuatro primeros valores propios λ1=5.80041, 
λ2=2.45020, λ3=1.36351, λ4=0.53656 es maximal ya que ha sido generada por la 
función de cuantificación de igual dimensión ݂ሺݐସሻ.  De la ecuación [4.7], se 
evidencia en estos resultados que para cada variable cuantificada ݔො௤ : 
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ݎଶ൫ݔො௤, ݐ1234. ൯ ൌ ݎଶ൫ݔො௤, ݐଵ൯ ൅ ݎଶ൫ݔො௤, ݐଶ൯ ൅ ݎଶ൫ݔො௤, ݐଷ൯ ൅ ݎଶ൫ݔො௤, ݐସ൯ ;  ya que 
 
r(Appe,t1234.)= 0.9806 y r(Terr,t12345.)= 0.9773, entonces: 
 
0.98062 = (-0.32222) + (-0.024252) + 0.8491342 + 0.368842  
 
0.95382 = (-0.28772) + 0.867292 +(-0.3113852)+(-0.15213)2 . 
 
 
Del circulo de correlaciones (gráfica 4.3) y del análisis de las contribuciones en el 
primer plano factorial, las variables comprometidas en la formación de la inercia 
recogida por el primer eje son GInten (14.86%), GEqui (12.94%), GVelou 
(14.63%), GIfin (15.85%) y GHarmo (16.19%) asociando altos cosenos cuadrados 
que oscilan entre 0.751 y 0.939.  Este eje 1 representa la “calidad de los vinos”. 
 
 
 
 
 
Análogamente, el segundo eje está caracterizado por las variables Terr y GAmer 
con contribuciones del 30.70% y 28.76% respectivamente.  El origen de los vinos 
Appe no está bien representada en el primer plano principal, aunque si contribuye 
altamente en la formación del eje 3 junto con GAcid. 
 
 GInten 
 GAcid  GAstr 
 GAlcool 
 GEqui 
 GVelou 
 GAmer 
 GIf in 
 GHarmo 
 Appe 
 Terr 
Gráfica 4.3. Círculo de correlaciones gustacion;  
horizontal = eje1, vertical = eje2. 
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Las variables GAstr y GAlcool se pueden considerar medianamente influyentes en 
el primer eje, con contribuciones de 9.62 y 9.36 respectivamente, igualmente 
asocian cosenos cuadrados de aproximadamente 0.55.  El tipo de suelo parece no 
tener relación con la intensidad de alcohol debido a la así “ortogonalidad” de las 
variables Terr y GAlcool en el círculo de correlaciones.  
 
La representación simultánea, gráfica 4.4, de individuos y variables como vectores 
directores,  permite el análisis de las interrelaciones entre individuos y variables. 
Los vinos más amargos Smi4a, Smi4b son de tipo de suelo medio4; mientras que 
el vino Cmi3 presenta los más bajos índices de suavidad y armonía y Bmi2b el de 
menor intensidad.  
 
Aunque los vinos de referencia Smi1c y Smi1b contribuyen medianamente en la 
formación del eje 1, presentan el mayor índice de suavidad (textura), armonía e 
intensidad, catalogándolos como los de mayor calidad. En este biplot los vinos 
Bmi2b y Cmi3 claramente se diferencian por ser los de peor calidad. 
 
 
 
 
 
 
 
 d = 2 
 Smi2a 
 Smi2b  Bmi2a 
 Cmi3 
 Smi1a 
 Bmi1a 
 Bmi1b 
 Smi2c 
 Cmi2 
 Smi1b 
 Bmi2b 
 Smi3a 
 Smi3b 
 Smi3c 
 Smi1c  Bmi1c 
 Cmi1 
 Bmi2c  Cmi3a 
 Smi4a 
 Smi4b 
 GInten 
 GAcid 
 GAstr 
 GAlcool 
 GEqui 
 GVelou 
 GAmer 
 GIfin 
 GHarmo 
 Appe 
 Terr 
Gráfica 4.4. Representación simultánea en  primer plano factorial de la 
matriz gustacion 
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En general, los vinos asociados a las categorías (cuantificadas) de suelo medio1, 
medio2, y medio3 también presentan índices medianos en las características que 
califican los ejes, ver su posicionamiento cerca al origen en la gráfica 4.4. 
 
El ACP de la base gustacion, permite identificar el primer eje de calidad 
independientemente de las variables cuantificadas Terr y Appe asociadas a los ejes 
2 y 3 ortogonales con el eje 1. 
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CAPÍTULO 5 
 
REGRESIÓN PLS CON DATOS MIXTOS 
 
 
GNM-PLSR está conformado por los métodos GNM-PLS1 y GNM-PLS2 cuyo 
objetivo es realizar una regresión PLS en dos conjuntos de datos mixtos 
௡ܻ.௥		݁		ܺ௡.௣	, conteniendo las submatrices  ௤ܻ∗		݁		ܺ௤∗ de variables cualitativas en 
los conjuntos respectivos; es decir, ݎ௤de las r variables en Y son cualitativas (La 
submatriz ௞ܻ contiene las variables cuantitativas); análogamente, ݌௤ de las p 
variables en X son cualitativas (ܺ௞ es la submatriz de variables exogenas 
cuantitativas). 
 
Las variables cualitativas en uno y otro espacio, serán cuantificadas 
(estandarizadas), ෠ܻ௤, ෠ܺ௤, en el desarrollo de la regresión PLS mediante un proceso 
de optimización, mientras que las variables cuantitativas mantienen su 
originalidad excepto por su estandarización.  Cuando sólo se tiene una variable 
respuesta el método se denomina GNM-PLS1 y es un caso particular de GNM-
PLS2. 
 
Los métodos GNM-PLSR (General Non-Metric Partial Least Squares Regresion) 
son una extensión de los métodos NM-PLSR propuestos por Russolillo (2009), 
cuya cuantificación se lleva a cabo sólo con la primera componente ߛ௧ ൌ ݐଵ 
derivada de la regresión. GNM-PLSR se diferencia en que cuantifica óptimamente 
cada una de las variables cualitativas tomando una función agregada de las 
primeras ܪ ൑ ݏ componentes derivadas de la regresión; ݏ ൌ ݎܽ݊݃݋ሺభ೙ܺ௞ᇱ ௞ܻሻ. 
 
En este capítulo se presentará primero la conceptualización del NM-PLSR ya que 
servirá de base en la estructuración del GNM-PLSR especialmente en la 
identificación de las funciones de cuantificación en uno y otro espacio, y de las 
funciones de maximización.  Igualmente, se presentaran los casos de aplicación 
para los métodos GNM-PLS2 y GNM-PLS1 tomando como fuente de 
información la base de datos cred.438 descrita en el apartado 5.2.3. 
 
 
5.1.  NM-PLSR 
 
El algoritmo NM-PLSR propuesto por Russolillo (2009), esta basado en el 
algoritmo PLS-R descrito por Tenenhaus (1998).  
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En NM-PLSR las variables son cuantificadas óptimamente con funciones de la 
primera componente obtenidas en los espacios de respuesta y predictor, de 
acuerdo con las funciones [3.28] o [3.29] según se requiera orden o no.  El 
algoritmo esta desarrollado basicamente en dos ciclos. 
 
El primer ciclo inicia con la cuantificación de cada predictor cualitativo a partir de 
la componente ݑଵ (al inicio puede ser la 1ª columna de ௞ܻ) del espacio de 
respuesta. ෠ܺ es ahora la matriz de predictores conteniendo las variables 
cuantitativas y las cuantificadas. 
 
Inmediatamente, los parámetros del modelo ݓଵ son calculados y normalizados 
como función de ෠ܺ y ݑଵ, para luego obtener ݐଵ ൌ ෠ܺݓଵ que a su vez permitirá 
cuantificar simultánea y optimamente las variables cualitativas de respuesta, para 
análogamente conformar ෠ܻ.  
 
Seguidamente los pesos ܿଵ son computados como función de ෠ܻ y ݐଵ;  y finalmente 
se recalcula la componente ݑଵ ൌ ෠ܻܿଵ/ܿଵᇱܿଵ para reiniciar el ciclo hasta la 
convergencia de ݓଵ. 
 
Se obtienen por deflactacion las matrices residuales ܧଵ y ܨଵ de ambos espacios y 
son entradas al segundo ciclo PLS-R estándar, hasta obtener el resto de 
componentes ortogonales.  El pseudo código del algoritmo NM-PLSR presenta la 
siguiente estructura: 
 
 
Entrada:   ܺ௞, ܺ∗, ௞ܻ, ܻ∗     
Salida:  ܹ,ܥ, ܶ, ܷ, ෠ܺ, ෠ܻ  
 
    1. Inicio ݑଵ 
    Repita 
 1.1.  ෠ܺ௤ ൌ ँሺݑଵ, ܺ௤∗ሻ 
 1.2.  ෠ܺ ൌ ܺ௞| ෠ܺ௤ 
 1.3.  ݓଵ ൌ ෠ܺᇱݑଵ/ฮ ෠ܺᇱݑଵฮ 
 1.4.  ݐଵ ൌ ෠ܺݓଵ 
 1.5.  ෠ܻ௤ ൌ ँሺݐଵ, ௤ܻ∗ሻ 
 1.6.  ෠ܻ ൌ ௞ܻ| ෠ܻ௤ 
 1.7.  ܿଵ ൌ ෠ܻᇱݐଵ/ݐଵᇱ ݐଵ 
 1.8.  ݑଵ ൌ ෠ܻܿଵ/ܿଵᇱܿଵ 
    Hasta convergencia de ݓଵ 
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1.9.    ݌ଵ ൌ ෠ܺݐଵ/ݐଵᇱ ݐଵ 
    1.10.  ܧଵ ൌ ෠ܺ െ ݐଵ݌ଵᇱ  
     1.11.  ܨଵ ൌ ෠ܻ െ ݐଵܿଵᇱ  
 
Para todo ݄ ൌ 2,… ,ܪ 
    2.  Inicialice ݑ௛ 
    Repita 
 2.1.  ݓ௛ ൌ ܧ௛ିଵᇱ ݑ௛/‖ܧ௛ିଵᇱ ݑ௛‖ 
 2.2.  ݐ௛ ൌ ܧ௛ିଵݓ௛ 
 2.3.  ܿ௛ ൌ ܨ௛ିଵᇱ ݐ௛/ݐ௛ᇱ ݐ௛ 
 2.4.  ݑ௛ ൌ ܨ௛ିଵܿ௛/ܿ௛ᇱ ܿ௛ 
     Hasta convergencia de ݓ௛ 
 
 2.5.  ݌௛ ൌ ܧ௛ିଵᇱ ݐ௛/ݐ௛ᇱ ݐ௛ 
 2.6.  ܧ௛ ൌ ܧ௛ିଵ െ ݐ௛݌௛ᇱ  
 2.7.  ܨ௛ ൌ ܨ௛ିଵ െ ݐ௛ܿ௛ᇱ  
Fin h 
 
 
Dado que las cuantificaciones aquí se realizan con la primera componente 
obtenida en cada espacio, y de acuerdo con la ecuación [3.7], NM-PLSR obtiene 
matrices de datos óptimamente escaladas ෠ܺ e ෠ܻ maximizando el criterio  
 
ܿ݋ݒଶ൫ ෠ܻܿଵ∗, ෠ܺݓଵ൯ ൌ ܿ݋ݒଶሺݑଵ∗, ݐଵሻ .          [5.1] 
 
El criterio [5.1] depende de dos conjuntos de parámetros; el primero consiste de 
los parámetros del modelo restringidos a norma 1, esto es  ∥ ݓଵ ∥ൌ 1 e ∥ ܿଵ∗ ∥ൌ 1. 
El otro conjunto consiste de los parámetros scaling con las restricciones propias 
debido al nivel de scaling escogido para cada variable ahora normalizada tal que 
ݒሺݕො௥ሻ ൌ 1 y ݒ൫ݔො௣൯ ൌ 1 . 
 
El principal objetivo de NM-PLSR es maximizar el criterio [5.1] respecto a los 
parámetros scaling y del modelo.  Este problema de la maximización será resuelto 
para los parámetros del modelo, manteniendo los parámetros scaling fijos. 
Después, se resolverá el mismo problema respecto a los parámetros scaling, 
fijando los parámetros del modelo. 
 
La maximización de [5.1] para los parámetros scaling fijados, está dada según el 
AIB  por los vectores normados ݓଵ y  ܿଵ∗ ൌ ܿଵ/∥ ܿଵ ∥ correspondientes al valor 
propio común más grande ߣ verificando las ecuaciones de estacionariedad (ver 
ecuación 3.5). 
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෠ܺ ᇱ ෠ܻ ෠ܻ ᇱ ෠ܺݓଵ ൌ ߣݓଵ [5.2] 
෠ܻ ′ ෠ܺ ෠ܺ′ ෠ܻܿଵ∗ ൌ ߣܿଵ∗ [5.3] 
 
Observe que a nivel de cálculo es equivalente tomar [5.3] o  ෠ܻ ′ ෠ܺ ෠ܺ′ ෠ܻܿଵ ൌ ߣܿଵ . 
Para  ෠ܻܿଵ ൌ ݑଵ  fijos en [5.3], se maximiza ߣ así:  
 
ߣ ൌ ܿଵᇱ ෠ܻ′ ෠ܺ ෠ܺ′ ෠ܻܿଵ ൌ ݑଵᇱ ෠ܺ ෠ܺ′ݑଵ  
ߣ ൌ ሺ ෠ܺ′ݑଵሻଶ ൌ ∑ ܿ݋ݒଶ௣ ሺݔො௣, ݑଵሻ  
ߣ ൌ ∑ ܿ݋ݎଶ௣ ሺݔො௣, ݑଵሻݒܽݎሺݔො௣ሻݒܽݎሺݑଵሻ  
ߣ ൌ ∑ ܿ݋ݎଶ௣ ሺݔො௣, ݑଵሻݒܽݎሺݑଵሻ .  [5.4] 
 
Ya que ݒܽݎ൫ݔො௣൯ ൌ 1. Como ݒܽݎሺݑଵሻ es fija respecto a la suma, las soluciones 
óptimas para los parámetros scaling de las variables exógenas consisten en 
maximizar 
∑ ܿ݋ݎଶ௣ ሺݔො௣, ݑଵሻ .          [5.5] 
 
La función [5.5] es separable respecto a cada variable ݔො௣ óptimamente escalada y 
puede ser descompuesta en sumandos los cuales son función solamente de los 
parámetros scaling de cada  una de las p variables.  Observe que ݔො௣ se cuantificó 
con la primera componente de Y.  
 
Por tanto el problema puede ser resuelto maximizando separadamente la 
correlación al cuadrado de cada predictor cuantificado y la primera componente 
en el espacio de Y, teniendo en cuenta el nivel scaling de ݔො௣ . 
 
Si se desea cuantificar la variable predictor cualitativa ݔ௣∗  a nivel nominal, la 
siguiente función scaling ha de ser usada: 
 
෤ँ൫ݔ௣∗, ݑଵ൯:			ݔො௣ ൌ ෨ܺ௣ሺ ෨ܺ௣ᇱ ෨ܺ௣ሻିଵ ෨ܺ௣ᇱ ݑଵ ൌ ܲ௑෨೛ݑଵ 
 
con lo cual se obtiene ݉ܽݔ൛ܿ݋ݎଶሺݔො௣, ݑଵሻൟ de acuerdo con [5.4]. 
 
Un razonamiento similar en [5.2] puede ser hecho para encontrar las 
cuantificaciones optimas asociadas a las variables respuesta, llevando a la 
maximización de cada  
 
ܿ݋ݎଶሺݕො௥, ݐଵሻ .  [5.6] 
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Observe que ݕො௥ se cuantifica con la primera componente de X  y que [5.6] es 
equivalente a la ecuación [3.3] para cada r.  Por tanto y de acuerdo con [5.4], 
maximizar ܿ݋ݒଶሺݑଵ∗, ݐଵሻ es equivalente a maximizar 
 
∑ ܿ݋ݎଶ௣ ሺݔො௣, ݑଵሻݒܽݎሺݑଵሻ    ó     ∑ ܿ݋ݎଶ௥ ሺݕො௥, ݐଵሻݒܽݎሺݐଵሻ . 
 
 
5.2.  GNM-PLSR: GNM-PLS2 
 
Los métodos (algorítmicos) GNM-PLSR (General Non-Metric Partial Least 
Squares Regresion) propuestos en este trabajo de tesis, tienen por objetivo realizar 
una regresión PLS en dos conjuntos de datos mixtos ௡ܻ.௥		݁		ܺ௡.௣	, conteniendo  
variables cualitativas en los conjuntos respectivos; es decir, ݎ௤de las r variables en 
Y son cualitativas (ݎ௞ son cuantitativas), mientras que ݌௤ de las p variables en X 
son cualitativas (݌௞ son cuantitativas). 
 
Todas las variables cuantitativas mantendrán su originalidad excepto por 
estandarización, y sólo se cuantificarán las variables cualitativas que también han 
de ser estandarizadas.  La yuxtaposición de los subconjuntos cuantitativos y 
cualitativos cuantificados, dan lugar a las matrices ෠ܺ ൌ ሾܺ௣ೖ| ෠ܺ௣೜ሿ e ෠ܻ ൌ ሾ ௥ܻೖ| ෠ܻ௥೜ሿ. 
 
Las variables cualitativas en Y e X serán cuantificadas respectivamente mediante 
las funciones agregadas ߛ௧ e ߛ௨ formadas generalmente con un número menor o 
igual de componentes asociadas al rango de la matriz ܴଵଶೖ ൌ ܺ௞ ௞ܻ ; es decir, el 
número H de componentes de la regresión-cuantificación PLS2 estará limitado de 
acuerdo con el AIB por ܪ ൑ ݏ ൌ ݎܽ݊݃݋ሺܴଵଶೖሻ, y será determinado mediante 
validación cruzada implementando previamente la función ݂ܸܥ2ሺ ௞ܻ, ܺ௞, ݏሻ que a 
su vez invoca la función ݂ܲܮܵ2ሺ ௞ܻ, ܺ௞, ܪሻ. 
 
Por tanto, las funciones de cuantificación inicial de rango ܪ respectivas son: 
 
ߛ௧ ൌ ܿ௥ଵݐଵ ൅ ܿ௥ଶݐଶ ൅ ⋯൅ ܿ௥ுݐு  [5.7] 
  
ߛ௨ ൌ ݀௣ଵݑଵ ൅ ݀௣ଶݑଶ ൅ ⋯൅ ݀௣ுݑு . [5.8] 
 
Los pesos ܿ௥௛ e ݀௣௛ se estiman como los coeficientes de las regresiones de las 
variables cuantificadas  ݕො௥~	ܿ௥ߛ௧ e  ݔො௣~݀௣ߛ௨ respectivamente. 
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Así, el problema fundamental se resuelve consiguiendo una cuantificación 
(estandarizada) inicial ݕො௥ ൌ ∑ ௬ܲ෤ೝߛ௧ு௛ୀଵ  bajo ܿ௥௛ ൌ 1	∀	݄, a partir de la cual se 
obtienen los coeficientes ܿ̂௥௛ ൌ ݎሺݕො௥, ݐ௛ሻ/ݏ௧೓ derivados de la regresión ݕො௥~	ܿ௥௛ݐ௛ 
con los cuales se reconstituye la función de cuantificación de orden ܪ	y se 
recuantifica  la variable cualitativa, en un proceso iterativo convergente.  
 
Un razonamiento análogo al anterior, permitirá inicialmente cuantificar las 
variables cualitativas ݔ∗ a partir de ܪ componentes  del espacio de las ܻ a través 
de  ݔො௣ ൌ ∑ ௫ܲ෤೜ߛ௨ு௛ୀଵ   bajo ݀௣௛ ൌ 1	∀	݄ , luego mediante regresiones sucesivas 
con cada componente ݔො௤~	݀௣௛ݑ௛ se estiman los coeficientes de regresión 
obteniendo መ݀௣௛ ൌ ݎሺݔො௣, ݑ௛ሻ/ݏ௨೓.  
 
Las componentes ݑ௛	de la función ߛ௨ son combinación lineal de las Y, y los pesos 
݀௣௛ representan los coeficientes de regresión de ݔො௣ y la componente ݑ௛ y se 
pueden estimar a partir de la razón de correlación de la variable cualitativa ݔ௣∗  y la 
componente ݑ௛. 
 
Con estos resultados se conforman las matrices ෠ܺ e ෠ܻ y se reconstituyen actualizar 
las funciones de cuantificación conllevando una nueva recuantificación. El 
proceso es iterativo hasta la convergencia de los pesos ܿ௥௛ . 
 
Observe que tanto las componentes ݐ௛ como la función de cuantificación  ߛ௧  que 
es una aplicación directa del concepto de regresión múltiple para cada variable 
respuesta  ݕො௥ ൌ ܿ௥ଵݐଵ ൅ ܿ௥ଶݐଶ ൅ ⋯൅ ܿ௥௦ݐ௦, se obtienen de manera natural con los 
mismos recursos generados en el proceso de regresión PLS2, permitiendo una 
fluidez limpia del método. 
 
 
5.2.1.  Maximización 
 
Extendiendo el criterio [5.1] a H componentes, se maximiza globalmente  
 
∑ ܿ݋ݒଶሺݑ௛, ݐ௛ሻு௛  . [5.9] 
 
De otro lado, sea ߛ௧ ൌ ܿ௥ଵݐଵ ൅ ܿ௥ଶݐଶ la función de cuantificación tal que  
 
෤ँሺݕ௥∗, ߛ௧ሻ:			ݕො௥ ൌ ෨ܻ௥ሺ ෨ܻ௥ᇱ ෨ܻ௥ሻିଵ ෨ܻ௥ᇱߛ௧ ൌ ௬ܲ෤ೝߛ௧ 
 
con lo cual y debido a la razón de correlación se tiene  
111 
 
 
 
máxima ܿ݋ݎଶሺݕො௥, ߛ௧ሻ .          [5.10] 
 
La ecuación [3.5] obtenida de la convergencia en la cuantificación se obtiene 
recurrentemente de la etapa 2 del algoritmo PLS2, mediante 
 
ݓ௛ ൌ ෠ܺ௛ିଵᇱ ݑ௛/ฮ ෠ܺ௛ିଵᇱ ݑ௛ฮ ൌ ෠ܺ௛ିଵᇱ ෠ܻ௛ିଵܿ௛/ܿ௛ᇱ ܿ௛ฮ ෠ܺ௛ିଵᇱ ݑ௛ฮ 
 
          ൌ ෠ܺ௛ିଵᇱ ෠ܻ௛ିଵ ෠ܻ௛ିଵᇱ ݐ௛/ݐ௛ᇱ ݐ௛. ܿ௛ᇱ ܿ௛ฮ ෠ܺ௛ିଵᇱ ݑ௛ฮ 
 
          ൌ	ܺ௛ିଵᇱ ௛ܻିଵ ௛ܻିଵᇱ ܺ௛ିଵݓ௛/ߣ௛				 
 
donde 		ߣ௛ ൌ ݐ௛ᇱ ݐ௛. ܿ௛ᇱ ܿ௛. ‖ܺ௛ିଵᇱ ݑ௛‖ 
 
Con ݄ ൌ 1, 2  componentes se tiene los siguientes sistemas: 
 
ݓଵᇱ ෠ܺ′ ෠ܻ ෠ܻ ′ ෠ܺݓଵ ൌ ߣଵ  ;    ݓଶᇱ 	 ෠ܺଵᇱ ෠ܻଵ ෠ܻଵᇱ ෠ܺଵݓଶ ൌ ߣଶ 
 
ݐଵᇱ ෠ܻ ෠ܻ ᇱݐଵ ൌ ߣଵ  ;    ݐଶᇱ ෠ܻଵ ෠ܻଵᇱݐଶ ൌ ߣଶ 
 
ሺ ෠ܻ ᇱݐଵሻଶ ൌ ߣଵ   ;    ݐଶᇱ ൫ ෠ܻ െ ݐଵܿଵᇱ൯൫ ෠ܻ െ ݐଵܿଵᇱ൯ᇱݐଶ ൌ ߣଶ 
 
ݐଶᇱ ෠ܻ ෠ܻ ᇱݐଶ ൌ ൫ ෠ܻ ᇱݐଶ൯ଶ ൌ ߣଶ 
 
de donde, 
 
ሺ ෠ܻ ᇱݐଵሻଶ = ∑ ܿ݋ݒଶሺݕො௥, ݐଵሻ௥  = ∑ ݎଶ௥ ሺݕො௥, ݐଵሻݒܽݎሺݕො௥ሻݒܽݎሺݐଵሻ . 
 
 
 maximizar ∑ ܿ݋ݒଶሺݕො௥, ݐଵሻ௥   es equivalente a maximizar ∑ ݎଶ௥ ሺݕො௥, ݐଵሻ ya 
que ݒܽݎሺݕො௥ሻ ൌ 1 y ݒܽݎሺݐଵሻ no depende de r; por tanto se maximiza 
  
∑ ݎଶሺݕො௥, ݐଵሻ௥  = ∑ ݎଶሺݕො௥, ܿ௥ଵݐଵሻ௥            [5.11] 
 
análogamente, 
 
ሺ ෠ܻ ᇱݐଶሻଶ = ∑ ܿ݋ݒଶሺݕො௥, ݐଶሻ௥  = ∑ ݎଶ௥ ሺݕො௥, ݐଶሻݒܽݎሺݕො௥ሻݒܽݎሺݐଶሻ  maximizando 
 
 ∑ ݎଶሺݕො௥, ݐଶሻ௥  = ∑ ݎଶሺݕො௥, ܿ௥ଶݐଶሻ௥  .          [5.12] 
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Observe de [5.11] y [5.12] y de la ortogonalidad de ݐଵ, ݐଶ que 
 
∑ ݎଶሺݕො௥, ܿ௥ଵݐଵሻ௥  + ∑ ݎଶሺݕො௥, ܿ௥ଶݐଶሻ௥  = ∑ ሾݎଶሺݕො௥, ܿ௥ଵݐଵሻ௥ ൅ ݎଶሺݕො௥, ܿ௥ଶݐଶሻ] 
 
             = ∑ ݎଶሺݕො௥, ߛ௧ሻ௥  .          [5.13] 
 
Este  resultado es equivalente al agregado de [5.10] para cada r-ésima variable y 
por tanto es maximal; además es igual a ߣଵ ൅ ߣଶ que son los primeros valores 
propios asociados a la primera fase de las etapas ݄ ൌ 1,2 del AIB 
correspondiente.  
 
Es equivalente entonces estudiar la maximización con ܪ ൑ ݏ componentes 
mediante [5.9] ó mediante [5.13] teniendo en cuenta que  ߛ௧ ൌ ܿ௥ଵݐଵ ൅ ⋯൅
ܿ௥ுݐு, esto es:  ∑ ܿ݋ݒଶሺݑ௛, ݐ௛ሻு௛ 	≡ ∑ ݎଶሺݕො௥, ߛ௧ሻ௥ . 
 
Se muestra gráficamente el proceso de convergencia monótona y creciente con los 
resultados derivados de [5.9] o [5.13] y la siguiente propiedad para ܪ ൑ ݏ : 
 
ܿ݋ݎଶሺݑଵ௔, ݐଵ௔ሻ ൒ ܿ݋ݎଶ൫ݑଵ௕, ݐଵ௕൯ ൒ ⋯ ൒ ܿ݋ݎଶሺݑଵு, ݐଵுሻ  
 
∑ ܿ݋ݎଶு௛ୀଵ ሺݑ௛ு, ݐ௛ுሻ ൒ ⋯ ൒ ∑ ܿ݋ݎଶଶ௛ୀଵ ൫ݑ௛௕, ݐ௛௕൯ ൒ ܿ݋ݎଶሺݑଵ௔, ݐଵ௔ሻ . 
 
Nota: los superíndices indican el número ܪ (rango) de componentes que 
conforman la función de cuantificación. Así, ݐଵ௔ ് ݐଵ௕ etc. 
 
 
5.2.2.  El algoritmo GNM-PLS2 
 
 Inicio: Cuantificación agregada 
 
El proceso inicia cuantificando las variables cualitativas exógenas ܺ௣௤ a partir de 
una función agregada ߛ௨ (݀௣௛ ൌ 1	∀	݄ ) de ܪ ൑ ݏ	 componentes ݑ௛.  
 
El rango s de la matriz de correlaciones  ܴଵଶ ൌ ܺ௞ᇱ ௞ܻ/݊   proporcionará el número 
máximo de componentes  requeridas en la cuantificación inicial, las cuales se 
obtendrán de la función de validación cruzada  fVC2(Yk ,Xk ,s ) del entorno R (ver 
anexo), y corresponderán con el numero H de componentes en la regresión .  
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Se conforma entonces la matriz ෠ܺ que servirá de parámetro de entrada a la función 
f.PLS2(Yk ,	 ෠ܺ, s ) que a su vez suministrará las ܪ componentes ݐ௛ para conformar 
ߛ௧ (ܿ௥௛ ൌ 1	∀	݄) y cuantificar las variables cualitativas endógenas obteniendo ෠ܻ. 
Observe que los scaling se realizan con los recursos propios derivados de la 
regresión PLS2. 
 
 Iteración – Convergencia.  Básicamente está conformada por tres fases: 
 
a) Maximización.  Las matrices estimadas, sirven ahora de parámetros de 
entrada a la función ݂. ܲܮܵ2ሺ ෠ܻ, ෠ܺ, ݏሻ de la cual se obtienen las funciones de 
maximización  [5.10] y [5.12] en cada iteración para su representación 
gráfica, y las componentes U (no ortogonales) para la siguiente fase. 
 
b) re-Cuantificación de ܺ௣௤.  Se calcula la función agregada ߛ௨, con la cual se 
cuantifican (y estandarizan) la variables cualitativas exógenas, permitiendo 
obtener ෠ܺ que a su vez es parámetro de entrada en la siguiente fase. 
 
c) re-Cuantificación de ௥ܻ௤.  Se corre nuevamente la función ݂. ܲܮܵ2ሺ ෠ܻ, ෠ܺ, ݏሻ 
y se obtienen las componentes ݐ௛ para conformar la función agregada ߛ௧, la 
cual permite cuantificar (estandarizar) las variables cualitativas de respuesta, 
para conformar ෠ܻ.  Recuerde que ݐ௛ ൌ ܺ௛ିଵݓ௛. 
 
Se repiten las fases a), b) y c) hasta la convergencia de los ݓ௛ que a su vez 
conlleva la convergencia en las variables cuantificadas y en las funciones de 
maximización.  
 
El pseudo-algoritmo asociado a fGNMPLS2() tiene la forma siguiente:  
 
Convenciones : ௥ܻ௤ ൌ ௤ܻ; ܺ௣௤ ൌ ܺ௤; ݐ௫ ൌ ߛ௧ , ݑ௬ ൌ ߛ௨ 
 
Entrada  ܻݍ, ܻ݇	, ܺ݇, ܺݍ, ܪ   (Componentes cuantificación,  H  s ) 
Salida  ܹ,ܶ, ܥ, ܷ, ܲ, ܤ, ܺ, ܻ, ܵ2ݐݑ, ݎ2ܻݐ   
 
Inicio 
 
X = Xk ; Y= Yk  
 
݂. ܲܮܵ2ሺܺ, ܻ, ܪሻ  => ܷ:	ݑଵ, ݑଶ, … , ݑு 
 ݑ௬ ൌ ܷ. ݀ݑ ൌ ݑଵ ൅	ݑଶ൅,… ,൅ݑு ; ݀ݑ ൌ ሺ1,1, … ,1ሻ 
 ݔො௤ ൌ ँሺݔ௤∗, ݑ௬ሻ    cuantfcn ݔ௤	∀	݌ݍ   ;  ܺ ൌ ෠ܺ ൌ ሾܺ௞| ෠ܺ௤ሿ 
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݂. ܲܮܵ2ሺܺ, ܻ, ܪሻ  => ܶ: ݐଵ, ݐଶ, … , ݐு ݐ௫ ൌ ܶ. ܿݐ ൌ ݐଵ ൅	ݐଶ൅,… ,൅ݐு  ;  ܿݐ ൌ ሺ1,1, … ,1ሻ 
ݕො௤ ൌ ँሺݕ௤∗, ݐ௫ሻ   cuantfcn  ݕ௤∀	ݎݍ   ;  ܻ ൌ ෠ܻ ൌ ሾ ௞ܻ| ෠ܻ௤ሿ 
 
Repita 
 
- maximización 
  ݂. ܲܮܵ2ሺܺ, ܻ, ܪሻ => T, U 
       ܵ2ݐݑ ൌ ∑ ܿ݋ݒଶሺݐ௛, ݑ௛.ሻு௛  ;   ݎ2ܻݐ ൌ ݎଶሺܻ, ݐ௛ሻ 
 
- re-cuantificación ݔ௤ 
  ݏܷ ൌ ݀. ݁ሺܷሻ ;  ݀ݑ ൌ ݎሺܷ, ෠ܺ௤ሻ/ݏܷ ;   ݑ௬ ൌ ܷ. ݀ݑ 
  ݔො௤ ൌ ँሺݔ௤∗, ݑ௬ሻ    cuantfcn ݔ௤	∀	݌ݍ   ;  ܺ ൌ ෠ܺ ൌ ሾܺ௞| ෠ܺ௤ሿ 
 
- re-cuantificación ݕ௤ 
       	݂. ܲܮܵ2ሺܺ, ܻ, ܪሻ	 => ܶ: ݐଵ, ݐଶ, … , ݐு ;   ሾݐ௫ ൌ ܶ.ݓ௫ሿ 
  ݏܶ ൌ ݀. ݁ሺܶሻ ;  ܿݐ ൌ ݎሺܶ, ෠ܻ௤ሻ/ݏܶ ;   ݐ௫ ൌ ܶ. ܿݐ 
       ݕො௤ ൌ ँሺݕ௤∗, ݐ௫ሻ   cuantfcn  ݕ௤∀	ݎݍ   ;  ܻ ൌ ෠ܻ ൌ ሾ ௞ܻ| ෠ܻ௤ሿ 
 
Hasta convergencia ݓ௫ 
 
ܴ݁ݐ݋ݎ݊݁	ሺܹ, ܶ, ܥ, ܷ, ܲ, ܤ, ܺ, ܻ, ܵ2ݐݑ, ݎ2ܻݐሻ 
 
Fin #    Ver algoritmos fGNMpls2()  bajo R en anexo C 
 
 
5.2.3.  Aplicación  GNM-PLS2 
 
Para los ejemplos de aplicación, se utiliza la base de datos “créd.438” con n = 438 
observaciones que corresponden a solicitudes de crédito por igual número de 
clientes de una institución financiera.  Para cada método (GNM-PLS2, GNM-
PLS1) se conforman los grupos de datos mixtos, los cuales sirven como casos 
prácticos para la implementación de los algoritmos  correspondientes y la 
comprensión de los resultados. 
 
 
 Los datos  
 
La base créd.438 presenta la siguiente estructura para los primeros 15 individuos: 
 
     Dictam AnTrab Vvienda Plazo Edad EstCivil Registros TipTrab Gastos 
 
1917      1      1       1    36   27        2         1       1     55 
2980      1      0       2    60   61        2         1       4     35 
928       1      3       6    12   30        1         1       3     35 
2112      1      1       5    36   24        1         1       1     35 
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3658      2      3       1    48   25        2         2       3     35 
2617      1      7       5    60   30        1         1       1     35 
388       1     20       5    60   36        2         1       1     60 
3952      2      5       5    48   20        1         1       4     45 
3841      1      0       5    24   20        1         1       1     35 
1639      1     30       2    24   57        2         1       3     45 
2326      1      3       1    48   32        2         1       1     57 
2945      2      2       5    36   24        1         1       1     35 
1038      1      2       2    36   38        2         1       1     45 
999       1     13       2    60   42        2         1       1     60 
2206      1     18       2    60   35        2         1       1     75 
  : 
 
     Ingresos Patrim CargPtrim ImprtSolic VrBfnciado 
 
1917      100      0         0       1000       1300 
2980      113   3000         0       1300       1726 
928       150      0         0        920       1396 
2112       60      0         0       1000       1602 
3658        0      0         0       1300       1361 
2617       95      0         0        900       1158 
388       121      0         0        850        935 
3952        0      0         0       2500       3542 
3841      155   7000         0       1450       1688 
1639       40  17000         0        400        500 
2326      121      0         0       1200       1952 
2945       65      0         0        895        895 
1038      114   3600         0        650       1100 
999       107   4000         0       1000       1359 
2206      179   7000      3200       1000       1455 
  : 
 
Las variables CargPtrim (Carga Patrimonial) y Plazo han sido categorizadas 
como sigue: 
 
CargPtrim 0 0 ൏ ܥܽݎ݃ܲݐݎ݅݉ ൑ 1500 ൐ 1500 
 sin (carga) baja alta 
Plazo ൑ 24 24 ൏ ݈ܲܽݖ݋ ൑ 48 ൐ 48 
 corto medio largo 
 
 
De la base cred.438 el bloque de las predictoras cuantitativas ܺ௞ está conformado 
por cinco variables cuantitativas (Antrab, Edad, Gastos, Ingresos y Patrim) y 
la sub-matriz ܺ௤ conteniendo las predictoras cualitativas (Registros, CargPtrim). 
El segundo bloque lo conforman las variables de respuesta Y, conteniendo a su 
vez la submatriz ௞ܻ con dos variables endógenas cuantitativas (ImprtSolic y 
VrBfnciado) y la submatriz ௤ܻ conformada por las endógenas cualitativas 
(Dictam, Plazo).  
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Se calcula el rango de la matriz de correlaciones entre las variables ܺ௞, ௞ܻ, para 
determinar el número s máximo de componentes agregadas en la cuantificación.   
 
Luego mediante validación cruzada se determinará el número de componentes en 
la regresión-cuantificación evalúando los índices R2, R2vc (R2 validación 
cruzada), RSS (suma de residuales cuadrados), PRESS (suma de cuadrados del 
error de predicción): 
 
R2: 
     ImprtSolic VrBfnciado 
[1,]  0.1576505  0.3326368 
[2,]  0.1793686  0.3790771 
 
R2vc: 
     ImprtSolic VrBfnciado 
[1,]  0.1378973  0.2479709 
[2,]  0.1554735  0.2849563 
 
RSS: 
     ImprtSolic VrBfnciado 
[1,]   368.1067   291.6377 
[2,]   358.6159   271.3433 
 
PRESS: 
     ImprtSolic VrBfnciado 
[1,]   376.7389   328.6367 
[2,]   369.0581   312.4741 
 
 
Tomando en cuenta estos resultados, se observa que el número de componentes 
necesarios en la regresión-cuantificación es dos, ya que se tiene el mayor R2vc 
(0.1555 y 0.2849) y el menor PRESS(369.05, 312.47) asociados respectivamente 
con las variables de respuesta ImprtSolic y VrBfnciado. 
 
Se procede entonces a cuantificar las variables cualitativas tanto en ௤ܻ como en ܺ௤  
con ܪ ൌ 1, 2 componentes agregadas, iterando en cada etapa ܪ el algoritmo 
fGNMpls2() hasta la convergencia. 
 
En cada fase de cuantificación y en cada ciclo se calcula el cuadrado de la 
covarianza entre las componentes ݐ௛	݁	ݑ௛, o equivalentemente de la correlación 
cuadrada entre las componentes ݐ௛ e Y de acuerdo con el proceso de maximización 
para estudiar su tendencia (ver tabla 5.1). 
 
 
 Función de maximización : ∑ ܿ݋ݒଶሺݐ௛, ݑ௛.ሻு௛  de convergencia monótona 
creciente: 
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      S2tuH[,1௔,1]  S2tuH[,1௕,2]    S2tuH[,1௕,2]+ S2tuH[,2௕,2] 
 
1       0.7469260     0.7443447                     0.9633212 
2       0.7469803     0.7454728                     0.9641795 
3       0.7469803     0.7457043                     0.9643352 
4       0.7469803     0.7457579                     0.9643699 
5       0.7469803     0.7457709                     0.9643782 
6       0.7469803     0.7457741                     0.9643802 
7       0.7469803     0.7457748                     0.9643807 
8       0.7469803     0.7457750                     0.9643809 
9       0.7469803     0.7457751                     0.9643809 
10      0.7469803     0.7457751                     0.9643809 
11      0.7469803     0.7457751                     0.9643809 
12      0.7469803     0.7457751                     0.9643809 
13      0.7469803     0.7457751                     0.9643809 
14      0.7469803     0.7457751                     0.9643809 
15      0.7469803     0.7457751                     0.9643809 
: 
 
     r2YtH[,1௔,1] r2YtH[,1௕,2]  r2YtH...1...2...r2YtH...2...2. 
 
1       0.7469260     0.7443447                     0.9633212 
2       0.7469803     0.7454728                     0.9641795 
3       0.7469803     0.7457043                     0.9643352 
4       0.7469803     0.7457579                     0.9643699 
5       0.7469803     0.7457709                     0.9643782 
6       0.7469803     0.7457741                     0.9643802 
7       0.7469803     0.7457748                     0.9643807 
8       0.7469803     0.7457750                     0.9643809 
9       0.7469803     0.7457751                     0.9643809 
10      0.7469803     0.7457751                     0.9643809 
11      0.7469803     0.7457751                     0.9643809 
12      0.7469803     0.7457751                     0.9643809 
13      0.7469803     0.7457751                     0.9643809 
14      0.7469803     0.7457751                     0.9643809 
15      0.7469803     0.7457751                     0.9643809 
 : 
Tabla 5.1. Equivalencia (Tendencia11)as funciones ܿ݋ݒଶሺݐ௛, ݑ௛.ሻ ≡ ݎଶሺݕ௥, ݐ௛ሻ 
 
 
Se compara entonces la tendencia  de las series asociadas con  ݐଵ௔ e  ݐଵ௕  en la parte 
superior y se presenta la función asociada con  ݐଵ௕ ൅ ݐଶ௕ en la parte inferior de la 
gráfica 5.1.  Se aprecia que estas covarianzas son monótonas crecientes y 
convergentes. ܿ݋ݒଶሺݐଵ௔, ݑଵ௔ሻ es máxima cuando se cuantifica con una (a) 
componentes, mientras que ܿ݋ݒଶሺݐଵଶ௕ , ݑଵଶ௕ ሻ es máxima cuando se cuantifica con 
dos (b) componentes agregadas. 
 
                                                 
11 El superíndice a, b, … indica el número 1, 2, … de componentes usadas en la cuantificación. Se 
distingue así, la primera componente  ݐଵ௔ de ݐଵ௕ derivadas de las matrices cuantificadas. 
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Así, la matriz cuantitativa y cuantificada en el espacio de las Y utilizando dos 
componentes agregadas es: 
 
      ImprtSolic  VrBfnciado     Dictam      Plazo 
 
1917 -0.08002388 -0.20111041  0.6171159 -0.1193743 
2980  0.55121264  0.48977571  0.6171159 -0.6734466 
928  -0.24835362 -0.04541776  0.6171159  2.3772277 
2112 -0.08002388  0.28867271  0.6171159 -0.1193743 
3658  0.55121264 -0.10218070 -1.6167416 -0.1193743 
2617 -0.29043606 -0.43140578  0.6171159 -0.6734466 
388  -0.39564214 -0.79306682  0.6171159 -0.6734466 
3952  3.07615875  3.43496157 -1.6167416 -0.1193743 
3841  0.86683091  0.42814737  0.6171159  2.3772277 
1639 -1.34249693 -1.49854911  0.6171159  2.3772277 
2326  0.34080047  0.85630214  0.6171159 -0.1193743 
2945 -0.30095667 -0.85793875 -1.6167416 -0.1193743 
1038 -0.81646649 -0.52547008  0.6171159 -0.1193743 
999  -0.08002388 -0.10542430  0.6171159 -0.6734466 
2206 -0.08002388  0.05026834  0.6171159 -0.6734466  
 : 
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Gráfica 5.1. Tendencia de ܿ݋ݒ2ሺݐ, ݑሻ bajo cuantificación con a y b componentes 
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Mientras que, la base de datos conteniendo tanto las variables cuantitativas como 
las cuantificadas  con dos componentes en el espacio de las X es para las primeras 
15 observaciones la siguiente: 
 
 
         AnTrab       Edad      Gastos   Ingresos     Patrim  Registros 
 
1917 -0.8472367 -0.8701936 -0.03248733 -0.3903932 -0.5048723 -0.4467028 
2980 -0.9703996  2.2396992 -1.05618867 -0.2339062 -0.2097840 -0.4467028 
928  -0.6009110 -0.5957913 -1.05618867  0.2114802 -0.5048723 -0.4467028 
2112 -0.8472367 -1.1445959 -1.05618867 -0.8718920 -0.5048723 -0.4467028 
3658 -0.6009110 -1.0531285 -1.05618867 -1.5941401 -0.5048723  2.2335139 
2617 -0.1082596 -0.5957913 -1.05618867 -0.4505806 -0.5048723 -0.4467028 
388   1.4928575 -0.0469867  0.22343801 -0.1376064 -0.5048723 -0.4467028 
3952 -0.3545853 -1.5104656 -0.54433800 -1.5941401 -0.5048723 -0.4467028 
3841 -0.9703996 -1.5104656 -1.05618867  0.2716675  0.1836671 -0.4467028 
1639  2.7244860  1.8738294 -0.54433800 -1.1126414  1.1672949 -0.4467028 
2326 -0.6009110 -0.4128564  0.06988281 -0.1376064 -0.5048723 -0.4467028 
2945 -0.7240739 -1.1445959 -1.05618867 -0.8117047 -0.5048723 -0.4467028 
1038 -0.7240739  0.1359482 -0.54433800 -0.2218687 -0.1507663 -0.4467028 
999   0.6307175  0.5018179  0.22343801 -0.3061310 -0.1114212 -0.4467028 
2206  1.2465318 -0.1384541  0.99121402  0.5605668  0.1836671 -0.4467028 
 
 : 
 
 
      CargPtrim 
 
1917 -0.3504225 
2980 -0.3504225 
928  -0.3504225 
2112 -0.3504225 
3658 -0.3504225 
2617 -0.3504225 
388  -0.3504225 
3952 -0.3504225 
3841 -0.3504225 
1639 -0.3504225 
2326 -0.3504225 
2945 -0.3504225 
1038 -0.3504225 
999  -0.3504225 
2206  2.8471828  
 
 : 
 
 
Observe que para Carga Patrimonial “CargPatrim” el método cuantifica las 
categorías sin y baja con el mismo scoring -0.3504225 mientras que “Plazo” 
presenta cuantificación con orden inverso.  
 
Los scaling asociados a cada una de las categorías de las variables cualitativas se 
presentan en la tabla 5.2 a seguir: 
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Xq : Categorías cuantificadas 
 
Registros si no    
Cuantifcn 2.2335139   -0.4467028     
 
 
CargPtrim sin baja alta   
Cuantifcn -0.3504225 -0.3504225 2.8471828   
 
 
Yq : Categorias Cuantificadas 
 
Dictam positivo negativo    
Cuantifcn 0.6171159 -1.6167416    
 
 
Plazo corto medio largo   
Cuantifcn 2.4003373 -0.1639000 -0.6352217   
 
Tabla 5.2. Variables cualitativas ܺ௤ e ௤ܻ cuantificadas 
 
 
Una vez se tiene la matriz X e Y cuantificada óptimamente, se procede mediante 
validación cruzada a determinar el número de componentes en la regresión PLS2; 
se implementa el algoritmo fVC2 out leave one, y se evalúan los índices más 
importantes: R2, R2vc, RSS, PRESS  
 
R2 
     ImprtSolic VrBfnciado     Dictam       Plazo 
 
[1,]  0.1387317  0.2774524 0.07215094 0.007865552 
[2,]  0.1797241  0.3688513 0.13186347 0.011901559 
 
 
R2vc 
     ImprtSolic VrBfnciado     Dictam       Plazo 
[1,]  0.1079348  0.1627483 0.05427656 -0.006872157 
[2,]  0.1421934  0.2337684 0.10705998 -0.013132506 
 
 
RSS 
       ImprtSolic VrBfnciado   Dictam    Plazo 
[1,]   376.3743   315.7533     405.4700  433.5628 
[2,]   358.4606   275.8120     379.3757  431.7990 
 
 
PRESS 
       ImprtSolic VrBfnciado   Dictam    Plazo 
[1,]   389.8325   365.8790     413.2811  440.0031 
[2,]   374.8615   334.8432     390.2148  442.7389 
 
 
Estos resultados especialmente los PRESS también pueden ser obtenidos a partir 
de la librería pls de R: 
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PRESSr 
           1 comps  2 comps 
 
ImprtSolic 391.9237 375.3475 
VrBfnciado 371.8477 337.0535 
Dictam     413.6782 390.5888 
Plazo      439.9954 442.9060 
 
Note que de la función fVC2, PRESS ~ PRESSr de la librería pls. 
 
Si se tiene especial interés en la variable endógena Dictamen (Dictam), se evalúa 
el menor PRESS= 390,2148 el cual indica que se debe tomar dos componentes 
para la regresión PLS2 asociando a su vez el mayor R2 = 0.1318635 y el mayor 
R2vc = 0.10705998.  Así, tomando dos componentes en la regresión se tiene los 
siguientes resultados: 
 
WH. 
                 [,1]        [,2] 
AnTrab     0.13600030 -0.60443621 
Edad       0.15062740 -0.33469190 
Gastos     0.08971998 -0.16063954 
Ingresos   0.50854993  0.02899684 
Patrim     0.81001932  0.59194955 
Registros -0.04374285  0.47034457 
CargPtrim  0.18465607 -0.12742054 
 
C.H 
                [,1]        [,2] 
ImprtSolic 0.3038173  0.19178036 
VrBfnciado 0.4296541  0.28636669 
Dictam     0.2191017 -0.23146473 
Plazo      0.0723418  0.06017666 
 
T.H[1:10,] 
            [,1]        [,2] 
 [1,] -0.9018726  0.33293371 
 [2,] -0.2234255 -0.28981615 
 [3,] -0.6128035  0.27410466 
 [4,] -1.2799177  0.57525892 
 [5,] -1.7171794  1.63543978 
 [6,] -0.8824937 -0.04286937 
 [7,] -0.3081052 -1.39080636 
 [8,] -1.5894030  0.29676982 
 [9,] -0.2124905  1.21289687 
[10,]  0.9384731 -1.69322794 
   : 
 
Recuerde que ܶ ൌ ܺ ∗ܹܪ. El análisis de redundancias muestra el porcentaje 
promedio de variabilidad explicada en Y a partir de las X; en este ejercicio es 
relativamente bajo, 0.17308; las siguientes regresiones sin intercepto de cada ௥ܻ 
con las omponentes T, permiten obtener los R2 a ser promediados: 
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ଵܻ	~	ܶ	 ∶ ܴଶ ൌ 0.1797	 
  
ଶܻ	~	ܶ	 ∶ ܴଶ ൌ 0.36885 
 
ଷܻ	~	ܶ	 ∶ ܴଶ ൌ 0.13186 
 
ସܻ	~	ܶ	 ∶ ܴଶ ൌ 0.01190 . 
  
Redundancia: 
 
Rd(Yc;t1,t2)= (0.1797+...+0.0119)/4 = 0.1730851 
 
 
El modelo de regresión gnmPLS2 de cada variable respuesta, se obtiene mediante 
los coeficientes B.H asociados a las variables explicativas en X estandarizadas; 
estos están dados a continuación: 
 
 
B.H 
      ImprtSolic   VrBfnciado      Dictam        Plazo 
 
[1,] -0.074599750 -0.114657305  0.16970356 -0.026534447 
[2,] -0.018424124 -0.031126927  0.11047208 -0.009243984 
[3,] -0.003549026 -0.007453252  0.05684019 -0.003176246 
[4,]  0.160067294  0.226804310  0.10471239  0.038534350 
[5,]  0.359622182  0.517542778  0.04046114  0.094219802 
[6,]  0.076913017  0.115896721 -0.11845231  0.025139329 
[7,]  0.031664951  0.042849245  0.06995181  0.005690609 
 
 
Así, el modelo gnmPLS2 estimado para Y3 = Dictam  asociando un R2 = 0.13186 
es de la forma: 
 
ොܻ3 ൌ 0.1697ܣ݊ܶݎܾܽ ൅ 0.1104ܧ݀ܽ݀ ൅ 0.0568ܩܽݏݐ݋ݏ ൅ 0.1047	ܫ݊݃ݎ݁ݏ݋ݏ ൅ 
          0.0404	ܲܽݐݎ݅݉ െ 	0.1184	ܴ݁݃݅ݏݐݎ݋ݏ ൅ 0.0699	ܥܽݎ݃ܲݐݎ݅݉ 
 
 
En la gráfica 5.2 el dictamen positivo (Dict.pos) a la solicitud de crédito favoreció 
aquellos clientes con altos Ingresos, se prefiere en la aprobación clientes con 
mayor antigüedad laboral (AnTrab) y que no presenten Registros; mientras que se 
le niega a aquellos que presentan registros o poca antigüedad laboral. 
 
Así mismo, la decisión de aprobación parece independiente del plazo (tiempo) de 
cancelación.  
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 Comparación usando indicadoras en Y e X 
 
Se procede ahora a desarrollar una regresión PLS2 tomando las indicadoras 
asociadas a las variables cualitativas tanto en Y como en X.  Esto nos permitirá 
comparar con el análisis anterior (proceso de cuantificación) especialmente el 
Análisis de Redundancias y los gráficos de descripción en el primer plano 
factorial. 
 
Se proporcionan las matrices ܻ	݁	ܺ así ampliadas y H=2 como parámetros de 
entrada de la función fPLS2(), para obtener la matriz de componentes T.h.  El 
promedio de los ܴଶ	derivados de las regresiones múltiples sin intercepto de cada 
variable respuesta con las componentes T.h, permiten el cálculo de la redundancia; 
esto es: 
ଵܻ	~	ܶ. ݄	 ∶ 		 ܴଶ ൌ 0.1699495 
 
ଶܻ	~	ܶ. ݄	 ∶ 		 ܴଶ ൌ 0.3456674 
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ଷܻ	~	ܶ. ݄	 ∶ 		 ܴଶ ൌ 0.1511729 
 
ସܻ	~	ܶ. ݄	 ∶ 		 ܴଶ ൌ 0.1511729 
 
ହܻ	~	ܶ. ݄	 ∶ 		 ܴଶ ൌ 0.01428954 
 
଺ܻ	~	ܶ. ݄	 ∶ 		 ܴଶ ൌ 0.001491217 
 
଻ܻ	~	ܶ. ݄	 ∶ 		 ܴଶ ൌ 0.006113028. 
 
Redundancia:  
 
Rd(Y;t1,...,t7)=(0.1699495+...+0.006113028)/7 = 0.1199 = 0.12 
 
 
Se evidencia que el poder explicativo de las dos componentes disminuyó de 0.173 
a 0.12 y será más severa en la medida que crezca el número de variables 
cualitativas y se desarrollen los análisis de regresión involucrando sus indicadoras.  
 
Gráfica 5.3.  Carta  de las variables e indicadoras mediante (w1., c1) ,( w2 , c2) 
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La gráfica 5.3 con las variables dummy muestra que la aprobación a las 
solicitudes de crédito está muy influenciada por la Antigüedad en el trabajo y el 
no registro de los clientes.  Sin embargo esta gráfica no provee suficiente 
información de las variables “Carga patrimonial” y “Plazo” como tal. 
 
 
5.3.  GNM-PLS1 
 
Recuerde que GNM-PLS1 es un caso particular de GNM-PLS2 con r =1, por 
tanto los máximos obtenidos en la sección 5.2.1 son igualmente válidos, 
especialmente para el caso en el cual la variable ܻ es cuantitativa.  En este caso, se 
tiene  equivalencia con NM-PLS1 (Russolillo 2009). 
 
Aquí ya no se requiere la función agregada ݐ௫ puesto que la única variable 
respuesta  y es cuantitativa.  Así, ݑ௬ ൌ ݕ permite cuantificar en un único paso las 
variables cualitativas ෠ܺ௤ , maximizando de acuerdo con [5.4]  ∑ ܿ݋ݎ2ሺݔෝ݌, ݕሻ௣ ; 
mientras que globalmente en el cálculo de H componentes se maximiza el criterio  
∑ 	ܿ݋ݒଶሺݐ௛, ݕሻு௛ୀଵ . 
 
Cuando y es cualitativa, el procedimiento que se podría denominar GNM-PLS1q 
es más interesante pero menos natural ya que las H componentes ortogonales de 
inicio para cuantificar y se obtienen del algoritmo NIPALS y no de la regresión  
PLS-R, aunque después de esta primera cuantificación si toma los recursos de la 
regresión invocando reiteradamente la función f.PLS1.  Se presenta esta propuesta 
de análisis a continuación. 
 
 
5.3.1.  GNM-PLS1q 
 
Se asume como caso de interés que la única variable Y es cualitativa mientras que 
en X se encuentran las submatrices ܺ௤ con q variables cualitativas y ܺ௞ con k 
variables cuantitativas. El algoritmo descansa en el PLSR y es denominado GNM-
PLS1q(), y requiere para su inicio determinar las componentes ortogonales t para 
la cuantificación de Y, cuyo número está determinado por el rango a de la matriz 
cuantitativa ܺ௞ .  
 
Una forma de encontrar la matriz T conteniendo las componentes ortogonales, 
consiste en obtener ܪ ൑ ܽ componentes ݐ௛ de la descomposición singular vía 
NIPALS de la matriz ܺ௞ , y proceder luego a conformar una cuantificación 
agregada inicial ௤ܻ௖ bajo cargas arbitrarias ܿ௛ ൌ 1		∀	݄ . 
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Para obtener ௤ܻ௖ sin orden fcso() o con orden fcco(), se implementan 
adecuadamente en cada ݄ ൌ 1,2, … ,ܪ las ecuaciónes [4.1] y [4.3] del capítulo 
NM-NIPALS, ver anexo B. 
 
Se estandariza la cuantificacion y se recalculan las cargas  ܿ௛	 como los 
coeficientes de regresión de ܻܫݐ	~	ܶ.  Una vez obtenidas las ܿ௛ como las 
correlaciones entre ݐ௛	݁	 ௤ܻ௧ se forma la función de cuantificación con ݄	ሺ൑ ܽሻ 
componentes de la forma  ݐ௫ ൌ ܿଵݐଵ ൅ ⋯൅ ܿ௛ݐ௛ y se entra al ciclo de la 
convergencia dentro del cual se recuantifica Yq y con esta a su vez se cuantifican 
las variables cualitativas en ܺ௤ realizando secuencial y ciclicamente las siguientes 
actividades:   
 
- Con  ݐ௫ se cuantifica  ܻ ∶ ௤ܻ௖ ൌ ௤ܻ௧ normalizada  
- Con ௤ܻ௧	 se cuantifica las ݔ௤ ∶ ݔො௤ normalizadas 
- Conformar la matriz ampliada ܺ ൌ ܺ௞ห ෠ܺ௤   
- Ejecutar fPLS1(Y,X,a) ; ouput: ௛ܶ, ܥ௛  tal que   ݐ௫ ൌ ௛ܶܥ௛ 
 
El pseudo-algoritmo asociado a gnmPLS1q tiene la forma siguiente:  
 
Entrada:  Yq, Xk, Xq, h (componentes cuantificación, ݄ ൑ ܽ) 
Salida: Y,X,wH, cH, tH, bH, R2h, R2vch, Q2h 
 
Inicializa ݐଵ, ݐଶ, … , ݐ௛ vía NIPALS(Xk)  
 con ܿ௛ ൌ 1		∀	݄ se obtiene ௤ܻ௧  
     Conformar  ݐ௫ ൌ ܿଵݐଵ ൅ ܿଶݐଶ ൅ ⋯൅ ܿ௛ݐ௛  ,  con  ܿ௛ ൌ ݎሺ ௤ܻ௧, ݐ௛ሻ/ܵݐ௛ 
Repita 
f.c(tx,yq) = ܻݍݐ    cuantificación estandarizada 
   f.c(ܻݍݐ, ݔ௤) = ݔො௤ cuantificación etandarizada de  las Xq  
   ܺ ൌ ܺ௞ห ෠ܺ௤  , ܻ ൌ ௤ܻ௧  matrices ampliadas 
 
   f.PLS1(Y,X,a) : Th, Ch ; ݐ௛ ൌ ܺ௛ିଵݓ௛ 
       maximización :   ܿ݋ݒଶሺݐ௛, ௛ܻିଵሻ ൌ ܵ2ݐݕ 
    ݐ௫ ൌ ௛ܶܥ௛ 
Hasta convergencia ݓ௛ 
 
f.vc(Y,X,h) : R2h, R2vch,  PRESS         con estos índices de validación Cruzada 
#   se obtienen H compnts para regression-cuntificacion 
retorne: Y,X, wH, tH, cH, bH, S2ty, R2h, R2vch, PRESS 
Fin. 
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Ver algoritmos f.PLS1, fgnmPLS1q, fvc1  bajo R en anexo B; donde ௤ܻ௧ ൌ ܻܫ௧. 
 
En este proceso de cuantificación, todas las variables son estandarizadas 
(incluyendo las cualitativas luego de ser cuantificadas), lo cual induce la 
propiedad de cuantificación invariante para el caso de variables cualitativas con 
sólo dos categorías tanto en Xq como en Yq.  En este caso, independientemente de 
la dimensión de la función de cuantificación ݐ௫௛ ൌ ܿଵݐଵ ൅ ⋯൅ ܿ௔ݐ௔ , el valor que 
toma cada categoría no cambia de una dimensión a otra.  
 
Propiedad. Cuantificacion invariante: Si Yq está conformada por sólo dos 
categorías,  conteniendo g valores de la categoría “A” y n-g valores de la categoría 
“B”, el valor de la cuantificación para “A” es 
 
√݊ െ 1 ටሺ೙ష೒ሻమ೒ ൅ ೙ష೒భൗ 	ൌ √݊ െ 1 ඥሺ݊ െ ݃ሻ݊ ݃⁄ൗ    
 
mientras que para la categoría “B” es 
 
െሺ݊ െ ݃ሻ√݊ െ 1/݃ටሺ೙ష೒ሻమ೒ ൅ ೙ష೒భ   . 
 
 
5.3.2.  Aplicación GNM-PLS1q 
 
El bloque de las predictoras cuantitativas ܺ௞ está conformado por cinco variables 
cuantitativas: Antrab (años de trabajo), Edad, Gastos, Ingresos, Patrim 
(patrimonio) y la sub-matriz ܺ௤ conteniendo las predictoras cualitativas 
Registros, CargPtrim (carga patrimonial).  El segundo bloque lo 
constituye la matriz ௤ܻ conteniendo una unica variable endógena cualitativa: 
dictamen notada Dictam.  
 
Variables  
Cualitativas 
Descripción  Categorías
1 2 3 4 5  6
Dictam : Yq  Dictamen  positivo  negativo         
EstCivil  Estado civil  soltero  casado  viudo  separado  divorciado   
Registros  Datacredito  no  si         
TipTrab  Tipo Trabajo  empleado  temporal  autónomo  otros     
Vvda  Tipo vivienda  alquiler  escritura  contrato  ignora  padres  otros 
CargPtrim  Carga patrimonial  sin   baja   alta       
 
Tabla 5.3.  Categorías asociadas a las variables cualitativas en GNM-PLS1q 
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La variable cualitativa de respuesta Yq en este caso Dictamen, y las demás 
variables exógenas cualitativas presentan las categorías dadas en la tabla 5.3. 
 
El objetivo es cuantificar óptimamente la variable dictamen Yq y las dos variables 
cualitativas en Xq vía PLS1, encontrando el modelo de regresión PLS1 que mejor 
explique el dictamen debidamente cuantificado, en función de todas las 7 
variables predictoras, incluyendo las cuantificadas.  
 
El procedimiento gnm PLS1 con variable respuesta cualitativa es realizado bajo R, 
a través de la función fgnmPLS1q(Xk, Xq,Yq, a) donde a es el rango de la matriz 
ܺ௞ y limita el número de componentes en la regresión-cuantificación; las variables 
exógenas cuantitativas se mantendrán en su forma original (excepto por su 
estandarización) 
 
Respecto a la propiedad de cuantificación invariante, en este ejemplo de crédito la 
variable Dictam  contiene g=317 categorías “si” y n-g = 121 “no” fue cuantificada 
con los valores Yq : [0.6171, 0.6171, 0.6171, 0.6171, -1.6167, ...] excepto tal vez 
por signo debido al centramiento. 
 
Este mismo razonamiento aplica para la variable explicativa Registros con dos 
categorías; sin embargo Carga patrimonial también se torna invariante ya que es 
cuantificada por Dictam que a su vez es invariante. 
 
Los resultados derivados del proceso de cuantificación se resumen en la siguiente 
tabla: 
 
Variables  
Cualitativas 
Descripción  Categorias ‐ cuantificadas 
1 2 3 
Dictam : Yq  Dictamen Positivo 
0.6171 
Negativo  
‐1.6167 
 
Registros  Datacredito No 
0.4467 
Si 
‐2.2335 
 
CargPtrim  Carga patrimonial  sin  
‐0.3682 
baja  
‐0.1857 
alta 
2.8434 
 
 
Observe que la variable CargPtrim contiene orden en la cuantificación.  
Simultáneamente al proceso de cuantificación se calcula la función de 
maximización ∑ ܿ݋ݒଶ௛ ሺܻ, ݐ௛ሻ con h=1,2 en cada iteración, conllevando como 
consecuencia de la cuantificación invariante a que esta función sea constante con 
valor 0.2762.  Ver gráfica 5.4 para las primeras 20 iteraciones. 
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El modelo PLS1 para Dictam cuantificada respecto a las 7 variables explicativas 
arroja los siguientes índices (h componentes en la regresión (fila)-cuantificación): 
 
R2h  
       [,1]   [,2]   [,3]   [,4] 
[1,] 0.1526 0.1526 0.1526 0.1526 
[2,] 0.1791 0.1791 0.1791 0.1791 
[3,] 0.1812 0.1812 0.1812 0.1812 
[4,] 0.1813 0.1813 0.1813 0.1813 
 
R2vch  
       [,1]   [,2]   [,3]   [,4] 
[1,] 0.1266 0.1266 0.1266 0.1266 
[2,] 0.1445 0.1445 0.1445 0.1445 
[3,] 0.1449 0.1449 0.1449 0.1449 
[4,] 0.1444 0.1444 0.1444 0.1444 
 
PRESSh 
      [,1]  [,2]  [,3]  [,4] 
[1,] 381.7 381.7 381.7 381.7 
[2,] 373.9 373.9 373.9 373.9 
[3,] 373.7 373.7 373.7 373.7 
[4,] 373.9 373.9 373.9 373.9 
 
 
 
+ + + + + + + + + + + + + + + + + + + +
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Gráfica 5.4. Función de maximización asociada a la cuantificación de 
Dictam via gnm PLS1q 
130 
 
 
 
   
 
 
 
Observe que  tanto el coeficiente de determinación R2h como el de cros-validación 
R2vch son invariantes al número a de componentes en la cuantificación.  También 
se aprecia que tomando  H=2 componentes en la regresión PLS1, se tiene un valor  
R2vch= 0.1445  a partir del cual la ganancia en explicación con más componentes 
no es importante; con dos componentes asocia un R2h de 0.1791 y un error de 
predicción PRESSh = 373.9 a partir del cual la disminución no es significativa.  
(Ver gráfica 5.5). 
 
Así, la matriz X cuantificada estandarizada bajo el modelo gnmPLS1 asociado a 
Y=Dictam con H=2 componentes presenta la siguiente estructura para las 15 
primeras observaciones: 
 
 
      Dictam  AnTrab     Edad   Gastos Ingresos  Patrim Registros CargPtrim 
 
1     0.6171 -0.8472 -0.87019 -0.03249  -0.3904 -0.5049    0.4467   -0.3682 
2     0.6171 -0.9704  2.23970 -1.05619  -0.2339 -0.2098    0.4467   -0.3682 
3     0.6171 -0.6009 -0.59579 -1.05619   0.2115 -0.5049    0.4467   -0.3682 
4     0.6171 -0.8472 -1.14460 -1.05619  -0.8719 -0.5049    0.4467   -0.3682 
5    -1.6167 -0.6009 -1.05313 -1.05619  -1.5941 -0.5049   -2.2335   -0.3682 
6     0.6171 -0.1083 -0.59579 -1.05619  -0.4506 -0.5049    0.4467   -0.3682 
7     0.6171  1.4929 -0.04699  0.22344  -0.1376 -0.5049    0.4467   -0.3682 
8    -1.6167 -0.3546 -1.51047 -0.54434  -1.5941 -0.5049    0.4467   -0.3682 
9     0.6171 -0.9704 -1.51047 -1.05619   0.2717  0.1837    0.4467   -0.3682 
10    0.6171  2.7245  1.87383 -0.54434  -1.1126  1.1673    0.4467   -0.3682 
11    0.6171 -0.6009 -0.41286  0.06988  -0.1376 -0.5049    0.4467   -0.3682 
12   -1.6167 -0.7241 -1.14460 -1.05619  -0.8117 -0.5049    0.4467   -0.3682 
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Gráfica 5.5. Comportamiento coeficientes R2h y R2vch 
131 
 
 
 
13    0.6171 -0.7241  0.13595 -0.54434  -0.2219 -0.1508    0.4467   -0.3682 
14    0.6171  0.6307  0.50182  0.22344  -0.3061 -0.1114    0.4467   -0.3682 
15    0.6171  1.2465 -0.13845  0.99121   0.5606  0.1837    0.4467    2.8434 
 :  
 
 
De otro lado, el modelo de regresión gnmPLS1 retorna los coeficientes ܾ௛ 
asociados a las predictoras, tal que el modelo obtenido con ݄ ൌ 2 (col) 
componentes es: 
 
bh 
        [,1]      [,2]      [,3]     [,4] 
[1,] 0.17569  0.217864  0.249369  0.25650 
[2,] 0.08506  0.001632 -0.027228 -0.03194 
[3,] 0.02647 -0.058583 -0.062195 -0.05728 
[4,] 0.13581  0.174387  0.200613  0.19370 
[5,] 0.09635  0.071008  0.066131  0.06663 
[6,] 0.15744  0.261359  0.233200  0.23373 
[7,] 0.04255  0.016812  0.009483  0.00692 
 
ܦෝ݅ܿݐܽ݉ = 0.2179*AnTrab + 0.0016*Edad - 0.0586*Gastos + 
0.1744*Ingresos + 0.0710*Patrim + 0.2614*Registros + 
0.0168*CargPtrim 
 
Este modelo estimado presenta un R2= 0.179 
 
 
 Interpretación :  
 
Si un individuo presenta características similares al cliente 10, el modelo estima  
ܦ෡݅ܿݐܽ݉ ൌ 0.62793, y el crédito le será aprobado, ya que está más cerca de la 
categoría “positivo” cuantificada con 0.6171. 
 
Las correlaciones de ܻ (dictamen) e ܺ con las primeras dos componentes 
permitirán comprender mejor el sentido de las relaciones obtenidas en la 
cuantificación, asociando la gráfica 5.6: 
 
cor(YX,th) 
            [t1]      [t2] 
Dictam    0.3907  0.162571 
AnTrab    0.7073 -0.046380 
Edad      0.6049 -0.503724 
Gastos    0.3375 -0.558617 
Ingresos  0.5317 -0.005332 
Patrim    0.5104 -0.243504 
Registros 0.4668  0.619856 
CargPtrim 0.2621 -0.179132 
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En la gráfica 5.6 y de acuerdo con el modelo gnmPLS1, la variable respuesta 
dictamen (Dictam) presenta correlación positiva con Registros(no), Ingresos y 
AnTrab, características que determinan prácticamente la aprobación.  De otro 
lado, el crédito le es negado especialmente a aquellos clientes que presentan 
Registros(si) y altos Gastos. 
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Gráfica 5.6. Correlaciones de las variables Y, X con t1, t2 
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CAPÍTULO 6 
 
PLS-PM  CON DATOS MIXTOS: NM- PLSPM 
 
 
Los principios básicos del algoritmo NM-PLSR pueden ser extendidos al NM- 
PLSPM con dos bloques ya que el algoritmo es el mismo excepto por las 
restricciones de normalización.  En PLS-PM ଶܻ  puede ser interpretada como la 
estimación  outer del LC asociado con el bloque ܺଶ, así como la estimación inner 
del LC subyacente a ଵܺ por medio del cual los pesos outer ܽଵ ൌ ଵܺᇱ ଶܻ/‖ ଵܺᇱ ଶܻ‖  
son calculados.  Simétricamente, ଵܻ puede ser considerada simultáneamente como 
el estimador outer del LC subyacente a ଵܺ y el estimador inner del LC subyacente 
a ܺଶ.  Este es un paso oculto en el algoritmo PLS-R, el cual en términos del PLS-
PM puede ser interpretado como: el estimador outer en un bloque es usado como 
el estimador inner en el otro bloque. 
 
Esta doble función está justificada por las relaciónes inner  ܼଶ	ߙ	 ଵܻ,  ܼଵ	ߙ	 ଶܻ que 
en terminos NM-PLSR nos permite obtener variables cuantificadas maximizando 
su correlación con el estimador inner de la correspondiente LV; esto es,  
 
maxሼܿ݋ݎሺݔଵ∗, ଶܻሻሽ ≡ maxሼܿ݋ݎሺݔଵ∗, ܼଵሻሽ 
 
maxሼܿ݋ݎሺݔଶ∗, ଵܻሻሽ ≡ maxሼܿ݋ݎሺݔଶ∗, ܼଶሻሽ 
 
Así, se puede establecer que en el modelo NM-PLSR, interpretado como un NM- 
PLSPM de dos bloques, cualquier variable cuantificada es computada como una 
función del estimador inner del correspondiente LC.  Por tanto, extendiendo esta 
idea a más de dos bloques, las componentes inner ௝ܼ son las funciones de 
cuantificación agregadas de dimensión J en cada j-ésimo bloque, con lo cual estos 
procesos se podrían denominar JNM-PLSPM  siendo un caso particular del 
hipotético GNM- PLSPM. 
 
 
6.1.  ALGORITMO NM-PLSPM 
 
El ciclo del algoritmo NM-PLSPM difiere del ciclo estándar del PLS-PM en el 
hecho de que inicia con las estimaciones inner de cada LV, para obtener una 
primera cuantificación de las MV, de acuerdo con Russolillo (2009). 
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Las componentes inner ௝ܼ pueden ser estimadas inicialmente aplicando la funcion 
PLS-PM a las J submatrices cuantitativas de los correspondientes bloques.  Luego 
se obtienen los pesos outer  ݓ௝ según el modo de estimación A o B, para calcular 
las componentes outer ௝ܻ. 
 
A su vez, las componentes outer permiten computar los pesos inner como función 
de las componentes outer, ௝݁,௝ᇱ ൌ ݂ሺ ௝ܻ, ௝ܻᇱሻ, de acuerdo al esquema escogido. 
Finalmente se recalculan las componentes inner y el ciclo itera hasta la 
convergencia de los pesos outer  ݓ௝ . 
 
Pseudo algoritmo NM-PLSPM 
 
Entradas:  ଵܺ, … ௃ܺ; ܥ, ܧݏݍ,݉݋݀݋ 
Salidas:  ෠ܺଵ, … , ෠ܺ௃; ௝ܻ , ௝ܼ , ݓ௝, ߚ௝ 
Inicio ௝ܼ 	∀	݆  
 
1. Iteración (∀	݆) 
 1.1. Cuantificación 
 ෠ܺ௝ ൌ ँሺݔ௝∗, ௝ܼሻ 
 
 1.2. Estimación pesos outer 
 ݓ௝ ൌ 	ቊ
෠ܺ௝ᇱ ௝ܼ 			݉݋݀݋	ܣ
ሺ ෠ܺ௝ᇱ ௝ܺሻିଵ ෠ܺ௝ᇱ ௝ܼ 			݉݋݀݋	ܤ 
  
 1.3. Estimación componentes outer 
 ௝ܻ ൌ ෠ܺ௝ݓ௝ 
 
 1.4. Computación pesos inner 
 ௝݁,௝ᇱ ൌ ݂ሺ ௝ܻ, ௝ܻᇱሻ según esquema 
 
 1.5. Componentes inner 
 ௝ܼ ൌ ∑ ௝ܿ௝ᇱ௃௝ᇱ ௝݁௝ᇱ ௝ܻᇱ 
 
Hasta convergencia de ݓ௝ 
 
2. Coeficientes path 
 ߚ௝ ൌ 	 ሺΞ෠୨′Ξ෠୨ሻିଵΞ෠୨′ ௝ܻ 
 
Fin 
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6.2.  CRITERIO DE OPTIMIZACIÓN: RGCCA   
 
Ya que el criterio para el cual el modo A del algoritmo PLS-PM (ܬ ൐ 2) converge 
es desconocido, el modo A del NM PLS-PM sufrirá los mismos inconvenientes. 
Sin embargo este problema desaparece si  el nuevo modo A es usado, es decir, 
implementando un RGCCA (Tenenhaus et al. 2011) con parámetro de 
regularización ௝߬ ൌ 1 para todos los bloques. Con el nuevo modo A las 
estimaciones outer ௝ܻ no son restringidas a varianza unitaria mientras que los 
pesos ௝ܽ outer si son restringidos a norma 1. (Ver fase C gráfica 6.1). 
 
De acuerdo con [3.27], se demostró que el nuevo modo A PLS-PM,  cuando los 
esquemas factorial y centroide son usados, converge monótonamente al criterio: 
 
ܽݎ݃	݉ܽݔ
௝ܽ ∑ ௝ܿ௞	݃൫ܥ݋ݒሺ ௝ܺ ௝ܽ	, ܺ௞ܽ௞ሻ൯
௃
௝ஷ௞ 				ܾ݆ܽ݋		ฮ ௝ܽฮ ൌ 1  . 
 
que puede ser escrito de acuerdo con [3.23] como 
	
ܽݎ݃	݉ܽݔ
∀ ௝ܽ ∑ ܥ݋ݒሺ ௝ܺ ௝ܽ	, ௝ܼሻ
௃
௝ 				ܾ݆ܽ݋		ฮ ௝ܽฮ ൌ 1  . 
 
En la versión no métrica del nuevo modo A en PLS-PM (NM-RGCCA) la función 
de cuantificación ݔො௣௝ ∝ ࣫ሺ ෨ܺ௣௝, ௝ܼ௦ሻ de las variables cualitativas del grupo j es 
agregada al final de la fase B en el paso B1 como se muestra en la gráfica 6.1, 
cuya consideración particular en la ecuación anterior conlleva el siguiente criterio: 
 
 .
ܽݎ݃	݉ܽݔ
∀ ௝ܽ ∑ ܥ݋ݒ൫ ෠ܺ௝ ௝ܽ	, ௝ܼ൯
௃
௝ ൌ ∑ భ೙ ௝ܽᇱ௝ ෠ܺ௝ᇱ ௝ܼ   
 
ൌ భ೙∑ ܼ࢐ᇱ௝ ෠ܺ௝ ෠ܺ௝ᇱ ௝ܼ/ฮ ෠ܺ௝ᇱ ௝ܼฮ . 
 
ൌ భ೙∑
∑ ሺ௡.௖௢௩ሺ௫ො೛ೕ,௭ೕሻሻమ೛
ට∑ ሺ௡.௖௢௩ሺ௫ො೛ೕ,௭ೕሻሻమ೛
௝  . 
 
ൌ ∑ ඥ∑ ܿ݋ݒଶሺݔො௣௝, ݖ௝ሻ௣௝  . 
 
bajo las restricciones ฮ ௝ܽฮ ൌ 1 y ݒܽݎሺݔො௣௝ሻ ൌ 1. 
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Observe que ෠ܺ௝ contiene tanto las variables cuantitativas ‘originales’ como las 
‘cualitativas’ cuantificadas debidamente estandarizadas. Se maximizan 
݌௝	criterios, cada uno de los cuales es función de la variable escalada; por tanto 
este puede ser optimizado maximizando separadamente: 
 
ܿ݋ݒଶሺݔො௣௝, ݖ௝ሻ . 
  
Es decir, se maximiza la covarianza al cuadrado de cada variable del bloque j con 
su correspondiente componente inner ௝ܼ ∀	݆ , por medio de la función de 
cuantificación ࣫ሺ ෨ܺ௣௝, ௝ܼሻ.  Esto implica que cuando el nuevo modo A es usado, 
optimiza el criterio del modelo con respecto a los parámetros de cuantificación 
para parámetros fijos del modelo (restringidos a norma 1). 
 
 
 
A.  Inicio 
 
A1.   ௝ܺ ൌ ܺ ௝ܿ   cada bloque j contiene inicialmente sólo las variables cuantitativas 
 
Ejecute la fucncion  fRGCCAu(ܺ ௝ܿ, …, ) 
 
A2.  Determine los vectores de pesos outer normalizados  ܽଵ଴	, ܽଶ଴	, … , ܽ௃଴		como 
 
௝ܽ଴ ൌ ቈ൫ ෤ܽ௝଴൯௧ ൤ ௝߬ܫ ൅ ሺ1 െ ௝߬ሻ
1
݊ ௝ܺ
௧ ௝ܺ൨
ିଵ
෤ܽ௝଴቉
ିଵ/ଶ
൤ ௝߬ܫ ൅ ሺ1 െ ௝߬ሻ 1݊ ௝ܺ
௧ ௝ܺ൨
ିଵ
෤ܽ௝଴	. 
 
Para  ݏ ൌ 0, 1, …  (hasta convergencia de todos los  ௝ܽ 	) 
 
 Para  ݆ ൌ 1, 2, … , ܬ   
 
 
B.  Computo de  la componente inner  ࢆ࢐ 
 
Compute las componentes inner de acuerdo al esquema seleccionado: 
 
ݖ௝௦ ൌ ෍ ௝ܿ௞ݓ
௞ழ௝
ൣܥ݋ݒ൫ ௝ܺ ௝ܽ௦	, ܺ௞ܽ௞௦ାଵ൯൧ܺ௞ܽ௞௦ାଵ 	൅	෍ ௝ܿ௞ݓ
௞வ௝
ൣܥ݋ݒ൫ ௝ܺ ௝ܽ௦	, ܺ௞ܽ௞௦൯൧ܺ௞ܽ௞௦  
 
donde ݓሺݔሻ ൌ 1 para  el  esquema Horst, ݔ para  el  esquema  factorial  y  ݏ݅݃݊݋ሺݔሻ   
para el esquema centroide. 
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B1.  Cuantificacion (q‐ésima variable cualitativa ) 
 
ݔො௤ೕ ∝ ࣫൫ ෨ܺݍ௝, ݖ௝௦൯				∀ݍ  ;     ௝ܺ ൌ ሺܺ ௝ܿ| ෠ܺݍ௝ሻ  . 
   
C.    Maximizacion  
 
Implementación fRGCCAu( ௝ܺ , …, ) y obtención componentes outer   ௝ܻ  
Funciones a maximizar según esquema y modo: 
 
          ܽ ௜ܵ௝  : valor absoluto de la covarianza entre  ௜ܻ , ௝ܻ  
          ܴܽ௜௝  : valor absoluto de la correlación entre  ௜ܻ , ௝ܻ  
          ݆ܵ݅ଶ  : cuadrado de la covarianza entre  ௜ܻ , ௝ܻ  
          ܴ݆݅ଶ  : cuadrado de la correlacion entre  ௜ܻ , ௝ܻ  
 
         Recalcule el vector de pesos outer para cada  bloque ࢄ࢐ 
 
   Actualizacion del vector de pesos outer   
 
௝ܽ௦ାଵ 		ൌ ቈሺݖ௝௦ሻ௧ ௝ܺ ൤ ௝߬ܫ ൅ ሺ1 െ ௝߬ሻ 1݊ ௝ܺ
௧ ௝ܺ൨
ିଵ
௝ܺ௧ݖ௝௦቉
ିଵ/ଶ
	ൈ ൤ ௝߬ܫ ൅ ሺ1 െ ௝߬ሻ 1݊ ௝ܺ
௧ ௝ܺ൨
ିଵ
௝ܺ௧ݖ௝௦ 
 
Fin 
 
Fin 
 
 
Gráfica 6.1. Algoritmo NM-RGCCA 
 
 
 
6.3.  ALGORITMO NM-RGCCA 
 
Ya que se tiene datos mixtos en cada bloque j, se obtiene de los datos 
cuantitativos en ௝ܺ. y mediante la función fRGCCAu( ௝ܺ , …, ) las componentes 
inner ௝ܼ y outer  ௝ܻ, que servirán de inicio al proceso de convergencia para la 
cuantificación y maximización respectivamente.  Una vez cuantificadas 
(simultáneamente) y por primera vez las variables cualitativas, éstas se 
yuxtaponen en cada uno de los bloques, ahora denominados ෠ܺ௝ con los cuales se 
obtienen nuevas componentes inner y outer de fRGCCAu(	 ෠ܺ௝., …	,	) para 
recuantificar una vez más; el proceso continua iterando hasta la convergencia de 
los pesos outer ݓ௝. 
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El anexo D corresponde al programa  fnmRGCCA.R elaborado bajo el entorno R, 
el cual contiene la funciones y procedimientos básicos invocando a su vez y en 
cada iteración el programa fRGCCAu.R que suministra las componentes inner y 
outer en este proceso de cuantificación. 
 
Asocia además, una función de maximización de covarianzas o correlaciones de 
las ௝ܻ conectadas (Tenenhaus and Tenenhaus, 2011) de acuerdo con el modo de 
relación A o B y el esquema (centroide, factorial) de estimación de los pesos, 
cuyas tendencias crecientes y convergentes pueden ser graficadas. 
 
 
6.4.  EJEMPLO DE APLICACIÓN 
 
Se retoma la base de datos de créd.438 del apartado 5.2.3. llevándola a la forma  
k-tablas (X.k) la cual contiene la parte cuantitativa (estandarizada) de cada uno de 
tres grupos. El número de variables cuantitativas en cada grupo se asocia en el 
vector pX=c(2,3,2). Así, las cuantitativas del primer grupo son AnTrab y Edad, 
del segundo grupo Gastos, Ingresos y Patrim; y las del tercer grupo son 
ImprtSolic, VrBfnciado.  
 
Las variables cualitativas asociadas con cada grupo se encuentran en el objeto Q 
tipo lista, y su posible orden en oQ.  El primer grupo se refiere a la capacidad 
socio-económica “capSEC” asociando las variables Vivienda, Estado civil y Tipo 
de trabajo; el segundo describe la situación de las finanzas “sitFnza” mediante las 
variables Registros y Carga patrimonial; y el tercero a las características del 
crédito “carCred” conteniendo las variables Dictamen y Plazo;  los bloques uno y 
dos esta conectados entre sí, y además cada uno conecta con el grupo 3 que hace 
las veces de grupo de respuesta o grupo ܻ. 
 
Luego de conformar las bases para el análisis, se establecen las relaciones inner y 
se determinan los parámetros de entrada para implementar la función 
fnmRGCCA() de acuerdo con el anexo D. 
 
La mejor respuesta al proceso de cuantificación y maximización se dio, bajo el 
nuevo modo A y esquema centroide.  
 
Los resultados obtenidos se describen a continuación: 
 
139 
 
 
 
 
 
 
 
 
De acuerdo con Tenenhaus and Tenenhaus (2011), la función a maximizar bajo 
estas características es ݐ݆ܽܵ݅ ൌ ∑ ܥ݋ݒሺ௝,௞,௝ஷ௞ ௝ܺ ௝ܽ	, ܺ௞ܽ௞ሻ, la cual se obtiene en 
cada iteración formando la serie: 
 
taSij  
         
2.044401 2.081559 2.082557 2.082597 2.082599 2.082599 2.082599 
2.082599 2.082599 2.082599 2.082599 2.082599 2.082599 2.082599 
2.082599   ... 
 
cuya gráfica 6.2 muestra la tendencia creciente y convergente de la misma. 
 
La matriz (tipo k tablas) Xc conteniendo las variables cuantitativas y las 
cualitativas cuantificadas por grupos, se describe a continuación para los primeros 
15 registros: 
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Gráfica 6.2.  Maximización del valor absoluto de las covarianzas outer 
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X1 grupo1 cuantificado(Vivienda, Estado Civil, Tipo de Trabajo) 
 
         AnTrab       Edad    Vvienda   EstCivil    TipTrab 
 
1917 -0.8472367 -0.8701936 -0.6194066  0.6144445  0.1105492 
2980 -0.9703996  2.2396992  1.0197741  0.6144445 -1.0838542 
928  -0.6009110 -0.5957913 -1.0748421 -1.6090718  1.1472060 
2112 -0.8472367 -1.1445959 -1.3670905 -1.6090718  0.1105492 
3658 -0.6009110 -1.0531285 -0.6194066  0.6144445  1.1472060 
2617 -0.1082596 -0.5957913 -1.3670905 -1.6090718  0.1105492 
388   1.4928575 -0.0469867 -1.3670905  0.6144445  0.1105492 
3952 -0.3545853 -1.5104656 -1.3670905 -1.6090718 -1.0838542 
3841 -0.9703996 -1.5104656 -1.3670905 -1.6090718  0.1105492 
1639  2.7244860  1.8738294  1.0197741  0.6144445  1.1472060 
2326 -0.6009110 -0.4128564 -0.6194066  0.6144445  0.1105492 
2945 -0.7240739 -1.1445959 -1.3670905 -1.6090718  0.1105492 
1038 -0.7240739  0.1359482  1.0197741  0.6144445  0.1105492 
999   0.6307175  0.5018179  1.0197741  0.6144445  0.1105492 
2206  1.2465318 -0.1384541  1.0197741  0.6144445  0.1105492 
  : 
 
X2 grupo2 cuantificado (Registros,Carga Patrimonial) 
 
          Gastos    Ingresos     Patrim  Registros  CargPtrim 
 
1917 -0.03248733 -0.39039325 -0.5048723  0.4467028 -0.4571491 
2980 -1.05618867 -0.23390615 -0.2097840  0.4467028 -0.4571491 
928  -1.05618867  0.21148019 -0.5048723  0.4467028 -0.4571491 
2112 -1.05618867 -0.87189199 -0.5048723  0.4467028 -0.4571491 
3658 -1.05618867 -1.59414011 -0.5048723 -2.2335139 -0.4571491 
2617 -1.05618867 -0.45058059 -0.5048723  0.4467028 -0.4571491 
388   0.22343801 -0.13760641 -0.5048723  0.4467028 -0.4571491 
3952 -0.54433800 -1.59414011 -0.5048723  0.4467028 -0.4571491 
3841 -1.05618867  0.27166753  0.1836671  0.4467028 -0.4571491 
1639 -0.54433800 -1.11264137  1.1672949  0.4467028 -0.4571491 
2326  0.06988281 -0.13760641 -0.5048723  0.4467028 -0.4571491 
2945 -1.05618867 -0.81170465 -0.5048723  0.4467028 -0.4571491 
1038 -0.54433800 -0.22186869 -0.1507663  0.4467028 -0.4571491 
999   0.22343801 -0.30613097 -0.1114212  0.4467028 -0.4571491 
2206  0.99121402  0.56056678  0.1836671  0.4467028  2.6395132 
  : 
 
X3 grupo3 cuantificado (Dictamen, Plazo) 
 
      ImprtSolic  VrBfnciado     Dictam      Plazo 
 
1917 -0.08002388 -0.20111041  0.6171159  0.6113082 
2980  0.55121264  0.48977571  0.6171159 -1.1217099 
928  -0.24835362 -0.04541776  0.6171159  1.4638141 
141 
 
 
 
2112 -0.08002388  0.28867271  0.6171159  0.6113082 
3658  0.55121264 -0.10218070 -1.6167416  0.6113082 
2617 -0.29043606 -0.43140578  0.6171159 -1.1217099 
388  -0.39564214 -0.79306682  0.6171159 -1.1217099 
3952  3.07615875  3.43496157 -1.6167416  0.6113082 
3841  0.86683091  0.42814737  0.6171159  1.4638141 
1639 -1.34249693 -1.49854911  0.6171159  1.4638141 
2326  0.34080047  0.85630214  0.6171159  0.6113082 
2945 -0.30095667 -0.85793875 -1.6167416  0.6113082 
1038 -0.81646649 -0.52547008  0.6171159  0.6113082 
999  -0.08002388 -0.10542430  0.6171159 -1.1217099 
2206 -0.08002388  0.05026834  0.6171159 -1.1217099 
  : 
 
Q1: Categorías cuantificadas sin orden 
 
Vvienda alquiler escritur contrato Ign.ctto padres otros 
Cuantfcn -0.61940 1.019774 0.04946 -0.84752 -1.3670 -1.074 
 
 
EstCivil soltero casado viudo separado divorciado 
Cuantifcn -1.609071 0.614444 -1.200889 -2.033247 -1.038589 
 
 
TipTrab empleado e.temporal autónomo otros  
Cuantifcn 0.110549 -2.427553 1.1472060 -1.083854  
 
 
 
Q2 : Carga patrimonial (Cptrim) con orden  
 
Registros si no    
Cuantifcn -2.233513 0.4467028    
 
Cargptrim sin baja alta   
Cuantifcn -0.457149 0.865710 2.639513   
 
 
 
Q3:Yq , Plazo (orden - inverso) 
 
Dictam positivo negativo    
Cuantifcn 0.6171159 -1.616741    
 
Plazo corto medio largo   
Cuantifcn 1.463841 0.6113082 -1.121709   
 
 
Los pesos wj de las variables manifiestas asociados con su correspondiente 
componente outer  ௝ܻ  son: 
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wj 
[[1]] 
AnTrab    0.3610312 
Edad      0.4012926 
Vvienda   0.5440429 
EstCivil  0.4651324 
TipTrab   0.4430462 
 
 [[2]] 
Gastos    0.3985440 
Ingresos  0.4793667 
Patrim    0.7234320 
Registros 0.1328105 
CargPtrim 0.2652882 
 
  [[3]] 
ImprtSolic 0.4391587 
VrBfnciado 0.6159320 
Dictam     0.6437321 
Plazo      0.1156567 
 
 
De acuerdo con estos pesos y las cuantificaciones de los grupos se tiene las 
siguientes interpretaciones: 
 
En el grupo 1, se tendrá mayor capacidad socioeconómica ( ଵܻ)  en la medida que 
se tenga más antigüedad en el trabajo, sea propietario de vivienda, trabaje como 
autónomo (o tenga un empleo fijo) y este casado. 
 
Una “buena” situación financiera ( ଶܻ) esta explicada en gran parte por un alto 
valor del patrimonio (Patrim) y de los ingresos, el potencial en gastos, un buen 
cubrimiento por carga patrimonial y el no presentar registro por incumplimiento 
crediticio. 
 
Finalmente en el grupo 3 ( ଷܻ) los “grandes” créditos solicitados (aprobados) se 
caracterizan por presentar un alto valor del bien financiado, un mayor importe 
solicitado, un plazo corto o mediano de cancelación y un dictamen positivo.   
 
B      # coeficientes path 
 
CSE               SitFnciera 
0.03817647        0.48880868 
 
El modelo estructural es de la forma  ଷܻ ൌ 0.0381 ଵܻ ൅ 0.4888 ଶܻ 
asociando un ܴଶ ൌ 0.28 
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Así, una alta capacidad socioeconómica ( ଵܻ) y una buena situación finaciera ሺ ଶܻሻ 
conllevan la aprobación de créditos mayor importe especialmente con 
financiación a corto y mediano plazo. 
 
 
6.4.1.  Funciones de maximización asociadas al procedimiento RGCCA 
 
La base Xc tipo k-tablas debidamente cuantificada es aprovechada para verificar la 
maximización de las funciones de covarianza o correlación de las componentes 
outer según el modo y esquema previamente definidos.  (Ver tabla 3.2). 
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Gráfica 6.3. Funciones de maximización derivadas del RGCCA 
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Los resultados asociados con estas funciones de maximizacion (gráfica 6.3) se 
obtienen del paquete rgcca() de R, de acuerdo con las siguientes salidas: 
 
 
aSij  # valor absoluto covarianza 
  
2.423384 3.992858 4.163707 4.165191 4.165197 4.165197 4.165197 
4.165197  4.165197  4.165197 4.165197   ... 
 
         
Sij2  # cuadrado de la covarianza 
 
1.825536 2.985516 3.037593 3.039481 3.039539 3.039541 3.039541 
3.039541  3.039541  3.039541 3.039541  3.039541  3.039541  ... 
 
 
aRij  # valor absolute correlacion 
 
1.755355 1.837977 1.844616 1.850793 1.858959 1.868679 1.878114 
1.885458 1.890157 1.892749 1.894043 1.894649 1.894922 1.895043 
1.895095 1.895118 1.895127 1.895131 1.895133 1.895134 1.895134 
1.895134  1.895134  1.895134  ... 
 
 
Rij2  # cuadrado correlacion 
 
0.6723603 0.8874474 1.1248367 1.2862779 1.3220382 1.3271518 
1.3279453 1.3280776 1.3281004 1.3281043 1.3281050 1.3281051 
1.3281051   1.3281051  1.3281051  1.3281051    ... 
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CAPÍTULO 7 
 
CONCLUSIONES 
 
 
Después de los desarrollos NM-PLS presentados por Russolillo hacia 2009, se 
indagaba la posibilidad de cuantificar las variables cualitativas en conjuntos de 
datos mixtos mediante k componentes.  A principios de 2014 se creó el proyecto 
denominado GNM-PLS, el cual conserva las variables cuantitativas originales 
(excepto por estandarización) y cuantifica óptimamente las variables cualitativas 
con una función agregada de las primeras k componentes derivadas del propio 
método de análisis. 
 
Se creó GNM-NIPALS cuantificando cada j-ésima variable cualitativa mediante 
la función de reconstitución tipo ACP ߛ௝ ൌ ݌ଵ௝ݐଵ ൅ ⋯൅ ݌௞௝ݐ௞ .  Con este 
procedimiento se maximiza la inercia asociada al plano k-dimensional, 
permitiendo un mayor poder de descripción y conservando la variable cualitativa 
como tal.  El ejemplo vinos permitió determinar que con k=4 componentes en la 
cuantificación se tiene una inercia maximal acumulada del 92.28%. 
 
Con el método de regresión GNM-PLS2 se cuantifican las variables cualitativas 
en los dos conjuntos de datos mixtos ܻ	݁	ܺ.  Las variables cualitativas en la matriz 
de respuesta ܻ se cuantifican mediante la función tipo regresión de las primeras H  
componentes de ܺ,  ߛ௧ ൌ ܿ௤ଵݐଵ ൅ ⋯൅ ܿ௤ுݐு  y viceversa.  Con la base cred.438 
se consiguió con H=2 un máximo de la función de covarianzas: 
∑ ܿ݋ݒଶு௛ ሺݐ௛, ݑ௛ሻ ൌ 0.9643.  La h-ésima componente en el espacio de las ܻ es  ݑ௛.  
 
En este mismo contexto de regresión GNM-PLS2 y como caso particular se creó 
GNM-PLS1q para cuantificar una única variable respuesta ௤ܻ mediante una 
función ߛ௧ como antes, obteniendo la cuantificación ෠ܻ௤ que a su vez cuantifica las 
variables cualitativas predictoras en ܺ, iterando este procedimiento hasta la 
convergencia.  En este caso se maximizó la función ∑ ܿ݋ݒଶு௛ ൫ݐ௛, ෠ܻ௛ିଵ൯ ൌ 0.276 
para H=2 y variable respuesta Dictamen. 
 
Finalmente se desarrolló el método NM-RGCCA que modifica el modo A en NM 
PLS-PM para cuantificar las variables cualitativas de J bloques de datos mixtos. 
Esta función a su vez invoca el método RGCCA para obtener las componentes 
inner ௝ܼ ൌ ∑ ݁௞௞ ௞ܻ  de dimensión J con la cual se cuantifican las cualitativas del 
bloque j.  
146 
 
 
El proceso asocia una función de maximización monótonamente convergente de 
covarianzas o correlaciones de las estimaciones outer ௝ܻ conectadas, de acuerdo 
con el tipo de relación según el nuevo modo A o modo B y el esquema (centroide 
o factorial) de estimación de los pesos. 
 
Luego de formar tres bloques de datos mixtos con la base cred.438, se obtuvo la 
ecuación estructural ଷܻ ൌ 	0.038 ଵܻ ൅ 	0.488 ଶܻ indicando que las Características 
del crédito como Dictamen, Plazo, etc son explicadas con un ܴଶ=0.28 por la 
Capacidad socioeconómica y en especial por la Situación financiera. 
 
A pesar de que que la función de cuantificación inner en NM-RGCCA es de 
dimensión J, es importante resaltar el grado de complejidad que conlleva la 
obtención previa de las componentes outer multidimensionales en cada j-ésimo 
bloque para obtener GNM-RGCCA.  El estudio de estas componentes outer 
limitadas por la dimensionalidad de cada bloque, pueden conllevar además a un 
nuevo marco teórico que se propone como investigación futura. 
 
Para estudios futuros relacionados con GNM-PLS1 y GNM-PLS2 se deben 
analizar contrastes de significación para los coeficientes de regresión.  Además 
será de mucho interés comparar con otra técnicas, por ejemplo la Regresión 
logística basada en distancias versus GNM-PLS1q. 
 
Análogamente, en estudios posteriores relacionados con GNM-NIPALS, es muy 
importante considerar análisis de robustez con observaciones atípicas y datos 
faltantes, así como estabilidad en la representación factorial. 
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ANEXO A 
 
GNM-NIPALS 
 
 
fgnmNIPALS <- function(Xk,Xf,oXf)  # fcXn_p 
{ 
   pXk <- ncol(Xk); pXf <- ncol(Xf); ph <- pXk+pXf ; n <- nrow(Xk) 
   uhi <- matrix(0,ph,ph) # matriz vect_p iniciales 
   U <- matrix(0,ph,ph) 
 
   XC <- cbind(Xk,Xf); MXfC <- matrix(0,n,(ph*pXf)) 
   XfC <- data.frame(MXfC); XfCh <- array(0,c(n,ph*pXf,rXk)) 
 
   ACPnipals <- fnipals(Xk) 
 
   phi <- 1; eps <- 100 
   while(phi <= rXk)   #cuantifica con 1; 1,2;...;1,2,...,phi  
    compals 
   { 
 ph1 <- phi 
 T <- as.matrix(ACPnipals[[1]][,1:phi])  # inicio compals  
        ortog.  
  for(h in 1:phi) 
 {    #* Conformacion inicial de U asociada a T 
     for(j in 1:pXk){ 
   uhi[j,h] <- cor(Xk[,j],T[,h]) 
     } 
 
     for(q in 1:pXf) 
     { 
   if(oXf[q]==1){YIto <- fcco(T[,h],q,Xf)} else 
     {YIto <- fcso(T[,h],q,Xf)}  
   YIt <- sqrt(n/(n-1))*scale(YIto) 
 
   eh <- cor(YIt,T[,h]) # razon de correlacion   
        invariante   
   uhi[pXk+q,h]=eh 
     } 
 
     Nuhi <- sqrt(as.numeric(t(uhi[,h])%*%uhi[,h])) 
     # norma uhi : recobra 1/Lj 
     uh <- uhi[,h]*1/Nuhi ;U[,h] <- uh 
 } #  
       
 for(ej in 1:eps){ #** cuantificn simultanea q v.cualit 
     
    for(q in 1:pXf){ 
  tnhi <- matrix(0,n) 
 
       for(h in 1:phi){ 
      tnh <- as.matrix(U[pXk+q,h]*T[,h])+ tnhi 
      tnhi <- tnh 
  } 
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  if (oXf[q]==1){YIto <- fcco(tnh,q,Xf)} else 
   {YIto <- fcso(tnh,q,Xf)} 
 
  YIt <- sqrt(n/(n-1))*scale(YIto) # estandarizo 
  XC[,pXk+q] = YIt 
    } 
   
    Xh <- as.matrix(XC)  
       
    for(h in 1:phi)   #*** recalculo Ph y th 
    { 
   p.hi <- t(Xh)%*%T[,h] 
      Np.hi <- sqrt(as.numeric(t(p.hi)%*%p.hi)) 
   p.h <- p.hi*1/Np.hi ; U[,h] <- p.h 
 
   t.h <- Xh%*%p.h ; T[,h] <- t.h 
   Xo <- Xh; Xh <- Xo-t.h%*%t(p.h) 
     }   
 
   } # end ej. 
 
   XfC[,((phi-1)*pXf+1):(phi*pXf)] <- XC[,(pXk+1):ph] 
       # v.q cuantif. 
     
 
   # ................. INERCIA-AIE  ...................... 
 
   XCh <- as.matrix(XC) # matriz cuantificada 1.1, 2.2,..., 
        phi.phi 
 
   ACPnipals <- fnipals(XCh) 
   Th <- as.matrix(ACPnipals[[1]][,1:rXk])  
   Uh <- as.matrix(ACPnipals[[2]])  
 
   phc <- 1 
 
   while(phc <= phi)  # recuantifica 1.1;...;pXk.1,...,.pXk 
   { 
      r.ytnh <- matrix(0,pXf,1) 
   
      for(q in 1:pXf){ 
   tnhci <- matrix(0,n) 
 
        for(h in 1:phc){ 
      tnhc <- as.matrix(Uh[pXk+q,h]*Th[,h])+ tnhci 
      tnhci <- tnhc 
   } 
 
   if (oXf[q]==1){YIto <- fcco(tnhc,q,Xf)} else 
   {YIto <- fcso(tnhc,q,Xf)} 
 
   YIt <- sqrt(n/(n-1))*scale(YIto) 
   XCh[,pXk+q] = YIt # cuant intra.phc 
   r.ytnh[q,1] <- cor(YIt,tnhc) 
     } 
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   XfCh[,((phc-1)*pXf+1):(phc*pXf),phi]<- XCh[,(pXk+1):ph] 
 
   acpXCh <- dudi.pca(XCh,scannf=FALSE,nf=ph) 
   acpXChI <-inertia.dudi(acpXCh,row.inertia=TRUE,col.inertia=TRUE) 
 
       cat("\n Componentes en la intra-cuantificn : ",phi,".",phc,"\n") 
   cat("\n Valores propios asociados \n") 
 
 
 
 
 
   print(acpXChI$TOT,2) 
 
   plot(acpXCh$eig,type="h",xlab="ejes",ylab="val_p",xaxp=c(1,3,2)) 
   
   cat("\n Correlacion entre variables y rXk ejes ","\n") 
   print(cor(XCh,Th[,1:phi]))  
 
   cat("\n Correlacion entre v.cuantificadas yc.tnhc ","\n") 
   print(r.ytnh) 
  
   phc1 <- phc+1 ; phc <- phc1 
     
 } # end while phc.  
 
   # ................. Fin AIE  ........................... 
  
  phi <- ph1+1 
 
    } # end while phi 
 
    s.fcXn_p <- list(XfC,XfCh,Th) # XfCh >> XfC: 1.1, 2.2,...,h.h 
    return(s.fcXn_p) 
 
 } # end fgnmNIPALS(). 
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 fnipals <- function(Xii) 
 { 
 p <- ncol(Xii); n <- nrow(Xii) 
 X <- sqrt(n/(n-1))*scale(Xii) 
   
 
 X0 <- X 
 T <- matrix(1,n,p) 
 P <- matrix(1,p,p) 
 
 for(h in 1:p) 
 { 
    t1 <- as.matrix(X0[,1]) 
 
    for(e in 1:50) 
    { 
       P11 <- (t(X0)%*%t1)/(as.numeric(t(t1)%*%t1)) 
         nP11 <- as.numeric(t(P11)%*%P11) 
       P1 <- 1/sqrt(nP11)*P11 # vect norma1izado [matrix] 
       t1 <- X0%*%P1 
    } 
 
    T[,h] <- t1 
    P[,h] <- P1 
    X1 <- X0 - t1%*%t(P1) # deflacta 
    X0 <- X1 
 } 
 
 resT.P <- list(T,P) 
 return(resT.P) 
 
  } # End, Nipals datos completos. 
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ANEXO B 
 
GNM-PLS1q 
 
 
 fgnmPLS1q <- function(Xk,Xq,Yq,oXq,oYq,H,a) 
 { 
  
    n <- nrow(Xk); pXk <- ncol(Xk); pXq <- ncol(Xq) 
    
    XC <- matrix(0,n,pXq); eps=100 
    S2ty <- matrix(0,eps,a) 
 
    Dk <- fnipals(Xk) # descomposicion singular  NIPALS  
    T <- as.matrix(Dk[[1]][,1:H]) # compnts ortogonales 
            
    Yqo <- matrix(0,n,1); q <- 1 
 
    for(h in 1:H) # cuantifcn agregada inicial     
    { 
  if(oYq[q]==1){YIto <- fcco(T[,h],q,Yq)}else 
    {YIto <- fcso(T[,h],q,Yq)} 
  
  Yqc <- YIto + Yqo; Yqo <- Yqc 
    } 
     
    YIt <- scale(Yqc); sT <- sqrt(diag(var(T))) 
    ct <- cor(T,YIt)/sT   # Conformacion C asociada a T 
    tx <- T%*%ct 
     
 
    for(ej in 1:eps)  # parametro estable ¡¡¡¡ 
    {  
   q <-1 
   if (oYq[q]==1){YIto <- fcco(tx,q,Yq)} else 
   {YIto <- fcso(tx,q,Yq)} # cuantif Yq 
 
    Yqt <- scale(YIto) # estandarizo 
    colnames(Yqt) <- colnames(Yq) 
 
       for(q in 1:pXq) 
{ 
    if (oXq[q]==1){XIto <- fcco(Yqt,q,Xq)} else 
    {XIto <- fcso(Yqt,q,Xq)} # cuantif Xq 
 
    XIt <- scale(XIto) # estandarizo 
    XC[,q] = XIt 
  } 
 
  colnames(XC) <- colnames(Xq) 
 
  X <- as.matrix(cbind(scale(Xk),XC)) # matriz X ampliada 
       Y <- Yqt 
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    # .. Maximizacion .. 
 
       f.PLS1 <- fPLS1(Y,X,a) 
     TH <- f.PLS1[[2]]; CH <- f.PLS1[[3]] 
     Yo <- Y 
 
     for (h in 1:a) 
     { 
   th <- TH[,h] 
   S2ty[ej,h] <- cov(th,Yo)^2 
    
   Y1 <- Yo-th%*%t(CH[,h]); Yo <-Y1 
     }  
 
   T <- as.matrix(TH[,1:H]); C <- as.matrix(CH[,1:H]) 
        tx <- T%*%C  
     
   } # end ej. 
    
   f.vc1 <- fvc1(Y,X,a) 
    
   R2h <- f.vc1[[1]]; R2cvh <- f.vc1[[2]]; Q2h <- f.vc1[[3]] 
   PRESSh <- f.vc1[[5]] 
 
  # print(data.frame(R2h,R2cvh,Q2h)) 
  # determine con estos indices, H compnts regresion 
 
   wH <- f.PLS1[[1]]; tH <- T 
  cH <- C; bH <- f.PLS1[[5]]      
  
    r.gnmPLS1q <- list(Y,X,wH,tH,cH,bH,S2ty,R2h,R2cvh,Q2h,PRESSh) 
 
    return(r.gnmPLS1q) 
 
} # end fgnmPLS1q 
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   fPLS1 <-function(Y,X,H) 
   {  
      Xo <- scale(X) # matriz n.p 
       a <- qr(Xo)$rank   # rango de Xo, H <= a 
      Yo <- scale(Y)   # matriz(col)n.1; es equiv sqrt(n/(n-1)) 
  
 pXo <- ncol(Xo); nXo <- nrow(Xo); pYo <- ncol(Yo) 
 
 WH <- matrix(0,pXo,H); TH <- matrix(0,nXo,H) 
 CH <- matrix(0,pYo,H); PH <- matrix(0,pXo,H) 
 BH <- matrix(0,pXo,H) 
 
 for(h in 1:H) # H : nº compon t en la regresion 
 { 
         whi <- t(Xo)%*%Yo/as.numeric(t(Yo)%*%Yo) 
  nwhi <- as.numeric(sqrt(t(whi)%*%whi)) 
 
    wh <- whi/nwhi # de norma 1 
 
    th <- Xo%*%wh/as.numeric(t(wh)%*%wh) 
        s.th2 <- as.numeric(t(th)%*%th) 
    ch <- t(Yo)%*%th/s.th2 
   s.ch2 <- as.numeric(t(ch)%*%ch) 
       
    ph <- t(Xo)%*%th/s.th2 # Los ph no son ortonorm. 
 
    X1 <- Xo -th%*%t(ph) 
    Xo <- X1 
    Y1 <- Yo - th%*%t(ch) 
    Yo <- Y1 
 
    WH[,h]<- wh; TH[,h]<- th; CH[,h]<- ch; PH[,h]<- ph 
 
    BH[,h] <- WH[,1:h]%*%(solve(t(PH[,1:h])%*%WH[,1:h]))%*%CH[,1:h] 
       # coefs Xjz en Yo~c1t1 ; Yo~c1t1+c2t2 ; ... 
 
 }  # end hH 
    # CH == coef de los TH en la regres lm(Yo~TH-1) 
 
 W.H <- WH%*%solve(t(PH)%*%WH) 
       
 r.PLS1 <- list(WH,TH,CH,PH,BH,W.H) 
 return(r.PLS1) 
 
   } # end fPLS1 
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 fvc1 <- function(Y,X,a) #  Validacion Cruzada 
 { 
   n <- nrow(X); pX <- ncol(X); Yz <- scale(Y) 
   mY <- mean(Y); sY <- sqrt(var(Y)) 
  
   R2.h <- matrix(0,a,1); R2vc <- matrix(0,a,1) 
   Q2h <- matrix(0,a,1);  PRESS <- matrix(0,a,1) 
   RSS <- matrix(0,a,1)  
 
   for (h in 1:a) 
   { 
     rg.PLS1 <- fPLS1(Y,X,h) 
        T.h <- rg.PLS1[[2]] 
 
   rgH <- lm(Yz~T.h -1) 
     R2.h[h,1] <- summary(rgH)$r.squared 
     Yze <- fitted(rgH); Ye <- mY+sY*Yze 
        
     RSSh <- t(Y-Ye)%*%(Y-Ye)  # sum(residuo2)   
     
     e_i2o <- 0 
     for (i in 1:n) # one leave out 
     { 
    
  Y_i <- Y[-i,]; X_i <- X[-i,]  
 
   mXi <- colMeans(X_i); sXi <-sqrt(diag(var(X_i)))  
   # mXi,sXi :vect numeric 
   Xiz <- as.matrix((X[i,]-mXi)/sXi)  # matriz (col) 
   mYi <- mean(Y_i); sYi <- sqrt(var(Y_i)) 
    
   PLS1_i <- fPLS1(Y_i,X_i,h) 
      Wh_i <- PLS1_i[[1]] 
      Ch_i <- PLS1_i[[3]] 
      Ph_i <- PLS1_i[[4]] 
 
      W.h_i <- Wh_i%*%solve(t(Ph_i)%*%Wh_i)   # Wh_i* 
      thi <- t(Xiz)%*%W.h_i     
 
      Yvc <- thi%*%t(Ch_i); Yivc <- mYi+sYi*Yvc 
    # estim Yz con V.C  
      e_i2 <- (Y[i,]-Yivc)^2 + e_i2o ;  e_i2o <- e_i2 
     }  # i 
 
     PRESSh <- e_i2; PRESS[h,1] <- e_i2  
     R2vc[h,1] <- as.numeric(1-PRESSh/((n-1)*var(Y))) 
      
     if(h==1){Q2h[h,1]<- 1-PRESSh/(n-1)}else 
  {Q2h[h,1]<- 1-PRESSh/RSSh_1} 
 
     RSSh_1 <- RSSh ;  RSS[h,1] <- RSSh 
 
   } # end h 
 
   r.fvc1 <- list(R2.h,R2vc,Q2h,RSS,PRESS) # Q2h :mal definida?  
   return(r.fvc1) 
 
 } # end fvc1 
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ANEXO C 
 
GNM-PLS2 
 
 
 fGNMpls2 <- function(Xk,Xq,Yk,Yq,oXq,oYq,H,a) 
 { 
    n <- nrow(Xk); eps <- 100 
    pXk <- ncol(Xk); pXq <- ncol(Xq) 
    pYk <- ncol(Yk); pYq <- ncol(Yq) 
    # H <= a; H compnts cuantif, a: compnts regresion  
      
    XC <- matrix(0,n,pXq); colnames(XC) <- colnames(Xq) 
    YC <- matrix(0,n,pYq); colnames(YC)<- colnames(Yq) 
    r2Yt <-matrix(0,eps,a); L1e <-matrix(0,eps,a) 
    S2tu <- matrix(0,eps,a) # 1ª etapa AIB 
     
    Y <- scale(Yk); X <-scale(Xk) 
        
    f.PLS2 <- fPLS2(Y,X,H)  
  U <- f.PLS2[[4]] 
  uy <- rowMeans(U)     # funCuant agregada inicial  
 
       for(q in 1:pXq) # Conformacion de d asociada a U 
       { 
    if(oXq[q]==1){XIto <- fcco(uy,q,Xq)} else 
     {XIto <- fcso(uy,q,Xq)} 
  
     XIt <- scale(XIto); sU <- sqrt(diag(var(U))) 
     du <- cor(U,XIt)/sU 
     uy. <- U%*%du 
      
     if (oXq[q]==1){XIto <- fcco(uy.,q,Xq)} else 
   {XIto <- fcso(uy.,q,Xq)} # cuantif Xq 
     XC[,q] = scale(XIto) 
     
  }  # end q 
      X <- cbind(scale(Xk),XC)   
 
  f.PLS2 <- fPLS2(Y,X,H) 
  T <- f.PLS2[[2]] 
  
  for(q in 1:pYq) # Conformacion de C asociada a T 
       { 
     Yqo <- matrix(0,n) 
     for(h in 1:H) 
     { 
      if(oYq[q]==1){YIto <- fcco(T[,h],q,Yq)} else 
     {YIto <- fcso(T[,h],q,Yq)} 
  
   Yqc <- YIto + Yqo ; Yqo <- Yqc 
     } 
 
     YIt <- scale(Yqc); sT <- sqrt(diag(var(T))) 
     ct <- cor(T,YIt)/sT 
     tx <- T%*%ct 
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     if (oYq[q]==1){YIto <- fcco(tx,q,Yq)} else 
   {YIto <- fcso(tx,q,Yq)} # cuantif Yq 
 
 
   YC[,q] = scale(YIto) 
     
     }  # end q 
 
     Y <- cbind(scale(Yk),YC) 
 
 
     for(ej in 1:eps) # convergencia 
     {  
  R12 <- t(X)%*%Y/(n-1) 
  Rpls <- R12%*%t(R12)  
 
    
   # ..  Maximizacion ..# 
 
  f.PLS2 <- fPLS2(Y,X,a) 
 
     T.h <- f.PLS2[[2]]; C.h <- f.PLS2[[3]] 
     P.h <- f.PLS2[[5]]; Xo <- X; Yo <- Y 
 
     for(h in 1:a)  # a : moderada 
     { 
   ch2 <- sum(C.h[,h]^2) 
   uh. <- Yo%*%C.h[,h]/sqrt(ch2)    # ||c||=1 
   th <- T.h[,h]; s2th <- var(th) 
    
   S2tu[ej,h] <- cov(th,uh.)^2 # == r2Yt== L1e  
 
        r2Yt[ej,h] <- sum(cor(Y,th)^2)*s2th  # equiv  
   L1e[ej,h]<- eigen(Rpls)$values[1]  # 1ª etapa AIB 
 
     X1 <- Xo-th%*%t(P.h[,h]); Y1 <- Yo-th%*%t(C.h[,h]) 
     R12 <- t(X1)%*%Y1/(n-1); Rpls <- R12%*%t(R12) 
   Xo <- X1; Yo <- Y1 
     } 
   
  U <- f.PLS2[[4]] 
 
  for(q in 1:pXq) 
  { 
     sU <- sqrt(diag(var(U))[1:H]) 
     du <- as.matrix(cor(U[,1:H],X[,pXk+q])/sU) 
     uy <- U[,1:H]%*%du 
 
     if (oXq[q]==1){XIto <- fcco(uy,q,Xq)} else 
   {XIto <- fcso(uy,q,Xq)}  # re-cuantif Xq 
     XC[,q] = scale(XIto) 
     
  }  # end q 
 
  X <- cbind(scale(Xk),XC)   
 
  f.PLS2 <- fPLS2(Y,X,H); T <- f.PLS2[[2]] 
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  for(q in 1:pYq) # Conformacion de C asociada a T 
       { 
     sT <- sqrt(diag(var(T))) 
     ct <- as.matrix(cor(T,Y[,pYk+q])/sT) 
     tx <- T%*%ct 
 
 
 
     if (oYq[q]==1){YIto <- fcco(tx,q,Yq)} else 
   {YIto <- fcso(tx,q,Yq)}  # re-cuantif Yq 
     YC[,q] = scale(YIto) 
 
  }  # end q 
 
  Y <- cbind(scale(Yk),YC) 
 
   }  # end ej 
 
   W.h <- f.PLS2[[1]]; T.h <- f.PLS2[[2]]; C.h <- f.PLS2[[3]] 
   U.h <- f.PLS2[[4]]; P.h <- f.PLS2[[5]]; B.h <- f.PLS2[[6]] 
   Wh. <- f.PLS2[[7]]  
 
   r.fGNMpls2 <-list(W.h,T.h,C.h,U.h,P.h,B.h,Wh.,X,Y,S2tu,r2Yt,L1e) 
   return(r.fGNMpls2) 
   
 }  # end fGNMpls2 
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 fPLS2 <- function(Y,X,H) #  H <= a <- rango(X´Y/(n-1))  
      {  
    Yo <- scale(Y) ; Xo <- scale(X) 
    pXo <- ncol(Xo); n <- nrow(Xo); pYo <- ncol(Yo) 
 
    WH <- matrix(0,pXo,H); TH <- matrix(0,n,H) 
    CH <- matrix(0,pYo,H); PH <- matrix(0,pXo,H) 
    BH <- array(0,dim=c(pXo,pYo,H)); UH <- matrix(0,n,H) 
      
    for(h in 1:H) # H : nº compon t en la regresion. 
    { 
  uh <- Yo[,1]  
   
       for (ej in 1:200) 
  { 
       whi <- t(Xo)%*%uh/as.numeric(t(uh)%*%uh) 
       nwhi <- as.numeric(sqrt(t(whi)%*%whi)) 
 
     wh <- whi/nwhi 
      
     th <- Xo%*%wh/as.numeric(t(wh)%*%wh) # datos completos 
   s.th2 <- as.numeric(t(th)%*%th) 
 
     ch <- t(Yo)%*%th/s.th2 
   s.ch2 <- as.numeric(t(ch)%*%ch) 
 
     uh <- Yo%*%ch/s.ch2 
  } 
         
  ph <- t(Xo)%*%th/s.th2 # Los ph no son ortonorm. 
 
  X1 <- Xo -th%*%t(ph); Xo <- X1 
  Y1 <- Yo - th%*%t(ch); Yo <- Y1 
 
  WH[,h]<- wh; TH[,h]<- th; CH[,h]<- ch; PH[,h]<- ph; UH[,h]<-uh  
    
      BH[,,h] <- WH[,1:h]%*%solve(t(PH[,1:h])%*%WH[,1:h])%*%t(CH[,1:h]) 
      # coefs Xjz 
 
   }   # end hH 
  # CH == coef de los TH en la regres lm(Y~TH-1) 
  
   WH. <- WH%*%solve(t(PH)%*%WH) 
       
   r.PLS2 <- list(WH,TH,CH,UH,PH,BH,WH.) 
   return(r.PLS2) 
 
      } # end fPLS2 datos cuantitativos completos 
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 fVC2 <- function(Y,X,a) #  a: compnts regresn  
 { 
    n <- nrow(X); r <- ncol(Y) 
    R2 <- matrix(0,a,r); R2vc <- matrix(0,a,r) 
    RSS <- matrix(0,a,r); PRESS <- matrix(0,a,r)  
    ei2o <- matrix(0,a,r); ei2 <- matrix(0,a,r) 
 
    for(h in 1:a) 
    { 
  rgPLS2 <- fPLS2(Y,X,h)  # estandariza Y,X 
   T.h <- rgPLS2[[2]] 
   
  for(k in 1:r) 
  { 
     Ykz <- scale(Y[,k]); mYk <- mean(Y[,k]); sYk <- sd(Y[,k]) 
     rgk.h <- lm(Ykz~T.h-1) 
   R2[h,k] <- summary(rgk.h)$r.squared 
   Ykze <- fitted(rgk.h) 
   Yke <- mYk + sYk*Ykze 
   RSS[h,k] <- sum((Y[,k]-Yke)^2)  # sum(residuo2)  
         original 
  } 
 
  for(i in 1:n) 
  { 
     Y_i <-Y[-i,]; X_i <-X[-i,] 
     mYi <-colMeans(Y_i); sYi <-sqrt(diag(var(Y_i))) 
     mXi <-colMeans(X_i); sXi <-sqrt(diag(var(X_i))) 
     Xi <- as.matrix(X[i,]); Xiz <- as.matrix((Xi-mXi)/sXi) 
     Yi <- Y[i,] 
   
     rgPLS2_i <- fPLS2(Y_i,X_i,h) 
 
     Wh_i <- rgPLS2_i[[1]]; Th_i <- rgPLS2_i[[2]] 
     Ch_i <- rgPLS2_i[[3]]; Ph_i <- rgPLS2_i[[5]] 
 
     W.h_i <- Wh_i%*%solve(t(Ph_i)%*%Wh_i) 
     thi <- t(Xiz)%*%W.h_i 
     
     Yvc <- thi%*%t(Ch_i); Yivc <- mYi+sYi*Yvc 
     ei2[h,] <-(Yi-Yivc)^2 + ei2o[h,] 
        ei2o[h,] <-ei2[h,] 
 
  }  # i 
 
  R2vc[h,] <- as.numeric(1-ei2[h,]/((n-1)*diag(var(Y))))  
  PRESS[h,] <- ei2[h,]  
 
  colnames(PRESS) <- colnames(Y); colnames(RSS)<- colnames(Y) 
  colnames(R2vc) <- colnames(Y); colnames(R2) <- colnames(Y) 
     
    }  # h 
 
    r.fvc2 <- list(R2,R2vc,RSS,PRESS,T.h) 
    return(r.fvc2) 
 
 }  # end fVC2 
 
library(pls) 
 Credt438.plsr <-plsr(Ykqc~Xkqc,scale=TRUE,validation="LOO",ncomp=2) 
 PRESSr <-Credt438.plsr$validation$PRESS  ==   fVC2[[4]] 
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ANEXO D 
 
NM-RGCCA (NM-PLS PM nuevo modo A) 
 
 
    fgnmRGCCA <- function(q,Q,oQ,X.k,C,nameY,Esq,modo)           
    { 
        n <- nrow(X.k[[1]]); ejl <- 40  #; pq <- rep(0,q)   
        Qk <- Q; X. <- X.k 
        taSij <- rep(0,ejl); taRij <- rep(0,ejl) 
        tSij2 <- rep(0,ejl); tRij2 <- rep(0,ejl) 
  
                #.......... k Compnts de inicio y ciclo .......... 
 
         
        pls.RGCCAu <- fRGCCAu(q,X.,C,nameY,Esq,modo)  
  Yk <- pls.RGCCAu[[1]]; Zk <- pls.RGCCAu[[5]] 
 
        ej <- 1 
        while(ej <= ejl) 
        { 
                #........ Pesos variables.q con las compnts........ 
           
           for(j in 1:q)          # bloques 
           { 
      Zkj <- Zk[,j] ; Xj <- X.k[[j]] 
                qj <- ncol(Q[[j]]) 
 
                if(is.null(qj)){next} else 
                { 
   eq <- rep(0,qj)  
 
                  for(h in 1:qj)          # variabls       
                  { 
                     if(oQ[[j]][h]==1)qhc <-fcco(Zkj,h,Q[[j]])else 
                        qhc <- fcso(Zkj,h,Q[[j]]) 
                     eq[h]<- cor(qhc,Zkj) 
                  } 
   ep <- cor(Zkj,Xj); epq <- cbind(ep,t(as.matrix(eq))) 
   neq <- epq/sqrt(sum(epq^2))     # razon correl 
                } 
 
                #....... Cuantificn varbls.q  ....... 
 
                for(h in 1:qj) 
      {              
                   if(oQ[[j]][h]==1)qhc <-fcco(Zkj,h,Q[[j]])else 
                        qhc <- fcso(Zkj,h,Q[[j]]) 
                   Qk[[j]][,h] <- scale(qhc) 
                } 
                colnames(Qk[[j]]) <- colnames(Q[[j]]) 
                X.[[j]] <- cbind(X.k[[j]],Qk[[j]]) 
                 
           }  # fin bloques 
 
           X.c <- X. 
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                        # ..... Componts Cuantifcn ........ 
 
           
  pls.RGCCAu <- fRGCCAu(q,X.c,C,nameY,Esq,modo)   
 
  Yk <- pls.RGCCAu[[1]] 
  Zk <- pls.RGCCAu[[5]] 
               
                                #...... Maximizacion ............. 
 
  a.Sij <- 0 ; a.Rij <- 0; Sij.2 <- 0 ; Rij.2 <- 0 
  covY <- cov(Yk); corY <- cor(Yk) 
 
  for (i in 2:q) 
{  
     for(j in 1:(i-1)) 
               { 
                        aSij <-C[i,j]*abs(covY[i,j])+ a.Sij 
                        aRij <- C[i,j]*abs(corY[i,j])+ a.Rij 
                        Sij2 <- C[i,j]*covY[i,j]^2+ Sij.2 
                        Rij2 <- C[i,j]*corY[i,j]^2+ Rij.2 
 
                        a.Sij <- aSij; a.Rij <- aRij 
                        Sij.2 <- Sij2 ; Rij.2 <- Rij2 
               } 
  } 
  taSij[ej] <- aSij; taRij[ej] <- aRij 
  tSij2[ej] <- Sij2; tRij2[ej] <- Rij2 
 
            ej.u <- ej+1 ;  ej <- ej.u 
 
            print(ej); print(covY) 
       print(aSij); print(Sij2); print(aRij); print(Rij2) 
 
        } #  convergencia 
         
        wj <- pls.RGCCAu[[2]] 
        B <- pls.RGCCAu[[3]] 
        R2 <- pls.RGCCAu[[4]] 
         
        rgnmRGCCA1 <- list(R2,B,wj,Yk,Zk,X.c,taSij,taRij,tSij2,tRij2) 
        return(rgnmRGCCA1) 
 
   }    # end gnmRGCCA 
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 fRGCCAu <- function(q,X.k,C,nameY,Esq,modo) #  
 { 
   n <- nrow(X.k[[1]]); ejl <- 200 
   Y <- matrix(0,n,q); Z <-matrix(0,n,q); e <-matrix(0,q,q) 
   a <- paste("a",1:q,sep=""); Wj <- list(seq(1:q)) 
 
   taSij <- rep(0,ejl); tSij2 <- rep(0,ejl) 
   taRij <- rep(0,ejl); tRij2 <- rep(0,ejl) 
 
   for(j in 1:q)# cualquier inicio conlleva result equiv : 
   { 
 pj <- ncol(as.matrix(X.k[[j]])) 
 aj <- as.matrix(rep(1/sqrt(pj),pj))  #  RGCCA: tao=1 
 
 Y[,j] <- as.matrix(X.k[[j]])%*%aj   
   } 
   colnames(Y) <- nameY 
 
   for(j in 1:q) # positividad 
   { 
 r.j <- cor(Y[,j],X.k[[j]])  
 Sig.r <- sum(sign(r.j)) 
 if(Sig.r <= 0){sYj <- -Y[,j]; Y[,j] <- sYj} 
   } 
   
   ej <- 1 
   while(ej <= ejl) 
   { 
     for(bj in 1:q) 
     { 
  for (i in 2:q){ 
     for(j in 1:(i-1)) 
     { 
       if(C[i,j]==1){ 
    if(Esq==1) e[i,j]<- sign(cov(Y[,i],Y[,j])) #Cntroid 
    if(Esq==2) e[i,j]<- cov(Y[,i],Y[,j])  # Factor 
    if(Esq==3) e[i,j]<- C[i,j]# Horst  
  } 
  e[j,i] <- e[i,j] 
     } 
 } 
 
 Zj <- matrix(0,n) 
  for(i in 1:q){ 
   Z[,bj] <- e[i,bj]*Y[,i]+ Zj ; Zj <- Z[,bj]   # inner 
 } 
 
 Xj <- as.matrix(X.k[[bj]]) 
 
 if(modo[bj]==1){aj_i <- t(Xj)%*%Zj; naj<- sqrt(sum(aj_i^2))}else 
    {aj_i <- solve(t(Xj)%*%Xj)%*%t(Xj)%*%Zj 
     Yoj <- Xj%*%aj_i; naj <-sqrt(var(Yoj))} 
  
     # naj<- sqrt(1/n*t(Zj)%*%Xj%*%aj_i)} 
 
 aj <- aj_i*1/as.numeric(naj) 
 
     # || aj||= 1 tipo RGCCA tao=1, v(Yj)=1 con tao=0 
 
 assign(a[bj],aj) 
 Wj[[bj]] <- get(a[bj]) 
 
 Y[,bj] <- as.matrix(X.k[[bj]])%*%aj  # outer: no stand  
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   # positividad 
 
  r.j <- cor(Y[,bj],X.k[[bj]])  
  Sig.r <- sum(sign(r.j)) 
  if(Sig.r <= 0){sYj <- -Y[,bj]; Y[,bj] <- sYj} 
 
     } # end bj 
 
 # Maximizacion 
 
 a.Sij <- 0; Sij.2 <- 0; a.Rij <- 0; Rij.2 <-0 
 covY <- cov(Y); corY <- cor(Y) 
 
 for (i in 2:q){ 
    for(j in 1:(i-1)) 
    { 
       aSij <- C[i,j]*abs(covY[i,j])+ a.Sij 
  Sij2 <- C[i,j]*covY[i,j]^2+ Sij.2 
  aRij <- C[i,j]*abs(corY[i,j])+ a.Rij 
  Rij2 <- C[i,j]*corY[i,j]^2+Rij.2 
 
  a.Sij <- aSij; Sij.2 <- Sij2 
  a.Rij <- aRij; Rij.2 <- Rij2  
    } 
 } 
 taSij[ej] <- aSij; tSij2[ej] <- Sij2 
 taRij[ej] <- aRij; tRij2[ej] <- Rij2  
 
 ej.u <- ej+1 ;  ej <- ej.u 
 
   } # end while 
 
   rgY3 <- lm(Y[,3]~Y[,-3]-1, data=as.data.frame(Y)) 
   B <- coef(rgY3) 
   R2 <- summary(rgY3)$r.squared 
   
   rfRGCCAu <- list(Y,Wj,B,R2,Z,taSij,tSij2,taRij,tRij2) 
   return(rfRGCCAu) 
 
 } 
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fPLSpm <- function(q,X.k,b,nameY,Esq,modo) # Modo A original
 { 
    n <- nrow(X.k[[1]]); ejl=1000; e <- matrix(0,q,q) 
    Y <- matrix(0,n,q);  Z <- matrix(0,n,q) 
 
    a <- paste("a",1:q,sep=""); wj <- list(seq(1:q)) 
    rXY <- paste("rXY",1:q,sep=""); rj <- list(seq(1:q)) 
    taSij <- rep(0,ejl); tSij2 <- rep(0,ejl) 
    taRij <- rep(0,ejl); tRij2 <- rep(0,ejl) 
 
 
    for(j in 1:q) 
    { 
  Y[,j] <- X.k[[j]][,1]      
    } 
    colnames(Y) <- nameY 
 
    for(j in 1:q) 
    { 
  r.j <- cor(Y[,j],X.k[[j]]) 
  Sig.r <- sum(sign(r.j)) 
  if(Sig.r <0) {sYj <- -Y[,j]; Y[,j] <- sYj} 
 
  if(Sig.r ==0){r.P <- sum(r.j[r.j > 0]) 
     r.N <- sum(r.j[r.j < 0]) 
     if(r.N > r.P){sYj <- -Y[,j]; Y[,j] <- sYj} 
  } 
    } 
    
   ej <- 1 
   while(ej <= ejl) 
   { 
     for(bj in 1:q) 
     { 
 
  for (k in 2:q){ 
     for(j in 1:(k-1)) 
     { 
       if(b[k,j]==1){ 
     if(Esq==1) e[k,j]<- sign(cor(Y[,k],Y[,j])) 
     if(Esq==2) e[k,j]<- cor(Y[,k],Y[,j]) 
     if(Esq==3) e[k,j]<- b[k,j] # Horst  
   } 
   e[j,k] <- e[k,j] 
     } 
  } 
     
  Zo <- matrix(0,n) 
 
  for(k in 1:q) 
{ 
   Zj <- e[k,bj]*Y[,k]+ Zo ; Zo <- Zj 
  } 
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  Z[,bj] <- Zj; sZ2 <- sum(Z[,bj]^2)   # ó scale(Zj) 
 
  Xj <- as.matrix(X.k[[bj]]) 
  if(modo[bj]==1) aj_i <- t(Xj)%*%Z[,bj]*1/sZ2 else 
     aj_i <- solve(t(Xj)%*%Xj)%*%t(Xj)%*%Z[,bj] 
 
   # reg simple Xj~Zj ó aj_i <- cor(X.k[[bj]],Z[,bj])  
   
  Yoj <- Xj%*%aj_i 
  aj <- (1/as.numeric(sqrt(var(Yoj))))*aj_i 
   # ajusto aj t.q v(Yj)=1 
     assign(a[bj],aj); wj[[bj]] <- get(a[bj]) 
   
  Y[,bj] <- Xj%*%aj 
 
  r.j <- cor(Y[,bj],Xj)  
  Sig.r <- sum(sign(r.j)) 
  if(Sig.r <0){sYj <- -Y[,bj]; Y[,bj] <- sYj} 
 
  if(Sig.r ==0){r.P <- sum(r.j[r.j > 0]) 
     r.N <- sum(r.j[r.j < 0]) 
     if(r.N > r.P){sYj <- -Y[,bj]; Y[,bj] <- sYj} 
  } 
 
    }  # end bj 
 
  # Maximizacion 
 
  a.Sij <- 0; Sij.2 <- 0; a.Rij <- 0; Rij.2 <-0 
  covY <- cov(Y); corY <- cor(Y) 
 
  for (i in 2:q){ 
     for(j in 1:(i-1)) 
     { 
        aSij <- C[i,j]*abs(covY[i,j])+ a.Sij 
   Sij2 <- C[i,j]*covY[i,j]^2+ Sij.2 
   aRij <- C[i,j]*abs(corY[i,j])+ a.Rij 
   Rij2 <- C[i,j]*corY[i,j]^2+Rij.2 
 
   a.Sij <- aSij; Sij.2 <- Sij2 
   a.Rij <- aRij; Rij.2 <- Rij2  
     } 
  } 
  taSij[ej] <- aSij; tSij2[ej] <- Sij2 
  taRij[ej] <- aRij; tRij2[ej] <- Rij2  
     ej.u <- ej+1 ;  ej <- ej.u 
 
  } # end while 
   
  rownames(Y) <- rownames(X.k) 
   # wj = aj <- list(a1,a2,a3) 
 
  rgY3 <- lm(Y[,3]~Y[,-3]-1) 
    B3 <- rgY3$coeff 
    R2 <- summary(rgY3)$r.squared 
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    for(j in 1:q) 
   { 
  assign(rXY[j],cor(X.k[[j]],Y[,j])) 
  rj[[j]] <- get(rXY[j]) 
    } 
 
    print(modo) 
    rPLSpmt <- list(Y,wj,rj,B3,R2,Z,taSij,tSij2,taRij,tRij2) 
  
 } # end fPLSpm 
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