Random Medium-Access-Control (MAC) algorithms have played an increasingly important role in the development of wired and wireless Local Area Networks (LANs) and yet the performance of even the simplest of these algorithms, such as slotted-Aloha, are still not clearly understood. In this paper we provide a general and accurate method to analyze networks where interfering users share a resource using random MAC algorithms. We show that this method is asymptotically exact when the number of users grows large, and explain why it also provides extremely accurate performance estimates even for small systems. We apply this analysis to solve two open problems: (a) We address the stability region of non-adaptive Aloha-like systems. Specifically, we consider a fixed number of buffered users receiving packets from independent exogenous processes and accessing the resource using Aloha-like algorithms. We provide an explicit expression to approximate the stability region of this system, and prove its accuracy. (b) We outline how to apply the analysis to predict the performance of adaptive MAC algorithms, such as the exponential back-off algorithm, in a system where saturated users interact through interference. In general, our analysis may be used to quantify how far from optimality the simple MAC algorithms used in LANs today are, and to determine if more complicated (e.g. queuebased) algorithms proposed in the literature could provide significant improvement in performance.
INTRODUCTION
Distributed Medium Access Control (MAC) algorithms, starting from the first version of Abramson's Aloha to the most recent algorithms used in IEEE802.11, have enabled a rapid growth of wired and wireless Local Area Networks (LANs). They aim at efficiently and fairly sharing a resource among users even though each user must decide independently when and how to attempt to use the resource. MAC algorithms have generated a lot of research interest, especially recently in attempts to use multi-hop wireless networks (Mesh and Ad-Hoc networks) to provide low-cost high-speed access to the Internet.
In this paper, we restrict our attention to wireless LANs, where the resource is a single radio channel and where users interact because of interference, i.e., two interfering users cannot transmit simultaneously (in such case we say that they experience a collision). Users willing to use the channel must first probe (or listen to) the channel, and when it is not busy, they can decide to transmit. In other words, we consider CSMA (Carrier Sense Multiple Access) algorithms. However as explained later, the analysis also applies to classical slotted-Aloha.
We may roughly categorize distributed MAC algorithms into two types: (1) Traffic-oblivious algorithms, where users do not use any information on the contents of their own or their neighbors' buffers to decide whether to transmit; (2) Traffic-aware algorithms, where users exchange information on their buffers before deciding to attempt to use the channel. In today's LANs, only simple traffic-oblivious algorithms are used. In spite of their simplicity, these algorithms are extremely difficult to analyze and their performance remains largely open (we outline recent efforts to analyze these algorithms in Sections 3 and 5). As a consequence, we do not know whether they can provide any performance guarantees. This has motivated the recent development of trafficaware algorithms. For example, some researchers have proposed distributed implementations (see e.g. [16] and references therein) of Tassiulas-Ephremides optimal centralized algorithm [18] . In general, the performance of traffic-aware algorithms is easier to analyze than that of traffic-oblivious algorithms, and they should perform better. However they require signaling procedures that are sometimes complicated and that in turn affect the overall performance.
In this paper, we aim at analyzing the performance of traffic-oblivious algorithms used in today's LANs. This analysis is crucial to understand whether the performance gap between these algorithms and optimal schemes is large enough to motivate practical implementations of more elaborated algorithms. We consider a time-slotted system with a fixed number of users sharing a radio channel according to some traffic-oblivious distributed MAC algorithms, namely Alohalike or exponential back-off algorithms. These users interact through interference, and can be either unsaturated, which means that the packets they need to transmit are generated according to some exogenous random processes with fixed rates, or saturated, which means that they always have packets to transmit in their buffers. Unsaturated users model streaming applications, whereas saturated users are more appropriate to model elastic data traffic. For streaming applications, we are interested in packet delays, and then primarily in buffer stability. For data applications, the QoS metric is the user throughput, i.e., the number of packets per second the user can successfully transmit.
Contributions. We provide a generic analysis for predicting the performance of systems with unsaturated or saturated users. We show that this analysis is asymptotically exact when the number of users grows large, and we explain why it also provides extremely accurate performance estimates even for small systems.
(a) Stability of non-adaptive (Aloha-like) MAC algorithms in unsaturated systems. Characterizing the stability region of these kind of systems is notoriously difficult (see a detailed description of the state-of-the-art in Section 3). The difficulty can be illustrated by the fact that the stability condition is sensitive, i.e., it depends not only on the average packet arrival rates, but also on the detailed statistical characteristics of the arrival processes. The stability region has been characterized for small systems only, with two (or sometimes three) users. The main contribution of this paper is to provide a general approximate expression of the stability region for systems with an arbitrary number of users. This approximate stability region is shown to be exact when the number grows large and very accurate when this number is small; it also proves to be insensitive, i.e., it depends on the mean packet arrival rates only. We give approximate expressions in various scenarios depending on the type of interference considered, and on the duration of packet transmissions and collisions:
• In the case of full interference, i.e., when all users interfere with each other, the approximate stability region is particularly simple, even when the packet transmission and the collision durations are greater than one slot.
• In the case of partial interference, i.e., when a user does not necessarily interfere with all other users, the approximate stability region is more complicated and is expressed as a function of the stationary performance of certain loss networks.
(b) Throughput of adaptive MAC algorithms in saturated systems. We outline how to apply the analysis to predict the throughput achieved by saturated users running adaptive algorithms, such as the exponential back-off algorithm, in systems with partial interference. This generalizes and justifies theoretically similar analysis used for systems with full interference, see [3, 5] .
The paper is organized as follows. In Section 2, we present the network and traffic models. In Sections 3 and 4, we analyze the stability of systems with unsaturated users. Section 5 is devoted to the analysis of systems with saturated users. We conclude in Section 6.
NETWORK AND TRAFFIC MODELS
For convenience we consider a system where time is measured in slots so any time interval is measured in multiples of slots.
Network model
We consider a wireless network with a fixed number N of links or users sharing the radio resources (a single channel) using some random MAC protocol. Users are classified by location: users of the same class interfere with and are interfered with by the same set of users.
For simplicity, we assume that if user interferes with user j, then j interferes with user i but our results could be generalized to asymmetric interference. Two interfering users can not simultaneously transmit successfully. If they transmit at the same time, they both experience a collision. Denote by C the set of user classes, and i ∈ c means that user i is of class c. Also denote by Nc the set of classes such that users of these classes interfere with users of class c. If d ∈ Nc, we say that d is a neighbor of class c. Finally we define by Ii the set of users interfering with user i.
An example of such network is the uplink of a cellular system with overlapping cells. In Figure 1 , we present a network with two overlapping cells: it has three different geographic regions, each corresponding to a user class. Class-2 users transmit packets to the access point (AP) 1, so they are neighbors of class-1 users. They also neighbors of class-3 users due to the fact that AP 2 has to acknowledge packets of class-3 users, and these acknowledgment (ack) transmissions interfere with the transmissions by AP 1 of acks of packets of class-2 users. The acks make the interference symmetric. Finally, in this paper, we say that the system has full interference when each user interferes with all other users. Otherwise, we say that the system has partial interference.
Traffic models and performance metrics
We propose two traffic models, depending on the type of applications handled by the network.
Unsaturated users
Each user is assumed to have an infinite buffer. For user i, packets of fixed sizes are stored in a FIFO manner and arrive in this buffer according to an exogenous Markov modulated process that can be represented by a stationary ergodic Markov chain Ai(t) with stationary probability πi(a) of being in state a. The Markov chains Ai(t) are independent across users and take values in a finite space A. When Ai(t) = a, a new packet arrives in the buffer of user i with probability λi,a. The average arrival rate of packets per slot at user i is then λi = P a λi,aπi(a). We use these chains to represent various types of packet inter-arrival processes. The simplest example is that of Bernoulli arrivals, i.e., when the inter-arrivals are geometrically distributed with mean 1/λi: this can be represented by the Markov chain Ai(t) with one state. We could also represent inter-arrivals that are sums or any combinations of geometric random variables. In the following we denote by αi = λi/ P j λj the proportion of traffic generated by user i.
Unsaturated users constitute a convenient model for streaming applications such as voice or video, whose rate is intrinsic. For such applications, the main QoS requirement can be expressed in terms of packet delays, which remain bounded if the system is stable. Here, we consider that the system can be described by a Markov chain, so that stability means the ergodicity of this chain.
Saturated users
A user is said to be saturated when it always has packets in its buffer. This scenario is common in case of elastic data applications when the wireless link is a bottleneck. In this case, the congestion control algorithm tends to saturate the buffer. For such applications, we will be interested in the long term throughput of the users. By definition the throughput of a user is the long term average packet transmission rate achieved by this user.
Medium Access Control algorithms
We consider CSMA (Carrier-Sense-Multiple-Access) protocols, which means that before transmitting, a user senses the channel, and if it is busy it does not start transmitting. In other words, a user cannot interrupt a packet transmission of another user. Nevertheless, collisions are possible when two users have sensed the channel idle, and decided to transmit simultaneously. After the beginning of the successful transmission of a packet, the channel can not be used for L slots (note that we assumed packets with fixed sizes, so that L represents the time to transmit the packet and its MAC ack plus the additional time required for the users to find out and declare that the channel is idle again, in IEEE802.11, this duration is DIFS). Similarly, we denote by Lc the duration of a collision. Lc might be smaller than L (e.g. as in IEEE802.11 with RTS/CTS). Note that our models could be easily generalized to the case where L and Lc are random variables. When needed, to keep the system in a Markovian setting, we will keep track of the remaining time of packet transmissions or collisions. A particular case of the above model is slotted-Aloha [14] , where L = Lc = 1.
In Section 3, we consider non-adaptive random MAC algorithms, where, when the channel is sensed idle, a user attempts to use the channel with a fixed probability. In Section 5, we discuss the performance of adaptive algorithms where the transmission probability depends of the number of successive collisions previously experienced by the user. Today's wireless LANs use the exponential back-off algorithm: after a successful transmission the transmission probability is set to p0, and after experiencing a collision, the transmission probability is divided by 2 (unless it has already reached the minimum probability p02 −m , where usually m = 7).
STABILITY REGION OF NON-ADAPTIVE MAC ALGORITHMS
Consider a fixed number N of unsaturated users. Each user generates packets according to a random process that can be represented by a Markov chain as explained in Section 2.2. When user i has a packet in its buffer, it attempts to use the channel with fixed probability pi. When its buffer is empty, it does not attempt to use the channel.
Full interference -Unit packet duration
We first investigate of the stability region in the case all users interfere with each other and when the packet transmission and collision durations are equal to one slot. This problem has received a lot of attention in the literature in the three last decades. An exact characterization of the stability region has been provided in [13, 15, 19] under general traffic assumptions but only for N = 2 users. For two users, the stability region Λ 2 is defined by: λ ∈ Λ 2 if and only if:
The first (resp. second) condition is obtained assuming that buffer 2 (resp. buffer 1) is saturated. When the number of users is greater than three, the stability region depends not only on the mean arrival rates λi, but also on the other detailed statistical properties of the arrival processes. For example, when N = 3, this is due to the fact that the stability condition for a particular buffer depends on the probability that the two other buffers are empty separately or simultaneously. These probabilities actually depend on the detailed characteristics of the arrival processes, see e.g. [4, 7] . For N = 3 and Bernoulli arrivals, the stability region can be characterized [17] . When the arrivals are not Bernoulli, the system stability region is unknown. When the number of users N exceeds 3, it becomes impossible to derive explicit stability conditions. As shown in [7, 17] , the stability region Λ N is then recursively described as a function of the various stability regions of systems with N − 1 users, Λ N−1 , and of the probabilities that in these systems, some buffers are simultaneously empty. These probabilities are unknown in general, and so is the stability region. The only previous explicit stability result for arbitrary N is given in [1] ; unfortunately, to obtain this stability condition, the author has to assume that the arrival processes of the different users are correlated, which is unrealistic in practice. Some other authors have proposed bounds on the stability region, see e.g. [4, 12] . The basic idea behind all the proposed bounds is that the stability region is decreased when one assumes that some buffers are saturated and this can be quite conservative. Finally, note that when the system is homogeneous in the sense that λi/[pi Q j =i (1 − pi)] does not depend on i, then one can show as in [4] that the stability condition is: λi < pi Q j =i (1 − pj) for all i (in this very specific case, all buffers saturate simultaneously at the stability limit).
Approximate stability regionΛ

N
We now provide an approximate expression of the stability region for a system with an arbitrary number of users. We prove that this approximation is exact when the number of users grows large. The approximate expression is valid for any arrival processes, which indicates that the stability region becomes insensitive when N grows. Finally, we show through theoretical arguments and numerical results that the approximate stability region is actually very tight even for a small number of users, say three.
Roughly speaking, the approximate stability region is obtained assuming that the evolutions of the queues of the various users are independent. Let ∂j [0, 1] N be the set of ρ ∈ R N + such that ∀i, ρi ≤ 1, and ρj = 1. The approximate stability region is the region lying below one of N boundaries ∂jΛ N defined by:
More precisely,Λ N is the set of positive vectors λ such that there exist j and σ ∈ ∂jΛ N with λi < σi for all i. Note thatΛ 2 = Λ 2 , so the proposed approximation is exact when
) be a sequence of vectors of arrival intensities and transmission probabilities. For this sequence, we assume that for any N , infi,j λ 
This assumption is made so as to keep the approximation expression of the stability region simple. Note that as Kleinrock already noticed [11] , the assumption is needed to guarantee a certain efficiency of the system.
The following result compares the stability region Λ N with our proposed approximationΛ N as N gets large. Define 1 N := (1/N, . . . , 1/N ).
WhenΛ N satisfies the property described in Theorem 1, we say that it is an asymptotically exact approximation of the stability region Λ N . A consequence of the above result is that when N grows large, and whatever the arrival processes considered, the set traffic intensities (λ1, . . . , λN ) such that there exist transmission probabilities (p1, . . . , pN ) stabilizing the system is the set M with boundary ∂M:
This result has been conjectured by Tsybakov and Mikhailov in [19] .
How to computeΛ
N
Assume that the distribution of traffic demand α = (αi, i = 1, . . . , N ), is fixed and let us find the limit total arrival ratê
It can be easily shown that at this limit, the user i ⋆ such that ρi⋆ = 1 is: i ⋆ = arg maxi αi(1 − pi)/pi. We deduce the limit arrival rate:ŝ
Accuracy ofΛ
N
How far is the approximate regionΛ N from the actual stability region? Theorem 1 says that the gap tends to 0 when the number N of users grows large. But even for small N ,Λ N is quite an accurate approximation as illustrated in the numerical examples provided later. We can explain this accuracy by remarking that the boundaries of the regions Λ N andΛ N coincide in many scenarios. Remember that Λ N can be interpreted as the stability region one would get if the evolutions of the different buffers were independent. As a consequence, it provides the exact stability condition for scenarios where, in the stability limit, the buffers become independent.
Definition 1 (k-homogeneous directions). A direction (a vector with unit
In the following, without loss of generality, when a direction is k-homogeneous, the corresponding permutation is given by σ(i) = i for all i. Lemma 1. Assume that λ = s × α, where α is a k-homogeneous direction for the system considered. Define
Proof. For k +1 = N , the lemma is equivalent to Proposition 6 in [4] (a less general version of this result was given in [17] , Corollary 4). For k ≤ N , the proof can be made as in [4] , remarking that along direction α, when we increase the overall arrival rate s, then due to k-homogeneity, buffers 1, . . . , k are going to saturate first. So at the stability limit, the buffer evolutions are independent. 2 The above lemma states that the boundaries ofΛ N and Λ N coincide on a set of curves corresponding to particular directions. In case N = 3, Figure 2 gives a schematic illustration of these curves.
Figure 2: Curves where
Numerical examples
We now illustrate the accuracy ofΛ N using numerical experiments. Example 1: First, we consider the case of N = 3 sources, each transmitting with probability 1/3. We vary the relative values of the arrival rates at the various queues:
and λ3 = λ/x. We vary x from 1 to 50. It can be shown that the approximate stability condition is
.
In Figure 3 (left), we compare this limit to the actual stability limit found by simulation with Bernoulli arrivals (Simulation 1) and hyper-geometric arrivals (Simulation 2). In the latter case, the inter-arrivals for each user i are i.i.d., and an inter-arrival is a geometric random variable with parameter aλi with probability 1/2, and (1 − a)λi with probability 1/2. This increases the variance of inter-arrivals (when a is small the variance scales as 1/a). In the numerical experiment, we chose a = 1/5. Remark that the stability region is roughly insensitive to the distribution of inter-arrivals. This insensitivity has been also observed in the other examples presented in this section. The simulation results have been obtained running the system for about 10 7 packet arrivals. Note finally that the arrival rates are chosen so that the system is not k-homogeneous. Example 2: We make a similar numerical experiment when (p1, p2, p3) = (0.6, 0.3, 0.1). The arrival rates at the three queues are as in Example 1. We vary x from 0.1 and 10. For x < x0 = 47/7, at the boundary ofΛ 3 , queue 3 is saturated (ρ3 = 1); whereas for x ≥ x0, queue 2 is saturated (ρ2 = 1). The approximate stability condition is:
, if x ≥ 47/7.
Figure 3 (center) illustrates the accuracy ofΛ 3 . Example 3: Finally, we illustrate the accuracy ofΛ N when the number of users N grows. Each user is assumed to transmit with probability 1/N and the traffic distribution is such that α1 > αi for all i ≥ 2. Hence, again the system is not k-homogeneous. One can easily show that in this direction, the approximate stability condition is:
In Figure 3 (right), we compare the boundary ofΛ N with that of Λ N when the distribution αi is linearly decreasing with i. Again as expected,ŝ ⋆ provides an excellent approximation of the saturation level in the actual system.
Full interference -Arbitrary packet duration
When the packet transmission and collision durations L and Lc are not equal to 1 slot, the challenges of deriving an exact stability region are similar to those arising when they are equal to 1 slot. As previously, we can provide an approximationΛ
:
The approximate stability regionΛ N L is the set of points lying below one of the boundaries ∂jΛ N l defined by:
ff .
Under the assumptions of Theorem 1 (see the paragraph above Theorem 1), we can show that:
As in the case of unit packet duration, we can show using theoretical arguments and numerical experiments that the approximation is extremely accurate. For example, the notion of k-homogenous directions can be easily extended, and Λ N L is exact in those directions. Due to space limitations, we do not discuss this further here.
Partial interference -Unit packet duration
We now consider the case with partial interference, and denote by Ii the set of users interfering with user i (including i). The packet transmission duration is 1 slot. Again we can provide a accurate approximation of the stability region. This approximate region is denoted byΛ
) and defined by the set of points lying below one of the boundaries ∂jΛ
In the case of partial interference, to state the analog of Theorem 1, we group users according to their arrival and transmission rates, and to their interference properties:
and if its class is identified by v, i.e., i ∈ c(v). The analog of Theorem 1 is:
) is an asymptotically exact approximation of the stability region
Once again the approximation turns out to be very accurate.
Partial interference -Arbitrary packet duration
The case of partial interference and packet transmission and collision durations greater than 1 slot is more complicated than all previous cases. This is due to the fact that the users of various classes do not see the same channel busy periods. For example, the users of class 2 in the network of classes do not hear each other so a user of class 1 may start to transmit in the middle of a transmission made by a user of class 3. In such case, the channel is declared busy by users of class 2 for a period longer than L.
An intermediate loss network
To circumvent this difficulty, we introduce the following loss network (see e.g. [9] for a survey on loss networks). The construction of this network is as follows. For each user class c ∈ C, create a link c of unit capacity. The network has a set R = R1 ∪ R2 of routes.
• Routes in R1 go through a single link, and there is one of such routes per link c ∈ C. These routes represent successful transmissions, i.e., when a client is active on route r = {c} ∈ R1, it means that in the original system, a class-c user is successfully transmitting a packet. When a client starts being active on a route of R1, it remains active for L slots.
• Routes in R2 are any set of neighboring classes, and represent collisions. These routes can be of any length. For example, when there is a client on route r = {c} ∈ R2, it means that in the original system, at least 2 users of class c are transmitting simultaneously and that there is no user of one of the neighboring classes of c currently transmitting. When there is a client on route r = {c, c ′ } ∈ R2, it means that there is at least one user of classes c and c ′ transmitting, and that no user of one of the neighboring classes of c and c ′ (except c, c ′ ) is currently transmitting. When a client starts being active on a route of R2, it remains active for Lc slots.
For the system of Figure 1 , the corresponding loss network is presented in Figure 4 . It has 3 unit-capacity links 1, 2, and 3; R1 = {{1}, {2}, {3}}, R2 = {{1}, {2}, {3}, {1, 2}, {2, 3}, {1, 2, 3}}.
Routes in R 2
Routes in R 1 Figure 4 : The loss network corresponding to the network of Figure 1 .
The state of the loss network n belongs to {0, 1}
|R| . We write nc = 0 when there is no client on any route r containing link c, and nc = 1 if there is at least one client on a route going through link c. We also write nr = 0 or 1 depending on whether or not there is a client on route r. We introduce the clear-to-send functions Sc(n) as follows: Sc(n) = 1 if for all d ∈ Nc, n d = 0, Sc(n) = 0 otherwise. In the original system, when Sc(n) = 1, a class-c user observes an idle channel and none of its neighbors is currently transmitting. In this case, this user can attempt to use the channel.
The evolution of n is discrete in time and is parametrized by a vector ρ = (ρ1, . . . , ρN ) ∈ R N + , where ρi will be naturally interpreted as the proportion of time the buffer of user i is not empty. First introduce Pc (resp. Cc) the probability that only one (resp. more than one) class-c user starts transmitting, and Ec the probability that none of these users starts transmitting:
The service time of a client on a route is deterministic so we have to include the remaining service time to make the loss network Markovian. Denote by dr the residual service time of the client on route r, and assume that dr = 0 means that there is no client on this route. We are now ready to write the transition kernel of the loss network. Consider a transition from state (n, d) to (n ′ , d ′ ). First, the state n ′ has to be feasible: this means that if for any couple of routes r, s such that n ′ r = 1 = n ′ s , then user classes c ∈ r and c ′ ∈ s can not be neighboring classes. Formally, for all c ∈ r and all c ′ ∈ s, then c ′ / ∈ Nc. We gather these conditions together through the function 1 f (n ′ ) equal to 1 if all the conditions are met and 0 otherwise. The transition probability K((n, d), (n ′ , d ′ )) can then be written:
Ks represents the services of clients in the network:
K1 represents the probability that clients arrive on routes in R1. Denote by R1(n, n ′ ) the set of routes in R1 such that if r ∈ R1(n, n ′ ), nr = 0, n 
Similarly, K2 is the probability that routes in R2 become active. Define by R2(n, n ′ ) the set of routes of R2 becoming
Finally, Ke is the probability that routes initially empty in state n remain empty in state n ′ . Define by Re(n, n ′ ) the set of classes c such that there exists no route r in R1(n, n ′ ) ∪ R2(n, n ′ ) such that c ∈ r. Then:
Remark that the expression of the transition kernel is complicated by the fact that the loss network evolves in discrete time. Note also that the arrival rates in the loss network depend on the network state, so that in general, the network loses its reversibility [9] . Hence, its stationary distribution πρ can not be explicitely written. Anyway, the state space of the loss network is rather restricted, so that it is easy to compute πρ numerically. Note that there are cases where the stationary distribution can be accurately approximated.
For example when Lc ≪ L, then we can neglect routes of R2. In such a scenario, writing the balance equations of the loss network with geometrically distributed service times (instead of deterministic), we observe that the network is reversible. This implies that its stationary distribution can be explicitly written and is insensitive to the service time distribution provided that the mean service time L is not changed (see e.g. [10] ). This distribution is then valid for deterministic service times, and it is such that, for all n with nr = 0 if
1 {nr =0} . With this approximation, we recover the stationary distribution identified in [8] to understand the performance of Alohalike algorithms in networks with saturated users, and with negligible collision probability.
From the stationary distribution πρ, we can deduce the service rate of user i ∈ c, γi(ρ):
The above expression is obtained using the cycle formula (see 1.3.2 [2] ).
Approximate stability region
We are now able to defineΛ
), the proposed approximation of the stability region. It is the set of points lying below one of the N boundaries ∂jΛ
The analog of Theorem 1 is:
Stability region of the network of Figure 1
In Figure 5 , we compareΛ
) in the case of the network of Figure 1 . There are 2 users per class, and they all transmit with probability 0.1. We assume that the arrival rates λi for users of classes 1 and 3 are identical, i.e., λ1 = λ2 = λ5 = λ6. The arrival rates for users of class 2 are also identical, λ3 = λ4. We investigate the cases where L = Lc = 2, 10, and 100. Again the approximation is quite accurate. Note also that they are some points in the curves representing the boundary ofΛ N that actually correspond exactly to stability limits of the system (analog of the notion of k-homogenous systems discussed in Section 3.1). This is the case for example for the elbow of the curve for L = 2 (at that point all queues get saturated simultaneously). Total feasible rate at queues 1, 2 Approx., L=2 Approx., L=10 Approx., L=100
Simu., L=2 Simu., L=10 Simu., L=100 
PROOFS OF THEOREMS 1-4
We now prove the results of the previous section. Informally speaking, we prove that when the number of users grows large, the queues attached to the various sources become independent. Assuming independence, we can derive the system stability, and then show that the stability condition obtained approximates that of the original system. The proofs are based on interpreting the system as a system of interacting particles for which we analyze the asymptotic behavior. All the results related to the particle system are postponed to the appendix, and proved in [6] . In the present section, we explain how to use these results. We will prove Theorem 1, and briefly explain how to obtain Theorems 2-4.
Proof of Theorem 1
The limiting regime
Consider a system with N users, and for user i, denote by λ The system can be represented as a system of interacting particles as described in Appendix. Each user i corresponds to a particle whose state X N i (t) at time slot t represents the group v it belongs to, and the length B 
Assume that at time slot t, the empirical measure is ν. If user/particle i in group v is in state x = (v, k), and if its individual environment A N i (t) is a, the probabilities of transition for the next slot are given as follows. The state becomes (v, k + 1) with probability:
and (v, k − 1) with probability: 
At time 0, we apply a random and uniformly distributed permutation to the users so that their initial states become i.i.d.. This operation does not change the stability of the system. Since the system evolves slowly (at speed 1/N ), we accelerate time and define q N i (t) = X N i (⌊N t⌋). The limiting averaged functions defining the particle transitions (see (9) in Appendix) are then:
We can now apply Theorem 6 in Appendix, and conclude that when N grows large, the evolutions of the users become independent. Furthermore, at time t, if Q (v,k) (t) denotes the limiting probability that a user in group v has k packets in its buffer, then thanks to Theorem 7, we have:
For a given v, equations (1) are the Kolmogorov equations corresponding to an M/M/1 queue with time-varying capacity equal to pv exp (−γ(t)) at time t. One can also write the evolution of the workload Vv(t) = P k kQ (v,k) (t) of a queue of group v:
Finally, multiplying by βv and summing over v, we can characterize the evolution of the total workload V (t) = P v βvVv(t) as:
Stability at the limiting regime
We now investigate the stability of the dynamical system (1)- (2) . Assume that P v βvλv < e −1 , in the following we denote by γ(λ) and γ(λ) the unique solutions in (0, 1) and in (1, ∞), respectively, of:
The stability of the dynamical system is given by:
Theorem 5. (a) Assume that: p < γ(λ) and ∀v ∈ V, λv < pv exp(−γ(λ)), (6) then the dynamical system (1)- (2) is globally stable, and p > γ(λ).
(b) If for some v ∈ V, λv > pv exp(−γ(λ)) or if p < γ(λ) then the dynamical system (1)- (2) is unstable.
(c) If p > γ(λ), then the system is not globally stable.
The above theorem states that the stability region of (1)- (2) 
Actually, one can easily prove that Γ(b, V ) is the stability region of a generalized system obtained from (1)- (2) by adding a slot availability probability b to the service rate of group v users; i.e. this service rate becomes bpv exp(−γ(t)). We now provide an alternative representation of Γ(b, v). Define Λ(b, V ) as the subset of R V + whose upper Pareto-boundary is the union of the following surfaces ∂vΛ(b, V ):
We prove that when β, p : 
, βV ). (I − gβ
T ) is a rank one matrix with one nonzero eigenvalue, β, g associated with the eigenvector g. Since P u βugu ≤ P v βvpv < 1, the inverse of df is the positive matrix b −1 exp( β, g )(I + (1 − β, g ) −1 gβ T ) by inspection. f is clearly one-to-one from P to the star-like domain f (P) = Γ(b, V ). Since df is nonsingular it follows that the image of points g in the interior of P are mapped to the interior of f (P) (since f (g + h) − f (g) includes a ball around g by first order approximation) and that points g on the boundary of P are mapped to the boundary of f (P) (again by first order approximation). It is also clear that the upper, respectively lower, boundary of P is mapped to the upper boundary (the union of the ∂vΛ(b, V )), respectively lower boundary of f (P). Moreover, since the inverse of df is a positive matrix, it follows that if α < λ ∈ Γ(b, V ) then α ∈ Γ(b, V ). It follows that the boundaries of f (P) are Pareto boundaries so Λ(b, V ) = Γ(b, V ).
Proof of Theorem 5. The proof is based on the probabilistic interpretation of the dynamical system (1)-(2) as a collection of M/M/1 queues with time-varying capacities.
For two probability measures σ, σ ′ on N, we write σ ≤st
For a collection α = (αv, v ∈ V) of probability measures on N, we also define
Let us now denote by Q α (t) the set of probability measures solution of (1)- (2) 
Proof. The proof of the first statement can be made using standard coupling arguments. It suffices to observe that the arrivals are exogenous so we can make the arrival process identical in both copies of the coupled chains. To prove the second statement, observe that for all v, Q
Part (a): Stability starting from an empty system. We have
is stochastically increasing in time, and γ 0 (t) is a non-decreasing function. This also implies that V 0 (t) increases, and then, by (4):
Remark also that γ 0 (t) converges to some G when t → ∞. From the above equation, we deduce that
v is stable as γ 0 (t) → G and the distribution of queue v is that of an M/M/1 queue with service rate pv exp(−G). Hence, G = P v βvpvλv/(pv exp(−G)) so ξ(G) = λ and finally G = γ(λ). Part (a): Arbitrary initial condition. Denote by α the initial condition, and note that for all t, γ(t) ≤ γ(λ). We first state a further property of a system starting at 0: Q creases faster than γ 0,e (t) to γ(λ). However a linear system decays exponentially fast to steady state so γ 0,e (t) converges exponentially fast to γ(λ) and so does γ 0 (t).
Using our lower bound on ξ(γ α (t)), we conclude that:
However the derivative of γ α (t) is bounded (see (1)), so we conclude ξ(γ α (t)) → ξ(γ(λ)) so γ α (t) → γ(λ). Now as before, if λv < pv exp(−γ(λ)), queue v is stable. Summing over v gives γ(λ) < p.
Part (b):
If we can show that Q 0 v is unstable then Q α v will also be unstable. As previously, γ 0 (t) → G ≤ γ(λ). Suppose some queues in the set S c are unstable while the rest in S are stable. Consequently, v ∈ S iff λv < pve −G , and (−γ(λ) ), then G < γ(λ) and the workload V 0 diverges. If p < γ(λ) then γ α (t) ≤ p < γ(λ) so it follows from (4) that the workload tends to infinity and G < γ(λ).
Part (c):
We just show here that the dynamical system has two fixed points. We have already shown that, if for all v, λv < pv exp(−γ(λ)), and if the system start at 0, then it converges to a fixed point where γ(t) = γ(λ) and where a queue of group v has the same distribution as a stationary M/M/1 queue of arrival rate λv and capacity pv exp(−γ(λ)). Now the second fixed point is obtained as follows. Assume λv < pv exp(−γ(λ)) for all v. Suppose also that the initial condition for queues of group v is the stationary distribution of an M/M/1 queue with arrival rate λv and capacity pv exp(−γ(λ)). Then the derivatives in (1) are all 0 and we have identified a second fixed point. 
Stability of the finite system of queues
To conclude the proof of Theorem 1, we need to relate the stability region of the dynamical system toΛ N . We discuss the case of stability only. The case of instability is proved similarly and left to the reader.
The arrival (resp. transmission) rate of a user i in group v ∈ V is λv/N (resp. pv/N ). Then, in this setting,
is the subset of R V + whose Paretoboundary is the union (over v) of the following surfaces:
One can easily see that for N large enough,Λ N (b, V ) is very close to Λ(b, V ) (their Hausdorff distance is of order 1/N ). From this we deduce that there exists Nǫ, such that for all
We can prove (as done after Theorem 5) that when
. We now consider systems built from our original systems but such that each slot is available for transmission with probability b, i.i.d. over slots. We show the following result by induction on V , and deduce Theorem 1 applying it for b = 1.
"If there exists an ǫ > 0 small enough, such that for N sufficiently large, λ+ǫ·1 ∈Λ N (b, V ), then the system with N queues is stable. Furthermore in such a case, the stationary distributions π N st of such systems constitute a tight family of probability measures."
Let us first prove the result when V = 1. In such case, all the queues are similar, and the system is then homogenous. We haveΛ N (b, 1) = Λ N (b, 1) and the system is stable iff λv < pvb(1 − pv/N ) N−1 . Now assume that λv < pvb(1 − pv/N ) N−1 − ǫ. Then the system with N queues is stochastically bounded by the one we would obtain assuming that all the other queues are saturated. In the latter system, the stationary distribution is that of a Markovian queue of load λv/(pvb(1 − pv/N ) N−1 ) < 1 − αǫ for some α > 0. Tightness follows. Now let us assume that the result is true when |V| ≤ V , and let us prove it when |V| = V + 1. Assume that for N large enough, λ + ǫ 
Consider the stochastically dominant system where all queues of type different than v see saturated queues of type v. For the latter sub-system, in view of (7), we can apply the induction result. We conclude that for N large enough, the dominant system without queues of type v is stable, and that the family of the corresponding stationary distributions π N,v st is tight.
From Theorem 5 applied to the dominant systems without queues of type v, we know that the corresponding limiting system is globally stable. We can then apply Theorem 8 to these systems to characterize the average proportion of slots left idle by the queues of type different than v: when N → ∞, this proportion tends to exp (−σ) where σ is the lower solution of σe −σ .be −βv pv = P u =v βuλu. Now consider a queue of type v in the dominant system. Denote by (S N t , t ≥ 0) its service process. We can make this process stationary ergodic just assuming that initially the system without queues of type v is in stationary regime. The service rate of a queue of type v converges to bpv exp(−σ) exp(−βvpv) when N → ∞. Hence when N is large enough, we have:
, we have for N large enough:
We deduce that in the dominant system, the queue of type v are stable for N large enough, and that their stationary distributions are tight. We conclude the proof noting that the original systems are stochastically dominated by systems that are stable for N large enough, and such that their stationary distributions are tight.
Sketch of proofs of Theorems 2-4
Due to space limitations, the complete proofs of Theorems 2-4 will be given in a separate manuscript. They are similar to that of Theorem 1, and consist in interpreting the system of users as a system of particles. When the packet transmission and collision durations are equal to 1, we use the same particle system as in Theorem 1. In the case of full interaction with arbitrary packet duration, the system of particles in the same as that used in the proof of Theorem 1, but the state of particles is recorded only at certain times, i.e., at the beginning of idle slots, of packet transmissions or collisions. Now in the case of partial interference and arbitrary packet durations, we introduce a global environment process that is exactly the loss network discussed in Section 3.4.1. The state of this loss network represents the set of active classes (a class is active if there is one user of this class currently transmitting). It evolves very rapidly (at rate ∼ 1) compared to the users (who evolve at rate ∼ 1/N ). The system then corresponds exactly to one of the particles systems introduced in Appendix.
THROUGHPUT PERFORMANCE OF MULTI-ACCESS ALGORITHMS
In this section we outline the performance analysis of a system of saturated users running the exponential back-off algorithm, and with partial interference. This generalizes the analysis of systems with full interference done in [5] . Here we only sketch the main idea behind the analysis. Refer to [6] for more details.
The wireless system is represented as a system of particles as described in Appendix. Each user corresponds to a particle whose state X N i (t) records at time t, its class ci ∈ C and its transmission probability p N i (t). There is no individual environment attached to the users, but particles interact with a global environment process Z N which records the set of active classes, i.e., classes such that there is at least one user currently transmitting. We can represent this process as the loss network as defined in Section 3.4.1. The only difference is that here the transition kernel of the loss network evolves, and at time t, it is written as in Section 3.4.1, but replacing the terms Ec, Pc, Cc as follows:
Simple manipulations of the above equations show that the transition kernel of the loss network depends on the empirical measure of the particles. Similarly we can write the transition probabilities of the particles. For example, the probability that a particle i corresponding to a user of class c starts a succesful transmission when in state (c, p
The transitions depend on the current state of the particle, on the empirical measure of the other particles and on the state of the environment process. The framework is then that of the systems considered in the Appendix. Hence we can state that when N tends to ∞, the users become independent, and one may write the differential equations corresponding to the evolution of the distribution of a particle. We can also solve the resulting dynamical system, whose fixed point can lead to an expression of the stationary throughput of users. Unfortunately, for this complicated system, simple performance formulas can not be derived. However, the network performance can be very easily computed numerically, especially if the network has a small number of classes.
In Figure 6 , we present the resulting throughput in the case of the network of Figure 1 . We vary the duration of packet transmission L (Lc = L). Observe that when L = 100 (roughly corresponding to a transmission of a 1000-bytes packet at a rate 54 Mbit/s in IEEE802.11g systems), users of class 2 achieve 5 times less throughput than users of classes 1 and 3. This illustrates and quantifies the known fairness issues of the exponential back-off algorithm in multicell WLANs. 
CONCLUSION
The main contribution of this work was to provide simple approximate expressions for the stability region of nonadaptive MAC protocols. These expressions are proved to be exact when the number of users grows large, and are very accurate in the case of small systems. The problem of characterizing the stability region of MAC protocols has been open for a long time, actually since the introduction of the first version of Aloha systems in 1970, and we believe that we bring considerable light into this issue.
The method used to derive stability regions of non-adaptive algorithms can be applied to predict the performance of adaptive MAC protocols, such as the exponential back-off algorithms. Unfortunately, the analysis does not lead to simple formulas, although it considerably simplifies the problem and allows us to rapidly compute the stationary network performance.
APPENDIX
A. A SYSTEM OF PARTICLES IN VARY-ING ENVIRONMENTS
In this section, we present the asymptotic analysis of a particle systems interacting with a random environment. The results derived here are used in the core of the paper. Their proofs can be found in [6] .
A.1 The particle system
We consider N particles evolving in a state space V × X at discrete time slots t ∈ N. V is a finite set, and X is at most countable. For simplicity we assume the particles are exchangeable. At time t, the state of particle i is X
is fixed, and is used to represent a type of individual environment as explained below. The state of the system at time t is described by the empirical measure ν N (t) ∈ P(X ): The particles interact with a global environment whose state is denoted by Z N (t) at time t. The environment process takes its values in an at most countable state space Z. We assume that the joint evolution of the particles, their individual environment and the global environment is Markovian, i.e., (X N i (t), A N i (t), i = 1, . . . , N, Z N (t), t ≥ 0) is a Markov chain. Next we describe the marginals of the transitions of this Markov chain. In the system we consider, these marginals are sufficient to completely characterize the asymptotic system behaviour when the number of particles grows large. Nevertheless, when N is fixed, the transitions of the particles and of the global environment process may be correlated.
Global environment evolution. The process Z N evolves as follows:
where K N µ is a transition kernel on Z depending on a probability measure µ on P(X ), and where Ft = σ((ν N (0), Z N (0)), · · · , (ν N (t), Z N (t))). In words, Z N is a Markov chain whose transition kernel evolves with the empirical measure of the state of the particle system. Evolution of the particles. We represent the possible transitions for a particle by a finite set S of mappings from X to X . A s-transition for a particle in state x = (v, y) leads this particle to the state s(x) = (v, s(y)). In each time slot the state of a particle has a transition with probability 1/N independently of everything else. If a transition occurs for a particle whose individual environment is in state a ∈ A, this transition is a s-transition with probability F N s (x, ν, a, z), where x, ν, and z are respectively the state of the particle, the empirical measure, and the state of the environment process before the transition. Hence, in this state, a s-transition occurs with probability:
with P s∈S F N s (x, ν, a, z) = 1 for all (x, ν, a, z). Note that, due to (8), the processes A N i (t), Z N evolve quickly while the empirical measure ν N (t) evolves slowly. Remark that the s-transitions of the various particles may be correlated. Finally the process Z N may depend on the transitions of the particles. The particle system is thus in interaction with its environment.
We make the assumptions that the transitions F N s converges to limiting transitions Fs when N tends to ∞. We assume as well that the transition kernels K N α converges to Kα. These technical assumptions can be found in [6] .
In what follows, we characterize the evolution of the system when the number of particles grows. According to (8) , as N → ∞, the chains X N i (t) slow down hence to derive a limiting behavior we define: q N i (t) = X N i ([N t] ). When N → ∞, the environment processes evolve rapidly, and the particles see an average of the environments. We define the average transition rates for a particle in state x = (v, y) by The above theorem states that the trajectories of the particles becomes independent when the number of particles grows large. The independence allows us to derive an explicit expression for the system state evolution. Define Q n (t) = Q(t)({xn}) where X = {xn, n ∈ N}. Q n (t) is the limiting (when N → ∞) probability that a particle is in state xn at time t. The differential equations (10) have a natural simple interpretation, e.g. P s∈S P m:s(xm)=xn Q m (t)F s(xm, Q(t)), is the total mean incoming flow of particles to state xn.
A.3 Stationary regime
We now characterize the stationary behavior of the system in the mean field limit. To do so, we make two additional assumptions: (i) For all N , the Markov chain ((X (11) and such that for all Q ∈ P(D(R + , X )) satisfying (10) , for all n, limt→+∞ Q n (t) = Q n st . Then the asymptotic independence of the particles also holds in the stationary regime, and Qst is the limiting distribution of a particle: 
