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Capitolo1
Introduzione
In questo elaborato, si affronta il problema di che cosa voglia dire, per un
agente reale, decidere razionalmente in condizioni di incertezza. Esaminando
da un punto di vista epistemologico alcuni modelli di teoria della decisione,
difendiamo un punto di vista sulla decisione razionale che una componente
normativa ed una comportamentale. In particolare, si portano delle giustifi-
cazioni a supporto del modello comportamentale di scelta delle alternative
soddisfacenti [satisficing ] di Herbert A. Simon. Ci proponiamo di mostrare
che una forma di massimizzazione non-ottimizzante, come il satisficing, offre
una caratterizzazione normativamente adeguata delle decisioni di un agente
che ha informazioni e capacita` limitate, inserito in un contesto reale.
Un problema di decisione e` modellato generalmente in questo modo: un
agente ha a disposizione delle azioni alternative, ciascuna delle quali porta
a conseguenze diverse in stati del mondo diversi. L’agente sceglie l’azione,
senza sapere qual e` lo stato “vero” del mondo, cioe` quali conseguenze gli
capiteranno realmente. Quando l’agente dispone di una distribuzione di pro-
babilita` sugli esiti delle azioni, parliamo di decisione in condizioni di rischio,
negli altri casi di decisione in condizioni di incertezza, secondo la terminolo-
gia di Knight [22]. In questa tesi, ci interessa prevalentemente la decisione in
condizioni di incertezza.
I quattro modelli che esaminiamo, la massimizzazione dell’utilita` attesa,
prospect theory, il satisficing e la razionalita` ecologica, forniscono dei criteri
per scegliere una fra le azioni a disposizione dell’agente. Questi modelli pos-
3
sono avere sia un’interpretazione normativa, sia una descrittiva: dal punto
di vista normativo, indicano quale azione un agente dovrebbe scegliere, per
comportarsi razionalmente; dal punto di vista descrittivo, invece, predicono
quale azione un individuo reale scegliera`, se posto di fronte al problema.
I due argomenti centrali che usiamo per proporre la massimizzazione
non-ottimizzante di Simon come criterio normativo sono i seguenti:
a) che il valore normativo di un modello non e` indipendente dal suo valore
descrittivo, e
b) che un punto di vista normativo sulla razionalita` individuale e` richiesto
per giustificare l’interazione fra agenti (limitatamente) razionali.
Ci proponiamo di elaborare questi due argomenti mediante il confronto tra i
quattro modelli di decisione razionale che consideriamo.
Le sezioni in cui e` articolato quest’introduzione (capitolo 1) anticipano il
contenuto dei capitoli successivi della tesi. Partiamo da un’analisi del modello
classico di decisione in condizioni di incertezza (massimizzazione dell’utilita`
attesa). Dopo aver presentato le violazioni del modello osservate negli espe-
rimenti, esaminiamo tre modelli di “razionalita` limitata” che attribuiscono
un impatto diverso ai risultati sperimentali: prospect theory, il satisficing e la
razionalita` ecologica. Nelle conclusioni, difendiamo la caratterizzazione della
decisione razionale di Simon.
1.1 Massimizzazione dell’utilita` attesa
Il punto di vista normativo sulla decisione razionale e` generalmente asso-
ciato al criterio di massimizzazione dell’utilita` attesa, che talvolta e` presen-
tato come “la” definizione normativa della razionalita` (ad esempio in [33, p.
466]). Poiche´ il punto di vista che vogliamo proporre e` anch’esso normativo,
ma diverso da quello classico, il modello da cui partiamo e` proprio quello
classico. Fra le giustificazioni della massimizzazione dell’utilita` attesa come
criterio normativo di decisione, consideriamo quelle proposte da Leonard J.
Savage in The Foundations of Statistics (1954) [34].
Nei modelli di utilita` attesa, le preferenze di un agente sulle conseguen-
ze delle azioni e` rappresentata da una funzione di utilita`. L’utilita` attesa di
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un’azione e` la somma delle utilita` delle sue conseguenze, ciascuna pesata per
la sua probabilita`. Secondo il modello classico, un agente razionale sceglie,
fra le azioni a sua disposizione, quella per cui e` massima l’utilita` attesa.
Per giustificare normativamente la massimizzazione dell’utilita` attesa in
condizioni di incertezza, Savage propone un modello matematico (astratto) di
problema di decisione e da` un’assiomatizzazione con sette postulati di razio-
nalita` sulle preferenze di un agente, mediante i quali e` possibile rappresentare
il criterio di massimizzazione. Il modello contiene tutti e soli quegli elementi
che, per Savage, sono rilevanti per la soluzione del problema: stati del mondo,
eventi, conseguenze, azioni e preferenze sulle azioni. Ovviamente, si tratta di
un’astrazione rispetto ai problemi reali di decisione, ma quest’astrazione e`
funzionale alla modellazione matematica.
I postulati, invece, sono delle assunzioni sul tipo di agente e di conte-
sto che il modello intende rappresentare. Essi impongono dei requisiti sulle
preferenze dell’agente tra le azioni. Notiamo che la giustificazione di questi
requisiti e` solamente di tipo normativo, non descrittivo: per Savage, i postu-
lati non descrivono le preferenze rivelate dagli individui reali che prendono
decisioni. Essi caratterizzano invece le preferenze di un agente ideale, che
prende decisioni in un contesto stilizzato (lo small world). Poiche´ rappresen-
tano dei “criteri logici di coerenza” delle preferenze, i postulati sono tali che
un agente idealmente razionale non li violerebbe, e che gli agenti reali che li
violano si correggono, se riconoscono la violazione. In quest’ottica, violare i
postulati significa commettere un errore.
Con i postulati, Savage dimostra il risultato principale (teorema di rap-
presentazione): le preferenze indotte sulle conseguenze sono rappresentabili
con una funzione di utilita`, ed esiste una funzione di probabilita` soggettiva
tale che l’ordinamento delle preferenze tra le azioni corrisponde ad un ordi-
namento secondo l’utilita` attesa. Pertanto, l’agente idealmente razionale che
rispetta i postulati sceglie quell’azione che gli garantisce la massima utilita`
attesa.
Il punto centrale per la nostra analisi e` che la giustificazione del crite-
rio normativo di comportamento passa attraverso l’idealizzazione. In altri
termini, nell’ottica di Savage un individuo reale si comporta in modo nor-
mativamente corretto se le sue decisioni conducono agli stessi risultati che
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otterrebbe un agente ideale, posto di fronte allo stesso problema. Poiche´ sono
importanti i risultati, Savage non pone dei vincoli normativi alle procedure
di decisione usate dagli agenti reali. Dal valore normativo dei postulati, giu-
stificato con degli argomenti di coerenza tra le preferenze, segue il valore
normativo del criterio di massimizzazione dell’utilita` attesa.
1.2 Le violazioni dell’utilita` attesa
Dagli anni Settanta, l’introduzione dell’approccio sperimentale in econo-
mia ha messo a disposizione una grande quantita` di risultati sperimentali
sulla teoria delle decisioni in condizioni di incertezza. La metodologia spe-
rimentale non e` accettata unanimemente dagli economisti, ma sulla validita`
dei risultati che menzioniamo c’e` un accordo piuttosto generale.
Negli esperimenti, la maggioranza dei soggetti tende a manifestare si-
stematicamente preferenze incompatibili con la massimizzazione dell’utilita`
attesa. Gli esempi piu´ noti di situazioni nelle quali gli agenti violano le pre-
dizioni del modello classico sono i “paradossi” di Allais [1] ed Ellsberg [13].
Naturalmente, l’esito dei controlli sperimentali non ha alcuna incidenza
diretta sul valore normativo del modello di Savage. Tuttavia, le violazioni
registrate negli esperimenti sono diffuse, sistematiche e toccano anche alcu-
ni dei postulati centrali della teoria di Savage [46]. Di fronte a questi dati,
possiamo scegliere fra due alternative:
• accettare che il valore normativo del modello classico sia indipendente
dal suo valore descrittivo;
• ritenere che il valore normativo non sia indipendente dal valore descrit-
tivo.
Da un punto di vista epistemologico, ci chiediamo quali effetti abbiano i dati
sperimentali su un modello normativo supportato da giustificazioni a priori
come l’assiomatizzazione di Savage. Le giustificazioni che Savage propone,
infatti, fanno riferimento al comportamento di un agente idealizzato, non
di un individuo reale. Se pero` l’idealizzazione di Savage fa delle assunzioni
incompatibili con il comportamento dimostrato dagli agenti reali, si pone il
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problema del suo valore normativo.
Nella tesi, prendiamo in esame tre modelli di “razionalita` limitata”, ovve-
ro modelli di teoria della decisione costruiti non a partire da un’idealizzazione,
ma dalla considerazione del comportamento osservato negli individui reali. I
tre modelli che consideriamo sviluppano l’una o l’altra delle due opzioni men-
zionate prima. La prima opzione, distinguere nettamente valore normativo e
valore descrittivo, e` quella seguita da Kahneman e Tverksy (prospect theory).
La seconda alternativa, che nega il valore normativo del modello classico, e`
quella seguita da Simon (satisficing) e da Gigerenzer (razionalita` ecologica).
Partiamo da prospect theory, che, nella prospettiva di quest’analisi, e` il
modello piu´ vicino a quello classico.
1.3 Prospect theory
Per gli psicologi Daniel Kahneman e Amos Tversky ([21], [46]), il valore
normativo del modello di massimizzazione dell’utilita` attesa e` indipenden-
te dal suo valore descrittivo. Se si accettano i risultati ottenuti attraverso
gli esperimenti, il modello classico non sembra avere un valore descrittivo.
Le violazioni sistematiche rivelate dai soggetti sperimentali riguardano le as-
sunzioni chiave del modello. Ad esempio, gli individui dimostrano di essere
condizionati pesantemente, nelle loro decisioni, dai termini in cui il problema
e` posto. Di fronte a due rappresentazioni logicamente equivalenti dello stesso
problema, le preferenze possono rovesciarsi (effetti di framing). Questi com-
portamenti violano il principio dell’invarianza, secondo il quale gli agenti si
rappresentano il problema in termini estensionali; questo principio e` chiara-
mente rilevante per poter modellare astrattamente i problemi di decisione,
come fa Savage.
Kahneman e Tversky rilevano che gli individui reali mostrano effetti di
framing, ma ritengono che questi effetti siano comportamenti normativamen-
te indifendibili. La giustificazione che possiamo dare e` questa: un individuo
che cambia le sue preferenze a seconda dei termini in cui un problema gli
viene posto, si espone ad essere sfruttato da chi parte di chi gli presenta il
problema. Cambiando il framing della decisione, infatti, si possono orientare
le scelte dell’agente. Dal punto di vista normativo, questo non e` accettabile;
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percio` una violazione dell’invarianza e` un errore.
Un modello descrittivamente adeguato deve predire anche queste viola-
zioni, che sono normativamente inammissibili. Di conseguenza, secondo Kah-
neman e Tverksy, un modello descrittivo adeguato non puo` avere valore nor-
mativo. Per le stesse ragioni, un modello normativamente adeguato non deve
necessariamente essere descrittivamente realistico. Kahneman e Tversky, che
si occupano soprattutto di problemi di decisione in condizioni di rischio, con
probabilita` degli esiti note agli agenti, mantengono la massimizzazione dell’u-
tilita` attesa come criterio normativo della decisione razionale, argomentando
che le violazioni sperimentali sono delle deviazioni dalla norma (biases). Per
questo motivo, riguardo al rapporto tra normativita` e descrizione del com-
portamento reale, possiamo avvicinare la posizione di Kahneman e Tversky
a quella di Savage, che ritiene le violazioni dell’utilita` attesa degli errori.
Sulla base di queste premesse, Kahneman e Tverksy propongono un mo-
dello di decisione in condizioni di rischio che ha soltanto valore descrittivo,
la teoria delle lotterie (prospect theory). Posto che l’idealizzazione di Savage
comporta una caratterizzazione della decisione normativamente corretta, ma
descrittivamente inadeguata, i due psicologi propongono un modello basato
sui dati raccolti con gli esperimenti, anziche´ su un’idealizzazione.
I problemi che prospect theory modella sono scelte fra lotterie con esiti
monetari, dati con probabilita` note. Il modello si articola in due fasi, una
preliminare di editing ed una di valutazione. L’editing corrisponde grosso
modo ad una manipolazione delle probabilita` e dell’ammontare degli esiti,
funzionale alla semplificazione della valutazione. La valutazione vera e pro-
pria, invece, avviene sulla base di una funzione di valore degli esiti, simile
all’utilita`, e di pesi di decisione che dipendono dalle probabilita`, pertanto con
un criterio analogo all’utilita` attesa. La funzione di valore, pero`, e` definita
su vincite e perdite, ed ha un andamento coerente con l’avversione al rischio
sulle vincite e la speculare propensione al rischio sulle perdite, entrambi fe-
nomeni che si osservano negli esperimenti. Inoltre, il peso di decisione e` una
funzione non lineare della probabilita`.
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La risposta di Kahneman e Tversky alla questione del valore normativo
dell’utilita` attesa dipende in modo sostanziale dal tipo di problemi di cui si
sono occupati. Negli esperimenti da cui e` partita la loro ricerca, ai soggetti
sperimentali si chiede di scegliere fra lotterie: le probabilita` di ogni vincita
o perdita sono dichiarate, e gli esiti sono prevalentemente monetari. Queste
due caratteristiche dei problemi fanno s´ı che essi si prestino facilmente ad
un’analisi basata sull’utilita` attesa. Infatti, poiche´ gli esiti sono monetari,
si puo` assumere giustificatamente che le preferenze di tutti gli agenti siano
le stesse (per una vincita maggiore piuttosto che per una minore). Poiche´
inoltre le probabilita` degli esiti sono dichiarate agli agenti, questi dispongono
di tutte le informazioni necessarie per un’analisi dei problemi di decisione in
termini di utilita` attesa. Se le loro scelte divergono da quelle predette dal
modello, possono essere considerate delle deviazioni sistematiche (biases).
Non tutti i problemi di decisione hanno caratteristiche analoghe a questi.
Anzi, sembra che quando gli agenti decidono in condizioni di incertezza, e non
di rischio, l’analisi in termini di utilita` incontri delle difficolta` di principio.
Perche´ si possa valutare l’utilita` attesa, occorre che sia data una distribu-
zione di probabilita` sulle conseguenze di un’azione: questa distribuzione puo`
essere data in modo esogeno (e allora parliamo di rischio), oppure puo` essere
derivata dalle preferenze come nel modello di Savage. Quando pero` gli agenti
violano i postulati di Savage, come negli esperimenti, non sono piu´ valide le
giustificazioni dell’esistenza di una funzione di probabilita` soggettiva. Percio`,
in condizioni di incertezza, non ci sono motivi per credere che un individuo
reale (i.e., un agente che viola i postulati di Savage) possa decidere come se
attribuisse delle probabilita` alle conseguenze delle azioni. Se manca assoluta-
mente una distribuzione di probabilita` sugli esiti, il concetto stesso di utilita`
attesa non e` ben definito. In questo caso non sembra che si possa parlare di
biases.
Quanto piu´ e` radicale l’incertezza, tanto meno appare possibile un’ana-
lisi di un problema di decisione in termini di utilita` attesa. Savage situa i
problemi di decisione in un contesto idealizzato (small world), che consente
una rappresentazione completa della struttura del problema in partenza. Se
pero` nel corso stesso della decisione si modifica la struttura del problema (ad
esempio, l’agente scopre nuove azioni a sua disposizione), l’ipotesi dello small
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world e` violata. Anche in questo caso, la massimizzazione dell’utilita` attesa
sembra fuori dalla portata di un individuo reale.
Il fatto che la massimizzazione dell’utilita` attesa esuli dalle possibilita` de-
gli individui la rende un criterio inadeguato sul piano normativo. In generale,
una norma ha valore solo se cio` che prescrive e` accessibile agli individui a cui
e` proposta. Se il problema di decisione e` tale che il concetto di utilita` attesa
non e` ben definito, non ci si puo` ragionevolmente attendere da un agente la
massimizzazione dell’utilita` attesa.
Oltre alle caratteristiche del contesto, anche le caratteristiche degli indivi-
dui reali possono rendere inadeguato il criterio di massimizzazione dell’utilita`
attesa. Gli individui reali hanno limiti informativi e computazionali tali che,
di fronte a certi problemi di decisione, non riescono a riconoscere quale azio-
ne e` ottimale per loro. Un esempio ovvio e` fornito dal gioco degli scacchi: la
strategia di gioco con l’utilita` attesa massima, per il bianco, e` quella che lo
conduce con certezza alla vittoria, ma un giocatore con capacita` computa-
zionali limitate non sa riconoscere tale strategia.
La proposta, quindi, e` di considerare l’evidenza contraria all’ipotesi del-
l’utilita` attesa come un insieme di indizi dei limiti strutturali degli individui
reali (e dei contesti reali di decisione). Poiche´ e` ragionevole escludere che
un criterio normativo prescriva comportamenti inaccessibili agli individui,
un modello di decisione razionale con valore normativo deve tenere conto di
questi limiti. Al punto di vista di Kahneman e Tversky si puo` obiettare che
l’adeguatezza normativa di un modello di decisione non e` indipendente dal
realismo descrittivo delle sue assunzioni.
I due modelli successivi che esaminiamo, satisficing e razionalita` ecologi-
ca, sviluppano le osservazioni che abbiamo fatto in direzioni divergenti. Cio`
che accomuna le due prospettive, dal nostro punto di vista, e` che la normati-
vita` del modello classico e` rivista, e sono proposti criteri normativi alternativi
rispetto alla massimizzazione dell’utilita` attesa.
1.4 Satisficing
Le ricerche sulla razionalita` limitata di Herbert Simon ([36], [44]) si pon-
gono su un piano piuttosto diverso da quello di Kahneman e Tverksy. Simon,
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uno dei padri dell’informatica e delle scienze cognitive, argomenta contro il
criterio di massimizzazione dell’utilita` attesa mediante delle considerazioni di
complessita` algoritmica, per mostrare che, in molti problemi reali di decisio-
ne, la massimizzazione dell’utilita` attesa non e` alla portata degli individui.
Inoltre, Simon osserva che una modellazione dei problemi di decisione co-
me scelta fra azioni alternative, note in partenza, richiede delle assunzioni
forti tanto sull’agente, quanto sul contesto della decisione. In gran parte dei
contesti reali, lo spazio delle azioni alternative viene esplorato progressiva-
mente dall’agente, nel corso dello stesso processo di decisione. Con l’accentua-
zione dell’importanza del processo di decisione, viene in questione l’approccio
orientato ai risultati che guida tanto l’argomentazione di Savage, quanto il
modello di Kahneman e Tversky: per Simon, il comportamento decisiona-
le degli agenti reali dev’essere modellato come un processo dinamico, in cui
l’agente interagisce con il contesto in cui si trova. L’esempio e` quello del ven-
ditore di case, che riceve offerte successive e deve accettarle o rifiutarle sul
momento, senza poterle raccogliere tutte per poi scegliere la piu´ alta. Queste
ragioni di principio spingono Simon a contestare la validita` normativa del
criterio dell’utilita` attesa, e a proporre un modello normativo alternativo,
orientato al processo, anziche´ ai risultati della decisione.
Il processo decisionale che Simon modella e` basato sulla scelta di alternati-
ve soddifacenti (satisficing): un agente esplora le alternative in successione, e
quando ne trova una che supera il suo livello di aspirazione, la sceglie, oppure
continua la ricerca alzando il livello. Se nessuna alternativa e` soddisfacente,
puo` cercare di persistere allargando lo spazio delle alternative, o altrimenti
abbassare il livello di aspirazione e accontentarsi di meno. In questo modo
e` modellata una situazione dinamica, che puo` evolvere in direzioni diverse a
seconda delle caratteristiche dell’agente e del contesto in cui e` inserito.
Il satisficing e` assimilabile ad un modello di comportamento adattativo,
in cui un ruolo importante e` svolto dall’apprendimento: l’orientamento della
ricerca e il livello di aspirazione, infatti, sono assimilabili ad abilita` acquisite
dell’agente.
In opposizione all’assunzione dello small world di Savage, il contesto idea-
le del satisficing e` il grand world dell’incertezza radicale, in cui le preferenze
sono costruite gradualmente e le conseguenze di un’azione si scoprono solo
11
con l’apprendimento e l’esplorazione delle alternative. L’intera struttura del
problema di decisione e` ignota agli agenti: percio` essi non sono in grado di
decidere come se attribuissero delle probabilita` alle conseguenze delle azioni.
In letteratura, questo tipo di incertezza e` talora definita Knightian uncer-
tainty, sulla base di [22].
In un contesto di incertezza radicale, all’agente spesso mancano informa-
zioni sulle conseguenze che una certa azione potrebbe avere. Se nel corso del
processo di decisione l’agente acquisisce nuove informazioni, puo` cambiare le
sue preferenze tra le azioni, o addirittura considerare nuove azioni che prima
non aveva a disposizione. Non c’e` ragione di credere che, in un contesto si-
mile, l’agente abbia preferenze complete sulle azioni a sua disposizione.
Il satisficing e` adeguato a modellare una situazione di preferenze incom-
plete. L’agente tende a perseguire i propri scopi, ma non conosce in anticipo
l’utilita` di ogni azione presente nello spazio delle alternative. Quando sa che
un’azione non da` risultati soddisfacenti per gli scopi che si propone, la valuta
al di sotto del livello di aspirazione, e non la sceglie. Tra quelle che giudica
soddisfacenti, invece, le sue preferenze non sono (ancora) ben definite: puo`
scegliere provvisoriamente una qualsiasi di esse, oppure raffinare la ricerca
innalzando il livello di aspirazione. Per questo motivo, il satisficing porta
a scegliere un’alternativa ritenuta dall’agente non peggiore delle altre, cioe`
massimale rispetto alla relazione di preferenza. La scelta dei massimali ri-
spetto alla preferenze e` solitamente chiamata massimizzazione (a differenza
dell’ottimizzazione, che e` la scelta degli elementi massimi). La massimizzazio-
ne dell’utilita` attesa e` una forma di ottimizzazione, perche´ l’azione che viene
scelta e` un elemento massimo rispetto ad un ordinamento lineare delle pre-
ferenze. Nel contesto della distinzione tra ottimizzazione e massimizzazione,
Amartya Sen [35] ha mostrato che il satisficing e` una forma di massimizza-
zione, ma non di ottimizzazione.
Osserviamo che una forma di massimizzazione non-ottimizzante come il
satisficing si puo` intendere come un criterio di decisione:
a) normativo
b) compatibile con i limiti delle capacita` e dell’informazione limitate degli
agenti reali.
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Infatti, da un punto di vista normativo, e` giustificato richiedere a un agente
che scelga un’alternativa che non ritiene peggiore delle altre, in vista dei suoi
scopi e compatibilmente con le sue informazioni e capacita`. Riprendendo l’e-
sempio del gioco degli scacchi: e` ragionevole attendersi da un giocatore che
non scelga una strategia che riconosce come peggiore di un’altra. Questa pero`
e` una forma di massimizzazione, non di ottimizzazione, perche´ non richiede
che il giocatore sappia confrontare qualsiasi coppia di strategie. I limiti strut-
turali dell’informazione e delle capacita` del giocatore fanno parte del modello,
che percio` non si basa su un’idealizzazione. Allo stesso tempo, questa forma
di massimizzazione ha valore normativo, perche´ prescrive all’agente di non
scegliere un’alternativa peggiore delle altre. Normativamente, ci attendiamo
che un giocatore di scacchi intenzionato a vincere non scelga una strategia
che riconosce come perdente, cioe` che attui una forma di massimizzazione,
anche se non di ottimizzazione.
Nel capitolo successivo, confrontiamo il satisficing con un’altro modello
normativo di razionalita` limitata, che pero`, dal nostro punto di vista, non e`
riconducibile ad una forma di massimizzazione.
1.5 Razionalita` ecologica
La razionalita` ecologica e` il criterio normativo di decisione razionale pro-
posto da Gerd Gigerenzer, Peter M. Todd e il gruppo di ricerca ABC ([17],
[16]). Riguardo al rapporto tra normativita` e decrizione del comportamen-
to, possiamo avvicinarla al satisficing, perche´ anche i suoi sostenitori negano
l’adeguatezza normativa del criterio dell’utilita` attesa sulla base dei limiti
strutturali degli agenti reali nei contesti reali. Analogamente a Simon, i so-
stenitori della razionalita` ecologica affermano che i limiti degli individui reali
devono entrare come blocchi costitutivi in un modello normativamente ade-
guato.
Cio` che caratterizza la razionalita` ecologica rispetto agli altri modelli che
prenderemo in considerazione, e` che per i suoi sostenitori e` sbagliato cercare
un criterio globale di razionalita`, applicabile a problemi di tipo diverso. Per
questo motivo, la razionalita` ecologica non modella un problema di decisione
astratto. Secondo Gigerenzer, Todd e ABC, gli agenti hanno a disposizione
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una “cassetta degli attrezzi” adattativa per svolgere dei compiti. A ciascun
compito corrisponde una euristica, cioe` una regola pratica, all’interno della
“cassetta degli attrezzi”. Le euristiche sono diverse fra loro, e sono adottate
inconsciamente dall’agente, ogni volta che si presenta il compito per cui ser-
vono [16, p. 38]. Ad esempio, un giocatore prende una palla al volo perche´
ne segue il movimento mantenendo costante l’angolatura dello sguardo (gaze
heuristic).
La “cassetta degli attrezzi” e` adattativa, perche´ le euristiche tendono a
sfruttare le abilita` peculiari degli agenti e le caratteristiche dell’ambiente.
Un’euristica che ha successo nello svolgere il suo compito, come la gaze heu-
ristic, e` tipicamente una regola che permette di svolgere il compito in tempi
rapidi e sulla base di poche informazioni (euristica fast and frugal).
Il criterio normativo che viene adottato e` il livello di adattamento all’am-
biente della decisione e alle capacita` dell’agente, ossia una misura “ecologica”.
La giustificazione per questo e` la seguente: sia negli ambienti naturali, sia ne-
gli ambienti sociali, gli individui sono coinvolti in una selezione naturale, la
quale tende a far prosperare solo quelli, tra loro, che svolgono con successo
i loro compiti (ad esempio, compiti che riguardano la sopravvivenza, come
procurarsi il cibo). Piu´ la “cassetta degli attrezzi” di un agente e` adattata
all’ambiente, piu´ facilmente l’agente supera la selezione. Quindi, in quest’ot-
tica, un comportamento normativamente corretto e` un comportamento che
da` buone possibilita` di superare la selezione.
Il successo nel sopravvivere alla selezione e` un’idea di normativita` diver-
sa sia da quella classica (Savage e Kahneman), sia da quella del satisficing
di Simon. Sia il criterio dell’utilita` attesa, sia quello della massimizzazione
non-ottimizzante ipotizzano, da parte dell’agente, un ragionamento mirato a
conseguire degli scopi. Per i sostenitori della razionalita` ecologica, invece, la
correttezza normativa di un comportamento e` misurata dalla sua efficienza
rispetto ai compiti dell’agente, e l’efficienza dipende da fattori ambientali
(selezione). Gli agenti che reagiscono ai problemi adottando inconsicamente
delle euristiche non scelgono razionalmente fra le alternative in funzione dei
loro scopi. In uno slogan, la razionalita` ecologica non richiede il ragionamento
da parte degli individui.
Per questo motivo non e` giustificato ricondurre la normativita` espressa
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dalla razionalita` ecologica ad una forma di massimizzazione (ad esempio, di
massimizzazione non-ottimizzante, come quella di Simon). La massimizza-
zione e` la scelta di alternative che l’agente ritiene non-peggiori delle altre, in
vista dei suoi scopi: su questa base, Sen differenzia il comportamento massi-
mizzante nella scelta dalle forme di massimizzazione indipendenti dalla voli-
zione degli agenti (nonvolitional) [35]. I risultati dell’adozione di un’euristica
possono essere compatibili con una forma di massimizzazione, cioe` posso-
no essere alternative non-peggiori delle altre, per lo svolgimento di un certo
compito. Tuttavia, cio` dipende da fattori esogeni rispetto all’agente (strut-
ture ambientali, funzionamento dell’adattamento e della selezione), perche´
l’agente non sceglie l’euristica da adottare. Sul piano normativo, da un in-
dividuo che adotta euristiche ci si puo` attendere che affronti con successo
tipi di problemi per i quali dispone di euristiche, ma non che, posto di fronte
ad un problema nuovo, valuti le alternative e ne scelga una che non ritiene
peggiore delle altre.
Nella tabella 1.1, sono ricapitolati schematicamente i criteri normativi
di decisione razionale dei quattro modelli che prenderemo in considerazione.
Alla base dell’idea di normativita` della razionalita` ecologica c’e` il succes-
Il valore normativo. . . Modello Idea di normativita`
. . . e` indipendente
dal valore descrittivo
utilita` attesa
idealizzazione,
coerenza delle preferenze
prospect theory
(idealizzazione,
coerenza delle preferenze)
. . . non e` indipendente
dal valore descrittivo
satisficing
massimizzazione: scelta di
un’azione non-peggiore
razionalita` ecologica
adattamento,
superamento della selezione
Tabella 1.1: I modelli che abbiamo considerato, classificati in base al rapporto
tra normativita` e realismo descrittivo.
so di un agente nel sopravvivere alla selezione ambientale, collegato al suo
livello di adattamento all’ambiente. Si suppone che la selezione, almeno sul
lungo periodo, incrementi la razionalita` ecologica degli individui. Cio` pone
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il problema se, e in che misura, sia possibile considerare la decisione razio-
nale non tanto come un risultato del ragionamento degli agenti (razionalita`
individuale), ma di fattori esogeni come la selezione (razionalita` ambientale,
ecologica).
L’argomento basato sul ruolo della selezione e` stato usato da Milton Fried-
man [14] per difendere la tesi che, qualunque procedura di decisione gli agenti
adottino, i risultati delle decisioni siano compatibili con una forma di otti-
mizzazione, come la massimizzazione dell’utilita` attesa. L’esclusione dei com-
portamenti incompatibili con l’ottimizzazione, infatti, sarebbe garantita non
dalla razionalita` dei singoli agenti, ma dalla selezione a cui l’ambiente li sotto-
pone. Sulla base dell’argomento di Friedman, molti economisti hanno usato
il modello dell’utilita` attesa per predire i risultati delle decisioni di agen-
ti sottoposti alla selezione di mercato. Da un punto di vista metodologico,
l’adozione del modello classico e` stata giustificata con una forma di stru-
mentalismo epistemologico: qualunque sia il criterio che gli individui usano
realmente per prendere decisioni, quelli di loro che supereranno la selezione
si comportano come se massimizzassero razionalmente l’utilita` attesa.
L’argomento di Friedman riguarda la descrizione del comportamento degli
agenti, non il livello normativo. Pero` e` rilevante per la nostra discussione, per-
che´ la teoria della decisione e` applicata soprattutto ai problemi di decisione
economica, che si situano in contesti di mercato in cui sono attivi meccani-
smi di selezione. Se la selezione si comporta come ipotizzato da Friedman,
allora, dal punto di vista della decisione economica non ha senso chiedersi
se la massimizzazione dell’utilita` attesa esuli o meno dalle possibilita` degli
individui reali. Se e` ragionevole attendersi che gli agenti si comportino come
se massimizzassero l’utilita` attesa, pena l’esclusione dal mercato, anche la
revisione normativa del modello classico appare ingiustificata.
I risultati di varie ricerche di economia evoluzionista, pero`, indicano che la
selezione di mercato non opera come ipotizzato da Friedman ([52], [53], [23],
[26]). Gli agenti che si comportano come se massimizzassero l’utilita` attesa
non hanno necessariamente piu´ possibilita` degli altri di superare la selezio-
ne. Come conseguenza, nel predire i risultati delle decisioni degli agenti sul
mercato, sono rilevanti le procedure di decisione realmente seguite, e percio`
anche i limiti nell’informazione e nelle capacita` degli agenti.
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1.6 Conclusioni
Sia i risultati dell’economia sperimentale, sia le ricerche sulla selezione
supportano un punto di vista comportamentale sulla decisione razionale. I
limiti degli agenti sono strutturali, e un modello di decisione razionale de-
ve tenerli in considerazione. Il modello di Savage e quello di Kahneman e
Tversky propongono criteri normativi di decisione che sono inaccessibili agli
agenti reali che decidono in condizioni di incertezza.
Gli altri due modelli considerati, il satisficing e la razionalita` ecologica,
sono modelli normativi comportamentali di decisione razionale, perche´ in-
tegrano i limiti strutturali degli agenti nella definizione dei comportamenti
normativamente corretti. Nella conclusione, confrontiamo questi due modelli
dal punto di vista dell’interazione strategica. Le situazioni che ci interessano
sono quelle in cui il successo di un agente nel prendere una decisione di-
pende dalle decisioni di altri agenti. Vogliamo mostrare che solo il punto di
vista normativo della massimizzazione giustifica la possibilita` dell’interazio-
ne strategica. L’interazione strategica e` usata comunemente per spiegare dei
fenomeni economici e sociali importanti.
Sia il satisficing, sia la razionalita` ecologica forniscono caratterizzazioni
normative della decisione razionale alternative rispetto a quella classica. Nel
caso del satisficing la normativita` e` collegata ad una forma di massimiz-
zazione. Invece, nel caso della razionalita` ecologica, il valore normativo del
modello si basa sul livello di adattamento e sul successo nella selezione, cioe`
su fattori indipendenti dalla razionalita` dell’individuo.
La differenza e` che in un caso, ci si puo` attendere che l’agente scelga fra
le azioni in base agli scopi che si propone; nell’altro, che scelga un’azione
sulla base di un’euristica della sua “cassetta degli attrezzi”, senza prefiggersi
degli scopi. Se i due agenti affrontano problemi di decisione individuale, la
differenza tra le performances puo` essere minima, per il ruolo svolto dall’a-
dattamento e dalla selezione sulla “cassetta degli attrezzi”. Quando pero` i
problemi di decisione riguardano l’interazione strategica con altri agenti, la
differenza tra i due criteri di decisione diventa rilevante.
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L’agente che adotta una forma di massimizzazione in vista dei suoi scopi
puo` attendersi che gli altri agenti perseguano anch’essi degli scopi. Inoltre,
in alcuni contesti, l’agente ha delle ragioni per fare alcune assunzioni sugli
scopi perseguiti dagli altri (ad esempio, assumere che i conducenti di tutti
i veicoli sulla strada cerchino evitare incidenti); nei problemi di interazione
economica, questo accade frequentemente. Attendendosi un certo compor-
tamento dagli altri, l’agente adotta un punto di vista normativo sulle loro
decisioni: si aspetta che gli altri agenti, per essere razionali, scelgano delle
azioni compatibili con il perseguimento dei loro scopi, che presume di cono-
scere. In questo modo, l’agente fa un’assunzione sulla razionalita` individuale
degli altri agenti. Assumendo che anche gli altri facciano la stessa assunzione
su di lui, l’agente puo` interagire in modo strategico con loro.
Un agente che adotta inconsciamente un’euristica, invece, non ragiona sul
comportamento altrui, ne´ si attende che gli altri ragionino sul suo. Non puo`
adottare un punto di vista veramente normativo nei loro confronti, perche´
non fa alcuna assunzione sulla razionalita` individuale degli altri. Se avviene
un’interazione di tipo strategico anche in queste condizioni, essa non e` in
alcun modo giustificata dal comportamento degli agenti.
Naturalmente, il fatto che l’interazione non sia giustificata, non vuol dire
che sia fattualmente impossibile. Ce` sempre la possibilita` che i fenomeni d’in-
terazione avvengano casualmente, o sulla base di fattori indipendenti dalle
decisioni inviduali. Ma se vogliamo che esistano delle ragioni di principio per
cui gli agenti possono coordinarsi, cooperare o competere fra loro, il punto di
vista della massimizzazione e` inevitabile. Esso permette l’interazione strate-
gica su un piano di diritto, non solo di fatto.
Dall’analisi che sara` condotta in questo elaborato, risulta rafforzato un
punto di vista normativo sulla decisione razionale, che tenga conto dei limiti
strutturali degli agenti reali. In particolare, un criterio normativo di massi-
mizzazione, ossia di scelta delle alternative non-peggiori, appare adeguato a
giustificare l’interazione strategica fra agenti razionali.
Il modello di satisficing di Simon si presta a caratterizzare normativa-
mente il comportamento di un agente limitatamente razionale inserito in un
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contesto reale. Esso garantisce agli agenti la possibilita` di interagire, e per-
mette di superare le difficolta` del modello classico, perche´ assume agenti reali
anziche´ ideali.
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Capitolo2
Savage: la razionalita` come
coerenza
Ci poniamo il problema di caratterizzare la razionalita` di una persona
che prende decisioni in condizioni di incertezza. Nella letteratura economi-
ca, a partire dal libro di Knight [22], il termine “incertezza” (o “incertezza
knightiana”, Knightian uncertainty) e` usato per le situazioni in cui la perso-
na non dispone di una distribuzione di probabilita` nota degli esiti. Quando la
persona decide conoscendo una distribuzione di probabilita`, invece, si parla
di rischio. Cos´ı, ad esempio, una situazione di rischio, ad esempio, e` quella
in cui si trova colui che e` costretto a giocare ad una roulette russa e che,
plausibilmente, ritiene che la probabilita` di essere colpito da una pallottola
sia 1/6. Uno scialpinista che cerchi di valutare la pericolosita` di un pendio
valangoso, invece, si trova per lo piu´ in una condizione di incertezza, perche´
le sue stime troppo parziali non gli possono dire in nessun modo quanto e`
plausibile che la valanga si stacchi e lo travolga, mentre attraversa il pendio.
In questo capitolo presentiamo il punto di vista “classico” sul comporta-
mento di un agente razionale di fronte all’incertezza, ossia la teoria dell’uti-
lita` attesa sviluppata da Leonard J. Savage in [34]. Storicamente, la teoria di
Savage ha rappresentato l’unificazione di due filoni di ricerca sviluppatisi a
partire negli anni ’30-’40: da una parte la concezione soggettiva della probabi-
lita`, introdotta indipendentemente da Frank Ramsey [31] e Bruno De Finetti
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(vedi [8], [9], [10]), e dall’altra la prima derivazione assiomatica della teoria
dell’utilita` attesa, ad opera di John von Neumann e Oskar Morgenstern, in
[49]. Nella teoria di Savage, i concetti-chiave di utilita` attesa e probabilita`
personale, e alcuni risultati importanti della moderna teoria della decisione,
sono derivati da un sistema di sette postulati riguardanti le preferenze di un
agente alle prese con una decisione. Questi sette postulati caratterizzano il
comportamento razionale nella decisione, e sono stati un punto di riferimento
costante anche per i teorici della razionalita` limitata. Anche per questo, il
valore di classico della teoria di Savage e` ampiamente riconosciuto.
Sommariamente, cio` che Savage fa e` questo. Dapprima propone una forte
idealizzazione di una situazione di decisione e ne isola gli elementi rilevanti,
costruendo un modello matematico. Questa idealizzazione, in realta`, non si
puo` applicare che a situazioni decisionali particolarmente “semplici”, che Sa-
vage chiama small worlds. Successivamente, sono proposti i sette postulati,
che impongono delle restrizioni al modello matematico costruito e caratte-
rizzano il comportamento di un agente idealmente razionale alle prese con la
situazione decisionale. Il risultato principale che Savage deriva e` l’esistenza
di una funzione numerica di utilita` che rappresenta le preferenze della perso-
na sulle conseguenze delle azioni, e di una funzione di probabilita` soggettiva
che misura la convinzione della persona nel verificarsi degli eventi. L’agente
idealmente razionale sceglie un’azione per cui e` massima l’utilita` attesa, cioe`
la somma delle utilita` delle conseguenze, ciascuna pesata per la sua probabi-
lita` (soggettiva).
Il fine della teoria, secondo Savage, e` soprattutto normativo: se spesso non
e` vero che le persone si comportano in accordo con i sette postulati e che scel-
gono un’azione ottimale, e` pero` vero che, accortesi dei loro errori, vorrebbero
essersi comportate in modo ottimale. Questo perche´ i postulati esprimono
degli standard di coerenza del comportamento: Savage li paragona spesso ai
criteri di coerenza del ragionamento logico. In un certo senso, cio` che Savage
intende fare e` estendere i principi della logica al ragionamento in condizioni
di incertezza [34, p. 6]: come nel ragionamento in condizioni di certezza la
logica offre criteri per rintracciare eventuali contraddizioni tra gli enunciati e
derivare enunciati da enunciati, cos´ı, in una situzione di incertezza, la teoria
di Savage dovrebbe servire a mettere in luce e correggere eventuali incoerenze
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fra le decisioni prese, e far dipendere delle decisioni complicate da decisioni
piu´ semplici [34, p. 20].
Si tratta allora di capire che cosa si intenda con coerenza, parlando di
decisioni: informalmente, possiamo dire che le decisioni di una persona ma-
nifestano delle preferenze, e che un insieme di decisioni e` coerente se le prefe-
renze rivelate da ciascuna decisione non contraddicono le preferenze rivelate
dalle altre. Immaginiamo una persona che preferisca avere piu´ soldi anziche´
meno. Se accettasse, anziche´ rifiutare, una scommessa che le facesse perdere
del denaro qualunque cosa avvenisse, si comporterebbe in modo incorente,
cioe` contraddittorio con le sue preferenze. Un’incoerenza di questo tipo, se-
condo Savage, e` un comportamento irrazionale. Notiamo infatti che i sette
postulati della teoria sono proposti come caratterizzazione del comportamen-
to razionale, nel senso che, secondo Savage, una persona alle prese con una
decisione si comporta razionalmente se e solo se non viola i sette postulati.
Il capitolo e` strutturato in questo modo: la sezione 2.1 presenta gli ele-
menti rilevanti di un problema di decisione secondo Savage, in qualche modo
i termini primitivi della teoria; la sezione 2.2 espone i postulati, che carat-
terizzano il comportamento di un agente razionale; la sezione 2.3 enuncia
il risultato fondamentale della teoria, cioe` il teorema di rappresentazione di
Savage; la sezione 2.4, infine, da` qualche indicazione sugli small worlds, cioe`
i contesti ai quali Savage restringe l’applicazione della sua teoria. Per gli
scopi di questa tesi, riserviamo piu´ importanza alla presentazione dei postu-
lati che agli sviluppi della teoria, che sono interamente omessi, cos´ı come le
dimostrazioni dei teoremi enunciati.
2.1 Modellare un problema di decisione
Partiamo da un esempio per capire quali siano i problemi di decisione che
la teoria di Savage prende in esame.
Anna si e` attardata un po’ troppo sotto la doccia e ora ha solo pochi
minuti per uscire di casa e prendere il treno delle 7.12. Se esce subito a piedi,
dovra` correre con la valigia e sudare, e non sa se arrivera` in tempo. Puo`
scendere nel garage a vedere se c’e` la macchina di sua sorella: se c’e`, arrivera`
sicuramente in tempo alla stazione e non sudera`, se invece non c’e`, ormai
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sara` tardi anche per la corsa e Anna perdera` il treno.
Ci riferiremo a chi prende una decisione (ad esempio, ad Anna) con il
termine agente.
Nell’esempio, Anna non sa ne´ se la macchina di sua sorella sia nel garage
oppure no, ne´ se ce la fara` o no a prendere il treno, correndo da casa alla
stazione. Diciamo che Anna e` incerta. Ci sono due cose su cui e` incerta, e ci
sono diverse possibili “descrizioni” di come le cose potrebbero stare. Savage
chiama stati del mondo queste descrizioni, fra le quali l’agente e` incerto [34,
p. 8]. Nell’esempio, Anna e` incerta tra quattro stati del mondo, cioe` le com-
binazioni s1, s2, s3, s4 della tabella 2.1.
Nella terminologia di Savage, lo stato vero del mondo e` la descrizione
Anna correndo Anna correndo
prendera` il treno perdera` il treno
la macchi-
na c’e`
s1 s2
la macchi-
na non c’e`
s3 s4
Tabella 2.1: Gli stati nel mondo nell’esempio di Anna.
delle cose cos´ı come stanno in realta`. Lo stato vero nell’esempio e` uno tra
s1, s2, s3, s4, perche´ s1, s2, s3, s4 esauriscono le possibilita`; esattamente uno,
perche´ gli stati del mondo si escludono a vicenda.
Consideriamo quindi un insieme S di stati del mondo mutuamente esclu-
sivi e congiuntamente esaustivi fra i quali c’e` lo stato vero, ad esempio
S = {s1, s2, s3, s4}. Chiamiamo eventi alcuni dei sottoinsiemi E ⊆ S: un
evento e` un insieme di stati, ad esempio {s1, s2}, l’evento “la macchina e`
nel garage”. Usiamo E per indicare l’insieme degli eventi. In E ci sono sia
l’evento vuoto ∅ (l’evento senza stati), sia l’evento universale, cioe` S stesso.
Torniamo all’esempio. Anna deve prendere una decisione, cioe` scegliere
un’azione: le alternative sono scendere nel garage o provare a correre fino alla
stazione. Anna tiene sicuramente conto delle conseguenze che le sue azioni
potrebbero avere, in un certo stato del mondo: ad esempio sa che se scende
nel garage, ma la macchina non c’e`, perdera` il treno. Dover correre con la va-
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ligia, sudare, prendere il treno, perdere il treno, sono tutte conseguenze delle
azioni che Anna puo` scegliere; esse sono determinanti per la sua decisione,
perche´ lei non vuole assolutamente perdere il treno, ma arrivare sudata e` peg-
gio che arrivare pulita, e se puo` evitare di correre con la valigia, tanto meglio.
Indichiamo allora con F = {f, g, h, . . .} un insieme di conseguenze, cioe` di
fatti qualsiasi che possono accadere all’agente a seguito delle sue azioni [34,
p. 13]. Possiamo dire, ad esempio,
f := Anna arriva alla stazione senza sudare e senza correre e prende il treno;
g := Anna perde il treno;
h := Anna arriva alla stazione sudando e correndo e prende il treno.
Le azioni sono cio` su cui l’agente decide: per Anna, scendere nel garage o
correre alla stazione. Otteniamo un’importante semplificazione del problema
assumendo che un’azione sia univocamente determinata dalle conseguenze
che essa comporta in ciascuno stato del mondo. Quest’assunzione si puo`
giustificare cos´ı: in una situazione d’incertezza, e` sicuramente importante
tenere distinte due azioni che, almeno in uno stato del mondo, portano a
conseguenze diverse. D’altra parte, assumendo che l’agente sia interessato
solamente ai risultati delle sue azioni, non c’e` motivo di distinguere due azioni
che danno gli stessi risultati, comunque stiano le cose [34, p. 14]. Possiamo
dire allora che, in un approccio basato sui risultati, un’azione e` completamente
determinata dalle conseguenze che comporta in ciascuno stato del mondo1.
Percio` definiamo un’azione come una funzione α : S→ F, che ad ogni stato
del mondo associa una conseguenza; denotiamo con A = {α1, α2, α3, . . . , αn}
l’insieme delle azioni a disposizione dell’agente. Nell’esempio, se Anna sceglie
l’azione
α1 := scendere nel garage,
riuscira` a prendere il treno senza sudare (f) se la macchina c’e`, e perdera` il
treno (g) se la macchina non c’e`:
α1(x) =
{
f se x = s1 o x = s2
g altrimenti.
1Ci sono contesti in cui un approccio basato sui risultati puo` essere limitativo, ad
esempio, molte decisioni che hanno a che fare con l’etica.
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All’agente alcune azioni “vanno meglio” di altre: ad Anna, ad esempio, va
meglio un’azione che le faccia prendere il treno, piuttosto che una che glielo
faccia perdere. Le indicazioni su queste preferenze sono un ultimo elemento
importante dei problemi di decisione. Il modo usuale per dare tutte queste
informazioni e` introdurre una relazione binaria  sull’insieme A delle azioni:
αi  αj vuol dire che l’agente non preferisce l’azione αi all’azione αj, mentre
αj  αi, cioe` αi  αj e αj  αi, vuol dire che l’agente preferisce αj ad
αi. Chiamiamo  una relazione di preferenza sull’insieme A; le assunzioni
specifiche su questa relazione sono fissate dal postulato 1.
Quelli presentati finora sono, nella teoria di Savage, gli elementi di un
problema di decisione. Ricapitolando:
Definizione 1. Un problema di decisione e` una quintupla (S,E,F,A,),
dove:
• S e` un insieme di stati del mondo, congiuntamente esaustivi, mutua-
mente esclusivi, e fra i quali c’e` lo stato vero;
• E ⊆ P(S) e` un insieme di eventi; in particolare S ∈ E e ∅ ∈ E;
• F e` un insieme di conseguenze;
• A e` un insieme di azioni; ogni α ∈ A e` una funzione α : S→ F;
• ⊆ A×A e` una relazione di preferenza.
2.2 I sette postulati
Una volta isolati, in questo modo, gli elementi rilevanti di un problema
di decisione, Savage fa certe assunzioni sul modello matematico che ha pro-
posto, con le quali puo` semplificare il problema e mostrare l’esistenza di una
soluzione. Si tratta in qualche caso di assunzioni che hanno una forte contro-
parte intuiva, e di cui e` discussa la plausibilita`: sono postulati che cercano di
definire (normativamente) in che cosa consista un comportamento razionale.
In altri casi, si tratta unicamente di assunzioni funzionali alla dimostrazione
del teorema centrale, enunciato nella sezione 5. Enunciamo di seguito le une
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e le altre, seguendo l’ordine di Savage, e cercando di chiarire di volta in volta
il significato dell’assunzione fatta. Le definizioni necessarie sono riportate nel
corso dell’esposizione.
Il primo postulato di Savage e` l’unico che non menziona gli stati del
mondo e fa soltanto un’assunzione sulle preferenze dell’agente riguardo alle
azioni:
Postulato 1. La relazione  e` un ordine totale sull’insieme delle azioni,
cioe`  e` transitiva e connessa.
Ricordiamo che  e` transitiva se, per ogni αi, αj, αk ∈ A, αi  αj e
αj  αk implicano αi  αk. E` connessa, invece, se per ogni αi, αj ∈ A,
αi  αj o αj  αi (la disgiunzione e` inclusiva).
Possiamo pensare questo primo postulato sia come una restrizione sui con-
testi di applicazione della teoria di Savage (gli small worlds), sia come un’as-
sunzione sulla razionalita` dell’agente. Da una parte, infatti, sembra plausibile
che l’agente manifesti delle preferenze complete fra le azioni quando i conte-
sti di decisione sono sufficientemente ristretti, come nell’esempio di Anna, in
cui le azioni a disposizione sono poche. Su questo tipo di restrizioni al con-
testo torneremo brevemente nella sezione 2.4. D’altra parte, in un approccio
centrato sui risultati, un’azione e` preferita ad un’altra sulla base delle con-
seguenze che produce: si suppone percio` che l’agente abbia un’informazione
sufficientemente completa e capacita` logiche sufficientemente potenti per sa-
pere quale conseguenza avra` un’azione in un certo stato del mondo. Inoltre,
la richiesta che le preferenze siano rappresentate da una relazione transitiva
e connessa e` un’assunzione forte sulla coerenza delle decisioni dell’agente.
Per ora osserviamo che, come conseguenza immediata del postulato 1, in
un insieme finito di azioni, ce ne sono sempre (almeno) una a cui nessun’altra
e` preferita e (almeno) una che non e` preferita a nessun’altra:
Corollario 1. Se A e` un insieme finito, esistono αmax, αmin ∈ A tali che,
per ogni αi ∈ A,
αmin  αi  αmax.
Il modo piu´ naturale di intendere la relazione di preferenza e` questo: di-
ciamo che l’agente preferisce un’azione αi ad un’azione αj per esprimere il
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fatto che, se dovesse decidere tra αi e αj, sceglierebbe αi. Piu´ in generale,
l’agente alle prese con una decisione sceglie un’azione a cui non ne preferisce
alcun’altra, proprio perche´ questo e` il significato della preferenza. Allora cio`
che il corollario 1 assicura e` l’esistenza di un’azione ottimale (un’azione a
cui nessun’altra e` preferita) nel caso frequente in cui le azioni a disposizione
dell’agente siano in numero finito. La teoria che Savage propone mira a ca-
ratterizzare quest’azione ottimale, anche prescindendo dal vincolo che A sia
finito.
2.2.1 Il principio di sure-thing.
Ritorniamo sull’esempio di Anna. L’insieme degli stati del mondo e` S =
{s1, s2, s3, s4}, E = {s1, s2} e` l’evento “la macchina c’e`”, e F = {f, g, h} e`
l’insieme delle conseguenze. L’agente (Anna) puo` decidere tra due azioni, che
sono rispettivamente le funzioni:
α1 = {(s1, f), (s2, f), (s3, g), (s4, g)},
cioe` scendere nel garage, e
α2 = {(s1, g), (s2, h), (s3, g), (s4, h)},
cioe` provare a correre a piedi fino alla stazione. La situazione, quindi, e` quella
del grafico, dove le croci (×) rappresentano l’azione α1, mentre i quadrati (2)
rappresentano α2:
s1 s2 s3 s4
f × ×
g 2  ×
h 2 2
(2.1)
Consideriamo ora delle coppie di funzioni αn, αm che si comportano rispet-
tivamente come α1 e α2 su E, e tali che αn(x) = αm(x) se x ∈ (S − E) =
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{s3, s4}. Ad esempio, le due coppie rappresentate dai grafici:
s1 s2 s3 s4
f × ×  
g 2
h 2
s1 s2 s3 s4
f × ×
g 2 
h 2 
(2.2)
Poiche´ non c’e` modo di distinguere αn e αm al di fuori di E, cioe` sugli stati
in cui la macchina non e` nel garage (s3 ed s4) , sembra ragionevole assumere
che l’andamento su quegli stati non influenzi la relazione di preferenza tra le
αn ed αm. Questo equivale a dire che tutte le coppie αn, αm si comportano
allo stesso modo rispetto alla relazione di preferenza, perche´ le varie coppie
differiscono tra loro solo sugli stati s3 ed s4. Il postulato seguente esplicita e
generalizza quest’ulteriore assunzione sulla relazione di preferenza:
Postulato 2. Siano αi, αj, αn, αm ∈ A e sia E ∈ E. Se valgono tutte le
condizioni seguenti:
a) αiE = αnE e αjE = αmE
b) αi(S− E) = αj(S− E) e αn(S− E) = αm(S− E)
c) αi  αj
allora αn  αm.
(Con fX indichiamo la restrizione della funzione f all’insieme X ⊆
dom(f).) Il postulato 2 garantisce la coerenza della relazione di preferenza 
rispetto agli eventi: quando e` rilevante solo il comportamento su un evento
E, e su quell’evento il comportamento di diverse coppie di azioni αn, αm e`
identico, la relazione di preferenza e` o αn  αm per ogni coppia, o αm  αn
per ogni coppia. Denotiamo con E la relazione di preferenza condizionale,
cioe` di preferenza modulo l’evento E.
Definizione 2. Date due azioni αi, αj ∈ A e un evento E ∈ E, scriviamo
αi E αj
(e diciamo che l’agente non preferisce αi ad αj dato E) se e solo se, comunque
date αn, αm ∈ A tali che valgano tutte le condizioni seguenti:
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a) αn(S− E) = αm(S− E)
b) αnE = αiE
c) αmE = αjE
vale αn  αm.
Dalla definizione, grazie ai postulati precedenti, segue immediatamente il
corollario seguente:
Corollario 2. Per ogni E ∈ E, E e` un ordine totale su A.
Ad esempio, Anna non preferisce α2 ad α1 dato E, cioe` α2 E α1, se e
solo se per tutte le coppie αn, αm costruite come nei grafici in (2.2), αm  αn.
E` importante osservare che questo, per Savage, equivale a dire che Anna
non preferirebbe correre a piedi che scendere in garage, se sapesse che nel
garage c’e` la macchina. Infatti, l’idea di Savage e` che, quando diciamo che
Anna sa che la macchina e` nel garage, in termini di decisioni stiamo dicendo:
due azioni qualunque che si distinguono solo quando la macchina non e` nel
garage, per Anna sono indifferenti. Intuitivamente, possiamo giustificare cos´ı
quest’idea importante:
• se Anna sa che la macchina e` nel garage, allora, se due azioni si di-
stinguono solo nel caso in cui la macchina non ci sia, sembra plausibile
che Anna sia del tutto indifferente fra l’una e l’altra (visto che le azioni
sono preferite l’una all’altra solo sulla base dei risultati);
• se invece Anna non sa se la macchina e` nel garage, le azioni non sono
tutte indifferenti, per lei: se scende per controllare, perdera` il treno.
Sulla scorta di quest’intuizione, Savage puo`, in un certo senso, parlare delle
conoscenze dell’agente sugli eventi (quindi sugli stati del mondo) in termini
di preferenze fra azioni: un’ulteriore, importante semplificazione nella model-
lazione del problema di decisione, sulla quale ritorneremo nella sezione 2.2.2.
La prima applicazione e` la definizione di evento nullo:
Definizione 3. Un evento E ∈ E e` nullo se e solo se, per ogni αi, αj ∈ A,
αi E αj.
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Equivalentemente, possiamo dire che l’agente considera E virtualmente
impossibile [34, p. 24]; cioe`, che l’agente puo` escludere che le cose stiano
come in E. Osserviamo che, se E e` nullo, valgono sia αi E αj, sia αj E αi,
cioe` tutte le azioni sono indifferenti all’agente, dato E. Nell’esempio di Anna,
l’unico evento nullo e` ∅.
Definizione 4. Date αi ∈ A, f ∈ F, scriviamo αi ≡ f (e diciamo che αi e`
un’azione costante) se e solo se per ogni x ∈ S, αi(x) = f .
Con le azioni costanti introduciamo una relazione di preferenza tra conse-
guenze che rappresenta le preferenze dell’agente sui risultati, svincolati dagli
stati del mondo:
Definizione 5. Date f, g ∈ F, scriviamo f  g (e diciamo che l’agente non
preferisce f a g) se e solo se, αi ≡ f e αj ≡ g implicano αi  αj.
Nel solito esempio, immaginiamo che valgano h  f e g  h, cioe` che
Anna preferisca prendere il treno senza sudare e senza correre, anziche´ pren-
derlo sudando e correndo, ma che preferisca prenderlo sudando e correndo
piuttosto che perderlo. Naturalmente, g  f . Ci chiediamo come si com-
porterebbe rispetto alle preferenze condizionali un’eventuale azione costante
α3 ≡ f (che Anna non ha a disposizione), cioe` un’azione che in ogni stato
del mondo facesse prendere ad Anna il treno senza sudare e correre. Sembra
ragionevole che quest’azione, che garantisce il massimo successo comunque
stiano le cose, sia sempre preferita ad un’altra azione costante α4 ≡ g, che
fa perdere il treno ad Anna in ogni stato; con cio` intendiamo che, comunque
dato un evento E ∈ E, α4 E α3. Quest’idea e` generalizzata nel postulato
seguente:
Postulato 3. Dati αi, αj ∈ A, f, g ∈ F ed E ∈ E, se αi ≡ f e αj ≡ g e se
E non e` nullo, allora αi E αj se e solo se f  g.
Savage chiama i postulati 2 e 3 “principio di sure-thing” [34, p. 21], perche´
garantiscono che se l’agente non preferisce l’azione αi all’azione αj, sia quando
sa che le cose stanno come nell’evento E, sia quando sa che le cose non stanno
come in E, allora non preferisce l’azione αi all’azione αj. Consideriamo questo
esempio. Anna si sta preparando per uscire, e non sa se prendere la borsa
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(α1) oppure no (α2). Se all’universita` non c’e` sciopero, e` meglio che lei abbia
la borsa, con il notes e la penna per seguire le lezioni; se invece all’universita`
c’e` sciopero, e` meglio che lei abbia la borsa, per passare in farmacia. Quindi
α2 E α1 e α2 (S−E) α1. Anna e` incerta se lo sciopero ci sia o meno;
tuttavia, poiche´ in entrambe le circostanze prendere la borsa e` meglio che
non prenderla, e` senz’altro meglio che la prenda (α2  α1).
2.2.2 Preferenze e probabilita` qualitativa
L’idea di usare le preferenze fra azioni per caratterizzare cio` che l’agente
ritiene piu´ o meno plausibile sta alla base delle definizioni e dei postulati che
seguono. La prima che introduciamo e` quella di premio per un evento:
Definizione 6. Dato E ∈ E, chiamiamo premio per E un’azione αE ∈ A
tale che
αE(x) =
{
f se x ∈ E
g altrimenti,
con f, g ∈ F, g  f e f  g.
Ricordando che per Anna, nell’esempio della sezione 2.1, g  h  f (ma
f  h  g), i due grafici seguenti sono esempi di premi per E = {s1, s2}:
s1 s2 s3 s4
f × ×
g × ×
h
s1 s2 s3 s4
f
g × ×
h × ×
Assumiamo che l’agente scelga su quale evento accettare un premio in-
dipendentemente dal premio stesso: che la ricompensa prevista in caso di
successo sia arrivare in stazione sudata (piuttosto che non arrivare) o arri-
vare senza sudare (piuttosto che arrivare sudata), Anna accetta ugualmente,
considerando con la stessa accuratezza se le sembra piu´ plausibile che le cose
stiano in un modo o nell’altro. Se immaginiamo di aggiungere all’insieme F
dell’esempio altre due conseguenze,
k := Anna riceve ¤ 0,01;
l := Anna non riceve nulla,
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immaginando che l  k e k  l, e offriamo ad Anna il premio αE che comporta
k se le cose stanno come in E ed l altrimenti, la reazione di Anna sara` ancora
la stessa. In altre parole, trascuriamo la differente “motivazione” con cui un
agente accetta un premio che gli fara` ricevere un centesimo di euro anziche´
nulla e un premio che gli fara` prendere il treno anziche´ perderlo e percio`
assumiamo che si comporti allo stesso modo nei due casi. Quest’assunzione
e` il significato intuitivo del postulato seguente:
Postulato 4. Dati Ei, Ej ∈ E, e i premi α′Ei , α′′Ei per Ei e α′Ej , α′′Ej per Ej,
se valgono entrambe le condizioni seguenti:
a) per ogni x ∈ Ei (rispettivamente S − E) e ogni y ∈ Ej (rispettivamente
S− E), α′Ei(x) = α′Ej(y) e α′′Ei(x) = α′′Ej(y);
b) α′Ei  α′Ej ,
allora α′′Ei  α′′Ej .
In altre parole, la relazione di preferenza fra i premi per due eventi e`
unica, cioe` dipende unicamente dagli eventi. Cos´ı possiamo introdurre una
relazione che esprima qualitativamente la “maggiore o minore plausibilita`” di
un evento rispetto ad un altro, agli occhi dell’agente, attraverso le preferenze
sui premi:
Definizione 7. Dati due eventi Ei, Ej ∈ E, scriviamo Ei  Ej (e diciamo
che l’agente considera Ei non piu´ probabile di Ej) se e solo se, comunque
dati due premi αEi per Ei ed αEj per Ej, αEi  αEj .
Forse l’uso dei termini puo` generare un po’ di confusione. Quando diciamo
che un agente considera un evento Ei non piu´ probabile di un altro evento
Ej non stiamo comparando qualche misura (numerica) della probabilita` di
Ei con quella di Ej, ma facciamo soltanto un’osservazione qualitativa, basa-
ta sulle decisioni. Per chiarire la distinzione, ricordiamo com’e` definita una
funzione di probabilita` sull’insieme (finito) E, supponendo che E sia chiuso
per complementi e unioni finite:
Definizione 8. Una funzione a valori reali P su E e` una funzione di
probabilita` su E se e solo se valgono le tre condizioni seguenti:
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a) per ogni E ∈ E, P(E) ≥ 0;
b) per ogni Ei, Ej ∈ E, se Ei∩Ej = ∅, alloraP(Ei∪Ej) =P(Ei)+P(Ej);
c) P(S) = 1.
La relazione tra i due oggetti che abbiamo definito, la relazione  su E e
la funzione di probabilita` P sugli eventi, emergera` grazie al teorema di rap-
presentazione di Savage. Per intanto, consideriamo Ei  Ej semplicemente
come un modo per dire che l’agente si comporta come se Ej le/gli sembrasse
almeno altrettanto plausibile che Ei. Inoltre osserviamo che, poiche´ la rela-
zione  sulle azioni e` connessa (postulato 1), la definizione 7 permette di
dimostrare un utile equivalente del postulato 4:
Corollario 3. Per ogni Ei, Ej ∈ E, Ei  Ej o Ej  Ei (cioe` la relazione 
e` connessa su E).
Diamo un’ulteriore definizione che tornera` utile in seguito:
Definizione 9. Siano P ⊆ E, P finito, ed E ∈ E. Chiamiamo P una
partizione di E se e solo se valgono entrambe le condizioni:
1. per ogni Ei, Ej ∈ P , se Ei 6= Ej, allora Ei ∩ Ej = ∅
2.
⋃n
i=1Ei = E.
Gli ultimi tre postulati sono non tanto assunzioni sul comportamento di
un agente in un problema di decisione, quanto requisiti che il modello ma-
tematico deve soddisfare affinche´ le relazioni  tra conseguenze e tra eventi
siano rappresentabili con funzioni reali, nei termini del teorema di rappre-
sentazione di Savage. Li enunciamo percio` senza particolari commenti.
Il postulato 5 esclude i casi patologici, privi di interesse, in cui l’agente
non abbia alcuna preferenza stretta tra le conseguenze:
Postulato 5. Esistono f, g ∈ F tali che f  g ma g  f .
Cio` equivale a richiedere che S sia un evento non nullo.
Il postulato 6 garantisce che l’insieme S degli stati sia partizionabile in un
numero arbitrario di eventi equivalenti (riguardo alla probabilita` qualitativa
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: ad esempio, sono usualmente considerate equivalenti le sequenze testa-
testa-testa e croce-croce-croce in tre lanci consecutivi di una moneta non
truccata). Quest’assunzione serve a rappresentare la relazione  fra eventi
con una funzione di probabilita`.
Postulato 6. Siano αi, αj ∈ A tali che αi  αj. Per ogni f ∈ F, esiste una
partizione P di S tale che, se per un Ek ∈ P valgono tutte le seguenti:
a) αn(S− Ek) = αi(S− Ek)
b) αm(S− Ek) = αj(S− Ek)
c) αnEk = αmEk ≡ f ,
allora αn  αj o αi  αm.
Infine, convenendo di scrivere αi E f (rispettivamente f E αi) quando
αj ≡ f e αi E αj (rispettivamente αj  αi), Savage aggiunge un postulato
che estende alcune idee del principio di sure-thing al caso in cui l’insieme F
sia infinito:
Postulato 7. Date due azioni αi, αj ∈ A e un evento E ∈ E, se per
ogni x ∈ E αi E αj(x) (rispettivamente αj(x) E αi), allora αi E αj
(rispettivamente αj E αi).
Supponiamo che ogni possibile conseguenza dell’azione αj sia almeno al-
trettanto attrattiva, per l’agente, dell’azione αi nel suo complesso: il postulato
7 assicura allora che αi  αj.
2.3 Il teorema di rappresentazione di Savage
Sotto le condizioni espresse dai postulati 1-6, Savage e` in grado di dimo-
strare l’esistenza e l’unicita` di una funzione di probabilita` che rappresenta la
relazione  tra gli eventi:
Teorema 4. Esiste esattamente una funzione di probabilita` P tale che
P(Ei) ≤P(Ej) se e solo se Ei  Ej,
e che chiamiamo probabilita` personale (quantitativa).
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Cio` vuol dire che, se sono rispettati gli standard di comportamento coe-
rente nelle decisioni fissati dai postulati, la “maggiore o minore plausibilita`”
di un evento rispetto ad un altro, definita sopra, e` a tutti gli effetti un giu-
dizio probabilistico: e` un risultato il teorema del Dutch Book con cui De
Finetti caratterizza la probabilita` soggettiva in termini di scommesse eque
(vedi [10]).
A questo punto, Savage puo` usare la funzione di probabilita` P per di-
mostrare l’esistenza di un’utilita` (nel senso di von Neumann - Morgenstern),
che con il postulato 7 e` estesa al caso piu´ generale:
Teorema 5 (Teorema di rappresentazione). Siano date due partizioni P (S) =
{E1, . . . , En}, P ′(S) = {E ′1, . . . , E ′k} di S, delle conseguenze f1, . . . , fn, f ′1, . . . , f ′k ∈
F e due azioni αi, αj tali che valgono le due condizioni
αi(x) = fi per ogni x ∈ Ei, per ogni i = 1, . . . , n
αj(x) = f
′
i per ogni x ∈ E ′i, per ogni i = 1, . . . , k.
Allora esistono funzioni U : F→ R tali che
αi  αj se e solo se
n∑
i=1
P(Ei)U(fi) ≤
k∑
i=1
P(E ′i)U(f
′
i).
Chiamiamo utilita` ciascuna di tali funzioni U .
In realta`, le funzioni utilita` sono sempre piu´ d’una, perche´ si dimostra
che una qualunque trasformazione lineare crescente di una funzione utilita` e`
ancora una funzione utilita`. Ma si dimostra anche l’inverso: date due funzio-
ni utilita`, l’una e` una trasformazione lineare dell’altra, cosicche´ le funzioni
utilita` sono uniche a meno di trasformazioni lineari:
Teorema 6. Se U , U ′ sono utilita` (cioe` rispettano le condizioni del teorema
precedente),
U ′ = κU + λ,
con κ, λ ∈ R. Cioe`: l’utilita` del teorema di rappresentazione e` unica, a meno
di trasformazioni lineari.
35
Cos´ı disponiamo di funzioni numeriche che rappresentano le preferenze
dell’agente sulle azioni. L’azione ottimale, che l’agente sceglierebbe, e` allora
quella per cui ha valore massimo la funzione utilita` attesa
EU =
n∑
i=1
P(Ei)U(fi),
dove gli Ei e gli fi sono come nelle premesse del teorema di rappresentazione.
Questo e` il risultato piu´ importante della teoria di Savage. Il comporta-
mento razionale coincide con la scelta dell’azione ottimale, e l’azione ottimale
e` quella che massimizza l’utilita` attesa.
2.4 Small worlds
Ritorniamo ancora una volta sull’esempio dal quale siamo partiti. Anna,
in ritardo per prendere il treno, doveva scegliere se correre in stazione a piedi
o scendere in garage, nella speranza che ci fosse la macchina di sua sorella, e
col rischio di perdere il treno se la macchina non ci fosse stata.
Ci possiamo chiedere se il modello costruito fin qui renda veramente conto
di quella situazione. In fin dei conti, Anna potrebbe prendere in considera-
zione molti piu´ stati del mondo, non solo i quattro dell’esempio. Potrebbe
chiedersi se le piogge dei giorni precedenti abbiano creato problemi alla cir-
colazione ferroviaria, e il suo treno sia arrivato in ritardo alla stazione, o
addirittura oggi non circoli affatto. Oppure se, invece che la macchina di sua
sorella, nel garage si potesse trovare il motorino di suo padre, con cui ar-
riverebbe rapidamente in stazione. Ci sono moltissime circostanze che non
prende in considerazione, se decide sulla base del modello proposto.
Cio` non vale soltanto per l’esempio di Anna. In gran parte dei problemi di
decisione, tutte le evenienze a cui puo` andare incontro un agente sono diffi-
cilmente approssimabili attraverso un numero (anche grande) di conseguenze
f, g, h, . . . ∈ F; e i veri stati del mondo, per essere congiuntamente esaustivi,
dovrebbero ricoprire tutto l’ambito delle possibilita`. Se fosse descritto da un
modello, questo sarebbe il grand world di una persona che prende una sola
decisione in tutta la vita, e valuta le conseguenze di ogni azione in ogni stato
del mondo.
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Per questo Savage insiste che la sua teoria si applica solamente agli small
worlds, cioe` a situazioni relativamente semplici che presentano alcune carat-
teristiche peculiari. E` difficile caratterizzare univocamente gli small worlds :
cio` che Savage fa e` costruire uno small world a partire dal grand world, estre-
mamente idealizzato, di una persona che debba prendere un’unica decisione
per tutta la sua vita. Notiamo da subito che le preferenze di questa perso-
na non sono strumentali, cioe` subordinate a qualche altra decisione, proprio
perche´ la decisione che si prende e` l’unica di una vita. Secondo Savage, capita
che le persone decidano in questo modo anche in contesti di decisione reali.
Il grand world di cui parliamo puo` essere rappresentato, secondo quanto
abbiamo detto finora, da una quintupla (S,E,F,A,). Per costruire uno
small world a partire da questo grand world osserviamo che:
• possiamo partizionare l’insieme S degli stati del grand world e ottenia-
mo senz’altro (per definizione di partizione) un insieme di “stati” dello
small world mutuamente esclusivi e congiuntamente esaustivi. Questi
“stati” sono, rispetto al grand world, degli eventi s′1, s
′
2, . . . ⊆ S, in
numero finito o infinito. Se indichiamo con S′ la partizione, S′ sara`
l’insieme degli stati dello small world ;
• le conseguenze F′ = {f ′, g′, h′} dello small world sono, rispetto al grand
world, delle azioni: nell’esempio di Anna, arrivare in stazione in tempo
per prendere il treno e` una conseguenza nello small world, un’azione
nel grand world ;
• le azioni dello small world sono funzioni α′i : S′ → F′, da stati dello
small world (eventi del grand world) a conseguenze dello small world
(azioni del grand world).
In questo modo, Savage puo` modellare lo small world esattamente nei ter-
mini in cui era modellato il grand world. Inoltre, se lo small world cos´ı
ottenuto soddisfa i sette postulati, lo chiama pseudomicrocosmo.Se in piu´
uno pseudomicrocosmo ha una misura P ′ di probabilita` tale che, per ogni
E ′ ⊆ S′,
P ′(E ′) =P(∪E ′)
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e una funzione di utilita` U ′ : F′ → R tale che, per ogni f ′ ∈ F′,
U ′(f ′) = EU(f ′),
allora Savage lo chiama microcosmo.
Osserviamo che, nel trattare l’esempio da cui siamo partiti, abbiamo ope-
rato proprio in questo modo. Rispetto alla situazione reale, con tutte le sue
incognite e tutti gli esiti possibili, abbiamo attuato una grossa semplificazione
scegliendo come stati del mondo quelli che, nella situazione reale, sarebbero
degli eventi (gli s1, s2, s3, s4 della tabella 2.1 a pagina 23), e come conse-
guenze quelle che, nella situazione reale, sarebbero azioni.
Consideriamo infine un controesempio. La situazione di un agente finan-
ziario che voglia investire una grossa somma di denaro in un settore qualsiasi
della finanza mondiale e` senz’altro piu´ vicina alla situazione complicata del
grand world che al modello che abbiamo usato noi: i possibili stati del mon-
do sono molti e molto differenti, le conseguenze sono difficili da calcolare, e
c’e` un numero altissimo di alternative fra cui l’agente puo` scegliere. E tutto
questo gia` nell’ipotesi piu´ semplice, cioe` che l’investimento piu´ redditizio sia
automaticamente la scelta ottimale per l’agente: se si aggiungono complica-
zioni come la responsabilita` sociale dell’investimento, o altre preferenze di
ordine etico, culturale o politico, il quadro diventa ancora piu´ intricato. Lo
small world e` una stilizzazione inadeguata, per le decisioni finanziarie.
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Capitolo3
Le violazioni del modello
dell’utilita` attesa
Con il teorema di rappresentazione, Savage ha dimostrato che il criterio
di massimizzazione dell’utilita` attesa nei problemi di decisione in condizioni
di incertezza puo` essere derivato da alcuni postulati sulla razionalita` degli
agenti. Il modello di decisione proposto ha due caratteristiche: e` astratto ed
e` idealizzato.
a) Savage isola quegli elementi di un problema di decisione che considera
rilevanti per la soluzione (stati del mondo, eventi, azioni, conseguenze e
preferenze) e propone un modello matematico che contiene solo quegli
elementi: percio` un modello astratto.
b) L’agente del modello e` un agente ideale, le cui preferenze rispettano i
requisiti dei postulati di razionalita`. Anche il contesto stilizzato dello small
world e` un’idealizzazione: abbiamo visto che anche un problema come
quello di Anna, che deve prendere il treno, sarebbe un grand world in
base ad un’analisi completa degli stati del mondo e delle conseguenze
possibili.
Le due caratteristiche sono (almeno in parte) indipendenti, e hanno un impat-
to diverso sulla valutazione del modello. L’astrazione, infatti, e` semplicemente
funzionale alla modellazione matematica: il modello di decisione razionale di
39
Savage e` astratto, come lo sono gran parte dei modelli economici e dei mo-
delli usati dalle scienze sociali.
L’idealizzazione dell’agente e del contesto di decisione, invece, dipende es-
senzialmente dall’obiettivo che Savage si propone. Abbiamo visto che Savage
intende il suo modello in senso normativo: i postulati sono dei criteri di coe-
renza interna tra le preferenze dell’agente, che un individuo reale puo` usare,
ad esempio, per rivedere e correggere le decisioni che ha preso. Per questo
caratterizzano il comportamento di un agente ideale, e non di un individuo
reale: Savage ammette che le persone reali spesso prendano delle decisioni in-
compatibili con i postulati di razionalita`, ma questo non limita il loro valore
normativo. Le deviazioni dai postulati di razionalita` sono intese da Savage
come errori. Un agente che riconosce i propri errori, tende a correggersi e a
modificare le proprie decisioni, se gli e` possibile.
3.1 La massimizzazione dell’utilita` attesa co-
me modello descrittivo
Naturalmente, anche il criterio di massimizzazione dell’utilita` attesa e` de-
rivato da un’idealizzazione. Come i postulati, esso e` inteso da Savage come un
criterio normativo di decisione razionale. Un individuo reale che abbia certe
preferenze e certi gradi di convinzione nel verificarsi degli eventi prende una
decisione razionale se si comporta come se massimizzasse l’utilita` attesa. Se
invece si comporta in modo incompatibile con la massimizzazione dell’utilita`
attesa, commette un errore.
Tuttavia, indipendentemente dall’intenzione normativa di Savage, il mo-
dello di massimizzazione dell’utilita` attesa e` stato ampiamente usato come
modello descrittivo nell’analisi economica. Si e` ipotizzato che gli individui
reali operanti nei contesti economici si comportassero realmente come se
massimizzassero la loro utilita` attesa. Nella teoria generale dell’equilibrio,
il modello dell’utilita` attesa e il concetto di equilibrio sono stati utilizzati
per caratterizzare le decisioni individuali degli agenti nei contesti di mercato,
per descrivere il comportamento della domanda, dell’offerta e dei prezzi (in
particolare con i due teoremi di Arrow-Debreu: vedi [3], [4]). In questo modo,
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l’analisi dei fenomeni macroeconomici e` fondata, a livello di decisione indi-
viduale, sul modello microeconomico dell’utilita` attesa. L’assunzione che gli
agenti si comportino come se massimizzassero l’utilita` attesa e` detta talvolta
semplicemente assunzione di razionalita` degli agenti.
Savage giustifica il valore normativo del criterio di massimizzazione dell’u-
tilita` attesa mediante l’idealizzazione. Se pero` il criterio di massimizzazione
e` interpretato in senso descrittivo, oltre che normativo, l’idealizzazione non
offre alcuna garanzia, anzi sembra un punto critico. Non ci sono ovvie ragioni
per credere che un modello costruito su un agente idealmente razionale de-
scriva adeguatamente il comportamento osservato negli individui reali. Nel
capitolo precedente, sono state addotte alcune giustificazioni della plausibi-
lita` dei postulati di razionalita` di Savage; queste giustificazioni, pero`, sono
ancora argomenti che riguardano il piano normativo, non quello descrittivo.
Per verificare il valore descrittivo del modello dell’utilita`, sono stati ef-
fettuati diversi esperimenti. Generalmente, questi esperimenti non sono dei
test del modello proposto da Savage, perche´ non riguardano problemi di de-
cisione in condizioni di incertezza. L’ipotesi che si vuole mettere alla prova
e` che gli individui reali massimizzino l’utilita` attesa; percio`, solitamente si
usano problemi di decisione in condizioni di rischio, nei quali la distribuzione
di probabilita` sugli esiti delle azioni e` dichiarata nelle istruzioni dell’esperi-
mento.
Ai soggetti sperimentali sono presentati dei problemi ipotetici di decisio-
ne: tipicamente, i soggetti scelgono fra lotterie, cioe` contratti del tipo
(x1, p1; . . . ;xn, pn),
che garantiscono l’esito xi con probabilita` pi (gli xi esauriscono gli esiti pos-
sibili, cioe` p1 + . . . + pn = 1). Gli esiti sono tipicamente vincite o perdite
monetarie. Un esempio di problema proposto negli esperimenti e` il seguente
(da [21]):
Quale delle seguenti preferiresti?
A: 50% delle probabilita` di
vincere 1.000.
B: 450 con certezza.
50% delle probabilita` di non
vincere nulla.
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Se si usano esiti monetari, come nell’esempio, si puo` assumere di conoscere
le preferenze dell’agente (rappresentate da una funzione di utilita` crescente
rispetto alla ricchezza). Il modello dell’utilita` attesa predice che
(x1, p1; . . . ;xn, pn) - (y1, q1; . . . ; ym, qm) ⇐⇒
n∑
i=1
U(xi) · pi ≤
m∑
j=1
U(yj) · qj.
I risultati ottenuti con gli esperimenti falsificano il modello dell’utilita`
attesa. L’evidenza contraria al modello e` abbondante: due fra i controesempi
piu´ famosi sono i cosiddetti “paradossi” di Allais e di Ellsberg.
3.2 Il paradosso di Allais
Il paradosso di Allais (vedi [1]) sorge dal confronto tra le preferenze
manifestate da un individuo in due problemi di decisione come i seguenti:
1. Scegliere fra:
(a) una vincita sicura di ¤1 mn.,
(b) la lotteria che da`
¤1 mn. con probabilita` 89%
¤5 mn. con probabilita` 10%
0 con probabilita` 1%.
2. Scegliere fra:
(a) la lotteria che da`
¤1 mn. con probabilita` 11%
0 con probabilita` 89%,
(b) la lotteria che da`
¤5 mn. con probabilita` 10%
0 con probabilita` 90%.
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Secondo Allais, nel problema 1., una persona reale preferirebbe la vincita
sicura alla lotteria incerta:
(¤1 mn., 0.89; 0, 0.01; ¤5 mn., 0.10) ≺ (¤1 mn., 1).
Nel problema 2., d’altra parte, un agente reale sceglierebbe la lotteria in cui
e` possibile la vincita piu´ alta:
(¤1 mn., 0.11; 0, 0.89) ≺ (¤5 mn., 0.10; 0, 0.90).
Secondo Allais, e` ragionevole che le persone si comportino cos´ı, sia nel primo,
sia nel secondo problema. Nel primo caso, la persona manifesta un certo grado
di avversione al rischio, per cui preferisce una vincita minore, ma certa, ad una
vincita piu´ alta, che non e` sicura. Nel secondo caso, tende a trascurare una
piccola differenza nelle probabilita` di due vincite non certe, concentrandosi
sulla grossa differenza nei loro valori.
Queste preferenze, pero`, sono incompatibili con l’ipotesi che gli agenti
valutino le lotterie sulla base dell’utilita` attesa. Dalla preferenza per la vincita
sicura nel primo problema, infatti, segue che
0.10 · U(¤5 mn.) < (1− 0.89) · U(¤1 mn.)
< 0.11 · U(¤1 mn.),
mentre dalla preferenza indicata per il secondo problema segue la disegua-
glianza contraria.
Anche se Allais propone il suo controesempio solamente sulla base di
considerazioni introspettive, nel corso degli anni sono stati riportati molti
risultati sperimentali che confermano le sue conclusioni: ad esempio quelli
di Kahneman e Tversky in [21], [45], [46], [47]. Le osservazioni sul campo di
[24] mostrano delle preferenze riconducibili al paradosso di Allais anche nei
commercianti professionisti.
3.3 Il paradosso di Ellsberg
In [13], Ellsberg ha proposto un altro esperimento ipotetico in cui gli
agenti reali violano il modello dell’utilita` attesa. Il paradosso di Ellsberg e`
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particolarmente interessante, perche´ il problema proposto e` di un tipo diver-
so rispetto alla scelta fra lotterie, e in esso gli agenti violano manifestamente
i postulati di Savage.
Un agente ha davanti a se´ due urne che contengono palline rosse e nere.
La prima urna contiene 100 palline rosse e nere, ma l’agente non sa quante
siano di un colore e quante dell’altro; invece, l’agente sa che la seconda ur-
na contiene esattamente 50 palline rosse e 50 palline nere. All’agente sono
proposte queste possibilita`:
a) scommettere che una pallina estratta a caso dalla prima urna sia rossa,
oppure
b) scommettere che una pallina estratta a caso dalla seconda urna sia rossa.
E in un secondo momento queste altre:
c) scommettere che una pallina estratta a caso dalla prima urna sia nera,
oppure
c) scommettere che una pallina estratta a caso dalla seconda urna sia nera.
Le preferenze della maggior parte dei soggetti sperimentali sono per d) rispet-
to a c), e per b) rispetto ad a). Una minoranza di loro ha preferenze opposte,
per a) e per c). Sia gli uni, sia gli altri dimostrano preferenze incompatibili
con i primi postulati di Savage. Una scommessa sull’uscita di una pallina
rossa dalla seconda urna, infatti, dovrebbe essere interpretata nel modello di
Savage come l’espressione di una probabilita` soggettiva: secondo l’agente, le
palline rosse nella prima urna sono meno della meta`. Ma cio` e` incompatibile
con la preferenza per la seconda urna anche nella scommessa sulla pallina
nera, perche´ l’agente sa che le palline della prima urna sono o rosse o nere.
Dalle preferenze manifestate dagli individui nell’esempio di Ellsberg non e`
possibile derivare una funzione di probabilita`.
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Capitolo4
Prospect theory
Daniel Kahneman e Amos Tverksy sono stati tra i primi a condurre dei te-
st sperimentali del modello dell’utilita` attesa attraverso problemi di scelta fra
lotterie. Con i loro esperimenti, hanno prodotto un’abbondante evidenza con-
traria al modello classico. Questi esperimenti indicano che gli individui reali
tendono a violare diffusamente le predizioni della massimizzazione dell’uti-
lita` attesa, ma anche che le violazioni presentano certe regolarita`. Di fronte
a problemi strutturati nello stesso modo, infatti, i soggetti sperimentali non
deviano in modo casuale dalla predizione classica, ma tendono a presentare
sempre le stesse violazioni. Kahneman e Tversky interpretano queste viola-
zioni come dei biases, cioe` degli errori sistematici commessi dagli individui
reali.
Prospect theory e` il modello proposto per rendere conto dei risultati de-
gli esperimenti, in particolare dei biases osservati. All’opposto del model-
lo di Savage, prospect theory non assume un punto di vista normativo, ma
unicamente un punto di vista descrittivo sulle decisioni in condizioni di ri-
schio. Kahneman e Tversky argomentano a favore di una netta distinzione
tra aspetto normativo e aspetto descrittivo dei modelli di decisione, e sul
piano normativo difendono il modello dell’utilita` attesa.
Dopo una sezione introduttiva in cui sono presentati, in generale, i risul-
tati degli esperimenti condotti da Kahneman e Tversky, il capitolo presenta
il modello di prospect theory, qual e` proposto in [21]. Nella prima parte del
capitolo, descriviamo il modello e i suoi blocchi costituenti; nella seconda par-
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te, invece, presentiamo due fenomeni sperimentali che mettono in evidenza
il carattere puramente descrittivo (e non normativo) di prospect theory.
4.1 I risultati degli esperimenti di Kahneman
e Tversky
Il tipo di problemi che Kahneman e Tversky hanno proposto ai soggetti
sperimentali sono problemi di scelta fra lotterie, come quelli presentati nel
capitolo precedente (l’esempio proposto a pagina 41 e` tratto da uno dei loro
esperimenti). Come abbiamo detto, si tratta di problemi di decisione in con-
dizioni di rischio, con esiti prevalentemente monetari.
I primi problemi di [21] replicano la struttura dell’esempio di Allais, pre-
sentato nel capitolo precedente: il comportamento dei soggetti e` in linea con
le previsioni di Allais, e incompatibile con il modello di massimizzazione del-
l’utilita` attesa.
In alcuni di questi problemi, i soggetti devono decidere fra una lotteria
con una o piu´ vincite a rischio (cioe` date a probabilita` minori di 1) e una
vincita sicura minore o uguale alla vincita attesa della lotteria1. La preferen-
za che emerge nella maggior parte dei casi e` per la vincita sicura, anche se di
valore minore. Kahneman e Tversky chiamano questa preferenza effetto della
certezza. Nel problema 8 di [21], la situazione e` lievemente diversa, perche´
non ci sono vincite sicure, ma una e` altamente probabile e l’altra no: anche
in questo caso, i soggetti sperimentali mostrano di preferire la vincita alta-
mente probabile, anche se il valore atteso e` lo stesso. L’effetto della certezza
e` compatibile con un’ipotesi di avversione al rischio da parte degli individui
(preferenza per un esito sicuro, rispetto ad un esito rischioso).
Successivamente, Kahneman e Tversky presentano gli stessi problemi in-
vertendo il segno degli esiti: cioe`, come scelta fra lotterie che danno perdite
anziche´ vincite. Le preferenze manifestate dalla maggior parte dei soggetti
1La vincita attesa e` la somma delle vincite, ciascuna pesata per la sua probabilita`;
analogamente, la perdita attesa e` la somma delle perdite, ciascuna pesata per la sua pro-
babilita`, e il valore atteso di una lotteria e` la somma dei valori dei suoi esiti (con segno
positivo se sono vincite, negativo se sono perdite), ciascuno pesato per la sua probabilita`.
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sono rovesciate rispetto a quelle precedenti: ad una perdita sicura, viene pre-
ferita una lotteria rischiosa di perdita attesa maggiore o uguale. Questo tipo
di preferenze, incompatibile con l’ipotesi di avversione al rischio, e` chiamato
da Kahneman e Tversky effetto di riflessione. Anziche´ avversione al rischio,
sulle perdite sembra di rilevare propensione al rischio.
Queste due tendenze sono confermate in due problemi in cui gli stessi
stati finali di ricchezza sono presentati come risultati di una vincita o di
una perdita. Coerentemente con le osservazioni negli esperimenti precedenti,
i soggetti sperimentali hanno preferenze invertite a seconda che gli esiti delle
lotterie siano presentati come vincite o come perdite: sono avversi al rischio
nel primo caso e propensi al rischio nel secondo.
Generalmente, l’ipotesi di avversione al rischio e` associata alla concavita`
verso il basso della funzione di utilita` della ricchezza (principio di utilita` mar-
ginale decrescente). Kahneman e Tversky progettano anche un esperimento
specifico per testare quest’ipotesi, l’esperimento dell’“assicurazione probabili-
stica”. I risultati di questo esperimento non sono compatibili con la concavita`
verso il basso della funzione di utilita` su tutto il suo dominio.
Infine, Kahneman e Tversky osservano che le persone reali non sono
attratte da lotterie simmetriche del tipo
(x, 0.5; −x, 0.5),
in cui si vince o si perde la stessa somma con uguale probabilita`, e manifestano
in generale una forma di avversione alla perdita.
4.2 Prospect theory : un modello in due fasi
Coerentemente con il tipo di esperimenti su cui si basa prospect theory
tratta soltanto problemi di scelta fra lotterie. Supponiamo che a una persona
siano proposte due lotterie, tra cui deve scegliere (per semplicita`, conside-
riamo solo lotterie con esiti monetari). Kahneman e Tversky propongono un
modello che si articola in due fasi successive:
1. un’elaborazione preliminare dei dati (fase di editing);
2. la valutazione vera e propria delle lotterie e la scelta.
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Se le lotterie proposte all’agente per la scelta (l’input) sono A e B e le ope-
razioni di editing trasformano A e B rispettivamente in A∗ e B∗, il modello
puo` essere illustrato dal diagramma di flusso della figura 4.1.
Naturalmente, anche se la valutazione avviene su A∗ e B∗, cio` che l’agente
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Figura 4.1: Il modello di decisione di prospect theory su un diagramma di
flusso.
ottiene con la sua scelta e` A o B: si puo` dire che A∗ e B∗ sono la rappresen-
tazione che l’agente si fa del problema di decisione.
Il diagramma illustra un modello di decisione piu´ procedurale di quello
classico. Invece che essere orientato unicamente ai risultati, il modello mi-
ra a descrivere le tappe del processo decisionale; questo grazie soprattutto
all’inserimento della fase di editing, che manca nella teoria classica. In [21],
Kahneman e Tversky descrivono (una schematizzazione di) cio` che si sup-
pone che le persone facciano realmente, quando devono decidere tra lotterie
(manca la cautela del come se di Savage).
4.3 L’editing dei problemi
La fase di editing e` una novita` di prospect theory rispetto al modello clas-
sico di decisione in condizioni di rischio. Classicamente, la rappresentazione
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del problema gioca un ruolo fondamentale nelle decisioni in condizioni di in-
certezza, dove le probabilita` degli eventi non sono note: in quel caso, infatti,
il problema dev’essere modellato, prima ancora che risolto. Quando invece gli
esiti sono dati con probabilita` note, l’agente del modello classico non compie
operazioni preliminari e valuta direttamente l’utilita` prevista delle opzioni
tra cui deve decidere (ad esempio, delle lotterie). In prospect theory, un ele-
mento tipico delle decisioni in condizioni di incertezza e` esteso anche alle
condizioni di rischio.
La fase di editing comprende, in particolare, quattro operazioni:
• Codifica: gli esiti delle lotterie sono registrati come vincite o perdi-
te, relativamente a un punto di riferimento che dev’essere fissato (ad
esempio, l’attuale stato di ricchezza della persona).
• Combinazione: se uno stesso esito x e` ripetuto n volte nella stessa
lotteria A, ciascuna volta con probabilita` pi (i = 1, . . . , n), nella lotteria
“rielaborata” A∗ l’esito x compare una sola volta, ed ha probabilita`
p1 + . . .+ pn:
A = (x, p1; x, . . . ; x, pn) 7→ A∗ = (x, p1 + . . .+ pn),
ad esempio la lotteria (200, 0.25; 200, 0.25) e` rielaborata nella lotteria
(200, 0.5).
• Scomposizione: la lotteria (x + w, p; x, q) e` scomposta in una vincita
sicura di x, piu´ una lotteria rischiosa (w, p; 0, q), cioe` la componente
sicura e` considerata a parte:
A = (x+ w, p; x, q) 7→ A∗ = (x, 1) + (w, p; 0, q).
Analogamente per le perdite:
B = (−x− w, p; −x, q) 7→ B∗ = (−x, 1) + (−w, p; 0, q).
Ad esempio, la lotteria (300, 0.8; 200, 0.2) e` scomposta in una vincita
sicura di 200 e una lotteria (100, 0.8; 0, 0.2); allo stesso modo, la lotteria
(−300, 0.8; −200, 0.2) e` scomposta in una perdita sicura di 200 e una
lotteria (−100, 0.8; 0, 0.2).
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• Cancellazione: se le lotterie A,B fra cui si sceglie condividono una
componente x, p, nelle lotterie “rielaborate” A∗, B∗ quella componente
e` cancellata:
A = (x, p; y1, q1; . . . ; yn, qn) e B = (x, p; z1, k1; . . . ; zm, km) 7→
7→ A∗ = ( y1, q1; . . . ; yn, qn) e B∗ = ( z1, k1; . . . ; zm, km).
Ad esempio la scelta fra
(200, 0.2; 100, 0.5; −50, 0.3) e (200, 0.2; 150, 0.5; −100, 0.3)
e` rielaborata nella scelta fra (100, 0.5; −50, 0.3) e (150, 0.5; −100, 0.3).
Ci sono due ulteriori operazioni di editing che Kahneman e Tversky menzio-
nano, ma il cui ruolo sembra piu´ tecnico:
• arrotondamento delle probabilita` e degli esiti, che fa s´ı, ad esempio, che
(101, 0.49) e (100, 0.5) siano valutate come se fossero la stessa lotteria;
• individuazione delle alternative dominate, che sono escluse senza nem-
meno procedere alla valutazione.
L’arrotondamento implica che le probabilita` molto basse siano arrotondate
a zero, e che percio` gli esiti corrispondenti siano ignorati nella valutazione.
Cio` e` particolarmente importante nei problemi di decisione in condizioni di
rischio al di fuori del laboratorio: ad esempio nella finanza. L’individuazione
delle alternative dominate, invece, concettualmente sembra piu´ legata alla
fase di valutazione: nel confronto tra due lotterie che propongono la stessa
vincita, la lotteria che da` la vincita con probabilita` maggiore viene automa-
ticamente preferita.
Le quattro operazioni di editing, piu´ queste due, sono tutto cio` che pro-
spect theory dice riguardo alla fase di rielaborazione. Le operazioni posso-
no essere svolte in diversi ordini, e non e` detto che siano compiute tut-
te e sei. Cio` comporta naturalmente una grande variazione nei risultati
dell’editing : ad esempio, se sulle due lotterie A = (500, 0.2; 101, 0.49) e
B = (500, 0.15; 99, 0.51) la prima operazione e` l’arrotondamento, le lotterie
“rielaborate” sono A∗ = (500, 0.2; 100, 0.5) e B∗ = (500, 0.15; 100, 0.5). Tra
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queste due, A∗ e` chiaramente dominante: se la seconda operazione e` l’indi-
viduazione delle alternative dominate, B∗ (e quindi B) e` esclusa e l’agente
sceglie A. Cio` non e` detto, se l’ordine delle operazioni di editing e` un altro,
o se l’arrotondamento non e` compiuto.
L’unica operazione necessaria, fra queste, e` la codifica degli esiti. Per la
valutazione, infatti, e` importante che gli esiti siano gia` dati come vincite o
come perdite: la codifica come vincite e come perdite, pero`, non e` necessaria-
mente quella data nelle lotterie di input, ma dipende dal punto di riferimento
che l’agente fissa nella fase di editing. L’evidenza sperimentale per questo e`
data, ad esempio, dai problemi 11 e 12 di [21], le cui formulazioni induco-
no uno spostamento del punto di riferimento. I due problemi 10 e 11 sono
identici, se rappresentati in termini di situazioni finali di ricchezza, perche´
in entrambi si sceglie fra A = (2000, 0.5; 1000, 0.5) e B = (1500, 1). Nel
problema 11, pero`, ai soggetti sperimentali si propone di scegliere fra A e B,
A = (1000, 1) + (1000, 0.5)
B = (1000, 1) + (500, 1),
cioe` fra una vincita sicura e una rischiosa, mentre nel problema 12 si sceglie
fra
A = (2000, 1) + (−1000, 0.5)
B = (2000, 1) + (−500, 1).
Gli addendi (1000, 1) e (2000, 1), presenti rispettivamente nel problema 11 e
nel problema 12, sono dei bonus forniti all’inizio del gioco.
In seguito all’operazione di scomposizione, le componenti sono valutate
separatamente. Poiche´ nelle due lotterie su cui si sceglie la componente sicura
e` la stessa, essa viene eliminata via cancellazione: a questo punto avviene la
codifica degli esiti come vincite nel problema 11 e come perdite nel problema
12. Proprio questa differente codifica spiega perche´ i soggetti sperimentali
indichino una preferenza per B nel problema 11 e per A nel problema 12.
Anche molti esperimenti sugli effetti di framing mostrano la stessa cosa.
Possiamo notare che, nell’editing, manca un’operazione specifica per trat-
tare le lotterie composte (com’e`, ad esempio, la moltiplicazione delle probabi-
lita` prevista dall’assioma di sostituibilita` nel modello classico). Se i soggetti
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Figura 4.2: L’albero di decisione che illustra il problema 10 di [21].
sperimentali mostrano di violare sistematicamente l’assioma di sostituibilita`,
in prospect theory non e` indicata un’unica alternativa a quell’assioma. Ci
sono tuttavia dei casi in cui certe operazioni di editing possono giustificare
preferenze che violano la sostituibilita`. Un esempio e` il problema 10 di [21].
Questo problema ha una formulazione sequenziale: prima i soggetti spe-
rimentali giocano la lotteria (A∪B, 0.25), in cui c’e` una probabilita` del 75%
di fermarsi e una del 25% di continuare; poi, eventualmente, hanno una vin-
cita sicura A = (3000, 1) o giocano la lotteria rischiosa B = (4000, 0.8). Le
preferenze per A o per B devono essere indicate prima dell’inizio del gioco.
Nella figura 4.2, la situazione e` illustrata mediante un albero di decisione.
Le preferenze dei soggetti sperimentali per A sono coerenti con l’ipotesi
che il ramo inferiore dell’albero di decisione sia ignorato nella valutazione (ef-
fetto di isolamento) e si verifichi un effetto di certezza. Quindi una spiegazione
puo` essere che i soggetti sperimentali percepiscano il problema come scelta
fra le due lotterie (3000, 1) e (4000, 0.8) e non come la scelta illustrata dalla
figura 4.2. Le lotterie su cui realmente scelgono sono C = (A, 0.25; 0, 0.75)
e D = (B, 0.25; 0, 0.75). Nel rappresentarsi il problema, pero`, attuano delle
operazioni di editing : in particolare, la componente comune 0, 0.75 e` elimi-
nata via cancellazione. Rimangono allora (A, 0.25) da una parte e (B, 0.25)
dall’altra; poiche´ sono equiprobabili, la valutazione avviene semplicemente su
A e su B, cioe` C∗ = A e D∗ = B. Coerentemente con l’effetto della certezza,
B ≺ A, e pertanto gli agenti scelgono C. Cio` significa, in qualche modo,
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aver ignorato il contesto ed essersi concentrati solamente su cio` che distin-
gue le due opzioni C e D: cio` che Kahneman e Tversky chiamano effetto di
isolamento.
4.4 La valutazione delle lotterie
Una volta che l’agente si e` rappresentato il problema di decisione con
l’editing, passa a valutare le opzioni a sua disposizione per scegliere. Le op-
zioni, ricordiamo, sono lotterie, con esiti monetari e probabilita` numeriche
note. In [21], Kahneman e Tversky propongono un criterio di valutazione il
piu´ possibile conservativo rispetto alla massimizzazione dell’utilita` prevista,
che tiene conto del valore soggettivo e delle probabilita` degli esiti monetari.
L’agente attribuisce un valore V (·) a ciascuna delle lotterie “rielaborate” del
problema, e sceglie la lotteria che ha il valore maggiore: cioe`, massimizza
V (·), proprio come l’agente classico massimizza l’utilita` attesa.
Un’avvertenza: d’ora in avanti, per tutta questa sezione, consideriamo so-
lamente lotterie monetarie con al piu´ due esiti non nulli. E` il tipo di lotterie
proposto negli esperimenti di [21]. Sono cioe` lotterie del tipo
(x, p; y, q),
dove almeno uno tra x e y e` non-nullo e p+ q ≤ 1. Ovviamente, se sia x, sia
y sono non-nulli, l’esito nullo (vincita/perdita di 0) ha probabilita` 1− p− q.
Come nel modello classico, il valore V (·) che un agente attribuisce a una
lotteria del tipo (x, p; y, q) dipende sia dal valore soggettivo degli esiti x e y,
sia dalle due probabilita` p e q. Questo e` coerente con il tipo di problemi pro-
posti ai soggetti sperimentali: i dati a disposizione degli agenti sono proprio
gli esiti e le loro probabilita`. Il valore assegnato a una lotteria in prospect
theory e` determinato da due funzioni:
a) una funzione di valore soggettivo v(·), che associa numeri reali agli esiti;
quindi v(x) e v(y) sono i valori, per l’agente, degli esiti x e y rispettiva-
mente;
b) una funzione pi(·) che pesa le probabilita`: ad esempio, pi(p) e pi(q) sono
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i pesi attribuiti, nella decisione, rispettivamente alle probabilita` p e q.
Possiamo considerare pi : [0, 1]→ [0, 1].
Chiamiamo pi(p) il peso di decisione della probabilita` p. Naturalmente, se
pi(·) fosse l’identita`, v(·) l’utilita` e V (x, p; y, q) = v(x)pi(p) + v(y)pi(q), allora
saremmo nel modello classico e V (x, p; y, q) sarebbe l’utilita` prevista della
lotteria (x, p; y, q). A noi, pero`, interessa il caso in cui pi(·) non sia una
funzione lineare, v(·) sia alquanto diversa dalla classica funzione di utilita`
della ricchezza, e V (·) non sia sempre la somma dei valori pesati per i pesi di
decisione. Le caratteristiche di v(·) e pi(·) saranno viste in seguito. Per intanto
vediamo come i pesi di decisione e i valori degli esiti si combinano per dare
il valore della lotteria. Per spiegarlo, Kahneman e Tversky distinguono le
lotterie miste e le lotterie strettamente positive o negative.
Definizione 10. Una lotteria (x, p; y, q) e` strettamente positiva o negativa
se
xy > 0 e p+ q = 1.
E` mista se non e` strettamente positiva o negativa, cioe` se
xy ≤ 0 o p+ q < 1.
Distinguere fra lotterie miste e lotterie strettamente positive o negative
serve perche´, come abbiamo visto, nel caso di lotterie in cui ci siano solo vin-
cite o solo perdite, i soggetti sperimentali sembrano “scomporre” la lotteria
in una parte sicura, piu´ una rischiosa. E` per l’appunto cio` che avviene in una
delle operazioni di editing (scomposizione). Nella fase successiva, le due com-
ponenti, sicura e rischiosa, sono valutate separatamente. Se (x, p; y, q) e` una
lotteria strettamente positiva o negativa e, diciamo, |y| < |x|, la componente
sicura e` (y, 1) e la componente rischiosa (x−y, p; 0, q). Kahneman e Tversky
propongono che il valore della lotteria in questo caso sia
V (x, p; y, q) = v(y) + v(x− y) · pi(p), (4.1)
cioe` il valore soggettivo della componente sicura, piu´ il valore soggettivo
dell’esito a rischio, pesato per il peso di decisione della sua probabilita`.
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Quando invece la lotteria (x, p; y, q) e` mista, il valore V (·) che le viene
attribuito e`
V (x, p; y, q) = v(x)pi(p) + v(y)pi(q), (4.2)
cioe` la somma dei valori soggettivi degli esiti, ciascuno pesato per il peso
di decisione della sua probabilita`. Nella maggior parte dei problemi proposti
negli esperimenti di [21], le lotterie sono miste, nel senso che attribuiscono una
probabilita` positiva all’esito nullo (mancano invece casi di vincite e perdite
nette nella stessa lotteria). Quindi e` l’equazione (4.2) ad essere messa alla
prova, nella maggior parte dei casi.
L’equazione (4.1) per le lotterie strettamente positive o negative non e`
implicata dalla (4.2). In una lotteria strettamente positiva o negativa, q =
1− p e percio` il valore, per (4.2) e`
V (x, p; y, q) = v(x)pi(p) + v(y)pi(1− p).
Il passaggio di qui a
V (x, p; y, q) = v(y) + [v(x)− v(y)] · pi(p)
e` giustificato solo se pi(1 − p) = 1 − pi(p); ma cio` e` generalmente falso nel
modello di prospect theory, per il quale pi(p) + pi(1− p) < 1 se p ∈ ]0, 1[.
Ricapitolando: nel modello proposto da Kahneman e Tversky, gli agenti
posti di fronte alla scelta fra lotterie effettuano prima una serie di operazioni
di rielaborazione, che servono alla rappresentazione del problema (editing);
in seguito passano a valutare le lotterie “rielaborate” in questo modo. La
valutazione tiene conto del valore soggettivo degli esiti e delle loro probabilita`:
in particolare, l’agente sceglie la lotteria per cui e` massimo il valore V (·),
definito dalle equazioni (4.1) per le lotterie strettamente positive o negative
e (4.2) per le lotterie miste.
Prospect theory si propone, come abbiamo visto, di rendere conto delle
violazioni del modello dell’utilita` attesa negli esperimenti, in particolare dei
biases presentati nella prima sezione di questo capitolo. Le funzioni v(·),
di valore degli esiti, e pi(·), di peso di decisione, hanno delle caratteristiche
tali da predire i risultati ottenuti con gli esperimenti: nelle prossime sezioni
esaminiamo queste caratteristiche.
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4.4.1 La funzione di valore
La funzione v(·) di valore soggettivo degli esiti ha un ruolo analogo alla
funzione di utilita` U(·) nel modello classico. Le caratteristiche delle due fun-
zioni, pero`, sono piuttosto diverse.
Anzitutto, a seguito della fase di editing, gli esiti delle lotterie sono codifi-
cati come vincite o come perdite. Questa codifica degli esiti puo` dipendere da
come il problema e` rappresentato. I risultati degli esperimenti indicano che,
se gli esiti sono presentati come perdite, l’atteggiamento dell’agente tende
ad essere propenso al rischio (effetto di riflessione); se invece sono presenta-
ti come vincite, l’atteggiamento prevalente e` di avversione al rischio (effetto
della certezza). Questi risultati sono compatibili con un modello matematico
in cui:
• il dominio della funzione di valore v(·) non e` costituito dagli stati finali
di ricchezza, bens´ı da vincite (asse positivo) e perdite (asse negativo);
• poiche´ l’atteggiamento sulle vincite e` avverso al rischio, v(·) sull’asse
delle vincite ha la concavita` verso il basso;
• invece, poiche´ sulle perdite gli agenti mostrano propensione al rischio,
v(·) sull’asse delle perdite ha la concavita` verso l’alto.
Il punto di riferimento, sulla base del quale gli esiti sono codificati come
vincite o come perdite, e` quindi un punto di flesso di v(·). Che sia lo status quo
o un livello di aspirazione, questo punto di riferimento ha valore nullo, perche´
non e` ne´ una vincita, ne´ una perdita: e` pertanto l’esito 0, al quale assegniamo
valore 0. Conseguentemente, la funzione v(·) e` una funzione sempre crescente,
perche´ una vincita maggiore e` preferita a una vincita minore, e una perdita
minore e` preferita a una perdita maggiore; ha sulle perdite concavita` verso
l’alto, un punto di flesso sull’origine (0, 0) degli assi, e concavita` verso il basso
sulle vincite. La funzione ha la forma di una “S”.
Kahneman e Tversky, in [21], controllano sperimentalmente queste ipotesi
con i problemi 13 e 13′. Nel problema 13, e` chiesto di scegliere tra le due
lotterie
(6000, 0.25) e (4000, 0.25; 2000, 0.25).
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Nel problema 13′, le stesse lotterie sono presentate con il segno cambiato,
cioe` in termini di perdite anziche´ di vincite:
(−6000, 0.25) e (−4000, 0.25; −2000, 0.25).
La stragrande maggioranza dei soggetti sperimentali sceglie (4000, 0.25; 2000, 0.25)
nel problema 13 (82%) e (−6000, 0.25) nel secondo (70%), coerentemente con
l’effetto di riflessione. Con l’equazione (4.2) per le lotterie miste, cio` significa
che
v(6000) · pi(0.25) < v(4000) · pi(0.25) + v(2000) · pi(0.25),
cioe` v(6000) < v(4000) + v(2000), e
v(−6000) · pi(0.25) > v(−4000) · pi(0.25) + v(−2000) · pi(0.25),
cioe` v(−6000) > v(−4000) + v(−2000). L’ipotesi che la concavita` di v(·) sia
verso il basso sulle vincite e verso l’alto sulle perdite e` confermata.
Infine, il fatto che le persone siano riluttanti ad accettare le lotterie sim-
metriche del tipo (x, 0.5; −x, 0.5) implica che v(x) + v(−x) < 0. Per rendere
ragione di cio`, si ipotizza anche che la funzione v(·) abbia una pendenza
maggiore sulle perdite che sulle vincite: se x > 0, allora
dv(x)
dx
<
dv(−x)
dx
.
Un tale atteggiamento e` chiamato avversione alla perdita: in termini psicolo-
gici, il dispiacere causato da una perdita sembra molto maggiore del piacere
provocato da una vincita equivalente. Se le si propone di vincere ¤100 o di
perdere ¤100, una persona reale e` tendenzialmente piu´ impressionata dalla
prospettiva della perdita che da quella della vincita. Questo effetto e` illustra-
to nella figura 4.3, dove si vede che v(−z) < −v(z) se z > 0.
In breve, la funzione che rappresenta il valore attribuito dall’agente agli
esiti di una lotteria, in prospect theory, e` una funzione di vincite e perdite,
anziche´ di stati finali di ricchezza. Il suo grafico e` disegnato nella figura 4.3:
le caratteristiche peculiari sono la concavita`, verso l’alto sulle perdite e ver-
so il basso sulle vincite, con flesso nell’origine (punto di riferimento, valore
0), monotonia crescente e pendenza maggiore sulle perdite che sulle vincite
(avversione alla perdita).
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Figura 4.3: Un’ipotetica funzione di valore di prospect theory, a forma di S.
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4.4.2 I pesi di decisione
In prospect theory, la valutazione di una lotteria tiene conto sia del valore
soggettivo degli esiti, espresso dalla funzione v(·), sia della funzione peso di
decisione pi(·), secondo le due equazioni (4.1) e (4.2). Una prima osservazione
che emerge dal paradosso di Allais e di Ellsberg, e da diversi esperimenti di
Kahneman e Tversky e` che, in generale,
pi(p) 6= p :
i pesi dei valori non possono essere probabilita`, altrimenti non si spieghe-
rebbero le inversioni sistematiche delle preferenze dei soggetti sperimentali,
quando le probabilita` di tutti gli esiti non-nulli di una lotteria sono scalate
uniformemente.
E` ragionevole supporre che la funzione pi(·) che sia crescente rispetto alla
probabilita`: se p < q, allora pi(p) < pi(q). Poiche´ gli esiti impossibili sono del
tutto trascurati nella valutazione di una lotteria, pi(0) = 0; inoltre, la scala e`
normalizzata, in modo che pi(1) = 1 (cio` si ottiene, naturalmente, se pi(p) e`
il rapporto tra il peso della probabilita` p e il peso dell’evento certo).
Con le assunzioni sulla concavita` di v(·) e i dati dei problemi 8 e 8′ di [21],
si puo` caratterizzare meglio il comportamento di pi(·) sulle basse probabilita`.
In particolare, sia il problema 8, sia il problema 8′ indicano che
pi(0.001)
pi(0.002)
>
1
2
,
se si usa l’equazione (4.2) e si tiene conto delle concavita` di v(·) sulle vincite
e sulle perdite. La diseguaglianza precedente naturalmente equivale a
pi(0.001 + 0.001) < pi(0.001) + pi(0.001),
il che suggerisce che che pi(·) sia subadditiva, almeno sulle basse probabilita`.
D’altra parte, nei problemi 7 e 7′ i soggetti sperimentali mostrano prefe-
renze inverse a 8 e 8′; cio` che cambia in 7 e 7′ sono le probabilita` degli esiti
non nulli, 90 volte piu´ alte. Stavolta la concavita` di v(·) non aiuta e non si
puo` dire nulla sui pesi di decisione: se le probabilita` non sono molto basse
(ad esempio sono 45% e 90%, come in questo caso), la subadditivita` non e`
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garantita.
Kahneman e Tversky fanno anche due esperimenti che riproducono il
funzionamento dei biglietti del lotto (vincita alta, bassa probabilita`) e del-
le assicurazioni (perdita sicura del premio, ma protezione contro danni ad
alto impatto e bassa probabilita`). Nei problemi 14 e 14′, la vincita attesa
eguaglia il costo del biglietto del lotto, e la perdita attesa eguaglia il premio
assicurativo:
(5000, 0.001) o (5, 1)
(−5000, 0.001) o (−5, 1).
Ciononostante, le preferenze della maggior parte dei soggetti sperimentali
sono per la lotteria rischiosa nel primo caso (propensione al rischio su una
vincita) e per la lotteria sicura nel secondo (avversione al rischio su una per-
dita): cioe` queste persone, a queste condizioni, giocherebbero al lotto, ma
stipulerebbero l’assicurazione.
Se i pesi di decisione non alterano le probabilita`, i risultati di questi
esperimenti non sono coerenti con il modello elaborato finora, che prevede
avversione al rischio sulle vincite e propensione al rischio sulle perdite. Kah-
neman e Tversky ipotizzano allora che i pesi delle probabilita` molto basse
siano maggiori delle probabilita` stesse, cioe`
pi(p) > p se p e` molto bassa. (4.3)
In questo modo, si riesce a rendere ragione delle preferenze dei soggetti spe-
rimentali mantenendo l’ipotesi sulla concavita` di v(·). Chiamiamo l’effetto
descritto dall’equazione (4.3) iperponderazione delle basse probabilita`. Notia-
mo che non e` la stessa cosa della sopravvalutazione delle probabilita` degli
eventi rari, fenomeno tipico delle decisioni in condizioni di incertezza. Nei
problemi 14 e 14′ i soggetti sperimentali sono sempre di fronte a probabilita`
numeriche ben definite, e non si fa menzione dell’evento a cui queste probabi-
lita` sono associate: cio` che avviene, e` che tali probabilita` sono pesate piu´ del
normale. La sopravvalutazione delle probabilita` degli eventi rari, invece, agi-
sce in molti contesti di incertezza, ad esempio le assicurazioni contro eventi
catastrofici imprevedibili. Se la televisione ha dato notizia di un terremoto,
diciamo, in Australia, la popolazione di una zona sismicamente “sicura” ten-
dera` a stipulare un’eventuale assicurazione contro il terremoto, pure con un
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premio molto alto: cos´ı facendo, dimostra di sopravvalutare la probabilita`
(del resto sconosciuta) che un terremoto la colpisca. L’iperponderazione del-
le basse probabilita`, invece, fa s´ı che siano stipulate assicurazioni con premi
molto alti anche quando le probabilita` del danno sono note; il peso che queste
probabilita` hanno nella decisione, infatti, e` maggiore di quello che dovreb-
bero avere secondo il modello dell’utilita` prevista. Ovviamente, i due effetti
possono agire insieme, rendendo le persone ancora piu´ avverse al rischio di
un grosso danno, per quanto poco probabile.
Un’ulteriore caratteristica della funzione pi(·) serve a spiegare il com-
portamento dei soggetti sperimentali di fronte al paradosso di Allais (e ai
problemi di [21] che ne riproducono la struttura, ad esempio 1 e 2). Si tratta
dell’ipotesi che per ogni p ∈ ]0, 1[ valga
pi(p) + pi(1− p) < 1
(come abbiamo visto, pi(·) non e` ovunque subadditiva, sicche´ questa non e`
una conseguenza della subadditivita`). Kahneman e Tversky chiamano questa
caratteristica di pi(·) subcertezza: essa ha naturalmente a che fare con la
sopravvalutazione della certezza, per cui un evento certo non e` la stessa cosa
che la somma di due eventi “soltanto probabili”, anche se la probabilita` dei
due eventi somma a uno.
Infine, una caratteristica piu´ “tecnica”, che serve pero` a render ragione dei
mutamenti nelle preferenze dei soggetti sperimentali, quando le probabilita`
degli esiti non-nulli sono scalate. E` quella che Kahneman e Tversky chiamano
subproporzionalita`:
pi(pq)
pi(p)
≤ pi(pqr)
pi(pr)
per tutti i p, q, r ∈ ]0, 1[. Il rapporto tra i pesi di decisione di due probabilita`
e` tanto maggiore, quanto minori sono le probabilita`. Cio` permette di spiegare
varie violazioni dell’assioma di sostituibilita`, perche´ giustifica il fatto che, se
(x, p) ∼ (y, pq), allora (x, pr) ≺ (y, pqr).
Nella figura 4.4 e` tracciato un possibile grafico della funzione pi(·) che
tenga conto di tutte queste caratteristiche. Le probabilita` basse (ma non
sappiamo con precisione quanto basse) sono minori dei loro pesi di decisione,
cioe` sono iperponderate, mentre le probabilita` medio-alte hanno un impatto
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Figura 4.4: Un’ipotetico grafico di pi in accordo con prospect theory.
ridotto sulle decisioni. In sostanza, il cambiamento delle probabilita` presen-
tate nelle lotterie non comporta un cambiamento proporzionale dei pesi di
decisione (subcertezza). Agli estremi, sappiamo che pi(0) = 0 e pi(1) = 1,
ma l’effetto della certezza fa s´ı che il passaggio da una probabilita` molto
alta, come 0.99, alla sicurezza, sia un salto brusco. (Un effetto analogo, na-
turalmente, si verifica nel passaggio da una probabilita` molto bassa, come
0.01, all’impossibilita`.) Questi “salti bruschi” sono rappresentati graficamen-
te dalle discontinuita` della funzione pi(·) agli estremi. Notiamo anche che,
nonostante l’iperponderazione delle basse probabilita`, pi(·) e` comunque una
funzione crescente delle probabilita`.
La caratteristica distintiva della funzione peso di decisione, in ogni caso,
e` la non-linearita` rispetto alle probabilita`. Questa caratteristica dei pesi di
decisione, inevitabile in qualsiasi modello descrittivo che voglia tener con-
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to degli esperimenti di [21] e analoghi, ha delle conseguenze importanti. La
piu´ rilevante e` che la valutazione delle lotterie delineata in prospect theory
puo` non rispettare la dominanza stocastica: infatti, in certi casi l’equazione
(4.2) per le lotterie miste, piu´ la non-linearita` di pi(·) implica violazioni di
dominanza (vedi la sezione 4.5). L’assunzione fatta precedentemente, che le
alternative dominate siano escluse dalla valutazione gia` a partire dalla fase
di editing, gioca allora un ruolo di fondamentale importanza, se si vuole che
la dominanza stocastica di prim’ordine sia rispettata (almeno su coppie di
lotterie).
In conclusione, e` opportuno ribadire che i pesi di decisione delineati fin qui
non servono a misurare gradi di convinzione. Sono, abbiamo visto, distorsioni
di probabilita` note, cioe` di valori numerici forniti nei questionari durante gli
esperimenti. La non-linearita` dei pesi rispetto alle probabilita` puo` dipendere
da una grande varieta` di fattori, non ultima la possibile difficolta` dei soggetti
sperimentali a lavorare con probabilita` numeriche (e dall’altra parte una cer-
ta facilita` a rappresentarsi vincite o perdite sicure). Di conseguenza, anche
le tendenze osservate nell’approccio al rischio vanno contestualizzate al tipo
specifico di problema che gli esperimenti propongono.
Quello che abbiamo presentato e` il modello originale di prospect theory,
da [21]. Come si e` visto, esso cerca di tenere conto di un certo numero di
fenomeni diversi, e di conseguenza e` piuttosto articolato. Anche se e` stato
presentato per una classe abbastanza specifica di problemi di decisione in
condizioni di rischio (soltanto lotterie monetarie con al piu´ due esiti non-
nulli), si puo` estendere facilmente a trattare un’ampia gamma di situazioni
decisionali, con esiti anche non monetari, ma con probabilita` note. Alcune di
queste estensioni saranno discusse nel capitolo successivo.
Nelle sezioni finali di questo capitolo, sono presentati due fenomeni speri-
mentali interessanti, perche´ in contraddizione sia con il modello classico, sia
con vari modelli alternativi. prospect theory riesce a rendere conto di questi
fenomeni, ed e` un successo sul piano della descrizione del comportamento rea-
le delle persone. Tuttavia, entrambi sono fenomeni in cui il comportamento
delle persone reali e` irrazionale sotto ogni punto di vista; percio`, si tratta di
comportamenti normativamente inaccettabili. Cio` esclude categoricamente
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un possibile valore normativo della teoria di Kahneman e Tversky. Il primo
fenomeno presentato e` la violazione della dominanza stocastica, il secondo la
violazione del principio di invarianza o estensionalita`.
4.5 La dominanza stocastica e i pesi di deci-
sione
Abbiamo gia` accennato alla possibilita` che la funzione V (·) con cui sono
valutate le lotterie in prospect theory violi la dominanza stocastica.
Definizione 11 (Dominanza stocastica di prim’ordine). Date due lotterie
A = (x1, p1; . . . ;xn, pn) e B = (y1, q1; . . . ; ym, qm),
diciamo che A domina stocasticamente B se e solo se per ogni esito z, la
probabilita` di ricevere almeno z e` maggiore in A che in B.
Cioe`, per ogni z ∑
{i|xi%z}
pi >
∑
{i|yi%z}
qi.
Fra ¤50 al 40% di probabilita` o ¤50 al 50%, infatti, dal punto di vista
normativo e` ragionevole supporre che un agente scelga la seconda opzione,
e che, in generale, se due lotterie hanno gli stessi esiti, un agente scelga
quella fra le due che garantisce gli esiti migliori a probabilita` piu´ alte. Il
fatto che, in generale, le persone preferiscano probabilita` maggiori di esiti
migliori si esprime richiedendo che la funzione che valuta le lotterie (l’utilita`
prevista EU(·) nel modello classico, o la funzione V (·) di prospect theory)
sia monotona rispetto alla dominanza stocastica di prim’ordine: se A domina
stocasticamente B, allora EU(A) > EU(B). Anche questa condizione vale
per il modello di Savage e per il modello di von Neumann-Morgenstern2.
La monotonia rispetto alla dominanza stocastica e` un requisito normativo
2In realta`, nel modello di Savage bisogna introdurre qualche correzione ai postulati piu´
“tecnici”, altrimenti delle violazioni della monotonia stretta per dominanza stocastica di
prim’ordine sono permesse: vedi [51].
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molto intuitivo, perche´ sembra quasi che segua dalla comprensione di “come
funziona il gioco” con le probabilita`. Quest’impressione, del resto, sembra
confermata negli esperimenti, ad esempio in quelli di [6]: se la dominanza
e` abbastanza trasparente, pochissimi soggetti sperimentali la violano, e il
tasso di violazione si riduce man mano che agli agenti e` data la possibilita`
di confrontarsi con altri partecipanti all’esperimento e rivedere le proprie
scelte. Quando un agente scopre che un’alternativa domina l’altra, sceglie
senz’altro la prima: percio` le violazioni sperimentali della dominanza sono
semmai dovute ad errori, al mancato riconoscimento della dominanza. In
seguito cercheremo di capire quanto questi errori siano diffusi.
Dunque, se gli agenti pesano i valori (o le utilita`) degli esiti per le loro
probabilita`, il rispetto della dominanza stocastica sembra garantito. D’altra
parte, se i pesi di decisione non sono probabilita`, ci possiamo aspettare che
le preferenze dell’agente vadano talvolta per un’alternativa stocasticamente
dominata, per analogia con quello che succede con la dominanza stato-per-
stato (argomento del Dutchbook di de Finetti, ripreso da Savage). In effetti,
in prospect theory - almeno nella fase di valutazione, senza l’editing - capita
proprio questo.
In [21], Kahneman e Tversky propongono questo esempio. Se (x, p; y, q)
e (x, p′; y, q′) sono due lotterie tali che x > y > 0, p > p′ e p+q = p′+q′ < 1,
allora evidentemente (x, p; y, q) domina stocasticamente (x, p′; y, q′). Se le
preferenze degli agenti rispettano la dominanza stocastica di prim’ordine,
bisogna allora che
(x, p′; y, q′) ≺ (x, p; y, q);
il che, usando l’equazione (4.2) di prospect theory (valutazione di una lotteria
mista), implica che
pi(p)− pi(p′)
pi(q′)− pi(q) >
v(y)
v(x)
.
Quando y tende a x,
pi(p)− pi(p′)
pi(q′)− pi(q) → 1,
cioe` pi(p) − pi(p′) → pi(q′) − pi(q), ma cio` implicherebbe la linearita` di pi(·)
(ossia, in fondo, che pi(p) = p), perche´ p − p′ = q′ − q. Se pi(p) 6= p, come
gli esperimenti indicano e prospect theory assume, la preferenza degli agenti
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deve violare la dominanza stocastica.
Se consideriamo anche la fase di editing, e non solo quella di valutazione,
prospect theory ha dei meccanismi per evitare la scelta di lotterie dominate.
Sono le operazioni seguenti:
• arrotondamento degli esiti e combinazione delle probabilita` di un esito,
per cui, nell’esempio precedente, quando x → y le lotterie tendono a
diventare (x, p+ q) e (x, p′ + q′);
• eliminazione tout court delle alternative dominate.
Kahneman e Tversky in [21] escludono che un agente possa scegliere, fra due
lotterie, quella dominata. Prospect theory non esclude, pero`, casi di violazione
“indiretta”: se i problemi riguardano in un caso la scelta fra A e B, nell’altro
la scelta fra B e C, l’agente puo` scegliere A nel primo caso e B nel secondo
(cioe` C ≺ B ≺ A) anche quando C domina stocasticamente A.
4.6 Violazioni della dominanza stocastica
I soggetti sperimentali tendono a rispettare la dominanza stocastica nelle
loro scelte, una volta che l’abbiano individuata. Ci sono casi in cui cio` e` molto
semplice, perche´ il problema e` presentato in modo trasparente; in altri casi,
invece, le dominanze non sono immediatamente individuabili, e le preferenze
le violano. Consideriamo i problemi 3 e 4 degli esperimenti di Kahneman e
Tversky [45].
Il problema 3 si compone di due decisioni. Nella prima, e` proposta la
scelta fra le due lotterie monetarie
A = ($240, 1) e B = ($1000, 0.25);
coerentemente con l’effetto della certezza, l’84% dei partecipanti all’esperi-
mento sceglie la lotteria A. Nella seconda decisione, la scelta e` fra
C = (−$750, 1) e D = (−$1000, 0.75);
qui l’87% dei soggetti sperimentali sceglie D, in linea con l’effetto di riflessio-
ne. Le due decisioni sono presentate insieme, allo stesso campione: la larga
66
maggioranza (73%) dei partecipanti, dunque, preferisce la combinazione A e
D alla combinazione B e C.
Nel problema 4, la scelta proposta e` fra
E = ($240, 0.25; −$760, 0.75) e F = ($250, 0.25; −$750, 0.75).
La totalita` dei partecipanti sceglie F , in quanto e` l’alternativa evidentemente
dominante. Si nota tuttavia che E e` esattamente la lotteria che risulta, quan-
do l’agente sceglie A nella prima decisione del problema 3 e D nella seconda:
prima vince $240, poi ha il 25% di probabilita` di mantenere cio` che ha vinto,
e il 75% di perdere $240 − $1000 = $760; analogamente, F e` la risultante
della scelta per B prima e per C poi.
Dunque, considerate sequenzialmente, le scelte della maggioranza dei
soggetti sperimentali nei problemi 3 e 4 violano la dominanza. Siccome i
soggetti tendono a correggere le proprie scelte quando la dominanza e` resa
trasparente, come nel problema 4, l’ipotesi piu´ plausibile e` che le due deci-
sioni nel problema 3 siano affrontate separatamente, senza integrare gli esiti
attesi della prima lotteria nella valutazione della seconda. Si tratta, da que-
sto punto di vista, di un fenomeno analogo a quello degli esperimenti 11-12
di [21], in cui i partecipanti dimostravano di non integrare nella valutazione
delle lotterie il bonus dato inizialmente. Come in quel caso, la rappresenta-
zione del problema in termini di stati finali di ricchezza verosimilmente aiuta
le persone a fare scelte migliori e piu´ coerenti. Immaginiamo ad esempio di
rappresentare le due decisioni del problema su un albero di decisione come
quello della figura 4.5: si vede che la scelta non e` soltanto tra A e B (e in
un secondo momento tra C e D), ma e` tra le quattro combinazioni A e C,
A e D, B e C, B e D. Escluse A e C, che porta alla perdita sicura di $ 510,
e la lotteria composta che si ottiene con B e D, in cui la probabilita` di un
esito positivo e` molto bassa (6.25%), rimangono i rami intermedi dell’albero,
A e D, B e C. Queste due sono rispettivamente le opzioni E ed F del pro-
blema 4; poiche´ la dominanza ora e` trasparente, l’agente sceglie B e C. Per
“pianificare” le proprie scelte in questo modo, pero`, occorre rappresentarsi
tutto il problema in anticipo e valutare i singoli rami. Ci sono casi in questo
succede con facilita`, ad esempio perche´ il problema e` presentato in termini
che inducono ad una rappresentazione complessiva e sequenziale; in altri casi,
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Figura 4.5: Un albero di decisione per il problema 3 di [45].
come in quello dell’esperimento, le persone sembrano affrontare un problema
dopo l’altro, valutando prima soltanto l’uno, poi soltanto l’altro. Viene da
ipotizzare che, quando la rappresentazione sequenziale e` piu´ spontanea, le
violazioni della dominanza siano meno frequenti; al contrario, quando le de-
cisioni sono presentate in modo indipendente, le violazioni potrebbero essere
diffuse (in questo caso e` il 73% del campione a scegliere A e D). Se pero` poi
si fa notare loro che la dominanza e` stata violata, le persone si correggono, e
reinterpretano il problema in termini globali e sequenziali.
Esperimenti specifici sulla dominanza stocastica sono stati condotti an-
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che da Charness, Karni e Levin [6]. Le conclusioni a cui arriva il loro studio
confermano quanto detto finora:
• se la dominanza e` facilmente individuabile, e` rispettata dalla larga
maggioranza dei soggetti sperimentali;
• se la dominanza richiede operazioni piu´ complesse per essere indivi-
duata, i soggetti tendono a violarla sistematicamente, cadendo preda
di bias.
Queste violazioni “indirette” della dominanza sono escluse dal modello clas-
sico, ma non da prospect theory. Coerentemente con i risultati sperimentali,
prospect theory esclude violazioni dirette della dominanza stocastica, perche´
quando l’agente si accorge che un’alternativa e` dominata, la scarta (fase di
editing).
Tuttavia, prospect theory non esclude violazioni indirette della dominanza
stocastica. Consideriamo, ad esempio, un esperimento presentato in [46]. Si
chiede ai soggetti sperimentali di scegliere una delle due urne A e B, sapendo
che contengono le percentuali indicate di palline di un certo colore, e che a
ogni colore e` associato un certo esito:
A palline bianche rosse verdi gialle
90% 6% 1% 3%
$ 0 + $ 45 + $ 30 - $ 15
B palline bianche rosse verdi gialle
90% 7% 1% 2%
$ 0 + $ 45 - $ 10 - $ 15
Il 58% dei partecipanti all’esperimento preferisce A, che pero` e` stocastica-
mente dominata da B. Cio` che sembra piu´ attrattivo in A rispetto a B e` la
garanzia di vincere sia che esca una pallina rossa, sia che esca una pallina
verde; e tuttavia le probabilita` di “rossa o verde” in A e` uguale alla proba-
bilita` di “rossa” in B. Sembra percio` che, per le vincite, la probabilita` 6% +
1% dell’evento “rossa o verde” in A pesi di piu´ della probabilita` 7% dell’e-
vento “rosso” in B. Analogamente, per le perdite, la probabilita` 1% + 2% di
“verde o gialla” in B sembra pesare di piu´ della probabilita` 3% di “gialla” in
69
A. Questo d’altra parte e` coerente con prospect theory, in cui si ipotizza che
la probabilita` 1% sia iperponderata (pi(0.01) > 0.01).
La violazione della dominanza stocastica e` un comportamento che Kah-
neman e Tversky considerano normativamente inadeguato, ma che e` compa-
tibile con prospect theory. La maggior parte dei soggetti sperimentali tende
a correggersi, quando si accorge di aver violato la dominanza stocastica. La
scelta di un’alternativa dominata, viene percepita come un errore, perche´ va
esplicitamente contro gli interessi dell’agente.
4.7 Il framing dei problemi
Chiamiamo invarianza il principio per cui un agente si comporta nello
stesso modo in due problemi di decisione logicamente equivalenti; cioe`, il
principio secondo cui la presentazione del problema non altera le preferen-
ze. E` quello che Arrow [2] chiama principio di estensionalita`, e che abbiamo
assunto esplicitamente nel presentare la teoria di Savage: ricordiamo che in
quel caso le azioni alternative tra cui l’agente si trova a scegliere sono funzio-
ni da stati in conseguenze, e che percio` due azioni che comportino le stesse
conseguenze negli stessi stati sono identiche.
Il principio di invarianza e` assolutamente imprescindibile per una teoria
normativa della decisione, perche´ un agente che violi l’invarianza e` tenden-
zialmente inefficiente nel perseguire i suoi obiettivi. Immaginiamo infatti un
agente che preferisca strettamente B ad A, ma per il quale esista una pre-
sentazione A′ dell’alternativa A tale che A e A siano logicamente equivalenti,
ma B ≺ A′. Se l’agente deve scegliere tra A e B, ma percepisce il problema
come scelta fra A′ e B, finisce per scegliere un’alternativa subottimale. In
questo modo, chi controlla il modo in cui il problema e` presentato all’agente
(scelta tra A e B o scelta tra A′ e B) puo` provocare delle inversioni delle
preferenze, e in questo modo condizionare le scelte dell’agente. Da un punto
di vista normativo, percio`, le violazioni dell’invarianza sono inaccettabili: per
questo nelle teorie normative i problemi di decisione sono modellati estensio-
nalmente (ad esempio, in termini di insiemi di alternative disponibili).
Sorge la domanda se, e in che misura, le persone reali si comportino in
accordo con il principio di invarianza: se l’estensionalita` e` normativamente
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irrinunciabile, vorremmo sapere quale validita` ha sul piano descrittivo. Molti
esperimenti suggeriscono che gli agenti reali violano il principio di invarianza.
Un esempio interessante e` l’esperimento di McNeil, Pauker, Sox e Tversky
[29] (vedi anche [46]), riguardante le preferenze fra le terapie del tumore ai
polmoni. A due campioni piuttosto ampi (247 e 336 persone) sono proposte
delle statistiche sul tasso di successo di due trattamenti del tumore, l’inter-
vento chirurgico (A) e la radioterapia (B). Al primo campione i dati sono
presentati in termini di tasso di sopravvivenza nel periodo perioperatorio,
nel primo anno e nei primi cinque anni; al secondo campione, sono presenta-
ti gli stessi dati, ma tradotti in termini di tassi di mortalita`. I partecipanti
all’esperimento devono indicare quale trattamento preferiscono e le risposte
ottenute sono riportate in percentuale.
Primo campione - i dati sono presentati come tassi di sopravvivenza:
• Trattamento A: di 100 persone che subiscono il trattamento A, 90 so-
pravvivono al periodo perioperatorio, 68 sono vivi al termine del primo
anno e 34 sono vivi al termine di cinque anni. 82%
• Trattamento B: di 100 persone che subiscono il trattamento B, tutte
sopravvivono al trattamento, 77 sono vive al termine del primo anno e
22 sono vive al termine di cinque anni. 18%
Secondo campione - i dati sono presentati come tassi di mortalita`:
• Trattamento A: di 100 persone che subiscono il trattamento A, 10
muoiono durante l’intervento o nel periodo postoperatorio, 32 muoiono
entro un anno e 66 muoiono entro cinque anni. 56%
• Trattamento B: di 100 persone che subiscono il trattamento B, nessuna
muore nel trattamento, 23 muoiono entro il primo anno e 78 muoiono
entro cinque anni. 44%
La percentuale di persone che preferisce il trattamento B e` piu´ che doppia,
quando il problema e` presentato in termini di tasso di mortalita`: eppure i
dati sono esattamente gli stessi. Naturalmente tutti i soggetti sperimentali
hanno le stesse preferenze sugli esiti del trattamento (come nel caso delle
lotterie monetarie). Osserviamo che le prospettive offerte dal trattamento
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A sono migliori sul lungo termine, ma cio` si paga in termini di un rischio
immediato maggiore: percio` sembra che le preferenze dei soggetti sperimen-
tali dipendano sostanzialmente dall’atteggiamento verso il rischio. Siccome la
mortalita` perioperatoria e` l’unico svantaggio del trattamento A, la differenza
tra le preferenze del primo e del secondo campione sembra dovuta soltanto a
come questo svantaggio e` presentato nei due casi: nel primo, come differenza
del tasso di sopravvivenza, 90% per A e 100% per B; nel secondo, come dif-
ferenza del tasso di mortalita`, zero per B e 10% per A.
I risultati dell’esperimento violano apertamente il principio dell’invarian-
za. Da molti altri esperimenti emergono violazioni analoghe (vedi [45]), ma
questo sembra particolarmente interessante perche´ e` a meta` tra l’esperimento
di laboratorio e la ricerca sul campo, per via della sua formulazione realisti-
ca. Cio` che si chiede di fare ai soggetti sperimentali, scegliere uno dei due
trattamenti del tumore sulla base delle statistiche di sopravvivenza o morta-
lita`, e` cio` che le persone si trovano a fare effettivamente nella realta`; non si
tratta, come negli esperimenti di [21], di situazioni di decisione molto astrat-
te. Inoltre, i partecipanti all’esperimento sono proprio pazienti e medici che
abitualmente scelgono o danno consigli sulle terapie, oltre che studenti. Per
questo la violazione dell’invarianza e` tanto piu´ preoccupante.
In altri esperimenti, la formulazione e` meno realistica, ma l’inversione
delle preferenze da una presentazione all’altra dello stesso problema e` molto
piu´ diffusa. In [45], ad esempio, Kahneman e Tversky chiedono di sceglie-
re fra due possibili politiche sanitarie (A e B) degli Stati Uniti, in risposta
ad un’epidemia asiatica, che si prevede faccia 600 vittime. A seconda che il
problema sia presentato in termini di numero di persone salvate o numero
di vittime previste, le preferenze per la politica B passano dal 28% al 78%.
Anche qui, ovviamente, il problema e` lo stesso e le alternative proposte so-
no logicamente equivalenti, ma i soggetti sperimentali si lasciano influenzare
dalla presentazione del problema. L’invarianza e` ancora violata.
Tutte le violazioni dell’invarianza di questo tipo sono chiamate da Kah-
neman e Tverksy effetti di framing, perche´ le scelte dell’agente variano sulla
base della formulazione del problema. Ad esempio, nei problemi 3 e 4 di [45],
presentati nella sezione precedente e` attivo un effetto di framing, nel senso
che il problema 4 offre alcune delle alternative del problema 3, ma riformulate
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Figura 4.6: L’illusione di Mu¨ller-Lyer.
in modo da rendere esplicita la dominanza stocastica tra di esse. L’impres-
sione e` che in generale le violazioni di dominanza siano abbinate a violazioni
di invarianza, e percio` siano dovute al framing dei problemi.
Come le violazioni di dominanza, anche le violazioni dell’invarianza sono
compatibili con le assunzioni di prospect theory. Notiamo che, tipicamente,
l’effetto di framing consiste nell’alterare la percezione degli esiti di un’opzione
come vincite o come perdite. Cos´ı nei casi precedenti (tasso di sopravvivenza
/ tasso di mortalita` ; vite salvate / vite perse; denaro guadagnato / denaro
perso) e in gran parte di quelli studiati sperimentalmente. Formulando oppor-
tunamente il problema, infatti, si riesce a suggerire all’agente come codificare
gli esiti, ovvero dove fissare il punto di riferimento della codifica. E` sulla fase
di editing che si interviene. Poi, quando gli esiti sono stati registrati come
vincite o come perdite, il comportamento dell’agente segue le previsioni di
prospect theory : se si tratta di vincite, dimostra una tendenziale avversione
al rischio, e se si tratta di perdite mostra tipicamente propensione al rischio.
Cos´ı succede, ad esempio, nell’esperimento di [46] sulle politiche sanitarie
di fronte all’epidemia: se i dati sono forniti in termini di vite salvate, i sog-
getti sperimentali mostrano avversione al rischio; se invece i dati riguardano
il numero di vite perse, i soggetti mostrano diffusamente ricerca del rischio.
Nel caso del tumore ai polmoni, sembra agire, in piu´, un altro fenomeno ca-
ratteristico di prospect theory : l’avversione alla perdita, per cui la riduzione
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da 10% a zero della probabilita` di morire nel periodo perioperatorio gioca a
favore del trattamento B e contro il trattamento A (ben piu´ che l’aumento
del tasso di sopravvivenza da 90% a 100% dell’altro frame). Una persona piu´
sensibile alle perdite che alle vincite rimane fortemente impressionata dalla
cancellazione della possibilita` di morte, mentre tende a codificare l’aumento
del tasso di sopravvivenza da 90% a 100% come un guadagno, e percio` a
dargli meno rilevanza. Da un punto di vista logico, pero`, e` esattamente la
stessa informazione che riceve nei due casi!
Ricordiamo che le violazioni di dominanza scompaiono quando la domi-
nanza e` “trasparente”, oppure quando il problema e` affrontato ragionando
sequenzialmente, ad esempio valutando ramo per ramo un albero di deci-
sione. Per gli effetti di framing sembra succedere la stessa cosa: se l’agente
riesce a farsi una rappresentazione canonica del problema, tendenzialmente
non cade piu´ preda degli effetti di framing. Questa rappresentazione canoni-
ca solitamente richiede del ragionamento: ad esempio, riconoscere che i dati
statistici sono gli stessi, che siano presentati come tassi di sopravvivenza o
tassi di mortalita`, oppure che gli esiti di due lotterie sono gli stessi, se i bonus
iniziali sono integrati nella valutazione (vedi i problemi 11 e 12 di [21]).
Da un punto di vista psicologico, cio` ha delle analogie con alcuni feno-
meni di psicologia della percezione, ad esempio l’illusione di Mu¨ller-Lyer. Dei
due segmenti orizzontali della figura 4.6, quello in basso, in configurazione
“out”, e` leggermente piu´ lungo; tuttavia il framing (in questo caso il tipo di
configurazione, in o out) crea un’illusione percettiva, per cui il segmento in
basso sembra piu´ corto di quello in alto. Nell’editing dei problemi, il framing
ha lo stesso ruolo. Naturalmente l’illusione ottica sparisce, una volta che si
fissi un sistema per commisurare le lunghezze, come il rettangolo nella figura
4.7. A questo punto, il dato percettivo e` corretto da un processo inferenziale,
che porta a dare la risposta corretta. Nei problemi di decisione succede la
stessa cosa, una volta che l’effetto del framing o la violazione della dominanza
sia stata resa palese. Alla codifica originale degli esiti, operata nella fase di
editing, subentra il ragionamento che rivede e la valutazione. Tipicamente, a
questo punto, l’agente corregge le violazioni di dominanza e invarianza.
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Figura 4.7: L’illusione di Mu¨ller-Lyer sparisce.
4.8 Modello descrittivo, non teoria normati-
va
In questo capitolo, abbiamo esaminato nel dettaglio un modello che si
propone di correggere l’aspetto descrittivo della teoria classica della deci-
sione in condizioni di rischio. Partendo da una vasta evidenza sperimentale
di violazioni del modello classico, Kahneman e Tversky individuano delle
caratteristiche di sistematicita` in queste violazioni (deviazioni sistematiche,
biases). Quindi propongono un modello alternativo per descrivere come gli
individui reali prendano decisioni in condizioni di rischio, in particolare nel
caso della scelta fra lotterie. Il modello e` articolato in due fasi: l’editing, in
cui l’agente si rappresenta il problema attuando alcune operazioni prelimi-
nari sulle opzioni, e la valutazione vera e propria. La valutazione e` analoga
per molti versi alla valutazione delle lotterie secondo l’utilita` attesa: in par-
ticolare, l’agente sceglie una lotteria per cui la funzione di valutazione ha
valore massimo, e tale funzione tiene conto dei valori soggettivi degli esiti
e dei pesi di decisione, che sono funzioni delle probabilita`. In tal modo, le
caratteristiche dei valori e dei pesi di decisione, pero`, rendono conto dei fe-
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nomeni osservati negli esperimenti.
Due importanti classi di fenomeni incompatibili con il modello classi-
co, ma compatibili con prospect theory, sono le violazioni della dominanza
stocastica e le violazioni del principio di invarianza o estensionalita`. Esiste
evidenza sperimentale di questi fenomeni ([29], [45], [47] [12], [20], [18]), per-
cio`, dal punto di vista descrittivo, la possibilita` di prevederli e` un vantaggio
di prospect theory rispetto al modello classico. Tuttavia, sia le violazioni del-
la dominanza, sia le violazioni dell’invarianza sono ritenute da Kahneman e
Tversky indifendibili dal punto di vista normativo (vedi [46]), tant’e` che gli
stessi soggetti sperimentali tendono a correggersi spontaneamente, quando si
accorgono della violazione.
La proposta di Kahneman e Tversky, conseguentemente, e` di considera-
re indipendenti il valore normativo e il valore descrittivo di un modello di
decisione. Mentre prospect theory e` usato come modello descrittivo, lo stan-
dard normativo rimane il modello dell’utilita` attesa: per le scelte fra lotterie,
la teoria di von Neumann e Morgenstern; per le decisioni in condizioni di
incertezza, Savage.
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Capitolo5
Satisficing e razionalita`
ecologica
In questo capitolo sono presentati due modelli di decisione razionale piut-
tosto diversi da prospect theory. Il primo, incentrato sul concetto di satisfi-
cing, e` stato proposto da Herbert A. Simon a partire dagli anni Cinquanta;
il secondo e` una ripresa recente, ma fortemente alternativa, di quel modello,
ed e` portato avanti a partire dagli anni Novanta da un gruppo di ricercatori
diretto da Gerd Gigerenzer e Peter M. Todd. I due modelli hanno in comu-
ne la critica al valore normativo del criterio di massimizzazione dell’utilita`
attesa.
5.1 Complessita` e informazione completa: una
critica analitica del modello classico
Dall’analisi del modello di Savage nel capitolo 2, emerge chiaramente che
tre caratteristiche sono cruciali (vedi [44, p. 291]):
1. l’agente sceglie all’interno di un insieme gia` dato di azioni alternative;
2. ciascuna azione comporta una distribuzione (soggettivamente) nota di
probabilita` sugli esiti;
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3. le preferenze sugli esiti (rispettivamente, sulle azioni) sono tali da po-
ter essere rappresentate da una funzione di utilita` (rispettivamente, di
utilita` attesa).
Tutte e tre queste assunzioni, che siano o no ricavabili da postulati normativa-
mente convincenti, incappano in serie difficolta` nella modellazione di diversi
problemi di decisione reali. Si e` visto che l’evidenza sperimentale, a partire
dai lavori di Allais, Ellsberg, Kahneman e Tversky ([1], [13], [21]), refuta la
validita` descrittiva del modello classico, mostrando che i soggetti sperimenta-
li prendono sistematicamente decisioni incompatibili con la massimizzazione
dell’utilita` attesa. L’impostazione delle ricerche sulla razionalita` limitata di
Simon (vedi [36], [38], [37], [39], [41], [40], [42], [44], [25]) e` piuttosto diversa.
Simon osserva che tutte e tre le assunzioni precedenti, pur portando al-
la costruzione di un modello matematico elegante, sono discutibili su un
piano analitico, soprattutto se si guarda dalla prospettiva dell’intelligenza
artificiale. Esse presuppongono infatti:
• delle capacita` computazionali che esulano dalle possibilita` degli agenti
reali, e
• la completezza dell’informazione iniziale.
La necessita` di capacita` computazionali particolarmente sviluppate sorge dal-
l’elevata complessita` dei modelli di ottimizzazione. Rispetto ai modelli di
comportamento adattativo studiati dalla psicologia (ad esempio, alcuni mo-
delli di apprendimento), i modelli di decisione razionale dell’economia fanno
uso di algoritmi di ottimizzazione che eccedono le capacita` computazionali
delle persone reali. D’altra parte, le persone riescono ad affrontare con suc-
cesso problemi di decisione di elevata complessita`. Pertanto, e` poco plausibile
che degli algoritmi di ottimizzazione descrivano in modo sufficientemente rea-
listico le procedure di decisione seguite di fatto dagli esseri umani.
La seconda osservazione riguarda i limiti informativi dei contesti di de-
cisione reali. La capacita` degli agenti di rappresentarsi estensionalmente ed
a priori il problema di decisione, modellandolo come insieme di azioni, di
conseguenze, ecc., e` assunta implicitamente dal modello di Savage; inoltre
gli agenti devono conoscere (o comportarsi come se conoscessero) le proprie
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preferenze su tutti gli esiti di tutte le azioni, a tal punto che per ogni coppia
di esiti sanno indicare quale preferiscono. In generale, sulle preferenze sono
imposte condizioni di coerenza abbastanza forti. Tutto cio` significa che, per
quanto si tratti di problemi di decisione in condizioni di incertezza, gli agenti
in effetti hanno una notevole chiarezza riguardo alla struttura del problema.
Ad esempio, non e` previsto che, nel corso della decisione, emergano novita` di
fondo (ad esempio, che le azioni alternative siano generate via via dallo stesso
processodi decisione). Anche sotto questo aspetto, i modelli economici sono
diversi dai modelli di comportamento adattativo della psicologia, in cui la
ricerca della soluzione procede parallelamente all’apprendimento della strut-
tura del problema. Ma anche in economia spesso i problemi non sono noti
dall’inizio nella loro struttura. Ad esempio, non e` detto che tutte le opzioni
siano note dall’inizio: un caso tipico (vedi il seguito) e` quello di chi voglia
vendere una casa e riceva successivamente diverse proposte, dovendo dire s´ı
o no a ciascun offerente. In questo caso, il contesto di decisione non e` uno
small world, perche´ il venditore non sa dall’inizio quante e quali proposte
d’acquisto ricevera`, cos´ı da scegliere la piu´ alta.
Le tre assunzioni indicate sopra sono giustificate da Savage con il riferi-
mento ad un contesto idealizzato di decisione (lo small world) e ad un agente
idealizzato. Ma nei contesti reali, i limiti computazionali e informativi degli
agenti contrastano con questre tre assunzioni. I modelli di razionalita` limi-
tata sorti sulla scia dei lavori di Simon tendono dunque a rilassare quelle tre
condizioni, ad esempio permettendo la generazione di nuove alternative nel
corso del processo di decisione, fornendo agli agenti dei meccanismi alterna-
tivi alle stime di probabilita` per affrontare l’incertezza, o infine elaborando
procedure di scelta meno complesse rispetto alla massimizzazione dell’utilita`
attesa.
Un primo modello e` quello del satisficing, elaborato originariamente da
Simon in [36] e successivamente impiegato per la descrizione del compor-
tamento delle imprese sul mercato (vedi ad esempio [53], [55]). Prima di
presentare il modello, e` opportuno mettere in evidenza che Simon non sem-
bra prestare troppa attenzione alla distinzione fra problemi di decisione e
problemi di scelta, nei quali e` trascurabile l’elemento dell’incertezza con cui
a una data azione segue un certo esito. La sua analisi si puo` adattare agli
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uni e agli altri, come si vedra` dagli esempi.
5.2 Satisficing e apprendimento
Il termine “satisfice” significa soddisfare. Simon lo usa in [38], per carat-
terizzare un modello di comportamento razionale gia` presentato in [36] (vedi
anche [25], [42], [44]).
Il funzionamento di un processo di scelta dinamico del tipo satisficing e`
illustrato dalla figura 5.1. Un agente ha a disposizione alcune alternative e ne
deve scegliere una. La valutazione delle alternative avviene in un certo ordine
(ad esempio, seguendo una lista numerata). L’agente valuta allora la prima
alternativa, a cui attribuisce un certo valore (o un valore atteso); se il valore
e` alto, l’agente e` piu´ soddisfatto, se il valore e` basso, lo e` meno. L’agente
ha un certo livello di aspirazione, al di sotto del quale un’alternativa non
lo soddisfa; naturalmente, piu´ alto e` il livello di aspirazione, piu´ alternative
sono ritenute insoddisfacenti. Percio`:
• se la prima alternativa considerata e` ritenuta insoddisfacente, l’agente
continua la ricerca e valuta la seconda alternativa come ha fatto per la
prima;
• se invece la prima alternativa e` soddisfacente, l’agente puo` o fermare
la ricerca, o continuarla innalzando il livello di aspirazione: in questo
secondo caso, la ricerca viene raffinata.
Infine, se tutte le alternative hanno un valore inferiore al livello di aspirazio-
ne, questo viene abbassato e la ricerca riprende da capo.
In questo modello, naturalmente, le richieste sulle capacita` computazio-
nali e sull’informazione degli agenti sono piu´ deboli che in quello classico.
Non e` necessario che l’agente conosca dall’inizio tutte le alternative, per sce-
gliere “la migliore”. Coerentemente con cio`, il valore attribuito a ciascuna
alternativa e` il valore (binario) del confronto dell’alternativa in esame con il
livello di aspirazione, e non con tutte le altre alternative. Tanto l’informazio-
ne iniziale, quanto l’impegno computazionale sono sensibilmente ridotti. Cio`
puo` essere illustrato da un esempio dello stesso Simon (vedi [36])
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Valore atteso
Soddisfazione
Ricerca
Livello di aspirazione
+
+
−
−
+
Figura 5.1: Un modello di comportamento adattativo satisficing, da [25].
La situazione e` la vendita di una casa, attraverso la valutazione di offerte
successive. Il venditore fissa in anticipo un certo livello di aspirazione, cioe`
un prezzo al di sotto del quale non e` disposto a vendere; se la prima offerta
e` inferiore al livello di aspirazione, il venditore la rifiuta e passa a valutare
la seconda. Se invece la prima offerta e` soddisfacente, il venditore la puo`
accettare subito e interrompere la ricerca; oppure puo` innalzare il livello di
aspirazione, per vedere se altri offerenti sono disposti a pagare di piu´. Il li-
vello di aspirazione e` abbassato, invece, se dopo un certo numero di offerte,
nessuna e` ancora soddisfacente.
Il modello di Simon riesce a rendere conto anche delle strategie seguite
dai giocatori esperti nel gioco degli scacchi. Gli scacchi sono un gioco finito
di informazione perfetta, percio` esiste una strategia vincente per il bianco,
o una strategia vincente per il nero, o una strategia che porta al pareggio.
La strategia vincente per un giocatore in linea di principio e` computabile,
ma la complessita` computazionale e` molto alta: considerando che le posizioni
valide delle pedine sulla scacchiera sono all’incirca 1047, un agente reale non
puo` certamente rappresentarsi l’albero di un’intera partita e valutare ramo
per ramo. Senz’altro, nemmeno i giocatori esperti prendono in considera-
zione tutte le strategie e calcolano quale da` l’esito migliore, conformemente
ad una procedura di ottimizzazione. Piu´ realisticamente, l’esperienza accu-
mulata nelle partite precedenti fa s´ı che essi conoscano un buon numero di
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posizioni “vantaggiose” delle pedine, cioe` di posizioni particolarmente ricche
per possibilita` di attacco o di difesa (vedi [38]). Data una certa posizione delle
pedine, quindi, il giocatore sceglie le mosse adatte per raggiungere una qua-
lunque delle posizioni “vantaggiose” per lui. Per fare cio`, in generale, non deve
ispezionare rami molto lunghi dell’albero del gioco; anzi, il numero di mos-
se che deve prendere in considerazione e` tanto minore, quante piu´ posizioni
“vantaggiose” conosce, perche´ aumenta il numero di posizioni “vantaggiose”
raggiungibili in meno di n passi. L’esperienza e la memoria riducono dunque
la richiesta di capacita` computazionali, se il processo di decisione seguito dal
giocatore e` di tipo satisficing1.
Il gioco degli scacchi e` un esempio di situazione di decisione in cui il
satisficing da` ad un agente reale risultati migliori di una procedura di ot-
timizzazione (i.e., la valutazione ramo per ramo dell’albero della partita):
l’informazione a disposizione dell’agente e` perfetta, ma la complessita` della
computazione per l’ottimizzazione e` fuori dalla portata di un cervello reale.
La stessa cosa capita nei contesti di radicale incertezza, dove l’informazione
a disposizione dell’agente e` molto inadeguata. In tal caso, se le decisioni sono
ripetute, un processo dinamico di satisficing con un livello di aspirazione ini-
ziale piuttosto basso permette di esplorare lo spazio delle alternative, senza
rimandare troppo il conseguimento degli obiettivi dell’agente. Ad esempio:
un nuovo abitante di una citta`, che consuma ogni giorno una certa quantita` di
frutta, esplora progressivamente i fruttivendoli della sua zona, alla ricerca del
prezzo migliore. Il primo giorno acquista la frutta a un certo prezzo; nei gior-
ni successivi, cerca un fruttivendolo piu´ economico, ma continua ogni giorno
a comprare la stessa quantita` di frutta, senza aspettare di avere un’informa-
zione completa su tutti i fruttivendoli del quartiere. La scelta dell’ottimo,
cioe` del fruttivendolo con i prezzi migliori, non e` semplicemente possibile
finche´ non sia stata compiuta una certa esplorazione delle alternative. A cau-
sa dei limiti nell’informazione iniziale, l’ottimizzazione e` impraticabile e il
satisficing da` buoni risultati.
1L’innalzamento del livello di aspirazione, in questo esempio, si ha solo quando a partire
da una certa posizione delle pedine varie posizioni “vantaggiose” sono raggiungibili in
poche mosse.
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5.3 Razionalita` procedurale in contesti dina-
mici
Un agente che sceglie alternative soddisfacenti nel senso di Simon tende a
superare gradualmente l’incompletezza delle informazioni a sua disposizione,
attraverso un meccanismo di apprendimento. La revisione del livello di aspi-
razione aiuta l’agente a non accontentarsi di alternative di basso valore e a
proseguire la ricerca, esplorando un po’ alla volta lo spazio delle alternative.
Questo fatto mette in luce una caratteristica cruciale del modello proposto:
la decisione e` un processo dinamico. Se l’agente si comporta secondo que-
sto modello, non occorre che conosca in partenza tutti i dati del problema
di decisione: il meccanismo di apprendimento fa s´ı che sappia esplorare un
ambiente in evoluzione, nel quale emergono delle novita`, ed adattarsi profi-
cuamente ad esso. Se il modello classico di decisione razionale, ad esempio
quello di Savage, e` fortemente orientato ai risultati, il satisficing per contra-
sto rappresenta un tipo di razionalita` procedurale.
Il satisficing e` infatti un modello che risolve problemi per certi versi dif-
ferenti da quelli della teoria della decisione classica. Piu´ che di problemi di
decisione, si tratta di problemi di ricerca: problemi nei quali l’esplorazione
dello spazio delle alternative e` un momento centrale. Questa e` naturalmen-
te anche una differenza rispetto ai modelli di prospect theory proposti da
Kahneman e Tversky, che modellano la soluzione di problemi di decisione in
condizioni di rischio (nel caso standard, scelta fra lotterie): prospect theory
tratta problemi in cui sono gia` forniti tutti i dati per una rappresentazione
estensionale. Anche prospect theory sembra piu´ orientata ai risultati che ai
processi della decisione. Utilizzando una distinzione dello stesso Simon (ve-
di [41]), si puo` dire che Kahneman e Tversky cercano di tenere conto della
razionalita` limitata degli agenti reali per spiegare le deviazioni del compor-
tamento osservato dalle predizioni della teoria classica. All’opposto, Simon
propone un modello di processo decisionale basato sui limiti informativi e
computazionali degli agenti reali: la ricerca delle alternative incomincia, per-
che´ l’agente non conosce tutto lo spazio delle alternative, e si ferma quando il
livello di aspirazione e` superato (e l’agente non ritiene di doverlo innalzare).
La natura dinamica dei problemi di scelta li rende particolarmente inte-
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ressanti per la modellazione di situazioni economiche reali: infatti nei processi
economici, per esempio nella crescita economica, le innovazioni giocano un
ruolo centrale e l’incertezza degli agenti (ad esempio delle imprese) sulla
struttura dello spazio delle alternative e` radicale. Un’impresa non puo` quasi
mai prevedere quanto successo avra` un’innovazione tecnologica, ossia a quali
conseguenze portera`: il successo e` generalmente inatteso (vedi le ricerche di
Dosi, alcune in [11]). L’esempio del giocatore esperto di scacchi e del vendi-
tore di case, presentati nella sezione precedente, mostrano situazioni in cui
anche gli agenti individuali hanno difficolta` a rappresentarsi nella sua inte-
rezza la struttura del problema di decisione.
Il satisficing, dunque, caratterizza non soltanto il processo di scelta di un
agente limitatamente razionale, ma anche un certo contesto nel quale la scel-
ta avviene. Un’osservazione analoga e` gia` stata fatta a proposito di Savage.
In quel caso, il criterio di massimizzazione dell’utilita` attesa con le distri-
buzioni soggettive di probabilita` mette dei vincoli al contesto, nel senso che
esso dev’essere sufficientemente “piccolo” (small world) per poter modellare
il problema in termini di azioni, conseguenze, stati ed eventi. Si puo` dire che
l’agente deve essere in grado di “dominare” la struttura del problema. Per
Simon, l’ipotesi sul contesto e` quasi opposta: il satisficing descrive un pro-
cesso di scelta in un contesto in cui emergono novita`, oppure in cui l’agente
non ha che una conoscenza molto parziale della struttura del problema.
5.4 Il satisficing come massimizzazione non-
ottimizzante
Ci chiediamo quale rapporto ci sia tra il satisficing e il modello di mas-
simizzazione dell’utilita` attesa. Per questo, come proposto da Amartya Sen
in [35], distinguiamo i due concetti di ottimizzazione e di massimizzazione.
Assumendo che  sia la relazione di preferenza dell’agente sulle alternative
fra cui sceglie,
• la massimizzazione e` la scelta di un’alternativa -massimale, cioe` di
un’alternativa ritenuta non peggiore delle altre prese in considerazione
(α e` scelta se e solo se non esiste β tale che α ≺ β);
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• l’ottimizzazione e` la scelta dell’alternativa migliore, cioe` dell’elemen-
to -massimo quando  e` una relazione d’ordine lineare, completa e
transitiva (sotto queste condizioni, α e` scelta solo se per ogni β, β  α).
Se sono rispettate delle condizioni sulla relazione di preferenza, gli unici ele-
menti massimali sono i massimi, e percio` la massimizzazione e l’ottimizzazio-
ne sono la stessa cosa. Queste condizioni sono quelle proposte da Savage: le
preferenze devono essere rappresentate da una relazione d’ordine, completa
e transitiva. Di conseguenza, la scelta dell’azione per cui e` massima l’utilita`
attesa e` una forma di ottimizzazione. Ma nella realta` si danno diversi contesti
in cui i decisori violano la transitivita`, oppure la completezza, o anche tutte
e due (vedi [35]). In questi contesti, argomenta Sen, un comportamento ot-
timizzante e` al di fuori della portata degli agenti; peraltro, nella letteratura
sperimentale, i casi di preferenze non lineari sono documentati con abbon-
dante evidenza.
Tuttavia, il fatto che gli agenti non possano adottare un comportamen-
to ottimizzante, in assenza di alternative ottime, non significa che le loro
scelte non possano essere “razionalizzate” con una qualche adeguata relazio-
ne di preferenza. Razionalizzare, in questo caso, vuol dire individuare una
relazione di preferenza tale che le alternative scelte dell’agente siano degli
elementi massimali per quella relazione (cioe` delle alternative che il deciso-
re non ritiene peggiori delle altre). Il comportamento dell’agente che sceglie
un’alternativa massimale e` un comportamento massimizzante, non necessa-
riamente ottimizzante. Ad esempio, un affarista puo` aver bisogno di ricavare
dalla vendita di un bene un milione di euro, in vista di una certa transazio-
ne; per lui un’offerta di 1 mn. o di 1.01 mn. possono andare entrambe bene.
L’agente non e` propriamente indifferente tra le due offerte (in generale non
e` vero che 1.01  1 e 1  1.01); tuttavia rivela con il suo comportamento
di non considerare nessuna delle due peggiore dell’altra. Cio` significa che,
relativamente agli scopi che il venditore si propone, 1  1.01 e 1.01  1,
ovvero sulla coppia di offerte 1 e 1.01 le preferenze dell’agente non sono com-
plete. Quindi anche scegliere la piu´ bassa e` coerente con un comportamento
massimizzante.
L’esempio del venditore, d’altra parte, riporta direttamente al satisficing
di Simon. L’agente fissa un livello di aspirazione in conformita` con gli scopi
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che si prefigge; al di sopra di quel livello, le sue preferenze sono incomple-
te, nel senso che tutte le alternative gli vanno bene (prima di un eventuale
aggiornamento del livello di aspirazione). D’altra parte, l’agente preferisce
strettamente ogni alternativa soddisfacente ad ogni alternativa insoddisfa-
cente. La scelta dell’alternativa soddisfacente, allora, e` una forma di com-
portamento massimizzante (e non ottimizzante), rispetto ad una relazione di
preferenza incompleta.
Il punto sollevato da Sen e` rilevante, perche´ l’assunzione di un compor-
tamento massimizzante da parte degli agenti e` un’ipotesi di razionalita` piu´
debole di quella classica, e molto convincente da un punto di vista filosofico-
analitico. Anche le scelte guidate da meccanismi di tipo satisficing, allora,
sono scelte razionalizzabili. Questa e` una differenza importante fra il mo-
dello di Simon e la direzione delle ricerche di Gigerenzer, Todd e il gruppo
ABC; una differenza con significative ricadute sulla possibilita` di modellare
l’interazione fra agenti limitatamente razionali (vedi il capitolo successivo).
Infine, e` opportuno ricordare che il satisficing e` una forma di massimiz-
zazione piuttosto peculiare, perche´ sue applicazioni piu´ significative sono in
situazioni di incertezza radicale, nelle quali il processo di scelta e l’esplorazio-
ne dello spazio delle alternative avvengono simultaneamente. Si puo` parlare
di una forma di massimizzazione dinamica, legata all’apprendimento. In par-
ticolare, l’aggiornamento del livello di aspirazione riduce progressivamente
l’incompletezza delle preferenze, che in questo modo vengono costruite nel
corso dello stesso processo di scelta.
5.5 Dalla razionalita` come coerenza alla ra-
zionalita` ecologica: le euristiche fast and
frugal
Una caratteristica fondamentale di prospect theory e delle ricerche succes-
sive sui biases cognitivi e` che l’ipotesi dell’utilita` attesa continua ad essere
considerata un modello normativo accettabile del comportamento razionale.
Se il comportamento osservato degli esseri umani viola la massimizzazione
dell’utilita` attesa, questo significa che gli agenti reali sono preda di biases
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cognitivi e illusioni, che alterano la loro rappresentazione e valutazione dei
problemi di decisione. Il loro comportamento puo` essere visto, di fatto, come
una deviazione dalla norma.
Tra i motivi per i quali l’ipotesi classica continua a riscuotere una grande
fortuna a livello normativo, c’e` che le assunzioni su cui si basa non riguar-
dano che la coerenza delle preferenze rivelate nelle decisioni. Nel caso di una
decisione in condizioni di incertezza, un comportamento non massimizzan-
te corrisponde ad una qualche violazione dei postulati di Savage, che sono
presentati dall’autore come “criteri logici di coerenza” del comportamento.
Ad esempio, le fallacie probabilistiche, rilevate abbondantemente negli espe-
rimenti, corrispondono all’accettazione potenziale di un Dutch Book (ovvero
di una perdita sicura) da parte dell’agente, che, come abbiamo visto nel ca-
pitolo 2, rivela convinzioni irrazionali.
Gia` per Simon, come si e` visto, l’ipotesi della massimizzazione dell’utilita`
attesa non e` accettabile come vincolo normativo. Sulla stessa linea, le ricer-
che di Gerd Gigerenzer, Peter M. Todd e il gruppo di ricerca ABC, iniziate
intorno agli anni Novanta, contestano in modo radicale il legame tra razio-
nalita` normativa e coerenza “logica” delle decisioni. Al contrario, il punto di
partenza della loro indagine e` “la relazione tra la mente e l’ambiente, piut-
tosto che tra la mente e la logica” [16, p. 7]. Non la coerenza interna delle
decisioni, ma il successo nel sopravvivere all’ambiente costituisce il criterio
della “razionalita`” di un dato comportamento in un certo contesto, secondo
Gigerenzer.
Infatti, analogamente alle altre specie animali, gli esseri umani sono col-
locati in ambienti tendenzialmente mutevoli, che siano naturali o sociali.
Sopravvivere a questi ambienti richiede, da parte loro, un certo successo nel
risolvere problemi concreti, fra loro eterogenei. La soluzione di questi pro-
blemi dipende tanto dagli ambienti, quanto dalle capacita` degli agenti. Nelle
parole di Simon, “ il comportamento razionale umano ha la forma di una
forbice le cui due lame sono sono la struttura degli ambienti dei problemi e
le capacita` computazionali dell’attore” [43, p. 7].
L’evidenza mostra che gli esseri umani raggiungono successi notevoli nel-
la sopravvivenza. Ma mostra altrettanto chiaramente che le loro capacita`
computazionali sono limitate, e che gli ambienti con cui interagiscono offro-
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no poche informazioni di partenza (incertezza) e obbligano a dare soluzioni
rapide a problemi anche complessi. I limiti di capacita` computazionali, di
informazione e di tempo mostrano che la massimizzazione dell’utilita` attesa
e` un criterio di comportamento che conduce solo a scarsi successi, nel mondo
reale. Percio`, secondo Gigerenzer e gli altri, il modello classico non e` accetta-
bile ne´ da un punto di vista descrittivo, ne´ da un punto di vista normativo.
Anziche´ considerare come un agente si dovrebbe comportare, per esse-
re coerente, questi ricercatori propongono di studiare come si comportano
effettivamente gli agenti, e come mai hanno successo. Poiche´ gli individui,
nei contesti reali, hanno informazioni limitate e tempi stretti per prendere
decisioni, per essere efficienti usano regole che fanno risparmiare sia ricerca
d’informazione, sia tempo. Sono percio` regole “rapide” [fast ], che non ri-
chiedono un input informativo articolato [frugal ]. Tali regole sono chiamate
“euristiche”.
Definizione 12. Un’euristica fast and frugal e` una strategia conscia o incon-
scia che richiede informazione minimale e consiste di blocchi che sfruttano
capacita` evolute e strutture ambientali (da [16, p. 22]).
Un’euristica, percio`, e` costituita di alcuni blocchi: generalmente, una re-
gola di ricerca per esplorare le alternative, una d’arresto e una di decisione.
Queste regole non sono necessariamente semplici, perche´ cercano di sfruttare
al meglio le caratteristiche dell’ambiente e le capacita` dell’agente (per es.,
le abilita` evolute di un organismo vivente) per dare buoni risultati anche
in presenza di informazione scarsa. Nella sezione successiva, sono presentati
alcuni esempi di euristiche fast and frugal.
Naturalmente, un’euristica e` tanto piu´ efficiente, quanto meglio permet-
te di svolgere un certo compito in un certo contesto ambientale. L’insieme
delle euristiche usate da un agente costituisce la sua “cassetta degli attrezzi”
adattativa. Sul piano descrittivo, allora, la ricerca di ABC mira all’individua-
zione e la descrizione delle euristiche comprese nella “cassetta degli attrezzi”
degli esseri umani e degli animali. Per descrivere un’euristica si individuano i
blocchi che la compongono, la regola di ricerca, la regola d’arresto e la regola
di decisione.
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5.6 Esempi
Un giocatore lancia una palla da baseball e la riafferra al volo. Come fa?
Secondo Dawkins, il giocatore si comporta, piu´ o meno consciamente, “come
se” risolvesse un sistema di equazioni differenziali che gli predicono quale
traiettoria la palla seguira` [7, p. 96]. Questa spiegazione del comportamen-
to e` coerente con il modello classico di decisione razionale, che predice che
gli agenti si comportino “come se” ottimizzassero razionalmente, avendo il
tempo, l’informazione e le capacita` sufficienti per calcolare l’ottimo. La spie-
gazione fast and frugal, invece, descrive cio` che i giocatori fanno realmente
per afferrare la palla: cioe` mantenere fisso lo sguardo sulla palla, iniziare
a correre e regolare la velocita` in modo da tenere costante l’angolo tra lo
sguardo e l’orizzontale (figura 5.2). Questa procedura, chiamata gaze heuri-
stic, richiede un input informativo ridotto ad una sola variabile (l’angolo), e
non richiede ragionamenti dispendiosi in termini di tempo: e` fast and frugal.
Una possibile obiezione e` che la gaze heuristic specifica in qualche modo
Figura 5.2: Un giocatore prende una palla al volo con la gaze heuristic (da
[16, p. 22]).
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il know how del giocatore, ovviamente diverso da un modello matematico per
lo studio della traiettoria della palla. Come dire che un taglialegna non calco-
la quanto deve alzare la scure, perche´ cadendo acquisti una forza sufficiente
per spaccare un pezzo di legno: alzarla al punto giusto fa parte delle sue abi-
lita` professionali, apprese nel tempo, e non corrisponde certo alla soluzione
di un problema di ottimizzazione. Quest’obiezione non e` valida nel caso di
due altri esempi di euristiche citati spesso, ossia take-the-best e l’euristica del
riconoscimento. Questi hanno a che fare, piu´ specificamente, con i problemi
di decisione in condizioni di incertezza.
Il compito per cui si usa take-the-best e` il confronto fra due alternative a
e b sulla base di M criteri di differenza, che possono prendere i valori 0, 1,
ignoto. L’agente ha un ordine di preferenza sui criteri: alcuni li giudica piu´
importanti, altri meno.
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L’euristica si compone dei blocchi seguenti:
1. regola di ricerca: l’agente considera successivamente i criteri nell’ordine
decrescente della sua preferenza;
2. regola d’arresto: se per un criterio una delle due alternative ha valore
1 e l’altra 0 o ignoto, termina la ricerca; altrimenti:
• se i criteri sono esauriti, termina la ricerca e scegli a caso fra a e
b;
• altrimenti, torna a 1. (ripeti la ricerca);
3. regola di decisione: l’alternativa con valore 1 (o quella scelta a caso) ha
il valore maggiore.
L’euristica take-the-best evita di valutare sotto tutti i criteri due alterna-
tive, pesando i criteri secondo l’ordine di preferenza: le due alternative sono
esplorate finche´ non si trova un criterio di differenza, se c’e`, e a quel punto
il processo si arresta. I tempi e l’input informativo richiesti sono, in genera-
le, minori rispetto a quelli di una valutazione completa. In piu´, l’euristica si
sviluppa dinamicamente, in modo compatibile con l’emergere di nuovi crite-
ri di distinzione nel corso della ricerca. Peraltro, da questo punto di vista,
take-the-best e` accostabile ad una forma di satisficing di questo tipo:
1. date le due alternative a e b, fissa un livello di aspirazione per cui
nessuna delle due e` soddisfacente;
2. considera in successione i criteri, abbassando il livello di aspirazione
solo se per un criterio un’alternativa ha valore 1 e l’altra no;
3. se il livello di aspirazione discrimina fra le due alternative, scegli quella
soddisfacente.
La situazione tipica per l’euristica del riconoscimento, invece, e` quella di
un investitore che vuole comprare delle azioni di una fra due s.p.a., quando
ha gia` sentito il nome di una ma non dell’altra. L’euristica del riconoscimento
predice che l’alternativa migliore, in una situazione simile, e` quella che viene
riconosciuta. Un caso simile, ad esempio, e` quello di un concorrente ad un
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quiz televisivo, a cui si chiede se abbia piu´ abitanti Detroit o Milwaukee:
pur senza avere alcuna informazione su Milwaukee, il concorrente indovina
correttamente che Detroit ha piu´ abitanti, per il solo fatto di riconoscerla.
5.7 Un modello normativo: razionalita` ecolo-
gica
Nel programma di ricerca ABC, lo standard normativo dell’utilita` attesa
non e` valido, perche´ in generale non e` valido alcuno standard globale di razio-
nalita` normativa (cioe`, non e` valido alcun criterio indipendente dal contesto
della decisione). Sul piano descrittivo, si tratta allora di individuare e mo-
dellare le singole euristiche che gli agenti usano nei vari contesti (la “cassetta
degli attrezzi” adattativa).
Sul piano normativo, la proposta e` analoga: dato che agli agenti sono
assegnati compiti specifici, per esempio compiti legati alla sopravvivenza, e`
possibile confrontare fra loro diverse euristiche sulla base del loro successo
nell’espletarli (efficienza). A livello metodologico, questo confronto si puo` fare
in diversi modi. Si possono, ad esempio, usare argomenti analitici che giusti-
fichino l’uso di una o dell’altra euristica a seconda delle condizioni ambientali
prevalenti. Oppure si puo` mettere alla prova l’efficienza di un’euristica con gli
esperimenti, o con la modellazione algoritmica e la simulazione al computer.
L’efficienza delle euristiche in rapporto agli ambienti di decisione e` il criterio
(normativo) della razionalita` ecologica, che valuta il grado di adattamento di
un certo comportamento rispetto all’ambiente. Allo stesso modo, data una
certa euristica, si possono ricercare le condizioni ambientali che la rendono
efficiente. Si puo` quindi argomentare che la massimizzazione dell’utilita` at-
tesa e` un’euristica ecologicamente poco razionale, nel senso che nella gran
maggioranza dei contesti reali le condizioni ambientali e i limiti individuali
ne ostacolano l’efficienza.
Un’euristica si dice robusta se puo` essere estesa con successo anche a
problemi al di fuori dell’ambito originario di applicazione, quindi se e` adat-
tata ad ambienti eterogenei. C’e` evidenza sperimentale del fatto che certe
euristiche fast and frugal abbastanza robuste sono usate anche in contesti in
92
cui l’informazione e` potenzialmente disponibile, e l’incertezza potenzialmente
eliminabile (vedi [19]). Visti il costo e i tempi della ricerca d’informazione,
sembra che gli agenti reali preferiscano mantenere l’incertezza e servirsi di
regole pratiche che richiedono un input informativo limitato: questo effetto e`
chiamato less-is-more.
L’effetto less-is-more contrasta con due tendenze osservate negli esempi
del capitolo 2, l’avversione al rischio e l’avversione all’ambiguita`. Sia l’av-
versione al rischio, sia l’avversione all’ambiguita` manifestano una preferenza
per i contesti di decisione in cui l’informazione e` completa: gli individui so-
no disposti a rinunciare a una parte della vincita attesa di una lotteria, pur
di eliminare il rischio (avversione al rischio), e preferiscono una condizione
di rischio con probabilita` nota ad una di incertezza (paradosso di Ellsberg).
L’effetto less-is-more e` la tendenza opposta: in situazioni in cui l’incertezza
puo` essere eliminata senza costi, gli individui si servono di euristiche fast and
frugal, senza cercare di ampliare le informazioni a loro disposizione. Questo
effetto e` coerente con l’ipotesi che gli agenti si concentrino su poche informa-
zioni riguardo alla struttura del problema di decisione, e adottino inconscia-
mente un’euristica che appare appropriata sulla base di quelle informazioni.
L’effetto less-is-more e` un caso tipico di comportamento normativamente
inaccettabile secondo lo standard classico, ma accettabile dal punto di vista
della razionalita` ecologica.
In [15], Gigerenzer ha messo in luce il rapporto tra la razionalita` eco-
logica e le riflessioni di Simon sull’importanza del contesto della decisione,
sostenendo che c’e` continuita` tra le ricerche sul satisficing e il programma
fast and frugal. Nella sezione successiva, e` presentata una differenza tra i due
approcci: le ricerche di Gigerenzer, Todd e ABC, infatti, non propongono un
modello di comportamento riconducibile alla massimizzazione.
5.8 Le euristiche fast and frugal non sono
una forma di massimizzazione
Da un punto di vista filosofico, richiedere agli agenti una forma di massi-
mizzazione significa chiedere che abbiano degli obiettivi, di qualunque tipo,
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ai quali tengono abbastanza da impegnarsi razionalmente a conseguirli. La
massimizzazione ha proprio questo significato: non preferire, tra due alter-
native, quella che promette un soddisfacimento minore, o insufficiente, degli
obiettivi dell’agente. Gli agenti cercano di essere efficaci. Invece, se non si as-
sume che gli agenti si prefiggano degli scopi di qualche tipo, diventa difficile
parlare di preferenze, funzioni di utilita` o funzioni di valore, e percio` fornire
una definizione operativa di massimizzazione.
Un’analisi del comportamento in termini di
stimolo ambientale ; reazione di routine
e` perfettamente compatibile con l’assunzione che gli agenti non abbiano obiet-
tivi. Questo riguarda anche gli studi nell’ambito della razionalita` ecologica:
l’analisi descrittiva della “cassetta degli attrezzi” adattativa di cui dispongo-
no gli esseri umani non suppone in alcun modo che loro cerchino di perseguire
degli scopi dati, ma piuttosto che affrontino certe tipologie di problemi con
certi strumenti standard. Questi strumenti garantiscono un successo maggio-
re o minore, e la selezione naturale puo` intervenire per garantire la soprav-
vivenza solo agli strumenti piu´ efficaci. Ma questo riguarda gli effetti, non
i determinanti del comportamento degli agenti, che tendono anzi a ripetere
inerzialmente le loro strategie di comportamento di fronte allo stesso conte-
sto. E` significativo che uno degli ambiti di ricerca del programma fast and
frugal sia lo studio comparato delle euristiche degli esseri umani e delle altre
specie animali. Poiche´ sembra indipendente dall’ipotesi che gli agenti perse-
guano degli obiettivi, l’uso delle euristiche fast and frugal non e` direttamente
riconducibile ad una forma di massimizzazione, a differenza del satisficing.
Coerentemente, secondo Gigerenzer (in [16, p. 38]), le persone non de-
cidono quasi mai consapevolmente quale euristica usare. Secondo Sen (in
[35]), la massimizzazione nell’atto di scelta e` caratterizzata ha una natura
volitiva: l’agente sceglie consapevolmente un’azione non peggiore delle altre.
Nel modello della razionalita` ecologica, invece, l’adozione di un’euristica non
dipende da un atto di scelta. Ciononostante, gli agenti sono in grado di adat-
tare rapidamente le loro euristiche alle strutture ambientali, se ricevono un
feedback adeguato. Per sostenere questa tesi, Gigerenzer cita l’esperimento
di Rieskamp e Otto (vedi [32]).
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In questo esperimento, i soggetti sperimentali si comportano come consu-
lenti di una banca, che devono valutare quale di due societa` e` piu´ affidabile
per un prestito. Ai soggetti sono fornite gratis informazioni sul punteggio
di ciascuna societa` sotto sei criteri di valutazione. Nel valutare le prime 24
coppie di societa`, gli individui non ricevono alcun feedback sulle loro risposte;
nei turni successivi, invece, ricevono feedback. L’ipotesi di Rieskamp e Otto
e` che, in questa situazione, gli agenti adottino l’euristica take-the-best, ossia
che prendano le loro decisioni sulla base di uno solo fra i criteri di valuta-
zione delle societa` (vedi sezione 5.6). Secondo i dati ottenuti, la percentuale
di scelte coerenti con l’adozione di take-the-best e` relativamente bassa (30%
circa) quando non c’e` feedback, ma aumenta in modo significativo (70% cir-
ca) nei turni successivi. Questi dati sono interpretati come il risultato di un
adattamento inconsapevole dell’euristica alla struttura ambientale. Tuttavia,
dall’esperimento di Rieskamp e Otto emerge semplicemente che c’e` un adat-
tamento: questo potrebbe non essere inconsapevole, e non consistere in un
cambiamento di euristica. Gli agenti potrebbero semplicemente cambiare le
loro preferenze sulle societa` per un effetto di apprendimento, legato al feed-
back che ricevono. Tale comportamento non sarebbe incompatibile con una
forma di massimizzazione, a differenza dell’adattamento incosapevole delle
euristiche.
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Capitolo6
Conclusioni
Abbiamo preso in considerazione quattro modelli di decisione raziona-
le: la massimizzazione dell’utilita` attesa, prospect theory, il satisficing e la
razionalita` ecologica. Le violazioni sperimentali della massimizzazione dell’u-
tilita` attesa ci hanno portato a considerare tre alternative, che modellano la
decisione di un agente reale, con una razionalita` limitata. Nelle conclusio-
ni, valutiamo l’impatto dell’argomento della selezione di Friedman sui mo-
delli considerati, poi proponiamo un argomento basato sull’interazione per
giustificare un punto di vista normativo e comportamentale sulla decisione
razionale.
6.1 Il ruolo della selezione
Il presupposto dei modelli di razionalita` limitata che abbiamo conside-
rato e` che il modello classico dell’utilita` attesa non abbia valore descrittivo.
Cio` non e` accettato unanimemente dagli economisti, che spesso continuano
ad usare la massimizzazione dell’utilita` attesa per costruire modelli descrit-
tivi del comportamento dei decisori economici, in condizioni di mercato. La
giustificazione piu´ comune si basa sugli effetti correttivi che la selezione di
mercato ha sul comportamento individuale, secondo l’argomento proposto da
Friedman in [14] per la teoria dell’impresa.
I modelli che abbiamo presentato nella tesi propongono delle caratteriz-
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zazioni della razionalita` nelle decisioni in condizioni di incertezza: finora non
abbiamo dato un’enfasi particolare ai problemi di decisione economica, ma
l’argomento di Friedman riguarda principalmente quelli. Ciononostante, ri-
teniamo che l’argomento sia rilevante per la nostra discussione.
C’e` anzitutto una ragione metodologica per questo. I problemi di decisio-
ne economica sono un laboratorio per i modelli di decisione razionale: nelle
scelte economiche, infatti, e` in generale possibile fare delle assunzioni precise
sulle preferenze degli agenti, e quindi verificare le implicazioni dei modelli
che si considerano. E` lo stesso motivo per il quale, nei capitoli 3 e 4, abbiamo
parlato soprattutto di lotterie con esiti monetari. Poiche´ l’evidenza econo-
mica si presta particolarmente ad una discussione dei modelli di decisione, e`
importante determinare se il funzionamento del mercato induca delle varia-
zioni nel comportamento osservato degli agenti economici.
Oltre a questa considerazione metodologica, pero`, ci sono almeno altre due
ragioni per prestare un’attenzione particolare ai problemi di decisione eco-
nomica. In essi, gli agenti decidono spesso individualmente, ma gli esiti delle
loro decisioni dipendono dalle decisioni prese da altri agenti: i problemi ri-
guardano generalmente l’allocazione di risorse scarse, e pertanto l’interazione
fra gli agenti vi svolge un ruolo importante. Nell’ultima sezione del capitolo,
argomentiamo che l’interazione e` un fenomeno centrale per la caratteriz-
zazione della razionalita` nelle decisioni. I problemi di decisione economica
sono esempi certamente rilevanti di decisione con effetti di interazione fra gli
ageenti. Inoltre, in condizioni di mercato gli agenti economici ricevono gene-
ralmente un feedback tale sulle loro decisioni, da essere fortemente motivati
ad assumere un comportamento razionale (ossia normativamente adeguato).
Per questi motivi, un’enfasi sulle decisioni economiche ci sembra giustificata.
Di conseguenza, l’argomento di Friedman, che riguarda la validita` descrittiva
del modello di massimizzazione dei profitti attesi per le imprese sul mercato,
e` rilevante per un’analisi della decisione razionale in generale.
L’argomento di Friedman serve a difendere l’ipotesi di massimizzazione del
profitto atteso in teoria dell’impresa. I critici di quest’ipotesi osservano che
gli imprenditori, nel fissare i prezzi, non seguono il criterio della massimizza-
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zione del profitto atteso, ma varie regole pratiche, come la determinazione del
prezzo in base al costo pieno (full-cost pricing). Per questo motivo, secondo
loro, si deve abbandonare la teoria classica dell’impresa e fare assunzioni piu´
realistiche sul comportamento degli imprenditori.
Friedman concede che i processi decisionali reali degli imprenditori possa-
no seguire regole diverse dalla massimizzazione del profitto: il determinante
immediato delle decisioni puo` essere una reazione abituale, la scelta a caso, o
qualunque altra regola. Cio` tuttavia non e` rilevante per la teoria dell’impre-
sa. Infatti, se il processo decisionale produce un comportamento coerente con
la massimizzazione dei rendimenti, allora l’impresa prospera e si espande; se
invece il comportamento risultante e` incoerente con la massimizzazione dei
rendimenti, l’impresa perde risorse e puo` essere tenuta in vita solo con l’ero-
gazione di risorse dall’esterno. La selezione naturale delle imprese fa s´ı che,
di fatto, gli imprenditori si comportino “come se” massimizzassero i profitti
attesi. Secondo Friedman, percio`, la teoria dell’impresa non deve descrive-
re i processi decisionali realmente seguiti dagli imprenditori, o la psicologia
degli imprenditori. Indipendemente da questi processi, infatti, il comporta-
mento osservabile delle imprese sul mercato e` in accordo con le predizioni
dell’ipotesi di massimizzazione, a causa dell’azione correttiva della selezione
naturale.
L’argomento della selezione e` usato da Friedman nel contesto della pre-
sentazione di un’epistemologia del come se (vedi [50]). Lo scopo di un’ipotesi
scientifica, secondo Friedman, e` fornire predizioni informative e valide su fe-
nomeni non ancora osservati; conseguentemente, l’unico test della validita` di
un’ipotesi e` la verifica empirica delle sue predizioni. L’ipotesi trae le predi-
zioni da certe assunzioni, che pero`, non sono da verificare: si tratta spesso di
idealizzazioni strumentali, descrittivamente inaccurate, che servono soltan-
to a produrre predizioni. Nel caso del modello di Savage, l’idealizzazione e`
evidente. Ma, nell’epistemologia di Friedman, l’idealizzazione nelle assunzio-
ni non limita la validita` descrittiva delle predizioni del modello. I fenomeni
osservati, infatti, si producono come se valessero le assunzioni di idealizzazio-
ne. Friedman fa questo esempio: e` assurdo pensare che le foglie di un albero
scelgano razionalmente quale posizione occupare intorno al tronco, per ave-
re piu´ luce. Ciononostante, e` un’ipotesi valida quella secondo cui le foglie
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si distribuiscono intorno al tronco come se massimizzassero razionalmente
la quantita` di luce solare a disposizione di ciascuna. Allo stesso modo, gli
imprenditori si comportano come se massimizzassero il profitto atteso, qua-
lunque sia realmente il determinante immediato delle loro decisioni.
Non solo le imprese, ma anche gli agenti individuali inseriti in un con-
testo di mercato subiscono gli effetti della selezione. Pertanto, l’argomento
puo` essere usato anche per la discussione dei modelli di decisione individuale.
Consideriamo degli agenti, nessuno dei quali cerchi deliberatamente di mas-
simizzare l’utilita` attesa. Secondo l’argomento di Friedman, quegli agenti che
prendono decisioni come se massimizzassero l’utilita` attesa tendono ad au-
mentare le loro risorse e sopravvivere alla selezione. Invece, quelli che scelgono
azioni subottimali (cioe` azioni la cui utilita` attesa non e` massima) tendono
a perdere risorse ed essere eliminati dalla selezione. Percio`, se e` presente una
selezione naturale come quella di Friedman, si puo` prevedere che gli agenti
si comportino come se massimizzassero razionalmente l’utilita` attesa, indi-
pendentemente dalle procedure di decisione seguite realmente. E` irrilevante,
in particolare, che le predizioni sul comportamento degli agenti reali siano
ricavate dall’assunzione di un agente idealizzato, illimitatamente razionale.
Se si accetta l’argomento di Friedman, e` trascurabile l’impatto dell’evi-
denza contraria alla massimizzazione dell’utilita` attesa, prodotta dall’eco-
nomia sperimentale. Infatti, gli esperimenti sono progettati solitamente per
verificare schemi di comportamento individuale, percio` in assenza di meccani-
smi selettivi che simulino quelli operanti sul mercato. Questa considerazione
metodologica e` pertinente anche alle neuroeconomia: se i determinanti im-
mediati del comportamento sono irrilevanti, per l’effetto della selezione, lo
studio dei processi decisionali dal punto di vista neuroscientifico non e` rile-
vante per la conoscenza dei fenomeni economici.
6.2 Critiche all’argomento di Friedman
L’argomento di Friedman si basa sull’ipotesi che la selezione di merca-
to tenda a favorire la massimizzazione dei profitti. In particolare, secondo
Friedman, l’interazione competitiva fra le imprese sul mercato opera come
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un meccanismo selettivo che interviene sulla crescita ed eventualmente sulla
sopravvivenza delle imprese. Si tratta percio` di un processo di selezione di ti-
po endogeno e prolungato nel tempo. Perche´ questo processo sia efficiente nel
selezionare i comportamenti massimizzanti, due caratteristiche sono cruciali:
1. si richiede che il meccanismo di selezione endogeno sia efficace, cioe` che
le imprese non massimizzatrici perdano nella competizione e tendano a
sparire nel corso del tempo;
2. il fitness landscape1 deve avere una struttura semplice: c’e` un ottimo
globale e le imprese, con i loro comportamenti, si muovono tutte nel
bacino di attrazione di quest’ottimo (percio` nella competizione fra due
imprese qualsiasi, quella piu´ vicina all’ottimo vince).
Vari studi di economia evoluzionista indicano che in generale ne´ l’una, ne´
l’altra di queste caratteristiche e` soddisfatta dalla selezione delle imprese sul
mercato.
Le ricerche di Sidney G. Winter ([52], [53] e [54]) mettono in discussione il
rigore della selezione di mercato nell’escludere comportamenti incompatibili
con la massimizzazione dei profitti. La competizione fra le imprese fa s´ı che
le strategie che garantiscono profitti massimi cambino nel tempo. Le impre-
se subiscono selezioni ripetute, per sopravvivere alle quali devono adattarsi
ai cambiamenti nelle strategie ottimali. L’adattamento richiede del tempo.
Winter confronta i risultati ottenibili da un’impresa che massimizza i profitti
attesi - diciamo, un’impresa che insegue la strategia ottimale - con i risultati
di un’impresa che adotta inerzialmente routines di comportamento.
Se i tempi richiesti per l’adattamento sono brevi, il comportamento di
un’impresa che ha cambiato le sue strategie per adattarsi puo` penalizzarla:
i costi dell’adattamento le impediscono di mutare flessibilmente strategia di
fronte a nuovi cambiamenti. Inoltre, la selezione di mercato avviene in modo
endogeno, sulla base della competizione. Se sul mercato e` presente un nu-
mero sufficiente di imprese non omogenee, che seguono routines di decisione
anziche´ inseguire le strategie ottimali, le imprese che inseguono le strategie
1Come in biologia, il fitness landscape e` uno spazio n+ 1-dimensionale, in cui ciascuno
degli n attributi determinanti la redditivita` e` rappresentato da una dimensione dello spazio,
e la dimensione n + 1 rappresenta il livello di redditivita` dell’impresa.
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ottimali producono facilmente dei cambiamenti nel fitness landscape, di cui
possono essere le vittime. Per un’impresa, allora, puo` essere vantaggioso non
cambiare strategia in risposta alle variazioni del fitness landscape, ma seguire
in modo inerziale una routine, che sul lungo termine garantisce una reazio-
ne migliore ai cambiamenti del mercato. Ovviamente un comportamento di
routine non e` compatibile con la massimizzazione dei profitti attesi; tuttavia,
sotto le condizioni specificate, puo` condurre a profitti maggiori di un com-
portamento razionalmente orientato alla massimizzazione dei profitti attesi.
Con profitti maggiori, l’impresa che segue una routine tendera` ad acquistare
risorse, prosperare ed espandersi, anziche´ a morire come ipotizzato da Fried-
man.
Per quanto riguarda la topografia del fitness landscape, invece, si tratta
di vedere se le imprese in competizione si muovono tutte nel bacino di at-
trazione di un ottimo globale oppure no. Immaginiamo che le imprese di un
mercato siano tutte omogenee, cos´ı da avere a disposizione le stesse strategie,
di cui una soltanto e` ottimale. Allora possiamo prevedere che, se la selezione
e` piuttosto statica, sul lungo periodo l’adattamento e la selezione facciano
convergere le imprese sulla strategia ottimale. Questo e` quello che intendiamo
con l’esistenza di un unico ottimo globale con un vasto bacino di attrazione.
Immaginiamo invece che il mercato sia strutturato in modo diverso: che
le imprese siano eterogenee fra loro, e che tra le strategie a disposizione del-
le imprese piu´ d’una rappresenti un ottimo locale. Per un’impresa che ha
adottato una strategia localmente ottimale, qualsiasi cambiamento “piccolo”
(corrispondente ad un breve spostamento sul fitness landscape) comporta un
calo dei profitti. Percio` l’impresa non e` incentivata a piccoli spostamenti,
anche se questi rappresentano degli avvicinamenti all’ottimo globale. L’inef-
ficienza della selezione di mercato in una situazione di questo tipo, con una
pluralita` di ottimi locali, e` stata mostrata da Levinthal in [23] con la simu-
lazione al computer mediante un modello NK. Il modello NK consente di
mettere in relazione la performance complessiva dell’impresa con il livello di
interdipendenza tra gli attributi che la determinano. Gli effetti dell’interdi-
pendenza tra i fattori della fitness sono detti effetti epistatici: essi tendono
a dare al fitness landscape una struttura frastagliata, percio` a moltiplicare le
strategie localmente ottimali. Gli studi mostrano che in questo caso, l’adatta-
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mento tendenzialmente intrappola le imprese nel bacino di attrazione dei vari
ottimi locali, e la selezione non riesce a farle convergere sull’ottimo globale.
D’altra parte, sembra che la situazione nei mercati reali sia proprio questa
(vedi [26]): percio` le imprese non sono incentivate dalla selezione ad inseguire
le strategie globalmente ottimali. Poiche´ la massimizzazione dei profitti attesi
e` compatibile solo con la ricerca dell’ottimo globale, la tesi di Friedman sul
funzionamento della selezione e` ulteriormente indebolita.
Gli argomenti portati contro l’argomento di Friedman indicano che la sele-
zione di mercato non favorisce solamente i comportamenti ottimizzanti. Cio`
e` rilevante non solo per le imprese, ma anche per gli agenti individuali. Sia
per le une, sia per gli altri, la selezione non puo` essere usata per giustificare
la validita` descrittiva di un modello di massimizzazione dell’utilita` attesa (o
dei profitti attesi).
La selezione e` importante nella spiegazione dei comportamenti economi-
ci osservati nei contesti reali, tanto per le imprese, quanto per gli agenti
individuali. Tuttavia, le caratteristiche della selezione nei mercati reali non
consentono di adottare il punto di vista di Friedman, e considerare irrilevan-
ti i determinanti immediati del comportamento degli agenti. Le procedure
di decisione seguite dagli agenti individuali sono rilevanti anche per predire
il loro comportamento. La congettura che un modello idealizzato, irrealisti-
co dal punto di vista comportamentale, possa comunque fornire predizioni
corrette del comportamento osservato, e` piuttosto audace. L’evidenza spe-
rimentale indica il contrario. La selezione non interviene per penalizzare gli
agenti che non massimizzano l’utilita` attesa. Di conseguenza, un punto di
vista piu´ comportamentale sulla decisione razionale appare inevitabile.
6.3 Biases oppure limiti strutturali?
Il punto di vista comportamentale, nei modelli che abbiamo considerato, e`
rappresentato da prospect theory, dal satisficing e dalla razionalita` ecologica,
cioe` dai tre modelli di razionalita` limitata. Come abbiamo visto,
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• prospect theory e` un modello descrittivo del comportamento dei soggetti
sperimentali, ma non normativo, perche´ predice comportamenti deci-
sionali ritenuti normativamente inadeguati (in particolare le violazioni
della dominanza stocastica e dell’invarianza);
• sia il satisficing, sia la razionalita` ecologica sono modelli normativi al-
ternativi rispetto alla massimizzazione dell’utilita` attesa: partono dal-
l’idea che il modello classico sia normativamente inadeguato, perche´
prescrive comportamenti fuori dalla portata degli agenti reali.
D’altra parte, il satisficing e la razionalita` ecologica divergono in modo so-
stanziale riguardo al criterio di normativita`: il satisficing propone una forma
di massimizzazione non-ottimizzante, cioe` di scelta di alternative non peggio-
ri, in vista degli scopi dell’agente (vedi [35]); invece la razionalita` ecologica
e` un criterio normativo “ambientale”, esogeno, che non fa assunzioni sulla
razionalita` individuale, ma richiede l’adattamento tra euristiche dell’agente
e ambiente di decisione. Questa differenza tra i due modelli sara` discussa
nelle sezioni successive del capitolo.
Secondo Kahneman e Tversky, il modello classico ha un valore normati-
vo: negli esperimenti, i soggetti mostrano di deviare sistematicamente dalla
massimizzazione dell’utilita` attesa, ma questi comportamenti sono interpre-
tati come errori, perche´ violano dei principi normativamente adeguati della
decisione razionale (ad esempio, la monotonia delle preferenze rispetto alla
dominanza stocastica, oppure l’invarianza). L’adeguatezza di questi principi
e` accettata sulla base di argomenti analoghi a quelli dei sostenitori della “ra-
zionalita` illimitata” del modello classico: il fatto che gli agenti rivelino delle
preferenze, e che su queste preferenze si possano porre normativamente dei
vincoli di coerenza.
Di conseguenza, prospect theory e` intesa da Kahneman e Tversky come
un modello unicamente descrittivo, il cui scopo e` predire e spiegare le deci-
sioni prese da agenti reali in condizioni di rischio. L’assunzione chiave e` che
il modello classico dell’utilita` attesa possa mantenere un valore normativo,
anche se le sue predizioni sono sistematicamente violate dagli agenti reali.
E` importante osservare che Kahneman e Tversky hanno condotto i loro
esperimenti su condizioni di rischio, e non di incertezza. In [47] si trova un’e-
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stensione di prospect theory alle decisioni in condizioni di incertezza, ma di
fatto si tratta ancora di condizioni di rischio (Kahneman e Tversky assumono
una misura di probabilita` sugli eventi, usando la quale gli agenti prendono
delle decisioni in accordo con il modello di prospect theory. Cioe`: nel tipo
di problemi che Kahneman e Tversky trattano, l’agente ha a disposizione
in partenza un’informazione completa sulle conseguenze delle sue azioni (su
cui ha preferenze connesse e transitive), e sulla probabilita` con cui queste
conseguenze gli capiteranno. In questo tipo di problemi, secondo Kahneman
e Tversky, la massimizzazione dell’utilita` attesa e` un criterio di decisione
normativamente adeguato, che non richiede revisioni.
I problemi di decisione reali, pero`, per la maggior parte non sono ricon-
ducibili alla tipologia studiata da Kahneman e Tverksy. Gli agenti reali non
dispongono di una distribuzione di probabilita` sugli esiti delle loro azioni.
Ci sono delle ovvie difficolta` a imporre normativamente che massimizzino
l’utilita` attesa, e descrivere il loro comportamento come una deviazione (un
errore) rispetto a tale criterio. Nei problemi di decisione in condizioni di in-
certezza, e` fondamentale capire se si possa assumere che il modello classico
abbia un valore normativo indipendentemente dal suo valore descrittivo.
I risultati stessi degli esperimenti sembrano indicare che la massimizza-
zione dell’utilita` attesa e`, in generale, una procedura di decisione al di fuori
della portata degli agenti reali. Se non rappresenta un tipo di comportamento
accessibile agli agenti reali, tuttavia, non puo` nemmeno essere considerato
un criterio adeguato dal punto di vista normativo. Una norma che prescri-
va un comportamento inaccessibile perde il suo valore normativo, perche´ e`
irrealistica. La massimizzazione dell’utilita` attesa si scontra con dei limiti
strutturali degli agenti reali. Questi limiti strutturali, di cui i risultati spe-
rimentali forniscono diversi indizi, rendono il modello classico inaccessibile e
percio` normativamente inadeguato.
Dunque, se vogliamo caratterizzare la decisione razionale in condizioni di
incertezza, crediamo che di non poter seguire la proposta di Kahneman e
Tversky, isolando il valore normativo del modello classico dal suo valore de-
scrittivo. Dalle critiche all’argomento di Friedman, si puo` concludere che un
modello descrittivamente adeguato di decisione razionale dev’essere realistico
nelle assunzioni comportamentali. Sulla base delle considerazioni precedenti,
104
concludiamo che anche un modello normativamente adeguato non puo` che
assumere un punto di vista comportamentale.
6.4 L’interazione: razionalita` individuale vs.
razionalita` ecologica
Fra i modelli presi in considerazione, i due che offrono delle alternative
alla validita` normativa della massimizzazione dell’utilita` attesa sono il sati-
sficing e la razionalita` ecologica. Entrambi considerano i limiti degli individui
reali rilevanti per una caratterizzazione normativa della decisione razionale.
Tuttavia, le caratterizzazioni proposte sono sostanzialmente differenti, perche´
il satisficing applica un punto di vista normativo alla razionalita` individuale,
mentre la razionalita` ecologica non fa assunzioni sulla razionalita` degli indi-
vidui, valutando le loro performances solamente in termini di adattamento
all’ambiente e superamento della selezione.
Vogliamo difendere il modello del satisficing di Simon argomentando che
un punto di vista normativo sulla razionalita` individuale e` inevitabile, se si
vuole usare il modello di decisione per giustificare l’interazione fra gli indivi-
dui. Supponiamo che gli agenti non siano isolati, ma, come succede in gran
parte dei problemi reali di decisione economica, siano inseriti in un contesto
in cui sono presenti altri agenti che prendono delle decisioni. I risultati delle
decisioni di ciascun agente sono rilevanti per le decisioni degli altri, perche´
le azioni di un agente danno un esito oppure un altro a seconda delle azioni
scelte dall’altro agente.
I problemi di interazione strategica capitano frequentemente nella vita
quotidiana. Un esempio puo` essere la circolazione dei veicoli sulla strada:
ciascun guidatore ha interesse a non scontrarsi con gli altri, ma per determi-
nare i risultati della decisione presa da un guidatore e` fondamentale sapere
quali decisioni hanno preso gli altri. L’interazione strategica, inoltre, e` mol-
to rilevante nei fenomeni economici: i contesti nei quali vogliamo che siano
applicabili i modelli di decisione razionale sono, per lo piu´, contesti di inte-
razione.
La spiegazione classica dell’interazione strategica, fornita dalla teoria dei
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giochi, si basa sul modello di massimizzazione dell’utilita` attesa. Si suppone
che gli agenti massimizzino la loro utilita` attesa, e si aspettino che gli altri
agenti massimizzino la loro utilita` attesa, e si aspettino che gli altri si aspet-
tino che loro massimizzino, e cos´ı via. Questa e` un’ipotesi di razionalita` che
ciascun agente fa sugli altri. In questo modo, ogni agente adotta un punto di
vista normativo sulla razionalita` individuale degli altri agenti: attendendosi
che massimizzino l’utilita` attesa e presupponendo la conoscenza comune della
razionalita` di ciascuno, e` in grado di prevedere quali reazioni potranno avere
alle sue azioni. Quest’informazione e` rilevante per la decisione che lui deve
prendere, e d’altra parte permette simmetricamente agli altri agenti di at-
tendersi certe reazioni da lui. Un modello di questo tipo rende perfettamente
conto di esempi come quello della strada: il conducente di ogni veicolo ha
degli scopi e delle preferenze (non essere coinvolto in un incidente), sceglie
l’azione che gli garantisce la massima utilita` attesa, attendendosi che gli altri
facciano lo stesso. Questo giustifica il fatto che i conducenti riescano gene-
ralmente a coordinarsi in modo da evitare scontri e incidenti.
Il modello di massimizzazione dell’utilita` attesa e` un modello di ottimiz-
zazione, perche´ l’azione che viene scelta e` un massimo, rispetto all’ordine
lineare delle preferenze sulle azioni. Abbiamo visto, invece, che il satisficing
e` riconducibile ad una forma di massimizzazione, cioe` di scelta di alterna-
tive ritenute non peggiori (elementi massimali rispetto alle preferenze, che
non inducono necessariamente un ordine completo sulle azioni). Sia l’otti-
mizzazione, sia la massimizzazione si prestano ad essere interpretati come
criteri normativi di razionalita` individuale. Nel caso dell’ottimizzazione, da
un agente ci si attende (normativamente) che riveli delle preferenze complete
sull’insieme delle azioni e che scelga l’alternativa massima, rispetto alle sue
preferenze. Nel caso della massimizzazione, invece, non si richiede all’agente
di avere preferenze complete; tuttavia, ci si attende (normativamente) che
scelga un’alternativa a cui non ne preferisce strettamente alcuna altra. Ab-
biamo visto, d’altra parte, che il modello dell’utilita` attesa prescrive norma-
tivamente un comportamento fuori dalla portata degli agenti reali. Vogliamo
far vedere, percio`, che un criterio di massimizzazione e` sufficiente per rendere
conto dell’interazione fra individui razionali.
Come nel caso dell’ottimizzazione, gli agenti che adottano un comporta-
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mento massimizzante come il satisficing hanno degli scopi, e suppongono che
gli altri agenti abbiano anch’essi degli scopi. Nei contesti economici ai quali
siamo piu´ interessati, gli agenti hanno delle ragioni per fare delle assunzioni
sugli scopi altrui, e percio` sulle preferenze altrui: ad esempio, si puo` general-
mente ipotizzare che un venditore non intenda vendere un prodotto ad un
prezzo minore dei costi di produzione. Nei contesti che ci interessano, ogni
agente puo` fare delle assunzioni generali sugli scopi di ogni altro agente.
Anche nel caso del satisficing, il punto di vista adottato da un agente nei
confronti degli altri agenti e` normativo: l’agente si aspetta da loro che scelga-
no un’azione soddisfacente - un’azione che non valutano al di sotto del livello
di aspirazione, ovvero un’azione che non ritengono peggiore delle altre a di-
sposizione, in vista dei loro scopi. L’agente fa un’ipotesi di razionalita` sugli
altri agenti, anche se quest’ipotesi e` piu´ debole rispetto alla massimizzazione
dell’utilita` attesa, ed e` compatibile con delle preferenze incomplete. Di con-
seguenza, l’agente ha degli elementi per prevedere quali saranno le reazioni
degli altri alle sue azioni, e pertanto puo` interagire in modo strategico con
loro. Rispetto all’interazione strategica basata sulla massimizzazione dell’u-
tilita` attesa, un’interazione basata sul satisficing incontra degli ostacoli nei
limiti dell’informazione e delle abilita` degli agenti. Nell’ottica della teoria dei
giochi, questo tipo di interazione e` compatibile con situazioni in cui i gioca-
tori non trovano immediatamente un punto di equilibrio tra le loro strategie,
e migliorano le loro risposte alle azioni degli altri solo con l’apprendimento2.
A differenza del modello dell’utilita` attesa e del satisficing, la razionalita`
ecologica non e` una forma di massimizzazione, perche´ il criterio normativo
non riguarda la razionalita` degli individui, ma il funzionamento del proces-
so di adattamento e di selezione. Immaginiamo l’interazione fra agenti che
adottano euristiche fast and frugal “ecologicamente razionali”, cioe` adattate
all’ambiente in cui gli agenti si trovano. In questo caso, gli agenti non posso-
no adottare un punto di vista normativo sulla razionalita` degli altri agenti,
pertanto non possono attendersi da loro il perseguimento dei loro scopi. Le
euristiche sono adottate inconsciamente dagli agenti (vedi [16, p. 38]). Cia-
scun agente si comporta in accordo con le euristiche della sua “cassetta degli
attrezzi” adattativa. Se in queste condizioni avviene un’interazione strategi-
2Ad esempio, gli esperimenti sul beauty contest : vedi [5, pp. 209-218], [30].
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ca, essa non e` giustificata dal comportamento individuale degli agenti. Se gli
agenti non hanno aspettative sulle decisioni altrui, motivate da un’ipotesi di
razionalita`, l’interazione deve avvenire in modo casuale, o per l’intervento di
fattori indipendenti dalle procedure di decisione degli individui (ad esempio
la selezione: vedi [28], [27], [48]).
Ma vogliamo che l’interazione sia giustificata, e non soltanto possibile.
Per questo, il punto di vista normativo della massimizzazione appare inevi-
tabile. Tra i modelli che abbiamo preso in considerazione, il satisficing di
Simon e` quello piu´ adeguato per rendere conto del comportamento di agenti
limitatamente razionali, capaci di interazione strategica.
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