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Abstract—This work introduces capacity limits for molecular
timing (MT) channels, where information is modulated in the
release timing of small information particles, and decoded from
the time of arrivals at the receiver. It is shown that the random
time of arrival can be represented as an additive noise channel,
and for the diffusion-based MT (DBMT) channel this noise is
distributed according to the Le´vy distribution. Lower and upper
bounds on the capacity of the DBMT channel are derived for
the case where the delay associated with the propagation of
the information particles in the channel is finite, namely, when
the information particles dissipate after a finite time interval.
For the case where a single particle is released per channel
use, these bounds are shown to be tight. When the transmitter
simultaneously releases a large number of particles, the detector
at the receiver may not be able to precisely detect the arrival
time of all the particles. Therefore, two alternative models are
considered: detection based on the particle that arrives first, or
detection based on the average arrival times. Lower and upper
bounds on the capacities of these two models are derived, and
the lower bound also provides a lower bound for the capacity of
the DBMT channel. It is shown that by controlling the lifetime
of the information particles, the capacity can increase poly-
logarithmically with the number of released particles. As each
particle takes a random independent path, this diversity of paths
is analogous to receiver diversity and can be used to considerably
increase the achievable data rates.
Index Terms—Molecular Communication, Channel Models,
Timing Channels, Le´vy Distribution, Channel Capacity, Capacity
Bounds.
I. INTRODUCTION
Molecular communication is an emerging field where small
particles such as molecules are used to transfer information
[3]. Information can be modulated on different properties
of these particles such as their concentration [4], the type
[5], the number [6], or the time of release [7]. Moreover,
different techniques can be used to transfer the particles
from the transmitter to the receiver including: diffusion [8],
active transport [9], bacteria [10], and flow [11]. To show
the feasibility of molecular communication, in recent years
a number of experimental systems have been developed that
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are capable of transmitting short messages at low bit rates
[12]–[14].
Despite all these advancements, there are still many open
problems in the field, especially from an information theoretic
perspective. For example, the fundamental channel capacity
limits of many different molecular communication systems
are still unknown [3], particularly those with indistinguish-
able molecules [15]. Some of the challenge here is due to
differences in the nature of conventional versus molecular
communication systems, which must be considered in the
capacity definition for the latter type of system. For example,
in traditional electromagnetic communication the capacity
does not depend on the symbol duration, and hence capacity
can be defined in bits per channel use or in bits per second
for a fixed symbol duration [16, Ch. 8.1]. In molecular com-
munication, however, the symbol duration affects diffusion-
based propagation and hence the channel, thus effecting the
capacity. The notion of capacity per channel use depends on
the symbol duration over which the channel is used, in contrast
to electromagnetic communication.
The first engineered molecular communication systems used
concentration-modulation, whereby information is modulated
based on the concentration of the released particles. In [17], a
lower bound for the capacity of concentration-modulated chan-
nels in gaseous environments was presented. An achievable
information rate, and a capacity expression for the time-slotted
concentration-modulated molecular communication channel,
were developed in [18] and [19]. In these channels, at the
beginning of each time slot different concentrations of infor-
mation particles are released by the transmitter to represent
different symbols. The receiver uses the perceived concentra-
tion during the same time slot to detect the symbol, while
it is assumed that the information particles which did not
arrive within this time slot are destroyed. The capacity in
these works was defined in terms of the mutual information
between the number of particles released and the number of
particles that arrived during a symbol duration. In [20], the
optimal input distribution for this channel was presented. Since
the information particles may degrade over time, a capacity
expression for concentration-modulated communication with
degradable particles was developed in [21]. A Markov chain
channel model for active transport molecular communication,
where information particles are actively transported using
molecular motors instead of diffusion, was derived in [22],
which also presented the capacity of these channels.
In this work, we consider molecular communication systems
where information is modulated on the time of release of
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2the information particles, which is similar to pulse position-
modulation [23]. Encoding information in the timing of trans-
mission is not a new idea. For instance, [24] used this approach
to describe communication in the brain at the synaptic cleft,
where two chemical synapses communicate over a chemical
channel, and [25] used this model to study bacterial communi-
cation over a microfluidic chip. We refer the reader to [26, Sec.
II] for a detailed discussion about applications of timing-based
communications in biology. A common assumption, which is
accurate for many sensors, is that the particle is detected and is
removed from the environment as part of the detection process.
Thus, the random delay until the particle first arrives at the
receiver can be represented as an additive noise term. For
example, for diffusion-based channels, the random first time
of arrival is Le´vy-distributed [27], [28]. Fig. 1 depicts these
channels.
Note that although there are similarities between the timing
channel considered in this work and the timing channels
considered in [29], which studied the transmission of bits
through queues, the problem formulation and the noise models
are fundamentally different. In [29], the channel output (i.e.
arrival times) from consecutive channel uses are ordered.
This means that the first arrival time corresponds to the first
channel use, the second arrival corresponds to second channel
use, and so on. For molecular channels with indistinguish-
able particles, the information particle released during the
first channel use may arrive after the information particle
released in the second channel use. Therefore, the order of
the transmitted information particles may not be preserved
at the receiver as was observed in [26], [30]. Regarding the
differences in the noise models we note that in [29] the random
delay is governed by the queues service distribution, while in
molecular communication the random delay is associated with
the transport of information particles in molecular channels.
Some of the previous works on molecular timing channels
focused on the additive inverse Gaussian noise (AIGN) chan-
nel, which features a positive drift from the transmitter to the
receiver. In this case, the first time of arrival over a one-
dimensional space follows the inverse Gaussian distribution
[31], giving the channel its name. In [32], upper and lower
bounds on the maximal mutual information between the AIGN
channel input and output, per channel use, were presented
under the assumption that the average particle arrival time
is constrained (i.e. is less than a constant). We denote this
maximal mutual information as the capacity per channel use.
The same constraint was used in [33], which presented a
different set of bounds on the capacity per channel use for
the AIGN channel. A different constraint, which limits the
maximum particle arrival time, was considered in [34], where
an upper bound on the capacity per channel use was derived.
Finally, [35] tightened the bounds derived in [32] and [33], and
characterized the capacity-achieving input distribution which
can be used to accurately evaluate the capacity per channel
use for the AIGN channel.
One of the main unresolved issues in these previous works
is the problem of ordering, namely, information particles may
arrive in an order different that the order they were released.
Thus, it is not clear from [32]–[35] how information can be
transmitted sequentially, and the associated capacity in bits
per second. A partial answer for this question was provided in
[36] that studied time-slotted transmission over MT channels
without drift. Yet, the work [36] only provides a (sub-optimal)
transmission scheme, leaving open the question of capacity
for this channel. To deal with the challenge of characterizing
the fundamental capacity of diffusion-based molecular timing
(DBMT) channels, in this work we make two assumptions.
First, we assume that there is a finite time interval called
the symbol interval over which the transmitter can encode
its messages by choosing a specific time in this interval to
release particles. Second, we assume that the information
particles have a finite lifespan, which we call the particle’s
lifetime. The underlying assumption is that the particles are
dissipated immediately after this time interval. We note that
this assumption can be incorporated into a system by using
enzymes or other chemicals that degrade the particles [37],
[38]; as long as the particle’s lifetime is less than infinity, our
results and analysis hold. Using these assumptions, a single
channel use interval is the sum of the symbol interval and
the particle’s lifetime, and information particles arrive during
the same channel use in which they were released, or they
dissipate over this interval and hence never arrive.
The above assumptions enforce an ordering where particles
arrive in the same order in which they are transmitted, resulting
in identical and independent consecutive channel uses. We
refer to this channel as the molecular timing (MT) channel,
and note that it can be used with any propagation mechanism
as long as the particles follow independent paths, and have
a finite lifetime and symbol interval. Using this formulation,
we define the capacity of the MT channel in bits per second.
We then apply this definition to the DBMT channel, where
the particles follow a Brownian path from the transmitter to
the receiver, and derive an upper and a lower bound on the
capacity in bits per second for the case where a single particle
is transmitted per channel use. Through numerical evaluations
we demonstrate that these bounds can be tight.
When the transmitter simultaneously releases multiple par-
ticles, we consider three different receivers, and this leads to
three different channel models. First, we consider a receiver
that detects the arrival time of each particle and derive an ex-
pression for the capacity of the corresponding channel model.
Since evaluating this capacity expression analytically seems
intractable, we derive an upper bound that scales linearly
with the number of released particles. Second, we consider
a receiver that detects the time of the first arrival (FA). We
demonstrate that the resulting system can be modeled by an
additive noise channel, and for a large number of particles
released, the noise is Gumbel distributed. We then derive the
asymptotic lower and upper bounds on the capacity of this
channel. Finally, we consider a system where the receiver
detects the average arrival time of particles. A possible method
to estimate this average arrival time is via measuring the
number of particles arriving during sampled time intervals.
We show that this system can be modeled as an additive noise
channel, where for a large number of released particles, the
noise is Gaussian distributed. Asymptotic lower and upper
bounds on the capacity of this channel are presented. We
3Fig. 1. Diffusion-based molecular communication timing channel. Tx,k
denotes the release time, Tn,k denotes the random propagation time, and
Ty,k denotes the arrival time.
emphasize that the lower bounds on capacity of the systems
with the FA and the average detectors also serve as a lower
bound on the capacity of the system that can detect all
the arrival times of particles, i.e., these bounds also serve
as a lower bound on the capacity of the DBMT channel
without any constraints on the receiver. Moreover, we show
that by controlling the particles’ lifetime, the capacity of the
channels corresponding to these receivers increases at least
poly-logarithmically with the number of particles, and that
the average detector achieves higher information rates than the
first arrival detector. In these systems, the increase in capacity
is reminiscent of the capacity gains through receiver diversity
in electromagnetic communication as each particle takes a
random independent path from the transmitter to the receiver.
The rest of this paper is organized as follows. The channel
models for the MT and DBMT channels are presented in
Section II. The capacity of the single-particle DBMT channel
is studied in Section III. The results are extended to the case of
multiple particles in Sections IV and V. The numerical eval-
uations are presented in Section VI, and concluding remarks
are provided in Section VII.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. Notation
We denote the set of real numbers by R, the set of positive
real numbers by R+, the set of positive natural numbers by
N , and the empty set by φ. Other than these sets, we denote
sets with calligraphic letters, e.g., J , where |J | denotes the
cardinality of the set J . We denote RVs with upper case let-
ters, X , Y , T , and Θ, their realizations with the corresponding
lower case letters, e.g., x, y, and vectors with boldface letters,
e.g., X,Y. The ith element of a vector X is denoted by X[i].
All other upper case letters such as D, K, and M are used to
represent constants. We use fY (y) to denote the probability
density function (PDF) of a continuous RV Y onR, fY |X(y|x)
to denote the conditional PDF of Y given X , and FY (y) to
denote the cumulative distribution function (CDF). erfc (·) is
used to denote the complementary error function given by
erfc(x) = 2√
pi
∫∞
x
e−u
2
du, erfcinv(·) is the inverse of the
complementary error function given by erfcinv(erfc(x)) = x,
and log(·) is used to denote the logarithm with basis 2. We use
h(·) to denote the entropy of a continuous RV and I(·; ·) to
denote the mutual information between two RVs, as defined in
[39, Ch. 8.5]. We use T (K) (X) to denote the set of -strongly
typical sequences with respect to the probability mass function
pX(x), as defined in [39, Ch. 10.1]; when referring to a typical
set we may omit the RVs from the notation, when these
variables are clear from the context. Finally, X ↔ Y ↔ Z is
used to denote a Markov chain formed by the RVs X,Y, Z as
defined in [39, Ch. 2.8].
B. Molecular Timing Channel
We consider a molecular communication channel in which
information is modulated on the time of release of the in-
formation particles. This channel is illustrated in Fig. 1. The
information particles themselves are assumed to be identical
and indistinguishable at the receiver. Therefore, the receiver
can only use the time of arrival to decode the intended mes-
sage. The information particles propagate from the transmitter
to the receiver through some random propagation mechanism
(e.g. diffusion). To develop our model, we make the following
assumptions about the system:
A1) The transmitter perfectly controls the release time of
each information particle, and the receiver perfectly
measures the arrival times of the information particles.
Furthermore, the transmitter and the receiver are perfectly
synchronized in time.
A2) An information particle which arrives at the receiver is
absorbed and hence is removed from the propagation
medium.
A3) All information particles propagate independently of each
other, and their trajectories are random according to an
independent and identically distributed (i.i.d.) random
process. This is a fair assumption for many different
propagation schemes in molecular communication such
as diffusion in dilute solutions, i.e., when the number of
particles released is much smaller than the number of
molecules of the solutions.
Note that these assumptions have been adopted in all previous
works [15], [17]–[21], [33]–[35] to make the models tractable.
Let Tx,k ∈ R+, k = 1, 2, . . . ,K, denote the time of the kth
transmission. At Tx,k, M ∈ N information particles are si-
multaneously released into the medium by the transmitter. The
transmitted information is encoded in the sequence of times
{Tx,k}Kk=1, where {Tx,k}Kk=1 are assumed to be independent
of the random propagation time of each of the information par-
ticles. Let Ty,k be an M -length vector consisting of the times
of arrival of each of the information particles released at time
Tx,k. Therefore, we have Ty,k[i] ≥ Tx,k, i = 1, 2, . . . ,M . We
further define Tx,k to be a vector consisting of M repeated
values of Tx,k. Thus, we obtain the following vector additive
noise channel model:
Ty,k = Tx,k +Tn,k, (1)
where Tn,k[i], i = 1, 2, . . . ,M , is a random noise term
representing the propagation time of the ith particle of the kth
transmission. Note that assumption A3) implies that all the
elements of Tn,k are independent.
4Fig. 2. The MT channel in (2). The channel input is Tx,k , while the channel
output depends on the condition Tn,k ≷ τn.
One of the main challenges of the channel in (1) is that the
particles may arrive out of order, which results in channel
memory. To resolve this issue, we make two assumptions.
First, we assume that at the beginning of each transmission
there is a finite time interval called the symbol interval
over which the transmitter can choose a time to release the
information particles for that transmission. Second, we assume
that information particles have a finite lifetime, i.e., they
dissipate immediately after this finite interval, denoted by the
particle’s lifetime. By setting the channel use interval to be a
concatenation of the symbol interval and the particle’s lifetime,
we ensure that order is preserved and obtain a memoryless
channel.
Let τx < ∞ be the symbol interval, and τn < ∞ be the
particle’s lifetime (i.e. each transmission interval is equal to
τx+τn). Then our two assumptions can be formally stated as:
A4) The release times obey:
(k − 1) · (τx + τn) ≤ Tx,k ≤ (k − 1) · (τx + τn) + τx.
A5) The information particles dissipate and are never received
if Tn,k[i] ≥ τn, i = 1, 2, . . . ,M .
The first assumption can be justified by noting that the
transmitter can choose its release interval, while the second
assumption can be justified by designing the system such that
information particles are degraded in the environment after
a finite time (e.g. using chemical reactions) [37], [38]. The
resulting channel, which we call the molecular timing (MT)
channel, is given by:
Yk[i] =
{
Ty,k[i] = Tx,k +Tn,k[i], Tn,k[i] ≤ τn
φ, Tn,k[i] > τn
, (2)
where Tx,k is the channel input, i.e., the kth release timing,
Ty,k[i] is the arrival time of the ith information particle at
the receiver (if it arrives), and Yk is an M -length vector of
channel outputs at the kth channel use interval. The ith element
of the MT channel (2) is depicted in Fig. 2. Next, we formally
define the capacity of the MT channel.
C. Capacity Formulation for the MT Channel
Let Ak , [(k − 1) · (τx + τn), (k − 1) · (τx + τn) + τx]
and Bk , {[(k − 1) · (τx + τn), k · (τx + τn)] ∪ φ} for k =
1, 2, . . . ,K. We now define a code for the MT channel (2) as
follows:
Definition 1 (Code): A (K,R, τx, τn) code for the MT
channel (2), with code length K and code rate R, consists
of a message set W = {1, 2, . . . , 2K(τx+τn)R}, an encoder
function ϕ(K) : W 7→ A1 × A2 × · · · × AK , and a decoder
function ν(K) : BM1 × BM2 × · · · × BMK 7→ W .
Remark 1: Observe that since we consider a timing channel,
similarly to [29], the codebook size is a function of τx + τn,
and K(τx + τn) is the maximal time that it takes to transmit
a message using a (K,R, τx, τn) code. Furthermore, note that
the above encoder maps the message W ∈ W into K time
indices, Tx,k, k = 1, 2, . . . ,K, where Tx,k ∈ Ak, while the
decoder decodes the transmitted message using the K ×M
channel outputs {Yk}Kk=1 where Yk ∈ BMk . We emphasize
that this construction creates an ordering of the different
arrivals, namely, each of the M particles transmitted at the
interval Ak either arrive before the M particles transmitted
at the interval Ak+1 or will never arrive. Thus, we obtain K
identical and independent channels. Finally, we note that this
construction was not used in [29] since, when transmitting bits
through queues, the channel itself forces an ordering.
The encoding and transmission through the channel are
illustrated in Fig. 3 for the case of K = 3 and M = 1.
The encoder produces three release times {Tx,1, Tx,2, Tx,3}
which obey Tx,k ∈ Ak, k = 1, 2, 3. In each time index a
single particle is released to the channel which adds a random
delay according to (2). The channel outputs are denoted by
{Y1, Y2, Y3}. It can be observed that while Y1 = Ty,1 =
Tx,1 + Tn,1 and Y2 = Ty,2 = Tx,2 + Tn,2, Y3 = φ since
Tn,3 > τn and therefore the third particle does not arrive.
Definition 2 (Probability of Error): The average probability
of error of a (K,R, τx, τn) code is defined as:
P (K)e , Pr
{
ν(BM1 × BM2 × · · · × BMK ) 6= W
}
,
where the message W is selected uniformly from the message
set W .
Definition 3 (Achievable Rate): A rate R is called achievable
if for any  > 0 and δ > 0 there exists some blocklength
K0(, δ) such that for every K > K0(, δ) there exits an
(K,R− δ, τx, τn) code with P (K)e < .
Definition 4 (Capacity): The capacity C is the supremum of
all achievable rates.
Remark 2: Note that even though we consider a timing
channel, we define the capacity in terms of bits per time unit
[29, Definition 2]. This is in contrast to the works [32]–[35]
which defined the capacity as the maximal number of bits
which can be conveyed through the channel per channel use.
Note that this definition of capacity C for the MT channels
is fairly general and can be applied to different propagation
mechanisms as long as Assumptions A1)–A5) are not violated.
Our objective in this paper is to characterize the capacity of
the MT channel for the diffusion-based propagation.
D. Diffusion-Based MT Channel
In diffusion-based propagation, the released information
particles follow a random Brownian path from the transmitter
to the receiver. In this case, to specify the random additive
noise term Tn,k[i] in (2), we define a Le´vy-distributed RV as
follows:
Definition 5 (Le´vy Distribution): Let the RV X be a Le´vy-
distributed with location parameter µ and scale parameter c
5Fig. 3. Illustration of the encoding procedure of Definition 1 for K = 3 and M = 1. Red pulses correspond to transmission times, while blue pulses
correspond to arrival times at the receiver.
[40]. Then, its PDF is given by:
fX(x) =

√
c
2pi(x−µ)3 exp
(
− c2(x−µ)
)
, x > µ
0, x ≤ µ
, (3)
and its CDF is given by:
FX(x) =
erfc
(√
c
2(x−µ)
)
, x > µ
0, x ≤ µ
. (4)
The entropy of X , h(x), is given by:
h(X) =
log(16c2pie) + 3γ log(e)
2
, (5)
where γ ≈ 0.5772 is the Euler’s constant [41, Ch. 5.2]. Al-
though this entropy is known, we did not find a rigorous proof
in the literature, thus, the proof is provided in Appendix I.
Throughout the paper, we use the notation X ∼ L (µ, c) to
indicate a Le´vy random variable with parameters µ and c.
Let d denote the distance between the transmitter and
the receiver, and D denote the diffusion coefficient of the
information particles in the propagation medium. Following
along the lines of the derivations in [32, Sec. II], and using
[42, Sec. 2.6.A], it can be shown that for the 1-dimensional
pure diffusion, the propagation time of each of the information
particles follows a Le´vy distribution, and therefore the noise
in (2) is distributed as Tn,k[i] ∼ L (0, c) with c = d22D . In this
case, we call the channel in (1) the additive Le´vy noise (ALN)
channel, and the MT channel in (2) the DBMT channel.
Remark 3: In [28] it is shown that for an infinite, three-
dimensional homogeneous medium without flow with a spher-
ically absorbing receiver, the first arrival time follows a scaled
Le´vy distribution. Therefore, the results presented in this paper
can be extended to 3-D space by simply introducing a scalar
multiple.
III. THE CAPACITY OF THE SINGLE-PARTICLE DBMT
CHANNEL
There are two main results in this section: Theorem 1, in
which we obtain a general expression for the capacity of the
single-particle DBMT channel; and Theorem 3, in which we
give closed-form upper and lower bounds on this capacity.
Since we study the capacity of the single-particle DBMT
channel in (2) (i.e., when M = 1), we use Yk instead of
Yk[i], Ty,k instead of Ty,k[i], and Tn,k instead of Tn,k[i].
The channel (2) can now be written as:
Yk =
{
Ty,k = Tx,k + Tn,k, Tn,k ≤ τn
φ, Tn,k > τn
, (6)
for k = 1, 2, . . . ,K. Let F(τx) denote the set of all PDFs
fTx(tx) such that FTx(t) = 0 for t < 0 and FTx(τx) = 1. The
following theorem presents an expression for the capacity of
the single-particle DBMT channel in (6).
Theorem 1: The capacity of the single-particle DBMT
channel in (6) is given by:
C(τn)= max
τx,F(τx)
I(Tx;Ty|Tn < τn)FTn(τn)
τx + τn
. (7)
Proof: In Appendix A we show that the capacity of the
channel (6), in bits per second, is given by:
C(τn) = max
τx,F(τx)
I(Tx;Y )
τx + τn
. (8)
Note that the channel (6) implies that Yk does not have
a density, and therefore a straight-forward evaluation of
I(Tx, Y ) via a simple integration cannot be applied. To
evaluate (8), we first note that the channel model in (6) can
be represented as two separate channel models, where at each
channel use only one of the channels is selected at random for
transmission. This is illustrated in Fig. 2. Let Θ be a Bernoulli
random variable that indicates which channel is selected at
random:
Θ =
{
1, Tn ≤ τn
0, Tn > τn
. (9)
Hence, Θ has a probability of success p = FTn(τn). Since for
each case the received symbol sets are disjoint, we have the
Markov chain Tx ↔ Y ↔ Θ. We next write:
I(Tx;Y ) = I(Tx;Y,Θ) (10)
= I(Tx; Θ) + I(Tx;Y |Θ)
= I(Tx;Y |Θ) (11)
= Pr{Θ = 1} · I(Tx;Y |Θ = 1)
+ Pr{Θ = 0} · I(Tx;Y |Θ = 0)
= Pr{Θ = 1} · I(Tx;Ty|Θ = 1), (12)
where (10) follows from the Markov chain Tx ↔ Y ↔ Θ;
(11) follows from the fact that the channel input is inde-
pendent of the selected channel, which is a function only
of the additive noise; and (12) follows from the fact that
when Θ = 0, no information goes through the channel and
therefore I(Tx;φ|Θ=0)=0. Finally, we note that (9) implies
I(Tx;Ty|Θ = 1) = I(Tx;Ty|Tn ≤ τn), and Pr{Θ = 1} =
Pr{Tn ≤ τn} = FTn(τn); thus, we obtain (7).
Obtaining an exact expression for (7) is highly complicated
as the maximizing input distribution fTx(tx) ∈ F(τx) is not
known. Therefore, we turn to upper and lower bounds. We
6first note that the conditional mutual information in (7) can be
written as:
I(Tx;Ty|Tn ≤ τn)=h(Ty|Tn≤τn)−h(Ty|Tx, Tn ≤ τn)
=h(Ty|Tn ≤ τn)−h(Tn|Tn ≤ τn), (13)
where (13) follows from the fact that Ty = Tx +Tn for Tn ≤
τn. In the following we explicitly evaluate h(Tn|Tn ≤ τn) and
bound h(Ty|Tn ≤ τn).
A. Characterizing h(Tn|Tn ≤ τn)
To characterize the conditional entropy h(Tn|Tn ≤ τn)
we first define the partial entropy of a continuous RV X ,
which captures the entropy of the continuous RV in the range
(−∞, τ ]:
Definition 6 (Partial Entropy): The partial entropy of a ran-
dom variable X with PDF f(x) and parameter τ is defined by:
η(X, τ) = −
∫ τ
−∞
f(x) log(f(x))dx. (14)
Let X be a continuous RV with PDF fX(x) and CDF
FX(x), and let τ be a real constant. The following theorem
uses the above definition to characterize h(X|X < τ):
Theorem 2: The conditional entropy h(X|X ≤ τ) of a
continuous RV X is given by:
h(X|X ≤ τ) = η(X, τ)
FX(τ)
+ log(FX(τ)), (15)
where η(X, τ) is the partial entropy.
Proof: We first note that the RV X˜ , defined as X given
X ≤ τ , has PDF fX˜(x˜) = fX(x)FX(τ) . Next, we write the entropy
of X˜:
h(X˜) = h(X|X < τ)
= −
∫ τ
−∞
fX(x)
FX(τ)
log
(
fX(x)
FX(τ)
)
dx (16)
= − 1
FX(τ)
∫ τ
−∞
fX(x) log(fX(x))dx
+
1
FX(τ)
∫ τ
−∞
fX(x) log(FX(τ))dx
= − 1
FX(τ)
∫ τ
−∞
fX(x) log(fX(x))dx+ log(FX(τ))
(17)
=
η(X, τ)
FX(τ)
+ log(FX(τ)), (18)
where (16) follows from the definition of entropy; (17) follows
by noting that
∫ τ
−∞ fX(x)dx = FX(τ); and (18) follows from
the definition of η(X, τ).
As can be seen from Theorem 2, to find an expression for
the conditional entropy h(X|X ≤ τ), for a Le´vy-distributed
RV X , one needs to find the partial entropy of X (with offset
parameter µ = 0). This partial entropy is presented in the
following lemma:
Lemma 1: If X ∼ L (0, c), then
η(X, τ) = 12 log(
2pi
c )FX(τ) +
3
2
[
(FX(τ)− 1) log(τ)−
4
√
c
2piτ g(c, τ) log(e) + log(c/2) + γ log(e) + 2
]
+ log(e)
[
1
2FX(τ) + τfX(τ)
]
, (19)
where fX(x) is given in (3), FX(x) is given in (4), and g(c, τ)
is a generalized hypergeometric function [41, Ch. 16] given
by
g(c, τ) , 2F2( 12 ,
1
2 ,
3
2 ,
3
2 ;
−c
2τ ). (20)
Proof: The proof is provided in Appendix B.
To find h(Tn|Tn ≤ τn) we plug (3) and (4) into (19), and
then plug the resulting expression into (18).
B. Bounds on the Capacity
Since the maximizing input distribution in (7) is not known,
it is difficult to obtain an exact expression for the maximal
value of h(Ty|Tn ≤ τn). Therefore, we turn to lower and
upper bounds on h(Ty|Tn ≤ τn), which results in lower and
upper bounds on C(τn). For the lower bound we note that
h(Ty|Tn ≤ τn) = h(Tx + Tn|Tn ≤ τn) and use the entropy
power inequality (EPI) [43, pg. 22] to obtain a bound in terms
of h(Tx) and h(Tn|Tn ≤ τn).1 For the upper bound we again
use the relationship Ty = Tx + Tn to bound h(Ty|Tn ≤ τn)
by the logarithm of the support of Ty . Define m(τx, τn, Tn)
as:
m(τx, τn, Tn) = 0.5 log
(
τ2x + 2
2h(Tn|Tn≤τn)), (21)
and recall that h(Tn|Tn ≤ τn) is characterized in Theorem 2.
The following theorem presents the lower and upper bounds
on C(τn):
Theorem 3: The capacity of the single-particle DBMT
channel is bounded by Clb(τn) ≤ C(τn) ≤ Cub(τn), where
Clb(τn) and Cub(τn) are given by:
Clb(τn),max
τx
(m(τx, τn, Tn)−h(Tn|Tn ≤ τn))FTn(τn)
τx + τn
(22)
Cub(τn),max
τx
(log(τx + τn)−h(Tn|Tn ≤ τn))FTn(τn)
τx + τn
.
(23)
Proof: For the lower bound Clb(τn) we write:
h(Ty|Tn ≤ τn) = h(Tx + Tn|Tn ≤ τn)
≥ 0.5 log
(
22h(Tx|Tn≤τn) + 22h(Tn|Tn≤τn)
)
(24)
= 0.5 log
(
22h(Tx) + 22h(Tn|Tn≤τn)
)
, (25)
where (24) follows from the EPI, and (25) follows by noting
that Tx and Tn are independent given Tn ≤ τn. Furthermore,
1The work [44] was the first to use the EPI in deriving a lower bound on
the capacity of MT channels.
7as this bound holds for every fTx(tx), we use the entropy
maximizing distribution for Tx, the uniform distribution, with
entropy log(τx) to obtain m(τx, τn, Tn).
For the upper bound Cub(τn) we write:
h(Ty|Tn ≤ τn) ≤ log(τx + τn), (26)
where (26) follows since given the event Tn ≤ τn, 0 < Ty ≤
τx + τn, and the uniform distribution maximizes entropy over
a finite interval.
Let ε(τn) , 21+h(Tn|Tn≤τn). The following corollary pro-
vides an explicit solution to the maximization problem in (23):
Corollary 1: An explicit solution for the maximization
problem defined in (23) is given by:
Cub(τn)=
{
FTn (τn)
ε(τn)
, ε(τn)>τn
(log (τn)−h(Tn|Tn ≤ τn))FTn (τn)τn , ε(τn)≤ τn
,
where the maximizing τx is given by τ∗x = max{0, ε(τn) −
τn}. Furthermore, the τx which maximizes (22) is a solution
of the following equation in τx:
h(Tn|Tn≤τn)
(
4h(Tn|Tn≤τn) + τ2x
)
+ τx(τx + τn)
− 1
2
(
4h(Tn|Tn≤τn) + τ2x
)
log
(
4h(Tn|Tn≤τn) + τ2x
)
= 0.
Proof: The proof is provided in Appendix D.
Remark 4: For τn → ∞, the maximizing τx’s for the
bounds in (22) and (23) diverge. To see this, we first note
that limτn→∞ h(Tn|Tn ≤ τn) = h(Tn) < ∞, given in (5).
Hence, Corollary 1 implies that when τn → ∞ then (23) is
maximized by τx = 0. On the other hand, the maximizing τx
for (22) is a solution of the following equation:
h(Tn) +
τx(τx + τn)
4h(Tn) + τ2x
= log(4 + τ2x).
The two possible solutions for this equation are τx → 0 and
τx →∞. Since when τx = 0 we have Clb(τn) = 0, regardless
of the value of τn, we conclude that the maximizing τx tends
to infinity.
Remark 5: For τn →∞ the capacity C(τn)→ 0. Intuitively,
τn can be viewed as a guard interval that insures ordered
arrivals. Clearly, if such a guard interval is infinite, the capacity
is zero. This can be formally justified by writing the upper
bound (23), for τn →∞, as:
lim
τn→∞
max
τx
(log(τx + τn)−h(Tn|Tn ≤ τn))FTn(τn)
τx + τn
= lim
τn→∞
max
τx
(log(τx + τn)−h(Tn))
τx + τn
= 0,
where the last equality follows from the fact that h(Tn) is
finite and τx > 0.
Remark 6: For a fixed τn and τx → ∞, the arguments of
the maximization problems in (22) and (23) converge, namely:
lim
τx→∞
log(τx + τn)−h(Tn|Tn ≤ τn)
m(τx, τn, Tn)−h(Tn|Tn ≤ τn) = 1.
This follows from the fact that for τx4h(Tn|Tn≤τn) we have
m(τx, τn, Tn) ≈ log(τx).
IV. THE CAPACITY OF THE DBMT CHANNEL WITH
DIVERSITY
The focus of Section III is on the single-particle DBMT
channel. i.e., M = 1. In this section we address the question:
Can one improve performance by simultaneously releasing
multiple particles, namely, using M > 1 particles? In [45] and
[32, Sec. IV.C] it is shown that by releasing multiple particles
one can reduce the probability of error; yet, it is not clear if
and how the capacity scales with the number of particles that
are simultaneously released in each transmission interval Ak
(see Section II-C for the detailed definitions).2 In the current
and subsequent sections we investigate this problem.
The following is a road-map to our results for the DBMT
channel with diversity. In Theorem 4, we present a capacity
expression for the case where the receiver accurately measures
the arrival time of all the particles. Since analytic evaluation
of this expression seems intractable, in Theorem 5, we present
a capacity upper bound that scales linearly with the number
of released particles M . Subsequently, in the Section V, we
consider two specific receivers; demonstrate that asymptoti-
cally (as M → ∞) these receivers can be represented by
additive noise channels where the noise terms are Gumbel or
Gaussian distributed; and present upper and lower bounds on
the capacity of the resulting two channel models. In particular,
in Theorem 6, we provide bounds on the capacity of the system
whose receiver measures the first arrival (FA) time of the
particles, and show that the lower bound on this capacity, in
bits per channel use, scales as log(log(M)), see Corollary 2.
However, as we show Section VI, optimizing over τx and τn
may result in a poly-logarithmic scaling of the lower bound
in bits per second. In Theorem 7, we provide bounds on the
capacity of the system whose receiver measures the average
arrival time. The resulting lower bound, in bits per channel
use, scales as log(M), see Corollary 3. Again, as shown in
Section VI, optimizing over τx and τn may result in a poly-
logarithmic scaling of the lower bound in bits per second.
Clearly, these lower bounds are also lower bounds on the
capacity of the system where the receiver accurately measures
the arrival time of all the particles, i.e., it is a lower bound on
the capacity of the DBMT channel without any constraints on
the receiver.
A. Capacity Expression for the General DBMT Channel with
Diversity
We begin our analysis with defining the set Jk , {j :
Tn,k[j] ≤ τn}, k = 1, 2, . . . ,K, which is the set of the indices
of all particles which arrived within the interval [(k − 1) ·
(τx + τn), k · (τx + τn)]. Clearly, |Jk| ≤ M . Note that for
every 0 ≤ l ≤ M, l /∈ Jk, the output of the channel (2)
is φ, and therefore this particle does not convey information
over the channel. More precisely, let Yk,Jk denote the vector
Yk[j], j ∈ Jk, and Yk,J ck denote the vector Yk[l], l /∈ Jk.
2Note that simultaneously releasing multiple particles is analogous to
receiver diversity as each particle follows an independent path from the
transmitter to the receiver.
8CM (τn) = max
τx,F(τx)

1
τx + τn
∑
J={0,1,...,J˜}:
J˜∈{1,2,...,M}
I
(
Tx[J ];Ty[J ]
∣∣Tn[J ] ≤ τn) · v(p,M, |J |)
 . (28)
We write:
I(Tx,k;Yk) = I(Tx,k;Yk,Jk ,Yk,J ck )
= I(Tx,k;Yk,Jk , [φ, φ, . . . , φ])
= I(Tx,k;Yk,Jk).
Since all the particles are statistically indistinct, the term
I(Tx,k;Yk,Jk) depends on |Jk| and not on the specific
indices of the set Jk. In fact, one can re-label the trans-
mitted particles such that the first |Jk| are the particles that
arrive within the interval [(k − 1) · (τx + τn), k · (τx + τn)].
Therefore, in the following we slightly abuse the notation
and let Jk = {1, 2, . . . , |Jk|}. We define Ty,k[Jk] ,
[Ty,k[1],Ty,k[2], . . . ,Ty,k[|Jk|]], while Tn,k[Jk] is defined
in a similar manner. Finally, we define Tx,k[Jk] to be a vector
of length |Jk| with all its elements equal to the repeated values
Tx,k. With this notation we now define a channel equivalent
to (2):
Yk =
{
Ty,k[Jk]=Tx,k[Jk]+Tn,k[Jk], |Jk| > 0
φ, |Jk| = 0
. (27)
Let CM (τn) denote the capacity of the DBMT channel
with diversity in (2), and therefore also the capacity of the
channel (27). In addition, let p , FTn(τn), and define the
function v(p,M, i) ,
(
M
i
)
pi(1−p)M−i, i = 1, 2, . . . ,M . The
following theorem characterizes CM (τn):
Theorem 4: CM (τn) is given by (28) at the top of the page,
where the condition Tn[J ] ≤ τn reads Tn[j] ≤ τn,∀j ∈
J ,Tn[l] > τn,∀l /∈ J .
Proof: We follow steps similar to those used in the proof
of Theorem 1. Extending the proof detailed in Appendix A,
one can show that the capacity of the channel (2), and therefore
also the channel (27), in bits per second, is given by:
C(τn) = max
τx,F(τx)
I(Tx;Y)
τx + τn
.
Next, we note that since the propagation of the different
particles is independent, see assumption A3), |J | follows a
binomial distribution, i.e., |J | ∼ B(M,FTn(τn)). Further-
more, as |J | is a function of only the received symbol set Y,
we have the Markov chain Tx ↔ Y ↔ |J |. Thus, we write:
I(Tx;Y) =I(Tx;Y) (29)
=I(Tx;Y, |J |) (30)
=I(Tx;Y
∣∣|J |) (31)
=
M∑
j=0
Pr{|J |=j}·I(Tx[J ];Ty[J ]
∣∣|J |=j)
=
M∑
j=1
Pr{|J |=j}·I(Tx[J ];Ty[J ]
∣∣|J |=j), (32)
where (29) follows from the fact that Tx is simply a vector
which contains Tx multiple times; (30) follows from the
Markov chain Tx ↔ Y ↔ |J |; (31) follows from the fact
that Tx is independent of |J |; and, (32) follows by noting
that when |J | = 0, no information is conveyed through the
channel.
Finally, we note that the condition Tn[J ] ≤ τn, |J | =
j is equivalent to the condition |J | = j, and since |J | ∼
B(M,FTn(τn)) then Pr{|J | = j} = v(p,M, j).
B. An Upper Bound
Similarly to the single-particle case, obtaining an exact
expression for CM (τn) is highly complicated, thus, we turn
to upper and lower bounds. The next theorem provides an
upper bound on the capacity in (28).
Theorem 5: The capacity of the DBMT channel with diver-
sity is upper bounded by CM (τn) ≤ CubM (τn), where CubM (τn)
is given by:
CubM (τn),max
τx
(log(τx + τn)−h(Tn|Tn ≤ τn))·M ·FN (τn)
τx + τn
,
(33)
and h(Tn|Tn ≤ τn) is given in Theorem 2.
Proof: First, we note that the conditional mutual infor-
mation in (28) can be written as:
I
(
Tx[J ];Ty[J ]
∣∣Tn[J ] ≤ τn)
= h
(
Ty[J ]
∣∣Tn[J ] ≤ τn)
− h (Ty[J ]∣∣Tx[J ],Tn[J ] ≤ τn) (34)
= h
(
Ty[J ]
∣∣Tn[J ] ≤ τn)
− h (Tn[J ]∣∣Tn[J ] ≤ τn) . (35)
Next, we explicitly evaluate h
(
Tn[J ]
∣∣Tn[J ] ≤ τn) and
bound h
(
Ty[J ]
∣∣Tn[J ] ≤ τn). From assumption A3) we
have:
h
(
Tn[J ]
∣∣Tn[J ] ≤ τn) = |J |∑
j=1
h
(
Tn[j]
∣∣Tn[j] ≤ τn)
= |J | · h (Tn|Tn ≤ τn) . (36)
Next, we bound h
(
Ty[J ]
∣∣Tn[J ] ≤ τn) as
h(Ty[J ]|Tn[J ] < τn) ≤ h(Tx[J ] +Tn[J ]) (37)
≤
|J |∑
j=1
h(Tx + Tn) (38)
≤ |J | log(τx + τn), (39)
where (37) and (38) follow from the fact that conditioning
reduces entropy, and (39) is due to the fact that the uniform
9distribution maximizes entropy over a finite interval. Therefore
(28) can be upper bounded by:
M∑
j=1
(log(τx + τn)−h(Tn|Tn ≤ τn))·j ·v(p,M, j). (40)
Finally, using the expression for the mean of a Binomial RV
[46, Ch. 16.2.3.1], we write:
M∑
j=1
j · v(p,M, j) =
M∑
j=1
j ·
(
M
i
)
pi(1− p)M−i = Mp. (41)
Combining (41) with (40) and recalling that p = FTn(τn) we
obtain the upper bound in (33).
Next, for asymptotically large M , we derive lower and
upper bounds on the capacities of systems that use the FA
receiver and the average receiver. The derived lower bounds
also constitute lower bounds for the capacity expression in
(28), CM (τn).
V. FIRST ARRIVAL AND AVERAGE RECEIVERS
For a large number of released particles, precisely detecting
the arrival times of all the particles may become highly
complicated. This motivates considering two simpler receivers,
that can be modeled using additive noise channels. The first
receiver decodes based on the FA time, whereas the second
receiver decodes based on the average arrival time. We derive
upper and lower bounds on the capacity of a DBMT channel
with FA and average detectors, respectively. The derived lower
bounds also serve as a lower bound on capacity of the DBMT
channel in (28), which assumes a receiver that can detect the
arrival time of all the particles. We now present these receivers
and their corresponding channel models.
A. The FA Receiver
Let T˜n,k = min(Tn,k). Then, using the channel model (27),
the FA receiver applies decoding based on the output of the
following channel:
Y˜k =
{
T˜y,k = Tx,k + T˜n,k, T˜n,k ≤ τn
φ, T˜n,k > τn
. (42)
The similarity between the channels (42) and (6) is clearly
evident, where the difference is only in the difference PDFs
of Tn,k and T˜n,k. Thus, the capacity of the channel (42) is
given by (7) (with Tn,k replaced by T˜n,k), and lower and upper
bounds on this capacity can be obtained using (22) and (23),
respectively. To explicitly evaluate these bound we next derive
the PDF of T˜n,k.
Clearly, as the channel (27) is memoryless and i.i.d., T˜n,k
is also i.i.d. for different values of k. Thus, in the following
we drop the subscript k. Using the CDF of Tn, the CDF of
T˜n is given by:
FT˜n(t) = 1− (1− FTn(t))M ,
and its PDF is given by
fT˜n(t) = MfTn(t)(1− FTn(t))M−1.
Recalling the expressions for the PDF and CDF of the Le´vy
distribution in (3) and (4), respectively, calculating the condi-
tional entropy h(T˜n|T˜n < τn) becomes intractable. To resolve
this issue, we use extreme value theory [47] to find the PDF
of T˜n as M → ∞. We begin with defining the Gumbel
distribution:
Definition 7 (Gumbel Distribution): Let X˜ ∈ R be a
Gumbel-distributed RV with location parameter α and scale
parameter β. Then, the PDF X˜ is given by:
fX˜(x˜) =
1
β exp
[
x˜−α
β − exp
(
x˜−α
β
)]
, (43)
and its CDF is given by:
FX˜(x˜) = 1− exp
[
− exp
(
x˜−α
β
)]
. (44)
In the following, we use the notation X˜ ∼ G (α, β) to represent
a Gumbel-distributed random variable with parameters α and
β. Having defined the Gumbel distribution, the following
lemma presents the distribution of T˜n for sufficiently large
M , namely, as M →∞.
Lemma 2: Let Tn[i] ∼ L (0, c) be the ith element of a
random delay vector Tn of size M . Let T˜n = min(Tn) be
the minimum element of the vector. Then, as M →∞, T˜n ∼
G (α, β) (i.e., converges to the Gumbel distribution) with the
parameters:
α =
c
2 erfcinv2( 1M )
, β = α− c
2 erfcinv2( 1Me )
. (45)
Proof: The proof is provided in Appendix E.
Lemma 2 facilitates deriving an expression for the con-
ditional entropy h(T˜n|T˜n < τn) as M → ∞. To do so,
we introduce the following lemma which provides the partial
entropy of a Gumbel-distributed RV.
Lemma 3: If X˜ ∼ G (α, β), then the partial entropy of X˜
is given by:
η(X˜, τ)=FX˜(τ) log(β) + log(e)
[
exp
(
τ−α
β − exp( τ−αβ )
)
+ 1+γ−Ei
(
−e
τ−α
β
)
+
τ − α− β
β
exp(− exp( τ−αβ ))
]
,
(46)
where γ ≈ 0.5772 is the Euler’s constant [41, Ch. 5.2], and
Ei(·) is the exponential integral [41, Equation 6.2.5].
Proof: The proof is provided in Appendix F.
Finally, to find h(T˜n|T˜n < τn) as M →∞ we plug (43) into
(46), and then plug the resulting expression into (18). Note
that the entropy of X˜ ∼ G (α, β) can be obtain from (46) as
η(X˜, τ →∞) = h(X˜) = log(β) + log(e)(1 + γ). (47)
The following theorem provides asymptotic lower and upper
bounds on the capacity of (42) using extreme value theory.
Theorem 6: The capacity of the FA receiver CFAM (τn), as
M →∞, is bounded by CFA(lb)M (τn) ≤ CFAM (τn) ≤ CFA(ub)M (τn),
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where the bounds are given by:
CFA(lb)M (τn),maxτx
(
m(τx, τn, T˜n)−h(T˜n|T˜n ≤ τn)
)
FT˜n(τn)
τx + τn
,
(48)
CFA(ub)M (τn),maxτx
(
log(τx + τn)−h(T˜n|T˜n ≤ τn)
)
FT˜n(τn)
τx + τn
,
(49)
with m(τx, τn, T˜n) given in (21).
Proof: Using the results of Lemma 2 and Lemma 3, the
asymptotic bounds can be derived following same technique
used to prove the bounds in Theorem 3.
Corollary 2: As M → ∞, the expression m(τx, τn, T˜n)−
h(T˜n|T˜n ≤ τn) in (48) scales at least as log(log(M)).
Proof: The proof is provided in Appendix G.
Remark 7: Although the numerator of (48) scales as
log(log(M)), as is shown in Section VI, the capacity may
scale faster. This follows as by increasing the number of
particles, the optimal τx and τn values decrease.
Next, we derive asymptotic lower and upper bounds on the
capacity of the average receiver.
B. The Average Receiver
The average receiver applies decoding based on the average
arrival times during each channel use. This is equivalent to
decoding based on the output of the following channel:
Yk=

1
|Jk|
∑
i∈Jk
Ty,k[i]=Tx,k+
1
|Jk|
∑
i∈Jk
Tn,k[i], |Jk|>0
φ, |Jk|=0
.
(50)
To derive the asymptotic bounds on the capacity of this
channel, as a function of system parameters, we formally
define the truncated Le´vy distribution, i.e., the distribution of
Tn given Tn < τn, and its corresponding first and second
moments.
Definition 8 (Truncated Le´vy Distribution): Let X be a
truncated Le´vy distribution with parameters 0 < c < ∞ and
0 < τ <∞. Then the PDF of X is given by:
fX(x; c, τ) =
{
erfc−1
(√
c
2τ
)√
c
2pix3 exp
(− c2x) , 0 < x ≤ τ
0, otherwise
,
(51)
and the first and second moments of X are given by:3
E[X]=
1
erfc(
√
c
2τ )
[√
2cτ
pi 1F1[− 12 , 12 ,− c2τ ]− c
]
, (52)
E[X2]=
1
3 erfc(
√
c
2τ )
[√
2cτ3
pi 1F1[− 32 ,− 12 ,− c2τ ]+c2
]
.
(53)
The variance of a truncated Le´vy RV can be calculated using
its first and the second moments. Note that although the mean
and the variance of a Le´vy RV is infinite, the mean and the
variance of a truncated Le´vy RV are finite.
3These moments were calculated using Mathematica.
The following lemma characterizes the asymptotic behavior
of the channel in (50).
Lemma 4: As M → ∞, the channel in (50) converges to
an equivalent channel given by:
Tˆy = Tx + Tˆn, (54)
where Tˆn ∼ N (0, Var[T
′
n]
MFTn (τn)
) is an additive Gaussian noise,
T ′n is a truncated Le´vy RV with parameters c and τn, and Tˆy
is the channel output.
Proof: The proof is provided in Appendix H.
The following theorem presents asymptotic lower and upper
bounds on the capacity of the channel in (50).
Theorem 7: The capacity of the average receiver CAVM (τn), as
M →∞, is bounded by CAV(lb)M (τn) ≤ CAVM (τn) ≤ CAV(ub)M (τn),
where the bounds are given by:
CAV(lb)M (τn),maxτx
0.5 log
(
τ2x + 2
2h(Tˆn)
)−h(Tˆn)
τx + τn
, (55)
CAV(ub)M (τn),maxτx
log
(
τx + τn
)−h(Tˆn)
τx + τn
, (56)
where Tˆn is given in Lemma 4 and
h(Tˆn) =
1
2 log
(
2pie
Var[T ′n]
MFTn(τn)
)
. (57)
.
Proof: Using Lemma 4, the asymptotic bounds can be
derived following the same technique used to prove the bounds
in Theorem 3.
Corollary 3: As M →∞, the numerator of the right-hand-
side of (55) scales at least as log(M).
Proof: The proof follows directly from the fact that
Var[T ′n] and FTn(τn) are bounded.
Remark 8: Based on the results of the Corollaries 2 and 3,
one might suspect that asymptotically an average receiver is
universally better than a FA receiver. However, this strongly
depends on the distribution of the additive noise. For example,
if the additive noise is uniformly distributed (instead of a
truncated Le´vy), it can be shown that the first arrival receiver
can achieve higher information rates compared to the average
receiver.
Next, we numerically evaluate our bounds on the capacity
of the DBMT channel.
VI. NUMERICAL RESULTS
We begin our numerical evaluations with the lower and
upper bounds on the capacity of the single-particle DBMT
channel. Note that the capacity in (7) and the corresponding
lower and upper bounds in (22)–(23) depend on three sys-
tem parameters other than the input distribution: the symbol
interval τx, the particle’s lifetime τn, and the Le´vy noise
parameter c, which is a function of the distance between
the transmitter and the receiver and the diffusion coefficient.
In this section, the effect of each parameter on the channel
capacity is investigated by numerically evaluating the upper
and lower bounds in different scenarios.
Fig. 4 depicts the arguments of the maximization problems
(22) and (23), for the single particle DBMT channel, with
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Fig. 6. The maximum lower and upper bounds on the capacity versus the
Le´vy noise parameter c. The lower and upper bounds are simultaneously
maximized over τn and τx.
respect to particle’s lifetime τn for τx = 1, 5, 10 [sec], and
for c = 0.1. As can be seen from the plots, the lower and
upper bounds are tight for small values of τn and diverge as τn
increases. This follows as h(Tn|Tn ≤ τn)→ −∞ when τn →
0.4 It can further be noted that although the bounds are not
tight as τn increases, they are tight before the peaks. Based on
these results, an interesting and nontrivial observation is that
the τn which maximizes the capacity (given a fixed τx) tends to
be small. Therefore, it is best to use information particles that
have a short lifetime and quickly degrade in the environment
after they are released.
In Fig. 5 we investigate the effect of the symbol interval on
channel capacity by plotting the bounds on capacity versus τx,
for τn = 1, 5, 10 [sec], and for c = 0.1. As the values of τx
tends to zero, the bounds are not tight, while as τx increases
4Recall that h(Tn|Tn ≤ τn) ≤ log(τn)→ −∞, when τn → 0.
they converge, as stated in Remark 6. For smaller particle’s
lifetime τn, the bounds tend to converge more rapidly. Note
that in Fig. 5, for a given τn, the lower and upper bounds
are maximized by different values of τx. Therefore, it is
not clear from the plots which value of τx maximizes the
capacity. However, it can be observed that, similarly to Fig. 4,
the bounds achieve their maximal values for relatively small
values of τx.
Next, we study the effect of the Le´vy noise parameter c
on the capacity of the single-particle DBMT channel. For
this purpose, we numerically maximize the lower and upper
bounds on the capacity with respect to τx and τn. Note
that by using the maximizing τx and τn one maximizes
the information rate (in bits per second) of the considered
communication system. Fig. 6 depicts the maximal lower and
upper bounds as a function of c. The maximizing τx and τn are
detailed in Table I. It can be observed that the capacity drops
c 0.1 0.5 1 2 4 8
τ lbx 0.17 0.8 1.63 3.26 6.52 13.04
τ lbn 0.06 0.29 0.59 1.18 2.36 4.72
τ ubx 0.06 0.32 0.65 1.31 2.61 5.24
τ ubn 0.05 0.27 0.54 1.09 2.17 4.35
TABLE I
THE MAXIMIZING VALUES OF τx AND τn , FOR THE LOWER AND UPPER
BOUNDS IN (22)–(23), FOR DIFFERENT VALUES OF c.
exponentially with respect to c. The increase in c can result
from either an increase in the distance between the transmitter
and the receiver, or a decrease in the diffusion coefficient of the
information particles with respect to the propagation medium.
To provide an example, the diffusion coefficient for glucose in
water at 25◦C is 600 µm2/s [3]. Therefore, if the separation
distance between the transmitter and receiver is 10 µm, the
Le´vy noise parameter is c = 0.083, and if the separation
distance is 50 µm, the Le´vy noise parameter is c = 2.083.
If glycerol is used instead of glucose, the diffusion coefficient
would change to 930 µm2/s [3], and the Le´vy noise parameters
would be c = 0.054 and c = 1.344, respectively.
Finally, we consider the DBMT channel with diversity
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where the number of particles M is large, and study the bounds
on capacity of systems equipped with the FA receiver and
the average receiver. Figs. 7 and 8 show how the asymptotic
bounds on the capacity of the FA receiver change with τn and
τx, respectively, while Figs. 9 and 10 shows the same for the
average receiver. In these plots the number of particles is fixed
to M = 106, and the Le´vy noise parameter is c = 1. As can
be seen from the plots, the bounds behave similarly to those
in Figs. 4 and 5.
Figs. 11 and 12 shows the scaling behavior of lower and
upper bounds on capacity for the FA and average receivers.
In Fig. 11 the Le´vy noise parameter is c = 0.1, while in 12
it is c = 1. We emphasize that in these plots the bounds are
simultaneously maximized over τn and τx. Both plots support
the results of Corollaries 2 and 3 indicating that the average
receiver can achieve higher information rates compared to the
FA receiver. In this context, one should remember that this is a
result of the specific nature of the truncated Le´vy distribution,
and for noise distributions such as uniform, FA can achieve
higher rates. By using the maximizing particle lifetime, the
rates increase is polylogarithmic with the number of particles.
In fact, using basic curve fitting techniques, it can be shown
that each plot can be represented using a quadratic equation.
This follows since by increasing the number of particles, one
can use particles with a shorter lifetime, which results in an
increase in rate in bits per second.
We conclude this section with noting that the lower bounds
presented in (48) and (55) are derived for sufficiently large
M . These bounds scale at most poly-logarithmically with M ,
while the upper bound in (33) scales linearly. Therefore, jointly
plotting these lower and upper bound is not informative.
VII. CONCLUSIONS AND FUTURE WORK
In this work we considered MT channels, where information
is modulated on the release time of particles, and showed
that these channels can be represented as an additive noise
channel. By assuming that the information particles have a
finite lifetime, we formally defined the capacity of the MT
channels. We then showed that the Le´vy distribution can be
used to formulate the DBMT channel, and derived upper
and lower bounds on capacity of this channel. We further
showed that by simultaneously releasing multiple particles,
the capacity increases, which is analogous to receiver diversity
as each particle propagates to the receiver independently. We
further showed that this increase in capacity is at least poly-
logarithmic with respect to the number of information particles
released.
Finally, we numerically evaluated the upper and lower
bounds on capacity, for both the single-particle DBMT chan-
nel and the DBMT channel with diversity, and analytically
showed that our bounds converge for large symbol durations.
Moreover, the bounds are tight when they are simultaneously
maximized over both the symbol interval and the particle’s
lifetime. The maximizing particle lifetime was observed to be
small (within several seconds). This implies that it is better
to quickly remove the information particles in the channel
with different techniques such as using enzymes or chemical
reactions. Similarly, the numerical evaluations indicate that
the bounds are maximized when the symbol interval (i.e. the
time period where the transmitter could encode a message by
releasing particles) is short, i.e., within few tens of seconds.
As part of future work, it is desirable to incorporate more
realistic degradation models for information particles, such
as the exponential distribution, which well-models the expo-
nential decay of particles. Another research direction is to
compare and combine the capacity expressions between the
MT channels, and concentration-based channels, where the
information is encoded on the number of particles. Extending
the results to channels with memory is another important area
of future work.
APPENDIX A
PROOF OF (8)
A. Achievability
We show that for every rate R < C(τn), there exists a
sequence of (K,R, τx, τn) codes with average probability of
error P (K)e that tends to zero as K → ∞. For simplicity, we
assume that 2K(τx+τn)R is an integer.
1) Codebook Construction: Fix a density fTx(Tx) ∈
F(τx). Generate 2K(τx+τn)R sequences {Tx,k}Kk=1(w), w ∈
W , by choosing the letters Tx,k(w) independently according to
the density fTx(Tx−(k−1)·(τx+τn)), namely, Tx,k(w) ∈ Ak.
Next, we follow the approach of [39, pgs. 251–252] and
let P be a partition of A1, i.e., P is a finite collection of
disjoint sets Pi such that ∪iPi = A1. We further let [Tx,1]P
denote the quantization of Tx,1 by P . Similarly, by noting that
fTx(Tx,k) = fTx(Tx− (k− 1) · (τx + τn)), we define [Tx,k]P .
The sequences {[Tx,k]P}Kk=1(w) constitute the codebook C,
which is known to both the transmitter and receiver.
2) Encoding: To send the message w ∈ W , the transmitter
sends {[Tx,k]P}Kk=1(w).
3) Decoding: Let Q be a quantization of the outputs Yk,
defined in the same manner as P . The receiver declares
that Wˆ ∈ W is sent if it is the unique message such that({[Tx,k]P}Kk=1(wˆ), {[Yk]Q}Kk=1) ∈ T (K) ([Tx]P , [Y ]Q), Yk ∈
Bk. If no such w exists, the receiver declares an error.
4) Error Probability Analysis: As the messages are uni-
formly distributed over W , and from the symmetry of the
random codebook construction, we assume without loss of
generality that W = 1 was sent. The receiver makes an error
if and only if one or both of the following events occur:
E1,
{({[Tx,k]P}Kk=1(1), {[Yk]Q}Kk=1) /∈T (K) }
E2,
{
∃w˜ ∈ W : w˜ 6= 1,({[Tx,k]P}Kk=1(w˜), {[Yk]Q}Kk=1)∈T (K) }.
Thus, by the union bound P (K)e = Pr{E1 ∪ E2|W = 1} ≤
Pr{E1|W = 1} + Pr{E2|W = 1}. Now, from [39, Lemma
10.6.1] it follows that Pr{E1|W = 1} → 0 as K → ∞, and
therefore Pr{E1|W = 1} ≤  for sufficiently large K. Next,
we note that for w˜ 6= 1 we have {Tx,k}Kk=1(w˜) and {Yk}Kk=1
independent, and therefore {[Tx,k]P}Kk=1(w˜) and {[Yk]Q}Kk=1
are also independent. Hence, from [39, Lemma 10.6.2] we
have:
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Pr
{({[Tx,k]P}Kk=1(w˜), {[Yk]Q}Kk=1)∈T (K) |W =1}
≤ 2−K(I([Tx]P ;[Y ]Q)−1),
where 1 → 0 as → 0 and K →∞. Again, using the union
bound, we write:
Pr{E2|W = 1}
≤
2K(τx+τn)R∑
w=2
Pr
{({[Tx,k]P}Kk=1(w˜), {[Yk]Q}Kk=1)∈T (K) |W=1}
≤
2K(τx+τn)R∑
w=2
2−K(I([Tx]P ;[Y ]Q)−1)
≤ 2−K(I([Tx]P ;[Y ]Q)−(τx+τn)R−1),
which goes to zero as K →∞ if R < I([Tx]P ;[Y ]Q)−1τx+τn . Next,
we note that I(Tx;Y ) = supP,Q I([Tx]P ; [Y ]Q), see [39, eq.
8.54]. Thus, combining the bounds on Pr{El|W = 1}, l =
1, 2, we have that R < C(τn) is achievable.
B. Converse
Let P (K)e → 0 as K →∞, for a sequence of encoders and
decoders ϕ(K) and ν(K). By Fano’s inequality [39, Theorem
2.10.1] we have:
H(W |Wˆ ) ≤ 1 + P (K)e K(τx + τn)R ≤ Kδ(P (K)e ), (58)
where δ(x) is a non-negative function that approaches 1K as
x→ 0. Next, observe that:
H(W |Wˆ )
(a)
≥ H
(
W |Wˆ , {Yk}Kk=1
) (b)
≥H(W |{Yk}Kk=1) , (59)
where (a) follows from the fact that conditioning reduces
entropy, and (b) follows from the fact that Wˆ is a function
of {Yk}Kk=1. We now write:
KR(τx + τn) = H(W ) (60)
= I(W ; {Yk}Kk=1) +H
(
W |{Yk}Kk=1
)
≤ I(W ; {Yk}Kk=1) +Kδ(P (K)e ) (61)
=
K∑
i=1
I(W ;Yi|{Yk}i−1k=1) +Kδ(P (K)e )
≤
K∑
i=1
I(W, {Yk}i−1k=1;Yi) +Kδ(P (K)e ) (62)
=
K∑
i=1
I(Tx,i,W, {Yk}i−1k=1;Yi) +Kδ(P (K)e )
(63)
=
K∑
i=1
I(Tx,i;Yi) +Kδ(P
(K)
e ) (64)
≤ K max
τx,F(τx)
I(Tx;Y ) +Kδ(P
(K)
e ),
where (60) follows from the fact the the messages are uni-
formly distributed; (61) follows from Fano’s inequality, see
(58)–(59); (62) follows from the non-negativity of mutual
information; (63) follows from the fact that Tx,i is a function
of W , and (64) follows from the fact that the channel is
memoryless. Thus, the above chain of inequalities implies that
R < C(τn) +
δ(P (K)e )
τx+τn
, which tends to C(τn) when K → ∞.
This completes the proof of the converse.
APPENDIX B
PROOF OF LEMMA 1
Let X be a Le´vy distributed RV. Then, plugging (3) into
(14) we write:
η(X, τ) = −
∫ τ
0
fX(x)
(
1
2
log
(
c
2pi
)
(65)
− 3
2
log(x)− c
2 ln(2)x
)
dx
=
1
2
log
(
2pi
c
)
FX(τ) +
∫ τ
0
fX(x)
3
2
log(x)dx
+
∫ τ
0
fX(x)
c
2 ln(2)x
dx, (66)
where FX(x) is given in (4). To solve the integrals in (66) we
introduce the following lemma:
Lemma 5: Let Γ(s, x), s, x > 0, be the incomplete gamma
function [41] given by:
Γ(s, x) =
∫ ∞
x
ys−1e−ydy, (67)
and let Γ′(s, x) be its derivative with respect to the first
parameter s, given by [48, eq. (29)]:
Γ′(s, x) = ln(x)Γ(s, x) + xT (3, s, x), (68)
where T (3, s, x) is a special case of the Meijer G-function
given in [48, eq. (31)]. Then, the following holds for
m, a, n, τ > 0:∫ τ
0
x−mn−1 exp
(
− a
xn
)
dx =
Γ(m, a/τ)
nam
(69)
∫ τ
0
x−mn−1 exp
(
− a
xn
)
log(x)dx =
Γ(m, a/τ) log(a)− Γ′(m, a/τ) log(e)
n2am
(70)
Proof: The proof of is provided in Appendix C.
Now, the first integral in (66) can be solved using (70) as
(71) at the top of the next page.
Using Mathematica we can write the function T (3, 12 ,
c
2τ )
as:5
T (3, 12 ,
c
2τ ) =
τ
[
4
√
c
2τ 2F2(
1
2 ,
1
2 ,
3
2 ,
3
2 ;
−c
2τ )−
√
pi ln( c2τ )−
√
pi(γ+ln 4)
]
c/2
,
where γ is the Euler’s constant and pFq(·) is the gen-
eralized hypergeometric function [41, Ch. 16]. Let g(c, τ)
= 2F2(
1
2 ,
1
2 ,
3
2 ,
3
2 ;
−c
2τ ). Using the property [41, eq. (8.4.14)]:
Γ( 12 , x
2) =
√
pi erfc(x), (72)
5The Mathematica command is:
MeijerG[{{}, {0, 0}}, {{-1, -1/2, -1}, {}}, c
2τ
].
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3
√
c
2
√
2pi
∫ τ
0
x−3/2 exp
(−c
2t
)
log(x)dx =
3
√
c
2
√
2pi
Γ( 12 ,
c
2τ ) log(c/2)− Γ′( 12 , c2τ ) log(e)√
c
2
=
3[Γ( 12 ,
c
2τ ) log(
c
2 )− log( c2τ )Γ( 12 , c2τ )− c2τ T (3, 12 , c2τ ) log(e)]
2
√
pi
(71)
(71) can be simplified to:
3
√
c
2
√
2pi
∫ τ
0
x−3/2 exp
(−c
2t
)
log(x)dx
=
3
2
(
(erfc(
√
c
2τ )− 1) log(τ)− 4
√
c
2piτ g(c, τ) log(e)
+ log(c/2) + γ log(e) + 2
)
. (73)
The second integral in (66) can be solved using (69) as:
c3/2
2 ln(2)
√
2pi
∫ τ
0
x−5/2 exp(− c2x )dx =
Γ( 32 ,
c
2τ )
ln(2)
√
pi
.
Using (72) and the property [41, eq. (8.8.2)]:
Γ(s+ 1, x) = sΓ(s, x) + xse−x,
we obtain:∫ τ
0
cfX(x)
2 ln(2)x
dx=log(e)
(
1
2 erfc(
√
c
2τ )+
√
c
2piτ e
− c2τ
)
. (74)
Finally, plugging (4), (73), and (74) into (66) concludes the
proof.
APPENDIX C
PROOF OF LEMMA 5
First, we consider (69) and write:∫ τ
0
x−mn−1 exp
(−a
xn
)
dx
=
−1
amn
∫ τ
0
(
a
xn
)m−1
exp
(−a
xn
)(−an
xn+1
)
dx.
Substituting y = a/xn, and dy = −an/x−n+1dx we obtain:
−1
amn
∫ τ
0
(
a
xn
)m−1
exp
(−a
xn
)(−an
xn+1
)
dx
=
−1
amn
∫ a/τ
∞
ym−1 exp(−y)dy
=
1
amn
∫ ∞
a/τ
ym−1 exp(−y)dy
=
Γ(m, a/τ)
nam
, (75)
where (75) follows from the definition of Γ(·, ·) in (67).
To prove (70), we write:
∂
∂m
(∫ τ
0
x−mn−1 exp
(−a
xn
)
dx
)
=
−n
log e
∫ τ
0
log(x)x−mn−1 exp
(
− a
xn
)
dx.
Clearly, this equals to the derivative of (75). Thus, we obtain:
−n
log e
∫ τ
0
log(x)x−mn−1 exp
(−a
xn
)
dx =
∂
∂m
[
Γ(m, a/τ)
amn
]
.
By using (68) and organizing the terms we obtain (70).
APPENDIX D
PROOF OF COROLLARY 1
First, we recall the maximization problem in (23), which
can be stated as follows:
max
x≥0
g(x) , (log(x+ α)−β) γ
x+ α
, (76)
for 0 < α, 0 ≤ γ ≤ 1, and β < log(α). The last constraint
follows from the fact that h(Tn|Tn ≤ τn) is the entropy of an
RV with the support of size τn. Next, note that the derivative
of g(x) is givn by:
g′(x) =
(1 + β − log(x+ α))γ
(x+ α)2
.
Thus, the extrema of g(x) is given by:
x∗ = 2(1+β) − α. (77)
Now, since g(0) > 0, and limx→∞ g(x) = 0, we conclude
that x∗ is a maxima. Thus, the maximizing x over the range
x ≥ 0 is given by x∗ = max{0, 2(1+β) − α}. Plugging these
two values into (76) concludes the proof of (23).
To find the maximizing τx for (22) we follow the same lines
and note that:
∂
∂τx
(m(τx, τn, Tn)−h(Tn|Tn ≤ τn))FTn(τn)
τx + τn
=
τx
(τx + τn)(τ2x + 4
h(Tn|Tn≤τn))
− 0.5 log(τ
2
x + 4
h(Tn|Tn≤τn))− h(Tn|Tn ≤ τn)
(τx + τn)2
. (78)
Thus, equating this derivative to zero we obtain the required
equation.
APPENDIX E
PROOF OF LEMMA 2
Recall that F−1Tn (·) is the inverse CDF of a Le´vy-distributed
RV, given by:
F−1Tn (u) =
c
2 erfcinv2(u)
.
Further note that
lim
→∞
F−1Tn ()− F−1Tn (2)
F−1Tn (2)− F−1Tn (4)
= 1.
16
Therefore, [47, Theorem 3.9] implies that for sufficiently
large M , T˜n, the minimum of M i.i.d. Le´vy-distributed RVs,
belongs to Gumbel type domain of attraction. Moreover, using
[47, Theorem 3.2 and Theorem 3.4] we obtain the expressions
for the parameters of this limiting Gumbel distribution, see α
and β in (45).
APPENDIX F
PROOF OF LEMMA 3
Let Z˜ ∼ G (α, β). Then, plugging (43) into (14) we write:
η(Z˜, τ) = −
∫ τ
−∞
fZ(z)
[
log
(
1
β
)
(79)
+ log
(
exp
[
z−α
β − exp
(
z−α
β
)])]
dz
= FZ(τ) log(β)
− log(e)
∫ τ
−∞
fZ(z)
[
z−α
β − exp
(
z−α
β
)]
dz,
(80)
where FZ(z) is given in (44). Using the change of variable
u = z−αβ , a =
τ−α
β , and du =
dz
β , the integral in (80) can be
written as
− log(e)
∫ a
−∞
exp [u− exp (u)] [u− exp (u)] du =
log(e)
[
(a−1)e−ea+ea−ea+1+γ−Ei(−ea)
]
, (81)
where γ ≈ 0.5772 is the Euler’s constant [41, Ch. 5.2],
and Ei(·) is the exponential integral [41, Equation 6.2.5].
Substituting a = τ−αβ into (81), and (81) into (80), we obtain
(46).
APPENDIX G
SCALING OF THE NUMERATOR OF (48)
Recall that T˜n,k = min(Tn,k), and note that the PDF
of T˜n,k concentrates towards zero with increasing M , which
leads to the Gumbel domain of attraction. Thus,
Pr{T˜n,k ≤ τn} →M→∞ 1. (82)
We are interested in deriving the scaling of m(τx, τn, T˜n)−
h(T˜n|T˜n ≤ τn) as M→∞. For this purpose, for sufficiently
large M , we write (21) as:
m(τx, τn, T˜n) = 0.5 log
(
τ2x + 2
2h(T˜n|T˜n≤τn))
≈ 0.5 log (τ2x + 22h(T˜n)), (83)
≈ log τx, (84)
where (83) follows from (82), and (84) follows from the fact
that the density of T˜n concentrates towards zero, and therefore
h(T˜n)→ −∞ when M →∞. Therefore, for sufficiently large
M , m(τx, τn, T˜n)−h(T˜n|T˜n ≤ τn) can be approximated by:
m(τx, τn, T˜n)−h(T˜n|T˜n ≤ τn) ≈ log τx−h(T˜n). (85)
We now evaluate the scaling of h(T˜n). Recall that for
sufficiently large M , T˜n ∼ G (α, β) with α and β given in
(45). Thus, the entropy of T˜n is given by:
h(T˜n) ≈ loge(β) + γ + 1, (86)
where γ≈0.5772 is the Euler’s constant [41, Ch. 5.2]. Hence,
to obtain the scaling of h(T˜n) we evaluate the scaling of β,
given in (45) by:
β =
c
2
(
1
erfcinv2( 1M )
− 1
erfcinv2( 1Me )
)
. (87)
To approximate β we first note that erfcinv(x) = erfinv(1−
x), 0 ≤ x ≤ 1, and approximate erfinv(x), for large x, using
[49, eq. (13)]:
erfinv(x) ≈
√
− loge (1− x2). (88)
Explicitly, β can be approximated as:
β =
c
2
(
1
erfinv2(1− 1M )
− 1
erfinv2(1− 1Me )
)
≈ c
2
(
1
loge(1− (1− 1Me )2)
− 1
loge(1− (1− 1M )2)
)
=
c
2
(
1
loge(
2
Me − 1M2e2 ))
− 1
loge(
2
M − 1M2 )
)
≈ c
2
(
1
loge(
2
Me )
− 1
loge(
2
M )
)
=
c
2
loge(
2
M )− loge( 2Me )
loge(
2
Me ) loge(
2
M )
=
c
2
1
loge(
2
Me ) loge(
2
M )
=
c
2
1
log2e(
2
M )− loge( 2M )
≈ c
2
1
log2e(
2
M )
. (89)
Therefore, for sufficiently large M , we obtain:
h(T˜n) ≈ loge(β)
≈ loge
(
c
2
1
log2e(
2
M )
)
= loge
c
2
− loge
(
log2e(
2
M )
)
= loge
c
2
− 2 loge
(
loge(
M
2 )
)
, (90)
which leads to the desired scaling.
APPENDIX H
PROOF OF LEMMA 4
Since the channel is memoryless, in the following we drop
the subscript k. As M → ∞, P(|J | = 0) → 0, and we can
write:
1
|J |
∑
i∈J
(Ty[i]− E[T ′n]) =Tx+ 1|J |
∑
i∈J
(T′n[i]− E[T ′n]), (91)
where T′n is a vector of i.i.d. truncated Le´vy RVs with
parameters c and τn, and E[T ′n] is the mean of a truncated
Le´vy RV with parameters c and τn. Note that we can assume
that the receiver subtracts this mean value from each arrival
time, since this parameter is known at the receiver. Therefore,
equivalently, this channel can be written using i.i.d. truncated
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Le´vy RVs with zero means. Let T′′n[i] = T′n[i] − E[T ′n]
represent this zero mean truncated Le´vy noise, and T′′y[i] =
Ty[i] − E[T ′n] the corresponding channel output. Then the
channel output is given by:
1
|J |
∑
i∈J
T′′y[i] =Tx+ 1|J |
∑
i∈J
T′′n[i]. (92)
Let 1i be the indicator that the ith particle arrives at the
receiver, i.e., i ∈ J . Since the particles arrive independently
with probability FTn(τn), this indicator function is charac-
terized by this probability. Furthe, let Zn[i] = 1i × T′′n[i],
where Var[Zn] = FTn(τn)Var[T
′
n], and finally let W ∼
N
(
0, Var[Zn]M
)
. Then, the channel in (92), as M → ∞, can
be written as
1
|J |
∑
i∈J
T′′y[i] =Tx+ 1MFTn (τn)
MFTn (τn)
|J |
M∑
i=1
Z′′n[i] (93)
=Tx+
1
FTn (τn)
MFTn (τn)
|J | W (94)
=Tx+
1
FTn (τn)
W (95)
=Tx+ Tˆn,
where (94) follows due to the central limit theorem and (95)
follows by law of large numbers.
APPENDIX I
THE ENTROPY OF LE´VY DISTRIBUTED RVS
To derive the entropy expression of a Le´vy distributed
RV, we consider Lemma 5 while setting the integral upper
boundary to be ∞, i.e., τ → ∞. The resulting integrals are
presented in the following lemma.
Lemma 6: The following two integral equations hold:∫ ∞
0
x−mn−1 exp
(
− a
xn
)
dx =
Γ(m)
nam
, (96)
∫ ∞
0
log(x)x−mn−1 exp
(
− a
xn
)
dx =
Γ(m) log(a)− Γ′(m) log(e)
n2am
, (97)
for m > 0, a > 0, and n > 0, where Γ(·) is the gamma
function [41, eq. (5.2.1)] given by:
Γ(s) =
∫ ∞
0
ys−1e−ydy; (98)
and Γ′(·) is its derivative with respect to the parameter s.
Proof: The proof follows steps similar to the steps taken
in the proof of Lemma 5, and hence, it is omitted.
Next, we recall that entropy is invariant to time shifts and
therefore we assume that µ = 0 and write:
h(X) = −
∫ ∞
0
fX(x) log(fX(x))dx
=−
∫ ∞
0
fX(x)
(
1
2
log
(
c
2pi
)
− 3
2
log(x)− c
2 ln(2)x
)
dx
=
1
2
log
(
2pi
c
)
+
∫ ∞
0
fX(x)
3
2
log(x)dx
+
∫ ∞
0
fX(x)
c
2 ln(2)x
dx. (99)
Using (97), we write the first integral in (99) as:
3
√
c
2
√
2pi
∫ ∞
0
x−3/2 exp
(−c/2
t
)
log(x)dx
=
3
√
c
2
√
2pi
Γ(1/2) log(c/2)− Γ′(1/2) log(e)√
c/2
=
3Γ(1/2)[log(c/2)− ψ(1/2) log(e)]
2
√
pi
=
3
√
pi[log(c/2)− (−γ − 2 ln(2)) log(e)]
2
√
pi
=
3[log(c/2) + γ log(e) + 2]
2
, (100)
where ψ(s) = Γ′(s)/Γ(s) is the digamma or Psi function,
Γ(1/2) =
√
pi, and ψ(1/2) = −γ − 2 ln 2 as shown in [41,
Ch. 5.4]. Similarly, using (96) and the fact that Γ(3/2) =
0.5
√
pi, it can be shown that the second integral reduces to
log(e)/2. Substituting these solutions into (99) and simplifying
we conclude the proof.
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