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Abstract
The Boltzmann equation which describes the time evolution of a large number of particles through the
binary collision in statistics physics has close relation to the systems of fluid dynamics, that is, Euler equa-
tions and Navier–Stokes equations. As for a basic wave pattern to Euler equations, we consider the nonlinear
stability of contact discontinuities to the Boltzmann equation. Even though the stability of the other two non-
linear waves, i.e., shocks and rarefaction waves has been extensively studied, there are few stability results
on the contact discontinuity because unlike shock waves and rarefaction waves, its derivative has no definite
sign, and decays slower than a rarefaction wave. Moreover, it behaves like a linear wave in a nonlinear set-
ting so that its coupling with other nonlinear waves reveals a complicated interaction mechanism. Based on
the new definition of contact waves to the Boltzmann equation corresponding to the contact discontinuities
for the Euler equations, we succeed in obtaining the time asymptotic stability of this wave pattern with a
convergence rate. In our analysis, an intrinsic dissipative mechanism associated with this profile is found
and used for closing the energy estimates.
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1. Introduction
Consider the Boltzmann equation with “slab symmetry”
ft + ξ1fx = Q(f,f ), (f, x, t, ξ) ∈ R × R × R+ × R3, (1.1)
where f (x, t, ξ) represents the distributional density of particles at space–time (x, t) with veloc-
ity ξ . For monatomic gas, the rotational invariance of the molecule leads to the collision operator
Q(f,f ) as a bilinear collision operator in the form of, cf. [6]:
Q(f,g)(ξ)
≡ 1
2
∫
R3
∫
S2+
(
f (ξ ′)g
(
ξ ′∗
)+ f (ξ ′∗)g(ξ ′)− f (ξ)g(ξ∗)− f (ξ∗)g(ξ))B(|ξ − ξ∗|, θ)dξ∗ dΩ,
with θ being the angle between the relative velocity and the unit vector Ω . Here S2+ =
{Ω ∈ S2: (ξ − ξ∗) ·Ω  0}. The conservation of momentum and energy give the following rela-
tion between velocities before and after collision:{
ξ ′ = ξ − [(ξ − ξ∗) ·Ω]Ω,
ξ ′∗ = ξ∗ + [(ξ − ξ∗) ·Ω]Ω.
In this paper, we will consider the Boltzmann equation for the two basic models, i.e., the hard
sphere model and the hard potential with angular cut-off. In these two cases, the collision kernel
B(|ξ − ξ∗|, θ) takes the forms
B
(|ξ − ξ∗|, θ)= ∣∣(ξ − ξ∗,Ω)∣∣
and
B
(|ξ − ξ∗|, θ)= |ξ − ξ∗| n−5n−1 b(θ), b(θ) ∈ L1([0,π]), n > 5,
respectively. Here, n is the index in the inverse power potentials proportional to r1−n with r being
the distance between two particles. Notice that the following analysis also applies to the case for
Maxwellian molecule, n = 5, and other abstract models with some restriction on the collision
kernel and frequency. However, we will not discuss them here.
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Euler equations and the Navier–Stokes equations. As typical solution profiles for hyperbolic
conservation laws, the solutions to the Euler equations contain three basic wave patterns, i.e.,
shock, rarefaction wave and contact discontinuity. The cases on the nonlinear waves, shocks
and rarefaction waves have been extensively studied, cf. [17,23,26,27,32,33,35,39] and reference
therein. However, there are very few results on contact discontinuities even for the Navier–Stokes
equations, cf. [20,22,28]. One of the reasons is that the contact discontinuity is associated with
the linear degenerate field in the nonlinear system. Therefore, the coupling and interaction with
the nonlinear fields require new techniques in the stability analysis.
As a continuation of our work on the nonlinear stability of wave patterns to the Boltzmann
equation, we will consider the stability of the contact discontinuity in this paper. The stability of
such a linear wave in a nonlinear setting requires some subtle analysis as we will present later
through the intrinsic dissipation of the solution around the solution profile.
For a nontrivial solution profile connecting two different global Maxwellians at x = ±∞, it
is reasonable and better to decompose the Boltzmann equation and its solution with respect to
the local Maxwellian. This kind of decomposition was introduced in [29,31] by rewriting the
Boltzmann equation into a fluid-type dynamics system with the nonfluid component appearing
in the source terms, coupled with an equation for the time evolution of the nonfluid component.
In fact, set, cf. [29,34],
f (x, t, ξ) = M(x, t, ξ)+G(x, t, ξ),
where the local Maxwellian M and G represent the fluid and nonfluid components in the solution,
respectively. Here, the local Maxwellian M is defined by the five conserved quantities, that is,
the mass density ρ(x, t), momentum m(x, t) = ρ(x, t)u(x, t), and energy density (E(x, t) +
1/2|u(x, t)|2):
⎧⎪⎨⎪⎩
ρ(x, t) ≡ ∫R3 f (x, t, ξ) dξ,
mi(x, t) ≡ ∫R3 ψi(ξ)f (x, t, ξ) dξ for i = 1,2,3,[
ρ
(
E + 12 |u|2
)]
(x, t) ≡ ∫R3 ψ4(ξ)f (x, t, ξ) dξ,
(1.2)
as
M ≡ M[ρ,u,θ](x, t, ξ) ≡ ρ(x, t)√
(2πRθ(x, t))3
exp
(
−|ξ − u(x, t)|
2
2Rθ(x, t)
)
. (1.3)
Here θ(x, t) is the temperature which is related to the internal energy E by E = (3/2)Rθ with
R being the gas constant, and u(x, t) is the fluid velocity. It is well known that the collision
invariants ψα(ξ) are given by (cf. [6])
⎧⎪⎨⎪⎩
ψ0(ξ) ≡ 1,
ψi(ξ) ≡ ξi for i = 1,2,3,
ψ (ξ) ≡ 1 |ξ |2,4 2
F. Huang, T. Yang / J. Differential Equations 229 (2006) 698–742 701satisfying ∫
R3
ψj(ξ)Q(h,g)dξ = 0, for j = 0,1,2,3,4.
In the sequel, the inner product of h,g in L2ξ (R3) with respect to a given Maxwellian M˜ is
defined by
〈h,g〉M˜ ≡
∫
R3
1
M˜
h(ξ)g(ξ) dξ,
when the integral is well defined. If M˜ is the local Maxwellian M , with respect to the correspond-
ing inner product, the macroscopic space is spanned by the following five pairwise orthogonal
functions ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
χ0(ξ) ≡ 1√ρM,
χi(ξ) ≡ ξi−ui√RθρM for i = 1,2,3,
χ4(ξ) ≡ 1√6ρ
( |ξ−u|2
Rθ
− 3)M,
〈χi,χj 〉 = δij , i, j = 0,1,2,3,4.
Using these five basic functions, we define the macroscopic projection P0 and microscopic pro-
jection P1 as follows: {
P0h ≡∑4j=0〈h,χj 〉χj ,
P1h ≡ h− P0h.
The projections P0 and P1 are orthogonal and satisfy
P0P0 = P0, P1P1 = P1, P0P1 = P1P0 = 0.
A function h(ξ) is called microscopic or nonfluid if∫
h(ξ)ψj (ξ) dξ = 0, j = 0,1,2,3,4.
Under this decomposition, the solution f (x, t, ξ) of the Boltzmann equations satisfies
P0f = M, P1f = G,
and the Boltzmann equation becomes
(M +G)t + ξ1(M +G)x = 2Q(M,G)+Q(G,G),
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details): ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ρt + (ρu1)x = 0,
(ρu1)t + (ρu21 + p)x = −
∫
ξ21 Gx dξ,
(ρui)t + (ρu1ui)x = −
∫
ξ1ξiGx dξ, i = 2,3,(
ρ
(
e + |u|22
))
t
+ (ρu1(e + |u|22 )+ pu1)x = − ∫ 12ξ1|ξ |2Gx dξ,
(1.4)
or more precisely,⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ρt + (ρu1)x = 0,
(ρu1)t + (ρu21 + p)x = 43 (μ(θ)u1x)x −
∫
ξ21 Θx dξ,
(ρui)t + (ρu1ui)x = (μ(θ)uix)x −
∫
ξ1ξiΘx dξ, i = 2,3,(
ρ
(
e + |u|22
))
t
+ (ρu1(e + |u|22 )+ pu1)x
= (λ(θ)θx)x + 43 (μ(θ)u1u1x)x +
∑3
i=2(μ(θ)uiuix)x −
∫ 1
2ξ1|ξ |2Θx dξ,
(1.5)
together with the equation for the nonfluid component G:
Gt + P1(ξ1Mx)+ P1(ξ1Gx) = LMG+Q(G,G). (1.6)
(1.6) implies that
G = L−1M
(
P1(ξ1Mx)
)+Θ
with
Θ = L−1M
(
Gt + P1(ξ1Gx)−Q(G,G)
)
.
Here LM is the linearized operator of the collision operator with respect to the local Max-
wellian M :
LMh = Q(M,h)+Q(h,M),
and the null space N of LM is spanned by the macroscopic variables:
χj , j = 0,1,2,3,4.
Furthermore, there exists a positive constant σ0(ρ,u, θ) > 0 such that for any function
h(ξ) ∈ N⊥, see [18],
〈h,LMh〉−σ0
〈
ν
(|ξ |)h,h〉,
where ν(|ξ |) is the collision frequency. For the hard sphere and the hard potential with angular
cut-off, the collision frequency ν(|ξ |) has the following property
0 < ν0 < ν
(|ξ |)< c(1 + |ξ |)β,
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the projections P0, P1 and the linearized collision operator LM as follows:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
P0(ψjM) = ψjM, P1(ψjM) = 0, j = 0,1,2,3,4,
LMP1 = P1LM = LM, P1(Q(h,h)) = Q(h,h),
LM(p0) = P0LM = 0, P0(Q(h,h)) = 0,
〈ψjM,h〉 = 〈ψjM,P0h〉, j = 0,1,2,3,4,
〈h,LMg〉 = 〈P1h,LM(P1g)〉,
〈h,L−1M (P1g)〉 = 〈L−1M (P1h),P1g〉 = 〈P1h,L−1M (P1g)〉.
In the above presentation, we normalize the gas constant R to be 2/3 for simplicity so that
e = θ and p = (2/3)ρθ . Notice also that the viscosity coefficient μ(θ) > 0 and the heat conduc-
tivity coefficient λ(θ) > 0 are smooth functions of the temperature θ . And the following relation
holds between these two functions [18]:
λ(θ) = 15
4
Rμ(θ) = 5
2
μ(θ), (1.7)
after taking R = 2/3. (1.7) is used in the following energy estimation. In fact, in our analysis, it
is required that infθ λ(θ) > 5/12 supθ μ(θ) for all θ under consideration. By (1.7), we know that
this holds when the variation of the temperature is small.
Since our problem is in one-dimensional space x ∈ R, in the macroscopic level, it is more
convenient to rewrite the system and the equation by using the Lagrangian coordinates as in the
study of conservation laws. That is, consider the coordinate transformation:
x ⇒
x∫
0
ρ(y, t) dy, t ⇒ t.
We will still denote the Lagrangian coordinates by (x, t) for simplicity of notation. The sys-
tem (1.1) and (1.4) in the Lagrangian coordinates become, respectively,
ft − u1
v
fx + ξ1
v
fx = Q(f,f ) (1.8)
and
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
vt − u1x = 0,
u1t + px = −
∫
ξ21 Gx dξ,
uit = −
∫
ξ1ξiGx dξ, i = 2,3,(
e + |u|2 ) + (pu ) = − ∫ 1ξ |ξ |2G dξ.
(1.9)2 t 1 x 2 1 x
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vt − u1x = 0,
u1t + px = 43
(
μ(θ)
v
u1x
)
x
− ∫ ξ21 Θ1x dξ,
uit =
(
μ(θ)
v
uix
)
x
− ∫ ξ1ξiΘ1x dξ, i = 2,3,(
e + |u|22
)
t
+ (pu1)x =
(
λ(θ)
v
θx
)
x
+ 43
(
μ(θ)
v
u1u1x
)
x
+∑3i=2(μ(θ)v uiuix)x − ∫ 12ξ1|ξ |2Θ1x dξ
(1.10)
and
Gt − u1
v
Gx + 1
v
P1(ξ1Mx)+ 1
v
P1(ξ1Gx) = LMG+Q(G,G), (1.11)
with
G = L−1M
(
1
v
P1(ξ1Mx)
)
+Θ1
and
Θ1 = L−1M
(
Gt − u1
v
Gx + 1
v
P1(ξ1Gx)−Q(G,G)
)
. (1.12)
Since we will investigate the stability of the contact discontinuity for the Boltzmann equation
here, it is worthy to recalling of the contact discontinuity for the hyperbolic conservation laws.
For the Euler equations ⎧⎪⎪⎪⎨⎪⎪⎪⎩
vt − u1x = 0,
u1t + px = 0,
uit = 0,(
e + |u|22
)
t
+ (pu1)x = 0,
with a given Riemann data{
(v,u, θ)(x,0) = (v−,0, θ−), if x < 0,
(v,u, θ)(x,0) = (v+,0, θ+), if x > 0,
where u = (u1, u2, u3), and v± > 0 and θ± > 0 are given constants, the solution is a contact
discontinuity (vc, uc, θc)(x, t) located at x = 0 given by
(
vc, uc, θc
)
(x, t) =
{
(v−,0, θ−), x < 0,
(v+,0, θ+), x > 0,
(1.13)
provided that
p− = Rθ− = p+ = Rθ+ . (1.14)
v− v+
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level as for the Navier–Stokes equations, the above contact discontinuity spreads out and be-
comes smooth with these two dissipative effects. Indeed, as shown in Section 2, it behaves like
a nonlinear diffusion wave. Furthermore, coming from the microscopic effect in the Boltzmann
equation and the slow decay of the nonlinear diffusion wave, the definition of the contact wave
for the Boltzmann equation is more complicated than the one for the Navier–Stokes equations
which includes some higher order terms from the nonfluid component besides the viscosity and
heat conductivity. Without giving the detailed construction of this profile in the introduction, we
now simply denote the profile by (ρ¯, u¯, θ¯ )(x, t). Detailed definition will be given in the next
section.
To state our main theorem, we need to introduce the following notations. First, denote the
perturbation around the above profile by
φ(x, t) = v − v¯, ψ(x, t) = u− u¯, ζ(x, t) = θ − θ¯ . (1.15)
Then set
Φ(x, t) =
x∫
−∞
φ(y, t) dy, Ψ (x, t) =
x∫
−∞
ψ(y, t) dy,
W(x, t) =
x∫
−∞
(
e + |u|
2
2
− e¯ − |u¯|
2
2
)
(y, t) dy. (1.16)
Since the Boltzmann equation (1.10) and the system for the contact wave defined later are in the
conservation forms, the quantities (Φ,Ψ,W) can be defined in some Sobolev space if the initial
perturbation has zero mass, i.e., Φ(∞,0) = Ψ (∞,0) = W(∞,0) = 0. The stability with general
initial perturbation for the contact discontinuity is left for future investigation. Notice that even
for shock wave to the Boltzmann equation, the stability with nonzero mass perturbation is also
unsolved.
The main theorem can be stated as follows.
Theorem 1.1. Let (v¯, u¯, θ¯ )(x, t) be the contact wave with strength δ = |θ+ − θ−| δ0 for some
small positive constant δ0. Then there exist a global Maxwellian M∗ = M[ρ∗,u∗,θ∗] and a small
positive constant , such that if the initial data satisfies{∥∥(Φ,Ψ,W)∥∥
H 2x
+
∑
|α|=2
∥∥∂αf ∥∥
L2x(L
2
ξ (
1√
M∗ ))
+
∑
0|α|1
∥∥∂αG∥∥
L2x(L
2
ξ (
1√
M∗ ))
}∣∣∣∣
t=0
 , (1.17)
then the Cauchy problem (1.8) admits a unique global solution f (x, t, ξ) satisfying⎧⎨⎩‖f (x, t, ξ)−M[v¯,u¯,θ¯]‖(t)L∞x (L2ξ ( 1√M∗ ))  C( + δ0)(1 + t)
−1/4,
‖(Φ,Ψ,W)‖L∞  C( + δ0)(1 + t)−1/8+C0
√
δ,
(1.18)
where C and C0 are positive constants. Here f (ξ) ∈ L2ξ ( 1√M∗ ) means that
f (ξ)√
M∗
∈ L2ξ (R3).
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initial data has the same order regularity.
The stability for the contact discontinuity is a long lasting open problem because of its special
linear degenerate property. Under some restrictive conditions, the stability was discussed in [28].
For the system of Navier–Stokes equations, the stability with a free boundary as particle path was
studied in [20,22], and the Cauchy problem with zero perturbation mass in [21]. There are two
main analytical difficulties for stability of the contact discontinuity. One is that the space deriva-
tive of the nonlinear diffusion wave has no definite sign unlike the shock profile and rarefaction
wave. The other is that the time decay of the background profile behaves like a solution to a heat
equation, which is slower than the one for the rarefaction wave.
There are two main steps to overcome these difficulties. First, unlike the nonlinear diffusion
waves defined for the Navier–Stokes equations [20], our Boltzmann profile includes more terms
in the definition of the diffusion wave taken from the nonfluid component G and its derivatives.
Such a nonlinear diffusion equation will be introduced in Section 2 with the properties of the
solutions given in various norm spaces. Then, in Section 4, we will show that there is an intrinsic
dissipation associated with the profile besides those from the viscosity and heat conductivity. Let
us try to explain this intuitively as follows. The laws of Boyle and Gay-Lussac for ideal gas give
p = Rρθ and for a contact discontinuity we also have u1 = 0. To view this in the perturbation
equations from the quantities defined in (1.16), these two quantities correspond to the two linear
combination of the antiderivatives of the perturbation, that is:
b¯1 = Φ − 23p+W, b¯3 = Ψ1. (1.19)
Since the solution approaches to the contact wave time asymptotically when the nonlinear waves
spread out, the above two quantities b¯1 and b¯3 should approach to zero as time tends to infinity.
This implies that there is some dissipative mechanism on these two quantities. In fact, this kind
of dissipation takes the form of ∫ ∫
|θ¯x |
(
b¯21 + b¯23
)
dx dt, (1.20)
where θ¯ is the temperature function in the definition of the contact wave. It is shown in (4.25)
that the intrinsic dissipation takes another form which is exactly equivalent to (1.20). Here and
in the sequel,
∫
dx means the integral
∫
R
dx,
∫
dξ means
∫
R3 dξ and
∫
dt means
∫∞
0 dt for
simplicity of notations. With this dissipation and those classical ones from the viscosity and heat
conductivity, we can close the energy estimates in some Sobolev space and thus obtain the time
asymptotic stability with a convergence rate.
Moreover, even for the Navier–Stokes equations, so far there is no convergence rates obtained
for the shock wave and rarefaction wave. The convergence rate of the solution to the Boltzmann
equation for the contact wave given in Theorem 1.1 is quite particular to this kind of degenerate
waves. Hence, even though the convergence rate given here may not be optimal, it is quite rea-
sonable in the setting of the contact waves in the fully nonlinear system. As we can see in the fol-
lowing analysis, the lowest order estimate may grow in time. The stability and decay rate in time
are obtained by the compensation of the time decay in higher order derivatives estimates. Fur-
thermore, the growth rate of the lowest order to the contact wave depends on the strength of the
contact wave. Therefore, the smallness assumption on the wave strength is essential in this paper.
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extensively studied and important contribution has been made in many aspects, such as the renor-
malized solution, fluid dynamic limits, global existence around a global Maxwellian, regularity
of the solutions, cf. [1–5,7–15,24,25,36,37,40] and references therein. Since they are not directly
related to our problem considered here, we will not discuss them in details. On the other hand,
the energy method making uses of the spectrum properties of the linearized operator which was
from Grad to Ukai gives a good description of the perturbation of a global Maxwellian, cf. [18,
38,41,42]. Recently, the energy method based on the decomposition around a global Maxwellian
is also introduced in [19] for the problems on space periodic solutions with or without forces.
The rest of the paper will be arranged as follows. In Section 2, the Boltzmann contact wave is
constructed. In Section 3, the Boltzmann equation is reformulated to an integrated system. And
Section 4 is devoted to the lower order estimate, while Section 5 is for the derivative estimate.
The stability and convergence rate of the contact discontinuity for the Boltzmann equation will
be given in Section 6.
2. Contact wave for the Boltzmann equation
We now construct the contact wave (v¯, u¯, θ¯ )(x, t) for the Boltzmann equation. First let us
recall the contact wave (vns, uns1 , θ
ns) for the one-dimensional Navier–Stokes equations intro-
duced in [20]. Corresponding to the fluid-type system from the Boltzmann equation, the system
of the one-dimensional Navier–Stokes equations is
⎧⎪⎨⎪⎩
vt − u1x = 0,
u1t + px = 43
(
μ(θ)
v
u1x
)
x
,(
e + u212
)
t
+ (pu1)x =
(
λ(θ)
v
θx
)
x
+ 43
(
μ(θ)
v
u1u1x
)
x
.
(2.1)
Notice that (2.1) is exactly (1.10) if Θ1 = 0. In this situation, the temperature function θns of the
contact wave can be defined as a self-similar solution θns(x/
√
1 + t ) to the following nonlinear
diffusion equation
θnst =
(
a
(
θns
)
θnsx
)
x
, θns(−∞, t) = θ−, θns(+∞, t) = θ+, (2.2)
where the function a(θ) = (9p+λ(θ))/(10θ) > 0. Here, we have used the assumption of poly-
tropic gas with γ = 5/3 for monatomic gas. In fact, this nonlinear diffusion equation is derived
from the first and the third equation of (2.1) by letting Rθns/vns = pns = p+, and dropping the
faster time-decay terms uns1 u
ns
1t and
4
3 (
μ(θns )
vns
uns1 u
ns
1x)x , see [20] for details. Let δ = |θ+ − θ−|, it
is easy to check that
∣∣θnsx ∣∣= O(δ)(1 + t)− 12 e− x24a(θ±)(1+t) , as x → ±∞. (2.3)
The velocity uns1 is then defined as
R
p+ a(θ
ns)θnsx with the decay rate 1/
√
1 + t . And vns = 23p+θns .
For the Boltzmann equation, if we still use the Navier–Stokes profile (vns, uns1 , θ
ns), some
non-t-integrable error terms, coming from the nonfluid component, exist for the integrated equa-
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in the solution G and part of it Θ1, defined in (1.12), are given by
w = 1
v
L−1M
(
P1(ξ1Mx)
)= 1
Rvθ
L−1M
{
P1
[
ξ1
( |ξ − u|2
2θ
θx + ξ · ux
)
M
]}
(2.4)
and
Θ̂1 = L−1M
(
1
v
P1(ξ1wx)−Q(w,w)
)
, (2.5)
respectively. If we substitute (vns, uns1 , θ
ns) into (2.5), then Θ̂1 decays with the rate 11+t which is
nonintegrable in time and not easy to be estimated. To eliminate these non-t-integrable terms, we
instead use the Boltzmann contact wave, which will be constructed below. First let us distinguish
the leading part coming from the nonfluid component. We rewrite the Boltzmann equation (1.10)
as ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
vt − u1x = 0,
u1t + px = 43
(
μ(θ)
v
u1x
)
x
−∑2j=1 ∫ ξ21 Θj1x dξ,
uit =
(
μ(θ)
v
uix
)
x
−∑2j=1 ∫ ξ1ξiΘj1x dξ, i = 2,3,(
e + |u|22
)
t
+ (pu1)x =
(
λ(θ)
v
θx
)
x
−∑2j=1 ∫ 12ξ1|ξ |2Θj1x dξ +H1x,
(2.6)
with
G˜t −LMG˜ = − 1
Rvθ
P1
[
ξ1
( |ξ − u|2
2θ
(θ − θ¯ )x + ξ · (u− u¯)x
)
M
]
+ u1
v
Gx − 1
v
P1(ξ1Gx)+Q(G,G)−Gt, (2.7)
where
Θ1 = L−1M
(
Gt − u1
v
Gx + 1
v
P1(ξ1Gx)−Q(G,G)
)
=
2∑
j=1
Θ
j
1 ,
Θ11 = L−1M
(
1
v
P1(ξ1Gx)−Q(G,G)
)
,
Θ21 = L−1M
(
Gt − u1
v
Gx + 1
v
P1(ξ1G˜x)− 2Q(G˜,G)−Q(G˜, G˜)
)
,
G = 1
Rvθ
L−1M
{
P1
[
ξ1
( |ξ − u|2
2θ
θ¯x + ξ · u¯x
)
M
]}
,
G˜ = G−G, H1 = 43
(
μ(θ)
v
u1u1x
)
+
3∑
i=2
[
μ(θ)
v
uiuix
]
, (2.8)
where the function (v¯, u¯, θ¯ )(x, t) is the contact wave which will be constructed later.
F. Huang, T. Yang / J. Differential Equations 229 (2006) 698–742 709Since the velocity u decays faster than (v, θ) in time, the leading part of the energy equation
in (2.6) is
θt + pvt =
(
λ(θ)
v
θx
)
x
−
∫ 1
2
ξ1|ξ |2Θ11x dξ. (2.9)
By the definition of Θ11 , we have
−
∫ 1
2
ξ1|ξ |2Θ11 dξ = N1 + F1, N1 = f11θx θ¯x + f12vxθ¯x + f13θ¯2x + f14θ¯xx,
|F1| = O(1)
((|vx | + |θx | + |θ¯x | + |ux | + |u¯x |)|u¯x | + |ux ||θ¯x | + |u¯xx |), (2.10)
where the coefficients f1j , j = 1,2,3,4, are smooth functions of (v,u, θ). Motivated by the
work on the Navier–Stokes equations, we expect that the contact wave (v¯, u¯, θ¯ ) for the Boltz-
mann equation satisfies p¯ = 2/3θ¯/v¯ ≈ p+ as t is large. Thus, by choosing only the leading term
in (2.9), we have
θt =
(
a(θ)θx
)+ 3
5
N1x, (2.11)
where a(θ) is defined in (2.2). To include more microscopic effect, let the contact wave
θ¯ ≈ θns(x/√1 + t ) + θnf (x, t), where θnf (x, t) represents the part of the nonlinear diffusion
wave coming from the nonfluid component not appearing in the Navier–Stokes level. Moreover,
the term θnf (x, t) in the form 1√1+t D1(
x√
1+t ) is from N1 in (2.10). Note that θ
nf (x, t) decays
faster than θns(x, t) so that it can be viewed as the perturbation around the Navier–Stokes profile
θns(x, t). To construct θnf (x, t), we linearize Eq. (2.11) around θns(x, t) and drop all the higher
order terms. This leads to a linear equation for θnf (x, t) from (2.2)
θ
nf
t =
(
a
(
θns
)
θ
nf
x
)
x
+ (a′(θns)θnsx θnf )x + 35 N˜1x, (2.12)
where N˜1 = (f˜11 + 23p+ f˜12 + f˜13)(θnsx )2 + f˜14θnsxx with f˜1j = f1j (vns,0, θns), j = 1,2,3,4.
Integrating (2.12) with respect to x yields
g1t = a
(
θns
)
g1xx + a′
(
θns
)
θnsx g1x +
3
5
N˜1, (2.13)
where
g1(x, t) =
x∫
−∞
θnf (x, t) dx.
Note that N˜1 takes the form 11+t D2(
x√
1+t ) and satisfies the property (2.3). It is straightforward to
check that there exists a self-similar solution g1(η), η = x/
√
1 + t , for (2.13) with the boundary
condition g1(−∞, t) = d1, g1(+∞, t) = d1 + δ1. Here d1 can be any given constant and δ1
satisfies 0 < δ1 < δ. It is worthy to pointing out that even though the function g1(x, t) depends
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asymptotic state. That is, the choice of the constants d1 and δ1 has no influence on our main
result as long as 0 < δ1 < δ. From now on, we fix d1 and δ1 so that the function g1 is uniformly
determined. And the derivative g1x = θnf satisfies the property (2.3).
Now we follow the same procedure to construct the second and third components of the
velocity of the contact wave denoted by u¯i , i = 2,3. Similarly, the leading part of the equation
for ui coming from (2.6) is
uit =
(
p+μ(θ)
Rθ
uix
)
x
−
∫
ξ1ξiΘ
1
1x dξ. (2.14)
For i = 2,3, we have
−
∫
ξ1ξiΘ
1
1 dξ = Ni + Fi, Ni = fi1θx θ¯x + fi2vxθ¯x + fi3θ¯2x + fi4θ¯xx,
|Fi | = O(1)
((|vx | + |θx | + |θ¯x | + |ux | + |u¯x |)|u¯x | + |ux ||θ¯x | + |u¯xx |), (2.15)
with smooth functions fij , i = 2,3, j = 1,2,3,4. Notice that the symbols Ni and Fi , i = 2,3,
used here are for the convenience of notation. And N1 and F1 defined in (2.10) are not the case
when i = 1.
From (2.14) and (2.15), we expect that the contact wave u¯i (x, t) takes the form (1/
√
1 + t )×
hi(x/
√
1 + t ) and satisfies the following linear equation:
u¯it =
(
p+μ(θns)
Rθns
u¯ix
)
x
+ N˜ix, i = 2,3, (2.16)
where N˜i = (f˜i1 + 23p+ f˜i2 + f˜i3)(θnsx )2 + f˜i4θnsxx , f˜ij = fij (vns,0, θns), i = 2,3, j = 1,2,3,4.
Integrating (2.16) with respect to x, we have
git = p+μ(θ
ns)
Rθns
gixx + N˜i, (2.17)
where gi(x, t) =
∫ x
−∞u¯i (x, t) dx. For given θ
ns
, it is easy to check that there exists a unique
solution gi(η) with η = x/
√
1 + t satisfying gi(−∞, t) = di , gi(+∞, t) = di + δi , where di can
be any fixed constants and δi satisfies 0 < δi < δ. As we explained before, the choice of di and δi
is not important to our result. From (2.3), it is easy to check that the solution u¯i = gix , i = 2,3,
has the following property
|u¯i | = |gix | = O(δ)(1 + t)− 12 e−
x2
4b(θ±)(1+t) , as x → ±∞, (2.18)
where b(θ±) = max{a(θ±), 3p+2θ± μ(θ±)}.
In summary, we can define the contact wave (v¯, u¯, θ¯ ) for the Boltzmann equation as follows.
To satisfy the conservation of mass, we expect
v¯t − u¯1x = 0. (2.19)
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u¯1 = 23p+
[
a
(
θns
)
θnsx + a
(
θns
)
θ
nf
x + a′
(
θns
)
θnsx θ
nf
]+ 2
5p+
N˜1. (2.20)
However, by plugging (2.20) into the momentum equation of (2.6), we have a nonconservative
term containing N˜1t . To avoid this, we define
u¯1 = 23p+
[
a
(
θns
)
θnsx + a
(
θns
)
θ
nf
x + a′
(
θns
)
θnsx θ
nf
]
. (2.21)
Similarly, to avoid the nonconservative term (|u¯|2)t in the energy equation, we set
θ¯ = θns + θnf − 1
2
|u¯|2. (2.22)
Therefore, the Boltzmann contact wave (v¯, u¯, θ¯ ) is finally defined as:
v¯ = 2
3p+
(
θns + θnf ),
u¯1 = 23p+
[
a
(
θns
)
θnsx + a
(
θns
)
θ
nf
x + a′
(
θns
)
θnsx θ
nf
]
,
u¯i = gix, i = 2,3,
θ¯ = θns + θnf − 1
2
|u¯|2, (2.23)
where θns is given by (2.2), θnf by (2.12) and gi , i = 2,3, by (2.17).
Notice that even though the Boltzmann profile (v¯, u¯, θ¯ ) includes some other nonfluid terms,
this profile and the (vns, uns, θns) for the Navier–Stokes are equivalent as t tends to infinity be-
cause all the extra nonfluid terms decay with the rate 1/
√
1 + t . In another word, the contact wave
(v¯, u¯, θ¯ ) is also an appropriate approximation to the original contact discontinuity (vc, uc, θc) for
the Euler equations. In addition, a direct but tedious computation shows that⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
v¯t − u¯1x = 25p+ N˜1x,
u¯1t + p¯x = 43
(
μ(θ¯)
v¯
u¯1x
)
x
+R1x,
u¯it =
(
μ(θ¯)
v¯
u¯ix
)
x
+Nix +Rix, i = 2,3,(
e¯ + |u¯|22
)
t
+ (p¯u¯1)x =
(
λ(θ¯)
v¯
θ¯x
)
x
− 25 N˜1x +N1x +H 1x +R4x,
(2.24)
where
R1 = 23p+
[
a
(
θns
)
θnst +
(
a
(
θns
)
θnf
)
t
]+ p¯ − p+ − 43
(
μ(θ¯)
v¯
u¯1x
)
= O(δ)(1 + t)−1e− x
2
4c(θ±)(1+t) , as |x| → ∞, (2.25)
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[
3p+μ(θns)
2θns
− μ(θ¯)
v¯
]
u¯ix + N˜i −Ni
= O(δ)(1 + t)− 32 e− x
2
4c(θ±)(1+t) , as |x| → ∞, i = 2,3, (2.26)
R4 =
[
5
3
(
a
(
θns
)
θnsx + a
(
θns
)
θ
nf
x + a′
(
θns
)
θnsx θ
nf
)− λ(θ¯)
v¯
θ¯x
]
+ (p¯ − p+)u¯1 + N˜1 −N1 −H 1
= O(δ)(1 + t)− 32 e− x
2
4c(θ±)(1+t) , as |x| → ∞, (2.27)
N˜i = O(δ)(1 + t)−1e−
x2
4a(θ±)(1+t) , as |x| → ∞, i = 1,2,3, (2.28)
with c(θ±) = max{a(θ±), 12b(θ±)}, Ni , i = 1,2,3, and H 1 are the corresponding functions de-
fined in (2.8), (2.10) and (2.15) by substituting the variable (v,u, θ) by the contact wave profile
(v¯, u¯, θ¯ ). It is worthy to pointing out that the time-decay rate of Ri , i = 2,3,4, is of order
(1 + t)−3/2 which is much better than (1 + t)−1. This is the main improvement when we use
the Boltzmann contact wave instead of the Navier–Stokes profile. Furthermore, even though the
time-decay rate of R1 is still (1+ t)−1, it is sufficient to give the desired a priori estimates through
a subtle analysis coming from the intrinsic dissipation mechanism mentioned in the introduction
because it appears in the first equation of the momentum equations.
3. Reformulated system
To prove the main theorem, we now derive the system for the perturbation (φ,ψ, ζ ) around
the contact wave (v¯, u¯, θ¯ ). Set
φ = v − v¯, ψ = u− u¯, ζ = θ − θ¯ , (3.1)
and
Φ =
x∫
−∞
φ(y, t) dy, Ψ =
x∫
−∞
ψ(y, t) dy,
W =
x∫
−∞
(
e + |u|
2
2
− e¯ − |u¯|
2
2
)
(y, t) dy. (3.2)
As mentioned before, we impose Φ(∞,0) = Ψ (∞,0) = W(∞,0) = 0 so that the quantities
Φ,Ψ and W can be defined in some Sobolev space. The initial data satisfying this condition is
called zero mass perturbation condition. Naturally, we have (φ,ψ) = (Φ,Ψ )x and ζ + 12 |Ψx |2 +∑3
i=1 u¯iΨix = Wx .
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Φt −Ψ1x = − 25p+ N˜1,
Ψ1t + p − p¯ = 43 μ(θ)v u1x − 43 μ(θ¯)v¯ u¯1x −
∑2
j=1
∫
ξ21 Θ
j
1 dξ −R1,
Ψit = μ(θ)v uix − μ(θ¯)v¯ u¯ix +Ni −Ni + Fi −
∫
ξ1ξiΘ
2
1 dξ −Ri, i = 2,3,
W t + pu1 − p¯u¯1 = λ(θ)v θx − λ(θ¯)v¯ θ¯x + 25 N˜1 +N1 −N1 + F1 +H1 −H 1
− ∫ 12ξ1|ξ |2Θ21 dξ −R4.
(3.3)
Since the variable W is the antiderivative of the total energy, not the temperature, it is more
convenient to introduce another variable
W = W − u¯1Ψ1. (3.4)
It follows that
ζ = Wx − Y, with Y = 12 |Ψx |
2 − u¯1xΨ1 + u¯2Ψ2x + u¯3Ψ3x. (3.5)
Using the new variable W and linearizing the left-hand side of the system (3.3) by using the
formula (2.8) for H1, we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Φt −Ψ1x = − 25p+ N˜1,
Ψ1t − p+v¯ Φx + 23v¯Wx = 43 μ(θ¯)v¯ Ψ1xx + 43
(
μ(θ)
v
− μ(θ¯)
v¯
)
u1x
−∑2j=1 ∫ ξ21 Θj1 dξ + J1 + 23v¯ Y −R1 .= 43 μ(θ¯)v¯ Ψ1xx +Q1,
Ψit = μ(θ¯)v¯ Ψixx +
(
μ(θ)
v
− μ(θ¯)
v¯
)
uix +Ni −Ni + Fi
− ∫ ξ1ξiΘ21 dξ −Ri .= μ(θ¯)v¯ Ψixx +Qi, i = 2,3,
Wt + p+Ψ1x = λ(θ¯)v¯ Wxx +
(
λ(θ)
v
− λ(θ¯)
v¯
)
θx + 25 N˜1 +N1 −N1
+ F1 + 4u1x3 μ(θ)v Ψ1x +
∑3
i=2
[
μ(θ)
v
uiuix − μ(θ¯)v¯ u¯i u¯ix
]−R4 − u¯1tΨ1 + J2
− ∫ 12ξ1|ξ |2Θ21 dξ + u¯1R1 + u¯1∑2j=1 ∫ ξ21 Θj1 dξ − λ(θ¯)v¯ Yx
.= λ(θ¯)
v¯
Wxx + 25 N˜1 +Q4,
(3.6)
where
J1 = p¯ − p+
v¯
Φx −
[
p − p¯ + p¯
v¯
Φx − 23v¯ (θ − θ¯ )
]
= O(1)(Φ2x + (θ − θ¯ )2 + |u¯|4), (3.7)
J2 = (p+ − p)Ψ1x = O(1)
(
Φ2x +Ψ 21x + (θ − θ¯ )2 + |u¯|4
)
, (3.8)
Q1 = 43
(
μ(θ)
v
− μ(θ¯)
v¯
)
u1x −
2∑∫
ξ21 Θ
j
1 dξ + J1 +
2
3v¯
Y −R1, (3.9)j=1
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(
μ(θ)
v
− μ(θ¯)
v¯
)
uix +Ni −Ni + Fi −
∫
ξ1ξiΘ
2
1 dξ −Ri, i = 2,3, (3.10)
Q4 =
(
λ(θ)
v
− λ(θ¯)
v¯
)
θx +N1 −N1F1 + 4u1x3
μ(θ)
v
Ψ1x −R4 − u¯1tΨ1 + u¯1R1
+
3∑
i=2
[
μ(θ)
v
uiuix − μ(θ¯)
v¯
u¯i u¯ix
]
−
∫ 1
2
ξ1|ξ |2Θ21 dξ + J2
+ u¯1
2∑
j=1
∫
ξ21 Θ
j
1 dξ −
λ(θ¯)
v¯
Yx. (3.11)
In the next section, we will work on the reformulated system (3.6). Since the local existence
follows similarly from the discussions in [19,41], we will omit it here for brevity. To prove the
global existence, we only need to close the following a priori estimate:
N(T ) = sup
0tT
{∥∥(Φ,Ψ,W)∥∥2
L∞ +
∥∥(φ,ψ, ζ )∥∥2
H 1
+
∫
R
∫
R3
(
G˜2
M∗
+
∑
|α|=1
(∂αG)2
M∗
+
∑
|α|=2
(∂αf )2
M∗
dξ dx
)}
 ε20, (3.12)
where ε0 is positive small constant depending on the initial data and M∗ is a global Maxwellian
chosen later for any T > 0. Here, it is worthy to pointing out that (3.12) also gives the a priori
assumptions on ‖(φt ,ψt , ζt )‖, ‖∂α(φ,ψ, ζ )‖ and
∫∫ |∂αG|2/M∗ dξ dx (|α| = 2). In fact, from
(1.9) and (3.12), we have
∥∥(φt ,ψt , ζt )∥∥2  C(∥∥(φx,ψx, ζx)∥∥2 + ∫ ∫ G2x
M∗
dξ dx + δ2(1 + t)− 12
)
 C(ε0 + δ)2, (3.13)
where we have used (∫
ξ21 Gx dξ
)2
 C
∫
G2x
M∗
dξ (3.14)
and ∥∥(φt ,ψt , ζt )∥∥2 C∥∥(vt , ut , θt )∥∥2 +Cδ2(1 + t)− 32 ,∥∥(φx,ψx, ζx)∥∥2  C∥∥(vx, ux, θx)∥∥2 +Cδ2(1 + t)− 12 . (3.15)
To derive the a priori assumption on ‖∂α(φ,ψ, ζ )‖ (|α| = 2), we use the definition of ρ, m = ρu
and ρ(θ + (1/2)|u|2). Let |α| = 2, by (1.2), we obtain∥∥∥∥∂α(ρ,m,ρ(θ + 1 |u|2))∥∥∥∥2  C ∫ ∫ |∂αf |2 dξ dx  Cε20. (3.16)2 M∗
F. Huang, T. Yang / J. Differential Equations 229 (2006) 698–742 715This yields that
∥∥∂α(φ,ψ, ζ )∥∥2 Cε0 +Cδ2(1 + t)−3/2 C(ε0 + δ)2, |α| = 2. (3.17)
Finally, we have
∫ ∫ |∂αG|2
M∗
dξ dx 
∫ ∫ |∂αf |2
M∗
dξ dx +
∫ ∫ |∂αM|2
M∗
dξ dx
 C(ε0 + δ)2, |α| = 2. (3.18)
4. Lower-order estimate
Before proving the a priori estimate (3.12), we list the following basic lemmas based on the
celebrated H-theorem for later use. The first lemma is from [16].
Lemma 4.1. There exists a positive constant C > 0 such that
∫
R3
ν(|ξ |)−1Q(f,g)2
M
dξ  C
{∫
R3
ν(|ξ |)f 2
M
dξ
∫
R3
g2
M
+
∫
R3
f 2
M
dξ
∫
R3
ν(|ξ |)g2
M
}
,
where M can be any Maxwellian so that the above integrals are well defined.
Based on Lemma 4.1, the following three lemmas are proved in [30]. The proofs are straight-
forward by using the Cauchy inequality.
Lemma 4.2. If θ/2 < θ∗ < θ , then there exist two positive constants σ¯ = σ¯ (ρ,u, θ;ρ∗, u∗, θ∗)
> 0 and η0 = η0(ρ,u, θ;ρ∗, u∗, θ∗) > 0 such that if |ρ −ρ∗|+ |u−u∗|+ |θ − θ∗| < η0, we have
for h(ξ) ∈ N⊥,
−
∫
R3
hLMh
M∗
dξ  σ¯
∫
R3
ν(|ξ |)h2
M∗
dξ, (4.1)
where M∗ = M[ρ∗,u∗,θ∗] and the definition of M[ρ,u,θ] can be found in (1.3).
Lemma 4.3. Under the assumptions in Lemma 4.2, we have⎧⎨⎩
∫
R3
ν(|ξ |)
M
|L−1M h|2 dξ  σ¯−2
∫
R3
ν(|ξ |)−1h2
M
dξ,∫
R3
ν(|ξ |)
M∗ |L−1M h|2 dξ  σ¯−2
∫
R3
ν(|ξ |)−1h2
M∗ dξ
(4.2)
for each h(ξ) ∈ N⊥.
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positive constants k and λ, we have∣∣∣∣ ∫
R3
g1P1(|ξ |kg2)
M∗
dξ −
∫
R3
g1|ξ |kg2
M∗
dξ
∣∣∣∣ C ∫
R3
λ|g1|2 + λ−1|g2|2
M∗
dξ.
We are now ready to derive the lower order estimates. Multiplying (3.6)1 by p+Φ , (3.6)2 by
v¯Ψ1, (3.6)3 by Ψi , (3.6)4 by 23p+ W respectively and adding all the resulting equations, we have
(
p+
2
Φ2 + 1
3p+
W 2 + v¯
2
Ψ 21 +
1
2
3∑
i=2
Ψ 2i
)
t
= −4μ(θ¯)
3
Ψ 21x −
3∑
i=2
μ(θ¯)
v¯
Ψ 2ix −
2λ(θ¯)
3p+v¯
W 2x +
2
5
N˜1
(
−Φ + 2
3p+
W
)
+ 1
2
v¯tΨ
2
1 + v¯Q1Ψ1
−
(
4μ(θ¯)
3
)
x
Ψ1Ψ1x −
3∑
i=2
(
μ(θ¯)
v¯
)
x
ΨiΨix −
(
2λ(θ¯)
3p+v¯
)
x
WWx +
3∑
i=2
QiΨi
+ 2
3p+
WQ4 + (· · ·)x. (4.3)
Here and in the sequel the notation (· · ·)x represents the term in the conservative form so that it
vanishes after integration. Since it has no effect on the energy estimates, we do not write them
out in details for clear presentation.
Note that the term Q1Ψ1 contains (1 + t)−1Ψ1 which cannot be controlled by the dissipation
from the viscosity and heat conductivity. So is the term N˜1(−Φ + 2W/(3p+)). As we will see
later, an intrinsic dissipation associated with the contact discontinuity is derived by the diag-
onal method and weighted energy estimate to control the above two terms. Let us consider the
equations for the conservation of the mass, the first component of velocity and energy by defining
m = (Φ,Ψ1,W)t, (4.4)
where (·,·,·)t means the transpose of the vector (·,·,·), then from (3.6), we have
mt +A1mx = A2mxx +A3, (4.5)
where
A1 =
⎛⎝ 0 −1 0−p+
v¯
0 23v¯
0 p+ 0
⎞⎠ , A2 =
⎛⎜⎝0 0 00 4μ(θ¯)3v¯ 0
0 0 λ(θ¯)
v¯
⎞⎟⎠ , (4.6)
A3 =
(
− 2 N˜1,Q1,Q4 + 2 N˜1
)t
. (4.7)5p+ 5
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5p+/(3v¯). The corresponding normalized left and right eigenvectors can be chosen as
l1 =
√
3/10
(
−1,− 5
3λ3
,
2
3p+
)
, l2 =
√
2/5
(
1,0,
1
p+
)
,
l3 =
√
3/10
(
−1, 5
3λ3
,
2
3p+
)
, (4.8)
r1 =
√
3/10(−1,−λ3,p+)t, r2 =
√
2/5
(
1,0,
3
2
p+
)t
,
r3 =
√
3/10(−1, λ3,p+)t. (4.9)
Hence,
lirj = δij , i, j = 1,2,3, LA1R = Λ =
(
λ1 0 0
0 0 0
0 0 λ3
)
, (4.10)
where
L = (l1, l2, l3)t, R = (r1, r2, r3).
Let
B = Lm = (b1, b2, b3), (4.11)
then multiplying Eqs. (4.5) by the matrix L yields that
Bt +ΛBx = LA2RBxx + 2LA2RxBx +
[
(Lt +ΛLx)R +LA2Rxx
]
B +LA3. (4.12)
A direct computation shows that
LA2R = A4 =
⎛⎝b11 b12 b13b12 b22 b12
b13 b12 b11
⎞⎠ , (4.13)
with
v¯b11 = 2μ(θ¯)3 +
1
5
λ(θ¯), v¯b12 =
√
3
5
λ(θ¯), (4.14)
v¯b13 = −2μ(θ¯)3 +
1
5
λ(θ¯), v¯b22 = 35λ(θ¯). (4.15)
It is easy to check that the symmetric matrix A4 is nonnegative and its eigenvalues are
0, 4μ(θ¯)3v¯ ,
λ(θ¯)
v¯
. From (4.12), we shall use a weighted energy method to derive the intrinsic dis-
sipation. For definiteness, we assume that θnsx > 0. The case when θnsx < 0 can be discussed
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with a large positive integer n which will be chosen later, we have(
vn1
2
b21 +
1
2
b22 +
v−n1
2
b23
)
t
−
(
vn1
2
)
t
b21 −
(
v−n1
2
)
t
b23 +BxA4Bx +BA4xBx
− v
n−1
1
2
(nλ1v1x + v1λ1x)b21 +
v−n−11
2
(nλ3v1x − v1λ3x)b23 + (· · ·)x
= 2BLA2RxBx +B[LtR +LA2Rxx]B +BΛLxRB +BLA3. (4.16)
Let
E1 =
∫ (
p+
2
Φ2 + 1
3p+
W 2 + v¯
2
Ψ 21 +
1
2
3∑
i=2
Ψ 2i
)
dx
+
∫ (
vn1
2
b21 +
1
2
b22 +
v−n1
2
b23
)
dx, (4.17)
K1 =
∫ (4μ(θ¯)
3
Ψ 21x +
3∑
i=2
μ(θ¯)
v¯
Ψ 2ix +
2λ(θ¯)
3p+v¯
W 2x +BxA4Bx
)
dx. (4.18)
Note that ∣∣∣∣∫ (B −B)xA4Bx dx∣∣∣∣ Cδ ∫ |Bx |2 dx +Cδ ∫ |B|2∣∣θnsx ∣∣2 dx
 Cδ(1 + t)−1E1 +CδK1 +Cδ
∫
|Φx |2 dx. (4.19)
Similarly, the terms in the last second line of (4.3), BA4xBx , BLA2RxBx and B[LtR +
LA2Rxx]B satisfy the same estimate. For BΛLxRB and BLA3, we need to use the explicit
presentation. By the choice of the characteristic matrix L and R, we have
ΛLxR = 12λ3x
(1 0 −1
0 0 0
1 0 −1
)
, (4.20)
LA3 =
⎛⎜⎜⎜⎜⎝
√
2
15
1
p+
(
N˜1 +Q4
)−√ 56 Q1λ3√
2
5
Q4
p+√
2
15
1
p+
(
N˜1 +Q4
)+√ 56 Q1λ3
⎞⎟⎟⎟⎟⎠ . (4.21)
Thus
BΛLxRB = 12λ3x
(
vn1b
2
1 + v−n1 b1b3 − vn1b1b3 − v−n1 b23
)
, (4.22)
BLA3 =
√
2 1
N˜1
(
vn1b1 + v−n1 b3
)+ q1vn1b1 + q2b2 + q3v−n1 b3, (4.23)15 p+
F. Huang, T. Yang / J. Differential Equations 229 (2006) 698–742 719where
q1 =
√
2
15
1
p+
Q4 −
√
5
6
Q1
λ3
, q2 =
√
2
5
Q4
p+
, q3 =
√
2
15
1
p+
Q4 +
√
5
6
Q1
λ3
. (4.24)
Combine (4.3), (4.16), (4.19), (4.22), (4.23) and use the Cauchy inequality, we have by choosing
n sufficiently large,
E1t + 12K1 +
∫ ∣∣θnsx ∣∣(b21 + b23)dx  Cδ(1 + t)−1(E1 + 1)+CδK1
+Cδ
∫
Φ2x dx + Inf , (4.25)
where
Inf =
∫
v¯Q1Ψ1 dx +
∫ 3∑
i=2
QiΨi dx +
∫ 2
3p+
WQ4 dx
+
∫ (
q1v
n
1b1 + q2b2 + q3v−n1 b3
)
dx. (4.26)
Here we have used the fact that
−Φ + 2
3p+
W =√5/6(b1 + b3), (4.27)
and ∫ ∣∣N˜1∣∣(|b1| + |b3|)dx  Cδ ∫ ∣∣θnsx ∣∣(b21 + b23)dx +Cδ(1 + t)−1, (4.28)
and for n large enough,
−1
2
vn−11 (nλ1v1x + 2v1λ1x)+
1
2
v−n−11 (nλ3v1x − 2v1λ3x)−BΛLxRB > 2θnsx
(
b21 + b23
)
.
(4.29)
Even though Q1 contains the term R1 with the decay rate 11+t , the terms in (4.26) involving Q1
have factor b1 or b3 because
Ψ1 =
√
3/10λ3(b3 − b1). (4.30)
Thus the terms v¯Q1Ψ1, q1vn1b1 and q3v
−n
1 b3 can be controlled by the intrinsic dissipation on b1
and b3 as shown later. The estimates on the other terms involving Qi , i = 2,3,4, are straight-
forward because from (2.25)–(2.28) and (3.10), (3.11), the lowest decay terms of Qi decay as
(1 + t)−3/2. For brevity, we only estimate ∫ v¯Q1Ψ1 dx and ∫ q2b2 dx as follows for illustration.
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∫
v¯Q1Ψ1 dx
From (4.30), we have ∫
v¯Q1Ψ1 dx =
√
3
10
∫
v¯Q1λ3(b3 − b1) dx. (4.31)
Here we only consider the integral
I1 =
∫
v¯Q1λ3b1 dx, (4.32)
and the other term in (4.31) can be estimated similarly. By the definition of Q1 in (3.9), we have
I1 =
∫
v¯λ3b1
[
4
3
(
μ(θ)
v
− μ(θ¯)
v¯
)
u1x + J1 + 23v¯ Y
]
dx
−
∫
v¯λ3b1R1 dx −
∫
v¯λ3b1
∫
ξ21 Θ1 dξ dx
=: I 11 + I 21 + I 31 . (4.33)
Since ∫
|b1Y |dx  C(δ + ε0)‖Ψx‖2 +Cδ(1 + t)−1E1
and ∫
|b1J1|dx  Cε0
(‖Φx‖2 +K1)+Cδ(1 + t)− 32 ,
from (3.7) and the Cauchy inequality, it is straightforward to show that∣∣I 11 ∣∣C(δ + ε0)(K1 + ‖Φx‖2)+Cδ(1 + t)−1E1 +Cδ(1 + t)− 32 +Cε0‖ψ1x‖2. (4.34)
On the other hand, from (2.25), we have
R1 = O(δ)(1 + t)−1e−
x2
4c(θ±)(1+t) , as |x| → ∞.
From (2.3), θnsx satisfies
∣∣θnsx ∣∣= O(δ)(1 + t)−1e− x24a(θ±)(1+t) , as |x| → ∞.
Thus, by (1.7) and the assumption on the weak contact wave, we have
λ(θ±) >
5
μ(θ±). (4.35)12
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∣∣I 21 ∣∣ Cδ ∫ ∣∣θnsx ∣∣b21 dx +Cδ(1 + t)−1. (4.36)
We now estimate the integral I 31 . Let M∗ be a global Maxwellian with the state (ρ∗, u∗, θ∗)
satisfying 1/2θ < θ∗ < θ and |ρ − ρ∗| + |u − u∗| + |θ − θ∗|  η0 so that Lemma 4.2 holds.
From (2.8),
I 31 = −
∫
v¯λ3b1
∫
ξ21 Θ
1
1 dξ dx −
∫
v¯λ3b1
∫
ξ21 Θ
2
1 dξ dx =: I 311 + I 321 . (4.37)
The estimation on I 311 is straightforward by using the intrinsic dissipation on b1 and (2.8) as
follows:
∣∣I 311 ∣∣= ∣∣∣∣ ∫ v¯λ3b1 ∫ ξ21 L−1M [1vP1(ξ1Gx)−Q(G,G)
]
dξ dx
∣∣∣∣
 C
∫
|b1|
(∣∣(u¯x, θ¯x)∣∣2 + ∣∣(u¯xx, θ¯xx)∣∣+ ∣∣(u¯x, θ¯x)∣∣∣∣(vx, ux, θx)∣∣)dx
 Cδ
∫ ∣∣θnsx ∣∣b21 dx +Cδ(1 + t)−1 +Cδ∥∥(φx,ψx, ζx)∥∥2. (4.38)
The estimation on I 321 is more complicated and it can be done by dividing it into five parts as
follows. From (2.8), we have
I 321 = −
∫
v¯λ3b1
∫
ξ21 L
−1
M (Gt) dξ dx +
∫
v¯λ3b1
∫
ξ21
u1
v
L−1M (Gx)dξ dx
−
∫
v¯λ3b1
1
v
∫
ξ21 L
−1
M
[
P1
(
ξ1G˜x
)]
dξ dx + 2
∫
v¯λ3b1
∫
ξ21 L
−1
M
[
Q(G˜,G)
]
dξ dx
+
∫
v¯λ3b1
∫
ξ21 L
−1
M
[
Q(G˜, G˜)
]
dξ dx =:
5∑
i=1
I 32i1 . (4.39)
For the integral I 3211 , we have
I 3211 = −
∫
v¯λ3b1
∫
ξ21 L
−1
M
(
G˜t
)
dξ dx −
∫
v¯λ3b1
∫
ξ21 L
−1
M (Gt) dξ dx
=: I 32111 + I 32121 . (4.40)
Note that the linearized operator L−1M satisfies, for any h ∈ N⊥,(
L−1M h
)
t
= L−1M (ht )− 2L−1M
{
Q
(
L−1M h,Mt
)}
,(
L−1M h
)
x
= L−1M (hx)− 2L−1M
{
Q
(
L−1M h,Mx
)}
. (4.41)
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I 32111 = −
∫
v¯λ3b1
∫
ξ21
(
L−1M G˜
)
t
dξ dx − 2
∫
v¯λ3b1
∫
ξ21 L
−1
M
{
Q
(
L−1M G˜,Mt
)}
dξ dx
= −
(∫
v¯λ3b1
∫
ξ21 L
−1
M G˜dξ dx
)
t
+
∫
(v¯λ3b1)t
∫
ξ21 L
−1
M G˜dξ dx
− 2
∫
v¯λ3b1
∫
ξ21 L
−1
M
{
Q
(
L−1M G˜,Mt
)}
dξ dx. (4.42)
The Hölder inequality and Lemma 4.3 yield
∣∣∣∣ ∫ ξ21 L−1M G˜dξ ∣∣∣∣2  C ∫ ξ41 ν(|ξ |)−1M∗ dξ ∫ ν(|ξ |)M∗ ∣∣L−1M G˜∣∣2 dξ C
∫
ν(|ξ |)
M∗
|G˜|2 dξ.
(4.43)
Moreover, from Lemmas 4.1–4.3, we have
∣∣∣∣ ∫ ξ21 L−1M {Q(L−1M G˜,Mt)}dξ ∣∣∣∣2
 C
∫
ν(|ξ |)
M∗
∣∣L−1M {Q(L−1M G˜,Mt)}∣∣2 dξ
 C
∫
ν(|ξ |)−1
M∗
∣∣Q(L−1M G˜,Mt)∣∣2 dξ C ∫ ν(|ξ |)M∗ ∣∣L−1M G˜∣∣2 dξ
∫
ν(|ξ |)
M∗
|Mt |2 dξ
 C
(
v2t + u2t + θ2t
)∫ ν(|ξ |)
M∗
|G˜|2 dξ. (4.44)
Combining (4.22)–(4.44) gives
I 32111 −
(∫
v¯λ3b1
∫
ξ21 L
−1
M G˜dξ dx
)
t
+Cδ(1 + t)− 32 +Cε1
∫
|b1t |2 dx
+Cε1
∫ ∫
ν(|ξ |)
M∗
|G˜|2 dξ dx +Cε0
∥∥(φt ,ψt , ζt )∥∥2, (4.45)
where ε1 is small positive constant chosen later. By the definition of G in (2.8), similar to the
estimate in (4.38), we have
∣∣I 32121 ∣∣= ∣∣∣∣ ∫ v¯λ3b1 ∫ ξ21 L−1M (Gt) dξ dx∣∣∣∣ C ∫ |b1|(∣∣(u¯xt , θ¯xt )∣∣+ ∣∣(u¯x, θ¯x)∣∣∣∣(vt , ut , θt )∣∣)dx
 Cδ(1 + t)−1E1 +Cδ(1 + t)− 32 +Cδ
∥∥(φt ,ψt , ζt )∥∥2. (4.46)
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I 3211 −
(∫
v¯λ3b1
∫
ξ21 L
−1
M G˜dξ dx
)
t
+Cδ(1 + t)−1E1 +Cε1
∫
|b1t |2 dx
+Cε1
∫ ∫
ν(|ξ |)
M∗
|G˜|2 dξ dx +Cδ(1 + t)− 32 +C(δ + ε0)
∥∥(φt ,ψt , ζt )∥∥2. (4.47)
The estimates for I 32i1 , i = 2,4,5, are relatively easy by using the Cauchy inequality and
Lemmas 4.1–4.3 which are given as follows. First, we have
∣∣I 3221 ∣∣ C ∫ ∫ ν(|ξ |)M∗ |Gx |2 dξ dx +C
∫
b21u
2
1 dx
 Cδ(1 + t)−1E1 +Cε0K1 +C
∫ ∫
ν(|ξ |)
M∗
|Gx |2 dξ dx. (4.48)
Since ∣∣∣∣ ∫ ξ21 L−1M {Q(G˜,G)}dξ ∣∣∣∣2
 C
∫
ν(|ξ |)
M∗
∣∣L−1M {Q(G˜,G)}∣∣2 dξ  C ∫ ν(|ξ |)−1M∗ ∣∣Q(G˜,G)∣∣2 dξ
 C
∫
ν(|ξ |)
M∗
∣∣L−1M G˜∣∣2 dξ ∫ ν(|ξ |)M∗ |G|2 dξ  C∣∣(u¯x, θ¯x)∣∣2
∫
ν(|ξ |)
M∗
|G˜|2 dξ, (4.49)
and ∣∣∣∣ ∫ ξ21 L−1M {Q(G˜, G˜)}dξ ∣∣∣∣ C( ∫ ν(|ξ |)M∗ ∣∣L−1M {Q(G˜, G˜)}∣∣2 dξ
)1/2
C
(∫
ν(|ξ |)−1
M∗
∣∣Q(G˜, G˜)∣∣2 dξ)1/2  C ∫ ν(|ξ |)
M∗
|G˜|2 dξ, (4.50)
it is straightforward to show that
∣∣I 3241 ∣∣+ ∣∣I 3251 ∣∣ C(δ + ε0)∫ ∫ ν(|ξ |)M∗ |G˜|2 dξ dx +Cδ(1 + t)−1E1. (4.51)
The estimate on I 3231 is similar to the one for I
321
1 . First,
P1(ξ1G˜x) =
{
P1(ξ1G˜)
}
x
+
4∑
j=0
〈
ξ1G˜,χj
〉
P1(χjx). (4.52)
From (4.41) and Lemmas 4.1–4.4, we have
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∫ (
v¯
v
λ3b1
)
x
∫
ξ21 L
−1
M
[
P1(ξ1G˜)
]
dξ dx
−
∫
v¯
v
λ3b1
∫
ξ21 L
−1
M
[ 4∑
j=0
〈
ξ1G˜,χj
〉
P1(χjx)
]
dξ dx
− 2
∫
v¯
v
λ3b1
∫
ξ21 L
−1
M
{
Q
(
L−1M
[
P1(ξ1G˜)
]
,Mx
)}
dξ dx
 Cε1
∫ ∫
ν(|ξ |)
M∗
|G˜|2 dξ dx +Cδ(1 + t)−1E1 +C(ε0 + ε1)
(
K1 + ‖Φx‖2
)
+Cε0
∥∥(φx,ψx, ζx)∥∥2, (4.53)
where we have used the fact that
∣∣〈ξ1G˜,χj 〉∣∣2  C ∫ ν(|ξ |)G˜2
M∗
dξ.
By (4.39), (4.47), (4.48), (4.51) and (4.53), we have
I 321 −
(∫
v¯λ3b1
∫
ξ21 L
−1
M G˜dξ dx
)
t
+Cδ(1 + t)−1E1 +Cε1
∫
|b1t |2 dx
+C(ε0 + ε1)
(
K1 + ‖Φx‖2
)+Cε1 ∫ ∫ ν(|ξ |)M∗ |G˜|2 dξ dx +C
∫ ∫
ν(|ξ |)
M∗
|Gx |2 dξ dx
+C(δ + ε0)
∑
|α|=1
∥∥∂α(φ,ψ, ζ )∥∥2 +Cδ(1 + t)− 32 , (4.54)
which implies by (4.37) and (4.38) that
I 31 −
(∫
v¯λ3b1
∫
ξ21 L
−1
M G˜dξ dx
)
t
+Cδ(1 + t)−1(E1 + 1)
+Cε1
∫
|b1t |2 dx +Cε1
∫ ∫
ν(|ξ |)
M∗
|G˜|2 dξ dx +Cδ
∫ ∣∣θnsx ∣∣b21 dx
+C
∫ ∫
ν(|ξ |)
M∗
|Gx |2 dξ dx +C(ε0 + ε1)
(
K1 + ‖Φx‖2
)
+C(δ + ε0)
∑
|α|=1
∥∥∂α(φ,ψ, ζ )∥∥2. (4.55)
And finally, (4.33), (4.34), (4.36) and (4.55) yield the estimate on I1,
I1 −
(∫
v¯λ3b1
∫
ξ21 L
−1
M G˜dξ dx
)
t
+Cδ(1 + t)−1(E1 + 1)
+C(δ + ε0 + ε1)
(
K1 + ‖Φx‖2
)+Cε1 ∫ |b1t |2 dx +Cε1 ∫ ∫ ν(|ξ |) |G˜|2 dξ dxM∗
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∫ ∣∣θnsx ∣∣b21 dx +C ∫ ∫ ν(|ξ |)M∗ |Gx |2 dξ dx +C(δ + ε0) ∑|α|=1
∥∥∂α(φ,ψ, ζ )∥∥2. (4.56)
And this completes the discussion on the term
∫
v¯Q1Ψ1 dx.
Estimation on
∫
q2b2 dx
Notice that the profile has no intrinsic dissipation on b2. Fortunately, q2 = √2/5Q4/p+ and
the lowest decay terms of Q4 decay as (1 + t)−3/2. Thus the estimation on
∫
q2b2 dx can be
directly obtained even though there is no intrinsic dissipation on b2. For example,∣∣∣∣ ∫ u¯1R1b2 dx∣∣∣∣ Cδ(1 + t)−1E1 +Cδ(1 + t)− 32 ,∣∣∣∣ ∫ ∫ u¯1b2ξ21 Θ1 dξ dx∣∣∣∣ Cδ(1 + t)−1E1 +Cδ(1 + t)− 32 +C(δ + ε0)∫ ∫ ν(|ξ |)G˜2M∗ dξ dx
+C
∫ ∫
ν(|ξ |)
M∗
(
G2t +G2x
)
dξ dx. (4.57)
And the term
∫∫
ξ1|ξ |2Θ21b2 dξ dx can be done by the same estimate for I 321 , in which the in-
trinsic dissipation on b1 is not used. Notice also that all the other terms in q2 are of higher order
terms. Therefore, we have
I2 =
∫
q2b2 dξ dx

(∫ ∫
Aˆ(ξ,B)L−1M G˜dξ dx
)
t
+Cδ(1 + t)−1E1 +Cδ(1 + t)− 32
+C(δ + ε0 + ε1)
(
K1 + ‖Φx‖2
)+Cε1 ∫ |b2t |2 dx +Cε1 ∫ ∫ ν(|ξ |)M∗ |G˜|2 dξ dx
+C
∫ ∫
ν(|ξ |)
M∗
(|Gx |2 + |Gt |2)dξ dx +C(δ + ε0) ∑
|α|=1
∥∥∂α(φ,ψ, ζ )∥∥2, (4.58)
where Aˆ is a linear function of b2 and a polynomial of ξ . Using (4.25), (4.56) and (4.58), we
get
E1t +
(∫ ∫
Aˆ1(ξ,B)L
−1
M G˜dξ dx
)
t
+ 1
4
K1 +
∫ ∣∣θnsx ∣∣(b21 + b23)dx
 C1δ(1 + t)−1(E1 + 1)+C1(δ + ε0 + ε1)
(∥∥(Φt ,Ψt ,Wt )∥∥2 + ‖Φx‖2)
+Cε1
∫ ∫
ν(|ξ |)
M∗
|G˜|2 dξ dx +C1
∫ ∫
ν(|ξ |)
M∗
(|Gx |2 + |Gt |2)dξ dx
+C1(δ + ε0)
∑∥∥∂α(φ,ψ, ζ )∥∥2, (4.59)
|α|=1
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of ξ .
Note that K1 does not contain the norm ‖Φx‖. To complete the lower order inequality, we
have to estimate Φx . From (3.6)2, we have
4μ(θ¯)
3v¯
Φxt −Ψ1t + p+
v¯
Φx = 23v¯Wx −
8μ(θ¯)
15p+v¯
N˜1x −Q1. (4.60)
Multiplying (4.60) by Φx yields(
2μ(θ¯)
3v¯
Φ2x
)
t
−
(
2μ(θ¯)
3v¯
)
t
Φ2x −ΦxΨ1t +
p+
v¯
Φ2x =
(
2
3v¯
Wx − 8μ(θ¯)15p+v¯ N˜1x −Q1
)
Φx. (4.61)
Since
ΦxΨ1t = (ΦxΨ1)t − (ΦtΨ1)x +Ψ 21x −
2
5p+
N˜1Ψ1x, (4.62)
we obtain (∫ 2μ(θ¯)
3v¯
Φ2x −ΦxΨ1 dx
)
t
+
∫
p+
2v¯
Φ2x dx
 C
∫ (
Ψ 21x +W 2x
)
dx +Cδ(1 + t)− 32 +
∫
Q21 dx. (4.63)
The Q1 formula (3.9) and the Cauchy inequality directly yield∫
Q21 dx Cε0
(
K1 + ‖Φx‖2
)+Cδ(1 + t)− 32 +Cε0 ∑
|α|=1
∥∥∂α(φ,ψ, ζ )∥∥2
+C
∫ ∣∣∣∣ ∫ ξ21 Θ1 dξ ∣∣∣∣2 dξ dx. (4.64)
And using Lemmas 4.1–4.3 implies
∫ ∣∣∣∣∫ ξ21 Θ1 dξ ∣∣∣∣2 dξ dx
C
∫ ∫
ν(|ξ |)
M∗
(|Gx |2 + |Gt |2)dξ dx +C ∫ |θ¯x |4 dx +C(δ + ε0)∫ ∫ ν(|ξ |)|G˜|2
M∗
dξ dx
C(δ + ε0)
∫ ∫
ν(|ξ |)|G˜|2
M∗
dξ dx +C
∫ ∫
ν(|ξ |)
M∗
(|Gx |2 + |Gt |2)dξ dx +Cδ(1 + t)− 32 .
(4.65)
Plugging (4.64) and (4.65) into (4.63) yields
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3v¯
Φ2x −ΦxΨ1 dx
)
t
+
∫
p+
4v¯
Φ2x dx
 C2K1 +C2δ(1 + t)− 32 +C2
∫ ∫
ν(|ξ |)
M∗
(|Gx |2 + |Gt |2)dξ dx
+C2(δ + ε0)
∫ ∫
ν(|ξ |)|G˜|2
M∗
+C2(δ + ε0)
∑
|α|=1
∥∥∂α(φ,ψ, ζ )∥∥2. (4.66)
The microscopic component G˜ can be estimated through Eq. (2.7). Multiplying (2.7) by
G˜/M∗, we get
(
G˜2
2M∗
)
t
− G˜
M∗
LMG˜ =
{
− 1
Rvθ
P1
[
ξ1
( |ξ − u|2
2θ
(θ − θ¯ )x + ξ · (u− u¯)x
)
M
]
+ u1
v
Gx − 1
v
P1(ξ1Gx)+Q(G,G)−Gt
}
· G˜
M∗
. (4.67)
Integrating (4.67) with respect to ξ and x and using the Cauchy inequality and Lemmas 4.1–4.4,
we have
(∫ ∫
G˜2
2M∗
dξ dx
)
t
+ σ¯
2
∫ ∫
ν(|ξ |)G˜2
M∗
dξ dx
C3δ(1 + t)− 32 +C3
(‖ψx‖2 + ‖ζx‖2)+C3 ∫ ∫ ν(|ξ |)G2x
M∗
dξ dx. (4.68)
On the other hand, since (Φ,Ψ,W)t can be represented by (Φ,Ψ,W)x and (Φ,Ψ,W)xx from
Eq. (3.6), we can get an estimate for (Φt ,Ψt ,Wt ) as follows:∫ ∣∣(Φ,Ψ,W)t ∣∣2 dx
C4K1 +C4
∫
|Φx |2 dx +C4
∑
|α|=1
∥∥∂α(φ,ψ, ζ )∥∥2 +C4δ(1 + t)− 32
+C4
∫ ∫
ν(|ξ |)|G˜|2
M∗
dξ dx +C4
∫ ∫
ν(|ξ |)
M∗
(|Gx |2 + |Gt |2)dξ dx. (4.69)
We now complete the lower order estimate. Since Aˆ1 is a linear function of the vector B and
a polynomial of ξ , we get
∣∣∣∣ ∫ ∫ Aˆ1(ξ,B)L−1M G˜dξ dx∣∣∣∣ 14E1 +C
∫ ∫
G˜2
M∗
dξ dx. (4.70)
We choose large constants C1 > 1, C2 > 1, C3 > 1 and small constant ε1 so that
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∫ ∫
Aˆ1L
−1
M G˜dξ dx +C2
∫ 2μ(θ¯)
3v¯
Φ2x −ΦxΨ1 dx +C3
∫ ∫
G˜2
2M∗
dξ dx
 1
2
C1E1 +C2
∫
μ(θ¯)
3v¯
Φ2x dx +
C3
4
∫ ∫
G˜2
M∗
dξ dx, (4.71)(
C1
4
−C2C2 −C1C1ε1C4
)
K1 +
∫ (
C2
p+
4v¯
−C1C1ε1(1 +C4)
)
Φ2x dx
>
C1
8
K1 +C2
∫
p+
8v¯
Φ2x dx (4.72)
and
σ¯
2
C3 −C1C1ε1C4 −Cε1C1 >
σ¯
4
C3. (4.73)
Hence, by multiplying (4.59) by C1, (4.66) by C2, (4.68) by C3, (4.69) by C1(δ + ε0 + ε1)C1
and adding all these inequalities together, we have
E2t +K2 +
∫ ∣∣θnsx ∣∣(b21 + b23)dx
C5δ(1 + t)−1(E2 + 1)+C5
∫ ∫
ν(|ξ |)
M∗
(|Gx |2 + |Gt |2)dξ dx
+C5
∑
|α|=1
∥∥∂α(φ,ψ, ζ )∥∥2, (4.74)
where
E2 = C1E1 +C1
∫ ∫
Aˆ1L
−1
M G˜dξ dx +C2
∫ 2μ(θ¯)
3v¯
Φ2x −ΦxΨ1 dx
+C3
∫ ∫
G˜2
2M∗
dξ dx, (4.75)
K2 = C18 K1 +C2
∫
p+
8v¯
Φ2x dx +
∥∥(Φ,Ψ,W)t∥∥2 + σ¯4 C3
∫ ∫
G˜2
M∗
dξ dx. (4.76)
5. Derivative estimate
To obtain the estimate for the first order derivative of (Φx,Ψx,Wx). We shall use the convex
entropy based on the macroscopic version of the Boltzmann equations. From (1.10) and (2.24),
we have ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
φt −ψ1x = − 25p+ N˜1x,
ψ1t + (p − p¯)x = 43
(
μ(θ)
v
u1x − μ(θ¯)v¯ u¯1x
)
x
+Q5,
ψit =
(
μ(θ)
v
uix − μ(θ¯)v¯ u¯ix
)
x
+Qi+4, i = 2,3,
ζ + pu − p¯u¯ = (λ(θ) θ − λ(θ¯) θ¯ ) + 2 N˜ +Q ,
(5.1)t 1x 1x v x v¯ x x 5 1x 8
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Q5 = −
∫
ξ21 Θ1x dξ −R1x, (5.2)
Qi+4 = −
∫
ξ1ξiΘ1x dξ −Nix −Rix, i = 2,3, (5.3)
Q8 = 43
μ(θ)
v
u21x +
3∑
i=2
μ(θ)
v
u2ix +
3∑
i=1
ui
∫
ξ1ξiΘ1x dξ − 12
∫
ξ1|ξ |2Θ1x dξ
−N1x −H 1x −R4x + 12
(|u¯|2)
t
+ p¯x u¯1. (5.4)
Multiplying (5.1)2 by ψ1, (5.1)3 by ψi , we have(
1
2
3∑
i=1
ψ2i
)
t
− (p − p¯)ψ1x + 43
(
μ(θ)
v
u1x − μ(θ¯)
v¯
u¯1x
)
ψ1x +
(
μ(θ)
v
uix − μ(θ¯)
v¯
u¯ix
)
ψix
=
3∑
i=1
Qi+4ψi + (· · ·)x. (5.5)
Since p − p¯ = Rθ¯( 1
v
− 1
v¯
)+ Rζ
v
, we get(
1
2
3∑
i=1
ψ2i
)
t
−Rθ¯
(
1
v
− 1
v¯
)
φt − R
v
ζψ1x + 43
μ(θ)
v
ψ21x
+
3∑
i=2
μ(θ)
v
ψ2ix +
4
3
(
μ(θ)
v
− μ(θ¯)
v¯
)
u¯1xψ1x +
3∑
i=2
(
μ(θ)
v
− μ(θ¯)
v¯
)
u¯ixψix
=
3∑
i=1
Qi+4ψi + 2R5p+ θ¯
(
1
v
− 1
v¯
)
N˜1x + (· · ·)x. (5.6)
Let
Φ̂(s) = s − 1 − ln s. (5.7)
It is easy to check that Φ̂ ′(1) = 0 and Φ̂(s) is strictly convex around s = 1. Moreover,{
Rθ¯Φ̂
(
v
v¯
)}
t
= Rθ¯t Φ̂
(
v
v¯
)
+Rθ¯
(
−1
v
+ 1
v¯
)
φt +Rθ¯
(
− v
v¯2
+ 1
v¯
)
v¯t +Rθ¯
(
−1
v
+ 1
v¯
)
v¯t
= Rθ¯
(
−1
v
+ 1
v¯
)
φt − p¯Ψ̂
(
v
v¯
)
v¯t + v¯p¯t Φ̂
(
v
v¯
)
, (5.8)
where
Ψ̂ (s) = s−1 − 1 + ln s. (5.9)
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(
1
2
3∑
i=1
ψ2i +Rθ¯Φ̂
(
v
v¯
))
t
+ p¯Ψ̂
(
v
v¯
)
v¯t − R
v
ζψ1x + 43
μ(θ)
v
ψ21x
+
3∑
i=2
μ(θ)
v
ψ2ix +
4
3
(
μ(θ)
v
− μ(θ¯)
v¯
)
u¯1xψ1x +
3∑
i=2
(
μ(θ)
v
− μ(θ¯)
v¯
)
u¯ixψix
=
3∑
i=1
Qi+4ψi + 2R5p+ θ¯
(
1
v
− 1
v¯
)
N˜1x + v¯p¯t Φ̂
(
v
v¯
)
+ (· · ·)x. (5.10)
On the other hand, we calculate[
θ¯ Φ̂
(
θ
θ¯
)]
t
=
(
1 − θ¯
θ
)
ζt − Ψ̂
(
θ
θ¯
)
θ¯t (5.11)
and(
1 − θ¯
θ
)
ζt
=
(
1 − θ¯
θ
){
−pu1x + p¯u¯1x +
(
λ(θ)θx
v
− λ(θ¯)θ¯x
v¯
)
x
+ 2
5
N˜1x +Q8
}
= −R
v
ζψ1x + ζ
θ
(p¯ − p)u¯1x −
(
ζ
θ
)
x
(
λ(θ)θx
v
− λ(θ¯)θ¯x
v¯
)
+ 2
5
ζ
θ
N˜1x + ζ
θ
Q8 + (· · ·)x
= −R
v
ζψ1x + ζ
θ
(p¯ − p)u¯1x − λ(θ)
vθ
ζ 2x −
ζx
θ
(
λ(θ)
v
− λ(θ¯)
v¯
)
θ¯x
+ ζθx
θ2
(
λ(θ)θx
v
− λ(θ¯)θ¯x
v¯
)
+ 2
5
ζ
θ
N˜1x + ζ
θ
Q8 + (· · ·)x. (5.12)
Substituting (5.11) and (5.12) into (5.10) gives
(
1
2
3∑
i=1
ψ2i +Rθ¯Φ̂
(
v
v¯
)
+ θ¯ Φ̂
(
θ
θ¯
))
t
+ 4
3
μ(θ)
v
ψ21x +
3∑
i=2
μ(θ)
v
ψ2ix +
λ(θ)
vθ
ζ 2x
= −p¯Ψ̂
(
v
v¯
)
v¯t + v¯p¯t Φ̂
(
v
v¯
)
− 4
3
(
μ(θ)
v
− μ(θ¯)
v¯
)
u¯1xψ1x −
3∑
i=2
(
μ(θ)
v
− μ(θ¯)
v¯
)
u¯ixψix
+
3∑
i=1
Qi+4ψi + 2R5p+ θ¯
(
1
v
− 1
v¯
)
N˜1x + ζ
θ
(p¯ − p)u¯1x − ζx
θ
(
λ(θ)
v
− λ(θ¯)
v¯
)
θ¯x
+ ζθx2
(
λ(θ)θx − λ(θ¯)θ¯x
)
+ 2 ζ N˜1x + ζ Q8 − Ψ̂
(
θ
¯
)
θ¯t + (· · ·)x. (5.13)θ v v¯ 5 θ θ θ
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E3 =
∫ 1
2
3∑
i=1
ψ2i +Rθ¯Φ̂
(
v
v¯
)
+ θ¯ Φ̂
(
θ
θ¯
)
dx (5.14)
and
K3 =
∫ 4
3
μ(θ)
v
ψ21x +
3∑
i=2
μ(θ)
v
ψ2ix +
λ(θ)
vθ
ζ 2x dx. (5.15)
Note that Φ̂(s) is strictly convex around s = 1 so that there exist positive constants c1 and c2,
c1φ
2  Φ̂
(
v
v¯
)
 c2φ2, c1ζ 2  Φ̂
(
θ
θ¯
)
 c2ζ 2. (5.16)
Ψ̂ (s) is also convex around s = 1 and this leads to∫ ∣∣∣∣Ψ̂(vv¯
)
v¯t
∣∣∣∣dx + ∫ ∣∣∣∣Ψ̂(θθ¯
)
θ¯t
∣∣∣∣dx  Cδ(1 + t)−1K2 +Cδ(1 + t)− 52 , (5.17)
where we have used (φ,ψ) = (Φx,Ψx), and ζ = Wx − Y . On the other hand, we have∫ (
|ξ | +
∣∣∣∣(1v − 1v¯
)∣∣∣∣)|N˜x |dx  Cδ(1 + t)−1K2 +Cδ(1 + t)− 32 .
Integrating (5.13) with respect to x and using the Cauchy inequality, we get
E3t + 12K3  Cδ(1 + t)
−1K2 +Cδ(1 + t)− 32 +
∫ 3∑
i=1
Qi+4ψi dx +
∫
ζ
θ
Q8 dx. (5.18)
Since ∫
|Rixψi |dx Cδ(1 + t)− 32 +Cδ(1 + t)−1K2, i = 1,2,3, (5.19)
from (5.2) and (5.3), we only need to consider the slowest decay terms ∫∫ ξ1ξiΘ1x dξψi dx,
i = 1,2,3, in order to estimate ∫ Qi+4ψi dx. From (2.8) and (4.65), we have∣∣∣∣ ∫ ∫ ξ1ξiΘ1x dξψi dx∣∣∣∣= ∣∣∣∣ ∫ ∫ ξ1ξiΘ1 dξψix dx∣∣∣∣
 1
8
K3 +Cδ(1 + t)− 32 +C
∑
|α|=1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx
+C(δ + ε0)
∫ ∫
ν(|ξ |)G˜2
dξ dx. (5.20)
M∗
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∫
ζ
θ
Q8 dx can be estimated similarly, we have
E3t + 14K3  C6(1 + t)
−1K2 +C6δ(1 + t)− 32 +C6
∑
|α|=1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx
+C6(δ + ε0)
∫ ∫
ν(|ξ |)G˜2
M∗
dξ dx. (5.21)
Note that the norm ‖φx‖ in not included in K3 (see (5.15)). To complete the first derivative
estimate, we follow the same way to estimate Φx in the previous section. We rewrite Eq. (5.1)2
as
4
3
μ(θ¯)
v¯
φxt −ψ1t − (p − p¯)x
= −4
3
(
μ(θ¯)
v¯
)
x
ψ1x − 815p+
μ(θ¯)
v¯
N˜1xx − 43
[(
μ(θ)
v
− μ(θ¯)
v¯
)
u1x
]
x
−Q5, (5.22)
by using the equation of conservation of the mass (5.1). Multiplying (5.22) by φx , we get
2
3
(
μ(θ¯)
v¯
φ2x
)
t
− 2
3
(
μ(θ¯)
v¯
)
t
φ2x −ψ1tφx − (p − p¯)xφx
=
{
−4
3
(
μ(θ¯)
v¯
)
x
ψ1x − 815p+
μ(θ¯)
v¯
N˜1xx − 43
[(
μ(θ)
v
− μ(θ¯)
v¯
)
u1x
]
x
−Q5
}
φx. (5.23)
Since
−(p − p¯)x = p¯
v¯
φx − R
v¯
ζx +
(
p
v
− p¯
v¯
)
vx −
(
R
v
− R
v¯
)
θx (5.24)
and
φxψ1t = (φxψ1)t − (φtψ1)x +ψ21x −
2
5p+
N˜1xψ1x, (5.25)
integrating (5.23) with respect to x and using the Cauchy inequality yield(∫ 2μ(θ¯)
3v¯
φ2x − φxψ1 dx
)
t
+
∫
p¯
2v¯
φ2x dx
C7K3 +C7δ(1 + t)−1K2 +C7δ(1 + t)− 52 +C7ε0
∫
ψ21xx dx
+C7ε0
∑
0|α|1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG˜∣∣2 dξ dx +C7 ∑
|α|=2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx. (5.26)
Here we have used ∫ ∣∣∣∣(p − p¯)vxφx∣∣∣∣dx  Cε0‖φx‖2 +Cδ(1 + t)−1K2v v¯
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Q25 dx  Cδ(1 + t)−
5
2 +C(δ + ε0)
∑
0|α|1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG˜∣∣2 dξ dx
+C
∑
|α|=2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx, (5.27)
due to (4.41) and Lemmas 4.1–4.4. To estimate (φ,ψ, ζ )t , we use the original equation (1.9).
For example, multiplying (1.9)2 by ψ1t , we have
ψ21t + u¯1tψ1t + (p − p¯)xψ1t + p¯xψ1t = −
∫
ξ21 Gx dξψ1t . (5.28)
Integrating (5.28) with respect to x and using (5.24) give∫
ψ21t dx  C7
(
K3 + ‖φx‖2
)+C7δ(1 + t)−1K2 +C7δ(1 + t)− 52
+C7
∑
|α|=1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx. (5.29)
Similar estimates hold φt , ψ2t , ψ3t and ζt . Thus we choose large constants C4 and C5 so that
C4E3 +C5
∫ 2μ(θ¯)
3v¯
φ2x − φxψ1 dx 
C4
2
E3 +C5
∫
μ(θ¯)
3v¯
φ2x dx (5.30)
and
1
4
C¯4 − (C5 + 5)C7  18 C¯4, C5
∫
p¯
2v¯
φ2x dx − 5C7‖φx‖2 
C5
4
∫
p¯
v¯
φ2x dx. (5.31)
Let
E4 = C4E3 +C5
∫ 2μ(θ¯)
3v¯
φ2x − φxψ1 dx +
∫ ∫ |G˜|2
2M∗
dξ dx, (5.32)
K4 = 18C4K3 +
C5
4
∫
p¯
v¯
φ2x dx +
∫ (
φ2t + |ψt |2 + ζ 2t
)
dx + σ¯
4
∫ ∫
ν(|ξ |)
M∗
|G˜|2 dx. (5.33)
Then we have estimate on the (φ,ψ, ζ ), from (4.68), (5.21), (5.26) and (5.29)–(5.31),
E4t +K4  C8δ(1 + t)− 32 +C8δ(1 + t)−1K2 +C8ε0
∫
ψ21xx dx
+C8
∑ ∫ ∫ ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx. (5.34)1|α|2
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φxt −ψ1xx = − 25p+ N˜1xx,
ψ1xt − pv φxx + Rv ζxx = 43
(
μ(θ)
v
ψ1xx
)
x
+Q9,
ψixt =
(
μ(θ)
v
ψixx
)
x
+Qi+8, i = 2,3,
ζxt + pψ1xx =
(
λ(θ)
v
ζxx
)
x
+Q12,
(5.35)
where
Q9 = p − p¯
v
v¯xx + φ
v
p¯xx + 2vx
v
(p − p¯)x + 2p¯x
v
φx
+ 4
3
((
μ(θ)
v
)
x
ψ1x
)
x
+ 4
3
[(
μ(θ)
v
− μ(θ¯)
v¯
)
u¯1x
]
xx
+Q5x, (5.36)
Qi+8 =
((
μ(θ)
v
)
x
ψix
)
x
+
[(
μ(θ)
v
− μ(θ¯)
v¯
)
u¯ix
]
xx
+ (Qi+4)x, (5.37)
Q12 = −pxu1x − pu¯1xx + (p¯u¯1x)x + 25 N˜1xx +Q8x
+
((
λ(θ)
v
)
x
ζx
)
x
+
[(
λ(θ)
v
− λ(θ¯)
v¯
)
ζ¯x
]
xx
. (5.38)
Then multiplying (5.35)1 by pφx , (5.35)2 by vψ1x , (5.35)3 by ψix , (5.35)4 by Rp ζx , we have(
p
2
φ2x +
v
2
ψ21x +
3∑
i=2
ψ2ix +
R
2p
ζ 2x
)
t
− pt
2
φ2x −
vt
2
ψ21x −
(
R
2p
)
t
ζ 2x + pxψ1xφx
+ 4μ(θ)
3
ψ21xx +
3∑
i=2
μ(θ)
v
ψ2ixx +
Rλ(θ)
vp
ζ 2xx
= − 2p
5p+
N˜1xxφx − 4μ(θ)3v ψ1xxvxψ1x −
λ(θ)
v
ζxx
(
R
p
)
x
ζx + vQ9ψ1x
+
3∑
i=2
Qi+8ψix + R
p
Q12ζx + (· · ·)x. (5.39)
Let
E5 =
∫
p
2
φ2x +
v
2
ψ21x +
3∑
i=2
ψ2ix +
R
2p
ζ 2x dx, (5.40)
K5 =
∫ 4μ(θ)
3
ψ21xx +
3∑ μ(θ)
v
ψ2ixx +
Rλ(θ)
vp
ζ 2xx dx. (5.41)i=2
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E5t + 12K5 C(δ + ε0)K4 +Cδ(1 + t)
−7/2 +
∫ (
vQ9ψ1x +
3∑
i=2
Qi+8ψix + R
p
Q12ζx
)
dx.
(5.42)
The estimate for
∫
vQ9ψ1x dx,
∫
Qi+8ψix dx,
∫
R
p
Q12ζx dx is easy. Here we only consider the
integral
∫
vQ9ψ1x dx. The other integrals can be estimated similarly. By (5.24) and (5.36), we
have ∫ ∣∣∣∣2vxv (p − p¯)xψ1x
∣∣∣∣dx  C(δ + ε0)K4 +Cδ(1 + t)−2K2
and∣∣∣∣ ∫ vQ5xψ1x dx∣∣∣∣ ∣∣∣∣ ∫ vxQ5ψ1x dx∣∣∣∣+ ∣∣∣∣ ∫ vQ5ψ1xx dx∣∣∣∣ C(δ + ε0)K4 + 116K5 +
∫
Q25 dx,
which give
∣∣∣∣ ∫ vQ9ψ1x dx∣∣∣∣ 18K5 +Cδ(1 + t)− 52 +C(δ + ε0)K4
+Cδ(1 + t)−2K2 +C
∫
Q25 dx. (5.43)
From (5.27), (5.42) and (5.43), we get
E5t + 14K5  C9(δ + ε0)K4 +C9δ(1 + t)
− 52 +C9
∑
|α|=2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx
+C9(δ + ε0)
∑
|α|=1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx +C9δ(1 + t)−2K2. (5.44)
To get the estimation for φxx , we use the first momentum equation of (1.9). Applying ∂x
on (1.9)2, we have
ψ1xt + u¯1xt + (p − p¯)xx + p¯xx = −
∫
ξ21 Gxx dξ. (5.45)
Note that
(p − p¯)xx = −p
v
φxx + R
v
ζxx − 1
v
(p − p¯)v¯xx − φ
v
p¯xx − 2vx
v
(p − p¯)x − 2p¯x
v
φx.
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−(ψ1xφxx)t +
∫
p
2v
φ2xx dx C10K5 +C10δ(1 + t)−
7
2 +C10(δ + ε0)K4 +C10δ(1 + t)−2K2
+C10
∑
|α|=2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx. (5.46)
To estimate (φ,ψ, ζ )xt and (φ,ψ, ζ )tt , we use the original fluid-type equation (1.9). Here we
only consider the case
∫
ψ21xt dx since the other terms can be estimated similarly. From (1.9)2
and (5.45), we have
ψ1xt = −(p − p¯)xx − p¯xx −
∫
ξ21 Gxx dξ − u¯1xt . (5.47)
Similarly, using the Cauchy inequality implies that
∫
ψ21xt dx  C11δ(1 + t)−
3
2 +C11K5 +C11ε0K4 +C11δ(1 + t)−2K2
+C11
∑
|α|=2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx. (5.48)
Let C6 be a large constant, then we have
C6
(
E5 −
∫
ψ1xφxx dx
)
t
+
∑
|α|=2
∫ ∣∣∂α(φ,ψ, ζ )∣∣2 dx
 C12δ(1 + t)− 52 +C12(δ + ε0)K4 +C12(δ + ε0)
∑
|α|=1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx
+C12
∑
|α|=2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx +C12δ(1 + t)−2K2. (5.49)
To close our argument, we need to estimate the nonfluid component G. That is, we need the
estimates for ∂αG, 1 |α| 2. Applying ∂x on (1.11), we have
Gxt −
(
u1
v
Gx
)
x
+
{
1
v
P1(ξ1Mx)
}
x
+
{
1
v
P1(ξ1Gx)
}
x
= LMGx + 2Q(Mx,G)+ 2Q(Gx,G). (5.50)
Since
P1(ξ1Mx) = 1 P1
[
ξ1
( |ξ − u|2
θx + ξ · ux
)
M
]
,Rvθ 2θ
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}
x
∣∣∣∣ C(v2x + u2x + θ2x + |θxx | + |uxx |)∣∣B̂(ξ)∣∣M,
where B̂(ξ) is a polynomial of ξ . This yields that∫ ∫ ∣∣∣∣{1vP1(ξ1Mx)
}
x
Gx
M∗
∣∣∣∣dξ dx
 σ¯
8
∫ ∫
ν(|ξ |)
M∗
G2x dξ dx +CK5 +C(δ + ε0)K4 +Cδ(1 + t)−
3
2 .
Also, we have∣∣∣∣ ∫ ∫ Q(Mx,G)GxM∗ dξ dx
∣∣∣∣
 σ¯
8
∫ ∫
ν(|ξ |)
M∗
G2x dξ dx +C
∫ (∫
ν(|ξ |)
M∗
M2x dξ
∫ ∫
ν(|ξ |)
M∗
G2 dξ
)
dx
 σ¯
8
∫ ∫
ν(|ξ |)
M∗
G2x dξ dx +C(δ + ε0)K4 +Cδ(1 + t)−
3
2 .
Thus, multiplying (5.50) by Gx
M∗ and using the Cauchy inequality and Lemmas 4.1–4.4, we get(∫ ∫
G2x
2M∗
dξ dx
)
t
+ σ¯
2
∫ ∫
ν(|ξ |)
M∗
G2x dξ dx
 Cδ(1 + t)− 32 +C(δ + ε0)K4 +C
∫ ∫
ν(|ξ |)
M∗
G2xx dξ dx +CK5. (5.51)
Similarly, we have(∫ ∫
G2t
2M∗
dξ dx
)
t
+ σ¯
2
∫ ∫
ν(|ξ |)
M∗
G2t dξ dx
 Cδ(1 + t)− 32 +C(δ + ε0)K4 +C(δ + ε0)
∫ ∫
ν(|ξ |)
M∗
G2x dξ dx
+C
∫ ∫
ν(|ξ |)
M∗
G2xt dξ dx +C
∫
ψ2xt + ζ 2xt dx. (5.52)
Finally, we need the highest order estimate in our discussion to control
∫
ψ1xφxx dx and∫∫
ν(|ξ |)
M∗ |∂αG|2 dξ dx, |α| = 2 in (5.49). To estimate
∫
ψ1xφxx dx, it is sufficient to study the a
priori estimate for
∫∫
ν(|ξ |)
M∗ |∂αf |2 dξ dx (|α| = 2) due to (3.16), (3.17). To this end, apply ∂α(|α| = 2) to (1.8), we have
(
∂αf
)
t
− ∂α
(
u1 − ξ1
fx
)
= ∂αQ(f,f ) = ∂α[LMG+Q(G,G)]. (5.53)v
738 F. Huang, T. Yang / J. Differential Equations 229 (2006) 698–742Multiply (5.53) by ∂αf
M∗ = ∂
αM
M∗ + ∂
αG
M∗ , we obtain
( |∂αf |2
2M∗
)
t
+
∑
|β|=1
C(α,β)∂α−β
(
u1 − ξ1
v
)
∂βfx
∂αf
M∗
−LM∂αG · ∂
αG
M∗
= ∂α
(
u1 − ξ1
v
)
fx
∂αf
M∗
−
(
u1 − ξ1
2v
)
x
|∂αf |2
M∗
+LM∂αG · ∂
αM
M∗
+
( ∑
|β|=1
2Q
(
∂α−βM,∂αG
)+ 2Q(∂αM,G))∂αf
M∗
+ ∂αQ(G,G)∂
αf
M∗
+ (· · ·)x, (5.54)
where we have used
∂αLMG = LM∂αG+
∑
|β|=1
2Q
(
∂α−βM,∂βG
)+ 2Q(∂αM,G), |α| = 2.
Since Mx,Mt ∈ N , P1(∂αM) does not contain ∂α(v,u, θ). Thus, we have∣∣∣∣ ∫ ∫ LM∂αG · ∂αMM dξ dx
∣∣∣∣= ∣∣∣∣ ∫ ∫ LM∂αG · P1(∂αM)M dξ dx
∣∣∣∣
 C(δ + ε0)K4 +Cδ(1 + t)− 32 + σ¯8
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx (5.55)
and ∣∣∣∣ ∫ ∫ LM∂αG · ∂αM( 1M∗ − 1M
)
dξ dx
∣∣∣∣
 σ¯
8
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx +Cη0∥∥∂α(φ,ψ, ζ )∥∥2
+C(δ + ε0)K4 +Cδ(1 + t)− 32 , (5.56)
where the small constant η0 is defined in Lemma 4.2. Thus integrating (5.54) and using
f = M +G, Lemma 4.2 and Cauchy inequality give
( ∑
|α|=2
∫ ∫ |∂αf |2
2M∗
dξ dx
)
t
+ 1
2
σ¯
∑
|α|=2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx
Cδ(1 + t)− 32 +C(δ + ε0)
∑
|α|=1
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx +C(δ + ε0)K4
+C(η0 + δ + ε0)
∑
|α|=2
∥∥∂α(φ,ψ, ζ )∥∥2. (5.57)
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E6 = Ĉ1E4 + Ĉ2C6
(
E5 −
∫
ψ1xφxx dx
)
+ Ĉ3
∑
|α|=1
∫ ∫ 1
M∗
∣∣∂αG∣∣2 dξ dx
+ Ĉ4
∑
|α|=2
∫ ∫ 1
M∗
∣∣∂αf ∣∣2 dξ dx

∥∥(φ,ψ, ζ )∥∥2 + ∥∥(φx,ψx, ζx)∥∥2 −Cδ2(1 + t)− 32 + ∫ ∫ 1
M∗
|G˜|2 dξ dx
+
∑
|α|=1
∫ ∫ 1
M∗
∣∣∂αG∣∣2 dξ dx + ∑
|α|=2
∫ ∫ 1
M∗
∣∣∂αf ∣∣2 dξ dx. (5.58)
Let
K6 =
∫ ∫
ν(|ξ |)
M∗
|G˜|2 dξ dx +
∑
1|α|2
∫ ∫
ν(|ξ |)
M∗
∣∣∂αG∣∣2 dξ dx
+
∑
1|α|2
∣∣∂α(φ,ψ, ζ )∣∣2. (5.59)
Then using (5.34), (5.49), (5.51), (5.52) and (5.57), we obtain the final energy estimate
E6t +K6  Cδ(1 + t)− 32 +Cδ(1 + t)−1K2. (5.60)
We note that the derivative estimate (5.60) is independent of the lower order one (4.74) except
the term (1+ t)−1K2. This kind of derivative estimate is crucial for the stability and convergence
rate of the contact wave.
6. Stability and convergence rate
This section is devoted to the stability and convergence rate for the Boltzmann contact wave.
By combining (4.74) and (5.60) and choosing a large constant Ĉ5, we have
(E2 + Ĉ5E6)t +K2 + Ĉ5K6  C0
√
δ (1 + t)−1(E2 + Ĉ5E6 +
√
δ ), (6.1)
where we have used the smallness of δ. Let
E7 = E2 + Ĉ5E6, K7 = K2 + Ĉ5K6. (6.2)
Then the Granwall’s inequality yields
E7  C
(
E7(0)+
√
δ
)
(1 + t)C0
√
δ,
t∫
K7 dt  C
(
E7(0)+
√
δ
)
(1 + t)C0
√
δ. (6.3)0
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Notice that (6.4) gives no uniform estimate in the lower order estimate. However, the growth
rate of the L2 norm of (Φ,Ψ,W) is slow with the power C0
√
δ depending on the strength of the
contact wave. Hence, if the L2 norm of the derivative for the variable (Φ,Ψ,W) decreases with
a decay rate independent of the small parameter δ. Then the Sobolev inequality gives the L∞
norm decay of the perturbation. In fact, multiply (5.60) by (1 + t), we have[
(1 + t)E6
]
t
 Cδ(1 + t)− 12 +CδK2 +E6  Cδ(1 + t)− 12 +CK7, (6.5)
where we have used the fact that E6  CK7 + Cδ2(1 + t)− 32 . Integrating (6.5) with respect to t
and using (6.3) imply
E6  C
(
E7(0)+
√
δ
)
(1 + t)− 12 . (6.6)
Notice that in the a priori assumption (3.12), all norms are included in E6 except the norm
‖(Φ,Ψ,W)‖L∞ . To close the energy estimate, we have to show that the L∞ norm of (Φ,Ψ,W)
is uniformly bounded. Since we have already obtained the decay property (6.6) for the derivative
variable (Φx,Ψx,Wx), the L∞ estimate for (Φ,Ψ,W) is quite straightforward. In fact, since
(φ,ψ) = (Φ,Ψ )x and ζ = Wx − Y and the norm ‖(φ,ψ, ζ )‖2 is included in E6, we have∥∥(Φ,Ψ,W)∥∥2
L∞  C
∥∥(Φ,Ψ,W)∥∥∥∥(Φx,Ψx,Wx)∥∥ C(E7(0)+ √δ )(1 + t)− 14 +C02 √δ
 C
(
E7(0)+
√
δ
)
. (6.7)
The last step to prove our main Theorem 1.1 is to justify the first decay rate of (1.18). By (6.6),
we have∫ ∫ |f (x, t, ξ)−M[ρ¯,u¯,θ¯ ]|2
M∗
dξ dx 
∫ ∫ |M −M[ρ¯,u¯,θ¯]|2
M∗
dξ dx +
∫ ∫
G2
M∗
dξ dx
 C
∥∥(φ,ψ, ζ )∥∥2 +C ∫ ∫ G2
M∗
dξ dx
 C
(
E7(0)+
√
δ
)
(1 + t)− 12 (6.8)
and ∫ ∫ |fx(x, t, ξ)− (M[ρ¯,u¯,θ¯ ])x |2
M∗
dξ dx

∫ ∫ |Mx − (M[ρ¯,u¯,θ¯ ])x |2
M∗
dξ dx +
∫ ∫
G2x
M∗
dξ dx
 Cδ2(1 + t)−1∥∥(φ,ψ, ζ )∥∥2 +C∥∥(φx,ψx, ζx)∥∥2 +C ∫ ∫ G2 dξ dx
M∗
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(
E7(0)+
√
δ
)
(1 + t)− 12 . (6.9)
It is straightforward to imply (1.18) by (6.8) and (6.9) and the Sobolev inequality. Therefore the
main Theorem 1.1 is proved.
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