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Abstract 
This appendix supplements Jerez (2017) by formally describing the linear programming problems in 
Section 5.2.1, and by showing that these problems have optimal solutions and the same optimal value. 
This in turn implies that the optimal solutions to these problems can be characterized by means of the 
complementary slackness theorem of linear programming. 
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1 The primal and dual problems
We begin with some preliminary notation. Take a metric space Z which is locally compact and
separable. Let C(Z) denote the space of continuous real-valued functions on Z, endowed with the
topology of uniform convergence on compact sets. The topological dual of C(Z) is the space Mc(Z)
of signed regular Borel measures on Z with compact support (see Hewitt 1959). We let Mc(Z) be
endowed with the weak-star topology, so C(Z) is also the dual of Mc(Z). The dual pair of spaces
(C(Z),Mc(Z)) is endowed with the standard bilinear form:
〈f, γ〉 =
∫
z∈Z
f(z)dγ(z), f ∈ C(Z), γ ∈Mc(Z),
where the bracket notation highlights the inﬁnite dimensional nature of the spaces in the pairing.
In the special case where Z is compact, the topological dual of C(Z) is the spaceM(Z) of signed
regular Borel measures on Z.1 (If Z is ﬁnite, both C(Z) andM(Z) are isomorphic to the Euclidean
space). We write C+(Z), Mc+(Z) and M+(Z) for the positive cones of the three spaces.
For any integer n, the product spaces
∏
j=1,...,nC(Zj) and
∏
j=1,...,nMc(Zj) are endowed with
the corresponding product topologies, and are also paired in duality with bilinear form:
n∑
j=1
〈fj , γj〉, (f1, f2, . . . , fn) ∈
∏
j=1,...,n
C(Zj), (γ1, γ2, . . . , γn) ∈
∏
j=1,...,n
Mc(Zj).
The primal LP problem in Section 5.2.1 of Jerez (2017) is to ﬁnd (µB, µS) ∈ Mc+(B × X) ×
Mc+(S ×X) to solve
(PG) sup
∫
B×X
[α(h, a, θ)f(h, a)− Cˆ(b, a)]dµB(b, h, a, θ)
−
∫
S×X
[m(h, a, θ)v(s, h, a) + c(s, h)]dµS(s, h, a, θ)
s.t. µBB = ξ
B, (1.1)
µSS = ξ
S , (1.2)∫
Ω
α(h, a, θ)dµBX(h, a, θ) =
∫
Ω
m(h, a, θ)dµSX(h, a, θ) for all Borel Ω ⊆ X,
(1.3)
1As noted by Hewitt (1959), the topology of uniform convergence on compact sets coincides with the uniform
norm topology in this case.
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The dual problem is to ﬁnd (qB, qS , w) ∈ C(B)× C(S)× C(X) to solve2
(DG) inf
∫
B
qB(b)dξB(b) +
∫
S
qS(s)dξS(s)
s.t. qB(b) ≥ α(h, a, θ) [f(h, a)− w(h, a, θ)]− Cˆ(b, a) ∀(b, h, a, θ) ∈ B ×X, (1.4)
qS(s) ≥ m(h, a, θ) [w(h, a, θ)− v(s, h, a)]− c(s, h) ∀(s, h, a, θ) ∈ S ×X. (1.5)
2 Existence of optimal solutions and absence of a duality gap
Below we prove that problems (PG) and (DG) have optimal solutions and the same optimal value:
ν(PG) = ν(DG) We begin by showing that both problems are consistent (i.e. their feasible sets are
not empty) and bounded (i.e. ν(PG) and ν(DG) are ﬁnite).
Lemma A. 1. Problems (PG) and (DG) are consistent and bounded.
Proof. An allocation where workers make no investments (so they all choose h = h0), neither do
ﬁrms (who choose a = a0) and all agents are assigned to the ﬁctitious market x0 is a feasible solution
for problem (PG). Hence, problem (PG) is consistent. Also, since total welfare is zero under this
allocation, ν(PG) ≥ 0.
In problem (DG), set w = wo ∈ C(X) where wo(h, a, θ) = 0 for all (h, a, θ) ∈ X. In the
constraint systems (1.4) and (1.5), α(h, a, θ) and m(h, a, θ) are bounded above by one and below
by zero (since they are probabilities). One then can ﬁnd a feasible dual solution where w = wo by
choosing qBo ∈ C(B) and qSo ∈ C(S) constant so that
qBo (b) = q¯
B
o ≡ sup
(b,h,a)∈B×H×A
{
f(h, a)− Cˆ(b, a) + 
}
> 0,
qSo (s) = , s ∈ S,
where  is an arbitrary positive real number. Since f and Cˆ are continuous and B, H and A are
compact, the above supremum q¯Bo is attained. So problem (DG) is consistent. (The supremum q¯Bo
is clearly positive: we have assumed that for each ﬁrm type b there is a value of a, a worker type s,
and a value of h such that f(h, a)− Cˆ(b, a)− c(s, h)− v(s, h, a) > 0, and so f(h, a)− Cˆ(b, a) > 0).
Moreover,
ν(DG) ≤
∫
B
qBo (b)dξ
B(b) +
∫
S
qSo (s)dξ
S(s) = q¯Bo ξ
B(B) + ξS(S) <∞.
Finally, by the weak duality theorem (Anderson and Nash 1987, Theorem 2.1), ν(PG) ≤ ν(DG), so
the primal and dual problems are bounded:
0 ≤ ν(PG) ≤ ν(DG) ≤ q¯Bo ξB(B) + ξS(S) <∞.
Next, we show that problem (PG) is solvable.
2The derivation of the dual is analogous to that in Jerez (2016), the main diﬀerence being that there α and m
depend only on θ.
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Theorem A. 1. Problem (PG) has optimal solutions.
Proof. The feasible set of problem (PG) is bounded, and the constraint map and objective function
are weak-star continuous, so the result follows from Theorem 3.20 in Anderson and Nash (1987).
We also show that problems (PG) and (DG) have the same optimal value.
Theorem A. 2. There is no duality gap: ν(PG) = ν(DG).
Proof. The positive cone of C(B ×X)×C(S ×X) has a non-empty interior, denoted by Y0. Also,
(qBo , qSo , wo) ∈ C+(B)×C+(S)×C+(X) in the proof of Lemma A.1 is a Slater point in the feasible
set of problem (DG). Since ν(DG) is ﬁnite, Theorem 3.13 in Anderson and Nash (1987) implies
that ν(PG) = ν(DG).
By Theorem A.2, the Complementary Slackness Theorem (Anderson and Nash 1987, Theorem
3.2) may be applied to characterize optimal solutions for problems (PG) and (DG). Theorem A.3
is the general version of Theorem 1 in Jerez (2017).3
Theorem A. 3. (Complementary Slackness Theorem) Feasible solutions (µB, µS) and (qB, qS , w)
for problems (PG) and (DG) are optimal if and only if they satisfy the complementary slackness
conditions:
qB(b) = α(h, a, θ) [f(h, a)− w(h, a, θ)]− Cˆ(b, a) for all (b, h, a, θ) ∈ suppµB, (2.1)
qS(s) = m(h, a, θ) [w(h, a, θ)− v(s, h, a)]− c(s, h) for all (s, h, a, θ) ∈ suppµS . (2.2)
We still need to show that problem (DG) is solvable. We begin by stating two preliminary results.
Lemma A.2 shows that the set of feasible dual solutions can be taken to be bounded without loss
of generality. The proof uses the fact that f, v, c and Cˆ are continuous, α and m are bounded, and
B, S, H, and A are compact sets. Lemma A.3 shows that the tightness level θ can be restricted
without loss of generality to lie on a compact subset of <+ (e.g. to be bounded above).
Lemma A. 2. The set of feasible dual solutions can be taken to be bounded without loss of generality.
In particular, we may take (i) qB and qS to be positive and bounded above, and (ii) w such that
min
(s,h,a)∈S×H×A
v(s, h, a) ≤ w(h, a, θ) ≤ max
(h,a)∈H×A
f(h, a) for all (h, a, θ) ∈ X.
Proof. For (h, a, θ) = x0 the dual constraint systems (1.4)(1.5) imply q
B, qS ≥ 0.
3The latter theorem corresponds to the model with one-sided heterogeneity, whereas Theorem A.3 corresponds to
the model with two-sided heterogeneity.
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Take any (h, a, θ) ∈ H×A×<++ which lies in suppµBX . (There is always such a value of (h, a, θ),
when one focuses on the interesting case where autarky is not an optimal allocation.) We know that
(b˜, h, a, θ) ∈ suppµB for some b˜ ∈ B. Hence, (s˜, h, a, θ) ∈ suppµS for some s˜ ∈ S. This is because
the restrictions of µBX and µ
S
X to H × A × <++ are mutually absolutely continuous measures, and
so they have the same support.4 By Theorem A.3, in this case, optimal dual solutions satisfy
qB(b˜) = α(h, a, θ) [f(h, a)− w(h, a, θ)]− Cˆ(b˜, a), (2.3)
qS(s˜) = m(h, a, θ) [w(h, a, θ)− v(s˜, h, a)]− c(s˜, h). (2.4)
Now, since qB(b˜), qS(s˜) ≥ 0 and α, m, Cˆ and c are all positive functions, it follows that v(s˜, h, a) ≤
w(h, a, θ) ≤ f(h, a). Hence,
0 ≤ inf
s∈S
v(s, h, a) ≤ w(h, a, θ) ≤ f(h, a). (2.5)
The continuity of v and the compactness of S imply that the inﬁmum in (2.5) is attained. Since
w is continuous, (2.5) also holds for (h, a, 0) ∈ µBX . Equation (2.5) in turn implies that the terms
on right-hand side of (2.1) and (2.2) are bounded above (since matching probabilities are bounded,
f , v, c and Cˆ are continuous functions, and H, A, B and S are compact). So there is no loss of
generality in assuming that qB and qS are bounded above.
On the other hand, if (h, a, θ) /∈ suppµBX then (h, a, θ) /∈ suppµSX . In this case, market (h, a, θ) is
inactive, and its shadow price w(h, a, θ) can be chosen arbitrarily among all the values that satisfy
qB(b) ≥ α(h, a, θ) [f(h, a)− w(h, a, θ)]− Cˆ(b, a), ∀b ∈ B, (2.6)
qS(s) ≥ m(h, a, θ) [w(h, a, θ)− v(s, h, a)]− c(s, h). ∀s ∈ S. (2.7)
In particular, we may restrict without loss of generality to values of w(h, a, θ) satisfying (2.5).
Indeed, if (2.6) and (2.7) hold for w(h, a, θ) > f(h, a) then they must hold for w(h, a, θ) = f(h, a)
since qB ≥ 0. Likewise, if these equations hold for w(h, a, θ) < v(s, h, a) = mins∈S v(s, h, a) then
they must also hold for w(h, a, θ) = v(s, h, a) since qS ≥ 0. Finally, since (2.5) holds for all
(h, a, θ) ∈ X and (again H, A and S are compact and f and v are continuous functions),5
min
(s,h,a)∈S×H×A
v(s, h, a) ≤ w(h, a, θ) ≤ max
(h,a)∈H×A
f(h, a), ∀(h, a, θ) ∈ X. (2.8)
Lemma A. 3. There exists a suﬃciently large θ˜ ∈ <+ such that, if all the constraints which are
associated with elements θ > θ˜ are eliminated from problem (DG), the set of optimal dual solutions
does not change.
Proof. Suppose the statement in Lemma A.3 were not true. Let (µB, µS) be an optimal primal
solution. Take an increasing sequence {θj} ⊂ <+ with θj → ∞. For each j there then exists
(bj , hj , aj , θˆj) ∈ suppµB with θˆj > θj . Equivalently, (sj , hj , aj , θˆj) ∈ suppµS for some sj ∈ S, since
4The corresponding Radon-Nikodym derivatives are f and 1/f where f(h, a, θ) = θ. This follows from equation
(1.3) since α(h, a, θ) = m(h, a, θ)θ−1 and α(h, a, θ) > 0 for all θ > 0.
5Equation (2.8) is intuitive: it says that we can assume that the wage in a given market is lower than the output
generated by the most productive job, and higher than the lower disutility of labor a worker may experience at a job.
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the restrictions of µBX and µ
S
X to H × A × <++ are mutually exclusive measures which have the
same support. (If not, the complementary slackness theorem would imply that the dual constraints
associated to all θ > θj can be ignored without loss of generality, since they do not bind). But
then the support of µB contains the sequence {(bj , hj , aj , θˆj)} where lim θˆj → ∞, leading to a
contradiction (since this support is compact by deﬁnition).
The solvability of problem (DG) cannot be settled using an argument similar to that in Theorem
A.1 because the space of continuous functions on a compact set is not the dual of any normed
space. We follow the approach used in Anderson and Nash (1987) for the continuous transportation
problem (see their Theorem 5.2) and repose problem (DG) in an enlarged space which does have
this property. Then we appeal to the continuity of the f , v, C and c and the matching function,
and the compactness of B, H and A to show that an optimal solution in the enlarged space lies in
the original space.
Theorem A. 4. Problem (DG) has optimal solutions.
Proof. Let us repose problem (DG) with (q
B, qS , w) in L∞(ξB) × L∞(ξS) × L∞(µBX), where µB
corresponds to an optimal solution for problem (P ). (This space is the dual of L1(ξB)× L1(ξS)×
L1(µBX)). The new dual problem is solvable by Theorem 3.20 in Anderson and Nash (1987) since
Lemma A.2 implies that its feasible set can be taken to be bounded without loss of generality.
We now show that there exists an optimal solution of this new problem where the functions
qB, qS and w are continuous. Suppose (qB, qS , w) is optimal for the new dual problem. Feasibility
requires that
α(h, a, θ)w(h, a, θ) ≥ α(h, a, θ)f(h, a)− Cˆ(b, a)− qB(b), ∀(b, h, a, θ) ∈ B×H ×A×<+, (2.9)
and that
qS(s)+m(h, a, θ)v(s, h, a)+c(s, h) ≥ m(h, a, θ)w(h, a, θ), ∀(s, h, a, θ) ∈ S×H×A×<+. (2.10)
Recall that w(x0) = 0. Deﬁne w1 so
α(h, a, θ)w1(h, a, θ) = max{0, sup
b∈B
{
α(h, a, θ)f(h, a)− Cˆ(b, a)− qB(b)
}
}, (2.11)
for (h, a, θ) ∈ H ×A×<+, and w1(x0) = 0. Then, (qB, qS , w1) is another optimal solution.
We now show that the restriction of w1 to H ×A× (0, θ¯] is continuous (for an arbitrary value θ¯
of the market tightness). Take a sequence {bi} in B such that (α(h, a, θ)f(h, a)− Cˆ(bi, a)− qB(bi))
converges to α(h, a, θ)w1(h, a, θ). Since B×H ×A× [0, θ¯] is compact, α(h, a, θ)f(h, a)− Cˆ(bi, a) is
uniformly continuous on B ×H ×A× [0, θ¯]. For any  > 0 there then exists δ such that
|α(h, a, θ)f(h, a)− Cˆ(bi, a)− α(h′, a′, θ′)f(h′, a′) + Cˆ(bi, a′)| < , i = 1, 2, . . . (2.12)
whenever (h′, a′, θ′) lies in a δ-neighborhood of (h, a, θ), and (h′, a′, θ′), (h, a, θ) ∈ H × A × [0, θ¯].
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Equations (2.9) and (2.12) then imply that
α(h′, a′, θ′)w1(h′, a′, θ′) ≥ α(h′, a′, θ′)f(h′, a′)− Cˆ(bi, a′)− qB(bi) (2.13)
> α(h, a, θ)f(h, a)− Cˆ(bi, a)− qB(bi)− , i = 1, 2, . . . (2.14)
Taking the limit yields
α(h′, a′, θ′)w1(h′, a′, θ′) +  ≥ α(h, a, θ)w1(h, a, θ). (2.15)
A symmetric argument implies that
α(h, a, θ)w1(h, a, θ) +  ≥ α(h′, a′, θ′)w1(h′, a′, θ′). (2.16)
for any such (h′, a′, θ′) and (h, a, θ). Hence, the restriction of α(h, a, θ)w1(h, a, θ) to H×A× [0, θ¯] is
continuous. Since α is continuous and strictly positive on H×A× [0, θ¯], the restriction of w1(h, a, θ)
to H ×A× [0, θ¯] (the quotient of two continuous functions) is continuous.
To see that w1 is continuous, take an increasing sequence of compact sets {Θj} converging to
Θ; e.g. Θj = [0, θj ]∪{θ0} with θj ↑ ∞. Consider the sequence of functions {fj} where fj = χΘjw1,
where χΘj denotes the characteristic function on Θj (so w1 and fj coincide on Θj). Since fj is
continuous on Θj and w1 = limj→∞ fj , it follows that w1 is continuous.
Finally, deﬁning
qB1 (b) = max
(h,a,θ)∈H×A×([0,θ˜]∪{θ0})
α(h, a, θ) [f(h, a)− w1(h, a, θ)]− Cˆ(b, a), (2.17)
qS1 (s) = max
(b,h,a,θ)∈B×H×A×([0,θ˜]∪{θ0})
m(h, a, θ) [w1(h, a, θ)− v(s, h, a)]− c(s, h), (2.18)
yields yet another optimal solution (qB1 , qS1 , w1) since, by Lemma A.3, the constraints associated
with elements θ > θ˜ can be ignored without loss of generality in (1.4)(1.5). By Berge's Maximum
Theorem, qB1 and qS1 are continuous.
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