ABSTRACT
INTRODUCTION
The continuous network design problem (CNDP) can be defined as "determining optimal capacity enhancements of selected links under budget constraints in a given road network". In this well-known transportation problem, the global optimum solution can be found by exact methods (for example, branch and bound) only for small-sized networks; in fact, difficulty in finding the optimal solution for CNDP increases with the dimensions of the network. CNDP can be generally formulated as a bilevel programming model since it has multiple objectives in which road users and local decision makers interact mutually. Due to the non-convex feature of the bilevel programming model of CNDP, it can be recognized as one of the significant problems in the transportation/optimization fields. The difficulty of the bilevel programming model of CNDP arises from the requirement of solving the traffic assignment problem at the lower level for each candidate solution at the upper level. On the other hand, solving the upper-level objective function requires finding equilibrium link flows, determined by solving a traffic assignment problem at the lower level. In CNDP, upper level can be formulated as the sum of total travel time and expenditures of investment for capacity enhancement in a given road network, while the lower level is defined as a deterministic (DUE) or stochastic user equilibrium (SUE) traffic assignment [1] . It is clear that SUE traffic assignment models may be used in the lower level problem of CNDP. A wide range of literature shows us that there is a limited number of studies in which the SUE traffic assignment is considered to determine users' reactions to the changes performed in terms of link capacity expansions at the upper level of CNDP. The reason is that the use of SUE traffic assignment models increases the computation burden of the bilevel solution of CNDP by introducing more paths than DUE traffic assignment. This issue is also clearly stated in the pioneer study by Farahani et al. [2] . It is also indicated in the same study that the SUE traffic assignment models have been used only in three studies in the late 2000s, which used Başkan Ö, Ozan C, Dell'Orco M, Marinelli M. Improving the Performance of the Bilevel Solution for the Continuous Network Design Problem
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converted into a set of single-level models. Recently, Baskan [17, 18] also attempted to solve the bilevel formulation of CNDP using three powerful heuristics in solving CNDP. Wang et al. [19] remarked that the multiple user classes should be taken into consideration for solving CNDP. Differently from the literature, Wang et al. [20, 21] presented a bilevel programming model to solve CNDP with a relaxation algorithm. Small and medium-sized networks have been used to show the capability of the proposed model. In terms of CNDP based on SUE traffic assignment, the first study was presented by Davis [22] , in which two different methods considering the effect of a stochastic user equilibrium were proposed for solving CNDP, and they were applied to several test networks. After almost two decades, Liu and Wang [23] considered CNDP with SUE traffic assignment by using the logit route choice model, aiming to determine the global optimum solution. Du and Wang [24] proposed the generalized geometric programming method to achieve the global solution for CNDP by considering both DUE and SUE assumptions. As another type of road network design problems, the discrete network design problem (DNDP) with SUE constraint has been studied by Chen and Alfa [25] . They used a heuristic solution algorithm based on the branch and bound method for solving the DNDP by considering SUE traffic assignment. Another point of view for the DNDP, the lane reallocation problem has been tackled with the SUE principle by using a heuristic solution algorithm based on the particle swarm optimization method by Zhang and Gao [26] . Similarly to this study, Wu et al. [27] proposed a bilevel programming model in which the upper level seeks to adopt reversible lanes by optimizing the total system cost and flow entropy while the lower level deals with a stochastic user equilibrium assignment. Long et al. [28] developed a bilevel programming model to solve the turning restriction design problem with SUE. Recently, Liu and Wang [29] proposed a mixed-integer nonconvex model to tackle the DNDP with SUE. On the other hand, a study about the combined version of CNDP and DNDP, called the mixed network design problem (MNDP), with the SUE constraint, was proposed by Dimitriou et al. [30] . They dealt with problems of road network design and pricing decisions by using a genetic algorithm with elastic demand. A recent study about the MNDP was conducted by Gallo et al. [31] , in which an SUE traffic assignment is considered at the lower level while total travel time in the network is minimized at the upper level by the scatter search method.
Since metaheuristic methods do not guarantee reaching the global solution for CNDP, there are few applications of metaheuristics in solving CNDP compared to other types of road network design problems [2] . This issue may be considered as the most important disadvantage of the use of metaheuristics metaheuristics to determine the solutions in the context of transportation network design problem. Therefore, we have used the DUE traffic assignment model at the lower level of CNDP with regards to some fundamental reasons: (1) to decrease the computational burden, and (2) to make a fair comparison with other studies about CNDP since almost all studies in the literature used the DUE traffic assignment models to take the users' reactions at the lower level.
In CNDP, we need to take into account the mutual interaction between road users and local decision-makers, when optimizing the upper-level objective function; in fact, modifications in terms of the capacity of the road network affect users' route choice. Users' responses to these modifications arise from the multiplicity of equilibrium link flows. Due to the mutual interaction between the two levels, the bilevel programming model of CNDP may be included in the class of non-convex problems; therefore, it is quite difficult to use gradient-based optimization algorithms for its solution [3] .
Abdulaal and LeBlanc [4] first formulated the network design problem and drew attention to the results, in terms of increasing of practical capacity, using convex or concave investment functions in the model. After this first study, several variations of CNDP have been studied, and different solution techniques have been developed. Suwansirikul et al. [5] proposed a new method for finding an approximate solution and tested this method on different test networks. Afterwards, Marcotte [6] and Marcotte and Marquis [7] tried to solve CNDP using heuristic methods, easily applicable for small-sized road networks. Meng et al. [8] presented the augmented Lagrangian method to solve CNDP, especially for large networks. On the other hand, Chiou [9] presented a descent approach by using gradient-based algorithms and used several test networks to show the efficiency of the proposed algorithms. Ban et al. [10] transformed the bilevel solution of CNDP into a single level and achieved good results. Karoonsoontawong and Waller [11] proposed three well-known heuristic methods and found that the genetic algorithm (GA) produced better results than the others in terms of some performance measures. Gao et al. [12] formulated CNDP as single level and proposed a novel algorithm to solve this problem. Xu et al. [13] proposed simulated annealing (SA) and GA to achieve good results in solving CNDP. They found that the SA outperforms the GA especially for road networks faced with high demand. Unlike the study proposed by Xu et al. [13] , Mathew and Sarma [14] reported that the GA model is more efficient for CNDP than the other compared algorithms available in the literature. Wang and Lo [15] tried to solve CNDP by considering it as a single level. Their results showed that the method is able to achieve the global solution for CNDP. Li et al. [16] presented a viable global optimization method for CNDP, where x a is flow on the link a under given capacity enhancement plan and determined at the lower level problem; g a (y a ) is the investment function. Equation 2 guarantees that the expenditure of the capacity enhancement plan of a link is lower than its own budget. It also ensures that the decision variables are to be positive.
Users' reactions to the enhancement projects applied at the upper level are determined by solving a traffic assignment problem at the lower level. As known, a traffic assignment problem can be solved under DUE or SUE assumptions so that each of them has its own advantages and disadvantages. In this paper, DUE is applied to find the equilibrium link flows by considering Wardrop's first principle. Wardrop [32] argued that the travel times of all used paths between the same origin-destination (O-D) pair are equal and less than any unused paths. This hypothesis and its mathematical formulation stated by Beckmann et al. [33] are given as follows.
where Equation 4 represents that the sum of the route flows between an O-D pair r-s is to be the demand between the same O-D pair. Equation 5 shows that the flow on a link is to be the sum of the route flows which use this link. Equation 6 is related to the non-negativity. Frank-Wolfe (FW) algorithm [34] is used to obtain DUE link flows in the lower level of CNDP.
ENHANCED DIFFERENTIAL EVOLUTION ALGORITHM

Classical DE for CNDP
DE is a strong and easily applicable algorithm introduced by Storn and Price [35] to solve various optimization problems. It guides the initial solution vectors towards the vicinity of the global or near-global optimum solution by means of a repeated cycle of mutation, crossover, and selection. DE takes the advantage of two parameters in the solution process apart from the number of populations (NP). One of them is the mutation factor (F), which is used to obtain mutant vector from selected three solution vectors in the population and recommended to be set between 0.5-1 by [35] . The second one is the crossover rate (CR), which represents the probability of consideration of the mutant vector. The recommended range of CR by [35] is [0.8, 1]. F and CR are chosen as 0.8 for all numerical for CNDP, although some metaheuristic methods have valuable advantages, requiring less computational efforts and mathematical complexity. To reveal these advantages, this study aims to solve CNDP using an enhanced differential evolution algorithm based on multiple improvement strategies (EDEMIS). To do this, a bilevel programming model has been presented in which the upper level deals with minimizing the sum of total travel times and investment expenditures while the lower level problem is formulated by considering the DUE assumption.
The rest of the paper is presented as follows. The bilevel programming model for CNDP is given in Section 2. EDEMIS and its improvement strategies are presented in the next section. In Section 4, numerical experiments are performed on three different test networks. Finally, conclusions are given in Section 5.
BILEVEL PROGRAMMING MODEL
In case of using a bilevel programming model for CNDP, the upper level is usually defined as minimizing the sum of total travel times and expenditures of investment into capacity enhancement projects within a limited budget, whereas road users' reactions to these projects are determined at the lower level. In other words, mutual interaction between users and local decision makers is taken into consideration by using the bilevel programming model. It is clear that the use of such model can simplify the solution of CNDP, although it leads to some disadvantages (i.e., non-convexity) for the algorithms used in the solution. This mutual interaction can be formulated as follows: 
DE improvement strategies
Although DE is considered as one of the powerful heuristic algorithms, probably better solutions for CNDP can be obtained by improving it in different ways. Thus, we developed the EDEMIS algorithm which has three improvements to increase the performance of the DE as given below. The flowchart of EDEMIS for CNDP is given in Figure 1 . Improvement 1: More than one mutation strategies are simultaneously taken into account by means of a parameter called mutation strategy selection rate (MSSR). If the MSSR is greater than the random number generated between 0 and 1, the classical mutation strategy is used as shown in Equation 11 . Otherwise, the second mutation strategy, in which the best solution vector found in the previous generation is considered, is used to obtain a mutant vector. 
By means of this improvement, the proposed algorithm may have the potential to faster achieve the global or near global optimum solution of a given optimization problem. It should be noted that the value of MSSR strongly affects the solution quality of EDEMIS. If the value of MSSR is too small, this may lead to premature convergence, since the best solution vector is taken into account more than it is needed. Therefore, the value of 0.95 for the MSSR is used in solving CNDP in this paper. Improvement 2: The second improvement strategy may provide a chance to improve the quality of the target vector when its fitness value is less than that of the trial vector at the end of the selection process. In other words, the target vector is diversified by means of the difference vector (dv) when it could not be improved with the trial vector. The difference vector is created by multiplying the difference between the trial and target vectors with the random number generated within the range of 0-1. After that, the difference vector is added to the target vector or subtracted according to whether the random number generated is less or equal than the value of 0.5 or not, and the new vector (nv) is created. In case an improvement has been obtained after determining fitness values according to the adding or subtracting of difference vector, the target vector has been replaced with the nv vector. The basic formulation of the difference vector and its application can be shown in experiments in this paper. The DE steps can be summarized as follows. Note that the DE solution process is described in the context of CNDP for the sake of brevity. 
Generation of the initial population:
At generation t, the initial population (y t ) is created with capacity enhancements values for a set of selected links as shown in Equation 7. Considering the generated upper-level decision variables, equilibrium link flows are determined for each solution vector (i.e., target vector) in the population by solving DUE traffic assignment problem at the lower level. Following this, the fitness values (f j t ) for each target vector are calculated by using Equation 1.& h h h f f h h h f f h h h h h h h = - - - - - - - - R T
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The crossover mechanism is used to diversify the target vector with the mutant vector. The vector created by using crossover operator is called trial vector (r t ), and its each member is chosen either from the mutant vector or from the target vector as given in 
The crossover rate, CR, is compared with a randomly generated value between 0 and 1. If CR is greater, the trial vector is created from the mutant vector, otherwise from the target vector. In addition, the statement, i=i rand , where i rand is the randomly selected integer number in the range [1,N] , ensures that at least one member of the trial vector is taken from the mutant vector to make the trial vector different from the target vector at each generation. Selection: Each DE generation is finalized by applying this step. First, the fitness value of each trial vector is calculated by using Solve the lower level problem for new vector and calculate the objective function value using Equation 1 Generate dx random vector 
where d a is the cost coefficient; upper bound for capacity enhancement is set to 10. The performance of EDEMIS in solving CNDP is compared with solutions from four algorithms given in the literature. The results from solving the 5-link network are given in Table 1 .
The solution obtained by GA is reported as the global optimum value for this network. In [14] , a complete enumeration is conducted to obtain the global optimum solution for CNDP. As shown in Table 1 , MINOS, GA, and EDEMIS are able to achieve to the global optimum solution. On the other hand, the objective function values obtained by EDO and HJ algorithms are slightly far from the global solution. This experiment shows the ability of EDEMIS to obtain the global optimum solution in solving CNDP at least in this hypothetical network. Note that MINOS, GA, and EDEMIS algorithms produce slightly different link capacity enhancements despite the fact that their objective function values are the same. This property stems from the non-convexity of CNDP. Improvement 3: The last improvement strategy is the addition of a local search to the end of each generation. The aim of the local search is to push the best solution towards the global or near-global optimum at the end of each generation. In this process, the algorithm generates the dx t vector from the range of ,
c ĉ h which is selected according to the upper and lower bounds of decision variables of the given optimization problem, as shown in Equation 15 . After the dx t vector is generated, it is added to the best solution vector, and then the candidate vector (y cv,t ) is created. If the candidate vector's fitness value is better than that produced by the vector of the best solution, it is replaced with the best solution in the population. Otherwise, the dx t vector is subtracted from the vector of the best solution in order to search for possible better solutions in other direction. The basic statement for creating the candidate vector can be seen in Equation 16. After the local search is ended, the dx t vector is multiplied with 0.9 to reduce the search space around the best solution step by step, as given in Equation 17 .
c c =^h (15) 
NUMERICAL APPLICATION
5-link network
Before applying the EDEMIS algorithm to small and medium-sized networks, a 5-link network is considered in order to demonstrate the capability of EDEMIS. This network consists of four nodes and five links, as given in Figure 2 . The travel demand is taken as 100 
16-link network
EDEMIS is applied to a 16-link network which has 16 links and 6 nodes, as given in Figure 3 . For this network, two demand scenarios are considered, as given in Table 2 . All data are taken from Suwansirikul et al. [5] . The fitness function for the 16-link network is given as:
Upper bounds for capacity enhancements were set to 10 and 20 for scenarios 1 and 2 for a fair comparison with other algorithms. Since the EDEMIS algorithm is a stochastic search method, the results obtained from this algorithm are given as the best output of different trials. Results for scenario 1 are compared with those obtained by other major algorithms, as produces the best solution but needs much more computational efforts in terms of the number of FrankWolfe iterations. It is clear that EDEMIS is able to given in Table 3 . EDEMIS achieved the value of 199.32 as its best output, and this result is same as that produced by CS. Among all compared algorithms, SA 
The results obtained by EDEMIS on the Sioux Falls network are evaluated and they are given in Table 5 . From the table, it can be observed that the EDEMIS algorithm is able to produce the best solution among the compared major algorithms, except SA and CS. Although SA and CS slightly outperformed EDEMIS, the objective function values obtained by these algorithms are quite close. In addition, EDEMIS produced good results with a much lower number of Frank-Wolfe iterations in comparison with SA and CS. It should be noted that AL, HJ, and GA algorithms also has the potential to achieve good results for solving CNDP, but they require much more computational efforts as compared to EDEMIS.
produce good results with less computational efforts in comparison with EDO, SA, CG, QNEW, and MILP in solving CNDP.
In order to investigate the performance of EDEMIS under different demand levels, scenario 2 is considered and results are given in Table 4 .
It can be clearly seen that EDEMIS is able to produce the best solution in comparison with other 13 algorithms, as well as with less computational efforts. By means of this experiment, the performance of EDE-MIS has been demonstrated for solving CNDP, especially in heavier demand conditions.
Sioux Falls network
In order to show the ability of EDEMIS on middle-sized networks, the city of Sioux Falls is used, which has 24 nodes and 76 links. As in the previous numerical experiments, the relevant data of the network are taken from Suwansirikul et al. [5] . The dashed links are candidates for capacity enhancement projects as 
CONCLUSIONS
In this paper, the EDEMIS algorithm has been presented to solve CNDP, which is formulated as a bilevel programming model. In this model, the upper level seeks to find the optimal capacity enhancements of selected links while the lower level is used to solve the DUE traffic assignment problem. To solve this bilevel model, EDEMIS has been developed by adding three improvement mechanisms to the classical DE algorithm. In order to test EDEMIS in solving CNDP, the first numerical experiment has been carried out on a hypothetical test network. This application has demonstrated that EDEMIS has the ability to achieve the global optimum solution, at least on this small network. The second experiment is carried out by using the 16-link network under different demand levels. The results obtained from EDEMIS were compared with those produced by other methods. From the results, it has been found that EDEMIS is able to produce good results 
