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The Classification Problem for 2-Forms
in Four Variables
J. Mun˜oz Masque´ L. M. Pozo Coronado
Abstract
The notion of type of a differential 2-form in four variables is introduced
and for 2-forms of type < 4, local normal models are given. If the type of a
2-form Ω is 4, then the equivalence under diffeomorphisms of Ω is reduced
to the equivalence of a symplectic linear frame functorially attached to Ω.
As the equivalence problem for linear parallelisms is known, the present
work solves generically the equivalence problem under diffeomorphisms of
germs of 2-forms in 4 variables.
Mathematics Subject Classification 2010: Primary: 58A10; Secondary: 53A55,
58A20.
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1 Introduction and preliminaries
1.1 The type of a 2-form
Lemma 1.1 (1-form attached to a 2-form). Let M be a smooth manifold of
dimension 4, and let p : OM → M be the dense open subbundle in ∧
2T ∗M of
2-covectors of maximal rank; i.e., OM = {w ∈ ∧
2T ∗M : rkw = 4}. For every
2-form Ω taking values in OM there exists a unique 1-form ωΩ such that,
(1) ωΩ ∧Ω = dΩ.
The assignment Ω 7→ ωΩ has a functorial character; i.e., for every φ ∈ DiffM
we have φ∗ωΩ = ωφ∗Ω.
Proof. In fact, we have ωΩ = 2 iXΩ, where X is the vector field defined by the
equation iX (Ω ∧ Ω) = dΩ.
The 1-form ωΩ is the opposite to the ‘curvature covariant vector’ introduced
in [6].
Let M be a manifold of dimension 4. Following [3, VI, 1.3] or [7, Appendix
4, 3.5], we define the class of a differential form ω at a point x ∈ M as the
codimension of the subspace of the tangent vectorsX ∈ TxM such that iXω = 0,
iX(dω) = 0. Let G be the set of germs of differential 2-forms of rank 4 at a point
x0 ∈M defined as follows: Ω belongs to G if and only if the germ of differential
1-form ωΩ determined by the equation (1) is not singular at x0, i.e., (ωΩ)x0 6= 0,
and of constant class on a neighbourhood of x0. A germ Ω ∈ G is said to be of
1
type t ∈ {1, 2, 3, 4} if ωΩ is of class t. The germs of type 0 are the closed 2-forms
of rank 4.
1.2 Summary of contents
The main goal of this article is to give a procedure to decide when two germs
of 2-forms in four variables are equivalent under diffeomorphisms.
In section 2 the models of germs of 2-forms of types 1 and 2 are given. In
fact, in Theorems 2.1 and 2.3 it is proved that there exists a unique model for
each of these two types. This result is analogous to the Darboux’ Theorem,
which applies to germs of 2-forms of type 0.
In section 3, a model for germs of 2-forms of type 3 is given. Furthermore,
a finer classification of germs of 2-forms of type 3 is given, in terms of the class
of a 1-form ϕΩ associated to the original 2-form Ω.
In section 4, the notion of functions on 2-forms invariant under diffeomor-
phisms, is introduced.
In section 5, generic germs of 2-forms of type 4 are studied.
The conditions for a general germ of 2-form Ω to have an ωΩ in normal form,
i.e., ωΩ = (1 + x
1)dx2 + x3dx4, are given. Finally, a linear frame attached to a
germ or 2-form of type 4 is given and a result is proved (Theorem 5.4), stating
that the equivalence of germs of 2-forms under diffeomorphims is reduced to the
equivalence under diffeomorphisms of the corresponding linear frames. As the
equivalence problem for linear parallelisms is solved, this result thus fulfills our
goal in the generic case.
2 Forms of types 1 and 2
Theorem 2.1. (cf. [1, §2]) For every Ω ∈ G of type 1, there exists a coordinate
system (xi)4i=1 centred at the origin such that,
(2) Ω = exp(x3)dx1 ∧ dx2 + dx3 ∧ dx4.
Proof. Let Z be the vector field determined by iZΩ = ωΩ = ω. Hence iZω = 0
and then, iZdΩ = 0 as follows from the formula (1). Moreover, by virtue
of the hypothesis, there exists a smooth function such that ω = df . Hence
LZΩ = 0. As Z is not singular at the origin, there exists a smooth function g
such that Z(g) = 1. Furthermore, we can assume that f and g vanish at the
origin. Let Y be the vector field defined by iY Ω = dg. We claim that Y, Z are
linearly independent. In fact, from the very definition of f and Y we obtain
df(Z) = dg(Y ) = 0, and also,
(3) df(Y ) = iZΩ(Y ) = −iYΩ(Z) = −dg(Z) = −1.
Hence (df ∧dg)(Z, Y ) = 1. Next, we prove that exp(−f) is an integrating factor
for Ω˜ = Ω+df ∧dg. As d(exp(−f)Ω˜) is a form of degree three in four variables,
it suffices to state iY d(exp(−f)Ω˜) = 0 and iZd(exp(−f)Ω˜) = 0. We start with
the latter equation: iZd(exp(−f)Ω˜) = iZ(− exp(−f)df ∧ Ω + exp(−f)dΩ) = 0.
As for the former equation, taking account of the equation (3) and the identity
2
iY Ω˜ = 0, we have
iY d
(
exp(−f)Ω˜
)
= iY
(
− exp(−f)df ∧ Ω˜ + exp(−f)dΩ
)
= exp(−f)
(
Ω˜ + iY dΩ
)
.
Hence it suffices to prove Ω˜ + iY dΩ = 0. To do this, we first remark that the
equation (1) can be rewritten as dΩ = iZΩ ∧ Ω; hence
iY dΩ =
(
iY iZΩ
)
Ω− iZΩ ∧ iY Ω = Ω(Z, Y )Ω− df ∧ dg = −Ω˜.
According to Darboux’s theorem, there exist functions x1, x2, vanishing at the
origin, such that exp(−f)Ω˜ = dx1 ∧ dx2. Setting x3 = f and x4 = −g, we
obtain (2). As Ω is of rank 4 we have Ω ∧ Ω 6= 0, and the system (xi)4i=1 is
functionally independent.
Lemma 2.2. For every Ω ∈ G of type 2, there exist coordinates (xi)4i=1 centred
at the origin and a smooth function u = u(x1, x2, x3), vanishing at the origin,
such that
(4)
(
(ux1)
2 + (ux2)
2
)
(0, 0, 0) > 0,
(5) Ω = exp
(
(1 + u)x3
)
dx1 ∧ dx2 + dx3 ∧ dx4.
Proof. Let Z be the vector field determined by iZΩ = ωΩ. As Ω is of type 2,
there exist smooth functions vanishing at the origin such that iZΩ = (1+y
1)dy3.
Hence Zy3 = 0. As Z is not singular, there exists y4 vanishing at the origin,
such that Zy4 = −(1 + y1). Let Y be the vector field defined by iY Ω = dy
4.
Hence Y y4 = 0. We also have (1 + y1)(Y y3) = iY iZΩ = −iZiY Ω = 1 + y
1,
so that Y y3 = 1. Moreover, we claim that Zy1 = 0. In fact, this equation
is equivalent to LZiZΩ = 0, since LZiZΩ = (Zy
1)dy3. In order to prove that
LZiZΩ vanishes, we proceed as follows: As iZdΩ = 0, we have LZdΩ = 0, or
equivalently LZ(iZΩ ∧ Ω) = 0; that is, LZiZΩ ∧ Ω + iZΩ ∧ LZΩ = 0, and the
second term on the left hand side vanishes, as iZΩ ∧ LZΩ = iZΩ ∧ diZΩ, and
iZΩ is of class 2. Hence LZ(iZΩ) ∧ Ω = 0, and therefore LZiZΩ = 0. We
conclude that y1, y3 are first integrals of Z but y4 is not. Consequently, we can
complete y1, y3, y4 up to a system of coordinates (y1, . . . , y4) such that Zy2 = 0.
Moreover, Y, Z are linearly independent as (dy3 ∧ dy4)(Z, Y ) = 1 + y1 6= 0.
Similarly to the case of forms of type 1, we look for integrating factors for
Ω˜ = Ω− dy3 ∧ dy4. For every smooth function ρ we have
iZd
(
ρΩ˜
)
= Z(ρ)Ω˜, iY d
(
ρΩ˜
)
=
(
Y ρ+ ρ(1 + y1)
)
Ω˜.
In fact, on one hand we have iZd(ρΩ˜) = Z(ρ)Ω˜ + ρiZdΩ = Z(ρ)Ω˜, and on the
other, iY d(ρΩ˜) = Y (ρ)Ω˜ + ρiY dΩ and
iY dΩ = iY (iZΩ ∧ Ω) = Ω(Z, Y )Ω− iZΩ ∧ iY Ω
= (1 + y1)Ω− (1 + x1)dy3 ∧ dy4
= (1 + y1)Ω˜.
We thus conclude that ρ is an integrating factor for Ω˜ if and only if Zρ = 0 and
Y ρ+ρ(1+y1) = 0. The former equation simply means that ρ = ρ(y1, y2, y3). As
3
for the latter equation, it is a first-order non-singular linear PDE in the unknown
ρ on the space C∞(y1, y2, y3). Hence the existence of a positive integrating
factor for Ω˜ on such space, is guaranteed. According to Darboux’s theorem, we
have ρΩ˜ = dt1 ∧ dt2; i.e., Ω = exp(r)dt1 ∧ dt2+ dy3 ∧ dy4 with r = − ln ρ. Since
Ω is of rank 4, we conclude that t1, t2, y3, y4 are functionally independent, and
taking the equations iY Ω˜ = iZΩ˜ = 0 into account, we obtain Y t
a = Zta = 0,
a = 1, 2. On the coordinate system (t1, t2, y3, y4) we thus have Y = ∂/∂y3 and
Z = (1 + y1)∂/∂y4, with y1 = f(t1, t2, y3). Hence r = r(t1, t2, y3) and, as a
simple calculation shows, we have ωΩ = iZΩ = ry3dy
3. Since ωΩ(0) 6= 0, we
deduce that λ = ry3(0, 0, 0) 6= 0. Expanding r up to the first order, we obtain
r(t1, t2, y3) = r0(t
1, t2) + u(t1, t2, y3)y3, with λ = u(0, 0, 0). Making the change
of variables
x1 =
∫
exp
(
r0(t
1, t2)
)
dt1, x2 = t2, xi = yi, i = 3, 4,
we can assume r0 ≡ 0 (hence r = ux
3), and substituting u/λ for u and λx3 for
x3, we can also assume u(0, 0, 0) = 1. The condition (4) on the statement of the
lemma follows from the fact that ωΩ is of rank 2. This completes the proof.
Theorem 2.3. For every Ω ∈ G of type 2, there exists a coordinate system
centred at the origin (xi)4i=1, such that
(6) Ω = exp
(
(1 + x1)x3
)
dx1 ∧ dx2 + dx3 ∧ dx4.
Proof. We start with the reduced equation for Ω given in Lemma 2.2; namely,
Ω = exp(r)dx1 ∧ dx2 + dx3 ∧ dx4, r = (1 + u)x3, and u = u(x1, x2, x3) satisfies
the inequation (4).
We look for a system of coordinates (yi)4i=1 centred at the origin, such that
(7) Ω = exp((1 + y1)y3)dy1 ∧ dy2 + dy3 ∧ dy4.
We set
(8) (i) y1 = rx3 − 1 = u+ x
3ux3 , (ii) y
3 = x3.
Comparing the corresponding coefficients of dxi ∧dxj , 1 ≤ i < j ≤ 4, in (5) and
in (7), and taking (8) into account, we obtain
exp
(
(1 + y1)y3
)
det ∂(y
1,y2)
∂(x1,x2) = exp r,(9)
exp
(
(1 + y1)y3
)
det ∂(y
1,y2)
∂(x1,x3) −
∂y4
∂x1
= 0,(10)
exp
(
(1 + y1)y3
)
det ∂(y
1,y2)
∂(x1,x4) = 0,(11)
exp
(
(1 + y1)y3
)
det ∂(y
1,y2)
∂(x2,x3) −
∂y4
∂x2
= 0,(12)
exp
(
(1 + y1)y3
)
det ∂(y
1,y2)
∂(x2,x4) = 0,(13)
exp
(
(1 + y1)y3
)
det ∂(y
1,y2)
∂(x3,x4) +
∂y4
∂x4
= 1.(14)
From (8)-(i) it follows that y1 does not depend on x4; hence (11) is equivalent
to ∂y1/∂x1 ·∂y2/∂x4 = 0, (13) is equivalent to ∂y1/∂x2 ·∂y2/∂x4 = 0, and (14)
is equivalent to
(15) exp((1 + y1)y3) ∂y
1
∂x3
∂y2
∂x4
+ ∂y
4
∂x4
= 1.
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If ∂y2/∂x4 6= 0, then ∂y1/∂x1 = ∂y1/∂x2 = 0; hence y1 = y1(x3), which is
absurd, as y1 and y3 are assumed to be independent. Accordingly, ∂y2/∂x4 = 0.
From (15) we thus deduce ∂y4/∂x4 = 1; hence
(16) (i) y2 = y2(x1, x2, x3), (ii) y4 = x4 + C(x1, x2, x3),
and the equations (11), (13), (14) hold. Hence the system (9)–(14) reduces to
the following:
det ∂(y
1,y2)
∂(x1,x2) = exp(r −B),(17)
det ∂(y
1,y2)
∂(x1,x3) =
∂C
∂x1
exp(−B),(18)
det ∂(y
1,y2)
∂(x2,x3) =
∂C
∂x2
exp(−B),(19)
with B = (1 + y1)y3. Letting a = (y1)x1 , b = (y
1)x2 , and c = (y
1)x3 , the
previous system can be rewritten as
a ∂y
2
∂x2
− b ∂y
2
∂x1
= exp(r −B),(20)
a ∂y
2
∂x3
− c ∂y
2
∂x1
= ∂C
∂x1
exp(−B),(21)
b ∂y
2
∂x3
− c ∂y
2
∂x2
= ∂C
∂x2
exp(−B).(22)
The determinant of this system vanishes and its compatibility condition reads
(23) c exp r − b ∂C
∂x1
+ a ∂C
∂x2
= 0.
If (23) holds and, for example, we assume c 6= 0, then the system (20)–(22) is
equivalent to
∂y2
∂x1
= 1
c
(
a ∂y
2
∂x3
− ∂C
∂x1
exp(−B)
)
(24)
∂y2
∂x2
= 1
c
(
b ∂y
2
∂x3
− ∂C
∂x2
exp(−B)
)
(25)
The integrability condition of this system is
(26)
bc(y2)x1x3 − ac(y
2)x2x3 = (bcx1 − acx2) (y
2)x3
− exp(−B)
· (cx1Cx2 − cx2Cx1 + cBx1Cx2 − cBx2Cx1) .
Taking the derivative with respect to x3 in the equation (24) we obtain
bc(y2)x1x3 = −
bcx3
c
(
a(y2)x3 − Cx1 exp(−B)
)
+ ax3b(y
2)x3 + ab(y
2)x3x3
− bCx1 exp(−B)bCx1x3 exp(B) + bCx1Bx3 exp(−B).
Similarly, from the equation (25) we obtain
ac(y2)x2x3 = −
acx3
c
(
b(y2)x3 − Cx2 exp(−B)
)
+ abx3(y
2)x3 + ab(y
2)x3x3
+ aCx2Bx3 exp(−B).
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Subtracting these two equations, we have
bc(y2)x1x3 − ac(y
2)x2x3 = (ax3b− abx3) (y
2)x3
+
cx3
c
(bCx1 − aCx2) exp(−B)
+ (aCx2x3 − bCx1x3) exp(−B)
+ (bCx1 − aCx2)Bx3 exp(−B).
Comparing this equation to (26), we obtain
(27)
0 =
c
x3
c
(bCx1 − aCx2) + aCx2x3 − bCx1x3
+(bCx1 − aCx2)Bx3 + cx1Cx2 − cx2Cx1
+c (Bx1Cx2 −Bx2Cx1) .
Taking the derivative with respect to x3 in (23) and substituting the left hand
side of this equation into (27), we obtain
(28) Y (C) = (exp(r)c)x3 ,
where
Y = ρX, ρ =
cx3
c
+ 1 + y1, X = b
∂
∂x1
− a
∂
∂x2
.
Similarly, the equation (23) can be written as
(29) X(C) = exp(r)c.
To sum up, the unknown function C = C(x1, x2, x3) should verify the two linear
equations (28) and (29) whose coefficients depend only on the function u. The
integrability condition of the system (24)–(25), which ensures the existence of
the function y2, is thus reduced to the existence of C.
Moreover, the equations (28) and (29) admit a common solution if and only
if, (exp(r)c)x3 = Y (C) = ρX(C) = ρc, or equivalently, rx3c + cx3 = ρc. This
equation is readily seen to be an identity by simply substituting the expressions
for c, cx3 , and ρ in terms of r. Then
det ∂(y
1,y2,y3,y4)
∂(x1,x2,x3,x4) =
∣∣∣∣∣∣∣∣
rx1x3 rx2x3 rx3x3 0
(y2)x1 (y
2)x2 (y
2)x3 0
0 0 1 0
Cx1 Cx2 Cx3 1
∣∣∣∣∣∣∣∣
= exp(r − x3rx3) 6= 0.
3 Forms of type 3
3.1 Generic normal form
Theorem 3.1. If Ω ∈ G is of type 3, then there exists a coordinate system
(xi)4i=1 centred at the origin and a smooth function f such that,
(30) Ω = exp(f)
(
exp
(
(1 + x1)x3
)
dx1 ∧ dx2 + dx3 ∧ dx4
)
, f(0) = 0.
Proof. As Ω is of type 3, there exists a system of coordinates centred at the
origin (ti)4i=1 such that ωΩ = dt
1 + t2dt3. In this case, Ω′ = exp(−t1)Ω is of
type 2 as ωΩ′ = ωΩ − dt
1, and we can apply Theorem 2.3.
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3.2 A finer classification
For every 2-form Ω of type 3 or 4 on a manifold M of dimension 4, there exists
a unique 1-form ϕΩ such that,
(31) ϕΩ ∧Ω = ωΩ ∧ dωΩ.
The assignment Ω 7→ ϕΩ is functorial, i.e., φ
∗(ϕΩ) = ϕφ∗Ω, ∀φ ∈ DiffM ; cf.
Lemma 1.1. If Ω ∈ G is of type 1 or 2, then ϕΩ = 0.
A 2-form Ω ∈ G of type 3 is said to be of type 3.k, for k = 0, . . . , 4, if ϕΩ is
of constant class equal to k on a neighbourhood of the origin.
If a 2-form Ω of type 3 is given by the formula (30), then
ωΩ = df + (1 + x
1)dx3,(32)
ϕΩ = −
∂F
∂x4
dx1 + exp
(
−(1 + x1)x3
) ∂F
∂x2
dx3,(33)
F = exp (−f) , F (0) = 1,(34)
and as a computation shows, we have
Proposition 3.2. A 2-form Ω ∈ G is of type 3.k, 0 ≤ k ≤ 2, if and only if there
exist a smooth function Fk and a coordinate system (y
i)4i=1 centered at the origin
such that, Ω = (Fk)
−1 (exp ((1 + y1)y3) dy1 ∧ dy2 + dy3 ∧ dy4), Fk(0) = 1 and
(i) (F0)y2 = (F0)y4 = 0,
(ii) F1 = 1 + y
4,
(iii) (F2)y4 = 0.
A 2-form Ω = F−1
(
exp
(
(1 + x1)x3
)
dx1 ∧ dx2 + dx3 ∧ dx4
)
∈ G is of type 3.3
if and only if,
(35)


(Fx2Fx2x4 − Fx4Fx2x2)
2
(0) + (Fx2Fx4x4 − Fx4Fx2x4)
2
(0) > 0,
Fx2x2Fx4x4 − (Fx2x4)
2
= 0,
and it is of type 3.4 if and only if Fx2x2(0)Fx4x4(0)− (Fx2x4(0))
2
6= 0.
Example 3.3. If Ω = exp
{
x4 + (1 + x1)x3
}
dx1 ∧ dx2 + exp(λ)dx3 ∧ dx4, where
λ ∈ C∞(x1, . . . , x4), then ω = ∂λ
∂x1
dx1 + ∂λ
∂x2
dx2 + (1+ x1)dx3 + dx4. If λx2 = 0
and ρ(0, 0, 0) 6= 0, with ρ = 1 − λx1x3 + (1 + x
1)λx1x4 , then Ω is of class 3 and
ϕ = exp(−λ)ρdx1. Hence the class of ϕ is ≤ 2. The class of ϕ is 1 if and only
if ρx3 = ρx4 = 0. For example, if λ ∈ R, then classϕ = 1; if λ = x
1x3x4, then
classϕ = 2.
4 Invariant functions
Let M be an arbitrary C∞-manifold and let φ¯ : ∧2 T ∗M → ∧2T ∗M be the
natural lift of a diffeomorphism φ ∈ DiffM ; i.e., φ¯(w) = (φ−1)∗w for every
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2-covector w ∈ ∧2T ∗M . If Ω is a 2-form on M , then φ¯ ◦ Ω ◦ φ−1 = (φ−1)∗Ω.
For every r ≥ 0, let
Jrφ¯ : Jr
(
∧2T ∗M
)
→ Jr
(
∧2T ∗M
)
Jrφ¯(jrxΩ) = j
r
φ(x)(φ¯ ◦ Ω ◦ φ
−1)
be the r-jet prolongation of φ¯. A subset S ⊆ Jr(∧2T ∗M) is said to be natural
if
(
Jrφ¯
)
(S) ⊆ S for every φ ∈ DiffM . Let S ⊆ Jr(∧2T ∗M) be a natural
embedded submanifold. A smooth function I : S → R is said to be invariant
under diffeomorphisms or even DiffM -invariant (cf. [5]) if
(36) I ◦ Jrφ¯ = I, ∀φ ∈ DiffM.
If we set I(Ω) = I ◦ jrΩ, for a given 2-form Ω on M , then the invariance
condition (36) reads
(37) I
(
(φ−1)∗Ω)(φ(x)
)
= I(Ω)(x), ∀x ∈M, ∀φ ∈ DiffM,
thus leading us to the naive definition of an invariant, as being a function de-
pending on the coefficients of Ω and its partial derivatives up to a certain order,
which remains unchanged under arbitrary changes of coordinates.
Proposition 4.1. Let M be a smooth manifold of dimension 4 and let I be the
function defined by,
I : J2OM → R,
I(j2xΩ)ωx ∧ ωx = (dωΩ)x ∧ (dωΩ)x .
If ωΩ is of class 4 (i.e., Ω is of type 4, according to §1) at x, and AΩ : TM → TM
is the endomorphism, dωΩ(X,Y ) = Ω(AΩX,Y ) = Ω(X,AΩY ), ∀X,Y ∈ TxM ,
then det (λid− (AΩ)x) = (λ
2 + I(j2xΩ))
2.
Proof. Let (x1, . . . , x4) be a system of coordinates centred at x ∈M such that,
ωΩ = (1 + x
1)dx2 + x3dx4. If Ω =
∑
i<j Fijdx
i ∧ dxj , then F12 + F34 = 0, as
differentiating (1) it follows:
0 = dωΩ ∧Ω =
∑
i<j
Fij(dx
1 ∧ dx2 + dx3 ∧ dx4) ∧ dxi ∧ dxj .
If we set Fij = −Fji for i ≥ j, and AΩ = A
i
jdx
j ⊗ ∂
∂xi
, then Aij = HikF
kj ,
with Hij = δ1iδ2j + δ3iδ4j , 1 ≤ i < j ≤ 4, Hij +Hji = 0, i, j = 1, . . . , 4, and(
F ij
)4
i,j=1
is the inverse matrix of (Fij)
4
i,j=1. Hence
(
Aij
)4
i,j=1
= det(Fij)
− 1
2


F34 0 −F14 F13
0 F34 −F24 F23
F23 −F13 F12 0
F24 −F14 0 F12

 ,
where, det(Fij)
1
2 = Pfaffian(Fij) = F12F34 + F14F23 − F13F24, and
det (λid−AΩ) =
(
λ2 + det(Fij)
− 1
2
)2
,
thus finishing the proof.
Remark 4.2. The class of ωΩ is ≤ 3 at x ∈M if and only if, I(j
2
xΩ) = 0.
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5 Forms of type 4
5.1 Normal forms modulo AutωΩ
Below, we use the standard notation about derivatives after a comma, namely
fα,a = ∂fα/∂x
a, fα,ab = ∂
2fα/∂x
a∂xb, etc.
Let Ω =
∑
i<j Fijdx
i ∧ dxj be a germ of differential 2-form of type 4 at
x0 ∈M such that,
(38) ωΩ =
(
1 + x1
)
dx2 + x3dx4,
where (x1, . . . , x4) is a coordinate system centred at the origin. By writing the
equation (1) in the system (xi)4i=1, where ωΩ is given as in (38), we conclude
that the former equation is equivalent to the following system:
(39)
F12,3 − F13,2 + F23,1 = −(1 + x
1)F13,
F12,4 − F14,2 + F24,1 = x
3F12 − (1 + x
1)F14,
F13,4 − F14,3 + F34,1 = x
3F13,
F23,4 − F24,3 + F34,2 = x
3F23 + (1 + x
1)F34.
Moreover, differentiating (1) we obtain (dx1 ∧ dx2 + dx3 ∧ dx4)∧Ω = 0. Hence
F34 = −F12 and we can use it to eliminate F34 and its derivatives in (39), thus
obtaining the equivalent system,
(40)
e1 ≡ F13,2 − (1 + x
1)F13 − F12,3 − F23,1 = 0,
e2 ≡ F12,4 − x
3F12 − F14,2 + (1 + x
1)F14 + F24,1 = 0,
e3 ≡ F13,4 − x
3F13 − F12,1 − F14,3 = 0,
e4 ≡ F12,2 − (1 + x
1)F12 − F23,4 + x
3F23 + F24,3 = 0.
By performing the first prolongation of the system (40) a unique first-order
constraint is obtained, namely,
(1 + x1)F12,1 − x
3F12,3 + x
3F13,2 − (1 + x
1)F13,4 + (1 + x
1)F14,3 − x
3F23,1 = 0.
Proposition 5.1. The general solution to the system (40) is given by the fol-
lowing formulas:
(41) F14 =
∫ x3
0
[(
X4 − x3
)
F13 −X
1F12
]
dx3 +G14
(
x1, x2, x4
)
,
(42) F23 =
∫ x1
0
[(
X2 − 1− x1
)
F13 −X
3F12
]
dx1 +G23
(
x2, x3, x4
)
,
(43) F24 =
∫ x1
0
[(
x3 −X4
)
F12 +
(
X2 − 1− x1
)
F14
]
dx1 +G24
(
x2, x3, x4
)
,
where X i = ∂
∂xi
, 1 ≤ i ≤ 4, and
F12(x
1, x2, x3, x4), F13(x
1, x2, x3, x4), G14
(
x1, x2, x4
)
, G23
(
x2, x3, x4
)
,
G˜24(x
2, x4),
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are arbitrary smooth functions and G24 is given by,
G24
(
x2, x3, x4
)
=
∫ x3
0
(
G23,4 − x
3G23
) (
x2, x3, x4
)
dx3 + G˜24(x
2, x4).
Proof. From e1, e2, e3 we obtain (41), (42), (43). Replacing (41) into (43), the
functions F14, F23, and F24 are written in terms of F12 and F13; the explicit
expression for F24 is
F24 = G24
(
x2, x3, x4
)
+
∫ x1
0
(
x3 −X4
)
(F12) dx
1
+
∫ x1
0
[(
X2 − 1− x1
) ∫ x3
0
{(
X4 − x3
)
F13 −X
1F12
}
dx3
]
dx1
+
∫ x1
0
(
X2 − 1− x1
) (
G14
(
x1, x2, x4
))
dx1.
Replacing the expressions (41), (42) and (43) into e1, e2, and e3, these equa-
tions are seen to hold identically. Furthermore, replacing the aforementioned
expressions into e4, after simplification, it follows:
∫ x1
0
[
F12 −
(
X2 − 1− x1
)
X1F12
]
dx1 + (x3 −X4)G23 +X
3G24
=
(
1 + x1 −X2
)
F12,
and taking derivatives with respect to x1 it follows: (x3−X4)G23+X
3G24 = 0,
and finally the expression for G24 in the statement is deduced.
5.2 The linear frame attached to Ω
Proposition 5.2. Let Ω be a 2-form Ω of rank 4 on a manifold M of dimension
4, and let ZΩ, TΩ be the vector fields defined by iZΩΩ = ωΩ, iTΩΩ = ϕΩ, then
the following equations hold:
(44)
(i) ωΩ ∧ dΩ = 0,
(iii) iZΩdΩ = 0,
(v) ϕΩ ∧ dΩ = 0,
(vii) ϕΩ = −LZΩωΩ,
(ix) iTΩdωΩ = I(Ω)ωΩ.
(ii) dωΩ ∧ Ω = 0,
(iv) LZΩΩ = dωΩ,
(vi) dϕΩ ∧Ω = dωΩ ∧ dωΩ,
(viii) ϕΩ ∧ dωΩ = −I(Ω)ωΩ ∧ Ω,
If dΩ 6= 0, then
(45) dωΩ ∧ dϕΩ = −
1
2ZΩ(I(Ω))Ω ∧ Ω.
If ωΩ ∧ dωΩ 6= 0, then
(46) Ω(ZΩ, TΩ) = 0,
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or equivalently, ωΩ(TΩ) = ϕΩ(ZΩ) = 0, and the following equations hold:
(47)
(x) ϕΩ ∧ ωΩ = iTΩdΩ,
(xi) LTΩΩ = dϕΩ + ϕΩ ∧ ωΩ,
(xii) i[TΩ,ZΩ]Ω = I(Ω)ωΩ − LZΩϕΩ,
(xiii)
(
i[TΩ,ZΩ]Ω
)
∧ Ω = (dϕΩ − I(Ω)Ω) ∧ ωΩ,
(xiv) ωΩ ([TΩ, ZΩ]) = 0.
Proof. The formula (i) follows from the very definition of ωΩ in (1); differ-
entiating this latter equation we obtain (ii). From (1) and the definition of
ZΩ we deduce iZΩdΩ = iZΩ(ωΩ ∧ Ω) = 0, which is the formula (iii); hence
LZΩΩ = diZΩΩ = dωΩ, which is (iv), and then
ϕΩ ∧ dΩ = ϕΩ ∧ ωΩ ∧ Ω [by virtue of (1)]
= −ωΩ ∧ ϕΩ ∧ Ω
= −ωΩ ∧ ωΩ ∧ dωΩ [by virtue of (31)]
= 0,
thus proving (v). Taking (v) into account and differentiating (31) we obtain
(vi). Moreover, we have
ϕΩ ∧ Ω = iZΩΩ ∧ diZΩΩ = iZΩΩ ∧ LZΩΩ = LZΩ (iZΩΩ ∧ Ω)− LZΩ (iZΩΩ) ∧ Ω
= LZΩdΩ− (LZΩωΩ) ∧ Ω.
By virtue of (iv), LZΩdΩ = dLZΩΩ = d (dωΩ) = 0; hence (ϕΩ + LZΩωΩ)∧Ω = 0,
and (vii) follows. Moreover, from (vii) we obtain
ϕΩ ∧ dωΩ = −dωΩ ∧ LZΩωΩ = −dωΩ ∧ iZΩdωΩ = −
1
2 iZΩ (dωΩ ∧ dωΩ)
and (viii) follows from the very definitions of I(Ω) and ZΩ. From (ii) and (viii),
we have 0 = iTΩ (dωΩ ∧ Ω) = iTΩdωΩ ∧Ω+ dωΩ∧ϕΩ = (iTΩdωΩ − I(Ω)ωΩ)∧Ω.
Hence (ix) follows.
Assume dΩ 6= 0, and let f be the function defined by, dωΩ ∧ dϕΩ = fΩ∧Ω.
By differentiating (viii): fΩ ∧ Ω = −d(I(Ω)) ∧ dΩ, by virtue of (1) and (ii),
and contracting with ZΩ we obtain (2f + ZΩ(I(Ω))) dΩ = 0. Contracting (v)
and (1) with TΩ, we obtain ϕΩ ∧ iTΩdΩ = 0, Ω(ZΩ, TΩ)Ω− ωΩ ∧ ϕΩ = iTΩdΩ ,
respectively. Multiplying exteriorly the latter equation by ϕΩ, we can conclude
that Ω(ZΩ, TΩ) vanishes by virtue of the assumption and taking the definition
of ϕΩ into account. As for the item (x), we have
iTΩdΩ = iTΩ(ωΩ ∧ Ω) = −ωΩ ∧ iTΩΩ = ϕΩ ∧ ωΩ.
Therefore, LTΩΩ = diTΩΩ+iTΩdΩ = dϕΩ+ϕΩ∧ωΩ, thus proving (xi). Moreover,
(xii) is deduced as follows:
i[TΩ,ZΩ]Ω = iTΩLZΩΩ− LZΩiTΩΩ [by (iv)]
= iTΩdωΩ − iZΩdiTΩΩ− d (iZΩiTΩΩ) [as Ω(ZΩ, TΩ) = 0]
= iTΩdωΩ − iZΩdϕΩ
= I(Ω)ωΩ − LZΩϕΩ. [by (ix)]
11
From (xii) and (vi) we obtain(
i[TΩ,ZΩ]Ω
)
∧ Ω = (I(Ω)ωΩ − iZΩdϕΩ) ∧ Ω
= I(Ω)ωΩ ∧ Ω− iZΩ (dϕΩ ∧Ω) + dϕΩ ∧ ωΩ
= I(Ω)ωΩ ∧ Ω− iZΩ (I(Ω)Ω ∧ Ω) + dϕΩ ∧ ωΩ
= (dϕΩ − I(Ω)Ω) ∧ ωΩ,
thus proving (xiii). Finally, from (ix) we deduce iZΩiTΩdωΩ = 0, which is
equivalent to (xiv) as we assume ωΩ(TΩ) = 0.
Example 5.3. If Ω = exp(a)dx1 ∧ dx2 + exp(b)dx3 ∧ dx4, a, b ∈ C∞(R4), then
1
2Ω ∧ Ω = exp(a+ b)dx
1 ∧ dx2 ∧ dx3 ∧ dx4,
ωΩ = bx1dx
1 + bx2dx
2 + ax3dx
3 + ax4dx
4,
dωΩ = cx1x3dx
1 ∧ dx3 + cx1x4dx
1 ∧ dx4 + cx2x3dx
2 ∧ dx3 + cx2x4dx
2 ∧ dx4,
with c = a−b, and I(Ω) = exp(−a−b)(cx1x4cx2x3−cx1x3cx2x4). Letting a = x
3,
b = 0 in the formulas above, one has I(Ω) = 0. Similarly, letting a = (1+x1)x3,
b = 0, one obtains I(Ω) = 0. This shows that the invariant I does not distinguish
the types 1 and 2. Moreover, letting u = cx1 , v = cx2 , the condition I(Ω) = 0 is
equivalent to saying that ∂(u,v)
∂(x3,x4) = 0. Hence, cx2 = φ(x
1, x2, cx1), φ being an
arbitrary smooth function on R3.
Theorem 5.4. Let ZΩ, TΩ be the vector fields attached to a 2-form Ω of type
4 on M according to Proposition 5.2, and let UΩ and VΩ be the vector fields
defined as follows: UΩ = [ZΩ, TΩ], VΩ = [ZΩ, UΩ] = [ZΩ, [ZΩ, TΩ]]. On a dense
open subset O4M ⊂ J
4OM , the four vector fields (ZΩ, TΩ, UΩ, VΩ) constitute a
linear frame for the tangent bundle of M . The function J(Ω) defined by the
formula
(48) J(Ω) = ϕΩ(UΩ) = ϕΩ([ZΩ, TΩ]),
is a non-vanishing third-order differential invariant. Let (ZΩ, T
′
Ω, U
′
Ω, V
′
Ω) be the
linear frame defined by the following formulas:
T ′Ω = T −
ZΩ(J(Ω))
J(Ω) ZΩ,
U ′Ω =
1
J(Ω)UΩ −
Ω(UΩ,VΩ)
J(Ω)2 ZΩ,
V ′Ω =
1
J(Ω)VΩ.
Two 2-forms Ω and Ω¯, the 4-jets of which take values in O4M , are DiffM -
equivalent if and only if the linear frames (ZΩ, T
′
Ω, U
′
Ω, V
′
Ω) and (ZΩ¯, T
′¯
Ω
, U ′¯
Ω
, V ′¯
Ω
)
are DiffM -equivalent.
Proof. From the very definitions of the 1-forms ωΩ and φΩ—in (1) and (31),
respectively—it follows that (ZΩ)x depends on j
1
xΩ and (TΩ)x depends on j
2
xΩ.
Hence, (UΩ)x depends on j
3
xΩ and (VΩ)x depends on j
4
xΩ. Consequently the
DiffM -equivariant mapping
Υ: J4OM → ∧
4TM,
Υ
(
j4xΩ
)
= (ZΩ ∧ TΩ ∧ UΩ ∧ VΩ)x,
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is well defined and, as a computation shows, once a point x ∈M has been fixed,
the components of Υx : J
4
xOM → ∧
4
xTM are expressed as rational functions of
the coordinate functions (yij,I), |I| ≤ 4, defined by yij,I(j
4
xΩ) =
∂|I|(yij◦Ω)
∂xI
(x).
In particular, the components of Υx are of class C
Ω. Hence, in order to prove
that the open subset Υ−1
(
∧4TM\{0}
)
is dense it will suffice to prove that this
subset is not empty. In fact, if Ω =
∑
i<j Fijdx
i ∧ dxj , where
(49)
F12 = 1 + x
1, F13 = c exp
[
(1 + x1)x2 + x3x4
]
, F14 = 1,
F23 = −λ, F24 =
1
2λ(x
3)2 − x1 − 12 (x
1)2, F34 = −F12,
}
c, λ ∈ R,
then we have ωΩ = (1 + x
1)dx2 + x3dx4, ϕΩ = ϕidx
i, with
ϕ1 =
x3F13
λ+F13F24
, ϕ2 =
−λx3
λ+F13F24
, ϕ3 = −
(1+x1)F13
λ+F13F24
, ϕ4 = −
1+x1
λ+F13F24
.
As the assignment Ω 7→ (ZΩ, TΩ, UΩ, VΩ) is DiffM -equivariant, we can confine
ourselves to study the rank of the system (ZΩ, TΩ, UΩ, VΩ) at the point x0. If
(ZΩ)x0 = z
i ∂
∂xi
|x0 , (TΩ)x0 = t
i ∂
∂xi
|x0 , (UΩ)x0 = u
i ∂
∂xi
|x0 , (VΩ)x0 = v
i ∂
∂xi
|x0 ,
then
z1 = 0, z2 = − λ
λ+1 , z
3 = 0, z4 = − 1
λ+1 ,
t1 = − c
(λ+1)2
, t2 = λ−1
(λ+1)2
, t3 = cλ
(λ+1)2
, t4 = c
2+2
(λ+1)2
,
u1 = c(λ+1)2 , u
2 = − cλ(2λ+c)(λ+1)4 , u
3 = − cλ
2
(λ+1)3 , u
4 = −
c[(2c−1)λ2+(2c+1)λ+c]
(λ+1)4 ,
v1 = − c
(λ+1)2
, v2 =
cλ[4λ2+(3c+1)λ+c−1]
(λ+1)5
,
v3 = cλ
3
(λ+1)4
, v4 =
c[2(2c−1)λ3+2(2c+1)λ2+(3c+2)λ+c]
(λ+1)5
.
The determinant of
(
(ZΩ)x0 , (TΩ)x0 , (UΩ)x0 , (VΩ)x0
)
in the basis
(
∂
∂xi
|x0
)4
i=1
is equal to
−c2λ2
(
c2 + 1
)
λ2 +
(
c− c2 + 2
)
λ+ c+ 1
(λ+ 1)10
.
Hence it suffices to take c 6= 0, λ 6= 0,−1, λ 6= c
2−c−2±c√c2−6c−7
2(c2+1) .
Moreover, if there exists φ ∈ DiffM such that φ∗Ω = Ω¯, then φ∗ωΩ = ωΩ¯,
φ∗ϕΩ = ϕΩ¯. Hence φ
−1 · ZΩ = ZΩ¯, φ
−1 · TΩ = TΩ¯; from the very definitions of
UΩ and VΩ it thus follows: φ
−1 · UΩ = UΩ¯, φ
−1 · VΩ = VΩ¯. Next, we compute
the functions Ω(ZΩ, TΩ), Ω(ZΩ, UΩ), Ω(ZΩ, VΩ), Ω(TΩ, UΩ), Ω(TΩ, VΩ). To do
this, we use the properties (i)-(xiv) of Proposition 5.2. From (46) it follows:
Ω(ZΩ, TΩ) = 0. Moreover, we have
(50) Ω(ZΩ, UΩ) = Ω(ZΩ, [ZΩ, TΩ]) = ωΩ([ZΩ, TΩ])
(xiv)
= 0,
(51)
Ω(ZΩ, VΩ) = Ω(ZΩ, [ZΩ, [ZΩ, TΩ]])
= ωΩ([ZΩ, [ZΩ, TΩ]])
= i[ZΩ,[ZΩ,TΩ]]ωΩ
= LZΩ
(
i[ZΩ,TΩ]ωΩ
)
− i[ZΩ,TΩ] (LZΩωΩ)
= −i[ZΩ,TΩ](LZΩωΩ) by (xiv)
= i[ZΩ,TΩ]ϕΩ by (vii)
= J(Ω).
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In addition,
(52)
Ω(TΩ, UΩ) = Ω(TΩ, [ZΩ, TΩ])
= ϕΩ([ZΩ, TΩ])
= J(Ω),
and furthermore we obtain
Ω(TΩ, VΩ) = Ω(TΩ, [ZΩ, [ZΩ, TΩ]])
= ϕΩ([ZΩ, [ZΩ, TΩ]])
= i[ZΩ,[ZΩ,TΩ]]ϕΩ
= LZΩ(i[ZΩ,TΩ]ϕΩ)− i[ZΩ,TΩ](LZΩϕΩ),
and from (xii) we deduce LZΩϕΩ = I(Ω)ωΩ + i[ZΩ,TΩ]Ω, and again from (xiv)
we obtain
i[ZΩ,TΩ](LZΩϕΩ) = I(Ω)ωΩ ([ZΩ, TΩ] + Ω([ZΩ, TΩ], [ZΩ, TΩ])
= 0.
Consequently,
(53) Ω(TΩ, VΩ) = ZΩ(J(Ω)).
Therefore, the matrix of Ω in the basis (ZΩ, TΩ, UΩ, VΩ) is
Λ(Ω) =


0 0 0 J(Ω)
0 0 J(Ω) ZΩJ(Ω)
0 −J(Ω) 0 Ω (UΩ, VΩ)
−J(Ω) −ZΩJ(Ω) −Ω (UΩ, VΩ) 0

 .
Hence (Ω ∧Ω) (ZΩ, TΩ, UΩ, VΩ) = 2J(Ω)
2. As Ω is of rank 4, it follows that
J(Ω) cannot vanish, and the definition of the modified basis (ZΩ, T
′
Ω, U
′
Ω, V
′
Ω)
makes sense.
It is readily seen that the functions J(Ω), ZΩ(J(Ω)), Ω (UΩ, VΩ) are differen-
tial invariants. Hence the linear frame (ZΩ, T
′
Ω, U
′
Ω, V
′
Ω) also depends functorially
on Ω. In addition, as a calculation shows, from the formulas (46), (50)–(53), we
have
Ω (ZΩ, T
′
Ω) = 0, Ω (ZΩ, U
′
Ω) = 0, Ω (ZΩ, V
′
Ω) = 1,
Ω (T ′Ω, U
′
Ω) = 1, Ω (T
′
Ω, V
′
Ω) = 0, Ω (U
′
Ω, V
′
Ω) = 0.
If φ · (ZΩ, T
′
Ω, U
′
Ω, V
′
Ω) = (ZΩ¯, T
′¯
Ω
, U ′¯
Ω
, V ′¯
Ω
), i.e., φ−1 · ZΩ = ZΩ¯, φ
−1 · T ′Ω = T
′¯
Ω
,
φ−1 · U ′Ω = U
′¯
Ω
, φ−1 · V ′Ω = V
′¯
Ω
, then the forms φ∗Ω and Ω¯ take the same
value on the pairs (ZΩ¯, T
′¯
Ω
), (ZΩ¯, U
′¯
Ω
), (ZΩ¯, V
′¯
Ω
), (T ′¯
Ω
, U ′¯
Ω
), (T ′¯
Ω
, V ′¯
Ω
), (U ′¯
Ω
, V ′¯
Ω
),
as (φ∗Ω)(ZΩ¯, T
′¯
Ω
) = (φ∗Ω)(φ−1 ·ZΩ, φ−1 ·T ′Ω) = Ω (ZΩ, T
′
Ω)◦φ = 0, and similarly
for the remaining pairs. Hence Ω¯ = φ∗Ω, thus concluding the proof.
Corollary 5.5. Let M be a 4-dimensional real analytic manifold, let Ω and Ω¯
be two 2-forms of type 4 and class Cω the 4-jets of which belong to O4M , and let
(X1, X2, X3, X4) = (ZΩ, T
′
Ω, U
′
Ω, V
′
Ω),
(X¯1, X¯2, X¯3, X¯4) = (ZΩ¯, T
′¯
Ω, U
′¯
Ω, V
′¯
Ω),
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be their associated linear frames respectively as in Theorem 5.4. Let ∇, ∇¯ be the
linear connections parallelizing these linear frames respectively; i.e., ∇XiXj = 0,
∇¯X¯iX¯j = 0, i, j = 1, . . . , 4. Finally, let T , T¯ be the torsion tensors of ∇, ∇¯,
respectively. The germs of Ω and Ω¯ at x0 and x¯0 are equivalent if and only
if there exists a linear isomorphism A : Tx0M → Tx¯0M mapping the tensor
(∇rT )x0 into (∇¯
rT¯ )x¯0 for every r ∈ N.
Proof. As the linear frames (X1, . . . , X4), (X¯1, . . . , X¯4) are of class C
ω , accord-
ing to [2, Corollary (5.6)], they are equivalent if and only if the map A exists,
and we can conclude by virtue of Theorem 5.4.
Remark 5.6. As ∇ and ∇¯ are flat connections, the statement of the previous
corollary is a particular case of the equivalence problem for linear connections,
such as is formulated, for example, in [4, VI. Theorem 7.2]; but there is an
alternative (and equivalent) formulation of this corollary that better shows the
computational complexity of the 2-form equivalence problem. For every integer
r ≥ 0, let Iij1,...,jr ,k,l be the invariant functions defined by the following formula:
(∇rT ) ((Xj1)x, . . . , (Xjr )x, (Xk)x, (Xl)x) =
∑
i
Iij1,...,jr,k,l
(
jr+4x Ω
)
(Xi)x,
for all i, j1, . . . , jr, k, l = 1, . . . , 4 and every 2-form Ω of type 4 taking values in
O4M . Then, the germs Ω and Ω¯ at x ∈ M are equivalent if and only if all the
following equations hold:
Iij1,...,jr ,k,l
(
jr+4x Ω
)
= Iij1,...,jr ,k,l
(
jr+4x Ω¯
)
.
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