This paper investigates the (in)-consistency of various bootstrap methods for making inference on a change-point in time in the Cox model with right censored survival data. A criterion is established for the consistency of any bootstrap method. It is shown that the usual nonparametric bootstrap is inconsistent for the maximum partial likelihood estimation of the change-point. A new model-based bootstrap approach is proposed and its consistency established. Simulation studies are carried out to assess the performance of various bootstrap schemes.
Introduction
The proportional hazards model of Cox (1972) specifies that the hazard function of survival time for a subject with possibly time-dependent covariate vector Z is λ(t|Z(s), s ≤ t) = exp β 0 Z(t) λ 0 (t),
where β 0 is a p-dimensional vector of regression parameters and λ 0 an unknown baseline hazard function. Inference on the regression parameter β 0 is usually based on the partial likelihood (Cox, 1975) . The theoretical properties of the maximum partial likelihood estimator (MPLE) of β 0 have been studied extensively in the literature; see Andersen and Gill (1982) , Fleming and Harrington (1991) , and Kalbfleisch and Prentice (2002) . It is sometimes plausible to postulate that the regression coefficient changes its value at a certain time, resulting in a change-point extension of the Cox model. For clinical trial data, Meinert (1986) and Zucker and Lakatos (1990) argue that the treatment effect may manifest only after a period of time. To model such lag effect, a two-phase Cox model with a change-point in time is usually considered and the hazard function is written as λ(t|Z(s), s ≤ t) = exp α 0 Z(t)1 t≤ζ 0 + β 0 Z(t)1 t>ζ 0 λ 0 (t),
where a second regression parameter vector α 0 is added to model (1) and ζ 0 is the change-point parameter. It is clear that estimation of the change-point ζ 0 is an important step in the model based inference. For the identifiability of model (2), we assume throughout that α 0 = β 0 since otherwise this model reduces to (1) and ζ 0 is not identifiable. Model (2) has been extensively studied in the literature. Liang, Self and Liu (1990) considered the problem of testing the null hypothesis of no change-point effect based on a maximal score statistic. Luo, Turnbull and Clark (1997) focused on testing H 0 : ζ = ζ 0 v.s. H 1 : ζ = ζ 0 for a pre-specified ζ 0 and derived the asymptotic distribution of the partial likelihood ratio test statistic under H 0 . For estimation of the change-point parameter ζ 0 , Luo (1996) and Pons (2002) showed that the MPLE of ζ 0 is n −1 consistent while that of the regression parameter vector is n −1/2 consistent. This is largely due to the fact that the partial likelihood function is not differentiable with respect to the change-point parameter and therefore the usual Taylor expansion is not applicable. This "nonstandard" asymptotic behavior of the MPLE of ζ 0 is typical in change-point regression problems; see Kosorok and Song (2007) , Lan, Banerjee and Michailidis (2009) , and Seijo and Sen (2011a) for examples of different models.
Although the asymptotic distribution of the MPLE of ζ 0 has been derived in the literature (Luo, 1996; Pons, 2002) , it cannot be directly used for making inference for ζ 0 due to the presence of nuisance parameters. Bootstrap methods bypass the difficulty of estimating the nuisance parameters and are generally reliable in standard n −1/2 convergence problems; see Efron and Tibshirani (1993) and Davison and Hinkley (1997) . When the bootstrap is applied to nonstandard problems such as the change-point model (2), however, it may yield invalid confidence intervals (CIs) for ζ 0 . The failure of the usual bootstrap methods in nonstandard situations has been documented in the literature; see Abrevaya and Huang (2005) and Sen, Banerjee and Woodroofe (2010) for situations giving rise to n 1/3 asymptotic; see Bose and Chatterjee (2001) for general M -estimation problems. However, the change-point problem for the Cox model (2) is indeed quite different from the problems considered by the above authors, and the performance of different bootstrap methods has not been investigated.
Various bootstrap procedures have been applied to the standard Cox model (1) (Davison and Hinkley, 1997) . However, as to be shown in Section 4, the commonly used bootstrap methods, such as sampling directly from the empirical distribution (ED) and sampling conditional on covariates (Burr, 1994) , provide invalid CIs for the change-point parameter in model (2). Indeed, we show that the bootstrap estimates constructed by these methods are the smallest maximizers of certain stochastic processes and, conditional on the data, these processes do not have any weak limit. This strongly suggests not only the inconsistency but also the nonexistence of any weak limit for the corresponding bootstrap estimates.
To get consistent bootstrap procedures, we develop a new bootstrap approach that, conditional on the covariates, draws samples from a smooth approximation to the distribution of the survival time and from an estimate of the distribution of the censoring time. A key step in the new approach is the smooth approximation to the distribution of the survival time, which makes the bootstrap scheme successfully mimic the local behavior of the true distribution function at the location of ζ 0 . As a result, the proposed approach yields asymptotically valid CIs for ζ 0 . Furthermore, the asymptotic theory is also validated through simulation studies with reasonable sample sizes.
The rest of this paper is organized as follows. In Section 2 we describe the model setup and introduce different bootstrap schemes. In Section 3, we state a series of convergence results. In Section 4 we study the inconsistency of the standard bootstrap methods, including sampling from the ED, and we prove the consistency of the smooth and the m-out-of-n bootstrap procedures. We compare the finite sample performance of different bootstrap methods through a simulation study in Section 5. Proofs of the main theorems are in Section 6. Proofs of several lemmas are provided in the Appendix.
Model setup and bootstrap schemes
We use T to denote survival time and C censoring time. Throughout, a ∧ b = min{a, b} and a∨b = max{a, b}. LetT = T ∧C and δ = 1 T ≤C indicating failure (1) or censoring (0). Furthermore, there is a p-dimensional covariate process Z(t), cáglád (left-continuous with right-hand limits), which may include an individual's treatment assignment and certain relevant characteristics. In this paper we focus on the external time-dependent covariate and assume that Z is observed over the study interval [0, τ ], τ < ∞. An external time-dependent covariate means that its value path is not directly generated by the individual under the study. Examples include the age of an individual and the air pollution level for asthma study; see Chapter 6.3.1 in Kalbfleisch and Prentice (2002) for more discussion. Furthermore, we assume that Z is of bounded total variation on [0, τ ] and the covariance matrix V ar(Z(t)) is strictly positive definite for any t ∈ [0, τ ].
Given covariate Z, the survival time T is assumed to be conditionally independent of the censoring time C. The hazard rate function of T follows the change-point Cox model (2) with α 0 and β 0 belonging to bounded convex sets Θ α and Θ β in R p , respectively. We assume that the baseline hazard function λ 0 (·) is bounded on [0, τ ] with inf t∈[0,τ ] λ 0 (t) > 0 and the conditional distribution of censoring time G(·|Z) satisfies sup z∈V G(τ |z) < 1, where V is the set of all possible paths of Z. To ensure the identifiability of ζ 0 , we further assume that λ 0 (·) and G(·|z), for any z ∈ V, are continuous at ζ 0 .
The observed data (T i , δ i , Z i ), i = 1, ..., n, consist of n i.i.d. realizations of (T , δ, Z). The Cox partial likelihood (Cox, 1975) is
Let l n (α, β, ζ) = log L n (α, β, ζ), which is continuous in α and β but cádlág in ζ. In fact, it is a step function in ζ and hence could have multiple maximizers. To avoid ambiguity, we say that
Since, for each ζ, l n (α, β, ζ) as a function of α and β has a unique maximizer, we can choose as our MPLE the maximizer with the smallest value of ζ. In other words, our estimator (α n ,β n ,ζ n ) ∈ Θ will be the only maximizer such that if (α n ,β n ,ζ n ) ∈ Θ is any other maximizer, thenζ n <ζ n . In this case, we say thatθ n := (α n ,β n ,ζ n ) is the smallest argmax of l n and write it aŝ
As discussed in the Introduction, it is not practical to directly use the limiting distribution of ζ n for constructing CIs for ζ 0 . Thus it is desirable to develop bootstrap approaches.
Bootstrap procedures
We start with a brief review of bootstrap procedures. Consider a sample
Suppose that we are interested in estimating the distribution function F Rn of a random variable
iid ∼F X,n given X n , whereF X,n is an estimator of F X from X n and m n is a constant depending on n, and then estimates F Rn by F * Rn , the conditional distribution function of R n (X * n ,F X,n ) given X n . Let d denote a metric metrizing weak convergence of distributions. We say that F * Rn is weakly consistent if d(F Rn , F * Rn ) → 0 in probability. If F Rn has a weak limit F R , then weak consistency requires F * Rn to converge weakly to F R , in probability.
In the current context, we are interested in the distribution of n(ζ n − ζ 0 ). Then for a consistent bootstrap procedure, the conditional distribution of m n (ζ * n −ζ n ) given the data must provide a good approximation to the distribution function of n(ζ n − ζ 0 ), whereζ * n is the estimator of ζ 0 obtained from the bootstrap sample. In the following we introduce several bootstrap methods commonly used in the literature for the model (2). We start with the classical bootstrap based on the ED.
An alternative to the usual nonparametric bootstrap method (Method 1) considered in nonregular problems is the m-out-of-n bootstrap; see, e.g., Bickel, Götze and van Zwet (1997) .
Method 2 (m-out-of-n bootstrap) Choose an increasing sequence {m n } ∞ n=1 such that m n = o(n) and m n → ∞. Draw a random sample {(T * n,i , δ * n,i , Z * n,i ) :
Two widely used conditional bootstrap procedures for the Cox model are given in Methods 3 and 4 below; see Burr (1994) . These methods are model-based and need estimators of the conditional distributions of T and C given Z.
Method 3 (Bootstrap conditional on covariates)
1. Fit the Cox regression model and construct an estimator of the conditional distribution of
whereΛ b n,0 (s) is the Breslow estimator of the cumulative baseline hazard function Λ 0 , i.e.,
with Y i (t) = 1T i ≥t and N i (t) = 1T i ≤t,δ i =1 . In addition, we construct a conditional distribution estimatorĜ n (·|Z) of G(·|Z); see Section 4.1.2 for more discussion on estimating G(·|Z).
2. For given
Method 4 (Bootstrap conditional on covariates and censoring) 1. Same as Step 1 in Method 3. 2. For given
Methods 1, 3 and 4 are the most widely used bootstrap methods for the Cox regression model. In the following sections, we demonstrate through theoretical derivation and simulation the inconsistency of these methods for constructing CIs for ζ 0 . To get a consistent estimate of the distribution of n(ζ n − ζ 0 ), we propose the following smooth bootstrap procedures.
Method 5 (Smooth bootstrap conditional on covariates)
1.Choose an appropriate nonparametric smoothing procedure (e.g., kernel estimation method in Wells (1994) ) to build an estimatorλ n,0 of λ 0 . The associated estimator of F (t|Z) iŝ
2. For given 
We will use a general convergence result established in Section 3 to prove that the smooth bootstrap procedures (Methods 5 and 6) and the m-out-of-n procedure (Method 2) are consistent. We will also illustrate through a simulation study that the smooth bootstrap methods outperform the m-out-of-n method.
A general convergence result
In this section we prove a general convergence theorem for triangular arrays of random variables in the non-regular Cox proportional hazard model with a change-point in time. This theorem will be applied to show the consistency of the bootstrap procedures introduced in the previous section.
We first introduce some notation. Let P be a distribution satisfying the change-point Cox model (2) for some parameter
Consider a triangular array of independent random samples {(T n,i , δ n,i , Z n,i ) : i = 1, · · · , m n } defined on a probability space (Ω, A, P), whereT n,i = T n,i ∧ C n,i , δ n,i = 1 T n,i ≤C n,i , and m n → ∞ as n → ∞. We use E to denote the expectation operator with respect to P. Furthermore, we assume that {(T n,i , δ n,i , Z n,i ) : i = 1, · · · , m n } jointly follows a distribution Q n , and for each i, the distribution of (T n,i , δ n,i , Z n,i ) is Q n,i .
As in Section 2, we assume that under Q n , the covariate process Z(t) is cáglád and has bounded total variation on [0, τ ]. We write Z ⊗0 = 1, Z ⊗1 = Z, and Z ⊗2 = ZZ . For the ith subject, let Y n,i (t) = 1T n,i ≥t and N n,i (t) = 1T n,i ≤t,δ n,i =1 . For γ ∈ R p and k = 0, 1 and 2, let
where we use Q n (·) and P(·) to denote the expectation operators under the distributions Q n and P, respectively. We writē
Further we denote the ratio between S n,0 (t; γ 1 ) and S n,0 (t; γ 2 ) by
Similarly we write
Using the above notation, for θ = (α , β , ζ) , the log partial likelihood function of {(T n,i , δ n,i , Z n,i ) :
Let θ n = (α n , β n , ζ n ) be given by
The existence of θ n is guaranteed as the above objective function is concave in α and β for every fixed ζ and bounded and cádlág as a function of ζ. When Q n is the ED of a sample generated from model (2), θ n becomes the usual MPLEθ n of l n (θ) as defined in (4). In the following, we derive sufficient conditions on the distribution Q n that guarantees the weak convergence of (
Consistency and the rate of convergence
We first show the consistency of the MPLE θ * n of l * n , whose proof is given in Section 6. We need the following assumption.
A1. For k = 0, 1 and 2, as n → ∞,
Condition A1 indicates that Q n approaches the distribution satisfying the Cox model (2) in the sense that the difference between expectations of S n,k (A n,k ) under distributions Q n and P goes to 0 as n → ∞. When Q n is the ED of a sample from model (2), the uniform law of large numbers implies A1; see Section 4.1.1 for more details.
We consider the rate of convergence of θ * n and show that the estimators of the "regular" parameters, α * n and β * n , converge at a rate of m n −1/2 while the change-point ζ * n converges at rate m −1 n . To guarantee the right rate of convergence, we need the following condition.
A2. There exist positive constants ρ 1 and ρ 2 such that, for any sequence {h n } satisfying h n → ∞ and h n /m n → 0 as n → ∞, the following holds:
Note that condition A2 holds if under Q n the survival time T has uniformly bounded baseline hazard rate function λ n,0 in some neighborhood of ζ n . In this case, A n,0 has right derivative s n,0 (ζ n ; β n )λ n,0 (ζ n ) at ζ + n and left derivative s n,0 (ζ n ; α n )λ n,0 (ζ n ) at ζ − n , which implies A2.
Theorem 8 Under conditions A1 and A2,
Asymptotic distribution
To compute the asymptotic distribution of θ * n , we need the following assumption.
A3. For any t ∈ R, h 1 < h 2 and 0 / ∈ (h 1 , h 2 ),
where ı is the imaginary unit and γ 0 = α 0 1 h 2 ≤0 + β 0 1 0≤h 1 .
Condition A3 holds if under Q n the survival time T has uniformly bounded baseline hazard rate function λ n,0 converging uniformly to λ 0 in some neighborhood of ζ 0 . This is satisfied by the smooth bootstrap methods introduced in Section 2.1 and therefore guarantees their consistency; see Section 4.2.1 for more details.
We write
We proceed to describe the limit law of the process U * n . Let Γ − and Γ + be two homogenous Poisson processes with intensities
Additionally, take two Gaussian R p -valued random vectors
where for s ∈ R and γ ∈ R p , Q(s; γ) is defined as
Suppose that Γ − ,Γ + , v − , v + , U 1 and U 6 are all independent. For h ζ ∈ R, define the vectorvalued process (U 2 , U 3 , U 4 , U 5 ) as
Observe that J is the sequence of jumps of U . Our goal is to show that the asymptotic distribution of the MPLE is exactly that of the smallest argmax of U . Before doing this, we state the following result about the smallest argmax of U .
Lemma 9 Let φ = (φ α , φ β , φ ζ ) = sargmax h∈R 2p+1 U (h) with φ α , φ β and φ ζ corresponding to the first p, the second p and the last component of φ, respectively. Then φ is well-defined. Moreover, φ α , φ β and φ ζ are mutually independent and
We are now in a position to give our main result. To state the result, we need to introduce some further notation. For any given compact set K ⊂ R d , d ∈ N, we define the space D K as the Skorohod space of functions f : K → R having "quadrant limits" and continuous from above; see Neuhaus (1971) and Seijo and Sen (2011a) for more information about this space. Further, we take D K as a metric space endowed with the Skorohod metric, which ensures the existence of conditional probability distributions for its random elements; see Neuhaus (1971) and Theorem 10.2.2 of Dudley (2002) .
Theorem 10 Under conditions A1-A3, for a compact rectangle Θ ⊂ R 2p+1 , U * n converges weakly in the Skorohod topology to U in D Θ . Moreover,
where denotes weak convergence.
We consider the MPLEθ n of l n (θ) as defined in (4). In this case, we can take m n = n, Q n,i = P and θ n = θ 0 . Then conditions A1-A3 automatically hold and we immediately obtain the following corollary from Theorem 10; see also Pons (2002) .
Corollary 11 Under the model setup in Section 2, for the MPLEθ n = (α n ,β n ,ζ n ) ,
Large sample properties of the bootstrap procedures
In this section we use the results from the previous section to prove the (in)-consistency of different bootstrap methods introduced in Section 2.1. In Section 4.1, we argue that the classical bootstrap method (Method 1) and the conditional methods (Methods 3 and 4) are inconsistent. In Section 4.2, we prove the consistency of the smooth bootstrap (Methods 5 and 6) and the m-out-of-n bootstrap (Method 2).
Recall the notation and definitions in the beginning of Section 2. In particular, note that we
. Let X be the σ-algebra generated by the sequence
and V defined on the probability space (Ω, A, P). We say that V n converges conditionally in probability to V , in probability, if for any given > 0
and we write V n
Inconsistent bootstrap methods

Classical bootstrap
Consider the classical bootstrap Method 1 introduced in Section 2.1. We set m n = n and Q n,j , j = 1, · · · , n, to be the ED of the data {(T i , δ i , Z i ) : i = 1, · · · , n}. This implies that for k = 0, 1, 2,
Therefore, θ n =θ n and condition A1 holds. Apply Theorem 7 and we have that the bootstrap estimator θ * n converges conditionally in probability to the true value θ 0 , in probability.
As for the weak convergence, we show in Lemma 13 that condition A3 does not hold. Hence, Theorem 10 is not applicable in this case.
Lemma 13 For Method 1, there is h 0 > 0 such that for any h > h 0 , the sequences
do not converge in probability. Furthermore,
where φ i (s) := e ıt((αn−βn) Z i (s)−log rn(s;αn,βn)) − 1, do not converge in probability.
The following theorem shows that, conditional on the data, (U * n ) ∞ n=1 does not have any weak limit in probability. Consider the Skorohod space D Θ with compact set Θ ⊂ R 2p+1 . We say that (U * n ) ∞ n=1 has no weak limit in probability in D Θ if there is no probability measure µ defined on D Θ such that ρ(µ n , µ) P − → 0, where µ n is the conditional distribution of U * n given X , and ρ is a metric metrizing weak convergence on D Θ .
Theorem 14
There is a compact set Θ ∈ R 2p+1 such that, conditional on the data, U * n does not have a weak limit in probability in D Θ .
Proof of Theorem 14. It suffices to show that there is some h > 0 such that, conditional on the data, U * n (0, 0, h) does not have a weak limit in probability. In this case,
Consider the conditional characteristic function of U * n (0, 0, h) given X . A similar argument as in the proof of Lemma 20 implies that
where φ i (s) is defined as in Lemma 13. Then Lemma 13 implies the desired conclusion.
The result that U * n does not have any weak limit in probability makes the existence of a weak limit for n(ζ * n −ζ n ) very unlikely; see (7). But a complete proof of the non-existence may be complicated due to the non-linearity of the smallest argmax functional. For this reason, theoretically we do not pursue this problem any further, and we will use simulation results to illustrate the inconsistency in Section 5.
Conditional bootstrap
For Methods 3 and 4 in Section 2.1, we consider that m n = n, Q n,i (Z n,i = Z i ) = 1, and the cumulative hazard function of T takes the form Λ n,0 =Λ b n,0 , whereΛ b n,0 is the Breslow estimator as defined in Method 3. Therefore, for k = 0, 1, 2,
Thus θ n =θ n . A uniformly consistent estimator of G is usually needed in conditional bootstrap methods for the Cox model. We assume that
where V is the set of all possible sample paths of covariate Z. Note thatĜ n can be taken as the Kaplan-Meier estimator when C i 's are i.i.d. or Z i s are time-independent and categorical; see also Beran (1981) for a class of nonparametric estimates of the conditional distribution. For more general time-dependent covariates Z, it is hard, if not impossible, to obtain a consistent estimator of G without further model assumption. In the literature, a common approach is to assume that the censoring time follows the Cox model (1), in which case a consistent estimator of G can be constructed based on the usual Breslow estimator (Cox and Oakes, 1984) . In this paper we assume that (15) holds and do not go into the problem of estimating G any further.
Under the setup in Section 2, it is known that sup et al., 1993) . Together with (15), this implies condition A1. Apply Theorem 7 and we have the following convergence result. As with Method 1, we argue that Methods 3 and 4 are also inconsistent. We start with the following lemma.
Lemma 16 For Methods 3 and 4, there is h 0 > 0 such that for any h > h 0 , the sequences
and n Λ b n,0
do not converge in probability.
Proof of Lemma 16.
We only need to show that the first sequence does not converge in probability. For h > 0,
Thus, it suffices to show that
ζ n+ h n ζn dN i (s) does not converge in probability. Apply Lemma 13 and we have the desired conclusion.
Based on Lemma 16, we further show that, conditional on the data, the sequence {U * n } ∞ n=1 does not have a weak limit in probability.
Theorem 17 There is a compact set Θ ∈ R 2p+1 such that, conditional on the data, U * n does not have a weak limit in probability in D Θ .
Proof of Theorem 17. For h > 0, consider the conditional characteristic function of U * n (0, 0, h) given X . A similar argument as in the proof of Lemma 20 implies that
Hence, Lemma 16 implies the desired conclusion.
Consistent bootstrap methods
In this section we show that the smooth bootstrap (Methods 5 and 6) and the m-out-of-n bootstrap (Method 2) are consistent for constructing CIs for ζ 0 . The results from Section 3 can be directly applied to derive sufficient conditions on the distribution from which the bootstrap samples are generated. LetQ n be a distribution constructed from the data {(T i , δ i , Z i ) : i = 1, · · · , n}. If conditions A1-A3 hold with Q n =Q n , then the weak convergence of the bootstrap estimate follows from Theorem 10 applied conditionally given the data.
Smooth bootstrap
Consider Methods 5 and 6. To prove the consistence, thanks to Theorem 10, we only need to show conditions A1-A3 hold conditionally on the data with m n = n and Q n the distribution of the bootstrap sample. Recall thatλ n,0 (·) andĜ(·|Z) are the estimated smooth baseline hazard rate function of T and the conditional distribution of C given Z, respectively. In addition to (15), we need the following convergence result:
Note that (16) is fulfilled ifλ n,0 is the usual kernel estimator (Wells, 1994) .
Similarly as in Section 4.1.2, we have θ n =θ n , s n,k (t; γ) P − → s k (t; γ), and A n,k (t)
n (s;α n 1 s≤ζn +β n 1 s>ζn )dA n,0 (s) = 0, and for any t ∈ R, h 1 < h 2 and 0 / ∈ (h 1 , h 2 ),
where γ n = α n 1 h 2 ≤0 + β n 1 0≤h 1 and γ 0 = α 0 1 h 2 ≤0 + β 0 1 0≤h 1 . Therefore, A1-A3 hold and Theorems 7 and 10 give the weak consistency result.
Proposition 18
For Methods 5 and 6, if (15) and (16) hold, then θ *
m-out-of-n bootstrap
Consider the m-out-of-n bootstrap (Method 2). We will again use the consistency results established in Section 3. We set m n → ∞ and m n /n → 0 as n → ∞. Similar to the classical bootstrap, Q n,j , j = 1, · · · , n, is the ED of the data {(T i , δ i , Z i ) : i = 1, · · · , n}, and (11) and (12) hold. Therefore θ n =θ n and condition A1 holds. Consider the first equation in A2 and we have
As to condition A3, for any t ∈ R, h 1 < h 2 and 0 / ∈ (h 1 , h 2 ),
where γ 0 = α 0 1 h 2 ≤0 + β 0 1 0≤h 1 . Therefore, A1-A3 hold and we have the following proposition.
Proposition 19 For the m-out-of-n bootstrap method, if m n → ∞ and m n /n → 0 as n → ∞,
Simulation
In this section we compare the finite sample performance of the different bootstrap schemes introduced in Section 2.1. We consider a single covariate Z which has a Bernoulli distribution with parameter 0.5. That is, a subject is equally likely to be assigned to the control group (Z = 0) and the treatment group (Z = 1). The model parameter values are set at α 0 = 0, β 0 = −1.5, and ζ 0 = 1. The baseline hazard rate is assumed constant and taken as λ 0 (t) = 0.5. Note that, at ζ 0 = 1, the cumulative mortality for the control group is 1 − exp(−0.5) = 39%. The censoring times are chosen to be independent and follow an exponential distribution with rate parameter 0.1 and truncated at τ = 4. This results in a censoring rate of about 36%. Figure 1 gives the Kaplan-Meier curves of a simulated sample of size n = 1000, which clearly shows the lag feature around the change-point time ζ 0 = 1. We consider 1000 random samples of sample sizes n = 200, 500, 1000. For each simulated sample and for each bootstrap method, 1000 bootstrap replicates are generated to approximate the bootstrap distribution. The conditional censoring distribution estimatorĜ(·|Z) is taken as the Kaplan-Meier estimators for each group (Z = 0 and Z = 1). For the smooth bootstrap, we use a kernel density estimator based on the Gaussian kernel and choose the so-called "normal-reference rule" (Scott, 1992) . For the m-out-of-n bootstrap, we try three different choices of m n : n 4/5 , n 9/10 and n 14/15 . To reduce the computation complexity, we restrict ζ ∈ [0.5, 1.5] when calculating the MPLE of ζ 0 . Table 1 provides the simulation results of coverage proportions and average lengths of nominal 95% CIs for ζ 0 that are estimated using different bootstrap methods. The first column ("Smooth") gives the results of smooth bootstrap Method 5, the second column ("Classical") corresponds to classical bootstrap Method 1, the third column ("Conditional") corresponds to conditional bootstrap Method 3, and the last three columns correspond to the m-out-of-n bootstrap with different choices of m n . The results of Methods 4 and 6 are similar to those of Method 3 and Method 5 and therefore are not presented.
We can see from Table 1 that the smooth bootstrap outperforms all the others in terms of coverage rate and average length. The m-out-of-n bootstrap also performs reasonably well, but Smooth Classical Conditional m n = n 4/5 n 9/10 n 14/15 n = 300 the average length is bigger than that of the smooth bootstrap. This may be due to the fact that the m-out-of-n bootstrap method converges at rate m −1 n instead of n −1 . Table 1 also shows that the commonly used bootstrap Methods 1 and 3 provide under-coverage, which indicates their inconsistency.
To further illustrate the performance of different bootstrap methods, we compare the histograms of the distribution of n(ζ n − ζ 0 ), obtained from 1000 random samples of sample size 1000, and its bootstrap estimates from a single sample. All bootstrap estimates are based on 1000 bootstrap replicates. It is clearly shown in Figure 2 that the smooth bootstrap (top right panel) provides the best approximation to the actual distribution obtained from 1000 random samples (top left panel). 
Proof of Theorems
Proof of Theorem 7
We first show that
By the definition, θ n = (α n , β n , ζ n ) is the smallest maximizer of
Thus, X 0 (θ n ) ≥ 0. By condition A1, we have
where
Then by the continuous mapping theorem, the conclusion follows from the fact that θ 0 is the unique maximizer of X(θ) and that X(θ 0 ) = 0. We now show the consistency ofθ * n . For γ n ∈ {α n , β n } and γ ∈ Θ α ∪ Θ β , let
For any 1 > 0, we have
Then by Lenglart's inequality for cádlág processes (Jacod and Shiryaev, 2002, p.35) , we have that for 2 > 0, there exists a constant B > 0 such that
where the last inequality follows from Chebyshev inequality. Since 1 and 2 are arbitrary, it follows that sup
On the other hand, by Lemma 22 in the Appendix, we have
Thus, (21) and (22) imply that for θ = (α , β , ζ) with α ∈ Θ α and β ∈ Θ β ,
A similar argument as in the proof of Theorem II.1 in Andersen and Gill (1982) implies that the convergence of |X n (θ) − X * n (θ)| is uniform in θ ∈ Θ. Then by the result that θ n → θ 0 and condition A1, we have that sup
where X(θ) is defined as in (18). Apply Corollary 3.2.3 (ii) in van der Vaart and Wellner (1996) and we obtain the desired convergence result.
Proof of Theorem 8
For
By the definition of MPLE, we have 0 ≤ X n (θ * n ) − X n (θ n ). Take Taylor's expansion of X n (θ * n ) − X n (θ n ) with respect to α n and β n and we obtain that there exist
and Q n is defined as
Lemma 22 implies that Q n (s; α) converges uniformly to Q(s; α), where Q(s; α) = s 2 (s; α)/s 0 (s; α)− z(s; α) ⊗2 is as defined in (8). Let σ 0 (A) denote the smallest eigenvalue of a matrix A. Since σ 0 is a continuous function on R p×p , we have σ 0 (Q n ) converges to σ 0 (Q) and therefore σ 0 (Q n (s;α n )) and σ 0 (Q n (s;β n )) are positive for all large n. Then by the positive definiteness of Q n , we obtain
We consider the quantities in (23) one by one. For I 1 , we have
By the definition of α n and ζ n , the first term in (24) equals
where M n,k , k = 0, 1, is defined as in (19). Then similarly as in the derivation of (20), Lenglart's inequality implies that the above quantity is O P (1). Consider the second term in (24). From the proof of Lemma 22, we know that {Y n,i (t)Z ⊗k n,i e γ Z n,i (t) } is manageable. Then by the boundedness property of Z and inequality (7.10) in page 38 of Pollard (1990) , there exists constant B > 0 such that
which implies that the second term in (24) is also O P (1). Therefore,
Similarly, we obtain that I 2 = O P (1). Consider I 3 and we have that
The first term in the right hand side of the above display converges to 0 due to the convergence of σ 0 (Q n ). The second term also converges to 0 in probability by Lenglart's inequality. Thus, together with condition A1 and the convergence of θ n to θ 0 , we have
Similarly,
. Consider a n in (23) and we have that
=: a n,1 + a n,2 + a n,3 + a n,4 .
For a n,k , k = 1, 2, 3, by Lenglart's inequality and condition A2, we have that for any positive and n,j , j ∈ Z + , there exists a constant B > 0 such that
where ρ 2 is defined as in condition A2. Since n,j are arbitrary, it follows that sup mn|ζ * n −ζn|>hn a n,k P − → 0, k = 1, 2, 3. In addition, for a n,4 , we have sup mn|ζ * n −ζn|>hn a n,4 = o P (1) sup 
Since (α 0 − β 0 ) z n (s; β 0 ) − log r n (s; α 0 , β 0 ) < 0 and it is continuous in a neighborhood of ζ 0 , there exists a constant κ 0 < 0 such that for any sequence h n → ∞ and h n /m n → 0,
{−a n } ≤ −ρ 2 κ 0 holds with probability tending to 1 as n → ∞. Similarly, we have
holds with probability tending to 1 as n → ∞.
Combining the above derivations for (23), we have that
= O P (1).
Proof of Theorem 10
Let
We define processes J n (h ζ ) := U n,3 (h ζ ) + U n,5 (h ζ ) and
The limit law of U n and J n can be deduced from that of U n,i and is given as follows.
Lemma 20 Let K ⊂ R be a compact interval and Θ =Θ × K ⊂ R 2p+1 a compact set. Then, under conditions A1-A3, (U n , J n ) converges weakly in the Skorohod topology to
Next we show that processes U n and U * n have the same asymptotic distribution.
Lemma 21 Let Θ be a compact set in R 2p+1 . Then under conditions A1 and A2,
Thus, (U * n , J * n ) also converges weakly in the Skorohod topology to (U, J) in D Θ × D K . Then by Theorem 3.1 in Seijo and Sen (2011b) , we have the desired conclusion.
Appendix
This appendix contains proofs of Lemmas 9, 13, 20, 21 and 22. Proof of Lemma 9. From the definition of U it is easily seen that
Due to the independence of U 1 , U 2 , U 4 and U 6 , φ α , φ β , and φ ζ are independent. In addition, (9) and (10) hold.
We now show the existence of φ ζ . It suffices to show that
Since Γ + (h ζ ) − → ∞ as h ζ → ∞ and
Proof of Lemma 13. For (13), we only need to show that the first sequence does not converge in probability. Take < 1/4. From Theorem 8, there exists a constant B > 0 such that P (n|ζ n −ζ 0 | ≤ B ) > 1 − for all large n. Choose h > 2B and let
We know that for any h 1 < h 2 ,
Then by Lemma A.4 in Seijo and Sen (2011a) , there is a constant h 0 such that when h > h 0 , we can find two numbers N 1,h < N 2,h ∈ N satisfying lim inf n→∞ P(E n,1 > N 2,h ) > 2 and lim inf
Combining with (27), we have
Then by the Hewitt-Savage 0-1 law, the permutation invariant events {Ê n > N 2,h , i.o.} and {Ê n < N 1,h , i.o.} occur with probability 1, which implies thatÊ n does not have an almost sure limit. A similar argument applies for any increasing sequence of natural numbers {n k } ∞ k=1 and gives thatÊ n does not converge in probability.
For (14), consider the real part of φ i , Re(φ i ), and defineÊ
Re(φ i (s)) dN i (s) . It is sufficient to show thatÊ φ n does not converge. Since for any h 1 < h 2 ,
converges to a compound Poisson distribution, then a similar argument as above gives the desired conclusion.
Proof of Lemma 20.
It is sufficient to show the weak convergence in probability of (U n,1 , · · · , U n,6 ) to (U 1 , · · · , U 6 ). We first prove the convergence of its finite dimensional joint characteristic function. Consider real numbers h −N < · · · < h −1 < 0 = h 0 < h 1 < · · · < h N and the linear combination W n = µU n,1 + vU n,6
where p j , q j ∈ R, j = −N, · · · , N, and µ, v ∈ R 1×p . For simplicity, we write h j,n = h j /m n .
The characteristic function of W n is E[e ıtWn ] and can be expressed as
By the independence of the observations {(T n,k , δ n,k , Z n,k ) : k = 1, · · · , m n }, E[e ıtWn ] can be further written as
For the first two integrals, take Taylor's expansions of the exponential functions and we have that E[e ıtWn ] equals
It is easily seen that the first exponential component in the above display converges to E[e ıtµU 1 +ıtvU 6 ]. Therefore, Lemma 22 together with condition A3 implies that {q j (U n,2 (h j ) − U 2 (h j+1 )) + p j (U 3 (h j ) − U n,3 (h j+1 ))} + 1≤j≤N {q j (U n,4 (h j ) − U 4 (h j−1 )) + p j (U 5 (h j ) − U n,5 (h j+1 ))} .
By the definition of (U 1 , · · · , U 6 ), we know that the characteristic function of W has the same form as the limit of E[e ıtWn ]. Thus, we have the weak convergence of the finite dimensional distributions. To further prove the weak convergence of (U 1 , · · · , U 6 ), we use Theorem 15.6 in Billingsley (1968). It's sufficient to show for each U n,i , i = 2, 3, 4, 5, there exists a nondecreasing, continuous function F such that for any h 1 < h < h 2 , E|U n,i (h 1 ) − U n,i (h)||U n,i (h 2 ) − U n,i (h)| ≤ (F (h 2 ) − F (h 1 )) 2 .
Consider U n.2 . For h 1 < h < h 2 < 0, E|U n,2 (h 1 ) − U n,2 (h)||U n,2 (h 2 ) − U n,2 (h)|
ζn+h/mn ζn+h 1 /mn (β n − α n ) Z n,i (s) − log r n (s; β n , α n ) dN n,i (s)
ζn+h 2 /mn ζn+h/mn (β n − α n ) Z n,i (s) − log r n (s; β n , α n ) dN n,i (s) (β n − α n ) Z n,i (s) − log r n (s; β n , α n ) 
where B > 0 is some constant. Thus, (28) holds for U n,2 . Similar arguments give that (28) is satisfied for U n,i , i = 3, 4, 5. Then our conclusion follows from Theorem 15.6 in Billingsley (1968) .
Proof of Lemma 21. For notational simplicity, we write
We start by writing U * n as follows: U * n (h) := u n,1 (h) + u n,2 (h) + u n,3 (h) + u n,4 (h) where u n,1 (h) = mn i=1 τ 0 h α,n Z n,i (s) − log R n (s; α n + h α,n , α n ) 1 s≤ζn∧(ζn+h ζ,n ) dN n,i (s),
− log R n (s; α n + h α,n , β n ) 1 ζn<s≤ζn+h ζ,n dN n,i (s),
− log R n (s; β n + h β,n , α n ) 1 ζn+h ζ,n <s≤ζn dN n,i (s), u n,4 (h) = mn i=1 τ 0 h β,n Z n,i (s) − log R n (s; β n + h β,n , β n ) 1 s>ζn∨(ζn+h ζ,n ) dN n,i (s).
For h = (h α , h β , h ζ ) ∈ Θ, consider the difference between u n,1 and the first two terms in U n : 
It is easily seen that
h α,n Z n,i (s) − log R n (s; α n + h α,n , α n ) 1 ζn∧(ζn+h ζ,n )<s≤ζn dN n,i (s)
where B 1 and B 2 are some constants. On the other hand, by Taylor's expansion, we have that Then by condition A1 and the uniform convergence of Q n , the second term of (29) converges to 0 uniformly in probability. Thus, |S n,k (t; γ) − s k (t; γ)| → 0.
Proof of Lemma 22. We only need to show the first convergence result. The second result then follows from condition A1. We start with the case k = 0. In view of Theorem 8.3 of Pollard (1990) , it suffices to show that {Y n,i (t)e γ Z n,i (t) } is manageable. Since the total variation of Z n,i is bounded, we can write e γ Z n,i (t) = e γ Z Bilias, Gu and Ying (1997) , we have the manageability of {Y n,i (t)}, {Z + n,i (t)} and {Z − n,i (t)}. Then, (5.2) in Pollard (1990) implies {γ Z n,i (t)} is manageable, and further {Y n,i (t)e γ Z n,i (t) } is manageable. Thus, sup t∈[0,τ ],γ∈Θα∪Θ β |S n,0 (t; γ) − s n,0 (t; γ)| → 0.
A similar argument yields the result for k = 1 and 2.
