Abstract. We prove a conjecture of W. Hackbusch about tensor network states related to a perfect binary tree and train track tree. Tensor network states are used to present seemingly complicated tensors in a relatively simple and efficient manner. Each such presentation is described by a binary tree and a collection of vector spaces, one for each vertex of the tree. A problem suggested by Wolfgang Hackbusch and Joseph Landsberg is to compare the complexities of encodings, if one presents the same tensor with respect to two different trees. We answer this question when the two trees are extremal cases: the most "spread" tree (perfect binary tree), and the "deepest" binary tree (train track tree). The corresponding tensor formats are called hierarchical formats (HF) and tensor train (TT) formats, respectively.
Introduction
In many sciences tensors encode sophisticated data or algorithms. It is therefore desirable that the tensors are represented efficiently. It is very much dependent on the particular problem, what does "efficiently" mean. One possibility is to study the rank of tensors, and express them as a sum of simple tensors, see [Land12, CW82, Stra69, BL13, VC13, OO13] . Another possibility, which we address in this article, is to use tensor formats, see also [Hack12, GH11, Osel09, Osel11, OT10, Vida03, VC06] .
A tensor format represents a tensor t ∈ V 1 ⊗ V 2 ⊗ · · · ⊗ V n by a sequence of linear subspaces in two-fold tensor products. The choice of a two-fold tensor products is determined by the combinatorics of a binary tree T. The idea is that in many practical situations, the dimensions of the linear spaces involved are much smaller than the dimension of V 1 ⊗ V 2 ⊗ · · · ⊗ V n . Thus, in these situations, tensor formats provide an efficient method of encoding the tensors.
More precisely, for a binary tree T with n leaves we pick a vector space V i for each leaf. For each vertex v we pick an integer f (v). We define the variety of tensor network states TNS T,f ⊂ V 1 ⊗· · ·⊗V n : t ∈ TNS T,f if and only if there exist linear subspaces U v of dimension at most f (v), such that:
• U i ⊂ V i , if v = i is one of the leaves,
whenever v is not a leaf and v 1 and v 2 are its children, • t ∈ U r , if v = r is the root of the tree. For an elementary example see, for instance, Figure 11 .1 and Equation (11.1) in [Hack12] . In other words, in order to represent t ∈ TNS T,f in the tensor format corresponding to T, we pick a linear subspace in each of the V i , and then a sequence of subspaces of the tensor product U v ⊂ U v 1 ⊗ U v 2 , where v is the parent of v 1 and v 2 . Finally, we pick t ∈ U r , if v = r is the root. In Section 2 we present an equivalent definition not involving explicitly the subspaces U v . In this article we compare tensor formats for two different trees: perfect binary tree HT of level k with 2 k leaves (Figure 1) , and train track tree T T (Figure 2 ) with n leaves. In the literature, the corresponding tensor formats are called hierarchical tensor representation [Hack12, Chapter 11] and TT format [Osel11] , [Hack12, Chapter 12] . For simplicity of exposition most of the time we suppose that all integers f (v) are equal to a fixed integer r and moreover that dim V i ≥ r. The variety of tensors of hierarchical format for a perfect binary tree HT of depth k (i.e. with n = 2 k leaves) is denoted HF (r, k) := TNS HT,r . The variety of tensors of TT format for a tensor train tree T T with n leaves is denoted TT (r, n) := TNS T T,r . We answer the following question, communicated to us by Joseph Landsberg, and motivated by a conjecture of Hackbusch [Hack12, Conj. 12 .7]. Question 1.1. Given integers r and k, suppose dim V i ≥ r for each i.
(1) What is the maximal integer r ′ such that HF (r, k) is not contained in any variety TT (r ′ , 2 k ) for any choice of ordering of the leaves of the tensor train tree? (2) What is the maximal r ′ such that TT (r, 2 k ) is not contained in any variety HF (r ′ , k) for any choice of ordering of the leaves of the perfect binary tree?
In particular, we prove the conjecture of Hackbusch.
Theorem 1.2 (Conjecture of Hackbusch). The variety HF
⌉ for any ordering of leaves of T T.
The bound on r ′ in the theorem is optimal.
⌉ , 2 k ) for the standard (left to right) ordering of leaves of both trees T T and HT.
Moreover, we also prove an analogous statement for the the other containment. Proposition 1.4. The variety TT (r, 2 k ) is contained in HF (r 2 , k) for the standard (left to right) ordering of leaves of both trees T T and HT. However, TT (r, 2 k ) is not contained in HF (r ′ , k) for any r ′ < r 2 , for any reordering of the leaves of T T Proposition 1.3 and the first part of Proposition 1.4 are shown in Section 3. Theorem 1.2 and the second part of Proposition 1.4 are proved in Section 4.
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Definitions
Fix vector spaces V 1 , . . . , V n and a tree T with a root r and exactly n leaves. Throughout we assume that all trees are connected, and they are full binary trees, that is each vertex either has exactly two children (then it is called a node) or it has no children at all (hence it is called a leaf ). Two main trees that we are interested in are the following.
Definition 2.1 (The tree for hierarchical format, HT). The perfect binary tree HT of depth k is a tree with 2 k+1 − 1 vertices of which 2 k are leaves, such that every leaf has the same number of ancestors (equal to k). Case k = 3 is illustrated on Figure 1 . This tree leads to hierarchical format of tensors, and its variety is denoted HF (r, k) := TNS HT,r . Definition 2.2 (The tree for TT format, T T). The train track tree T T of n leaves is a binary tree with 2n − 1 vertices, such that each node has at least one leaf as a child. Case n = 8 is illustrated on Figure 2 . This tree leads to TT format of tensors, and its variety is denoted TT (r, n) := TNS T T,r . Definition 2.3 (Vertices V, nodes N, leaves L, ↓). Let V, N, L be respectively the set of vertices, nodes and leaves of the tree T. We have V = N ⊔ L. For any vertex v ∈ V we denote by ↓ v the subset of leaves of T that are descendants of v.
The main object of our study is the variety of tensor network states
In order to describe them let us discuss tensor contractions.
Definition 2.4 (Contraction ). We define the contraction map:
For g ∈ W * 1 and w 1 ⊗ w 2 ∈ W 1 ⊗ W 2 we denote the image by g (w 1 ⊗ w 2 ) which is defined as g(w 1 )w 2 . We extend this map by linearity to whole W 1 ⊗ W 2 .
We commence with recalling the definition of TNS T,f from Introduction.
Definition 2.5. Let f : V → N be any function. Fix a tree T and pick an order of the leaves L. The variety TNS T,f of tensor network states associated to the tree T and the function f is the set of tensors t ∈ V 1 ⊗ · · · ⊗ V n , such that for each vertex v of T there exists a linear subspace U v of dimension at most f (v), and:
whenever v is not a leaf and v 1 and v 2 are its children,
• t ∈ U r , if v = r is the root of the tree.
We underline that the variety of tensor network states and its embedding also depends on the choice of order of leaves, which is implicit in the notation TNS T,f . We can eliminate the vector spaces U v from the definition by replacing them with rank conditions on contractions.
Proposition 2.6. Let f , T and the order of leaves be as in Definition 2.5. The variety TNS T,f is the locus of tensors t ∈ V 1 ⊗ · · · ⊗ V n , such that for any vertex v ∈ V we have:
Proof. Suppose t ∈ TNS T,f and pick the linear spaces U v as in Definition 2.5.
, then as the linear spaces U v we may take the images of contractions
Thus set theoretically TNS T,f is defined by flattenings corresponding to vertices. More precisely, for each v ∈ V these are the (f (v) + 1)-minors of the matrix with coefficients linearly depending on t ∈ V 1 ⊗ · · · ⊗ V n representing the contraction map:
We will frequently use the fact that the rank of this map is equal to the rank of the dual map:
The following dimension formula has been obtained independently by and discussed with Yang Qi. For v ∈ V denote by v 1 and v 2 its children and byṽ its brother i.e. v andṽ are children of one vertex. To avoid redundant restrictions we always assume that:
• for every i ∈ {1, . . . , n} and for the i-th leaf l ∈ L we have f (l) ≤ dim V i , and
Otherwise, if one of these restrictions fails, say
, then the variety of tensor network states is equal to one with f (v) replaced with f (v 1 )f (v 2 ). Moreover, if for any vertex v we have f (v) = 0, then TNS T,f = {0}. Thus we suppose:
Proposition 2.7 (also obtained by Yang Qi). With the assumption above, suppose dim
. Then the dimension of the variety TNS T,f equals:
If f is constant and equal to r then the dimension of TNS T,f is:
Moreover TNS T,f is an irreducible algebraic variety.
Proof. First let us prove that dim TNS T,f is at least of dimension described above. Note that
Additionally, choose a general tensor t ∈ U r 1 ⊗ U r 2 . In order to prove the inequality, notice that t belongs to TNS T,f . Moreover, we claim that for any v ∈ N:
This is true for the root. By induction, we have to show that (U v 1 )
The statement follows, as the space U v was spanned by dim U v general vectors of U v 1 ⊗ U v 2 . Hence, different choices of spaces provide different points t and the inequality
follows.
To prove the other inequality, we claim that for any t ∈ TNS T,f dim(
The claim concludes the proof, as it shows that any t is determined by the choices of subspaces U v of dimension f ′ (v) and an element of U r . To show the claim, set
, and analogously for U v 2 . This finishes the proof of the claim.
For a tree T, we say that a subset of its leaves S ⊂ L is DOAD(T) (descendant or antidescendant for T) if there exists a vertex v ∈ V, such that S is equal to ↓ v or the complement L\ ↓ v.
Lemma 2.8. Fix a tree T and a DOAD(T) subset S ⊂ L. If t ∈ TNS T,r for an integer constant r, then dim(
, the claim follows from Proposition 2.6.
Containments of varieties of tensor network states
Again we fix vector spaces V 1 , . . . , V n . In this section we want to compare the varieties of tensor network states for two different trees. We want them both to be contained in the same tensor product V 1 ⊗ · · · ⊗ V n , and hence we need to match the ordering of the leaves. From now on, we will constantly assume, that the functions f giving the rank conditions are all constant, and that the dimensions dim V i are at least the value of f .
We commence by proving certain containments of varieties of tensor network states.
Lemma 3.1. Fix two binary trees T and T ′ of any shape with leaves labelled by the same set and pick a positive integer c ∈ N. Suppose for any vertex
′ is a union of at most c sets S i , where each S i is DOAD(T). Then TNS T,r ⊂ TNS T ′ ,r c .
Proof. Let us fix a tensor t ∈ TNS T,r . Consider any vertex v ′ of T ′ . We have to prove that:
One of the sets ↓ v ′ or L\ ↓ v ′ is a union of c DOAD(T) sets S 1 , . . . , S c . Thus it is enough to show:
which is guaranteed by Lemma 2.8, since dim( l∈S i V * l ) t ≤ r for each i. We need a simple lemma about binary representations of numbers. For any non-negative integer i, we define the function α(i) to be the number of digits equal to 1 in the binary representation of i.
Lemma 3.2. Suppose k and j are non-negative integers satisfying j ≤ 2
Proof. If j = 2 k , then the claim is true. Otherwise, for i ∈ 0, 1, . . . , 2 k − 1 , the function α satisfies the following properties:
•
. In the first case we are done. In the second case, we apply the other property to obtain α(2 k − j) < k 2 + 1, which implies the claim.
Figure 3. The standard (left to right) ordering of leaves on the perfect binary tree HT and the train track tree T T.
Corollary 3.3. For any k, r ∈ N the following inclusion holds:
where the leaves in both trees are ordered from left to right, as shown in 
Hackbusch Conjecture
Our aim is to prove that the bounds in Corollaries 3.3 and 3.4 are optimal, even if we allow arbitrary ordering of leaves. For the purpose of induction argument, we need Lemma 4.1. The idea is that from tensors, which have large contractions on two disjoint subtrees we can construct tensors with large contractions on the whole tree. So for tree T and two vertices r ′ , r ′′ ∈ V, denote by T ′ and T ′′ the two subtrees of T with roots r ′ and r ′′ , and with leaves ↓ r ′ and ↓ r ′′ , respectively, see Figure 4 .
In the proofs in this section, for the clarity and brevity of notation we will often write tensor products in a different order than originally. For instance, in Equation (4.1) below there are two disjoint sets of indices ↓ r ′ , ↓ r ′′ ⊂ L, two tensors t ′ ∈ l∈↓r ′ V l and t ′′ ∈ l∈↓r ′′ V l , and vectors x l ∈ V l . To be formally correct, we should write:
Instead, we skip the redundant middle term
r r r r r r r r r r r ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ Lemma 4.1. Fix any subset A ⊂ L of leaves of a tree T, and choose two disjoint subtrees T ′ and T ′′ as above. Let A ′ = A∩ ↓ r ′ and A ′′ = A∩ ↓ r ′′ , and choose t ′ ∈ TNS T ′ ,r and t ′′ ∈ TNS T ′′ ,r . Set
Then there exists a tensor t ∈ TNS T,r such that
Proof. Pick any non-zero vectors
We claim such t satisfies the required properties. To see that t ∈ TNS T,r , pick any vertex v ∈ V; we have to show:
If v is in T ′ , then the required dimension bound is provided by the condition t ′ ∈ TNS T ′ ,r , since t = t ′ ⊗ x, with x ∈ l ∈↓v V l . Similarly, if v is in T ′′ . Otherwise, the contraction of t is always 1 dimensional.
To see dim
l∈A V l * t = q ′ q ′′ , we split the contraction into three parts:
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Figure 5. Four subtrees T 1 , T 2 , T 3 , and T 4 of HT. We denote vertices r 1 , r 2 , r 3 , r 4 , v 1 , and v 2 as illustrated on the figure.
In the proof of Conjecture of Hackbusch we will use the above lemma for the tree HT and the corresponding variety of tensor network states HF (k, r). The tree HT contains four subtrees T 1 , T 2 , T 3 , T 4 , where the root of T i is r i and the leaves of T i are ↓ r i = 2 k−2 (i − 1) + 1, . . . , 2 k−2 i , as illustrated in Figure 5 . For each of the trees T i we can also consider the variety of tensor network states TNS T i ,r , with the underlying vector spaces
Lemma 4.2. Let us fix any subset A of leaves of the tree HT. Suppose that:
(1) for one of the four trees T 1 , T 2 , T 3 , T 4 there exists tensor t ′′ ∈ TNS T i ,r , such that dim( Then there exists a tensor t ∈ HF (k, r) such that:
Proof. It is a direct application of Lemma 4.1 with T ′′ = T i , and q ′ ≥ r, q ′′ ≥ r ⌈ k 2 ⌉−1 . The existence of t ′′ is given by the hypothesis of the lemma. As t ′ we take a general tensor in Figure 6 . The standard ordering of leaves on the perfect binary tree HT and an arbitrary ordering of the leaves on the train track tree T T. The order is encoded by a permutation σ ∈ S 2 k . Without loss of generality we may assume that σ(1) = 1.
We conclude with the proof of Hackbusch conjecture. Proof. The ordering of leaves of the tree T T will be encoded by a permutation σ ∈ S 2 k , where S 2 k is the permutation group of 2 k elements, see Figure 6 . Without loss of generality, for the clarity of notation, we may suppose that σ(1) = 1.
The statement of the theorem is equivalent to the following: for any permutation σ ∈ S 2 k there exists a tensor t ∈ HF (r, k) and a number 1 ≤ j ≤ 2 k such that
The proof is inductive on k. If k = 0, then there is nothing to do. For k = 1 the trees HT and T T are both equal to a binary tree with two leaves both connected to the root of the tree. The dimension bounds are r for HF and r − 1 for TT , so the statement is HF (r, 1) TT (r −1, 2) and amounts to an easy observation that a generic map has maximal rank.
Pick four subtrees T 1 , T 2 , T 3 , T 4 of the tree HT as in Figure 5 . The permutation σ induces an ordering 1, σ(2), . . . , σ(n) of the leaves of HT, hence also of leaves of each T i .
We consider the sequences of leaves A j := {σ(1) = 1, σ(2), . . . , σ(j)} starting from j = 1 and increasing j. Some of the leaves corresponding to the elements of this sequence will belong T 1 , the others to T 2 etc. We keep increasing j, and we pause for a moment at the first instance j = j 1 , when one of the four trees T a has enough leaves to satisfy the induction assumption. That is, set j 1 to be the smallest number such that for some a ∈ {1, 2, 3, 4} we have: dim(
for some t ′′ ∈ TNS Ta,r . Using the inductive assumption, such j 1 exists. Suppose there exists a leaf l ∈ A j 1 which is outside of T a , say l is a leaf of T b . Note not all leaves of T b are in A j 1 , as this would contradict minimality of j 1 . Thus, by Lemma 4.2, the dimension bound in (4.2) is satisfied.
Hence we may assume A j 1 is contained in the set of leaves of T a . In particular, T a = T 1 , since σ(1) = 1, and the first leaf is in T a . Now we resume increasing j, until for some j = j 2 we obtain another subtree T b = T 1 , such that the leaves of A j 2 ∩ ↓ r b satisfy induction assumption:
for some t ′′ ∈ TNS T b ,r . Similarly as before, if A j 2 contains a leaf from one of the subtrees other than T 1 or T b , then by Lemma 4.2 the dimension bound (4.2) is satisfied. The same happens if not all leaves from T 1 are contained in A j 2 . Also, if b = 2, then as T ′ in Lemma 4.2 we may take the tree, whose root is v 1 ∈ V, the son of r, and the father of r 1 and r 2 .
Denote by v 2 the other son r, and the father of r 3 and r 4 . From now on we suppose that b = 2 and A = A j 2 contains all the leaves of T 1 , some of the leaves of T 2 , and no leaf of T 3 or T 4 . We will construct tensor t satisfying (4.2) for A = A j 2 as t := u ⊗ t ′′ , where t ′′ ∈ i∈↓r 2 V i is the tensor from (4.3), and u ∈ ( i∈↓r 1 V i ) ⊗ ( i∈↓v 2 V i ) is chosen as follows. For each v ∈ V pick a linear subspace U v of dimension r as in Definition 2.5. Then let u ∈ U r 1 ⊗ U v 2 be general. Hence
To show (4.2) for A = A j 2 , we must consider the dimension of the contraction:
Thus the dimension of the contraction is at least r where the binary representation of a is given by 1010 . . . 10 + 1 where the number of digits equals k − 1.
Proposition 4.6. For any k ≥ 3, r ≥ 2 the variety TT (r, 2 k ) is not contained in any of the varieties HF (r 2 − 1, k) for any matching of the leaves of the trees T T and HT.
Proof. Let n = 2 k be the number of leaves of T T and HT. Pick a matching of the leaves determined by a permutation σ as in Figure 6 . A cherry in the tree HT is a pair of leaves (2i − 1, 2i) for some i ∈ 1, 2, . . . , 2 k−1 . Since k ≥ 3, there exists a cherry (2i − 1, 2i) such that 1 < σ(2i − 1), σ(2i) < n. That is, the leaves in T T corresponding to the cherry are not among the extremal leaves 1 or n. Denote a := σ −1 (1) and b := σ −1 (n), i.e. a and b are the leaves of HT corresponding to the extremal leaves of T T.
We claim that there exists a tensor t ∈ TT (r, 2 k ) such that dim V * 2i−1 ⊗ V * 2i t = r 2 . In particular, t / ∈ HF (r 2 − 1, k). Explicitly, pick four r dimensional subspaces
and vectors x l ∈ V l for all l / ∈ {a, b, 2i − 1, 2i}. To fix the notation, we assume that σ(2i − 1) < σ(2i) (otherwise, swap the roles of σ(2i − 1) and σ(2i)). Let y 1 ∈ U a ⊗ U σ(2i−1) and y 2 ∈ U σ(2i) ⊗ U b be general vectors.
We define t := y 1 ⊗ y 2 ⊗ l / ∈{a,b,2i−1,2i}
The following calculation proves the claim:
It is a straightforward check that t ∈ TT (r, 2 k ).
