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Abstract
We introduced in a previous paper a general notion of asymptotic morphism of a given
local net of observables, which allows to describe the sectors of a corresponding scaling limit
net. Here, as an application, we illustrate the general framework by analyzing the Schwinger
model, which features confined charges. In particular, we explicitly construct asymptotic
morphisms for these sectors in restriction to the subnet generated by the derivatives of the
field and momentum at time zero. As a consequence, the confined charges of the Schwinger
model are in principle accessible to observation. We also study the obstructions, that can
be traced back to the infrared singular nature of the massless free field in d = 2, to perform
the same construction for the complete Schwinger model net. Finally, we exhibit asymptotic
morphisms for the net generated by the massive free charged scalar field in four dimensions,
where no infrared problems appear in the scaling limit.
1 Introduction
Quantum Field Theory (QFT), which is the term that generically describes a number of different
approaches to the theory of fundamental interactions in particle physics, is a spectacular enter-
prise where the physical requirements meet the mathematical tools in a mix that since the late
twenties has been a powerful ground for developing impressive crossing relations between the two
disciplines. The algebraic approach to QFT (AQFT) stands for its neat conceptual clarity and
mathematical rigour, at least for what concerns the general structural analysis. However, over
the last few years it has been proven to be useful also in providing a framework for constructing
specific models. In the original formulation, the main object of study of AQFT is a so-called
net of local observables, namely a correspondence
O → A(O)
between certain regions of Minkowski spacetime and operator algebras [40] acting on a fixed
(vacuum) Hilbert space H, satisfying a bunch of physically meaningful axioms. This point of
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view is exposed in full detail in R. Haag’s book [32] (see also [38]). The representation theory of
this net accounts for the physical superselection sectors, i.e., the rules specifying which physical
processes may take place and which are ruled out, e.g., by conservation laws. Thanks to a
breakthrough result by Doplicher and Roberts [26], when carefully analyzed, this superselection
structure uniquely identifies a global gauge group G and a field net O → F(O) on a Hilbert space
H˜, acted upon by G, such that F(O)G ≃ A(O) and, moreover, all the relevant representations
of A appear in H˜.
Another important ingredient for us is the concept of scaling limit net due to D. Buchholz
and R. Verch [16], which is the counterpart in the algebraic setting of the renormalization group
analysis (as discussed also in [8]) and in particular allows one to attach an intrinsic meaning to
degrees of freedom (like quarks and gluons) that are unobservable at the ambient scale, i.e. they
are confined. In short, this is a net
O → A0,ι(O)
(actually a family of such nets, selected through different limiting processes) which is supposed
to capture the short distance (or, equivalently, high energy) behaviour of the theory described
by the net O → A(O) and, in a sense, is a sort of tangent space (a` la Gromov) of the original
net. The concept of scaling limit applies to (F, G) as well, giving rise to a number of natural
concepts like that of preserved charge [23, 24]. Moreover, the net O → A0,ι(O) displays its own
superselection structure, and the relationship between the superselection structures of A and
A0,ι provides the above mentioned intrinsic definition of confined sectors of A.
Since the sectors of A may be described by suitable endomorphisms, following an earlier
suggestion by S. Doplicher we studied the possibility to describe the superselection sectors of
A0,ι in terms of some sort of asymptotic endomorphisms of A. A general treatment of this topic
appears in [21]. The emerging mathematical concept resembles the so-called asymptotic mor-
phisms of Connes-Higson in E-theory, a variant of Kasparov KK-theory, which is a cornerstone
in the formulation of Noncommutative Geometry in the sense of A. Connes [19]. Similar ideas
where quantum features (here, superselection rules) are described in terms of noncommutative
geometry, have appeared ever since.
On the physical side, the interpretation of asymptotic morphisms can be understood by
observing that, composing one of them with the vacuum, one obtains a family, indexed by the
spatio-temporal scale λ, of neutral states of the original theory which for λ→ 0 approximate, in
a suitable sense, a charged state of the scaling limit theory. This is of course reminiscent of the
procedure of “shifting a compensating charge behind the Moon” by which one obtains charged
states as limits of neutral ones at a fixed scale.
Such a picture is particularly interesting in connection with the theoretical problem, men-
tioned above, of the formulation of a physically meaningful notion of confined charge. As first
pointed out in [12], the conventionally accepted approach to confinement relies on the compar-
ison between the fundamental degrees of freedom used to defined the theory (e.g., gauge and
Fermi fields in the Langrangian) and its scattering states. As such, it boils down essentially
to attaching a physical interpretation to unobservable objects and therefore it can not have an
intrinsic meaning. This is confirmed also by the fact that there are well known examples of
theories whose observables can be obtained starting from very different sets of basic fields. On
the contrary, as already recalled, a notion of confined charge which is entirely based on observ-
ables can instead be obtained in the algebraic framework of QFT by combining the scaling limit
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construction with the superselection sectors analysis. In this setting, asymptotic morphisms can
be used, at least in principle, to operationally decide if a given theory features confined charges.
Indeed, the above mentioned states induced by asymptotic morphisms converge to eigenstates
of the charge operator of the scaling limit theory. Therefore, it should be sufficient to test their
values and dispersions at small scales on suitable observables converging in the scaling limit to
the conserved current generating the appropriate charge.
In view of the above considerations, it seems desirable, both from the mathematical and the
physical standpoint, to understand in some detail how the abstract concepts developed in [21]
fit with the analysis of some concrete models and to present explicit examples of asymptotic
morphisms associated to confined sectors.
A popular toy model exhibiting the main features which are expected to characterize the
confinement picture is the so-called Schwinger model, i.e., d = 2 quantum electrodynamics with
massless fermions. As it is well known, this model is exactly solvable, and its net of observables
is isomorphic to the one generated by the free massive scalar field [34], i.e., the distributional
solution of the Klein-Gordon equation (✷ +m2)ϕ = 0. In view of the fact that the Coulomb
energy of two opposite electric charges grows linearly with their mutual distance, the absence of
charged sectors of the observable algebra has been interpreted as a manifestation of confinement
(see, e.g., [6]).
For this specific model the scaling limit analysis has been carried through in [12, 17]. The final
outcome is that the scaling limit net of the free massive scalar field in d = 2 spacetime dimensions
contains the corresponding massless net. It is worth mentioning here that the usual technical
complications due to the infrared singularity of the massless free field in d = 2 are overcome in
this case by describing it in terms of Weyl operators. Then, as discussed already in [39, 18],
the latter model exhibits non-trivial sectors (localizable in wedges), which are therefore confined
sectors of the Schwinger model net in the language of [24]. (We also point out references [33, 25]
for a discussion of many other features of the d = 2 massless free field.)
Hence, in the present work we discuss the Schwinger model from the point of view of our
previous paper [21], and in particular we provide an explicit construction of its asymptotic
morphisms.
In conclusion, despite some technicalities (infrared problems, choice of subnets, several kinds
of limits), probably the most important message that can be read off from this work is that it pro-
vides evidence to the fact that in principle confined charges are indeed accessible to observation,
at least in some idealized sense.
We summarize the content of the paper. In Section 2 we mainly fix the notation and the
general background. Namely, we recall the construction of the scaling limit and of the asymptotic
morphisms associated to its sectors. We also introduce the Weyl algebra and use it to define the
local nets associated to free fields of different masses in d = 2. The section ends with a description
of a family of sectors of the scaling limit A
(m)
0,ι of the massive free field. Section 3 contains the
main results of this work. It is devoted to the explicit construction of asymptotic morphisms
for the net C(m) generated by the derivatives of the time zero massive fields. Such asymptotic
morphisms correspond, in the sense of [21], to the sectors of the scaling limit of C(m) that are
obtained by restricting those of A
(m)
0,ι . As a preliminary step towards this construction, we first
provide a description of the scaling limit of C(m) by showing that it basically coincides with
the corresponding massless version C(0). In Section 4 we examine the possibility of exhibiting
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asymptotic morphisms directly for the sectors of A
(m)
0,ι by taking a similar route as in the previous
section. This program can be partially carried on, however the properties of the emerging objects
are weaker than those axiomatized in [21]. In Section 5 we consider the free charged massive
scalar field in d = 4 and show that in this case the construction of asymptotic morphisms for
the sectors of the scaling limit net can be achieved without any trouble, thus showing that
the difficulties of Section 4 are due to the singular behaviour of the two-dimensional massless
free field. Finally, in Appendix A, we prove for the d = 2 case the local quasiequivalence of
the massive and massless vacuum states of the Weyl algebra in restriction to the subalgebra
generated by the derivatives of time zero fields, a statement which is needed in Section 3 and
interesting on its own (cf. [28]). A recent result also implying this fact has been independently
obtained in [5].
2 Free scalar fields and their scaling limits
For the convenience of the reader, we quickly recapitulate in this section the main results of [16,
17] about the abstract scaling limit construction and its application to the concrete model of
the free scalar field, and of [21] about the asymptotic morphisms associated to the sectors of the
scaling limit theory.
Let O 7→ A(O) a local net of von Neumann algebras indexed by open double cones O ⊂ Rd
and acting on a vacuum Hilbert space H, cf. [32, 2]. We assume that A is covariant with respect
to a unitary, strongly continuous representation U : G→ U(H) satisfying the spectrum condition,
where G is a subgroup of the connected component P↑+ of the Poincare´ group containing the
translations, and that there is a unique (up to a phase) translation invariant unit vector Ω (the
vacuum). As usual, we will write α(Λ,x) = Ad(U(Λ, x)), (Λ, x) ∈ G. We indicate with Aloc
the union of the local algebras A(O), and, by a slight abuse of notation, we also use A for the
quasi-local C*-algebra defined by the net, i.e. the norm closure of Aloc. Moreover, for more
general possibly unbounded open regions S ⊂ Rd, A(S) will denote the C*-algebra generated
by all the A(O) with O ⊂ S.
The local scaling algebra A(O) is then defined as the C*-algebra of all the bounded functions
λ ∈ (0,+∞) 7→ Aλ such that Aλ ∈ A(λO) for all λ > 0, and
‖α(Λ,x)(A)−A‖ := sup
λ>0
‖α(Λ,λx)(Aλ)−Aλ‖ → 0 as (Λ, x)→ (1, 0) in G.
Given a bounded function λ ∈ (0,+∞) 7→ Aλ such that Aλ ∈ A(λO) for all λ > 0 and h ∈ Cc(R2)
(continuous functions with compact support), it is convenient to set
(αhA)λ =
∫
R2
dxh(x)αλx(A) , λ > 0
(with the integral defined in the strong sense), which defines an element in A(O + supph).
Given then a locally normal state ω on A (e.g., ω = 〈Ω, (·)Ω〉), one can consider the states
(ωλ)λ>0 on A defined by ωλ(A) := ω(Aλ), and the set of their weak* limit points as λ→ 0, which
is actually independent of the original state ω. For any such limit state ω0,ι, the corresponding
scaling limit net is then defined by
A0,ι(O) := π0,ι(A(O))
′′,
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with (π0,ι,H0,ι,Ω0,ι) the GNS representation determined by ω0,ι. This new net satisfies the same
structural properties of the underlying net A, possibly apart from uniqueness of the vacuum if
d = 2.
In order to formulate the notion of asymptotic morphisms of A, we also need to introduce the
net of C*-algebras O 7→ A•(O), defined as the C*-algebras of bounded functions λ ∈ (0,+∞) 7→
Aλ ∈ A(λO) such that for all Oˆ ⋑ O, i.e., Oˆ ⊃ O¯, and for all ε > 0, there exist elements
A,A′ ∈ A(Oˆ) for which
lim sup
κ
‖(Aλκ −Aλκ)Ω‖+ ‖(A∗λκ −A′λκ)Ω‖ < ε,
where (λκ)κ∈K (K some index set) is a net, fixed once and for all, such that ω0,ι = limκ ωλκ . It
is then clear that A(O) ⊂ A•(O), and one finds that π0,ι extends to a morphism π•0,ι : A• → A0,ι.
Moreover, under the mild assumption that A has a convergent scaling limit [9, Def. 4.4], there
also holds A0,ι(O) ⊂ π•0,ι(A•(O)).
We can now define a (tame) asymptotic morphism of A (relative to the scaling limit state
ω0,ι = limκ ωλκ) as a family of maps ρλ : A → A, λ > 0, such that, for all A,B ∈ A, α ∈ C,
there holds
lim
κ
‖[ρλκ(A+ αB)− ρλκ(A)− αρλκ(B)]Ω‖ = 0,
lim
κ
‖[ρλκ(AB)− ρλκ(A)ρλκ(B)]Ω‖ = 0,
lim
κ
‖[ρλκ(A)∗ − ρλκ(A∗)]Ω‖ = 0,
and moreover such that for all A ∈ A the function λ 7→ ρ•(A)λ := ρλ(A) belongs to A•, the
resulting map ρ• : A→ A• is norm continuous, and
π•0,ι
(
ρ•
(⋃
O
A(O)
))
⊂
⋃
O
A0,ι(O).
In particular, an asymptotic isomorphism is an asymptotic morphism (φλ) such that the map
φ• : A→ A• is injective and there exists a continuous section s¯ : A0,ι → A• of π•0,ι for which
φ•
(⋃
O
A(O)
)
= s¯
(⋃
O
A0,ι(O)
)
.
With these definitions, the main result of [21] states that if A has convergent scaling limit and
its quasi-local C*-algebra is isomorphic to A0,ι, there is a 1-1 correspondence between unitary
equivalence classes of morphisms ρ0 : A0,ι → A0,ι such that ρ0(
⋃
O A0,ι(O)) ⊂
⋃
O A0,ι(O)) and
naturally defined equivalence classes of pairs of an asymptotic morphism (ρλ) and an asymptotic
isomorphism (φλ), such correspondence being defined by the formula
ρ0 = π
•
0,ιρ
•(φ•)−1s¯.
We notice explicitly that the above definitions and results make sense in any number of spacetime
dimensions d.
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We now turn to the description, following [17], of the scaling limit of the free scalar field,
focusing on the d = 2 case. We denote by W the Weyl algebra, the C*-algebra generated by the
unitary operators W (f), f ∈ D(R) (complex valued functions), satisfying
W (f)W (g) = e−
i
2
σ(f,g)W (f + g),
σ(f, g) = Im
∫
R
dx f(x)g(x).
For each mass m ≥ 0, there is an automorphic action of the Poincare´ group P = O(1, 1)⋉R2 on
W, denoted by (Λ, x) 7→ α(m)(Λ,x) and induced by an action τ
(m)
(Λ,x) on D(R), i.e., α
(m)
(Λ,x)(W (f)) =
W (τ
(m)
(Λ,x)f). For reference’s sake, we give the explicit expression of time translations:
(τ
(m)
t f )ˆ(p) =
[
cos(tωm(p)) + iωm(p)
−1 sin(tωm(p))
]
(Re f )ˆ(p)
+ i [cos(tωm(p)) + iωm(p) sin(tωm(p))] (Im f )ˆ(p), t ∈ R,
(2.1)
where ωm(p) =
√
p2 +m2. There is also an automorphic action λ ∈ R+ 7→ σλ of dilations on
W, induced by an action λ 7→ δλ on D(R), see [17, Eq. (2.7)]. We also consider the vacuum
states ω(m), m ≥ 0, on W. For m > 0 they are defined by ω(m)(W (f)) = e− 12‖f‖2m , where
‖f‖2m =
1
2
∫
R
dp
∣∣∣ωm(p)−1/2(Re f )ˆ(p) + iωm(p)1/2(Im f )ˆ(p)∣∣∣2 , m ≥ 0,
while, for m = 0,
ω(0)(W (f)) =
{
e−
1
2
‖f‖20 if (Re f )ˆ(0) = 0,
0 otherwise.
It turns out that ‖ · ‖m for m > 0 (resp. m = 0) is indeed a norm on D(R) (resp. {f ∈ D(R) :∫
RRe f = 0}) considered as a real vector space. We denote by π(m) the GNS representation
induced by ω(m), m ≥ 0, acting on the Hilbert space H(m) with cyclic vector Ω(m), and by
O 7→ A(m)(O) the corresponding net of von Neumann algebras
A(m)(O) := {π(m)(α(m)(Λ,x)(W (f))) : supp f ⊂ I}′′,
where I ⊂ R is an open interval such that O = ΛOI + x, with OI the double cone with base
I in the time-zero line. (Note that here we depart from the notation of [17]; also, in order to
simplify the notation, we will drop the indication of the representation π(m) when this does not
cause confusion.) It is clear that the net A(m) satisfies
A(m)(OI) =
∨
J⋐I
A(m)(OJ ) , (2.2)
since every f supported in an open interval I is actually supported in a J ⋐ I. If m > 0, the
net A(m) satisfies the split property [27] and its local algebras are type III1 factors [31]. In
particular, A(m) is a simple C*-algebra. Note also that H(0) is non-separable, see [1, Section 4].1
1A representation of W in which τ (0) is unitarily implemented on a separable Hilbert space is constructed
in [25].
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According to the general construction discussed above, we associate to A(m), m > 0, the
scaling algebra A(m) and the scaling limit nets O 7→ A(m)0,ι (O) = π0,ι(A(m)(O))′′, on the scaling
limit Hilbert spaces H
(m)
0,ι , along with corresponding automorphic actions α
(m;0,ι) of the Poincare´
group. We will also make use of the net A(m)• of the elements asymptotically contained in A(m),
and of the corresponding extension π•0,ι of the scaling limit representation. When there is no
ambiguity, we will just write A• instead of A(m)•. It is known that, for each ι, the quasi-local
algebra has a non-trivial center, and the local algebras A
(m)
0,ι (O) are not factors, as they contain
non-trivial elements of the center [17, proof. of Thm. 4.1]. As a consequence, since A(m) is
irreducible (because the Fock vacuum is the only translation invariant vector), the quasi-local
C*-algebras A
(m)
0,ι and A
(m) cannot be isomorphic. This is in sharp contrast with the situation
considered in [21].
One can also introduce rescaled Weyl operators
W (f)λ :=W (δλf), λ > 0, f ∈ D(R).
From [17, Eq. (4.13)] one sees that
lim sup
λ→0
‖[W (f)λ − (α(m)h W (f))λ]Ω‖ (2.3)
can be made arbitrarily small choosing h sufficiently close to a δ-function, which entails W (f) ∈
A•(O) for every double cone O based on the time zero line and whose base contains supp f .
Using [17, Lemma 4.2] and [21, Lemma 4.5], one also concludes that
W0,ι(f) := π
•
0,ι(W (f)), f ∈ D(R), (2.4)
satisfy the Weyl relations
W0,ι(f)W0,ι(g) = e
−iσ(f,g)/2W0,ι(f + g), f, g ∈ D(R),
andW0,ι(f) ∈ A(m)0,ι (OI) if supp f ⊂ I. The arguments in [12] suggest that the net A(0) obtained
in the GNS representation of the massless vacuum ω(0) is isomorphic to the subnet of A
(m)
0,ι
generated by the operators W0,ι(f).
2 In Sec. 4 we will make this identification more explicit.
The net A
(m)
0,ι has non-trivial automorphisms ρq,ι, q ∈ R, defined as follows. Let uqn = un ∈
DR(R) be such that, for some a > 0,
un(x) =

0 if x ≤ −a,
independent of n if − a < x < a,
q if a ≤ x ≤ na,
and consider V
(q)
n := W0,ι(iun). It follows that, for m ≥ n, V (q)n V (q)∗m = W0,ι(i(un − um))
is localized in a double cone whose closure is contained in the right spacelike complement of
2The results in [12] also suggest that the scaling limit of the C*-subalgebra of the scaling algebra generated by
(smoothed-out) functions λ 7→W (δλf) and λ 7→W (| log λ|
1/2δλf) is isomorphic to A
(0)⊗Z, with Z (a subalgebra
of) the center of A
(m)
0,ι .
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x = na. Therefore, if A ∈ A(m)0,ι (O), V (q)n
∗
AV
(q)
n is independent of n for n sufficiently large, and
there exists the (norm) limit
ρq,ι(A) = lim
n→+∞V
(q)
n
∗
AV (q)n . (2.5)
It is then clear that ρq,ι extends, by norm continuity, to an endomorphism of the quasi-local
algebra A
(m)
0,ι , which is easily seen to be localized in W+ − a and invertible. It is shown in [17]
that such automorphisms induce non-trivial translation covariant sectors of A
(m)
0,ι (which are
independent of the chosen a > 0 and of un on (−a, a) ∪ (na,+∞)). More precisely, it is shown
in [17, Thm. 4.1] that ω0,ι ◦ ρq,ι ↾ A(m)0,ι (W±a ) = ω0,ι ↾ A(m)0,ι (W±a ), where W±a is the right/left
spacelike complement of the interval [−a, a] of the time-zero axis. From this it follows, by
cyclicity of Ω0,ι for wedge algebras and GNS unicity, that ρq,ι is a BF-sector of A
(m)
0,ι . Notice also
that, due to the above mentioned localization properties of V
(q)
n , ρq,ι is a properly supported
morphism of A
(m)
0,ι in the sense of [21, Sec. 5].
3 Asymptotic morphisms for the derivatives of time zero fields
Since the sectors ρq,ι can be interpreted as describing confined charges of the underlying theory
A(m) [12, 23], it seems interesting to exhibit explicit examples of the associated asymptotic
morphisms of A(m). Actually, due to the bad infrared behaviour of the massless scalar field in
d = 2 which is responsible for the appearance of the nontrivial center of A
(m)
0,ι , these sectors do
not fall into the framework of [21]. Therefore, it will only be possible to construct the associated
asymptotic morphisms at the price of passing from A(m) to a suitable subnet C(m) generated by
the derivatives of the time zero fields (see Eq. (3.3) below for a precise definition), which has
the property that its scaling limit inherits the same sectors from A
(m)
0,ι .
To begin with, we compute for reference the action of ρq,ι on the Weyl operators defined
above:
ρq,ι(W0,ι(f)) = lim
n→+∞W0,ι(iun)
∗W0,ι(f)W0,ι(iun)
= lim
n→+∞ e
iσ(iun,f)W0,ι(f)
= lim
n→+∞ e
iIm
∫
R
dx (−i)un(x)f(x)W0,ι(f)
= lim
n→+∞ e
−i ∫
R
dx un(x)Re f(x)W0,ι(f)
= e−i
∫
R
dx u∞(x)Re f(x)W0,ι(f),
where u∞ = limn→+∞ un is such that u∞(x) = 0 if x < −a and u∞(x) = q if x > a, cf. [18,
Sec. 4].
We also observe that similar formulas hold for the rescaled Weyl operators at each fixed
λ > 0. Namely, by the same argument as above, we can define, for each λ > 0, a morphism ρ(λ)
of A(m) by
ρ(λ)(A) = lim
n→+∞W (iun)
∗
λAW (iun)λ, A ∈ A(m),
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and there holds
ρ(λ)(W (f)) = lim
n→+∞W (iun)
∗
λW (f)W (iun)λ
= lim
n→+∞W (δλiun)
∗W (f)W (δλiun)
= lim
n→+∞ e
−i ∫
R
dx δλun(x)Re f(x)W (f)
= lim
n→+∞ e
−i ∫
R
dxun(λ−1x)Re f(x)W (f)
= e−i
∫
R
dxu∞(λ−1x)Re f(x)W (f).
We can also perform the limit λ→ 0 of the last line, obtaining
lim
λ→0
ρ(λ)(W (f)) = lim
λ→0
lim
n→+∞W (iun)
∗
λW (f)W (iun)λ = e
−iq ∫+∞
0
dxRe f(x)W (f).
Moreover, we can extend the automorphisms σλ : W→W to automorphisms φλ : A(m) → A(m)
such that
φλ(π
(m)(W (f))) = π(m)σλ(W (f)) = π
(m)(W (δλf)) = π
(m)(W (f)λ), λ > 0, f ∈ D(R).
(3.1)
This is a direct consequence of the local normality of the states ω(m) and ω(m) ◦σλ = ω(λm) [28].
Therefore, if we define the morphisms ρλ := ρ(λ)φλ : A
(m) → A(m), we obtain, from the above
formulas,
ρλ(W (f)) = e
−i ∫
R
dxu∞(λ−1x)Re (δλf)(x)W (δλf) = e
−i ∫
R
dx u∞(x)Re f(x)W (f)λ. (3.2)
Identifying W with the C∗-subalgebras of A(m) and A(m)0,ι generated by the operators W (f),
W0,ι(f) (f ∈ D(R)) respectively, we can also consider an isomorphism φ : W→W such that
φ(W (f)) =W0,ι(f) .
Therefore, defining ρ = ρq,ιφ : W→ A(m)0,ι , we get
π•0,ι
(
λ 7→ ρλ(W (f))
)
= ρ(W (f)), f ∈ D(R)
from which, using the fact that, as ρλ is a morphism of C*-algebras, ‖ρλ‖ ≤ 1 uniformly for
λ > 0, and the norm continuity of π•0,ι and ρ, we conclude that (cf. [21, Thm. 5.2])
π•0,ι
(
λ 7→ ρλ(W )
)
= ρ(W ), W ∈W.
In passing, we also note that (ρλ ↾W) satisfies properties analogous to properties (i)-(iii) of [21,
Def. 5.1] (in particular, for property (iii), replacing
⋃
O A
(m)(O) with
⋃
I WI , where WI is the
Weyl algebra over D(I), I ⊂ R interval).
Moreover, it is worth pointing out that, at variance with the case of preserved sectors con-
sidered in [21, Sec. 7], the morphisms ρ(λ) do not induce non-trivial sectors of A(m), because
there are no such sectors [36, Thm. 3.1 and Sec. 7]. The latter fact in particular implies that
the sectors induced by ρq,ι are interpreted as confined sectors of A
(m) [12, 23, 24].
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The family of maps (ρλ) defined above enjoys some of the properties of asymptotic morphisms
of A(m), but it can be shown that λ 7→ ρλ(A) does not belong to A(m)• for all A ∈ A(m). We
defer a discussion of this and related aspects to Section 4, where it will appear that the real
obstruction lies in the zero mode of the field momentum. Therefore, for the time being, in order
to achieve our goal of constructing bona fide asymptotic morphisms, we restrict our attention
to the von Neumann algebras
C(m)(OI + x) := {π(m)(α(m)x (W (f))) : supp f ⊂ I,
∫
R f = 0}′′, m > 0. (3.3)
This way, since the condition of having null integral is preserved by the translation τ
(m)
x , m > 0,
we obtain a translation covariant subnet C(m) of the restriction of A(m) to the upright double
cones (i.e., those of the form OI+x). However, the property
∫
R f = 0 is not stable under Lorentz
transformations [9, Section 7.2], and therefore C(m) cannot be extended to a Poincare´ covariant
isotonous subnet of A(m). This obstruction disappears for m = 0, so that
C(0)(ΛOI + x) := {π(0)(α(0)(Λ,x)(W (f))) : supp f ⊂ I,
∫
R f = 0}′′ (3.4)
defines a Poincare´ covariant subnet of A(0) (indexed by all double cones). We denote by K(0) =
C(0)Ω(0) the corresponding cyclic subspace of H(0).
We note that the dual net local algebras C(m)d(O) := C(m)(O′)′ can be defined for all double
cones O (not just the upright ones). With this in mind, we summarize in the next statement
the main relations between C(m) and A(m).
Proposition 3.1. Let m > 0. Then the following properties hold.
(i) If W+ denotes the right wedge, C
(m)(W+)
′′ = A(m)(W+)′′.
(ii) C(m)d = A(m).
(iii) There is an action γ : R2 → Aut(A(m)) by net automorphisms, such that
γ(µ,ν)(π
(m)(W (f))) = ei(µRe
∫
R
f+ν Im
∫
R
f)π(m)(W (f)),
and C(m)(O) ⊂ A(m)(O)R2 for all upright double cones O .
Proof. (i) Let f ∈ D(R) have support contained in R+ and set α :=
∫
R f . Moreover, let
χ ∈ D(R) be a real function with support in (0, 1) and ∫R χ = 1, and consider the function
fε(x) := f(x)− αεχ(εx), ε > 0. Then clearly supp fε ⊂ R+,
∫
R fε = 0 and
‖f − fε‖2m =
∫
R
dp
∣∣∣∣ Reαωm(p)1/2 + iωm(p)1/2Imα
∣∣∣∣2 |χˆ(p/ε)|2
=
∫
R
dp
[
(Reα)2
ωm/ε(p)
+ ωεm(ε
2p)(Imα)2
]
|χˆ(p)|2 → 0
as ε→ 0, by a straightforward application of the dominated convergence theorem. This implies
that W (fε) ∈ C(m)(W+) converges strongly to W (f) ∈ A(m)(W+), and therefore the statement.
10
(ii) Given a double cone O = (W+ + a) ∩ (−W+ + b) one has
C(m)d(O) = C(m)(O′)′ = C(m)(−W+ + a)′ ∧ C(m)(W+ + b)′
= A(m)(−W+ + a)′ ∧A(m)(W+ + b)′ = A(m)d(O) = A(m)(O),
where (i) and duality for the net A(m) have been used.
(iii) Let O = OI , and let f ∈ D(I). Given g ∈ D(R) such that g|I = −i, one has, by the
Weyl relations,
W (µg)W (f)W (µg)∗ = eiµRe
∫
R
fW (f), (3.5)
which shows that γ(µ,0) can be defined as an automorphism of the von Neumann algebra
A(m)(OI). Then, it extends to an automorphism of the quasi-local algebra, as the latter is
generated, as a C*-algebra, by local algebras of this form. By the same argument, using a
function h ∈ D(R) such that h|I = 1, one gets γ(0,ν). Moreover, it is clear, again by the Weyl
relations, that the group-like commutator
W (νg)∗W (µh)∗W (νg)W (µh)
is a phase factor, thus yielding the required automorphic action of R2 (cf. [1, Sec. 5]). By (3.5),
it is also clear that γ(µ,ν)(A
(m)(O)) = A(m)(O) for all upright double cones O (not necessarily
based at time zero). Finally, the γ-invariance of elements of C(m)(OI) is obvious, and the general
case readily follows by the fact that every upright double cone is included in one based on the
time zero line.
Property (iii) above entails in particular that C(m) is a proper subnet of A(m) (restricted to
the upright double cones). We also remark that the automorphisms γ(µ,ν) commute with spatial
translations.
We will also need to consider the Poincare´ covariant subnet C of A(0) defined by
C(ΛOI + x) :=
{
π(0)(α
(0)
Λ,x(W (f))) : supp f ⊂ I,
∫
RRe f = 0
}′′
. (3.6)
Here the isotony is guaranteed by the fact that massless Poincare´ transformations also preserve
the property
∫
RRe f = 0. This net is Haag-dual by [33, Appendix 3] when considered as a net
acting on the cyclic Hilbert space defined by Ω(0). Moreover, it enjoys the split property and
the local algebras C(O) are hyperfinite type III1 factors. This follows from the fact that, as
shown for instance in [10], the local algebras decompose into a tensor product of local algebras
associated to the U(1) current on the light rays (for the latter see, e.g., [15]). We will see in
Sec. 4 that C can be naturally identified with a Poincare´ covariant subnet of A
(m)
0,ι . Also, by an
argument similar to the one in Prop. 3.1, we obtain that C(0)d = C. In particular, CΩ(0) = K(0).
According to [21, Thm. 3.1], there exists then a C*-algebra isomorphism φ : A(m) → C which
identifies a countable increasing family of local von Neumann algebras. In view of [28], a natural
question would then be if φ can be chosen in such a way that φ(π(m)(W (f))) = π(0)(W (f))
whenever
∫
RRe f = 0. That this can not be the case follows at once from the fact, noted below
in Remark 3.4, that the algebra (3.9) defined there is a proper subalgebra of A(m)(O) for any
O. Similarly, there is no isomorphism between A(m)(O) and A(0)(O) mapping π(m)(W (f)) into
11
π(0)(W (f)) for all f ∈ D(R): indeed, the map R ∋ α 7→ π(m)(W (αf)) is σ-strongly continuous
for every f , while α 7→ π(0)(W (αf)) is not, and any von Neumann algebra isomorphism is
automatically continuous for the σ-strong topologies. However, at this stage we can not exclude
the existence of an isomorphism between (3.9) and C(O), defined by the same formula. On
the positive side, it follows from results in [5] that for any interval I ⊂ R there exists a von
Neumann algebra isomorphism φ : C(m)(OI)→ C(0)(OI) such that φ(π(m)(W (f))) = π(0)(W (f))
if supp f ⊂ I and ∫R f = 0. For the sake of self-containment, a direct proof of this result is
provided in Appendix A. This is an extension to d = 2 of the classical result of [28], compatible
with the infrared singularity of the massless free field.
We will need a result about a certain phase space property for the massless scalar field in
two dimensions that might be of independent interest.
Proposition 3.2. The net C on R2 in its vacuum representation on K(0) satisfies the Buchholz-
Wichmann nuclearity condition, namely the map
Θ : C(O)→ K(0), A 7→ e−βHAΩ(0),
is nuclear for all β > 0 and O.
Proof. The local algebras C(O) can be written as tensor products of two local algebras of the
U(1) current algebra on R relative to suitable intervals I, J . Now, it is well known that the
U(1) current algebra satisfies the trace-class condition and thus, thanks to [14], it satisfies the
Buchholz-Wichmann nuclearity. Finally, it can be shown without too much trouble that the
von Neumann tensor product of the Buchholz-Wichmann nuclear maps associated to the two
intervals I, J is again nuclear. To see this, observe that thanks to [13, Lemma 2.2] one can
write ΘI =
∑
n fn,I(·)ξn,I for some normal functionals fn,I on the local von Neumann algebra
of the U(1) current associated to the interval I and some Hilbert space vectors ξn,I such that∑
n ‖fn,I‖ ‖ξn,I‖ < +∞. Now, by [40, Sec. IV.5], fn,I ⊗ fm,J extends to a normal functional on
C(O) whose norm is equal to ‖fn,I‖ ‖fm,J‖. It is now clear that Θ =
∑
n,m(fn,I ⊗ fm,J)(·)ξn,I ⊗
ξm,J on the algebraic tensor product of the U(1)-von Neumann algebras of the intervals I and
J . Since both sides of this equality are continuous w.r.t. the σ-weak topology on the domain
and the weak topology on the target, then they coincide as maps on C(O) and furthermore∑
n,m ‖fn,I ⊗ fm,J‖ ‖ξn,I ⊗ ξm,J‖ < +∞.
Hereafter, as in [17] it will be convenient to pass from the net C(m) defined in (3.3), to the
one whose local algebras are
{π(0)(α(m)x (W (f))) : supp f ⊂ I,
∫
R f = 0}′′,
which is net-isomorphic to the former one thanks to Thm. A.1. We will therefore assume that
this has been done. Note that in particular, if OI is a double cone with basis on the time zero
line, with this definition one has C(m)(OI) = C
(0)(OI).
Theorem 3.3. Let C
(m)
0,ι be a scaling limit net of C
(m), m > 0, acting on the Hilbert space K
(m)
0,ι .
Then there exists a unitary operator V : K
(m)
0,ι → K(0) satisfying the following properties:
(i) for all A ∈ C(m)(O) there holds AdV (π0,ι(A)) = limκ φ−1λκ (Aλκ) weakly;
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(ii) V Ω0,ι = Ω
(0);
(iii) AdV ◦ α(m;0,ι)x = α(0)x for all translations x ∈ Rd;
(iv) for each pair of upright double cones O ⋐ O˜,
C(0)(O) ⊂ AdV (C(m)0,ι (O˜)) ⊂ C(0)(O˜);
(v) given a double cone OI with basis on the time zero line and A ∈ C(0)(OI) = C(m)(OI),
there holds
AdV (π0,ι(α
(m)
h φ
•(A))) =
∫
R2
dxh(x)α(0)x (A)
for all h ∈ Cc(R2);
(vi) for all f ∈ D(R) such that ∫R f = 0 the Weyl operator W0,ι(f) leaves K(m)0,ι invariant and
AdV (W0,ι(f)) = π
(0)(W (f))|K(0) .
In particular, for the associated quasi-local algebras there holds AdV (C
(m)
0,ι ) = C
(0).
Proof. The proof closely follows the one of [17, Thm. 3.1], so we limit ourselves to point out the
main differences. The key ingredient of that proof, namely the local normality of the vacuum
states of the massive and massless free scalar field, is here replaced by the isomorphism of
Thm. A.1. Moreover, one has, for f ∈ D(R) such that ∫R f = 0,
‖τ (λm)x f − τ (0)x f‖20 = ‖τ (λm)t f − τ (0)t f‖20
=
1
2
∫
R
dp
|p|
∣∣∣∣[ cos(tωλm(p))− cos(t|p|)]R̂e f(p)− [ωλm(p) sin(tωλm(p))− |p| sin(t|p|)]Îm f(p)
+ i|p|[ cos(tωλm(p))− cos(t|p|)]Îm f(p) + i|p|[sin(tωλm(p))
ωλm(p)
− sin(t|p|)|p|
]
R̂e f(p)
∣∣∣∣2.
(3.7)
This integral is seen to converge to zero, as λ→ 0, by an application of the dominated conver-
gence theorem, since the integrand can be bounded, for fixed t ∈ R and all λ ∈ [0, 1], by the
function
4
|p|
[
(1 + |t|ωm(p))
∣∣R̂e f(p)∣∣+ 2ωm(p)∣∣Îm f(p)∣∣]2 , (3.8)
which is integrable thanks to the fact that fˆ is a Schwarz function such that fˆ(0) = 0. This
shows that the key estimate in [17, Lemma 3.2(b)] can be done also in our case. The fact that
C satisfies Buchholz-Wichmann nuclearity entails that this is true also for the subnet C(0), and
this allows us to repeat in our context the proof of [17, Lemma 3.3]. The above arguments show
the validity of (i)-(v). Finally, (vi) is obtained by observing that for all A ∈ C(m)(OI) and f
as in the statement one has W0,ι(f)π
•
0,ι(A)Ω0,ι = π
•
0,ι(W (f)A)Ω0,ι ∈ K(m)0,ι and then computing
directly the l.h.s. of the equality using (v).
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Taking into account the outer regularity of C(0), consequence of the strong continuity of the
action of the dilation group on K(0), it readily follows that AdV implements a net isomorphism
between the outer regularized net of C
(m)
0,ι and C
(0), similar to the situation discussed in [17] for
the higher dimensional case. Of course, the quasi-local C∗-algebras of the net C(m)0,ι and of its
outer regularized net coincide.
We also see from this concrete situation that the dual of the scaling limit net is not necessarily
equal to the scaling limit net of the dual.
Remark 3.4. The above results also show that the scaling limit of C(m) is a proper subnet of the
net C defined in (3.6). In order to obtain the full net C in the scaling limit, the first guess would
be to associate to the double cone O = ΛOI + x the von Neumann algebra
{α(m)Λ,x (π(m)(W (f))) : supp f ⊂ I,
∫
RRe f = 0}′′. (3.9)
Being invariant under γ(λ,0), this is again a proper subalgebra of A
(m)(O). However, as pointed
out to us by D. Buchholz, this has the serious drawback that the resulting family of von Neumann
algebras does not satisfy isotony: if J ⋐ I and supp f ⊂ J with ∫RRe f = 0, it is easy to see that
for sufficiently small t > 0 supp τ
(m)
t f ⊂ I but
∫
RRe τ
(m)
t f 6= 0, and therefore α(m)t (W (f)) does
not belong to the algebra associated to OI . This also shows that the union of all such algebras
associated to double cones based on the time zero line is not invariant under time translations.
As shown in the following statement, the subnet C
(m)
0,ι captures the relevant information
about the above described sectors of A
(m)
0,ι .
Proposition 3.5. Let ρq,ι be a sector of the scaling limit theory A
(m)
0,ι , then its restriction to the
scaling limit net C
(m)
0,ι is well defined and properly supported and induces a non trivial translation
covariant sector of C
(m)
0,ι . Moreover, the right cohomological extension of ρq,ι ↾ C
(m)
0,ι coincides
with ρq,ι.
Proof. According to Thm. 3.3, every element A ∈ C(m)0,ι (OI) is a strong limit of linear combina-
tions of Weyl operators W0,ι(f) with supp f ⊂ I and
∫
R f = 0. For any such Weyl operator, by
the Weyl relations ρq,ι(W0,ι(f)) = V
(q)
n
∗
W0,ι(f)V
(q)
n differs from W0,ι(f) by a phase factor, and
therefore ρq,ι(A) still belongs to C
(m)
0,ι (OI˜), where I˜ ⋑ I. This shows that the restriction of ρq,ι
to C
(m)
0,ι is well defined. Moreover, such restriction is properly supported because ρq,ι is, and it is
not equivalent to the vacuum sector by a similar argument as in [17, Sec. 4], when one observes
that the operators Z
(n)
w (π/q) used there, which form an asymptotically central sequence, belong
to C
(m)
0,ι too, and ρq,ι(Z
(n)
w (π/q)) = e−ipiZ
(n)
w (π/q) for n large enough. Finally, the statements
about translation covariance and the cohomological extension are consequences of the following
observations. For x ∈ R, the morphism
ρ(x)q,ι (A) = limn→+∞W0,ι(iτ
(0)
x un)
∗AW0,ι(iτ
(0)
x un), A ∈ A(m)0,ι ,
is localized in W+ − a+ x, restricts to a morphism of C(m)0,ι by the same argument used for ρq,ι,
and is equivalent to the latter, a unitary intertwiner being
Wx = lim
n→+∞W0,ι(iun)W0,ι(iτ
(0)
x un)
∗,
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where the limit exists in the strong operator topology as discussed in [17]. Moreover, for any
wedge W ⋑ (W+ − a) ∪ (W+ − a+ x) we have W0,ι(iun)W0,ι(iτ (0)x un)∗ ∈ C(m)0,ι (W ) for all n ∈ N
because
∫
R(un− τ
(0)
x un) = 0, and thus Wx ∈ C(m)0,ι (W )′′. Therefore, for each A ∈ A(m)0,ι (O), given
x ∈ R such that W+ − a+ x ⊂ O′, one has
ρq,ι(A) =Wxρ
(x)
q,ι (A)W
∗
x =WxAW
∗
x ,
as desired.
As a matter of fact, the restriction of ρq,ι to C
(m)
0,ι is localized in O(−a,a), cf. [18, Prop. 4.5].
It is now possible to construct explicit examples of asymptotic morphisms of the net C
(m)
0,ι ,
satisfying the general properties discussed in [21].
Theorem 3.6. The family (φλ)λ>0 defined in Eq. (3.1) is an asymptotic isomorphism of C
(m)
with respect to ω0,ι = limκ ωλκ . Moreover, given a sector ρq,ι of the scaling limit theory A
(m)
0,ι ,
the family (ρλ)λ>0, defined by the norm limit
ρλ(A) = lim
n
W (iun)λφλ(A)W (iun)
∗
λ , A ∈ C(m) , (3.10)
is a tame asymptotic morphism of C(m) and it holds
π•0,ι(ρ
•(A)) = ρq,ι
(
π•0,ιφ
•(A)
)
= ρq,ι
(
AdV ∗(A)
)
, A ∈ C(m). (3.11)
Proof. We start by proving that (φλ)λ is an asymptotic isomorphism. The properties (5.1)-(5.3)
of [21] are obvious since φλ is an automorphism for each λ > 0. In order to prove properties (i)
and (ii) of [21, def. 5.1], consider an element A ∈ C(m)(O) and, given ε > 0, choose h ∈ Cc(R2)
such that ∥∥∥[A− ∫
R2
dxh(x)α(0)x (A)
]
Ω(0)
∥∥∥ < ε. (3.12)
We have then the following equalities:
lim
κ
‖[φλκ(A)− α(m)h φ•(A)λκ ]Ω(0)‖2 = limκ ‖[A − φ
−1
λκ
(α
(m)
h φ
•(A)λκ)]Ω
(0)‖2
= ‖[A−AdV (π0,ι(α(m)h φ•(A)))]Ω(0)‖2
=
∥∥∥[A− ∫
R2
dxh(x)α(0)x (A)
]
Ω(0)
∥∥∥2 < ε2.
Here, the first equation follows from the fact that φλ is unitarily implemented and leaves the
massless vacuum invariant, the second one follows from Thm. 3.3(i), and the third one follows
from Thm. 3.3(v) when one observes that O is contained in some OI large enough. Since a similar
argument holds for ‖[φλκ(A) − α(m)h φ•(A)λκ ]∗Ω(0)‖, we conclude that φ•(A) := (λ 7→ φλ(A))
belongs to C(m)•(O). Moreover, it is clear that the map A ∈ C(m)loc 7→ φ•(A) ∈ C(m)•loc is norm
continuous, and therefore it extends to a norm continuous map from C(m) to C(m)•. Since
π•0,ι(C
(m)•
loc ) ⊂ C(m)0,ι,loc by [21, thm. 4.6], this also shows that property (iii) of [21, def. 5.1] is valid.
It is also clear that, being φλ an automorphism, A 7→ φ•(A) is injective, i.e., we get property
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(i) of [21, def. 5.4]. Finally we show the validity of property (ii) of [21, def. 5.4]. To this end,
we claim that the map s¯ : C
(m)
0,ι → C(m)• defined by
s¯(A0)λ := φλAdV (A0), A0 ∈ C(m)0,ι ,
is a continuous section of π•0,ι : C
(m)• → C(m)0,ι . The map is obviously continuous. Moreover, the
fact that it is a section follows at once from the identity
π•0,ι(φ
•(A)) = AdV ∗(A), A ∈ C(m), (3.13)
applied to A = AdV (A0) ∈ C(0) = C(m). In turn, the latter equation is proven through the
equalities
π•0,ιφ
•(A) = lim
h→δ
π0,ι(α
(m)
h φ
•(A)) = lim
h→δ
AdV ∗
(∫
R2
dxh(x)α(0)x (A)
)
= AdV ∗(A)
(where the limits are taken in the strong operator topology), which are consequences of [21,
Lemma 4.5] and Thm. 3.3(v). The proof of (ii) of [21, def. 5.4] is then achieved by ob-
serving that by Thm. 3.3(iv) AdV (
⋃
O C
(m)
0,ι (O)) =
⋃
O C
(0)(O) =
⋃
O C
(m)(O), and therefore
s¯(
⋃
O C
(m)
0,ι (O)) = φ
•AdV (
⋃
O C
(m)
0,ι (O)) = φ
•(
⋃
O C
(m)(O)).
In order to show that ρλ is a tame asymptotic morphism, we recall thatW (f) ∈
⋃
O C
(m)•(O)
for f ∈ D(R) such that ∫R f = 0. This fact, together with what we have just shown, makes
it clear that ρ•(A) ∈ C(m)• for all A ∈ C(m) and that π•0,ι(ρ•(
⋃
O C
(m)(O))) ⊂ ⋃O C(m)0,ι (O), as
required. All the remaining properties are obviously satisfied.
Finally, the formula (3.11) can be verified by a direct computation. Indeed, by (3.10)
and (2.5),
π•0,ι(ρ
•(A)) = lim
n
W0,ι(iun)π
•
0,ιφ
•(A)W0,ι(iun)∗ = ρq,ι(π•0,ιφ
•(A))
and then one uses (3.13).
It can also be shown that C(m) has convergent (and therefore unique) scaling limit, by
repeating the argument in [9, Thm. 7.5], mutatis mutandis.
4 Asymptotic morphisms and smoothed out Weyl operators
As remarked in Sec. 2, A(m) and A
(m)
0,ι are not isomorphic and therefore (φλ) can not be an
asymptotic isomorphism of A(m). It is however natural to ask how far it goes in this direction.
To this end, a relevant condition is that the function λ 7→ φλ(A) belongs to A(m)• for all
A ∈ A(m). We will see shortly that this is not the case in general. However, a partial result
in this direction can be formulated introducing the local, Poincare´ covariant net of C*-algebras
O 7→ W(m)r (O) generated by smoothed out Weyl operators, i.e., by elements of A(m)(O) of the
form ∫
R2
dy g(y)α(m)y (W (f)), g ∈ Cc(R2). (4.1)
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It is easy to verify that the action x 7→ α(m)x (W ) of translations is norm continuous for all
W ∈ W(m)r (O) and, using (2.2) and Lorentz covariance, that W(m)r (O) is strongly dense in
A(m)(O).
We also define the C*-subalgebra A
(m)
φ (O) ⊂ A(m)(O) of all elements A ∈ A(m)(O) which are
mapped into A(m)•(O) by the isometric morphism φ• : A(m) → ℓ∞(R+, B(H)) (the C*-algebra
of bounded functions from R+ to B(H)), and we denote by A
(m)
φ the inductive limit of the
net O 7→ A(m)φ (O). We already know, by (2.3), that W (f) ∈ A(m)φ (OI) for any test function
f ∈ D(I). We now show that W(m)r (O) ⊂ A(m)φ (O).
Proposition 4.1. For all W ∈W(m)r (O), λ 7→ φλ(W ) belongs to A(m)•(O).
Proof. Thanks to the fact the φ• is an isometric morphism, it is sufficient to prove the statement
for elements W ∈W(m)r (O) of the form (4.1). Then, for such a W one has
sup
λ∈(0,1)
∥∥[φλ(W )− α(m)λx φλ(W )]Ω(m)∥∥
= sup
λ∈(0,1)
∥∥∥∥∫
R2
dy g(y)
[
φλ(W (τ
(m)
y f))− α(m)λx φλ(W (τ (m)y f))
]
Ω(m)
∥∥∥∥
≤
∫
R2
dy |g(y)| sup
λ∈(0,1)
∥∥[φλ(W (τ (m)y f))− α(m)λx φλ(W (τ (m)y f))]Ω(m)∥∥,
and therefore [17, Eq. (4.13)], together with the dominated convergence theorem, shows that
lim
x→0
sup
λ∈(0,1)
∥∥[φλ(W )− α(m)λx φλ(W )]Ω(m)∥∥ = 0.
This, in turn, implies that lim supλ→0 ‖[φλ(W ) − αh(φ•(W ))λ]Ω(m)‖ can be made arbitrarily
small for h ∈ Cc(R2) sufficiently close to a delta function. In a similar way, lim supλ→0 ‖[φλ(W )−
αh(φ
•(W ))λ]∗Ω(m)‖ can be made small as well and therefore φ•(W ) ∈ A(m)•(O), as desired.
Proposition 4.2. Let W =
∫
R2 dy g(y)α
(m)
y (W (f)) be such that
∫
RRe f = 0,
∫
R Im f 6= 0, and
g ∈ Cc(R2) non-negative and not identically zero. Then W 6= 0 and π•0,ιφ•(W ) = 0.
Proof. One has that
〈Ω(m),WΩ(m)〉 =
∫
R2
dx g(x)e−
1
2
‖τ (m)x f‖2m
is strictly positive, and therefore W 6= 0. We can now choose a sequence (λn)n∈N ⊂ R+ such
that
‖π•0,ιφ•(W )Ω0,ι‖2 = limn→+∞ ‖φλn(W )Ω
(m)‖2
= lim
n→+∞
∥∥∥∥∫
R2
dx g(x)W (δλnτ
(m)
x f)Ω
(m)
∥∥∥∥2
= lim
n→+∞
∫
R4
dxdy g(x)g(y)e
i
2
σ(τ
(m)
x f,τ
(m)
y f)e−
1
2
‖(τ (m)y −τ (m)x )f‖2λnm ,
(4.2)
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where in the last equality we used the dilation invariance of the symplectic form. We now
observe that, using the notation x = (t,x), y = (s,y), we have∫
R
Re (τ (m)y − τ (m)x )f =
∫
R
Re (τyτ
(m)
s − τxτ (m)t )f =
∫
R
Re (τ (m)s − τ (m)t )f
=
[
Re (τ (m)s − τ (m)t )f
]̂
(0) = m[sin(tm)− sin(sm)]Îm f(0),
where we used the translation invariance of the integral in the second equality and (2.1) in the
fourth one. The above quantity vanishes only if s = t+ 2pimZ or s = −t+ pim(2Z+1), and therefore
on a set of measure zero in R2. Recalling then that, for h ∈ D(R) such that ∫RReh 6= 0,
lim
m→0
‖h‖2m = lim
m→0
∫
R
dp
∣∣∣∣∣ R̂eh(p)√ωm(p) + i
√
ωm(p)Îmh(p)
∣∣∣∣∣
2
= +∞
we see that the limit, as n→ +∞, of the integrand in the last member of (4.2) vanishes almost
everywhere, and therefore, by dominated convergence,
‖π•0,ιφ•(W )Ω0,ι‖2 = 0.
The conclusion is then obtained by the separating property of Ω0,ι for local algebras.
We put on record a pair of immediate consequences of the above result.
Corollary 4.3. The following statements hold:
(i) the quasi-local C*-algebras W
(m)
r , A
(m)
φ are not simple;
(ii) A
(m)
φ is a proper subalgebra of A
(m).
The second statement in the corollary makes it plain that φ• does not map A(m) into A(m)•.
However, as shown in the next proposition, the map π•0,ιφ
• : A(m)φ → A(m)0,ι acts, on suitable
elements, in a way that closely resembles the isomorphism between the free scalar field net in
d ≥ 3 and its scaling limit built in [17].
Proposition 4.4. Let f ∈ D(R), h ∈ Cc(R2). There holds:
(i) π0,ι(α
(m)
h W (f)) =
∫
R2
dxh(x)α(m;0,ι)x (W0,ι(f));
(ii) there exists
lim
λ→0
φ−1λ (α
(m)
h W (f)λ) =
∫
R2
dxh(x)W (τ (0)x f) =:W
(0)
h,f ∈ A(m) (4.3)
in the strong operator topology, where the integral in the r.h.s. is defined in the strong
sense;
(iii) φ•(W (0)h,f ) ∈ A(m)• and π•0,ι(φ•(W (0)h,f )) = π0,ι(α(m)h W (f));
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Proof. (i) Let g ∈ Cc(R2). One has:∫
R2
dy g(y)α(m;0,ι)y
(
π0,ι(α
(m)
h W (f))
)
=
∫
R2
dy g(y)π0,ι
(
α(m)y α
(m)
h W (f)
)
= π0,ι
(∫
R2
dy g(y)α(m)y α
(m)
h W (f)
)
= π0,ι
(
α
(m)
g∗hW (f)
)
=
∫
R2
dxh(x)α(m;0,ι)x
(
π0,ι(α
(m)
g W (f))
)
,
where we used in the second equality the fact that the C*-algebra-valued function
y 7→ g(y)α(m)y α(m)h W (f),
being continuous and compactly supported, is Bochner-integrable, and in the fourth one the
commutativity of the convolution product. The statement in then obtained by taking, in the
strong operator topology, the limit g → δ on both sides, and by recalling that in such a limit
π0,ι(α
(m)
g W (f))→W0,ι(f).
(ii) We postpone for a moment the proof that the integral in the r.h.s. is well defined. Using
the commutation relations between dilations and translations on D(R), δλτ
(λm)
x = τ
(m)
λx δλ, there
holds:∥∥∥∥[φ−1λ (α(m)h W (f)λ)−∫
R2
dxh(x)W (τ (0)x f)
]
Ω(m)
∥∥∥∥ ≤ ∫
R2
dx |h(x)|∥∥[W (τ (λm)x f)−W (τ (0)x f)]Ω(m)∥∥.
Moreover, if x = (τ,x), since ‖τxg‖m = ‖g‖m for all m ≥ 0,
‖τ (λm)x f − τ (0)x f‖2m = ‖τ (λm)t f − τ (0)t f‖2m
can be expressed by an integral as in Eq. (3.7), with the change |p| → ωm(p). Therefore the
same argument used there, with the same change in (3.8), guaranteees that the dominated
convergence theorem is applicable, thus yielding limλ→0 ‖τ (λm)x f − τ (0)x f‖2m = 0. This in turn
implies
lim
λ→0
∥∥[W (τ (λm)x f)−W (τ (0)x f)]Ω(m)∥∥ = 0,
and a further application of the dominated convergence theorem, together with the fact that
the vacuum is separating for the local algebras, gives the statement. Finally, we notice that in
a similar way one can show that ‖τ (0)t′ f − τ (0)t f‖m → 0 as t′ → t, which, together with the fact
that space translations are mass independent, implies that the function x ∈ R2 7→ W (τ (0)x f) is
strongly continuous, and therefore the integral on the right hand side of (4.3) is well defined in
the strong topology.
(iii) Similarly to point (ii) above, one has, for all λ > 0,∥∥[φλ(W (0)h,f )− (α(m)h W (f))λ]Ω(m)∥∥ ≤ ∫
R2
dx |h(x)|∥∥[W (δλτ (0)x f)−W (δλτ (λm)x f)]Ω(m)∥∥,
and limλ→0 ‖δλτ (0)x f−δλτ (λm)x f‖2m = limλ→0 ‖τ (0)t f−τ (λm)t f‖2λm = 0. This last statement follows
by observing that ‖τ (0)t f − τ (λm)t f‖2λm is expressed again by an integral obtained from the one
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in (3.7) by the replacement |p| → ωλm(p). Moreover, this integral can be split as the sum of an
integral over the region |p| ≤ 1 and one over the region |p| > 1. The latter integral is seen to
converge to zero, as λ→ 0, since the bound (3.8) is integrable for |p| > 1. To treat the possible
divergence, for λ→ 0, of the integral over |p| ≤ 1, we observe that, for λ ∈ (0, 1), there hold the
elementary bounds
| cos(tωλm(p))− cos(t|p|)|
ωλm(p)1/2
≤ |t|ωλm(p)− |p|
ωλm(p)1/2
≤ |t|ωm(p)1/2,
|ωλm(p) sin(tωλm(p))− |p| sin(t|p|)|
ωλm(p)1/2
≤ ωλm(p)− |p|
ωλm(p)1/2
| sin(tωλm(p))|
+ |p| | sin(tωλm(p))− sin(t|p|)|
ωλm(p)1/2
≤ 3ωm(p)1/2,
which show that the integrand is bounded by an integrable function of p uniformly for λ ∈ (0, 1),
and therefore one can apply the dominated convergence theorem once more. Therefore, one
concludes that
lim
λ→0
∥∥[φλ(W (0)h,f )− (α(m)h W (f))λ]Ω(m)∥∥ = 0,
which, together with φλ(W
(0)
h,f )
∗ = φλ(W
(0)
h¯,−f ), implies that φ
•(W (0)h,f ) ∈ A(m)• and, using [21,
Lemma 4.4] and the fact that Ω0,ι is separating for the local algebras A
(m)
0,ι (O), also that
π•0,ι(φ
•(W (0)h,f )) = π0,ι(α
(m)
h W (f)).
In particular, one can deduce from the proof of point (iii) above that α
(m;0,ι)
x (W0,ι(f)) =
W0,ι(τ
(0)
x f) for all x ∈ R2 and f ∈ D(R). Moreover, by similar arguments, using the ex-
pressions for Lorentz transformation in [9, Eqs. (7.12)-(7.13)], it is also possible to show that
limλ→0 ‖τ (0)Λ f − τ (λm)Λ f‖2λm = 0, which entails α(m;0,ι)Λ (W0,ι(f)) = W0,ι(τ (0)Λ f) for all Λ in the
Lorentz group. Thanks to this observation, we see that the net A(0) is isomorphic to the subnet
of A
(m)
0,ι generated by the Weyl operators W0,ι(f), f ∈ D(R), with an isomorphism mapping
π(0)(W (f)) to W0,ι(f) which intertwines the respective Poincare´ group actions. In particular,
we can also think of C as a covariant subnet of A
(m)
0,ι . Upon this identification, it follows from
statements (i) and (iii) of Prop. 4.4 that∫
R
Re f = 0 ⇒ π•0,ι(φ•(W (0)h,f )) =
∫
R2
dxh(x)α(m;0,ι)x (W0,ι(f)) ∈ C. (4.4)
According to Thm. 3.6 and the results in this section, the relations among the various subnets
of A(m) introduced so far can be summarized as
W
(m)
r ∪W(0)r ⊂ A(m)φ ( A(m)
(
C(m)
where W
(0)
r is the net of C∗-algebras generated by the operators in (4.3).
For reference’s sake, we note that if W ∈W(m)r is an element of the form (4.1), then
φλ(W ) =
∫
R2
dy g(y)α
(λ−1m)
λy (W (δλf)).
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In the sequel, we focus on the net of C∗-algebras A(m)φ . By Prop. 4.1, A
(m)
φ is strongly locally
dense in A(m). As above, we consider
ρλ(B) = ρ(λ)φλ(B) = lim
n
W (iun)
∗
λφλ(B)W (iun)λ, λ > 0, B ∈ A(m)φ ,
where the limit exists in the norm topology, and ρλ is a morphism from A
(m)
φ into A
(m).
Proposition 4.5. The following statements hold:
(i) for B ∈ A(m)φ , one has ρ•(B) ∈ A• and
π•0,ι(ρ
•(B)) = ρq,ι(π•0,ιφ
•(B)) ∈ A(m)0,ι ; (4.5)
(ii) the map B ∈ A(m)φ 7→ ρ•(B) ∈ A• is norm continuous;
(iii) π•0,ι
(
ρ•
(⋃
O A
(m)
φ (O)
))
⊂ ⋃O A(m)0,ι (O).
Proof. (i) For a local element B ∈ A(m)φ (O), both assertions follow from the fact that, for n large
enough (namely, n such that O¯ is in the left spacelike complement of the point (0, na)),
ρλ(B) =W (iun)
∗
λφλ(B)W (iun)λ, λ > 0,
and, since π•0,ιφ
•(B) ∈ A(m)0,ι,r(O) by [20, Thm. 4.6], also
ρq,ι(π
•
0,ιφ
•(B)) =W0,ι(iun)∗π•0,ιφ
•(B)W0,ι(iun).
The extension to quasi-local elements in A
(m)
φ is then simply a consequence of the fact that ρ
•,
π•0,ι, φ
• and ρq,ι are C*-algebra morphisms.
(ii) This is an immediate consequence of the obvious fact that ρ• : A(m)φ → A• is a C*-algebra
morphism.
(iii) As seen in the proof of (i), π•0,ι(φ
•(B)) = ρq,ι(π•0,ιφ
•(B)) belongs to
⋃
OA
(m)
0,ι (O) for
B ∈ ⋃O A(m)φ (O).
By letting h converge to a δ function in Eq. (4.4), we observe that π•0,ιφ
•(A(m)φ (O))
− contains
C(O). We deduce that ρq,ι, being strongly continuous in restriction to local algebras, is uniquely
determined on C by the knowledge of (ρλ) through Eq. (4.5), and then on the whole A
(m)
0,ι by a
cohomological extension procedure as in Prop. 3.5. In particular, setting B = W
(0)
h,f in (4.5) we
obtain, using Prop. 4.4(i) and (iii), and Eq. (3.2),
ρq,ι
(∫
R2
dxh(x)α(m;0,ι)x (W0,ι(f))
)
= π•0,ι
(
λ 7→
∫
R2
dxh(x)e−i
∫
R
u∞Re (τ
(0)
x f)W (τ (0)x δλf)
)
.
By Cor. 4.3 A
(m)
φ is a proper subalgebra of A
(m). This implies in particular that we can
not make sense of Eq. (4.5) for an arbitrary B ∈ A(m). Moreover, (φλ) is not an asymptotic
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isomorphism of A(m) in the sense of [20, Def. 5.4] and therefore we can not establish the analogue
of Eq. (5.5) of [20]. To obtain such a result, one could be tempted to enlarge the algebra A•
so as to encompass all functions of the form λ 7→ φλ(A), A ∈ A(m), but Prop. 4.2 implies that
this can not be done in such a way that π•0,ι is multiplicative on the enlarged algebra. In a
sense, one might think that the situation at hand hints at a not yet existing notion of unbounded
asymptotic morphism.
The origin of these complications has to be ascribed to the bad infrared behaviour, indeed
we will show in Sec. 5 that the above approach works well for the free charged field in d + 1
dimensions, where d = 2, 3.
In the last part of this section, we discuss one more aspect of our setting that may be of
independent interest. The following result is a version, adapted to the Cauchy data formulation
of the free field we are adopting here, of the calculations in [12, Sec. 4]. For the sake of com-
pleteness we include a proof based on similar computations as those appearing in the proof of
Prop. 4.4.
Lemma 4.6. Given functions f1, . . . , fn ∈ D(R) such that
∫
RRe fj = 0, j = 1, . . . , n, and
functions h1, . . . , hn ∈ Cc(R2), n ∈ N, there exists
lim
λ→0
ω(m)
(
α
(m)
h1
W (f1)λ . . . α
(m)
hn
W (fn)λ
)
Proof. Exploiting the commutation relations between translations and dilations, the Weyl rela-
tions, and the definition of the vacuum state, one has
ω(m)
(
α
(m)
h1
W (f1)λ . . . α
(m)
hn
W (fn)λ
)
=
∫
R2n
dx1 . . . dxnh1(x1) . . . hn(xn)ηλ(x1, . . . , xn) exp
{
− 1
2
‖τ (λm)x1 f1 + · · ·+ τ (λm)xn fn‖2λm
}
,
(4.6)
where
ηλ(x1, . . . , xn) = exp
{
− i
2
∑
1≤i<j≤n
σ(τ (λm)xi fi, τ
(λm)
xj fj)
}
.
Moreover, there holds τ
(m)
(t,x) = τ
(m)
t τx, and therefore one has, by the definition of the action of
time translations, and setting gj := τxjfj
‖τ (λm)x1 f1 + · · ·+ τ (λm)xn fn‖2λm =
1
2
∫
R
dp
∣∣∣∣ n∑
j=1
eitjωλm(p)
[ R̂e gj(p)√
ωλm(p)
+ i
√
ωλm(p)Îm gj(p)
]∣∣∣∣2 .
The integrand in the last expression converges pointwise, as λ→ 0, to the corresponding value
for λ = 0, and the following bounds hold uniformly for λ ∈ [0, 1]:
|R̂e gj(p)|√
ωλm(p)
≤ |R̂e gj(p)||p| ,
√
ωλm(p)|Îm gj(p)| ≤
√
ωm(p)|Îm gj(p)|.
Since R̂e gj , Îm gj are Schwartz functions, and R̂e gj(0) = 0, the two functions on the right hand
sides of the above inequalities are square-integrable, and therefore, by the dominated convergence
theorem,
lim
λ→0
‖τ (λm)x1 f1 + · · ·+ τ (λm)xn fn‖2λm = ‖τ (0)x1 f1 + · · ·+ τ (0)xn fn‖20.
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We now consider the limit of ηλ. There holds, with the same notations as above,
σ(τ (λm)xi fi, τ
(λm)
xj fj)
=
∫
R
dp
[
sin
[
(tj − ti)ωλm(p)
]( R̂e gi(p)R̂e gj(p)
ωλm(p)
+ ωλm(p)Îm gi(p)Îm gj(p)
)
+ cos
[
(tj − ti)ωλm(p)
](
R̂e gi(p)Îm gj(p)− Îm gi(p)R̂e gj(p)
)]
,
and, by a similar argument as before employing the dominated convergence theorem, one sees
that
lim
λ→0
ηλ(x1, . . . , xn) = η0(x1, . . . , xn).
Then, we have shown that the integrand in (4.6) converges to the corresponding value for
λ = 0, and thanks to the fact that hj ∈ Cc(R2) and that the other factors are bounded uniformly
in λ, we obtain the thesis, appealing again to the dominated convergence theorem.
Proposition 4.7. For all double cones O ⊂ R2,
C(O) ⊂ π•0,ι(A(m)•(O)). (4.7)
Proof. By Poincare´ covariance, it is sufficient to prove the statement for O = OI , a double
cone based on the time zero line. Moreover, following the argument in [21, Thm. 4.8], it is
sufficient to show that there is a C*-subalgebra B(O) ⊂ A(m)(O) with the properties that for
all B ∈ B(O) there exists limλ→0 ω(m)(Bλ) = ω(m)0,ι (B), and that π0,ι(B(O)) is dense in C(O)
in the strong* operator topology. We take as B(O) the C*-subalgebra of A(m)(O) generated by
the operators α
(m)
h W (f) ∈ A(m)(O) with
∫
RRe f = 0. Then, from Lemma 4.6 it follows at once,
by an ε/3-argument, that actually limλ→0 ω(m)(Bλ) = ω
(m)
0,ι (B) for all B ∈ B(O). The fact that
π0,ι(B(O)) is strongly* dense in C(O) follows from the strong* limit π0,ι(αhW (f)) → W0,ι(f)
for h→ δ, see Eq. (2.4).3
This property should be compared to [21, Thm. 4.8] and could replace it in the formulation
of a notion of asymptotic morphism relative to a suitable subnet of the scaling limit net for
theories without convergent scaling limit. We plan to address this issue elsewhere.
5 Asymptotic morphisms for the free charged scalar field
Let ϕ be the mass m ≥ 0 free charged scalar field in d = 4 spacetime dimensions, and let
O 7→ F(m)(O), resp. O 7→ A(m)(O) = F(m)(O)U(1), be the corresponding field, resp. observable,
net of von Neumann algebras, in the locally Fock representation induced by the massless vacuum
state, as in [17]. We recall that, in such representation, F(m)(O) = F(0)(O), A(m)(O) = A(0)(O)
for all double cones O with base in the time-zero hyperplane. This entails, in particular, that
the corresponding quasi-local field and observable C*-algebras coincide for all possible values of
m ≥ 0. Moreover, we recall that F(0) is covariant under an automorphic action of the dilation
group, denoted by λ ∈ R+ 7→ φλ ∈ Aut(F(0)).
3Note that if supp f ⊂ O, since O is open it is always possible to choose supph so small that αhW (f) ∈ A
(m)(O).
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The superselection structure of A(m) is well known: the sectors are in 1-1 correspondence
with Z, they are all simple, and the representative automorphism γ(m)n , n ∈ Z, localized in O,
can be expressed by [30], [7, Sec. 8.4.B]
γ(m)n (A) = ψ
n
fA(ψ
n
f )
∗, A ∈ A(m), (5.1)
where ψf ∈ F(m)(O) is the unitary phase of the polar decomposition of ϕ(f), with f ∈ DR(O)
such that its Fourier transform is not identically zero on the mass m hyperboloid.
On the other hand, according to [22, 20], the outer regularized scaling limit nets F
(m)
0,ι,r,A
(m)
0,ι,r
can be identified with the corresponding nets F(0),A(0) through the net isomorphism φ : F
(m)
0,ι,r →
F(0) defined by
φ(π0,ι(F )) = w-lim
κ
φ−1λκ (F λκ), F ∈ F(m), (5.2)
which is unitarily implemented. This also implies that A
(m)
0,ι,r is a Haag-dual net. Moreover,
since A
(m)
0,ι satisfies essential duality by [16, Prop. 6.3], one has that the outer regularized net
A
(m)
0,ι,r coincides with the dual net A
(m)d
0,ι . Therefore, in particular, combining (5.1) and (5.2),
the superselection structure of the scaling limit net A
(m)
0,ι coincides with that of A
(0) described
above. We also recall that, as quasi-local C*-algebras, A
(m)
0,ι,r = A
(m)
0,ι .
Proposition 5.1. Let f ∈ DR(O), with O a double cone with base in the time-zero hyperplane,
be such that its Fourier transform does not vanish identically on the mass m hyperboloid. With
the notation fλ(x) := λ
−3f(λ−1x), x ∈ R4, the formula
ρn,λ(A) := ψ
n
fλ
φλ(A)(ψ
n
fλ
)∗, λ > 0, A ∈ A(m),
defines a tame asymptotic morphism of A(m) in the sense of [21, Def. 5.1] for every n ∈ Z,
such that π•0,ιρ
•
n = φ
−1γ(0)n , as an (iso)morphism from the quasi-local C*-algebra A(m) = A(0) to
A
(m)
0,ι .
Proof. The chosen representation of the nets generated by the free charged scalar fields of dif-
ferent masses is such that, for f as in the statement, the field operators ϕ(f) all coincide. This
implies that the dilations of the mass m = 0 theory act on ϕ(f) according to
φλ(ϕ(f)) = ϕ(fλ), λ > 0,
which entails, thanks to the unicity of the polar decomposition, φλ(ψf ) = ψfλ . In turn, this has
as a consequence that, according to [22, Thm. 4.4], the sectors of A(m) are all preserved, and
that all the functions λ 7→ ψnfλ , n ∈ Z, belong to F(m)
•
(O). Moreover, Adψnfλ is precisely the
morphism ρ(λ) of A(m) appearing in [21, Prop. 7.1].
Furthermore, we claim that (φλ) is an asymptotic isomorphism of A
(m) in the sense of [21,
Def. 5.4] and that
π•0,ι(φ
•(A)) = φ−1(A), A ∈ A(m). (5.3)
The validity of such statements is proven by arguments similar to those in the proof of Thm. 3.6,
using the properties of the isomorphism φ : F
(m)
0,ι,r → F(0) obtained in [17].
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We conclude that, by [21, Thm. 7.2], the ρn,λ as in the statement is a tame asymptotic
morphism. Moreover, again by [21, Thm. 7.2], and by the definition of Ψ in [21, Eq. (5.5)], we
have
π•0,ιρ
•
n = Ψ
(
(ρn,λ), (φλ)
)
φ−1 = Ad
[
π•0,ι(φ
•(ψnf ))
]
φ−1
= Ad
[
φ−1(ψnf )
]
φ−1 = φ−1Adψnf = φ
−1γ(0)n ,
where in the third equality (5.3) was used. This completes the proof.
Notice that a similar argument applies to the charged free scalar field in d = 3.
Let us now consider the tensor product theory A(m1)⊗A(m2). There is a (tensor product) net
isomorphism, which we still denote by φ, between the corresponding outer regularized scaling
limit theory and the tensor product A(0)⊗A(0) [22, Thm. 3.8], whose superselection sectors are
represented by the tensor product automorphisms γ
(0)
h ⊗ γ(0)k , (h, k) ∈ Z2. Considering then
ρh,k,λ := ρh,λ ⊗ ρκ,λ one has that (ρh,k,λ) is a tame asymptotic morphism of A(m1) ⊗A(m2), and
π•0,ιρ
•
h,k = φ
−1γ(0)h ⊗ γ
(0)
k . Notice that the existence of ρh,k,λ is due to the fact that ρh,λ and
ρκ,λ are bona fide morphisms for all λ > 0. In more general situations, because of the fact that
asymptotic morphisms are not necessarily linear maps, it is not obvious how to define a kind of
tensor product.
A On the quasiequivalence of vacuum states of different masses
in 2d
Recall that in Sec. 3 we defined the von Neumann algebras
C(m)(OI) :=
{
π(m)(W (f)) : supp f ⊂ I, ∫I f = 0}′′, m ≥ 0 .
In this appendix we provide a proof of the following result.
Theorem A.1. For each bounded interval I ⊂ R there exists a von Neumann algebra isomor-
phism φ between C(m)(OI), m > 0, and C
(0)(OI) such that φ(π
(m)(W (f))) = π(0)(W (f)).
To show this fact, we make appeal to the general results of [4]. To make contact with the
formalism employed there in the description of CCR algebras, we introduce then the notation
D0(I) :=
{
f ∈ D(I) : ∫I f = 0},
considered as a real vector space, and we define the complex vector space K := D0(I) ⊕D0(I)
with complex structure defined by
i · (f1 ⊕ f2) := (−f2)⊕ f1.
Moreover, we define a conjugate linear involution Γ : K → K and an indefinite inner product
γ : K ×K → C as
Γ(f1 ⊕ f2) := f1 ⊕ (−f2),
γ(f1 ⊕ f2, g1 ⊕ g2) := 1
2
(〈f1 + if2, g1 + ig2〉 − 〈g1 − ig2, f1 − if2〉),
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with 〈·, ·〉 the standard scalar product on L2(R). They satisfy γ(Γx,Γy) = −γ(y, x) for all
x, y ∈ K. To these data, [3, Sec. 2] associates the self-dual CCR algebra A(K, γ,Γ). This is
the ∗-algebra generated by symbols B(f1 ⊕ f2), f1 ⊕ f2 ∈ K, satisfying the natural relations
suggested by the identification of B(f1⊕f2) with the Fock space operators ϕ(f1)+ iϕ(f2), where
ϕ(f) = φ(Re f)−π(Imf) = 1√
2
[
a(ω
−1/2
m Re f + iω
1/2
m Im f)+ a(ω
−1/2
m Re f + iω
1/2
m Im f)∗
]
. Notice
that π(m)(W (f)) = eiϕ(f) for m > 0, while π(0)(W (f)) = eiϕ(f) ⊗ 1 acts on the tensor product
of the (Bosonic) Fock space on D0(R) with a nonseparable multiplicity space.
We now introduce the R-bilinear map 〈·, ·〉m : D0(R)×D0(R)→ C, m ≥ 0, defined by
〈f, g〉m := 1
2
∫
R
dp
[
ωm(p)−1/2(Re f )ˆ (p) + iωm(p)1/2(Im f )ˆ (p)
]
× [ωm(p)−1/2(Re g)ˆ (p) + iωm(p)1/2(Im g)ˆ (p)] .
It is clear that Re 〈·, ·〉m is a real scalar product inducing the norm ‖·‖m on D0(R) and it is easy
to verify that Im 〈f, g〉m = 12 Im 〈f, g〉. We can then introduce on K ×K the hermitian form
Sm(f1 ⊕ f2, g1 ⊕ g2) := 〈f1, g1〉m + i〈f1, g2〉m − i〈f2, g1〉m + 〈f2, g2〉m.
This is nothing but
〈
Ω(m), (ϕ(f1) + iϕ(f2))
∗(ϕ(g1) + iϕ(g2))Ω(m)
〉
if m > 0 and
〈
Ω(0),
[
(ϕ(f1) +
iϕ(f2))
∗(ϕ(g1) + iϕ(g2))
]⊗ 1Ω(0)〉 otherwise.
One verifies that Sm(x, x) ≥ 0 and Sm(x, y) − Sm(Γy,Γx) = γ(x, y) for all x, y ∈ K, and
then, by [3, Lem. 3.5], there exists a unique quasi-free state ϕm = ϕSm on A(K, γ,Γ) such that
ϕm(x
∗y) = Sm(x, y).
We now observe that ReK := {x ∈ K : Γx = x} = D0(I) ⊕ {0}, and that for f, g ∈ D0(I)
we get
γ(f ⊕ 0, g ⊕ 0) = i Im 〈f, g〉, Sm(f ⊕ 0, f ⊕ 0) = ‖f‖2m. (A.1)
Then, by [4, Prop. 3.4] and by the separating property of the vacuum vector for C(m)(OI), the
Weyl operators WSm(x), x ∈ ReK, in the GNS representation of A(K, γ,Γ) induced by ϕm
generate a von Neumann algebra isomorphic to C(m)(OI) for all m ≥ 0.
The next step is to define the scalar product
〈x, y〉Sm := Sm(x, y) + Sm(Γy,Γx), x, y ∈ K,
and to observe that
〈f1 ⊕ f2, f1 ⊕ f2〉Sm = 2(‖f1‖2m + ‖f2‖2m) = 0 (A.2)
implies f1⊕f2 = 0. Then the main Theorem of [4] implies that the statement of Thm. A.1 holds
if and only if:
1. the (Hausdorff) topologies induced on K by 〈·, ·〉Sm and 〈·, ·〉S0 coincide;
2. denoting by K¯ the completion of K in the above topology, and by S˜m, S˜0 : K¯ → K¯ the
bounded (by [4, Lem. 3.2]) operators defined by
Sm(x, y) = 〈x, S˜my〉Sm , S0(x, y) = 〈x, S˜0y〉Sm , x, y ∈ K, (A.3)
(with 〈·, ·〉Sm extended by continuity to K¯), the operator S˜1/2m − S˜1/20 is Hilbert-Schmidt.
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The remaining part of this appendix is devoted to showing the validity of 1. and 2.
Proposition A.2. The topologies induced on K by 〈·, ·〉Sm and 〈·, ·〉S0 coincide.
Proof. By (A.2), it is sufficient to show that the norms ‖ · ‖m, ‖ · ‖0 are equivalent on D0(I).
Now, by the Parseval identity and by the fact that ω
±1/2
m maps real functions to real functions,
‖f‖2m =
1
2
∫
R
dx
∣∣∣(ω−1/2m Re f + iω1/2m Im f) (x)∣∣∣2
=
1
2
∫
R
dp
[
ωm(p)
−1|(Re f )ˆ(p)|2 + ωm(p)|(Im f )ˆ(p)|2
]
,
and therefore it is sufficient to show that the ±1 norms
‖f‖2m,±1 :=
∫
R
dpωm(p)
±1|fˆ(p)|2, f ∈ D0(I,R),
are respectively equivalent for m 6= 0 and m = 0.
The inequalities ‖f‖m,−1 ≤ ‖f‖0,−1, ‖f‖0,1 ≤ ‖f‖m,1 are obvious. We now prove that
‖f‖m,1 ≤ C‖f‖0,1 for some C > 0. As in [29], by the inequality
ωm(p) ≤
√
1 +m2|p|+mχ{|p|≤1}(p) (A.4)
we get
‖f‖2m,1 ≤
√
1 +m2‖f‖20,1 +m
∫
R
dp|fˆ(p)|2,
and the required inequality is obtained by applying [35, Thm. 1] with n = 1, p = 2, Ω = I.
Indeed, since t ≤ epit for all t ≥ 0,
∫
R
dp|fˆ(p)|2 =
∫
I
dx|f(x)|2 ≤ ‖(−∆)1/4f‖2L2(I)
∫
I
dx e
pi
∣∣∣ f(x)
‖(−∆)1/4f‖
L2(I)
∣∣∣2
≤ c1,2|I| ‖(−∆)1/4f‖2L2(I),
and moreover there exist c′ > 0 such that ‖(−∆)1/4f‖L2(I) ≤ c′‖(−∆)1/4f‖L2(R) = c′‖f‖0,1,
see [35, Rem. 2]. Summing up, we obtain ‖f‖2m,1 ≤ (
√
1 +m2 +mc1,2 c
′2 |I|)‖f‖20,1.
Finally, we prove ‖f‖0,−1 ≤ C‖f‖m,−1 for some C > 0. Using (A.4) again, we have
‖f‖20,−1 ≤
√
1 +m2
∫
|p|>1
dp
ωm(p)
|fˆ(p)|2 +
∫
|p|≤1
dp
|p| |fˆ(p)|
2
≤
√
1 +m2‖f‖2m,−1 +
∫
|p|≤1
dp
|p| |fˆ(p)|
2.
If we now consider a function ϕ ∈ D(R) such that ϕ(x) = 1 for all x ∈ I, we have f = fϕ, and
therefore∫
|p|≤1
dp
|p| |fˆ(p)|
2 =
∫
|p|≤1
dp
|p|
∣∣∣∣∫
R
dqfˆ(q)ϕˆ(p− q)
∣∣∣∣2 = ∫|p|≤1 dp|p|
∣∣∣∣∫
R
dqfˆ(q)ψ(p, q)
∣∣∣∣2
=
∫
|p|≤1
dp|p|
∣∣∣∣∣
∫
R
dq
fˆ(q)
ωm(q)1/2
ωm(q)
1/2ψ(p, q)
∣∣∣∣∣
2
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where in the second equality we have introduced the function ψ(p, q) := ϕˆ(p−q)−ϕˆ(−q)
p
and used
the fact that
∫
R dqfˆ(q)ϕˆ(−q) = fˆ(0) = 0. From this, the required estimate will follow by an
application of the Cauchy-Schwarz inequality, provided we can show that
C1(m) :=
∫
|p|≤1
dp|p|
∫
R
dq ωm(q)|ψ(p, q)|2 < +∞. (A.5)
To this end, we write ψ(p, q) = ϕˆ′(−q)+∫ p0 ds ϕˆ′′(s−q)(p−s) and we recall that ϕˆ is a Schwartz
function, which entails the existence of a constant K > 0 such that |ϕˆ′′(s)| ≤ K/(1+ |s|)2. Using
then the fact that ∫ p−q
−q
ds
(1 + |s|)2 =
1
1 + |q| −
1
1 + |p − q|
for |q| > 1, |p| ≤ 1, we obtain the estimate
∫
|p|≤1
dp|p|
∫
R
dq ωm(q)
∣∣∣∣∫ p
0
ds ϕˆ′′(s− q)(p − s)
∣∣∣∣2
≤ 4K2
∫
|p|≤1
dp|p|3
[
|p|2
∫
|q|≤1
dq ωm(q) +
∫
|q|>1
dq ωm(q)
(
1
1 + |q| −
1
1 + |p− q|
)2]
< +∞.
This, together with the obvious estimate
∫
|p|≤1 dp|p|
∫
R dq ωm(q)|ϕˆ′(−q)|2 < +∞, shows, by
the Minkowski inequality, the validity of (A.5). All in all, we obtain ‖f‖0,−1 ≤ C‖f‖m,−1 with
C = [
√
1 +m2 + C1(m)]
1/2.
We stress that, thanks to a general result by Buchholz [11, Appendix B], the condition 2.
above is satisfied if S˜m − S˜0 is a trace-class operator on K¯. In order to get a more explicit
expression for these operators, we observe that, thanks to (A.1) and [4, Lem. 3.2], there holds,
for all m ≥ 0, the estimate
|Im 〈f, g〉|2 ≤ 4‖f‖2m‖g‖2m, f, g ∈ D0(I),
and therefore the symplectic form Im 〈·, ·〉 extends by continuity to the real Hilbert space
(D0(I)
‖·‖m
,Re 〈·, ·〉m), and there exist bounded antisymmetric operators Rm : D0(I)‖·‖m →
D0(I)
‖·‖m
, m ≥ 0, such that
1
2
Im 〈f, g〉 = Re 〈f,Rmg〉m, f, g ∈ D0(I)‖·‖m .
It is then a straigthforward computation to verify that (A.3) is satisfied if
S˜m =
1
2
(
1 −Rm
Rm 1
)
, S˜0 =
1
2
(
T −Rm
Rm T
)
,
with T : D0(I)
‖·‖m → D0(I)‖·‖m the (symmetric) bounded (by Prop. A.2) operator defined by
Re 〈f, Tg〉m = Re 〈f, g〉0, f, g ∈ D0(I)‖·‖m .
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Therefore the condition that S˜m − S˜0 is trace class is equivalent to the condition that 1− T is
trace class on D0(I)
‖·‖m
.
We also observe, in passing, that by [41, Lem. 3.3] the factoriality of C(m)(OI) is equivalent
to the fact that Rm or R0 (and then both) is injective with dense range. (Moreover, by anti-
symmetry, Rm is injective if and only if it has dense range.) If this is the case, it is also easy to
check that T = RmR
−1
0 .
We also put on record the following formula for the matrix elements of 1− T :
Re 〈f, (1− T )g〉m = Re 〈f, g〉m − Re 〈f, g〉0
=
1
2
∫
dp
[(
1
ωm(p)
− 1|p|
)
(Re f )ˆ (p)(Re g)ˆ (p) + (ωm(p)− |p|) (Im f )ˆ (p)(Im g)ˆ (p)
]
. (A.6)
Thus we see that if we defineH±m(I) := D0(I,R)
‖·‖m,±1
, there holdsD0(I)
‖·‖m ∼= H−m(I)⊕H+m(I),
and in this decomposition
1− T =
(
Q− 0
0 Q+
)
with bounded Q± : H±m(I)→ H±m(I).
Lemma A.3. There holds
〈f,Q−g〉m,−1 =
∫
I×I
dxdy f(x)g(y)Q−(x− y), f, g ∈ D0(I,R),
with
Q−(x) := K0(m|x|) + log |x|, x ∈ R,
where K0 is the modified Bessel function of order zero. Moreover Q
− is continuously differen-
tiable and with second derivative in L2loc(R).
Proof. From (A.6) we see that 〈f,Q−g〉m,−1 is the difference between the scalar field two-point
functions for masses m > 0 and zero evaluated on the time zero line, and from, e.g., [37, 9.6.21],
we obtain
〈f,Q−g〉m,−1 = 1
2
∫
R
dp
(
1
ωm(p)
− 1|p|
)
fˆ(p)gˆ(p)
=
∫
I×I
dxdy f(x)g(y)K0(m|x− y|)− 1
2
∫
R
dp
1
|p| fˆ(p)gˆ(p).
In order to treat the second term, we define functions F,G ∈ D(I,R) by F (x) := ∫ x∞ dy f(y),
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G(x) :=
∫ x
−∞ dy g(y), so that fˆ(p) = −ipFˆ (p), gˆ(p) = −ipGˆ(p). With this definition, we get∫
R
dp
1
|p| fˆ(p)gˆ(p) =
∫
dp |p|Fˆ (p)Gˆ(p)
= lim
ε→0+
∫ 0
−∞
dp|p|eεpFˆ (p)Gˆ(p) +
∫ +∞
0
dp|p|e−εpFˆ (p)Gˆ(p)
= lim
ε→0+
∫
I×I
dxdyF (x)G(y)
[
−
∫ 0
−∞
dp peip(y−x−iε) +
∫ +∞
0
dppeip(y−x+iε)
]
= − lim
ε→0+
∫
I×I
dxdyF (x)G(y)
[
1
(y − x− iε)2 +
1
(y − x+ iε)2
]
= − lim
ε→0+
∫
I×I
dxdyF (x)G(y)
∂2
∂x∂y
[
log[(x− y)2 + ε2]]
= − lim
ε→0+
∫
I×I
dxdyf(x)g(y) log[(x− y)2 + ε2]
= −2
∫
I×I
dxdyf(x)g(y) log |x− y|,
where the last equality is obtained by the dominated convergence theorem, observing that for
(x− y)2 + ε2 < 1 the inequality
|f(x)g(y) log[(x− y)2 + ε2]| ≤ |f(x)g(y) log[(x− y)2]|
holds, and the right hand side is an integrable function.
Finally, the last statement is obtained from the fact that there exist analytic functions ϕ1,
ϕ2 defined in a neighbourhood of the origin, such that [37, 9.6.12-13]
Q−(x) = −m2x2 log(m|x|)ϕ1(m2x2) + ϕ2(m2x2),
and moreover x 7→ log(|x|) belongs to L2loc(R).
Lemma A.4. The operator Q− is of trace class on H−m(I).
Proof. We can of course assume I = (−1, 1). By the change of variables ξ := x− y, η := x+ y
we can write
〈f,Q−g〉m,−1 = 1
2
∫ 2
−2
dξ
[∫ 2−|ξ|
−2+|ξ|
dη f
(η + ξ
2
)
g
(η − ξ
2
)]
Q−(ξ)ϕ(ξ),
with ϕ ∈ D(R,R) such that ϕ(ξ) = 1 for |ξ| ≤ 2 and ϕ(ξ) = 0 for |ξ| ≥ 3. We now expand the
function Q−ϕ in Fourier series on the interval [−4.4], obtaining
Q−(ξ)ϕ(ξ) =
∑
k∈Z
Q−k e
ipik
4
ξ,
with a totally convergent expansion, that is
∑
k∈Z |Q−k | <∞, since the periodized Q−ϕ|[−4,4] is
in C1(R). Actually, Q−k = −Qk
′′
k2
, with Q′′k the Fourier coefficients of
d2
dξ2
(Q−ϕ) ∈ L2([−4, 4]) (by
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the previous Lemma), and therefore, by the Cauchy-Schwartz and Bessel inequalities,
∑
k∈Z\{0}
|Q−k ||k| =
∑
k∈Z\{0}
|Q′′k|
|k| ≤
[ ∑
k∈Z\{0}
|Q′′k|2
] 1
2
[ ∑
k∈Z\{0}
1
k2
] 1
2
< +∞.
It is therefore legitimate to interchange the series with the ξ-integration:
〈f,Q−g〉m,−1 =
∑
k∈Z
Q−k
∫
I
dx f(x)ei
pik
4
x
∫
I
dy g(y)e−i
pik
4
y.
Let now χ ∈ D(R,R) be such that χ(x) = 1 for |x| ≤ 1 and χ(x) = 0 for |x| ≥ 2. Then∫
I
dx f(x)ei
pik
4
x =
∫
I
dx f(x)χ(x)
[
cos
(πk
4
x
)
+ i sin
(πk
4
x
)]
=
1
2π
[∫
R
dp
ωm(p)
fˆ(p)ψˆ−k (p) + i
∫
R
dp
ωm(p)
fˆ(p)ϕˆ−k (p)
]
,
with ψˆ−k (p) :=
ωm(p)
2 [χˆ(p+
pik
4 )+ χˆ(p− pik4 )], ϕˆ−k (p) := ωm(p)2i [χˆ(p+ pik4 )− χˆ(p− pik4 )]. Extending
the definitions of ‖ · ‖m,−1 and 〈·, ·〉m,−1 to S(R,R), and observing that, for all k ∈ Z,∫
R
dpωm(p)
∣∣∣χˆ(p+ πk
4
)∣∣∣2 = ∫
R
dpωm
(
p− πk
4
)
|χˆ(p)|2
≤ C
∫
R
dp
(
1 +
∣∣∣p− πk
4
∣∣∣)|χˆ(p)|2 ≤ C1 + C2|k|,
for suitable constants C1, C2 > 0, one gets the estimates ‖ψ−k ‖m,−1, ‖ϕ−k ‖m,−1 ≤
√
C1 + C2|k|.
Thus in particular ψ−k , ϕ
−
k ∈ S(R,R)
‖·‖m,−1
for all k ∈ Z, and therefore, if P− : S(R,R)‖·‖m,−1 →
H−m(I) denotes the orthogonal projection,∫
I
dx f(x)ei
pik
4
x =
1
2π
[〈f, ψ−k 〉m,−1 + i〈f, ϕ−k 〉m,−1] =
1
2π
[〈f, P−ψ−k 〉m,−1 + i〈f, P−ϕ−k 〉m,−1],
and, taking into account the fact that 〈f,Q−g〉m,−1 is real,
〈f,Q−g〉m,−1 = 1
4π2
∑
k∈Z
[
ReQ−k
(〈f, P−ψ−k 〉m,−1〈P−ψ−k , g〉m,−1 + 〈f, P−ϕ−k 〉m,−1〈P−ϕ−k , g〉m,−1)
− ImQ−k
(〈f, P−ϕ−k 〉m,−1〈P−ψ−k , g〉m,−1 + 〈f, P−ψ−k 〉m,−1〈P−ϕ−k , g〉m,−1)].
Now, since by the above estimates∑
k∈Z
|Q−k |‖P−ψ−k ‖2m,−1 ≤ C1
∑
k∈Z
|Q−k |+ C2
∑
k∈Z
|Q−k ||k| < +∞,
and similarly for
∑
k∈Z |Q−k |‖P−ϕ−k ‖2m,−1,
∑
k∈Z |Q−k |‖P−ψ−k ‖m,−1‖P−ϕ−k ‖m,−1, and recalling
that D0(I,R) is dense in H−m(I), we obtain the thesis using [42, Thm. 7.12].
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Lemma A.5. There holds
〈f,Q+g〉m,1 =
∫
I×I
dxdy f(x)g(y)Q+(x− y), f, g ∈ D0(I,R),
with
Q+(x) := − m|x|K1(m|x|) +
1
|x|2 , x ∈ R,
where K1 is the modified Bessel function of order one. Moreover Q
+ is in L2loc(R).
Proof. We start observing that, by differentiating under the integral sign, one gets
∂
∂m
∫
R
dpωm(p)fˆ(p)gˆ(p) = m
∫
R
dp
ωm(p)
fˆ(p)gˆ(p) , m > 0 .
Since the r.h.s. is integrable in a right neighbourhood of m = 0,
〈f,Q+g〉m,1 = 1
2
∫
R
dp (ωm(p)− |p|)fˆ(p)gˆ(p) = 1
2
∫ m
0
dm′m′
∫
R
dp
ωm′(p)
fˆ(p)gˆ(p)
=
∫ m
0
dm′m′
∫
I×I
dxdy f(x)g(y)K0(m
′|x− y|) .
By [37, 9.6.13], we have |K0(z)| ≤ C1| log z| + C2, |z| ≤ 2m, for suitable constants C1 and C2
and, since∫ m
0
dm′m′| log(m′|x− y|)| =
{
1
2|x−y|2 +
m2
2
(
log(m|x− y|)− 12
) |x− y| ≥ 1m
−m22
(
log(m|x− y|)− 12
) |x− y| ≤ 1m
we can apply Fubini’s Theorem and interchange the order of the integrals, thus obtaining
〈f,Q+g〉m,1 =
∫
I×I
dxdy f(x)g(y)
∫ m
0
dm′m′K0(m′|x− y|) .
Making use of [37, 9.6.28], we see that m′K0(m′|x−y|) = 1|x−y|2 ∂∂m′
(−m′|x−y|K1(m′|x−y|))
and therefore, also observing that limz→0 zK1(z) = 1 by [37, 9.6.11], we find the required
expression for Q+ as in the statement.
Finally, the last claim readily follows again from [37, 9.6.11] according to which
Q+(x) = ϕ1(m
2x2) + log(m|x|)ϕ2(m2x2)
for suitable analytic functions ϕ1 and ϕ2.
Lemma A.6. The operator Q+ is of trace class on H+m(I).
Proof. As in the proof of Lemma A.4, we assume that I = (−1, 1). We also employ ϕ and
χ as defined there. We define F (ξ) =
∫ 2−|ξ|
−2+|ξ| dη f
(
η+ξ
2
)
g
(
η−ξ
2
)
and R(ξ) =
∫ ξ
−2 dξ
′Q+(ξ′).
Therefore,
〈f,Q+g〉m,1 = 1
2
∫ 2
−2
dξF (ξ)Q+(ξ) = −1
2
∫ 2
−2
dξF ′(ξ)R(ξ)ϕ(ξ) (A.7)
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where we used integration by parts, the fact that F (±2) = 0 and that F ′(ξ) exists for all ξ 6= 0
and is integrable in [−2, 2]. We expand the function Rϕ in Fourier series on the interval [−4.4],
obtaining
R(ξ)ϕ(ξ) =
∑
k∈Z
Rke
ipik
4
ξ,
and notice that, again integrating by parts, Rk =
1
2piik
∫ 4
−4 dξ(Rϕ)
′(ξ)e−i
pik
4
ξ =:
4Q+k
ipik , k 6= 0.
Since (Rϕ)′ ∈ L2([−4, 4]) by the previous lemma, it follows that ∑k |Q+k |2 < +∞ and hence
∑
k 6=0
|Rk| = 4
π
∑
k 6=0
|Q+k |
|k| ≤
4
π
∑
k 6=0
|Q+k |2
1/2∑
k 6=0
1
k2
1/2 < +∞ .
We are then allowed to interchange the integral with the series in (A.7) and obtain
〈f,Q+g〉m,1 = −1
2
∑
k
Rk
∫ 2
−2
dξF ′(ξ)ei
pik
4
ξ =
1
2
∑
k
Rk
iπk
4
∫ 2
−2
dξF (ξ)ei
pik
4
ξ
=
∑
k 6=0
Q+k
∫
I
dx f(x)ei
pik
4
x
∫
I
dy g(y)e−i
pik
4
y.
Now, similarly to the proof of Lemma A.4,∫
I
dx f(x)ei
pik
4
x =
1
2π
[∫
R
dpωm(p)fˆ(p)ψˆ
+
k (p) + i
∫
R
dpωm(p)fˆ(p)ϕˆ
+
k (p)
]
,
with ψˆ+k (p) :=
1
2ωm(p)
[χˆ(p+ pik4 )+ χˆ(p− pik4 )], ϕˆ+k (p) := 12iωm(p) [χˆ(p+ pik4 )− χˆ(p− pik4 )]. Observe
that, for all p ∈ R,
sup
q∈R
|q|
ωm(p− q) = supq∈R
|p − q|
ωm(q)
≤ C(1 + |p|)
for a suitable C > 0. Therefore, for all k ∈ Z \ {0},∫
R
dp
1
ωm(p)
∣∣∣χˆ(p+ πk
4
)∣∣∣2 = ∫
R
dp
ωm
(
p− pik4
) |χˆ(p)|2 ≤ 4C
π|k|
∫
R
dp(1 + |p|)|χˆ(p)|2 ,
which implies that ‖ψ+k ‖m,1, ‖ϕ+k ‖m,1 ≤ C
′√
|k| , k 6= 0. Thus, we obtain that
∑
k |Q+k | ‖P+ψ+k ‖2m,1,∑
k |Q+k | ‖P+ϕ+k ‖2m,1 and
∑
k |Q+k | ‖P+ψ+k ‖m,1‖P+ϕ+k ‖m,1 are all convergent, and the conclusion
follows as in the proof of Lemma A.4.
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