Abstract. In uncertainty calculation, the inability of interval parameters to take into account
INTRODUCTION
Non-deterministic FE-analysis has been subject of extensive research for quite some time. Certainly for reliability purposes, recognizing and quantifying sources of uncertainty is very important. The first type of non-deterministic FE-analysis that was introduced, stochastic FEanalysis, aimed at determining stochastic moments of some output quantities of the FE-analysis based on knowledge of the stochastic moments of the model input and/or parameters. The technique has been well established in literature (see e.g. [1, 2] ) and it has been applied to a variety of problems, see [3, 4] . Thorough application of probabilistic theory may be cumbersome, mainly because of the increased computational cost and general lack of knowledge of stochastic parameters. Literature has shown that many authors content themselves with assumptions on the type of probability density functions or on its parameters before applying stochastic FE [5] . The Gaussian distribution is commonly used, but having infinite tails, the Gaussian distribution function assigns a non-zero probability to physically implausible values (e.g. negative densities). In addition to this, in reliability assessment the tails of the distribution are of greater interest as extreme conditions that make or break a design are usually situated there.
Possibilistic Uncertainty Analysis in FE-modelling
To cope with the drawbacks of stochastic FE, possibilistic FE-analysis was introduced [6, 7] . Instead of using ill-known stochastic parameters, uncertainty on model input or model parameters is modelled using possibilistic parameters, of which intervals, fuzzy numbers and convex regions are the most common. An interval models uncertainty on a variable as two extreme bounds which are not to be exceeded. A fuzzy number [8] is an extension to this concept, by considering the membership of a parameter to a certain interval as a continuous function, given by a membership function that ranges from 0 to 1. A value of 1 indicates the value is certainly part of the interval, whereas a value of 0 indicates that it is definitely not. Convex regions define an uncertainty region in a multidimensional space and they attempt to capture uncertainty on parameter combinations by convex shapes such as ellipses. [9] presents an extensive elaboration on the use of convex regions. Both intervals and fuzzy numbers have been introduced in FE analysis [10, 11] and they have been the subject of numerous publications [12] [13] [14] [15] [16] containing applications and improvements. This paper uses possibilistic modelling, and it is limited to simple interval parameters. Possibilistic uncertainty modelling is well applicable in early design stages where the degree of uncertainty is rather high, as less information is required to perform the analysis.
For the sake of completeness, the authors mention the existence of hybrid approaches to uncertainty quantification, combining stochastic and probabilistic principles. Examples are fuzzy random variables [17] and interval probabilities [18] . However, their application remains limited in comparison to the specialized approaches.
The paper exclusively discusses intervals to model uncertainty. Throughout this work, an interval parameter with upper bound and lower bound is represented in two ways: 
Interactive intervals
FE models usually represent real physical entities, such as cars, construction components or buildings. The parameters of these models are allocated to elements which are associated to a certain position in the spatial domain. In most cases, material properties are taken to be constant over the entire model if a single material is used. The geometry of parts is usually captured in a few global quantities, such as the thickness of plate parts, the length and radius of cylindrical parts or the curvature of bent parts. Uncertainty quantification then pertains to identifying the uncertainty on the global material or geometric parameter. However, the production process may introduce material impurities that can cause the model parameters to vary in the spatial domain, leading to different values for different elements. This may affect the uncertainty of the output quantities, but it is not considered if the uncertain parameters are defined globally. To account for this, instead of a single globally defined parameter for the entire model, interval parameters are assigned to each element of the FE model, representing parameter variability in space.
This introduces a problem with respect to numerical analysis. In standard interval analysis methods (of which a survey can be found in [7] ), the interval parameters of interest are assumed independent: within their respective interval, they can all take values independently. This approach is in conflict with the element-wise interval parameters in FE models, as intervals of nearby points can hardly be independent, as this would lead to physically implausible parameter realisations. The parameters have to be assumed interdependent, which in interval context is referred to as interactive intervals.
Non-deterministic fields
In fact, the spatially oriented parameters of FE models can be considered as fields, in which each field realisation is a vector specifying the values in each element. Fields can also be defined in a non-deterministic way. The theory of random fields (RF) [19] defines fields in a probabilistic way, with each field realisation to be a function of well-specified random parameters. For a field variable ( ), spatial correlation is modelled through definition of the correlation length , which allows the covariance between the field variable at position 1 and 2 to be written as:
with ‖ 1 − 2 ‖ denoting the Euclidian distance between positions 1 and 2 . Equation (1) represents an exponentially decaying covariance, but other functions are used as well. To analyse RF numerically, the field is decomposed to de-correlate the parameters using e.g. the (1) Karhunen-Loève expansion (KLE), which after truncation expresses the field as a finite sum of weighted basis functions, of which the weights are random uncorrelated variables. [20] provides some background on the use of RF in FE context.
Next to RF, interval fields (IF) were introduced by Moens et al. [21] to model nondeterministic field variables in a possibilistic context. Much like the KLE, interval fields are defined as a sum of weighted basis functions, in which the weights are interval parameters. The general equation of an IF is given in equation 2a.
The functions ( ) are deterministic functions of the spatial co-ordinate , are simple interval parameters.
The use of IF can be exploited fully if the definition of and ( ) is done in such a way that the interval parameters α i I are all non-interactive. In this case, the dependency in the field is captured exclusively by the basis functions ( ), whereas the uncertainty is captured only by the interval parameters . This separation enables efficient uncertainty propagation throughout all steps of the analysis to the final output quantities. [22] considers an analysis with a single interval parameter to model the interval field. However, when more interval parameters are necessary to model an uncertain field with some degree of correlation between parameters, a decomposition has to be applied which ensures the interval parameters are truly noninteractive.
The objective of this paper is to find a general IF definition that enables an analyst to model knowledge which he/she possibly has on the uncertainty of the application as straightforwardly as possible, while at the same time ensures this strict division of uncertainty and dependency between the and ( ).
INTERVAL FIELD SPECIFICATION
The starting point of any uncertainty analysis is the knowledge of the analyst. Being an expert at a specific application or product, the analyst may have some knowledge on the uncertainty present. Firstly, this section introduces the global uncertainty parameters which is used further on to define an IF decomposition. A second section zooms in the on element level in an FE mesh and discusses the implications of this choice of uncertainty parameters on the local uncertainty in an arbitrary point.
Definition of global uncertainty parameters
Consider a field variable ( ). The value in each point is expressed as the sum of the mean field value and the deviation from the mean value in that point:
where
, and Ω a measure for the range of the field domain (i.e. the length, surface, or volume). When the field variable is uncertain, both the mean value and the deviation are subject to uncertainty. Equation (3a) is then left unchanged, with the superscript added to the variables to indicate they are now interval parameters:
In this description, is a simple interval parameter as defined before, but ( ) and ( ) are both interval fields, i.e. a set of interactive intervals in each point of the field domain. For the deviation it is assumed that its absolute value is bounded by a specified value , . This indicates the field variable itself never exceeds the interval bounds 〈 − , | + , 〉 in any point. To introduce the spatial dependency within the field, it is assumed that the difference between two adjacent points of the field is bounded as well, as most physical parameters normally exhibit some smooth evolution. This obliges the field values in adjacent points to vary within reasonable limits. To be able to express this property in a continuous field, the first spatial derivative of the field is taken into account. This maximum derivative constraint is converted to an interval with its centre at 0. Furthermore, the uncertainty is assumed to be homogeneous with respect to the spatial dimension, leading to an interval on the first derivative, the magnitude of which is constant over the entire domain. The bounds are given by a single value | , leading to the interval 〈 − | | | 〉. In summary, the interval field ( ) in this section has four major parameters defining the uncertainty:
 The lower bound on the mean field value  The upper bound on the mean field value  The maximum absolute value of the deviation from the mean value ,  the maximum absolute value of the first derivative of the field |
Implications on local uncertainty in FE meshes
The spatial variation modelled using an interval on the first spatial derivative defines the type of interactivity between the uncertain field values in nearby points. Using a probabilistic approach, geometric dependency or interactivity in general translates to a conditional probability formulated as ( | + =̂), which signifies the probability distribution of the field variable at position , given the value at a position close to . In a possibilistic approach, which is preferred when the nature of the probability distribution is unknown, this can be replaced by a conditional interval ( | + =̂), which holds the range of all possible values the field variable can take at the position under the same condition. This conditional interval is illustrated in figure 1 . As the value of the field at + changes (horizontal axis), the interval of possible values at changes as well. In figure 1 , and + are scalar interval parameters at position and + . The grey area represents possible combinations of ( , + ) according to the maximum gradient constraint. For non-interactive interval parameters, the domain of possible parameter combination would be the large square in figure 1 . Clearly, the intervals are interactive as the uncertainty region is much smaller than the square. However, as the uncertainty region is a surface, it is still two-dimensional. If points of the field with values , , … , are considered, the same principle applies: the domain of possible ( , , … , ) combinations cannot be a perfect hypercube, but is still -dimensional. this proves an important fact about the uncertainty modelling using the globally defined parameters mentioned above: the dimensionality of the uncertainty is equal to the number of discrete points in the field, or in FEcontext, the number of nodes.
THE LOCAL INTERVAL FIELD DECOMPOSITION

Summary of objectives
The starting point for this field decomposition is the explicit interval field description introduced by Moens et al. Equation (2a) expresses the field ( ) as a weighted sum of basis functions, in which the weights are interval parameters:
Next to this, we define the set of field realisations as:
The analyst may specify the 4 previously defined global uncertainty parameters, which impose conditions on the field that have to be met. Each field realisation has to obey the following conditions:
In addition, the interval parameters need to be non-interactive without violating this condition for any field realisation ̃( ).
To more easily comply with the first condition, the IF definition of equation (2a) is slightly altered to:
If the interval is defined as = 〈 | 〉, the first condition is automatically satisfied if
This condition needs to be met by the basis functions defined in the next section.
The remainder of this section discusses the definition of the LIFD for a 1D spatial domain, i.e. a variable which can vary along a line in space. However, all properties of the field can be extended to 2D and 3D domains, but the mathematical background then increases in complexity.
Definition of basis functions
In equation (2a), ( ) are deterministic basis functions. For the purpose of propagating the interval field to obtain the output uncertainty, it is beneficial that the interval parameters span a non-interactive interval space, since existing uncertainty propagation methods are based on non-interactive interval spaces. The basis functions possess the following properties to ensure this condition is met:
 All are piecewise second order polynomial functions so their first spatial derivative is continuous (see figure 2b) .  A single is positioned at each node at location of the FE mesh, centered on this node.  All are identically shaped
This leads to basis functions of the following type:
( , ) = (‖ − ‖, , )
indicates the are radial basis functions as their value only depends on the distance between the point and the centre point of the function . In equation (6) , is defined as the influence radius of the field, and the influence strength of the field. The influence radius determines the distance ‖ − ‖ over which the function has a non-zero influence, whereas the influence strength is a scaling parameter that determines the impact of point on its surroundings. Equation (7) gives the explicit definition of the basis functions for the onedimensional case. Figures 2a and 2b are an illustration of equation (7) and give physical meaning to the parameters of equation (7). Figures 2a and 2b show the shape of both the field variable itself and the first derivative. 
is a measure for the range of the field, which in the 1D-case equals the length of the spatial domain (see figure 3) . is a constant number which is used to make sure the basis functions (8) (2c) (9a) to (9d) it is assumed that 2 ⁄ ∈ ℕ and ⁄ ∈ ℕ , which is not necessary for the decomposition to work, but limits the derivation of the relations to this page. In these equations, is the distance between points in which a basis function is defined. This quantity is set equal to the FE-mesh element size so that each node or element in the FEhas a basis function assigned to it. The reverse relationships in this case are given by equations (11a) to (11d):
The field description of equation (2c) In figure 4 , the dotted lines represent basis functions in four points with a random scaling factor within the interval ⟨− | ⟩. Their sum is given by the solid yellow line.
(11b) (12) (11c) (11d)
basis functions adjustment at the edge of the domain
The basis functions have a local character, but their definition is done globally: they all have the same shape, only their scaling factor can change, as figure 4 illustrates. However, this property cannot be held at the edges of the domain. If the globally defined maximum gradient condition has to be met at the edges, some adjustment has to be made. In practice, this problem affects all basis functions defined within a distance from the edge of the spatial domain.
The basis functions within distance of the edge are adjusted according to the process illustrated in figure 5 . First, basis functions are added beyond the physical domain of the field that, according to their influence radius, still have a non-zero influence within the field. These are the non-blue lines in figure 5 . The part of these functions that lie within the physical domain (right of the y-axis) are subtracted from the function at a distance to the right and the offset is adjusted to again make the average of each shape function equal to 0. Figure 5 illustrates the adjusted basis functions for = 4 . 
basis function adjustment for deterministic measurement points
Some quantities can be measured at certain positions, fixing the value at those points. From reliability perspective it is interesting to analyse the uncertainty on the output provided the measured values at these points are deterministic. Numerically, one could then determine possible points where measurements have to be taken to efficiently reduce the output uncertainty.
In this case, not the spatial variability around a certain average value is modelled, but the spatial variability given this (quasi-)deterministic measurement(s). The uncertain field then comprises the set of field configurations that interpolate the measured points, still obeying the maximum gradient condition. The basis functions are now allowed to have a nonzero average value, so the constant term in equation (7) is omitted from the definition.
The field definition of equation (2c) have value zero at the measurement points, the field itself interpolates the measurement points as well due to the predefined function ( ), which we assume to be piecewise second order polynomial between the measurement points to keep the first derivative continuous.
To add this ability to the LIFD, all basis functions within a range from a measured point have to be adjusted, as these functions have a nonzero influence to the measured point which has to be set to zero. However, introducing a measured point should not violate the globally defined maximum gradient condition, so simply forcing the interval parameters in points within a range to zero is not sufficient. Figure 6 illustrates the process to determine the new basis functions in close proximity to the measured point. The part between the basis point and the measured point is kept intact, but it is translated along the vertical axis so that the value in the measured point is zero (part A). To the left, the piecewise parabolic function is scaled so the derivative is continuous between part A and B and the function decays to zero beyond a range (part B). To the right, a piecewise parabolic function ensures the derivative is continuous in the measurement point (part C). To ensure that the maximum gradient is not exceeded, the entire function is scaled so that the derivative at the measured point is the same as the original basis function (blue dotted line). The purpose of interval analysis is to identify the output uncertainty by propagating a specific degree of input uncertainty. This is usually done by performing an optimization on the output function of interest over the uncertain input domain. The next section discusses this uncertain input domain after decomposition according to the LIFD and concerns some implications on the optimization process.
nature of the optimisation problem
The main purpose of the LIFD is to define a non-interactive interval space in which the optimisation can be performed more easily to obtain uncertainty on the output quantities. The result of the LIFD is an ( + 1)-dimensional non-interactive uncertainty space, comprised of: These + 1 interval parameters form a ( + 1)-dimensional hypercubic uncertainty space. In this domain, the parameter combinations have to be found that produce extreme values on a specific output quantity. If this is done by a global optimization algorithm, as is common in interval analysis, this uncertainty space will also be the optimizing domain over which the extreme output values are determined. From this summary it is clear that the influence radius does not have an effect on the optimisation domain. The effect of , and therefore the effect of , , is transferred to the optimisation function itself. Changing changes the nature of the dependency between the field values and lead to a new propagating function to the output. Figure 8 shows the general framework of the LIFD. The first level transforms the four global uncertainty parameters to parameters of the field representation (equation (2c)). In the second level, three of these parameters determine the optimisation domain. Lastly, this domain is subjected to an optimization of a certain output function, which is partly determined by parameter . In this section, the effect of and is illustrated in some numerical examples. A spatial domain is considered. For each choice of ( , , ), 20 samples are taken by sampling the interval parameters in a random vertex way (by taking each interval parameter either equal to or -). The figures show the field variable itself, as well as the deviation from the mean value. In figures 9 and 10, the product is kept constant, so the deviation from the mean is more or less the same. However, an increase of the value of increases the maximum gradient and produces more spiky realisations, as shown in figure 9b. Figure 11 has the same -value as figure 10, which accounts for the general smoothness of the curves, however, the -value is the same as in figure 9 , and so is the maximum derivative. The product of is 5 times higher than in figures 10 and 11 , which can be seen from the deviation from the mean in figure 11b , which range is multiplied by 5 compared to figure 10b. Figure 11a and 11b: field variable and deviation from the mean value Figure 12a and 12b: randomly generated field realizations using the measured-points-adjusted basis functions with a measured point at r = 0.2 and r = 0.8
Finally, figure 12 shows the field realisations when one measurement point is introduced halfway the spatial domain, for two sets of field parameters. All realisations now pass through the measured value, as required.
CONCLUSIONS
This paper introduces an interval field decomposition method that accounts for dependency between different points. The definition of the basis functions is based on the fact that, in order to achieve physically plausible field realisations, the value in each point is determined by the influence of the point itself and points in its immediate surroundings. This principle was converted to a bound on the gradient of the field, as well as a bound on the maximum deviation of the field from the average field value: these global uncertainty parameters can be translated to parameters of the local basis functions. This creates interval parameters that capture the uncertainty, but can be considered to be non-interactive while still obeying the dependency measure, i.e. the maximum gradient. This decomposition method enables the use of standard optimisation routines on a non-interactive parameter space, but at the same time, it allows for the application of sensitivity analysis because the transformed parameters retain their spatial location in the field. Note that the decomposition only concerns the dependency issue and does not reduce the dimensionality of the uncertainty. A second step in the analysis of uncertainty using this type of interval field is to create an efficient method to reduce the initial dimension down to a computationally plausible one, all with the purpose of efficiently determining the extreme field configurations within the predefined uncertainty. However, this process will be much easier as this field decomposition generates a non-interactive uncertain input space.
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