Abstract. We prove automatic continuity theorems for "decomposable" or"local" linear transformations between certain natural subspaces of operator algebras. The transformations involved are not algebra homomorphisms but often are module homomorphisms. We show that all left (respectively quasi-) centralizers of the Pedersen ideal of a C * -algebra A are locally bounded if and only if A has no infinite dimensional elementary direct summand. It has previously been shown by Lazar and Taylor and Phillips that double centralizers of Pedersen's ideal are always locally bounded.
§1. Introduction and preliminaries.. In his doctoral dissertation, [27] , N.C. Wong showed that both M p, where M is a von Neumann algebra and p a projection in M , and A/L, where A is a C * -algebra and L a closed left ideal, can be represented as classes of "admissible"" sections of appropriate fields of Hilbert spaces, {H ϕ : ϕ ∈ F }. In both cases F is a set of positive functionals and H ϕ arises from the GNS construction. Some of Wong's results concern decomposable linear transformations on M p, A/L, or related spaces of sections, where a linear transformation T is called decomposable if it arises from a collection {T ϕ : ϕ ∈ F } of linear transformations on H ϕ . More precisely, (T f )(ϕ) = T ϕ f (ϕ) when f is an admissible section on {H ϕ } (in particular f (ϕ) ∈ H ϕ ).
Wong's results require that T be bounded, and it is natural to ask whether decomposable linear transformations are automatically bounded. This question motivated the present paper, and we show that the answer is sometimes, but not always, "yes". Since our results are in a more general context than indicated above, we now provide definitions of decomposability that do not use, or require any knowledge of, fields of Hilbert spaces or sections. More explilcit descriptions of the results will be given after the definitions.
If x is an element of a von Neumann algebra M, in x denotes the right support projection of x; i.e., the support projection of x * x. Definition. 1.1. If X is a subspace of M and T is a linear transformation from X to M , then T is called decomposable if in T x ≤ in x, ∀x ∈ X.
The proof of the following trivial result is left to the reader.
quasi-) centralizers of K(A) are locally bounded if and only if A is not isomorphic to A 0 ⊕ A 1 , for any infinite dimensional elementary C * -algebra A 1 . Also, for any A and any left or quasi-centralizer T of K(A), we have: (1) A = A 0 ⊕ A 1 , where A 1 is a dual C * -algebra and T is locally bounded on K(A 0 ).
(The meaning of "dual" is that A 1 is a c 0 direct sum of elementary C * -algebras.) Definition 1.6 . If X is a subspace of A * * p for an open projection p and T is a linear transformation from X into A * * p, then T is called local if xq = 0 implies (T x)q = 0 for all open projections q in A * * such that q ≤ p and all x in X. Section 5 deals with T : X → A * * p ∩ A, where p and q are open projections and X = A ∩ (qA * * p); i.e., X is the intersection of a closed left ideal and a closed right ideal of A. Theorem 5.2 states that local implies (purely) decomposable in this case. We then then deduce from our earlier results: (2) The ideal generated by X can be written as A 0 ⊕ A 1 ⊕ · · · ⊕ A n such that A 1 , . . . , A n are elementary and
These theorems were inspired by Peetre's theorem [23, 24] , a special case of which is: (3) Any local linear operator on C ∞ (X), where X is a differentiable manifold, is locally given by differential operators with smooth coefficients.
Actually our result is more directly analogous to the following somewhat easier analogue of Peetre's theorem (in which X is a topological space): (4) Any local linear operator on C(X) is multiplication by a continuous function.
In (3) and (4) T is local if T f |U = 0 whenever U is an open subset of X such that f |U = 0, or, equivalently, if supp T f ⊂ supp f , where "supp" denotes closed support. There is also a concept of "decomposable" in the context of Peetre's theorem: In the case of (4) decomposable means that f (x) = 0 implies (T f )(x) = 0 (i.e., delete "closed" from "closed support"), and in the case of (3) it means that (T f )(x) = 0 whenever f and its derivatives of order at most n x vanish at x. Since it is considerably easier to prove the conclusions of (3) or (4) for decomposable operators, these results can arguably be interpreted as statements that local implies decomposable. Since it is easy to prove that any local operator which is continuous in a suitable sense is decomposable, (3) and (4) can also be regarded as automatic continuity theorems.
The special case of (4) where X = R was a Putnam problem in 1966 [26] , and the general case of (4) is Theorem 9.8 of Luxemburg [19] . Theorem 6.3 of Neumann and Ptak [20] generalizes the locally compact case of (4). Our technique for proving Theorem 5.2 below is modelled on a proof of (4) which is different from any of the proofs cited above (and harder than the proofs in [19] and [26] ), but is partially similar to the proof in [19] of (3) and to the argument on pages 168-169 of [19] (cf. also Lemma 2 of [23] ). Our earlier results also use established techniques but are not consciously modelled on any specific theorem in the automatic continuity literature.
We do not know whether there is a good non-commutative (C * -algebraic) analogue of (3). Note, though, that the full version of Peetre's theorem, which deals with transformations from C ∞ functions of compact support to distributions and differential operators with distribution coefficients, allows a discrete set of exceptional points. It seems intriguing to view the dual C * -algebras A 1 of (1) and A 1 ⊕ · · · ⊕ A n of (2) in the same light as this discrete set, despite the fact that the analogy is not very close. Of course, any non-commutative analogue of (3) would deal with Frechet spaces and algebras rather than Banach spaces and algebras as in the present paper. The author at one time hoped that such a generalization of this paper would establish a concept of non-commutative differential operator directly applicable to unbounded derivations of C * -algebras. Although this hope now seems wrong, it still appears likely that Section 5 will be useful. The reader should compare the concepts of locality and decomposability used in this paper with the concept of locality defined by Bratteli, Elliott, and Evans in [6, p.251 
i.e., T commutes with R p 1 , the right multiplication by p 1 .
If T were known to be bounded, it would now be easy to prove that T commutes with all right multiplications by elements of pM p. We proceed to prove another partial result.
2) If p 1 and p 2 are equivalent mutually orthogonal subprojections of p and u is a partial isometry such that u * u = p 1 and uu * = p 2 , then T commutes with R u . To see this, note that p 1 , p 2 , u, and u * span a copy of M 2 , the algebra of 2 × 2 complex matrices, inside pM p. Since M 2 is the linear span of its projections, it follows from 1) that T commutes with R x for all x in M 2 .
3) If {p i } is a set of mutually orthogonal subprojections of p, then there is a constant C such that for all but finitely many i, ||T |qM p i || ≤ C.
If this were false, we could change notation and assume a sequence {p n } such that for each n, ||T |qM p n || > n2 n (this allows the possibility that T |qM p n is unbounded). Then choose x n in qM p n such that ||x n || = 2 −n and ||T x n || > n, and let x = Σ ∞ 1 x n . Since T x n = T (xp n ) = (T x)p n , ||T x n || ≤ ||T x||, ∀n, a contradiction. 4) We now use 1) and 3) to show that there is a largest central projection z such that T |zqM p is bounded. By Zorn's lemma there is a maximal collection {z i } of non-zero, mutually orthogonal, central projections of M such that T |z i qM p is bounded, ∀i.
Let z = Σz i . Then zM can be identified with ⊕ i z i M , the ℓ ∞ direct sum, and zqM p can be identified with
Since {||T i ||} is bounded by 3), it follows that T |zqM p is bounded. Clearly z is as desired. 5) We now change notation (replace M by M (1 − z)) and assume z = 0. Then by 3), M does not possess an infinite set of non-zero, mutually orthogonal, central projections; i.e., M is the direct sum of finitely many factors. Now we easily reduce to the case where M is a factor and p, q are non-zero. In view of (ii), only three cases are possible:
(a) pM p is properly infinite. (b) pM p is of type II 1 (c) qM p is finite dimensional. Of course, case (c) is trivial. 6) If pM p is a properly infinite factor, there is a sequence {p n } of mutually orthogonal subprojections of p, such that each p n is equivalent to p and Σ ∞ 1 p n = p. By (3), T |qM p n is bounded for at least one n. Since 2) applies to the pair p n , p−p n ), also T |qM (p−p n ) is bounded. Hence T is bounded. 7) Now assume pM p is a factor of type II 1 and T is unbounded. Choose a projection p 1 in pM p such that p 1 is equivalent to p − p 1 . Applying 2) to the pair (p 1 , p − p 1 ), we see that both T |qM p 1 and T |qM (p−p 1 ) are unbounded . Next choose a projection p 2 in (p − p 1 )M (p − p 1 ) such that p 2 is equivalent to p − p 1 − p 2 and apply the same argument. Continuing in this manner, we obtain a sequence {p n } of mutually orthogonal subprojections of p such that T |qM p n is unbounded, ∀n, contradicting 3). Now assume (ii) is false. Then there is central projection z such that zM is a type I factor, zpM p is finite dimensional and zqM p is infinite dimensional. Replacing M with zM and changing notation, we assume M = B(H) for a Hilbert space H, p is a non-zero finite rank projection on H and q is an infinite rank projection on H. Let t : qH → H be a discontinuous linear transformation. For each x in qB(H)p, tx is a linear transformation whose kernel contains (1 − p)H. Therefore tx ∈ B(H). Thus we can define an unbounded linear transformation T by T x = tx for x in qM p, and clearly T is decomposable. [27] that if T is bounded it is given by a left multiplication. Now by the above proof, the general case is reduced to the case considered in the last paragraph of the proof; and using 2), we see that the unbounded decomposable linear transformations constructed there are the only ones possible. The conclusion is that M, p, and q can be identified with M 0 ⊕B(H 1 )⊕· · ·⊕B(H n ), p 0 ⊕· · ·⊕p n , q 0 ⊕· · ·⊕q n , so that T is the left multiplication induced by t 0 ⊕· · ·⊕t n , where t 0 ∈ M 0 q 0 , t i : q i H i → H i for i > 0, and t 1 , . . . , t n may be discontinuous.
The next corollary is due to Wong [27] in the bounded case. The decomposable linear transformations which occur in Wong [27] arise in connection with a closed projection p, but the analysis of centralizers of Pedersen's ideal instead uses open projections. In order to cover both cases, our basic theorem is stated in an abstract way. If A is a C * -algebra and π : A → B(H) a (*-) representation, π can be uniquely extended to a normal representation of A * * , the enveloping von Neumann algebra. This extension will be denoted by π * * . Definition 3.1. If A is a C * -algebra, p 1 and p 2 are projections in A * * , and X is a subspace of p 1 A * * p 2 , then X is said to satisfy K(p 1 , p 2 ) if the following is true: 
where L is the left ideal corresponding to p 2 , R the right ideal corresponding to p 1 , and L + R is closed by a result of Combes [11] . If p 1 and/or p 2 is both open and closed, it is not hard to show that both definitions of X(p 1 , p 2 ) agree. (A projection is both open and closed if and only if it is a multiplier of A.)
Proof. Let π, V , and t be as in 3.1. By the Kadison transitivity theorem [16] , there is a in A such thate ||a|| ≤ ||t|| and π(a) |V = t |V . Let q 2 be the projection with range V and q 1 the projection with range t(V ).
Then in all cases let x = b 1 ab 2 , and it is easy to see that x ∈ X(p 1 , p 2 ), ||x|| ≤ ||a|| ≤ ||t||, and
, the right ideal corresponding to the open projection p 1 (which is the same as the right ideal corresponding to the closed projection 1−p 1 ), and L is the left ideal corresponding to the open projection p 2 . Also her
(b) In case (c) of 3.2 it can be shown that X(p 1 , p 2 ) = Rp 2 where R is as above; and a similar alternate description can be given in case (d) of 3.2. We have no application in mind for these mixed cases but have included them for completeness, with the feeling that they could prove useful.
(c) The main hypothesis on the domain of the decomposable transformation in the next theorem is K(p 1 , p 2 ), and the exact form of Definition 3.1 represents a compromise on the part of the author. On the one hand K(p 1 , p 2 ) is not a minimal hypothesis, but it is more simply stated than a minimal hypothesis and the additional generality gained from using a weaker hypothesis is probably not important. Also, if X is norm closed, the existence of k(π, V ) could be deduced from the open mapping theorem. On the other hand Definition 3.1 could be simplified by requiring k(π, V ) = 1, and the generality lost by thus strengthening the hypothesis is probably not important.
(d) In contrast to the above, the focus on irreducible representations in this section is not an arbitrary decision of the author. It seems necessary to use the Kadison transitivity theorem to obtain an applilcable automatic continuity theorem in this context, and this forces us to use irreducible representations.
There is one more technical point needed. Let π a , the reduced atomic representation of A, be the direct sum of one irreducible representation from each unitary equivalence class. Thus for x in A * * , ||π * * a (x)|| = sup{||π * * (x)|| : π irreducible}. Pedersen [21] defined a large, norm-closed space U, consisting of self-adjoint elements of A * * and called the set of universally measurable operators, and showed that ||π * * a (x)|| = ||x||, ∀x ∈ U (cf. [22, §4.3]). Because variants of this concept were needed in Wong [27] , it seems desirable to abstract this property also.
Thus any subspace of U C , the complexification of U, is of strong type U. Unfortunately it is not known whether U C is an algebra. A future paper of the author [9] will show that U is the C * -algebra generated by A and all open or closed projections. Wong [27] uses some variants of the concept of universal measurability and shows the appropriate spaces are of type U. There are a number of results in the literature to the effect that U or U C is "sufficiently large" (these include [ 
]).
Also, if A is separable, {x ∈ A * * : x satisfies the barycenter formula} is a weakly sequentially closed C * -algebra of strong type U which contains U C . This algebra is large enough for all imaginable applications. The upshot is that the "type U" hypothesis in the next theorem does not impede applicability. 
Then T is bounded.
Remark. The main part of the sufficient condition for automatic continuity given by part (d) is analogous to that in Theorem 2.1, but it is not necessary. In the following two sections, in the context of open projections p 1 , p 2 , we will obtain necessary and sufficient conditions for automatic continuity, but we have not attempted this in the context of closed projections.
, ∀a ∈ A * * , where ϕ v is a multiple of a pure state, ϕ v = (π(·)v, v).). Thus we can define a linear transformation t v on {π
Thus we can take t π to be the common value of t v . The last sentence is clear.
(b) Let v be a unit vector in π * * (p 2 )H π and V = Cv. For any w in π
||T || for all such V , and hence ||t π || ≤ k(π)||T ||.
(c) It is trivial that t π is bounded if π * * (p 1 ) has finite rank. Thus assume π * * (p 2 ) has infinite rank and t π is unbounded. Choose an orthonormal sequence {e n } in π * * (p 2 )H π , and let V n = span{e 1 , . . . , e n }. We choose recursively x n in X such that ||x n || < 2 −n , π * * (x n )e k = 0 for k < n, and ||t π π * * (x 1 + · · · + x n )e n || > n. If x k has been chosen for k < n, we choose w in π
and ||t π w|| > n + ||t π π * * (x 1 + . . . x n−1 )e n ||. Then by K(p 1 , p 2 ) we can find x n in X such that π * * (x n )e n = w, π * * (x n )e k = 0 for k < n, and ||x n || ≤ k(π, V n )||w|| < 2 −n . Now let x = Σ ∞ 1 x k = y n + z n , where y n = Σ n 1 x k and z n = Σ ∞ n+1 x k . Then π * * (z n )e n = 0. Hence ||t π π * * (x)e n || = ||t π π * * (y n )e n || > n. Then t π π * * (x) is unbounded, which contradicts the fact that t π π * * (x) = π * * (T x). (d) This now follows from the closed graph theorem. If T is not bounded, there is a sequence {x n } in X such that x n → 0 and T x n → y, for some non-zero y in T (X) − . Then there is an irreducible π such that π * * (y) = 0. By the last sentence of (a) this implies π * * (p 1 ), π * * (p 2 ) = 0. Hence t π is defined and by (c) it is bounded. Hence π * * (y) = lim π * * (T x n ) = lim t π π * * (x n ) = 0, a contradiction. Wong [27] considers a closed projection p in A * * and two spaces of "sections", denoted S and W. S can be identified with Ap and W with {x ∈ A * * p : y * x ∈ pAp, ∀ y ∈ Ap}. Proof. Since S = X(1, p) and W ⊃ S, S and W satisfy K(1, p) by 3.3, and both are norm closed. W is of type U by [27] . Remark 3.9. If T is decomposable, T (X) ⊂ A * * p 2 . We briefly discuss the question of proving a priori that purely decomposable implies decomposable. If x is in X and q = in x, pure decomposability implies that π * *
is contained in some space of type U, then this implies that (T x)(1 − q) = 0; i.e. in T x ≤ in x. Now if the C * -algebra generated by x is contained in U C then q ∈ U C by [22, 4.5.15] . Under suitable universal measurability hypotheses on the elements of X and T (X), this sort of argument can be used to prove decomposability (cf. the comments after Definition 3.5). If we want only to show that T (X) ⊂ A * * p 2 , it is enough to assume (or prove) T (X)(1 − p 2 ) is of type U.
It has already been mentioned that in many cases a bounded purely decomposable linear transformation can be proved to be a left multiplication. This in particular would be an a postiori proof of decomposability. It is proved in [27] that transformations of the four types mentioned in 3.7 are left multiplications (if bounded). We content ourselves here with proving the easiest abstract result of this sort. Of course this is not an automatic continuity result, but when applicable it allows the conclusion of Theorem 3.6(d) to be strengthened. 
Proof. Let Y = span({x 1 x 2 . . . x n : x i ∈ X for i odd, x i ∈ X * for i even, n ≥ 1}) and let Z be the linear span above. Define a linear map S : Y → Z by S(x 1 x 2 . . . x n ) = (T x 1 )x 2 . . . x n . We show that S is bounded, and hence welldefined. For π irreducible with π * * (p 1 ), π * * (p 2 ) = 0 and y ∈ Y, ||π * * (Sy)|| = ||t π π * * (y)|| ≤ ||t π || · ||y|| ≤ k(π)||T || · ||y|| ≤ c 1 ||T || · ||y||, by 3.6 (a), (b) and hypothesis. If π * * (p 1 ) or π * * (p 2 ) is 0, then π * * (X) = π * * (T (X)) = {0}, and hence π * * (Sy) = 0. Thus ||Sy|| ≤ c 2 ||π * * a (Sy)|| ≤ c 1 c 2 ||T || ||y||, since Z is of strong type U. Then S extends to a bounded linear map from Y to Z, also denoted by S. Let {e i } be an approximate identity of the C * -algebra generated by XX * . Then for x in X, e i x ∈ Y , S(e i x) = S(e i )x, and e i x → x in norm. Hence T x = Sx = lim S(e i x) = lim S(e i )x. Now since ||Se i || ≤ c 1 c 2 ||T ||, {Se i } has a weak cluster point t in the von Neumann algebra A * * . Then T x = tx, ∀ x ∈ X, and also ||t|| ≤ c 1 c 2 ||T ||. (The earlier results and remarks of this section show that in many cases c 1 c 2 = 1.) §4. Centralizers of Pedersen's ideal.
If B is an algebra, a left centralizer of B is a linear transformation T : B → B such that T R b = R b T for every right multiplication R b , b in B. Right centralizers are defined similarly. A quasi-centralizer is a bilinear map T :
If the left and right annihilators of B are trivial, it then follows that T 1 is a left centralizer and T 2 a right centralizer. Note that B should be assumed non-unital, since the theory of centralizers is trivial if B is unital.
If C is a super-algebra of B, then a left multiplier of B (in C) is an element c of C such that cB ⊂ B. Similarly c is a right multiplier if Bc ⊂ B, a quasi-multiplier if BcB ⊂ B, and a multiplier if cB, Bc ⊂ B. Every left multiplier induces a left centralizer (namely, L c|B ), every quasi-multiplier induces a quasi-centralizer, etc.
If A is a C * -algebra, when B above is taken to be A, it is standard to take C to be A * * . In this case the sets of multipliers of the various types are denoted LM (A), RM (A), QM (A), and M (A). Of course, M (A) = LM (A) ∩ RM (A) and LM (A), RM (A) ⊂ QM (A). Also, every left centralizer of A is induced from a left multiplier, every quasi-centralizer from a quasi-multiplier, etc., and moreover the norms agree. If π : A → B(H) is any faithful, non-degenerate representation, then π * * maps LM (A) isometrically onto the set of left multipliers of π(A) in B(H), and similarly for RM (A), QM (A), M (A). References for the above, which has been sketched only very briefly, are Johnson [15] , Busby [10] , and section 3.12 of [22] .
In this section the role of B above is played by K(A), Pedersen's ideal, and centralizers of the various types may not be bounded. Of course, any bounded centralizer extends by continuity to a centralizer of A. If A is the commutative C * -algebra C 0 (X), then the centralizers (of any type) of A can be identified with C b (X), the set of bounded continuous functions on X, and the centralizers (of any type) of K(A) can be identified with C(X), the set of arbitrary continuous functions.
Lazar and Taylor [18] and Phillips [25] showed that any double centralizer T = (T 1 , T 2 ) of K(A) is locally bounded in the following sense: There is a family {I j } of (closed two-sided) ideals of A such that A = (ΣI j ) − and T |K(A)∩I j is bounded for each j. For each j, T induces an element of M (I j ); and M (I j ) will be identified with a subset of A * * , since A * * is canonically isomorphic to I * * j ⊕ (A/I j ) * * . Phillips [25] identified Γ(K(A)), the set of double centralizers of K(A), with the inverse limit of {M (I c )} for a suitable directed family {I c } of ideals of A. It is also possible to identify Γ(K(A)) with an appropriate set of unbounded operators (on the Hilbert space of the universal representation of A) affiliated with the von Neumann algebra A * * , and this approach to Γ(K(A)) and related concepts is taken by H. Kim [17] .
Kim asked whether quasi-centralizers of K(A) would also be locally bounded and then answered this question negatively by showing that it is false for infinite dimensional elementary C * -algebras. (See 4.6 below and note that since elementary C * -algebras are simple, local boundedness would imply boundedness.) Infinite dimensional elementary C * -algebras are the easiest examples of non-unital, non-commutative C * -algebras, but they also turn out to be essentially the only counter-examples for this question.
In this section we will frequently use some widely known facts about C * -algebras concerning the spectrum of a C * -algebra A (the spectrum, denoted byÂ, is the set of equivalence clases of irreducible representations) and its topology and CCR algebras (also called liminal C * -algebras). References for this are sections 3.1 to 3.5, 4.2, and 4.4 of [13] 
Proposition 4.2. If T is a left centralizer of K(A), then T is decomposable and a fortiori purely decomposable.
Remark. It is also true that any purely decomposable T : K(A) → K(A) is a left centralizer. The proof is similar to that of (iv) ⇒ (i) in 5.5 below.
Proof Remark. In the next section lemmas 4.3 and 4.4 will be generalized by replacing L with X(p 1 , p 2 ) for open projections p 1 and p 2 . The same arguments apply except that some details must be added to the "preliminary" paragraph in the proof below dealing with cutting down to an ideal. These additional details will be provided in the next section.
Proof. Some explanation of the statement of the lemma is in order. First, L = X(1, p) for some open projection p and hence t π is defined for each irreducible π. (Note: π * * (p) = 0 implies π(L) = 0, which is impossible by hypothesis.) Second, if A = A 0 ⊕ K(H), then an irreducible representation π : A → B(H) is defined as projection onto the second summand. Obviously, π(A) = K(H).
Now because of the one-to-one correspondence between ideals of A and open subsets ofÂ, direct sum decompositions of A correspond one-to-one to separations ofÂ,Â = S 0 ∪ S 1 . If A 1 , whereÂ 1 = S 1 , is to be elementary, then S 1 must consist of a single clopen point. Conversely, if π is an irreducible representation such that {[π]}, where [π] denotes the equivalence class of π, is a clopen subset ofÂ and π(A) = K(H π ), then π corresponds to a direct sum decomposition of the desired type. (The last condition is necessary because it is not known whetherÂ 1 = {one point} implies A 1 elementary.)
In the course of the proof we will replace A by an ideal, and therefore we include one more preliminary paragraph. If I is an ideal of A, then L ∩ I is a closed
and T maps L ∩ kernel π into itself by pure decomposability. Now for π inÎ, t π is the same whether computed relative to L ∩ I or L (the domain of t π is H π ). Finally, any direct sum decomposition,
Now since T is not bounded, by the closed graph theorem there is a sequence {x n } in L such that x n → 0 and T x n → y = 0. Of course, y is in L, and since π(y) = lim π(T x n ) = lim t π π(x n ), t π must be unbounded for all π such that π(y) = 0. If I is the ideal generated by y, this means that t π is unbounded whenever [π] is inÎ. By 3.6 (c), if t π is not bounded, then π * * (p) has finite rank and hence π(x) has finite rank for all x in L. Since L generates A as an ideal, this implies
We replace A by I and change notation. Thus we now have that t π is unbounded for all π and that A is a CCR algebra. Then A has a non-zero ideal which has Hausdorff spectrum, and we may cut down and change notation once more. Thus, nowÂ is Hausdorff and t π is unbounded for all π.
To complete the proof, we need only show thatÂ has an isolated point, and we do this by showing thatÂ is finite. In fact, ifÂ has infinitely many points, then there is a sequence {U n } of non-empty, mutually disjoint open sets. If I n is the ideal corresponding to U n , then t π is unbounded for all irreducible representations π of I n (i.e., all irreducibles π of A such that [π] ∈ U n , or equivalently π(I n ) = {0}). By 3.6 (b) this means T |L∩I n is not bounded. Thus we may choose x n in L ∩ I n such that ||x n || < 2 −n and ||T x n || > n.
where one of the equalities uses the fact that T x n ∈ I n . This contradiction completes the proof. 
Proof. By 4.1, 4.2, and 3.6 (a) , a linear transformation t π : H π → H π is defined for each irreducible π. Suppose t π is not bounded. Let x be an element of K(A) such that π(x) = 0, let L x be the closed left ideal generated by x, and let I x be the closed two-sided ideal generated by x (or by L x ). Then L x ⊂ K(A) and the proof of 4.2 shows that
4 is in L). Thus we can apply 4.4 with (L x , I x ) in the role of (L, A) to obtain that [π] is a clopen point ofÎ x , and hence an open point ofÂ, and π(I x ) = K(H π ). In particular, π(x) ∈ K(H π ), and since this holds for any x in K(A) with π(x) = 0, we see that π(K(A)) ⊂ K(H π ), and thus π(A) = K(H π ). This implies that [π] is closed inÂ and π corresponds to an elementary direct summand of A.
Now let U = {[π] ∈Â : t π is not bounded}. By the above, U is open and we now prove U closed. Assume [π] is not in U for some irreducible π, and choose x in K(A) such that π(x) = 0. As above, we can cut down to L x and I x , and then 4.4 implies that U ∩Î x is finite. Since each point of U is closed, this implies that [π] is not in U .
Thus U induces a direct sum decomposition, A = A 0 ⊕ A 1 , whereÂ 1 = U , and clearly A 1 is dual. We replace A by A 0 and change notation. Thus from now on we assume t π bounded for all π. Now we complete the proof by showing that
||t π π(y)|| ≤ ||T |L x || ||y||. In other words,
If A is the elementary X * -algebra K(H), then K(A) = F (H), the set of bounded, finite rank operators on H. F (H) is spanned by (rank one) operators of the form v × w, v, w ∈ H, where (v × w)u = (u, w)v.
Proposition 4.6. (H. Kim). Let A = K(H).
(a) The left centralizers of K(A) correspond one-to-one to linear transformations t : H → H, as follows:
(b) The quasi-centralizers of K(A) correspond one-to-one to sesqui-linear forms f : H × H → C, as follows:
Sketch of proof. (a)
It is easy to see that for any t the formula given extends by linearity to a left centralizer. Conversely, for any left centralilzer T and any w in H, it is easy to see that a linear transformation t exists as in the formula. Using R u , for u a rank one operator, one easily shows that t is independent of w. (Of course, 3.6 (a) also applies.) (b) It is easy to see that for any f , the formula given extends by bilinearity to a quasi-centralizer. Conversely, for any quasi-centralizer T and any v 1 , w 2 in H, it is easy to see that a sesqui-linear form f exists as in the formula. Using L u 1 , R u 2 for rank one operators u 1 , u 2 , one easily shows that f is independent of v 1 , w 2 . Proof. In the first three steps π denotes a fixed irreducible representation which does not correspond to an elementary direct summand of A and the subscript "π" is supressed.
1) For each x in K(A), T (x, ·) is a left centralizer of K(A). By the proof of 4.5,
* is also a quasi-centralizer, the same argument gives for each
2) We define a linear transformation s : H → H, as follows:
Since π(x)w 1 = π(x)w 2 , ∀x ∈ K(A), implies w 1 = w 2 , s is well-defined on its domain. To see that s is defined on all of H, choose y in K(A) and
It is now clear that s is linear and also that π[T (x, y)] = π(x)sπ(y).
3) We show that s is bounded. As in the proof of 4.5, choose a closed left ideal L and a closed two-sided ideal I such that L ⊂ K(A), L generates I, and π is non-trivial on I. Consider the bilinear function π[T (x, y)] for x in L * and y in L. By 1) this function is separately continuous. It is then a well known consequence of the uniform boundedness principle that there is a constant c such that }. An argument similar to part of the proof of 4.5 will show that U is closed provided we prove the following: For each z in K(A), U ∩Î z is finite. If this is false, there is a sequence {[π n ]} of distinct points in U ∩Î z . Let I n be the elementary direct summand corresponding to π n and let L n = L z ∩ I n . (Each I n is an ideal of A andÎ n = {[π n ]}. Although each I n is a direct summand of A, it is not valid to write A = A 0 ⊕ [⊕ n I n ].) For each n choose v n , w n in H π n such that ||v n ||, ||w n || < 2 −n and, |f π n (w n , v n )| > n. Also choose a unit vector u n in π * * n (p n )H π n , where p n is the open projection such that L n = X(1, p). Then choose x n , y n in L n such that ||x n || = ||v n ||, ||y n || = ||w n ||, π n (x n )u n = v n , and π n (y n )u n = w n . Then ||T (x * n , y n )|| ≥ ||q n T (x * n , y n )q n || = |f π n (w n , v n )| > n, where q n = u n × u n . Let x = Σ ∞ 1 x n and y = Σ ∞ 1 y n , so that x, y ∈ L z ⊂ K(A). The fact that T (x ′ , ·) is a left centralizer implies by arguments already given that T (x ′ , y ′ ) ∈ L y ′ , ∀ x ′ , y ′ ∈ K(A), and similarly T (x ′ , y ′ ) ∈ R x ′ , the closed right ideal generated by x ′ , ∀ x ′ , y ′ ∈ K(A). If we apply this for x ′ = Σ k =n x * k , y ′ = Σ k =n y k , we see that π n [T (x * , y)] = T (x * n , y n ), which contradicts the fact that ||π n [T (x * , y)]|| ≤ ||T (x * , y)||, ∀ n. 5) We can now write A = A 0 ⊕ A 1 , whereÂ 1 = U and A 1 is dual. Replace A by A 0 and change notation, so that from now on U = ∅. Then for each irreducible π, we either have s π in B(H π ) satisfying the formula in 2) or a bounded bilinear form f π as in 4). In the latter case there is s π in B(H π ) such that f π (v, w) = (s π v, w), so that for all π, π[T (x, y)] = π(x)s π π(y), ∀ x, y ∈ K(A).
6) To complete the proof, we show that T is bounded on [K(A)∩I x ]×[K(A)∩I x ] for each x in K(A). For any y in K(A) and π inÎ x , the transformation t π for the left centralizer T (y, ·) is π(y)s π , which is bounded. Therefore T (y, ·) is bounded on L x by the proof of 4.5. Similarly, T (·, y) is bounded on L * x , and as above there is a constant c such that ||T (y, z)|| ≤ c||y|| ||z||, ∀ y ∈ L * x , ∀ z ∈ L x . As in 3) above, we then see that ||s π || ≤ c whenever [π] ∈Î x . Now arguments already given show that T (y, z) ∈ I x whenever x, y are in K(A) ∩ I x , so that T is bounded (by c) on
Again, 4.8 and 4.6 (b) describe all quasi-centralizers of K(A). p 2 ) , of the sort considered in 5.3, are not bounded. The exceptions occur only when the ideal generated by X(p 1 , p 2 ) has an elementary direct summand K(H π ) such that π * * (p 2 ) has finite rank and π * * (p 1 ) has infinite rank.
K(A) is a union of closed left ideals can be used to show that the domain of T is compatible with the direct sum decomposition. Also, writing A 1 = ⊕ i K(H i ) and using the same idea, we can show that every element of K(A) ∩ X(p 1 , p 2 ) ∩ A 1 has only finitely many non-zero components (provided each t i is discontinuous). If this were false a construction like the one in the last paragraph of the proof of 4.3 could be carried out (within the set X(p 1 , q) of point 2 above) to give a contradiction.
(Thus, a postiori, K(A) ∩ X(p 1 , p 2 ) ∩ A 1 ⊂ K(A 1 ).
