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1. Introduction 
 
1.1 Dynamic traffic assignment framework 
 
Dynamic traffic assignment (DTA) models are used as tools to provide forecasts of traffic conditions 
for traffic management and are increasingly applied in strategic transport planning to support decision 
making regarding infrastructure investments. The advantage of dynamic models over static models is 
that they are capable of capturing time-varying travel demand and describe important traffic flow 
dynamics such as queue build up, dissipation and spillback. Unfortunately, dynamic models have a 
much higher computational complexity, mainly due to the more advanced network loading applied in 
such (mostly simulation based) models. A large body of research exists that looks into increasing the 
efficiency of simulating traffic on large transportation networks while retaining the most essential 
characteristics of traffic flow.  
 
Different representations of traffic flow exist, namely microscopic, mesosopic and macroscopic. In this 
paper we focus on macroscopic models. A typical macroscopic simulation-based DTA framework 
consists of a route choice (and possibly departure time choice) component that yields path flows for 
each origin-destination pair, and a dynamic network loading (DNL) component that simulates these 
path flows on a given transport network consisting of links and nodes and yields path travel times. Each 
link represents a homogeneous spatial road segment and has an associated fundamental diagram (FD) 
that describes macroscopic traffic flow behaviour. Nodes are represented as non-spatial elements that 
connect the boundaries of multiple links and may have associated traffic signal controls. 
 
A DNL model consists of two components, namely a link model and a node model that describe the 
traffic flow interactions on the link level and node level, respectively. The link model determines how 
vehicles and traffic states propagate across the link, impacting sending flows (available demand for link 
outflows) and receiving flows (available supply for link inflows), while the node model considers all 
sending and receiving flows and determines actual link inflows and outflows.  
 
1.2 First order dynamic network loading models 
 
A popular first order link model is the hydrodynamic kinematic wave model (Lighthill and Whitham, 
1955; Richards, 1956). Several methods have been described in the literature that solve the kinematic 
wave model to simulate traffic and that can be applied to transport networks. The two most well-known 
methods are the cell transmission model (CTM) as proposed by Daganzo (1994, 1995) and the link 
transmission model (LTM) proposed by Yperman et al. (2005) using theories presented by Newell 
(1993a,b,c). The word ‘model’ is somewhat ambiguous and confusing, since CTM and LTM can be 
seen as two different solution schemes or algorithms that essentially solve the same first order DNL 
problem as described by a combination of the kinematic wave model and a node model. 
 
There are several differences between CTM and LTM with respect to solution approach and 
assumptions on the FD. CTM considers the partial differential equation formulation of the kinematic 
wave model and uses the first order finite Godunov scheme as solution approach (Lebacque, 1996). As 
a result, CTM describes traffic in terms of average densities over spatial cells across the link and 
propagates vehicles according to constraints on flow and storage capacity of each cell. On the other 
hand, LTM considers the Hamilton-Jacobi equation formulation and (implicitly or explicitly) uses the 
Lax-Hopf formula to find a solution and represents traffic in terms of (cumulative) flows only at the 
link boundaries in which traffic states are propagated upstream and downstream.   
 
These methodological differences between CTM and LTM have important consequences with respect 
to model efficiency, accuracy, flexibility, and applicability. CTM requires discretising space into cells, 
which makes this approach less efficient and less accurate than LTM. On the other hand, CTM allows 
more flexibility with respect to the shape of the FD and the node model, while LTM requires a concave 
FD and a node model that satisfies the invariance principle (see Lebacque and Khoshyaran, 2005). In 
this paper we consider the LTM approach as an efficient method for DNL on large networks.  
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1.3 Literature review on link transmission models 
 
We can distinguish LTM formulations by the assumed shape of the FD. An FD describes flow (also 
referred to as flux) as a function of density and consists of a hypocritical branch and a hypercritical 
branch (see e.g., Cascetta, 2009). The hypocritical branch represents (steady-state) uncongested traffic 
states in which flow is constrained by demand and hence flow increases with density. The hypercritical 
branch represents (steady-state) congested traffic states in which flow is constrained by supply and 
hence flow decreases with density. LTM requires that both branches of the FD are concave. 
 
The hypocritical or hypercritical branch are typically one of the following, (i) linear, (ii) piecewise 
linear, or (iii) smooth nonlinear. Piecewise linear branches are not differentiable everywhere and hence 
are considered non-smooth, as opposed to smooth nonlinear branches that are continuously 
differentiable.  
 
Based on the work of Newell (1993a), Yperman et al. (2005) proposed LTM assuming linear branches 
for both the hypocritical as well as the hypercritical branch (resulting in a triangular FD) and used a 
fixed time discretisation scheme to solve the model. A linear hypocritical branch means that the speed 
of a vehicle is fixed to the maximum speed for all hypocritical states, which is not realistic. 
Nevertheless, the assumption of linear branches has been adopted by many others (i.e., in both LTM 
and CTM) mainly for computational convenience. Yperman (2007) proposed an extension to include 
piecewise linear branches, which allows for multiple kinematic wave speeds and vehicle speeds while 
only slightly increasing computational complexity. The equations provided do actually not yield a 
physically realistic solution (see e.g., Bliemer et al., 2016), but this can easily be amended. 
 
The algorithm of Yperman et al. (2005) requires relatively small discrete time steps that do not exceed 
the free-flow travel times of the links in order to satisfy the Courant-Friedrichs-Lewy condition. To 
increase the computational efficiency, Himpe et al. (2016) describe an iterative algorithm for LTM that 
does not impose such a hard upper limit on the time step size. Both algorithms rely on a time grid and 
therefore yield approximate solutions (although arguably more accurately than CTM).  
 
Gentile (2010) extended the model formulation of Yperman et al. (2005) to smooth nonlinear branches 
and called it general LTM. While non-linear branches are considered to be more able to describe actual 
traffic operations (particularly in the hypocritical branch), LTM with non-linear branches is 
mathematically and computationally more complex, mainly due to fanning effects in case of increasing 
flows. As a result, only few others seem to have adopted non-linear branches in applications of LTM.  
 
Since the kinematic wave model may have multiple solutions since the placement of shocks may not be 
unique, Luke (1972) and Newell (1993a) proposed a minimum principle in order to find the ‘correct’ 
or physically most meaningful solution, which was also adopted in LTM. The physically most 
meaningful solution is typically considered the one that satisfies the entropy condition. Such entropic 
solutions are unique, and Daganzo (2005a) provides a formal proof using variational theory that the 
Luke-Newell minimum principle indeed results in such an entropic solution. In a more mathematical 
stream of research, Aubin et al. (2008) and Claudel and Bayen (2010a,b) use viability theory and the 
Lax-Hopf formula to further generalise the solution to the Hamilton-Jacobi equations by also including 
initial and internal boundary conditions. Friesz et al. (2013) discuss the Lax-Hopf solution to different 
formulations of the kinematic wave model assuming a general concave FD.  
 
While LTM is traditionally solved assuming some time discretisation, exact entropic solutions to the 
kinematic wave model have been proposed under the assumption of piecewise affine initial and 
boundary conditions. There exist event based front tracking algorithms (e.g., Wong and Wong, 2002; 
Lu et al., 2008) that work with concave and non-concave FDs. These event based algorithms track 
changes in traffic states along a link. There also exist non-event based grid-free methods such as 
proposed by Mazaré et al. (2011) who adopt the Lax-Hopf formula as an efficient computational method 
for finding an exact solution for a specific time instant and location given a concave FD. It should be 
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noted that these methods focus on a single link and may not necessarily translate to efficient algorithms 
for general networks. 
 
Only recently it was formally shown by Jin (2015) and Han et al. (2016b) that (discrete time) LTM is 
essentially a special case of the (continuous time) Lax-Hopf solution to the kinematic wave model. 
While there have been continuous-time formulations for solving the kinematic wave model based on a 
general concave FD (see e g., Han et al., 2016a), the connection with the general LTM formulation in 
Gentile (2010) is not directly obvious.  
 
In order to find an exact solution on an entire network, Raadsen et al. (2016) considered continuous-
time LTM with a triangular FD and proposed an event-based algorithm adapting ideas from front 
tracking and other grid-free solutions. This algorithm does not track changes in traffic states along a 
link over time, but rather only calculates traffic state changes at the link boundaries over time. It is a 
relatively simple algorithm that, for each traffic state change at the upstream or downstream end of the 
link, predicts the time instant at which this traffic state change would occur on the opposite end of the 
link. Using a sorted event list, events are checked in chronological order, and if an event is validated 
the corresponding traffic state is sent to the node model and resulting flow rates are updated for all 
relevant links. If the event is not valid (because another event happened prior to the predicted time 
instant), it is either updated or discarded. In order to efficiently apply the algorithm on large networks, 
they put a flow change acceptance threshold in place that does not generate an event if the flow rate 
change is below a certain threshold (e.g., 1 veh/h). Due to the simplicity of the calculations, the 
algorithm is capable of generating and processing around 100,000 events per second on a regular 
desktop computer, such that DNL based on split proportions on large scale networks is possible within 
one minute.  
 
1.4 Assumptions and aim of the study 
 
In this paper we make the following assumptions: (i) only a single vehicle type is considered, (ii) each 
link is described by a two-regime concave FD with smooth nonlinear branches, (iii) the node model 
satisfies all first order conditions as outlined in Tampère et al. (2011) and does not consider traffic 
controls, and (iv) the travel demand is temporarily stationary (i.e., piecewise affine boundary 
conditions).  
 
The aim of our study is to establish a continuous-time LTM formulation considering an FD with smooth 
nonlinear branches that allows determining an exact solution to the kinematic wave model, and that 
allows the development of efficient algorithms on general networks. In other words, we aim to extend 
the event-based algorithm proposed in Raadsen et al. (2016) that was specifically developed for the 
triangular FD to include nonlinear FDs. Such an extension is not straightforward since in many cases 
an infinite number of wave speeds will occur when modelling a flow state transition instead of just the 
one wave speed in case of a triangular FD. In other words, we must consider the occurrence of expansion 
fans in entropic solutions when flow increases. These expansion fans make finding an exact solution in 
a network over a period of time challenging.  
 
In this paper we approach this challenge by looking for an exact non-entropic solution to the kinematic 
wave model. As argued in Henn (2003), such solutions may be easier to calculate, although there will 
be some loss in physical relevance. Two non-entropic solutions in particular are of interest, namely 
solutions that are consistent with shockwave theory (also referred to as shockwave analysis, see e.g., 
May, 1990), and solutions that are based on a scheme as proposed in the front tracking algorithm in 
Henn (2003). Both approaches only simplify expansion fans, such that the solution is in fact entropic 
when flows do not increase, and is approximate entropic when flows increase. As will be shown in this 
paper, both non-entropic solutions result from a specific approximation (linearization) of the FD. As 
stated by Daganzo (2001), approximation of FDs introduce an error that does not increase in space or 
time, and hence these solutions are expected to be stable. Therefore, when making the choice between 
finding an entropic solution assuming a simplified (triangular or piecewise linear) FD or finding a non-
entropic solutions as discussed above assuming a non-simplified (nonlinear) FD, we believe that the 
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latter should be preferred since it only affects (cumulative) flows temporarily during the processing of 
simplified expansion fans, while the former simplifies and affects all (cumulative) flows throughout the 
simulation.  
 
1.5 Contributions and paper outline 
 
Our contributions are as follows. First, we argue why using a smooth nonlinear hypocritical branch is 
important, and we establish a simple dual-quadratic FD with five physically meaningful parameters. 
Secondly, we derive the general continuous-time LTM equations from the Lax-Hopf formula to 
explicitly show the relationship, and to use as a starting point for our discussion. Thirdly, we propose 
two methods for on-the-fly linearization of the FD, which allows us to simplify expansion fans and find 
an exact solution. One of these models can be seen as an extension of shockwave theory, and the other 
is consistent with the scheme proposed in Henn (2003). Finally, we discuss the potential of using event-
based algorithms to solve LTM-based DNL for general networks, and we argue that solving for a non-
entropic solution considering nonlinear FDs using shockwave theory is computationally more efficient 
than determining an entropic solution considering piecewise linear FDs. This paves the way to develop 
efficient event-based algorithms similar to, but more general than, the one proposed by Raadsen et al. 
(2016) for triangular FDs. The focus of this paper is on the link model formulation and theory (which 
also provides theory behind the algorithm presented in Raadsen et al., 2016), while in the Part II 
companion paper Raadsen and Bliemer (2017) an event-based algorithm for networks is developed, 
within-iteration route choice methodology is added and numerical results are shown. 
 
The paper is outlined as follows. Section 2 discusses the importance of the shape of the FD and proposes 
a simple two-regime nonlinear FD. In Section 3 we discuss a general LTM framework and introduce 
the relevant variables. In Section 4 we derive the main continuous-time equations of the link model 
from the Lax-Hopf formula. In order to be able to solve the model exactly, we assume piecewise 
stationary travel demand in Section 5 and propose two linearization methods to simplify expansion fans 
that guarantee that all cumulative inflow and outflow curves are piecewise linear. In Section 6 we 
rewrite the link model to a lower envelope problem that can be efficiently and exactly solved by 
sequentially determining the next shockwave that arrives at the opposite border. Finally, Section 7 
discusses computational efficiency under the two linearization methods and compares this with the 
efficiency when using linear and piecewise linear FDs. 
 
2. Shape of the fundamental diagram 
 
2.1 Considerations regarding the shape of the fundamental diagram 
 
The assumed shape of the FD has important implications regarding a number of properties in DTA, 
namely (i) computational efficiency, (ii) realism in terms of the traffic flows, speeds, and travel times, 
(iii) uniqueness of a traffic equilibrium, and (iv) ease of calibration of the parameters. 
 
Here we discuss different shapes of the FD based on the properties mentioned above. Figure 1 shows 
several popular shapes described by function ( )q k  where q  is flow (veh/h) and k  is density 
(veh/km). All shapes can be accommodated by CTM. The Lax-Hopf formula requires a concave FD 
(see also Appendix A), hence the shape in Figure 2(a) cannot be considered in LTM. 
 
First, we consider computational efficiency. When using LTM to solve the kinematic wave model, 
single-regime FDs as shown in Figures 1(d)–(e) are less computationally efficient than two-regime FDs. 
This is due to the fact that in single-regime diagrams the forward and backward kinematic wave speeds 
approach zero as the flow reaches capacity. This means that the algorithm needs to keep track of, and 
potentially search through, the entire history of link inflows and outflows in order to determine the flow 
rates in the current time step or time instant, as illustrated by the equations in Gentile (2010). Further, 
FDs with linear or piecewise linear branches, such as depicted in Figures 1(a)–(b) and 1(f)–(g), result 
5 
 
in more computationally efficient algorithms than using FDs with nonlinear branches due the a limited 
number of traffic states represented in expansion fans.  
 
Next, we look at realism. A linear hypocritical branch as present in the triangular and trapezoidal FDs 
in Figures 1(b) and 1(c), respectively, is often criticized for the fact that speed is constant over the entire 
range of hypocritical flows. One would expect for example that for motorways with a maximum speed 
around 120 km/h, the speed will gradually decline with increasing flows until the speed has reached a 
critical level of about 80 km/h. On the other hand, a linear hypercritical branch is typically considered 
not as problematic, and some will even argue that this branch should rather be convex than concave. 
Therefore, a linear hypercritical branch is often considered a reasonable assumption. A symmetric 
diagram as seen in Greenshields’ FD shown in Figure 1(d) is also considered unrealistic, as one would 
expect an asymmetric shape due to the fact that forward kinematic waves move much faster than 
backward kinematic waves. Finally, a piecewise linear hypocritical branch results in a relationship 
between travel time and flow that is non-convex, which seems counter-intuitive. 
 
With respect to uniqueness of a deterministic user equilibrium in general transport networks, we note 
that a necessary (but not sufficient) condition is strictly increasing travel times with flow. FDs with a 
strictly concave hypocritical branch satisfy this condition, i.e. diagrams as shown in Figures 1(a), 1(d)–
(e), 1(h)–(i). FDs with a linear or piecewise linear hypocritical branch (i.e., diagrams shown in Figures 
1(b)–(c), and 1(f)–(g)) do not satisfy this condition. While this is considered an important property in 
static traffic assignment, in dynamic assignment this issue is – perhaps surprisingly – largely ignored. 
A pragmatic approach proposed by Boyles et al. (2013) that allows a unique user equilibrium in most 
cases is to create a piecewise linear hypocritical branch with a very short segment near zero flow.  
 
 
Figure 1: Different shapes of fundamental diagram 
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Lastly, we look at ease of calibration of the parameters in the flux function, which is important for 
large scale networks. While piecewise linear branches provide a lot of flexibility in the shape of the FD, 
it comes at a cost of a large number of parameters that are not that easy to determine (and are often set 
in a rather arbitrary fashion). In contrast, a non-linear differentiable hypocritical branch can easily be 
specified based on only the maximum speed, critical speed, and capacity. Further, FDs that have too 
few degrees of freedom, such as the triangular and Greenshields’ diagram, will be easy to specify but 
will be more difficult to fit to empirical data (and hence lack the realism, as mentioned earlier).  
 
To summarise, we would prefer a smooth nonlinear hypocritical branch for realism, uniqueness of a 
traffic equilibrium, and ease of calibration, but we prefer (piecewise) linear branches for computational 
efficiency. In this paper we aim to get the best of both worlds by considering a two-regime nonlinear 
FD, at least in the hypocritical branch as illustrated in Figures 1(h)–(i), while we simplify expansions 
fans that will result in a computational efficiency on networks similar to (piecewise) linear FDs. 
 
In the next subsection we propose a simple functional form for an FD of the shape shown in Figure 1(h) 
and also consider the case where the hypercritical branch is considered linear (depicted in Figure 1(i)).  
 
2.2 Dual-quadratic fundamental diagram 
 
Lu et al. (2008) proposed a piecewise quadratic FD, with as special case a two-regime quadratic FD. 
Here we explicitly describe such a dual-quadratic FD defined by a two-regime flux function ( )k  that 
has five physically meaningful calibration parameters that are relatively easy to determine, namely (i) 
maximum wave speed max  (km/h)  (which equals the maximum allowed/desired vehicle speed), (ii) 
capacity Q (veh/h), (iii) jam density K (veh/km), (iv) critical vehicle speed 
crit  (km/h),  and (v) 
minimum wave speed min  (km/h). Denote the critical density by critk  (veh/km), which is defined as 
crit crit/ .k Q    
 
We define a two-regime flux function as follows: 
crit
crit
( ), if  0 ,
( )
( ), if  ,
I
II
k k k
k
k k k K
  
  
  
 (1) 
 
where crit crit( ) ( ),I IIk k   and where the hypocritical and hypercritical functions are given functions  
crit: [0, ]I k  (veh/km) [0, ]Q  (veh/h) and 
crit: [ , ]II k K  (veh/km) [0, ]Q  (veh/h). 
 
In case of a dual-quadratic FD, these functions are given by 
           max( ) ,I k k k                                                    with   
crit
max crit ,
Q

     (2) 
             min min( ) ( 2 ) ,II k k K k K K              with  
min
crit
2
crit
.
Q
Q K
Q
K




 
  
 
 
 
 
 (3) 
The vehicle speeds crit:[0, ]I k  (veh/km)
crit max[ , ]   (km/h) and crit:[ , ]II k K  (veh/km)
crit[0, ]  
(km/h) can be computed as  
( )
( ) ,II
k
k
k


    and   
( )
( ) .IIII
k
k
k


  (4) 
Denote the maximum vehicle speed by 
max  (km/h). By definition it holds that max max  since due 
to L’Hȏpital’s rule it follows that max max
0 0lim ( ) lim ( ) / .k I k Ik d k dk        
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Since boundary conditions in LTM are expressed in terms of flow rates, we also require the inverse flux 
functions 1 :[0, ]I Q
  (veh/h) crit[0, ]k  (veh/km) and 1 :[0, ]II Q
  (veh/h) crit[ , ]k K  (veh/km), 
defined by 
 1 max max 21( ) 4 ( ) ,
2
I q q  

     (5) 
 1 min min 21( ) 4 ( ) .
2
II q K q  

       (6) 
An illustration of the dual-quadratic FD is shown in Figure 2. Note that in order to have a strictly 
increasing concave hypocritical branch it is required that max crit1 / 2,    and for the hypercritical 
branch to be concave and strictly decreasing it is required that min crit1 ( / ) / 2.Q K Q      
 
 
Figure 2: Dual-quadratic fundamental diagram 
 
The dual-quadratic FD has five degrees of freedom, which makes it sufficiently flexible for most 
applications in transportation planning. The FDs of Greenshields (1935) and Smulders FD (1988), as 
well as the triangular FD are all special cases of the dual-quadratic FD as shown in Table 1. For example, 
Greenshields’ diagram results if we set the jam density to max4 / ,K Q   the critical speed to 
crit max1
2
,   and the minimum wave speed to min max.    This symmetric single-regime flux 
function has only two degrees of freedom, making it one of the least flexible flux functions used in 
practice.  
 
Smulders’ FD is a two-regime FD that combines the quadratic hypocritical branch of Greenshields’ FD 
with the linear hypercritical branch. While this seems an attractive approach, it does not allow for 
specifying an exogenous critical speed. Our quadratic-linear FD is an extension of the Smulders’ FD in 
which the user can input the critical speed as an additional degree of freedom. Since a linear 
hypercritical branch is often deemed sufficiently realistic, we argue that a quadratic-linear FD provides 
a good balance between realism and computational efficiency.  
 
3. Model framework and definitions 
 
Define graph ( , )G N A  with the set of nodes N  and the set of links .A  For each node nN  let 
n
A  
and 
n
A  denote the set of incoming and outgoing links, respectively. Each link aA  is considered a 
homogenous road segment characterised by a link length L (km) and five calibration parameters of the 
FD as discussed in Section 2. Let [0, ]T  (h) denote the simulation time period. Input into the DNL are 
path flow rates (veh/h) for every path between each origin-destination pair. We assume that these path 
flows are temporarily stationary. Note that in practice this is typically the case, since travel demand is 
often defined in terms of stationary flow rates per departure time interval and route choice is usually 
considered fixed per departure time interval. Further, we only consider a single vehicle class, such that 
the first-in-first-out property holds on the link level.  
Q
critk
I
0 k
q
K
max min
II
crit
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Table 1: Parameter values to generate different shapes of fundamental diagram 
Fundamental 
diagram 
Maximum 
wave speed Capacity 
Jam 
density Critical speed 
Minimum 
wave speed 
 max  Q  K  crit  
min  
Dual-quadratic ■ ■ ■ ■ ■ 
Quadratic-linear ■ ■ ■ ■ 
crit
crit2
Q
Q K


 
Smulders ■ ■ ■ 
max max max1 4
2
Q
K
  
  
      
 
crit
crit2
Q
Q K


 
Triangular ■ ■ ■ 
max  
crit
crit2
Q
Q K


 
Greenshields ■ ■ max
4Q

 
max
2

 
max  
■  = calibration (input) parameter 
 
LTM-based DNL models load these path flows onto the network by applying links models and node 
models. The general framework is shown in Figure 3. Path flow rates initially result in link inflow rates 
on the first link of each path, and are then propagated onto consecutive links via a node model. We first 
provide definitions of variables in the link model, and then we discuss the node model.  
 
 
 
Figure 3: LTM-based DNL model framework 
 
3.1 Link model definitions 
 
Let ( )au t  (veh/h) and ( )av t  (veh/h) denote the inflow and outflow rates for link a and time instant ,t  
respectively. We define the cumulative inflows ( )aU t  (veh) and cumulative outflows ( )V t  (veh) for 
link a and time instant t as  
0
( ) ( ) ,
t
a aU t u d      and   
0
( ) ( ) .
t
a aV t v d    (7) 
Hence, the cumulative inflow (outflow) is the total number of vehicles that has entered (exited) a link 
up till time instant t. Due to the assumption of temporarily stationary path flow rates as input, the 
cumulative inflow on the first link of each path will therefore be piecewise linear. This means that ( )aU t  
may not be differentiable at certain points in time. Therefore, in cases where ( )aU t  is differentiable it 
holds that ( ) ( ) / ,a au t dU t dt  while in other cases ( ) ( ),a au t U t  where ( )aU t denotes the sub- or 
Link model Node model
( )au 
( )av 
( )aU 
( )aV 
( )aU 
( )aV 
( )as 
( )ar 
( )ab 
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super-derivative.1 Similarly, ( ) ( ) /a av t dV t dt  if ( )V t  is differentiable in time instant t, and otherwise 
( ) ( ).a av t V t   
 
Let ( )au t  (veh/h) denote the potential link a outflow rate at time instant t in case there are no outflow 
constraints, and let ( )av t  (veh/h) denote the potential inflow rate into link a at time instant t in case 
there are no inflow constraints. We use this notation to show that inflows and outflows influences each 
other, namely ( )au t  can be seen as a downstream projection of ( ),au t  and ( )av t  is an upstream 
projection of ( ).av t  Similar to the definitions in Equation (6) we can define the cumulative potential 
inflows ( )aU t  (veh) the cumulative potential outflows ( )aV t  (veh) for each link a and time instant t as 
0
( ) ( ) ,
t
a aU t u d      and   
0
( ) ( ) .
t
a aV t v d    (8) 
We illustrate these variables in Figure 4 where we consider a single link in which at time instant 1t  the 
outflow is restricted, leading to congestion and eventually spillback of the queue at the upstream link 
boundary at time instant 2 .t   
 
 
 
 
Figure 4: Cumulative potential and actual flows in different link states 
 
                                                     
1 For a (locally) concave function g, super-derivative g  denotes the interval [ , ],g g g      and for a (locally) 
convex function g, sub-derivative g  denotes the interval [ , ],g g g      where g  is the left-derivative and 
g  is the right-derivative. Clearly, if g is differentiable, then ,g g     and g is a single value. While we 
use the same notation for sub- and super-derivative throughout the paper, the meaning remains the same, namely 
‘all values between the left- and right-derivative’, and hence we believe this should not cause any confusion. 
( )U t
( )V t
( )V t
( )U t
1t 2t
( ) ( ) 0
( ) ( ) 0
U t V t
V t U t
 
 
( ) ( ) 0
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U t V t
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e congestion spillback
1t 2t
time
( ) ( ) 0
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V t U t
 
 
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The top figure shows the cumulative (potential) flows, the middle figure illustrates the characteristic 
lines and shockwave in a space-time diagram, and the bottom part of the figure defines the different 
link states. It is clear in this figure that ( )aU t  describes a downstream shift of the cumulative inflow, 
and ( )aV t  can be seen as an upstream shift of the cumulative outflow. Since ( )aU t  is the potential 
cumulative outflow and ( )aV t  is the actual cumulative outflow, the difference ( ) ( )a aU t V t can be 
defined as the excess demand and denotes the number of vehicles waiting on the link in a queue. 
Similarly, ( ) ( )a aV t U t  is defined as the excess supply and represents the unused capacity.   
 
We define three disjunct link states: 
 
(i) free-flow – In this state, both the upstream and downstream link boundaries are in a hypocritical 
state, such that there is no congestion and no spillback, which means ( ) ( ) 0a aU t V t   and by 
definition ( ) ( ) 0a aV t U t  ; 
(ii) spillback – In this state, both the upstream and downstream link boundaries are in a hypercritical 
state, such that there is congestion that is blocking back to upstream links, which means 
( ) ( ) 0a aV t U t   and by definition ( ) ( ) 0a aU t V t  ; 
(iii) congestion – In this state, the upstream link boundary is in a hypocritical state while the 
downstream link boundary is in a hypercritical state, which means that ( ) ( ) 0a aU t V t   and 
( ) ( ) 0a aV t U t  .   
 
By using the term ‘free-flow’ we do not mean that vehicles drive at maximum speed, but we rather refer 
to any hypocritical traffic state (in which there may be some slowing down of traffic, but no queues). 
The LTM link model calculates ( )aU t  and ( )aV t , as well as ( )au t  and ( ).av t  Equations for smooth 
nonlinear FDs are derived in Section 5. 
 
3.2 Sending and receiving flow definitions 
 
Based on the potential and actual cumulative inflows and outflows, we can calculate the sending flow 
rates ( )as t  (veh/h) and receiving flow rates ( )ar t  (veh/h). The sending flow rate represents the demand 
for vehicles wanting to exit the link, while the receiving flow rate represents the supply for vehicles 
wanting to enter the link, and are given as 
( ), if  ( ) ( ),
( )
, otherwise,
a a au t U t V ts t
Q
 
 

 (9) 
( ), if  ( ) ( ),
( )
, otherwise.
a a av t V t U tr t
Q
 
 

 (10) 
where ( ) ( )a au t U t  and ( ) ( ).a av t V t  If the link is not in free-flow, then the sending flow rate is set 
to the link capacity. Similarly, if there is no spillback, then the receiving flow rate is set to the link 
capacity.  
 
Discrete time models, such as proposed by Yperman et al. (2005) and Gentile (2010), consider a time 
step .t  The average sending and receiving flow rates during time interval [ , )t t t  are then given as 
 
1
( , ) min ( ) ( ) , ,s t t t U t t V t Q
t
 
      
 
 (11) 
 
1
( , ) min ( ) ( ) , .r t t t V t t U t Q
t
 
      
 
 (12) 
Equations (11) and (12) converge to Equations (9) and (10) if 0.t    
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3.3 Node model definitions 
 
Sending and receiving flow rates form a crucial connection between the link model and the node model. 
The node model considers for each node nN  the demand and supply for all incoming links 
na
A  
and all outgoing links .nb
A  In order to know which vehicle flows interact and compete with each 
other for capacity, sending flow rates ( )as t  need to be decomposed into direction-specific sending flow 
rates representing the demand for a movement from link a to link b. Let ( )ab t  denote the proportion 
of the vehicle flow from link a  that would like to enter link b at time instant t. It holds that ( ) 1.abb t 
Then the demand for a movement from link a to link b is ( ) ( ).ab at s t  
 
Calculation of ( )ab t  depends on the type of DNL that is considered. In case of a path-based DNL, 
( )ab t  is calculated during the simulation by keeping track of path-specific link inflow and outflow 
rates. A path-based DNL is a computationally demanding multi-commodity model, which for large 
scale networks may be infeasible (the number of commodities is equal to the total number of paths in 
the network). Instead, one may consider a simplified multi-commodity model in which one only keeps 
track of destination-specific inflows and outflows, which will significantly reduce the number of 
commodities considered at the cost of some loss in path consistency. A more computationally efficient 
type of DNL calculates fixed turn proportions for each departure time period at the beginning of the 
simulation based on the path flow rates. This leads to a specific multiclass model in which we need to 
distinguish between vehicles that departed during different time periods. Such a multiclass model is 
significantly more efficient than the earlier mentioned multi-commodity models, however comes at a 
greater loss of path consistency. Since our focus in this paper is on link models, we do not specify which 
type of DNL model we consider, but we note that all types can be considered in our framework (under 
the assumption of a single vehicle type).  
 
Given the demand and supply at a node, movement specific outflow rates ( )abv t  are then determined 
by a node model, which is given by the following general form: 
 
,
[ ( )] ( ), ( ), ( ),    , .
n n
ab n a a ab n na b
v t s t r t t a b 
 
 
   
A A
A A  (13) 
LTM models work with any function ( )n   that satisfies the requirements outlined in Tampère et al. 
(2011). Smits et al. (2015) identified a family of models that satisfy these requirements. In case of a 
through node with a single incoming link a and a single outgoing link b, this function is simply 
 ( ), ( ) min{ ( ), ( ),1}.n a b a bs t r t s t r t   
 
Link inflow rates can be determined as ( ) ( )
n
b aba
u t v t A  for each link ,nb
A  and link outflow rates 
can be computed as ( ) ( )
n
a abb
v t v t A  for each link .na
A  
 
In the remainder of the paper we focus on a single link and therefore omit subscript a for notational 
convenience. 
 
4. Link model with a nonlinear differentiable concave fundamental diagram 
 
LTM formulations can be obtained by solving the Hamilton-Jacobi problem formulation of the 
kinematic wave model using the Lax-Hopf formula. We refer to Appendix A for a quick introduction 
into the relevant theory.  
 
Consider a general two-regime concave FD as in Equation (1), where we assume that ( )I k  is strictly 
increasing, and ( )II k  is strictly decreasing. Further, we assume that ( )I k  and ( )II k  are 
differentiable over their entire domain. Let crit
I  and 
crit
II  denote the wave speeds at capacity in the 
hypocritical and hypercritical branch, respectively. We define crit: [0, ]I k  (veh/km)
crit max[ , ]I   
(km/h) and crit: [ , ]II k K  (veh/km)
min crit[ , ]II   (km/h) as the wave speeds corresponding to a 
hypocritical or hypercritical traffic state with density k, respectively, which are given by 
12 
 
( )
( ) ,II
d k
k
dk


    and  
( )
( ) .IIII
d k
k
dk


  (14) 
Further, since we assumed that the hypocritical (hypercritical) branch is strictly increasing (decreasing), 
the flux functions can be inverted. Hence, instead of representing traffic states by a density we can 
represent traffic states by flow rates, which is more common in LTM (since boundary conditions are 
provided in terms of flow rates). Therefore, we can define 1( ) / ( ),I Iq q q
   1( ) / ( ),II IIq q q
   
 1 1 1( ) ( ) ( ( ) / ) ,I I I Iq q d q dq         and  1 1 1( ) ( ) ( ( ) / ) .II II II IIq q d q dq         
 
Since we consider a two-regime FD, the Lax-Hopf formula in Equation (A.4) can be applied separately 
for traffic states propagating forwards and backwards. Hypocritical traffic states travel from the 
upstream to the downstream link boundary, while hypercritical traffic states travel from the downstream 
to the upstream link boundary. We note that in Equation (A.4) ( , )N x t  equals ( )U t  if 0x   and 
equals ( )V t  if .x L   Further, ( , )N x t  equals ( )V t  if 0x   and equals ( )U t  if ,x L  referring to 
potential cumulative inflows and outflows instead of actual cumulative inflows and outflows since there 
may be possible outflow and inflow constraints.  
 
4.1 Calculating potential cumulative outflows 
 
We first look at the situation where the upstream link boundary is in a hypocritical state. Then the Lax-
Hopf formula can be written as2 
  
crit
* *
[0, ]
( ) min ( ) ( ) , ( ) max ( ) ,I I I
t k k
L
U t U t t t w k w k
t t

 
  
           
 (15) 
We can rewrite Equation (15) so that it minimises over (wave) speed w instead of minimising over .t  
It holds that / ( ),w L t t   such that substituting /t t L w    in Equation (15) results in 
crit max
*
[ , ]
( ) min ( ) .
I
I
w
L L
U t U t w
w w 
  
     
  
 (16) 
Due to our assumption that I  is strictly increasing, it holds that 
crit 0.I   Therefore, dividing by w 
over the strict positive range crit max[ , ]I   is not problematic.  
 
Define *( ) ( / ) ( )I Iw L w w    (veh), which can be rewritten as 
  
crit[ , ]
( )
( ) max 1 ,II
k k K
k
w Lk
w



  
   
  
 (17) 
where ( )I w (veh) represents the number of vehicles that an observer passes while traversing the link 
downstream at kinematic wave speed w.  
 
This density based formulation can also be replaced by a flow based formulation. Since I  is strictly 
monotone, it is invertible, such that we can also write the following equivalent flow based formulation:3 
                                                     
2 Where we have replaced the infimum with a minimum and the supremum with a maximum since all functions 
are continuously differentiable and bounded.  
3 LTM typically expresses all variables in terms of flow (see e.g. Yperman et al., 2005; Gentile, 2010), but 
depending on the functional form of the FD one could choose for a density based formulation if that simplifies 
calculations. Whether a density or a flow based formulation is preferred depends on the functional formulation of 
the flux functions. In case of our dual-quadratic FD, functions ( )I k  and ( )II k  are mathematically easier to 
deal with than  
1( )I q
  and 1( ).II q
  
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[0, ]
1 1
( ) max .
( )
I
q Q
I
w Lq
w q


   
   
   
 (18) 
Now we can write the general formula that propagates hypocritical states from the upstream to the 
downstream link boundary as 
crit max[ , ]
( ) min ( ) .
I
I
w
L
U t U t w
w 


  
    
  
 (19) 
It holds that ( )I w  is non-negative and a decreasing function, with 
max( ) 0.I    Since ( )U t  is a 
monotonically increasing function, it holds that ( / )U t L w  is increasing in w. Therefore, ( / )U t L w  
and ( )I w  work in opposite directions when minimizing with respect to wave speed w. 
 
Since I  is assumed to be differentiable, the minimum in Equation (19) is achieved at the (unique) 
density * crit[0, ]k k  for which holds that *( ).Iw k  Therefore, instead of minimising over wave 
speeds in Equation (19), we can minimise over densities and simply set ( ).Iw k This results in the 
following density based formulation for cumulative potential outflows, 
crit[0, ]
( ) min ( ) ,
( )
I
k k
I
L
U t U t k
k


   
    
   
 with  
( )
( ) 1 .
( )
I
I
I
k
k Lk
k



 
  
 
 (20) 
 
An equivalent flow based formulation is 
[0, ]
( ) min ( ) ,
( )
I
q Q
I
L
U t U t q
q


   
    
   
  with  
1 1
( ) .
( ) ( )
I
I I
q Lq
q q

 
 
  
 
 (21) 
Equation (21) states that the cumulative potential outflow is determined by the cumulative inflow 
exactly / ( )IL q  earlier (i.e., following the characteristic line of traffic state q) plus a correction for the 
number of vehicles ‘overtaking’ the characteristic wave during this period (since vehicles drive at a 
higher speed than wave speed ( )I q  in the same direction).  
 
The corresponding potential outflow rate at time instant t, i.e., ( ) ( )u t U t , can alternatively (and more 
easily) be obtained by finding the argument of the minimisation in Equation (21), in other words, 
[0, ]
( ) arg min ( ) .
( )
I
q Q
I
L
u t U t q
q


   
    
   
 (22) 
Note that this flow rate need not be unique.  
 
Figure 5(a) graphically shows the various relationships for a simple case in which the upstream link 
boundary is in a stationary hypocritical state with flow rate q. The top graph shows the cumulative link 
inflow ( )U t  and potential cumulative outflow ( ),U t  the middle graph shows a space-time diagram, 
and the bottom graph shows the traffic state (i.e., flow q) on the hypocritical branch of the FD. Blue 
(dotted) lines relate to propagation of vehicles, whereas red (dashed) lines relate to propagation of traffic 
states. In the bottom diagram, at traffic flow q the slope of the blue line indicates the speed at which 
vehicles propagate, i.e. ( ),I q  whereas the slope of the red line indicates the (wave) speed w at which 
traffic states propagate, which is the tangent of the FD at flow q. In the middle diagram, a vehicle that 
can potentially exit the link at time instant t entered the link at time instant / ( ).It L q  In other words, 
the link travel time is at least / ( )IL q  depending on whether there are outflow constraints. The traffic 
state (i.e., flow rate q) travels at speed ( )I q  and therefore takes a time of / ( )IL q  to arrive at the end 
of the link at time instant t (noting that traffic states never travel faster than vehicles). In the top diagram, 
since FIFO holds, it is shown that  / ( ) ( ).IU t L q U t  Furthermore, the difference between ( )U t  
and ( / ( ))IU t L q  is equal to ( ).I q  A nice interpretation of 
* ( ( )),I I q the Legendre-Fenchel 
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transform of the hypocritical branch of the FD at traffic state q, is that it represents the slope of the line 
that connects this traffic state between the cumulative link inflows and outflows. 
 
 
 
 
(a) Hypocritical states (b) Hypercritical states 
Figure 5: Relationships in (a) hypocritical and (b) hypercritical states in link transmission models 
 
 
4.2 Calculating potential cumulative inflows 
 
A similar derivation for the situation where the downstream link boundary is in a hypercritical state 
leads to the following equation for the potential cumulative inflow (see Appendix B): 
[0, ]
( ) min ( ) ,
( )
II
q Q
II
L
V t V t q
q


   
    
   
   with  
1 1
( ) ,
( ) ( )
II
II II
q Lq
q q

 
 
  
 
 (23) 
where ( )II q (veh) represents the number of vehicles that an observer passes while traversing the link 
upstream at kinematic wave speed ( ).II q  Assuming that both upstream and downstream traffic 
conditions are hypercritical, Equation (23) states that the cumulative potential inflow is determined by 
the cumulative outflow exactly / ( )IIL q  earlier (i.e., following the characteristic line of traffic state 
q) plus a correction for the number of vehicles that ‘overtake’ the characteristic wave speed ( )II q  
during this period because they are driving at a higher speed (in the opposite direction).  
 
The corresponding potential inflow rate at time instant t, i.e., ( ) ( )v t V t , is alternatively (and more 
easily) obtained via the argument of the minimisation in Equation (23),  
( )I q( )I q
I
( )I
L
U t
q
 
 
 
space (km)
time (h)
U
U
q
( )I q
( )I
L
t
q
 t
( )I
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t
q

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 
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 
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
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[0, ]
( ) arg min ( ) .
( )
II
q Q
II
L
v t V t q
q


   
    
   
 (24) 
Again, this argument need not be unique. 
 
Figure 5(b) illustrates the relationships between the variables in case the downstream link boundary is 
in a stationary hypercritical state with flow rate q. In the bottom diagram, at traffic flow q the slope of 
the blue (dotted) line indicates the speed at which vehicles propagate, i.e. ( ),II q  whereas the slope of 
the red (dashed) line indicates the (wave) speed w at which traffic states propagate (backwards), which 
is the tangent of the FD at flow q. In the middle diagram, a vehicle that arrived at the end of the link at 
time instant t would have entered the link at the latest at time instant / ( ).IIt L q  The traffic state (i.e., 
flow rate q) travels with (negative) speed ( )II q  and therefore takes a time of / ( )IIL q  to arrive at 
the beginning of the link at time instant t. Because of FIFO, it holds that  / ( ) ( )IIV t L q V t   in the 
top diagram, and the difference between ( )V t  and ( / ( ))IIV t L q  is equal to ( ).II q  The Legendre-
Fenchel transform of the hypercritical branch of the FD at traffic state q, denoted by * ( ( )),II II q  
represents the slope of the line that connects this traffic state between the cumulative link outflows and 
inflows. 
 
4.3 Relationships with existing link transmission models 
 
Equations (21) and (23) are consistent with the expressions proposed in Gentile (2010), and lead to 
physically meaningful (entropic) solutions to the kinematic wave model. The minimisation over all 
possible traffic states is necessary in case of a nonlinear FD, which also takes expansion fans into 
account. 
 
In case of a linear hypocritical branch (e.g., in the triangular FD), then ( ) 0I q   and 
max( ) ,I q    
such that Equation (21) simplifies to  
max
( ) .
L
U t U t

 
  
 
 (25) 
When the hypercritical branch is linear (e.g., in the triangular, Smulders’, and quadratic-linear FD), then 
( )II q LK   and 
min( ) ,II q   such that Equation (23) simplifies to  
min
( ) .
L
V t V t LK

 
   
 
 (26) 
These equations are equivalent to the expressions proposed in Yperman et al. (2005), Jin (2015), and 
Han (2016b). Clearly, the main advantage of using linear branches is that the minimisation over all 
traffic states can be avoided, which also removes expansion fans. 
 
4.4 Numerical example  
 
In this section we describe an example how to calculate ( ).U t  We will use this example throughout the 
paper to illustrate certain equations and concepts. Calculation of ( )V t  works in a similar fashion and is 
therefore not further discussed. 
 
Example 1 – Consider a link with 1L   (km), 2000Q   (veh/h). max 120   (km/h), crit 80   (km/h), 
and 180K   (veh/km), and assume an FD with a quadratic hypocritical branch, see Section 2. Assume 
that the link inflow rate is stationary at 200 veh/h for a long time, but that at 50t  s the inflow rate 
increases to 1800 veh/h, and drops to 1000 veh/h at 100t  s. Using Equations (21) and (22) to construct 
the potential cumulative outflow and the potential outflow rate results in Figure 6. Figure 6(a) shows 
the cumulative link inflows (solid blue line) and cumulative potential link outflows (dashed red line) 
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over time, and Figure 6(b) shows the link inflow rates (solid blue line) and potential outflow rates 
(dashed red line) over time. The dotted lines that connect the large dots on the cumulative inflow and 
cumulative potential outflow curves show examples of how flow rates propagate forward, and reflect 
characteristic lines in which traffic states remain constant. The increase in link inflow rate leads to 
fanning and therefore to potential outflow rates that gradually increase from 200 veh/h to 1800 veh/h. 
Fanning does not occur when the flow decreases, i.e. the decrease in the link inflow rate from 1800 
veh/h to 1000 veh/h leads to the same drop in the potential outflow rate. This example also shows that 
the potential outflow rate need not be unique. The potential outflow rate at 150t   s is essentially equal 
to two different inflow rates, namely 1800 veh/h and 1000 veh/h, as shown by the large black dots in 
Figure 6(a). Figure 6(c) shows a space-time diagram in which the characteristic lines have been plotted. 
The expansion fan is indicated by the grey area in which flows rates continuously increase from 200 to 
1800 veh/h, and the solid black line indicates a shockwave that separates flow rates 1800 veh/h and 
1000 veh/h. ■ 
 
(a) 
 
(b) 
 
(c) 
Figure 6: Numerical example 1 
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Due to the need to minimise over all traffic states as shown in Equations (21) and (22), these equations 
are not easy to solve over a given time period when using nonlinear FDs, mainly due to the presence of 
expansion fans. Therefore, we solved Example 1 numerically using time discretisation using 1 s,t 
and as such an approximate entropic solution was obtained (which is in line with Gentile, 2010). 
 
5. On-the-fly linearization of the fundamental diagram to simplify expansion fans 
 
As we have seen, even if the cumulative inflows in Example 1 are piecewise linear, the resulting 
potential cumulative outflow is in general nonlinear due to the presence of expansion fans when the 
flow rate increases. However, if we would have adopted a piecewise linear FD, fanning would have 
simplified such that the potential outflow rate would not continuously increase but rather increase in 
discrete steps, resulting in a piecewise potential cumulative flows as output. This allows finding an 
exact solution under a fixed simplified FD. 
 
We provided several arguments in Section 2 why we prefer to use nonlinear differentiable branches 
over fixed piecewise linear branches in the FD, especially for hypocritical traffic states. Therefore, in 
this section we propose a method in which we use a nonlinear FD as input, but propose on-the-fly 
linearization to simplify fanning. The distinction between using a fixed piecewise linear FD and using 
on-the-fly linearization may sound subtle, but is important. In the former case the user provides 
simplified input (in the form of a linear or piecewise linear FD) into the kinematic wave model in order 
to find an entropic solution, while in the latter case the user provides non-simplified input (in the form 
of a smooth nonlinear FD) into a simplified kinematic wave model in order to find a non-entropic 
solution. The latter allows more flexibility by dynamically linearizing the FD as appropriate during the 
simulation and is able to maintain the advantages of a nonlinear FD (i.e., realism in most cases, 
uniqueness of traffic equilibrium, ease of calibration). If we would have used a piecewise linear FD in 
Example 1, the entire potential cumulative outflow curve would have been modified. In contrast to the 
on-the-fly linearization that we propose, only the fanning part would be modified. This is achieved by 
maintaining the points on the nonlinear FD that correspond to flow rates that are input into the link 
model, while we approximate only the points in between. These points in between are only used to 
describe expansion fans and therefore our linearization methods do not affect other flow rates.  
 
We propose two types of on-the-fly linearization, discussed in the next two subsections. 
 
5.1 Inner linearization 
 
The first method we call inner linearization, which is essentially basic interpolation that results in an 
approximation that lies below the FD curve. The simplest inner linearization for Example 1 is illustrated 
in Figure 7(a) in which we use linear interpolation between the two traffic states that are given by the 
input, 200 veh/h and 1800 veh/h, indicated by the red dotted line. We call this 1-step inner linearization 
in which we move in one step from 200 to 1800 veh/h. 
 
Figure 7(b) shows the case in which we have used one additional point between the two existing flow 
rates (in this example we have put this point in the middle at 1000 veh/h, but we could have chosen this 
point differently). This linearization with two segments we call a 2-step inner linearization. In general, 
in a D-step inner linearization we interpolate between 1D  points on the FD, with 1.D    
 
Mathematically, let 1,in
0( | , , )I Dq q q
  denote the D-step inner linearization of the inverse flux 
function of the hypocritical branch using flow rates 
0 , , Dq q  (in increasing order). As we will see, this 
results in expansion fans in which the flow rate increases in D steps. This function is defined as 
1 1
1 1
1,in 1
0 1
1
( )( ) ( )( )
, if  , for  0, , 1,   
( | , , )
( ), otherwise.
I d d I d d
d d
I D d d
I
q q q q q q
q q q d D
q q q q q
q
 
 
 


   
   
  

 
(27) 
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                  (a) 1-step inner linearization                                   (b) 2-step inner linearization 
 
Figure 7: On-the-fly inner linearization of the FD to simplify fanning 
 
The slope of each these interpolated lines (dotted in red in Figure 7) is the inverse of the hypocritical 
shockwave speed 1( , )I d dq q   between two consecutive traffic states dq  and 1dq  , which in general for 
any two flow rates 1q  and 2q  is given as 
2 1
1 2 1 1
2 1
( , ) .
( ) ( )
I
I I
q q
q q
q q

 


 
 (28) 
Similarly, for the hypercritical branch we can define similar equations by simply replacing subscript I 
with subscript II.  
 
Since the inner linearization lies below the FD, this means that the vehicle speeds in the hypocritical 
branch will be underestimated, while they will be overestimated for traffic states in the hypercritical 
branch. This over- or underestimation can be reduced by increasing the number of steps D. The original 
nonlinear FD would be obtained in the limit when ,D  therefore setting D is a matter of finding a 
balance between accuracy and computational efficiency.  
 
5.2 Outer linearization 
 
The second method we call outer linearization in which we use extrapolation adopting the wave speeds 
of traffic states on the FD, resulting in an approximation that lies above the FD. The simplest outer 
linearization for Example 1 is shown by the red dotted line in Figure 8(a) where we extrapolate the FD 
using the wave speeds in flow rates 200 veh/h and 1800 veh/h. We call this a 2-step outer linearization 
in which we move from 200 veh/h to 1800 veh/h via a new point indicated with a white dot. In contrast 
to the inner linearization, we now not only preserve relevant traffic states on the FD, but we also 
preserve their corresponding wave speeds. Figure 8(b) shows a 3-step outer linearization based on one 
additional point. In general we can introduce a D-step outer linearization using flow rates 
1 , , Dq q  on 
the FD (in increasing order), which results in expansion fans in which the flow rate increases with D 
steps. Note that 2,D   that is, a 1-step outer linearization does not exist.  
 
Let 1,out
1( | , , )I Dq q q
  denote the D-step outer linearization of the inverse flux function of the 
hypocritical branch, which is defined mathematically as 
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                 (a) 2-step outer linearization                                  (b) 3-step outer linearization 
 
Figure 8: On-the-fly outer linearization of the FD to simplify fanning 
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 (29) 
where the flow rate at which the two segments meet, denoted by 
1( , ),I d dq q   is given by 
   1 11 1 1 1
1
1
( ) ( ) ( ) ( ) ( ) ( )
( , ) .
( ) ( )
I d d I d I d I d d I d I d
I d d
I d I d
q q q q q q q q
q q
q q
   

 
 
   


    


 (30) 
For Example 1, we can calculate that (200,1800) 1290I   veh/h. For outer linearization of the 
hypercritical branch we replace subscript I with subscript II in Equations (28)–(30). Similar to the inner 
linearization, this outer linearization converges to the nonlinear FD if .D   
 
5.3 Simplified fanning 
 
In order to understand what our linearization methods achieve in terms of simplifying expansion fans, 
we again look at Example 1.  
 
First, consider the on-the-fly 1-step inner linearization of the FD as shown in Figure 8(a). Since the FD 
is no longer differentiable during the time period that fanning occurs, we cannot apply Equations (21) 
and (22). Instead, we need to go back to Equations (18) and (19) that holds for any concave FD. 
Considering the expansion fan due to the flow increase at 50t  s, for all wave speeds 
(200) (200,1800)I Iw    the Legendre-Fenchel transform 
* ( )I w  achieves its maximum at a flow 
rate of 200 veh/h, while for all wave speeds (200,1800) (1800)I Iw    its maximum is achieved at 
a flow rate of 1800 veh/h. This fact is most easily observed using the graphical illustration in Figure 
A.1 in Appendix A. As a result, the outflow rate remains 200 veh/h for some time even after 
/ (200)It L    and jumps to 1800 veh/h at time instant / (200,1800).It L   This is shown graphically 
in Figure 9(a). The black dots in the figure indicate changes in flow rate, and it is clear that fanning 
using on-the-fly inner linearization is greatly simplified, and the cumulative outflow curve becomes 
piecewise linear. It is further clear that vehicle travel times are somewhat over-estimated in the 
expansion fan. As shown in Figure 9(b), there are only three outflow rates, namely 200, 1000, and 1800 
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veh/h, which are identical to the inflow rates. Figure 9(c) shows that an inner wave (equal to the 
shockwave) is used to separate flow rates in the expansion fan. We note that 1-step inner linearization 
is consistent with what is sometimes referred to as shockwave theory or shockwave analysis (see May, 
1990), which simplifies kinematic wave theory by only considering shockwaves when flow rates 
change. Our D-step inner linearization is therefore an extension to shockwave theory in which we use 
multiple shockwaves to replace the expansion fan. As we will show in Section 6, this no longer leads 
to an entropic solution but rather to a non-entropic solution of the kinematic wave model. If D  becomes 
large, then the non-entropic solution approaches the entropic solution.  
 
 
 
(a) Cumulatives with 1-step inner linearization        (d) Cumulatives with 2-step outer linearization 
 
 
    (b) Flow rates with 1-step inner linearization        (e) Flow rates with 2-step outer linearization 
 
 
(c) Space-time diagram 1-step inner linearization   (f) Space-time diagram 2-step outer linearization 
 
Figure 9: Simplified fanning in Example 1 
 
 
Next, we consider the on-the-fly 2-step outer linearization of the FD as shown in Figure 9(d). Now 
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(200) (1800).I Iw    This means that the outflow rate becomes (200,1800)I  after / (200)It L    
and increases to 1800 veh/h at / (1800).It L    This situation is shown in Figure 9(e). In contrast to 
the inner linearization, vehicle travel times are now under-estimated during fanning. Comparing Figure 
9(e) with 9(b), an additional step in the outflow rate at 1290 veh/h can now be observed. This is further 
shown in Figure 9(f) that illustrates that the two outer waves (corresponding to traffic states 200 and 
1800 veh/h) separate flow rates in the expansion fan. D-step outer linearization of the FD is consistent 
with the resolution scheme proposed by Henn (2003) in which the expansion fan is simplified by 
considering a finite set of traffic states (in his case densities) separated by multiple waves starting with 
the fastest wave and ending with the slowest wave. As Henn (2003) points out, this yields a non-entropic 
solution to the kinematic wave theory and approximates, the more difficult to find, entropic solution, 
which can be found more accurately by increasing the resolution (i.e., the number of on-the-fly 
linearization steps D).  
 
We emphasize that D does not need to be fixed throughout the simulation, but can vary dynamically 
depending on the increase in flow rate. Note only the number of steps, but also the location of the 
intermediate points on the FD can be chosen differently. A simple rule could be that for an increase in 
flow rate from 
1q  to 2q  we select the smallest number of additional points that are equidistant with 
respect to flow rates (or alternatively equidistance in terms of density or wave speeds) for which holds 
that 1 2 1( ) ,D q q q    where q  is a user-defined upper bound on the maximum allowed ‘jump’ 
between flow rates. The 2-step inner linearization in Figure 7(b) would for example be the result of 
setting 1000q   veh/h in Example 1. If the maximum allowed jump would be 300 veh/h then a 6-step 
inner linearization would be needed. While such a rule is easy to implement, it ignores the curvature of 
the FD and the impact on travel times. A more sophisticated rule would be to select and locate the 
smallest number of points such that the over- or underestimation of the vehicle speed is never exceeding 
a user-defined percentage. This would locate more points on the FD where curvature is highest.   
 
6. Exact non-entropic solution to the continuous-time link model 
 
Following Equations (21)–(24), in this section we derive specific equations for ( ),iU t  ( ),V t  ( )u t  and 
( )v t  under the assumption of piecewise linear ( )U t  and ( )V t , a nonlinear FD, and simplified fanning. 
We refer to this simplified kinematic wave model as the multi-step shockwave model, which can be 
seen as extension of existing (single-step) shockwave theory.  
 
6.1 Piecewise linear cumulative inflows and outflows 
 
Equations (21)–(24) involve minimising over a continuous interval of flow rates [0, ],q Q  which 
makes this link model with a nonlinear differentiable FD generally much more difficult to solve than 
using an FD with (piecewise) linear branches. However, as we will show in this section, we only need 
to consider a finite number of discrete flow rates if we assume piecewise linear cumulative inflows and 
outflows as input, combined with simplified fanning as introduced in Section 5, which allows finding 
an exact solution over continuous time.  
 
In case the cumulative inflow ( )U t  is piecewise linear, the same amount of information is contained in 
the series of traffic states denoted by the couple ( , ),i it u  1, , ,i I where iu  is the flow rate during time 
interval 1[ , ].i it t   In other words, it  is the time instant at which the inflow rate changes to .iu  We refer 
to i as a segment of the cumulative inflow. To position the cumulative inflow curve, we set 1 0t   and 
1( ) 0.U t   Since the history prior to 0t   is also relevant, we assume a pre-loaded network with a 
stationary flow rate of 0 ,u  such that we start with 0( , ).u  In case we start with an empty network, 
then 0 0.u   Finally, we assume that the last inflow rate, Iu  (e.g., zero flow), is stationary and lasts 
indefinitely, such that we set 1 .It     
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Similarly, if the cumulative outflow ( )V t  is piecewise linear, we can formulate the series ( , ),j jt v  
1, , ,j J where jv  is the flow rate on time interval 1[ , ].j jt t   Let 
*
1 0/ ( )It L u  denote the time 
instant for which the inflow at 0t   exits the link.4  
 
Since the cumulative inflow and outflow is piecewise linear, we can write 
1( ) ( ) ( ) , if  ,   for  1, , ,i i i i iU t U t t t u t t t i I          (31) 
1( ) ( ) ( ) , if  ,    for  1, , ,j j j j jV t V t t t v t t t j J       (32) 
where ( ),iU t  for all 2, , ,i I  and ( ),jV t  for all 2, , ,j J  can be computed recursively, namely
1 1 1( ) ( ) ( )i i i i iU t U t t t u      and 1 1 1( ) ( ) ( ) ,j j j j jV t V t t t v      respectively. For all 0t   it holds that 
0( )U t tu  and 
*
1 0( ) ( )V t t t v   (note that it is not a problem if absolute cumulative inflows and 
outflows become negative, only relative increases in cumulative flow are relevant). 
 
6.2 Simplified model for hypocritical states that move downstream 
 
We first look at the case when the upstream link boundary is in a hypocritical state, so therefore the link 
is uncongested or congested, but not in spillback. We can calculate ( )U t  in Equation (21) by looking 
at the range of influence5 of each segment i. A segment i with flow rate iu  can only influence the 
potential outflow rate during a limited time interval as illustrated by the red lines in Figure 10(a). Let 
iT  denote the time interval of influence of segment i, which can be written as 
1[0, ] | .
( ) ( )
i i i
I i I i
L L
t T t t t
u u 

 
      
 
T  (33) 
Let  ( ) {0, , }| it i I t  I T  denote the set of segments of the cumulative inflow that can impact the 
sending flow rates at time instant t, and can be seen as the domain of dependence in terms of segments. 
As a result,  ( ) | ( )it u i t U I  is the set of discrete inflow rates that needs to be considered in the 
minimisation in Equations (21) and (22). 
 
As shown in Figure 10(a), each segment has its own time interval of influence, which may overlap. 
What can also be observed is that no segments have an influence during the fanning time period. Hence, 
we also need to consider other flow rates that may be valid in case of fanning as illustrated by the red 
line in Figure 10(b). If there is a flow rate increase at time instant ,it  then this can have an impact on 
the sending flow rate during the fanning time period in which any flow rate between 
1iu   and iu  needs 
to be considered. Let 
,F iT  denote the time interval of influence of an increase in flow rate at time instant 
,it  which is defined as  
,
1
[0, ] | .
( ) ( )
F i i i
I i I i
L L
t T t t t
u u 
 
      
 
T  (34) 
Let  ,( ) {0, , }|F F it i I t  I T  denote the set of segments that constitute an increase in inflow rate. 
Then 1( ) { [0, ] | , ( )}F i i Ft q Q u q u i t    U I  is the set of continuous intervals of fanning flow rates 
to be considered. We note that in case the flow decreases, then it holds that 1( ) ( )I i I iu u    such that 
by definition 
, ( )F i t T  and hence ( ) .F t I  In other words, this definition in compatible with the 
notion that fanning effects only occur with flow increases. 
                                                     
4 Note that for notational convenience we are using the same variable names 0 1, ,t t  etc. to denote the time 
instant that the inflow rate changes as well as the time instant that the outflow rate changes. Clearly, in general 
these are different time instants. We believe this should not cause confusion in the remainder of this section as 
they will never appear together in the same equation, and we will use subindex i when we refer to changes in 
inflow and to subindex j when we refer to changes in outflow.  
5 Daganzo (2005) uses the terms ‘range of influence’ and ‘domain of dependence’ to indicate both space and time 
intervals that indicate the relationship between actual inflows (outflows) and potential outflows (inflows). 
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       (a) Regular influence of inflow rates                 (b) Fanning influence of increasing inflow rates 
Figure 10: Time intervals of influence of different inflow rates 
 
 
Going back to Example 1, denoting time instants in seconds (rounded off), the segments of the 
cumulative inflows are defined as 0 0( , ) ( , 200),t u    1 1( , ) (0,200),t u   2 2( , ) (50,1800),t u   and 
3 3( , ) (100,1000).t u   This results in downstream time periods of influence 0 ( ,31], T  1 [31,81],T  
2 [117,167],T 3 [140, ), T  and ,2 [81,117],F T as shown in Figure 10. Let us now look at the content 
of sets ( ),tI  ( ),F tI  and ( ),tU  and ( )F tU  for this same example. Table 2 holds some representative time 
instances and the values that these sets take on accordingly.  
 
Table 2: Example 1 reference times and (non-)fanning set contents 
Time t (s) Non-fanning  Fanning 
( )tI  ( )tU   ( )F tI  ( )F tU  
25 {0}  {200}        
50 {1}  {200}       
100      {2}  [200,1800]  
130 {2}  {1800}       
150 {2,3}  {1800,1000}       
200 {3}  {1000}       
 
 
Using sets ( ), ( ), ( ),Ft t tI I U  and ( ),F tU  we can rewrite Equation (21) as 
( ) ( )
( ) min min ( ) , min ( )
( ) ( )F
I I
q t q t
I I
L L
U t U t q U t q
q q
 
  
           
           
           
U U
 (35) 
                        
( ) ( )
min min ( ), min ( )
F
i i
i t i t
U t F t
 

I I
 (36) 
                        
( ) ( )
min min ( ), min ( | ) .
F
X
i i
i t i t
U t F t
 
 
I I
 (37) 
In other words, in Equation (35) we split the minimisation problem into two sub-problems, one 
describing the regular influence of inflow rates, and one describing the fanning influence of inflow 
increases. In Equation (36) we define projected linear line segments ( )iU t  that result from linear 
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cumulative inflow segments, and we define projected nonlinear forward fanning line segments ( ).iF t  
Finally, in Equation (37) we introduce the simplified fanning mechanism in the general formulation 
which approximates ( )iF t  by piecewise linear forward fanning line segments ( | ),
X
iF t  where X is 
either ‘in’ to represent inner linearization, or ‘out’ to represent outer linearization. -stepiD  inner 
linearization is represented by in 1 , , 1( | , , , , )ii i i d i D iF t u q q u   with intermediate flow rates , ,i dq  
1, , 1id D   (where we explicitly note that the number of steps, ,iD  can vary across segments i 
according to a pre-defined rule, see Section 6.4), and for -stepiD  outer linearization we use piecewise 
linear line segments out 1 ,2 , 1( | , , , , ).ii i i i D iF t u q q u   
 
While Equation (36) still points to an entropic solution, the solution in Equation (37) does in general 
not achieve an exact minimum and hence results in a non-entropic solution. Again, we point out that 
the simplification only affects the fanning part, while the other parts remain unchanged. In other words, 
this formulation only temporarily differs from the original formulation by approximating it, before 
returning to the same solution once we leave the period of influence of the fanning part. 
 
Projected linear line segments ( )iU t  can be obtained by substituting Equation (31) into Equation (21), 
such that for each segment ( ),i tI  
( ) ( ) ( ),
( )
i i i i I i
I i
L
U t U t t t u u
u


 
     
 
    if  .itT  (38) 
We assume that ( )iU t   for all .itT  Without repeating this, we assume throughout this section that 
the value of any (fanning or non fanning) line segment is set to infinity outside the time interval of 
influence. The line segments in Equation (38) are indicated in red in Figure 10(a) and are translations 
of each segment i of cumulative inflow ( )U t  that is moved / ( )I iL u  to the right (i.e., forward in time) 
and moved ( )I iu  up (i.e., increased in cumulative flow).  
 
Applying -iD step inner linearization yields a projected piecewise linear line segment 
in ( | ),iF t   which 
for each ( )Fi tI  consists of the following 1iD   adjacent linear line segments d, 0, , ,id D  
in
, ,0 , , ,
,
( | , , ) ( ) ( ),
( )i
i d i i D i i i d I i d
I i d
L
F t q q U t t t q q
q


 
      
 
    in, ,if  ,F i dtT  (39) 
where the first and last flow rates are set to 
,0 1i iq u   and , .ii D iq u  For the first and last segments it 
holds that  
in
, ,0 ,0 ,0 ,1[ / ( ), / ( , )]F i i I i i I i it L q t L q q   T   and 
in
, , , 1 , ,[ / ( , ), / ( )],i i i iF i D i I i D i D i I i Dt L q q t L q   T  while for intermediate segments 
in
, , , 1 , , , 1[ / ( , ), / ( , )],F i d i I i d i d i I i d i dt L q q t L q q    T  where ( )I   is the forward shockwave speed 
defined in Equation (28). This linearization reduces the set of inflow rates that needs checking during 
fanning to the following set:  in 1 ,1 , 1( ) , , , , | ( ) .iF i i i D i Ft u q q u i t  U I  Therefore, in addition to existing 
flow rates 1iu   and ,iu -iD step inner linearization creates 1iD   new flows rates ,1 , 1, , .ii i Dq q   
 
In case of -iD step outer linearization in the hypocritical branch we would get different projected 
piecewise linear fanning line segments 
out ( | ),iF t   which can be written for each ( )Fi tI  as the 
following series of 1iD   adjacent linear line segments d, 1, , 1,id D   
 
 out, ,1 , , , 1 , , 1
, , 1
( | , , ) ( ) ( , ) ( , ) ,
( , )i
i d i i D i i I i d i d I I i d i d
I I i d i d
L
F t q q U t t t q q q q
q q
  
 
 

 
     
 
 
out
, ,if  ,F i dtT  (40) 
where again the first and last flow rates are set to 
,1 1i iq u   and , ,ii D iq u  where intermediate flow rates 
( )I   are defined in Equation (30), and 
out
, , , , 1[ / ( ), / ( )].F i d i I i d i I i dt L q t L q    T  The set of inflow 
rates that need checking during fanning reduces to the following set: 
 out 1 ,2 ,2 ,3 , 1( ) ( , ), ( , ), , ( , ) | ( ) .iF I i i I i i I i D i Ft u q q q q u i t    U I  Therefore, -iD step outer linearization 
creates 1iD   new flows rates while using none of the existing flow rates.  
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The fact whether new flow rates are created or not becomes important when we discuss computational 
efficiency in Section 7. As is clear from Figure 9, 1-step inner linearization does not create any new 
flow rates, while 2-step outer linearization creates one new flow rate.  
 
In order to determine the potential outflow rate ( )u t  as defined in Equation (22) we need to find the 
flow rate that belongs to the line segment that minimises Equation (37). For example, if we use 2-step 
outer linearization, then we need to check flow rates ( )tU  and out ( ).F tU  If for time instant t the minimum 
is achieved by * ( ),i tI  then the sending flow rate is equal to *( ) ,iu t u  while if the minimum is 
achieved by * ( ),Fi tI  then * *1( ) ( , ).I i iu t u u    
  
6.3 Link model for hypercritical traffic states that move upstream 
 
We now look at the case when the downstream link boundary is in a hypercritical state, so therefore the 
link is congested with or without spillback. We can calculate ( )V t  and ( )v t  as established in Equation 
(23) and (24) in a similar way as discussed for ( )U t  and ( )u t  in the previous section.  
 
Equation (23) can be written as 
( ) ( )
( ) min min ( ) , min ( )
( ) ( )F
II II
q t q t
II II
L L
V t V t q V t q
q q
 
  
           
           
           
V V
 (41) 
                       
( ) ( )
min min ( ), min ( | ) .
F
X
j j
j t j t
V t F t
 
 
J J
 (42) 
For brevity and to avoid repetitive statements, we refer to Appendix C for definitions of sets ( ),tV  
( ),F tV  ( ),tJ  and ( ),F tJ  as well as definitions of projected linear line segments ( ),jV t  and projected 
piecewise linear line segments ( | )XjF t   for inner or outer linearization. It again holds that using 
-stepjD  (inner or outer) linearization we add 1jD   new flow rates.  
 
6.4 Lower envelope 
 
Equations (37) and (42) can be seen as lower envelope problems with linear line segments (due to our 
simplified fanning). These are relatively easy problems to solve; it is well-known that finding the lower 
envelope of z linear line segments has a computational complexity of ( log ),O z z  see e.g., Hershberger 
(1989). Therefore, Equations (37) and (44) can be solved exactly, not only for specific time instants, 
but over any continuous time period.  
 
Key to solving a lower envelope problem is to determine at what time instants different line segments 
intersect. In the link model for downstream hypocritical traffic states there can be multiple intersecting 
segments, namely an intersection of regular forward segments ( ),iU t  an intersection of forward fanning 
segments ( | ),
X
iF t   or a combination of the two. Similarly, in the link model for hypercritical traffic 
states we can have an intersection of regular backward segments ( ),jV t  an intersection of backward 
fanning segments ( | ),
X
iF t   or a combination of the two. 
 
Consider a situation with a free-flow hypocritical state at the upstream link boundary. Then 
1 2,i i
t  is the 
time instant that two regular line segments 
1
( )iU t  and 2 ( )iU t  intersect (with 1 2i i ) if and only if holds 
that (i) 
1 2 1,i i i
t T  and 
1 2 2,i i i
t T  (i.e., their time periods of influence overlap), and (ii) 
1 1 2 2 1 2, ,
( ) ( ).i i i i i iU t U t  
It can be shown that 
1 2,i i
t  can be calculated as (see Appendix D) 
1 2 1 2
1 2
, , ,
( , )
i i i i
I i i
L
t t
u u
      where  
2
1
1 2
2 1
11
,
( )
.
i
i i ii i
i i
i i
t u u
t
u u
 




 (43) 
In other words, 
1 2,i i
t  can be calculated by following the shockwave between flow rates 
1i
u  and 
2i
u to the 
end of the link starting at a virtual ‘representative’ time instant 
1 2,i i
t  that accounts for variations in the 
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flow rate during interval 
1 2
[ , ].i it t  It is easy to see that if we consider two adjacent segments in which 
2 1 1,i i   then the representative time instant simplifies to 2 .it  Equation (43) is illustrated in Figure 11, 
where we consider an inflow rate that decreases from 1u  to 2u  to 3.u  This initially generates two 
shockwaves that later merge to a single shockwave, which arrives on the opposite border (and hence is 
the only shockwave we are interested in). While existing front wave tracking algorithms explicitly 
consider interactions between shockwaves across the link, Equation (43) shows that it is not necessary 
to explicit track each shockwave, but rather that only information on the upstream link boundary is 
required. We can derive a similar equation for the intersection of line segments 
1
( )jV t  and 2 ( ).jV t  
 
 
Figure 11: Implicitly determining flow rate changes at the opposite border 
 
 
Now we look at piecewise linear fanning line segments ( | ).XiF t   First, consider the case of inner 
linearization. Suppose there are no further intersections with this line segment. In that case the lower 
envelope would simplify follow the linear sub-segments in, ( | ),i dF t   which according to the definition of 
in
, ,F i dT  provided in Section 6.2 connect at time instants that can be determined by following shockwaves. 
If multiple fanning events at time instants 
1i
t  and 
2i
t  interact with each other, then we need to determine 
intersections between 
1
in ( | )iF t   and 2
in ( | ).iF t   Given the fact that the structure of Equation (38) is the 
same as the structure of Equation (39), in case of inner linearization these intersections can again be 
determined by tracking shockwaves. Moreover, intersections between 
1
( )iU t  and 2
in ( | )iF t   also can be 
determined using shockwaves. This leads to the important observation that with inner linearization we 
can determine an exact solution to the lower envelope problem by merely calculating shockwave speeds 
between prevailing inflow rates.  
 
In contrast, when applying outer linearization, we need to track waves during fanning events instead of 
shockwaves as evidenced from the definitions of 
out
, , .F i dT  This also means that when 1 ( )iU t  interacts with 
2
out ( | )iF t   we need to track combinations of waves and shockwaves. The model of Henn (2003) is 
consistent with our lower envelope problem assuming outer linearization. He solves this problem by 
tracking waves over space and time, which requires more book-keeping than simply considering 
shockwaves at the link boundaries only as can be done using inner linearization. Therefore, while both 
inner and outer linearization techniques can be used to find an exact non-entropic solution to the 
kinematic wave model, we believe that assuming inner linearization makes it easier to develop efficient 
solution algorithms.  
 
7. Potential for event-based algorithms on networks 
 
In Section 6 we formulated link models with simplified fanning that can be solved exactly in continuous 
time. In this section we discuss the potential of using an event-based algorithm to solve the link model 
in the context of general networks. To simplify our discussion, we consider single-commodity network 
flow. 
 
7.1 Events 
 
Following our definitions in Section 6, we let ( , )i it u  denote an event in which the inflow changes at 
time instant it  to flow rate .iu  Similarly, we let ( , )j jt v  denote an event in which the outflow changes. 
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Inflow and outflow rates are determined by the node model in Equation (13). It is clear from this 
equation that in a single-commodity model (in which split proportions ( )ab t  are considered stationary 
input) inflow and outflow rates can only change when either sending flow rates ( )s t  or receiving flow 
rates ( )r t  change.  
 
A sending flow rate as defined in Equation (9) only changes if potential outflow rate ( )u t  changes (via 
the link model in Equation (22)), or if there is a change in the traffic state from free-flow to congestion, 
or vice versa. A receiving flow rate as defined in Equation (10) only changes if the potential inflow rate 
( )v t  changes (via the link model in Equation (24)), or if there is a change in the traffic state from 
spillback to congestion, or vice versa. Each of these changes would create an event. In Section 6.4 we 
already discussed that events in the link model (i.e., changes in ( )u t  and ( )v t ) can be determined by 
solving a lower envelope problem in which we need to determine intersections between linear line 
segments by tracking projected shockwaves and/or characteristic waves. In order to determine when 
link states change, we need to determine intersections between the cumulative potential outflow ( )U t  
and the actual cumulative outflow ( )V t  to track transitions between free-flow and congested states, 
while we need to find intersections between cumulative potential inflows ( )V t  and actual cumulative 
inflow ( )U t  for changes between congested and spillback states. These state changes can again be 
found by implicitly tracking shockwaves.  
 
In the next sections we discuss the potential of using event-based algorithms to apply LTM-based DNL 
on general networks by making a comparison with the efficient event-based algorithm described in 
Raadsen et al. (2016) – which we believe is currently one of the most efficient algorithms that is capable 
of finding exact or approximate solutions in continuous time – that relies on a triangular FD as input. 
We refer to Raadsen et al. (2016) for a comparison between time-discretised algorithms and continuous-
time (event-based) algorithms.  
 
7.2 Computational efficiency on a single link 
 
The efficiency of any event-based algorithm heavily depends on the number of segments in the 
cumulative inflow and outflow curves that are input into the link model, no matter what FD is 
considered.  
 
What makes using a smooth nonlinear FD more complex is the necessity to minimise over multiple 
flow rates as indicated in Equations (21) and (23) compared to Equations (25) and (26) for a triangular 
FD. Therefore, in order to calculate potential inflow and outflow rates, multiple segments of the 
cumulative curves need to be evaluated. Solving the link model for a non-entropic solution as in 
Equations (37) and (42) will therefore lead to an increase in computation time. However, we note that 
the time periods of influence of each segment are limited and in many cases there will exist only few 
overlapping line segments (e.g., in Figure 10 only during a short time period we need to consider two 
flow rates instead of one). Further, if the number of steps D in the linearization is limited, then again 
only a small number of flow rates need to be evaluated in the minimisation. Therefore, we expect that 
in practice the computational efficiency when using smooth nonlinear FDs will only be slight higher 
compared to using a triangular FD; the computational burden will only be significantly affected in case 
the flow rates change with a very high frequency, and if D is high.  
 
7.3 Computational efficiency on a network 
 
While computational efficiency of a single link is predominantly a function of the number of events as 
input, for the computational efficiency on a network also the number of events as output are relevant 
since they result in new events for adjacent links. In this discussion the shape of the FD and the 
approximation of the FD using linearization both play an important role. First, we discuss the influence 
of on-the-fly D-step inner or outer linearization of the FD, and then we make comparisons with linear 
and piecewise linear FDs. 
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Events can constitute either a flow increase or a flow decrease, and both have different impacts on the 
number of events generated. Consider a link that is in a free-flow state and assume a piecewise linear 
cumulative inflow curve with 1Z   segments with 1Z  flow increases and 2Z  flow decreases (where 
1 2Z Z Z  ). From Section 6 we know that in case the link is in a free-flow or spillback state the D-
step (inner or outer) linearization creates 1D  additional intermediate flow rates. As a result, applying 
D-step linearization to all flow increases would result in a potential cumulative outflow curve that has 
1Z D  (smaller) flow increases. In case the link remains in a free-flow state, this will lead to 1( 1)Z D   
additional events that are passed on to downstream links. If we consider a corridor network with Y 
consecutive links that are all in free-flow, then the 
2Z  flow increase events into the first link will result 
in 
1
YZ D  outflow increase events out of the last link if we apply D-step linearization. In other words, 
the number of events can easily grow exponentially if 1.D    
 
The ability to choose 1D   in the inner linearization technique is clearly an advantage, since this means 
that the number of events does not increase due to expansion fans. Outer linearization in which 2D   
will significantly increase the number of events. With respect to inflow rate decreases, the 2Z  events 
will result in at maximum 2Z  changes in the potential outflow rate (which is illustrated in Example 2 
below).  
 
The exact same reasoning can be held for a link that is in a spillback state in which flow increases may 
lead to an explosion of network events, while flow decreases are of less concern. Note that for links that 
are in a congested state, the sending and receiving flows are not affected by changes in the inflow and 
outflow rates, and as such congested links act as filters that remove events. This leads to the interesting 
observation that an event-based algorithm is likely more efficient on highly congested networks than 
on free-flow networks, even if many links are in spillback (since backward wave speeds are slower than 
forward wave speeds).  
 
Example 2 – Consider a link with 2L   (km), 2000Q   (veh/h). max 120   (km/h), crit 80   
(km/h), and 180K   (veh/km), and assume a fundamental diagram with a quadratic hypocritical 
branch. Assume that the link inflow rate is stationary at 1800 veh/h for some time, but that at 50t  s 
the inflow rate decreases to 1000 veh/h, and drops to 100 veh/h at 75t  s. Figure 12(a) shows the 
cumulative inflow as well as the potential cumulative outflow as the lower envelope (in yellow). While 
there are three inflow rates, there are only two potential outflow rates. Inflow rates of 1000 veh/h are 
not able to influence the potential outflow rate, since the flow rate of 100 veh/h has a dominating 
influence in the lower envelope. This situation coincides with the illustration in Figure 11. For 
comparison, we also calculate the result when using a triangular FD in which crit max ,   see Figure 
12(b). In this case, potential outflow rates simplify mirror inflow rates at a later time instant. ■ 
 
 
        (a) Quadratic hypocritical branch                                   (b) Linear hypocritical branch 
 
Figure 12: Potential cumulative outflows considering different shapes of the fundamental diagram 
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Now let us compare the number of events generated under different shapes of the FD. As shown in 
Figure 12(b), if we would have used a triangular FD in Example 1 this would have led to three potential 
outflow events, instead of the two in Figure 12(a). This means that while the computations with a 
smooth nonlinear FD for a single link as discussed in Section 7.2 are slightly more complex, the total 
number of events propagating through the network can actually be smaller (particularly in case of 1-
step inner linearization). 
 
With respect to piecewise linear FDs, the number of segments in a hypocritical or hypercritical branch 
works similar to the number of steps used in our linearization. Consider a link in free-flow or spillback 
with 
1Z  flow increase events as input and assume a piecewise linear branch in the FD with S segments. 
Then the number of generated events will at best be 
1Z  (if both flows are on the same segment) and at 
worst 1( 1)Z S   (if the flow rates belong to the first segment and last segments, respectively). As such, 
using a piecewise linear branch has a similar computational efficiency as using a smooth nonlinear 
branch with a D-step linearization where 1 1.D S    Therefore, we expect for example that the 
computational efficiency with two branches in a piecewise linear FD is on average comparable with 2-
step inner or outer linearization. That said, in practice it is likely that the number of steps is not a fixed 
number but varies during the simulation as discussed earlier. In that case, on-the-fly inner linearization 
will then only introduce more events when necessary while only using a single step in other cases. A 
piecewise linear FD on the other hand is much more rigid. One can have a large change in the flow rate 
within one of the linear segments resulting in no additional fanning steps, while a small flow rate change 
may be across two segments resulting in multi-step fanning, which is undesirable. 
 
8. Summary and discussion 
 
In this paper we have derived continuous-time LTM formulations assuming an FD with smooth 
nonlinear branches. Using smooth nonlinear branches has several advantages in terms of realism, traffic 
equilibrium properties, and ease of calibration. The main challenge has been to develop model 
formulations that can be almost as efficiently solved as simplified triangular or piecewise linear FDs as 
input. To this end we have proposed on-the-fly linearization techniques of the FD within the model 
formulation itself to simplify expansion fans, which allows for determining exact solutions and also 
open up the possibility of developing event-based algorithms that can be applied to conduct dynamic 
network loading on general (large scale) networks.  
 
The simplest LTM based formulation with a smooth nonlinear FD adopts 1-step inner linearization 
consistent with shockwave theory. We argued that this model can be efficiently solved using an event-
based algorithm similar to Raadsen et al. (2016), in which the number of events generated will be in 
close proximity to the number of events needed when one adopts a triangular fundamental diagram. 
While the calculation time for each event is expected to slightly increase, calculation time will mainly 
increase if the number of events increases. Using multi-step linearization will provide better 
approximation of the expansion fans, but will likely come at a significantly higher cost due to the 
increase in the number of generated events in the network.  
 
The paper has several limitations. First of all, we have only provided theory for a single link and did 
not formulate any specific solution algorithms. Second, our arguments have been based on theory and 
we did not support our claims regarding computational efficiency on networks with actual calculations. 
Thirdly, we assumed single-commodity flow, thereby ignoring route choice behaviour in DNL. These 
three aspects will be addressed in Part II of this study (see Raadsen and Bliemer, 2017).  
 
Further, we ignored traffic controls (such as traffic lights at intersections). Such controls can be seen as 
yet another type of event that is either activated by a fixed control scheme, or can be traffic actuated.  
Therefore, we believe that it is possible to add such traffic controls within our model framework. 
Relaxation to include multiple vehicle types is more difficult. LTM provides an efficient approach to 
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solving the kinematic wave model under the assumption of first-in-first-out (FIFO). As far as we are 
aware, there do not yet exist multiclass extensions to LTM that can be efficiently solved.  
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Appendix A: Kinematic wave model and Lax-Hopf solution 
 
A.1 Kinematic wave model 
 
Let ( , ) [0, ]k x t K  (veh/km) and ( , ) [0, ]q x t Q  (veh/h) respectively denote the density and flow at 
location [0, ]x L  at time instant [0, ].t T  Let the fundamental relationship between flow and density 
be giving by 
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 ( , ) ( , ) ,q x t k x t  (A.1) 
where : [0, ]K (veh/km) [0, ]Q (veh/h) is a given flux function (see Section 2). Note that in general 
this function does not need to be concave or differentiable. The well-known first order kinematic wave 
model can be written as the following partial differential equation (Lighthill and Whitham, 1955; 
Richards, 1956):  
 ( , )( , )
0.
k x tk x t
t x

 
 
 (A.2) 
An alternative formulation of the kinematic wave model is given by Newell (1993a) using a Moskowitz 
function ( , )N x t  (veh) that describes the cumulative number of vehicles that have passed location x  
up till time instant .t  Since ( , ) ( , ) /k x t N x t x    and ( , ) ( , ) / ,q x t N x t t    the fundamental 
relationship in Equation (A.1) can be rewritten into the following Hamilton-Jacobi equation:  
( , ) ( , )
0.
N x t N x t
t x
  
   
  
 (A.3) 
A.2 Lax-Hopf formula 
 
In case flux function   is concave, the semi-analytical solution to the Hamilton-Jacobi equation (A.3) 
is given by the Lax-Hopf formula (Evans, 1998),  
*
( , )
( , ) inf ( , ) ( ) ,
x t
x x
N x t N t x t t
t t 
  
         
 (A.4) 
where * min max: [ , ]   (km/h) min[0, ]K  (veh/h) is the convex conjugate of .  The infimum in 
Equation (A.4) is over all [0, ]x L  and t t   within the domain of *.  Function *  is also referred 
to as the Legendre-Fenchel transform, and can be seen as a formulation of the same function in dual 
space using wave speed w as a conjugate variable,  
 *
[0, ]
( ) sup ( ) .
k K
w k wk

     (A.5) 
This transform is illustrated in Figure A.1, in which   is given by a two-regime concave FD that is not 
differentiable at critical density crit .k  The resulting function 
*  is a convex decreasing function of 
wave speed w. For example, *
1( )w  is equal to 1 1 1( ) ,k w k   where 1k  is the density at which slope 
1w  is touching the FD (i.e., the tangent), since this density maximises the vertical distance between the 
FD and the line 1 .w k  Similarly, 
*
2 2 2 2( ) ( ) .w k w k     
 
Substituting the definition of vehicle speed as stated in Equation (4) into Equation (A.5) yields  
  *
[0, ]
( ) sup ( ) .
k K
w k w k

    (A.6) 
This formulation shows that *( )w  essentially depends on the difference between the vehicle speed 
and the wave speed, see also Figure A.1(a).  
 
The Lax-Hopf solution as stated in Equation (A.4) can be used with any concave FD and is theoretically 
powerful, although it is not a trivial equation to immediately understand. It expresses how upstream 
traffic conditions influence downstream traffic conditions (i.e., x x  ) assuming there are no outflow 
constraints, and vice versa how downstream traffic conditions influence upstream traffic conditions 
(i.e., x x  ) assuming there are no inflow constraints.  
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  (a)                                                                                     (b) 
 
Figure A.1: Legendre-Fenchel transform of a concave fundamental diagram 
 
 
Appendix B: Derivation of potential cumulative inflows 
The Lax-Hopf formula can be written as 
  
crit
* *
[ , ]
( ) min ( ) ( ) , ( ) max ( ) .II II II
t k k K
L
V t V t t t w k w k
t t

 
  
           
 (B.1) 
Since /t t L w    we can rewrite Equation (B.1) such that it minimises over (wave) speeds w,  
 
min crit
*
[ , ]
( ) min .
II
II
w
L L
V t V t w
w w 
  
     
  
 (B.2) 
Since II  is strictly decreasing, for which holds that 
crit 0,II   hence we can divide by w over the strict 
negative range min crit[ , ].II   
 
Define *( ) ( / ) ( )II IIw L w w     (veh), which can be rewritten as 
  
crit[ , ]
( )
( ) max 1 ,IIII
k k K
k
w Lk
w



  
   
  
 (B.3) 
Instead of this density based formulation, it can also be written in the following equivalent flow based 
form,  
  
[0, ]
1 1
( ) max .
( )
II
q Q
II
w Lq
q w


   
   
   
 (B.4) 
Hence we can write the general formula that propagates hypercritical states from the downstream to the 
downstream link boundary as 
min crit[ , ]
( ) min ( ) .
II
II
w
L
V t V t w
w 


  
    
  
 (B.5) 
2w
1w

2w
0 k
critk
2k1k
1w
2 2 2( )k w k 
1 1 1( )k w k 
K
Q
*
w
min max0
min
max
Q
min K
1w2w
1 1 1( )k w k 
2 2 2( )k w k 
1( )k
2( )k
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It holds that  (veh) is a non-negative increasing function, with min( ) .II LK    Since ( )V t  is a 
monotonically increasing function, it holds that ( / )V t L w  is decreasing in w. Therefore, ( / )V t L w  
and ( )II w  work in opposite directions in the minimisation with respect to wave speed w. 
 
Since function I  is differentiable, the minimum in Equation (B.5) is achieved at the (unique) density 
* crit[ , ]k k K  for which holds that *( ).IIw k  Therefore, instead of minimising over wave speeds in 
Equation (B.5), we can minimise over densities and simply set ( ).IIw k This results in the following 
density based formulation for cumulative potential inflows,  
crit[ , ]
( ) min ( ) ,
( )
II
k k K
II
L
V t V t k
k


   
    
   
   with  
( )
( ) 1 .
( )
II
II
II
k
k Lk
k



 
  
 
 (B.6) 
 
We can also formulate a flow based version, namely 
[0, ]
( ) min ( ) ,
( )
II
q Q
II
L
V t V t q
q


   
    
   
  with  
1 1
( ) .
( ) ( )
II
II II
q Lq
q q

 
 
  
 
 (B.7) 
 
Appendix C: Link model for hypercritical traffic states that move upstream 
 
Define the time intervals of influence of each segment j of the cumulative outflow curve as 
1[0, ] | .
( ) ( )
j j j
II j II j
L L
t T t t t
v v 

  
      
  
T  (C.1) 
Further, define the time interval of influence due to an increase in outflow rate at time instant jt  as  
,
1
[0, ] | .
( ) ( )
F j j j
II j II j
L L
t T t t t
v v 
  
      
  
T  (C.2) 
Define the corresponding domains of dependence as   ( ) 0, , | jt j J t  J T  and 
  ,( ) 1, , | ,F F jt j J t  J T  respectively. Let  ( ) | ( )jt v j t V J  and 
 1( ) [0, ] | , ( )F j j Ft q Q v q v j t    V J  be the sets of regular flow rates and fanning flow rates, 
respectively, that need to be considered in the minimisation in Equations (23) and (24). Then we can 
rewrite Equation (23) as Equation (41), which can be approximated by Equation (42) using -stepjD  
inner or outer linearization. 
 
In Equation (42), ( )jV t  are projected linear line segments, defined for each segment ( )j tJ  as 
( ) ( ) ( ),
( )
j j j i II j
II j
L
V t V t t t v v
v


 
      
 
    if  .jtT  (C.3) 
In case of -jD step inner linearization we obtain the following 1jD   projected linear segments 
(indicated by index d, 0, , jd D ) for each ( )Fj tJ  that describe backwards fanning,  
in
, ,0 , , ,
,
( | , , ) ( ) ( ),
( )j
j d j j D j j j d II j d
II j d
L
F t q q U t t t q q
q


 
      
 
    in, ,if  ,F j dtT  (C.4) 
where the first and last flow rates are set to ,0 1j jq v   and , .jj D jq v  Each sub-segment d has a time 
interval of influence 
in
, , ,F j dT  where for the first and last segments it holds that  
in
, ,0 1 ,1[ / ( ), / ( , )]F j j II j j II j jt L v t L v q   T   and 
in
, , , 1[ / ( , ), / ( )],j jF j D j II j D j j II jt L q v t L v   T  
while for intermediate segments 
in
, , , 1 , , , 1[ / ( , ), / ( , )],F j d j II j d j d j II j d j dt L q q t L q q    T  where ( )II   is 
the backward shockwave speed. As a result, we need to consider all outflow rates in set 
 in 1 ,1 , 1( ) , , , , | ( )jF j j j D j Ft v q q v j t  V J  during fanning.  
( )II w
35 
 
 
If we would have used -jD step outer linearization to approximate ( )jF t  we get for each ( )Fj tJ  the 
following 1jD   projected linear fanning line segments, with 1, , 1,jd D   
 
 out, ,1 , , , 1 , , 1
, , 1
( | , , ) ( ) ( , ) ( , ) ,
( , )j
j d j j D j j II j d j d II II j d j d
II II j d j d
L
F t q q V t t t q q q q
q q
  
 
 

 
     
 
 
, ,if  ,F j dtT     
(C.5) 
where the first and last flow rates are set to ,1 1j jq v   and , ,jj D jq v  intermediate flow rates ( )II   are 
defined similar to (30), and 
out
, , , , 1[ / ( ), / ( )].F j d j II j d j II j dt L q t L q    T  This simplifies the set of 
potential outflow rates that needs to be checked to 
 out 1 ,2 ,2 ,3 , 1( ) ( , ), ( , ), , ( , ) | ( ) .jF II j j II j j II j D j Ft v q q q q v j t    V J   
 
The potential inflow rate ( )v t  as defined in Equation (24) can be obtained by determining the flow rate 
that belongs to the line segment that minimises Equation (42).  
 
Appendix D: Tracking shockwaves to determine potential flow rate changes 
 
We aim to find the solution 
1 2,i i
t  that solves 
1 1 2 2 1 2, ,
( ) ( )i i i i i iU t U t  with 1 2 ,i i  where must hold that 
1 2 1,i i i
t T  and 
1 2 2,
.i i it T  Using the definition in Equation (33) it holds that time periods 1iT  and 2iT  only 
overlap if 
1 2
.i iu u  In this case, it holds that 1 2 2 2 1 1, 1[ / ( ), / ( )],i i i I i i I it t L u t L u     and  1 2,i it  can be 
found by using Equation (38),  
1 1 2 1 1 1 2 1 2 2 2 2
1 2
, ,( ) ( ) ( ) ( ).
( ) ( )
i i i i i I i i i i i i I i
I i I i
L L
U t t t u u U t t t u u
u u
 
 
   
           
   
   
 (D.1) 
Substituting the definition of ( )I q  stated in Equation (21) yields 
1 1 2 1 1 1
1 1 1
2 1 2 2 2 2
2 2 2
,
,
1
( )
( ) ( ) ( )
1
( ) .
( ) ( ) ( )
i i i i i i
I i I i I i
i i i i i i
I i I i I i
L L
U t t t u Lu
u u u
L L
U t t t u Lu
u u u
  
  
   
        
   
   
   
       
   
   
 (D.2) 
Several terms cancel out, resulting in 
   1 2
1 1 2 1 1 2 1 2 2 2
1 2
, ,( ) ( ) .
( ) ( )
i i
i i i i i i i i i i
I i I i
Lu Lu
U t t t u U t t t u
u u 
        (D.3) 
Since it holds that 1( ) / ( ),I Iq q q
   we can rewrite Equation (D.3) as 
   
1 1 2 1 1 1 2 1 2 2 2 2
1 1
, ,( ) ( ) ( ) ( ).i i i i i I i i i i i i I iU t t t u L u U t t t u L u
           (D.4) 
Since it holds that  
2 2 2 2 2
2 2 2 2 2 2 2
2
1
1
2
1 2 2 1 1
1
1 1 1
2 1 2 2 1 1
1
1
1
1 1
1
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
( ) ( ),
i i i i i
i i i i i i i
i
i i i i
i i
i
i i i i i i i i
i i
U t U t t t u
U t t t u t t u
U t t t u
U t t u t u t u u
  
     




 
 
  
    
  
    


 
(D.5) 
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we can write Equation (D.4) as 
   
2
1 2 1 1 1 2 2 1 1 1 2 2 2 2
1
1
1 1
, 1 1 ,
1
( ) ( ) ( ).
i
i i i i I i i i i i i i i i i i i I i
i i
t t u L u t u t u t u u t t u L u

 
 
 
            (D.6) 
Re-arranging terms results in 
2
1
1 2
2 1 1 2
11
,
( )
.
( , )
i
i i ii i
i i
i i I i i
t u u L
t
u u u u
 

 


 (D.7) 
 
 
