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1. INTRODUCTION 
We consider the numerical solution of the following differential and algebraic equations: 
dy 
d---x + f(y'  z) = O, (1) 
A(y, z) = 0 (2) 
and 
dU(y, z, c~z') + V(y, z) = 0 (3) 
dx 
for y(x) and z(x), where 0 < x < 0.5, and y(0) and z(0) are given. This problem arises in a 
segmental model of the proximal tubule of the mammalian kidney. The problem has been solved 
numerically for ~ -- 0 by Weinstein [1,2]. The term az'  is necessary if diffusive flow is included 
in the model--the diffusion coefficient ~ -- 10 -5. We plan to include such detailed segmental 
tubular models in our medullary and whole kidney models. We have found that one-step methods 
based on the Trapezoidal Rule are extremely well suited for our models [3,4]. Weinstein [1,2] has 
also used such schemes for solving (1)-(3) for a = 0 with y, f E R 2, A E R 3a, U, V E R 1° and 
z E R 44. The second- or fourth-order predictor-corrector schemes turned out to be unsuitable for 
our models due to convergence and stability problems. 
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2. NUMERICAL  SOLUTION 
Let n be the number of subintervals into which the x range is subdivided. Let h = 0.5In, 
xj = (j - 1)h, yj = y(x j )  and zj = z(xj) ;  where j = 1,2, . . .  ,n+ 1. Then integrating (1) and (3) 
from x j -1  to xj  and evaluating (2) at xj, we have 
h 
y~ - yj_~ + ~ [/(yj_ l ,  zj_~) + f (y~, ~j)] = 0, (4) 
A (yj, zj) = 0 (5) 
and 
h[v(y~_~ zj_~)+V(yj,zA]=o. (6) u - u + 
Equations (4) and (6) have O(h 3) discretization errors. In (6), we replace z~_ 1 and z~ with 
numerical derivatives having O(h 3) errors. We include the az ~ terms in the so-called deferred 
correction mode in the following algorithms. Since a is small, both algorithms converge rapidly. 
ALGORITHM 1. Given Yl and Zl. 
• Step 1: Set a = 0. 
• Step 2: Compute yj, zj for j -- 2, 3, 4 by solving the system of nonlinear equations (4)-(6) 
for yj, zj using Newton's Method. 
• Step 3: Compute z~ from the zj's computed in Step 2 by using the following numerical 
derivatives [5, pp. 554-557]. 
z~ -- 6-~ (--l lZl ÷ 18Z2 -- 9Z3 ÷ 2Z4). (7) 
Since we have no information about z~, we use the above formula as suggested in [6, p. 56], 
_- 1 ( -2z l  - 3z2 + 6z3 - z4) (8) ] Z2 
Z~ z ~ (Z 1 -- 6Z 2 ÷ 3Z3 + 2z4) (9) 
and 
1 
z~ = 6-~ ( -2z l  ÷ 9z2 - 18z3 ÷ l lz4).  (10) 
Set a = 10 -5 and using the most recently computed values of z~, repeat Steps 2 and 3 
until the changes in z~ values for two consecutive iterations are small. 
Now for 5 < j < n ÷ 1, as initial guesses for yj, zj and z~. use the following: 
• Step 4: 
yj = 4yj-1 - 6yj-2 + 4yj-3 - Yj-4, (11) 
zj = 4zj -1 - 6z j -2 + 4zj-3 - zj-4, (12) 
z~ = ~h (26zj_1 - 57zj-2 + 42zj-3 - l l z j -4 ) .  (13) 
• Step 5: Solve (4)-(6) for yj, zj using Newton's Method. 
• Step 6: Compute 
z~ = ~h (11zj - 18z~_1 + 9z~_2 - 2zj_3). (14) 
Repeat Steps 5 and 6 until changes in z~ values for two consecutive iterations are small. 
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An alternative to the above algorithm is Algorithm 2. 
ALGORITHM 2. 
• Step 1: Set a = 0. 
• Step 2: Solve (4)-(6) for yj, zj, j = 2 , . . . ,  n + 1 using Newton's Method. 
• Step 3: Compute the numerical derivatives z~ and z~+ 1 using, respectively, (7) and 
1 
Zn+ i '  ---- ~-~ ( l lzn+l -- 18Zn + 9Zn-1 -- 2Zn-2). (15) 
Use cubic splines to compute z~, j = 2,3, . . .  ,n. The use of numerical derivatives (7) 
and (15) for the end points in cubic splines is suggested in [6, p. 56]. 
• Repeat the Steps 2 and 3 with c~ = 10 -5 until the changes in all of the derivatives zj-, 
j -- 1, 2 , . . . ,  n ÷ 1 computed in two consecutive iterations become small. 
3. COMPUTATIONAL RESULTS 
We recall that, for our models [1,2], for each j,  the vector (yj, zj) E ~46. Therefore, in each 
deferred-correction iteration, forty-six nonlinear algebraic equations are solved for every level 
j = 2, 3 , . . . ,  n + 1 by Newton's method. We will now briefly describe Newton's method (for more 
details, see [7]). 
Let 7 = (yj,zj).  Since (y j - l , z j -1)  is already known and z~ and z~_ 1 are constant (they are 
functions of variables computed in the previous deferred correction step), equations (4)-(6) can 
be written as 
¢(~) = O, 
where V, ¢ E ~46. 
NEWTON'S METHOD (INNER ITERATION). 
Compute an initial guess for ~/using known prior values of V. 
• Step 1: Solve 
¢'(~)6~ = -¢(~) 
(16) 
07) 
for 5V. In the above equation, compute (or update) the Jacobian ¢'(V) by a numerical 
method [7]. 
Step 2: Let 
~ ~ + ~.  (18) 
Repeat Steps 1 and 2 until ][¢(V)1[2 is small. 
These Newton iterations are called inner iterations in order to distinguish them from the deferred 
correction iterations. In all our experiments, the maximum number of these inner iterations was 
less than six. 
We have given the results of some computational experiments in Table 1. We list the relative 
error in the solutions Sn k = (Y2, z2, . . . ,  Yn+l, zn+l), where k -- 1 or 2 (Algorithm 1 or Algorithm 2), 
n is the number of subintervals into which the x range (0 < x < 0.5) is subdivided. We used $3k20 
as a basis to compare Ssk0 and S~60. Let E~ = IIS k - sk32o(,~)ll/nS~2o(,oH, where n = 80 or 160 
k (of the same as and S320(n) is a vector dimension Sn k) formed from S~20 by selecting only the 
elements that correspond to S~. As pointed out in the previous ection, the discretization error 
at each level is O(h 3) and, therefore, the total error after n levels O(h2), where h = 0.5/n. If 
D,~ denotes this discretization error, then we have D,~ = Ch 2 = 0.5 * C/n  2, where C is some 
constant, and it follows that D2n/Dn -- 0.25. From Table 1, we see that the experimental results 
1 1 2 2 E16o/E~0 E160/Es0 0.19 and 0.19 agree with the theoretical estimate D2n/Dn. 
In Table 2, we give the relative difference between the two solutions obtained by the two 
algorithms. Algorithm 1 is a local method viz., the computations are done sequentially (except for 
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Table 1. Relative errors in the solutions. 
Esko 
Elk60 
Algorithm 1 Algorithm 2 
k=l  k=2 
1.16 x 10 -4 1.15 × 10 -4 
2.17 x 10 -5 2.23 x 10 -5 
Table 2. Comparison of solutions from the algorithms. 
n 80 160 320 
llS~ll 
4.17 x 10 -6 2.62 x 10 -6 6.67 x 10 -6 
the first four levels). The maximum number of local deferred correction iterations at each level was 
three. Algorithm 2 is a global method, where cubic spline interpolation on zj; j = 1, 2 , . . . ,  n ÷ 1 is 
used to evaluate the derivatives z~ and global deferred correction iterations are used to recompute 
the variables yj, zj. The maximum number of such iterations was ten. Thus, Algorithm 1 requires 
significantly less work than Algorithm 2. 
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