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1. Introduction
Let Ω be an open convex cone of positive definite matrices. Then Ω is a well known Riemannian
manifoldwith nonpositive curvature. Let A and B be any two elements ofΩ . Then there exists a unique
geodesic γA,B joining A and B. This geodesic has a parametrization
γA,B(t) = A 12 (A−12 BA−12 )tA 12 = A t B for 0  t  1. (1.1)
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We remark that thenotationA t B is knownas the generalizedgeometricmeanofA andB. In particular,
A  1
2
B (denoted by A  B, simply) is called matrix geometric mean.
By Finsler structure on Ω , if γ : [a, b] −→ Ω is a path joining A and B, we can define the length
of γ by
L(γ ) =
∫ b
a
‖γ −12 (t)γ ′(t)γ −12 (t)‖dt. (1.2)
If we define the geodesic distance by
δ(A, B) = inf{L(γ ) : γ is a path from A to B},
then δ(A, B) = L(γA,B) = ‖ log A− 12 BA− 12 ‖. We remark that δ(A, γA,B(t)) = tδ(A, B).
On the other hand, Thompson metric [9] can be defined as
d(A, B) = log max{M(A/B),M(B/A)},
where we denote the spectral radius of X ∈ Ω by r(X) and
M(A/B) = inf{λ > 0 | A  λB} = ‖B− 12 AB− 12 ‖ = r(B−1A).
We note that
d(A, B) = ‖ log B− 12 AB− 12 ‖ = ‖ log A− 12 BA− 12 ‖,
so that δ(A, B) = d(A, B), that is, geodesic distance via (1.2) coincides with
Thompson metric. Thompson metric can be defined on any open normal convex cones of real Ba-
nach spaces [8,9]; in particular, the open convex cone of positive definite operators of a Hilbert space.
See [1,3,6,8] for more details on geometrical structure and Thompson metric, and we shall state
basic properties of Thompson metric in Section 2.
Recently, we have shown the following result in [5].
Theorem 1.A [5]. Let A, B, C,D ∈ Ω . If A  B = C  D = G holds, then for each β ∈ [0, 1],
(A β C)  (B β D) = G (1.3)
holds.
We can regard γA,B(t) = A t B as an internally dividing point of the geodesic γA,B since
d(A, γA,B(t)) = td(A, B). Then, roughly speaking, A  B = C  D = G means that a quadrangle
ADBC has a parallelogramic property, the same midpoint G in each diagonals.
Theorem1.A says thatwhen a quadrangle ADBC has the samemidpointG in each diagonals, for each
internal ratio of β to 1 − β for β ∈ [0, 1], the line joining their internally dividing point in opposite
sides γA,C and γB,D have the same midpoint G.
In this paper, firstlywe shall discuss basic properties of Thompsonmetric. Secondlywe shall discuss
geometric properties of a quadrangle with parallelogramic properties in a convex cone of positive
definite matrices with respect to Thompson metric. Concretely, we shall investigate properties of
Thompson metric d(A t C,D t B), which is equal to geodesic distance δ(A t C,D t B). Moreover, we
shall attempt to extend these properties to externally dividing points. We remark that all our results
in this paper holds even if A, B, C,D ∈ B++(H), where B++(H) means a set of (bounded linear and)
positive definite operators on a Hilbert spaceH.
2056 M. Ito et al. / Linear Algebra and its Applications 435 (2011) 2054–2064
2. Basic properties of Thompson metric
In this section, we shall discuss basic properties of Thompson metric.
Thompson metric is invariant under the matrix inversion and congruence transformations:
d(A, B) = d(A−1, B−1) = d(T∗AT, T∗BT)
for any invertible matrix T . It is shown in [7] that
d(A + B, A + C)  d(B, C) (2.1)
and
d(A + B, C + D)  max{d(A, C), d(B,D)}
hold for A, B, C, D ∈ Ω . It follows from (2.1) easily that A1  A2 implies d(A1 + B, A1 + C) 
d(A2 + B, A2 + C).
One remarkable and useful result is the nonpositive curvature property of Thompson metric [1]:
d(At, Bt)  td(A, B) for all t ∈ [0, 1], (2.2)
or equivalently,
td(A, B)  d(At, Bt) for all t  1.
We now show a reverse inequality of (2.2).
Proposition 2.1. For A, B ∈ Ω such that mI  A, B  MI for some 0 < m < M,
td(A, B) + log K(h, t)  d(At, Bt)
for all t ∈ [0, 1], where h = M
m
and K(h, t) is the generalized Kantorovich constant, that is,
K(h, t) = 1
h − 1
ht − h
t − 1
(
t − 1
ht − h
ht − 1
t
)t
. (2.3)
We use a converse of the Araki–Cordes inequality [4] in the proof of Proposition 2.1.
Theorem 2.A [4]. If A and B are positive operators such that mI  A  MI for some 0 < m < M, then
K(h, t)‖BAB‖t  ‖BtAtBt‖ for 0 < t < 1,
where K(h, t) is defined as (2.3).
Proof of Proposition 2.1. By Theorem 2.A, it follows that
K(h, t)‖B− 12 AB− 12 ‖t  ‖B− t2 AtB− t2 ‖
and
K(h, t)‖A− 12 BA− 12 ‖t  ‖A− t2 BtA− t2 ‖
hold for all t ∈ [0, 1]. Therefore the desired inequality holds by taking logarithm. 
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Thompson metric also has the following properties.
Proposition 2.2. Let A, B ∈ Ω . Then exp(−d(A, B))A  B  exp d(A, B)A.
Proof. B  M(B/A)A  exp d(A, B)A, and also A  exp d(A, B)B, so that we have exp(−d(A, B))A 
B  exp d(A, B)A. 
3. Geometric properties
In this section, we shall consider geometric properties of a quadrangle with parallelogramic prop-
erties in Ω .
Fujii taught us the following Theorem3.1 in his seminar talk. Theorem3.1 states that if a quadrangle
ADBC has a parallelogramic property that its diagonals AB and CD bisect each other, then it satisfies
that its opposite sides are equal in length.
Theorem 3.1 (Fujii). Let A, B, C,D ∈ Ω . If AB = C D, then d(A,D) = d(C, B) and d(A, C) = d(D, B).
Proof. Wemay assume A  B = C  D = I without loss of generality. Then B = A−1 and D = C−1, so
that we have
d(C, B) = d(C, A−1) = d(C−1, A) = d(A, C−1) = d(A,D).
Similarly, we have d(A, C) = d(D, B). 
Example 3.2. A converse of Theorem 3.1 is not true. In fact, let A =
⎛
⎝2 0
0 1
2
⎞
⎠ = B−1, C =
⎛
⎝3 0
0 1
3
⎞
⎠ and
D =
⎛
⎝ 12 0
0 3
⎞
⎠. Then
d(A, C) = ‖ log A−12 CA−12 ‖ =
∥∥∥∥∥∥log
⎛
⎝ 32 0
0 2
3
⎞
⎠
∥∥∥∥∥∥ = log
3
2
,
d(B,D) = ‖ log A 12DA 12 ‖ =
∥∥∥∥∥∥log
⎛
⎝1 0
0 3
2
⎞
⎠
∥∥∥∥∥∥ = log
3
2
,
d(A,D) = ‖ log A−12 DA−12 ‖ =
∥∥∥∥∥∥log
⎛
⎝ 14 0
0 6
⎞
⎠
∥∥∥∥∥∥ = log 6,
d(B, C) = ‖ log A 12 CA 12 ‖ =
∥∥∥∥∥∥log
⎛
⎝6 0
0 1
6
⎞
⎠
∥∥∥∥∥∥ = log 6.
Hence d(A, C) = d(B,D) = log 3
2
and d(A,D) = d(B, C) = log 6. But
A  B = I =
⎛
⎝
√
3
2
0
0 1
⎞
⎠ = C  D.
Here we consider the distance between the points A t C and D t B, which divide opposite sides AC
and DB at the same rate t : (1 − t). A symmetric property is easily obtained from Theorem 3.1.
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Theorem 3.3. Let A, B, C,D ∈ Ω . If A  B = C  D, then
d(A t C,D t B) = d(A 1−t C,D 1−t B)
and
d(A t C, A 1−t C) = d(D t B,D 1−t B)
for all t ∈ [0, 1].
Proof. By Proposition 1.A, (A t C)  (D 1−t B) = (A 1−t C)  (D t B) = A  B for all t ∈ [0, 1].
Therefore we can obtain the desired equations by Theorem 3.1. 
The following result states that d(A t C,D t B) attains its maximum and minimum at the edges
and the midpoint, respectively.
Theorem 3.4. Let A, B, C,D ∈ Ω . If A  B = C  D, then the function
F(t) = d(A t C,D t B)
is decreasing for 0  t  1
2
and increasing for 1
2
 t  1. Particularly,
d(A  C,D  B)  d(A t C,D t B)  d(A,D) = d(C, B) (3.1)
holds for all t ∈ [0, 1].
We use the following result to prove Theorem 3.4.
Theorem 3.A [3]. Let γ (t) and δ(t) are geodesics in Ω . Then
F(t) = d(γ (t), δ(t))
is a convex function for t ∈ R.
Proof of Theorem 3.4. By Theorem 3.3, F(t) = F(1 − t) holds for t ∈ [0, 1]. So we have only to
discuss the case t ∈
[
0, 1
2
]
.
Let 0  s < t  1
2
. Then, noting that F(t) is a convex function on [0, 1] by choosing γ (t) = A t C
and δ(t) = D t B in Theorem 3.A, we have
F(t) = F ((1 − λ)s + λ(1 − s))
 (1 − λ)F(s) + λF(1 − s) by convexity of F(t)
= (1 − λ)F(s) + λF(s)
= F(s)
for λ = t−s
1−2s ∈
(
0, 1
2
]
, that is, t = (1 − λ)s + λ(1 − s). 
Example 3.5. We give an example that d(A,D) is strictly greater than d(A  C,D  B) in (3.1). Put
A =
⎛
⎝2 0
0 1
⎞
⎠, C =
⎛
⎝ 10 3
√
2
3
√
2 2
⎞
⎠, B = A−1 and D = C−1, then A  B = C  D = I.
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By the definition of Thompson metric,
d(A,D) = d(A, C−1) = d(A−1, C)
= log max{‖C −12 A−1C −12 ‖, ‖A 12 CA 12 ‖}
= log max{r(C −12 A−1C −12 ), r(A 12 CA 12 )}.
Since A
1
2 CA
1
2 =
⎛
⎝20 6
6 2
⎞
⎠, σ(A 12 CA 12 ) = {11 − 3√13, 11 + 3√13} and σ(C −12 A−1C −12 ) =
{
11−3√13
4
, 11+3
√
13
4
}
. Therefore
d(A,D) = log(11 + 3√13) = log 21.8167 . . .
On the other hand, by the definition of Thompson metric,
d(A  C,D  B) = d(A  C, C−1  A−1) = d(A  C, (A  C)−1)
= log max{‖(A  C)2‖, ‖(A  C)−2‖}
= log max{r(A  C)2, r((A  C)−1)2}.
Since A  C =
⎛
⎝ 4
√
2√
2 1
⎞
⎠, σ(A  C) = { 5−√17
2
, 5+
√
17
2
}
and σ((A  C)−1) =
{
5−√17
4
, 5+
√
17
4
}
.
Therefore
d(A  C,D  B) = log
(
5 + √17
2
)2
= log 20.8078 . . .
Hence d(A  C,D  B) < d(A,D).
Similarly to Proposition 2.1, we obtain a converse of the first inequality in (3.1).
Theorem 3.6. Let A, B, C,D ∈ Ω such thatmA  C  MA for some scalars 0 < m < M. If AB = C D,
then
d(A t C,D t B)  d(A  C,D  B) + log
⎛
⎝ (M 1−2t2 + m 1−2t2 )2
4M
1−2t
2 m
1−2t
2
⎞
⎠
for all 0  t  1.
We use the following result to give a proof of Theorem 3.6.
Theorem 3.B [2]. If A and Z are positive operators such that 0 < mI  Z  MI, then
‖ZA‖  M + m
2
√
Mm
r(AZ).
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Proof of Theorem 3.6. Suppose that A  B = C  D. Put X = (A− 12 BA− 12 ) 12 , Y = (A− 12 CA− 12 ) 12 ,
Z = (A− 12DA− 12 ) 12 and R = Y−1Z2Y−1. Then
X = A− 12 (A  B)A− 12 = A− 12 (C  D)A− 12 = Y2  Z2,
and we have
d(A t C,D t B)
= d(I t Y2, Z2 t X2)
= d(Y2t, Z2 t (Y2  Z2)2)
= d(Y2t−2, Y−1Z2Y−1 t (Y−1(Y2  Z2)Y−1Y2Y−1(Y2  Z2)Y−1))
= d(Y2t−2, R t R 12 Y2R 12 )
= d(R− 12 Y2t−2R− 12 , Y2t)
= d(I, Y1−tR 12 Y2tR 12 Y1−t)
for each t ∈ [0, 1]. Therefore
d(A t C,D t B) = max{log ‖Y1−tR 12 Y2tR 12 Y1−t‖, log ‖Y−1+tR− 12 Y−2tR− 12 Y−1+t‖}
= max{log ‖YtR 12 Y1−t‖2, log ‖Y−tR− 12 Y−(1−t)‖2}.
By Theorem 3.B, we have
‖YtR 12 Y1−t‖ = ‖YtR 12 YtY1−2t‖
 M
1−2t
2 + m 1−2t2
2
√
M
1−2t
2 m
1−2t
2
r(YtR
1
2 YtY1−2t).
Since r(YtR
1
2 YtY1−2t) = r(Y 12 R 12 Y 12 ) = ‖Y 12 R 12 Y 12 ‖,
‖YtR 12 Y1−t‖2  (M
1−2t
2 + m 1−2t2 )2
4M
1−2t
2 m
1−2t
2
‖Y 12 R 12 Y 12 ‖2
holds. By tha similar way,
‖Y−tR− 12 Y−(1−t)‖2  (M
1−2t
2 + m 1−2t2 )2
4M
1−2t
2 m
1−2t
2
‖Y− 12 R− 12 Y− 12 ‖2
holds, so that the desired inequality is obtaind by taking logarithm. 
Corollary 3.7. Let A, B, C,D ∈ Ω . If A  B = C  D, then
d(A t C,D t B)  d(A  C,D  B) + log
( {exp((1 − 2t)d(A, C)) + 1}2
4 exp((1 − 2t)d(A, C))
)
for all 0  t  1.
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Proof. By Proposition 2.2, we have
exp(−d(A, C))A  C  exp(d(A, C))A.
Hence we can prove Corollary 3.7 by puttingm = exp(−d(A, C)) andM = exp(d(A, C)). 
We now give equivalent conditions for that equalities in (3.1) hold.
Theorem 3.8. Let A, B, C,D ∈ Ω . If A  B = C  D, then the following assertions are equivalent:
(1) d(A  C,D  B) = d(A,D);
(2) d(A 1−t C, C t D) = td(A,D) for all t ∈ [ 12 , 1];
(3) d(A  C, C  D) = 1
2
d(A,D).
We prepare the following lemma to give a proof of Theorem 3.8.
Lemma 3.9. Let A, B ∈ Ω . Then
f (t) = 1
t
d(At, Bt)
is an increasing function for t > 0.
Proof. If 0  t  s, since t
s
∈ [0, 1], we have
d(A
t
s , B
t
s )  t
s
d(A, B).
Replacing A and B with As and Bs, respectively, then
f (t) = 1
t
d(At, Bt)  1
s
(As, Bs) = f (s),
i.e., f (t) is increasing for t > 0. 
Proof of Theorem 3.8. Put A  B = C  D = G. Then
B = A 12 (A−12 GA−12 )2A 12 = GA−1G,
D = C 12 (C −12 GC −12 )2C 12 = GC−1G.
Hence
D  B = B  D = G(A  C)−1G.
Therefore we obtain
d(A  C,D  B) = d(A  C, G(A  C)−1G)
= d(I, {(A  C)−12 G(A  C)−12 }2)
= 2d(I, (A  C)−12 G(A  C)−12 )
= 2d(A  C, G)
= 2d(A  C, C  D).
(3.2)
Then we have (3) 	⇒ (1).
2062 M. Ito et al. / Linear Algebra and its Applications 435 (2011) 2054–2064
Conversely, assume that (1) holds. By (3.2) and Lemma 3.9, we have
d(A,D) = 2d(A  C, C  D)
= 2d((C −12 AC −12 ) 12 , (C −12 DC −12 ) 12 )
 1
t
d((C
−1
2 AC
−1
2 )t, (C
−1
2 DC
−1
2 )t)
 d(C −12 AC −12 , C −12 DC −12 ) = d(A,D)
for t ∈ [ 1
2
, 1]. Hence we have
d(A,D) = 1
t
d((C
−1
2 AC
−1
2 )t, (C
−1
2 DC
−1
2 )t)
= 1
t
d(C t A, C t D)
= 1
t
d(A 1−t C, C t D).
Hence we have (1) 	⇒ (2). Finally it is clear that (2) 	⇒ (3) by putting t = 1
2
. 
4. Externally dividing points
The geodesic (1.1) can be naturally extended for t ∈ R. Here, instead of t , we use another notation
	t as A 	t B = A 12 (A−12 BA−12 )tA 12 for t ∈ R since it is known that 	t is not a matrix mean for t ∈ [0, 1].
(If t ∈ [0, 1], then 	t = t .) Then we can regard γA,B(t) = A 	t B for t ∈ [0, 1] as an externally
dividing point of the geodesic γA,B. In this section, we shall attempt to extend geometric properties in
this paper to externally dividing points. In other words, although 	t for t ∈ [0, 1] does not have some
of good properties of operator mean (e.g. matrix monotonicity), we can show that 	t has some good
geometric properties for t ∈ [0, 1] which are similar to the case t ∈ [0, 1].
Firstly, we show the following result related to Theorem 3.A.
Proposition 4.1. Let A, B, C,D ∈ Ω . Then the following properties hold and they are equivalent:
(1) The function F(t) = d(A t C,D t B) is convex on [0, 1];
(2) The function Fˆ(t) = d(A 	t C,D 	t B) is convex onR.
Proof. (1) holds by choosing γ (t) = A t C and δ(t) = D t B in Theorem 3.A, and (2) implies (1)
obviously.
We assume that (1) holds. Let s, t ∈ R and λ ∈ [0, 1]. Then
Fˆ((1 − λ)t + λs) = d(A 	(1−λ)t+λs C,D 	(1−λ)t+λs B)
= d((A 	t C) λ (A 	s C), (D 	t B) λ (D 	s B))
 (1 − λ)d(A 	t C,D 	t B) + λd(A 	s C,D 	s B)
= (1 − λ)Fˆ(t) + λFˆ(s).
Hence Fˆ(t) is convex onR, that is, (2) holds. 
Next, on geometric properties of a quadrangle with parallelogramic properties inΩ , we shall show
that some properties in this paper also hold for externally dividing points. We prepare the following
lemma.
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Lemma 4.2. Let T be an invertible operator and A, B be positive invertible operators. Then
T∗(A 	s B)T = (T∗AT) 	s (T∗BT)
holds for any s ∈ R.
Proof. Put X = T∗AT and Y = T∗BT . Noting that (S∗S)s = S∗(SS∗)s−1S holds for any invertible S and
s ∈ R, we have
T∗(A 	s B)T = T∗A 12 (A−12 BA−12 )sA 12 T
= T∗A 12 (A−12 (T∗)−1YT−1A−12 )sA 12 T
= Y 12 (Y 12 T−1A−1(T∗)−1Y 12 )s−1Y 12
= Y 12 (Y 12 X−1Y 12 )s−1Y 12
= X 12 (X −12 YX −12 )sX 12
= X 	s Y
= (T∗AT) 	s (T∗BT). 
The following Theorem 4.3 is an extension of Theorem 1.A.
Theorem 4.3. Let A, B, C,D ∈ Ω . If A  B = C  D = G holds, then for each β ∈ R,
(A 	β C)  (B 	β D) = G
holds.
Proof. Since
A  B = G ⇐⇒ A 12 (A−12 BA−12 ) 12 A 12 = G ⇐⇒ (A−12 BA−12 ) 12 = A−12 GA−12 ,
we have B = A 12 (A−12 GA−12 )2A 12 = A 	2 G, and similarly
C  D = G ⇐⇒ D  C = G ⇐⇒ C = D 	2 G.
Put X = G−12 AG−12 and Y = G−12 DG−12 . Noting that
G
−1
2 BG
−1
2 = G−12 (A 	2 G)G−12 = (G−12 AG−12 )−1 = X−1
and
G
−1
2 CG
−1
2 = G−12 (D 	2 G)G−12 = (G−12 DG−12 )−1 = Y−1,
we have
G
−1
2 (A 	β C)  (B 	β D)G
−1
2
= {(G−12 AG−12 ) 	β (G−12 CG−12 )}  {(G−12 BG−12 ) 	β (G−12 DG−12 )}
= (X 	β Y−1)  (X−1 	β Y)
= (X 	β Y−1)  (X 	β Y−1)−1
= I
by Lemma 4.2. Hence (A 	β C)  (B 	β D) = G holds for β ∈ R. 
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By using Theorem 4.3 and Proposition 4.1, we can get extensions of Theorems 3.3 and 3.4 by exactly
the same way. For the sake of completeness, we give proofs of these results.
Theorem 4.4. Let A, B, C,D ∈ Ω . If A  B = C  D, then
d(A 	t C,D 	t B) = d(A 	1−t C,D 	1−t B)
and
d(A 	t C, A 	1−t C) = d(D 	t B,D 	1−t B)
for all t ∈ R.
Proof. By Theorem 4.3, (A 	t C)  (D 	1−t B) = (A 	1−t C)  (D 	t B) = A  B for all t ∈ R. Therefore
we can obtain the desired equations by Theorem 3.1. 
Theorem 4.5. Let A, B, C,D ∈ Ω . If A  B = C  D, then the function
Fˆ(t) = d(A 	t C,D 	t B)
is decreasing for t  1
2
and increasing for 1
2
 t. Particularly,
d(A 	t C,D 	t B)  d(A,D) for all t  0,
and d(A 	t C,D 	t B)  d(C, B) for all t  1.
Proof. By Theorem 4.4, Fˆ(t) = Fˆ(1 − t) holds for t ∈ R. So we have only to discuss the case t  1
2
.
Let s < t  1
2
. Then
Fˆ(t) = Fˆ ((1 − λ)s + λ(1 − s))
 (1 − λ)Fˆ(s) + λFˆ(1 − s) by Proposition 4.1
= (1 − λ)Fˆ(s) + λFˆ(s)
= Fˆ(s)
hold for λ = t−s
1−2s ∈ (0, 12 ], that is, t = (1 − λ)s + λ(1 − s). 
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