Abstract-We put forward an exponential-time algorithm for deciding branching bisimilarity on normed BPA (Bacis Process Algebra) systems. The decidability of branching bisimilarity on normed BPA was once a long-standing open problem which was closed by Yuxi Fu [1] . The EXPTIME-hardness is an inference of a slight modification of the reduction presented by Richard Mayr [2] . The result in this paper claims that this problem is EXPTIME-complete.
I. INTRODUCTION
Basic process algebra (BPA) [3] is a fundamental model of infinite state systems, with its famous counterpart in the theory of formal languages: context-free grammars in Greibach normal forms, which generate the entire context-free languages. In 1987, Baeten, Bergstra and Klop [4] proved a surprising result at the time that strong bisimilarity on normed BPA is decidable. This result is in sharp contrast to the classical fact that language equivalence is undecidable for context-free grammar [5] . After this remarkable discovery, decidability and complexity issues of bisimilarity checking on infinite state systems have been intensively investigated. See [6] , [7] , [8] , [9] , [10] for a number of surveys.
As regards strong bisimilarity on normed BPA, Hüttel and Stirling [11] improved the result of Baeten, Bergstra and Klop using a simplified proof by relating the strong bisimilarity of two normed BPA processes to the existence of a successful tableau system. Later, Huynh and Tian [12] showed that the problem is in Σ P 2 , the second level of the polynomial hierarchy. Before long, another significant discovery was made by Hirshfeld, Jerrum and Moller [13] who showed that the problem can even be decided in polynomial time. Improvements on running time was made later in [14] , [15] , [16] .
The decidability of strong bisimilarity on general BPA is affirmed by Christensen, Hüttel and Stirling [17] . 2-EXPTIME is claimed to be an upper bound by Burkart, Caucal and Steffen [18] and is explicitly proven recently by Jančar [19] . As to the lower bound, Kiefer [20] achieves EXPTIMEhardness, which is an improvement of the previous PSPACEhardness obtained by Srba [21] .
In the presence of silent actions, however, the picture is less clear. The decidability for both weak bisimilarity and branching bisimilarity on normed BPA was once long-standing open problems. For weak bisimilarity [22] , the problem is still open, while for branching bisimilarity [23] , [24] , a remarkable discovery was made by Fu [1] recently that the problem is decidable. Very recently, by improving the key property developed in [1] , Czerwiński and Jančar confirm that there exists an exponentially large bisimulation base for branching bisimilarity on normed BPA, and by guessing the base, they show that the problem is NEXPTIME-solvable [25] . The current best lowerbound for weak bisimilarity is the EXPTIME-hardness established by Mayr [2] , whose proof can be slightly modified to show the EXPTIME-hardness for branching bisimilarity as well. As to the general BPA, decidability of branching bisimilarity is still unknown.
In this paper, we confirm that an exponential time algorithm exists for checking branching bisimilarity on normed BPA. Comparing with the known EXPTIME-hardness result, we get the result of EXPTIME-completeness. Thus the complexity class of branching bisimilarity on normed BPA is completely determined.
In order to understand the structure of branching bisimilarity on normed BPA, we introduce a family of relative bisimilarities parameterized by the reference sets, which can be represented by a decomposition base defined in this paper. The branching bisimilarity is exactly the relative bisimilarity whose reference set is the empty set. We show that this decomposition base can be approximated within exponential time. The approximation procedure starts from an initial base, which is relatively trivial, and is carried on by repeatedly refining the current base. To define the approximation procedure and to ensure that the desired family of relative bisimilarities is achieved finally, some new techniques are developed.
• Despite the seeming resemblance, the relative bisimilarities (Section III) defined in this paper is an enhancement of the counterparts in [25] . The relative bisimilarities in this paper is suffix independent. This property is extremely crucial for our algorithm, and the correctness of our definition is characterized in Theorem 2.
• We show that a generalized unique decomposition property holds for the family of relative bisimilarities (Theorem 3). In the decompositions, bisimilarities with different reference sets depend and impact on each other. The notion of decomposition bases (Section V) provides an effective representation of an arbitrary family of process equivalences which satisfies the unique decomposition property.
• In an iteration of refinement operation, a new decomposition base is constructed from the old one (Section VI). That is, a new family of equivalences is obtained from the old. Besides, comparing with all the previous algorithms [26] , [15] , [27] , which take partition refinement approach as well, our refinement procedure possesses several hallmarks: -The new base is constructed via a globally greedy strategy, which means that all the relevant equivalences with different reference sets are dealt with as a whole. -In previous works, the refinement operations heavily depend on predefined notions of norms and decreasing transitions, which can be determined from the normed BPA definition immediately. Such a method does not work at present. Our solution is to define norms in a semantic way (Section IV). Norms, relying on the relevant equivalence relations, together with decreasing transitions, can change dynamically in every iteration. When we start to construct a new base, no information on norms is available, and at this time we cannot determine whether a transition is decreasing. Our solution is to incorporate the task of computing norms into the global iteration procedure via the greedy strategy. -In previous works the order of process constants can be determined in advance. Every time a new base is constructed from the old, the constants are treated in the same order. There is no such predefined order in our algorithm. The treating order is dynamically determined in every iteration.
II. PRELIMINARIES

A. Normed Basic Process Algebra
A basic process algebra (BPA) system Γ is a triple (C, A, Δ), in which C is a finite set of process constants ranged over by X, Y, Z, U, V, W , A is a finite set of actions, and Δ is a finite set of transition rules. The processes, ranged over by α, β, γ, δ, ζ, η, are generated by the following grammar:
The syntactic equality is denoted by =. We assume that the sequential composition α 1 .α 2 is associative up to = and .α = α. = α. Sometimes α.β is shortened as αβ. The set of processes is C * , the finite strings over C. There is a special symbol τ in A for silent transition. is invariably used to denote an arbitrary action, while a is used to denote a visible (i.e. non-silent) action. The transition rules in Δ are of the form X −→ α. The operational semantics of the processes is defined by the following labelled transition rules. 
is normed if all the processes defined in Γ are normed. In other words, Γ is normed if X is normed for every X ∈ C. In the rest of the paper, we will invariably use Γ = (C, A, Δ) to indicate the concerned normed BPA system. A BPA system Γ is called realtime if for every (X −→ α) ∈ Δ, we have = τ .
A process α is called a ground process if α =⇒ . The set of ground constants is denoted by C G . Apparently C G ⊆ C and α is ground if and only if α ∈ C * G .
B. Bisimulation and Bisimilarity
In the presence of silent actions, branching bisimilarity of van Glabbeek and Weijland [23] , [24] is well-known. Definition 1. Let be an equivalence relation on processes.
is called a branching bisimulation, if the following bisimulation property hold: whenever α β,
• If α −→ α , then β =⇒ · −→ β for some β such that α β . The branching bisimilarity is the largest branching bisimulation.
The branching bisimilarity is a congruence relation, and it satisfies the following famous lemma.
If Γ is realtime, the branching bisimilarity is the same as the strong bisimilarity. In this paper, branching bisimilarity will be abbreviated as bisimilarity. For realtime systems, the term bisimilarity will also be used to indicate strong bisimilarity.
C. The 'Static' Norms
Two 'static' norms are defined for non-realtime systems. The strong norms take silent actions into account, while the weak norms neglect the contribution of silent actions. Proposition 7 inspires us to define a relativized version of bisimilarity R for a given suitable reference set R, which will satisfy the following theorem. Proposition 7 confirms that R does not depend on the special choice of γ under the assumption of the existence of γ such that R = Rd(γ). However, it is much wiser not to take Theorem 1 as the definition of R from a computational point of view. Here are the reasons.
• We cannot tell beforehand (except when we can decide ) whether, for a given R, there exists γ such that R = Rd(γ), nor can we tell whether R = Rd(γ) even if both R and γ are given.
• The algorithm developed in this paper takes the refinement approach. Imagine that is an approximation of , we can define, for example, the -redundant constants Rd (γ) accordingly. It is quite possible to run into the situation where, for a specific R, there is no δ such that R = Rd (δ) even if R = Rd(γ) for some γ. Therefore it is advisable to make R well-defined for every R satisfying R ⊆ C G . Importantly, R should be defined without the knowledge of the existence of γ.
B. Definition of R-Bisimilarities
Now we elaborate on the definition of R . To make things clear, some auxiliary notions are introduced. Two processes are R-equal if they differ only in suffixes in R * . R-equality is an equivalence relation. Eliminating a suffix in R * from a process does not change the = R -class. 2) or there exist α and X such that α = α X and X ∈ R. If α = R α and α is in R-nf, then α is called an R-nf of α. The (unique) R-nf of α will be denoted by α R .
From Definition 5, taking the R-nf of α is nothing but removing any suffix of α in R. R-equality is regarded as the syntactic equality on R-nf's. In particular, ∅-equality is exactly the ordinary syntactic equality. The transition relations can be relativized as follows.
Definition 6. We write ζ −→ R η if there exists α and β such that ζ = α R , η = β R , and α −→ β.
According to Definition 6, the R-transition relation −→ R is defined only on the set of processes in R-nf. When we write α −→ R β, α and β are implicitly supposed to be R-nf's. Now it is time for defining the R-bisimilarity.
Definition 7.
Let R ⊆ C G and let be an equivalence relation such that = R ⊆ . We say is an R-bisimulation if the following conditions are satisfied whenever α β:
The R-bisimilarity R is the largest R-bisimulation.
If R = ∅, then ∅ is exactly the ordinary bisimilarity . R-bisimulations can actually be understood as the bisimulations on R-nf's under R-transitions, as is stated below.
Proposition 13. Let R ⊆ C G and let be an equivalence relation such that = R ⊆ . Then is an R-bisimulation if and only if whenever α β,
Pay special attention to the ground preservation condition in Definition 7, which guarantees that a ground process cannot be related to a non-ground process in an R-bisimilation.
The relative bisimilarity R is not a congruence in general. However, we have the following result.
The computation lemma also holds for R .
Lemma 15 (Computation Lemma for R
). If α =⇒ R α =⇒ R α R α then α R α.
C. R-identities and Admissible Reference Sets
Clearly, R-bisimilarity has the following basic property.
Be aware that, if X R , there is no guarantee that X ∈ R. This basic observation leads to further discussion.
By Lemma 16 and Definition
Below we will demonstrate that, as a reference set, Id R plays an important role. At first we state a useful proposition for relative bisimilarities. It says that R is monotone.
Intuitively, R is the relative bisimilarity which is induced by regarding the constants in R as purposely. It is reasonable to expect that X IdR if and only if X ∈ Id R . This intuition is confirmed by Proposition 20 and its corollaries. 
The following fact is an inference of Corollary 22.
Lemma 23. X IdR if and only if X ∈ Id R . In other words,
The above discussions lead to the following definition.
The significance of Proposition 18, Proposition 20, and their corollaries is the revelation of the following fact: The set of all relative bisimilarities, { R } R⊆CG , is completely determined by those R 's in which R is admissible.
Lemma 24. For every R ⊆ C G , Id R is admissible. Id R is the smallest admissible set which contains R.
D. R-redundant Constants
The properties of -redundant processes (Definition 3 and Proposition 7) in Section III-A can now be generalized for the relative bisimilarity R .
Note that Rd(γ) defined in Section III-A is exactly Rd ∅ (γ). Also note that Id R is the same as Rd R ( ).
Lemma 25 is a direct inference of Lemma 14. Lemma 26 is the strengthened version of Lemma 6. Now we can state the fundamental theorem for R .
Theorem 2 and Proposition 27 are the strengthened versions of Theorem 1 and Proposition 7. Proposition 28 is an inference of Lemma 14 and Theorem 2. Theorem 2 and Proposition 28 act as the relativized version of the congruence property and the cancellation law.
The following lemma is an inference of Theorem 2.
In the following we discuss the significance of the admissible reference sets. First it is easy to see the following fact according to Proposition 20.
Lemma 30. Rd R (γ) = Rd IdR (γ) for every γ and R.
The following lemma ensures that the admissible set is preserved under the 'redundant' operation.
E. Unique Decomposition Property for R-bisimilarities
Suppose that Γ is realtime, the set C of process constants can be divided into two disjoint sets: primes Pr and composites Cm. Every process α is bisimilar to a sequential composition of prime constants P 1 . . . . .P r , and moreover, the prime decomposition is unique (up to bisimilarity). [13] .
Whenever Γ is not realtime, the unique decomposition property in the above sense does not always hold due to the existence of redundant processes. However, we expound that, apart from the existence of redundant constants, the relative bisimilarities { R } enjoys a 'weakened' version of unique decomposition property (Theorem 3), which will still be called the unique decomposition property in this paper.
Definition 11. Let R ⊆ C G , and X ∈ C.
• X is a R -composite if X R αX for some X and α such that X ∈ Id R and α ∈ (Rd R (X )) * .
• X is a R -prime if X is neither a R -identity nor a R -composite. According to Definition 11, a constant X ∈ C must act as one of the three different roles: R -identity, R -composite, or R -prime. We will use Pr R and Cm R to indicate the set of R -primes and R -composites, respectively. Note that, according to Proposition 20, Pr R = Pr IdR and Cm R = Cm IdR .
Note that according to Lemma 31 every R i for 1 ≤ i ≤ r is admissible.
The following 'relativized prime process property' is crucial to the unique decomposition property (Theorem 3).
IV. SEMANTIC NORMS AND DECREASING BISIMULATIONS
A. The 'Semantic' Norms
The static norms introduced in Definition 2 can be efficiently calculated via greedy strategy merely with the knowledge of rules in Δ. When Γ is realtime, the strong norms and the weak norms coincide, and they are also 'semantic'. That is, the (strong or weak) norm of a realtime process α is the least
For non-realtime systems, the situation is much more complicated. In the following, we introduce the semantic norms which will play an important role in our algorithm. The semantic norms depend on the involved semantic equivalences. Let be an equivalence relation on processes. A transition α −→ α is called -preserving if α α.
Definition 13. The -norm of α, denoted by α , is the least number k, such that
is called a witness path of -norm for α. The number k is called the length of the witness path.
If is an arbitrary equivalence relation, the witness path of -norm does not always exist, because it is not always the case α =⇒ β whenever α β. This is one of the motivations of the forthcoming notion of decreasing bisimulation (Definition 15). For the moment, we introduce the -decreasing transitions.
According to Definition 13, α = α − 1 whenever α −→ α is a -decreasing transition. In the witness path (1), Decreasing bisimulation is a weaker version of bisimulation. The difference lies in that only decreasing transitions need to be matched. Be aware that the transition β −→ β in Definition 15 is forced to be -decreasing.
Whenever is a decreasing bisimulation, any -decreasing transition of α can be extended to a witness path of -norm of α. Moreover, the norm α is equal to the least number of decreasing transitions from α to .
Nearly all equivalences appearing in this paper are decreasing bisimulation. In particular, Proposition 34. R is a decreasing bisimulation for every R ⊆ C G .
There is no need to define the so-called R-decreasing bisimulation. The following lemma confirms that, for decreasing transitions, −→ R and −→ are essentially the same.
The following lemma gives a bound for semantic norms.
Lemma 36. Let be a decreasing bisimulation. Then α ≤ |α| st for every process α.
B. Decreasing Bisimulation with R-Expansion of
Let
be an equivalence relation. Based on decreasing transitions, we can define a notion called decreasing bisimulation with R-expansion of , which will be taken as the refinement operation in our algorithm. This notion is crucial to the correctness of the refinement operation. The readers are suggested to review Definition 7 before going on.
Definition 16. Let and be two equivalences on processes such that = R ⊆ ⊆ . We say that is an R-expansion of if the following conditions hold whenever α β:
β . We call a decreasing bisimulation with R-expansion of , if is both a decreasing bisimulation and an R-expansion of .
The following lemma provides another characterization of the decreasing bisimulation with R-expansion of .
is an decreasing bisimulation with R-expansion of if and only if following conditions hold whenever α β and α, β are in R-nf:
V. DECOMPOSITION BASES
In this section, we define a way for finitely representing a family of equivalences which satisfies unique decomposition property in the sense of Theorem 3. In particular the family { R } R and all the intermediate families of equivalences constructed during the iterations can be represented in this way. This finite representation is named decomposition base.
A. R-blocks and R-orders
To make our algorithm easy to formulate, we need some technical preparations.
R is the set of all the constants which is R-associate to X. Namely,
We will use the term block to specify an R-block for arbitrary R.
When R is specified, two R-blocks coincide when they overlap. Thus all the R-blocks form a partition of C \ R. The partition is denoted by According to the Computation Lemma (Lemma 15), the Rassociate constants are R-bisimilar to each other, thus they can be contracted into a single one. This skill is widely used in previous works []. The point here is that the contracting operation depends on the reference set R. This is the reason why R-blocks for individual R's must be introduced. Note that the members of an R-block are interchangeable.
Be aware that X R can happen even if X ∈ R. In this case we must have [X] R ⊆ Id R by the Computation Lemma (Lemma 15). It is also possible that, for some R and X ∈ R, we have X ⇐⇒ R . In this case R are called unqualified. By putting such X's into R we can get a larger qualified reference set R such that R = R . The unqualified R's can be predetermined, and they will not appear in our algorithm. From now on we assume that every reference set R is qualified. For example when we write 'for every R ⊆ C G ', we refer to every qualified R which is a subset of C G . In particular, every admissible set is qualified.
Lemma 38. All constants in a block
One important fact is that the behaviours of [X] R can be more than the total behaviours of its member constants, because all the processes associate to X should be taken into account. It is possible that X ⇐⇒ R ζX for some ground process ζ. For instance we can have X =⇒ R Z =⇒ R ζY =⇒ R Y =⇒ R X. In this situation, X, Y, Z, ζX, ζY, ζZ are mutually R-associate. Thus the behaviours of ζ should also be taken into account.
Definition 18. Y is an R-propagating of X (or of [X] R ) if
X ⇐⇒ R Y ζX for some ζ and X . (In this case we must have X ⇐⇒ R X, and Y ζ is ground.)
Lemma 41. Suppose X ⇐⇒ R ζX −→ R ζ X such that ζ X =⇒ R X. Then X ∈ [X] R , and ζ = Y γ for some Y and γ such that
Lemma 41 shows that the behaviours of [X] R are completely determined by the associate constants and the propagating constants of X, which leads to the following definition of the R-derived transitions.
It is technically convenient to treat the R-blocks as the basic objects in the algorithm, because of the following lemma.
Now we define an order on R-blocks based on Lemma 39. For every R, we fix a linear order < R such that whenever
With this order, we have the following fact. 
B. Decomposition Bases
To make a decomposition base B work properly, we need the following five constraints: 
Note that B R -reduction relations are deterministic. Thus for any process α, the B R -normal-form (in the sense of string rewriting systems) is unique, and it is called the B Rdecomposition of α. We use notation dcmp 
We have the following basic facts. 
• In the third step, for every non-B-admissible R, B IdR is assigned to B R . That is, Pr R := Pr IdR , Cm R := Cm IdR , and so on. Pay special attention to the descriptions of Pr R and Cm R , which are slightly different from Pr R and Cm R . Semantically, if X ∈ Pr R and X R Y , then Y ∈ Pr R . In the syntactic description of Pr R and Cm R , we need the B R -primes to be absolutely unique, which is accomplished via < R . The orders < R take effects in double means: Let R be admissible, then 1) Among the R-blocks of R -primes, there is exactly one distinguished R-block that is qualified as a B R -prime, which is the < R -minimum one in the related R -class.
We remark that every decomposition base constructed during the refinement procedure in our algorithm will satisfy these two properties.
Finally we have the following coincidence result. 
VI. DESCRIPTION OF THE ALGORITHM
Our algorithm takes the partition refinement approach. The purpose of the algorithm is to figure out the B described in Section V-C. The strategy is to start with a special initial base B 0 satisfying B ⊆ B 0 and iteratively refine it. We will use notation B ⊆ D to mean that 
A. Relationships between the Old and the New Bases
Before describing the algorithm in details, we investigate the relationship between two bases B and D assume that B ⊆ D.
The following lemmas can provide us a nice understanding. With these lemmas (Lemma 53-56), the total number of iterations can be estimated.
Proposition 57. The total number of iterations (i.e. refinement operations) in our algorithm is exponentially bounded.
B. The Initial Base
The initial base B 0 = {B 0,R } R is defined as follows:
Thus C G is the only B 0 -admissible set, and we only need to define B 0,R for R = C G . One can check that B 0 satisfies all the five constraints described in Section V-B.
C. The Expansion Conditions
We start to define new base B from the old base D. This is the core of our algorithm. The newly constructed 
The above conditions will be called the expansion conditions in the following. Our task is to construct B from D and validate these expansion conditions. From the expansion conditions we can see that The first and second steps of the construction are quite involved. They are described in Section VI-D and Section VI-E. Fig. 1 . It is easy to check the following properties. 
D. Determining Id
if dcmp 
2) while there exists X ∈ Id B R − R such that one of the followings are violated: 
2) if the followings conditions are met:
such that one of the followings are violated: 
put every block in T into U. At the moment we have known dcmp B R (γ). The first problem is to decide whether [X] R is a prime or a composite. To this end, we try to guess a candidate for decomposition of 
is found, we will make use of the expansion conditions (Section VI-C) to decide whether Dc Fig. 1 . This possibility is relatively easy because there is no need to guess the candidates for decomposition of 
According to Definition 21, 
F. The Correctness of the Refinement Operation
Remember Lemma 59 and Lemma 65. The correctness of the algorithm depends on the following key theorem. 
G. The Time Complexity
The running time of our algorithm is exponentially bounded, according to its description, together with Lemma 5, Lemma 36, Lemma 50, and Proposition 57. Therefore, we can conclude our final result.
Theorem 5. Branching bisimilarity on normed BPA is EXPTIME-complete.
VII. RELATED WORKS
In [28] , it is shown that branching bisimilarity is undecidable on two classes of infinite-state systems: normed OCN (one-counter nets) and normed PA (process algebra). These results imply that, in the setting of PRS hierarchy [29] , the branching bisimilarity on every normed model above either normed BPA or normed BPP is undecidable. In this paper, we find the exact complexity class of branching bisimilarity on normed BPA. The same problem on normed BPP, however, is still remained open and is seemingly very challenging. It is only known that branching bisimilarity on normed BPP is decidable [30] and PSPACE-hard [31] . For systems where branching bisimilarity is undecidable, the degree of undecidability is also worth studying. Some new results are reported in [32] .
