We address the problem of computing with mobile agents having small local maps. Several trade-offs concerning the radius of the local maps, the number of agents, the time complexity and the number of agent moves are proven. Our results are based on a generic simulation scheme allowing to transform any message passing algorithm into a mobile agent one. For instance, we show that using a near linear (resp. sublinear) number of agents having local maps of polylogarithmic (resp. sublinear) radius allows us to obtain a polylogarithmic (resp. sublinear) ratio between the time complexity of a message passing algorithm and its mobile agent counterpart. As a fundamental application, we show that there exists a universal algorithm that computes, from scratch, any global labeling function of any graph using n mobile agents knowing their o(n )-neighborhood (resp. without any neighborhood knowledge) in e O(D) time (resp. e O(Δ + D) expected time) 1 , where n, D, Δ are respectively the size, the diameter, the maximum degree of the graph and is an arbitrary small constant. For the leader election problem (resp. BFS tree construction), we obtain e O(D) time algorithms under the additional restriction of using mobile agents having only log O(1) n (resp. e O(n)) memory bits.
Introduction
Motivation and Goals. In a mobile agent algorithm, we are given a set of mobile entities equipped with a memory and able to move from a node to another in the network in order to perform some computations. To evaluate the efficiency of a mobile agent algorithm, the most common complexity measures are time, number of agents, number of agent moves, and memory size of the agents. The main motivation of this paper is to understand the relationship of these classical complexity measures, especially the time complexity, to the initial local view complexity measure.
For an intuitive definition of the initial local view of a mobile agent, and to show how it can interfere with the way of solving a distributed problem, let us consider the following example. Take a non-anonymous static graph that models a set of pairwise connected locations where some robots (i.e., mobile agents) are scattered. The robots can move from one location to a neighboring one. They can communicate by leaving a message in the location where they pass. Suppose that initially each robot is given a map of its surrounding locations and they have to agree on some location to meet, i.e., elect a location. It is clear that if initially the robots know the entire location map (that is the common graph), then they can choose the location having the smallest name to meet there. The time needed to gather the robots is then dominated by the time needed to reach that elected location. Suppose now that initially each robot is given only an incomplete or a restricted map of its environment, for example a map of only the closest locations. First, it is not straightforward how the information provided by the local maps can help the robots to meet. Second, assuming that the information given by the local maps does so, it is not obvious that the robots can meet as fast as if they know the whole environment.
Roughly speaking, the initial local view of a mobile agent measures how small is the local map given to it initially. More precisely, it measures the radius of the initial map given to the agent. The purpose of this paper is to show that small local maps have a strong global impact. In particular, our aim is to show how local maps can help designing efficient mobile agent solutions.
Methodology and results.
We tackle this problem independently of both the distributed task and the underlying network. For that purpose, we adopt a "simulation" based approach that allows us to transform any message passing algorithm into a mobile agent one. In fact, the initial local view of a mobile agent can be interpreted from a message passing perspective as the amount of knowledge that a node may have about its neighborhood. Since many distributed problems have been shown to have efficient local solutions in the message passing setting, providing a generic and efficient simulation method will also lead to design efficient local solutions using mobile agents.
Following this intuitive approach, we develop a generic scheme that allows us to simulate message passing algorithms in the mobile agent model (see model details in Section 2). Our scheme is based on a partition of the graph into a set of clusters. Roughly speaking, each cluster is controlled by some agents that simulate the message passing algorithm in that cluster while collaborating with the other agents in neighboring clusters. The computations inside a cluster are almost for free, only computing at the border of a cluster costs high. One should remark that the idea of using clustered representations is not new in distributed computing and it has already been proved to be extremely useful to solve many
