Protein structure-function relationships have been increasingly scrutinized by a variety of correlational and information theoretic measures. In an effort to extend this methodology, a technique originally developed in nonlinear science, recurrence quantification analysis, was combined with traditional principal components analysis to study a large number (56) of TEM-1 β-lactamase mutants. The hydrophobicity profiles corresponding to the primary structure of 13 naturally occurring mutations partially impairing function, together with 43 artificial non-tolerated mutations were subjected to discriminant analysis, derived from the results of recurrence quantification analysis, coupled to a principal exponents extraction. Eleven (85%) of the naturally occurring mutants and 36 (84%) of the artificial mutants were correctly classified (p < 0.0001). We conclude that this technique may be useful in protein engineering and, in general, in structure-function studies of biopolymers.
Introduction
For some time now, there has been agreement that the threedimensional structure of proteins preserves essential features of function: structure appears to have been preserved longer than amino acid sequences (Jiwani and Liebman, 1994) . Despite this important conclusion, the actual task of unraveling a precise correlation between different structural levels has remained difficult, although the advent of bioinformatics and sophisticated algorithms for correlation and distance metrics has made the prospects more positive (Liebman et al., 1985; Kumosinski and Liebman, 1994) .
In an effort to extend this line of thinking, traditional principal components analysis (PCA) was combined with the relatively new recurrence quantification analysis (RQA), which has its roots in the study of non-linear dynamics. The results from this empirical approach suggest that important, practical understandings of structure-function relationships may be obtained from the amino acid sequence alone. It is worth noting that a related approach as applied to a smaller molecule has been successful in medicinal chemistry (van der Waterbeemd et al., 1997) .
Materials and methods
Description of RQA and PCA RQA was developed from the original idea by Eckmann et al. (1987) that significant periodic structure might be uncovered in physical processes by mathematically embedding the ordered series in higher dimensional space and then creating a rule for determining what is considered a 'recurrence' of a point in the series. These points, then, can be plotted on a symmetric matrix. Deterministic, i.e. non-random, activity can be observed by short line segments parallel to the main diagonal. Practically, such a plot can be related to autocorrelation and clustering properties of the series, as well as to linear distance plots ( Figure 1 ).
The embedding procedure is a key feature of RQA: the idea is that a given series of observations for some single variable limits any analysis insofar as there may be x number of variables which are needed to minimally describe the process. In point of fact, often the choice of available variables may become a guessing game or the variables themselves, if theoretically important, may not be experimentally available. It has been demonstrated mathematically that the series itself can provide some answers by the embedding procedure. This embedding procedure is designed to create 'dummy' variables for the variables which are not available. This is done by lagging the series and then taking the norm based upon the original and lagged versions and is repeated for x number of dimensions (each dimension representing a variable). Next, the distances of all the points from each other are calculated as a measure of 'recurrence'. Clearly, if there is zero distance between two points, they are recurrent. Since real-life situations are rarely exactly recurrent (due perhaps to variance or errors in a measurement), a predetermined cut-off is established to allow for a tolerance (Figures 2 and 3 ; see also Mathematical appendix).
Although such a plot may qualitatively divulge previously unobserved periodic structures (Zbilut et al., 1990) , it is liable to misinterpretation because of the vagaries of human visual perception. Consequently, several measures have been introduced to quantify the plot (Zbilut and Webber, 1992; Webber and Zbilut, 1994; Giuliani et al., 1996; Trulla et al., 1996; Zak et al., 1997) . First, there is the mean distance (DIS) of the embedded series. The second (REC) quantifies the number of recurrences. Third, the percentage determinism (DET) gives the percentage of recurrent points which form diagonal line segments, i.e. recurrent point 1 is next to point 2, and so on. Because these line segments can be of various lengths, they are then expressed as Shannon's entropy (ENT) of their histogram frequencies and suggest the degree of complexity. The longest of the line segments have been shown to be inversely related to the largest positive Liapunov exponent (a measure of the rate of exponential divergence of close-by segments; how quickly these segments 'move away' from each other) and is given by the divergence (DIV). Finally, there is the trend (TREND), which fits a linear regression from the Takens (1981) proved that it is possible to substitute lagged observations for higher order derivatives. In the example, a fourdimensional embedding of a series is constructed with each row representing a single four-dimensional observation and each column entry representing the next component of the series. The rows are then normed using a Euclidean, min or max norm to provide a single new value for the row. To give some concreteness to the example, a series of seven consecutive numbers are assumed and are placed next to the indexed series ( ), assuming a delay (τ) of one. Note that data points are 'lost' in this procedure; and, in this example, if only seven points were available, the series would stop with four embedded values, since no additional points would be available for the embedding (see Mathematical appendix).
diagonal to the corner of the plot, in order to give an idea of degree of homogeneity. Thus, if there is significant homogeneity the slope of the regression line is minimal and steep if there is considerable change.
These six variables can then be subjected to PCA, a method introduced by Pearson in 1901 (Jolliffe, 1986) and which has a long-standing reputation of being able to simplify complex relationships among several variables. PCA decomposes a correlation or covariance matrix to find the best association of points in n-space (Figure 4 ). The first goal of principal components is to summarize a multivariate data set as accur- Fig. 3 . Once the points are embedded and normed, the values are subtracted from each other as a measure of their mutual distances. Technically, although these values occur in multi-dimensional space (and have no 'visual' representation), they are indexed and can be represented in a twodimensional projection. Thus, given some reference point (x 2 in this case) the other points are scanned to determine if the distance falls within the tolerance limit (left figure) . If it does, a point is placed in the indexed matrix: in the example (right figure), x 2 is close to x 3 and vice versa. Note the main diagonal of identity. ately as possible using the minimum number of 'components'. This can be is done due to the orthogonality (or independence) of the components and avoids redundancy or superposition of the information present in more than one variable. The relation between the original variables and the components is expressed in terms of 'component loadings', i.e. the covariances of the original variables with the new ones.
Analysis
To determine if this technique could prove to be useful for understanding structure-function relationships, TEM-1 β-lactamase (wild-type) and its mutants were chosen as a test case (Ambler, 1980; Ambler et al., 1991; Jelsch et al., 1993) . This molecule was chosen because of its relative shortness (263 residues) and because it has a well developed research history ( Figures 5 and 6 ). The overall aim was to determine if the RQA/PCA analysis could predict amino acid substitutions relative to the original wild-type TEM-1 β-lactamase activity (Bowie et al., 1990; Matagne and Frere, 1995) . The approach is based upon the analysis of the primary structure expressed by numerical hydrophobicity values as an ordered sequence.
Since there is some controversy regarding various aspects of its structure-function relationships, the report of Huang et al. (1996) was selected as a reasonable compendium of accumulated knowledge regarding a number of natural and artificial mutants endowed with a spectrum of functional changes.
The analysis procedure is as follows:
1. RQA was performed on the wild type TEM-1 β-lactamase amino acid sequence using hydrophobicity (Table I ) (Schneider and Wrede, 1993) as the physico-chemical property to be analyzed. This was done by employing a 'sliding window' of 25 points, which moved over one point at a time. The embedding dimension was 5, with a cut-off of 2 and using a Euclidean norm for the calculation the distances. 2. A similar procedure was performed on 13 mutants (Table  II) with known biological activity. 3. The same was done for 43 residues (Table II) which do not apparently tolerate amino acid substitutions (based upon Huang et al., 1996) , after these residues were randomly replaced by other amino acids (Table II) . (We had considered some other scheme for substitution such as related to minimum base changes in codons; however, it was finally decided that any such scheme would depend upon judgments which could artificially allow for bias in the results and thus destroy the statistical nature of the analysis.) The information in the first and third columns was taken from Huang et al. (1996) ; the artificial mutants as reported in column two were generated by changing the amino acid residues in the specified position of the native structure by means of a randomly generated substitution table. Specifically, amino acids were number coded and then randomized (random number generation) for the choice of replacement. The first column also reports the percentage activity (%) of the natural mutants relative to the activity of wild-type TEM-1 (100), with specific activity of 47.2 (2.5) mol ampicillin hydrolyzed per minute per gram total protein [as reported by Huang et al. (1996) ]. The error is recorded as the standard deviation of at least three determinations. Numbers in square brackets indicate case number. Fig. 6 . Schematic diagram of the amino acid sequence identifying allowed (-) and disallowed (0) mutations, as well as major structural components: helices (a) and β-sheets (b), and the residues involved in the active site (in bold). See Table I for specifics. Fig. 7 . Demonstration of RQA: the sliding window values for a given variable are calculated for a given RQA variable (in this case, the wild form of TEM-1 β-lactamase) (A). Next a mutant form is similarly computed (B). Finally, the result of B is subtracted from A to yield C. The absolute sum of C is used for the PCA. Note that there is a 28-point offset at the beginning of each plot. This is due to the loss of data resulting from the embedding procedure (see Mathematical appendix). Group 0 ϭ disallowed, group 1 ϭ allowed. For example, at the intersection of column '0' with row '0', the entry 36 indicates that 36 were correctly classified as being disallowed; at the intersection of column '1' with row '0', 7 indicates that seven disallowed cases were incorrectly classified as allowed. Similarly, two allowed cases were incorrectly classified as disallowed and 11 allowed cases were correctly classified. The chi-squared statistic indicates that such a classification has a very low probability of occurring by chance.
4. The results of 2 and 3 were subtracted from 1 and the absolute sum of differences was calculated (Figure 7 ).
This resulted in a matrix with a column of six variables [mean distance, percentage recurrence, percentage determinism, entropy, divergence (Liapunov exponent) and trend] and 56 cases (rows). Careful inspection of the results suggested correlations with structure, such as at the hinge site ( Figure  8 ). However, these apparent correlations were not consistent within any single variable. That is to say that, apparently, different variables were measuring different aspects of the molecule. In an effort to develop some commonality across the six variables, they were subjected to PCA. The results of the PCA were used to perform a discriminant analysis, i.e. using the two principal components as functions to predict which group the mutants belonged to based on calculated probabilties: allowed mutations were coded as 'allowed', and mutations not tolerated relative to wild type TEM-1 β-lactamase were coded as 'disallowed'. [PCA and discriminant analysis were carried out using SYSTAT for Windows (Systat, 1992 ).] 
Results
PCA demonstrated a large first component of the 'size' type (Darroch and Mosimans, 1985) (Table III) , with all the original variables showing positive loadings (significantly related). This component can be interpreted as the general magnitude of the primary structure change as described by RQA. The second component did not exhibit remarkable loadings on any of the variables and thus precludes any reasonable interpretation; moreover, it was not found to have statistical significance for the model. The third component, however, demonstrated a prominent loading for the variable, entropy (ENT). Given the mutual orthogonality of the components (statistical independence), this indicates that it quantifies the changes in entropy, i.e. as a complexity index (see Materials and methods) independently of the global change in the hydrophobicity profile as reflected by the first PC. It is interesting that the first and third PCs were entered in the discriminant function and provided a significant result (Tables IV and V) . Only two (15%) of the 'allowed' mutants and seven (16%) of the 'disallowed' mutants were misclassified (Table VI) . A plot of the components demonstrated a separation between the former and latter groups of mutants (Figure 9 ). 
Discussion and conclusions
It is important to note that the results presented here are based upon a statistical analysis of TEM-1 β-lactamase and available information regarding its mutants. The RQA itself allows for sampling unknown variables through its embedding procedure. Furthermore, the third PC, which has a significant loading for ENT, may be interpreted as a uniqueness variable, whose value quantifies a residue's degree of 'privilege' apropos of structurefunction relationships. Combined with the first PC, a reasonable interpretation would be that mutants are only allowed if the uniqueness of the original residue is not that significant.
Misclassified mutants may be a result of several possible causes. First, the classification procedure itself maintained a global dichotomous classification, i.e. the 43 mutations which were not tolerated according to Huang et al. (1996) were treated mathematically as being equal. In point of fact they may retain some degree of activity (Palzkill and Botstein, 1992) . Thus, strictly, it must be emphasized that this analysis only distinguishes mutants which retain wild-type function from those mutants which do not. This may be reflected in the fact that of the misclassified cases, only cases 32 and 45 had strong probabilities for group classification (0.779 and 0.881, respectively); the other misclassified cases were relatively close to having an equal chance of belonging to either group (e.g. case 7 has a probability of belonging to disallowed of 0.446 and allowed of 0.554). These marginal probabilities may suggest some partial activity, although the present study was not designed to resolve this possibility. Given that there are still some lacunae regarding the status of mutants, this ambiguity may carry over into the analysis. Second, the sample itself is limited and the limited range of values may contribute to ambiguity. Nevertheless, as a statistical process based upon knowledge restricted to the amino acid sequence alone and available mutant information, it does appear to have some promise. Indeed, this approach has some correlates with quantitative structure-activity relationship (QSAR) studies routinely used in medicinal chemistry having at the function side some pharmaceutically important end-point and on the structure side the physico-chemical properties of a set of organic compounds (van der Waterbeend et al., 1997) .
As a practical matter, such analyses could direct protein engineering studies. Thus, a molecule could be analyzed as described, with results such as Figure 9 . The investigator could then replace intended mutations by simulation and see where this would place the mutant on the figure. Clearly, if it landed in the allowable region (and avoiding the border region), there would be a good probability that it would be feasible.
It is important to note, however, that each molecule may exhibit different characteristics. Additionally, it may be that other physico-chemical properties such as dipole moments or volumes may prove to be more useful than hydrophobicity. Additionally, different numbers of embeddings may also be important, as well as different combinations of PCs. The choice of five embeddings in the present study was based on the observation that five variables is already a considerable combination (from a mathematical viewpoint). Furthermore, with additional embeddings, some data are lost insofar as the embeddings are created by lagging the series, thus practically limiting the usefulness of the analysis.
In sum, this methodology holds promise for structurefunction studies in which knowledge is confined to amino acid sequences. Furthermore, the method has general flexibility and applicability to a wide variety of protein-DNA investigations. Software In an effort to make this method available to investigators, the authors have made the software used in this study available on the Internet at http://homepages.luc.edu/~cwebber. In addition to the basic RQA programs, the DOS zip file contains additional files discussing specifics of RQA analysis along with sample data. Eckmann et al. (1987) introduced a new graphical tool for the study of time series, called a recurrence plot. However, it is noted that any ordered series, such as a sequence of hydrophobicity values, may be also used.
Mathematical appendix
They begin with a sequence of vectors in ℜ n and let x i denote the ith vector in the sequence. They then define a function on an nϫn array according to the rule that a value of 1 is assigned to the (i, j)th element of the array if and only if x j ∈ B(x i , r i ), where B(x i , r i ) is the ball of radius r i centered at x i . An array element of 1 corresponds to a recurrence and given a point on the plot. Additional rules can be employed to color code the plot.
The vectors above (for embedding dimensions) are obtained by reconstruction of the series as follows (Takens, 1981) : the ordered data sequence is considered to be a one-dimensional projection of an integral curve in ℜ n , where n is a positive integer. N ν vectors are created by the method of delays (some readers will recognize this as similar to methods employed by traditional autoregressive analysis), such that for delay τ we have
For the N ν vectors, their absolute norms [e.g. Euclidean norm, (x i 2 ϩ ... ϩ xn 2 ) 1/2 ] are taken and subtracted from each other. Typically, the Euclidean norm is taken; however, the minimum or maximum norms are also available.
The mean distance is the mean of the embedded distances, while percentage recurrence and determinism are straightforward summations of actually occurring points. The entropy is calculated according to the histogram of line segment lengths according to Shannon's equation:
The Liapunov function is calculated as the inverse of the largest line segment. And trend is the least-squares regression best fit through the points from the diagonal to the corner.
Principal components gives the principal axes of a sequence of M-dimensional points, (x i , 1 ഛ i ഛ M), by expanding it with respect to an orthonormal basis (E k , 1 ഛ k ഛ M):
The projection coefficients a i k are called the principal components and the basis vectors E k orthogonal functions. The E k are the eigenvectors of the cross-covariance matrix of the data.
