Abstract. For a cocompact group of SL 2 ðRÞ we fix a non-zero harmonic 1-form a. We normalize and order the values of the Poincaré pairing hg; ai according to the length of the corresponding closed geodesic lðgÞ. We prove that these normalized values have a Gaussian distribution.
Introduction
Let X be a di¤erentiable manifold. We have the pairing between homology and cohomology: We would like to study the distribution of the values of this for a fixed 1-form a. In previous work the authors [14] , [17] have studied this problem for compact and finite volume hyperbolic surfaces. In both articles we found as limiting distribution the normal Gaussian distribution. However, the ordering of the group elements was not geometric: in [14] we ordered the group elements by realizing G ¼ p 1 ðX Þ as a discrete subgroup of SL 2 ðRÞ, setting g ¼ a b c d and ordering g according to c 2 þ d 2 . In [17] the matrix elements are ordered according to ða 2 þ b 2 Þðc 2 þ d 2 Þ. In both cases the ordering appears to be forced on us by the methods used: Eisenstein series associated with the problem in which the group elements are naturally summed in the above-mentioned fashion. There is a more natural geometric ordering. To every conjugacy class fgg corresponds a unique closed ori-ented geodesic of length lðgÞ. Let pðxÞ ¼ Kffgg j g prime; lðgÞ e xg. The prime number theorem for closed geodesics states that pðxÞ @ e x =x ð1:1Þ as x ! y and can be proved using the Selberg trace formula ( [9] , [2] ). In this article we consider the distribution of the values of the Poincaré pairing where we order the elements of G according to the lengths lðgÞ. To prove this theorem we use the method of moments, see [12] .
Our approach is quite traditional: the Selberg trace formula, via the Selberg zeta function and its derivatives in character varieties. The geometric side gives us estimates for sums of hg; ai n ordered according to lðgÞ. The spectral side involves the spectrum of the Laplace operator, as encoded in its resolvent RðsÞ ¼ À D þ sð1 À sÞ Á À1 . To extract information from the spectral side, we use perturbations of the resolvent.
We follow the spirit of our previous work, which was motivated by the question of finding the distribution and the moments of modular symbols. For this purpose Goldfeld [5] , [6] introduced Eisenstein series associated with modular symbols. In [17] the second author introduced and studied the properties of hyperbolic Eisenstein series associated with modular symbols. Our current work uses the Selberg zeta function and its derivatives in various directions in character varieties. Such perturbations were first studied by Fay [4] . was initiated by Zelditch [23] , [24] in relation to Bowen's equidistribution theorem for closed geodesics. He proved bounds of the form pðx; aÞ ¼ o À x=lnðxÞ Á for a an automorphic form (perpendicular to the constants). He treated also finite-area hyperbolic surfaces. The technique in [23] , [24] is the trace formula for the composition of two operators: standard convolution with a point-pair invariant, followed by multiplication by a. Our work shows how (in principle) one could get asymptotics for pðx; aÞ depending on the Laurent series of the resolvent at s ¼ 1. Remark 1.3. Estimating the number of closed geodesics (periods of the geodesic flow) with length less than x and certain constraints on its periods can be done using Lalley's theorem [11] , see also [1] , [19] . The constraints discussed in these articles restrict the periods to lie in a compact interval, say, ½a; b. In our theorem we roughly restrict the periods to lie in intervals ½a ffiffiffiffiffiffiffi ffi lðgÞ p ; b ffiffiffiffiffiffiffi ffi lðgÞ p . In [20] a Gaussian law similar to ours is stated, as a consequence of [11] and [1] . Sharp [20] also gets a local limit theorem. The method in all these papers is to use the thermodynamic formalism and as a consequence the results apply to variable negative curvature. We stick to a more classical approach using the Selberg trace formula and get more explicit results.
The Selberg zeta function
Let G be a discrete subgroup of PSL 2 ðRÞ with compact quotient X ¼ GnH. Here H is the upper half-plane. The Selberg zeta function is defined as
where w is a unitary character of G and the product is over primitive conjugacy classes, i.e. g 0 is not a power of another element in G. The norm NðgÞ is defined as follows. We conjugate (in SL 2 ðRÞ) the hyperbolic matrix g to
There is a simple relation between NðgÞ and lðgÞ: lðgÞ ¼ log À NðgÞ Á . The product in (2.1) converges absolutely for <ðsÞ > 1. We shall use the following convention: if in a product or sum the group elements carry a subscript 0, then it extends over primitive elements/ conjugacy classes. If not, then it extends over all group elements/conjugacy classes. For our purposes we need in fact a family of characters wðÁ ; Þ: G ! S 1 ; g 7 ! expðÀihg; aiÞ:
We will denote the corresponding Selberg zeta functions by Zðs; Þ. As in [8] 
where the implied constant depends on the group only.
Proof. We let F L H be the normal polygon with i in its interior. We may pick generators g 1 ; . . . ; g M such that g j ðF Þ is a neighboring fundamental domain. We may write every g A G as
where m j A f1; . . . ; Mg:
Clearly jhg; aij e CkðgÞ. We now quote [3] , Satz 1, to conclude the existence of constants a G ; b G such that
Here a; b; c; d are the entries of g.
Pick B > 0 such that B f dði; xÞ for all x A F . Here dðÁ ; ÁÞ is the hyperbolic distance in H. Such B exists since X is compact. Since lðgÞ ¼ inf x A F dðx; gxÞ we conclude from dði; giÞ e dði; xÞ þ dðx; gxÞ þ dðgx; giÞ ¼ dðx; gxÞ þ 2dði; xÞ e dðx; gxÞ þ 2B that dði; giÞ e lðgÞ þ 2B. One may check that
Hence
which finishes the proof. r Using Lemma 2.1 and [8] , Prop. 2.5, we easily see that the series A 1 ðs; Þ converges absolutely for <ðsÞ > 0, that A 2 ðs; Þ converges absolutely for <ðsÞ > 1=2 and the same is true for the derivatives in of all order for A 1 ðs; Þ and A 2 ðs; Þ. To apply the standard methods of analytic number theory we study the series We need to know the pole order at s ¼ 1 and the leading term in the Laurent expansion of the derivatives in of Z 0 ðs; Þ=Zðs; Þ at ¼ 0, and we need to control the derivatives as functions of s on vertical lines for <ðsÞ > 1=2. The series (2.7) is similar to the Eisenstein series twisted by modular symbols introduced by Goldfeld [5] and their holomorphic analogues introduced by Eichler [3] .
The automorphic Laplacian
The beautiful connection between the Selberg zeta function and the spectrum of the automorphic Laplacian goes through the Selberg trace formula. We shall only briefly touch upon this connection and refer to [8] , [2] , [18] , [22] for further details.
We let The corresponding eigenfunctions ff n ðÞg y n¼0 may be chosen such that they form a complete orthonormal family. The first eigenvalue is zero if and only if ¼ 0 and in this case it is a simple eigenvalue. We consider two additional spectral problems on GnH: the Dirichlet problem and the Neumann (free boundary) problem. We denote their corresponding eigenvalues by l n and m n respectively. Using the Rayleigh quotient we easily get: m n e l n ðÞ e l n for all . This implies for the spectral counting functions 
We recall that for a compact operator, T, the singular values, fb k g y k¼0 , are defined as the square roots of the eigenvalues of T Ã T, i.e.
where fc k g y k¼0 forms a complete orthonormal family. When T is symmetric the singular values are the absolute values of the eigenvalues of T. The p-norm is defined by
When p ¼ 2 this is the Hilbert-Schmidt norm and when p ¼ 1 this is the trace norm.
We shall need a bound on the Hilbert-Schmidt norm of the resolvent. We let Proof. Let l n ðÞ ¼ 1=4 þ r n ðÞ 2 with r n ðÞ 
For r n ðÞ A iR þ all individual summands are less than t À4 and, since there can only be finitely many small eigenvalues, the sum over small eigenvalues is O ðt À4 Þ.
For 
We notice that dðaÞ ¼ 0. We notice also that (We use superscript ðnÞ to denote the n'th derivative in .) Fix k > 1. The resolvent and the Selberg zeta function are connected through the following identity, see [8] , Theorem 4.10, p. 72:
We note that by the Hilbert identity Rðs; Þ À Rðk; Þ ¼ À À sð1 À sÞ À kð1 À kÞ Á Rðs; ÞRðk; Þ ð3:16Þ the di¤erence of resolvents is the product of two Hilbert-Schmidt operators. Hence, by the inequality kSTk 1 e kSk 2 kTk 2 ð3:17Þ we conclude that Rðs; Þ À Rðk; Þ is of the trace class. We can therefore define the trace
We note that this enables us to write (3.15) in the form
where QðsÞ is the last sum in (3.15) (note that Rðs; Þ À Rðk; Þ andR Rðs; Þ ÀR Rðk; Þ have the same trace). It is this identity that we shall study to obtain information about the analytic properties of (2.7).
We want to see how this behaves as jtj ! y. It is easy to see ( [8] 
for m e n. The case n ¼ 0 is (3.20) . In the general case we add and subtract
We quote Lemma 3.2 and use the induction hypothesis. This completes the induction. We conclude that kR ðnÞ ðs; Þ À R ðnÞ ðk; Þk 1 ¼ Oðjtj 2þn Þ: r ð3:25Þ Equation (2.2) together with the fact that all derivatives in of A 1 ðs; Þ and A 2 ðs; Þ are absolutely convergent for <ðsÞ > 1=2 enables us to conclude from Theorem 3.3 that the function E ðnÞ ðs; Þ grows at most polynomially in t on every fixed vertical line s > 1=2.
The pole at s F 1
In this section we identify the pole order and the leading term of E ðnÞ ðsÞ ¼ E ðnÞ ðs; 0Þ at s ¼ 1. (In E ðnÞ ðs; Þ; Rðs; Þ and L ðnÞ ðÞ we shall often omit 0 from the notation when we put ¼ 0.) We note that EðsÞ has a first order pole with residue 1 at this point as is easily seen from (3.15). Since
¼ tr À R ðnÞ ðsÞ À R ðnÞ ðkÞ Á ð4:1Þ equation (3.22) and the fact that R ðnÞ ðsÞ is holomorphic in <ðsÞ > 1 enables us to conclude that the left-hand side is holomorphic in <ðsÞ > 1.
We recall that close to s ¼ 1
and that RðsÞ À R À1 ðs À 1Þ À1 is holomorphic in <ðsÞ > h.
is the first small eigenvalue, and P 0 f ¼ h f ; volðGnHÞ À1=2 i volðGnHÞ À1=2 is the projection of f to the zero eigenspace.
To understand the meromorphic structure of (4.1) at s ¼ 1, we must understand the meromorphic structure of R ðnÞ ðsÞ. The crucial observation is that
The first equality follows from the fact that L ð1Þ is a di¤erentiation operator while P 0 projects to the constants. The second equality follows from the first by using that both operators are selfadjoint. Using this we can now prove: Proof. The claim about n ¼ 0 is contained in (4.2). The proof is induction in n but for clarity we do n ¼ 1; 2 by hand. Using (3.22) and (4.2) we see that R ð1Þ ðs; 0Þ has a pole of at most second order and that the singular part is
But this is zero by (4.3). Hence R ð1Þ ðsÞ is regular at s ¼ 1.
For n ¼ 2 we note that by (4. .2) and the fact that the derivatives of A 1 ðsÞ and A 2 ðsÞ are holomorphic in <ðsÞ > 1=2 we immediately get the claim about the pole orders. The calculation of the leading term follows from the observation that 
Calculating the moments
We are now ready to prove Theorem 1.1. The proof uses the method of asymptotical moments precisely as in [14] , [17] . From Theorem 4.2, Theorem 3.3 and Lemma 2.1 we may conclude, using a more or less standard contour integration argument (see [14] , [17] as T ! y. We note that by the prime number theorem for closed geodesics (or (5.1)) the denominator is asymptotically T=log T. By partial summation we have
This may be evaluated by (5.1). We find M n ðTÞ ! ð2mÞ! m!2 m ; if n ¼ 2m; 0; otherwise.
< :
We notice that the right-hand side coincides with the moments of the Gaussian distribution.
Hence by a classical result due to Fréchet and Shohat (see [12] , 11.4.C) we may conclude that
This is almost Theorem 1.1. The only di¤erence is that here we are only counting the prime geodesics. Let m > 0 be a lower bound for the lengths of the closed geodesics on GnH. Define f n ðTÞ ¼ P Hence by (5.5) and the bound on the sum we have also P n ðTÞ @ f n ðTÞ. Playing the same trick backwards we find that (5.1) is true also if we sum over all conjugacy classes and not only primitive ones. Doing the same argument as that following (5.1) we arrive at Theorem 1.1.
Remark 5.1. We conclude by remarking that we could have proved a distribution result for the Poincaré pairing between the homology classes and a fixed complex holomorphics 1-form f ðzÞ dz instead of a harmonic 1-form a. In this case the combinatorics involved would become more di‰cult as one needs to introduce an n-parameter family of character instead of wðÁ ; Þ. One finds that if we define where R L C is a rectangle, then PðY T A RÞ ! 1 2p
dx dy as T ! y:
