In this paper, we discuss several convergence properties of reciprocal intuitionistic fuzzy matrices. Further, we discuss stability in modus ponens intuitionistic fuzzy inference rule and intuitionistic fuzzy system.
Introduction
The theory of fuzzy set is used in various Mathematical fields. In 1965, Zadeh [1] developed the concept of fuzzy set which is the basis of fuzzy Mathematics. Since then various researchers worked on the development of fuzzy set theory. Atanassov [2] [3] [4] [5] [6] [7] has given idea about intuitionistic fuzzy sets (IFSs). A good amount of research has been done in the field of IFSs by many researchers. In 1977, Thomason [8] studied the behavior of powers of Fuzzy Matrices (FMs) using maxmin operation. Buckley [9] , Ran and Liu [10] and Gregory et al, [11] after applying max-min operation on FM found only two results, either the FM convergences to idempotent matrices or oscillates to finite period. More over, Thomason [8] provided sufficient conditions for convergence of FM.
Since then using this max-min operation many results have been obtained by many researchers in FM. Hashimoto [13] studied the convergence of power of a fuzzy transitive matrix. Lur et. al, [14, 23] studied about convergence of powers of a FM by using max-min and max-arithmetic mean operations. Kolodziejczyk [15] discussed convergence of powers of stransitive FM. Xin [16] studied the convergence of powers of controllable FM. He also showed that controllable FM oscillate with period equal 2. Nola [17] worked on the convergence of powers of reciprocal FMs and deduced some properties. Kolodziejczyk [18] examined canonical form of s-transitive FM by using max-min transitive FM. Chenggong [19] discussed canonical form of the s-transitive matrices over lattices. Further, the max-min operation has been extended to Intuitionistic Fuzzy Matrix (IFM) by Pal et. al, [20] . Bhowmik and Pal [21] studied the convergence of the max-min powers of an IFM. Pradhan and Pal [22] studied mean powers of convergence of IFMs. Pal [12] studied about intuitionistic fuzzy determinant. The several authors [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] worked on IFMs and obtained various interesting results. An interesting problem in the theory of IFM is the convergence of powers of reciprocal IFMs. Many authors worked on this problem. The purpose of this paper is to discuss the convergence of powers of reciprocal IFM.
Definitions
Definition 2.1. [2] An Intuitionistic Fuzzy Set (IFS) A in X, , where X denotes a universal set is defined as an object of the following form A = { x, µ A (x), ν A (x) /x ∈ X}, where the functions: µ A : X → [0, 1] and ν A : X → [0, 1] define the membership function and non-membership function of the element x ∈ X respectively and for every x ∈ X : 0 ≤ µ A (x) + ν A (x) ≤ 1.
In short we write x, x as an intuitionistic fuzzy element with x + x ≤ . For x, x , y, y ∈ IFS, Atanassov introduced operations x, x ∨ y, y = max{x, y}, min{x , y } , x, x ∧ y, y = min{x, y}, max{x , y } , if x, x ≤ y, y means x ≤ y, x ≥ y and x, x < y, y if x < y and x > y ; in this case we say x, x , y, y are comparable.
..x m } be a set of alternatives and Y = {y 1 , y 2 , ...y n } be the attribute set of each element of X. An IFM is defined by A = ( (
For simplicity we denote an IFM is a matrix of pairs A = ( a i j , a i j ) of non negative real numbers satisfying a i j + a i j ≤ 1 for all i, j. We denote the set of all IFM of order m × n by F mn and F n denotes the set of IFM of order n × n.
Some of the definitions and results we apply in this paper are given below. Let Q and S be an n × n IFMs with elements from closed inter-
and only if q i j , q i j ≤ s i j , s i j We say that a matrix Q is nilpotent iff Q n = ( 0, 1 ) (here ( 0, 1 ) stands for the zero matrix), max-min transitive iff
ws transitive iff q i j , q i j > q ji , q ji or q i j , q i j = 1, 0 = q ji , q ji It is obvious that always positive matrix Q (i.e q i j , q i j > 0, 1 for all i,j) is w-transitive. The class of max-min transitive, w-transitive and s-transitive IFMs are denoted by Q ∧ , Q w and Q s respectively. Q ∧ ⊂ Q s ⊂ Q ws [34] and these inclusions are strict.
Results
We formulate the following four properties: (P1) q i j , q i j = q ji , q ji for all i = j; (P2) q ii , q ii = 0.5, 0.5 for all i ∈ I n ; (P3) let i, j, k ∈ I n such that i = j, i = k, j = k, q ik , q ik > 0.5, 0.5 and q k j , q k j > 0.5, 0.5 ; then q i j , q i j > 0.5, 0.5 . (P4) let i = j and q i j , q i j > 0.5, 0.5 ; then q ik , q ik > 0.5, 0.5 and q k j , q k j > 0.5, 0.5 for some k ∈ I n such that k = i, k = j. Matrices satisfying (P1) and (P2) are usually called reciprocal of IFMs. Reciprocal matrices play a vital role in group decision-making. The class of IFMs satisfying (P1), (P2), (P3) is denoted by Q q and IFMs satisfying (P1) and (P3) is denoted by Q qd . Of course, Q q ⊂ Q qd , and on the other hand, Q ∈ Q qd , for that following are implications:
By providing suitable example, it is easy to check that Q q and Q qd are not contained and do not contain Q ∧ .
Proof. First we have to prove that
for all i, j ∈ I n and let,
h n where h 0 = i and h n = j. If h s = h s+1 for few s ∈ {0} ∪ I n−1 , then we have q h s h s+1 , q h s h s+1 = q h s+1 h s+1 , q h s+1 h s+1 = 0.5, 0.5 and hence q n
With out loss of generality, we can select index a such that h a = h t for any t ∈ {a + 1, ... 
In order to obtain inequality q n+1 i j , q n+1 i j ≤ q n i j , q n i j for all i, j ∈ I n , suppose that q We get Q = Q 2 , Q = Q 3 , Q 2 = Q 3 , and Q 3 = Q 4 .
Lemma 3.2. For m ≥ n ≥ 2 and Q ∈ Q s . Then Q m ≤ Q m+2 ≤ Q m+4 ... Proof. Let Q qd ⊂ Q s , we get q
for all i, j ∈ I n by using Lemma 3.2. Conversely, one should show that q
Where h 0 = i and h 2n+1 = j. In Theorem 3.1, we find that h a = h b (a < b) for a few a, b ∈ {0} ∪ I n and h c = h d (c < d) for a few c, d ∈ I 2n+1 \ I n since n + 1 is the cardinality of each set {0} ∪ I n and I 2n+1 \ I n . Let p = b − a and r = d − c (certainly p, r ≤ n) represents the number of elements in following quantities.
If h i = h i+2 for a few i ∈ {0} ∪ I 2n−1 so, removing the quantity ( q h i h i+1 , q h i h i+1 ∧ q h i+1 h i+2 , q h i+1 h i+2 ) from (1). The proof is completed. Now assume, (F1) h i = h i+2 for any i ∈ {0} ∪ I 2n−1 and this property will be very useful later on. So we distinguish various situations.
(D1) p = r = 1 that is, h i = h i+1 for a few i ∈ {0} ∪ I n−1 and h t = h t+1 for some t ∈ I 2n \ I n .
Removing (3) and (2) from (1) the theorem holds. We also suppose that (F2) h i = h i+1 for any i ∈ {0} ∪ I n−1 or (F3) h t = h t+1 for any t ∈ I 2n \ I n (D2) p or r is even, let that be p.
Removing (2) from (1) and using Lemma 3.1; (because 2n + 1 − p ≥ n), we get the result, since q (2) and (3) from (1) and using Lemma 3.1, (because 2n − p ≥ n), we get the result q
(D4) p, r are odd such that p > 1, r > 1. If (F2) holds, nothing is violated if we select the index a in such a manner that h a = h v at all v ∈ (a + 1, ..., b − 1) Claim (a): q h a+k h a+k+1 , q h a+k h a+k+1 ≤ 0.5, 0.5 for a few k ∈ {0} ∪ I p−1 . By absurdity, let q h a+k h a+k+1 , q h a+k h a+k+1 > 0.5, 0.5 for any k ∈ {0} ∪ I p−1 . By applying (P3) we conclude that q h a h b−1 , q h a h b−1 = q h b h b−1 , q h b h b−1 > 0.5, 0.5 but using (P1) we get, 0.5, 0.5
If(F3) holds, in the same way it is proved that for a few k ∈ {0} ∪ I r−1 ;
Claim (b): Let for a few s ∈ {0} ∪ I n−1 , we get q h 2s h 2s+2 , q h 2s h 2s+2 ≥ 0.5, 0.5 (3.8)
By absurdity, let q h 2s h 2s+2 , q h 2s h 2s+2 < 0.5, 0.5 at all s ∈ {0} ∪ I n−1 . Hence because of (P1), we get
Again applying some of the above results, we get h f = h g for a few f , g ∈ {2n, 2n − 2, ...2, 0} ( f ≥ g + 4 by (F1)) hence n + 1 indices h 0 , h 1 , ..., h n ∈ I n . As already proved, we can select f and g in such a manner that h f / ∈ h f −2 , ..., h g+4 , h g+2 . By (F1) and (P3) we must reduce that 0.5, 0.5 > q h g h g+2 , q h g h g+2 = 0.5, 0.5 a contradiction. Thus (6) holds. So, if 2s + 2 ≤ n, removing (3) from (1) and replacing ( q h 2s h 2s+1 , q h 2s h 2s+1 ∧ q h 2s+1 h 2s+2 , q h 2s+1 h 2s+2 ) by q h 2s h 2s+2 , q h 2s h 2s+2 by using Lemma 3.1, (because 2n − r ≥ n), we obtain the result, since q
We get the same result if 2s + 2 > n in this case we delete (2) from (1) and gets the same result as before.
We illustrate Theorem 3.3 in the following Example 3.2. Let Q 1 , Q 2 ∈ Q qd be given by 
Exemplary applications

Stability of modus ponens intuitionistic fuzzy inference rule
The modus ponens principle contains intuitionistic fuzzy consequent B (intuitionistic fuzzy set) for a given precedent A (intuitionistic fuzzy set) an implication A ⇒ B. Usually conditional report A ⇒ B is represented by matrix Q and B, formulated as
This equation has already been examined. A reasonable illustration of Zadeh proposal [35] of a compositional relation explaining the modus ponens rule which is proved in [36] , where this illustration is represented by the greatest solution [37] of the intuitionistic fuzzy relation equation (7) in which A and B are known and Q is unknown. So consider the following method of sequential reasoning:
and suppose that every implication is represented by the same intuitionistic fuzzy matrix Q. By applying (7), it is obtained that
If Q ∈ Q q , we get B (k) = B (n) for any k ≥ n, that is only possible consequences for n th step. If Q ∈ Q qd , then we get two consequences B (2n−1) and B (2n) of a given precedent A. Such results have lot of utility in expert system.
Stability of intuitionistic fuzzy systems
We consider a state equation of intuitionistic fuzzy system of order one [38] :
in which B (k+1) and B (k) are intuitionistic fuzzy sets connected to the subsequent steps, expressed in the finite space of states of the system; A (k) is a intuitionistic fuzzy set defined in the input finite space of states of the system, determining a intuitionistic fuzzy control in the k (th) step. Transition matrix S defines the Cartesian product of sates and input, showing our awareness regarding general behavior of the system. Suppose that the structure of the system characterized by S is invariant and during the time the control is unchanged which means A (0) then we can modify (8) where B = B (0) by applying (9), we can study the convergence of states of the system, under the same conditions, depending up on the nature of the transitivity of Q. For example if Q ∈ Q qd , then B (k) can not converge, but should oscillate with period 2 starting from (2n − 1) (th) step. If transitivity of Q is more general then slower the convergence of states of the scheme, characterized by (9) . There is no convergence for any other type of transitivity [34] and the system starts to oscillate.
Conclusion
In this paper, we have presented several convergence properties of reciprocal intuitionistic fuzzy matrices. Further, we have explored stability in modus ponens intuitionistic fuzzy inference rule and intuitionistic fuzzy system.
