Abstract Parameter-robust numerical methods for a particular class of singularly perturbed quasilinear boundary value problems were constructed and analysed in Farrell et al. (Math Comp 78:103-127, 2009). Certain constraints were imposed in Farrell et al. (Math Comp 78:103-127, 2009) on the data to establish the final theoretical error bound. In this companion paper to Farrell et al. (Math Comp 78:103-127, 2009), the parameter-uniform performance of the numerical method is examined (via numerical experiments) when one or more of these constraints are violated. The numerical results in this paper suggest that the numerical approximations converge for a wider class of problems to that covered by the theoretical convergence analysis in Farrell et al. (Math Comp 78:103-127, 2009).
Continuous Problem Class
Convection-diffusion equations of the form . "u x / x C .g.u// x D f .x/, with a nonlinearity of the type g.u/ D u 2 , arise in numerous applications involving fluid dynamics. In this paper we examine the numerical performance of parameter-robust numerical methods [1] for the following class of quasilinear singularly perturbed boundary value problems: Let WD .0; d /; C WD .d; 1/ and find u " 2 C 1 . N / \ C 2 .
[ C / such that "u 
where c is a positive constant and ı 1 ; ı 2 are non-negative constants. Note the strict inequalities in (1d), which are imposed in order to ensure that the solution exhibits a standard convex-concave (or S-type) shock layer, as opposed to a concave-convex (or Z-type) layer (cf. [3, pp. 15-16] ). This paper is a companion paper to [2] , where asymptotic error bounds for the numerical method examined in this paper were established. In order to guarantee existence and uniqueness of the solution of the continuous problem, additional conditions on the magnitudes of kf k and the boundary values ju " .0/j; ju " .1/j were imposed in [2] . Further restrictions are required in the theoretical analysis in [2] to prove uniform in " convergence of the numerical method described below. These conditions are stated in (4) and (10).
The reduced solution v 0 W OE0; 1 ! . 1; 1/ is defined to be the solution of the following nonlinear first order problem
A unique reduced solution v 0 with the additional sign-pattern property of v 0 .x/ < 0; x 2 I v 0 .x/ > 0; x 2 C exists if the conditions [2]
are satisfied by the data. For a unique solution of the full continuous problem to exist it suffices [2] that
Let C 1 be the class of problems defined by (1), (3); C 2 be the class of problems defined by (1), (4) and C 3 be the class of problems defined by (1), (4) and (10). Note that (4a) implies (3) and hence C 3 C 2 C 1 . The proof of parameter uniform convergence of the numerical approximations given in [2, Theorem 6.2] restricts the problem to the smallest of these three classes C 3 . Furthermore, we deduce in [2] that for the solution to a problem in C 2 we have that 
where C is a constant independent of ".
Numerical Method
The domain is subdivided into the four subintervals
for some 1 ; 2 that satisfy 0
2 . On each of the four subintervals a uniform mesh with N 4 mesh-intervals is placed. The interior mesh points are denoted by
and 1 ; 2 are taken to be the following
whose choice can be motivated from (5) and the earlier bounds on w .k/ " . Then the fitted mesh method for problem .1/ is: Find a mesh function U " such that
where
D C and D are the standard forward and backward finite difference operators, respectively. In order to solve this nonlinear finite difference scheme we use a variant of the continuation method from [1, Sect. 10.3] .
and D t is the standard backward finite difference operator in time. The choices of the uniform time-like step k D t j t j 1 and the number of iterations K are determined as follows. Defining
the time-like step k is chosen sufficiently small so that e.j / Ä e.j 1/; for all j satisfying 1 < j Ä K:
Then the number of iterations K is chosen such that
The numerical solution is computed using the following algorithm. Start from t 0 with the initial timestep k D 1:0. If, at some value of j , (9b) is not satisfied, then discard the timestep from t j 1 to t j and restart from t j 1 with half the time step, that is k new D k=2, and continue halving the timestep until one finds a k for which (9b) is satisfied. Assuming that (9b) is satisfied at each timestep, continue until either (9c) is satisfied or t j D 1;000. If (9c) is not satisfied, we repeat the entire process again from t 0 , halving the initial timestep k to k D 0:5. If the process still stalls, we restart from t 0 again halving the initial timestep. If (9c) is satisfied the resulting values of U " .x; K/ are taken as the approximations to the solution of the continuous problem.
The same conditions required for existence of the solution of the full continuous problem are also sufficient for the existence (but not uniqueness) of the solution of the discrete nonlinear problem.
In [2] , it is established that, providing N is sufficiently large and " is sufficiently small, independently of each other, under the further implicit restriction that
we can prove a uniform in " error bound at all the mesh points of the form
where u " is the continuous solution, U " is a discrete solution of (7), and C is a constant independent of N and ". The condition (10) is implicit as the exact solution u " is, in general, unknown.
Robustness of the Solution Method
Example 1. For the uniform convergence result (11) to be valid, [2] requires that (4) and (10) must be satisfied. 
and observing that T N " D min i T N " .x i / > 0 for all values of " and N used. The computed uniform rates of convergence p N , using the double mesh principle and the uniform fine mesh errors E N (see [1, pp. 104, 190] for details on how these quantities are calculated) are computed over the range " D 2 j ; j D 1; 2; : : : 25 and are presented in Table 1 . These results confirm uniform convergence in this range of the data. Now consider the same problem with u.0/ D 0:09, u.1/ D 0:098, ı 2 D 0:13 and ı 1 D 0:39. This does not satisfy (3) and hence is not in C 1 . However, this scheme does numerically satisfy the implicit condition (10).
The results presented in Table 2 imply that the scheme is still convergent uniformly in ". We fix ı 2 D 0:7 and consider various values of ı 1 , in particular ones which violate one or more of the conditions (3), (4a) or (4b). For the problems examined in this example, it has been observed numerically, using condition (12), that the implicit condition (10) is not satisfied for any of the values of ı 1 considered. That is, these problems lie outside the class C 3 . Problems are in the class C 2 nC 3 if 1:2 < ı 1 < 2, in the class C 1 nC 2 if 2 Ä ı 1 < 2:5 or if ı 1 Ä 1:2 and finally the problem lies outside
Illustrations of the corresponding solutions are given in Fig. 2 , and the convergence results are given in Tables 3-5. They show that provided the reduced solution Table 4 Maximum errors E N and computed rates of convergence p N for the numerical method (6), (7) applied to problems in C 1 , where (4) and (10) of the problem remains monotonic increasing, the method is robust in the sense that the numerical method remains uniformly in " convergent. When the problem ceases to be monotonic the layer type changes from a standard shock layer to a Z-layer. As the Z-layer grows in amplitude the nonlinear solver does not converge and thus the method ceases to be robust. 
Sensitivity to the Position of the Transition Points
We examine the effect of varying the fine mesh width by incorporating a constant C in a revised formula for 1 and 2 given by
where C is a parameter and Â 1 ; Â 2 are specified in (5). Table 6 give the results for Example 2 with ı 1 = 1.20010. For the range of C tested, it was observed that the number of iterations varied by at most a factor of two.
Thus the method is not particularly sensitive to the fine mesh width and, in fact, a choice of a value of C less than that of C D 2 used in [2] seems to give better performance. In the example considered here, the errors are smallest and the rate of convergence best for C D 0:5.
Remark 1.
The theoretical rate of convergence given in (11) can be compared to the observed rates of convergence given in Tables 1-6, by using Table 7 . For example, Table 1 exhibits rates close to N 1 ln N and Tables 3-6 mainly exhibit rates close to N 1 .ln N / 2 . 
Conclusions
The numerical results in this paper indicate a possible gap between the theory in [2] and what is observed in practice. As was proven in [2] the scheme (6), (7) is a parameter-uniform scheme under the conditions (4) and (10). However these sufficient conditions appear to be overly restrictive, since, in practice, the numerical approximations appear to converge for a wider range of data. In any attempt to extend the theory in [2] to a wider class of problems, a reasonable constraint on the data to aim for (in place of (4)) would be that the reduced solution is monotonic increasing, which is a necessary condition to exclude Z-layers from appearing in the solution of (1). The implicit condition (10) is not satisfied for some of the examples presented here, while the numerical approximations still converge uniformly in ". When the constraint (10) is violated it appears that T N " .x i / < 0 in a particular neighborhood of the point d and not at the transition points between the fine and coarse mesh. Proving convergence without (10) being satisfied would require a method of proof other than the maximum principle arguments used in [2] . These numerical results also suggest that a different finite difference equation (other than continuity of the discrete first derivative) at the point of the discontinuity d may ensure that T N " > 0, which in turn might improve the performance of the scheme and also assist in extending the scope of the current theory.
