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1 Introduction
Let g be a finite dimensional simple Lie algebra over the complex numbers
C. Consider the exterior algebra R := ∧(g ⊕ g) on two copies of g. Then,
the algebra R is bigraded with the two copies of g sitting in bidegrees (1,0)
and (0,1) respectively. To distinguish, we will denote the first copy of g by g1
and the second copy of g by g2. Let R
p,q denote the subspace of R consisting
of elements of bidegree (p, q). Thus,
Rp,q = ∧p(g1)⊗ ∧
q(g2) and R = ⊕p,q∈Z+ R
p,q.
The bigrading, of course, gives rise to a Z+-grading by declaring any
element of Rp,q to have total degree p+ q. Set
Rn := ⊕p+q=nR
p,q;
thus Rn consists of elements of total degree n.
The diagonal adjoint action of g gives rise to a g-algebra structure on
R compatible with the bigrading. We isolate three ‘standard’ copies of the
adjoint representation g in R2. The g-module map
∂ : g→ ∧2(g), x 7→ ∂x =
∑
i
[x, ei] ∧ fi,
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considered as a map to ∧2(g1) will be denoted by c1, and similarly,
c2 :g→ ∧
2(g2), and
c3 :g→ g1 ⊗ g2, x 7→
∑
i
[x, ei]⊗ fi,
where {ei}i≤i≤N is any basis of g and {fi}1≤i≤N is the dual basis of g with
respect to the normalized Killing form 〈 , 〉 of g (normalized as below). It
is easy to see that the three embeddings ci do not depend upon the choice
of the basis {ei}. We fix a Cartan subalgebra h of g and a Borel subalgebra
b ⊃ h, and normalize the Killing form by demanding that 〈θ, θ〉 = 2, for the
highest root θ ∈ h∗. We denote by Ci the image of ci.
Let J be the (bigraded) ideal of R generated by the three copies C1, C2, C3
of g (in R2) and define the bigraded g-algebra
A := R/J.
The Killing form gives rise to a g-invariant S ∈ A1,1 given by
S :=
∑
i
ei ⊗ fi.
Motivated by supersymmetric gauge theory, Cachazo-Douglas-Seiberg-
Witten [CDSW] made the following conjecture. They proved the conjecture
in [CDSW], [W] for classical g. Subsequently, Etingof-Kac proved the con-
jecture for g of type G2 by using the theory of abelian ideals in b.
Recall that the dual Coxeter number h of g is, by definition, 〈ρ, θ∨〉 + 1,
where ρ is half the sum of all positive roots and θ∨ is the coroot corresponding
to the highest root θ. The value of h for any simple g is given as follows (in the
bracket): Aℓ(ℓ+1);Bℓ(2ℓ−1);Cℓ(ℓ+1);Dℓ(2ℓ−2);E6(12);E7(18);E8(30);G2(4);
and F4(9).
1.1. Conjecture [CDSW] (i) The subalgebra Ag of g-invariants in A is
generated, as an algebra, by the element S.
(ii) Sh = 0.
(iii) Sh−1 6= 0.
Thus, as an algebra,
Ag ≃ C[S]/〈Sh〉,
where 〈Sh〉 denotes the ideal of the polynomial ring C[S] generated by Sh.
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The aim of this paper is to give a uniform proof of the above conjecture
part (i). In addition, we give a conjecture (cf. Section 3), the validity of
which would imply part (ii) of the above conjecture.
The proof of part (i) follows from our Theorem 2.2, which is the main
theorem of this paper. This theorem identifies the graded algebra Bg with the
singular cohomology of a certain (finite dimensional) projective subvariety Y2
of the infinite Grassmannian Y associated to g, where B := R/〈C1⊕C2〉. The
definition of the subvariety Y2 is motivated from the theory of abelian ideals
in the Borel subalgebra b of g. This theorem is proved by using Garland’s
result on the Lie algebra cohomology of uˆ := g ⊗ tC[t]; Kostant’s result on
the ‘diagonal’ cohomolgy of uˆ and its connection with abelian ideals in b;
and a certain deformation of the singular cohomology of Y introduced by
Belkale-Kumar [BK].
To obtain part (i) of the above conjecture, observe that the singular co-
homology H∗(Y) surjects onto H∗(Y2) under the restriction map. Moreover,
as is well known, H∗(Y) (being isomorphic with the cohomology of the based
loop space Ωe(K) of a maximal compact subgroup K of G) is isomorphic with
the polynomial ring C[x1, . . . , xℓ] in ℓ variables, where G is the connected,
simply-connected complex algebraic group with Lie algebra g and ℓ is its
rank. Thus, by virtue of our Theorem 2.2, we get a surjective algebra homo-
morphism from C[x1, . . . , xℓ] onto H
∗(Y2) ≃ B
g. Finally, we show that each
xi (for i > 1) goes to zero under the canonical quotient map B
g → Ag. This
is proved by using the explicit expression of the suspension maps associated
to the universal principal K-bundle K → E(K)→ B(K) and also the fibra-
tion Ωe(K) → Pe(K) → K, where Pe(K) denotes the space of continuous
maps β : I → K from the closed unit interval I starting at e. Moreover, it is
easy to see that x1 goes to the element S (up to a nonzero scalar multiple).
This proves part (i) of the above conjecture.
It is my pleasure to thank P. Etingof for bringing to my attention the
above conjecture and explaining to me his work with Kac. I also thank
B. Kostant and R. Suter for some helpful correspondences. This work was
partially supported by the NSF grant DMS 0401084.
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2 A topological model for
(
R
〈C1⊕C2〉
)g
2.1 Notation and Preliminaries
Let G be the connected, simply-connected complex algebraic group with Lie
algebra g and let G by the corresponding affine Kac-Moody group which is, by
definition, a C∗-central extension of the loop group L(G) := G
(
C[[t]][t−1]
)
,
where G
(
C[[t]][t−1]
)
denotes the C[[t]][t−1]-rational points of the algebraic
group G (cf. [K2, Section 13.2]). Let ℘ be the standard maximal parabolic
subgroup, which is by definition the C∗-extension of G
(
C[[t]]
)
. Then, the
infinite Grassmannian Y is, by definition,
Y := G/℘;
this is equipped with a projective ind-variety. The ring homomorphism e :
C[[t]] → C, Q 7→ Q(0), gives rise to a group homomorphism eˆ : ℘ → G. Let
B be the standard Borel subgroup of G defined as eˆ−1(B), B being the Borel
subgroup of G with Lie algebra b. By the Bruhat decomposition (cf. [K2,
§13.2.12]), Y is the disjoint union of the Bruhat cells
Y =
⊔
w∈AffW/W
Bw℘/℘,
where W is the Weyl group of G and AffW is the corresponding affine Weyl
group, which is by definition the semidirect product of W with the coroot
lattice Q∨ ⊂ h acted on via the natural action of W on h. AffW acts on h
via the standard action of W on h and Q∨ acts on h via translation.
Let Aff ′(W ) ⊂ Aff(W ) be the set of minimal coset representatives of the
W -cosets AffW/W . Define the Weyl chamber
h+ := {h ∈ h : αi(h) ∈ R+ for all simple roots αi}.
Let C := {h ∈ h+ : θ(h) ≤ 1} be the fundamental alcove. Then, C is a
fundamental domain for the action of Aff(W ) on h.
Moreover, as is well known,
Aff ′(W ) = {w ∈ Aff(W ) : w−1C ⊂ h+}.
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We define a closed (finite dimensional) subvariety Y2 of Y by
Y2 :=
⋃
w∈Aff′2(W )
Bw℘/℘,
where
Aff ′2(W ) := {w ∈ Aff(W ) : w
−1C ⊂ 2C}.
Let ℓ be the rank of g, i.e., the dimension of the Cartan subalgebra h. Since
volume (2C) = 2ℓ volume (C),
#Aff ′2(W ) = 2
ℓ. (1)
In general, Y2 is not an irreducible variety.
For any topological space X , we denote by H∗(X) the singular cohomol-
ogy of X with complex coefficients.
Following is the main result of this paper.
2.2 Theorem. The singular cohomology H∗(Y2) of Y2 is isomorphic as a
Z+-graded algebra with the graded algebra B
g, where B := R/〈C1 ⊕ C2〉 and
〈C1 ⊕ C2〉 denotes the ideal of R generated by C1 ⊕ C2.
Before we come to the proof of the above theorem, we need to define a
new product ⊙0 in the singular cohomology H
∗(Y) of Y as follows. (This
was introduced in [BK] for any flag variety of any semisimple group H in an
attempt to solve the ‘Hermitian eigenvalue problem’ for H.)
Let {εu}u∈Aff′(W ) be the Schubert basis of H
∗(Y) defined by εu(yv) = δu,v,
for any v ∈ Aff ′(W ), where yv is the image in the homology H∗(Y) of the
fundamental class of the closure Bv℘/℘. Express the usual cup product
εu · εv =
∑
w
cwu,vε
w . (1)
Let gˆ be the affine Kac–Moody Lie algebra associated to g. Recall that
gˆ := g⊗ C[t, t−1]⊕ Cc⊕ Cd
with the bracket defined by[
tm ⊗ x+ λc+ µd, tm
′
⊗ x′ + λ′c+ µ′d
]
=(
tm+m
′
⊗ [x, x′] + µm′tm
′
⊗ x′−µ′mtm ⊗ x
)
⊕mδm,−m′〈x, x
′〉c,
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for λ, µ, λ′, µ′ ∈ C , m,m′ ∈ Z and x, x′ ∈ g.
Let T ⊂ G be the standard maximal torus of G and let hˆ be its Lie
algebra. Then, hˆ = h⊗1⊕Cc⊕Cd. Let {α0, α1, . . . , αℓ} be the simple roots
of gˆ such that {α1, . . . , αℓ} are the simple roots of g. Thus, αi ∈ (hˆ)
∗. Choose
an element xj ∈ hˆ, 0 ≤ j ≤ ℓ, satisfying αi(xj) = δi,j , for all 0 ≤ i ≤ ℓ. Also,
let ρˆ ∈ (hˆ)∗ be an element satisfying ρˆ(α∨i ) = 1 for all simple coroots α
∨
i ,
0 ≤ i ≤ ℓ. Now, the new product ⊙0 is defined by
εu ⊙0 ε
v =
∑
w∈Aff′(W )
cwu,vδdwu,v,0 ε
w,
where δ is the Kronecker delta and
dwu,v :=
(
u−1ρˆ+ v−1ρˆ− w−1ρˆ− ρˆ
)
(x0).
As proved in [BK], this product is associative (and of course commutative).
In fact, one can define this new product ⊙0 in the cohomology of H/I for
any Kac-Moody group H and any standard parabolic subgroup I and for the
cohomology with integral coefficients Z. However, we need this product only
for Y . Moreover, there is a q-deformation of the cup product in H∗(H/I,Z)
such that the usual cup product corresponds to the value q = 1, whereas the
new product ⊙0 corresponds to the value q = 0 (cf. [BK, §6]).
For any left B-stable closed subset Z ⊂ Y , the kernel of the restriction
map γ : H∗(Y) → H∗(Z) is an ideal under the product ⊙0 in H
∗(Y). To
see this, let Z =
⋃
Bw℘, where w runs over a certain subset SZ of Aff
′(W ).
Then,
Ker γ =
⊕
w∈Aff′(W )\SZ
C εw. (∗)
Of course, Ker γ is an ideal of H∗(Y) under the cup product. From this
and (∗), it follows easily that Ker γ is an ideal of H∗(Y) under ⊙0.
This allows us to define the product ⊙0 in H
∗(Z) making the restriction
map γ : H∗(Y)→ H∗(Z) a ring homomorphism under ⊙0. In particular, we
have the product ⊙0 in H
∗(Y2).
2.3 Lemma. The product ⊙0 in H
∗(Y2) coincides with the cup product.
Proof. From the definition of ⊙0, to prove the lemma, it suffices to show
that for any u, v, w ∈ Aff ′2(W ) such that c
w
u,v 6= 0 in the decomposition (1) of
(2.2), we have (
u−1ρˆ+ v−1ρˆ− w−1ρˆ− ρˆ
)
(x0) = 0. (1)
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Since cwu,v 6= 0, we, in particular, have
ℓ(w) = ℓ(u) + ℓ(v). (2)
By [Ko2, Theorems 3.13 and 4.5 and Identity 3.18], for any u ∈ Aff ′2(W ),
ρ− u−1ρ = ℓ(u)δ + λu, (3)
for some λu in the root lattice of g, where δ is the basic imaginary root of
the affine Lie algebra gˆ.
Thus, for any such u,
(ρ− u−1ρ)(x0) = ℓ(u). (4)
Combining (2) and (4), we get (1). This proves the lemma.
We now come to the proof of Theorem 2.2.
2.4 Proof of Theorem 2.2. Define the following Lie subalgebras of gˆ:
uˆ := g⊗ tC[t], uˆ− = g⊗ t−1C[t−1], g0 := g⊗ 1⊕ Cc⊕ Cd.
By a result of Garland (cf. [K2, Theorem 3.2.7]), as g0-module, the Lie
algebra cohomology
Hp(uˆ−) ≃
⊕
w∈Aff′(W ),ℓ(w)=p
L0(w
−1ρˆ− ρˆ)∗, (1)
where L0(λ) denotes the irreducible g0-module with highest weight λ. Simi-
larly, by [K2,(3.2.11.3)],
Hp(uˆ) ≃
⊕
w∈Aff′(W ),ℓ(w)=p
L0(w
−1ρˆ− ρˆ). (2)
By [BK, Theorem 42], there is a graded algebra isomorphism
φ : H∗(Y ,⊙0) ≃
[
H∗(uˆ)⊗H∗(uˆ−)
]g0
,
where H∗(Y ,⊙0) denotes H
∗(Y) equipped with the product ⊙0. (Even
though in [BK] the theorem is proved for semisimple Lie algebras, the same
proof carries over and gives the result for any symmetrizable Kac-Moody
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case.) Moreover, under the above identifications (1) and (2), for any w ∈
Aff ′(W ),
φ(εw) ∈
[
L0(w
−1ρˆ− ρˆ)⊗ L0(w
−1ρˆ− ρˆ)∗
]g0
.
The cohomology modules Hp(uˆ) and Hp(uˆ−) acquire a grading coming from
the total degree of t in ∧p(uˆ) and ∧p(uˆ−) respectively. Thus,
Hp(uˆ) =
⊕
m∈Z+
Hp(−m)(uˆ),
where Hp(−m)(uˆ) denotes the space of elements of H
p(uˆ) of total t-degree −m.
Similarly,
Hp(uˆ−) =
⊕
m∈Z+
Hp(m)(uˆ
−).
Clearly,
Hp(−m)(uˆ) = H
p
(m)(uˆ
−) = 0, if m < p.
Let H∗D(uˆ) denote the ‘diagonal’ cohomology
H∗D(uˆ) :=
⊕
p∈Z+
Hp(−p)(uˆ),
and similarly
H∗D(uˆ
−) :=
⊕
p∈Z+
Hp(p)(uˆ
−).
Then, clearly, H∗D(uˆ) and H
∗
D(uˆ
−) are graded g-subalgebras of H∗(uˆ) and
H∗(uˆ−) respectively. By [Ko2, Theorem 4.16], as graded g-algebras,
H∗D(uˆ) ≃ ∧(g)
/
〈∂(g)〉,
where ∂ : g → ∧2(g) is the map defined in Section (1) and 〈∂(g)〉 denotes
the ideal of the exterior algebra ∧(g) generated by ∂(g). Similarly,
H∗D(uˆ
−) ≃
∧(g)
〈∂(g)〉
.
Moreover, by [Ko1], the g-module ∧(g)
〈∂(g)〉
is a multiplicity free g-module. In
fact, for any abelian ideal I ⊂ b (which is automatically contained in n :=
[b, b]), consider the line ∧dim I(I) ⊂ ∧dim I(g). Then, I being an ideal in b,
∧dim I(I) is stable under b. Let VI ⊂ ∧
dim I(g) be the (irreducible) g-module
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generated by ∧dim I(I). Then, as g-modules, the canonical map (induced by
the inclusion) ⊕
I∈Ξ
VI →
∧(g)
〈∂(g)〉
is an isomorphism, where Ξ is the set of all abelian ideals of b. By a result
of D. Peterson, Ξ has cardinality 2ℓ, ℓ being the rank of g. Further, for any
p ≥ 0,
∧p(g)
〈∂(g)〉 ∩ ∧p(g)
is a self-dual g-module.
Thus, as graded algebras,[
H∗D(uˆ)⊗H
∗
D(uˆ
−)
]
g0 ≃
[
∧(g)
〈∂g〉
⊗
∧(g)
〈∂g〉
]g
=: Bg. (3)
We next show that the composite ξ := γ ◦ φ−1 ◦ i[
H∗D(uˆ)⊗H
∗
D(uˆ
−)
]
g0 i→֒
[
H∗(uˆ)⊗H∗(uˆ−)
]
g0
φ−1
∼
−→ H∗(Y ,⊙0)
γ
−→ H∗(Y2,⊙0),
is an algebra isomorphism.
By (1) of (2.1), the total dimension
dimH∗(Y2) = 2
ℓ.
Also, by the above discussion,
dim
[
H∗D(uˆ)⊗H
∗
D(uˆ
−)
]g0
= 2ℓ.
Observe that all the maps i, φ−1 and γ are algebra homomorphisms. Thus,
it suffices to show that ξ is surjective. Take w ∈ Aff ′2(W ) and consider the
one dimensional subspace
V (w) :=
[
L0(w
−1ρˆ− ρˆ)⊗ L0(w
−1ρˆ− ρˆ)∗
]g0
of
[
H∗(uˆ)⊗H∗(uˆ−)
]g0
under the identifications (1) and (2) of (2.4). Under the isomorphism φ−1,
φ−1(V (w)) = C εw.
On the other hand, by [Ko2, Theorems 4.5 and 4.8], for w ∈ Aff ′2(W ), V (w) ⊂
Im(i). This proves the surjectivity of ξ and hence concludes the proof that ξ
is a graded algebra isomorphism. Combining this with the identification (3)
and Lemma 2.3, we get Theorem 2.2.
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By a result of Garland-Raghunathan [GR] and Quillen (unpublished),
the space Y is homotopically equivalent to the continuous based loop group
Ωe(K) of a maximal compact subgroup K of G. In particular,
H∗(Y) ≃ H∗(Ωe(K)).
2.5 The generators of H∗(Ωe(K))
Let F be the ring C[t, t−1] of Laurent polynomials. For any invariant homo-
geneous polynomial P ∈ S(g∗)g of degree d+ 1 (d ≥ 1), define the map
φ˜P : ∧
2d
C (g⊗ F )→ Ω
1
F
by
φ˜P
(
v0 ∧ v1 ∧ · · · ∧ v2d−1
)
=∑
σ∈S2d
ε(σ)P
(
vσ(0),
[
vσ(1), vσ(2)
]
, . . . ,
[
vσ(2d−3), vσ(2d−2)
]
, dvσ(2d−1)
)
,
for vi ∈ g ⊗ F , where the loop algebra g ⊗ F has the standard bracket,
Ω1F is the space of algebraic 1-forms on the affine variety C
∗, d(x ⊗ a(t))
:= x⊗ da(t)
dt
dt ∈ g⊗Ω1F for x ∈ g and a(t) ∈ F , and P is extended F -linearly.
Define the residue map α : Ω1F → C by
α
(
Q(t)dt
)
= the coefficient of
1
t
in Q(t).
Of course, α(Q(t)dt) = 1
2πi
∫
S1
Q(t)dt. Composing φ˜P with α, we get the map
φP : ∧
2d
C (g⊗ F )→ C.
It is easy to see that φP represents a relative cocycle for the Lie algebra
pair (g⊗F, g) (cf. [K2, §3.1.3]), thus giving rise to a Lie algebra cohomology
class [φP ] ∈ H
2d(g⊗ F, g).
We recall the following result from [K1, Theorem 1.6 and Lemma 1.8].
2.6 Theorem. The integration map (appropriately defined) defines an alge-
bra isomorphism in cohomology
H∗(g⊗ F, g) ≃ H∗(Y) ≃ H∗
(
Ωe(K)
)
.
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From now on, we will identify H∗(g⊗ F, g) with H∗(Y).
As is well known, S(g∗)g is freely generated (as a commutative alge-
bra) by certain homogeneous polynomials P1, . . . , Pℓ of degrees m1+1, m2+
1, . . . , mℓ + 1 respectively, where m1 = 1 < m2 ≤ · · · ≤ mℓ are the ex-
ponents of g. Moreover, H∗(Ωe(K)) is freely generated (again as a com-
mutative algebra) by taking double suspension Pˆ1, . . . , Pˆℓ of the elements
P1, . . . , Pℓ respectively; first associated to the universal principal K-bundle
K → E(K)→ B(K) and then to the fibration Ωe(K)→ Pe(K)→ K where
Pe(K) denotes the space of continuous maps β : I → K from the closed unit
interval I starting at e (i.e., β(0) = e) (cf. [B, Proposition 7.1]). (Here we
have identified H∗(B(K)) ≃ S(g∗)g.) Observe that Pˆi ∈ H
2mi(Ωe(K)).
Then, the class Pˆi corresponds to the class [φPi] ∈ H
2mi(g⊗ F, g) under
the identification of Theorem 2.6 (cf. [CS, Proposition 3.2] where an explicit
description of the first suspension is given, combined with [B, §7] where the
second suspension is described explicitly; alternatively see [T, §3]).
Combining this with Theorem 2.6, we get the following.
2.7 Theorem. The cohomology classes [φP1 ], . . . , [φPℓ ] ∈ H
∗(g⊗ F, g) (with
degrees 2m1, . . . , 2mℓ respectively) generate the cohomology H
∗(g⊗F, g) freely
(as a commutative algebra).
Theorems 2.2 and 2.7 readily prove the first part of Conjecture 1.1. Specif-
ically, we have the following.
2.8 Theorem. With the notation as in Section (1), the algebra Ag is gener-
ated, as an algebra, by the element S.
Proof. By the above Theorem 2.7, the polynomial ring
C[x1, . . . , xℓ]
∼
−→ H∗(Y), xi 7→ [φPi].
Observe next that the restriction map γ : H∗(Y) → H∗(Y2) is surjective.
This follows since, by the Bruhat decomposition of Y as in (2.1), Y is a
CW-complex obtained from Y2 by attaching (real) even dimensional cells. In
particular, composing the above isomorphism with γ, we get a surjection
η : C[x1, . . . , xℓ]→ H
∗(Y2).
We next show that, under the identification ofH∗(Y2) with the algebra B
g
(guaranteed by Theorem 2.2), the element x1 7→ zS (for a nonzero z ∈ C) and
each η(xi), i > 1, lies in the kernel of the standard quotient map B
g → Ag.
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We first prove the assertion that η(x1) = zS. Since H
2(Y2) is one dimen-
sional and η(xi) is a cohomology class of degree 2mi > 2 for any i > 1, η(x1)
is the unique nonzero element of H2(Y2) (up to a nonzero scalar multiple).
Further, by Theorem 2.2,
H2(Y2) ≃ (B
2)g,
where B2 is the total degree 2 component of B. But S is the unique element
of (B2)g (up to scalar multiples). This proves the assertion that η(x1) = zS.
We next prove that η(xi), for i > 1, lies in the kernel of B
g → Ag.
Take dual bases {ei} and {fi} of g as in Section (1). Then, {ei(n) :=
ei⊗ t
n}n∈Z forms a basis of g⊗F . Identify (g⊗ t
n)∗ with g⊗ tn as a g-module
via the Killing form on the g-factor. Then, {fi(n) := fi ⊗ t
n}n∈Z is the dual
basis of
(g⊗ F )∨ :=
⊕
n∈Z
(g⊗ tn)∗ ≃ g⊗ F. (1)
For any σ ∈ S2d and P ∈ S
d+1(g∗)g (d ≥ 2), consider the linear form
φP,σ : ⊗
2d
C
(g⊗ F )→ C,
defined by
φP,σ
(
v0 ⊗ v1 ⊗ · · · ⊗ v2d−1
)
= α
(
P
(
vσ(0),
[
vσ(1), vσ(2)
]
, . . . ,
[
vσ(2d−3), vσ(2d−2)
]
, dvσ(2d−1)
))
.
For notational convenience, assume σ(1) < σ(2). For any fixed
v0, v1, . . . , vˆσ(1), . . . , vˆσ(2), . . . , v2d−1 ∈ g⊗ F,
consider the restriction φ¯P,σ of the function φP,σ to
v0 × v1 × · · · × g⊗ F × · · · × g⊗ F × · · · × v2d−1,
where the two copies of g⊗F are placed in the σ(1) and σ(2)-th slots. Then,
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under the above identification (1),
φ¯P,σ =
∑
i,j,m,n
fi(n)⊗ fj(m)α
(
P
(
vσ(0),
[
ei(n), ej(m)
]
,
[
vσ(3), vσ(4)
]
, . . . ,
[
vσ(2d−3), vσ(2d−2)
]
, dvσ(2d−1)
))
=
∑
i,j,m,n,k
fi(n)⊗ fj(m)α
(
P
(
−, 〈[ei, ej ], ek〉fk(n+m),−
))
=
∑
i,j,m,n,k
〈ei, [ej, ek]〉 fi(n)⊗ fj(m)α
(
P
(
−, fk(n+m),−
))
=
∑
j,k,m,n
[ej , ek](n)⊗ fj(m)α
(
P
(
−, fk(n+m),−
))
= −
∑
j,k,m,n
[ek, ej ](n)⊗ fj(m)α
(
P
(
−, fk(n+m),−
))
. (2)
Recall the definition of the isomorphism
ξ :
[
H∗D(uˆ)⊗H
∗
D(uˆ
−)
]g0
→ H∗(Y2)
from (2.4). In particular, any class c ∈ H2p(Y2) is the restriction of a class in
H2p(Y) represented by a relative cocycle ω of the Lie algebra pair (g⊗ F, g)
lying in the linear span of{
fi1(1) ∧ · · · ∧ fip(1) ∧ fj1(−1) ∧ · · · ∧ fjp(−1)
}
i1 < · · · < ip
j1 < · · · < jp
.
Also, recall the isomorphism[
H∗D(uˆ)⊗H
∗
D(uˆ
−)
]
g0 ≃ Bg
from (3) of (2.4). These two isomorphisms put together give rise to the
identification of Theorem 2.2:
H∗(Y2)
∼
−→ Bg.
From the definition of the map η : C[x1, . . . , xℓ] → H
∗(Y2) and (2), we
see that, for all i > 1, η(xi) belongs to the ideal of B generated by the
copy C3 of the adjoint representation. To prove this observe that, from the
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above discussion, in the decomposition (2) of φ¯P,σ we can take (n,m) to be
one of (1,1), (-1,-1), (1,-1) or (-1,1). The terms in the right side of (2) of
the form (1,1) (resp. (-1,-1)) lie in the ideal generated by C1 (resp. C2),
whereas the terms of the form (1,-1) and (-1,1) lie in the ideal generated by
C3. Thus, η(xi) goes to 0 under the quotient map B
g → Ag. This proves the
theorem.
2.9 Remark. It is likely that Etingof’s map given in his conjecture [E,
Conjecture 2.3] coincides with our map η (defined in the proof of Theorem
2.8) under the identification of Theorem 2.2. If so, the surjectivity of the
map η as in the proof of Theorem 2.8 together with Theorem 2.2 will prove
his conjecture.
3 A Conjecture
Let Ξ be the set of all the abelian ideals in the Borel subalgebra b and let
Ξo be the subset consisting of those abelian ideals I such that for any root
space gα corresponding to the root α, if gα ⊂ I, then 〈α, θ〉 6= 0, where θ is
the highest root.
Recall that there is a bijection ζ : Ξ → Aff ′2(W ) such that for any I ∈
Ξ, dim I = ℓ(ζ(I)) (see, e.g., [Ko2, Theorem 4.4]). Actually, we take ζ(I) =
(σI)
−1, where σ is the map as in loc cit. Denote the image ζ(Ξo) by Aff ′2(W )
o
and consider the subvariety of Y2:
Z :=
⋃
w∈Aff′2(W )
o
Bw℘/℘.
3.1. Conjecture. Consider the map Φ : H∗(Y2) → A
g obtained by the
isomorphism H∗(Y2)
∼
−→ Bg of Theorem 2.2 followed by the standard pro-
jection Bg → Ag. Then, Φ factors through the cohomology H∗(Z) under the
restriction map H∗(Y2)→ H
∗(Z).
By Suter [S, Theorem 11 and Proposition 4], for any I ∈ Ξo, dim I ≤ h−1.
In particular, this gives
dimCZ ≤ h− 1.
So, the validity of the above conjecture will readily imply the validity of
part (ii) of Conjecture 1.1.
14
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