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De´monstration constructive de l’existence de
polynoˆmes de Bernstein-Sato pour plusieurs fonctions
analytiques
Rouchdi BAHLOUL
Abstract
In 1987, C. Sabbah proved the existence of Bernstein-Sato polynomials associated with
several analytic functions. The purpose of this article is to give a more elementary and
constructive proof of the result of C. Sabbah based on the notion of the analytic Gro¨bner
fan of a D-module.
Introduction et e´nonce´ des re´sultats principaux
Fixons n > 1 et p > 1 deux entiers et v ∈ Np. Soient x = (x1, . . . , xn) et s = (s1, . . . , sp) deux
syste`mes de variables. On se donne f1, . . . , fp ∈ C{x} = C{x1, . . . , xn}. Notons Dn l’anneau des
ope´rateurs diffe´rentiels a` coefficients dans C{x}. Pour b(s) ∈ C[s] = C[s1, . . . , sp], conside´rons
l’identite´ suivante :
(⋆) b(s)f s ∈ Dn[s]f
s+v,
ou` f s+v = f s1+v11 · · · f
sp+vp
p . Un polynoˆme b(s) ve´rifiant une telle identite´ est appele´ polynoˆme de
Bernstein-Sato (associe´ a` f = (f1, . . . , fp)). L’ensemble de ces polynoˆmes forment un ide´al appele´
ide´al de Bernstein-Sato (associe´ a` f) et qu’on note Bv(f).
Rappelons que c’est I.N. Bernstein [Ber72] qui, dans le cas p = 1 et ou` f est polynomiale, a montre´
que l’ide´al Bv(f) est non nul (dans ce cas, il faut, dans (⋆), remplacer Dn par l’alge`bre de Weyl
An(C), i.e. l’alge`bre des ope´rateurs diffe´rentiels a` coefficients polynomiaux). Dans le cas ou` f est
analytique et toujours pour p = 1, la non nullite´ de Bv(f) revient a` J.E. Bjo¨rk [Bjo¨73] avec des
me´thodes similaires a` celles employe´es dans [Ber72]. Dans ce meˆme cas, citons M. Kashiwara [Kas76]
qui publia une autre preuve et de´montra en plus que le ge´ne´rateur unitaire de l’ide´al de Bernstein-
Sato est a` racines rationnelles. Pour p > 2, la preuve dans le cas polynomial est une ge´ne´ralisation
facile de celle de I.N. Bernstein, que l’on peut trouver dans [Lic88]. Dans le cas analytique avec
p > 2, la non nullite´ de Bv(f) a e´te´ de´montre´e par C. Sabbah ([Sab87a] et [Sab87b]). Citons la
contribution de A. Gyoja [Gyo93] qui a repris la preuve de C. Sabbah en montrant de plus que
Bv(f) contient un e´le´ment rationnel non nul.
L’objet du pre´sent article est une mise au point de la preuve donne´e par C. Sabbah. Plus
pre´cise´ment, on peut de´composer la preuve de C. Sabbah en deux grandes e´tapes : la premie`re
utilise des arguments similaires a` ceux employe´s par M. Kashiwara dans le cas p = 1, la deuxie`me
consiste essentiellement en un re´sultat de finitude qui permet par la suite de se ramener au re´sultat
de la premie`re e´tape. La seconde e´tape de la preuve de C. Sabbah s’appuie sur un e´ventail dit
adapte´ ([Sab87a] prop. 2.2.1 et th. A.1.1) dont l’existence me´riterait une mise au point technique
supple´mentaire (voir le commentaire qui suit le th. S1). Aussi, nous proposons dans cet article un
e´nonce´ et une de´monstation plus e´le´mentaires et plus constructifs de la seconde e´tape, qui e´vitent
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la notion de´licate d’e´ventail adapte´.
Afin de motiver les re´sultats du pre´sent article, nous rappelons, sans entrer dans tous les de´tails,
la preuve de C. Sabbah. Dans ce rappel, nous mettrons en e´vidence le re´sultat de C. Sabbah pour
lequel nous allons donner un e´nonce´ et une preuve plus constructifs. Signalons que la plupart des
notions ou notations introduites ci-dessous qui nous seront utiles dans la suite seront de´taille´es dans
les sections suivantes.
On note Dn+p l’anneau des ope´rateurs diffe´rentiels a` coefficients dans C{x, t} = C{x1, . . . , xn,
t1, . . . , tp}. En suivant la me´thode de B. Malgrange [Mal75], on fait agir Dn+p sur C{x}[
1
f1···fp
, s]f s.
On note I l’ide´al (a` gauche1) annulateur de f s dans Dn+p et M le quotient M = Dn+p/I.
Pour chaque j = 1, . . . , p, notons Vj(Dn+p) la V -filtration de Kashiwara-Malgrange associe´e a` la
variable tj et notons V = (V1, . . . , Vp) la (multi)filtration de Dn+p indexe´e par Z
p : pour w ∈ Zp,
Vw(Dn+p) =
p⋂
j=1
{Vj}wj (Dn+p).
Elle induit une filtration V (M) sur M ou` pour tout w ∈ Zp, Vw(M) est l’image de Vw(Dn+p) par
la projection Dn+p →M = Dn+p/I.
Pour j = 1, . . . , p, identifions la filtration Vj avec la forme line´aire sur N
2n+2p donne´e par
Vj(α, µ, β, ν) = νj − µj (ou` α, β ∈ N
n, µ, ν ∈ Np et α, µ, β, ν correspondent respectivement a`
x, t, ∂x, ∂t). Notons UV =
∑p
j=1R>0Vj . On identifie UV a` (R>0)
p. Chaque L de UV ∩ N
p (i.e. L a`
coefficients entiers) donne lieu a` une filtration naturelle V L de Dn+p et de M indexe´e par Z donne´e
par :
V Lk (M) =
∑
{w∈Zp;L(w)6k}
Vw(M),
ou` L(w) = l1w1 + · · · + lpwp si L = (l1, . . . , lp) ∈ N
p.
Voici maintenant les deux e´tapes de la preuve donne´e par C. Sabbah.
Etape 1
The´ore`me. ([Sab87a] th. 3.1.1, voir aussi [Gyo93] 2.9 et 2.10) Pour tout L ∈ UV ∩N
p, il existe
un polynoˆme b ∈ C[λ] d’une variable tel que pour tout k ∈ Z, on ait
b
(
L(−∂t1t1, . . . ,−∂tp tp)− k
)
V Lk (M) ⊂ V
L
k−1(M).
La preuve de ce re´sultat utilise des arguments analogues a` ceux employe´s par M. Kashiwara
[Kas76] dans le cas p = 1.
Notons bL le polynoˆme unitaire de plus bas degre´ satisfaisant l’identite´ pre´ce´dente. La
contribution de A. Gyoja [Gyo93] consiste dans le fait que bL est a` racines dans Q<0.
Etape 2 Nous allons introduire deux nouvelles filtrations sur M .
i) Soit σ un coˆne convexe rationnel dans Rp>0. On note L(σ) l’ensemble des e´le´ments primitifs
du 1-squelette de σ (i.e. L ∈ L(σ) si et seulement si la droite engendre´e par L est dans le
1-squelette de σ et les coefficients de L sont des entiers sans facteurs communs). Pour tout
w ∈ Zp, on note :
σVw(M) =
∑
{w′∈Zp |∀L∈L(σ)L(w′)6L(w)}
Vw′(M).
(Voir la figure 1 ou` p = 2 et σ est engendre´ par L1 et L2 : m ∈
σVw(M) ⇐⇒ m
est repre´sente´ par un ope´rateur P ∈ Dn+p dont le diagramme de Newton est dans le
1Dans tout le texte, ide´al signifie ide´al a` gauche
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quadrillage.)
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Figure 1. σVw(M)
Pour tout w ∈ Zp, nous avons facilement les inclusions suivantes :
σVw(M) ⊆
⋂
L∈σ
V LL(w)(M) ⊆
⋂
L∈L(σ)
V LL(w)(M),
la premie`re e´tant triviale et la seconde venant du fait que L(σ) est inclus dans l’adhe´rence
de σ.
The´ore`me S1. ([Sab87a] th. A.1.1 et prop. 2.2.1) Il existe un e´ventail Σ (dit e´ventail
adapte´ a` V (M)) constitue´ de coˆnes polye´draux rationnels convexes tel que pour tout coˆne
σ ∈ Σ et pour tout w ∈ Zp, on ait :
σVw(M) =
⋂
L∈L(σ)
V LL(w)(M).
C’est ce the´ore`me S1 dont nous allons donner un e´nonce´ et une preuve plus e´le´mentaires.
Disons un mot de la preuve. Dans l’appendice de [Sab87a] en collaboration avec F.J. Castro
Jime´nez, C. Sabbah de´montre l’existence d’un e´ventail Σ dit adapte´ a` la filtration V (M)
apre`s quoi il montre dans la proposition 2.2.1 que pour tout coˆne d’un tel e´ventail, on a
l’e´galite´ pre´ce´dente. La preuve de l’existence d’un tel e´ventail me´riterait une mise au point.
En effet, elle s’appuie sur une division a` parame`tre qui conduirait a` l’apparition de se´ries
formelles dans les variables ∂xi de de´rivation.
ii) Soit V (M) la filtration indexe´e par Zp de´finie par :
V w(M) =
⋂
L∈UV
V LL(w)(M).
Comme conse´quence du the´ore`me S1, nous avons :
Corollaire S2.
(a) Pour tout w ∈ Zp,
V w(M) =
⋂
L∈L(Σ)
V LL(w)(M),
ou` L(Σ) de´signe l’ensemble des e´le´ments primitifs du 1-squelette de Σ.
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(b) Il existe κ ∈ Np tel que pour tout w ∈ Zp, on ait
Vw(M) ⊂ V w(M) ⊂ Vw+κ(M).
Faisons quelques commentaires sur la preuve de ce re´sultat. L’assertion (a) de S2 de´coule
trivialement de S1, en effet :
V w(M) =
⋂
σ∈Σ
( ⋂
L∈σ
V LL(w)(M)
)
=
⋂
σ∈Σ
( ⋂
L∈L(σ)
V LL(w)(M)
)
par S1
=
⋂
L∈L(Σ)
V LL(w)(M).
En ce qui concerne, l’assertion (b), C. Sabbah de´montre que si un e´ventail Σ satisfait
l’e´nonce´ du the´ore`me S1 alors la filtration V (M) est une bonne V (Dn+p) filtration ce qui,
par un lemme usuel de comparaison entre bonnes filtrations fournit les inclusions voulues
(il faut noter que la premie`re inclusion de (b) est trivialement vraie et que c’est la deuxie`me
qui nous inte´resse).
Finissons le rappel de la preuve. Notons δ la classe de 1 dans le quotient M = Dn+p/I. Posons
b(s) =
∏
L∈L(Σ)
( ∏
−L(v+κ)<k60
bL
(
L(s)− k
))
Par les assertions (a) et (b) de S2, on constate que :
b(−∂tt)δ ∈ V −v−κ(M) ⊂ V−v(M),
ce qui signifie que b(s) ∈ Bv(f).
Nous allons maintenant e´noncer les re´sultats principaux du pre´sent article.
On se donne un ide´al I de Dm (anneau des ope´rateurs diffe´rentiels a` coefficients analytiques
faisant intervenir m variables). Dans [A-C-G01], A. Assi, F. Castro Jime´nez et M. Granger ont
introduit l’ensemble U des formes line´aires L pour lesquelles la filtration de Dm naturellement
associe´e est compatible avec la structure non commutative de Dm (cf. paragraphe 1.2). Ils ont
e´tudie´ le comportement du gradue´ grL(I) lorque L varie dans U . Conside´rons la relation sur U telle
que L et L′ sont en relation si les gradue´s grL(h(I)) et grL
′
(h(I)) sont isomorphes (h(I) de´signe
l’homoge´ne´ise´ de I dont nous rappelons la de´finition plus loin). Cette relation est une relation
d’e´quivalence donnant sur U une partition constitue´e de coˆnes polye´draux rationnels convexes.
L’eventail ainsi constitue´ est appele´ e´ventail de Gro¨bner (analytique) associe´ a` h(I) et note´ E(h(I)).
Maintenenant, posons m = n+p et reprenons les notations pre´ce´dentes. Comme nous le verrons,
on peut naturellement inclure UV dans U . On note alors EV = EV (h(I)) l’e´ventail obtenu comme
restriction de E(h(I)) a` UV . Voici les re´sultats qu’on se propose de montrer ici.
The´ore`me 1. Pour tout coˆne σ de EV ,
σVw(M) =
⋂
L∈L(σ)
V LL(w)(M).
L’analogue du corollaire S2 en de´coule pour (a) et (b) en remplac¸ant le 1-squelette de Σ par
celui de EV . En effet, la preuve du corollaire S2 fonctionne pour n’importe quel e´ventail de`s que ce
dernier satisfait le the´ore`me S1.
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The´ore`me 2. Pour p = 2, il existe κ ∈ N2 calculable a` partir de bases de Gro¨bner associe´es a`
chaque coˆne de l’e´ventail EV (ce calcul sera de´taille´ a` la section 3) tel que pour tout w ∈ Z
2,
V w+κ(M) ⊂ Vw(M).
Pour p > 3, une ge´ne´ralisation de ce re´sultat semble se heurter a` des difficulte´s techniques
difficiles a` re´soudre.
En re´sume´, voici l’apport du pre´sent article :
– Un e´nonce´ et une preuve constructifs du the´ore`me cle´ S1 ce qui fournit une approche plus
e´le´mentaire et plus constructive de l’e´tape 2 de la preuve de C. Sabbah et qui permet d’e´viter
la notion d’e´ventail adapte´.
– Pour p = 2, une preuve entie`rement constructive de l’e´tape 2 dans la preuve de C. Sabbah.
Je signale que cet article constitue une partie de ma the`se [Bah03] dans laquelle on pourra trouver
une autre preuve de l’assertion (a) de S2 sans passer par le the´ore`me 1.
De´crivons le contenu de cet article.
Dans une premie`re section, nous faisons un certain nombre de rappels concernant le the´ore`me de
division dans Dm〈z〉 tel qu’il est e´nonce´ dans [A-C-G01], les notions de base standard et d’e´ventail
de Gro¨bner. La section 2 est consacre´e a` la de´monstration du the´ore`me 1. Dans la troisie`me section,
nous de´montrons le the´ore`me 2.
1. Rappels et re´sultats pre´paratoires
Dans les paragraphes qui suivent, nous rappelons, sans donner les de´monstrations un certain nombre
de notions et de re´sultats qui nous seront utiles dans les sections 2 et 3.
1.1 Homoge´ne´isation
Comme dans [C-N97], nous introduisons l’anneau Dm〈z〉. C’est avec cet anneau que les auteurs de
[A-C-G01] ont introduit l’e´ventail de Gro¨bner analytique.
Dans ce paragraphe et jusqu’a` 1.3.2, x = (x1, . . . , xm) et Dm de´signe l’anneau des ope´rateurs
diffe´rentiels a` coefficients dans C{x}. On de´finit l’anneau Dm〈z〉 comme la C{x}-alge`bre engendre´e
par ∂x1 , . . . , ∂xm , z ou` les seules relations de commutation non triviales sont :
[∂xi , c(x)] =
∂c(x)
∂xi
z pour i = 1, . . . , n et c(x) ∈ C{x}.
Dans l’anneau Dm, on note deg(P ) le degre´ total en les ∂xi d’un e´le´ment P . Conside´rons la filtration
associe´e. Elle s’e´tend naturellement a` Dm〈z〉 en conside´rant le degre´ total en les ∂xi et z. Cette
filtration fait de Dm〈z〉 une alge`bre gradue´e :
Dm〈z〉 =
⊕
d∈N
Dm〈z〉d avec Dm〈z〉d =
⊕
k+|β|=d
C{x}∂βx z
k,
ou` β ∈ Nm, ∂βx = ∂
β1
x1 · · · ∂
βm
xm et |β| = β1 + · · ·+ βm.
On dit qu’un ope´rateur P ∈ Dm〈z〉 est homoge`ne (de degre´ d) si P ∈ Dm〈z〉d.
Pour P ∈ Dm, on de´finit son homoge´ne´ise´ h(P ) ∈ Dm〈z〉 comme suit.
On e´crit P =
∑
β cβ(x)∂
β
x et on pose h(P ) =
∑
β cβ(x)∂
β
x zd−|β| ou` d = deg(P ), ainsi h(P ) est
homoge`ne de degre´ deg(P ).
De plus pour un ide´al I de Dm, on de´finit h(I) comme l’ide´al (a` gauche) de Dm〈z〉 engendre´ par
l’ensemble des h(P ) avec P parcourant I.
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1.2 Filtrations, divisions et bases standards
Nous rappelons les notions usuelles de filtrations sur Dm et Dm〈z〉, le the´ore`me de division dans
Dm〈z〉 de [A-C-G01]. Nous rappelons aussi les notions de bases standards et bases standards re´duites
minimales.
Soit U l’ensemble des formes line´aires L : R2m → R, L(α, β) =
∑n
1 eiαi +
∑n
1 fiβi avec pour
tout i = 1, . . . , n, ei 6 0 et ei + fi > 0. On e´tend U a` R
2m+1 en posant L(α, β, k) = L(α, β).
Pour P ∈ Dm〈z〉 (resp. P ∈ Dm), on e´crit P =
∑
α,β,k aα,β,kx
α∂βxzk (avec aα,β,k = 0 pour k > 0 si
P ∈ Dm). On de´finit le diagramme de Newton de P , note´ N (P ) ⊂ N
2m+1 (resp. ⊂ N2m), comme
l’ensemble des (α, β, k) ∈ N2m+1 pour lesquels aα,β,k 6= 0.
Etant donne´ L ∈ U et P ∈ Dm〈z〉 (ou P ∈ Dm), on de´finit l’ordre de P par rapport a` L comme
ordL(P ) = maxL(N (P )). Cette ordre induit une filtration FL sur Dm〈z〉 ou Dm indexe´e par
L(N2m+1) donne´e par :
FLk (Dm〈z〉) = {P ∈ Dm〈z〉; ord
L(P ) 6 k}
ainsi qu’un gradue´ associe´ grL(Dm〈z〉) =
⊕
k∈L(N2m+1)
FLk (Dm〈z〉)/F
L
<k(Dm〈z〉).
Pour P ∈ Dm〈z〉, on note σ
L(P ) ∈ grL(Dn〈z〉) le symbole principal de P , i.e. la classe de P dans
quotient FLk (Dm〈z〉)/F
L
<k(Dm〈z〉) avec k = ord
L(P ). Si J est un ide´al de Dm〈z〉, on a une filtration
FL(J) induite qui conduit a` un ide´al gradue´ de grL(Dm〈z〉) qu’on note gr
L(J) et qui est engendre´
par l’ensemble des σL(P ) pour P ∈ J .
Pour une forme L ∈ U , on de´finit deux ordres : <L sur N
2m et <hL sur N
2m+1 :
(α, β) <L (α
′, β′) ⇐⇒


L(α, β) < L(α′, β′)
ou
(
e´galite´ et |β| < |β′|
)
ou
(
e´galite´s et (α, β) >0 (α
′, β′)
)
,
ou` <0 est un bon ordre compatible avec l’addition fixe´ pour toute la suite.
(α, β, k) <hL (α
′, β′, k′) ⇐⇒
{
k + |β| < k′ + |β′|
ou
(
e´galite´ et (α, β) <L (α
′, β′)
)
.
Pour P ∈ Dm〈z〉, on de´finit l’exposant privile´gie´ exp<h
L
(P ) = max<h
L
(N (P )) et le monoˆme
privile´gie´ mp<h
L
(P ) = (x, ∂x, z)
exp
<h
L
(P )
. De meˆme pour P ∈ Dm et <L a` la place de <
h
L. Notons
que exp≺(PQ) = exp≺(P )+exp≺(Q) de`s que ≺ est compatible avec l’addition ce qui est le cas pour
<L et <
h
L. Rappelons le the´ore`me de division dans Dm〈z〉 de [A-C-G01].
Soit L ∈ U . Soient Q1, . . . , Qr une famille d’e´le´ments de Dm〈z〉. Notons (∆1, . . . ,∆r, ∆¯) la
partition de N2m+1 de´finie a` partir des exp<h
L
(Qj) :
– ∆1 = exp<h
L
(Q1) + N
2m+1
– ∆j = (exp<h
L
(Qj) + N
2m+1)r (
⋃i=j−1
i=1 ∆i) pour j = 2, . . . , r
– ∆¯ = N2m+1 r (
⋃j=r
j=1∆j)
The´ore`me 1.1. ([A-C-G01] Theorem 7) Pour tout P ∈ Dm〈z〉 il existe un unique (q1, . . . , qr, R) ∈
(Dm〈z〉)
r+1 tel que :
i) P = q1Q1 + · · · + qrQr +R
ii) pour tout j = 1, . . . , r, si qj 6= 0 alors N (qj) + exp<h
L
(Qj) ⊂ ∆j
iii) si R 6= 0 alors N (R) ⊂ ∆¯
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On appelle R le reste de la division de P par les Qj relativement a` <
h
L.
Corollaire 1.2.
– exp<h
L
(P ) = max<h
L
{exp<h
L
(qjQj), j = 1, . . . , r; exp<h
L
(R)}
– ordL(P ) = max{ordL(qjQj), j = 1, . . . , r; ord
L(R)}
Soit J un ide´al deDm〈z〉 et Q1, . . . , Qr ∈ J . On dit queQ1, . . . , Qr forment une<
h
L-base standard
de J si pour tout P dans J , le reste de la division de P parQ1, . . . , Qr est nul. Conside´rons l’ensemble
des exposants de J , Exp<h
L
(J) = {exp<h
L
(P ), P ∈ J r 0}. Etant donne´s Q1, . . . , Qr ∈ J , les deux
assertions suivantes sont e´quivalentes (graˆce aux the´ore`me de division) :
– Les Qj forment une <
h
L-base standard de J
– Exp<h
L
(J) =
⋃r
j=1(exp<hL
(Qj) + N
2m+1)
L’existence d’une base standard est assure´e par le lemme de Dickson qui dit que si une partie E de
Nq (q ∈ Nr 0) ve´rifie E +Nq = E (ce qui est le cas de Exp<h
L
(J)) alors il existe F ⊂ E fini tel que
E = ∪e∈F (e+ N
q).
Il est facile de voir qu’une base standard n’est pas unique, c’est pour cela qu’il existe une notion
de base standard re´duite minimale :
De´finition. Soit Q1, . . . , Qr une <
h
L-base standard de J ⊂ Dm〈z〉 et soit ej = exp<h
L
(Qj) pour
j = 1, . . . , r.
– On dit qu’elle est minimale si pour toute partie finie F de N2m+1 on a l’implication suivante :
Exp<h
L
(J) =
⋃
e∈F
(e+ N2m+1)⇒ {e1, . . . , er} ⊆ F.
– On dit qu’elle est re´duite si les Qj sont unitaires (i.e. le coefficient du monoˆne privile´gie´ est 1)
et si pour tout j :
(N (Qj)r ej) ⊂ (N
2m+1 r Exp<h
L
(J)).
Il existe une unique <hL-base standard re´duite minimale d’un ide´al J ⊂ Dm〈z〉.
Notons que si l’ide´al J est homoge`ne alors la base standard re´duite minimale est constitue´e
d’e´le´ments homoge`nes. Nous terminons ce paragraphe par un lemme qui illustre l’inte´reˆt des bases
standards re´duites minimales. Nous l’appliquerons dans la section suivante.
Lemme 1.3. Soient <1 et <2 deux ordres sur N
2m+1 qui permettent de faire des divisions dans
Dm〈z〉 (par exemple <i=<
h
Li
avec L1 et L2 deux formes). Soit {Q1, . . . , Qr} la base standard re´duite
minimale d’un ide´al J ⊂ Dm〈z〉 par rapport a` l’ordre <1. Supposons que pour tout j, exp<1(Qj) et
exp<2(Qj) soient e´gaux. Alors {Q1, . . . , Qr} est aussi la base standard re´duite minimale de J par
rapport a` <2.
Nous omettons la preuve. Disons simplement que ce qui importe lors d’une division, c’est
l’ensemble des exp<(Qj) et pas l’ordre <. Ainsi, diviser par les Qj par rapport a` <1 ou <2 donnera
les meˆmes quotients et le meˆme reste.
1.3 Eventail de Gro¨bner
Dans ce paragraphe, nous rappelons le re´sultat principal de [A-C-G01] de´crivant l’e´ventail de
Gro¨bner d’un ide´al. Nous introduisons aussi le V -e´ventail de Gro¨bner EV (h(I)), ce sera l’objet
principal des sections 2 et 3.
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1.3.1 On se donne un ide´al I de Dm et on conside`re h(I) ⊂ Dm〈z〉 son homoge´ne´ise´. Pour L
et L′ dans U , on de´finit la relation :
L ∼ L′ ⇐⇒ grL(Dm〈z〉) ≃ gr
L′(Dm〈z〉) et gr
L(h(I)) ≃ grL
′
(h(I)).
Cette relation est une relation d’e´quivalence sur U .
The´ore`me 1.4. [A-C-G01] La partition sur U donne´e par la relation d’e´quivalence pre´ce´dente est
constitue´e de coˆnes polye´draux rationnels convexes. Cette partition qu’on note E(h(I)) est appele´e
e´ventail de Gro¨bner (analytique) de h(I).
De plus pour chaque coˆne σ ∈ E(h(I)), il existe Q1, . . . , Qr ∈ h(I) homoge`nes tels que :
– pour tout L,L′ ∈ σ, σL(Qj) = σ
L′(Qj) et exp<h
L
(Qj) = exp<h
L′
(Qj) pour tout j.
– pour tout L ∈ σ, l’ensemble {Q1, . . . , Qr} est la base standard re´duite minimale de h(I) par
rapport a` <hL.
Remarquons que la deuxie`me condition nous montre que sur un coˆne σ, l’ensemble Exp<h
L
(h(I))
des exposants de h(I) par rapport a` <hL est constant lorsque L parcourt σ.
1.3.2 A partir de maintenant, on travaillera dans Dn+p et Dn+p〈z〉 (i.e. m = n + p). Pour
j = 1, . . . , p, on notera Vj ∈ U la forme line´aire donne´e par : Vj(α, µ, β, ν) = νj − µj ou` α, β ∈ N
n
et µ, ν ∈ Np. Cette forme line´aire donne lieu a` une filtration qu’on note aussi Vj et qui n’est rien
d’autre que la V -filtration de Kashiwara-Malgrange associe´e a` la variable tj (rappelons que dans
Dn+p, les variables sont x = (x1, . . . , xn) et t = (t1, . . . , tp)). On note alors V la multifiltration
V = (V1, . . . , Vp).
Nous noterons UV ⊂ U le sous-ensemble des formes line´aires L s’e´crivant :
L = l1V1 + · · ·+ lpVp,
avec (l1, . . . , lp) ∈ (R>0)
p, aussi nous identifierons UV et (R>0)
p.
A partir de maintenant, pour L ∈ UV , on notera V
L la filtration associe´e a` L (conforme´ment
aux notations de [Sab87a]). Notons que pour L ∈ UV , gr
L(Dn+p〈z〉) est isomorphe a` un sous-anneau
de Dn+p〈z〉, ainsi nous conside´rerons que tous les calculs se feront dans Dn+p〈z〉. Maintenant,
conside´rons la restriction de E(h(I)) a` UV . Ceci donne lieu au V -e´ventail de Gro¨bner de h(I) que
l’on note EV (h(I)). Comme conse´quence, on obtient un analogue du the´ore`me 1.4 :
Corollaire 1.5. Pour chaque coˆne σ de EV (h(I)), il existe Q1, . . . , Qr ∈ h(I) homoge`nes tels que :
– pour toute L,L′ ∈ σ, σL(Qj) = σ
L′(Qj) et exp<h
L
(Qj) = exp<h
L′
(Qj) pour tout j.
– pour tout L ∈ σ, l’ensemble {Q1, . . . , Qr} est la base standard re´duite minimale de h(I) par
rapport a` <hL.
On voit que pour chaque coˆne σ, il existe des Qj qui, pour tout L de σ, forment la base standard
re´duite minimale de h(I) par rapport a` <hL. S’il n’y pas de confusion possible, on l’appelle la base
standard de h(I) associe´e a` σ.
Terminons ce paragraphe par quelques remarques et notations. Un coˆne σ de EV (h(I)) n’est pas
ne´cessairement ouvert (il peut eˆtre ”semi-ouvert”). Voici comment on de´finit L(σ) :
on conside`re d’abord l’adhe´rence σ¯ de σ. Il existe L1, . . . , Lq ∈ UV qu’on suppose primitifs (avec
q > 1 pouvant eˆtre plus grand que p) tels que :
σ¯ = {L = r1L1 + · · · rqLq; ri > 0}.
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Supposons q minimal alors L(σ) est l’ensemble {L1, . . . , Lq}. L’ensemble L(EV (h(I))) n’est alors
rien d’autre que la re´union des L(σ) avec σ ∈ EV (h(I)) (remarquons qu’il est constitue´ d’e´le´ments
entiers car tout coˆne σ est rationnel).
On de´finit l’inte´rieur de σ comme l’ensemble des combinaisons a` coefficients strictement positifs
des Li. On note 〉L1, . . . , Lq〈 le coˆne ouvert engendre´ par les Li. D’autre part si L1 et L2 sont dans
UV , on note 〉L1, L2〉 = {r1L1 + r2L2; r1 > 0, r2 > 0} le coˆne semi-ouvert contenant L2 mais non
L1.
Dans la suite, on e´crira EV a` la place de EV (h(I)).
2. De´monstration du the´ore`me 1
Soit σ un coˆne de EV . Nous avons vu dans le corollaire 1.5 qu’il existe une famille Q1, . . . , Qr de
h(I) qui est la base standard re´duite minimale de h(I) par rapport a` <hL et ce pour tout L dans
σ. Maintenant, que se passe-t-il pour une forme line´aire L appartenant a` l’adhe´rence de σ mais qui
n’est pas dans σ (ce qui peut arriver pour un e´le´ment de L(σ)) ? Bien entendu les Qj ne forment
pas ne´cessairement une base standard de h(I) pour l’ordre <hL. Par contre il est possible, et c’est
le but du re´sultat suivant, de construire un ordre que nous noterons ✁σL (car il de´pend de L et de
σ) pour lequel les Qj forment la base standard re´duite minimale de h(I). Voici comment on de´finit
l’ordre en question.
D’abord on fixe une forme line´aire Lσ dans l’inte´rieur de σ et pour (α, µ, β, ν, k) et (α
′, µ′, β′, ν ′, k′)
dans Nn+p+n+p+1 on pose :
(α, µ, β, ν, k) ✁σL (α
′, µ′, β′, ν ′, k) ⇐⇒

k + |β|+ |ν| < k′ + |β′|+ |ν ′|
ou
(
= et L(α, µ, β, ν) < L(α′, µ′, β′, ν ′)
)
ou
(
= et = et (α, µ, β, ν) <Lσ (α
′, µ′, β′, ν ′)
)
.
Proposition 2.1. Soit L ∈ UV appartenant a` l’adhe´rence de σ ∈ EV et soit Q1, . . . , Qr la base
standard de h(I) associe´e au coˆne σ. Alors pour tout j = 1, . . . , r et pour tout L′ dans 〉L,Lσ〉 :
exp<h
L′
(Qj) = exp✁σ
L
(Qj).
Comme conse´quence de cette proposition, nous obtenons que les Qj forment la base stan-
dard re´duite minimale de h(I) pour l’ordre ✁σL. En effet, il suffit pour cela d’appliquer le
lemme 1.3.
De´monstration. En utilisant le corollaire 1.5, on obtient
exp
✁
σ
L
(Qj) = exp✁σ
L
(σL(Qj))
= exp<h
Lσ
(σL(Qj)) par de´finition de ✁
σ
L et <
h
Lσ
= exp<h
Lσ
(σLσ (σL(Qj)))
= exp<h
Lσ
(σLσ (Qj)) car σ
L′′(Qj) est constant ∀L
′′ ∈〉L,Lσ〉,
voir la figure 2 ci-apre`s.
= exp<h
Lσ
(Qj)
= exp<h
L′
(Qj).
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L1
1
2 2
V
L = L
L
L’
exp
L
( Q j )
V
Figure 2. Diagramme de Newton d’un Qj associe´ a` σ =〉L2, L1〉
Rappelons que I est un ide´al de Dn+p, M = Dn+p/I et δ est la classe de 1 dans M . Soit σ un
coˆne de EV . Notons L1, . . . , Lq les e´le´ments de L(σ).
Lemme 2.2. Soit i0 ∈ {1, . . . , q}, m ∈ V
Li0
λi0
(M) avec λi0 ∈ Q et P ∈ Dn+p tel que Pδ = m et
ordLi0 (P ) > λi0 alors il existe P
′ ∈ Dn+p tel que :
– P − P ′ ∈ I c’est-a`-dire P ′δ = m
– ordLi0 (P ′) < ordLi0 (P )
– ordLi(P ′) 6 ordLi(P ) pour i ∈ {1, . . . , q}r {i0}.
En d’autres termes, il est possible de faire baisser l’ordre par rapport a` l’un des Li sans augmenter
l’ordre par rapport aux autres Li. Avec ce lemme, nous sommes en mesure de donner une
De´monstration du the´ore`me 1. Soit m ∈
⋂
L∈L(σ) V
L
L(v)(M) alors pour i = 1, . . . , q, il existe Pi ∈
Dn+p tel que Piδ = m et ord
Li(Pi) 6 Li(v). On pose P˜1 = P1. En appliquant un nombre fini de fois
le lemme avec i0 = 2 (la premie`re fois avec P = P˜1 et λi0 = ord
Li0 (P˜1)), on construit P˜2 tel que
P˜2δ = m et ord
Li(P˜2) 6 Li(v) pour i = 1, 2. On recommence le processus avec i0 = 3 et P = P˜2,
etc. Apre`s un nombre fini d’e´tapes on obtient P˜q ∈ Dn+p tel que P˜qδ = m et pour tout i = 1, . . . , q,
ordLi(P˜q) 6 Li(v). Ceci montre bien que m ∈
σVv(M).
Pour finir cette section, il ne reste plus qu’a` de´montrer le lemme pre´ce´dent :
De´monstration de 2.2. Pour simplifier les notations, nous ferons la de´monstration avec i0 = 1,
λ = λi0 et ✁Li = ✁
σ
Li
. Notons Q1, . . . , Qr la base standard de h(I) associe´e au coˆne σ.
Par hypothe`se, il existe P1 ∈ Dn+p avec P1δ = m et ord
L1(P1) 6 λ. Il existe l0, l, l1 ∈ N tels que
zl0h(P − P1) = z
lh(P ) − zl1h(P1). On pose alors H = z
lh(P ), H1 = z
l1h(P1) et H0 = H −H1 et
comme P − P1 ∈ I, on a H0 ∈ h(I).
Conside´rons la division de H0 par les Qj relativement a` l’ordre ✁L1 :
H0 =
r∑
j=1
qjQj avec N (qj) + exp✁L1
(Qj) ⊂ ∆j pour tout j
10
Existence de polynoˆmes de Bernstein-Sato : une de´monstration constructive
ou` les ∆j ⊂ N
2n+2p+1 forment la partition de Exp
✁L1
(h(I)) associe´e aux exposants privile´gie´s des
Qj (voir le the´ore`me de division 1.1 rappele´ a` la section 1).
Comme pour tout i, j, les exposants exp
✁L1
(Qj) et exp✁Li
(Qj) sont e´gaux, la division pre´ce´dente
est aussi une division relativement aux ordres ✁L2 , . . . ,✁Lq . Par conse´quent, pour tout i = 1, . . . , q
et j = 1, . . . , r :
ordLi(H0) > ord
Li(qjQj).
Notons J l’ensemble des j ∈ {1, . . . , r} pour lesquels ordL1(H0) = ord
L1(qjQj), nous avons alors :
σL1(H0) = σ
L1(H) =
∑
j∈J
σL1(qj)σ
L1(Qj).
On conside`re et on note W =
∑
j∈J
σL1(qj)Qj. C’est un e´le´ment de h(I).
Posons H ′ = H −W . Nous allons montrer les deux assertions suivantes.
i) ordL1(H ′) < ordL1(H),
ii) ordLi(H ′) 6 ordLi(H) pour i = 2, . . . , q.
i) On a clairement σL1(H) = σL1(W ). Par conse´quent,
H ′ = (H − σL1(H))− (W − σL1(W )).
On voit alors facilement que les deux termes entre parenthe`ses ont un L1-ordre strictement
infe´rieur a` celui de H.
ii) Fixons i entre 2 et q.
En utilisant 1.5, pour tout j, on a :
exp
✁Li
(σL1(Qj)) = exp✁Li
(Qj). (1)
D’autre part, par construction des qj, pour tout j on a : N (qj) + exp✁Li
(Qj) ⊂ ∆j, ce qui
entraine ceci pour tout j :
N (σL1(qj)) + exp✁Li
(σL1(Qj)) ⊂ ∆j . (2)
Maintenant, nous avons σL1(W ) =
∑
j∈J σ
L1(qj)σ
L1(Qj). Par la relation (2), on peut dire que
cette e´criture est le re´sultat de la division de σL1(W ) par {σL1(Qj), j ∈ J} relativement a`
✁Li , par conse´quent :
exp
✁Li
(σL1(W )) = max
j∈J
{exp
✁Li
(σL1(qj)σ
L1(Qj))}. (3)
De la meˆme manie`re, on peut montrer que
exp
✁Li
(W ) = max
j∈J
{exp
✁Li
(σL1(qj)Qj)}. (4)
Par conse´quent, graˆce a` (3), (4) et (1), on obtient l’e´galite´ exp
✁Li
(σL1(W )) = exp
✁Li
(W ), ce
qui donne en particulier ordLi(W ) = ordLi(σL1(W )). D’ou` les e´galite´s et ine´galite´s suivantes :
ordLi(W ) = ordLi(σL1(W ))
= ordLi(σL1(H)) car σL1(W ) = σL1(H)
6 ordLi(H).
Par conse´quent, ordLi(H ′) 6 ordLi(H). Les deux assertions sont de´montre´es.
Maintenant, effectuons la spe´cialisation z = 1 (qui est un morphisme d’alge`bres Dn+p〈z〉 → Dn+p)
et posons P ′ = H ′|z=1 = P−W|z=1. On aW ∈ h(I) doncW|z=1 ∈ I et P
′δ = m. Apre`s spe´cialisation,
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les assertions 1 et 2 deviennent : ordLi(P ′) 6 ordLi(P ) pour tout i = 1, . . . , q avec ine´galite´ stricte
pour i = 1. Le lemme est de´montre´.
3. De´monstration du the´ore`me 2
Dans cette section, nous allons de´montrer le the´ore`me 2. Nous allons dans un premier temps e´noncer
plus pre´cise´ment l’assertion en question, puis nous en e´crirons la preuve. Nous verrons qu’elle consiste
essentiellement en une analyse raffine´e du lemme pre´ce´dent 2.2, en effet nous ferons ce qu’on pourrait
appeler un “controˆle de la monte´e de l’ordre” par rapport a` la forme V1.
Rappelons que dans ce paragraphe, p e´gale 2.
Notation.
– Soient L1, L2 deux formes non nulles de UV . Ecrivons Li = aiV1 + biV2 avec ai, bi > 0. On dit
que L1 est infe´rieure (resp. strictement infe´rieure) a` L2 si b1/a1 6 b2/a2 (resp. b1/a1 < b2/a2).
On abre`gera cette notion en notant L1 6 L2 (resp. L1 < L2). Par convention b/0 = +∞, toute
forme L est infe´rieure a` V2.
– Soient L1 6= L2 dans UV et H ∈ Dn+p〈z〉. On dit que H est L1-homoge`ne si H = σ
L1(H). On
dit que H est (L1, L2)-homoge`ne si H = σ
L1(σL2(H)).
– Soit L une forme dans UV . Nous noterons ✁L l’ordre sur N
n+2+n+2+1 donne´ par :
(α, µ, β, ν, k) ✁L (α
′, µ′, β′, ν ′, k) ⇐⇒

k + |β + ν| < k′ + |β′ + ν ′|
ou
(
= et L(α, µ, β, ν) < L(α′, µ′, β′, ν ′)
)
ou
(
= et = et (α, µ, β, ν) <V1 (α
′, µ′, β′, ν ′)
)
.
Nous remarquons qu’en adoptant les notations du paragraphe pre´ce´dent et en posant σ =
〉V1, L〈 (avec L 6= V1) alors on a : ✁L = ✁
σ
L. Si par contre L = V1 alors ✁L =<
h
V1
.
Soit σ un coˆne de EV de dimension 2 (maximale) et {L1, L2} = L(σ) avec L1 < L2. Notons
Q1, . . . , Qr la base standard de h(I) associe´e a` σ. On de´finit κ
1
σ ∈ N par :
κ1σ = max{ord
V1(Qj)− ord
V1(σL2(Qj)), j = 1, . . . , r}.
Avec les notations pre´ce´dentes, nous avons (voir la figure 3) :
ordV1(σL2(Qj)) = ord
V1(exp
✁L2
(Qj)).
Maintenant on de´finit κ1 ∈ N comme le maximum des κ1σ pour les coˆnes σ ∈ EV de dimension
2. Voici une reformulation plus pre´cise du the´ore`me 2 :
The´ore`me 2 bis. Pour tout w ∈ Z2 :
V w(M) ⊂ Vw+(κ1,0)(M).
3.1 Controˆle de la monte´e de l’ordre par rapport V1
Soit σ ∈ EV un coˆne de dimension maximale et soient L1 < L2 ses ge´ne´rateurs primitifs. Soit
m ∈ V w(M) avec w dans Z
2, en particulier m ∈ (V L1
L1(w)
(Dn+2)δ) ∩ (V
L2
L2(w)
(Dn+2)δ). Supposons
donne´ P ∈ Dn tel que Pδ = m et ord
L1(P ) 6 L1(w) et tel que ord
L2(P ) > L2(w). Alors nous avons
montre´ dans le lemme 2.2 comment construire, en un nombre fini d’e´tapes, un e´le´ment Pσ tel que
ordL1(Pσ) 6 ord
L1(P ) (i.e. l’ordre par rapport a` L1 n’a pas augmente´) et ord
L2(Pσ) 6 L2(w) (i.e.
l’ordre par rapport a` L2 a baisse´ le plus possible). Nous pouvons nous demander ce qui se passe
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(Qexp j)L2
ord
V 1
(Q j)
V L L
V
2
12
1
Figure 3. ordV1(Qj)− ord
V1(exp
✁L2
(Qj))
pour l’ordre V1 de Pσ par rapport a` celui de P . Nous allons montrer que cet ordre peut augmenter
mais de manie`re controˆle´e. C’est l’objet du lemme suivant :
Lemme 3.1. Soit σ un coˆne de dimension maximale de EV (h(I)) et L1 6= L2 ses ge´ne´rateurs primitifs
(il est possible que Li /∈ σ). Supposons V1 6 L1 < L2 6 V2.
Soient w ∈ Z2 et m ∈ V L2
L2(w)
(M). Soit P ∈ Dn+2 tel que Pδ = m et ord
L1(P ) 6 L1(w) alors on
peut construire Pσ ∈ Dn+2 a` partir de P tel que :
(i) Pσ − P ∈ I
(ii) Pσ ∈
σVw(Dn+2), en particulier : ord
L2(Pσ) 6 L2(w)
(iii) ordV1(Pσ) 6 max{ord
V1(P ) , w1 + κ
1
σ}.
C’est (iii) qui justifie l’intitule´ de ce paragraphe.
De´monstration. Si ordL2(P ) 6 L2(w), il suffit de poser Pσ = P . On suppose donc que ord
L2(P ) >
L2(w) ce qui entraine ord
V1(σL2(P )) 6 w1.
Par hypothe`se il existe P2 ∈ Dn+2 ve´rifiant P2δ = m et ord
L2(P2) 6 L2(w). On de´finit H0 =
zl0h(P − P2) = z
lh(P ) − zl2h(P2) (il existe des entiers l0, l, et l2 satisfaisant une telle e´galite´),
H = zlh(P ) et H2 = z
l2h(P2). On reprend le de´but de la preuve du lemme 2.2 a` la diffe´rence qu’on
travaille avec la forme L2 au lieu de L1. On conside`re donc la division de H0 par la base standard
Q1, . . . , Qr relativement a` l’ordre ✁L2 ce qui donne :
H0 =
∑r
j=1 qjQj avec ord
L2(H0) > ord
L2(qjQj). On note J l’ensemble des j dans {1, . . . , r} pour
lesquels l’ine´galite´ pre´ce´dente est une e´galite´. On pose alors :
W =
∑
j∈J σ
L2(qj)Qj et H
′ = H −W .
Maintenant, ce qui nous inte´resse, c’est la diffe´rence entre ordV1(H) et ordV1(H ′). C’est l’objet de
ce qui suit :
Affirmations.
(a) ordV1(W ) 6 w1 + κ
1
σ
(b) ordV1(W )− ordV1(σL2(W )) 6 κ1σ
De´montrons ces affirmations :
(a): Nous avons ordV1(σL2(W )) = ordV1(σL2(H)) = ordV1(σL2(P )) et ce dernier est majore´ par w1
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donc si (b) est vrai il en est de meˆme pour (a).
(b): Comme au paragraphe pre´ce´dent, on peut montrer que la division de W par {Qj , j ∈ J}
relativement a` ✁L2 donne : W =
∑
j∈J σ
L2(qj)Qj. Par conse´quent, il existe j1 ∈ J tel que
exp
✁L2
(W ) = exp
✁L2
(m1Qj1) ou` m1 = mp✁L2
(qj1) qui est un monoˆne de σ
V1(σL2(qj1)). En partic-
ulier, ceci implique :
ordV1(σL2(W )) = ordV1(m1σ
L2(Qj1)). (5)
D’autre part,
ordV1(W ) 6 max{ordV1(σL2(qj)Qj); j ∈ J}.
Soit alors j2 ∈ J tel que ord
V1(σL2(qj2)Qj2) = max{ord
V1(σL2(qj)Qj), j ∈ J}. En prenant m2 =
mp
✁L2
(qj2), on obtient
ordV1(W ) 6 ordV1(m2Qj2) (6)
Remarquons qu’il est possible qu’on ait j1 = j2. Cependant, on a toujours : (voir la figure 4)
2 Q j 2 )
exp(m Q j )exp(W)= 1
ordV 1
ordV 1(W)
(m 2Q j 2 )ord
V 1(m Q j )
L
L 1
2
1 1
exp(m
1
Figure 4. Illustration des affirmations
Affirmation.
(c) ordV1(m2σ
L2(Qj2)) 6 ord
V1(m1σ
L2(Qj1)).
En utilisant cette affirmation et les identite´s (5) et (6), nous obtenons :
ordV1(W ) = ordV1(W )− ordV1(m2Qj2)
+ordV1(m2Qj2)− ord
V1(m2σ
L2(Qj2))
+ordV1(m2σ
L2(Qj2))− ord
V1(m1σ
L2(Qj1))
+ordV1(σL2(W ))
6 ordV1(m2Qj2)− ord
V1(m2σ
L2(Qj2)) + ord
V1(σL2(W ))
6 κ1σ + ord
V1(σL2(W ))
Ceci de´montre le point (b). Il ne reste plus qu’a` de´montrer le point (c).
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La division de σL2(W ) par {σL2(Qj), j ∈ J} relativement a` ✁L2 donne le re´sultat suivant :
σL2(W ) =
∑
j∈J σ
L2(qj)σ
L2(Qj). Par conse´quent,
exp
✁L2
(
σL2(qj2)σ
L2(Qj2)
)
✂L2 exp✁L2
(σL2(W )).
Or
exp
✁L2
(σL2(W )) = exp
✁L2
(W ) = exp
✁L2
(m1σ
L2(Qj1))
et
exp
✁L2
(
σL2(qj2)σ
L2(Qj2)
)
= exp
✁L2
(m2σ
L2(Qj2))
donc
exp
✁L2
(m2σ
L2(Qj2))✂L2 exp✁L2
(m1σ
L2(Qj1)).
Or ordL2(m2σ
L2(Qj2)) = ord
L2(m1σ
L2(Qj1)) donc
ordV1(m2σ
L2(Qj2)) 6 ord
V1(m1σ
L2(Qj1)).
Le point (c) est de´montre´.
Voyons maintenant comment l’affirmation (a) permet de montrer le troisie`me point du lemme.
Nous sommes partis de H et nous avons construit H ′ = H −W . Par (a), nous avons ordV1(H ′) 6
max(ordV1(H), w1+ κ
1
σ). La suite consiste a` faire les meˆmes ope´rations avec H
′ a` la place de H. Le
dernier e´le´ment Hσ ainsi construit ve´rifie : Hσ−H ∈ h(I) et ord
V1(Hσ) 6 max(ord
V1(H), w1+κ
1
σ).
On pose alors Pσ = Hσ|z=1, on a bien Pσ−P ∈ I et ord
V1(Pσ) 6 max(ord
V1(P ), w1+κ
1
σ). Le lemme
est de´montre´.
3.2 Fin de la preuve
De´monstration du the´ore`me 2 bis. Notons L0 = V1 < · · · < Lq = V2 les e´le´ments primitifs du 1-
squelette de EV . Pour chaque i = 1, . . . , q, notons σi ∈ EV le coˆne contenant le coˆne ouvert engendre´
par Li−1 et Li.
Soit m ∈ V w(M).
Montrons par re´currence sur i que pour tout i = 0, . . . , q, il existe Ti ∈ Dn+2 ve´rifiant :
– Tiδ = m
– Ti ∈ V
Li
Li(w)
(M)
– ordV1(Ti) 6 w1 + κ
1
Pour i = 0 : m ∈ V w donc en particulier m ∈ V
V1
V1(w)
(notons que V1(w) = w1) donc il existe T0 tel
que T0δ = m et ord
V1(T0) 6 w1 6 w1 + κ
1.
Supposons l’assertion vraie au rang i− 1.
On applique le lemme 3.1 avec σ = σi et P = Ti−1. On pose alors Ti = Pσ (notations du lemme).
D’apre`s ce meˆme lemme, Ti ve´rifie :
– Tiδ = m
– Ti ∈ V
Li
Li(w)
(M)
– ordV1(Ti) 6 max(ord
V1(Ti−1), w1 + κ
1) = w1 + κ
1
Ainsi, l’assertion est vraie pour tout i. En particulier pour i = q, on a : m = Tqδ, ord
V2(Tq) 6 w2
et ordV1(Tq) 6 w1 + κ
1, c’est-a`-dire m ∈ Vw+(κ1,0)(M).
Remarque 3.2. Le proce´de´ de construction de (κ1, 0) montre qu’un tel κ n’est a` priori pas unique.
En effet, en inversant les roˆles de V1 et V2, on aurait pu construire un κ de la forme (0, κ
2).
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