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Kirchhoff’s formula is the equivalent to Green’s Third Theorem for transient waves,
representing the solution of the three-dimensional wave equation in terms of its boundary
data. In this classical result two retarded layer potentials appear. We show in this paper
a precise description of these potentials as time convolution with adequate tempered
distributions with values on operator spaces. With these potentials in hands we give a self-
contained proof of the formula with minimal smoothness requirements.
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1. Introduction
Kirchhoff’s formula is a representation formula for the solution of the three-dimensional wave equation in the exterior
or interior of a bounded domain, with zero initial conditions in terms of the Dirichlet and Neumann data on the bound-
ary.
Let us begin by giving the strong form of this formula. Consider a bounded open set Ω− ⊂ R3 with boundary Γ and
such that the exterior of Ω− , denoted Ω+ , is connected (Ω− needs not be connected). If u : R3 × [0,∞) → R satisﬁes the
wave equation with vanishing initial conditions
utt = u, in (Ω− ∪ Ω+) × [0,∞),
u(·,0) ≡ ut(·,0) ≡ 0, in Ω− ∪ Ω+ (1)
then
θ(x)u(x, t) :=
∫
Γ
[[∂nu]](y, t − |x− y|)
4π |x− y| dΓ (y) −
∫
Γ
∂n(y)
[ [[u]](˜y, t − |x− y|)
4π |x− y|
]∣∣∣∣˜
y=y
dΓ (y),
where θ(x) = 1 if x /∈ Γ and θ(x) = 1/2, for all x ∈ Γ for which there exists a tangent plane. The expression [[v]] is the
difference between interior and exterior values of the function v when the limit on points of Γ is taken. We have used the
notation dΓ to denote the surface measure on Γ .
This very classical theorem that is known since the late nineteenth century. At this point we are not going to clarify the
regularity requirements on the boundary Γ or on the solution u that make the formula above have sense, since part of the
aim of this work is to give a self-contained exposition of this formula in a weak form.
Kirchhoff’s formula can be understood as a time-convolution formula. This can be done at a purely intuitive level by using
Dirac distributions. In a precise way this is possible by taking the Laplace transform (which requires some boundedness
* Corresponding author.
E-mail addresses: antonio.laliena@eupla.unizar.es (A.R. Laliena), jsayas@unizar.es (F.-J. Sayas).0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.05.021
198 A.R. Laliena, F.-J. Sayas / J. Math. Anal. Appl. 359 (2009) 197–208properties for u in the time variable) in (1). Then representation formulas for the solution of elliptic equations in terms of
their Cauchy data (Green’s Third Formula, see [7]) are used. Finally one can prove that the integral operators and potentials
that appear in the formula satisfy adequate bounds in terms of the variable in the Laplace domain so that the Payley–
Wiener theory applies and the representation formula corresponds to a convolutional formula in the time variable. This
passing through the Laplace domain also allows to obtain many useful bounds on the corresponding time-space operators
that appear in Kirchhoff’s formula and constitutes one of the happy instances of two results in the real line better connected
through the complex plane. This point of view has been adopted also to prove invertibility properties of some operators
associated to the formula and is the origin of a rich literature on numerical methods for retarded potential integral equations
(see [5] for a recent review on the subject).
In this paper we are going to write down the explicit form of this formula in the sense of distributions, requiring very
mild regularity conditions. The way to proceed will depart from the beautiful and very strong theory of layer potentials on
Lipschitz domains developed by Martin Costabel in the much quoted article [2] and exposed in exquisite detail in the mono-
graph [7]. The origins of the theory of layer potentials can be traced back to the very beginnings of functional analysis and
to the ﬁrst attempts at analyzing elliptic partial differential equations. The current formalism was the consequence of many
years of work. An early article where the theory was already set in great generality is due to Costabel and Wendland [3]
(see also [6]). We will extend the theory of layer potentials on Lipschitz domains to some parameter dependent operators
unrelated to any elliptic PDE. After studying the properties of these operators, we will be able to understand the mapping
that associates the parameter function to the integral operator as a vector-valued tempered distribution with support in the
time interval [0,∞). This fact will allow to deﬁne the time-convolution of these vector-valued distributions with some den-
sities and to prove Kirchhoff’s formula in a very general setting. The paper is structured as follows. The basic construction
of a parameter dependent convolution operator in the space is carried out in Section 2. With this vector-valued distribution
in hand we construct the corresponding single and double layer potentials in Sections 3 and 4 respectively. Finally Section 5
proves the weak version of Kirchhoff’s formula. As an annex, we give a distributional primitive of the main operator-valued
distribution of Section 2, showing that this one is just the derivative of a continuous operator-valued function.
The requirements in terms of PDE theory are few: we will need the Sobolev spaces Hs(R3) that can be deﬁned through
the Fourier transform, the classical Sobolev spaces on domains for positive indices, the fractional spaces H±1/2(Γ ) and the
most basic results on linear elliptic problems of the second order. For results on Sobolev spaces we refer to [1] or to [7].
2. A class of convolution operators
All along this work, S(R) will denote be the Schwartz class, endowed with its usual topology (see [8] or any general
text on basic distribution theory). We will also use frequently its closed subspace:
S0(R) :=
{
g ∈ S(R) ∣∣ g(0) = 0}.
We will adopt the following notation for the three-dimensional Fourier transform
F{u}(ξ) :=
∫
R3
e−2πıξ ·xu(x)dx,
that can be extended to three-dimensional tempered distributions. Notice that∫
R3
∣∣F{u}(ξ)∣∣2 dξ = ∫
R3
∣∣u(x)∣∣2 dx
and, for instance∫
R3
(
1+ |2πξ |2)∣∣F{u}(ξ)∣∣2 dξ = ∫
R3
(∣∣u(x)∣∣2 + ∣∣∇u(x)∣∣2)dx.
Sobolev norms are thus deﬁned by
‖u‖2s,R3 :=
∫
R3
(
1+ |2πξ |2)s∣∣F{u}(ξ)∣∣2 dξ . (2)
The corresponding Sobolev spaces Hs(R3) can be deﬁned as completions of the spaces of smooth compactly supported
functions with these norms, or as the subsets of the space of three-dimensional tempered distributions such that the
norm (2) is bounded.
We want to study the following class of space convolution operators, deﬁned for g ∈ S(R).(
G[g] f )(x) := ∫
R3
g(|x− y|)
4π |x− y| f (y)dy.
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∞∫
0
g(r)
sinτ r
τ
dr
∣∣∣∣∣ 11+ τ 2 ‖g‖aux,1, ∀τ  0,
where
‖g‖aux,1 := 2max
[ ∞∫
0
∣∣g(r)∣∣r dr, ∣∣g(0)∣∣+ ∞∫
0
∣∣g′(r)∣∣dr].
If g ∈ S0(R), then∣∣∣∣∣
∞∫
0
g(r)
sinτ r
τ
dr
∣∣∣∣∣ 1(1+ τ 2)2 ‖g‖aux,2, ∀τ  0,
where
‖g‖aux,2 := 16max
[ ∞∫
0
∣∣g(r)∣∣r dr, ∣∣g′′(0)∣∣+ ∞∫
0
∣∣g′′′(r)∣∣dr].
Proof. We begin with the case g ∈ S(R). If τ ∈ [0,1], then sin(τ r) τ r and∣∣∣∣∣
∞∫
0
g(r)
sinτ r
τ
dr
∣∣∣∣∣
∞∫
0
∣∣g(r)∣∣r dr  ( 2
1+ τ 2
)α ∞∫
0
∣∣g(r)∣∣r dr, (3)
for arbitrary α  1. For τ  1 we notice that
∞∫
0
g(r)
sinτ r
τ
dr = g(0)
τ 2
+ 1
τ 2
∞∫
0
g′(r) cos(τ r)dr
and apply that
1
τ 2
 2
1+ τ 2 .
The case g ∈ S0(R) is very similar. The bound for 0 τ  1 is again (3). For τ  1 we notice that, since g(0) = 0
∞∫
0
g(r)
sinτ r
τ
dr = − 1
τ 3
∞∫
0
g′′(r) sin(τ r)dr = − g
′′(0)
τ 4
− 1
τ 4
∞∫
0
g′′′(r) cos(τ r)dr,
and proceed as before. 
Proposition 2. The linear map
S(R)  g → G[g] ∈ L(Hs(R3), Hs+2(R3))
is continuous for all s ∈ R. Moreover, if gn → g in S0(R), then G[gn] → G[g] as elements of L(Hs(R3), Hs+4(R3)).
Proof. Notice that for g ∈ S(R),
g(| · |)
4π | · | ∈ L
1(
R
3).
If Θ is the three-dimensional unit sphere, then using spherical coordinates
x= r(cos θ cosϕ, cos θ sinϕ, sin θ) = rθ , θ ∈ Θ,
then it is easy to verify that
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{
g(| · |)
4π | · |
}
(ξ) =
∞∫
0
g(r)
4πr
[∫
Θ
e−2πırξ ·θ dθ
]
r2 dr
= 1
4π
∞∫
0
g(r)
[∫
Θ
e−2πır|ξ |e3·θ dθ
]
r dr
= 1
4π
∞∫
0
g(r)
[
2π
π/2∫
−π/2
e−2πır|ξ | sin θ cos θ dθ
]
r dr
=
∞∫
0
g(r)
sin(2π |ξ |r)
2π |ξ | dr.
Notice simply that F{G[g] f }(ξ) = G(2π |ξ |)F{ f }(ξ), where
G(τ ) :=
∞∫
0
g(r)
sinτ r
τ
dr. (4)
Hence∥∥G[g]∥∥s→s+α  ∥∥(1+ |2π · |2)α/2G(2π | · |)∥∥L∞(R3)
and we can prove, applying Lemma 1, that for general g ∈ S(R), we have∥∥G[g] f ∥∥s+2,R3  ‖g‖aux,1‖ f ‖s,R3 , ∀ f ∈ Hs(R3), ∀s ∈ R,
and for g ∈ S0(R), also∥∥G[g] f ∥∥s+4,R3  ‖g‖aux,2‖ f ‖s,R3 , ∀ f ∈ Hs(R3), ∀s ∈ R.
The result is now a straightforward consequence of these bounds. 
Recall that a linear continuous (i.e. sequentially continuous) map from S(R) to a Banach space X is called an X-valued
tempered distribution. The space of X-valued tempered distributions will be denoted S ′(R, X). A particular type of distri-
bution that will appear in the sequel is one of the form δ0 ⊗ x with x ∈ X , that applies g → g(0)x.
Notice that if Y is another Banach space and X ⊂ Y with continuous injection, we can consider S ′(R, X) ⊂ S ′(R, Y ).
With this notation, we have just proved that G ∈ S ′(R,L(Hs(R3), Hs+2(R3))) for all s ∈ R. Notice also that values of g(t)
for negative t are ignored in the deﬁnition of G[g], which translates in the fact that the distributional support of G is
included in [0,∞).
3. Single layer potentials
Let Ω− be a bounded set with connected complementary Ω+ (Ω− can itself be disconnected) and Lipschitz boundary Γ .
Exterior and interior traces are denoted γ + and γ − respectively. For u ∈ H1(Ω− ∪ Ω+) we denote
[[u]] := γ −u − γ +u.
The trace operator γ : H1(R3) → H1/2(Γ ) can be transposed to γ t : H−1/2(Γ ) → H−1(R3). Notice that for ψ ∈ H−1/2(Γ ),
γ tψ is a distribution on R3 supported on Γ . We then deﬁne
S[g] := G[g]γ t, V[g] := γ S[g] = γG[g]γ t .
For smooth ψ we can write
S[g]ψ :=
∫
Γ
g(| · −y|)
4π | · −y|ψ(y)dΓ (y) : R
3 → C
and V[g]ψ is given by the same expression restricted to points in Γ . In the sequel, the space of inﬁnitely differentiable
functions with compact support in R3 will be denoted D(R3) and its dual with respect to the usual topology (see [8]), the
space of distributions, D′(R3).
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the operator S[g] has a meaning as a map from H−1/2(Γ ) to H1loc(R3) and is continuous.
Proof. The ﬁrst assertion is a simple consequence of Proposition 2. To extend the meaning of S[g], we can proceed as
follows. Take a sequence ρn ∈ D(R3) such that ρn ≡ 1 in B(0;n) := {x ∈ R3 | |x| < n}. Then if n > diam(Γ ),
S[ρmg] = S[ρ2ng], in B(0;n), ∀m 2n.
Hence we can talk of the continuous operator S[g] : H−1/2(Γ ) → H1loc(R3). 
Proposition 4. V is a tempered distribution with values on L(H−1/2(Γ ), H1/2(Γ )) and supported on [0,diamΓ ]. Moreover, if
g ∈ S0(R), then V[g] : H−1/2(Γ ) → H1/2(Γ ) is compact.
Proof. The ﬁrst assertions follow readily. For the last one we consider ρ ∈ D(R3) such that ρ ≡ 1 in B(0; R) ⊃ Γ . Notice
that if g ∈ S0(R), then S[g] : H−1/2(Γ ) → H3(R3) is bounded. Also V[g] = γ S[g] = γ (ρS[g]). Thus ρS[g] : H−1/2(Γ ) →
H3(B(0; R)) is bounded and, since the injection of H3(B(0; R)) into H1(B(0; R)) is compact, then V[g] is compact. 
In the sequel we will use a regularized version of the Heaviside step function h : R → R, h ∈ C∞(R), such that
h ≡ 1, in [0,∞) and h ≡ 0, in (−∞,−1].
It is then clear that S[g] = S[hg], for all g ∈ S(R). Therefore, we can formally write S[exp(−·)] instead of S[h exp(−·)]. This
operator will be shortened to
S0ψ := S
[
exp(−·)]ψ = ∫
Γ
e−|·−y|
4π | · −y|ψ(y)dΓ (y).
Similarly we will write
G0 := G
[
exp(−·)].
We can introduce the tempered distribution with values in L(Hs(R3), Hs+4(R3)) that maps g to
G˜[g] := G[(g − g(0)exp(−·))h]= G[g] − g(0)G0
(notice that (g − g(0)exp(−·))h ∈ S0(R) for all g) i.e., G˜ = G− δ0 ⊗ G0. We also deﬁne
S˜[g] := S[(g − g(0)exp(−·))h]= G˜[g]γ t ∈ L(H−1/2(Γ ), H3(R3)),
so that S= δ0 ⊗ S0 + S˜.
In the generalized sense given in Proposition 3, we can deﬁne
S
[
exp(−s·)]ψ = ∫
Γ
e−s|·−y|
4π | · −y|ψ(y)dΓ (y), s ∈ C.
The operator S[1] is the single-layer potential for the Laplace equation, whereas S[exp(ık·)] is the potential for the acoustic
Helmholtz equation with wave number k. Notice that, since V is compactly supported, it can be extended to arbitrary
g ∈ C∞(R).
Let us brieﬂy recall the deﬁnition of the weak normal derivative. If
u ∈ H1(Ω− ∪ Ω+) :=
{
u ∈ H1(Ω− ∪ Ω+)
∣∣u ∈ L2(Ω− ∪ Ω+)}
then we can deﬁne ∂±n u ∈ H−1/2(Γ ) as〈
∂−n u, γ v
〉 := ∫
Ω−
[
u(x)v(x) + ∇u(x) · ∇v(x)]dx,
〈
∂+n u, γ v
〉 := − ∫
Ω+
[
u(x)v(x) + ∇u(x) · ∇v(x)]dx,
for any v ∈ H1(R3). Therefore [[∂nu]] := ∂−n u − ∂+n u satisﬁes
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Ω−∪Ω+
[
u(x)v(x) + ∇u(x) · ∇v(x)]dx.
Without additional subscripts, we will always assume that 〈·,·〉 is the duality product between H−1/2(Γ ) and H1/2(Γ ).
Notice that u ∈ H2(R3) if and only if u ∈ H1(Ω− ∪ Ω+), [[∂nu]] = 0 and [[u]] = 0. Moreover, the normal derivative
∂n : H2(R3) → H−1/2(Γ ) is a compact operator since it can be deﬁned by
γ (∇u) · n ∈ L2(Γ ) ⊂ H−1/2(Γ )
and the last injection is compact. This deﬁnition is compatible with the one made through Green’s formula.
The following characterization of S0 follows from the general theory of layer potentials in [7]. We include a direct proof
here for the sake of completeness.
Lemma 5. Let ψ ∈ H−1/2(Γ ) and u := S0ψ . Then
−u + u = γ tψ, in D′(R3).
Hence −u + u = 0 in Ω− ∪ Ω+ . For all ψ ∈ H−1/2(Γ ), we have [[∂nS0ψ]] = ψ . Therefore S0ψ is the unique solution to⎡⎢⎢⎣
u ∈ H1(R3),∫
R3
(∇u(x) · ∇v(x) + u(x)v(x))dx= 〈ψ,γ v〉, ∀v ∈ H1(R3),
which is the variational form of[
−u + u = 0, in Ω− ∪ Ω+,
[[u]] = 0, [[∂nu]] = ψ, on Γ.
Proof. By an elementary argument in distribution theory (− + I)(exp(−| · |)/| · |) = 4πδ0 . Applying associativity of convo-
lution, the ﬁrst result follows. Since u = u in Ω− ∪ Ω+ , we have that〈[[∂nu]], γ v〉= ∫
R3
(∇u(x) · ∇v(x) + u(x)v(x))dx, ∀v ∈ H1(R3).
Finally, for all ϕ ∈ D(R3),〈[[∂nu]], γ ϕ〉= ∫
R3
(∇u(x) · ∇ϕ(x) + u(x)ϕ(x))dx= 〈−u + u,ϕ〉D′(R3)×D(R3)
= 〈γ tψ,ϕ〉H−1(R3)×H1(R3) = 〈ψ,γ ϕ〉,
and hence [[∂nu]] = ψ . The remainder of the result is straightforward. 
Proposition 6. For all g ∈ S(R),[[
∂nS[g]ψ
]]= g(0)ψ, ∀ψ ∈ H−1/2(Γ ).
Proof. Notice simply that S = δ0 ⊗ S0 + S˜ and that S˜[g]ψ ∈ H3(R3) for all ψ ∈ H−1/2(Γ ). The result is then a consequence
of Lemma 5. 
Notice that the result is trivially extensible to g ∈ C∞(R).
We can deﬁne the operators (and the corresponding compactly supported vector valued distributions)
Kt[g]ψ := 1
2
∂−n S[g]ψ +
1
2
∂+n S[g]ψ,
which for smooth densities read
Kt[g]ψ =
∫
Γ
∂n(·)
[
g(| · −y|)
4π | · −y|
]
ψ(y)dΓ (y).
If g ∈ S0(R), then Kt[g] : H−1/2(Γ ) → H−1/2(Γ ) is compact.
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S= −δ0 ⊗ γ t + S′′.
Proof. Recall the deﬁnition of G in (4), so that
F
{

(
g(| · |)
4π | · |
)}
(ξ) = −(2π |ξ |)2G(2π |ξ |).
Since
τ 2G(τ ) = g(0) −
∞∫
0
g′′(r) sin(τ r)
τ
dr,
it follows that for all g ∈ S(R) and ψ ∈ H−1/2(Γ ),
−(G[g]γ tψ)= −F−1{F{( g(| · |)
4π | · |
)}
F{γ tψ}}= g(0)γ tψ − G[g′′]γ tψ. 
Notice that the result follows from the fact that in S ′(R,L(H−1(R3), H−1(R3))), we have G = −δ0 ⊗ I + G′′ .
4. Double layer potentials
The deﬁnition of the double-layer potential is done in a different order than the single layer potentials, by ﬁrst particu-
larizing to the function exp(−·) and then adding the remainder.
Recall that ∂n : H2(R3) → H−1/2(Γ ) is compact. Then we can consider the transposed operator
∂tn : H1/2(Γ ) → H−2
(
R
3)
is also a compact operator, that can be given as〈
∂tnϕ,u
〉=∫
Γ
(∂nu)(x)ϕ(x)dΓ (x) =
∫
Γ
(∇u · n)(x)ϕ(x)dΓ (x), ϕ ∈ H1/2(Γ ), u ∈ H2(R3),
but also as〈
∂tnγ v,u
〉= ∫
Ω−
(
u(x)v(x) + ∇u(x) · ∇v(x))dx= − ∫
Ω+
(
u(x)v(x) + ∇u(x) · ∇v(x))dx,
for u ∈ H2(R3), v ∈ H1(R3).
We ﬁrst deﬁne
D0 := G0∂tn.
A priori, this operator takes values only in L2(R3), by using the very rough estimate of the boundedness of ∂n , a result
that is improved in the following lemma. We note again that this operator can be studied with the general theory of layer
potentials. We give however a direct proof of its most relevant properties for the sequel.
Lemma 8. Let ϕ ∈ H1/2(Γ ) and u := D0ϕ . Then u ∈ H1(Ω− ∪ Ω+) and u is the unique solution to the transmission problem[
−u + u = 0, in Ω− ∪ Ω+,
[[u]] = −ϕ, [[∂nu]] = 0, on Γ. (5)
Hence D0 : H1/2(Γ ) → H1(Ω− ∪ Ω+) is bounded.
Proof. Since D0ϕ = D0ϕ − ∂tnϕ , it is clear that
u ∈ L2(R3), −u + u = ∂tnϕ.
We are ﬁrst going to show that solutions to this problem solve (5). In order for this to make sense, we will have to prove
that u ∈ H1(Ω− ∪ Ω+).
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γ −w = ϕ, γ +w = 0, on Γ . (6)
Trivially w ≡ 0 in Ω+ . Then, for all η ∈ D(R3),
〈w, η〉D′×D =
∫
Ω−
w(x)η(x)dx = −
∫
Ω−
∇w(x) · ∇η(x)dx+
∫
Γ
ϕ(x)(∂nη)(x)dΓ (x)
=
∫
Ω−
w(x)η(x)dx− 〈∂−n w, γ η〉+ 〈∂nη,γ ϕ〉.
Hence,
−w + w = γ t∂−n w − ∂tnϕ.
Now, v := u + w ∈ L2(R3) satisﬁes
−v + v = γ t∂−n w ∈ H−1
(
R
3) (7)
and thus v ∈ H1(R3). This implies that u ∈ H1(Ω− ∪ Ω+).
By Lemma 5, the fact that
v ∈ H1(R3), −v + v = γ t∂−n w
is equivalent to v = S0∂−n w . Therefore, [[∂nv]] = ∂−n w , which implies that
[[∂nu]] = [[∂nv]] − [[∂nw]] = 0.
Since v ∈ H1(R3), then [[u]] := γ −u − γ +u = −[[w]] = −γ −w = −ϕ . Therefore, u solves (5).
To see that (5) has a unique solution we can make the same decomposition and notice that both problems deﬁning v
and w (i.e. (6) and (7)) are elliptic. From these deﬁnitions we obtain
‖u‖1,Ω−∪Ω+  C‖ϕ‖1/2,Γ ,
which proves boundedness of D0. 
By Proposition 2, the operator
D˜[g] := G[h(g − g(0)exp(−·))]∂tn = G˜[g]∂tn
deﬁnes a tempered distribution with values on L(H1/2(Γ ), H2(R3)). Then we can deﬁne
D := δ0 ⊗ D0 + D˜,
which extends the integral expression
D[g]ϕ :=
∫
Γ
∂n(y)
[
g(| · −y|)
4π | · −y|
]
ϕ(y)dΓ (y).
We have already proved most of the following result.
Proposition 9. D is a tempered distribution with values in L(H1/2(Γ ), H1(Ω− ∪ Ω+)) and support in [0,∞). Moreover as a tem-
pered distribution with values in L(H1/2(Γ ), H−2(R3)),
D = −δ0 ⊗ ∂tn + D′′.
Proof. The ﬁrst part of the statement follows from the deﬁnition and Lemma 8. To compute D, follow the proof of
Proposition 7. 
The deﬁnition can be extended as in the case of the single layer operators to g ∈ C∞(R)
D[g] : H1/2(Γ ) → H1(Ω−) × H1loc,(Ω+).
In particular, with g ≡ 1 we obtain the double layer potential for the Laplace equation.
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D[g]ϕ]]= −g(0)ϕ, [[∂nD[g]ϕ]]= 0.
Proof. The term D˜[g]ϕ ∈ H2(R3) does not produce any jump, so everything goes back to the transmission conditions satis-
ﬁed by D0 given in Lemma 8. 
We can now deﬁne the boundary integral operators
W[g] := −∂nD[g] ∈ L
(
H1/2(Γ ), H−1/2(Γ )
)
,
K[g] := 1
2
γ +D[g] + 1
2
γ −D[g] ∈ L(H1/2(Γ ), H1/2(Γ )).
In a more abstract mood, we have just deﬁned new tempered vector valued distributions with compact support:
W := −∂nD, K := 1
2
γ +D+ 1
2
γ −D.
Proposition 11. If g ∈ S0(R), then W[g] and K[g] are compact.
Proof. The result for K[g] is elementary. For W[g] we only have to remark that D˜[g] is bounded from H1/2(Γ ) to H2(R3)
and that the normal derivative from H2(R3) to H−1/2(Γ ) is compact. 
The ﬁnal result of this section proves the adequacy of the notations K[g] and Kt[g] by showing that (K[g])t = Kt[g].
Proposition 12. For all ψ ∈ H−1/2(Γ ) and ϕ ∈ H1/2(Γ ),〈
K[g]ϕ,ψ 〉= 〈ϕ,Kt[g]ψ 〉.
Proof. We ﬁrst prove the result for K0 and Kt0, the operators for exp(−·). Let u := D0ϕ and v := S0ψ . Then, by Lemmas 8
and 5,⎡⎢⎣−u + u = 0, in Ω− ∪ Ω+,[[u]] = −ϕ,
[[∂nu]] = 0,
⎡⎢⎣−v + v = 0, in Ω− ∪ Ω+,[[v]] = 0,
[[∂nv]] = ψ,
and
2K0ϕ = γ +u + γ −u, 2Kt0ψ = ∂+n v + ∂−n v.
Then
0= 〈γ −v, ∂−n u〉− 〈γ +v, ∂+n u〉= ∫
Ω−∪Ω+
(∇u(x) · ∇v(x) + u(x)v(x))dx
= 〈γ −u, ∂−n v〉− 〈γ +u, ∂+n v〉,
which implies〈
γ +u + γ −u, ∂−n v − ∂+n v
〉= 〈γ +u − γ −u, ∂−n v + ∂+n v〉,
that is,
〈2K0ϕ,ψ〉 =
〈
ϕ,2Kt0ψ
〉
,
which proves that the transpose of K0 is actually Kt0. Consider again the convolution operator G˜[g]. Seen as a bounded
operator from H−2(R3) → H1(R3), its transpose is the same operator seen as an operator from H−1(R3) → H2(R3). The
ﬁrst one appears in the decomposition
K[g] = g(0)K0 + γ G˜[g]∂tn
and the second one in the expression
Kt[g] = g(0)Kt0 + ∂nG˜[g]γ t .
By the result obtained for K0, these operators are mutually transpose. 
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Let ψ : D(R) → H−1/2(Γ ) be linear continuous with support on [0,∞). Then we can deﬁne
S ∗ ψ : D(R) → H1(R3).
This is a weak form of the following operator∫
Γ
ψ(y, t − |x− y|)
4π |x− y| dΓ (y).
This can be seen by restricting the attention to ψ := α ⊗ λ with α ∈ D(R) and λ ∈ C0(Γ ). See the corresponding section
of [4] for a fast review of the basic facts on convolution of vector-valued distributions. Let us remark that we are in the very
simple case where all our distributions have support bounded on the left (or even some of them are compactly supported).
The convolutional potential ψ → S ∗ ψ is called the single layer retarded potential.
Similarly, we can deﬁne
D ∗ ϕ : D(R) → H1(Ω− ∪ Ω+)
for linear and continuous ϕ : D(R) → H1/2(Γ ), with support bounded on the left. This one corresponds to∫
Γ
∂n(y)
[
ψ(˜y, t − |x− y|)
4π |x− y|
]∣∣∣∣˜
y=y
dΓ (y)
and is called the double layer retarded potential. We can similarly deﬁne the operators
V ∗ ψ, Kt ∗ ψ, K ∗ ϕ, W ∗ ϕ
and obtain the limiting values on Γ of the retarded potentials in terms of these operators.
Since S = S′′ − δ0 ⊗ γ t and D = D′′ − δ0 ⊗ ∂tn (see Propositions 7 and 9), then
u := S ∗ ψ, v := D ∗ ϕ
satisfy
u′′ = u + γ tψ, v ′′ = v + ∂tnϕ.
For future reference, let us brieﬂy recall some basic facts about the Laplace transform in a very particular situation.
Assume that φ : S(R) → X is continuous, X being a Banach space. Assume also that suppφ ⊂ [0,∞), which means that
〈φ,η〉 = 0 for all ϕ ∈ D((−∞,0)). Then we can deﬁne
Φ(s) := 〈φ, e−s·〉S ′×S , Re s > 0.
In fact, the correct deﬁnition requires applying φ to h exp(−s·). Then, with C+ := {s ∈ C | Re s > 0}, the function Φ : C+ → X
is holomorphic and is called the Laplace transform of φ and denoted L{φ}. Two straightforward properties of this transform
are
L{φ′} = sΦ(s), L{tφ} = −Φ ′(s).
Proposition 13. Let u ∈ S ′(R, H2(R3)) be such that suppu ⊂ [0,∞). If u′′ = u as elements of S ′(R, L2(R3)), then u ≡ 0.
Proof. Let
φ := F{u} ∈ S ′(R,F{H2(R3)})⊂ S ′(R, L2(R3)).
Then
F{u} = −(2π | · |)2φ ∈ S ′(R, L2(R3)).
The hypotheses imply that suppφ ⊂ [0,∞) and
−4π2| · |2φ = φ′′, in S ′(R, L2(R3)).
Now we take the Laplace transform Φ := L{φ} : C+ → L2(R3) and notice that
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s2 + 4π2| · |2)Φ(s) = 0, in L2(R3), ∀s ∈ C+,
which implies that Φ = 0 and therefore u = 0. 
Given u ∈ H1(Ω− ∪ Ω+) we deﬁne ±u ∈ L2(R3) by taking the Laplacian of u on Ω− ∪ Ω+ .
Lemma 14. Let u ∈ H1(Ω− ∪ Ω+). Then
u = ±u − Bu ∈ H−2
(
R
3),
where
Bu := γ t[[∂nu]] − ∂tn[[u]].
Proof. For all η ∈ D(R3) we have
〈u, η〉 =
∫
Ω−∪Ω+
u(x)η(x)dx = −
∫
Ω−∪Ω+
∇u(x) · ∇η(x)dx+
∫
Γ
[[u]](x)∂nη(x)dΓ (x)
=
∫
Ω−∪Ω+
u(x)η(x)dx− 〈[[∂nu]], γ η〉+ 〈[[u]]∂nη〉
=
∫
R3
±u(x)η(x)dx−
〈[[∂nu]], γ η〉+ 〈[[u]]∂nη〉.
The result then follows readily. 
A weak solution to the wave equation in Ω− ∪ Ω+ is deﬁned as u ∈ S ′(R, H1(Ω− ∪ Ω+)) such that
±u = u′′, in S ′
(
R, L2
(
R
3
))
.
Theorem 15 (Kirchhoff’s formula). If u ∈ S ′(R, H1(Ω− ∪ Ω+)) satisﬁes ±u = u′′ and suppu ⊂ [0,∞), then
u = S ∗ [[∂nu]] −D ∗ [[u]].
Proof. Let
v := S ∗ [[∂nu]] −D ∗ [[u]] ∈ S ′
(
R, H1(Ω− ∪ Ω+)
)
.
Then, since
[[u]] = [[v]],
[[∂nu]] = [[∂nv]],
v = v ′′ + ∂tn[[u]] − γ t[[∂nu]] = v ′′ − Bu,
u = ±v − Bu = u′′ − Bu
it follows that
(u − v) = (u − v)′′, supp(u − v) ⊂ [0,∞),
whence u − v ≡ 0 by Proposition 13. Notice that H2(R3) can be considered as the closed subspace of H1(Ω− ∪Ω+) where
jumps cancel and therefore u − v ∈ S ′(R, H2(R3)). 
6. Annex: A primitive for G
In this ﬁnal section we are going to show that G is the derivative in the sense of distributions of a continuous operator-
valued function. In this section h will be the usual Heaviside function, instead of its regularized version used above. Then
we deﬁne for t ∈ R,(
H(t) f
)
(x) :=
∫
R3
h(t − |x− y|)
4π |x− y| f (y)dy=
∫
B(x,t)
f (y)
4π |x− y| dy,
where B(x, t) := {y ∈ R3 | |x− y| < t}. Notice that H(t) = 0 for t < 0.
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Hs+2(R3))) and H′ = G.
Proof. Proceeding as in the proof of Proposition 2, we translate our interest to working with
F
{
h(t − | · |)
4π | · |
}
(ξ) =
t∫
0
sin(2π |ξ |r)
2π |ξ | dr =
1− cos(2π |ξ |t)
(2π |ξ |)2 .
Since
sup
0τ<∞
∣∣∣∣∣(1+ τ 2)
t∫
0
sin(τ r)
τ
dr
∣∣∣∣∣max{4, t2}, (8)
it follows that H(t) ∈ L(Hs(R3), Hs+2(R3)). Moreover, for arbitrary t0  0 and δ > 0,
∥∥H(t0 + δ) −H(t0)∥∥s→s+2  sup
0τ<∞
∣∣∣∣∣(1+ τ 2)
t0+δ∫
t0
sin(τ r)
τ
dr
∣∣∣∣∣
 2max
{
(t0 + δ)2
2
− t
2
0
2
,
∣∣ cos(δt0) − 1∣∣+ ∣∣ sin(δt0)∣∣}.
From this inequality (with the necessary adaptation for δ < 0), continuity of H follows. This fact, together with the bound
on the behavior of ‖H(t)‖ that stems from (8), prove that H is a tempered distribution. Finally, the proof that
H′[g] := −H[g′] = G[g], ∀g ∈ S(R),
is a simple reordering of integrals. 
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