This paper shows that cycling of the simplex method for the m×n Transportation Problem where k-1 zero basic variables are leaving and reentering the basis does not occur once it does not occur in the k×k Assignment Problem. A method to disprove cycling for a particular k is applied for k=2, 3,34,5 and 6. 
Introduction
It is well known ( [1] , [3] , [5] , [6] ) that cycling does occur in the simplex method of Linear Programming when it produces a basic solution sequence X,X 1 ,…,X t where X=X 1 =…=X t and X and X t share the same basis. B.J. Gassner [2] This result was established by using a surrogate simplex transportation method of [7] and [8] outlined in Section 2. This paper presents a method of disproving cycling in a k×k assignment problem for a particular k. Consider all pairs (i,j),(j,i) of off-diagonal cells. Mark a cell with a non-negative reduced cost by "+" and the other one by "-". The k-1 off diagonal basic cells are marked by "+". Each basic solution X is then described by a k-node weighted directed tree T. The trees turn out to be a convenient tool to generate all cycles for a given k. Cycling does not occur in the Assignment Problem if the trees form no cycle T 0 ,T 1 ,…,T t , T 0 =T t , or if for each cycle the respective solution sequence X,X 1 ,X 2 ,… terminates with an optimal basic solution X u , u<t. The Appendix uses this method to disprove cycling for k=2,3,4,5 and 6. 
subject to 
leading to an optimal solution. Notice that replacing the c ij of (1) for every X. The surrogate simplex method of [7] and [8] generates for each basis of (5) matrices {c ij +u i +v j } where c ij +u i +v j =0 for each (i,j)∈B. 
Problem Reduction
Recall that cycling occurs in the transportation problem if the simplex method generates a sequence of feasible bases.
B, B 1 , B 2 , …, B t , B t+1 , …,
where B=B t and To get C'(B' 1 ) we add 6 to columns 2 and 4 and -6 to rows 2 and 4 of C'(B'). The same numbers are added to each column of J 2 and J 4 and row I 2 and I 4 of C(B) in order to get C(B 1 ).
Properties of k×k Matrices C(B r )
From now on we assume that cycling occurs in a k×k transportation problem where each basis of (6) Notice that if (i,j) replaces (p,q) in B r then both q and j belong to J r-1 while i and p do not belong to J r-1 . To get C(B r ) we add c r and -c r to the columns and rows of J r-1 of C(B r-1 ).
Notice that the v j satisfy condition
where α j is a subset of {1,2,…,r}. 
Notice that c ij (B r )=0 for each (i,j)∈L -(p,q). Hence c pq (
Suppose Hence B* cannot appear in (6) where z(B u ) is constant for each u=0,1,…,t, where B 0 =B.
Directed Weighted Trees
Since the columns of matrices C(B u ) have assigned distinct weights we are in a position to define a corresponding k-node weighted directed tree T u as follows: To construct a successor T' of T apply the following procedure:
1. Remove a link p→q from T thus splitting it into two nonempty subtrees.
2. Let A and Ā be sets of nodes of the two subtrees. Next we focus on those T 0 for which there exists a sequence
where T r is the earliest tree equivalent to T 0 .
Notice that T u and T r+u , u≥1 are equivalent if for each u the weights of nodes i, j, p, and q in T u and T r+u are identical. Then (11) can be also written as T 0 ,…,T r ,…,T 2r ,…,T hr = T t = T 0 .
where n≥1 and T 0 , T r , T 2r ,…, are equivalent trees.
Each of the h sequences T 0 ,…,T r ; T r ,…,T 2r ; …; T (h-1)r , …, T hr is called a subcycle.
To create a subcycle consider tree
which in terms of (w i ,w j ) is of the type (1,3),(2,3), (2, 5) , (4, 5 Remark: Tree T 0 has seven other successors.
T 1 is equivalent to T 0 since its (w i ,w j ) type is also (1,3),(2,3), (2, 5) , (4, 5) where
The shape of T 0 and T 1 can be presented as follows:
where the numbers indicate the weights of the nodes. Repeating the same procedure for T 1 , where p,q=4,5 and i,j=1,5, A={2,5} and Ā={1,3,4} we get
Continuing in the same fashion we get a cycle T 0 ,T 1 ,…,T 6 where T 0 =T 6 .
Notice that cycling does not occur if no subcycle exists for any T 0 . To study the other properties of subcycles it is sufficient to consider subcycle (12). Let i→j symbolize the link that enters T u+1 by replacing some link of T u . Link i→j varies with u. Let w ru-1 and w ru be weights of node r in T u-1 and T u . The following properties eliminate certain T 0 trees.
Property 2: Link 1→k does not appear in T 0 =T t .
Proof: Suppose 1→k belongs to T 0 . Then w 01 =w lt =1 and w k1 =w kt =k and for some u, link 1→k reenters T u+1 by replacing some link p→q of T u and stays in all subsequent trees T u+1 ,…,T t .
Suppose w lu+1 =1 and w ku+1 =k. Then w pu >w lu >w ku >w qu which contradicts w pu <w qu . This contradiction also holds when p=1 or q=k. Hence w ku+1 -w lu+1 < k-1. But w ku+1 -w lu+1 ≥ w ku+2 -w lu+2 ≥ … ≥ w kt -w lt = k-1 which contradicts the last inequality. QED.
Property 3: Links 1→(k-1) and 2→k cannot simultaneously belong to T 0 .
Proof: It is sufficient to show that each of those links can only reenter T t =T 0 .
Notice that during the transition from T t-1 to T t set A={1,2,…,m} and set Ā={m+1,m+2,…,k} for some 1≤m<k. Suppose 1→(k-1) is in T t-1 . Then A={1,2,…,k-1}, Ā={k} and 1<w kt-1 <k. Thus Consider -c u+1 defined by (13). We state the following.
Conjecture: Cycling does not occur in the Assignment Problem if for each tree cycle (11) there
exists an u<t such that -c u+1 ≥0.
If for each cycle (11) -c u+1 =min c ij (B u )≥0 for some u<t, then sequence (5) terminates with X(B u )
which is an optimal basic solution. Hence cycling does not occur.
We prove in the Appendix that the Conjecture holds for k=2, 3, 4, 5, and 6. This result reduces considerably the number of T 0 types to identify subcycles. Tables 3 and 4 handle the other two types:
*** Insert Tables 3 and 4 
Hence -c u+1 ≥0.
Criterion II: There exist numbers u, r and r where s+1<r<u such that -c u+1 =c ij (B r )+c s +c u-1 -c u , c ij (B r )≥0,
where c s ≥c s+1 ≥…≥c u-1 .
To prove that -c u+1 ≥0 it is sufficient to show that d=c s +c u-1 ≥0.
Notice that d≥0 if c u-1 ≥c u .
Consider Table 4 
