Abstract. Chilli is one of strategic commodity in Indonesia due to its contribution to inflation level. For this reason, future price information is very importance for designing price policy. Future price merely can be provided by conducting a price forecasting. Various forecasting models can be applied for this purpose; the problem is which the best model for forecasting is. This study aims to select the most accurate forecasting model of curly red chili prices at the retail level. The data used are monthly data, from 2011 -2017. Five forecasting models are applied and estimated including Moving Average, Single Exponential Smoothing, Double Exponential Smoothing, Decomposition, and ARIMA. The best model is selected based on the smallest MAPE, MSE and MAD values. The results show that the most accurate forecasting model is ARIMA (1,1,9 ).
Introduction
As an important commodity for the Indonesian economy, chili often experiences sharp price increases resulting in a high contribution to inflation. Chili is included in the group of vegetable plants which have sharp price fluctuations. [1] Reported that in the period of 2010-2014, chili prices at a producer level have raised by 17.70% from IDR 16,343 in 2010 to IDR 19, 237 in 2014. Many factors contributed to those phenomena; among them is consumption per capita, the rainy season, Ramadan, and the New Year [2] . In addition, the Central Statistics Agency (BPS) noted that the increase in prices of foodstuffs such as shallots and chilies had an impact on inflation in March 2016 which was 0.19%. Although in the past few periods, chili with other food commodity groups has also contributed to deflation in Indonesia [3] .
The uncertainty of chili prices and their impact on the Indonesian economy result in very important information on chili prices in the future. This information can only be provided with a forecasting process and this requires a fitting forecasting method. Forecasting is estimating something in the future based on previous data that is scientifically analyzed, especially using statistical methods. Forecasting, according to [4] is an activity of a business function that predicts sales and use of products so that products can be made in the right amount. Many forecasting methods can be applied to forecast chili price, such as Moving Average, Exponential
Smoothing, Decomposition and ARIMA (Autoregressive Integrated Moving Average). The problem is whether the forecasting model is the most appropriate and accurate with chili price data at the retail level. The choice of this model can be done by estimating all available forecasting models and selecting the best model with the available statistical rules. This method has been used by [5] for rice prices, [6] for coffee prices, and [7] for cocoa prices.
Departing from the discussion above, this study aims to determine the best chili price forecasting model at the best retail level. For this purpose, the MA, Exponential Smoothing, Decomposition, and ARIMA models are estimated and selected using the MAPE, MAD, and MSE indicators.
Methodology

Description of Statistics on Red Chili Prices
The data used in this study are monthly time series data of the red Chili at the retail level in Based on the results of historical data regarding the price of red Chili at the retail level, prices fluctuate and are not stable. The price instability can be recognized by examining Figure 1 where the price trend tends to increase over a certain period of time, namely in December, January, March. In addition, data declined in May, June, July. So that it can be concluded that the price of red Chili undergoes fluctuating changes and has a trend component and seasonal variations. Price increases occur from October to January. According to [5] , the appropriate method for forecasting price data that has fluctuated in several months is the Decomposition method. However, this judgment should be compared with other models including Moving Average, Exponential Smoothing, and ARIMA. The following is a summary of statistics from the retail price of red Chili data from January 2011 to December 2017 can be seen in 
where 1  t P is the forecasted price for the period t+1, t P is the price in the period t, and N is the period of the moving average.
Exponential Smoothing
Exponential smoothing methods are the most widely used forecasting methods. This method was initially developed by Robert G. Brown [12] and further developed by [13] for forecasting the inventory control systems. Exponential smoothing is a forecasting method that the observed time series data are weighted unequally. Two types of exponential smoothing models are widely used, i.e., Simple Exponential Smoothing (SES) and Double Exponential Smoothing (DES).
SES can be used for time series that contain neither no-trend nor seasonality [14] .
Formula Single Exponential Smoothing is:
where 1  t P is the forecast price at the time t+1; t P is the actual price at t; observed; t P is the forecast t P ; and 1 0    is the smoothing parameter.
[15] explained that Double Exponential Smoothing (DES) computes a trend forecasting equation by applying a special weighting function and emphasizing on the most recent time periods. This forecasting equation will change from period to period. The DES makes use of the following formulas:
Where m is the number of periods to be predicted; In the DES method, the most decisive parameters is smoothing constants α and γ which are both between 0 and 1. Furthermore, the trial and error method will be used to select smoothing constants α and γ which produce the smallest forecasting error value for both settlement type DES from Brown and Holt.
Decomposition
Decomposition methods are used both for short and long term predictions. [16] explains that the decomposition method basically is to decompose series data into several patterns; namely trend, cyclical and seasonal, and identify each of these components separately. This is done, according to Makridakis et al, to help improve forecasting accuracy and help understand better data behaviour. The Decomposition Model has two components namely Additive and Multiplicative which observe in predicting trends, seasonal and forecasting cycles [17] Mathematically, the additive decomposition model can be written as:
Whereas the multiplicative decomposition model can be written:
where t P is red chili price in period t; t T is trend component in period t; t S is a seasonal component in period t; t C is a cyclic component in period t; t I irregular component in period t;
and t is time period.
ARIMA (Autoregressive Integrated Average)
ARIMA model is applied to forecast a red chili in a response time series as a linear combination of its own past prices and past errors [18] . This model procedure provides a comprehensive set of tools for univariate time series model identification, parameter estimation, and forecasting.
Many research applied the ARIMA model to forecast price in the future, such as [19] [20] and [21] . [22] explained that ARIMA is divided into three stages, namely, identifying, estimating/fitting, and forecasting. In addition, according to [23] According to [24] , the smaller measurement values show more accurate forecasts since it produces minimum forecasting error.
Mean Squared Error (MSE)
This MSE value is obtained through the difference between the actual value and the forecasting value squared divided by the number of time series forecasting. The MSE value is used when the residual magnitude is evenly distributed throughout the observation [25] .
Mean Absolute Percentage Error (MAPE)
MAPE is the most useful measure to compare the accuracy of forecasts between different items or products and commonly used in quantitative methods of forecasting [16] . The MAPE value is used to examine the extent to which the forecasting method is biased. MAD is the average absolute error during a certain period regardless of whether the forecasting results are bigger or smaller than the reality. Mathematically, MAD is formulated as follows: [26] 
Moving Average Method
Estimates for the MA model are carried out using price movements starting from order 1 with observations of 84 periods. The model estimation results are presented in Table 2 and Figure 2 . 
Single Exponential Smoothing Method
The SES method is a forecasting technique developed from simple moving averages [27] . This method is carried out with several levels of α, starting from 0.1 to 0.9. The results of the estimation of the Single Exponential Smoothing method are shown in Table 3 .
Based on Table 3 , the smallest value of MAPE, MAD, and MSE is obtained at the value of α = 0.9. Thus, the SES model is 
Double Exponential Smoothing Method
The Double Exponential Smoothing (DES) method is a method used when data shows a trend. In Holt's analysis, it is found that the value of  is 0.2, and the value of  is 0.1 to 0.9. Table 4 presents the results of the analysis for the Double Exponential Smoothing method with various values of  . When DES and SES are compared, the SES is the accurate model for predicting curly red chili prices. This conclusion is based on the value of the three accuracy indicators possessed by the SES model where the SES model has MAPE, MAD and MSE values that are smaller than the DES model as presented in Table 5 . 
Decomposition Method
The Decomposition Model is a method that identifies separate components of the basic pattern that characterize data, especially time series, economic and business data [16] . The results of this Decomposition method are using both Additive Decomposition and Multiplicative
Decomposition. The results of the analysis can be seen in Figure 3 .
Multiplicative Additive Table 6 . Before using the ARIMA model, one of the requirements that must be met is that the data must be stationary. According to [4] Table 7 . present stationary test for curly red chili data. ADF test is -3.71 with a probability value of 0.02. This test informs that hypothesis of the existence of unit root is accepted, thus, the original time series price of curly red chili is non-stationary. After the first-difference, the ADF test result after the first order difference is -9.27 with the probability value of 0.00. This concludes that the hypothesis of the existence of unit root should be rejected. This result also informs that the original time series after the first order difference is stationary. Therefore, the value of d is 1 for ARIMA (p,1,q) model of the original time series. [28] one-sided p-value After ensuring data stationary, the next step is identifying the level of p and q. After comparing all fit statistics, as presented in Table 8 , the best ARIMA model is ARIMA (1,1,9 ). This selection is based on the lowest value of MAPE, MAD, and MSE. ARIMA (1,1,9 ) has the MAPE, MAD and MSE value of 14.70%, 4,066,461 and 6,334,551. The ARIMA (1,1,9) model is presented in Table 8 . 
Selection of the Best Method
The selection of the best method is made by comparing the values of MAPE, MSD, and MAD from every model that has been estimated before. The following table is the results of the comparison used to determine the best model selection. From Table 10 , the most accurate model for forecasting curly red chili prices is ARIMA (1, 1, 9) . This model has the lowest value of MAPE, MSD, and MAD compared to other alternative forecasting models. This findings is similar to [5] [6] and [7] in which ARIMA is the bests forecasting model for rice prices, coffee prices and cacao prices respectively. The difference is only at the order level of ARIMA and this is quite reasonable because each commodity has a different price behavior. 1,1,9 ) by most of the accuracy measures.
