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Abstract
Despite the fact that notable improvements have been made
recently in the field of feature extraction and classification,
human action recognition is still challenging, especially in
images, in which, unlike videos, there is no motion. Thus, the
methods proposed for recognizing human actions in videos
cannot be applied to still images. A big challenge in action
recognition in still images is the lack of large enough datasets,
which is problematic for training deep Convolutional Neural
Networks (CNNs) due to the overfitting issue. In this paper, by
taking advantage of pre-trained CNNs, we employ the transfer
learning technique to tackle the lack of massive labeled action
recognition datasets. Furthermore, since the last layer of the
CNN has class-specific information, we apply an attention
mechanism on the output feature maps of the CNN to extract
more discriminative and powerful features for classification
of human actions. Moreover, we use eight different pre-trained
CNNs in our framework and investigate their performance on
Stanford 40 dataset. Finally, we propose using the Ensemble
Learning technique to enhance the overall accuracy of action
classification by combining the predictions of multiple models.
The best setting of our method is able to achieve 93.17%
accuracy on the Stanford 40 dataset.
1. Introduction
Human action recognition has been an active area of re-
search in computer vision and pattern recognition in recent
years. The recognition of human actions from still images
has useful applications, including image annotation [1], im-
age and video analysis [2], and Human-Computer Interaction
(HCI) [3]. In contrast to the video-based action recognition
methods [4, 5] which utilize motion cues, still image-based
action recognition [6] methods use statistic cues. Therefore,
the process of recognizing actions from videos is not applica-
ble to still images. Even though numerous action recognition
methods have been proposed over the last decade, action
recognition in images is still challenging as a consequence
of the viewpoint variations, complicated backgrounds, and
variations in human pose.
The traditional approach to action recognition in still im-
ages is the Bag of Visual Words (BoVW) [7, 8, 9] which is
capable of acquiring a global representation of an image. De-
laitre et al. [10] classified human actions by adopting a BoVW
and an SVM classifier. Some methods modeled human-object
interactions for recognizing human activities. Yao et al [11]
used pose information and the objects to model human-object
interaction. Prest et al. [12] used a method to learn the rela-
tionship between objects and humans, by adopting a weakly
supervised learning scenario. Some works used part-based
methods which fuse global features with features of different
body parts to recognize human actions [13, 14].
In recent years, by virtue of the spectacular success of
Convolutional Neural Networks (CNNs) in computer vi-
sion [15, 16, 17] and their powerful feature extraction ca-
pability from raw images, deep learning has appeared as a
promising approach for recognizing human actions. Gkioxari
et al. [14] classified human actions and attributes by integrat-
ing CNNs and Poselets. Oquab et al. [18] adopted the transfer
learning technique by just retraining the classifier of a pre-
trained network. Yan et al. [19] adopted VGG16 [20] network
along with two additional attention branches for recognizing
actions in still images.
Despite the great success of CNNs, the lack of large
amounts of labeled data in action recognition causes problems
for training deep CNNs due to the overfitting issue. In this
paper, by benefiting from the CNNs pre-trained on ImageNet,
we adopt the transfer learning technique to overcome the lack
of large labeled action recognition datasets. Furthermore, it is
evident that the deepest layer of the CNN has class-specific
information due to its large receptive field. In order to extract
more powerful features for action classification, we apply
an attention mechanism on the output feature maps of the
CNN to adaptively weight the channels of these feature maps.
Moreover, we adopt eight different pre-trained CNNs in our
framework. To further improve the action classification accu-
racy, we adopt the Ensemble Learning technique in which the
decisions from multiple models are combined. Our contribu-
tions are three-fold:
• We employ the transfer learning strategy to tackle the
lack of labeled data.
• We propose using an attention mechanism on top of the
CNN to extract more discriminative features.
• We investigate eight different pre-trained CNNs in our
framework and propose adopting the Ensemble Learn-
ing technique to enhance the overall accuracy of action
classification by combining the predictions of different
models.
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Figure 1. The overall pipeline of the proposed method. Our framework consists of two main components: i) The Feature Extraction part
which extracts discriminative features from raw images and ii) the Classification part which takes a feature vector as input and generates the
probabilities for 40 classes of the Stanford 40 dataset. Note that in the Pre-trained CNN, all fully connected layers are removed.
Figure 2. The illustration of the Channel Attention Module. This
design computes a channel attention vector to re-weight the input
feature maps.
2. The Proposed Approach
We overcome the lack of massive labeled action recogni-
tion image dataset by adopting the transfer learning technique.
We propose an approach that employs pretrained CNNs de-
signed for solving a different classification task, namely the
ImageNet challenge [21]. Transfer learning takes advantage
of knowledge from the source task (ImageNet challenge) to
improve learning in the target task (action recognition). In
this paper, by exploiting the transfer learning technique, we
aim at improving the classification accuracy in Stanford 40
dataset [22]. We use eight different CNNs pre-trained on Im-
ageNet, and by removing their fully connected layers and
designing some layers on top of them, we build our architec-
ture for action classification. The proposed framework, which
is depicted in Fig. 1, is composed of two parts, namely the
Feature Extraction part and the Classification part.
2.1. The Feature Extraction Part
Our proposed Feature Extraction part is composed of a
pre-trained CNN, a Channel Attention Module, and a Global
Average Pooling layer. As previously described, we adopt the
pre-trained CNN to tackle the lack of labeled action recog-
nition datasets. In order to equip our feature extraction part
with the power of extracting more discriminative features,
we use an attention mechanism on top of the CNN. This at-
tention mechanism is implemented by adopting the Channel
Attention Module which is similar to the recently introduced
Squeeze and Excitation Networks [23]. This module is able to
adaptively weight the channels of feature maps resulted from
the CNN to select more powerful features in order to use by
the Classification part. The reason behind using the Channel
Attention Module is that the last layer of the CNN captures
global context of the image due to its large effective field of
view, and thus the last layer of the CNN has class-specific
information. Therefore, by adopting the attention mechanism
on top of the CNN, the Feature Extraction part can extract
more powerful features for the Action Classification part. The
Channel Attention Module is illustrated in Fig. 2. By adopt-
ing some convolutional layers and activation functions, this
design computes a channel attention vector to re-weight the
input feature maps.
2.2. The Classification Part
The Classification part is composed of some fully con-
nected and dropout layers. In the Feature Extraction part,
by performing Global Average Pooling, a feature vector is
obtained, which is then fed to multiple fully connected and
dropout layers. Dropout layers are used to reduce overfitting.
We empirically set the dropout rate to 0.4. Finally, the Soft-
max activation is applied to the output of 40 neurons to obtain
the probabilities for 40 classes of the Stanford 40 dataset. For
action classification task, we utilize the Cross-entropy loss
which is formulated as:
Cross Entropy = − 1
N
∑
j
yj × log yˆj (1)
where y, yˆ, and N denote the ground truth, the prediction, and
the number of training examples respectively.
2.3. Ensemble Learning
Ensemble Learning is a technique in machine learning
which aims at improving the overall performance by com-
bining the decisions from multiple networks. We investi-
gate eight different pre-trained CNNs, namely VGG-16 [20],
ResNet50 [24], Inception V3 [25], InceptionResNetV2 [26],
DenseNet201 [27], Xception [28], NASNet-Mobile [29], and
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NASNet-Large [29]. We train our proposed model with each
of these eight CNNs, and then we apply the Ensemble Learn-
ing technique to the best four models. A simple approach to
ensemble learning is to take the average of the predictions
of the models, where each ensemble member contributes an
equal amount to the final predictions. A more sophisticated
approach is to take the weighted average of the predictions of
the models, in which the contribution of the best model to the
final predictions is more than the other models. In this paper,
we investigate both ensemble methods on the best four mod-
els. Note that the best four models are chosen based on their
action classification accuracy. Furthermore, to improve the
action classification accuracy, we train our best model on the
cropped version of the Stanford 40 dataset, which is obtained
by using the bounding box coordinates. These coordinates,
which are provided by the dataset creators, show the loca-
tion of the target person. After training our best model on the
cropped version of the Stanford 40 dataset, we apply weighted
averaging on this model and the best four models trained on
normal version of the Stanford 40 dataset. We expect that
the model trained on the cropped version of the Stanford 40
dataset, has a beneficial effect on the ensemble results and
thus leads to improving the classification accuracy. Our in-
tuition is that this model has been exclusively trained on the
images which contain only the target person, and thus it has
a different understanding of actions compared to the models
trained on the normal version of the Stanford 40 dataset.
3. Experimental Results
3.1. Implementation details
We conduct our experiments in the Google Colabora-
tory environment. Our proposed approach is implemented
in Keras [30] and is evaluated on the Stanford 40 dataset [22],
which contains 40 different types of human actions. This
dataset has 4000 training images and 5532 test images. We
resize all input images to 512 × 512 pixels for training and
testing. In order to reduce overfitting, four types of data aug-
mentations are randomly adopted: rotation (range of 0-23
degrees), horizontal flipping, width shifting (0 up to 20%),
and height shifting (0 up to 20%). To train the proposed model,
we set the learning rate to 0.0001 and we use SGD [31] with
a momentum coefficient 0.9.
3.2. Performance of Our Method with Different Pre-
trained CNNs
We train our model with eight different pre-trained CNNs
on Stanford 40 training dataset. The results on Stanford 40
test dataset and the number of parameters of each model are
shown in Table 1. We can see that our model with NASNet-
Large have the best performance in terms of the classification
accuracy compared to our model with other pre-trained CNNs.
Furthermore, as previously explained, we select the best four
models to use them in the Ensemble Learning. In Table 1,
we can observe that our model with NASNet-Large, Incep-
Table 1. performance of our method with different pre-trained CNNs.
Our Method with Different Pre-trained CNNs
Action Classification
Accuracy (%)
Number of
Parameters
VGG-16 [20] 72.61 15,118,952
ResNet50 [24] 85.39 24,778,408
InceptionV3 [25] 88.81 22,993,480
InceptionResNetV2 [26] 89.71 55,265,288
DenseNet201 [27] 86.08 19,447,144
Xception [28] 88.83 22,052,176
NASNet-Mobile [29] 85.67 4,952,508
NASNet-Large [29] 91.47 87,123,322
NASNet-Large [29] trained on cropped dataset 83.92 87,123,322
tionResNetV2, Xception, and InceptionV3 are the best four
models.
3.3. Ensemble Learning Results
As previously described, we apply two types of Ensem-
ble Learning to the top four models, namely Averaging and
Weighted Averaging. In Averaging, the ensemble members
have equal weights, whereas in Weighted Averaging the best
model has the weight equal to 2 and the other three models
have the weight equal to 1. The results of these two types of
Ensemble Learning are shown in Table 2. We can see that
the Weighted Averaging leads to better performance, which
means giving more weight to the best model has a benefi-
cial effect on the final results. Furthermore, we train our best
model, which uses NasNet-Large, on the cropped version of
the Stanford 40 dataset and report the test accuracy in Ta-
ble 1. Then we apply Weighted Averaging on this model and
the best four models trained on the normal version of the
Stanford 40 dataset. As it can be seen in Table 2, the perfor-
mance improves from 93% to 93.17%, which demonstrates
Table 2. The Ensemble Learning results.
Ensemble Method
Action Classification
Accuracy (%)
Averaging on the Best Four Models 92.67
Weighted Averaging on the Best Four Models 93
Weighted Averaging on the Best Four Models+Cropped 93.17
Table 3. Comparison with other methods.
Method
Action Classification
Accuracy (%)
Action-Specic Detectors [32] 75.5
Action Mask [33] 82.6
VLAD spatial pyramids [34] 88.5
Multi-branch Attention Networks [19] 90.7
Part Action Network [13] 91.2
Ours(Our Model with NASNet-Large) 91.47
Ours(Averaging on the Best Four Models) 92.67
Ours(Weighted Averaging on the Best Four Models) 93
Ours(Weighted Averaging on the Best Four Models+Cropped) 93.17
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the effectiveness of the proposed approach.
3.4. Comparison with Previous Methods
We compare the performance of our approach with pre-
vious methods in Table 3. We can see that our method with
different settings, performs favorably against the previous
methods. The great performance of our method owes to i)
using an effective attention mechanism, ii) using NASNet-
Large in the action recognition, and iii) using the Ensemble
Learning technique, which combines the predictions of the
different models.
4. Conclusion
In this paper, we propose using pre-trained CNNs to handle
the lack of massive labeled data. Our Feature Extraction part
is able to extract more attentive features by benefiting from the
Channel Attention Module which is used on top of the CNN.
Furthermore, we investigate eight different pre-trained CNNs
in our framework. Finally, by combining the predictions of
different models, we boost the overall performance of action
recognition. Our method achieves 93.17% accuracy on the
Stanford 40 dataset.
References
[1] K. Xu, J. Ba, R. Kiros, K. Cho, A. Courville, R. Salakhudinov,
R. Zemel, and Y. Bengio, “Show, attend and tell: Neural im-
age caption generation with visual attention,” in International
conference on machine learning, 2015, pp. 2048–2057.
[2] D. Tran, L. Bourdev, R. Fergus, L. Torresani, and M. Paluri,
“Learning spatiotemporal features with 3d convolutional net-
works,” in Proceedings of the IEEE international conference
on computer vision, 2015, pp. 4489–4497.
[3] P.-Y. P. Chi, Y. Li, and B. Hartmann, “Enhancing cross-device
interaction scripting with interactive illustrations,” in Proceed-
ings of the 2016 CHI Conference on Human Factors in Com-
puting Systems. ACM, 2016, pp. 5482–5493.
[4] J. Wu, Y. Zhang, and W. Lin, “Towards good practices for
action video encoding,” in Proceedings of the IEEE conference
on Computer Vision and Pattern Recognition, 2014, pp. 2577–
2584.
[5] T. Zhang, Y. Zhangg, J. Cai, and A. C. Kot, “Efficient object
feature selection for action recognition,” in 2016 IEEE interna-
tional conference on acoustics, speech and signal processing
(ICASSP). IEEE, 2016, pp. 2707–2711.
[6] G. Guo and A. Lai, “A survey on still image based human
action recognition,” Pattern Recognition, vol. 47, no. 10, pp.
3343–3361, 2014.
[7] X. Peng, L. Wang, X. Wang, and Y. Qiao, “Bag of visual words
and fusion methods for action recognition: Comprehensive
study and good practice,” Computer Vision and Image Under-
standing, vol. 150, pp. 109–125, 2016.
[8] M. M. Ullah, S. N. Parizi, and I. Laptev, “Improving bag-of-
features action recognition with non-local cues.” in BMVC,
vol. 10, 2010, pp. 95–1.
[9] D. Oneata, J. Verbeek, and C. Schmid, “Action and event recog-
nition with fisher vectors on a compact feature set,” in Proceed-
ings of the IEEE international conference on computer vision,
2013, pp. 1817–1824.
[10] V. Delaitre, I. Laptev, and J. Sivic, “Recognizing human ac-
tions in still images: a study of bag-of-features and part-based
representations,” in BMVC 2010-21st British Machine Vision
Conference, 2010.
[11] B. Yao and L. Fei-Fei, “Modeling mutual context of object and
human pose in human-object interaction activities,” in 2010
IEEE Computer Society Conference on Computer Vision and
Pattern Recognition. IEEE, 2010, pp. 17–24.
[12] A. Prest, C. Schmid, and V. Ferrari, “Weakly supervised learn-
ing of interactions between humans and objects,” IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, vol. 34,
no. 3, pp. 601–614, 2011.
[13] Z. Zhao, H. Ma, and S. You, “Single image action recognition
using semantic body part actions,” in Proceedings of the IEEE
International Conference on Computer Vision, 2017, pp. 3391–
3399.
[14] G. Gkioxari, R. Girshick, and J. Malik, “Actions and attributes
from wholes and parts,” in Proceedings of the IEEE Interna-
tional Conference on Computer Vision, 2015, pp. 2470–2478.
[15] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet clas-
sification with deep convolutional neural networks,” in Ad-
vances in neural information processing systems, 2012, pp.
1097–1105.
[16] R. Girshick, J. Donahue, T. Darrell, and J. Malik, “Rich feature
hierarchies for accurate object detection and semantic segmen-
tation,” in Proceedings of the IEEE conference on computer
vision and pattern recognition, 2014, pp. 580–587.
[17] R. Girshick, “Fast r-cnn,” in Proceedings of the IEEE interna-
tional conference on computer vision, 2015, pp. 1440–1448.
[18] M. Oquab, L. Bottou, I. Laptev, and J. Sivic, “Learning and
transferring mid-level image representations using convolu-
tional neural networks,” in Proceedings of the IEEE conference
on computer vision and pattern recognition, 2014, pp. 1717–
1724.
[19] S. Yan, J. S. Smith, W. Lu, and B. Zhang, “Multibranch at-
tention networks for action recognition in still images,” IEEE
Transactions on Cognitive and Developmental Systems, vol. 10,
no. 4, pp. 1116–1125, 2017.
[20] K. Simonyan and A. Zisserman, “Very deep convolutional
networks for large-scale image recognition,” arXiv preprint
arXiv:1409.1556, 2014.
[21] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma,
Z. Huang, A. Karpathy, A. Khosla, M. Bernstein, A. C. Berg,
and L. Fei-Fei, “ImageNet Large Scale Visual Recognition
Challenge,” International Journal of Computer Vision (IJCV),
vol. 115, no. 3, pp. 211–252, 2015.
[22] B. Yao, X. Jiang, A. Khosla, A. L. Lin, L. Guibas, and L. Fei-
Fei, “Human action recognition by learning bases of action
attributes and parts,” in 2011 International Conference on Com-
puter Vision. IEEE, 2011, pp. 1331–1338.
[23] J. Hu, L. Shen, and G. Sun, “Squeeze-and-excitation networks,”
in Proceedings of the IEEE conference on computer vision and
pattern recognition, 2018, pp. 7132–7141.
[24] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning
for image recognition,” in Proceedings of the IEEE conference
on computer vision and pattern recognition, 2016, pp. 770–
778.
4
[25] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna,
“Rethinking the inception architecture for computer vision,” in
Proceedings of the IEEE conference on computer vision and
pattern recognition, 2016, pp. 2818–2826.
[26] C. Szegedy, S. Ioffe, V. Vanhoucke, and A. A. Alemi,
“Inception-v4, inception-resnet and the impact of residual con-
nections on learning,” in Thirty-First AAAI Conference on
Artificial Intelligence, 2017.
[27] G. Huang, Z. Liu, L. Van Der Maaten, and K. Q. Weinberger,
“Densely connected convolutional networks,” in Proceedings
of the IEEE conference on computer vision and pattern recog-
nition, 2017, pp. 4700–4708.
[28] F. Chollet, “Xception: Deep learning with depthwise separa-
ble convolutions,” in Proceedings of the IEEE conference on
computer vision and pattern recognition, 2017, pp. 1251–1258.
[29] B. Zoph, V. Vasudevan, J. Shlens, and Q. V. Le, “Learning
transferable architectures for scalable image recognition,” in
Proceedings of the IEEE conference on computer vision and
pattern recognition, 2018, pp. 8697–8710.
[30] F. Chollet et al., “Keras: Deep learning library for theano and
tensorflow,” URL: https://keras. io/k, vol. 7, no. 8, p. T1, 2015.
[31] L. Bottou, “Large-scale machine learning with stochastic gradi-
ent descent,” in Proceedings of COMPSTAT’2010. Springer,
2010, pp. 177–186.
[32] F. S. Khan, J. Xu, J. Van De Weijer, A. D. Bagdanov, R. M.
Anwer, and A. M. Lopez, “Recognizing actions through action-
specific person detection,” IEEE transactions on image pro-
cessing, vol. 24, no. 11, pp. 4422–4432, 2015.
[33] Y. Zhang, L. Cheng, J. Wu, J. Cai, M. N. Do, and J. Lu, “Action
recognition in still images with minimum annotation efforts,”
IEEE Transactions on Image Processing, vol. 25, no. 11, pp.
5479–5490, 2016.
[34] S. Yan, J. S. Smith, and B. Zhang, “Action recognition from
still images based on deep vlad spatial pyramids,” Signal Pro-
cessing: Image Communication, vol. 54, pp. 118–129, 2017.
5
