A Probabilistic View of Problems in Form Error Estimation by Yang, Tai-Hung & Jackman, John K.
Industrial and Manufacturing Systems Engineering
Publications Industrial and Manufacturing Systems Engineering
1997
A Probabilistic View of Problems in Form Error
Estimation
Tai-Hung Yang
Iowa State University
John K. Jackman
Iowa State University, jkj@iastate.edu
Follow this and additional works at: http://lib.dr.iastate.edu/imse_pubs
Part of the Industrial Engineering Commons, and the Systems Engineering Commons
The complete bibliographic information for this item can be found at http://lib.dr.iastate.edu/
imse_pubs/31. For information on how to cite this item, please visit http://lib.dr.iastate.edu/
howtocite.html.
This Article is brought to you for free and open access by the Industrial and Manufacturing Systems Engineering at Iowa State University Digital
Repository. It has been accepted for inclusion in Industrial and Manufacturing Systems Engineering Publications by an authorized administrator of
Iowa State University Digital Repository. For more information, please contact digirep@iastate.edu.
A Probabilistic View of Problems in Form Error Estimation
Abstract
Form error estimation techniques based on discrete point measurements can lead to significant errors in form
tolerance evaluation. By modeling surface profiles as random variables, we show how sample size and fitting
techniques affect form error estimation. Depending on the surface characteristics, typical sampling techniques
can result in estimation errors of as much as 50 percent. Another issue raised in the fitting approach is the
metric p selection for the fitting objective. We show that for p = 2 and p = ∞, the selection does not appear to
significantly affect the estimation of form errors
Keywords
curve fitting, error analysis, estimation, fits and tolerances, inspection, fitting techniques, probabilistic
estimation, object recognition
Disciplines
Industrial Engineering | Systems Engineering
Comments
This is an article from Journal of Manufacturing Science and Engineering, Transactions of the ASME 119 (1997):
375, doi: 10.1115/1.2831116. Posted with permission.
This article is available at Iowa State University Digital Repository: http://lib.dr.iastate.edu/imse_pubs/31
Tai-Hung Yang 
J. Jackman 
Department of Industrial 
and Manufacturing System Engineering, 
Iowa State University 
Ames, IA 
A Probabilistic View of Problems 
in Form Error Estimation 
Form error estimation techniques based on discrete point measurements can lead to 
significant errors inform tolerance evaluation. By modeling surface profiles as ran-
dom variables, we show how sample size and fitting techniques affect form error 
estimation. Depending on the surface characteristics, typical sampling techniques 
can result in estimation errors of as much as 50 percent. Another issue raised in the 
fitting approach is the metric p selection for the fitting objective. We show that for 
p — 2 and p = °°, the selection does not appear to significantly affect the estimation 
of form errors. 
1 Introduction 
Inspection systems that provide metrology information on 
discrete points from the surface of an object must use some 
type of fitting procedure to obtain more meaningful dimensional 
and form information. In this context, we can examine the devia-
tions of the surface being measured and neglect for the moment 
uncertainties introduced by the inspection system. Consider the 
idealized geometric boundary shown in Fig. 1 where the desired 
form feature is a straight line and the profile P is the actual 
profile of the workpiece. Form tolerances (ANSI/ASME 
Y14.5M, 1982) specify a zone bounded by two offset profiles 
of the nominal surface which must enclose P. We need only 
specify the offset value and no datum is needed, i.e., the toler-
ance zone floats in space. 
For a discrete set of points, we want to determine if profile 
P lies within the specified tolerance zone (in this case 
straightness). We are faced with the problem of making infer-
ences about the limits of the zone with incomplete information 
on P. The limits of P, /„ and /,, are separated by a distance, W, 
which must be compared with the tolerance zone specification. 
In practice P and the limits (/„ and /,) are unknown because it 
is infeasible to take an infinite number of points on P. We can 
easily extend the same problem to form tolerances other than 
straightness. Thus, the sampling strategy (location and number 
of points) and sample data analysis are critical issues in the 
context of inspection using discrete sample points. 
Murthy and Abdin (1980) and Shunmugam (1986, 1987a, 
1987b, 1990, 1991) have already demonstrated that estimates 
of W obtained from the least squares method do not agree with 
the definition of form errors. 
The two main approaches to resolve this problem have been 
curve fitting and computational geometry. The curve fitting ap-
proach uses L,;-norm estimation, e.g., Caskey et al. (1991, 
1992), Dhanish and Shunmugam (1991), and Hopp (1993). 
Using computational geometry, planar feature boundaries are 
determined from the convex hull and supporting lines, while 
circular features require application of Voronoi diagrams, e.g., 
Etesami and Qiao (1989), Traband et al. (1989) and Roy and 
Zhang (1992). 
The goal of Lp-norm estimation is to find the fit parameters 
that minimize the L„ norm 
Ik, I' 
Up 
(1) 
where /-,- is the j'th residual and the sum is over n data points. 
The residuals discussed in this paper are the normal deviations 
to the fitted geometric features. Least-squares fitting corre-
sponds to the case of p = 2. The limit of Lp as p -* a> is the 
largest magnitude residual, so the L„ problem is to minimize 
the maximum magnitude residual—i.e., to find the minimum 
zone fit (Hopp, 1993). Huang et al. (1993), Kanada and Suzuki 
(1993) as well as many others proposed various algorithms to 
calculate the width of this minimum zone. Caskey et al. (1992) 
also conclude that the "minimum zone is the same as mini-
max (L„)". In testing existing published methods, they found 
that the Anderson-Watson-Osborne algorithm was more effi-
cient for minimum zone evaluations. Using this same algorithm 
as Caskey (1992), we can reduce the original nonlinear problem 
to a sequence of linear LM-norm problems, each of which is 
solved as a standard LP problem using the FORTRAN subrou-
tine CHEB (Barrodale and Phillips, 1975)' followed by the 
inexact line search (Anderson and Osborne, 1977) to ensure 
convergence (Gonin and Money, 1989). 
Hopp (1993) reports that the bias and sensitivity errors of 
the fit will vary with p. As p increases, the sensitivity of the 
fit to point measurement error increases, but the bias with re-
spect to the fit prescribed by tolerance theory decreases. There-
fore, it is very difficult to develop general guidelines for the 
proper choice of a fitting objective for a practical coordinate 
measuring system. Least-squares fitting is widely used and 
widely debated, with many claiming that extremal fitting is 
better because it "conforms" to tolerance theory. In fact, the 
best choice of a fitting objective is that which produces the 
smallest combined uncertainty in the result. How to make the 
best choice is not at all clear (Hopp, 1993). 
In choosing a sampling strategy, we must consider the loca-
tion and number of sample points needed to inspect a workpiece. 
A variety of sampling techniques such as uniform sampling, 
random sampling, stratified random sampling, Hammersley 
sampling (Caskey et al., 1992; Hocken et al , 1993; Woo et al, 
1993) have been investigated. Hocken et al. (1993) point out 
that uniform sampling is the most practical technique for normal 
users since it is much easier to program a measuring machine 
to sample at equal intervals in angle or space than it is to use 
any other sampling techniques. Caskey et al. (1992) prefer 
stratified random sampling and argue that it is more robust to 
feature waviness based on their simulation results. Even with 
this method, their results gave poor performance in estimation 
of form errors. They found that a large number of samples is 
necessary to obtain a low variance of the estimated form error 
based on a particular surface. The relationship between feature 
waviness and the sampling methods is still unknown. 
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 Note that Caskey et al. (1992) use Abdelmalek's algorithm to get the linear 
mini-max solution. 
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Fig. 1 Idealized geometric boundary (y = .01 cos (.1 - 9x)) 
We begin our discussion with a probabilistic view of form 
deviations. Using known surfaces, we show how random sam-
pling methods and sample size affect form error estimation. We 
show how the poor performance of form deviation estimation 
is tied to the characteristics of the profile. We conclude with a 
comparison of analysis techniques and a discussion of the role 
of the metric p in Lp-norm estimation. 
2 Statistical Distributions for Surface Profiles and 
Its Impact on Sampling Results 
Definition 1: True Profile: Let the true profile, P, be 
defined as the actual surface profile of a given workpiece. 
Definition 2: True Form Error: Let the true form error, 
W, be defined as the width of the smallest zone in the form of 
the nominal geometry that encloses P. 
Definition 3: Zone Location Function: Let the location 
of the form error zone be defined by a function, Z
 p, correspond-
ing to the nominal geometry defined at the location of the half-
width of W. The index p refers to the method used to obtain 
the zone location and n is the number of sample points. For p 
= 0 and n = 0, we use the known zone location and for p > 
0 we use the Lp - norm estimator. 
Definition 4: Measured Form Error: Let the measured 
form error for n sample points be WJ, where p has the same 
meaning as in the definition of Z np. 
Definition 5: Detectability of True Form Error. Detect-
ability, Dp1, is defined as the ratio of the estimated form error 
for n sample points to the true form error (i.e., D"p = 
WplW). We will show that the variance of W "p is monotonically 
decreasing with n and thus the mean is enough to define the 
detectability. 
2.1 Distribution of Sample Points. The periodic surface 
profile shown in Fig. 1 can be represented by the general cosine 
wave function 
y(x) = A cos (bx + c), (2) 
where, A is the amplitude, b is the frequency and c is the phase 
angle. Now suppose we perform random sampling of n points 
(uniformly distributed) along the x axis on the interval (0, x0), 
that is, x has a uniform probability density function (pdf) / (x) 
given by 
/ ( * ) = 
1 O < J < H , 
Xo 
0 otherwise. 
We would like to determine the pdf for the deviation of the 
sample points from X% which i s / ( y ) . For one value of y, two 
possible values of x will match it within one cycle. There are 
a total of x0bl2ix cycles within x G (0, x0). Thus, the inverse 
function y~ : (x) is a real x0fr/7r-valued function of y, where Xobl 
TY is forced to be an integer and all of the x0b/n values have 
equal probability. Hence, 
f(y) = Pr{y < . v(x) =s y + Ay} Ay 
Xob Pr{x < x(y) s x + Ax} 
7r Ay 
x0b Pr{x < x(y) < x + Ax) Ax 
ir Ax Ay 
Xob j . . . 
— fix) 
IT 
dx 
~dy 
b/TT 
for *Uo 
I dyldx| dx 
where 
= Ab sin {bx + c) = Abi\ — cos2 {bx + c) 
Thus, 
= bU2 -
/ (y) = 7TVA 
0 
2
-y2 
|y | <A 
(3) 
This probability density function, shown in Fig. 2, represents 
the distribution of possible values for a given sample point from 
P. 
From (3) and Fig. 2 we would like to emphasize the follow-
ing points. 
(1) The tails of the distribution play an important role in 
evaluating the form errors as we will show in the next 
section. 
(2) The pdf in (3) is not a function of frequency. Thus, 
detectability using random sampling is the same under 
different frequencies with this type of periodic profile. 
(3) Since the domain of this pdf is the amplitude A, the 
distribution is the same with different amplitudes of 
M 
T we-
140 - 1 
120 -
1 100 - / 
\ 80 / 
\ 60 - J 
^ 40 • _ _ _ _ ^ ^ 
20 -
1 ft- 1 
-0.01 
-0.005 0.005 0.01 
Fig. 2 fly) = 1/ir(0.012 - y2)06 for \y\ < 0.01; 0 for \y\ E= 0.01 
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Fig. 3 Profile (4): y(x) = 0.25 (sin 3x + cos 12x + sin .5x + cos 5x) for x e (0, 50) 
y(x). Thus, the detectability using random sampling is 
the same irrespective of different amplitudes of y(x). 
The determination of the form error and the distribution of 
sample points is more difficult to obtain when we consider more 
complicated profiles, e.g., 
y(x) = 0.25(sin 3x + cos 12* + sin .5x + cos 5x) (4) 
for x £ (0, 50), which is shown in Fig. 3. An alternative 
approach is to estimate Z % and W ° using Z J and W 2. for large 
values of n. We can sample a large sequence of points for fixed 
increments of x and use mini-max optimization to find the zone 
location. From the zone location, we can create a frequency 
histogram from the residual values. For example, we sample 
points at fixed intervals of 0.01 along the x axis (x £ [0, 50]). 
We have 5001 points which are used to approximate the contin-
uous profile (4). Using the Z^ (least squares) estimator, we 
obtain 
Z'001 = -0.002868* + 0.071354 
and using the L„ estimator we find a different zone location, 
namely, 
Z2>01 = -0.00001* + 0.047791, 
for x 6 [0, 50]. From these estimates (shown in Fig. 4) we 
observe that the location of the zone is no longer Z ° = 0. From 
the histogram of the sample point deviations (normal distances 
to ZiL001) shown in Fig. 5, we observe that the deviations are 
clustered about a mean which is not surprising given the profile. 
Stout et al. (1990) have provided the height distributions for 
various machined surfaces, many of which cannot be modeled as 
a normal distribution. We use the beta distribution, which is not 
without precedent (He, 1991), to estimate/( y), i.e., the form devia-
tion, for measured profiles. By changing the parameters of the beta 
distribution, we can control its shape to match that of a specific 
process (such as those found in our two examples). The probability 
density function for a generalized beta distribution is given by 
f(X,a,P,a,b) 
1 fX-a\a-i/l X-aV-1 
(b - a)B(a, B) \b - a 
y(x) 
Fig. 4 2f" and ZS001 for profile (4) 
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Fig. 5 Sample point distribution function for profile (4) 
a > 0, 0 > 0, a b, 
where, B(a, /?) = /„' Ya-'(l - Y)p-'dY, X = random variate 
(form deviation),a, b = lower and upper limits of the distribu-
tion (i.e., // and /„ limits of the form error), and a, (3 = shape 
exponents. Outside the interval [a, b] the probability density 
We can represent the density function of profile (3) as a beta 
distribution with a = /? = 0.5, a = - A, and b = A. The 
histogram shown in Fig. 5 for profile (4) can be approximated 
by a beta distribution with a = 2.683, /3 = 2.979, a = -0.915, 
and b = 0.914, using He's algorithm (1991). The estimate of 
the true form error would be b — a or 1.829. 
2.2 Estimated Form Error and Order Statistics. If we 
take n random samples (following a uniform distribution) from 
the profile along the x axis, we can treat our points as a set of 
independent and identically distributed (IID) random variables, 
{Fi, Y2, . . .', Yn}, having a common beta distribution with 
parameters (a, /?). Let the zone location be given as 2 [] = 0 
and let a measured set of sample points, y0), ym, • • •, » )> be 
sorted in ascending order of magnitude such that 
.y<i> s ym >(»)• 
The samples ym and yin) determine the estimated form error 
as Wo = 3>(„) - yw. If we let WS (a random variable) be the 
difference (the estimated form error) given by Yin) - F ( n , then 
the density function of W S (Kendall and Stuart, 1977) for the 
general case is 
/ : 
is zero. 
gW0{wl) = n(n - 1) {F(y(i) + w'i) - F(ym)}"~2 
V — oo 
x f(yw)f(y(l))f(yo) + w0)dylu. (5) 
i 
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Fig. 7 (a) Mean comparison (b) standard deviation comparison of simu-
lation and theoretical results (Profile S) 
Its expected value is 
E[W"0] = f {l-F(yy-[l-F{y)Y}dy (6) 
J -CO 
and the mth moment about the mean is given by 
E[W"0- E(W"0)]'" 
= m ( m - l ) f f < " ' { l - F ^ - ( l - F 1 ) " + ( F „ - F 1 ) " } 
J -co V -co 
{W"a - E[Wn0}}m-1dyll)dyM - (m - l)[-E[W'0])m 
for m a 2 (7) 
From the definition of variance we obtain 
o
2
K = E[WS - E[W S]]2 = 2 f P"" {1 - F"n - (1 - F , )" 
* / —OO J — 00 
+ ( F „ - F . r i r f y u j ^ - E I W S ] 2 . (8) 
ance for detectability would be given by E[D'i] = 
E[W'i]/W°0 and o-Js = (Twjj/t^o]2. Figure 6 shows the results 
calculated from (6) and (8) for different parameters of beta 
distributions with b - a = 1. From these figures we would like 
to illustrate the following points. 
(1) 
(2) 
(3) 
(4) 
D" 
p 
These figures assume that the zone location, Z j , is 
known (and therefore independent of n) and the sample 
points are from IID beta distributions when we perform 
random sampling. 
As sample size increases, detectability increases and 
the standard deviation decreases. 
The detectability for the normal distribution N(| , g), 
which is close to a unit beta distribution with a = P 
= 4 and is the most common form deviation distribution 
assumption for most researchers, is only 62 percent 
when we take 20 sample points. 
Note that, in practice, typically less than 10 points are 
used to assess form errors. Therefore, a small sample 
size has a very high probability of accepting a bad part 
if the measured zone is the same order of magnitude as 
the tolerance specification. The scenario is even worse 
when the form deviation follows a beta distribution 
-*-beta(2.683,2.979) 
1 
-e-Lb" 
0.8 -
0.6 -
0.4 -
0.2 
0 • 1 1 1 
10 
Number of Points (n) 
(a) 
15 20 
0"D n 
P 
0.3 
0.25 
0.2 
0.15 
0.1 
0.05 
-*-beta(2.683,2.979) 
-h~Dn 
OO 
- H - D " 
1 r 1 
10 
Number of Points (n) 
(b) 
15 20 
Using these statistics for the form deviation estimate, we can 
calculate the detectability with respect to n for given parameters
 Fig, 8 (a) M e a n comparison (6) standard deviation comparison of simu-
of any distribution. The corresponding expected value and vari- lation and theoretical results (Profile B) 
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Fig. 9 Detectability for 500 samples, 5 points/sample 
with parameters (4, 4) or higher kurtosis. The mean of 
the estimated form error is only 74 percent of the true 
value when we take 100 points (82 percent for the 
normal distribution). 
Since the true zone location is unknown to us, the practice 
is to take an arbitrary number of sample points to estimate 
Z "p and then obtain an estimate of W "p. Next, using simulation 
techniques to take sample points from the two profile examples, 
we use least squares and mini-max methods to estimate D"p for 
different sets of sample points and compare the results with the 
theoretical values. 
3 Simulated Sampling 
3.1 Theoretical versus Measured Form Error. We 
compare our theoretical results for expected value and variance 
of the form error from (6) and (8) with form error estimates 
from simulated inspection sample points by calculating the fol-
lowing. 
(1) Theoretical expected value for Dg, E[Do] 
(2) Average detectability using Zg, £>o 
(3) Average detectability using Z \, Dn2 
(4) Average detectability using Z'L, D'L 
Varying n from 3 to 20, we generate 30 sets of random points 
from profiles (2) and (4) for each n and then calculate Zg, 
D g, Z "2. DI, Z I , and D "L. For profile (2) we use a beta distribu-
tion with a = -0 .01 , b = 0.01 and a = 0 = 0.5. For profile 
(4) , we use a beta distribution with a = -0.915, b = 0.914, 
a = 2.683, and /? = 2.979. Note that in both cases, W°0 = 
b - a. 
Figures 7 and 8 show the mean values and standard deviations 
of D"p and the theoretical values calculated by (6) and (8) for 
profiles (2) and (4), respectively. 
Based on these simulation results, we make the following 
observations: 
(1) The difference between the detectability calculated 
from (6) and the estimates from random sampling for 
Fig. 10 Detectability for 500 samples, 50 points/sample 
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both profiles decreases as the sample size increases. 
We attribute this bias to the estimate of the zone loca-
tion. As would be expected, small sample sizes exhibit 
large biases. Later Figs. 9(b) and 10(b) illustrate this 
point more clearly. 
(2) The detectability estimated by the mini-max method is 
consistently smaller than the E[D'Q] calculated from 
(6) for both profiles. This can result in accepting a part 
which is actually out of tolerance. Therefore, the type 
II error (the probability of accepting a bad part) is 
higher when using the mini-max method. 
(3) Hopp (1993) suggests that an optimal p value can be 
found for the parameters of a substitute geometry (i.e., 
Zp), though the way to make the best choice of p is 
not clear. For our examples, we did not observe a major 
difference in the estimates for different values of p. 
The estimate of detectability, D"a, based on the known 
Z o agrees quite well with the mean values calculated 
from (6). 
(4) We observe that even with good estimates of the zone 
location, the detectability is still quite low (e.g., profile 
(4)) due to the sampling limitation. 
(5) The more complex profile of (4) exhibits much poorer 
performance for all the estimates. 
3.2 Profile Distribution and Form Error. In order to 
generalize the previous observations, we conducted another 
simulation study for different beta distributions. We assume 
Z° = 0.5 as the zone location and the true straightness error 
as Wo = 1. Points on the surface are I.I.D. having a beta 
distribution with a - 1 and /3 varying from 1 to 5. Five hundred 
samples are generated for each distribution with 5 and 50 mea-
surement points for each sample. Again we calculate Z 3, D'i, 
Z 3, D'l, Z l, and Dl for each value of n. 
Figures 9 and 10 show the 95 percent confidence intervals 
for detectability for the 500 samples using 5 and 50 measure-
ment points/sample, respectively. We also observed similar be-
havior for detectability when a was varied. 
The detectability calculated from mini-max consistently has 
the smallest value. The difference is larger for smaller sample 
sizes which agrees with our previous observation. The normal 
least-squares method has a higher probability of over-estimating 
the form error (greater than 1 in this case) especially when a 
< 1 and /3 == 1. In most of the cases, the confidence intervals 
for p = 2 and p = co overlap, indicating similar performance 
for the estimators. Figure 9 exhibits a significant difference 
between D
 0 and the other estimates which shows the effect of 
using an estimate of the zone location, Z ",, on the performance 
of the detectability estimator. 
4 Conclusion 
In a discussion at the 1993 International Forum on Dimen-
sional Tolerancing and Metrology, the following points were 
made. 
In general, we see a point of diminishing returns, after 
which increasing the number of samples brings no 
advantage. However, we found that a plot of size vs. 
number of data points oscillates slightly as it con-
verges, and certain numbers of samples lead to larger 
errors than adjacent numbers. (For example, 12 points 
might be worse than 11 or 13 points.) We don't know 
why this occurs, but it seems to be very repeatable for 
a given probe and machine, (p. 299) 
Our problem, as I see it, is the more points you take, 
the bigger the value of form error you get. So, we 
have a curve like this (trending upward as the number 
of points approached infinity. I don't know of any 
solid way of estimating, from somewhere here out to 
infinity, where that curve will go. (p. 301) 
Caskey et al. (1992) and Hocken (1993) also reported similar 
problems. In this paper we have presented a probabilistic view-
point of the problem by determining the theoretical form error 
distributions for a wide variety of surfaces profiles under various 
points of inspection. Our results provide a basis for explaining 
the empirical evidence of others and indicate that current prac-
tices in the evaluation of form are insufficient in dealing with the 
variety of surface profiles that one encounters due to different 
manufacturing processes and materials. The surface profile dis-
tribution plays a major role in the convergence of form error 
estimates on the true form error. 
Another issue raised in the curve fitting approach is the metric 
p selection for the fitting objective. From our studies, we have 
shown that there appears to be no significant difference between 
p = 2 and p = oo in terms of the detectability. This is due 
mainly to the standard deviation of the estimates. Sample size 
and the surface characteristics have the largest effect on detect-
ability. 
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