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Abstract
We investigate the variance of linear statistics of the Ginibre random point eld. We
generalize the result obtained by the second author to higher order moments and also to
functions with rotational and radial perturbations. Our result is motivated by the construction
of a solution of the innite dimensional stochastic dierential equation related to the Ginibre
random point eld.
x 1. Introduction
The Ginibre random point eld (GRPF) Gin is a probability measure on the
conguration space over the complex plane C. The GRPF Gin is specied by the
correlation functions fngn2N with respect to the standard complex Gaussian measure
g(dz) = 1 expf jzj2gdz given by
n(z1; : : : ; zn) = det[K(zi; zj)]i;j=1;::: ;n;(1.1.1)
where K :CC!C is the exponential kernel dened by
K(z1; z2) = expfz1z2g:(1.1.2)
The GRPF Gin is one of the typical examples of Fermion (determinantal) random point
eld ([7], [5]). It is well known that Gin is rotation and translation invariant although
the kernel K is not translation invariant. Moreover, Gin is the thermodynamic limit of
the distribution NGin of the spectrum of the random matrices called Ginibre ensemble





jzi   zj j2dz1    dzN :(1.1.3)
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Here  =
PN
i=1 zi and we naturally regard the right hand side as a probability measure
on the conguration space.
In view of (1.1.3) the GRPF is the stationary distribution of particles interacting
via the two dimensional Coulomb potential. Because of the strong and long range nature
of the interaction the static property of the GRPF is quite dierent from that of Gibbs
measures. Indeed, the following small uctuation result of the variance of the linear
statistics of the GRPF is known (cf. [6]):




where Var is the variation with respect to Gin,  =
P
i zi denotes an element of the
set of the congurations, and fzig is a sequence in C with no accumulation points in





h; 1Dr i denotes the cardinality of the particles in the disk Dr by denition.
Note that, if we replace Gin by the Poisson random point eld whose intensity
is the Lebesgue measure, then the exponent of r on the right hand side of (1.1.4) is 2
instead of 1.
The purpose of the paper is to generalize the above result to a wider class of
functions. As for higher order moments and rotations we obtain the following.







2k+ be the modied Bessel func-













Here f  g as r !1 means limr!1 f(r)=g(r) = 1.
Theorem 1.2. Let m be a nonnegative integer and q 2 Z. Then
Var(h; 1Drzme











jf(z)  j = O(r ) as r !1;(1.1.6)
where  > 0 and  2 C are constants. Let m be a nonnegative integer and q 2 Z as
before. Then we have
Var(h; 1Drzme
p 1q arg zf(z)i) = O(rmaxf2m+1;2m+2 2g) as r !1.(1.1.7)
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Here f(r) = O(g(r)) as r !1 means lim supr!1 jf(r)j=jg(r)j <1.








jZit   Zjt j2
dt (i 2 Z):(1.1.8)
The solution (Zit)i2Z 2 CZ is closely related to Gin. Indeed, the associated unlabeled
dynamics Zt =
P
i2Z Zit is a Gin-reversible diusion. One of the diculty to solve




t   Zjt )=jZit   Zjt j2dt.
Since Zt =
P
i2Z Zit is Gin-reversible and Gin is translation invariant, the summationP
j2Z (Z
i
t   Zjt )=jZit   Zjt j2 does not converge absolutely; one can expect only a condi-
tional convergence. To prove the conditional convergence and other properties to solve
the SDE (1.1.8) we need an estimate of the form
Var(h; 1Dr
z[jzj]
jzj2 i) = O(r
2 c) for some c > 0;(1.1.9)
where [t] denote the maximal integer smaller than t. The estimate (1.1.9) with c = 1 is
immediate from Theorem 1.3 by taking m = 0, q =  = 1,  = 1 and f(z) = [jzj]=jzj.
x 2. Variance of higher order moments
In this section we prove Theorem 1.1. We rst recall the following.










Proof. This lemma is well known. So we omit a proof.
Remark. It may be interesting to note that the variance Var(h; gi) can be written
as follows.





This follows from Lemma 2.1 and the formula K(z; z) =
R
C jK(z; w)j2g(dw). Also, it
follows from this formula that
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Lemma 2.2. For m = 0; 1; 2; : : : , we have
Z
Dr
















Lemma 2.3. Let Yr2 be the Poisson random variable with mean r2. Let Sm(n) =






Sm(k)P (Yr2  k + 1)2:(2.2.5)






































Sm(k +m)P (Yr2  k +m+ 1)2:
Hence Lemma 2.3 follows from (2.2.6) with the change of variable k + m 7! k in the
summation immediately.
Lemma 2.4. Let pk := P (Yr2 = k) = e r
2 r2k
k! . Then we have
1X
k=m
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Proof. Since P (Yr2  k+1)2 =
P1
i;j=k+1 pipj , we have by using Fubini's theorem
1X
k=m




























Here we used Sm(k) = 1m+1 (Sm+1(k + 1)  Sm+1(k)) for the second line, where we set
Sm+1(m) = 0. Moreover, we used Sm+1(k)pk = r2(m+1)pk (m+1) for the third line.













for k  0, and
1X
i;j=0






for any functions f; g : N ! C. Then, by using (2.2.9) and (2.2.10) together with the
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for xed  (cf. [2], p.123).
x 3. Proof of Theorems 1.2 and 1.3.
In this section we prove Theorems 1.2 and 1.3. We begin with a calculation related
to the kernel K(w; z).
Lemma 3.1. Let q 2 Z and Fm;q(z) = zme













Proof. Since jFm;q(w)j = jFm;0(w)j, (3.3.1) is clear. Let jwj = s, jzj = t, ' = arg z






















































(st)mfIm(2st)  Ijm+qj(2st)g  e s
2 t2d(s2)d(t2):
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Proof. Lemma 3.2 is immediate from Lemma 2.1 and Lemma 3.1.







t2m 1dt)  r1=2) as r !1:
Proof. By (2.2.12) we see there exists a constant C = Cm;q > 0 such that





























Proof of Theorem 1.2. Theorem 1.2 follows from Theorem 1.1, Lemma 3.2 and
Lemma 3.3 immediately.
Proof of Theorem 1.3. Let Fm;q be as in Lemma 3.1. Then it is easy to see
Var(h; 1Drzme
p 1q arg zf(z)i)(3.3.6)
= Var(h; 1DrfFm;q + (f(z)  )Fm;qgi)
 22Var(h; 1DrFm;qi) + 2Var(h; 1Dr (f(z)  )Fm;qi)










Here we used Lemma 2.1 and (2.2.2) for the fourth line. Combining (3.3.6) with Theo-
rem 1.2 and (1.1.6) completes the proof of Theorem 1.3.
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