A model-based robust control approach is proposed that significantly improves imaging bandwidth for the dynamic mode atomic force microscopy. A model for cantilever oscillation amplitude and phase dynamics is derived and used for the control design. In particular, the control design is based on a linearized model and robust H ∞ control theory. This design yields a significant improvement when compared to the conventional proportional-integral designs and verified by experiments.
PDEs, the agents can achieve a rich family of 2-D deployment manifolds in 3-D space which correspond to the PDEs' equilibrium as determined by the boundary conditions. Unfortunately, many of these deployment surfaces are open-loop unstable. To stabilize them, a heretofore open and challenging problem of PDE stabilization by boundary control on a disk has been solved in this paper, using a new class of explicit backstepping kernels that involve the Poisson kernel. A dual observer, which is also explicit, allows to estimate the positions of all the agents, as needed in the leaders' feedback, by only measuring the position of their closest neighbors. Hence, an all-explicit control scheme is found which is distributed in the sense that each agent only needs local information. Closed-loop exponential stability in the L 2 , H 1 , and H 2 spaces is proved for both full state and output feedback designs. Numerical simulations illustrate the proposed approach for 3-D deployment of discrete agents. Single-molecule microscopy is a relatively new optical microscopy technique that allows the detection of individual molecules such as proteins in a cellular context. This technique has generated significant interest among biologists, biophysicists, and biochemists, as it holds the promise to provide novel insights into subcellular processes and structures that otherwise cannot be gained through traditional experimental approaches. Single-molecule experiments place stringent demands on experimental and algorithmic tools due to the low signal levels and the presence of significant extraneous noise sources. Consequently, this has necessitated the use of advanced statistical signal-and image-processing techniques for the design and analysis of single-molecule experiments. In this tutorial article, we provide an overview of single-molecule microscopy from early works to current applications and challenges. Specific emphasis will be on the quantitative aspects of this imaging modality, in particular single-molecule localization and resolvability, which will be discussed from an information-theoretic perspective. We review the stochastic framework for image formation, different types of estimation techniques, and expressions for the Fisher information matrix. We also discuss several open problems in the field that demand highly nontrivial signal processing algorithms.
Abstract
Many applications in signal processing benefit from the sparsity of signals in a certain transform domain or dictionary. Synthesis sparsifying dictionaries that are directly adapted to data have been popular in applications such as image denoising, inpainting, and medical image reconstruction. In this paper, we focus instead on the sparsifying transform model, and study the learning of well-conditioned square sparsifying transforms. The proposed algorithms alternate between a l0 norm-based sparse coding step, and a non-convex transform update step. We derive the exact analytical solution for each of these steps. The proposed solution for the transform update step achieves the global minimum in that step, and also provides speedups over iterative solutions involving conjugate gradients. We establish that our alternating algorithms are globally convergent to the set of local minimizers of the nonconvex transform learning problems. In practice, the algorithms are insensitive to initialization. We present results illustrating the promising performance and significant speed-ups of transform learning over synthesis K-SVD in image denoising.
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Low-Complexity Multiclass Encryption by Compressed Sensing
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Abstract
The idea that compressed sensing may be used to encrypt information from unauthorized receivers has already been envisioned but never explored in depth since its security may seem compromised by the linearity of its encoding process. In this paper, we apply this simple encoding to define a general private-key encryption scheme in which a transmitter distributes the same encoded measurements to receivers of different classes, which are provided partially corrupted encoding matrices and are thus allowed to decode the acquired signal at provably different levels of recovery quality. The security properties of this scheme are thoroughly analyzed: first, the properties of our multiclass encryption are theoretically investigated by deriving performance bounds on the recovery quality attained by lower-class receivers with respect to high-class ones. Then, we perform a statistical analysis of the measurements to show that, although not perfectly secure, compressed sensing grants some level of security that comes at almost-zero cost and thus may benefit resource-limited applications. In addition to this, we report some exemplary applications of multiclass encryption by compressed sensing of speech signals, electrocardiographic tracks and images, in which quality degradation is quantified as the impossibility of some feature extraction algorithms to obtain sensitive information from suitably degraded signal recoveries. ) number of measurements. In contrary, OMP is a practically more appealing algorithm due to its superior execution speed. In this piece of work, we have proposed a scheme that brings the required number of measurements for OMP closer to BP. We have termed this scheme as OMP α , which runs OMP for (m + ⌊αm⌋)-iterations instead of m -iterations, by choosing a value of α ∈ [0, 1].
It is shown that OMP α guarantees a high probability signal recovery with O
number of measurements. Another limitation of OMP unlike BP is that it requires the knowledge of m. In order to overcome this limitation, we have extended the idea of OMP α to illustrate another recovery scheme called OMP ∞ , which runs OMP until th-signal residue vanishes. It is shown that OMP ∞ can achieve a close to ℓ 0 -norm recovery without any knowledge of m like BP.
--------Blind Inpainting Using ℓ 0 and Total Variation Regularization Afonso, M.V., Sanches, J.M.R.
Instituto de Sistemas e Robtica
Abstract
In this paper, we address the problem of image reconstruction with missing pixels or corrupted with impulse noise, when the locations of the corrupted pixels are not known. A logarithmic transformation is applied to convert the multiplication between the image and binary mask into an additive problem. The image and mask terms are then estimated iteratively with total variation regularization applied on the image, and ℓ 0 regularization on the mask term which imposes sparseness on the support set of the missing pixels. The resulting alternating minimization scheme simultaneously estimates the image and mask, in the same iterative process. The logarithmic transformation also allows the method to be extended to the Rayleigh multiplicative and Poisson observation models. The method can also be extended to impulse noise removal by relaxing the regularizer from the ℓ 0 norm to the ℓ 1 norm. Experimental results show that the proposed method can deal with a larger fraction of missing pixels than two phase methods, which first estimate the mask and then reconstruct the image.
Adaptive Image Denoising by Targeted Databases
Enming Luo, Stanley H. Chan, Truong Q. Nguyen UCSD
Abstract
We propose a data-dependent denoising procedure to restore noisy images. Different from existing denoising algorithms which search for patches from either the noisy image or a generic database, the new algorithm finds patches from a database that contains relevant patches. We formulate the denoising problem as an optimal filter design problem and make two contributions. First, we determine the basis function of the denoising filter by solving a group sparsity minimization problem. The optimization formulation generalizes existing denoising algorithms and offers systematic analysis of the performance. Improvement methods are proposed to enhance the patch search process. Second, we determine the spectral coefficients of the denoising filter by considering a localized Bayesian prior. The localized prior leverages the similarity of the targeted database, alleviates the intensive Bayesian computation, and links the new method to the classical linear minimum mean squared error estimation. We demonstrate applications of the proposed method in a variety of scenarios, including text images, multiview images, and face images. Experimental results show the superiority of the new algorithm over existing methods.
