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Abstract
Extra-terrestrial Planetary rover systems are uniquely remote, placing
constraints in regard to communication, environmental uncertainty, and
limited physical resources, and requiring a high level of fault tolerance
and resistance to hardware degradation.
This thesis presents a novel self-reconfiguring autonomous software ar-
chitecture designed to meet the needs of extraterrestrial planetary en-
vironments. At runtime it can safely reconfigure low-level control sys-
tems, high-level decisional autonomy systems, and managed software
architecture. The architecture can perform automatic Verification and
Validation of self-reconfiguration at run-time, and enables a system to be
self-optimising, self-protecting, and self-healing. A novel self-monitoring
system, which is non-invasive, efficient, tunable, and autonomously de-
ploying, is also presented.
The architecture was validated through the use-case of a highly au-
tonomous extra-terrestrial planetary exploration rover. Three major
forms of reconfiguration were demonstrated and tested: first, high level
adjustment of system internal architecture and goal; second, software
module modification; and third, low level alteration of hardware control
in response to degradation of hardware and environmental change. The
architecture was demonstrated to be robust and effective in a Mars sam-
ple return mission use-case testing the operational aspects of a novel,
reconfigurable guidance, navigation, and control system for a planetary
rover, all operating in concert through a scenario that required reconfig-
uration of all elements of the system.
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Chapter 1
Introduction:
Autonomy in Space
1.1 Background
Mars, the most accessible and Earth-like planet in the solar system, is well suited
to address key questions in solar system science, including the search for life, un-
derstanding of planetary evolution, solar system history, and the identification of
resources for potential human exploration. For these reasons the exploration of Mars
is one of the main goals for both NASA and ESA.
The relative complexity, cost and risk of human exploration has to date lim-
ited missions to robots. However, a number of constraints limit the capability of
planetary robotic systems. These include:
• Communication limitations Due to communication delays and limited
bandwidths, human interactions with robot are very limited. In particular, for
extra-terrestrial planetary missions (due to discontinuous availability of com-
munication links and inevitable round-trip delays) a certain level of autonomy
is mandatory for robotic missions, especially when a long distance communica-
tions link is involved. For example, the distance between the Earth and Mars
is around 54.6 to 401 million kilometres which results in a delay of approx-
imately 3 to 22 minutes in one-way transmissions. Limited communication
bandwidth adds further complications to the issue.
• Environmental uncertainty The planetary environment is very unique in
its novelty and uncertainty; by definition it is an alien environment. The
representation of the spacecrafts environment that ground control has is only
a small subset of the real environment in which the spacecraft operates, and
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this model is not provided in real-time due to the inherent communication
limitations. This limits the ability of human operators to interact with the
environment.
• Limited resources Planetary robots have very limited computational and
physical resources, as illustrated in Table 1.1.
Table 1.1: Mars rovers’ embedded computer systems comparison
Rover CPU RAM Operating System
CPU procesing time
available for autonomy
Sojourner
2 MHz
Intel 80C85
512KB Custom cyclic executive N/A
Spirit and Opportunity
(MER)
20 MHz
BAE RAD6000
128MB VxWorks Less than 75%
Curiosity (MSL)
132 MHz
BAE RAD750
256MB VxWorks Less than 75%
Additionally, the extreme remoteness also demands extreme fault tolerance from
all robotics systems. This condition can be loosened by having some core com-
ponents (for example the communication component) requiring near perfect fault
tolerance, whilst other less mission critical components can fail with less disastrous
results.
Moreover, it is preferable that the robotics system can deal with degrading hard-
ware. This would allow for the mission to continue safely after the hardware has
begun to degrade, which it inevitably will.
1.1.1 Extra-terrestrial Planetary Robotics
Robotics in space started with the first space mission, Sputnik 1, a satellite put
into the Earth’s orbit by the USSR on 4 October 1957. Sputnik 1 had two radio
transmitters (20 and 40 MHz), which emitted beeps. Analysis of the radio signals
was used to gather information about the electron density of the ionosphere, while
temperature and pressure data was encoded in the duration of radio beeps. Sputnik
1 represented automation at its most basic, power being turned on automatically as
the satellite separated from the second stage of the rocket.
Since Sputnik, many robots have been used as space probes; notably, but not
exhaustively:
• Luna 9
The first robotic sample return probe from the Moon, and the first grav-
ity assist manoeuvre. Luna 3 held the ‘Cameras and the Photographic film
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processing’ system, radio transmitter, storage batteries, gyroscopic units, and
circulating fans for temperature control. It was spin-stabilized for most of
its flight, but its three-axis attitude control system was activated while tak-
ing photos. Luna 3 was remote-controlled from ground stations in the Soviet
Union.
Launched on October 4, 1959 [23].
• Luna 3
The first man-made object to soft land on another extra terrestrial surface,
namely, the Moon. The lander had a mass of 99 kilograms, and used a landing
bag to survive the impact speed of 22 kilometres per hour. It was a hermet-
ically sealed container with radio equipment, a program timing device, heat
control systems, scientific apparatus, power sources, and a television system.
Launched on January 31, 1966 [23].
• Lunokhod 1
The first rover on the Moon. Lunokhod 1 was equipped with a pair of
cameras, and two antennae (one spiral and one conical) above the cameras
provide communications. The spiral one is the main, steerable transmitting
antenna. Lunokhod 1 had a two person crew at any one time with engineers
working shifts, one for navigation of the rover and for the antennae positioning
Launched November 10, 1970 [24].
• Voyager 1
Voyager 1 is a 733-kilogram probe, and is currently still operational, mak-
ing it the longest-lasting mission of the U.S. National Aeronautics and Space
Administration (NASA). It has visited Jupiter, Saturn and was the first probe
to provide detailed images of the moons of these planets. Voyager 1 is a three-
axis stabilized systems that uses celestial and gyro referenced attitude control
to maintain pointing of the high-gain antennas towards the Earth. The prime
mission science payload consisted of 10 instruments (11 investigations includ-
ing radio science). Only five investigator teams are still supported, though
data is collected for two additional instruments. In addition, data is collected
from the Planetary Radio Astronomy instrument and Ultraviolet Spectrome-
ter.
The Flight Data Subsystem and a single 8-track digital tape recorder (DTR)
provide the data handling functions. The command computer subsystem
(CCS) provides sequencing and control functions. The CCS contains fixed
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routines such as command decoding, fault detection, corrective routines, an-
tenna pointing information, and spacecraft sequencing information.
Uplink communications is via S-band (16-bits/sec command rate) while an
X-band transmitter provides downlink telemetry at 160 bits/sec normally and
1.4 kbps for playback of high-rate plasma wave data. All data is transmitted
from and received by the spacecraft via the 3.7 meter high-gain antenna.
Electrical power is supplied by three Radioisotope Thermoelectric Generators.
The current power level is about 315 watts for each spacecraft. As the electrical
power decreases, power loads on the spacecraft must be turned off in order to
avoid having demand exceed supply. As loads are turned off, some spacecraft
capabilities are eliminated.
Launched September 5, 1977 [25].
• Sojourner
Figure 1.1: Sojourner’s Command GUI [1].
The first successful rover on Mars. The on-board tele-operations software
allows the rover uplink team to generate sequences of commands for the rover
to execute. The Rover Driver (Brian K. Cooper - primary, Jack Morrison -
backup) uses the GUI in Figure 1.1 to visualize the surface of Mars taken from
the lander IMP camera. A pair of goggles allows the driver to see the scene
in 3D with stereo images presented to each eye, as in Figure 1.2. A unique
4
joystick called a Spaceball is used to move a model of the rover on the screen
(also in stereo) so that the rover model looks just like it would on Mars. The
system continuously calculates the coordinates of the rover model and this is
used to calculate rover commands. These commands are added to the rover
sequence and uploaded to the rover for it to perform. Command chains are
uploaded once a day.
Launched on December 4, 1996.
Figure 1.2: Sojourner’s Driver VR [1].
1.1.2 Autonomous Extra-terrestrial Planetary Robotics
Extra-terrestrial exploration Rovers are the most complex autonomous robots in
the space domain, and are currently the most prevalent. They can endure the most
extreme conditions, and employ a wide range of different autonomy techniques (see
Figure 1.3) acting in concert.
For illustration sake, this thesis will focus on Mars Rovers. However, all of the
techniques can be used on most planetary robotics systems.
As planetary exploration missions become more complex, the level of autonomy
required to complete these mission must increase. The levels of autonomy that are
currently defined for planetary robotics are shown in Table 1.2.
The level of autonomy in real planetary robotics missions is currently limited to
E2 operations with only minor use of E3 operations. For example, NASA’s Mars
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Figure 1.3: The classifications of different autonomous techniques used on a extra-
terrestrial planetary exploration Rovers [2].
Table 1.2: The ECSS levels of onboard autonomy [2].
Level of On-
board Auton-
omy
Description Name
E1 Mission execution under ground control; lim-
ited on-board capability for safety issues.
Tele-Operated
control
E2 Execution of pre-planned, ground-defined,
mission operations on-board.
Pre-planned
E3 Execution of adaptive planned mission oper-
ations on-board.
Adaptive
E4 Execution of goal-oriented mission opera-
tions on-board.
Goal-oriented
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Exploration Rovers (MER) increased the level of autonomy on Mars to limited
E3 operations, with the most complex autonomous action being autonomous path
selection.
What follows is three case studies of the state of the art autonomous planetary
robotics.
• Spirit and Opportunity
The Mars Exploration Rovers Spirit and Opportunity, whilst investigating
the Mars surface and geology has searched for clues of past water activity on
Mars. They were launched in 2003 and landed in 2004. Opportunity arrived at
the Endeavour crater on 9 August 2011 after traversing 13 miles from the Vic-
toria crater over a three-year period. As of January 16, 2012, Opportunity had
lasted for more than eight years on Mars, even though the rovers were intended
to last only three months. To increase Spirit’s and Opportunity’s ability to
explore, the rovers’ auto-navigation driving software was improved over that
of the first Mars rover, Sojourner. MER uses stereo camera, traversability
analysis, and path selection in a software called GESTALT. GESTALT is an
acronym for Grid-based Estimation of Surface Traversability Applied to Local
Terrain, described in more detail in Section 1.1.2.
• MER
The overall architecture of the MER flight software [3] was based on that
used for the Mars Pathfinder lander (MPF), and the command and telemetry
infrastructure in particular had significant design and implementation inheri-
tance.
The Mobility Manager software object (MOBM) implements all command
handler functions for mobility commands. This includes both low-level drive
commands to perform a specific driving primitive, as well as high-level driving
commands to drive to a specified Cartesian location in small steps, avoiding
hazards along the way.
The autonomous navigation software onboard was GESTALT (Grid-based Es-
timation of Surface Traversability Applied to Local Terrain) It does not de-
pend on any particular hardware or software interfaces for cameras and motors.
Rather, given a stereo pair of images, it updates an internal map of any nearby
hazards seen in the image pair. A different function is provided: a Cartesian
goal location, and referring to the hazard map, returns a recommended drive
7
  
Mobility
Manager
Camera
IMU
Motors
Drive
Pose
Estimation
Command
NAV
Stereo
Processor
GoToWaypoint(?x,?y)
1. Compute Visual Odometry
2. Terrain Assessment
3. Select Waypoint
Arc or Turn
Accelerations
TakeStereoPairStereoPairMotor Commands
Mobility Mode
Wheel Odometry
Start/Stop
Position Tilt
Acceleration
Visual Odometry
Position
Figure 1.4: The MER software architecture [3].
primitive to safely make progress toward the goal. GESTALT software is part
of the NAV module which provides infrastructure services to MOBM.
Figure 1.5: GESTALT’s terrain analysis [4].
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Range images from stereo are converted to “traversability” maps with 20 cm
cells in a 10x10 m grid centered on the rover, as shown in Figure 1.5. For each
range image the complete set of range points is analysed for traversability by
fitting planar patches centered on each map cell in turn, where each patch is
a circle with the diameter of the rover (nominally 2.6 m).
The surface normal and the minimum and maximum elevation difference from
the best fit plane determine a traversability factor for that map cell. Traversabil-
ity maps from each range image are registered and accumulated over time.
The merged traversability map is then used to evaluate traversability of a
fixed set of candidate steering trajectories, which are circular arcs of varying
radius. 23 forward arcs, 23 backward arcs, and two point turns are evaluated
in each driving cycle as a lookup table. Evaluation amounts to adding up the
traversability scores along each arc, with nearby cells given higher weight. The
rover drives a fixed distance along the chosen arc before stopping to acquire
new images for the next driving cycle. The distance per cycle is set by human
operators at anywhere from 35 cm to 1 m, or more depending on a variety of
operational factors, including terrain difficulty and overall distance goals for
the day. Typical computing time per cycle of GESTALT is around 70 sec-
onds. While the rover is driving its peak speed is 5 cm/sec, but it is typically
operated at less than that (3.75 cm/sec) for power reasons. With computing
time, the median net driving speed was about 0.6 cm/sec. Because this was
so slow and the science team wanted to cover large distances to Endurance
Crater and the Columbia Hills, a hybrid daily driving scheme was designed
in which human operators use navcam and pancam stereo imagery to plan
each day’s traverse manually as far as they can see in order to be safe. The
rover drives this segment blindly then switches to autonomous navigation to
drive for whatever time remains in the day. Blind drives can be several 10’s of
meters. The maximum daily traverse for Spirit up to June 14, 2004, was 124
m, of which 62 m were autonomous.
• MSL
A very significant part of Curiosity’s mission, is its ability to traverse long
distances. To achieve this the MSL architecture was like Spirit and Oppor-
tunity, in that Curiosity offers three primary modes of navigation when it
traverses Mars [26].
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The first of these modes is the blind-drive. Based on the sufficient high reso-
lution of images from the engineering cameras including orbiting sensors and
ground sensors, the rover planner determines a safe path free of obstacles or
hazards, and commands the rover to traverse a certain distance along that
path. The length is usually limited by the visibility of distant terrain and the
rover’s ability to resolve hazards. In this mode, wheel odometry is used to
measure the distance travelled by the rover.
For a long traverse the rover can select a path on its own by using hazard
avoidance. Hazard avoidance requires the rover to frequently stop and acquire
images with the Hazcams. The rover then analyzes the images for potential
hazards, and selects a safe path. The algorithm onboard is suited to detect
path safety and determine how much the path corresponds to the desired
direction of traverse [26]. Visual odometry consists of another image-based
check of the drive. The rover stops at a given interval, roughly every 10
meters, to capture images with the Navcam along the drive direction. It then
compares the most recent image to an image acquired before the last segment
of traverse, looking for similar features to determine how far it has gone. This
mode is also called slip-check mode. This mode typically provides a more
accurate measurement of distance, as it is possible for the rover to slip or
turn wheels without making full progress; in fact, the rover could potentially
detect if it was stuck before aggravating the situation with further attempts
to traverse.
The final drive mode combines both aforementioned modes to utilize hazard
avoidance and full-time visual odometry. The primary difference from the
second mode described above is that the rover stops and performs the visual
odometry analysis on the order of every half-vehicle length. This mode is used
when it is needed desired to perform a high precision approach of a target,
and when the rover is traversing slippery or very steep terrain.
These modes are significantly different in the fraction of time spent. From a
speed perspective, blind drive mode is fastest, followed by hazard avoidance
with slip check, and then hazard avoidance with visual odometry. For com-
parison, typical rates on a flat sandy surface are approximately 140 m/h for
blind drive, 45 m/h for hazard avoidance, and 20 m/h for hazard avoidance
with visual odometry.
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• ExoMars
ExoMars is the European Space Agency (ESA) mission to Mars planned for
launch in 2018, focusing on exobiology with the primary objective of searching
for any traces of extant or extinct carbon-based micro-organisms. The on-
surface mission is performed by a near-autonomous mobile robotic vehicle
(also referred to as the rover) with a mission design life of 180 sols.
The on-board computer on the rover is a computer board equipped with a
Leon 2 processor.
The Rover will be able to continue performing its mission without the Ground-
station in the loop for 2 sols (a sol is a Martian day and lasts 24h37m). The
Rover must calculate navigation solutions and safely travel approximately 100
m per sol. Such a distance has implications for Rover safety whilst driving.
However, this is needed as soon as the Rover needs to move outside what an
operator can safely assess typically up to 20m in easy terrain, but less in
terrains more difficult such as ExoMars aims to be operating. Longer drives
have a more significant impact on performance as errors build up as the Rover
moves. Due to the long traverses, there is also a need to keep driving safe-
ty/difficulty knowledge on-board, in case the Rover is blocked (for example).
With larger drives the knowledge to store and process increases, together with
the associated driving errors which degrade the utility of that information.
Figure 1.6: ExoMar’s Rover Mobility Functional Architecture [5].
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Figure 1.6 presents ExoMar’s Rover Mobility Functional Architecture. It is
comparable in its structure to MSL’s and MER’s architecture as presented in
Figure 1.5. Specifically, a star-like architecture with a centralised Manager-like
module and connected functionality modules. Functional modules include: a
localisation module, a navigation module, sensor and effector modules, and
etc.
The functional architecture established in Figure 1.6 enables a hierarchy in
the functions allowing different levels of functionality, for example, as in au-
tonomous driving, referred to as Mobility levels. The ExoMars Mobility levels
of commanding exploit the Mobility functional architecture and modularity.
The top level corresponds to maximum autonomy, where all functions are
used. This level corresponds to the nominal operational mode where opera-
tors provide a target in Mars local geodetic (MLG) frame for the Rover to
reach autonomously. This corresponds to the lowest Rover net speed. The
Rover also has to follow a WISDOM (Water Ice and Subsurface Deposit Infor-
mation On Mars) subsurface scanning pattern which is pre-loaded or uploaded
by the Ground-station for science reasons. Both for this operation and for drill
placement, it is to be assumed that the terrain is safe for development and
testing purposes. Hence, in this case, Mobility does not produce a path but
still produces all the information that would allow it to produce a path. The
produced information is used by lower levels of the levels of autonomy, such
that the Rover can also follow a path without the checks mentioned above
in this case there is still closed-loop Trajectory Control. This is followed by
Ground-station directly commanding open loop manoeuvres such as Acker-
mann steering to follow (duration or distance limited latter still requires
localisation) or Point Turn manoeuvres. If the rover loses localisation, only
duration-limited manoeuvre is then possible. This level also allows for direct
commanding of each actuator. Finally, in a much reduced mode, it is possible
to bypass most of the functionally and directly command at bus level each
actuator. It is anticipated this mode will never be used, but it is present in
the design for robustness.
1.1.3 Higher levels of Autonomy
This constrained use of higher level autonomy in planetary robotics is mainly due to
the uniquely difficult scenario posed by the extra-terrestrial planetary environment.
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This means that planetary robotics systems require autonomy software which is
simultaneously fault-tolerant and able to deal with unforeseen scenarios, whilst also
being extremely computationally efficient. This clearly is an exceedingly difficult
problem.
As in normal software development, modularity (like the MER architecture) can
reduce the system’s complexity by limiting it to smaller sub-domains. Moreover,
as autonomous systems become more complex they quickly approach and pass the
point of being comprehensible to a single human, and modularity helps by allowing
systems engineers to understand their sub-domain and how it fits into the architec-
ture. However, unlike normal software, autonomous software has the useful feature
of being able to create novel behaviour. This novel behaviour, whilst brilliant at
dealing with novel and uncertain environments, leads to complex and difficult to
diagnose faults. These faults can become even more complex in interacting modular
autonomous systems, as the autonomous modules may react in novel ways when
interacting with external faults.
Whilst there currently exist no E4 autonomous rovers on Mars, a lot of research
work is being carried out to create a viable E4 autonomous systems for planetary
rovers. The most prevalent research model for E4 onboard autonomy focusses on a
three-tier subsumption model, which has different levels of abstraction in operations
[27, 28]. The three levels are characterised by:
• a decisional layer that is responsible for elaborating plans to reach operator-
defined mission goals;
• an executive layer that selects and sequences elementary actions that imple-
ment the high-level tasks included with the current plan;
• and a functional layer that interfaces with the hardware sensor and effector
devices.
In some architectures the executive layer is merged into either the decisional layer
or the functional layer. For example, in [29] the authors uses: APSI [30] and GOAC
for the decisional layer; the executive layer is provided by T-REX [31]; and GeNoM
[32] is used as a framework for the functional layer.
These systems offer a goal-oriented autonomy for rovers, increasing the capabil-
ity of planetary exploration missions. However, these E4 systems are generally very
tuned to specific conditions, environments, and software/hardware component avail-
abilities and their optimal functioning; meaning that if one of these considerations
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changes, the E4 system will no longer be able to function safely. In other words,
the current proposed E4 GN&C’s are inflexible. For example, if a rover’s navigation
camera starts performing sub-optimally, it could have severe consequences on the
functioning of the navigation system. This unchecked uncertainty is clearly unac-
ceptable from a safety perspective. Moreover, the rover mission will inevitably loses
a large amount time and money while the system’s fault/error is rectified by the
remote human support. Furthermore, generally the Rover will have to revert to a
lower autonomy level, because most robotics systems have no ability to react and
reconfigure itself based on introspection or external inspection.
An important part of any software system is its ability cope with faults, this falls
into “robustness to faults” or “fault recovery”. Increased robustness to faults imply
that the faults that may occur are compartmentalised, hence limiting its ability to
affect the rest of the system; or by redundancy of components. This can be achieved
via modularised software design. Fault recovery is achieved by detecting the fault,
isolating it, and then recovering from it. Alternatively, the likelihood of faults
occurring may be reduced by Verifying and Validating the software, which reduces
the number of faults that could occur in the system. What follows is a discussion into
Fault detection, isolation, and recovery (FDIR) techniques and Software Validation
and Verification (V&V).
1.1.4 FDIR: Fault Detection, Isolation, and Recovery
An important part of any software system is the ability recover from faults, this falls
into Fault detection, Isolation, and Recovery (FDIR). The desirable characteristics
of a FDIR techniques are detailed in Table 1.3.
Table 1.3: Desirable Characteristics of FDIR.
Name Description
Speed Able to detect and diagnose quickly
Isolability Able to distinguish between faults
Novelty Able to detect and identify novel malfunctions
Robust Resilient to noise and uncertainty
Confidence The diagnosis come with a confidence value
Adaptable Able to deal with evolving systems
Explanation Able to give human-readable prognoses
Modelling ease Easy to model
Efficient Light on use of computational resources
Multiplicity Able to deal with multiple faults at once
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Most modern fault detection and diagnosis techniques can be classified in terms
of two characteristics: the type of knowledge used, and the type of diagnostic search
strategy. With this knowledge the fault detection techniques can be classified, as in
Figure 1.7.
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Figure 1.7: Classification of Fault Detection techniques [6].
For fault isolation, the detections generated should not only be sensitive to faults,
they also need to be able to distinguish between different types of faults. There
are two approaches to generate such detections which facilitate fault isolation. One
method is known as the directional residual approach, where residuals are values that
relate to faults and no faults relate to zero value. The directional residual approach
generates residual vectors that lie in a specified direction in the residual subspace
corresponding to each type of fault. The fault isolation problem is then transformed
into one of determining the direction of the residual vector. The other method is the
structured residual approach, in which each residual vector is designed to be sensitive
to a single or selective set of faults, and insensitive to the rest. Structured residuals
are usually characterized by an incidence matrix in which the rows correspond to
residuals and columns correspond to faults. A “1” in the incidence matrix represents
coupling between a residual and a fault, and a “0” represents no coupling. For
isolation, all columns must be different. A special case in which each residual is
designed to respond to a single fault is known as a diagonal structure.
In order for a system to recover the control strategies must be adapted so that
the affected fault is either removed or rectified. This is generally achieved by a pre-
determined plan that is generated for each failure state. Two basic approaches are
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“Fault masking” and Retry. Fault-masking techniques hide the effects of failures by
allowing redundant information to outweigh the incorrect information. In Retry, a
second attempt at an operation is made and is often successful because many faults
are transient. One form of recovery, called Rollback, backs up the system to some
“safe” point in its processing prior to fault detection, so that operation recommences
from that point. Fault latency becomes an important issue because the rollback
must go far enough back to avoid the effects of undetected errors that occurred
before the detected one. Issues in performing rollback-based recovery include dealing
with irreversible operations, i.e. ones that cannot be undone because they have
consequences or side-effects that cannot simply be ignored or discarded in the process
of reverting to the safe rollback point.
While these systems are very powerful tools for coping with faults, they are
generally limited to small domains of knowledge. However, a modern space robotics
system is composed of a wide range of communicating autonomous systems. While
individual traditional FDIR systems can manage each system, architectural faults
and faults arising from the interplay of modules pose a much greater problem.
1.1.5 V&V: Validation and Verification
Verification and Validation (V&V) is the process of checking that a software system
meets specifications and that it fulfills its intended purpose. V&V can be broken
into:
• Verification: Is the product being built correctly?
• Validation: Is the correct product being made?
The standard V&V approach for autonomous software can be broken into three
distinct techniques:
• Static Analysis: This approach allows software to be analysed for compiler
style errors (e.g. null pointers, divide-by-zero). Two standard examples of
static analysis tools are PolySpace and Coverity.
• Model Checking: This technique allows for automatically verifying correct-
ness properties of finite-state systems, and can be used to identify faults such
as dead-locks. Two examples of model-checking tools in space are NASA’s
JAVA Pathfinder and a NuSMV implementation.
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• Run-time Analysis: This technique uses testing to prove the correctness.
The test can come from simulation (e.g. 3DROV), unit-testing, and field trial.
V&V for space robotics presents an exceedingly difficult problem as the range of
novel behaviours and environments is infeasibly large. For example, any computer
vision technique is extremely difficult to verify as the variation of input (i.e. visual
fields) is almost unlimited. Furthermore, unlike other software, autonomous systems
(and especially deliberative systems) contrive their own control strategies and plans,
which, if safety is to be maintained, must be verified. This requires that V&V must
be performed at run-time. Traditionally, V&V techniques like Simulation or Model-
checking are an extremely computationally expensive event, thus some compromises
must be made, which may lead to fault not being identified during the V&V process.
For these reasons as well as the limited time and money of any project, V&V cannot
be used to eliminate all possible faults in an autonomous system.
1.1.6 Self-Reconfiguration
A system that can deal with faults, changing environments and hardware can be
defined as an autonomic computing system. Autonomic computing refers to
the self-managing characteristics of distributed computing resources, adapting to
unpredictable changes in the environment, software, or hardware. The most impor-
tant characteristics of a self-managing system are described as self-CHOP, where
CHOP stands for:
C Self-Configuring: the autonomous configuration of components;
H Self-healing: the autonomous discovery, and correction of faults;
O Self-optimization: the automatic monitoring and control of resources to ensure
the optimal functioning with respect to the defined requirements;
P Self-protection: the proactive identification and protection from arbitrary at-
tacks, where an attacks are faults coming from an external source.
Extending self-CHOP to include the autonomous reconfiguration of components
at run-time can be referred to self-reconfiguring.
Another related term is Autonomicity, which was coined by IBM [33]. The
overall goal of Autonomic Computing is the creation of self-managing systems, which
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are proactive, robust, adaptable and easy to use. Such objectives are achieved
though self-protecting, self-configuring, self-healing and self-optimizing activities.
To achieve these objectives a system must be both self-aware and environment-
aware, meaning that it must have some concept of the current state of both itself and
its operating environment. It must then self-monitor to recognize any change in state
that may require modification (self-adjusting) to meet its overall self-management
goal. This means that a system must have knowledge of its available resources,
its components, their desired performance characteristics, their current status, and
the status of inter-connections with other systems. This self-monitoring and self-
adjusting forms a feedback control loop between the managed component and the
autonomic manager.
The ability to operate in a heterogeneous environment requires the use of open
standards to understand and communicate with other systems. In effect, Self-
reconfiguring systems are proactive in their operation, hiding much of the associated
complexity from users.
Self-reconfiguration of a robotic system is a means of increasing its flexibility [21],
and has been traditionally confined to choreographed reconfiguration of independent
subsystems via expert systems [34, 35, 36, 37]. These adaptive subsystems, whilst
offering a greater degree of flexibility in specific environments, have a very limited
domain of reconfiguration. Another means of reconfiguration in the robotics field
is seen in the RoboEarth project [38, 39], in which robot information and planning
knowledge is transferred between robots of different capabilities and in different
environments. However, RoboEarth cannot deal with novel scenarios; nor can it
deal with evolving hardware or software capabilities. In non-robotics fields the com-
monest self-reconfiguration approach is service-oriented reconfiguration, in which all
the services within a service-oriented architecture and even the architecture itself
is self-reconfigurable [40]. This approach has been effective in web services, and
service-oriented architectures have proven effective in autonomous planetary rovers
[41], but in general appear insufficient for the complexity of planetary robotics [21].
Furthermore, the Autonomic Computing initiative has been identified by NASA
as having potential to contribute to their goals of autonomy and cost reduction in
future space exploration missions [42, 43, 44, 45, 46].
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1.2 Problem Statement
As has been shown in the previous section, if more complex space exploration mis-
sions are going to occur, a greater level of autonomy is required. However, complex
autonomous systems demand more fault tolerance techniques. Moreover, in more
complex missions, the autonomous systems will require a greater ability to cope
with new and changing environments and with degrading hardware. Consequently,
it is clear that reconfiguration would be a powerful tool for future space mission.
However, currently no adequate self-reconfiguration technique exists for the complex
autonomous systems used for space missions.
Then, the question is:
Is it possible to create a self-reconfiguring autonomous system for future plan-
etary rovers, which are more fault-tolerant, resilient to changing environments and
goals, and capable of coping with degrading hardware than a traditional autonomous
system?
More precisely, can a modular autonomous system be created that can self-
reconfigure itself based external and internal stimuli in order to optimise the system,
protect and heal faults, and deal with changing environments and robotic capabil-
ities? The self-reconfiguration should occur at all levels of abstraction, from high
level decisional autonomy to low-level hardware control autonomy. Validation and
Verification should also be considered for all self-reconfigurations, for run-time and
reconfiguration-time (i.e. during the reconfiguration process). Additionally, the au-
tonomous system should be a modular system that allows all traditional methods
of FDIR, so that the self-reconfiguration is a super set of FDIR techniques. Fur-
thermore, the self-reconfiguration should be extensible to support a large range of
autonomous techniques. Finally, the self-reconfiguration system should not increase
the number of errors and faults possible in an autonomous system, and the self-
reconfiguration should be computationally fast and resource efficient compared to a
standard autonomous system.
1.3 Objectives
To solve this problem the objective of this thesis is to present a self-reconfiguration
architecture for autonomous robotics software for future space systems. The archi-
tecture should effectively and efficiently reconfigure complex autonomous software
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at all levels of abstraction, from low-level hardware control to goal decisional and
multi-agent planning. Reconfiguration in the presented method can also occur at
the architectural and aimed goals levels.
This thesis should also present a method for detecting non-optimal configu-
rations, and then generate a plan for reconfiguration to optimise the target sys-
tems operation. The system should also Verify and Validate the proposed self-
reconfiguration plan, and then be able to implement the self-reconfiguration plan
safely.
To complete this a detailed literature review shall be performed, and due to
the lack of direct related material a method of comparing partial solution shall be
defined. This review shall inform a more detailed problem statement and then the
design.
To test, validate and verify the self-reconfiguring framework a novel self-reconfiguring
GN&C for an extra-terrestrial planetary exploration rover has been developed. This
design is then implemented to test and prove its ability to cope with changing hard-
ware and environments, complex faults, and changing goals while being able to
utilise all traditional FDIR and V&V techniques.
1.4 Novelty
What follows is a list of novelty presented in this thesis.
• An Architecture that can self-reconfigure its components with a focus on au-
tonomous robotics systems; primarily aimed at future extra-terrestrial plane-
tary rovers.
• An Ontology-based Rational Agent to reconfigure complex autonomous soft-
ware at all levels of abstraction, from low-level hardware control to goal de-
cisional and multi-agent planning; which also doesn’t currently exist in the
literature. This includes:
– An Ontology appropriate for the purpose of modelling self-reconfigurable
future space systems which is extensible. Moreover, it has a consistent
logic that allows for the internal knowledge to autonomously generate
new information and check model information consistency.
– The Rational Agent can also perform a online automated V&V method
of a self-reconfiguration plan in a safe manner.
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– The Rational Agent can autonomously identify and deploy the most ap-
propriate self-monitoring strategy, based on a user-defined compromise
between computational resource usage and amount and quality of the
self-monitoring.
• A novel framework for Self-monitoring self-reconfigurable systems, which is
extensible. Furthermore, it can identify complex degradation in a system’s
quality, caused by multiple optimally performing sub-systems interacting. Also
newly defining the set of concepts around Self-reconfigurable faults, errors, and
failures, which enable useful discussion about Self-reconfigurable systems, and
required reconfiguration.
• A Self-Reconfigurable Goal-Oriented Guidance, Navigation and Control (GN&C)
for extra-terrestrial planetary rovers.
– A new run-time reconfigurable architecture for GN&C extra-terrestrial
planetary rovers, which allows for goal-oriented autonomy to be reconfig-
urable at run-time in manner which is safe.
– A novel framework for a modular, reconfigurable localisation system for
extra-terrestrial planetary rovers. This includes a set of modular, recon-
figurable algorithms for visual feature identification and tracking, as well
as Simultaneous localisation and mapping (SLAM), which is shown to
been efficient and effective. Additionally, a unique feature detection and
tracking is outlined.
– As a system of this nature has not been presented before, this thesis shall
present a method verify and validate the proposed design, to test efficacy.
– Similarly, this thesis presents a method to compare existing methods
in literature that have partial solutions. Finally, it offers a method to
discriminate methods in the form of a new taxonomy.
1.5 Outline
To describe the design, the following thesis is broken in to four chapters: Chapter
2, which reviews and outlines Background and Related work to this thesis; Chapter
3, which outlines the design of the generic self-reconfiguring architecture for future
autonomous space systems; Chapter 4, which outlines the design and testing of
the self-reconfiguring GNC for an extra-terrestrial planetary exploration rover; and
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Chapter 5, which draws conclusions upon the thesis and suggest future work. More
precisely:
Chapter 2: Literature Review In this chapter the work related self-reconfiguration
of autonomous software is discussed. Then, from this work a Taxonomy of techniques
is derived. From a literature survey the key technologies are identified and then dis-
cussed individually. In each of these individual discussions a literature survey is
performed and then key issues are identified.
Chapter 3: The Proposed Self-Reconfiguring Architecture for Autonomous
Space Systems In Chapter 3 a detailed review of reconfiguration methods and
their components are outlined in Section 2, and then based on this work the problem
statement is refined in Section 3.2. Following this, the proposed design is outlined
in Section 3.3, followed by a discussion of the design in Section 3.5.
Chapter 4: Use-case Design and Validation: Self-Reconfigurable Auton-
omy for E4 GN&C Chapter 4 is then divided into six sections. Section 2.9
discusses the background and related work towards a self-reconfiguring GNC. Sec-
tion 4.3 refines the problem statement, and then a design is outlined in Section 4.4.
In Section 4.8 the sub-system experimentations used to test the GNC are detailed.
In Section 4.9 the total system experimentation used to test the GNC is detailed,
followed by a discussion about the results of the chapter in Section 4.10. Then
finally, in Section 4.11 conclusions to the chapter are drawn.
Chapter 5: Conclusion In Chapter 5, the thesis is brought to a conclusion and
the work reviewed. The main elements are reiterated, and the novel and interesting
work is outlined once-more. Then benefits and drawbacks of the work as whole
are discussed. Finally, the possible ways in which this work may be extended are
suggested.
Additionally, an Appendix (Appendix A) is included to aid in some mathematical
discussion by including more detailed definitions.
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Chapter 2
Literature Review
2.1 Introduction
As shall be shown in the following sections, no one system that has been previously
proposed has the ability to create a self-reconfiguring architecture for autonomous
space systems. Thus, this section in broken into several parts. First, entire systems
are discussed in Related Work (Section 2.2). Then, the key components in such an
architecture are determined and discussed separately. Then finally, a conclusion in
Section 2.12.
2.2 Related Work
2.2.1 Self-Reconfiguration
One of the earliest self-managing projects was initiated by DARPA, for military
application in 1997. The project was called the Situational Awareness System,
which was part of the broader Small Units Operations program. Its aim was to
create personal communication and location devices for soldiers on the battlefield
[47]. This is addressed by using multihop ad-hoc routing; that is, a device that sends
its data only to the nearest neighbours, which then forwards the data to their own
neighbours until finally, all devices receive the data. This is a form of decentralized
peer-to-peer mobile adaptive routing, which has proven to be a challenging self-
management problem. Specifically, given the scenario of keeping latency below 200
milliseconds, with tens of thousands of soldiers on the network.
In 2001, IBM coined the term autonomic computing [33]. Complex computing
systems are comparable to the human body, which is a complex system, but has
an autonomic (in the biological definition) nervous system that takes care of most
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bodily functions, thus removing from our consciousness the task of coordinating
all our bodily functions. Autonomic computing suggests that complex computing
systems should also have autonomic properties; i.e., future complex computing sys-
tems should be able to independently take care of the regular maintenance and
optimization tasks, thus reducing the workload on the system administrators. IBM
also distilled the four properties of a self-managing (i.e., autonomic) system: self-
configuration, self-optimization, self-healing, and self-protecting (as mentioned in
Section 1.1.6).
Since 2001, there has been a great deal of work on Autonomicity in the Web Ser-
vice field. The W3C defines a Web service generally as: “a software system designed
to support interoperable machine-to-machine interaction over a network” [48]. More
verbosely, Web services are self-contained, self-describing, modular applications that
can be published, located, and invoked across the Web. This allows a network of
web services to be composed and to complete complex tasks that could not be com-
pleted by a single web service of the network. Therefore, the ability to efficiently
and effectively select and integrate services on the Web at runtime is an important
step towards the development of the Web service applications. In particular, if no
single Web service can satisfy the functionality required by the user, there should
be a possibility to combine existing services together in order to fulfil the request.
Web Services are shared by publishing their interfaces in public service registries
so requesters of Web Services use service registries to find out which of the available
Web Services meet their needs; then, bind to their providers; and finally, invoke the
required functions over the Internet. As shown in Figure 2.1, roles and operations
involved in the life-cycles of Web Services can be described with a triangle with roles
represented by vertices and operations represented by sides.
Autonomicity for web service is generally broken into:
1 Web service Discovery, which is the discovery of web services on a network,
which can be solved trivially [49];
2 Web Service Selection, which is the process of selecting discovered web services
to complete the goal [50];
3 Web Service Composition, which is the process of composing the selected web
services to complete the goal;
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Figure 2.1: Web Service Triangle: Roles and Operations [7].
4 Web Service Self-Optimisation, which is the process of selecting and composing
the web services in the optimal manner to complete the goal [51], generally
referred to as maximising Quality of Service (QoS); and
5 Web Service Self-Healing, which is the process of fault detection, isolation,
and recovery, for individual web services, and for the composite networks [52].
However, in more modern literature, 1-4 are researched as a single unit. What
follows is a brief investigation into: Automated Web Services Discovery, Selection,
Composition, and Optimisation; and Web Service Self-Healing.
Automated Web Services Discovery, Selection, Composition, and Opti-
misation
There has been considerable amount of research on the composition of Web services.
In particular, most research conducted falls in the realm of work-flow composition
or AI planning [53].
For the former, one can argue that in many ways, a composite service is similar
to a work-flow [54]. The definition of a composite service includes a set of atomic
services together with the control and data flow among the services. Similarly, a
work-flow has to specify the flow of work items.
For the latter, dynamic composition methods are required to generate the plan
automatically. Most methods in such category are related to AI planning and de-
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ductive theorem proving. The general assumption of such kinds of methods is that
each Web service can be specified by its preconditions and effects in the planning
context. A Web service is a software component that takes the input data and
produces the output data. Thus the preconditions and effects are the input and the
output parameters of the service respectively. Furthermore, the Web service also
alters the states of the world after its execution. So the world state pre-required for
the service execution is the precondition, and new states generated after the exe-
cution is the effect. This Input, Output, Precondition, and Effect concept is often
referred to as IOPE.
The web service composition problem (via AI planning) using the generic Plan-
ning problem formulation, and the composition planning problem can be described
as a five tuple 〈S, S0, G,A,Γ〉, where S is the set of all states of the world. S0 ⊂ S
denote the initial state of the world, and G ⊂ S is the goal state of the world. A is
a set of available services, and the translation relation Γ ⊆ S × A × S defines the
state change function of each service, i.e. precondition and effect [55].
In the literature, almost every planning technique has been the target for Self-
reconfiguration via AI techniques. A non-exhaustive list of applied planning tech-
niques is presented in Table 2.1.
For example, OWL-S is a Web service language that announces the direct con-
nection with AI planning by being a description logic. The state change produced
by the execution of the service is specified through the precondition and effect prop-
erties of the “ServiceProfile” in OWL-S. Precondition represents logical conditions
that should be satisfied prior to the service being requested. “Effects” represents
are the result of the successful execution of a service. One possibility for planning
is a sound and complete converting algorithm to translate OWL-S service descrip-
tions to a SHOP2 (Simple Hierarchical Ordered Planner 2) domain, for composition
planning via Hierarchical Task Networking (HTN) [62].
Using this method a semi-automatic method for web service composition can be
developed [62] . Each time a user has to select a Web service, all possible services
that match with the selected service are presented to the user. The choice of the
possible services is based both on functional and non-functional attributes. The
functionality parameters are presented by OWL classes and OWL reasoner is applied
to match the services. A match is defined as being between two services if an output
parameter of one service is the same OWL class or subclass of an input parameter of
another service. The OWL inference engine can order the matched services so that
the priority of the matches are lowered when the distance between the two types
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Table 2.1: Planning techniques [13].
Planning Class Planing Algorithms
Web Service
Composition
Technique
State Space Planning [56]
Classical Planning
Plan-Space Planning [57]
Graph Theory [58]
Propositional Satisfaction Planning [59]Neo-classical Planning
Constraint Satisfaction Planning [60]
Domain Independent Heuristics [61]
Hierarchical Task Network [62, 63]
Situation Calculus [64]
Heuristics
Temporal Logic [65]
Chronicles [66]
Planning with Scheduling
Temporal Operators [67]
Markov Decision Processes [68]
Planning with Uncertainty
Planning Based on Model Checking [69]
Case-based planning [70]
Multi-agent planning [71]
Ant Colony Optimisation [51]
Other
Genetic Algorithms [72]
in the ontology tree increases. If more than one match is found, the system filters
the services based on the non-functional attributes that are specified by the user
as constraints. Only those services which pass the non-functional constraints can
be presented to the service requester. Although the proposed method is simple, it
indicates the trend that automatic planners can generate the composite service for
the users request.
Alternatively, Finite state machines have been regarded as an appropriate model
for composing web services. For example, web services can modelled as Mealy ma-
chines, which are finite state machines with message queues [73]. Individual web
services communicate through asynchronous messages and each of web service has
a queue for incoming messages. By analysing the sequence of the conversation
messages, this method provides an approach for modelling well-formed service com-
position.
In another example, Golog, a situation calculus based logic programming lan-
guage is used for creating composite web services [64] . First, the OWL-S service
model is mapped situation calculus. Then, Golog is responsible for finding a goal-
oriented composition plan and executing it as a program on an open agent architec-
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ture, which then enables the program to communicate with outsourced services on
the Web.
One other example of automated AI planning for web service composition uses
model checking based planning in order to automatically compose web services, is
the ASTRO tool set [74]. The ASTRO tool set is a platform for web service design
and execution that has automated composition and monitoring. The input of the
tool set takes the OWL-S service models of available outsourced web services and a
composition goal, and converts them into state transition systems. The model based
planner synthesizes the state transition systems to satisfy its goal and automatically
generates the executable BPEL process of the new service.
A more comprehensive foundation and classification of the web service compo-
sition can be found in [53, 75].
When multiple solutions become possible due to a wealth of services, an optimal
solution should be selected. Moreover, when many solutions are possible optimisa-
tion can be used as a heuristic to speed up solution finding. A standard measure
for optimal performance in web service is Quality of Service (QoS). QoS properties
associated with a web service are non-functional properties, such as: the execution
cost and time, availability, successful execution rate, reputation, security, and usage
frequency.
For example, a constraint satisfaction based web service composition algorithm
that combines tableau search and simulated annealing meta-heuristics could be used
[76]. As an implementation framework of the algorithm, a QoS-oriented web service
composition planning architecture can be used. The architecture maintains expert
made composition schemas in a service category and assists the client as a pure user
to choose the one they want to use. The main modules of the architecture are a
composition broker and an execution plan optimizer. With the aid of the UDDI
server, the composition broker discovers candidate outsourced web services for each
atomic process of the selected schema and gathers QoS information on the web
services. After that, the execution plan optimizer runs the web service composition
algorithm in order to generate a QoS-oriented composition plan.
Self-Reconfiguration for Robotics
In the robotics field, biologically inspired low-level robot behaviour adaptations such
as genetic algorithms [77, 78] have had much success with self-managing systems.
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However, in order to deal with the growing complexity of robotic systems, higher-
level reconfiguration mechanisms need to be developed. As a result, it becomes nec-
essary to shift the focus from low-level algorithms to higher-level self-reconfiguring
software and architecture.
“Self-managed software architectures” is currently a vibrant field that covers
a number of distinct solutions such as: service-based [79, 80, 81], aspect-oriented
components-based [82], generic components-based [83, 84], architectural-based [85],
activity-based [8, 86], and self-organisation [87, 88, 89, 90].
Each of these methodologies has approached the problem in a different way.
For example, in service-oriented architectures, services are ‘loosely-coupled’1 soft-
ware components that encapsulate functionalities and are available for remote ac-
cess by applications over a network or Internet. For example, the Service-Oriented
Robotic Architecture (SORA) demonstrates that service-oriented offers a scalable,
flexible and reliable framework for (space) robotics; however, ‘service-based’ is a
large paradigm shift in robotics [92].
These services can be automatically composed and configured towards a user
goal, which is generally done in one of two ways: Orchestration or Choreography.
In service choreography, an agent controls and chooses all activities performed by
the services, and in doing so, can reconfigure a system towards a goal at run-time.
One such system is KnowRob [93], which uses symbol grounding [94] of the prob-
lem and the robot’s hardware capabilities to search the ROBOEARTH database
[95] for a proposed solution to the robotics problem. KnowRob demonstrates the
choreographic method’s ability to reconfigure even at the lowest level. In service
orchestration an agent arranges, coordinates, and manages services towards a goal,
but allows services to run with self-determination [96, 97].
An example of a problem with choreography was demonstrated with Livingstone-
2 [8, 98, 99], in which a ‘generic model-based autonomy plant engine’ when given a
‘Livingstone model’ of the system, operates the system at the choreographic base-
level of control. Livingstone is a model-based diagnosis engine developed at NASA
Ames Research Center that reasons about system-wide interactions to detect and
isolate failures. Livingstone is a discrete model-based controller that sits between
the high-level feed-forward reasoning of classical planning and scheduling systems,
and the low-level feedback control of continuous adaptive method (as illustrated
1A ‘loosely coupled’ system is one in which each of its components has, or makes use of, little
or no knowledge of the definitions of other separate components [91].
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in Figure 2.2). Livingstone uses a hierarchical model of components and modules.
Each component is modelled using a finite state machine.
  
Planner
Executive
Space Craft
Model
Identification
Model
Reconfiguration
The Model
Figure 2.2: Livingstone architecture diagram [8].
It is a discrete controller in the sense that it constantly attempts to put the space-
craft hardware and software into a configuration that achieves a set point (called a
configuration goal), using a sensing component (called mode identification, MI), and
a commanding component, called mode reconfiguration (MR). It is model-based in
the sense that it uses a single declarative, compositional spacecraft model for both
MI and MR. A configuration goal is a specification of a set of hardware and software
configurations. More than one configuration can satisfy a configuration goal, corre-
sponding to line and functional redundancy. For example, two configurations that
satisfy the goal of providing thrust, with the one on the right being used when the
circled valve fails, as illustrated in Figure 2.3. Other configurations, corresponding
to different combinations of open valves, are used to handle other valve failures.
Livingstone’s sensing component, mode identification (MI), provides the capa-
bility to track changes in the spacecraft’s configurations due to executive commands
and component failures. MI uses the spacecraft model and executive commands to
predict the next nominal configuration. It then compares the sensor values predicted
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(a) Configuration 1.
  
(b) Configuration 2.
Figure 2.3: Different configurations that achieve thrust for Livingstone. The circled
valve has failed [8].
by this configuration to the actual values being monitored on the spacecraft. Dis-
crepancies between predicted and monitored values signal a failure. MI isolates the
fault and diagnoses its cause, thus identifying the actual spacecraft configuration,
using algorithms adapted from model-based diagnosis.
MI provides a variety of functions within the architecture, including:
• Mode confirmation: provides confirmation to EXEC that a particular space-
craft command has completed successfully.
• Anomaly detection: identifies observed spacecraft behaviour that is inconsis-
tent with its expected behaviour.
• Fault isolation and diagnosis: identifies components whose failures explain
detected anomalies. In cases where models of component failure exist, it iden-
tifies the particular failure modes of components that explain anomalies.
• Token tracking: monitors the state of properties of interest to the executive,
allowing it to monitor plan execution.
When the current configuration ceases to satisfy the active configuration goals,
Livingstone’s mode reconfiguration capability can identify a least cost set of control
procedures that, when invoked, take the spacecraft into a new configuration, which
satisfies the goals. MR can be used to support a variety of functions, including:
• Mode configuration; which places the spacecraft in a least cost configuration
that exhibits a desired behaviour.
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• Recovery; which moves the spacecraft from a failure state to one that restores
a desired function, either by repairing failed components or finding alternate
ways of achieving the goals.
• Standby and safing; which in the absence of full recovery places the spacecraft
in a safe state while awaiting additional guidance from the high-level planner
or ground operations team.
MR is used primarily to assist the main executive of the spacecraft in generating
recovery procedures and in response to failures identified by MI.
Three technical features of Livingstone are particularly worth highlighting. First,
Livingstone demonstrates early explorations in to Model-based autonomy and auto-
nomics. Second, Livingstone’s representation formalism achieves broad coverage of
hybrid discrete/continuous and software/hardware systems by coupling the con-
current transition system models underlying concurrent reactive languages with
the qualitative representations developed in model-based reasoning. Third, the
approach unifies deduction and reactivity techniques by using a conflict-directed
search algorithm coupled with fast propositional reasoning. Livingstone has been
successfully demonstrated on various space systems, including the Deep Space One
spacecraft.
Following its implementation on EO-1, there were concerns that choreographic
method introduced more errors than it solved, and was not as efficient as a tradi-
tionally engineered system [100]. Thus, for the purposes of modern robotics, chore-
ography is possibly impractical, as the domain of control is massive and complex.
Consequently, no general agent could choreograph all possible actions necessary, as
effectively and efficiently as an engineered planner agent.
A distinct example of a reconfiguration system is the distributed reconfigu-
ration system AGATA (Autonomy Generic Architecture, Tests and Application)
[90, 101, 102]. AGATA is an autonomous architecture focused on the issues of
maintaining a high-level autonomy whilst attempting to incorporate genericness
and modularity. AGATA specifically focuses on autonomy for avionics and space-
craft systems. Modules are based on a common pattern and connected together
to form a global architecture, and each module is in charge of controlling a part
of the system and handling the data associated to this part. It takes into account
requests and information coming from other modules, and can send requests to or
ask information of other modules. To avoid potential decision conflicts it cannot
have direct access to the part of the system controlled by any other module. Each
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module is built on a sense/decide/act pattern and each maintains its own knowl-
edge of the state of the system part it controls on the basis of an internal UML
model. The architecture is overseen by the generic control module, itself organised
into generic sub-components. The core of this module is a set of four components
dedicated to closed-loop control: received request tracking, system state tracking,
decision making, and emitted request tracking components. The decision making
component decides whether a control request is emitted to other modules, physical
systems, or information processing services. The AGATA architecture allows for
on-line reactive and deliberative reconfiguration from a bottom-up reconfiguration
system perspective.
Alternatively, an example of a top-down method for a reconfiguration system
(herein referred to RDA) is outlined in ‘Architecture for Requirements-Driven Self-
reconfiguration’[103], in which a centralised agent monitors and models the system
using UML and disjunctive Datalog, then analyses, plans, and reconfigures, based
off a requirement engineering goal. Comparing AGATA and RDA leads to the usual
comparison betweens distributed versus monolithic, such as distribution improving
stability while sacrificing utility and efficiency.
Self-Healing
Another effort in the web service field is maintaining active networks in a real
and faulty world, this involves a process similar to fault detection, isolation, and
recovery. Furthermore, Web Service networks may attempt to remain at an optimal
level by preventing or repairing QoS degradation, which requires the capacity to
identify its possible or actual sources and the capacity of reconfiguration decision
and enforcement.
Four main steps are distinguished in the self-healing process [52],
1 Monitoring, which extract information about the system health;
2 Analysis, which detect possible degradations;
3 Diagnosis, which identify the degradation source and to plan for repair actions;
4 Repair, which execute these actions.
This maps well to the standard Monitor, Analysis, Planning, Execution (MAPE)
control loop [104].
The success of self-healing extensions depends on the distinction between a sys-
tem’s intentional states and degraded, unacceptable states. A recent model identi-
fied features a fuzzy transition zone with a fuzzy “Degraded State” [9]. This state
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Detection of
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Detection of
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Figure 2.4: State diagram of self-healing as proposed by [9]
reflects the fact that the adverse conditions of a system cause self-healing systems
to drift in a still acceptable state; although closer to failure. This concept is that
large, unpredictable systems usually do not suddenly quit operations when smaller
portions fail, but continue operations with possibly considerable loss of performance.
This provides recovery techniques with additional time for action and can bring the
system back on track without complete disruption. The described model is depicted
in Fig. 2.4.
Applying this or a similar state diagram leads to the state explosion problem
when applied to many concurrent processes, where the number of processes may
cause the number of possible states to grow exponentially [105].
The next step is to identify failures. Failure classification and root cause anal-
ysis is a challenging task in computer networks with a complex composition. Only
a correct classification and identification of the failure allows the system to deploy
adequate recovery strategies. Failures can affect single units or whole portions of
the systems and the two types can provoke each other because of the dependen-
cies. However, general classifications of failures are available in self-healing related
research as described in table 2.2.
For illustrative purposes take QoS-Oriented Reconfigurable Middleware For Self-
Healing Web Services (QoSH) [106], which is a non-intrusive solution for observing
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Table 2.2: Failure classes as identified by [14].
Class Description
Possible
Detection
Method
Possible
Resolution
Method
Crash Failure
Externally undetectable
interruption of a process
execution.
Local detection
methods
State recovery and
restart
Fail-stop
Execution is deliberately
inhibited on a failure
and detected by other
processes.
Halt on failure
property
Stable storage status
reconstruction and
partition of
remaining work
Omission
Message loss generally
caused by lack of buffer
space (e.g. send omission
or receive omission),
intervening
gateway strategies,
network transmission
errors.
Timeout,
checksum
Re-route,
retransmission
Transient
The instantaneous
transparent presence of
various self recovering
faults disturbing other
parts of the system.
Only side effects
Recovery of
side effects
Timing and
Performance
Constrained distributed
synchronous execution
of tasks by a specific
amount of time.
Timeout (QoS)
Re-assignment of
task
Security
The system is
compromised by
adversary implied
malicious behaviour.
Behavior
dependent
Behavior dependent
Arbitrary
Any type of failure may
occur. A process
confuses the neighbors
by providing constantly
individual consistent
but contradicting
information. A
communication channel
may deliver corrupted
or duplicate messages.
Process: redundant
communication and
voting (3k + 1),
Channel: checksum
and sequence numbers.
Reconstruction,
resend and ignore
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exchanged messages between the distributed web services that compose a given
application. The observed messages are extended with QoS parameters defined as
meta-data extending the messages headers both from the requester and the provider
sides. When the accessibility constraints prevent from deploying monitors on the
provider side, this solution is still applicable. Moreover, this method allows third
party system to be monitored. This makes it applicable to a large family of web
service-based applications under different deployment constraints.
QOSH is split into diagnosis and prognosis. Whilst diagnosis is reactive to
alerts, it also tries to predict service deficiency by analysing the history of QoS
measurements. In either case, the reaction is a reconfiguration of the services. To
balance possible local adaptation over-reactions, the middleware is also equipped
with a global diagnosis system and can identify the source of degradation more
precisely, inhibit useless adaptations, and optimize the overall healing effort.
Other methods for Self-healing system include:
• Architecture-based
This uses the architectural models (expressed by description languages)
and the differences between runtime composition and healthy model of
composition to deduce issues. Recovery strategies are then deduced by
the difference from the model. For example, [107].
• Multi-layer-based
Multi-layer-based systems organises their resources into layers. The in-
terpretation of the layer concept can be different. One approach uses the
layers to avoid conflicts in resource assignment whilst others define the
recovery boundaries and priority of a resource by layers. For example,
[108].
• Multi-Agent-based
Agents can act autonomously and host self-healing capabilities that guard
their assigned system parts. Other approaches consider the collaboration
capabilities of agents. For example, [109].
• Reflective-middleware-based
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The self-reflective property of these offers new ideas for self-healing tech-
niques on the middleware layer. The approaches transparently combine
the properties of reflective middleware to a self-healing enhancement for
applications on top. For example, [110].
Self-protection of software systems is becoming increasingly important as these
systems face increasing external threats from the outside and more dynamic and
complex behaviours from within. Self-Protection is similar to Self-Healing using a
lot of the same techniques; however, it is more proactive toward dynamic changes.
It attempts to pre-empt the necessity for a Self-healing system.
Self-Protection can generally be broken into three levels of protection levels (as
identified [111]). Self-Protection Levels represent the sophistication of self-protection
mechanisms. First, “Monitor & Detect” is the most basic level, followed by “Analyze
& Characterize”, which focuses on the characterization and understanding of the
nature/type of the attacks. The third level is “Plan & Prevent” that represents the
highest level of sophistication; a security approach reaching this level will allow a
system to predict security issues and plan for counter-measures in an autonomous
fashion.
For more information two surveys are [111, 112].
Discussion
The Autonomics field has progressed quickly, providing many solutions for providing
a generic autonomic software system. However, autonomics is a very complex prob-
lem with many expansive sub-problems, most easily separated as Self-Configuration,
Self-Healing, Self-Optimisation, and Self-Protection. Each of these are individually
complex, with NP-HARD domains and many sub-problems. As a result the current
use-case remaining quite simple.
This means that most current solutions and implementations are not appropriate
for robotics systems, as it is not the field’s general current aim. However, many
general principles are very applicable.
2.3 Taxonomy
As exemplified in the previous section, there exists a large selection of methods for
reconfiguration systems. These methods can be characterised by a simple taxonomy
of techniques, as illustrated in Figure 2.5.
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The purpose of this taxonomy is not to create a definitive discriminative clas-
sification of self-reconfiguration architectural techniques. The taxonomy is meant
to loosely classify the range of applicable of techniques. This is necessary as there
exist very few self-reconfiguration architectural solutions for robotics systems in the
literature. However, there exists many partial solutions that require comparative
analysis. Due to their partial nature they cannot be easily compared directly. Thus,
a taxonomy is used to compare the characteristics of the system.
The primary attribute of the taxonomy is the method for system ‘co-ordination’,
which is either: ‘orchestration’ or ‘choreography’, representing the level of con-
trol of the system the reconfiguration system takes to achieve Autonomicity.
For low level of control i.e. ‘choreography’ all activities are chosen and per-
formed by the reconfiguration system (e.g. “turn left”). In high-level control i.e.
‘orchestration’ modules are instructed to perform certain tasks but have auton-
omy in the execution thereof (e.g. orchestrate a path planner which decides to “turn
left”). Choreographic system must be run continuously during operations and may
act as a centralised decision maker for the system. Whereas, Orchestrated systems
maybe run only once at the beginning of operation to initially configure the sys-
tem or alternatively, it may run continuously to reconfigure the system at run-time.
Furthermore, in the Orchestrated system the decision making of the system is de-
centralised, leaving only decisions about inter-connection of sub-systems and their
configurations to be decided upon.
The next taxonomic feature is the ‘source’ of reconfiguration; i.e. from a single
centralised agent, multiple centralised agent controlling interacting sub-systems
(i.e. localised), or entirely decentralised control. This taxonomy can be illustrated
through anatomical analogies: the salivary glands give an excellent example of an
orchestrated centralised work-flow system, the heart demonstrates an orchestrated
decentralised work-flow system, and the motile muscles provide a good example of
a choreographed centralised work-flow system.
Then there is a more generic architectural taxonomic feature, whether the sys-
tems is communicationally ‘centralised’ or ‘decentralised’. This is relevant due to
how the system must reconfigure communications of modules.
Further distinguishing reconfiguration methods are its 23 attributes. The 23
attributes are further sub-divided in to basic properties, self-CHOP properties and
self-monitoring properties. In the basic properties:
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Orchestration Choreography Coordination
Centralised Decentralised Centralised Work-flow
Centralised Localised Centralised Localised Centralised Localised SourceDecentralised
Figure 2.5: A simple taxonomy of reconfiguration systems.
• Interaction level - External ; subcomponents are reconfigured via external
api, communication redirection. Internal ; subcomponents are altered inter-
nally to cause reconfiguration, i.e. subcomponents demand a particular design
pattern to be reconfigured.
• Description type - Symbolic-based descriptions like first order logic or Model-
based descriptions like SysML.
• Dynamism - Static; all configuration and reconfiguration plans set a build
time. Dynamic; all plans are calculated at run-time.
• Context-aware - whether the system is aware of the external environment
and computing hardware environment.
• Temporal - Reconfiguration plans contain knowledge of time.
• Uncertainty - Probabilities or confidences are considered in plan making.
• Transparency - The reconfiguration system and its decisions are human-
readable.
• Extendible - Both the model and system is extendible.
• Portable - Both the system and its controlled subsystems are portable.
The Self-CHOP properties are:
• Self-installing - The Reconfiguration system will autonomously install new
software.
• Self-configuring - The Reconfiguration system will create a configuration
plan at build time.
• PnP-like - Plug and play like, i.e. new subsystems can be introduced and
utilised at runtime.
• Self-reconfiguring - The reconfiguration system will create a configuration
plan at run-time.
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• Failure prediction -The system will predict failures, and prepares plans to
mitigate them.
• Check pointing - resolves failure states by substituting broken subcompo-
nents.
• Utility - The system is optimised by a utility function.
• Reputation - The system is optimised via the trustworthiness of subcompo-
nents.
• Load-balancing - The system is optimised based on computational and tem-
poral considerations.
• Safe reconfiguration - The reconfiguration’s plans have a safe method for
migration.
• Failure state tracking - Diagnoses faults via known fault states in the model.
The Self-Monitoring properties are:
• Active or Passive - Active, subsystems are internal states and variable are
monitored. Passive, external information from subsystems are monitored; for
example, external status channels and the intercommunications of modules.
• Performance and Trust - Monitors in real-time the trustworthiness of sub-
systems.
• State or parameter - State, state tracking in real-time. Parameter, tracks
parameters not states.
2.3.1 Discussion
As Table 2.3 demonstrates, the assortment of reconfiguration systems spans the
entirety of the taxonomy. The collection of reconfiguration systems in Table 2.3 were
chosen as they represent a cross-section of the more implementable and complete
techniques. In other words, there are many documented techniques that cover a
subsection of a whole reconfiguration system that have been omitted from Table
2.3. Although Table 2.3 demonstrates a wide range of techniques, it also shows
that none of these surveyed systems are adequate for a reconfiguration system for
robotics. This conclusion may be drawn from the gaps in Table 2.3.
Furthermore, it is clear that most autonomic systems fall into the MAPE-K loop
with some variation. The MAPE-K loop (as in Figure 2.6) [121], which extends the
MAPE loop, is an adaptation control loop, and is characterised by:
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Monitor – Collects the details from the managed resources;
Analyse – Performs data analysis and reasoning on the symptoms provided
by the Monitor function;
Plan – Creates or selects a procedure to enact a desired alteration in the
managed resource;
Execute – Changes the behaviour of the managed resource using effectors
based on the actions recommended by the Plan function;
Knowledge – Standard data shared among the Monitor, Analyse, Plan, and
Execute functions.
Monitor Execute
Knowledge
Analyses Plan
Autonomic Manager
Managed Element
Sensors Effectors
Figure 2.6: The MAPE-K Loop [10].
Finally, the Taxonomy and Related Work section has illuminated the key tech-
nologies and issues for a self-reconfiguring architecture for autonomous software.
The key technologies for self-reconfiguration are:
• System Knowledge Representation
A method for representing all the system knowledge.
• Monitoring autonomous software and its environment
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A method to effectively and efficiently discover the state of the system,
without affecting the system under observation negatively.
• Planning and Analysing
A method of using the knowledge about the system to reconfigure to an
optimal configuration.
• Verification and Validation
For the sake of safety all reconfiguration must be subject to Verification
and Validation.
• Reconfigurable Architecture
An architecture which can reconfigure individual components and their
connections at run-time.
All these technologies are discussed individually in the following sections.
2.4 System Knowledge Representation
For a system to perform reconfiguration autonomously the system must be self-
aware. In other words, the system must have a usable System Knowledge repre-
sentation of its internal subsystems if it is going to be able attempt any autonomic
characteristics. ‘Knowledge Representation’ is the field of artificial intelligence that
focuses on designing computer representations that capture information about the
world that can be used to solve complex problems. The justification for Knowledge
Representation is that conventional procedural code is not the best formalism to
use for solving complex problems. Knowledge Representation makes complex soft-
ware easier to define and maintain than procedural code and can be used in expert
systems.
The desired characteristics of a method of a Knowledge Representation are:
• High Granularity, i.e. an accurate and very detailed description of the minu-
tia of the system.
• Completeness, i.e. the representational form that describes all subsystems
of the system.
• Good Practicality, so that its easy to create, easy to read, and a compact
description (e.g. small memory footprint).
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• Small Size of search space, in order to minimise time search.
• Extensible, as nothing is ever perfect, and if a model changes this must be
representable.
A further desirable characteristic is the representational form, (or model of the
system), which must be usable for planning purposes. This could possibly be that
the representational form can be translated to a planning domain description, or at
least utilised by some sort of planner.
In Knowledge Representations a distinction is generally drawn between the so-
called TBox (terminological box) and the ABox (assertional box). In general, the
TBox contains relationships between concepts; whereas, the ABox contains relation-
ships between individuals and concepts [122]. This allows for easier comprehension
and extensibility as the TBox can be fixed and used by tools while the ABox can
be dynamic.
In the literature the knowledge representation methods can be categorised into
Model-based and Symbolic-based.
Symbolic: A symbolic-based knowledge representation is a formal system2 of log-
ical axioms which are describes a specified domain of discourse with: quantified
variables; a finite number of functions, which map from that domain into it; a finite
number of predicates defined on that domain; and a recursive set of axioms which
are believed to hold for those things. A true correct “theory” is a set of provable
sentences in the formal system. Symbolic-based Knowledge Representation further
sub-divided into: First-order logic, Description logics and Ontologies.
Model: A model-based knowledge representation is a an artificial language that
can be used to express information, knowledge or systems in a structure that is
defined by a consistent set of rules [123]. Model-based techniques can be further
sub-divided into: Behavioural, Architectural, Software, and Domain-Specific. These
can either be graphical or textual. Examples like SysML and UML take elements
each of these subdivisions.
Table 2.4 describes the various sub-types of knowledge representations. It is
worth noting that symbolic-based methods have ‘sub-sub-types’, taking into ac-
count non-classical and non-modal logic systems, such as temporal and fuzzy logics.
However, these can be seen as extension to the existing symbolic classes. It is equally
2A well-defined system of abstract thought based on the model of mathematics.
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Table 2.4: Description of Knowledge representation types.
Type Sub-Type Description Examples
S
y
m
b
ol
ic
-b
as
ed First-order Logic (FOL)
FOL is a formal system used in computer science, that uses declarative
propositions, predicates and quantification. FOL is the standard for the
formalization of mathematics into axioms. It is sound and complete, but
is only semi-decidable.
Prolog [124]
Description Logic (DL)
A DL is any decidable fragment of FOL, that models concepts, roles and
individuals, and their relationships.
KnowLang [125]
Ontology (ONT)
An ONT can be described as a DL built on top of a DL. It has elements of
a symbolic-based, model-based techniques, and database techniques.
ORA [126]
KnowRob [127]
M
o
d
el
-b
as
ed Behavioural
Describes the behaviour of complex systems consisting of components that
execute concurrently. These languages focus on the description of key
concepts such as: concurrency, non-determinism, synchronization, and
communication. The semantic foundations of Behavioural models are
process calculus or process algebra.
Promela SysML
Activity Dia-
grams [128]
Architectural Describes an architecture and the architectural components interfaces. IDL [41], AADL
[129]
Software
Describes software composition. Can be a simple Object-oriented design
definition, a state machine definition, or a language specific description.
JPF [130]
Domain-Specific
Highly specific models of a domain. Can be for example engineering
models, or fault models.
RobotML [83],
Livingstone [98],
SRDL [131]
notable, that the model-based sub-types are less strictly defined and can overlap;
for example, SysML and UML overlap all of the model-based sub-types.
There exists no adequate modelling method for an autonomic space robotics
architecture in the literature, as autonomic efforts are limited to web services [132]
and ubiquitous computing [124]. However, the examples in Table 2.4 all offer some
elements useful to an autonomic space robotics architecture. The lack of adequate
modelling methods requires that a new method be created.
Table 2.5: The Pros and Cons of the various knowledge representation types. The
Model-based methods are combined as they all have similar pros and cons.
Sub-Type Pros Cons
+ The most Expressive and Extensive - Semi-Decidable
+ Complete and Sound logical inferencing - Computationally expensiveFOL
+ Easily extensible - Difficult to use
+ Still highly Expressive and Extensive, and Easily extensible - Computationally expensive, but less than FOL
DL
+ Complete, Sound, and decidable logical inferencing - Difficult to use
+ Benefits of DL, but easier to use. - Computationally expensive, but less than FOL
ONT
+ Great generic tools
+ Easiest to use - Least extensive and expressive
Model-Based
+ Least Computationally expensive - Difficult to extend
Each of these methods have their own benefits and drawbacks as shown in Table
2.5. Based on all the criteria defined for a good Knowledge Representation for
an autonomic system and Table 2.5, Ontology is then the best type of knowledge
representation system for describing autonomous systems for self-reconfiguration of
the types surveyed in Table 2.5. This conclusion is reached since Ontology acts a
good mixture of FOL and model-based characteristics.
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2.4.1 Ontology
The word “ontology” has different meanings in different communities. However, this
thesis is concerned primarily in Computational Ontologies, which shall be referred
to in the following just as Ontology. Ontologies (Computational Ontologies) are a
means to formally model the structure of a system, i.e., the relevant entities and
relations that emerge from its observation, and which are useful to our purposes.
An example of such a system can be a company with all its employees and their
interrelationships.
The most widely cited definition is from Gruber, which originally defined the
notion of an ontology as an “explicit specification of a conceptualization” [133].
Where a conceptualisation is: an abstract, simplified view of the world that we
wish to represent for some purpose. Every knowledge base, knowledge-based system,
or knowledge-level agent is committed to some conceptualization, explicitly or im-
plicitly. [133]. For a far more detailed and rigorous definition consult chapter 1 of
[134].
The vast majority of ontology research is in the Semantic Web field [135, 136,
137, 134]. For the Semantic Web, ontology is about the exact description of web
information and the relationships between web information. While this research
will prove valuable, not all of it is relevant. However, there exists a small amount of
research into the more focused field of Robot ontologies, which exists to give exact
descriptions of domain of knowledge around robotics.
The following is a discussion into existing robot ontologies, and then outlines
the key points of any possible future robotics ontology. These key-points are then
reviewed and discussed in the subsequent sections.
The most prominent robot ontology research is the newly formed IEEE-RAS
working group entitled Ontologies for Robotics and Automation (ORA) [138]; how-
ever, nothing is concrete as of yet. The goal of this working group is to develop a
standard ontology and associated methodology for Knowledge Representation and
Reasoning in robotics and automation, together with the representation of concepts
in an initial set of application domains. Although still in early development stages
the Autonomous Robots Subgroup has determined five packages that need attention:
- Devices: describes devices such as sensors and actuators;
- Control strategy: controls the autonomous systems for navigation;
- Perception: uses sensor information for state estimation and world represen-
tation;
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- Motion planning: plans motion in the perceived world;
- Knowledge representation: represents knowledge about problems and so-
lutions in order to make decisions.
While these packages exist only in name, they provide a solid framework for
any further ontology formulation (although some packages may exist that may need
further inclusion; for example, device knowledge of intelligent agents).
One such effort is a European project called RoboEarth [139, 95], which is work-
ing on building an “Internet for robots”. It is described as a worldwide, open-source
platform that allows any robot with a network connection to generate, share, and
reuse data. RoboEarth is focusing on building a knowledge base of shared informa-
tion and experiences. The ontology is represented in the Web Ontology Language
(OWL) and builds upon concepts in the OpenCyc ontology. RoboEarth along with
SRDL [131] goes a long way to describe hardware manipulation in an ontology. Its
main knowledge classes are: Actions and Task; objects models; and environment
model, from the description of the hardware with SRDL, and process and object
description in Roboearth. However, as yet Roboearth and SRDL do not directly
describe software components.
Another example of an emerging robotics domain ontology is Intelligent Systems
Ontology [138]. The purpose of this ontology is to develop a common, implementation-
independent, extensible knowledge source for researchers and developers in the in-
telligent vehicle community. It provides a standard set of domain concepts, along
with their attributes and inter-relations allowing for knowledge capture and reuse,
facilitating systems specification, design, and integration. It is based on a service
based description akin to web service’s WSDL [140], hence the use of a OWL-S
[141] as the base language. Its similarities to WSDL are significant, but it does
have the ability to describe complex agents. What it does not have is the ability to
describe the physical environment. However, other ontologies can be appended to
this ontology to make a more domain complete ontology.
In conclusion, using an Ontology would be an effective method for System Knowl-
edge Representation in a self-reconfiguring system for autonomous software. Some
examples of Ontology being used for self-reconfiguring systems were also identified.
However, none were adequate for the purpose of modelling complex interacting au-
tonomous software. Therefore, the remaining issues are:
• Developing an Ontology capable of describing autonomous software and the
environments that they interact with efficiently, and
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• Extending the Ontology tools and methods for discovering information from
the domain;
The benefits of an ontology extend beyond mere Knowledge Represen-
tation and allow for logical inferencing. This could be used throughout the
system.
2.5 Monitoring
Once a model exists its ABox must be populated in real-time; therefore system
monitoring is necessary. A Monitor observes the behaviour of a system and de-
tects if it is consistent with a given specification [142]. The observed system may
be software, hardware, environment, or any combination thereof. The monitored
system can be referred to as the system under observation (SUO). If the SUO is
observed to violate the specification, an alert is raised. Monitoring can be applied
to non-functional aspects of a SUO such as performance; but historically, its focus
has been on functional correctness. A variety of survey articles on monitoring have
been published [143, 144, 145].
To fit with the desirable characteristics of a self-reconfiguring system, a monitor-
ing system should be: fast, computationally efficient, should introduce new errors/-
faults, and should not generate information at an appropriate level of granularity.
The methods of systems monitoring can be categorised into invasive and noon-
invasive techniques. Invasive techniques have access to all the components memory;
whereas, non-invasive techniques only have access to a components communication.
The fact that invasive techniques have more information allows them to more accu-
rately monitor a component, but they pose a greater risk of affecting the component.
Each category can be further sub-divided by the FDIR categories in Figure
1.7. As system faults must be monitored for, in a similar manner to the desired
monitoring for self-reconfiguration they share the same techniques categorisation.
All of these methods have their own benefits and drawbacks, and a combination of
all of them can be used.
An example of some of these methods being used for autonomic systems mon-
itoring is KAMI [146]. To understand KAMI, suppose models for non-functional
properties are characterised by and depend on numerical parameters. KAMI then
estimates these by Bayesian Estimation on Discrete Time Markov Chains. In this
approach, KAMI can distinguish between failure detection and failure prediction. A
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failure is detected if the system user experiences a deviation from the expected be-
haviour described by a requirement. Conversely, a failure is predicted if the model
assesses that a requirement is violated, even if the actual events involved in the
violation have not occurred yet. This work illustrates the ability of a monitoring
system to infer latent data un-intrusively, and even predict failure. However, it does
require some prior modelling and can be computationally expensive.
Similar monitoring systems take a similar approach to estimating hidden vari-
ables and states, but instead of assuming Discrete Time Markov Chain, they use:
Continuous Time Markov Chains [147]; Markov Decision Processes; Past-time Lin-
ear Temporal Logic [148]; Metric Temporal Logic [149]; Probabilistic Computation
Tree Logic (PCTL) [150]; and Probabilistic, Timed Temporal Logic (PTCTL) [151],
all with similar results.
Another alternative is the Monitoring and Checking (MAC) toolset [152], which
is a sophisticated monitoring framework targeted at soft real-time applications writ-
ten in Java. MAC models with Meta Event Definition Language (MEDL), which
is used to define program events to be monitored and gives a mapping from the
program-level events to higher-level events in the abstract specification.
Another monitoring framework is the Java PathExplorer (PAX) [153]. The ba-
sic architecture of PAX is similar to MAC, in that it separates the integration and
verification aspects of generating a monitor. However, PAX distinguishes itself in
two areas: in addition to verifying logical properties, PAX performs error-pattern
analysis by executing algorithms that identify error-prone programming practices.
Furthermore, the specification language is not fixed; users may define their own
specification logics in Maude [154]. PAX can be extended to Monitor-Oriented Pro-
gramming (MOP) [155, 156, 157], which is based on the idea that the specification
and implementation together form a system. Users provide specifications in the
form of code annotations that may be written in a variety of formalisms, including
extended regular expressions, Java modeling language, and several variants of linear
temporal logic. MOP takes annotated code and generates monitors, which may be
in-line or out-line. While this method is a powerful method for diagnosis, allowing
high granularity monitoring, it requires a lot of the user in modelling and is very
intrusive to the execution of the SUO.
In conclusion, there is a wealth of monitoring techniques for self-reconfiguring
systems and monitoring techniques that can be converted for self-reconfiguring sys-
tems. The remaining issues in Monitoring self-reconfiguring are:
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• Combining multiple Monitoring methods
It would be both efficient and effective to combine and use multiple mon-
itoring methods.
• Autonomous deployment
As computational resources are limited it would be advantageous for a sys-
tem to be able autonomously determine the most effective monitoring strategy.
Additionally, soft computing techniques could be used for intelligent monitoring.
Soft computing differs from conventional (hard) computing in that unlike hard com-
puting, it is tolerant of imprecision, uncertainty, partial truth, and approximation.
In particular, neural networks and fuzzy inference systems could be used for moni-
toring purposes. In the following, Neural networks and Fuzzy inference systems are
introduced.
2.5.1 Neural Networks
In machine learning and cognitive science, an Artificial Neural Network (NNs) is a
statistical learning model inspired by biological neural networks (in particular the
brain) and is used to estimate or approximate functions that are generally unknown
because they depend on a large number of inputs. NNs are generally presented as
systems of interconnected “Neurons” which send simple messages to each other. The
connections have numeric weights that can be tuned based on experience, making
NNs adaptive to inputs and capable of learning.
A Neuron is a linear automata which realizes a weighted sum of several inputs
according to a set of weights, and then computes a Heaviside function or a sigmoid
function to obtain an output value, called activation of the neuron. The choice
of the transfer function determines whether the neuron is binary or continuously
valued. To form a neural network, these neurons are interconnected according to a
given topology. This topology defines an input layer, where the activations of the
neurons are set to the input values, as well as an output layer, where the reading of
the activations of the neurons gives the answer of the net. NNs can therefore be seen
as a non-linear transfer function from one vectorial space into another. The input
weights of the neurons are the parameters of this transfer function. Presenting an
input to the network triggers the computation of the output.
Clearly, there are multiple methods with which NNs can be implemented as
monitors [158, 159]. Neural networks have also been used for fault detection, which is
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a similar problem to detecting non-optimal configurations. For example, in [160] an
artificial neural network detects faults in a nuclear reactor’s sensors. The suggested
method does not require any physical knowledge of the processes used during the
modelling since the mathematical description of the monitored system was obtained
by means of NNs. These results show also that neural networks have advantages
when dealing with data that does not contain noise components or artefacts.
2.5.2 Fuzzy Inference Systems (FIS)
Fuzzy logic-based inference systems (FIS) have been widely used for logical decision-
making and discerning patterns within inputs (e.g., from low-level sensors) [161].
Whilst learning techniques (e.g., neural networks) have been widely used in liter-
ature for optimisation and development of membership functions within FIS, such
techniques rely significantly on the scale of training data as well as the amount
of adjusted parameters [162]. Such learning-based techniques may not be suitable
for complex distributed architectures, which comprise multiple levels of data ab-
straction and rational decision making. Alternatively, membership definitions as
well as parameter settings can also be carried out using empirical knowledge of the
underlying sensory system.
Fuzzy inference systems have been used extensively for fault detection of sensors,
effectors, software, and networks [163, 164, 165]. Fuzzy inference systems have also
been used for web service selection. For example, [166] introduces a fuzzy inference
system to estimate the quality of service of a service in a peer to peer network.
This is achieved by inferring trustworthiness of services in the system. The method
proved fuzzy inference system to be effective at identifying malicious peers. A similar
method is described in [167].
Another important example presents an adaptation approach that implements
self-optimization of composite web-service-based on fuzzy logic [168]. The proposed
optimization model performs service-selection-based on the analysis of historical
and real QoS data, gathered at different stages during the execution of composite
services. The use of fuzzy inference systems enables the evaluation of the measured
QoS values, helps to decide whether adaptation is needed or not, and how to perform
service selection. At runtime, the QoS values of the composition are monitored and
evaluated in order to obtain the benefit of adaptation. Optimization is triggered if
the benefit is considered to be medium or higher. It is applied in situations with
QoS decrease, and also where a number of the accumulated QoS values are better
than expected, providing some slack which can be used while selecting the next
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service in the process, improving other QoS parameters. In summary, evaluation
results indicate that by using the proposed approach, significant improvements can
be achieved in the global QoS of composite services by obtaining and analysing the
benefit of adaptation, carried out each time a QoS value changes. Service selection
is performed using variable weights, which influence the preferences on component
services and have an impact on the global QoS of the composition. However, it
optimises via brute force selection of services in a simple composition. Furthermore,
it is only currently capable of inferencing a fairly simple and small set of QoS
parameters, and it is not mentioned by the authors how this method could be
extended to other sets of parameters by either extending the Fuzzy inference system,
or composing multiple fuzzy inference systems that take different parameter sets.
2.6 Planning
Given a description of the possible initial states of the world, a description of the
desired goals, and a description of a set of possible actions, the planning problem
is in finding a plan that is guaranteed (from any of the initial states) to generate a
sequence of actions that leads to one of the goal states. The planning problem is an
NP problem, and there are many methods of generating plans. All of these methods
make different assumptions and compromises to generate a plan as efficiently as
possible.
In planning for self-reconfiguration, the problem can be represented in one of
two ways: Orchestration or Choreography. In Choreography all control loops are
planned by the reconfiguration planner. In Orchestration only the top level control
loop is planned by the reconfiguration planner. For the purposes of complex robotics,
the number of control loops are prohibitively large and static making Choreographic
planning infeasible.
Many planning algorithms exist for the purpose of self-reconfiguring systems.
They can be categorised as in Table 2.6. However, most of these planning methods
are for simple web service composition, which are not appropriate for robotics. Nev-
ertheless, they provide valuable knowledge on planning algorithms for self-reconfiguring
systems.
A prime of example of an orchestrating autonomic planner is General-Purpose
Autonomic Computing (GPAC), which is a tool-supported methodology for the
model-driven development of self-managing IT systems. The core component of
GPAC is a reconfigurable policy engine, able to augment existing IT systems with
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Table 2.6: Planning types for reconfiguration.
Types Description Examples
(Neo)Classical Using (neo)classical planning methods for re-
configuration, can include temporal planning
and scheduling.
[169, 170, 171, 172]
Model-Checking Proposes models for reconfiguration, exhaus-
tively and automatically check whether this
model meets a given specification.
[173, 174, 99]
Markov Decision
Process (MDP)
MDP and Bayesian network methods to deal
with uncertainty at planning level.
[175, 176]
Learning & Evo-
lutionary
These algorithms generally use properties of
the environment and knowledge gained from
previous attempts to generate new reconfig-
uration strategies.
[177, 178, 179, 180]
Utility Function
Optimisation
Reconfiguration via the continuous optimisa-
tion of utility functions.
[181, 114]
Multi-Agent
Systems
Reconfiguration via cooperating agents, each
with separate beliefs, desires and intentions.
[101, 182]
a MAPE autonomic computing loop. The high-level system goals whose realisation
is supported by the GPAC MAPE loop include multi-objective utility optimisations
in which configurable system parameters ci are dynamically adjusted to maximise
the utility of the system. This utility optimisations is expressed as:
(c′1, ..., c
′
N) = argmax(x1,...,xN )∈C1×...×Cn(c1, ..., cN , s1, ..., sN , x1, ..., xN), (2.1)
where ci and c
′
i are parameters and optimised parameters respectively, Ci are the
parameter domain of i, and si are system parameters. The utility function is:
utility(c1, ..., cN , s1, ..., sN , x1, ...xN) =
r∑
i=1
wi objectivei, (2.2)
where the weights, wi are used to express the trade-offs between the system’s
objectives. Each objectivei is a system specified analytic function, which can be
functions of si and quality of service (QoS). QoS is a quantitative measure of the
quality of service, that also normally considers several related aspects of the network
service, such as response time. GPAC illustrates the ability of a reconfiguration
planner to optimise a system’s performance; however, GPAC is limited to simple
reconfiguration and could be extended further.
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One such extension, through domain graph abstraction, can reduce the domain
composition and adaptation problem to the classic k-multi-constrained optimal path
(k-MCOP) problem. This method utilises the domain graph as an abstract repre-
sentation of the domain connectivity and their service classes. Each service class
is considered to have a set of QoS assurances and the associated cost. A domain
exchanges traffic flows with its neighbouring domains via border gateways. Each do-
main has a number of service classes, each with a set of QoS assurances and a price.
For domains without QoS differentiations, they are assumed to provide a single set of
QoS assurances and price. The domain connectivity information can be abstracted
as an undirected graph, where the nodes of the graph represent the border gateway
exchanges between neighbouring domains and the edges of the graph represent the
connectivity between border gateways in a domain. With such an abstraction, it
is natural to represent the QoS assurance set and its associated price as a set of
weights on each edge. For example, if domain D offers a QoS class with minimum
bandwidth BWD, minimum availability AD, maximum delay LD, and price CD for
example, then the edge connecting its border gateways is assigned the weight set
{BWD, AD, LD, CD}D. To incorporate these service classes into the domain graph,
each edge of the graph is first associated with the set of possible service classes.
Next, the edge is expanded by introducing a number of service nodes, where one
node of the original edge now connects to a service node via a new edge, with a
weight set representing one service class, and the other node of the original edge
connects to the service node via a new edge with a nil weight set. Then, it is ap-
parent that the number of service nodes introduced on such an edge is equal to the
number of service classes associated with that edge.
Observe that a path from node S to node D on the expanded domain graph
in Figure 2.8 not only represents a possible sequence of interconnecting domains
between the two end points, but also depicts a selection of respective service classes
in these domains. By traversing through all possible paths between S and D, all
possible service compositions between them can be searched. Thus, it is possible to
formulate our composition and adaptation as a graph search problem. Therefore,
our composition and adaptation problems can be stated as: given the expanded
domain graph, G(V,E), find a path P = (w1, ..., wn ∈ E) from node vs ∈ V to
node vs ∈ V , which minimises a Quality of Service function which is a series of
heterogeneous constraint conditions on the set of {BWD, AD, LD, CD}D. This is
equivalent to the k-MCOP, which is known to be NP-Complete.
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The k-MCOP problem is well studied in the literature, and several algorithms
attempt to solve it [183, 184], some tuned specifically for service composition [185,
186, 187].
Another modelling method for reconfiguration planning is with the semantic
interface: the tuple could be made richer by including Input, Output, Pre-condition,
Effect (IOPE), Capability (C), and Non-functional properties (NF). IOPEC are
functional tuple that they together express the functionality of a service. Non-
functional properties are services attributes like QoS. Example of this can be seen
in WSDL [188] and SAWSDL [189], which are description languages and OWL-S
(an ontology description). Most of the works in academia have focussed on formally
representing services capabilities in a logic. Some of the most widely used planning
techniques are Situation calculus, PDDL, rule-based planning, Multiple Criteria
Decision Making (MCDM), Binary Tree [190], evolutionary algorithms [191], and
hierarchical task network planning [192]. These IOPE techniques demonstrate a
suitability for a reconfiguration planning system to plan for reconfiguration scenarios
more complex than simple interface connections, and to include changing world
states and limited resources. However, the scenarios in the literature are limited to
simple situations [193, 194, 195, 196, 197]. Numerous extensions to this technique to
help it cope with more complex scenarios exist, including fuzzification [198], petri-
net [199], and temporal restrictions [200].
In conclusion, there exists a lot of work on planning methods for self-reconfiguration.
However, it is still a fledgling field with very few complex implemented systems. The
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Figure 2.8: Example Domain graph with service class expansion.
issues identified for self-reconfiguring planning methods are:
• Expressiveness of planning domain description for autonomous software sys-
tems
An effective method for characterising the available robot services capabil-
ities for all available configuration, goal specifications, and environments. In
particular, modelling for autonomous software systems and the environments
the interact with. It should also be extendable. This should also include an
efficient and concise method for representing uncertainty.
• Dealing with incomplete/fuzzy knowledge
The planner should be able to cope with the uncertainty inherent the
scenario, including the environment.
• Formalisation of control process logic for autonomous software
The process logic for the defining and planning the control processes of an
autonomous software system.
• Autonomous software systems domain based heuristics
The planning domain is extremely complex, and planning within would be
computationally prohibitively. Thus, heuristics based on the domain specific
knowledge could reduce the complexity.
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• Reconfiguration reuse
The recycling of reconfiguration plans.
• Resulting plan V&V
The generated plan should be V&V’ed for safety. The V&V should be
manage-able at run-time, and the complexity inherent should be mitigated
via domain knowledge.
2.7 Verification & Validation
For the purpose of robotics guaranteeing safe and correct operations, Verification &
Validation is necessary. This is especially important for space robotics, regarding
the extreme remoteness of the scenario, and the monetary cost involved with a robot
acting in an unsafe manner.
From a software testing perspective:
Fault – wrong, broken, or missing function in the code,
Failure – the manifestation of a fault during execution,
Malfunction – according to its specification the system does not meet its
specified functionality.
Traditionally, V&V is deeply tied into development, during which several itera-
tions of V&V being completed. Furthermore, they are generally very computation-
ally complex processes, which require a human in the loop. Figure 1.7 illustrates
how V&V activities are commonly enacted in traditional software engineering to
ensure that at the different levels of system development the software satisfies a
given set of requirements.
Formal verification is a systematic approach that applies mathematical reasoning
to guarantee the correctness of a system. One viable method is Model Checking.
This is based on the construction and analysis of a system model, usually in the
form of a Finite State Automata. Finite State Automata states represent the possi-
ble configurations of the system, and transitions between states to capture the ways
that the system can evolve over time. Desired properties, such as no two threads
obtaining a lock simultaneously or the system always eventually delivering an ac-
knowledgement to a request, are then expressed in Temporal Logic, and the model
is analysed in an automatic fashion to determine whether or not the model satisfies
the properties.
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Figure 2.9: An example DTMC and its transition probability matrix P .
In the literature there is increasing interest in the development of Quantitative
Verification techniques, which take into account probabilistic and timed aspects of
a system. Probabilistic Model Checking is a generalisation of Model Checking that
builds and analyses probabilistic models such as Markov chains and Markov decision
processes.
A Discrete-Time Markov chain (DTMC) is a tuple, D = (S, s, P, L), where S is
a (countable) set of states, s ∈ S is an initial state, P : S×S → [0, 1] is a transition
probability matrix such that
∑
s′∈S P (s, s
′) = 1 for all s ∈ S, and L : S → 2AP is a
labelling function mapping each state to a set of atomic propositions taken from a
set AP . An example DTMC can be seen in Figure 2.9.
Markov decision processes (MDPs) are a widely used formalism for modelling
systems that exhibit both probabilistic and non-deterministic behaviour. From the
point of view of applying quantitative verification, non-determinism is an essential
tool to capture several different aspects of system behaviour; such as concurrency,
underspecification of the model, and unknown environments. An MDP is a tuple,
M = (S, s, αM , δM , L), where S is a finite set of states, s ∈ S is an initial state, αM
is a finite alphabet, δM : S × αM → Dist(S) is a (partial) probabilistic transition
function and L : S → 2AP is a labelling function mapping each state to a set of
atomic propositions taken from a set AP .
Transitions between states in an MDP, M occur in two steps. First, a choice
between one or more actions from the alphabet αM is made. The set of available
actions in a state s is given by A(s) := {a ∈ αM |δM(s, a) is defined}. To prevent
deadlocks, we assume that A(s) is non-empty for all s ∈ S. The selection of an
action a ∈ A(s) is non-deterministic. Secondly, a successor state s′ is chosen ran-
domly, according to the probability distribution δM(s, a), i.e. the probability that a
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transition to s′ occurs equals δM(s, a)(s′).
A reward structure on an MDP is useful for representing quantitative information
about the system the MDP represents; for example, the power consumption. A
reward structure for an MDP can be defined as M = (S, s, αM , δM , L) is a tuple
r = (rstate, raction) comprising a state reward function rstate : S → R > 0 and an
action reward function raction : S × αM → R > 0. For an example consult Figure
2.10.
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Figure 2.10: An example MDP with a reward structure, where blue writing is a
state and red writing is an action.
In order to apply the reasoning of DTMCs to MDPs, MDPs can be changed to
a probability space over infinite paths. However, this probability space can only be
constructed once all the non-determinism present has been resolved. Each possible
resolution of non-determinism is represented by an adversary, which is responsible
for choosing an action in each state of the MDP, based on the history of its execution.
Under a particular adversary ω, the behaviour of an MDP M is fully probabilistic
and can be captured by a (countably infinite-state) discrete-time Markov chain,
denoted Mω, each state of which is a finite path of M . The induced DTMC Mω
has an infinite number of states. However, in the case of finite-memory adversaries
(and hence also the subclass of memoryless adversaries), we can also construct a
finite-state quotient DTMC.
Figure 2.11 depicts a generic view of the model-checking verification method.
Note that in the case that a correctness property is not satisfied, the method returns
a counterexample. The latter is an execution path of the model for which the desired
correctness property is not true.
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Figure 2.11: The Model Checking approach.
Other classical automated verifications include static analysis and simulation.
Static analysis encompasses a family of techniques for automatically computing
information about the behaviour of a program without executing it. Although such
techniques are used extensively in compiler optimization, it can also be used in
program verification. Most questions about the behaviour of a program are either
un-decidable or computationally infeasible to answer. Thus, the essence of static
analysis is to efficiently compute approximate, but sound guarantees: guarantees
that are not misleading.
The primary purpose of Simulation and Testing is to detect software failures
so that defects may be discovered and corrected. Simulations and Testing cannot
establish that a product functions properly under all conditions, but can only es-
tablish that it does not function properly under specific conditions. The scope of
software testing often includes examination of code as well as execution of that code
in various environments and conditions, as well as examining the aspects of code:
does it do what it is supposed to do, and do what it needs to do. Simulations can
include complex 3D physics simulations or more simple use-case signal inputs simu-
lations. Simulations can quickly identify issues and their fidelity can be altered from
high to low. High fidelity simulations are more computationally expensive, but can
potentially reveal more issues and increase the test coverage.
Self-reconfiguring systems pose a unique set of issues, which a traditional V&V
cannot cope with. For example, the dynamic and novel systems that can be created
at run-time, and the requirement to completely automate the V&V process in a
computationally efficient manner. A V&V technique for self-reconfiguring systems
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would allow for a system to guarantee safety and the ability for a system to complete
its goals, given changing hardware, software, environment, and scenario at run-time.
Currently, the literature does not contain a V&V method for self-reconfiguring
robotics. However, automated V&V methods have been proposed for different self-
adaptive systems (SAS). For example, one could define the viability zone of a SAS
system as the set of possible system states in which the system operation is not
compromised [11]. Viability zones can be characterized in terms of relevant context
attributes and corresponding desired values. These context attributes correspond
to either measurements of internal variables of the target system or the adaptation
mechanism, or environmental variables whose variations can take the system outside
its viability zone.
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Figure 2.12: Runtime V&V tasks made explicit as common elements in the engi-
neering of self-adaptive software systems [11].
SAS identifies two particular elements in the adaptation loop that initiate run-
time V&V tasks: Runtime Validators & Verifiers (associated to the Planner el-
ement), and V&V monitors. The manner in which they fit into the adaptation
control loop, can be seen in Figure 2.12.
The responsibility of the Runtime Validator & Verifier elements is to verify each
of the outputs (i.e., adaptation plans) produced by the adaptation planner with
respect to the properties of interest. The planner in Figure 2.12 produces recon-
figuration plans that modify the target systems software architecture, in order to
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obtain a new software structure to satisfy the agreed constraints. To prevent execu-
tion failures, these plans must be verified before implementing them, in such a way
that the resulting structures satisfy the integrity constraints. The authors suggest
that partial and incremental verification could be performed also in advance on the
most probable states that are immediately adjacent to the one generated by the
adaptation plan. These states could be computed with statistical approaches such
as the proposed in [201].
V&V monitors are responsible for monitoring and enforcing the V&V tasks per-
formed by the Runtime Validator & Verifier elements. Referring to the V&V tasks
assigned to the runtime validator & verifier elements in the example of the previous
subsection, we could use the V&V monitors to perform the aforementioned advance
runtime verification. This is a verification task that can be scheduled by the Run-
time Validator & Verifier elements for later execution, to be performed on the most
probable states to the current one in execution.
This work illustrates how V&V could fit into the control loop of a self-reconfiguring
system. However, it is still fairly primitive, only verifying based on numerical con-
straints.
A standard set of methods for self-adaptive verification is through Incremental
Verification techniques [202, 203, 204, 205, 206, 207, 208, 209, 210, 211]. These tech-
niques operate with significantly reduced overheads through verifying a large system,
one component at a time. Component interdependencies are taken into account by
composing the models of individual components with assumptions that summarise
the properties of other parts of the system they interact with. However, adaptation
significantly complicates system design, because adaptation of one component may
affect the quality of its provided services, which in turn may cause adaptations in
other components. Two techniques have been developed to combat this: adapta-
tion extension and overlap verification. In adaptation extension the semantics and
syntax of the adaptation process is added to the model, so that all adaptations
can be formally checked. However, this is a computationally expensive process and
requires full knowledge of possible reconfigurations [211]. Alternatively, in overlap
verification the regions of overlap for modules are verified at run-time. This process
is faster than adaptation extension, but doesn’t mathematically guarantee safety.
As demonstrated in the previous section, some literature exists on the subject
of Verification and Validation for SAS and modular composed systems. Most of
these systems focus upon service-oriented systems. Some literature even focuses on
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run-time V&V for SAS. However, these systems have not been tested on a system
as extensive as a robotics GN&C system.
The remaining issues for runtime V&V for self-reconfiguring systems are:
• Expressiveness of V&V domain description for autonomous software systems
An effective method for characterising the available robot services capabil-
ities for all available configuration, goal specifications, and environments. In
particular, modelling for autonomous software systems and the environments
they interact with. It should also be extendable. This should also include an
efficient and concise method for representing uncertainty.
• Dealing with incomplete/fuzzy knowledge
The V&V method should be able to cope with the uncertainty inherent to
the scenario, including the environment.
• Formalisation of control process logic for autonomous software
The process logic for the defining and V&V’ing of the control processes of
an autonomous software system.
• Autonomous software systems domain based heuristics
The V&V domain is extremely complex, and planning within would be
computationally prohibitive. Thus, heuristics based on the domain specific
knowledge could reduce the complexity.
Furthermore, it would be useful to also verify and validate the plans generated by
the internal planner and scheduler.
2.8 Context of GN&Cs in Space
The operations of any space system are broken into a number of segments, some
enforced by hardware, some by environment and some are fabricated to simplify
the creation and operation of subsystems. All space systems have the same highest
level of separation between Onboard segment and Groundstation segment, which
is enforced by environment. Simply, this means that there exists an abstract and
physical separation between the hardware, software, and operating procedure on
the earth systems and their corresponding space systems. This separation could be
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seen as a simplified view when considering satellite relays and similar complications;
however, even then a metaphorical separation can be drawn and is extremely useful.
The separation is made more apparent by the communication limitations in-
herent to the scenario. The two procedures that are used to maximise utility of
communication are generally known as: the Uplink and the Downlink [212].
• The Downlink is the process by which information (e.g. telemetry, science
returns, . . . ) is passed from the Onboard segment to the Groundstation seg-
ment.
• The Uplink is the process by which information (e.g. commands for the next
Sol) is transmitted from the Groundstation to the Onboard segment.
The Operations Process for a rover planetary mission is broken into several different
levels [213].
Extended science operations phase
Period: A few months.
Teams: Engineering, Science, Coordinator, Principal investigators (PIs).
This phase involves senior members of all teams gathering and determining the
high level mission goals (i.e. payload goals). The high level goals may take several
months to complete and do not specify detailed plans of action. They may also
discuss high level administrative issues (e.g. staff issues). This phase can generate
Extended Mission documents; for example, the MSL Extended Mission 1 Science
Plan [214].
Strategic Operations Process
Period: A few sols to a few weeks.
Teams: Engineering, Science.
This process can be defined as the set of ground operations for planning the
medium term Rover activities to ensure the high level scientific objectives of the
mission and support the Tactical Operations Process. During the Strategic Opera-
tions, some locations of interest from a scientific point of view are identified on the
Mars surface.
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Tactical Operations Process
Period: A few sols.
Teams: Engineering, Science.
The Tactical Operation Process is an almost algorithmic process in order to
define and execute short-term scientific experiments.
As illustrated in Figure 2.13 the Strategic operation process has the direct in-
terface with the Onboard segment via the Groundstation segment, unlike the other
Processes. This level generates a verified Plan that during the Uplink is uploaded to
the Onboard segment. The Rovers autonomous software then handles the Plan until
the communication window. This can be achieved with multiple levels of autonomy.
These levels represent the degree of autonomy that the Rover is allowed to de-
termine its own actions, and are laid out in Table 2.7. However, all of these modes
contain some sophisticated autonomy. For example, all of these modes will have
FDIR systems working continuously. This is why the levels defined in Table 2.7
only refer to top level decision making, other levels exist that defines a Rover au-
tonomy levels for different components, e.g. FDIR, and Scientific Payload Ability.
Table 2.7: Onboard Operation modes and Levels of autonomy.
LoA Description ESA Name NASA Name
E1
Mission execution under
ground control; limited on-
board capability for safety issues
Real-time
control
telecommanding
E2
Execution of pre-planned,
ground-defined, mission op-
erations on-board
Preplanned Blind Drive
E3
Execution of adaptive mission
operations on-board
Adaptive Semi-autonomous
E4
Execution of goal-oriented
mission operations on-board
Goal-
Oriented
Operation
Autonomous
These levels also map to operations speed, this is generally due to communication
limitations. Simply, the more decisions made Onboard autonomously, the faster the
rover can operate.
As MER mission serves to illustrate, in Table 2.8, there are trade-offs and benefits
to all of the operation modes. Low levels of autonomy may be able to drive at much
faster rate, but subject to much higher factor of risk, and thus must be limited to
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Table 2.8: MER mission drive modes.
Mode Description LoA Speed (m/h) Risks
Blind
Drive
Directed commands which
perform only reactive mo-
tion and safety checks
E2 124 Increased risk of enter dan-
gerous terrain and larger
risk of missing planned tra-
jectory.
Autonav Obstacle avoidance using
visual cues.
E3 36 Decreased risk of entering
dangerous terrain. Same
risk of slip off plan path as
Blind drive
VisOdom
(benign
terrain)
Following visual odometry
at all steps.
E3 10 Lowest risk strategy, for
both terrain and slippage.
low risk traverses; whereas, VisOdom is comparably slow, but has a relatively low
risk factor, which makes it more suitable for dangerous or unknown situations.
However, as autonomous solutions become more sophisticated, the solutions with
higher levels of autonomy will become faster and safer compared to the lower levels.
Thus, a GN&C architecture which offers E4 autonomy is desirable.
2.9 High levels of Autonomy for Planetary Rovers
In the literature many E4 GN&C have been proposed. These may be put into 5
categories, which are (in order of age) :
• a Monolithic architecture, in which a centralised agent directly controls the
sensors and effectors in order to sense, model, plan, and act. An example of
this can be seen in The NASREM architecture [215]. The perceived infor-
mation passes through several processing stages until a coherent view of the
current situation is obtained. After that, a plan is adopted and successively
decomposed by other modules until the desired actions can be directly exe-
cuted by the actuators. The Monolithic architecture has the benefit of highly
centralised architecture; but is prohibitively complex and hard to adapt.
• a Subsumption architecture [216], where layers of control system are built
to let the robot operate at increasing levels of competence. Layers are made
up of asynchronous modules that communicate over low-bandwidth channels.
Each module is an instance of a fairly simple computational machine. Higher-
level layers can subsume the roles of lower levels by suppressing their out-
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puts. However, lower levels continue to function as higher levels are added.
The Subsumption architecture has the benefit of the reduced complexity via
abstraction; however, the lack of strict layers which limits re-usability and
inter-operability.
• a Task-Control architecture (TCA), consists of a number of task-specific
modules and a general-purpose reusable central control module. The mod-
ules communicate with one another (and with the central control) by passing
messages. The modules register message handling procedures with TCA and
the central control has responsibility for routing messages to the appropriate
modules [217]. It is similar to a blackboard architecture, which connects a
set of disconnected autonomous modules by a central knowledge store, the
blackboard [218]. The Task-Control architecture has the benefit of reduced
complexity, higher re-usability, inter-operability, and adaptability; however,
the distribution of reasoning can lead to non-optimal planning, and a lack of
abstraction from the hardware.
• a Three-tiered architecture, which is a narrowing of the subsumption ar-
chitecture to only three layers. For more than two decades, controllers of
robotic systems have been mainly using three-layer architectures, where the
three layers are from lowest to highest:
- the functional layer includes all the basic built in robot action and
perception capacities.
- the executive layer controls and coordinates the execution of the func-
tions distributed in the modules according to the task requirements.
- the decisional layer includes the capacities of producing the task plan
and supervising its execution while being at the same time reactive to
events from the previous level.
This allows for an increasing amount of abstraction to be gained the higher
up the hierarchy one proceeds. It also allows for greater modularity and for
deliberative and reactive decision making to be integrated at different levels
of abstraction.
A prime example of a E4 architecture using the three tiered architecture is
outlined in [27]. This proposed design from LAAS-CNES uses a distributed
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Figure 2.14: R2C (Request & Resource Checker), which is a pun on the popular
electronics bus I2C [12].
set of non-homogeneous processes to perform real-time event-based and task-
based closed loops, with 3 levels of abstraction.
The first layer, aptly named the Functional Layer, embeds the various func-
tions that endow the rover with the ability to perform autonomous navigation.
The layer is developed in GenoM (Generator of Modules) [32] a development
framework that allows the definition and the production of ,modules that en-
capsulate algorithms. A module is a standardized software entity that is able
to offer services which are provided by a set of algorithms. Modules can start
or stop the execution of these services, pass arguments to the algorithms and
export the data produced. The Generator of modules provides a description
language and standard templates. The templates allow the developer to de-
scribe a module; the services it can offer, and for each service: the list of
expected parameters, the algorithms that will be executed, and the results
along with their description, the failure messages, etc.
The next layer, the execution control layer, is primarily the R2C (Request
& Resource Checker), which performs state checks on the functional layer in
order to complete a scheduled plan. R2C also checks for fault states [12].
The final layer is the decisional layer, which is broken into OpenPRS [219] and
IxTeT [220]. OpenPRS (Open Procedural Reasoning System) is developed to
address the problem encountered by developing autonomous systems that were
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required to be continuously active and to have real-time response. OpenPRS
is an execution-only system and is composed of a set of tools to represent and
execute procedures. It contains:
– a database which contains a representation of the world;
– a library of procedures where procedure describes a particular se-
quence of actions and tests that may be performed to achieve given goals
or to react to certain situations. Each procedure is self-contained: it
describes in which conditions it is applicable and the goals it achieves;
– a task graph which corresponds to a dynamic set of tasks currently
being executed. Tasks are dynamic structures, which keep track of the
state of execution of the intended procedures and of the state of their
posted sub-goals.
The other component IxTeT is a temporal planner and executive. In this layer,
firstly IxTeT creates a plan, then OpenPRS refines and executes said plan.
The three-tiered architecture has the benefits of greater abstraction and modu-
larity, whilst not overly distributing the reasoning; however, the centralisation
of reasoning and executives can increase complexity of planning.
• a Hybrid architecture, is a combination of a three-tiered and TC architecture.
Each of the three levels is split into separate task controllers, which can interact
at the decisional level.
An example of Hybrid architecture is outlined by GOAC (Goal-Oriented Au-
tonomous Controller) [29]. GOAC follows a divide-and-conquer approach to
complexity by splitting the deliberation problem into sub-problems, thus mak-
ing it more scalable and efficient. Moreover, planning and execution are inter-
twined. GOAC is a hybrid architecture consisting of a set of reactors and
a functional layer. There are several deliberative reactors and a command-
dispatcher reactor and can have level 1, 2, 3, or 4 of autonomy. Each de-
liberative reactor uses a planner based on APSI. The APSI planner used in
GOAC comes with the added capabilities of dynamic re-planning and step-
wise deliberation. The functional layer is based on GenoM and BIP. The basic
self-contained design unit in GenoM is a module. Each module encapsulates a
function of the robotic system. The BIP framework [221] provides a method-
ology for building real-time systems consisting of heterogeneous components.
BIP is used in order to reduce a posteriori validation as much as possible, by
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putting the focus on the following challenging problems: composition of com-
ponents, correctness-by-construction, and automated component integration.
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Figure 2.15: The GOAC architecture.
The Hybrid architecture has the benefit of greater modularity than the three-
tiered architecture, but the distribution can lead to non-optimal planning.
These architectures provide a good framework for E4 autonomous GN&Cs. How-
ever, they have no mechanism for autonomicity.
2.10 Reconfigurable Architectures for Planetary
Rovers
Currently, the literature is filled with localised self-adaptive behaviour that offer
some autonomic characteristics to individual components. For example, an auto-
nomic camera system which can reconfigure its camera usage with an Extended
kalman filter [222]. Another useful example is the self-organizing fuzzy radial basis-
function neural-network controller that can control robotic systems using a radial
basis-function neural-network to regulate the parameters of a self-organizing fuzzy
controller to appropriate values in real time [223]. However, there currently exists
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no autonomic GN&C architectures in the literature. But, efforts have been made
to make a GN&C architecture that is amenable to run-time adaptation.
For example, Service Oriented Robotic Architecture (SORA) [92] is an archi-
tecture that is compliant to a three-tiered and hybrid architectures, while elevating
the level of abstraction by defining high level interfaces to robot services. Each
rover function (locomotion, navigation, pose estimation, power, instruments, etc.)
is encapsulated in a self-contained service offered to the rest of the system through
a public interface. Each robot service can also consume and/or produce telemetry
data using a publish/subscribe scheme. The interactions between services are con-
ducted using the same interfaces, either internally to the rover controller (colocated
function calls), or externally for remote control and monitoring (networked remote
objects). The architecture relies on the use of middleware software, specifically
the Common Object Request Brokering Architecture (CORBA) and the Adaptive
Communication Environment (ACE), allowing the development of a powerful sys-
tem, based on well-tested software libraries, in a short period of time. This work
offers a strong step towards a reconfigurable GN&C; however, the example GN&C
doesn’t offer a demonstration of how the components can deal with reconfiguration
at all levels of abstraction (e.g. decisional).
Another example, iPapa [224] is composed of two elements: a plug-n-play FPGA
components and an intelligent plug-n-play architecture that supports the compo-
nent. One of the required characteristics of iPapa is the ability of the component to
be fault-tolerant. In addition to this, it is also required for the component to be com-
patible with a wide variation of system characteristics. This could be achieved via
a system identification process or by using robust/adaptive capability in the GNC
components. The approach taken in the iPapa component is to use direct adaptive
control to achieve both fault-tolerance and robustness to system variations. The
architecture is controlled by fitting plug-n-play components to a database of fixed
forms, which help autonomously connect the modules. Whilst iPapa is able to per-
form self-configuration, it is in a very limited manner for component addition which
fits a narrow definition, and the amount of varied behaviours to cope environmental
factors is minimal.
In the wider field of non-GN&C architectures, the vast majority of the architec-
tures are component based service oriented architectures [225, 226, 227, 228, 229],
which is equivalent to SORA. One alternative is a reconfigurable architecture in a
multi-agent architectures [230], which is not appropriate for a GN&C.
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2.11 Reconfigurable Autonomous Software Archi-
tectures
Normal architectures are not designed for runtime adaptation. Therefore, they can-
not generally cope with architectural changes at run-time, and they cannot change
functional and non-functional parameters at run-time, nor can they start, pause,
stop, or restart functionality at runtime.
This creates a need for a reconfigurable software architecture which can cope
with and allows run-time reconfiguration of the system. In the literature, there
exists several reconfigurable software architectures.
Component-Based Software Engineering (CBSE) can help the development of
self-reconfigurable software in two ways. Firstly, it is easier to design and imple-
ment an adaptable software relying on component models. Secondly, an adaptation
engine needs to be modular and reusable, and CBSE can also be used in its devel-
opment. Moreover, as pointed out in ACT [231], component models can be used
in reconfigurable systems as a means of incorporating the underlying services for
dynamic reconfiguration and reconfiguration management. Another related area:
Aspect-Oriented Programming (AOP) and more specifically dynamic AOP, can also
be used in realizing self-reconfiguring software. This facilitates encapsulating recon-
figuration concerns in the form of aspects through dynamic run-time reconfiguration.
It also helps in implementing fine-grained reconfiguration actions at a level lower
than components [232, 233].
Alternatively, Service-Oriented Architecture (SOA) can also support the realisa-
tion of self-reconfiguring software by facilitating the composition of loosely coupled
services. Web service technology is often an appropriate option for implementing
dynamic adaptable business processes and service-oriented software systems due
to their flexibility for composition, orchestration, and choreography. Furthermore,
SORA (Service-Oriented Robotic Architecture) [234] demonstrates the ability for a
service architecture to host complex software such as lunar rovers software. SOAs
have also been the standard for demonstrating self-* properties [235], where self-*
properties is the collective term for properties like self-healing, self-monitoring, and
etc.
The literature demonstrates a lot of interest in architectures that reconfigure
dynamically at run-time for a variety of purposes. These dynamic architectures are
generally more modularised adaptations of their more standard static counterparts.
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2.12 Conclusion
This chapter has outlined the key issues that should be addressed if a self-reconfigurable
system for autonomous software is going to be created. In addition, a Taxonomy
has been created to aid the survey of future literature.
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Chapter 3
The Proposed Self-Reconfiguring
Architecture for Autonomous
Space Systems
3.1 Introduction
This chapter presents a self-reconfiguring architecture for autonomous space sys-
tems. This generic modular architecture uses inter-communicating autonomous sys-
tems that can autonomously reconfigure their elements and connections. To achieve
this, first the problem statement is refined in Section 3.2. Using this refined problem
statement a solution is proposed in Section 3.3. Finally, the proposed solution is
discussed in Section 3.5.
3.2 Problem Statement: Refined
In this section the Problem statement outlined in Section 1.2 is refined, based on
the findings of previous section (Section 2.2).
In summary, if more complex space exploration missions are going to occur, more
complex autonomy is going to be needed. However, complex autonomous systems
demand more fault tolerance techniques. Moreover, for more complex missions, the
autonomous systems will require a greater ability to cope with novel and changing
environments and degrading hardware. Consequently, it is clear that reconfiguration
would be a powerful tool for future space missions. However, there is no existing
self reconfiguration technique adequate for the complex autonomous systems that
are used in space missions.
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The literature introduces numerous methods for self-reconfiguration; however,
none meeting the standard outlined in Section 2.3’s taxonomy. To rectify this, the
major components of a self-reconfigurable system were identified: Monitoring for
self-reconfiguration; Knowledge Representation of self-reconfigurable system; Anal-
ysis and Planning of self-reconfigurable actions; Verification and Validation of self-
reconfigurable plans and architectures; and an architecture which can be reconfig-
ured at run-time.
Then, the question to be answered by this chapter is:
Is it possible to create a self-reconfiguring autonomous system for future plan-
etary rovers which are more fault-tolerant, resilient to changing environments and
goals, and capable of coping with degrading hardware than a traditional autonomous
system?
More precisely, can a modular autonomous system be created so that it can
self-reconfigure itself based on external and internal stimuli that optimises the sys-
tem, protect and heal faults, and deals with changing environments and robotic
capabilities? The self-reconfiguration should occur at all levels of abstraction, from
high level decisional autonomy to low-level hardware control autonomy. Validation
and Verification should also be considered for all self-reconfigurations for run-time
and reconfiguration-time (i.e. during the reconfiguration process). Additionally, the
autonomous system should be a modular system that allows all traditional meth-
ods of FDIR, so that the self-reconfiguration is a super set of FDIR techniques.
Furthermore, the self-reconfiguration should be extensible to support a large range
of autonomous techniques. Finally, the self-reconfiguration system should not in-
crease the amount of errors and faults possible in an autonomous system, and should
be computationally fast and resource efficient compared to a standard autonomous
system.
Other points from the previous chapter include the following. Firstly, that self-
reconfiguration should occur by orchestration not choreography, and that multiple
monitoring methods should be employed to give fast, efficient, and effective cover-
age. Secondly, that Ontology is advantageous to self-reconfiguration and therefore
desirable for a system’s knowledge representation. Thirdly, that a service-oriented
architecture is a good platform for this system. Finally, that a method for the auto-
mated run-time Verification and Validation of self-reconfiguring systems would be
desirable.
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3.3 Proposed Solution
In this section, the Proposed Solution to the Proposed question in Section 3.2 is
described and defined. In other words, a generic self-reconfiguring architecture for
autonomous space software is defined.
3.3.1 The Proposed Architecture
  
Reconfiguration
Layer
Deliberative Layer
Executive Layer
Functional Layer
Figure 3.1: Four layered architecture for self-reconfiguration.
The basic principle of the system is to add an adjacent abstract layer of opera-
tions, known as the Reconfiguration layer. In relation to the standard robotics
three layer architecture, the Reconfiguration layer would sit adjacent to the Func-
tional, Executive, and Decisional layers, and would monitor and reconfigure all of
them, as in Figure 3.1. However, the system is not tied to a three layered architec-
ture. The collective name for the Reconfiguration layer elements of system is called
the Application layer.
The Reconfiguration Layer (as illustrated in Figure 3.2) consists of:
• The Ontology – containing all the reconfiguration relevant knowledge of the
system;
• The Rational Agent – the primary agent in all the self-reconfiguration;
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Figure 3.2: The Reconfiguration Layer.
• The Inspectors – monitors all of the elements of the system.
The Reconfiguration layer acts in a MAPE-K loop [121], which is an adaptation
control loop, and is illustrated in figure 2.6. In essence, the Reconfiguration layer
can be split into three components: the Inspectors, the Rational agent, and the
Ontology. These components can be mapped to the MAPE-K loop to illustrate
their function. The Inspectors monitor the system. The Rational agent analyses,
plans, and executes reconfiguration operations, and the Ontology represents the
Knowledge in the MAPE-K loop.
The Ontology is composed of the Ontology Manager, a Reason Engine, and
the Knowledge Store. The Ontology Manager manages the access privileges to the
knowledge store, and enables multiple concurrent safe modifications via a database
transaction model. A transaction is a sequence of operations performed as a single
logical unit of work. A logical unit of work must exhibit four properties, called
the atomicity, consistency, isolation, and durability (ACID) properties, in order to
qualify as a transaction. The Reason Engine is a generic ontology-based reasoning
engine which can make inferences about the knowledge in the Knowledge Store,
and can verify the correctness of the knowledge. The Knowledge Store contains all
knowledge of the system in the form of an ontology.
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The Rational Agent is the main agent and source of self-reconfiguration, and it
analyses, plans and executes the reconfiguration. For the Reconfiguration Agent to
complete reconfiguration, it utilises the current knowledge of the system and the
world, which is stored in the Ontology. The Rational Agent shall be discussed in
much greater detail in Section 3.3.4.
The Inspectors monitor the system and update the Ontology. They exist in
two forms: Generic and Specific. The Generic Inspectors are simple, non-invasive,
and work with all system components. They work with a number of simple tests,
including:
Ping tests – Simply Pings modules, if they respond within three standard
deviations of their mean response time the module is considered alive.
State Announcement – Records the states that the modules are reporting.
The Specific tests are designed specifically for each module and can be deployed
autonomously. The Inspectors are designed to be as computationally efficient and
not invasive on SUO (System Under Observation) in order to not inject errors in to
the system. Additionally, the Rational agent can decide which Inspectors to deploy
based on importance and available computational resources. The Inspectors are
discussed in more detail in Section 3.3.3. The differentiation allows domain specific
knowledge to be used with the proposed self-reconfiguration, but the system remains
domain independent.
The base architecture takes the form of a generic service-oriented architecture,
where each component is a self-contained, loosely coupled package. However, meta-
services can be composed of multiple services. These Meta-services offer a single unit
operation, which can allow multiple services to reconfigure in the architecture as a
single unit, known as hierarchical self-reconfiguration. Similarly, FDIR services are
allowed to infringe on a services loose-coupling. In extension, each service should
have interfaces that should allow: run-time alterations of functional parameters,
safe construction, pausing of processing, and deconstruction of the service. The
deconstruction and construction of services should allow for safe exits and storage
of unreproducible memory. For example, storage of a map on the exit of a mapper
service.
Services also contain a model of their characteristics, as defined in Section 3.3.2,
this allows services to be treated in a plug and play manner. Once a service is
added to the system, the Service’s ontological description is added/merged to the
Ontology.
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3.3.2 The Defined Ontology
The Ontology has been designed as a Modular Ontology with an Upper Ontology.
A Modular ontology is an ontology that has been split into modules in order to gain
the benefits of a modular system, such as extensibility. The Upper Ontology forms
base semantics and syntax for the other modules in the Ontology. The purpose of
using a Modular Ontology is to increase the extensibility, usability and readability
of the Ontology. Another important characteristic gained from modularity is the
ability to perform validity checking and inference gathering on sub-ontologies, for
the purpose of efficiency, as inference operations do not scale linearly.
The Ontology takes its inspiration from the IEEE-RAS Working Group “Ontolo-
gies for Robotics and Automation” [138]. However, there are a lot of extensions to
the material and to the logic, in order to facilitate self-reconfiguration. The primary
modules of the Ontology are:
1) The Upper Ontology’, which describes the base syntax and logic of how
to describe goals and capabilities of modules, the Upper Ontology is further
subdivided into essential modules like numerics and timings, which could be
removed, although would be ill advised;
2) the Process sub-ontology, which describes the processes of autonomous
software;
3) the Software sub-ontology, which describes basic inner working and inter-
communications of autonomous software;
4) the External sub-ontology, which describes external environments and is
referred to as lobed as it is designed to be modular itself, because the informa-
tion is an almost infinite domain. These loosely coupled modules act as lobes
with minimal central relations and inter-connections, hence the name lobed.
This allows for easier removal and addition of lobes;
5) the Sensor and Actuator sub-ontology, which are both self explanatory,
and are dependent on the software and external sub-ontology;
6) the SysML ontology, which contains information directly from a SysML
model, and thanks to nature of the ontology can automatically translate these
SysML models into the rest of the Ontology model. Conversely, a subset of the
Ontology can be translated back into SysML, as SysML is not as expressive,
and this achieved by a similar method as that described in [236, 237];
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The proposed ‘Upper ontology’ will have a base definition of classifications, sim-
ple relations similar to SUMO [238], and will take on process and grounding princi-
ples from OWL-s [141]. Additionally, two separate hierarchies to help visualise the
ontology in as simple as possible manner to aid in construction. Therefore, multiple
perspective top-down and bottom-up design processes shall be used in the Ontology.
In other words, the Ontology shall be written in such away to allow the instances
in the A-box of the Ontology to be written in multiple fashions. This is achieved
using inferences such as symmetric properties.
The Upper Ontology is split into three major components: the Logic, the Service
Grounding and Process Logics. The Service Grounding in the Upper Ontology
specifies the details that a client needs in order to interact with the services, such
as communication protocols, message formats, port numbers, parameter interfaces,
etc. The Logic contains all the base logic used by the Ontology. The Process Logic
describes the base system for service capabilities and process logic.
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Figure 3.3: An example of a subsumption hierarchy of properties. The dotted lines
imply continuation.
The Capabilities of Software and Hardware shall be represented in an extended
IOPE format. The Input and Output (IO) are the communication input channels.
Each channel connects to their appropriate service grounding, having a communica-
tion type, message type, rates, and their communications properties. Each channel
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also has their necessity defined (i.e. is the communication input necessary for com-
pletion). The message formats and communication type exist in a Subsumption
Hierarchy. The Subsumption Hierarchy has increasingly complex and specific prop-
erties and logics the deeper into the hierarchy one traverses. For example, take a
message type of an image (as in Figure 3.3); the base class will have size and encod-
ing as a property and the subsequent RGB image class will add the properties of
colour value size. The Precondition and Effect describe, in an extensible subsump-
tive description logic, the precondition for a service and the effect of implementing
the stated service. These conditions affect both the environmental and internal
conditions; for example, the battery. Their necessity is similarly described. There
are then non-functional properties that can be used for quality of service metrics.
Additionally, most configurations are encoded in states, so that each configuration
represents a different IOPE. Continuous configuration parameters are encoded to
states via parametric equations and should be used not to make large changes but
mere parameter changes (e.g. rate). If continuous configuration parameters do make
large changes to the functional operation of a service, they should be abstracted to
another discontinuous parameter and another continuous parameter.
The Process logic is encoded as a single control loop of the autonomous software
and multiple control loops can be described as a hierarchy, similar to a Hierarchical
task network. The non-functional environmental and internal parameter condition
change based on their separate conditions. For example, the battery usage for a ser-
vice is given as a conservative estimate for complete standard cycle loop, and is then
verified at the lower abstraction layer, like the standard action planner and sched-
uler. The process is then logically modelled by a reduced version of Computational
Tree Logic (CTL) that has been translated to First order logic.
CTL is a branching-time logic, meaning that its model of time is a tree-like
structure in which the future is not determined: that there are different paths in
the future, any one of which might be an actual path that is realized. A temporal
connective of CTL consists of two parts: a Path Quantifier and a State Quantifier.
A Path Quantifier is either E (there exists a path) or A (for all paths). The State
Quantifiers are X (next state), F (eventually), G (globally), and U (strong until).
The semantics of CTL formulae are defined using Kripke structures. A Kripke
structure is a tuple, K = {S, S0, N, P}, where: S is a set of states; S0, the set of
initial states, is a non-empty subset of S; N , the next-state relation, is a total
binary relation over S; P is a finite set of unary predicates over states. Predicates
represent the local properties of the states, and are called labelling predicates.
82
The notation K, s `c ψ denotes that the state s of the Kripke structure K
satisfies the CTL formula ψ. The set of states of a Kripke structure K that satisfies
a CTL formula ψ is denoted by [ψ]K :
[ψ]K = {s ∈ S|K, s ⊂ ψ} (3.1)
The Kripke structure K satisfies the CTL formula ψ, denoted by K `c ψ, if and
only if ∀s ∈ S0 we have K, s `c ψ:
K `c ψ ⇐⇒ S0 ⊆ [ψ]K (3.2)
The syntax of CTL is defined for a given set of labelling predicates, P:
ψ := P |¬ψ|ψ1 ∨ ψ2|ψ1 ∧ ψ2
:= EXψ|AXψ|EFψ|AFψ|EGψ|AGψ
:= ψ1EUψ2|ψ1AUψ2
(3.3)
where P ∈ P.
The aim is now to reduce the model checking problem of CTL to validity checking
in FOL and an Ontology. Further improvement can be made to reduce the compu-
tational complexity via reduce the formal set of operators. This method follows the
techniques developed in [239].
The determined subset of CTL temporal logic is defined as:
ψ := pi|ψ1 ∨ ψ2|ψ1 ∧ ψ2
:= EXψ|AXψ|EFψ|AFψ
:= ψ1EUψ2|ψ1AUψ2
(3.4)
The propositional logic of the subset of CTL is defined as:
pi := P |¬pi|pi1 ∨ pi2 (3.5)
where P ∈ P.
Then this CTL fragment can be mapped to FOL with (for the case of φ) [239]:
83
Table 3.1: Example functions in CTL
Initial state:
Data = 0
Time = 0
Function:
Used Camera
Data = Data + 2
Time = Time + 1
Function:
Used Stereo Camera
Data = Data + 3
Time = Time + 3
Conditions:
Data >4
Time <5
1) P 7−→ {}
2) ¬ψ 7−→ {∀s : [φ](s)↔ ¬[ψ](s)}
3) ψ1 ∨ ψ2 7−→ {∀s : [φ](s)↔ [ψ1](s) ∨ [ψ2](s)}
4) ψ1 ∧ ψ2 7−→ {∀s : [φ](s)↔ [ψ1](s) ∧ [ψ2](s)}
5) EXψ 7−→ {∀s(∃s′ : N(s, s′) ∧ [ψ](s′))→ [φ](s)}
6) AXψ 7−→ {∀s(∀s′ : N(s, s′)→ [ψ](s′))→ [φ](s)}
7) EFψ 7−→ {[ψ] ⊆ [φ](∃s′ : N(s, s′) ∧ [φ](s′))→ [φ](s)}
8) AFψ 7−→ {[ψ] ⊆ [φ](∀s′ : N(s, s′) ∧ [φ](s′))→ [φ](s)}
9) ψ1EUψ2 7−→ {[ψ2] ⊆ [φ],∀s : [φ1](s) ∧ (∃s′ : N(s, s′) ∧ [φ](s′))→ [φ](s)}
10) ψ1AUψ2 7−→ {[ψ2] ⊆ [φ],∀s : [φ1](s) ∧ (∀s′ : N(s, s′) ∧ [φ](s′))→ [φ](s)}
Where P is a labelling predicate.
For the encoding CTL to Ontology all states, transitions, and conditions are
declared, and then the consistency of the statements are checked. For example,
suppose a Rover is situated at a location of scientific interest but only has a limited
time to gather much data, with the conditions and functions as laid out in Table
3.1. The state is then listed in one of the paths of Figure 3.4. For example, 2 “used
stereo camera” in a row, which results in an inconsistent state, and thus an invalid
plan.
This could encoded into an Ontology (written for example in OWL) in a manner
similar to:
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Figure 3.4: The Kripke structure represented by the system in Table 3.1. Green
represents consistent states and Red represents inconsistent states.
plan hasInitialState initState
initState isInstanceOf State
initState hasEnergy energyStateOne
energyStateOne isInstance EnergyState
energyStateOne hasValue 0
plan hasState firstState
firstState isInstanceOf State
firstTransition transitionBy UsedCamera
initState exTransition firstTransition
firstState inTransition firstTransition
thirdState hasEnergy energyStateThree
energyStateThree isInstance EnergyState
energyStateThree hasValue 6
energyStateThree hasValueLessThan 6
⇒⇐
Another example involving concurrent processes:
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plan hasState state
state isInstanceOf State
state uses camera
camera instanceOf Camera
state uses stereoCamera
stereoCamera instanceOf StereoCamera
camera during stereoCamera
during symmetric
stereoCamera during camera
⇒⇐
This allows for processes to be represented logically in the Ontology, as well
as allowing for concurrent processes to be formally described. For the Ontology,
this logic can be simply implemented. The processes and connections between two
services can be then described via each service as individuals within the Ontology,
and when a connection is made the Individuals are mapped as the same individual.
This allows for the process logic and the superset of conditions on the Individuals
in the ABox to be checked for validity, which acts as a model-checking procedure
for the process.
In addition to the Ontological Reduced CTL, a standard Durative temporal
representation shall be implemented to describe simpler planning goals, but shall
not be used for validity checking. This procedure shall be discussed more in Section
3.3.5.
Other ontology modules decision include:
– the Spatial Map Ontology which will be treated as a set of Manifolds, i.e.
multiple maps with a series of maps on how they connect.
– the Numerics Ontology. No first-order theory has the strength to describe
uniquely a structure with an infinite domain, such as the natural or real num-
bers. Therefore, numerics shall represented in two manners: in a continuous
form in which they can be modelled but only very simple logic can be applied;
and in a discontinuous form in which FOL can be applied. The method of
discretisation of numerics is discussed more in Section 3.3.4.
Each Service contains its own modularised Ontology, describing itself and its
known environment. When the services are used their Ontologies are merged, and
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Validated. If there are no contradicting statements, the merged Ontology then
represents the total knowledge of the system used for self-Reconfiguration.
The Ontology is based on a extensible description logic, which is a decidable
fragment of FOL. The logic is arranged with the simplest fragments in the Upper
Ontology, and more complex (from the point of viewer of Automated Theorem
Prover) fragments are reserved to modules of the Ontology. This allows for the
tuning of the computational complexity within the Ontology as necessary.
3.3.3 The Inspectors
The Inspectors monitor the system and update the Ontology for the purposes of
the self-reconfiguration. The Inspectors also decide how to update the Ontology. If
there is uncertainty in a monitored system, this can be reduced by the Inspector,
if determined safe, before it is added to the Ontology. This allows for uncertainty
analysis (and analysis in general) to be carried out by algorithms that have more
knowledge of the SUO, rather than a generic algorithm. Similarly, the Inspectors
also determine when the Ontology is updated. This allows for the Inspectors to
intelligently determine when the Ontology might need to be re-analysed.
The Inspectors are broken into two classes: Generic and Specific. The Generic
Inspectors can monitor all services with very little computational overhead, and in
a non-invasive manner. An individual Generic Inspector monitors a single service.
It has two methods for monitoring the SUO:
1) Ping tests – These simply ping modules, if they respond within three stan-
dard deviations of mean response time, the module is considered alive.
2) State Announcement – Record the states that the modules are reporting.
This can record the results of a service internal FDIR method, or reporting
the environmental state.
Specific Inspectors are monitors explicitly designed for a specific service or ser-
vices, and they can involve generic algorithms with specific training. There is also
no restriction on which algorithm can be used; however, computationally lightweight
(in comparison to SUO) and non-invasive is advisable.
Ideally all of the algorithms mentioned in Figure 1.7 would be implemented, and
some of the key methods will be outlined in the end of this section. These key
methods include: Neural Networks and Fuzzy Logic, as they represent a wide range
of techniques used to illustrate implementation.
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Finally, the Inspectors must be autonomously deployed, whilst balancing mon-
itoring coverage and computational resources as necessary. This means that these
qualities should be measured reliably and repeatedly, and then a plan for deployment
should be determined.
First, Self-Reconfiguration Monitoring Coverage, C must be defined. To do so,
a Self-Reconfiguration Fault is defined.
Definition 1
A Self-Reconfiguration System Fauilure (SR-Failure) is an event that oc-
curs when the configuration deviates from optimal strategy. These are distinct
and adjoint from standard software failures.
Definition 2
A Self-Reconfiguration System Error (SR-Error) is that part of the system
state that may cause a subsequent SR-Failure: a Self-Reconfiguration Failure
occurs when a Self-Reconfiguration Error reaches the service interface and alters
the service.
Definition 3
A Self-Reconfiguration System Fault (SR-Fault) is the adjudged or hypoth-
esized cause of a Self-Reconfiguration Error.
SR-Faults can include environmental, software, and hardware changes. Fur-
thermore, these definitions limit SR-Faults to individual components. Whilst SR-
Failures can propagate through a system with these definitions, a SR-Fault is their
point of origin.
Then, simply:
Definition 4
The Self-Reconfiguration Monitoring Coverage (SR-Coverage) is the ratio
of SR-Faults that can be detected with an Inspector, versus all possible SR-Faults
of the system.
Clearly, the higher SR-Coverage, the safer the system is, where Safe in this
context is a measure of vulnerability to SR-Faults. A SR-Coverage of 1 is complete
detection of all possible SR-Faults.
Following Software fault detection coverage, the most effective manner to deter-
mine SR-Coverage is through extensive software verification and simulation. How-
ever, this process is prohibitively costly and slow. This leads to the need for esti-
mates to be drawn.
88
The autonomous deployment of Inspectors is then a maximisation problem of Q,
where Q is defined as:
Q(U) =
k∑
i=1
(Ci − k{E(CPU Usage)i + αbfE(Memory Usage)i)}, (3.6)
where Ci is the SR-Coverage for Inspector i, for i ∈ U , where U is the set of
proposed Inspectors. E(CPU Usage)i and E(Memory Usage)i is the expected CPU
usage and expected Memory usage of Inspector i, and k is the total number of
proposed Inspectors. αbf represents a positive constant, which is the balance factor
between E(CPU Usage)i and E(Memory Usage)i).
Two additional conditions are:
Max(CPU Usage) >
k∑
i=1
E(CPU Usage)i, (3.7)
Max(Memory Usage) >
k∑
i=1
E(Memory Usage)i, (3.8)
where Max(CPU Usage) and Max(Memory Usage) is the maximum allowable
CPU and Memory usage, based on the conservative estimate for the base configu-
ration.
With Equation 3.7, 3.8, and maximising Q from Equation 3.6 the system can au-
tonomous deploy Inspectors for effective and efficient monitoring of Self-Reconfiguring
system.
Alternatively, this method for autonomous deployment can be extended to take
in to account the most probable SR-Faults. To achieve this, first the probabilities
of SR-Faults must be characterised. We define the probability of an SR-Fault oc-
curring, P i as the likelihood of an SR-Fault, i occurring in a minute. This allows
for relative probabilities, P irelative to computed with:
P irelative =
P i∑
j∈U P
j
, (3.9)
where U is the set of SR-Faults from the proposed configuration.
The extended SR-Coverage of an Inspector i is defined as:
Cei =
∑
k∈W
P krelative, (3.10)
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where W is the set of SR-Faults covered by Inspector i. Then, the extended opti-
misation problem of Qe is:
Qe(U) =
∑
i∈U
{Cei − k(E(CPU Usage)i + αbfE(Memory Usage)i)}, (3.11)
where U is the set of proposed services, and all Ce’s set of relative probabilities are
adjoint with their intersections being added to Cea with the largest E(CPU Usage)a
and E(Memory Usage)a. This condition stops multiple Inspectors monitoring the
same SR-Faults, adding to the optimisation.
To discover all possible SR-Faults and their probabilities requires a prohibitively
large amount of testing and simulation. Therefore, a method with which to estimate
both the number and their relative probabilities is required.
This can be achieved with the assumption that all services have the same num-
ber of possible SR-Faults with an equal probability, known as the baseline, b and
baseline probability, Pbaseline respectively, unless stated otherwise. If a service has
been surveyed and an SR-Fault has been identified and its probability is determined,
it means that it is safe to assume that it is more probably than the baseline proba-
bility, as it this SR-fault was discovered and others haven’t. Similarly, it is safe to
assume that a rough survey of a service will be incomplete. Thus, the baseline is
larger than the number of surveyed SR-Faults of any service. Then:
b = maxi∈U{S(SR-Faults)i}+ 1, (3.12)
where U is the set of proposed services, and S(SR-Faults)i is the number of
surveyed SR-Faults in service i.
Pbaseline = minj∈V {P jSR-Faults}/2, (3.13)
where V is the set of all surveyed SR-Fault, and P jSR-Faults is the probability of
SR-Fault j.
The algorithm for Autonomous deployment of Inspectors for a self-reconfiguring
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system, is defined in Algorithm 1.
Algorithm 1: Algorithm for autonomous deployment of Inspectors for a self-
reconfiguring system.
Data: I is the set of all plausible Inspectors.
Result: Optimised set of Inspectors.
Y = {}
Qmax = 0
forall the R in the PowerSet of I do
Calculate Q
if Q > Qmax and Equation 3.7 and 3.8 hold true then
Qmax = Q
Y = R
return Y
Neural Network
Clearly, there are multiple methods with which NNs can be implemented as specific
Inspectors [158, 159]. However, for this discussion the NN shall be used to determine
a service’s health via the characteristics of (communication) output of the service.
Using the models developed for the purposes of Intrusion detection, non-standard
and dangerous behaviour can be identified with an efficient, non-invasive NN. The
method employed for this is anomaly detection. In other words, the NN is trained for
normal and safe behaviour within the service, so if the non-standard or anomalous
behaviour is detected, a fault in the service is registered in the Ontology. The use
of a NN allows the stochastic behaviour to be identified.
The method used is characteristed by the block diagram in Figure 3.5, and takes
inspiration primarily from [240]. Firstly, the information from the service is encoded
into a form useful for a NN. A trained NN then processes the data. This data is
decoded to a form which the Expert System can utilise. At this point the Expert
System can determine whether anomalous behaviour has occurred. This can be seen
as run-time signal processing.
Since the Inspectors are using a neural network classifier to identify possible in-
trusions, the actual statistical distribution is not a huge concern. However, because
communication traffic is not stationary and network-based attacks may have differ-
ent time durations (varying from a couple of seconds to several hours or longer) an
algorithm is needed which is capable of efficiently monitoring network traffic with
different time windows. Based on the above observations, a layered window sta-
tistical model, with each layer-window corresponding to a monitoring time slice of
increasing size would be appropriate.
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Figure 3.5: A block diagram of a NN-based Specific Inspector. The input is service
outpu, and CPU and memory usage. The output is knowledge used to update the
Ontology.
The newly arrived communication output will first be stored in the event buffer
of the first layer. The stored events are compared with the reference model of that
layer and the results are then fed into the neural network classifier to decide the
network status during that time window. The event buffer will be emptied once
it becomes full, and the stored events will be averaged and forwarded to the event
buffer of the next layer. This process will be repeated recursively until the top level
is reached where the events will simply be dropped after processing.
The similarity-measuring algorithm that is used can be defined as:
Q = f(N){
k∑
i=1
|p′i − pi|+ maxki=1(|p′i − pi|)}, (3.14)
where f(N) is a function that takes into account the total number of occurrences
during a time window.
Besides the similarity measurements, an algorithm for the real-time updating of
the reference model is utilised. Let pold be the reference model before updating, pnew
be the reference model after updating, and po be the observed activity within a time
window. The formula to update the reference model is:
pnew = s.a.po + (1− (s.a)).pold, (3.15)
where a is the constant adaptation and s is the output of the NN. Assume that
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Figure 3.6: A Perceptron-backpropagation hybrid Neural Network Architecture.
the output of the neural network classifier is a continuous variable t ∈ [−1, 1], where
−1 means anomaly with absolute certainty and 1 means no anomaly again with
complete confidence. In between these, the values of t indicate proportionate levels
of certainty. The function for calculating s is:
s =
{
t, if t ≥ 0,
0, otherwise,
(3.16)
Through the above equations, it is assured that the reference model would be
updated actively for typical output while kept unchanged when anomalies occurred.
The attack events will be diverted and stored as attack scripts for future neural
network learning.
The NN identified for this purpose is the Perceptron-backpropagation hybrid
network [241], (illustrated in Figure 3.6), which is a superposition of a perceptron
and a small back propagation network. PBH networks are capable of exploring
both linear and nonlinear correlations between the input stimulus vectors and the
output values. This along with the results of [240] is why PBH was identified for
this purpose.
This Neural-network-style Inspector allows for efficient anomaly detection of
communication output, over a variety characteristic times. It also allows online im-
provement of the detection algorithm. This method also demonstrates the method
for a Qualitative Process History-based monitoring method to be used as a non-
invasive, efficient method for detecting issues in self-reconfiguring systems [240].
93
Fuzzy Inference System
Fuzzy Inference Systems can clearly be used as specific Inspector. For example,
consider a planetary rover autonomous navigation system. For the purpose of mon-
itoring, a fuzzy inferencing based on Mamdani’s method [242] can be used due to
its simple structure of min-max operations and high degree of successes in other
complex control architectures. This allows for generic monitoring of low-level sys-
tems within a complex architecture, making it appropriate for a planetary rover
autonomous navigation system. The fuzzy logic inference system uses two input
fuzzy variables: time (i.e., processing time) and error (i.e., state estimation error
within the SLAM filter) in order to infer decisions for maintaining optimal perfor-
mance within the overall system. The fuzzy variable associated with processing time
is characterised as:
process time = 〈α,Uα,R(α)〉, (3.17)
where α is the name of the variable representing the time required for processing
each iteration within the Navigation system, Uα is the universe of discourse, and
R(α) is the fuzzy membership of α. Two piecewise linear continuous fuzzy mem-
bership functions, ‘mftlow(α)’ and ‘mfthigh(α)’, are associated with α, and can be
defined as:
mftlow(α) = max
(
min
(
1,
Cα − α
Cα
)
, 0
)
, (3.18)
mfthigh(α) = max
(
min
(
α
Cα
, 1
)
, 0
)
, (3.19)
where α ∈ Uα, and the parameter Cα is empirically set to a value of 6, based on
the highest permitted computational time required for any SLAM iteration (in sec-
onds). These trapezoidal membership functions associate the fuzzy values “low” and
“high” respectively, with the input computation time. The functions are graphically
represented in Fig. 3.7.
Similarly, the fuzzy variable associated with estimation error is characterised as,
estimation error = 〈β,Uβ,R(β)〉, (3.20)
where β is the posterior error in state estimation of any SLAM technique within
the Navigation system, Uβ is the universe of discourse, and R(β) is the fuzzy mem-
bership of β. Similar to the previous case, two piecewise linear continuous fuzzy
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Figure 3.7: Fuzzy membership functions mftlow(α) and mfthigh(α) associate a confi-
dence value based on computation time.
membership functions, i.e., ‘mfelow(β)’ and ‘mfehigh(β)’, are associated with the in-
put error from the Navigation system β:
mfelow(β) = max
(
min
(
1,
Cβ − β
Cβ − C ′β
)
, 0
)
(3.21)
mfehigh(β) = max
(
min
(
β − C ′β
Cβ − C ′β
, 1
)
, 0
)
(3.22)
where β ∈ Uβ, the parameter Cβ is experimentally set to the highest permitted
error 0.9, and C ′β to 0.4. These functions associate the fuzzy values “low” and “high”
respectively, with the input error. Refer to Fig. 3.8 for a graphical representation of
these functions.
The output variable defines the performance of the SLAM system based on the
aggregated confidence value computed from an inference technique applied to the
fuzzy input variables:
system performance = 〈γ,Uγ,R(γ)〉. (3.23)
Two piecewise linear continuous fuzzy membership functions, i.e., ‘mfpbad(γ)’
and ‘mfpgood(γ)’ associated with the system performance output provide a confi-
dence measure on how “good” or “bad” the lower-level SLAM system is performing.
Defining ‘mfpbad(γ)’ and ‘mfpgood(γ)’ as:
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Figure 3.8: Fuzzy membership functions mfelow(β) and mfehigh(β) associate a confi-
dence value based on system error.
mfpbad(γ) = max
(
min
(
1,
Cγ − γ
Cγ − C ′γ
)
, 0
)
, (3.24)
mfpgood(γ) = max
(
min
(
γ − Cγ
C ′′γ − Cγ
, 1
)
, 0
)
, (3.25)
where γ ∈ Uγ, which is the output of a fuzzy inference method (i.e., the con-
sequence). The parameters Cγ, C
′
γ, and C
′′
γ have been set to 0.5, 0.1, and 0.9
respectively for the current experiments. These functions associate the fuzzy values
“bad” and “good” respectively, with the consequence value from the fuzzy inference
system. Fig. 3.9 is a graphical representation of these functions.
A Mamdani’s fuzzy inference method [242] is applied to the input variables. A
fuzzy rule-base is used to combine the fuzzified input variables in order to compute
the rule strength. The antecedents within the fuzzy rule-base use the fuzzy operators
AND as t-norm and OR as t-conorm in order to compute a single membership value
for each rule, such as:
: − mftlow(α) ∧mfelow(β)⇒ mfpgood(γ),
: − mfthigh(α) ∨mfehigh(β)⇒ mfpbad(γ),
For the current system, the ‘AND’ method is min, the ‘OR’ method is max
and the implication is min. The implication operator truncates the consequent’s
membership function output in the current case. The outputs from multiple rules
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Figure 3.9: Fuzzy membership functions mfpbad(γ) and mfpgood(γ) associate a con-
fidence value on system performance.
within the fuzzy rule-base are aggregated into a single fuzzy set using the max
operator. The final output from the fuzzy inference system needs to be a single
value instead of a fuzzy set. This is required by the higher level Ontology in order
to make a rational decision for system reconfiguration. This step (defuzzification)
is carried out using the centroid method, which calculates the centre of the area (η)
under the fuzzy set using the equation:
η =
5∑
i=1
yi · µ(yi)
5∑
i=1
µ(yi)
, (3.26)
and referring to Fig. 3.10
A generated plot of the output surface of the proposed fuzzy inference system
using the inputs variables is given in Fig. 3.11.
3.3.4 Planning
The Rational Agent performs analysis and planning on the Ontology, Validates
and Verifies, and then implements it. The Rational Agent is the main agent of
Self-Reconfiguration.
The basic process of the Rational Agent is outlined in Figure 3.12. In this Process
the Self-Reconfiguration control loop is started (book-ended) by the Inspectors,
which flag when the system develops an SR-Fault. The first notable feature of
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the system is that any exception in this process shall lead to the system going in
to a safety mode. Exceptions include failing Verification and Validation of Plans
and the Ontology, and the inability to find a Reconfiguration Plan. This decision
has been made for the Proposed Self-Reconfiguration to meet the extreme safety
requirements of space, because if an exception has formed there is possibly dangerous
and malicious knowledge that has entered the system.
Once the Rational Agent has been initialised, the first step is to V&V the On-
tology. This is to check for logical contradiction and correctness in the Ontology for
safety’s sake. This can be achieved with a Generic Reason Engine, thanks to the
form of the Ontology. This populates the Ontology with valid inferences.
The next step is to locate the region of change in the Ontology, which is achieved
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Figure 3.12: The process by which the Rational Agent follows in order to perform
self-reconfiguration. The Octagonal blocks represent the point in the process where
if there is a Failure, the system will automatically enter safety mode.
by a flag property in the Ontology. Once found, the flags are reset for the next loop.
The region of the Ontology required for Planning is then identified, which will then
become the Planning domain. This is managed through analysis of a multi-line
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directed graph, which exploits the nature of the available capabilities.
In graph theory [243], a Graph is a representation of a set of objects, where
some pairs of objects are connected by links. A Multi-graph is a graph which is
permitted to have multiple edges, that is, multiple edges that have the same end
nodes. Therefore, two vertices may be connected by more than one edge. A directed
graph (digraph) is a graph or set of nodes connected by edges where the edges have
a direction associated with them. Given a graph G, its line graph L(G) is a graph
such that: each vertex of L(G) represents an edge of G; and two vertices of L(G)
are adjacent if and only if their corresponding edges share a common endpoint in
G. Namely, a line graph is the intersection graph of the edges of G, representing
each edge by the set of its two endpoints. The concept of the line graph of G may
naturally be extended to the case where G is a multi-graph. It is also possible to
generalize line graphs to directed graphs. If G is a digraph, its directed line graph
(line digraph) has one vertex for each edge of G. Two vertices representing directed
edges from u to v and from w to x in G are connected by an edge from uv to wx
in the line digraph when v = w. In other words, each edge in the line digraph of G
represents a length-two directed path in G.
The domain reduction method is then performed by generating the forward and
backwards di-multi-graphs, F = 〈VF, EF〉 and B = 〈VB, EB〉 respectively, of the
IOPE of capabilities, where a forward digraph originates from the initial state and
the backwards digraph originating from the goal state. In this digraph, the edges
are the capabilities and the vertices are the communication links. The intersection
of the forward digraph and inverted backwards digraph can then be calculated:
I = 〈VF ∩ VB, EF ∩ E−1B 〉, (3.27)
where E−1 is the edges direction inverted. The adjoint set is then discarded as it is
unreachable. This is the first reduction in the planning domain.
The intersection di-multi-graphs is now converted into its line graph counterpart,
L(I). This allows for a large amount of capabilities and capability’s configurations
to be merged into single vertices. Furthermore, terminating branches (exit node at
each of the goal or initial states) can be removed to create a further reduced graph,
L(I)r.
Next, the goal node and initial nodes of the line di-multi-graph, L(I)r are re-
moved. If the resulting graph has disjointed sub-graphs, the sub-graphs can create
separate Planning Sub-domains. This process can be repeated to the point where
recombining the resulting plans is more complex. From empirical testing, discussed
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in Section 4.8.4, two steps of pruning offers a good balance between initial calcu-
lation speed and recombination time required. The process of recombination is to
attempt simple verification, and then if it fails the planning process is repeated
on the merged planning sub-domains. This is repeated until conflicts are solved.
The Plans generated from these split Planning sub-domain can be referred to as
Hierarchical Configurations.
The next step is to convert the Ontology planning domain in order to form a
Planner to generate a plan. While it is conceivable that the Ontology’s FOL could
be used to generate a Plan through Automated Theorem Proving, the algorithms
and heuristics are not ideal for planning. Although Automated Theorem Prover
generally functions through exhaustive methodical searches of a logic space, this is
prohibitively slow for large domains, as in a real-world planning domain [244].
The proposed Planning method uses a combination of Neo-Classical methods
and Utility functions methods. The exact Neo-Classical methods utilised can be de-
cided at a later point in the architecture thanks to planning languages like PDDL.
Similarly, the Utility function method best for this purpose can be empirically deter-
mined once the planning domain and problem is encoded in a Planning Language,
possibly PDDL.
The requirements on the Planning language are:
• Standard STRIPs requirements, for standard planning purposes;
• Typing, strict type of states and variables;
• Some level object-orientation or modularity, as there shall be reuse in recon-
figuration;
• Conditional predicates, to allow more complex actions;
• Plan-metrics, for the utility function.
A desirable property of the Planning language is that a large amount of planning
algorithms and heuristics should be implemented and optimised, so that an optimal
combination can be derived.
This leads to support PDDL 2.2 level 1 plus the :action-costs requirement from
PDDL 3.1; i.e.:
( define (domain r e c o n f i g u r a t i o n )
( : requirements : s t r i p s : e q u a l i t y : typing : action−c o s t s )
. . .
)
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PDDL has been determined for use as it fulfils all the criteria and has a large
community source and a wealth of open source software tools. The reason standard
temporal planning techniques have not been identifed for this purpose is that for this
very specific domain it is more efficient to encode their temporality in a standard
atemporal STRIPS form.
To convert to the Ontology Planning domains to the PDDL Planning domain
and problem:
• All service’s configuration capabilities are encoded to individual PDDL Ac-
tions.
• All connecting an IO channel typess are encoded to PDDL Actions.
( : action sub s c r i b e
: parameters (? s − sub ? t − t op i c ?p − pub . . .
: precondition
(and
. . .
)
: ef fect
(and
. . .
)
)
These actions alter the states for predicates like:
( top icToSubscr ib ing ? t − t op i c ? s − s u b s c r i b e r )
( i s S u b s c r i b i n g ? s − s u b s c r i b e r )
They also have message types and attributes which act like states and
predicates
• State change conditions in IOPE which can be trivially converted to STRIPs.
PDDL Constants and Types are used through out for optimisation pur-
poses.
• Complex Services with more than one control loop are broken into dependent
but separate abstract PDDL Actions, which allows for simpler linear planning
of non-linear actions.
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• The temporal constraints are linked to creating a single complete control loop
and the global constraints. This is achieved by encoding the reduced set of
CTL described in Section A.4.
• Numerics that are represented in the Ontology planning domain which can
be discretised easily (e.g. video resolution, which has a few set formats)
are discretised in the logical manner, moving them to Predicates and Con-
stants; whereas, numerics which cannot be easily discretised are discretised
via splitting the domains around where the second-order partial derivative
equals zero. Actions are then created for every numerical action within the
set, (e.g. addFourFive). More complex mathematics can be mapped into the
Utility function.
• Finally, the Utility function is derived from the Ontology Planning domain
and goal. The utility function, U takes the relatively simple form of:
U(C) =
∑
αi∈P
{
∑
j∈C
αi.cij}, (3.28)
where C is the configuration set of services, P is the set of parameter multipli-
ers determined by the Ontology, and cij is the value of the parameter for the
ith parameter for jth service in Configuration, C. The U(Ci) for each possi-
ble configuration is then calculated individually, and then added to planning
“:action-cost” of the PDDL,
( i n c r e a s e ( action−co s t ) 533 )
This will allow optimisation of the configuration based on the Utility function
in Equation 3.28. Note that in the above sample, 533 is used as an example
number, and real number could also be used.
Multiple passes are necessary to create these PDDL files, in particular, to pop-
ulate the predicates, constants, and types.
Following this (as illustrated in Figure 3.12) if the planning engine retrieves a
valid plan, it is converted back into its Ontological counterpart. The plan is then
V&V’ed, which is described in more detail is Section 3.3.5.
The Inspectors for deployment are then calculated, as described in Section 3.3.3.
The Rational agent can then implement the optimised configuration.
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3.3.5 Verification & Validation
All the Verification & Validation within the system is achieved through the Ontol-
ogy’s logical properties and a Reason Engine.
A Reason Engine is a piece of software able to infer logical consequences from
a set of asserted facts or axioms. The notion of a Reason Engine generalizes that
of an inference engine, by providing a richer set of mechanisms to work with. The
inference rules are specified by means of an ontology language or a description logic.
Many Reason Engines use first-order predicate logic to perform reasoning; inference
commonly proceeds by forward chaining and backward chaining axioms.
First order predicate logic allows for complex inferences to be made automat-
ically about the domain of the world [245]. This allows for complex validation
and knowledge creation to occur automatically, and gives readable explanations of
the logical steps. Another use for the Ontology is for domain knowledge and plan
verification in an automatic and efficient manner. For example, consider the recon-
figuration plan proposed by the Rational agent in which the domain can be defined
as the Tuple: 〈I,G,R,W, S, P 〉, where:
I - the initial state of the world,
G - the goal state of the world,
R - the finite resources of the system,
W - the world rules of the system,
S - the safety criteria, -
P - the plan for reconfiguration.
Where the plan P is composed of connected services, and where the services
have the form of Input, Output, Precondition, and Effect (IOPE). For example, if
two services are connected via a publish-subscribe model; the two output and input
criteria of both services are individuals in the Ontology and therefore have two sets
of logical restrictions applied to them. When these exemplar services are connected,
a logical rule is created to say that they are the same individual, and thus they
are restricted to both sets of logical restrictions. If there exists no contradiction
in this union of logical rules, then the connection is valid and viable. Similarly,
the criteria for plan validity is based upon whether the plan is consistent with the
initial and goal state of the world, and the plan has no inconsistency with the finite
resources, world rules, and safety criteria. This verification also works for inferred
domain information; for example, the consequence of two services interacting in
a novel fashion. The domain knowledge verification and plan verification is a very
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important consideration for any rover platform because it increases the overall safety
of the system.
This enables an extremely extensible manner to reason about a system, allowing
for an extensible method for V&V. Furthermore, due to the modular nature of the
Ontology, it allows for the same V&V method to be used on multiple domains. In
this proposed design, the Self-Reconfiguration Plan is V&V’ed, the deliberative-level
planner plan is V&V’ed, and the Ontology knowledge is validated.
For Self-Reconfiguration Plan V&V, this design utilises an Incremental-style Ver-
ification technique. It is assumed that Individual Services have thoroughly V&V’ed
and V&V their inputs and outputs for all configurations, leaving only their interac-
tions, their interactions with their environment, and specific goals and conditions.
The form the Ontology takes for Self-Reconfiguration Plan V&V is the combi-
nation of IOPE capabilities and reduced CTL, as described in Section 3.3.2. A plan
can then be checked for contradictions, and any contradiction can be inferred. This
logical contradiction takes the form of a sentence, that can be seen as a counter-
example.
A similar process is carried out for all the V&V process.
If a contradiction is found in any V&V process, the system is put into full
safety mode. Safety mode puts the system into a full halt, until the contradic-
tion is resolved. This is because any V&V failure represents a failure in the Self-
Reconfiguration system or some malicious system’s knowledge, which would repre-
sent a great safety risk for a space system. Even if a new validated plan can be
generated without solving the original contradiction, it is unsafe, as we can not rely
on the information.
3.4 Discussion
The design outlined in the previous section (i.e. Section 3.3) is a Self-Reconfiguring
Autonomous Software system for future space systems. It aims to be more fault-
tolerant, resilient to changing environments and goals, and capable of coping de-
grading hardware better than a traditional autonomous software system.
The design uses an Orchestration method for Self-reconfiguration. This reduces
the complexity of the planning domain, and possibility reduces the possible errors.
It has a semi-centralised architecture, which has a centralised Rational Agent,
for Analysis and Planning of Self-Reconfiguration, a centralised Knowledge base
in the Ontology, and a decentralised set of Inspectors which Monitor the system
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and Analyses the results. This level of decentralisation allows for planning to be
completed in an efficient manner whilst allowing some analysis and monitoring to
be performed in an efficient, localised, and domain-tuned manner.
Furthermore, the Inspectors can be highly specialised units as well as generic
units. The generic units allow for plug and play usability, and a comprehensive
monitoring ability; whereas, Specific Inspectors can analyse domains with extreme
domain specific details, which allows for extremely tunable monitoring coverage.
In this chapter, Self-reconfiguration faults and related terms have been defined
allowing for an effective discussion of the problem involved in self-reconfiguration.
Furthermore, it allows for faults to be discriminated from self-reconfiguration faults,
demonstrating their differences. This is important as if they are different problems
(albeit related), they require different solutions. It is possible that many of the
techniques used for FDIR and self-reconfiguration FDIR are the same, such as the
soft computing methods discussed in this chapter. However, as demonstrated these
techniques are applied in different manners, and results analysed in a different way.
Moreover, the Inspectors are autonomously deployed in order to be as efficient,
effective, and non-invasive as possible, without being overly Computationally ex-
pensive. This is accomplished by defining Self-reconfiguration fault coverage, which
in turn enables the discussion and estimation of the monitoring coverage effectively.
This is important as it allows users to understand and determine the necessary
amount of self-reconfiguration FDIR.
The Inspectors also offer the ability to deal with uncertainty in-situ. The uncer-
tainties are resolved via a specific Inspector which has specific knowledge on how to
resolve fuzziness.
The proposed Ontology offers an efficient and extensible manner in which to store
data whilst offering other tools. The other tools include Verification and Validation,
knowledge validation, a integration model-based knowledge capturing system and
tools that enables use of, as well as knowledge inferencing and subsumption. More-
over, it identifies the required knowledge that any self-reconfiguration system must
capture.
The proposed Ontological method of Verify and Validating Self-reconfiguration
plans is highly extensible, it is even capable of verifying and validating Model-based
knowledge capture systems such as SysML. The Ontology can even V&V inferred
information. It is worth noting that all of these methods have a unified knowledge
store, unlike many other systems. This centralisation of knowledge reduces duplica-
tion of information and allows for a more comprehensive knowledge base. This more
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comprehensive knowledge base may allow for better results from planning and V&V.
However, this larger knowledge base can slow operations as the number possible in-
ference increases. This effect is minimised by the modularisation of the ontology
allowing the subset to be reasoned upon.
The Underlying Self-Reconfigurable architecture takes the form of a service ar-
chitecture. Individual services can have internal FDIR, and are designed to be safely
reconfigured at runtime, allowing for highly modular designs. Furthermore, it al-
lows for the architecture to be removed from the system, demonstrating its loose
coupling. This loose coupling shows that self-reconfiguration architectural layer is
distinct to the other possible architectural layers. This architectural layer adds on
to the other layered architectural systems, such as the standard three layer archi-
tecture. This identifies another layer of control to a system, with its own distinct
characteristics.
3.5 Conclusion
In conclusion, this chapter has presented a Self-Reconfigurable Architecture for Au-
tonomous Software designed to solve the problem outlined in the Refined Problem
Statement. The design attempts to further address the issues outlined in the Back-
ground Chapter. What remains is empirical testing and validation.
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Chapter 4
Use-case Design and Validation:
Self-Reconfigurable Autonomy for
E4 GN&C
4.1 Introduction
In this chapter the Proposed design outlined in Chapter 3 is tested in the con-
text of an advanced extra-terrestrial Planetary GN&C. This tests the ability of a
self-reconfiguring system to cope with: autonomous hardware control; autonomous
software with various levels of complexity and sophistication; multiple control loops;
layers of abstraction; limited computational resources; degrading hardware; chang-
ing environments; and strict safety requirements.
4.2 Use-case Motivation
Guidance Navigation and Control systems play an integral role in the success of any
planetary exploration rover, enabling autonomous robots to perceive, assess and
negotiate challenging unstructured terrains.
The term ‘Guidance’ accounts for the determination of the desired path of travel,
while ‘Navigation’ accounts for the identification of the vehicle’s location, velocity,
and attitude. Finally, the ‘Control’ accounts for the rover’s ability to manipulate
its wheels in such a way that it continues to follow its desired path.
There exists 3 different factors that illustrate the need for Autonomy in a extra-
terrestrial planetary GN&C: limited communication, environment uncertainty and
operational costs [212]. In more detail:
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• Limited communications. Because of the non-permanent availability of
communication links and the inevitable and significant round trip communi-
cation delay in long distance links, a certain level of Onboard autonomy is
mandatory for those missions in which very long distances are required. For
example, the distance between earth and Mars is 55 - 378 million km which
leads to a delay of 3 - 21 minutes in one-way transmissions. In furtherance of
this consideration, it’s worth noting that for planetary robotics limited band-
width will always be a concern.
• Environmental Uncertainty. Generally, the need for autonomy grows with
the degree of uncertainty of the environment to which a system interacts. The
representation of the spacecraft’s environment that ground control has is only
a small subset of the real environment in which the spacecraft is operating,
and this model is not provided in real-time, (due to the communication lim-
itations). These issues all limit the ability of human operators to interact
and react to the environment optimally. This is where autonomy gives great
advantage.
• Costs of operation. In the traditional approach to spacecraft operations in
control centres, a large team of engineers are in charge of a large number of
functions: planning elaboration and execution, spacecrafts internal hardware
state tracking, functional verification, and etc. Due to the increasing com-
plexity and reduced budgets of the space missions, there is a need to limit the
operations team and (deep-space) communications costs. By adding auton-
omy to a spacecraft we can send high level commands and upload procedures
that would allow the system to react to the environment. Autonomy is more
critical in cases such as error recovery, or when dealing with exceptional cir-
cumstances in which the spacecraft has to be able to understand the impact of
the error on its previously planned sequence and then reschedule in the light
of the new information and potentially degraded capabilities.
To summarise, extra-terrestrial planetary robotic missions are characterised by
severe communication limitations, extreme safety requirements, limited platform
resources, and environmental uncertainty, and to deal with this some degree of
autonomy is required. However, current missions on Mars have had limited L3
autonomy, as defined in Table 1.2. NASA’s Mars Exploration Rovers (MER) have
autonomous capability in choosing paths to fixed way-points, however they don’t
over higher level mission goal planning and scheduling [246].
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As missions become more complex greater autonomy will be required. For exam-
ple, proposed Mars sample return missions [246] will require surveys of large areas
of terrain with identification, collection and return of samples to base station before
a predefined launch window. While this could be achieved by tele-operations, the
cost and complexity would be prohibitively enormous.
There are currently no E4 autonomous rovers on Mars, though much work is
being directed at developing a viable E4 system for them. The most widely adopted
research model for E4 on-board autonomy focusses on a three-tier subsumption
model, which has different levels of abstraction in operations [27, 28]. The three
levels comprise a Decisional layer that has a high level goal planner and scheduler,
an Executive level which expands on specific high-level goals, and a Functional layer
responsible for low-level subsystem control. For example, one proposed method uses:
APSI [30] and GOAC for the Decisional layer, the Executive layer is provided by
T-REX [31], and GeNoM [32] is used as a framework for the Functional layer [29].
These systems offer some goal-oriented autonomy for rovers, increasing their ca-
pability. However, these E4 systems generally function optimally only in specific
conditions, environments, and with software/hardware component performing opti-
mally, and deviation from them may obstruct safe system operation. For example,
suboptimal function of the navigation camera, compromising the navigation system,
would likely require rectification by remote human support, which is expensive and
time-consuming. Furthermore, the Rover would have to revert to a lower auton-
omy level, because most robotics systems have no ability to react and reconfigure
themselves based on internal or external inspection.
Self-Reconfiguration could make a more flexible GN&C, which is more fault-
tolerant, and capable of coping with changing environments, hardware, and software.
4.3 Problem Statement
To reiterate, Guidance Navigation and Control systems play an integral role in the
success of any planetary exploration rovers; enabling autonomous robots to perceive,
assess and negotiate challenging unstructured terrains. There are 3 main factors
that affect extra- terrestrial planetary GN&C: limited communication, environment
uncertainty and operational costs, all of which can be mitigated by Autonomy. The
greater the degree of autonomy, the more easily these limitations can be overcome,
and the more complex remote missions can become.
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For example, for a proposed Mars sample return missions [246] tele-operations
cost and complexity would be prohibitive, and short time widows for relaunch would
require high levels of autonomy, most probably E4.
Currently there are no E4 autonomous rovers on Mars, though much work is
being directed at developing a viable E4 system for them. These systems offer some
goal-oriented autonomy for rovers, increasing their capability. However, these E4
systems generally function optimally only in specific conditions, environments, and
with software/hardware component performing optimally, and deviation from them
may obstruct safe system operation.
Self-reconfiguration of a robotic system is a means of increasing its flexibility.
The question to be answered by this chapter is:
Is it possible to create a self-reconfiguring goal-oriented autonomous GN&C
which is more fault-tolerant, resilient to changing environments and goals, and ca-
pable of coping with degrading hardware than a traditional E4 GN&C?
To wit, can a modular goal-oriented autonomous GN&C be created, that can
self-reconfigure itself based external and internal stimuli in order to optimise the
system, protect and heal faults, and deal with changing environments and robotic
capabilities? The self-reconfiguration should occur at all levels of abstraction, from
high level decisional autonomy to low-level hardware control autonomy. Validation
and Verification should also be considered for all self-reconfigurations, for run-time
and reconfiguration-time (i.e. during the reconfiguration process). Additionally,
the autonomous system should be a modular system that allows all traditional
methods of FDIR, so that the self-reconfiguration is a super set of FDIR techniques.
Furthermore, the self-reconfiguration should be extensible to support a large range of
autonomous techniques. Finally, the self-reconfiguration system should not increase
the amount of errors and faults possible in a autonomous system, and the self-
reconfiguration should be computationally fast and resource efficient compared to a
standard autonomous system.
The Reconfigurable autonomy for GN&C systems should work for all levels of
autonomy, allowing seamless transition between them. Furthermore, it should be
able to self-reconfigure the architecture, hardware control, and software.
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Figure 4.1: A simple block diagram of the proposed self-reconfiguring rover naviga-
tion system.
112
4.4 Self-Reconfiguring GN&C
A Self-reconfiguring GNC system is a navigation and operations system that can
alter: its high-level goals, mid-level goals, software architecture, component options
and attributes, and low-level control options. This allows a Self-Reconfiguring sys-
tem to autonomously overcome system errors and faults, unexpected environmental
changes, and unexpected capability changes; i.e. SR-Faults, Faults, changes in goals.
Self-reconfiguring is an amalgamation of other self-CHOP characteristics, where
CHOP stands for: self-configuring, self-healing, self-optimising, and self-protecting,
the definitions of which are unambiguous [121].
The Self-reconfiguring GNC proposed in this chapter is broken into 3 layers:
the Reconfiguration layer, the Application layer, and the Housekeeping layer. The
Application layer is what could be viewed as the traditional GN&C, which could have
multiple internal layers of abstraction and is discussed more in Section 4.4.1. The
Reconfiguration layer contains all the components that perform the reconfiguration,
and is discussed in more detail in Section 4.4.2. The separation of these two layers
exists to minimise the computational cost of the Reconfiguration layer and minimise
the faults that can be injected into the Application layer by the Reconfiguration
layer. The latter is particularly important as fault injection should be avoided
wherever possible. The final layer is the Housekeeping layer, which contains low-
level system safety and housekeeping components, and is discussed in more detail
in Section 4.4.3.
4.4.1 Application layer
The application layer is broken into many reconfigurable components for rover nav-
igation and operation systems (as shown in figure 4.1) and one centralised Robot
service coordinator. When combined they create a semi-centralised reconfigurable
modular planetary GNC system. This layer can be described as a service-based
GNC. Services are un-associated, loosely coupled units of functionality that are
self-contained, where a loosely coupled component has, or makes use of, little or
no knowledge of the definitions of other separate components. Furthermore, each
service implements at least one action and a standard interface. This allows for a
very high-level of reconfigurability and modularity of aforementioned services. The
Robot service coordinator acts similarly to a service coordinator, which is a generic
agent that organises and coordinates external services to create an overall system.
However, unlike normal service coordinators (which are very generic), the Robot
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service coordinator has some level of tailoring to the scenario because it improves
performance and the relatively limited scenario to which it is applied doesn’t re-
quire extreme genericity. For example, the Robot service coordinator will always
attempt to create a connection with some sort of radio service, and therefore this
can be tuned for. The Robot service coordinator can reconfigure which service it
connects to and its operation flow based upon a reconfiguration plan generated by
the Ontology-based rational agent. However, during nominal operations the Robot
service coordinator operates with a fixed architecture and operations order.
The first major service set is the Planner service set. The Planner service, when
given a request including a high-level mission goal and domain level knowledge,
responds with a plan and schedule for completing the high level goals. The Planner
service has been designed to be generic in order to be more reconfigurable. In other
words, the request format is PDDL3.0 (Planning Domain Definition Language) [247]
with a language usage marker (indicating language features to ease conversion).
This can then be converted to (and from) another format to fit the best available
Planner and Scheduler (e.g. NASA’s EUROPA or ESA’s APSI [248]) for individual
problems. Another possible attachable service is a Validator engine, which checks
for the validity of a plan based on some set criteria. Once a plan and schedule has
been generated the Robot service coordinator can use it to execute the other services
at the scheduled times in order to complete the high level goals determined.
The next major service set is the Navigation service set, which is concerned
with the guidance, navigation, and control of the locomotion system of the rover
platform. The services (as shown in Figure 4.1) in the set are subdivided for greater
reconfigurability into:
• The Navigator service, which determines the desired path of travel (the “tra-
jectory”) from the vehicle’s current location to a designated target via a generic
path planner service (e.g. Astar, Dijkstra) and way-point determination. The
Navigator service then gives out mid level locomotion goals.
• The Localisation service set determines the locality of the rover against some
global coordinate system, also reporting some error in the localisation mea-
surement. Localisation is achievable in many different manners using a variety
of different algorithms and sensors (e.g. mono, stereo camera or LIDAR). This
means that localisation is usually performed by a combination of many services
that can be further tuned to their environment of operation.
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• The Control service operates the direct locomotion and steering with the
hardware interface, and has some basic low-level obstacle avoidance. It in-
cludes the ability to tune control strategies via the parameters API.
• The Mapper service set generates digital maps including traversability infor-
mation and science information. There are multiple levels of mappers including
a daily detailed traversability map and a more abstract global mapper that
spans the entire mission. The Mapper service can also act as the Localisation
service.
• The Sensor service which provides an interface to the on-board sensors.
• The Locomotion system services provide an interface with the Locomotion
hardware. The Locomotion system can receive locomotion commands and
outputs odometry and other system information in a publish-subscribe model.
These services and their connective architecture can be all highly tuned and opti-
mised based on the environment and faulty hardware. For example, some techniques
are more tolerant to sensor noise while being less accurate in its localisation, and
some techniques are more tolerant to wheel slippage or comprised hardware drive
systems.
Another important service is the Radio service, which allows the Robot service
coordinator to perform an uplink to the ground station with all complex operations
of the uplink process abstracted behind the basic service interface. Other services
can be characterised as payload services, e.g. PanCam Payload services and science
payload services, which all have a high level abstract interface.
For the purpose of safety during reconfiguration, the services are designed to have
a procedure for stopping and starting. For example, consider a reconfiguration of
the Local Mapper service in which the original Local Mapper service is interchanged
for an alternative. In this scenario when the original is removed it automatically
updates the Global Mapper service with the appropriate information. Similarly,
when the new alternative Local Mapping service is initialised the service updates
itself from the Global Mapper service.
Fault detection, isolation and recovery (FDIR) is always an important consider-
ation for any robotics platform, but even more so for the Space environment [249].
FDIR in the self-reconfigurable GN&C is achieved by each individual service per-
forming tailored FDIR techniques on themselves in order to increase the abstraction
and loose coupling of the services. This allows for specific FDIR techniques to be
used for specific services. Alternatively, for greater reconfigurability, the FDIR tech-
niques for a specific service can be encapsulated into separate services. However,
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these FDIR services are not technically services as they are not loosely coupled.
More details of this system’s details and implementation are outlined in Section 4.5.
4.4.2 Reconfiguration layer
The self-reconfiguration of the system originates in the Reconfiguration layer. The
criteria that are desirable from the self-reconfiguration system are that during nom-
inal operations the Reconfiguration layers resource use should be minimal, and that
the reconfiguration system should not increase the total number of unrecoverable
errors in the system. While these criteria apply to any self-reconfiguration system,
it is particularly true for extra-terrestrial planetary robotics systems.
The Reconfiguration layer acts in a MAPE-K loop [121], which is an adaptation
control loop and is illustrated in figure 2.6. In essence, the Reconfiguration layer
can be split into three components: the Inspectors, the Rational agent, and the
Ontology. These components can be mapped to the MAPE-K loop to illustrate their
function. The Inspectors monitor the system. The Rational agent analyses, plans,
and executes reconfiguration operations. The Ontology represents the Knowledge
in the MAPE-K loop.
The primary element of the Reconfiguration layer is the Ontology. It contains
all the knowledge required for reconfiguration in the system. The Ontology is a
combination of the information database in the form of an ontology and the Ontology
Manager, which manages the Ontology database and its access. The Ontology is
described in much greater detail in Section 3.3.2.
The next set of elements is the Inspectors, which monitor all elements of the
system. The aim of the Inspectors is to monitor and update the Ontology on the
current state of the world, whilst using as few resources as possible and not disrupt-
ing the monitored operations. Inspectors passively monitor the Application Layer.
Considering this, the Inspectors come in two forms, the generic type and the specific
type. The generic type performs the basic network check, resource checks, and state
checks (i.e. the service is reporting a world change) of any individual services. On
the other hand, the specific Inspectors are tailored for a specific service, for exam-
ple, an Inspector that checks camera performance. Inspectors are reconfigurable to
allow the system to decide what level of monitoring is required for each individual
subsystem, in order to allow a compromise between computational resource use and
a level of self-protection to be reached.
The last element of the Reconfiguration layer is the Rational agent. The Rational
agent, when given goals, uses the information available in the Ontology (which
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can be seen as the world knowledge) to configure the system to make those goals
achievable. Furthermore, the Rational agent will attempt to optimise the system
for the goals based upon some goal set utility function. Moreover, if the state of the
world changes, i.e. the state of the Ontology changes, the Rational agent will re-
evaluate whether the goals are still achievable. The Rational agent will also deploy
the Inspectors to monitor and protect the system, and to maximise safety while
minimising computational resources based on some goal-set function. The Rational
agent is described in much greater detail in Section 3.3.4.
4.4.3 Housekeeping Layer
Housekeeping components are separate to both layers and include low-level safety
checks and operation modes. The housekeeping components are low-level soft-
ware/hardware scripted processes that are necessary for continued operations, and
are generally performed once a day. Safety checks and modes are low-level checks
for faults and errors, and which will put the system into safety mode if needed. The
Safety mode puts system into a full halt state and waits for further instruction from
the ground station. The purpose of keeping them separate from self-reconfiguration
is to increase the continuity safety of the system, and that reconfiguration is not
necessary for housekeeping services because they are fixed in script and configura-
tion.
4.4.4 Operation Flow
The standard operations of a planetary rover are split into ground-station opera-
tions and on-board operations. The ground-station operations are performed on
Earth, and on-board processes occur on the rover on the extra-terrestrial planet.
The ground-station and on-board segments interface via the Uplink and Downlink
process. The Uplink process can be seen as the upload process with respect to the
ground-station. In the standard Uplink process the ground-station sends goals/com-
mands for the rover to carry out in the next sol. In the standard Downlink process
the on-board segment (i.e. the rover) will send tactical and operational information
about the Rover, and the processes that have occurred since the last Uplink, to the
ground-station. In between the Uplink and the Downlink, the ground-station will
analyse the information from the Downlink and prepare a plan for the Uplink, and
the traditional on-board segment will carry out the plan outlined for it in the most
recent Uplink.
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Conversely, the self-reconfigurable autonomy operation has an adapted process
to maximise the utility of the On-board system. In the first Uplink process of the
self-reconfigurable GN&C the On-board segment is sent an update to the Ontol-
ogy which is merged and validated by the Ontology manager. This validation is
performed autonomously and checks for knowledge incoherences, as well as adding
an extra level of safety to the system. The update to the Ontology will include
a list of goals to be achieved in the next loop with a function that will prioritise
these goals if not all goals are achievable. Additionally, the update includes Ontol-
ogy alterations, e.g. map changes, utility function changes, and software function
changes. Once the Ontology has been updated, the Rational agent will reconfigure
the Application layer to prepare to complete the stated goals, and choose, using
the priority function, which goals are achievable in the time allowed. Then, the
Rational agent will pass chosen goals to the Robot service coordinator to complete
in a quasi-Uplink. While the Robot service coordinator is faithfully completing the
goals, the Inspectors will watch for a change in the world state. If changes occur,
the Rational agent will re-evaluate, and if the goals or configurations need adapting,
the Rational agent will reconfigure the Application layer. Once the Downlink is due,
the payload information and changes to the Ontology are transmitted to the ground
station. Separate to this process the Housekeeping layer will perform its standard
processes.
4.5 Proposed Application layer architecture
or How to make a flexible E4 GN&C
The proposed reconfigurable architecture for a extra-terrestrial planetary GN&C is
outlined in Figure 4.2. It could be described as a three-tiered architecture, with
elements of Task-Control at the functional and executive layers, in the form of re-
configurable extensible services. A fourth layer is added in the form of the Interface,
which is a user interface with the rest of the system.
The highest layer is the Decisional Layer, which consists of high level goal plan-
ning and scheduling. It can consist of GOAC style sub-decisional controllers, or a
singular Decisional Component.
The next layer is Executive layer, which is responsible for the execution of plans
produced by the planning level. It is broken into two types of executive compo-
nents: the Primary Executive component and the Service Executive components.
The Service Executive components manage individual services, opening up standard
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Figure 4.2: The reconfigurable architecture for GN&Cs.
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interfaces to a time-line of execution. They also offer a domain description of their
capabilities for the purposes of planning and scheduling by the Decisional Layer.
These domain descriptions fit a extensible standard format for the key elements of
a GN&C; this is for the optimisation of the standard, and reoccurring operations.
The Primary Executive manages the Service Executives and interfaces with the De-
cisional Layer and Interface. The Primary Executive also can perform a scripted
reconfigurations. Additionally, the Service Executive has the ability to change their
own planning domain description, based on their changing capabilities.
The Lowest Layer is the Functional Layer, which consists of a functional services.
The Functional service can be composites of sub-services. However, each subsystem
of service in managed by only one Service executive. The functional services can
pass information between each other in a number of models (i.e. publish-subscribe
model, and request-respond model), unlike the Service executives, which can only
communicate with the Primary executive, via a request-respond model of communi-
cation. The Service Executive and the Functional service it is responsible for form
a Rover Service, which acts as a Task-control unit.
4.5.1 Execution flow
The Interface connects to the Radio software, and on the Uplink the Interface is the
first contact. It hands off the goals to the other systems, and hands reconfiguration
goals off to the Primary Executive. The Interface can then either connect with the
Decisional layer and the Primary Executive, or just the Primary Executive, if the
Decisional layer is not being utilised.
Robot Services are un-associated, loosely coupled units of functionality that are
self-contained, including internal FDIR. Standard Robot Services include: Local-
isation, Navigation, Hardware control, Mapping, Payloads, Radio, and etc. An
example of a localisation service is a PM-SLAM+ service (see Section 4.6) or a
Visual Odometry service.
A Navigation service would provide a description that describes the rovers nav-
igation capabilities, e.g. time, risk, and energy to move to point A, and a service
interface that allow the service to follow a scheduled plan. The interface matches
the actions available in the description. The standard process for an E4 GN&C
configuration is:
(1) the Interface receives a high-level goal and passes it to Decisional layer;
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(2) the Decisional layer using the planning domain description provided by the
Rover Services determines a workable schedule for an achievable set of goals,
which passed to the Primary Executive;
(3) this system wide schedule is formed of a set of time-lines (schedules) for each
Rover Service. The Primary Executive passes the individual timelines to the
appropriate Rover Services, and then set up flags for the Rover service to
signal completion of events;
(4) the Rover Service then carries out the schedules with the appropriate amount
of autonomy, reporting completion to Primary Executive;
(5) the Decisional Layer can re-initialise and re-plan (in case of failure) or the
Interface can report completion to the user and await further instruction.
The standard process for an E3 and lower GN&C configuration matches the E4
process; however, the Interface skips the Decisional layer, passing a pre-determined
schedule to the Primary Executive directly.
To further the ability of reconfiguration, the individual Functional Services (and
the Decisional Services) all have individual initialisation and termination strategies.
These strategies allow the components to reconfigure safely at run-time. For ex-
ample, if the Localisation Service is deactivated it archives the current estimated
locality and error, and any map it has created in a standard format. This allows it
to be re-initialised or an alternate localisation strategy to take its place.
Similarly, for the purpose of reconfiguration each service including the Decisional
Services open up an API, which allows access to parameters that can safely alter
the control strategies of the services at run-time. This can be as simple as adjusting
the speed at which the rover moves or which path planning algorithm is used, to
more complex reconfigurations, such as planning and schedule algorithms.
Each service contains a few standard elements, including parameter APIs, and a
deconstruction service channel. The parameter APIs open a set of internal service
parameters which can at run-time adapt the services functioning. They can change
simple data values like constants, or can change how the entire internal control
loop occurs. The deconstruction service channel acts to open a service channel
which when called upon de-constructs the service, (e.g. saving the map state, and
relinquishing the memory), and returns when completed. The service can then be
destroyed or saved safely by an external service. Similarly, each service should have
construction method for initialising itself.
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The three necessary architecture components are: the Interface, the Primary
Executive, and Service Executive. These components compose the standard
executive core the architecture, and have been implemented as ROS services. The
Executive Plans take the form PDDL3.0 style time-line, similar to ASPI-TRF time-
lines. This allows for complex plans for each Service Executive to be composed. The
Executive Plans are dispatched to the appropriate Service Executive by the Primary
Executive. The Primary Executive also set-ups parameters (via a Parameter server)
which act as Execution Flags.
Reconfiguration plans are implemented as a list of the components and their
respective options, parameters, communications links, and the service they must
be initialised or de-constructed before. The services are designed not to require
a certain initialisation and termination order. However, if unavoidable the order
can be catered for by a service’s initialisation stage, holding until all dependencies
are met. This solves all problems, except circular dependencies, but if allowed the
Robot services would no longer be loosely coupled.
Each Rover Service hosts a planning domain description of its available actions
and the environment of which it is aware. Composite Robot Services merge the
capabilities of the sub-services.
4.5.2 GN&C Elements
For the purposes of autonomicity some of the GN&C elements need to be designed
run-time adaptation in mind. Additionally, some standard forms must be identified
for the purpose of optimisation. Thus, the following is a description of the design
and implementation choices for the GN&C.
The major components of a GN&C can be categorised into:
• Navigation
– Localisation - The service which localises the rover in the environment.
∗ Visual - Visual-based localisation strategies, such as Visual Odome-
try and SLaM.
∗ LIDAR - LIDAR-based localisation strategies.
– Path Planning - the Service which takes local or global maps and produces
waypoints and path plans towards a provided goal.
– Control - Provides the lowest level control loop above the rover hardware.
This loop can include obstacle detection and avoidance.
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– Mapping - A service that uses sensor data to create a variety of maps
(e.g. Digital terrain map (DTM), point clouds, traversability map).
The Navigation is discussed in more detail in Section 4.5.2.
• Hardware
– Sensors - Service wrapper around Sensors, like Stereo Cameras and Odome-
ters.
– Effector - Service wrapper around effectors, like the robotics hardware.
The Effectors and Sensor Services are simple wrappers around the hardware.
They may include different configurations; for example, a camera may change
rate or from Colour to black and white, or a Motor Controller may change its
wheel slippage parameter.
• Planning and Scheduling
– High-level Goal planning - Takes the planning domain description and
goals and returns a set of time-lines.
– Planner Language Conversion - to increase genericity of the architecture,
the architecture uses a shared top-level planning languages, and convert
to specific planning languages as necessary.
• Payloads
– Science - Manages the Science payloads autonomously.
– Radio - Automates the Uplink and Downlink process.
– Arm - Control the robotic arm on a Rover, including motion planning.
Navigation
The Navigation Rover Service is broken into the standard form illustrated by a block
diagram in Figure 4.3. The blocks can be rearranged, and the Sensors and Effectors
overlap into the form of the Rover motile hardware, which is managed by a single
Rover Service. Each component of the Rover Service can be further sub-divided and
have multiple functional configurations.
The Navigation Planner contains the top-level navigation control loop. It in-
cludes navigation way-point and path planning determination. Additionally, it con-
tains the re-planning control loop, and safety loop. It could be implemented with
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Figure 4.3: The standard form of the Navigation Rover Service.
numerous path planners, i.e. A* and Dijkstra. The map used is a cell based graph;
although could use a more complex mapping system. The reconfigurable parame-
ters, include: the rate of the loops, the Planner parameters, the map parameters,
and the safety strategies.
The Controller Service is the lowest level navigation control loop. This can
include an Obstacle detection, cost-map, and avoidance scheme can also be used.
The reconfigurable parameters are for example: control loop rate, path planning
parameters, and obstacle avoidance parameters.
The Mapping services use sensor data to create a variety of maps (e.g. DTM
(Digital Terrain Map), pointClouds, and traversability map). This could be achieved
with a variety of techniques, algorithms, and sensors. To extend reconfigurability
there exists a central service called the Global Mapping service which merely saves
maps to ease the transfer of maps between Mapping services. For this purpose, the
Global Mapping Service uses a unified DTM format.
The Localisation service accurately provides the pose of the rover using multiple
sensors and combined techniques, and is broken up into a set of services. This set
of services is called PM-SLAM+ (PM-SLAM Plus) and is discussed in more detail
in Section 4.6.1. However, other localisation methods can be implemented, such as
LIDAR-based techniques, which also are Mapping functions. For example, Hector
Mapping [250] and OpenKarto Mapping [251].
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4.6 PM-SLAM+
This section describes PM-SLAM+, a modular localisation technique for extra-
terrestrial planetary robotics. To describe this system first, in Section 4.6.1, PM-
SLAM, the predecessor to PM-SLAM+ is described. Then, in section 4.6.2, Hybrid
Saliency, a key technology in PM-SLAM, is described in more detail. Finally, PM-
SLAM+ is described in Section 4.6.3.
4.6.1 PM-SLAM
The motivation behind the development of PM-SLAM was to create a computation-
ally lightweight, robust, monocular vision based SLAM for planetary exploration.
To this end each of the component parts of the system have been designed to func-
tion using limited resources in a challenging environment. Due to the nature of
planetary missions, the robustness of the system was also a critical driver. More-
over, the system was designed to be modular to allow algorithmic comparison and
reconfiguration at run-time [19].
SLAM is a probabilistic technique for estimating the position of a mobile agent in
an unknown environment while concurrently creating a map of local features [252].
This is achieved using a combination of wheel odometry used with a model of the
vehicle dynamics and environmental observations from on-board sensors. Both the
odometry and the environmental observations are assumed to be inherently noisy;
a margin of error exists in the accuracy of the odometry (e.g., due to wheel-slip)
and the accuracy of the environmental observations depends upon the sensors used.
Combining these sources of information can minimise their associated errors [252],
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[253]. SLAM is commonly implemented using Gaussian estimators (e.g., Extended
Kalman Filter [254], Extended Information Filter [255]), which was found to provide
better accuracy in sparse, largely homogeneous environments [256].
A brief overview of PM-SLAM follows. The system is composed of a combination
of image processing and feature extraction modules together with a SLAM filter
module. A block diagram of the system is shown in Figure 4.4. In order to make
sure that the accumulated odometry reading and the corresponding image from
the camera are correctly paired when sent to the SLAM filter, a synchronisation
module is used. For each rover step (e.g. a regular fixed distance of traverse), the
SLAM filter module is first passed the odometry data which is used to propagate the
estimate of the rover pose (the predict step). At the same time the image feature
extraction and matching module handles the extracting of features from the images.
The image processing and feature extracting module takes a raw monocular
image as input, and outputs a list of features located in the image, giving them an
identifier, an estimate of the 3-dimensional real-world position of the feature in the
rover frame and a flag indicating if the feature has been detected before. This is
achieved using two novel methods introduced in this paper, hybrid-salient feature
tracking and direct depth. The hybrid-salient feature tracking system (described
in section 4.6.2) extracts feature bounding boxes from the image and determines
if they have been previously detected, keeping a database of all detected features.
The real-world rover-frame position of the features is calculated in parallel, using
a depth perception module implementing the direct depth algorithm (described in
[19]). The data from the feature matching module and the depth module are merged
and the features are passed to the SLAM filter. The SLAM filter then updates the
rover position and map estimates (the update and augment steps).
PM-SLAM is described and discussed in more detail in [19].
4.6.2 Hybrid-salient feature tracking
In order for a vision based SLAM system to reliably estimate a rover’s position
robust visual features tracking must be performed. Significantly, the system should
avoid providing false-positive matches, as this can have a severely detrimental effect
on the position estimation. The tracking of visual features in a planetary environ-
ment is made particularly difficult by the homogeneous, unstructured and previously
unexplored landscapes.
Visual saliency models are mostly inspired by the information selection property
of biological visual systems. They are based on computational models or cognitive
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Figure 4.5: PM-SLAM in a PANGU mars-like simulation. Red is the control signal,
Green is PM-SLAM estimate, and Blue is the actual rover location.
research. Applications of visual saliency models cover a range of different areas; from
low-level object detection and tracking [257, 258] to more complex robot localisation
and navigation [259] and deployment on robotic platforms [260]. Different types of
saliency models are classified on the basis of the methods they use to predict salient
regions in an image. The product of these algorithms is a saliency map, which
is a map of intensity-based probability value associated with each pixel, outlining
regions of interest (ROI) in the visual scene. An extensive literature survey and
classification can be found in [261].
For the problem of feature selection, the focus is placed on models that are
bottom-up, space-based and are able to generate saliency maps of the input visual
scene. A rover platform would have to cope with the relative unpredictability of
the planetary environment, which would make accurately training the system im-
practical. Thus, the strength of the bottom-up systems is their generality and the
ability to apply them successfully to images from various contexts [262]. Therefore,
a bottom-up approach was selected in order to avoid having to train the system on
datasets. This also avoids the risk of over-fitting the system to a model dataset,
which could differ from the final rover environment for which no data would be
available before the mission. Furthermore, the selected algorithms are relatively
fast, among the state-of-the-art, and are computationally efficient.
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Figure 4.6: Hybrid-salient feature detection and tracking data pipeline.
PM-SLAM implements the models introduced in [263] and [264], in order to
detect objects (such as rocks) in a planetary environment.
A saliency map is generated after applying the visual saliency model to an input
image, yielding regions of interest. This is converted into a binary saliency map
using an intensity threshold selection criterion as shown in Figure 4.7b. These blobs
serve as a representation of visual scene objects (such as rocks, based on their local
or global conspicuity characteristics) in the input image. This type of map product,
allows for semantic landmark data to be extracted for use in other tasks encountered
in planetary exploration beyond just navigation and localisation.
Otsu’s method [265] (histogram shape-based thresholding) is used to reduce the
saliency map to a binary image with the assumption that the saliency maps have a
bimodal distribution between background and salient objects. The resulting blobs
are further filtered in order to provide a robust list of features for the SLAM filter.
A minimum size threshold is used to remove small bounding boxes that are unlikely
to contain information for tracking. Bounding boxes that overlap the edge of the
image are also discarded. This ensures that the bounding boxes encompass entire
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objects, as opposed to portions of the objects which fall within the field of view.
This is important as the horizontal centre, and bottom edge of each blob is used to
determine its real world location, and this would be offset for incomplete objects.
While instance-based search strategies (k-NN search) [266] can be used to track
these features, they are insufficient for loop closing (a key component of a SLAM
system). Instead, the classical point-based feature descriptors can be used in order
to identify previously encountered salient-features.
Point-based feature techniques, such as SIFT [267], SURF [268] and BRISK [269]
are standard methods of feature extraction for generic visual fields. These three
techniques have been selected as they are representative of the methods commonly
used. These methods all output a descriptor for each detected feature, which can be
used for matching against features in subsequent images. The conventional means
of comparing and producing confidences for matching descriptors is to measure their
relative metric distance (usually a euclidean distance metric), with the descriptors
represented in multi-dimensional space. There are several existing methods for
algorithmically generating these distances, and PM-SLAM currently implements
Brute-force, L2 and FLANN [270].
The salient feature tracking technique takes the features generated by the saliency
detection techniques discussed previously, and associates them with point-based de-
scriptors detected within their bounding boxes. This combination of a salient fea-
ture bounding box with a set of point-based feature descriptors is referred to as
a hybrid-salient feature. These hybrid-salient features can then be tracked across
successive images by matching their associated point-based features. This ensures
that a large number of features can be used by the tracking and matching algorithm,
but these points are effectively clustered to reduce the amount of points passed to
the SLAM filter. The robustness of the tracking potentially increases with each
successful tracking if new point-based descriptors are associated with the matched
feature. The associated point-based descriptors also allow salient features to be
tracked across non-consecutive images. The hybrid-salient feature tracking system
has been designed in a modular fashion to allow the combination of any saliency al-
gorithm with any point-based feature extractor. This modular structure is apparent
in the design of the data-pipeline shown in Figure 4.6.
In order to perform the tracking of hybrid-salient features a confidence metric
(M) must be defined. This confidence metric is used to compare a hybrid-salient
feature from the current image with one that has been previously observed. A higher
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Figure 4.7: An example showing each step of hybrid-salient feature tracking: (a)
Rectified image from SEEKER dataset, (b) Saliency map, (c) Bounding boxes ex-
tracted from saliency map. Bounding boxes that are too small or do not con-
tain enough point-based features have been discarded. (d) Point-based features ex-
tracted from within the bounding boxes, (e) Hybrid-salient features matched against
database, with new features in blue and previously observed features in red with
their associated feature ID.
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confidence metric implies a higher confidence that the two features represent a re-
observation of the same real world object. The confidence metric is constructed by
computing the distance metrics of the associated point-based descriptors:
M(i, j) = {v ∈ [0, 1] ⊂ R | i ∈ D ⊂ N>0, j ∈ C ⊂ N>0, v = Gij(Qij)} (4.1)
where D is the set of all databased salient feature indices, C is the set of all
current frame salient feature indices and where:
Gij(q1ij, ..., qαij, ..., qnij) = {v ∈ [0, 1] ⊂ R | [1, n] ≡ Pij ⊂ N>0, qαij ∈ Qij} (4.2)
where Qij is the set of distances from the nearest neighbour matches of point-
based descriptors between i and j and P is the set of all indices of point-based
feature matches between i and j.
For effectiveness M and G are designed such that:
• G(qαij)→ 1 when qαij → 0;
so that a high confidence pixel-based feature match would cause a high
confidence metric;
• G(qαij)→ 0 when qαij →∞;
so that a low confidence pixel-based feature match results in a low confi-
dence metric;
• G(qαij, qβij)→ G(qαij) when qβij →∞;
so that outliers are removed;
• G(qαij, qαij) > G(qαij) when qαij → 0;
so that a more high confidence pixel-based feature match results in a higher
confidence metric;
• G(qαij, qαij) < G(qαij) when qαij →∞;
so that a more low confidence pixel-based feature match results in a lower
confidence metric;
To achieve these criteria, the function G is defined as:
Gij(q1ij, ..., qαij, ..., qnij) = 1−
1
1 + 1
t1ij
+ ...+ 1
tαij
+ ...+ 1
tnij
(4.3)
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Figure 4.8: (a) An example of traditional feature matching between two sequential
SEEKER images using SURF and FLANN. (b) An example of feature matching
between two sequential SEEKER images using Hou and SURF hybrid-saliency im-
plemented in PM-SLAM. The features are labelled with their associated feature ID,
with the bounding boxes of new features shown in blue and previously observed
features shown in red.
where tαij = a q
α
ij + c; and a ∈ R>0 and c ∈ R are constants that can be tuned as
gains.
Clearly, other metrics would meet these criteria; in particular, tij may be higher
order equations. Equation 4.3 was selected for comparative simplicity, whilst also
meeting all of the criteria.
Evaluation As Figure 4.8 demonstrates, point-based feature detection and match-
ing is prone to generating outliers. Hybrid-feature detection enables fast and easy
outlier rejection and robust matching and tracking.
In order to validate the hybrid-feature detection and tracking in PM-SLAM, the
system was tested independently using a subset of the SEEKER dataset, separate
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Table 4.1: MOTA results for hybrid-saliency on SEEKER data
Number of frames MOTA False positives
Detection and tracking 141 0.97238 0
Tracking only 1412 0.985 0
from the dataset used in the analysis of PM-SLAM as a full system. The metric
used to evaluate the system performance is “Multiple Object Tracking Accuracy”
(MOTA). MOTA is a measure which is commonly used in vision processing ap-
plications where successful tracking of objects is required [271]. MOTA is defined
as:
MOTA = 1−
∑
(m+ fp+mme)∑
g
, (4.4)
where m, fp, mme are the number of misses, false positives, and mismatches re-
spectively; and g is the number of correct matches.
A set of 141 sequential images from a traverse were used to evaluate both the
detection and tracking elements of the hybrid-saliency feature matching. The fea-
tures in the images were manually ground-truthed by a human operator marking
bounding boxes around rocks in each image and assigning them each an ID. Objects
which were deemed to be visible in more than one image were marked with the
same ID in each image. A larger subset of 1412 frames were used to evaluate only
the tracking, with the bounding boxes of the objects taken from the ground-truth.
The results shown in Table 4.1 indicate that hybrid-feature detection and tracking
performs with high level of accuracy. Moreover, the absence of any false positives is
of great significance to the effectiveness of the technique, as passing false positives
to the SLAM filter can significantly affect the estimated position.
The same subset of the SEEKER dataset was used to validate the stability of the
detection and tracking of the technique under varying illumination. Changes in illu-
mination were simulated by varying the “Value” parameter of the Hue-Saturation-
value (HSV) colour-space between -100 and 100 in increments of 10 for each pixel.
These modifications were made to each of the 141 consecutive images, producing
a total of 2961 images. Using MOTA as a measure, every simulated image was
evaluated against its unaltered subsequent image.
As shown in Figure 4.9, hybrid-feature detection and tracking performed well
over a large range of illuminations. Throughout all these experiments zero false
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Figure 4.9: MOTA results for images with differing illumination
positives were observed. The use of multiple descriptors for each detected feature
means that if a small number of descriptors are no longer matched due a trans-
formation of the image, the remaining descriptors which are less affected allow for
the feature as a whole to be matched. The modular nature of hybrid-features allow
selection of invariant techniques that fit the desired scenario.
4.6.3 PM-SLAM+
PM-SLAM+ extends PM-SLAM, adding a greater variety of algorithms, which
aren’t necessarily SLAM filter based. It also aims to remain modular for the purpose
of reconfiguration at run-time.
The PM-SLAM+ architecture is designed to allow a multitude of sub-architectures
to allow multiple localisation techniques. Specifically, the methods can include:
PM-SLAM as described previously; traditional SLAM, which doesn’t use the hy-
brid SLAM technique; and Visual odometry. These architectures are illustrated in
Figure 4.11.
The Synchoniser service is the keystone service in PM-SLAM+ architecture. The
module acts as the primary access point to the localisation system, coordinates all
internal messaging, and pre-processes all input data. In particular, the odometry
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(a) (-100) illumination in Image
(b) Unaltered Image
(c) (+100) illumination in Image
Figure 4.10: Simulated illumination variation
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Figure 4.11: PM-SLAM+ Architecture, in the generic form (4.11a), and the specific
forms (4.11b - 4.11d).
data (which is received at the highest rate compared to other inputs) is processed
to account for the difference in time steps.
The Filter service takes processed odometry and some visual product as input.
The output is the estimated pose and the estimated error. The module can be as
complex as a particle filter for SLAM (as in Figure 4.11b), or a simpler filter to
merge two sources of localisation estimates (as in Figure 4.11d).
Finally, the Visual Processor service, which takes as input a visual feed with
metadata, and outputs either tracked visual 3D features as in Figure 4.11b, or a
localisation estimate as in Figure 4.11d. This block may also take the form of the
PM-SLAM feature extraction and matching services, as in Figure 4.4. However,
in the effort of further generalisation, the depth percetion module could be stereo-
based. The module can take a more traditional SLAM architecture with feature
detection and tracking method (as in Figure 4.11c); for example, SURF tracking.
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Alternatively, the Visual Processor could be a monocular or stereo Visual odometry
service, as in Figure 4.11d.
4.7 Implementation
For the purposes of testing, the design has been implemented using the ROS middle-
ware as it allows for easy service development and communication between multiple
computer languages [272]. The vast majority of services are developed in C++ for
computational efficiency. Various C++ libraries are used to create the services in-
cluding OpenCV, PCL, OctoMapping, and various other standard ROS libraries.
The mission goals planner and scheduler used for experimentation is APSI version 2
which has been adapted to have a ROSJAVA service wrapper. The Mapper service
has been implemented using many different techniques; for example, using octomap-
ping and hector mapping [273]. However, for the purpose of the experiments no
Global Mapper service has been implemented.
In the following subsection outline the implementation of individual subsystems
in more detail.
4.7.1 PM-SLAM+
PM-SLAM’s modular design has been implemented in C++ using the ROS frame-
work. ROS is a commonly used platform in the robotics community and provides
a cross platform threaded environment for developing complex robotic applications
[272]. The architecture allows modular units (nodes) to pass each other sensor data
(and other robotic system data). PM-SLAM utilises ROS services, which facili-
tate request/response communication between independent nodes, which allows for
greater extensibility.
Similarly, PM-SLAM+ is implemented in C++ using the ROS framework. The
Saliency methods that have been implemented include: Hou, Itti, and Rudinac.
The feature detection and description algorithm implemented are: FAST, ORB,
BRISK, FREAK, SIFT, and SURF. The opponent color descriptor extractor were
also implemented to compute descriptors in the Opponent Colour Space. This leads
to a total of 12 feature descriptors being implemented. The Descriptor matching
techniques that have been implemented are: Brute force L1, Brute force L2, Brute
Force Hamming(2), and Flann. The depth perceptions modules that have been
implemented are: Direct Depth, and Stereo-based depth resolution. The SLAM
filters implemented are: EKF-SLAM, and EIF-SLAM.
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The implemented visual odometry methods are: FOVIS and VISO2. FOVIS
may be used with a stereo or depth camera. VISO2 has been implemented for a
monocular camera. An extended kalman filter is implemented as a non-slam filter.
4.7.2 Navigation
The Navigation Services have been implemented with a flat terrain in mind.
Controller
The implemented Controller includes a reconfigurable cell-based cost-map where the
size of the cells can be reconfigured, as well as their weighting and inflation. The
obstacle detection method implemented is via a LIDAR technique. The obstacle
avoidance scheme is implemented as a reconfigurable lookup table of the predeter-
mined paths, and the path that most closely matches the desired path and has no
collision and a low overall cost is traversed.
Another implemented service which can connect to the Controller Service is the
Remote service, which allows a Joystick to tele-operate the Rover directly.
Mapping
The Global Mapping service has been implemented as a Cell-based grid database.
The implemented Mapper services are based on Hector SLAM [274] and OpenKarto
mapping [275], but extended to fit the Robot Service structure especially to include
a shut-down procedure which saves the mapper state to the Global Mapper.
Localisation
The Localisation service has been implemented as PM-SLAM+ and a variety of
LIDAR-based SLAMs, including: Hector-Mapping, and OpenKarto mapping.
Navigation Planner
The Navigation Planner service is a reconfigurable path planner which at run-time
can reconfigure between A* and Dijkstra planning algorithms [276], and can change
the weightings and inflation of the cost-map.
The Navigation Planner service also utilises two further implemented services:
Exploration and Dual Localisation services. The Exploration service can give the
Navigation Planner service way-points to maximise the available local map. The
exploration map, in an effort to be reconfigurable, has been implemented with two
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possible algorithms: Nearest frontier (which heads towards the nearest uncharted
region) and MinPos [277]. Dual localisation services allows two Mapping services
to co-locate. This is achieved only for the OpenKarto Mapping Service, and is
implemented as a wrapper around OpenKarto’s existing co-location functionality.
4.7.3 Hardware
The Effector and Sensor Services are simple wrappers around the hardware. They
may include different configurations; for example, a camera may change rate or from
colour to black and white, or a Motor Controller may change its wheel slippage
parameter.
The hardware robotics platform is a Pioneer-3AT equipped with a Sick LIDAR
(shown in Figure fig::pioneer), the on-board computer has 1594MHz (3188 BOGO-
MIPS) single core processor and 1GB of RAM, running Ubuntu 12.04 server edition.
4.7.4 Planning and Scheduling
The Planning and Scheduling Service implemented for this experiment is ESA’s
APSI-TRF [278], which has been adjusted for this purpose. One of the major
adjustments is the conversion to PDDL3.0, which is achieved by a module which
converts the PDDL to APSI’s domain description language and problem description
language, and the reverse.
4.7.5 Payloads
The Payload Service implemented for this are: a fake Science Payload and a Radio
Service. Deploying the Science Payload at point A is a goal of the GN&C. The Radio
Payload is a wrapper around the Radio functionality, including communications
window scheduling, and it also joins to the Interface.
The Uplinks and Downlinks in the experiments shall be simulated via a pub-
lish/subscribe model communication through ROS to an external “ground-station”
computer.
4.7.6 Rational Agent
The Rational agent has been developed in JAVA 7 because it has access to the
Apache Jena library, which is currently considered one of the best libraries for Ontol-
ogy interaction [279]. The inference engine is implemented with Apache Jena, using
the generic OWL reasoner, but also allowing for extension by cascading reasoners.
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[ t r a n s i t i v e R u l e : (?A demo : p ?B) , (?B demo : p ?C) −>
(?A > demo : p ?C) ]
[ symmetricRule : (?Y demo : p ?X) −>
(?X demo : p ?Y) ]
[ r d f s 9 : (? x r d f s : subClassOf ?y ) , (? a rd f : type ?x ) −>
(? a rd f : type ?y ) ]
[ sum : (? x demo : p ?a ) , (? y demo : p ?b ) , (? x demo : q ? z ) ,
(? y demo : q ? z ) −> [ (? z demo : p ? c ) <− sum(? a , ?b , ? c ) ] ]
Figure 4.12: Example inference rules, that can added to the Generic Reasoner.
The cascading reasoners allow for a series of reasoners to expand the knowledge base
sequentially, each working on the previously extended knowledge base allowing for
specific rules to be added to inference engine, as illustrated in Figure A.11.
The Ontology manager is composed of JAVA components for a similar rea-
son, and the Ontology is hosted by Fuseki, a self-optimising transactional ontology
database also from Apache [280]. For the purposes of testing the Ontology-based
Rational Agent, i.e. the Reactive component of the Rational Agent is not utilised,
as the self-reconfiguration is better demonstrated by the Deliberative component
only.
Inspectors have been implemented in C++ and Matlab. However, Python is also
used for fast development and prototyping of Inspectors.
The generic PDDL planner used is an adapted Fast Downward, as it is highly
reconfigurable and fast but still fulfils all planning requirements, as it uses PDDL2.1
with action costs from version 3 [281]. The adaption made to Fast Downward
includes converting Fast Downward into a series of services, as in Figure 4.13.
The Service-based Fast Downward is composed of 4 services:
• Translate: is a python service, which take PDDL and converts to SAS.
• Preprocess: is a C++ service which takes SAS and returns a preprocessed
SAS.
• Search: is a C++ service that takes the preprocessed SAS and finds a solution
(or not) which is returned in the normal downward form.
140
Figure 4.13: Service-based Fast Downward
• Planner: is a C++ Service that invokes all the aforementioned services to
create a solution from the PDDL, and return it as a result. Feedback from the
Service is also available, this feedback contains information such as the state
of the processing.
The system may be reconfigured at run-time to change the heuristics and search
algorithm used. To achieve this, Fast Downward required software improvements,
such as better garbage collection and code optimisation.
The Ontology is implemented in the W3 consortium’s Web Ontology Language
(OWL) [282] and is developed in Stanford’s Prote´ge´ [283]. The maximum description
logic expressivity of the implemented Ontology is ALCHIQ(D). OWL only allows
binary propositions, so to denote n-ary propositions binary reification is used [284].
4.8 Sub-System Experimentation
In this section individual subsystems are demonstrated, tested, and validated. The
Subsystems tested are: the Inspectors, the Rational Agent, and the V&V.
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NASA determined a Mars Sample Return mission (MSR) as its highest priority
Flagship Mission [285]. The Mars Sample Return baseline scenario is to land a
relaunch vehicle along with a rover to obtain a diverse set of samples from the
surface and place them into Mars’ orbit so that an orbiter can collect them and
return to Earth. Unfortunately, due thermal cycling of its fuel limits, the ascent
vehicles lifetime on the surface of Mars is limited to about one year. Consequently,
the MSR rover must be able to drive to many locations up to 5km from the landing
site in a very short period of time. Furthermore, the most interesting and informative
samples are believed to be on crater walls or steep slopes, and given the rover’s need
to be as light as possible to offset the ascent vehicle’s size, the rover must be able
to core into hard rock from a potentially unstable position [246]. This requires
that the Rover must act with a high level of autonomy reliably in uncompromising
locales. MSR mission autonomy is still an active area of research and important
one [286]. Therefore, an MSR mission has been determined as the primary scenario
that informs all of the following experiments, due to its importance in the future
planetary robotics, and its requirement for advanced, reliable autonomy.
4.8.1 Application layer Experimentation
To verify the proposed reconfigurable E4 GN&C framework (the Application Layer):
firstly, the E4 autonomous GN&C functionality must be demonstrated; and sec-
ondly, the flexibility required for reconfiguration must be demonstrated. For ease,
this shall be achieved in two steps. Firstly, to demonstrate the abilities of an
E4 Goal-Oriented GN&C for a mobile robot must be demonstrated. Secondly, to
demonstrate the required reconfigurability, reconfiguration of a major system com-
ponents at run-time must be demonstrated.
The following scenario is presented for the sake of demonstration. Suppose a
Mars Sample Return (MSR) mission is to be undertaken with a mission hub (the
lander and launcher), and a primary mission goal of a remote surveying location A
and return a sample from location A to the mission hub. This scenario is illustrated
in Figure 4.14. To achieve the primary goal the rover must autonomously navigate
to location A and then start surveying the region. This section of the mission shall
be referred to as the “Sample Selection Stage” (SSS). Once a sample is found, it
must be returned to the hub; this is “Sample Return Stage’ (SRS)’.
To follow the high-level goal of returning a sample to the mission hub, the system
must use goal-oriented autonomy to first formulate a plan and then carry it out.
This shall represent the demonstration of the E4 autonomous ability.
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Hub
Region A
Figure 4.14: Mars Sample Return Scenario
To demonstrate the reconfiguration, the navigation method shall be substituted
manually. For the outward journey a LIDAR-based SLAM shall be utilised, and for
the return journey to Hub, dead reckoning shall be used, as the path can be rectified
at the end of the traverse. This is optimal for the SRS since the land shall have been
previously surveyed for safe traversal and Hub can act as an easily identifiable visual
landmark for traversal rectification. This would demonstrate the reconfigurability
of runtime.
Moreover, it should be demonstrated on a platform that simulates a rovers on-
board computing ability, i.e. limited. However, it is not necessary to validate the
individual sub-techniques such as LIDAR-based SLAM for the purpose of space
robotics, as this is not the purpose of the thesis. Thus, it is unnecessary to carry
out the simulation in a complete planetary simulation.
This scenario adequately demonstrates the E4 abilities of the system but not the
requirements of an E4 system for this type of mission. However, this is not required
for the purpose of demonstrating the utility of this framework.
Set-up
The set-up will use the previously stated implementation (Section 4.7) of the ar-
chitecture on a Pioneer-3AT as described in Section 4.7.3. The simulated Mars
environment is executed in the Gazebo Simulation Framework as illustrated in fig-
ure 4.29c. This is an acceptable simulation as the experiment is not to show that
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the sub-systems are suitable for planetary usage, but that the architecture has suit-
able reconfigurability and can support E4 autonomy. To simulate Sample Selection
the Rover should autonomously explore region A, and when a pre-defined point in
Region A is traversed Rover shall be informed by a Payload Service (the Sample
Selection Service), that the Sample has been found. The sample point is unknown
to the Rover prior to discovery.
The Rover’s high-level goal was sent wirelessly to the architecture over WiFi,
this is to represent the Ground-station sending an initial goal. The reconfiguration
plan was then sent wirelessly to the architecture over WiFi after the sample has been
taken; this is to represent the Ground-station sending a system reconfiguration plan.
The initial configurations of the GN&C for the SSS are:
• the Planning Service uses APSIv2 planner and scheduler.
• the Navigation service is the standard form of the Navigation Rover Service,
using 2D LiDaR for Localisation and Mapping.
• the Payload Services are the Radio Services, the Sample Selection Service, and
the Sampler Service.
– The Radio Services communicate with the Ground station, and is simu-
lated by controlling over a dedicated ROS publish and subscribe channel.
– The Sampler Selection Service has a simple conditional statement, stating
that if the Rover is within 30cm of the point, the sample has been found.
– The Sampler Service simulates sampling by requiring the Rover to be
stationary and 30 seconds to elapse.
The post reconfiguration configurations of the GN&C for the SRS are the same
except that the Localisation service is Dead reckoning based.
Results
The Rover first received the high-level goal from the Radio Service. The Planning
Service after 24.2 seconds generated a plan.
The Rover then navigated to Region A in 15 minutes and 12.0 seconds, perform-
ing autonomous localisation, navigation, and obstacle avoidance. The region was
then surveyed in 2 minutes and 1 seconds, during which the Rover found the Sample
point without needing to survey more than 40% of the region.
The Rover then successfully paused for 30.0 seconds during the simulated Sam-
pler Services operation.
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n a v i g a t i o n S e r v i c e . goto (A) [ 0 , 0 , 15 , 30 ]
n a v i g a t i o n S e r v i c e . exp lo r e (A) [ 1 5 , 3 0 , 1 6 , 4 5 ]
s r s S e r v i c e . s e l ec tSample (A) [ 1 5 , 3 0 , 1 6 , 4 5 ]
. . .
  
Navigation
Service
Sampler
Service
Sample
Selection
Service
goto(A) goto(HUB)explore(A) HOLD()
select(A)
sample()
During
During
Flexible time
Figure 4.15: Plan generated by APSIv2, edited for human-read-ability.
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The Ground-Station then sent a reconfiguration signal to the Radio Service. The
Radio Service then signalled the Primary Executive to enter a safety mode, which
in turn signalled to the other Executive Services to put the rest of the system into
a safety mode. This occurred in a Signal control loop of all subsystems in 0.91
seconds. The Reconfiguration took 1.31 seconds, which involved stopping the pre-
vious Localisation and Navigation Services, and restarting the alternative services,
compared to the average Navigation Control loop for LiDaR set-up of 2.11 seconds.
The Rover then took 11 minutes and 47 seconds to return to the Hub with a 2
metre error.
Discussion
These results clearly demonstrate that the Framework can both support goal-oriented
autonomy and an E4 GN&C. In particular, the framework can support complex
high-level goal planning of a simulated extra-terrestrial planetary rover in Mars
Sample Return like mission, with multiple distinct Localisation methods. More-
over, it achieves this with all the benefits of a service-oriented system: modularity,
loose-coupling, service composition, service discovery, and integrated safety features
(i.e. services don’t trust other services). The GN&C can autonomously plan, sched-
ule, navigate, explore, carry out payload goals, and manage its own subsystem,
whilst on limited hardware and on a limited computational platform. This claim is
demonstrated more in later experiments; however, this is adequate to show that the
framework is adequate for further experimentation using the application layer.
Furthermore, the system is able to reconfigure at run-time between Navigation
systems with only a selected configuration as input. Moreover, it can achieve this
quickly relative to a normal Rover Navigation control loop. Similarly, it is achieved
computationally efficiently relative to the framework’s subsystem standard opera-
tions, both in the Seconds time scale. This reconfiguration is also achieved safely, via
the entering of a safe state. This safe state is such that if the rover’s reconfiguration
fails, then the Rover can wait for help from the Ground-station.
Thus, the system clearly demonstrates the characteristics necessary for the ap-
plication layer of the proposed Self-Reconfiguring GN&C.
4.8.2 Inspectors Experimentation
The aim of the experiment is to test the ability of the Reconfiguration layer to
monitor and optimise the system on the basis of changing system performances,
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which can alter due to changing environments and anomalous operations. The
Inspectors passively monitor the operation of the application layer; for example, the
PM-SLAM navigation system and required hardware.
To test these properties two experiments can be used: software processes degrad-
ing due to non-optimal conditions, and hardware degrading due to environmental
reasons. The following are detailed descriptions and the results of these two exper-
iments.
Detecting Software-based SRFaults
Experiment Description The aim of the experiment is to test the ability of
the Self-Reconfiguring Robotics Framework to optimise the system on the basis of
changing system performance. This can alter due to changing environments and
anomalous operations of the Application layer.
The scenario in this experiment is a Planetary Rover using a monocular camera
based navigation system. The navigation system implemented in the Application
Layer is the PM-SLAM+ localisation system introduced in Section 4.6.
A visual SLAM system, such as PM-SLAM+, is susceptible to accumulated
posterior state estimation error, and accruing computation time over multiple it-
erations [19]. The Self-Reconfiguring Robotics Framework attempts to maintain
an optimal level of computational load and error over the course of the operation
through self-reconfiguration of the subcomponents of PM-SLAM+. For the purpose
of monitoring the Application layer, this paper implements a FIS based Inspector.
This Inspector monitors the predicted localisation error and computation loop time
to generate a confidence value that quantifies the performance of the localisation
system (as in Section 3.3.3). The predicted localisation error for this experiment is
derived from the covariances estimated by the SLAM filter. This Confidence measure
is used to update the Ontology, which is then used by the Agent Layer to compute,
and if necessary implements a new optimal configuration of the Application Layer.
Experiment Set-up To do this, the test uses a subset of the images generated by
the European Space Agency field trial in the Atacama Desert, Chile´ in 2012, using
the SEEKER rover platform [287]. The location was selected as an analogue of
a planetary surface, largely homogeneous with sparsely distributed boulders. This
dataset is used to simulate autonomous navigation on an extra-terrestrial planetary
surface.
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Figure 4.16: The initial configuration (and component configurations) of the appli-
cation layer.
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Figure 4.17: The configuration (and component configurations) of the application
layer after a reconfiguration.
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Figure 4.18: Plot shows the computation time for the proposed self-reconfigurable
system against an engineered system.
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Figure 4.19: Plot shows the error in SLAM for the proposed self-reconfigurable
system against an engineered system.
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Figure 4.20: FIS performance-based confidence output for the proposed self-
reconfigurable system against an engineered system.
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Figure 4.21: CPU percentage used by the reconfiguration layer and the application
layer.
150
Results The Application layer during the experiment takes two distinct configu-
rations. Figure 4.16 shows the initial configuration of the Application layer, which
utilises SURF-based feature tracking, a depth perception module, and an EKF-
SLAM filter. Fig. 4.17 shows the reconfiguration of the application layer after the
confidence (generated by the FIS Inspector) has dropped below acceptable levels (as
determined by the Rational Agent). This configuration utilises a hybrid semantic
blob, SURF feature tracking technique, and an EKF SLAM filter.
As discussed in Section 3.3.3, the FIS generates confidence values using the in-
puts (error and computation time) from the navigation system which are added to
the Ontology and used by the Rational Agent to check for system stability as well
as performance. The tests are run on-line over the images from the dataset com-
prising 200 images; however, a reconfiguration routine is triggered by the Rational
Agent responding to the change in the Ontology within the first 21 frames. Refer-
ring to Figure 4.18, a significant reduction in the computation time is observed for
the reconfigurable system; whereas, for the engineered system the computation time
continues to increase. Similarly, Figure 4.19 presents the behaviour of the system
error over multiple iterations, and the predicted localisation error is significantly re-
duced following the reconfiguration. This is also observed for the FIS confidence as
shown in Figure 4.20, where the confidence value increases following the reconfigu-
ration in the proposed system, while it continues to decrease for the system without
any reconfiguration.
In Figure 4.21 the reconfiguration of the system starts at 19.5 seconds and takes
2.5 seconds. This duration is considerably faster than the Application Layer single
navigation loop, which at this point takes 7.3 seconds. This shows that whilst using
deliberative techniques, the reconfiguration layer is fast and computationally efficient
compared to the Application Layer. The Figure also shows that CPU usage during
reconfiguration is similar to that of the application layer. Figure 4.21 also shows
when the Rational Agent determines that the the system needs to be checked for its
optimality, but results in no necessary changes being needed, these points are at 4.0,
10.0, 16.5 seconds. These reconfiguration procedures are faster than the one at 19.5
seconds as the process reconfiguring application layer is not needed. Furthermore,
it shows that during normal operations the CPU usage of the reconfiguration is low
enough not to restrict the Application layer. Notably, roughly 90% of the CPU
usage by the Reconfiguration layer during normal operations is caused by the Java
virtual machine (JVM) idling. The high usage of the JVM is most likely due to the
garbage collection and just-in-time optimisation features of the JVM. This undue
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usage does effect the results, but as the results are skewed against the proposed
solution, it demonstrates further the performance of the proposed system. It is also
worth noting that Figure 4.21 shows the cpu being used more than 100%, this is
due to how the system samples and estimates the CPU usage, over-estimating the
usage.
Detecting Hardware-based SRFaults
Experiment Description The aim of this experiment is to test the ability of
the Inspectors to detect degrading or faulty hardware, and for the self-reconfiguring
system (in order to respond appropriately), to improve the continuity of operations
and optimise the systems overall performance. Similarly, to the previous experiment,
a rover navigation system will be the scenario, with a camera that will be artificially
impaired to simulate degrading hardware or environmental conditions that may
affect the camera lens and cause unwanted artefacts in the input images. A common
factor for noisy visual inputs is granulated dust particles. Such a type of noisy
conditions can be simulated by adding “salt-and-pepper” noise to images [19]; hence,
simulating problems with the camera hardware. The Self-Reconfiguring Robotics
Framework is expected to maintain continuity within the system; optimising the
Application Layer and eventually switching to another camera entirely.
A camera has been used for the hardware for this scenario, as the hardware
failure/degradation is complex and subtle, and can be happen gradually, it can also
have many subtle and damaging consequences in propagating faults throughout the
system. However, with the correct use of Inspectors most (if not all) hardware faults
could be identified and self-reconfigured.
Like the last system, the Application Layer is monitored by a FIS based Inspec-
tor, which uses entropy as a statistical measure of randomness that can characterise
the texture of the input image and the computation loop time to generate a confi-
dence value for the performance of the Application layer system. This value is used
to update the Ontology, which is then used by the Agent Layer to compute and if
necessary, implement a new optimal configuration of the application layer.
In order to prove that the Inspectors can identify hardware-based SR-Faults
and the system can self-reconfigure based on this new information, the framework
should demonstrate a reconfiguration at run-time providing continuity of service,
even after a significant event, unlike a traditionally engineered system which may
suffer a catastrophic failure.
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Experimental Set-up The experimental set-up is the same as for the previous
scenario. However, unlike the previous scenario, the second camera (right) in the
stereo pair from the SEEKER dataset is used to simulate an auxiliary camera. Test
images from left and right cameras are sub-sampled by adding “salt-and-pepper”
noise over a varying scale of 0 to 100% with a step size of 1 for the left camera (sim-
ulating very fast deterioration) and a step size of 0.1 for the right camera (simulating
negligible damage).
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67
Fu
zz
y 
C
o
n
fi
d
en
ce
 (
Sy
st
em
 p
er
fo
rm
an
ce
) 
Step 
Hardware malfunction: Confidence 
System with
reconfiguration
System without
reconfiguration
Reconfiguration 
point 
Figure 4.22: FIS performance-based confidence output for the proposed self-
reconfigurable system against an engineered system in the faulty hardware scenario.
Results
The application layer takes two different configurations (as in the previous ex-
periment), i.e., the initial configuration where the left camera is initially used by the
subsystem, followed by a reconfiguration process triggered by the Rational Agent
switching the subsystem to the alternative right camera, which is still in working
condition compared to the left camera.
Referring to Figure 4.22, the Self-Reconfiguring Robotics Framework is capable
of optimising the Application Layer by switching to an alternative camera as soon as
the fuzzy confidence measure goes below the specified threshold. This results in an
improvement in system performance. Comparative analysis in this figure shows that
a standard engineered system without any reconfiguration continues to use images
from the faulty camera.
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Figure 4.23: computation time for the proposed self-reconfigurable system against
an engineered system in the faulty hardware scenario.
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Figure 4.24: Entropy for the proposed self-reconfigurable system against an engi-
neered system in the faulty hardware scenario.
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Figure 4.25: CPU usage for the proposed self-reconfigurable system against an en-
gineered system in the faulty hardware scenario.
The FIS generated confidence values depend upon the entropy value and compu-
tation time from the SLAM subsystem, which are added to the Ontology and used
by the Rational agent to check system performance. The tests are run on-line over
the images from the sub-sampled dataset with simulated noise. A reconfiguration
is performed by the Rational agent, responding to the change in the Ontology on
the basis of the system performance confidence value. Referring to Figure 4.23, the
computation time is significantly reduced, while an improvement is observed in the
entropy measure. This is a result of switching the faulty camera (left camera) to an
alternative one that is still in working order (right camera). The engineered system
continues its operation without any reconfiguration and therefore the computation
time and the entropy measure continue to deteriorate over time. Similarly, the FIS-
based system performance measure shown in Figure 4.22, increases following the
reconfiguration in the proposed system, while it continues to decrease without any
reconfiguration.
Figure 4.25 shows that the reconfiguration process takes approximately 0.47
seconds. The average slam loop time before the reconfiguration is approximately
3.61 seconds; therefore, the reconfiguration time is relatively fast compared to the
applications layer process. The average time post reconfiguration is 1.80 seconds,
which is relatively slow compared to the Reconfiguration process. Similarly, the
computation usage of the Application layer and Reconfiguration Layer when they
are in active full use is of a similar amount. Moreover, the computational usage
of the reconfiguration layer whilst not actively calculating a reconfiguration plan is
comparatively minimal.
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Discussion
As demonstrated by the experimental results performing high level reconfiguration
of the system at the lower Application layer can significantly increase robustness
against alterations that would tend towards system failure. This is achieved via
rational decisions based on a global knowledge of system components and their
performance (i.e., the Ontology) to carry out reconfiguration for the goal of optimal
functioning.
This system demonstrates the ability of Inspectors to monitor a complex system
whilst being non-invasive and computationally efficient. Furthermore, this experi-
ment demonstrates how Inspectors can decentralise the analysis of the system, and
also shows how Inspectors can analyse uncertainty.
Another result of these experiments is the demonstration of detectability of SR-
Faults and the illustration of their distinctiveness from standard faults. Specifically,
while no individual feature is faulty or acting sub-optimally for their given configu-
ration, but as a whole system the configuration is sub-optimal. This is detected by
the Rational Agent based on the information provided by the Inspectors.
It noteworthy that the second Inspector is not using direct measurement of an
SR-Fault parameter, instead making an inference about the state of the system.
Furthermore, these experiments demonstrate the system’s versatility in allowing a
range of different user-defined inspectors.
In the scenario of both camera systems failing in the experiment studied in Sec-
tion 4.8.2, the system’s response would choose whichever camera was least damaged
or use another navigation system if appropriate (e.g. dead-reckoning). If all this
fails, and the rational agent deems the system unsafe, the system will be put into
a safe mode, and inform the ground-station of the issues. This allows the system
to continue attempting to maintain the optimal system configuration, up until it is
no longer safe to do so. It then also gives the ground-station a hopefully correct
diagnosis of the issues, or at least a useful prognosis information.
4.8.3 V&V Experimentation
Motivation
For the purpose of testing the V&V method, positive and negative use-cases are
used. The tests will measure the speed and computational resources required and
the time required to reach the correct V&V result. The tests shall cover a range
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of test cases to demonstrate the V&V methods versatility, including its ability to
V&V with concurrency and extensibility.
Set-up and Experiments
The tests are based on the localisation subset of the reconfigurable E4 GN&C,
including the Visual Odometry and PM-SLAM+ (discussed in more detail in Section
4.6.3). This subset can allow for the demonstration of extensibility, concurrency, and
V&V of a complex domain.
Suppose that a reconfiguration plan is proposed by the Rational Agent, this plan
must be Verified and Validated before it is deployed. In this scenario the V&V will
include: confirmation that the goal (and initial) conditions are met; that there are
no logical contradictions; and that there are no temporal (time-line) contradictions
in concurrent systems.
For the purpose of testing, human generated plans are used to ensure informative
testing scenarios. The first proposed plan, which demonstrates both the validation
of goal criteria and introduces the method, is a simple Visual Odometry method.
The goal is a minimum 5Hz pose output to a robot agent with an estimated pose
error of 7%, a maximum hourly energy usage of 1.7 Joules and a maximum memory
footprint of 200Mb.
Table 4.2: Summary of Power and Memory Measures from Chameleon Trial. En-
ergy cost was measured by execution time and recorded CPU power consumption
reported by internal registers [15].
Data Product
Component Memory
Usage (Mb)
Energy cost (Joules)
Inertial Measurement Unit
Pose Reading (IMU)
43 0.001
Rectified Image pair (lower
res. 1Mp)
166 0.1
Rectified Image pair (High
res. 2.3Mp)
190 0.4
Visual Odometry Estimate
(low res, 1Mp)
93 1.5
Visual Odometry Estimate
(High res, 2.3Mp)
142 3.8
Using Table 4.2 as a reference, the proposed plan is a simple pipeline of a high
resolution stereo camera, stereo processing pipeline, and Visual Odometry compo-
nent. The plan includes logical information about how the pipeline is connected, the
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goal hasMemoryUsage goalMemoryyState
goalMemoryState lessThanValue twoZeroZero
final hasMemoryUsage finalMemoryyState
finalMemoryState isValue threeThreeTwo
threeThreeTwo greaterThanValue twoZeroZero
valueRelation Transitive
isValue subPropertyOf valueRelation
lessThanValue subPropertyOf valueRelation
lessThanValue inverseOf greaterThanValue
lessThanValue Asymmetric
hasMemoryUsage Symmetric
hasMemoryUsage Transitive
goal sameAs final
Figure 4.26: Example V&V falsification of resource usage.
publish-subscribe model and service model, and the logical overlaps of the modules.
Clearly, there is an issue in the resulting maximum memory footprint.
The result from the reasoning engine is a contradiction with the laconic expla-
nation generated being illustrated in Figure 4.26.
Note that OWL is limited to binary relations, there is a need to use n-ary relation
propositions reified, where reification is the splitting of relations, which is described
more in Appendix A. Furthermore, for this scenario the appropriate numeric rela-
tions were added to the ontology automatically in a discrete fashion, and continuous
numerics dimensions will be discussed in a later experiment.
The next scenario is a PM-SLAM localisation example which will demonstrate
deadlock identification, V&V extensibilty, and ontology modularity. Generally, in
the visual SLAM system is the input is a camera feed and a external odometry
feed or a control signal. In this proposed reconfiguration the pose output of the
SLAM filter is converted to odometry (as illustrated in Figure 4.27), which causes
a deadlock.
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Figure 4.27: An illustration of the reconfiguration plan in the second scenario, which
includes a deadlock.
before subClassOf prior
before inverseOf after
before Asymmetric
before Transitive
a before b
b before c
=⇒ not(a after c)
Figure 4.28: Allen’s interval logic in OWL.
The Ontology can describe this situation with Allen’s interval logic, with discre-
tised or continuous time. For example, as in Figure 4.28.
The logic in the Ontology has been limited in order to not be overly complex as
to be able infer the correct plan, but only infer contradictions in suggested plans.
The reasoning engine offers 7 contradictions; however they are all equivalent, simply
being permutations of each other.
For the scenario with discretised numerics there are 1824 logical axioms and 382
individuals in the Ontology. The complete validation process takes 73.44 seconds on
the onboard computer outlined in Section 4.7.3. (henceforth referred to as computer
A).
Alternatively, if only the necessary modules are taken for V&V, there are 945
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logical axioms and 112 individuals. The complete validation process takes 13.44
seconds on computer A.
For the purpose of continuous numerics both the Ontology and reasoning engine
can be extended. Time can be represented in the Ontology as data properties with
time stamps, then additional rules can be added to the Reasoning Engine. The Jena
reasoning engine implemented allows for generic rules to be added, for example:
[ max1 : (?A rd f : type max(?P, 1 ) ) , (?A ?P ?B) , (?A ?P ?C)
−> (?B owl : sameAs ?C) ] .
Discussion
These experiments demonstrate a highly extensible method for automated Verifi-
cation and Validation of concurrency, resource usage, and logical axioms, while on
relatively limited hardware for V&V. In particular, these experiments demonstrate
an automated V&V method for validating and verifying self-generated plans for
self-reconfiguration of a modular architecture.
The extensibility is completable by extending the Ontology or extending the
reasoner. The Reasoner can either have continuous or discontinuous dimensions
added to it. The use of the generic language OWL allow multiple reasoners to be
used with their own benefits and drawbacks.
Furthermore, the automated V&V process is only slower than a normal SLAM
loop on the same system by a factor of ˜10. This is relatively efficient when consid-
ering the fact that the SLAM loop would be run thousands of times a sol, compared
to V&V which would only be run a few times a sol. Therefore it is implementable
and usable on the on-board system.
4.8.4 Rational Agent
The purpose of this section is not to demonstrate the Rational Agent in complete
action, as this shall be one of the main focuses of the Section 4.9. Instead, the
sub-techniques are tested and demonstrated. The sub-techniques are minimising
planning regions and the determinations of Inspector coverage.
Region Reduction
Motivation The motivation of this experiment is to demonstrate the usefulness
of Region Selection via Directed Acyclic Graphs (as described in Section 3.3.4). The
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test should demonstrate that the method improves the computational efficiency of
planning over range of planning domain sizes.
Set-up To examine the claim, the plan generation by the Rational Agent shall be
tested with and without the Region Reduction method.
It is clear that the utility of the method is domain dependent. Thus, the test
shall be carried out on a representative domain. The domain shall be the one
used in Section 4.8.2; specifically the PM-SLAM+ domain with the four different
configurations presented in the Section 3.3.4, and these configurations shall be the
results of the planning domain. The configurations being: a SURF-based SLAM
as in Figure 4.16, a Saliency based SLAM as in Figure 4.17, and the two separate
Camera configurations.
Implementation The Rational agent has been implemented as described in Sec-
tion 4.7.6. The Rational Agent shall be computed on the onboard computer of the
Pioneer 3-AT described in Section 4.7.3. Two instances of the Ontology have been
created to test, both with the same T-Box, and with two different A-Boxes.
Results For the first configuration, initial planing domain size contains 1884 log-
ical axioms and 411 individuals in the Ontology. Without Region Reduction the
resulting PDDL file has 54 actions. With Region Reduction the resulting PDDL
file has 15 actions. The Fast Downward Planner took 10 minutes and 34 seconds
to complete the planning solution without the Region Reduction method. The Fast
Downward Planner took 1.21 seconds to complete the planning solution with the
Region Reduction method. The Region Reduction method takes 0.120 seconds.
For the second configuration, initial planing domain size contains 1884 logical
axioms and 411 individuals in the Ontology. Without Region Reduction the re-
sulting PDDL file has 54 actions. With Region Reduction the resulting PDDL file
has 15 actions. The Fast Downward Planner took 9 minutes and 54 seconds to
complete the planning solution without the Region Reduction method. The Fast
Downward Planner took 1.19 seconds to complete the planning solution with the
Region Reduction method. The Region Reduction method takes 0.121 seconds.
For the third configuration, initial planning domain size contains 1884 logical
axioms and 223 individuals in the Ontology. Without Region Reduction the result-
ing PDDL file has 25 actions. With Region Reduction the resulting PDDL file has 9
actions. The Fast Downward Planner took 1 minute and 13 seconds to complete the
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planning solution without the Region Reduction method. The Fast Downward Plan-
ner took 0.353 seconds to complete the planning solution with the Region Reduction
method. The Region Reduction method takes 0.019 seconds.
For the fourth configuration, initial planing domain size contains 1884 logical ax-
ioms and 223 individuals in the Ontology. Without Region Reduction the resulting
PDDL file has 25 actions. With Region Reduction the resulting PDDL file has 9
actions. The Fast Downward Planner took 1 minute and 22 seconds to complete the
planning solution without the Region Reduction method. The Fast Downward Plan-
ner took 0.34 seconds to complete the planning solution with the Region Reduction
method. The Region Reduction method takes 0.019 seconds.
Note that two different Ontologies with similar T boxes and different A boxes
were used in this experiment, each doing two different tasks.
Discussion Clearly, the results demonstrate that the Region Reduction method
for planning domain reduction of Self-reconfiguration planning is an effective method
for improving planning time. Therefore, it has great utility for Self-Reconfiguration.
It is worth noting that the Fast Downward itself has generic domain reduc-
tion techniques. However, the domain specific planing domain reduction technique
clearly can remove many more dead-ends.
Inspector Coverage
Motivation The motivation of the following experiment is to demonstrate the
Rational Agent’s ability to autonomously deploy Inspectors in a manner that max-
imises the user’s requirements.
Set-up To test the autonomous selection and deployment of Inspectors the PM-
SLAM+ scenario as described in Section 3.3.4 was selected. In particular, the con-
figurations of a Saliency-based SLAM as in Figure 4.17.
The Generic Inspectors for this experiment have a Coverage C = 0.3; how-
ever, this value can be set for individual services. The E(CPUusage) = 0.2 and
E(Memoryusage) = 1920KB for the Generic Inspectors. The Fuzzy Inspector for
SLAM operations as described in Section 3.3.4 has a Coverage C = 0.7, E(CPUusage) =
3.1 and E(Memoryusage) = 11MB. It is notable that the expected memory usage
is particularly high because of the Matlab overhead.
The k constant can then be tuned, representing the user’s desired balance be-
tween Inspector Coverage versus computational resource usage.
162
Implementation The Rational agent has been implemented in Section 4.7.6. The
Rational Agent shall be computed on the onboard computer of the Pioneer 3-AT
described in Section 4.7.3, with the CPU Usage and Memory usage balance factor
αbf of
1
11000
.
Results With a k set to 2
20
, a Fuzzy Inspector for SLAM is selected, as well as 7
other Generic Inspectors. The process of selection took 0.06 seconds.
With a k set to 3
20
, then a Generic Inspector for SLAM is selected, as well as 7
other Generic Inspectors. The process of selection took 0.06 seconds.
Discussion The Autonomous Inspector Selector method has demonstrated that
it can autonomously select inspectors. The method is user tunable to determine the
desired balance between Inspector Coverage versus computational resource usage.
Finally, the process has been determined as fast and computationally efficient
in comparison to normal Self-reconfiguration planning. This is an appropriate
comparison as the Autonomous Inspector Selection should be faster than Self-
Reconfiguration planning as it is a more complex task.
4.8.5 Subsystems Discussion
It is then clear all of the subsystems of the Self-reconfiguring GN&C are fit for pur-
pose; in particular, the modular reconfigurable E4 extra-terrestrial planetary GN&C
application layer, the Inspectors, the V&V, and the Rational Agent. Therefore, what
remains is to test the system as a whole which is done in Section 4.9.
4.9 System Experimentation
In the following section, three experiments are described in order to demonstrate,
test, and validate the Ontology-based self-reconfiguring GNC for planetary explo-
ration. The three experiments are designed to test different abstract levels of re-
configuration: low-level reconfiguration of hardware control strategies (outlined in
Section 4.9.3), mid-level reconfigurations of software (outlined in Section 4.9.2), and
high-level reconfigurations of high-level mission goals and architectures (outlined in
section 4.9.1).
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(a) Pioneer-3AT rover in test-bed.
(b) Atacama desert dataset example.
(c) Gazebo simulation of the Pioneer-3AT
rover on Mars.
Figure 4.29: Experimental setup illustrations.
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4.9.1 Mission goal reconfiguration
Aim:
The aim of this experiment is to test the system’s ability to deal with higher level re-
configuration, including high-level mission goals, software, and software architecture
configurations. The cause for reconfiguration will be an unexpected power drain due
to a navigational choice leading to a dead-end which will need to be backed out of.
This will in turn cause one of the goals to be no longer possible.
Scenario:
The Rover is passed high-level goals with a priority function in the uplink. The
high-level goals are, in order of priority: to perform a science objective at way-
point A, to take a PanCam image at way-point B, and to take a PanCam image at
way-point C. Furthermore, there exists unmissable goals including: the one commu-
nication window in which the Rover must be stationary; and that the rover must
return to the start point (way-point D) at the end of the Sols operations. The
navigation techniques available to the system are stereo-camera and LIDAR, with
stereo camera having a higher localisation error, but lower energy usage. The daily
power limit only allows for the science goal to be achieved with the stereo camera
if the traverse is direct. The camera goals require minimal power, following which
LIDAR can be used. The cause for reconfiguration will be an unexpected power
drain due to a navigation choice leading to a dead-end which will need backing out
of. This will in turn cause the science goal to be no longer possible. The system
aims to maximise the goal priority function in between the Uplink and Downlink
communication windows.
Set-up:
The experiment is performed on the Gazebo simulation of a Mars environment, with
a simulated Pioneer-3AT, as shown in Figure 4.29c. The experiment is performed on
the Pioneer-3AT’s on-board computer which has a 1594MHz (3188 BOGO-MIPS)
single core processor and 1GB of RAM, running Ubuntu 12.04 server edition. The
simulation is performed on another computer with the interface connected to the
Pioneer-3AT’s on-board computer. To further simulate the remoteness of the Mars
environment, the only communication with the Rover during the experiment shall
be in the Uplink and Downlink process.
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Figure 4.30: A graph illustrating the CPU percentage usage over time during the
first Uplink reconfiguration of a self-reconfiguring GNC. During the period labelled
A, the Ontology manager is receiving, validating and merging the Uplink. In the
period labelled B the Ontology-based Rational agent plans, validates and executes
reconfiguration. During period C the Rational agent is using the generic PDDL
Planner. In the period marked D the application is initialised.
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Figure 4.31: A graph illustrating the CPU percentage usage over time, during the
first mission goal reconfiguration of a self-reconfiguring GNC. During the period
labelled A the Ontology-based Rational agent plans, validates and executes recon-
figuration. During period B the Rational agent is using the generic PDDL Planner.
In the period marked C the Application layer is using APSI.
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(a) First configuration.
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(b) Second configuration.
Figure 4.32: Simplified block diagram of the software architecture and its configu-
ration for the Mission goal reconfiguration experiment. The diagram shows some
example parameter sets (e.g. camera options include camera resolutions whether
it’s a colour image or not). To simplify the diagram not all parameter sets and
options are shown.
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Results
Prior to the Uplink the rover sits in a dormant state. On receiving the Uplink, the
Ontology manager validates and merges the Uplink message into the Ontology in
2.4 seconds. Once the Ontology has updated the Ontology manager, it informs the
Rational agent that the Ontology has been altered. The Ontology-based Rational
agent then develops and validates a plan in 36.8 seconds with the generic planner
using 27.4 seconds of that overall time. The plan that is generated is designed to
perform the science objective only, as this is given a weight of importance more
than the combined weight of the other goals. The architecture is then configured as
illustrated in Figure 4.32a. After that the GNC is initialised. All of which is visible
in Figure 4.30.
After 3 minutes 43 seconds of traversing towards way-point A, the Rover finds
itself stuck in a gulley and needing to back-track. The Inspector in charge of monitor-
ing the Navigator service reports to the Ontology that the world state has changed.
The Ontology Manager then informs the Ontology-based rational agent.
The Ontology-based rational agent places the rovers into a safety mode within
0.5 seconds, as shown in Figure 4.31. The Rational agent then calculates a plan for
completing the Ontology’s goal. The plan determined is to reroute to the two camera
goals, as the science objective is deemed no longer achievable. The self-reconfiguring
GNC’s new configurations take the form shown in Figure 4.32b. The rover now
requiring less energy to be saved for the science payload, can use the LIDAR as the
primary sensor instead of the more power efficient, but less accurate, stereo camera.
It is worth noting that at this point in the mission, if the Rover uses the stereo
camera for navigation, only one of the camera goals can be completed, whereas if
the Rover uses the LIDAR both the camera goals can be completed. Also, notably,
Figure 4.31 indicates that the Application layer after the reconfiguration uses less
computational resources. This is because LIDAR requires less processing; this is a
part of the system optimising. The rover then exits safety mode 8.5 seconds after
entering it. The Robot service coordinator then utilises APSI again to calculate
a schedule, which takes 10.5 seconds. The functional layer of the Robot service
coordinator then attempts to complete the schedule, including one radio stop and
returning to way-point D in 21 minutes 3 seconds.
As can be seen in Figure 4.31, the CPU usage for the reconfiguration process is
very similar to the application layer general usage. It is worth noting that the tool
used to monitor the computational resources on the Pioneer platform uses about
10 to 15% of CPU usage. It is also easily apparent from Figure 4.31 that during
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nominal operations the network layer uses a very small amount of the computa-
tional resources. It may also be noted that at least 90% of the CPU usage and
memory usage originating from the Network layer during nominal operations, is in
the multiple JAVA virtual machines idling.
Discussion
The experiment shows that high level mission goals can be rationally chosen based
on the goal’s priority as set by the ground-crew, based on some other Utility func-
tion and the goal’s ability to be completed. This increases the system’s ability to
complete goals autonomously. The experiment also shows that a self-reconfiguring
GNC can reconfigure the software components and architecture in order to make
goals possible and to optimise the system in furtherance of completing said goals.
This even includes changing the sensor used to make more goals possible and to
optimise their completion.
The experiment also shows that a self-reconfiguring GN&C also improves a sys-
tem’s ability to deal with unexpected environments relative to a standard GN&C
system. For example, if the scenario outlined in this experiment occurred to a
standard non-autonomic E4 GN&C, the Rover (once it had entered the dead end)
would attempt to back track and continue to the science objective, which would
be no longer achievable. This then wastes the Rover’s time and no goals would be
achieved in that Sol.
The self-reconfiguring GN&C illustrated in Figure 4.32b, shows that self-reconfiguration
can be performed with minimal computational resources in a very short window of
time. The Ontology-based Rational agent can perform deliberative reasoning in
order to reconfigure almost all elements of the system in a similar time window
to that which a Planner and Scheduler (i.e. ESA’s APSI) needs to operate. This
means that in a standard E4 GN&C, self-reconfiguration is computationally plau-
sible. Figure 4.31 also shows that during nominal operations the Reconfiguration
layer uses very few computational resources, which means that during nominal op-
erations the performance of a self-reconfiguring GN&C and standard E4 GN&C
would be very similar. However, the current implementation has some areas that
could be further optimised to further demonstrate these points. Although JAVA
has the benefit of having a lot of pre-built Ontology libraries, it also has a lot of
computational overheads for running the Java virtual machine, which is not ideal for
a Rover platform. Similarly, while OWL is the de-facto Ontology language and thus
it is has the tools built for its development and use, having the syntax as human
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readable XML is an unnecessary waste of computational resources, as the file size
of the Ontology is larger than required to convey the information contained within
them for computational use.
The Figures 4.32a and 4.32b show usage of the CPU greater 90%. This would not
be acceptable on a normal onboard computer, however, with the correct application
of a real-time scheduler it can be guaranteed that necessary operations can be carried
out. The allowable CPU usage onboard Curiosity is 75% (see Table 1.1). This would
only cause a 20% increase in processing time which is still very acceptable. Moreover,
it is a fair comparison as both the application layer and reconfiguration layer would
be constrained by the same amount.
The following discussions will omit detailed discussions of performance, as the
performance characteristics are nearly indistinguishable in all of the experiments.
4.9.2 Software reconfiguration
Aim:
The objective of the experiment is to test the ability to reconfigure the Rover’s
software components under the change of hardware and software capability, and
under both discrete and continuous degradation.
Scenario:
The Rover is driving in a rocky Mars environment using only monocular visual
techniques to localise itself as it traverses the terrain. Initially, the system is us-
ing an Optical-flow based visual odometry (VO) to localise with an average error
of 7%. As the sand accumulates on the lens, the VO technique’s error gradually
(non-linearly) increases to 15%. The acceptable localisation error is below 10%. An
alternative configuration is the modular Planetary monocular simultaneous locali-
sation and mapping (PM-SLAM), which has multiple components and parameter
configurations. PM-SLAM uses more computational power, but generally the locali-
sation error is lower than VO. Furthermore, there exists different optimal PM-SLAM
configurations for different terrains. To further test the system, after the first re-
configuration a software fault that decreases performance is injected into one of
the visual systems. The system aims to minimise the localisation error while still
running with a localisation rate of at least 1Hz.
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Set-up:
The experiment is performed on the real-world SEEKER dataset collected by Scisys
in the Atacama Desert. This Dataset was collected because it replicates a Martian
environment in terms of topological characteristics, as shown in Figure 4.29b. To
simulate sand on the lens salt and pepper noise is added to the images with gradually
increasing percentages. It is worth noting that VO has a non-linear response in
noise versus localisation error. Clearly, only the localisation is performed, since a
full control loop is not possible. The experiment as a simulation is performed on a
computer with a 2400 MHz quad core processor (4987 BOGOMIPS) and 12GB of
RAM.
Results
The original configuration uses an Optical flow based visual odometry technique,
which is illustrated in Figure 4.33a. The VO, without a noisy image, works with
a 7% localisation error and is very computationally cheap relative to any SLAM
technique. After 10% noise is simulated on the lens the localisation error increases
to 30%, which surpasses the acceptability limit. The Inspector monitoring camera
noise triggers a reconfiguration by the Ontology-based rational agent, which takes
8.5 seconds. The resulting localisation system is a SLAM technique, PM-SLAM,
using SURF points, the Hou saliency model, and an Information filter for SLAM;
as illustrated in Figure 4.33b. This technique performs with a 3% localisation error,
but it requires more computational resources.
An error is then injected into the Hou feature detection service which causes
it to stop responding completely. When the Inspector monitors that the rate has
dropped to the normal rate of response plus the three standard deviations, the
Inspector notifies the Ontology that the software has entered a non-responsive error
state. The reconfiguration takes 8.1 seconds. The resulting configuration is the
same as pre-configuration except a Rudinac saliency model service is used instead
of Hou. This technique performs with a 3% localisation error, using almost identical
computational resources to the previous configurations.
Discussion
The experiments show that the Self-reconfiguring GNC can deal with degrading
hardware and software faults. Furthermore, the experiment demonstrates software
reconfiguration. While the software fault is simplistic, it serves as an example as to
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Figure 4.33: Simplified block diagram of the software architecture and its configura-
tion for the software reconfiguration experiment. The diagram shows some example
parameter sets. The block represents services. To simplify the diagram not all
parameter sets and option are shown.
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how fault states can be introduced into a service, which is viewed as another service
configuration with a different set of IOPEs.
The performance characteristics of the self-reconfiguring GNC in this experiment
are very similar to the performance of the high-level mission goals reconfiguration
experiment, even though at first glance the Computer in this experiment is more
powerful. However, the implementation has been optimised for a single processor
with a single thread, which means that the reconfiguration is limited by the maxi-
mum operations per second on a single thread.
4.9.3 Hardware control reconfiguration
Aim:
The objective of the experiment is to test the system’s ability to reconfigure the low-
level control strategies of hardware control as a reaction to an environmental change.
Furthermore, this experiment demonstrates self-optimisation, self-protection, and
self-configuration.
Scenario:
The Rover is driving from way-point A to way-point B. In the first half of the
traverse the rover is driving through a rocky terrain which has on average a 1%
wheel slippage. At the mid-point of the traverse, the rover crosses an interface of
terrains and enters a soft sand biome, which has an average wheel slippage of 10%.
Clearly, at the interface, the initial configuration of the Rover will no longer produce
safe and accurate results. For example, if the Rover control strategy involves point
turns; while efficient on hard ground, this strategy when used on soft sand could
cause the rover to dig into the sand, effectively immobilising the Rover. The system
aims to minimise odometry error and remain safe during the traverse.
Set-up:
The experiment is performed on real-world robotics hardware. Namely, a Pioneer-
3AT equipped with a Sick LIDAR (shown in Figure 4.29a); the on-board computer
has 1594MHz (3188 BOGO-MIPS) single core processor and 1GB of RAM, running
Ubuntu 12.04 server edition. The Mars environment test-bed contains two types of
sand with different wheel slip characteristics. There is no initial set-up before the
Uplink to test both the self-reconfiguration and self-initial-configuration. To further
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simulate the remoteness of the Mars environment, the only communication with the
Rover during the experiment shall be in the Uplink and Downlink process.
Results
Once the Inspector (using the camera service) identifies that the Rover has entered a
different biome, the Ontology is updated. The Ontology-based rational agent takes
9.4 seconds to reconfigure the system. The only reconfiguration that occurs is that of
the Control service and Locomotion service. After reconfiguring, the Robot service
coordinator continues without rescheduling with APSI, as it identified no plan, no
crucial elements of the control system have altered. The rest of the application layer
is unaltered, for example, as in the Optical flow based VO Localisation service. The
Locomotion service is reconfigured to another pre-set Odometry evaluator which is
more accurate in the new biome set, therefore the wheel odometry gives a much
higher accuracy than it would otherwise. The Control service is reinitialised with a
different Lookup table of acceptable trajectories excluding point turns.
Comparatively, when the Rover with a standard GN&C entered the soft sand
environment, the first obstacle avoidance manoeuvre (i.e. a point turn) caused
the rover to become entrenched. Similarly, the Rover’s localisation, which is a
minimisation of the Rover’s wheel odometry and visual odometry, performs with
3% more error.
Discussion
The experiment shows that in a real world environment the self-reconfiguring GN&C
can reconfigure the system’s hardware control strategies in reaction to changing
environments (i.e. context). This shows that the self-reconfiguring GN&C can alter
control strategies in order to protect and optimise the Rover’s operations. The
reconfiguration was again comparatively computationally fast.
This experiment focussed on higher-level hardware control, marshalling already
controlled hardware towards a goal. However, these same principles could be equally
applied to lower-level control, such as tuning gain values in a PID control loop for
different terrain, or reducing PWM (pulse-width modulation) frequency based on
increased noise issues. The higher-level hardware reconfiguration was used as it
illustrated more thoroughly the complexities of hardware interactions with both the
software and environment.
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4.10 Discussion
In compiling the results and discussions from Sections 4.8 to 4.9, it is clear that the
System proposed in this chapter can perform as a Self-Reconfigurable framework for
a Goal-oriented autonomous Guidance, navigation, and Control system for planetary
rovers.
In particular, (without unnecessary repetition),
• The Service-based Reconfigurable E4-capable GN&C framework presented in
Section 4.8.1 is capable of both supporting goal-oriented autonomy operations
for extra-terrestrial planetary rovers, including complex and novel vision based
localisation techniques, high level planners, and hardware control.
This is an important claim, but can be claimed by other existing architec-
tures. However, this system is reconfigurable at runtime in a manner which
is relatively computationally efficient, non-intrusive, and safe. All of which
make this a powerful architecture for testing Self-reconfiguration techniques,
not only for space robotics, but also for general robotics and autonomous sys-
tems. Thus, this architecture could be used as a platform for comparing future
self-reconfiguration techniques.
The reconfiguration layer as an extra layer added to a layered software archi-
tecture, allows for these techniques to be applied in the abstract, and allows
them to be applied to many different architectures.
• The Inspectors method has been demonstrated and tested for detecting SR-
Faults for the purpose of Self-Reconfiguration in Section 4.8.2. Specifically, the
Inspector method was demonstrated to be highly extendible, which can incor-
porate generic or highly specific intelligent techniques. It can also successfully
infer complex information which can be used in a effective manner.
Furthermore, autonomous deployment allows the Inspectors to autonomously
balance SRFault coverage against predicted CPU usage. This allows the In-
spectors to dynamically match the situation.
The Inspectors framework is loosely coupled to the rest of the system. This
allows for this SRFault monitoring framework to applied to other systems.
It is worth noting that the system can deal with multiple faults simultaneously
as the system is constantly trying to optimise the application layer based on
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the most recently sensed model, regardless of the number SRFaults. More-
over, because of the Inspector’s parallel standard fault detection techniques,
fault isolation techniques can also be used to isolate the cause of complicated
SRFaults.
• The online automated V&V method allows a highly extensible and efficient
method for Verifying and Validating Self-Reconfiguration plans prior to online
implementation.
• The Rational Agent has demonstrated an ability to generate Self-reconfiguration
plans and implement them. Furthermore, the Rational Agent can determine
the manner in which the system should be monitored by Inspectors. The
Rational Agent is highly extendible, including its knowledge base, logic base,
and inference engine. Moreover, it can operate on a representative hardware
relatively quickly.
4.11 Conclusion
In conclusion, the self-reconfiguring GNC and Ontology-based rational agent pro-
posed in Sections 4.4, produce a system which is more flexible, and fault and error
tolerant than a standard static GNC. The self-reconfiguring GNC can deal with
changing environments, gradually degrading hardware and software, and can re-
direct towards self-determined goals. Furthermore, by optimising the GNC’s opera-
tions, software, software architecture, hardware control, and high level mission goals
can all be reconfigured. Reconfiguration of high-level mission goals of the GNC in
turn reconfigures all other components to protect the system, through self monitor-
ing with a degree of self determination that is optimisable. Self-reconfiguring GNC
does not need a service architecture, as illustrated in the software and hardware con-
trol reconfiguration experiments, and in which reconfigurations occur on subsections
of the system that do not follow a strict service-oriented architecture. This means
that more generic architecture can also be used for future Self-reconfiguring GNCs.
However, the service-based GNC offers a great deal of easy reconfiguration. The
Ontology has proven useful for self-reconfiguration, knowledge verification, and plan
verification, and has the benefit of being highly extensible and logically inference-
able.
176
The use of PDDL as the Planning language allows for specific problems to be
solved by generic Planners, benefiting from the existence of large amounts of imple-
mented search algorithms and heuristics, and their optimising selection, but equally,
a generic Hierarchical task network (HTN) planner could be used. In addition, in
the future, a heuristic could be developed to increase the efficiency with which re-
configuration problems are solved. Streamlining of the GNC could be achieved in
the future by removal of redundant JAVA and XML components. There is scope
also for application of the GN&C in multi-rover systems, allowing each rover to
evolve its behaviour according to the demands placed on it.
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Chapter 5
Conclusion
5.1 Introduction
The thesis’ main goal was to develop a Self-Reconfiguring architecture of autonomous
software for future space systems. This could create a more robust, fault-tolerant,
and more Self-managing, which are all important characteristics for the remote and
expensive nature of space missions.
The thesis was broken in to three main Chapters:
• The Background Chapter;
The related work was identified and then a taxonomy was devised to help
characterise these works. With this, the individual components for a Self-
reconfiguring architecture are identified and reviewed.
• The Design Chapter;
The problem statement is refined based on the motivation and back-
ground work. Then a design of the Proposed solution is outlined; i.e. a
Self-Reconfiguring software architecture for autonomous software, designed
for future extra-terrestrial rovers.
• The Use-Case Chapter.
The use-case of an extra-terrestrial planetary rover in a Mars-like environ-
ment is used to test the ability of the afore proposed design. Testing includes:
sub-system and system wide self-reconfiguration of software, hardware, and
architecture, in various simulations and test of the environment.
In the following sections the salient points are reviewed, assessed, and concluded.
The success and limitations of the work are described. Then, the future work that
could be carried out to extend the work presented in this thesis is suggested.
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5.2 Main Elements
The primary finding is the response to the Problem Statement outlined in Section
3.2.
It is possible to create a self-reconfiguring autonomous system for future plan-
etary rovers which are more fault-tolerant, resilient to changing environments and
goals, and capable of coping with degrading hardware than a traditional autonomous
system.
More precisely, a modular autonomous system can be created so that it can self-
reconfigure itself using external and internal stimuli to optimise the system, protect
and heal faults, and deal with changing environments and robotic capabilities. The
self-reconfiguration should occur at all levels of abstraction, from high level deci-
sional autonomy to low-level hardware control autonomy. All of which have been
experimentally verified in a set of experiments involving extra-terrestrial planetary
rovers in Mars-like environments.
Furthermore, this thesis presented:
• This topic has not been studied before, thus an extensive literature review was
performed.
– as no single complete solution exists a taxonomy was developed as to aid
in comparison and discussion of partial solutions and techniques.
• A novel Ontology for Self-reconfiguration, which provides a model for the world
domain required for Self-Reconfiguration of a future space system, as demon-
strated by the multiple distinct extra-terrestrial planetary rover systems. The
Ontology has many proven benefits; including inferencing, consistency check-
ing, and subsumption. This allows it to be a dense information vector with
many added benefits.
– The modularity adds the benefits of localised consistency checking (which
is good for efficiency), easier construction, and re-usability.
– The novel use of an Ontological CTL fragment and the process ontology
allows for the modelling of complex systems.
– The design of the Ontology and the Ontology Manager allows for the safe
concurrent use of the Ontology and the model stored within.
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– The FOL nature allows for automatic Verification and Validation of the
model and the plans for Self-reconfiguration.
– The use of a generic Ontology language allows the use of generic planners
and extended planning rules.
• A novel Process for creating Self-Reconfiguration plans using both an FOL-
based Ontology and neo-classical planning. This method has proven both
effective and efficient. In the language devised for the Ontology it uses an Or-
chestrated Coordination method from a centralised Rational Agent source for
a decentralised service-based architecture. This doesn’t allow for complete re-
configuration and process control, delegating autonomy to individual services;
however, this allows for much faster and lower computationally intensive plan-
ning. This allows it to self-reconfigure at runtime on very limited hardware.
Within this and to achieve this a number of new and interesting techniques
were devised; including:
– The manner in which continuous dimensions are minimised and discre-
tised to improve and decrease the complexity of the planning space, and
speed up planning and reduce required computational resources.
– The use of a generic planning engine and the PDDL planning language
allows for faster development and the tuning of planning algorithms and
heuristics for specific planning domains.
• A novel method for implementing system monitoring for self-reconfiguration,
which has many added benefits, including:
– The modularity of the inspectors allows for tunable monitoring with a
mixture of generic monitoring techniques and specific techniques. It has
all the benefits of modularity: distribution, extensibility, encapsulation,
and re-usability.
– The non-invasive nature of the monitoring limits the ease of SR-fault
identification, as well as limiting the number of faults that can be injected
into the system at run-time, due to no invasive only faults being possible.
– Decentralisation of analysis allows for highly domain specific analysis
without an overly complicated centralised analyser, and allows for very
highly efficient algorithms to be implemented as necessary.
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– The lightweight inspectors have demonstrated that they are very compu-
tationally viable, requiring few computational resources compared to the
SUO.
– The novel algorithm for Autonomous Deployment of a monitoring system
for a self-reconfiguring autonomous software architecture, which allows
for greater self-management,and autonomous optimisation of monitoring
a system at run-time, to changing hardware, software, and environments.
Moreover, it allows the user to determine the desired ratio between mon-
itoring coverage and computational resource usage.
– The framework is abstracted from the underlying architecture to allow if
this framework to used with other systems.
• Definitions for Self-reconfiguration failures, errors, and faults. This allows
for accurate discussion of situations requiring self-reconfiguration, which also
allows for measurements and estimates about SRFaults to be made.
• A novel definition of an abstracted architectural layer for self-reconfiguration
that can be used with any abstract layered architecture, such as the three-
layered architecture.
• A novel method for run-time autonomous Verification and Validation for self-
reconfiguration of autonomous software for future space systems. This method
allows for complex extensible FOL and CTL propositions. It also allows for
efficient and computational efficient V&V, with the service-based architecture
allowing for services to be V&V oﬄine. The use of the Ontology and the rea-
soning engines form an easily extensible and logically powerful V&V method
while being human usable and designable.
• A novel architecture for self-reconfigurable autonomous software for space ap-
plication. It allows for extreme, yet safe run-time reconfiguration. This archi-
tecture is abstracted from the Self-reconfiguration techniques, and therefore it
could be used for verifying and comparing techniques.
Whilst these claims were demonstrated and tested for an extra-terrestrial plane-
tary rover none of the techniques demonstrated were tailored for this use-case other
than the the application layer. However, the use-case matches the salient features
of most future space systems. The salient features including: complex autonomic
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software and hardware systems; extreme remoteness; minimal communication win-
dows and bandwidths; high risk; requirement for safety fall-back on failure; and
minimal computational resources. Moreover, all future space systems could benefit
from self-reconfiguration for the aforementioned reasons.
5.3 Future Work
The main limitation within the investigation into the proposed design is the lack of
space farer use-case. It would be of great interest and demonstrate the versatility
and flexibility of self-reconfiguration to test the system in a satellite-like scenario.
In future work, the system could be implemented for a wider range of activities
and scenarios. Interesting scenarios would be fractional spacecraft and satellite
constellation.
Another limitation of this thesis is the lack of analytical comparison against a
similar system. However, this is due to the lack of a suitable and similar system,
and was unavoidable. This limitation with the study is reduced by the use analysis
in the scenario of a use-case, and in fitting it into the taxonomy.
Similarly, it would interesting to apply the self-reconfiguration technology to a
non-space system to test it usefulness. To date it has prototypically tested with
switching cameras in a VOIP system (i.e. Skype) with success. However, more
complex scenarios that traditional web services target could test the system in other
manners to further improve it for application in space as well as other useful contexts.
Another extension to this work would be to study multiple self-reconfiguring sys-
tems interacting and sharing resources, rather than having one self-reconfiguration
rational agent managing all systems.
Finally, one last interesting and possibly useful extension would be to integrate a
Hierarchical Task network like approach into self-reconfiguration. This could plau-
sibly improve the performance of Self-reconfiguration planning by hierarchical de-
composing tasks.
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Appendix A
Logic Definitions
A.1 Introduction
In this appendix extended definitions necessary for discussion and definition of the
Ontology in Chapter 3.
A.2 First Order Logic
Formulae in First Order Logic (FOL) [288] are built from logical connectives, func-
tional symbols, variables, and relational symbols. The set of logical connectives and
their semantics in FOL is fixed. The following is the set of logical connectives for
FOL: true (>), negation (¬), disjunction (∨), conjunction (∧), implication (⇒), if
and only if (⇐⇒), existential quantifier (∃), universal quantifier (∀), and equality
(=). The set of functional and relational symbols and their semantics depends on
the context and the constraints that they must satisfy. Since for different problems
different sets of functional and relational symbols are used, define:
Definition 5
A Base, B for FOL is a pair of sets, B = 〈F,R〉, where F and R are sets of
functional and relational symbols respectively.
Every functional and relational symbol has a corresponding arity, which is the
number of arguments that is required by that symbol. Constants are considered to
be functional symbols with arity 0. A symbol X with arity n, where n is non-zero,
is denoted by X/n. The arity of a relational symbol is nonzero. The set of FOL
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formulae over base B = 〈F,R〉 is defined by the following grammar:
Ψ := r(t1, ..., tn)|t1 = t2
:= ¬Ψ|Ψ1 ∨Ψ2|Ψ1 ∧Ψ2|Ψ1 ⇒ Ψ2|Ψ1 ⇐⇒ Ψ2
:= ∃v : Ψ|∀v : Ψ
(A.1)
where r/n ∈ R, v is a variable, and:
t := v
:= f(t1, ..., tn),
(A.2)
where f ∈ F and is is n-ary. These equations (Equation A.1 and A.2) are the
rules for constructing formulae and terms respectively.
The semantics of a FOL formulae is defined using Interpretations.
Definition 6
(Interpretation of FOL) An Interpretation defines the meaning of a base by
assigning values to variables, functional and relational symbols. Using these
values along with the fixed semantics of FOL logical connectives, a formula
evaluates to true or false. Given a base B = 〈F,R〉, an interpretation, I is a pair
〈D, .I〉, where D is a nonempty set, the domain of I, and .I is a mapping that
assigns:
1) to every variable v an element D, vI ∈ D,
2) to every 0-ary c ∈ F an element in D, cI ∈ D,
3) to every functional symbol f ∈ F of arity n ≥ 1 a total function, f I :
Dn → D,
4) to every relational symbol r/n ∈ R ⊂ Dn, rI ⊆ Dn.
Definition 7
Semantics of FOL Let B = 〈F,R〉 be a base for FOL and I = 〈D, .I〉 an inter-
pretation for B. The satisfiability relation over formulae and interpretations, `,
is defined by using structural induction on Ψ and t. In the following, Ix:=d is an
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interpretation over B that is same as I except that it maps the variable x to d.
I ` r(t1, ...tn) ⇐⇒ rI(tI1, ...tIn) holds,
I ` t1 = t2 ⇐⇒ tI1 is equal to tI2,
I ` ¬Ψ ⇐⇒ I ` Ψ does not hold,
I ` Ψ1 ∨Ψ2 ⇐⇒ I ` Ψ1 or I ` Ψ2,
I ` ∃x : Ψ ⇐⇒ ∃d ∈ D such that Ix:=d ` Ψ,
(f(t1, ..., tn))
I = f I(tI1, ..., t
I
n)
(A.3)
The FOL connectives that are mentioned in Definition A.3 form a complete
fragment of FOL. All other connectives can be written in terms of ¬, forall, and ∃;
e.g., ∀x : Ψ is equivalent to 6= (∃x : ¬Ψ).
Definition 8
(Semantics entailment)
Suppose Γ is a set of FOL formulae and Ψ is an FOL formula: Γ entails
Ψ, denoted by Γ ` Ψ, if and only if every interpretation that satisfies all the
formulae in Γ also satisfies Ψ:
Γ ` Ψ ⇐⇒ ∀I : (∀Φ ∈ Γ : I ` Φ) =⇒ I ` Ψ (A.4)
Semantic entailment checking for FOL is recursively enumerable. This means
that semantic entailment checking for FOL is not computable, but there is procedure
that given and produces a proof in the case where Γ ` Ψ
It is worth noting that although the Lo¨wenheimSkolem theorem question the
expressiveness of FOLs; however, for the purposes of computer science, decades of
use has proved this more of a theoretical restriction, than a lack of expressiveness
for computer scientists [288].
A.3 FOL and Kripke Structures
Modelling a Kripke structure in FOL requires a base. FOL formulae over such a
base can be used to define the state space, the initial states, the next-state relation
and the labelling predicates. Every satisfying interpretation of the FOL formulae
represents a Kripke structure. The key observation here is that the relational sym-
bols themselves do not represent a Kripke structure. A satisfying interpretation
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of the FOL formulae determines the content of these relational symbols, and as a
result, represents a Kripke structure, as described in Section 3.3.2; the set of all the
satisfying interpretations forms a class of Kripke structures. We call a set of for-
mulae that represent a class of Kripke structures a declarative model of a dynamic
system.
Definition 9
A declarative model, D is a pair 〈B,Γ〉, where B is a base that includes the
relational symbols, Γ is a set of FOL formulae over B that includes the well-
formedness constraints. The Class of Kripke structures represented by a declar-
ative model D is denoted by CK(D):
CK(D) = {K|∀Ψ ∈ Γ : K ` Ψ} (A.5)
In Definition 9, where CK(D) is a class of Kripke structures, two model checking
questions can be studied:
1) do all the Kripke structures in CK(D) satisfy the property?
2) is there a Kripke structure in CK(D) that satisfies the property?
Two model checking problems for a class of Kripke structures can be defined as:
Definition 10
(Unversal model checking) The universal model checking of a declarative model
D and a CTL formula ψ, denoted by D `∀ ∀ψ, is defined as checking whether all
the Kripke structures in CK(D) satisfy ψ:
D `∀ φ =⇒ K ∈ CK(D) : K `⊂ φ. (A.6)
Definition 11
(Existential model checking) The Existential model checking of the declarative
model D and a CTL formula φ,D `∃ φ, is defined as checking whether there
exists a Kripke structure in CK(D) that satisfies φ:
D `∃ φ =⇒ ∃K ∈ CK(D) : K `⊂ φ. (A.7)
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C1) P 7−→ {}
C2) ¬ψ 7−→ {∀s : [φ](s)↔ ¬[ψ](s)}
C3) ψ1 ∨ ψ2 7−→ {∀s : [φ](s)↔ [ψ1](s) ∨ [ψ2](s)}
C4) ψ1 ∧ ψ2 7−→ {∀s : [φ](s)↔ [ψ1](s) ∧ [ψ2](s)}
C5) EXψ 7−→ {∀s(∃s′ : N(s, s′) ∧ [ψ](s′))→ [φ](s)}
C6) AXψ 7−→ {∀s(∀s′ : N(s, s′)→ [ψ](s′))→ [φ](s)}
C7) EFψ 7−→ {[ψ] ⊆ [φ](∃s′ : N(s, s′) ∧ [φ](s′))→ [φ](s)}
C8) AFψ 7−→ {[ψ] ⊆ [φ](∀s′ : N(s, s′)→ [φ](s′))→ [φ](s)}
C9) ψ1EUψ2 7−→ {[ψ2] ⊆ [φ],∀s : [φ1](s) ∧ (∃s′ : N(s, s′) ∧ [φ](s′))→ [φ](s)}
C10) ψ1AUψ2 7−→ {[ψ2] ⊆ [φ],∀s : [φ1](s) ∧ (∀s′ : N(s, s′)→ [φ](s′))→ [φ](s)}
Figure A.1: CTL-Live formulation for ψ, a CTL-Live formula.
A.4 Computational Tree Logic
CTL is a branching-time logic, meaning that its model of time is a tree-like structure
in which the future is not determined: that there are different paths in the future,
any one of which might be an actual path that is realized. A temporal connective
of CTL consists of two parts: a Path Quantifier and a State Quantifier. A Path
Quantifier is either E (there exists a path) or A (for all paths). The State Quantifiers
are X (next state), F (eventually), G (globally), and U (strong until). The semantics
of CTL formulae are defined using Kripke structures. A Kripke structure is a tuple,
K = {S, S0, N, P}, where: S is a set of states; S0, the set of initial states, is a
non-empty subset of S; N , the next-state relation, is a total binary relation over
S; P is a finite set of unary predicates over states. Predicates represent the local
properties of the states, and are called labelling predicates.
The CTL fragment can be mapped to FOL with (for the case of φ) in Figure
A.1.
Where P is a labelling predicate. Predicates represent the local properties of the
states, and are called labelling predicates.
The complexity of conversion of CTL-live to OWL comes from OWL’s use of
binary predicates and focus on set theory.
The binary predicates limitation can be fixed by reification. For example,
suppose the robot has a self-reconfiguration fault and there is a 70% likelihood
that it is caused by diagnosis A. To represent this example in OWL an additional
attribute describing a relation instance is necessary. This is achieved by use of a an
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individual that represents the relation instance itself, with links from the subject of
the relation to this instance and with links from this instance to all participants that
represent additional information about this instance. The example is illustrated in
Figure A.2.
Figure A.2: Example of individual representing a relation instance for extending
binary relations to n-ary relations.
The conversion from CTL to a set theoretic in OWL can be achieved through a
use of some self-defined predicates and use of inbuilt predicates. In particular, C2 (as
defined in (A.1)) can be defined with owl : complementOf or owl : disjointWith
predicate. C3 (or) can be defined with owl : unionOf , and C4 (and) can be defined
with owl : intersectionOf . The C5 can be achieved with owl : hasV alue; the value
constraint owl : hasV alue is a built-in OWL property that links a restriction class
to a value V . C6 can be achieved with owl : allV aluesFrom. The value constraint
owl : allV aluesFrom is a built-in OWL property that links a restriction class to
either a class description or a data range. A simple example is in Figure A.11.
<owl : Re s t r i c t i on>
<owl : onProperty rd f : r e s ou r c e=”#hasParent ” />
<owl : al lValuesFrom rd f : r e s ou r c e=”#Human” />
</owl : Re s t r i c t i on>
Figure A.3: OWL’s value constraint owl : allV aluesFrom.
CTL-Live can then based around an instance that has CTL-Live Formulas at-
tached as properties, then CTL-Live rules can be written as:
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PHI a owl : Class ;
owl : equiva lentTo [
PSI a owl : Class ;
owl : someValuesFrom [
owl : onProperty [ owl : inve r s eOf <nextState> ] ;
owl : al lValuesFrom <s ta te>
]
]
Figure A.4: OWL’s example for EXψ, in Turtle.
an owl Class ;
has an owl sub c l a s s
owl equ iva l en t To
PSI a owl Class ;
has some va lue s from the
i n v e r s e o f ” nextState ”
Figure A.5: OWL’s example for EXψ, in Manchester format.
PHI a owl : Class ;
owl : equiva lentTo [
PSI a owl : Class ;
owl : al lValuesFrom [
owl : onProperty [ owl : inve r s eOf <nextState> ] ;
owl : al lValuesFrom <s ta te>
]
]
Figure A.6: OWL’s example for AXψ.
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an owl Class ;
has an owl sub c l a s s
owl equ iva l en t To
PSI a owl Class ;
has a l l va lue s from the
i n v e r s e o f ” nextState ”
Figure A.7: OWL’s example for AXψ, in Manchester format.
a owl : Class ;
a owl : s u b c l a s s {
PHI a owl : Class ;
}
PHI a owl : Class ;
a owl : s u b c l a s s [
a owl : Class ;
owl : equivalentTo [
PSI a owl : Class ;
owl : someValuesFrom [
owl : onProperty [ owl : inve r s eOf <nextState> ] ;
owl : al lValuesFrom <s ta te>
]
)
]
Figure A.8: OWL’s example for EFψ.
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a owl : Class ;
a owl : s u b c l a s s {
PHI a owl : Class ;
}
PHI a owl : Class ;
a owl : s u b c l a s s [
a owl : Class ;
owl : equivalentTo [
PSI a owl : Class ;
owl : al lValuesFrom [
owl : onProperty [ owl : inve r s eOf <nextState> ] ;
owl : al lValuesFrom <s ta te>
]
)
]
Figure A.9: OWL’s example for AFψ.
a owl : Class ;
a owl : s u b c l a s s {
PSI2 a owl : Class ;
}
PHI a owl : Class ;
a owl : s u b c l a s s [
a owl : Class ;
owl : i n t e r s e c t O f [
PSI1 a owl : Class ;
PHI a owl : Class ;
owl : someValuesFrom [
owl : onProperty [ owl : inve r s eOf <nextState> ] ;
owl : al lValuesFrom <s ta te>
]
)
]
Figure A.10: OWL’s example for ψ1EUψ2.
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a owl : Class ;
a owl : s u b c l a s s {
PSI2 a owl : Class ;
}
PHI a owl : Class ;
a owl : s u b c l a s s [
a owl : Class ;
owl : i n t e r s e c t O f [
PSI1 a owl : Class ;
PHI a owl : Class ;
owl : al lValuesFrom [
owl : onProperty [ owl : inve r s eOf <nextState> ] ;
owl : al lValuesFrom <s ta te>
]
)
]
Figure A.11: OWL’s examples for ψ1AUψ2.
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