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Abstract 
 
When analysing time to event data, like data on how long it takes before a client drops out of 
his or her first psychotherapy episode, an appropriate metric for time needs to be selected, 
along with an appropriate method for survival analysis. When adopting a discrete time 
measure, like number of sessions or number of year quarters, the data can be analysed with a 
proportional odds model. However, when considering time as continuous (e.g., number of 
days), a proportional hazard model is more appropriate to analyse the data. To goal of this 
study is to investigate how the choice of time metric influences parameter estimates for the 
predictors of interest and to suggest guidelines for applied researchers to choose an 
appropriate model for survival analysis. To this end, in this study survival analyses are 
conducted on psychotherapy data with four different time metrics, which are obtained by 
combining a continuous and a discrete time metric with data on session and on day basis. 
Regarding predictors, this study includes time-constant and, in case of discrete time, also 
time-varying factors that may affect event occurrence. 
When fitting survival models with different time metrics to the same psychotherapy 
data, the different time metrics yielded different parameter estimates for the predictors across 
models. Measured at continuous session or day level, the event occurred at an irregular basis 
and in alternating quantities over time during the first psychotherapy episode. In this 
condition, the discrete-time metric is too coarse to measure the actual effects of the predictors 
on event occurrence, and therefore, it is not recommended to discretize the data. Therefore, in 
terms of the model comparison between the proportional odds model and the proportional 
hazard model, the findings of this study supported the use of proportional hazard models. This 
conclusion is aligned with Singer & Willett (2003) who argue that the time to an event should 
be recorded in the smallest possible units that are relevant to the event of interest. 
Results revealed that when time is measured in sessions, the year in which the client is 
registered into mental health care has a medium positive effect, problems with housing has a 
small negative effect and problems with employment has a small negative effect on the 
occurrence of therapy ending in the first psychotherapy episode. When time is measured in 
days, gender has a small effect and age has a small positive effect on the occurrence of 
therapy ending in the first psychotherapy episode, indicating that females, regardless of their 
age, are expected to have the longest psychotherapy duration. 
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Section 1. Introduction 
 
1.1 Background 
 
From different points of view, reasons may be formulated to either extend or to end 
psychotherapy. For example, from the government point of view there is pressure to optimize 
cost-effectiveness to ensure that psychotherapy is provided to those who need it and 
withdrawn from those who do not need it (anymore). Costs and the limited availability of 
trained therapists argue in favour of planning for briefer therapies rather than for seeking to 
extend therapy duration (Lave, Frank, Schulberg, & Kamlet, 1998; Miller & Magruder, 1999). 
From the point of view of a therapist, the principle to help the largest possible number of 
clients to the best possible extent within the limited professional time available may be a 
consideration that inclines towards dropping out of therapy. On the other hand, clients’ 
reasons to end therapy could include psychological reactions such as the challenges presented 
by the therapist or resistance to therapy and outright rejection of therapy (Shapiro et al., 
2003). Economic factors could also play a role in the decision to end therapy. For instance, 
the fees paid by the client or the time required to attend therapy, which often includes time 
away from employment. In contrast, clients’ reasons to extend therapy could include 
psychological factors such as dependency (Searles, 1955). 
When determining the deployment of mental health care from the government’s point 
of view, the appropriateness of a therapy for the problem of a client from the therapist’s point 
of view, or the initiative to seek for therapy from the client’s point of view, a few important 
questions arise: For clients under psychotherapy, will they drop out of therapy? If they will, 
when will this happen? How do particular client characteristics increase or decrease the 
probability of therapy ending after a particular period of therapy? These are questions about 
event occurrence. To answer questions about event occurrence, it is needed to relate the 
probability of the event to (duration) time and to client characteristics. Such questions 
regarding event occurrence can be answered with a statistical technique called survival 
analysis. 
Survival analysis is a method for analysing the length of time until one or more events 
occur. As such, it involves the modelling of time to event occurrence data. In this study, 
survival analysis is conducted on psychotherapy data to provide an empirical estimate of the 
number of therapy sessions and days, in both discrete- and continuous-time (see Section 
1.2.3), needed for dropping out of the first therapy episode. This thesis demonstrates how 
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different models of survival analysis provide researchers a framework for answering these 
interesting questions. 
The event in question in this study is treatment ending in the first psychotherapy 
episode. The first psychotherapy episode is defined as the period in between registration into 
health care and the “last day on which a session took place” (see Section 3.1). Survival 
analysis addresses the following questions about the target event: Which proportion of a 
population does not drop out of the first psychotherapy episode (i.e., does not experience the 
event) after a certain amount of time? Of those that did not drop out of the first psychotherapy 
episode (yet), at what rate will they drop out of the therapy in the next time period(s) or 
moment(s) in time? Are the results the same across multiple causes for dropping out of the 
first psychotherapy episode? How do particular characteristics or circumstances increase or 
decrease the probability of not dropping out of the first psychotherapy episode? To answer 
these questions and to determine whether a research question lends itself to survival analysis, 
it is necessary to clearly define a study’s methodological features. 
This study is a methodological study which focuses on evaluating the appropriateness 
of two different metrics (see Section 1.3) for time -day and session- for the modelling with the 
discrete-time proportional odds model and the continuous-time proportional hazard model 
(see Section 2 for the method). The aim of the Introduction section of this article is to 
introduce and explain the basic concepts of survival analysis. In the Method section, the data 
and procedure that was conducted is described. The results obtained by conducting the 
analysis are described in Section 3. Section 4 summarizes and discusses the results, points to 
limitations of the study and sketches avenues for further research. 
 
1.2 Features that make a study appropriate for survival analysis 
 
The three features that make a study appropriate for survival analysis are the clear definition 
of (1) a target event, (2) the beginning of time, and (3) a metric for clocking time (Singer & 
Willett, 2003). Besides these three features, a typical phenomenon observed in event 
occurrence data is censoring. Another feature of survival analysis is the possibility to 
investigate the effect of time-varying and time-constant predictors on event occurrence. 
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1.2.1 The target event 
 
Event occurrence represents a subjects’ transition from one “state” to another “state”. For 
example, a recently treated ex-alcoholic is abstinent (state 1) until he or she starts drinking 
again (state 2). In the context of this study, a client is in the first psychotherapy episode (state 
1) until this therapy episode of that particular client ends (state 2). In survival analysis, all 
study subjects can occupy only one out of two or more states at each moment in time (i.e., in 
therapy or not in therapy). The only requirement for survival analysis is that, in any particular 
research setting, the states be both mutually exclusive (non-overlapping) and exhaustive (all 
possible states are considered; Singer, & Willett, 2003). 
An important distinction in defining the target event is the difference between non-
repeatable and repeatable states (e.g., Singer & Willett, 2003). Non-repeatable states can be 
occupied only once in a lifetime. Once leaving a non-repeatable state, an individual can never 
re-enter that state again. For example, the transition from the state of being in life to the state 
of being dead is irreversible. The term “spell” is used to refer to a single transition into (or out 
of) one of a series of repeatable states (Willett & Singer, 1995). Different spells can be 
analysed for each subject. In the case of a repeatable state, different episodes of the event can 
be analysed for each subject. For example, dropping out of psychotherapy can occur more 
than one time since re-admission into mental health care is a phenomenon that often occurs 
(e.g., Godley et al., 2002). In this study, the event of interest is non-repeatable since the target 
event is defined as the transition from being in a first episode of psychotherapy to dropping 
out of the first psychotherapy episode. Further psychotherapy episodes are neglected in this 
study. 
 
1.2.2 The beginning of time 
 
The beginning of time is an initial starting point when no one under study has yet experienced 
the target event (Singer & Willett, 2003). In this study, the beginning of time is the client’s 
day of registration into mental health care. At this starting point, everyone in the population 
occupies the original state. Over time, as subjects move from the original state to the next 
state, they experience the target event. The distance from the beginning of time until event 
occurrence, or in other words, the timing of the transition from the original state to the next 
state is referred to as the event time (Singer & Willett, 1993). The aim is to “start the clock” 
when no one in the population has experienced the target event yet, but everyone is eligible to 
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do so. Thus, survival time (i.e., the duration of time until the target event happens) is starting 
at time zero. 
Survival analysis tolerates both balanced and unbalanced data (e.g., Hayes, Slater, & 
Snyder, 2008). Balanced data implies that the measurements are taken at fixed occasions. All 
subjects provide measurements for the same set of occasions, which are usually regularly 
spaced, for example once every year. When occasions are varying, in case of unbalanced data, 
a different number of measures are collected at different points in time for a varying number 
of subjects (Hox & Roberts, 2011). In this study, data are unbalanced, as a different number 
of measures are collected at different points in time for different clients (see the Method 
section). For both balanced and unbalanced data, survival time is starting at a common time of 
zero (i.e., the moment when clients start being at risk of dropping out of psychotherapy) as if 
all subjects enrolled in the study at the same time (Hox & Roberts, 2011), although the 
study’s beginning of time -registration into mental health care- can occur at any point in time. 
 
1.2.3 The metric for clocking time 
 
Once the beginning of time is identified, the units must be selected in which its passage will 
be recorded. This unit of time is in the literature among survival analysis referred to as the 
metric for clocking time. In other words, this is the measure for the time interval (e.g., 
seconds, minutes or years) between two instances at which the event can occur. Despite that 
almost each feature of survival analysis (e.g., parameter definition, model construction, 
estimation, and testing) depends on the chosen metric for time, research in the clinical 
psychology domain with the focus on this methodological feature is still missing. 
When you literally interpret the definition of metric for time, time is recorded 
according to the metric system, which consists of electromechanical base units including 
seconds for time. Nevertheless, earlier clinical studies in psychology using survival analysis 
often opted for a metric for time that did not consist of these electromechanical base units. For 
example, Hansen and Lambert (2003) chose for psychotherapy session to measure whether 
and when clients achieved a 50% recovery rate. Therefore, it can be stated that in survival 
analysis the metric for time could be any type of units in which time is recorded. 
In survival analysis, two definitions for the metric for clocking time can be 
distinguished. First, data can be measured in thin precise units, for example, in hours, days or 
sessions. Second, time can be measured in thicker intervals, for example, per quarter, year or 
therapy episode. The former is called continuous-time and the latter discrete-time (Singer & 
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Willett, 1993). In the literature it is recommended to limit the number of discrete-time periods 
in survival analysis (Singer & Willett, 2003). It is shown that particularly discrete-time 
survival methods (i.e., the proportional odds model) produce better outcomes when the data 
contain a small number (e.g., four) of time periods in which the event can occur (e.g., year; 
Ter Hofstede & Wedel, 1999) and this regardless of sample size. 
In this study, survival analysis is conducted on psychotherapy data with four different 
time metrics, which are obtained by combining a continuous and a discrete time metric with 
data on session and on day basis. A “discrete” session-period consists of 54 sessions and the 
maximum number of session-periods is 21. A “discrete” day-period consists of 91 days, 
which is about equal to a year quarter, and the maximum number of day-periods is 18. For the 
continuous time metric, the number of sessions (with a maximum of 1132) and the number of 
days (with a maximum of 1582) are used. Further, in the case of discrete-time methods only, 
this study investigates not only time-constant, but also time-varying factors affecting event 
occurrence. Table 1 provides an overview of the analyses conducted in this study. 
 
Table 1. 
An overview of the analyses conducted in the psychotherapy study 
 Proportional odds analysis 
(discrete-time) 
Proportional hazard analysis 
(continuous-time) 
 
Metric 
Time-constant 
predictors 
Time-constant 
and time-
varying 
predictors 
Time-constant predictors 
Session Analysis A Analysis B Analysis E 
Day Analysis C Analysis D Analysis F 
 
Discrete- versus continuous-time estimation. When setting up a study in which 
survival analysis is conducted, one must consider which metric for time is most appropriate to 
answer the research question(s). Some argue that the time to an event should be recorded in 
the smallest possible units that are relevant to the event of interest (Singer & Willett, 2003). 
However, no single metric is universally appropriate, and even different studies of the 
identical event might use different scales.  
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Since the 1972 publication of Cox’s seminal article on statistical models for lifetime 
data, a shift is notable from a discrete to a continuous time metric. Possibly the fact that 
researchers nowadays can usually record event occurrence more precisely is explaining this 
shift. The earliest descriptive methods for event occurrence (e.g., life-table methods) were 
developed for discrete-time data (Singer & Willett, 1993), while modern methods of analysis 
(i.e., the proportional hazard model) assume that time is recorded on a continuous scale. 
Nowadays, statistical packages routinely include procedures for fitting at least one type of 
model, either the discrete-time proportional odds model or the continuous-time proportional 
hazard model which is also known as Cox regression (Cox, 1992; Goldstein, Anderson, Ash, 
Craig, Harrington & Pagano, 1989). 
Discrete-time methods are more appropriate than continuous-time methods when 
event times are highly discretized, resulting in a problem referred to as ties (Cox & Oakes, 
1984). A tie is the phenomenon that two or more subjects in a study share an identical event 
time (are “tied”). With continuous-time data the probability for this phenomenon to occur is 
relatively small (Singer & Willett, 2003). Therefore, actual ties in continuous-time data are 
few. Ties that do occur in continuous-time data are usually treated as a methodological 
nuisance (Newsom, Jones & Hofer, 2013). The higher the probability of ties in the data, the 
more appropriate it is to handle the data as discrete-time data (Cox, 1992). For example, if a 
researcher studies whether and when high school students graduate, and when these students 
can graduate at only a small number of pre-set times during the year, a discrete-time metric 
would be more appropriate, because there would be relatively much ties in the data.  
 
1.2.4 Censoring 
 
If the event occurred in all subjects, many statistical methods, such as regression or analysis 
of variance, would be appropriate to relate the probability of therapy ending to time and to 
client characteristics (Willett & Singer, 1995). However, it is often the case that at the end of 
the data collection period some of the study subjects have not (yet) experienced the event of 
interest. Therefore, their true time to event is unknown. This typical issue encountered in 
survival analysis is called (right) censoring (Willett & Singer, 1995). The subject is censored 
in the sense that nothing is known or observed about that subject after the time of censoring. 
A censored subject may or may not experience the target event after the end of the period of 
data collection. 
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In contrast to common regression or analysis of variance, survival analysis is able to 
make use of censored observations and was designed specifically for event occurrence data 
where many subjects do not reach the event of interest (e.g., Greenhouse, Stangl & Bromberg, 
1989; Willett & Singer, 1995). In fact, censoring is an important factor because censoring 
influences the number of subjects that experience the target event, and changes the number of 
tied observations and hazard rates (Hertz-Picciotto & Rockhill, 1997). In the literature it is 
shown that particularly discrete-time survival methods yield better outcomes for conditions 
with a low censoring proportion (i.e., 20%; Colosimo, Chalita & Deme ́trio, 2000; Hess, 
2009). 
There are basically two different reasons for (right) censoring to happen: (1) some 
subjects will never experience the target event, and (2) other subjects will experience the 
event, but not during the study’s period of data collection (e.g., Streiner, 2013; Singer & 
Willett, 2003). The problem with censored data is that it is impossible to estimate a mean 
length of time to event, or any other statistic. Even though, censored subjects are an important 
subgroup of subjects, since some of them are the ones least likely to experience the event 
(Singer & Willett, 2003). Therefore, it is valuable that these subjects are taken into account in 
survival analysis as censored observations to tell something about event non-occurrence (e.g., 
Singer & Willett, 2003). 
Singer and Willett (2003) identified two factors that are related to the amount of 
censoring in a study: (1) the length of data collection, and (2) the rate at which events occur. 
If the period of data collection is sufficiently long and the event of interest occurs often, it is 
likely that most subjects will experience the event during the period of data collection and the 
sample will contain only a few censored cases. On the other hand, if data collection is 
curtailed by practical constraints or resources or the event of interests is rare, censoring will 
probably be widespread. In the current study it is expected that censoring is widespread as the 
length of time until the occurrence of dropping out of the first psychotherapy episode is 
expected to differ greatly per subject. 
Left vs. right censoring. Regarding censoring, a distinction is drawn between right 
censoring and left censoring. In right censoring, the event time is unknown because event 
occurrence is not observed. In left censoring, the event occurs (e.g., dropping out of therapy) 
but the beginning of the initial state is unknown (i.e., entry into mental health). In left 
censoring, the event time is unknown because the time of entry into the risk set is unknown 
(Cox & Oakes, 1984). There is only right censoring in this study as the starting moment (i.e., 
moment of registration into mental health care) is known for every subject. 
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1.2.5 Time-varying and time-constant predictors 
 
Another feature of survival analysis is that it is able to incorporate both time-constant and 
time-varying predictors in the model (Singer & Willett, 2003). Variables such as amount of 
social support and cognitive ability are expected to exhibit variability over time within 
individuals and are therefore time-varying variables. Age at the start of data collection and 
gender, on the other hand, are time-constant predictors that vary between individuals but do 
not change within individuals across the course of a study. Both types of predictors can have 
salient effects on the likelihood of event occurrence. Incorporation of time-varying predictors 
into the model allows researchers to examine how variability over time of these predictors 
contributes to the occurrence of the event. In order to include a time-varying predictor in a 
model, the predictor needs to be measured with at least the same periodicity as the events. 
Predictors in discrete-time models already meet this criterion (Hayes, Slater, & Snyder, 2008).  
 
1.3 Empirical evidence about therapy ending 
 
In spite of its relevance to current clinical psychology practice, no empirical evidence about 
therapy ending obtained from survival analysis is available. Especially clinical psychology 
studies on psychotherapy data is lacking in which survival analysis has been conducted and in 
which the main focus is on a methodological feature such as the metric for clocking time. 
 Studies in which survival analysis has been conducted on psychotherapy data, solely 
focused on the number of therapy sessions required to attain substantial improvement or 
recovery (e.g., Hansen & Lambert, 2003; Anderson & Lambert, 2001). These studies reported 
that a “dosage” of around 13 sessions was required to reach a 50% dose-response rate, in 
which “dose” is defined as a session of therapy and “response” as the measured change on a 
standardized outcome instrument. The returns of therapy of clients diminished as the 
psychotherapy duration substantially exceeded that number (Anderson & Lambert, 2001; 
Hansen & Lambert, 2003; Howard, Kopta, Krause & Orlinsky, 1986). Some of these studies 
also noted that the dose-response rates varied across client factors such as diagnosis (Howard 
et al., 1986; Kopta, Howard, Lowry & Beutler, 1994). For instance, Anderson and Lambert 
(2001) followed 75 clients attending outpatient therapy and tracked these clients on a weekly 
basis using the Outcome Questionnaire (Lambert et al., 1996). A survival analysis indicated 
that 11 psychotherapy sessions was the median time required to attain substantial 
improvement. After combining the data with the data from an earlier study of Kadera, 
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Lambert and Andrews (1996), it appeared that clients took eight more sessions to reach a 50% 
dose-response rate when they had higher levels of distress compared to clients with lower 
levels of distress. These substantial gains appeared to have been maintained at a six-month 
follow-up. 
 
1.4 Research questions and hypotheses 
 
The objective of this study is to evaluate discrete and continuous time metrics on session and 
day basis for investigating the (time-varying) factors affecting therapy ending in the first 
psychotherapy episode. In response to the lack of studies on the adoption of an appropriate 
metric for time when building survival models, this study aims to provide guidelines in this 
regard based on empirical evidence. This study focuses on (1) two time estimation methods 
(the proportional odds model and the proportional hazard model) and (2) four time metrics 
(session, session-period of thirty sessions, day and year-quarter). This study wants to address 
the following research questions: (1) what is the most appropriate definition for the metric for 
clocking time -continuous-time or discrete-time- when the target event is therapy ending in 
the first psychotherapy episode?, and (2) how do particular time-constant (and time-varying) 
predictors increase or decrease the probability of dropping out of the first psychotherapy 
episode?
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Section 2. Method 
 
2.1 Study sample 
 
The data for this study were taken from the electronic health record (EHR) of Antes, which is 
a mental health care institution specialized in psychotherapy and counselling of individuals 
with a severe psychiatric problem. A total of 8819 clients were utilized and data were 
gathered over a four-year period, from January 1!"  2012 until May 31!!  2017, from 
individuals living in and around the city of Rotterdam in the Netherlands. 
 
2.2 Study measurements 
 
This study evaluates four different time metrics, which are obtained by combining a 
continuous and a discrete time metric with data on session and on day basis. In discrete-time, 
a session-period consists of 54 sessions, with a maximum number of session-periods of 21, 
and a day-period consists of 91 days, which is about equal to a year quarter, with a maximum 
number of day-periods of 18. In this study a session is defined as a day on which contact took 
place -and is registered- between a therapist and a client.  
 
2.2.1 The dependent variable 
 
In this study, time is an object of study in its own right and the aim of the study is to know 
whether, and when, the target event occurs and how its occurrence varies as a function of 
predictors. Conceptually, then, time is an outcome. This outcome is composed of two parts: 
one is the time to event and the other is the event status, which records if the event of interest 
occurred or not. The dependent variable (and each time-varying predictor) is measured with 
the same periodicity as the chosen metric for time. 
 
2.2.2 Time-constant predictors 
 
The time-constant predictors of this study (see Table 2) include: 
• A set of demographic predictors, including (1) an age variable (Age; this variable is 
centered on its mean), which implies the clients’ age in years at the start of data 
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collection, (2) a gender indicator (Gender: 0 = male, 1 = female), (3) a variable which 
indicates whether the subject was born in The Netherlands or not (Netherlands: 0 = 
not born in The Netherlands, 1 = born in The Netherlands), and (4) a variable 
recording the year in which the client is registered into mental health care (Year of 
start; ranging from 2012 to 2016; this variable is centred on its mean). 
• Two dummy variables that categorize the type of the clients’ primary diagnosis 
according to the criteria of DSM-IV (0 = not diagnosed with the particular mental 
illness, 1 = diagnosed with the particular mental illness), including a variable that 
indicates whether the client is diagnosed with a substance use dependence disorder 
(Addiction: alcohol or drug dependence disorder). 
• Four dummy variables that represent one or more of the clients’ secondary diagnoses 
according to the criteria of the DSM-IV (0 = not indicated with the particular problem, 
1 = indicated with the particular problem), including a predictor that indicates whether 
there are (1) employment problems (Employment problems), (2) housing problems 
(Housing problems), (3) educational problems (Educational problems), and (4) 
financial problems (Financial problems). 
 
2.2.3 Time-varying HoNOS predictors 
 
The time-varying predictors are extracted from the items of a translated version of the 
HoNOS questionnaire (Health of the Nation Outcome Scales; Wing, Beevor, Curtis, Park, 
Hadden & Burns, 1998; see Appendix A and B). The HoNOS comprises four groups of two, 
three or four items, one for each latent factor (see Appendix A for the items, subscales and 
scoring of the HoNOS). The HoNOS items were rated on 5-point Likert scales ranging from 0 
(no problem) to 4 (severe to very severe problem). The measurement value of each predictor 
is the sum of the responses on the different items underlying the latent factor. These latent 
factors or predictors include an indicator of (1) behavioural problems (Problem behaviour), 
(2) social status (Social problems), (3) severity of symptoms (Problem symptoms) and (4) 
severity of impairment (Impairment problems). 
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2.3 Statistical analysis 
 
In order to investigate the occurrence of the timing of therapy ending in the first 
psychotherapy episode, survival analysis has been conducted. Particularly, this study deals 
with two time estimation methods of survival analysis: discrete- and continuous-time 
estimation. The proportional odds model is used for the discrete-time estimation and the 
proportional hazard model for the continuous-time estimation. Furthermore, this study pays 
attention to the use of two different time metrics for each time estimation method: session-
period (consisting of 54 sessions) and day-period (consisting of 91 days or a year quarter) for 
the proportional odds method and number of sessions and number of days for the proportional 
hazard analysis. Besides, as a factor to differentiate the use of time metrics in the proportional 
odds model, this study investigates not only time-constant, but also time-varying factors 
affecting event occurrence. In total, this study builds six final models (see Table 1 for an 
overview and Appendix C for the model formulas): 
• (model A) a discrete-time proportional odds model with a metric on session 
basis including only time-constant predictors, 
• (model B) a discrete-time proportional odds model with a metric on session 
basis including both time-constant and time-varying predictors, 
• (model C) a discrete-time proportional odds model with a metric on day basis 
including only time-constant predictors, 
• (model D) a discrete-time proportional odds model with a metric on day basis 
including both time-constant and time-varying predictors, 
• (model E) a continuous-time proportional hazard model with a metric on 
session basis including only time-constant predictors, 
• (model F) a continuous-time proportional hazard model with a metric on day 
basis including only time-constant predictors. 
The final models are obtained through stepwise model selection. Initially, each starting 
model included the following time-constant predictors: Age, Gender, Year of start, 
Netherlands, Financial problems, Educational problems, Employment problems, Housing 
problems, and Addiction. Besides, the models with a discrete metric on session and on day 
basis also included the following time-varying predictors: Problem behaviour, Social 
problems, Problem symptoms, and Impairment problems. In each step, the non-significant 
predictor that induces the smallest effect on Schwarz’s Bayesian Information Criterion (BIC; 
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Schwarz, 1978) is backwards eliminated from the model. This procedure is repeated until 
removing a predictor yields a substantial effect on BIC, which places a penalty—an 
increasing function of the number of estimated parameters in the model—on the fit of the 
model (i.e., model deviance). The BIC’s penalty discourages over fitting as a more complex 
model is only preferred over a simpler model when the increase in model fit associated with 
the former outweighs the increase in complexity. As such, a final model was created with the 
lowest possible BIC. 
Four strategies are used to facilitate interpretation of the results obtained from the final 
models: (1) parameter estimates, which describe the effect of a one-unit difference in the 
associated predictor on log hazard, are investigated; (2) the antilog, which is equal to the 
hazard ratio in continuous time estimation, is extracted from the raw parameters and the 
associated odds ratio1 is studied; (3) the goodness-of-fit of the different final models is 
estimated and interpreted in order to compare these models; and (4) fitted hazard functions 
and survivor functions in proportional odds analysis, and fitted cumulative hazard functions 
(see section 2.3.1) and survivor functions in proportional hazard analysis at selected values of 
predictors are graphically displayed. 
 
2.3.1 Estimating the hazard function, the survival function and the median lifetimes 
 
By fitting the final models, three summaries that are dependent on time are estimated, 
including the hazard function, the survival function and the median lifetimes. These 
summaries are key concepts in survival analysis for describing the distribution of event times 
(Singer & Willett, 2003). 
The hazard function. The discrete-time approach (i.e., the proportional odds method) 
facilitates examination of the shape of the hazard function, which is in sharp contrast with the 
continuous-time approach (i.e., the proportional hazard model). Indeed, in the continuous-
time approach the shape of the hazard function is ignored2 in favour of estimating only the 
                                                
1 An odds ratio (OR) is a measure of the association between an exposure and an outcome. The OR represents 
the odds that an outcome will occur given a particular exposure, compared to the odds of the outcome occurring 
in the absence of that exposure (Grimes & Schulz, 2008). 
2 The proportional hazard method is not non-parametric because it assumes that the effects of the predictor 
variables upon survival are constant over time and are additive. An estimate of the baseline function can be 
recovered by using non-parametric methods, such as logistic regression. Logistic regression can be used to 
predict the risk or probability for some event to occur (the baseline hazard function) based on a set of predictors. 
The logistic regression estimates are closely related to the Kaplan-Meier estimates of the survival function, with 
both estimates being closer to each other when the number of parameters in the model becomes large (Efron, 
1988). 
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shift parameters associated with covariates (the predictors) under the assumption of 
proportionality. Because inspection of the shape of the hazard function indicates when an 
event is most likely to occur and how these risks vary over time, descriptions of the shape of 
the hazard function are important for investigating the evolution of therapy ending in mental 
health care over time. 
The discrete-time hazard is the quantity used to assess the risk of event occurrence in 
each discrete time period. Denoted by h(𝑡!"), hazard is the probability that subject i will 
experience the event in period j given that the subject did not experience it in any earlier 
period (Singer & Willett, 2003). Because hazard represents the risk of event occurrence in 
each period among those in the risk set (i.e., those subjects eligible to experience the event), 
the hazard determines whether and when events occur. In discrete-time, the probability that 
the event will occur in the current period, given that it did not occur already, can be 
formulated as: 
 ℎ(𝑡!") = Pr  [𝑇! = j|𝑇! ≥ 𝑗 − 1], 
 
where T represents a random variable whose values 𝑇! indicate the period j in which subject i 
experiences the target event. The resulting set of discrete-time probabilities expressed as a 
function of time -ℎ(𝑡!")- is known as the discrete-time hazard function. 
Definitions between discrete-time and continuous-time hazard differ because the 
concept of probability falls apart for a continuous random variable like T. This is a 
consequence of the fact that if there exist an infinite number of instants when an event can 
occur, the probability that an event does occur at any particular instant must approach 0, as 
the units of time get finer. At the limit, in truly continuous time, the probability that T takes 
on any specific value 𝑡! has to be 0. This means that hazard can no longer be defined as a 
(conditional) probability, because it would be 0 at all values of 𝑡!. To develop a sensible 
definition of hazard, hazard should quantify risk at particular instants. Mathematically, risk 
can only be quantified by cumulating together instants to form intervals, which are so small 
that they can be thought of as instants.  
The continuous-time hazard function assesses the risk -for a particular time interval- 
that an individual who has not yet done so will experience the target event in the next time 
interval considered. In continuous-time, the moments are the infinite number of 
infinitesimally small instants of time that exist within any finite time period. Continuous-time 
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hazard is not a probability, but a rate, which assesses the conditional probability of event 
occurrence per unit of time. In continuous-time, hazard is formulated as: 
 ℎ(𝑡!") =    𝑙𝑖𝑚𝑖𝑡  !!  à  !    Pr  [𝑇!   is  in  the  interval  (𝑡! , 𝑡!   +   Δ𝑡)|𝑇! ≥ 𝑡!]∆𝑡 , 
 
where Δ𝑡 is the interval width and ℎ(𝑡!") is the collection of individual 𝑖’s values of hazard 
over time, which is the hazard function. 
 Donated by 𝐻(𝑡!"),  the cumulative hazard function assesses, at each point in time, the 
total amount of accumulated risk that individual 𝑖 has faced from the beginning of time until 
the present. Formally, at time 𝑡!, individual 𝑖’s value of cumulative hazard is defined as:  
 𝐻(𝑡!") = 𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛  𝑏𝑒𝑡𝑤𝑒𝑒𝑛  𝑡!  𝑎𝑛𝑑  𝑡!   [ℎ(𝑡!")], 
 
where the phrase “𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛  𝑏𝑒𝑡𝑤𝑒𝑒𝑛  𝑡!  𝑎𝑛𝑑  𝑡!” indicates that cumulative hazard totals 
the infinite number of specific values of ℎ(𝑡!") that exist between 𝑡!  and  𝑡!. Unlike the hazard 
function, which is difficult to estimate well in continuous time, the cumulative hazard 
function can be estimated using principles of the Kaplan-Meier method3.  
The survivor function. Another way of describing event occurrence is provided by 
the survivor function. This function cumulates the unique risks at event occurrence associated 
with each period or unit in time to assess the probability that a randomly selected individual 
will pass time period or time unit j (Singer & Willett, 2003). In other words, the survivor 
function is defined as the probability that a randomly selected individual does not experience 
the event in or before time period or time unit j. The fundamental difference in the definition 
across the discrete and continuous metrics is the specification of the random variable used to 
represent time, which must be discrete for the discrete-time method and continuous for the 
continuous-time method. Denoted by   𝑆(𝑡!"), the survival probability for subject i in time 
period or time unit j is formulated as: 
 
                                                
3 Kaplan-Meier estimates are obtained by: (1) dividing a finite period of time (e.g., survival time equal to the 
entire period of data collection) into continuous-time intervals, which are smaller units (e.g., continuous-time 
intervals of days or sessions), (2) computing the conditional probability of event occurrence in each interval; (3) 
multiplying the complements of these conditional probabilities together to estimate the survivor function; and (4) 
computing the negative log of the survivor function to estimate the cumulative hazard function (Singer & 
Willett, 2003). 
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𝑆(𝑡!") =   Pr  [𝑇! > j], 
 
where the set of survival probabilities, expressed as a function of time -S(t)-, is referred as the 
subject’s survivor function. In terms of the discrete-time method, 𝑇  represents a random 
variable whose values 𝑇! indicate the period j when subject i experiences the target event. In 
terms of the continuous-time method, 𝑇! indicates the precise instant when subject i 
experiences the target event. 
The median lifetime. Instead of the sample mean of event times, the median lifetime 
is estimated, because the data contains censored observations. The estimated median lifetime 
identifies that value of T for which the value of the estimated survivor function is .50. This is 
the point in time by which half of the sample has experienced the target event, and half has 
not. The median lifetime can be computed as: 
 
m + ! !! !  .!"! !! !  ! !!  !  ! 𝑚  +   1−𝑚 , 
 
where m represents the time interval when the sample survivor function is just above .50, 𝑆 𝑡!  represents the value of the sample survivor function in that interval, and 𝑆 𝑡!  !  !  
represents its value for the following interval. 
 
2.3.2 Maximum and partial maximum likelihood estimations 
 
As an estimation method, this study adopted the maximum likelihood method, which 
estimates population parameters by maximizing the likelihood that the sample data will be 
observed given the estimated values of these parameters (Singer & Willet, 2003). The 
likelihood function stands for the likelihood of observing the pattern of event occurrence or 
non-occurrence in a dataset. In the case of the discrete (logit) model, the log likelihood 
function is specified as follows: 
 𝐿𝐿 =    𝐸𝑉𝐸𝑁𝑇!"!"!!!!!!! log ℎ(𝑡!")   +    1− 𝐸𝑉𝐸𝑁𝑇!"   𝑙𝑜𝑔 1− ℎ(𝑡!") . 
 
The parameter estimates of the time indicators and the substantial predictors are used to 
compute the values of ℎ(𝑡!"), which maximize the LL function. For the continuous-time 
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model, which is a Cox regression, a more complicated partial maximum likelihood method is 
used (Singer & Willett, 2003). 
 
2.3.3 Goodness of fit comparison 
 
After building series of discrete and continuous models, the study examined model fit 
statistics. In particular, the study used the goodness-of-fit statistics based on the deviance 
statistic. Deviance quantifies how much worse the current model is in comparison to the best 
possible model you could fit, also known as the saturated model. The deviance statistic can be 
formulized as: 
 
Deviance = −2𝐿𝐿!"##$%&  !"#$% 
 
At the same time, the study also adopted the Akaike Information Criterion (AIC; Akaike, 
1973) and BIC (Schwarz, 1978). The AIC and BIC penalize the log-likelihood statistic for the 
number of parameters present in the model. The BIC statistic, however, also takes the total 
number of observed events into account. If a model has p parameters, the equations of AIC 
and BIC are as follows: 
 
AIC = Deviance + 2p 
 
BIC = Deviance + (ln(number of events) p)
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Section 3. Results 
 
3.1 Defining the event time 
 
Data exploration revealed that a relatively large number of clients had one or more gaps of 
one year or longer in between two consecutive sessions (i.e., days on which contact took place 
between a therapist and a client) within the entire psychotherapy trajectory (i.e., the period in 
between the day of registration into mental health care and the day of when the last registered 
session took place). In addition, psychotherapy ending and/or the reason for psychotherapy 
ending (e.g., the therapist determined the client as “recovered”, psychotherapy ending was the 
client’s own initiative, or data of the client about psychotherapy ending was lost through 
administrative error) were not registered. This was taken into account when defining the 
study’s survival time and target event.  
Since gaps of one year or longer are observed within the entire psychotherapy 
trajectory of many clients, the interests of this study is focussed on the duration of one 
psychotherapy episode. A client is considered within the same psychotherapy episode as long 
as there is no gap of one year or longer between two consecutive psychotherapy sessions 
within this trajectory. To make sure that the same episode is observed for each client, the 
interests of this study is focussed on the duration of the first psychotherapy episode. If there is 
only one psychotherapy episode for a client, this episode is considered as the first 
psychotherapy episode. The day on which the last registered session took place, before the 
gap of at least one year (i.e., 365 days) is considered as the end of the first psychotherapy 
episode (i.e., the event time). Since the data collection period lasts from January 1!"  2012 
until May 31!!  2017, the last event time is measured at or before May 31!!  2016, which is at 
one year before the end of the period of data collection. In all other cases, clients are labelled 
as censored cases.  
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3.2 Sample characteristics 
 
Data of all 8844 clients who filled in the HoNOS for at least one time were taken from the 
electronic health record of Antes. Among these clients, 25 clients only appeared in a single 
psychotherapy session (i.e., a day on which contact took place between a therapist and a 
client). These 25 clients were dropped from the analysis because survival analysis requires at 
least two data points. The final sample consisted of 8819 clients, whom 5668 (64.27%) 
expired the target event, the remaining 3151 (35.75%) were labelled as censored cases.  
A total of 13835 HoNOS were collected on the final sample. In all cases the 
questionnaire is filled in during a psychotherapy session. The number of completed 
questionnaires differs per client and ranges from 2 to 21. Besides, the moment and the time 
interval between the consecutive moments when the questionnaire was completed differ per 
client. Missing HoNOS observations before the scores of the first filled in HoNOS were 
imputed by replication of the scores of the first filled in HoNOS. Missing HoNOS 
observations after the scores of the first filled in HoNOS have been imputed by replication of 
the scores of the last filled in HoNOS.  
From Table 2, which contains characteristics of the final sample, it can be observed 
that the majority of clients in the sample are female and the mean age at the start of data 
collection (i.e., day of registration into mental health care) was 39.96. The majority are born 
in the Netherlands and/or suffer from problems with employment and almost half of the 
clients have financial problems.  
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Table 2. 
Sample characteristics 
Time constant predictor  
Age (mean/ sd) 
Gender 
  Male 
  Female 
Netherlands origin 
Problems with finance  
Problems with education  
Problems with employment  
Problems with housing 
Addiction 
Year of start  
  2012 
  2013 
  2014 
  2015 
  2016 
39.96 / 13.42 
 
2612 (29.62%) 
6207 (70.38%) 
7411 (83.91%) 
3972 (45.04%) 
618 (7.01%) 
4881 (55.35%) 
2245 (25.46%) 
3314 (37.58%) 
 
1225 (13.89%) 
2164 (24.54%) 
2469 (28.00%) 
2496 (29.44%) 
465 (5.27%) 
sd: standard deviation (n = 8819) 
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3.3 The distribution of censoring and event occurrence 
 
The distribution of event occurrence for the 3151 clients with known event times can be 
observed in the left panels of Figure 1 (see Table D1 and Table D2 in Appendix D for the 
corresponding life tables) and Figure 2, and the distribution of censoring for the 5668 clients 
with censored observations can be observed in the right panels of Figure 1 and Figure 2. The 
distribution of the number of session-periods in the first psychotherapy episode for both   
clients with known event times (top left panel of Figure 1) and the clients with censored 
observations (top right panel of Figure 1) is positively skewed; event occurrence and 
censoring is peaking in session-period 1 and declining thereafter. During the first two session-
periods, almost half of the clients with known event times (49.83%) already experienced the 
event during the first two session-periods, and the majority clients with censored observations 
(70.96%) where censored. When focussing exclusively on those clients who experienced the 
ending of the first psychotherapy, the mean first psychotherapy duration is 4.11 session-
periods. However, analysing only those clients who have actually experienced psychotherapy 
ending excludes the 5668 clients still in the first psychotherapy episode after the end of data 
collection.  
Similar to the distribution of the session-period metric, the distribution of the number 
of day-periods in the first psychotherapy episode is positively skewed when looking at event 
occurrence. However, this distribution is less skewed and more uniform in comparison to the 
distribution of the session-period metric. When looking at censoring status, the number of 
day-periods in the first psychotherapy episode is normal distributed. The highest peak in the 
censored data distribution is at 10 day-periods (i.e., year quarters or 2.50 years). The 
discrepancy in distributions between those with known event times and those with censored 
event times indicates that the clients with censored event times have the longest 
psychotherapy duration in days. Focussing on those clients who experienced the ending of the 
first psychotherapy, the mean first psychotherapy duration is 6.19 day-periods. In fact, the 
length of time in days-periods that the average client stays in the first psychotherapy episode 
must be greater than 6.19 because that estimate relies exclusively on data from those whose 
first psychotherapy episode ended relatively early.   
 Figure 2 presents the distribution of the number of continuous-time sessions (the top 
panels) and the number of continuous-time days (the bottom panels) in the first psychotherapy 
episode (left = event occurrence, right = censoring). From this figure it can be observed that 
the maximum event time is around 800 sessions (top right panel) and at around 1600 days 
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(bottom right panel). This figure makes it possible to examine whether there are moments of 
high risk of therapy ending in the data. Peaks in the distribution of the left panels of Figure 2 
point to such ‘risky’ periods: specific points in times where the first psychotherapy episode of 
relatively many clients ended. From the left panels of Figure 2 it can be observed that there 
are hardly any clear peaks in the data. In the top left panel of Figure 2, one peak is clearly 
visible which is located around 20 sessions, with event occurrence declining strongly after 
this period. In the bottom left panel of Figure 2 about the same trend is visible. In the first 200 
days, event occurrence increases, after which it declines again. Compared to the discrete time 
metrics, event occurrence and censoring clearly evolves more irregularly over time when 
using a continuous time metric.  
   
 
Figure 1. The top panels present the distribution of the number of session-periods (each 
period consists of 54 sessions) in the first psychotherapy episode and the bottom panels 
present the distribution of the number of day-periods (year quarters) in the first psychotherapy 
episode (left = event occurrence, right = censoring). 
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Figure 2. The top panels present the distribution of the number of sessions in the first 
psychotherapy episode and the bottom panels present the distribution of the number of days in 
the first psychotherapy episode (left = event occurrence, right = censoring).
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3.4. Survival analysis 
 
To answer the research question, six series of survival models were fitted (see Table 1 for an 
overview). These include four series of proportional odds models (models A-D), including 
two with a session-period metric (one period consists of 54 sessions; models A/B) and two 
with a day-period metric (day periods in terms of year quarters). The initial models resulting 
in final models A/C include only time-constant predictors and the in initial models resulting in 
the final models B/D include both time-constant and time-varying predictors. Besides, two 
series of proportional hazard models are fitted, including one on session basis (model E) and 
one on day basis (model F). 
Each of the six initial models consisted of the time-constant predictors Gender, Age, 
Housing problems, Employment problems, Educational problems, Financial problems, 
Netherlands, and Addiction (see Section 2.2.2 and Appendix A for a description of the time-
constant predictors). Besides, all initial models with a session-period or a session metric 
(models A/B/E) also included the time-constant predictor Year of start. Including Year of start 
in the initial models with a day-period or a day metric (models C/D/F) yielded insignificant 
parameter estimates for the time indicators, which indicate the form of the baseline hazard. 
Excluding the Year of start predictor yielded significant parameter estimates associated with 
the time indicators for these models. Therefore, it is decided to exclude Year of start from the 
initial models with a day-period or a day metric. Further, one of the two initial proportional 
odds models with a session-period metric (model B) and one of the two initial proportional 
odds models with a day-period metric (model D) also included the time-varying predictors 
Social problems, Problem symptoms, Problem behaviour and Impairment problems (see 
Section 2.2.3 and in Appendix A/B for a description of the time-varying predictors). 
In the remainder of this section, first, all significant parameter estimates associated 
with the proportional odds models (models A-D) will be reported and some of these effects 
will be graphically displayed (Section 3.4.1). Subsequently, all significant parameter 
estimates associated with the proportional hazard models (models E/F) will be reported and 
some of these effects will be graphically displayed (Section 3.4.2). Finally, differences 
between the results of fitting the six survival models will be discussed (Section 3.4.3).  
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3.4.1 The discrete-time proportional odds analyses 
 
3.4.1.1 Parameter estimates 
 
Parameter estimates associated with the time indicators. Table 3 presents the estimates of 
the time indicators 𝐷!  through 𝐷!"  for models A/B on session-period basis, and Table 4 
presents the estimates of the time indicators 𝐷!  through 𝐷!"  for models C/D on day-period 
basis. As a group, the time indicator estimates are maximum likelihood estimates of the 
baseline logit hazard function (Singer & Willett, 2003). The value and sign of the coefficients 
for the indicators describe the shape of the (logit) hazard function and tell us whether the risk 
of event occurrence increases, decreases, or remains steady over time. From Table 3 it can be 
observed that the values and signs of the estimates for models A/B are about the same. Values 
start far below 0, go to values near 0 and eventually –in the last two periods– values become 
larger than 0. This indicates that the risk of therapy ending in the first psychotherapy episode 
increases steady over time. The values and signs of the estimates for models C/D (see Table 
4) exhibit about the same pattern as the values and signs of the estimates for models A/B. 
Their values start far below 0 and go to values near -1.00. From both Table 3 and 4 it can be 
observed that the standard error increases over time, which indicates that the preciseness of 
the measurement of the risk of event occurrence decreases over time. This is because in each 
period subjects drop out of the risk set and thus the estimate for the hazard is based on a 
smaller sample size, which makes the estimate less precise. 
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Table 3. 
An overview of model parameters, asymptotic standard errors and odds ratios of the time 
indicators for models A/B (n = 8819, number of events = 3151) 
 Model A Model B 
Period  β SE OR β SE OR 𝐷! -4.62*** 0.09 0.01 -4.46*** 0.09 0.01 𝐷! -4.23*** 0.09 0.01 -4.06*** 0.09 0.02 𝐷! -4.02*** 0.09 0.02 -3.84*** 0.10 0.02 𝐷! -3.50*** 0.09 0.03 -3.31*** 0.10 0.04 𝐷! -3.39*** 0.10 0.03 -3.18*** 0.11 0.04 𝐷! -3.20*** 0.11 0.04 -3.00*** 0.12 0.05 𝐷! -3.02*** 0.12 0.05 -2.80*** 0.13 0.06 𝐷! -2.97*** 0.14 0.05 -2.76*** 0.14 0.06 𝐷! -2.62*** 0.14 0.07 -2.40*** 0.14 0.09 𝐷!" -2.44*** 0.15 0.09 -2.22*** 0.16 0.11 𝐷!! -2.19*** 0.16 0.11 -1.97*** 0.17 0.14 𝐷!" -2.10*** 0.18 0.12 -1.87*** 0.18 0.15 𝐷!" -1.98*** 0.20 0.14 -1.75*** 0.20 0.17 𝐷!" -1.49*** 0.20 0.23 -1.24*** 0.21 0.29 𝐷!" -1.71*** 0.25 0.18 -1.44*** 0.26 0.24 𝐷!" -1.30*** 0.26 0.27 -1.04*** 0.26 0.35 𝐷!" -1.55*** 0.32 0.21 -1.33*** 0.32 0.26 𝐷!" -1.17*** 0.34 0.31 -0.96**  0.34 0.38 𝐷!" -0.87*   0.40 0.42 -0.61  0.40 0.54 𝐷!" 0.05  0.48 1.05 0.34 0.49 1.40 𝐷!" 2.17*   1.09 8.76 2.54*   1.10 12.68 
Significant codes:  ‘***’ p < .001, ‘**’ p < .010, ‘*’ p < .05, ‘’ p ≥ .05  β: Parameter estimate; SE: standard error; OR: odds ratio  
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Table 4. 
An overview of model parameters, asymptotic standard errors and odds ratios of the time 
indicators for models C/D (n = 8819, number of events = 3151) 
 Model C Model D 
Period  β SE OR β SE OR 𝐷! -2.81*** 0.06 0.06 -3.32*** 0.07 0.04 𝐷! -2.68*** 0.06 0.07 -3.00*** 0.06 0.05 𝐷! -2.96*** 0.06 0.05 -3.25*** 0.07 0.04 𝐷! -3.13*** 0.07 0.04 -3.44*** 0.07 0.03 𝐷! -3.00*** 0.07 0.05 -3.28*** 0.07 0.04 𝐷! -3.12*** 0.08 0.04 -3.38*** 0.08 0.03 𝐷! -3.30*** 0.09 0.04 -3.57*** 0.09 0.03 𝐷! -3.58*** 0.10 0.03 -3.85*** 0.11 0.02 𝐷! -3.07*** 0.09 0.05 -3.32*** 0.09 0.04 𝐷!" -3.16*** 0.10 0.04 -3.42*** 0.10 0.03 𝐷!! -3.10*** 0.10 0.05 -3.35*** 0.11 0.04 𝐷!" -2.85*** 0.10 0.06 -3.11*** 0.11 0.04 𝐷!" -2.65*** 0.11 0.07 -2.91*** 0.11 0.05 𝐷!" -2.37*** 0.11 0.11 -2.62*** 0.12 0.07 𝐷!" -1.84*** 0.11 0.16 -2.09*** 0.11 0.12 𝐷!" -1.37*** 0.12 0.25 -1.60*** 0.12 0.20 𝐷!" -0.78*** 0.15 0.46 -1.00*** 0.15 0.36 
Significant codes:  ‘***’ p < .001, ‘**’ p <. 010, ‘*’ p < .05, ‘’ p ≥ .05  β: Parameter estimate; SE: standard error; OR: odds ratio  
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Parameter estimates associated with the substantive predictors. Tables 5 and 6 
present the parameter estimates, asymptotic standard errors and odds ratios (i.e., hazard ratios) 
for predictors (top panels) and model fit (bottom panels) associated with the final proportional 
odds models with a session-period metric (models A/B) and with a day-period metric (models 
C/D), including time-constant predictors only (models A/C) and both time-constant and time-
varying predictors (models B/D; see Table 1 for an overview). The parameter estimates assess 
and summarize predictors’ additive effect –in terms of a one-unit difference in the predictor– 
on log hazard, after controlling for all other predictors in the model. The odds ratios (the 
antilog; computed as 𝑒(!"#$$%!%#&')) of the coefficient can be interpreted as a hazard ratio, 
which is the ratio of hazard functions that correspond to a unit difference in the value of the 
associated predictor. 
From Tables 5 and 6 it can be observed that each final proportional odds model 
incorporates the predictors Age and Gender and in each model they take on about the same 
odds ratio (𝑒!.!" = 1.01 for Age and 𝑒!!.!" = 0.87 for Gender). The predictors’ effect of an 
one-unit difference in Age on hazard is estimated to be 1.01, indicating that with each extra 
year in age at the moment of registration into mental health care (i.e., start of data collection), 
the odds of dropping out of psychotherapy increases with 1%. After exponentiation of the 
coefficient for Gender, it can be concluded that the estimated odds of the ending of the first 
psychotherapy episode are approximately 13% smaller for females in comparison with males, 
and this irrespective of the session-period considered (i.e., proportionality assumption). 
Other predictors incorporated in the models with a session-period metric (models A/B) 
are Year of start, Housing problems, and Addiction. At every session-period during the first 
psychotherapy episode, the estimated odds of dropping out of the first psychotherapy episode 
are estimated to be 3.44 times larger each year later of registration into mental health care (𝑒!.!" = 3.44). For Housing problems the odds ratio is 0.57 in model A and 0.63 in model B, 
implying that clients with housing problems have a lower hazard of therapy ending (i.e., about 
40% decrease) than clients without housing problems. For Addiction the odds ratio is . 74 (𝑒!!.!" = .74), which indicates that clients diagnosed with substance use dependence have a 
lower hazard of therapy ending –and thus longer stay in therapy– compared to clients not 
diagnosed with substance use dependence. For the time-varying predictors Social problems 
and Problem behaviour (model B) the odds ratio is 0.95 (Social problems) and 0.96 (Problem 
behaviour), which implies that the hazard of therapy ending is lower for clients with problem 
behaviour and social problems than for clients without these problems. According to Chen, 
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Cohen and Chen (2010), an odds ratio of the magnitudes associated with Year of start in 
models A/B represents a medium effect. Each other predictors incorporated in the 
proportional odds models (models A-D) represent a small effect.  
As a summary, when time is measured with a session-period metric, males who are 
older, who started later in time with psychotherapy, who are not diagnosed with substance use 
dependence, who are not indicated with housing problems, social problem and/or problem 
behaviour have the highest hazard probability (i.e., the probability of experiencing the ending 
of their first psychotherapy episode in a period, under the condition that they did not already 
experienced the ending of the first psychotherapy episode in a previous period) and the lowest 
survival probability (i.e., the probability that a client will past a session-period without 
experiencing the ending of the first psychotherapy episode). In contrast, younger females, 
who started earlier with psychotherapy, who are diagnosed with substance use dependence, 
who are indicated with housing and social problems and problem behaviour are associated 
with the lowest hazard probability and the highest survival probability; they are predicted to 
have the longest psychotherapy duration. 
When comparing the final proportional odds model with a day metric excluding time-
varying predictors (model C) to the final proportional odds model with a day metric including 
time-varying predictors (model D), it can be noticed that there are differences in statistical 
significance of some predictors. The predictor Housing problems is present in model D, 
whereas it is missing in model C; Addiction is present in model C, whereas it is missing in 
model D. Results obtained from fitting model C revealed that males who are older in age and 
who are not diagnosed with addiction have the highest hazard probability and the lowest 
survival probability; younger females who are diagnosed with addiction were associated with 
the lowest hazard probability and the highest survival probability. Results obtained from 
fitting model D revealed that males who are older in age, who are not indicated with housing 
problems and who score higher on the items underlying the factors Problem behaviour and 
Problem symptoms of the HoNOS questionnaire were associated with the highest hazard 
probability, whereas younger females with housing problems but less Problem behaviour and 
Problem symptoms have the lowest hazard probability of therapy ending. Each predictor 
incorporated in models C/D represents a small effect. 
Finally, when comparing the discrete session-period (models A/B) to the discrete day-
period (models D/C) metric, several differences are observed. In particular, differences in 
statistical significance of some predictors and in the magnitude of the parameter estimates 
associated with these predictors. The coefficient for Housing problems and Addiction is lower 
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in (absolute) value in models C/D in comparison to models A/B, indicating that these 
predictors represent a larger effect when time is measured with a session-period metric in 
comparison to when it is measured with a day-period metric. Besides, Problem symptoms is 
present when time is measured with a day-period metric (model D), while it is missing when 
time is measured with a session-period metric (model B). The reverse is true for Social 
problems. 
 
Table 5. 
An overview of model parameters, asymptotic standard errors and odds ratios of the 
predictors for models A/B (n = 8819, number of events = 3151) 
 Model A Model B 
 𝛽 SE OR 𝛽 SE OR 
Time-constant predictors       
Year of start 1.23*** 0.03 3.42 1.24*** 0.03 3.46 
Gender -0.15*** 0.05 0.86 -0.14** 0.05 0.87 
Housing problems -0.56*** 0.05 0.57 -0.47*** 0.05 0.63 
Age 0.01*** 0.00 1.01 0.01*** 0.00 1.01 
Addiction -0.30*** 0.05 0.74 -0.31*** 0.05 0.73 
Time-varying predictors       
Problem behaviour    -0.04*** 0.01 0.96 
Social problems    -0.05*** 0.01 0.95 
Goodness-of-fit 
Deviance 15273 15210 
n parameters 26 28 
AIC 15324.57 15266.35 
BIC 15534.03 15491.92 
Significant codes:  ‘***’ p < .001, ‘**’ p <. 010, ‘*’ p < .05, ‘’ p ≥ .05  β: Parameter estimate; SE: standard error; OR: odds ratio  
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Table 6. 
An overview of model parameters, asymptotic standard errors and odds ratios of the 
predictors for models C/D (n = 8819, number of events = 3151) 
 Model C Model D 
 𝛽 SE OR 𝛽 SE OR 
Time-constant predictors       
Gender -0.14*** 0.04 0.87 -0.12** 0.04 0.89 
Housing problems    -0.15*** 0.04 0.86 
Age 0.01*** 0.00 1.01 0.01*** 0.00 1.01 
Addiction -0.12** 0.04 0.89    
Time-varying predictors       
Problem behaviour    0.04*** 0.01 1.04 
Problem symptoms    0.11*** 0.01 1.12 
Goodness-of-fit 
Deviance 25208 24313 
n parameters 20 22 
AIC 25247.62  24356.85 
BIC 25430.88 24558.29 
Significant codes:  ‘***’ p < .001, ‘**’ p <. 010, ‘*’ p < .05, ‘’ p ≥ .05  β: Parameter estimate; SE: standard error; OR: odds ratio  
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3.4.1.2 Plots of within-group sample functions 
 
To give a graphical representation of the course of event occurrence, the estimated hazard 
(left panels) and survivor function (right panels) for the proportional odds model with a 
session-period metric including time-varying predictors (model B) are displayed in Figure 3, 
and for the proportional odds model with a day-period metric including time-varying 
predictors (model D) in Figure 4. In Figure 3, the functions are presented for all combinations 
of the predictors Addiction, Housing problems and Gender: for groups of clients diagnosed 
(blue curve) or not diagnosed (red curve) with addiction disorder, with (dotted curve) or 
without (solid curve) housing problems, and females (thick curve) and males (thin curve). In 
Figure 4, the functions are presented for both combinations of the predictors Housing 
problems and Gender: for groups with (dotted curve) or without (solid curve) housing 
problems, and females (thick curve) and males (thin curve). In order to reduce clutter, no 
attention is paid to the polytomous or ordinal predictors Year of start, Age, Social problems 
and Problem behaviour in model B, and Age, and Problem symptoms and Problem behaviour 
in model D. Note that these predictors also have the smallest parameter estimates (in absolute 
value). 
The discrete-time survival analysis involves a proportionality assumption. This 
assumption implies that the logit-hazard profiles for all possible values of the predictors 
share a common shape and are parallel to each other; the profiles are shifted only vertically 
for different values of the predictors. Examining the shape of the within-group hazard 
functions in the left panel of Figure 3, a strong similarity between these functions can be 
found. The precise locations of the peaks and troughs are equal across groups (i.e., predictor 
values) and their relative temporal positions are similar—a trough between period 7 and 
period 8, and a peak at the “end of time”. This is the pattern of the baseline hazard. The effect 
of a predictor in a model is that the baseline hazard is shifted up- or downward. The upper 
four curves (solid curves) point to clients with housing problems and the bottom four curves 
(dotted curves) point to clients without housing problems. This indicates that Housing 
problems has a larger effect in comparison to Addiction and Gender, with clients without 
housing problems having a larger hazard probability compared to clients with housing 
problems. Males not diagnosed with addiction disorder and without housing problems are 
treated as a baseline group (thick blue solid curve). They have the highest hazard function, 
whereas females diagnosed with addiction disorder and indicated with a housing problem 
have the lowest hazard function. 
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The right panel of Figure 3 presents the survivor function for each group of clients. 
The survivor function cumulates hazard –or more precisely, the complement of hazard– 
across all previous time periods. Within-group survivor functions are summaries of the 
predictors’ compounded effects. The group with the highest hazard function –the group with 
the greater probability of event occurrence– has the lowest survivor function –the lower 
probability of survival (i.e., staying in psychotherapy). At the end of the 21st period, it is 
estimated that 5% of the females diagnosed with addiction and with housing problems (dotted 
thin red curve) are still in psychotherapy, whereas this is true for 3% of the males diagnosed 
with addiction and with housing problems (dotted thick red curve). 
The curves in the left panel of Figure 4 clutter because the direction and size of the 
effects Housing problems and Gender on hazard in model D are about the same (see Table 6). 
The shape of the baseline hazard begins high with a peak at period 3, steadily decreases 
between period 3 and period 4, stays almost uniform in between period 4 and period 14, and 
then increases steadily. At the end of the 17th period, it is estimated that 13% of the females 
with housing problems (dotted thin curve) are still in psychotherapy; this is true for 11% of 
the females without housing problems (solid thin curve), for 11% of the males with housing 
problems (dotted thick curve), for 8% of the males without housing problems (solid thin 
curve) and for 8% of males with housing problems (solid thick curve). Another perspective on 
the divergent careers of the different groups comes from a comparison of the estmated median 
liftimes: the median lifetime clutters at around 1.20 session-period for each group. 
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Figure 3. Predicted hazard (left panel) and survivor (right panel) function for model B for all 
combinations of Gender (females = thick curve; males = thin curve), Housing problems 
(without = solid line; with = dotted line) and Addiction (diagnosed without = blue curve; 
diagnosed with = red curve), after controlling for the other variables in the model. 
 
    
Figure 4. Predicted hazard function (left panel) and survivor function (right panel) for model 
D for all combinations of Gender (females = thick curve; males = thin curve) and Housing 
problems (without = solid line; with = dotted line), after controlling for the other variables in 
the model. The estimated median lifetimes for both genders can be read off from the right 
panel by checking where each curve hits the survival value of .50  (indicated by a dashed 
line). 
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3.4.2 Continuous-time proportional hazard model models 
 
3.4.2.1 Parameter estimates 
 
Results from fitting the proportional hazard model with a session metric (model E) revealed 
that clients without housing (𝑒!!.!! = 0.45) and employment problems (𝑒!!.!" = 0.77) who 
started psychotherapy later (𝑒!.!" = 1.21) are associated with the highest hazard probability. 
Thus, when time is measured in continuous sessions, clients with housing and employment 
problems who started psychotherapy earlier are predicted to have the longest predicted first 
psychotherapy episode duration. Year of start represents a medium effect and each other 
predictor in the model represents a small effect. Results obtained from fitting the proportional 
hazard model with a day metric (model F) revealed that males highest in age have the longest 
predicted first psychotherapy episode duration. Gender and Age both represent a small effect. 
One difference in the magnitude of the parameter estimates between the discrete and 
continuous survival methods is that the coefficient of Year of start in the proportional hazard 
model E with a session metric is lower in comparing to the proportional odds Models A/B 
with a session metric. Besides, Employment problems is not present in the proportional odds 
models with a session metric (models A/B), whereas it is present in the proportional hazard 
model with a session metric (model E). 
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Table 7. 
An overview of model parameters, asymptotic standard errors and odds ratios of the 
predictors for models E/F (n = 8819, number of events = 3151) 
 Model E Model F 
 𝛽 SE OR 𝛽 SE OR 
Time-constant predictors      
Year of start 0.19*** 0.02 2.5    
Gender    -0.13*** 0.04 0.88 
Housing problems -0.55*** 0.04 0.58    
Age    -0.00*** 0.00 1.00 
Employment problems -0.23*** 0.04 0.79    
Goodness-of-fit 
Deviance 44562.81 52548.20 
n parameters 3 2 
AIC 44568.81 52552.2 
BIC 44586.97 52564.31 
Significant codes:  ‘***’ p < .001, ‘**’ p < .010, ‘*’ p < .05, ‘’ p ≥ .05  β: Parameter estimate; SE: standard error; OR: odds ratio  
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3.4.2.2 Plots of within-group sample functions 
 
Predicted hazard (left panel) and survivor functions (right panel) are displayed for model E 
(Figure 5) and model F (Figure 6). In order to reduce clutter, Figure 5 focuses attention on 
Housing problems (without = purple curve; with = green curve) and Employment problems 
(without = solid curve; with = dotted curve) and Figure 6 focuses on Gender (male = purple 
curve; female = green curve). Coupled with the results in Table 7, Figures 5 and 6 provides 
compelling evidence about the effects of the predictors on the risk of dropping out of 
psychotherapy. From Figure 5 it can be observed that, controlling statistically for the effects 
of all other predictors in model E, clients not indicated with housing and educational problems 
(purple solid curve) cumulate hazard the fastest, implying that they have the highest risk of 
therapy ending (see the left panel). As a consequence, they also have the lowest survivor 
function (right panel of Figure 5). In contrast, clients indicated with housing and employment 
problems (green dotted curve) have the lowest hazard function (see left panel of Figure 5) and 
the highest survival function (see right panel of Figure 5), implying these clients are the ones 
with the longest predicted psychotherapy duration. 
 From the right panel of Figure 5 it can be observed that the median lifetime (i.e., the 
point at which the survivor function equals .50, indicated by the dashed line) for the group of 
clients withoud housing and employment problems is aroud fivehunderd days, wheareas the 
median life time for the group of clients with housing and employment problems is around 
sevenhundred days, implying the later groups stays longer in therapy in terms of number of 
sessions. 
From Figure 6 it can be observed that, controlling statistically for the effects of all 
other predictors in model F, males (purple curve) cumulate hazard the fastest (see left panel) 
and have the lowest survivor function (see right panel). In contrast, females (green curve) 
have the lowest hazard function and the highest survival function. The latter group are the 
ones with the longest predicted psychotherapy duration as indicated by the larger median 
lifetime for females. 
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Figure 5. Predicted hazard function (left panel) and survivor function (right panel) for model 
E, obtained after controlling for the effects of Year of start, for all possible combinations of 
Housing problems (without = purple curve; with = green curve) and Employment problems 
(without = solid curve; with = dotted curve). The estimated median lifetimes for all 
combinations of predictors can be read off from the right panel by checking where each curve 
hits the survival value of .50  (indicated by a dashed line). 
 
   
Figure 6. Predicted hazard function (left panel) and survivor function (right panel) for model 
F, obtained after controlling for the effects of Age, for Gender (males = purple curve; females 
= green curve). The estimated median lifetimes for both genders can be read off from the right 
panel by checking where each curve hits the survival value of .50  (indicated by a dashed 
line). 
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3.4.3 A comparison between the results of the final six survival models 
  
Table 8 presents an overview of the direction and size of the effects of all predictors included 
in the six final survival models. Focussing on the session metric (models A/B/E), it can be 
observed that the effect of Year of start is medium positive in each model, regardless the type 
of method, whereas this effect was not found in each model with a day metric (models 
C/D/F). Except for the direction and size of the effect, the same accounts for the effect of 
Housing problems. The effect of Housing problems is small negative when time is measured 
on session basis (models A/B/E) regardless the type of method, whereas this effect was not 
found when time is measured on day basis (models C/D/F). These are the two most notable 
differences between the models with a session metric (models A/B/E) and with a day metric 
(models C/D/F). Other differences between the models with a session and day metric are that 
the effect of Problem behaviour is small and negative when time is measured on session basis 
(model B), whereas it is small and positive when time is measured on day basis (model D). 
Also for Problem symptoms (small positive effect in model D and no effect in model B) and 
Social problems (small negative effect in model B and no effect in model D) differences 
between both discrete metrics exist. Focussing on the type of method, Age appeared to have a 
small positive effect when fitting each model, except for the proportional hazard model with a 
session metric (model E). 
When comparing the continuous session (model E) to the continuous day (model F) 
metric, several differences are observed. In particular, large differences in statistical 
significance of predictors are observed. As mentioned before, the effect of Year of start is 
medium positive and the effect of Housing problems is small negative when time is measured 
in continuous sessions (model E), whereas these effects were not found when time is 
measured in continuous days (model F). Besides, the effect of Employment problems is small 
negative when time is measured in continuous sessions (model E), whereas this effect was not 
found when time is measured in continuous days (model F). In contrast, the effect of Gender 
is small negative and the effect of Age is small positive when time is measured in continuous 
days (model F), whereas these effects were not found when time is measured in continuous 
sessions (model E). 
Finally, comparing proportional odds (models A-D) to proportional hazard (models 
E/F) models, it appeared that Addiction is significant in both proportional odds models with a 
session-period metric (models A/B) and in the proportional odds model with a day-period 
metric excluding time-varying predictors (model C), whereas this effect is missing in both 
 40 
proportional hazard models (models E/F). In contrast, as mentioned before, Employment 
problems is not present in the proportional odds models with a session metric (models A/B), 
whereas it is present in the proportional hazard model with a session metric (model E). In 
conclusion, different results were found between proportional odds and proportional hazard 
models and among different time metrics within the same time estimation method. 
 
Table 8. 
Overview of the direction and size of the effects of all predictors included in the six final 
survival models on event occurrence 
Type of method   
Proportional odds models 
Proportional hazard 
models 
Type of metric  Session period Day period Session Day 
 Model A Model B Model C Model D Model E Model F 
Time-constant predictors       
Year of start ++ ++ 0 0 ++ 0 
Gender - - - - 0 - 
Housing problems - - 0 - - 0 
Age + + + + 0 + 
Employment problems 0 0 0 0 - 0 
Addiction - - - 0 0 0 
Time-varying predictors       
Problem behaviour (0) - (0) + (0) (0) 
Problem symptoms (0) 0 (0) + (0) (0) 
Social problems (0) - (0) 0 (0) (0) 
-: Small negative effect; +: small positive effect; ++: medium positive effect; 0: no effect; (0) 
effect not tested in this model.
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Section 4. General discussion 
 
This study aimed to provide empirical evidence in response to the lack of studies on the 
adoption of an appropriate time estimation and metric when building survival models on 
psychotherapy data. To this end, this study focused on two time estimation methods (discrete 
and continuous time estimation) and within these methods, on two time metrics (session and 
day). Besides, this study included not only time-constant but also time-varying factors 
affecting event occurrence. Through backwards predictor elimination based on the BIC, this 
study constructed one final model for each time estimation/metric. To identify potential 
differences between models, this study examined the magnitudes and statistical significance 
of the parameter estimates associated with the predictors. 
 
4.1 Discussion of the results 
 
The study showed different statistical significance of some predictors. These differences were 
found not only between proportional odds and proportional hazard models (i.e., discrete 
versus continuous time estimation), but also between different time metrics (i.e., day versus 
session) within the same time estimation method. The resulting discrepancies strongly suggest 
that researchers need to be careful when choosing an appropriate time estimation method and 
time metric for survival analyses. Indeed, adopting a different time estimation method/metric 
may mask the effect of some predictors. 
In this study, the exact day and session when the first psychotherapy episode came to 
an end was known, at least for the non-censored subjects. Data exploration revealed that, 
regardless of the continuous-time metric, the data consist of hardly any tie, meaning that there 
are no specific sessions or days in time when the first psychotherapy episode frequently 
comes to an end. Measured at continuous session and day level, the event occurred at an 
irregular basis and in alternating quantities over time during the first psychotherapy episode, 
what makes the data unsuitable for discretizing it. In this condition, discretization of a 
continuous-time metric would yield a metric that would be too coarse to measure the actual 
effects of the predictors on event occurrence. In the results this can be noticed to look at the 
effect of Addiction, which is significant in the proportional odds models (models A/B/C), 
whereas it is missing in proportional hazard models (models E/F). Besides, Employment 
problems, is not present in the proportional odds models with a session metric (models A/B), 
whereas it is present in the proportional hazard model with a session metric (model E). 
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Therefore, in terms of the model comparison between the proportional odds model and the 
proportional hazard model, the findings of this study supported the use of proportional hazard 
models. This conclusion is in line with Singer & Willett (2003) who argue that the time to an 
event should be recorded in the smallest possible units that are relevant to the event of 
interest. In order to choose between the appropriateness of the day and the session metric, one 
must consider which metric for time is most relevant to answer the study’s research 
question(s). 
 The most important results of this study are that when time is measured in sessions, 
Year of start has a medium positive effect, Housing problems has a small negative effect and 
Employment problems has a small negative effect on the occurrence of therapy ending in the 
first psychotherapy episode. This indicates that, when time is measured in sessions, clients 
who started in a later year with psychotherapy and who are indicated with housing and 
employment problems are expected to have the longest psychotherapy duration and vice 
versa. The positive effect of Year of start on the occurrence of therapy ending in the first 
psychotherapy episode could be explained by, for example, the improvement of the mental 
health care or government spending cuts on mental health care during the period of the data 
collection. The negative effects of Housing problems and Employment problems on the 
occurrence of therapy ending in the first psychotherapy episode could be explained by the fact 
that people would feel less stressed when they have accommodation for an indefinite period 
of time and have a job, which might promote their recovery. On the other hand, when time is 
measured in days, Gender has a small negative and Age has a small positive effect on the 
occurrence of therapy ending in the first psychotherapy episode, indicating that females, older 
in age, are expected to have the longest psychotherapy duration. The effect of Gender on the 
occurrence of therapy ending in the first psychotherapy episode could be explained by the fact 
that females generally cope with higher levels of distress in comparing to males (e.g., Thoits, 
1991; Piccinelli & Simon, 1997), which might work against their recovery.  
 
4.2 Practical implications  
 
It is plausible that session is a more relevant metric for time to measure the duration of 
psychotherapy in comparison to the day metric, because psychotherapy is often financially 
funded per session. However, the method of funding can vary. For example, it is possible to 
finance clinical progress, regardless of the number of sessions needed to achieve clinical 
progress. Though, also in this case it is relevant to know the predicted duration of 
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psychotherapy in sessions in order plan the availability of trained therapist. When focusing on 
the results of fitting the proportional hazard model on continuous session basis (model E), it is 
noticeable that each effect (Year of start, Housing problems and Employment problems) says 
something about the context of the client, and not about the content of the problem of the 
client (e.g., the severity of the symptoms, or the type of diagnosis). A practical implication for 
the results of this study is that in the treatment of clients more focus should be placed on these 
contextual factors, in order to prevent possible long-term treatment. 
 
4.3 Limitations and suggestions for further studies 
 
A methodological limitation of this study is the lack of the use of basic data analytic tools, 
such as searching for nonlinearity in or interactions between predictor effects. Rather, the 
proportional-hazard assumption was accepted as fact, and there is simply searched for 
predictors that had a “statistically significant” association with hazard. Further study is needed 
for using different time specifications for the baseline hazard such as linear or quadratic 
functions in building discrete and continuous models. 
The findings of this study might be further augmented by future studies, which will fit 
the models to data with different numbers of events. Future studies, which will adopt smaller 
or larger numbers of events than the 3151 events of the current study, may lead to different 
conclusions regarding the proper time estimation and time metric. Studies with smaller 
numbers of event times might have difficulties when fitting proportional odds models with a 
large number of time indicators as a result of adopting smaller time units. In this case, a 
proper time metric for the proportional hazard model might differ from this study’s day unit. 
Furthermore, a future study with a smaller number of events might find better effectiveness of 
proportional hazard models as smaller number of events will lead to smaller numbers of tied 
events. A future study might reveal fewer discrepancies across proportional hazard models, as 
well as between proportional odds and proportional hazard models. 
On the other hand, future studies that replicate the current study would provide another 
insight on survival methods and time units. Proportional odds models with more events would 
have more power to deal with large numbers of time indicators. Thus, a future study might 
find better fit and more pronounced effects of some predictors, favouring the proportional 
odds models with finer time units than this study’s session-period and day-period unit. At the 
same time, more events with the same event times would aggravate the issues with ties, thus 
causing more problems with fitting survival analysis on continuous-time data. The study 
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suggests that future studies should extend the scope by including other important covariates 
and estimate hazards in order to examine interaction effects. For future study, it is suggested 
to explore and confirm significant covariates obtained from fitting the proportional odds and 
proportional hazard models in this study.
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Appendix A. Dataset description 
 
Table A1. 
Description of the survival variables in proportional odds models A, B, C and D 
Variable names Description 
id A client identification number  
period A period indicator, which specifies the time-period j that the record 
describes.  
censor  A censoring indicator, for subjects with known event times, censor = 0; 
for subjects with censored event times, censor = 1.  
t 
 
Event 
 𝐷!  trhough 𝐷... 
A discrete random variable whose values 𝑇! indicate the time period j 
when individual i experiences the “target event”. 
An event indicator, which indicates whether the “target event” occurred 
in that time period (0 = no event, 1 = event). 
A set of time indicators that also identify the particular time-period 
described by the record.  
 
Table A2. 
Description of the variables in proportional hazard models E and F 
Variable names Description 
id A client identification number  
censor A censoring indicator, for subjects with known event times, censor = 0; 
for subjects with censored event times, censor = 1.  
Max  
 
A discrete random variable whose values 𝑇! indicate the time time unit 
(i.e., session in model E and day in model F) when individual i 
experience the “target event”. 
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Table A3. 
Description of the predictors 
Variable names Description 
Year of start The year in which the client registered into mental health care (2012 = 
0; 2013 = 1; 2013 = 2; 2014 = 3; 2015 = 4; 2016 = 5).  
Age Age measured at the start of data collection period (this variable is 
centred on its mean).  
Gender  Gender (0 = male, 1 = female). 
Employment problems Problems with employment (0 = not indicated with employment 
problems, 1 = indicated with employment problems). 
Housing problems Problems with housing (0 = not indicated with housing problems, 1 = 
indicated with housing problems). 
Educational problems Educational Problems (0 = not indicated with educational problems, 1 = 
indicated with educational problems). 
Financial problems Financial Problems (0 = not indicated with financial problems, 1 = 
indicated with financial problems). 
Problem behaviour The sum of the responses on the following HoNOS items, which were 
rated on a 5-point Liker scale ranging from 0 (no problem) to 4 (severe 
to very severe problem): (1) Overactive, aggressive, disruptive or 
agitated behaviour (2) Non-accidental self-injury, and (3) Problem 
drinking or drug taking. 
Impairment problems The sum of the responses on the following HoNOS items, which were 
rated on a 5-point Liker scale ranging from 0 (no problem) to 4 (severe 
to very severe problem): (1) Cognitive problems, and (2) Physical 
illness or disability problems. 
Problem symptoms The sum of the responses on the following HoNOS items, which were 
rated on a 5-point Liker scale ranging from 0 (no problem) to 4 (severe 
to very severe problem): (6) Problems associated with hallucinations 
and delusions, (7) Problems with depressed mood, and (8) Other mental 
and behavioural problems. 
Social problems The sum of the responses on the following HoNOS items, which were 
rated on a 5-point Liker scale ranging from 0 (no problem) to 4 (severe 
to very severe problem): (9) Problems with relationships, (10) Problems 
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with activities of daily living, (11) Problems with living conditions, and 
(12) Problems with occupation and activities. 
Addiction A variable that indicates whether the client is diagnosed with a 
substance use dependence disorder such as alcohol or drug dependence 
disorder (0 = not diagnosed with a substance use dependence disorder, 
1 = diagnosed with a substance use dependence disorder). 
Netherlands Born in the Netherlands (0 = no, 1 = yes). 
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Appendix B. Items, subscales and scoring of the HoNOS questionnaire 
 
Table B1.  
Items and subscales of the HoNOS questionnaire 
Subscales/sections Item 
Problem behaviour  1. Overactive, aggressive, disruptive or agitated behaviour 
2. Non-accidental self-injury 
3. Problem drinking or drug taking 
Impairment problems  4. Cognitive problems 
5. Physical illness or disability problems 
Problem symptoms  6. Problems associated with hallucinations and delusions 
7. Problems with depressed mood 
8. Other mental and behavioural problems 
Social problems  9. Problems with relationships 
10. Problems with activities of daily living 
11. Problems with living conditions 
12. Problems with occupation and activities 
 
Scoring  
Each item rated on a 5-point scale: 
0. no problem 
1. minor problem requiring no action 
2. mild problem but definitely present 
3. moderately severe problem 
4. severe to very severe problem. 
Scoring yields individual item scores, subscale scores and a total score.  
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Appendix C. Final model formulas 
 
C.1 Discrete-time proportional odds models 
 
Model A: logit h(𝑡!") = [𝛼!𝐷!   +   𝛼!𝐷!   +   …   +   𝛼!"𝐷!"] + [𝛽!𝑌𝑒𝑎𝑟  𝑜𝑓  𝑠𝑡𝑎𝑟𝑡  +   𝛽!𝐺𝑒𝑛𝑑𝑒𝑟  +   𝛽!Housing problems + 𝛽!Age + 𝛽!Addiction] 
 
Model B: logit h(𝑡!") = [𝛼!𝐷!   +   𝛼!𝐷!   +   …   +   𝛼!"𝐷!"] + [𝛽!𝑌𝑒𝑎𝑟  𝑜𝑓  𝑠𝑡𝑎𝑟𝑡  +   𝛽!𝐺𝑒𝑛𝑑𝑒𝑟  +   𝛽!Housing problems + 𝛽!Age + 𝛽!Addiction + 𝛽!Problem behaviour + 𝛽!Social problems] 
 
Model C: logit h(𝑡!") = [𝛼!𝐷!   +   𝛼!𝐷!   +   …   +   𝛼!"𝐷!"] + [𝛽!𝐺𝑒𝑛𝑑𝑒𝑟 +   𝛽!Age + 𝛽!Addiction] 
 
Model D: logit h(𝑡!") = [𝛼!𝐷!   +   𝛼!𝐷!   +   …   +   𝛼!"𝐷!"] + [𝛽!𝐺𝑒𝑛𝑑𝑒𝑟  +   𝛽!𝐻𝑜𝑢𝑠𝑖𝑛𝑔_𝑝𝑟𝑜𝑏𝑙𝑒𝑚𝑠 +   𝛽!Age + 𝛽!Problem behaviour+ 𝛽!Problem symptoms] 
 
where i denotes an individual client in time j; logit h(𝑡!) represents the baseline hazard 
function using a session-period or day-period time variable; the D’s are a set of time dummy 
indicators used for modelling the baseline hazard function; the β’s are slope parameters that 
indicate how covariates change the baseline hazard (under the assumption of proportionality).  
 
C.2 Continuous-time proportional hazard models 
 
Model E: log h(𝑡!") = 𝛽!𝑌𝑒𝑎𝑟  𝑜𝑓  𝑠𝑡𝑎𝑟𝑡  +   𝛽!𝐸𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡_𝑝𝑟𝑜𝑏𝑙𝑒𝑚𝑠  +   𝛽!Housing 
problems   
 
Model E: log h(𝑡!") = 𝛽!𝐺𝑒𝑛𝑑𝑒𝑟 +  𝛽!𝐴𝑔𝑒_𝑎𝑡_𝑠𝑡𝑎𝑟𝑡 
 
where i denotes an individual client in time j; log h(𝑡!)  represent the completely general 
baseline log cumulative hazard function using a session or day time variable; the β’s are slope 
parameters that indicate how covariates change the baseline hazard (under the assumption of 
proportionality). 
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Appendix D. Tables of the exploratory analysis 
 
Table D1.  
Life table describing the number of session-periods in psychotherapy (n= 8819, number of 
events = 3151) 
 
Period 
Time 
interval 
 𝑝(𝑡)  𝑆(𝑡)  ℎ(𝑡)  𝑆(𝑡)  ℎ(𝑡) 
0 [0, 1) 8819 -- -- -- 1.00 
1 [1, 2) 8819 1011 2744 .11 .89 
2 [2, 3) 5064 559 1278 .11 .79 
3 [3, 4) 3227 335 637 .10 .71 
4 [4, 5) 2255 293 351 .13 .61 
5 [5, 6) 1611 190 241 .12 .54 
6 [6, 7) 1180 143 146 .12 .48 
7 [7, 8) 891 107 88 .12 .42 
8 [8, 9) 696 81 60 .12 .37 
9 [9, 10) 555 81 45 .15 .32 
10 [10, 11) 429 63 26 .15 .27 
11 [11, 12) 340 56 19 .16 .23 
12 [12, 13) 265 46 6 .17 .19 
13 [13, 14) 213 38 10 .18 .15 
14 [14, 15) 165 40 7 .24 .12 
15 [15, 16) 118 23 1 .19 .09 
16 [16, 17) 94 25 2 .27 .07 
17 [17, 18) 67 15 3 .22 .05 
18 [18, 19) 49 15 2 .31 .04 
19 [19, 20) 32 11 1 .34 .02 
20 [20, 21) 20 11 0 .55 .01 
21 [21, 22) 9 8 1 .89 .00 𝑝 𝑡 :  Number  of clients in psychotherapy at the beginning of the period; 𝑆 𝑡 :Number  of  clients  𝑤ho left during the period; ℎ 𝑡 :Number  of  clients  𝑐ensored at the 
end of the period; 𝑆 𝑡 :Proportion  of  clients at the beginning of the period who left during 
the period; ℎ 𝑡 :Proportion  of clients still in psychotherapy at the end of the period  
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Table D2.  
Life table describing the number of year quarter periods in psychotherapy (n= 8819, number 
of events = 3151) 
 
Period 
Time 
interval 
 𝑝(𝑡)  𝑆(𝑡)  ℎ(𝑡)  𝑆(𝑡)  ℎ(𝑡) 
0 [0, 1) 8819 -- -- -- 1.00 
1 [1, 2) 8819 436 97 .05 .95 
2 [2, 3) 8286 464 191 .06 .90 
3 [3, 4) 7631 327 234 .04 .86 
4 [4, 5) 7070 256 357 .04 .83 
5 [5, 6) 6457 265 398 .04 .79 
6 [6, 7) 5794 212 475 .04 .76 
7 [7, 8) 5107 158 430 .03 .74 
8 [8, 9) 4519 107 437 .02 .72 
9 [9, 10) 3975 153 474 .04 .70 
10 [10, 11) 3348 119 490 .04 .67 
11 [11, 12) 2739 103 421 .04 .65 
12 [12, 13) 2215 106 396 .05 .61 
13 [13, 14) 1713 100 414 .06 .58 
14 [14, 15) 1199 91 295 .08 .54 
15 [15, 16) 813 99 220 .12 .47 
16 [16, 17) 494 90 179 .18 .38 
17 [17, 18) 225 65 160 .29 .27 𝑝 𝑡 :  Number  of clients in psychotherapy at the beginning of the period; 𝑆 𝑡 :Number  of  clients  𝑤ho left during the period; ℎ 𝑡 :Number  of  clients  𝑐ensored at the 
end of the period; 𝑆 𝑡 :Proportion  of  𝑐lients at the beginning of the period who left during 
the period; ℎ 𝑡 :Proportion  of clients still in psychotherapy at the end of the period 
