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Abstract
The average time of computing Boolean functions by straight-line programs with a conditional
stop is considered. A straight-line program consists of operators of two types. Every operator
of the  rst type computes a binary Boolean function whose arguments are either the values
computed by preceding operators or the values of the input variables. Every operator of the
second type either terminates execution of the program or commands that the next operator is
executed. A measure of the complexity of such programs is the average execution time over
all tuples of the input variables. The complexity of computing almost all complete Boolean
functions and almost all partial Boolean functions by such programs is proved to coincide (up to
a multiplicative constant) with conventional circuit complexity. Moreover, these complexities are
proved to di.er (up to a multiplicative constant) by a factor of n for almost all n-place Boolean
functions that are equal to 1 on nc tuples. It is proved that there exist Boolean functions of
n variables whose average execution time is less (up to a multiplicative constant) by a factor
of (2n=n)1=2 than the time required to compute them by conventional straight-line programs. ?
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1. Introduction
In this paper, we study the complexity of computing Boolean functions by straight-line
programs with a conditional stop. Each such a program is a sequence of operators of
two types. Every operator of the  rst type computes a binary Boolean function whose
arguments are either the values computed by preceding operators or the input variables.
Operators of the second type may terminate the execution of the program. The result
of a second-type operator is determined by the values computed at speci ed two pre-
ceding steps. For each particular operator, the index numbers of these steps are  xed
and may be di.erent for di.erent operators.
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If the  rst argument of a second-type operator equals unity, then the program ter-
minates, and the value of the argument of the second operator is declared to be the
value of the Boolean function on the tuple of variables considered. Otherwise, the next
operator is executed. If the last operator of the program is a  rst-type operator and
the program was not terminated at the preceding steps, then the result of the program
is the value computed by the last operator. Unlike conventional straight-line programs
(circuits), which require the same number of steps to compute a function on di.erent
arguments, the execution time of a program may be di.erent for di.erent arguments.
Thus, the natural measure of the complexity of such programs is the average execution
time over all possible arguments.
For this measure, we derive formulas (exact up to a multiplicative constant) for the
Shannon function in the classes of all Boolean functions, of Boolean functions with a
polynomial number of ones, and of partial Boolean functions. It is found (Theorem 1)
that the average time required to compute almost every Boolean function by such pro-
grams is less by a constant factor than the time required for conventional straight-line
programs, i.e., the possibility of an early stop of computations decreases the average
execution time by at most a constant factor. A similar result is established in Theorem
5 for almost all partial Boolean functions. On the other hand, we show (Theorem 2)
the existence of functions of n variables for which the average execution time is less
by a factor of (2n=n)1=2 (up to a multiplicative constant) than the time required for
computation by conventional straight-line programs. Finally, we prove (Theorem 4)
that the average execution time of almost every Boolean function of n variables that
equals 1 on nc tuples is less by almost a factor of n than the maximum execution
time.
2. Basic denitions
Let B′={f : {0; 1}2 → {0; 1}} be the set of all unary and binary Boolean functions,
 : {0; 1}2 → {0; 1}2 be the binary identity Boolean operator, X = {x1; : : : ; xn} be a set
of Boolean variables, and let B = B′ ∪ . A straight-line program with a conditional
stop is a sequence P=p1p2 : : : ps whose members are the operators pi=fi(pi;1; pi;2),
where fi ∈ B, pi;1 = pk , pi;2 = pl, fk; fl ∈ B′ ∪ X; and k; l¡ i. An operator pi is
called a 4rst-type operator, or a functional operator, if fi ∈ B′. An operator pi is
called a second-type operator, or a stop operator, if fi = . The complexity L(P)
of program P is the number of operators in P. Put n(pi) = i, i.e., n(p) is the index
number of the operator p in P. For functional operators in P their values on an
arbitrary tuple x are de ned by induction as follows. Let p1(x) = f1(x) for the  rst
operator and pi(x) = fi(pi;1(x); pi;2(x)) for any i¿ 1. Suppose that P consists of
exactly k second-type operators. Let qi denote the ith second-type operator in P, and
qi;1 and qi;2 denote the  rst and second arguments of this operator, respectively, i.e.,
the operators pn(qi);1 and pn(qi);2. The result of P on an input tuple x, denoted by P(x),
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is de ned as
P(x) = q1;1(x)q1;2(x) ∨ Dq1;1(x)(q2;1(x)q2;2(x) ∨ · · ·
∨ Dqk−1;1(x)(qk;1(x)qk;2(x) ∨ Dqk;1(x)pL(P)(x)) : : :):
Suppose that P is executed on an input tuple x. The execution time TP(x) of P on x is
the minimum n(qj) whenever qj;1 =1. It is easy to see that P(x) is independent of the
operators whose index numbers are greater than n(qj). Therefore, we can say that the
program P terminates after n(qj) has been computed, and TP(x) is equal to the number
of operators executed before the program terminates. The average execution time P is
de ned by T (P) = 2−n
∑
TP(x), where the summation is taken over all binary tuples
of length n. If a Boolean function f satis es P(x) = f(x) for an arbitrary tuple of
variables x, then the program P is said to implement (or compute) the function f. The
complexity L(f) of f is the complexity of the shortest program that implements f.
The average execution time of f is de ned as T (f)=min T (P), where the minimum
is taken over all programs implementing f. Let A be a set of Boolean functions. The
Shannon function on A is de ned as TA(n) = max T (f), where the maximum is taken
over all functions of n variables in A. When A is the set of all Boolean functions, the
index A will be omitted.
It is easy to show that programs consisting of only  rst-type operators are isomorphic
to circuits. Therefore, all results derived for upper bounds on circuit complexity are
also valid for the programs in question. Moreover, using this isomorphism, it is easy
to deduce some nontrivial issues.
Hereafter, we assume that the number of variables of Boolean functions is suGciently
large. The letters c and ci; i = 1; 2; : : : ; denote suitable constants, and log denotes the
logarithm to base 2.
3. Arbitrary Boolean functions
Denote by N (L1; L2; n) the number of distinct programs, each implementing a Boolean
function of n variables and consisting of at most L1  rst-type operators and at most L2
second-type operators. Furthermore, let N (L; n) denote the number of distinct circuits
each consisting of at most L gates and implementing a Boolean function of n variables
over the basis of all binary functions.
Lemma 1. For any L1; L2; and n;
N (L1; L2; n)6N (L1 + 3L2; n):
Proof. To prove the lemma, it is suGcient to model the program by a circuit. Let us
show that this can be done so that each  rst-type operator is associated with only one
gate of the circuit, and each second-type operator is associated with three gates of the
circuit.
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Let P= (p1; : : : ; pm) be a program computing a Boolean function f(x1; : : : ; xn). We
divide P into r subprograms Pi=(pli−1+1; : : : ; pli), 16i6r, so that the last subprogram
Pr consists of only  rst-type operators and each of the other subprograms contains ex-
actly one second-type operator pli = qi, which is the last operator in the subprogram.
Suppose that the  rst-type operators in Pi are modeled by a circuit Si. For any i,
16i6r − 1, the circuit Si has two outputs, which are the outputs of the gates corre-
sponding to the operators qi;1 and qi;2, and the circuit Sr has one output, which is the
output of the gate corresponding to the operator plr = pL(P). The construction of Si is
easy because of the above isomorphism between circuits and programs consisting of
only  rst-type operators. Let Sr+1 be a circuit implementing the function
h= x1y1 ∨ Dy 1(x2y2 ∨ : : : (xr−1yr−1 ∨ Dy r−1xr) : : :):
Linking the inputs of Sr+1 to the outputs of Si, 16i6r, we obtain a circuit imple-
menting f(x1; : : : ; xn). Obviously, the size of Sr+1 over the basis of all binary Boolean
function is not greater than 3(r − 1). Thus, we have described how the program P
is modeled by a circuit when each  rst-type operator is associated with one gate of
the circuit, and each second-type operator is associated with three gates of the circuit.
Lemma 1 is proved.
Lemma 2 (Lupanov [2]). For any L and n;
N (L; n)6(c1(L+ n))L+n+2:
Lemmas 1 and 2 imply the following result.
Lemma 3. For any L1; L2; n;
N (L1; L2; n)6(c1(L1 + 3L2 + n))L1+3L2+n+2:
Let f be an arbitrary Boolean function of n arguments, and P be a program im-
plementing f. Every Boolean tuple x of length n, which is regarded as the binary
representation of a positive integer, is associated with its number NP(x) such that
16NP(x)62n; NP(x)¡NP(y) if TP(x)¡TP(y); and NP(x)¡NP(y) if TP(x)=TP(y)
and x¡y.
Theorem 1. There exist constants c2 and c3 such that
c2
2n
n
6T (n)6c3
2n
n
:
Proof. The upper bound for T (n) follows from the upper bound for circuit size [2]. The
lower bound will be proved by contradiction. Let f be an arbitrary Boolean function
of n variables. By assumption, we then have
T (f)6
c42n
n
; (1)
A.V. Chashkin /Discrete Applied Mathematics 114 (2001) 43–59 47
where c4 is a suGciently small constant, to be speci ed later. Let P be a program
computing f and satisfying (1). Choose x0 such that NP(x0) = 2n−1. Obviously, we
have
TP(x0)¡
c42n+1
n
; (2)
since otherwise
TP(f)¿
1
2n
∑
x|NP(x)¿2n−1
TP(x)¿
c42n
n
:
We now estimate the number of functions that satisfy (1). To this end, we show how
such a function f can be uniquely determined using the program P. Let P′ be an
initial subprogram of P that is suGcient to compute f on the tuples with numbers not
exceeding 2n−1. Obviously, P′ determines the values of f on all such tuples. Since the
other tuples are uniquely determined by P′ and, moreover, have been numbered, the
function f will be determined completely if we indicate the binary vector of length
2n−1 that consists of the values of f on these tuples. We next  nd an upper bound
on the number M of distinct subprograms P′. Since TP(x0)¿n + 2 for large enough
n, it follows from Lemma 3 and (2) that
M6(4c1TP(x0))4TP(x0)6(4c1c4n−12n+1)4c4n
−12n+162c4c52
n
:
Therefore, the total number of functions satisfying (1) does not exceed 2c4c52
n
22
n−1
.
Taking c4¡ 1=(2c5), we obtain 2c4c52
n
22
n−1
¡ 22
n
. This means that there exists a func-
tion f contradicting (1). Theorem 1 is proved.
Let us  nd out how the average execution time for a particular Boolean function
can di.er from its complexity, i.e., from the time required to compute this function by
a conventional straight-line program. Put
m(n) = max(L(f)=T (f));
where the maximum is taken over all Boolean functions of n variables.
Theorem 2. There exist constants c6 and c7 such that
c6(2n=n)1=26m(n)6c7(2n=n)1=2:
Proof. Let k = 	(n + log n)=2
, and let g be the most complicated Boolean function
of k variables, i.e., such that L(g) = L(2n=n)1=2. Consider the function f(x1; : : : ; xn) =
xk+1& · · ·&xn&g(x1; : : : ; xk). It is easy to see that L(f)=L(2n=n)1=2 and T (f)=O(1).
Hence, m(n)¿c6(2n=n)1=2.
Now let us show that m(n)6c7(2n=n)1=2. Let f be an arbitrary Boolean function of
n variables, and P be a program that computes f in the minimum average time.
Put k = (n+ log n)=2. Consider a tuple x such that NP(x) = 2n − 2k . It is easy to
see that
2k−nTP(x)¡T (f): (3)
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Furthermore, let f˜ be a partial Boolean function de ned on all tuples yi such that
NP(yi)¿NP(x), and coinciding on them with f. Since 2k =L(2nn)1=2, it follows from
[1,3] that there exists a circuit S implementing f˜ and such that
|S|=O(2n=n)1=2: (4)
We now describe a program P′ computing f. First, the program P computing f in the
minimum average time is used to compute f on the tuples y such that NP(y)6NP(x).
Since 2n−k =O(2n=n)1=2, it follows from (3) that the computation of f on these tuples
requires at most
H1 = O(2n=n)1=2T (f) (5)
operators. To compute f on the remaining tuples, we use a circuit implementing the
function f˜. It clearly follows from (4) that the program modeling S consists of at most
H2 = O(2n=n)1=2 (6)
operators.
Thus, (5) and (6) imply that the complexity L(P′) of the program P′ is not greater
(up to a multiplicative constant) than
(2n=n)1=2T (f) + (2n=n)1=262(2n=n)1=2T (f):
Since L(f)6L(P′), there is constant c7 such that
L(f)=T (f)6c7(2n=n)1=2:
Theorem 2 is proved.
Theorem 3. For any Boolean function f; there exists a program P computing f and
such that
c8T (f)L(f)6T (P)L(P)6c9T (f)L(f):
Proof. Let P be a program that computes f in the minimum average time. Let x be the
tuple with minimum number such that TP(x)¿2L(f) (if such a tuple does not exist,
then the assertion of the theorem is trivial because of T (f) = T (P)6L(P)62L(f)).
Clearly, TP(x)63L(f) because otherwise there would exist L(f) + 1 consecutive
 rst-type operators in the program P, which contradicts the assumption that P is min-
imal. The average execution time of P can be represented as follows:
T (P) = 2−n

 ∑
NP(y)¡NP(x)
TP(y) +
∑
NP(y)¿NP(x)
TP(y)


= T1 + T2¿T1 + 2L(f)(2n − NP(x) + 1)2−n:
We transform P by replacing the operators with numbers greater than TP(x) by a
program modeling the minimal circuit. The complexity and the average execution time
of the new program P′ satisfy the inequalities
L(P′)6TP(x) + L(f)64L(f);
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T (P′)6 2−n

 ∑
NP(y)¡NP(x)
TP′(y) +
∑
NP(y)¿NP(x)
T ′P(y)


= T ′1 + T
′
26T
′
1 + 4L(f)(2
n − NP(x) + 1)2−n
6 2T ′1 + 4L(f)(2
n − NP(x) + 1)2−n:
Since T ′1 = T1; we have T (P
′)62T (P). Theorem 3 is proved.
4. Functions with a small number of ones
In what follows, we consider Boolean functions of n variables that take values 1 on
at most nc tuples, where c¿3. Let
Tc(n) = max T (f);
where the maximum is taken over all Boolean functions of n variables, each function
being equal to 1 exactly on nc tuples (nc is supposed to be an integer). According to
[2], the Shannon function Lc(n) for the circuit complexity of such functions is
Lc(n) = L
(
nc+1
log n
)
: (7)
In Theorem 4 below, we establish the order of the function Tc(n). A comparison of
(7) and Theorem 4 shows that the average and maximum execution times for such
functions may di.er by a factor of n.
Lemma 4. Let D1⊂D2⊂{0; 1}n and m = log |D2| + 2. Then there exists a linear
operator F :D2 → {0; 1}m such that
|{(x; y) | x ∈ D1; y ∈ D2 \ D1; F(x) = F(y)}|6|D1|=2:
Proof. Denote by F(n; m) the set of all linear operators F : {0; 1}n → {0; 1}m. Obvi-
ously, |F(n; m)|=2nm. It is easy to see that for any distinct tuples x; y in {0; 1}n; there
exist 2n−1 linear functions f such that f(x) = f(y). Therefore, in F(n; m) there exist
2nm−m distinct operators F such that F(x) = F(y). This implies that
2−nm
∑
x∈D1 ;y∈D2\D1
2nm−m = 2−m|D1||D2 \ D1|
is the average number of pairs (x; y) on which the values of an operator in F(n; m)
are the same. Therefore, there exists an operator F in F(n; m) such that F(x) = F(y)
on at most
2−m|D1||D2 \ D1|¡ 12|D2| |D1||D2 \ D1|¡
1
2
|D1|
pairs (x; y); x ∈ D1; y ∈ D2 \ D1. Lemma 4 is proved.
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The weight w(f) of a function f :D → {0; 1} is the number of tuples in D on
which f is equal to 1.
Lemma 5. Let c¿2; D⊂{0; 1}n; |D|¿10nc; and let f :D → {0; 1} be a function such
that nc6w(f)6 110 |D|. Then there exists a function g :D → {0; 1} such that
(a) g¿f;
(b) w(g)6 32w(f);
(c) L(g)6
log
(
4|D|
w(g)
)
log log
(
4|D|
w(g)
) (1 + o(1)):
Proof. Put D2 = D and D1 = {x ∈ D2 |f(x) = 1}. Let F be the linear operator from
Lemma 4. The function g′ : {0; 1}m → {0; 1} is de ned as g′(x) = maxf(y); where
the maximum is taken over all y ∈ D2 such that x = F(y). Furthermore, the function
g :D → {0; 1} is de ned as g(x) = maxf(y); where the maximum is taken over all
y ∈ D2 such that F(x) = F(y). Obviously, g(x) = g′(F(x)) and g¿f; i.e., (a) and (b)
hold. Therefore, L(g)¿L(g′) + L(F). By the well-known result of Lupanov [2] on the
circuit size of functions with a small number of ones, we have
L(g′)6
log
(
4|D|
w(g)
)
log log
(
4|D|
w(g)
) (1 + o(1));
moreover, L(F)6O((n log|D2|)=log n). It follows that if nc6w(f)6 110 |D|; where c¿2;
then (c) holds.
The de nition of g implies that
w(g) =
∑
x∈D2
max
F(x)=F(y)
f(y) =
∑
x∈D1
f(x) +
∑
x∈D2\D1
max
F(x)=F(y)
f(y)
6w(f) + |{(x; y) | x ∈ D1; y ∈ D2 \ D1; F(x) = F(y)}|632 |D1|:
Lemma 5 is proved.
Lemma 6. Let c¿3 and |D|¿10nc. Then any function f :D → {0; 1} such that
nc6w(f)¡ |D|=10 satis4es the inequality
L(f)6
4 log
(
4|D|
3w(f)=2
)
log log
(
4|D|
3w(f)=2
) (1 + o(1)):
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Proof. Let f1 be the function from Lemma 5. Then
w(f1)6 32w(f); (8)
f1¿f; (9)
L(f1)6
log
(
4|D|
w(f1)
)
log log
(
4|D|
w(f1)
) (1 + o(1)): (10)
It follows from (8) and (9) that
w(f ⊕ f1)6 12w(f): (11)
If w(f⊕f1)¿nc−1; then applying Lemma 5 to f⊕f1 gives a new function f2 such
that
f2¿f ⊕ f1; (12)
w(f2)6 32w(f ⊕ f1); (13)
L(f2)6
log
(
4|D|
w(f2)
)
log log
(
4|D|
w(f2)
) (1 + o(1)): (14)
It follows from (12), (13), and (11) that
w(f ⊕ f1 ⊕ f2)6 12w(f ⊕ f1)6 14w(f):
Using (13) and (11), we obtain
w(f2)6 32w(f ⊕ f1)6 34w(f):
Repeating this procedure s times yields a sequence of functions fi; 26i6s; such that
fi¿f ⊕
(
i−1⊕
j=1
fj
)
; (15)
w(fi)6
3
2
w
(
f ⊕
(
i−1⊕
j=1
fj
))
(16)
and for w(fi)¿nc−1;
L(fi)6
log
(
4|D|
w(fi)
)
log log
(
4|D|
w(fi)
) (1 + o(1)): (17)
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From (15) and (16), we have
w
(
f ⊕
(
i⊕
j=1
fj
))
6
1
2
w
(
f ⊕
(
i−1⊕
j=1
fj
))
: (18)
Using (18), (16), and induction on i; we easily derive the following inequalities:
w
(
f ⊕
(
i⊕
j=1
fj
))
6
1
2
w
(
f ⊕
(
i−1⊕
j=1
fj
))
6
1
2i
w(f);
w(fi)6
3
2
w
(
f ⊕
(
i−1⊕
j=1
fj
))
6
3
2i
w(f): (19)
The parameter s is chosen so that fs is the  rst function for which
w
(
f ⊕
(
s⊕
i=1
fi
))
6w(f)=n:
Using (19), we get s¡ log n+ 2.
We now verify that
L
(
f ⊕
(
s⊕
i=1
fi
))
6
w(f)
logw(f)
(1 + o(1)): (20)
Indeed, Lupanov’s result mentioned above implies that
L
(
f ⊕
(
s⊕
i=1
fi
))
6
log
(
2n
w(f)=n
)
log log
(
2n
w(f)=n
) (1 + o(1)): (21)
Since w(f)¿nc with c¿3; we have(
2n
w(f)=n
)
6
(
3n2n
w(f)
)w(f)=n
62w(f): (22)
Substituting (22) into (21) gives (20). On the other hand, whenever w(f)¡ 110 |D|¡ 2n;
we have
w(f)¡ log
(
4|D|
w(f)
)
: (23)
By de nition
f′ = f ⊕
(
s⊕
i=1
fi
)
:
Then
f = f′ ⊕
(
s⊕
i=1
fi
)
and
L(f)6L(f′) +
s∑
i=1
L(fi) + s+ 1: (24)
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Since w(f′)6w(f)=n; we  nd, according to [2], that
L(f′)¡ log
(
2n
w(f)=n
)/
log log
(
2n
w(f)=n
)
(1 + o(1))6 (see (20))
¡
w(f)
logw(f)
(1 + o(1))
6 (see (23))¡ log
(
4|D|
w(f)
)/
log log
(
4|D|
w(f)
)
(1 + o(1)): (25)
Using (19), the fact that ’(x) = x=log x increases whenever x¿e; and the inequalities
i6s6log n+ 2 and
L(fi)6(1 + o(1)) log
(
4|D|
w(fi)
)/
log log
(
4|D|
w(fi)
)
;
we obtain
L(fi)6 (1 + o(1)) log
(
4|D|
3 · 2−iw(f)
)/
log log
(
4|D|
3 · 2−iw(f)
)
¡
(1 + o(1)) log(4|D|2i=w(f))3·2−iw(f)
log log(4|D|=w(f))3·2−iw(f)
=
(1 + o(1))3 · 2−iw(f) log(4|D|2i=w(f))
log(2−iw(f))
: (26)
It follows from (26) that
s∑
i=1
L(fi)¡ 3(1 + o(1))w(f)
s∑
i=1
2−i log(4|D|2i=w(f))
log(2−iw(f))
= 3(1 + o(1))w(f)
{
s∑
i=1
2−i log(4|D|=w(f))
log(2−iw(f))
+
s∑
i=1
i 2−i
log(2−iw(f))
}
=
3(1 + o(1))w(f) log(4|D|=w(f))
logw(f)
6 3(1 + o(1)) log
(
4|D|
w(f)
)/
log log
(
4|D|
w(f)
)
: (27)
Substituting (25) and (27) into (24), we arrive at the conclusion of Lemma 6.
Theorem 4. Let c¿ 3; and let n be su;ciently large. Then there exist constants c10
and c11 such that
c10
nc
log n
6Tc(n)6c11
nc
log n
:
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Proof. Lower bound. Assume that the lower bound is not valid, i.e.,
Tc(n) = o
(
nc
log n
)
for some c¿ 3. This means that if a Boolean function f of n variables is equal to 1
on nc tuples, then
T (f)¡c12
nc
log n
; (28)
where c12 is a suGciently small constant.
Let P be a program that computes f and satis es (28). Let P′ be an initial subpro-
gram of P that computes f on all tuples whose numbers are not greater than 2n−1. It
follows from Lemma 3 and (28) that the number of distinct subprograms P′ does not
exceed 2c12c13n
c
. Therefore, the number of such functions is at most
2c12c13n
c
nc∑
i=0
(
2n−1
i
)
¡ 2c12c14n
c
(
2n−1
nc
)
¡ 2c12c14n
c−nc
(
2n
nc
)
:
Since the number of Boolean functions that take value 1 on nc tuples is equal to
( 2
n
nc ); we have 2
c12c14nc−nc¿1. However, this inequality fails whenever c12¡ 1=2c14; a
contradiction. Thus, Tc(n)¿c10nc=log n.
Upper bound. Let f be an arbitrary Boolean function depending on n variables and
equal to 1 on nc tuples, where c¿3. Let D be the domain consisting of the tuples on
which f equals 1. In {0; 1}n; consider the set of all domains
M1 = {Wi |D⊂Wi; |Wi|= 25|D|}
and partial Boolean functions fi :Wi → {0; 1} such that fi(x) = f(x) for x ∈ Wi; i.e.,
fi(x) = 1 for x ∈ D and fi(x) = 0 for x ∈ W \ D.
By Lemma 6,
L(fi)6
4 log
(
100|D|
3w(f)=2
)
log log
(
100|D|
3w(f)=2
) (1 + o(1))¡ 45nc
c log n
: (29)
It follows from Lemma 2 and (29) that there exists a set consisting of at most(
100|D|
3w(f)=2
)4(1+o(1))
=
(
100|D|
3|D|=2
)4(1+o(1))
circuits, each of size at most
4 log
(
100|D|
3|D|=2
)
(1 + o(1));
moreover, for any function fi, there exists a circuit in this set that implements this
function. Since the number of distinct functions fi is (
2n−|D|
24|D| ), there exists a circuit S1
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that simultaneously implements at least(
2n − |D|
24|D|
)/(
100|D|
3|D|=2
)4(1+o(1))
distinct functions fi, i.e., a function h1 implemented by S1 coincides with f on at least(
2n − |D|
24|D|
)/(
100|D|
3|D|=2
)4(1+o(1))
domains in M1. The set of tuples that belong to the union of these domains and are
not contained in D is denoted by U1. Put qi = |U1|. Clearly, h1(x) = 0 for any x ∈ U1.
Since U1 contains at least(
2n − |D|
24|D|
)/(
100|D|
3|D|=2
)4(1+o(1))
subsets of size 24|D|, it follows that(
2n − |D|
24|D|
)/(
100|D|
3|D|=2
)4(1+o(1))
6
(
q1
24|D|
)
;
i.e., (
2n − |D|
24|D|
)
(
100|D|
3|D|=2
)4(1+o(1))(
q1
24|D|
)¡ 1: (30)
We next verify that (30) holds only if q1¿ 2n−3. Indeed, for any q162n−3 we have(
2n − |D|
24|D|
)
(
100|D|
3|D|=2
)4(1+o(1))(
q1
24|D|
)
¿
(
2n − |D|
24|D|
)
(
100|D|
3|D|=2
)4(1+o(1))(
2n−3
24|D|
)
¿
424|D|(
100|D|
3|D|=2
)4(1+o(1)) ¿ 424|D|
( 3|D|=2!
(100|D|)3|D|=2
)4(1+o(1))
¿
(
because r!¿
( r
e
)r)
¿
424|D|
2006|D|(1+o(1))
¿ 1
which contradicts (30). Therefore, q1¿ 2n−3.
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Denote by R1 the set of tuples in {0; 1}n \ D on which the function h1 is equal to
1. Consider the set of domains
M2 = {Wi⊂(R1 ∪ D) |D⊂Wi; |Wi|= 25|D|}
and the partial Boolean functions fi :Wi → {0; 1} such that fi(x) = f(x) for x ∈ Wi.
As in the previous case, we see that there exists a circuit S2 implementing the Boolean
function h2 and such that
(a) S2 simultaneously implements at least(
R1
24|D|
)/(
100|D|
3|D|=2
)4(1+o(1))
distinct functions fi;
(b) the number of tuples that belong to the union of these domains but are not
contained in D is at least 18 |R1|;
(c) L(h2)¡ 45nc=c log n.
By R2 denote the set of tuples x ∈ R1 such that h2(x) = 1. If |R2|¿ 2n=n, then we
consider the set of domains
M3 = {Wi⊂(R2 ∪ D) |D⊂Wi; |Wi|= 25|D|}
and the partial Boolean functions fi : Wi → {0; 1} such that fi(x) = f(x) for x ∈ Wi.
As in the  rst case, we see that there exist a set R3 and a function h3 satisfying (a)–
(c).
The domains R1; R2; : : : such that R1⊃R2⊃ · · · and |Ri| 6 78 |Ri−1| are generated until
we obtain a domain Rs such that |Rs|¡ 2n=n. Eventually, we arrive at a sequence of
functions h1; h2; : : : ; hs−1 such that
L(hi)¡
45nc
c log n
(31)
for any i, 16i6s− 1.
Now let us describe a program P computing the function f on an arbitrary tuple
y. This program is constructed from circuits implementing the functions f and hi and
runs as follows. The function h1(y) is computed  rst. If h1(y) = 0, then the program
terminates and we set f(y) = 0. If h1(y) = 1, then h2(y) is computed. If h2(y) = 0,
then the program terminates and we set f(y)=0. If h2(y)=1, then h3(y) is computed,
etc. If hs−1(y) = 1, then f(y) is computed by a program that models the circuit from
[2] implementing a function f with a given number of ones.
We now  nd an upper bound on the average execution time of the program P. Using
(31), we obtain
T (P)6
1
2n
(
s−1∑
i=1
L(hi)2n
(
7
8
)i−1
+ L(f)2nn−1
)
6O
(
nc
log n
)
:
Theorem 4 is proved.
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5. Partial Boolean functions
Hereafter, we consider partial Boolean functions of n variables that are de ned in
restricted domains. The average execution time for such functions is de ned in the
same way as for completely de ned Boolean functions, namely, by averaging over all
2n tuples.
Let T (n; d)=max T (f), where the maximum is taken over all partial Boolean func-
tions depending on n variables and de ned in domains of size d.
Theorem 5. If d¿n log n, then
c15
d
logd
6T (n; d)6c16
d
logd
:
Proof. The upper bound follows from the corresponding results for the circuit com-
plexity [1,3]. We now prove the lower bound. Consider the following two cases:
(I) d¿2n−1;
(II) d¡ 2n−1.
Case 1. Denote by D the set of all tuples (x1; : : : ; xn) in {0; 1}n such that x1 = 1.
Let f˜(x2; : : : ; xn) be a complete Boolean function such that
T (f˜) = T (n− 1):
Consider the function f = f˜ in D. For any program P computing f, we have
T (P) = 2−n

∑
x∈D
TP(x) +
∑
x 	∈D
TP(x)

¿1
2
2−(n−1)
∑
x∈D
TP(x)
¿
1
2
T (f˜) =
1
2
T (n− 1):
The assertion of the theorem now follows from Theorem 1.
Case 2. We prove the theorem by contradiction. Let f be an arbitrary partial Boolean
function depending on n variables and de ned in a domain of size d. Then
T (f)6
c17d
logd
; (32)
where c17 is a suGciently small constant. Suppose that P is a program that computes
the function f and satis es (32). Let P′ be an initial subprogram of P that computes f
on all tuples x whose numbers NP′(x) do not exceed 2n−1. Lemma 3 and (32) together
imply that the number of such subprograms P′ is at most 2c17c18d. Now we use P′ to
estimate the number R of Boolean functions that depend on n variables, have domains
of size d, and satisfy (32). It is easy to see that
R62c12c17d
(
d∑
i=0
(
2n−1
d− i
)(
2n−1
i
)
2i
)
:
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Since (
2n−1
i
)
2i(
2n
i
) = 2n−1!(2n − i)!2i
(2n−1 − i)!2n! = 2
i
i−1∏
j=0
2n−1 − j
2n − j =
i−1∏
j=0
2n − 2j
2n − j 61;
it follows that(
2n−1
i
)
2i6
(
2n
i
)
:
Therefore,
d∑
i=0
(
2n−1
d− i
)(
2n−1
i
)
2i6
d∑
i=0
(
2n−1
d− i
)(
2n
i
)
=
(
3 · 2n−1
d
)
and
R62c12c17d
(
3 · 2n−1
d
)
: (33)
Furthermore, the number of such partial Boolean functions is equal to 2d( 2
n
d ). Now,
put
’(n; d) =
(
3 · 2n−1
d
)/(
2d
(
2n
d
))
;
we see that
’(n; d)¡
(
25
27
)d
(34)
for any d, 16d62n−1. Indeed, the Stirling formula yields
’(n; d) =
(3 · 2n−1)!(2n − d)!
(3 · 2n−1 − d)!2n!2d ¡
33·2
n−1
23(n−1)2
n−1
(2n − d)2n−d
(3 · 2n−1 − d)3·2n−1−d2n2n2d
=
33·2
n−1
23(n−1)2
n−1
2n(2
n−d)
33·2n−1−d2(n−1)(3·2n−1−d)2n2n2d
· (1− d=2
n)2
n−d
(1− d=3 · 2n−1)3·2n−1−d
=
(
3
4
)d(
1− d
2n
)2n−d/(
1− d
3 · 2n−1
)3·2n−1−d
=
((
3− d
2n−1
)/(
4− 4d
2n
))d((
1− d
2n
)2/(
1− d
3 · 2n−1
)3)2n−1
:
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Clearly, (3−d=2n−1)=(4− 4d=2n) increases on d and does not exceed 1 in the interval
[1; 2n−1], whereas (1− d=2n)2=(1− d=(3 · 2n−1))3 decreases. Therefore,
(a) if d ∈ [1; 3 · 2n−2] then
’(n; d)¡
((
3− d
2n−1
)/(
4− 4d
2n
))d
¡
((
3− 3 · 2
n−3
2n−1
)/(
4− 4 · 3 · 2
n−3
2n
))d
¡
(
9
10
)d
;
(b) if d ∈ [3 · 2n−3; 2n−1] then
’(n; d)¡

(1− d
2n
)/(
1− d
3 · 2n−1
)3)d
¡

(1− 3 · 2n−3
2n
)/(
1− 3 · 2
n−3
3 · 2n−1
)3)d
6
(
25
27
)d
:
Thus, (33) holds whenever 16d62n−1.
It follows from (33) and (34), that
R
2d(
2n
d
)
¡ 2c12c17d
(
25
27
)d
:
Therefore, for c12 suGciently small,
R
/(
2d
(
2n
d
))
¡ 1 ;
i.e., R is smaller than the number of all partial Boolean functions depending on n
variables and de ned in domains of size d. This means that the assumption above
fails. Theorem 5 is proved.
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