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Abstract
Turbulent combustion models for Large Eddy Simulation (LES) aims at predicting the flame 
dynamics. So far, they have been proven to predict correctly the mean flow and flame 
properties in a wide range of configurations. A way to challenge these models in unsteady 
situations is to test their ability to recover turbulent flames submitted to harmonic flow 
modulations. In this study, the Flame Transfer Function (FTF) of a CH4/H2/air premixed 
swirled-stabilized flame submitted to harmonic flowrate modulations in a non-adiabatic 
combustor is compared to the response computed using the Filtered TAbulated Chemistry 
for LES (F-TACLES) formalism. Phase averaged analysis of the perturbed flow field and 
flame response reveal that the velocity field determined with Particle Image Velocimetry 
measurements, the heat release distribution inferred from OH* images and the probability 
of presence of burnt gases deduced from OH-Planar Laser Induced Fluorescence measure-
ments are qualitatively well reproduced by the simulations. However, noticeable differences 
between experiments and simulations are also observed in a narrow frequency range. A 
detailed close-up view of the flow field highlight differences in experimental OH* and 
numerical volumetric heat release rate distributions which are at the origin of the differences 
observed between the numerical and experimental FTF. These differences mainly originate 
from the outer shear layer of the swirling jet where a residual reaction layer takes place in 
the simulations which is absent in the experiments. Consequences for turbulent combustion 
modeling are suggested by examining the evolution of the perturbed flame brush envelope 
along the downstream distance of the perturbed flames. It is shown that changing the grid 
resolution and the flame subgrid scale wrinkling factor in these regions does not alter the 
numerical results. It is finally concluded that the combined effects of strain rate and enthalpy 
defect due to heat losses are the main factors leading to small but sizable differences of 
the flame response to coherent structures synchronized by the acoustic forcing in the outer 
shear layer of the swirling flow. These small differences in flame response lead in turn to a 
misprediction of the FTF at specific forcing frequencies.
 Adrien Chatelier
adrien.chatelier@centralesupelec.fr
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1 Introduction
Prediction of combustion instabilities requires a suitable description of the turbulent flame
response to incoming perturbations [1]. Experiments reveal that heat release fluctuations
from swirl-stabilized turbulent flames depend on both the frequency and the level of incom-
ing flow disturbances [2–5]. The flame response is thus often described in terms of a Flame
Transfer Function (FTF) or its nonlinear extension the Flame Describing Function (FDF)
[6]. Simulations of the acoustic response of swirling flames motivate research efforts from
many groups [7–14] and the progress made are reviewed in [1, 15, 16].
By explicitly computing the unsteady interactions between the largest structures of the
flow field and the flame, Large Eddy Simulation (LES) is one attractive strategy to determine
the FTF in practical conditions. Subgrid scale models are required to capture key quantities,
such as the flame thickness or the flame wrinkling, which are not fully resolved on practical
meshes [17, 18]. As recently illustrated in a collaborative study performed in the framework
of the TNF workshop [19], LES turbulent combustion models designed for turbulent pre-
mixed combustion yield good predictions of the mean statistical flame properties such as
the flame front position, the temperature field, or the species mass fractions.
Studies about the ability of LES turbulent combustion strategies to retrieve flame dynam-
ics properties and in particular its frequency response to flow modulations remain however
scarce. Among the few investigations conducted, Tay-Wo-Chong et al. [20, 21] studied the
impact of flame confinement and thermal boundary conditions on the FTF of a premixed
swirling flame in a series of studies. They used the LES compressible code AVBP from
[22] with a Dynamic Thickened Flame Model [23]. A broadband frequency perturbation
method was followed to determine the FTF in the simulations [20]. Numerical results for the
cold flow field were first compared to velocity measurements. The calculated heat release
distribution was also compared to an image of the OH* light distribution measured in the
combustor for steady flow injection conditions. It was then shown that the broadband forc-
ing technique allows to well reproduce the measured FTF for vanishingly small perturbation
levels. No detailed comparisons of the flame motions with experiments were however car-
ried out in these studies. An interesting conclusion is that heat losses to the walls need to be
taken into account to retrieve qualitatively the flame shape observed in experiments and its
FTF [21, 24–26].
The same team recently studied the combined effects of heat losses and strain rate
[27, 28] and found as in [29, 30] that they strongly alter the way the flame is stabilized.
These authors however did not have access to detailed experimental data for velocity and
temperature fields in their combustor.
Han and Morgans [14] also chose LES to recover the FDF of a lean premixed turbulent
flame stabilized in the wake of a bluff body. The incompressible solver Code Saturne [31]
with Flame Surface Density [32] and Fureby’s fractal approach for flame wrinkling [33] are
used in these simulations. Heat losses at the walls were not considered in this study and there
is no swirl imparted to the flow. The simulations qualitatively retrieve the FDF for different
perturbation levels and over all the frequency range of interest. Simulations led to under-
prediction of the FDF gain, but a fairly good agreement for the FDF phase lag. These authors
-
also provide a qualitative comparison between the simulated flame motions and results from
experiments [34] based on phase averaged analysis of the flame surface density data for
different forcing frequencies. Suggestions are given for interpretation of the differences
observed between experiments and simulations. A closer look of the results shown in [14]
reveals that the flame dynamics is not well reproduced by the simulations close to the solid
boundaries. Large differences with experiments are observed for the flame shape calculated
at the flame base and flame tip. There are also no comparisons with experiments for the
response of the flow field to the pulsations.
It is known that heat losses to solid boundaries modify the acoustic response of laminar
flames, and in particular alter the FTF gain [35–37]. This is mainly attributed to changes
of the flame response at its anchoring location. The objective of this work is to identify
the issues in current turbulent combustion modeling for the simulation of the response of
a swirl-stabilized flame to flow disturbances when heat losses need to be considered. The
current knowledge is limited with respect to the impact of grid resolution, the choice of
parameters of the subgrid scale flame wrinkling model and finally the importance of strain
rate on the flame extinction for the reproduction of the flame dynamics [27, 28].
Simulations are compared in this study to measurements carried out in a labscale
combustor with fully characterized flow and thermal boundary conditions. Previous experi-
mental and numerical analyses of this setup for steady injection conditions revealed that the
shape of the flame is controlled by heat losses and fuel composition [29, 30]. It was shown
that the F-TACLES formalism used in these simulations allows recovering the statistical
properties of the flow and the flame shape for steady flow injection conditions [30]. It is
worth exploring if the same framework allows to reproduce its dynamics when the incoming
flow is submitted to periodic modulations.
This article includes: (i) a comparison between experimental and numerical FTF at seven
forcing frequencies and two modulation levels of velocity fluctuations, (ii) a side-by-side
comparison between experiments and simulations of the phase-averaged velocity fields,
heat release rate distributions and probability of presence of burnt gas distributions in an
axial plane through the combustor at five regularly distributed phases in the modulation
cycle and for two different forcing frequencies, and (iii) an analysis of the impact of grid
resolution, subgrid scale flame wrinkling model and combined effects of strain rate and heat
losses to elucidate some differences observed between the measured and simulated FTF.
The experimental and numerical setups are described in Sections 2 and 3 respec-
tively. The procedure to determine the FTF in experiments and simulations is presented
in Section 4. Comparisons between simulations and experiments for the flow and flame
responses to the acoustic forcing are conducted in Section 5. These results are finally used
in Section 6 to discuss the performance of the turbulent combustion model in LES.
2 Experimental Conﬁguration
2.1 The burner
The burner sketched in Fig. 1 includes a cylindrical injection tube with a 14-mm exit diam-
eter. A 6-mm diameter central rod installed on the burner axis helps anchoring the flame
at the outlet of the injection nozzle 2 mm above the combustion chamber dump plane. The
flow is put in rotation by a radial swirling vane located upstream of the injection tube and
Fig. 1 Combustor geometry. The red solid line shows the computational domain CD1 for reactive flow
simulations. The blue dashed lines show the computation domain CD2 for cold flow simulations. Dimensions
are indicated in millimeters
yielding a swirl number of S = 0.4 that was measured by Laser Doppler Velocimetry at the
burner outlet [30].
A fuel composition of 40% CH4 and 60% H2 in volume is selected. This fuel blend
is mixed with air before being injected in the system. The combustible mixture enters the
burner through a plenum and subsequently passes through a grid/honeycomb/grid arrange-
ment before entering a water-cooled convergent nozzle to reach a nearly uniform top-hat
velocity profile at the entrance of the swirler. A loudspeaker is placed at the bottom
of the injection system to modulate the flow. The flame is stabilized in the combustion
chamber featuring four 250 mm (height) × 92 mm (width) × 12 mm (thickness) quartz
windows.
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The equivalence ratio of the fuel/air feeding stream is φ = 0.7 and the thermal power is
P = 4 kW assuming complete combustion. In the absence of forcing, these conditions lead
to a V-shaped flame stabilized by the swirling flow and the central bluff-body [29, 30].
2.2 Diagnostics
The axial, radial and azimuthal components of the velocity field, the flame structure and
the thermal boundary conditions were fully characterized in [30] for steady flow injection
conditions. Wall temperatures were measured with thermocouples in the vertical steel bars
of the combustion chamber and with Laser Induced Phosphorescence (LIP) along the quartz
windows and the dump plane of the combustor. Only measurements under perturbed flow
conditions are presented in this study.
The FTF is measured with a hot wire (Dantec Dynamics, Mini CTA 54T30 and probe
55P11) and a photomultiplier (Hamamatsu, H5784-06). The hot wire is introduced in the
stream of fresh reactants 65 mm upstream of the injector outlet as indicated in Fig. 1. In this
cross-section, upstream of the radial swirling vane, the flow is axial, laminar with a top hat
velocity profile. The photomultiplier is equipped with a 10 nm bandpass filter centered at
307 nm (CVI, F10-307.1-4-50.0M) and is used to detect the OH* global emission from the
flame. The OH* signal is not linearly related to the heat release rate as there are also depen-
dencies on equivalence ratio, strain and the combustion regime. It is however an acceptable
indicator for lean premixed conditions as the OH* species profiles is not affected by local
fuel stratification. For this reason, this quantity has been used in the past in many analy-
sis of the dynamics of lean premixed flames as for example in [3]. A discussion about the
validity of this assumption can be made in configurations with stratified equivalence ratio,
strain or combustion regime effects, but it is assumed here that these effects do no affect the
conclusion on the fluctuations of OH* global emission.
The flame response to to flow modulations is also analyzed by imaging the spatial distri-
bution of OH* emission with a 1024×1024 ICCD camera (Princeton Instruments, PI-MAX
4) equipped with a UV lens (UV-NIKKOR 105 mm) and a 10-nm bandpass filter centered at
310 nm (Asahi spectra CO., ZBPA310). The distribution of hot burnt gases is inferred from
Laser Induced Fluorescence of the OH radical (OH-PLIF) in a light sheet through the axial
plane of the burner. The OH-PLIF setup is standard and is described in [29, 30]. For a given
forcing frequency, OH* and OH-PLIF images are phase averaged over more than 100 snap-
shots to get a statistically converged information at five regularly distributed phases within
a modulation period. These data are used to analyze the flame motion.
Particle Image Velocimetry (PIV) is also used to characterize the modulated flowfield
in reacting conditions and analyze the dynamics of large coherent structures in the shear
layers of the swirled jet during a modulation period. The PIV setup and flow seeding are
fully described in [29, 30].
3 Numerical Setup
3.1 Numerical setup and combustionmodeling
Simulations are conducted with the incompressible, unstructured finite volume YALES2
flow solver [38]. Numerical schemes are fourth order in space discretization and time
integration.
Two computational domains are defined in Fig. 1. The first one (CD1, red solid line
in Fig. 1) does not include the swirler and is used for reactive simulations. The inlet of
CD1 is located 15 mm downstream of the swirler outlet. The mesh includes 49 millions
of tetrahedral elements. The characteristic mesh size in the flame region is 0.3 mm. The
second computational domain (CD2, blue dashed lines in Fig. 1), meshed with 50 millions
of tetrahedral elements, includes the swirler and is dedicated only to cold flow simulations.
As explained in [30], this second numerical domain is used to identify the inlet boundary
conditions of the reactive flow simulations.
The SIGMA model is retained to model the subgrid scale turbulent stresses [39]. Reac-
tive numerical simulations are performed with the F-TACLES turbulent combustion model
based on the tabulation of filtered 1-D premixed flames [40] extended to account for heat
losses by [41]. The heat losses are taken into account more specifically by introducing
the enthalpy defect h = had − hhl , where had is the chemical plus sensible enthalpy in
the fresh gases and hhl the chemical plus sensible enthalpy with heat losses at the wall.
The enthalpy hhl is transported as a passive scalar with boundary conditions linked to the
imposed temperature boundary conditions. More details on this model can be found in [41].
Chemical look-up tables are computed with the REGATH thermochemistry package [42]
using the detailed chemical scheme from [43], which includes 29 species and 141 reactions.
The chemistry tabulation procedure captures the impact of differential diffusion and heat
losses on the flame consumption speed by using the methodology developed in [41]. A filter
width of  = 8δ0, where δ0 = 0.44 mm is the laminar flame thickness of the CH4/H2/air
flame, is chosen to build the F-TACLES table. This flame filter width ensures a proper
resolution of the flame front propagation without introducing numerical artifacts [40]. The
subgrid scale model for the flame wrinkling is based on the formulation of [44], where the
β parameter is set to 0.5, a value that allowed to capture the correct average flame position
in [30].
The walls are considered as isothermal with a temperature distribution that is interpo-
lated and extrapolated using the measurements made along the metallic and quartz wall
surfaces. More details on these measurements and the way the thermal boundary conditions
are imposed in the simulations are presented in [30]. A logarithmic wall law is used in the
simulations to recover the proper friction at the wall despite not being resolved by the mesh.
3.2 Results without forcing
Simulations without external forcing were carried out in [30]. Figure 2 indicates that the V
flame shape is correctly reproduced by the LES. The flame length is overestimated by only
a few millimeters, but the zone of maximum heat release spreads over a larger region in the
simulation than the OH* signal in the experiment. Differences are also observed in the outer
shear layer of the swirling jet where the numerical results exhibit a weak but perceptible
reactive layer. There is however no OH* light detected in the experiments at these locations
for 6 mm ≤ |x| ≤ 11 mm and 5 mm ≤ z ≤ 18 mm. One refers to [30] for a more detailed
discussion on this aspect.
3.3 Flow forcing
A pulsed cold flow simulation is performed on CD2 to determine the inlet boundary con-
ditions for the reactive simulations on CD1. The inlet flow velocity is submitted to an
harmonic oscillation at a frequency f = 350 Hz and a modulation level u′z/u¯z = 0.17,
Fig. 2 Unforced case comparison between experiments (Abel deconvoluted OH* chemiluminescence signal)
at the left and simulations (heat release rate) at the right. The signals are normalized by their maximum value.
Adapted from [30]
where u¯z is the local axial velocity in the 22-mm diameter injection channel (with the cen-
tral insert) and u′z denotes the fluctuation amplitude. The signals for the axial and azimuthal
velocity components are extracted from planes at z = −35 mm corresponding to the exit
of the swirler and z = −20 mm corresponding to the reactive simulations inlet as shown in
Fig. 3.
Phase averaged results to eliminate effects of turbulence are shown in Fig. 4. The axial
velocity at the exit of the swirler (solid blue line in Fig. 4) and at the inlet of the numerical
domain CD1 (red dashed lines in Fig. 4) separated by a distance d = 15 mm are in phase.
This is not the case for the azimuthal component of velocity that features a phase shift
ϕ = 2.19 rad due to the presence of the swirler, which generates a vorticity wave as a
response to the axial pulsation [2, 3]. Under the low Mach number flow assumption, the
axial velocity perturbation is convected instantaneously along the axial direction. In reality,
an acoustic perturbation propagating at the sound speed c = 340 m.s−1 leads to a phase
shift ϕ = 2πf d/c  97. 10−3 rad, which is negligible at f = 350 Hz. The azimuthal
velocity perturbation is convected at the bulk flow velocity ub = 14 m.s−1 in the annular
injection channel. This leads to a phase shift ϕ that linearly increases with the distance
from the exit of the swirler [45]:
ϕ  2π f d
ub
(1)
For the present case, Eq. 1 yields a phase shift ϕ of 2.32 rad at f = 350 Hz, a value
which is only 5% larger than the value found in the cold flow simulation. For all the reactive
Fig. 3 Geometry of the injection unit and locations of the planes of interest
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flow simulations presented in this work, Eq. 1 is used to set the phase shift between the
azimuthal and axial velocity perturbations at the numerical domain inlet of CD1.
4 Flame Describing Function
The FDF is a nonlinear transfer function linking heat release rate fluctuations Q˙′ to velocity
disturbances u′ at some location before the flame zone. This frequency response is both a
function of the forcing frequency and the disturbance level [6]:
F
(
ω, |u′|) = Q˙
′/Q˙
u′/u
= G (ω, |u′|) eiϕ(ω,|u′|) (2)
where G is the gain of the FDF and ϕ its phase. This formulation makes an hypothesis
of weak nonlinearity of the flame response to the harmonic velocity disturbance u′ and
only considers the first harmonic Q˙′ of the flame response. The higher harmonics are not
considered. The quantities u and Q˙ denote the time averaged values. In the experiments,
the velocity disturbances u′ are measured with a hot wire located upstream of the inlet of
the swirler at z = −65 mm (see Fig. 1) in a region where the flow is axial, laminar with a
top hat velocity profile. The mean Q˙ and fluctuating Q˙′ heat release rate components are
deduced from OH∗ light intensity I measurements collected over the whole flame volume
[3] : I ′/I¯ = Q˙′/Q˙. In LES, the local filtered heat release rate ω˙T is computed as:
ω˙T = γ (h) ω˙∗T (c˜) (3)
where γ (h) is a parameter introduced to take into account heat losses [41],  is the
subgrid scale wrinkling modeled as in [44] and ω˙∗T (c˜) is the heat release rate tabulated in
the filtered F-TACLES look-up table. The progress variable c˜ is the solution of a filtered
balance equation, as discussed in [40]. The filtered heat release rate ω˙T is integrated over
the whole computational domain to obtain the heat release rate Q˙:
Q˙ =
∫
V
ω˙T dV (4)
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The time averaged value is noted Q˙ and Q˙′ corresponds to the Fourier component at the
harmonic forcing frequency f . The velocity disturbance u′ is computed in the simulation
from the fluctuating mass flow rate. In both experiments and simulations, the FDF is calcu-
lated as the ratio between the cross spectral density Py,x of Q˙ and u and the power spectral
density Px,x of u taken at the forcing frequency, which is then normalized by u/Q˙:
F
(
ω, |u′|) = PQ˙,u
Pu,u
u
Q˙
(5)
The gain G and the phase ϕ of each point of the FDF are respectively determined as the
modulus and phase lag of F with respect to the velocity signal at the hot wire location:
G
(
ω, |u′|) = |F (ω, |u′|) | (6)
ϕ
(
ω, |u′|) = arg (F (ω, |u′|)) (7)
Experiments are conducted for harmonic flowrate excitations from f = 10 Hz to 370 Hz
with 10 Hz steps and two forcing levels u′/u = 0.09 and u′/u = 0.17. Numerically, twelve
simulations are performed on CD1 with a mesh including 49 million elements to investigate
the flame response at six forcing frequencies for both levels of velocity disturbance. All
cases are synthesized in Table 1.
Simulations are carried out on an IBM Blue Gene/Q cluster on 1024 processors. Simu-
lating one period of modulation for the case FT-350-09 takes 2800 CPUh, while for case
FT-100-17 it reaches 10 000 CPUh.
Table 1 Investigated cases in simulations
Simulation Frequency u′/u Number of
(Hz) elements (×106)
FT-100-09 100 0.09 49
FT-100-17 100 0.17 49
FT-160-09 160 0.09 49
FT-160-17 160 0.17 49
FT-160-09-F 160 0.09 395
FT-200-09 200 0.09 49
FT-200-17 200 0.17 49
FT-250-09 250 0.09 49
FT-250-17 250 0.17 49
FT-300-09 300 0.09 49
FT-300-17 300 0.17 49
FT-350-09 350 0.09 49
FT-350-17 350 0.17 49
FT-350-09-F 350 0.09 395
5 Results
5.1 Flame Describing Function
Results of the simulations described in Table 1 are compared to experimental data for the
FDF gain and phase lag in Fig. 5. The simulated phase lag is in fairly good agreement
with experiments for the range of frequencies investigated. Results better match for the
largest perturbation level u′/u¯ = 0.17. The inflection point of the phase lag curve in the
experiments at f = 160 Hz is however not reproduced by the simulations at u′/u¯ = 0.09.
The quality of the FDF gain prediction by the LES is much more sensitive to the exci-
tation frequency. Slight differences are observed at f = 100, 200, 250, 300 and 350 Hz,
with a significant over-prediction of the FDF gain for an excitation at f = 160 Hz. Figure 5
shows that the measured FDF gain curves feature a low response at f = 160 Hz and a high
value at f = 350 Hz. Differences between simulations and measurements are interpreted in
the following by analyzing the flow and flame responses at these two forcing frequencies.
5.2 Flow and ﬂame dynamics
Figures 6 and 7 (left side of each panel) show the experimental data gathered for five phase
angles regularly distributed in a modulation period at f = 350 Hz and f = 160 Hz,
respectively. These images show on the left, phase conditional averages of the velocity field
superimposed on the probability of presence of hot burnt gases in the axial plane of the
burner. Two types of arrows are used to emphasize differences between the large velocities
reached by the flow in the swirling jet (blue arrows) and the smaller velocities in the outer
recirculation zones of the flow (green arrows). The trace of the OH* chemiluminescence
signal in the same axial plane (after Abel deconvolution) is plotted on the right together
with iso-levels of probability of presence of burnt gases. The convection velocities of large
Fig. 5 FDF gain (top) and phase lag (bottom). Experiments : u′/u¯ = 0.09 (red solid line), u′/u¯ = 0.17 (blue
dashed lines). Simulations obtained with the 49 million element mesh: u′/u¯ = 0.09 (red items), Red items:
u′/u¯ = 0.17 (blue items)
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Fig. 6 Modulation at f = 350 Hz and u′/u = 0.08. Experimental results for the phase-averaged velocity
field, probability of presence of hot burnt gases (left) and OH* intensity with iso-contours of hot burnt gas
probability (right) at five regularly distributed phase angles in the oscillation cycle. The position of the center
of a large vortical structure and its convection velocity are indicated as a circle and an arrow. Dimensions are
indicated in millimeters
coherent structures detected by post-processing and the velocity field are also indicated
together with the position of the center of these vortices.
For the case at f = 350 Hz shown in Fig. 6, ϕ = 324◦ corresponds to the first phase, out
of the five examined, where a large coherent vortical structure is detected in the outer shear
(mixing) layer of the swirling jet with a center at about 9 mm above the top of the central
insert and which is convected at a velocity 4.8 m.s−1. Note that two consecutive vortices
corresponding to two consecutive modulation periods are visible in the field of view for this
phase. The second one with a center at about 25 mm moves faster at a speed of 7.9 m.s−1.
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The loop sequence 324◦ ≤ ϕ ≤ 324◦ + 360◦ allows following the growth and downstream
convection of each coherent structure in the mixing layer along the flame brush until it
reaches the flame tip at a phase lag around ϕ = 252◦. The right sides in Fig. 6 show the
measured OH* emission intensity (red/orange colormap) after an inverse Abel transform is
applied on the phase averaged images. These images ease analyzing interactions between
the flame and the large vortical structures during a modulation period.
At a forcing frequency f = 350 Hz and a forcing level u′/u¯ = 0.08, the flame brush
in Fig. 6 progressively rolls up around the large vortical structure at ϕ = 36o and 108o
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and the flame length increases, before the flame is disrupted between phases ϕ = 108o
and 180o when the vortical structure reaches the flame tip. The flame then rapidly shrinks
at phases ϕ = 180o and 252o. This mechanism is similar to the one observed for laminar
V flames submitted to harmonic flow modulations [46]. This process leads to large flame
surface area fluctuations during a modulation period and is responsible for the large FDF
gain observed at this forcing frequency in Fig. 5. The probability to find hot burnt gases
(T ≥ 1800 K [29]) deduced from OH-LIF measurements is also shown in Fig. 6. The circu-
lar pocket of hot burnt gases entrained around each vortical structure during a modulation
period confirms the flame/vortex roll-up process taking place in the external shear layer of
the swirling flow. One may also note an interesting feature. The convection velocity of these
structures depends on the height above the burner and features a complex behavior [47].
With the data available, the vortical structure seems to first decelerate before reaccelerat-
ing. This observation is in contrast with simplified assumptions made in many low order
models [48, 49].
Figure 7 shows the experimental results found at a lower forcing frequency f = 160 Hz,
but a slightly higher forcing level u′/u¯ = 0.12. The sequence of phase conditioned data
again allows following the growth and downstream convection of a large vortical structure
shed from the injector lip during a modulation period. In comparison to results at f =
350 Hz at u′/u = 0.08, the vortex consistently features a larger diameter due to the lower
forcing frequency and the higher modulation level [47]. A large circular pocket of hot burnt
gases entrained by the vortical structure is again visible for this forcing frequency in each
image. However, the OH* emission data also reveal that the flame tip is less bent by these
large structures during a modulation period at f = 160 Hz than at f = 350 Hz. Therefore,
it can be concluded that the flame/vortex roll-up process is less efficient for f = 160 Hz
and u′/u¯ = 0.12 than for an excitation at f = 350 Hz u′/u¯ = 0.08. This observation
highlights the determinant role of the complex flame/vortex roll-up process taking place in
the flame response. A larger and more energetic structure does not necessarily leads to a
stronger flame response.
One may already suggest that the vortical structure produced for the forcing condi-
tions explored in Fig. 7 is too large in comparison to the flame length to maximize the
flame/vortex roll-up process, even though this structure is energetic enough to recirculate
the hot burnt gases. The role of these coherent structures in the peak value of the FTF gain
has already been highlighted for the response of laminar V flames [46] and for the response
of swirling flames [9, 47]. Oberleithner et al. [47] showed that the receptivity of the shear
layer is an essential feature to understand the streamwise growth of these coherent struc-
tures. They found that the FDF gain of their swirling flame is correlated to the receptivity
of the shear layer when the forcing frequency and amplitude are varied. It is found here that
the flame/vortex interaction needs also to be considered and the process is not purely hydro-
dynamic. Interaction of a large coherent structure with the flame may also lead to a low heat
release rate response.
A close examination of Figs. 6 and 7 also reveals that the flame angle fluctuates at the
base of the central rod during a modulation period. These fluctuations are difficult to see in
these images and are better revealed in Fig. 15, which is later discussed. They are larger at
f = 160 Hz than at f = 350 Hz and are attributed to temporal fluctuations of the swirl
number [3, 50]. For an excitation at f = 160 Hz, the flame motion is controlled by two
distinct mechanisms : flame/vortex roll-up and swirl number fluctuations. It has been shown
in [3] that interferences between these two mechanisms are responsible for a drop of the
FDF gain. It is suggested here that the efficiency of the flame/vortex interaction needs also
to be considered to understand the observed drop of the flame response at f = 160 Hz.
5.3 Comparison with simulations
The FDF only yields an integrated information on the global flame response to the flow
perturbations. A deeper analysis is made in this section by comparing the measured and
computed velocity fields, the OH* emission and heat release distributions and the hot burnt
gas distributions in the experiments and simulations when the flow is modulated. The OH*
intensity distribution is here again directly compared to numerical fields of volumetric heat
release rate, as was done for instance in [51]. This hypothesis could be avoided by using
a mechanism which includes OH* species for chemistry tabulation [52]. However as the
burner operates in the fully premixed mode and all signals are normalized by their maximum
values, the errors induced by this approximation are expected to be limited and will not alter
the following analysis. Also, a kinetic scheme with OH* would need to be validated with
the 1D flame solver used here and a new look-up table would be generated with this new
species.
The left columns in Figs. 8 and 9 show images with the measured phase averaged OH*
emission distribution plotted on the left and the phase averaged heat release rate calculated
in the simulation on the right for excitations at f = 350 Hz and f = 160 Hz, respectively.
The right columns in these figures compare the measured (on the left side) and computed
(on the right side) phase averaged hot burnt gas probability of presence superimposed to
the corresponding velocity fields. These comparisons are conducted for five phases in the
modulation cycle. One recalls that the phase lag ϕ in these figures is indicated with respect
to the velocity signal measured at the hot wire location.
Regardless of the forcing frequency and the phase in the forcing cycle, the experimental
and numerical data are close in Figs. 8 and 9. The position and size of the large vortical
structures convected in the outer shear layer of the swirling jet are well reproduced at each
phase in the cycle. The shape and size of the recirculating hot burnt gases pockets entrained
by these vortical structures are also well captured by the LES. Overall, the shape of the
flame brush at the different phases in the forcing cycle is also fairly well predicted by the
simulations in Figs. 8 and 9. For f = 350 Hz, the large flame/vortex roll-up process is
reproduced by the simulations for the phases 36◦ ≤ ϕ ≤ 180◦ where the vortex interacts
with the flame tip. For f = 160 Hz, the calculated flame/vortex roll-up process also appears
less intense in Fig. 9, which is consistent with the experimental observations.
The velocity fields calculated in the simulations through the axial plane of the burner
and the PIV data are extracted at heights z = 5, 15, 25 and 35 mm above the combustion
chamber dump plane and are plotted in Figs. 10 and 11. The experimental values are masked
for x < 5 mm because flow seeding is not high enough to provide statistically meaningful
information in the central region of the flow. The numerical values are kept in this region to
highlight the evolution of the flow in the inner recirculation zone. These additional figures
confirm that the shape of the velocity profiles for both components are the same between
experiments and simulations at all heights z and phases ϕ. There are however differences in
the peak values reached by the perturbed flow in experiments and simulations. The largest
differences are observed at x ∼ 10 mm in the outer shear layer of the swirling flow.
One may identify other differences between experiments and simulations in Figs. 8
and 9. The first one is the presence of residual heat release in the outer shear layer of the
swirling jet in the simulations. This difference in volumetric heat release distribution can
also be observed for the unperturbed flame shown in Fig. 2. The second one is the difference
between the axial expansion of the zones with large heat release rate values. Overall, the
flame appears taller in the simulations compared to experimental observations. The largest
differences are observed for the case at f = 350 Hz and ϕ = 252◦ and ϕ = 324◦ in Fig. 8.
Fig. 8 First column: phase-averaged measured OH* emission (left) and computed heat release rate (right).
Values are normalized by the maximum. Second column: measured (left) and computed (right) phase-
averaged velocity field and hot burnt gas probability of presence. Results are presented for five phase angles
of the modulation period. Case FT-350-09 at f = 350 Hz and u′/u¯ = 0.09 in Table 1
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Fig. 9 First column: phase-averaged measured OH* emission (left) and computed heat release rate (right).
Values are normalized by the maximum. Second column: measured (left) and computed (right) phase-
averaged velocity field and hot burnt gas probability of presence. Results are presented for five phase angles
of the modulation period. Case FT-160-17 at f = 160 Hz and u′/u¯ = 0.17 in Table 1
40 
35 
30 
25 
'? 20 
E 
-;; 15 
10 
0 
40 
35 
30 
25 
E20 
E 
~ 1."i 
10 
0 
40 
35 
30 
25 
E20 
E 
~ 15 
10 
40 
35 
30 
25 
'?20 
E 
';; 15 
10 ,f 
-•-
:, 
\ :( 
=--- -
,,,-
x(mm) 
LO 
x (mm) 
Fig. 10 First column: measured (symbols) and computed (solid lines) phase-averaged axial velocity uz.
Second column: measured (symbols) and computed (solid lines) phase-averaged radial velocity ux . Results
are presented for three phase angles of the modulation period and different heights z. Case FT-350-09 at
f = 350 Hz and u′/u¯ = 0.09 in Table 1
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Fig. 11 First column: measured (symbols) and computed (solid lines) phase-averaged axial velocity uz.
Second column: measured (symbols) and computed (solid lines) phase-averaged radial velocity ux . Results
are presented for three phase angles of the modulation period and different heights z. Case FT-160-17 at
f = 160 Hz and u′/u¯ = 0.17 in Table 1
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It is known that the flame angle and flame height are important features that affect the flame
frequency response to flow perturbations [48]. Therefore, it is worth examining if differ-
ences between the measured and computed FDF gain can be attributed to differences of the
observed and simulated flame shapes.
To this end, data are further analyzed by splitting the images in eight interrogation regions
of 5 mm each, as shown in Fig. 12. Layer Z05 denotes the region between the rod tip and
5 mm above. Layer Z10 comprises the region between 5 mm ≤ z ≤ 10 mm and so on.
Figures 13 (f = 350 Hz) and 14 (f = 160 Hz) compare, for each of these layers, the mea-
sured (left) and computed (right) evolutions of the phase averaged integral of OH* intensity
(measurements) and heat release rate (simulations) calculated over the region covered by the
layer as a function of the phase in the forcing cycle. Values are normalized by the average
value obtained in each layer during a modulation period.
Results in Fig. 13 are analyzed first for an excitation at f = 350 Hz. For layers Z05,
Z10, Z15, Z20, Z25 and Z30, which correspond to small and intermediate distances from
the injector nozzle, agreement between the measured OH* intensity I/I and heat release
rate Q˙/Q˙ deduced from the simulation is good. The simulation reproduces well the shape
of the measured signal both in phase and amplitude in the different interrogation windows.
Agreement however worsens when results are compared for the upper layers Z35 and Z40.
Both the amplitude and the phase lag of the measured I/I and computed Q˙/Q˙ signals
differ in these regions. These differences have however a limited impact on the global flame
response and its FDF as shown in Fig. 5 at f = 350 Hz because the relative fluctuations
Q˙/Q˙ remain relatively weak in the regions Z35 and Z40 in Fig. 13 compared to the ones
found at Z25 and Z20 which are better reproduced by the simulations.
Results in Fig. 14 for an excitation at f = 160 Hz are now analyzed. Except for layer
Z20, the shape of the relative fluctuation I/I observed for the OH* signal in the experiment
is well reproduced by the relative heat release rate fluctuation Q˙/Q˙ found in the LES. The
amplitude of these signals is also well reproduced by the LES for layers Z05, Z10, Z15,
Z20 and Z25. However, simulations largely over-predict the amplitude of heat release rate
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interrogation regions
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Fig. 13 Evolution of the normalized phase-averaged integral of heat release rate for each layer defined in
Fig. 12 during a modulation period. Left: experiments. Right: simulations. Case FT-350-09 at f = 350 Hz
and u′/u = 0.09 in Table 1
fluctuations in layers Z30, Z35 and Z40, corresponding to the upper part of the flame.
Because the flame stabilizes with a V-shape, the upper parts of the flame comprise a large
fraction of the total flame surface area and contribute significantly to the total heat release
rate oscillation. Therefore, over-predicting the amplitude of heat release rate fluctuations in
these regions is likely to have a significant impact on the predicted FDF. This could explain
why the FDF gain is largely over-predicted by the simulation at the forcing frequency f =
160 Hz in Fig. 5.
The previous figures reveal that heat release rate fluctuations are poorly predicted by the
simulation in the upper region of the flame at both forcing frequencies f = 350 Hz due to
phase phase mismatch between the experimental and numerical signals and at f = 160 Hz
due to an amplitude mismatch, but LES predicts the correct FDF gain for an excitation at
f = 350 Hz and over-predicts it for f = 160 Hz in Fig. 5. To better understand this
behavior, Fig. 15 plots the minimum and maximum values of the heat release rate Q˙ and
OH* light intensity I signals found in each interrogation region over a forcing cycle. This
comparison gives an indication on how well the envelope of the flame motion is reproduced
by the simulation as a function of the distance to the injector outlet.
Fig. 14 Evolution of the normalized phase-averaged integral of heat release rate for each layer defined in
Fig. 12 during a modulation period. Left: experiments. Right: simulations. Case FT-160-17, f = 160 Hz and
u′/u = 0.17 in Table 1
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Fig. 15 Extrema of the normalized phase-averaged integral heat release rate in each layer defined in Fig. 12
as a function of the downstream position. Blue crosses: simulations. Red circles: experiments. Left : case
FT-350-09. Right: case FT-160-17
Results for f = 350 Hz and u′/u¯ = 0.09 are shown at the left in Fig. 15. One first sees
that the envelope of the perturbed flame brush does not move close to the flame anchoring
region, meaning that the flame root angle does not vary in this region at this forcing con-
dition. The flame brush envelope then starts to grow further downstream and this motion
grows in amplitude with the downstream distance to the rod tip up to the region Z20. At
this distance, the amplitude of this motion starts to shrink in the experiments further down-
stream. These features are well reproduced by the LES, except very close to the flame tip
where the LES overestimates the amplitude of the flame brush motion at Z40. As already
stated, this has a limited impact on the FDF at f = 350 Hz, because the contribution to the
total heat release fluctuation of the signal originating from the flame tip remains relatively
weak in this case.
The situation differs in the right graph in Fig. 15 obtained for a forcing frequency f =
160 Hz and u′/u¯ = 0.17. One may already note a sizable motion of the flame brush envelope
very close to the flame anchoring region associated to large fluctuations of the flame root
angle for this modulation. The envelope of the flame brush motion then also grows with the
downstream distance to the rod tip and this is again well reproduced by the simulation up
to region Z20. The maximum fluctuation amplitude is reached for Z30 in the experiments.
The measured signal then slightly drops at Z40 while the envelope of the simulated signal
continuously grows with the distance to the rod tip and reaches the largest oscillations at the
flame tip. Therefore, LES does not accurately predict the FDF gain at f = 160 Hz in Fig. 5
due to a difficulty at reproducing the correct flame tip motion at this forcing condition.
6 Analysis
The objective of the following analysis is to identify the reasons which explain the limitation
of the LES and to provide routes for improvement. Differences between LES predictions
and experiments for the FDF gain and flame motion suggest that turbulent heat release
fluctuation prediction should be improved. The data presented in the previous sections also
indicate that these differences may be specifically attributed to difficulties in computing the
spatial distribution of the heat release rate, particularly near the tip of the flame. This issue
potentially derives for errors in determining the correct flame consumption speed, which
controls the flame shape and flame height. Different scenarii are now envisaged to explore
these issues.
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6.1 Scenario A: impact of the grid resolution
Original simulations carried out on a mesh with 49 million elements have been reconducted
on a homogeneously refined grid made of 395 million elements for both forcing frequencies
f = 160 Hz and f = 350 Hz. Results for the flame dynamics are not shown here, but one
barely sees any difference with the phase averaged fields plotted in Figs. 8 and 9 that were
obtained with the original grid. Values for the FDF gain and phase lag obtained on the fine
grid are added to the FDF plotted in Fig. 16. The results are a bit improved at f = 350 Hz,
but there is no significant difference, meaning that the grid resolution does not improve the
quality of the prediction of flame response to flow perturbations and in particular does not
help to reduce the difference observed at f = 160 Hz.
6.2 Scenario B: impact of the subgrid scale ﬂamewrinklingmodel
Subgrid scale flame wrinkling directly alters the effective propagation speed of the turbu-
lent flame and may therefore influence the quality of the FDF prediction. In the present
formulation, uncertainties in flame wrinkling modeling are mainly concentrated in the
estimation of the ad-hoc β parameter of the Charlette model [44] given by:
 =
(

δ0l
)β
(8)
where  is the spatial filter width and δ0l the laminar flame thickness. In the present simula-
tions, the efficiency function reaches 2.83. Assuming the saturated form of the Charlette
model, changing the β value leads to changes of the turbulent flame speed ST as follows:
S
β+β
T
S
β
T
=
(

δ0l
)β
(9)
Fig. 16 FDF gain (top) and phase lag (bottom). Experiments : u′/u¯ = 0.09 (red solid line), u′/u¯ = 0.17
(blue dashed lines). Simulations : u′/u¯ = 0.09 (red items). Upward oriented triangles: refined mesh with 395
million elements. Rightward oriented triangles: original mesh with 49 million elements
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Figure 17 compares the flame shapes calculated for β = 0.5 and β = 0.6 with the
experimental data in the absence of external forcing. Increasing β to 0.6 corresponds to an
increase of 20% of Sl,0. According to Eq. 9, with  = 3.5 mm and δ0l = 0.44 mm, this
corresponds to an increase of ST approximately equal to 23%. As expected, the flame brush
is shorter in Fig. 17 with an increased turbulent flame speed for β = 0.6. The distribution
of volumetric heat release rate now also better matches the OH* distribution in the experi-
ments. The main difference between experiments and these new simulations is now related
to the thin residual reaction layer in the outer shear layer of the swirling jet, which is absent
in the OH* experiment, but is still present in the simulated heat release distribution.
This new numerical solution is retained to assess the influence of the β parameter on the
flame response to a flow modulation at f = 160 Hz and u′/u = 0.17 (case FT-160-17 in
Table 1). This case is chosen because the largest differences with experiments are observed
for the FDF gain at f = 160 Hz. The same procedure is applied for the flow modulation,
the only change being the increase of β from 0.5 to 0.6. As shown in Fig. 18, the calculated
FDF gain with β = 0.6 is not improved in any way with respect to the experimental data
and to the previous simulations made with β = 0.5.
This test shows that the β parameter cannot explain the discrepancy of the FDF gain
observed at f = 160 Hz between experiments and simulations. The flame dynamics is, for
this configuration, not very sensitive to the subgrid scale flame modeling. As  decreases
with mesh refinement, this conclusion is somehow consistent with scenario A, where it
has been shown that results are not very sensitive to the grid size. This result also reveals
that despite the flame length is better reproduced by LES for the unforced case, the flame
response observed in the experiments is still not recovered. This means that the role of the
residual reaction rate observed in the simulations for β = 0.5 or β = 0.6 in the outer
shear layer of the swirling flow may have a major effect on the flame response to acoustic
modulations and its FDF at f = 160 Hz.
Fig. 17 Comparison of the measured OH* signal and simulated heat release rate distributions without
acoustic forcing. Left : experiments. Middle : simulations with β = 0.5. Right : simulations with β = 0.6
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6.3 Scenario C: inﬂuence of the strain rate on the ﬂame response
In F-TACLES, the chemistry is tabulated from unstrained premixed laminar flames. It is
assumed that the flame structure is not altered by the strain rate leading to a constant flame
thickness. However, in the investigated configuration, the flame is subjected to large veloc-
ity fluctuations that stretch the flame up and down during a forcing cycle. To investigate
this issue, the LES velocity fields are post-processed to estimate the resolved strain rate as
follows:
S˜ =
√
2(S˜ij S˜ij ) where S˜ij = 1
2
(
∂u˜i
∂xj
+ ∂u˜j
∂xi
)
(10)
Note that subgrid scale strain effects are not included in this expression and Eq. 10 only
provides an estimate of the effective strain rate acting on the flame front elements. An
instantaneous view of S˜ is shown at the left in Fig. 19 for an excitation at f = 350 Hz
and u′/u¯ = 0.09. The corresponding temperature field is plotted at the right in Fig. 19. As
expected, the strain rate is high in the inner and outer shear layers of the swirling jet. As
discussed in [30], simulations predict a thin residual reaction zone in the outer shear layer
of the swirling jet, which is not observed in the OH* light signal measured in the experi-
ments. This region is also characterized by large heat losses [29]. This is highlighted by the
temperature field in Fig. 19, where the burnt gases are cooled down to 800 K and the fresh
gases from the swirling reactant stream meet the cooled burnt gases that are recirculating in
the corner of the combustor.
The combined effects of heat losses and strain rates are not included in the LES model
used in this work and may explain the differences observed between simulations and exper-
iments [27, 28, 53]. One possibility would be to include these effects in the tabulated
chemistry. One can mention the work presented in [25] or [54], where the effect of heat
losses and strain rate is taken into account in the tabulation process. This raised however
critical modeling issues out of the scope of the present study such as the estimation of unre-
solved strain rate in the LES. The following simplified approach is therefore preferred to
analyze the results.
Fig. 18 FDF gain (top) and phase bottom. Experiments : u′/u¯ = 0.09 (red solid line), u′/u¯ = 0.17 (blue
dashed lines). Simulations : u′/u¯ = 0.17 (blue items). Triangles: β = 0.5. Circles: β = 0.6
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The following 1D numerical analysis is undertaken. A collection of 1D strained premixed
flames is computed with the REGATH solver [42]. The simulated configuration consists
in a 1D steady isobaric laminar premixed flame stabilized between two counter-flows. A
CH4/H2/air mixture is injected from one side at the equivalence ratio φ = 0.70 and tem-
perature Tf = 298 K. The opposite injector is fed with burnt gases of the same mixture
for which a given enthalpy defect h is applied. For that purpose, the equilibrium com-
position of the burnt gases at an imposed temperature is computed first for the CH4/H2/air
mixture composition injected in the system. The imposed burnt gas temperature is then var-
ied between the adiabatic flame temperature reached in the absence of heat losses and the
minimum temperature set here to 800 K approximately. This latter temperature roughly cor-
responds to the temperature of the burnt gases in the coldest zones of the combustor found
in Fig. 19. The critical strain rate leading to flame quenching is then extracted from the 1D
simulations as the strain rate for which the laminar flame speed of the non-adiabatic strained
flame drops below 5 cm.s−1. The results are plotted in Fig. 20 as a black line, delimiting two
zones. For a given enthalpy loss, combustion persists below a specific strain rate threshold
level. Increasing the strain rate beyond this value results in flame extinction.
It is worth examining the LES calculations and see where the results are located in this
diagram. The cases FT-160-09, FT-160-17, FT-350-09 are selected. Resolved (or filtered)
value of the strain rate is picked in the LES calculations at z = 0 mm corresponding to the
top of the central bluff-body and at the point of maximum heat release in the outer shear
layer of the swirling jet. This particular location is selected because this is where the highest
strain rates are observed in the outer shear layer of the jet in Fig. 21. The value of the
enthalpy defect δh needs also to be estimated and is taken here in the burnt gases at x = 10
mm and z = 0 mm. This region is again selected in the outer shear layer of the swirling jet
at the same altitude z as for the estimation of the strain rate, but in the cold burnt gases as
shown in Fig. 20. The values for the strain rate and enthalpy defect are extracted from LES
for twenty regularly distributed instants, each separated by T/10, where T = 1/f is the
oscillation period of the forcing signal. This duration covers two full cycles of excitation.
These data are then added to Fig. 20 for each case explored.
Figure 20 clearly shows that, even by neglecting unresolved (or subfilter) strain rate
contribution, the flame should be quenched in the outer shear layer of the swirling jet at
z = 0 mm for the three cases explored and all instants considered in the forcing cycle.
The flame cannot sustain such levels of strain rate for these levels of enthalpy defect. One
may also note that the values found lie quite far from the boundary of the quenched zone,
Fig. 19 Instantaneous LES resolved strain rate (left) and temperature (right) for the case FT-350-09
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Fig. 20 Black line: critical strain rate as a function of the enthalpy defect delimiting the quenching and no
quenching zones. Symbols: resolved strain rate at z = 0 mm and at the point of maximum heat release in the
outer shear layer of the swirling jet as a function of the enthalpy defect in the burnt gases at x = 10 mm and
z = 0 mm
which has been calculated with a laminar counter-flow configuration. Slight variations of the
enthalpy defect or strain rate estimates due to the region of interest in the outer reaction layer
where these values are probed and effects of turbulence will thus not affect the conclusion.
Therefore, the limitations of the combustion modeling may explain the remaining reaction
zone in the outer shear layer of the swirling jet.
Fig. 21 Instantaneous heat release rate field for case FT-350-09 with superimposed isolines corresponding
to the critical strain rate for a given enthalpy defect (extracted from Fig. 20)
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This is confirmed by a supplementary post-processing of the numerical results which
demonstrates the combined effects of strain and enthalpy defect on the turbulent flame topo-
logy. By using laminar flame data from Fig. 20, isolines of the critical strain rate associated
to a given enthalpy defect are indicated in Fig. 21, at one selected time instant of case FT-
350-09. This post-processing avoids the need to model unresolved strain rate contributions.
Being superimposed to the field of heat released, these isolines evidence regions where the
strain rate would lead to flame quenching. Even at moderate levels of strain rate (as low as
600 s−1), flame quenching by strain would occur primarily in the outer flame region. At the
opposite, the effect of strain rate on the inner flame region is not significant, as the enthalpy
defect in this region is small compared to the one in the outer recirculation zone.
The response of this additional reaction layer is considered in the computation of the
FDF gain in the numerical results. The differences in flame response between f = 160 and
350 Hz result in a variable additional gain due to the response of the outer reaction zone to
acoustic forcing. At the forcing frequency f = 160 Hz and u′/u¯ = 0.16, the flame envelope
varies greatly in height over an excitation cycle (Fig. 9), the outer reaction zone changing
accordingly. At f = 350 Hz and u′/u¯ = 0.16, the flame envelope is less altered by the
forcing with a weakly evolving outer reaction zone. Therefore the additional FDF gain is
more noticeable at f = 160 Hz than at f = 350 Hz. The FDF data in Fig. 5 corroborate
this scenario.
7 Conclusion
Comparisons between experiments and numerical simulations for the FDF of a swirl-
stabilized premixed flame have been carried out. The FDF phase shift between velocity and
heat release rate fluctuations integrated over the flame volume is fairly well reproduced by
the simulations for the two modulation levels u′/u¯ = 0.09 and 0.17 examined. However,
differences appear for the FDF gain at both forcing levels. Detailed examinations of the
flame response at two forcing frequencies f = 160 Hz and f = 350 Hz indicate differ-
ences in the way the volumetric heat release is distributed over the flame raising questions
regarding the modeling choices. An analysis of the dynamics of the turbulent flame brush
envelope to the acoustic excitation reveals a complex response that depends on the forcing
conditions. The current turbulent combustion formalism (F-TACLES) makes the assump-
tion that the flame stays in the regime of unstretched flamelets with constant subgrid flame
wrinkling parameters. These two hypotheses need to be reconsidered for the pulsated flows
analyzed in this study. Several scenarii are explored and show that the main issue that should
be taken into account in the numerical modeling approach is the combined effects of strain
rate and enthalpy defect on flame structure.
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