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In this dissertation we study the dynamic and static probabilistic structure of the distribution of equity
transaction times on financial markets. We propose dynamic, non-linear, non-Gaussian state space models to
investigate both the structure of the associated inter-trade durations, and the properties of the number of
transactions over a mesh of fixed
length. The economic motivation of the study lies in the relationship between the properties of transaction
times and those of the time-varying volatility of equity returns and of market liquidity measures such as bid-
ask spreads. We use high-frequency data extracted from the Trade and Quotes database to recover transaction
time-stamps recorded down to the second or millisecond time scale depending on the sample of analysis. We
focus our attention to a randomly selected sub-sample of the S&P100 index traded on U.S. financial markets.
Starting from the work of Chen et al. (2013), we propose a dynamic duration model that is able to capture the
salient features of the empirical distribution of inter-trade
durations for the most recent samples, namely, over-dispersion, long-memory, transaction clustering and
simultaneous trading. We employ this model to study the structural change in the properties of the transaction
process by assessing its ability of fitting the data and its forecasting accuracy over a long span of time
(1993-2013). As an alternative tool for
the analysis of the transaction times process, and motivated by the necessity of reducing the computational
burdens induced by the appearance of data-sets of unprecedented size, we propose a dynamic, long-memory
model for the number of transactions over a mesh of
fixed length, based on the Markov Switching Multifractal model proposed by Calvet and Fisher (2008). We
perform goodness-of-fit and forecasting accuracy comparisons against competing models and find that the
proposed model provides a superior performance.
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ABSTRACT
ESSAYS IN DYNAMIC DURATION AND COUNT MODELLING
Lorenzo Braccini
Francis X. Diebold
In this dissertation we study the dynamic and static probabilistic structure of the distri-
bution of equity transaction times on financial markets. We propose dynamic, non-linear,
non-Gaussian state space models to investigate both the structure of the associated inter-
trade durations, and the properties of the number of transactions over a mesh of fixed
length. The economic motivation of the study lies in the relationship between the proper-
ties of transaction times and those of the time-varying volatility of equity returns and of
market liquidity measures such as bid-ask spreads. We use high-frequency data extracted
from the Trade and Quotes database to recover transaction time-stamps recorded down to
the second or millisecond time scale depending on the sample of analysis. We focus our
attention to a randomly selected sub-sample of the S&P100 index traded on U.S. financial
markets. Starting from the work of Chen et al. (2013), we propose a dynamic duration
model that is able to capture the salient features of the empirical distribution of inter-trade
durations for the most recent samples, namely, over-dispersion, long-memory, transaction
clustering and simultaneous trading. We employ this model to study the structural change
in the properties of the transaction process by assessing its ability of fitting the data and
its forecasting accuracy over a long span of time (1993-2013). As an alternative tool for
the analysis of the transaction times process, and motivated by the necessity of reducing
the computational burdens induced by the appearance of data-sets of unprecedented size,
we propose a dynamic, long-memory model for the number of transactions over a mesh of
fixed length, based on the Markov Switching Multifractal model proposed by Calvet and
Fisher (2008). We perform goodness-of-fit and forecasting accuracy comparisons against
competing models and find that the proposed model provides a superior performance.
vi
TABLE OF CONTENTS
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
LIST OF ILLUSTRATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
CHAPTER 1 : Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
CHAPTER 2 : Financial Trading Over The Years, A Multifractal Intensity Perspective 5
2.1 Description of Data, A Long Retrospective . . . . . . . . . . . . . . . . . . 10
2.2 Introducing A Censored And Zero-Augmented Markov Switching Multifrac-
tal Duration Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Estimation: Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4 Estimation: Results For Thinned Sample . . . . . . . . . . . . . . . . . . . 35
2.5 Estimation: Results For The Censoring Model . . . . . . . . . . . . . . . . . 41
2.6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
CHAPTER 3 : A Markov Switching Multifractal Conditional Poisson Model . . . . 51
3.1 Description of Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2 The Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3 Estimation: Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.4 Estimation: Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.5 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
APPENDIX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
A.1 Descriptive Statistics for Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . 87
vii
A.2 Estimation Results for Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . 92
A.3 Descriptive Statistics for Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . 125
A.4 Proofs for Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
A.5 Estimation Results for Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . 131
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
viii
LIST OF TABLES
TABLE 1 : Selected U.S. Equities, Ticker Symbols and Company Names . . . . 10
TABLE 2 : Descriptive Statistics, Bundle Averages, Full Sample, Seconds . . . 11
TABLE 3 : Descriptive Statistics, Bundle Averages, Thinned Sample, Seconds 12
TABLE 4 : Selected U.S. Equities, Ticker Symbols and Company Names . . . . 54
TABLE 5 : February 2010, Descriptive Statistics, Comparing WMT with the
Bundle, ∆ = 10 seconds . . . . . . . . . . . . . . . . . . . . . . . . 55
TABLE 6 : February 2010, Descriptive Statistics, Comparing WMT with Simu-
lated Sample, ∆ = 10 seconds, k¯ = 7, Q = 3 . . . . . . . . . . . . . 71
TABLE 7 : Descriptive Statistics, Comparing WMT with Simulated Sample,
ACP(1,1), ∆ = 10 seconds, Q = 3 . . . . . . . . . . . . . . . . . . . 82
TABLE 8 : 1993, Descriptive Statistics, Full Sample . . . . . . . . . . . . . . . 87
TABLE 9 : 1998, Descriptive Statistics, Full Sample . . . . . . . . . . . . . . . 88
TABLE 10 : 2003, Descriptive Statistics, Full Sample . . . . . . . . . . . . . . . 89
TABLE 11 : 2008, Descriptive Statistics, Full Sample . . . . . . . . . . . . . . . 90
TABLE 12 : 2013, Descriptive Statistics, Full Sample . . . . . . . . . . . . . . . 91
TABLE 13 : 1993, Estimated Intra-Day Seasonal Effects . . . . . . . . . . . . . 95
TABLE 14 : 1998, Estimated Intra-Day Seasonal Effects . . . . . . . . . . . . . 96
TABLE 15 : 2003, Estimated Intra-Day Seasonal Effects . . . . . . . . . . . . . 97
TABLE 16 : 2008, Estimated Intra-Day Seasonal Effects . . . . . . . . . . . . . 98
TABLE 17 : 2013, Estimated Intra-Day Seasonal Effects . . . . . . . . . . . . . 99
TABLE 18 : Estimated Parameter Values, AA . . . . . . . . . . . . . . . . . . . 100
TABLE 19 : Estimated Parameter Values, ABT . . . . . . . . . . . . . . . . . . 101
TABLE 20 : Estimated Parameter Values, AXP . . . . . . . . . . . . . . . . . . 102
TABLE 21 : Estimated Parameter Values, BA . . . . . . . . . . . . . . . . . . . 103
ix
TABLE 22 : Estimated Parameter Values, BAC . . . . . . . . . . . . . . . . . . 104
TABLE 23 : Estimated Parameter Values, C . . . . . . . . . . . . . . . . . . . . 105
TABLE 24 : Estimated Parameter Values, CSCO . . . . . . . . . . . . . . . . . 106
TABLE 25 : Estimated Parameter Values, DELL . . . . . . . . . . . . . . . . . 107
TABLE 26 : Estimated Parameter Values, DOW . . . . . . . . . . . . . . . . . . 108
TABLE 27 : Estimated Parameter Values, F . . . . . . . . . . . . . . . . . . . . 109
TABLE 28 : Estimated Parameter Values, GE . . . . . . . . . . . . . . . . . . . 110
TABLE 29 : Estimated Parameter Values, HD . . . . . . . . . . . . . . . . . . . 111
TABLE 30 : Estimated Parameter Values, IBM . . . . . . . . . . . . . . . . . . 112
TABLE 31 : Estimated Parameter Values, INTC . . . . . . . . . . . . . . . . . . 113
TABLE 32 : Estimated Parameter Values, JNJ . . . . . . . . . . . . . . . . . . . 114
TABLE 33 : Estimated Parameter Values, KO . . . . . . . . . . . . . . . . . . . 115
TABLE 34 : Estimated Parameter Values, MCD . . . . . . . . . . . . . . . . . . 116
TABLE 35 : Estimated Parameter Values, MRK . . . . . . . . . . . . . . . . . . 117
TABLE 36 : Estimated Parameter Values, MSFT . . . . . . . . . . . . . . . . . 118
TABLE 37 : Estimated Parameter Values, QCOM . . . . . . . . . . . . . . . . . 119
TABLE 38 : Estimated Parameter Values, T . . . . . . . . . . . . . . . . . . . . 120
TABLE 39 : Estimated Parameter Values, TXN . . . . . . . . . . . . . . . . . . 121
TABLE 40 : Estimated Parameter Values, WFC . . . . . . . . . . . . . . . . . . 122
TABLE 41 : Estimated Parameter Values, WMT . . . . . . . . . . . . . . . . . . 123
TABLE 42 : Estimated Parameter Values, XRX . . . . . . . . . . . . . . . . . . 124
TABLE 43 : 2010, Descriptive Statistics, Number of Trades per ∆-Interval, ∆ =
10 seconds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
TABLE 44 : 2010, Descriptive Statistics, Number of Trades per ∆-Interval, ∆ = 1
minute and bla bla bla . . . . . . . . . . . . . . . . . . . . . . . . . 126
TABLE 45 : 2010, Descriptive Statistics, Number of Trades per ∆-Interval, ∆ =
10 minutes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
TABLE 46 : Estimated Intra-Day Seasonal Effects, ∆ = 10 seconds, k¯ = 7, Q = 3 131
x
TABLE 47 : Estimated Intra-Day Seasonal Effects, ∆ = 1 minute, k¯ = 7, Q = 3 132
TABLE 48 : AA - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . . 133
TABLE 49 : ABT - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . 134
TABLE 50 : AXP - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . 135
TABLE 51 : BA - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . . 136
TABLE 52 : BAC - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . 137
TABLE 53 : C - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . . . 138
TABLE 54 : CSCO - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . 139
TABLE 55 : DELL - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . 140
TABLE 56 : DOW - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . 141
TABLE 57 : F - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . . . 142
TABLE 58 : GE - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . . 143
TABLE 59 : HD - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . . 144
TABLE 60 : IBM - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . . 145
TABLE 61 : INTC - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . 146
TABLE 62 : JNJ - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . . 147
TABLE 63 : KO - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . . 148
TABLE 64 : MCD - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . 149
TABLE 65 : MRK - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . 150
TABLE 66 : MSFT - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . 151
TABLE 67 : QCOM - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . 152
TABLE 68 : T - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . . . 153
TABLE 69 : TXN - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . 154
TABLE 70 : WFC - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . 155
TABLE 71 : WMT - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . 156
TABLE 72 : XRX - Estimation Results - Q = 3 . . . . . . . . . . . . . . . . . . 157
xi
LIST OF ILLUSTRATIONS
FIGURE 1 : Descriptive Statistics Over The Years, Full Sample . . . . . . . . 13
FIGURE 2 : Inter-Trade Durations, Sample ACFs, Bundle, Full Sample . . . . 14
FIGURE 3 : Simultaneous Trade Indicator, Sample ACFs, Bundle . . . . . . . 15
FIGURE 4 : Geweke-Porter-Hudak Estimator for Fractional Integration, Full
Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
FIGURE 5 : Example of the Considered Process . . . . . . . . . . . . . . . . . 19
FIGURE 6 : Censoring Scheme, A Graphical Example . . . . . . . . . . . . . . 22
FIGURE 7 : Example of the Considered Process . . . . . . . . . . . . . . . . . 25
FIGURE 8 : Intra-Day Calendar Effects: α̂j , Bundle . . . . . . . . . . . . . . . 35
FIGURE 9 : Time Series of Estimated Renewal Probability Profiles: γ̂k, Bundle
of Firms (Black) and Bundle Average (Red) . . . . . . . . . . . . 36
FIGURE 10 : Time Series of Histograms of Estimated Parameters: log λ̂ . . . . 36
FIGURE 11 : Time Series of Histograms of Estimated Parameters: m̂0 . . . . . 37
FIGURE 12 : Time Series of Histograms of Estimated Parameters: b̂ . . . . . . 37
FIGURE 13 : Time Series of Histograms of Estimated Parameters: γ̂∗ . . . . . . 38
FIGURE 14 : Time Series of Histograms of Ljung-Box Statistics Using 500 Acorrs.
(Red Vertical Line is 5% Critical Value) . . . . . . . . . . . . . . . 39
FIGURE 15 : Time Series of Histograms of Predictive R2’s: One-Trade-Ahead
Predictive Horizon . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
FIGURE 16 : Time Series of Histograms of Predictive R2’s: Twenty-Trade-Ahead
Predictive Horizon . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
FIGURE 17 : Intra-Day Calendar Effects: α̂i, Bundle . . . . . . . . . . . . . . . 41
FIGURE 18 : Time Series of Estimated Renewal Probability Profiles: γ̂k, Bundle
of Firms (Black) and Bundle Average (Red) . . . . . . . . . . . . 42
FIGURE 19 : Time Series of Histograms of Estimated Parameters: log λ̂ . . . . 42
xii
FIGURE 20 : Time Series of Histograms of Estimated Parameters: m̂0 . . . . . 43
FIGURE 21 : Time Series of Histograms of Estimated Parameters: b̂ . . . . . . 43
FIGURE 22 : Time Series of Histograms of Estimated Parameters: γ̂∗ . . . . . . 44
FIGURE 23 : Time Series of Histograms of Ljung-Box Statistics Using 500 Acorrs.
(Red Vertical Line is 5% Critical Value) . . . . . . . . . . . . . . . 44
FIGURE 24 : Time Series of Histograms of Predictive R2’s: One-Trade-Ahead
Predictive Horizon . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
FIGURE 25 : Time Series of Histograms of Predictive R2’s: Twenty-Trade-Ahead
Predictive Horizon . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
FIGURE 26 : Time Series of Bundle Averages of Estimated Parameter Values:
Censoring (Black) Vs. Thinning (Gray) . . . . . . . . . . . . . . . 47
FIGURE 27 : Box and Whisker Plots - Number of Trades per ∆-Length Time
Interval, Sample Distributions, ∆ = 10 seconds . . . . . . . . . . . 57
FIGURE 28 : February 2010, Q-Q Plots, WMT, Sample vs Poisson . . . . . . . 58
FIGURE 29 : February 2010, WMT, Number of Transactions per ∆-Length Time
Interval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
FIGURE 30 : February 2010, WMT, Number of Transactions per ∆-Length Time
Interval, Autocorrelations . . . . . . . . . . . . . . . . . . . . . . 60
FIGURE 31 : February 2010, Number of Transactions per ∆-Length Time Inter-
val, Bundle of Sample Autocorrelations, Bold Profile is WMT . . 61
FIGURE 32 : Example of the Considered Process, ∆ = 1 . . . . . . . . . . . . . 64
FIGURE 33 : WMT, Intra-Day-Calendar Effects and Estimated Renewal Proba-
bilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
FIGURE 34 : Simulated Sample, Number of Transactions per 10 Second Time
Intervals, Calibrated on WMT . . . . . . . . . . . . . . . . . . . . 71
FIGURE 35 : WMT, Q-Q Plot Against Simulated Sample and Autocorrelations 72
FIGURE 36 : BIC Differences for Q = 3 and Q = 4, Bundle Distribution, k¯ = 7 77
xiii
FIGURE 37 : Log-Likelihood Differentials, Profile Bundle, ∆ = 10 seconds, Bold
is WMT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
FIGURE 38 : Estimated Intra-Day Calendar Effects, exp(sˆt), Profile Bundles,
Bold is WMT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
FIGURE 39 : Estimated Parameters, Histograms Over the Bundle, ∆ = 10 seconds 79
FIGURE 40 : Estimated Parameters, Histograms Over the Bundle, ∆ = 1 minute 80
FIGURE 41 : Estimated Renewal Probabilities, γˆk, Profile Bundles, Bold is WMT 80
FIGURE 42 : BIC Differences Between MSMCP(7) and ACP(1,1), Bundle Dis-
tribution, Q = 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
FIGURE 43 : Simulated Sample, Number of Transactions per 10 Second Time
Intervals, Calibrated on WMT . . . . . . . . . . . . . . . . . . . . 83
FIGURE 44 : Simulated Sample, Autocorrelations Comparisons, ∆ = 10 seconds 83
FIGURE 45 : RMSE Comparisons, Histograms Over the Bundle, ∆ = 10 seconds 84
FIGURE 46 : RMSE Comparisons, Histograms Over the Bundle, ∆ = 1 minute 85
FIGURE 47 : Estimated Intra-Day Seasonal Effects – α̂i – as a Function of Stan-
dardized Day Time, All Years 1993-2013, Left to Right . . . . . . 92
xiv
CHAPTER 1 : Introduction
Equity transaction times are a very informative object for a wide variety of quantities
associated with measures of risk and liquidity of the considered asset. Their irregular be-
haviour captures the speed of the information flow and uncover the ability of the market
to incorporate such new information into the equilibrium price. A relatively large body of
literature confirms this view both from a theoretical and an empirical perspective. Most
notably, O’Hara (1995) proposes a model of strategic interaction where the pace of the
trading process signals the presence of privately informed traders. More recently, starting
from the subordinated change of time intuition of Clark (1973), Ane´ and Geman (2000)
show that the empirical distribution of calendar time returns recovers normality when the
cumulative number of transaction is taken as the stochastic clock of the price process. As
an immediate implication, such observation implies that the time-varying characteristics of
returns volatility are solely determined by the properties of the underlying distribution of
transaction times. More explicitly, Deo et al. (2009) demonstrate that the memory param-
eter of the duration process propagates to that of the counting process and up, completely
determining the memory parameter of the associated realized volatility process in a wide
varieties of settings.
Recent events such as the Flash Crash and the late 2000s financial crisis testify to our
relatively poor understanding of and ability to predict the behavior of financial markets,
their price and liquidity dynamics, in particular at high frequencies. The rapid increase in
availability of data sampled at ultra high-frequencies–second, millisenceond and nanosec-
ond level–however, allows us to study the main features of equity transaction processes at
incredibly fine time scales. Most importantly, high-frequency sampling enables us to study
the primitive object of interest that drives the process of dissemination of new information
into the market, i.e. transaction times.
1
The natural framework for the study of equity transaction times is provided by the mathe-
matical theory of point processes and, in particular, by the theory of Cox point processes.
In such a framework the central object of interest is the intensity function (or intensity
field), λ(t). This function completely determines the dynamic and static properties of the
event times distribution. The most natural approach to the problem suggests to formulate
an Exponential model for the duration process associated with the event times, conditional
on the intensity function, where the duration between consecutive events is defined as the
time difference between their times of occurrence. An alternative and common approach is
to study the counting process associated with the event times, i.e. the number of events in
a given time interval. In this case, time is divided into an evenly spaced mesh of size ∆t,
and the distribution of the number of events in each interval is assumed to follow a Poisson
distribution, again conditional on the intensity function.
From a statistical perspective, we would like to exploit all the information at our disposal. It
is then immediate to notice that the duration process includes all the information contained
in the counting process, and therefore it is the preferred object of analysis. However, if we
allow for the possibility of simultaneous events, i.e. events happening at the exact same
time, the same definition of the duration process breaks down, since we are not able to
assign a meaningful ordering to the point process itself anymore. In such a case, the only
viable possibility is the study of the counting process. Moreover, the appearance of data-sets
of unprecedented size, especially in recent years, has greatly increased the computational
burdens induced by the analysis of the point process in its entirety, through its duration
representation. Therefore, the study of the counting process, rather then the study of the
duration process, can sometimes be a more convenient alternative in order to recover the
fundamental object of interest, the intensity function λ(t).
In this dissertation we propose new, dynamic, non-linear, non-Gaussian state space models
to study both duration processes and time series of counts over a mesh of fixed length in
time. Both models are able to capture the well-known and salient features of the empirical
2
distribution of their quantities of interest, namely, over-dispersion, long-memory and trans-
action clustering, and are based on the previous work of Chen et al. (2013) and Calvet and
Fisher (2008).
We employ the proposed inter-trade duration model to analyze the structural change in
the properties of the transaction process of 25 stocks randomly selected from the S&P100
index over a long span of time (1993-2003), and in a coherent framework. In particular,
we reconcile the approach of the existing literature in inter-trade durations modeling with
the empirical observation of a clustering of inter-trade durations at a value of zero (i.e.
simultaneous trading), especially in the recent samples. We do so by constructing a model
of interval censoring that explains the observed simultaneity as a result of the granular mea-
surement of time in terms of a minimum unit of measure. This interpretation is consistent
with the analyzed data for most of the considered assets and over most of the considered
years.
We employ the proposed model for time series of counts per unit of time to study the
number of transactions over an evenly spaced mesh of different lengths of the same 25
stocks during February 2010. We compare the proposed model to the benchmark model
introduced by Rydberg and Shephard (2003) in terms of in-sample goodness-of-fit and out-
of-sample forecasting ability. The proposed model dominates the benchmark in terms of
in-sample goodness-of-fit, and it is at least as good as the benchmark in terms of out-of-
sample forecasting accuracy.
As already outlined, the two different approaches have both advantages and imperfections.
The proposed models improve over the state-of-the-art modeling perspective of financial
inter-trade durations and number of transactions per unit time. However, our analysis also
proves that more work is needed to further enhance our ability of fitting and forecasting
the transaction times process, and hence better understanding the main characteristics of
the dynamic behaviour of financial markets at high frequencies.
3
Overview of the Subsequent Chapters
In Chapter 2 we introduce the proposed model for the analysis, a censored and zero-
augmented version of the Markov Switching Multifractal Duration model introduced by
Chen et al. (2013), and illustrate its properties. The proposed model, unlike the original
version, is able to adjust to the most recent characteristics of the empirical distributions of
inter-trade durations. We describe the data employed in the analysis, trying to highlight
its most important features from a dynamic and static perspective. We then discuss the
estimation procedure, comment on the estimated parameters and investigate the structural
change of our estimates over five years intervals from 1993 to 2013.
In Chapter 3 we introduce the Markov Switching Multifractal Conditional Poisson Model
and discuss its properties. We then describe the data employed in the analysis trying
to compare the empirical regularities in the number of transactions per unit time to the
properties of the proposed model. We discuss the estimation procedure, and comment
on the estimated parameters. We finally compare the proposed model to the benchmark
model introduced by Rydberg and Shephard (2003) in terms of in-sample goodness-of-fit
and out-of-sample forecasting accuracy and assess its superior performance.
4
CHAPTER 2 : Financial Trading Over The Years, A Multifractal Intensity
Perspective
High-frequency transaction-level data on financial markets has long been exploited in the
literature to study many objects of economic interest. Major attention has been directed
towards measures of risk (e.g. price volatility) and liquidity (e.g. bid-ask spreads and
transaction volumes) in the hope of shedding light upon the micro-structure properties of
financial markets and of achieving a better quantitative understanding of their dynamics.
While such high-frequency sampling enhances the value of statistical inference through the
collection of vast datasets of unprecedented size–what is often referred to as “Big Data”–it
also typically imposes upon the econometrician the burden of studying irregularly spaced
observations. The quantities of interest, such transaction prices and volumes or quote
revisions, are observed at (almost) the exact time they occur, which raises the question of
whether the size of the temporal displacement between events conditions their probabilistic
structure. Empirical and theoretical arguments, starting from Clark (1973) and Easley and
O’Hara (1992), support the view that the amount of time elapsing between consecutive
transactions constitutes information about the economically relevant variables of interest
(such as prices or volumes).
On one hand plain time deformation arguments, starting from the simple observation that
a price can only change when a trade actually occurs, directly imply that the number
of transactions executed during a given time interval drives (time-varying) calendar time
volatility of stock prices over the same interval. Note that, even if trade-by-trade price
changes are assumed to have constant variance, the resulting calendar time price changes
can display time-varying volatility. To see this, consider a simple random walk model for
trade-by-trade (log) prices, logPi = logPi−1 + i, where i
iid∼ N (0, 1). The log return
between t and t′ will then be given by logP (t′)− logP (t) = ∑{i:ti∈(t,t′]}[logPi − logPi−1],
where ti is the calendar transaction time. Thus logP (t
′)−logP (t) ∼ N (0, Nt,t′), where Nt,t′
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represents the number of transactions between time t and t′. In this very simple case, then,
stochastic volatility in (log) returns is completely determined by the number of transactions
in the considered time interval. However, if stochastic volatility in stock prices depend–
at least in part–on the underlying number of transactions realized in the considered time
span, ultimately, the dynamic properties of inter-trade durations will likely correspond to
the dynamic properties of price volatility, as discussed by Deo et al. (2009).
On the other hand financial market micro-structure models with strategic interactions–
such as those in O’Hara (1995)–suggest that the pace of the transaction process, and
thereby the waiting times between trades, informs the market observer about the presence
of information-driven, speculative traders, who are trying to exploit their information ad-
vantage to maximize profits. In such a scenario, shorter inter-trade durations would induce
the specialist to revise her quotes, widening bid-ask spreads to hedge against the losses de-
riving from information-driven trades. Moreover, signal extraction from information-driven
trades will be faster in calendar time if the inter-trade durations are shorter, everything else
equal, implying a quicker adjustment of transaction prices and quotes to the new equilib-
rium levels. Finally, shorter durations will affect market depth, as information-driven trades
are associated with higher order volumes and the direction of trading is unambiguously de-
termined depending on whether the signal about the equity value is good or bad. However,
the precise effect would depend on the specialist’s constraints (for example, whether or not
she has inventory constraints).
Many studies, e.g. Engle and Lunde (2003) and Easley et al. (2008), have successfully
documented the empirical relevance of inter-trade durations for fitting and forecasting quote
and transaction dynamics in attempts to validate theretofore theoretical results. Inter-
trade durations feature prominently as an essential component of the dynamic behaviour
of financial markets’ liquidity in its four dimensions, as introduced by Harris et al. (1991)–
namely the bid-ask spread, market depth, immediacy and speed of price adjustment–and
price volatility. Therefore, understanding the dynamic properties of inter-trade durations is
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fundamental to characterizing the dynamic structure of price volatility and market liquidity.
In this work I study the evolution over the last two decades of the dynamic probabilistic
structure of inter-trade durations. I consider the transaction activity of twenty-five equities
traded on U.S. stock markets during the month of February for the years 1993, 1998,
2003, 2008 and 2013. All data is obtained from the Trade And Quote (TAQ hereafter)
database, and transaction times are measured down to the second until 2003 and on a
millisecond scale thereafter. Inter-trade durations are shown to display the well-known
characteristics of over-dispersion (i.e a coefficient of variation bigger than one) and long
memory (i.e. hyperbolic decay of the autocorrelation function as opposed to the exponential
decay typical of short memory processes). As expected, in such a long period of time, even
simple descriptive statistics suggest that the probabilistic structure of inter-trade durations
has drastically changed. In particular, the mean rate of the processes, as measured by
average duration, has collapsed from a bundle average of around 35 seconds in 1993 to an
average of 0.67 seconds in 2013, and over-dispersion increased drastically in the 2008 and
2013 samples. Furthermore, a substantial fraction of transactions (more than 25% of the
total observations in the last three samples considered) occur at exactly the same measured
time. From a probabilistic point of view, this feature implies that measured durations
should display a point mass at zero. Moreover, I document that the occurrence of zero
durations is strongly autocorrelated. In order to incorporate zero-duration observations
to the econometric analysis of inter-trade durations, I construct a model of censoring that
takes into account the discretization mechanism imposed by the minimum recording time
scale. The censoring model, in particular, allows for simultaneous transactions clustering by
dictating that any inter-trade duration smaller than the measurement unit threshold (i.e.
one second or one millisecond) is recorded as zero. The model thus justifies the clustering
of inter-trade durations at zero in a way that is neutral with respect to the underlying
properties of the point process. The zero observations result from the constraints of the
recording mechanism and their autocorrelation structure reflects the dynamic properties of
the original duration series. Lastly, the censoring model has the advantage that it does not
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require the estimation of any additional parameter vis a` vis the original model chosen to
represent the duration process, while simultaneously allowing for the use of much bigger
datasets which include the zero-duration observations.
Several inter-trade duration models have been proposed in the literature, starting from the
seminal contribution of Engle and Russell (1998), introducing an observation-driven short
memory model to analyze inter-trade durations (the Autoregressive Conditional Duration
model, ACD hereafter). Jasiak (1999) tried to enhance long memory in the same framework
by constructing a fractionally integrated version of the ACD model. Bauwens and Veredas
(2004) propose a parameter-driven short memory model to analyze inter-trade durations
(the Stochastic Conditional Duration model, SCD hereafter). Similarly, Deo et al. (2010)
allow for long memory in the form of fractional integration in the same context. Finally,
Chen et al. (2013), develop a parameter-driven, long memory model featuring multifrac-
tal scaling and multi-frequency components, the Markov Switching Multifractal Duration
model (MSMD hereafter). In particular, as also shown by Zikes et al. (2012), the MSMD
model accounts for most of the relevant properties displayed by the data and remains un-
beaten in terms of forecasting ability and quality of fit, and will therefore be taken as the
starting point for the subsequent analysis.
Nevertheless, this and all of the other models proposed to analyze inter-trade durations
crucially rely on continuous distributions, and are hence unable to account for the empirical
observation that observed durations cluster at zero. The choice of continuous and, in
particular, exponential distributions conditional on a stochastic arrival rate, stems from
the natural representation of financial inter-trade durations as realizations of a Poisson
Process with time-varying intensity. However, in reality, all available data is necessarily
measured in a discrete fashion (on a second or millisecond scale in this case). If a process
is amply larger than the scale of its minimum unit of measure with very large probability,
a continuous representation is likely to suffice. If the process instead lies in the scale of the
minimum unit of measure with a relevant frequency, the model employed in the analysis
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should directly account for the discretization mechanism.
Throughout, instead, the most common approach to operationalize these models has rather
been to “thin” the original series by removing all zero observations. In older samples (e.g.
1993), where zero durations are more scarce, such an approach could result in negligible
approximation errors. In more recent years, though, where the fraction of zero observations
exceeds 25% even with a concomitant refinement of the measurement scale, thinning should
not be expected to be neutral. In such an environment, estimation on the reduced sample
will deliver inconsistent estimates. Intuitively, in fact, the excluded observations represent
the smaller realizations of the process and the residual observations’ ordering is altered.
The paper is organized as follows. In Section 1 I describe the data employed in the analysis
and I compare the full and the thinned samples’ main characteristics. Section 2 sketches
the structure of the MSMD model of Chen et al. (2013), introduces the discretization mech-
anism imposed by the minimum recording scale and describes the Censoring MSMD model
and its properties. Section 3, 4 and 5 discuss the estimation strategy and presents estima-
tion results for the censoring model applied to the full sample as compared to the results
produced by the MSMD model fitted on the thinned sample. In-sample goodness of fit and
(pseudo-) out-of-sample forecasting accuracy comparison are performed. Finally, Section
6 concludes by relating the findings for inter-trade durations to market liquidity and price
volatility.
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2.1. Description of Data, A Long Retrospective
In this paper I will be focusing on high-frequency financial data of equity transactions.
In particular, I will employ time series of inter-trade durations for 25 equities traded on
U.S. stock exchanges throughout February in the years 1993, 1998, 2003, 2008 and 2013. I
consider trading days starting at 10:00 AM and ending at 4:00 PM to avoid dealing with
the micro-structure effects brought about by exchange opening procedures. The raw data
sources are the Second TAQ Database for the years 1993, 1998 and 2003, and the Millisecond
TAQ Database for the years 2008 and 2013. These databases provide information about
trades and quotes of financial assets traded on all U.S. exchanges. Each trade (or quote) is
time-stamped with second or millisecond level precision, depending on the considered year.
Table 4 displays the list of selected equities, which directly follows from Chen et al. (2013).
The original bundle was picked to be representative of the S&P100 market index in 1993.
However, three equities among those considered have been delisted since 20121. Regardless,
Table 1: Selected U.S. Equities, Ticker Symbols and Company Names
Symbol Company Name Symbol Company Name
AA ALCOA INTC Intel
ABT Abbott Laboratories JNJ Johnson & Johnson
AXP American Express KO Coca-Cola
BA Boeing MCD McDonald’s
BAC Bank of America MRK Merck
C Citigroup MSFT Microsoft
CSCO Cisco Systems QCOM Qualcomm
DELL Dell T AT&T
DOW Dow Chemical TXN Texas Instruments
F Ford Motor WFC Wells Fargo
GE General Electric WMT Wal-Mart
HD Home Depot XRX Xerox
IBM IBM
I have chosen to retain these equities for comparison consistency rather than to re-sample
a new set of symbols from the time-constant S&P100 universe. On similar grounds, the
1Such equities are ALCOA, Dell and Xerox.
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choice of the month, trading hours and sample length follow directly from the analogous
values proposed and justified by Chen et al. (2013). I choose to consider samples every five
years starting from 1993. This choice is arbitrary and has been made mainly for the sake
of parsimony, given the growing sample sizes throughout the period.
As notted by Hautsch (2012) the raw data produced by the TAQ database must be cleaned
to remove erroneously reported trades due to wrong and/or delayed recording of the trade
itself. To this end, I follow the procedures reported in Barndorff-Nielsen et al. (2011) and
Hautsch (2012) and check for: i) trades directly indicated as mis-recorded (CORR 6=00) and
ii) trades associated with zero values for the transaction price or the exchanged quantities.
Table 2: Descriptive Statistics, Bundle Averages, Full Sample, Seconds
Year Mean Med. Max. St. Dev. Kurt. CV Trades Zeros %
1993 42.1 20.0 850.9 61.1 25.68 1.41 19, 343 5%
1998 18.7 10.1 341.8 24.4 23.83 1.35 57, 232 11%
2003 5.21 2.96 113.1 6.57 25.85 1.47 225, 910 23%
2008 0.86 0.14 59.37 2.10 54.00 2.60 718, 310 48%
2013 0.90 0.01 75.98 2.56 62.03 2.94 609, 780 28%
In this section I describe the preeminent properties of the inter-trade duration data year-by-
year and across firms. Since I estimate the original MSMD model on a selected sub-sample,
I aim to highlight the main differences between the thinned and the full sample, the former
excluding and the latter including the zero observations.
Table 5 reports year-by-year bundle averages for simple descriptive statistics for the inter-
trade duration series on the full sample while Table 3 reproduces the same quantities for the
thinned sample. As expected, there are bigger proportional differences, in the considered
quantities, for those years in which the presence of simultaneous trade is more relevant,
that is 2003, 2008 and 2013.
First consider Table 5. The most striking feature of the full sample is the fact that the
percentage of simultaneous trades, i.e. of inter-trade durations equal to zero, is quite large
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Table 3: Descriptive Statistics, Bundle Averages, Thinned Sample, Seconds
Year Mean Med. St. Dev. Kurt. CV Trades
1993 43.4 21.3 61.6 25.08 1.35 17, 788
1998 19.7 11.0 24.6 22.23 1.21 42, 825
2003 5.96 3.56 6.75 21.10 1.09 100, 450
2008 1.57 0.55 2.64 31.29 1.71 339, 270
2013 1.22 0.05 2.93 45.23 2.43 429, 140
in the 2003, 2008 and 2013 samples. As I already mentioned, all current state of the art
models employed in the analysis of inter-trade durations fail to account for such clustering
and the econometrician has to discard all the zero observations from the dataset prior to
analysis. As an example, in 2008, the thinning procedure excludes almost 50% of the avail-
able observations. In this context, can such a substantial portion of the data be discarded
safely, simply because it can’t be explained by the available models? We should then include
it in the analysis and explain its properties in a coherent and practical way.
The average number of transactions sizably increased, peaking in 2008 and slightly de-
creasing in 2013, mirroring the behavior of the average mean duration which considerably
dropped while staying constant over the last two periods considered. The average median
duration, by contrast, continued to drop considerably also in 2013. Inter-trade durations’
average standard deviation decreased, but proportionally less then the average mean, induc-
ing very high coefficients of variation for the 2008 and 2013 samples. Also, average kurtosis
exploded in the later samples.
Looking at the thinned sample in Table 3 we can see that the main qualitative features of
the previous characterization remain unchanged. The most striking differences are that the
number of transactions increases from 2008 to 2013 when ignoring zero-length durations,
that the boost in kurtosis is relatively less pronounced, and that over-dispersion levels are
smaller.
To give a more precise sense of the location shifts and the dispersion of some of the reported
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Figure 1: Descriptive Statistics Over The Years, Full Sample
(a) Proportion of Zero Durations
Year
(b) Coefficient of Variation
Year
descriptive statistics over the bundle of equities, Figure 27 depicts box and whisker plots over
the considered years. Two statistics are considered–the coefficient of variation (right panel)
and the proportion of simultaneous trades (left panel). Red crosses represent outliers. For
the coefficients of variation, bundle distribution dispersion decreased until 2003 and then
increased in 2008 and 2013. For the proportion of simultaneous trades it is interesting to
note the presence of several outliers in the 2003 sample that display very high values.
As mentioned above another major characteristic of inter-trade durations is long-memory.
However, such abrupt change in distributional characteristics should not be surprising.
Financial markets and the trading process have recently benefited from many structural
innovations, ranging from technological improvements in the speed of information trans-
mission and computing power, to the development of new trading strategies enabled by the
advent of high-frequency trading.
Figure 28 displays sample autocorrelation functions of the equity bundles for each year
considered. The slow and hyperbolic decay rate proper of long memory processes is easily
detectable from Figure 28; Figure 30 (left panel), moreover shows the corresponding Geweke-
Porter-Hudak estimator of fractional integration which clearly indicates the presence of long-
memory in the considered series. It is interesting to note how, over the years, the equity
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Figure 2: Inter-Trade Durations, Sample ACFs, Bundle, Full Sample
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dynamic behavior has become more and more similar and that the level of dependence has
tended to drop, especially in 2008.
In addition to the well known properties of unconditional over-dispersion and long memory
displayed by inter-trade durations, I indicated above that clustering at zero is a very impor-
tant feature of the data, especially in later samples. In Figure 29, I offer some more evidence
of the dynamic properties of such clustering. In order to do concisely so, I construct a si-
multaneous trade indicator defined by 1{di = 0} where di is the i− th inter-trade duration.
Figure 29 shows sample autocorrelation functions of the simultaneous trade indicator for the
equity bundles over the considered years. AWith the exception of 1993, the simultaneous
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Figure 3: Simultaneous Trade Indicator, Sample ACFs, Bundle
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trade indicator seems to be very strongly correlated. Furthermore, it also seems to display
the slow decay typical of long memory processes. Figure 30 (right panel) depicts a box
and whisker plot of the GPH estimator of fractional integration for the simultaneous trade
indicator. For most of the stocks there seems to be long memory in simultaneous trades
starting from 1998. If the cause of inter-trade duration clustering at zero is somehow related
to the measurement discretization mechanism imposed by the minimum unit of measure in
a given dataset, then the dynamic features of simultaneous trades would be directly deter-
mined by the underlying inter-trade durations dynamic properties. In particular, in such
a case, given that inter-trade durations display long-memory dynamics, one would expect
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Figure 4: Geweke-Porter-Hudak Estimator for Fractional Integration, Full Sample
(a) Inter-Trade Durations
Years
(b) Simultaneous Trade Indicator
Years
the simultaneous trades to display them too.
To conclude, the data I use is characterized by heavy over-dispersion and fat tails, long
memory and clustering at zero. All these features have become more and more pronounced
over time. As such, in order to confidently statistically analyze the dynamic behavior
of inter-trade durations, a candidate model should be able to take into account all the
afore-mentioned characteristics. Now I will proceed to describe Chen et al. (2013) MSMD
Model and sketch its key properties. I then build a censoring mechanism into the MSMD
model that is constructed based on the measurement discretization scheme induced by the
minimum unit of measure. The censoring mechanism is able to capture the clustering of
durations at zero, including its underling dynamic structure.
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2.2. Introducing A Censored And Zero-Augmented Markov Switching Multifractal
Duration Model
2.2.1. The MSMD Model
Let {ti}i∈N be an infinite sequence of (strictly positive) trading times. Consider then the
sequence of non-negative, real valued random variables {di}i∈N with di = ti − ti−1, which
we refer to as inter-trade durations. Let each di be a conditionally independent and expo-
nentially distributed random variable with rate λi:
di |λi iid∼ Exp (λi)
or, alternatively:
di =
i
λi
, i
iid∼ Exp (1) (2.1)
Where the second definition is justified by the mixture of exponential representation for a
simple point process. The exponential rate, λi, is itself a stationary time series governed by a
Markov-switching multi-fractal process, multiplicatively composed by independent Markov-
switching chains Mk,i, for k ∈
{
1, 2, . . . , k¯
}
, in the spirit of Calvet and Fisher (2004):
λi = λ
 k¯∏
k=1
Mk,i
 , λ > 0 (2.2)
Each Markov-switching chain {Mk,i}i∈N is characterized by the following structure:
Mk,i =
 M w.p γkMk,i−1 w.p 1− γk (2.3)
where M is a non-negative and independent random variable with cumulative distribution
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function F (M) such that E (M) = 1. Following Chen et al. (2013), we will take M to follow
a discrete distribution on support M = {m0, 2−m0} with m0 ∈ (0, 2] and f(m) = 1/2 for
both m ∈M. Therefore, each Mk,t is an independent, two state Markov-switching process
with transition matrix given by:
Pr (Mk,i |Mk,i−1 ) = Pk =
 1− γk/2 γk/2
γk/2 1− γk/2
 (2.4)
and states {s1, s2} = {m0, 2−m0}. Note that, the largest eigenvalue of the transition
matrix Pk is equal to one. The implied stationary distribution is independent of k since
Pr (M = m) = 1/2 for all m ∈ M. The second eigenvalue, on the other hand, is instead
given by 1 − γk and governs the persistence of the chain itself. In the remaining of the
work, for the sake of parsimony, we impose the following restriction on the sequence of γk,
k ∈ {1, 2, . . . , k¯}, that is:
γk = 1− (1− γ∗)b
k−k¯
(2.5)
with b ∈ (1,∞) and γ∗ ∈ (0, 1). In this specification, as k ↑ k¯ we see that 1 − γk ↓ 1 − γ∗.
Moreover, as k¯ ↑ ∞, 1− γk ranges in the interval [1, 1− γ∗] producing an infinite variety of
frequencies at which the different chains evolve over time. Also, note that γ∗ bounds the
highest (least persistent) frequency at which the multifractal is operational.
Finally, note that the MSMD Model is characterized by a k¯-dimensional hidden-state vector,
Mt =
(
M1,t, . . . ,Mk¯,t
)
, in which every coordinate can only take on two values. This amounts
to a total of 2k¯ possible states for the intensity process. Furthermore, we can collect the
remaining parameters in the vector θ = (λ,m0, b, γ
∗), whose dimension is independent of
k¯. This nice separability allows k¯ to be viewed as model index rather than as a standard
parameter.
Interpretation As a Continuous Time Process
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The framework proposed by Chen et al. (2013) and described above–in particular, the
mixture-of-exponential representation–can be justified by its natural interpretation as a
point process. Consider the sequence of arrival times for the event of interest {ti}i∈N, where
t0 is normalized to 0, with associated intensity λ(t). Let the associated counting process be
given by:
N(0, t] = N(t) =
∞∑
i=1
1{ti ≤ t}
and further assume that:
a) The intensity process is such that λ(t) = λi for any t ∈ [ti−1, ti), where λi is defined by
equations (2), (3), (4) and (5);
b) The distribution of N(t) conditional on the relevant filtration Ft has the following prop-
erties:
i. Pr (N(t+ dt)−N(t) = 1 |Ft ) = λ(t)dt+ o(dt);
ii. Pr (N(t+ dt)−N(t) ≥ 2 |Ft ) = o(dt);
iii. N(t′)−N(t) is independent of N(s′)−N(s) for any disjoint intervals (t, t′] and (s, s′];
It is then straightforward to show that di |λi are independent across i and distributed as
exponential r.v. with rate parameter λi, as in the model presented above. Moreover, by the
standard time deformation argument, we can find a (random) change of time that transforms
the inhomogeneous process into a unit-rate Poisson process, thereby justifying the mixture-
of-exponential representation highlighted above. Figure 32 gives a graphical representation
Figure 5: Example of the Considered Process
t0 = 0 t1 t2 t3 t. . .
λ(t) = λ1 λ(t) = λ2 λ(t) = λ3
. . .
for the described process. The intensity is constant over each of the intervals [ti−1, ti) at some
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value λi and, therefore the inter-event duration is conditionally exponentially distributed
with constant rate λi. Finally note that, in this setting, the probability of observing ti = ti+1
is equal to zero, i.e. the process is simple. This is inherent in the continuous nature of the
exponential distribution, which has no point mass at zero, and hence assigns zero probability
to simultaneous occurrences of different transactions.
Properties of the Base Model
In the following subsection I will briefly recall the primary properties of the MSMD model,
with emphasis on the parallels to the main characteristics displayed by the data.
Stationarity, Ergodicity and Finitness of Moments
Provided that γk > 0, the transition matrices for the Markov chains imply that the pro-
cesses {Mk,i}k∈{1,...,k¯} are strictly stationary and ergodic. Moreover, their independence
implies that the vector process ξi =
(
M1,i, . . . ,Mk¯,i
)
is strictly stationary and ergodic as
well. Seeing as how λi is a measurable function of ξi, it is straightforward to demonstrate
that λi as well must be a strictly stationary and ergodic process. Similarly, di is a measur-
able function of λi, and hence the duration process, too, is ergodic and strictly stationary.
Given the structure of the MSMD model it is easy to show that the rth moment of di is
given by E
(
λ−ri
)
r!, and hence each moment exists if and only if the corresponding moment
for the directing measure λi exists. Note that, for every i ∈ N, λi can only take on a finite
number of possible values which is bounded above, say, by λ¯ and below by 0. Therefore all
moments for λi exist, and hence all the moments for di exist as well.
Overdispersion
In Section 1 I showed that overdispersion is a salient characteristic of the considered data.
This is built into the MSMD model; note that the process di in the model has mean
E(di) = E(1/λi) and variance Var(di) = 2E(1/λ2i ) − E(1/λi)2) = E(1/λi)2 + 2Var(1/λi).
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Therefore: √
Var(di)
E(di)
=
√
E(1/λi)2 + 2Var(1/λi)
E(1/λi)
≥ 1
where the inequality is strict if and only if Var(1/λi) > 0, i.e. Var(M) > 0. When
Var (λi) = 0, in fact, the model boils down to a simple Poisson process with constant in-
tensity, hence generating an equi-dispersed unconditional distribution.
Long Memory
Chen et al. (2013) show that the MSMD model produces long memory dynamics in the
sense that:
sup
n∈Ik¯
∣∣∣∣ log ρ(n)log n−δ − 1
∣∣∣∣ −→ 0 as k¯ −→ +∞
where ρ (n) = Corr (di, di+n), δ = logb E
(
M˜2
)
, M˜ = M−1/E(M−1) and:
Ik¯ =
{
k ∈ N : α1 logb
(
bk¯
)
≤ logb k ≤ α2 logb
(
bk¯
)}
for any α1, α2 ∈ (0, 1) and α2 > α1. The hyperbolic decay of the autocorrelation func-
tion implied by the MSMD model is thus able to account for the long memory dynamics
highlighted as one of the principal features of the data in Section 1.
2.2.2. Accounting For Simultaneous Events
As mentioned in Section 1, the analysis dataset is characterized by the relevant presence of
simultaneously occurring events, i.e. observations for which ti = ti−1, and therefore di = 0.
Because data is recorded in discrete time, the rationale behind such an observation can be
twofold. On the one hand observing di = 0 could just reflect the discretization imposed by
the measurement device on the underlying true continuous-time process, as shown in Figure
6. Suppose we are only able to measure time in multiples of an arbitrary fixed number c.
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Then if an event occurs at some time ti in between t = nc and t = (n+1)c, it will be recorded
Figure 6: Censoring Scheme, A Graphical Example
(n− 1)c
t˜i−1
ti−1 nc
t˜i, t˜i+1
ti (n+ 1)cti+1 t
di di+1
d˜i = c d˜i+1 = 0
as occurring at time t˜i = nc. Therefore, if it is the case that ti, ti+1 ∈ [nc, (n + 1)c),
the recorded inter-event duration would be given by d˜i+1 = t˜i+1 − t˜i = 0 even though
the true duration di is strictly positive. It is possible, then, for the observed simultaneity
present in the considered data to be a byproduct of censoring technologically imposed by the
measurement mechanism. On the other hand the observed simultaneity could reflect true
simultaneity in the true unobserved process, in which case even perfect observation of exact
realizations of event times would not eliminate zero-durations (though blunt discretization
could exacerbate the recorded presence of zero-duration events).
As a first step towards accounting for simultaneous events in a MSMD-like framework I will
consider the censoring mechanism imposed by the discrete recording activity. Note that
one can write the observed process as:
t˜i =
∞∑
j=0
jc1{ti ∈ Ij}
with Ij = [jc, (j + 1)c). Therefore, the implied observed duration process is given by:
d˜i =
∞∑
j=0
jc1{ti ∈ Ij} −
∞∑
j=0
jc1{ti−1 ∈ Ij} (2.6)
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Note that d˜i = 0 if and only if, for some j
∗ ∈ N, ti, ti−1 ∈ Ij∗ . Hence the probability of
observing d˜i = 0 can be written as:
Pr(d˜i = 0) = Pr(Nj∗+1 −Nj∗ ≥ i−Nj∗)
where j∗ = t˜i−1/c and Nj = N(cj). As one can immediately notice, the probability for the
point mass at zero induced by the censored recording mechanism depends on the history of
the intensity λ(t) on the whole interval Ij∗ , since it reflects the probability distribution of
the counting process on the same interval. This is true because the placement of ti−1 over
the interval Ij∗ directly affects the probability of ti being in the same interval by bounding
the maximum value that the associated duration di can take.
By exploiting the distributional characteristics of the counting process we can then express
the probability of observing a censored duration as:
Pr(d˜i = 0) = 1− exp (−Λj
∗+1
j∗ )
i−1−Nj∗∑
r=0
(Λj
∗+1
j∗ )
r
r!
(2.7)
where Λj
′
j is the compensator over the interval [cj, cj
′) and is given by:
Λj
′
j =
∫ cj′
cj
λ(s) ds
Similarly, we can compute the full probability distribution for d˜i, i.e. Pr(d˜i = nc) for any
n ∈ N. To observe a value of nc for the censored duration, in fact, it is necessary and
sufficient that, for some j∗ ∈ N, ti ∈ Ij∗+n, and ti−1 ∈ Ij∗ . Hence the probability of
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observing d˜i = nc can be written as:
Pr(d˜i = nc) =Pr ({Nj∗+1 −Nj∗ = i− 1−Nj∗}, {Nj∗+n −Nj∗+1 = 0},
{Nj∗+n+1 −Nj∗+n ≥ 1})
=Pr (Nj∗+1 −Nj∗ = i− 1−Nj∗)× Pr (Nj∗+n −Nj∗+1 = 0)×
Pr (Nj∗+n+1 −Nj∗+n ≥ 1)
=
(Λj
∗+1
j∗ )
i−1−Nj∗
[i− 1−Nj∗ ]! exp (−Λ
j∗+1
j∗ ) exp (−Λj
∗+n
j∗+1 )[1− exp (−Λj
∗+n+1
j∗+n )]
However, rather than focusing on the discreteness imposed by the censoring mechanism
in its entirety, this analysis wants to justify the model proposed in the next paragraph as
an approximation able to take into account the observed simultaneity deriving from the
discretization imposed by the recording technology, only at the scale of the minimum unit
of measure.
2.2.3. A Censoring MSMD Model
Continuing from the discussion above, I assume that the observed duration d˜i, is strictly
positive if and only if the true duration di is greater then the cutoff value c for the censored
record:
d˜i = 1{di > c}di, di = i
λi
, i
iid∼ Exp (1) (2.8)
The specification for the measurement equation implies that:
Pr(d˜i = 0) = Pr (di ≤ c) = 1− exp (−λic)
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which is an approximation of the expression in equation (7). Given that this representation
is just an approximation , Figure 7 depicts the exact censoring mechanism that would have
Figure 7: Example of the Considered Process
ti−1 ti ti−1 + c ti + c ti+1 t
di ≤ c⇒ d˜i = 0
c
c
di > c⇒ d˜i = di
given rise to the simplified specification in equation (8). As we can see, the described model
is equivalent to a censoring mechanism that records strictly positive inter-event durations,
d˜i > 0, if and only if such events are far enough apart in time.
The approximation employed in equation (8) overstates the probability that simultaneous
events occur consecutively. To see this, notice that as we observe a sequence of consecutive
zero durations, say {d˜i+1 = 0, . . . , d˜i+r−1 = 0}, with d˜i > 0, the true probability of observing
the (i + r)-th duration to be zero is decreasing in r, since, from the discussion above, it is
exactly equal to:
Pr(d˜i+r = 0) = 1− exp (−Λj
∗+1
j∗ )
r∑
n=0
(Λj
∗+1
j∗ )
n
n!
Therefore, the constructed censoring model inflates the probability of observing a streak
of inter-trade durations equal to zero vis a` vis the true implications from the recording
mechanism.
Properties of The Model
As above, I trace out the properties of the censoring model, keeping in mind as reference
both the empirical regularities present in inter-trade duration data and the properties of
the original MSMD model.
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Stationarity, Ergodicity and Finiteness of Moments: Because the censoring model yields
a measurable function of the original duration process from the MSMD specification, it
inherits its strict stationarity, ergodicity and moment finiteness properties.
Overdispersion: The censored model, like the MSMD model, exhibits unconditional over-
dispersion. Moreover, as opposed to the uncensored specification, censoring induces un-
conditional over-dispersion even if the intensity process is non-stochastic–i.e., it implies
conditional over-dispersion, too. These new results are summarized in the following Propo-
sition:
Proposition 2.2.1. Let the distribution of d˜i be described by equation (8). Then,
i) if c = 0 then cv(d˜i) ≥ 1, where equality holds if and only if λi is constant;
ii) if c > 0 then cv(d˜i) > 1;
Proof. Note that i) simply refers to the uncensored version of the model presented above
and therefore the result goes through without modifications. As for ii), first note that the
following statements are equivalent:
cv(d˜i) > 1 ⇐⇒ c2v(d˜i) =
Var(d˜i)
E(d˜i)2
> 1 ⇐⇒ E(d˜
2
i )
E(d˜i)2
> 2
Further realize that, given two random variables X,Y and a real number k > 0:
E
(
X2 |Y )
E (X |Y )2 ≥ (>)k =⇒
E
(
X2
)
E (X)2
≥ (>)k
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By Jensen’s inequality, in fact, we have that:
E
(
E (X |Y )2
)
≥ E (X)2
Therefore:
E
(
X2 |Y ) ≥ kE (X |Y )2 =⇒ E (E (X2 |Y )) = E (X2) ≥ kE(E (X |Y )2) ≥ kE (X)2
Finally let us consider the quantity:
E(d˜2i |λi )
E(d˜i |λi )2
=
exp (−cλi)
[(
c+ λ−1i
)2
+ λ−2i
]
(
exp (−cλi)
(
c+ λ−1i
))2 = exp(cλi) [1 + (1 + cλi)−2] = ψ (cλi)
Since, by definition, λi > 0, we have that cλi > 0 as long as c > 0. Let x = cλi. Then note
that:
ψ(0) = 2
and
∂ψ(x)
∂x
= exp (x)
[
(1 + x)3 + (1 + x)− 2
(1 + x)3
]
≥ (>)0 if x ≥ (>)0
Therefore we can conclude that ψ(x) > 2 for x > 0, proving the desired result.
A Zero-Augmented Extension of the Censoring MSMD Model
As mentioned above, the observed simultaneity in the data could also be produced, in whole
or in part, by simultaneity fundamental to the point process itself. In order to allow for
this possibility, in the spirit of Hautsch et al. (2010), I build a Zero-Augmented MSMD
model (ZA-MSMD), introducing a point mass at zero (and zero alone) independent of the
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censoring mechanism. Specifically, the specification for the ZA-MSMD model is as follows:
d˜i = 1{di > c}di, di = Si i
λi
(2.9)
with
i
iid∼ Exp (1) and Si iid∼ Bernoulli(1− p)
This specification for the measurement equation implies that:
Pr(d˜i = 0) = Pr (di ≤ c) = p+ (1− p) [1− exp (−λic)] = 1− exp (−λic) (1− p)
As we can see, the probability of observing a zero duration is now additionally inflated by
the term Bernoulli (1 − p). Finally, we can readily extend the overdispersion argument to
the zero-augmented model:
Corollary 2.2.2. Let the distribution of d˜ZAi be described as in (9) and the distributions of
d˜i be described as in (8). Then,
cv(d˜
ZA
i ) > cv(d˜i) ≥ 1
Proof. It is sufficient to note that:
E(d˜ZAi ) = pE(d˜i) and E[(d˜ZAi )2] = pE(d˜2i )
and therefore:
E[(d˜ZAi )2]
E(d˜ZAi )2
=
1
p
E(d˜2i )
E(d˜i)2
>
E(d˜2i )
E(d˜i)2
≥ 2
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2.2.4. Intra-Day Calendar Effects
In high-frequency data, intra-day calendar (seasonal) effects deriving from the micro-structure
of the considered market are quantitatively non-negligible and, hence, need to be accounted
for in the most flexible and parsimonious way possible. The standard approach in this
class of models would consist of specifying the inter-trade duration, di, as the product of a
deterministic and a stochastic component–respectively the seasonal effect at time ti and the
seasonally adjusted duration at the same time index, respectively. In particular, (1) would
then become:
di = exp(si)d
SA
i (2.10)
where si represents the calendar effect for duration i. This choice is very convenient since,
if there are no zero observations in the considered sample, the seasonal effect can be easily
pre-estimated in logarithms through OLS:
log(di) = E
[
log(dSAi )
]
+ si + ξi
where ξi = log(d
SA
i ) − E
[
log(dSAi )
]
. The seasonally adjusted series would then be con-
structed as follows:
d̂SAi = di exp(−ŝi)
I follow this approach when estimating the MSMD model on the thinned sample.
However, when considering the cases of censoring or zero augmentation, such approach
would naturally translate into the following specification:
d˜i = 1
{
dSAi exp(si) ≥ c
}
dSAi exp(si)
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In this case pre-estimation by OLS would result in inconsistent estimates for the seasonal
effects since the sub-sample selection to discard the zero observation would introduce corre-
lation between the seasonal effects and the log-linear specification errors ξi. Therefore, I will
estimate the seasonal effects and the MSMD parameters together, by employing Maximum
Likelihood methods for the censoring model.
Following to Ghysels et al. (2004) and Chen et al. (2013) I divide the trading day into
half-hour windows displaying constant calendar effects in the form:
si =
12∑
j=1
αjxj,i
where xj,t, j = 1, 2, . . . , 12, are dummy variables taking the value one when ti is in the j-th
daily window. An immediate implication is that this specification requires the estimation
of twelve coefficients and its flexibility directly depends on the chosen number of intra-
day windows. Moreover, simple identification arguments demonstrate that it is impossible
to disentangle the mean of the seasonally adjusted process when employing a full set of
dummy variables. Since I am studying structural change over time for the inter-trade
duration processes, it is fundamental to keep track of the levels around which they are
located across the different years. In the subsequent analysis, therefore, I decide to measure
seasonal effects relative to the first half-hour daily window and hence assume that α1 = 0.
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2.3. Estimation: Methodology
In this section I first discuss the estimation methodology employed for the MSMD and the
Censoring MSMD models and issues in their identification. I then report the estimation
results for both the thinned and the full samples and proceed to compare estimated param-
eter values, goodness of fit and forecasting accuracy over the considered years. I conclude
by a comparison of the results generated by the two procedures and a discussion of the most
relevant changes in the inter-trade duration processes over the last two decades based on
the estimated quantities.
2.3.1. Likelihood, Filtering and Identification
The MSMD Model can be estimated readily by Maximum Likelihood, by utilizing an
appropriate filtering technique. Denote the set of parameters to be estimated with θ =
{λ,m0, b, γ∗}. Given k¯, the Likelihood function can be immediately factorized as:
Lk¯ (d1:N ; θ) =
N∏
i=1
Pr
(
di
∣∣d1:i−1 ; θ, k¯ ) (2.11)
Further recall that the intensity process, being multiplicatively composed of k¯ independent ,
first order, Markov switching chains with transition matrix Pk, is itself a first order Markov
switching chain with finite support, Λk¯, composed of 2
k¯ elements and transition matrix
Pλ
k¯
. The new support and transition matrix are simple to calculate. In particular, let
A1 = [m0, 2−m0] and Ak = Ak−1⊗A1 for any 1 < k ≤ k¯. Then Λk¯ consists of the elements
in the vector Ak¯. Similarly, letting P1 = P1 and Pk = Pk−1 ⊗Pk for any 1 < k ≤ k¯, we will
have that Pλ
k¯
= Pk¯. I can then employ a simple filter in the spirit of Hamilton (1989) as
described in Durbin and Koopman (2001) to evaluate the Likelihood at any given parameter
values, θ. For the ease of exposition, I drop the θ and k¯ notation in what follows.
31
i. For every period i ≥ 1, suppose we know Pr (λi−1 |d1:i−1 ) ;
ii. We can then iterate λi−1 forward according to Pλk¯ to get the conditional joint distribu-
tion:
Pr (λi, λi−1 |d1:i−1 ) = Pr (λi |λi−1 )Pr (λi−1 |d1:i−1 )
By integrating out λi−1 we can get the predicted distribution for the intensity given
the information up trough duration i− 1:
Pr (λi |d1:i−1 ) =
∑
λi−1
Pr (λi, λi−1 |d1:i−1 )
iii. We can then compute the joint distribution of the state and the measurement:
f (λi, di |d1:i−1 ) = f (di |λi )Pr (λi |d1:i−1 )
where f (di |λi ) the p.d.f. of the relevant distribution for the model at hand. In partic-
ular:
• For the MSMD model:
f
(
dSAi |λi
)
= λi exp(−λidSAi )
• For the Censoring MSMD model:
f(d˜i |λi ) = 1{d˜i = 0} {1− exp[−cλi exp(−si)]}
+ 1{d˜i > c}λi exp(−si) exp[−λi exp(−si)d˜i]
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• For the Censoring and Zero Augmented MSMD model:
f(d˜i |λi ) = 1{d˜i = 0} {1− exp[−cλi exp(−si)](1− p)}
+ 1{d˜i > c}(1− p)λi exp(−si) exp[−λi exp(−si)d˜i]
iv. Finally, integrating out λi from the previously calculated joint distribution, we can
obtain the period Likelihood:
f(di |d1:i−1 ) =
∑
λi
f (λi, di |d1:i−1 )
and the updated distribution for the latent state:
Pr (λi |d1:i ) = f (λi, di |d1:i−1 ) /f (di |d1:i−1 )
Recursively repeating the procedure for every i = 1, . . . , N , we can finally evaluate the Like-
lihood function at a point θ. The ML estimator for θ (θ̂) will be then found by numerically
maximizing the Likelihood function.
The MSMD model suffers from three potential sources of identification failure. Firstly, when
γ∗ = 1 or γ∗ = 0, the sequence of renewal probabilities, {γk}k¯k=1, becomes a sequence of
constants regardless of b. In such a situation, the value of b would not affect the Likelihood
function and hence the decay parameter could not be identified. Further, even if the exact
cases are ruled out by the assumption that γ∗ ∈ (0, 1), the decay parameter b becomes
weakly identified as the parameter value approaches the boundaries of the parameter space.
The second, similar, case of identification failure is when the decay parameter b is equal to
1. Again, the sequence of renewal probabilities {γk}k¯k=1 becomes a sequence of constants
regardless of γ∗ which ca not, therefore, be identified. Similarly, even as 1 is explicitly ruled
out from the parameter space, the same weak identification problem arises for γ∗ when b
approaches its lower bound. Finally, in the unfortunate case that m0 = 1, the intensity
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components collapse to become identical across states2 and therefore neither b nor γ∗ can
be identified. Furthermore, in the case of the censoring and zero-augmented specification,
all the parameter of the MSMD model will be poorly identified if c and p are sufficiently
large since most observations will be zeros.
The numerical implementation of the estimation procedure is performed mixing Matlab and
Fortran 90 codes. In particular, the filtering step relies on the faster language, Fortran
90, while the less computationally intensive part of the algorithm is written in Matlab.
For the optimization algorithm, I choose the latest available version of Hansen’s CMA-ES
(Hansen, 2006), whose source code is available at https://www.lri.fr/~hansen/cmaes_
inmatlab.html.
In the remainder of this section I will first present estimates for the MSMD model estimated
on the thinned sample, with particular attention to the bundle distribution of each param-
eter throughout the considered years, performing in-sample goodness of fit and (pseudo)
out-of-sample forecasting accuracy comparisons. Secondly, I will present the estimates for
the Censoring and Zero Augmented MSMD model, again commenting on the bundle distri-
bution for each parameter, performing in-sample goodness of fit and (pseudo) out-of-sample
forecasting accuracy comparisons. Finally I will compare the two procedures pointing out
their most striking differences and highlight the most important features of the structural
change occurred in the last two decades for inter-trade duration processes.
2Recall that the case in which m0 = 1 implies that Var(λt) = 0.
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2.4. Estimation: Results For Thinned Sample
In this section I report estimation results for the basic MSMD model estimated by exploiting
the thinned samples. I first comment on the estimated intra-day calendar effects, then
proceed to the MSMD model parameters and finally perform in-sample goodness of fit and
forecasting accuracy comparisons over the considered years.
Intra-Day Calendar Effects
Figure 8 plots bundles of the estimated intra-day calendar effects over the considered years.
Figure 8: Intra-Day Calendar Effects: α̂j , Bundle
1993 1998 2003 2008 2013
Standardized Day Time
For a more precise assessment, Figure 47 in Appendix B and Table 48 – 52 depicts and
reports the estimated intra-day seasonal effects for each equity in the bundle over the
considered years.
As expected, the estimated seasonal profiles are hump-shaped over the day, implying a faster
trading pace at the beginning and at the end of the trading day; this is consistent with the
preceding literature. Furthermore, the seasonal effects seem to decrease in magnitude from
1993 to 2003, after which such trend is reversed. Bundle heterogeneity follows a similar
pattern, decreasing until 2003 and growing again afterwards.
Model Parameters
Figures 9, 10, 11, 12 and 13 report time series histogram plots of estimated parameters (or
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combinations thereof) over the considered years.
In particular, Figure 9 depicts the estimated renewal probabilities for the Markov chains
Mk,i, γ̂k, as a function of k. As described in Section 2, the renewal probabilities are functions
of b and γ∗. The former determines the decay of γk as a function of k. A smaller b implies
a flatter profile. The latter, on the other hand, defines the maximum renewal probability
among the chains, that is when k = k¯. All else equal, a higher γ∗ implies lower persistence
for the individual chains. The most apparent feature of the change in the renewal probability
Figure 9: Time Series of Estimated Renewal Probability Profiles: γ̂k, Bundle of Firms
(Black) and Bundle Average (Red)
1993 1998 2003 2008 2013
profiles across time is certainly the decreasing persistence of the least persistent chain and
the progressive flattening of the profiles themselves. Both these facts are reflected in the
decreasing pattern for b̂ and the increasing path for γ̂∗, as depicted in Figures 12 and 13. In
a nutshell, the individual chains become less persistent and, as a consequence, the intensity
functions and by proxy the inter-trade duration processes become, in turn, less strongly
Figure 10: Time Series of Histograms of Estimated Parameters: log λ̂
1993 1998 2003 2008 2013
correlated, confirming the empirical evidence provided in Section 1.
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The preceding discussion focused on the dynamic aspects of the probabilistic structure of
inter-trade durations. Figures 10 and 11 depict histograms of the estimates of the param-
eters that govern the properties of the unconditional distribution of inter-trade durations,
λ̂ and m̂0. In particular, λ̂ (roughly) represents the average intensity while m̂0 determines
Figure 11: Time Series of Histograms of Estimated Parameters: m̂0
1993 1998 2003 2008 2013
the variance of each Markov chain Mk,i. As expected from the reduced form evidence, the
average intensity λ has sizably increased since 1993, accounting for the associated explosion
of the number of transactions. Similarly m0 is estimated to have grown closer to its upper
bound of 2. As stressed before, this fact implies that the individual chains, and hence
the intensity functions and the duration processes, become more volatile relative to their
mean–i.e. they become more overdispersed.
Figure 12: Time Series of Histograms of Estimated Parameters: b̂
1993 1998 2003 2008 2013
It is also interesting to note another pattern in the persistence parameter γ∗. In 1993, in
fact, the considered bundle is clearly divided into two groups characterized by high and low
persistence. Such bifurcation appears to have persisted until 2003. Starting with the 2008
sample, however, this bi-modality start to disappear and all considered equities converge
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towards lower persistence levels, both in terms of least persistent chain and, worth to recall,
in terms of flatness of the renewal probability profiles.
Figure 13: Time Series of Histograms of Estimated Parameters: γ̂∗
1993 1998 2003 2008 2013
In-Sample Goodness of Fit and Pseudo-Out-of-Sample Forecasting Accuracy
In order to evaluate the fit of the MSMD model on the thinned sample I consider a specifi-
cation test based on the degree of autocorrelation of the residual durations, that is, the is.
This approach evinces the ability of the MSMD model to account for the serial correlation
displayed by the data and allows for comparisons across equities and years. I compute the
residual durations, or filtered errors ̂i, according to the following formula:
̂i = E(i |d1:i ) = diE(λi |d1:i ) = di
2k¯∑
i=1
λiPr(λi |d1:i )
where Pr(λi |d1:i ) is the filtered probability distribution for the unobserved states produced
by the Hamilton filter. I then calculate Ljung-Box statistics employing the first five hundred
autocorrelations for the residual durations. This statistic is distributed as a χ2500 random
variable. Figure 14 depicts the aforementioned L-B statistics and the relevant 5% critical
value. We can see that for all the considered samples, in a relevant fraction of cases, the
test cannot be rejected, which suggests that the MSMD is able to account for the dynamic
properties of the data.
Forecasting accuracy is measured by employing predictiveR2. This choice of metric has been
made in order to allow for comparisons over samples whose distributions are characterized
by a great degree of location heterogeneity. Point forecasts are computed as conditional
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Figure 14: Time Series of Histograms of Ljung-Box Statistics Using 500 Acorrs.
(Red Vertical Line is 5% Critical Value)
1993 1998 2003 2008 2013
Figure 15: Time Series of Histograms of Predictive R2’s: One-Trade-Ahead Predictive
Horizon
1993 1998 2003 2008 2013
means according to the following formula:
E(di+h |d1:i ) = E(λ−1i+h |d1:i ) =
2k¯∑
i=1
λ−1i Pr(λi+h |d1:i )
and
[. . . ,Pr(λi+h |d1:i ), . . . ] = [. . . ,Pr(λi |d1:i ), . . . ]× (Pλk¯ )h
where Pλ
k¯
is the transition matrix, and Pr(λi |d1:i ) is, again, the filtered probability dis-
tribution for the unobserved states produced by the Hamilton filter. Figures 15 and 16
reproduce time series of histogram plots for the predictive R2 at two forecasting horizons,
namely one and twenty trades ahead. It is striking to note how the predictability of inter-
trade durations by the MSMD has collapsed over the years. In particular, in 2013, almost
all considered equities are characterized by extremely low predictive R2 at both horizons
considered.
39
Figure 16: Time Series of Histograms of Predictive R2’s: Twenty-Trade-Ahead Predictive
Horizon
1993 1998 2003 2008 2013
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2.5. Estimation: Results For The Censoring Model
In this section I report the estimation results for the Censoring MSMD model produced by
exploiting full samples, including the zero durations, or simultaneous trades. I first comment
on the estimated intra-day calendar effects, then move on to the MSMD model parameters
and finally perform in-sample goodness of fit and forecasting accuracy comparisons over the
considered years.
Intra-Day Calendar Effects The estimated intra-day calendar effects are very similar
to those of the thinned samples. Figure 17 depicts the seasonal effects as a function of
standardized daily time. Again, I find the expected hump-shape characterizing the profiles
Figure 17: Intra-Day Calendar Effects: α̂i, Bundle
1993 1998 2003 2008 2013
Standardized Day Time
with higher trading intensity at the beginning and at the end of the trading day. As before,
the seasonal effects seem to decrease in magnitude from 1993 to 2003, before reversing
through 2013. Again, bundle heterogeneity follows a similar pattern, decreasing until 2003
and growing thereafter.
Model Parameters
In parallel to Figure 9, Figure 18 depicts the estimated renewal probabilities for the Markov
chains Mk,i, γ̂k. Recall that the renewal probabilities are functions of b and γ
∗ and that
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they determine, respectively the decay of γk as a function of k and the highest renewal
probability among the same chains. The qualitative features of the renewal probability
Figure 18: Time Series of Estimated Renewal Probability Profiles: γ̂k, Bundle of Firms
(Black) and Bundle Average (Red)
1993 1998 2003 2008 2013
profiles are almost unchanged. The decreasing persistence of the least persistent chain
and the progressive flattening of the profiles are still very evident from the figure. Just like
before, both of these facts are reflected in the decreasing pattern for b̂ and the increasing path
for γ̂∗, as depicted in Figure 21 and Figure 22. Quantitatively, the biggest differences are
registered for the 2003, 2008 and 2013 samples–as expected, given the relative importance
of zero durations–which point towards less persistence in the individual chains, and hence in
the intensity and duration processes. Moving on to discuss the estimates of the parameters
Figure 19: Time Series of Histograms of Estimated Parameters: log λ̂
1993 1998 2003 2008 2013
that govern the properties of the unconditional distribution of inter-trade durations, we
turn to Figures 10 and 11, which show time series histogram plots for λ̂ and m̂0. Recall
that λ̂ represents the average intensity while m̂0 determines the variance of each Markov
chain Mk,i. Again, as in the thinning case, the average intensity λ sizably increases over the
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Figure 20: Time Series of Histograms of Estimated Parameters: m̂0
1993 1998 2003 2008 2013
years, reflecting the increase of the number of transactions. However, as will be made more
precise in the next subsection, the quantitative differences between the estimates provided
by the two methods are quite substantial. Lastly, m0 is, as above, estimated to grow closer
to its upper bound of two, implying more overdispersed inter-trade duration distributions.
Figure 21: Time Series of Histograms of Estimated Parameters: b̂
1993 1998 2003 2008 2013
As we can note from Figure 21, the collapse of b̂ towards one is even more stark in the
context of the censoring model. Moreover, the bundle bifurcation between low and high
persistence equities persists through the 2008 sample, differently from before, as highlighted
by Figure 22.
Finally, estimates of p, the probability of iid simultaneous trade, are provided in Appendix
B. It is worth mentioning that the values of p are statistically significant only for the 2008
sample.
In-Sample Goodness of Fit and Pseudo-Out-of-Sample Forecasting Accuracy
In order to evaluate the fit of the Censoring MSMD model estimated on the full sample I
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Figure 22: Time Series of Histograms of Estimated Parameters: γ̂∗
1993 1998 2003 2008 2013
compute the residual durations, or filtered errors ̂i, which are now calculated as:
̂i = E(i|d˜1:i) =Pr(Si = 0|d˜1:i) + Pr(Si = 1|d˜1:i)
[
1{d˜i = 0}d˜i exp(−si)E(λi|d˜1:i)
+1{d˜i = 0}E
(
1− exp(−cλi exp(−si))(cλi exp(−si) + 1)
1− exp(−cλi exp(−si))
∣∣∣d˜1:i)]
where
Pr(Si = 0|d˜1:i) = 1{d˜i = 0} p̂
f(d˜i|d˜1:i−1)
is the filtered probability of the simultaneous trade indicator Si taking on the value of
zero. The relevant expectations can be computed according to the filtered distribution of
the latent state λi, provided by the Hamilton filter. In this case the filtering procedure
is slightly more complicated, as the observation of a zero duration in conjunction with
the latent state filtered location determines the relative likelihood of censoring and iid
simultaneous trade. As before, I then calculate Ljung-Box statistics employing the first five
Figure 23: Time Series of Histograms of Ljung-Box Statistics Using 500 Acorrs.
(Red Vertical Line is 5% Critical Value)
1993 1998 2003 2008 2013
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hundred autocorrelations for the residual durations. Figure 23 depicts the afore-mentioned
L-B statistics and the relevant 5% critical value for the Censoring model. Similarly as before,
the test cannot be rejected in a relevant fraction of cases indicating that the Censoring
MSMD is able to account for the dynamic properties of the full sample data, unlike the
MSMD model.
Figure 24: Time Series of Histograms of Predictive R2’s: One-Trade-Ahead Predictive
Horizon
1993 1998 2003 2008 2013
Forecasting accuracy is once again measured by employing the predictive R2. Point forecasts
are computed as conditional means according to the following formula:
E(d˜i+h|d˜1:i) = (1− p̂)E
[
exp(−cλi+h exp(−si+h))(λ−1i+h exp(si+h) + c)
∣∣∣d˜1:i ]
Again, the relevant expectation can be computed according to the filtered distribution of
the latent state λi, provided by the Hamilton filter and the transition matrix Pλk¯ .
Figure 24 and Figure 25 depict time series of histogram plots for predictive R2 at two fore-
casting horizons, namely one and twenty trades ahead. Again, it is striking to note the
extent to which the predictability of inter-trade durations has collapsed over the years. In
particular, when the full sample is considered and the censoring mechanism is taken into
account, almost all considered equities are characterized by extremely low predictive R2 at
both considered horizons in 2008 and 2013, which contrasts with the thinning approach. It
is worth pointing out, though, that the 2008 sample is the only one characterized by a sta-
tistically significant presence of iid simultaneous trade, which is intrinsically unpredictable
and was completely discarded from the analysis in the thinning approach.
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Figure 25: Time Series of Histograms of Predictive R2’s: Twenty-Trade-Ahead Predictive
Horizon
1993 1998 2003 2008 2013
2.5.1. Comparisons and Structural Change
In the previous two Sections I reported estimates, in-sample fit and forecasting ability
results for the two different approaches over the sample of considered years. I emphasized
the structural change over time as filtered through the lens of each respective approach.
However, as mentioned in the introduction, the main theoretical difficulty with the thinning
method is that it could produce severely biased and inconsistent estimators. This property
is particularly salient when a hefty proportion of observations is censored. The analogy with
the Tobit framework is natural. Excluding the censored observations or failing to account
for the censoring mechanism produces biased and inconsistent estimators.
Therefore, beyond discussing differences in structural change through the lens of the dif-
ferent approaches, it is useful to quantitatively assess the inconsistency generated by the
thinning procedure as compared to the censoring model.
Figure 26 shows time series plots of bundle averages of the estimated parameters over
the different years. The black lines indicate the Censoring MSMD model estimates based
on the full sample while the light gray lines refer to the MSMD model estimated on the
thinned samples. As reported in Appendix B, individual equity differences between the two
approaches are almost always statistically significant (with the exception of 1993). Quan-
titatively, the biggest differences are registered for λ̂, the average intensity, larger then its
thinning method counterpart by up to a factor of ten in 2013. Also, the intensity’s vari-
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Figure 26: Time Series of Bundle Averages of Estimated Parameter Values: Censoring
(Black) Vs. Thinning (Gray)
log λ̂ m̂0
b̂ γ̂
∗
ance and overdispersion, as represented by m̂0, is always bigger in the censoring approach.
Instead, b̂ and γ̂∗ tend to be estimated as larger by the censoring model through 2003 and
smaller in the two most recent samples, 2008 and 2013.
In a nutshell, ignoring censoring in the context of inter-trade durations, even when the data
is measured up to the millisecond scale, produces significantly smaller parameter estimates:
most notably for the average rate of the intensity process, but also for its variability and
overdispersion. Results on the impact on the dynamic characterization of the probabilis-
tic structure of inter-trade durations of censoring are quantitatively relevant, but, mixed
depending on the year considered.
Finally, it is worthy of remark that, according to both methods, inter-trade durations have
become more and more difficult to forecast both at short and at long horizons. The increased
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unpredictability of inter-trade durations should be reflected in increased unpredictability of
the calendar-time quantities of interest such as daily log-returns or transaction volumes,
and therefore of price volatility and, ultimately, market liquidity.
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2.6. Concluding Remarks
Inter-trade durations are one of the fundamental processes determining the behaviour of
volatility and liquidity in financial markets. The ability to produce models capable of
explaining the dynamic probabilistic structure of inter-trade durations and to generate ac-
curate point and distributional forecasts translates into the ability to explain and forecast
calendar time log-returns or transaction volumes at high frequencies. In turn, the abil-
ity to explain and forecast calendar time log-returns, volumes or bid-ask spreads impacts
the ability of econometricians to understand and predict time-varying volatility or market
liquidity.
In this work I propose an inter-trade duration model of censoring that accounts for the
discretization imposed by the recording mechanism near the minimum unit of measure for
transaction times, and is capable of including zero-valued durations to the econometric
analysis.
Censoring has two main advantages. First, it avoids inconsistency in estimation by explicitly
accounting for the censoring mechanism; prior work estimating duration models was forced
to select a sub-sample of interest by discarding the simultaneous durations, which involves
data reductions of increasingly substantial size. Secondly, unlike models of pure simulta-
neous trade, where transactions in general lose a concept of ordering, censoring maintains
the meaning of this construct. Moreover, the underlying duration process can be–as in
continuous time, uncensored settings–modelled as a simple point process, such as a Poisson
process with time-varying intensity.
I use the Censoring MSMD model to study 25 U.S. equities from the S&P100 universe over
a span of time ranging from 1993 to 2013. The Censoring MSMD model fits and forecasts
the data as well as the MSMD model estimated on the thinned samples in all considered
years, with the exception of 2008. Besides similar levels of in-sample goodness of fit and out-
of-sample forecasting ability the censoring model has the appealing property that it avoids
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the estimate inconsistencies mentioned above and achieving better estimate precision by
enlarging the sample considerably. Furthermore, differences in estimated parameters are
found to be statistically significant and, in some cases, relevantly large.
The most noteworthy results in terms of structural change highlighted by the analysis relate
to the dynamic properties of inter-trade durations and their degree of predictability. Inter-
trade durations have become more overdispersed and less persistent since the 1990s. As a
result, their degree of predictability has plummeted over the last two decades, especially
in 2008 and 2013, regardless of the model employed. Such statistical properties of inter-
trade durations, as already discussed, translate into analogous properties of calendar time
quantities such as prices and volumes, and hence can be used to characterize price volatility
and market liquidity. Recent events such as the Flash Crash or the late 2000s financial
crisis testify to our relatively poor understanding of and ability to predict recent behaviour
of financial markets, and, in particular, of market liquidity, consistent with the findings in
this work.
Overall, the transaction process has undergone massive structural change in both its static
and its dynamic probabilistic structure since the early 1990s. Additional work is required
in order to better understand the recent developments of financial market behaviour and,
especially to strengthen our ability to predict inter-trade durations and, in turn, quantities
such as price volatility, bid-ask spread dynamics and market depth.
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CHAPTER 3 : A Markov Switching Multifractal Conditional Poisson Model
High frequency transaction level data on financial markets has been now long exploited
in the literature to study several object of interests. In particular, it’s widely recognized
that high frequency sampling greatly benefit the estimation precision of price volatility1.
Intrestingly enough, as already pointed out by Chen et al. (2013), time deformation argu-
ments suggest that the serial correlation proper of calendar-time price volatility is strongly
driven by the serial correlation in calendar-time trade counts. By taking one step further,
one could reasonably argue that the serial correlation observed at the trade count level
parallels that for transaction time arrivals (or inter trade durations) and, eventually, the
serial correlation in the information flow charachterizing the trade process itself. Moreover,
as consistently found in the stochastic volatility literature, such serial correlation features
very high persistency, in particular, in the form of long memory. Also, not only inter-trade
durations and trade counts are closely linked to price volatility, but they serve as natural
measure for market liquidity and their variability translates into liquidity risk. In princi-
ple, therefore, the researcher would like to study the information flow itself and propagate,
then, the gathered information to the higher levels. The lowest level of the trading process
that can be analyzed employing easy to obtain data would then be the inter-trade duration
process.
Chen et al. (2013) propose a parameter driven model to study inter-trade durations, fea-
turing the long memory property for its implied dynamics. They perform a comparative
study on a sample of equities randomly selected from the S&P100 index, and traded dur-
ing February 1993. They demonstrate that the proposed model outperforms the benchmark
ACD(1,1) model of Engle and Russell (1998), both in terms of in-sample goodness of fit
measures and of out-of-sample predictive ability. A potential pitfall of the proposed anal-
1The “realized volatility ” literature, in fact, exploits convergence of the sample quadratic variation to its
population analogue, as sampling frequency increases, to obtain less variable estimates of the price volatility.
Cfr. with Andersen et al. (2001) and Barndorff-Nielsen and Shephard (2002).
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ysis, though, is the fact that the trade data is dated back to 1993. Recent hardware and
software developments, in fact, drastically impacted the trading process on the financial
markets. In a nutshell, things may now look much different than in the past. Given the
striking increase in trading volumes and transaction levels registered since the beginning of
the new millennium, performing a similar analysis to Chen et al. (2013) would require the
ability of handling a much bigger sample dimensionality and computing times.
Focusing on the trade counts would, instead, allow to fix the size of the sample regardless
of the transaction activity level. Obviously, though, in a measure depending on the ag-
gregation level - i.e. the time interval length over which we are counting the trades - part
of the information embedded in the higher resolution inter-trade durations data would be
discarded. However, as for inter-trade durations, trade counts are intimately - and directly
- related with price volatility an market liquidity, and, therefore, a natural object of interest
for the economic analysis. In this paper, I am thus going to construct a model for trade
counts mutuated from the Markov Switching Multi Fractal Conditional Duration model of
Chen et al. (2013).
After its introduction in Calvet and Fisher (2001), the Poisson Multifractal framework has
been mainly employed in the stochastic volatility literature. Typical examples are Calvet
and Fisher (2004) and Lux and Kaizoji (2007). However, in the counts literature such
framework has never been exploited to build a parameter-driven model. As highlighted
by Jung and Tremayne (2011), the counts literature is composed by a vast universe of
models which can be mainly divided into two categories, parameter-driven and observation
driven models. Models such as Zeger (1988) SAM or Shephard (1995) Generalized Linear
ARMA models, can be included in the former group.Heinen (2003) ACP and - e.g. Jung
and Tremayne (2006) - INAR models can be instead listed in the latter class. In their
comparisons, moreover, Jung and Tremayne (2011) find that the ACP model(or variations
thereof) tends to ouperform the remaining ones when brought to high frequency financial
data.
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Taking the last exposed fact in its right consideration, therefore, I will finally estimate
and compare the Markov Switching Multi Fractal Conditional Poisson model to the ACP
benchmark, in order to evaluate its relative performance.
The chapter develops as follows. Section 1 presents and describes the data employed
throughout the analysis. Section 2 introduces the proposed model and illustrates its prop-
erties. Section 3 discuss the estimation procedure and Section 4 depicts the resulting esti-
mates and compares the MSMCP model to the ACP benchmark in terms of in-sample fit
and out-of sample forecasting ability. Finally, Section 5 concludes.
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3.1. Description of Data
As anticipated in the section above, in this paper I will be focusing on high frequency
financial data of equity transactions. In particular, I will employ time series of number of
transaction per ∆-length time intervals, for 25 equities traded on the NASDAQ exchange2
through February 2010. I consider trading days starting at 10:00 AM and ending at 4:00 PM
to avoid dealing with the microstructure effects deriving from exchange opening procedures.
The raw data source is the Millisecond TAQ Database3, which provides information about
trades and quotes of financial assets traded on the major U.S. exchanges. Each trade
(or associated quote) is time-stamped at millisecond precision, allowing us to study the
dynamics of the process in very high detail with respect to its time scale. Table 4 displays
Table 4: Selected U.S. Equities, Ticker Symbols and Company Names
Symbol Company Name Symbol Company Name
AA ALCOA INTC Intel
ABT Abbott Laboratories JNJ Johnson & Johnson
AXP American Express KO Coca-Cola
BA Boeing MCD McDonald’s
BAC Bank of America MRK Merck
C Citigroup MSFT Microsoft
CSCO Cisco Systems QCOM Qualcomm
DELL Dell T AT&T
DOW Dow Chemical TXN Texas Instruments
F Ford Motor WFC Wells Fargo
GE General Electric WMT Wal-Mart
HD Home Depot XRX Xerox
IBM IBM
the choice for the selected equities, which directly follows from Chen et al. (2013). The
original bundle was picked to be representative for the market index S&P100 in 1993.
However, two equities - amongst those considered - are not even listed in the index anymore
as of February 20104. Nonetheless, I rather choose to retain such equities for comparative
2Exchange Symbol ’B’, ’T’ and ’X’.
3Which can be accessed, for example, through the Wharton Research Data Services, at
https://wrds-web.wharton. upenn.edu/wrds/.
4Such equities are ALCOA and Xerox.
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reasons over resampling from the S&P100 universe a new set of symbols.
Similarly, the choice of the month, trading hours and sample length follow directly from
those made in Chen et al. (2013) and are justified by comparative reasons. As for the year,
I decided to pick the first one I could dispose of following the aftermath of the financial
crisis.
As suggested by Hautsch (2012) the raw data produced by the TAQ database must be
cleaned removing erroneously reported trades due to wrong and/or delayed recording of
the trade itself. Performing this task I follow the procedures reported in Barndorff-Nielsen
et al. (2011) and Hautsch (2012) and check for: i) trades directly indicated as misrecorded
(CORR 6=00) and ii) trades associated with zero price or zero quantity marks. I don’t check
instead for Intermarket Sweep Orders and regard them as separate transactions. Less than
0.1% of the trades are cut from each series and considered wrong according to this method.
After having cleaned the raw data, I create ∆-length bins over the considered time period5
and count the number of trades laying in each bin.
Table 5: February 2010, Descriptive Statistics, Comparing WMT with the Bundle, ∆ = 10
seconds
Mean Med Max Min St Dev Skew Kurt OD Trades
WMT 5.04 1 203 0 9.45 4.43 40.66 17.72 206,818
Average over Bundle 5.44 1 192 0 10.74 4.44 39.54 23.05 223,137
First of all, starting from now on, I will describe the collected data either referring to the
bundle of equities in general, or looking at the particular case of Walmart6. I choose to
follow the Walmart equity closely because it can be interpreted as the “typical” equity in the
bundle, being its descriptive statistics and sample autocorrelations average in the bundle
itself. This can be easily seen in Table 5 and Figure 31, respectively comparing Walmart
5For example, constructing 1 second bins over the 19 working days summing up to 6 hours of trade
each, would yield a time series with 410,400 observations starting with the number of trades in the interval
from 10:00.001 AM to 10:01.000 AM of February 1st, 2013 and concluding with the same quantity between
3:59.001 PM and 4:00.000 PM of February 28th, 2013.
6Symbol ’WMT’.
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statistics to the bundle averages and displaying the bundle of sample autocorrelations.
Figure 27 displays Box and Whisker Plots for the considered samples, respectively for
∆ = 10 seconds and ∆ = 1 minute. Detailed descriptive statistics can be found in Table 43,
Table 44 and Table 45 in the Appendix. Equities are numbered in alphabetical order, as
they are arranged in Table 4. From Figure 27, we can immediately realize that the sampling
distributions are charchterized by very fat right tails and pronounced overdispersion, defined
as the ratio of variance and mean. This first visual impression is confirmed by Table 43 and
Table 44 in the Appendix. In particular, for ∆ = 10 seconds, overdispersion is at a minimum
of 7.08 for Qualcomm and at a maximum of 66.83 for Citigroup, while kurtosis ranges
between Texas Instruments minimum at 16.09, and Citigroup cap at 178.68. The qualitative
picture for ∆ = 1 minute is not much different. Overdispersion minimum increases to
Qualcomm 15.92 and the maximum is 114.8 for Bank of America. Kurtosis now ranges
between Texas Instruments minimum at 10.15, and Citigroup maximum at 37.06. Looking
at Table 45, also in the Appendix, reporting the descriptive statistics for ∆ = 10 minutes,
we can see that overdispersion is even higher while kurtosis is, on average, smaller. It seems
that, as the count interval increase, the unconditional distribution becomes more and more
spread while the fatness of the right tail is reduced. This trend can also be recognized
comparing panel (i) and panel (ii) of Figure 27. In particular, in fact, in panel (ii) the boxes
and whiskers cover a wider section of the support of the unconditional distribution and the
“outliers” presence7 is reduced as compared to panel (i).This means that the range between
the first and the third quantile is narrower using the 10 seconds bins, while the probability
of extreme events8 tends to be higher.
Looking at a Quantile-Quantile Plot of the sample distribution of Walmart against a Poisson
distribution with intensity estimated by the sample average of the series (Figure 28), we
can note in more detail their substantial differences in terms of fatness and length of the
tails, confirming the above analysis.
7Represented by the red crosses.
8Identified as those events exceeding the whisker.
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Figure 27: Box and Whisker Plots - Number of Trades per ∆-Length Time Interval, Sample
Distributions, ∆ = 10 seconds
(a) ∆ = 10 seconds
(b) ∆ = 1 minute
Equity (Ordered As in Table 4)
Note: Box top and bottom respectively represent the 75th and 25th percentile. The median is in between. Whiskers extend for three
interquartile ranges above and below the box. The red crosses are those observations exceeding the value of the whiskers. Data has
been collected from 10:00 to 16:00 every working day between 02/01/2010 and 02/28/2010 for a total of 19 days.
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Figure 28: February 2010, Q-Q Plots, WMT, Sample vs Poisson
(a) ∆: 10 seconds (b) ∆: 1 minute
Note: The intensity parameter for the Poisson distribution is estimated by the sample average of the WMT series.
The sizeable kurtosis and overdispersion strikingly featuring the sample unconditional dis-
tribution of the number of transactions are generated by the time clustering displayed when
looking at the time plot of the relevant series. Figure 29 shows the time series for the num-
ber of transactions in ∆-length intervals for the Walmart equity, respectively for ∆ = 10
seconds, 1 minute, 2 minutes, 10 minutes and 30 minutes. The time clustering is apparent,
as well as it is its similarity across different interval lengths, or observational frequencies.
Such scaling properties with respect to the observational frequency have long been empha-
sized in the financial asset returns literature9 and are similar to those found in the February
1993 sample by Chen et al. (2013).
Another charachteristic worth noticing is given by the persistence that the series display.
Figure 30 and Figure 31, respectively show the sample autocorrelations for Walmart and for
the entire bundle of equities at various sampling frequencies. The persistence is apparent at
all sampling frequencies, yielding to slowly decaing autocorrelations that remain relatively
high after many lags. In particular, the sample autocorrelations display an hyperbolic -
rather than exponential - decay. This is equivalent to say that the series of transaction
counts feature long-memory. This charchteristic of the data coheres with the vast findings
9Especially by Mandelbrot, for example in Cootner et al. (1997) and Calvet et al. (1997).
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Figure 29: February 2010, WMT, Number of Transactions per ∆-Length Time Interval
Observation
Note: From top to bottom panel, respectively: ∆ = 10 seconds, ∆ = 1 minute, ∆ = 2 minutes, ∆ = 10 minutes and ∆ = 30 minutes.
Data has been collected from 10:00 to 16:00 every working day between 02/01/2010 and 02/28/2010 for a total of 19 days.
on long memory in the financial literature and, in particular, with the findings in Chen
et al. (2013) for inter-trade durations data.
To conclude, in a nutshell, the data on the number of transactions per fixed length in terval
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Figure 30: February 2010, WMT, Number of Transactions per ∆-Length Time Interval,
Autocorrelations
Lag
Note: From top to bottom panel, respectively: ∆ = 1 second, ∆ = 10 seconds, ∆ = 30 seconds and ∆ = 1 minute.
in time is charachterized by heavy overdispersion and fat tails, self-similar time clustering
and long memory. All these charachteristics parallels those for inter-trade durations and
requires an adequate treatment when the series are statistically analyzed.
In the next section I will introduce the Markov Switching Multi Fractal conditional Poisson
model and sketch its properties in relation to the main charchteristics displayed by the data
and analyzed above.
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Figure 31: February 2010, Number of Transactions per ∆-Length Time Interval, Bundle of
Sample Autocorrelations, Bold Profile is WMT
(a) ∆: 10 seconds
Lag
(b) ∆: 1 minute
Lag
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3.2. The Model
Exploiting the framework proposed by Chen et al. (2013), I want to study the number
of event occurrances in equally sized half open half closed intervals in time, (t, t+ ∆], of
length ∆. Consider the sequence of nonnegative, integer valued random variables {Nt}t∈N
with Nt = N ((t− 1)∆, t∆] being the number of such occurrances. Let Nt be conditionally
independent and Poisson distributed r.v. with intensity λt∆:
Nt |λt ∼ Poisson (λt∆) (3.1)
The Poisson intensity, λt, is itself a stationary time series governed by a markov-switching
multi-fractal process, multiplicatively composed by independent markov-switching chains
Mk,t, for k ∈
{
1, 2, . . . , k¯
}
, in the spirit of Calvet and Fisher (2004):
λt = λ
 k¯∏
k=1
Mk,t
 , λ > 0 (3.2)
each markov-switching chain {Mk,t}t∈N is charachterized by the following structure:
Mk,t =
 M w.p γkMk,t−1 w.p 1− γk (3.3)
where M is a nonnegative and independent random variable with distribution function
f(M) such that E (M) = 1. In this case we will take M to follow a discrete distribution on
support M = {m0, 2−m0} with m0 ∈ (0, 2] and f(m) = 1/2 for all m ∈ M. Therefore,
each Mk,t is an independent, two state markov-switching process with transition matrix
given by:
Pr (Mk,t |Mk,t−1 ) = Pk =
 1− γk/2 γk/2
γk/2 1− γk/2
 (3.4)
and states {s1, s2} = {m0, 2−m0}. As we can note, the largest eigenvalue of the transition
matrix Pk is equal to one. The implied stationary distribution is independent of k since
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Pr (M = m) = 1/2 for all m ∈ M. The second eigenvalue is instead given by 1 − γk and
governs the persistence of the chain itself. In what follows, for the sake of parsimony, we
impose the following restriction on the sequence of γk, k ∈
{
1, 2, . . . , k¯
}
that:
γk = 1− (1− γ∗)b
k−k¯
(3.5)
with b ∈ (1,∞) and γ∗ ∈ (0, 1). In this specification, as k ↑ k¯ we see that 1 − γk ↓ 1 − γ∗.
Moreover, as k¯ ↑ ∞, 1− γk ranges in the interval [1, 1− γ∗] producing an infinite variety of
frequencies at which the different chains are evolving over time. Also, note that γ∗ bounds
the highest (less persistent) frequency at which the multifractal is operational.
Finally, note that the MSMCP Model is charachterized by a k¯-dimensional hidden-state
vector, Mt =
(
M1,t, . . . ,Mk¯,t
)
, in which every coordinate can only take on two values. This
amounts to a total of 2k¯ states for the intensity process. Furthermore, we can then collect
the remaining parameters in the vector θ = (λ,m0, b, γ
∗) which dimension is independent
of k¯. This nice separability candidates k¯ to be viewed as model index rather than as a
standard parameter.
3.2.1. Interpretation As a Contnuous Time Process
Consider the point process of arrival times for the event of interest {ti}i∈N, where t1 is
normalized to 0, with associated intensity λ(t, ω). Now I’ll split the real line in half open
and half closed intervals of the following form: ((j − 1)∆, j∆] for any j ∈ N. Let’s now
define the number of such events taking place in the jth interval as:
Nj =
∑
i≥1
1{(j−1)∆<ti≤j∆}
In general, I will refer to N(t) as the number of events occurring in the interval (0, t].
Further, assume that:
a) The intesity process is such that λ(t, ω) = λj(ω) for any (j−1)∆ < t ≤ j∆, where λj(ω)
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is defined by equations (2), (3), (4) and (5);
b) The distribution of N(t) conditional on λj has the following properties:
i. For any (j − 1)∆ < t ≤ j∆:
Pr (N(t+ dt)−N(t) = 1 |λj ) = λjdt+ o(dt)
ii. For any (j − 1)∆ < t ≤ j∆:
Pr (N(t+ dt)−N(t) ≥ 2 |λj ) = o(dt)
iii. Conditional on the relevant intensities, N(t)−N(s) is independent of N(t′)−N(s′)
for any t > s, t′ > s′ such that (s, t] and (s′, t′] don’t overlap;
It is then straightforward to see that Nj |λj are independent across js and distributed as
Poisson with rate parameter λj∆, as in the model presented before.
Figure 32: Example of the Considered Process, ∆ = 1
t1 = 0 t2 t3 t4 2
N2 = 2
1
N1 = 1
t
. . .
. . .
λ1 λ2 . . .
The structure of the point process is explained in Figure 32 where ∆ is normalized to be
equal to one. As we can see the partition covers the entire real line except for the origin.
The intensity is constant over each of the intervals ((j − 1), j] at some value λj(ω) and,
therefore the count over that interval is conditionally Poisson distributed with constant
rate λj(ω).
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3.2.2. Properties of The Model
In the following subsection I will sketch the properties of the MSMCP model, trying to
draw a parallel with the main charachteristics displayed by the data.
Stationarity, Ergodicity and Finitness of Moments
Provided that γk > 0, the transition matrices for the markov chains imply that the processes
{Mk,t}k∈{1,...,k¯} are strictly stationary and ergodic. Moreover, their independence implies
then that the vector process ξt =
(
M1,t, . . . ,Mk¯,t
)
is strictly stationary and ergodic as well.
Being λt a mesurable function of ξt, it is straigthforward to recognize that also λt must be
a strictly stationary and ergodic process. Let’s now turn our attention to the data count
series Nt.
a) Strict Stationarity: pick a realization for the r.v. N = (Nt1 = n1, . . . , Ntr = nr) for any
vector (t1, . . . , tr) ∈ Nr such that t1 < · · · < tr. Let λ be analogously defined and let L
be the lag operator so that L−τN = (Nt1+τ = n1, . . . , Ntr+τ = nr) for any τ ∈ N. Also
let denote the support of the intensity process by L = Supp (λ)10. By the Law of Total
Probability we can then write:
Pr (N) =
∑
L
(
r∏
i=1
Pr (Nti |λti )
)
Pr (λ)
=
∑
L−τL
(
r∏
i=1
Pr
(
L−τNti
∣∣L−τλti )
)
Pr
(
L−τλ
)
= Pr
(
L−τN
)
since λt is strictly stationary, implying that Pr (λ) = Pr (L−τλ) and L = L−τL =
Supp (L−τλ), and Pr (Nti |λti ) only depends on the value that the intesity is taking on
and not, in any fashion, on its time index.
10Note that, fixed k¯ and r, L is a finite set composed of 2rk¯ elements.
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b) Ergodicity: pick two realization of the r.v. N = (Nt = n1, . . . , Nt+k = nk) and N
′ =
(Nt = n
′
1, . . . , Nt+k = n
′
k) for any t, k ∈ N. Let L be the lag operator, then L−mN =
(Nt+m = n1, . . . , Nt+k+m = nk). Let define analogously λ and λ
′. Again, by the Law of
Total Probability we can write:
Pr
(
N,L−mN ′
)− Pr (N)Pr (L−mN ′) =
=
∑
λ∈L
∑
λ′∈L
(
t+k∏
s=t
Pr (Ns |λs )
)(
t+k∏
s′=t
Pr
(
L−mN ′s′
∣∣L−mλ′s′ )
)
× [Pr (λ, L−mλ′)− Pr (λ)Pr (L−mλ′)]
=
∑
λ∈L
∑
λ′∈L
(
t+k∏
s=t
Pr (Ns |λs )
)(
t+k∏
s′=t
Pr
(
N ′s′
∣∣λ′s′ )
) [
Pr
(
λ, L−mλ′
)− Pr (λ)Pr (L−mλ′)]
where L is defined as above as the support for the instensity vector λ and is a finite set.
We can then directly write that:
lim
n→+∞
1
n
n∑
m=0
[
Pr
(
N,L−mN ′
)− Pr (N)Pr (L−mN ′)] =
=
∑
λ∈L
∑
λ′∈L
(
t+k∏
s=t
Pr (Ns |λs )
)(
t+k∏
s′=t
Pr
(
N ′s′
∣∣λ′s′ )
)
×
{
lim
n→+∞
1
n
n∑
m=0
[
Pr
(
λ, L−mλ′
)− Pr (λ)Pr (L−mλ′)]} = 0
where the last equality holds since λt is ergodic and therefore:
lim
n→+∞
1
n
n∑
m=0
[
Pr
(
λ, L−mλ′
)− Pr (λ)Pr (L−mλ′)] = 0
c) Given the interpration of the MSMCP model as a Doubly Stochastic Poisson Process,
the rth moment of Nt exists if and only if the same moment for i ts directing measure,
λt, exists
11. Note that, for every t ∈ N, λt can only take on a finite number of values
bounded above, say, by λ¯ and below by 0. Therefore all moments for λt exist, and hence
11This is a general result in the Theory of Point Processes. See, for example, Proposition 6.2.II of Daley
and Vere-Jones (2008).
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all the moments for Nt exist as well.
Overdispersion
This paragraph debates whether the MSMCP model shows overdispersion, that is, the
property that Var (Nt) > E (Nt). Let’s first derive expressions for both the quantities of
interest:
E (Nt) = E [E (Nt |λt )] = E (λt) = λ∆
 k¯∏
k=1
E(M)
 = λ∆ = Λ
and
Var (Nt) = E
[
(Nt − E (Nt))2
]
= E
[
(Nt − Λ)2
]
= E
(
N2t
)− Λ2
= E
[
E
(
N2t |λt
)]− Λ2 = Λ + Λ2E (M2)k¯ − Λ2
= Λ
(
1 + Λ
(
E
(
M2
)k¯ − 1))
Therefore, the MSMCP model would display overdispersion if and only if E
(
M2
)
> 1,
which is equivalent to the requirement that Var (λt) > 0. Overdispersion is, again, a
standard result for Doubly Stochastic Poisson Processes as the MSMCP when Var (λt) > 0
(Daley and Vere-Jones, 2008). In the case that Var (λt) = 0, in fact, the model boils down
to a simple Poisson Process with constant intensity Λ, hence generating an equidispersed
unconditional distribution.
Long Memory
In the following paragraph, I want to show that the autocorrelation function generated by
the MSMCP, ρ (n) = Corr (Nt, Nt+n) displays an hyperbolic decay. This result is formally
stated in the following proposition.
Theorem 3.2.1. Suppose that the time series {Nt}t∈N is characterized by equations (1)-
(5). Pick α1, α2 ∈ (0, 1) with α2 > α1. For every k¯ ∈ N, γ∗ ∈ (0, 1), b > 1, λ > 0 and
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m0 ∈ (0, 2] define:
Ik¯ =
{
k ∈ N : α1 logb
(
bk¯
)
≤ logb k ≤ α2 logb
(
bk¯
)}
Then the autocorrelation function for the count series {Nt}t∈N satisfies:
sup
n∈Ik¯
∣∣∣∣ log ρ(n)log n−δ − 1
∣∣∣∣ −→ 0 as k¯ −→ +∞
where δ = logb E
(
M2
)
.
The proof for the proposition can be found in the Appendix.
3.2.3. Intra-Day Microstructure and Calendar Effects
In high-frequency data, intra-day calendar (seasonal) effects deriving from the microstruc-
ture of the considered market are quantitatively non-negligible and, hence, need to be
accounted for in the most flexible and parsimonious way. The standard approach in this
class of models, would consist of specifying the conditional mean function, E(Nt |λt ), as
the product of a deterministic and a stochastic component, respectively the seasonal effect
at time t and the intensity process at the same time index. In particular, (1) would then
become:
Nt |λt ∼ Poisson (exp (st) · λt∆) (3.6)
where st represents the calendar effect at time t and λt is specified as before. Note that
I follow a different approach in treating the calendar effects as compared to Chen et al.
(2013). In particular, my strategy is different in two aspects.
Firstly, the seasonal effects are estimated toghether with the rest of the parameters. This
choice stems from the fact that, not only a two-step estimation approach providing a de-
seasonalized series would yield to less efficient estimates, but, also, it would drastically affect
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the non-negativity and the integer-valuedness nature of the series. On the other hand, this
choice makes ML estimation more complicated, increasing the dimension of the optimization
problem by the number of parameters needed to model the seasonal function.
The second difference is given by the choice of the parametric family for the seasonal effect
deterministic function. Following Ghysels et al. (2004), Chen et al. (2013) divide the trading
day into half-hour windows displaying constant calendar effects in the form:
st =
12∑
i=1
αjxj,t
where xj,t, j = 1, 2, . . . , 12, are dummy variables taking the value one when t is in the j-th
daily window. As it is immediate to notice, the afore-mentioned specification requires the
estimation of twelve coefficients and its flexibility directly depends on the choosen number of
intra-day windows. An alternative and common specification for the calendar effect function
is given by the flexible Fourier series approximation proposed by Andersen and Bollerslev
(1998) and exploited, amongst others, by Hautsch (2012):
st = δt¯+
Q∑
i=1
δi,c cos(t¯ · 2pii) + δi,s sin(t¯ · 2pii) (3.7)
Note that t¯ ∈ [0, 1] is the normalized calendar time computed as the number of time units
from the opening of the exchange until the calendar time t and divided by the length of
the trading day measured in the same time unit. Also note that the number of additional
parameters is a function of the order of the approximation, Q, and therefore the latter
specification is more parsimonious then the former as long as Q ≤ 5.
In what follows I will then employ the model described by equations (6) for the conditional
distribution of the measurment, (7) for the seasonal effects and (2)-(5) for the intensity
process.
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3.2.4. An Illustrative Simulation
For a preventive check of the model behavior against the stylized facts presented in Section
1, in what follows, I will show an illustrative simulation of the MSMCP model calibrated
according to the latest estimates disposable for WMT. In particular, for the sake of brevity,
I will only consider ∆ = 10 seconds. Further, k¯ will be set equal to 7 and Q is choosen to
be 312. The rest of the parameters are set as follows: λ = 0.38, m0 = 1.52, b = 1.94 and
γ∗ = 0.99.
Figure 33 displays the estimated intra-day calendar effects for the stock WMT and the
renewal probabilities for the markov chains, {γk}k¯k=1. Intra-day calendar effects are non
negligible and signal higher activity at the beginning and at the end of the trading day,
which is a usual result in the literature13. The second panel of the figure instead, tells
Figure 33: WMT, Intra-Day-Calendar Effects and Estimated Renewal Probabilities
(a) exp(ŝt)
t¯
(b) γ̂k
k
us that that the markov chains are not very persistent. In fact, the most persistent chain
(k = 1) has a rather high renewal probability of 0.22. Morevover, 4 out of 7 chains have
renewal probability bigger than 0.90 and 3 of them higher than 0.99. Having this picture
in mind, I’d rather expect very mild autocorrelations - though hyperbolically decaying - in
the simulated sample.
12Again, in accordance with the “best” model selected through Likelihood comparisons.
13See Hautsch (2012) for example.
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Figure 34: Simulated Sample, Number of Transactions per 10 Second Time Intervals, Cali-
brated on WMT
Observation
Figure 34 and Table 6 respectively plot the simulated time series and compare several
descriptive statistics for the true and the simulated sample. The simulated time series
plot seems to show a picture comparable with the true WMT counts sequence in terms
of persistency, clustering and variation. This first visual impression is confirmed when
looking at Table 6. As we can see the simulated sequence matches reasonably well the
sample moments charachterizing the true WMT series. In particular, the model generates an
Table 6: February 2010, Descriptive Statistics, Comparing WMT with Simulated Sample,
∆ = 10 seconds, k¯ = 7, Q = 3
Mean Med Max Min St Dev Skew Kurt OD Trades
WMT 5.04 1 203 0 9.45 4.43 40.66 17.72 206,818
Simulated Sample 4.61 1 200 0 10.37 6.33 64.88 23.30 189,355
unconditional distribution with fairly robust overdispersion and very high kurtosis (actually,
even too much).
Finally, Figure 35 is composed by two panels. The first one shows a quantile-quantile plot
of the empirical distribution against the simulated ones. Compared to the static Poisson
model of Figure 28, the improvement can be immediately noticed. However, we can see the
excess kurtosis in the simulated distribution - already highlighted in Table6 - by noticing
the right tail quantlies laying above the, red, 45 degree line. The second panel compares
sample autocorrelations from the true and the simulated sequences. The model is able
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to capture the slowly, hyperbolic, decay displayed by the true series autocorrelations as
expected. it seems to fail though in matching the autocorrelations levels. In particular
the autocorrelations from the simulated sample are consistently - and sizably - smaller then
Figure 35: WMT, Q-Q Plot Against Simulated Sample and Autocorrelations
(a) Q-Q Plot (b) Autocorrelations
those from the original series. An educated guessing would suggest that the model is unable
to generate such fat tailed and overdispersed unconditional distributions without very high
frequency movements in the intensity components, at least with k¯ ≤ 7. The drastic mixing
imposed by such high renewal probabilities induces then mild autocorrelations, as in this
example. Worth to notice, though, not being able to fully capture the dynamic aspects of
the series is certainly going to penalize the model forecasting ability.
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3.3. Estimation: Methodology
The MSMCP Model can be easily estimated by Maximum Likelihood, employing an ap-
propriate filtering technique. Denote the set of parameters to be estimated with θ =
{λ,m0, b, γ∗}. Given k¯, the Likelihood function can be immediately factorized as follows:
Lk¯ (N1:T ; θ) =
T∏
t=1
Pr
(
Nt
∣∣N1:t−1 ; θ, k¯ ) (3.8)
Further recall that the intensity process, being multiplicatively composed by k¯ independent
, first order, Markov switching chains with transition matrix Pk, is itself a first order Markov
switching chain with finite support, Λk¯, composed by 2
k¯ elements and transition matrix Pλ
k¯
.
The new support and transition matrix can be easily calculated. In particular, let A1 =
[m0, 2−m0] and Ak = Ak−1⊗A1 for any 1 < k ≤ k¯, then Λk¯ is just going to be composed by
the elements in the vector Ak¯. Similarly, let P1 = P1 and Pk = Pk−1⊗Pk for any 1 < k ≤ k¯,
then we will just have that Pλ
k¯
= Pk¯. I can then employ a simple filter in the spirit of
Hamilton (1989) as described in Durbin and Koopman (2001) to evaluate the Likelihood
at given parameter values, θ. For the sake of exposition, I drop the θ and k¯ notation in
what follows. For every period t ≥ 1, suppose I know Pr (λt−1 |N1:t−1 ). I can then iterate
forward λt−1 according to Pλk¯ and integrate out λt−1 to get Pr (λt |N1:t−1 ), the predicted
distribution for the intensity given information up to time ∆(t − 1). I can then compute
the joint distribution of the state and the measurement at time t, Pr (λt, Nt |N1:t−1 ), as
Pr (Nt |λt )Pr (λt |N1:t−1 ), where Pr (Nt |λt ) is given by the p.m.f. of a Poisson distribution
with rate λt. Finally, integrating out λt from the previously calculated joint distribution,
one can obtain the period Likelihood, Pr (Nt |N1:t−1 ) and the updated ditribution for the
latent state, Pr (λt |N1:t ) = Pr (λt, Nt |N1:t−1 ) /Pr (Nt |N1:t−1 ). Recursively repeating the
afore-described procedure for every t = 1, . . . , T , we can finally evaluate the Likelihood
function at point θ. The ML estimator for θ - θ̂ - will be then found by numerically
maximizing the Likelihood function.
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As already discussed in the previous section, k¯ will be used here as a model index rather
than a parameter to be estimated. The notation MSMCP(κ) will be referring thus to a
MSMCP model with k¯ = κ.
First recall that, as highlighted by Chen et al. (2013) and previously discussed, increasing
k¯ doesn’t affect the dimensionality of the parameter vector, θ. Moreover, given any two
models, MSMCP(j) and MSMCP(l) with l > j, they are nested only if either b = 1 and
γ∗ = 1, or m0 = 1. Both cases are ruled out by the parameter constraints introduced in
Section 2, implying that the models are non-nested. Therefore, model selection turns out
to involve simple Likelihood comparison as adjusted criteria as BIC or AIC would produce
exactly the same results.
Exactly as in Chen et al. (2013) and Calvet and Fisher (2004), the MSMCP model suffers
from three potential sources of identification failure. Firstly, when γ∗ = 1 or γ∗ = 0, the
sequence of renewal probabilities, {γk}k¯k=1, becomes a sequence of constants regardless of b.
In such a case then, the value of b would not affect the Likelihood function and hence the
decay parameter couldn’t be identified. Even if the exact cases are ruled ou by the assump-
tion that γ∗ ∈ (0, 1), as the parameter value approaches its boundaries the decay parameter
b becomes weakly identified. The second, and similar, case of identification failure is when
the decay parameter b is equal to 1. Again, the sequence of renewal probabilities {γk}k¯k=1
becomes a sequence of constants regardless of γ∗ which can’t, therefore, be identified. As 1
is explicitly ruled out from the parameter space, the same weak identification problem arises
for γ∗ when b approaches its lower bound. Finally, in the unfortunate case that m0 = 1, the
intensity components become identical across states14 and therefore both b and γ∗ can’t be
identified.
The numerical implementation of the estimation procedure is performed mixing Matlab and
Fortran 90 codes. In particular, the filtering step relies on the faster language, Fortran
90, while the less computationally intensive part of the algorithm is written in Matlab.
14Recall that the case in which m0 = 1 implies that Var(λt) = 0.
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As the optimization algorithm, I choose the latest available version of Hansen’s CMA-ES
(Hansen, 2006), which source code is available at https://www.lri.fr/~hansen/cmaes_
inmatlab.html.
In what follows I will first present the estimates for the “best” model specification15 for
∆ = 10 seconds and ∆ = 1 minute, commenting on the bundle distribution for each
parameter and discussing the “best” model specification selection procedure. Secondly, I
will compare the MSMCP model with the benchmark ACP(1, 1) model of Heinen (2003)
both in terms of in sample of goodness of fit measures and in terms of (pseudo) out of
sample forecasting accuracy.
15In terms of selection of k¯ and Q.
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3.4. Estimation: Results
In this paragraph I will first discuss the selection of k¯ and Q for the considered samples,
then I will debate the parameter estimates over the bundle of equities for ∆ = 10 seconds
and ∆ = 1 minute, trying to highlight the most relevant insights provided by the data.
Detailed estimation results for every and each equity in the bundle for a variety of values
of k¯ can be found in the Appendix.
Figure 36, shows BIC16 differential values for the MSMCP(7) with Q = 3 and Q = 4 for
all equities in the bundle for the two different samples. The differentials are expressed as
BIC4 −BIC3 so that positive values indicate that Q = 3 is preferred to Q = 4. As we can
immediately note, for most equities and in both samples, the BIC differentials are very close
to zero, but still somehow laying on the negative side, so that in the data a slight preference
towards Q = 4 seems to be suggested. However, for the sake of parsimony, and given that
no big improvements in the Likelihoods are registered from increasing the Fourier Form
order to 4, I am going to focus, in what follows, on the case where Q = 3.
Figure 37 displays log-Likelihood mode differentials for the MSMCP model, given Q = 3,
as a function of k¯ for ∆ = 10 seconds. The reference value is given by the MSMCP(7) log-
Likelihood mode. In particular, the differentials are framed in the form of − logL7 +logLk¯,
and negative (positive) values imply preference towards the MSMCP(7) (MSMCP(k¯)) spec-
ification of the model. As we can see from the picture, k¯ = 7 clearly dominates all other
specifications and, in some cases, the Likelihood adjustments when increasing k¯ are sizable,
suggesting that further improvements can be achieved by increasing the number of markov
chains above 7. However, as in Chen et al. (2013), I choose to set k¯ = 7 both for comparative
and computational reasons. A completely similar evolution is found to be happening when
focusing on the sample with ∆ = 1 minute. Also, looking at the tables in the Appendix
can be registered as the estimates tend to remain stable independently of k¯ for most of
16The Bayesian Information Criterion is computed according to the following formula: BIC = −2 logL+
k log(n), where k indicates the number of estimated parameters and n the number of observations.
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Figure 36: BIC Differences for Q = 3 and Q = 4, Bundle Distribution, k¯ = 7
(a) ∆ = 10 seconds
BIC4 − BIC3
(b) ∆ = 1 minute
BIC4 − BIC3
the stocks. Therefore, in the subsequent exposition, I’m going to analyze the parameter
estimates for the MSMCP model with k¯ = 7 and Q = 3, as previously justified.
Figure 37: Log-Likelihood Differentials, Profile Bundle, ∆ = 10 seconds, Bold is WMT
k¯
Figure 38 displays profile bundles for the estimated intra-day calendar effects - exp(sˆt) -
over the standardized day time, t¯, for ∆ = 10 seconds and ∆ = 1 minute. the calendar
effects have been normalized to one at t¯ = 1 for comparison reasons. As expected17, for
almost all of the stocks, the activity peaks are registered at the beginning and at the end of
the trading day, while transaction levels tend to be reduced in the middle of the day. The
above dynamic is striking and consistent across equities, in both the considered samples, as
shown by both panels.
Let’s now turn our attention towards cross-equity ditributions of the estimated parameters,
17Cfr., for example, Hautsch (2012).
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Figure 38: Estimated Intra-Day Calendar Effects, exp(sˆt), Profile Bundles, Bold is WMT
(a) ∆ = 10 seconds
t¯
(b) ∆ = 1 minute
t¯
as shown in Figure 39 and Figure 40. The distribution of m0 estimates tend to be slightly
skewed to the right in both samples. In particular, for ∆ = 10 seconds, most of the estimates
lie around roughly 1.5 but some are as high as 1.65. Instead, for ∆ = 10 minute, the
estimates are centered around 1.3, with some climbing up to almost 1.5. The distribution
for λ is not as skewed to the right as the one for m0, at least for ∆ = 10 seconds. For
most of the equities, in fact the estimated value for λ tend to be close to 0.5, and the
right and left tails look very similar, almost simmetrically spreading the estimates between
0 and 1 around 0.5. For ∆ = 1 minute, instead, the λ estimates distribution looks more
spread and skewed to the right, with values that, for some stocks, become as high as 1.3.
The distribution for the estimates of the decay parameter, b, are, again, right skewed and
centered around 2 for ∆ = 10 seconds. For ∆ = 1 minute instead, the estimated values seem
to distribute much more evenly between 1.7 and 2.8. As compared to the results presented
in Chen et al. (2013), we can note how the distribution is much less spread and concentrated
towards much smaller values. Finally, the estimates for γ∗ are very close to one for all stocks
in both samples. This is a striking difference with respect to Chen et al. (2013), where the
authors were able to divide the bundle of firms into two groups, one displaying high renewal
probabilities and one displaying low renewal probabilities. The evidence coming from 2010
data suggests then such division is no longer taking place in the bundle of firms considered,
at least, given the model specification.
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Figure 39: Estimated Parameters, Histograms Over the Bundle, ∆ = 10 seconds
m0 b
λ γ∗
Being the latter charachteristic the most striking difference amongst the estimation results,
as compared to the analysis in Chen et al. (2013), I display the profile bundle of estimated
renewal probabilities for both samples, ∆ = 10 seconds and ∆ = 1 minute, in Figure
4118. As we can easily note, all the stocks, in both samples, display very high renewal
probabilities for most of the components. In particular, for at least half of the considered
equities, and in both samples, the lowest renewal probability is as high as 0.2. The low
frequency components that are supposed to build up the long memory dependence in
the model are somehow high frequency as well. This fact could explain the mismatch of
the autocorrelation function registered in Section 2.4 when studying the simulated sample
calibrated on WMT for ∆ = 10 seconds. Moreover, though, this feature of the estimated
parameters could possibly signal the low adequacy of the choice of k¯ being set to be equal to
7. In particular, allowing for a larger number of intensity components, the high frequency
18Recall that the renewal probabilities, γk, are computed according to equation (5).
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Figure 40: Estimated Parameters, Histograms Over the Bundle, ∆ = 1 minute
m0 b
λ γ∗
Figure 41: Estimated Renewal Probabilities, γˆk, Profile Bundles, Bold is WMT
(a) ∆ = 10 seconds
k
(b) ∆ = 1 minute
k
ones could still be retained while adding to the picture lower frequency dynamics able to
match both the levels and the decay of the sample autocorrelations displayed by the equities
in the bundle. If the number of components is, indeed, not sufficiently large to best capture
the first order dynamics of the series, increasing k¯ to values bigger than 7 could significantly
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improve the forecasting performance of the model.
3.4.1. In-Sample Goodness of Fit Comparisons
As already discussed in at the beginning of the chapter, Heinen (2003) model is considered
as the benchmark to study trade counts in financial markets. Also, it is appealing the fact
that its structure is plainly mutuated from Engle and Russell (1998) ACD model, which is
used as a benchmark for comparisons of the MSMCD model by Chen et al. (2013). Valuing
simplicity, in what follows I will consider the basic version of the model, the ACP(1,1) spec-
ification. The model can be described by a measurement equation dictating a conditionally
Poisson distribution for the trade count Nt:
Nt |λt ∼ Poisson (exp(st)λt)
and a transition equation for the latent intensity in the spirit of GARCH/ARCH modelling:
λt = ω + α
Nt−1
exp(st−1)
+ βλt−1 (3.9)
Let collect all parameters to be estimated in θACP = (ω, α, β, λ0). Note that, provided
λ0, conditioning on the past observable information at time t, {Ns}t−1s=1, is equivalent to
conditioning on the current intensity, λt. This fact can be ascertained by looking at the
transition equation for the latent state, equation (9). For fixed parameter values, thus, the
log-Likelihood function for the ACP(1,1) model is available in closed form and is given by:
logL (N1:T ; θACP ) =
T∑
t=1
{− log(Nt!) +Nt log(exp(st)λt)− exp(st)λt}
where, again, λt is computed recursively starting from λ0, according to equation (9).
Figure 42 displays the distribution in BIC differences (expressed as BICMSMCP−BICACP )
for the bundle in both samples, ∆ = 10 seconds and ∆ = 1 minute. As can be easily seen,
the MSMCP(7) dominates the ACP(1,1) for all equities and both samples, with differences
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at least as negative as -100 for ∆ = 10 seconds and as -50 for ∆ = 1 minute. This
Figure 42: BIC Differences Between MSMCP(7) and ACP(1,1), Bundle Distribution, Q = 3
(a) ∆ = 10 seconds
BICMSMCP − BICACP
(b) ∆ = 1 minute
BICMSMCP − BICACP
Note: BIC differentials are expressed interms of thousands of log-Likelihood points.
overwhelming evidence in favor of the MSMCP(7) model is supported when looking at
the descriptive statistics from a simulated sample calibrated on WMT estimates for the
ACP(1,1). These statistics are reported in Table 7 and the respective simulated sequence
is displayed in Figure 43. As it can easily be seen, the ACP model produces sequences of
counts which seem very different from the true series, at least from a first, visual, impression.
Turning to Table 7, the model fails in matching almost all of the reported statistics, except
for the mean. It seems, then, that the MSMCP model is able to generate much more
skewed, fat tailed and overdispersed unconditional distributions then the ACP model and
that this is the case in the considered samples. Lastly, consider the sample autocorrelations
Table 7: Descriptive Statistics, Comparing WMT with Simulated Sample, ACP(1,1), ∆ =
10 seconds, Q = 3
Mean Med Max Min St Dev Skew Kurt OD Trades
WMT 5.04 1 203 0 9.45 4.43 40.66 17.72 206,818
Simulated Sample 4.18 4 26 0 2.12 0.61 3.95 1.08 171,612
produced by the simulated ACP(1,1) model. They are shown in Figure 44 toghether with
the sample autocorrelations for the WMT series, for ∆ = 10 seconds. As we can see, the
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Figure 43: Simulated Sample, Number of Transactions per 10 Second Time Intervals, Cali-
brated on WMT
Observation
ACP model doesn’t display that hyperbolic decay that is proper of the real series behaviour
and which is produced by the MSMCP model. On the other hand though, at least for the
very first autocorrelations the ACP model is much more able to match the true sample
autocorrelations. Taking this fact into account, it could be the case that the forecasting
performance of the ACP model would be superior to the one of the MSMCP model, at least
for short horizons.
Figure 44: Simulated Sample, Autocorrelations Comparisons, ∆ = 10 seconds
Lag
3.4.2. Out-of-Sample Forecasting Accuracy Comparisons
In what follows I will perform a simple pseudo-out-of-sample forecasting experiment and
directly compute RMSEs for several steps ahead forecasts. Given non-negligible comput-
ing times, I won’t re-estimate the models for every forecasting origin. Instead, I use the
parameter estimates delivered by the numerical optimization of the Likelihood on the full
sample for each and every origin. The two samples have, obviously, different numerosity.
83
In particular, for ∆ = 10 seconds, I dispose of 41,040 observations while for ∆ = 1 minute I
only have 6,840 of them. I then start with the first forecasting origin at observation 10,000
for ∆ = 10 seconds and 1,000 for ∆ = 1 minute and repeat the experiment untill the last
usable observation of the considered sample. Also, for each forecasting origin I compute
h-steps ahead forecasts with h = 1, . . . , 100. The forecasting procedure plainly follows the
one in Chen et al. (2013) and hence is not described here.
Figure 45: RMSE Comparisons, Histograms Over the Bundle, ∆ = 10 seconds
(a) 1-Step Ahead (b) 10-Steps Ahead
(c) 30-Steps Ahead (d) 100-Steps Ahead
RMSEMSMCP −RMSEACP
Figure 45 and Figure 46 respectively display the RMSE differential distributions for several
steps ahead forecasts in the two samples. The differences are computed as RMSEMSMCP −
RMSEACP , so that negative values indicate that the MSMCP model outperforms the ACP
model forecasting ability as measured by the RMSE. It is immediate to note that the
differentials are very close to zero or slightly positive for both samples, suggesting that
the ACP(1,1) is doing slightly better than the MSMCP in terms of forecasting ability.
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Even if this result seems in contrast with the overwhelming evidence about the in-sample
goodness of fit superiority of the MSMCP model, I already discussed how the MSMCP model
fails in delivering a close approximation of the autocorrelation structure of the considered
Figure 46: RMSE Comparisons, Histograms Over the Bundle, ∆ = 1 minute
(a) 1-Step Ahead (b) 10-Steps Ahead
(c) 30-Steps Ahead (d) 100-Steps Ahead
RMSEMSMCP −RMSEACP
series. Therefore, while being very effective in matching the moments of the unconditional
distribution, yielding a very good in-sample fit, the MSMCP model with k¯ = 7 seems
unable to capture the dynamic structure proper of the considered series and therefore poorly
performs in terms of forecasting accuracy as compared to the ACP(1,1) model. Hopefully,
increasing k¯ to values greater than 7 would improve the forecasting capabilities of the model
in the sample, adding additional low frequency components injecting more autocorrelation
into the model and exploiting a wider range of operating frequencies.
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3.5. Concluding Remarks
In this paper I construct a model for time series of counts and I use it to study the number of
transaction in fixed time intervals for a selected bundle of US equities traded on NASDAQ
OMX during February 2010.
The proposed model is able to outperform the benchmark ACP(1,1) model by Heinen (2003)
in terms of in-sample fit but fails to improve on its forecasting precision. This seemingly
puzzling result can be explained by the poor performance of the MSMCP model in matching
the autocorrelation levels displayed by the data19, which in turn can be explained by the
inadequate number of intensity components exploited in the analysis, and dampening the
autocorrelation structure.
However, given the nature of the model, further increases in the number of intensity com-
ponents in order to improve its forecasting capabilities will translate into longer computing
times and higher algorithm complexity. In this sense, there is a non-trivial trade off when
coming to the choice of which model to use to study transaction count data and this paper
doesn’t provide a definitive answer to such question.
19Recall, in fact, that the MSMCP model is able to capture the slow decay in the autocorrelation function.
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APPENDIX
A.1. Descriptive Statistics for Chapter 2
Table 8: 1993, Descriptive Statistics, Full Sample
Ticker Company Name Mean Med. Max. St. Dev. Skew. Kurt. C.V. Trades Zeros %
AA ALCOA 135.7 60 2068 202.6 3.35 19.50 1.49 2, 975 1.1
ABT Abbott Labs 23.99 13 409 29.17 2.99 17.55 1.27 17, 814 5.8
AXP Am. Express 37.46 19 599 52.02 3.15 18.46 1.39 10, 915 4.5
BA Boeing 22.81 13 360 27.31 2.59 13.71 1.20 17, 956 6.2
BAC B. of America 51.21 29 811 65.43 3.10 18.14 1.28 7, 980 1.6
C Citigroup 16.75 8 339 25.04 3.82 25.22 1.49 24, 474 7.9
CSCO Cisco Systems 23.06 10 627 39.34 4.66 37.42 1.71 17, 759 6.2
DELL Dell 16.45 7 841 28.83 5.68 66.82 1.75 2, 4915 8.3
DOW Dow Chemical 58.69 32 1267 76.91 3.57 26.70 1.31 6, 946 1.5
F Ford Motor 25.18 11 714 38.59 3.81 27.63 1.53 16, 253 5.9
GE General Electric 27.39 14 388 35.94 2.83 14.99 1.31 14, 941 2.2
HD Home Depot 15.43 7 289 22.29 3.52 22.38 1.44 26, 540 8.3
IBM IBM 11.82 7 221 15.10 3.06 18.95 1.28 34, 680 9.3
INTC Intel 9.46 5 332 14.22 4.52 40.33 1.50 43, 323 10.3
JNJ Johnson & J. 16.19 9 355 20.28 3.35 23.60 1.25 25, 311 5.3
KO Coca-Cola 25.73 15 422 31.14 2.81 15.82 1.21 15, 903 3.8
MCD McDonald’s 54.79 31 740 67.37 2.84 15.51 1.23 7, 458 2.0
MRK Merck 6.43 4 129 8.41 3.09 18.90 1.31 63, 760 15.9
MSFT Microsoft 13.72 6 438 21.81 4.51 38.44 1.59 29, 855 9.5
QCOM Qualcomm 94.67 35 2, 171 164.88 4.21 30.59 1.74 4, 271 4.2
T AT&T 18.89 10 260 23.13 2.76 14.51 1.22 21, 689 3.7
TXN Texas Inst. 96.20 41 1, 98 142.3 3.33 21.86 1.48 4, 233 1.6
WFC Wells Fargo 102.29 44 3, 459 167.3 5.20 60.64 1.63 3, 962 0.7
WMT Wal-Mart 11.16 6 212 14.78 3.11 18.63 1.32 36, 744 9.5
XRX Xerox 138.91 64 1, 845 194.3 2.95 15.77 1.40 2, 909 0.5
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Table 9: 1998, Descriptive Statistics, Full Sample
Ticker Company Name Mean Med. Max. St. Dev. Skew. Kurt. C.V. Trades Zeros %
AA ALCOA 56.76 30 925 75.77 3.05 17.04 1.34 7, 202 1.2
ABT Abbott Labs 21.08 13 330 25.25 2.81 16.34 1.20 19, 443 3.9
AXP Am. Express 32.87 19 582 41.25 3.01 17.63 1.25 12, 454 2.3
BA Boeing 6.75 4 114 7.63 2.42 12.90 1.13 60, 791 13.1
BAC B. of America 26.15 15 563 33.06 3.13 19.96 1.26 15, 673 1.7
C Citigroup 19.67 11 298 25.21 2.88 15.94 1.28 20, 830 7.1
CSCO Cisco Systems 2.95 1 138 4.66 4.30 37.87 1.58 138, 842 27.3
DELL Dell 1.98 1 123 3.68 6.64 89.27 1.86 207, 586 35.6
DOW Dow Chemical 53.30 28 742 68.53 2.86 15.21 1.28 7, 672 0.9
F Ford Motor 20.00 11 312 25.69 2.76 14.79 1.28 20, 480 5.4
GE General Electric 8.77 5 164 10.15 2.70 15.02 1.16 46, 745 7.7
HD Home Depot 16.28 10 268 19.84 2.78 15.50 1.22 25, 193 6.9
IBM IBM 10.22 6 164 12.83 2.95 16.67 1.26 40, 144 10.0
INTC Intel 1.55 1 58 2.46 4.19 35.49 1.59 264, 117 38.7
JNJ Johnson & J. 14.07 8 299 17.08 3.00 19.47 1.21 29, 147 5.9
KO Coca-Cola 13.96 8 187 16.65 2.55 12.90 1.19 29, 371 7.5
MCD McDonald’s 15.24 9 231 18.25 2.64 13.89 1.20 26, 893 8.5
MRK Merck 10.06 6 234 12.63 3.30 22.23 1.26 40, 769 8.4
MSFT Microsoft 1.73 1 82 3.08 5.06 49.91 1.78 237, 284 39.2
QCOM Qualcomm 7.87 2 347 14.99 4.52 36.79 1.90 52, 128 22.1
T AT&T 9.75 6 153 11.33 2.70 14.75 1.16 42, 058 7.9
TXN Texas Inst. 10.15 5 236 14.03 3.56 24.70 1.38 40, 407 10.8
WFC Wells Fargo 51.69 24 976 77.01 3.83 25.79 1.49 7, 910 0.5
WMT Wal-Mart 15.18 9 268 18.91 2.89 16.69 1.25 27, 011 9.7
XRX Xerox 38.42 20 752 49.78 3.012 19.00 1.29 10, 663 1.9
88
Table 10: 2003, Descriptive Statistics, Full Sample
Ticker Company Name Mean Med. Max. St. Dev. Skew. Kurt. C.V. Trades Zeros %
AA ALCOA 11.47 6 266 15.21 3.08 18.94 1.33 35, 747 5.5
ABT Abbott Labs 8.35 5 117 9.95 2.63 13.10 1.19 49, 085 5.1
AXP Am. Express 6.02 4 112 6.96 2.90 16.35 1.16 68, 168 5.9
BA Boeing 6.53 3 130 8.49 3.12 18.48 1.30 62, 779 8.4
BAC B. of America 4.97 3 152 6.45 3.39 24.21 1.30 82, 519 10.8
C Citigroup 2.90 2 68 3.58 3.00 18.70 1.23 141, 672 20.0
CSCO Cisco Systems 0.49 0 51 1.19 5.21 52.89 2.41 828, 314 72.0
DELL Dell 0.72 0 55 1.74 5.69 57.57 2.42 571, 080 66.9
DOW Dow Chemical 10.05 5 169 13.12 2.87 15.80 1.30 40, 786 4.9
F Ford Motor 6.38 4 116 7.59 2.76 15.43 1.19 64, 308 10.8
GE General Electric 1.86 1 36 2.22 2.53 14.28 1.19 220, 055 28.3
HD Home Depot 3.22 2 66 3.65 2.56 14.18 1.13 127, 316 17.2
IBM IBM 3.33 2 75 4.03 3.03 18.80 1.21 123, 113 18.6
INTC Intel 0.48 0 39 1.17 5.39 53.76 2.46 859, 629 73.0
JNJ Johnson & J. 4.92 3 93 5.74 2.91 17.55 1.17 83, 343 11.2
KO Coca-Cola 6.69 4 166 8.52 3.15 20.12 1.27 61, 318 8.5
MCD McDonald’s 6.18 4 123 7.56 3.08 18.91 1.22 66, 355 8.6
MRK Merck 5.66 3 161 6.96 3.17 20.89 1.23 72, 515 7.8
MSFT Microsoft 0.32 0 29 0.77 4.93 48.78 2.40 1, 277, 142 77.0
QCOM Qualcomm 0.81 0 68 1.99 6.73 84.83 2.45 505, 437 63.4
T AT&T 9.72 6 167 11.84 2.80 15.51 1.22 42, 181 5.0
TXN Texas Inst. 5.12 3 117 6.14 3.00 18.61 1.20 80, 088 10.4
WFC Wells Fargo 5.40 3 97 6.29 3.13 19.23 1.17 75, 985 7.6
WMT Wal-Mart 5.24 3 98 6.93 2.89 15.44 1.32 78, 307 14.1
XRX Xerox 13.45 8 256 16.08 2.59 13.84 1.19 30, 487 4.1
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Table 11: 2008, Descriptive Statistics, Full Sample
Ticker Company Name Mean Med. Max. St. Dev. Skew. Kurt. C.V. Trades Zeros %
AA ALCOA 0.95 0.210 56.76 2.23 5.04 42.04 2.36 456, 815 42.0
ABT Abbott Labs 1.72 0.429 94.05 3.60 4.63 38.48 2.09 250, 497 30.9
AXP Am. Express 0.96 0.221 84.09 2.26 5.55 57.09 2.35 447, 622 38.2
BA Boeing 1.42 0.280 75.55 3.06 4.78 39.53 2.16 305, 081 32.3
BAC B. of America 0.37 0.000 28.59 0.93 5.86 59.80 2.51 1, 161, 278 54.3
C Citigroup 0.24 0.000 25.94 0.70 6.68 76.98 2.91 1, 800, 842 65.6
CSCO Cisco Systems 0.33 0.000 36.28 1.07 6.73 72.35 3.28 1, 324, 956 56.6
DELL Dell 0.54 0.000 70.02 2.02 7.28 83.19 3.70 7.93 60.6
DOW Dow Chemical 1.50 0.259 58.73 3.31 4.51 33.06 2.20 287, 129 37.7
F Ford Motor 1.06 0.000 81.85 2.94 5.62 52.98 2.76 405, 362 57.6
GE General Electric 0.44 0.000 27.64 1.13 5.31 45.86 2.58 986, 023 55.8
HD Home Depot 0.73 0.000 49.46 1.83 5.56 52.59 2.49 587, 870 50.8
IBM IBM 1.12 0.260 58.56 2.38 4.65 36.82 2.11 384, 501 35.7
INTC Intel 0.35 0.000 49.15 1.22 6.86 75.81 3.45 1, 220, 564 58.1
JNJ Johnson & J. 1.02 0.219 50.64 2.27 4.58 34.58 2.23 423, 358 41.4
KO Coca-Cola 1.12 0.220 64.00 2.54 4.71 37.18 2.26 385, 534 44.7
MCD McDonald’s 1.28 0.258 79.41 2.73 4.70 38.82 2.13 338, 339 35.6
MRK Merck 0.90 0.209 57.23 2.07 4.88 41.04 2.30 478, 620 39.8
MSFT Microsoft 0.24 0.000 38.40 0.83 7.40 90.57 3.44 1, 799, 810 59.2
QCOM Qualcomm 0.63 0.014 64.12 1.92 6.39 67.40 3.04 685, 436 47.5
T AT&T 0.44 0.000 41.62 1.21 6.14 63.06 2.72 969, 071 50.5
TXN Texas Inst. 0.99 0.000 72.04 2.40 5.12 44.21 2.43 437, 427 51.1
WFC Wells Fargo 0.40 0.000 44.81 1.09 6.40 72.82 2.70 1, 070, 032 58.5
WMT Wal-Mart 0.56 0.000 46.99 1.42 5.76 57.67 2.52 766, 024 51.5
XRX Xerox 2.24 0.263 128.4 5.12 4.61 35.86 2.29 193, 127 38.3
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Table 12: 2013, Descriptive Statistics, Full Sample
Ticker Company Name Mean Med. Max. St. Dev. Skew. Kurt. C.V. Trades Zeros %
AA ALCOA 0.90 0.005 87.33 2.63 5.95 59.33 2.92 456, 067 26.7
ABT Abbott Labs 0.97 0.005 94.36 2.67 5.66 55.04 2.76 424, 783 28.5
AXP Am. Express 1.45 0.009 102.2 4.24 5.77 53.55 2.92 282, 210 24.9
BA Boeing 1.58 0.017 106.2 4.27 5.48 49.06 2.70 259, 421 19.6
BAC B. of America 0.22 0.003 25.18 0.65 6.41 71.18 2.99 1, 878, 537 28.2
C Citigroup 0.45 0.003 66.37 1.48 7.01 82.09 3.31 913, 627 29.6
CSCO Cisco Systems 0.48 0.002 52.26 1.51 6.25 65.12 3.14 855, 253 36.2
DELL Dell 0.61 0.001 155.3 2.68 11.38 229.3 4.39 671, 228 37.7
DOW Dow Chemical 1.28 0.005 105.1 3.87 5.94 56.45 3.02 320, 166 28.1
F Ford Motor 0.54 0.004 49.12 1.45 5.34 48.77 2.65 752, 642 27.3
GE General Electric 0.48 0.004 40.08 1.30 5.24 45.64 2.71 855, 128 28.7
HD Home Depot 1.32 0.015 83.70 3.47 5.21 44.73 2.63 311, 307 21.8
IBM IBM 2.41 0.083 115.0 5.48 4.35 31.40 2.27 170, 185 13.0
INTC Intel 0.43 0.002 30.77 1.24 5.41 47.15 2.87 947, 197 32.9
JNJ Johnson & J. 1.01 0.006 69.17 2.81 5.24 44.83 2.77 404, 524 26.7
KO Coca-Cola 0.65 0.003 63.67 1.87 5.52 50.06 2.89 634, 012 31.9
MCD McDonald’s 1.43 0.015 79.05 3.59 4.73 36.41 2.51 286, 556 22.7
MRK Merck 0.63 0.005 55.66 1.79 5.48 49.57 2.83 650, 137 26.7
MSFT Microsoft 0.41 0.002 36.92 1.22 5.52 49.51 2.96 998, 773 33.8
QCOM Qualcomm 0.86 0.005 52.16 2.39 5.28 44.58 2.78 476, 864 29.0
T AT&T 0.57 0.003 45.74 1.68 5.42 46.77 2.94 718, 819 30.2
TXN Texas Inst. 0.98 0.002 110.7 3.52 7.17 82.71 3.57 415, 672 35.8
WFC Wells Fargo 0.52 0.002 54.46 1.67 6.46 69.12 3.23 792, 310 31.4
WMT Wal-Mart 0.87 0.006 82.98 2.64 6.17 61.50 3.01 469, 485 25.7
XRX Xerox 1.37 0.007 135.9 3.87 6.49 76.83 2.83 299, 703 28.3
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A.2. Estimation Results for Chapter 2
Figure 47: Estimated Intra-Day Seasonal Effects – α̂i – as a Function of Standardized Day
Time, All Years 1993-2013, Left to Right
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Table 13: 1993, Estimated Intra-Day Seasonal Effects
Ticker α̂2 α̂3 α̂4 α̂5 α̂6 α̂7 α̂8 α̂9 α̂10 α̂11 α̂12
AA −0.01 0.03 0.30 0.61 0.30 0.81 0.63 0.41 0.60 0.45 0.08
ABT −0.09 0.13 0.13 0.30 0.37 0.19 0.44 0.36 0.26 0.18 0.06
AXP 0.18 0.34 0.40 0.53 0.65 0.53 0.53 0.48 0.54 0.56 0.36
BA 0.06 0.23 0.16 0.21 0.29 0.44 0.47 0.20 0.23 0.23 0.04
BAC 0.05 0.20 0.28 0.28 0.28 0.24 0.29 0.21 0.02 0.04 0.03
C 0.06 0.23 0.40 0.52 0.49 0.50 0.66 0.51 0.40 0.42 0.24
CSCO −0.14 0.30 0.09 0.29 0.39 0.41 0.53 0.43 0.21 0.05 0.21
DELL 0.06 0.21 0.23 0.51 0.53 0.62 0.54 0.51 0.26 0.38 0.28
DOW 0.03 0.16 0.13 0.27 0.58 0.40 0.35 0.31 0.22 0.04 0.06
F 0.01 0.16 0.23 0.30 0.29 0.36 0.34 0.03 0.21 0.17 0.07
GE 0.02 0.19 0.13 0.27 0.39 0.35 0.43 0.45 0.20 0.14 0.06
HD 0.02 0.12 0.30 0.38 0.60 0.32 0.47 0.45 0.47 0.37 0.20
IBM −0.04 0.04 0.11 0.22 0.12 0.29 0.18 0.31 0.29 0.20 0.11
INTC −0.01 0.16 0.21 0.33 0.41 0.43 0.43 0.46 0.36 0.39 0.09
JNJ −0.00 0.05 0.09 0.17 0.30 0.30 0.33 0.27 0.19 0.01 −0.03
KO −0.06 −0.06 0.08 0.22 0.22 0.37 0.37 0.28 0.16 0.06 −0.05
MCD −0.06 0.10 0.14 0.17 0.30 0.27 0.40 0.12 0.06 −0.12 −0.23
MRK −0.04 −0.01 0.05 0.24 0.23 0.26 0.33 0.24 0.23 0.20 0.02
MSFT 0.04 0.05 −0.05 0.09 0.32 0.17 0.33 0.22 0.04 0.11 −0.15
QCOM 0.30 0.24 0.53 0.21 −1.10 0.03 0.35 0.59 0.25 0.53 −0.16
T 0.01 −0.04 0.06 0.25 0.19 0.34 0.31 0.30 0.17 0.11 0.03
TXN 0.16 0.04 0.15 0.52 0.52 0.61 0.42 0.27 0.23 −0.16 −0.09
WFC 0.23 0.13 0.31 0.51 0.47 0.70 0.65 0.74 0.80 0.47 0.24
WMT 0.06 0.15 0.20 0.28 0.31 0.46 0.46 0.37 0.33 0.31 0.18
XRX −0.09 −0.01 0.16 0.18 0.17 0.25 0.48 0.23 0.09 0.12 −0.04
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Table 14: 1998, Estimated Intra-Day Seasonal Effects
Ticker α̂2 α̂3 α̂4 α̂5 α̂6 α̂7 α̂8 α̂9 α̂10 α̂11 α̂12
AA 0.00 0.33 0.16 0.39 0.45 0.50 0.56 0.28 0.22 0.11 −0.10
ABT 0.02 0.09 0.11 0.35 0.49 0.39 0.41 0.27 0.23 0.05 −0.05
AXP 0.14 0.14 0.25 0.37 0.60 0.39 0.25 0.16 0.17 −0.05 −0.10
BA 0.02 0.10 0.14 0.26 0.33 0.39 0.30 0.25 0.18 0.15 −0.01
BAC 0.26 0.31 0.41 0.54 0.53 0.52 0.51 0.44 0.41 0.22 0.17
C 0.16 0.10 0.30 0.30 0.36 0.45 0.31 0.24 0.26 0.18 0.10
CSCO 0.11 0.21 0.27 0.39 0.47 0.48 0.47 0.35 0.32 0.28 0.09
DELL 0.10 0.27 0.27 0.45 0.58 0.58 0.50 0.38 0.27 0.20 0.05
DOW 0.11 0.08 0.29 0.34 0.49 0.40 0.44 0.17 0.11 0.06 0.01
F 0.02 0.14 0.17 0.32 0.31 0.41 0.42 0.30 0.26 0.12 0.04
GE 0.10 0.09 0.13 0.28 0.42 0.42 0.33 0.23 0.17 0.05 −0.02
HD 0.06 0.17 0.27 0.40 0.43 0.37 0.38 0.33 0.27 0.16 0.03
IBM 0.06 0.15 0.15 0.32 0.50 0.40 0.39 0.29 0.26 0.22 −0.06
INTC 0.09 0.10 0.18 0.38 0.47 0.51 0.45 0.31 0.25 0.14 0.07
JNJ 0.15 0.23 0.22 0.34 0.44 0.23 0.36 0.26 0.22 0.13 0.04
KO 0.12 0.17 0.25 0.37 0.45 0.46 0.49 0.28 0.24 0.08 −0.03
MCD −0.11 0.03 0.15 0.20 0.33 0.45 0.32 0.14 0.20 0.07 0.00
MRK 0.13 0.22 0.32 0.37 0.48 0.47 0.42 0.33 0.26 0.15 0.07
MSFT 0.06 0.08 0.16 0.27 0.30 0.33 0.28 0.22 0.22 0.14 0.02
QCOM 0.23 0.34 0.35 0.47 0.61 0.72 0.71 0.58 0.59 0.42 0.26
T 0.10 0.13 0.19 0.31 0.37 0.45 0.36 0.26 0.13 0.10 −0.04
TXN 0.15 0.18 0.32 0.41 0.54 0.47 0.58 0.42 0.35 0.25 0.09
WFC 0.24 0.25 0.35 0.30 0.47 0.32 0.45 0.29 0.17 −0.02 0.03
WMT 0.05 0.12 0.24 0.33 0.43 0.38 0.42 0.20 0.12 0.04 −0.05
XRX 0.06 0.14 0.07 0.20 0.34 0.43 0.27 0.28 0.18 0.14 0.07
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Table 15: 2003, Estimated Intra-Day Seasonal Effects
Ticker α̂2 α̂3 α̂4 α̂5 α̂6 α̂7 α̂8 α̂9 α̂10 α̂11 α̂12
AA 0.10 0.10 0.22 0.33 0.27 0.35 0.31 0.14 0.18 0.11 −0.07
ABT 0.11 0.18 0.22 0.24 0.35 0.35 0.32 0.26 0.21 0.10 −0.03
AXP 0.05 0.17 0.23 0.29 0.32 0.34 0.30 0.23 0.13 0.07 −0.05
BA 0.03 0.12 0.15 0.16 0.18 0.22 0.22 0.18 0.17 0.05 −0.03
BAC 0.10 0.18 0.23 0.32 0.32 0.40 0.40 0.26 0.23 0.09 0.06
C 0.07 0.15 0.19 0.25 0.31 0.35 0.32 0.26 0.19 0.11 0.05
CSCO 0.07 0.15 0.19 0.28 0.31 0.31 0.27 0.21 0.18 0.10 0.01
DELL 0.09 0.19 0.23 0.31 0.37 0.37 0.33 0.23 0.21 0.12 −0.01
DOW 0.07 0.26 0.22 0.18 0.24 0.28 0.32 0.18 0.19 0.06 −0.10
F 0.11 0.20 0.26 0.37 0.37 0.43 0.38 0.32 0.32 0.15 −0.05
GE 0.05 0.10 0.15 0.21 0.26 0.30 0.23 0.18 0.14 0.06 0.01
HD 0.10 0.18 0.20 0.29 0.31 0.30 0.28 0.20 0.17 0.11 0.03
IBM 0.06 0.16 0.23 0.25 0.29 0.34 0.30 0.20 0.15 0.07 0.02
INTC 0.07 0.17 0.20 0.28 0.32 0.37 0.30 0.21 0.17 0.10 0.02
JNJ 0.05 0.09 0.14 0.21 0.24 0.28 0.26 0.19 0.10 0.12 −0.01
KO 0.03 0.08 0.20 0.21 0.23 0.23 0.19 0.09 0.14 0.00 −0.06
MCD 0.09 0.22 0.22 0.25 0.32 0.38 0.37 0.24 0.18 0.12 −0.10
MRK 0.03 0.09 0.12 0.22 0.24 0.33 0.22 0.13 0.13 0.04 −0.05
MSFT 0.05 0.11 0.17 0.21 0.27 0.27 0.22 0.16 0.11 0.07 0.01
QCOM 0.08 0.16 0.20 0.31 0.36 0.36 0.34 0.24 0.21 0.15 0.03
T 0.05 0.08 0.16 0.21 0.19 0.24 0.26 0.21 0.17 0.03 −0.06
TXN 0.02 0.12 0.21 0.26 0.31 0.33 0.25 0.21 0.18 0.05 −0.05
WFC 0.04 0.07 0.14 0.21 0.24 0.28 0.26 0.15 0.06 −0.02 −0.14
WMT 0.08 0.20 0.23 0.38 0.37 0.38 0.32 0.28 0.19 0.10 −0.02
XRX 0.11 0.12 0.14 0.24 0.24 0.28 0.25 0.16 0.10 0.11 −0.14
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Table 16: 2008, Estimated Intra-Day Seasonal Effects
Ticker α̂2 α̂3 α̂4 α̂5 α̂6 α̂7 α̂8 α̂9 α̂10 α̂11 α̂12
AA 0.31 0.44 0.62 0.64 0.79 0.59 0.61 0.46 0.31 0.14 −0.30
ABT 0.22 0.31 0.50 0.37 0.53 0.43 0.48 0.33 0.17 −0.09 −0.53
AXP 0.17 0.34 0.61 0.41 0.61 0.49 0.46 0.27 0.29 0.05 −0.42
BA 0.18 0.28 0.63 0.47 0.60 0.54 0.47 0.28 0.17 −0.02 −0.44
BAC 0.26 0.47 0.67 0.60 0.74 0.62 0.59 0.43 0.39 0.22 −0.22
C 0.16 0.35 0.60 0.53 0.62 0.57 0.54 0.39 0.28 0.17 −0.13
CSCO 0.17 0.30 0.48 0.43 0.51 0.40 0.39 0.31 0.28 0.14 0.02
DELL 0.18 0.29 0.41 0.35 0.58 0.39 0.35 0.35 0.35 0.18 0.09
DOW 0.18 0.32 0.48 0.46 0.61 0.51 0.48 0.26 0.29 0.11 −0.34
F 0.24 0.49 0.55 0.56 0.63 0.68 0.66 0.54 0.55 0.40 0.15
GE 0.24 0.34 0.48 0.41 0.51 0.41 0.38 0.26 0.24 0.09 −0.30
HD 0.15 0.36 0.52 0.32 0.45 0.46 0.38 0.22 0.27 0.02 −0.29
IBM −0.10 0.16 0.36 0.32 0.44 0.36 0.27 0.11 0.09 −0.16 −0.54
INTC 0.17 0.32 0.48 0.42 0.45 0.43 0.41 0.30 0.24 0.17 −0.00
JNJ 0.19 0.30 0.51 0.39 0.56 0.45 0.40 0.22 0.20 0.03 −0.41
KO 0.17 0.33 0.46 0.43 0.56 0.43 0.40 0.27 0.19 −0.08 −0.41
MCD 0.24 0.37 0.50 0.40 0.62 0.50 0.48 0.30 0.28 0.05 −0.37
MRK 0.19 0.40 0.60 0.54 0.78 0.60 0.59 0.38 0.28 0.03 −0.38
MSFT 0.11 0.29 0.46 0.39 0.50 0.49 0.45 0.40 0.31 0.22 −0.02
QCOM 0.09 0.05 0.30 0.19 0.20 0.34 0.35 0.18 0.11 −0.02 −0.39
T 0.27 0.37 0.64 0.59 0.81 0.74 0.71 0.45 0.40 0.19 −0.13
TXN 0.17 0.26 0.48 0.41 0.52 0.50 0.39 0.34 0.30 0.14 −0.17
WFC 0.20 0.36 0.60 0.56 0.63 0.61 0.58 0.43 0.38 0.21 −0.11
WMT 0.28 0.38 0.56 0.56 0.68 0.52 0.49 0.34 0.28 0.06 −0.28
XRX 0.31 0.46 0.65 0.60 0.64 0.65 0.54 0.40 0.30 0.13 −0.16
98
Table 17: 2013, Estimated Intra-Day Seasonal Effects
Ticker α̂2 α̂3 α̂4 α̂5 α̂6 α̂7 α̂8 α̂9 α̂10 α̂11 α̂12
AA 0.22 0.42 0.33 0.67 0.62 0.73 0.83 0.76 0.76 0.44 0.06
ABT 0.19 0.33 0.48 0.64 0.56 0.35 0.34 0.31 0.40 0.40 0.08
AXP 0.16 0.24 0.29 0.47 0.47 0.41 0.32 0.31 0.25 0.10 −0.14
BA 0.05 −0.09 0.20 0.32 0.14 0.31 0.01 −0.07 0.12 −0.15 −0.43
BAC 0.24 0.38 0.50 0.56 0.51 0.53 0.60 0.46 0.37 0.30 0.07
C 0.15 0.40 0.42 0.52 0.68 0.72 0.48 0.43 0.43 0.29 −0.00
CSCO 0.27 0.33 0.51 0.54 0.57 0.69 0.67 0.53 0.63 0.49 0.23
DELL 0.29 0.51 1.17 0.93 0.62 0.68 0.73 0.46 0.67 0.63 0.22
DOW 0.18 −0.00 0.41 0.22 0.28 0.34 0.13 0.16 0.26 −0.09 −0.35
F 0.22 0.20 0.22 0.38 0.45 0.36 0.49 0.38 0.22 0.31 −0.10
GE 0.30 0.34 0.53 0.57 0.61 0.65 0.78 0.67 0.66 0.34 −0.01
HD 0.23 0.34 0.40 0.59 0.56 0.59 0.45 0.40 0.16 0.08 −0.33
IBM 0.23 0.21 0.28 0.30 0.41 0.32 0.37 0.19 0.26 0.03 −0.30
INTC 0.16 0.19 0.42 0.69 0.64 0.73 0.71 0.62 0.52 0.34 −0.00
JNJ −0.01 0.22 0.28 0.53 0.36 0.53 0.40 0.36 0.44 0.26 −0.08
KO 0.05 0.05 0.16 0.35 0.47 0.33 0.41 0.35 0.33 0.09 −0.04
MCD 0.23 0.37 0.43 0.50 0.48 0.39 0.55 0.49 0.29 0.10 0.09
MRK 0.02 −0.02 0.20 0.24 0.30 0.21 0.33 0.34 0.22 0.21 −0.13
MSFT 0.20 0.29 0.34 0.54 0.67 0.68 0.68 0.63 0.69 0.47 0.09
QCOM 0.18 0.36 0.47 0.63 0.48 0.57 0.52 0.50 0.47 0.34 0.04
T 0.27 0.34 0.32 0.54 0.45 0.35 0.49 0.45 0.55 0.32 0.25
TXN 0.21 0.19 0.11 0.28 0.28 0.13 0.26 0.22 0.31 0.26 0.19
WFC 0.18 0.26 0.42 0.53 0.36 0.50 0.46 0.45 0.53 0.48 0.33
WMT 0.15 0.29 0.35 0.49 0.43 0.31 0.39 −0.13 −0.09 0.08 −0.06
XRX 0.24 0.57 0.62 0.75 0.83 0.90 0.99 1.12 1.10 0.71 0.45
99
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A.3. Descriptive Statistics for Chapter 3
Table 43: 2010, Descriptive Statistics, Number of Trades per ∆-Interval, ∆ = 10 seconds
Ticker Mean Med Max Min St Dev Skew Kurt OD N Trades
AA 7.22 0 246 0 15.00 4.01 29.80 31.15 41,040 296,333
ABT 3.20 1 110 0 5.98 4.01 32.19 11.16 41,040 131,458
AXP 5.37 2 174 0 8.62 4.01 34.27 13.85 41,040 220,266
BA 2.50 1 101 0 4.69 4.70 44.05 8.81 41,040 102,725
BAC 16.33 2 426 0 31.27 3.50 21.97 59.87 41,040 670,351
C 2.21 0 352 0 12.15 11.29 178.68 66.83 41,040 90,673
CSCO 4.01 1 108 0 6.79 3.65 24.85 11.50 41,040 164,422
DELL 2.09 0 90 0 4.39 4.81 43.90 9.21 41,040 85,714
DOW 4.89 2 149 0 8.56 4.32 36.29 14.96 41,040 200,800
F 5.97 0 307 0 15.74 4.89 39.10 41.51 41,040 244,873
GE 8.04 0 298 0 17.69 4.05 28.93 38.92 41,040 330,098
HD 5.85 0 218 0 11.46 3.98 30.65 22.48 41,040 239,954
IBM 2.57 1 104 0 4.84 5.16 53.36 9.14 41,040 105,371
INTC 5.03 2 121 0 8.47 3.44 21.86 14.24 41,040 206,573
JNJ 4.97 1 164 0 8.96 4.05 31.59 16.16 41,040 204,145
KO 5.14 2 175 0 8.96 4.32 38.38 15.64 41,040 210,746
MCD 3.96 1 112 0 6.80 3.77 27.27 11.70 41,040 162,371
MRK 6.54 2 277 0 11.53 4.67 49.48 20.33 41,040 268,414
MSFT 4.35 2 110 0 7.15 3.61 24.54 11.75 41,040 178,620
QCOM 3.07 1 70 0 4.66 3.05 18.53 7.08 41,040 125,904
T 5.26 0 236 0 12.37 4.28 32.29 29.12 41,040 215,681
TXN 7.14 1 159 0 13.43 3.09 16.09 25.25 41,040 293,152
WFC 12.50 5 274 0 19.56 3.23 20.39 30.59 41,040 513,196
WMT 5.04 1 203 0 9.45 4.43 40.66 17.72 41,040 206,818
XRX 2.67 0 217 0 9.99 6.77 69.38 37.34 41,040 109,775
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Table 44: 2010, Descriptive Statistics, Number of Trades per ∆-Interval, ∆ = 1 minute
Ticker Mean Med Max Min St Dev Skew Kurt OD N Trades
AA 43.32 32 635 0 46.98 3.05 21.80 50.94 6,840 296,333
ABT 19.22 14 284 0 20.21 2.99 20.30 21.26 6,840 131,458
AXP 32.20 23 394 0 31.02 3.06 20.69 29.88 6,840 220,266
BA 15.02 10 178 0 16.23 2.90 16.42 17.53 6,840 102,725
BAC 98.00 69 966 0 106.07 2.43 12.49 114.80 6,840 670,351
C 13.26 3 478 0 33.74 5.03 37.06 85.89 6,840 90,673
CSCO 24.04 17 299 0 24.49 3.04 19.42 24.96 6,840 164,422
DELL 12.53 8 183 0 14.92 3.19 19.09 17.77 6,840 85,714
DOW 29.36 20 476 0 32.96 4.04 31.88 37.01 6,840 200,800
F 35.80 18 936 0 50.33 3.67 32.18 70.76 6,840 244,873
GE 48.26 34 794 0 57.09 3.25 24.04 67.53 6,840 330,098
HD 35.08 25 484 0 38.06 2.93 19.05 41.29 6,840 239,954
IBM 15.41 11 217 0 16.54 3.24 21.90 17.76 6,840 105,371
INTC 30.20 23 446 0 29.31 2.80 18.57 28.45 6,840 206,573
JNJ 29.85 21 405 0 31.03 2.86 18.57 32.27 6,840 204,145
KO 30.81 21 415 0 32.17 3.03 19.16 33.59 6,840 210,746
MCD 23.74 17 265 0 23.04 2.25 11.32 22.37 6,840 162,371
MRK 39.24 29 637 0 40.13 3.31 24.64 41.04 6,840 268,414
MSFT 26.11 19 448 0 26.97 3.33 25.14 27.86 6,840 178,620
QCOM 18.41 14 201 0 17.12 2.22 11.76 15.92 6,840 125,904
T 31.53 21 446 0 37.82 2.49 13.97 45.37 6,840 215,681
TXN 42.86 33 384 0 40.37 2.03 10.15 38.03 6,840 293,152
WFC 75.03 54 738 0 71.36 2.39 12.29 67.87 6,840 513,196
WMT 30.24 22 348 0 31.30 2.61 14.29 32.40 6,840 206,818
XRX 16.05 2 438 0 30.83 3.88 26.10 59.23 6,840 109,775
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Table 45: 2010, Descriptive Statistics, Number of Trades per ∆-Interval, ∆ = 10 minutes
Ticker Mean Med Max Min St Dev Skew Kurt OD N Trades
AA 433.24 364 1,932 45 263.65 1.78 7.93 160.45 684 296,333
ABT 192.19 155 993 37 131.63 2.43 11.55 90.15 684 131,458
AXP 322.03 269 1,331 62 204.79 2.00 8.36 130.24 684 220,266
BA 150.18 121 947 19 108.66 2.43 12.94 78.61 684 102,725
BAC 980.05 806 4,335 64 686.54 1.79 7.17 480.93 684 670,351
C 132.56 84 1,110 1 149.27 2.15 9.06 168.09 684 90,673
CSCO 240.38 198 1,475 34 165.78 2.65 14.07 114.33 684 164,422
DELL 125.31 100 929 11 96.13 2.80 15.59 73.74 684 85,714
DOW 293.57 224 2,490 56 249.12 4.08 28.07 211.40 684 200,800
F 358.00 290 3,240 8 297.67 2.98 20.40 247.51 684 244,873
GE 482.60 404 3,112 14 353.72 2.75 15.32 259.27 684 330,098
HD 350.81 290 2,262 7 233.63 2.56 14.50 155.59 684 239,954
IBM 154.05 126 852 13 103.69 2.12 9.93 69.79 684 105,371
INTC 302.01 265 1,894 39 186.81 2.65 16.17 115.56 684 206,573
JNJ 298.46 250 1,518 41 198.77 1.95 8.41 132.37 684 204,145
KO 308.11 233 1,384 57 218.37 1.96 7.35 154.77 684 210,746
MCD 237.38 195 1,033 31 150.24 1.69 6.61 95.08 684 162,371
MRK 392.42 319 3,301 29 270.06 3.35 26.00 185.85 684 268,414
MSFT 261.14 209 1,862 22 190.18 2.78 15.67 138.50 684 178,620
QCOM 184.07 154 801 26 119.15 1.78 7.14 77.13 684 125,904
T 315.32 275 1,403 19 197.44 1.73 7.84 123.62 684 215,681
TXN 428.58 371 1,388 91 233.56 1.50 5.63 127.28 684 293,152
WFC 750.29 604 2,991 145 503.09 1.75 6.39 337.33 684 513,196
WMT 302.37 257 1,323 44 188.14 1.94 8.25 117.06 684 206,818
XRX 160.49 118 1,362 0 159.84 2.74 14.82 159.19 684 109,775
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A.4. Proofs for Chapter 3
Proof of Proposition 1. Normalize ∆ = 1, for the sake of tractability. For n ≥ 1, define
K(n) = E(NtNt+n)/E
(
N2t
)
. Then we have:
K(n) = E (NtNt+n)
E
(
N2t
) = E [E (Nt |λt )E (Nt+n |λt+n )]
E
[
E
(
N2t |λt
)]
=
E (λtλt+n)
E
(
λt + λ2t
) = E (λtλt+n)
λ+ E
(
λ2t
) = λ2
[
E
(∏k¯
k=1Mk,tMk,t+n
)]
λ+ λ2
[
E
(∏k¯
k=1M
2
k,t
)]
=
λ2
(∏k¯
k=1 E (Mk,tMk,t+n)
)
λ+ λ2
(∏k¯
k=1 E
(
M2k,t
)) = λ2
(∏k¯
k=1 [1 + a (1− γk)n]
)
λ+ λ2 (1 + a)k¯
=
∏k¯
k=1 (1 + a (1− γk)n)
c−1
k¯
(1 + a)k¯
where a = E
(
M2
) − 1 and ck¯ = (1 + 1λ(1 + a)−k¯)−1. Also, one can easily recognize that
0 < K(n) ≤ 1. Therefore:
K(n)
ck¯
=
k¯∏
k=1
(
1 + a (1− γ∗)nbk−k¯
1 + a
)
> 0
and then,
log
(K(n)
ck¯
)
=
k¯∑
k=1
log
(
1 + a (1− γ∗)nbk−k¯
1 + a
)
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Having this expression for log (K(n)/ck¯), we can exploit the analysis in Calvet and Fisher
(2004), Appendix A.1 and find the following bound for
∣∣∣ logK(n)logn−δ − 1∣∣∣, for any n ∈ Ik¯:
∣∣∣∣ logK(n)log n−δ − 1
∣∣∣∣ ≤ log ck¯ + ξ + 2a logb k¯ + a |log (1− γ∗)|δα1k¯ log b = ηk¯
where ξ = δ log b + a/
(
1− (1− γ∗)b−1). Note that, as k¯ ↑ ∞, the upper bound of Ik¯
diverges to infinity as well as its length as an interval on the real line, while ηk¯ collapses
towards zero. Hence we can safely infer that:
sup
n∈Ik¯
∣∣∣∣ logK(n)log n−δ − 1
∣∣∣∣ −→ 0 as k¯ −→ +∞
Now, let’s turn our attention to the ratio of K(n) to the autocorrelation function ρ(n). By
definition we can write:
K(n)
ρ(n)
=
E (NtNt+n) /E
(
N2t
)
Cov (Nt, Nt+n) /Var (Nt)
=
E (NtNt+n) /E
(
N2t
)
(E (NtNt+n)− λ2) /
(
E
(
N2t
)− λ2)
=
( ∏k¯
k=1 (1 + a (1− γk)n)∏k¯
k=1 (1 + a (1− γk)n)− 1
)(
1− λ+ λ(1 + a)k¯
1 + λ(1 + a)k¯
)
=
 1
1− ck¯ (1+a)
−k¯
K(n)
c−1k¯ − λ
(
c−1
k¯
− 1
)
c−1
k¯

=
1− λ (1− ck¯)
1− ck¯ (1+a)
−k¯
K(n)
From the second equality and the fact that K(n) ≤ 1 we can find that one is a lower bound
129
for the above ratio. Also, noting that 0 ≤ ck¯ ≤ 1 yields the complete expression:
1 ≤ K(n)
ρ(n)
≤
(
1− ck¯
(1 + a)−k¯
K(n)
)−1
Again, for every n ∈ Ik¯, we have that logb(n) ≤ α2k¯. Therefore, for such n we can write
that logbK(n) ≥ −δ(1 + ηk¯)α2k¯, which in turn implies the following relationship:
logb
( K(n)
(1 + a)−k¯
)
≥ k¯δ (1− α2 − α2ηk¯)
As k¯ ↑ +∞, then K(n)/(1 + a)−k¯ ↑ +∞ and therefore K(n)/ρ(n) ↓ 1. Hence, we can finally
conclude that:
sup
n∈Ik¯
∣∣∣∣ log ρ(n)log n−δ − 1
∣∣∣∣ −→ 0 as k¯ −→ +∞
which proves the claim made in the statement of the Proposition.
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A.5. Estimation Results for Chapter 3
Table 46: Estimated Intra-Day Seasonal Effects, ∆ = 10 seconds, k¯ = 7, Q = 3
Ticker Company Name δ δ1,c δ2,c δ3,c δ1,s δ2,s δ3,s
AA ALCOA -0.50 0.20 0.03 0.15 -0.14 -0.13 -0.06
ABT Abbott Labs -0.23 0.55 0.27 0.16 0.11 -0.17 -0.08
AXP American Express -0.16 0.53 0.171 0.12 0.01 -0.03 -0.02
BA Boeing 0.91 0.45 0.18 0.31 0.28 0.07 0.02
BAC Bank of America 0.49 0.39 0.075 0.03 0.33 0.26 -0.25
C Citigroup 0.22 0.28 0.42 0.36 0.07 -0.21 -0.41
CSCO Cisco Systems 1.73 0.49 0.251 0.08 0.65 0.07 0.14
DELL Dell 1.59 0.52 0.16 0.13 0.42 0.08 0.10
DOW Dow Chemical 0.12 0.41 0.30 0.15 0.09 -0.06 0.08
F Ford Motor -0.42 0.17 -0.18 0.20 0.03 -0.08 -0.06
GE General Electric 0.40 0.39 0.23 0.16 0.19 0.13 0.26
HD Home Depot -0.98 0.46 0.28 0.18 -0.38 -0.09 -0.03
IBM IBM 0.64 0.34 0.15 0.10 0.19 0.04 0.05
INTC Intel 0.21 0.34 0.13 0.06 0.28 0.02 -0.05
JNJ Johnson & Johnson -0.02 0.36 0.07 -0.02 0.17 0.05 0.06
KO Coca-Cola 1.38 0.41 0.16 0.14 0.67 0.32 0.24
MCD McDonald’s -0.86 0.43 0.21 0.11 -0.05 0.06 0.11
MRK Merck 0.42 0.32 0.25 0.28 0.15 0.05 0.00
MSFT Microsoft 1.46 0.38 0.23 0.22 0.62 0.14 0.04
QCOM Qualcomm -0.35 0.40 0.10 0.06 -0.08 -0.04 0.03
T AT&T 0.13 0.28 0.20 0.01 0.20 0.11 0.04
TXN Texas Instruments -0.53 0.41 0.04 0.19 0.08 -0.09 -0.02
WFC Wells Fargo 0.09 0.60 0.20 0.18 0.18 0.04 0.18
WMT Wal-Mart 0.24 0.36 0.17 0.10 -0.01 -0.01 -0.06
XRX Xerox -0.67 0.44 0.17 -0.01 0.03 0.02 -0.02
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Table 47: Estimated Intra-Day Seasonal Effects, ∆ = 1 minute, k¯ = 7, Q = 3
Ticker Company Name δ δ1,c δ2,c δ3,c δ1,s δ2,s δ3,s
AA ALCOA 0.02 0.20 0.25 0.02 0.25 0.03 0.01
ABT Abbott Labs 0.26 0.39 0.29 -0.07 0.09 0.02 0.02
AXP American Express 0.22 0.38 0.19 0.04 0.16 -0.17 -0.02
BA Boeing 0.70 0.37 0.01 0.15 0.28 0.09 0.12
BAC Bank of America 0.12 0.35 0.28 -0.16 0.11 0.16 -0.10
C Citigroup 0.08 0.09 0.17 0.15 0.26 0.01 -0.10
CSCO Cisco Systems 0.57 0.39 0.25 -0.02 0.07 -0.12 -0.06
DELL Dell 1.11 0.41 0.09 0.06 0.43 0.14 0.17
DOW Dow Chemical 0.49 0.38 0.24 0.10 0.34 0.06 0.09
F Ford Motor -0.54 0.45 -0.09 0.25 -0.08 -0.55 -0.06
GE General Electric 0.22 0.26 0.33 0.03 0.02 -0.11 0.28
HD Home Depot -0.33 0.46 0.25 0.02 0.18 0.00 0.00
IBM IBM 0.54 0.37 0.15 0.18 0.01 0.03 0.17
INTC Intel 0.46 0.39 0.13 0.13 0.15 -0.05 0.03
JNJ Johnson & Johnson 0.56 0.36 0.15 0.12 0.26 0.11 0.15
KO Coca-Cola 0.72 0.16 0.02 0.04 0.17 0.03 0.17
MCD McDonald’s 0.11 0.37 0.32 0.11 -0.03 -0.01 -0.07
MRK Merck -0.14 0.32 0.15 0.20 0.23 0.12 0.02
MSFT Microsoft 0.93 0.52 0.26 0.01 0.32 0.08 0.04
QCOM Qualcomm 0.23 0.49 0.10 0.11 0.00 -0.12 0.05
T AT&T 0.40 0.26 0.32 0.17 0.18 0.02 -0.01
TXN Texas Instruments -0.62 0.29 0.15 0.07 -0.01 -0.07 -0.03
WFC Wells Fargo -0.11 0.15 0.14 0.14 -0.02 -0.05 0.11
WMT Wal-Mart 0.14 0.26 0.24 0.07 0.07 0.05 -0.11
XRX Xerox 0.50 0.37 -0.04 0.18 0.04 0.08 0.04
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Table 48: AA - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.61 1.58 1.56 1.35
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
b 2.53 2.02 1.78 1.80
( 0.00 ) ( 0.02 ) ( 0.01 ) ( 0.00 )
λ 1.09 0.92 0.70 0.73
( 0.00 ) ( 0.07 ) ( 0.01 ) ( 0.00 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -118,021.82 -114,147.69 -111,538.65 -36,197.31
BIC 236,160.48 228,412.22 223,194.14 72,491.75
1-Step RMSE - - 14.72 43.84
10-Step RMSE - - 14.88 45.08
30-Step RMSE - - 14.87 45.08
100-Step RMSE - - 14.86 45.13
ACP(1,1)
log-Likelihood - - -396,698.11 -130,607.91
BIC - - 793,513.06 261,312.96
1-Step RMSE - - 14.55 42.66
10-Step RMSE - - 14.69 44.12
30-Step RMSE - - 14.75 44.50
100-Step RMSE - - 14.77 44.67
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Table 49: ABT - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.59 1.56 1.54 1.33
( 0.00 ) ( 0.03 ) ( 0.03 ) ( 0.00 )
b 2.82 2.22 2.00 2.53
( 0.03 ) ( 1.04 ) ( 0.23 ) ( 0.02 )
λ 0.39 0.32 0.39 0.34
( 0.01 ) ( 0.09 ) ( 0.07 ) ( 0.00 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -88,384.72 -87,561.79 -87,138.77 -26,943.17
BIC 176,886.28 175,240.43 174,394.38 53,983.47
1-Step RMSE - - 5.82 17.17
10-Step RMSE - - 5.94 18.41
30-Step RMSE - - 5.96 19.11
100-Step RMSE - - 5.96 19.44
ACP(1,1)
log-Likelihood - - -164,004.49 -53,823.01
BIC - - 328,125.83 107,743.15
1-Step RMSE - - 5.63 16.93
10-Step RMSE - - 5.71 17.96
30-Step RMSE - - 5.74 18.35
100-Step RMSE - - 5.81 18.95
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Table 50: AXP - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.52 1.49 1.46 1.28
( 0.02 ) ( 0.03 ) ( 0.04 ) ( 0.00 )
b 2.99 2.34 1.98 2.64
( 0.75 ) ( 0.57 ) ( 0.53 ) ( 0.02 )
λ 0.71 0.51 0.56 0.60
( 0.06 ) ( 0.50 ) ( 0.26 ) ( 0.01 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -111,095.60 -110,023.29 -109,236.77 -29,988.54
BIC 222,308.05 220,163.43 218,590.38 60,074.22
1-Step RMSE - - 8.14 26.06
10-Step RMSE - - 8.36 27.76
30-Step RMSE - - 8.38 28.63
100-Step RMSE - - 8.38 29.19
ACP(1,1)
log-Likelihood - - -209,572.40 -68,048.61
BIC - - 419,261.64 136,194.35
1-Step RMSE - - 7.97 25.71
10-Step RMSE - - 8.21 27.55
30-Step RMSE - - 8.29 28.10
100-Step RMSE - - 8.33 28.36
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Table 51: BA - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.57 1.53 1.50 1.31
( 0.02 ) ( 0.03 ) ( 0.04 ) ( 0.00 )
b 3.50 2.68 2.23 2.78
( 0.54 ) ( 0.35 ) ( 0.33 ) ( 0.01 )
λ 0.25 0.29 0.17 0.20
( 0.04 ) ( 0.03 ) ( 0.06 ) ( 0.00 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -80,664.94 -80,114.27 -79,779.68 -24,478.32
BIC 161,446.73 160,345.38 159,676.21 49,053.77
1-Step RMSE - - 4.48 13.39
10-Step RMSE - - 4.56 14.23
30-Step RMSE - - 4.60 14.82
100-Step RMSE - - 4.61 15.11
ACP(1,1)
log-Likelihood - - -126,752.55 -43,255.88
BIC - - 253,621.95 86,608.90
1-Step RMSE - - 4.39 13.28
10-Step RMSE - - 4.45 13.88
30-Step RMSE - - 4.48 14.29
100-Step RMSE - - 4.53 14.73
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Table 52: BAC - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.54 1.51 1.49 1.29
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
b 2.66 2.11 1.86 1.91
( 0.01 ) ( 0.09 ) ( 0.00 ) ( 0.04 )
λ 1.70 1.26 0.97 1.36
( 0.01 ) ( 0.24 ) ( 0.01 ) ( 0.01 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -166,385.24 -159,570.85 -155,049.38 -45,543.84
BIC 332,887.33 319,258.55 310,215.61 91,184.81
1-Step RMSE - - 29.85 93.07
10-Step RMSE - - 30.56 99.42
30-Step RMSE - - 30.61 99.69
100-Step RMSE - - 30.57 100.34
ACP(1,1)
log-Likelihood - - -737,991.60 -243,909.87
BIC - - 1,476,100.05 487,916.88
1-Step RMSE - - 29.39 88.35
10-Step RMSE - - 29.80 93.57
30-Step RMSE - - 30.00 96.16
100-Step RMSE - - 30.28 98.29
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Table 53: C - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.76 1.70 1.66 1.48
( 0.02 ) ( 0.04 ) ( 0.03 ) ( 0.01 )
b 4.49 3.31 2.73 2.55
( 0.28 ) ( 1.29 ) ( 0.20 ) ( 0.13 )
λ 0.45 0.36 0.37 0.31
( 0.04 ) ( 0.14 ) ( 0.04 ) ( 0.02 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -58,617.41 -56,943.47 -55,419.00 -22,852.53
BIC 117,351.67 114,003.79 110,954.84 45,802.20
1-Step RMSE - - 12.06 32.92
10-Step RMSE - - 12.16 32.98
30-Step RMSE - - 12.27 33.04
100-Step RMSE - - 12.46 33.21
ACP(1,1)
log-Likelihood - - -235,763.72 -118,234.50
BIC - - 471,644.29 236,566.14
1-Step RMSE - - 12.03 32.45
10-Step RMSE - - 12.06 32.84
30-Step RMSE - - 12.06 32.81
100-Step RMSE - - 12.11 32.98
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Table 54: CSCO - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.54 1.50 1.48 1.29
( 0.03 ) ( 0.03 ) ( 0.03 ) ( 0.05 )
b 2.94 2.37 2.10 2.38
( 0.42 ) ( 0.16 ) ( 0.34 ) ( 0.95 )
λ 0.21 0.25 0.15 0.29
( 0.04 ) ( 0.03 ) ( 0.06 ) ( 0.07 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -97,641.92 -96,977.63 -96,789.23 -28,073.37
BIC 195,400.68 194,072.10 193,695.30 56,243.87
1-Step RMSE - - 6.40 20.27
10-Step RMSE - - 6.64 22.21
30-Step RMSE - - 6.68 22.84
100-Step RMSE - - 6.70 23.10
ACP(1,1)
log-Likelihood - - -176,822.00 -58,246.53
BIC - - 353,760.85 116,590.20
1-Step RMSE - - 6.31 19.97
10-Step RMSE - - 6.45 21.60
30-Step RMSE - - 6.54 22.07
100-Step RMSE - - 6.69 22.44
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Table 55: DELL - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.59 1.56 1.53 1.33
( 0.05 ) ( 0.04 ) ( 0.02 ) ( 0.18 )
b 2.83 2.36 2.05 2.31
( 0.38 ) ( 0.52 ) ( 0.14 ) ( 1.49 )
λ 0.12 0.14 0.09 0.11
( 0.03 ) ( 0.05 ) ( 0.03 ) ( 0.04 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -72,658.14 -72,217.63 -71,873.13 -23,664.16
BIC 145,433.13 144,552.11 143,863.11 47,425.45
1-Step RMSE - - 4.17 12.64
10-Step RMSE - - 4.27 13.51
30-Step RMSE - - 4.29 13.73
100-Step RMSE - - 4.30 13.86
ACP(1,1)
log-Likelihood - - -120,929.92 -43,660.61
BIC - - 241,976.69 87,418.36
1-Step RMSE - - 4.12 12.54
10-Step RMSE - - 4.20 13.21
30-Step RMSE - - 4.22 13.44
100-Step RMSE - - 4.26 13.68
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Table 56: DOW - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.54 1.51 1.48 1.29
( 0.06 ) ( 0.10 ) ( 0.09 ) ( 0.03 )
b 3.00 2.47 2.08 2.71
( 0.29 ) ( 0.71 ) ( 0.36 ) ( 0.74 )
λ 0.45 0.35 0.44 0.44
( 0.11 ) ( 0.16 ) ( 0.17 ) ( 0.07 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -105,811.86 -104,732.56 -104,015.70 -29,188.44
BIC 211,740.56 209,581.97 208,148.24 58,474.02
1-Step RMSE - - 7.88 25.22
10-Step RMSE - - 8.28 28.65
30-Step RMSE - - 8.33 30.18
100-Step RMSE - - 8.33 31.01
ACP(1,1)
log-Likelihood - - -198,790.24 -64,051.67
BIC - - 397,697.32 128,200.48
1-Step RMSE - - 7.61 24.49
10-Step RMSE - - 7.82 27.65
30-Step RMSE - - 7.97 29.30
100-Step RMSE - - 8.21 30.71
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Table 57: F - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.64 1.60 1.58 1.39
( 0.00 ) ( 0.01 ) ( 0.01 ) ( 0.00 )
b 2.91 2.25 1.97 2.07
( 0.03 ) ( 0.12 ) ( 0.03 ) ( 0.01 )
λ 0.86 0.59 0.52 0.71
( 0.02 ) ( 0.05 ) ( 0.01 ) ( 0.00 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -102,109.90 -98,738.15 -96,302.60 -34,569.36
BIC 204,336.64 197,593.15 192,722.05 69,235.85
1-Step RMSE - - 15.29 46.39
10-Step RMSE - - 15.57 49.78
30-Step RMSE - - 15.61 50.21
100-Step RMSE - - 15.63 50.44
ACP(1,1)
log-Likelihood - - -392,976.79 -153,351.72
BIC - - 786,070.43 306,800.58
1-Step RMSE - - 15.09 44.81
10-Step RMSE - - 15.28 47.52
30-Step RMSE - - 15.39 48.20
100-Step RMSE - - 15.52 48.80
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Table 58: GE - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.60 1.58 1.55 1.35
( 0.01 ) ( 0.01 ) ( 0.00 ) ( 0.00 )
b 2.69 2.16 1.82 1.97
( 0.14 ) ( 0.09 ) ( 0.00 ) ( 0.00 )
λ 1.10 0.47 0.52 0.74
( 0.07 ) ( 0.02 ) ( 0.00 ) ( 0.00 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -121,861.48 -117,269.76 -114,125.60 -37,592.07
BIC 243,839.80 234,656.37 228,368.05 75,281.27
1-Step RMSE - - 17.21 52.23
10-Step RMSE - - 17.42 55.25
30-Step RMSE - - 17.45 55.52
100-Step RMSE - - 17.48 55.72
ACP(1,1)
log-Likelihood - - -454,702.39 -151,609.14
BIC - - 909,521.63 303,315.41
1-Step RMSE - - 16.97 49.69
10-Step RMSE - - 17.10 52.19
30-Step RMSE - - 17.24 52.76
100-Step RMSE - - 17.41 54.60
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Table 59: HD - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.59 1.57 1.55 1.32
( 0.01 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
b 2.45 2.07 1.84 1.86
( 0.05 ) ( 0.05 ) ( 0.01 ) ( 0.00 )
λ 0.47 0.47 0.78 0.64
( 0.01 ) ( 0.01 ) ( 0.02 ) ( 0.00 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -109,264.26 -106,959.88 -105,469.14 -32,995.01
BIC 218,645.36 214,036.60 211,055.13 66,087.15
1-Step RMSE - - 11.13 34.31
10-Step RMSE - - 11.28 36.01
30-Step RMSE - - 11.29 36.05
100-Step RMSE - - 11.29 36.12
ACP(1,1)
log-Likelihood - - -297,570.89 -100,729.55
BIC - - 595,258.62 201,556.23
1-Step RMSE - - 10.91 33.29
10-Step RMSE - - 11.12 34.98
30-Step RMSE - - 11.19 35.32
100-Step RMSE - - 11.22 35.50
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Table 60: IBM - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.56 1.52 1.48 1.32
( 0.09 ) ( 0.03 ) ( 0.07 ) ( 0.03 )
b 3.84 2.61 2.17 2.71
( 2.15 ) ( 0.80 ) ( 0.47 ) ( 0.50 )
λ 0.27 0.22 0.18 0.24
( 0.09 ) ( 0.04 ) ( 0.07 ) ( 0.03 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -82,000.13 -81,443.08 -81,177.83 -24,735.06
BIC 164,117.10 163,003.00 162,472.51 49,567.26
1-Step RMSE - - 4.58 14.24
10-Step RMSE - - 4.67 14.72
30-Step RMSE - - 4.69 14.97
100-Step RMSE - - 4.69 15.14
ACP(1,1)
log-Likelihood - - -129,568.65 -45,529.32
BIC - - 259,254.14 91,155.78
1-Step RMSE - - 4.56 14.09
10-Step RMSE - - 4.65 14.64
30-Step RMSE - - 4.68 14.81
100-Step RMSE - - 4.68 14.92
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Table 61: INTC - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.53 1.51 1.49 1.30
( 0.02 ) ( 0.02 ) ( 0.04 ) ( 0.02 )
b 2.72 2.26 1.99 2.25
( 0.15 ) ( 0.07 ) ( 0.30 ) ( 0.29 )
λ 0.26 0.48 0.43 0.42
( 0.04 ) ( 0.04 ) ( 0.09 ) ( 0.05 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -107,135.18 -106,052.98 -105,260.74 -30,001.91
BIC 214,387.20 212,222.80 210,638.33 60,100.96
1-Step RMSE - - 8.05 25.15
10-Step RMSE - - 8.29 26.98
30-Step RMSE - - 8.31 27.48
100-Step RMSE - - 8.32 27.64
ACP(1,1)
log-Likelihood - - -218,002.49 -71,726.66
BIC - - 436,121.82 143,550.46
1-Step RMSE - - 7.94 24.71
10-Step RMSE - - 8.11 26.31
30-Step RMSE - - 8.18 26.89
100-Step RMSE - - 8.25 27.22
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Table 62: JNJ - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.57 1.54 1.51 1.31
( 0.03 ) ( 0.11 ) ( 0.07 ) ( 0.03 )
b 2.78 2.28 1.99 2.23
( 0.62 ) ( 2.36 ) ( 0.28 ) ( 0.30 )
λ 0.54 0.49 0.49 0.43
( 0.11 ) ( 1.18 ) ( 0.08 ) ( 0.03 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -105,655.90 -104,211.30 -103,206.91 -30,509.42
BIC 211,428.64 208,539.45 206,530.66 61,115.98
1-Step RMSE - - 8.50 26.59
10-Step RMSE - - 8.71 27.94
30-Step RMSE - - 8.73 28.29
100-Step RMSE - - 8.74 28.38
ACP(1,1)
log-Likelihood - - -225,752.11 -76,234.60
BIC - - 451,621.07 152,566.33
1-Step RMSE - - 8.38 26.17
10-Step RMSE - - 8.58 27.52
30-Step RMSE - - 8.63 27.99
100-Step RMSE - - 8.66 28.20
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Table 63: KO - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.56 1.52 1.50 1.30
( 0.05 ) ( 0.03 ) ( 0.02 ) ( 0.01 )
b 3.14 2.44 2.09 2.78
( 0.21 ) ( 0.33 ) ( 0.12 ) ( 0.10 )
λ 0.57 0.50 0.27 0.47
( 0.05 ) ( 0.06 ) ( 0.01 ) ( 0.02 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -108,061.23 -106,683.19 -105,831.04 -30,159.64
BIC 216,239.30 213,483.22 211,778.93 60,416.42
1-Step RMSE - - 8.48 26.04
10-Step RMSE - - 8.78 28.25
30-Step RMSE - - 8.87 29.64
100-Step RMSE - - 8.91 31.24
ACP(1,1)
log-Likelihood - - -216,595.58 -70,863.26
BIC - - 433,308.00 141,823.66
1-Step RMSE - - 8.22 25.72
10-Step RMSE - - 8.41 27.63
30-Step RMSE - - 8.54 28.88
100-Step RMSE - - 8.73 30.34
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Table 64: MCD - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.56 1.52 1.50 1.30
( 0.07 ) ( 0.03 ) ( 0.09 ) ( 0.04 )
b 2.99 2.37 2.12 2.38
( 0.50 ) ( 0.51 ) ( 1.37 ) ( 0.41 )
λ 0.44 0.38 0.59 0.37
( 0.11 ) ( 0.11 ) ( 0.29 ) ( 0.08 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -97,450.46 -96,589.19 -96,178.41 -28,264.82
BIC 195,017.77 193,295.22 192,473.66 56,626.78
1-Step RMSE - - 6.59 19.66
10-Step RMSE - - 6.84 21.18
30-Step RMSE - - 6.88 21.85
100-Step RMSE - - 6.89 22.06
ACP(1,1)
log-Likelihood - - -179,717.09 -59,496.36
BIC - - 359,551.03 119,089.86
1-Step RMSE - - 6.41 19.29
10-Step RMSE - - 6.52 20.49
30-Step RMSE - - 6.57 21.18
100-Step RMSE - - 6.64 21.57
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Table 65: MRK - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.55 1.52 1.49 1.29
( 0.01 ) ( 0.02 ) ( 0.00 ) ( 0.04 )
b 2.63 2.15 1.94 2.25
( 0.10 ) ( 0.18 ) ( 0.03 ) ( 0.74 )
λ 0.75 0.65 0.50 0.78
( 0.04 ) ( 0.08 ) ( 0.01 ) ( 0.15 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -118,286.25 -116,556.28 -115,329.70 -32,537.16
BIC 236,689.35 233,229.40 230,776.25 65,171.46
1-Step RMSE - - 10.92 34.08
10-Step RMSE - - 11.20 37.15
30-Step RMSE - - 11.22 37.76
100-Step RMSE - - 11.24 37.86
ACP(1,1)
log-Likelihood - - -275,459.32 -88,886.31
BIC - - 551,035.48 177,869.76
1-Step RMSE - - 10.77 33.40
10-Step RMSE - - 10.96 35.85
30-Step RMSE - - 11.05 36.69
100-Step RMSE - - 11.18 36.89
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Table 66: MSFT - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.52 1.49 1.47 1.28
( 0.09 ) ( 0.03 ) ( 0.04 ) ( 0.02 )
b 3.16 2.49 2.20 2.50
( 1.44 ) ( 0.56 ) ( 0.54 ) ( 0.40 )
λ 0.35 0.31 0.19 0.28
( 0.11 ) ( 0.09 ) ( 0.09 ) ( 0.03 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -101,034.00 -100,314.29 -99,938.00 -28,408.82
BIC 202,184.84 200,745.43 199,992.85 56,914.78
1-Step RMSE - - 6.55 21.07
10-Step RMSE - - 6.81 23.34
30-Step RMSE - - 6.88 24.15
100-Step RMSE - - 6.89 24.48
ACP(1,1)
log-Likelihood - - -176,968.25 -59,097.81
BIC - - 354,053.34 118,292.75
1-Step RMSE - - 6.44 20.90
10-Step RMSE - - 6.65 22.90
30-Step RMSE - - 6.72 23.41
100-Step RMSE - - 6.81 23.74
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Table 67: QCOM - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.51 1.48 1.45 1.29
( 0.05 ) ( 0.03 ) ( 0.04 ) ( 0.03 )
b 3.72 2.98 2.48 2.77
( 0.77 ) ( 0.45 ) ( 0.56 ) ( 1.21 )
λ 0.25 0.24 0.36 0.30
( 0.08 ) ( 0.10 ) ( 0.11 ) ( 0.10 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -88,583.41 -88,292.12 -88,144.62 -25,699.34
BIC 177,283.66 176,701.08 176,406.08 51,495.83
1-Step RMSE - - 4.26 13.67
10-Step RMSE - - 4.43 14.91
30-Step RMSE - - 4.49 15.38
100-Step RMSE - - 4.51 15.59
ACP(1,1)
log-Likelihood - - -129,062.91 -44,596.71
BIC - - 258,242.66 89,290.55
1-Step RMSE - - 4.24 13.79
10-Step RMSE - - 4.39 15.70
30-Step RMSE - - 4.43 17.04
100-Step RMSE - - 4.46 17.46
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Table 68: T - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.63 1.60 1.57 1.37
( 0.01 ) ( 0.01 ) ( 0.00 ) ( 0.00 )
b 2.70 2.20 1.90 1.82
( 0.06 ) ( 0.11 ) ( 0.02 ) ( 0.01 )
λ 0.74 0.40 0.37 0.33
( 0.02 ) ( 0.02 ) ( 0.01 ) ( 0.00 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -99,385.88 -96,688.01 -94,534.43 -33,031.13
BIC 198,888.60 193,492.87 189,185.70 66,159.40
1-Step RMSE - - 12.07 35.23
10-Step RMSE - - 12.23 36.26
30-Step RMSE - - 12.24 36.28
100-Step RMSE - - 12.25 36.29
ACP(1,1)
log-Likelihood - - -333,220.04 -124,384.34
BIC - - 666,556.92 248,865.82
1-Step RMSE - - 12.02 34.72
10-Step RMSE - - 12.14 35.95
30-Step RMSE - - 12.19 36.20
100-Step RMSE - - 12.22 36.20
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Table 69: TXN - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.58 1.55 1.52 1.30
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.01 )
b 2.04 1.86 1.68 1.67
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.08 )
λ 1.34 0.82 0.63 0.87
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.02 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -118,774.36 -116,247.40 -114,403.81 -34,904.37
BIC 237,665.56 232,611.65 228,924.47 69,905.88
1-Step RMSE - - 13.15 37.32
10-Step RMSE - - 13.22 38.13
30-Step RMSE - - 13.22 38.14
100-Step RMSE - - 13.21 38.17
ACP(1,1)
log-Likelihood - - -365,176.40 -108,797.99
BIC - - 730,469.65 217,693.11
1-Step RMSE - - 13.03 36.05
10-Step RMSE - - 13.08 37.19
30-Step RMSE - - 13.12 37.68
100-Step RMSE - - 13.15 38.08
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Table 70: WFC - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.51 1.49 1.46 1.27
( 0.01 ) ( 0.03 ) ( 0.01 ) ( 0.01 )
b 2.59 2.22 1.87 2.33
( 0.06 ) ( 0.18 ) ( 0.12 ) ( 0.17 )
λ 1.27 1.25 1.03 1.32
( 0.08 ) ( 0.13 ) ( 0.23 ) ( 0.07 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -151,590.49 -148,220.51 -145,697.60 -38,560.33
BIC 303,297.83 296,557.87 291,512.04 77,217.79
1-Step RMSE - - 18.32 57.39
10-Step RMSE - - 18.91 64.04
30-Step RMSE - - 18.93 66.18
100-Step RMSE - - 18.94 66.60
ACP(1,1)
log-Likelihood - - -433,061.79 -132,312.14
BIC - - 866,240.43 264,721.43
1-Step RMSE - - 17.81 55.57
10-Step RMSE - - 18.24 59.69
30-Step RMSE - - 18.38 61.56
100-Step RMSE - - 18.68 63.88
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Table 71: WMT - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.58 1.55 1.52 1.31
( 0.09 ) ( 0.03 ) ( 0.01 ) ( 0.01 )
b 2.97 2.25 1.94 2.09
( 0.56 ) ( 0.18 ) ( 0.09 ) ( 0.20 )
λ 0.70 0.63 0.38 0.51
( 0.10 ) ( 0.11 ) ( 0.02 ) ( 0.02 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -105,919.96 -104,162.00 -103,282.11 -31,113.47
BIC 211,956.76 208,440.84 206,681.07 62,324.08
1-Step RMSE - - 9.11 27.98
10-Step RMSE - - 9.29 29.73
30-Step RMSE - - 9.30 29.96
100-Step RMSE - - 9.31 30.06
ACP(1,1)
log-Likelihood - - -242,369.12 -83,474.68
BIC - - 484,855.08 167,046.50
1-Step RMSE - - 9.01 27.62
10-Step RMSE - - 9.19 29.22
30-Step RMSE - - 9.27 29.74
100-Step RMSE - - 9.31 29.92
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Table 72: XRX - Estimation Results - Q = 3
∆ = 10 seconds ∆ = 1 minute
MSMCP k¯ = 5 k¯ = 6 k¯ = 7 k¯ = 7
m0 1.73 1.69 1.66 1.48
( 0.01 ) ( 0.03 ) ( 0.02 ) ( 0.00 )
b 3.46 2.61 2.20 1.96
( 0.15 ) ( 0.88 ) ( 0.14 ) ( 0.02 )
λ 0.27 0.16 0.29 0.17
( 0.02 ) ( 0.04 ) ( 0.06 ) ( 0.00 )
γ∗ 0.99 0.99 0.99 0.99
( 0.00 ) ( 0.00 ) ( 0.00 ) ( 0.00 )
log-Likelihood -62,256.46 -60,148.08 -58,572.05 -25,606.06
BIC 124,629.77 120,413.00 117,260.95 51,309.26
1-Step RMSE - - 9.79 29.39
10-Step RMSE - - 9.95 30.56
30-Step RMSE - - 9.97 30.61
100-Step RMSE - - 9.97 30.61
ACP(1,1)
log-Likelihood - - -238,056.56 -114,770.52
BIC - - 476,229.96 229,638.18
1-Step RMSE - - 9.76 28.91
10-Step RMSE - - 9.91 30.00
30-Step RMSE - - 9.95 30.42
100-Step RMSE - - 9.95 30.48
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