The Ramanujan conjecture for modular forms of holomorphic type was proved by Deligne [1] almost half a century ago: the proof, based on his earlier proof of Weil's conjectures, was an achievement of algebraic geometry. Quite recently [14] , we proved the conjecture in the case of Maass forms. We here show that, trading the metaplectic representation for the anaplectic representation, one can find in the holomorphic case a proof absolutely parallel to that used in the Maass case. This unified treatment gives an active role to an extensive dictionary between concepts related to the symplectic and Euclidean structures of the plane.
Introduction
Few areas in mathematics have an aesthetic appeal as high as the domain, lying at the juncture of diophantine arithmetic and modular form theory, which has been the ground of such notable achievements as the proof of Weil's conjectures (Deligne) , or that of the Shimura-Taniyama-Weil conjecture (Wiles). Our approach to modular form theory grew out of the conviction that analysis, and more specifically pseudodifferential analysis, might contribute, however slightly, to this domain. Most analysts would regard pseudodifferential analysis as nothing else than a tool in partial differential equations, and PDE's are certainly, by far, its main domain of application. On the other hand, by the way it pieces together various unitary representations, the symbolic calculus of operators known as the Weyl calculus has much appeal from the point of view of harmonic analysis. We found out [9] , a few years ago, that at least in the one-dimensional case, the Weyl calculus has an exotic competitor, to be called the anaplectic (as opposed to metaplectic) calculus, with a structure just as rich but totally different.
In an unrelated development, a lifelong experience with the Weyl calculus, and our interest in group theory, conducted us to regarding the plane or, more properly said, the symplectic plane, as a possible domain for nonholomorphic modular form theory, classically developed instead on the hyperbolic half-plane. There are advantages in this viewpoint, which led us, quite recently [14] , to a proof of the Ramanujan-Petersson conjecture in the case of Maass forms. Since the proof by Deligne of the Ramanujan conjecture for modular forms of the holomorphic type does not extend to those of the Maass type, it was natural that we should examine whether our proof could be adapted to the holomorphic case as well. It does, which is the main point of the present paper. Let us make it quite clear that, despite this, we regard Deligne's proof (which goes beyond the Ramanujan conjecture) as much deeper, and we would be pleased to understand a greater part of it than we do. But it is still, in our opinion, useful to be in possession of a common proof for both cases.
The similarity, and the opposition, between the holomorphic and nonholomorphic modular form theories, are best understood as reflecting those of two structures one can put on the plane, the symplectic and the Euclidean one. There is a quite extensive "dictionary" between objects associated to the two structures: one central item, in either column, consists in a symbolic calculus of operators (the Weyl calculus, to be called here, for coherence, the metaplectic calculus, with symbols living on the symplectic plane, and the anaplectic calculus, with symbols living on the Euclidean plane). After we had proved the Ramanujan-Petersson conjecture, for Maass forms, with the help of the structure available on the symplectic plane, all that was needed to obtain a proof of the Ramanujan-Deligne theorem in the holomorphic case was to use the dictionary and follow its lines one by one. In a brief last section, we shall give a short introduction to this dictionary, which certainly puts some questions of modular form theory in a new perspective. But we concentrate for the main part on an analyst's proof of the Ramanujan-Deligne theorem.
We start (Section 2) with the definition of a certain unitary representation Ana of SL(2, R) in L 2 (R 2 ) (it is not the anaplectic representation, but it is related to it: cf. (5.5)), which has the property that, for every m ∈ Z, it preserves the isotypic subspace L 2 m (R 2 ) consisting of functions which transform in the same way as the function x → (x 1 − ix 2 ) m under the action of the rotation group SO (2) . In particular, the operator Ana 0 1 −1 0 is defined as −i F euc , with (F euc h)(x 1 , x 2 ) = h(y 1 , y 2 ) e −2iπ(x 1 y 1 +x 2 y 2 ) dy 1 dy 2 . For m = 1, 2, . . . , the subrepresentation so defined is unitarily equivalent, through some intertwining operator θ m , to the representation D m+1 from the holomorphic discrete series of SL(2, R): recall that D m+1 can be realized in an appropriate Hilbert space of functions in the upper half-plane, in which it is defined by the equation
This preparatory section includes two calculations the results of which are essential for the sequel. In both, we assume that m is odd, m + 1 = 2k: it is convenient to make use of the two related numbers m and k. First, we establish the identity
When superposed with appropriate coefficients, the functions so defined are the building blocks of objects S m χ which will transfer through θ m , in Section 3, to (holomorphic) cusp-forms of Hecke type. Next, we con-
which contains in germ the functional equation satisfied by the L-function associated to any such cusp-form.
In Section 3, we start from a cusp-form f (z) = n≥1 b n e 2iπnz of weight 2k = m + 1 for the full modular group, an eigenfunction of all Hecke operators, normalized the condition b 1 = 1. For each prime p, we define the unordered pair χ p , χ −1 p by the equation b p = p m 2 χ p + χ −1 p , so that the Ramanujan-Deligne theorem is expressed by the condition |χ p | = 1. Making for each p an arbitrary choice between the two, we extend it as the character χ of Q × such that χ(p) = χ p for p prime, and we define on Z × the even function ω characterized by the condition
Then, we consider the function
and we prove the following facts. First, the image of S m χ under θ m coincides with the product of f by a simple constant. Next, defining the pair of commuting operators
the first of which is used implicitly when introducing m, one has the identity
This identity, so to speak, reduces Hecke operators (recall that T p f = b p f for every prime p) to a version immediately recognizable in terms of analysis.
The L-function L(s, f ) = n≥1 b n n −s can be defined in spectraltheoretic terms: the decomposition of S m χ into isotypic components is given as an integral superposition of the distributions iso m, ν+m 2 with Re ν = 1, the coefficient being L( m−ν+2 2 , f ) up to a simple non-arithmetic factor. Note that (this was the policy chosen [12, Chap.1] in the non-holomorphic case) we might have started, in place of a cusp-form of Hecke type, from an arbitrary character χ of Q × : the function θ m S m χ would then be automorphic (and then, automatically, of Hecke type), if and only if the L-function so defined in spectral-theoretic terms did satisfy the required functional equation.
Section 4 starts with the construction of a collection of objects S N , automorphic in the sense of anaplectic analysis, with the property that, for every m = 11, 13, . . . , the linear span of the functions θ m S N contains all cusp-forms of weight m + 1. To do so, we take N = 1, 2, . . . , introduce the function φ N (x 1 , x 2 ) = e 2iπ(2N ) 1 2 x 1 , and define
with Γ = SL(2, Z) and
This series does not converge in S ′ (R 2 ) but, setting B = 2iπA, it does so in the weak dual of the space image of S(R 2 ) under the operator (B−2) 5 : = (B−2)(B−1)B(B+1)(B+2). For m odd, m ≥ 3, one has the identity
This is a Poincaré series, and it is well-known that, fixing an upper bound on m, one can find N 0 such that the linear span of the Poincaré series θ m S N with N ≤ N 0 will contain all cusp-forms of weight m + 1.
Taking (1.6) into consideration, the program is clear: instead of trying to obtain bounds for the action of the operator p m 2 +1+iπA ♮ + p m 2 −1−iπA ♮ on any (rather mysterious) function S m χ , we shall do the same for its action on the fully explicit S N . Of course, constants on which we have no hold do encumber the estimates, but they are taken care of when replacing the operator just mentioned (which acts as a scalar on any given S m χ ) by its M th power with M going to infinity: uninteresting constants will disappear when taking M th roots. Finally, a simple integration by parts, based on the use of a polynomial in the operator 2iπA, will prove the desired estimate.
Let us apologize for our choice of considering only modular forms of even weights for the full modular group. We are not unaware of the interest of considering congruence subgroups [2] , [3] , [4] . However, we believe that younger mathematicians may be more enthusiastic about this task and may do a better job of it: we feel more responsible for other aspects, and constrained by our age to make choices.
The last section is a concise survey of some of the many elements of structure carried by the symplectic and Euclidean planes. What makes this dictionary fascinating, in our opinion, is that while these correspond in an essentially one-to-one way, they show very deep differences, felt whether addressing to modular form theory, to pseudodifferential analysis, or even to the mathematics of quantum mechanics.
The Euclidean plane
The representation Ana (related to the anaplectic representation Ana: cf. (5.5)) is the representation of SL(2, R) in L 2 (R 2 ) defined on generators as follows:
(2.1)
The representation Ana was denoted as Met (2) in [9] : it is a restriction of the metaplectic representation of the twofold cover of the group (of dimension 10) Sp(2, R).
The following proposition is proved as Prop.2.1.1 in [9] : its first part, not dealing with the representation Ana, is equivalent to the classical Bergman realization of appropriate spaces of functions on the half-line as spaces of holomorphic functions in the upper half-plane.
(2.
2) The map c m θ ±m is an isometry from the Hilbert space L 2 ±m (R 2 ) onto the Hilbert space H m+1 consisting of holomorphic functions w in the upper half-plane Π satisfying the condition
where dµ is the usual invariant measure dµ(x + i y) = y −2 dx dy on Π.
For m = 0, the same conclusion holds provided one defines the space The representation Ana preserves every "isotypic" subspace L 2 m (R 2 ). If one denotes as D m+1 the representation (taken from the so-called holomorphic discrete series) of SL(2, R) in H m+1 defined as
4)
the operator θ ±m intertwines the restriction to the space
We shall assume that m is odd, m + 1 = 2k: in this way, we shall cover the case of holomorphic modular forms of even weight for the full modular group Γ = SL(2, Z). There are of course a few complications if m is even, needing the use of a certain group Γ 2 , a conjugate of Hecke's subgroup classically denoted as Γ 0 (2) [9, p.95-96]. But, as apologized for in the introduction, we prefer to avoid at present the time-consuming consideration of congruence subgroups of Γ.
The following pair of commuting operators will be essential in this paper:
(2.5) The first one (only) commutes with all operators Ana(g), and its spectral decomposition defines the isotypic subspaces of L 2 (R).
one has if one has also ν = m, m − 2, . . . and ν = 2m
Proof. Using polar coordinates ω = re iθ , and writing
an expression well-defined as a tempered distribution for ν = m + 2, m + 4, . . . , one sees, not neglecting the Gamma factor, that iso m, ν 2 is well-defined as a tempered distribution for ν = m + 2, m + 4, . . . and ν = 0, −2, . . . . Let 0 < Re ν < m+2. Since (x 1 −ix 2 ) m is a spherical harmonic of degree m, one has (with m + 1 = 2k), using the formula defining the Fourier transform of spherical harmonics, as to be found for instance in [7] , and using [5, p.91],
The lemma follows in the case when m < Re ν < m + 2 (use polar coordinates again), and the analytic extension is straightforward.
We compute now, for every g ∈ SL(2, R), the transform
−1 0 and, as the function
so that, using the argument between (2.7) and (2.8) to forget about the last factor,
Using again the formula for the (Euclidean) Fourier transform of spherical harmonics, the second line is
After multiplication by the exponential actor remaining on the right-hand side of (2.12), one obtains (2.9) when a ≥ 1. The formula extends to the case when a ≤ −1 because m is odd.
The equation (2.10) can be verified by using the formula for the action of Ana (( a 1 )) and letting a go to zero.
The following formula will be needed later. If a = 0 and c ∈ R, one has
(2.14) To prove it, one may, using Lemma 2.3 which is valid for a b c d ∈ SL(2, R), not only SL(2, Z), reduce the question, with the help of Proposition 2.1, to the case when a = 1, c = 0, in which one writes
(2.15)
Hecke operators for analysts
Lemma 3.1. Assume that the function a → ω(a) on Z × is even and bounded by some power of |a|. Given k = 1, 2, . . . , the repeated series
is large enough: assume that it extends to the upper half-plane as a modular form of weight 2k = m + 1. Then, one has the identity
Proof. With q = e 2iπz , one has [6, p.149]
(3.4) The new double series converges if Re (−z −1 ) is large enough, and one obtains if such is the case and the coefficients b n are linked to the function ω in the way indicated in the lemma the identity
). If f extends as a modular form of weight m + 1, this is the same as (C(m)) −1 f (z). 
, so that the Ramanujan-Deligne theorem (we do not take it for granted, since we wish to give a short proof of it) is equivalent to the condition |χ p | = 1.
Making for each p a choice of χ p in the eligible pair, let χ be the (unique) character of Q × such that χ(p) = χ p . Let ω be the even function on Z × characterized, for n ≥ 1, by the equation and let us introduce on R 2 the odd function
where the summation with respect to c has to be performed first. Note that we do not assume that (a, c) = 1. One has
One has for every prime p the identity
Proof. The even function ω is weakly multiplicative, in the sense that ω(a 1 a 2 ) = ω(a 1 )ω(a 2 ) if (a 1 , a 2 ) = 1. Indeed, by the Möbius inversion formula [4, p.13] ,
If (a 1 , a 2 ) = 1, a divisor d of a 1 a 2 can be uniquely written as
is a positive divisor of a 1 (resp. a 2 ); then, if rs = d 1 d 2 , one has r = r 1 r 2 and s = s 1 s 2 if one sets r 1 = (r, d 1 ), r 2 = (r, d 2 ) and
: the weak multiplicativity follows. Then, one has if j = 1, 2, . . . the identity
while ω(1) = 1: the case when j = 0 need not be excluded from (3.11), the second term on the right-hand side reducing it this case to zero.
We may use the easy Hecke estimate [6, p.152 The definition of the unordered pair χ p , χ −1 p is equivalent to the decomposition
One has the fundamental identity between the Hecke operators [4, p.371]
Recall that, when applied to a modular form f of Hecke type normalized by the condition b 1 = 1, the Hecke operators act as multiplications by the coefficients b n of the Fourier expansion of f (z). In our case, for Re s large enough,
Expanding either factor into a power series, one obtains for every n ≥ 1 the following expression of the coefficients b n in terms of the collection (χ p ): For Re µ large enough, we are dealing with a convergent double series, and we may isolate the sum of terms with c = 0 as 2 a≥1 ω(a) a −µ−1 . The link between the coefficients ω(a) and b n given at the end of Lemma 3.1 and just recalled can be written as ω(a) = a 1 a 2 =a Möb(a 1 ) a m 1 b(a 2 ) (the use of µ for the Möbius indicator is not possible in this instance, and b(a 2 ) = b a 2 ), and it follows that
. 
When Re µ is large, one has
Since the function ω is weakly multiplicative, one has φ = ⊗φ p , with φ p given by a similar formula, in which we may regard t as being an element of p Z . If t = p −ℓ , one has with the help of (3.11), and ℓ + = max(0, ℓ), The condition r, s ≥ 0 is assumed implicitly in these formulas, which made it possible to dispense with writing the constraint j ≥ 0. Setting Now, one has if χ p = ±1, so that x = y,
Note that x − y = R(χ p − χ −1 p ): the examination of the case when χ 2 p = 1 is easy and we dispense with it. Also, noting from (3.22) that changing the argument t in φ p (t) to p −1 t or pt amounts to replacing ℓ by ℓ + 1 or ℓ − 1, one has the pair of equations
as a common factor of the first terms on the right-hand sides of (3.27) and (3.28), and 1−p µ+1 χp (1−y)(x−y) as a common factor of the second terms, one obtains the relations
It follows from (3.28) that 
The equation (3.30) then leads to the identity
Taking µ = m, we obtain
Modular forms are generalized eigenfunctions of the Euler operator 1+x ∂ ∂x +ξ ∂ ∂ξ (resp. 2iπA) in the non-holomorphic (resp. holomorphic) case. They can then be decomposed as integrals of generalized eigenfunctions of a second operator, commuting with the first, to wit x ∂ ∂x − ξ ∂ ∂ξ in the first (resp. 2iπA ♮ in the second) case. The coefficient of the decomposition obtained, with respect to the family of natural (non-arithmetic) eigenfunctions of the extra operator introduced, is given as a function of the new spectral parameter, up to a simple non-arithmetic factor, whether in the non-holomorphic or the holomorphic case, as the L-function of the modular form we started with. This, in the holomorphic case, is the object of the proposition that follows.
This shows that L-functions can be defined in a spectral-theoretic role. If one develops in the first case the symbolic calculus of modular distributions, the same is true [12] or [13, section 6.4] for a variety of composite objets generalizing L-functions; we have not, or not yet, pushed anaplectic pseudodifferential analysis in the modular case to a comparable extent. Proof. In order to improve convergence, we first substitute for S m χ , as already done in (3.17), (3.19) , the function
37)
and we shall first assume that Re µ is large: we shall set µ = m after the computation is over. The function T m,µ χ admits a decomposition similar to (3.35), with
39) meaning by this that the component of (x 1 − ix 2 ) m exp iπc |x| 2 a homogeneous of degree −ν is (x 1 − ix 2 ) m times the component of the exponential homogeneous of degree −ν − m.
If a ≥ 1 and c = 0, one has if Re ν > −m (the integrability at infinity is ensured for x = 0 by means of integrations by parts)
where the first line is just 1 2iπ iso m, m+ν 2 (x) (2.6). Note that the condition 0 < Re (m + ν) < m + 2 ensures that this distribution is meaningful: actually, we take Re ν = 1.
We group the terms corresponding to values of c the negative of each other, using the formula e − iπ(ν+m) The last assertion is a consequence of Lemma 2.2, followed by the change of variable ν → 2 − ν.
The main estimate
To obtain a generating object or, to be more precise, a collection of objects generating that of modular distributions of all possible even weights, let us start from a function already invariant under the group of transformations Note that (4.2) remains valid if c = 0, though the proof is not. Also, with ε = ±1, one has 0 ε −ε d = 1 0 
8)
where P 1 (y 1 , y 2 ) is a polynomial of degree 3 with no term of degree < 2, and P 2 (y 1 , y 2 ) is a polynomial of degree 5 with no term of degree < 3.
Proof. We just note that (B − 1)B(B + 1) = B 3 − B and (B − 2)(B − 1)B(B + 1)(B + 2) = B 5 − 5B 3 + 4B, and we compute
We obtain (4.8), with P 1 (y 1 , y 2 ) = y 3 2 − 3i y 1 y 2 , P 2 (y 1 , y 2 ) = y 5 2 − 10 i y 1 y 3 2 + 5 y 3 2 − 15 y 2 1 y 2 . (4.10)
In Proposition 2.1, we assumed that h ∈ L 2 m (R 2 ), but the map θ m extends to the subspace of S ′ (R 2 ) made up of tempered distributions locally integrable near zero against (x 1 + ix 2 ) m . The condition that h(x 1 , x 2 ) transforms like (x 1 −ix 2 ) m under the rotation group is not necessary either: all other isotypic components will simply be forgotten under θ m . Proof. The transpose of B is −B, and the claim is that the series g∈Γ/Γ∞ (B− 2) 5 Ana(g) φ N converges in S ′ (R 2 ). We compute the general term of the series by an application of (4.2). The exponential factor exp iπc |x| 2 a is treated by polynomials in B just like a constant, and Lemma 4.2 yields if h ∈ S(R 2 ) and a = 0
∂ ∂x 2 , we take advantage now of the integration by parts associated to the identity
to obtain the summability with respect to c. The (bad) factor a 2 so produced is still compatible with the summability with respect to a, in view of the presence of the other factors a −1 and a −3 , the second one implicitly present in P 2 2π(2N ) Then, one has 
and We recall (3.34), rewritten as
Our proof of the Ramanujan-Deligne theorem will rely on the proof that, for q > 0, the object (a "quasi-distribution" would sound an appropriate name [12, p.87]) q 1+iπA ♮ + q −1−iπA ♮ S N remains in a bounded subset of the weak dual of the space (B − 2) 5 S(R 2 ). The implied constant may not be absolute: we allow it to depend on N . Since
and F euc commutes with B = 2iπA, hence with (B − 2) 5 , it suffices to obtain the bound just mentioned for q 1+iπA ♮ S N with q ≥ 1. Proof. The operators B = 2iπA and 2iπA ♮ commute. On the other hand, we set apart, in the series (4.11), the terms for which a = 0 or c = 0, denoting the remaining (main) part as S × N . Let us examine first the exceptional terms. From (4.3), one obtains 
The terms with c = 0 do not contribute.
For the main term, we use the full force of (4.8). It is just a matter of recopying the proof of the first part of Proposition 4.3 in a version involving the parameter q ≥ 1: we do so in a more explicit way. We write
and we push the integration by parts associated to the identity (4.14) one step further, associating it to the identity (the coefficients of the polynomial in B ♮ on the right-hand side are unimportant)
(4.23)
We obtain
Using (4.10), one can bound the factor |P 2 ( ) by C N If f is identical to a linear combination α r θ m S Nr , one has for every z in the upper half-plane, according to (3.9) ,
remains in a bounded subset of the weak dual of (B − 2) 5 S(R 2 ), and
, which is the result of testing this quasi-distribution on the function x → z −m−1 (x 1 +ix 2 ) m exp − iπ |x| 2 z , is bounded by a number depending on m, N 0 , f, z, but not on M . Taking the M th root of this estimate, we are done.
A dictionary
We do not wish to give here reminders about the Weyl (or metaplectic) symbolic calculus of operators, beyond what is strictly needed for comparison with the anaplectic calculus. Let us just recall that it starts with a linear bijection Op from the space S ′ (R 2 ) of symbols to the space of linear operators acting from S(R) to S ′ (R). There is a unitary representation Met (the metaplectic representation) of the twofold cover of SL(2, R) in L 2 (R), preserving the space S(R) as well as S ′ (R), and a covariance general formula Met(g) Op(S) Met(g) −1 = Op(S • g −1 ), where g ∈ SL(2, R) and g is any of the two points of the twofold cover of SL(2, R) lying above g. However, for comparison, we shall write here S • g −1 = Met( g) S. The metaplectic calculus enjoys a second covariance. Denoting as Q the operator that multiplies functions of x, on the line, by x, and setting P = 1 2iπ d dx , one has if (y, η) ∈ R 2 the identity
with τ y,η = exp 2iπ(ηQ − yP ) . The Euler operator 2iπE = 1 + x ∂ ∂x + ξ ∂ ∂ξ commutes with all operators Met( g), so that, for any λ ∈ R, the representation Met preserves the space of symbols S homogeneous of degree −1 − iλ.
In the metaplectic theory, the decomposition of functions in the plane into homogeneous components plays exactly the same role as the decomposition into isotypic components in the anaplectic theory.
The anaplectic symbolic calculus is the only symbolic calculus of operators, in the minimum dimension, with a structure as rich as the previous one: however, its definition is not obvious. The metaplectic representation is not irreducible, but a direct sum of the representations (extending the notation (1.1)) D − 1 2 and D 1 2 from the discrete series (or, to be precise, a prolongation of it) of the twofold cover of SL(2, R): but one gets an irreducible representation if one combines it with the Heisenberg representation implicit in (5.1). The anaplectic representation is the sum of a unitary representation from the complementary series of SL(2, R) and of a no longer unitary signed version of the same: it goes like this [9, p,17] . Say that an entire function f of one variable is nice if f (z) is bounded for some R by a constant times e πR |z| 2 , and the restriction of f to the positive half-line is bounded for some ε > 0 by a constant times e −πε x 2 . The space A consists of all entire functions u of one variable with the property that there exists a (necessarily unique) 4-tuple f = (f 0 , f 1 , f i,0 , f i,1 ) of nice functions such that
2) and such the the even (resp. odd) part of u coincides with the even part of f 0 (resp. the odd part of f 1 ). A typical function in A is the function defined on the positive real line as φ(x) = (π x) The anaplectic representation exists also in higher dimension [8] : it is necessary to introduce the n-fold cover of the symplectic group Sp(n, R) to define it (in our notation, SL(2, R) = Sp(1, R): no covering is necessary in dimension one, in contrast with the metaplectic representation). There are topological difficulties, linked to the fact that, if n ≥ 2, the operators Ana(g) have singularities depending on g: the one-dimensional case is much simpler.
The definition of the anaplectic symbolic calculus was obtained [9, p.35-37] at the end of a lengthy process, but there was no choice, and the final result is simple enough, if far from being an obvious generalization of Weyl's. Given z in the upper half-plane Π, one defines the operator A z = π 1 2 (Q − z P ). In the usual analysis, this operator would be unitarily equivalent to the canonical annihilation operator from quantum mechanics textbooks, hence the epitome of non-invertible operators. But it is invertible as a linear endomorphism of the anaplectic space A. Actually, there are two non-equivalent symbolic calculi in the theory: let us define the ascending one. To define the operator Op asc (h) for h ∈ S(R 2 ), one first decomposes h into isotypic components h m and, assuming that only terms with m ≥ 1 enter the decomposition, one defines The anaplectic calculus is covariant under the Heisenberg representation, which is expressed by a formula identical to (5.1). More interesting for our purpose, one has for every g ∈ SL(2, R) the identity Ana(g) Op asc (h) Ana(g −1 ) = Op asc Ana(g) h .
(5.5) this gives the representation Ana, in connection with the anaplectic symbolic calculus, a role totally similar to the "quasi-regular" representation Met in connection with the Weyl calculus: but we had to go beyond the geometric quantization point of view.
The Euclidean Fourier transform F euc , with exponent x 1 y 1 + x 2 y 2 , plays in anaplectic analysis the same role as that played in metaplectic analysis by the symplectic Fourier transform F symp with exponent xη − yξ. In both symbolic calculi, letting the appropriate Fourier transform act on some symbol amounts to taking the composition of the associated operator, on the right, by the reflection operator u → ∨ u, with ∨ u(x) = u(−x). There are sharp composition formulas (the composition of symbols corresponding to the composition of operators), by which we mean the following: given two symbols h 1 and h 2 , give the explicit decomposition into homogeneous components (metaplectic case) of into isotypic components (anaplectic case) of the symbol h 1 ♯ h 2 : this is to be found in [10, Section 1.2] in the first case, and [9, Section 3.4] in the second. In the automorphic situation, only the metaplectic case has been completed ( [12] or [13, Section 6.4] for a summary). This might be of interest to arithmeticians, as it gives a new way to approach multilinear operations on L-functions of non-holomorphic modular forms, such as convolution L-functions or triple products: these enter the sharp composition formula of automorphic symbols as coefficients.
Finally, the anaplectic representation is not unitary, but there is an invariant non-degenerate pseudoscalar product. This may [11] find a possible role in rather unusual questions of quantum mechanics, but experience in this direction is yet too fragmentary.
