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Abstract
In this paper, we have converted the Laplace transform into Fredholm integral equation of the 0rst kind of
convolution type, which is an ill-posed problem and used deconvolution and regularization method to solve
it. The method is applied to various test examples taken from the literature.
The method gives a good approximation to the true solution. Our results con0rm that our method is
competitive with other recently presented methods. The results are shown in the table and the diagrams.
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1. Introduction
The Laplace transform inversion is a severely ill-posed problem in the terminology of improperly
posed problems. Unfortunately, many problems of physical interest lead to Laplace transforms whose
inverses are not readily expressed in terms of tabulated functions, although there exist extensive tables
of transforms and their inverses. It is highly desirable, therefore, to have methods for approximate
numerical inversion. However, no single method gives optimum results for all purposes and all
occasions. For a detailed bibliography, the reader should consult Piessens [24], Piessens and Branders
[25], and a review and comparison is given by Davies [6] and Talbot [28].
E-mail address: miqbal@kfupm.edu.sa (M. Iqbal).
0377-0427/03/$ - see front matter c© 2003 Elsevier Science B.V. All rights reserved.
doi:10.1016/S0377-0427(02)00567-8
464 M. Iqbal / Journal of Computational and Applied Mathematics 151 (2003) 463–476
The problem of the recovery of a real function f(t) for t¿ 0, given its Laplace transform∫ ∞
0
e−stf(t) dt = g(s) (1.1)
for real values of s, is an ill-posed problem in the sense of Hadamard and is therefore aDected by
numerical instability. The ill-posedness of Laplace transform inversion in the case where f∈L2(R+)
and g(s) is known for all real and positive values of s, can be investigated by means of the Mellin
transform [18,29].
The term incorrectly posed or improperly posed means that the solution f(t) of Eq. (1.1), may
not be unique, may not exist and may not depend continuously on the data.
Incorrectly posed inverse problems have become a recurrent theme in modern sciences, for ex-
ample, crystallography [11], geophysics [1], medical electrocardiograms [10], metrology [27], radio
astronomy [14], reservoir engineering [15] and tomography [32]. Corresponding to this broad spec-
trum of 0elds of applications, there is a wide literature on diDerent kinds of inversion algorithms
for evaluating the inverse problems.
The basic principle, common to all such methods is as follows: Seek a solution that is con-
sistent both with observed data and prior notions about the physical behavior of the phenomenon
under study. DiDerent authors have employed diDerent methods such as the method of regularization
[31,34], maximum entropy [20], quasi reversibility [15], and cross validation [18,34]. Regularization
methods have been discussed by Varah [31], Essa and Delves [9], Wahba [33,34], Eggermont [7],
Thompson [30], Ang [2], Rudolf [26], Bertero [3], and Brianzi [4], Coltan David [5], Jaynes [13],
Linz [17].
In practice, however g(s) is known only in a 0nite set of points. The case of an in0nite set of
equidistant points was investigated by Papoulis [23]. Regularization methods have been discussed
by Varah [31], Essah and Delves [9] and Brianzi [4]. Several other methods have been developed
[7,8,12,15,16,19,22,35] which, in general, work rather well even if they require a large computational
cost and high precision arithmetic.
In (1.1) given g(s) for s¿ 0 we wish to 0nd f(t); t¿ 0 and f(t) = 0 for t ¡ 0, so that (1.1)
holds. Frequently g(s) is measured at certain points. We assume g(s) is given analytically with
known f(t) so that we can measure the error in the numerical solution.
2. Fredholm equation of convolution type
We shall convert Laplace transform into the 0rst kind integral equation of convolution type, with
the following substitution in Eq. (1.1)
s= ax and t = a−y; where a¿ 1: (2.1)
Then,
g(ax) =
∫ ∞
−∞
log ae−a
x−y
f(a−y)a−y dy: (2.2)
Multiplying both sides of (2.2) by ax we obtain the convolution equation∫ ∞
−∞
K(x − y)F(y) dy = G(x); −∞6 x6∞ (2.3)
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G(x) = axg(ax) = sg(s);
K(x) = log a axe−a
x
= log a se−s;
F(y) = f(a−y) = f(t):
(2.4)
Eq. (2.3) occurs widely in the applied sciences. K and G are known kernel and data functions,
respectively, and F is to be found. We shall assume that F , G and K lie in suitable function spaces,
such as L2(R), so that their Fourier transform (FTs) exist. (ˆ denotes FTs and I denotes inverse
FTs).
3. Description of the method
We assume that the support of each function F , G and K is essentially 0nite and contained within
the interval [0; T ], where T is the period and T = Nh; N is the number of data points and h is the
spacing. Let TN denote the space of trigonometric polynomials of degree at most N and period T .
We shall look for 0ltered solution of (2.3) within the space TN for the following reasons:
(a) The discretization error in the convolution may be made precisely zero at the grid points.
(b) Fast Fourier transform (FFT) routines are easily employed in the solution procedure.
(c) The adoption of TN as the approximating function space is itself a regularizing feature.
Let G and K be given at N equally spaced points xn=nh; n=0; 1; 2; : : : ; N−1, with spacing h=T=N .
Then G and K are interpolated by GN and KN ∈TN where
GN (x) =
1
N
N−1∑
q=0
GˆN;q exp(i!qx); (3.1)
GˆN;q =
N−1∑
n=0
Gn exp(−i!qxn); (3.2)
where
G(xn) = Gn = GN (xn); !q =
2q
T
: (3.3)
Similar expressions as (3.1) and (3.2) can be obtained for KN .
Consider (2.3) the Fredholm integral equation of the 0rst kind of convolution type
(KF)(x) ≡
∫ ∞
−∞
K(x − y)F(y) dy = G(x); −∞¡y¡∞; (3.4)
where G and K are known functions in L2(R), and F ∈Hp(R) is to be found. Then from the
convolution we have
Kˆ(!)Fˆ(!) = Gˆ(!); (3.5)
466 M. Iqbal / Journal of Computational and Applied Mathematics 151 (2003) 463–476
where
F(y) =
1
2
∫ ∞
−∞
Gˆ(!)
Kˆ(!)
exp(i!y) d!: (3.6)
The ill-posedness of (3.4) is reJected by the fact that any small perturbation  in G, whose transform
ˆ(!) does not decay faster than Kˆ(!) as |!| → ∞ will result in a perturbation in Gˆ(!)=Kˆ(!) which
will grow without bound.
The ill-posed nature of the integral equation can be easily understood if we take a Fourier transform
of both sides of Eq. (3.4) then we have Eq. (3.5) in that equation Fˆ(!), Kˆ(!) and Gˆ(!) are the
Fourier transforms of F(y), K(x) and G(x), respectively.
It can be shown that the Fourier ‘Image’ of the Laplace Kernel K(x − y) = exp(−st) is band
limited, i.e., Kˆ(!) decreases to zero as 1=(!2 + s2) for ! →∞. The Laplace operator can thus be
compared with a low pass 0lter in electronics. Using this analogy, one can say that the high-frequency
components of the Fourier spectrum gˆ(!) of g(s) are cut oD by the band limited Laplace integral
operator if !¿!max, where !max is a certain threshold frequency.
When G is inexact, therefore, we may seek a stable or 0ltered approximation to F given by
F(y) =
1
2
∫ ∞
−∞
Z(!; )
Gˆ(!)
Kˆ(!)
exp(i!y) d!; (3.7)
where Z(!; ) is a stabilizing or 0lter function dependent on a parameter .
In this paper, we restrict attention to 0lters generated from regularization theory.
The smoothing functional
C(F ; ) = ‖KF − G‖22 + [F]; (3.8)
is minimized in an appropriate subspace of L2, where [F] is a stabilizing functional in the form
of a smoothing norm
[F] = |[LF]|2 (3.9)
and L is a linear operator. The regularization parameter  controls the trade-oD between smoothness,
as imposed by  and the extent to which (3.4) is satis0ed.
In this paper, we construct a method which determines  optimally. In the case of numerical decon-
volution, at least the method compares extremely well with other methods available in the literature.
We restrict attention to regularization of order p (p=2 in our case), where L in (3.9) is the pth
order diDerential operator, LF = F (p) and the norm in (3.9) is L2. The minimizer of (3.8) in Hp is
then given by (3.7) where
z(!; ) =
|Kˆ(!)|2
|Kˆ(!)|2 + !2p : (3.10)
Eq. (3.4) is now replaced by
(KNFN )(x) ≡
∫ T
0
KN (x − y)FN (y) dy = GN (x); (3.11)
where KN is periodically continued outside (0; T ). Then we may prove (a) above.
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Lemma 3.1. Let F ∈TN and F = (F(x0); : : : ; F(xN−1))T ∈RN . Then the N × N matrix
K =  diag(KˆN;q) H (3.12)
where  is the unitary matrix with elements
 rs =
1√
N
exp
(
2
N
irs
)
; r; s= 0; : : : ; N − 1 (3.13)
has the property
(KF)n = (KNF)(xn): (3.14)
Thus from the in6nite support hypothesis and (3.3) it follows that at {xn}, (2.3) is exactly equiv-
alent to the discrete system
(KF)n = Gn; (3.15)
where K is given in (3.12) and F = (FN (x0); : : : ; FN (xN−1))T.
In TN it is easily shown that F in (3.7) is approximated by
FN;(x) =
N−1∑
q=0
Zq;
Gˆn;q
KˆN;q
exp(i!qx); (3.16)
where the discrete pth order 0lter is
Zq; =
|KˆN;q|2
|KˆN;q|2 + N 2!˜2pq
(3.17)
and
!˜q =
{
!q; 06 q¡ 12 N;
!N−q; 12 N6 q¡N − 1:
(3.18)
To show (b) above we note that
√
N H is the discrete FT matrix representing (3.2) and so (3.15)
is equivalent to the diagonal system
KˆN;qFˆN;q = GˆN;q: (3.19)
After regularization (3.19) is replaced by
KˆN;qFˆN;q; = Zq;GˆN;q; (3.20)
so that FN ;q;(x) may be found by multiplying the FFT of {GN} by the 0lter, dividing by the FFT
of {Kn}, and then taking the inverse FFT.
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4. Choice of regularization parameter
Suppose we ignore the jth data point Gj, and de0ne 0ltered solution F
( j)
N;(x)∈TN (TN stands for
trigonometric polynomial of degree N ) as the minimizer of
N−1∑
n=0
n =j
[(KN ∗ F)(xn)− G(xn)]2 + ‖F (P)(x)‖22:
Then we get a vector GjN; ∈RN de0ned by
G( j)N;A = KF
( j)
N;: (4.1)
Now the jth element G( j)N;; j of Eq. (4.1) should predict the missing value Gj. We may thus
construct the weighted mean square prediction error over all j, i.e.,
V () =
1
N
N−1∑
j=0
Qj()[G
( j)
N;; j − Gj]2: (4.2)
The 0ltered solution to the problem should minimize the mean square prediction error in (4.2).
To minimize V () in the form given by Eq. (4.2) is a time-consuming process.
Wahba [33] has suggested an alternative expression which depends on a particular choice of
weights and results in considerable simpli0cation.
Let
FN; = (FN;(x0); FN;(x1); : : : ; FN;(xN−1))T (4.3)
and de0ne
GN; = KFN;:
Then there exists a matrix A(), called an inJuence matrix such that
GN; = A()GN : (4.4)
Let K = diag(KˆN;q) and Zˆ = diag(Zq:). Then from (4.1), we have
FN; =  (Kˆ)−1ZˆGˆN ;
where
GˆN =  
HGN and so
A() =  Zˆ H : (4.5)
Also
K =  Kˆ H ;
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where  is the unitary matrix with elements
 rs =
1√
N
exp
[
2i
N
rs
]
; r; s= 0; 1; : : : ; N − 1: (4.6)
Wahba has shown in a more general context that the weights must be
Qj() =

 1− ajj()1
N
Trace(1− A())


2
; j = 0; 1; : : : ; N − 1; (4.7)
where A() is the inJuence matrix in (4.4). An estimate for  is found by Wahba [32].
This enables expression (4.2) to be written as
V () =
1
N ‖(1− A())GN‖22
[ 1N Trace(1− A())]2
: (4.8)
Using (4.5), we get
V () =
1
N ‖(1− zˆ)GˆN‖22
[ 1N Trace(1− zˆ)]2
;
i.e.,
V () =
1
N
∑N−1
q=0 (1− zq;)2|Gˆn;q|2
[ 1N
∑n−1
q=0(1− zq;)]2
: (4.9)
The expression in (4.9) is minimized using the quadratic interpolation technique to obtain a minimum.
Natterer [22] derives an optimal convergence rate for  = (() for a range of values of n. It was
Wahba [33], who 0rst observed that for discrete problems, the critical factor aDecting convergence
rates is )2=n, where )2 is the variance.
5. Deconvolution and optimal #ltering
The term optimal is to be found in several diDerent contexts in the literature on regularization.
The term optimal 0lter is often used synonymously with the minimum variance or Wiener 0lter, the
latter being reserved usually for a stochastic setting (the stochastic regularization of the deconvolution
problem).
Under some mild conditions of K , we then have a de0nite singular system
KnVni = kniuni
K∗n uni = knivni
}
i = 1; 2; : : : ; n (5.1)
with singular vectors uni ∈Rn, singular function vni ∈H .
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In the discrete setting of (3.7) with orthogonal singular vectors normalized by
〈uni; unj〉= 1n (u
T
ni unj) = (ij;
a minimum variance 0lter de0ned by
Z∗i ; i = 1; 2; : : : ; n; (5.2)
where
Z∗i = Z(k; ) =
k2
(k2 + )
(5.3)
which minimizes
E

1
n
∣∣∣∣∣
n∑
i=1
Zi(yi; Uni)Uni − G
∣∣∣∣∣
2

 (5.4)
(where yi = G(xi) + (i; i = 1; 2; 3; : : : n) over all sequences Zi.
E denotes expectation with respect to the noise distribution. It can be shown that
Z∗i =
(G; uni)2
(G; uni)2 + )2=n
: (5.5)
Alternatively, if the (continuous) data function G and noise ( are modelled by independent stationary
stochastic processes with spectral densities PG and P(, respectively, then the stochastic equivalent
of (5.4) is minimized by the Wiener 0lter [13]
Z∗(i) =
PG(i)
PG(i) + P((i)
; (5.6)
where i, here, denotes a spectral variable which may be continuous.
Natterer [21] concludes that “there is nothing wrong with higher order regularization (we have
p=2 in this paper), even well above the order of smoothness of the exact solution, the only mistake
one can make is to regularize with an order which is too low”.
6. Numerical examples
In this section, we tabulate the results of the above method applied to test problems available in
the literature.
All data functions have the property g(s) = 0(s−1) and since it is a severally ill-posed problem,
therefore, no noise is added apart from machine rounding error.
In all cases we have taken N = 256 data points.
Example 1. This example has been taken from Theocaris ([29, case 5, p. 79])
f(t) = e−0t ; 0= 1:0;
g(s) =
1
s+ 0
:
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Table 1
Example T h a  V () ‖f − f‖∞ Diag
1 12.50 0.04883 10.0 0:9601× 10−9 0:07323× 103 0.005 1
2 9.0 0.03516 5.0 0:109× 10−10 0:81315× 103 0.0992 2
3 12.01 0.04727 10.0 0:192× 10−10 0:1042× 102 0.001 3
Fig. 1. Solution by regularization method.
The numerical calculations are given in Table 1, and Fig. 1. The optimal solution is compared
with Theocaris solution in Fig. 4.
Example 2. This example has been taken from Theocaris ([29, case 4, p. 79]).
f(t) = e−0t sin(1t);
where 0= 5:0; 1 = 2:2:
g(s) =
u sin v
s2 + 2us cos v+ u2
;
{
u= (02 + 12)−1=2;
v= tan−1(1=0):
The numerical calculations are given in Table 1 and Fig. 2. The optimal solution is compared
with Theocaris solution in Fig. 5.
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Fig. 2. Solution by regularization method.
Fig. 3. Solution by regularization method.
Example 3. This example has been taken from Brianzi and McWhirter [4,19],
f(t) = t0e−1t for 0= 1:0; 1 = 1:0;
g(s) =
2(0)
(s+ 1)0+1
:
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Fig. 4.
Fig. 5.
The numerical calculations are given in Table 1 and Fig. 3. The optimal solution is compared with
McWhirter’s solution in Fig. 6.
7. Conclusion
Our method worked well over all the three test examples. The results obtained are shown in
Figs. 1–3. The Theocaris and McWhirter’s solutions are also presented in Figs. 4–6, for comparison
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Fig. 6.
purposes. Our results are better and are shown over a wider range of t, than the results of Theocaris
and McWhirter.
8. Choice of T and h
In order to solve (3.3) we need to choose two numbers xmin and xmax such that |G(x)|¡∈
whenever x¡xmin and x¿xmax. In what follows we choose ∈= (10)−4(max|G(x)|). We 0nd xmin
and xmax as the smallest and largest solutions of the non-linear equation G(x) = ∈, we may then
pose the deconvolution problem (3.3) on the interval [0; T ], where T = xmax− xmin. Since the size of
the essential support of G(x) depends upon a, we write T = Ta for a 0xed number N of equidistant
data points {xn}, we have spacing h= Ta=N .
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