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VERMA MODULES OVER RESTRICTED QUANTUM sl3 AT A FOURTH
ROOT OF UNITY
MATTHEW HARPER
Abstract. For a semisimple Lie algebra g of rank n, let Uζ(g) be the restricted quan-
tum group of g at a primitive fourth root of unity. This quantum group admits a natural
Borel-induced representation V (t), with t ∈ (C×)n determined by a character on the Cartan
subalgebra. Ohtsuki showed that for g = sl2, the braid group representation determined
by tensor powers of V (t) is the exterior algebra of the Burau representation. In this pa-
per, we generalize the tensor decomposition of V (t)⊗ V (s) used in Ohtsuki’s proof to any
semisimple g. Upon specializing to the sl3 case, we describe all projective covers of V (t) in
terms of induced representations. The above decomposition formula for V (t)⊗V (s) is then
extended to more general t and s where these projective covers occur as indecomposable
summands. We also define a stratification of (C×)4 whose points (t, s) in the lower strata
are associated with representations V (t) ⊗ V (s) that do not have a homogeneous cyclic
generator. With this information, we characterize under what conditions the isomorphism
V (t)⊗ V (s) ∼= V (λt)⊗ V (λ−1s) holds.
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1. Introduction
The study of quantum groups at fourth roots of unity is motivated both by central ques-
tions in quantum topology and universal behaviors in the representation theory of quantum
groups. Regarding the former, exact relations between quantum invariants of knots and
3-manifolds and classical topological and geometrically constructed invariants have been an
important focus of research in quantum topology since its inception over three decades ago.
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2 MATTHEW HARPER
Both the Alexander-Conway polynomial of knots and the Reidemeister torsion of 3-manifolds
are obtained by quantum invariants derived from low-rank quantum groups, including quan-
tum sl2 at a fourth root of unity. See [KS91, KP17, Sar15, Vir07] for identifications of the
Alexander polynomial with quantum invariants derived from R-matrices. A modification of
the Reshetikhin-Turaev invariant for U
H
ζ (sl2), the unrolled restricted quantum group at a
fourth root of unity, is shown to equal classical torsion in [BCGP16] via the Turaev surgery
formula [Tur02]. We expect that other classical topological invariants can be recovered from
quantum groups at a fourth root of unity.
The relation to the Alexander polynomial has been extended to the Burau representation of
the braid group by Jun Murakami [Mur92, Mur93] in the context of state sum models. Oht-
suki [Oht02] describes this relation in terms of an explicit isomorphism between two braid
group representations. One is the Turaev-type [Tur88] R-matrix action on tensor powers
of a two-dimensional Verma module V (t) of the restricted quantum group U ζ(sl2), where
t ∈ C× denotes the highest weight. The other is the full exterior algebra of the unreduced
Burau representation. We may view this action on the exterior algebra as a twisted action of
the braid group on the cohomology ring of the U(1)-character variety of the n-punctured disk.
A natural generalization is to understand R-matrix representations from U
H
ζ (g) for higher
rank g in similar classical topological terms. Identifying tensors of basis elements with geo-
metric generators as in [Oht02] requires explicit descriptions of both Verma modules with
continuous highest weights and their tensor decompositions. These give insights into under-
lying ring structures and spectral properties of braid generators via skein relations.
While quantum invariants in rank one have been studied extensively in the literature, the
respective algebraic and topological constructions are more complicated and have received
less attention for higher rank Lie types, and little is known in the way of descriptions. This
article is an introduction to studying the higher rank restricted quantum groups.
A second rationale for focusing on the fourth root of unity is that this case captures much
of the behavior of the representation theory of quantum groups at general roots of unity.
One may consider the blocks of the abelian representation category of a quantum algebra,
obtained from minimal central idempotents of the algebra. It has been known for some time
that all blocks constituting the representation category of quantum sl2 at general roots of
unity are isomorphic to those at a fourth root of unity, see [CGP17, Ker89]. Among odd
orders, p of roots of unity and general Lie types, Andersen, Jantzen, and Soergel [AJS94]
show that blocks are independent of p. Therefore, it is reasonable to expect that a similar
result holds for even roots of unity. More specifically, block types, decomposition series of
indecomposable representations, and descriptions of projective covers studied here should be
mostly unchanged for other even roots of unity.
This category of modules will, however, depend on the order of the root of unity when
considered as a tensor category. Even so, our exploration of the fourth root of unity case
reveals general phenomena likely to be encountered for arbitrary roots. The setting in
this paper produces a multi-parameter fusion ring very different from the classical integral
theory with decomposition rules distinguished by generic and singular loci of the parameters.
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We identify most of these modules as particular induced representations depending on the
stratum of degeneracy, hinting towards an interesting, more general theory for all Lie types.
1.1. Statement of Results. We start with basic definitions and properties of U ζ(g) and
its induced modules for a semisimple Lie algebra of rank n. We then give the generic tensor
decomposition for its representations V (t). However, the goal of this paper is to give a
description of interesting structures which arise in the sl3 case in the non-semisimple setting
that can be further expanded upon in higher rank.
We recall, in Section 2, the construction of quantum groups at roots of unity from Lusztig’s
divided powers algebra Udivq (g). In contrast to the small quantum group uq(g) described in
[Lus90a, Lus90b], the restricted quantum group U q(g) considered here is infinite dimensional.
For q = ζ, a primitive fourth root of unity, we give a generators and relations description
and a PBW basis of U ζ(g) for each Lie type.
Suppose Eα, or Fα, in U
div
ζ (g) does not belong to the subalgebra over Z[ζ] generated by
simple root vectors, or that α belongs to the Weyl group orbit of αi such that di = 2. Then
the root α is said to be negligible. In the following, Φ+ denotes the set of positive roots
which are not negligible and it is equipped with an ordering <br. The following generators
and relations presentation and PBW basis are a consequence of [Lus90a, Lus90b].
Definition/Proposition 1.1. The restricted quantum group U ζ(g) is the Q4-algebra gen-
erated by Eα, Fα, for α ∈ Φ+, and Kj for 1 ≤ j ≤ n with relations:
KiK
−1
i = 1, KiKj = KjKi, (1)
KiEαj = q
diAijEαjKi, KiFαj = q
diAijFαjKi, (2)
[Eαi , Fαj ] = δij bKicdi , E2α = F 2α = 0, (3)
EαEαi = EαiEα
FαFαi = FαiFα
}
for (α, αi) = 0, i < g(α), and h
′(α) ∈ Z, (4)
EβEα = ζEαEβ + ζEα+β
EβEα+β = −ζEα+βEβ
EαEα+β = ζEα+βEα
FαFβ = −ζFβFα − ζFα+β
FβFα+β = −ζFα+βFβ
FαFα+β = ζFα+βFα

for (α, β) = −1 and either
β = αi and i < g(α) or
h(β) = h(α) + 1 and g(α) = g(β).
(5)
Let Ψ be the collection of maps Φ+ → {0, 1}.
Corollary 1.2. The restricted quantum group U ζ(g) has a PBW basis
{EψFψ′Kk : ψ, ψ′ ∈ Ψ and k ∈ Zn}, (6)
where Eψ =
∏
α∈Φ+ E
ψ(α)
α , Fψ =
∏
α∈Φ+ F
ψ(α)
α , Kk =
∏n
i=1K
ki
i , and products are ordered
with respect to <br.
Consider the group of characters P on the Cartan torus of the restricted quantum group.
A character t is determined by the images ti ∈ C× of Cartan generators Ki for 1 ≤ i ≤ n.
Thus, t can be identified with a tuple (t1, . . . , tn) ∈ (C×)n. Multiplication in P is given by
ts = (t1s1, . . . , tnsn) with identity 1 = (1, . . . , 1). The character t extends to a character γt
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on the Borel subalgebra B by taking the value zero off the Cartan torus.
Let Vt = 〈vh〉 be the 1-dimensional left B-module determined by γt, i.e. for b ∈ B,
bvh = γt(b)vh. We then define the representation V (t) to be the induced module
V (t) = Ind
Uq(g)
B (Vt) = U q(g)⊗B Vt. (7)
If q = ζ, the representations V (t) each have dimension |Ψ| which, in the simply-laced case,
is equal to 2|Φ
+|.
Fix q = ζ, a primitive fourth root of unity.
Lemma 1.3. The representations V (t) of U ζ(g) are indecomposable and non-isomorphic for
each t ∈ P. Moreover, there exists an algebraic set R so that V (t) is irreducible if and only
if t ∈ P \ R.
In the g = sl3 case, we consider the subsets of P :
X1 = {t ∈ P : t21 = 1}, X2 = {t ∈ P : t22 = 1} X12 = {t ∈ P : (t1t2)2 = −1}, (8)
then
R = X1 ∪ X2 ∪ X12. (9)
We partition R into disjoint subsets indexed by nonempty subsets I ( Φ+, with
RI =
(⋂
α∈I
Xα
)
\
(⋃
α/∈I
Xα
)
. (10)
We define R∅ to be P \ R, so that {RI}I(Φ+ yields a partition of P .
Let σψ denote the weight of Fψvh in V (1). A pair of characters (t, s) ∈ P2 is called non-
degenerate if V (σψts) is irreducible for each ψ ∈ Ψ. Our first main result is a decomposition
rule for V (t)⊗ V (s), given that the pair (t, s) is non-degenerate.
Theorem 1.4 (Semisimple Tensor Product Decomposition). Let g be a semisimple Lie
algebra. If (t, s) is a non-degenerate pair, then the tensor product V (t) ⊗ V (s) decomposes
as a direct sum of irreducibles according to the formula
V (t)⊗ V (s) ∼=
⊕
ψ∈Ψ
V (σψts). (11)
Note that Theorem 1.4 generalizes the generic tensor product formula given in [Oht02] for
the sl2 case:
V (t)⊗ V (s) ∼= V (ts)⊕ V (−ts), (12)
to any semisimple Lie type.
Observe that the tensor product of reducible representations may still be isomorphic to a
direct sum of indecomposables. For example, consider V (t, 1)⊗V (1, s) with t and s generic.
We also consider tensor products for which (t, s) is a degenerate pair by giving decomposi-
tions in terms of the projective covers of V (t).
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Lemma 1.5. The representation V (t) is projective in U-mod if and only if t ∈ P \ R.
We now specialize to the sl3 case. To each subset I ( Φ+ and t ∈ RI , we denote the
projective cover of V (t) by P I(t). The above Lemma proves that P ∅(t) = V (t). Let B∅ = B
and for each nonempty I ( Φ+ we set BI to be the indicated subalgebra of U :
B1 = 〈K1, K2, E12, E2〉, B2 = 〈K1, K2, E1, E12〉, (13)
B1,12 = 〈K1, K2, E12E2, E2〉, B12,2 = 〈K1, K2, E1, E1E12〉, (14)
B12 = 〈K1, K2, E12, F2E1, F1E2〉, B1,2 = 〈K1, K2, F1E2E1, F2E1E2〉 (15)
Let 〈pI0〉 be the BI-module on which the Cartan generators Ki act by ti and all other
generators of BI act trivially.
Theorem 1.6 (Projective Covers are Induced Representations). For each I ( Φ+,
P I(t) ∼= IndUBI (〈pI0〉). (16)
We prove that P I(t) is hollow and indecomposable for all t ∈ RI , and has dimension 8, 16,
24, or 48. For each subset I ( Φ+ we define
ΨI(t) = {ψ ∈ Ψ : σψt ∈ RI and FαFψvh = 0 in V (t) for all α ∈ I}. (17)
The resulting tensor decompositions are summarized as follows.
Corollary 1.7. Let g = sl3 and suppose t, s /∈ R. Then V (t)⊗V (s) decomposes as a direct
sum of indecomposable representations:
V (t)⊗ V (s) ∼=
⊕
I(Φ+
⊕
ψ∈ΨI(ts)
P I(σψts). (18)
We do not consider the tensor product between two projective covers in this paper. How-
ever, since these are induced representations, we expect that the methods used in the proof
of Theorem 1.4 can be applied.
Observe that these tensor product representations only depend on the product of t and s,
thus motivating the following definition. We call an isomorphism
V (t)⊗ V (s) ∼= V (λt)⊗ V (λ−1s), (19)
for some λ ∈ P , a transfer.
Here, we give a description of all transfers on tensor product representations V (t)⊗ V (s)
of U ζ(sl3). Our approach is to first find representations generated by a single weight vector
under the action of non-Cartan elements, we call such a representation homogeneous cyclic. If
V (t)⊗V (s) is homogeneous cyclic then it is characterized by the weight−ts of its generator.
The values of (t, s) for which cyclicity fails determine the acyclicity locus A.
Theorem 1.8 (Homogeneous Cyclic Tensor Product Representations). The acyclicity locus
A ⊆ P2 is given by
X 21 ∪ X 22 ∪ X 212 ∪ (X12 ×R1,2) ∪ (R1,2 ×X12). (20)
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Let
∆̂(X12) = {(t, s) ∈ X 212 : (t1s1)2 = 1} (21)
= {(t, s) ∈ P2 : (t1s1)2 = 1, (t1t2)2 = (s1s2)2 = −1}. (22)
Then P2 is stratified according to the filtration P20 ⊂ P21 = A ⊂ P22 = P2, with
P20 = R21,2 ∪R21,12 ∪R212,2 ∪ ∆̂(X12)∪ ((R1,12 ∪R12,2)×R1,2)∪ (R1,2× (R1,12 ∪R12,2)) (23)
given by the union of pairwise intersections of distinct algebraic sets together with ∆̂(X12).
We illustrate the inclusion P20 ⊆ P21 in Figure 1 below.
Y22
C2
X 21
(Y1 × C) ∪ (C × Y1)
(Y2 × C) ∪ (C × Y2)
X 22
(H× C) ∪ (C ×H)
Y21
H2
∆̂(H)
Figure 1. The inclusion of P20 in P21 .
We may also define an action of P on P2 as follows. Let λ ∈ P and (t, s) ∈ P2, then
λ.(t, s) = (λt,λ−1s). (24)
The swapping of coordinates is replicated by the action of λ = t−1s. As P20 and P21 are pre-
served under the exchange of t and s, the stratification respects the equivalence determined
by a braiding. We group the defining subsets of P20 and P21 so that they are preserved by
swaps, and we refer to the resulting subsets as symmetrized. Under this grouping, we have
the following theorem.
Theorem 1.9 (Transfer Principle). Suppose (t, s) belongs to a symmetrized subset in the
n-stratum. Then
V (t)⊗ V (s) ∼= V (λt)⊗ V (λ−1s) (25)
if and only if λ.(t, s) belongs to the same symmetrized subset in the n-stratum.
1.2. Future Work. We have found that the subalgebras we induce over to construct the
projective covers of V (t) have a short list of generators given by Cartan elements and prod-
ucts of root vectors. Such a description should lend itself to an underlying theory that allows
us to easily describe projective covers for any g, indexed by subsets of positive root vectors.
We then conjecture that Corollary 1.7 is true for all U ζ(g).
Although Theorem 1.9 addresses isomorphism classes of tensor products, we do not give ex-
plicit tensor decompositions when both t, s ∈ R and (t, s) is degenerate. The tensor product
of P I(t) with P J(s) is not discussed here since there are many combinations to consider.
We leave these cases for a full generalization of the theory.
In [Har20], we give the various decompositions of tensor products between irreducible sub-
representations of V (t) and V (s).
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We defined the representations V (t) for any restricted quantum group, but we have only
considered the fourth root of unity case. As explained above, we expect the representation
category of U q(sl3) at other roots of unity, and those of higher rank quantum groups, to be
comparable with what we have found here.
We study the link invariant obtained from quantum group representations V (t) in [Har20].
In the sl3 case, we prove that certain evaluations of this invariant yield the Alexander poly-
nomial of knots. For this reason, we expect that the Burau representation and its geometric
interpretation naturally include into the higher rank constructions associated with the quan-
tum sl3 invariant.
1.3. Structure of Paper. In Section 2 we recall the quantum group Uq(g) according to
Lusztig [Lus90b] and define the restricted quantum group U q(g). We prove various proper-
ties of these algebras when q = ζ.
In Section 3, we define the induced representations V (t) for any root of unity before assuming
q = ζ. We then prove indecomposibility and irreducibility properties of these representations.
The results on irreducibility are then applied in Section 4 to find a direct sum decomposition
for sufficiently generic tensor product representations.
In Section 5 we specialize the above results and give explicit examples in the sl3 case.
We then discuss the projective covers of V (t) for each t ∈ P in Section 6. We give the
various decompositions of V (t)⊗̂V (s) in terms of these projective representations.
Sections 7, 8, and 9 are concerned with finding homogeneous cyclic representations, and
transfer isomorphisms which are not implied by Theorem 1.4 and Corollary 1.7. Section 7
sets up the language and the method used for finding cyclic representations, we also charac-
terize cyclicity in the generic case. Sections 8 and 9 each study cyclicity for some non-generic
choice of characters.
Gathering the conclusions of these sections yields the cyclicity theorem and transfer principle
for representations V (t)⊗ V (s), stated in Section 10.
General computations which are referenced throughout the paper are compiled in Appendix A.
The latter two sections of the Appendix include information on induced representations used
in proving Theorem 1.4, and a discussion of the sl2 theory.
1.4. Acknowledgments. I am very grateful to Thomas Kerler for helpful discussions. I
would also like to extend my thanks to Sachin Gautam for useful suggestions. I thank the
NSF for support through the grant NSF-RTG #DMS-1547357.
2. Restricted Quantum Groups
In this section, we recall the definition of the quantum group for a semisimple Lie algebra
g. Following Lusztig [Lus90a, Lus90b], we obtain a restricted quantum group by setting the
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deformation parameter q to a root of unity in the context of the divided powers algebra.
We call the restricted quantum group at a primitive fourth root of unity U ζ(g). In the
non-simply laced cases, we relate the restricted quantum groups to those of type A. We give
a generators and relations description, and a PBW basis of U ζ(g). We then prove various
properties of these algebras, which will be useful in later sections.
Let q be a formal parameter and let g be Lie algebra with n × n Cartan matrix (Aij)
symmetrized by the vector (di) with entries in {1, 2, 3}. Let Φ+ be the space of positive root
vectors, and ∆+ the positive simple roots of g. The positive simple roots are indexed so that
(αi, αj) = Aij We define the quantum group Uq(g) following [Lus90a, Lus90b] and refer the
reader there for additional details. We set
[N ]d! =
N∏
j=1
qdj − q−dj
qd − q−d ,
[
M +N
N
]
d
=
[M +N ]d!
[M ]d![N ]d!
, (26)
and
bxcd =
x− x−1
qd − q−d , (27)
omitting subscripts when d = 1.
Definition 2.1. Let Uq(g) be the algebra over Q(q) generated by Ei, Fi, and K±i for
1 ≤ i ≤ n subject to the relations:
KiK
−1
i = 1, KiKj = KjKi, (28)
KiEj = q
diAijEjKi, KiFj = q
−diAijFjKi, (29)
[Ei, Fj] = δij bKicdi , (30)∑
r+s=1−Aij
(−1)s[1−Aijs ]diEriEjEsi = 0, for i 6= j, (31)
∑
r+s=1−Aij
(−1)s[1−Aijs ]diF ri FjF si = 0, for i 6= j. (32)
Equations (31) and (32) are called the quantum Serre relations.
Definition 2.2. Let Udivq (g) be the subalgebra of Uq(g) generated by
E
(N)
i =
ENi
[N ]di !
, F
(N)
i =
FNi
[N ]di !
, K±i
over Z[q, q−1] for N ≥ 0. We call Udivq (g) the divided-powers algebra.
The Hopf algebra structure on Uq(g) is defined by the maps below for 1 ≤ i ≤ n, and extends
to the entire algebra via their (anti-)homomorphism properties:
∆(Ei) = Ei ⊗Ki + 1⊗ Ei S(Ei) = −EiK−1i (Ei) = 0 (33)
∆(Fi) = Fi ⊗ 1 +K−1i ⊗ Fi S(Fi) = −KiFi (Fi) = 0 (34)
∆(Ki) = Ki ⊗Ki S(Ki) = K−1i (Ki) = 1. (35)
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According to [Lus90a, Lus90b], powers of Ki and the collection of maps ψ : Φ
+ → Z≥0,
together with the braid group action Ti on the quantum group defined therein determine a
PBW basis of Uq(g). These maps are defined on simple root vectors as follows:
Ti(Ei) = −FiKi Ti(Ej) = q−1EiEj − EjEi (aij = −1) Ti(Ej) = Ej (aij = 0) (36)
Ti(Fi) = −K−1i Ei Ti(Fj) = −FiFj + qFjFi (aij = −1) Ti(Fj) = Fj (aij = 0) (37)
Let Ql be the quotient of Q[q, q−1] by the ideal generated by the l-th cyclotomic polynomial.
Let li be the order of q
2di in Ql. For each α ∈ Φ+ set lα = li if α is in the Weyl orbit of
αi ∈ ∆+. The divided powers elements E(N)α and F (N)α for α ∈ Φ+ and 0 ≤ N ≤ lα − 1,
together with K±i for 1 ≤ i ≤ n generate a Ql-subalgebra U
div
q (g) ⊆ Udivq (g)⊗Z[q,q−1] Ql. As
elements of Udivq (g)⊗Z[q,q−1] Ql,
Elαα = [lα]dα !E
(lα)
α = 0 and F
lα
α = [lα]dα !F
(lα)
α = 0. (38)
Definition 2.3. The restricted quantum group U q(g) is the Ql-algebra generated by Ei, Fi,
and K±i inside U
div
q (g). The Hopf algebra structure on U q(g) is inherited from the one carried
by Uq(g).
Remark 2.4. In contrast to the small quantum group uq(g) described in [Lus90a, Lus90b],
the restricted quantum group U q(g) considered here is infinite dimensional.
In this paper, we study the representations of the restricted quantum group where q = ζ is
a primitive fourth root of unity. We denote this quantum group by U ζ(g).
Using the convention in [Bou02], we recall the symmetrizing vector d ∈ {1, 2, 3}n in each
type:
An, Dn, E6,7,8 : d = [1 . . . 1] (39)
Bn : d = [1 . . . 1 2] (40)
Cn : d = [2 . . . 2 1] (41)
F4 : d = [1 1 2 2] (42)
G2 : d = [1 3]. (43)
Recall that li is the order of q
2di in Ql. For the remainder of this section, assume q = ζ so
that l = 4. If di = 2, then li = 1 and implies Ei = 0. If di ∈ {1, 3}, then li = 2 and
E2i = 0 and F
2
i = 0. (44)
These relations extend to non-simple root vectors using the braid group action. Note that
at a fourth root of unity, the Serre relations found in equations (31) and (32) reduce to
“far commutativity.” However, if rank(g) > 2, additional commutation relations must be
considered so that the maps Ti, used for defining higher root vectors, are automorphisms of
the restricted quantum group.
Definition 2.5. Suppose Eα, or Fα, in U
div
ζ (g) does not belong to the subalgebra over Z[ζ]
generated by simple root vectors or that di = 2. Then the root α is said to be negligible.
The collection of negligible positive roots is denoted by Φ+0 ⊆ Φ+. We set ∆+0 = ∆+ ∩ Φ+0 ,
Φ+ = Φ+ \ Φ+0 , and ∆+ = ∆+ \ ∆+0 . In addition, Φ+ is equipped with some ordering <br
according the braid group action mentioned above.
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We refer the reader to [CP95] for more details on <br. In the sl3 case, we use the ordering
α1 <br α1 + α2 <br α2. (45)
The root vectors associated with the root α1 + α2 are
E12 = −(E1E2 + ζE2E1) and F12 = −(F2F1 − ζF1F2). (46)
Remark 2.6. Upon deletion of negligible simple roots in types BCF , those with di = 2, we
can make identifications in the resulting Cartan data. This leads to the following isomor-
phisms:
U ζ(bn) ∼= U ζ(an−1)[K±n ]/〈{Kn, En−1}, {Kn, Fn−1}〉 (47)
U ζ(cn) ∼= U ζ(a1)[K±2 , . . . , K±n ]/〈{K2, E}, {K2, E}〉 (48)
U ζ(f4) ∼= U ζ(a2)[K±3 , K±4 ]/〈{K3, E2}, {K3, F2}〉. (49)
Here we have used {·, ·} to denote the anticommutator.
Remark 2.7. In type G2, the only non-simple root vector generated by E1, E2 over Z[ζ]
is E12 = ζE1E2 − E2E1. All other Eα are given by expressions in higher divided powers
and so they do not belong to the restricted quantum group. Therefore, we may identify the
non-negligible roots in types a2 and g2. However, the associated quantum groups are not
isomorphic because the off-diagonal entries of the symmetrized Cartan matrices, modulo 4,
are not equal.
By the above remarks, it is enough to describe the non-Cartan components of the restricted
quantum group for the simply-laced cases. We have referred to [Lus90a] for the following
generators and relations description. For a root α =
∑
cαj αj, we define g(α) to be the
greatest index i for which ci 6= 0. Let h(α) =
∑
cj and h
′(α) = c−1i h(α).
Definition/Proposition 1.1. The restricted quantum group U ζ(g) is the Q4-algebra gen-
erated by Eα, Fα, for α ∈ Φ+, and Kj for 1 ≤ j ≤ n with relations:
KiK
−1
i = 1, KiKj = KjKi, (1)
KiEαj = q
diAijEαjKi, KiFαj = q
diAijFαjKi, (2)
[Eαi , Fαj ] = δij bKicdi , E2α = F 2α = 0, (3)
EαEαi = EαiEα
FαFαi = FαiFα
}
for (α, αi) = 0, i < g(α), and h
′(α) ∈ Z, (4)
EβEα = ζEαEβ + ζEα+β
EβEα+β = −ζEα+βEβ
EαEα+β = ζEα+βEα
FαFβ = −ζFβFα − ζFα+β
FβFα+β = −ζFα+βFβ
FαFα+β = ζFα+βFα

for (α, β) = −1 and either
β = αi and i < g(α) or
h(β) = h(α) + 1 and g(α) = g(β).
(5)
The Hopf algebra structure on U ζ(g) is inherited from Uq(g), and described in equations
(33)-(35). Let Ψ denote the space of maps ψ : Φ+ → {0, 1}. We now state a modification of
Theorem 8.3 from [Lus90b].
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Corollary 1.2. The restricted quantum group U ζ(g) has a PBW basis
{EψFψ′Kk : ψ, ψ′ ∈ Ψ and k ∈ Zn}, (6)
where Eψ =
∏
α∈Φ+ E
ψ(α)
α , Fψ =
∏
α∈Φ+ F
ψ(α)
α , Kk =
∏n
i=1K
ki
i , and products are ordered
with respect to <br.
Lemma 2.8. Let k ∈ Zn and Kk = ∏ni=1Kkii be a basis vector of the Cartan torus. Then
Kk is central if and only if
(diAij)k ∈ (lZ)n.
Proof. Recall that (diAij) is the symmetrized Cartan matrix of g. Since
KkEj = q
∑
i ki(diAij)EjK
k = q((diAij)k)jEjK
k,
the result follows. 
We define for each α =
∑
cαi αi ∈ Φ+, Kα =
∏
K
cαi
i .
Lemma 2.9. For all α ∈ Φ+,
[Eα, Fα] = bKαc . (50)
Proof. We give a proof by induction on the height h(α) =
∑
ci. If h(α) = 1, then α is simple
and [Ei, Fi] = bKic. Suppose now that [Eα, Fα] = bKαc for some α ∈ Φ+, we prove that
[Eα+j, Fα+j] = bKα+jc for any simple root αj ∈ Φ+ such that (α, αj) = −1. We compute,
[Eα+j, Fα+j] = [−EαEj − ζEjEα, ζFαFj − FjFα]
= −ζ[EαEj, FαFj] + [EαEj, FjFα] + [EjEα, FαFj] + ζ[EjEα, FjFα].
Since (α, αi) = −1, we have
Ti([Ei, Fα]) = [−FiKi, ζFiFα−FαFi] = FiKiFαFi+ζFiFαFiKi = −ζFiFαFi+ζFiFαFiKi = 0
and [Ei, Fα] = [Eα, Fi] = 0. This implies,
[EαEj, FαFj] = EαFαEjFj − FαEαFjEj = bKαcEjFj − FαEα bKjc
[EjEα, FjFα] = EjFjEαFα − FjEjFαEα = EjFj bKαc − bKjcFαEα.
So
[Eα+j, Fα+j] = [EαEj, FjFα] + [EjEα, FαFj]
= Eα bKjcFα + Fj bKαcEj + Ej bKαcFj + Fα bKjcEα.
Again making use of (α, αi) = −1, KαEi = ζ−1Kα and KjEα = ζ−1EαKj. Therefore,
[Eα+j, Fα+j] = bKαc bζKjc+ bKjc bζKαc
=
1
(2ζ)2
((
Kα −K−1α
)
(ζKj + ζK
−1
j ) + (ζKj −K−1j )
(
ζKα + ζK
−1
α
))
=
1
2ζ
(
KjKα −K−1j K−1α
)
= bKα+jc .
This proves the claim. 
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Consider the subalgebras of U ζ(g):
U0 = 〈K±i : 1 ≤ i ≤ n〉, U+ = 〈Eα : α ∈ Φ+〉, and U− = 〈Fα : α ∈ Φ+〉. (51)
We recall that<br is convex [FV98], i.e. if α, β, α+β ∈ Φ+ and α <br β then α <br α + β <br β.
Thus, the following subalgebras are well defined for any α <br β:
U+αβ = 〈Eγ : α <br γ <br β〉 and U−αβ = 〈Fγ : α <br γ <br β〉. (52)
Moreover,
U+β = 〈Eγ : γ <br β〉 and U−β = 〈Fγ : γ <br β〉 (53)
are well defined subalgebras.
Given an ordering <br on Φ+, we define a lexicographical ordering on Ψ = {0, 1}Φ+ . We say
that ψ1 < ψ2 if there exists α ∈ Φ+ such that ψ1(α) = 0, ψ2(α) = 1, and ψ1(β) = ψ2(β) for
all β >br α. Observe that < is a total ordering on Ψ with (1 . . . 1) maximal.
To each Fψ, we assign the simple root sum
rt(Fψ) =
∑
α∈Φ+
ψ(α)h(α). (54)
Here, we recall that h(α) is the height of α ∈ Φ+, which is given by ∑ cαj for α = ∑ cαj αj.
We remark that rt(Fψ) can be interpreted as the l2-inner product of the functions ψ and h
on Φ+, and in this sense rt(Fψ) = h∗(ψ).
Maximality of (1 . . . 1) implies that rt(F (1...1)) ≥ rt(Fψ) for all ψ ∈ Ψ. Since Ψ is to-
tally ordered, the inequality is an equality if and only if ψ = (1 . . . 1). Observe that
rt(Fψ1Fψ2) = rt(Fψ1) + rt(Fψ2). By maximality, rt(Fψ1) + rt(Fψ2) > rt(F (1...1)) implies
Fψ1Fψ2 = 0. Suppose rt(Fψ) = rt(F (1...1)) and ψ(α) = 0 for some α ∈ Φ+. Since (1 . . . 1) is
the unique maximal element of Ψ, Fψ = 0.
We also introduce the following notations. For any ψ ∈ Ψ, define ψ<γ ∈ Ψ so that ψ<γ(α) =
ψ(α) for all α < γ and is zero otherwise. The root vectors associated to ψ<γ are denoted F
ψ
<γ
and Eψ<γ. These maps and root vectors are notated analogously for the other inequalities.
For each α ∈ Φ+ we define δα ∈ Ψ so that δα(α) = 1 and is zero otherwise.
Lemma 2.10. Let ψ ∈ Ψ and ψ′ = 1 − ψ. Then FψFψ′ is a nonzero multiple of F (1...1).
Similarly, EψEψ
′ ∈ 〈E(1...1)〉 is nonzero.
Proof. Let k =
∑
α∈Φ+ ψ(α). If k = 0, then ψ
′ = (1 . . . 1) and the claim holds immedi-
ately. Suppose that the claim holds for some k < rank(g), we show that it is also true for∑
α∈Φ+ ψ(α) = k + 1. Fix such a ψ. Suppose that F
ψ = Fψ<βFβ. Then
FψFψ
′
= Fψ<βFβF
ψ′ (55)
= Fψ<β
(
a0F
ψ′
<βFβ +
∑
aϕF
ϕ
<β
)
Fψ
′
>β (56)
= a0F
ψ
<βF
ψ′
<βFβF
ψ′
>β +
(∑
bϕF
ϕ
<β
)
Fψ
′
>β. (57)
VERMA MODULES OVER RESTRICTED QUANTUM sl3 AT A FOURTH ROOT OF UNITY 13
with aϕ, bϕ ∈ Q(ζ) and a0 equal to a power of ζ. The third equality above is a consequence
of the fact Fψ<β and F
ϕ
<β belong to U
−
β for all ϕ<β ∈ Ψ, which implies Fψ<βFϕ<β ∈ U−β . By
induction, Fψ<βF
ψ′
<βFβF
ψ′
>β = F
ψ
<βF
ψ′+δβ is a nonzero multiple of F (1...1). Moreover, for each
nonzero bϕ in the above sum, rt(F
ϕ
<βF
ψ′
>β) = rt(F
1...1) and ϕ<β(β) + ψ
′
>β(β) = 0. Therefore,
Fϕ<βF
ψ′
>β = 0. Thus, F
ψFψ
′
is a nonzero multiple of F (1...1) for
∑
α∈Φ+ ψ(α) = k+1 ≤ rank(g).
The proof for Eψ is analogous. 
For each ψ ∈ Ψ, we define χψ : U− → Q(ζ) so that χψ(F ) is the coefficient of Fψ in the
PBW basis expression for any F ∈ U−.
Lemma 2.11. Let ψ1, ψ2 ∈ Ψ such that ψ1 < ψ2. Then χ(1...1)(F 1−ψ2Fψ1) = 0 and
χ(1...1)(E
1−ψ2Eψ1) = 0.
Proof. We prove the result in U−, the proof is similar in U+. We assume that ψ1 and
ψ2 are chosen so that rt(F
1−ψ2) + rt(Fψ1) = rt(F (1...1)). Let γ be the root satisfying the
properties ψ1(γ) = 0, ψ2(γ) = 1, and ψ1(β) = ψ2(β) for all β >br γ. Then, F
1−ψ2Fψ1 =
(F 1−ψ2<γ F
1−ψ1
>γ )(F
ψ1
<γF
ψ1
>γ). Since <br is a convex ordering, we have the following equalities:
F 1−ψ1>γ F
ψ1
<γ = a0F
ψ1
<γF
1−ψ1
>γ +
∑
ψ1(α)=1
α<γ
aαF
ψ1
<αF
1−ψ1
>γ FαF
ψ1
>α,<γ (58)
= a0F
ψ1
<γF
1−ψ1
>γ +
∑
ϕ>γ<(1−ψ1)>γ
bϕF
ψ1
<αF
ϕFψ1>α,<γ =
∑
ϕ≥γ<(1−ψ1)≥γ
cϕF
ϕ (59)
for some a0, aα, bϕ, cϕ ∈ Q(ζ). We note that
{ϕ ∈ Ψ : ϕ>γ < (1− ψ1)>γ} = {ϕ ∈ Ψ : ϕ < (1− ψ1)>γ} = {ϕ ∈ Ψ : ϕ>γ < (1− ψ1)}.
(60)
Therefore,
F 1−ψ2Fψ1 = F 1−ψ2<γ
 ∑
ϕ≥γ<(1−ψ1)≥γ
cϕF
ϕ
Fψ1>γ = ∑
ϕ≥γ<1≥γ
aϕF
ϕ (61)
for some aϕ ∈ Q(ζ). In each summand Fϕ above, there is a root β ≥ γ such that ϕ(β) = 0.
Since rt(F 1−ψ2) + rt(Fψ1) = rt(F (1...1)), F 1−ψ2Fψ1 = 0. In particular, χ(1...1)(F 1−ψ2Fψ1) = 0.

Corollary 2.12. For any nonzero vector F ∈ U−, there exists ψ ∈ Ψ such that FψF is a
nonzero multiple of F (111). Similarly for U+.
Proof. Fix F ∈ U−. We express F using the PBW basis,
F =
∑
ψ∈Ψ
aψF
ψ.
Consider the set A = {ψ ∈ Ψ : aψ 6= 0} and let x = min
ψ∈A
rt(ψ). Fix ψ∗ ∈ A to be maximal
with respect to < such that rt(ψ∗) = x. By Lemma 2.10, F 1−ψ
∗
Fψ
∗
is a nonzero multiple of
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F (111). Fix ψ ∈ A. If rt(ψ) > x, then rt(F 1−ψ∗Fψ) > rt(F (1...1)), which implies F 1−ψ∗Fψ = 0.
If rt(ψ) = x, we may apply Lemma 2.11, which tells us F 1−ψ
∗
Fψ = 0. Thus,
F 1−ψ
∗
F = F 1−ψ
∗
(∑
ψ∈A
aψF
ψ
)
= aψ∗F
1−ψ∗Fψ
∗ ∈ 〈F (111)〉
is nonzero. 
Lemma 2.13. For each α < β ∈ Φ+, EαF (1...1)≥β =
∑
cψ,ϕF
ψ
≥βE
ϕ
≤α with each ϕ≤α 6= 0.
Proof. We induct downwards on the index of β ∈ Φ+ with respect to <br. Suppose that β
is maximal in Φ+, then EαF
(1...1)
≥β = EαFβ. In the PBW basis, this is a linear combination
of FβEα and E
ϕ with ϕ < δγ for various γ < α. Thus, the claim holds in this case. Suppose
the result holds for β of index greater than k > 1, we prove that it also holds for β of index
k − 1 and any α < β. We have
EαF
(1...1)
≥β = EαFβF
(1...1)
>β =
FβEα + ∑
α<γ<β
ϕ<δγ
cψϕF
ψEϕ +
∑
0<ψ>β
cψF
ψ
F (1...1)>β .
By induction, the first two terms above can be expressed in the desired form. The expression∑
0<ψ>β
cψF
ψ can arise when h(α) < h(β). By maximality of (1 . . . 1), FγF
(1...1)
>β = 0 for each
γ > β. Therefore, the last term vanishes. By induction, we have proven the claim. 
3. Induced Representations
In this section, we define the representations V (t) as being induced by Uq(g) with respect to
a character on the Borel subalgebra. We then prove various results for q = ζ. In Proposition
3.2, we show that V (t) is indecomposable for all t ∈ P . We end this section by giving a
characterization of reducibility of V (t). We specialize our discussion of V (t) to the sl3 case
in Section 5. Throughout this section, we assume g is a semisimple Lie algebra and following
Definition 3.1, ζ is a primitive fourth root of unity.
We denote the Borel subalgebra by B, which is the subalgebra generated by U0 and U−.
Using the PBW basis, we have U ζ(g) ∼= U− ⊗B.
We now define the representation V (t) as a Verma module over Uq(g) at a primitive l-th root
of unity. Note that the group of characters P on U0 is isomorphic to (C×)n. Each character
t = (t1, . . . , tn) is determined by the images ti of Ki in C×. The character t extends to a
character γt : B → C by
γt(Ki) = ti, γt(Ei) = 0. (62)
Definition 3.1. Let γt : B → C be a character as in (62). Let Vt = 〈vh〉 be the 1-dimensional
left B-module determined by γt, i.e. for b ∈ B, bvh = γt(b)vh. We define the representation
V (t) to be the induced module
V (t) = Ind
Uq(g)
B (Vt) = U q(g)⊗B Vt. (63)
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In the sl3 case, we will consider various other induced representations coming from characters
of this type. See Appendix B for more details on the induction functor and induced modules.
Note that V (t) and U− are isomorphic as vector spaces. The PBW basis of U− extends to a
basis of V (t) by tensoring vh and U
− acts on these basis vectors accordingly. In particular,
this action is independent of t. We denote the lowest weight vector F (1...1)vh by vl.
For the remainder of this section, we assume q = ζ. Then V (t) has dimension |Ψ| = 2|Φ+|
with basis determined by Corollary 1.2. In types ADE, Φ+ = Φ+ and so V (t) has dimension
2|Φ
+|.
Proposition 3.2. For all t ∈ P, V (t) is an indecomposable representation.
Proof. Suppose that V (t) admits a direct sum decomposition W1 ⊕W2 with respect to the
U action. Fix non-zero vectors w1 ∈ W1 and w2 ∈ W2. By Lemma 2.12, there exists ψ ∈ Ψ
so that Fψw1 is a nonzero multiple of vl. Thus, vl ∈ W1. The same argument applies to w2,
and so vl ∈ W2. Hence, 〈vl〉 is a subspace in W1 ∩W2, which contradicts the existence of a
direct sum decomposition. Thus, V (t) is indecomposable. 
Remark 3.3. For every pair of distinct characters t, s ∈ P , V (t) 6∼= V (s). This is clear since
the highest weight determines the representation. Thus, the representations V (t) form an
infinite family of representation classes.
The actions of Ki break V (t) into weight spaces. Recall that multiplication in P is entrywise.
To each ψ ∈ Ψ we assign σψ ∈ P defined so that KiFψvh = σψt(Ki)Fψvh. More precisely,
σψ(Ki) = ζ
(αi,
∑
ψ(α)α). (64)
We define
Σ = {σψ : ψ ∈ Ψ} ⊆ P (65)
to be the weights of V (1). Therefore, the weight spaces of V (t) are labeled by Σt. Note
that the map Ψ→ Σ given by ψ 7→ σψ is not an injection in general.
Using the weight space data above, we describe the remaining actions of the induced U -
module. The action of U+ is defined to be zero on vh, but the commutation relations
[Ei, Fi] = bKic imply that it does not act trivially on all of V (t). For specific values of t, we
will see that some matrix entries of Ei vanish.
Definition 3.4. The irreducibility vector of a representation V (t) is the vector
Ω = E(1...1)vl = E
(1...1)F (1...1)vh.
We will prove in Corollary 3.8 that V (t) is reducible if and only if Ω vanishes.
Remark 3.5. If Ω is non-zero, then it is a highest weight vector.
Proposition 3.6. For each semisimple Lie algebra g, we have the equality
Ω =
∏
α∈Φ+
(
ζ
∑
β>brα
(α,β)
⌊
ζ−
∑
β>brα
(α,β)Kα
⌋)
vh. (66)
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Proof. We compute Ω directly. Observe that by maximality of (1 . . . 1), for each α ∈ Φ+,
EαE
(1...1)
>α =
(
ζ
∑
β>brα
(α,β)
)
E
(1...1)
>α Eα. By Lemmas 2.9 and 2.13,
EαF
(1...1)
≥α vh = EαFαF
(1...1)
>α vh = (FαEα + bKαc)F (1...1)>α vh = F (1...1)>α
⌊∏
β>α
ζ−(α,β)Kα
⌋
vh.
Therefore,
Ω =
 ∏
α∈Φ+
Eα
 ∏
α∈Φ+
Fα
 vh =
reverse∏
α∈Φ+
(
ζ
∑
β>brα
(α,β)
)
Eα
 ∏
α∈Φ+
Fα
 vh
=
∏
α∈Φ+
(
ζ
∑
β>brα
(α,β)
⌊∏
β>α
ζ−(α,β)Kα
⌋)
vh.

Let Xα =
{
t ∈ P :
⌊
ζ−
∑
β>brα
(α,β)t(Kα)
⌋
= 0
}
, which determines a variety in P . We then
define the algebraic set R = ⋃α∈Φ+ Xα.
Lemma 3.7. The collection of vectors
E = {Eψvl : ψ ∈ Ψ}
forms a basis for V (t) if and only if Ω 6= 0.
Proof. The last vector in E , with respect to <, is Ω. Thus, Ω = 0 implies E is not a basis.
Suppose now that E does not form a basis. Then there exists a nonzero element E ∈ U+
which yields a linear dependence Evl = 0. By Lemma 2.12, there exists ψ ∈ Ψ such that
EψE = cE(111) for some nonzero c ∈ Q4. Then
Ω = E(1...1)vl = cE
ψEvl = 0.

Corollary 3.8. The following are equivalent:
• V (t) is irreducible
• Ω 6= 0
• t /∈ R.
Proof. Irreducibility holds if and only if any nonzero v ∈ V (t) is a cyclic vector for the
module. That is to say, the action of U on v generates V (t). Fix any v 6= 0. By Lemma 2.12,
we may assume v = vl. Raising this lowest weight vector vl by each E
ψ, we obtain the vectors
of E , which we claim to be a basis of V (t). Equivalently, by Lemma 3.7, we verify that Ω
is nonzero. From Proposition 3.6, Ω = 0 exactly when
⌊∏
β>α ζ
−(α,β)Kα
⌋
vh = 0 for some
α ∈ Φ+. It follows that U acting on v generates V (t) if and only if t /∈ R. Since this holds
for every non-zero v ∈ V (t), we have proven the claim. 
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Remark 3.9. By Lemma 2.8, the 〈K4i : i ∈ {1, . . . , n}〉 is a subalgebra of central Cartan
elements. Let C be the category of finite dimensional representations on which each Ki acts
diagonally. Let a ∈ P , and let Ca ⊆ C be the subcategory on which K4i = a(Ki)1. Then
C =
⊕
a∈P
Ca. (67)
Since each Ki is group-like, we have
Ca ⊗ Cb ⊆ Cab (68)
for every a, b ∈ P . The category Ca contains the representations {V (t) : t4 = a}. In
particular, C1 is non-semisimple. For each a ∈ P ,
C1 ⊗ Ca ⊆ Ca, (69)
and so each Ca is non-semisimple.
4. Semisimple Tensor Products
Here, we introduce the notion of non-degeneracy to characterize complete reducibility of the
representations V (t) ⊗ V (s). Given such a tensor product, we prove it is isomorphic to a
direct sum of irreducible representations provided that V (σts) is irreducible for all σ ∈ Σ.
Recall that Σ consists of the weights of V (1), see (65). The goal of this section is to prove
Theorem 1.4. Throughout this section, we assume q is a primitive fourth root of unity ζ and
that g is a semisimple Lie algebra, unless stated otherwise.
Definition 4.1. A pair (t, s) ∈ P2 is called non-degenerate if σts is irreducible for all
σ ∈ Σ. We call V (t)⊗ V (s) a non-degenerate representation if (t, s) non-degenerate.
Theorem 1.4 (Semisimple Tensor Product Decomposition). Let g be a semisimple Lie
algebra. If (t, s) is a non-degenerate pair, then the tensor product V (t) ⊗ V (s) decomposes
as a direct sum of irreducibles according to the formula
V (t)⊗ V (s) ∼=
⊕
ψ∈Ψ
V (σψts). (11)
Our proof of the theorem relies on finding highest weight vectors in the tensor product and
looking at their image under U−. Generically, each of these cyclic subspaces is isomorphic to
an induced representation and is identified by the weight of its highest weight vector. These
vectors can be more easily described in IndUB
(
Vt ⊗ IndUB(Vs)
)
, which by Proposition B.4, is
isomorphic to V (t)⊗ V (s). Denote V (t)⊗̂V (s) = IndUB
(
Vt ⊗ IndUB(Vs)
)
.
Recall from the construction of V (t) that γt is the character which determines the action of
B on vh. For a ∈ U , let ∆(a) = a′ ⊗ a′′ be the coproduct of a with the implicit summation
notation. By definition,
V (t)⊗̂V (s) = U ⊗B
(
Vt ⊗ (U ⊗B Vs)
)
(70)
∼= (U ⊗ (Vt ⊗ (U ⊗ Vs))) /Q ∼= (U ⊗ U) /Q′
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with
Q = 〈a1b1 ⊗ (vh ⊗ (a2b2 ⊗ vh))− a1 ⊗ (b′1.vh ⊗ (b′′1a2 ⊗ b2.vh)) : ai ∈ U, bi ∈ B〉 (71)
∼= 〈a1(b1vh ⊗ a2b2vh)− γt(b′1)γs(b2)a1vh ⊗ b′′1a2vh : ai ∈ U, bi ∈ B〉 (72)
= Q′ (73)
and the above isomorphisms suppress tensoring of 1-dimensional vector spaces Vt and Vs.
We include vh in the notation for vectors in V (t)⊗̂V (s) to avoid confusion with the algebra
U ⊗ U i.e. a vector v = a1 ⊗ (vh ⊗ (a2 ⊗ vh)) ∈ V (t)⊗̂V (s) will be denoted by a1(vh⊗̂a2vh)
under the identification in (70). The action of U is by left multiplication on the first tensor
factor, which may then be simplified. An example of the action in the sl3 case is provided
below.
Example 4.2. The action of F1E1 on vh⊗̂F (101)vh is given as follows:
F1E1.(vh⊗̂F (101)vh) = F1(γt(E1)vh⊗̂K1F (101)vh + vh⊗̂E1F (101)vh) (74)
= F1vh⊗̂ bζs1cF (001)vh. (75)
We fix a basis on V (t)⊗̂V (s),
{Fψvh⊗̂Fψ′vh : ψ, ψ′ ∈ Ψ}, (76)
which is the standard tensor product basis given by the PBW basis of U− in each factor.
We see that the tensor product has dimension |Ψ|2.
Lemma 4.3. Let (t, s) ∈ P be a non-degenerate pair and σψ ∈ Σ. Then the subspace
V σψ := 〈Fϕ(Ω⊗̂Fψvh) : ϕ ∈ Ψ〉 ⊆ V (t)⊗̂V (s) (77)
and V (σψts) are isomorphic as U-modules.
Proof. Following Proposition 3.6,
Ω⊗̂Fψvh =
∏
α∈Φ+
(
ζ
∑
β>brα
(α,β)
⌊
ζ−
∑
β>brα
(α,β)Kα
⌋)
vh⊗̂Fψvh +
∑
ψ′ 6=0
cψψ′F
ψ′vh⊗̂Fψ′′vh
=
∏
α∈Φ+
(
ζ
∑
β>brα
(α,β)
⌊
ζ−
∑
β>brα
(α,β)σψts(Kα)
⌋)
vh⊗̂Fψvh +
∑
ψ′ 6=0
cψ′ψ′′F
ψ′vh⊗̂Fψ′′vh
for some cψ′ψ′′ ∈ Q(ti, si, ζ). Having assumed non-degeneracy, the vh⊗̂Fψvh component
of Ω⊗̂Fψvh is non-zero. Therefore, Ω⊗̂Fψvh is a highest weight vector of weight σψts
and V σψ is an irreducible |Ψ|-dimensional subrepresentation of V (t)⊗̂V (s). Thus, by the
irreducibility of V (σψts), the map which sends vh ∈ V (σψts) to Ω⊗̂Fψvh ∈ V σψ determines
an isomorphism. 
Lemma 4.4. Let (t, s) be a non-degenerate pair. Then V (t)⊗̂V (s) is isomorphic to the
direct sum
⊕
ψ∈Ψ V σψ .
Proof. Observe that the non-degeneracy assumption on (t, s) implies the irreducibility of
each V σψ . Every V σψ includes into V (t)⊗̂V (s) as the subspace generated by U− acting
on the highest weight vector Ω⊗̂Fψvh. Since each Ω⊗̂Fψvh is distinct and each Vσψ is
irreducible, Vσψ ∩ Vσψ′ = 〈0〉 for ψ 6= ψ′. Hence,
⊕
ψ∈Ψ V σψ injects into V (t)⊗̂V (s). By
dimensionality, this injection is a surjection and, therefore, an isomorphism. 
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Let Γ˜ denote the isomorphism
⊕
ψ∈Ψ Vσψ ∼= V (t)⊗̂V (s) described in Lemma 4.4. Using the
aforementioned lemmas we prove the first main theorem.
Proof of Theorem 1.4. We construct an intertwiner Γ in the following diagram when (t, s)
is a non-degenerate tuple.
V (t)⊗ V (s)
V (t)⊗̂V (s)
⊕
σψ∈Ψ V (σ
ψts)
Θ
Γ
Γ˜
We see that Γ = Γ˜ ◦ Θ is given by a composition of isomorphisms. The above lemmas
establish that Γ˜ is an isomorphism for non-degenerate tuples. Moreover, Θ is an isomorphism
by Proposition B.4, which is independent of t and s. This proves the theorem. 
Remark 4.5. We see that a tensor product of indecomposable, but reducible, represen-
tations may decompose into a direct sum of irreducibles. For example, when g = sl3,
V (t1, 1)⊗ V (1, s2) is a non-degenerate tensor product representation for generic t1 and s2.
Observe that the isomorphism class of a non-degenerate tensor product depends only on the
product ts. We define an action of P on P2 which preserves the product ts as follows. Let
λ, t, s ∈ P and set
λ.(t, s) = (λt,λ−1s). (78)
Corollary 4.6. Let (t, s) be a non-degenerate tuple. For any λ ∈ P such that λ.(t, s) is
also non-degenerate, then
V (t)⊗ V (s) ∼= V (λt)⊗ V (λ−1s). (79)
We examine when this isomorphism holds more generally in the sl3 case in Sections 7, 8, 9,
and 10.
5. Specialization to g = sl3
In this section, we describe the structure of U ζ(sl3) explicitly and specialize the results of
Sections 2 and 3 to g = sl3. In particular, we give an explicit description of U
+ on V (t) in
Table 1 and give an explicit description of the algebraic set R on which V (t) is reducible.
Recall our convention for ordering the roots of Φ+:
α1 <br α1 + α2 <br α2, (80)
which also yields a lexicographical ordering on Ψ = {0, 1}Φ+ . We will use α12 to denote the
root α1 + α2. We define
Fψ = F (ψ(1),ψ(12),ψ(2)) = F
ψ(α1)
1 F
ψ(α12)
12 F
ψ(α2)
2 . (81)
Recall that
E12 = −(E1E2 + ζE2E1) and F12 = −(F2F1 − ζF1F2). (82)
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The relations F 212 = 0 and E
2
12 = 0 imply (F1F2)
2 = (F2F1)
2 and (E1E2)
2 = (E2E1)
2. By
Corollary 1.2,
B = {1, F1, F2, F1F2, F12, F1F12, F12F2, F1F12F2} (83)
= {F (000), F (100), F (010), F (110), F (001), F (101), F (011), F (111)} (84)
is a basis of U−, which is equipped with the lexicographical ordering <. The space Ψ is
presented in Figure 2a below.
(111)
(011)
(001)
(000)
(010)(100)
(110)
(101)
(a) Visualization of Ψ as a cube.
(00)
(01)(10)
(21) (12)
(11)
(22)
(b) The image of Ψ under P .
Figure 2. Presentations of Ψ.
Let α be the simple root components of a root α ∈ Φ+. In particular, α12 = α1 + α2. This
map induces
P : Ψ→ Z∆+ (85)
(ψ(1), ψ(12), ψ(2)) 7→ (ψ(1) + ψ(12), ψ(2) + ψ(12))
which can be seen as a projection of the cube in Figure 2a into the plane and the deletion
of segments associated to adding δ12, the indicator of α12. This also determines the weight
spaces on representations.
Recall that V (t) is an induced representation and is isomorphic to U− as vector spaces. We
use B to determine a basis of V (t) by tensoring vh. All vector expressions in V (t) will be
expressed using the basis B.
As noted above, the action of U+ on V (t) depends heavily on t. The actions of E1 and E2
are given in terms of t1 and t2 in Table 1 below. Note that when either t
2
1 = 1 or t
2
2 = 1,
terms vanish from the expressions in Table 1. These vanishings are related to the reducibility
of the representation.
Recall that
Ω =
∏
α∈Φ+
(
ζ
∑
β>brα
(α,β)
⌊
ζ−
∑
β>brα
(α,β)Kα
⌋)
vh (86)
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Table 1. Generic nonzero actions of E1 and E2 on V (t) expressed in the
induced PBW basis.
E1F
(100)vh = bt1cF (000)vh E2F (001)vh = bt2cF (000)vh
E1F
(101)vh = bζt1cF (001)vh E2F (101)vh = bt2cF (100)vh
E1F
(010)vh = ζt1F
(001)vh E2F
(010)vh = −t−12 F (100)vh
E1F
(110)vh = ζt1F
(101)vh − bζt1cF (010)vh E2F (011)vh = t−12 F (101)vh + bt2cF (010)vh
E1F
(111)vh = bt1cF (011)vh E2F (111)vh = bt2cF (110)vh
and if Ω = 0, then V (t) is reducible. In the sl3 case
Ω = bK1c (ζ b−ζK1K2c) bK2c vh = −ζ bt1c bt2c bζt1t2c vh. (87)
We see that Ω vanishes on the following subsets of P :
X1 = {t ∈ P : t21 = 1}, X2 = {t ∈ P : t22 = 1}, X12 = {t ∈ P : (t1t2)2 = −1}. (88)
For t ∈ X12, the subspace 〈E1E2vl, E2E1vl〉 is 1-dimensional. In particular, E(110)vl = 0 and
E(011)vl = 0. Let R be the union X1∪X2∪X12. We partition R into disjoint subsets indexed
by nonempty subsets I ( Φ+, with
RI =
(⋂
α∈I
Xα
)
\
(⋃
α/∈I
Xα
)
. (89)
We define R∅ to be P \ R, so that {RI}I(Φ+ yields a partition of P .
We give a graphical description of V (t) in terms of basis vectors and maps between them by
presenting the action of this module on weight spaces, as seen in Figure 3. Each solid vertex
indicates a one dimensional weight space of V (t), and the “dotted” vertex indicates the
two dimensional weight space spanned by F (101)vh and F
(010)vh. An edge is drawn between
vertices if the action of either E1 or E2 is nonzero between the associated weight spaces.
We do not assign edges to matrix elements of F1 and F2, since they are independent of
t. However, for non-generic choices of the parameter t, edges are deleted from the graph
because matrix elements of E1 and E2 vanish. We orient the graph so that F1 acts downward
left and F2 acts downward right at each vertex. Each Ei acts in the opposite direction of
the corresponding Fi.
Remark 5.1. Depending on how irreducibility fails, different arrows vanish from Figure 3.
The basic cases can be seen in Figure 4. In this figure, the segments which are not present
in (a) indicate that the action of E1 is zero on the weight spaces of F
(100)vh and F
(111)vh.
Similarly in (c). In (b), we assume t ∈ R12. In this case, the image of E1 and E2 coincide in
the subspace spanned by F (101)vh and F
(010)vh, thus disconnecting the graph.
By considering the subrepresentation generated by vl, we see that each set R1,R2 and R12
corresponds to a distinct family of 4-dimensional irreducible subrepresentations: left zig-
zag, right zig-zag, and diamond. If t ∈ RI with |I| = 2, then V (t) belongs to a family
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F (111)vh
F (101)vh F
(011)vh
F (110)vh, F
(001)vh
F (100)vh F
(010)vh
vh
Figure 3. The action of U on the weight spaces of V (t) for generic t.
F (111)vh
F (011)vhF
(101)vh
F (110)vh, F
(001)vh
F (010)vhF
(100)vh
vh
(a) R1
F (110)vh, F
(001)vh
F (010)vhF
(100)vh
vh
F (111)vh
F (011)vhF
(011)vh
(b) R12
F (111)vh
F (011)vhF
(101)vh
F (110)vh, F
(001)vh
F (100)vh F
(010)vh
vh
(c) R2
Figure 4. Reducible representations V (t) when t belongs to the indicated
subset of P .
of 1-dimensional subrepresentations, or one of two 3-dimensional subrepresentations. This
correspondence is given by associating a highest weight vector to the varieties containing t,
as shown in Figure 5. A highest weight in the subspace 〈F (101)vh, F (010)vh〉 is associated to
the sets R12, R1,12, and R12,2. The dashed lines partition the varieties by dimension of their
associated irreducible representation: 1, 3, 4, or 8. Various tensor product decompositions
involving these irreducible representations are given in [Har20].
6. Projective Covers and Tensor Product Decompositions
This section is concerned with projectivity of V (t) and showing the projective covers occur
in tensor product decompositions. We show that V (t) is projective in U -mod if and only
if t /∈ P \ R. If V (t) is not projective, we prove that its projective cover is given by an
induced representation. For the appropriate choices of t, each of these projective covers
are indecomposable. We show in Theorems 6.5, 6.9, 6.13, and 6.16 that V (t) ⊗ V (s) can
be decomposed into a direct sum of these indecomposable projective representations. We
summarize these decompositions in Corollary 1.7. Aside from Remark 6.1, we assume that
g = sl3 throughout this section.
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X1 \ (X2 ∪H) X2 \ (X1 ∪H)
P \ (X1 ∪ X2 ∪H)
H \ (X1 ∪ X2)
X1 ∩H X2 ∩H
X1 ∩ X2 F (111)vh
F (101)vh F
(011)vh
F (110)vh, F
(001)vh
F (100)vh F
(010)vh
vh
Figure 5. The correspondence between subsets of P and the highest weight
space in U+F (111)vh as a subrepresentation of V (t).
Lemma 1.5. The representation V (t) is projective in U-mod if and only if t ∈ P \ R.
Proof. Suppose t /∈ R. Let N  V (t) be a surjection, and let n0 be a vector in the preimage
of vh ∈ V (t). Then the map vh 7→ E(111)F (111)n0 defines a splitting.
Suppose t ∈ R and λ ∈ P \ R. Consider the map V (−λt)⊗̂V (λ−1)  V (t) defined by
mapping p0 := vh⊗̂vl to vh and assume that a splitting exists. Since p0 is a cyclic vector
for V (−λt)⊗̂V (λ−1), the splitting can be assumed to take the form vh 7→
∑
aψψ′F
ψEψ
′
p0
for some aψψ′ ∈ Q4(t1, t2). Since F (111)vh 6= 0, a(000)(000) = 1. Note that E(111)F (111)vh = 0
and E(111)F (111)p0 = F
(111)E(111)p0 +
∑
ψ,ψ′<(111) bψψ′F
ψEψ
′
p0 for some bψψ′ ∈ Q4(t1, t2). In
particular, E(111)F (111)p0 6= 0, which is a contradiction. Thus, no splitting exists. 
Remark 6.1. Our method of proving Lemma 1.5 can be applied to V (t) as a representation
of U ζ(g) for any semisimple Lie algebra g.
Recall that a module V is hollow if every proper submodule M ⊆ V is superfluous, i.e. for
all M ( V such that V = M +N for some submodule N , then N = P . We say that (P, p) is
a projective cover of V if P is projective, p : P → V is surjective, and ker p is a superfluous
submodule of P .
Recall from the previous section that for each nonempty subset I ( Φ+,
RI =
(⋂
α∈I
Xα
)
\
(⋃
α/∈I
Xα
)
(90)
and R∅ = P \ R. For each I ( Φ+ and t ∈ RI , we define P I(t) to be the projective cover
of V (t). Let B∅ = B, the Borel subalgebra and for all other I ( Φ+:
B1 = 〈K1, K2, E12, E2〉, B2 = 〈K1, K2, E1, E12〉, (91)
B1,12 = 〈K1, K2, E12E2, E2〉, B12,2 = 〈K1, K2, E1, E1E12〉, (92)
B12 = 〈K1, K2, E12, F2E1, F1E2〉, B1,2 = 〈K1, K2, F1E2E1, F2E1E2〉. (93)
We define 〈pI〉 to be a 1-dimensional representation of BI on which the Cartan generators
Ki act by ti and all other generators of B
I act trivially.
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Theorem 1.6 (Projective Covers are Induced Representations). For each I ( Φ+,
P I(t) ∼= IndUBI (〈pI0〉). (16)
Let µ1 = (−1,−ζ) and µ2 = (−ζ,−1) be elements of P , which are the multiplicative weight
shifts under the actions of E1 and E2, respectively. We prove that each P
I(t) is hollow and
projective for all t ∈ RI , and as a corollary it is the projective cover of V (t).
For each subset I ( Φ+ we define
ΨI(t) = {ψ ∈ Ψ : σψt ∈ RI and FαFψvh = 0 in V (t) for all α ∈ I}. (94)
Proposition 6.2. For any t ∈ P, P 1(t) belongs to the exact sequence
0→ V (µ1t)→ P 1(t)→ V (t)→ 0. (95)
Moreover, this sequence splits if and only if t21 6= 1. There is a similar exact sequence for
P 2(t).
Proof. The representation V (µ1t) is generated by the image of E1p
1
0 under U
− in P 1(t), and
is a subrepresentation since E2E1p
1
0 = 0. Then quotient by V (µ1t) is a surjection to V (t)
since E2p
1
0 = 0.
Suppose that there exist a, b ∈ Q4(t1, t2) such that vh 7→ ap12,20 + bF1E1p10 is a splitting of
the map P 1(t)  V (t). Any splitting map must be of this form by accounting for weights.
Since E1vh = 0, a = −b bt1c. Therefore, the map defined by vh 7→ b(−bt1c p12,20 + F1E1p12,20 )
yields a splitting if and only if t21 6= 1. 
Proposition 6.3. Let t ∈ R1, then P 1(t) is hollow and projective in U-mod.
Proof. First we show that P 1(t) is projective. By construction, applying E2 to either
p10 or E1p
1
0 must be zero. Therefore, given a surjection p : N → P 1(t) and any n0 ∈
p−1(p10), we claim that there is a splitting given by the map which sends p
1
0 ∈ P 1(σψts) to
E12E2F12F2n0 ∈ N. Expressing E12E2F12F2n0 in the PBW basis, we see that its n0 compo-
nent is nonzero. Therefore, we may apply Fψ and FψE1 to this vector and obtain linearly
independent vectors in N . Moreover, applying E2 or E2E1 to this vector is zero. Since the
weights of p10 and E12E2F12F2n0 agree, this map determines a splitting of any surjection onto
P (t).
To prove that any proper submodule of P 1(t) is superfluous, suppose that P 1(t) is given
by a sum of submodules M and N . Then there is a decomposition p10 = (p
1
0 − v) + v such
that p10 − v ∈ M and v ∈ N . Since v is of weight (t1, t2), v = (a + bF1E1)p10 for some
a, b ∈ Q4(t1, t2). We may normalize v so that a = 1. Note that (F1E1)2p10 = 0, which
implies 1 + bF1E1 is invertible on (t1, t2)-weight vectors with inverse (1 − bF1E1). Thus,
p10 = (1− bF1E1)−1v and N = P 1(t). 
Corollary 6.4. For all t ∈ R1, P 1(t) is the projective cover of V (t).
Theorem 6.5. Suppose t, s /∈ R and either ts or µ2ts belong to R1. Then V (t) ⊗ V (s)
decomposes as a direct sum of indecomposable representations:
V (t)⊗ V (s) ∼=
⊕
ψ∈Ψ1(ts)
P 1(σψts)⊕
⊕
ψ∈Ψ∅(ts)
V (σψts). (96)
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We have a similar decomposition for t, s /∈ R and either ts or µ1ts belong to R2:
V (t)⊗ V (s) ∼=
⊕
ψ∈Ψ2(ts)
P 2(σψts)⊕
⊕
ψ∈Ψ∅(ts)
V (σψts). (97)
Proof. We describe an inclusion of the summands into the tensor product. For each ψ ∈
ψ ∈ Ψ∅(ts), we include the irreducible representation V (σψts) into V (t)⊗̂V (s) via the map
vh 7→ Ω⊗̂Fψvh. Note that the image of each V (σψts) is distinct in V (t)⊗̂V (s).
For each ψ ∈ Ψ1(ts), the map p10 7→ E12E2F12F2vh ⊗ Fψvh gives an inclusion of P 1(σψts)
into V (t)⊗̂V (s). By another weight argument, these inclusions have distinct from each other
and the image of each V (σψts). Together these inclusions span a 64-dimensional subspace
of V (t)⊗̂V (s). Thus, yielding an isomorphism. 
We now consider the representation P 1,12(t), which is given by inducing over B1,12 =
〈K1, K2, E2, E1E12〉.
Proposition 6.6. For any t ∈ P, P 1,12(t) belongs to the exact sequence
0→ P 2(µ1t)→ P 1,12(t)→ V (t)→ 0 (98)
Moreover, this sequence splits if and only if t21 6= 1.
Proof. Since E2E1p
1,12
0 6= 0, E1p1,120 generates a subrepresentation isomorphic to P 2(µ1t).
The quotient by this subrepresentation yields a surjection to V (t).
As in Proposition 6.2, vh 7→ p1,120 + 1bt1cF1E1p
1,12
0 determines a splitting if and only if t
2
1 6= 1.
Otherwise, no splitting exists. 
Proposition 6.7. For all t ∈ R1,12, P 1,12(t) is a hollow projective in U-mod.
Proof. By construction, P 1,12(t) is projective. Indeed, suppose that N  P 1,12(t) is a sur-
jection. Let n0 be in the preimage of p
1,12
0 . Since the n0 component of E2E1F1F2n0 is
nonzero in the PBW basis and applying either E2 or E1E12 to this vector is zero, the map
p1,120 7→ E2E1F1F2n0 determines a splitting.
We prove that any proper submodule of P 1,12(t) is superfluous. Suppose there are submod-
ules M and N such that P 1,12(t) = M+N . We decompose p1,120 into two vectors p
1,12
0 −v ∈M
and v ∈ N with v = Up1,120 for some U ∈ U such that [Ki, U ] = 0 for i ∈ {1, 2}. Let
a, b, c, d ∈ Q4(t1, t2) so that U = a+ bF1E1 + cF12E2E1 + dF1F2E2E1. We may normalize U
so that a = 1. We prove that U is invertible by showing U ′ := bF1E1+cF12E2E1+dF1F2E2E1
acts nilpotently on the (t1, t2)-weight space. We compute (U
′)2 = bdF1F2E2E1, which implies
(U ′)3 = bdF1F2(E2E1U ′) = 0. Thus, U−1v = p
1,12
0 and implies that N = P
1,12(t). 
Corollary 6.8. Let t ∈ R1,12. Then P 1,12(t) is the projective cover of V (t).
Theorem 6.9. Suppose t, s /∈ R, and either ts ∈ R1,12 or ts ∈ R12,2. Then we have a
decomposition into indecomposable representations:
V (t)⊗ V (s) ∼=
⊕
ψ∈Ψ1,12(ts)
P 1,12(σψts)⊕
⊕
ψ∈Ψ12,2(ts)
P 12,2(σψts)⊕
⊕
ψ∈Ψ∅(ts)
V (σψts). (99)
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Proof. The inclusions of P 1,12(σψts) and P 12,2(σψts) into V (t)⊗̂V (s) are given by the maps
p1,120 7→ E2E1F1F2vh⊗̂Fψvh and p12,20 7→ E1E2F2F1vh⊗̂Fψvh, respectively. It can be verified
that the images of these maps have trivial intersection. The other inclusions are given by
the maps which send vh ∈ V (σψts) to Ω⊗ Fψvh ∈ V (t)⊗̂V (s). Since these inclusions have
total dimension 64, this yields an isomorphism. 
Next, we consider the subalgebra B12 = 〈K1, K2, E12, F1E2, F2E1〉. The reader can verify
that the left U -module generated by B12 modulo the relations 〈XKi −Xti〉 for each X ∈ U
is at most 48-dimensional. Therefore, P 12(t) is at least 16-dimensional. Using the following
relations: E1E2p
12
0 = −ζE2E1p120 , bζt1cE2p120 = F1E1E2p120 , and bζt2cE1p120 = F2E2E1p120 ,
we have that P 12(t) is at most 16-dimensional. Therefore, P 12(t) is 16-dimensional and
assuming bζt1c 6= 0 and bζt2c 6= 0, a basis is given by the set
{FψEψ′p1,20 : ψ ∈ Ψ, ψ′ ∈ {(000), (101)}}. (100)
Proposition 6.10. For any t ∈ R12, P 12(t) belongs to the exact sequences
0→ V (µ1µ2t)→ P 12(t)→ V (t)→ 0. (101)
Proof. Since E12p
12
0 = 0, then E1E2p
12
0 = −ζE2E1p120 and implies the inclusion of V (µ1µ2t)
into P 12(t) by the map vh 7→ E1E2p120 is well defined.
We now verify that the quotient of P 12(t) by V (ζt1, ζt2) is isomorphic to V (t). Since the
action of U− on the coset space p120 + V (µ1µ2t) is 8-dimensional, it is enough to ver-
ify that E1p
12
0 , E2p
12
0 ∈ V (µ1µ2t). Since t ∈ R12, both bζt1c and bζt2c are nonzero.
Therefore, E1p
12
0 =
1
bζt1cF1E1E2p
12
0 and E2p
12
0 =
1
bζt2cF2E2E1p
12
0 vanish in the quotient
P 12(t)/V (µ1µ2t). 
Proposition 6.11. Let t ∈ R12. Then P 12(t) is a hollow projective in U-mod.
Proof. Let N  P 12(t) be a surjection and suppose n0 ∈ N is in the preimage of p120 . Then
the map p120 7→ E12F1F2n0 determines a splitting since the n0 component of E12F1F2n0 is
nonzero when expressed in the PBW basis and applying E12, E1F2, and E2F1 to this vector
is zero. Thus, P 12(t) is projective.
We prove that P 12(t) is hollow. Suppose that P 12(t) = M +N for some representations M
and N . Then p120 = Up
12
0 + (1−U)p120 with Up120 ∈M , (1−U)p120 ∈ N and U ∈ U such that
KiU = UKi for i ∈ {1, 2}. We may assume U = 1 + aF1E1 + bF2E2 with a, b ∈ Q4(t1, t2).
We prove that at least one of E1E2Up
12
0 or E2E1Up
12
0 is nonzero, which implies M is 16-
dimensional and equals P 12(t). We compute
E1E2(1 + aF1E1 + bF2E2) = (1− ζa bζt1c − b bt2c)E1E2 (102)
E2E1(1 + aF1E1 + bF2E2) = (1− a bt1c+ ζb bζt2c)E2E1. (103)
If both of these expressions equal zero, then
1− b bt2c
ζ bζt1c =
1 + ζb bt2c
bt1c . (104)
The above equality has no solution since t ∈ R12. This proves the claim. 
Corollary 6.12. For all t ∈ R12, P 12(t) is the projective cover of V (t).
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Theorem 6.13. Suppose t, s /∈ R and ts, µ1ts, or µ2ts belong to R12. Then V (t)⊗ V (s)
decomposes as a direct sum of indecomposable representations:
V (t)⊗ V (s) ∼=
⊕
ψ∈Ψ12(ts)
P 12(σψts)⊕
⊕
ψ∈Ψ∅(ts)
V (σψts). (105)
Proof. The inclusion of P 12(σψts) into V (t)⊗̂V (s) is given via the map p120 7→ E12F1F2vh⊗̂Fψvh.
The other inclusions are given by the maps which send vh ∈ V (σψts) to Ω ⊗ Fψvh ∈
V (t)⊗̂V (s). Since these inclusions have trial intersection and their total dimension is 64,
this yields an isomorphism. 
The last case to consider is the representation P 1,2(t), which is given by induction over
B1,2 = 〈K1, K2, F1E2E1, F2E1E2〉. Similar to the subalgebra B12, the left U -module gen-
erated by B1,2 modulo the relations 〈XKi − Xti〉 for each X ∈ U can be shown to be at
most 16-dimensional. Thus, P 1,2(t) is at least 48-dimensional and has the following rela-
tions bζt2cE1E2p1,20 = F2E2E1E2p1,20 and bζt1cE2E1p1,20 = −t1F1E1E2E1p1,20 . From these
relations, we can show that P 1,2(t) is 48-dimensional. Assuming that bζt1c and bζt2c are
nonzero, we replace any expression FψE1E2p
1,2
0 and F
ψE2E1p
1,2
0 with − 1bζt2cFψF2E2E1E2p
1,2
0
and − 1bζt1cFψF1E1E2E1p
1,2
0 , respectively. Under these assumptions P
1,2(t) has a basis given
by
{FψEψ′p1,20 : ψ ∈ Ψ, ψ′ ∈ {(000), (100), (001), (110), (011), (111)}}. (106)
Proposition 6.14. Let t ∈ R1,2. Then P 1,2(t) is a hollow projective in U-mod.
Proof. Let p : N  P 1,2(t) be a surjection and fix any vector n0 ∈ p−1(p1,20 ). The map
p1,20 7→ (1− t1t2F1F2E1E2 − t1t2F2F1E2E1)n is a splitting of p.
Suppose P 1,2(t) = M + N for some proper subrepresentations M and N . Then p1,20 =
(p1,20 − v) + v for some v = Up1,20 ∈ M such that U is weight preserving, and p1,20 − v ∈ N .
We may assume
U =
∑
ψ,ψ′∈Ψ\{(101),(010)}
P (ψ)=P (ψ′)
aψψ′F
ψEψ
′
(107)
with aψψ′ ∈ Q4(t1, t2) and a(000)(000) = 1.
Since (FiEi)
2p1,20 = 0 for i ∈ {1, 2} each of 1 − aδiδiFiEi is invertible on the (t1, t2)-weight
space. In addition, 1− a(111)(111)F (111)E(111) is invertible by the same reasoning. Therefore,
(1− a(111)(111)F (111)E(111))(1− a(001)(001)F2E2)(1− a(100)(100)F1E1)Up1,20 (108)
is equal to
(
1 + aF (110)E(110) + bF (011)E(011)
)
p1,20 for some a, b ∈ Q4(t1, t2). It can be verified
that multiplying this quantity by 1− aF (110)E(110) − bF (011)E(011) + (a− t1t2b)2F (111)E(111)
yields p1,20 ∈M . Thus, P is hollow as N is superfluous. 
Corollary 6.15. For all t ∈ R1,2, P 1,2(t) is the projective cover of V (t).
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Theorem 6.16. Suppose t, s /∈ R and ts ∈ R1,2. Then we have a decomposition into
indecomposable representations:
V (t)⊗ V (s) ∼= P 1,2(−ts)⊕
⊕
ψ∈Ψ∅(ts)
V (σψts). (109)
Proof. The summands V (σψts) are included into V (t)⊗̂V (s) via the maps vh 7→ Ω⊗̂F12vh
and vh 7→ Ω⊗̂F1F2vh. These maps are nonzero since ts ∈ R1,2 implies µ1µ2ts /∈ R.
Then P 1,2(−ts) is included via the map p00 7→ (1 − t1t2F1F2E1E2 − t1t2F2F1E2E1)vh⊗̂vl.
Since these inclusions intersect trivially and their dimensions sum to 64, they determine an
isomorphism. 
Theorems 6.5, 6.13, 6.9, and 6.16 can be summarized into the following corollary.
Corollary 1.7. Let g = sl3 and suppose t, s /∈ R. Then V (t)⊗V (s) decomposes as a direct
sum of indecomposable representations:
V (t)⊗ V (s) ∼=
⊕
I(Φ+
⊕
ψ∈ΨI(ts)
P I(σψts). (18)
7. Cyclicity in the Generic Case
We begin this section by defining a homogeneous cyclic representation. One goal for the
remainder of this paper is to describe which representations V (t) ⊗ V (s) are homogeneous
cyclic and extend Corollary 4.6 to those representations. The second goal is to give a complete
description of when equation (79) holds. In this section, we establish the methods used to find
homogeneous cyclic vectors. By noting how a representation fails to be cyclically generated,
we sort tensor product representations into families on which equation (79) holds for some
λ ∈ P . Throughout this section, we assume g = sl3.
Definition 7.1. A homogeneous cyclic vector for a U -module M is a weight vector v˜ ∈ M
such that
M = 〈FψEψ′ .v˜ : ψ, ψ′ ∈ Ψ〉. (110)
We say that M is generated by v˜ and call M a homogeneous cyclic representation.
Lemma 7.2. If V (t)⊗V (s) and V (w)⊗V (z) are both homogeneous cyclic representations,
then they are isomorphic if and only if ts = wz.
Proof. Since V (t)⊗V (s) and V (w)⊗V (z) are assumed to be homogeneous cyclic, the both
have a generating vector. An isomorphism between these representations must send one
cyclic vector v˜ to another cyclic vector w˜ of the same weight. Therefore, the weight −ts of
F (111)E(111)v˜ is equal to the weight −wz of F (111)E(111)w˜. 
We introduce the notation wt(λ) to denote the λ weight space of V (t)⊗̂V (s). Recall the
basis B′ of V (t)⊗̂V (s) as in (76), which will be used throughout the remainder of the paper.
Since K1 and K2 are group-like, the weight of a vector F
ψ1vh⊗̂Fψ2vh ∈ V (t)⊗̂V (s) only
depends on P (ψ1) + P (ψ2) mod 4 and can be determined from (64).
Lemma 7.3. For each α ∈ Φ+ and ψ1, ψ2 ∈ Ψ such that ψ1(α) is nonzero, there exists
a ∈ Q4 such that
FαF
ψ1vh⊗̂Fψ2vh = Fψ1+δαvh⊗̂Fψ2vh 6= 0. (111)
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For each α ∈ ∆+ and Ψ, there exist coefficients bψ, cψ ∈ Q4 such that
EαF
ψ1vh⊗̂Fψ2vh =
∑
P (ψ′)=−P (δα)+P (ψ2)
cψ′F
ψ1vh⊗̂Fψ′vh +
∑
P (ψ′)=−P (δα)+P (ψ1)
cψ′F
ψ′vh⊗̂Fψ2vh.
(112)
Equation (112) follows from the intermediate step
EαF
ψ1vh⊗̂Fψ2vh = Fψ1Eα.(vh⊗̂Fψ2) +
∑
P (ψ′)=−P (δα)+P (ψ1)
cψ′F
ψ′vh⊗̂Fψ2vh. (113)
Lemma 7.4. A homogeneous cyclic vector v˜ for V (t)⊗̂V (s), if one exists, must belong to
the −ts weight space and have a nonzero vh⊗̂vl component.
Proof. Suppose V (t)⊗̂V (s) admits a homogeneous cyclic vector v˜ ∈ wt(λ) for some λ ∈ P .
Since E(111)v˜ 6= 0, there is a nonzero component Fψ1vh⊗̂Fψ2vh of v˜ such that
E(111).(Fψ1vh⊗̂Fψ2vh) 6= 0.
In particular, by Lemma 7.3,
P (ψ1) + P (ψ2) ≥ (22).
Since F (111)v˜ 6= 0, v˜ has a nonzero component vh⊗̂Fψ3vh. Since 0 6= P (ψ3) = P (ψ1) +P (ψ2)
mod 4, we have ψ3 = (111). Thus, λ = −ts, and vh⊗̂vl is a nonzero component of v˜. 
Let pi denote the projection in V (t)⊗̂V (s) to the subspace 〈vh⊗̂Fψvh : ψ ∈ Ψ〉 and piψ the
projection to 〈vh⊗̂Fψvh〉, both taken with respect to the basis B’. Let dψ denote the scalar
part of the projection piψ. Then, for every v ∈ V (t)⊗̂V (s),
piψ(v) = dψ(v)vh⊗̂Fψvh. (114)
Definition 7.5. Let ψ ∈ Ψ. A vector v ∈ wt(−ts) is effective at level ψ if there exists
x ∈ U such that piψ(xv) 6= 0, otherwise v is not effective at level ψ.
Informally, a −ts weight vector is effective at level ψ if any vector in its image under U+
has a nonzero vh⊗̂Fψvh component. A vector which is effective for each ψ is a cyclic vector.
Lemma 7.6. Let ψ1, ψ2, ψ3 ∈ Ψ such that rt(ψ2) < rt(ψ3). Then Fψ1vh⊗̂Fψ2vh is not
effective at level ψ3.
Proof. We consider the actions of U+ and U− on Fψ1vh⊗̂Fψ2vh. Since U+ does not belong
to the Borel subalgebra, the actions of F1 and F2 are only on the first tensor factor. For
some coefficients aψ ∈ Q4, we have
Fi.(F
ψ1vh⊗̂Fψ2vh) =
∑
P (ψ)=P (ψαi )+P (ψ1)
aψF
ψvh⊗̂Fψ2vh.
In addition, there exist coefficients bψ, cψ,∈ Q4[t±1 , t±2 , s±1 , s±2 ] so that
Ei.(F
ψ1vh⊗̂Fψ2vh) =
∑
P (ψ)=−P (ψαi )+P (ψ2)
bψF
ψ1vh⊗̂Fψvh +
∑
P (ψ)=−P (ψαi )+P (ψ1)
cψF
ψvh⊗̂Fψ2vh.
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vh⊗̂vh
vh⊗̂vl
Figure 6. Diagram showing vh⊗̂vl as a homogeneous cyclic vector for the
representation V (t)⊗̂V (s).
In either case, each nonzero component of the resulting expression is a vector Fψvh⊗̂Fψ′vh
with rt(ψ′) ≤ rt(ψ2) < rt(ψ3). Thus, Fψ3vh cannot occur in the second tensor factor from
the action of U+ or U−, and so Fψ1vh⊗̂Fψ2vh is not effective at level ψ3. 
The natural guess for a cyclic generator v˜ ∈ V (t)⊗̂V (s) is vh⊗̂vl; however, it may not be
the case that it generates the entire module. Indeed, multiplication by elements FψEψ
′
on
vh⊗̂vl is given by
FψEψ
′
(vh⊗̂vl) = Fψ(vh⊗̂Eψ′vl) = (Fψvh)⊗̂(Eψ′vl). (115)
An instance of this can be seen in Example 4.2 and the expression vanishes if s1 = ζ. Figure 6
shows the subspace of V (t)⊗̂V (s) generated by vh⊗̂vl under the action of U+, assuming that
it is a cyclic vector. To distinguish diagrams for V (t)⊗̂V (s) from those of V (t), each vertex
is labeled with a , and the multiplicity two weight space is labeled by ⊗. As before,
each edge corresponds to a nonzero matrix element of either E1 or E2. However, in later
diagrams, these may depend on the choice of generator v˜ ∈ wt(−ts). We will assume v˜ is
chosen maximally, in the sense that all possible nonzero matrix elements are present in the
diagram. Since the action of F1 and F2 is independent of the choice of parameters, we do
not include edges corresponding to their action.
Proposition 7.7. The following are equivalent in V (t)⊗̂V (s):
• vh⊗̂vl is a homogeneous cyclic vector
• vh⊗̂vl is effective at level (000)
• s /∈ R.
Proof. The first two statements are seen to be equivalent by considering
{vh⊗̂vl, vh⊗̂E(100)vl, vh⊗̂E(010)vl, vh⊗̂E(110)vl, vh⊗̂E(001)vl, vh⊗̂E(101)vl, vh⊗̂E(011)vl, vh⊗̂E(111)vl}.
As in Lemma 3.7, this is a linearly independent set if and only if
E(111)(vh⊗̂vl) = vh⊗̂Ω 6= 0.
This is equivalent to vh⊗̂vl being a cyclic generator. The latter equivalence follows from
Proposition 3.6, which shows that
E(111)(vh⊗̂vl) = vh⊗̂Ω = −ζ bs1c bs2c bζs1s2c vh ⊗ vh. 
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We outline an informal algorithm which finds a homogeneous cyclic v˜ vector for V (t)⊗̂V (s),
if one exists, or tells one does not exist. This algorithm is a guide for the computations in
Sections 8 and 9.
(1) Suppose v˜ = vh⊗̂vl.
(2) If v˜ is a generator stop, otherwise find the greatest ψ ∈ Ψ such that v˜ is not effective
at level ψ.
(3) If there exists v ∈ wt(−ts) such that v˜+v is effective at levels ψ through (111), then
replace v˜ with v˜+ v and return to (2). Otherwise, v˜ cannot be made into a generator
and the representation is not homogeneous cyclic, stop.
Proposition 7.7 tells us to proceed to step (3) of the algorithm if s belongs to X1,X2 or
X12. Each case corresponds to different levels for which vh⊗̂vl is not effective. Suppose a
representation V (t)⊗̂V (s) is not cyclic and the algorithm produces a vector v˜ which is not
effective at level ψ. The diagram we obtain as a result is similar to the one in Figure 6,
but with some edges, corresponding to the zero actions of E1 and E2, deleted. In contrast
to Figure 4, a disconnected graph implies a direct sum decomposition of the representation.
Moreover, vh⊗̂Fψvh belongs to the head of V (t)⊗̂V (s). The head of V (t)⊗̂V (s) together
with the product ts is enough to determine V (t)⊗̂V (s) up to isomorphism. We will be
able to determine which algebraic sets contain (t, s) from the diagrams we construct in the
following sections, and therefore isomorphism classes of representations V (t)⊗̂V (s).
8. Cyclicity for s ∈ X1 ∪ X2
The cases with s ∈ X1 ∪ X2 are easier to manage than those with s ∈ X12, and so they are
treated first. By the symmetry of the computations in this section, we only show the cases
when s ∈ X1 and when s ∈ R1,2. The conclusion of this section is that if (t, s) belongs
to any of X 21 , X 22 , or R × R1,2 then V (t)⊗̂V (s) is not cyclic. Throughout this section we
assume s21 = 1 unless stated otherwise.
Lemma 8.1. For v˜ to be effective at level (011), the F1vh⊗̂F12F2vh component of v˜ must be
nonzero. Moreover,
d(011)(E1.(F1vh⊗̂F12F2vh)) = s1 bt1c . (116)
Proof. We have already shown that vh⊗̂vl is not a homogeneous cyclic vector. More precisely,
E1(vh⊗̂vl) = vh⊗̂E1vl = −bs1c vh⊗̂F12F2vh = 0,
having referred to Table 1 and as b1c = b−1c = 0. We wish to find a vector v˜ such that E1v˜ is
effective at level (011). It follows from Lemma 7.6 that v˜ must have a nonzero F1vh⊗̂F12F2vh
component. We apply E1 to it, and by equation (142), E1 commutes with F12F2,
E1.(F1vh⊗̂F12F2vh) = bt1s1c vh⊗̂F12F2vh = s1 bt1c vh⊗̂F12F2vh. 
Corollary 8.2. The pair (t, s) is not effective at level (011) if and only if it belongs to X 21 ,
and is not effective at level (101) if and only if it belongs to X 22 .
Let ρB and ρU0 be the projections in U to B and U
0 in the PBW basis, respectively.
Lemma 8.3. Suppose s2 is not a fourth root of unity. Then
d(000)(E1E12E2.(vh⊗̂vl + F1vh⊗̂F12F2vh)) = ζ bs2c bζs2c bt1c , (117)
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E(111)v˜
v˜
(a) X 21
E(111)v˜
v˜
(b) X12 ×R1,2
E(111)v˜
v˜
(c) X 22
Figure 7. Representation graph of V (t)⊗̂V (s) generated by U+ acting on
v˜ ∈ wt(λ) when (t, s), is assumed to be generic, and belongs to the indicated
subset of P2.
and vh⊗̂vl + F1vh⊗̂F12F2vh is an effective vector for level (000) if and only if t /∈ X1.
Proof. By equation (157),
ρU0E12E2F12F2 = −ζ bK2c bζK1K2c
and by equation (152),
E1E12E2F1vh⊗̂F12F2vh = E12E2 bK1c vh⊗̂F12F2vh = −ζ bs2c bζs2c bt1c vh ⊗ vh.
Indeed, when s2 is not a fourth root of unity, effectiveness of F1vh⊗̂F12F2vh at level (000) is
equivalent to t21 6= 1. 
Similarly, if s1 is not a fourth root of unity and s ∈ X2, then vh⊗̂vl + F2vh⊗̂F1F12vh is a
homogeneous cyclic vector if and only if t 6∈ X2. Next, we suppose that both s1 and s2 are
fourth roots of unity which square to 1. The case when s1 and s2 are fourth roots of unity
and exactly one has square −1 is considered in the next section.
Lemma 8.4. Let s ∈ R1,2. The representation V (t)⊗̂V (s) is cyclic if and only if t /∈ R.
Proof. By the above,
vh⊗̂vl + F1vh⊗̂F12F2vh + F2vh⊗̂F1F12vh
is not effective at level (000) under the assumption s ∈ R1,2. Based on the previous com-
putation, effectiveness only needs to be shown at level (000) and only by appending vl⊗̂vh
may we obtain a cyclic vector. By Proposition 3.6,
E(111).(vl⊗̂vh) = Ω⊗̂vh = −ζ bt1c bt2c bζt1t2c vl⊗̂vh.

To summarize the results of this section, we have the following corollary.
Corollary 8.5. If (t, s) belongs to any of X 21 , X 22 , or R×R1,2 then V (t)⊗̂V (s) is not cyclic.
Generically, each of these cases can be illustrated by omissions from the representation graph
of Figure 6, they can be seen in Figure 7.
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9. Cyclicity for s ∈ X12
In addition to the cases considered in Section 8, vh⊗̂vl is not a homogeneous cyclic vector
when (s1s2)
2 = −1. This section requires more work than the last because the computations
involve the multiplicity two weight space occurring at levels (101) and (010). Throughout
this section, we assume that s ∈ X12 unless specified otherwise.
Lemma 9.1. The vector subspace generated by E1E2vh⊗̂vl and E2E1vh⊗̂vl has dimension 1.
Proof. The proof is a computation of the vectors E1E2vl and E2E1vl into simplified terms
which involve only the Fψ, and showing they are multiples of each other. Using Table 1, we
express these vectors in the basis 〈F (101)vh, F (010)vh〉:
E1E2vl = bs2cE1F (110)vh = bs2c (ζs1F (101)vh − bζs1cF (010)vh) = bs2c
[
ζs1
−bζs1c
]
and
E2E1vl = bs1cE2F (011)vh = bs1c (s−12 F (101)vh + bs2cF (010)vh) = bs1c
[
s−12
bs2c
]
.
The linear dependence is exhibited by computing the determinant of the matrix of coeffi-
cients, ignoring scale factors: ∣∣∣∣ ζs1 s2−1−bζs1c bs2c
∣∣∣∣ = bζs1s2c = 0. 
Corollary 9.2. The vectors E(101)vh⊗̂vl and E(011)vh⊗̂vl are zero when s ∈ X12. Hence,
vh⊗̂vl is not effective at the levels (001) and (100).
As in Lemmas 8.3 and 8.4, we determine which −ts weight vectors must be added to vh⊗̂vl
to yield a cyclic vector v˜ and state when no such vectors exist. We first produce a vector
which is effective at either level (101) or (010), and does not belong to the 〈E(101)vh⊗̂vl〉
subspace. Recall that pi denotes the projection to the subspace 〈vh⊗̂Fψvh : ψ ∈ Ψ〉 with
respect to the basis B′.
Definition 9.3. A vector v ∈ wt(−ts) is said to have the spanning property if
span{piE1E2v, piE12v} = span{vh⊗̂F1F2vh, vh⊗̂F12vh}. (118)
We consider four vectors:
F1F2vh⊗̂F1F2vh, F1F2vh⊗̂F12vh, F12vh⊗̂F1F2vh, and F12vh⊗̂F12vh (119)
whose linear combinations are candidates for producing a vector with the spanning property.
We denote the span of these vectors by Λ.
Let ∆/(X12) be the subset of X 212 given by
{(t, s) ∈ X 212 : (t1s1)2 = −1} = {(t, s) ∈ P2 : (t1s1)2 = (t2s2)2 = (t1t2)2 = −1}. (120)
Note that ∆/(X12) is preserved by the action of P on P2 given in (78).
Lemma 9.4. There exists a vector v ∈ Λ effective at either level (101) or (010) if and only
if (t, s) /∈ ∆/(X12).
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Proof. We show that effectiveness of all vectors v ∈ Λ fails if and only if t1s1 ∈ {±i} and
t2s2 ∈ {±i}. We determine when the basis vectors of Λ are all simultaneously ineffective at
levels (101) and (010). We focus on computing the relevant components of these vectors when
acted on by E1E2 and E12. Among the eight vectors to compute, we begin by computing
E1E2F1F2, E1E2F12, E12F1F2, E12F12 and project them via ρU0 . We refer to equations (143),
(144), (147), and (139) to obtain:
ρU0E1E2F1F2 = bK1c bK2c , ρU0E1E2F12 = −bK1cK−12 ,
ρU0E12F1F2 = −ζK−11 bK2c , ρU0E12F12 = bK1K2c .
It follows that for ψ ∈ {(101), (010)}, we have:
dψ(E1E2.(F1F2vh⊗̂Fψvh)) = bζt1s1c bζt2s2c , dψ(E1E2.(F12vh⊗̂Fψvh)) = ζ bζt1s1c (t2s2)−1,
dψ(E12.(F1F2vh⊗̂Fψvh)) = (t1s1)−1 bζt2s2c , dψ(E12.(F12vh⊗̂Fψvh)) = −bt1s1t2s2c .
The vanishing of bζt1s1c and bζt2s2c implies all the above expressions vanish. Thus, all of
the above vectors vanish exactly when (t1s1)
2 = −1 and (t2s2)2 = −1. In which case, all
vectors in Λ are ineffective for levels (101) and (010). Since s ∈ X12, we have proven the
claim. 
Lemma 9.5. There exists v ∈ Λ with the spanning property if and only if
(t1s1)
2 6= −1, (t2s2)2 6= −1, and (t1t2)2 6= 1. (121)
Proof. Let v ∈ Λ be the linear combination with coefficients in Q[t±1 , t±2 , s±1 , s±2 ],
c1F1F2vh⊗̂F1F2vh + c2F1F2vh⊗̂F12vh + c3F12vh⊗̂F1F2vh + c4F12vh⊗̂F12vh.
Let v12 = piE1E2v and v3 = piE12v. The vh⊗̂F1F2vh component of v12 only comes from
c1F1F2vh⊗̂F1F2vh and c3F12vh⊗̂F1F2vh, while its vh⊗̂F12vh component only from c2F1F2vh⊗̂F12vh
and c4F12vh⊗̂F12vh. Similarly for v3. Moreover, each of these components have already been
computed in the proof of Lemma 9.4. In our current notation, we write v12 and v3 as vectors
in the basis 〈vh⊗̂F1F2vh, vh⊗̂F12vh〉:
v12 = bζt1s1c
[
c1 bζt2s2c+ ζc3(t2s2)−1
c2 bζt2s2c+ ζc4(t2s2)−1
]
, v3 =
[
c1(t1s1)
−1 bζt2s2c − c3 bt1s1t2s2c
c2(t1s1)
−1 bζt2s2c − c4 bt1s1t2s2c
]
.
We compute the determinant of the matrix whose columns are the vectors v12 and v3:∣∣v12 v3∣∣ = ∣∣v12 v3 + t1s1v12∣∣ = −ζ bζt1s1c bζt1s1t2s2c bζt2s2c (c1c4 − c2c3). 
The previous lemma has shown the spanning property independently of vh⊗̂vl being present.
By adding other−ts weight vectors to the vectors of Λ just considered, the spanning property
may hold more generally. We proceed by assuming at least one of the conditions in (121) is
not met.
Lemma 9.6. Suppose (t1s1)
2 = −1. There exists v ∈ wt(−ts) with the spanning property
if and only if
(t, s) /∈ ∆/(X12) and either t /∈ X2 or s /∈ R12,2. (122)
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Proof. By Lemma 9.4, we require (t2s2)
2 6= −1 in order for a vector from the subspace Λ to
contribute to the spanning set. Let v12 and v3 be as in the proof of Lemma 9.5. Under the
present assumptions, v12 is zero and under a relabeling
v3 =
[
c1(t1s1)
−1 bζt2s2c − c3 bt1s1t2s2c
c2(t1s1)
−1 bζt2s2c − c4 bt1s1t2s2c
]
=
[
c1 bζt2s2c − c3 bt1s1t2s2c
c2 bζt2s2c − c4 bt1s1t2s2c
]
in the basis 〈vh⊗̂F1F2vh, vh⊗̂F12vh〉.
Together with v3, only the vectors E1E2.(vh⊗̂vl) and piE1E2.(F (010)vh⊗̂F (101)vh) may con-
tribute to the spanning set, as piE1E2.(F
(100)vh⊗̂F (011))vh = 0. More explicitly, by equations
(148) and (140), those vectors are
E1E2.(vh⊗̂vl) = vh⊗̂(E1E2F1F12)F2vh = bs2c
[
ζs1
−bζs1c
]
and
piE1E2(F2vh⊗̂F1F12vh) = piE1 bK2c (vh⊗̂F1F12vh) = bt2s2c
[
ζs1
−bζs1c
]
.
Both of these vectors are zero when s22 = 1 and t
2
2 = 1, in which case span{piE1E2v, piE12v}
is at most 1-dimensional. 
Lemma 9.7. Suppose (t2s2)
2 = −1. There exists v ∈ wt(−ts) with the spanning property
if and only if (t, s) /∈ ∆/(X12).
Proof. By Lemma 9.4, we require (t, s) /∈ ∆/(X12). However, for any such (t, s) it can be
shown that E12.(vh⊗̂vl) is non-zero and forms a spanning set with v12. 
Lemma 9.8. Suppose (t1t2)
2 = 1. There exists v ∈ wt(−ts) with the spanning property if
and only if (t, s) /∈ R1,2 ×R12,2.
Proof. Let v12 and v3 be as above so that
v12 = bζt1s1c
[
c1 bζt2s2c+ ζc3(t2s2)−1
c2 bζt2s2c+ ζc4(t2s2)−1
]
and v3 =
[
c1(t1s1)
−1 bζt2s2c − c3t1t2 bs1s2c
c2(t1s1)
−1 bζt2s2c − c4t1t2 bs1s2c
]
(123)
in the basis 〈vh⊗̂F1F2vh, vh⊗̂F12vh〉. Note that v12 and v3 are linearly dependent, by Lemma
9.5. However, if (t1s1)
2 6= −1, then for any vector w belonging to span{vh⊗̂F1F2vh, vh⊗̂F12vh}
there are choices of ci so that v12 equals to w and similarly for v3. In particular, (t1s1)
2 6= −1
implies v12 and E12.(vh⊗̂vl) form a spanning set shown in the above proof. If (t1s1)2 = −1,
then (t2s2)
2 = 1. According to Lemma 9.6, we then require s22 6= 1 in order to form a
spanning set between v3 and E1E2.(vh⊗̂vl). Hence, there is a spanning set if and only if
(t1s1)
2 6= −1 or s22 6= 1. 
Corollary 9.9. If (t, s) belongs to ∆/(X12) or X2×R12,2 then (t, s) is not homogeneous cyclic.
Assuming that we have appended a vector v˜ which generates the subspace 〈vh⊗̂F1F2vh, vh⊗̂F12vh〉,
it remains to show that v˜ recovers the entire module. As noted in Corollary 9.2,
E(110)(vh⊗̂vl) = E(011)(vh⊗̂vl) = 0.
As such we may neglect the vh⊗̂vl component of the cyclic vector at this point. In fact, the
vectors F1vh⊗̂F12F2vh and F2vh⊗̂F1F12vh do not contribute to effectiveness beyond levels
36 MATTHEW HARPER
E(111)v˜
v˜
(a) X2 ×R12,2
E(111)v˜
v˜
(b) ∆/(X12)
Figure 8. Representation graph of V (t)⊗̂V (s) generated by U+ acting on
v˜ ∈ wt(λ) when (t, s), is assumed to be generic, and belongs to the indicated
subset of P2.
(101) and (010). We move our attention to effectiveness at levels (001) and (100). We first
determine whether F1F12vh⊗̂F2vh and F12F2vh⊗̂F1vh are effective before considering vectors
in Λ.
Lemma 9.10. The vector F1F12vh⊗̂F2vh is effective at level (001) if and only if
(t1s1)
2 6= −1 and (t1t2)2 6= −1, (124)
and F12F2vh⊗̂F1vh is effective at level (100) if and only if
(t2s2)
2 6= −1 and (t1t2)2 6= −1. (125)
Proof. First, we find ρU0E1E12F1F12 given by equations (151), (139), and (144),
ρU0E1E12F1F12 = ρU0((E12 bζK1c+ E1E2K−11 )F12) = −ζ bK1c bζK1K2c .
Therefore, d(001)(E1E12.(F1F12vh⊗̂F2vh)) = −ζ bζt1s1c bt1s1t2s2c. Hence, F1F12vh⊗̂F2vh is
effective if and only if (t1s1)
2 6= −1 and (t1t2)2 6= −1. A similar computation shows
d(100)(E12E2.(F12F2vh⊗̂F1vh)) = −ζ bζt2s2c bt1s1t2s2c . 
Lemma 9.11. There does not exist a vector effective for levels (100) and (001) if and only
if (t, s) ∈ X 212.
Proof. After Lemma 9.10, it remains to compute the actions of E1E12 and E12E2 on F
ψvh⊗̂Fψ′vh
for ψ, ψ′ ∈ {(101), (010)}. We compute by equations (153) and (154):
ρBE1E12F1F2 = −ζE1 bK1K2c , ρBE1E12F12 = E1 bK1K2c .
By equations (149) and (150),
ρBE12E2F1F2 = 0 ρBE12E2F12 = ζE2 bK1K2c .
Observe that for each ψ ∈ {(101), (010)},
bK1K2c (vh⊗̂Fψ′vh) = −bt1s1t2s2c vh⊗̂Fψ′vh.
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E(111)v˜
v˜
(a) X 212
Figure 9. Representation graph of V (t)⊗̂V (s) generated by U+ acting on
v˜ ∈ wt(λ) when (t, s), is assumed to be generic, and belongs to the indicated
subset of P2.
and each action is zero exactly when (t1t2)
2 = −1, in which case there is no effective vector in
Λ. If t ∈ X12, by Lemma 9.10, the vectors F1F12⊗̂F2vh and F12F2vh⊗̂F1vh are also ineffective
for levels (100) and (001). This proves the claim. 
Corollary 9.12. The representation V (t)⊗̂V (s) is not homogeneous cyclic due to ineffec-
tiveness at levels (100) and (001) if and only if (t, s) ∈ X 212.
Lastly, we investigate the vh⊗̂vh level by considering the action of E(111).
Lemma 9.13. We have the following equalities:
d(000)(E
(111).(F1F2vh⊗̂F1F2)) = −bt1s1c bs2c bζs1t2s2c (126)
d(000)(E
(111).(F1F2vh⊗̂F12)) = s1 bt1s1c bt2c (127)
d(000)(E
(111).(F12vh⊗̂F1F2)) = −s1s2 bs2c (bs1c bζt1t2c − bt1s1c t−12 ) (128)
d(000)(E
(111).(F12vh⊗̂F12)) = s1 bζt1t2c bs1c − ζ bs1s2c bt1s1c t−12 s−12 (129)
d(000)(E
(111).(F1F12vh⊗̂F2)) = s1s2 bs2c bt1t2c bt1s1c (130)
d(000)(E
(111).(F12F2vh⊗̂F1)) = ζs1s2 bs1c bt1t2c bt2s2c . (131)
Proof. We compute by equations (155), (156), (152), and (150),
ρBE1E12E2F1F2 = −ζE1E2 bζK1cK2 + E12 bζK1c bK2c
ρBE1E12E2F12 = ζE1E2 bK1K2c − E12 bζK1cK−12
ρBE1E12E2F1F12 = −ζE2 bK1K2c bζK1c
ρBE1E12E2F12F2 = E1 bK1K2c bζK2c .
We include the first computation here, the others are similar:
d(000)(E
(111).(F1F2vh⊗̂F1F2vh)) = (bs1c bs2c) bt1s1c (t2s2)− ζ(s−11 bs2c) bt1s1c b−ζt2s2c
= −ζs1s2 bt1s1c bs2c bt2c . 
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Corollary 9.14. The representation V (t)⊗̂V (s) is not effective for level (000) if and only
if (t, s) belongs to any of X1 ×R1,12, ∆̂(X12), X2 ×R12,2, or R1,2 ×X12.
Proof. Recall the underlying assumption that (s1s2)
2 = −1. Proposition 3.6 implies that
vl⊗̂vh is not effective for level (000) if and only if
(t1s1)
2 = 1, (t2s2)
2 = 1, or (t1t2)
2 = 1.
We assume at least one such equality holds, otherwise vl⊗̂vh can be taken as a non-zero com-
ponent of v˜ to produce a vector effective at level (000). The vectors considered in Lemma
9.13 may be used as a nonzero component of v˜. We determine when these vectors are all
ineffective.
Suppose only (t1s1)
2 = 1 then F12vh⊗̂F1F2vh, F12vh⊗̂F12vh, and F12F2vh⊗̂F1vh are effective
at level (000). Observe that
d(000)E
(111).(F12vh⊗̂F12vh) = 0
only if s21 = 1 or (t2s2)
2 = 1. We assume s21 = 1, which implies t
2
1 = 1 and s
2
2 = −1, and all
vectors vanish. Hence, each (t, s) ∈ X1 ×R1,12 is not effective at level (000).
If (t1s1)
2 = 1 and (t2s2)
2 = 1, then (t1t2)
2 = −1 and all vectors are zero. Thus, each
(t, s) ∈ ∆̂(X12) is not effective at level (000).
If we allow only (t2s2)
2 = 1, then d(000)(E
(111).(F1F2vh⊗̂F12vh)) vanishes only if t22 = 1. Thus,
s22 = 1 and s
2
1 = −1. At this stage, all vectors vanish. Hence, a pair (t, s) ∈ X2 × R12,2 is
not effective.
So far we have not considered the t1t2. Thus, we assume only (t1t2)
2 = 1. Again, F1F2vh⊗̂F12vh
vanishes only if t22 = 1. Assuming this, then t
2
1 = 1 and all vectors vanish. Therefore, if
(t, s) ∈ R1,2 × X12. then V (t)⊗̂V (s) does not have a vector effective at level (000). This
proves the claim. 
10. The Cyclicity Theorem and Transfer Principle
We have considered each of the cases identified in Proposition 7.7. Gathering the results
of Corollaries 8.2, 8.5, 9.9, 9.12, and 9.14 we may concisely characterize the existence of a
homogeneous cyclic vector and the transfer principle.
Definition 10.1. The acyclicity locus A is defined to the subset of P2 for which V (t)⊗V (s)
is not homogeneous cyclic.
Theorem 1.8 (Homogeneous Cyclic Tensor Product Representations). The acyclicity locus
A ⊆ P2 is given by
X 21 ∪ X 22 ∪ X 212 ∪ (X12 ×R1,2) ∪ (R1,2 ×X12). (20)
Note that A can be partitioned according to the intersections of its defining varieties, with
the exception of ∆̂(X12). Recall that Figure 1 gives an illustration of these inclusions. We
define a stratification of A according to these inclusions.
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E(111)v˜
v˜
(a) X1 ×R1,12
E(111)v˜
v˜
(b) ∆̂(X12)
E(111)v˜
v˜
(c) R1,2 ×X12
Figure 10. Representation graph of V (t)⊗̂V (s) generated by U+ acting on
v˜ ∈ wt(λ) when (t, s), is assumed to be generic, and belongs to the indicated
subset of P2.
Definition 10.2. The cyclicity stratification of P2 is defined by the filtration
P20 ⊂ P21 = A ⊂ P22 = P2, (132)
with
P20 = R21,2∪R21,12∪R212,2∪ ∆̂(X12)∪ ((R1,12∪R12,2)×R1,2)∪ (R1,2× (R1,12∪R12,2)) (133)
Remark 10.3. The maximal irreducible subspace generated by some v˜ ∈ wt(−ts) for
(t, s) ∈ X 212 ∪ (X12 ×R1,2) ∪ (R1,2 ×X12) (134)
has two highest weight vectors as seen in Figures 7b, 8b, and 10c.
Remark 10.4. Non-degenerate implies homogeneous cyclic, with a homogeneous cyclic vec-
tor given by summing appropriate −ts weight vectors from each direct summand.
Definition 10.5. A transfer is an isomorphism of representations determined by the action
of λ on (t, s),
V (t)⊗ V (s) ∼= V (λt)⊗ V (λ−1s). (135)
A transfer is called trivial if λ ∈ R1,2. If λ = t−1s acts on (t, s) then the transfer is called
a swap.
We group the defining subsets of P20 and P21 so that they are preserved by swaps, and we
refer to the resulting subsets as symmetrized. That is to say, we identify
(R1,12 ×R1,2) ∪ (R1,2 ×R1,12) and (R12,2 ×R1,2) ∪ (R1,2 ×R12,2) (136)
as two, rather than four, algebraic sets in order to be preserved under swaps.
Corollary 10.6. If (t, s) ∈ P2 \ A and its image under λ also belongs to P2 \ A, then λ
determines a transfer.
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Theorem 1.9 (Transfer Principle). Suppose (t, s) belongs to a symmetrized subset in the
n-stratum. Then
V (t)⊗ V (s) ∼= V (λt)⊗ V (λ−1s) (25)
if and only if λ.(t, s) belongs to the same symmetrized subset in the n-stratum.
Proof. The n = 2 case implies V (t)⊗̂V (s) is a homogeneous cyclic representation. This case
is a restatement of Lemma 7.2 and Corollary 10.6.
Suppose n = 1. Figures 7c, 7a, 7b, 10c, and 9a show that X 21 , X 22 , X 212, and (X12 ×R1,2) ∪
(R1,2×X12) determine non-isomorphic representations. These representations are generated
by two or three vectors whose weights are determined by −ts, the weight of v˜. Since −ts
and the representation diagram are invariant under some λ ∈ P , such a λ determines a
transfer. Note that the representation diagrams for ∆/(X12) are different from those of X 212,
see Figure 8b, but ∆/(X12) ⊆ X 212 is preserved by λ.
In the n = 0 case, we only need to consider trivial transfers and swaps on P20 . However, the
same argument applies. 
Appendix A. Commutation Relations
In this section we gather the general computations used throughout the paper.
[E1, F12] = ζF2K1 (137)
[E2, F12] = −F1K−12 (138)
[E12, F12] = bK1K2c (139)
[E1, F1F12] = ζF1F2K1 − F12 bζK1c (140)
[E2, F1F12] = 0 (141)
[E1, F12F2] = 0 (142)
[E1E2, F1F2] = bK1c bK2c+ F2E2 bK1c+ F1E1 bK2c (143)
[E1E2, F12] = F2E2K1 − (F1E1 + bK1c)K−12 (144)
[E12, F1] = E2K
−1
1 (145)
[E12, F2] = ζE1K2 (146)
[E12, F1F2] = ζF1E1K2 − ζ(bK2c+ F2E2)K−11 (147)
[E1E2, F1F12] = F1F2E2K1 − F12E2 bK1c (148)
[E12E2, F1F2] = −ζF1E1E2K2 + F1E12 bK2c (149)
E12E2F12 = E12(F12E2 − F1K−12 ) (150)
= F12E12E2 + bK1K2cE2 − (F1E12 + E2K−11 )K−12
= F12E12E2 + E2 bζK1K2c − F1E12K−12 − E2K−11 K−12
[E1E12, F1] = E12 bζK1c+ E1E2K−11 (151)
[E1E12E2, F1] = E12E2 bK1c (152)
[E1E12, F1F2] = −F2E12 bK1c − ζF2E1E2K−11 − ζE1 bK1K2c (153)
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[E1E12, F12] = −F2E12K1 + E1 bK1K2c (154)
[E1E12E2, F1F2] = F2E12E2 bζK1c − ζE1E2 bζK1cK2 (155)
+ E12 bζK1c bK2c+ F1E1E12 bK2c
E1E12E2F12 = E1(F12E12E2 + E2 bζK1K2c − F1E12K−12 − E2K−11 K−12 ) (156)
= F12E1E12E2 + ζF2E12E2K1 + E1E2 bζK1K2c
− E1E2K−11 K−12 − F1E1E12K−12 − E12 bζK1cK−12
E12E2F12F2 = (F12E12E2 + E2 bζK1K2c − F1E12K−12 − E2K−11 K−12 )F2 (157)
= F12E12(F2E2 + bK2c) + E2F2 bK1K2c+ F1E12F2K−12 − ζE2F2K−11 K−12
= F12F2E12E2 + ζF12E1E2K2 + F12E12 bK2c+ F2E2 bK1K2c+ bK2c bK1K2c
+ F1F2E12K
−1
2 + ζF1E1 − ζF2E2 − ζ bK2cK−11 K−12
Appendix B. The Ind Functor
In this appendix we define a general induced module. This construction is used to study
tensor products of V (t) for U and sets the foundation for proving Theorem 1.4.
Definition B.1. Let A be an algebra and B ⊆ A a subalgebra. Define IndAB : B-mod →
A-mod the induction functor on B-modules by
M 7→ IndAB(M) := A⊗B M = A⊗M/〈ab⊗m− a⊗ b.m : a ∈ A, b ∈ B,m ∈M〉. (158)
Then IndAB(M) is indeed an A-module, with action given by multiplication in the left tensor
factor. On B-equivariant maps, IndAB produces an A-equivariant map:
f ∈ HomB(M,N) 7→ IndAB(f) := idA ⊗ f ∈ Hom(IndAB(M), IndAB(N)). (159)
The A-equivariance of IndAB(f) is straightforward to verify.
Consider the B-modules M and N , with B a sub-bialgebra of a bialgebra A. There are two
types of induced representations on the tensor product of M and N , namely
IndAB(M)⊗ IndAB(N) = (A⊗B M)⊗ (A⊗B N) (160)
and
IndAB(M ⊗ IndAB(N)) = A⊗B (M ⊗ (A⊗B N)). (161)
Since IndAB(M)⊗IndAB(N) is a tensor product of A-modules, A acts via the coproduct action.
Whereas A acts by left multiplication on IndAB(M ⊗ IndAB(N)), only elements of B pass to
M ⊗ IndAB(N) which then utilize the coproduct.
Lemma B.2. Let A be a Hopf algebra and M an A-module. Define
θ : A⊗M → A⊗M (162)
a⊗m 7→ a′ ⊗ S(a′′)m,
under the implied summation convention. Then the map θ is an isomorphism with inverse
θ−1(a⊗m) = a′ ⊗ a′′m.
42 MATTHEW HARPER
Remark B.3. Note that θ satisfies the following commutative diagram.
A⊗M A⊗M
A⊗M A⊗M
θ
L∆(x) Lx⊗id
θ
Here L∆(x) denotes left multiplication of x
′ ⊗ x′′ on the tensor product, and Lx is left multi-
plication by x.
Proposition B.4. Let A be a Hopf algebra, B ⊆ A a subalgebra, and M a B-module. Define
Θ : IndAB(M)⊗ IndAB(N)→ IndAB(M ⊗ IndAB(N)) (163)
[a1 ⊗B m]⊗ [a2 ⊗B n] 7→ [a′1 ⊗B (m⊗ [S(a′′1)a2 ⊗B n])],
under the implied summation convention. Then Θ defines a natural isomorphism of A-
modules with inverse
Θ−1 ([a1 ⊗B (m⊗ [a2 ⊗B n])]) = [a′1 ⊗B m]⊗ [a′′1a2 ⊗B n]. (164)
Proof. It is left to the reader to check that Θ and Θ−1 are indeed inverses. Observe that
IndAB(M)⊗ IndAB(N) ∼= (A⊗M)⊗ (A⊗N)/R1
with
R1 = 〈(a1b1⊗m)⊗(a2b2⊗n)−(a1⊗b1.m)⊗(a2⊗b2.n) : a1, a2 ∈ A, b1, b2 ∈ B,m ∈M,n ∈ N〉
and
IndAB(M ⊗ IndAB(N)) ∼= A⊗ (M ⊗ (A⊗N)/R2
with
R2 = 〈a1b1⊗(m⊗(a2b2⊗n))−a1⊗(b′1.m⊗(b′′1a2⊗b2.n)) : a1, a2 ∈ A, b1, b2 ∈ B,m ∈M,n ∈ N〉.
We prove well definedness by showing that Θ and Θ−1 sends two representatives of the same
class to the same class:
Θ([a1b1 ⊗B m]⊗ [a2b2 ⊗B n]− [a1 ⊗B b1.m]⊗ [a2 ⊗B b2.n])
= [(a1b1)
′ ⊗B (m⊗ [S((a1b1)′′)a2b2 ⊗B n])]− [a′1 ⊗B (b1.m⊗ [S(a′′1)a2 ⊗B b2.n])]
= [a′1b1 ⊗B (m⊗ [(S(b′′′1 )S(a′′1)a2)b2 ⊗B n])]− [a′1 ⊗B (b′1.m⊗ [b′′1(S(b′′′1 )S(a′′1)a2)⊗B b2.n])]
= 0
and
Θ−1([a1b1 ⊗B (m⊗ [a2b2 ⊗B n])]− [a1 ⊗B (b′1.m⊗ [b′′1a2 ⊗B b2.n])])
= [(a1b1)
′ ⊗B m]⊗ [(a1b1)′′a2b2 ⊗B n)]− [a′1 ⊗B b′1.m]⊗ [(a1b1)′′a2 ⊗B b2.n]
= 0.
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It now remains to show commutativity of the following diagram for any choice ofB-equivariant
maps f : M →M ′ and g : N → N ′.
IndAB(M)⊗ IndAB(N) IndAB(M ⊗ IndAB(N))
IndAB(M
′)⊗ IndAB(N ′) IndAB(M ′ ⊗ IndAB(N ′))
Θ
IndAB(f)⊗IndAB(g) IndAB(f⊗IndAB(g))
Θ
We compute
IndAB(f ⊗ IndAB(g)) ◦Θ((a1 ⊗m)⊗ (a2 ⊗ n)) = a′1 ⊗ (f(m)⊗ S(a′′1)a2 ⊗ g(n)),
which agrees with
Θ ◦ (IndAB(f)⊗ IndAB(g))((a1 ⊗m)⊗ (a2 ⊗ n)) = Θ((a1 ⊗ f(m))⊗ (a2 ⊗ g(n))).
Hence, proving the proposition. 
Appendix C. Results for U ζ(sl2)
Here, we prove results for irreducibility and cyclicity of the representations V (t) and V (t)⊗2
of U ζ(sl2) using the methods developed for U ζ(sl3). A summary of these properties are given
at the end of this section. We will use the language from Sections 2 and 7. In this section,
let P be the group of characters on U0, which is isomorphic to C×.
Definition C.1. The 2-dimensional representation V (t) is defined on generators by:
E =
[
0 btc
0 0
]
, F =
[
0 0
1 0
]
, K =
[
t 0
0 −t
]
(165)
expressed in the standard basis (vh, v1) = (vh, Fvh).
Proposition C.2. The representation V (t) is irreducible if and only if t2 6= 1.
Proof. We compute Ω = EFvh = btc vh. This vector vanishes when t2 = 1. 
Theorem C.3 ([Oht02]). The tensor product of irreducible representations decomposes as
a direct sum of irreducible representations according to
V (t)⊗ V (s) ∼= V (ts)⊕ V (−ts). (166)
A basis of V (t)⊗ V (s) which determines a basis of V (ts)⊕ V (−ts) is
(vh ⊗ vh,∆(F )vh ⊗ vh,∆(E)v1 ⊗ v1, v1 ⊗ v1). (167)
This basis can be found in Appendix A.3 of [Oht02]. Let
I = {(t, s) ∈ P2 : (ts)2 = 1} and X1 = {t ∈ P : t2 = 1}. (168)
The direct sum decomposition holds for some representations which are not necessarily ir-
reducible. The following is a refinement of Theorem C.3, as t and s are not assumed to be
generic.
Proposition C.4. The tensor decomposition in (166) holds if and only if
(t, s) ∈ (P2 \ I) ∪ X 21 . (169)
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Proof. Since
∆(F )vh ⊗ vh = Fvh ⊗ vh +K−1vh ⊗ Fvh = v1 ⊗ vh + t−1vh ⊗ v1
and
∆(E)v1 ⊗ v1 = Ev1 ⊗Kv1 + v1 ⊗ Ev1 = −btc svh ⊗ v1 + bsc v1 ⊗ vh,
the vectors in (167) do not form a basis either when (t, s) ∈ X1 so that ∆(E)v1⊗v1 vanishes,
or when (t, s) ∈ I so that the vectors ∆(E)v1 ⊗ v1 and ∆(F )vh ⊗ vh are linearly dependent.
We consider each case separately.
If ∆(E)v1 ⊗ v1 = 0, then any combination of vh ⊗ v1 and v1 ⊗ vh which is linearly indepen-
dent from ∆(F )vh ⊗ vh can be used in place of ∆(E)v1 ⊗ v1 in (167). Thus, proving the
isomorphism in (166) for (t, s) ∈ X1.
In the latter case, let (t, s) ∈ I \ X1. Assume V (t) ⊗ V (s) ∼= W1 ⊕W2, and W1 contains
∆(F )vh ⊗ vh 6= 0. Since ∆(E)v1 ⊗ v1 6= 0 and is proportional to ∆(F )vh ⊗ vh, both vh ⊗ vh
and v1 ⊗ v1 belong to W1. Thus W1 is at least 3-dimensional. Consider any vector v in the
−ts weight space. Then v can be expressed as a linear combination of ∆(F )vh ⊗ vh and
v1 ⊗ vh, and
∆(F )v ∈ 〈∆(F )v1 ⊗ vh〉 = 〈v1 ⊗ v1〉 ⊆ W1.
Thus, v ∈ W1; and in particular, v1 ⊗ vh belongs to W1. Therefore, V (t) ⊗ V (s) ∼= W1 is
indecomposable for (t, s) ∈ I \ X1. 
Let V (t)⊗̂V (s) denote the induced representation IndUζ(sl2)B
(
Vt ⊗ IndUζ(sl2)B (Vs)
)
. Using the
methods of Section 7, we determine the existence of a cyclic vector for V (t)⊗̂V (s). In this
case vh⊗̂vl = vh⊗̂v1.
Proposition C.5. The following are equivalent in V (t)⊗̂V (s):
• vh⊗̂vl is a homogeneous cyclic vector
• s /∈ X1.
Proof. It is enough to compute Evh⊗̂vl = vh⊗̂Evl = bsc vh⊗̂vh. 
Proposition C.6. Suppose s ∈ X1. There exists a homogeneous cyclic vector for V (t)⊗̂V (s)
if and only if t /∈ X1.
Proof. A generating vector must have weight −ts and we have already proven that vh ⊗ vl
is not sufficient for cyclicity under the present assumptions. Thus, we compute
Evl⊗̂vh = btsc vh⊗̂vh = s btc vh⊗̂vh.
This shows vl⊗̂vh + vh⊗̂vl is a generating vector for V (t)⊗̂V (s) if and only if t 6∈ X1. 
Corollary C.7. The acyclicity locus is A = X 21 .
Corollary C.8. The representations V (t) ⊗ V (t−1) for t /∈ X1 are homogeneous cyclic,
reducible, and indecomposable.
We plot the acyclicity locus, denoted by circles, and the curves ts = 1 and ts = −1 in Figure
11 below. The other curves drawn denote single isomorphism classes of representations. It
is enough to plot only the first and second quadrants by considering sign transfers. Each
curve ts = c for c2 6= 1 corresponds to an isomorphism class of V (t)⊗̂V (s). If c2 = 1, then
VERMA MODULES OVER RESTRICTED QUANTUM sl3 AT A FOURTH ROOT OF UNITY 45
each curve ts = c determines an isomorphism class of V (t)⊗̂V (s) for s2 6= 1. Each point
along the curve s = |t| determines a unique decomposable tensor product representation.
On the other hand, each point on the curve s = c determines a unique homogeneous cyclic
representation whenever c2 6= 1.
t
s
1-1
1
Figure 11. Isomorphism classes of representations V (t)⊗ V (s).
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