A new design of a head-mounted optical see-through light field display based on integral imaging is proposed to achieve both a wide see-through view and a high resolution light field display over a large depth volume. The design, which incorporates custom-designed freeform optics, a tunable lens and an aperture array, offers a true 3D display view of 30° by 18° in horizontal and vertical directions, respectively, and a crosstalk-free eyebox of 6mm by 6mm. Owning to the capability of dynamically tuning the position of the central depth plane using the tunable lens, the virtual display is able to render the light field of a true 3D scene and maintains the spatial resolution of 3 arc minutes across a depth range of over 3 diopters. Due to the unique design of the freeform eyepiece, the see-through optics provides a field of view of 65° by 40° with an angular resolution as high as 0.5 arc minutes and very low distortion to the see-through view.
INTRODUCTION
Conventional stereoscopic displays lack the ability to correctly render focus cues, including accommodation and retinal blur effects, by merely presenting a pair of stereoscopic images with binocular disparities and other pictorial depth cues on a fixed image plane. These displays thus force an unnatural decoupling of the accommodation and convergence cues and induce a fundamental problem sometimes referred to as vergence-accommodation conflict (VAC), which might lead to various visual artifacts such as distorted depth perception and visual fatigue 1, 2 . Along with the rapid development in the display industry, several display methods that are potentially capable of resolving the VAC problem have been demonstrated, including holographic displays 3 , volumetric displays 4, 5 , multi-focal plane displays [6] [7] [8] [9] , and light field displays [10] [11] [12] [13] [14] [15] . Among these methods, integral-imaging-based (InI-based) light field display method is considered as one of the most promising 3D display techniques which allow the reconstruction of the full parallax of a 3D scene seen from a predesigned viewing window. By integrating the InI-based light field display with an optical see-through headmounted-display (OST-HMD) system, some of the pioneering works have already demonstrated the potential of creating a true 3D augmented-reality (AR) display 14, 15 . However, depending on the display scheme adopted, the conventional micro-InI display method suffers from several major limitations such as a narrow depth of field (DOF) for maintaining a decent spatial resolution of the 3D scene 14 , or constant but low spatial resolution over a long DOF 15 due to the diffraction and defocus effect of the modulating element (microlens array or pinhole array). Besides, most of the conventional micro-InI display method is limited to a relatively small viewing window due to the crosstalk between the neighboring elemental images (EIs). It remains to be a challenge of creating a lightweight and compact OST-HMD solution that is invulnerable to the VAC problem.
In this paper, we present a novel design of a high-performance InI-based light field OST-HMD system by customdesigning the entire optical system with the emerging technology of freeform optics. This new optical architecture can offer a design framework for an InI-based see-through true 3D light field display. The rest of the paper is structured as follows. The overall optical system design, including optical layout and specifications, is described in Section 2; and the system performance, including the MTF and distortion grid, is presented in Section 3.
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SYSTEM DESIGN
In a conventional integral-imaging based light field augmented reality display 14, 15 , the reconstructed 3D scene formed by a micro-InI unit consisting of a high-resolution micro-display and a microlens array (MLA) is directly coupled into and magnified by an eyepiece for viewing, as shown in Fig. 1 . By carefully arranging the EIs on the display panel, the ray bundles of the pixels will intersect at certain depths through its corresponding MLA and integrally create the perception of a 3D scene where target points at different depths could be reconstructed (eg. point A and B in Fig. 1 ) and so do their virtual images (eg. point A' and B' in Fig. 1 ). Such a configuration allows the reconstruction of a 3D surface shape with parallax information in both horizontal and vertical directions, and has the potential to provide a large 3D volume (FOV by depth) with high spatial resolution. However, there still exist several limitations of the prior arts. First, although with the benefits of HMD viewing optics magnification, a relatively narrow depth range is adequate for the intermediate 3D scene reconstructed by the micro-InI unit to produce a perceived 3D volume spanning a large depth range, it is still difficult to maintain a relatively high spatial resolution of the scene over such a depth range due to the defocus and diffraction effect of the MLA. The spatial resolution of the reconstructed 3D scene quickly degrades three to five times in the edge of a depth range around 3 diopters to that in the center, which will significantly reduce the displayed image contrast. Secondly, the viewing window, or viewing zone of an InI-HMD is well restrained to minimize the crosstalk between the neighboring elemental images on the micro-display due to the very nature of the InI display. The size of a cross-talk-free viewing zone is much smaller than that of conventional HMDs of similar eyepiece and thus will largely compromise the viewing experience. The proposed system is based on the concept of an integral-imaging based light field that incorporates a tunable lens to extend the DOF without sacrificing the spatial resolution and an aperture array to reduce the crosstalk, or equivalently expand the viewing window 16 . Although the prototype successfully demonstrated the potential capability of improving the optical performance of an In-HMD system, its off-the-shelf optics can only offer acceptable image quality over a very narrow field of view (FOV) besides its bulkiness and lack of see-through view. Such a prototype therefore could not be directly implemented into an AR system that meets the requirement of today's market. A novel design that is able to provide a high image quality yet compact solution with see-through function is necessary.
Based on the trade-off analysis in 17 , we set the view density of our light field 3D system to be 0.4mm -2 , which corresponds to a total of 2 by 2 views encircled by a 3.5 mm pupil, to obtain a good balance among the factors of the limiting spatial resolution, DOF, and eye accommodation error. To further allow for the eye movement in viewing the display, a larger viewing window of 6mm by 6mm was created. As a result, a total of 3 by 3 views will be rendered by the prototype system for each point of a 3D scene, though at any time about 4 views are received by a 3.5mm eye pupil. The MLA, consisting of 17 by 9 lenslets, was designed to offer an equivalent focal length of 3.5mm, a lens pitch of 1mm, and a transverse magnification of 3 which equals to the number of views in one direction. When combined with a 0.7" state-of-art OLED micro-display panel offering an 8-μm pixel pitch and a total of 1920 by 1080 color pixels, each lenslet of the MLA a spatial resolution of about 24μm for the micro-InI unit. Furthermore, the cutoff resolution of the system, corresponding to the visual angle of one pixel on the microdisplay, is around 3 arc minutes (arcmins) in visual space and the total display FOV of 30° by 18° in horizontal and vertical directions, respectively. Optotune® EL-10-30 is chosen as the tunable lens which is capable of adjusting its optical power by 12 diopters that easily covers the tunable range required in this design for the virtual image from 0 diopter (infinity) to 3 diopters (0.33m). oz Figure 2 shows the layout of display path of the system for both eyes fitted onto a human head of average size. The system is with a volume of about 200mm (width) by 80mm (depth) by 40mm (height) and an eye clearance larger than 20mm. As shown in Fig. 2 , the display system could be easily mounted onto viewer's head with no obstruction. The system mainly consists of three key parts, I) micro-INI unit, II) tunable relay group, and III) freeform prism. In the following paragraphs each of these three key parts is explained in detail.
I) The micro-InI unit, including a high-resolution microdisplay, a custom-designed aspherical MLA, and a custom aperture array, renders the 3D light fields of a reconstructed scene. Specifically, a set of 2D EIs, each representing a different perspective of a 3D scene, are displayed on the high-resolution microdisplay. Through the MLA, each EI works as a spatially-incoherent object and the conical ray bundles emitted by the pixels in the EIs intersect and integrally create the perception of a 3D scene that appears to emit light and occupy the 3D space. The aperture array on the other hand helps reduce the crosstalk for any EI by blocking the rays from its neighboring EIs entering into its corresponding lenslet in the MLA.
II) The tunable relay group, mainly made of 4 stock spherical lenses with an Optotune® EL-10-30 tunable lens sandwiched inside, relays and adjusts the axial positions of the intermediate images of the reconstructed targets for DOF extension without compromising spatial resolution. The optical model of the tunable lens of chosen is integrated in the design for better accuracy.
III) The prism formed by 4 freeform surfaces denoted as S1 to S4, magnifies the intermediate images of the reconstructed targets and projects the light toward the exit pupil, or the viewing window, at which a viewer sees the magnified 3D scene reconstruction. Unlike most of the previous freeform eyepiece designs where the freeform prism solely acts as the function of eyepiece for magnifying a 2D image 14, 15, 18 , in the proposed design we integrated part of the rear relay lenses with the eyepiece as a whole piece. Under such circumstances, S1 and S2 can be thought of being a part of the relay group and the intermediate images of the reconstructed targets will be formed inside the prism, which will then be magnified through multiple reflections and refraction by S3 and S4 to create virtual images of the reconstructed targets overlaying the see-through view. Such a configuration significantly lowers the total number of the optical elements needed for the relay group, which helps to reduce the complexity of mechanical mount of the whole system, and improves the overall optical performance. Also, by extending the overall folded optical path inside of the freeform prism, the see-through FOV could be greatly expanded. Figure 3 shows the cross-section view of the see-through path of the HMD with a matching compensator attached to the aforementioned prism. By properly generating the connecting surface between S2 and S4, we can achieve an undistorted, high-fidelity see-through view that almost doubles the horizontal FOV, when compared to the conventional prism design simply using S4 as the see-through window, without increasing the overall thickness of the prisms. The proposed system yields a see-through FOV of 65° by 40° in horizontal and vertical directions, respectively. The optical system design of the proposed InI-HMD system was very challenging due to not only the complexity of the optics layout but also due to the requirements for optimizing the optical performance of light field rendering across a large FOV, depth range, and viewing window. In order to achieve a high performance of the display path, the micro-InI unit should be optimized along with the relay group and the eyepiece. Under such circumstances, the whole design needs to be split into a series of sub configurations, each of which represents the ray paths of different sampled field points from a single EI on the microdisplay passing through the corresponding lenslet in the MLA as well as the remaining optical elements. The multi-configuration design will not only largely change the forms of the constraints but also inevitably increase the overall complexity of the optical design due to the large number of rays traced. As a result, Fig. 2 shows the optical layout of the optimization results. Figure 4 shows the design of mechanic mount for the proposed system, where Fig. 4(a) shows the basic mechanical set of prism and lens mounts for one side of the system, and Fig. 4(b) further shows how this mechanical set would be fixed onto the frame for head-mounted-display purpose. A tolerance analysis indicates that the design itself has relatively low demand upon the optomechanics, so most of the mechanical mounts could be 3D printed. 
SYSTEM PERFORMANCE
As mentioned in Section 2, the display path of the design needs to be split into multi-configuration setup for each of the EIs. As a result, the MTF is ought to be evaluated separately for each of the EIs. Figure 5 (a) to 5(c) plotted the display MTFs of 9 sampled viewing directions covering the full viewing window of the central EI with a virtual image at depth of 3, 2 and 0 diopters, respectively, with the tunable lens tuned at its optimum optical power associated with the corresponding depth of the virtual image. The MTFs are mapped in accordance with CDP (or equivalently, microdisplay panel applied with the magnification of MLA) as it is what is perceived by the viewer rather than the microdisplay panel so that the Nyquist frequency in the same scale as in Fig. 5(a) to 5(c) corresponds to 20.83 cycles/mm. It could be observed that for the central EI, the MTF is above 0.4 at the Nyquist frequency through the 3 diopters range of the depth. For across the full display FOV, the MTF is above 0.2 at the Nyquist frequency through the 3 diopters range of the depth. Figure 5 (d) further plotted the distortion grid of the display path covering the full display FOV by emerging the data from each of the configurations from the design. Though the display path suffers a little bit from the keystone distortion due to the folded optical axis, generally the distortion is well controlled which is below 5% for full display field. Figure 6 shows the simulated result of an UASF resolution target mapped as the central EI imaged through the proposed system, where Fig. 6(a) shows a sharp image of the UASF resolution target as the input and Fig. 6(b) shows the simulated 2D image of the target with its virtual image at 2 diopters. The resolution bars indicated by the red box correspond to the Nyquist frequency of the system in both figures. It could be observed that the resolution target could be clearly resolved up to (even beyond) the Nyquist frequency with moderate distortion.
In contrast, for the see-through path, the multi-configuration setup is no longer needed and the performance could be evaluated as that in previous works18. 
CONCLUSION
In conclusion, we proposed a novel design of an InI-based light field HMD system using freeform optics and tunable lens for optical performance improvements and an aperture array for crosstalk reduction. Based on the new architecture, the design is capable of offering a true 3D display FOV of 30° (horizontal, H) and 18° (vertical, V), maintains a spatial resolution of 3 arcmins over a depth range of 3 diopters, and provides a see-through FOV of 65° (H) by 40° (V).
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