Queueing networks with multiple classes of customers play a fundamental role for evaluating the performance of both software and hardware architectures. The main strength of product-form models, in particular of BCMP queueing networks, is that they combine a flexible formalism with efficient analysis techniques and solution algorithms. In this paper we provide an algorithm that starting from a high-level description of a system, and from the definition of its components in terms of interacting sub-systems, computes a multiple-class and multiple-chain BCMP queueing network. We believe that the strength of this approach is twofold. First, the modeller deals with simplified models, which are defined in a modular and hierarchical way. Hence, we can carry on sensitivity analysis that may easily include structural changes (and not only on the time parameters). Second, maintaining the product-form property allows one to derive the average system performance indices very efficiently. The paper also discusses the application of the algorithm for the performance evaluation of Web Sites with modular architectures, such as those based on Content Management Systems.
INTRODUCTION
Performance analysis of modular and hierarchical systems has always been an important topic for the performance evaluation and software engineering research communities (see, e.g., Smith (1990) ). In particular, a good approach to software design requires the definition of a modular and hierarchical architecture. From a high-level point of view, the software may be seen as the interaction of several black-box components. The definition of these sub-components follows the same approach in a hierarchical fashion until the very low-level layer of the architecture is reached. Performance evaluation of such models is important since the earlier stages of development as shown in Smith and Williams (2006) . In this context, the main problem consists in the definition of efficient algorithms capable of deriving the required performance indices efficiently. The class of models we consider in this paper is the well-known class of Markovian models. In particular we focus on those models whose underlying stochastic process is a Continuous Time Markov Chain (CTMC). Particular attention will be devoted to BCMP queueing networks introduced in Baskett et al. (1975) , i.e., a class of queueing networks with separable solution and for which efficient analysis algorithms have been introduced for instance in Buzen (1973) , Resiser and Lavenberg (1980) , Bruell et al. (1984) , Conway and Georganas (1986) , Conway et al. (1989) . One of the main features of BCMP queueing networks is the possibility of characterising the customers of the system by assigning them a class (temporary characterisation) and a chain (permanent characterisation). Under a set of assumptions, the class and the chain of a customer determines its probabilistic routing among the queueing stations and the service time distributions. In this paper we propose a methodology, supported by a novel algorithm, which aims to simplify the performance evaluation of systems designed according to a hierarchical and modular architecture. This methodology is based on the definition of a high level model of the system consisting of several components. Each of these may be further specified in a hierarchical fashion. Under some assumptions that will be detailed later, we provide an algorithm which transforms this abstract model into a BCMP queueing network. Figure 1 illustrates the steps of this analysis. Let us consider an example. Modern Web Sites are often built on Content Management System (CMS) applications. CMSs are flexible re-programmable software systems consisting of a set of modules that are specialised in some task, e.g., rendering the web page, forum or wiki management, news and comments, user management. Modules are programmed by communities of developers who often work autonomously and must respect the interface given by the core system. Examples of modern CMSs are Drupal, Joomla!, PostNuke, Typo3 just to mention a few. Users who visit the web sites based on CMS are usually not aware of such a modular architecture. Nevertheless, a log analysis may reveal their behaviour among the site modules and clustering techniques may be adopted to distinguish user habits. We aim to provide a modelling approach that allows the system administrator to predict the performance of its web portal under different scenario from the knowledge of:
• the customer behaviours among the modules
• the resource requirements of each module
• the mapping of a required resource to a physical device.
This kind of analysis is not trivial and a hierarchical and modular approach should be adopted as observed for instance in Smith (1990) . On the other hand we aim to provide a methodology that is compatible with known exact analysis algorithms to avoid the need of simulation or approximated technique as usually done in Woodside et al. (1995) .
The main contribution of this paper consists in providing a methodology supported by an original algorithm that allows the modeller to specify the system in terms of a multiple-class and multiple-chain queueing network (QN) in which each station is itself a multiple-class and multiple-chain QN. The peculiarity of this hierarchical approach is that each station at a given level of abstraction is defined in isolation but, given two or more stations, they may share one of their components at a lower level of abstraction. In the example of the CMS one may think that at the top level of the CMS one has the routing of customers among the site modules (stations at the top level). Each module is then defined in terms of usage of resources (e.g., database, CPU, etc.). However, when these modules are combined one should be able to specify whether a resource is shared among different modules or the modules have distinct resources available. Obviously, this may have great impact on the overall performance of the system (e.g., are the DB and the multimedia resources stored in the same hard disk?).
The goal of the algorithm that we introduce is to transform a QN defined at a top level into one defined at a lower level until the lowest level is reached. Once this is done, under some assumptions that will be described in the following sections, we obtain a product-form BCMP QN that may be analysed by the well-know algorithms for the computation of the average performance indices in steady-state. The paper is structured as follows. First, we briefly recall the theoretical background on multiple-class BCMP queueing networks. Then, we describe the proposed methodology and we define of the algorithm. The last section provides an application example of the proposed approach. Some final remarks conclude the paper.
THEORETICAL BACKGROUND
This section aims to briefly recall the fundamental theorem on multiple-class product-form queueing networks, i.e., the BCMP theorem (Baskett et al. (1975) ). Informally, we can say that it states sufficient conditions for a QN with multiple classes of customers to yield a product-form solution. Its importance is not only theoretical because several algorithms have been defined to compute the average performance indices in steady-state efficiently (e.g., Buzen (1973) , Resiser and Lavenberg (1980) , Conway and Georganas (1986) ). This section first briefly illustrates the BCMP theorem and then lists the algorithms for the analysis with their computational complexity.
The BCMP theorem
BCMP queueing networks consist of a set of queueing centers and a (possibly infinite) set of customers. At a given epoch, each customer in the network has a class which may determine its routing probabilities or the service time distribution at a given service station. When a customer changes its class we talk about class switching. Note that, in this paper, we use the concept of class in a local sense as in Chandy and Sauer (1980) rather in the global one used in Baskett et al. (1975) . Classes form a temporary partition of the customers while chains are a permanent partition. Each class of customers belongs to a chain and routing may occur only within the same chain. Some conditions on the probabilistic routing must be assumed in order to ensure the ergodicity of the underlying process (see Balsamo and Marin (2007) for a recent survey). A chain may be open or closed. In the former case, customers arrive from the outside according to a Poisson process with a given rate, while in the latter the number of customers for that chain must be specified. Stations of type 2, 3 or 4 may have a Coxian distributed service time that depends on the customer class. Moreover, the station service time may depend on the queue length at a given epoch (some non-strict conditions must be satisfied). This allows one to model important features such as the effect of multiple servers in the same station. Table 1 illustrates the notation we adopt and that we now briefly summarise. We use Ω = {S 1 , . . . , S M } to denote the set of M queueing stations of the network, and let R i be the set of classes served by station S i , with R i elements that are usually denoted by letters r, s, . . .. Let C = {1, . . . , C} be the set of labels for the C chains of the QN, then
is the set of classes served by station S i and belonging to chain c (with
The state-independent probabilistic routing is described by the probability matrix P (c) for each chain c. Elements of
and represent the probability of a customer entering station S j with class s after being served in station S i as class r. Label 0 represents the outside (hence matrix P has 1 + M i=1 R i rows and columns). Sometimes, we have just one routing matrix P and we desire to derive the partition in P (c) , i.e., identify the chains in the QN. This can be reduced to the problem of identifying the ergodic sub-components in a Markov Chains and, since the structure of the network is usually rather small, the problem is known to be computationally tractable (see, e.g., Kant (1992) , Balsamo and Marin (2007) ). If c, 1 ≤ c ≤ C, is a closed chain, then K (c) denotes the number of customers and
is the total arrival rate and matrix P (c) is such that element p (c) 0,ri is the probability that a customer arriving from the outside enters station i as class r and element p (c) ri,0 is the probability for a customer to leave the system after being served at station i with class r. Before briefly stating the BCMP theorem, we recall the definition of the QN traffic equations. For an open chain c, the system of traffic equations are:
for all i = 1, . . . , M and r ∈ R (c) i . If c is a closed chain, the corresponding system of traffic equations is:
for all i = 1, . . . , M and r ∈ R (c) i . In the latter case the system is under-determined, and the solution is defined up to an arbitrary non-null constant that has to be chosen. Solutions e (c) ri of systems (1) and (2) represent the (relative) visit ration to station i, class r of chain c. Vector e i = (e ri ) with r ∈ R i plays a pivotal role for the network steady-state solution. We can now state the salient result of the BCMP theorem given in Baskett et al. (1975) .
Theorem 1 (BCMP (salient results)) Let us consider a multiple-class and multiple-chain QN, open, closed or mixed, whose queueing stations are of type 1, 2, 3 or 4. Then, if the underlying stochastic process is ergodic, the steady-state probabilities are in productform with respect to the queueing stations, i.e., let n = (n 1 , . . . , n M ) be the vector representing the state of the network, where component n i is the state of station S i , then the following relation holds:
where π is the steady-state distribution of the QN, and g i (n i ) is the steady-state distribution of station S i considered in isolation, with arrival rates e i , and G is a normalising constant. ri of the traffic equations (1) already gives the throughputs of each node S i for classes r in chain c. Then one can easily derive the other average performance indices by classical queueing system results. Various solution algorithms have been defined for closed and mixed BCMP networks. Some algorithms, such as the Convolution Algorithm, directly compute the normalising constant G in equation (3) and hence a set of mean performance indices, such as the mean response time, the average queue length, and the throughput of each queueing station. Other algorithm, such as MVA (Mean Value Analysis) avoid the computation of the normalising constant G and iteratively (over the number of customers) directly compute a set of average performance indices. For multiple-class and multiple-chain BCMP networks some algorithms apply special recursive scheme on the number of chains, and/or take advantage of the possible sparsity of the chains (e.g., chains that contain few classes) to derive efficient solution. Although it is out of the scope of this paper to describe these well-known algorithms, we just cite them and recall their computational complexity. Several tools for the analysis of queuing networks have been implemented over the last decades. A recent work, called qnetworks toolbox, is described in Marzolla (2010) . Such an implementation of several algorithms is given in terms of library of functions for Octave, i.e., a programmable environment for numerical computation. This allows one to integrate easily the algorithms of qnetworks with new ones, for instance that presented by Algorithm 1. Hereafter, we consider a queueing network with multiple chains but where each station has just one class per chain (single-class, multiple-chain QN). One can show that for each multiple-class and multiple-chain BCMP QN it is possible to define another BCMP QN with single-class and multiple-chain with the same average performance indices (see, e.g., Kant (1992) ). For the sake of clarity, we consider the QN consisting of only closed chains. The Convolution Algorithm computes the normalising constant from which the average performance indices may be derived. The computational complexity, given the solution of the traffic equations system (2), depends on the type of stations in the QN. In particular each iteration has a cost of O(CH) for load-independent stations and of O(H 2 ) for the others, where H = C c=1 (K (c) +1). If all the chains has the same population κ and no loaddependent stations are present, then the computational cost is O(M Cκ C ). The Mean Value Analysis algorithm (MVA) is based on the Arrival theorem that provides an efficient recursive scheme to compute the steady-state average performance indices. For a QN without load-dependent stations, and with identical chain populations, its complexity is identical to that of the Convolution. The Recursion by Chain Algorithm (RECAL), defined in Conway and Georganas (1986) , computes the normalising constant and, in a similar fashion of Convolution, from this it derives the average performance indices. It is particularly interesting because despite of a greater complexity in the implementation, its computational complexity grows in a polynomial way with the number of chains, i.e., for high number of chains,
). RECAL has been improved from its original definition in several ways and is now widely applied for the solution of QNs with high number of chains. Note that several other algorithms for the exact or approximate computation of the average performance indices in multiple-chain BCMP QNs have been defined in literature. A survey may be found in Balsamo and Marin (2007) .
FRAMEWORK DESCRIPTION AND ALGO-RITHM DEFINITION
In this section we first illustrate how to describe a model in our framework, and then we present the algorithm to obtain the underlying BCMP QN. Once this is derived one of the algorithms presented in the previous section may be applied in order to obtain the desired performance indices.
Model description
As we pointed out in the introduction we aim to provide a framework for the specification of software and hardware architectures which enhances the modularity and hierarchical features. In this setting, we see a system, at its highest level of abstraction, as consisting of a set of components d 1 , d 2 , . . . , d ℓ1 . The easiest way to interpret the model specification is seeing these components as the queueing stations of a multiple-class and multiple-chain QN. Hence, probabilistic routing and customer characterisations are allowed. Each of the components d i , with d i = d 1 , . . . , d ℓ1 , seen at the highest level of abstraction, may be defined as:
• A BCMP queueing station
, a component may use a resource which has already been described at a higher level. These components interact as stations of an open multiple-class and multiple-chain QN. Each sub-model from the outside can be seen as a black box, with a set of access points with some labels, i.e., the classes of the customers arriving from the outside (input classes) and the classes of the customers leaving the sub-model (output classes). We require that the set of input classes must be equal to the set of output classes of each component.
This recursive definition is the basis of the algorithm that follows. We now introduce the concept of well-formed model.
Definition 1 (Well-formed models) Given a model consisting of m components (in any level of abstraction) then we define the binary relation ≻ as follows:
and the binary relation > as follows:
A model is well-formed if and only if relation > is a strict partial order.
Roughly speaking, a well-formed model does not have cycles in the definition of the components. However, it is possible, at a given level of abstraction, to refer to components specified at higher levels. Hereafter, we consider only well-formed models.
Algorithm definition
In order to better understand our approach to modular BCMP network design, we will first consider the algorithm, then we show how it could be further optimized. 
Algorithm 1: Algorithm UnfoldComponents to derive a BCMP QN from a model specified at a higher level of abstraction.
a greater one, all elements that are not indexed in the smaller vector are set to 0. The main idea of the algorithm is to distinguish the use of the same component class in different incoming and outgoing path, creating a new class whenever the component or the class itself is reused more than once. In order to achieve this, we use a global component usage counter and a local one for class usage. The algorithm then recursively expand the hierarchical model in a topdown fashion, until it reaches a standard BCMP station, i.e., a sub-model that has no components.
Comments on the algorithm. It is possible to show that starting from a high-level model whose routing is specified correctly, i.e., none of the classes become empty or its population grows indefinitely with probability 1 in the long run, we obtain a valid BCMP QN. Hence, under stability assumptions, the steady-state distribution and the average performance indices may be derived. The strength of the algorithm is that parametric analysis are simplified with respect to using the BCMP model directly. In fact, it suffices to change the labels associated with some resources to generate a totally different routing. In the former example of the CMS, the administrator may be able to predict the performance measures of its system in case of a new server quite easily by mapping which server modules will be run in the new server at the highest level of abstraction. The algorithm could be optimized, without changing its behaviour, saving partial computations of the U matrix before the execution of the innermost foreach cicle and renaming, at each iteration, all classes accordingly. Under the assumption that, on average, every component has the same number of sub-components d, every component that is not a BCMP queueing station has the same number of classes r and the depth of the model, i.e., the length of the longest chain d 1 ≻ . . . ≻ d k , is n, we estimate that, in the worst case, the algorithm complexity is O(rd n ). 
