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Abstract. Standing waves are a fundamental class of solutions of nonlinear wave equations with
a spatial reﬂection symmetry, and they routinely arise in optical and oceanographic applications. At
the linear level they are composed of two synchronized counterpropagating periodic traveling waves.
At the nonlinear level, they can be deﬁned abstractly by their symmetry properties. In this paper,
general aspects of the modulational instability of standing waves are considered. This problem has
diﬃculties that do not arise in the modulational instability of traveling waves. Here we propose a
new geometric formulation for the linear stability problem, based on embedding the standing wave in
a four-parameter family of nonlinear counterpropagating waves. Multisymplectic geometry is shown
to encode the stability properties in an essential way. At the weakly nonlinear level we obtain the
surprising result that standing waves are modulationally unstable only if the component traveling
waves are modulation unstable. Systems of nonlinear wave equations will be used for illustration,
but general aspects will be presented, applicable to a wide range of Hamiltonian PDEs, including
water waves.
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1. Introduction. When considering spatially periodic solutions of nonlinear
wave equations on the real line, there are two “canonical” classes of temporally pe-
riodic solutions: traveling waves and standing waves. Standing waves arise naturally
when the system has a reﬂection symmetry. In this paper the linear stability problem
for standing waves is considered.
To illustrate the basic issues, consider the prototype nonlinear wave equation
utt −Cuxx +∇V (u) = 0, u ∈ Rm, x ∈ R,(1.1)
whereC is a symmetric, positive deﬁnite,m×mmatrix; V : Rm → R is a given smooth
function; and ∇ is the standard gradient on Rm. This class of wave equations appears
in a wide range of applications. An example is DNA modeling [30], where a typical
case would be m = 2, C = diag(1, c2), and V (u) = cos(u1 + u2)− 2 cosu1 − 2 cosu2.
For the system (1.1) a standing wave is a spatially periodic and temporally pe-
riodic solution which is invariant under reﬂection x → −x. (A precise deﬁnition of
standing wave will be given in section 3.)
Suppose a standing wave solution of (1.1) exists and denote it by uˆ(x, t). This
existence problem is itself highly nontrivial due to the potential for small divisors.
(The relevance of this issue is discussed in section 7.) The linearized stability equa-
tion for uˆ is then utt − uxx +D2V (uˆ)u = 0. A modulational instability is a solution
of the type u(x, t) = Re(eiαxv(x, t)), where v(x, t) is periodic in x of the same pe-
riod as uˆ(x, t) and α is real with 0 < |α| << 1, and ‖v‖ is exponentially growing in
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time. Basic technical issues are associated with this instability problem, such as an
appropriate function space in which to deﬁne the spectral problem, but these issues
will not be considered here. There is a more fundamental issue associated with mod-
ulational instability that arises even when we suppose that the basic state uˆ(x, t) is
a classical solution of (1.1) and a smooth function of the wavenumber and frequency.
It is this fundamental issue, which can be attributed to the fact that standing waves
are related to a pair of synchronized counterpropagating traveling waves, that we will
address here.
Before considering the counterpropagation property of standing waves, it is worth
recalling the analogous linear stability problem for traveling waves. Let u(x, t) = φˆ(θ)
be a periodic traveling wave solution of (1.1), where θ = ωt + kx + θ0. The solution
φˆ is a 2π-periodic function of θ, ω is the frequency, and k is the wavenumber. The
distinction between stability of traveling waves and standing waves can already be
seen at small amplitude. Therefore consider two well-known methods for determining
whether the traveling wave is modulationally unstable: the Whitham theory [29] and
the use of modulation equations such as the nonlinear Schro¨dinger (NLS) equation.
According to the Whitham modulation theory, a weakly nonlinear wave of am-
plitude A, of a nonlinear wave equation that can be derived from a Lagrangian for-
mulation, is modulationally unstable if
ω′′0 (k)ω2(k) < 0,(1.2)
where ω0(k) is the frequency of the linearized wave and ω2(k) is the weakly nonlinear
correction to the frequency, that is, ω(k) = ω0(k) + ω2(k)|A|2 + · · · [29].
Using formal asymptotic methods, an NLS equation can be derived for the weakly
nonlinear amplitude A(X,T ), by letting φˆ(θ) = A(X,T )eθ + c.c.+ · · · ,
iAT +
1
2ω
′′
0 (k)AXX = σ |A|2A
(cf. [28]; see also [16] for a rigorous justiﬁcation of this approach for scalar nonlin-
ear wave equations). The basic weakly nonlinear traveling wave is represented in this
equation as a solution of the form A(X,T ) = A0e
iωT , A0 ∈ C, and this state is linearly
unstable precisely when (1.2) is satisﬁed.
Now, the modulational instability of traveling waves, particularly the weakly non-
linear limit, is well understood, from physical, numerical, and rigorous points of view.
The case of standing waves is more diﬃcult. Surprisingly, there is no generaliza-
tion of the Whitham theory to treat the modulational instability of standing waves.
The only theory in the literature that has been proposed for the modulation instabil-
ity of standing waves is the use of modulation equations (Knobloch and Pierce [18];
see also [17]).
At the linear level, standing waves reduce to a pair of synchronized counterprop-
agating waves. Therefore one might suspect that a pair of nonlinearly coupled NLS
equations of the form
iAT + icg AX =
1
2ω
′′
0 (k)AXX − σ |A|2A+ 2σ(k) |B|2A,
iBT − icg BX = 12ω′′0 (k)BXX − σ |B|2B + 2σ(k) |A|2B
(1.3)
would be a suitable model for modulation instability of standing waves. Indeed, in
equation (3.3) of Okamura [23], a coupled NLS system of this form is proposed to
model the instability of standing waves. The above system was derived speciﬁcally to
model standing water waves, but the argument is similar for standing waves of any
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nonlinear wave equation, although the coeﬃcients in (1.3) would diﬀer. A standing
wave is represented in this system by a solution of the form A = B = B0e
iωT .
However, Knobloch and Pierce [18] argue that this coupled set of equations is
not valid, and this observation is conﬁrmed by the rigorous analysis of Pierce and
Wayne [25] and Bambusi, Carati, and Ponno [2]. They argue that the coupling term
needs to be replaced by mean-ﬁeld coupling terms,
iA+T =
1
2ω
′′
0 (k)A
+
X+X+
− σ(k)|A+|2A+ + β(k)Λ+(A+)A+,
−iA−T = 12ω′′0 (k)A−X−X− − σ(k)|A−|2A− + β(k)Λ−(A−)A−,
(1.4)
where X± = X ∓ cgT and Λ±(A±) = 1P±
∫ P±
0
|A±|2 dX±.
The distinction between (1.3) and (1.4) is signiﬁcant as they do not give equiva-
lent results on modulational instability of standing waves. The rational asymptotics
presented in [18, 17], and the rigorous theory of [25, 2], provide strong support for
the validity of (1.4).
Modulation equations have severe limitations, however. For example, the above
modulation equations are limited to weakly nonlinear standing waves. In this paper
we present a new theoretical framework for studying the modulational instability of
standing waves. The theory is global (i.e., not restricted to small amplitude) and is
based on a new variational principle.
Restricting the new theory to small amplitude waves, it predicts the same instabil-
ity as the modulation equation (1.4). Since the theory presented here is signiﬁcantly
diﬀerent from the theory used by Okamura and Knobloch and Pierce, it provides
additional support for the validity of the modulation instability predicted by (1.4).
Physically, the weakly nonlinear result is quite surprising, since weakly nonlinear
periodic standing waves are modulationally unstable only if the component weakly
nonlinear traveling waves are unstable. However, this correspondence between the
instability of traveling and standing waves will not in general carry over to ﬁnite-
amplitude standing waves.
The theory here will be developed for the modulation instability of standing wave
solutions of Hamiltonian PDEs. The theoretical framework has two parts: ﬁrst, stand-
ing waves can be characterized by a constrained variational principle that encodes
information about the linear stability problem. Second, by formulating and studying
the linear stability problem directly, we show how the information from the varia-
tional principle appears explicitly in the linear stability problem. The main result is
that the stability exponents for all long-wave instabilities of standing waves of any
amplitude (for which they exist) are determined by the roots of a quartic polynomial
whose coeﬃcients can be determined explicitly from the existing standing wave.
The obvious variational principle for standing waves does not provide enough
information about the linear stability problem. Surprisingly, we ﬁnd that the natural
approach is to embed the family of standing waves in a four-parameter family, initially,
construct a variational principle for this larger family, and then take the limit to the
original two-parameter family. The argument in favor of this approach is provided by
the analogy of standing waves as synchronized counterpropagating waves: the larger
parameter family provides information about how the component counterpropagating
waves might break up due to instability.
Conservative PDEs can be analyzed from a Lagrangian, Hamiltonian, or multi-
symplectic Hamiltonian viewpoint. However, neither the Lagrangian nor the classical
Hamiltonian perspective provides suﬃcient geometry to give abstract results—that
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is, results that rely only on the Hamiltonian structure and are independent of the
particular PDE. It is the multisymplectic formulation of Hamiltonian PDEs that pro-
vides suﬃcient geometry for a general theory. The class of Hamiltonian PDEs that
we consider in canonical form is
MZt +KZx = ∇S(Z), Z ∈ Rn,(1.5)
where M and K are constant n × n skew-symmetric matrices and S : Rn → R is a
given smooth function. An example of the multisymplectiﬁcation process is given in
section 2. Most Hamiltonian PDEs can be cast into this form, including water waves,
and other examples can be found in [6, 7, 9] and references therein.
Abstractly, these systems can still be characterized as Lagrangian PDEs by con-
sidering Lagrangians in the canonical form
L =
∫ ∫
L(Z,Zt, Zx) dxdt with L(Z,Zt, Zx) =
1
2 〈MZt, Z〉+ 12 〈KZx, Z〉 − S(Z),
(1.6)
where 〈·, ·〉 is a standard inner product on Rn. This Lagrangian, however, retains all
the geometry—two symplectic structures and the scalar function S—of the multisym-
plectic formulation.
An outline of the paper is as follows. In section 2, an example is given of multisym-
plectiﬁcation, using (1.1) as an example. In section 3 standing waves are deﬁned and
it is shown that a consequence of the deﬁnition is that the momentum is identically
zero. New variational principles for standing waves and standing waves embedded
in a four-parameter family of counterpropagating waves are presented in section 4.
There is an interesting connection between the geometry of O(2)-equivariant ﬁnite-
dimensional Hamiltonian systems, such as the spherical pendulum, and nonlinear wave
equations on the real line with periodic boundary conditions, and this connection is
explored in Appendix A. The details of the stability analysis for weakly nonlinear
and ﬁnite-amplitude standing waves are presented in sections 6 and 7.
The small divisor issue that appears in the analysis of standing waves is outside
the scope of this paper, but the issue is brieﬂy discussed in section 7. One of the
main motivations for studying the modulational instability of standing waves is their
importance in the water-wave problem. The theory developed here does not apply
directly, but we speculate on some of the implications for water waves in section 8.
2. Multisymplectifying systems of nonlinear wave equations. The theory
for instability of standing waves will be developed for the general class of PDEs (1.5).
In this section, the general class of nonlinear wave equations (1.1) will be used to
illustrate the transformation to multisymplectic form. In sequence, a Lagrangian, a
classical Hamiltonian, and then a multisymplectic Hamiltonian formulation of this
system will be presented.
The canonical form of the Lagrangian for (1.1) is
L =
∫
V
L(u,ut,ux) dx ∧ dt, L(u,ut,ux) = 12ut · ut − 12ux ·Cux −V(u),(2.1)
where V represents the volume in (x, t) space, and · represents the standard inner
product on Rm.
The canonical Hamiltonian formulation for the nonlinear wave equation is ob-
tained by taking the Legendre transform with respect to time only, v = ∂L∂ut = ut,
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and then the governing equations take the form
∂
∂t
⎛⎝u
v
⎞⎠ =
⎡⎣ 0 I
−I 0
⎤⎦⎛⎝δH /δu
δH /δv
⎞⎠, H (u,v) = ∫
R
[
1
2
v · v + 1
2
ux ·Cux + V (u)
]
dx.
(2.2)
This Hamiltonian formulation of the nonlinear wave equation has been widely used in
analysis (see [19] and references therein). However, a disadvantage of this formulation,
when studying pattern formation, is that the Hamiltonian function and symplectic
structure associated with (2.2) require speciﬁcation of a space of functions over the x
direction a priori. In the case of modulation instabilities, the basic state is periodic
in space but the perturbation class will be in general quasi-periodic. In other words,
we may want to determine the spatial variation of the solution set a posteriori.
Multisymplecticity puts space and time on an equal footing. The governing equa-
tions are obtained by taking a Legendre transform with respect to all directions,
v =
∂L
∂ut
= ut and w =
∂L
∂ux
= −Cux.
The Legendre transform generates a new Hamiltonian functional,
S(u,v,w) = v · ut +w · ux − L = 12v · v − 12w ·C−1w + V (u).(2.3)
This function can be thought of as generated by a total Legendre transform as above,
or it can be viewed as a secondary Legendre transform: −S is the Legendre transform
of the Hamiltonian density H in (2.2).
Now, the new Lagrangian for the system is in standard form for a generalization
of Hamilton’s principle,
L =
∫ ∫
L(u,v,w) dx ∧ dt, L(u,v,w) = v · ut +w · ux − S(u,v,w),(2.4)
and the governing equations are given by
0 = Lu = −vt −wx − Su = −vt −wx −∇V (u),
0 = Lv = ut − Sv = ut − v,
0 = Lw = ux − Sw = ux +C−1w,
using standard ﬁxed endpoint conditions for the variations. While the PDE is now
expressed as a ﬁrst-order system, it has a multisymplectic structure which is awkward
for analysis. It can be written in the form MZx +KZx = ∇S(Z) with Z ∈ R3m, but
the pair of symplectic operators, M and K, act on R3m and are always degenerate.
This structure can be improved by observing that v and w satisfy the constraint
C−1wt+vx = 0. Therefore add this constraint to the Lagrangian with vector-valued
Lagrange multiplier p, that is,
L =
∫
V
L(u,v,w,p) dx ∧ dt,
L(u,v,w,p) = v · ut +w · ux − S(u,v,w) + p · (C−1wt + vx).
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The governing equations are now
0 = Lu = −vt −wx − Su = −vt −wx −∇V (u),
0 = Lv = ut − Sv − px = ut − px − v,
0 = Lw = ux − Sw −C−1pt = −C−1pt + ux +C−1w,
0 = Lp = C
−1wt + vx = C−1wt + vx
or ⎡⎢⎢⎢⎢⎢⎢⎣
0 −I 0 0
I 0 0 0
0 0 0 −C−1
0 0 C−1 0
⎤⎥⎥⎥⎥⎥⎥⎦
⎛⎜⎜⎜⎜⎜⎜⎝
u
v
w
p
⎞⎟⎟⎟⎟⎟⎟⎠
t
+
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 −I 0
0 0 0 −I
I 0 0 0
0 I 0 0
⎤⎥⎥⎥⎥⎥⎥⎦
⎛⎜⎜⎜⎜⎜⎜⎝
u
v
w
p
⎞⎟⎟⎟⎟⎟⎟⎠
x
=
⎛⎜⎜⎜⎜⎜⎜⎝
∇V(u)
v
−C−1w
0
⎞⎟⎟⎟⎟⎟⎟⎠ .(2.5)
This system can be expressed in canonical multisymplectic form (1.5) with n = 4m,
and indeed, in this case, M and K deﬁne symplectic structures on R4m. The two
symplectic structures do not commute in general, unless C = I, since
[M,K] = MK−KM =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦⊗ (I−C
−1).
In the scalar casem = 1, scaling can be introduced so thatM andK always commute.
In summary, the main point of this section is that the system of nonlinear wave
equations (1.1) can be characterized in terms of geometric properties: two symplectic
structures, and a scalar-valued function S(Z), on a ﬁnite-dimensional phase space:
Z ∈ Rn.
A property of the nonlinear wave equation (1.1) that is important for the existence
of standing waves is reversibility in x. If u(x, t) is a solution of (1.1), then u(−x, t) is
also a solution. In the multisymplectiﬁcation of (1.1), this reversibility is represented
by the action
r · Z(x, t) = RZ(−x, t) with R = diag(I, I,−I,−I) ∈ R4m×4m.(2.6)
The involution R and its associated action satisfy
RM = MR, RK = −KR, and S(r · Z) = S(Z).(2.7)
In turn, the properties (2.7) imply that r ·Z is a solution of the wave equation in the
form (1.5) whenever Z is.
The system of nonlinear wave equations (1.1) is reversible in t as well, and a
multisymplectic t-reversor can also be deﬁned, but t-reversibility will not be needed
in the general theory for standing waves.
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3. Standing wave solutions of Hamiltonian PDEs. The theory for standing
waves can be developed based only on the geometric properties of the multisymplectic
formulation. Therefore, as in the previous section, we will assume that the PDE has
been transformed to a multisymplectic Hamiltonian PDE, and we take the following
general class of PDEs as the starting point for the analysis:
MZt +KZx = ∇S(Z), Z ∈ Rn.(3.1)
The only hypotheses on (3.1) are that M and K are constant n× n skew-symmetric
matrices and S : Rn → R is a given smooth function (at least twice continuously
diﬀerentiable), which does not depend explicitly on x or t. On Rn, the standard inner
product will be denoted by 〈·, ·〉.
For the existence of standing waves, we will require that the system (3.1) is x-
reversible with a multisymplectic action of the reversor,
r · Z(x, t) = RZ(−x, t)(3.2)
for some isometric involution R : Rn → Rn satisfying the identities (2.7) (with M,
K and S associated with (3.1)). In this setting, an abstract deﬁnition of a standing
wave can be given.
Definition. A solution Ẑ(x, t) of (3.1) is called a standing wave if it is periodic
in both x and t and satisﬁes r · Ẑ(x, t) = Ẑ(x, t).
Curiously, we cannot ﬁnd anywhere in the literature where a general deﬁnition of
standing waves for nonlinear PDEs has heretofore been given.
It is sometimes remarked that standing waves are spatially periodic waves with
zero momentum. However, we can show that zero momentum is a consequence of the
above deﬁnition.
What is momentum? The momentum here is deﬁned to be the conserved quantity
given by Noether’s theorem associated with the translation invariance in x of the
PDE. If (3.1) represents a physical system, this conserved quantity may indeed be
the physical momentum. An application of Noether’s theorem to the Lagrangian
(1.6) (see Appendix B for this argument) shows that the appropriate form for the
momentum on a space of functions that are 2π periodic in x is
I (Z) =
∮
1
2
〈MZx(x, t), Z(x, t)〉dx where
∮
( ) dx :=
1
2π
∫ 2π
0
( ) dx.(3.3)
Given this expression for momentum, we can show that I (Ẑ) = 0 if Ẑ(x, t) is a
standing wave solution of (3.1):
I (r · Z) =
∮
1
2 〈MR(Z(−x, t))x,RZ(−x, t)〉dx (by deﬁnition)
= −
∮
1
2 〈MRZx(−x, t),RZ(−x, t)〉dx
= −
∮
1
2 〈RMZx(−x, t),RZ(−x, t)〉dx (using RM = MR)
= −
∮
1
2 〈MZx(−x, t), Z(−x, t)〉dx (since R is an isometry)
= −
∮
1
2 〈MZx(x, t), Z(x, t)〉dx
(using the change of variable x → −x and periodicity)
= −I (Z).
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Therefore, if Ẑ(x, t) is a standing wave and so r·Ẑ = Ẑ, it is immediate thatI (Ẑ) = 0.
4. Variational principles for standing waves and counterpropagating
waves. At the linear level, a standing wave consists of a pair of synchronized coun-
terpropagating waves,
Z(x, t) = Aξ ei(ωt+kx) +Aξ ei(ωt−kx) + c.c.,
where A ∈ C is a complex amplitude and ξ ∈ Cn is an eigenvector associated with
the linearization of (3.1). A natural generalization of this form to ﬁnite amplitude is
to look for nonlinear solutions of the form
Z(x, t) = Ẑ(θ1, θ2), θ1 = ωt+ kx+ θ
o
1, θ2 = ωt− kx+ θo2,(4.1)
where θoj are arbitrary constant phases and Ẑ is a 2π-periodic function of θ1 and θ2.
Substituting the form (4.1) into (3.1) results in
ωM
(
∂Ẑ
∂θ1
+
∂Ẑ
∂θ2
)
+ kK
(
∂Ẑ
∂θ1
− ∂Ẑ
∂θ2
)
= ∇S(Ẑ).(4.2)
The operators M∂θj and K∂θj are formally self-adjoint operators on a space of doubly
periodic functions. Hence, treating ω and k as Lagrange multipliers, (4.2) can be
interpreted as the necessary condition for a constrained variational principle. Let
A (Z) =
∫
T2
1
2 〈M(∂θ1 + ∂θ2)Z,Z〉dθ and B(Z) =
∫
T2
1
2 〈K(∂θ1 − ∂θ2)Z,Z〉dθ,
where
∫
T2
( ) dθ := (2π)−2
∫ 2π
0
∫ 2π
0
( ) dθ1dθ2. The constrained variational principle is
then to ﬁnd critical points of S , S(Z) averaged over T2, subject to ﬁxed values of
the constraints A and B. It follows from standard Lagrange multiplier theory that
this constrained variational principle is nondegenerate when
det
⎡⎣Aω Ak
Bω Bk
⎤⎦ = 0.(4.3)
This variational principle gives a global characterization of any state of (3.1)
which is periodic in both x and t. It includes a characterization of standing waves
and traveling waves. The special case of strictly traveling waves was considered in [7],
and it is shown there that the sign of the determinant (4.3) carries information about
linear stability.
Another way to view this variational principle is as a generalization to the spa-
tiotemporal setting of the classical variational principle for periodic solutions of ﬁnite-
dimensional Hamiltonian systems: ﬁnd critical points of the energy (Hamiltonian) on
level sets of the action on a space of periodic functions, with the frequency ω as
a Lagrange multiplier. For ﬁnite-dimensional Hamiltonian systems this variational
principle has been widely used to prove the existence of periodic solutions (cf. [20]
and references therein). However, the variational principle associated with (4.1) is
more diﬃcult to work with for the case of standing waves. Although standing waves
are periodic solutions, the fact that there is an inﬁnite number of modes can cause
problems with small divisors (see section 7).
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The form of the solution (4.1) is not the most general form for a pair of coun-
terpropagating waves. When considering the linear stability problem for standing
waves, it will turn out that a somewhat more general variational principle will be
crucial for getting a geometric characterization of linear instability of standing waves.
The idea is to embed the family of standing waves in a four -parameter family of coun-
terpropagating waves, with the standing wave obtained as a limiting two-parameter
case.
Consider the more general class of solutions of (3.1); let
Z(x, t) = Ẑ(θ1, θ2) with θj = ωj t+ kj x+ θ
o
j , j = 1, 2,(4.4)
where Ẑ is again a 2π-periodic function of both θ1 and θ2. The signiﬁcant diﬀerence
here is that the state Ẑ now depends on four parameters, and the interpretation
as two counterpropagating waves that are not necessarily synchronized is now evident.
Indeed, in general, they may even be propagating in the same direction. However, it
is the case of counterpropagating waves, near synchronized standing waves, that is of
greatest interest here, that is, k1 + k2 ≈ 0 and ω1 − ω2 ≈ 0.
The function Ẑ now satisﬁes
ω1M
∂Ẑ
∂θ1
+ ω2M
∂Ẑ
∂θ2
+ k1K
∂Ẑ
∂θ1
+ k2K
∂Ẑ
∂θ2
= ∇S (Ẑ),(4.5)
where S is S averaged over θ1 and θ2. Equation (4.5) can be interpreted as the
Lagrange necessary condition for the constrained variational principle: ﬁnd critical
points of S averaged over T2 restricted to level sets of the four functionals
Aj(Z) =
∫
T2
1
2 〈M∂θjZ,Z〉dθ and Bj(Z) =
∫
T2
1
2 〈K∂θjZ,Z〉dθ, j = 1, 2.(4.6)
The Lagrange necessary condition can be written
∇S (Ẑ) = ω1∇A1(Ẑ) + ω2∇A2(Ẑ) + k1∇B1(Ẑ) + k2∇B2(Ẑ).(4.7)
The frequencies ω1, ω2 and the wavenumbers k1, k2 appear as Lagrange multipliers.
Using standard Lagrange multiplier theory, this constrained variational principle is
nondegenerate if
det
⎡⎣ δAδω δAδk
δB
δω
δB
δk
⎤⎦ = 0, where δA
δω
=
⎛⎝∂A1∂ω1 ∂A1∂ω2
∂A2
∂ω1
∂A2
∂ω2
⎞⎠,(4.8)
with similar expressions for the 2 × 2 matrices δAδk , δBδω , δBδk . It is the two-parameter
subfamily of two-wave interactions that correspond to standing waves that is of inter-
est. Given a function Ẑ(θ1, θ2) satisfying this variational principle, a standing wave
is recovered formally by taking the limit to synchronized counterpropagating waves
ω1 → ω, k1 → k, ω2 → ω, and k2 → −k
if the limits exist. This limit is taken after the Jacobian matrices in (4.8) are com-
puted.
At ﬁrst sight, this limit might seem a bit questionable: taking the limit on a
torus from irrational values to a resonance? However, there is additional structure
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here. The translation invariance in x restricted to periodic functions along with the
x-reversibility generates the group O(2). Translation invariance in time restricted to
periodic functions generates an action of S1. Combining these groups gives O(2)×S1:
a toral symmetry. The toral symmetry is almost enough structure to allow for smooth
variation of parameters on the torus. Indeed, if the system was ﬁnite-dimensional,
this would be true, and this case is discussed brieﬂy in Appendix A. The obstacle to
smoothness for the above limit leading to standing waves is again the potential for
small divisors due to a countable number of purely imaginary eigenvalues (see sec-
tion 7).
5. Stability analysis of nonlinear standing waves. It is in the study of the
stability of standing waves that the importance of the embedding of standing waves
in the four-parameter family becomes apparent. In this section the linear stability
problem for standing waves is formulated and it is shown that the entries in the
determinant (4.8) appear in the linear stability analysis in a central way. The strategy
is to linearize (3.1) about the full four-parameter two-wave interaction. Then, after
the stability condition is deduced, the limit to standing waves is taken.
Substitute Z(x, t) = Ẑ(θ1, θ2) + Û(θ1, θ2, x, t), where Ẑ is the wave (4.4) and Û
is a perturbation, into (3.1) and linearize about Ẑ,
MÛt +KÛx = L(θ1, θ2)Û ,(5.1)
where
L(θ1, θ2) = D
2S (Ẑ)−M
[
ω1
∂
∂θ1
+ ω2
∂
∂θ2
]
−K
[
k1
∂
∂θ1
+ k2
∂
∂θ2
]
= D2S (Ẑ)− ω1D2A1(Ẑ)− ω2D2A2(Ẑ)− k1D2B1(Ẑ)− k2D2B2(Ẑ).
(5.2)
The operator L is a linear partial diﬀerential operator with nonconstant (periodic)
coeﬃcients depending on θ1 and θ2. Introduce a class of perturbations of modulation
type
Û(θ1, θ2, x, t) = Re
(
U(θ1, θ2)e
λt+iαx
)
,
where λ ∈ C is the stability exponent and α ∈ R is the modulation parameter associ-
ated with the x-direction. The eigenvalue problem for (λ,U(θ1, θ2)) is then
L(θ1, θ2)U = λMU + iαKU.(5.3)
Definition. If there exists a solution U(θ1, θ2) of (5.3) which is 2π-periodic in
θ1 and θ2, for some λ ∈ C and α ∈ R, with Re(λ) > 0, then we say that the basic
state Ẑ(θ1, θ2) is linearly unstable or spectrally unstable.
The application of this deﬁnition and the development of the geometric stability
condition are not rigorous. For example, identiﬁcation of the precise space of functions
in which U(θ1, θ2) might exist is beyond the scope of this paper. The obstacle to rigor
is the potential small divisor problem, which would result in the range of the operator
L not being closed. In some special cases, for example, if there is enough symmetry [9],
the theory can be made rigorous using a Lyapunov–Schmidt reduction.
The eigenvalue problem (5.3) is still a PDE in θ1 and θ2. It has considerable
structure (combination of symmetric and antisymmetric operators), but we do not
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expect to be able to analyze this spectral problem completely. However, we can get
complete results on long-wave instability, that is, when |α|  1. In this case, the
geometry of (4.4) can be used to give a geometric characterization of the spectrum
for α small. Eigenvalue problems of this type have been studied geometrically before
in a diﬀerent but related context [9, section 5], and therefore we can appeal to those
results.
The kernel of L(θ1, θ2) has (at least) two elements,
Ker(L) ⊇ span
{
∂Ẑ
∂θ1
,
∂Ẑ
∂θ2
}
,(5.4)
and this can be veriﬁed by diﬀerentiating (4.7) with respect to θ1 and θ2. Assume that
these two functions are the only elements in the kernel, a property that is generically
satisﬁed. (For certain parameter values, the kernel might be larger.) Then look for
long-wave instabilities α 1 by expanding U in a Taylor series. Consider the ansatz
U = c1
(
Ẑθ1 + λẐω1 + iαẐk1
)
+ c2
(
Ẑθ2 + λẐω1 + iαẐk2
)
+ O(|λ|2 + |α|2),(5.5)
where c = (c1, c2) are arbitrary complex constants. By diﬀerentiating (4.7) with
respect to ω1, ω2, k1, and k2 it can be veriﬁed that this expression is indeed the
solution to (5.3) to leading order.
It is worth remarking here that it is precisely in the leading-order expression
for U that the deformation from standing waves to the general two-wave interaction
is necessary. Four derivatives of Ẑ with respect to parameters are needed in (5.5),
whereas if there was just one frequency and one wavenumber, only Ẑω and Ẑk would
be available for (5.5).
Since L is formally self-adjoint, the solvability condition for (5.3) is
[[Ẑθ1 , λMU + iαKU ]] = 0,
[[Ẑθ2 , λMU + iαKU ]] = 0,
where
[[f, g]] =
∫
T2
〈f(θ1, θ2), g(θ1, θ2)〉dθ = 1
(2π)2
∫ 2π
0
∫ 2π
0
〈f(θ1, θ2), g(θ1, θ2)〉dθ1dθ2.
This solvability condition still contains the unknown function U , but we have a
leading-order expression for U . Substituting the leading-order expression for U into
the solvability condition leads to the pair of algebraic equations
[
N0λ
2 + iαλN1 + (iα)
2N2 + · · ·
]⎛⎝c1
c2
⎞⎠ =
⎛⎝0
0
⎞⎠,(5.6)
where Nj , j = 0, 1, 2, are 2×2 matrices depending only on the properties of the basic
wave Ẑ. The derivation of the expression for N0 will be given, and then the result
for the other two will be stated. From the solvability condition we have that
N0 =
⎡⎣∫T2〈Ẑθ1 ,MẐω1〉dθ ∫T2〈Ẑθ1 ,MẐω2〉dθ∫
T2
〈Ẑθ2 ,MẐω1〉dθ
∫
T2
〈Ẑθ2 ,MẐω2〉dθ
⎤⎦.
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However, by diﬀerentiating the functionals (4.6) with respect to ω1 and ω2 we ﬁnd
that the matrix simpliﬁes to
N0 = −
⎡⎣∂A1∂ω1 ∂A1∂ω2
∂A2
∂ω1
∂A2
∂ω2
⎤⎦ = −∂A
∂ω
.
Similarly, N1 = −∂A∂k − ∂B∂ω and N2 = −∂B∂k , and so (5.6) reduces to(
λ2
δA
δω
+ iαλ
(
δA
δk
+
δB
δω
)
+ (iα)2
δB
δk
+ · · ·
)⎛⎝c1
c2
⎞⎠ =
⎛⎝0
0
⎞⎠.
Therefore, if |λ|+ |α| is suﬃciently small and the matrix (4.8) is nondegenerate,
the long-wave stability of the basic two-wave interaction is determined by the quartic
∆(λ, α) = det
[
λ2
δA
δω
+ iαλ
(
δA
δk
+
δB
δω
)
+ (iα)2
δB
δk
]
= det
⎡⎣σT ⊗ I2
⎛⎝δA /δω δA /δk
δB/δω δB/δk
⎞⎠ σ ⊗ I2
⎤⎦, σ =
⎛⎝λ
iα
⎞⎠.(5.7)
The second form shows that central role played by the nondegeneracy condition from
the constrained variational principle of section 4.
Expanding out the determinant in (5.7) leads to a quartic polynomial for λ,
∆(λ, α) = a4λ
4 + a3λ
3 + a2λ
2 + a1λ+ a0(5.8)
with
a4 = det
(
δA
δω
)
,
a3 = iαTr
(
δA
δω
#(δA
δk
+
δB
δω
))
,
a2 = −α2det
(
δA
δk
+
δB
δω
)
− α2Tr
(
δA
δω
# δB
δk
)
,
a1 = −iα3Tr
(
δB
δk
# δA
δk
+
δB
δω
)
,
a0 = α
4det
(
δB
δk
)
,
(5.9)
where the superscript # indicates adjugate, i.e.,
C# =
(
c1 c2
c2 c3
)#
= J−1CJ =
(
c3 −c2
−c2 c1
)
, where J =
(
0 −1
1 0
)
.
This stability quartic applies to both standing waves and the deformed two-wave
interaction, which may have independent interest. Given a basic four-parameter wave,
(Ẑ;ω1, ω2, k1, k2), the coeﬃcients of the quartic can in principle be computed, and
then the quartic solved for the four roots, thereby determining whether there is a
long-wave instability.
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a
a 2
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0
Fig. 1. Position of the roots of the quartic ∆(λ, α) = 0 when a1 = a3 = 0 and a4 = 1, showing
the stable region and its boundary in the (a2, a0) plane. In all other regions there is at least one
unstable root.
5.1. The stability quartic when a1 = a3 = 0. A special case of the quartic
that can be analyzed in detail is when a1 = a3 = 0. This case will not arise in general
for standing waves at ﬁnite amplitude, but it does arise in the limit as the amplitude
of the wave tends to zero—the weakly nonlinear limit.
In the analysis of the stability quartic ∆(λ, α) = 0, the term “instability” will
mean that there is at least one root of ∆(λ, α) = 0 with positive real part, and
“stability” will mean that all four roots are purely imaginary and simple (spectral
stability). We have the following complete classiﬁcation of the roots of (5.8) when
a1 = a3 = 0:
a4a0 < 0⇒ instability,
a4a0 ≥ 0 but a4a2 < 0⇒ instability,
a4a0 > 0 but a4a2 = 0⇒ instability,
a4a0 > 0 and a4a2 > 0 but a
2
2 − 4a4a0 < 0⇒ instability,
a4a0 > 0, a4a2 > 0 and a
2
2 − 4a4a0 > 0⇒ stability.
There are also two special cases where the spectrum is purely imaginary but there are
multiple eigenvalues. When a0a4 = 0, a2a4 > 0, and a
2
2− 4a4a0 > 0, there is a pair of
distinct purely imaginary eigenvalues and a double zero eigenvalue. When a4a0 > 0,
a4a2 > 0 but a
2
2 − 4a4a0 = 0 there is a pair of purely imaginary eigenvalues each of
multiplicity two. These special cases lie on the boundary of the region of stability, as
illustrated in Figure 1.
6. Instability of weakly nonlinear standing waves. The purpose of this
section is threefold. It illustrates in the simplest possible setting how the variational
principle and stability theory accumulate information on the spectral problem. It
shows explicitly the importance of the limit from the four-parameter two-wave inter-
action to the two-parameter standing wave. Third, it shows that the theory of this
paper recovers the modulation instability predicted by coupled NLS equations with
mean-ﬁeld coupling.
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To construct weakly nonlinear counterpropagating waves, take a Fourier ansatz,
Ẑ(θ1, θ2) = A1ξ1e
iθ1 +A1ξ1e
−iθ1 +A2ξ2eiθ2 +A2ξ2e−iθ2
+Υ20 +Υ21e
2iθ1 +Υ21e
−2iθ1 +Υ22e2iθ2 +Υ22e−2iθ2
+Υ23e
i(θ1+θ2) +Υ23e
−i(θ1+θ2) +Υ24ei(θ1−θ2) +Υ24e−i(θ1−θ2) + · · ·,
(6.1)
where θj = kjx + ωjt (j = 1, 2), A1 and A2 are complex amplitudes, and ξ1 and ξ2
have unit length. This ansatz is substituted into the Lagrangian (1.6),
L (A1, A2, ξ1, ξ2, µ1, µ2,Υ, . . . ) = S (Ẑ)− ω1A1 − ω2A2 − k1B1 − k2B2
− µ1(‖ξ1‖2 − 1)− µ2(‖ξ2‖2 − 1).
(6.2)
Here, µ1 and µ2 are Lagrange multipliers associated with the constraints on ξ1 and
ξ2. The vectors ξj are eigenvectors of a linear Hermitian operator, and the Lagrange
multipliers µj give a way of extending the dispersion relation to the nonlinear case in
a coordinate-free way.
Formally solving this ﬁnite-dimensional Lagrangian system leads to the reduced
Lagrangian
L = µ1|A1|2 + µ2|A2|2 + 12σ11|A1|4 + σ12|A1|2|A2|2 + 12σ22|A2|4 + · · ·
and to amplitude equations for A1 and A2 of the general form
A1 (µ(ω1, k1) + σ11|A1|2 + σ12|A2|2 + · · · ) = 0,
A2 (µ(ω2, k2) + σ12|A1|2 + σ22|A2|2 + · · · ) = 0.
(6.3)
To leading order, the Lagrange multipliers µ1 and µ2 are the dispersion relation for
the linearized problem evaluated at (ω1, k1) and (ω2, k2), respectively. To compute
the elements needed for the stability analysis, we need the functionals Aj and Bj . To
leading order they are
Aj(ω, k) = − ∂
∂ωj
µj(ω, k)|Aj |2 + · · · and Bj(ω, k) = − ∂
∂kj
µj(ω, k)|Aj |2 + · · ·,
where (ω, k) := (ω1, ω2, k1, k2). These expressions are veriﬁed by substituting (6.1)
into the functionals (4.6). Using these expressions we compute
δA
δω
=
⎡⎣∂A1δω1 ∂A1δω2
∂A2
δω1
∂A2
δω2
⎤⎦ =
⎡⎣ ∂∂ω1 a1|A1|2 + a1 ∂∂ω1 |A1|2, a1 ∂∂ω2 |A1|2
a2
∂
∂ω1
|A2|2, ∂∂ω2 a2|A2|2 + a2 ∂∂ω2 |A2|2
⎤⎦+ · · ·,
where aj = − ∂∂ωj µj , j = 1, 2. Now apply the standing wave limit to this matrix,
ω2 → ω1 := ω, k2 → −k1 := −k, |A2| → |A1| := |A|,(6.4)
to ﬁnd
δA
δω
= −D2ωΛ−1 +Dωω|A|2
⎛⎝1 0
0 1
⎞⎠+ · · ·,
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where D(ω, k) = lim→ SWs µ1(ω1, k1) = lim→ SWs µ2(ω2, k2), and
Λ :=
⎡⎣a b
b a
⎤⎦ = lim
→ SWs
⎡⎣σ11 σ12
σ12 σ22
⎤⎦.
Similarly we ﬁnd
δA
δk
= −DωDk Λ−1
⎛⎝1 0
0 −1
⎞⎠+Dωk|A|2
⎛⎝1 0
0 −1
⎞⎠+ · · ·,
δB
δω
=
(
δA
δk
)T
= −DωDk
⎛⎝1 0
0 −1
⎞⎠Λ−1 +Dωk|A|2
⎛⎝1 0
0 −1
⎞⎠+ · · ·,
and so
δA
δk
+
δB
δω
= − 2a|Λ|DωDk
⎛⎝1 0
0 −1
⎞⎠+ 2Dωk|A|2
⎛⎝1 0
0 −1
⎞⎠+ · · ·.
For the third term in the matrix (5.7),
δB
δk
= −D2k
Λ
|Λ| +Dkk|A|
2
⎛⎝1 0
0 1
⎞⎠+ · · ·.
Now, the stability quartic (5.8) in the standing wave limit takes the form
∆(λ, α) = a4λ
4 + a3λ
3 + a2λ
2 + a1λ+ a0
with
a4 = det
(
δA
δω
)
=
D4ω
|Λ| −
2a
|Λ|D
2
ωDωω|A|2 + · · ·,
a3 = iαTr
(
δA
δω
#(δA
δk
+
δB
δω
))
= 0,
a2 = −α2det
(
δA
δk
+
δB
δω
)
− α2Tr
(
δA
δω
# δB
δk
)
= −α2
(
− 2|Λ|D
2
ωD
2
k +
2a
|Λ| (−D
2
ωDkk −D2kDωω + 4DωDkDωk)|A|2 + · · ·
)
a1 = (iα)
3Tr
(
δB
δk
#(δA
δk
+
δB
δω
))
= 0,
a0 = α
4det
(
δB
δk
)
= α4
(
D4k
|Λ| −
2a
|Λ|D
2
kDkk|A|2 + · · ·
)
.
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Let
δ = −D2ωDkk −D2kDωω + 2DωDkDωk = det
⎡⎢⎢⎢⎣
Dωω Dωk Dω
Dkω Dkk Dk
Dω Dk 0
⎤⎥⎥⎥⎦.(6.5)
Then, to summarize, the stability quartic in the standing wave limit is
∆(λ, α) = det
[
λ2
δA
δω
+ iαλ
(
δA
δk
+
δB
δω
)
+ (iα)2
δB
δk
]
= a4λ
4 + a2(iα)
2λ2 + a0(iα)
4
with
a4 = +
D4ω
|Λ| −
2a
|Λ|D
2
ωDωω|A|2 + · · ·,
a2 = − 2|Λ|D
2
ωD
2
k +
2a
|Λ| (δ + 2DωDkDωk)|A|
2 + · · ·,
a0 = +
D4k
|Λ| −
2a
|Λ|D
2
kDkk|A|2 + · · ·.
Apply the stability-instability classiﬁcation in section 5.1, which requires the expres-
sions
a0a4 =
D4ωD
4
k
|Λ|2 + · · · > 0,
−a2a4 = 2|Λ|2D
2
kD
6
ω + · · · > 0,
a22 − 4a0a4 = −16 aδ
D2ωD
2
k
|Λ|2 |A|
2 + · · · .
Hence, from the stability-instability classiﬁcation in section 5.1, if we assume the
conditions
Dω = 0, Dk = 0, det(Λ) = 0, a = 0, and δ = 0
are satisﬁed, we can conclude, for |A| suﬃciently small, that the stability quartic (5.7)
has an unstable eigenvalue if and only if
aδ > 0.
A signiﬁcant feature of this result is that the instability of standing waves is
independent of the standing wave frequency correction. To see this, go back to (6.3)
and take the standing wave limit,
A1 (D(ω, k) + a |A1|2 + b |A2|2 + · · · ) = 0,
A2 (D(ω, k) + b |A1|2 + a |A2|2 + · · · ) = 0.
(6.6)
Hence
ωTW = ω0 − a
Dω
|A1|2 + · · · , A2 = 0,
ωSW = ω0 − (a+ b)
Dω
|A1|2 + · · · , A2 = A1.
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Fig. 2. Schematic of the position of the eigenvalues at the threshold of instability for weakly
nonlinear standing waves.
Although the weakly nonlinear correction to the frequency for standing waves
depends on b, the modulation instability at low amplitude is independent of b. Eﬀec-
tively, the stability problem decouples at low amplitude.
To conﬁrm that a weakly nonlinear traveling wave has the same instability con-
dition as the standing wave, we can compare aδ > 0 with the Whitham condition. If
D(ω0(k), k) = 0 and Dω = 0, then Dωω′0(k) +Dk = 0 and so
ω′′0 (k) =
1
D3ω
det
⎡⎢⎢⎢⎣
Dωω Dωk Dω
Dkω Dkk Dk
Dω Dk 0
⎤⎥⎥⎥⎦ = 1D3ω δ.
From the above expression for the frequency of the traveling waves, ωTW , we have
that ω2 = −a/Dω and so
sign(aδ) = sign
(−ω2Dω ω′′0 (k)D4ω) = −sign(ω′′0 (k)ω2),
showing that aδ > 0 is equivalent to ω′′0 (k)ω2 < 0.
This instability condition for weakly nonlinear standing waves agrees with the
instability condition derived by Knobloch and Pierce [18], obtained from the coupled
NLS equations with mean-ﬁeld terms for counterpropagating waves.
For ﬁnite-amplitude standing waves, the instability of standing waves will in gen-
eral diﬀer from the instability of traveling waves. It is an interesting open problem
to determine precisely how this instability will change for ﬁnite amplitude standing
waves. It can be studied either by carrying the amplitude expansion to the next order
or numerically.
There is another subtle diﬀerence between the traveling wave instability and
standing wave instability, which shows up even for weakly nonlinear standing waves.
For the standing wave, the unstable subspace is twice as large as the case of trav-
eling waves. A schematic is shown in Figure 2. This ﬁgure shows the temporal
eigenvalues of the linear stability problem for weakly nonlinear standing waves, with
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instability arising through a collision of eigenvalues of opposite signature. Note that
each eigenvalue is double, and so the unstable subspace is four-dimensional (whereas
for traveling waves it is two-dimensional). The multiple eigenvalues will not persist
for ﬁnite-amplitude standing waves, suggesting that the behavior of the instability for
ﬁnite-amplitude standing waves will be more dramatic than traveling waves in general
and weakly nonlinear standing waves in particular.
6.1. Example: Calculations for a scalar nonlinear wave equation. An
elementary example of the theory is obtained by considering the scalar nonlinear wave
equation: (1.1) with m = 1. Let V (u) be any smooth function with leading Taylor
expansion
V (u) =
1
2
a1u
2 +
1
3
a2u
3 +
1
4
a3u
4 + · · · , a1 > 0.
Then a straightforward calculation leads to the reduced Lagrangian
L = µ1|A1|2 + µ2|A2|2 + 12σ11|A|4 + σ12|A1|2|A2|2 + 12σ22|A2|4 + · · ·
with µj(ω, k) = k
2
j − ω21 + a1, σ11 = σ22 = − 53a1 a22 + 94a3, and
σ12 = −2a22
(
1
a1
+
1
a1 − (ω1 + ω2)2 + (k1 + k2)2+
1
a1 − (ω1 − ω2)2 + (k1 − k2)2
)
+ 3a3.
Computing the parameter Jacobian (4.8) and taking the limit ω2 → ω1 := ω and
k2 → −k1 := −k we ﬁnd
D(ω, k) = k2 − ω2 + a1, δ = −8a1, and a = lim→SWsσ11 = σ11,
and so aδ = −8a1(− 53a1 a22 + 94a3). Hence both traveling waves and standing wave
solutions of (1.1) are unstable in the weakly nonlinear limit whenever
20a22 − 27a1a3 > 0 and a1 > 0.
The instability of ﬁnite-amplitude standing wave solutions of even this scalar nonlinear
wave equation is an open problem, but the theory of this paper can be applied, given
(either numerical or analytic) expressions for the ﬁnite-amplitude standing waves.
7. Small divisors and the equivariant Lyapunov center theorem. The
obstacle to a rigorous proof of the existence of smooth families of standing waves
and the linear stability theory is a potential small divisor problem. This issue can
be illustrated by considering the scalar version of the nonlinear wave equation (1.1),
which can be written
utt − uxx + a1u = V ′(u)− a1u,
where a1 = V
′′(0) is some positive real number. In application of the implicit function
theorem to the existence of standing waves, linear systems of the type of the left-hand
side have to be inverted on the complement of its kernel, on a space of space-time
periodic functions. Such systems can be written in the general form
Vt = LV + f(x, t), L =
⎡⎣ 0 I
∂xx − a1 0
⎤⎦,
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where f(x, t) is a vector-valued periodic function of x and t. Now, the spectrum of L
on a space of 2π-periodic functions is
λn = i
√
n2 + a1 := iωn, n ∈ Z.
The spectrum consists of a countable number of purely imaginary eigenvalues. Now,
a1 can be chosen so that
λ1j − λn = 0, j ≥ 1, n = 1,
which is the usual nonresonance condition of the Lyapunov center theorem. However,
the distance |ω1j−ωn| may tend to zero as j, n tend to inﬁnity, creating a small divisor
problem. In other words, a frequency ωn when n is large enough may get arbitrarily
close to a resonant multiple of ω1.
Eﬀectively, what is needed is a version of the Lyapunov center theorem in inﬁnite
dimensions. The ﬁrst result of this type is due to Craig and Wayne [12] and uses Nash–
Moser theory to overcome the small divisor problem. However, the resulting branches
of periodic solutions are not smooth but lie on a Cantor-like subset of parameter
space.
By imposing the stronger diophantine condition on the frequencies
|ωj − ωn| ≥ γ
j
, j ≥ 1, n ≥ 2, for some γ > 0,
Bambusi [1] and Bambusi and Paleari [4] prove that the ordinary implicit function
can be used, and this leads to partial smoothness of branches of periodic solutions.
These results are encouraging, but they still do not provide suﬃcient smoothness
for the limits required in section 5. Moreover, the present analysis uses symmetry
in a central way, and so an equivariant version of the Lyapunov center theorem [22]
generalized to inﬁnite dimensions would be required. Some intriguing results in this
direction are given by Bambusi and Gaeta [3].
8. Instability of standing water waves. One of the most interesting examples
of standing waves is standing water waves. These waves are most commonly observed
and studied in the context of sloshing of ﬂuid in a vessel. However, they are also a
central part of pattern formation in the open ocean. The ﬁrst nonlinear theory for
standing waves was proposed by Rayleigh [27]. Indeed, he showed that they arise
naturally along with traveling waves in any analysis of weakly nonlinear space and
time periodic water waves. Since Rayleigh’s work there has been a wide range of
analytical and numerical theories for standing waves; see [11] for a list of references.
Recently, progress has been made in developing a rigorous theory for existence of
standing waves. In ﬁnite depth small divisors arise, and a rigorous proof in this case
for weakly nonlinear standing waves has been given by Plotnikov and Toland [26]. The
proof uses a Nash–Moser framework, and therefore the branches of periodic solutions
are not smooth, certainly not smooth enough to embed them in a higher parameter
family. Surprisingly, the problem in inﬁnite depth is more diﬃcult. The kernel of the
linearized problem is inﬁnite-dimensional and the dispersion relation is algebraic, but
recent signiﬁcant progress has been made [14, 15].
For weakly nonlinear standing waves, stability results have been reported by Oka-
mura [23] and Knobloch and Pierce [18] using modulation equations. The paper [18]
gives the ﬁrst correct analytic result for instability of weakly nonlinear standing waves.
For ﬁnite-amplitude standing waves, the only results in the literature on the linear
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stability is the work of Mercer and Roberts [21]. There are several interesting results
in [21]. They compute long-wave instabilities at ﬁnite amplitude (called subharmonic
instabilities there). They compute the action (A1 here) as a function of frequency (ω1
here) and show that there is a point where ∂ω1A1 = 0. This latter point will have an
eﬀect on the modulation instability at that point.
The theory of this paper suggests a new approach to the numerical computation
of standing waves. The standing waves should be embedded in a four-parameter
family and then the elements of (4.8) computed to study a wider range of stability
properties. This embedding would not increase computation time (for standing waves
or four-parameter two-wave interaction, the solution is expanded in a double Fourier
series) but would increase the range of parameter space. However, it is only the
parameter space near the standing waves that is of interest, and the computation of
the functionals and their parameter dependence is a secondary calculation.
On a formal level one can draw a number of conclusions about the instability of
standing water waves from the theory reported in this paper. First, the water-wave
problem can be formulated as a multisymplectic system [6, 7] and the framework
of this paper applied. For weakly nonlinear standing waves the conclusion for deep
water is immediate: weakly nonlinear standing waves are unstable to a Benjamin–Feir
instability in the same way that traveling waves are unstable. This is in agreement
with the results of [18]. Further numerical calculations would be needed to test the
theory of this paper at large amplitude to compare with and extend the results of [21].
The case of standing waves in ﬁnite depth may also have mean ﬂow generation.
For traveling waves, it is well known that reducing the depth creates a mean ﬂow
that stabilizes the Benjamin–Feir instability. Therefore an interesting open problem
would be to determine the eﬀect of mean ﬂow on the stability of standing water
waves in ﬁnite depth. Results obtained using modulation equations by Knobloch and
Pierce [18] suggest that the weakly nonlinear ﬁnite-depth standing waves are aﬀected
by mean ﬂow in exactly the same way as traveling waves. However, the role of mean
ﬂow in the stability of ﬁnite-amplitude standing waves is an open question.
9. Concluding remarks. The basic strategy here—embed a multiperiodic, say,
N -periodic, pattern in an N -wave interaction with 2N parameters, compute parame-
ter Jacobians, then take a limit to the original N -parameter wave to obtain stability
information—has wider applicability. For example, in [10] this idea is generalized to
determine stability conditions for short-crested Stokes waves in three space dimen-
sions.
Short-crested Stokes waves are solutions of the form
Z(x, y, t) = Ẑ(θ1, θ2), θ1 = kx+ y + ωt, θ2 = kx− y + ωt.
They are three-parameter doubly periodic solutions and have been widely studied
by oceanographers and engineers because they arise as a secondary bifurcation from
classical Stokes waves and are known to inﬂuence sand transport. Short-crested waves
are a generalization of standing waves in the sense that they can be characterized as
synchronized oblique traveling waves, and in the limit as the angle between the two
waves becomes zero they reduce to standing waves.
There are a number of open questions in the ﬂuid mechanics literature about their
stability. The theory of this paper generalizes to this problem in a straightforward
way. The short-crested wave is embedded in the six-parameter two-phase wavetrain
Z(x, y, t) = Ẑ(θ1, θ2) but with
θj = ωjt+ kjx+ jy + θ
o
j , j = 1, 2.
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These waves, when characterized by a constrained variational principle, generate the
6× 6 matrix ⎛⎜⎜⎜⎝
δA
δω
δA
δk
δA
δ
δB
δω
δB
δk
δB
δ
δC
δω
δC
δk
δC
δ
⎞⎟⎟⎟⎠.
Proceeding as in section 5, a stability theory can be developed that predicts all long-
wave instabilities using the entries of the above matrix. The complete details are
given elsewhere [10].
Another generalization of interest is the study of the stability of hexagonal ocean
patterns by embedding them in a three-phase wave train—with nine parameters—and
then following the strategy in this paper to develop a theory for long-wave instability.
Appendix A. O(2)-invariant Hamiltonian systems and the spherical
pendulum. Some insight into the geometry of nonlinear wave equations on the real
line with periodic boundary conditions and x-reﬂection symmetry can be gained by
examining the ﬁnite-dimensional analogue. This analogy is useful for illustrating the
toral structure, but the analogy can be taken only so far, since the most interesting
consequence for nonlinear wave equations—the geometry of modulational instability—
is absent in ﬁnite dimensions.
Consider a Hamiltonian system on R4 with standard symplectic operator J,
JUt = ∇H(U), U ∈ R4,(A.1)
and suppose H is smooth and the system is O(2)-equivariant. That is, there is a
representation Γ of O(2) acting on R4 such that H is Γ-invariant and the action of Γ
is symplectic [22]. Near a Γ-invariant equilibrium there are generically two classes of
periodic solutions: traveling waves and standing waves [22].
The canonical example of anO(2)-equivariant Hamiltonian system is the spherical
pendulum (see [22, 5]), and it is suﬃcient to restrict attention to this example. For
the spherical pendulum, the geometry and nature of solutions can be seen explicitly.
The traveling waves are the conical pendulum solutions, and standing waves are the
planar pendulum solutions. There are two traveling waves (one rotating clockwise
and one rotating counterclockwise), and there is an SO(2) orbit of standing waves
(the plane of motion of the planar pendulum can be rotated around). The standing
waves of the spherical pendulum have zero angular momentum.
There is another well-known class of solutions of the spherical pendulum: the
toral solutions which have a smoothly varying rotation number and nonzero angular
momentum. These are sometimes called relative periodic orbits. Physically, they
correspond to a precessing planar pendulum.
The solutions of the spherical pendulum can be usefully viewed in the energy-
momentum space, as shown in Figure 3, where E represents the value of the energy
and I represents the value of the momentum. The standing waves are along the I = 0
axis. The traveling waves correspond to minima of the energy restricted to level sets of
the momentum and lie along the two curves shown. There are no solutions associated
with (I, E) values below the traveling wave curves, and the region between the two
curves excluding I = 0 is ﬁlled with toral solutions with smoothly varying rotation
number.
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Fig. 3. Schematic of the energy-momentum space for the spherical pendulum. The two
highlighted points on the line of zero momentum are the two equilibria (vertical up and vertical
down) of the spherical pendulum.
A periodic solution, of period T = 2πω , of a ﬁnite-dimensional Hamiltonian system
such as (A.1) can be characterized by a variational principle: a critical point of H
restricted to level sets of the action,
A =
1
2π
∫ 2π
0
A(U) dθ, A(U) =
1
2
〈JUθ, U〉,(A.2)
with the frequency, ω, a Lagrange multiplier. The Lagrange necessary condition for
this variational principle is
∇H − ω∇A = ∇H − ωJUθ = 0, θ = ω t+ θo.
A standing wave state would have the additional requirement that it is invariant under
reﬂection (the reﬂection subgroup of O(2)).
Now we come to the main point of this section. Can the limit I → 0 be taken in
the class of toral solutions leading to a standing wave?
Consider embedding the standing wave in a toral solution. Let U(t) = Û(θ1, θ2)
with θj = ωjt+ θ
o
j for j = 1, 2. Then a variational characterization is again natural,
and the Lagrange necessary condition is
∇H − ω1∇A1 − ω2∇A2 = ∇H(Ẑ)− ω1J∂θ1Û − ω2J∂θ2Û = 0, Û : T2 → R4.
(A.3)
It follows from standard Lagrange multiplier theory that a state satisfying (A.3) is
nondegenerate when
det
⎡⎣∂ω1∂I1 ∂ω1∂I2
∂ω2
∂I1
∂ω2
∂I2
⎤⎦ = 0,(A.4)
where I1 and I2 represent values of the two actions. Now, solutions of this variational
principle are smooth functions of the frequencies, away from the singularities (the
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two equilibrium points and the two branches of traveling waves). This can be seen
explicitly using the integrability of the spherical pendulum [13], but it follows more
generally from symmetry. The more surprising smoothness result is that the frequency
map (A.4) exists—in the limit from a toral state to the line I = 0—and is well deﬁned
(away from the two equilibrium points). Suppose I2 represents the angular momentum
in (A.4); then Horosov [13] proves that
lim
I2→0
det
⎡⎣∂ω1∂I1 ∂ω1∂I2
∂ω2
∂I1
∂ω2
∂I2
⎤⎦ = det
⎡⎢⎣
(
∂ω1
∂I1
)0
0
0
(
∂ω2
∂I2
)0
⎤⎥⎦ = (∂ω1
∂I1
)0(
∂ω2
∂I2
)0
= 0.(A.5)
Although the limit I2 → 0 results in a degeneration from a toral solution to a periodic
solution, the toral frequency map does not degenerate! This nondegeneracy arises
because the planar pendulum solutions lie on a torus and so the tangent space of
the manifold of standing waves is two-dimensional. The ﬁrst term in the product on
the right-hand side of (A.5) is the change in frequency with amplitude (or energy) of
the planar pendulum, and the second term in the product just says that the second
frequency changes smoothly in going from negative to positive angular momentum
(or vice versa).
The above geometry is also central to the standing wave problem associated with
nonlinear wave equations on the real line. In the second variational principle in sec-
tion 4, the standing wave is being embedded in a generalized multisymplectic relative-
periodic orbit. In other words, geometrically there should be a smooth variation of
the parameters. This would be true of any ﬁnite-dimensional approximation of the
standing wave problem. In the limit as the number of modes goes to inﬁnity, the
small divisor issue again appears.
Appendix B. Multisymplectic Noether theory and momentum conser-
vation. In this appendix, classical Noether theory is applied to the Lagrangian in
the canonical multisymplectic form (1.6). A Lagrangian L =
∫ ∫
L(Z,Zt, Zx) dx∧dt,
with Z(x, t) vector valued, which does not depend explicitly on x, has a symmetry
with generator v = ∂∂x . Using Noether’s theorem [24, section 4.4], this symmetry
generates a conservation law,
I(Z)t + P(Z)x = 0
with
I(Z) =
〈
Zx,
∂L
∂Zt
〉
and P(Z) =
〈
Zx,
∂L
∂Zx
〉
− L(Z,Zt, Zx),
where 〈·, ·〉 is the standard inner product on Rn. Applying these formulas to L in
canonical form,
L(Z,Zt, Zx) =
1
2 〈MZt, Z〉+ 12 〈KZx, Z〉 − S(Z),
leads to
I(Z) = 12 〈MZx, Z〉, P(Z) = S(Z)− 12 〈MZt, Z〉.
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This conservation law can be conﬁrmed by direct calculation,
I(Z)t =
1
2
〈MZxt, Z〉+ 1
2
〈MZx, Zt〉
=
∂
∂x
(
1
2
〈MZt, Z〉
)
− 〈MZt, Zx〉 (using skew-symmetry of M)
=
∂
∂x
(
1
2
〈MZt, Z〉
)
− 〈∇S(Z)−KZx, Zx〉 (substituting for MZt using (3.1))
=
∂
∂x
(
1
2
〈MZt, Z〉 − S(Z)
)
(using skew-symmetry of K),
and hence I(Z)t + (S(Z)− 12 〈MZt, Z〉)x = 0.
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