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Aufgabenstellung
Moderne Hochleistungsrechner ermöglichen hochaufgelöste Simulationen, die ein enormes Datenvolu-
men produzieren. Da eine Speicherung impraktikabel oder gar unmöglich ist, wird die Auswertung, zu
der nicht zuletzt die Visualisierung gehört, In-Situ, also im Moment der Datenerzeugung, durchgeführt.
Das bedarf einerseits einer hochangepassten Simulations- und Visualisierungsarchitektur und anderer-
seits effizienter Datentransformations- und Visualisierungsalgorithmen.
Am Helmholtz-Zentrum Dresden – Rossendorf (HZDR) werden mithilfe der für verteiltes Rechnen auf
Grafikhardware ausgelegten Simulationsengine PIConGPU Plasmasimulationen durchgeführt. Für die
In-Situ-Visualisierung von Volumendaten existiert das Plugin ISAAC. Ziel der Bachelorarbeit ist die Er-
weiterung von ISAAC, um partikelbasierte Daten darstellen zu können. Dabei ist ISAAC zunächst um
eine entsprechende Beschreibung einer Datenquelle, sowie gegebenenfalls geeigneter Transformationen
zu ergänzen. Anschließend ist ein Renderer zu entwickeln, der in der Lage ist auf einem Rechenknoten ei-
ne Teilvisualisierung mit mehreren Millionen Partikeln zu erzeugen. Als Programmierschnittstelle dient
die am HZDR entwickelte C++-Bibliothek Alpaka. Im Rahmen der Bachelorarbeit soll sich die Visuali-
sierung auf eine grundlegende Darstellung von beleuchteten, opaken Kugeln beschränken. Aufgrund der
Komplexität von ISAAC, sowie dem hohen Grad der Optimierung des eingesetzten C++-Codes soll die
Programmierung in enger Zusammenarbeit mit den Mitarbeitern des HZDR erfolgen. Die entstandene
Lösung ist in einer qualitativen und quantitativen Evaluation zu untersuchen.
Die einzelnen Teilziele umfassen:
• Umfassende Literaturrecherche zu Visualisierungen, die auf verteilten Systemen berechnet wer-
den, insbesondere im Bereich der Partikeldarstellung, sowie zur In-Situ-Visualisierung.
• Einarbeitung in PIConGPU, sowie intensive Auseinandersetzung mit dem Modul ISAAC.
• Implementierung eines Partikelrenderers innerhalb von ISAAC:
– Definition einer geeigneten Datenquelle, eventuell Implementierung notwendiger Datentrans-
formationen.
– Entwicklung eines Visualisierungsverfahrens, bei der die Partikel als opake, lokal beleuchtete
Kugelglyphen repräsentiert werden.
– Integration von Funktionen zum interaktiven Einstellen einer Filterstrategie, so dass nicht
jedes Partikel visualisiert wird.
– Implementierung einer interaktiv einstellbaren Abbildung von skalaren Attributen auf Ku-
gelradius und Materialfarbe.
• Ausführliche Evaluation der entwickelten Lösung:
– Qualitative Evaluation bzgl. Darstellungsqualität mit Fokus auf Artefakten beim Rendern
großer Mengen von Kugelglyphen.
– Quantitative Evaluation in Bezug auf Geschwindigkeit, Speicherverbrauch und maximaler
Partikelanzahl pro Knoten.
Optionale Ziele:
• Mapping von vektoriellen Attributen auf die Kugel, z.B. auf die Kugelform, die Oberfläche oder
Beleuchtungseigenschaften, einschließlich deren Evaluation.
• Umsetzung des Partikelvisualisierers innerhalb Isaacs als Instanz einer allgemeineren Methode zur
Darstellung impliziter Oberflächen.
• Blickpunktabhängiges Zusammenfassen von Kugeln zu einem Repräsentanten um dadurch die
Darstellungsgeschwindigkeit und visuelle Qualität zu steigern.
Selbstständigkeitserklärung
Hiermit erkläre ich, dass ich die von mir am heutigen Tag dem Prüfungsausschuss der Fakultät Informa-
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Kurzfassung
Wissenschaftliche Computersimulationen auf Hochleistungsrechnern benötigen immer mehr Ressour-
cen. So können auf einem aktuellen Peta- und zukünftigen Exascalesystem mehrere Terabyte pro Se-
kunde an Daten erzeugt oder verändert werden. Durch die stark begrenzten Übertragungsraten in den
meisten Netzwerken ist es kaum möglich die Daten bei jedem Zeitschritt zu speichern oder auf externen
Ressourcen zu verarbeiten. Um nicht durch die Geschwindigkeit des Netzwerks begrenzt zu sein, wird
bei aktuellen Ansätzen versucht die lokale Hardware möglichst gut auszunutzen und das Rendering auf
den selben Ressourcen auszuführen, auf denen bereits die Simulation läuft.
Hier setzt die am Helmholtz-Zentrum Dresden – Rossendorf (HZDR) entwickelte In-Situ- Visualisie-
rungsbibliothek ISAAC an. Diese ermöglicht es auf mehrere GPUs oder CPUs verteilte Simulationen
auf den selben Ressourcen verteilt zu visualisieren, so dass mehrere Einzelbilder entstehen, welche in
einem Verarbeitungsschritt zusammengesetzt werden. Dadurch muss nur ein Bild und wenige Steuer-
kommandos je Zeitschritt über das Netzwerk übertragen werden. Im Rahmen dieser Arbeit wird ISAAC
um eine Möglichkeit des interaktiven Partikelrenderings erweitert. Dabei wird es ermöglicht mehrere
Partikelquellen zu definieren und diese nach gewählten Eigenschaften einzufärben und zur Laufzeit zu
filtern. Es können Partikelquellen zusätzlich zu den Volumenquellen in ISAAC ebenfalls zur Laufzeit
aktiviert und deaktiviert werden, was auch eine kombinierte Betrachtung ermöglicht.
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31 Einleitung
Computersimulationen gewinnen in der heutigen Wissenschaft immer mehr an Relevanz. Zum einen,
weil durch die immer größeren HPC Systeme komplexere Modelle und präzisere Simulation ermöglicht
werden und zum anderen, weil bei der aktuellen Forschung die betrachteten Probleme z.B. im Univer-
sum räumlich zu groß und zu weit entfernt oder auf Atomebene zu klein werden, um sie in praktischen
Experimenten zu untersuchen. Auch die zu beobachtende Zeitspanne ist oft bei heutigen Lasersimu-
lationen so klein, dass sie in der Praxis schwer festzuhalten und zu analysieren sind. Mit den immer
größeren und komplexeren Simulationen gehen jedoch auch einige Probleme einher. Zwar hat sich die
Rechengeschwindigkeit in den HPC-Systemen jedes Jahr stark erhöht, jedoch stellt die Übertragungs-
geschwindigkeit zwischen den Knoten und auch zu den Speichermedien ein gravierendes Problem dar.
So werden bei heutigen verteilten Simulationen auf Großrechnern je Zeitschritt mehrere Gigabyte pro
GPU/CPU an Daten erzeugt oder verändert. Dabei handelt es sich hochgerechnet auf mehrere tausend
Knoten um Datenmengen im Terabyte-Bereich, welche nicht zeitnah ungefiltert abgespeichert oder zwi-
schen den Knoten übertragen werden können. Daher ist der traditionelle Visualisierungsansatz über einen
Nachbearbeitungsschritt nur bei kleineren Simulationen praxistauglich.
Hier setzt das Prinzip der In-Situ-Verarbeitung an. Dabei wird versucht die Daten möglichst nah an der
Simulation zu verarbeiten und zu visualisieren. Damit kann die Übertragung über das Netzwerk und
die Kommunikation zwischen den Knoten reduziert werden, so dass diese die Leistungsfähigkeit des
Großrechners nicht einschränkt. Es werden teure Kopieroperationen zwischen GPU und CPU, aber auch
innerhalb der Speichereinheit vermieden, da diese die Leistung weiter einschränken können. Daher wird
auch versucht möglichst direkt auf den Simulationsdaten zu arbeiten und auch dieselben Rechenressour-
cen der Simulation zu nutzen, um diese bestmöglich auszulasten.
Bei vielen dieser Simulationsdaten handelt es sich um Felder oder Partikel. Dabei ist es möglich, die
Partikel ebenfalls als ein Dichtefeld zu interpretieren und dieses mit den anderen Feldern in einer Vo-
lumendarstellung zu repräsentieren. Dies ist besonders sinnvoll falls innere Strukturen oder Dichteun-
terschiede in einer Menge von Partikeln sichtbar gemacht werden sollen. Zum Erkennen von einzelnen
Partikeln und Bewegungsabläufen ist diese Darstellung jedoch ungeeignet. Daher werden Partikeldaten
in der Visualisierung oft als farbige opake Kugeln dargestellt. Das ermöglicht es einzelne Partikel und
auch Partikelgruppen beobachten zu können. Es ist ebenfalls wichtig eine kombinierte Betrachtung von
Partikeln und Felder zu ermöglichen, um z.B. bei einer Laserwakefield Simulation den Einfluss des elek-
tromagnetischen Feldes vom Laser auf die einzelnen Elektronen beobachten zu können. Problematisch
wird es, wenn die interessanten und wichtigen Abläufe der Simulation innerhalb des Partikelvolumens
ablaufen, da die opaken Kugeln die Sicht auf diesen Bereich verhindern können. Daher muss auch eine
Möglichkeit gegeben werden alle uninteressanten Partikel auszublenden oder wegzuschneiden.
Die Arbeit ist in insgesamt sechs Kapitel gegliedert. Im zweiten Kapitel werden verwandte Arbeiten zu
den Schwerpunkten In-Situ- und Partikelvisualisierung vorgestellt. Kapitel drei stellt die Grundlagen für
diese Arbeit vor. In Kapitel vier werden die Umsetzung und die einzelnen Implementationsschritte näher
erläutert. Im fünften Kapitel wird die entwickelte Software mit Schwerpunkt auf Laufzeit, Interaktivität
und visuellen Artefakten untersucht und evaluiert. Das letzte Kapitel fasst die Arbeit nochmals in einem
Fazit zusammen und gibt einen Ausblick auf mögliche Erweiterungen und zukünftige Arbeiten.
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52 Verwandte Arbeiten
Während Partikelvisualisierung in der Informatik schon seit einigen Jahrzenten erforscht wird, ist die par-
allele In-Situ-Verarbeitung erst seit wenigen Jahren relevanter geworden, was den immer größeren und
leistungsstärkeren HPC-Systemen geschuldet ist. Dabei trafen diese beiden Themenbereiche eher selten
aufeinander, da die In-Situ-Visualisierung erst bei sehr großen Simulationen auf mehreren Rechenein-
heiten sinnvoll ist und die Partikelvisualisierung bei vielen ungefilterten Daten schnell unübersichtlich
werden kann. Dabei würden die relevanten Bereiche der Simulation in der Masse an Partikeln schwer
ersichtlich sein. Daher muss es vielseitige Optionen geben die Partikel zu filtern, den Renderbereich zu
begrenzen und verschiedene Partikelattribute auf die Farbe zu projizieren.
2.1 In-Situ-Visualisierung
Allgemein beschreibt In-Situ-Processing die lokale Verarbeitung, Komprimierung und Filterung von Da-
ten bevor diese auf ein Speichermedium übertragen werden. Dies wird notwendig, da aktuelle Petascale-
Rechner mit 1015 Floatingpointoperationen pro Sekunde bereits Probleme haben ihre großen Simulati-
onsdatensätze zeitnah und möglichst verlustfrei zu speichern oder zu übertragen. Dieses Problem wird
bei zukünftigen Exascale-Systemen mit 1018 Floatingpointoperationen pro Sekunde nur gravierender, so
dass die vorhandene leistungsstarke Hardware nicht vollständig ausgenutzt werden kann, da stetig auf
Übertragungen oder Speicherprozesse gewartet werden muss [Ma09]. In-Situ-Visualisierung wird da-
bei nach Rivi et al. in drei Ansätze unterteilt [RCMS11]. So wird zwischen schwach gekoppelter, stark
gekoppelter und einer hybriden In-Situ-Visualisierung unterschieden.
Bei der schwach gekoppelten In-Situ-Visualisierung werden die Daten nach Abschluss des Simulations-
schritts über das Netzwerk auf eine andere Ressource übertragen. Weitere Verarbeitungsschritte, die für
die Visualisierung notwendig sind, werden dort ausgeführt. Diese Lösungsstrategie hat den Vorteil, dass
die Visualisierung unabhängig von der Simulation bleibt, da lediglich ein gemeinsames Austauschformat
für die Daten gewählt werden muss. Es wird zwischen zwei Umsetzungsmöglichkeiten unterschieden.
Bei dem "pull-driven" Ansatz wird die Simulation nach Abschluss der Verarbeitung und Visualisierung
nach aktuellen Daten abgefragt. Bei dem "push-driven" Ansatz wird hingegen nach einem ausgeführten
Simulationsschritt ein dazugehöriger Verarbeitungs- und Visualisierungsschritt auf den externen Res-
sourcen ausgeführt. Der schwach gekoppelte Ansatz bleibt deshalb weiterhin bei größeren Rechnern und
Simulationen von der Netzwerkleistung abhängig. Außerdem müssen die Daten zu jedem Zeitschritt in
den Speicher der Verarbeitungsressourcen kopiert werden.
Bei der stark gekoppelten In-Situ-Visualisierung wird versucht möglichst nah an der Simulation zu arbei-
ten, um Kopieroperationen vollständig zu vermeiden. So wird die Verarbeitung direkt auf den Daten der
Simulation ausgeführt und läuft meist auch auf den selben Knoten. Problematisch ist jedoch, dass sich Si-
mulation und Verarbeitung den selben Arbeitsspeicher teilen und deshalb genügend Ressourcen für beide
Anwendungen vorhanden sein müssen. Die Simulation muss dabei nach einem Schritt auf den Abschluss
der Verarbeitung warten, was je nach Umfang der Verarbeitung oder Visualisierung zusätzliche Verzö-
gerungen der einzelnen Simulationsschritte bedeutet. Es muss auch beachtet werden, dass die Verarbei-
tung dieselben Datenstrukturen der Simulation verwenden sollte, was es sehr erschwert eine allgemeine
In-Situ-Verarbeitungs- bzw. Visualisierungsbibliothek zu erstellen, welche mit vielen Simulationen ar-
beiten kann. Dies ist eines der fundamentalen Probleme die Kwan-Liu Ma in der In-Situ-Verarbeitung
sieht [Ma09].
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Die Hybride In-Situ-Visualisierung versucht möglichst alle Vorteile der anderen Varianten umzusetzen
und dabei die Nachteile zu reduzieren. So wird im hybriden Verfahren streng gekoppelt eine Datenre-
duktion durchgeführt. Die reduzierten Daten werden über das Netzwerk zu einem externen System über-
tragen und dort weiter schwach gekoppelt verarbeitet. So wird die Einschränkung durch das Netzwerk
verringert, da nur ein stark reduzierter Anteil an Daten übertragen werden muss. Dies führt automatisch
dazu, dass das andere System weniger Ressourcen benötigt. Zwar sollte die Reduktion stark auf die Si-
mulation angepasst sein, dafür kann der Visualisierungs-Code beliebige Datenstrukturen nutzen. Dieser
Ansatz wird eher selten gewählt, da durch die starke Datenreduktion meist Informationen verloren gehen
und die Datensätze wieder klein genug zum Speichern wären.
Das Visualisierungstool ParaView ist dafür designt sehr kleine bis sehr große Datensätze parallel auf
Großrechnern visualisieren zu können und besitzt intuitives Nutzerinterface. Dieses kann lokal auf einem
Bürorechner genutzt werden, während mit der Visualisierung auf den Großrechnern über einen Server
kommuniziert wird. Standartmäßig unterstützt ParaView jedoch keine In-Situ-Verarbeitung, obwohl es
die verteilte Visualisierung für solche Anwendungsgebiete geeignet macht [RCMS11].
Dies wurde von Fabian et al. [FMT+11] ebenfalls erkannt, welche das Coprocessing Paket vorgestellt
haben. Dieses ermöglicht ParaView eine stark gekoppelte oder eine hybride Verarbeitung zu nutzen. In
beiden Fällen müssen für die Simulation angepasst Adaptoren geschrieben werden, welche die Transfor-
mationen von den simulationsinternen Datenstrukturen auf die Datenstrukturen der Coprocessing API
beschreiben. Dabei kann es sich um einfache Umstrukturierung von Pointern bis hin zu tiefen Kopien
der Daten handeln. Durch ihren Ansatz konnten sie so die Datenmenge sehr stark verringern und die I/O
Auslastung des Dateisystems und des Netzwerks erheblich reduzieren. Obwohl auch die stark gekoppel-
te In-Situ-Visualisierung möglich ist, wird von den Entwicklern die Verwendung der Hybriden Variante
empfohlen.
Auch das Visualisierungstool VisIt [CBW+12] bietet mit der Bibliothek libsim die Möglichkeit In-Situ
zu verarbeiten oder zu visualisieren [RCMS11]. Dabei wird der Simulationscode stark gekoppelt redu-
ziert und für die Anbindung mit VisIt vorbereitet in Form einer VisIt Compute Engine. Die eigentliche
Visualisierung wird auf dem PC des Nutzers ausgeführt, welcher sich mit der Compute Engine verbindet
und von dort die Daten erhält.
Kwan-Liu Ma [Ma09] beschreibt wie In-Situ-Visualisierungen aufgebaut werden müssen um einen Mehr-
wert zu bieten. Er geht vor allem auf zwei wesentliche Punkte ein. Zum einen ist es wichtig sehr nahe
an den Daten der Simulation zu arbeiten um Kopieroperationen zu vermeiden, zum anderen müssen
die Daten und Bilder möglichst schnell ausgewertet werden, da sonst sehr viel Rechenzeit der Hochlei-
stungsrechner ungenutzt bleibt. Die Visualisierung soll dabei auch nur einen Bruchteil der Gesamtlaufzeit
ausmachen und möglichst auf die sichtbaren Daten optimiert werden. Um dies zu erreichen, wird eine
weniger komplexe Visualisierung vorgeschlagen, so dass alle wichtigen Elemente gut erkannt werden
können, aber die Kommunikation zwischen den Prozessoren nicht die Laufzeit beeinflusst. Das könnte
zum Beispiel bei einer globalen Beleuchtung der Fall sein.
Eine etwas andere Herangehensweise beschreibt Kageyama [KY14]. Der vorgestellte Ansatz ist eher ei-
ner hybriden In-Situ-Visualisierung zuzuordnen, da die Daten zur Laufzeit In-Situ reduziert und weiter
auf einer Festplatte gespeichert werden. Dadurch können die Daten in einem Nachbearbeitungsschritt
ausgewertet und interaktiv manipuliert werden. Somit wird keine wertvolle Zeit der Großrechner für die
Interaktion zur Laufzeit verbraucht. Die Reduktion findet in Form von mehreren hundert Videos statt, die
während der Simulation von verschiedenen Kamerapositionen aufgezeichnet werden. Die Rekonstruk-
tion der Szene findet im Nachhinein anhand dieser Videos statt, wodurch eine interaktive Erkundung
der Simulation ermöglicht wird. Problematisch bleibt weiterhin, dass Videos ebenfalls sehr viel Spei-
cher benötigen, weshalb die Kamerapositionen gut gewählt werden müssen um die Anzahl der Videos
zu reduzieren. Außerdem muss vor Ausführung der Simulation festgelegt sein, welche Arten der Visua-
lisierung verwendet werden sollten und welche Parameter gewählt werden müssen, so dass zur Laufzeit
jede Kamera jede Visualisierungsart mit jedem Parameterset rendern kann. Dies kann bei einer hohen
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Auswahl zu deutlich längeren Laufzeiten und mehr Speicherverbrauch führen.
2.2 Partikelvisualisierung
Partikelvisualisierungen werden in vielen verschiedenen Anwendungsgebieten benötigt und dienen meist
zur Repräsentation von Punktdaten oder zur Abstraktion von z.B. Atomen, Elektronen oder Ionen. Dabei
wird bei der Visualisierung oftmals ein anderer Schwerpunkt je nach Anwendungsbereich gewählt. So
beschreiben zum Beispiel Davidson et al. [DW01] einen Ansatz der Partikel zur Mustererkennung inner-
halb von Data-Mining-Applikationen nutzt. Aber auch die Anzahl der Partikel ist je Anwendungsfall und
Umsetzung sehr unterschiedlich. So haben Schatz et al. [SMK+16] eine Visualisierung vorgestellt, wel-
che es durch Streaming ermöglicht Billionen Partikel aus der DarkSky Simulation auf einem Desktop-PC
mit zwei GPUs interaktiv darzustellen. Dabei werden die Daten in mehreren Schritten und Ebenen zwi-
schengespeichert. So werden zu der Kamera nahe Datensätze vom Netzlaufwerk geladen und in den
Arbeitsspeicher geschrieben. Nur sehr nahe Daten werden dann auf die GPUs übertragen. Beim Rende-
ring arbeiten beide GPUs parallel. Während die eine die Partikelvisualisierung ausführt, übernimmt die
andere das Volumenrendering. Die beiden Ergebnisse werden dann in einem Bild zusammengefügt und
ausgegeben.
Mit den unterschiedlichen Partikelanzahlen gehen auch meist unterschiedliche Visualisierungsansätze
einher. So beschreiben Ellsworth et al. [EGM04] eine Visualisierung mit sehr vielen Partikeln, die le-
diglich mit einer Farbe repräsentiert werden. Diese minimale Darstellung ist in diesem Fall ausreichend,
da mehr Wert auf die Bewegungsmuster der Partikelgruppen gelegt wird, als auf einzelne Partikel. An-
dere Ansätze konzentrieren sich weniger auf die Anzahl der Partikel, sondern eher auf die Qualität der
Darstellung. Gribble et al. [GP06] stellt einen Visualisierungsansatz vor, der zusätzlich zu einem lokalen
Beleuchtungsmodell auch globale Beleuchtungsphänomene darstellen kann. Durch Raytracing wird es
ermöglicht Schatten, ambiente Verdeckung und indirekte Beleuchtung zu approximieren. Dies erhöht die
visuelle Qualität, da besondere Strukturen und räumliche Verteilungen der Partikel besser erkannt und
eingeordnet werden können.
Bessere Laufzeiten und eine höhere Partikelanzahl konnten Staib et al. [SGG15] erzielen, indem die
Partikel in einem Voxelisierungschritt approximiert werden und in dieser Voxelstruktur mit Raytracing
die globale Beleuchtung beschleunigt berechnet werden kann. Zusätzlich ermöglicht dieser Ansatz auch
transparente Partikel darzustellen und in der Beleuchtung zu berücksichtigen. Gribble et al. [GIK+07]
beschreiben ebenfalls eine interaktive Partikelvisualisierung mit reinem Raytracing auf Basis von Be-
schleunigungsdatenstrukturen. Damit konnten sie zeigen, dass auch ein Raytracing-Ansatz interaktive
Resultate mit großen Partikelmengen erzeugen kann. Zusätzlich wurde noch die Abbildung von weichen
Schatten implementiert, wodurch Strukturen für den Betrachter besser ersichtlich werden.
Die Arbeit von Yu et al. [YWG+10] verbindet die beiden Themenbereiche In-Situ-Visualisierung und
Partikelrendering miteinander. Partikeldaten von einer Verbrennungssimulation werden verteilt auf meh-
reren Prozessoren visualisiert. Um die Partikel darzustellen, werden diese als zur Kamera ausgerichtete
Quadrate definiert, welche mit Texturen für Beleuchtungseigenschaften und Farbe gezeichnet werden.
Die auf den einzelnen Prozessoren entstandenen Einzelbilder werden mit einem Binary-Swap-Verfahren
zwischen den Knoten ausgetauscht und zusammengefügt, so dass für den Nutzer am Ende auf seinem
lokalen Gerät ein finales Bild dargestellt wird. Durch das verteilte Rendering entstanden Artefakte an den
Grenzen der einzelnen Renderbereiche, welche durch das Austauschen der Partikel zwischen den CPU-
Knoten verhindert werden konnten. Auch die Möglichkeit die Partikel mit einem Volumenrendering zu
kombinieren, wurde analysiert und umgesetzt. Diese Umsetzung der In-Situ-Visualisierung hat jedoch
dasselbe Problem wie viele andere auch, denn die Umsetzung ist nur auf die eine Verbrennungssimulation
angepasst und es gibt wenig Informationen, wie umfangreich eine Anpassung auf andere Simulationen
wäre. Die Visualisierung könnte auch noch weiter optimiert werden, indem diese auf GPUs ausgeführt
wird. Jedoch müsste dann bei so einem stark gekoppelten In-Situ Ansatz auch die Simulation auf den
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GPUs laufen, was ein erheblicher Mehraufwand wäre.
93 Grundlagen
In diesem Kapitel werden die Grundlagen der Arbeit erklärt und in den späteren Kapiteln wird aus-
schließlich auf die hier beschriebenen Konzepte verwiesen. Als erstes werden einige Programme und
Frameworks beschrieben, die als Grundlage dieser Arbeit dienen. Dabei wird auf das zu lösende Pro-
blem eingegangen und die Relevanz für diese Arbeit erklärt.
3.1 Genutzte Bibliotheken und Programme
ISAAC Durch die besondere Nähe zu den Simulationsdaten bei stark gekoppelten In-Situ-Visualisie-
rungen sind die Visualisierungsansätze oftmals speziell auf eine Simulation abgestimmt und können nur
mit vielen Anpassungen für andere Simulationen übernommen werden. Mit diesem Problem haben sich
Matthes et al. beschäftigt und die am Helmholtz-Zentrum Dresden – Rossendorf (HZDR) entwickelte
Header-Only Visualisierungsbibliothek ISAAC vorgestellt [MHW+16, Mat16], welche als Basis die-
ser Arbeit verwendet wird. ISAAC bietet dabei eine sehr allgemeine Schnittstelle zur Beschreibung der
Datenquellen und ermöglicht es so mit kleinen Anpassungen, zum Beispiel über ein Plugin System, in
viele Simulationen eingebunden zu werden. Dabei versucht ISAAC möglichst viele der Berechnungen
und der Verzweigungen zur Kompilierzeit zu optimieren, um zur Laufzeit maximale Leistung erbrin-
gen zu können. ISAAC umfasste bisher die Darstellung von Feldern und Volumen als leuchtendes Gas
oder ISO-Oberflächen. Diese können über eine Abfolge von mathematischen Operationen in Form einer
Functorchain manipuliert und schließlich mit einer Transferfunktion eingefärbt werden.
Master
Slave
Slave
Slave
Simulation
Visualisierung
JSON
Simulation 1
Simulation 2 Simulation 3
Server
Broker
Terminal Websocket
ImageConnector
H264 RTP JPEG RTP
Bilder
JSON
über TCP
JSON
über TCP
JSON
über TCP
JSON
HTML Client
Button 2
Metadata
Button 1
Terminal Client Terminal Client
MetaDataConnector
RTP Stream
JSON
über Websocket
JSON
über Websocket
In-Situ
Message
Queue
Abbildung 3.1: Interaktion und Funktionsweise der Programmteile von ISAAC nach [Mat16]
ISAAC besteht dabei wie in Abbildung 3.1 zu erkennen ist aus drei Programmteilen. So läuft der Visua-
lisierungscode auf jedem Rechenknoten des Großrechners parallel zu der Simulation. Dadurch wird bei
jedem Rechenknoten ein Teilbild mit den lokal zur Verfügung stehenden Daten gerendert. Diese Teilbil-
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der werden dann z.B. mit dem Binary Swap Verfahren immer zwischen zwei Knoten ausgetauscht und
kombiniert, bis das vollständige Bild zusammengesetzt ist. Ein Knoten ist dabei der Master, welcher als
einziger mit dem ISAAC Server kommuniziert und das fertig gestellte Bild an diesen weiterleitet, aber
auch Befehle vom Server über das Datenformat JSON entgegennehmen kann, um die Visualisierung und
die Simulation zu steuern.
Der Server dient dabei als Vermittler zwischen Nutzer und Visualisierung. Dieser kann prinzipiell überall
ausgeführt werden und sendet den im Masterknoten komprimierten Bildstream als Videostream an den
HTML Client weiter. Der Server dient dabei auch als Broker, da er mehrere Simulationen steuern kann
und die richtigen Nachrichten von den HTML Clients an die richtigen Simulationen weiterleiten muss.
Der HTML Client ist das Interface der Simulation und für den Nutzer der einzige sichtbare Teil von
ISAAC. Dabei erlaubt das Webinterface über den Server das Anzeigen des Videostreams und die Kom-
munikation, sowie Interaktion mit der Simulation und Visualisierung. So kann dort die Simulation pau-
siert, die Anzahl der Simulationsschritte eingestellt und die Kameraposition angepasst werden. Auch
einzelne Volumenquellen können dort aktiviert, deaktiviert und manipuliert werden. Die Kameraposition
kann mit der Maus angepasst werden. Durch die Übertragungs- und Renderzeiten kann der Videostream
nicht sofort aktualisiert werden, daher wird für eine sofortige Rückmeldung das Visualisierungsvolumen
von einer Bounding Box umschlossen, die sich live updated. Der Videostream wird aktualisiert, sobald
der neue Frame mit der aktualisierten Position gerendert und übertragen wurde.
PIConGPU Eine skalierbare Simulation mit vielen Daten und Beispielen kann entscheidend bei der
Entwicklung und Untersuchung einer In-Situ-Visualisierungsbibliothek helfen, da praxisnahe Fälle und
kleinere Beispiele zum Debugging genutzt werden können. Hier eignet sich PIConGPU besonders gut.
Dabei handelt es sich um eine von Burau et al. ebenfalls am HZDR entwickelten Particle-in-Cell Al-
gorithmus für Plasmasimulationen [BWH+10]. Dieser wurde ursprünglich für die Ausführung auf der
GPU entwickelt, wurde jedoch mit ALPAKA auch auf CPUs und Intel XEON Phis portiert [ZWH+16].
PIConGPU ist besonders geeignet, da es sowohl Partikel als auch Felder simuliert und dies je nach Si-
mulation und Anzahl der Recheneinheiten in interaktiven Simulationsraten möglich ist, was bei der Vi-
sualisierung ebenfalls interaktive Frameraten verspricht. Auch die bereits existierende Einbindung von
ISAAC über das PIConGPU interne Plugin System ist eine sehr gut geeignete Schnittstelle für die Er-
weiterung um Partikeldaten. Ähnlich wie die Feld- und Volumendaten sind die Partikel innerhalb von
PIConGPU in einer Beschleunigungsdatenstruktur in Form eines regelmäßigen Gitters organisiert. So
besteht eine Partikelzelle bzw. Superzelle aus meist 8x8x4 Feld-/Volumenzellen. Die Verteilung auf die
Recheneinheiten findet räumlich statt, so wird das große Gesamtvolumen, wie in Abbildung 3.2 gezeigt,
auf die Knoten und deren Grafikkarten bzw. Prozessoren in Subvolumen eingeteilt.
GPU/CPU 1
GPU/CPU 2
GPU/CPU 3
Gesamtvolumen
Abbildung 3.2: Das Gesamtvolumen der Simulation wird räumlich in Subvolumen auf die Rechenein-
heiten aufgeteilt.
Dabei ist es möglich, eine Vielzahl von Szenarien in PIConGPU abzubilden und somit auch die Visuali-
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sierung auf Funktion, Qualität und Geschwindigkeit zu testen. Hier stehen Tests von einzelnen Partikeln
bis hin zu Folien-Laser Simulationen mit mehreren Milliarden Partikeln auf 2400 GPUs zur Verfügung.
ALPAKA Es ist schwierig allgemeinen Code für Großrechner zu schreiben, da in viele Großrechner
Beschleunigerkarten wie z.B. NVIDIA Grafikkarten oder Intel Xeon Phis verbaut sind, welche für par-
allelen Code einen signifikanten Geschwindigkeitsgewinn bringen. Für diese Beschleuniger und CPUs
existiert meist keine gemeinsame Codebasis, da NVIDIA Karten nur mit CUDA oder veraltetem OpenCL
programmiert werden können, während CPUs auf APIs wie OpenMP angewiesen sind. Diesem Problem
hat sich Benjamin Worpitz in seiner Masterarbeit gewidmet und die Abstraktionsbibliothek für paralle-
len Code ALPAKA vorgestellt, welche für die jeweils genutzte Hardware den dazugehörigen Code ge-
nerieren kann [Wor15, MWZ+17]. So kann derselbe unveränderte Code z.B. für NVIDIA Grafikkarten,
Intel/AMD CPUs und Intel Xeon Phis genutzt werden, während dieser kaum Overhead zu dem nativen
Code erzeugt. Durch die weite Verbreitung unterschiedlicher Hardware und Hardwarepräferenzen, wie
in Abbildung 3.3 gezeigt, ist es wichtig, solche Abstraktionen in HPC Code zu nutzen, weshalb auch
ISAAC und PIConGPU ALPAKA verwenden und somit hardwareunabhängig sind.
Platz Land Name CPUs GPUs
1 USA Summit IBM POWER9 NVIDIA Volta GV 100
2 China Sunway TaihuLight Sunway SW26010 -
3 USA Sierra IBM POWER9 NVIDIA Volta GV 100
4 China Tianhe-2A Intel Xeon E5-2692v2 -
5 Japan ABCI Xeon Gold 6148 NVIDIA Tesla V100 SXM2
6 Schweiz Piz Daint Intel Xeon E5-2690v3 NVIDIA Tesla P100
7 USA Titan Opteron 6274 NVIDIA K20x
8 USA Sequoia Power BQC -
9 USA Trinity Intel Xeon Phi 7250 -
10 USA Cori Intel Xeon Phi 7250 -
Abbildung 3.3: Die ersten zehn Großrechner aus der TOP500 Liste vom Juni 2018 [Pro18]
3.2 Schnitt von Kugel und Strahl
Um den Schnittpunkt von einem Strahl und einer Kugel zu berechnen wurde für diese Arbeit ein geome-
trischer Ansatz nach [Scr18] gewählt. Dieser kann nach wenigen Berechnungen schon feststellen, ob ein
Schnittpunkt vorliegt. Falls das nicht der Fall ist, kann die Berechnung abgebrochen und im Programm
fortgefahren werden. Die Anzahl der Verzweigungen ist dabei sehr gering, was auf der Grafikkarte eine
gute Performance verspricht.
Für den geometrischen Ansatz wird die lokale Partikelposition p
part
, der Partikelradius r, die lokale
Startposition des Sichtstrahls p
ray
und die normierte Richtung des Sichtstrahls vˆ benötigt. Die nötigen
Zusammenhänge und Zuordnungen sind in Abbildung 3.4 zu sehen.
Der Strahl kann wie folgt beschrieben werden:
p
ray
+ t · vˆ
Der Schnittpunkt p
hit
mit dem Partikel wird mit t0 beschrieben. Dadurch ist t0 als Distanz zum Schnitt-
punkt gesucht.
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p
hit
= p
ray
+ t0 · vˆ
Weiter wird der Vektor ~l von der Position des Sichtstrahls zur Partikelposition benötigt.
~l = p
part
− p
ray
Um mit den Satz des Pythagoras den Abstand d bestimmen zu können, muss zunächst tcenter ermittelt
werden, indem der Vektor ~l auf vˆ projiziert wird.
tcenter = 〈~l, vˆ〉
Da d der kürzeste Abstand vom Strahl zur Position des Partikels ist, bilden die Punkte p
ray
, p
part
und c
ein rechtwinkliges Dreieck.
d2 =‖ ~l ‖2 −t2center
Die Punkte p
hit
, p
part
und c spannen ein weiteres rechtwinkliges Dreieck auf. Mit diesem Dreieck kann
über den Satz des Pythagoras der finale Wert für t0 bestimmt werden.
t0 =
{
tcenter −
√
r2 − d2 if d2 <= r2
return false else
Die Wurzeloperationen sind vor allem auf der Grafikkarte in der Ausführungszeit sehr teuer, daher macht
es hier Sinn vorher eine Bedingung zu definieren. Diese überprüft, ob ein Schnittpunkt mit der Kugel vor-
liegt, da dabei d2 kleiner gleich r2 sein müsste. Falls dies nicht der Fall ist, wird die weitere Berechnung
ignoriert und im Programmablauf fortgefahren.
Abbildung 3.4: Darstellung zur Rechnung für den Strahl-Kugel-Schnitt. Der geometrische Ansatz basiert
auf den rechten Winkel bei c.
3.3 Clipping
Beim Clipping wird versucht die zu visualisierenden Daten zu reduzieren, indem eine orientierte Ebene
im Raum definiert wird, wobei alle Daten zur einen Seite der Ebene verworfen und alle Daten zur anderen
Seite weiterhin dargestellt werden. Dabei ist es möglich mehrere Clippingebenen zu definieren um einen
Bereich zur isolierten Betrachtung herauszufiltern.
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Clipping ist in ISAAC bereits für die Volumendarstellung integriert, muss jedoch für die Partikeldar-
stellung leicht angepasst werden. Bisher wurde der Sichtstrahl gegen jede Clippingebene getestet und
falls nötig um ganze Volumenabtastschritte gekürzt. Für die Partikeldarstellung muss jedoch der exakte
Schnittpunkt mit einer Clipping Ebene bekannt sein.
Die Ebenen in ISAAC sind mit einer Position p
plane
und einem Richtungsvektor nˆ definiert, wobei der
Richtungsvektor der Normalen der Ebene entspricht. Alle Daten, die in positiver Normalenrichtung ste-
hen, bleiben erhalten, alle anderen werden geclippt. Die Ebenengleichung ist in der Normalenform defi-
niert:
〈p− p
plane
, nˆ〉 = 0
Die bereits bekannte Strahlengleichung für den Sichtstrahl p
ray
+ t · vˆ wird in die Ebenengleichung für p
eingesetzt und t bestimmt.
〈p
ray
+ t · vˆ − p
plane
, nˆ〉 = 0
〈p
ray
, nˆ〉+ t · 〈vˆ, nˆ〉 − 〈p
plane
, nˆ〉 = 0
t · 〈vˆ, nˆ〉 = 〈p
plane
, nˆ〉 − 〈p
ray
, nˆ〉
t =
〈p
plane
, nˆ〉 − 〈p
ray
, nˆ〉
〈vˆ, nˆ〉
Falls 〈vˆ, nˆ〉 > 0 gilt, also die Richtung des Sichtstrahls und die Normale der Ebene einen Winkel kleiner
90° bilden, dann muss die Startposition p
ray
um t auf dem Strahl verschoben werden, da der Sichtstrahl
erst ab der Clippingebene anfangen darf. Dies gilt aber nur, wenn die Startposition nicht bereits schon
in der positiven Normalenrichtung der Ebene lag. Falls 〈vˆ, nˆ〉 < 0 gilt, also der Winkel größer 90° ist,
muss stattdessen die maximale Strahldistanz auf t gesetzt werden, da nur bis zu der Clippingebene ein
Raymarch ausgeführt und auf Partikelschnitte überprüft werden soll.
3.4 Strahlenverfolgung im regelmäßigen Gitter
Damit bei einem Sichtstrahl nicht alle Partikel im Volumen auf einen Schnitt überprüft werden müssen,
wird oftmals eine Beschleunigungsdatenstruktur genutzt. Hier wird ein regelmäßiges Gitter als Beschleu-
nigungsdatenstruktur vorgestellt. Dabei wird jedes Partikel nur in der Zelle des regelmäßigen Gitters
gespeichert in dem es sich befindet.
Der verwendete Raymarch-Algorithmus ist nach [Gum17b] umgesetzt. In dieser Erklärung des Algorith-
mus wird nur der Verlauf in positiver x,y,z-Richtung betrachtet. Alle anderen Fälle lassen sich über die
Manipulation der Vorzeichen auf diesen Fall verallgemeinern. Die Abbildung 3.5 zeigt die Variablen der
folgenden Berechnung vereinfacht auf den zweidimensionalen Raum.
Um einen effizienten Raymarch durchführen zu können, muss der Startpunkt des Strahls p, die normierte
Richtung des Strahls dˆ und die Skalierung der Gitterzellen in jede Dimension sx, sy, sz bekannt sein.
Daraus wird zunächst die Zelle c0 der Startposition berechnet.
(c0,x, c0,y, c0,z)
T = (bpx
sx
c, bpy
sy
c, bpz
sz
c)T
Weiter werden die Faktoren tx, ty und tz für die ersten Schnitte in jede Dimension benötigt.
tx =
(c0,x + 1) · sx − px
dx
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Abbildung 3.5: Der Sichtstrahl ist hier in Rot dargestellt und die geschnittenen Zellen in Grau. Der Strahl
geht von der Startposition p aus. Die dritte räumliche Dimension wurde in dieser Abbil-
dung zu Gunsten der Übersicht entfernt.
ty =
(c0,y + 1) · sy − py
dy
tz =
(c0,z + 1) · sz − pz
dz
Um später nach einem Schnitt die Distanz zum nächsten Schnitt der selben Dimension berechnen zu
können werden noch ∆tx, ∆ty und ∆tz benötigt.
∆tx =
sx
dx
∆ty =
sy
dy
∆tz =
sz
dz
Mit diesen Informationen kann iterativ die nächste geschnittene Zelle bestimmt werden, indem der Zel-
lindex immer in Dimension der kleinsten t-Richtung erhöht wird. Die jeweils kleinste t-Komponente
wird mit der dazugehörigen ∆t-Komponente addiert und selbst aktualisiert. Dieser Vorgang wird so lan-
ge wiederholt, bis der Zellindex auf eine fest definierte Endzelle fällt oder der Rand des betrachteten
Volumens erreicht wurde.
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4 Umsetzung
Durch die sehr allgemeine Umsetzung und Anbindung von ISAAC sind auch die inneren Strukturen gut
und schnell erweiterbar, sodass bei der Umsetzung in ISAAC weder Änderungen am Server noch an den
Komponenten des vorläufigen User Interfaces vorgenommen werden mussten. Die größten Anpassungen
und Erweiterungen befinden sich in der ISAAC Hauptklasse und der Renderkernelklasse.
4.1 Integration des Partikel Renderers
Beim Rendern von Soliden in hoher Anzahl und mit interaktiven Frameraten gibt es im Wesentlichen
zwei allgemeine Konzepte. Das eine ist das oft in Softwarerenderern umgesetzte Raycasting. Dabei wird
für jeden Pixel ein Strahl im Raum definiert, welcher über die Elemente im Raum iteriert und Schnitt-
punkte sucht. Es können auch entlang des Strahls Volumenabfragen ausgeführt werden um volumetrische
Phänomene zu repräsentieren. Die zweite Möglichkeit ist ein Vertex basiertes Vorwärtsrendering mit Ra-
sterisierungsebene, wie zum Beispiel mit OpenGL. Dabei wäre es möglich die Partikel als zur Kamera
ausgerichtete Quadrate zu rendern, wobei entweder mit Texturen oder lokalem Raycasting auf den be-
troffenen Pixeln die korrekte Beleuchtung berechnet wird. Eine weitere Variante wäre es, die Partikel
geometrisch auszumodelieren, was aber unter Umständen zu schlechterer Performance führt, da dies für
jedes Partikel eine hohe Polygonanzahl benötigen würden.
Im Rahmen dieser Arbeit wurde das Raycasting verwendet, welches besonders mit ISAAC als Basis
Vorteile bietet. So verwendet ISAAC aktuell auch Raycasting um das Volumenrendering auszuführen.
Da ISAAC als Abstraktion für die Parallelität ALPAKA verwendet und es auch weiter hardwareun-
abhängig bleiben soll, ist eine Verwendung von OpenGL ausgeschlossen und eine Umsetzung eines
Vertex-Renderers innerhalb von ALPAKA im Rahmen dieser Arbeit zu umfangreich.
4.2 Ausbau von ISAAC
Durch die Art der hier umgesetzten Implementierung müssen Partikeldaten in Form von Partikelquellen
mit Iteratoren definiert werden, welche angeben, wie auf die Daten der Simulation zugegriffen werden
muss. Diese werden in einer Liste zur Kompilierzeit an ISAAC übergeben. Weiter wird die Functorchain
für die Gesamtanzahl der Quellen und alle Kombinationen von möglichen aktivierten Quellen im "Ren-
derKernelCaller" vorkompiliert. Die Liste dient somit der Optimierungen durch den Kompiler und zur
Reduktion von Laufzeitverzweigungen.
Da die Recheneinheiten bei der Visualisierung nur auf die lokalen Daten der Simulation zugreifen kön-
nen, muss die räumliche Aufteilung der Recheneinheiten in Subvolumen berücksichtigt werden. So zeigt
Abbildung 4.1 wie jede Recheneinheit eine Bounding Box um das jeweilige verfügbare Volumen zieht.
Für jeden Pixel innerhalb der jeweiligen Box wird die Position auf der Near-Plane und auf der Far-Plane
des View-Frustum rekonstruiert und mit der inversen lokalen View-Projection-Matrix die Positionen im
Raum bestimmt. Somit sind die Start- und Endpositionen des Strahls für das Raycasting ermittelt. Diese
Positionen werden mit Berücksichtigung der Clippingebenen weiter angepasst, so dass weggeschnittene
Bereiche bei nachfolgenden Berechnungen ignoriert werden können. Daraufhin werden für das Partikel-
rendering die Start- und Endzellen im lokalen Volumen berechnet und die Strahlenverfolgung initialisiert.
Dabei wird für jede geschnittene Zelle im lokalen Volumen über alle aktiven Partikelquellen iteriert und
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GPU/CPU 1
GPU/CPU 2
GPU/CPU 3
Framebuffer
Abbildung 4.1: Visualisierungsverteilung der räumlich verteilten Simulationsvolumen auf die Rechen-
einheiten.
der beste Schnittpunkt ermittelt. Falls dieser nicht gefunden wird, wiederholt sich dieser Vorgang bis zum
Erreichen der letzten Zelle. Dadurch ist das Treffen eines Partikels eine verfrühte Abbruchbedingung der
Strahlenverfolgung und es kann mit dem Volumenrendering fortgefahren werden. Als nächstes wird die
maximale Distanz vom Sichtstrahl des Volumenrenderings auf die Distanz zum Schnittpunkt mit der Ku-
gel gesetzt. Dadurch werden in einer festen Schrittweite stattfindende Volumenabfragen nur bis zu dieser
Distanz ausgeführt. Die finale Farbe für jeden Pixel wird mit Alphablending vom Volumenrendering auf
die Farbe vom Partikelrendering ermittelt, falls ein Schnitt vorliegt.
Da das Partikelrendering im selben Kernel wie das Volumenrendering ausgeführt wird und zusätzlich
ebenfalls dieselben Sichtstrahlen nutzt, sind auch Funktionen wie das stereoskopische Rendering mit der
neuen Partikelvisualisierung kompatibel. Dies ist besonders hilfreich, da ein globales Beleuchtungsmo-
dell fehlt und diese Form der Darstellung ein besseres Verständnis von Partikelstrukturen und räumlichen
Zusammenhängen gibt.
4.2.1 Handhabung von geschnittenen Partikeln
Da die Start- und Endpositionen des Strahls von den Clippingebenen und den lokalen Volumen abhän-
gen, sind Informationen vor und hinter diesen Positionen nicht mehr verfügbar, weshalb die Partikel und
Partikelteile außerhalb von Clippingebenen und den lokalen Volumen abgeschnitten werden. Um Ar-
tefakte zu vermeiden werden Partikel an den Schnittkanten bei frontaler Draufsicht weiterhin als Kugel
beleuchtet, obwohl Teile fehlen können. Dies wird erst bemerkbar, wenn die Kamera entlang der Schnitt-
kanten ausgerichtet ist und der Raycast keinen Schnittpunkt mehr feststellen kann, wie in Abbildung 4.2
gezeigt wird.
4.2.2 Shading der Partikel
Die Partikel werden mit dem lokalen Blinn-Phong-Beleuchtungsmodell nach [Bli77, Gum17a] als opake
Kugeln gerendert. Das Beleuchtungsmodell besteht bei jedem Partikel aus der Summe von dem dif-
fus beleuchteten und spekularen Lichtanteil. Aktuell ist keine weitere Berechnung für einen ambienten
Lichtanteil implementiert und wird deshalb hier vernachlässigt. Abbildung 4.3 zeigt die einzelnen Kom-
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(a) Frontalsicht (b) Seitenansicht
Abbildung 4.2: In (a) ist eine Frontalansicht auf die von einer Clippingebene geschnittenen Partikel, wo
die Beleuchtungseigenschaften trotz geschnittener Partikel korrekt rekonstruiert werden
konnten. In (b) ist dieselbe Szene von der Seite gezeigt, wo der Strahl an manchen Stellen
das Partikel durch fehlende Informationen nicht mehr schneiden kann.
ponenten der Beleuchtung. Somit ist die Gesamtbeleuchtung
...
Lout wie folgt beschrieben:
...
Lout =
...
Ldiff +
...
Lspec
Um die diffusen und spekularen Lichtanteile zu berechnen benötigt es je Schnittpunkt die normierte
Normale der Oberfläche nˆ, die Partikelfarbe
...
r , die normierte Richtung zur Lichtquelle wˆin und die
normierte Richtung zum Betrachter wˆout. Die Farbe der Lichtquelle ist mit
...
Lin = (1, 1, 1) definiert.
...
Ldiff
berechnet sich wie folgt, wenn gilt x+ = max(x, 0):
...
Ldiff =
...
r ⊗ ...Lin · 〈wˆin, nˆ〉+
Um
...
Lspec zu bestimmen, muss zunächst bei Blinn-Phong der Halbvektor zwischen den Richtungen zur
Lichtquelle und der Kamera bestimmt werden.
wˆhalf =
wˆin + wˆout
‖ wˆin + wˆout ‖
...
Lspec =
...
r ⊗ ...Lin · 〈wˆhalf, nˆ〉m+
m ist dabei der Glanzparameter des spekularen Anteils und in ISAAC konstant auf 11 gesetzt.
Die Position der Lichtquelle entspricht in der aktuellen Umsetzung der Kameraposition. es kann inner-
halb von ISAAC aber auch eine statische direktionale Lichtquelle im Raum gewählt werden.
4.2.3 Partikelquelle und Iterator
Um den im Rahmen dieser Arbeit eingebauten Partikelrenderer nutzen zu können, reichen die bisher ge-
nutzten Volumenquellen nicht aus, da bei diesen die Daten in einer anderen Form vorliegen und anders
darauf zugegriffen werden muss. Daher musste eine neue Art von Quellen definiert werden, die auf Par-
tikeldaten ausgelegt ist und Partikellisten für eine angefragte Zelle zurückgeben kann. Diese Quelle wird
strukturell in Abbildung 4.4 mit allen benötigten Methoden gezeigt. Dabei ist "getIterator" die wichtigste
Methode, da diese die angefragten Zellkoordinaten entgegennimmt und die zu dieser Zelle gehörenden
Partikeldaten in Form eines Iterators zurückgibt. Diese Funktion wird von dem implementierten Parti-
kelrenderer innerhalb von ISAAC aufgerufen, welcher durch den Iterator die einzelnen Partikel abfragen
kann, ohne diese kopieren zu müssen.
18 4. UMSETZUNG
(a) Konstante Farbe (b) Diffus (c) Diffus und spekular
Abbildung 4.3: Bei (a) sind bereits keine Partikel mehr zu erkennen. Die diffuse Beleuchtung in (b) hilft
diese voneinander zu unterscheiden. Eine zusätzliche spekulare Beleuchtung in (c) hilft
weiter die Partikel visuell im Raum zu positionieren.
class ParticleSource
{
//Gibt die feature Dimension des Attributes an, welches auf die Farbe projiziert wird
static const size_t feature_dim = ... ;
//Gibt den Namen der Quelle als String zurueck zur Anzeige im UI
static std::string getName();
//Beliebiger Code zum Aktualisieren der Quelle
void update(bool enabled, void* pointer);
//Nimmt einen 3-dimensionalen uint als lokale Zellenkoordinaten als Parameter
//Gibt den zu dieser Quelle gehoerenden ParticleIterator fuer die lokale Zelle zurueck
ParticleIterator<feature_dim, ... > getIterator(const isaac_uint3& local_grid_coord) const;
}
Abbildung 4.4: Strukturelle Darstellung einer Partikelquelle.
Die Methoden des Iterators sind in Abbildung 4.5 gezeigt. Hier müssen drei Funktionen definiert werden
welche dem Renderer den Zugang zu der Partikelposition, dem Radius und dem Attribut, welches später
auf die Farbe projiziert werden soll, ermöglicht. Der Iterator benötigt auch eine "size", damit der Rende-
rer die Anzahl der Partikel kennt. Mit der Methode "next" muss auf das nächste Partikel iteriert werden.
Diese beiden Klassen sind für jede Simulation anzupassen, was durch die allgemeine Beschreibung und
die problemlose Erweiterbarkeit weniger problematisch sein sollte und in kurzer Zeit für die meisten
Simulationen umsetzbar ist. Ein Iterieren über die Partikel ist oftmals in vielen Simulationen schon in
einer für die Simulation geeigneten Form vorhanden.
Ebenso wie die Volumenquellen werden die Partikelquellen mit den Iteratoren zur Kompilierzeit in ei-
ner Liste an ISAAC übergeben. Das ermöglicht es die Zugriffe und den Programmablauf ebenfalls zur
Kompilierzeit zu optimieren.
4.2.4 Functorchain und Transferfunktion
Die im Partikeliterator für die Farbe definierten Attribute, wie z.B. das Momentum oder die Temperatur
der Partikel, sind in ihrem Wertebereich und ihrer Dimension frei wählbar. Dies kann innerhalb von
ISAAC jedoch problematisch werden, wenn diese Informationen auf die Farbe projiziert werden müssen.
Dies geschieht über eine Transferfunktion, welche eine skalare Eingabe im Bereich [0 − 1] auf einen
3-dimensionalen Farbwert mit Alphawert projiziert. Daher müssen die Partikelattribute über sinnvolle
Funktionen auf einen skalaren Wert und in den richtigen Wertebereich transformiert werden.
ISAAC bietet bereits für die Darstellung des leuchtenden Gases und der Iso-Oberflächen die Möglichkeit
die teils mehrdimensionalen Quellen in einen gewählten Bereich zu projizieren. Dies geschieht über die
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//Die Dimension des Attributes wird als Template Parameter uebergeben
template<size_t feature_dim, ... >
class ParticleIterator
{
size_t size;
//Nimmt die Partikelanzahl als Parameter entgegen
//Beliebiger Initialisierungscode
ParticleIterator(size_t size, ... ) : size(size);
//Code um zum naechsten Partikel zu gelangen
void next();
//Gibt die Position vom aktuellen Partikel als struct mit 3 floats zurueck
isaac_float3 getPosition() const;
//Gibt das gewaehlte Attribut fuer die Farbe als struct mit 1-4 floats zurueck
isaac_float_dim<feature_dim> getAttribute() const;
//Gibt das gewaehlte Attribut fuer den Radius als float zurueck
isaac_float getRadius() const;
}
Abbildung 4.5: Strukturelle Darstellung eines Iteratoren, der für jede Quelle definiert werden muss.
Functorchain, welche es ermöglicht mehrere Functoren hintereinander auszuführen. ISAAC stellt dabei
eine Auswahl dieser Functoren bereit:
• idem: Leitet die Eingabe zur Ausgabe durch.
• length: Gibt die Länge der n-dimensionalen Eingabe als skalaren Wert aus.
• sum: Gibt die Summe der n-dimensionalen Eingabe als skalaren Wert aus.
• mul(x, (y), (z), (w)): Multipliziert komponentenweise die Eingabe mit den angegebenen Parame-
tern.
• add(x, (y), (z), (w)): Addiert komponentenweise die Eingabe mit den angegebenen Parametern.
• pow(x, (y), (z), (w)): Potenziert komponentenweise die Eingabe als Basis mit den angegebenen
Parametern.
Falls die Parameteranzahl geringer ist als die Dimension der Eingabe, werden die restlichen Parameter
als 0 angenommen. Es werden alle Kombinationen von Functoren für jede Quelle vorkompiliert um die
Functorchain optimal auf die Dimension der Quelle abzustimmen. Somit kann schon der Kompiler die
einzelnen Functor-Kombinationen optimieren. Zur Laufzeit wird lediglich die vorkompilierte Version
der Quelle mit Functorchain ausgewählt und zum Rendern verwendet.
Durch die Flexibilität zur Laufzeit und der guten Performance eignet sich die Functorchain somit auch
für die Partikeldaten besonders gut, um die Werte der Attribute vor der Ausführung der Transferfunkti-
on in einen geeigneten Wertebereich und eine geeignete Dimension zu überführen. Da die Functorchain
in ISAAC bis dahin nur auf Volumenquellen ausgelegt war, mussten die Partikelquellen soweit ange-
passt werden, dass diese in ISAAC mit den Volumenquellen zusammen in einer Liste verwaltet werden
konnten. Dennoch müssen diese für den Renderer unterscheidbar bleiben. Durch das interne Zusammen-
legen der Quellenarten musste die Functorchain und die Transferfunktion weder im Webinterface noch
innerhalb von ISAAC abgeändert werden.
Da die Transferfunktion beim Volumenrendering nicht nur auf die Farbe abbildet, sondern auch auf einen
Alphawert, kann dieser bei den Partikeln als ein Grenzwert zum Filtern genutzt werden. Dies ermöglicht
es Partikel in bestimmten Wertebereichen herauszufiltern, so dass nur die Partikel gezeichnet werden, die
für die Simulation besonders interessant sind. Aktuell ist der Schwellwert für das Filtern auf 0.5 gesetzt.
Alle möglichen getroffenen Partikel werden auf den durch die Transferfunktion berechneten Alphawert
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überprüft und falls dieser kleiner als der Schwellwert ist, verworfen. Dieses Vorgehen kann bei sehr
vielen gefilterten Partikeln wie später in Kapitel 5.1 gezeigt, zu längeren Laufzeiten führen.
ISAAC unterstützt über das Webinterface die Berechnung der minimalen und maximalen Volumenwerte,
welche für den Nutzer ebenfalls im Webinterface angezeigt werden. Diese Funktion musste um die Be-
rechnung der Partikeleigenschaften erweitert werden, so dass beim Ausführen der min-max-Berechnung
über alle Partikel der Simulation iteriert wird. Dabei wird auf jedes Partikel die bisherige Functorchain
angewandt und über alle Partikel der minimale und maximale Attributwert ausgegeben.
4.2.5 Partikelradius und Quellenselektion
Das im Iterator gewählte skalare Attribut für den Kugelradius kann zur Laufzeit über einen Faktor in
einen besser geeigneten Wertebereich überführt werden.
Die Quelle kann auch durch das Setzen des Radius auf "0" komplett deaktiviert werden, welche dann
durch das Vorkompilieren der Quellkombinationen, wie in Kapitel 5.1 gezeigt, keinen Einfluss auf die
Ausführungszeit hat.
4.2.6 Nutzerinteraktion mit Partikeln
Dem Nutzer müssen viele Möglichkeiten gegeben werden mit der Simulation und vor allem mit der Vi-
sualisierung interagieren zu können. Dies ist aktuell mit dem in Abbildung 4.6 gezeigten vorläufigen
User Interface gegeben. So ist es möglich über die Clippingebenen den Visualisierungsbereich zu be-
schränken und vorher verdeckte Bereiche freizulegen. Diese werden im UI über eine Position und eine
Normalenrichtung angegeben. Dabei ist die Position (0, 0, 0) der Mittelpunkt des Simulationsvolumens.
Der Faktor für den Kugelradius ist über einen Regler einstellbar, der aktuell mit "Gewichtung" bezeich-
net ist. Dabei kann dieser auch explizit auf "OFF" gesetzt werden um die Partikelquelle zu deaktivieren.
Die Functorchain ist für jede Quelle als Textbox definiert, die mit den jeweiligen Operationen ausgefüllt
werden kann. Dabei steht das "| "-Zeichen für das hintereinander gestellte Ausführen der Functoren. Es
ist auch möglich sich den aktuellen minimalen und maximalen Wert der Partikel auszugeben und anhand
dieser automatisch die Attribute aller Partikel in den Wertebereich von [0− 1] projizieren zu lassen.
Functorchains
Clippingebenen
Quellen-
gewichtungen
Transferfunktionen
Abbildung 4.6: Vorläufiges User Interface mit vier Volumenquellen und einer Partikelquelle. Zeigt
Einstellungsoptionen für die Functorchains, Quellengewichtungen, Clippingebenen und
Transferfunktionen.
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4.3 Simulationseinbindung
Die zwei ursprünglichen Anwendungen in denen ISAAC eingebaut wurde, sind im Rahmen dieser Arbeit
um die Fähigkeit des Partikelrenderings erweitert worden. Die Anwendung, die mit ISAAC mitgeliefert
wird, ist lediglich eine Testanwendung, welche zu Entwicklungszwecken um zufällig generierte Parti-
keldaten erweitert wurde. Diese Anwendung eignet sich jedoch nicht dazu die Leistung zu testen, da die
Partikel nur aus Positionen bestehen und je Zelle dieselbe Partikelliste genutzt wird. Dies würde zu einer
unrealistischen Repräsentation der Performance führen.
Deswegen wurde das PIConGPU ISAAC-Plugin um das Partikelrendering erweitert. Innerhalb des Plug-
ins befindet sich die gesamte Logik, die streng mit PIConGPU verbunden ist. So sind dort die Volumen-
und Partikelquellen sowie der Partikeliterator definiert. Auch spezielle simulationsinterne Funktionen
wie die Möglichkeit des "MovingWindow" sind durch das Plugin mit ISAAC verbunden. ISAAC ist in
der Anbindung so allgemein beschrieben, dass solche Funktionen unabhängig von der internen Funk-
tionsweise mit ISAAC dargestellt werden können, sofern diese nichts an der benötigten Gitterstruktur
verändert.
Durch die hinzugefügte Partikelvisualisierung wird es ermöglicht zusätzlich zu den Vektor- und Dichte-
feldern auch die einzelnen Elektronen und Ionen anzuzeigen. Diese können durch die Simulation auch
vorgefiltert und in eine eigene Quelle dargestellt werden, um ergänzend zur Laufzeitfilterung der Visua-
lisierung anhand der Quellen filtern zu können.
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5 Evaluation
Ziel der implementierten Partikelvisualisierung war es, den Ansprüchen der Nutzer gerecht zu werden
und die Arbeit mit Simulationen zu vereinfachen. Dazu ist es wichtig, dass die Visualisierung durch
geringe Latenzen interaktiv bleibt. Bei höheren Latenzen, die bei weit entfernten oder schlechter an-
gebundenen Großrechnern auftreten können, ist es wichtig dem Nutzer direktes Feedback für seine In-
teraktionen zu geben, was in Form der weißen Bounding Box umgesetzt wurde. Es wurde auch eine
Beleuchtung umgesetzt, die die Partikel klar voneinander trennt. Durch die meist interaktiven Framera-
ten der Visualisierung und der Simulation können auch die Bewegungspfade von einzelnen Partikeln und
Partikelgruppen gut beobachtet werden.
5.1 Evaluation der Laufzeit und Interaktivität
Alle Laufzeitmessungen wurden auf dem Großrechner Hypnos des HZDRs ausgeführt. Dabei wurden
GPU-Knoten mit NVIDIA Tesla K80 genutzt. Die Messungen wurden auf Basis einer Kelvin Helmholtz
Simulation innerhalb von PIConGPU im Zeitschritt 0 ausgeführt um möglichst praxisnahe Speicherzu-
griffe zu erhalten. Die Partikel sind im Zeitschritt 0 gleichmäßig auf einer Gitterstruktur in den Zellen
angeordnet, um bei jedem Durchlauf dieselbe Verteilung zu erhalten. Dieser Zeitschritt wurde gewählt,
da bereits ab den folgenden Zeitschritten zufällig verteilte Faktoren auf die Partikel angewandt werden,
die eine Reproduzierbarkeit der Ergebnisse verhindern würde. Als weitere Standardmessparameter wur-
den, falls nicht anders angegeben, folgende gewählt:
• Die Visualisierung wurde auf 8 Rechenknoten mit je 8 GPUs ausgeführt. Das Simulationsvolumen
wurde räumlich in 4× 4× 4 GPUs eingeteilt.
• Die Anzahl der Partikelzellen je GPU ist 16 × 16 × 16 Zellen. Das globale Volumen ist somit
64× 64× 64 Zellen.
• Die Functorchains sind jeweils auf "idem" gesetzt.
• Es ist eine Partikelquelle aktiviert mit 1728 Partikeln je Zelle.
• Die Auflösung ist auf 1024× 768 gesetzt.
• Der Partikelradius ist auf 0.8 gesetzt um eine Partikelzelle mit den Partikeln etwa zu 50% auszu-
füllen.
Alle Messungen wurden einmal ohne Partikelfilter und einmal mit Partikelfilter ausgeführt. Dieser sorgt
dafür, dass alle Partikel durch die Transferfunktion einen Alphawert kleiner 0.5 zugewiesen bekommen
und rausgefiltert werden. Dadurch wird für jedes getroffene Partikel die Functorchain und die Transfer-
funktion ausgeführt und der Schnittpunkt beim Alphatest verworfen, weshalb weiter nach Schnittpunkten
gesucht wird, bis das Volumen durchlaufen ist. Dies sorgt dafür, dass auf jedes Partikel im Sichtbereich
mindestens einmal zugegriffen wird. Dabei sind die Laufzeiten ohne Partikelfilter der Normalfall, der bei
einer Simulation mit diesem Umfang erwartet werden kann und die Laufzeiten mit Partikelfilter stellen
das Worst-Case-Szenario dar, was erwartet werden kann, wenn sehr viele Partikel rausgefiltert werden
müssen.
Bei den Messungen von Abbildung 5.1 bis Abbildung 5.4 wurde das betrachtete Partikelvolumen aufein-
anderfolgend auf jeder Dimensionsachse um 360° gedreht. Dabei ist der Absolute Rotationswinkel auf
der horizontalen Achse als Ausführungsschritt aufgetragen.
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Abbildung 5.1: Dieses Diagramm zeigt die minimale, maximale und durchschnittliche Laufzeit aller 64
GPUs im Vergleich zu der gesamten Renderzeit.
Die Visualisierung wird, falls nicht anders angegeben, auf mehreren Grafikkarten ausgeführt und diese
müssen, wie bereits in Abbildung 4.1 gezeigt, je nach räumlicher Position unterschiedlich viele Pixel
zeichnen. Das führt dazu, dass jede Grafikkarte eine unterschiedliche Kernel Laufzeit haben kann.
In Abbildung 5.1 werden die minimale, maximale und durchschnittliche Renderkernellaufzeit mit der
gesamten Renderlaufzeit verglichen, um herauszufinden, welche Kernellaufzeit für die Gesamtlaufzeit
am relevantesten ist. Die starken Schwankungen in der Gesamtrenderzeit sind, wie im oberen Graphen zu
sehen ist, nicht unbedingt abhängig von dem Partikelrenderkernel, da sich die starke Schwankung nicht
in der maximalen Kernellaufzeit wiederspiegelt. Lediglich bei der Z-Rotation ist im oberen Graphen bei
allen gemessenen Zeiten eine Starke Schwankung zu erkennen. Dies hängt wahrscheinlich mit den frühen
Abbruchbedingungen zusammen, die bei der Z-Rotation stark variieren. Der untere Graph zeigt, dass bei
der kompletten Filterung der Partikel die maximale Kernellaufzeit fast die gesamte Renderzeit einnimmt
und auch alle Schwankungen der maximalen Laufzeit in der Gesamtlaufzeit wiederzufinden sind. Dies
bestätigt auch, das beim Rendern immer auf die langsamste Grafikkarte gewartet werden muss. Daher
wird bei allen folgenden Diagrammen bei der Kernelzeit immer die maximale gemessene Kernellaufzeit
verwendet.
Zusätzlich ist besonders bei dem unteren Diagramm zu erkennen, dass in der Nähe von jedem 45° Winkel
die Laufzeit ansteigt, dies liegt daran, dass die Strahlen durch die Filterung stetig das gesamte Volumen
durchlaufen und in der Nähe der 45° Winkel deutlich mehr Zellen schneiden. Dies ist auch bei den
folgenden Diagrammen ersichtlich.
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Abbildung 5.2: Das Gesamtvolumen ist fest auf 32 × 32 × 32 gesetzt. Die GPU-Anzahl wurde erhöht,
wodurch sich das lokale Volumen immer weiter verkleinert hat.
Bei der Abbildung 5.2 wird das Gesamtvolumen konstant bei 32× 32× 32 belassen und die Anzahl der
GPUs, die dieses Visualisieren, wird stetig erhöht, um die starke Skalierbarkeit zu untersuchen. Dabei
ist wie erwartet eine einzelne GPU mit Abstand am langsamsten, 8 GPUs sind deutlich schneller und 64
GPUs sind wieder etwas schneller. Der Skalierfaktor ist bei dem ungefilterten Fall deutlich schlechter
als bei dem gefilterten Fall, da sich die Laufzeit in etwa nur halbiert, obwohl die Anzahl der GPUs
verachtfacht wurde.
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Abbildung 5.3: Das lokale Volumen wurde fest auf jeweils 16×16×16 gesetzt. Die GPU Anzahl wurde
kubisch erhöht und somit auch das Gesamtvolumen.
In Abbildung 5.3 wird die schwache Skalierung untersucht, indem das lokale Volumen pro GPU fest
auf 16 × 16 × 16 gesetzt wurde und die Anzahl der Grafikkarten und somit auch die Anzahl der Zellen
vom globalen Volumen erhöht wird. Dabei fällt in beiden Diagrammen auf, dass 8 und 64 GPUs deutlich
schneller Rendern als eine GPU, was mit der jeweiligen Auflösung zu tun haben kann, die pro GPU
ebenfalls kleiner wird. Unerwartet ist jedoch, dass im oberen Diagramm zwischen 8 und 64 GPUs zeitlich
kaum ein Unterschied zu erkennen ist und bei der Y-Rotation die 64 GPUs sogar schlechter werden. Bei
dem unteren Diagramm sind 64 GPUs sogar durchgehend schlechter als 8 GPUs obwohl die 64 GPUs
weniger Pixel verarbeiten müssen. Vermutlich hängt dies mit dem Problem zusammen, das für jeden
Pixel ein Thread gestartet werden muss und die Threads in 8×16 SIMD-Blöcken organisiert sind. Durch
das größere Gesamtvolumen werden die Zellen kleiner, weshalb weniger Pixel eine Zelle abdecken und
viele Threads innerhalb der Blöcke auf viele unterschiedliche Zellen zugreifen müssen. Dies könnte eine
effiziente SIMD-Verarbeitung und das Caching erschweren.
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Abbildung 5.4: Hier wird die Laufzeit in Abhängigkeit von der Auflösung untersucht.
Abbildung 5.4 zeigt die Laufzeiten bei verschiedenen Auflösungen. Überraschenderweise unterscheiden
sich die Laufzeiten ohne Filterung durch die früheren Abbruchbedingungen dabei kaum voneinander.
Nur bei der Z-Rotation ist eine leichte Aufteilung zu erahnen. Besonders fallen die Ausschläge von der
Auflösung 1920×1080 bei der X-Rotation in den 45° Bereichen auf, die vermutlich daher kommen, dass
ein oder mehrere Threads genau an dieser Stelle eine sehr späte Abbruchbedingung haben und deswegen
gewartet werden muss. Im unteren Diagramm sind die Ergebnisse eher wie erwartet, mit einer höheren
Auflösung geht auch eine längere Laufzeit einher.
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Abbildung 5.5: Es wurde immer erst in x-, dann in y- und dann in z-Richtung die Anzahl der Grafikkar-
ten verdoppelt. Dieser Versuch zeigt die Cachingeigenschaften bei Betrachtung aus den
verschiedenen Achsenrichtungen
In Abbildung 5.5 wurde die GPU Anzahl immer verdoppelt und die Cacheabhängigkeit auf den drei
Achsenrichtungen untersucht. Das betrachtete Gesamtvolumen bleibt konstant. Hier fällt auf, dass die
Partikeldaten am besten in Y-Richtung gecached werden. Die z-Richtung zeigt dabei die schlechtesten
Cachingeigenschaften auf. Die gemessenen Zeiten sind stark von der Simulation abhängig, da ISAAC
direkt auf den Daten der Simulation arbeitet. Hier soll nur gezeigt werden, dass der Laufzeitunterschied
vor allem bei großen lokalen Volumen nicht zu vernachlässigen ist.
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Abbildung 5.6: Die Laufzeit einer kompilierten Partikelquelle in Form einer Elektronenquelle ist mit der
Laufzeit von zwei kompilierten Partikelquellen in Form einer Elektronenquelle und ei-
ner Ionenquelle gegenübergestellt. Dabei ist einmal die Ionenquelle aktiviert und einmal
deaktiviert. Alle Quellen besitzen dieselbe Partikelanzahl.
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In Abbildung 5.6 wurde die Laufzeit für die einzelnen Quellkombinationen überprüft. Zunächst wurde
nur eine Quelle kompiliert und aktiviert. Dann wurde die Visualisierung mit zwei Quellen kompiliert,
wobei einmal nur eine zur Laufzeit aktiviert ist. Dabei ist eSource eine Elektronenquelle und iSource
eine Ionenquelle, welche eine gleiche Anzahl an Partikeln besitzen und gleich verteilt sind. Im Ergebnis
fällt auf, dass die zur Laufzeit deaktivierte Quelle keinen Einfluss auf die Laufzeit hat. Wenn beide
Quellen aktiviert sind, verdoppelt dies wie erwartet die Laufzeit.
ISAAC skaliert mit PIConGPU von kleinen Simulationen mit 2 Millionen dargestellten Partikeln auf ei-
ner Laptopgrafikkarte in Abbildung 5.7, bis hin zu 512 Grafikkarten auf dem Schweizer Großrechner Piz
Daint mit 20 Milliarden dargestellten Partikeln in Abbildung 5.8. Dabei blieben beide Visualisierungen
stets interaktiv mit Renderzeiten deutlich unter 500ms.
Abbildung 5.7: Das elektrische Feld des Lasers ist als leuchtendes Gas in Gelb dargestellt. Die Partikel
werden korrekt in dem Volumen gerendert. Abbildung aus der Laserwakefield Simulation
auf einer GTX 960m ausgeführt mit 2 Millionen Partikeln.
(a) Ungefiltert (b) Gefiltert (c) Gefiltert + Zoom
Abbildung 5.8: Simulation der Kelvin Helmholtz Instabilität auf 512 NVIDIA Tesla P100 vom Schwei-
zer Großrechner Piz Daint mit 40 Milliarden Simulierten und 20 Milliarden gerenderten
Partikeln.
5.2 Evaluation des Speicherverbrauchs
Der zusätzliche Speicherverbrauch ist vernachlässigbar, da innerhalb von ISAAC durch die Partikelvi-
sualisierung kein neuer globaler Speicher allokiert werden muss. Es werden lediglich Register für lokale
Variablen benötigt, die nach der Ausführung des Kernels automatisch wieder freigegeben werden. Da das
Partikelrendering im Renderkernel der Volumendarstellung hinzugefügt wurde, werden auch die meisten
lokalen Variablen nur einmal berechnet und benötigen keine Zwischenspeicherung im globalen Speicher.
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Abbildung 5.9: Aliasing Artefakte bei sehr vielen Partikeln und einer hohen Kameradistanz zum betrach-
teten Volumen.
5.3 Evaluation der Artefakte
In der finalen Visualisierung sind im Wesentlichen zwei Artefakte zu beobachten. So sind bei höheren
Distanzen die Partikel so klein, dass sie oftmals bereits kleiner als ein einzelner Pixel sind, was zu
einem sehr unsauberen und flackernden Bild führen kann, wie in Abbildung 5.9 zu erkennen ist. Bei
Partikelgruppen wäre es möglich diese zu einem Repräsentanten zusammenzufassen. Dies würde zwar
ein sauberes und ruhiges Bild erzeugen, jedoch ergeben sich auch einige Probleme, da zum Beispiel die
Farbe der einzelnen Partikel im Repräsentanten sinnvoll berücksichtigt werden müsste.
(a) Schnitte entlang der Partikelzellgrenzen (b) Wenige Schnitte bei normaler Betrachtung
Abbildung 5.10: (a) zeigt eine spezielle Kameraposition um die Artefakte zu zeigen. In der normalen
Nutzung sind die Schnittartefakte wie in (b) eher unauffällig und deutlich weniger stö-
rend.
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Die zweite Art von auftretenden Artefakten ist in Abbildung 5.10 gezeigt und geht mit dem Raycasting-
Ansatz einher. Dabei kann es zu abgeschnittenen Kugeln kommen, wenn der Sichtstrahl nahezu parallel
zu den Zellgrenzen verläuft. Beim Speichern der Partikel in den jeweiligen Zellen wird bei den meisten
Simulationen nur der Partikelmittelpunkt berücksichtigt, jedoch nicht der Radius. Dies kann dazu führen,
dass ein Partikel mit Radius über die Zellgrenzen einer Zelle hinausreicht, diese aber beim Raymarch
nicht geschnitten und berücksichtigt wird, und somit das Partikel ebenfalls nicht überprüft werden kann.
Dies wäre zu verhindern, wenn beim Raymarch auch die Nachbarzellen durchlaufen werden, was zu
einem extremen Performanceverlust führen kann. Auch die Probleme an den Zellen der lokalen Systeme
wären damit nicht behoben, da sich die Prozessoren über die Randpartikel austauschen müssten, was
für ISAAC keine allgemeine Annahme für die Simulation wäre. In Anbetracht der hier verwendeten
Beispiele waren die Partikelradien im Verhältnis zu den Zellen sehr klein, was dazu führt, dass diese
Artefakte nur in ganz bestimmten Situationen und eher unauffällig auftraten. Deshalb war es in diesem
Fall nicht notwendig die Nachbarzellen zu durchlaufen, weshalb eine höhere Performance erzielt werden
konnte.
Abbildung 5.11: Darstellung des Problems, dass die Partikel nur in der Zelle mit ihrem Mittelpunkt ge-
speichert werden. Die blaue Zelle müsste überprüft werden, um die Artefakte zu ver-
hindern.
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6 Fazit und Ausblick
Diese Arbeit hat gezeigt, dass auch bei großen Simulation mit mehreren Millionen bis Milliarden Par-
tikeln verteilt auf vielen Recheneinheiten eines Großrechners eine Partikelvisualisierung möglich und
auch interaktiv bedienbar ist. Durch die enge Integration in ISAAC konnten Partikel zusammen mit Vo-
lumenquellen abgebildet werden und so den Forschern nicht nur die interaktive Beobachtung der Bewe-
gungsmuster von Partikeln ermöglicht werden, sondern auch die Wechselwirkungen zwischen Partikeln
und Feldern. Die Schnittstelle von ISAAC zu der Simulation bleibt weiterhin allgemein beschrieben, so
dass viele Simulationen ISAAC inklusive der neuen Implementierung schnell und unkompliziert einbin-
den können.
Die in dieser Arbeit beschriebenen Artefakte könnten zukünftig durch ein effizientes Durchsuchen der
Nachbarzellen erheblich reduziert werden, so dass kein Brute-Force Ansatz für die Überprüfung der
Nachbarzellen nötig ist. Dies wäre möglich, indem nur Nachbarzellen seitlich zu der Hauptlaufrichtung
des Strahls getestet werden und doppeltes durchsuchen von Zellen verhindert wird.
Um die Visualisierung weiter zu verbessern, könnte in einer zukünftigen Arbeit auch ein globaler Be-
leuchtungsansatz evaluiert werden, welcher über die Zellgröße, die Partikelradien und die Anzahl der
Partikel je Zelle ähnlich wie beim Voxelconetracing ein globales Beleuchtungsmodell approximiert.
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