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1 Introduction
Statistical inference and prediction are of great interest and importance to decision-making
in numerous fields such as medicine area, bioinformatics and econometrics. The founda-
tion of statistical analysis is statistical models. Among various statistical models, para-
metric ones are widely used because statistical analysis can then be more efficient if the
model structure is proper. Since the parameter is unknown, we need to first get an es-
timation to conduct further analysis. However, a wrongly specified model would result
in unreliable estimations and following statistical inferences. Therefore, it is important
to test the model structure before a model is applied in any further regression analysis.
Suppose the null model is of the following form:
Y = g(X, θ) + ε (1.1)
where g is a known function, θ ∈ Θ ⊂ Rd is the unknown parameter and E(ε|X) = 0. X
is a random vector in Rp as the predictor and Y is the response variable in R. To check
the adequacy of the model (1.1), consider a general alternative model
Y = G(X) + ε (1.2)
where G(·) /∈ {g(·, θ) : θ ∈ Θ} is an unknown function.
There are many proposals available in the literature. But how to efficiently deal with
high-dimensional data is always a concern. A frequently used methodology is to transform
the problem to a problem at all projection directions. To be precise, test statistic can be
based on, say, univariate projected predictors ατX for all α in a subset of Rp. This is an
idea of projection pursuit regression that was proposed by Friedman and Stuetzle (1981).
Huber (1985) is a comprehensive reference of this methodology. Along this line, Bierens
(1990) furthered the method by using the Fourier transformation that gives the weight
functions to be exp(it>X) for all t ∈ Rp. The integration over t with respect to a measure
can then formulate a final test statistic. This test is of a dimension reduction nature as
every weight function uses univariate projected predictor t>X. An and Zhu (1992), Zhu
and Li (1998), Escanciano (2006), Stute et al. (2008) and Lavergne and Patilea (2008)
and Lavergne and Patilea (2012) are the relevant references in this field. To be precise,
Escanciano (2006) proposed an omnibus test by using a residual marked empirical process
whose index set contains all projection directions. The test in Lavergne and Patilea (2008)
is also based on the empirical process, but the integral over all directions leads to a simple
closed form of the test statistic. Stute and Zhu (2002) is also based on a residual marked
empirical process, but its index set contains only one projection direction. Stute et al.
(2008) used a predictor-marked residual process to construct a test. Lavergne and Patilea
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(2012) developed a smooth integral conditional moment test constructed by Zheng (1996)
that uses nonparametric kernel estimation of some conditional moment. Guo and Zhu
(2017) is a comprehensive review.
The aforementioned tests can be categorized into two very different classes: nonpara-
metric estimation-based and empirical process-based. Then they can be classified as local
smoothing and global smoothing methods. This is because nonparametric estimation-
based methods rely on local smoothing techniques and empirical process-based tests are
the averages of functions of weighted sum of residuals over an index set, which is a global
smoothing step. Zhu and Li (1998) and Lavergne and Patilea (2012), are based on non-
parametric estimation for the conditional moment and thus belongs to the class of local
smoothing methods. Guo et al. (2016) introduced an adaptive-to-model test that is based
on Zheng (1996). The others are constructed in a global smoothing manner, such as
Stute and Zhu (2002), Escanciano (2006) which are based on empirical processes. Other
examples in the class of global smoothing tests include Zhu (2003), Tan et al. (2016). The
tests are called global smoothing tests because nonparametric estimation is avoided and
global averages over a group of statistics indexed by a set of indices is formulated as final
test statistics.
These two classes of tests have their own pros and cons, which have been discussed
frequently in the literature. If we do not use projected predictors, but the original p-
dimensional predictor X, the inefficiency of nonparametric estimation in high-dimension
cases cause local smoothing tests to hardly maintain the significance level and dramatically
lose its power as the dimension p increases. They can only detect the local alternatives
distinct from the null at the rate of order n−1/2h−p/4, where h is the bandwidth going to
zero as n→∞. Some methods require some dimension reduction model structures under
either the null or the alternatives. For instance, Guo et al. (2016) designed an adaptive-
to-model test for the single-index model: Y = g(β>X) + ε where g is a known function
and β is the unknown parameter. The test can detect the local alternatives converging to
the null at the rate of n−1/2h−1/4. For null models that have q projection directions with a
p× q matrix β, this rate slows down to n−1/2h−q/2. To alleviate the negative impact from
the dimensionality, the projection-based tests work well. The test in Lavergne and Patilea
(2012) is a local smoothing test, but can detect the local alternatives distinct from the
null at the rate of n−1/2h−1/4. It is worth noticing that it is still a local smoothing test. As
h→∞, this rate must slower than n−1/2. In contrast, global smoothing tests can always
detect local alternatives distinct from the null at the fastest possible rate that is n−1/2. For
global smoothing tests, the local alternatives distinct from the null at the rate of 1/
√
n can
be detected. Delgado and Escanciano (2017) proved that some global smoothing tests such
as Stute (1997) and Stute, Thies and Zhu (1998) have asymptotic optimality including
asymptotically uniformly most powerful in a semiparametric context and asymptotically
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semiparametric efficient respectively. But many of them do not have tractable limiting
null distributions. This requires using re-sampling methods to determine critical values,
such as either the bootstrap or the wild bootstrap or the Monte Carlo approximation, to
approximate the corresponding sampling null distributions.
In this paper, we propose a projection-based specification test. Like any projection-
based test such as Escanciano (2006) and Lavergne and Patilea (2012), we project the
predictor onto one-dimensional subspaces such that at any direction, the test only involves
univariate predictor. However, the key feature of the proposed test distinguishing from
these existing projection-based tests is that the proposed test bridges between local and
global smoothing methodology. The resulting test can have a simple closed form and the
advantages of global smoothing test as we discussed above although it is based on a local
smoothing test. Thus, it could benefit from both.
The rest of this paper is organized as follows. In Section 2, the test statistic construction
is described. Section 3 presents the asymptotic properties under the null and alternative
hypothesis. In section 4, numerical studies are reported, including simulations and a real
data analysis. The results indicate that the proposed test does benefit from both local
and global smoothing testing procedures. Section 5 contains some discussions. Technical
proofs are postponed to the Appendix.
2 Test statistic construction
2.1 Basic idea
From the models we stated in the previous section, the hypotheses are as follows:
H0 : P(E(Y |X) = g(X, θ0)) = 1 for some θ0 ∈ Θ ⊂ Rd,
H1 : P(E(Y |X) = g(X, θ)) < 1 for all θ ∈ Θ (2.1)
where g(·) is a known regression function and θ0 is the unknown parameter vector. Define
e = Y − g(X, θ0) as the residual at the population level. Under the null hypothesis e = ε
with the condition E(e|X) = 0. Let f(·) and fα(·) be respectively the density function of
X and α>X. Notice that E(e|X) = 0 holds if and only if E(E2(e|X)f(X)) = 0 under some
continuous conditions on f(·), see Zheng (1996). Further, notice that E(E2(e|X)f(X)) =
0 is equivalent to
E(E2(e|α>X)fα(α>X)) = 0 for all α ∈ Rp
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where fα(·) and µ(·) are respectively the conditional density function of α>X when α is
given and the marginal density function of α. The following is a slightly extension of
Lemma 1 of Escanciano (2006) in which the projection direction α is limited to the unit
hypersphere Sp = {α : ‖α‖ = 1}. It can be checked that
E(e|α>X) = 0 ⇐⇒ E(e|c · α>X) = 0 for all c ∈ R.
Thus we obtain the following lemma.
Lemma 2.1. Suppose η is a random variable such that E|η| <∞ and ξ ∈ Rp is a random
vector. Then E(η|ξ) = 0 holds if and only if E(η|β>ξ) = 0 holds for all β ∈ Rp. Further,
assume that fα(·) and µ(·) are positive on their supports, E(e|X) = 0 almost surely holds
if and only if
∫
Rp
E(E2(e|α>X)fα(α>X))µ(α)dα = 0.
Under the alternative hypothesis, Lemma 2.1 implies that there exists at least an α∗ ∈
Rp such that E(e|α∗) 6= 0, and then ∫
Rp
E(E2(e|α>X)fα(α>X))µ(α)dα > 0. Therefore,
We can use an estimator of this quantity to construct a test statistic.
Suppose we have an i.i.d. sample {(xi, yi)}ni=1 from (X, Y ). The least squares estimate
of θ0 is defined as θˆn = arg min
θ∈Θ
1
n
∑n
i=1(yi−g(xi, θ))2. Let eˆi = yi−g(xi, θˆn) be the residual
at the sample level. Under some regularity conditions, θˆn is a consistent estimate of θ0
under the null hypothesis and of an θ ∈ Θ under the alternative hypothesis. Throughout
the rest of this paper, we will not list the detailed conditions. The readers can refer to
White (1981) (Corollary 2.2) and Bierens (1982) (Theorem 9).
2.2 Test construction
To start with the construction, we review two existing tests first. Zheng (1996)’s test is
an empirical version of E(eE(e|X)f(X)) as follows:
1
n(n− 1)
n∑
i=1
∑
i 6=j
eˆieˆj
1
hp
Kp(
xi − xj
h
)
where Kp(·) is a product kernel function and h is the bandwidth. With some regularity
conditions, the test statistic multiplying nhp/2 goes to its weak limit under the null where
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h→ 0 as n→∞. Lavergne and Patilea (2012)’s test is an integrated Zheng (1996)’s test
over all projection directions α ∈ Sp. It has the formula as
1
n(n− 1)
n∑
i=1
∑
j 6=i
eˆieˆj
∫
B
1
h
K
(
α>(xi − xj)
h
)
dα
where B is Sp or can be some subset of Sp. This test greatly alleviates the curse of
dimensionality as it multiplied by nh1/2 tends to its weak limit under the null. In their
construction, the projection direction α is assumed to be uniformly distributed. It is noted
that it is still a local smoothing test as the integral
∫
B
1
h
K
(
α>(xi−xj)
h
)
dα still involves
the bandwidth h and the convergence rate nh1/2 is still slower than the rate n when a
quadratic form of global smoothing test is used such as Stute and Zhu (2002). Also,
the integral does not have a closed form and then the computation is an issue when the
dimension p is high. Lavergne and Patilea (2012) used a Monte Carlo approximation for
this integral. The computation is time-consuming in high-dimensional scenarios.
We now modify their construction to derive our test statistic. First, use the kernel
estimate to replace the conditional moment E(e|α>X) and the density function fα(α>x)
of α>X as
fˆα(α
>xi) =
1
n− 1
∑
j 6=i
1
h
K
(
α>(xi − xj)
h
)
,
Eˆ(e|α>xi) =
1
n−1
∑n
j 6=i eˆj
1
h
K
(
α>(xi−xj)
h
)
fˆα(α>xi)
where K(·) is the kernel function and h is the smooth parameter. Note that
E(E2(e|α>X)fα(α>X)) = E(eE(e|α>X)fα(α>X)).
Thus V
∆
=
∫
Rp
E(E2(e|α>X)fα(α>X))µ(α)dα can be estimated by
Vˆ
∆
=
∫
Rp
1
n(n− 1)
n∑
i=1
∑
j 6=i
eˆieˆj
1
h
K
(
α>(xi − xj)
h
)
µ(α)dα
=
1
n(n− 1)
n∑
i=1
∑
j 6=i
eˆieˆj
∫
Rp
1
h
K
(
α>(xi − xj)
h
)
µ(α)dα. (2.2)
We can use this quantity to be a test statistic. Note that it involves the integral and
seems still a local smoothing test. We now choose some particular kernel function K(·)
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and measure µ(·) to derive a statistic that has a closed form. We consider Gaussian kernel
and assume that the measure µ is also Gaussian. To be precise,
Let
K(u) = (2pi)−1/2 exp(−u2/2), (2.3)
and consider α ∼ N(0, σ2Ip) where σ2 is a variance function of α to be determined, Ip is
an identity matrix of dimension p. The density function µ is
µ(α) = (2pi)−p/2|σ2Ip|−1/2 exp
(
−α
>(σ2Ip)−1α
2
)
= (2pi)−p/2σ−pα exp
(
−α
>α
2σ2
)
.
Thus, we have the following lemma.
Lemma 2.2. When the above Gaussian kernel and measure µ are used, we have
Vˆ =
1
n(n− 1)
n∑
i=1
∑
j 6=i
eˆieˆjh
−1(2pi)−1/2σ−p(
dij
h2
+
1
σ2
)−1/2σp−1
=
1√
2pi
· 1
n(n− 1)
n∑
i=1
∑
j 6=i
eˆieˆj
1√
σ2dij + h2
. (2.4)
When σ2 is chosen to be h2, we have
Vˆ =
1
h
√
2pi
· 1
n(n− 1)
n∑
i=1
∑
j 6=i
eˆieˆj
1√
dij + 1
. (2.5)
where dij = ‖xi − xj‖2 = (xi − xj)>(xi − xj).
The “kernel function” 1/(
√
dij + 1) in the new formula does not involve the bandwidth
h and the quantity h outside the sum can be leave out from the test statistic, also free of
the integration. The resulting test statistic is finally defined as
Vn =
1
n(n− 1)
n∑
i=1
∑
i 6=j
eˆieˆj
1√
dij + 1
(2.6)
where dij = ‖xi − xi‖2.
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Note that this test is of the structure of a global smoothing test although it is based on
projection and a local smoothing test. Therefore this projection-based test indeed bridges
between local and global smoothing test.
Remark 1. Here we choose the Gaussian kernel function. In fact, for any kernel function
K(·) and α ∼ N(0, h2Ip), it is easy to see that∫
Rp
K
(
α>(xi − xj)
h
)
exp(−α
>α
2h2
)dα
= hp
∫
Rp
K
(
t>(xi − xj)
)
exp(−t>t/2)dt.
The corresponding test based on this integral is equivalent to a global smoothing test since
the bandwidth h plays no role in the resulting kernel and then can be left out. Besides,
from the property of kernel function, we can know the resulting test is just based on the
distance ‖xi − xj‖ and the concomitant residuals eˆi and eˆj. But this integral may not
always have a closed form and thus, computation might be a concern.
3 Asymptotic properties
Introduce some notations first. Let
g˙(X, θ) =
∂g(X, θ)
∂θ
.
For notational simplicity, write g˙i as g˙(xi, θ0). Define
Hg˙ = E(g˙g˙
>)
and assume it is a nonsingular matrix. Other notations are:
wij =
1√
dij + 1
, E1i = E(g˙jwij|xi),
and
w˜ij = wij − 2g˙>j H−1g˙ E1i + g˙>i H−1g˙ E(g˙kE>1k)H−1g˙ g˙j.
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3.1 Asymptotics under the null hypothesis
To get the asymptotic properties under the null hypothesis, we use U-statistics theory.
Note that Vn is an U-statistic as
Un =
1
n(n− 1)
n∑
i=1
∑
j 6=i
εiεjh(xi, xj)
where h(xi, xj) =
1
2
(w˜ij + w˜ji).
Here we introduce some important quantities. Let λ1 ≥ λ2 ≥ λ3 ≥ . . . be the corre-
sponding eigenvalues to the solutions s1, s2, . . . satisfying that∫ ∞
−∞
h(xi, xj)s(xj)dF (xj) = λs(xi)
where F (·) is the distribution function of X. Define
µ0 = E(σ
2
i g˙
>
k H
−1
g˙ g˙ig˙
>
i H
−1
g˙ E1k)− 2E(σ2i g˙>i H−1g˙ E1i)
where σ2i = E(ε
2|xi).
The limiting null distribution of Tn
∆
= nVn is stated in the following theorem.
Theorem 3.1. Under the null hypothesis with the regularity conditions in the Appendix,
Tn
d→
∞∑
i=1
λi(Z
2
i − 1) + µ0
where
d→ stands for convergence in distribution and Z1, Z2, . . . are independent standard
normal random variables. If σ2ε ≡ E(ε2|X) is a constant free of X, then
µ0 = −σ2εE(g˙>i H−1g˙ E1i).
Remark 2. This theorem shows that the limiting null distribution is intractable and thus
a Monte Carlo approximation is necessary. In the numerical studies, we use the wild
bootstrap to implement the testing procedure.
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3.2 Power study
Suppose the sample {(xi, yi)}ni=1 is from the following sequence of models
Y = g(X, θ0) + δn`(X) + ε. (3.1)
The values δn → 0 correspond to the local alternative models, fixed nonzero δn to the
global alternative model and δn = 0 to the null model. Let `j = `(xj) and Mi =
E
(
`j(w˜ij + w˜ji)|Xi = xi
)
for notational simplicity.
Theorem 3.2. With the regularity conditions in the Appendix,
1. Under the global alternative model with a fixed nonzero δn, in probability,
Tn/n
p→ µ1
where µ1 = E(δ
2
n`i`jwij).
2. Under the local alternative model with δn → 0 and
√
nδn →∞ as n→∞,
Tn/(nδ
2
n)
p→ ∆µ,
where ∆µ = E(`i`jw˜ij).
3. Particularly, under the local alternative model with δn = n
−1/2,
Tn
d→ N(µ1n,Σ),
where µ1n = ∆µ + µ0 and Σ = V ar(εiMi).
Remark 3. This theorem shows that the test behaves like a global smoothing test although
it is based on the Zheng’s test with projected predictors.
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4 Numerical studies
4.1 Simulations
To study the performance of our test, we conduct some simulations under different model
settings. In scenario 1, the dataset is generated from a sequence of models that are
oscillating/high-frequent under the alternatives; correspondingly in scenario 2, the dataset
is from a sequence of models that are low-frequent under the alternatives; in scenario 3,
we study the impact of correlation between the components of X to our test. For each
scenario, we also investigate the influence of the dimension p to the competitors. From
scenario 1 to scenario 3, the null models are linear. So in scenario 4, we consider a
nonlinear model as the null model. Scenario 1 is designed to exam our test under the
oscillating alternative models which usually are in favor of local smoothing tests. We then
compare our test with a typical local smoothing test: Zheng (1996)’s test. As the null
model is linear, which is under the single-index framework, we then also consider Guo
et al. (2016)’s test as a competitor. Another competitor is Stute, Manteiga and Quindimil
(1998)’s test since it is a typical global smoothing test. Our test is denoted as Tn and
Guo et al. (2016)’s test, Stute, Manteiga and Quindimil (1998)’s test and Zheng (1996)’s
test are denoted as TGWZ , T S and TZh respectively. For the kernel estimation in Guo
et al. (2016)’s test and Zheng (1996)’s test, the choices of the bandwidth h are the same
as those in Guo et al. (2016). The critical values for our test are the 95% quantile of 300
wild bootstrap samples.
Scenario 1. Consider
Y = β>X + a · cos(β>X) + ε.
a = 0 corresponds to the null hypothesis and a 6= 0 to the alternative hypothesis. To
examine the power performance, a = 0.2, 0.6, 1. The parameter β = (1, 1, . . . , 1)/
√
p,
‖β‖ = 1. The predictors xi, i = 1, . . . , n are independently generated from the multivariate
normal distribution N(0, Ip). The errors εi, i = 1, . . . , n are independently drawn from
the standard normal distribution N(0, 1). The dimension p = 2, 4, 8 and the sample size
n = 200. We conducted 1000 experiments for each scenario. The empirical size and
powers are presented in Table 1.
Table 1 about here.
The results show that our test can maintain the significance level well for both dimen-
sions p = 2 and p = 8 while T S and TZh cannot control type I error under the case p = 8.
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When a increases with larger deviation from the null, the powers reasonably increase for
all the competitors, but Tn surpasses T
S and TZh in both settings with the dimension
p = 2 and p = 8 and is comparable to TGWZ . These findings suggest that the proposed
test Tn can have good performance for the oscillating alternative model although it is a
global smoothing test. In other words, it does benefit the merit of local smoothing test.
We also note that the adaptive-to-model test TGWZ works well slightly better than Tn.
This is because TGWZ fully uses the dimension reduction structure under the null and
is also a local smoothing test. Compared with the global smoothing test T S, Tn per-
forms much better. Further, The local smoothing test TZh clearly suffers from the data
sparseness in high dimensional space.
Next, we study the tests performances under a low-frequency model.
Scenario 2. Consider
Y = β>1 X + a · 0.3(0.5 + β>2 X)3 + ε.
In this scenario, we test against a low-frequency alternative model. The parameters
are β1 = (1, . . . , 1︸ ︷︷ ︸
p/2
, 0, . . . , 0)>/
√
p/2 and β2 = (0, . . . , 0︸ ︷︷ ︸
p/2
, 1, . . . , 1)>/
√
p/2. The sample
size n = 200 and p = 2, 8. X and ε follow the same distribution in Scenario 1, i.e.
X ∼ N(0, Ip) and ε ∼ N(0, 1). We use a = 0.2, 0.6, 1 under the alternative models. The
plots of the power line is shown in Figure 1.
Figure 1 about here.
The results give us the following observations. When p = 2, the global smoothing test
T S works well and Tn performs similarly or very slightly worse compared with T
S. Two
local smoothing tests TGWZ and TZh have inferior performance than T S and Tn. This
again shows that Tn has the advantage a global smoothing test should have. This justifies
that low-frequency models are in favor of global smoothing tests. When p = 8, T S is
seriously affected by the dimension, the influence of the dimension p to Tn is limited.
In the first two scenarios, X ∼ N(0, Ip) and thus the components of X are uncorrelated
from each other. Now we consider correlated case.
Scenario 3. Consider
Y = β>X + a · exp(−(β>X)2) + ε.
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Two settings are considered: X ∼ N(0,Σ) where Σ = (0.5|i−j|)p×p. The error ε ∼
N(0, 1). We test with dimension p = 2, 4, 8, sample size n = 200 and parameter β =
(1, 1, . . . , 1)>/
√
p. Results are presented in Table 2.
Table 2 about here.
When p = 2 and p = 4, T S, TGWZ and our test have similar powers while TZh does not
work well. When the dimension is raised up to p = 8, TGWZ and Tn become the winner.
As TGWZ adopts the dimension reduction structure under the null in this setting, its good
performance is understandable. Tn, however, requires no model structure information and
performs similarly as TGWZ .
The above three scenarios are all concerned with the linear model under the null hy-
pothesis, therefore a nonlinear null model is used in the following scenario. Denote Xi as
the ith component of X.
Scenario 4. Consider
Y = exp(c1X1) + (c2X2)
3 + c3 sin(piX3) + c4|X4|+ c5X5 ·X6 + a · cos(β>X) + ε
where c1 = c2 = · · · = c5 = 1/
√
6 and β = (0, 1, 1, 0, . . . , 0)>.
This model does not have a dimension reduction structure under the null hypothesis
and thus it not in favor of TGWZ that is designed for single index models. To make a
comparison, we adopt its model adaptation idea by using the following test statistic as
nhqˆ/2 · 1
n(n− 1)
n∑
i=1
∑
j 6=i
eˆieˆj
1
hqˆ
K(
Bˆ>qˆ (xi − xj)
h
).
Figure 3 about here.
The results in Figure 3 clearly suggest that the proposed test Tn performs much better
than the competitors no matter they are either local or global smoothing tests. This
further confirms the advantages of the new method.
4.2 Real data analysis
We now analyze the Auto MPG data set that can be downloaded from the UCI Machine
Learning Repository Lichman (2013). Quinlan (1993) firstly used the data set and recently
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Xia (2007) and Guo et al. (2016) as an illustration for their methods. A linear regression
model was build in Quinlan (1993). Here we use the proposed test to check the adequacy of
the linear model. The response variate Y is mpg: miles per gallon. The first 6 attributes,
noted from X1 to X6, includes running year of the model, acceleration time from still
state to 60 miles per hour, car weight, horsepower, displacement of the engine and the
number of cylinders. For the multi-valued independent variable origin, we introduce
dummy variables as Guo et al. (2016) and Xia (2007) did. One of the new indicator
variables X7 = 1 if the car is from America; otherwise, X7 = 0. Another dummy variable
X8 indicates whether the car is from Europe. The attributes are standardized one by one.
The p-value is about 0 and thus, the linear model is not suitable for this data set. The
result is coincident with Guo et al. (2016).
5 Discussions
In this paper, we build a bridge between local smoothing test and global smoothing
test and propose a test that is local smoothing-based is of the global smoothing nature.
Therefore, the test benefits both advantages of these two types of testing procedures. The
theoretical properties and empirical studies confirm this nice feature. The approach may
be applicable to other types of data and testing problems. These are ongoing.
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Appendix
Proofs of Lemma 2.2. Recall the formula of Vˆ , the integral can be computed as∫
Rp
1
h
K
(
α>(xi − xj)
h
)
µ(α)dα (5.1)
= h−1
∫
Rp
(2pi)−1/2 exp
(
−α
>(xi − xj)(xi − xj)>α
2h2
)
· (2pi)−p/2σ−pα exp
(
−α
>α
2σ2
)
dα
= h−1(2pi)−1/2σ−pα
∫
Rp
(2pi)−p/2 exp
−1
2
α>
(
(xi − xj)(xi − xj)>
h2
+
1
σ2
Ip
)
α
 dα.
Define Σ−1ij =
(xi−xj)(xi−xj)>
h2
+ 1
σ2
Ip. Then the integral (5.1) becomes
h−1(2pi)−1/2σ−p
∫
Rp
(2pi)−p/2 exp
(
−1
2
α>Σ−1ij α
)
dα
= h−1(2pi)−1/2σ−p|Σij|1/2
∫
Rp
(2pi)−p/2|Σij|−1/2 exp
(
−1
2
α>Σ−1ij α
)
dα
= h−1(2pi)−1/2σ−p|Σij|1/2. (5.2)
Next we study the property of Σij to get |Σij|. Let
Aij =
(xi − xj)(xi − xj)>
h2
.
The matrix Aij is symmetric and rank(Aij) = 1. By some algebraic calculations, Aij has
a nonzero eigenvalue
dij
h2
where dij = ‖xi−xj‖2 = (xi−xj)>(xi−xj). Therefore, it is well
known that Σ−1ij = Aij + Ip/σ
2 can be decomposed as
A

dij
h2
+ 1
σ2
1
σ2
. . .
1
σ2
.
A
>,
14
for some non-singular matrix A where the elements on the diagonal of the matrix inside
are the eigenvalues of Σ−1ij and the determination is
|Σij| = (dij
h2
+
1
σ2
)−1(σ2)p−1. (5.3)
From (5.1) – (5.3), the estimate in (2.2) can be written as
Vˆ =
1
n(n− 1)
n∑
i=1
∑
j 6=i
eˆieˆjh
−1(2pi)−1/2σ−p(
dij
h2
+
1
σ2
)−1/2σp−1
=
1√
2pi
· 1
n(n− 1)
n∑
i=1
∑
j 6=i
eˆieˆj
1√
σ2dij + h2
. (5.4)
When σ2 is chosen to be h2, we have
Vˆ =
1
h
√
2pi
· 1
n(n− 1)
n∑
i=1
∑
j 6=i
eˆieˆj
1√
dij + 1
. (5.5)
Designed Conditions
The following conditions are for the consistency and asymptotic normality of θˆn.
(a) {(xi, yi)}i=1,...,n are i.i.d. random samples from (X, Y ) in Rp ×R and EY 2 <∞.
(b) The parameter Θ is compact and convex.
(c) The regression function g(x, θ) is a Borel measurable real function on Rp for each θ
and is twice continuously differentiable with respect to θ for each x.
(d) Let ‖ · ‖ represent the Euclidean norm.
E(sup
θ∈Θ
g2(X, θ)) <∞,
E(sup
θ∈Θ
‖∂g(X, θ)
∂θ
· ∂g(X, θ)
∂θ>
‖) <∞,
E(sup
θ∈Θ
‖(Y − g(X, θ))2 · ∂g(X, θ)
∂θ
· ∂g(X, θ)
∂θ>
‖ <∞,
E(sup
θ∈Θ
‖(Y − g(X, θ)) · ∂
2g(X, θ)
∂θ∂θ>
‖) <∞.
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(e) There exists a unique minimizer θ∗ such that
θ∗ = arg inf
θ∈Rd
E(Y − g(X, θ))2.
Under the null hypothesis, θ∗ is an interior point of Θ.
(f) The matrix E(∂g(X,θ)
∂θ
· ∂g(X,θ)
∂θ> ) is nonsingular.
The following lemma shows the asymptotic property of θˆn.
Lemma 5.1. Suppose that the above conditions are satisfied, we have the following asymp-
totic properties. Denote Hg˙ = E(g˙(X, θ
∗)g˙(X, θ∗)>) .
1. Under the null hypothesis, θ∗ = θ0 and
√
n(θˆn − θ∗) = H−1g˙
1√
n
n∑
i=1
εig˙(xi, θ
∗) + op(1).
2. Under the local alternative models with δn → 0, θ∗ = θ0 and
√
n(θˆn − θ∗) = H−1g˙
1√
n
n∑
i=1
εig˙(xi, θ
∗) +
√
nδn ·H−1g˙ E(`g˙) + op(1).
3. Under the global alternative model with a fixed δn, θ
∗ = θ1 where
θ1 = arg min
θ∈Θ
E(g(X, θ0)− g(X, θ) + δn`(X))2
and
θˆn − θ∗ = Op( 1√
n
).
Proofs of Lemma 5.1. The least squares estimate of θ0 is the minimizer of the following
function over all θ ∈ Θ as
Q(θ) =
1
n
n∑
i=1
(yi − g(xi, θ))2,
θˆn = arg min
θ∈Θ
Q(θ).
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The first order derivative of Q with respect to θ is
Q˙(θ) = − 2
n
n∑
i=1
(yi − g(xi, θ))g˙(xi, θ)
where g˙ = ∂g/∂θ. The second order derivative of Q with respect to θ is
Q¨(θ) =
2
n
n∑
i=1
g˙(xi, θ)g(xi, θ)
> − 2
n
n∑
i=1
(yi − g(xi, θ))g¨(xi, θ)
The least squares estimate θˆn satisfies Q˙(θˆn) = 0. Notice that
1
n
∑n
i=1(yi − g(xi, θ))2 a.s.→
E(Y −g(X, θ))2 for all θ, the estimator θˆn a.s.→ θ∗. Applying the Taylor expansion to Q˙(θˆn)
around θ∗, we have
Q˙(θˆn)− Q˙(θ∗) = Q¨(θ˜)(θˆn − θ∗)
θˆn − θ∗ = Q¨(θ˜)−1(Q˙(θˆn)− Q˙(θ∗))
= −Q¨(θ˜)−1Q˙(θ∗)
where θ˜ is a mid-value between θˆn and θ
∗. Since θ˜ is close to θ∗, it is easy to show that
√
n(θˆn − θ∗) = −E(Q¨(θ∗))−1
√
nQ˙(θ∗) + op(1)
= 2E(Q¨(θ∗))−1
1√
n
∑
i
(yi − g(xi, θ∗))g˙(xi, θ∗) + op(1).
Under the null hypothesis and the local alternatives with δn → 0,
inf
θ∈Θ
E(Y − g(X, θ))2 = inf
θ∈Θ
E(g(X, θ0)− g(X, θ))2 + E(ε)2.
thus θ∗ = θ0. Specifically, under the null hypothesis, yi − g(xi, θ∗) = εi and
E(Q¨(θ∗)) = 2E(g˙(X, θ∗)g˙(X, θ∗)>) + 2E(εg¨)
= 2Hg˙
thus
√
n(θˆn − θ∗) = H−1g˙
1√
n
n∑
i=1
εig˙(xi, θ
∗) + op(1).
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Under the local alternative hypothesis, yi − g(xi, θ∗) = εi + δn`(xi) and
E(Q¨(θ∗)) = 2E(g˙(X, θ∗)g˙(X, θ∗)>) + 2E(εg¨) + 2δnE(`g˙)
= 2Hg˙ + op(1).
Hence
√
n(θˆn − θ∗) = H−1g˙
1√
n
n∑
i=1
εig˙(xi, θ
∗) +
√
nδn ·H−1g˙
1
n
n∑
i=1
`(xi)g˙(xi, θ
∗) + op(1)
= H−1g˙
1√
n
n∑
i=1
εig˙(xi, θ
∗) +
√
nδn ·H−1g˙ E(`g˙) + op(1).
Under the global alternative with δn fixed,
inf
θ∈Θ
E(Y − g(X, θ))2 = inf
θ∈Θ
E(g(X, θ0)− g(X, θ) + δn`(X))2 + E(ε)2.
The minimizer
θ∗ = θ1 = arg inf
θ∈Θ
E(Y − g(X, θ))2
is a value that is more likely to be different from θ0 under the null hypothesis. In this
case,
E(Q¨(θ∗)) = 2Hg˙ − 2E{[g(X, θ0)− g(X, θ1) + δn`(X)]g¨(X, θ1)}
√
n(θˆn − θ∗) = 2E(Q¨(θ∗))−1 1√
n
∑
i
(yi − g(xi, θ∗))g˙(xi, θ∗) + op(1).
Notice that at the population level,
0 =
∂E(Y − g(X, θ))2
∂θ
|θ=θ∗ = −2E[(Y − g(X, θ∗))g˙(X, θ∗)].
Therefore under the global alternative hypothesis,
√
n(θˆn − θ∗) d→ N(0,Σ1)
where Σ1 = 4E(Q¨(θ
∗))−1E((Y − g(X, θ∗))2g˙(X, θ∗)g˙(X, θ∗)>)E(Q¨(θ∗))−1.
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Proofs of the theorems
Define wij =
1√
λij+1
which is symmetric about xi and xj. The integrated statistic Vn can
be decomposed as:
Vn =
1
n(n− 1)
n∑
i=1
∑
j 6=i
eˆieˆjwij
=
1
n(n− 1)
n∑
i=1
∑
j 6=i
eiejwij − 2
n(n− 1)
n∑
i=1
∑
i 6=j
ei(ej − eˆj)wij
+
1
n(n− 1)
n∑
i=1
∑
j 6=i
(ei − eˆi)(ej − eˆj)wij
=: V1 − 2V2 + V3. (5.6)
Proofs of Theorem 3.1. Under the null hypothesis, e = ε,
V1 =
1
n(n− 1)
n∑
i=1
∑
j 6=i
εiεjwij,
V2 =
1
n(n− 1)
n∑
i=1
∑
j 6=i
εi(εj − εˆj)wij
=
1
n(n− 1)
n∑
i=1
∑
j 6=i
εig˙
>
j (θˆn − θ0)wij +Op(n−3/2)
=
1
n
n∑
i=1
εi(
1
n− 1
∑
j 6=i
g˙jwij)
>(θˆn − θ0) +Op(n−3/2)
=
1
n
n∑
i=1
εi(θˆn − θ0)>E1i +Op(n−3/2)
=
1
n2
n∑
i=1
n∑
j=1
εiεj g˙
>
j H
−1
g˙ E1i +Op(n
−3/2)
=
n− 1
n
· 1
n(n− 1)
n∑
i=1
n∑
j 6=i
εiεj g˙
>
j H
−1
g˙ E1i +
1
n2
n∑
i=1
ε2i g˙
>
i H
−1
g˙ E1i +Op(n
−3/2).
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Define
V 02 =
1
n(n− 1)
n∑
i=1
∑
j 6=i
εiεj g˙
>
j H
−1
g˙ E1i = Op(
1
n
), E1i = Ej(g˙jwij),
µv2 = E(ε
2
i g˙
>
i H
−1
g˙ E1i) = E(σ
2
i g˙
>
i H
−1
g˙ E1i), σ
2
i = E(ε
2|xi).
Then
nV2 = nV
0
2 + µv2 +Op(n
−1/2) (5.7)
For V3, we have a similar decomposition as,
V3 =
1
n(n− 1)
n∑
i=1
∑
j 6=i
(εi − εˆi)(εj − εˆj)wij
=
1
n(n− 1)
n∑
i=1
∑
j 6=i
(θˆn − θ0)>g˙ig˙>j (θˆn − θ0)wij +Op(n−3/2)
= (θˆn − θ0)> · 1
n(n− 1)
n∑
i=1
∑
j 6=i
g˙ig˙
>
j wij · (θˆn − θ0) +Op(n−3/2)
=
1
n2
n∑
i=1
n∑
j=1
εiεj g˙
>
i H
−1
g˙ E(g˙kE
>
1k)H
−1
g˙ g˙j +Op(n
−3/2)
=
1
n2
n∑
i=1
n∑
j 6=i
εiεj g˙
>
i H
−1
g˙ E(g˙kE
>
1k)H
−1
g˙ g˙j +
1
n2
n∑
i=1
ε2i g˙
>
i H
−1
g˙ E(g˙kE
>
1k)H
−1
g˙ g˙i +Op(n
−3/2).
Define
V 03 =
1
n(n− 1)
n∑
i=1
∑
j 6=i
εiεj g˙
>
i H
−1
g˙ E(g˙kE
>
1k)H
−1
g˙ g˙j = Op(
1
n
),
µv3 = E(ε
2
i g˙
>
i H
−1
g˙ E(g˙kE
>
1k)H
−1
g˙ g˙i) = E(σ
2
i g˙
>
k H
−1
g˙ g˙ig˙
>
i H
−1
g˙ E1k).
Then
nV3 = nV
0
3 + µv3 +Op(n
−1/2). (5.8)
If σ2ε ≡ E(ε2|X), then
µv3 = σ
2
εE(g˙
>
i H
−1
g˙ E1i) = µv2 .
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Then from (5.6) to (5.8) we can see nVn has the same asymptotic behavior as nV
0
n + µ0,
i.e.
nVn = nV
0
n + µ0 + op(1) (5.9)
where V 0n = V1 − 2V 02 + V 03 and µ0 = µv3 − 2µv2 .
Denote
w˜ij = wij − 2g˙>j H−1g˙ E1i + g˙>i H−1g˙ E(g˙kE>1k)H−1g˙ g˙j,
then
V 0n =
1
n(n− 1)
n∑
i=1
∑
j 6=i
εiεjw˜ij.
V 0n can be represented by a U-statistic. Let
h(xi, xj) =
1
2
(
w˜ij + w˜ji
)
,
then V 0n has the same limiting distribution as
Un =
1
n(n− 1)
n∑
i=1
∑
j 6=i
εiεjh(xi, xj). (5.10)
This is a degenerate U-statistic and details of its asymptotic distribution can be found
in chapter 5, Serfling (1980). Here we simply show the results. Let λ1, λ2, . . . be the
corresponding eigenvalues to the distinct solutions s1, s2, . . . satisfying that∫ ∞
−∞
h(xi, xj)s(xj)dF (xj) = λs(xi)
where F (·) is the cumulative distribution function of X. Based on (5.9) and (5.10), the
limiting null distribution of our test statistic is
Tn
∆
= nVn
d→
∞∑
i=1
λi(Z
2
i − 1) + µ0
where Z1, Z2, . . . are independent standard normal random variables.
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Proofs of Theorem 3.2. Under the alternative hypothesis,
Y = g(X, θ) + δn`(X) + ε.
therefore ei = δn`(xi) + εi.
Firstly, consider the global alternative hypothesis where δn is some constant. Vn can
be decomposed as
Vn =
1
n(n− 1)
n∑
i=1
∑
j 6=i
eˆieˆjwij
=
1
n(n− 1)
n∑
i=1
∑
j 6=i
eiejwij − 2
n(n− 1)
n∑
i=1
∑
i 6=j
ei(ej − eˆj)wij
+
1
n(n− 1)
n∑
i=1
∑
j 6=i
(ei − eˆi)(ej − eˆj)wij
= V1 − 2V2 + V3. (5.11)
For the second term,
V2 =
1
n(n− 1)
n∑
i=1
∑
j 6=i
ei(ej − eˆj)wij
=
1
n(n− 1)
n∑
i=1
∑
j 6=i
eig˙
>
j (θˆn − θ0)wij + op(V ∗2 ), (5.12)
V ∗2 =
1
n(n− 1)
n∑
i=1
∑
j 6=i
eig˙
>
j (θˆn − θ0)wij
=
1
n(n− 1)
n∑
i=1
∑
j 6=i
eig˙
>
j wij · op(1)
= E(`ig˙
>
j wij) · op(1)
= op(1). (5.13)
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For the third term,
V3 =
1
n(n− 1)
n∑
i=1
∑
j 6=i
(ei − eˆi)(ej − eˆj)wij
= (θˆn − θ0)> · 1
n(n− 1)
n∑
i=1
∑
j 6=i
g˙ig˙
>
j wij · (θˆn − θ0) + op(V ∗3 ), (5.14)
V ∗3 = (θˆn − θ0)> ·
1
n(n− 1)
n∑
i=1
∑
j 6=i
g˙ig˙
>
j wij · (θˆn − θ0)
= op(1) · E(g˙ig˙>j wij) · op(1) + op(1)
= op(1). (5.15)
Hence from (5.11) to (5.15), we have Vn = V1 + op(1) . When δn is fixed,
V1
p→ µ1 = E(eiejwij) = E(δ2n`(xi)`(xj)w(xi, xj)).
Therefore under the global alternative hypothesis,
Tn/n
p→ µ1.
Next, we consider the local alternative where δn → 0. Similar with the proof under the
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null distribution, we have
Vn =
1
n(n− 1)
n∑
i=1
∑
j 6=i
eˆieˆjwij
=
1
n(n− 1)
n∑
i=1
∑
j 6=i
eiejw˜ij +
1
n
µ0 + op(
1
n
)
=
1
n(n− 1)
n∑
i=1
∑
j 6=i
εiεjw˜ij + δn · 1
n(n− 1)
n∑
i=1
∑
j 6=i
[`iεj + εi`j]w˜ij
+δ2n ·
1
n(n− 1)
n∑
i=1
∑
j 6=i
`i`jw˜ij +
1
n
µ0 + op(
1
n
)
=
1
n(n− 1)
n∑
i=1
∑
j 6=i
εiεjw˜ij + δn · 1
n(n− 1)
n∑
i=1
∑
j 6=i
εi`j(w˜ij + w˜ji)
+δ2n ·
1
n(n− 1)
n∑
i=1
∑
j 6=i
`i`jw˜ij +
1
n
µ0 + op(
1
n
)
=
1
n(n− 1)
n∑
i=1
∑
j 6=i
εi[εjw˜ij + δn`j(w˜ij + w˜ji)]
+δ2n ·
1
n(n− 1)
n∑
i=1
∑
j 6=i
`i`jw˜ij +
1
n
µ0 + op(
1
n
).
Define Mi = E
(
`j(w˜ij + w˜ji)|xi
)
and ∆µ = E(`i`jw˜ij). We have
E[εjw˜ij + δn`j(w˜ij + w˜ji)|xi] = δnE[`j(w˜ij + w˜ji)|xi] = δnMi
and our test statistic
Tn = nVn =
√
nδn · 1√
n
n∑
i=1
εiMi + nδ
2
n ·∆µ + µ0 + op(1). (5.16)
From the expression in (5.16), the asymptotic behavior of Tn can obtained. when δn =
n−1/2, Tn
d→ N(µ1n,Σ) where µ1n = ∆µ + µ0 and Σ = V ar(εiMi). When δn → 0 and√
nδn →∞ , Tn/(nδ2n) p→ ∆µ.
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Table 1: Empirical sizes and powers of Tn, T
GWZ , T S and TZh for Scenario 1 with
X ∼ N(0, Ip), ε ∼ N(0, 1) and n = 200.
p=2 Tn T
GWZ T S TZh
a = 0.0 0.0570 0.054 0.066 0.043
0.2 0.3790 0.403 0.372 0.211
0.6 0.9950 1.000 0.998 0.991
1.0 0.9990 1.000 1.000 1.000
p=4 Tn T
GWZ T S TZh
a = 0.0 0.0480 0.050 0.044 0.042
0.2 0.3510 0.384 0.200 0.100
0.6 0.9620 0.999 0.936 0.684
1.0 0.9860 1.000 1.000 0.997
p=8 Tn T
GWZ T S TZh
a = 0.0 0.0610 0.050 0.028 0.036
0.2 0.3400 0.372 0.052 0.047
0.6 0.9290 1.000 0.104 0.371
1.0 0.9650 1.000 0.202 0.847
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Figure 1: The empirical size and powers curves of Tn, T
GWZ , T S and TZh in Scenario 2
n = 200 with p = 2 and p = 8.
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Table 2: Empirical sizes and powers of Tn, T
GWZ , T S and TZh for Scenario 3 with
X ∼ N(0,Σ) and n = 200.
p=2 Tn T
GWZ T S TZh
a = 0.0 0.056 0.046 0.042 0.0465
0.2 0.339 0.274 0.32 0.1675
0.6 0.995 0.995 0.996 0.959
1.0 1 1.000 1 1
p=4 Tn T
GWZ T S TZh
a = 0.0 0.061 0.0465 0.058 0.047
0.2 0.266 0.213 0.192 0.0805
0.6 0.982 0.9795 0.92 0.5385
1.0 1 1 1 0.966
p=8 Tn T
GWZ T S TZh
a = 0.0 0.044 0.052 0.046 0.0365
0.2 0.243 0.211 0.1 0.054
0.6 0.944 0.9595 0.482 0.2875
1.0 1 1 0.85 0.743
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Figure 2: The empirical size and powers curves of Tn, T
GWZ , T S and TZh in Scenario 3
n = 200 with X ∼ N(0, Ip).
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Figure 3: The empirical size and power curves of Tn, T
GWZ , T S and TZh in Scenario 4
with n = 100, 200 and X ∼ N(0, I6).
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