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We investigate odd-frequency superconducting correlations in normal-superconductor (NS) and
short superconductor-normal-superconductor (SNS) junctions with the S region described by the
Kitaev model of spinless fermions in one dimension. We demonstrate that, in both the trivial and
topological phases, Andreev reflection is responsible for the coexistence of even- and odd-frequency
pair amplitudes at interfaces, while normal reflections solely contribute to odd-frequency pairing. At
NS interfaces we find that the odd-frequency pair amplitude exhibits large, but finite, values in the
topological phase at low frequencies. This enhancement is due to the emergence of a Majorana zero
mode at the interface, but notably there is no divergence and a finite odd-frequency pair amplitude
also exists outside the topological phase. We also show that the local density of states and local odd-
frequency pairing can be characterized solely by Andreev reflections deep in the topological phase.
Moreover, in the topological phase of short SNS junctions, we find that both even- and odd-frequency
amplitudes capture the emergence of topological Andreev bound states. For a superconducting phase
difference 0 < φ < pi the odd-frequency magnitude exhibits a linear frequency (∼ |ω|) dependence
at low-frequencies, while at φ = pi it develops a resonance peak (∼ 1/|ω|) due to the protected
Majorana zero modes.
I. INTRODUCTION
The properties of a superconductor is to a very high
degree given by the symmetries of the electron pair am-
plitude. Due to Fermi-Dirac statistics, the pair ampli-
tude is necessarily antisymmetric under the total ex-
change of all quantum numbers. In the simplest sit-
uation, these degrees of freedom include time (or fre-
quency), spin, and spatial coordinates. Conventionally,
electron pairing occurs between electrons at equal times,
leading to pairing with even-frequency, spin-singlet, and
even parity (e.g. the conventional superconducting state)
or even-frequency, spin-triplet, and odd parity symme-
tries. However, in its more general form, pairing can oc-
cur at different times and also be odd in the relative time,
or equivalently frequency, coordinate, enabling the pos-
sibility of odd-frequency superconducting pairing, such
as odd-frequency, spin-singlet, and odd-parity or odd-
frequency, spin-triplet, and even parity symmetries.
Odd-frequency pairing was initially considered as an
intrinsic phenomenon in superfluid Helium1 and later for
superconductivity.2–8 This exotic pairing can also arise
as an intrinsic effect in multiband superconductors9–13
or as an induced effect in superconducting hybrids
or junctions,14–40 as well as under time-dependent
fields.41,42
A large part of the relevance of odd-frequency pair-
ing comes from allowing for highly unconventional super-
conducting correlations. For example, experiments have
demonstrated that odd-frequency pairing enables a long-
range proximity effect in ferromagnet-superconductor
junctions.43,44 In this case, the ferromagnet induces a
spin-singlet to triplet conversion while still keeping the
robust s-wave spatial parity, thus allowing superconduc-
tivity to survive and propagate in the ferromagnet. Sim-
ilarly, in non-magnetic junctions, odd-frequency pairing
is generated due to spatial parity breaking at the inter-
face, which allows the conversion from s-wave to p-wave
symmetry, while conserving the spin-singlet structure.19
For a recent review on progress on odd-frequency super-
conductivity, see Ref. [45].
Moreover, zero bias peaks have been reported in
conductance measurements on many unconventional
superconductors.46–52 In some cases, such a peak corre-
spond to the emergence of Majorana zero modes (MZMs)
that signal a topological superconducting phase.20,53–59
The MZM is a particle equal to its antiparticle and has at-
tracted a great deal of attention due to its potential appli-
cation in fault tolerant quantum computation.31,54,60–62
It has been shown that the frequency behavior of the
pair amplitude produced by MZMs is highly unusual
in the sense that it always exhibits an odd-frequency
dependence.22 This result is supported by further studies
based on a quasiclassical approach in for example junc-
tions with diffusive N regions,15,19,63 junctions with mag-
netic fields,22 and systems deep in the topological phase
with solely MZMs.34,64–67
The fact that MZMs automatically give rise to odd-
frequency pairing has raised the notion that these two
concepts are intimately intertwined. On the other hand,
MZMs only appear at boundaries of topological systems,
and at boundaries there can also be odd-frequency pair-
ing appearing simply due to spatial parity breaking. It
is therefore natural to ask the question if odd-frequency
pairing should be attributed to the emergence of MZMs,
or if odd-frequency pairing is a more ubiquitous and
broader phenomenon which is only slightly enhanced by
the presence of MZMs in the topological phase? A de-
tailed answer to this question is clearly important to-
wards forming a more complete understanding of both
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The simplest platform in which to investigate MZMs is
the Kitaev model,54 which describes a one-dimensional p-
wave superconductor wire with spinless or spin-polarized
fermions. This model exhibits a topological supercon-
ducting phase that is characterized by the emergence of
MZMs in finite systems, one at each end of the wire,
with their wavefunctions exponentially decaying into the
bulk of the superconductor.54 Despite its simplicity, the
Kitaev model holds experimental relevance as its physi-
cal properties can be engineered by combining semicon-
ducting nanowires with Rashba spin-orbit coupling and
proximity-induced conventional s-wave superconductiv-
ity, where an external magnetic field drives the system
into its topological phase.55,56 This extension of the Ki-
taev model has led to great experimental activity with
remarkable results during the past few years.68–78 Junc-
tions based on the Kitaev model therefore represents
both the simplest and a most natural platform for ana-
lyzing MZMs and their relation to odd-frequency pairing.
In this work we study NS and short SNS Kitaev-
based junctions by employing a fully analytical quan-
tum mechanical Green’s function approach to investigate
the presence of odd-frequency pairing and its relation to
MZMs. On one hand, NS junctions allow for the simplest
study of interface scattering processes, including Andreev
reflections, and thus allow for establishing their detailed
relation to odd-frequency pairing and the emergence of a
single MZM at the interface. On the other hand, short
SNS junctions host a single pair of Andreev bound states
(ABSs) in the energy gap at finite phase difference φ.
These ABSs develop a protected zero energy crossing at
φ = pi in the topological phase which reflects the forma-
tion of a MZM pair, thus offering a clean way to study
MZMs and odd-frequency pairing without the influence
of any additional energy levels.
In general we demonstrate that even- and odd-
frequency amplitudes in the N and S regions coexist in
both the trivial and topological phases due to Andreev
reflection, which acts as a spatial parity mixer at inter-
faces. Normal reflections however solely contribute to
odd-frequency pairing in the S regions, in contrast to
junctions with conventional s-wave superconductors.26,40
For NS junctions in the topological phase, odd-frequency
pairing in S is maximized around zero frequency due to
the emergence of a MZM at the interface. However,
it does not exhibit the ∼ 1/|ω| dependence associated
with an isolated MZM.63,66,67 Moreover, we also find that
deep in the topological phase, Andreev reflection offers
a simultaneous characterization of LDOS and local odd-
frequency pairing at the interface.
In short SNS junctions we show that both odd- and
even-frequency amplitudes reveal the emergence of the
ABSs at the junction. Interestingly, we obtain for
0 < φ < pi an odd-frequency magnitude with a linear
frequency (≈ |ω|) dependence at low-frequencies. At
φ = pi, however, the magnitude develops a resonance
peak ∼ 1/|ω|, revealing the emergence of the MZM pair.
Thus we conclude that odd-frequency pairing is not re-
stricted to either the topological phase and its MZMs, but
appears very generally also in the absence of MZMs. The
appearance of MZMs does enhance the odd-frequency
pairing, but notably does not always appear as a sharp
1/|ω| peak, but instead gives a much more subtle contri-
bution at NS interfaces.
The remainder of this article is organized as follows.
In Sec. II we present the model and outline the employed
method. In Sec. II A we present our results for NS junc-
tions in the trivial and topological phases. We then, in
the same section, report the pair amplitudes in SNS junc-
tions in the topological phase. Finally, we present our
conclusions in Sec. V. For completeness, we provide all
the details on the derivation of the analytical calcula-
tions reported in this work in Appendices A-C.
II. MODEL AND METHOD
The purpose of this work is to investigate the induced
superconducting pair correlations in one-dimensional
(1D) NS and short SNS junctions described by the 1D
Kitaev model. As an example, a NS junction is schemat-
ically shown in Fig. 1(a), with the continuum Bogoliubov-
de Gennes (BdG) Hamiltonian given by
HBdG =
(
H0 ∆pp
∆∗pp −H0
)
. (1)
Here H0 =
p2
2m −µi+V δ(x) is the kinetic term set by the
effective mass m and momentum p = (−i~∂x), with µi
being the chemical potential in the i = N(S) normal (su-
perconductor) region measuring the filling of the band, V
the strength of the interface barrier potential which con-
trols the interface transparency, and ∆p(x) = θ(x)∆ the
p-wave pairing potential79 intrinsic to the Kitaev model
with zero superconducting phase assumed for simplicity.
Note that the N region is here spin-polarized or spinless,
a property shared with the Kitaev model and also ex-
pected for a strong magnetic field applied along the wire
needed to reach the topological phase in the S region. In
what follows we use µS = µ for simplicity of notation.
The short SNS junction has a similar setup but with an
additional S region with a superconducting phase φ be-
tween the two superconductors, and with the length of
the normal part LN → 0.
Diagonalizing the Hamiltonian in Eq. (1) in the normal
state, ∆ = 0, gives the eigenvalues plotted in Fig. 1(b)
with wavevectors
ke,h = kµN
√
1± ω
µN
, (2)
where kµN =
√
2mµN/~2. These wavevectors character-
ize the right and left moving electrons (holes) indicated
by filled blue circles with horizontal arrows in Fig. 1(b).
For µN > 0 the normal bands correspond to two parabo-
las that cross at ±kµN and describe a metallic N region,
while for µN < 0 the N region describes an insulator.
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FIG. 1. (Color online.) (a) Normal metal (N) in contact
with a 1D p-wave superconductor (S) described by the Ki-
taev model. (b) Energy versus momentum dispersion at posi-
tive chemical potential (marked by dashed line) in the normal
(left) and superconducting (right) regimes. The left (right)
pointing arrows represent left (right) moving electrons/holes
with wavevectors ke(h) in N and qe(h) in S.
On the other hand, a finite ∆ opens a gap in the spec-
trum. The Kitaev model is particularly interesting be-
cause it realizes a topological phase with a MZM at each
end of the wire.54 It has been shown that at µ = 0 the
spectrum of the p-wave superconductor becomes gapless
and signals the topological transition point between the
trivial (µ < 0) and topological (µ > 0) phases. The gap
of the spectrum is E1 =
√
[2m∆2/~2][µ−m∆2/(2~2)]
for µ > m∆2 and µ for 0 < µ < m∆2, while in the
trivial phase, µ < 0, the gap is |µ|. The right panel of
Fig. 1(b) shows the gapped spectrum in the topological
phase, where it opens at the Fermi points ±kµN . The
wavevectors at finite ∆ are given by
qe,h =
√
2m
~2
√
µ− m∆
2
~2
±
√
ω2 − E21 . (3)
These wavevectors characterize the right and left mov-
ing quasielectrons (quasiholes) indicated by filled blue
circles with horizontal arrows in right panel of Fig. 1(b).
Moreover, qe(h) can become complex valued depending
of the values of ω, µ and ∆, as discussed when nec-
essary. Here, the superconducting coherence length is
given by ξ = (~vµ)/(kµ∆), where vµ = kµ/m and
kµ =
√
2mµ/~2, which reduces to ξ = 1/(m∆) for ~ = 1.
A. Pair amplitude analysis
In order to capture odd-frequency pairing we need to
analyze the superconducting pair amplitudes, which can
be calculated from the anomalous electron-hole Green’s
functions components. To this end, we first construct
the retarded Green’s functions Gr(x, x′, ω) with outgo-
ing boundary conditions in each region derived from the
scattering processes at the interface.80 We here follow the
approach developed in Refs. 34 and 40, but for compre-
hensive treatment, we provide the details in Appendix
A. Note that this method is particularly suitable in this
study because it both gives analytical access to the pair
amplitudes and provide the scattering processes at the
interfaces which hold experimental relevance in conduc-
tance measurements. Since the full derivations of the
Green’s functions Gr are straightforward but tedious we
give them in Appendices B and C, for the NS and SNS
systems, respectively.
With spin not being explicitly present in the system,
Gr(x, x′, ω) is a 2×2 matrix in electron-hole space, whose
off-diagonal element Greh(x, x
′, ω) directly gives the pair
amplitudes
Greh(x, x
′, ω) = fr(x, x′, ω) . (4)
Note that the spin-symmetry of the pair amplitude cor-
responds to the spin configuration in the Kitaev model,
where the spinless consideration has to be understood in
terms of a single spin species or a spin-polarized setup.
Therefore, the spin-symmetry of Eq. (4) automatically
corresponds to the equal spin-triplet component (↑↑ or
↓↓). The even and odd-frequency components of the pair
amplitude are obtained from
fr,E(x, x′, ω) =
fr(x, x′, ω) + fa(x, x′,−ω)
2
,
fr,O(x, x′, ω) =
fr(x, x′, ω)− fa(x, x′,−ω)
2
,
(5)
where fa corresponds to the advanced pair amplitude
and is found using Eq. (4) from the relationGa(x, x′, ω) =
[Gr(x′, x, ω)]†. Here we have used that when considering
negative frequencies (ω → −ω) the advanced functions
must be used instead of the retarded function.34 Note
also that Eq. (5) is valid for ω > 0, so if plotting results
for ω < 0 we have to instead use the advanced counter-
parts. Throughout this work we not only study the pair
amplitude fr, but also of the pair magnitude which is
defined as |fr| = √(fr)(fr)∗.
III. NS JUNCTIONS
We start by considering NS junctions, as in Fig. 1(a),
with the interface located at x = 0, where the N (x < 0)
and S (x > 0) regions are semi-infinite. First, we discuss
the normal region and later the superconducting region.
For the anomalous electron-hole Green’s function in N
we obtain
Gr,Neh (x, x
′, ω) =
iη
2ke
reh e
−i(kex−khx′) , (6)
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FIG. 2. (Color online.) Real and imaginary parts of the
interface pair amplitudes as a function of ω for a NS junction
at x′ = 0 and for the N region at x = −0.05ξ (a, b) and the
S region at x = 0.05ξ (c, d). We choose m = 0.5, ∆ = 0.5
and V = 0. For the topological regime (a, c) µ = 4 and for
the trivial regime (b, d) µ = −1. Note the different scales on
the x-axis because of the normalization to the gap which is
different in the topological and trivial regimes.
where η = 2m/~2, ke,h are the electron and hole wavevec-
tors defined in Eq. (2), and reh is the Andreev reflection
coefficient of a right moving electron into a left mov-
ing hole, which depends on the system parameters, see
App. B for the detailed expression. Thus, the Andreev re-
flection, through reh, is the unique scattering process that
determines the anomalous Green’s function in N, a be-
havior similar to NS junctions with conventional s-wave
superconductors.40 The Andreev reflection is accompa-
nied by an exponential term, with exponent kex− khx′,
which mixes electron and hole wavevectors at different
spatial coordinates. This exponential term therefore acts
as a spatial parity mixer that enables the coexistence of
even- and odd-frequency amplitudes at the interface. In
order to visualize this, we decompose Eq. (6) into its even-
and odd-frequency components in the large chemical po-
tential limit, µN  ω. In this regime, the wavevectors
in Eqs. (2) are simply given by ke,h = kµN + κ
N
ω with
κNω = kµNω/2µN and we obtain
fr,E(x, x′, ω) =
η
2ke
rehsin[kµN(x− x′)] e−iκ
N
ω (x+x
′) ,
fr,O(x, x′, ω) =
iη
2ke
rehcos[kµN(x− x′)] e−iκ
N
ω (x+x
′) .
(7)
We thus find that the coexistence of both symmetry
classes is determined by Andreev reflection for x 6= x′.
The even- and odd-frequency dependence of the pair
amplitudes are plotted in Fig.2 (a,b) as a function of ω
FIG. 3. (Color online.) Odd- (a, b) and even-frequency (c, d)
pair magnitudes as a function of ω and x for a NS junction in
the topological (a, c) and the trivial (b, d) regimes. Dashed
lines mark the NS interface. In the S region we plot only the
interface components. Parameters same as in Fig. 2.
in both the topological and trivial phases (panels (c,d)
for the S region (x > 0) will be discussed in subsequent
paragraphs). Note that for ω < 0 we plot the advanced
pair amplitudes. In the topological phase the imaginary
part of the odd-frequency component develops a sharp
sawtooth profile at ω = 0, as also found in topologi-
cal insulators.34 In the trivial phase both amplitudes are
smaller than in the topological phase, but still clearly fi-
nite, and smoothly evolve across ω = 0. The odd- and
even-frequency nature of the amplitudes in Eqs. (7) is
also consistent with their spatial dependence. The even-
frequency amplitude is proportional to sin[kµN(x − x′)]
and is therefore odd under the exchange of spatial coor-
dinates x and x′. The odd-frequency amplitude, on the
other hand, is proportional to cos[kµN(x−x′)], which im-
plies an even dependence under the exchange of x and x′,
in agreement with Fermi-Dirac statistics for spin-triplet
pairs.
After confirming the odd- and even-frequency nature
of the pair amplitudes in N, we plot in Fig. 3 both the
frequency and spatial dependence of their magnitudes.
For a better visualization, we also extract in Fig. 4(a,b)
the frequency dependent magnitudes for the topological
and trivial regimes at fixed positions. At ω ≈ 0, in the
topological phase both pair magnitudes are large with
an approximate constant value for frequencies within the
gap E1, but decays fast for ω > E1, as seen in Fig. 4(a).
The finite value of the pair magnitudes in the topolog-
ical phase is determined by the finite value of the An-
dreev reflection coefficient reh, as seen in Eqs. (7). See
also Fig. 4(e,g) for the oscillatory position dependence at
fixed frequencies. We have verified that by increasing the
barrier strength V , the values of the pair amplitudes do
not change at ω ≈ 0, which stems from the large Andreev
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FIG. 4. (Color online.) Frequency (a-d) and spatial (e-h)
dependence of the odd- and even-frequency pair magnitudes
for a NS junction in the topological and trivial regimes. For
the S region we only plot the interface components. In panels
(a-d) we take x′ = 0, while x = ∓0.05ξ for N(S). In panels
(e-h) x′ = 0. Vertical dashed lines in (e-h) mark the SN
interface. Parameters same as in Fig. 2.
reflection due to the emergence of a MZM at the interface
in the topological regime. At finite frequency, however,
Andreev reflection gets reduced and therefore both pair
magnitudes acquire lower values.
In the trivial phase both magnitudes are completely
suppressed around zero frequency as seen in Figs. 3(b,d)
and 4(b,f). This, again, results from the vanishing An-
dreev reflection coefficient reh in the trivial regime at
ω ≈ 0 in N. As frequency increases, both pair magnitudes
increase almost linearly with the odd-frequency exhibit-
ing a faster raise as the frequency approaches the gap µ in
this regime. Large values of the barrier strength tend to
reduce the Andreev reflection coefficient reh, and there-
fore also reduce the pair amplitudes, albeit their overall
behavior is preserved.
In the superconducting region we obtain for the
anomalous electron-hole Green’s function
Gr,Seh (x, x
′, ω) =
= s
[
e−i|x−x
′|qh − ei|x−x′|qe
]
sgn(x− x′)
+ s
[
rqhqhe
−i(x+x′)qh − rqeqeei(x+x
′)qe
]
+
sVqhrqeqh
VqeUqe
[
Uqhe
i(qex
′−qhx) − Uqeei(qex−qhx
′)
]
,
(8)
where s = [iη(1 + U2qe)Uqh ]/[2qh(U
2
qe − U2qh)], Ui Vi cor-
respond to the coherence factors and the coefficients
rqhqh(qeqe) and rqeqh are normal hole-to-hole (electron-
to-electron) and Andreev reflection coefficients, respec-
tively. Their explicit expressions are given in Appendix
B, but we discuss their overall behavior here. The
anomalous Green’s function, given by Eq. (8), is com-
posed of terms which allow us to determine their origin.
In fact, the first term (first line) does not exhibit any
space dependence locally at x = x′, and therefore we
associate it with the bulk of S. The second and third
terms are proportional to the normal and Andreev inter-
face scattering coefficients, respectively. This observation
allows us to distinguish different contributions26,27,34,40
to Greh, which can be divided into terms coming from
bulk (first line) and from interface (second and third
lines) of S: fr(x, x′, ω) = frB(x, x
′, ω) + frI (x, x
′, ω) with
frI (x, x
′, ω) = frNR(x, x
′, ω) + frAR(x, x
′, ω), where NR
(AR) denotes normal (Andreev) reflection.
The bulk term in Eq. (8) is odd under the exchange
of spatial coordinates (x, x′), which corresponds to even-
frequency symmetry, reflecting the nature of the parent
p-wave superconductor in the Kitaev model. On the
other hand, contributions from normal reflections are
even under the exchange of spatial coordinates. Inter-
estingly, the third term, which arises due to Andreev re-
flection, mixes spatial coordinates with electron and hole
wavevectors, through (−qhx+qex′) in the exponents, sim-
ilarly to the behavior in the N region. Thus, despite be-
ing junctions of p-wave superconductors, the role of An-
dreev reflections still behaves as in junctions with s-wave
superconductors.26,34,40 We further note that the inter-
face components are particularly valuable because they
can be characterized by means of normal and Andreev
reflections. These scattering processes hold experimental
relevance as they can be directly obtained in conductance
measurements.68,78,81–83 In the following we thus focus on
the interface terms, and using Eqs. (5) we find the even-
6and odd-frequency interface pair amplitudes,
fr,EI (x, x
′, ω) = K+AR
[
ei(qex
′−qhx) − ei(qex−qhx′)
]
,
fr,OI (x, x
′, ω) = K−AR
[
ei(qex
′−qhx) + ei(qex−qhx
′)
]
+
[
KhNRe
−i(x+x′)qh −KeNRei(x+x
′)qe
]
,
(9)
where K±AR = ± s2
Uqe±Uqh
Uqe
Vqh
Vqe
rqeqh , K
e(h)
NR = s rqeqe(qhqh).
Observe that the Andreev reflection results in a coex-
istence of even- and odd-frequency components through
coefficients K±AR, while only the odd-frequency amplitude
also has a contribution from the normal reflection. This
is in stark contrast to junctions with s-wave supercon-
ductors, where odd-frequency in S is solely proportional
to the Andreev coefficient.26,34,40 Before going further,
we verify the frequency dependence of both amplitudes
and plot their real and imaginary parts in Fig. 2(c,d) for
x > 0 in S. Observe that both amplitudes exhibit the ex-
pected even- and odd-frequency dependence in the trivial
and topological phases. Notice that in both trivial and
topological phases, the real component of odd-frequency
exhibits a sawtooth profile at ω ≈ 0, while the other
components have a smooth frequency dependence.
In order to gain additional insight into the behavior
of the interface pair amplitudes given by Eqs. (9), we
plot in Figs. 3-4 their magnitude in S as a function of
both frequency and space. At ω ≈ 0 in the topologi-
cal phase in the S region the odd-frequency magnitude is
maximum, while the even-frequency completely vanishes.
This can be understood by writing Eqs. (9) in the topo-
logical regime in the large chemical potential limit, such
that qe,h = kµ ± iκ with κ = |E1|(kµ/µ). Then Eqs. (9)
read
fr,EI (x, x
′, ω) = −2iK+ARsin[kµ(x− x′)]e−κ(x+x
′) ,
fr,OI (x, x
′, ω) = 2K−ARcos[kµ(x− x′)]e−κ(x+x
′)
− 2iKhNRsin[kµ(x+ x′)]e−κ(x+x
′) ,
(10)
where we have used that in this regime KhNR = K
e
NR.
The coefficients in Eqs. (10) can be further simplified. In
fact, in this topological regime at ω ≈ 0 and µ > 0, the
coherence factors read Uqe,qh = ±i, Vqe = Vqh and thus
by plugging them into the expressions for s and K±AR
in Eq. (10), we obtain vanishing interface even-frequency
fr,EI = 0 but a finite value for the interface odd-frequency
component fr,OI , which for ω ≈ 0 has its maximum value
at x = 0. When moving away from the interface, the odd-
frequency component exhibits an exponential and oscil-
latory decay into S, while the even-frequency component
remains at zero, as illustrated in Fig. 4(e). The decay
length is determined by the inverse of κ, which in this
regime is 1/κ = [1/E1|(kµ/µ)], while the period of the
oscillations is set by µ. In the topological phase for S
a MZM also emerges for ω ≈ 0 at the NS interface.58
Thus, the maximum value of odd-frequency at x = 0
corresponds to the emergence of a MZM at the NS in-
terface. However, surprisingly, we do not find the 1/|ω|
FIG. 5. (Color online.) Odd- (a, b) and even (c, d) frequency
pair magnitudes in the frequency (ω) versus chemical poten-
tial (µ) plane for a NS junction, where panels (a, c) corre-
spond to N and (b,d) to S. For S only the interface amplitude
is plotted. ω and µ are given in units of m∆2 = 1 for m = 0.5,
while ∆ =
√
2 and V = 0. Here, x′ = 0 and x = ∓0.14ξ away
from the interface into the N and S regions, respectively. Red
lines denote the topological phase transition at µ = 0. The
blue and black dotted lines denote the ω = E1 and ω = −µ
curves, respectively.
dependence reported in previous works16,63,67 The 1/|ω|
odd-frequency dependence have been used as a signal of
the creation of the MZM quasiparticle. Here we attribute
the lack of this frequency divergence to the fact that the
MZM is not fully localized at the NS interface, but show a
finite spread, see next section. As frequency increases in
the topological phase, the even-frequency component ac-
quires a finite value with a linear frequency dependence
below the gap E1 and the odd-frequency term remains
roughly constant albeit with a slight decay. Close to
the gap E1, however, the even-frequency term exhibits a
faster increase and develops a resonance feature at the
gap edge, while outside the gap both components decay,
see Fig. 4(c,e,g). In the trivial phase in S both even- and
odd-frequency magnitudes are finite for all ω, although
they acquire smaller values than in the topological phase,
as seen in both Figs. 3 and 4(d,f,h). Both magnitudes de-
velop a kink-like feature at the gap ω = µ. Outside this
gap both components decay with ω. Note that they also
exhibit an exponential decay (approximately within 2ξ)
without oscillations since the wavevectors qe,h are purely
imaginary for µ < 0.
So far we have analyzed the pair amplitudes in N and
S regions at fixed chemical potential, µ, which is the
parameter that tunes the trivial and topological phases
in S. Now, in Fig. 5 we present the pair magnitudes as
a function of both frequency and chemical potential µ.
The topological and trivial phases phases are separated
by the red vertical line at µ = 0. The results in both
the N and S regions for both even- and odd-frequency
7are clearly separated according to the different expres-
sions for the superconducting gap in different chemical
potential regimes of the Kitaev model, indicated by the
blue, black dashed and dotted lines. In N and S both
pair magnitudes are larger in the topological phase than
in the trivial phase. The odd-frequency component is
clearly dominating in the whole subgap regime ω < E1
(solid blue curve) in the topological phase, although rela-
tively large even-frequency exists for frequencies around
the gap ω = E1. We also observe finite odd-frequency
component in the trivial phase both in the S and N re-
gions, with a slightly enhanced value around the gap,
ω = −µ (see dotted line).
A. LDOS and local pairing
After analyzing the pair amplitudes, we now discuss
the LDOS in the superconducting region S and its rela-
tion with the the interface pair magnitudes. We focus on
the S region because the wavefunction of the predicted
MZM emerges located at the NS interface and decays
into the bulk of S,84 and therefore the LDOS in the S re-
gion will elucidate the relation, if any, between the odd-
frequency pairing and the LDOS.
The electronic LDOS is obtained from ρ(x, ω) =
−(1/pi)ImGree(x, x, ω), where Gree is the regular electron-
electron Green’s function whose general form is given by,
Gr,See (x, x
′, ω) =
= −s
[
Uqhe
−iqh|x−x′| + Uqee
iqe|x−x′|
]
+ s
[
Uqhrqhqhe
−iqh(x+x′) + Uqerqeqee
iqe(x+x
′)
]
− sUqh
Vqh
Vqe
rqeqh
[
e−iqhx+iqex
′
+ eiqex−iqhx
′]
,
(11)
where the first, second, and third lines correspond to
contributions from the bulk, normal, and Andreev re-
flections, respectively. The explicit derivation of Gr,See in
Eq. (11) is given in Appendix B. The first observation
in Eq. (11) is that it acquires a form very similar to the
anomalous Green’s function given by Eq. (8), namely, it
contains contributions from the bulk (first line) and in-
terface (second and third lines), which suggests that the
LDOS can be then written as ρ = ρB + ρI. We are thus
interested in the interface LDOS as it exhibits the emer-
gence of the MZM at the NS interface in the topological
region. By using Eq. (11) for subgap frequencies ω < E1
in the topological phase, we obtain
ρI(x, ω) = −e
−2κx
pi
×
Im
{
s
[
Uqhrqhqhe
−2ikµx + Uqerqeqee
2ikµx
− 2Uqh
Vqh
Vqe
rqeqh
]}
,
(12)
where we have used the fact that in the topological regime
the wavevectors can be written as qe,h = kF ± iκ, with
ω=�� ���-ωω=���� ���-ωω=�� ����ω=���� ����
� � ��
���
�������� �/ξ
��
���
���
����
�-�
��
�
μ=�(�) ω=�� ���-ωω=���� ���-ωω=�� ����ω=���� ����
� � ��
���
�������� �/ξ
μ=�(�)
FIG. 6. (Color online.) Spatial dependence of the interface
LDOS (magenta) and magnitude of the local odd-frequency
pair amplitude (red) for two chemical potentials µ in the topo-
logical phase. Solid and dashed curves correspond to ω ≈ 0
and ω ≈ 0.5, respectively. Frequencies are given in units of
E1. Parameters same as in Fig. 2.
κ =
√
E21 − ω2kµ/(2µ) and kµ =
√
2mµS/~2. Around
ω ≈ 0, Eq. (12) acquires the following simplified form
ρI(x, ω ≈ 0) ≈ −2e
−2κx
pi
×
Im
{
is
[
rqeqh + rqhqhsin(2kµx)
]}
.
(13)
Thus, there is an exponential decay term, which multi-
plies the total interface LDOS. This is in agreement with
the expectation for a MZM as such a state is present at
the interface and exponentially decays towards the bulk
of S, as illustrated in Fig. 6(a). Moreover, the exponential
decay is accompanied by an oscillatory profile due to nor-
mal reflections, which, in general, coexist with Andreev
reflections. Deep in the topological phase, however, nor-
mal reflections are very small and the oscillatory profile
is not observed anymore, as shown in Fig. 6(b).
Next, we analyze the possible correlation between the
even- and odd-frequency pair amplitudes with the LDOS.
First of all, the interface LDOS given by Eq. (13) is set by
both normal and Andreev reflections through the coeffi-
cients rqhqh(qeqe) and rqeqh , respectively. By inspection of
the pair amplitudes in Eqs. (10), we note that it is only
the odd-frequency component that is dependent on both
normal and Andreev scattering processes. Furthermore,
since the LDOS is a local quantity, it is natural to an-
alyze the local pair amplitude (i.e. x = x′), where only
the odd-frequency component survives and acquires the
form
fr,OI (x, ω ≈ 0) ≈ −2se−2κx×[
rqeqh + irqhqhsin(2kµx)
]
.
(14)
This expression exhibits very strong similarities with
the interface LDOS in the topological phase given by
Eq. (13). Both the local odd-frequency pair ampli-
tude and LDOS have an exponential decay and an os-
cillatory profile due to normal reflections with period
8set by kµ, as we also illustrate in Fig. 6. Interest-
ingly, deep in the topological phase, normal reflections
are very small and the only process that determines
both the interface LDOS and odd-frequency amplitude
is the Andreev reflection. As a consequence, by mea-
suring the Andreev reflection, both the interface LDOS
and the odd-frequency pair amplitude can be simulta-
neously characterized in the topological phase. We here
stress that experiments accessing the Andreev reflection
have already been reported in LDOS and conductance
measurements.68,78,81–83 We conclude this part by point-
ing out that scattering processes at the NS interface
present a simple physical connection between the LDOS
and the odd-frequency pair amplitude.
IV. SHORT SNS JUNCTIONS
So far we have shown the coexistence of even- and
odd-frequency pairing in both the trivial and topologi-
cal phases in NS junctions, as well as their relation to
the scattering processes and also the LDOS. Next, we
consider short SNS junctions, characterized by having a
normal region with vanishing length, LN → 0. We fo-
cus on the topological regime, namely µ > 0, as these
junctions host a pair of MZM when the superconducting
phase difference is φ = pi, and therefore this is an ad-
ditional system in which to investigate the relationship
between odd-frequency pairing and MZMs. The short
junction limit guarantees that there are no higher en-
ergy levels within the junction which do not exhibit any
Majorana character.
The pair amplitudes are obtained from the Green’s
functions, which are calculated in a very similar way as
for NS junctions by employing the BdG Hamiltonian in
Eq. (1). The left region is replaced by a S region with ∆,
while the right region with ∆eiφ and we in particular fo-
cus on the role of a finite phase difference. The S regions
are assumed to be semi-infinite and therefore there are
no exterior edge effects, other than in the junction itself,
located at x = 0. As in the NS case, we keep a finite
barrier strength V between the two parts of the junc-
tion. For more details on the derivation of the Green’s
functions, see Appendix C.
The spectral properties of short SNS junctions based
on Kitaev wires in the topological phase is already well
understood.54,85 As discussed before, a MZM emerges
at each end of the wire in the topological phase, but
in SNS junctions the superconducting phase difference φ
also plays a crucial role. A topological short SNS junction
hosts a pair of ABSs which disperse with φ following50,86
ω± = ±E1
√
Dcos(φ/2), where D is a parameter control-
ling the barrier transparency. These ABSs thus develop
a crossing at ω = 0 for φ = pi which is protected by the
conservation of the total fermion parity and signals the
emergence of a pair of MZMs inside the junction.50,54,86
Note that these topological ABSs are non-conventional as
finite values of D do not remove the crossing at φ = pi, a
common effect found in trivial junctions.87–89
The Green’s functions in the left and right S regions
capture the same information and therefore we only need
to study the Green’s function in the left S region, whose
anomalous electron-hole component reads
Gr,Seh (x, x
′, ω) =
= s
[
e−i|x−x
′|qh − ei|x−x′|qe
]
sgn(x− x′)
+ s
[
rqeqe1e
−i(x+x′)qe − rqhqh1ei(x+x
′)qh
]
+ s
[ VqeUqe
VqhUqh
rqhqe1e
i(qhx
′−qex)
− VqhUqh
VqeUqe
rqeqh1e
i(qhx−qex′)
]
,
(15)
where the coefficients rqe(h)qe(h)1 and rqe(h)qh(e)1 corre-
spond to the normal and Andreev reflection coefficients,
respectively, which become phase dependent by picking
up the phase φ from the right S and, therefore, are dif-
ferent from the coefficients for NS junctions. Here, the
subscript 1 indicates that these coefficients correspond
to processes in the left S, while Ui and Vi are the same
as for NS junctions and phase-independent. Explicit ex-
pressions are given in Appendix C.
Despite the phase dependence of the scattering coeffi-
cients for SNS junctions, we find similarities to NS junc-
tions in the overall structure of Gr,Seh . In fact, in Eq. (15)
we recognize the bulk (first square brackets) and interface
(second and third square brackets) components, where
the latter includes normal and Andreev reflections, re-
spectively. Before going further, we point out that the
emergence of ABSs correspond to poles, or zeroes in the
denominator, of the Green’s function, see e.g. Ref. [87].
For the short SNS junction, the denominators of the regu-
lar and anomalous Green’s functions coincide as they are
both given by the denominator of the scattering coeffi-
cients rqe(h)qe(h)1 and rqe(h)qh(e)1. Hence, in what follows
we only need to analyze the interface component of the
anomalous Green’s function given by Eq. (15), but can
still pinpoint the energies of the ABSs.
To proceed we employ Eqs. (5) and find the even and
odd-frequency interface pair amplitudes
fr,EI (x, x
′, ω) = I+AR
[
ei(qhx
′−qex) − ei(qhx−qex′)
]
,
fr,OI (x, x
′, ω) = I−AR
[
ei(qhx
′−qex) + ei(qhx−qex
′)
]
+
[
IeNRe
−i(x+x′)qe − IhNRei(x+x
′)qh
]
,
(16)
where I±AR(φ, ω) =
s
2
[ UqeVqe
UqhVqh
rqhqe1 ± UqhVqhUqeVqe rqeqh1
]
and
I
e(h)
NR = srqe(h)qe(h)1 contain contributions from Andreev
(AR) and normal (NR) reflections, respectively. Thus
even- and odd-frequency pairings coexist and the ef-
fect enabling this coexistence is the Andreev reflection,
through the coefficients I±AR. Since normal reflection con-
tributes only with even spatial parity, as seen in Eq. (15),
9FIG. 7. (Color online.) Magnitudes of the interface odd-
(a) and even-frequency (b) as a function of ω and φ for a
short SNS junction and with their frequency dependence at
φ = 0.5pi (c) and φ = pi (d). At φ = pi the odd-frequency am-
plitude exhibits a zero-frequency resonant peak, which stems
from the protected zero-frequency MZM crossing. We choose
x = −0.05ξ, x′ = 0, V = 0,m = 0.5,∆ = 0.5, and E1 = 1.
it only appears in the odd-frequency amplitude through
coefficients, as for NS junctions. The spatial behavior
of Eqs. (16) is in fact very similar to the S region of NS
junctions.
Further insight into the interface pairing is gained in
Fig. 7(a,b), where we plot the even- and odd-frequency in-
terface magnitudes from Eq. (16) with respect to ω and φ
in the left S region for finite x−x′, such that both ampli-
tudes are finite. For a better visualization, in Fig. 7(c,d)
we plot both amplitudes at φ = 0.5pi and φ = pi. First
we note that at φ = 0 both the odd- and even-frequency
magnitudes capture the gap edges through resonance
peaks at ω = ±E1, as seen in Fig. 7(a,b). Around zero
frequency at φ = 0 both interface pair magnitudes vanish
as rqe(h)qe(h)1 = rqe(h)qh(e)1 = 0 for a transparent junction
V = 0. We have verified (not shown) that finite values of
V lead to finite scattering coefficients even at zero phase,
giving rise to finite even- and odd-frequency amplitudes.
As discussed before, a finite phase difference drives the
formation of subgap ABSs. In fact, this is observed in
Fig. 7 where both pair magnitudes develop peaks with
large magnitudes and cosine-like behavior in (a,b). These
bright regions result from zeroes in the denominator
of the scattering coefficients rqe(h)qe(h)1 and rqe(h)qh(e)1,
which, as exposed above reveal the formation of a pair
of ABSs with energies lower than the gap E1. This is
in fact the main characteristic of the low-energy spec-
trum in short Kitaev-based SNS junctions.50,86 We note
that around the ABS energies, the odd-frequency magni-
tude is usually larger than the even-frequency magnitude,
as seen in Fig. 7(c,d). At zero frequency, however, even-
frequency exhibits a finite value while odd-frequency gets
completely suppressed as it is an odd function. It is worth
noting that at very low frequencies, the odd-frequency
magnitude away from φ = pi and the MZMs, roughly
develops a linear dependence on frequency |fr,OI | ≈ |ω|.
This is seen in Fig. 7(c) and we have further verified that
this statement holds for 0 < φ < pi.
Moreover, apart from ABSs, the even-frequency mag-
nitude also has a φ− independent branch at ω = ±E1,
corresponding to the gap edge. This can be understood
from the expression for the even-frequency amplitude,
which gives rise to extra peaks through the factor s, since
for ω = ±E1 we have Uqe = Uqh and thus the denomina-
tor of s becomes zero. On the other hand, this peak does
not appear in the odd-frequency as, for ω = ±E1, we also
have Vqe = Vqh , rqe(h)qe(h)1 = 0 and rqeqh1 = rqhqe1, thus
rendering the whole expression in the numerator of I−AR
zero.
Finally, focusing on the situation at φ = pi in Fig. 7(c)
we find that both pair magnitudes exhibit resonances,
but with different features. For the odd-frequency ampli-
tude the scattering processes interfere constructively and
result in a resonance peak at ω = 0, which corresponds to
the protected zero-frequency crossing in the ABS spec-
trum and therefore to the emergence of MZMs.50,86 The
resonance peak results in |fr,OI | ≈ 1/|ω|, in agreement
with the appearance of the MZMs. We however strongly
stress that the odd-frequency amplitude is also finite for
ω 6= 0 and φ 6= pi, proving that the existence of odd-
frequency pairing does not require the MZMs. On the
other hand, for even-frequency amplitude, the resonances
interfere destructively and therefore no peak is present at
low frequencies, although the φ− independent peaks re-
main at the gap edges ω = ±E1. Thus the MZM peak is
only observed in the odd-frequency amplitude. We stress
here that this destructive interference has its maximum
for φ = pi. If we move slightly away from this value, the
even-frequency magnitude exhibits larger values.
V. CONCLUSIONS
In this work we have implemented a scattering Green’s
function approach and analytically investigated the emer-
gence of induced superconducting pair correlations in NS
and short SNS Kitaev junctions. Our main motivation
was to provide further conceptual understanding on the
relationship between the topological phase in the Kitaev
model, particularly its MZMs, and odd-frequency pair-
ing. We also aimed at characterizing pair amplitudes
based on scattering processes, which hold relevance in
conductance experiments. In general, we found that in
both the trivial and topological phases there is a coexis-
tence of even- and odd-frequency pair amplitudes, which
arise due to the spatial invariance breaking at interfaces.
The existence of odd-frequency pairing is thus clearly not
correlated with the presence of MZMs.
In particular, we demonstrated that the Andreev re-
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flection acts as a spatial parity mixer and, therefore, al-
lows for the coexistence of even- and odd-frequency pair-
ing. Despite the considering systems being junctions with
p-wave superconductors, the Andreev reflection still be-
haves as in s-wave superconductor junctions.26,34,40 On
the other hand, our results show that normal reflections
contribute only to the odd-frequency pairing in S, unlike
in s-wave superconductor junctions.26,40 This is an inter-
esting conceptual result that adds further understanding
to odd-frequency pairing in junctions and the character-
ization of pair amplitudes by means of normal and An-
dreev reflections. However, we found that in the S regions
of NS junctions it is possible to characterize the pair am-
plitudes solely by means of Andreev reflections deep in
the topological phase. Moreover, in this regime, the An-
dreev reflection can be obtained from LDOS or conduc-
tance measurements68,78,81–83 and therefore such mea-
surements can be used to determine the odd-frequency
amplitudes. Importantly, we also showed that the odd-
frequency component in the S region of NS junctions does
not exhibit the 1/|ω| dependence reported in previous
works in the presence of an isolated MZM.63,66,67 This
effect we attribute to the MZM having a finite spread
beyond the junction.
In short SNS junctions we found that both even- and
odd-frequency pair amplitudes capture the emergence of
the topological Andreev bound states, the main charac-
teristic in these Kitaev junctions and also clearly visible
in the LDOS. While for 0 < φ < pi the odd-frequency
pairing exhibits a linear frequency dependence (∼ |ω|)
at low frequencies, it develops a divergence (∼ 1/|ω|) at
φ = pi, which signals the emergence of the MZMs. This
is in stark contrast to NS junctions where, despite the
presence of a MZM at the interface, the pair amplitude
does not diverge at low-frequencies.
Note Added : While finishing the manuscript, two
preprints, Refs. 63 and 67 appeared where odd-frequency
in Kitaev wires was investigated, but with their main fo-
cus only on the topological phase in NS junctions.
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Appendix A: Green’s functions
In this Appendix we describe how we access the pair amplitudes. We construct the retarded Green’s functions
following Refs. 34 and 40 from scattering states with outgoing boundary conditions.80 They then read,
Gr(x, x′, ω) =
{
a1Ψ1(x)Ψ˜
T
3 (x
′) + a2Ψ1(x)Ψ˜T4 (x
′) + a3Ψ2(x)Ψ˜T3 (x
′) + a4Ψ2(x)Ψ˜T4 (x
′), x > x′,
b1Ψ3(x)Ψ˜
T
1 (x
′) + b2Ψ4(x)Ψ˜T1 (x
′) + b3Ψ3(x)Ψ˜T2 (x
′) + b4Ψ4(x)Ψ˜T2 (x
′), x < x′,
(A1)
where Ψi correspond to the scattering processes at the interface and are obtained from the solutions to the Hamiltonian
HBdG in the specific region in question (see subsequent appendices), given by Eq. (1) in the main text. Here, Ψ˜i
represent the conjugated processes obtained from H˜BdG(p) = H
∗
BdG(−p) = HTBdG(−p). Since spin is not explicitly
present, Ψi represent four scattering processes only: right moving particles (electrons and holes) from the left region
and left moving particles from the right region. Notice that, since the scattering states are determined in each region,
Eq. (A1) provides the Green’s function in the left and right regions separately.
The coefficients ai, bi in (A1) are calculated by integrating the equation of motion
[ω −HBdG(x)]Gr(x, x′, ω) = δ(x− x′) (A2)
around x = x′ and is shown in subsequent appendices. The total Green’s function is a 2 × 2 matrix in electron-hole
space and reads
Gr(x, x′, ω) =
(
Gree(x, x
′, ω) Greh(x, x
′, ω)
Grhe(x, x
′, ω) Grhh(x, x
′, ω)
)
, (A3)
where all elements are scalars because spin is not an active degree of freedom. Thus, the off-diagonal elements fully
determine the pair amplitudes and we can write Eq. (4) in the main text.
Appendix B: NS junctions
In this Appendix we present details of the calculation of the Green’s function for NS junctions with the interface
at x = 0. We first solve for the eigenvalues and eigenvectors of HBdG in the normal region x < 0 with ∆ = 0 and the
superconducting region x > 0 with ∆ eiφ 6= 0, with φ being the superconducting phase. In this case, there are four
scattering processes at the interface, which read
Ψ1(x) =
{
uee
ikex + reeuee
−ikex + rehuheikhx, x < 0
teqeU
+
qee
iqex + teqhU
−
qh
e−iqhx, x > 0
Ψ2(x) =
{
uhe
−ikhx + rhhuheikhx + rheuee−ikex, x < 0
thqeU
+
qee
iqex + thqhU
−
qh
e−iqhx, x > 0
Ψ3(x) =
{
tqeeuee
−ikex + tqehuhe
ikhx, x < 0
U+qee
iqex + rqeqeU
+
qee
iqex + rqeqhU
−
qh
e−iqhx, x > 0
Ψ4(x) =
{
tqheuee
−ikex + tqhhuhe
ikhx, x < 0
U+qhe
iqhx + rqhqeU
+
qee
iqex + rqhqhU
−
qh
e−iqhx, x > 0
(B1)
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µ ω qe, qh
µ ≥ m∆2
ω ≥ |µ|
qe =
√
2m
(
µ−m∆2 +√ω2 − E21)1/2
qh = i
√
2m
(
− µ+m∆2 +√ω2 − E21)1/2
E1 ≤ ω ≤ |µ| qe,h =
√
2m
(
µ−m∆2 ±√ω2 − E21)1/2
0 ≤ ω ≤ E1 qe,h =
√
2m
(
µ−m∆2 ± i√E21 − ω2)1/2
m∆2
2
≤ µ ≤ m∆2
ω ≥ |µ|
qe =
√
2m
(
µ−m∆2 +√ω2 − E21)1/2
qh = i
√
2m
(
− µ+m∆2 +√ω2 − E21)1/2
E1 ≤ ω ≤ |µ| qe,h = i
√
2m
(
− µ+m∆2 ∓√ω2 − E21)1/2
0 ≤ ω ≤ E1 qe,h =
√
2m
(
µ−m∆2 ± i√E21 − ω2)1/2
µ ≤ m∆2
2
ω ≥ |µ|
qe =
√
2m
(
µ−m∆2 +√ω2 − E21)1/2
qh = i
√
2m
(
− µ+m∆2 +√ω2 − E21)1/2
0 ≤ ω ≤ |µ| qe,h = i
√
2m
(
− µ+m∆2 ∓√ω2 − E21)1/2
TABLE I. Expressions for the momenta qe, qh in S for different values of ω, µ, and E1 =
√
[2m∆2/~2][µ−m∆2/(2~2)].
where
ue = A
(
1
0
)
, uh = B
(
0
1
)
,
U−qe = b
(−eiφ/2UqeVqe
e−iφ/2Vqe
)
, U−qh = c
(−eiφ/2UqhVqh
e−iφ/2Vqh
)
, U+qe = a
(
eiφ/2UqeVqe
e−iφ/2Vqe
)
, U+qh = d
(
eiφ/2UqhVqh
e−iφ/2Vqh
)
,
(B2)
are the eigenvectors that determine the scattering processes given by Eqs. (B1), and
Uqe,qhVqe,qh =
ω + qe,qh
∆qe,h
√
ω − qe,qh
2ω
, Vqe,qh =
√
ω − qe,qh
2ω
, qe,h =
h2q2e,h
2m
− µ . (B3)
define the coherence factors Ui and Vi. The coefficients A,B, a, b, c, d in Eqs. (B2) are included in order to normalize
the respective eigenvectors. Although these coefficients are important when calculating e.g. conductance, we do not
need to define them because it turns out that they do not appear in the final expressions for the Green’s functions.
The scattering process Ψ1 in Eqs. (B1) represents the following process: an incoming (right moving) electron from
N with wavefunction uee
ikex can be reflected into N either as a left moving electron, with wavefunction uee
−ikex
and amplitude ree, or a left moving hole, with wavefunction uhe
ikhxand amplitude reh, or transmitted into S as
a right moving quasielectron, with wavefunction U+qee
iqex and amplitude teqe , or as a right moving quasihole, with
wavefunction U−qhe
−iqhx and amplitude teqh . Likewise, Ψ2 describes a right moving hole from N towards the NS
interface. On the other hand, Ψ3(4) describe left moving electron (hole) from S towards the NS interface. The
reflection process of an electron (hole) into a hole (electron) is known as Andreev reflection. The same applies for
the quasielectrons and quasiholes in the S region. The wavevectors ke(h) that appear in Eqs. (B1) correspond to
electrons (holes) in N and qe(h) to quasielectrons (quasiholes) in S and are defined by Eqs. (3) in the main text. They
can become complex depending of the values of ω, µ and ∆ and is detailed account for the values for the latter are
presented in Table I.
In order to fully determine the scattering states given by Eqs. (B1), the coefficients rxx and txx need to be found.
We thus integrate the BdG equations given by HBdGΨ(x) = EΨ(x) for NS junctions around x = 0 and obtain
Ψ(0+) = Ψ(0−) , [∂xΨ(x > 0)− ∂xΨ(x < 0)]x=0 = [η1τ0 + η2τy]Ψ(0), (B4)
where η1 = 2mV0/~2 and η2 = m∆/~. Notice that the momentum dependence of the pairing potential in S, due to
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its p-wave nature, introduces a finite barrier strength through η2. With this the coefficients read,
ree =
((η1 + i(ke − qe))(η1 + i(kh + qh))Uqe + (η1 + i(kh − qe))(η1 + i(ke + qh))Uqh)
Λ
+
(−∆2η22(Uqe + Uqh)−∆η2(qe + qh)(−1 + UqeUqh))
Λ
,
rhh =
(−(iη1 + ke + qe)(iη1 + kh − qh)Uqe − (iη1 + kh + qe)(iη1 + ke − qh)Uqh)
Λ
+
(−∆2η22(Uqe + Uqh)−∆η2(qe + qh)(−1 + UqeUqh))
Λ
,
rqeqe =
(−(η1 − i(ke − qe))(η1 + i(kh + qh))Uqe + (η1 + i(kh + qe))(η1 − i(ke − qh))Uqh)
Λ
+
(∆2η22(Uqe − Uqh)−∆η2(qe − qh)(1 + UqeUqh))
Λ
,
rqhqh =
((η1 − i(ke + qe))(η1 + i(kh − qh))Uqe − (η1 + i(kh − qe))(η1 − i(ke + qh))Uqh)
Λ
+
∆2η22(−Uqe + Uqh) + ∆η2(qe − qh)(1 + UqeUqh)
Λ
,
reh = −2ke(qe + qh −∆η2(Uqe + Uqh))
Λ
, rhe =
2kh[(qe + qh)UqeUqh + ∆η2(Uqe + Uqh)]
Λ
,
rqeqh =
2[−∆2η22Uqe + ((η1 − ike)(η1 + ikh) + q2e)Uqe −∆η2qe(−1 + U2qe)]Vqe
ΛVqh
,
rqhqe =
2[−∆2η22Uqh + ((η1 − ike)(η1 + ikh) + q2h)Uqh −∆η2qh(−1 + U2qh)]Vqh
ΛVqe
,
teqe =
2ike(η1 + i(kh + qh −∆η2Uqh))
ΛVqe
, teqh =
2ke(−iη1 + kh − qe + ∆η2Uqe)
ΛVqh
,
thqe = −
2ikh(i∆η2 + (η1 − i(ke − qh))Uqh)
ΛVqe
, thqh = −2kh(∆η2 + (iη1 + ke + qe)Uqe)
ΛVqh
,
tqee =
2(Uqe(∆η2qh + qe(−iη1 + kh + qh)Uqe)
Λ
− (∆η2qe + (q
2
e + (−iη1 + kh)qh)Uqe)Uqh)Vqe
Λ
,
tqeh =
2(q2eUqe −∆η2qeU2qe + qe(iη1 + ke − qh)Uqh
Λ
+
qhUqe(−iη1 − ke + ∆η2Uqh))Vqe
Λ
,
tqhe =
2(∆η2(qhUqe − qeUqh) + Uqh((iηqe − khqe + q2h)Uqe + (−iη1 + kh − qe)qhUqh))Vqh
Λ
,
tqhh = −
2((iη1 + ke + qe)qhUqe − (q2h + qe(iη1 + ke + ∆η2Uqe))Uqh + ∆η2qhU2qh)Vqh
Λ
,
(B5)
where
Λ =− (iη1 + ke + qe)(−iη1 + kh + qh)Uqe + (iη1 − kh + qe)(iη1 + ke − qh)Uqh
+ ∆2η22(Uqe + Uqh) + ∆η2(qe + qh)(−1 + UqeUqh).
(B6)
Furthermore, for the evaluation of the Green’s function in Eq. (A1) we need the conjugated processes, Ψ˜i, ob-
tained from the conjugated Hamiltonian H˜BdG(p) = H
∗
BdG(−p) = HTBdG(−p). In matrix notation, the conjugated
Hamiltonian, assuming a finite superconducting phase in ∆ reads,
H˜BdG(p) =
(
 −∆∗p
−∆p −
)
=
(
 −∆e−iφp
−∆eiφp −
)
=
(
 ∆eiθp
∆e−iθp −
)
, (B7)
where we have absorbed the minus sign in the new phase θ = −(pi + φ). Here the last expression has the same
structure as HBdG in Eq. (1). Thus, all our results from the normal processes Ψi are valid for the conjugated ones,
as long as we replace φ → θ. Of course, for NS junctions, the phase φ does not play any role, and therefore we only
need to track of the minus sign introduced by θ = −pi in this case. Using Ψi and Ψ˜i derived above we next provide
details on the Green’s functions in N and S.
15
1. Green’s function in N
The Green’s function in the normal region N is found by plugging the scattering states from Eqs. (B1) for x < 0
into Eqs. (A1), with rxx and txx found from Eqs. (B5). After some manipulations we obtain
Gree(x, x
′, ω) = − iη
2ke
[
eike|x−x
′| + reee−ike(x+x
′)
]
, Grhh(x, x
′, ω) = − iη
2kh
[
e−ikh|x−x
′| + rhheikh(x+x
′)
]
,
Greh(x, x
′, ω) =
iη
2ke
rehe
−i(kex−khx′) , Grhe(x, x
′, ω) = − iη
2ke
rehe
i(khx−kex′) ,
(B8)
where reh and ree,hh correspond to the Andreev and normal reflection coefficients given by Eqs. (B5). G
r
eh can now
be used to derive the even- and odd-frequency components for the N region, given by Eqs. (6) in the main text.
2. Green’s function in S
In the superconducting region we proceed similarly as for the N region and obtain the following expressions for the
elements of the Green’s function,
Gree(x, x
′, ω) = −s
[
Uqhe
−iqh|x−x′| + Uqee
iqe|x−x′|
]
+ s
[
Uqhrqhqhe
−iqh(x+x′) + Uqerqeqee
iqe(x+x
′)
]
− sUqh
Vqh
Vqe
rqeqh
[
ei(−qhx+qex
′) + ei(qex−qhx
′)
]
,
Greh(x, x
′, ω) = s
[
e−i|x−x
′|qh − ei|x−x′|qe
]
sgn(x− x′) + s
[
rqhqhe
−i(x+x′)qh − rqeqeei(x+x
′)qe
]
+ s
Vqh
VqeUqe
rqeqh
[
Uqhe
i(−qhx+qex′) − Uqeei(qex−qhx
′)
]
,
Grhe(x, x
′, ω) = s
[
e−i|x−x
′|qh − ei|x−x′|qe
]
sgn(x− x′)− s
[
rqhqhe
−i(x+x′)qh − rqeqeei(x+x
′)qe
]
− s Vqh
VqeUqe
rqeqh
[
Uqhe
i(−qhx′+qex) − Uqeei(qex
′−qhx)
]
,
Grhh(x, x
′, ω) = −s
[ 1
Uqh
e−iqh|x−x
′| +
1
Uqe
eiqe|x−x
′|
]
− s
[ 1
Uqh
rqhqhe
−iqh(x+x′) +
1
Uqe
rqeqee
iqe(x+x
′)
]
− s Vqh
VqeUqe
rqeqh
[
ei(qex−qhx
′) + ei(qex
′−qhx)
]
,
(B9)
where s = [iη(1 +U2qe)Uqh ]/[2qh(U
2
qe −U2qh)] and rqeqh and rqeqe,qhqh correspond to the Andreev and normal reflection
coefficients given by Eqs. (B5). Here the anomalous electron-hole component Greh allows for the calculation of the
induced pair correlations in the S region presented in the main text in Eqs. (8) and (9). On the other hand, by using
the regular component Gree, we are able to write down Eq. (11) in the main text and then calculate the LDOS. The
expressions given by Eqs. (B9) have terms which are not space dependent at x = x′ and terms that contain scattering
coefficients. The former corresponds to bulk contributions, while the latter are terms generated by the interface. It is
interesting to note that the bulk contribution in the anomalous term is odd under the exchange of spatial coordinates
due to the p-wave nature of the Kitaev model.
Appendix C: Short SNS junctions
In this section we give further details on the calculations for short SNS junctions. In short junctions the length
of the normal region is assumed to be extremely short, namely, LN → 0. Hence, a short SNS junction behaves as a
Superconductor-Superconductor (SS’) junction with a single interface and here we assume it to be located at x = 0.
Without loss of generality we consider the left superconductor described by HBdG from Eq. (1) with ∆(x) = ∆ for
(x < 0), while we use ∆(x) = ∆ eiφ for the right superconductor (x > 0), where φ is the superconducting phase
difference.
We again proceed as explained above, following the same steps as for NS junctions. First we calculate the quasipar-
ticles eigenstates, then we construct the scattering wavefunctions and calculate the scattering coefficients. As before,
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there are four scattering processes at the SS’ interface and they read,
Ψ1(x) =
{
u+qe1e
iqex + rqeqe1u
−
qe1e
−iqex + rqeqh1u
+
qh1
eiqhx, x < 0
tqeqe2u
+
qe2e
iqex + tqeqh2u
−
qh2
e−iqhx, x > 0
,
Ψ2(x) =
{
u−qh1e
−iqhx + rqhqe1u
−
qe1e
−iqex + rqhqh1u
+
qh1
eiqhx, x < 0
tqhqe2u
+
qe2e
iqex + tqhqh2u
−
qh2
e−iqhx, x > 0
Ψ3(x) =
{
tqeqe1u
−
qe1e
−iqex + tqeqh1u
+
qh1
eiqhx, x < 0
u−qe2e
−iqex + rqeqe2u
+
qe2e
iqex + rqeqh2u
−
qh2
e−iqhx, x > 0
Ψ4(x) =
{
tqhqe1u
−
qe1e
−iqex + tqhqh1u
+
qh1
eiqhx, x < 0
u+qh2e
iqhx + rqhqe2u
+
qe2e
iqex + rqhqh2u
−
qh2
e−iqhx, x > 0
(C1)
where the subscripts 1, 2 in the superconducting eigenvectors u and the scattering coefficients rxx, txx differentiate
between left or right S regions. The eigenvectors u are the same as for the S region in NS junctions given by Eqs. (B2)
with φ = 0 (φ 6= 0) for the left (right) S. The meaning of Ψ1,2,3,4 also follows from the NS junctions and corresponds
to a right moving quasielectron from left S, right moving quasihole from left S, left moving quasielectron from right S,
left moving quasihole from right S, respectively. Next, by integrating the BdG equations around the single interface
x = 0 for the short SNS junction, we arrive at two conditions that allow us to find the coefficients in the scattering
wavefunctions Ψi,
Ψ(0+) =Ψ(0−),
Ψ′(0+)−Ψ′(0−) = η1Ψ(0)+i∆η2
(
0 1− eiφ
−1 + e−iφ 0
)
Ψ(0) .
(C2)
where η1 = 2mV0/~2 and η2 = m∆/~. Note that these boundary conditions arise from the single interface of the
SS’ junction located at x = 0. Finite values of the normal region length introduce an additional set equations to be
evaluated at the position of the second interface. By solving these two equations we obtain all the coefficients. The
expressions are long and we list them next.
1. Scattering coefficients
After solving the system of equations given by Eqs. (C2), with the scattering states Ψi given by Eqs. (C1), we obtain
the following expressions for the scattering amplitudes for a right moving quasielectron from left S
rqeqe1 = {(q2e − q2h)UqeUqe − e2iφ(q2e − q2h)UqeUqe + ∆20(−1 + eiφ)2η22(U2qe − U2qe)
+ eiφη1(η1 + 2iqh)(U
2
qe − U2qe) + ∆0(−1 + eiφ)η2
[
qh((−1 + eiφ)Uqe + (−1 + eiφ)U2qeUqe
− (1 + eiφ)Uqe(−1 + U2qe)) + qe(−(1 + eiφ)Uqe + (1 + eiφ)U2qeUqe − (−1 + eiφ)Uqe(1 + U2qe))
]}/Λss,
rqeqh1 = −
{
2(∆2(−1 + eiφ)2η22Uqe(Uqe + Uqh) + Uqe(−qe(qe + qh)Uqe − e2iφqe(qe + qh)Uqh
+ eiφ(η21 − iη1(qe − qh) + qe(qe + qh))(Uqe + Uqh)) + ∆(−1 + eiφ)η2(qhUqe(1 + eiφUqeUqh)
− qe((−1 + eiφ)Uqe + U3qe + eiφUqh − (−1 + eiφ)U2qeUqh)))Vqe
}
/(ΛssVqh),
tqeqe2 = −
{
2eiφ/2(−2qeqhU2qe + q2eUqeUqe + eiφq2eUqeUqe + q2hUqeUqe + eiφq2hUqeUqe − 2eiφqeqhU2qe
+ ∆0(−1 + eiφ)η2(−qe(1 + U2qe)Uqe + qhUqe(1 + U2qe)) + iη1(−(1 + eiφ)qhUqeUqe
+ qe(U
2
qe + e
iφU2qe)))
}
/Λss,
tqeqh2 = −2eiφ/2(Uqe((−1 + eiφ)qe(qe − qh)(Uqe + Uqe)− Iη1(qeUqe + eiφqhUqe − eiφqeUqe
− qhUqe)) + ∆0(−1 + eiφ)η2(qe(−U3qe + Uqe) + qhUqe(−1 + UqeUqe)))Vqe/(ΛssVqh) ,
(C3)
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Likewise, for the remaining three processes we obtain
rqhqe1 = −2
{
∆20(−1 + eiφ)2η22Uqe(Uqe + Uqe) + Uqe(−e2iφqh(qe + qh)Uqe − qh(qe + qh)Uqe
+ eiφ(η21 − Iη1(qe − qh) + qh(qe + qh))(Uqe + Uqe))
+ ∆0(−1 + eiφ)η2(Uqe(qe − qh(−1 + UqeUqe + U2qe)) + eiφ(qeUqeU2qe
+ qh(−Uqe + Uqe(−1 + U2qe))))
}
Vqh/(ΛssV qe),
rqhqh1 = −
{
(q2e − q2h)UqeUqe − e2iφ(q2e − q2h)UqeUqe + ∆20(−1 + eiφ)2η22(U2qe − U2qe)
+ eiφη1(η1 − 2iqe)(U2qe − U2qe) + ∆0(−1 + eiφ)η2(qh((−1 + eiφ)Uqe + (−1 + eiφ)U2qeUqe
− (1 + eiφ)Uqe(−1 + U2qe)) + qe(−(1 + eiφ)Uqe + (1 + eiφ)U2qeUqe − (−1 + eiφ)Uqe(1 + U2qe)))
}
/(dΛss),
tqhqe2 = −
{
2eiφ/2(Uqe(−(−1 + eiφ)(qe − qh)qh(Uqe + Uqe)− iη1(qeUqe + eiφqhUqe
− eiφqeUqe − qhUqe)) + ∆0(−1 + eiφ)η2(qeUqe(−1 + UqeUqe) + qh(Uqe − U3qe)))Vqh
}
/(ΛssVqe),
tqhqh2 = 2e
iφ/2
{
eiφUqe(2qeqhUqe − q2eUqe − q2hUqe + iη1(qhUqe − qeUqe)) + Uqe(−q2eUqe − q2hUqe
+ 2qeqhUqe − iη1(qeUqe − qhUqe)) + ∆0(−1 + eiφ)η2(−qe(1 + U2qe)Uqe + qhUqe(1 + U2qe))
}
/Λss ,
rqeqe2 =
{
e2iφ(q2e − q2h)UqeUqe + (−q2e + q2h)UqeUqe + ∆20(−1 + eiφ)2η22(U2qe − U2qe)
+ eiφη1(η1 + 2iqh)(U
2
qe − U2qe)−∆0(−1 + eiφ)η2(−qh((−1 + eiφ)Uqe + (−1 + eiφ)U2qeUqe
+ (1 + eiφ)Uqe(−1 + U2qe)) + qe(−(1 + eiφ)Uqe + (1 + eiφ)U2qeUqe + (eiφ − 1)Uqe(1 + U2qe)))
}
/Λss,
rqeqh2 = −2
{
∆20(−1 + eiφ)2η22Uqe(Uqe + Uqe)− Uqe(e2iφqe(qe + qh)Uqe + qe(qe + qh)Uqe
− eiφ(η21 − iη1(qe − qh) + qe(qe + qh))(Uqe + Uqe)) + ∆0(eiφ − 1)η2(−qhUqe(eiφ + UqeUqe)
+ qe(Uqe − eiφUqe + eiφU3qe + Uqe + (eiφ − 1)U2qeUqe))
}
Vqe/(ΛssVqh),
tqeqe1 = 2e
iφ/2
{
Uqe(−q2eUqe + i(η1 + iqh)qhUqe + qe(−iη1 + 2qh)Uqe) + eiφUqe(2qeqhUqe − q2eUqe
− q2hUqe − iη1(qeUqe − qhUqe)) + ∆0(−1 + eiφ)η2(−qe(1 + U2qe)Uqe + qhUqe(1 + U2qe))
}
/Λss,
tqeqh1 = 2e
iφ/2
{
∆0(e
iφ − 1)η2(qe(Uqe − U3qe) + qhUqe(UqeUqe − 1)) + Uqe(iη1qhUqe − q2e(Uqe + Uqe)
+ qe(qh(Uqe + Uqe)− iη1Uqe) + eiφ(qe(qe − qh)(Uqe + Uqe) + iη1(qeUqe − qhUqe)))
}
Vqe/(ΛssVqh) ,
rqhqe2 = −2
{
∆20(−1 + eiφ)2η22Uqe(Uqe + Uqe)− Uqe(qh(qe + qh)Uqe + e2iφqh(qe + qh)Uqe
− eiφ(η21 − iη1(qe − qh) + qh(qe + qh))(Uqe + Uqe)) + ∆0(−1 + eiφ)η2(−qeUqe(eiφ + UqeUqe)
+ qh(Uqe − eiφUqe + eiφU3qe + Uqe(1 + (−1 + eiφ)U2qe)))Vqh
}
/(ΛssVqe),
rqhqh2 = −
{
e2iφ(q2e − q2h)UqeUqe + (−q2e + q2h)UqeUqe + ∆20(−1 + eiφ)2η22(U2qe − U2qe)
+ eiφη1(η1 − 2iqe)(U2qe − U2qe)−∆0(−1 + eiφ)η2(−qh((−1 + eiφ)Uqe + (−1 + eiφ)U2qeUqe
+ (1 + eiφ)Uqe(−1 + U2qe)) + qe(−(1 + eiφ)Uqe + (1 + eiφ)U2qeUqe + (eiφ − 1)Uqe(1 + U2qe)))
}
/Λss,
tqhqe1 = 2e
iφ
{
∆0(−1 + eiφ)η2(qeUqe(−1 + UqeUqe) + qh(Uqe − U3qe)) + Uqe((qe − qh)qh(Uqe + Uqe)
+ iη1(qhUqe − qeUqe) + eiφ(−(qe − qh)qh(Uqe + Uqe) + iη1(qeUqe − qhUqe)))
}
Vqh/(ΛssVqe),
tqhqh1 = −2eiφ/2
{− 2qeqhU2qe + q2eUqeUqe + eiφq2eUqeUqe + q2hUqeUqe + eiφq2hUqeUqe − 2eiφqeqhU2qe
+ ∆0(−1 + eiφ)η2(−qe(1 + U2qe)Uqe + qhUqe(1 + U2qe))− iη1(−(1 + eiφ)qeUqeUqe + qh(U2qe
+ eiφU2qe))
}
/Λss ,
(C4)
where Λss in the denominator of the above expressions is given by
Λss = (−(qe + qh)2UqeUqe − eiφ(qe + qh)2UqeUqe + ∆20(−1 + eiφ)2η22(Uqe + Uqe)2
+ ∆0(−1 + eiφ)2η2(qe + qh)(−Uqe + U2qeUqe + Uqe(−1 + U2qe)) + eiφ(−2q2eUqeUqe
− 2q2hUqeUqe + η21(Uqe + Uqe)2 − 2iη1(qe − qh)(Uqe + Uqe)2 + 4qeqh(U2qe + UqeUqe + U2qe))) .
(C5)
The coefficients given by Eqs. (C3) and (C4) allow the full characterization of the scattering processes given by
Eqs. (C1).
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2. Green’s function in left S
We are finally in the position to calculate the Green’s function. Since we are primarily interested in the supercon-
ducting phase dependence of the pair amplitudes, it is enough to analyze either the Green’s function on the left or
right superconducting region. In the left S region, we obtain
Gree(x, x
′, ω) = −s
[
Uqee
iqe|x−x′| + Uqhe
−iqh|x−x′|
]
+ s
[
Uqerqeqe1e
−iqe(x+x′) + Uqhrqhqh1e
iqh(x+x
′)
]
− s
[VqhUqh
Vqe
rqeqh1e
i(qhx−qex′) +
UqeVqe
Vqh
rqhqe1e
−i(qex−qhx′)
]
,
Greh(x, x
′, ω) = s
[
e−i|x−x
′|qh − ei|x−x′|qe
]
sgn(x− x′) + s
[
− rqhqh1ei(x+x
′)qh + rqeqe1e
−i(x+x′)qe
]
+ s
[
− VqhUqh
VqeUqe
rqeqh1e
i(qhx−qex′) +
VqeUqe
VqhUqh
rqhqe1e
−i(qex−qhx′)
]
,
Grhe(x, x
′, ω) = s
[
e−i|x−x
′|qh − ei|x−x′|qe
]
sgn(x− x′) + s
[
rqhqh1e
i(x+x′)qh − rqeqe1e−i(x+x
′)qe
]
+ s
[
− Vqh
Vqe
rqeqh1e
i(qhx−qex′) +
Vqe
Vqh
rqhqe1e
−i(qex−qhx′)
]
,
Grhh(x, x
′, ω) = −s
[ 1
Uqh
e−iqh|x−x
′| +
1
Uqe
eiqe|x−x
′|
]
− s
[ 1
Uqh
rqhqh1e
iqh(x+x
′) +
1
Uqe
rqeqe1e
−iqe(x+x′)
]
− s
[ Vqe
VqhUqh
rqhqe1e
−i(qex−qhx′) +
Vqh
VqeUqe
rqeqh1e
i(qhx−qex′)
]
,
(C6)
where s = [iη(1 + U2qe)Uqh ]/[2qh(U
2
qe − U2qh)], η = 2m/~2, and the scattering coefficients are given by Eqs. (C3-C4).
Observe that the expressions above exhibit a component which is not space dependent at x = x′ and is thus a bulk
quantity, while the other terms that are proportional to scattering coefficients implying an interface nature. This is
in agreement with the results for the S region in NS junction discussed before. Also note that the denominator of
the scattering coefficients Λss, given by Eq. (C5), is also denominator of all Green’s functions elements (regular and
anomalous). Hence, the poles of the Green’s function, which correspond to the ABSs, coincide with the zeroes of Λss
and gives rise to the ABSs, as discussed in the main text.
