Abstract. The investigation of the counting function of the set of integral elements, in an algebraic number field, with factorizations of at most k different lengths gives rise to a combinatorial constant depending only on the class group of the number field and the integer k. In this paper the value of these constants, in case the class group in an elementary p-group, is estimated and under additional conditions determined. In particular, it is proved that for elementary 2-groups these constants are equivalent to constants that are investigated in extremal graph theory.
Introduction
In this paper we investigate a class of invariants of finite abelian groups, arising from investigations of the asymptotic behavior of counting functions.
Let K be a number field and O K its ring of integers. For a ∈ O K let L(a) denote its set of lengths, i.e., the set of n ∈ N 0 such that a = u 1 · . . . · u n with atoms (irreducibles) u 1 , . . . , u n ∈ O K . Let k be a positive integer. The counting function G k (x) = |{(a) | N (a) ≤ x and |L(a)| ≤ k}| was initially considered in [13] and in the sequel by various authors (cf. [15, Chapter 9] and [17] for a recent result and further references). Note that this counting function is only interesting if G, the ideal class group of K, has at least three elements, since otherwise O K is half-factorial, as proved in [1] .
In [8] it was shown, applying and generalizing results obtained in [12, 21, 22] , that
where C is a positive constant, µ(G) denotes the maximal cardinality of a half-factorial subset of G and ψ k (G) depends on the structure of halffactorial subsets with maximal cardinality of G (cf. Section 2 in particular Definition 2.1). In particular, µ(G) and ψ k (G) depend just on G and k and not the number field itself.
In this paper we will investigate ψ k (G). All our considerations will be carried out in the block monoid over G, a finite abelian group with |G| ≥ 3, without making further use of the number field itself. The notion of block monoids was introduced in [14] to study combinatorial problems arising from the investigations of G k (x) and other counting functions and is meanwhile a main tool for investigations of non-unique factorization in Krull monoids (cf. the references given in Section 2).
Not too much is known on the value of ψ k (G), in terms of invariants of G such as the rank or the exponent. In [21, 22] the value of ψ k (G) is obtained for |G| ∈ {3, 4} and in [18] it was proved, motivated by investigations on the error term of G k (x) in [17] , that ψ k (G) > 0 for k ≥ 2 and ψ 1 (G) > 0 for various types of groups. Moreover, in [22, P 1247 ] the problem to investigate whether (ψ k (G)) ∞ k=1 is an arithmetic progression is posed. Note that B(k, G), as defined in [22] , is not identical with ψ k (G); however, they are closely related and the present statement is equivalent to [22, P 1247] (cf. the considerations following Theorem 5.7 and [18, Introduction] ).
In this paper we obtain good bounds for ψ k (G) in case G is an elementary p-group, and under additional conditions even the precise value. More specifically, in Theorem 4.5 we determine ψ 1 (G) for elementary p-groups with p ≥ 3 and even rank and we determine ψ k (G) for k > 1 under the additional condition that p ≥ r(G) 2
.
In particular, this result shows that in this case (ψ k (G)) ∞ k=1 is an arithmetic progression (cf. Corollary 4.6). The case of odd rank, which we treat in Subsection 4.2, seems to be more complicated and we just obtain lower bounds. For elementary 2-groups we show that the problem of determining ψ k (G) is equivalent to a problem concerning edge disjoint cycles in graphs and we use this equivalence and results on the graph theoretic problem to prove ψ 1 (G) = r(G) − 1 and to determine ψ k (G) up to a constant that is independent of G (cf. Theorem 5.7). In particular, we show that these results imply that (ψ k (G)) ∞ k=1 is not always an arithmetic progression. However, in the cases we consider, it seems it is at least eventually an arithmetic progression.
In our investigations we apply results on the structure of half-factorial sets with maximal cardinality in G; such results are known for elementary p-groups, but so far only for very few other groups (cf. [7] for various results on half-factorial sets).
Preliminaries
Let Z denote the integers, N the positive integers, N 0 the non-negative integers and P the prime numbers. For m, n ∈ Z let [m, n] = {z ∈ Z | m ≤ z ≤ n} and let C n denote a cyclic group with order n.
We summarize some notions and results concerning block monoids, for a detailed description and proofs we refer to the survey articles [3, 10] . Let G be a finite abelian group and G 0 ⊂ G some subset. Then r(G) denotes the rank of G, G 0 denotes the group generated by G 0 and F(G 0 ) denotes the, multiplicatively written, free abelian monoid with basis G 0 . An element
If T |S (in F(G 0 )), then T is called a subsequence of S and T −1 S denotes its co-divisor. Further |S| = l is called the length,
the cross number and σ(S) = l i=1 g i the sum of S. A sequences S is called zero-sum sequence (a block), if σ(S) = 0 and it is called zero-sumfree, if σ(T ) = 0 for all subsequences 1 = T |S.
The set B(G 0 ) ⊂ F(G 0 ) of zero-sum sequences in G 0 is called the block monoid over G 0 . It is atomic (in fact it is a Krull monoid) and its atoms A(G 0 ) are the minimal zero-sum sequences, i.e., zero-sum sequences such that every proper subsequence is zero-sumfree. Davenport's constant, D(G), is defined as the maximal length of an atom in G. We only use the result that D(C p ) = p and D(C 2 p ) = 2p − 1 where C p denotes a cyclic group with p ∈ P elements (cf. [6, 16] ).
Let B ∈ B(G 0 ) and B = n i=1 U i with U i ∈ A(G 0 ) a factorization of B into atoms. Then n is called the length of the factorization and L(B) = {n | n has a factorization of lengths n} is called the set of lengths of B.
is a half-factorial monoid, i.e., |L(B)| = 1 for every B ∈ B(G 0 ), and µ(G) = max{|G 0 | G 0 ⊂ G half-factorial} denotes the maximal cardinality of a half-factorial subset of G. A set G 0 is half-factorial if and only if k(A) = 1 for each A ∈ A(G) (cf. [20, 21, 23] ).
Let G 0 ⊂ G and S ∈ F(G \ G 0 ). Then
Next we recall the central definition of this paper (cf. [8] ).
Definition 2.1. Let k ∈ N and G be a finite abelian group with |G| ≥ 3. Then
Throughout, let G denote a finite ablian group with |G| ≥ 3.
Some Basic Results
In this section we quote and establish some basic results on ψ k (G) and Ω(G 0 , S). Parts of the results were initially obtained in [9, 21] , however implicitly or in different notation. Proofs for all mentioned results can be found in [18, Section 4] .
Let G 0 ⊂ G be a half-factorial subset with maximal cardinality. It follows immediately from the definition that Ω(
This allows us to carry out investigations for special types of sequences and to transfer the obtained results to the general case. Of particular interest are sequences of length 1, i.e., elements of the group. It is easy to see that
Proof. 1. and 2. Clearly,
. By definition of G 0 and S we have v g (B) = 0 for every g ∈ G \ (G ∪ G ). Thus B = B B with B ∈ F(G ) and B ∈ F(G ). Since G = G ⊕ G , it follows that B and B are zero-sum sequences. Moreover, every factorization of B into atoms is the product of a factorization of B and a factorization of B .
Thus it remains to prove the statement concerning the lengths of factorizations. Let B ∈ Ω(G 0 , gS) and let
U i a factorization into atoms. Without restriction let g|U 1 . Since S ∈ F(G ) and G 0 ⊂ G respectively S ∈ F(G ) and G 0 ⊂ G , we have U 1 = (g + g )F F with zero-sumfree sequences F ∈ F(G ) and [18, Lemma 4.2] ). Since g F and g F are atoms, we get that (g F )(g F ) n i=2 U i is a factorization of B into atoms and 1 + n ∈ L(B ).
4. Suppose G 0 and G 0 are half-factorial with |G 0 | = µ(G ) and
\{0} and g ∈ G 0 \{0}. We set g = g +g . We note that ∅ = Ω(G 0 , 1) ⊂ G 1 (G) and apply (3) with S = 1. This implies ∅ = Ω(G 0 , g) ⊂ G 1 (G), which proves (a).
If |G | ≥ 3, then suppose there exists a sequence S ∈ F(G \ G 0 ) with
If in addition |G | ≥ 3, then suppose there exists a sequence S ∈ F(G \ G 0 ) with ∅ = Ω(G 0 , S ) ⊂ G 1 (G ) and |S | = ψ 1 (G ). Again by (1) and (3) we obtain ∅ = Ω(G 0 , gS S ) ⊂ G m (G), which proves (c).
Moreover, there are known examples were equality holds as well as examples were equality does not hold (cf. the results quoted in Section 4). Thus µ(G) = µ(G ) + µ(G ) − 1 is a non-trivial condition. In particular, the statement of Lemma 3.1.4 is not true without this condition as Theorem 4.5 and Proposition 4.9 will show.
Proof. Assume to the contrary,
In this paper we only deal with groups G where every half-factorial subset of maximal cardinality generates G, namely with elementary p-groups and cyclic groups with prime power order (in [7, Proposition 3.5] it is proved that this holds true for elementary and cyclic groups). Thus for the groups we consider the condition in Lemma 3.2 is always fulfilled and moreover we always have Ω(G 0 , S) = ∅, if G 0 ⊂ G is half-factorial with maximal cardinality and S ∈ F(G \ G 0 ).
ψ k (G) for Elementary p-groups
4.1. Groups with Even Rank. For elementary p-groups with even rank the value of µ(G) and the structure of half-factorial sets with maximal cardinality are known. We use this to investigate ψ k (G) for these groups.
Proposition 4.1 ( [9, 19] ). Let G be an elementary p-group with even rank r(G) = 2r. Then µ(G) = 1 + rp and G 0 ⊂ G is half-factorial with |G 0 | = µ(G) if and only if there exists a basis {e 1 , e 1 , . . . , e r , e r } of G such that
Proof. The result on µ(G) and the 'if'-part were proved in [9, Theorem 8] , the 'only if'-part in [19, Theorem 3.1] . Note that in both papers the sets are described in a different basis, namely {e 1 + e 1 , e 1 , . . . , e r + e r , e r }.
For our purpose it is particularly interesting that for a given group all halffactorial subsets of maximal cardinality are equal up to automorphisms of the group. Thus it suffices to investigate Ω(G 0 , ·) for one fixed half-factorial set G 0 ⊂ G with maximal cardinality.
Note that for p = 2 the description of the half-factorial sets is not natural, since for p = 2 the set G 0 \{0} is independent. In Section 5 we will separately investigate elementary 2-groups (not necessarily with even rank). Thus whenever it is convenient we will assume p = 2.
Throughout the whole subsection we will use the following notations. Let G be an elementary p-group with rank r(G) = 2r and {e 1 , e 1 , . . . , e r , e r } ⊂ G a basis of G. Further let
We start with a technical lemma on cross numbers of certain atoms. It is of interest, since the number of different values of the cross numbers of the atoms in Ω(G 0 , g) determines the maximal cardinality of the sets of lengths of the blocks in Ω(G 0 , g) (cf. Section 3 and [18, Lemma 4.3]).
. We note that B ∈ A(G) if and only if v = 0 and (a i e i + b i e i )S i is an atom for each i ∈ [1, r]. Thus it suffices to investigate each component separately.
For
Let I 1 , I 2 , I 3 and c g as in the formulation of the lemma and
Then
, which proves the first part of the lemma and implies immediately that |k(
To prove the remaining part, it suffices to verify that for each i ∈ I 3 there are sequences
have these properties.
In the following lemma we derive a lower bound for ψ k (G). In Theorem 4.5 we will see that equality holds in several cases.
Proof. We proceed by induction on r. Let r = 1. We set S = e kp−1 1 and show that Ω(G 0 , S) ⊂ G k (G). We start with an investigation of the cross numbers of the atoms in {e 1 } ∪ G 0 . For ease of notation we omit the subscript 1.
Let
and F ∈ F(G 0 ). Clearly, F = 1 and F is zero-sumfree, thus 1 ≤ |F | ≤ 2p − 2 as in Lemma 4.2. Since |F |e = 0, we obtain |F | = p and k(A) = 1 +
Let r ≥ 2 and G = G ⊕ G with r(G ) = 2(r − 1) and r(G ) = 2. By induction hypothesis we have ψ k (G ) ≥ (k−1+r−1)p−1 and
Next we prove a proposition that will be needed to establish an upper bound for ψ k (G). By r i=1 G i 0 we denote, as usual, the set of elements
Proof. 1. By Lemma 4.2 we have
2. Let S = l j=1 g j . We have that for each j ∈ [1, l] there exists some atom A j ∈ Ω(G 0 , g j ). By Lemma 4.2 respectively its proof we get
. Then there exists some B ∈ Ω(G 0 , S) such that A|B and A |B, for example S −1 AA T with T ∈ F(G 0 ) and σ(T ) = σ(S). This implies
and thus |L(B)| ≥ 2. Consequently, it suffices to show that there exist atoms A, A ∈ Ω(G 0 , S) with k(A) = k(A ).
Without restriction let j = 1 and m = 2. We have g = a 1 e 1 + e 1 + a 2 e 2 + e 2 + g 1 and h = a 1 e 1 + e 1 + a 2 e 2 + e 2 + h 1 with a 1 , a 2 , a 1 , a 2 ∈ [0, p − 1] and h 1 , g 1 ∈ e 3 , . . . , e r .
Let F 2 = (−(a 2 + a 2 )e 2 + e 2 )e p−3 2 and F ∈ F(G 0 ) zero-sumfree with σ(F ) = −g 1 − h 1 . Further let F 1 = (−(a 1
Similarly to the construction in the proof of (3) we assert that there exist
such that c j e j = −π j (σ(S)) and F j = (c j e j + e j )e p−3 j . Further let
and F ∈ F(G 0 ) be zero-sumfree with σ(F ) = − r m=s+1 (π m + π m )(σ(S)). Note that F ∈ F( e s+1 , . . . , e r ). We verify that
are atoms in Ω(G 0 , S) with different cross numbers. That k(A) = k(A ) is obvious and that σ(A) = σ(A ) = 0 can be checked easily, thus by construction A, A ∈ Ω(G 0 , S). It remains to show that A, A are atoms. We do this just for A , since for A be can argue analogous. Suppose A = B 1 B 2 with B 1 , B 2 ∈ B(G) \ {1}. Without restriction let g 1 |B 1 . Since π 2 (g 1 ) = e 2 and π 2 (g) = 0 if and only if g|g 1 g 2 F 2 , we have g 1 g 2 F 2 |B 1 . The same way, since π 3 (g 2 ) = e 3 , we obtain g 2 g 3 F 3 |B 1 . Repeating this construction, respectively by an easy inductive argument, we get g j |B 1 for each j ∈ [1, s] and thus
Note that (1), (2) , and (3), (3) with a slightly different proof, hold for p = 2 as well. Moreover, in Lemma 5.4 we obtain a result similar to (4) for elementary 2-groups. Theorem 4.5. Let p ≥ 3, k ∈ N and G be an elementary p-group with even rank r(G) = 2r. Then
In particular, ψ 1 (G) = rp − 1 and if p ≥ r, then ψ k (G) = (k − 1 + r)p − 1.
Proof. The lower bound was obtained in Lemma 4.3. It suffices to show ψ k (G) ≤ rp − 1 + (k − 1) max{p, r}, since the other statements follow immediately. We will prove that (for G 0 ⊂ G half-factorial with
We proceed by induction on k. Let k = 1 and S = l i=1 g i ∈ F(G \ G 0 ) with l ≥ rp. We need to show that Ω(G 0 , S) ⊂ G 1 (G). Since it will be needed in the sequel of the proof, we prove a slightly more general statement. We show that there exists a subsequence R|S with |R| ≤ max{p, r} such that Ω(G 0 , R) ⊂ G 1 (G). This is done in four steps. In each step we use the according part of Proposition 4.4.
Step 1: Suppose there exists some g|S with g ∈ G \ ( e 1 , . . . , e r + r i=1 G i 0 ). Then we have by Proposition 4.4.1 that Ω(G 0 , g) ⊂ G 1 (G). We set R = g and are done. Thus we assume without restriction S ∈ F( e 1 , . . . , e r + r i=1 G i 0 ).
Step 2: Let S |S denote the subsequence consisting of the elements g|S for which there exists some j g ∈ [1, r] with (π jg + π jg )(g) ∈ e j \ {0}. Suppose |S | ≥ r(p − 1) + 1. Then there exists some m ∈ [1, r] and a sequence S |S with |S | ≥ p such that (π m + π m )(S ) ∈ F( e m \ {0}). Since |S | ≥ | e m |, we get that there exists some A|S with (π m + π m )(A) ∈ A( e m \ {0}).
By Proposition 4.4.2 this implies Ω(G
Step 3: Let T = S −1 S and for each g|T let I g = {i ∈ [1, r] | π i (g) = e i }. It follows that |I g | ≥ 2 for each g|T . Suppose there exists some h ∈ G with gh|T such that |I g ∩ I h | ≥ 2. Then we have by Proposition 4.4.3 that Ω(G 0 , gh) ⊂ G 1 (G) and we set R = gh. Thus we assume if gh|T , then |I g ∩ I h | ≤ 1. Note that this is only possible if r ≥ 3. Thus in case r ≤ 2 the statement would be proved already. Moreover, it follows that T is squarefree, i.e., v g (T ) ≤ 1 for each g ∈ G.
Step 4: We assert that there exists a subsequence T = ( Then we have Ω(G 0 , T ) ⊂ G 1 (G) and we set R = T . We prove by induction on r that a sequence T with |T | = r ≥ 3, where |I g ∩ I h | ≤ 1 and |I g | ≥ 2 for each gh|T , has a subsequence with the claimed properties. For ease of notation we will write I j instead of I g j .
Let r = 3. Since |I g ∩ I h | ≤ 1 and |I g | ≥ 2 for gh|T , it follows that |I g | < 3 for each g|T and |T | = 3. Thus T = g 1 g 2 g 3 and {I 1 , I 2 , I 3 } = {{1, 2}, {2, 3}, {1, 3}}. We set T = T and numerate the elements in a suitable way. Let r > 3. For j ∈ [1, r] let T j |T denote the subsequence of the elements g|T with j ∈ I g . Case 1: There exists some j ∈ [1, r] such that |T j | ≤ 1. Without restriction let j = r. We apply the induction hypothesis to the sequence T Changing the indexset by setting g j = g j+1−m , we obtain the sequence T as claimed. This proves the statement for k = 1.
Let k ≥ 2 and suppose the statement holds for k < k.
Clearly, l ≥ rp − 1 and we have that there exists a subsequence R|S such that Ω(G 0 , R) ⊂ G 1 (G) and |R| ≤ max{p, r}. Since
Parts of the proof, in particular in Step 4, just depend on the system of sets (the hypergraph) ([1, r], (I g ) g|T ). Thus the proof could be shortened by using results on hypergraphs (cf. for example [5] in particular 2.1). As mentioned in the Introduction we can solve the problem [22, P 1247] in the following special case. Corollary 4.6. Let p ≥ 3 and G be an elementary p-group with even rank r(G) = 2r. If p ≥ r, then (ψ k (G)) ∞ k=1 is an arithmetic progression. 4.2. Groups with Odd Rank. In this section we investigate elementary p-groups with odd rank. The results we obtain are much weaker than the ones for groups with even rank, and we mainly establish lower bounds. We start with the investigation of groups with rank 1 and consider the more general situation of cyclic groups with prime power order.
The following characterization result on half-factorial sets in cyclic groups with prime power order was proved by various authors in slightly different formulations cf. [7, Corollary 5.4 ] for a proof and detailed references. We apply this characterization to obtain a technical result and first lower bounds.
Proposition 4.8. Let G be cyclic with |G| = p m for some p ∈ P and m ∈ N.
(1)
Proof. 1. By Proposition 4.7 we know that G 0 is half-factorial and |G 0 | = µ(G). Clearly, G 0 = G and thus Ω(G 0 , S) = ∅ for every S ∈ F(G \ G 0 ). Let l ∈ N 0 such that l(a − 1) < p m . We first prove the following statement on cross numbers of certain atoms:
. and 3. Note that if p = 2, then m ≥ 2, since by our general assumption |G| ≥ 3. Let G 0 ⊂ G half-factorial with |G 0 | = µ(G). By Proposition 4.7 we know that G 0 fulfills the conditions of (1). For p ≥ 3, we set g = 2e. Since (p m − 1)(2 − 1) < p m , we obtain by Proposition 4.8 that
This lower bound is in general not sharp as the following result shows. However, for p m = 4 and p m = 3 equality holds. As already mentioned in the Introduction, this was initially obtained in [21, 22] . For p m = 3 we state this result (cf. [21, Corollary 2]) in the first part of the following lemma. Proposition 4.9. Let |G| ∈ P and k ∈ N.
(
with some e ∈ G \ {0}.
1. Let |G| = 3. We note that A(G) = {0, e(2e), e 3 , (2e)
where
+ n, we have that n is determined by m and k(B). Moreover, m ≡ v 2e (B) mod 3. Thus for C ∈ Ω(G 0 , (2e) 3k−1 ) there are at most k possible values for m. This implies |L(C)| ≤ k.
2. Let |G| ≥ 5 and S = (2e) kp−1 (−2e)
Note that if A ∈ A({0, e, 2e, −2e}) with 0
, then A = (−2e)2e or A = (−2e)e 2 . Let C ∈ Ω(G 0 , S) and
. We assert that n is determined by m and C. This implies, since there are at most k possible values for m, that |L(C)| ≤ k.
Since
, there exists some subset
]. Then we have
We have, cf. proof of Proposition 4.8, k(
, we obtain
Thus n just depends on m and k(C).
Next we combine the results on cyclic groups with the ones on elementary p-groups with even rank to establish lower bounds for elementary p-groups with odd rank. Again we neglect p = 2, since we will treat elementary 2-groups in the following section.
In [9, Theorem 8] it was proved that if G is an elementary p-group with odd rank r(G) = 2r+1, then 2+rp ≤ µ(G) ≤ 1+rp+ . For p ∈ {2, 3} this implies µ(G) = 2+rp and for p ∈ {5, 7} this was proved in [19, Theorem 3.2] . Note that if G = G ⊕G and µ(G) = 2+rp, then µ(G) = µ(G )+µ(G )−1.
Corollary 4.10. Let r ∈ N 0 , k ∈ N and G an elementary p-groups with r(G) = 2r + 1.
Proof. Let p ∈ P. For r = 0 the result is just Lemma 4.9. Let r ≥ 1 and G = G ⊕G with r(G ) = 2r and r(G ) = 1. Since µ(G) = µ(G )+µ(G )−1, we can apply Lemma 3.1.4. We apply the lower bounds obtained in Lemma 4.3 for ψ k (G ) and in Lemma 4.9 for ψ 1 (G ) and the statement follows.
Remark 4.11. Similarly as in [18, Theorem 7 .1] we can obtain that for every p ∈ P there exists some r p ∈ N such that ψ k (G)
)p − 1 for every elementary p-group G with r(G) ≥ r p .
ψ k (G) for Elementary 2-groups
Until the end of this section let G denote an elementary 2-group with rank r(G) = r ≥ 2. In [14, Problem II] it was proved that µ(G) = r + 1 and that G 0 ⊂ G is half-factorial if and only if G 0 \ {0} is independent. Thus again all half-factorial subsets with maximal cardinality are equal up to automorphisms. Throughout the whole section let {e 1 , . . . , e r } ⊂ G be a basis and G 0 = {0, e 1 , . . . , e r }, a half-factorial set with |G 0 | = µ(G). Further let π i denote the projection on e i for each i ∈ [1, r] .
We start with the following short lemma that provides a first lower bound.
Proof. If r is even, then this is just Lemma 4.3. Suppose r is odd and let
by Lemma 3.1.4 and Lemma 4.3.
As mentioned in the Introduction we will apply notions and results of extremal graph theory to determine ψ k (G) (in terms of constants introduced there). We will show (cf. Theorem 5.7) that to determine ψ k (G) is equivalent to determining the maximal number of edges in a graph on r vertices not containing k edge disjoint cycles. We use the convention that a graph may have multiple edges but no loops. Apart from that our terminology concerning (multi)graphs will follow [2] .
We define for each S ∈ F(G\G 0 ) an associated graph with vertex set [1, r] . In general this graph is not uniquely determined. Conversely, we define for each graph with vertex set [1, r] its (uniquely determined) associated sequence S ∈ F(G \ G 0 ).
and let E i ⊂ I i be some subset with |E i | = 2. The graph ( [1, r] , (E i ) i∈ [1,l] ) is called an associated graph of S.
is called the associated sequence of ( [1, r] , (E i ) i∈ [1,l] ).
i=1 (e i + e i+1 ). The sequence S is an example of a sequence with |S| = 2(k − 1) + r − 1 and Ω(G 0 , S) ⊂ G k (G). Its associated graph, in this special case it is uniquely determined, is a path where one edge is a multiple edge with multiplicity 2k − 1. Note that this graph contains exactly k − 1 edge disjoint cycles.
In the following two lemmata we prove that the number of edge disjoint cycles in an associated graphs of S and sets of lengths of B ∈ Ω(G 0 , S) are closely related.
We proceed by induction on k. Let k = 1 and let C ⊂ [1, l] such that (E i ) i∈C are the edges of a cycle and V C ⊂ [1, r] the set of vertices occurring in this cycle. We consider B = i∈C A i and obtain B = ( i∈V C e 2 i )B with B ∈ B(G) \ {1}. Since |C| = |V C |, we have L(B ) ≥ 2 and B / ∈ G 1 (G). Let k ≥ 2 and suppose the statement holds for 1 ≤ k < k. Again let C ⊂ [1, l] such that (E i ) i∈C are the edges of a cycle and ( [1, r] , (E i ) i∈ [1,l] \C ) has k − 1 edge disjoint cycles. We have B = B B with B = i∈C A i and B = i∈[1,l]\C A i . By induction hypothesis we get B / ∈ G 1 (G) and B / ∈ G k−1 (G). Thus we obtain B / ∈ G k (G).
Lemma 5.5. Let ( [1, r] , (E i ) i∈ [1,l] ) be a graph that does not contain k edge disjoint cycles and S its associated sequence. Then
Proof. By definition we have g = e i + e j for distinct i, j ∈ [1, r] for every g|S, i.e., S ∈ F(
Suppose v e i (A) = 0 for every i ∈ [1, r], i.e., A|S. We assert that the according edges are the edges of a cycle. Let g 1 = e j 0 + e j 1 |A. There exists some g 2 |g −1 1 A such that g 2 = e j 1 + e j 2 . If j 2 ∈ {j 0 , j 1 }, equivalently j 2 = j 0 , then σ(g 1 g 2 ) = 0 and A = g 1 g 2 . Otherwise we proceed with a recursive construction. Let i ≥ 2 and g i = e j i−1 + e j i such that j i / ∈ {j 0 , . . . , j i−1 }. Then there exists some g i+1 |( We summarize these results.
and the associated edges are the edges of a cycle in the associated graph.
Let B ∈ Ω(G 0 , S) and B = n i=1 U i be a factorization of B into atoms.
Recall that each of these m atoms is associated to a cycle and thus m ∈ [0, k − 1]. We have
The following constants are investigated in extremal graph theory (cf. [2, Chapter III.3] for detailed references and proofs of the results we mention). Definition 5.6. Let k, n ∈ N.
(1) p(k) denotes the smallest integer l with the property: every graph with v vertices, for some v ∈ N, and v + l edges contains at least k edge disjoint cycles. (2) p(k, n) denotes the smallest integer l with the property: every graph with n vertices and n + l edges contains at least k edge disjoint cycles.
By definition p(k, n) ≤ p(k) and p(k, n) ≤ p(k + 1, n). Moreover, there exists some n k ∈ N such that p(k, n) = p(k) if n ≥ n k . It is well known that there exists a graph not containing a cycle with n vertices and n − 1 edges, i.e., p(k, n) ≥ 0.
For p(·) the following is known:
• p(k) + 4 ≤ p(k + 1).
• p(1) = 0, p(2) = 4, p(3) = 10, and p(4) = 18.
• 1 2 k log 2 k < p(k) ≤ 2k(log 2 k + log 2 log 2 k + 2) if k ≥ 2. The following theorem summarizes the results of Lemma 5.4 and 5.5. Proof. Let S ∈ F(G \ G 0 ) with |S| ≥ r + p(k, r). By definition every associated graph of S contains k edge disjoint cycles. By Lemma 5.4 this implies ψ k (G) < r + p(k, r).
Conversely, by definition of p(k, r) there exists a graph with r vertices and r − 1 + p(k, r) edges that does not contain k edge disjoint vertices. Let S denote the associated sequence. By Lemma 5.5 we have Ω(G 0 , S) ⊂ G k (G) and ψ k (G) ≥ |S| = r − 1 + p(k, r).
The additional statements follow, since p(1) = 0, p(k, r) ≥ 2(k − 1) (also cf. Lemma 5.1), p(k, r) ≤ p(k), and p(k, r) = p(k) for sufficiently large r.
Theorem 5.7 and p(k)+4 ≤ p(k+1) imply that the lower bound in Lemma 5.1 is in general not sharp. For example, the graph K 3,3 , the complete bipartite graph, is a graph with 6 vertices and 6 + p(2) − 1 = 9 edges not containing 2 edge disjoint cycles. Thus it follows ψ 2 (G) = r + 3 > 2 + r − 1 for r ≥ 6. However, if r ∈ [2, 3] , then p(k, r) = 2(k − 1) and thus ψ k (G) = 2(k − 1) + r − 1, i.e., equality holds in Lemma 5.1 (for r = 2 cf. [22, Section 3] ).
Moreover, the results on p(·) show that (ψ k (G)) ∞ k=1 is not an arithmetic progression if G is an elementary 2-group with sufficiently large rank. In order to be able to give an example of a number field with a class group having this property, we point out that p(1, 4) = 0, p(2, 4) = 3, where the complete graph K 4 serves as example, and p(3, 4) = 5. Thus if G is an elementary 2-group with rank 4, then (ψ k (G)) ∞ k=1 is not an arithmetic progression. Note that if ψ k (G) > ψ k−1 (G), then it follows that the maximum in the definition of ψ k (G) is realized by a block with |L(B)| = k (also cf. [8, Lemma 3] ) and therefore in this case ψ k (G) = B(k, G) respectively ψ k (G) = ψ k (G) with ψ k (G) as in [8] . Using the KANT database ([4]) we find that the class group of Q( √ −1365) is isomorphic to C 4 2 .
Remark 5.8. For elementary p-groups with even rank 2r, where p ≥ 3, one can apply similar ideas as for p = 2 and obtain an alternative and thus an improved upper bound for ψ k (G). In particular, these bounds yield ψ k (G) ≤ (k − 1 + r)p − 1 + p(k), which implies that for each k ∈ N the gap between lower and improved upper bound does not exceed p(k), whence is independent of G. However, for arbitrary p it seems that we cannot improve the lower bound in the way it was done for p = 2.
