. Results from multivariable regression models of linguistic composite score stratified by clinic and for all sample. "bkmr.Rproj" indicates that BKMR is an R package "R" (folder contains main r functions to run BKMR and to produce plots) "Vignettes" (folder contains example for use of BKMR) "man" (folder contains files describing the objects in the BKMR package)
code_BKMR_analyses_EHP.R
Description: code used to conduct the analyses presented in the paper: "The joint effect of prenatal exposure to metal mixtures on neurodevelopmental outcomes at 20-40 months of age: evidence from rural Bangladesh", by Valeri et al. The code calls the BKMR procedure files)
1 Bayesian Kernel Machine Regression
Overview
For each subject i = 1, ..., n, we assume
where Y i is a neurodevelopment endpoint (CS, MCS, or LCS), x i = (As i , Mn i , P b i ) denotes the mixture exposure composed by respectively arsenic, manganese, and lead cord blood log-transformed and centered concentrations. z i = (z i1 , ..., z iP ) T contains a set of potential confounders, and ✏ i ⇠ N (0, 2 ). In the context of environmental mixtures h(·) typically characterizes an exposure-response function that may incorporate non-linearity and/or interaction among the mixture components. In such a setting, it can be di cult to specify a set of basis functions to represent h(·) or to fit the resulting model that has a high-dimensional parameter space; we therefore employ a kernel machine representation (Cristianini and Shawe-Taylor, 2000) .
Operationally, Liu and others (2007) showed that the model can be expressed as the mixed model
In the present study we employ the Gaussian kernel, which flexibly captures a wide range of underlying functional forms for h(·) , although the methods are applicable to a broad choice of kernels. To provide some intuition for BKMR using the Gaussian kernel, consider the e↵ect on neurodevelopment of the metals exposure for the ith person, given by h i = h(x i ). Under the gaussian kernel, we assume cor(h i , h j ) = exp{ (1/⇢) P 3 m=1 (z im z jm ) 2 }, which implies that two subjects with similar exposures (x i "close" to x j ) will have more similar neurodevelopment outcomes (h i will be close to h j ). Note that the ⇢ parameter regulates the smoothness of the dose-response function.
Prior specification
Here we specify prior distributions for the parameters of the Bayesian kernel machine regression (BKMR) model described in the previous section. We assumed ⇠ 1 (flat prior) and 2 ⇠ Gamma(a , b ), where we set the shape parameter a and scale parameter b to each be 0.001. It is convenient to parameterize BKMR by = ⌧ 2 , and we assumed a Gamma prior distribution for the variance component of having mean and variance each set to 100 (Let a and b denote corresponding shape and rate parameters). For the distribution of the smoothness parameter ⇢ we assumed ⇢ ⇠ U nif (a, b) with a = 0 and b = 100. Further details on prior specification can be found in Bobb et al. (2015) .
Implementation
For details on the Markov Chain Monte Carlo (mcmc) sampler used to run BKMR, please see Bobb et al. (2015) . All of the parameters were sampled using Gibbs steps, except for = ⌧ 2 and ⇢, which were sampled using the Metropolis-Hastings (M-H) algorithm. For the M-H steps, we used a random walk proposal distribution centered about the current parameter value. We tuned the variance of the proposal distribution to achieve a good acceptance rate (about 20%). The mcmc sampler was run for 10,000 iterations. Convergence of the fit was assessed by inspection of the chain trace plot for the parameters involved in the estimation excluding a burn-in of dimension 5,000. Inferences on mixture e↵ects were obtained by computing for each mcmc sample the posterior estimates of cognitive scores and posterior credible intervals at di↵erent levels of the mixture components. In particular, we estimated:
(1) The cumulative e↵ect of the mixture by estimating the change in the predicted cognitive scores for departures of all the components of the mixture from their median level;
(2) The e↵ect of an IQR change of each metal on neurodevelopment and potential interactions among the metals by estimating the change in the predicted cognitive scores for a change in the component of interest from its 25th to 75 percentile, while setting the other metals at the median, the 25th, or the 75th percentile levels;
(3) The dose response relationship of each mixture component and potential interactions among the metals by estimating the predicted cognitive scores for each level of the component of interest, setting the other metals at the median, the 25th, or the 75th percentile levels.
Sensitivity analyses for BKMR
The results of the BKMR fit can be sensitive to the choice of ⇢ parameter, which controls the smoothness of the exposure response function. The parameter ⇢ can take values [0, Inf ). Our strategy was to consider the class of uniform prior distributions for ⇢ ⇠ U nif (a, b), where we varied the value of b. We considered lower degree of smoothness (b = 50), and higher degree of smoothness (b = 200) with respect to what was specified in the primary analyses. Findings were not sensitive to the choice of this smoothing parameter.
BKMR with Hierarchical Variable Selection
In situations where pollutant concentrations in the mixture are highly correlated, the above formulation may fail because the data may not be able to distinguish among these correlated pollutants. Bobb et al. (2015) therefore also propose a hierarchical variable selection approach, which incorporates knowledge of the structure of the mixture into the model. Mixture components can at times be partitioned into groups of elements. These groups may be defined by high correlations or by external knowledge such as timing of exposure or the source of each component or other common feature. We here assume that group membership is pre-specified by the investigator. Once group membership is defined, BKMR carries out a hierarchical variable selection strategy that first estimates the probability that each group of pollutants should be included in the model, and then assesses whether there is evidence in the data that one of the pollutants in the group drives the group e↵ect. Suppose the pollutants can be partitioned, using prior knowledge, into groups z 1 , ..., z m . For example, a wealth of information about air pollution sources is typically known, allowing for the pollution constituents to be grouped S g g = (1, ..., G) such that within-group correlation is high while across-group correlation is moderate to low. We then define an indicator variable Sg distributed as
where Sg is the vector of indicator variables and ⇡ Sg is the corresponding vector of prior probabilities for the pollutants z m in group S g . This approach allows at most a single pollutant from a group (of highly correlated pollutants) to enter into the model at a time. Although this assumes that two pollutants from the same group do not have independent or interactive e↵ects on the health outcome, in the setting of high within-group correlation, such e↵ects would not be identifiable by any model.
In our study, we are interested in understanding whether the findings are robust to adjustment to child exposures to heavy metals and we therefore define two groups. Prenatal arsenic, manganese and lead cord blood concentrations form one group, and 20-40 month exposure to arsenic and manganese (measured in water) and lead (measured in blood), as considered in Rodriguez et al. (2016) , form a second group. Findings were not sensitive to the further adjustment for 20-40 months exposure to heavy metals and prenata exposure was found to be the most important window of vulnerability for neurodevelopment at 20-40 months. 
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