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Abstract: The pavement is a complex structure that is influenced by various environmental and
loading conditions. The regular assessment of pavement performance is essential for road network
maintenance. International roughness index (IRI) and pavement condition index (PCI) are well-known
indices used for smoothness and surface condition assessment, respectively. Machine learning
techniques have recently made significant advancements in pavement engineering. This paper
presents a novel roughness-distress study using random forest (RF). After determining the PCI and
IRI values for the sample units, the PCI prediction process is advanced using RF and random forest
trained with a genetic algorithm (RF-GA). The models are validated using correlation coefficient (CC),
scatter index (SI), and Willmott’s index of agreement (WI) criteria. For the RF method, the values of
the three parameters mentioned were −0.177, 0.296, and 0.281, respectively, whereas in the RF-GA
method, −0.031, 0.238, and 0.297 values were obtained for these parameters. This paper aims to
fulfill the literature’s identified gaps and help pavement engineers overcome the challenges with the
conventional pavement maintenance systems.
Keywords: structural health monitoring; flexible pavement; pavement condition index (PCI);
international roughness index (IRI); predictive models; ensemble learning; machine learning; mobility;
big data; artificial intelligence
1. Introduction
The pavement network plays a critical key in today’s mobility and transportation. It is a
complex and dynamic structure influenced by various environmental and loading conditions [1].
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Regular pavement maintenance is a far more cost-effective approach than reconstructing it because
of improper maintenance [1]. The pavement network requires constant maintenance and repair due
to gradual deterioration induced by factors such as pavement aging and increased traffic flow [2].
Maintaining the desired service level of a pavement network requires constant evaluation. According to
Moghadas Nejad and Jahanshahi et al. [3,4], the common pavement condition assessment methods can
be categorized as follows:
• Assessment of the pavement Roughness (determining ups and downs)
• Assessment of surface conditions (determining surface distresses)
• Assessment of the pavement structural condition (determining the load capacity)
• Assessment of pavement safety condition
Today, new methods and equipment have been developed for pavement assessment. Countries like
the US, which have appropriate and sufficient financial resources, are leading in such fields. In these
countries, the methodologies used in different states may even differ because each state has enough
technical and financial capacity to research, develop, and provide its unique equipment and
methodologies. For example, states like Texas, Virginia, and Maryland use different approaches
to pavement condition. In contrast, countries like Iran have severe technical and budget limitations.
These limitations cause that new technologies have not been made available to Iranian engineers.
As an example, there is no enough number of fully equipped laboratories in Iran. Most transportation
departments of Iran have not any non-destructive device. They often are equipped with a basic asphalt
and bitumen testing laboratory. Also, the lack of skilled and trained staff familiar with new technologies
is another problem in Iran. As a result, the old methods of evaluating the pavement are still used in
Iran. For instance, Iranian engineers still evaluate pavement surface conditions with the help of visual
examination by an inspector. In such conditions, the authors think that the best idea is to maximize the
use of existing equipment and methods. The pavement condition index (PCI) and the international
roughness index (IRI) are the two critical indices in monitoring flexible pavements’ structural health
in Iran. IRI is a numerical index provided by the World Bank. This index is derived from dividing
roughness by the longitudinal distance [5–8]. IRI is a symbol for the longitudinal roughness of roads.
The lower values of IRI indicate higher quality. As an example, a pavement with IRI equal to zero
has the ideal condition [9,10]. PCI is another numerical index for the evaluation of the pavements.
This index rates the pavement with a number between 0 (worst condition) to 100 (perfect condition).
Initially, each pavement is assigned with a score of 100. Then, the score subtracted based on the type,
severity, and extent of distresses [11,12]. In fact, IRI represents the pavement roughness, and PCI is the
representative of pavement distresses. The surface roughness of pavement is a primary concern for
users, drivers and passengers [13,14]. The roughness intensifies the vertical stresses on the pavement
and exacerbates pavement fatigue. Also, it can be considered as a factor for aggravating pavement
distresses. Moreover, the roughness unravels deformations in the pavement surface. This issue
influences road drainage and driving safety [15]. On the other hand, any pavement distress will
deteriorate the pavement roughness [16]. As a result, it can be concluded that there is a causal, bilateral,
direct relationship between the distresses and roughness in pavements [17,18].
On the other hand, the modeling achievements enable engineers to study physical systems
located in their environment without the need to implement all traditional testing approaches [19].
In pavement engineering, there are many variables and complex systems that affect one another.
Therefore, pavement researchers are less likely to use simple statistical methods for creating pavement
prediction models. Also, the nonlinear shape of the pavement performance curve intensifies this
unwillingness [20]. Consequently, studies have attempted to apply machine learning (ML) techniques to
develop more accurate models [21]. Modeling and using ML techniques can help engineers replace
traditional approaches. Therefore, the authors aimed to overcome the mentioned challenges for Iranian
engineers with the help of machine training methods and pavement modeling.
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This paper focuses on the assessment and modeling of roughness and surface conditions in flexible
pavements. Actually, this study’s primary objective is to develop a new method for replacing the
traditional methods in determining PCI. The results of roughness and surface condition assessment of
the Tehran-Qom Freeway in Iran were used in this study to proceed with the proposed theory. In this
freeway, at 2-km intervals, a 100-m sample unit was selected from the slow-speed lane. For each
sample unit, IRI was calculated by road surface profiler (RSP), and PCI was determined from the
inspection of surface distresses. The proposed theory was developed by analyzing IRI and PCI values
with the help of random forest (RF), and random forest optimized by genetic algorithm (RF-GA)
methods. For validation of the results, correlation coefficient (CC), scatter index (SI), and Willmott’s
index of agreement (WI) criteria was utilized. The proposed method can improve the maintenance
process of pavements in Iran. Additionally, this method can reduce or remove old techniques for
determining PCI, such as financial resource limitations, shortage of skilled inspectors, labor and time
consumption, and safety issues for inspectors and users. In Section 2, authors provide a bstate of the
art literature review. The research methodology is delineated in Section 3. Section 4 includes the results
and discussion. Finally, the conclusion is presented in Section 5.
2. Background
Numerous studies have been conducted in the field of simultaneous assessment of the surface
conditions and roughness in pavements, which will be reviewed below. In 1989, Sharaf and Hanno
conducted one of the oldest studies on the relationship between IRI and PCI [22]. The final model of
their study was the following simple equation.
PCI = 100− (6.667× IRI) (1)
As can be seen in Equation (1), they proposed a first-order linear equation for the relationship
between IRI and PCI. This equation was later used in the master of science thesis by Abd-Allah [23],
as well as another paper by Sharaf [24].
In 2002, Dewan and Smith introduced another equation for the prediction of IRI based on PCI.
Their study was related to the Bay Area cities and counties, in California. The coefficient of variation
and R2 were 28% and 0.53, respectively, which depicts a low correlation [25]:
PCI = 153− (58.48× IRI) (2)
Park et al. (2007) undertook a study to investigate the relationship between surface distress and
roughness in asphalt pavements. They presented a power regression model for the association between
IRI and PCI [18]:
PCI = K1 × IRIK2 (3)
where K1 and K2 are regression coefficients. Park et al. calibrated this model for pavement sections in
the North Atlantic region and obtained the values of 100 and −0.436 for K1 and K2, respectively.
Arhin et al., drawing on data derived from the District Department of Transportation, which were
collected from 2009 to 2012, presented a calculating PCI model using IRI in dense urban areas.
This relation is as follows [26]:
PCI = A× (IRI) + K + ε (4)
where A and K are constant coefficients, and ε is the model error.
The above model’s coefficients are calculated based on the road functional classification and type
of pavement, as shown in Tables 1 and 2. These tables are adapted from the study of Arhin et al. [26].
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Table 1. Prediction of PCI for various road functional classifications.
Model Form Road Functional Classification
PCI = −0.215(IRI) + 110.73 Freeways
PCI = −0.206(IRI) + 114.15 Arterials
PCI = −0.217(IRI) + 115.32 Collectors
PCI = −0.186(IRI) + 110.31 Locals
Table 2. Prediction of PCI for various pavement type.
Model Form Pavement Type
PCI = −0.224(IRI) + 120.02 Asphalt
PCI = −0.203(IRI) + 113.73 Composite
PCI = −0.172(IRI) + 110.01 Concrete
Elhadidy et al. (2019) presented a sigmoid relationship between IRI and PCI. In this study, A total
of 1448 sections from LTPP were used for the model construction [27]. The proposed model by them








Similar to Sharaf and Hanno, Ali et al. (2019) developed a regression model using the statistical
program SPSS. They used a dataset from St. John’s road network includes over 1000 km of paved
roads [28].
PCI = 81.89− (11.037× IRI) (6)
On the other hand, the application of ML methods in civil engineering is constantly increasing.
Pavement engineering, as one of the branches of civil engineering, is no exception to this rule.
Predicting indicators of pavement quality control programs (QCP) is one of the most important topics
in which ML methods have been used. Many researchers have tried to study, analyze, and model
indicators, such as IRI, PCI, alligator deterioration index (ADI), etc. using ML methods. Often the goal
of these researchers was to optimize the traditional approaches in pavement management systems.
Here are some of these efforts. Marcelino et al. used the RF method to predict IRI [29]. In several
studies, Hoang et al. used ML techniques such as support vector machine (SVM), artificial neural
network (ANN), RF, radial basis function neural network (RBFNN), naïve Bayesian classifier (NBC),
and classification tree (CT), along with image processing techniques to investigate and identify pavement
cracks [30–32]. In Iran, Moghadas Nejad et al. Focused on the characterization of laboratory-made
asphalt concrete samples using image processing and ANN techniques [33,34]. Fathi et al. used a
hybrid car training method that was a combination of RF and ANN methods to predict the ADI
index [35].
Souza et al. proposed a low-cost pavement condition assessment system based on data collected
by smartphone accelerometer sensors and ML methods [36]. Nabipour et al. used SVM and genetic
expression programming (GEP) methods to predict the remaining service life (RSL) pavement [37].
Similar to Hoang’s studies, Fujita et al. used ML methods to identify asphalt pavement cracks.
They used a linear support vector machine as the classifier [38]. By using the multi-layer perceptron
(MLP), SVM, and RF methods, Nitsche et al. tried to estimate weighted longitudinal profile (WLP)
indices. Their purpose was to evaluate the efficiency of these methods in the process of predicting
range and standard deviation [39]. Karballaeezadeh et al. utilized an optimized SVM to estimate
RSL in flexible pavements. They optimized SVM with the help of a particle filter. The results
showed that this optimization greatly improved the SVM prediction quality, and the results were even
better than the MLP results [40]. In another study, Karballaeezadeh et al. applied three methods,
Gaussian process regression (GPR), M5P model tree, and RF, for prediction of the structural capacity in
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flexible pavements. Their target parameter was the structural number (SN) [41]. Inkoom et al., with the
help of ML methodologies, tried to predict highway pavement conditions. They employed bootstrap
forest, gradient boosted trees, K nearest neighbors, Naïve Bayes, and multivariable linear regression
methods [42]. Zeiada et al. used ML methods to model pavement performance in the warm regions.
First, the most important design factors in warm regions were identified using an ANN supported by a
forward sequential feature selection algorithm. Then, they performed the modeling process using GPR,
SVM, ensemble, ANN, and regression tree methods [43]. Cao et al. applied ANN and SVM methods to
model acoustic longevity. Their modeling inputs included maximum aggregate size, binder content,
air void content, vehicle speed, and thickness extracted from 270 asphalt pavement sections in Hong
Kong [44]. The above-mentioned studies, which are only part of the research done using ML methods,
show that the use of these techniques in pavement engineering is increasing rapidly.
An accurate and comprehensive investigation of the literature review can help researchers to find
the existing potential gaps. After a broad review of related conducted studies, the authors notice that
there are two main gaps. (1) Although many researchers have focused on the use of artificial intelligence
(AI) techniques in pavement engineering, no specific study has been conducted to investigate the
relationship between PCI and IRI with the help of RF and GA. (2) Traffic and loading patterns,
weather conditions, quality and quantity of maintenance systems, etc. can be different from one country
to another. Therefore, for the effective implementation of pavement management programs, it is better
to assess any country’s pavement networks independently. Among previous studies, no study has been
conducted based on data extracted from Iranian roads. Therefore, Iranian engineers should always
calibrate such models for the conditions of Iran. As a consequence, the authors were encouraged to
study the relationship between PCI and IRI in Iran using RF and GA techniques. This paper’s novelty
can be found in using the RF and GA techniques for predicting PCI-based IRI. Also, implementing this
idea for a case study in Iran is another novelty in this study.
3. Materials and Methods
3.1. Pavement Qualitative Indices
The pavement distress is caused by traffic (loading) and environmental factors when a road is
in-service. Even in an experimental pavement section, which is not subject to traffic, distresses appear
after a while as a result of environmental factors [45]. Therefore, pavement distress is a critical issue
that should be considered by engineers during the maintenance period. For the effective maintenance
of pavement, engineers often use surface quality indicators. Each qualitative index, defined based on
certain distresses, indicates pavement quality at the time of inspection. Therefore, suitable indices
allow pavement engineers to plan, prioritize, and allocate road maintenance budgets [11]. Sections 3.1.1
and 3.1.2 introduce two important indices for pavement maintenance named PCI and IRI.
3.1.1. Pavement Condition Index (PCI)
One of the most recognized qualitative indices of pavement presented by the US Army’s
engineering department in the late 1970s is PCI [46]. The PCI is a numerical index that evaluates
pavement conditions based on pavement surface distresses and demonstrates structural integrity and
surface operational conditions. This index’s value varies from zero to 100, with zero representing the
worst conditions and 100 showing perfect conditions [11,47]. ASTM D6433-18 [48] evaluates pavement
condition based on PCI, as displayed in Table 3. adapted from [48].
Table 3. The rating scale of PCI
PCI Range 0–10 10–25 25–40 40–55 55–70 70–85 85–100
Evaluation Failed Serious Very poor Poor Fair Satisfactory Good
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For each pavement sample unit, the maximum PCI value (100) is initially allocated and then based
on pavement surface condition, the maximum corrected deduct value (CDV) is deducted from 100
(see Equation (7)) [48]:
PCI = 100− CDVmax. (7)
where CDVmax is the maximum of CDV based on type, severity, and extent of distresses. For each type
of distress, the deduct specific curves measure values (DVs). Then, the number of DVs is diminished to
the maximum number allowed, and also the number of DVs greater than 2 (q) is determined. Finally,
CDV can be calculated by using q, TDV (sum of DVs), and related curves. Readers can refer to ASTM
D6433-18 [48] for more details.
3.1.2. International Roughness Index (IRI)
Effective maintenance of the pavement network to ensure transportation safety requires awareness
of the pavement surface’s surface [49]. In pavement management systems (PMSs), surface roughness
data is used for planning at the project level and the network level. This data is utilized at the project
level for quality control during the pavement construction phase, and the determination of areas with
excessive roughness. However, roughness data is used to determine the permissible roughness limits
at the network level, divide the pavement network into uniform pieces, and prioritize maintenance
operations [11,50]. Roughness data is important in road safety analysis methods as well [51]. All types
of pavement have roughness. Even in newly constructed pavements that have not been exposed
to the traffic load, there may be some roughness due to inappropriate execution quality. Generally,
pavement roughness increases as a result of traffic loading and environmental conditions [11,52].
The most common index of longitudinal roughness of pavements and the driving quality is the
IRI, which has been introduced and used for nearly three decades. This indicator was proposed by
the World Bank in 1982, based on the international road roughness experiment (IRRE) [53,54]. IRI is
a quantitative index of pavement smoothness, which in addition to driving quality, determines the
pavement performance [49,53,55]. IRI is based on a quarter-car system (QCS) simulation driving at
a speed of 80 km/h [11,49]. Figure 1, adapted from the studies of Sayers [56] and Zoccali et al. [57],
shows the quarter-car system.
Figure 1. The quarter-car system in the IRI calculation process.







∣∣∣∣ .Zs − .Zu∣∣∣∣dt = The accumulated suspension vertical motionThe distance traveled during the test (8)
where Z(X) is the longitudinal profile, Ks is suspension spring rate, Kt is tyre spring rate, Cs is
suspension damping rate, mu is unsprung mass, and ms is sprung mass. According to the Federal
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Highway Administration (FHWA) [59], in-service pavements can be evaluated based on the IRI value,
as shown in Table 4. adapted from [59].
Table 4. Evaluation of Road Pavement According to IRI.
IRI (m/km)
Ride Quality
Interstate Highways Other Highways






The pavement sections investigated in this paper were selected from both directions of the
Tehran-Qom Freeway. Tehran-Qom freeways is the most crucial freeway in Iran. The right of way
for this freeway is considered more than other Iranian roads. Furthermore, this freeway is one of
Iran’s North-South national corridor’s main sections, which is regarded as the entrance to the capital
(Tehran). Therefore, the Authors selected this freeway for their research. The freeway’s total length
is 236 km, which comprises two 118-km routes from Tehran to Qom and vice versa. This freeway
has 3 lanes in each direction, with a width of 3.65 m per lane. It is further divided into two branches
of Tehran-Qom and Qom-Tehran. The sample units under study, which are 100 m in length and
3.65 m in width, were selected at 2-km intervals from the slow-speed lane. After field inspection of
sample units, the surface distress conditions were determined, and the results are presented in Tables 5
and 6. For each sample unit, PCI was calculated using the method presented in the ASTM D6433-18
standard [48].
Table 5. Surface Distresses in Tehran-Qom freeway.
Tehran-Qom Branch Qom-Tehran Branch
Type of Distress Percentage of Whole Distress Type of Distress Percentage of Whole Distress
Raveling 53.01 Block cracking 41.78
Block cracking 26.40 Raveling 34.75
Rutting 12.59 Alligator cracking 10.02
Alligator cracking 4.05 Bleeding 8.71
Polished aggregate 2.05 Patching 1.73
Bleeding 1.46 Rutting 1.67
Patching 0.42 Polished aggregate 1.28
Shoulder separation 0.01 Depression 0.06
Table 6. Longitudinal Distresses in Tehran-Qom Freeway.
Tehran-Qom Branch Qom-Tehran Branch





Shoulder drop-off 5.25 Joint reflection cracking 0.36
Corrugation 0.09 Corrugation 0.31
Edge cracking 0.05 Shoulder drop-off 0.05
In the next step of pavement condition assessment, sample units are investigated by a two-laser
RSP device (TSML, Tehran, Iran), and the IRI index is calculated per unit. The IRI of each unit is
the average IRI of that unit. Figure 2 shows the RSP device. This device uses a line laser system
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for determining IRI in wheels paths (Figure 3). The laser sensors are installed in a rigid aluminum
housing placed at the front of the vehicle. The driver of the vehicle controls the RSP systems. The RSP
collects data at a speed of around 110 km/h. RSP receives and stores data using a computer. A program
receives all processed data, displays it on the computer screen, and stores the hard disk data. The RSP
is capable of determining pavement roughness in roads and airports. Along the longitudinal axis,
the RSP measures the pavement profile. This profile contains information such as roughness, grade,
and coarse texture. The longitudinal profile of the pavement can be measured along any hypothetical
line along the pavement axis. The most important longitudinal profile is parallel to the vehicle’s wheels,
which transmits the roughness to the driver. Today, however, civil engineers use new equipment for
checking surface quality, such as the light detection and ranging (LiDAR) system [60–62]. This 3D laser
scanning system (TSML, Tehran, Iran) can provide a three-dimensional profile of the pavement surface.
In addition to roughness, these devices can collect other useful information from the pavement’s
surface, such as the type, severity, and quantity of surface damage.
Figure 2. The RSP device used in this research.
Figure 3. The line laser system for determining IRI in wheels paths.
3.3. Analysis Phase by Using Machine Learning
This section is related to the application of ML in the proposed theory. In recent years,
the application of ML methods in engineering sciences is widespread. A machine learning method
such as RF has received much attention from engineers [29,41,63,64]. This volume of RF usage in
transportation research shows that this engineering field has entered a new study phase. In this
phase, researchers are looking to use ML techniques to improve transportation engineering processes.
This could be a turning point in transportation engineering. However, the multiplicity of ML methods
used by researchers can indicate an important issue: What is the most ideal and accurate method of ML?
Does this study phase have a big gap? According to the authors, the introduction of new algorithms
suggests that ML still has a lot of work to do to impact the transportation industry. This prompted the
authors to use ML methods in their research. In the authors’ proposed theory, ML helps to improve and
enhance the inspection process of pavements. Therefore, after the necessary examinations, the authors
chose the following two methods for their study to predict PCI based on IRI:
• Random forest (RF)
• Random forest optimized by genetic algorithm (RF-GA)
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These methods are introduced in the next sections.
3.3.1. Random Forest (RF)
As an ensemble ML algorithm, RF uses many regression trees for the prediction process [41,64–68].
This algorithm was proposed by Breiman in 2001 and belonged to the ensembled learning method [67,69].
Ensemble classification methods have passed the test of time and proved to be highly accurate prediction
and classification techniques [70]. The ensemble learning method’s main idea is to construct and
combine the multiple base learners for obtaining better general abilities [71]. To create these learners,
different training sets from the population should be utilized. RFs use bootstrap to build multiple
training data sets. Bootstrap is a sampling method used to replace the scenarios from the constructed
populations’ training subset during the analysis. After the training sets are ready, the algorithm trains a
base learner on each of these sets. The final models are averaged, and the different outputs are merged
into a unique estimation [37,72]. RFs are able to overcome the overfitting of regression trees [37,73].
RFs need two parameters to be tuned, including the number of regression trees (ntree) and the number
of different predictors in each node (mtry) [35,66,73–77]. These two most critical parameters define the
performances of RFs. Therefore, the choice of these two parameters is very important. Figure 4 shows
the RF process. The models are implemented using the standard Mathworks’ statistics and machine
learning toolbox version 11.0 integrated with the parallel computing toolbox version 6.9.
Figure 4. The random forest process.
3.3.2. Random Forest Optimized by Genetic Algorithm (RF-GA)
Developed by Holland (1992) and Goldberg (1989) [78], GA is a general-purpose optimization
search algorithm based on Darwin’s natural selection and genetic theory in biological systems [79,80].
These algorithms are inspired by some biological evolution mechanisms such as selection, crossover,
and mutation [78–82]. The typical form of GA includes three steps [78,79,81]:
1. Initial population generation
2. Computation of fitness
3. Construction of the new generation
First, GA produces an initial population or generation with each individual solution. Then,
GA examines the goodness of the solution using a designed fitness function. This fitness function’s value
identifies the current population’s survivors, representing the parents for the following population.
In step 3, GA generates the new generation by the selection, crossover, and mutation processes. The next
step is to repeat steps 2 and 3. This repetitive process is held until the highest number of generations or
the desired accuracy is achieved [79,81,83,84].
As explained earlier, ntrees and mtry are the two most crucial parameters that determine the
performance of RFs. Therefore, the aim is the optimization of these two parameters. In this study,
GA is used to optimize these parameters. With the help of GA, authors put forward a new algorithm
for predicting PCI, using GA to search the decision tree of RF and generate the most beneficial decision
tree combination, so that the precision of integrated classification is promoted. These decision tree
knots are eventually synthesized into the new integrated classifier.
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In brief, present study introduces a RF algorithm based on GA optimization. This algorithm
combines RF and GA, namely RF-GA, to choose the optimal combination of classification parameters.
The core parameters of RF-GA proposed in this paper include the number of trees, maximal depth,
confidence, minimal leaf size, minimal size for split, number of preparing alternatives, and subset ratio.
3.4. Validation of the Modeling
Three performance evaluations, i.e., correlation coefficient (CC), scatter index (SI), and Willmott’s



































(∣∣∣PCIPi − PCIOi∣∣∣+ ∣∣∣PCIOi − PCIOi∣∣∣)2
. (11)
where PCIOi, PCIPi, PCIOi, and n are ith observed PCI, ith PCI predicted by the model, mean of
observed PCI values, and the number of observed PCI values, respectively.
CC is a statistic that measures the linear correlation between observed and predicted PCIs.
The values of CC are between +1 and −1. A value of +1 is a positive (direct) correlation, 0 is no
correlation, and −1 is a negative (inverse) correlation. Whatever the CC value is closer to +1 or −1,
the accuracy of predictions is higher. SI is calculated by dividing root mean square error (RMSE)
with the mean of the observed PCIs. In fact, SI is an index that shows errors. When the SI value is closer
to 0, the accuracy of predictions is higher. As an index of agreement, WI was proposed by Willmott
(1981).
WI is a standardized measure of the degree of model prediction error. This index reflects the
degree to which the simulated variate accurately estimates the observed variate. WI is a measure of
the degree to which a model’s predictions are error free. This index varies between 0 and 1. The WI of
1 indicates perfect agreement between observed and predicted data, and 0 indicates no agreement
at all [37].
4. Results
Analysis methods, namely RF and RF-GA, were presented in Section 3.3. This section represents
the results of methods. Statistical characteristics of IRI and PCI indices are presented in Table 7.
The data was extracted from IBM SPSS 23 software (version 2015, International Business Machines
Corporation (IBM), Armonk, New York, NY, USA).
Table 7. Statistical characteristics of the utilized data.






IRI 1.843 0.98511 3.600 0.5255 0.797 0.778 0.049 −0.15
PCI 72.746 7.000 100.000 18.6057 −0.904 1.399 0.003 1
The mean IRI is 1.843. Therefore the average condition of all sections is fair (see Table 4). On the
other hand, the mean PCI, 72.746, shows that all sections’ average condition is satisfactory (see Table 3).
Standard deviation is one of the scattering indices that shows how far the average data is from the
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mean [85,86]. For calculating the correlation coefficient, the first step is to determine the normality
status of data. Therefore, the skewness, kurtosis, and significance level in the Kolmogorov–Smirnov
test were calculated. Based on the literature, when the skewness and Kurtosis values are between
2 and −2, the data distribution is considered normal. As a non-parametric test, Kolmogorov–Smirnov
helps to determine if the data is normal or not. In this test, data is normal when the significance level
(sig.) is above 0.05 [37,86]. So, Table 7 confirms IRI had better normal distribution than PCI. Also,
both IRI and PCI are non-normal because of their sig. are less than 0.05.
The adopting of the test type for correlation is based on normality condition. even if one of the
variables is non-normal, then the Spearman test is used [86]. The correlation between IRI and PCI is
15%, which represents a weak value.
RF has seven main parameters including the number of trees (A), maximal depth (B), confidence (C),
minimal leaf size (D), minimal size for split (E), number of prepruning alternatives (F), and subset
ratio (G). The quality of RF performance depends on the value of these parameters. Table 8 depicts
the values of these parameters for the RF as well as the optimized values by the GA. Table 9 shows
the three performance criteria introduced in this paper. In both models, CC is negative. It means that
the correlation between observed and predicted PCIs is inverse. Also, the CC values show that the
correlation of the RF model is better than the RF-GA model. SI is the representative of error. GA can
reduce the SI from 0.296 to 0.238. Therefore, GA promotes the RF model. About WI, applying the
GA algorithm is successful. GA increases the WI from 0.281 to 0.297. Totally, it can be concluded
that GA can improve SI and WI by about 20% and 5%, repectively. Regarding CC, GA was not
successful to improve the RF. Our models were built using the “Statistics and Machine Learning
Toolbox” version 11.0 coupled with “Parallel Computing Toolbox” version 6.9, both from Mathworks.
Table 8. Parameters of the RF and RF-GA models.
Model
Parameter
A B C D E F G
RF 100 10 0.100 2 4 3 0.200
RF-GA 81 5 0.344 41 20 55 0.136




RF −0.177 0.296 0.281
RF-GA −0.031 0.238 0.297
There has been no standard method for splitting training and testing data. For example,
Nabipour et al. [37] utilized 70% of their data for training, whereas Mohammadzadeh et al. [87],
Shamshirband et al. [88], and Samadarianfard et al. [89] applied 70%, 67%, and 80% of total data to
develop their models. In this study, the dataset includes 118 pavement segments where approximately
70% of the data (i.e., 83 segments) are utilized for training, and the remaining 35 segments are used for
testing. Figure 5 depicts the PCI predicted by the RF and RF-GA methods as well as the PCI calculated
in the experimental phase of the study. As shown in Figure 5, the RF-GA method’s predictions are
closer to the actual values than the RF method. Examination of the green and orange curves, as well
as the blue circles (observed PCI), shows that the green curve (RF-GA method) has less error in the
estimation of PCI than the orange curve (RF method). Therefore, it can be said that the RF-GA method
is more successful than the RF method.
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Figure 5. Observed and predicted values of PCI with RF and RF-GA models.
Figure 6 shows the calculated PCIs in the experimental phase of the study and predicted PCIs
with RF and RF-GA models for test data. In this figure, three factors have been used to evaluate the
accuracy of the results: trend line, r-square (R2), and standard error of the estimate (SEE). The trend
line, or line of best fit, is a straight line that best represents the data on a scatter plot. The best trend
line is y = x, a line with the slope of one and y-intercept of zero. When the y-intercept and slope of a
trend line are closer to the values of zero and one, respectively, the results of that trend line are more
accurate. R2 is the square of the correlation coefficient between the observed and the predicted data.
R2 ranges from 0 to 1. The SEE is a measure of the accuracy of predictions made with a trend line.
The trend line seeks to minimize the sum of the squared errors of prediction. SEE is closely related to
this quantity and is defined in Equation (12). For any trend lines, a greater R2 and lesser SEE mean
more accurate results [37,90,91]. Based on Figure 6, GA can improve the y-intercept of the trend line in
the RF model. Also, SEE is reduced by GA. However, regarding the slope and R2 of the trend line,









where PCIOi, PCIPi, and n are ith observed PCI, ith PCI predicted by the model, and the number of
observed PCI values, respectively.
Figure 6. The scatter plots of calculated PCI in the experimental phase of the study and predicted PCI
with RF and RF-GA models for test data. (a) RF; (b) RF-GA.
Coatings 2020, 10, 1100 13 of 18
A review of other approaches reported in the background, except for a case [27], shows that other
models’ correlation, check [18,25,26,28], is generally moderate. Also, the number of data used for
modeling is very low in some cases. This can affect the reliability of the results. Many studies have
used simple statistical techniques to analyze data. However, the present study’s authors have turned to
two of the most powerful machine learning methods, namely the random forest and genetic algorithm.
On the other hand, the data used in this study are related to one of the most important and busiest
freeways in Iran, Tehran-Qom freeway. The data covers the entire route of this freeway. Therefore,
the data in this paper can be considered qualitatively and quantitatively acceptable. To conduct
this research, the authors faced several limitations. One of the most important constraints faced by
these authors was interference with the traffic flow. This limited the number of sample units under
review. The authors were very interested in using other non-destructive equipment such as falling
weight deflectometer (FWD) or ground penetrating radar (GPR). Restrictions on blocking the freeway,
as well as financial constraints, prevented the study’s authors from using the equipment. The authors
believed that, by adding new parameters, such as road class, weather indicators, traffic compositions,
the thickness of pavement layers, or the structural evaluation results, such as SN, etc., more accurate and
reliable results can be achieved. Unfortunately, the Iranian Ministry of Roads and Urban Development
restrictions did not allow the authors to use these parameters.
5. Conclusions
The present research explores the potential of machine learning techniques for overcoming the
challenges of traditional methods for pavement assessment. Regarding the importance of the constant
evaluation of the surface condition and the roughness in the pavement network, the authors have
focused on two main indices, namely PCI and IRI. The authors examined the relationship between these
two parameters using machine learning methods to determine the best methods for PCI estimation.
• Machine learning methods have shown promising results in managing the field equipment
availability and further improving the pavement management system’s efficiency.
• Among the methods used in this study, the best results were obtained for RF and RF-GA.
• The proposed approach allows pavement engineers to calculate IRI and PCI simultaneously with
only the input of RSP and ML methods.
• The proposed methodology can be further improved using a sophisticated machine learning
approach with higher performance. Training novel machine learning methods with various
evolutionary algorithms and using hybrid and ensemble methods would lead to higher
accuracy models.
In future studies, novel models can be tested in various scenarios to evaluate and improve
the feasibility. Increasing the number of sections under study, inserting new variables in modeling,
e.g., traffic patterns, layers characteristics, and cracking features, and employing other non-destructive
types of equipment, e.g., GPR and FWD, would be essential in developing the new scenarios. Using such
novel models, we can substantially reduce the cost and time.
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