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Abstract 
We estimate in this paper the degree of approximation of  f ∈ Lp  [0,1]  by using Bernstein's polynomial involving on 
Ditizian-Totik modulus of smoothness W
φλ
r  f, t  , 0 ≤ λ ≤ 1. On the other hand, we consider this polynomial to obtain 
an equivalence approximation theorem with this modulus. 
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Introduction  
Let  Lp  [0,1]  be the set of all Lebesgue integrable functions defined on  [0,1] and  0 ≤ p ≤ ∞. For f ∈ Lp  [0,1] and 
n ∈ N , the Bernstein's operators is defined as: 
Bn f, x =  Pn,k x  f  
k
n
 
∞
k=0
 ,                                                                                                                                     … (1.1) 
Where  Pn,k x =  
n + k − 1
k
 
xK
(1+x)n +k
  . 
     On the other hand, we consider combinations of these operators, which have higher orders of approximation. The 
linear combinations of Bernstien's operators on Lp  [0,1] are defined as (see[3]): 
Bn,r f, x =  Ci n Bn i  f, x 
r−1
i=0
 , r ∈ N                                                                                                            … (1.2) 
Where ni and Ci n  satisfy  
n = n0 < n1 < n2 < ⋯ < nr−1 ≤ Dn   and  
 Ci n  ≤ C
r−1
i=0
 
where the constants  C  and  D are independent of n. 
 In [2] the  Ditizian-Totik modulus of smoothness Wrφλ  f, t  was used for polynomial approximation and defined by: 
W
φλ
r  f, t = sup0≤h≤t supx± rhφλ  x 2  ∈ 0,1  ∆hφλ  x (f, x)                                                                                  … (1.3)  
where, φ x =  x(1 − x)  for x ∈   0,1  ,   0 ≤ λ ≤ 1 
and the r −th symmetric difference of f is given by: 
∆rhφλ  f, x =  
  
r
i
 
r
i=0
 −1 r−if  x −
rhφλ
2
+ ihφλ   , x ±  
rhφλ
2
 ∈  0,1 
0 ,                                                                                             o. w.
                                        … (1.4)  
And our k −functional by: 
Kφλ  f, t
r = inf{   f − g + tr    φrλ  g r   }                                                                                                              … (1.5)  
K φλ  f, t
r = inf{   f − g + tr    φrλ  g(r) + tr (1−λ 2 )    g(r)   }   
and    Kφλ  f, t
r ≤ Ctα   for  r ≤ α                                                                                                                         …   (1.6) 
where the infimum is taken on the functions satisfying  g(r−1) is absolutely continuous function, see [3]. It is well 
known the following equivalence see [1] 
W
φλ
r  f, t ~Kφλ  f, t
r = K φλ  f, t
r  .                                                                                                                           … (1.7) 
      Let the Sobolev space Wλ
r  be the collection of all functions f defined on [0,1], such that f (r−1) is absolutely 
continuous and we defined as: 
Wλ
r =   f ∈ C0 ∶ f
 r−1 ∈ A. C10c  ,   f  r < ∞                                                                                                            … (1.8)  
where    f  r = supx∈[0,1]  δn
r+a λ−1 (x) f  r (x)  
and δn x = φ x +
1
 n
 ~ max   φ x ,
1
 n
 , 0 ≤ λ ≤ 1, r ∈ N   and  0 < α < r .  
2. Auxiliary Lemmas 
In this section, we mention some basis results which will be used to prove the main results. If f ∈ Lp  0,1  , r ∈ N then 
by [3], we know that: 
Bn
 r  f, x =
(n + r − 1)!
(n − 1)!
 Pn+r,k
∞
k=0
 x ∆r n−1 f  
k
n
  . 
Lemma 2.1 [6]: 
     Let  f  r ∈ Lp 0,1  , r ∈ N   then we have: 
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 φr x Bn
 r  f, x  ≤ C nr 2   f  ∞  .                                                                                                                                     … (2.1) 
Lemma 2.2: 
 Let  f ∈ Lp 0,1  , 1 ≤ p ≤ ∞   and  0 ≤  λ ≤ 1  then we have: 
 φrλ(x) Bn
 r  f, x  ≤ C  φrλ  f  ∞ . 
Proof: 
By using Holder inequality, we get  
 φrλ(x) Bn
 r  f, x  ≤  φrλ x 
 n + r − 1 !
 n − 1 !
 Pn+r,k
+∞
k=0
 x ∆rn−1 f  
k
n
   
≤
 n + r − 1 !
 n − 1 !
 φrλ x Pn+r,0 x ∆
r
n−1 f  0  +  φ
rλ(x)Pn+r,k
+∞
k=1
 x ∆r n−1 f  
k
n
   
            =
(n + r − 1)!
(n − 1)!
 φrλ x  Pn+r,k
+∞
k=1
 x ∆rn−1 f  
k
n
   
            ≤
 n + r − 1 !
 n − 1 !
 φrλ x    Pn+r,k x ∆
r
n−1 f  
k
n
  
+∞
k=1
 
            ≤ C  φrλ x  f 
∞
  . 
Lemma 2.3: 
Let  f ∈ Lp 0,1  , r ∈ N,   1 ≤ p ≤ ∞   and  0 ≤  λ ≤ 1  then forn > r,  we get 
 φrλ(x) Bn
 r  f, x  ≤ C  nr 2 δn
−r 1−λ  x   f  ∞  .                                                                                                         … (2.2) 
Proof: 
We consider x ∈  0,
1
n
 ,  then we have: 
δn x ~ 
1
 n
 , φ(x) ≤
2
 n
  and using  
d
dx
Pn,k x = n (Pn+1,k−1 x − Pn+1,k x ) 
and 
 Pn,k x 
d
dx
=
1
n − 1
 .
∞
0
 
On the other hand, by using (2.1) and  φ(x)~σ x , therefore 
 φrλ(x) Bn
 r  f, x  = φr(λ−1)(x) φr(x) Bn
 r  f, x   
                                       ≤ C φr(λ−1)(x) nr 2   f  ∞ 
                                       ≤ C  nr 2 δn
−r 1−λ  x   f  ∞ . 
Lemma 2.4 [7]: 
Let  r ∈ N,   0 ≤ β ≤ r , x ± rt 2 ∈ I  and  0 ≤  t ≤
1
8r
  , then we have the following inequality : 
 ⋯  δn
−β  x +  uj
r
j=1
 du1  du2 ⋯ dur ≤ C β 
t
2 
−t
2 
trδn
−r(x)
t
2 
−t
2 
 .                                             … (2.3) 
Lemma 2.5 [3]: 
For x, t ∈ (0,∞) ,  r ∈ N then we have: 
βn  t − x 
2r , x  ≤ Cn−r  φ2r x .                                                                                                        … (2.4) 
Lemma 2.6: 
For x, t, u ∈  0,1   ,   x < u < t ,  t, r ∈ N  and λ ∈  0,1  then: 
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βn     t − 4 
r−1
t
α
φ−rλ(u)du , x ≤  C  n−r 2 δn
r x φ−rλ x .                                                  … (2.5) 
Proof: 
When r = 1, then  
  φ−λ(u)du
t
α
 ≤  t − r  x−λ 2  1 + t −λ 2 +  1 + x −λ 2 t−λ 2  .                                          … (2.6) 
From lemma 2.5, then  
                βn  t − x 
2r , x  ≤ Cn−r  φ2r x .                                                                                                               … (2.7) 
Applying the Holder inequality, we get 
βn    φ
−λ(u)du
t
α
 , x ≤   βn  t − x 
4, x   1 4   x−λ 2   βn  1 + t 
−2λ 3 , x   
3 4 
+  1 + x −λ 2   βn t
−2λ 3  , x   
3 4 
   
≤  C  n−1 2 δn x  x
−λ 2   βn  1 + t 
−2λ 3 , x   
3 4 
+  1 + x −λ 3   βn t
−2λ 3  , x   
3 4                                                                                          … (2.8) 
Also, applying the Holder inequality, we get 
 βn t
−2λ 3  , x  ≤    Pn,k
+∞
k=0
 x  
k
n
 
−1
 
2λ 3 
 ≤ C x−2λ 3  .                                                                                   … (2.9) 
Similarly: 
 βn  1 + t 
−2λ 3 , x  ≤ C  1 + x −2λ 3   .                                                                                                                … (2.10) 
Combining (2.8) and (2.10), we obtain (2.5). 
When r > 1 , then we have 
 t − u 2
φ2(u)
≤
 t − x 2
φ2 x 
 ,    for  t < u < x 
 t − u x ≤  t − x u    and 
u t − u 
φ2(u)
≤
x t − x 
φ2 x 
 
Thus 
 t − u r−2
φ(r−2)λ(u)
≤
 t − x r−2
φ r−2 λ x 
   ,   r > 2                                                                                           … (2.11) 
because 
 t − u 
φ2(u)
≤
 t − x 
x
 
1
1 + x
+
1
1 + t
                                                                                                                               … (2.12) 
Otherwise,  
 u − t 
u
≤
 x − t 
t
 
and 
1
1 + u
≤
1
1 + x
+
1
1 + t
 , 
 t − u 
φ2λ(u)
≤
 t − x 
xλ
 
1
1 + x
+
1
1 + t
 
λ
                                                                                                                           … (2.13) 
By using (2.11) and (2.13), we obtain  
 t − u r−1
φrλ(u)
≤
 t − x r−1
φ r−2 λ x 
  
1
1 + x
 
λ
+  
1
1 + t
 
λ
                                                                                                     … (2.14) 
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Since  βn  1 + t 
−r , x  ≤ C 1 + x −r  ,  for n ∈ N  , x ∈ [0,∞] , we have   
βn  1 + t 
−2λ , x  ≤ C 1 + x −2λ  ,  for  λ ∈  0,1 .                                                                                               … (2.15) 
Now, by using (2.7), (2.14) and (2.15) and by using Holder inequality, then we get 
βn     t − u 
r−1
t
α
φ−rλ(u)du , x ≤ βn
1 2   t − u 2r , u  φ−rλ x + x−λφ−(r−2)λ(x)βn
1 2   1 + t −2λ , x    
                                    ≤  C  n−r 2 δn
r x φ−rλ x  . 
Lemma 2.7 [3]: 
Let x ∈  0,
1
n
 ,   then: 
Bn
 r  f, x = φ−2r  qi nφ
2(x)  ni
r
i=0
 Pn,k x  
k
n
− x 
i
∆r 1
n
f  
k
n
                                                                  … (2.16)
∞
k=0
 
Where  qi nφ
2(x)   is a polynomial in nφ2(x)  of degree  (r − i) 2   . 
Lemma 2.8: 
For r ∈ N and  f ∈ Wrλ  and  0 ≤  α ≤ r  then we have 
 Bn  f r ≤ C  n
r 2   f 0  .                                                                                                                                             … (2.17) 
 Bn  f r ≤ C    f r  .                                                                                                                                                     … (2.18) 
Proof: 
For  x ∈  0,
1
n
   and δn x  ~ 
1
 n
 according to lemma 2.3, we get 
 δn
r+α(λ−1) x Bn
 r  f, x  ≤ C  nr 2   f 0  
On the other hand, for x ∈  
1
n
, 1   and δn x  ~ φ(x)  and by using lemma 2.7, (2.16) we can obtain  
Bn
 r  f, x = φ−2r(x)  qi nφ
2(x)  ni  Pn,k x  
k
n
− x 
i
∆rn−1 f  
k
n
  ,
∞
k=0
r
i=0
 
therefore 
 φ−2r x  qi(nx) n
i ≤  C  ( 
n
φ2 x 
 )(r+i) 2                                                                                                              … (2.19) 
For any  x ∈  
1
n
 ,1   and since 
 ∆r n−1  f  
k
n
  ≤ C    f 0 φ
α λ−1  x  ,                                                                                                                      … (2.20) 
by using the Holder inequality, we get 
 Pn,k x  
k
n
− x 
i
∆r n−1 f  
k
n
 
∞
k=0
 ≤ C  
φ2 x 
n
 
i 2 
  f 0 φ
α λ−1  x                                                              … (2.21) 
From lemma 2.7, (2.16) and (2.21) we can deduce (2.17). Similarly by using lemma 2.2 we can obtain (2.18). 
Lemma 2.9 [1]: 
Let f ∈ Lp 0,1  , r ∈ N , 0 ≤ λ ≤ 1 ,  then  
 f − gn ≤ C W
r
φλ  f, Sn  ,                                                                                                                                     … (2.22) 
Sn
r φrλgn
(r) ≤ C Wrφλ  f, Sn  .                                                                                       … (2.23) 
3. Main Results 
Theorem 3.1: 
Let  f ∈ Lp 0,1  , 1 ≤ p ≤ ∞ , r ∈ N  and 0 ≤ λ ≤ 1 , then 
                                                                                                                 ISSN 2347-1921 
1177 | P a g e                                                     M a r c h  1 8 ,  2 0 1 4   
 Bn,r f, x − f(x) ≤ C Wφλ
r  f,  n−1 2 δn
1−λ x   ,                                                                                               … (3.1)                 
involving the constant C dependent on. 
Proof: 
By using (1.5) and (1.7) and taking δn = δn x, λ =  n
−1 2 δn
1−λ x  , we can choose   gn = gn,x,λ   for fixed x and y and 
by lemma 2.9, (2.22) and (2.23), then we have 
δn
r ( 1−(λ 2)  )  gn
(r) ≤ C W
φλ
r  f, δn .                                                                               … (3.2) 
Now, 
 Bn,r f, x − f(x) =  Bn,r f, x − Bn,r gn , x + Bn,r gn , x + f − gn x + gn(x)                                       … (3.3) 
                                 ≤  Bn,r f, x − Bn,r gn , x  +  f − gn x  +  Bn,r gn , x − gn x   
                                  ≤ C  f − gn ∞ +  Bn,r gn , x − gn x  . 
By using Taylor's series 
gn t = gn x +  t − x gn
̷ x +  ⋯  +
 t − x r−1
 r − 1 !
gn
 r−1  x + Rr gn , t, x , 
Where  
Rr gn , t, x =
1
 r − 1 !
 (t − u)r−1
t
α
gn
r−1 u du . 
By using (1.2), (1.3) and lemma 2.6, (2.5) we obtain 
 Bn,r gn , x − gn x  =  Bn,r  
1
 r − 1 !
 (t − u)r−1
t
α
gn
r−1 u du  , x                                                          … (3.4) 
                                        ≤ C φrλgn
 r   Bn,r    
 t − u r−1
φrλ u 
du
t
α
 , x   
                                        ≤ C φrλ(x) n−r 2 δn
r x  φrλgn
 r   
Also, by using (1.2), (1.3) and (2.11), we get 
 Bn,r gn , x − f x  ≤ C  δn
rλgn
 r   Bn,r   
 t − u r−1
δn
rλ u 
t
α
du , x                                                                  … (3.5) 
≤ C  δn
rλgn
 r   nrλ 2  Bn,r (t − x)
2r  , x 1 2   
≤ C  n−r 2 δn
r x  nrλ 2  δn
rλgn
 r   . 
Then by using lemma 2.9,(3.3), (3.4) and (3.5) and forx ∈  0,
1
n
   and δn x  ~ 
1
 n
 
 Bn,r f, x − f(x) ≤ C   f − gn + δn
r δn
rλgn
 r    
≤ C   f − gn + δn
r φrλgn
 r  + δn
r  n−rλ 2  gn
 r    
≤ C   f − gn + δn
r φrλgn
 r  + δn
r   1−(λ 2)     gn
 r    
≤ C K φλ  f, δn ≤ C W
r
φλ  f, δn  . 
Theorem 3.2: 
 Let  f ∈ Lp 0,1  , r ∈ N , 0 < α < r , and 0 ≤ λ ≤ 1 , and if 
 Bn,r f, x − f(x) p = O(δn
r)                                                                                                                                  … (3.6) 
Then we have 
W
φλ
r  f, t = O tα                                                                                                                                                         … (3.7) 
Where δn =  n
−1 2 δn
1−λ x   and p = 0 . 
                                                                                                                 ISSN 2347-1921 
1178 | P a g e                                                     M a r c h  1 8 ,  2 0 1 4   
Proof: 
Suppose that   Bn,r f, x − f(x) 0 = O(δn
r)  holds. 
Now, we introduce a new k −functional as: 
Kλ
α f, tr = infg∈ W r λ   f − g 0 + t
r g r  
for g ∈  Wrλ  , such that  
 f − g 0 +  n
−r 2  g r ≤ 2 Kλ
α f,  n−r 2   .                                                                                                         … (3.8) 
By (3.6), we can deduce that  
 Bn,r f, x − f(x) 0 ≤ C  n
−α 2  . 
Thus, by using lemma 2.8 and (3.8), we obtain  
Kλ
α f,  tr ≤  f − Bn,r f  0 + t
r Bn,r f  r 
                     ≤ C  n−α 2 + tr   Bn,r f − g, x  r +  Bn,r
 g, x  
r
  
                     ≤ C   n−α 2 + tr  nr 2  f − g 0 +  g r   
                     ≤ C   n−α 2 +
tr
 n−r 2 
Kλ
α f,  n−r 2    
Which implies that 
Kλ
α f,  tr ≤ C tα   .                                                                                                                                                 … (3.9) 
On the other hand, sincex +  i −
r
2
 t φλ(x) ≥ 0 
therefore     i −
r
2
 t φλ(x) ≤ x 
and       x +  i −
r
2
 t φλ(x) ≤ 2x 
so that δn  x +  i −
r
2
 t φλ(x) ≤ 2δn x .                                                                                                    … (3.10) 
Thus, for  f ∈  W0λ  , we get 
 ∆rtφλ  x  f(x) ≤  f 0    
r
i
 
r
i=0
δn
α 1−λ  x +  i −
r
2
 t φλ x                                                                … (3.11) 
                           ≤ 22rδn
α 1−λ  x  f 0 .  
From lemma 2.4 and for g ∈  Wrλ  ,   0 ≤ t φ
λ x ≤
1
δr
  , x ± rt φλ x 2 ∈ [0,1] , then we have 
 ∆rtφλ  x  g(x) ≤   ⋯
 t 2  φ
λ  x 
− t 2  φ
λ  x 
 g r  r +  ui
r
i=1
 du1du2 ⋯  dur
 t 2  φ
λ  x 
− t 2  φ
λ  x 
                                        … (3.12) 
                        ≤   g r  ⋯
 t 2  φ
λ x 
− t 2  φ
λ x 
 
δn
−r+α 1−λ  1 +  ui
r
i=1
 du1du2 ⋯  dur
 t 2  φ
λ x 
− t 2  φ
λ x 
 
Then we have  
 ∆rtφλ x  g(x) ≤ Ct
rδn
−r+α 1−λ  x  g r  . 
Now, using (3.9), (3.11) and (3.12) for   0 ≤ t φλ x ≤
1
δr
  , x ± rt φλ x 2 ∈ [0,1] 
Then we have 
 ∆rtφλ x  f(x) =  ∆
r
tφλ x  (f − g + g)(x)  
                           ≤  ∆rtφλ x  (f − g)(x) +  ∆
r
tφλ x  g(x)  
                          ≤ C δn
α 1−λ  x Kλ
α  f,
tr
δn
 1−λ  x 
 ≤ C tr . 
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