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SPECTRAL METHODS FOR TEMPERED FRACTIONAL
DIFFERENTIAL EQUATIONS
LIJING ZHAO, WEIHUA DENG, AND JAN S. HESTHAVEN
Abstract. In this paper, we first introduce fractional integral spaces, which
possess some features: (i) when 0 < α < 1, functions in these spaces are not
required to be zero on the boundary; (ii)the tempered fractional operators are
equivalent to the Riemann-Liouville operator in the sense of the norm. Spec-
tral Galerkin and Petrov-Galerkin methods for tempered fractional advection
problems and tempered fractional diffusion problems can be developed as the
classical spectral Galerkin and Petrov-Galerkin methods. Error analysis is
provided and numerically confirmed for the tempered fractional advection and
diffusion problems.
1. Introduction
Fractional calculus is a powerful mathematical tool to describe anomalous diffu-
sion or dispersion phenomena, where a Le´vy flight particle plume in the continuous
time random walk (CTRW) model spreads at a rate inconsistent with the classi-
cal Brownian motion [6]. More specifically, the Le´vy flight particle plume obeys
a power-law waiting time distribution in the subdiffusion and the power-law jump
length distribution in the superdiffusion, allowing the particle may to exhibit arbi-
trarily large jumps or long waiting time [21]. However, this may not be realistic for
the physical processes [5]; e.g., the biological particles moving in viscous cytoplasm,
displaying trapped dynamical behavior, just move in bounded physical space and
have a finite lifespan. Exponentially tempering the Le´vy measure is a suitable way
to ensure that the moments of Le´vy distributions are finite. This way, we recov-
er the spatially [5] or temporally tempered fractional Fokker-Planck equation [23].
Other applications for the tempered fractional derivatives and tempered differen-
tial equations can be found, for instance, in poroelasticity [14], finance [4], ground
water hydrology [23], and geophysical flows [24].
A growing number of numerical methods for solving the tempered fractional dif-
ferential equations (TFDEs), predominantly are based on finite difference methods,
including high order methods (cf. [4, 10, 19, 22] and the references therein). In ap-
plications, high order methods require high regularity as well as several derivatives
being zero at the boundary point (in the point to point sense) of the real solution to
be effective. Although the techniques proposed in [7, 31] can remove the nonphysi-
cal boundary requirement and maintain high order of convergence, requirements of
high regularity on the whole domain are still needed. However, since the fractional
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derivatives involve singular kernel, the solutions of FDEs are usually singular near
the boundaries.
Since fractional operators are non-local, spectral method appears to be a nat-
ural choice. Eigenfunctions of a fractional Sturm-Liouville operator are derived
in [29], and the use of a spectral collocation matrix is proposed in [30]; spectral
approximation results in weighted Sobolev spaces involving fractional derivatives
are derived in [9], including also rigorous convergence analysis. Collocation meth-
ods using fractional Birkhoff interpolation basis functions are proposed in [17] .
Since all of previous work is based on the “generalized Jacobian functions (GJF-
s)”
{
(1 + x)βJα,βn (x)
}N
n=0
, where Jα,βn (x) is Jacobi polynomial, the real solutions
must be zero at the boundary points. Furthermore, this kind of bases function only
solves the simple fractional ordinary problem aD
α
xu(x) = f(x). Spectral colloca-
tion methods for fractional problems using classical interpolation basis functions
with Legendre-Gauss-Lobatto or Chebyshev-Gauss-Lobatto collocated points are
proposed in [20] and [28]. Spectral accuracy still requires high regularity of the so-
lution on the whole domain, moreover, the computational costs can be very large.
Recently, fractional substantial equations on an infinite domain have been discussed
in [16] by modifying Laguerre functions, but only the simplest case saD
α
xu(x) = f(x)
has been addressed there. Here saD
α
x is the fractional substantial differential oper-
ator. To the knowledge of the authors, until now, there is hardly any spectral work
has been done to solve the TFDEs.
In this paper, we first study the fractional integral spaces, in which functions
are not required to be zero at the boundary point. Tempered fractional operators
are equal to the standard Riemann-Liouville operators in the sense of the discussed
integral spaces. Hence, we can derive the variational formulation for the TFDEs
using these spaces, and numerically solve the TFDEs with GJFs in the weak sense,
instead of in point to point sense or in the weighted space. This is one of the main
differences between the spectral methods in this paper and that of previous works.
The rest of the paper is organized as follows. In Section 2, we describe the
fractional integral spaces and study the properties of the tempered operators in
these spaces. Then in Section 3, we derive the variational formulations and the
spectral methods for the tempered advection and diffusion problems, respectively,
and we develop their convergence in detail. Associated numerical experiments are
present in Section 4 to support the theoretical results.
2. Functional Spaces for Tempered Fractional Differential
Equations
2.1. Tempered fractional operators. In this part, we review the definitions and
some properties of tempered fractional calculus. Let Ω = [a, b] be a finite interval
on the real axis R.
Definition 2.1 (Tempered fractional integrals [5]). For α > 0, λ ≥ 0, the left and
the right tempered fractional integral of order α are, respectively, defined as
(2.1) aI
α,λ
x u(x) := e
−λx
aI
α
x
(
eλxu(x)
)
=
1
Γ(α)
∫ x
a
e−λ(x−s)(x− s)α−1u(s)ds,
and
(2.2) xI
α,λ
b u(x) := e
λx
xI
α
b
(
e−λxu(x)
)
=
1
Γ(α)
∫ b
x
eλ(x−s)(s− x)α−1u(s)ds,
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where Γ presents the Euler gamma function, and aI
α
x denotes the left Riemann-
Liouville fractional integral operator
(2.3) aI
α
x u(x) =
1
Γ(α)
∫ x
a
(x− s)α−1u(s)ds,
and xI
α
b denotes the right Riemann-Liouville fractional integral operator
(2.4) xI
α
b u(x) =
1
Γ(α)
∫ b
x
(s− x)α−1u(s)ds.
The tempered fractional integrals (2.1) and (2.2) reduce to their corresponding
Riemann-Liouville integrals if λ = 0. For convenience, in the following, the fraction-
al integrals (2.1) and (2.2) are sometimes denoted as aD
−α,λ
x u(x) and xD
−α,λ
b u(x).
Definition 2.2 (Tempered fractional derivatives [5]). For n − 1 ≤ α < n, n ∈
N+, λ ≥ 0, the left and the right tempered fractional derivative are defined, respec-
tively, as
(2.5) aD
α,λ
x u(x) = e
−λx
aD
α
x
(
eλxu(x)
)
=
e−λx
Γ(n− α)
dn
dxn
∫ x
a
eλsu(s)
(x− s)α−n+1 ds,
and
(2.6) xD
α,λ
b u(x) = e
λx
xD
α
b
(
e−λxu(x)
)
=
eλx
Γ(n− α)
dn
dxn
∫ b
x
e−λsu(s)
(s− x)α−n+1 ds,
where aD
α
x and xD
α
b are, respectively, the left and the right Riemann-Liouville
fractional derivative operators [25]
(2.7) aD
α
xu(x) = D
n
aI
n−α
x u(x) =
1
Γ(n− α)
dn
dxn
∫ x
a
u(s)
(x− s)α−n+1 ds,
and
(2.8) xD
α
b u(x) = (−D)nxIn−αb u(x) =
(−1)n
Γ(n− α)
dn
dxn
∫ b
x
u(s)
(s− x)α−n+1 ds.
2.2. Fractional integral spaces.
2.2.1. Definitions. We denote by Lp(a, b) (1 ≤ p <∞) the set of Lebesgue measur-
able functions f on Ω = [a, b] for which ‖f‖Lp <∞, where ‖f‖p =
(∫ b
a
|f(x)|pdx
)1/p
,
1 ≤ p <∞.
Let AC[a, b] be the space of functions f which are absolutely continuous on [a, b].
It is known ([18], p. 338) that AC[a, b] coincides with the space of primitives of
Lebesgue summable functions:
(2.9) f(x) ∈ AC[a, b]⇔ f(x) = c+
∫ x
a
φ(x)dx, φ(x) ∈ L1(a, b),
where φ(x) = f ′(x), and c = f(a).
Denote by ACn[a, b] the space of functions f(x) which have continuous deriva-
tives up to order n− 1 on [a, b] such that f (n−1)(x) ∈ AC[a, b]:
(2.10) ACn[a, b] = {f : Dn−1f(x) ∈ AC[a, b]}.
In particular, AC1[a, b] = AC[a, b].
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In this paper, we focus on the fractional integral space of functions aI
α
x (Lp) and
xI
α
b (Lp), for α > 0 and 1 ≤ p <∞, defined by ([26], Definition 2.3)
(2.11) aI
α
x (Lp) := {f : f(x) = aIαxϕ(x), ϕ(x) ∈ Lp(a, b)} ,
(2.12) xI
α
b (Lp) := {f : f(x) = xIαb ϕ(x), ϕ(x) ∈ Lp(a, b)} ,
respectively.
Let us consider some properties of the defined fractional spaces. We only discuss
aI
α
x (Lp); similar results can be derived for xI
α
b (Lp).
Lemma 2.3. If f(x) ∈ aIαx (Lp), then there exists a unique ϕ(x) ∈ Lp(a, b), such
that f(x) = aI
α
xϕ(x).
Proof. If there are two functions ϕ1(x) and ϕ2(x) in Lp(a, b), such that
(2.13) f(x) = aI
α
xϕ1(x) = aI
α
xϕ2(x),
then
(2.14) aI
α
x (ϕ1(x)− ϕ2(x)) ≡ 0, a ≤ x ≤ b.
Assume that ν(x) := ϕ1(x) − ϕ2(x) 6= 0 in the sense of an Lp norm. Then s-
ince C∞([a, b]) is dense in Lp(a, b) ([13], p. 252), there exist {νn(x)} ∈ C∞(a, b),
(a1, b1) ⊆ (a, b), such that νn(x) → ν(x), n → ∞. Furthermore, there is N > 0,
and n > N , νn(x) = 0 in (a, a1), while νn(x) 6= 0 in (a1, b1), say νn(x) > 0. There-
fore, by the definition of the Riemann-Liouville fractional integral operator (2.3),
we have
(2.15) aI
α
b1νn(x) = a1I
α
b1νn(x) > 0,
which contradicts to (2.14). 
The characterization of the space aI
α
x (L1) is given by the following lemma.
Lemma 2.4 ([26], Theorem 2.3). In order that f(x) ∈ aIαx (L1), n− 1 ≤ α < n, it
is necessary and sufficient that aI
n−α
x f(x) ∈ ACn[a, b], and that
(2.16) aD
α−k
x f(x)
∣∣
x=a
= 0, k = 1, 2, · · · , n.
It is well known that [25] the equality aD
α
x aI
α
x f(x) = f(x) is valid for any
summable function f(x); while for f(x) ∈ L1(a, b) and aDαxf(x) ∈ L1(a, b), in
stead of f(x) ∈ aIαx [L1(a, b)], we have
(2.17) aI
α
x aD
α
xf(x) = f(x)−
n∑
k=1
(x− a)α−k
Γ(α− k + 1)aD
α−k
x f(x)
∣∣
x=a
.
From Lemma 2.4, it is easy to see that the following Corollary holds.
Corollary 2.5. If f(x) ∈ aIαx [L1(a, b)], then aIαx aDαxf(x) = f(x).
Therefore, we can see that:
(i) By the definitions of AC[a, b] as well as ACn[a, b] in (2.9)-(2.10), we have
aD
α
xf(x) ∈ L1(a, b) from aIn−αx f(x) ∈ ACn[a, b]. So aIn−αx f(x) ∈ ACn[a, b]
or “aD
α
xf(x) exists almost everywhere and is summable” is necessary but
not sufficient for f(x) ∈ aIαx (L1).
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(ii) It is clear [25] that for k = 1, 2, · · · , n, aIn−αx (x − a)α−k = Γ(α−k+1)Γ(n−k+1) (x −
a)n−k ∈ ACn[a, b], and aDα−k1x (x−a)α−k
∣∣
x=a
= 0 for k1 6= k, but aDα−kx (x−
a)α−k ≡ Γ(α− k+ 1) 6= 0. Thus, by Lemma 2.4, (x− a)α−k /∈ aIαx (L1). In
other words, some functions, which may destroy the general of the regular-
ity principle characterization, are excluded from the space aI
α
x (L1).
Remark 2.6. (i) We prove in Appendix A that if f(x) ∈ aIαx [L1(a, b)], then
the condition (2.16) is equivalent to
(2.18) Djf(x)
∣∣
x=a
= 0, j = 0, 1, · · · , n− 2, (if n ≥ 2); and aIn−αx f(x)
∣∣
x=a
= 0.
In particular, when 0 < α < 1, f(x) ∈ aIαx [L1(a, b)] does not need to be
zero at the left boundary. In fact, f(a) can be a constant or even infinite.
Let’s see an example: assume that 0 < α ≤ α′ < 1, f(x) = (x − a)α−α′ ,
then
(2.19) aI
1−α
x f(x) =
Γ(α− α′ + 1)
Γ(2− α′) (x− a)
1−α′ ∈ AC[a, b],
because, by (2.9),
(2.20) D
(
aI
1−α
x f(x)
)
=
Γ(α− α′ + 1)
Γ(1− α′) (x− a)
−α′ ∈ L1(a, b).
Also, aI
1−α
x f(x)
∣∣
x=a
= 0. Thus, by Lemma 2.4, we have f(x) ∈ aIαx [L1(a, b)].
While f(x) 6= 0, when x→ a.
(ii) It should be clarified that Corollary 2.5 is different from
(2.21) DnaI
n−α
x f(x) = aI
n−α
x D
nf(x) = aD
α
xf(x).
We know that [25] when f(x) ∈ ACn[a, b], we have
(2.22) aI
n−α
x D
nf(x) = aD
α
xf(x)−
n−1∑
k=0
Dkf(a)
Γ(k − α+ 1)(x− a)
k−α.
We also show in Appendix A that if f(x) ∈ ACn[a, b], and Djf(a) =
0, j = 0, 1, · · · , n−2, then f(x) ∈ aIαx [L1(a, b)]. So, from (2.22) and (2.18),
we get
(2.23) aI
n−α
x D
nf(x) = aD
α
xf(x)−
Dn−1f(a)
Γ(n− α) (x− a)
n−1−α,
but DO NOT recover (2.21).
Since Lp(a, b) can be embedded into Lq(a, b) for 1 ≤ q < p <∞ [26], we have
(2.24) aI
α
x [Lp(a, b)] ⊆ aIαx [Lq(a, b)].
By Lemma 2.3 and Corollary 2.5, we obtain that
Lemma 2.7.
(2.25) f(x) ∈ aIαx [Lp(a, b)]⇔ ∃ ϕ(x) ∈ Lp(a, b), s.t. f(x) = aIαxϕ(x),
where ϕ(x) = aD
α
xf(x).
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It follows that aI
α
xϕ(x) ≡ 0, ϕ(x) ∈ Lp(a, b), only in the case ϕ(x) ≡ 0. Thus we
can introduce the norm in aI
α
x [Lp(a, b)] by
(2.26) ‖f(x)‖
aIαx [Lp(a,b)]
= ‖aDαxf(x)‖p.
It is easy to see that the space aI
α
x [Lp(a, b)] with the norm (2.26) is a Banach space
as it is isometric to Lp(a, b).
Now, we can show another characterization of the fractional integral space.
Lemma 2.8 ([26], p.208 and p.337). When 0 < α < 1/p, and 1 < p <∞, then
(2.27) Hα,p[a, b] = Iα[Lp(a, b)] := aI
α
x [Lp(a, b)] = xI
α
b [Lp(a, b)],
up to the equivalence of norms. When 1/p < α < 1/p+ 1, then
(2.28) Hα,p0 [a, b] = aI
α
x [Lp(a, b)];
where
(2.29) Hα,p0 [a, b] = {f : f(x) ∈ Hα,p[a, b], and f(a) = 0} ,
(2.30) Hα,p[a, b] =
{
f : ∃ g(x) ∈ Hα,p(R), s.t. g(x)∣∣
[a,b]
= f(x)
}
,
with the norm ‖f(x)‖Hα,p[a,b] = inf ‖g(x)‖Hα,p(R).
2.2.2. Properties. Let us now discuss properties of the fractional integral spaces
introduced, to recover some useful results related to the tempered calculus.
Lemma 2.9 (Theorem 2.6, Theorem 3.5, Theorem 3.6 in [26]). (i) The frac-
tional integration operator aI
α
x is bounded in Lp(a, b) (p ≥ 1):
(2.31) ‖aIαxϕ(x)‖p ≤
(b− a)α
Γ(α+ 1)
‖ϕ(x)‖p.
(ii) If 0 < α < 1 and 1 < p < 1/α, then the fractional integration operator aI
α
x
is bounded from Lp(a, b) into Lq(a, b), where q =
p
1−αp .
(iii) If p > 1/α, the fractional integral operator aI
α
x is bounded from Lp(a, b) into
Cn0,α−1/p−n0 [a, b] if α−1/p /∈ N+, and aIαxϕ(x) = o
(
(x− a)α−1/p) as x→
a. where n0 = bα− 1/pc, and Cm,γ [a, b] is a Ho¨lder space defined by
(2.32)
Cm,γ [a, b]
=
{
f : f(x) ∈ Cm[a, b] and ∃ A > 0 s.t. |Dmf(x)−Dmf(y)||x−y|γ ≤ A ∀x, y ∈ (a, b)
}
.
(iv) If 0 < 1/p < α < 1 + 1/p, the fractional integral operator aI
α
x is bounded
from Lp(a, b) into c
n0,α−1/p−n0 [a, b], where n0 = bα − 1/pc, cm,γ [a, b] is
defined by
(2.33)
cm,γ [a, b] =
{
f : f(x) ∈ Cm[a, b] and |D
mf(x)−Dmf(y)|
|x− y|γ → 0 as x→ y
}
.
Remark 2.10. Inequality (2.31) demonstrates the rationality of the norm (2.26),
i.e., ‖aDαxf(x)‖p is indeed a norm rather than a semi-norm if f(x) ∈ aIαx [Lp(a, b)],
although f(x) might not be zero on the left boundary.
Lemma 2.11. If α1 > α2 ≥ 0, then aIα1x [Lp(a, b)] ⊆ aIα2x [Lp(a, b)].
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Proof. Firstly, if f(x) ∈ aIα1x [Lp(a, b)], then there is ϕ(x) ∈ Lp(a, b), such that
(2.34) f(x) = aI
α1
x ϕ(x) = aI
α2
x aI
α1−α2
x ϕ(x).
From Lemma 2.9 and ϕ(x) ∈ Lp(a, b), we have aIα1−α2x ϕ(x) ∈ Lp(a, b). Thus,
f(x) ∈ aIα2x [Lp(a, b)].
Secondly, by (2.26) and (2.31), we have
(2.35)
‖f(x)‖
aI
α2
x [Lp(a,b)]
= ‖aIα1−α2x ϕ(x)‖p ≤ C · ‖ϕ(x)‖p = C · ‖f(x)‖aIα1x [Lp(a,b)].

Next, we show that the tempered fractional operation is equivalent to fractional
operation in the space aI
α
x [Lp(a, b)].
Lemma 2.12 (Lemma 10.3 in [26]). Let α > 0, σ ∈ R, and 1 ≤ p <∞. Then
(2.36) e−σxaIαx e
σxu(x) ∈ aIαx [Lp(a, b)]⇔ u(x) ∈ Lp(a, b);
(2.37) e−σxaDαx e
σxu(x) ∈ Lp(a, b)⇔ u(x) ∈ aIαx [Lp(a, b)].
Corollary 2.13. Let α > 0, σ ∈ R, and 1 ≤ p <∞. Then
(2.38) u(x) ∈ aIαx [Lp(a, b)]
if and only if
(2.39) eσxu(x) ∈ aIαx [Lp(a, b)],
and there are positive constants C1 and C2, which depend on α, σ, and a, b, such
that
(2.40) C1‖u(x)‖aIαx [Lp(a,b)] ≤ ‖eσxu(x)‖aIαx [Lp(a,b)] ≤ C2‖u(x)‖aIαx [Lp(a,b)].
Proof. If u(x) ∈ aIαx [Lp(a, b)], then there exists ν(x) ∈ Lp(a, b), such that
u(x) = aI
α
x ν(x) = aI
α
x e
−σxeσxν(x) := aIαx e
−σxν˜(x),
where ν˜(x) = eσxν(x) ∈ Lp(a, b). Therefore, eσxu(x) = eσxaIαx e−σxν˜(x). Then,
by Lemma 2.12, we have eσxu(x) ∈ aIαx [Lp(a, b)]. Similarly, we have e−σxu(x) ∈
aI
α
x [Lp(a, b)].
If eσxu(x) ∈ aIαx [Lp(a, b)], then by the above analysis, we have
e−σx (eσxu(x)) = u(x) ∈ aIαx [Lp(a, b)].
Finally, by Eqs. (2.26), (2.31), and Lemma 2.12, we have
‖eσxu(x)‖
aIαx [Lp(a,b)]
= ‖eσxaIαx e−σxν˜(x)‖aIαx [Lp(a,b)] ≤ C‖ν˜(x)‖p ≤ C2‖u(x)‖aIαx [Lp(a,b)].
The lower bound
C1‖u(x)‖aIαx [Lp(a,b)] ≤ ‖eσxu(x)‖aIαx [Lp(a,b)]
can be obtained in a similar way. 
From Corollary 2.13, Lemma 2.4, and Lemma A.1, the following corollary follows.
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Corollary 2.14. Let n − 1 ≤ α < n, and σ ∈ R. If u(x) ∈ aIαx [Lp(a, b)], then
aI
n−α
x (e
σxu(x)) ∈ ACn[a, b], and
(2.41) aD
α−k
x (e
σxu(x))
∣∣
x=a
= 0, k = 1, 2, · · · , n.
Also,
(2.42) Dj (eσxu(x))
∣∣
x=a
= 0, j = 0, 1, · · · , n− 2.
Lemma 2.15. Let α1 > 0, α2 > 0, α1+α2 = α, and λ > 0. If u(x) ∈ aIαx [Lp(a, b)],
then
(2.43) aD
α,λ
x u(x) = aD
α1,λ
x aD
α2,λ
x u(x),
and
(2.44) aD
α2,λ
x u(x) ∈ aIα1x [Lp(a, b)].
Proof. If u(x) ∈ aIαx [Lp(a, b)], then from Corollary 2.13, we have eλxu(x) ∈ aIαx [Lp(a, b)].
From Lemma 2.11, there is eλxu(x) ∈ aIα2x [Lp(a, b)]. So, by Corollary 2.14, we have
aD
α2−k
x
(
eλxu(x)
) ∣∣
x=a
= 0, k = 1, 2, · · · , dα2e.
Thus ([25], p.74),
aD
α1,λ
x aD
α2,λ
x u(x)
= e−λxaDα1x aD
α2
x e
λxu(x)
= e−λxaDαx
(
eλxu(x)
)− e−λx dα2e∑
j=1
(x− a)−α1−j
Γ(1− α1 − j) · aD
α2−j
x
(
eλxu(x)
) ∣∣
x=a
= aD
α,λ
x u(x).
Since eλxu(x) ∈ aIαx [Lp(a, b)], there exists ϕ(x) ∈ Lp(x), such that eλxu(x) =
aI
α
xϕ(x), and
aD
α2,λ
x u(x) = e
−λx
aD
α2
x e
λxu(x) = e−λxaDα2x aI
α
xϕ(x) = e
−λx
aI
α1
x ϕ(x).
Thus, we obtain aD
α2,λ
x u(x) ∈ aIα1x [Lp(a, b)] from Corollary 2.13. 
In the following, we mainly focus on specific cases aI
α
x [Lp(a, b)] and xI
α
b [Lp(a, b)]
when p = 2.
Lemma 2.16. Let α > 0, λ > 0. If u(x) ∈ L2(a, b), v(x) ∈ L2(a, b), then
(2.45)
(
aI
α,λ
x u(x), v(x)
)
=
(
u(x), xI
α,λ
b v(x)
)
.
Proof. By Definition 2.1 and Property A.2 of [12], (2.45) can be easily obtained. 
Lemma 2.17. Let n − 1 ≤ α < n, λ > 0. If u(x) ∈ aIα,λx [L2(a, b)], v(x) ∈
xI
α,λ
b [L2(a, b)], then
(2.46)
(
aD
α,λ
x u(x), v(x)
)
=
(
u(x), xD
α,λ
b v(x)
)
.
Proof. If u(x) ∈ aIα,λx [L2(a, b)], v(x) ∈ xIα,λb [L2(a, b)], then from Corollary 2.13,
Lemmas 2.7 and 2.9, we have
u(x) ∈ L2(a, b), v(x) ∈ L2(a, b), and aDα,λx u(x) ∈ L2(a, b), xDα,λb v(x) ∈ L2(a, b).
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From Corollary 2.5 and Lemma 2.16, we can easily get
(
aD
α,λ
x u(x), v(x)
)
=
(
aD
α,λ
x u(x), xI
α,λ
b xD
α,λ
b v(x)
)
=
(
u(x), xD
α,λ
b v(x)
)
.

For any function h(x), x ∈ [a, b], by means of zero extention, it can also be viewed
as a function defined on R. So, it can be noticed that if a function g(x) ∈ Lp(a, b),
then ĝ(ω) ∈ Lp(R), where ĝ(ω) = F(g)(ω), where F [g(x)](ω) =
∫
R e
iωxg(x) dx is
the Fourier transform operators. For the tempered integration operators, it can be
proved as in [8] that
(2.47) F [ aD−α,λx g(x)](ω) = (λ− iω)−αĝ(ω),
and
(2.48) F [ xD−α,λb g(x)](ω) = (λ+ iω)−αĝ(ω).
But unfortunately, similar statement for the tempered fractional derivative
(2.49) F [ aDα,λx g(x)](ω) = F [−∞Dα,λx g(x)](ω) = (λ− iω)αĝ(ω)
is NOT true, even when g(x) ∈ Iα[Lp(a, b)], where 0 < α < 1/p, and 1 < p < ∞.
However, we can still prove the following result, similar to Lemma 2.4 in [12].
Lemma 2.18. Let 0 < α < 12 , and λ ≥ 0. If f(x) ∈ Lp(a, b), p = 21+2α , then
(2.50)
(
aI
α,λ
x f(x), xI
α,λ
b f(x)
)
≥ cos(piα)·‖ aIα,λx f(x)‖22 = cos(piα)·‖ xIα,λb f(x)‖22.
Proof. Firstly, since 1 < p = 21+2α <
1
α , from (ii) of Lemma 2.9, we can see that
aI
α,λ
x f(x) ∈ L2(a, b). Also xIα,λb f(x) ∈ L2(a, b).
By noticing that
(2.51) (λ+ iω)−α = |λ2 + ω2|−α/2e−iθα, and (λ− iω)−α = |λ2 + ω2|−α/2eiθα,
where tan θ = ωλ , we can get
(2.52) (λ+ iω)−α = (λ− iω)−α · e2iθα, and |θ| ≤ pi
2
.
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Therefore, from Eqs. (2.47) and (2.48), we have
(2.53)
(
aI
α,λ
x f(x), xI
α,λ
b f(x)
)
=
∫∞
−∞(λ− iω)−αf̂(ω) · (λ+ iω)−αf̂(ω) dω
=
∫∞
−∞(λ− iω)−αf̂(ω) · e2iθα(λ− iω)−αf̂(ω) dω
=
∫∞
−∞ cos(2θα)F
(
aI
α,λ
x f(x)
)
(ω)F
(
aI
α,λ
x f(x)
)
(ω) dω
+i
∫∞
0
sin(2θα)
[
F (aIα,λx f(x)) (ω)F (aIα,λx f(x)) (ω) dω
−F (aIα,λx f(x)) (−ω)F (aIα,λx f(x)) (−ω) dω] dω
=
∫∞
−∞ cos(2θα)F
(
aI
α,λ
x f(x)
)
(ω)F
(
aI
α,λ
x f(x)
)
(ω) dω
+i
∫∞
0
sin(2θα)
[
F (aIα,λx f(x)) (ω)F (aIα,λx f(x)) (−ω) dω
−F (aIα,λx f(x)) (−ω)F (aIα,λx f(x)) (ω) dω] dω
=
∫∞
−∞ cos(2θα)F
(
aI
α,λ
x f(x)
)
(ω)F
(
aI
α,λ
x f(x)
)
(ω) dω.
Since
(2.54) |2θα| ≤ αpi < pi
2
, and cos(2θα) ≥ cos(αpi) > 0,
we have
(2.55)
(
aI
α,λ
x f(x), xI
α,λ
b f(x)
)
≥ cos(αpi)‖aIα,λx f(x)‖22.

3. Variational Formulations and Spectral Analysis for Tempered
Problems
Based on the analysis in Section 2, we can now discuss the weak solutions and
spectral methods based on the fractional integral spaces. We focus on the following
tempered stationary problems:
(3.1)
{
aD
α1,λ
x u(x) + d · aDα2,λx u(x) = f(x), α1 > α2 ≥ 0, λ > 0,
aD
α1−1,λ
x u(x)
∣∣
x=a
= 0, and aD
α1−1,λ
x u(x)
∣∣
x=b
= ub (if 1 < α1 < 2) .
where ub ∈ R. When 0 < α1 < 1, we call (3.1) a tempered fractional advection
problem, while if 1 < α2 < α1 < 2, (3.1) is named as tempered fractional diffusion
problem. For the case when 0 < α2 < 1 < α1 < 2, (3.1) is a tempered fractional
advection-diffusion problem, which will be discussed in our future work.
In fact, (3.1) can be generalized to multi-term fractional differential equations
[25], which can be likewise be studied without additional difficulty. It has been
showed in [11] that multi-term fractional problems are dominated by the behavior
of the highest order of fractional operator, which suggests that it suffices to discuss
(3.1) to understand general multi-term problems.
Without loss of generality, we restrict our attention to the interval (−1, 1).
3.1. Tempered fractional advection problem. We begin by discussing (3.1)
when 0 ≤ α2 < α1 < 1.
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3.1.1. Variational formulation. In order to derive a variational form of (3.1) for 0 ≤
α2 < α1 < 1, we assume that u(x) is a sufficiently smooth solution to −1Dα,λx u(x) =
f(x). By multiplying an arbitrary v(x) ∈ C∞0 (−1, 1), it can be obtained that∫ 1
−1
−1Dα,λx u(x) · v(x) dx =
∫ 1
−1
−1Dα/2,λx u(x) · xDα/2,λ1 v(x) dx =
∫ 1
−1
f(x)v(x) dx.
Since 0 ≤ α2 < α1 < 1, by Lemma 2.11, there is Iα1 [L2(a, b)] ⊆ Iα2 [L2(a, b)].
Thus, by (2.27), we can define the associated bilinear form B1 : I
α1/2[L2(−1, 1)]×
Iα1/2[L2(−1, 1)] −→ R for (3.1) as
(3.2)
B1(u, v) :=
(
−1Dα1/2,λx u(x), xD
α1/2,λ
1 v(x)
)
+ d
(
−1Dα2/2,λx u(x), xD
α2/2,λ
1 v(x)
)
.
For a given f(x) ∈ Lp(−1, 1), p = 21+α1 , we define the associated linear functional
F1 : I
α1/2[L2(−1, 1)] −→ R as
(3.3) F1(v) := 〈f, v〉.
By Lemma 2.9, we know that if v(x) ∈ Iα1/2[L2(−1, 1)], 0 < α1 < 1, then v(x) ∈
Lq(−1, 1), q = 21−α1 . Since 1p + 1q = 1, the duality pairings in (3.3) are well defined
([13], p.640).
We shall show later that the functions in space Iα1/2[L2(−1, 1)] still satisfy the
boundary condition in (3.1), i.e., aD
α1−1,λ
x u(x)
∣∣
x=−1 = 0 if u(x) ∈ Iα1/2[L2(−1, 1)].
Thus, the Galerkin variational solution of (3.1) can be defined as follows.
Definition 3.1 (Variational Formulation). A function u(x) ∈ Iα1/2[L2(−1, 1)] is a
variational solution of problem (3.1) with 0 ≤ α2 < α1 < 1 provided
(3.4) B1(u, v) = F1(v) ∀v(x) ∈ Iα1/2[L2(−1, 1)].
We shall now show that there exists a unique solution to (3.4).
Lemma 3.2. The bilinear form B1(·, ·) is continuous on Iα1/2[L2(−1, 1)]×Iα1/2[L2(−1, 1)].
Proof. From the definitions of B1(·, ·) in (3.2), of the tempered fractional derivatives
in Definition 2.2, of (i) of Lemma 2.9, and of the space norm in (2.26), as well as
Corollary 2.13, it follows that
|B1(u, v)| ≤ ‖−1Dα1/2x
(
eλxu(x)
) ‖2 · ‖xDα1/21 (e−λxv(x)) ‖2
+|d| · ‖−1I
α1−α2
2
x −1Dα1/2x
(
eλxu(x)
) ‖2 · ‖xI α1−α221 xDα1/21 (e−λxv(x)) ‖2
≤ ‖eλxu(x)‖Iα/2[L2(−1,1)] · ‖e−λxv(x)‖Iα/2[L2(−1,1)]
≤ C · ‖u‖Iα/2[L2(−1,1)] · ‖v‖Iα/2[L2(−1,1)].

Lemma 3.3. If d > −Γ
2(α1−α22 +1)
2α1−α2 , then the bilinear form B1(·, ·) satisfies the
inf-sup condition, i.e., ∃ C > 0, such that
(3.5) sup
06=v∈I α2 (L2)
|B1(u, v)|
‖u‖
I
α1
2 (L2)
· ‖v‖
I
α1
2 (L2)
≥ C ∀ 0 6= u ∈ I α12 (L2).
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Proof. For any u(x) ∈ Iα1/2[L2(−1, 1)], there exists φ(x) ∈ L2(−1, 1), such that
eλxu(x) = −1I
α1
2
x φ(x). Let v(x) = eλx xI
α1
2
1 φ(x) ∈ xI
α1
2
1 [L2(−1, 1)]. Then, if
d < 0, by Lemma 2.9 and Corollary 2.13, we have
(3.6)
|B1(u, v)| ≥ ‖φ(x)‖22 + d ·
∥∥∥∥−1I α1−α22x φ(x)∥∥∥∥
2
·
∥∥∥∥xI α1−α221 φ(x)∥∥∥∥
2
≥ (1 + d · 2α1−α2/Γ2 (α1−α22 + 1)) · ‖φ(x)‖22
≥ C ·
∥∥∥e−λx−1Iα1/2x φ(x)∥∥∥
I
α1
2 [L2(−1,1)]
·
∥∥∥eλxxIα1/21 φ(x)∥∥∥
I
α1
2 [L2(−1,1)]
= C · ‖u‖
I
α1
2 [L2(−1,1)]
· ‖v‖
I
α1
2 [L2(−1,1)]
.
While if d ≥ 0, we can get similar result by using Lemma 2.18. So,
(3.7) sup
06=v∈I
α1
2 (L2)
|B1(u, v)|
‖u‖
I
α1
2 (L2)
· ‖v‖
I
α1
2 (L2)
≥ C ∀ 0 6= u ∈ I α12 (L2).

Similarly, we can prove the following lemma.
Lemma 3.4. If d > −Γ
2(α1−α22 +1)
2α1−α2 , then the bilinear form B1(·, ·) satisfies the
“transposed” inf-sup condition, i.e.,
(3.8) sup
06=u∈I
α1
2 (L2)
|B1(u, v)| > 0 ∀ 0 6= v ∈ I
α1
2 (L2).
Lemma 3.5. The linear function F1(·) is continuous over Iα1/2[L2(−1, 1)].
Proof. This result follows from Lemma 2.9 since
F1(v) = 〈f, v〉 ≤ ‖f‖p · ‖v‖q ≤ C‖f‖p · ‖v‖Iα1/2[L2(−1,1)],
where p = 21+α1 , q =
2
1−α1 , and
1
p +
1
q = 1. 
By Lemmas 3.2-3.5, B1(·, ·) and F1(·) satisfy the hypotheses of the inf-sup con-
dition [2]. Thus, the weak formulation (3.4) has a unique solution.
Theorem 3.6. If d > −Γ
2(α1−α22 +1)
2α1−α2 , then the variation formulation (3.4) admits
a unique solution u(x) ∈ Iα1/2[L2(−1, 1)] satisfying
(3.9) ‖u(x)‖2 ≤ C‖u(x)‖q ≤ C‖u(x)‖Iα1/2[L2(−1,1)] ≤ C‖f‖p,
where p = 21+α1 , q =
2
1−α1 .
Proof. Since u(x) ∈ Iα1/2[L2(−1, 1)], 0 < α1 < 1, by Lemma 2.9, we know that
u(x) is bounded from Iα1/2[L2(−1, 1)] into Lq(−1, 1).
Since q = 21−α1 > 2, and Lq(−1, 1) ⊆ L2(−1, 1), we have ‖u(x)‖2 ≤ C‖u(x)‖q.

3.1.2. Petrov-Galerkin spectral methods. In this subsection we propose a spectral
method to numerically solve (3.4).
Define PN−1[−1, 1] as the polynomials spaces of degree less than or equal to
N − 1 (if N = 0, we define P−1[−1, 1] := {0}), and define
(3.10)
ΦN [−1, 1] := e−λx·−1Iα1/2x [PN−1[−1, 1]] , and ΨN [−1, 1] := eλx·xIα1/21 [PN−1[−1, 1]] .
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It is clear from Corollary 2.13 that ΦN [−1, 1] ⊆ Iα1/2[L2(−1, 1)], ΨN [−1, 1] ⊆
Iα1/2[L2(−1, 1)].
The Petrov-Galerkin approximation of (3.4) is: find uN (x) ∈ ΦN [−1, 1], such
that
(3.11) B1(uN , ψN ) = 〈f, ψN 〉 ∀ψN (x) ∈ ΨN [−1, 1].
Since ΦN [−1, 1] is not the same as ΨN [−1, 1], to prove the existence and uniqueness
of the solution to (3.11), we need to show [2]:
• Discrete inf-sup condition: ∃ C > 0, such that
(3.12)
sup
06=ψN∈ΨN
|B1(uN , ψN )|
‖uN‖Iα/2[L2(−1,1)] · ‖ψN‖Iα/2[L2(−1,1)]
≥ C ∀ 0 6= uN ∈ ΦN [−1, 1],
• Discrete “transposed” inf-sup condition:
(3.13) sup
0 6=uN∈ΦN [−1,1]
|B1(uN , ψN )| > 0 ∀ 0 6= ψN ∈ ΨN [−1, 1].
These can be proved similarly to Lemmas 3.3 and 3.5. Thus, the following result
holds.
Theorem 3.7. If d > −Γ
2(α1−α22 +1)
2α1−α2 , then the discrete problem (3.11) admits a
unique solution uN (x) ∈ ΦN [−1, 1], satisfying
(3.14) ‖uN (x)‖Iα1/2[L2(−1,1)] ≤ C‖f(x)‖p.
Moreover, if u(x) is the solution of (3.4), we have
(3.15)
‖u−uN‖2 ≤ C‖u−uN‖q ≤ C‖u−uN‖Iα1/2[L2(−1,1)] ≤ C infφN∈ΦN ‖u−φN‖Iα1/2[L2(−1,1)],
where p = 21+α1 , q =
2
1−α1 .
3.1.3. Error estimates. Denote ΠN as the L2(−1, 1) orthogonal projection operator.
For ΠN , the error estimate is well known ([3], p.283):
(3.16) ‖v(x)−ΠNv(x)‖2 ≤ CN−m |v(x)|Hm(−1,1) ∀v(x) ∈ Hm(−1, 1), m ≥ 0,
where Hm(−1, 1) = Wm,2(−1, 1) consists of all locally summable functions ϕ :
(−1, 1) −→ R, such that for each k, 0 ≤ k ≤ m, Dkϕ(x) exists in the weak sense
and belongs to L2(−1, 1).
We can combine the previous results into an error estimate.
Lemma 3.8. Let u(x) solve (3.4), and uN (x) solve (3.11). If e
λxu(x) ∈ −1Iα1/2x [Hm(−1, 1)],
m ≥ 0, then there is a constant C such that
(3.17) ‖u(x)− uN (x)‖2 ≤ CN−m
∥∥∥−1Dm+α1/2x (eλxu(x))∥∥∥
2
.
Proof. By Lemma 2.7 we know that if eλxu(x) ∈ −1Iα1/2x [Hm(−1, 1)], then −1Dα1/2x
(
eλx·
u(x)
) ∈ Hm(−1, 1). So, from (3.15), the definition (2.26), and Theorem 3.7, we
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have
(3.18)
‖u(x)− uN (x)‖2 ≤ C infvN∈ΦN [−1,1]
∥∥eλxu(x)− eλxvN (x)∥∥Iα1/2[L2(−1,1)]
≤ C
∥∥∥−1Dα1/2x (eλxu(x))−ΠN (−1Dα1/2x (eλxu(x)))∥∥∥
2
≤ CN−m
∥∥∥−1Dm+α1/2x (eλxu(x))∥∥∥
2
.

We have the following result to describe the regularity of the solution to (3.4).
The proof of of this is given in Appendix B.
Theorem 3.9. Let u(x) solve (3.1) with 0 ≤ α2 < α1 < 1, then the following
statements are equivalent:
(i)
(3.19) eλxu(x) ∈ −1Iα1/2x [Hm(−1, 1)], m ≥ 0;
(ii)
(3.20) u(x) = e−λx (u1(x) + u2(x)) ,
where
(3.21a) u1(x) ∈ (1 + x)α1/2 · Pm−1[−1, 1],
(3.21b)
u2(x) ∈Wm,q(−1, 1), q = 2
1− α1 , and u2(x) = o
(
(1 + x)m+
α1
2 − 12
)
, as x→ −1;
(iii)
(3.22) f(x) = e−λx (f1(x) + f2(x)) ,
where
(3.23a) f1(x) ∈ (1 + x)−α1/2 · Pm−1[−1, 1] + (1 + x)α1/2−α2 · Pm−1[−1, 1],
(3.23b)
f2(x) ∈Wm,p(−1, 1), p = 2
1 + α1
, and f2(x) = o
(
(1 + x)m−
α1
2 − 12
)
, as x→ −1.
Remark 3.10. Here we note that from (3.20)-(3.21b), it can be seen −1Dα−1,λx u(x)
∣∣
x=−1 =
0 holds, i.e., u(x) satisfies the boundary conditions of (3.1) for 0 < α1 < 1.
Remark 3.11. Unlike the result in Lemma 2.11, where eλxu(x) ∈ −1Iα1/2x [L2(−1, 1)]
implies eλxu(x) ∈ −1Iα2/2x [L2(−1, 1)], here eλxu(x) ∈ −1Iα2/2x [Hm(−1, 1)] can-
not be derived from eλxu(x) ∈ −1Iα1/2x [Hm(−1, 1)], when m ≥ 1. For example,
for a constant function c0, it is clear that −1I
α1/2
x c0 =
c0
Γ(1+α1/2)
(x + 1)α1/2 ∈
−1I
α1/2
x [Hm(−1, 1)], and c0Γ(1+α1/2) (x + 1)α1/2 = c0Γ(1+α1−α22 ) −1I
α2/2
x (x + 1)
α1−α2
2 .
Since (x+ 1)
α1−α2
2 /∈ Hm(−1, 1), −1Iα1/2x c0 /∈ −1Iα2/2x [Hm(−1, 1)].
Combining Lemma 3.8 and Theorem 3.9, we recover the error estimate as follows.
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Theorem 3.12. Let e−λxu(x) ∈ −1Iα1/2x [Hm(−1, 1)], m ≥ 0, solve (3.4), and
uN (x) solve (3.11). If |d| < Γ(α1−α2+1)2α1−α2 , then, there is a constant C such that
(3.24) ‖u(x)− uN (x)‖2 ≤ CN−m ‖f2(x)‖Wm,p(−1,1) ,
where p = 21+α1 , and f2(x) is given in (3.23b).
Proof. If eλxu(x) ∈ −1Iα1/2x [Hm(−1, 1)] , by the above analysis we have
(3.25)
Dm−1Dα1/2x
(
eλxu(x)
)
= −1Iα1/2x D
mf2(x)− d · −1Iα1−α2x Dm−1Dα1/2x
(
eλxu(x)
)
,
which implies by Lemma 2.9 that
(3.26)
∥∥∥Dm−1Dα1/2x (eλxu(x))∥∥∥
2
≤ C ‖Dmf2(x)‖p + |d| · 2
α1−α2
Γ(α1−α2+1)
∥∥∥Dm−1Dα1/2x (eλxu(x))∥∥∥
2
.
Thus,
(3.27)(
1− |d| · 2
α1−α2
Γ(α1 − α2 + 1)
)∥∥∥Dm−1Dα1/2x (eλxu(x))∥∥∥
2
≤ C ‖f2(x)‖Wm,p(−1,1) .

Remark 3.13. We note that although the limitation for the parameter d is required
for the theoretical analysis, the examples in Section 4.2 suggest that it can be
relaxed.
3.1.4. Numerical implementation. In order to numerically solve (3.4), we recall the
following formulas ([1], p.20):
(3.28) −1Iαx
(
(1 + x)δJγ,δn (x)
)
=
Γ(n+ δ + 1)
Γ(n+ δ + α+ 1)
(1 + x)δ+αJγ−α,δ+αn (x),
(3.29) xI
α
1
(
(1− x)δJδ,γn (x)
)
=
Γ(n+ δ + 1)
Γ(n+ δ + α+ 1)
(1− x)δ+αJδ+α,γ−αn (x),
where α > 0, γ > −1, β ∈ R, and the Jacobi polynomials, Jα,βn (x), are defined by
(3.30) (1− x)α(1 + x)βJα,βn (x) =
(−1)n
2nn!
dn
dxn
[
(1− x)n+α(1 + x)n+β] .
Recall that Jacobi polynomials are orthogonal on [−1, 1] with respect to (1 −
x)α(1 + x)β when α > −1, β > −1, however, many of the formulas also hold when
α ∈ R or β ∈ R [27], e.g., Eqs. (3.28) and (3.29), and
(3.31) Jα,βn (x) = (−1)nJβ,αn (−x),
(3.32) Jα,βn (1) =
Γ(n+ α+ 1)
Γ(n+ 1)Γ(α+ 1)
.
Using the properties of the Riemann-Liouville fractional derivatives −1Dαx −1I
α
x =
I and xD
α
1 xI
α
1 = I, formulae (3.28) and (3.29) can be rewritten, respectively, as
(3.33) −1Dαx
(
(1 + x)δ+αJγ−α,δ+αn (x)
)
=
Γ(n+ δ + α+ 1)
Γ(n+ δ + 1)
(1 + x)δJγ,δn (x),
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(3.34) xD
α
1
(
(1− x)δ+αJδ+α,γ−αn (x)
)
=
Γ(n+ δ + α+ 1)
Γ(n+ δ + 1)
(1− x)δJδ,γn (x).
Remark 3.14. It is clear from Eqs. (3.28), (3.29), and (3.33), (3.34) that −1Iαx −1D
α
x =
I and xI
α
1 xD
α
1 = I hold for functions (1+x)
δ+αJγ−α,δ+αn (x) and (1−x)δ+αJδ+α,γ−αn (x),
respectively, when α > 0, δ > −1, and γ ∈ R.
We construct trial functions and test functions respectively as follows:
(3.35)
φn(x) := e
−λx−1I
α1
2
x Ln(x) =
Γ(n+ 1)
Γ(n+ 1 + α12 )
e−λx(1+x)
α1
2 J
−α12 ,
α1
2
n (x), 0 ≤ n ≤ N−1,
and
(3.36)
ψn(x) := e
λx
xI
α1
2
1 Ln(x) =
Γ(n+ 1)
Γ(n+ 1 + α12 )
eλx(1− x)α12 J
α1
2 ,−
α1
2
n (x), 0 ≤ n ≤ N − 1,
where Ln(x) = J
0,0
n (x), n ≥ 0, are Legendre polynomials, which are orthogonal in
the L2 sense [3, 15]:
(3.37)
∫ 1
−1
Ln(x)Lm(x) = γnδmn, γn =
2
2n+ 1
.
Denote
(3.38) uN (x) =
N−1∑
n=0
uˆnφn(x) = e
−λx
N−1∑
n=0
uˆn
Γ(n+ 1)
Γ(n+ 1 + α12 )
(1 + x)
α1
2 J
−α12 ,
α1
2
n (x).
By Eqs. (3.2), (3.3), (3.33), (3.34), and (3.37), (3.11) can be rewritten as
(3.39) Au = f,
where u = [uˆ0, uˆ1, · · · , uˆN−1]T , fk =
∫ 1
−1 f(x)ψk(x), k = 0, 1, · · · , N − 1, A =
A1 + d ·A2, and
(3.40) (A1)n,n =
2
2n+ 1
, (A1)m,n = 0, m 6= n, n = 0, 1, · · · , N − 1.
(3.41)
(A2)k,n =
Γ(k+1)Γ(n+1)
Γ(k+1+
α1−α2
2 )Γ(n+1+
α1−α2
2 )
·∫ 1
−1(1− x2)
α1−α2
2 J
α1−α2
2 ,−
α1−α2
2
k (x)J
−α1−α22 ,
α1−α2
2
n (x) dx, k, n = 0, 1, · · · , N − 1.
Remark 3.15. By Eq. (3.31), we have
(3.42)
∫ 1
−1(1− x2)
α1−α2
2 J
α1−α2
2 ,−
α1−α2
2
k (x)J
−α1−α22 ,
α1−α2
2
n (x) dx
= (−1)n+k∑Ni=0 J α1−α22 ,−α1−α22n (−xi)J−α1−α22 ,α1−α22k (−xi)ωi
= (−1)n+k∑Ni=0 J α1−α22 ,−α1−α22n (xN−i)J−α1−α22 ,α1−α22k (xN−i)ωi
= (−1)n+k∑Ni=0 J α1−α22 ,−α1−α22n (xi)J−α1−α22 ,α1−α22k (xi)ωi,
where {xi}Ni=0 and {ωi}Ni=0 are Gauss quadrature nodes and wights w.r.t. the weight
function (1 − x)α1−α22 (1 + x)α1−α22 , respectively. Since −xi = xN−i, because the
symmetric weight function [3], and we have
(3.43) (A2)k,n = (−1)n+k(A2)n,k.
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Remark 3.16. Here we emphasize that if u(x) ∈ −1Dα/2x [L2(−1, 1)], then u(x) ∈
Lq(−1, 1), q = 21−α , and −1Dα/2x u(x) ∈ L2(−1, 1), so −1Dα/2x u(x) =
∑∞
n=0 uˆnLn(x),
where uˆn =
2n+1
2
∫ 1
−1 −1D
α/2
x u(x)Ln(x) dx. Also ‖u(x)−uN (x)‖q → 0, as N →∞,
see [27]. In particular, we can see in numerical results that if −1D
α/2
x u(x) being as
a jump function, then there is even ‖u(x) − uN (x)‖q ≤ CN−1/2 · ‖−1Dα/2x u(x)‖2.
That is, although uN (−1) ≡ 0, we can still approximate the function u(x), which
might be non-zero or even unbounded at the left boundary point, in the sense
of Lq(−1, 1).
3.2. Tempered fractional diffusion problem. Let us not finally discuss (3.1)
when 1 < α2 < α1 < 2.
3.2.1. Variational formulation. In order to derive a variational form of problem
(3.1) for 1 < α2 < α1 < 2, we assume u(x) is sufficiently smooth, and v(x) ∈
C∞0 (−1, 1). Then, for 1 < α < 2∫ 1
−1 −1D
α,λ
x u(x) · v(x) dx =
∫ 1
−1 −1D
1,λ
x −1D
α−1,λ
x u(x) · v(x) dx
=
∫ 1
−1 −1D
α−1
2 ,λ
x u(x) · xD
α+1
2 ,λ
1 v(x) dx.
Since v(1) = 0 if v(x) ∈ xI
α+1
2
1 [L2(−1, 1)] when α > 1 by (2.18), we can define the
Petrov-Galerkin variational formulation of (3.1) for 1 < α2 < α1 < 2 as follows.
Let
(3.44)
X(−1, 1) :=
{
u : u(x) ∈ −1I
α1−1
2
x [L2(−1, 1)], and −1Dα1−1x
(
eλxu(x)
) ∣∣
x=−1 = 0
}
.
Definition 3.17 (Variational Formulation). A function u(x) ∈ X(−1, 1) is a varia-
tional solution of problem (3.1) with 1 < α2 < α1 < 2, provided −1Dα1−1x u(x)
∣∣
x=1
=
ub, and
(3.45) B2(u, v) = F2(v) ∀v(x) ∈ xI
α1+1
2
1 [L2(−1, 1)],
where the bilinear form B2 : X(−1, 1)× xI
α1+1
2
1 [L2(−1, 1)] −→ R is defined as
(3.46)
B2(u, v) :=
(
−1D
α1−1
2 ,λ
x u(x), xD
α1+1
2 ,λ
1 v(x)
)
+d
(
−1D
α2−1
2 ,λ
x u(x), xD
α2+1
2 ,λ
1 v(x)
)
,
and for a given f(x) ∈W−1,p(−1, 1), p = 2α1 , and f(x) = o
(
(x+ 1)−1
)
as x→ −1,
the linear functional F2 : xI
α1+1
2
1 [L2(−1, 1)] −→ R as
(3.47) F2(v) := 〈f, v〉.
We first prove that there is a unique solution to (3.45).
Lemma 3.18. The linear function F2(·) is continuous over xI
α1+1
2
1 [L2(−1, 1)].
Proof. If v(x) ∈ xI
α1+1
2
1 [L2(−1, 1)], then v(x) ∈ W 1,q(−1, 1), where q = 22−α1 .
Since 12 <
α1+1
2 < 1 +
1
2 , by (iv) of Lemma 2.9, there is v(x) ∈ c0,
α1
2 [−1, 1]. Thus
(3.48)
∫ 1
−1 |Dv(x)|q dx =
∫ 1
−1 limy→x
∣∣∣∣ v(y)−v(x)(y−x)α12 · (y − x)α1−22
∣∣∣∣q dx
=
∫ 1
−1 limy→x
∣∣∣o((y − x)− 1q )∣∣∣q dx <∞.
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Furthermore, since v(1) = 0 by (2.18), and −1I1xf(x)
∣∣
x=−1 = 0 by f(x) =
o
(
(1 + x)−1
)
, and 1p +
1
q = 1, we have
(3.49)
|〈f, v〉| =
∣∣∣∫ 1−1 −1I1xf(x) ·Dv(x) dx∣∣∣
≤ ∥∥−1I1xf(x)∥∥p · ‖Dv(x)‖q ≤ C ‖f(x)‖W−1,p(−1,1) · ‖v(x)‖
xI
α1+1
2
1 [L2(−1,1)]
.

Lemma 3.19. The bilinear form B2(·, ·) is continuous on X(−1, 1)× xI
α1+1
2
1 [L2(−1, 1)].
The proof of Lemma 3.19 is similar to that of Lemma 3.2, and we omit it.
Lemma 3.20. If d > −Γ2(α1−α22 + 1)/2α1−α2 , then the bilinear form B2(·, ·) sat-
isfies the inf-sup condition.
Proof. We only prove it for the case of −Γ2(α1−α22 + 1)/2α1−α2 < d < 0. For
any u(x) ∈ I α1−12 [L2(−1, 1)], there exists φ(x) ∈ L2(−1, 1), such that eλxu(x) =
−1I
α1−1
2
x φ(x). Let v(x) = eλx xI
α1+1
2
1 φ(x) ∈ xI
α1+1
2
1 [L2(−1, 1)] ⊆ xI
α2+1
2
1 [L2(−1, 1)].
Then, by Lemma 2.9, we have
(3.50)
|B2(u, v)| ≥ ‖φ(x)‖22 + d ·
∣∣∣∣(−1I α1−α22x φ(x), xI α1−α221 φ(x))∣∣∣∣
≥
(
1 + d · 2α1−α2
Γ2(α1−α22 +1)
)
· ∥∥eλxu(x)∥∥
−1I
α1−1
2
x (L2)
· ∥∥e−λxv(x)∥∥
xI
α1+1
2
1 (L2)≥ C · ‖u(x)‖
−1I
α1−1
2
x (L2)
· ‖v(x)‖
xI
α1+1
2
1 (L2)
.
Thus,
(3.51)
sup
0 6=v∈xI
α1+1
2
1 (L2)
|B2(u, v)|
‖u‖
−1I
α1−1
2
x (L2)
· ‖v‖
xI
α1+1
2
1 (L2)
≥ C ∀ 0 6= u ∈ −1I
α1−1
2
x (L2),

Lemma 3.21. If |d| < Γ
2(α1−α22 +1)
2α1−α2+1 , then the bilinear form B2(·, ·) satisfies the
“transposed” inf-sup condition.
Proof. Since {Ln(x)}∞n=0 is complete in the L2(−1, 1) space, we prove that for any
n ≥ 0, and e−λv(x) := xI
α1+1
2
1 Ln(x), there exists u(x) ∈ X(−1, 1), such that
|B2(u, v)| > 0.
Let
(3.52) u(x) := e−λx−1I
α1−1
2
x (Ln(x) + Ln+1(x)) ∈ −1I
α1−1
2
x [L2(−1, 1)].
By Eq. (3.33) and the property of Jacobi Polynomials, we have
(3.53)
−1Dα1−1,λx u(x) = e
−λx Γ(n+2)
Γ(n+2−α1−12 )
(1 + x)−
α1−1
2 ·((
1− α1−12(n+1)
)
J
α1−1
2 ,−
α1−1
2
n (x) + J
α1−1
2 ,−
α1−1
2
n+1 (x)
)
= e−λx Γ(n+2)
Γ(n+2−α1−12 )
(1 + x)
3−α1
2 J
α1−1
2 ,
3−α1
2
n (x).
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Thus −1Dα1−1,λx u(x)
∣∣
x=−1 = 0. Then, by Lemma 2.9, we have
(3.54)
|B2(u, v)|
≥ ‖Ln(x)‖22 − |d| ·
∣∣∣∣(−1I α1−α22x (Ln(x) + Ln+1(x)), xI α1−α221 Ln(x))∣∣∣∣
≥ 12 ‖Ln(x)‖2 · ‖Ln(x) + Ln+1(x)‖2 − |d| · 2
α1−α2
Γ2(α1−α22 +1)
‖Ln(x)‖2 · ‖Ln(x) + Ln+1(x)‖2
≥ C · ‖u(x)‖
−1I
α1−1
2
x [L2(−1,1)]
· ‖v(x)‖
xI
α1+1
2
1 [L2(−1,1)]
.

By [2], there is a unique solution to problem (3.45).
Theorem 3.22. If |d| < Γ
2(α1−α22 +1)
2α1−α2+1 , then the variation formulation (3.45) admits
a unique solution u(x) ∈ X(−1, 1) satisfying
(3.55) ‖u(x)‖2 ≤ C‖u(x)‖q ≤ C‖u(x)‖
I
α1−1
2 [L2(−1,1)]
≤ C‖f‖W−1,p(−1,1),
where p = 2α1 , q =
2
2−α1 .
3.2.2. Petrov-Galerkin tau methods. Define
(3.56)
ΦN [−1, 1]
:=
{
φN (x) : e
λxφN (x) ∈ −1I
α1−1
2
x [PN−1[−1, 1]] , and −1Dα1−1x (φN (x))
∣∣
x=−1 = 0
}
,
and
(3.57) ΨN−1[−1, 1] := eλx · xI
α1+1
2
1 [PN−2[−1, 1]] .
It is clear from Corollary 2.13 that ΦN [−1, 1] ⊆ −1I
α1−1
2
x [L2(−1, 1)], and ΨN−1[−1, 1] ⊆
xI
α1+1
2
1 [L2(−1, 1)].
To deal with the boundary condition on the right end-point, we choose Petrov-
Galerkin tau method to approximation (3.45). That is, find uN (x) ∈ ΦN [−1, 1],
such that −1Dα1−1x (uN (x))
∣∣
x=1
= ub, and
(3.58) B2(uN , ψN−1) = 〈f, ψN−1〉 ∀ψN−1(x) ∈ ΨN−1[−1, 1].
Similar to Lemmas 3.20 and 3.21, we can prove that B2(·, ·) satisfies the dis-
crete inf-sup condition as well as the discrete “transposed” inf-sup condition. The
following theorem holds.
Theorem 3.23. If |d| < Γ
2(α1−α22 +1)
2α1−α2+1 , then the discrete problem (3.58) admits a
unique solution uN (x) ∈ ΦN [−1, 1], satisfying
(3.59) ‖uN (x)‖
I
α1−1
2 [L2(−1,1)]
≤ C‖f(x)‖W−1,p(−1,1).
Moreover, if u(x) is the solution of (3.45), we have
(3.60)
‖u−uN‖2 ≤ C‖u−uN‖q ≤ C‖u−uN‖
I
α1−1
2 (L2)
≤ C inf
φN∈ΦN [−1,1]
‖u−φN‖
I
α1−1
2 (L2)
,
where p = 2α1 , q =
2
2−α1 .
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3.2.3. Error estimates.
Lemma 3.24. If aD
α1,λ
x u˜(x) + d · aDα2,λx u˜(x) = f˜(x), with 1 < α2 < α1 < 2, then
the following descriptions are equivalent:
(i)
(3.61) eλxu˜(x) ∈ −1I
α1−1
2
x [H
m(−1, 1)], m ≥ 0;
(ii)
(3.62) u˜(x) = e−λx (u˜1(x) + u˜2(x)) ,
where
(3.63a) u˜1(x) ∈ (1 + x)
α1−1
2 · Pm−1[−1, 1],
(3.63b)
u˜2(x) ∈Wm,q(−1, 1), q = 2
2− α1 , and u˜2(x) = o
(
(1 + x)m−1+
α1
2
)
, as x→ −1;
(iii)
(3.64) f˜(x) = e−λx
(
f˜1(x) + f˜2(x)
)
,
where
(3.65a) f˜1(x) ∈ (1 + x)−(1+α1)/2 · Pm−1[−1, 1] + (1 + x)(α1−1)/2−α2 · Pm−1[−1, 1],
(3.65b)
f˜2(x) ∈Wm−1,p(−1, 1), p = 2
α1
, and f˜2(x) = o
(
(1 + x)m−1−
α1
2
)
, as x→ −1.
Remark 3.25. Here we note that from (3.63a)-(3.63b), it can be seen −1Dα−2,λx u˜(x)
∣∣
x=−1 =
0 holds.
Proof. It is easy to see that
(3.66) eλxf˜(x) = D
(
−1Dα1−1x
(
eλxu˜(x)
)
+ d · −1Dα2−1x
(
eλxu˜(x)
))
:= Dg(x).
Denote β := α1 − 1. It is also clear that g(x) := g1(x) + g2(x), where
(3.67a) g1(x) ∈ (1 + x)−β/2 · Pm−1[−1, 1] + (1 + x)β/2−α2 · Pm−1[−1, 1],
(3.67b)
g2(x) = o
(
(1 + x)m−
β
2− 12
)
, as x→ −1, and g2(x) ∈Wm,p(−1, 1), p = 2
1 + β
,
is equivalent to (iii) of Lemma 3.24. Therefore, the proof can be completed by
Theorem 3.9. 
Let
(3.68) P 0N [−1, 1] = {p : p(x) ∈ PN [−1, 1], and p(−1) = 0} .
The following result can be derived from Lemma 3.24.
Theorem 3.26. Let u(x) solve (3.1) with 1 < α2 < α1 < 2. Then the following
descriptions are equivalent to each other:
(i)
(3.69) eλxu(x) ∈ X(−1, 1);
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(ii)
(3.70) u(x) = e−λx (u1(x) + u2(x)) ,
where
(3.71a) u1(x) ∈ (1 + x)
α1−1
2 · P 0m−1[−1, 1],
(3.71b)
u2(x) ∈Wm,q(−1, 1), and u2(x) =
{
o
(
(1 + x)m−1+
α1
2
)
, if m ≥ 1,
o
(
(1 + x)−1+α1
)
, if m = 0,
as x→ −1;
(iii)
(3.72) f(x) = e−λx (f1(x) + f2(x)) ,
where
(3.73a) f1(x) ∈ (1 + x)−(1+α1)/2 · P 0m−1[−1, 1] + (1 + x)(α1−1)/2−α2 · P 0m−1[−1, 1],
(3.73b)
f2(x) ∈Wm−1,p(−1, 1), and f2(x) =
{
o
(
(1 + x)m−1−
α1
2
)
, if m ≥ 1,
o
(
(1 + x)−1
)
, if m = 0,
as x→ −1,
where q = 22−α1 , p =
2
α1
.
Combining Lemma 3.8 and Theorem 3.26, we can get the error estimate.
Theorem 3.27. Let eλxu(x) ∈ −1I
α1−1
2
x [Hm(−1, 1)], m ≥ 0, solve (3.45), and
uN (x) solve (3.58). If |d| < Γ(α1−α2+1)2α1−α2 , then there is a constant C such that
(3.74) ‖u(x)− uN (x)‖2 ≤ CN−m ‖f2(x)‖Wm−1,p(−1,1) ,
where f2(x) is described in (3.73b).
Proof. If eλxu(x) ∈ −1I
α1−1
2
x [Hm(−1, 1)] , then by the above analysis we can get
(3.75)
Dm−1D
α1−1
2
x
(
eλxu(x)
)
= −1I
α1−1
2
x Dm−1Dα1−1x
(
eλxu(x)
)
= −1I
α1−1
2
x Dm−1
(
eλxf(x)
)− d · −1Iα1−α2x Dm−1D α1−12x (eλxu(x)) ,
which implies by Lemma 2.9 that
(3.76) ∥∥∥∥Dm−1D α1−12x (eλxu(x))∥∥∥∥
2
≤ C ∥∥Dm−1f2(x)∥∥Lp(−1,1) + |d| · 2α1−α2Γ(α1−α2+1)
∥∥∥∥Dm−1D α1−12x (eλxu(x))∥∥∥∥
2
.
Thus,
(3.77)
(
1− |d| · 2
α1−α2
Γ(α1 − α2 + 1)
)∥∥∥∥Dm−1D α1−12x u(x)∥∥∥∥
2
≤ C ‖f2(x)‖Wm−1,p(−1,1) .

Remark 3.28. We note that although the limitation for the parameter d is required
for the theoretical analysis, the examples in Section 4.3 suggest that it can be
relaxed.
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3.2.4. Numerical implementation. Here we construct trial functions and test func-
tions, respectively, as:
(3.78) φn(x) := e
−λx−1I
α1−1
2
x (Ln(x) + Ln+1(x)),
for 0 ≤ n ≤ N − 1, and
(3.79)
ψn(x) := e
λx
xI
α1+1
2
1 Ln(x) =
Γ(n+ 1)
Γ(n+ 1 + α1+12 )
eλx(1− x)α1+12 J
α1+1
2 ,−
α1+1
2
n (x),
for 0 ≤ n ≤ N − 2. Denote
(3.80)
uN (x) =
N−1∑
n=0
uˆnφn(x) = e
−λx
N−1∑
n=0
uˆn
Γ(n+ 2)
Γ(n+ 2 + α1−12 )
(1 + x)
1+α1
2 J
1−α1
2 ,
1+α1
2
n (x).
By Eqs. (3.46), (3.47), (3.32), (3.33), (3.34), and (3.37), a tau method for problem
(3.1) with 1 ≤ α2 < α1 < 2 can be written as
(3.81) Bu = f,
where u = [uˆ0, uˆ1, · · · , uˆN−1]T , fk =
∫ 1
−1 f(x)ψk(x), k = 0, 1, · · · , N − 2, fN =
2
α1−3
2 eλub, B = B1 + d ·B2, and B1 is the same as in (3.40),
(B2)k,n =
Γ(k + 2)Γ(n+ 1)
Γ(k + 2 + α1−α22 )Γ(n+ 1 +
α1−α2
2 )
·∫ 1
−1
(1− x)α1−α22 (1 + x)α1−α22 +1J−
α1−α2
2 ,
α1−α2
2 +1
n (x)J
α1−α2
2 ,−
α1−α2
2
k (x) dx,
for k = 0, 1, · · · , N − 2, n = 0, 1, · · · , N − 1.
(B2)N−1,n =
(n+ 1)Γ(n+ 1 + α1−12 )
Γ(n+ 2− α1−12 )Γ(α1+12 )
, n = 0, 1, · · · , N − 1.(3.82)
4. Numerical Tests
In what follows, we provide some numerical results to support the analysis of
the proposed schemes and to validate our error analysis. In all following tests, we
take λ = 1.
4.1. Tempered fractional advection with d = 0.
Example 4.1. We first consider (3.1) with the exact solution as
(4.1) u(x) = e−x · −1I
α1
2
x v(x) =

− (x+1)
α1
2
Γ(1+α12 )
, x ∈ [−1, 0],
2x
α1
2 −(x+1)
α1
2
Γ(1+α12 )
, x ∈ (0, 1],
and
(4.2) f(x) =

− (x+1)−
α1
2
Γ(1−α12 )
· e−x, x ∈ [−1, 0],
2x−
α1
2 −(x+1)−
α1
2
Γ(1−α12 )
· e−x, x ∈ (0, 1].
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Figure 1. The nu-
merical L2 errors for d-
ifferent α1 of problem
(3.1) with real solution
as (4.1).
Figure 2. The nu-
merical L2 errors for d-
ifferent α1 of problem
(3.1) with real solution
as (4.4).
Here
(4.3) v(x) =
 −1, x ∈ [−1, 0],
1, x ∈ (0, 1],
belongs to L2(−1, 1).
Fig. 1 verifies that as expected in Remark 3.16, errors in the sense of L2(−1, 1)
decay, even at the rate of N−1/2. We can see that for lager α1, the error is smaller.
Example 4.2. Next, we consider (3.1) with the exact solution as
(4.4) u(x) = e−x · −1I
α1
2
x v(x) =

− (x+1)3+
α1
2
Γ(4+α12 )
, x ∈ [−1, 0],
2x3+
α1
2 −(x+1)3+
α1
2
Γ(4+α12 )
, x ∈ (0, 1],
and
(4.5) f(x) =

− (x+1)3−
α1
2
Γ(4−α12 )
· e−x, x ∈ [−1, 0],
2x3−
α1
2 −(x+1)3−
α1
2
Γ(4−α12 )
, ·e−x x ∈ (0, 1],
where
(4.6) D(3)v(x) =
 −1, x ∈ [−1, 0],
1, x ∈ (0, 1].
Thus v(x) belongs to H3(−1, 1).
We can see from Fig. 2 that the errors are in agreement with the estimate in
Theorem 3.12.
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Figure 3. The nu-
merical L2 errors for
different α1 of prob-
lem (3.1) with the right
function as (4.7).
Figure 4. The nu-
merical L2 errors for d-
ifferent α1 of problem
(3.1) with α2 = 0, d =
−500, and real solution
as (4.8), where m = 3,
γ = 0.3.
Example 4.3. Thirdly, we consider (3.1) with
(4.7) f(x) = (1 + x)−
α1
2 −0.3,
so f2(x) = e
x · f(x) = o
(
(1 + x)−
α1
2 − 12
)
as x→ −1, and f2(x) ∈ Lp(−1, 1), where
q = 21+α1 .
Since the explicit form of the correspondingly exact solution is not available, we
numerically compute it by using a Gauss quadrature method with a large number
of nodes. The convergence behaviours for different α are depicted in Fig. 3.
4.2. Tempered fractional advection with d 6= 0.
Example 4.4. Now we consider the problem (3.1) with 0 ≤ α2 < α1 < 1, and
d 6= 0. We discuss a real solution of the form
(4.8) u(x) = e−x · (1 + x)m+α12 −γ ,
with
(4.9) f(x) = e−x · Γ(m+ 1 +
α1
2 − γ)
m+ 1− α12 − γ
(1 + x)m−
α1
2 −γ .
Take m = 3, and γ = 0.3. Thus, u2(x) = e
x ·u(x) ∈W 3,q(−1, 1), where q = 21−α ,
and u2(x) = o((1 + x)
3+
α1
2 − 12 ) as x → −1. Therefore, by Theorem 3.12, at least
third order of convergence is expected for all different α1 and α2. Fig. 4 shows
the convergence behaviours for all values of α1, with α2 = 0 and d = −500, while
Fig. 5 demonstrates the convergence behaviours for different α1, with α2 = 0 and
d = 500, from which we can see that in applications, the parameter d does not
appeared to be as limited as in the theoretical analysis.
If we take m = 0 and γ = 0.3, then u(−1) might be non-zero or even infinite.
We can also see even N−1/2 of convergence in Fig. 6 with d = 5.
SPECTRAL METHODS FOR TEMPERED FRACTIONAL DIFFERENTIAL EQUATIONS 25
Figure 5. The nu-
merical L2 errors for d-
ifferent α1 of problem
(3.1) with α2 = 0, d =
500, and real solution
as (4.8), where m = 3,
γ = 0.3.
Figure 6. The nu-
merical L2 errors for d-
ifferent α1 of problem
(3.1) with α2 = 0, d =
5, and real solution as
(4.8), where m = 0,
γ = 0.3.
4.3. Tempered fractional diffusion.
Example 4.5. Let us finally consider (3.1) with 1 ≤ α2 < α1 < 2, and consider
the solution of the form
(4.10) u(x) = e−x · (1 + x)β−1Eγ,β ((x+ 1)γ) ,
with
(4.11)
f(x) = e−x·[(1 + x)β−1−α1Eγ,β−α1 ((x+ 1)γ) + d · (1 + x)β−1−α2Eγ,β−α2 ((x+ 1)γ)] .
We take d = −1, β = 4, and γ = 1. We can see that although u2(x) = ex ·u(x) ∈
Wm,q(−1, 1) ∀m ∈ N, q = 22−α , u2(x) = o((1 + x)3−1+
α1
2 ) as x → −1. Therefore,
by Theorem 3.27, at least third order of convergence is expected for all values of α1
and α2. Fig. 7 shows the convergence for values of different α1 with α2 = 1, while
Fig. 8 demonstrates the convergence for different α2 with α1 = 1.99, from which it
can be seen that the numerical errors mainly depend on α1.
Next, we take d = 100, β = α1+12 + 1, and γ = 1. We expect the errors decay
exponentially, which can bee seen in Figs. 9 and 10.
5. Conclusion
In this paper, we first introduce fractional integral spaces on a finite domain.
Functions in this space are not required to be zero at the boundary point when
α < 1, where α is the space order. We show that this tempered fractional opera-
tors turn out equal to the standard Riemann-Liouville operators in the sense of the
integral spaces. Based on this fact, we derive the variational formulation for the
tempered fractional advection/diffusion problems in the weak sense and solve them
using spectral methods. And we develop their error estimates for the solutions. We
consider multi-term tempered fractional problems in a similar way. Through exam-
ples we confirm that the behavior of the highest order of the fractional derivative
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Figure 7. The nu-
merical L2 errors for d-
ifferent α1 of problem
(3.1) with α2 = 1, d =
−1, and real solution as
(4.10), where β = 4,
γ = 1.
Figure 8. The nu-
merical L2 errors for d-
ifferent α2 of problem
(3.1) with α1 = 1.99,
d = −1, and real so-
lution as (4.10), where
β = 4, γ = 1.
Figure 9. The nu-
merical L2 errors for
different α1 of prob-
lem (3.1) with α2 =
1, d = 100, and re-
al solution as (4.10),
where β = α1+12 + 1,
γ = 1.
Figure 10. The nu-
merical L2 errors for
different α2 of prob-
lem (3.1) with α1 =
1.99, d = 100,
and real solution as
(4.10), where β =
α1+1
2 + 1, γ = 1.
dominates the convergence in agreement with our past work. In future work, we
shall extend this work to solve tempered fractional advection-diffusion problems.
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Appendix A. Appendix
Lemma A.1. If f(x) ∈ aIαx [L1(a, b)], 1 ≤ n−1 ≤ α < n, then the condition (2.16)
is equivalent to (2.18).
Proof. If f(x) ∈ aIαx [L1(a, b)], then by Lemma 2.4 and the formula (2.115) of [25],
there is
(A.1)
Dkf(x) = aI
α−k
x aD
α
xf(x)+
n∑
j=1
(x− a)α−k−j
Γ(1 + α− k − j) ·aD
α−j
x f(x)
∣∣
x=a
= aI
α−k
x aD
α
xf(x),
for k = 1, 2, · · · , n− 1. So, by Lemma 2.7 and Lemma 2.9, we have
(A.2) aD
α
xf(x) ∈ L1(a, b),
and thus
(A.3) Dkf(x) ∈ L1(a, b).
Therefore,
(A.4) aI
n−α
x D
kf(x) = aD
α−n+k
x f(x)−
k−1∑
j=0
Djf(a)
Γ(1 + n− α− k + j) (x− a)
n−α−k+j .
On one hand, if
(A.5) Djf(a) = 0, j = 0, 1, · · · , k − 1,
are fulfilled, then putting x→ a in (A.4) we immediately obtain
(A.6) aD
α−n+k
x f(x)
∣∣
x=a
= 0.
One the other hand, if (A.6) is fulfilled, then multiplying both sides of (A.4)
subsequently by (x− a)α+k−n−j , (j = k− 1, k− 2, · · · , 0), and taking the limits as
x→ a, we obtain Dk−1f(a) = 0, Dk−2f(a) = 0, · · · , Df(a) = 0, f(a) = 0, i.e., the
condition (A.5).
Therefore, (2.16) is equivalent to (2.18). 
Lemma A.2. Let n − 1 ≤ α < n. If f(x) ∈ ACn[a, b], and Djf(a) = 0, j =
0, 1, · · · , n− 2, then f(x) ∈ aIαx [L1(a, b)].
Proof. Since Djf(a) = 0, j = 0, 1, · · · , n− 2, by Lemma A.1, we can have
(A.7) aD
α−k
x f(x)
∣∣
x=a
= 0, k = 1, 2, · · · , n− 1.
By (2.9) and (2.10), there is Dnf(x) ∈ L1(a, b) from f(x) ∈ ACn[a, b]. So,
(A.8) aI
n−α
x f(x)
∣∣
x=a
= 0.
By (2.22), we can get
(A.9) aD
α
xf(x) = aI
n−α
x D
nf(x) +
Dn−1f(a)
Γ(n− α) (x− a)
n−1−α ∈ L1(a, b).
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Thus, from the formula (2.115) in [25] and Lemma 2.9, it can be yield that
(A.10) aD
α−k
x f(x) = aI
k
xaD
α
xf(x) ∈ L1(a, b), for k = 1, 2, · · · , n.
So,
(A.11) aI
n−α
x f(x) ∈ ACn[a, b].
Finally, from Lemma 2.4 we can get f(x) ∈ aIαx [L1(a, b)].

Appendix B. Appendix
Before proving Theorem 3.9, we recall a general Sobolev inequality ([13], p.270).
Lemma B.1. Assume ϕ(x) ∈ Wm,γ(−1, 1), m ≥ 1, γ > 1. Then ϕ(x) ∈
Cm−1,1−
1
γ [−1, 1]. Furthermore, we have the estimate
(B.1) ‖ϕ(x)‖
C
m−1,1− 1
γ [−1,1]
≤ C ‖ϕ(x)‖Wm,γ(−1,1) ,
where the constant C depends only on m, and the Ho¨lder space Cm−1,1−
1
γ [−1, 1] is
defined as in (2.32).
Proof of Theorem 3.9:
We only prove the result for m ≥ 1, since when m = 0, P−1[−1, 1] = {0} as we
defined in Section 3.1.2, and the result is immediate.
(i)⇒ (ii) :
If eλxu(x) ∈ −1Iα1/2x [Hm(−1, 1)], then, by Lemma 2.7, there exists v(x) =
−1D
α1/2
x
(
eλxu(x)
) ∈ Hm(−1, 1), such that eλxu(x) = −1Iα1/2x v(x). Also, there is
(B.2)
v(x) = −1Imx D
mv(x)+
[
C0 + C1(1 + x) + · · ·+ Cm−1(1 + x)m−1
]
:= v2(x)+v1(x),
and
(B.3) eλxu(x) = −1Im+α1/2x D
mv2(x) + (1 + x)
α1
2 pm−1(x) := u2(x) + u1(x),
where pm−1(x) ∈ Pm−1[−1, 1].
Since Dmv(x) ∈ L2(−1, 1), by (iii) of Lemma 2.9, we have
(B.4)
v2(x) = −1Imx D
mv(x) ∈ Cm−1, 12 [−1, 1], and v2(x) = o
(
(1 + x)m−
1
2
)
, as x→ −1,
thus,
u2(x) = −1Im+α1/2x D
mv(x) ∈ Cm−1, 12+α12 [−1, 1],
and
u2(x) = o
(
(1 + x)m+
α1
2 − 12
)
, as x→ −1.
From (B.4)-(B), we see that
(B.5) Dkv2(x)
∣∣
x=−1 = 0, k = 0, 1, · · · ,m− 1,
therefore,
(B.6) Dju2(x) = D
j−1Iα1/2x v2(x) = −1I
α1/2
x
(
Djv2(x)
)
, j = 0, 1, · · · ,m.
In addition, since Djv2(x) ∈ L2(−1, 1), we can get from (ii) of Lemma 2.9 that
(B.7) Dju2(x) ∈ Lq(−1, 1), j = 0, 1, · · · ,m,
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where q = 21−α1 . That is, u2(x) ∈Wm,q(−1, 1).
(ii)⇒ (i):
If u2(x) ∈ Wm,q(−1, 1), q = 21−α1 , then by Lemma B.1, we have u2(x) ∈
Cm−1,
1
2+
α1
2 [−1, 1]. With (B), we obtain
(B.8) Dju2(x)
∣∣
x=−1 = 0, j = 0, 1, · · · ,m− 1,
and
(B.9) Dkv2(x) = D
k−1Dα1/2x u2(x) = −1D
k+
α1
2
x u2(x) = −1I
1−α12
x D
k+1u(x),
k = 0, 1, · · · ,m− 1. By (iv) of Lemma 2.9, it follows
(B.10) Dkv2(x) ∈ c0, 12 [−1, 1], k = 0, 1, · · · ,m− 1.
So, by the definition of c0,
1
2 [−1, 1] in (2.33), we have
(B.11)
∫ 1
−1 |Dmv2(x)|2 dx =
∫ 1
−1 limy→x
∣∣∣Dm−1v2(y)−Dm−1v2(x)y−x ∣∣∣2 dx
=
∫ 1
−1 limy→x
∣∣∣o((y − x)− 12 )∣∣∣2 dx <∞.
Thus, v2(x) ∈ Hm(−1, 1).
(ii)⇒ (iii) :
Similar to the above analysis, we get
(B.12)
Dkf2(x) = −1Dk+α1x u2(x) + d · −1Dk+α2x u2(x)
= −1I1−α1x D
k+1u2(x) + d · −1I1−α2x Dk+1u2(x), k = 0, 1, · · · ,m− 1,
and
(B.13) −1I1−α1x D
k+1u2(x) ∈ c0,
1−α1
2 [−1, 1], k = 0, 1, · · · ,m− 1,
(B.14) −1I1−α2x D
k+1u2(x) ∈ c0,
1+α1
2 −α2 [−1, 1], k = 0, 1, · · · ,m− 1.
From the definition of cm,γ [a, b] in (2.33), we see c0,
1+α1
2 −α2 [−1, 1] ⊆ c0, 1−α12 [−1, 1].
Hence,
(B.15) Dkf2(x) ∈ c0,
1−α1
2 [−1, 1], k = 0, 1, · · · ,m− 1,
and
(B.16)
∫ 1
−1
|Dmf2(x)|p dx =
∫ 1
−1
lim
y→x
∣∣∣o((y − x)− 1+α12 )∣∣∣ 21+α1 dx <∞.
Thus, f2(x) ∈Wm,p(−1, 1).
(iii)⇒ (ii) :
Since −1Dα1−1,λx u(x)
∣∣
x=−1 = 0, there is −1D
α2−1,λ
x u(x)
∣∣
x=−1 = 0, and
(B.17) eλxu(x) + d · −1Iα1−α2x
(
eλxu(x)
)
= −1Iα1x
(
eλxf(x)
)
.
By
(B.18) Dkf2(x)
∣∣
x=−1 = 0, k = 0, 1, · · · ,m− 1,
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we get
(B.19)
Dj
[
u2(x) + d · −1Iα1−α2x u2(x)
]
= Dj−1Iα1x f2(x) = −1I
α1
x
(
Djf2(x)
)
, j = 0, 1, · · · ,m.
In addition, since Djf2(x) ∈ Lp(−1, 1), 1 < p = 21+α1 < 1/α1, we get from (ii) of
Lemma 2.9 that
(B.20) Dj
[
u2(x) + d · −1Iα1−α2x u2(x)
]
= o
(
(1 + x)
α1−1
2
)
, as x→ −1,
and
(B.21) Dj
[
u2(x) + d · −1Iα1−α2x u2(x)
] ∈ Lq(−1, 1), j = 0, 1, · · · ,m,
which is independent of d, where q = 21−α1 . So, u2(x) = o
(
(1 + x)
m+α1−1
2
)
, and
u2(x) ∈Wm,q(−1, 1).
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