Abstract-This paper proposes an adaptive control algorithm, which is designed by adding a parametric identification method to a non-linear controller. The identification module is built upon the Hopfield neural network, resulting in an unconventional network with time-varying weights and biases. The convergence of the estimations of the parameters of a dynamical system was proved in previous work, as long as the system inputs can be freely manipulated to provide persistent excitation. Henceforth the behaviour of the closed-loop system, when the inputs result from the controller equations, is here analyzed in order to assess both the tracking performance of the full adaptive controller and the identification ability of the neural estimator. The algorithm is applied to an idealized robotic system with two joints, whose 
I. I NTRODUCTION
Non-linear control is nowadays a well-established disci pline, but advanced applications require more and more ac curate control in uncertain and time-varying environmental conditions, thus demanding some sort of adaptiveness. In this context, of particular interest are those algorithms that achieve online, indirect control, because they provide, in addition to the control signal, the numerical values of the parameters included in the model of the studied dynamical system, or plant. These values are of independent interest, since they often represent physical magnitudes that yield information about the plant. Most of these indirect adaptive controllers comprise distinct control and identification modules: a conventional non-adaptive-controller uses estimated versions of the pa rameter values; whereas a parameter estimation algorithm provides such estimates. The main choices for this estimator are gradient and least-squares techniques. On one hand, the gradient method suffers from a problematic adjustment of the gain: a small value leads to a slow convergence of the estimation, whereas a large gain amplifies measurement errors. On the other hand, least-squares algorithms find it difficult to deal with time-varying parameters. Certainly there is ongoing research to enhance the performance of both classes 978-1-4799-1959-8/15/$31.00 @2015 IEEE of methods, e.g. [1] , but there is not a definitive answer to these issues, so identification methods based on computational intelligence techniques are an appealing alternative in order to overcome the limitations of conventional adaptive controllers.
A considerable number of applications of neural networks to the related fields of optimization [2] , [3] and identifica tion [4] has been published. In particular, there exist advanced neural control methods, such as adaptive critics [5] , inverse controllers [6] , or methods that deal with redundant manipu lators [7] . Most of such methods are based upon multi-layer, feedforward networks, so the usual procedure can be roughly described as the approximation of the input-output desired behaviour, supported by the universal approximation property of neural networks. Consequently, such neural controllers are suitable for black-box situations, i.e. no a-priori knowledge exists about the system model. On the contrary, in robotic systems, an explicit model stems from the routine application of physical laws, whereas the uncertainty results from the presence of unknown-eventually time-varying-parameters. It seems logical to take profit from this knowledge, by design ing a parametric identification module that provides parameter estimates, so we think that further contributions on this topic are still valuable.
In this paper, an indirect adaptive controller is analyzed, by designing separate identification and control modules. The parameter estimation algorithm is based upon a modified version of Hopfield networks, thus it is naturally formulated in continuous time as a recurrent system, i.e. a differen tial equation. This formulation allows for the mathematical analysis of the estimator, much in the same way as it is accomplished for gradient and least-squares methods defined in continuous time [8] . The neural estimator was previously defined [9] and its performance was supported by theoretical results [10] . With regard to the control module, the well known computed torque method [11] is used, which requires the values of the system parameters. In the adaptive version, the exact values of the parameters are replaced by estimations, which in this case are provided by the neural module based upon Hopfield networks. The indirect adaptive controller is applied to the model of a robotic system, which is requested to follow a prescribed reference trajectory. The results of the simulations-beyond preliminary experiments shown in previous work [12] -support that the control performance of the proposed technique is rather satisfactory. The estimation error is also shown to converge to zero, as long as the system inputs provide sufficient persistent excitation, which is a common requirement of output error-based parameter estimation methods.
In Section II, Hopfield networks are briefly recalled, fo cusing on the Abe formulation, which has been proved to be better suited to optimization. We review the optimization methodology, highlighting the importance of a rigorous state ment of both the dynamics and the Lyapunov function that are defined. The identification module built upon Hopfield networks is analyzed in Section III, where the design rationale stems from using the output error of the studied dynamical system as the target function of a time-varying optimization problem. This also allows for establishing a comparison to the application to conventional optimization, focusing on the non-uniqueness of the Lyapunov function. We stress that the novel contribution lies on the construction of the adaptive controller, so we have aimed at making this Section III as brief as possible. Notwithstanding, there is a twofold interest in recalling the analysis of the estimator: it makes the paper self contained and it illustrates the kind of techniques that could eventually be used in further research of the stability of the closed-loop controller. The computed torque control method is described in Section IV, by means of the application to an example robotic system, whose model is also obtained. Section V presents the results of some of the simulations performed, followed by a discussion of the main advantages and limitations of the proposed adaptive controller. Finally, the main conclusions and directions of further research put an end to the paper in Section VI.
II. D YNAMICAL ANALYSIS OF H OPFlELD NETWORKS
In this section we recall the definition of Hopfield networks and their application to optimization problems, emphasizing the existence of diverse formulations with substantially dif ferent dynamical behaviour. Although this material is well known, it allows for comparison to different applications, such as the identification problem shown in Section III.
In Hopfield neural networks in continuous time [13] , a number n of neurons or units are connected to one another, forming feedback loops, thus these networks can be regarded as dynamical systems. Note that our analysis is restricted to the continuous network hence, from the mathematical point of view, a Hopfield network is defined by a system of Ordinary Differential Equations (ODEs), namely:
) (1) where P i has the biological interpretation of an input potential to the i-th neuron; Si is the state of the i-th neuron; Wij and bj are the weights and biases of the connections into the i th neuron, respectively; and (3 is a parameter to eventually regulate the slope of the hyperbolic tangent. In order to prove that the neural system defined by Equation (1) was stable, Hopfield defined a Lyapunov candidate function:
+ (3 � lSi tanh -1 (p) dp (2) and proved that it is indeed a Lyapunov function, as long as the conditions Wii = 0, Wij = Wji hold for the network weights. Therefore, Lyapunov stability theory [14] guarantees that the states of the ODE converge towards a minimum of the
so the Hopfield network defines a gradient system, where the ODE is given by the gradient-with changed sign-of the Lyapunov function. This can be read as "the network states evolve in the direction that minimizes the Lyapunov function", emphasizing the optimization behaviour.
The application of Hopfield networks to the solution of optimization problems [15] is a direct consequence of the dynamical properties of the network and, in particular, of the existence of Lyapunov function. Indeed, the optimization procedure consists in matching the Lyapunov function given by Equation (2) to the target function of the considered optimization problem. Hence, the point where the network settles must be a minimum of the Lyapunov function thus, in turn, a minimum of the target function. Many optimization problems posses a quadratic target function that matches the first two terms in Equation (2), yet the integral term makes the network deviate from the minimum of the target function. Some strategies that decrease the value of (3 throughout the network evolution have been proposed [16] , but this issue has often been underestimated. In this regard, we advocate using a slightly modified version of Hopfield networks, whose Lyapunov function does not contain any integral term, leading to the so-called Abe I formulation [17] . Many contributions have analyzed the original Hopfield formulation, whereas we consider that the Abe formulation deserves further attention.
The Abe formulation of Hopfield networks, which we pursue in the rest of this paper, is modelled by the following system of ODEs:
which is identical to Equation (1), except for the absence of the self-inhibitory term -P i . The corresponding Lyapunov function is then: (4) where the matricial form has been used for later convenience. When comparing this equation to Equation (2), the integral term has now disappeared, yielding a Lyapunov function that exactly matches the target function of the considered optimization problem, thus the network is able to accurately approach the sought-after minimum.
In order to fully understand the dynamical behaviour of the Abe formulation, let us eliminate the internal variables Pi , by means of the chain rule of calculus:
Incidentally, note that this elimination procedure is ineffective in the original Hopfield formulation, since the Pi variables are present in the differential system and cannot be eliminated. Some remarks are in order concerning Equation (5) . First of all, it is a true ODE, since the right-hand side only depends on the states Si . On the contrary, the two-step dynamics of Equation (1) is, strictly speaking, a Differential Algebraic Equation, which adds some burden to its mathematical analysis and numerical implementation. Besides, the network dynamics can be compactly written in the linear-gradient form [18] :
where D is a positive definite matrix and \7V is the gradient of the Lyapunov function V . Finally, Equation (5) reveals the equilibria of the dynamical system, where the states can converge to: all trajectories approach either a vertex I Si I = 1 of the hypercube or a point where the gradient vanishes. Indeed, with the above mentioned condition Wii = 0, the stable states of the Abe formulation can only lie at vertices [19] , which is rather convenient in combinatorial optimization applications, where a discrete solution is expected.
III. P ARAMETER ESTIMATION WITH H OPFIELD NETWORKS
In this section we describe the problem of parametric identification, or parameter estimation, of dynamical systems, showing a solution algorithm that is built upon Hopfield networks with the Abe formulation.
A. Parametric identification of dynamical systems
In order to formalize the problem of parametric identi fication, consider a dynamical system whose behaviour is modelled by an ODE, which in general is non-linear:
where x is the vector of system states and u comprises the external inputs to the system, such as motor torques defined according to a control algorithm. The vector e of parameters is unknown and possibly time-varying. In the rest of the paper, we assume that the system model is linear in the parameters (LIP), thus it can be rewritten in the following form:
Y (x, ��, u) = A ( x, ��, u) (e n + e) (8) where the vector e n represents a known a-priori estimation of the parameters, which is introduced for notation convenience, so that the initial guess for the estimation is the origin: e = o.
A wide variety of interesting non-linear systems is described by Equation (8), particularly in the context of robotics [11], since every rigid mechanical system can be cast into the LIP form. In these conditions, the problem of parametri � identification [20] can be defined as determining a value e that minimizes the estimation error e = e -e . However, this expression is of no practical use, since e is an unknown variable too, unlike the prediction error e = y -A (e n + e) .
Hence, identification can be regarded as an optImization problem, where the target function is the squared norm of 1 the prediction error V = "2 e T e. After some algebra, an� neglecting a term that does not depend on the estimation e , the target function results in:
The fact that some control algorithms achieve tracking control as long as the estimation method provides bounded estimates, inspires using Hopfield networks as an estimation algorithm since, as mentioned above, the states of a Hopfield network always remain bounded.
B. Hopfield network for parameter estimation
Here we define a method for parameter estimation based upon Hopfield networks, which shows some favourable prop erties when used within an adaptive control loop. The rationale for the proposed method fuses the optimization ability of Hopfield networks with the formulation of estimation as an optimization problem. On one hand, recall that optimization is achieved by Hopfield networks by matching the target function of the problem to the Lyapunov function given by Equa tion (4). On the other hand, we have also shown that parameter estimation amounts to minimization of the prediction error in Equation (9) . Comparing both expressions, after identifying the parameter estimates (j with the system states s , yields the weights and biases:
W=-ATA; b = AT A e n -AT Y (10) Therefore, the states s( t) of the obtained neural network represent, at each instant t , the provided estimation e . Substi tuting these weight values into the Hopfield system given by Equation (3), after some algebra, the estimator dynamics can be compactly written as a function of the estimation error e : de = � DAT Ae dt f3
where D is the diagonal matrix defined by dii 1 -ei .
Observe that, due to the presence of the activation function tanh , the states s remain bounded, which contributes to guarantee the convergence of adaptive control algorithms.
A remarkable particularity of this parameter estimation method, when compared to the standard optimization algo rithm with Hopfield networks, is the fact that the weights W and biases b of the neural estimator are time-varying. Thus its convergence requires a specific analysis [lO], which we recall both for completeness and for the sake of comparison to standard optimization as described in the previous section.
It is easy to see that the usual Lyapunov function J � en by Equation (4) does not fulfil the required condition dt � 0, because now the weights depend on time. Consider instead the following Lyapunov candidate function: (12) Straightforward computation of the partial derivatives show that the gradient is \lU = D-1 e , so the application of the chain rule yields the time derivative:
where the last inequality stems from linear algebra. Conse quently, the function U can be considered a _ Lyapunov function for the dynamics of the estimation error e , thus proving that the estimates asymptotically converge to the actual parameter values. The analysis of the case of time-varying parameters is omitted for brevity, just let us mention that it has been proved that the estimation error asymptotically approaches a bounded region of the origin [lO] .
It may seem paradoxical that one Lyapunov function matches the target function of the optimization problem whereas a different one is used to prove the convergence of the algorithm. However, we consider that it is instructive, since it highlights a fundamental fact of Lyapunov stability theory: the Lyapunov function is not unique, and whatever function suits the intended analysis can be used. Further insight can be obtained by applying the differential-geometric approach [21] to the linear-gradient form in Equation (6) . The positive definite matrix D that multiplies the gradient can be considered as a representation of a Riemannian metrics in some particular coordinates. Then, observing Equation (11) discloses that the estimator is also a gradient system for the new Lyapunov function U, but it is measured in the different metrics D A T AD , which in addition is time-varying. We suggest that the application of differential-geometric tech niques to gradient systems in general, and to neurodynamic algorithms in particular, deserves further attention.
IV. A DA PTIVE CONTROL OF ME CHANICAL SYSTEMS WITH NEURAL ESTIMATOR
In this section we focus on the practical application of the estimator based upon Hopfield networks that has been defined above. To this end, we embed the estimator into an adaptive control loop of a robotic system. Firstly we describe the control algorithm. Consider a mechanical system consisting of several rigid links connected by rotary joints. In general, the model of such a system can be defined by the following ODE [11], which results from known laws of mechanics:
where M is a symmetric positive definite matrix of masses, V is a vector of centrifugal and Coriolis forces, G is a vector of gravitational terms and F comprises the effects of frictions. In principle, any estimation metho� can be used to obtain the estimates e. A key contribution of this paper lies on showing that the proposed neural estimator converges to the actual values of the parameters while it feeds estimates to the control algorithm so that tracking is achieved.
In order to apply the estimation method of the previous section, the equation that models the dynamical system must be rewritten in the LIP form, as in Equation (8) . To fix ideas, consider a system with two links, although the method is applicable in principle to systems with any degrees of freedom. For the sake of simplicity, the moments of inertia of the links are neglected. The model of the two-link system is 0. 2��-----�------�------ obtained by the standard application of the recursive Newton Euler method, yielding the following expression for the tenns appearing in Equation (14):
where the states Xl , X2 are the angular positions of the links, the motor torques are 71 and 72, hand l 2 are the lengths of the links, ml and m2 are the masses of the links, and ILl and IL2
are the friction coefficients of the joints. In order to illustrate the non-linear behaviour of the system, the system trajectories in the absence of control 7 = 0 are shown in Figure 1 . The parameter values have been chosen so that the system is only slightly damped.
As an example, consider that only the mass of the second link m2 and the two friction coefficients ILl , IL2 are to be estimated, whereas the rest of parameters are known. Then, observe that the parameters e = (m2 , ILl , IL2) appear linearly in Equation (16), so the system dynamics can be reformulated conventional estimators. Besides, a conventional adaptive con troller has been implemented in order to compare the proposed algorithm with the state-of-the-art methods. Now the question arises as to which method could be chosen as benchmark. To the best of our knowledge, there does not seem to exist an industry-standard in adaptive control, with as wide acceptance as PID control for linear systems. We have built an adaptive controller by using least-squares identification with forgetting factor [20] , aiming at a proof-of-concept of the feasibility of the proposed neural method, in principle. Certainly, the construction of a generally applicable adaptive controller that can be identified as a standard is a matter for further research. The estimation performance of the estimator module is shown in Figure 2 . The estimate of the first parameter 8 1 ,
namely the mass m2, is almost constantly exact (note that the scale is much lower than in the other graphs), and similar to that of the least-squares estimator. As mentioned above, the estimation of the friction coefficients is more challenging, both because they are time-varying and due to lack of persistent excitation. Nonetheless, the estimator is able to approach the actual parameter values for both frictions !Jl, !J2, and the estimation error remains bounded. In all cases, the results can be considered comparable, in average, to the output of the conventional least-squares method. However, it is remarkable that the latter estimator produces spurious sharp transient peaks, before converging to the actual parameter values. This phenomenon confirms the well-known limitation of the least squares estimator when dealing with time-varying parameters, even though we have including the forgetting factor that should improve the adaptability to changing environment.
In Figure 3 we have represented the angular positions so as to coincide with the LIP form of Equation (8), by grouping all terms that do not contain the parameters into the vector, and the factors of the parameters into the matrix A. It is interesting to observe that the terms that multiply the parameter m2 are much more complex than those that cor respond to the friction coefficients. This can be expressed as the system providing much more persistent excitation to the former parameter. Therefore, according to the theory, obtaining an accurate estimate of the friction coefficients will be challenging.
V. S IMULATION RESULT S OF THE CLOSED-LOOP SYSTEM
In this section, the whole system comprising the computed torque controller and the neural estimator that provides the parameter estimations is simulated. The aim is to determine whether the system is able to track the reference signal while, at the same time, the identification module provides accurate estimation of the parameters. To build an even more demanding example, the friction coefficients are considered time-varying, which is often a considerable hindrance for be seen that the controller is able to accurately track the prescribed trajectory, after a short transient. In fact, the tra jectories attained by both controllers are undistinguishable. It is interesting that the controller provides excellent tracking despite the existence of estimation error. The theory suggests that this may be due to the fact that the estimator provides bounded estimations. Thus we see that the dynamical features of the neural system lead to favourable performance when the network is applied to a practical task. Since the results obtained by the proposed controller are comparable to those of the conventional least-squares method, it is interesting to analyze the relative performance of both methods, in terms of computational cost. In the same conditions, the shown simulations have required 3.70 seconds of CPU time for the proposed neural method, whereas the least-squares method demanded 39.32 seconds. We have not pursued any code optimization, and much work remains to be done concerning implementation performance. In particular, we have observed that a critical factor is the numerical method used to discretize the differential equations. Anyway, the results are suggestive of the advantages of the proposed algorithm, compared to the least-squares method that requires the online integration of the gain matrix.
Several other simulations, not here represented for brevity, suggest that a critical factor of the control performance is the selection of initial a-priori estimations en. If these nominal values are assigned too far from the real parameters, the estimator fails to converge to the actual parameter values, which also degrades the controller tracking ability. We are currently engaged in an extended set of experiments in order to determine the allowable range of initial values.
VI. C ONCLUSIONS
An indirect adaptive control algorithm has been presented that comprises distinct identification and control modules. The parametric identification module is based on a modified version of the Hopfield neural network, with the remarkable peculiarity that the resulting network possesses time-varying weights. This neural estimator has been studied in previous work providing, when operating in open loop, accurate estima tions of the parameters of the system. The estimator requires an approximate a-priori knowledge of the parameters, which must also be bounded. These are mild assumptions in the case of robotic systems and the identification performance in this case was supported by both theoretical and empirical arguments. Yet the inclusion of the identification module into a closed-loop controller arises critical issues. On one hand, if the states of the control loop system are not variable enough, the convergence of the estimator cannot be guaranteed due to the lack of persistent excitation. On the other hand, the tracking performance of the controller cannot be taken for granted. In this paper, the computed torque algorithm has been chosen as the control method, leading to an adaptive controller that has been applied to a robotic system. Simulations show the good performance of the proposed system, both regarding control (tracking the reference trajectory) and identification (providing accurate values of parameters). From a theoretical point of view, the construction of this adaptive controller sheds some light on the overall analysis of Hopfield networks for optimization, highlighting the similarities and differences to the conventional combinatorial optimization applications
The promising results of the present paper deserve further analysis in several directions:
• First of all, the procedure for obtaining the adaptive controller is a straightforward procedure for any robotic system in Linear In the Parameters form, and it could even be automatized by means of a Computer Algebra System. Thus we are extending our simulations to more complex systems with a higher number of degrees of freedom.
• On a different note, a theoretical study is being developed in order to prove the stability of the closed-loop system, operating under the action of the global adaptive con troller. In particular, the case of time-varying parameters must be taken into account.
• Also, further experiments are needed to provide some hints on the required accuracy of the a-priori nominal values of the parameters, so establishing the robustness limits of the controller. Ongoing experiments show that the proposed estimator outperforms conventional algo rithms, such as gradient and least squares methods.
