Abstract. A digital adaptive optics line-scanning confocal imaging (DAOLCI) system is proposed by applying digital holographic adaptive optics to a digital form of line-scanning confocal imaging system. In DAOLCI, each line scan is recorded by a digital hologram, which allows access to the complex optical field from one slice of the sample through digital holography. This complex optical field contains both the information of one slice of the sample and the optical aberration of the system, thus allowing us to compensate for the effect of the optical aberration, which can be sensed by a complex guide star hologram. After numerical aberration compensation, the corrected optical fields of a sequence of line scans are stitched into the final corrected confocal image. In DAOLCI, a numerical slit is applied to realize the confocality at the sensor end. The width of this slit can be adjusted to control the image contrast and speckle noise for scattering samples. DAOLCI dispenses with the hardware pieces, such as Shack-Hartmann wavefront sensor and deformable mirror, and the closedloop feedbacks adopted in the conventional adaptive optics confocal imaging system, thus reducing the optomechanical complexity and cost. Numerical simulations and proof-of-principle experiments are presented that demonstrate the feasibility of this idea.
Introduction
Adaptive optics (AO) was originally proposed in 1953 by Babcock to compensate for the effect of atmospheric turbulence and improve the resolution of astronomical imaging. 1 The first successful demonstration of a practical AO system was reported in 1977 by Hardy et al. 2 Nowadays, almost all large-scale ground-based telescopes are equipped with AO system to enhance atmospheric imaging. 3, 4 To eliminate the effect of ocular aberration and improve the resolution of the retinal image, AO was first incorporated into a wide-field retinal imaging system in 1997 by Liang et al. 5 With the aid of AO, in vivo images of the photoreceptors of the human retina are achieved. Since the successful demonstration of AO in wide-field retinal imaging system, different AO systems have been proposed and tested for ophthalmic imaging. [6] [7] [8] [9] [10] To improve the image contrast and obtain optical sectioning, AO was incorporated to the pointscanning confocal ophthalmoscope in 2002 by Roorda et al., which enables acquisition of high-contrast retinal images with true optical sectioning capability. 11 A more compact AO confocal retinal imaging system was recently proposed by adopting a line-scanning confocal configuration, which is fundamentally simpler and faster than the point-scanning counterpart. [12] [13] [14] [15] AO has also been applied to optical coherence tomography (OCT). 16 However, the application of AO-OCT is still limited by its acquisition speed. A typical AO system contains several critical hardware pieces: a deformable mirror, a lenslet array, and a second CCD camera in addition to the camera for imaging and complicated control of close-loop coordination of the wavefront sensor and wavefront corrector, which limits the translation of AO system from laboratory to clinical use.
To reduce the optomechanical complexity and the cost of the conventional AO system, we have recently introduced a new type of AO system for wide-field retinal imaging based on the principles of digital holography (DH). 17, 18 This proposed digital holographic adaptive optics imaging (DHAO) system realizes the aberration sensing and aberration correction by DH and related numerical processing, thus eliminating the need for the hardware pieces such as a Shack-Hartmann wavefront sensor and deformable mirror, and the closed-loop feedbacks imposed by the conventional AO system. The essence of DHAO is to digitally correct the phase aberration by using measured aberration. DHAO is similar to digital adaptive optics systems proposed in Refs. 19 and 20, in which the complex field of the object is obtained by DH and optical aberrations are numerically obtained by using an image metric. Recent work on the computational adaptive optics for interferometric synthetic aperture microscopy has also demonstrated that the numerical correction of the optical aberrations is able to improve the resolution of images from interferometric data. 21 The interferometric data are from a spectral domain OCT system, which is quite different from DH. Different from the work proposed in Refs. 19 and 21, the optical aberrations in DHAO are not from numerical searching but from the direct measurement by DH, thus alleviating the computational burden.
DHAO wide-field imaging is a coherent imaging modality, which suffers from stronger speckle noise for scattering samples, lack of optical sectioning, and lower contrast compared to the confocal imaging system. In this paper, we apply DHAO to a digital form of a line-scanning confocal imaging system in which each line scan is recorded by a digital hologram. 22 Compared to the digital point-scanning confocal system in which each point scan is recorded by a digital hologram, a digital line-scanning confocal system is three orders of magnitude faster and more tractable in terms of the data flow involved. 23, 24 This proposed digital adaptive optics line-scanning confocal imaging (DAOLCI) system is essentially using the amplitude point spread function (PSF) to compensate the amplitude line spread function (LSF). The optical apparatus and the basic principles are presented in Sec. 2. Simulation results are reported in Sec. 3 . We then present the experimental demonstration in Sec. 3. Conclusions are drawn in Sec. 4.
DAOLCI Apparatus and Principle
The optical system of DAOLCI is illustrated in Fig. 1 . Because DAOLCI is intended for ophthalmic imaging, the optical system is described by use of a model eye. Figure 1(a) shows the layout of the optical system. A model eye is composed of an eye lens EL with a focal length f EL of 25 mm, and an artificial aberrator A at the pupil plane and a scattering sample at the focal plane of the eye lens EL. The focal length f 1 of the lens L1 is 200 mm, which is put 200 mm away from the eye pupil. The CCD is placed 200 mm away from the lens L1. In the illumination path, a cylindrical lens CL with a focal length f CL of 150 mm is inserted as shown in Fig. 1(a) . The details of the illumination configuration are illustrated in Figs. 1(b) and 1(c). Under this illumination, a focal line is projected onto the sample at a time. In this instance, a horizontal line (x direction) is projected on the sample. The sample is mounted on a motorized stage and scanned in the vertical (y) direction. The CCD is also put at the conjugate plane of the sample. Because of the aberration added at the pupil, the optical field Oðx C ; y C ; nÞ at the CCD plane from the nth scan is distorted, where ðx C ; y C Þ are the coordinates at the CCD plane. Oðx C ; y C ; nÞ can be related to the field Oðx P ; y P ; nÞ at the pupil by 25 Oðx C ; y C ; nÞ ¼ 1 jλf 1
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where λ is the wavelength of the light source, and ðx P ; y P Þ are the coordinates at the pupil plane. Oðx P ; y P ; nÞ can be written as Oðx P ; y P ; nÞ ¼ O U ðx P ; y P ; nÞPðx P ; y P Þ exp½jΦðx P ; y P Þ;
where O U ðx P ; y P ; nÞ denotes the undistorted field at the pupil from the nth scan, Pðx P ; y P Þ means the ideal pupil function, and Φðx P ; y P Þ represents the phase aberration introduced by the aberrator A. Ignoring the prefactor, Eq. (1) can be rewritten as Oðf x ; f y ; nÞ ¼ FTfOðx P ; y P ; nÞgðf x ; f y Þ; (
where
The optical field Oðx C ; y C ; nÞ can be obtained by off-axis DH, which is realized by introducing a reference beam after collimator C3 in Fig. 1 (a) at an angle with respect to the object field. [26] [27] [28] The distorted confocal intensity from nth scan can be expressed as
where the slit means the applied numerical slit. To correct the confocal image, we must measure the aberration Φðx P ; y P Þ and remove it from Eq. (2). To measure this aberration Φðx P ; y P Þ, a narrow beam is sent into the eye lens EL to generate a guide star at the sample S, which is realized by an inverted telescope system consisting of the lens L2 and L3, as shown in Fig. 1(a) . The light scattered from the sample experiences the aberration Φðx P ; y P Þ introduced by the aberrator A at the pupil plane. A collimated beam through the beam collimator C3 is used as the reference beam so that a guide star hologram can be formed at the CCD. From this guide star hologram, one can retrieve the amplitude PSF of this optical system, as follows: PSFðf x ; f y Þ ¼ FTfPðx P ; y P Þ exp½jΦðx P ; y P Þgðf x ; f y Þ;
where the spatial frequency coodinates ðf x ; f y Þ are related to spatial coodinates ðx P ; y P Þ at the pupil plane by Eq. (4). Taking the inverse Fourier transform (FT) of Eq. (6), the aberration Φðx P ; y P Þ within the pupil can be obtained. Within aberration in hand, we are able to correct the aberrated field from each scan. Specifically, taking the inverse FT of Oðx C ; y C ; nÞ to obtain the aberrated field at the pupil Oðx P ; y P ; nÞ and removing the phase aberration from it by Oðx P ; y P ; nÞ exp½−jΦðx P ; y P Þ, we can recover the optical field O U ðx P ; y P ; nÞ within the pupil. The corrected field O C ðx C ; y C ; nÞ at the CCD plane is then obtained by taking the FT of this recovered object field O U ðx P ; y P ; nÞ. The final corrected confocal image becomes
DAOLCI treats the optical field from each scan as the DHAO wide-field imaging system does for the optical field of the whole object. 18 The selective illumination and numerical slit ensures the confocality of DAOCLI, which can reject the scattering from the out-of-focus plane and improve the image contrast.
Simulations
To demonstrate the validity of DAOLCI, we first present a simulation example. In the computer simulation, the radiation wavelength is set to be 632.8 nm. We set the beam size on the cylindrical lens CL as 3 mm to avoid distortion of the illumination on the sample. The scanning step is set to be 3 μm. The diameter of the pupil is 5 mm. The focal length f CL of the cylindrical lens CL is set to be 150 mm. The imaging numerical aperture is ∼0.1, and the corresponding diffraction limited resolution element is ∼3.9 μm. The width of numerical slit to be applied is 9 pixels, which corresponds to one diffraction-limited resolution element. 22 The amplitude of the sample we used is part of a digital resolution target, and the phase of the sample is an array of random phase ranging from −π to þπ. Figures 2(a) and 2(b) show the amplitude and phase of this sample. The phase is displayed by a red-white-blue color map throughout this paper. The simulated aberration, as shown in Fig. 2(c) , is added at the pupil plane of the lens EL. This aberration is generated by the Zernike polynomials Φ ¼ 8πð3r 3 − 2rÞ sinðθÞ, where ðr; θÞ is the normalized polar coordinate at the pupil. As a baseline, the phase distribution at the pupil without aberration is shown in Fig. 2(d) , and the corresponding line image that is the intensity of one scan obtained by taking the FT of the optical field at the pupil plane represented by Fig. 2(d) and the confocal image are shown in Figs. 2(e) and 2(f), respectively. The length of the line image in Fig. 2(e) is ∼428 μm, which determines the width of the confocal image shown in Fig. 2(f) . The height of the confocal image is determined as the product of the number of line scans and the scanning step, which is 768 μm. The distorted phase distribution at the eye pupil due to the added aberration is shown in Fig. 2(g) . The distorted line image as shown in Fig. 2(h) is highly widened compared to the undistorted one as shown in Fig. 2(e) . The resulting distorted confocal image, as shown in Fig. 2(i) , is significantly blurred by the aberration. To restore the distorted images, aberration is measured by a guide star hologram, as shown in Fig. 2(j) . Subtracting this measured aberration from the distorted field at the eye pupil in Fig. 2(g) , the corrected field is shown in Fig. 2(k) . Taking the FT of this corrected field, the corrected line image can be obtained as shown in Fig. 2(l) , which is completely restored. The restored confocal image is shown in Fig. 2(m) , which shows pronounced improvement in terms of resolution and contrast compared to the distorted one in Fig. 2(i) , thus demonstrating the effectiveness of DHAO for line-scanning confocal imaging system.
Experimental Results and Discussion
In this section, we present experiments to further validate the feasibility of DAOLCI. In the experiment, a He-Ne laser of wavelength 632.8 nm is the light source. The scattering sample is made by tightly attaching a piece of Teflon tape behind a positive 1951 United States Air Force resolution target and tilting to remove the specular reflections from the surfaces of the resolution target. A piece of broken glass is inserted at the pupil plane, serving as the aberrator A. The pupil size is set to be 5 mm in diameter. Group 4 elements 4 to 5 of the resolution target are imaged. A CCD of 1024 × 768 square pixels with a 4.65 μm pitch is used, of which 512 × 512 pixels are employed as the active detection region. The calibrated magnification of the image at the CCD to the object at the sample plane is 8.6, which means the pixel resolution of the confocal image along nonscanning direction is 0.54 μm. The scanning speed is set to be 10.8 μm∕s such that the pixel resolutions along the scanning and nonscanning directions are the same. A total of 512 scans are taken for the confocal image. The time taken for one fullfield image is ∼25.6 s. The field of view of the confocal images is therefore 276 × 276 μm 2 . The beam illuminating the cylindrical lens CL is set to be ∼2.5 mm in diameter to avoid the distortion of the focal line illumination at the sample. To verify that the effect of aberration on the illumination is negligible with this narrow beam, we put a second CCD at the focal plane of the eye lens EL. The intensities of the focal lines, obtained without and with the aberrator in place, are shown in Figs. 3(a) and 3(b) , respectively. Their profiles along the vertical (y) directions through the centers of the images are shown in Figs. 3(c)  and 3(d) . The full-width at half-maximum of these two profiles are both ∼9.4 μm, indicating that the effect of the aberration on the line focuses can be ignored. The blurring effect on the imaging will be solely from the second passage through the aberrator. Figure 4 (a) shows the hologram of the optical field from one slice of the sample without the aberrator in place. Figure 4(b) shows the phase distribution at the pupil plane, which is obtained by taking inverse FT of the hologram [ Fig. 4(a)] and numerical filtering. The detailed procedures of obtaining the phase at the pupil plane from the hologram can be found in Ref. 18 .
The distorted line hologram due to the aberrator is shown in Fig. 4(c) . The corresponding distorted phase at the pupil is shown in Fig. 4(d) . To measure the aberration, a narrow beam ∼2 mm in diameter is sent through the eye lens EL to generate the guide star at the sample. The reason that we limit the size of the beam for guide star generation is that the aberration will severely blur the focused spot at the sample if we apply a large beam.
The resulting guide star hologram is shown in Fig. 4(e) . The phase aberration obtained from this guide star hologram is shown in Fig. 4(f) . Figure 4(g) shows the corrected phase distribution at the pupil plane by subtracting Fig. 4(f) from Fig. 4(d) . The resultant line and confocal images are shown in Fig. 5 . Figure 5(a) shows the line image that is the intensity of one scan obtained by taking FT of the undistorted optical field at the pupil plane represented by Fig. 4(b) , serving as a baseline. Figure 5(b) shows the undistorted confocal image where a numerical slit of 21 pixels is applied. This width corresponds to approximately three times the diffraction-limited resolution element. For strongly scattering samples, as used in this experiment, a slightly wide numerical slit can reduce the speckle noise without sacrificing the contrast and resolution. If we apply a much wider slit, the speckle noise can be further reduced, but a significant reduction in contrast will be incurred, as shown in Fig. 5(c) , with a slit width of 210 pixels. Also, the optical sectioning capability will be compromised. The optical sectioning capability of the digital line-scanning confocal system arises from the selective illumination and numerical slit at the detection. This is the same as a conventional confocal system. 22 The optical sectioning capability will be reduced as the slit or pinhole is enlarged. 29 The observation on the effect of the size of slit on the speckle contrast agrees well with the work of a pointscanning confocal system. 30 The distorted line image, as shown in Fig. 5(d) , is obtained by taking FT of the distorted optical field at the pupil plane represented by Fig. 4(d) . The aberration significantly widens the line image. The resultant confocal image with a slit width of 21 pixels is shown in Fig. 5(e) . This confocal image is the best from visual observation while we move the center of numerical slit through the blurred line image. Increase in the slit width leads to stronger cross-talk due to the directional spread of the energy within the line image, as shown in Fig. 5(f) , where the slit width is 210 pixels. The corrected line image obtained by taking the FT of the corrected optical field at the pupil represented by Fig. 4(g) is shown in Fig. 5(g) . After correction, the width of the line image is recovered to the level of the aberration-free one as shown in Fig. 5(a) . The corrected confocal image with a slit width of 21 pixels is shown in Fig. 5(h) , which illustrates almost complete recovery of the information compared to the distorted confocal image in Fig. 5(e) . The confocal image with a slit width of 210 pixels is shown in Fig. 5 (i), which shows pronounced improvement compared to Fig. 5(f) . This is because correction eliminates the strong cross-talk due to the directional spread of energy within the line image. This experiment clearly demonstrates the feasibility of DAOLCI.
Conclusions
A digital line-scanning confocal imaging system with AO capability is presented. In DAOLCI, the complex amplitude of each scan is the amplitude LSF of the optical system and the complex guide star hologram records the amplitude PSF. In essence, DAOLCI realizes the compensation for the amplitude LSF by use of the amplitude PSF. For an aberration-free imaging system, the information is concentrated within a compact LSF. Aberration spreads this compact LSF in a manner that depends on the type and strength of the aberration. DHAO functions as a mechanism for the readjustment of this widened distribution back into a compact one within the LSF. Simulations and experiments have demonstrated the validity of this idea. Different from our previous work on DHAO, which is a full-field imaging modality, 17, 18 DAOLCI is a confocal imaging technique that can achieve higher-contrast images and optical sectioning. Our line-scanning confocal imaging system has proved to be an effective imaging tool for weakly scattering objects such as retina using spatially coherent light sources, such as diode lasers or superluminescent diodes. 12, 31 Although in the demonstration we adopt a He-Ne laser as our light source to simplify the optical system, DAOLCI can be directly applied to diode laser or superluminescent diode by use of low-coherence DH. [32] [33] [34] [35] [36] Compared to the classical AO confocal imaging modality, DAOLCI does not require certain hardware pieces, such as a Shack-Hartmann wavefront sensor, deformable mirror, and He closed-loop feedbacks, and also opens the possibilities of adopting computational AO techniques [19] [20] [21] to correct for the aberration. As all the conventional AO ophthalmoscopes adopt, we have assumed the aberration happens at or close to the pupil. If the aberration exists in the volume inside the eye, the presented imaging system may integrate some computational methods as reported in Refs. 37 and 38 to deal with this problem. To achieve real-time imaging, beam scanning with a high-speed area camera will become necessary because the optical field from each scan has to be recorded in a two-dimensional frame to retain the aberration of the optical system. If the aberration is not very severe, the requirement of the recording area may be reduced to improve the speed. His research interests include biomedical optics, digital holography, adaptive optics, ophthalmic imaging, and interferometric confocal microscopy.
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