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Résumé
Cette thèse concerne l’analyse de gestes, et plus particulièrement la caractéri-
sation et la reconnaissance de gestes. L’analyse des données gestuelles est un axe
de recherche impliquant les domaines de la communication Homme-Machine, de
gestion des documents vidéo et du traitement du signal.
La contribution principale de notre travail de thèse est l’étude, la conception
et la mise en œuvre, d’un système markovien hybride pour la reconnaissance des
données séquentielles. La tâche de reconnaissance combine classiquement deux
tâches : la segmentation et la classification. Le modèle hybride proposé combine
ainsi la capacité de modélisation et de segmentation des Modèles de Markov Ca-
chés et la capacité de discrimination locale des Champs Aléatoires Conditionnels.
Nous avons appliqué ce système hybride à la reconnaissance des séquences de
gestes dans des vidéos, dans le cadre applicatif de l’apprentissage avec un seul
exemple. Les bonnes performances de reconnaissance obtenues dans le contexte
de la compétition ChaLearn montrent l’intérêt de l’approche proposée pour l’ap-
prentissage avec peu de données.
La tâche de reconnaissance nécessite une étape de caractérisation des données.
Dans le cadre de la caractérisation des gestes, nous proposons deux contributions.
La première contribution est une amélioration du suivi local de la main domi-
nante dans un geste avec les filtres particulaires. Cette amélioration est basée
principalement sur une pénalisation issue des flots optiques de l’estimateur, et
une génération automatique d’un vocabulaire de référence. La deuxième contri-
bution est la proposition d’une méthode de caractérisation globale du geste que
nous appelons une « signature du geste ». La signature du geste décrit la localisa-
tion, la vélocité et l’orientation du mouvement global dans un geste en combinant
des informations de vitesse calculée avec les flots optiques.
Mots-clés : reconnaissance de gestes, vidéos, système hybride, modèle de
Markov cachés, champ aléatoire conditionnel, caractérisation de gestes, filtres par-
ticulaires, flots optiques.
Abstract
This PHD thesis concerns the analysis of gestures, especially the characteri-
zation and the recognition of gestures. The analysis of gestural data is a research
field which involves Human-Machine communication, video management and si-
gnal processing fields.
The main contribution of this PHD thesis is the design and implementation
of a hybrid Markov system for sequential data recognition. The recognition task
typically combines two tasks : segmentation and classification. Therefore, the pro-
posed hybrid model combines the ability of modeling and segmentation of Hidden
Markov Models and the ability of local discrimination of Conditional Random
Fields. We applied this hybrid system to the recognition of gesture sequences in vi-
deos in the context of one-shot-learning. The interesting recognition performances
achieved in the context of the competition of ChaLearn show the advantage of
the proposed approach for the context of learning with few examples.
The recognition task requires a step of data characterization. In the context of
gesture characterization, we propose two contributions. The first contribution is
an improvement of local tracking of the dominant hand in a gesture with particle
filters. This improvement is mainly based on a penalisation, computed with optical
flow method, of the estimator and an automatic vocabulary reference generation.
The second contribution is a method of global characterization of a gesture that
we call the "gesture signature". The gesture signature describes the location,
velocity and orientation of the global movement in a gesture combining velocity
information calculated with optical flow method.
Keywords : gesture recognition , video, hybrid system , hidden Markov mo-
del, conditional random field, gesture characterization, particle filters, optical flow.
Table des matières
Table des matières i
1 Introduction Générale 1
1.1 Cadre général . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problématique de la reconnaissance de gestes . . . . . . . . . . . . 4
1.3 Modèles markoviens . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Organisation du manuscrit . . . . . . . . . . . . . . . . . . . . . . . 7
I Suivi des gestes 9
2 État de l’art : Modèles Markoviens de suivi 11
2.1 Introduction générale sur les méthodes de suivi . . . . . . . . . . . 12
2.2 Principe des méthodes probabilistes de suivi par filtrage optimal . 13
2.3 Filtre particulaire : un modèle de suivi markovien . . . . . . . . . . 15
2.3.1 Théorie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.1.1 Principe de Monte-Carlo . . . . . . . . . . . . . . 15
2.3.1.2 Échantillonnage d’importance . . . . . . . . . . . 16
2.3.1.3 Estimation récursive des poids . . . . . . . . . . . 17
2.3.1.4 Problème de dégénérescence . . . . . . . . . . . . 18
2.3.1.5 L’algorithme de ConDensAtion . . . . . . . . . . . 20
2.3.2 Variantes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Applications de suivi avec les filtres particulaires . . . . . . . . . . 24
2.5 Caractérisation de la cible . . . . . . . . . . . . . . . . . . . . . . . 27
2.5.1 Descripteurs de couleur et de texture . . . . . . . . . . . . . 27
2.5.2 Descripteurs de forme . . . . . . . . . . . . . . . . . . . . . 28
2.5.3 Descripteurs de mouvement . . . . . . . . . . . . . . . . . . 29
2.6 Difficultés d’évaluation des performances des méthodes de suivi . . 31
i
ii TABLE DES MATIÈRES
3 Application des filtres particulaires pour la caractérisation des
gestes : amélioration du suivi avec les flots optiques 33
3.1 Détermination du modèle de référence . . . . . . . . . . . . . . . . 35
3.2 Le modèle d’observation . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.1 Représentation géométrique de la cible . . . . . . . . . . . . 38
3.2.2 Caractérisation de la cible . . . . . . . . . . . . . . . . . . . 38
3.2.2.1 Descripteurs issus de la couleur . . . . . . . . . . . 40
3.2.2.2 Descripteurs issus de la forme . . . . . . . . . . . 42
3.2.3 Estimation de la probabilité d’observation . . . . . . . . . . 42
3.2.3.1 Choix des distances appliquées aux descripteurs . 44
3.2.4 Pénalisation des particules avec les flots optiques . . . . . . 45
3.3 Le modèle de mouvement des particules . . . . . . . . . . . . . . . 47
3.4 Le protocole expérimental . . . . . . . . . . . . . . . . . . . . . . . 48
3.4.1 Les données expérimentales . . . . . . . . . . . . . . . . . . 48
3.4.2 Les métriques d’évaluation . . . . . . . . . . . . . . . . . . . 49
3.4.3 Les systèmes évalués . . . . . . . . . . . . . . . . . . . . . . 50
3.5 Résultats de suivi . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
II Reconnaissance et détection des gestes 59
4 État de l’art : Modèles Markovien séquentiels de reconnaissance 61
4.1 Introduction générale sur les méthodes de reconnaissance dynamique 62
4.2 Les modèles de Markov à états cachés : les MMC . . . . . . . . . . . 63
4.2.1 Théorie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2.2 Les semi-MMC . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2.3 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2.4 Avantages et inconvénients des MMC . . . . . . . . . . . . . . 70
4.3 Les champs aléatoires conditionnels : les CAC . . . . . . . . . . . . . 70
4.3.1 Théorie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3.2 Les semi-Markov CAC . . . . . . . . . . . . . . . . . . . . . . 72
4.3.3 Les CAC cachés . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.3.4 Les CAC dynamiques latents : les CACDL . . . . . . . . . . . . 75
4.3.5 Synthèse et Applications . . . . . . . . . . . . . . . . . . . . 77
4.3.6 Avantages et inconvénients des CAC . . . . . . . . . . . . . . 77
4.4 Les modèles hybrides combinant les MMC à des méthodes de classi-
fication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5 Un modèle hybride, les CAC/MMC, pour la reconnaissance des gestes 81
5.1 Un modèle hybride de reconnaissance : les CAC/MMC . . . . . . . . . 83
5.1.1 Avantages de la combinaison des CAC et des MMC . . . . . . . 83
5.1.2 Présentation du modèle CAC/MMC . . . . . . . . . . . . . . . 84
TABLE DES MATIÈRES iii
5.1.3 Architecture générale des CAC/MMC . . . . . . . . . . . . . . 86
5.1.4 Apprentissage . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.1.5 Décodage . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.2 Caractérisation globale des gestes . . . . . . . . . . . . . . . . . . . 89
5.2.1 Caractérisation avec les Flots Optiques : Signature du Geste 89
5.2.2 Caractérisation avec les HOG . . . . . . . . . . . . . . . . . . 94
5.2.3 Les différentes variantes du vecteur de caractéristiques . . . 95
5.3 Adaptation des CAC/MMC à l’apprentissage avec un seul exemple . . 96
5.3.1 Adaptation de la composante des MMC . . . . . . . . . . . . 97
5.3.2 Adaptation de la composante des CAC . . . . . . . . . . . . 97
5.4 Protocole expérimental . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.4.1 Bases de données . . . . . . . . . . . . . . . . . . . . . . . . 98
5.4.2 Métriques d’évaluation . . . . . . . . . . . . . . . . . . . . . 99
5.4.3 Outils d’implémentation . . . . . . . . . . . . . . . . . . . . 100
5.5 Résultats de reconnaissance de gestes . . . . . . . . . . . . . . . . . 100
5.5.1 Intérêt de notre modèle de caractérisation de geste : la si-
gnature du geste . . . . . . . . . . . . . . . . . . . . . . . . 101
5.5.2 Intérêt de la quantification des caractéristiques continues
pour les CAC . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.5.3 Robustesse des CAC/MMC . . . . . . . . . . . . . . . . . . . . 103
5.5.3.1 Robustesse à la variation du nombre de trames
par état . . . . . . . . . . . . . . . . . . . . . . . . 103
5.5.3.2 Robustesse à la variation de la durée du geste . . . 105
5.5.3.3 Robustesse à la variation du vecteur des caracté-
ristiques . . . . . . . . . . . . . . . . . . . . . . . . 105
5.5.4 Validation du système hybride CAC/MMC et son évaluation
avec la plateforme ChaLearn . . . . . . . . . . . . . . . . . . 106
5.6 Vérifications statistiques . . . . . . . . . . . . . . . . . . . . . . . . 109
5.6.1 Le test de Kolmogorov-Smirnov . . . . . . . . . . . . . . . 109
5.6.2 Le test de Student unilatéral . . . . . . . . . . . . . . . . . 110
Conclusion Générale 113
Bibliographie 117
A Principe d’autres méthodes de suivi 129
A.1 Filtre de Kalman . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
A.1.1 Théorie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
A.1.2 Variantes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
A.2 Camshift : Continously Adaptative Mean Shift . . . . . . . . . . . . 132
A.2.1 Principe du Camshift . . . . . . . . . . . . . . . . . . . . . 132
A.2.2 Principe du Mean-Shift . . . . . . . . . . . . . . . . . . . . 132

Chapitre 1
Introduction Générale
Table des matières
1.1 Cadre général . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problématique de la reconnaissance de gestes . . . . . . . . . . . . 4
1.3 Modèles markoviens . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Organisation du manuscrit . . . . . . . . . . . . . . . . . . . . . . . 7
Le sujet de cette thèse concerne la caractérisation et la reconnaissance des
gestes dans des vidéos en appliquant des modèles markoviens. Cette étude est
applicable dans plusieurs contextes d’interaction Homme-Machine ou de gestion
des documents de type vidéo. Dans cette introduction générale, nous commençons
par expliciter ces différents contextes et les besoins qui en découlent. Ensuite,
nous précisons la problématique soulevée dans cette étude. Puis, nous donnons
un aperçu sur les techniques markoviennes qui sont la méthode à l’état de l’art
répondant à cette problématique. Nous terminons ce chapitre par l’explication de
l’organisation du manuscrit et les contributions réalisées durant cette étude.
1.1 Cadre général
Un geste est un mouvement corporel humain de durée courte, de l’ordre de
quelques secondes, réalisé essentiellement avec les bras. Il permet de communiquer
avec les machines qui l’interprètent à l’aide des techniques de vision par ordina-
teur. Pour ces machines, un geste représente une donnée séquentielle nécessitant
un support de stockage dynamique comme la vidéo ou le signal selon le mode
1
2 CHAPITRE 1. INTRODUCTION GÉNÉRALE
de capture de l’information. Ainsi, l’analyse des données gestuelles est un axe de
recherche lié à des domaines de communication Homme-Machine, de gestion des
documents vidéo et du traitement du signal.
Le domaine d’analyse des gestes inclut plusieurs thèmes : la caractérisation, le
suivi, la reconnaissance, la segmentation, la détection, ce qu’on appelle également
le « spotting » de gestes qui consiste à détecter et reconnaitre certains gestes spé-
cifiques dans une vidéo, etc. Dans le cadre de notre étude, nous nous intéressons
à la caractérisation et la reconnaissance des gestes. La caractérisation des gestes
consiste à extraire, à partir des données, des informations distinguant les classes
de gestes. La caractérisation des gestes est une étape indispensable pour la recon-
naissance des gestes. La reconnaissance des gestes consiste à identifier les gestes
par la machine. C’est une tâche nécessaire pour les applications de communication
Homme-Machine.
En effet, l’évolution de la technologie nécessite le développement de techniques
efficaces de communication entre l’Homme et les machines. Pour simplifier l’in-
teraction Homme-Machine, les concepteurs des machines ont tendance à réduire
le nombre de périphériques d’entrée et les remplacer par une acquisition et une
reconnaissance directe des gestes. Cette constatation s’applique aux jeux vidéos,
au contrôle des robots et à la traduction des langues gestuelles [54].
Nous citons comme premier exemple de langues gestuelles, la langue des
signes [128]. La langue des signes est la langue principale adoptée par les per-
sonnes sourdes et muettes et présente un besoin de traduction important. La
traduction automatique de cette langue gestuelle vers une langue écrite ou parlée
à travers des applications informatiques facilite la communication entre les per-
sonnes à difficultés auditives et le reste de la société. La traduction automatique
permet de résoudre le problème de disponibilité des spécialistes de traductions de
la langue des signes auprès des services administratifs ou dans les cas d’urgence.
Certains travaux [36, 141, 142] ont été réalisés dans le but de construire des sys-
tèmes de traduction de la langues des signes. La traduction des discours en langue
des signes est réalisée avec des techniques de reconnaissance de signes combinées
à des connaissances linguistiques de haut niveau comme les règles grammaticales.
Cette langue se compose d’un ensemble de signes articulés d’une manière com-
plexe. Chaque signe peut être représenté par une forme instantanée ou par un
ou plusieurs gestes. Les gestes sont réalisés principalement par les mains et le
visage. La langue des signes est caractérisée par une main dominante qui illustre
les formes et les mouvements dominants dans la plupart des signes. La trajec-
toire et la forme de cette main dominante peuvent jouer un rôle principal dans
la détermination du signe effectué. Dans la première partie de notre travail, nous
nous sommes intéressés à la caractérisation et au suivi de gestes en prenant pour
exemple des vidéos en langue des signes.
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La langue des plongeurs 1 est considérée également comme une langue ges-
tuelle. Dans la pratique, les chercheurs souhaitent appliquer la reconnaissance
automatique de la langue des plongeurs pour le contrôle des robots sous-marins 2.
Récemment, le matériel sous-marin est devenu de plus en plus sophistiqué, auto-
nome et doté d’une intelligence considérable comme le robot « Little Hercules » 3.
Concevoir des robots sous-marins avec une intelligence élevée répond au besoin
d’explorer les zones sous-marines dangereuses. Ces robots seront ainsi des ou-
tils intelligents d’exploration complémentaires aux plongeurs. Afin de faciliter la
tâche du plongeur, le contrôle manuel du robot sous-marin peut être remplacé par
un contrôle gestuel-visuel. Le plongeur communique ainsi avec le robot à travers
la langue des plongeurs et le robot réagit en contre partie grâce aux techniques
de vision par ordinateur, de suivi et de reconnaissance des gestes. Avec de telles
capacités le robot répond au besoin d’assurer la sécurité du plongeur en cas de
danger.
Un autre contexte de communication Homme-Machine largement étudié est le
contexte des Jeux vidéo. Un des dispositifs de jeux vidéos récemment développé
et largement utilisé est le système Kinect 4. Grâce aux techniques de vision par
ordinateur, il permet le contrôle des jeux avec les gestes humains sans périphérique
intermédiaire. Ce dispositif permet de construire des bases de données de l’activité
humaines sous différentes modalités imagerie couleur et carte de profondeur de
la scène. Fournissant des bases de données de ce type, une compétition annuelle,
éditée par l’organisation ChaLearn [54], est organisée depuis l’année 2011 pour
stimuler les recherches dans le domaine de la reconnaissance de l’activité humaine.
Tous ces systèmes de capture de gestes fournissent des données séquentielles
enregistrées dans des documents vidéos ou sous forme de signaux selon le mode de
capture de l’information. Étant donné la simplicité et la fréquence d’utilisation de
la caméra vidéo dans la pratique, nous nous intéressons aux gestes stockés dans
des documents vidéos avec une caméra fixe.
La vidéo est un document numérique de stockage de l’information audiovi-
suelle. Les facilités d’acquisition numérique et le besoin de mémorisation et de
partage massif d’informations multimédia sur les réseaux informatiques génèrent
un volume très important de ce type de document nécessitant des outils de gestion
automatique fiables et rapides. En général, la gestion des documents repose sur
deux processus principaux ; le processus de recherche des documents nécessitant
des techniques d’indexation ou de caractérisation des documents et le processus
d’extraction de l’information nécessitant les techniques de reconnaissance d’évè-
nements. En ce qui concerne les documents de type vidéo, ces techniques sont en
1. http ://www.plongeemarseille.fr/plonger-marseille/le-langage-des-plongeurs
2. exemple : le projet européens COMMAR : http ://cor-
dis.europa.eu/result/brief/rcn/11882_fr.html
3. http ://oceanexplorer.noaa.gov/okeanos/edu/collection/media/hdwe-URintro.pdf
4. http ://www.xbox.com/fr-FR/Kinect
4 CHAPITRE 1. INTRODUCTION GÉNÉRALE
cours de développement [23, 104]. Par exemple, le moteur de recherche Google
met à la disposition de l’utilisateur différents type de mots clés pour la recherche
de documents tels que le texte, la parole ou l’image. La recherche dans des vi-
déos n’est pas encore mise en œuvre. Les techniques de recherche et d’indexation
nécessitent des méthodes de reconnaissance des éléments clés. Ces éléments clés
sont souvent représentés par des gestes. Ainsi, le processus d’indexation et de
recherche de vidéos contenant des activités humaines nécessite généralement des
techniques de reconnaissance des gestes. Nous citons comme deuxième exemple
l’institut national de l’audiovisuel (INA) qui intègre parmi ses axes de recherche
la recherche de gestes dans des vidéos 5.
Ces contextes applicatifs présentent un besoin de développer des systèmes de
reconnaissances de gestes. Un même système de reconnaissance est adaptable à
toutes ces applications. C’est dans cette orientation que notre travail de thèse
s’intègre. Nous proposons un système générique de reconnaissance de gestes repo-
sant sur des modèles Markoviens. Dans la prochaine section, nous présentons les
difficultés auxquelles un système de reconnaissance de gestes peut être confronté.
1.2 Problématique de la reconnaissance de gestes
La reconnaissance de gestes est une tâche d’identification des données ges-
tuelles. Dans le cas de la reconnaissance de discours gestuels, qui sont des en-
sembles articulés de gestes, la reconnaissance combine deux tâches : la segmen-
tation et la classification. Comme l’affirme Sayre [121], la segmentation et la
classification sont deux tâches qui doivent être réalisées simultanément. La tâche
de segmentation doit déterminer les limites des gestes sur la séquence. La tâche
de classification doit attribuer à chaque sous-séquence une étiquette appartenant
à un vocabulaire de gestes donné. La tâche de classification doit intégrer éga-
lement des connaissances a priori sur les données telles que le vocabulaire des
gestes, les durées des gestes, l’environnement d’enregistrement, etc. La difficulté
principale que comporte l’étape de segmentation est la variabilité de la durée des
instances d’un même geste. L’étape de classification est sujette à la variabilité des
caractéristiques des instances d’un même geste.
Un geste est un ensemble de mouvements effectués essentiellement avec les
mains. Il peut être représenté dans un espace simplifié tridimensionnel constitué
de sa projection bidimensionnelle et de sa variation dans le temps. La probléma-
tique principale qui se pose par conséquent est la modélisation de cette variation
tridimensionnelle et quel est le système capable de reconnaître ce type de données
en prenant en compte tous les paramètres spatiotemporels.
Les durées des instances d’un geste ne sont pas nécessairement identiques.
Cet variabilité est due principalement au changement de vitesse de réalisation du
5. http ://www.institut-national-audiovisuel.fr/nous-connaitre/entreprise/index.html
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geste par une même personne ou par des personnes différentes. Ainsi, le système
de reconnaissance doit être capable de modéliser cette élasticité et d’identifier le
geste en dépit de la variation de durée de ses instances.
Outre la robustesse à l’élasticité des instances du geste, le système de re-
connaissance doit également être robuste aux variabilités liées à l’environnement
d’enregistrement. En effet, les conditions d’enregistrement ne sont généralement
pas identiques entre deux séquences représentant le même geste. Nous pouvons
ainsi observer des changements de luminosité, des fonds variables contenant plu-
sieurs couleurs ou plusieurs objets et des vêtements aux formes et aux couleurs
variables.
Ainsi, le système de reconnaissance doit gérer ces variabilités à travers une ca-
ractérisation robuste du geste. Si les instances des caractéristiques du même geste
présentent un changement remarquable entre deux vidéos, il devient difficile pour
le système de reconnaissance d’identifier le même geste sur les deux vidéos. Ces
caractéristiques doivent ainsi minimiser la variabilité intra-classes et maximiser la
variabilité inter-classes.
Parmi les techniques de modélisation des données séquentielles aidant à ré-
soudre ces difficultés nous utilisons les méthodes statistiques markoviennes que
nous allons présenter dans la section suivante.
1.3 Modèles markoviens
Les modèles markoviens sont des modèles largement appliqués à la reconnais-
sance et la segmentation de données séquentielles. Ils modélisent les dépendances
temporelles des séquences. Pour cela, ils sont basés sur l’hypothèse de Markov qui
simplifie les dépendances entre les états temporels de la séquence en ne modélisant
que les dépendances à court terme et en omettant les dépendances sur des durées
plus longues.
Bien que les systèmes markoviens simplifient les dépendances entre les diffé-
rents éléments du modèle, ils fournissent une structuration globale de la donnée
permettant de prendre en compte des connaissances contextuelles de haut niveau
comme la grammaires des données linguistiques. Il existe également des systèmes
markoviens, tels que les champs aléatoires conditionnels [143], qui prennent en
compte les dépendances locales entre chaque observation et son contexte. Cette
structuration globale et locale facilite la tâche de reconnaissance des données sé-
quentielles, notamment des gestes.
Le premier défi évoqué dans la problématique est la modélisation de la durée
variable des instances des gestes. Les modèles de Markov, tels que les modèles de
Markov cachés [109], sont des classifieurs dynamiques capables de modéliser des
signaux de durée variable. Ils ont la capacité de prendre en compte cette variabilité
à l’aide des probabilités d’auto-transition des états du modèle. Ces capacités de
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structuration globale et de gestion de la variabilité de la durée permettent aux
modèles de Markov cachés de réaliser la tâche de segmentation.
Le deuxième type de variabilité qui présente une difficulté pour les systèmes
de reconnaissance de gestes est la variabilité liée aux conditions d’enregistrements
des données vidéos telles que la variabilité de la luminosité, du fond, des vête-
ments de l’acteur... Les modèles markoviens possèdent une certaine flexibilité leur
permettant de résister à ces variabilités grâce à leur modèle probabiliste d’attache
aux données.
D’autre part, comme nous l’avons expliqué précédemment, la reconnaissance
de gestes nécessite une étape préliminaire de caractérisation des gestes. Nous
considérons que le suivi du geste dans une vidéo constitue une méthode de carac-
térisation locale des gestes qui permet de caractériser le geste par un ensemble
de points d’intérêt spécifiques. En effet, le suivi des éléments générant le geste,
comme les mains, permet d’extraire des trajectoires décrivant les mouvements
dominant du geste. Les modèles markoviens, tels que les filtres particulaires [49],
sont également capable de suivre les gestes. Notons que les modèles markoviens
de suivi nécessitent eux-même d’autres méthodes de caractérisation de la cible
qui soient robustes aux variabilités liées à l’environnement d’enregistrement.
En conclusion, avec toutes ces spécificités, les modèles markoviens sont a priori
adaptés à accomplir la tâche de caractérisation et de reconnaissance des gestes
avec certaines limites que nous allons étudier et tenter de résoudre dans ce travail
de thèse.
1.4 Contributions
Certains modèles markoviens, comme les champs aléatoires conditionnels (les
CAC) [143], sont a priori adaptés au problème de classification et d’autre mo-
dèles markoviens, comme les modèles de Markov cachés (les MMC) [109], sont a
priori adaptés au problème de segmentation. Ainsi, dans ce travail nous pro-
posons d’unifier les avantages de ces deux types de modèles markoviens pour
proposer un système hybride. Nous montrerons que ce système hybride permet
d’intégrer des connaissances a priori tout en étant robuste à différentes sources
de variabilités. Ce système hybride est également générique, nous l’avons testé
avec différents types de gestes. L’élaboration de ce système hybride constitue la
contribution principale de ce travail de thèse.
Comme nous l’avons mentionné dans la section précédente, il existe des mo-
dèles markoviens dédiés au suivi des objets mobiles comme les filtres particu-
laires [49]. Nous avons appliqué ces modèles markoviens pour caractériser les
gestes en suivant la main ayant un mouvement dominant. Notre contribution prin-
cipale sur ce thème est l’élaboration d’une composante d’amélioration du suivi des
filtres particulaires basée sur l’exploitation de l’information de mouvement. L’in-
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formation primaire du mouvement est représentée par les vitesses des pixels, qui
peuvent être extraites avec une méthode connue pour sa robustesse à la variation
de la luminosité et aux déformations de la cible [15], et que l’on désigne par les
méthodes des flots optiques [19]. Nous proposons également une méthode auto-
matique de génération du vocabulaire de la main nécessaire pour le suivi avec
filtres particulaires.
Néanmoins, cette méthode de suivi a montré ses limites dans le cadre de la
caractérisation des gestes. Nous proposons ainsi une alternative sous forme d’une
méthode originale de caractérisation globale du mouvement dans les gestes. Cette
méthode décrit la localisation, la vélocité et l’orientation du mouvement. Elle est
basée sur l’exploitation de l’information de vitesse fournie par les flots optiques.
Pour évaluer les approches proposées, nous avons exploité deux bases de vi-
déos de gestes filmées avec une caméra fixe. La première base de données, appelée
« SignStream » [97], est une base spécialisée dans la langue des signes américaine.
Nous avons exploité cette base pour évaluer notre approche de suivi de gestes. La
deuxième base de données est une base constituée d’un ensemble de sous-bases de
gestes appartenant à plusieurs thèmes de communication visuo-gestuelle. Cet en-
semble de bases de données est fournies dans le cadre de la compétition « Gesture
Challenge 1-2 » proposée par l’organisation ChaLearn en 2011-2012 [54] dont le
sujet est la reconnaissance de gestes avec un seul exemple d’apprentissage, tâche
que l’on désigne également « one shot-learning » [54, 153]. Nous avons exploité
ces bases pour évaluer notre système complet de reconnaissance de gestes. Nous
allons montrer par la suite que le manque de données d’apprentissage est un autre
problème que les modèles markoviens sont capables de résoudre.
1.5 Organisation du manuscrit
Le manuscrit se compose de deux grandes parties. La première partie est
dédiée au suivi des gestes. Nous avons étudié le suivi des gestes dans le cadre de
la caractérisation des gestes qui est une étape nécessaire pour la reconnaissance des
gestes. Cette première partie se compose de deux chapitres. Le premier chapitre
présente l’état de l’art des modèles markoviens dédiés au suivi, et en particulier
les filtres particulaires et leurs applications. Nous donnons à la fin du chapitre un
aperçu sur un ensemble de méthodes de caractérisation des objets nécessaires pour
le suivi. Le deuxième chapitre développe notre application des filtres particulaires
au suivi de la main dominante dans la langue des signes et les contributions
apportées.
La deuxième partie de ce manuscrit est dédiée à la reconnaissance des gestes.
Elle se compose de deux chapitres également. Le premier chapitre présente l’état
de l’art des modèles markoviens dédiés à la reconnaissance des données séquen-
tielles. Nous expliquons le principe des modèles de Markov cachés et le principe
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des champs aléatoires conditionnels. Nous donnons un aperçu de plusieurs va-
riantes associées et nous détaillons certaines applications de ces modèles pour la
reconnaissance des gestes. Le deuxième chapitre présente notre application de ces
modèles markoviens à la reconnaissance des gestes et les contributions apportées.
Première partie
Suivi des gestes
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2.1 Introduction générale sur les méthodes de suivi
La reconnaissance des gestes nécessite une étape de caractérisation. La carac-
térisation des gestes est réalisable avec les techniques de suivi des gestes qui sont
en général les techniques de suivi des objets. En effet, un geste est généré prin-
cipalement par le mouvement et la forme des mains. Les trajectoires des mains
peuvent ainsi suffire à décrire le geste. Pour extraire la trajectoire des mains, il
faut recourir aux techniques de suivi des objets mobiles.
Selon Klein [71], il existe trois catégories de méthodes de suivi : les méthodes
d’optimisation d’une grandeur scalaire, les méthodes d’appariement de détection
et les méthodes probabilistes.
Les méthodes d’optimisation d’une grandeur scalaire, telles que les méthodes
de « template matching » [58], repose sur la minimisation ou la maximisation
d’une fonction à valeur dans R qui présente la correspondance entre un modèle de
l’objet et une observation extraite de l’image. Cette fonction peut être représentée
par une distance [32], une corrélation [137], une énergie [40], une erreur [50] ou
un coût [122].
Les méthodes d’appariement de détection [67, 124, 24, 34, 47, 117], comme la
méthode MHT (« Multiple Hypothesis Tracking ») [112], reposent sur le principe
de correspondance entre des régions détectées de l’objet dans l’image à l’instant
t− 1 et des régions candidates à l’image t.
Les méthodes probabilistes de suivi cherchent la position la plus probable
de l’objet suivi dans l’image actuelle à travers le calcul d’une probabilité condi-
tionnelle dépendant de l’historique du déplacement de l’objet et des observations
extraites. Dans ses travaux de thèse [71], Klein classifie les méthodes probabilistes
de suivi en deux catégories : les méthodes probabilistes à base de filtrage opti-
mal [7, 6] et les méthodes probabilistes à base d’apprentissage de modèle [37, 64].
Les méthodes probabilistes basées sur le filtrage optimal sont représentées par
deux méthodes ; les filtres de Kalman [66, 98] et les filtres particulaires [49, 70, 60].
Les méthodes de filtrage optimal calculent une estimation de la position de l’objet
suivi avec une modélisation gaussienne pour les filtres de Kalman et un échan-
tillonnage de type Monte Carlo pour les filtres particulaires.
Dans le cadre du suivi des gestes, un geste est souvent caractérisé par des mou-
vements rapides et irréguliers des mains. Ainsi, le suivi des mains dans un geste
nécessite une méthode non-déterministe fournissant une modélisation flexible du
mouvement. Étant données que les méthodes d’optimisation d’une grandeur sca-
laire sont des méthodes déterministes, elles ne sont donc pas adaptées pour suivre
les mouvements rapides de la cible. D’autre part, les méthodes d’appariement
de détection requièrent en général une étape de segmentation robuste qui peut
nécessiter, selon la méthode de segmentation, une étape d’apprentissage. Il est
connu que l’apprentissage augmente la complexité de la méthode et nécessite
une base d’apprentissage étiquetée dont la construction est en générale coûteuse,
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particulièrement dans le cas d’étiquetage de positions d’objets dans des vidéos.
Ainsi, les méthodes probabilistes semblent mieux adaptées au suivi des gestes.
Ces méthodes sont non-déterministes et ne nécessitent pas une étape d’appren-
tissage. Comme nous nous intéressons aux modèles markoviens, nous orientons
notre étude vers les méthodes probabilistes de filtrage optimal qui intègrent le
principe Markovien. Comme l’estimation de la position de la cible avec les filtres
particulaires est réalisée avec un processus d’échantillonnage, la modélisation du
déplacement de la cible est davantage flexible avec les filtres particulaires. Les
filtres de Kalman restreignent cette approximation au modèle gaussien. Ainsi, les
filtres particulaires semblent les plus adaptés au suivi des gestes.
Nous présenterons dans le chapitre 3, notre application des filtres particulaires
pour le suivi de la main dominante dans la langue des signes. Dans ce chapitre
2, nous présentons en premier lieu le principe des méthodes de filtrage optimal
(section 2.2). Ensuite, nous détaillons le principe des filtres particulaires, leurs
varaintes et certaines de leurs applications dans le cadre du suivi des gestes (sec-
tion 2.3). Nous donnons un aperçu sur le principe des filtres de Kalman dans
l’annexe A (section A.1). D’autre part, le processus des filtres particulaires néces-
site une composante de caractérisation de la cible. Nous donnons ainsi, dans la
section 2.5, un aperçu sur l’état de l’art de la caractérisation des objets. Nous ter-
minerons ce chapitre par la présentation des difficultés caractérisant l’évaluation
des performances des systèmes de suivi (section 2.6).
2.2 Principe des méthodes probabilistes de suivi par
filtrage optimal
Les méthodes probabilistes de suivi par filtrage optimal cherchent la position
de l’objet dans une image It sachant tous les états précédents Y0:t−1 et toutes
les observations disponibles depuis le départ X0:t. Cette position est représentée
par un vecteur d’état Yt. Ces méthodes probabilistes cherchent donc à maximiser
P (Yt|X0:t, Y0:t−1). En particulier, le but du processus de filtrage optimal est de
calculer la densité de filtrage p(Y0:t|X0:t). Le filtrage de Bayes permet d’obtenir
directement une densité p(Yt|X0:t) proche de la densité de filtrage sous certaines
hypothèses de dépendances représentées sur la figure 2.1 :
– la densité à l’instant 0 est disponible a priori : p(Y0).
– l’état présent Yt dépend uniquement de l’état qui le précède ce qui corres-
pond à l’hypothèse markovienne d’ordre 1 : p(Yt|Y0:t−1, X0:t) = p(Yt|Yt−1).
– l’observation courante, Xt ne dépend que de l’état présent Yt ce qui conduit
à : p(Xt|Y0:t, X0:t−1) = p(Xt|Yt).
Ainsi le principe d’estimation de la suite des positions ou états d’un objet suivi
selon le filtrage optimal se compose classiquement de deux étapes principales : la
prédiction et la mise à jour.
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Figure 2.1 – Graphe de dépendance du filtrage optimal
La prédiction est réalisée en appliquant la formule de Chapman-Kolmogorov :
p(Yt|X0:t−1) =
∫
p(Yt|Yt−1, X0:t−1)p(Yt−1|X0:t−1)dYt−1
=
∫
p(Yt|Yt−1)p(Yt−1|X0:t−1)dYt−1 (2.1)
où p(Yt−1|X0:t−1) est déduite de l’itération précédente et p(Yt|Yt−1) représente
la probabilité de transition supposée connue.
La mise à jour est réalisée en utilisant la formule de Bayes :
p(Yt|X0:t) = p(Xt|Yt)p(Yt|X0:t−1)
p(Xt|X0:t−1)
=
p(Xt|Yt)p(Yt|X0:t−1)∫
p(Xt|Yt)p(Yt|X0:t−1) (2.2)
Le dénominateur de l’équation 2.2 est considéré comme une constante de
normalisation, p(Xt|Yt) représente une vraisemblance définie par le concepteur
selon des choix spécifiques aux données de l’application pour définir le vecteur
de caractéristiques Xt, il reste à calculer p(Yt|X0:t−1) à travers l’équation 2.1.
Néanmoins, le calcul de l’intégrale dans l’équation 2.1 est coûteux dans la pra-
tique, particulièrement en temps réel. Cependant, les filtres de Kalman [66] et les
filtres particulaires (section 2.3) proposent une solution d’approximation de
la probabilité p(Yt|X0:t) à travers respectivement une modélisation gaussienne et
l’échantillonnage de Monte-Carlo. Le principe de calcul de ces filtres probabilistes
se base sur la modélisation suivante :
Yt = f(Yt−1, bt) (2.3)
Xt = g(Yt, ct) (2.4)
où l’équation 2.3 est une équation de transition et l’équation 2.4 est une équa-
tion d’observation. f et g sont deux fonctions a priori quelconques, bt et ct sont
deux bruits a priori quelconques. Nous montrons dans la section suivante la forme
des deux fonctions f et g pour les filtres particulaires. La forme de ces deux fonc-
tions pour les filtres de Kalman est présentée dans l’annexe A (section A.1).
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2.3 Filtre particulaire : un modèle de suivi markovien
2.3.1 Théorie
Les filtres particulaires [49, 116] offrent une solution à un problème de filtrage
non-linéaire. Ce problème est représenté par les équations 2.3 et 2.4. L’avantage
des filtres particulaires est qu’ils ne posent aucune restriction sur les fonctions
f et g ou les bruits bt et ct. Ils offrent ainsi une flexibilité de modélisation des
relations entre états et observations.
L’estimation Yˆt est obtenue via l’expression de la densité de filtrage
p(Y0:t|X0:t). Cette densité est estimée avec le principe de Monte Carlo et l’échan-
tillonnage d’importance [71].
2.3.1.1 Principe de Monte-Carlo
Figure 2.2 – Deux exemples de lois de probabilité : (a) une gaussienne qui peut
être paramétrée par une moyenne et une variance dans le cas des filtres de Kalman
et représentée par une densité d’échantillons dans le cas des filtres particulaires,
(b) une loi qui ne peut être représentée que par une densité d’échantillons dans
le cas des filtres particulaires [19]
Selon le principe de Motne Carlo [70], il est possible d’estimer une densité de
probabilité p(x) représentant la loi suivie par la variable x, définie sur le domaine
Dx, en utilisant un ensemble d’échantillons u(i) tirés selon la densité p(x) comme le
montre l’équation 2.5. Ces échantillons sont appelées particules dans le cas des
filtres particulaires. L’estimation d’une densité de probabilité avec ces particules
est l’équivalent de la modélisation gaussienne proposée par les filtres de Kalman.
La figure 2.2 montre l’avantage de cet échantillonnage qui permet de modéliser une
distribution multimodale contrairement au modèle gaussien du filtre de Kalman.
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pˆ(x ∈ dx) = 1
N
N∑
i=1
δu(i)(x) (2.5)
où δu(i) est la distribution de Dirac centrée en u
(i) et dx le différentiel de
x. Cette estimation est un cas particulier de la loi forte des grands nombres :
∀f(.)p(.) intégrable,
Iˆ =
1
N
N∑
i=1
f(u(i))
p.s−−−−→
N→∞
I =
∫
Dx
f(x)p(x)dx (2.6)
où I est l’intégrale de f(.)p(.) sur Dx. Dans le cas où p(x) n’est pas connue,
l’échantillonnage d’importance fourni une solution d’approximation à travers
une densité d’importance que nous présentons dans la sous-section suivante.
2.3.1.2 Échantillonnage d’importance
Soit une distribution q connue et liée à p de la manière suivante : si p > 0
alors q > 0, on peut ainsi écrire :
I =
∫
Dx
f(x)
p(x)
q(x)
q(x)dx (2.7)
Soit g(x) = f(x)p(x)q(x) . Soient N échantillons e
(i) tirés selon q, l’estimateur de
Monte Carlo peut alors s’écrire :
Iˆ =
1
N
N∑
i=1
g(e(i)) (2.8)
d’où
Iˆ =
1
N
N∑
i=1
f(e(i))
p(e(i))
q(e(i))
(2.9)
Soit w(i) = p(e
(i))
q(e(i))
, les w(i) représentent les poids d’importance, plus w(i) est
grand, plus Y (i) « suit » la loi p, et donc plus elle est « importante » [71]. Ainsi, q
est appelée densité d’importance. Avec la normalisation l’estimation devient :
Iˆ =
1
N
∑N
i=1 f(e
(i))w(i)
1
N
∑N
i=1w
(i)
=
N∑
i=1
f(e(i))w˜(i) (2.10)
où w˜ = w
(i)∑N
i=1 w
(i)
. Ainsi, selon le principe de Monte Carlo et l’échantillon-
nage d’importance, et sans la normalisation des poids, la densité de filtrage peut
s’écrire :
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pˆ(Y0:t|X0:t) =
N∑
i=1
δY (i)(Y )w˜
(i)
t (2.11)
où
w˜
(i)
t ∝
p(Y
(i)
0:t |X0:t)
q(Y
(i)
0:t |X0:t)
(2.12)
2.3.1.3 Estimation récursive des poids
L’échantillonnage d’importance est réalisé de manière séquentielle à travers
une relation de récurrence entre les poids w(i)t et w
(i)
t−1. L’équation 2.15 représente
cette relation de récurrence.
En effet, d’après la règle de Bayes, p(Y0:t|X0:t) peut s’écrire comme suit :
p(Y0:t|X0:t) = p(Xt|Y0:t, X0:t−1)p(Yt|Y0:t−1, X0:t−1)p(Y0:t−1|X0:t−1)
p(Xt|X0:t−1) (2.13)
Avec les hypothèses markoviennes représentées par la figure 2.1, l’équation
2.13 devient :
p(Y0:t|X0:t) = p(Xt|Yt)p(Yt|Yt−1)p(Y0:t−1|X0:t−1)
p(Xt|X0:t−1) (2.14)
= α p(Xt|Yt)p(Yt|Yt−1)p(Y0:t−1|X0:t−1)
où α = 1p(Xt/X0:t−1) =
1
p(Xt)
est une constante (le passage de p(Xt/X0:t−1)
à p(Xt) est justifié par l’hypothèse d’indépendance des observations représentée
dans la figure 2.1).
q est choisi afin de respecter :
q(Y
(i)
0:t |X0:t) = q(Y (i)t |Y (i)0:t−1, X0:t−1)q(Y (i)0:t−1|X0:t−1)
Ainsi, la formule des poids 2.12 devient :
w
(i)
t =
α p(Xt|Y (i)t )p(Y (i)t |Y (i)t−1)p(Y (i)0:t−1|X0:t−1)
q(Y
(i)
t |Y (i)0:t−1, X0:t)q(Y (i)0:t−1|X0:t−1)
=
α p(Xt|Y (i)t )p(Y (i)t |Y (i)t−1)
q(Y
(i)
t |Y (i)0:t−1, X0:t)
w
(i)
t−1 (2.15)
Cette procédure est appelée dans la littérature par Se-
quential Importance Sampling (SIS). L’algorithme 1 reprend
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les étapes de cette procédure de prédiction particulaire.
1 Initialisation, t = 0 :
2 Échantillonner N particules selon une distribution q(Y0) et poser
∀i, w(i)0 = 1N
3 pour t>=1 faire
4 Échantillonner les particules selon Y (i)t ∼ q(Y (i)t /Y (i)t−1, Xt)
5 Mettre à jour les poids selon w(i)t ∝ w(i)t−1
p(Xt/Y
(i)
t )p(Y
(i)
t /Y
(i)
t−1)
q(Y
(i)
t /Y
(i)
t−1,Xt)
6 Normaliser les poids selon w˜(i)t =
w
(i)
t∑N
i=1 w
(i)
t
7 Estimer le nouvel état Yt en utilisant l’estimation de la distribution
pˆ(Yt|X0:t), Yˆt =
∑N
i=1 f(Y
(i)
t )w˜
(i)
t
8 fin pour
9 Fin
Algorithm 1: SIS
2.3.1.4 Problème de dégénérescence
L’algorithme SIS peut conduire à un problème de dégénérescence : après un
certain nombre d’itérations, une seule particule peut posséder un poids proche de
1, tandis que les N−1 autres auront un poids proche de 0. Ainsi, l’intérêt du filtre
qui consiste à explorer l’espace d’états est perdu. Une mesure de la dégénérescence
est proposée dans [83], appelée taille efficace du N-échantillons dont l’expression
est représentée par l’équation 2.16,
Neff =
N
1 + var(w
∗(i)
t )
(2.16)
où w∗(i)t =
p(Y
(i)
t /X0:t)
q(Y
(i)
t /Y
(i)
t−1,Xt)
. Cette mesure de dégénérescence peut être approxi-
mée par la formule 2.17. Le risque de dégénérescence est inversement proportionnel
à la valeur de Nˆeff .
Nˆeff =
1∑N
i=1(w˜
(i)
t )
2
(2.17)
Pour remédier à ce problème, deux solutions sont possibles : choisir une
fonction d’importance optimale ou bien choisir une fonction d’importance sous-
optimale et ajouter une procédure de réechantillonnage à la procédure principale
SIS. La première solution est difficile à mettre en oeuvre et a un coût de cal-
cul élevé. Par contre, la deuxième solution est plus efficace [71]. Dans ce cas, un
choix possible de la fonction d’importance q est tel que : q(Y (i)t |Y (i)0:t−1, X0:t) =
p(Y
(i)
t |Y (i)t−1, Xt) = p(Y (i)t |Y (i)t−1) [71]. Ainsi, la formule des poids 2.15 devient plus
simple : w(i)t ∝ w(i)t−1p(Xt|Y (i)t ).
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L’ajout de la procédure de réechantillonnage permet de forcer la répartition
des poids des particules. Il s’agit d’éliminer les particules de poids faibles et de
multiplier les particules de poids forts à chaque itération. Cette procédure peut
être ajoutée d’une manière systématique (algorithme 2), l’algorithme est appelé
dans ce cas Sampling Importance Resembling (SIR) , ou bien conditionnée par un
seuil sur la mesure Nˆeff ce qui donne l’algorithme générique des filtres particu-
laires (algorithme 4).
1 Initialisation, t = 0 :
2 Échantillonner N particules selon une distribution q(Y0) et poser
∀i, w(i)0 = 1N
3 pour t>=1 faire
4 Échantillonner les particules selon Y (i)t ∼ q(Yt/Y (i)t−1, Xt)
5 Mettre à jour les poids selon w(i)t ∝ w(i)t−1
p(Xt/Y
(i)
t )p(Y
(i)
t /Y
(i)
t−1)
q(Y
(i)
t /Y
(i)
t−1,Xt)
6 Normaliser les poids selon w˜(i)t =
w
(i)
t∑N
i=1 w
(i)
t
7 Rééchantillonner en tirant N nouvelles particules Y ′(j)t parmi les Y
(i)
t
selon une probabilité w(i)t et leur affecter les poids w˜
(j)
t =
1
N
(algorithme 3)
8 Estimer l’état : Yˆt =
∑N
j=1 f(Y
(j)
t )w˜
(j)
t
9 fin pour
10 Fin
Algorithm 2: SIR
1 Initialisation, calcul des poids cumulés, c1 = 0 :
2 pour i = 2 à N faire
3 ci = ci−1 + w
(i)
t
4 fin pour
5 Prendre un point de départ u1 selon la loi uniforme U [0, 1N ]
6 pour j = 1 à N faire
7 uj = u1 +
1
N(j−1)
8 tant que ci < uj faire
9 i = i+ 1
10 fin tant que
11 Mettre à jour la particule Y
′(j)
t = Y
(i)
t et le poids w
(j)
t =
1
N
12 fin pour
13 Fin
Algorithm 3: Le rééchantillonnage multinomial
Plusieurs méthodes de rééchantillonnage sont développées. La méthode la plus
simple et la plus directe est le rééchantillonnage multinomial [71]. Elle repose
sur la redistribution des échantillons selon la loi multinomiale de paramètres N
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et (w(i)t )Ni=1. En tirant avec remise N nouvelles particules avec une probabilité
w
(i)
t , on obtientN nouvelles particules indépendantes et identiquement distribuées
selon la probabilité p(Y |X0:t). On réaffecte les poids de ces variables à la valeur 1N .
La simulation de cette procédure de rééchantillonnage est donnée par l’algorithme
3.
1 Initialisation, t = 0 :
2 Échantillonner N particules selon une distribution q(Y0) et poser
∀i, w(i)0 = 1N
3 pour t>=1 faire
4 Échantillonner les particules selon Y (i)t ∼ q(Yt/Y (i)t−1, Xt)
5 Mettre à jour les poids selon w(i)t ∝ w(i)t−1
p(Xt/Y
(i)
t )p(Y
(i)
t /Y
(i)
t−1)
q(Y
(i)
t /Y
(i)
t−1,Xt)
6 Normaliser les poids selon w˜(i)t =
w
(i)
t∑N
i=1 w
(i)
t
7 Calculer Nˆeff = 1∑N
i=1(w˜
(i)
t )
2
8 si Nˆeff < seuil alors
9 Rééchantillonner en tirant N nouvelles particules Y ′(j)t parmi les
Y
(i)
t selon une probabilité w
(i)
t et leur affecter les poids w˜
(j)
t =
1
N
(algorithme 3)
10 Estimer l’état : Yˆt =
∑N
j=1 f(Y
(j)
t )w˜
(j)
t
11 sinon
12 Estimer l’état : Yˆt =
∑N
i=1 f(Y
(i)
t )w˜
(i)
t
13 fin si
14 fin pour
15 Fin
Algorithm 4: L’algorithme générique des filtres particulaires
2.3.1.5 L’algorithme de ConDensAtion
L’algorithme de ConDensAtion (Conditional Density Propagation, algorithme
5) de Isard et al [60] est l’un des premiers filtres particulaires adapté au suivi des
objets et le plus cité dans la littérature [71]. Le schéma 2.3 représente graphique-
ment les étapes de l’algorithme 5 de ConDensAtion. Les cercles représentent les
états Y (i)t et leur taille représente la valeur du poids associé w
(i)
t . La première
étape de cet algorithme consiste à remplacer les particules de poids faible par des
particules de poids fort, cela revient à ré-échantillonner les particules selon leurs
poids. Ainsi, on retrouve ici le principe de ré-échantillonnage de l’algorithme SIR
2 pris en compte d’une manière implicite et automatique. La deuxième étape
consiste à propager les particules selon la probabilité de transition p(Yt|Yt−1).
Dans le cas du suivi d’un objet en mouvement, cette probabilité est représentée
par une loi de mouvement prédéfinie. La troisième étape consiste à mettre
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à jour les poids w(i)t selon la probabilité d’observation p(Xt|Yt). Dans le cas
du suivi d’un objet mobile, cette probabilité d’observation est également une
fonction prédéfinie proportionnelle aux observations mesurées aux sein des
particules associées. Dans la version basique de cet algorithme, w(i)t = p(Xt|Y (i)t ).
Dans certaines applications de cet algorithme w(i)t = w
(i)
t−1p(Xt|Y (i)t ). Enfin, un
représentant de ces particules Y (i)t peut être déterminé en calculant la moyenne
pondérée des particules pondérées par leur poids w(i)t . Dans le cas de suivi d’un
objet mobile, ce représentant donne la position, où en général, l’état prédit de
l’objet à l’instant t.
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1 Initialisation à t = 0 : c(0) = 0, échantillonner N particules selon p(Y0) et
poser ∀l ∈ [|1, N |], w(l)0 = 1N
2 pour t >= 1 faire
3 (1) Dériver les particules ayant des poids forts :
4 pour i ∈ [|1, N |] faire
5 (a) générer un nombre r ∈ [0, 1] selon une distribution uniforme.
6 (b) recherche dichotomique du plus petit j ∈ [|1, N |] pour lequel la
probabilité cumulative c(j)t−1 ≥ r.
7 (c) Y ′(i)t = Y (j)t−1.
8 fin pour
9 (2) Propager les particules selon la probabilité p(Yt|Yt−1) :
10 pour i ∈ [|1, N |] faire
11 Y
(i)
t = AY
′
t
(i) + Bv(i)t où A est la matrice de transformation linéaire
statique, v(i)t est un vecteur de variables aléatoires normales
standards et BBT est la covariance du processus de bruit.
12 fin pour
13 (3) Mesurer les observations Xt et mettre à jour les poids wt
associés :
14 pour i ∈ [|1, N |] faire
15 w
(i)
t ∝ p(Xt|Y (i)t )
16 fin pour
17 Normaliser les poids tel que
∑N
i=1w
(i)
t = 1 selon w˜
(i)
t =
w
(i)
t∑N
i=1 w
(i)
t
18 pour i ∈ [|1, N |] faire
19 c
(i)
t = c
(i)
t−1 + w
(i)
t
20 fin pour
21 (4) Estimer (si nécessaire) le moment des particules :
Yˆt =
∑N
i=1 w˜
(i)
t f(Y
(i)
t )
22 fin pour
23 Fin
Algorithm 5: Algorithme ConDensAtion
Étant donné la simplicité, l’efficacité et l’application étendue de l’algorithme
de ConDensAtion pour le suivi des objets, nous l’avons choisi pour suivre la
main dominante dans un discours de langues des signes. Nous expliquons dans le
prochain chapitre les détails de l’application de cet algorithme et les modifications
apportées afin d’améliorer la qualité du suivi.
Dans le cas de suivi par filtrage particulaire avec une représentation des objets
par régions, si une seule région de l’objet sort du champ de la caméra, le reste du
modèle à base de régions reste valable pour maintenir le suivi sur la partie toujours
visible. Le filtre particulaire grâce à l’échantillonnage d’importance permet de tirer
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Figure 2.3 – Représentation graphique de l’algorithme de Condensation [60]
au hasard des positions éventuelles de l’objet dans une région plus importante (en
terme de poids) pour un temps de calcul équivalent. Même si la position tirée au
hasard ne permet que de retrouver une partie de l’objet, la convergence du filtre
après quelques itérations assure la reprise complète du suivi. Ce principe présente
un avantage des filtres particulaires par rapport aux filtres de Kalman. Dans le
cas des occultations par exemple, l’objet caché peut changer de vitesse ou de
direction. Le filtre de Kalman ne peut pas modéliser ces différentes possibilités.
Son modèle gaussien ne permet pas de représenter une distribution multimodale
[19].
En résumé, la modélisation de la prédiction de la position de l’objet Y sa-
chant les caractéristiques observés X de la cible est plus flexible avec les filtres
particulaires qu’avec les filtres de Kalman grâce au principe de l’échantillonnage
de Monte-Carlo.
Dans le but d’optimiser la fonction d’importance (équation 2.9), d’autres va-
riantes des filtres particulaires ont été développées. Nous présentons dans le para-
graphe suivant quelques variantes des filtres particulaires pour le suivi des objets.
Ces variantes permettent d’améliorer le modèle d’attache aux données qui repré-
sente le point faible des filtres particulaires classiques. En d’autres termes, pour
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améliorer les performances de suivi des filtres particulaires, il est nécessaire de
mieux calculer la pertinence d’une zone à représenter l’objet suivi.
2.3.2 Variantes
Les filtres particulaires sans parfum (Unscented Particle Filtre) [144]
modélisent la densité d’importance par une gaussienne dont les paramètres sont
déterminés avec un filtre de Kalman pour chaque particule. Le choix de la densité
d’importance a une influence directe sur la variance des poids des particules [71] et
par la suite sur leur distribution. Néanmoins, avec cette variante, il y a une étape
supplémentaire de détermination des paramètres de la densité d’importance.
Les filtres particulaires auxiliaires (FPA) et les filtres particulaires
guidés par les observations [106, 133] se basent sur le principe de double
échantillonnage à travers une variable aléatoire auxiliaire. Le deuxième échan-
tillonnage permet d’orienter les particules vers les zones pertinentes de l’image
avant leur propagation. En théorie, cela permet de rapprocher la densité d’impor-
tance de sa forme optimale. Néanmoins, les performances de cette variante sont
corrélées à la méthode de fusion des observations [71].
Ces approches permettent de contrôler la sélection des particules et par la
suite d’améliorer le suivi des filtres particulaires. Dans la suite, nous allons montrer
comment les chercheurs ont tenté d’améliorer l’orientation des particules des filtres
classiques dans la pratique.
2.4 Applications de suivi avec les filtres particulaires
Les filtres particulaires ont été appliqués avec succès au suivi de différents
types d’objets tel que le suivi de véhicules [71], le suivi de sportifs [84, 154],
le suivi du visage et de la main [45, 15, 60, 123] et le suivi des doigts de la
main [86, 22, 127].
Les filtres particulaires ont été souvent combinés à d’autre mécanismes de
gestion des particules pour mieux les orienter vers le chemin réel de l’objet mobile.
Shan et al. [123] ont introduit le mécanisme de Mean-Shift 1 dans le processus de
prédiction des filtres particulaires pour les orienter davantage vers les zones de
concentration de la couleur de l’objet suivi. Le schéma 2.4 illustre cette intégration
et montre que, à l’étape d’utilisation du Mean-Shift, les particules sont tirées vers
les sommets de la distribution de couleur associée à l’objet suivi. L’effet de ce
mécanisme est introduit dans les poids des particules.
1. La méthode du Mean-Shift se base sur une estimation itérative du maxima d’une distri-
bution en utilisant un fonction de pondération, en générale, gaussienne. Ce maxima est décalé
à chaque itération vers la moyenne pondérée d’un ensemble d’échantillons appartenant à son
voisinage (sous-section A.2.2 de l’annexe A).
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Figure 2.4 – Représentation graphique de l’algorithme des filtres particulaires
avec intégration de la méthode "Mean-Shift" [123]
Cette idée de combinaison des mécanismes de gestion des particules est adop-
tée par Gianni et al. [46] également en introduisant le principe du recuit simulé
dans l’étape de mise à jour des poids. Le schéma 2.5 illustre cette intégration et
la compare à l’étape basique de mise à jour des poids. Le schéma montre que
le mécanisme de recuit simulé permet d’explorer davantage l’espace de la den-
sité d’observation et de guider les particules vers des maximas, s’ils existent, plus
importants.
Dans les deux exemples précédents, l’amélioration du suivi des particules est
introduite dans l’étape de mise à jour de leurs poids. Une autre façon d’améliorer
le suivi des particules est de renforcer le modèle de mouvement des particules.
Bhandarkar et al. et Yao et al. [15, 154] ont ajouté un terme de vitesse globale
calculée avec les flots optiques à l’équation de propagation des particules (équation
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Figure 2.5 – Comparaison du déroulement de l’algorithme des filtres particulaires
sans (a) et avec (b) l’intégration du principe du recuit-simulé [46]
2.3).
Une deuxième difficulté rencontrée dans la pratique par les filtres particulaires
est la détermination de la référence. La référence est un modèle de la cible défini
dans un certain espace de caractéristiques dans lequel chaque particule est éga-
lement écrite. En général, pour chaque particule, la probabilité d’observation est
calculée en fonction d’une distance entre les caractéristiques de la particule et les
caractéristiques de la référence. Une manière classique pour déterminer la réfé-
rence consiste à détecter la cible dans l’image initiale de la scène. Yang et al. [152]
réalisent cette détection de manière automatique en appliquant les flots optiques,
qui est une méthode de caractérisation de mouvement que nous présentons dans
la sous-section 2.5.3. Il existe une autre méthode de détermination d’une référence
générique qui se base sur l’apprentissage d’un modèle de la cible [105, 60, 46].
En résumé, dans le cadre du suivi avec les filtres particulaires, l’idée principale
des contributions dans la littérature est l’intégration d’un mécanisme d’orientation
des particules vers les zones les plus pertinentes. Cette intégration est appliquée
sur le mécanisme de mise à jour des poids ou le mécanisme de propagation des
particules. Néanmoins les propositions d’amélioration mentionnées précédemment
présentent un ensembles de difficultés. En effet, l’idée d’attirer les particules vers
des maximums de distribution de couleur par exemple risque de déplacer ces
particules vers d’autres objets de même caractéristiques que la cible. Comme dans
le cas du suivi d’une main, il est possible que les particules soient attirées par la
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deuxième main ou par le visage dans la mesure où leurs couleurs sont proches. De
même, lorsqu’il y a plusieurs objets mobiles dans une vidéo, il est difficile de lisser
le mouvement des particules qui suivent une seule cible avec une seule vitesse
globale. Cette vitesse globale reste ambigüe. D’autre part, dans le cas où la cible
est un objet déformable, comme le cas de la main, il est difficile de corriger la
prédiction du filtre avec une référence déterminée lors d’une étape de détection
initiale basée sur une seule pose de la cible. La référence doit être plutôt générique
et représentative de plusieurs poses de la cible pour que le filtre puisse suivre ses
déformations par la suite. De plus, la méthode de détermination du modèle de la
référence avec une méthode d’apprentissage nécessite la construction d’une base
d’apprentissage annotée qui est un processus coûteux en général.
Nous avons détaillé depuis le début de ce chapitre le principe des principaux
modèles constituant les filtres particulaires : le modèle de mise à jour des poids,
appelé également modèle d’observation, le modèle de prédiction, appelé également
le modèle de mouvement, et le modèle de référence. Le modèle d’observation n’est
pas limité à la probabilité d’observation, il comprend également le modèle de
caractérisation de la cible. La comparaison entre les particules et le modèle de
référence de la cible est réalisée à travers la comparaison des caractéristiques
associées. Nous clôturons ainsi ce chapitre par la présentation d’un aperçu sur
l’état de l’art de la caractérisation de la cible.
2.5 Caractérisation de la cible
Il existe trois catégories de descripteurs d’objets exploitables pour la caracté-
risation de la cible [71] : les descripteurs de couleur et de texture, les descripteurs
de forme et les descripteurs de mouvement. Nous donnons dans ce qui suit un
aperçu sur chaque catégorie de descripteurs.
2.5.1 Descripteurs de couleur et de texture
Il existe deux descripteurs de couleur fréquemment appliqués qui sont les his-
togrammes de couleur [155, 129] et la densité de couleur [32, 46].
En ce qui concerne la texture, trois types de descripteurs sont proposés dans
la littérature : les méthodes de textons [160, 4], les méthodes statistiques [43, 55]
et les méthodes échelle-fréquence [18, 135].
Il existe également des descripteurs hybrides texture-couleur tels que les vec-
teurs de cohérence couleur [103], les histogrammes chromatiques spatiaux [31] et
la transformé de Fourrier quaternionique [94].
Dans le cas de suivi d’objets, les descripteurs de couleurs sont largement uti-
lisés [71]. Les descripteurs de texture ne semblent pas des descripteurs distinctifs
pour une main à cause de sa texture uniforme.
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La couleur dans une image est représentée selon un espace de couleur spéci-
fique. Il existe quatre espaces principaux de présentation de couleur [71] : l’espace
des couleurs primaires RGB (Red Green Blue), l’espace luminance-chrominance
YCbCr, l’espace perceptuel HSV (Hue Saturation Value) et l’espace à axes indé-
pendants ACP (Analyse en Composantes Principales).
Il est montré que dans l’espace de couleur HSV l’information de couleur est
mieux reproduite [157]. Il est également montré que cet espace est robuste aux
changements de la luminosité et discriminant entre la couleur de la peau et le
fond [125].
2.5.2 Descripteurs de forme
En général, il existe quatre catégories de descripteurs de forme :
– les descripteurs de contour, contenant deux sous catégories ; les descrip-
teurs différentiels [26, 107] et les descripteurs basés sur les modèles défor-
mables [68, 27],
– les descripteurs structurels qui se basent souvent sur une étape de squelet-
tisation [41, 89],
– les descripteurs basés sur les points d’intérêt et les graphes [56, 10],
– les descripteurs statistiques basés sur le calcul des moments [59, 2].
Dans le cas de la caractérisation de forme des objets déformables, les descrip-
teurs basés sur les modèles déformables, qui s’adaptent à la forme variable de
l’objet, semblent les plus adéquats. Néanmoins, dans le cas de la caractérisation
d’un geste quelconque à travers le suivi d’une main, les détails des contours de la
main (les doigts, le palme...) ne sont pas indispensables pour la détermination de
la trajectoire de la main. Ainsi, les descripteurs basés sur les modèles déformables
qui modélisent les détails de la forme de l’objet semblent complexifier la tâche
de caractérisation de la main inutilement. Cependant, une description globale de
la forme de la main peut aider le système de suivi à distinguer la main cible des
autres objets qui peuvent avoir la même couleur. Notons que la main dans un
geste quelconque peut prendre plusieurs poses différentes. Ainsi, il est nécessaire
de choisir des descripteurs de forme génériques et invariants aux transformations
géométriques. Par la suite, les descripteurs statistiques, comme les moments de
Hu [59] et les moments de Zernike [2], semblent les plus adéquats dans ce contexte.
D’après Zhang et al. [159], les moments de Zernike sont les moments les plus
performants en matière d’analyse de forme. Ils donnent une description globale
de la forme de l’objet. Les moments de Zernike sont des moments complexes et
orthogonaux. Leur orthogonalité permet d’éviter la redondance de l’information
et de raffiner la description de l’objet. Ces moments sont robustes aux bruits et
aux déformations [114]. Ils sont connus pour leur invariance aux rotations. Ils
peuvent également être invariants par translation ou par changement d’échelle
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en utilisant une méthode de normalisation ou une combinaison d’un ensemble de
moments géométriques centraux [30, 69, 17].
Les moments de Hu [59] sont moins robustes que les moments de Zernike en
ce qui concerne l’invariance par rotation et la résistance au bruit. Cependant,
certaines études [76] ont montré que ces moments peuvent être plus robustes aux
translations. En effet, ces moments sont sous forme de combinaisons de moments
géométriques centrés et normalisés construits dans le but de vérifier l’invariance
par translation. Ils sont également invariant au changement d’échelle et à la sy-
métrie axiale.
2.5.3 Descripteurs de mouvement
Les descripteurs de mouvement sont spécifiques à la caractérisation des objets
mobiles. Théoriquement, la caractérisation du modèle de référence pour les filtres
particulaires doit être indépendante du modèle de mouvement de la cible. Clas-
siquement, le modèle de référence est décrit dans un repère statique. Néanmoins,
les descripteurs de mouvements sont exploitables pour le contrôle de l’orientation
des particules et l’amélioration de la qualité du suivi.
Bugeau [25] classifie les descripteurs de mouvement en quatre catégories :
– les méthodes basées sur la différence inter-images qui regroupent les mé-
thodes de détection de mouvement [63, 81] et les méthodes d’estimation
d’un champ de déplacement [85, 100],
– les méthodes d’analyse du font de la scène [51, 113],
– les méthodes d’extraction en couches de mouvement [29, 138],
– les méthodes à base de mouvement cohérent [148, 75].
Les flots optiques [85] représentent une méthode d’estimation d’un champ
de déplacement, appelé également champ de vitesse. D’après Klein [71], cette
méthode est la méthode de description de mouvement la plus connue dans la lit-
térature. Elle présente la base d’un grand nombre de méthodes de caractérisation
du mouvement.
Les flots optiques sont des champs de vitesses calculés à partir de deux images
successives. Ces vitesses sont les vitesses des pixels qui subissent un changement.
Le calcul des flots optiques sert à suivre les objets qui se déplacent dans une scène
filmée avec une caméra fixe ou mobile. La figure 2.6 présente un exemple de 4
points repérés sur une image et les vecteurs vitesses associés déterminés avec les
flots optiques. Nous pouvons voir également sur la figure 2.6 tout le champ de
vitesse calculé avec les flots optiques à partir des deux images. La scène est une
scène à contenu fixe filmée par une caméra mobile.
Une méthode classique de calcul des flots optiques est la méthode de Lucas-
Kanade [85]. Cette méthode se base sur trois hypothèses : la conservation de la
luminosité, la continuité temporelle et la cohérence spatiale. La conservation de
la luminosité signifie qu’entre deux images successives la luminosité des pixels ne
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Figure 2.6 – Un exemple d’application des flots optiques [19]
change pas au cours de leur déplacement, seule la position change. Néanmoins ce
déplacement spatiale, entre deux images successives, reste considérablement petit
selon la deuxième hypothèse de continuité temporelle. Enfin, la cohérence spatiale
signifie que les pixels d’un même voisinage subissent le même déplacement. En
traduisant mathématiquement ces hypothèses, nous pouvons déduire la formule
de la vitesse v des flots optiques représentée par l’équation 2.18. La démarche ma-
thématique permettant d’obtenir cette formule de vitesse est détaillée davantage
dans [19].
v = (MTM)−1MTu (2.18)
où
M =

Ix(p1) Iy(p1)
Ix(p2) Iy(p2)
...
...
Ix(pn) Iy(pn)

, v =
Vx
Vy
 , et u =

−It(p1)
−It(p2)
...
−It(pn)

p1, p2, . . . , pn sont les pixels inclus dans la fenêtre de calcul, et
Ix(pi), Iy(pi), It(pi) sont les dérivées partielles de l’image I selon les variables d’es-
pace x, y et de temps t, évaluées au point pi et au temps courant 2.
Les flots optiques sont connus pour leur robustesse vis à vis des variations de
luminosité et des déformations de l’objet suivi [15]. Ils représentent ainsi un des-
cripteur adéquat à la caractérisation d’une main mobile avec une forme variable.
2. http ://fr.wikipedia.org/wiki/M%C3%A9thode_de_Lucas%E2%80%93Kanade
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2.6 Difficultés d’évaluation des performances des mé-
thodes de suivi
Nous avons remarqué que dans la littérature, il n’existe pas de test standardisé
pour l’évaluation des méthodes de suivi, en particulier, les filtres particulaires. La
difficulté d’annotation des bases de données de suivi, qui nécessite en général de
localiser manuellement la cible dans chaque trame vidéo, est une des raisons. Sou-
vent les chercheurs évaluent visuellement les algorithmes de suivi ; ils présentent
un ensemble de trames d’images avec une représentation visuelle du résultat de lo-
calisation de la cible avec l’algorithme de suivi. Klein le confirme dans ses travaux
de thèse [71] en expliquant cette difficulté d’évaluation par :
– la subjectivité de la qualité des résultats : difficile de définir un « bon suivi »,
cette notion est laissée à l’appréciation de l’utilisateur humain.
– l’hétérogénéité des algorithmes : si deux algorithmes utilisent une représen-
tation différente de l’objet, il est difficile de comparer leurs performances. Il
en va de même pour les séquences traitées.
Bashir et al. ont récemment proposé dans [11] une mesure d’évaluation de la
qualité de suivi qu’ils ont appelée le « taux de suivi » et noté par rt. Ce taux
de suivi permet de déterminer le pourcentage de superposition entre la région
estimée de l’objet et la région réelle de l’objet. Il est donné par l’équation 3.10.
Cette mesure rappelle l’indice de Jaccard [61].
rt =
2× S(At ∩Bt)
S(At) + S(Bt)
(2.19)
où S(.) est une fonction retournant la surface, At représente la région de la
cible estimée par l’algorithme de suivi, Bt représente la région de la cible définie
dans la vérité terrain. Ce taux de suivi est compris entre 0 et 1. Le tableau 2.1
représente l’interprétation des valeurs de ce taux de suivi lorsqu’il est moyenné
sur toute la vidéo selon les auteurs.
0 ≤ r¯t < 0.4 0.4 ≤ r¯t < 0.7 0.7 ≤ r¯t < 0.9 0.9 ≤ r¯t ≤ 1
suivi médiocre suivi partiel suivi globalement satisfaisant suivi excellent
Table 2.1 – Interprétation des valeurs du taux de suivi moyen [71]
Bashir et al. ont également proposé d’évaluer le suivi avec le calcul d’une
erreur en utilisant la distance euclidienne entre le centre de At et le centre de Bt.
Cette erreur est définie si et seulement si At ∩Bt 6= ∅.
Conclusion
Nous avons introduit dans ce chapitre les différentes de méthodes de suivis
d’objet et nous avons détaillé, en particulier, le principe des filtres particulaires.
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Nous avons également présenté les principales varaintes de cette méthodes et
un ensemble de ses applications pour le suivi d’une main. D’après les tentatives
d’amélioration apportées à cette méthode de suivi proposées dans la littérature,
nous avons déduit que le point faible des filtres particulaires est le modèle d’at-
tache aux données. Il s’avère nécessaire d’introduire un mécanisme de contrôle
et d’orientation des particules vers les zones les plus pertinentes afin d’améliorer
le suivi, particulièrement dans le cas de mouvements rapides et irréguliers de la
cible. Dans ce cadre, nous proposons d’introduire dans le processus de pondé-
ration des particules un mécanisme de pénalisation des particules basé sur des
informations de vitesse extraites avec les flots optiques. Nous donnons les détails
de cette contribution dans le prochain chapitre. Nous montrerons également com-
ment nous avons utilisé la même source d’information de vitesse pour contrôler le
modèle de mouvement des particules. Nous proposons également une méthode de
détermination du modèle de référence adaptée à une cible déformable avec une
pose variable sans avoir recours à une étape d’apprentissage.
Dans ce chapitre, nous avons également donné un aperçu sur l’état de l’art
de la caractérisation d’objet, étape nécessaire pour le processus du suivi avec
les filtres particulaires. Comme dans notre application de suivi avec les filtres
particulaires, la cible est une main dominante représentant un objet déformable
avec une pose variable, il est nécessaire de choisir des descripteurs invariants aux
déformations. Nous adoptons ainsi les descripteurs de couleur ; les histogrammes
de couleur et la densité de couleur à travers l’application de la méthode Camshift,
qui représente une extension de la méthode Mean-shift (section A.2 de l’annexe A),
et des descripteurs de forme statistiques ; les moments de Zernike et les moments
de Hu.
Enfin, nous avons présenté les difficultés d’évaluation des performances des
systèmes de suivi et les mesures d’évaluations proposées par Bashir et al. dans [11].
Nous adoptons des métriques d’évaluation proches de ces mesures, principalement
la mesure de taux de suivi qui nous permettra de classifier les résultats de suivi
de notre système.
Nous détaillerons dans le prochain chapitre notre application de ce modèle
markovien et les contributions apportées pour répondre au problème d’orientation
des particules vers les zones les plus pertinentes et d’amélioration du mécanisme
de suivi. Le but de notre application de suivi est la caractérisation des gestes à
travers le suivi d’une ou plusieurs composantes corporelles générant les gestes.
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Introduction
Le but de notre travail de suivi n’est pas le suivi en lui-même mais la caracté-
risation des gestes. Le suivi d’une ou de plusieurs composantes corporelles, comme
les mains, caractérise le geste effectué. Dans le cadre d’étude des gestes, le thème
classique le plus étudié est la langue des signes [128, 36, 141, 142, 21, 96]. Par la
suite, les chercheurs dans ce domaine ont tenté de construire des bases de données
accessibles comme la base de la langue des signes américaine « SignStream » [97].
Ainsi, nous avons choisi d’appliquer les filtres particulaires pour le suivi de la
main dominante dans la langue des signes principalement du fait de la disponi-
bilité de cette ressource au moment où ce travail a débuté. Nous précisons que
nous n’avons pas intégré des connaissances linguistiques spécifiques à la langue
des signes. Nous avons orienté notre étude vers la résolution du problème du suivi
des mouvements rapides et irréguliers caractérisant la langue des signes, tout en
conservant dans notre démarche une approche générique.
Dans ce chapitre nous proposons un modèle markovien pour le suivi de la
main dominante dans la langue des signes. Ce modèle est une amélioration de la
variante classique des filtres particulaires à l’aide d’une méthode de pénalisation
originale basée sur les flots optiques.
Comme nous l’avons déduit dans le chapitre précédent, le problème des filtres
particulaires est la possibilité de divergence des particules, notamment dans le cas
de mouvements rapides et irréguliers. Ce type de mouvements est fréquent dans
les gestes de la langue des signes.
En effet, la main dominante dans la langue des signes est le composant corporel
qui réalise principalement le signe. C’est l’objet de la scène qui a en général le
mouvement le plus intense et le plus fréquent. Cette caractéristique de dominance
va être introduite avec d’autres informations de mouvement dans le modèle de
mouvement des particules afin de le contrôler.
Afin de renforcer le modèle d’attache aux données des filtres particulaires et de
contrôler davantage l’orientation des particules, nous avons introduit une étape de
pénalisation des particules dans le modèle d’observation, ajoutée spécifiquement
à l’étape de mise à jour des poids des particules. Cette étape de pénalisation
repose sur des informations de vitesses extraites avec les flots optiques [85]. L’idée
d’intégrer un mécanisme de contrôle des particules dans l’étape de mise à jour
des poids existe dans la littérature comme expliqué dans la sous-section 2.4 du
chapitre précédent. L’originalité de notre méthode dans ce cadre est l’application
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des flots optiques pour la pénalisation des particules. La deuxième originalité est
le contrôle du modèle de mouvement des particules à travers un auto-lissage du
mouvement pondéré par des coefficients calculés avec les flots optiques.
Une troisième contribution proposée dans ce chapitre est l’adaptation du mo-
dèle de référence au cas du suivi d’un objet déformable sans avoir recours à une
étape d’apprentissage. Le modèle de référence est le représentant de la cible né-
cessaire pour évaluer la similarité entre le contenu de la particule et la cible. La
figure 3.1 résume les étapes de suivi avec les filtres particulaires et les contri-
butions que nous avons apportées (« auto-lissage », « pénalisation avec les flots
optiques » et « vocabulaire de référence »).
Figure 3.1 – Les étapes des filtres particulaires avec les contributions réalisées
Ce chapitre est organisé de façon à présenter les trois composantes princi-
pales des filtres particulaires conçues selon notre application : le modèle de réfé-
rence (section 3.1), le modèle d’observation (section 3.2) et le modèle de mouve-
ment(section 3.3). L’algorithme des filtres particulaires adopté dans notre cas est
l’algorithme de ConDensAtion de Isard et al. [60]. Nous présentons ensuite dans
la section 3.4 les expérimentations réalisées et dans la section 3.5 les principaux
résultats obtenus qui montrent l’apport de nos contributions. Concernant l’étape
d’évaluation de notre système de suivi, bien qu’il existe des bases de la langue des
signes accessibles comme la base SignStream, l’annotation de la position exacte
de la main dominante sur les trames des vidéos de SignStream n’est pas fournie,
nous avons donc été amenés à annoter manuellement un ensemble de trames de
cette base, afin de réaliser les évaluations.
3.1 Détermination du modèle de référence
Le modèle de référence est un modèle de la cible indispensable à la correction
du parcours des particules qui suivent cette cible. Il constitue un élément essentiel
du processus de pondération des particules. Ce processus de pondération des
particules permet de sélectionner à chaque itération de l’algorithme les particules
les plus similaires au modèle de la référence afin de les propager.
Comme nous l’avons présenté dans le chapitre précédent (section 2.4), il existe
deux méthodes principales pour déterminer le modèle de référence : une détection
de la cible dans l’image initiale de la vidéo sujet du suivi, ou un apprentissage
préalable d’un modèle de la cible. La première méthode est difficile à appliquer
pour une cible déformable avec un changement continu de sa forme durant la
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vidéo, comme c’est le cas d’une main dans un discours de langue des signes. La
deuxième méthode nécessite un processus d’apprentissage avec une base étiquetée
ce qui est coûteux à construire en général.
Ainsi, afin de décrire efficacement la variabilité de l’objet suivi sans avoir
recours à l’apprentissage, nous proposons une méthode de détermination d’un
modèle de référence basée sur une construction automatique d’un vocabulaire de
la cible à partir duquel une référence générique est déterminée. Ce vocabulaire
est constitué d’un ensemble d’imagettes représentant différentes poses de la main
collectées d’une manière automatique, à intervalles de temps réguliers, dans la
vidéo où le suivi va être appliqué. Notre méthode ne nécessite pas d’étape d’ap-
prentissage et permet d’éviter par la suite l’annotation des données. En général,
l’annotation des données n’est pas requise pour les filtres particulaires puisque
par définition ils ne nécessitent pas une étape d’apprentissage.
Pour construire automatiquement ce vocabulaire du modèle de référence, nous
avons conçu un algorithme de détection de la main basé sur l’extraction d’un
modèle de la couleur de la peau du signeur des gestes dans la vidéo. La couleur
de la peau est un indicateur robuste aux déformations de la main. Cependant,
cet algorithme de détection ne peut pas être appliqué pour un suivi complet de
la main puisque son efficacité diminue dans certaines situations ambigües comme
dans le cas où les deux mains se superposent ou dans le cas où la main se rapproche
du visage. Néanmoins, cet algorithme peut être exploité pour collecter quelques
poses de la main tout en évitant ces situations ambigües. La construction du
vocabulaire est une étape préalable au suivi. Autrement dit la vidéo est parcourue
une première fois pour la collecte du vocabulaire et une deuxième fois pour la
réalisation du suivi. Le premier parcours n’est pas complet, seules certaines poses
de la main sont choisies d’une manière périodique sur la vidéo. La figure 3.2
représente un échantillon extrait d’un vocabulaire de la main dominante collecté
d’une vidéo de discours en langue des signes.
Figure 3.2 – Un échantillon d’un vocabulaire de la référence collecté d’une ma-
nière automatique d’une vidéo en langue des signes
Cet algorithme contient principalement trois étapes. Nous commençons par
extraire un modèle de la couleur de la peau en appliquant la méthode de détection
de visage de Viola et Jones [139] sur la trame initiale de la vidéo. Ensuite, sur une
trame, nous déterminons l’ensemble des zones de la couleur de peau en utilisant
la méthode de rétro-projection, des opérations morphologiques et une méthode
de collecte des contours [19]. Puis, avec des connaissances a priori et avec des
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opérations géométriques simples basées sur la taille des zones détectées et leur
localisation, nous déterminons la zone la plus probable qui peut correspondre à
la main dominante. Cette méthode de détection de la main est utilisée également
pour détecter la main dans la trame initiale de la vidéo afin d’initialiser le filtre
particulaire. Nous rappelons que cet algorithme de détection ne peut pas être
appliqué pour un suivi complet de la main puisque son efficacité diminue dans
certaines situations ambigües comme dans le cas où les deux mains se superposent
ou dans le cas où la main se rapproche du visage.
Après l’étape de collecte du vocabulaire de la référence vient l’étape de ca-
ractérisation de la référence. Le calcul des poids se base sur la comparaison des
caractéristiques de la référence et les caractéristiques des particules pour évaluer la
similarité des particules à la référence. Cette comparaison se fait séparément pour
chaque particule. Dans notre cas, la référence est représentée par plusieurs ins-
tances de la cible contenues dans le vocabulaire. Ainsi, deux cas se présentent : soit
comparer la particule avec chaque imagette du vocabulaire et choisir la distance
minimale, soit fusionner les caractéristiques de toutes les imagettes et générer un
seul représentant du vocabulaire puis le comparer avec les particules. Notons que
le vocabulaire de la référence contient un nombre raisonnable de poses de la réfé-
rence par rapport au nombre de différentes poses qui peuvent exister dans la vidéo.
Ainsi, d’autres poses contenues dans la vidéo restent non représentées. Ainsi, une
comparaison restreinte aux poses du vocabulaire semble insuffisante. En revanche,
si nous calculons un représentant du vocabulaire qui fusionne les caractéristiques
des poses contenues dans ce vocabulaire, il sera générique et sera capable de re-
présenter implicitement plusieurs allures de la cible même non existantes dans
le vocabulaire. Un représentant simple qui peut fusionner ces allures est l’opéra-
teur « moyenne ». En effet, nous avons testé le cas de comparaison élémentaire,
pose par pose, et le cas de comparaison avec un représentant moyen et nous avons
constaté que l’opérateur moyen donne de meilleurs performances de suivi. De plus,
avec cette moyenne, une seule comparaison est réalisée contrairement au premier
cas de comparaison élémentaire qui nécessite autant de comparaisons que de poses
existant dans le vocabulaire. Cela permet de gagner au niveau complexité de l’al-
gorithme. Ainsi, nous avons opté pour un représentant moyen du vocabulaire pour
la pondération des particules.
En résumé, l’avantage du modèle de référence que nous proposons est qu’il est
construit d’une manière automatique et il est bien adapté à une cible déformable.
Ce modèle de référence va servir ensuite à corriger la trajectoire des particules
à travers le processus de pondération. Nous détaillons dans la section suivante
les descripteurs de caractérisation de la cible nécessaires à la comparaison des
particules avec la référence. Nous décrirons également dans cette section notre
contribution principale pour l’amélioration du suivi à travers la pénalisation des
particules en utilisant l’information du mouvement extraite avec les flots optiques.
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La caractérisation de la cible et la pondération des particules constituent le modèle
d’observation que nous décrivons dans la section suivante.
3.2 Le modèle d’observation
Le modèle d’observation détermine la méthode de pondération des particules
selon une caractérisation de la cible. Nous proposons d’intégrer différentes ca-
tégories de descripteurs pour caractériser la cible. Il est difficile de calculer les
poids des particules à partir d’un ensemble d’informations hétérogènes provenant
de différentes catégories de descripteurs. Il est nécessaire ainsi de déterminer une
méthode de fusion de ces informations. Nous présentons la méthode de fusion des
caractéristiques de la cible dans la sous-section 3.2.3.
Dans cette section nous commençons par détailler le modèle géométrique re-
présentant la cible. Ensuite, nous détaillons les descripteurs adoptés pour carac-
tériser la cible. Puis, nous présentons la méthode de fusion des descripteurs pour
la pondération des particules. Enfin, afin de contrôler l’orientation des particules
et améliorer le suivi avec les filtres particulaires, nous proposons une méthode de
pénalisation des particules basée sur une méthodes de caractérisation du mouve-
ment.
3.2.1 Représentation géométrique de la cible
La représentation géométrique de la cible fournit un modèle structurel per-
mettant de cerner la cible dans une image. Il représente la fenêtre dans laquelle
les caractéristiques de la cible vont être extraites.
Dans notre cas, le suivi de la main a pour but d’extraire sa trajectoire afin
de caractériser le geste. Pour extraire cette trajectoire, une position et une taille
de la fenêtre cernant la cible suffisent. Les détails de la forme de la main ne
sont pas nécessaires à ce niveau. Ainsi, nous avons adopté une fenêtre de forme
rectangulaire pour cerner la cible. Cette fenêtre représente la forme des éléments
du vocabulaire de la référence et la forme des particules. En effet, dans notre cas,
une particule est un contour rectangulaire noté par le vecteur Y i = (xi, yi, ωi, hi)
où pi = (xi, yi) est le coin haut gauche représentant la position de la particule
et zi = (ωi, hi) est sa taille. La figure 3.3 représente un exemple d’estimation
de la position de la main dominante avec un filtre particulaire en utilisant une
représentation rectangulaire.
3.2.2 Caractérisation de la cible
Pour corriger le trajet des particules, les filtres particulaires se réfèrent à une
observation réelle construite par des caractéristiques de l’objet suivi. Étant donné
que notre cible, la main dominante, est de type déformable, ses caractéristiques
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Figure 3.3 – Exemple d’estimation de la position de la main dominante avec un
filtre particulaire en utilisant une représentation rectangulaire
doivent être constituées de descripteurs invariants aux déformations. Ces descrip-
teurs vont être exploités pour caractériser la référence et le contenu de chaque
particule afin d’évaluer la similarité entre les particules et la cible et les pondérer
en fonction de cette similarité.
Pour avoir une caractérisation complète de la cible, il est nécessaire de combi-
ner des descripteurs de types complémentaires et discriminants. Il est nécessaire
également que ces descripteurs soient capable de caractériser les spécificités de la
cible tel que le caractère déformable. Dans notre cas, la cible est déformable avec
un changement continu de forme, mais en même temps ne nécessitant pas une des-
cription fine de ses contours. Ainsi, nous avons choisi des descripteurs issus de la
couleurs qui sont par nature appropriés aux objets déformables : des histogrammes
de couleur, des moyennes de couleurs et une proportion de couleur de la peau.
Nous avons également choisi des descripteurs issus de la forme fournissant une
description globale de la forme et invariants aux transformations géométriques :
les moments de Zernike et les moments de Hu. Comme nous l’avons mentionné
dans la sous-section 2.5.3 du chapitre précédent, nous exploitons les descripteurs
issus du mouvement pour contrôler l’orientation des particule et non pour carac-
tériser la cible. Nous détaillerons cette composante de contrôle des particules dans
la sous-section 3.2.4.
Concernant la représentation formelle de ces descripteurs, nous notons le vec-
teur d’observation par X = (d1, ..., dK) où K est le nombre de familles de des-
cripteurs. Le contenu de chaque particule représente une imagette. De cette ima-
gette, l’instance des K familles de descripteurs est extraite. Ainsi, à chaque par-
ticule Y i, un vecteur de caractéristiques Xi = (di1, ..., diK) est associé. D’autre
part, le vocabulaire de la référence est constitué d’un ensemble d’imagettes.
De même, de chaque imagette de ce vocabulaire, un vecteur de caractéristiques
XR = (dR1 , ..., d
R
K) est extrait. Comme indiqué dans la section 3.1, le vecteur de
caractéristiques X¯R représentant de ce vocabulaire est le vecteur moyenne des
40
CHAPITRE 3. APPLICATION DES FILTRES PARTICULAIRES POUR LA
CARACTÉRISATION DES GESTES : AMÉLIORATION DU SUIVI AVEC LES
FLOTS OPTIQUES
vecteurs caractéristiques XR de toutes les imagettes du vocabulaire. Nous dé-
taillerons dans le sous-section 3.2.3 la méthodes de comparaison des vecteurs Xi
et X¯R.
Dans notre cas, le vecteur d’observation Xi a une taille de 66 caractéristiques
représentant la couleur, la taille et les contours. Dans la suite, nous détaillons les
66 caractéristiques que nous avons adoptées pour caractériser la cible, la main
dominante.
3.2.2.1 Descripteurs issus de la couleur
Nous présentons dans cette sous-section trois descripteurs de couleur : les his-
togrammes de couleur, un indicateur de couleur globale calculé avec des moyennes
et des variances et une proportion de couleur dans la fenêtre d’observation.
La couleur décrite avec ces descripteurs est la couleur de la peau de la main.
Pour mieux représenter cette couleur, nous avons choisi l’espace de représentation
de couleur HSV. Comme nous l’avons mentionné dans la sous-section 2.5.1 du
chapitre précédent, il a été montré que dans l’espace de couleur HSV l’information
de couleur est mieux reproduite [157]. Il a été également montré que cet espace est
discriminant entre la couleur de la peau et le fond et comprend deux composantes
(hue et saturation) robustes aux changements de luminosité [125].
L’espace de couleur HSV (Hue Saturation Value) est un espace à coordonnées
cylindriques comme illustré dans la figure 3.4 1. La composante hue définit la teinte
de la couleur de l’objet, codée suivant l’angle qui lui correspond sur le cercle des
couleurs. Ses valeurs varient entre 0◦ et 360◦. Les composantes value et saturation
représentent respectivement un pourcentage d’intensité de couleur et de brillance
de couleur.
Figure 3.4 – Représentation de l’espace HSV
Pour générer les descripteurs de la couleur de la peau, il est nécessaire de
définir un modèle de la couleur de la peau. Il est possible d’appliquer un proces-
1. http ://en.wikipedia.org/wiki/HSL_and_HSV
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sus d’apprentissage pour générer ce modèle. Cependant, pour éviter le problème
d’étiquetage d’une base d’apprentissage et pour généraliser la méthode de déter-
mination de la couleur de la peau, nous avons conçu un processus automatique de
détection de cette couleur dans la vidéo traitée. Cet algorithme permet d’obtenir
un modèle de couleur de la peau du signeur dans la vidéo sous forme de trois
histogrammes de couleur selon l’espace HSV.
L’idée principale de cet algorithme est la détection du visage de l’acteur. En
effet, nous appliquons en premier lieu la méthode de Viola et Jones [139] pour
détecter le visage du signeur. Cette méthode est connue pour son efficacité pour
la détection des visages. Nous extrayons ensuite, de l’imagette du visage détecté,
les trois histogrammes correspondant aux trois dimensions hue, saturation et va-
lue de l’espace HSV. Puis, nous calculons la moyenne pondérée (équation 3.1)
et la variance correspondante pour chaque histogramme. m est la moyenne des
valeurs quantifiées de l’histogramme (
[
(b+ 12)× HmaxNbins
]
) pondérées par leurs fré-
quences (H(b)). Cette moyenne et la variance associée permettent de cerner plus
précisément l’intervalle de la couleur de la peau parmi les valeurs de la compo-
sante de l’espace de couleurs. Cette opération de filtrage permet de construire un
masque de couleur de peau facilitant son extraction sur une imagette quelconque
et assurant la robustesse de la méthode à la variabilité des signeurs. Pour des
raisons de précision, nous gardons la totalité de cet histogramme masque dans le
vecteur de caractéristiques au lieu de la moyenne et la variance. Ainsi, nos deux
premiers descripteurs sont des histogrammes de couleur de peau selon les deux
composantes hue, value. Ils forment un vecteur de taille 48 = 16(hue)+32(value).
L’histogramme de la composante value n’est pas pris en compte car cette compo-
sante dépend fortement de la variation de la luminosité dans l’environnement, or
notre but est de construire un vecteur de caractéristiques invariant aux conditions
d’enregistrement de la vidéo.
m =
1∑Nbins
b=1 H(b)
Nbins∑
b=1
H(b)×
[
(b+
1
2
)× Hmax
Nbins
]
(3.1)
En ce qui concerne le vecteur des caractéristiques du représentant du vo-
cabulaire de la référence présenté dans le paragraphe 3.1, les descripteurs des
histogrammes de couleur sont décrits par les histogrammes moyens calculés sur
l’ensemble des éléments du vocabulaire.
Nous ajoutons quatre caractéristiques génériques de couleur donnant une in-
dication sur la couleur globale dans l’imagette. Ils sont sous forme d’une moyenne
normalisée de la teinte (hue) et la variance correspondante et une moyenne nor-
malisée de la saturation et la variance correspondante sur tous les pixels de l’ima-
gette. La moyenne et la variance de la composante value ne sont pas prises en
compte puisque nous voulons toujours vérifier la robustesse à la variabilité de la
luminosité comme expliqué auparavant.
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Notre troisième type de descripteur de couleur est une caractéristique de taille
relative. Cette caractéristique représente la proportion de la zone de peau dans
l’imagette de la particule. Avec la méthode Camshift expliquée dans la sous-
section A.2 de l’annexe A, nous calculons la taille de la zone de la peau dans
l’imagette en prenant comme sélection de départ l’imagette de la particule en
totalité. D’une manière indirecte, ce descripteur permet de contrôler la taille de
la particule en s’assurant de conserver une certaine proportion de peau dans les
particules. Il permettra de favoriser les particules qui délimitent l’objet en couleur
de peau et ne contenant pas une grande partie du fond ou d’autres objets dont
la couleur est différente de la couleur de la peau. La situation où la particule
contient deux ou plusieurs objets différents de la cible mais ayant une couleur de
peau est censée être contrôlée par les autres caractéristiques complémentaires et
la méthode de pénalisation.
3.2.2.2 Descripteurs issus de la forme
Afin de décrire la forme de la main tout en restant générique, nous ajoutons des
descripteurs de contours connus pour leur invariance à la rotation, à la translation,
au changement d’échelle et à la symétrie axiale comme indiqué dans la sous-
section 2.5.2. Ces descripteurs sont les moments de Hu , notés par hi, i = 1..7, et
les moments de Zernike. Les magnitudes des moments de zernike sont notées par
Zp,q et sont définies par un ordre p et une répétition q sur l’ensemble {(p, q) ∈
N × Z, |q| ≤ p, p − |q| = 2k, k ∈ N}. Une étude établie dans [80] montre que
les 21 premiers moments de zernike peuvent être classés selon des relations de
corrélation en 6 classes représentées par Z4,0, Z5,1, Z4,2, Z5,3, Z4,4, Z5,5.
Ainsi, notre vecteur de descripteurs de contours comprend 13 valeurs compo-
sées de 7 moments de Hu et de 6 moments de zernike choisis selon les travaux de
Lin [80].
Le tableau 3.1 résume les sous-vecteurs de descripteurs adoptés pour la carac-
térisation de la cible, leurs tailles, leurs domaines de variation où taillef est la
taille de la fenêtre rectangulaire représentant la cible, et les notations des distances
de comparaison avec la référence qui seront présentées dans la sous-section 3.2.3.1.
Ce tableau montre que ces descripteurs sont de divers natures et de divers ordres
de valeurs nécessitant ainsi une méthode de fusion des informations. Dans la
sous-section suivante, nous allons montrer comment nous avons fusionné ces in-
formations et comment nous les avons intégrées dans une probabilité d’observation
permettant de pondérer les particules.
3.2.3 Estimation de la probabilité d’observation
Dans ce paragraphe nous allons montrer comment l’information apportée par
les descripteurs, décrits précédemment, est introduite dans le mécanisme de suivi
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descripteurs issus de la couleur descripteurs issus de la forme
histogrammes
de couleur
moyennes
et variances
de couleur
proportion
de couleur
de la peau
moments de
Hu
moments de
Zernike
taille du
vecteur
48 =
16(hue) +
32(value)
4 =
2moyennes+
2variances
1 7 6
domaine de
variation
[0, taillef ] [0,∞[ [0, 1] [0, 1]
∝ 10−n, n ∈ N
[−1, 1]
Distance de
comparai-
son
distance
de Bhatta-
charayya :
D1
distance eu-
clidienne :
D5
distance eu-
clidienne :
D4
distance spéci-
fique au mo-
ments de Hu :
D2
distance eu-
clidienne :
D3
Table 3.1 – Bilan sur les descripteurs adoptés pour la caractérisation de la cible
du filtre particulaire.
La mise à jour des poids est une forme de correction de la prédiction du
filtre particulaire. La correction pondère les particules selon leur proximité de
la référence en calculant une distance entre une caractérisation de l’observation
associée Xi dans la particule Y i et une caractérisation X¯R de la référence R. La
caractérisation de la particule et la caractérisation de la référence sont réalisées à
l’aide des descripteurs définis dans le paragraphe 3.2.2. Puisque ces descripteurs
présentent différentes modalités et différents domaines de variation, il est difficile
de les fusionner au préalable et de leur appliquer une seule distance. Il s’avère
nécessaire ainsi de spécialiser les distances selon les catégories de descripteurs.
Dans ce cas, la fusion est appliquée sur les distances en les intégrant dans la
probabilité d’observation P (X|Y ). Dans le cas où les descripteurs ne sont pas
fusionnés au préalable, les chercheurs choisissent en général la forme gaussienne
pour cette probabilité [71]. Dans notre cas, à travers nos expérimentations, nous
avons constaté que la forme 3.2 donne de meilleurs résultats de suivi.
wi = P (Xi|Y i) =
K∏
l=1
(
1
1 +Dl(Xi, X¯R)
)cl
(3.2)
Pour chaque famille de descripteurs l, une distance Dl est définie. Ainsi, pour
chaque famille de descripteurs l, une probabilité élémentaire d’observation est
calculée sous la forme
(
1
1+Dl(Xi,X¯R)
)cl
où cl est un coefficient puissance de pon-
dération de la famille de descripteurs. Ce coefficient permet de mettre en valeur
les familles de descripteurs les plus pertinentes. Enfin, la probabilité d’observation
globale est le produit des K probabilités élémentaires associées aux familles de
descripteurs comme le montre l’équation 3.2.
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Nous détaillons dans le paragraphe suivant les distances Dl qui varient selon
la catégorie de descripteurs associée.
3.2.3.1 Choix des distances appliquées aux descripteurs
La distance D1 est associée aux histogrammes de couleur (équation 3.3). Plu-
sieurs fonctions de comparaison des histogrammes sont proposées dans la litté-
rature : la distance de corrélation, la distance d’intersection, la distance Chi-
deux, la distance de Bhattacharayya et la distance EMD (« Earth Mover’s Dis-
tance ») [19, 16, 118]. Dans notre cas, nous comparons deux histogrammes de
deux imagettes de taille différente. Ainsi, pour avoir une distance indépendante
de la taille des imagettes, il est nécessaire de normaliser les histogrammes. La
méthode de comparaison de Bhattacharayya [16] ajoute une étape de normalisa-
tion des histogrammes. L’équation 3.4 présente la distance de Bhattacharayya.
Nous appliquons alors cette distance pour comparer les histogrammes de cou-
leurs des particules au modèle de la référence. Les valeurs de cette distance sont
comprises entre 0 et 1. Plus les histogrammes sont similaires, plus la distance de
Bhattacharayya tend vers 0.
D1(X
1, X2) =
1
2
DBhat(H
hue
1 , H
hue
2 ) +
1
2
DBhat(H
saturation
1 , H
saturation
2 ) (3.3)
DBhat(H1, H2) =
√√√√1−∑
b
√
H1(b).H2(b)√∑
bH1(b).
∑
bH1(b)
(3.4)
De même, il existe différentes distances adaptées aux moments de Hu présentées
dans [19]. D’après nos expérimentations, nous avons constaté que la formule de
comparaison présentée par l’équation 3.5 est la moins sensible aux différences qui
peuvent exister entre deux images représentant le même objet.
D2(X
1, X2) = DHu(i1, i2) =
7∑
h=1
| 1
mi1(h)
− 1
mi2(h)
| (3.5)
où mij (h) = sign(h).log(h) et ij est l’imagette contenue dans la particule Y j .
La distance D3 correspond aux moments de Zernike. Dans le cas des données
2D, la distance classique appliquée pour comparer les moments de Zernike est en
général la distance euclidienne [114]. Cette distance permet de conserver l’inva-
riance à la rotation et l’invariance à la symétrie axiale [114]. Ainsi, dans notre
cas, la distance D3 correspond à la distance euclidienne.
Les descripteurs de proportion, des moyennes et des variances de la couleur de
peau sont des caractéristiques simples de type scalaire. Nous avons testé la dis-
tance de Manhattan et la distance euclidienne pour comparer ces caractéristiques
et nous avons constaté que la distance euclidienne donne de meilleurs résultats
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de suivi. Ainsi, les distances D4 et D5 représentent la distance euclidienne. La
distance D4 correspond au descripteur de proportion de couleur de peau et la dis-
tance D5 correspond au descripteur des moyennes et des variances de la couleur
de peau. la distance D5 compare deux vecteurs de scalaires.
Le modèle d’observation que nous venons de proposer est construit avec des
caractéristiques statiques qui décrivent la cible. Puisque le but est de suivre une
cible mobile, il est intéressant également d’exploiter les caractéristiques de son
mouvement afin d’améliorer son suivi. Néanmoins, le mouvement n’est pas une
caractéristique absolue de la cible mais dépend de son état. Par exemple, il n’est
pas possible de décrire la référence des filtres particulaires avec une caractéris-
tique dynamique comme le mouvement. La description de la référence doit être
générique, absolue et indépendante de la situation analysée. En d’autres termes,
la caractérisation de la référence ne doit pas dépendre de l’état statique ou mobile
de la cible. Ainsi, nous avons introduit l’information de mouvement différemment
dans le processus de suivi. Nous l’avons introduite sous forme d’une pénalisation
dans l’étape de mise à jour des poids des particules et dans le modèle de leur
mouvement.
3.2.4 Pénalisation des particules avec les flots optiques
Dans le cas où la cible a un mouvement rapide, le risque de divergence des
filtres particulaires classiques augmente. Pour diminuer ce risque et orienter les
particules vers les zones les plus probables, nous proposons de pénaliser les par-
ticules qui se déplacent contre le flot observé. Nous réalisons cette pénalisation
à l’aide des informations extraites avec les flots optiques présentés dans la sous-
section 2.5.3. Nous rappelons que les flots optiques sont une méthode de calcul
des vitesses des pixels, connus pour leur robustesse aux variations de luminosité
et aux déformations de l’objet suivi [15]. L’observation du flot s’effectue locale-
ment à l’intérieur de chaque particule. La vitesse de la particule et la vitesse de
son flot interne sont considérées indépendantes et la pénalisation se base sur la
comparaison de ces deux vitesses. Plus l’écart entre ces deux vitesses est grand,
plus le poids est affaibli.
En effet, nous calculons d’abord une carte de vitesses Ψt à partir des deux
images successives it et it−1 en appliquant la méthode d’extraction des flots
optiques de Lucas-Kanade [85]. Ensuite, dans chaque particule Y it , nous calculons
la médiane ~νit des vitesses des pixels inscrits dans la particule. D’autre part, chaque
particule a un vecteur de déplacement que nous notons ~˙pit. Nous évaluons ensuite la
distance entre ces deux vecteurs, ~νit et ~˙pit, que nous notons ξit (équation 3.6), et nous
introduisons cette distance dans le calcul du poids de la particule. L’introduction
de cette pénalisation se fait en multipliant le poids wit par le terme ξit et nous
notons le nouveau poids par w′it = witξit. La pénalisation avec le terme ξit représente
une deuxième étape de mis à jour des poids après l’étape classique de mise à jour
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des poids définie dans l’algorithme de ConDensAtion (algorithme 5) qui génère
le poids wit. Les particules vont être ensuite échantillonnées selon les nouveaux
poids w′it .
ξit =
1
1 + λit
[cos(~̂νitδt,
~˙pit)]
τ it . (3.6)
L’équation 3.6 représente la forme du terme ξit correspondant à la particule
Y it . Les deux termes λit et τ it sont définis dans le tableau 3.2 selon des conditions
sur les deux vecteurs ~νit et ~˙pit.
Le tableau 3.2 résume les situations simultanées possibles de l’orientation de
la particule et de l’orientation de son contenu. La première situation représente
le cas où la particule et son contenu sont stationnaires, les deux entités ont un
état similaire et donc la pénalisation doit être nulle et sans effet sur le poids.
La deuxième situation représente le cas où la particule ou son contenu est sta-
tionnaire tout en excluant la situation 1. Dans ce cas, l’état des deux entités est
considéré complètement opposé et donc la pénalisation doit être maximale. La
constante Λ ∈ R+ est une valeur à déterminer empiriquement et doit être suf-
fisamment élevée pour faire tendre ξit vers 0. Pour la troisième et la quatrième
situation, la particule et son contenu ont chacun un mouvement non nul, il reste
alors à comparer les orientations. Si les deux entités ont des orientations formant
un angle obtus (condition 3), alors le sens de leurs mouvements est considéré suffi-
samment différent pour les pénaliser fortement. Si les orientations des deux entités
forment un angle aigu (condition 4), alors les deux orientations sont considérées
similaires et la pénalisation dépend de l’écart entre les deux directions. Le terme
de pénalisation ξit est compris entre 0 et 1, plus l’écart entre les deux directions
est important, plus la valeur de ξit est réduite et plus l’effet de la pénalisation
est important. Le terme τ it contrôle la prise en compte du terme cos(~̂νitδt, ~˙pit), il
est à 1 dans ce cas. Le terme λit dépend, dans cette situation, de la différence de
rapidité du déplacement des deux entités.
Conditions
condition 1 condition 2 condition 3 condition 4
‖~νitδt‖ = 0
AND
‖~νitδt‖ = 0
XOR
‖~νitδt‖‖~˙pit‖ 6= 0
‖~˙pit‖ = 0 ‖~˙pit‖ = 0 cos(~̂νitδt, ~˙pit) ≤
0
cos(~̂νitδt,
~˙pit) > 0
(λit, τ
i
t ) (0, 0) (Λ, 0) (Λ, 0) (|‖~νitδt‖−‖~˙pit‖|, 1)
Table 3.2 – Les valeurs de λit et de τ it selon les situations simultanées possibles
de l’orientation de la particule et de l’orientation de son contenu
Ainsi, nous appliquons un contrôle de l’orientation des particules en exploitant
l’information de vitesse extraite avec les flots optiques. Ce contrôle va être explicité
davantage sur un exemple pratique avec la figure 3.7 dans le paragraphe 3.5.
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Conjointement à ce contrôle local des particules, nous introduisons un contrôle
global du déplacement des particules en exploitant la même information extraite
avec les flots optiques. Afin de lisser le mouvement des particules, nous ajoutons
un terme de vitesse globale de l’estimation du filtre particulaire au modèle du
mouvement des particules en le pénalisant avec une vitesse globale du flot dans
toute la scène. Nous expliquons davantage cette deuxième contribution dans la
section suivante.
3.3 Le modèle de mouvement des particules
Nous avons agi sur le modèle de propagation des particules en introduisant
des termes non-linéaires afin de lisser le mouvement des particules et de l’adapter
à la rapidité du déplacement de l’objet suivi. Nous avons introduit dans le modèle
de mouvement la vitesse et l’accélération du représentant des particules Yˆ . Pour
régulariser ces termes de lissage et garder une liaison avec l’observation réelle, nous
avons pondéré ces termes par des coefficients proportionnels à des informations
du mouvement global issues des flots optiques. Le mouvement global peut être
dans certains cas largement influencé par un mouvement dominant d’un seul objet
mobile dans la scène comme dans le cas de la langue des signes (main dominante).
L’équation 3.7 représente le modèle classique de mouvement des particules
selon l’algorithme de ConDensAtion.
Y it = AY
i
t−1 +BR
i
t. (3.7)
où A est la matrice de transition, Rit est un vecteur aléatoire et B est la matrice
de la marche aléatoire. Dans notre cas, A et B sont constantes.
Le modèle classique de mouvement disperse les particules aux alentours de leur
ancienne position sans orientation bien précise. Cette dispersion aléatoire ralentit
le mouvement des particules et rend difficile le suivi des mouvements rapides.
Y it = AY
i
t−1 +BR
i
t + αt
 ˙ˆpt−10
0
+ βt
 ¨ˆpt−10
0
 (3.8)
Pour lisser et harmoniser le mouvement des particules, nous proposons d’in-
troduire la vitesse, ˙ˆpt−1, et l’accélération, ¨ˆpt−1, de l’estimation du filtre dans le
modèle de mouvement des particules (équation 3.8). Comme indiqué dans l’algo-
rithme 5 de ConDensAtion, cette estimation a la forme Yˆt =
∑N
i=1 w˜
(i)
t f(Y
(i)
t ), où
w˜
(i)
t sont les poids normalisés. En affectant l’identité à la fonction f , l’estimation
devient la moyenne pondérée des particules où la pondération est réalisée avec les
poids des particules. Par conséquent, plus les poids sont distincts et représentatifs
de la proximité à la cible, plus l’estimation est considérée correcte et plus le degré
de prise en compte des informations de mouvement de cette estimation peut être
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important. Nous avons traduit ce principe par l’introduction de deux coefficients
αt et βt qui régularisent l’effet de la vitesse et de l’accélération de l’estimation dans
le modèle de mouvement des particules (équation 3.8). Ces coefficients peuvent
être des constantes déterminées expérimentalement comme pour le cas du système
2VPF qui sera expliqué dans le paragraphe 3.4.3.
Pour réduire le risque d’introduction de l’erreur récursive de l’estimation dans
le modèle de mouvement, nous avons conçu également une forme variable de ces
coefficients. En effet, ces deux coefficients peuvent dépendre d’une vitesse globale
qui donne une indication sur l’intensité du mouvement dominant. S’il existe un
mouvement important entre deux images, ces coefficients vont avoir une valeur
élevée et par la suite le déplacement des particules va être élevé et peut suivre
le flot. Si le mouvement global est faible, ces coefficients vont avoir une valeur
réduite et par la suite le mouvement des particules va être freiné, cette action
évitera que le filtre diverge.
Dans le cas où ces coefficients αt et βt sont variables, ils dépendent d’une
vitesse moyenne normalisée comme suit :
αt =

ϑ¯(Ψxt )
maxj ϑj(sx)
0 0 0
0
ϑ¯(Ψyt )
maxj ϑj(sy)
0 0
0 0 0 0
0 0 0 0
 βt =

γ¯(Ψxt )
maxj γj(sx)
0 0 0
0
γ¯(Ψyt )
maxj γj(sy)
0 0
0 0 0 0
0 0 0 0

Ψt est la carte des vitesses calculées avec les flots optiques qui sont calculés à
partir des deux images it et it−1. ϑj(Ψxt ) (resp. ϑj(Ψ
y
t )) est la valeur absolue de
la composante horizontale (resp. verticale) de la vitesse du pixel j. ϑ¯(Ψxt ) (resp.
ϑ¯(Ψyt )) est la moyenne des valeurs absolues des vitesses horizontales (resp. verti-
cales) sur toute la carte Ψxt (resp. Ψ
y
t ). Cette vitesse moyenne horizontale (resp.
verticale) est normalisée par une vitesse maximale horizontale (resp. verticale) sur
toute la séquence.
Nous montrons dans le prochain paragraphe l’intérêt de nos contributions à
travers notre expérimentation réalisée sur des vidéos de discours de la langue des
signes.
3.4 Le protocole expérimental
3.4.1 Les données expérimentales
Nous avons élaboré l’expérimentation du suivi de la main dominante sur
une base de données de langue des signes américaine nommée SignStream-
ASLLRP [97]. Cette base consiste en quatre séquences s1, s2, s3 et s4 de discours
en langue des signes de taille importante. Chaque séquence de vidéo contient entre
1310 et 5046 trames, acquises dans un studio d’enregistrement. La fréquence des
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trames est entre 30 et 32 trames par seconde. La taille d’une trame est entre
288 × 216 et 320 × 240 pixels. Chaque vidéo contient un seul signeur, qui signe
un discours de la langue des signes face à une caméra fixe sur un font presque
uni. Chaque vidéo de la base SignStream contient un signeur différent qui joue un
discours différent. Comme le montre la figure 3.5, il n’y a aucune contrainte sur
le style ou la couleur des vêtements des quatre signeurs.
(a) trame 34 de la
séquence s1
(b) trame 333 de la
séquence s2
(c) trame 66 de la
séquence s3
(d) trame 51 de la
séquence s4
Figure 3.5 – Exemple de trames de chaque séquence de la base SignStream-
ASLLRP
À cause du problème de l’annotation, nous avons effectué le réglage des pa-
ramètres de notre système en utilisant s1, s2, et s3 et nous avons exploité uni-
quement la séquence s4, qui compte 1310 trames, pour l’évaluation du système.
En effet, nous avons constitué une vérité terrain sur la vidéo s4 en encadrant
manuellement dans chaque trame la cible, qui est la main dominante. L’évalua-
tion du suivi pour le réglage des paramètres a été réalisée visuellement. Si nous
avions pu disposer d’assez de données annotées, nous aurions pu évaluer notre
système sur les quatre vidéos en utilisant la méthode de validation croisée. Nous
expliquons dans le paragraphe suivant, comment nous comparons l’estimation du
filtre particulaire Yˆ avec la position réelle de la cible G.
3.4.2 Les métriques d’évaluation
Comme expliqué dans la section 2.6 du chapitre précédent, les principales
méthodes utilisées pour l’évaluation du suivi des objets dans des vidéos dans la
littérature sont :
– l’évaluation visuelle à travers la représentation de l’estimation sur les
trames,
– le calcul d’une erreur de suivi sous forme d’une distance en pixels entre la
position réelle de la cible et la position estimée,
– le calcul du taux de suivi issu de l’indice de Jaccard.
Afin d’évaluer précisément la qualité du suivi réalisé, nous avons adopté ces trois
méthodes d’évaluation.
Nous calculons l’erreur totale de suivi ¯ dans la vidéo en utilisant la moyenne
des erreurs élémentaires de position (équation 3.9). Dans [11], cette erreur n’est
calculée que lorsqu’il y a intersection entre la région estimée de l’objet et la région
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réelle de l’objet. Dans notre cas, nous calculons cette erreur sur toutes les trames
de la vidéo quelle que soit la position des deux entités comparées. Nous estimons
que cette forme d’erreur donne une information plus précise sur le suivi.
¯ =
1
|s|
|s|∑
t=1
||pˆt − Gp,t|| (3.9)
où |s| est le nombre de trames d’une séquence s, pˆt est la position estimée de
la cible G à l’instant t et Gp,t est sa position réelle à l’instant t. Gp,t correspond au
coin haut gauche du cadre délimitant la cible.
Le taux total de suivi r¯ est représenté par une moyenne des taux élémentaires
sur toutes les trames de la vidéo (équation 3.10). Nous rappelons que ce taux de
suivi moyen permet de classer la qualité de suivi selon quatre catégories : « suivi
médiocre », « suivi partiel », « suivi globalement satisfaisant » et « suivi excellent »
(tableau 2.1). Dans notre cas, nous avons utilisé %t (équation 3.12) qui est une
métrique issue de l’application directe de l’indice de Jaccard (équation 3.11) et
que nous appelons l’indice de superposition. Pour pourvoir classer la qualité de
suivi de nos systèmes, nous avons écrit le taux de suivi rt en fonction de l’indice
de superposition %t selon l’équation 3.13. Les résultats présentés dans la section
3.5 correspondent aux moyennes de ces métriques sur toute la séquence de test.
rt =
2× S(Yˆt ∩ Gt)
S(Yˆt) + S(Gt)
(3.10)
%t = J(Yˆt, Gt) =
|Yˆt ∩ Gt|
|Yˆt ∪ Gt|
(3.11)
%t =
S(Yˆt ∩ Gt)
S(Yˆt) + S(Gt)− S(Yˆt ∩ Gt)
(3.12)
rt =
2%t
1 + %t
(3.13)
3.4.3 Les systèmes évalués
Dans le but d’évaluer la robustesse de notre système et montrer la contribution
de chacune de ses composantes, nous comparons quatre configurations du filtre
particulaire : le filtre PF, le filtre VPF, le filtre 2VPF, et le filtre 3VPF. Chaque
système est une version augmentée du précédent.
Le filtre PF est la version classique du filtre particulaire. Le modèle d’observa-
tion que nous avons utilisé est celui présenté dans le paragraphe 3.2.
Le filtre VPF est un filtre PF dont le modèle de référence est construit avec
notre proposition de vocabulaire de référence.
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Le filtre 2VPF intègre la vitesse et l’accélération de l’estimation Yˆ dans le
modèle de mouvement des particules du filtre VPF comme nous l’avons proposé
dans le paragraphe 3.3. Pour ce système 2VPF, les coefficients αt et βt sont des
constantes déterminées expérimentalement.
Enfin, le filtre 3VPF présente le système complet avec toutes nos contributions.
En effet, le filtre 3VPF est le filtre 2VPF avec une intégration de la pénalisation
locale, au niveau des coefficients αt et βt (paragraphe 3.3), et globale, au niveau
de la mise à jour des poids (paragraphe 3.2.4), conçue avec les flots optiques.
Les paramètres communs entre les quatre systèmes sont : le nombre de parti-
cules N = 100, la matrice A est la matrice identité, et la matrice B et le coefficient
cl sont déterminés expérimentalement.
3.5 Résultats de suivi
système PF VPF 2VPF 3VPF
0<¯<400 54.28 31.82 29.23 21.22
0< ¯400<1 0.136 0,079 0,073 0,053
0<%¯<1 0.004 0.279 0.315 0.369
0<r¯<1 0.007 0.386 0.435 0.505
Table 3.3 – L’évolution de l’erreur moyenne du suivi (¯), de l’indice moyen de
superposition (%¯) et du taux moyen du suivi (r¯) pour les quatre systèmes PF, VPF,
2VPF et 3VPF sur la séquence s4 composée de 1310 trames
Le tableau 3.3 montre l’évolution de l’erreur moyenne du suivi (¯) et l’évolution
de l’indice moyen de superposition (%¯) avec chaque contribution. Cette évaluation
est effectuée sur la séquence s4 composée de 1310 trames. Les performances du
système du suivi augmentent avec la diminution de l’erreur moyenne du suivi ¯ et
l’augmentation de l’indice moyen de superposition %¯. Dans le cas où les trames de
la vidéo de test sont de taille 320 × 240, l’erreur moyenne ¯, calculée en nombre
de pixels, est bornée par la valeur 400 qui correspond à la distance la plus grande
entre deux points de l’image (diagonale de l’image). Cette valeur maximale permet
de relativiser les valeurs de cette métrique ¯. Selon l’équation 3.12, la métrique %¯
est un pourcentage borné par 1.
La valeur de %¯ est considérablement faible pour le système PF car le filtre
est totalement attiré par le visage et parfois attiré par la main dominée lors
de son passage à proximité de la main dominante qui est la vraie cible. Cette
distraction est dû principalement à la faiblesse du modèle de référence classique
qui est exprimé sous la forme de la pose initiale de la cible. Le saut de performance
entre le système PF et le système VPF prouve l’apport du vocabulaire de référence.
L’évolution des valeurs des deux métriques ¯ et %¯ exposées dans le tableau
3.3 montre l’apport de chacune de nos contributions au niveau de l’exactitude
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du suivi. Le système VPF renforce l’attache aux données à travers le modèle de
référence générique. Le système 2VPF a l’avantage de faciliter le suivi des mouve-
ments rapides à travers le lissage du mouvement des particules. Enfin, le système
3VPF permet de limiter l’espace d’exploration des particules aux zones pouvant le
plus probablement contenir l’objet en se basant sur des informations de mouve-
ment.
Comme le montre le tableau tableau 3.3, la valeur du taux moyen de suivi r¯
correspondant au système complet 3VPF est entre à 0.4 et 0.7. Ainsi, en se référant
au tableau 2.1 du classement de la qualité du suivi des systèmes de suivi, nous
déduisons que le suivi de notre système complet 3VPF est un « suivi partiel ».
Figure 3.6 – La variation des coordonnées x et y de l’estimation du filtre parti-
cualire pour les quatres systèmes PF, VPF, 2VPF et 3VPF sur un extrait de la vidéo
s4 contenant uniquement 120 trames pour des raisons de clarté
La figure 3.6 donne la variation des coordonnées x et y de l’estimation du filtre
particualire pour les quatres systèmes PF, VPF, 2VPF et 3VPF sur un extrait de la
vidéo s4. Pour des raisons de clarté, cet extrait contient uniquement 120 trames
entre les trames 180 et 300. Cette figure permet d’expliciter les résultats de l’erreur
moyenne de suivi ¯ pour les quatre systèmes dans le cas de mouvements rapides
et irréguliers. Nous pouvons voir sur cette double figure le déplacement horizontal
et vertical des quatre systèmes par rapport au déplacement réel de la cible. Il est
clair que le système 3VPF donne l’estimation la plus proche de la trajectoire réelle.
De plus, ce système est capable de suivre les mouvements rapides et irréguliers de
la cible et les changements brusques de sa trajectoire comme le montre la figure
3.6 au niveau des trames 200 et 220. Le système 2VPF est capable de suivre ces
changements brusques grâce au modèle de mouvement raffiné mais peut s’égarer
facilement de la cible. Cependant, le système 3VPF limite la zone de déplacement
des particules ce qui réduit considérablement ce risque. Par rapport au système
classique PF, le système VPF génère une trajectoire plus proche à la trajectoire
réelle mais les trajectoires des estimations des deux systèmes PF et VPF restent
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monotones et relativement loin de cette trajectoire réelle.
Le tableau 3.4 illustre concrètement le comportement de suivi de chaque sys-
tème sur les trames 198, 206, 214, 222 et 230 correspondant aux points de variation
aigüe de la trajectoire réelle de la cible présentée dans la figure 3.6. Le cadre ma-
genta correspond à l’estimation Yˆ représentant l’ensemble des particules générées
par le système particulaire. La cible est la main droite du signeur, elle correspond
à la main dominante. Il est clair que l’estimation du système PF est totalement
attirée par le visage et l’estimation du système VPF reste stable et n’arrive pas à
suivre le mouvement rapide de la main. L’estimation du système 2VPF saute entre
la main et le visage mais ne reste pas "accrochée" à la main. Nous pouvons expli-
quer ce phénomène par la dispersion des particules entre la main et le visage. Les
particules ont une liberté d’exploration large qui peut avoir un effet négatif sur
l’exactitude du suivi et peut causer l’éloignement du filtre de sa cible. Le méca-
nisme de pénalisation du système 3VPF vient corriger ce défaut en cernant la zone
de déplacement des particules selon des conditions de mouvement bien précises
(tableau 3.2). Dans cette situation, on peut se demander pourquoi ne pas réduire
le pas de la marche aléatoire représentée par la matrice B dans le modèle de mou-
vement des particules. En réalité, si le pas de la marche aléatoire est réduit, les
particules risquent de ne pas retrouver la cible dans l’étape suivante. La figure 3.7
illustre ce phénomène de taille de la marche aléatoire d’une manière simplifiée. Le
disque Ct représente la position de la cible à l’instant t, le disque Ct+1 représente
la position de la cible à l’instant t+ 1. Le disque foncé représente un objet qui a
des caractéristiques similaires aux caractéristiques de la cible et a un mouvement
négligeable. Le grand cercle représente la marche aléatoire. Pour éviter l’attrac-
tion du filtre par l’objet similaire à la cible, deux solutions se présentent. Une
première solution est de réduire la taille de la marche aléatoire comme dans la
figure 3.7a de telle sorte que l’objet causant la confusion quitte l’espace d’explo-
ration des particules. Cependant, avec un déplacement important de la cible à
l’instant t + 1, cette dernière sort également de l’espace d’exploration des parti-
cules. Ainsi, le filtre peut facilement diverger. Une deuxième solution est de garder
un grand pas de la marche aléatoire et d’appliquer en même temps le mécanisme
de pénalisation avec les flots optiques comme expliqué dans la sous-section 3.2.4.
Avec le mécanisme de pénalisation, certaines zones de l’espace d’exploration des
particules sont très pénalisées, y compris la zone de l’objet similaire, vu le mouve-
ment négligeable dans ces zones. La figure 3.7b explique cette deuxième solution
et montre bien que la cible reste toujours accessible par le filtre sans risque de di-
vergence. D’où le suivi réussi du système 3VPF même dans le cas d’une trajectoire
irrégulière et avec des variations aigües comme le confirment les images dans le
tableau 3.4 et la trajectoire correspondante dans l’image 3.6.
Le tableau 3.4 montre qu’il y a un troisième objet qui bouge parallèlement à la
cible. Bien qu’il s’agisse de la main dominée qui a un mouvement moins important
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(a) petite taille de la marche
aléatoire
(b) grand taille de la marche
aléatoire avec pénalisation
Figure 3.7 – Le problème de la taille de la marche aléatoire et la solution apportée
par le système 3VPF
que la main dominante, son mouvement accompagne parfois le mouvement de la
main dominante avec le même degré d’importance. Nous remarquons, d’après le
tableau 3.4, que cette deuxième main ne perturbe pas les systèmes de suivi. Pour
les systèmes PF, VPFet 3VPF l’estimation est attirée par le visage car quand ils
n’arrivent plus à suivre le mouvement rapide de la cible, les filtres ont tendance
à se focaliser sur les objets similaires à la cible ayant un mouvement négligeable
comme le visage dans ce cas. Nous rappelons ici que pour le système 2VPF, les
coefficients de régularisation de la prise en compte de la vitesse et de l’accélération
de l’estimation dans le modèle de mouvement des particules sont des constantes
et ne dépendent pas de l’information extraite avec les flots optiques, ils le sont
dans le système 3VPF. Ainsi, le modèle de mouvement des particules du système
2VPF est moins robuste que le système 3VPF. En effet, pour le système 3VPF, avec
le mécanisme de pénalisation et les coefficients variables, l’estimation arrive à
suivre la cible correctement et reste non attirée par la main dominée (la main
gauche). Dans cette situation, c’est le modèle de référence basé sur le vocabulaire
de la cible qui renforce cette distinction. La différence d’orientation des mains et
les différences fines au niveau des contours semblent être bien prises en compte
par les descripteurs de l’observation, principalement les descripteurs de contours,
les moments de Zernike et les moments de Hu.
Nous pouvons déduire enfin que nos trois contributions sont bien complémen-
taires et améliorent considérablement la qualité de suivi même dans les cas les
plus difficiles.
Comme mentionné dans la section 2.6 du chapitre précédent, il est difficile de
comparer les performances de deux systèmes de suivi sur deux bases de données
différentes. À notre connaissance, il y a un seul travail de Yuan et al. qui exploite
les bases de données SignStream pour appliquer le suivi de la main [156]. Sur la
vidéo s4, Yuan et al. ont évalué leur système de suivi sur 200 trames uniquement
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par rapport à notre évaluation qui s’étale sur la totalité de cette vidéo de 1310
trames. Ils ont conçu leur propre métrique d’évaluation et n’ont pas utilisé aucune
des métriques utilisées dans notre travail de suivi, sauf l’évaluation visuelle sur
d’autres vidéos de la base. De plus, leur système de suivi est différent des filtres
particulaires bien qu’il se base sur le filtrage temporel. Ainsi, il est difficile de se
comparer à ce travail. Néanmoins, comme mentionné au début de cette section,
le suivi de notre système 3VPF est considéré comme un « suivi partiel » se-
lon la méthode de classement des systèmes de suivi proposée par Bashir et al.
(tableau 2.1).
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Conclusion
Nous avons présenté dans ce chapitre une application de suivi de la main do-
minante dans des discours de la langue des signes basée sur les filtres particulaires.
Nous avons présenté trois contributions pour améliorer la qualité de suivi et nous
les avons évaluées séparément pour montrer l’intérêt de chacune de ces contri-
butions. Les résultats de suivi du système complet 3VPF présentent de meilleurs
performances qu’un filtre particuaire classique, en particulier, dans le cas des
mouvements rapides et irréguliers de la cible, même en présence d’autres objets
similaires qui risquent de perturber le système. Selon la méthode de classement
des systèmes de suivi proposée par Bashir et al. [11], le suivi de notre système
est considéré comme un « suivi partiel ». De plus, notre système de suivi 3VPF ne
nécessite pas un apprentissage préalable ni de données étiquetées. D’autre part, le
système 3VPF est applicable pour d’autres tâches de suivi, en particulier, le suivi
des objets de type déformable.
Néanmoins, il est difficile d’appliquer le système 3VPF en temps réel à cause
de la méthode de détermination du modèle de référence qui nécessite un premier
parcours de la vidéo pour la collecte des éléments du vocabulaire de référence.
Il serait possible de réaliser le suivi en temps réel en réalisant la construction
du vocabulaire simultanément avec le suivi. Le modèle de référence deviendrait
alors évolutif avec le suivi. La qualité du suivi peut être encore améliorée par
l’application du principe de suivi multiple [1, 46]. Le suivi multiple élimine le risque
de confusion lorsque plusieurs objets similaires sont en mouvement. L’application
de ce genre de mécanisme peut être une perspective de raffinement du suivi. Il est
possible également d’intégrer des règles d’anatomie humaine pour réaliser le suivi
des gestes en 3D [77].
Le suivi de la main dominante peut être exploité pour la caractérisation du
geste. Le geste dans ce cas est décrit par la trajectoire d’un objet qui contribue
principalement à la construction de ce geste et dont le mouvement est dominant.
La caractérisation du geste est nécessaire pour l’identifier. Le processus complet de
caractérisation du geste et de son identification est connu sous le nom de processus
de reconnaissance de gestes. Notre travail de suivi était évalué sur des vidéos de la
langue des signes. Cependant, il n’est pas spécifique à la langue des signes. Pour
notre prochain travail de reconnaissance des gestes, que nous présentons dans la
deuxième partie, nous élargirons le domaine des bases de données pour contenir
des gestes appartenant à différents thèmes. Nous détaillons, dans la deuxième
partie de ce document, l’état de l’art de la reconnaissance des gestes avec les
modèles markoviens et notre application de reconnaissance des gestes avec les
contributions proposées.

Deuxième partie
Reconnaissance et détection des
gestes
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4.1 Introduction générale sur les méthodes de recon-
naissance dynamique
Les gestes sont des données séquentielles nécessitant des méthodes de recon-
naissance dynamiques. En effet, dans le cas de la reconnaissance des discours
gestuels, qui sont des ensembles articulés de gestes, la reconnaissance combine
deux tâches : la segmentation et la classification. Comme l’affirme Sayre [121], la
segmentation et la classification sont deux tâches qui doivent être réalisées simul-
tanément. La tâche de segmentation doit déterminer les limites des gestes sur la
séquence. La tâche de classification doit attribuer à chaque sous-séquence une éti-
quette appartenant à un vocabulaire donné. La tâche de classification doit intégrer
également des connaissances a priori sur les données telles que le vocabulaire des
gestes, les durées des gestes, l’environnement d’enregistrement, etc. La difficulté
principale que comporte l’étape de segmentation est la variabilité de la durée des
instances d’un même geste. L’étape de classification est confrontée à la variabilité
des instances d’un même geste, à laquelle elle doit être robuste également.
Il existe deux catégories de méthodes de reconnaissance dynamiques, que nous
pouvons appeler également « classifieurs » ; les méthodes de reconnaissance sans
apprentissage et les méthodes de reconnaissance avec apprentissage. Les méthodes
de reconnaissance sans apprentissage sont les premières méthodes de classification
proposées dans la littérature. Elles sont basées sur l’appariement comme la mé-
thode de déformation temporelle dynamique, appelé également « Dynamic Time
Warping » [14]. Leur principe repose sur la comparaison à la séquence à identifier
à l’aide un représentant, appelé également « template », de chaque classe du pro-
blème en utilisant une distance « élastique » capable d’absorber dans une certaine
mesure, la variabilité de la durée. À l’opposé, les méthodes de reconnaissance dy-
namiques avec apprentissage, principalement les modèles markoviens, optimisent
pendant l’étape d’apprentissage des modèles graphiques statistiques représentant
le vocabulaire étiqueté. La reconnaissance avec ces méthodes est réalisée en ali-
gnant ces modèles graphiques sur chaque donnée de test et en utilisant également
un algorithme d’appariement élastique, dont l’algorithme de Viterbi [140] est
une instance.
L’avantage des méthodes de reconnaissance dynamiques avec apprentissage
est la génération de ces modèles graphiques probabilistes intégrant l’information
portée par les exemples d’apprentissage et qui permet d’optimiser le modèle des
classes pour qu’il représente le mieux possible les données réelles. Les modèles
markoviens ont la capacité d’intégrer des connaissances a priori telles que les
règles grammaticales des données linguistiques. Ces connaissances a priori faci-
litent la reconnaissance et diminuent le risque d’erreur causée par le manque de
distinction descriptive.
Ces avantages, maintenant bien mis en évidence dans la littérature, justifient
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notre intérêt pour les modèles statistiques en général afin de réaliser la tâche
de reconnaissance de gestes. Nous nous intéressons tout d’abord aux modèles
de Markov cachés (les MMC) qui sont des modèles markoviens à l’état de l’art
largement utilisés pour la reconnaissance de données séquentielles [109]. Afin de
modéliser explicitement la durée de ces données séquentielles, une variante semi-
markovienne des MMC est proposée [39]. Nous allons expliquer au début de ce
chapitre, dans la section 4.2, les principes des MMC et leur variante, les semi-MMC.
Nous donnons ensuite un aperçu de la littérature sur les applications des MMC à la
reconnaissance de gestes.
Comme nous l’avons mentionné au début de cette introduction, la tâche de
reconnaissance combine deux tâches : la segmentation et la classification. Les
MMC sont adaptés au problème de segmentation [109]. Il existe d’autre modèles
markoviens de séquences, les champs aléatoires conditionnels (les CAC) [143], qui
sont adaptés au problème de classification [57]. Nous nous intéressons à ces mo-
dèles qui représentent un modèle markovien récemment développé [74]. Afin de
modéliser explicitement la durée des données séquentielles comme dans le cas des
MMC, une version semi-markovienne est développée pour les CRF [119]. D’autre
part, afin d’adapter les CAC au problème de la modélisation de la structure globale
des données et au problème de la segmentation, les CAC cachés [108] et les CAC dy-
namiques latents [91] ont été proposés. Nous détaillons le principe et les avantages
des CAC dans la deuxième partie de ce chapitre, dans la section 4.3, et présentons
trois variantes ; les CAC semi-Markoviens, les CAC cachés et les CAC dynamiques
latents. Nous donnerons également un aperçu sur les applications des CAC pour
la reconnaissance de gestes dans la littérature. À la fin de ce chapitre, dans la
section 4.4, nous donnerons un aperçu sur les modèles hybrides, proposés dans la
littérature, qui combinent les MMC à des méthodes de classification.
4.2 Les modèles de Markov à états cachés : les MMC
Les MMC sont des modèles statistiques qui permettent de réaliser une reconnais-
sance dynamique. Ils sont bien connus pour leur capacité à segmenter les données
séquentielles. Nous présentons dans cette section la théorie de ces modèles et leur
variante les modèles semi-Markoviens à états cachés. Cette variante modélise ex-
plicitement la durée des données séquentielles. Nous présentons à la fin de cette
section un aperçu sur les applications des MMC pour la reconnaissance des gestes
et nous indiquerons les avantages et les limites de cette méthode.
4.2.1 Théorie
Les MMC [12] sont des modèles probabilistes génératifs. Leur principe consiste
à générer des observations en se basant sur des états cachés. Ils calculent une
probabilité jointe p(y1:T , x1:T ) (équation 4.1) sur les observations x1:T et les états
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cachés y1:T . La forme de l’équation 4.1 de cette probabilité est obtenue en appli-
quant deux hypothèses : chaque observation xt ne dépend que de l’état caché yt
(indépendance des observations conditionnées sur les états) et chaque état caché
yt ne dépend que de l’état qui le précède yt−1 (hypothèse Markovienne à l’ordre
1). La figure 4.1 présente graphiquement un MMC au cours du temps et montre les
dépendances fondées sur ces deux hypothèses, qui conduit à la factorisation de
l’équation 4.1.
p(y1:T , x1:T ) = p(y1)p(x1|y1)
T∏
t=2
p(yt|yt−1)p(xt|yt) (4.1)
Figure 4.1 – La représentation graphique d’un MMC : chaque observation xt ne
dépend que de l’état caché yt et chaque état caché yt ne dépend que de l’état qui
le précède yt−1
Soient l’ensemble des états S = {s1, s2, .., sNs} et l’ensemble des observations
O = {o1, o2, .., oNo}. yt est une variable aléatoire qui prend des valeurs dans S et
xt est une variable aléatoire qui prend des valeurs dans O. Un MMC est défini par
le quintuplé (S,O,A,B, pi). A définit une matrice de probabilités de transition
entre les états cachés yt comme suit :
A : S × S −→ [0, 1]
(si, sj) 7−→ p(yt = si|yt−1 = sj)
(4.2)
Les MMC discrets modélisent les caractéristiques discrètes à travers une matrice
de probabilités d’émission notée B calculée directement lors de l’apprentissage. B
définit les probabilités d’émission des observations xt à partir des états yt comme
suit :
B : O × S −→ [0, 1]
(ok, si) 7−→ p(xt = ok|yt = si)
(4.3)
Dans le cas des données continues, les probabilités de génération sont repré-
sentées par des densités de probabilité conditionnelles modélisées chacune par
un mélange de G Gaussiennes, appelé également « Gaussian Mixture Model »,
comme suit : p(xt = ok|yt = si) =
∑G
g=1wig × N (ok;µig,Σig). Chaque gaus-
sienne, correspondant à un état si, est définie par une moyenne µig et une matrice
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de covariance Σig, qui est en générale une matrice diagonale. wig représente la pro-
babilité a priori de la gaussienne g correspondant à l’état si. Cette modélisation
gaussiennes des données réelles est spécifique aux MMC continus.
Enfin, pi définit les probabilités des états initiaux comme suit :
pi : S −→ [0, 1]
si 7−→ p(y1 = si)
(4.4)
L’apprentissage d’un MMC nécessite l’apprentissage des paramètres Θ =<
A,B, pi >. Quand l’étiquetage des données d’apprentissage est incomplet, autre-
ment dit lorsque les trames ne sont pas étiquetées, l’apprentissage des MMC permet
d’estimer des séquences d’étiquettes correspondantes grâce à l’apprentissage de
Baum-Welch. L’algorithme de Baum-Welch [147] permet de réaliser cet apprentis-
sage en tenant compte de toute les séquences d’états possibles. Cet algorithme
permet de déterminer les probabilités des états initiaux, les probabilités de transi-
tion entre états et les paramètres des probabilités de génération des observations
à travers la maximisation de la vraisemblance V définie selon l’équation 4.5.
V (Θ) =
Nseq∏
n=1
p(Xn|Θ) (4.5)
où Xn = (xn1 , xn2 , .., xnt , .., xnTn) ∀n ∈ [1, Nseq] sont les séquences d’observation
des données d’apprentissage et Θ représente les paramètres du MMC. Θ est mis
à jour à chaque itération d’apprentissage en appliquant l’algorithme Espérance-
Maximisation (EM) [37] mis en œuvre par l’algorithme Baum-Welch. Pour simpli-
fier les calculs, il est possible d’utiliser le log-vraisemblance comme suit :
LV (Θ) =
Nseq∑
n=1
log(p(Xn|Θ)) (4.6)
La phase d’inférence permet de déterminer la séquence d’états cachés Y ∗ la
plus probable qui décrit la séquence d’observations X donnée en entrée. L’algo-
rithme de Viterbi [140] ou l’algorithme forward-backward [110] permettent de
trouver cette meilleur séquence selon deux critères différents.
L’algorithme de Viterbi permet de déterminer globalement la meilleure sé-
quence d’états cachés Y ∗ = argmaxY (Xn, Y ) en calculant une vraisemblance
récursive δt,i (équation 4.7) et en appliquant à la fin de la séquence de trames un
processus de retour sur trace, appelé également le processus de backtracking.
δt,i = p(xt|yt = si) max
sj∈S
(p(yt = si|yt−1 = sj)δt−1,j) (4.7)
avec
δ1,i = p(x1|y1 = si)pii
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L’algorithme de Viterbi peut être appliqué pour l’apprentissage des MMC selon
un processus itératif en estimant la meilleur séquence d’états cachés sur les don-
nées d’apprentissage et en maximisant la vraisemblance V (Θ) [3]. L’algorithme
de Viterbi est souvent appliqué pour le décodage des données de test en cherchant
la meilleur séquence d’étiquettes pour chaque donnée de test.
L’algorithme forward-backward détermine la probabilité de chaque état pour
chaque trame en tenant en compte des observations passées et des observations
futures. Cet algorithme nécessite trois parcours de la séquence de trames : un
parcours pour calculer les probabilités forward selon l’équation 4.8, un parcours
pour calculer les probabilités backward selon l’équation 4.9 et un parcours pour
combiner les deux types de probabilités selon l’équation 4.10 et déduire par la
suite la probabilité de chaque état pour chaque trame. La meilleur séquences
d’états cachés Y ∗ dans ce cas peut être déterminée par la séquence d’états ayant
les probabilités locales γ maximales.
αt(i) = p(x1x2..xt, yt = si) =
Ns∑
j=1
αt−1(j)p(yt = si|yt−1 = sj)p(xt|yt = si) (4.8)
avec
α1(i) = p(x1|y1 = si)pii
βt(i) = p(xt+1xt+2..xT , yt = si) =
Ns∑
j=1
βt+1(j)p(yt+1 = sj |yt = si)p(xt|yt = si)
(4.9)
γt(i) = p(yt = i|X) = p(yt = i,X)
p(X)
=
αt(i)βt(i)∑Ns
j=1 αt(j)βt(j)
(4.10)
Outre les MMC, l’algorithme forward-backward et l’algorithme de Viterbi sont
également appliqués pour l’apprentissage et le décodage des données de tests avec
d’autre modèles Markoviens tel que les CAC.
Selon Kasteren [136], la principale limite des MMC est le manque de flexibilité
de la modélisation de la durée au niveau des états. En effet, La probabilité de
séjourner dans un état i pour une durée d est une probabilité géométrique de la
forme pi(d) = (aii)d−1(1− aii) où aii est la probabilité d’auto-transition de l’état
i. Cette forme géométrique découle directement de la définition du modèle MMC et
il n’est pas possible de la modéliser autrement dans ce cas. Or, la distribution
géométrique ne peut pas représenter toutes les formes de distribution de la durée.
La variante semi-markovienne des MMC fournit la possibilité de modéliser explici-
tement la durée de séjour dans les états. Nous allons présenter cette variante dans
la sous-section suivante.
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4.2.2 Les semi-MMC
Les semi-MMC [39] ont la structure des MMC mais le processus des états cachés
est semi-Markovien plutôt que Markovien. Le processus Markovien suppose que
la prise de décision locale selon les probabilités de transition est instantanée. Le
processus semi-markovien suppose qu’il existe une durée de séjour dans chaque
état caché notée du. Ainsi, les états cachés deviennent des méta-états ηu constitués
d’une étiquette yu et d’une durée de séjour du comme le montre la figure 4.2. Cette
durée permet au modèle semi-MMC d’associer une étiquette à plusieurs observations
séquentielles.
Figure 4.2 – La représentation graphique du système Semi-MMC
La forme de la probabilité jointe p(η1:U , x1:T ) = p(< d1:U , y1:U >, x1:T ) sur
les observations x1:T et les méta-états cachés η1:U , telle que U < T =
∑U
u=1 du,
est donnée par l’équation 4.11. Cette probabilité suppose une segmentation de la
séquence d’observations selon les méta-états au rythme des durées d1:U .
p(η1:U , x1:T ) = PI × PS × PO (4.11)
où
PI = p(y1)p(d1|y1)
d1∏
t=1
p(xt|y1)
PS =
U∏
u=2
p(yu|yu−1)p(du|yu)
PO =
U∏
u=2
 (
∑u
k=1 dk)∏
(t=
∑u−1
k=1 dk)
p(xt|yu)

Le terme PI représente la probabilité du méta-état caché initial. Le terme
PS représente la probabilité de la segmentation de la séquence. Il est le produit
des probabilités de transition entre les méta-états cachés et les probabilités des
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durées. Le terme PO représente le produit des probabilités de génération d’une
séquence d’observations à partir des méta-états cachés.
L’apprentissage d’un semi-MMC est similaire à celui d’un MMC, l’état caché est
remplacé par le méta-état caché. Les probabilités p(du|yu) peuvent être détermi-
nées avec des connaissances a priori [136].
La meilleure séquence de méta-états cachés peut être déterminée avec une
version adaptée de l’algorithme de Viterbi.
Les semi-MMC fournissent la possibilité d’une modélisation explicite et flexible
de la durée des données séquentielles, mais la complexité de leur procédure d’ap-
prentissage est élevée dans le cas où les durées des données d’apprentissage sont
non connues. La procédure d’apprentissage nécessite alors de considérer toutes les
durées possibles à chaque étape. Quand les données sont totalement étiquetées,
la procédure d’apprentissage ne nécessite pas d’étape d’inférence [136].
Dans la prochaine sous-section, nous allons donner un aperçu de la littérature
traitant des applications des MMC à la reconnaissance de gestes.
4.2.3 Applications
Les MMC et leurs variantes sont exploités dans les domaines du traitement du
signal et de la modélisation de séquences. Ils sont largement utilisés pour la recon-
naissance de la parole [109], la reconnaissance de l’écriture [90], la modélisation
des séquences biologiques [95]... Ils sont également appliqués dans le domaine de
la reconnaissance de gestes [141, 142, 101, 136, 5, 102, 130, 120, 52, 8].
Une large communauté de chercheurs étudiant la reconnaissance de gestes se
spécialise dans l’étude de la langue des signes. Par exemple Vogler et al. [141],
Agris et al. [142] et Ong et al. [101] ont conçu un modèle de MMC parallèles pour
la reconnaissance des phrases signées. Ils ont pour cela distingué des descripteurs
des gestes, tels que la position, l’orientation et la distance comme expliqué dans la
figure 4.3, afin de faciliter le processus d’apprentissage des MMC et optimiser l’ex-
ploitation de ces descripteurs. Cette décomposition se manifeste par la génération
d’un MMC pour chaque type de descripteur et pour chaque unité élémentaire (une
sous-unité du signe).
Les MMC ont été également exploités pour la réalisation d’un système de recon-
naissance avec un nombre très réduit d’exemples d’apprentissage [73, 62, 146, 153].
Cela permet de remédier au problème de manque de données qui est un problème
capital dans le domaine de l’apprentissage artificiel. Konecny [73] et al., Jack-
son [62] et Weiss [146] ont proposé un modèle MMC global de reconnaissance de sé-
quences de gestes (figure 4.4) en utilisant des bases d’apprentissage mono-exemple.
Ce modèle global est sous la forme d’un ensemble de MMC « gauche droite » inter-
connectés modélisant chacun un geste. De chaque état de chaque MMC, il est pos-
sible de transiter vers l’état lui-même ou vers un état postérieur interne ou externe.
Dans la version proposée par Jackson [62], chaque trame du geste est modélisée
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Figure 4.3 – Un modèle de MMC parallèles pour la reconnaissance des phrases en
langue des signes selon Kraiss et al. [142]
par un état. La figure 4.4 montre que ce modèle est complexe à cause des sauts
et des connexions complètes.
Figure 4.4 – Le modèle MMC global pour la reconnaissance des séquences de gestes
généré avec un seul exemple d’apprentissage par classe selon Konecny et al. [73]
En ce qui concerne la reconnaissance de l’activité humaine, nous pouvons men-
tionner le travail de Kasteren et al. [136] qui a étudié la variante semi-markovienne
des MMC. Comme mentionné auparavant, les MMC sont limités au niveau de la modé-
lisation du temps de séjour dans les états du modèle. Kasteren a montré qu’il est
possible de résoudre ce problème avec les modèles semi-markoviens [136]. Il a mon-
tré que ces modèles atteignent des performances de reconnaissance dépassant les
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performances des modèles markoviens. Néanmoins, les modèles semi-markoviens
présentent une certaine complexité de calcul. Dans le cas où la durée des élé-
ments des données n’est pas fournie dans la vérité terrain, il est nécessaire que
le système de reconnaissance effectue une étape d’inférence pour tester toutes les
durées possibles pendant l’étape d’apprentissage.
4.2.4 Avantages et inconvénients des MMC
La modélisation graphique des données avec un modèle MMC est très intéres-
sante. Ce modèle permet de guider le système de décodage et de préserver une
certaine continuité et cohérence structurelle des données. Ce modèle permet en
effet d’intégrer des connaissances a priori de haut niveau telles que les règles
grammaticales des données linguistiques. Un autre avantage des MMC est qu’ils ne
nécessitent pas un étiquetage local des trames des données d’apprentissage grâce
à leur processus d’apprentissage de type EM.
D’autre part, les modèles génératifs comme les MMC modèlisent les caracté-
ristiques des données avec des distributions gaussiennes. Dans le cas de manque
de données d’apprentissage, la modélisation devient pauvre et inadéquate ce qui
présente un inconvénient principal des MMC. Cependant, les modèles discriminants
peuvent remédier à ce problème. Nous présentons dans la section suivante un mo-
dèle séquentiels markovien discriminant : les CAC. Ce modèle a été proposé par
Lafferty et al. [74] en 2001. Il présente certains avantages qui peuvent remédier
aux problèmes des MMC. Il présente donc des propriétés complémentaires à celles
d’un MMC. Ces avantages seront détaillés dans la sous-section 4.3.6.
4.3 Les champs aléatoires conditionnels : les CAC
Les Champs Aléatoires Conditionnels (CAC) sont des modèles markoviens dis-
criminants connus pour leur capacité de classification. Nous allons présenter dans
cette section la théorie des CAC et un ensemble de leurs variantes : les semi-Markov
CAC, les CAC cachés et les CAC dynamiques latents. Les semi-Markov CAC modé-
lisent explicitement la durée de séjour dans les états du modèles comme dans le
cas des semi-MMC. Les CAC cachés réalisent la cohérence structurelle des données
reconnues et les CAC dynamiques latents répondent au problème de segmentation.
4.3.1 Théorie
Les CAC sont des modèles probabilistes discriminants basés sur une approche
conditionnelle. Ils servent à étiqueter les trames des séquences de données. À
chaque instant, ils ont une capacité à prendre en compte tout le contexte de l’ob-
servation et d’analyser toutes les trames de cette observation. Les CAC fusionnent
les caractéristiques des observations en appliquant le principe d’activation et de
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désactivation des poids des fonctions caractéristiques, appelées également fonc-
tions potentielles. La représentation graphique d’un CAC est un graphe non orienté
linéaire ayant une structure proche de celle d’un MMC. La différence entre les deux
modèles est qu’avec les CAC l’hypothèse d’indépendance conditionnelle des ob-
servations n’est plus nécessaire, ce qui se matérialise par le fait que chaque état
peut dépendre de toute la séquence d’observations X ou d’une partie de celle-ci,
d’où les liaisons mutuelles reliant les états et la séquence d’observations comme
le montre la figure 4.5.
Figure 4.5 – Une représentation de la structure graphique des CAC linéaires
La probabilité de la séquence des états Y = y1:T sachant la séquence d’obser-
vations X = x1:T est calculée par :
p(Y |X) = 1
Z(X)
exp
(
T∑
t=1
K∑
k=1
λkfk(yt−1, yt, X, t)
)
(4.12)
où Z(X) est un terme de normalisation défini par :
Z(X) =
∑
si,sj∈S
exp
(
T∑
t=1
K∑
k=1
λkfk(yt−1 = sj , yt = si, X, t)
)
(4.13)
fk, ∀k ∈ [1,K] représente les fonctions caractéristiques. Il existe deux types de
fonctions caractéristiques : les fonctions caractéristiques de transitions entre états
successifs représentant la dépendance Markovienne (équation 4.14) où k est associé
à un couple de valeurs d’états (si, sj) ∈ S2, et les fonctions caractéristiques d’ob-
servations (équation 4.15) où k est associé à un couple état-observation (si, osi).
λk est un poids de la fonction fk. Les poids λk ∀k ∈ [1,K] sont les paramètres
optimisés durant la procédure d’apprentissage des CAC.
f(sj ,si)(yt−1, yt) =
{
1 si yt−1 = sj et yt = si
0 sinon
(4.14)
f(si,osi )(yt, X) =
{
osi(X) si yt = si
0 sinon
(4.15)
Dans le cas où les caractéristiques des observations sont réelles, osi(X) re-
présente une combinaison de valeurs réelles correspondant à un ensemble de ces
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caractéristiques, on parle dans ce cas de CAC continu. Dans le cas où les carac-
téristiques des observations sont discrètes, osi(X) représente une valeur binaire
activée ou désactivée selon une condition sur un ensemble de ces caractéristiques,
on parle dans ce cas de CAC discret. Les fonctions osi(.) ∀si ∈ S doivent être
définies par l’utilisateur.
La procédure d’apprentissage de ces modèles probabilistes agit sur les poids
λk ∀k ∈ [1,K], que nous notons λ = (λ1, λ2, .., λK). Le critère d’apprentissage est
la maximisation du log-vraisemblance LV :
LV (λ) =
Nseq∑
n=1
log p(Y n|Xn, λ) (4.16)
LV (λ) =
Nseq∑
n=1
(
T∑
t=1
K∑
k=1
λkfk(y
n
t−1, y
n
t , X
n, t)− logZ(Xn, λ)
)
(4.17)
où Nseq est le nombre de séquences de trames de la base d’apprentissage et Y n
∀n ∈ [1, Nseq] représentent la vérité terrain au niveau trames des séquences d’ap-
prentissage. Il n’y pas d’apprentissage de type EM comme dans le cas des MMC.
Ainsi, les CAC nécessitent un étiquetage trame par trame de la base d’appren-
tissage. Tout algorithme de descente de gradient peut être utilisé pour calculer
l’optimum de la fonction LV (λ) tel que l’algorithme BFGS, sa version à mémoire
réduite L-BFGS [82] et l’algorithme SGD 1 (Stochastic Gradient Descent).
Une version adaptée de l’algorithme de Viterbi ou de l’algorithme
forward-backward [109] peut être utilisée pour déterminer la meilleure séquence
d’étiquettes pour les données de test.
Les CAC sont principalement des méthodes de classification. L’étape d’appren-
tissage génèrent un modèle CAC pour toutes les classes de données de la base d’ap-
prentissage. Ainsi, il est possible que les CAC attribuent à des trames successives
des étiquettes d’une même classe en introduisant quelques étiquettes appartenant
à d’autres classes. Autrement dit, la notion de continuité et de cohérence struc-
turelle n’est pas prise en compte par les CAC. En conséquence, la notion de durée
n’est pas modélisée par les CAC. Pour prendre en compte cette notion de durée
comme dans le cas des semi-MMC [119], les semi-Markov CAC ont été proposés. Dans
la sous-section suivante, nous allons donner un aperçu de cette variante des CAC.
4.3.2 Les semi-Markov CAC
Les semi-Markov CAC [119] ont la capacité de modéliser les durées des états
comme dans le cas des semi-MMC. En effet, les étiquettes sont remplacées par des
segments η1:U =< d1:U , y1:U >, comme montré sur la figure 4.6, où du est la durée
1. http ://en.wikipedia.org/wiki/Stochastic_gradient_descent
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de séjour dans l’état yu. Le vecteur η1:U présente une segmentation de la séquence
d’observation X = x1:T . Selon cette définition, les semi-Markov CAC ont une capa-
cité supplémentaire de segmentation des séquences d’observations. L’équation de
probabilité a posteriori des semi-CAC est donnée par l’équation 4.18. La différence
entre cette forme de probabilité et la forme classique est la prise en compte de la
durée du par les fonctions caractéristiques fk.
Figure 4.6 – La représentation graphique du modèle semi-CAC
p(η1:U |X) = 1
Z(X)
exp
(
U∑
u=1
K∑
k=1
λkfk(yu−1, yu, X, u, du)
)
(4.18)
où
Z(X) =
∑
si,sj∈S
exp
(
U∑
u=1
K∑
k=1
λkfk(yu−1 = sj , yu = si, X, u, du)
)
(4.19)
Les mêmes méthodes d’apprentissage et d’inférence utilisées pour les CAC sont
applicables pour les semi-CAC dans le cas où l’on dispose des données étiquetées
au niveau trames.
Comme dans le cas des semi-MMC, la complexité de la procédure d’apprentis-
sage des semi-CAC est très élevée lorsqu’on n’a pas l’étiquetage au niveau trames.
En premier lieu, cela est dû à la durée non connue des segments dans une nouvelle
séquence d’observation. La procédure d’apprentissage nécessite ainsi de considé-
rer toutes les durées possibles à chaque étape. En deuxième lieu, cette complexité
élevée est due à la nécessité d’une étape d’inférence à chaque itération de l’ap-
prentissage [136].
En général, les CAC ont un problème de modélisation des caractéristiques conti-
nues. Nous montrerons dans le chapitre 5 l’écart important entre les performances
de reconnaissance des CAC continus et des CAC discrets en quantifiant les valeurs
réelles des caractéristiques. Quattoni et al. ont alors ajouté une couche d’états ca-
chés aux CAC claissiques pour remédier à ce problème [108]. Dans la sous-section
suivante, nous allons présenter cette variante des CAC, nommée les CAC cachés.
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4.3.3 Les CAC cachés
Les CAC cachés [108] permettent d’introduire un niveau de description sup-
plémentaire de la séquence d’observations X = x1:T à travers une couche d’états
cachés H = h1:T comme le montre la figure 4.7. Cette représentation explicite
des caractéristiques facilite la prise en compte des caractéristiques continues. Les
états cachés permettent de combiner les caractéristiques continues pour constituer
des méta-caractéristiques à l’image des caractéristiques discrètes des CAC discrets.
Une équivalence peut également être établie entre les CAC cachés et les MMC conti-
nus [53].
Figure 4.7 – Une représentation graphique des CAC cachés
La procédure de classification des données séquentielles avec les CAC cachés
repose sur l’attribution d’une seule étiquette y à chaque donnée. Ainsi, les CAC ca-
chés ont la capacité de partitionner implicitement une étiquette y en sous-unités
h1:T . Les états cachés ht prennent des valeurs τl appartenant un ensemble d’états
cachés E . La probabilité a posteriori des CAC cachés s’écrit comme suit :
p(y|X) =
∑
τ1:T∈ET
p(y, h1:T = τ1:T |X) (4.20)
tel que
p(y, h1:T |X) = 1
Z(X)
exp
(
T∑
t=1
K∑
k=1
λkfk(ht−1, ht, y,X, t)
)
(4.21)
où
Z(X) =
∑
τl,τm∈E,si∈S
exp
(
T∑
t=1
K∑
k=1
λkfk(ht−1 = τl, ht = τm, y = si, X, t)
)
(4.22)
Les fonctions caractéristiques fk représentent les liaisons de transitions entre
deux états cachés successifs ht−1 et ht, les liaisons d’observations entre un état
caché ht et la donnée X, et les liaisons entre l’étiquette y et les états cachés h1:T .
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En passant au log de vraisemblance, il est possible de réaliser l’apprentissage
des CAC cachés avec la méthode de gradient conjugué et la méthode de propagation
de croyance comme proposé dans [108]. La procédure d’apprentissage peut être
également réalisée avec une technique d’optimisation Quasi-Newton comme le
L-BFGS [145].
L’algorithme de Viterbi peut également être adapté pour décoder les données
de test avec les CAC cachés.
Les CAC cachés dans leur version de base n’ont pas la capacité de segmenter
la séquence en plusieurs classes. Ainsi, les CAC dynamiques latents ont été conçus
pour répondre à ce problème [91]. Nous présentons cette variante des CAC dans la
sous-section suivante.
4.3.4 Les CAC dynamiques latents : les CACDL
L’apprentissage d’un CAC classique nécessite un étiquetage trame par trame des
séquences d’apprentissage. En d’autre termes, les CAC apprennent à reconnaitre
mais il faut leur fournir la segmentation exacte des données d’apprentissage. Les
CAC dynamiques latents sont des CAC que l’on peut apprendre sans leur fournir la
segmentation exacte de la séquence d’observations.
Comme le montre la figure 4.8, les CACDL [91] sont une extension des CAC ca-
chés. Les CACDL n’attribuent pas une seule étiquette à toute la donnée séquentielle
comme dans le cas des CAC cachés mais une étiquette pour chaque trame de la
donnée. Ces étiquettes sont représentées par le vecteur Y = y1:T . Comme chaque
étiquette yt est liée à tous les états cachés h1:T = H, la segmentation de l’obser-
vation X = x1:T devient possible avec les CACDL.
Figure 4.8 – Une représentation graphique des CACDL
Ainsi, les CACDL ont la capacité de segmenter et d’étiqueter simultanément les
trames observées lors de l’apprentissage. Ces capacités permettent de capturer
d’une part la dynamique extrinsèque du modèle à travers la modélisation d’un
flux continu des classes des étiquettes, et d’autre part la dynamique intrinsèque
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du modèle à travers la modélisation des sous-unités des classes des séquences
d’observations en intégrant des états cachés. La probabilité a posteriori calculée
par les CACDL est donnée par :
p(y1:T |X) =
∑
τ1:T∈ET
p(y1:T |h1:T , X)p(h1:T |X) (4.23)
or les yt ne dépendant pas directement deX, ainsi p(y1:T |h1:T , X) = p(y1:T |H).
En appliquant la forme classique de la probabilité a posteriori des CAC, nous
obtenons :
p(y1:T |H) = 1
Z(H)
exp
(
T∑
t=1
K′∑
k=1
λ′kf
′
k(yt−1, yt, yt−1, H, t)
)
(4.24)
où
Z(H) =
∑
sj ,si∈S
exp
(
T∑
t=1
K′∑
k=1
λ′kf
′
k(yt−1 = sj , yt = si, H, t)
)
(4.25)
et
p(h1:T |X) = 1
Z(X)
exp
(
T∑
t=1
K∑
k=1
λkfk(ht−1, ht, X, t)
)
(4.26)
où
Z(X) =
∑
τl,τm∈E
exp
(
T∑
t=1
K∑
k=1
λkfk(ht−1 = sl, ht = sm, X, t)
)
(4.27)
La procédure d’apprentissage de ce modèle est similaire à la procédure d’ap-
prentissage du modèle CAC cachés. L’apprentissage peut être réalisé avec les pro-
babilités marginales et la propagation de croyances, et avec la méthode d’optimi-
sation Quasi-Newton BFGS.
Il y a deux algorithmes possibles pour chercher la meilleure séquence d’éti-
quettes qui labélise les données : l’algorithme de Viterbi et l’approche des
probabilités marginales maximales calculées par la méthode de propagation de
croyances [91].
Dans la prochaine sous-section, nous allons donner une synthèse sur les va-
riantes des CAC et un aperçu des applications des CAC à la reconnaissance de gestes
proposées dans la littérature.
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4.3.5 Synthèse et Applications
Les CAC sont une méthode de classification qui a été appliquée dans différents
domaines. Feng et al. [38] l’ont appliqué pour reconnaitre les documents histo-
riques manuscrits. Hébert et al. [57] ont appliqué également les CAC pour l’extrac-
tion de structures dans les images de documents. Cependant, dans la plupart des
travaux sur les données séquentielles, notamment les travaux de reconnaissance
de la langue des signes, les chercheurs ont appliqué des variantes augmentées des
CAC [145, 91, 150, 151, 28, 91]. En effet, les CAC, avec leur version standard, ne
sont pas capables de reconnaitre des données séquentielles conformément à un mo-
dèle structurel, tel qu’un modèle de langage. Autrement dit, ils étiquettent trame
par trame les données séquentielles sans pouvoir les regrouper selon un modèle
de haut niveau tel qu’un modèle de langage. D’où le recours à des variantes des
CAC ajoutant cette capacité. Les variantes qui sont fréquemment utilisées pour
la reconnaissance des données séquentielles sont les semi-Markov CAC [136] et les
CAC cachés [145]. Les CAC cachés identifient une séquence complète par une seule
étiquette. Ainsi, leur exploitation se limite à la reconnaissance des gestes isolés.
Les semi-Markov CAC étiquettent un segment de trames en ayant une vue sur le
contexte de ce segment. Ainsi, ce modèle semble adéquat à la segmentation et la
reconnaissance des séquences de gestes. Cependant, Kasteren et al. ont montré
dans [136] que la différence de performances de reconnaissance des activités hu-
maines n’est pas importante entre le modèle CAC et le modèle semi-Markov CAC.
De plus, Kasteren a constaté que l’étape d’apprentissage des modèles semi-Markov
CAC est très longue à cause de l’étape d’estimation du facteur de normalisation du
noyau CAC et de la prise en compte de toutes les possibilités de durée des segments
des données. En ce qui concerne les CACDL, ces modèles étiquettent localement les
trames en ayant une vue sur le contexte de la donnée de chaque trame grâce au
principe du noyau CAC, et en ayant en même temps une vue globale sur la struc-
ture apprise de la donnée grâce aux états cachés. Ce modèle semble parfaitement
adéquat à la reconnaissance des données séquentielles telles que les gestes mais
reste couteux au niveau de l’application étant donné la complexité du modèle et
le nombre élevé de paramètres à déterminer.
Nous détaillons dans la sous-section suivante, les avantages et les inconvénients
de CAC.
4.3.6 Avantages et inconvénients des CAC
Les CAC sont des modèles discriminants. Ils ont la capacité de classer efficace-
ment les données quelle que soit leur distribution. En effet, les modèles discrimi-
nant apprennent à discriminer les classes contrairement aux modèles génératifs,
comme les MMC, qui apprennent à modéliser les classes. De plus, la décision locale
des CAC dépend d’un contexte pris en compte sur toutes les observations contraire-
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ment aux MMC dont la dépendance est limitée à l’observation locale. Cette propriété
explique l’avantage des CAC au niveau de la classification par rapport aux MMC.
Néanmoins, les CAC classiques ne sont pas conçus pour modéliser une gram-
maire globale ou en général une structure globale des données. Ils sont des mo-
dèles de classification locale selon un processus séquentiel. Ainsi, la connaissance
de haut niveau doit être introduite en post-traitement sous forme d’une étape
supplémentaire de filtrage et de segmentation de l’information pour obtenir la
cohérence structurelle des données qui est souvent recherchée. En contrepartie,
les MMC possèdent cette capacité de segmentation et de structuration globale des
données reconnues.
Finalement, si nous comparons les avantages et les inconvénients des CAC et
des MMC, nous constatons une certaine complémentarité de classification et de
segmentation entre les deux modèles. Ainsi, nous proposons de combiner ces deux
modèles markoviens classiques afin d’exploiter simultanément les avantages des
deux modèles et compenser leurs inconvénients. Nous proposons dans le prochain
chapitre un modèle hybride CAC/MMC qui réalise cette combinaison. Nous donnons
dans la prochaine section un aperçu sur les modèles hybrides combinant les MMC à
d’autres méthodes de classification appliqués dans différents domaines.
4.4 Les modèles hybrides combinant les MMC à des mé-
thodes de classification
La combinaison des MMC avec d’autres méthodes de classification n’est pas nou-
velle. Les premières combinaisons de ce type ont été proposées dans les années 1990
avec l’intégration des réseaux de neurones au MMC [134]. Cette combinaison est la
plus fréquente dans la littérature dans différents domaines. Ce type de modèle
hybride a été appliqué à la reconnaissance de la parole [92, 99, 131, 65, 115, 158],
la reconnaissance de l’écriture [132, 13, 72, 87, 48, 93, 88] et la reconnaissance
des gestes [33]. Les MMC ont été également combinés aux SVM pour la reconnais-
sance de l’écriture [44] et aux méthodes de programmation dynamique pour la
reconnaissance des gestes [111]. Nous constatons que l’application de ces modèles
hybrides à la reconnaissance des gestes est récente et peu développée.
Concernant la combinaison des CAC et des MMC, à notre connaissance, seuls
les travaux très récents de Soullard et al., en se basant sur les travaux de Guna-
wardana et al., ont abordé cette question [126, 53]. Dans ces travaux les auteurs
contraignent l’apprentissage d’un CAC caché en l’initialisant avec les paramètres
d’un MMC préalablement entraîné. Cette méthode assure la convergence de l’ap-
prentissage du CAC caché et démontre la difficulté à maîtriser l’apprentissage de
ce type de modèles. L’idée de notre approche est différente et s’inspire des ap-
proches neuro-Markoviennes de la littérature. Le principe de ces approches est
de remplacer le modèle d’attache aux données du MMC constitué d’un mélange de
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Gaussiennes, par un modèle discriminant qui classifie localement les observations.
Ce modèle est traditionnellement constitué d’un réseau de neurones qui fournit la
probabilité a posteriori de chaque classe associée à chaque observation locale dans
la séquence. C’est cet étage discriminant que nous nous proposons de réaliser ici à
l’aide d’un CAC. Le CAC aura pour tâche de discriminer les observations locales et
fournira au MMC les probabilités a posteriori qui seront analysées pour un étique-
tage de la séquence d’observations en tenant compte à la fois de la discrimination
locale et du modèle global de la solution recherchée pris en compte par le modèle
de transition du MMC. Selon le principe de notre modèle hybride, les MMC et les
CAC sont appris séparément. Les détails de ce nouveau modèle hybride que nous
proposons seront présentés dans le prochain chapitre.
Conclusion
Nous avons présenté dans ce chapitre le principe théorique de deux modèles
markoviens de reconnaissance dynamiques : les MMC et les CAC. Nous avons déduit
une complémentarité entre les deux modèles. Ainsi, nous proposons un modèle
hybride combinant les avantages des MMC et des CAC tout en gardant un niveau
de complexité raisonnable. Nous détaillerons dans le prochain chapitre le prin-
cipe de notre modèle hybride, CAC/MMC, et nous montrerons sa robustesse sur les
expérimentations effectuées.
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Introduction
La reconnaissance des gestes combine deux tâches : la segmentation et la clas-
sification. Nous avons montré dans le chapitre précédent qu’il existe deux modèles
Markoviens, les MMC et les CAC, qui ont l’aptitude à réaliser ces deux tâches. L’avan-
tage principal des MMC est l’instance d’un modèle de transition leur permettant de
structurer et segmenter les données. D’autre part, l’avantage principal des CAC est
leur caractère discriminant qui prend en compte le contexte de chaque observa-
tion afin de mieux classifier les données localement. Ainsi, pour garantir l’efficacité
de la tâche complète de reconnaissance, nous proposons une combinaison de ces
deux modèles similairement aux modèles neuro-Markoviens. Pour évaluer les per-
formances de notre système hybride et montrer sa robustesse au cas pratique de
manque de données, nous avons utilisé les bases de données fournies dans le cadre
d’une compétition de reconnaissance de gestes avec un seul exemple d’appren-
tissage, appelé également « one-shot learning ». Cette compétition est réalisée
sur deux années 2011-2012 sous le nom de « Gesture Challenge 1-2 » et éditée
par l’organisation ChaLearn. Nous n’avons pas participé à cette compétition mais
nous avons pu comparer notre système avec les travaux des participants grâce
à la plateforme de gestion des participants proposée pour cette compétition 1.
Contrairement à notre travail de suivi des gestes, les bases de données, fournies
dans le cadre de cette compétition, nous ont permis de varier les domaines des
gestes (langue des signes, commandes robot, jeux vidéo...) et d’appliquer notre
1. https ://www.kaggle.com/c/GestureChallenge2
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travail de reconnaissance sur des gestes quelconques. Nous désignons dans la suite
la compétition « Gesture Challenge 1-2 » par la compétition ChaLearn.
Dans ce chapitre 5, nous présentons un nouveau système hybride de reconnais-
sance de gestes. Ce système combine les avantages des MMC et des CAC, et compense
en même temps les inconvénients de ces deux systèmes classiques. Nous commen-
çons par détailler le principe de notre modèle hybride CAC/MMC, et expliquerons
son intérêt dans la section 5.1. Nous décrirons ensuite, dans la section 5.2, notre
modèle de caractérisation des gestes en insistant sur sa particularité. Le modèle
de caractérisation des gestes que nous avons conçu est plus large que le suivi d’une
main. C’est un modèle de caractérisation globale introduisant d’autres techniques
d’extraction d’informations. Puis, dans la section 5.3, nous expliquerons comment
nous avons adapté notre système hybride à l’apprentissage avec un seul exemple.
Ce cadre applicatif permet de concevoir un système de reconnaissance robuste au
manque de données d’apprentissage. Nous exposerons enfin, dans la section 5.4, le
protocole d’expérimentation, les résultats d’évaluation du système hybride, ainsi
qu’un ensemble d’études effectuées dans le même cadre avec différents systèmes
de reconnaissance. Nous terminons ce chapitre par la présentation des méthodes
de vérification statistique adoptées dans la section 5.6.
5.1 Un modèle hybride de reconnaissance : les CAC/MMC
5.1.1 Avantages de la combinaison des CAC et des MMC
Nous rappelons que la reconnaissance de gestes nécessite deux tâches : la
segmentation et la classification. Comme nous l’avons mentionné dans le chapitre
précédent, les MMC sont bien adaptés à la tâche de segmentation grâce à leur modèle
de transition. En revanche, les CAC s’adaptent mieux à la tâche de classification
locale grâce à leur caractère discriminant.
En effet, le caractère discriminant des CAC leur permet de classer efficacement
les observations même avec un manque de données d’apprentissage contrairement
aux MMC qui sont des systèmes génératifs et leur modèle d’attache aux données
se base sur l’estimation d’une densité de probabilité. En général, ces modèles
génératifs nécessitent un grand nombre d’exemples d’apprentissage pour estimer
correctement les densités. De plus, les CAC permettent de tenir compte du contexte
de chaque observation à travers les fonctions de caractéristiques pour la classer.
Dans la pratique, le contexte est défini par une fenêtre présentant un hyperpara-
mètre : la largeur de la fenêtre d’observation. Par la suite, le décodage des données
prend en compte leurs dépendances locales renforçant la classification des trames.
Ainsi, la combinaison du caractère discriminant des CAC à travers les pro-
babilités a posteriori et la modélisation structurelle globale des données par les
MMC à travers les probabilités de transitions présente le point fort de notre modèle
hybride.
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Dans le cas de la reconnaissances de séquences de gestes, nous constatons que
la conception d’un modèle global parallèle de MMC est fréquente dans la littéra-
ture [141, 142, 101, 73, 62, 146]. Dans notre cas, nous reprenons la même idée
conceptuelle en mettant en compétition toutes les classes de gestes, autrement
dit en liant parallèlement les modèles de transition MMC des différents gestes du
vocabulaire. Nous détaillons ce modèle global dans la sous-section 5.1.2. Nous
montrerons dans les sous-sections 5.5.3.2 et 5.5.3.1 que l’intégration des CAC nous
permet de prendre en compte l’élasticité de la durée des gestes sans avoir recours à
un modèle global ergodique de transitions complexe avec un grand nombre d’états,
des connexions complètes et des sauts entre états comme dans le cas du modèle
de la figure 4.4 (chapitre précédent) proposée dans [73, 62, 146].
5.1.2 Présentation du modèle CAC/MMC
Dans cette sous-section nous présentons le modèle hybride proposé pour la
reconnaissance de gestes. Ce modèle est basé sur la combinaison des probabilités
a posteriori locales calculées par le CAC et des probabilités de transitions globales
entre les classes calculées par le MMC. Nous rappelons que ce système hybride
permet de combiner la capacité des MMC de modéliser la continuité d’un processus
séquentiel et la capacité des CRF de discriminer les données observées localement
avec robustesse. La figure 5.1 clarifie graphiquement ce nouveau modèle hybride
combinant les MMC et les CAC. Les MMC garantissent la prise en compte du contexte
liant les classes et les CAC garantissent la prise en compte du contexte liant les
observations.
Figure 5.1 – Le modèle graphique de notre système hybride CAC/MMC
En effet, la décision locale des CAC est injectée dans le modèle contextuel des
MMC à travers l’algorithme de décodage Viterbi. Cette décision vient remplacer
la probabilité d’observation calculée par les mélanges des gaussiennes p(xt|yt).
Ainsi, la probabilité p(y1:T , x1:T ) (équation 5.1), modélisée par le MMC, dépend de
la probabilité a posteriori locale calculée par le CAC.
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p(y1:T , x1:T ) = p(x1|y1)p(y1)
T∏
t=2
p(xt|yt)p(yt|yt−1) (5.1)
Or p(xt|yt) est une vraisemblance et les CAC fournissent une probabilité a
posteriori p(yt|xt). Ainsi, il faut écrire p(xt|yt) en fonction de p(yt|xt). En effet,
la formule de Bayes donne :
p(xt|yt) = p(yt|xt)p(xt)
p(yt)
(5.2)
Toutes les classes ou sous-classes des gestes y sont équiprobables donc p(yt)
est une constante ∀t ∈ N. Puisque le but est de trouver la séquence y1:T qui
maximise p(y1:T , x1:T ) et puisque la probabilité d’observation des trames p(xt) est
indépendante du temps, p(xt) n’intervient pas dans le processus de maximisation
de p(xt|yt). Ainsi pour maximiser p(xt|yt) il suffit de maximiser p(yt|xt).
Étant donné que les CRF permettent de prendre en compte la totalité des
observations pour calculer à chaque instant la probabilité de chaque classe, nous
pouvons écrire p(yt|xt) = p(yt|x1:T ). Nous rappelons que y1:T est noté Y et x1:T
est notons X.
Cette quantité est modélisé par un CAC et calculée avec l’algorithme forward-
backward [9]. Traditionnellement, on note la probabilité "forward" αt et la pro-
babilité "backward" βt. Ces deux variables sont calculées à travers une relation
de récurrence :
αt(i) = p(x1x2..xt, yt = si) =
Ns∑
j=1
αt−1(j)ψt(si, sj , ol) (5.3)
βt(i) = p(xt+1xt+2..xT , yt = si) =
Ns∑
j=1
βt+1(j)ψt+1(si, sj , ol) (5.4)
où
ψt(si, sj , ol) = exp(
K∑
k=1
λkfk(yt = si, yt−1 = sj , xt = ol)) (5.5)
et si, sj sont deux valeurs d’états cachés appartenant à S et ol est une valeur
d’observation appartenant à O. Enfin, d’après le processus "forward-backward"
nous avons :
p(X) =
Ns∑
j=1
αT (j) =
Ns∑
j=1
β1(j) =
Ns∑
j=1
αt(j)βt(j) (5.6)
p(yt = si|X) = p(yt = si, X)
p(X)
=
αt(i)βt(i)∑Ns
j=1 αt(j)βt(j)
= γt(i) (5.7)
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L’apprentissage des composantes MMC et CAC est réalisé séparément. La figure
5.2 représente les différentes étapes d’apprentissage et de décodage avec le système
hybride CAC/MMC. L’apprentissage des MMC est réalisé en premier lieu. Les MMC ap-
pris, correspondants aux différentes classes de gestes, sont utilisées pour étiqueter
la base d’apprentissage nécessaire pour l’apprentissage du CAC. Les CAC sont ap-
pris en deuxième lieu. En phase de reconnaissance une première étape de décodage
Forward-Backward est réalisée avec le modèle CAC. Elle permet d’inférer les pro-
babilités a posteriori locales. Une seconde étape de décodage Viterbi, réalisée avec
le MMC en utilisant les probabilité a posteriori calculées avec les CAC, permet de dé-
coder la meilleur séquence d’étiquettes correspondant à la séquence vidéo donnée.
Nous détaillerons davantage l’étape d’apprentissage dans la sous-section 5.1.4 et
l’étape de décodage dans la sous-section 5.1.5. Nous présenterons dans la sous-
section suivante les modèles des composantes élémentaires MMC et CAC.
Figure 5.2 – Les différentes étapes d’apprentissage et de décodage des gestes
avec les CAC/MMC
5.1.3 Architecture générale des CAC/MMC
Le modèle de la composante MMC comporte deux niveaux de granularité : le
niveau geste et le niveau séquence de gestes. L’étape d’apprentissage génère pour
chaque geste un modèle MMC gauche droite. Le nombre d’états des modèles de
gestes varie selon la taille du geste. Afin d’adapter le système à la variabilité de
la durée des gestes, nous avons choisi un nombre d’états variable pour les mo-
dèles MMC des gestes. Nous avons vérifié empiriquement que les performances de
reconnaissance du système avec un nombre d’états variable selon la taille du geste
dépassent les performances de reconnaissance avec un nombre d’états fixe pour
tous les gestes. Le nombre d’états de chaque geste i est déterminé automatique-
ment selon sa taille fg(i). Le nombre théorique de trames par état, que nous
notons fe, est un hyper-paramètre du système. Nous notons le nombre d’états
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pour un geste i ; Ne(i) =
fg(i)
fe . Le nombre de gaussiennes est choisi selon le cadre
applicatif expliqué dans la sous-section 5.3.1.
La composante CAC a une structure linéaire classique telle que modélisée dans
la figure 5.1. L’étape d’apprentissage génère un seul système CAC pour toutes les
classes de gestes à discriminer. Les CAC ont une fenêtre d’observation permettant
de prendre en compte l’observation courante et son contexte. Afin d’adapter da-
vantage le système à la variabilité de la durée des gestes, nous choisissons une
taille variable fw de cette fenêtre d’observation wo dépendant d’une taille repré-
sentative du vocabulaire de gestes G (équation 5.8). Autrement dit, la taille de la
fenêtre d’observation fw(wo(G)) est choisie égale à 34 de la taille du geste le plus
court de la base d’apprentissage. Ce choix est validé empiriquement.
fw(wo(G)) = min(
3
4
min
g∈G
fg(g), seuil) (5.8)
5.1.4 Apprentissage
L’apprentissage des MMC et l’apprentissage des CAC se font séparément. L’ap-
prentissage des MMC génère la matrice des transitions entre les états des gestes
que nous appelons également les sous-classes des gestes ou les sous-unités. Pour
chaque geste, un modèle de transitions est appris séparément, puis nous générons
un modèle de transitions global pour tous les gestes. Nous présenterons ce modèle
dans la sous-section 5.1.5.
Les CAC ne disposent pas d’un apprentissage embarqué comme les MMC. Leur
apprentissage nécessite un étiquetage par trame de la base d’apprentissage, il né-
cessite ainsi une vérité terrain élémentaire. Par conséquent, après l’apprentissage
des MMC, un alignement forcé sur la base d’apprentissage est effectué pour prépa-
rer la vérité terrain pour les CAC. L’étape d’apprentissage des CAC génère un seul
modèle pour tout les gestes en considérant que chaque geste est un ensemble de
sous-classes. Pour chaque geste, le nombre de sous-classes est égale au nombre
d’états de son modèle MMC.
D’autre part, l’algorithme d’apprentissage des CAC a un hyper-paramètre de
régularisation permettant à un système d’éviter le sur-apprentissage ou le sous-
apprentissage. Une valeur élevée de ce paramètre peut induire le système en sur-
apprentissage. Notre système semble être équilibré avec une valeur de 1.5 que
nous avons déterminée empiriquement.
5.1.5 Décodage
L’étape de décodage d’une séquence de trames avec les CAC génère pour chaque
trame, t, un vecteur de probabilités a posteriori, p(yt = si|X) pour toute sous-
classe si correspondant à un état des MMC. Les CAC classiques déterminent à partir
de ce vecteur la décision locale. Dans le cas de notre modèle hybride, nous récu-
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pérons toutes les probabilités a posteriori pour toutes les trames et nous avons
ainsi une matrice P de taille fq(s)× Ne(G), où fq(s) est le nombre de trames de
la séquence de gestes s.
Concernant l’étape de décodage globale du système CAC/MMC, le système doit
être capable de décoder des données contenant un séquencement de gestes en
ordre aléatoire. Ainsi, nous avons conçu un modèle global reliant tous les modèles
MMC élémentaires des gestes avec des transitions inter-gestes équiprobables. La
figure 5.3 montre une représentation simplifiée du modèle global. Il s’agit d’un
MMC parallèle où chaque ligne contient un modèle MMC de geste élémentaire généré
à l’étape d’apprentissage. Le système peut transiter de l’état de début d d’une
manière équiprobable vers le premier état de l’un des gestes. Du dernier état de
chaque geste egini , où ni représente le nombre d’états du geste i, le système peut
transiter vers le premier état du même geste ou vers le premier état de l’un des
autres gestes ou vers l’état final f d’une manière équiprobable. Le séquencement
des gestes est aléatoire, il ne répond pas à une grammaire de gestes bien précise.
Ce modèle globale peut être traduit par une matrice de transitions T de taille
Ne(G)× Ne(G), où G est le vocabulaire des gestes et Ne(G) est le nombre d’états
correspondant à tous les gestes du vocabulaire.
Figure 5.3 – Le modèle de reconnaissance des séquences de gestes conçu avec les
MMC. egij représente l’état j du geste i.
Enfin, l’algorithme de Viterbi effectue le décodage final de la séquence en
exploitant les deux matrices T et P. Ainsi, toutes les probabilités a posteriori
fournies par les CAC sont exploitées selon une cohérence structurelle globale impo-
sée par les MMC. En effet, les CAC peuvent donner une probabilité d’une sous-classe
qui ne soit pas maximale localement mais qui soit suffisamment importante et
suffisamment cohérente avec le modèle de transitions pour qu’elle appartienne
au chemin final généré par l’algorithme de Viterbi correspondant à la séquence
d’étiquettes la plus probable.
Pour réaliser tout ce processus de reconnaissance de gestes, une étape prélimi-
naire de caractérisation des gestes est indispensable comme le montre la figure 5.2.
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Dans la section suivante, nous allons présenter notre modèle de caractérisation des
gestes.
5.2 Caractérisation globale des gestes
Les caractéristiques des gestes doivent minimiser la variabilité intra-classes et
maximiser la variabilité inter-classes. Ainsi, le système de caractéristiques doit
être le plus complet possible et ses composantes doivent être les plus complémen-
taires possible. Or, la méthode de caractérisation des gestes par le suivi, proposée
dans la première partie de ce manuscrit, est une méthode de caractérisation lo-
cale basée sur le suivi d’un point d’intérêt qui est la main dominante dans notre
cas. Ainsi, pour compléter notre modèle de caractérisation, il s’avère nécessaire
d’ajouter des caractéristiques de description globale des gestes telles que la des-
cription de l’évolution spatiotemporelle de la totalité du mouvement corporel et
la description de l’évolution spatiale des contours. Ces nouvelles caractéristiques
nous permettent de décrire des situations de communication gestuelle plus gé-
nérales que celles analysées dans la première partie de ce document et qui était
uniquement basées sur le mouvement de la main dominante.
Dans cette section nous proposons un ensemble de descripteurs de mouve-
ment que nous avons conçus à partir des vitesses calculées avec les flots optiques.
Nous appelons l’ensemble de ces descripteurs « la Signature du Geste » (SG). Nous
proposons également d’ajouter des descripteurs de forme extraits avec les Histo-
gramme de Gradients Orientés (HOG).
5.2.1 Caractérisation avec les Flots Optiques : Signature du Geste
Les flots optiques sont des extracteurs de vitesse au niveau pixel, connus pour
leur robustesse aux variations de luminosité [15]. Ils sont invariants aux couleurs
et aux déformations des objets. Le principe des flots optiques est présenté dans
la sous-section 2.5.3 du chapitre 2.
Les flots optiques et les filtres particulaires permettent tous deux de caracté-
riser le mouvement d’un geste. Les différences entre ces deux techniques sont les
suivantes ; premièrement, les flots optiques sont capables de décrire simultanément
tous les mouvements existant dans la scène contrairement aux filtres particulaires
qui suivent des objets précis de la scène, deuxièmement, les filtres particulaires
nécessitent une étape supplémentaire de caractérisation de l’objet suivi. Ainsi,
les flots optiques semblent adéquats pour extraire simultanément un maximum
d’information sur les mouvements corporels constituant un geste tout en étant
robustes aux variabilités de couleurs, de forme et de luminosité.
Nous proposons dans la suite un vecteur de caractéristiques dont les com-
posantes sont des combinaisons des valeurs des vitesses calculées par les flots
optiques. Nous appelons ce vecteur de caractéristiques SG. Puisque les mains sont
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les membres principaux établissant le geste, ce vecteur décrit essentiellement leur
mouvement.
Comme le mouvement des mains est localisé généralement sur la partie gauche
et la partie droite de l’image, il est avantageux de diviser l’image en deux parties
verticalement comme montré dans la figure 5.4. Ainsi, la description du mouve-
ment est localisée davantage, et l’on peut caractériser les mouvements dans ces
deux régions distinctes.
Dans certaines expérimentations effectuées et présentées plus loin dans ce
document, le vecteur SG n’est pas calculé sur les deux parties de l’image mais sur
la totalité. Dans cette situation SG contient 18 composantes. Les 18 composantes
sont issues de 9 descripteurs appliqués sur les composantes horizontales, V+X et
V−X , et sur les composantes verticales, V
+
Y et V
−
Y , des vitesses des pixels de l’image
calculées par les flots optiques (figure 5.4).
L’extraction des flots optiques se fait à partir de deux images successives en
calculant des intensités comme expliqué dans la sous-section 2.5.3. Pour chaque
pixel de ces deux images un vecteur vitesse est calculé et retourné sous forme
de deux composantes VX et VY. Chaque composante peut avoir un signe négatif
ou positif ce qui correspond à un sens positif ou négatif du pixel. Nous les no-
tons V+X (p), V
−
X (p), V
+
Y (p) et V
−
Y (p), où p est un pixel de l’image. Évidement, pour
chaque pixel p, deux de ces valeurs sont nulles, un pixel ne peut avoir qu’un seul
sens selon l’axe des x et qu’un seul sens selon l’axe des y. Notre signature du
geste est un ensemble de fonctions combinant ces composantes de vitesses de ma-
nière à extraire différentes informations énergétiques et spatiales. Ces informations
sont représentées par les 9 descripteurs mentionnés plus haut. Ces 9 descripteurs
sont composés de 4 descripteurs de localisation du mouvement, 2 descripteurs
de vélocité du mouvement et 3 descripteurs d’orientation du mouvement. Ces
descripteurs sont calculés selon l’axe horizontal et l’axe vertical ce qui multiplie
leur nombre par 2 (ce qui donne 18 caractéristiques), et par 4 (ce qui donne 36
caractéristiques) dans le cas où l’on divise l’image en deux régions.
Le tableau 5.1 présente les 8 caractéristiques de localisation (8 = 4 sur VX +
4 sur VY) analogues à des coordonnées de centres d’inertie. Elles représentent les
positions verticales et horizontales des centres de vitesse liés au mouvement.
Le tableau 5.2 présente les 4 caractéristiques de vélocité ou force du mouve-
ment (4 = 2 sur VX + 2 sur VY). Le premier descripteur présente une information
énergétique du mouvement. Il est inversement proportionnel à la moyenne qua-
dratique des vitesses des pixels en mouvement. Pour des raisons de normalisation,
nous utilisons l’inverse de cette moyenne. Le deuxième descripteur présente une
information sur l’amplitude du mouvement. C’est la médiane des vitesses des
pixels en mouvement. La médiane permet d’intégrer une information sur la quan-
tité du mouvement, où la masse est remplacée dans notre cas par le nombre des
pixels qui bougent. Par exemple, si le nombre de pixels qui ont une vitesse éle-
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Figure 5.4 – Les directions des composantes des flots optiques (image d’une vidéo
des bases de données ChaLearn)
Descripteur horizontalement verticalement
abscisse moyen des
pixels se déplaçant dans
le sens positif
1
Iw
×
∑N+px
p=1 |V+X (p)|xp∑N+px
p=1 |V+X (p)|
1
Iw
×
∑N+px
p=1 |V+Y (p)|xp∑N+px
p=1 |V+Y (p)|
ordonnée moyenne
des pixels se déplaçant
dans le sens positif
1
Ih
×
∑N+px
p=1 |V+X (p)|yp∑N+px
p=1 |V+X (p)|
1
Ih
×
∑N+px
p=1 |V+Y (p)|yp∑N+px
p=1 |V+Y (p)|
abscisse moyen des
pixels se déplaçant dans
le sens négatif
1
Iw
×
∑N−px
p=1 |V−X (p)|xp∑N−px
p=1 |V−X (p)|
1
Iw
×
∑N−px
p=1 |V−Y (p)|xp∑N−px
p=1 |V−Y (p)|
ordonnée moyenne
des pixels se déplaçant
dans le sens négatif
1
Ih
×
∑N−px
p=1 |V−X (p)|yp∑N−px
p=1 |V−X (p)|
1
Ih
×
∑N−px
p=1 |V−Y (p)|yp∑N−px
p=1 |V−Y (p)|
Table 5.1 – Les caractéristiques de localisation du mouvement
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vée est élevé la médiane va avoir une valeur élevée, cette valeur va être réduite
dans le cas contraire, contrairement à la moyenne qui dépend fortement de la
valeur maximale de la vitesse dans l’image. La médiane permet également d’at-
ténuer l’effet du bruit. Les composantes V∗X et V∗Y sont les médianes d’un vecteur
de vitesses seuillées et calculées avec les flots optiques. En effet, nous utilisons un
terme SV (SVX =
∑Nspx
p=1 |VX(p)|
Nspx
, SVY =
∑Nspx
p=1 |VY(p)|
Nspx
) pour seuiller toutes les valeurs
de vitesse prises en compte dans le calcul de toutes les caractéristiques de mouve-
ment. Ce seuillage permet de réduire le bruit et les mouvements négligeables qui
n’interviennent pas dans l’élaboration du geste tel que le mouvement de la tête
et le mouvement du buste. Nous utilisons également ce seuil pour normaliser la
médiane.
Descripteur horizontalement verticalement
L’inverse d’une vitesse
globale
1√∑Npx
p=1(VX(p))
2
Npx
1√∑Npx
p=1(VY(p))
2
Npx
médiane des vitesses
maximales
1
SVX
× |V∗X| 1SVY × |V
∗
Y|
Table 5.2 – Les caractéristiques de vélocité du mouvement
Le tableau 5.3 présente les 6 caractéristiques d’orientation du mouvement (6
= 3 sur VX + 3 sur VY). Ces caractéristiques sont des statistiques sur les pixels
se déplaçant dans un sens commun, positif ou négatif, normalisé par leur effectif.
Les deux premiers descripteurs caractérisent la quantité de pixels se déplaçant
dans le même sens. Le troisième descripteur décrit l’orientation dominante du
mouvement. Ce descripteur, associé au deux premiers, caractérise la relation ou
la symétrie entre les deux groupes principaux de mouvement dont les orienta-
tions sont opposées. La figure 5.5 montre l’intérêt de ces descripteurs et illustre
cette information de symétrie. Cette figure présente deux courbes de variation du
nombre des pixels dans le sens positif et dans le sens négatif sur l’axe horizontal
durant un extrait d’une vidéo contenant un discours en langue de signe de la
base de données SignStream [97]. Nous constatons que lorsque les deux courbes
se superposent avec la présence d’un pic, un mouvement opposé des deux mains
se produit dans l’extrait des trames correspondant. Lorsque l’écart entre les deux
courbes est élevé, un mouvement parallèle des deux mains dans le sens dominant
se produit. La valeur de l’écart et le sens dominant sont déduits à partir de la
valeur absolue et le signe du troisième descripteur. Lorsque les deux courbes stag-
nent, les deux mains sont fixes dans les trames associées (la trame 70 dans la figure
présente une main fixe dont les doigts sont en mouvement léger épelant un nom
selon les règles primaires de la langue des signes). Ainsi, en analysant la variation
de ces trois descripteurs, nous pouvons déduire le type de mouvement associé.
D’où l’importance et la complémentarité de ces trois descripteur d’orientation.
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Descripteur horizontalement verticalement
proportion des pixels
se déplaçant dans le sens
positif
N
V+X
px
Npx
N
V+Y
px
Npx
proportion des pixels
se déplaçant dans le sens
négatif
N
V−X
px
Npx
N
V−Y
px
Npx
L’orientation domi-
nante
N
V+X
px −NV
−
X
px
Npx
N
V+Y
px −NV
−
Y
px
Npx
Table 5.3 – Les caractéristiques de l’orientation du mouvement
Figure 5.5 – Variation des nombres des pixels ayant une orientation commune
(images de la langue des signes d’une vidéo de la base de données SignStream)
Enfin, bien que ces caractéristiques semblent simples, elles sont complémen-
taires et spécifient minutieusement l’évolution des gestes étant donné qu’elles dé-
crivent la localisation, la vélocité et l’orientation du mouvement qui est une
composante principale d’un geste. Nous allons confirmer cette affirmation par des
résultats de reconnaissance dans la sous-section 5.5.1.
Pour avoir une caractérisation complète du geste, nous ajoutons des caracté-
ristiques de contours globales extraites avec un descripteur de forme classique ; les
Histogrammes de Gradients Orientés (HOG). Nous présentons cette caractérisation
de forme dans la sous-section suivante.
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5.2.2 Caractérisation avec les HOG
Comme notre but est de caractériser les gestes, nous exploitons les HOG pour
décrire la pose du signeur du geste à chaque instant.
Les HOG sont des histogrammes d’orientation des gradients calculés sur une
image afin de décrire les contours contenus dans cette image. Ils sont exploités
principalement pour la détection des personnes [35]. Pour appliquer ce descripteur,
nous avons repris l’implémentation de Dalal et al. [35].
La figure 5.6 présente les 9 directions adoptées pour quantifier les angles d’in-
clinaisons des gradients calculés sur l’image. Selon les travaux de Dalal et al [35],
ces 9 orientations donnent de bons résultats pour la détection des personnes. Dans
les HOG, ces 9 directions sont pondérées par les normes des gradients correspon-
dants dans les cellules de calcul sur l’image.
Figure 5.6 – Les niveaux de quantification des orientations adoptés pour les HOG
L’algorithme de calcul des HOG proposé par Dalal et al. [35] applique une auto-
superposition de la fenêtre glissante, ce qui génère des histogrammes redondants
et un vecteur de caractéristiques HOG de très grande taille (égale à 3780). Pour
alléger ce vecteur, nous avons eu recours à l’application de l’opérateur moyenne
sur deux niveaux. Le premier niveau de simplification est basé sur l’algorithme de
visualisation des HOG proposé par Jürgen Brauer 2. L’idée de cet algorithme est
de moyenner les histogrammes redondants sur des cellules de l’image en gardant
les 9 orientations des gradients dans chaque cellule. La figure 5.7 présente un
exemple de visualisation des HOG fourni par Brauer, où l’amplitude du gradient
pour chaque orientation est traduite par la longueur du trait correspondant dans
chaque cellule de l’image.
Le deuxième niveau de simplification du descripteur HOG, que nous avons ap-
pliqué dans notre cas, est de moyenner les amplitudes du gradient sur des blocs
plus large sur l’image que nous appelons des méta-blocs. Nous avons partitionné
l’image en 4 méta-blocs puis en 16 méta-blocs 3. Pour chaque méta-bloc et pour
chaque orientation, nous avons appliqué la moyenne sur les amplitudes corres-
pondantes dans toutes les cellules du méta-bloc. Enfin, nous obtenons 9 valeurs
2. http ://www.juergenwiki.de/work/wiki/doku.php ?id=public%3ahog_descriptor_computation_and_visualization
3. nous avons effectué des tests de reconnaissance avec chaque cas séparément
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Figure 5.7 – Exemple de visualisation du descripteur HOG
d’amplitude multipliées par le nombre de méta-blocs, ce qui correspond à un des-
cripteur de taille 36 (36 = 9 orientations × 4 méta-blocs) dans le premier cas et un
descripteur de taille 144 (144 = 9 orientations × 16 méta-blocs) dans le deuxième
cas. Enfin, nous appliquons les HOG sur la différence de deux images successives
afin de retirer le font de l’image.
Nous résumons dans la sous-section suivante les variantes du vecteur de ca-
ractéristiques adoptées pour les tests réalisés.
5.2.3 Les différentes variantes du vecteur de caractéristiques
Le tableau 5.4 présente les différentes variantes du vecteur de caractéristiques
~c que nous avons utilisées dans nos tests de reconnaissances de gestes. Nous in-
dexons chaque variante par sa taille l(~c). l(~c(SG)) est le nombre de caractéristiques
utilisées issues de la signature du geste. l(~c(HOG)) est le nombre de caractéristiques
utilisées issues des HOG. l(~c(P )) est le nombre de caractéristiques associées à la
position de la main dominante estimée par les filtres particulaires. Certaines va-
riantes du vecteur ~c sont appliquées sur deux formats de données (format RGB
et format en profondeur).
96
CHAPITRE 5. UN MODÈLE HYBRIDE, LES CAC/MMC, POUR LA
RECONNAISSANCE DES GESTES
taille
totale
(l(~c))
Descripteur
Signature du geste SG HOG
l(~c(SG)) description l(~c(HOG)) description
54 18 sans division de l’image
en 2 régions
36 4 méta-blocs
52 16 sans la médiane, sans di-
vision de l’image en 2 ré-
gions
36 4 méta-blocs
180 36 division de l’image en 2
régions
144 16 méta-blocs
360 72 division de l’image en
2 régions, 2 formats de
données
288 16 méta-blocs, 2 for-
mats de données
72 72 division de l’image en
2 régions, 2 formats de
données
0 HOG non appliqués
l(~c) Descripteur
Position de la main dominante
l(~c(P )) description
4 4 abscisse, ordonnée, lar-
geur, longueur
Table 5.4 – Les différentes variantes du vecteur caractéristiques adoptées dans
nos expérimentations
5.3 Adaptation des CAC/MMC à l’apprentissage avec un
seul exemple
Afin de concevoir un système de reconnaissance robuste au manque de don-
nées d’apprentissage, nous choisissons un cadre applicatif d’apprentissage avec un
seul exemple. Ce cadre s’avère très pratique dans le cas réel puisqu’il analyse le
comportement d’un système lorsqu’on le paramétrise avec le minimum d’effort
d’annotation des données en demandant à l’utilisateur de n’annoter qu’un seul
exemple pour le fournir au système, ce qui explique la motivation de la compéti-
tion ChaLearn (Gesture Challenge : one shot-learning). De plus, l’utilisation des
bases de données de petite taille accélère l’apprentissage et facilite l’exploitation
des systèmes de reconnaissance avec un apprentissage en temps réel.
Certains travaux ont été élaborés dans ce cadre d’apprentissage avec un seul
exemple [73, 62, 146, 149, 153]. La plupart de ces systèmes se basent sur des
modèles classiques de reconnaissance avec une adaptation au cas d’apprentissage
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avec un seul exemple. Nous reprenons certains de ces travaux dans la section 5.5
dans un cadre de comparaison.
5.3.1 Adaptation de la composante des MMC
Pour modéliser l’espace des caractéristiques, les MMC classiques utilisent des
mélanges de gaussiennes en se basant sur les exemples fournis. Les centres et les
variances des gaussiennes dépendent de la distribution de ces exemples dans l’es-
pace de caractéristiques. Quand le nombre d’exemples est très réduit, il est très dif-
ficile d’estimer précisément ces gaussiennes et en particulier leurs variances. Ainsi,
dans un premier temps, nous avons réduit le nombre de gaussiennes à une seule
gaussienne par classe de gestes. Nos premières expériences ont bien montré l’effet
positif de cette réduction du nombre de gaussiennes au niveau des performances
de la reconnaissance des gestes. Dans un second temps, nous avons régularisé les
variances de chaque gaussienne à la valeur moyenne pour tous les gestes. Cette
modification représente une étape de post-traitement succédant l’étape d’appren-
tissage. Ce post-traitement permet d’unifier les valeurs des variances puisque les
exemples d’apprentissage ne sont pas assez nombreux pour déterminer correcte-
ment ces valeurs. Nos expériences ont montré également l’amélioration des per-
formances avec cette adaptation du modèle MMC (section 5.5).
5.3.2 Adaptation de la composante des CAC
En ayant un seul exemple pour chaque classe et en ayant des caractéristiques
continues, il est difficile d’optimiser les paramètres du système CAC. Ainsi, nous
avons procédé à la quantification des valeurs des caractéristiques. Cette quantifi-
cation permet de généraliser le système CAC appris et augmenter sa capacité de
reconnaissance. En effet, en exploitant les CAC discrets, chaque plage de valeurs de
chaque caractéristique aura un poids différent dans le vecteur des paramètres du
système. La distinction des poids spécialise davantage les fonctions de caractéris-
tiques et augmente le pouvoir discriminant des CAC. Dans le cas des CAC continus,
à chaque caractéristique est attribué un seul poids. La même pondération est
donnée aux valeurs faibles et aux valeurs élevées de la caractéristique. Or pour
la même caractéristique, ses valeurs faibles peuvent être distinctives plus que les
valeurs fortes. Ainsi, la pondération de chaque caractéristique avec le même poids
ne semble pas significatif dans tous les cas. Les tests que nous avons réalisés
ont montré que les performances des CAC discrets excèdent les performances des
CAC continus. Nous donnons dans la sous-section 5.5.2 les résultats de ce test.
Pour réaliser cette quantification, nous avons utilisé un quantifieur scalaire
uniforme symétrique (équation 5.9).
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Q : [−Vmax, Vmax] −→ [−Nq, Nq]
x 7−→ x×NqVmax
(5.9)
où Nq est le nombre des niveaux de quantification et Vmax est la borne supé-
rieure positive des valeurs des caractéristiques. Vmax peut être un hyper-paramètre
tel que ∀|x| > Vmax, x = Vmax. Nq est un hyper-paramètre que nous avons déter-
miné empiriquement. La valeur Nq = 16 donne les meilleures performances de
reconnaissance.
Enfin, l’élaboration de notre système hybride avec un tel cadre applicatif per-
met de concevoir un système de reconnaissance robuste au manque de données
d’apprentissage. Nous présentons dans la section suivante le protocole expérimen-
tal nous permettant d’évaluer les performances et la robustesse de notre système
hybride.
5.4 Protocole expérimental
Dans cette section, nous explicitons notre protocole d’expérimentation. Nous
commençons par présenter les bases de données exploitées, nous détaillons ensuite
nos méthodes d’évaluation et nous présentons enfin les outils d’implémentation
utilisés.
5.4.1 Bases de données
Les bases de données que nous avons exploitées pour évaluer notre système
de reconnaissance et ses évolutions sont les bases de données proposées lors de la
compétition ChaLearn 2011-2012 [54]. Nous n’avons pas participé à cette compéti-
tion mais nous avons pu comparer notre système avec les travaux des participants
grâce à la plateforme de gestion des participants proposée pour cette compéti-
tion 4. Nous détaillerons les résultats de ce classement dans la section 5.5.
Les bases de données ChaLearn présentent trois types de ressources : 480 sous-
bases nommées devel à exploiter pendant la phase de développement du système
de reconnaissance de gestes, 20 sous-bases nommées valid à exploiter pour valider
le système et 40 sous-bases nommées final à exploiter pour l’évaluation finale
du système. Les sous-bases final de 1 à 20 sont à tester au premier tour de la
compétition et les bases de 21 à 40 sont à tester au deuxième tour de la compé-
tition. Cette évaluation finale permet de classer les participants à la compétition
ChaLearn.
Chacune de ces sous-bases contient 47 paires de vidéos. chaque paire de vidéos
représente la même scène sous deux formats : format en couleur RGB et format
en profondeur 5. Ces vidéos sont enregistrées à l’aide d’une caméra Kinect (TM).
4. https ://www.kaggle.com/c/GestureChallenge2
5. Après normalisation, chaque pixel représente la distance entre la caméra et l’objet capturé.
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Chaque vidéo contient 10 trames par seconde et chaque trame a une résolution
de 240× 320 pixels.
Les vidéos d’une même sous-base de données partagent les même caractéris-
tiques scéniques : même acteur, même fond, mêmes conditions d’enregistrement
et même thème et vocabulaire des gestes. 20 acteurs ont participé à l’élaboration
de ces bases de données, un acteur par sous-base, et 30 vocabulaires de 8 à 15
gestes appartenant à des thèmes différents tels que les jeux vidéos, l’éducation à
distance, le contrôle des robots, la langue des signes...
Chaque sous-base de données contient 100 gestes divisés en deux parties : un
ensemble d’apprentissage G et un ensemble de test S. L’ensemble d’apprentis-
sage G est composé d’une dizaine de vidéos. Chaque vidéo contient une instance
unique et isolée d’un geste qu’il faut identifier par la suite. Autrement dit, on ne
dispose pour apprendre le modèle de chaque classe de geste que d’un seul exemple.
Cette particularité est une contrainte supplémentaire de cette compétition puis-
qu’il faut pouvoir apprendre les modèles avec un seul exemple. D’où le thème de
la compétition « one shot learning ».
L’ensemble de test S est composé d’une quarantaine de vidéos. Chaque vi-
déo contient une séquence de 1 à 5 gestes successifs séparés par un point de
repos de l’ordre d’une seconde que nous appelons transition. La forme de cette
transition est commune à toutes les séquences de test de toutes les bases. L’or-
ganisation des gestes dans les séquences de test est aléatoire, il n’y a pas d’ordre
particulier. En d’autre termes, il n’existe pas une grammaire de gestes.
5.4.2 Métriques d’évaluation
Les organisateurs de la compétition ChaLearn ont défini une forme d’er-
reur globale sur l’ensemble des séquences de test basée sur la distance de
Levenshtein 6, appelée également distance d’édition [78]. Cette forme d’erreur
globale est notée par Lch et donnée par l’équation 5.10.
Lch : D −→ R
S 7−→
∑
s∈S L(R(s),T (s))∑
s∈S l(T (s))
(5.10)
où s est une séquence de gestes, R(s) est le résultat de reconnaissance du
système pour la séquence s, T est une fonction donnant la séquence de gestes
réelle correspondant à s, ce qu’on appelle la vérité terrain, L(., .) est la distance
de Levenshtein, l(.) représente le nombre de gestes présents dans la séquence, D
est l’ensemble des bases de données de test et S est un ensemble de séquences de
test.
6. C’est une méthode de comparaison de séquences qui calcule le nombre minimal d’éléments
qu’il faut supprimer, insérer ou remplacer pour passer d’une séquence à une autre.
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Nous utilisons la forme de l’erreur Lch pour nous situer par rapport aux tra-
vaux des participants à la compétition ChaLearn. Pour évaluer l’évolution de notre
système et pour présenter les résultats marquants de nos différents tests, nous
utilisons la forme classique de l’erreur calculée avec la distance de Levenshtein
(équation 5.11). Cette forme d’erreur nous semble plus générique. Ainsi, pour cal-
culer l’erreur globale sur un ensemble de séquence S, nous calculons une moyenne
que nous notons L donnée par l’équation 5.11.
L : D −→ [0, 1]
S 7−→ 1|S|
∑
s∈S
L(R(s),T (s))
l(R(s))+l(T (s))
(5.11)
5.4.3 Outils d’implémentation
Nous avons exploité la bibliothèque OpenCV [19] pour les méthodes de traite-
ment d’images et de vidéos. Pour la reconnaissance des gestes avec les MMC, nous
avons exploité la bibliothèque Torch 7. Pour la reconnaissance des gestes avec les
CAC, nous avons ulitisé la bibliothèque CRF++ 8. Toutes ces bibliothèques sont
codée en C/C++.
5.5 Résultats de reconnaissance de gestes
Dans cette section nous présentons les résultats des différentes études réalisées
avec les différentes variantes de nos systèmes de reconnaissance. Nous commençons
par montrer l’intérêt de notre modèle de caractérisation du geste, la signature du
geste. Ensuite, nous montrerons l’intérêt de la quantification des caractéristiques
continues pour les CAC discrets. Puis, nous montrerons la robustesse des CAC/MMC à
la variation du nombre du trames par état, à la variation de la durée des gestes et
à la variation du vecteur de caractéristiques. Enfin, nous présenterons les résul-
tats de reconnaissance de notre système hybride CAC/MMC comparés aux versions
classiques et adaptées des MMC et des CAC. Nous terminons cette section, par la
présentation de notre classement par rapport aux participants de la compétition
ChaLearn.
Les résultats de reconnaissance présentés dans cette section correspondent à
des tests de reconnaissance appliqués uniquement sur des données en format RGB
sauf indication contraire. Nous indiquons dans tous les tableaux de résultats dans
cette section le nombre de trames par état utilisé pour les MMC, noté fe. Quand
ce nombre change pour analyser son effet, l’étape d’apprentissage du système de
reconnaissance est ré-appliquée. Tous les résultats de performances de reconnais-
sance présentés dans cette section correspondant au système hybride CAC/MMC sont
obtenus à partir de tests réalisés avec un CAC/MMC adapté tel que expliqué dans la
7. http ://torch.ch/torch3/
8. http ://crfpp.googlecode.com/svn/trunk/doc/index.html
5.5. RÉSULTATS DE RECONNAISSANCE DE GESTES 101
section 5.3, sauf indication contraire. Les systèmes de reconnaissance notés dans
cette section par les « MMC adaptés » et les « CAC adaptés » sont également adaptés
comme expliqué dans la section 5.3.
5.5.1 Intérêt de notre modèle de caractérisation de geste : la signa-
ture du geste
Dans cette sous-section, nous allons montrer l’intérêt de notre modèle de ca-
ractérisation du mouvement, la signature du geste, SG, à travers des résultats de
reconnaissance.
Signature du geste et filtres particulaires. Le tableau 5.5 présente des résultats
de reconnaissance avec deux modèles de caractérisation des gestes : une caracté-
risation avec la signature des gestes et une caractérisation avec la position de
la main dominante calculée avec les filtres particulaires pour le même système
de reconnaissance construit avec des modèles MMC adaptés. Ces résultats sont cal-
culés sur deux bases devel. Ces résultats primaires montrent clairement qu’une
caractérisation avec la signature des gestes permet d’obtenir de meilleures perfor-
mances de reconnaissance par rapport à la caractérisation avec le suivi (tableau
5.5). De plus, en analysant les deux modèles de caractérisation, nous remarquons
que la position de la main dominante est implicitement incluse dans la signature
du geste. En effet, le terme de localisation du mouvement représente le centre
d’inertie du mouvement, ainsi, si le mouvement est dominé par une main, il sera
centré sur cette main. Contrairement au suivi des points d’intérêt comme la main
dominante, la signature du geste, et en particulier le terme de localisation de
mouvement, représente plusieurs cas de dominance de mouvement. Par exemple,
si les deux mains effectuent deux mouvements de forces similaires, le terme de
localisation de mouvement sera centré entre les deux mains, un cas de dominance
que les filtres particulaires ne peuvent pas représenter. De plus, l’initialisation des
filtres particulaires et la construction du vocabulaire de la référence nécessitent
une connaissance a priori du type de la main dominante, gauche ou droite, or la
méthode de signature du geste détecte automatiquement le point de dominanace.
D’autre part, au niveau technique, les filtres particulaires nécessitent une étape
supplémentaire de caractérisation de l’objet suivi, ce qui augmente la complexité
du système de caractérisation. L’extraction de ces caractéristiques s’effectuent
sur une centaine d’imagettes de particules pour chaque trame, or la signature du
geste est calculée une seule fois par trame sur la totalité de l’image et ne néces-
site pas une caractérisation particulière des objets mobiles. Pour ces raisons, la
suite des expérimentations ne concerne que le système de caractérisation composé
seulement de la signature du geste SG et les HOG.
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Base de données Erreur : L
SG SG position de la main dominante
l(~c) = 36, fe = 3 l(~c) = 18, fe = 4 l(~c) = 4
devel 01 0.07 0.10 0.46 (fe = 14)
devel 10 0.31 0.37 0.41 (fe = 4)
Table 5.5 – Les résultats de reconnaissance avec deux modèles de caractérisation
des gestes : une caractérisation avec la signature des gestes et une caractérisation
avec la position de la main dominante calculée avec les filtres particulaires pour
le même système de reconnaissance, les MMC adaptés.
Signature du geste et descripteur HOG. Le tableau 5.6 présente les résultats
de reconnaissance des deux systèmes, MMC adaptés et CAC/MMC, sur les bases
devel avec trois variantes du vecteur de caractéristiques. Le but n’est pas de
comparer ces deux systèmes de reconnaissance mais plutôt de valider l’intérêt du
vecteur de descripteurs SG. Selon le tableau 5.6, nous constatons que les perfor-
mances des systèmes de reconnaissance avec le vecteur de descripteurs SG appliqué
sur les données au format RGB et au format profondeur, sont très proches des
performances de ces systèmes de reconnaissance utilisant un vecteur de caractéris-
tiques qui combine le vecteur SG et le vecteur HOG. De plus, ces valeurs de l’erreur
sont faibles et présentent des performances de reconnaissance intéressantes. Ainsi,
appliqué sur les deux formats de données, la signature du geste SG peut représenter
un modèle de caractérisation complet. Ce que nous pouvons constater également
à partir du tableau 5.6 c’est que les performances des CAC/MMC ont diminué quand
la modalité de profondeur a été ajouté. Cela donne une première indication que
les CAC/MMC ne sont pas toujours sensibles à l’augmentation du vecteur des carac-
téristiques. Nous détaillerons davantage cette constatation dans la sous-section
5.5.3.
Système fe Erreur : L
format RGB format RGB & profondeur
(SG,HOG) (SG,HOG) SG
l(~c) = 180 l(~c) = 360 l(~c) = 72
MMC adaptés 3 0.21 0.20 0.21
MMC adaptés 5 0.25 0.24 0.25
CAC/MMC 5 0.22 0.22 0.26
Table 5.6 – Les résultats de reconnaissance avec différentes variantes du vecteur
de caractéristiques sur les 20 bases devel (en total 750 séquences de test de l’ordre
de 200 trames chacune).
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5.5.2 Intérêt de la quantification des caractéristiques continues pour
les CAC
Nous commençons par montrer l’intérêt de la quantification des valeurs des
caractéristiques pour les CAC. La figure 5.8 présente les performances de reconnais-
sance du CAC/MMC à caractéristiques continues et discrètes en variant le nombre de
trames par état pour la composante MMC. Puisque le CAC représente la composante
qui gère les caractéristiques pour le CAC/MMC, le type de caractéristiques discret ou
continu concerne particulièrement les CAC. Les performances du système discret
dépassent largement les performances du système continu ce qui prouve l’intérêt
de la quantification. L’erreur élevée des CAC continus dans ce cas provient de l’in-
cohérence entre les probabilités des classes données par les CAC et les probabilités
de transitions données par les MMC. Par exemple, pendant le décodage, l’algorithme
de Viterbi peut commencer un chemin en affectant un premier état d’un geste puis
ne trouve pas la solution souhaitée pour le reste des états de ce geste.
Par ailleurs, la durée d’apprentissage des CAC continus (estimée en heures)
dépasse largement la durée d’apprentissage des CAC discrets (estimée en minutes).
Cela présente un autre avantage pour les CAC discrets.
Une autre différence entre les CAC continus et les CAC discrets appuyant l’intérêt
des CAC discrets est la méthode de gestion des poids des fonctions caractéristiques.
Les CAC continus réservent un seul poids pour toutes les valeurs d’un descripteur.
Or une valeur réduite de ce descripteur ne signifie pas forcément qu’elle n’a pas
d’intérêt et une valeur élevée de ce descripteur ne signifie pas aussi qu’elle est in-
téressante. Autrement dit, l’algorithme d’apprentissage des CAC continus donne la
même pondération pour toutes les valeurs d’un même descripteur. Cette façon de
gérer les poids peut être adéquate pour pondérer une fonction score dont l’intérêt
des valeurs est monotone. Par contre, pour un descripteur, le caractère distinctif
des plages de valeurs peut changer d’un descripteur à l’autre. Ainsi, les CAC dis-
crets, qui donnent un poids par valeur discrête des caractéristiques, spécialisent
davantage les caractéristiques, ce qui augmente par la suite la discrimination des
classes. Pour cette raison, les CAC discrets présentent un modèle adéquat pour
le cas d’apprentissage avec un seul exemple comme nous l’avons indiqué dans la
sous-section 5.3.2.
5.5.3 Robustesse des CAC/MMC
5.5.3.1 Robustesse à la variation du nombre de trames par état
Les CAC/MMC sont robustes à la variation du nombre de trames par état. En
effet, la figure 5.9 présente la variation de l’erreur de reconnaissance L des systèmes
MMC adaptés et CAC/MMC en fonction du nombre de trame par état fe (ce paramètre
influence principalement la composante MMC). Pour chaque nouvelle valeur de fe,
le système de reconnaissance est ré-appris. Nous constatons dans la figure 5.9 que
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Figure 5.8 – Les résultats de la reconnaissance des gestes avec les CAC/MMC à
composante CAC continue et discrète sur les 20 bases devel (en total 750 séquences
de test de l’ordre de 200 trames chacune)
Figure 5.9 – Robustesse du système CAC/MMC à la variation du nombre de trames
par états comparée aux MMC adaptés (performances sur les 20 bases devel (en total
750 séquences de test de l’ordre de 200 trames chacune))
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(a) les MMC adaptés (b) les CAC/MMC
Figure 5.10 – Robustesse à la variation du vecteur des caractéristiques (perfor-
mances sur les 20 bases devel (en total 750 séquences de test de l’ordre de 200
trames chacune)).
l’erreur de reconnaissance des CAC/MMC est faible et beaucoup plus stable pour
différentes valeurs du nombre de trames. Ils sont capables de gérer un nombre élevé
de trames par état. Cependant, les MMC classiques ou adaptés sont très sensibles
à la variation du nombre de trames par état. Ils présentent une erreur très élevée
dans le cas d’un grand nombre de trames par état comme le montre la figure 5.9.
5.5.3.2 Robustesse à la variation de la durée du geste
La variation du nombre de trames par état a une conséquence directe sur la
robustesse à la variation de la durée du geste. Avec un grand nombre de trames
par état, le système devient capable de gérer l’élasticité temporelle du geste. Au-
trement dit, quand le geste se dilate ou se rétrécie en nombre de trames dans les
données de test, le système reste capable d’aligner le modèle sur les données et les
décoder. De plus, les CAC sont capables de gérer implicitement le rétrécissement
et la dilatation des données grâce à leur décision locale indépendante du modèle
global des données, contrairement aux MMC qui dépendent d’un modèle graphique
orienté sans sauts. Ainsi, pour gérer l’élasticité temporelle des gestes, une struc-
ture simple du modèle hybride avec un nombre réduit d’états peut remplacer un
système MMC complexe avec des sauts entre les états et une connexion complète
comme adoptés par certains participants de la compétition ChaLearn [73, 62, 146].
5.5.3.3 Robustesse à la variation du vecteur des caractéristiques
Les figures 5.10 présentent la variation de l’erreur L en fonction du nombre de
trames par état fe pour deux systèmes MMC (figure 5.10a) et pour deux systèmes
CAC/MMC (figure 5.10b). Chaque paire de systèmes est évaluée avec deux vecteurs
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de caractéristiques différents. La différence est au niveau de la précision de la des-
cription. Les régions de l’image où les caractéristiques du vecteur l(~c) = 52 sont
calculées, sont encore divisées pour le vecteur des caractéristiques l(~c) = 180.
Quand la taille du vecteur des caractéristiques diminue, les CAC/MMC gardent qua-
siment les mêmes performances. Autrement dit, un minimum de caractéristiques
suffit pour les CAC/MMC, alors que pour les MMC classique l’ajout des caractéris-
tiques augmente considérablement les performances de reconnaissance. Cette ca-
pacité de reconnaissance avec un nombre de caractéristiques réduit rend la tâche
d’extraction des caractéristiques plus simple et plus rapide. En traitement de vi-
déos/images, cette tâche demande en général beaucoup de temps et de ressources.
Ces trois caractères de robustesse des CAC/MMC montrent qu’avec un système
simple, un niveau élevé de performance de reconnaissance est possible grâce à
la combinaison des avantages et la compensation des inconvénients des CAC et
des MMC. Nous pouvons constater la simplicité du système des CAC/MMC sur trois
niveaux : (a) une structure simple du modèle avec un nombre d’état réduit (signifie
un nombre de trames par état élevé, meilleurs performances pour fe = 5) sans
sauts et sans connexion complète. (b) un nombre réduit de caractéristiques. (c)
un jeu de données d’apprentissage réduit à un exemple par classe.
5.5.4 Validation du système hybride CAC/MMC et son évaluation avec
la plateforme ChaLearn
Nous présentons dans cette sous-section les résultats de reconnaissances de
notre système hybride CAC/MMC sur les bases valid et les bases final, ce qui va
nous permettre de le positionner dans le classement des systèmes de reconnais-
sance des participants à la compétition ChaLearn.
Nous commençons d’abord par présenter des résultats de reconnaissance sur
les bases devel en comparant les performances des principaux systèmes de recon-
naissance que nous avons étudiés (tableau 5.7). Le vecteur des caractéristiques est
identique pour tous ces systèmes et le nombre de trames par état fe correspond
à la valeur donnant le meilleur résultat de reconnaissance pour chaque système.
fg(g) représente la taille du geste appris, ce qui signifie que chaque geste est re-
présenté par une seule classes, les sous-classes qui correspondent aux états dans le
cas des MMC n’existent pas dans ce cas. D’autre part, une étape de post-traitement
est appliquée sur les CAC classique et adapté afin de filtrer leurs résultats de re-
connaissance, sans cette étape l’erreur de reconnaissance dépasse 0.5. Le tableau
5.7 montre clairement que les performances de reconnaissance du système hy-
bride proposé CAC/MMC dépassent les performances de reconnaissance des autres
systèmes classiques ou adaptés.
Pour valider et classer les CAC/MMC par rapport aux travaux des participants à
la compétition ChaLearn 20111-2012, nous avons testé ce système hybride sur les
bases valid, final 1-20 et final 21-40 fournies dans le cadre de cette compéti-
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Système l(~c) fe Erreur : L
MMC classique 52 6 0.36
MMC adapté 52 3 0.23
CAC classique (continu) 52 fg(g) 0.29
CAC adapté (discret) 52 fg(g) 0.28
CAC/MMC (adapté) 52 5 0.22
Table 5.7 – Les résultats de reconnaissance de différents systèmes de reconnais-
sances basé sur les MMC et les CAC sur les 20 bases devel (en total 750 séquences
de test de l’ordre de 200 trames chacune)
tion. Le tableau 5.8 présente les valeurs de l’erreur de reconnaissance du système
hybride CAC/MMC sur les bases valid, final 1-20 et final 21-40 selon les deux
méthodes d’évaluation L (équation 5.11) et Lch (équation 5.10). Le tableau 5.8
présente également le classement des performance du système CAC/MMC par rap-
port aux travaux des participants à la compétition sur les trois catégories de bases
de données. Ce classement est obtenu en utilisant la valeur de l’erreur Lch. Nous
avons deux références pour obtenir ce classement : la liste des scores (correspon-
dant à l’erreur Lch) de tous les participants fournie par les organisateurs de la
compétition pour le premier tour 9 et pour le deuxième tour 10, et la plateforme
d’évaluation de la compétition ChaLearn 11. La liste complète des scores pour les
bases valid n’est pas accessible, ainsi nous ne pouvons pas donner notre classe-
ment sur ces bases. L’évaluation des performances de reconnaissance d’un système
nécessite la soumission des résultats de reconnaissance détaillées sur chaque ca-
tégorie de bases de données et pour chaque séquence de test, mais le résultat
final fourni est le classement selon les bases de données du deuxième tour seule-
ment de la compétition. Ainsi, pour classer les performances du système hybride
CAC/MMC sur les bases final du premier tour, nous nous sommes référés à la
liste des scores présentée dans la figure 5.11, et pour classer les performances du
CAC/MMC sur les bases final du deuxième tour, nous nous sommes référés à la pla-
teforme de la compétition qui nous a retourné le résultat présenté dans la figure
5.12. Les deux figures 5.11 et 5.12 sont des copies des pages web correspondant à
la compétition ChaLearn gérées par le site des compétitions « Kaggle ».
Le tableau 5.8 présente les résultats les plus importants pour nos travaux :
les résultats de reconnaissance de notre système hybride CAC/MMC sur les bases
final 21-40 du premier tour de la compétition ChaLearn 2011 et sur les bases
final 21-40 du deuxième et dernier tour de la compétition ChaLearn 2012. Avec
ces résultats nous avons été classés en 7ème position sur la liste des participants
au premier tour de la compétition (figure 5.11) et en 7ème position également sur
9. https ://www.kaggle.com/c/GestureChallenge/leaderboard
10. https ://www.kaggle.com/c/GestureChallenge2/leaderboard
11. http ://www.kaggle.com/c/GestureChallenge/details/submission-instructions
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Base de données Erreur classement
L Lch
valid 0.177193 0.348812 -
final 1-20 (1er tour) 0.147924 0.296440 7ème
final 21-40 (2ème tour) 0.122398 0.252357 7ème
Table 5.8 – Les résultats de reconnaissance du système hybride CAC/MMC sur les
20 bases valid, 20 bases final 1-20 et 20 bases final 21-40 avec l(~c) = 180
et fe = 5 (chaque catégorie de bases de données contient en total environ 750
séquences de test de l’ordre de 200 trames chacune)
la liste des participants au deuxième de tour de cette compétition (figure 5.12).
Nous avons réussi à atteindre ce classement en utilisant uniquement les données
en format RGB.
Figure 5.11 – Les scores des 9 premiers travaux des participants à ChaLearn 2011,
1er tour (les performances de notre système CAC/MMC (tableau 5.8) sont ex æquo
avec le score de la 7ème position).
Ces résultats et cette étude montrent que le système hybride CAC/MMCest un
système qui présente de meilleurs performances par rapport à d’autres systèmes
classiques, robuste à différentes variations et intéressant dans le cas réel avec peu
données d’apprentissage. Pour valider davantage notre système hybride CAC/MMC,
nous avons effectué un ensemble de tests statistiques. Nous présentons cette véri-
fication statistique dans la section suivante.
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Figure 5.12 – Position de notre système hybride (indexé par le nom de notre
équipe « DocApp ») dans le classement final des performances des participants
à ChaLearn 2012, 2ème tour : 7ème position parmi les dix premiers (post-
soumission).
5.6 Vérifications statistiques
Nous avons effectué un ensemble de tests statistiques pour montrer l’intérêt de
l’adaptation au cas d’apprentissage avec un seul exemple que nous avons apporté
aux MMC et pour valider davantage l’apport de notre modèle hybride CAC/MMC.
5.6.1 Le test de Kolmogorov-Smirnov
Ayant un seul exemple d’apprentissage, il est difficile de générer un modèle
générique représentatif des données. Néanmoins, avec nos expériences nous avons
montré qu’avec une adaptation du modèle, il est possible de le généraliser. Le
test de Kolmogorov-Smirnov peut nous aider à vérifier cette constatation. Ce test
statistique permet d’évaluer la conformité entre deux distributions.
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Pour vérifier si un modèle Markovien à temps discret est bien représen-
tatif des données, il faut que le temps de séjour T dans un état ei suive
une loi géométrique de paramètre 1 − p(yt = ei|yt−1 = ei). Ce paramètre
peut être estimé au cours du décodage de toutes les séquences de test tel que
p(yt = ei|yt−1 = ei) = nombre de transition de ei vers einombre total de visite de ei . Il est possible également
d’estimer la probabilité de temps de séjour Tei pour toutes les séquences de
test tel que p(Tei = k) =
nombre de visite de ei avec Tei=k
nombre total de visite de ei . Par la suite, le test de
Kolmogorov-Smirnov permet de calculer le degré de conformité, p-value, entre
la distribution du temps de séjour dans un état ei calculée expérimentalement et
sa distribution théorique selon le modèle Markovien. Si la p-value est supérieur
à 0.05 alors l’hypothèse de conformité est vérifiée.
Pour réaliser ce test, nous avons choisi l’état eˆi ayant le nombre le plus élevé de
visites pendant l’étape de décodage. Nous avons appliqué ce test avec différentes
configurations du système MMC. D’abord, nous avons conçus plusieurs versions du
vecteur de caractéristiques basées sur la signature du geste extraite de la vitesse
des flots optiques et sur les informations extraites des HOG expliquées dans la
sous-section 5.2.3. Ensuite, quand la configuration du vecteur de caractéristiques
change, il est nécessaire de changer le nombre de trames par état fe pour avoir de
meilleurs performances de reconnaissance. Pour chaque configuration du vecteur
de caractéristiques, nous avons appliqué le test de Kolmogorov-Smirnov sans et
avec adaptation de la variance des gaussiennes.
La figure 5.13 représente le résultat du test de Kolmogorov-Smirnov pour un
système MMC avec 6 configurations différentes du vecteur de caractéristiques sans
et avec adaptation des gaussiennes. Les 6 configurations sans adaptation sont re-
présentées sur la figure par les abscisses de 1 à 6, et les mêmes configurations avec
adaptation sont représentées par les abscisses de 7 à 12 selon le même ordre. Nous
remarquons que la p-value des configurations sans adaptation est presque nulle,
tandis que la p-value des configurations avec adaptation s’approche du seuil
0.05 et le dépasse pour certaines configurations, ce qui montre que l’hypothèse
de conformité est bien vérifiée pour ces dernières configurations. Ces dernières
configurations représentent des vecteur de caractéristiques basés que sur les in-
formations des flots optiques. Nous rappelons que quand la p-valueest supérieur
à 0.05, la distribution du temps de séjour à laquelle appartient l’échantillon testé
est conforme à une lois géométrique, ce qui signifie que le modèle MMC testé est
bien un modèle générique. Ainsi, le fait d’unifier les variances des gaussiennes et
de les remplacer par une moyenne des variances rend bien le modèle MMC adapté
au cadre d’apprentissage avec un seul exemple.
5.6.2 Le test de Student unilatéral
Afin de confirmer que les performances de reconnaissance de notre système
hybride dépassent significativement les performances des MMC et des CAC clas-
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Figure 5.13 – La p-valuedu test de Kolmogorov-Smirnov calculé pour l’état le
plus visité pour différentes configurations du modèle MMC
siques, nous comparons les erreurs globales associées L (équation 5.11). L est une
moyenne de l’erreur calculée sur l’ensemble des 20 bases de données devel conte-
nant en total 750 séquences de test. Nous calculons également la variance associée
σL et nous appliquons la formule 5.12 du test de Student pour chaque couple de
systèmes testés. En cherchant dans la table de la loi de Student, la valeur ts(D)
doit dépasser une valeur tα à laquelle correspond une erreur α. Ayant cette condi-
tion, le niveau de confiance obtenu selon un test unilatéral appuie l’hypothèse que
la moyenne d’erreur L1 est significativement différente de la moyenne d’erreur L2.
ts(D) =
|L1(D)− L2(D)|√
σ2L1(D) + σ
2
L2(D)
√
|D| − 1 (5.12)
Pour une taille de données égale à 750, nous montrons avec le test de
Student unilatéral que les performances de reconnaissance de notre modèle hy-
bride CAC/MMC dépassent significativement les performances de reconnaissance
des deux modèles classiques MMC et CAC. Les performances des CAC/MMC dé-
passent les performances des MMC adaptés 12 avec un niveau de confiance de 99%
(ts(D) = 2, 525001) et dépassent les performances des CAC adaptés 12 avec un
niveau de confiance de 99.5% (ts(D) = 4, 456314).
12. L’adaptation mentionnée est l’adaptation du modèle au cas de l’apprentissage avec un
seul exemple.
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Conclusion
Dans ce chapitre, nous avons présenté un nouveau système hybride de re-
connaissance des gestes CAC/MMC. Nous avons montré que cette combinaison de
modèles markoviens renforce les avantages de chaque modèle et compense leurs
inconvénients. Le cadre applicatif de nos systèmes de reconnaissance est l’appren-
tissage avec un seul exemple. Nous avons appliqué des méthodes d’adaptation de
ces systèmes markoviens pour renforcer leur capacité de reconnaissance avec peu
de données d’apprentissage. Nous avons présenté également un nouveau modèle
de caractérisation des gestes qui est une signature de geste fondée sur les flots
optiques.
Nous avons montré que ces modèles de caractérisation et de reconnaissance
des gestes forment un système hybride robuste de reconnaissance qui ouvre de
nouvelles perspectives pour les modèles markoviens séquentiels.
Conclusion Générale
L’analyse des gestes est un axe de recherche lié à plusieurs domaines d’interac-
tion Homme-Machine comme la traduction des langues gestuelles, les commandes
se robots et les jeux vidéos. Les techniques d’analyse des gestes sont applicables
également pour la gestion des documents vidéos. C’est dans ce cadre que nous
avons effectué notre étude. Les types de gestes étudiés ne sont pas limités à une
catégorie précise. La problématiques que nous avons posée au début de cette thèse
était la modélisation spatiotemporelle des données séquentielles, notamment les
gestes.
Pour répondre à cette problématique, nous avons élaboré un modèle hybride
markovien CAC/MMC pour la reconnaissance de gestes. Ce système hybride com-
bine un modèle discriminant les données de type champ aléatoire conditionnel et
un modèle génératif de type MMC qui permet de contrôler le processus de recon-
naissance par un modèle probabiliste agissant comme un modèle de langage. Le
principe de ce modèle est d’intégrer les probabilités à posteriori, calculées par les
CAC, dans le processus de décodage des MMC en remplaçant le modèle d’attache
aux données gaussien. Ce modèle hybride combine la capacité de segmentation et
de structuration globale des MMC et la capacité de discrimination locale des CAC.
Nous avons testé nos systèmes sur les données de la compétition
ChaLearn 2011-2012 « Gesture Challenge 1-2 » qui a pour contrainte supplémen-
taire de ne fournir qu’un seul exemple d’apprentissage de chaque classe de geste.
Nous avons conçu ainsi une méthode d’adaptation des MMC et des CAC à ce cadre
applicatif. Nous avons adapté les MMC à travers l’unification des valeurs des va-
riances du modèle d’attache aux données gaussien. Les CAC ont été adapté avec
la quantification des valeurs continues des caractéristiques observées.
Nous avons montré à travers nos expérimentations l’efficacité de ces adapta-
tions. Nous avons montré également l’efficacité du modèle hybride proposé, les
CAC/MMC. Ses performances de reconnaissance dépassent les performances de re-
connaissance des MMC et des CAC classiques ou adaptés. De plus, nous avons montré
que les CAC/MMC sont robustes aux variations du nombre d’états correspondant aux
sous-classes des gestes, à la variation de la durée du geste, à la variation du vec-
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teur de caractéristiques et au manque des données d’apprentissage. Le système
d’évaluation de la compétition ChaLearn a classé les résultats de reconnaissance
de notre système hybride en 7ème position. Nous avons réussi à atteindre ce clas-
sement en utilisant uniquement les données en format RGB.
Nous avons conçu un modèle de caractérisation du mouvement que nous avons
appelé la signature du geste. Ce modèle se compose de trois catégories de carac-
téristiques : des caractéristiques de localisation, des caractéristiques d’orientation,
et des caractéristiques de vélocité de mouvement. Il est construit à partir des in-
formations de vitesse extraites avec la technique des flots optiques. À travers nos
expérimentations, nous avons montré que ce modèle de caractérisation est ca-
pable de fournir une description complète, discriminante, de faible complexité,
et robuste à des variations de couleur, de forme, de fond, etc. L’ajout d’autres
descripteurs à ce modèle de caractérisation, comme les HOG, a une influence très
faible sur les résultats de reconnaissances. De plus, nous avons montré que l’infor-
mation de la position de la main dominante fournie par les filtres particulaires est
incluse implicitement dans le modèle de signature du geste, en particulier dans
le sous-modèle de localisation du mouvement. En comparant le modèle de suivi
de la main dominante et le modèle de la signature du geste sur plusieurs niveaux
tels que les performances de reconnaissance, la complexité, l’invariance, la préci-
sion et la variété d’informations fournies, nous avons conclu que la signature du
geste s’avère plus adéquate pour la caractérisation des gestes pour la tâche de
reconnaissance envisagée.
Néanmoins, nos contributions réalisées pour le suivi des geste restent appli-
cables dans d’autres domaines de suivi utilisant les filtres particulaires comme
la vidéo-surveillance, la navigation des robots, le contrôle du trafic des voitures,
etc. Notre contribution principale dans ce contexte a été l’élaboration d’un mo-
dèle de pénalisation des particules basé sur les flots optiques afin d’améliorer le
suivi. Nous avons également proposé une méthode de construction automatique
d’un vocabulaire de référence de la cible suivi, sans avoir recours à une phase
d’apprentissage. À travers les expérimentation réalisées, nous avons montré que
les contributions apportées aux filtres particulaires améliorent la qualité du suivi
par rapport aux filtres particulaires classiques et permettent au filtre de suivre les
mouvements rapides et irréguliers de la cible. Afin d’éliminer le risque de confu-
sion dans le cas de présence de différents objets similaires mobiles dans la scène,
il est s’avère nécessaire d’appliquer une méthode de suivi multiple. Il existe des
variantes des filtres particulaires pour le suivi multiple et leur étude représente
une perspective intéressante de notre travail de suivi des gestes.
Une deuxième perspective intéressante dans la continuation de notre travail de
reconnaissance de gestes concerne la tâche de détection de gestes, ce qu’on appelle
le « spotting » de gestes. La détection des gestes s’applique dans les contextes de
gestion des documents vidéo tels que la recherche des vidéos et la catégorisation
114
et l’indexation des vidéos. La tâche de détection des gestes consiste à localiser et
étiqueter des gestes spécifiques dans des vidéos quelconques contenant d’autres
informations que l’information recherchée. Notre modèle de reconnaissance serait
applicable dans ce cas en représentant les faux exemples par une classe complé-
mentaire au vocabulaire des gestes à détecter.
Enfin, nous avons montré dans cette thèse les capacités des systèmes marko-
viens à modéliser et gérer les variations spatiotemporelles des données séquen-
tielles, notamment les gestes. L’évolution de la modélisation de l’activité humaine
participe à l’évolution des techniques de vision par ordinateur et par la suite
participe à l’évolution des systèmes d’interaction Homme-Machine.
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A.1 Filtre de Kalman
A.1.1 Théorie
Les filtres de Kalman [66] définissent les fonctions de transition f et d’observation g
d’une manière déterministe linéaire selon les équations suivantes :
Yt = FtYt−1 + bt (A.1)
Xt = GtYt + ct (A.2)
où Ft et Gt sont deux matrices et bt et ct sont deux vecteurs de bruits. Si les bruits
sont gaussiens, le filtre de Kalman donne une réponse optimale au problème. Le but est
d’estimer Yt à chaque instant t selon deux procédures : une procédure de prédiction
(équation A.3) et une procédure de correction (équation A.4).
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Y˜t = FtYˆt−1 (A.3)
Yˆt = Y˜t + kt(Xt −GtY˜t) (A.4)
où Y˜ est une estimation intermédiaire prédite par l’équation de transition A.3 et kt
est un scalaire appelé gain de Kalman, il permet de favoriser la prédiction ou l’observation
selon sa valeur. Le coefficient Xt −GtFtYˆt−1 est appelé innovation.
Les terme bt de l’équation de prédiction et ct de l’équation de correction peuvent
s’écrire bt = b′t + b′′t et ct = c′t + c′′t . b′t et c′t sont deux vecteurs et b′′t et c”t sont deux
vecteurs de bruits blancs gaussiens centrés. Ft, Gt, b′t et c′t sont des données du système
connues a priori. Les matrices de covariances de b′′t et c′′t respectivement notées Qt et Rt
sont supposées connues également. Les bruits sont par hypothèse indépendants. Y0 est
également connu. Le système peut s’écrire sous forme probabiliste :
Y0 ∼ N (Y0, Y¯0,Σ0) (A.5)
Yt|Yt−1 ∼ N (Yt, FtYt + b′t, Qt) (A.6)
Xt|Yt ∼ N (Xt, HtYt + c′t, Rt) (A.7)
avec ∀t, Y¯t est l’espérance de Yt et Σt est la covariance de Yt. L’espérance et la
covariance suffisent pour caractériser entièrement la densité de filtrage, ce sont alors les
paramètres à estimer avec le filtre de Kalman. Les deux étapes principales du filtre de
Kalman définies par les équations de prédiction et de correction sont ainsi formulées
comme suit où l’indice t|t′ désigne que la variable est calculée au temps t sachant les t′
premiers valeurs :
Étape de prédiction
Y¯t|t−1 = FtY¯t−1|t−1 + b′t (A.8)
Σt/t−1 = FtΣt−1FTt +Qt (A.9)
Étape de correction
Kt = Σt|t−1GTt (GtΣt|t−1G
T
t +RT ) (A.10)
Y¯t|t = Y¯t|t−1 +Kt[Yt − (GtX¯t|t−1 + ct)] (A.11)
Σt|t = (Id−KtGt)Σt|t− 1 (A.12)
Lorsqu’on présente le filtre de Kalman en utilisant la théorie de l’estimation, la ma-
trice Σt|t est souvent appelée matrice de covariance de l’erreur. La trace de cette matrice
est égale à l’erreur au sens des moindres carrés entre l’état et son estimée.
Ce que nous venons de présenter est la variante simple des filtres de Kalman carac-
térisée par un calcul linéaire. Cette variante estime la loi conditionnelle d’un processus
d’état sachant un processus observation d’une manière exacte et rapide lorsque les dy-
namiques de l’état et de l’observation sont linéaires et gaussiennes. Dans le cas général,
lorsque la contrainte de linéarité est difficile à satisfaire, deux autres variantes des filtres
de Kalman sont proposées avec une modélisation non-linéaire plus flexible.
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A.1.2 Variantes
Les filtres de Kalman étendus reposent sur une modélisation non-linéaire des re-
lations de transition (prédiction) et d’observation (correction). Le développement de Tay-
lor est utilisé pour approximer les fonctions ft et gt par des modèles non-linéaires. Ft et
Gt sont définies par des matrices Jacobiennes :
Ft ≈ df
dYt
∣∣∣∣
Yt=Yˆt−1
(A.13)
Gt ≈ dg
dYt
∣∣∣∣
Yt=Yˆt−1
(A.14)
Néanmoins, le calcul de ces matrices Jacobiennes est coûteux et l’approximation de
Taylor n’est pas toujours satisfaisante.
Le filtre de Kalman sans parfum (unscented Kalman filter) tente de surmonter
ces défauts en modélisant la non-linéarité des relations de transition et d’observation
à travers une approximation de la distribution de filtrage à l’aide de l’échantillonnage
déterministe sigma-points. Le formalisme d’échantillonnage sigma-points calcule 2n + 1
échantillons y(i)t−1 et un poids associé w
(i)
t−1 tel que n est la dimension du vecteur Yt :

y
(0)
t−1 = Y¯t−1 w0 =
k
n+k , i = 0
y
(i)
t−1 = Y¯t−1 + (
√
(n+ k) + ΣYt−1) wi =
1
2(n+k) , 1 ≤ i ≤ n
y
(i)
t−1 = Y¯t−1 − (
√
(n+ k) + ΣYt−1) wi =
1
2(n+k) , (n+ 1) ≤ i ≤ 2n
(A.15)
L’ensemble d’échantillons à l’instant t, yt, dépend de l’ensemble des échantillons à
l’instant t − 1, yt−1, d’une manière déterministe à travers une fonction non-linéaire f :
y
(i)
t = f(y
(i)
t−1). En supposant que Yt|Yt−1 suit une loi Gaussienne, il suffit de calculer la
moyenne Y¯t et la covariance Σt de Yt :
Y¯t =
2n∑
i=0
w
(i)
t y
(i)
t (A.16)
Σt =
2n∑
i=0
w
(i)
t
[
(y
(i)
t − Y¯t)(y(i)t − Y¯t)T
]
+Qt (A.17)
Cette procédure de transformation sans parfum est appliquée également à l’équation
d’observation (2.4).
Li et al [79] ont appliqué le filtre de Kalman sans parfum au suivi des objets
par contour. Leurs expériences montrent que les performances de cette variante sont
meilleures que les performances des filtres de Kalman. Cependant, ils concluent que les
filtres particulaires donnent des résultats encore meilleurs.
Le filtre particulaire se base d’une manière analogue au filtre de Kalman sans parfum
sur le principe d’échantillonnage sauf que la génération des échantillons à l’instant t dé-
pend des échantillons calculés à l’instant t−1 d’une manière implicite. L’échantillonnage
des Y (i)t suit une densité de probabilité dont la moyenne est calculée en fonction des
Y
(i)
t−1. Dans le cas des filtres de Kalman sans parfum, les échantillons Y
(i)
t s’expriment
explicitement en fonction des échantillons Y (i)t−1 à travers une fonction f .
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A.2 Camshift : Continously Adaptative Mean Shift
A.2.1 Principe du Camshift
La méthode du Camshift [20] se base sur le même principe que la méthode de Mean-
Shift, présentée dans la sous-section A.2.2, avec adaptation de la fenêtre de recherche. La
méthode du Camshift peut être utilisée pour la segmentation d’un objet dans une image
fixe comme elle peut être utilisée pour le suivi d’un objet sur une séquence d’images.
Dans le premier cas, l’algorithme du Mean-Shift est lancé à chaque itération en faisant
augmenter la taille de la fenêtre de recherche d’une itération à l’autre. L’algorithme 6
représente l’algorithme du Camshift sur une image fixe.
1 Initialisation, t = 0 :
2 Initialiser max0
3 tant que maxt+1 −maxt > 1 faire
4 l = 0 ; tant que max(l+1)t −max(l)t > 2 faire
5 Calculer pour tout xi ∈ V (max(l)t ) le poids
K(xi −max(l)t ) = ec||xi−max
(l)
t ||2
6 réestimer le maxima max(l+1)t =
∑
xi∈V (max
(l)
t )
K(xi−max(l)t )xi∑
xi∈V (max
(l)
t )
K(xi−max(l)t )
7 fin tq
8 V (maxt+1) = V (max
(l)
t ) ∪ V ′(max(l)t )
9 fin tq
10 Fin
Algorithm 6: Camshift sur une image fixe
V ′(maxt) est un sous-ensemble de l’ensemble complémentaire de V (maxt). Dans le
cas de la segmentation dans une images, V ′(maxt) représente un agrandissement de la
fenêtre de recherche.
Dans le cas du suivi, le Camshift peut être lancé pour chaque image en prenant
comme position initiale du maxima la position de l’objet suivi dans l’image précédente.
A.2.2 Principe du Mean-Shift
Le Mean-Shift [42] est une technique non-paramétrique d’analyse d’un espace de
caractéristiques. Elle permet de localiser le maxima max (mode) d’une fonction de pro-
babilité à partir d’un ensemble d’échantillons. Son principe se base sur une estimation
itérative du maxima en utilisant une fonction noyau K qui est en général gaussienne
(algorithme 7).
1 Initialisation, t = 0 :
2 Initialiser max0
3 tant que maxt+1 −maxt >  faire
4 Calculer pour tout xi ∈ V (maxt) le poids K(xi −maxt) = ec||xi−maxt||2
5 réestimer le maxima maxt+1 =
∑
xi∈V (maxt)K(xi−maxt)xi∑
xi∈V (maxt)K(xi−maxt)
6 fin tq
7 Fin
Algorithm 7: Mean-Shift
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V (maxt) est un voisinage de maxt où pour tout xi ∈ V (maxt),K(xi − maxt) 6=
0. Ce voisinage se déplace avec le déplacement du maxima d’une itération à l’autre.
Parmi les applications de la méthode Mean-Shift, nous pouvons citer la segmentation,
la classification et le suivi. Dans le cas du suivi, on peut choisir par exemple la couleur
de l’objet comme caractéristique de l’objet. Pour chaque trame, pour chaque pixel de
l’image, un poids est calculé en fonction de l’histogramme couleur de l’objet. Dans le
cas de la rétro-projection [129] par exemple, ce poids représente le nombre de pixels
ayant la couleur de ce pixel. Ainsi, l’image rétro-projetée représente des valeurs élevées
au niveau des régions ayant une couleur proche de la couleur de l’objet suivi. Cette
image rétro-projetée présente l’entrée de l’algorithme Mean-shift. Le Mean-Shift cherche
ensuite le peak des poids à proximité de l’ancienne position de l’objet dans l’image.
L’algorithme 7 est lancé pour chaque trame où max0 prend la position de l’objet dans
la trame précédente. Le voisinage V (maxt) est représenté par une fenêtre de recherche
de taille fixe qui est déplacée sur l’image en recentrant son centre selon le principe de la
méthode Mean-Shift.
