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We present a design for a tunneling-current-assisted scanning near-field microwave microscope.
For stable operation at cryogenic temperatures, making a small and rigid microwave probe is im-
portant. Our coaxial resonator probe has a length of approxomately 30 mm and can fit inside the
2-inch bore of a superconducting magnet. The probe design includes an insulating joint, which
separates DC and microwave signals without degrading the quality factor. By applying the SMM
to the imaging of an electrically inhomogeneous superconductor, we obtain the spatial distribution
of the microwave response with a spatial resolution of approximately 200 nm. Furthermore, we
present an analysis of our SMM probe based on a simple lumped-element circuit model along with
the near-field microwave measurements of silicon wafers having different conductivities.
I. INTRODUCTION
A scanning near-field microwave microscope (SMM)
enables local electrical characterization with a spatial
resolution beyond the diffraction limit. Since the first
SMM was produced by Ash and Nicholls [1], various
such instruments have been reported. They are divided
into two categories; apertured [1–3] and apertureless
probes [4]. Recent progress has mainly been on the lat-
ter type. The spatial resolution of the apertureless-type
SMM has significantly improved by precise control of the
tip-sample distance. Using the feedback control circuits
of a scanning tunneling microscope (STM-SMM [5–7])
and an atomic force microscope (AFM-SMM [8–12]), a
nanometer-scale contrast of material properties can be
obtained. In addition, it has been suggested that STM-
SMM allows us to obtain an atomic-resolution microwave
image using tunneling impedance [7, 13].
Such SMMs have already been used for condensed mat-
ter research to evaluate the sheet resistances of metal ox-
ide thin films [3, 14], superconductors [15, 16] and combi-
natorial materials [17, 18]. The value of the SMM will be
further enhanced by cryogenic applications, and provide
us with insights regarding the origin of various physical
phenomena. In fact, cryogenic SMM has revealed that
intrinsic inhomogeneity is related to the metal-insulator
transition [19, 20] and phase separation [21, 22]. Addi-
tionally, SMM is expected to serve as a tool for locally
studying inhomogeneous superconductors such as high-
Tc cuprate in the pseudogap phase [23, 24] and vortex
matter [25, 26] because the microwave response directly
reflects the low-energy quasiparticle dynamics [27, 28].
In this paper, we present the design of a low-
temperature-compatible STM-SMM utilizing a coaxial
resonator probe. We achieve stable operation at cryo-
genic temperature by designing a small and rigid mi-
crowave probe. We also present the analysis of our SMM
probe based on the simple lumped-element circuit model.
Although we need a simulation method such as finite
element method [29] for rigorous analysis, the lumped
parameter model is useful for semi-quantitatively under-
standing the behavior of resonator probes.
II. APPARATUS
Figure 1(a) shows our SMM head, which mainly com-
prise a resonator probe, a piezo scanner, and body parts.
The outer diameter at the thickest part is set to 50 mm to
fit inside a superconducting magnet for the future exper-
iment under magnetic field. The body parts machined
from oxygen-free copper (OFC) or brass form a coarse
approaching mechanism, which is in direct contact with
liquid helium at the upper flange to strongly cool the
resonator probe.
The resonator probe (fig. 1(b)) was also made of OFC.
It is similar to the often-used coaxial resonator [4], ex-
cept that the central conductor is divided into two parts.
There is a small hole at the tapered end of the upper
part. A sharpened metal tip is connected to this hole
and protrudes out of the aperture of the outer conduc-
tor to simultaneously detect the tunneling current and
microwave response. We use a mechanically cut or elec-
trochemically etched Pt-Ir wire as a tip, whose curvature
at the end (rtip) is approximately 100 nm. The upper
part is glued to the bottom part with insulating varnish.
The shielded cable for the tunneling current detection is
inserted through the hole of the bottom part, and then is
soldered to the post of the upper part. While this design
separates the tunneling current and microwave circuits,
it is not suitable for operation in the lowest transverse
electromagnetic (TEM) λ/4 mode (where λ is the wave-
length) because of the considerable energy loss at the
joint part. Instead, we use the second-lowest TEM 3λ/4
2FIG. 1. (a) Side (left) and cross-sectional (right) views of the
SMM head. (b) Schematic of the coaxial resonator probe.
(c) Simulation of the oscillating electric and magnetic fields
inside the coaxial resonator probe. The red and blue color
show the sign of the field direction. The dashed line in the
right figure corresponds to the position of the insulating joint.
mode at f0 = 2π/ω0 = 10.7 GHz. Figure 1(c) shows the
distribution of the electromagnetic field inside the res-
onator. In this mode, the electric and magnetic fields are
almost confined to the radial and the angular direction,
respectively. The oscillating magnetic field has a node.
The energy loss is significantly reduced by adjusting the
joint position at this node. Consequently, we can main-
tain a high quality factor Q. The unloaded quality factor
of the resonator is Q0 =1200-1300 at room temperature
and Q0 >2000 below liquid nitrogen temperature.
Semi-rigid coaxial cables (0.085 inches in diameter)
are used for transmission and coupling to the resonator.
These cables are thermally anchored to the body part.
Sample and tip interchange is performed by disconnect-
ing the SMA connectors. After a sample is set, the vac-
uum can is sealed with indium wire; then, it is evacuated
and helium is used as exchange gas.
The measurement system comprises STM and mi-
FIG. 2. The schematic of the control circuit for SMM using
FFC. Either the tunneling current or Q is used as a feedback
signal.
crowave circuits. A commercial STM controller (RC4
and SC4 by SPECS Surface Nano Analysis GmbH) is
used to control tunnel current feedback. The quality
factor, Q, and resonant frequency shift, ∆f , are mea-
sured either by acquiring the transmission spectrum us-
ing a PNA network analyzer or by the frequency feedback
circuit (FFC) [30]. In the latter method, a frequency-
modulated (FM) microwave with a frequency expressed
as fc+D cos(2πfmt) (where fc, fm, and D are the carrier
frequency, modulation rate, and frequency deviation, re-
spectively) is used (fig. 2). The modulation is controlled
by the DC-coupled external bias circuit. When fc coin-
cides with the resonant frequency of the coaxial probe,
the transmitted power oscillates with a frequency of 2fm,
which is converted into a voltage signal, V2f (∝ Q) by the
diode detector (Agilent 8473C). Otherwise, the compo-
nent oscillating with fm (Vf ) becomes large. By feedback
control minimizing Vf , fc is locked at f0. The advan-
tage of the FFC method over the method that uses a
PNA network analyzer is its high speed. In addition, the
FFC method allows us a tip-sample distance control not
only by STM feedback (constant current mode) but also
by keeping Q constant (constant Q mode) [22]. How-
ever, since the phase-locked loop inside the microwave
source (HP83630A) should be open when the modula-
tion is controlled by an external circuit, a drift of the
source frequency arises. A typical drift rate is approxi-
mately 10 kHz/min, and its influence is corrected after
data acquisition. In this work, SMM is always operated
at f0. It should be mentioned that there are other studies
that use slight off-resonant excitation to optimizing the
measurement condition [31, 32].
Figure. 3(a)-(c) show example images taken by our
3FIG. 3. Simultaneously acquired (a) topography; (b) quality
factor; and (c) frequency shift image of the cleaved surface of
Bi2Se3 single crystal.
SMM. The sample is cleaved Bi2Se3 and a temperature
is 77 K. The Q and ∆f images are raw images with-
out any geometrical corrections, whereas a tilt correc-
tion is applied for topography. These are obtained using
the PNA network analyzer; hence, these are free from
the frequency drift of the microwave source. Therefore,
these images directly reflect the performance of our SMM
probe. Since this sample is homogeneous, Q and ∆f are
constant in most regions. The resonant characteristics
change only at the edges of the terraces. These changes
are related to the change in the capacitance between the
tip and sample, Cx, which will be discussed later. Despite
the long measurement time of approximately an hour, we
obtain images without any drift of the microwave proper-
ties, indicating the high long-term stability of our SMM
probe.
III. ANALYSIS
To discuss the change in the resonant characteristics
caused by samples having different conductivities, we
first model the resonator probe by a distributed constant
circuit; then, we simplify it using a lumped parameter
circuit. The coaxial resonator is equivalent to a trans-
mission line resonator described in fig. 4(a). The left side
corresponds to the tip end of the resonator. γ(= α+ jβ)
is a propagation constant, with α being an attenuation
constant related to the loss in the transmission line and
β being a phase constant equal to 2π/λ for air.
In transmission line theory, the input impedance at the
position l away from the load impedance, Zload, is
Zin = Z0
Zload + Z0 tanh γl
Z0 + Zload tanh γl
. (1)
Where Z0 is the characteristic impedance of the trans-
mission line, which is expressed as
Z0 =
√
µ
ǫ
ln b/a
2π
. (2)
In our case, Z0 = 70 Ω using a ratio of the outer diameter
to the inner one of b/a = 3.3. Since the resonator is
FIG. 4. (a) The equivalent trasmission line and (b) the
lumped element circuit of the coaxial resonator.
closed at the right end, the impedance on the right-hand
side of the dashed line in fig. 4(a) is
ZR = Z0
tanhαl + j tanβl
1 + j tanhαl tanβl
. (3)
When the transmission line is lossless (α = 0), we obtain
ZR = jZ0 tanβl. (4)
When a sample is absent, the impedance of the tip end,
ZL, is ZL = ∞. From the resonant condition met when
ZR + ZL = 0, we obtain
l =
λ
4
(2n− 1) (n = 1, 2, 3 · · ·) (5)
The TEM 3λ/4 mode corresponds to the case of n = 2.
Next, we discuss the quality factor of the resonator by
considering a finite transmission-line loss. When the loss
is small (αl ≪ 1), ZR is expressed as
ZR = Z0
αl cotβl + j
cotβl + jαl
. (6)
Near the resonant frequency ω0, ZR of a TEM 3λ/4 res-
onator is
ZR = Z0
1 + 3jαlπ∆ω/2ω0
αl + 3jπ∆ω/2ω0
≃ Z0
αl + 3jπ∆ω/2ω0
, (7)
where ∆ω (∆ω/ω0 ≪ 1) is the deviation from the res-
onant frequency. This formation is equivalent to the
input impedance of the lumped RLC parallel circuit,
Zin = (R
−1 + 2j∆ωC)−1, whose quality factor and reso-
nant frequency are Q = ω0RC and ω0 = 1/
√
LC, respec-
tively. Therefore, our resonator probe can be simplified
by the lumped element circuit shown in fig. 4(b). The
corresponding R and C components can be determined
as
R =
Z0
αl
=
2Z0Q
βl
=
2× 70× 2000
3π/2
= 6× 104 Ω, (8)
C =
3π
4ω0Z0
= 0.5 pF. (9)
Here we use Q in the cryogenic environment, Q0 = 2000.
4FIG. 5. (a) σ-dependences of Q and ∆f for different Cx
values. (b) σ2-dependences of Q and ∆f . Cx = 0.1 fF was
used for this calculation.
The tip-sample interaction is modeled by the series of
the near-field impedance of a sample and the coupling
capacitance, Zload = Rx +1/jωCx. For conducting sam-
ples, Rx is roughly approximated as Rx = 1/σrtip, where
σ is the DC conductivity. Cx is calculated to be on the or-
der of 0.01 fF by applying a parallel-plate approximation
(Cx ≈ ǫ0πr2tip/h, where ǫ0 is the dielectric permeability
in vacuum and h is the tip height from the surface). By
a straightforward calculation, we obtain the changes in
Q and the resonant frequency as follows:
∆Q
Q0
≃ − (ωCxR)(ωCxRx)
1 + (ωCxR)(ωCxRx) + (ωCxRx)2
, (10)
∆f
f0
≃ −Cx
2C
. (11)
Q exhibits a minimal value when ωCxRx = 1 (fig. 5(a)).
On the other hand, ∆f exhibits a monotonous Rx de-
pendence.
In applications to superconductors, we need to con-
sider the contribution of the imaginary part of complex
conductivity, σ˜ = σ1 + jσ2. Since σ1 and σ2 are re-
spectively proportional to the normal fluid and super-
fluid density, σ1 ≪ σ2 at a temperature sufficiently lower
than Tc. Figure 5(b) shows the σ2-dependence of the res-
onant characteristics at fixed σ1. Q shows monotonous
change against σ2 with a maximum slope (dQ/dσ2) at
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FIG. 6. The tip height-dependences of Q and ∆f measured
for silicon wafer samples with different conductivities.
σ1 = σ2 and approaches the value at the unloaded con-
dition when σ1 ≪ σ2. On the contrary, ∆f shows non-
monotonous change against σ2. The characteristic be-
havior is also observed at σ1 = σ2 as a peak. It is note-
worthy that one cannot distinguish superconducting and
non-superconducting phases only by a frequency mea-
surement because a difference of less than < 1 kHz in
∆f is beyond the frequency resolution of our setup. On
the contrary, a 0.1 %-difference in Q between the super-
conducting and metallic limits is detectable.
To examine the model’s usefulness, we measure the
near-field response of bulk silicon wafers with different
conductivities at room temperature. Figure 6 shows the
h-dependencies of the resonant characteristics. Different
tips (A and B) are used in the left and right figures.
Q is normalized by the values at h = 100 nm. Both Q
and ∆f monotonically decrease as the tip approaches the
sample because of the increase of Cx. When we compare
the data with the value at h = 0, we find a remarkable
difference between the semiconducting samples (σ = 10-
20 S/m) and the metallic ones (σ = 103 S/m, 104 S/m) ;
the change in Q is larger for the semiconducting samples,
while the change in ∆f is larger for the metallic samples.
For the insulating sample (σ = 0.1 S/m), both Q and
∆f exhibit their smallest h-dependencies. The lumped
element model predicts that the change in Cx will be
the dominant factor affecting ∆f (Eq. 11). ∆f below
h = 100 nm corresponds to the 0.01-0.1 fF change in Cx,
which is of the same order as the calculated value with a
simple parallel-plate approximation.
The lumped element model semi-qualitatively explains
the behavior of the SMM probe. However, it is too sim-
plified for quantitative discussion. We assume that the
electromagnetic field is tightly localized around the tip
with a decaying length comparable to rtip. In reality, the
field decays in a power-law manner [33]. A more rigor-
ous model requires modifying the expression for the load
impedance, for which the tip geometry and field distri-
bution are considered [29].
5IV. IMAGING
To evaluate the performance of SMM at cryogenic tem-
perature, we measure the spatial distribution of the mi-
crowave response of a single crystal of the iron chalco-
genide superconductor Fe(Se,Te) with a PbO struc-
ture [34]. The sample is grown by the Bridgeman method
from starting materials with a nominal Se:Te ratio of
0.4:0.6. Although the annealed crystal exhibits perfect
shielding below Tc = 14 K [28], the unannealed crystal
separates into superconducting and non-superconducting
phases having different chemical composition [35–37].
The origin of the phase separation is considered to
be a large difference in the Fe-Se and Fe-Te bonding
lengths [38].
Figure 7 shows the surface topography and spatial de-
pendence of Q for Fe(Se,Te), acquired in the constant
current mode. The most typical images are figs. 7(a)
and 7(b). The surface roughness is less than 5 nm. The
changes in the areas where topographical changes are ob-
served are attributed to the abrupt change of Cx. As dis-
cussed above, near-field microwave measurement is sen-
sitive not only to Rx but also to Cx. In fact, the sharp
changes at the edges of the terraces in figs. 3(b) and 3(c)
are also attributed to the change in Cx. As Cx strongly
depends upon the tip-sample distance and geometry, even
a 1-nm step affects the microwave images. Although this
is often problematic, one can distinguish whether the con-
trast in images is related to sample properties or is only
a geometrical artifact by carefully examining the topog-
raphy and microwave image. If we find that the contrast
does not correlate with topographic change in the mi-
crowave images, we can conclude that it is caused by elec-
tric inhomogeneity. Figures. 7(c) and 7(d) are images of
the other region. In addition to the Cx-induced contrast,
we can see the changes in the microwave response that
are not correlated with topography; the contrast grad-
ually changes from the upper left to lower right. This
change is considered to be related to the inhomogeneous
Rx.
The more effective method for separating the topo-
graphical and electrical contrast requires slight modifica-
tion of the measurement system from the constant cur-
rent mode. In this method, we select Q as a feedback
signal instead of the tunneling current. The tunneling
current is monitored only so that the tip does not con-
tact the sample. h changes depending upon the local
material property while Q is kept constant. Since ∆f
largely depends on h, it exhibits significant changes only
when the tip crosses a boundary between regions with
different conductivities. As a result, a qualitative image
is obtained. The advantage of this scanning mode is that
the topographical information is largely eliminated in the
obtained image. We can avoid the influence of the fluctu-
ation of Cx by setting h higher than the constant current
mode (typically h = 10-20 nm).
Figure 8(a) is the frequency image acquired in the con-
stant Q mode for the same region as area 2 in fig. 7.
FIG. 7. (a)-(d) Topographies and Q images of Fe(Se,Te) ac-
quired in a homogeneous area (area 1) and an inhomogeneous
area (area 2).
The topographic contrast that was present in the con-
stant current image (fig. 7(d)) has disappeared. As a
result, we can find the boundary between two different
phases. Fig. 8(c) shows the h dependencies of the mi-
crowave response at positions corresponding to A-D in
fig. 8(a). The sharp change below h = 5 nm is caused
by a polluted layer on the sample surface. What is im-
portant is the behavior above h = 5 nm. Q in the blue
region (positions A and B) is higher than that in the
red region (positions C and D), and its difference is ob-
served even at h = 100 nm. Since the length scale of
the near-field microwave is approximately rtip + h when
the tip is at height h [33], these data indicate that the
length scale of electric inhomogeneity is much larger than
100 nm. On the contrary, the h dependencies of the
frequency shift does not exhibit a significant difference
between the two regions. The change solely observed
in Q suggests that the contrast is related to the differ-
ence in σ2. As shown in fig. 5(b), high Q is observed in
the superconductive region, while the superconductivity
hardly affects ∆f . Therefore, in fig. 8(a), the upper-left
and lower-right regions correspond to the superconduct-
ing and non-superconducting regions, respectively.
As the tip crosses the boundary between different
phases, the change in the microwave response occurs
within a width of 200 nm (fig. 8(b)). If we assume that
the sample has a well-defined boundary and that the elec-
trical property is homogeneous in each region, this indi-
cates that the spatial resolution is no worse than 200 nm.
This value is consistent with the curvature of the tip.
6FIG. 8. (a) The frequency image acquired in the constant Q
mode for the same region as the area 2 in fig. 7. (b) The line-
cut between the positions A and D in (a). (c) The tip height-
depedences of V2f(∝ Q) and the resonant frequency at the
positions A-D. The offset frequency, foffset = 10.720974 GHz,
is subtracted from the data for clarity.
The use of sharper tips is indispensable for further im-
provement of the spatial resolution. However, it is ex-
pected that spatial resolution does not improve linearly
with rtip decreases. At small rtip values, the near-field
response is very small because of the weak coupling be-
tween the tip and sample. In such a situation, we have to
consider the proximity effect, i.e., the contribution from
an additional capacitive component that arises from a
finite aspect ratio of the tip.
The combination of CC and CQ scanning modes is
applicable also for distinguishing semiconducting phase
from metallic phase. Our previous studies have revealed
web-like mesoscopic phase separation in KFexSe2 at room
temperature [21, 22].
V. SUMMARY
We have developed the low-temperature compatible
STM-SMM. The modified coaxial resonator probe al-
lows STM operation without sacrificing the high Q fac-
tor. The behavior of the SMM probe was described by
the lumped element circuit, which was confirmed by the
near-field response to silicon wafers having different con-
ductivities. We also demonstrated that STM-SMM can
be used for the study of inhomogeneous superconductors
using two scanning modes. The spatial resolution is ap-
proximately 200nm at this time, which is as high as that
in previous reports [6, 39].
A challenge for the future is to combine microwave
measurement with local tunneling spectroscopy [6]. Since
both the local density of states and microwave conductiv-
ity are important for understanding the nature of quasi-
particles in the superconductor, STM-SMM will be a use-
ful tool for studying nanoscale inhomogeneity and the
vortex state in superconductors.
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