The new economic geography literature provides a general equilibrium framework that explains the emergence of economic agglomerations as a trade-off between increasing returns at the firm level and transportation costs related to the shipment of goods. The existence and uniqueness of short-run equilibria of this model has been shown for the case of two regions. The proposed approach employs the differential evolution algorithm to obtain estimates of the Lipschitz constant and the infinity norm of the function along the boundary and utilizes these values to investigate the existence of solutions of a function, and the computational burden of computing the topological degree of this function. This approach is employed to investigate the existence of short-run equilibria for more than two regions using fixed point and topological degree theory, as well as, the differential evolution algorithm. Irrespective of parameter settings the criteria from topological degree theory suggest that the model can have equilibria. The differential evolution algorithm identified such equilibria and for none of the parameter settings that were considered more than one equilibria were detected. The experimental results obtained also indicate that the computation of such equilibria has an exponential worst case lower bound complexity, as the model yields a function that is neither contractive, nor nonexpanding. Finally, the computation of the topological degree to identify the number of equilibria also has a very high computational cost.
Introduction
The New Economic Geography has emerged from the long-existing need to explain concentrations of economic activity. The distinction between the manufacturing sector and farm belts, the existence of cities, and the role of industry clusters, are issues that come within the scope of the New Economic Geography. The literature in the field provides a general equilibrium framework in which agglomerations of manufacturing activity emerge due to the trade-off between increasing returns at the firm level, and transportation costs [1] .
We consider a standard new economic geography model involving a finite number of regions [2, 3] , and two sectors in the economy: the agricultural sector and the manufacturing sector. In this framework, economic equilibria refer to the allocation of the factors of production (in the model the manufacturing labor force), and the set of prices, that arise by the optimal behavior of firms and consumers and yield market clearing. Short-run equilibria of the model are characterized by the fixed distribution of labor across regions, while in longrun equilibria the spatial adjustment of workers is allowed. The present paper focuses on issues relating to the existence and the computational complexity of locating short-run equilibria, which correspond to fixed points of a function.
Computing fixed points, or equivalently, solving systems of nonlinear equations has long been a topic of great interest for researchers in the field of mathematics, engineering, economics, and many other professions. Numerous problems such as finding an equilibrium, a zero point, or a fixed point, can be formulated as the problem of finding a solution to an equation of the form F (x) = p in an appropriate space. Topological degree theory provides means for examining this solution set and obtaining information about the existence of solutions, their number and their nature. The Lipschitz constant of the function, as well as the value of the infinity norm along the boundary of its domain, also provide information about the existence of solutions to the aforementioned problem. These values are also employed to determine the computational cost of computing the topological degree. The proposed approach relies on the approximation of the Lipschitz constant and the infinity norm along the boundary using an evolutionary optimization algorithm, namely the differential evolution algorithm. In particular, we estimate the modulus of continuity of the function that serves as a lower bound for the Lipschitz constant. The differential evolution algorithm is employed as the approximation of both the modulus of continuity and the infinity norm involves the minimization of non-differentiable objective functions. This approach is applied to investigating the existence and the computational complexity of locating short-run equilibria, which correspond to fixed points of a function.
The rest of the paper is organized as follows: Section 2 outlines the basic notions associated with economic geography and presents the model. Section 3 is devoted to the presentation of background material. More specifically, subsection 3.1 discusses the basic notions of topological degree theory and provides references to efficient methods for its computation. Subsection 3.2 is devoted to the presentation of algorithms for computing fixed points and their computational complexity. In subsection 3.3 we briefly describe the differential evolution algorithm, which is employed by the proposed approach to obtain approximations of the Lipschitz constant and the infinity norm along the boundary, as well as, to identify short-run equilibria of the model. Section 4 provides a detailed exposition of the proposed approach. It describes criteria, based on the value of the Lipschitz constant and the infinity norm along the boundary of the function, for the existence of solutions and discusses the corresponding complexity of computing the topological degree. Section 5 is devoted to the presentation and discussion of the experimental results. The paper ends with conclusions.
Economic Geography
Lately the increasing interest in the field of economic geography has attracted numerous scientists from various disciplines ranging from economics to regional science and geography. There is no doubt that the building of the European Union and the several policy issues which come along have contributed to boost interest in the field.
Space has always been a concern in economics. If mainstream economics has rather neglected it during the past, it is not so much because economists have been uninterested in the subject, but rather because it has remained intractable for a long time. Modeling tools that had been developed to analyze industrial organization, international trade, and economic growth, have allowed to overcome technical problems arising when dealing with imperfect competition in a general equilibrium framework, see [1] [2] [3] .
The New Economic Geography has emerged from the long-existing need to explain concentrations of economic activity. The literature in the field provides a general equilibrium framework explaining the emergence of economic agglomerations as a trade-off between increasing returns at the firm level and transportation costs related to the shipment of goods. This means that this literature provides economic motives for agglomeration rather than assuming that some regions are more productive than others ex ante. Recent work in the field has incorporated additional economic concerns into the analysis (e.g. capital, welfare analysis, expectations), while at the same time, an empirical literature testing the theory with data has emerged.
The main ingredients of the New Economic Geography are transportation costs, and the interaction of market size with increasing returns which creates a cumulative process in which larger markets attract additional economic activity. A central feature of the models in the literature is that a higher taste for product variety, a larger share of the manufacturing expenditure, and lower transportation costs, favor the emergence of agglomerations (e.g. spatial concentration of economic activities).
We consider a standard new economic geography model involving a finite number of regions, see [2, 3] . This model can be viewed as an extension of Krugman's core-periphery model [1] to the case of a spatial economy consisting of N regions. As in Krugman's original work, there are two sectors in the economy. The agricultural sector employs farmers and produces a single homogeneous good under constant returns to scale. The manufacturing sector employs workers and produces a differentiated good, giving rise to manufacturing varieties. Consumers (workers and farmers) buy the agricultural good on a perfectly competitive national market and manufacturing varieties on monopolistically competitive regional markets. In addition, transporting manufacturing varieties from their production place to the place where they are consumed, is costly.
Economic equilibria define economic allocations and prices derived from optimal behaviors of firms and consumers that are compatible with market clearing. On the one hand, short-run equilibria are obtained under the assumption of no spatial adjustment. These short-run equilibria are thus viewed as implicitly determined by some given spatial distribution of labor. On the other hand, long-run equilibria refer to steady states of a spatial economy where workers are allowed to adjust their location over time. In the case of a spatial economy consisting of 2 regions, a short-run equilibrium has been shown to exist and to be unique (see [4] ), and the number and stability of steady states have been studied (see [2] ). However, in the case of 3 or more regions, no analytical result concerning short-or long-run equilibria has been derived so far.
In this paper we focus on short-run equilibria. Regions are denoted by i = 1, . . . , N. Consider some spatial distribution of labor L i across these regions. The proportion of the labor force in region i is then given by
The variables of the model are y i , θ i , and w i respectively the income, the manufacturing price index and the manufacturing wage in region i. The system of equations defining short-run equilibria of the spatial economy can be written in the following reduced form:
where:
d(i, j) : distance between locations i and j, σ > 1 : elasticity of substitution among manufacturing varieties, µ ∈ (0, 1) : share of manufacturing expenditure, τ > 0 : transportation cost per unit of distance for manufacturing goods.
The final equation of the system in Eq. (1) corresponds to the level of nominal wages at which manufacturing in region i breaks even. Throughout the remaining paper we refer to this equation as f i (w) to avoid confusing notation when revering to the fixed point problem f = w, or the zero point problem f − w = 0.
Background Material

The topological degree and its computation
This subsection is devoted to a brief presentation of topological degree theory for the determination of the exact number of zeros of a system of nonlinear transcendental equations. This is achieved by computing the value of the topological degree using Kronecker's integral [5] on Picard's extension [6, 7] .
Suppose that a function
n is defined and twice continuously differentiable in an open and bounded domain D n of R n with boundary ϑD n . Suppose further that the zeros of the equation F n (x) = p, where p ∈ R n is a given vector, are not located on ϑD n , and that they are simple, i.e., the determinant, det J Fn , of the Jacobian matrix of F n at these points is non-zero.
Definition: The topological degree of F n at p relative to D n is denoted by deg[F n , D n , p] and is defined by the following sum:
where sgn(ψ) stands for the three valued sign function.
The topological degree is invariant under changes of the vector p in the sense that, for any q ∈ R n , it holds that:
. Therefore, we only consider the case where the topological degree is defined at the point
The topological degree deg[F n , D n , Θ n ] can be represented by the Kronecker integral which is defined as:
where A i denote the following determinants:
where,
is the kth column of the determinant det J Fn of the Jacobian matrix J Fn .
The topological degree can be generalized when the function is only continuous [8] . In this case, Kronecker's theorem [8] states that F n (x) = Θ n has at least one zero in
is equal to the number of zeros of F n (x) = Θ n that give positive determinant of the Jacobian matrix minus the number of zeros that give negative determinant of the Jacobian matrix, the total number N r of zeros of F n (x) = Θ n would be equal to the value of deg[F n , D n , Θ n ] if the determinant of the Jacobian matrix at all these zeros had the same sign. Note that, by assumption, all the zeros of F n (x) = Θ n are simple. To this end, Picard proposed the following extension of the function F n and the domain D n :
where f n+1 = y det J Fn , and D n+1 is the direct product of the domain D n with an arbitrary interval of the real y-axis containing the point y = 0. Then the zeros of the following system of equations:
are the same as the zeros of F n (x) = Θ n provided that y = 0. Moreover, the determinant of the Jacobian matrix of (5) is equal to [det J Fn (x)] 2 which is always nonnegative (positive at the simple zeros). Thus we may conclude:
The total number N r of zeros of F n (x) = Θ n is given by
under the hypotheses that F n is twice continuously differentiable and that all the zeros are simple and lie in the strict interior of D n+1 .
Several methods for the computation of the topological degree have been proposed [5, 9, 10] . These methods are based on Stenger's method that is an almost optimal complexity algorithm for a number of classes of functions [10] .
Fixed Points and their computation
The development of fixed point algorithms has been an intensive research area since 1922 when Banach in his famous dissertation proposed the simple iteration algorithm [8, 10, 11 ]:
which for a function F n : D n ⊂ R n → R n which is contractive on a closed set Q n ⊂ D n and that F n (Q n ) ⊂ Q n , converges to the unique fixed point x * ∈ Q n for any arbitrary starting point x 0 ∈ Q n [8] . For Lipschitz functions F n with constant L < 1 and large dimension n the iteration algorithm (7) is optimal [10, 12, 13] and requires ν = ⌈log 2 (ε −1 ) / log 2 (L −1 )⌉ function evaluations to compute the approximationx of the fixed point x * such that x − x * 2 ε x * 2 (see: [10] ).
Numerous algorithms have been proposed since Banach's algorithm, including homotopy continuation, simplicial and Newton type methods [14] [15] [16] [17] . The latter algorithms, for Lipschitz functions with constant L > 1 with respect to the infinity norm, exhibit exponential complexity in the worst case when computing ε-residual approximationx : F n (x) −x ∞ ε, (that is the computed approximationx satisfies the residual criterion F n (x) −x ∞ ε where ε > 0) and that the lower bound on the complexity is also exponential [18] .
On the other hand, the computation of fixed points of a function that is contractive (L < 1) is a commonly encountered problem in numerical computation (for nonlinear problems and large scale linear systems). Furthermore, fixed points of contractive, or nonexpanding (L = 1), functions appear in numerous fields including economics, game theory (especially ergodic games), meromorphic functions, nonlinear differential equations and dynamical systems. In the study of dynamical systems with two degrees of freedom, such fixed point (periodic orbits) problems model conservative or dissipative systems depending on whether the mapping is area-preserving or area-contracting, respectively (see [19] [20] [21] [22] [23] [24] [25] [26] [27] ).
Several algorithms for approximating a fixed point, x * , of a Lipschitz function that is contractive or nonexpanding with respect to the second norm have been developed [10, 28, 29] . An efficient method for the computation of fixed points is the interior ellipsoid method [10, 28, 30] . In the nonexpanding case and moderate dimensions n the interior ellipsoid algorithm is optimal [28] . This algorithm requires ν = c n log(ε −1 ) function evaluations to compute an ε-residual approximationx : F n (x) −x 2 ε. Notice that the worst-case complexity of computing an ε-absolute approximationx : x−x * 2 ε for the nonexpanding case is infinite [10] . This means that there exists no algorithm based on function evaluations that solves this problem for all functions in this class. For the contractive case the interior ellipsoid algorithm computes
A recently proposed algorithm named PFix for approximating a fixed point of a function F n , where F n has arbitrary dimensionality, is defined on a rectangular domain, and is Lipschitz continuous with respect to the infinity norm with constant one, has been presented in [31] . This algorithm computes an approximation that satisfies the residual error criterion, and can also compute an approximation satisfying the absolute error criterion when the Lipschitz constant is less than one. Furthermore it is a recursive algorithm, in that it uses solutions to an n-dimensional problem to compute a solution to an (n + 1)-dimensional problem.
Differential Evolution Algorithm
The Differential Evolution algorithm (DE) [32] is a population-based stochastic optimization algorithm that exploits a population of potential solutions, called individuals, to probe the search space. New individuals are generated by the combination of randomly chosen individuals from the existing population. An operation which is called mutation in the context of DE. Specifically, for each individual x k g , k = 1, . . . ,NP, where g denotes the index of the current generation, a new individual v i g+1 , called mutant individual, is generated according to one of the equations below:
where, x best g is the best member of generation g; µ > 0 is a real parameter, called mutation constant, which controls the amplification of the difference between two individuals so as to avoid the stagnation of the search process; and r 1 , r 2 , r 3 , r 4 , r 5 ∈ {1, 2, . . . , k − 1, k + 1, . . . , NP}, are mutually different random integers, different from the running index k. To further increase the diversity of the mutant individuals, they are combined with other predetermined individuals -the target individuals -through an operation known as recombination -to produce trial individuals. 
The proposed approach
An approach for the investigation of the existence of roots requires the value of the Lipschitz constant of the function, as well as, the infinity norm of the function along the boundary of D n [10, 34, 35] . These values are also relevant for the estimation of the computational burden, in terms of required function evaluations, for the computation of the topological degree of the function. The value of the topological degree, under certain conditions, provides information regarding the existence of roots. Moreover, by properly extending the function and the corresponding domain, the value of the topological degree gives the number of simple roots of the function, within the interior of D n .
Consider the class F of Lipschitz functions with Lipschitz constant L, defined on the n-dimensional unit hypercube C,
such that for every F n ∈ F we have
for all x ∈ ϑC, where ϑC denotes the boundary of C. Then, the following existence criteria hold [10] :
(ii) if L/(2δ) < 1, then the function F n does not have any zeros in C.
The case 1 L/(2δ) < 4 is still an open problem [10] .
Furthermore, using the values of L and δ, Boult and Sikorski proved in [34] that the topological degree can be computed using
function evaluations for every F n ∈ F , n 2. This can be done by an algorithm due to Kearfott [36] , with cost given by A(c + (n 2 /2)(n − 1)!), where c is the cost of each function evaluation, while the cost of elementary arithmetic operations and comparisons is unity. Thus, for a small n, e.g., n 5, and a small value of L/(2δ), e.g., L/(2δ) 9, the degree can be computed in time at most 10 5 (c + 300). For large n and/or large L/(2δ) the problem is intractable [10, 34] .
The Lipschitz constant can also be used for the determination of the complexity of the fixed point problem, in the case of the residual error criterion, in the class of functions F n : C → C, satisfying the Lipschitz condition with Lipschitz constant L > 1 [10, 18] .
In numerous cases, the parameters δ and L are not a priori known, and their computation is a heavy task [35, 37] . In this paper, the Differential Evolution (DE) algorithm is used to estimate the parameter δ and the Lipschitz constant, L, of a function, to infer conclusions regarding the existence of roots and estimate the computational burden, in terms of the required function evaluations, for the computation of the topological degree. DE is a population-based optimization method, that requires function values solely. Consequently, in general, neither derivatives nor an analytic representation of the function is needed.
As it has been already mentioned, the values of main interest that have to be computed, are
and
where D n is an n-dimensional polyhedron.
The value L can be estimated by performing the maximization of the corresponding fraction on x, with y being randomly selected at each evaluation of the fraction, following a uniform distribution. Alternatively, one can estimate the modulus of continuity of F n on D n : ω(F n , t) = sup{ F n (x) − F n (y) , for x, y ∈ D n , and x − y t}. (18) Note that if F n is Lipschitz for some real number L and for all x, y ∈ D n then we immediately have:
In the proposed approach, DE is employed to compute δ, through subsequent optimization on the boundary of the domain under consideration. Moreover, L is estimated by approximating the modulus of continuity, Eq. (18) . In general DE has proved to be considerably noise-tolerant. The procedure for the estimation of the modulus of continuity can be considered, in regions of small size, as a noisy optimization procedure with noise proportional to the value of the function.
Obviously, the estimates δ ′ and L ′ , of δ and L, respectively, which are obtained through the aforementioned procedures, will differ from their actual values. Since the value of δ is computed through a minimization procedure with a prespecified accuracy, where δ is the global minimum, it holds that δ (19)), i.e., there will always be an underestimation of L and an overestimation of δ. However, if
for the computed values in the unit hypercube, then, the function may have roots (c.f. criterion in (14)), since
Thus, the proposed approach can provide valuable information regarding the existence of roots of functions with unknown Lipschitz constant and infinity norm along the boundary. We recall that in the case of L ′ /(2δ ′ ) < 4, conclusions cannot be derived.
Furthermore, it is evident that the quantity
constitutes a lower bound on the number of function evaluations, A, required for the computation of the topological degree, as defined in Eq. (15), since A is non-decreasing with respect to L/(2δ).
Presentation of Experimental Results
As previously mentioned, we employ the Differential Evolution algorithm (DE) to obtain an estimate for the modulus of continuity (which in turn is used to obtain a lower bound of the Lipschitz constant, L) and also to approximate the infinity norm along the boundary, δ, of the function. The domain of the function F N of Eq. (1) is determined by the requirement of the economic geography model to have the sum of nominal wages across regions constant:
where, x i denotes the ith DE individual, and x i j , j = 1, . . . , N stands for the nominal manufacturing wage at region j, w j . As DE is an unconstrained optimization algorithm, we employ the following normalization to the individuals, x i , to evaluate F N :
i , our experience suggests that the diversity of the population decreases drastically and this in turn causes the premature convergence of the considered methods. To evaluate the fitness function for the case of computing the modulus of continuity, for each DE individual (x i ), 1000 random points within a fixed range, t = 0.1, from x i (using as a distance metric the infinity norm) are generated. The fitness function for each individual, x i , is an estimate of the negative of the modulus of continuity in the neighborhood of the individual:
where r j , j = 1, . . . , 1000 represents a random point within the specified distance from the individual x i . The global minimum of this fitness function corresponds to the negative of the modulus of continuity.
At a first step, we investigated whether the Lipschitz constant of the function F N is lower than unity for a number of parameter settings. Employing the DE algorithm to compute the modulus of continuity for a number of parameter settings, and for three to five regions equidistributed along the unit circle, the obtained results for all instances of the problem yielded a lower bound on the Lipschitz constant through the modulus of continuity, which was substantially larger than one. As previously mentioned, fixed point algorithms for Lipschitz functions with constant L > 1 with respect to the infinity norm, exhibit exponential complexity in the worst case when computing ε-residual approximation.
Next we proceed to investigate whether the criteria from topological degree theory can provide information concerning the existence of equilibria and estimate the computational complexity associated with the computation of the degree for this type of functions. Since short-run equilibria correspond to fixed points of Eq. (1), while the topological degree of a function provides information concerning the number of simple zeros of a function in a domain, we transform the fixed point problem to a root finding problem through the following manipulation:
where f i (w) and w i are as in Eq. (1) . To obtain a lower bound for the Lipschitz constant we estimate through DE the modulus of continuity ω ′ (G N , t) for fixed t = 0.1, and from Eq. (19) we have L ′ ω ′ (G N , t)/t. In Tables 1-3 the results obtained for the case of three to five regions are summarized. Note that due to space limitations, all entries in the tables are rounded to three decimal places.
Parameter Setting Table 3 Estimation for the infinity norm along the boundary and the Lipschitz constant for the five-region model
In all the conducted numerical experiments the ratio L ′ /2δ ′ exceeded the value of four, indicating that the function under consideration may have zeros (Eq. (14)). The existence of zeros of the function for different parameter settings has been verified through their computation using the DE algorithm. A point was considered a short-run equilibrium if G N 1 10 −6 . Due to space limitations, only a small sample of the parameter settings tested and the corresponding short-run equilibria are reported in Tables 4-6 Table 4 Short-run equilibria for the 3-region model.
parameter setting the DE algorithm was executed ten times. It is important to note that DE did not locate more than one equilibria for all the parameter settings considered, indicating that the fixed point of the short-run economic geography model might be unique. Tables 1-3 , the ratio L ′ /(2δ ′ ) assumes large values sometimes even exceeding the threshold of nine. Hence, the computation of the number of short-run equilibria of the economic geography model through the computation of the topological degree of the function G N is a computationally hard task, as suggested by the lower bound on the number of function evaluations (Eq. (15) ) that has been suggested by Boult and Sikorski [34] .
As illustrated in
Conclusions
The new economic geography literature provides a general equilibrium framework that explains the emergence of economic agglomerations as the outcome of increasing returns at the firm level coupled with transportation costs related to the shipment of goods. The existence and uniqueness of short-run equilibria of this model has been shown for the case of two regions. In this paper we applied criteria from the theory of fixed points and that of topological degree to investigate the existence and the computational complexity Table 6 Short-run equilibria for the 5-region model.
of computing short-run equilibria of the general equilibrium framework for a spatial economy consisting of three to five regions. The criteria employed make use of the Lipschitz constant, or alternatively the modulus of continuity, and the infinity norm along the boundary of the domain, of the function. The proposed approach employs the Differential Evolution algorithm to obtain an estimate of these quantities as their approximation involves the minimization of non-differentiable objective functions. The obtained experimental results for a number of different parameter settings of the model suggest that the function is neither contractive, nor nonexpanding. The complexity of computing ε-residual approximations to fixed points of Lipschitz functions with constant L > 1, with respect to the infinity norm, is exponential in the worst case. For all the parameter settings tested, the existence criteria from topological degree theory state the function can have zeros in the domain under consideration. However, the estimated Lipschitz constants and infinity norms along the boundary indicate that the computation of the topological degree for this type of problems is computationally very demanding. The application of the Differential Evolution algorithm to directly obtain short-run equilibria suggests that such points exist. For each parameter setting a number of executions of the algorithm were performed to investigate whether more than one equilibria can be located. This was not the case for all the considered parameter settings, suggesting that the equilibrium might be unique for a spatial economy with more than two regions.
