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Abstract
This paper concerns the global theory of properly embedded spacelike surfaces in
three-dimensional Minkowski space in relation to their Gaussian curvature. We prove
that every regular domain which is not a wedge is uniquely foliated by properly
embedded convex surfaces of constant Gaussian curvature. This is a consequence of
our classification of surfaces with bounded prescribed Gaussian curvature, sometimes
called the Minkowski problem, for which partial results were obtained by Li, Guan-
Jian-Schoen, and Bonsante-Seppi. Some applications to minimal Lagrangian self-
maps of the hyperbolic plane are obtained.
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Introduction
Minkowski 3-space is the simply connected geodesically complete flat Lorentzian
manifold R2,1 = (R3, dx21 + dx22 − dx23 ). A C1 immersed surface  in R2,1 is called
spacelike if the restriction of the Lorentzian metric to T is a Riemannian metric.
Any spacelike surface is locally a graph of the form x3 = f (x1, x2) for some function
f ∈ C1(R2) which is strictly 1-Lipschitz with respect to the Euclidean metric of the
plane. The aim of the paper is to provide a full classification of properly embedded
spacelike surfaces with constant Gaussian curvature (CGC) in Minkowski space in
terms of their asymptotic behavior.
Let us explain more precisely the content of the classification. Given a properly
embedded spacelike surface  in R2,1, its domain of dependence D is the region of
R
2,1 consisting of those points through which any inextendable causal path must meet
 (Definition 1.13). We show in Corollary 1.17 that the domain of dependence of a
properly embedded CGC surface  is a regular domain up to time-reversal. Here the
terminology is taken from [3]: a regular domain is a convex open domain in R2,1 that
is the intersection of the future of its null support planes and is neither the whole R2,1
nor the future of a single null plane.
Among regular domains we call wedges those domains which are obtained as the
intersection of the futures of exactly two null planes. It turns out that a wedge is never
the domain of dependence of a properly embedded CGC surface. The main goal of
this paper is to prove that aside from this case, every regular domain is the domain of
dependence of exactly one properly embedded surface of constant Gaussian curvature
K , for any fixed K ∈ (0,+∞). In this paper, K is the extrinsic Gaussian curvature,
which is the determinant of the shape operator and the negative of the intrinsic Gaussian
curvature.
Theorem A Fix K > 0. Given any regular domain D ⊂ R2,1 which is not a wedge,
there exists a unique properly embedded CGC-K surface whose domain of dependence
is D.
Once we conclude as a consequence of Corollary 1.17 that the domain of depen-
dence of every future-convex CGC-K surface is a regular domain and not a wedge,
we immediately have the corollary:
Corollary B Fix K > 0. There is a bijection from the set of properly embedded future-
convex CGC K -surfaces in R2,1 to the set of regular domains which are not a wedge,
given by associating to a surface its domain of dependence.
We may restate our main theorem in terms of lower semi-continuous functions on
the circle. In the Klein model of the hyperbolic plane H2, points on the boundary
of H2 represent lightlike directions in R2,1, which by the duality induced by the
Lorentzian inner product are in bijection with null linear planes. The space of null
affine planes in R2,1 is naturally identified to a cylinder ∂H2 ×R. Two points ∂H2 ×R
correspond to parallel planes if and only if their first components coincide. From this
point of view regular domains are in bijection with lower-semicontinuous functions
ϕ : ∂H2 → R ∪ {+∞} that are finite at least on two points (Proposition 2.5). We
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will call Dϕ the domain corresponding to the function ϕ. If  is the graph of an entire
convex function f : R2 → R, we call  entire. A simple argument (Proposition 1.10)
shows that every properly immersed spacelike surface is entire. It was proved in [4,
Subsection 2.3] that the function ϕ corresponding to D is given by
ϕ(y) = − lim
r→+∞( f (ry) − r) .
In this way the function ϕ encodes the asymptotic behavior of the surface . The
graph of ϕ can also be regarded as the asymptotic boundary of  in the Penrose causal
compactification of R2,1, but this point of view will not developed here.
Therefore Theorem A establishes a correspondence between entire CGC graphs
and lower semi-continuous functions on the circle which may take the value +∞:
Corollary C Fix K > 0. There is a bijection between the set of future-convex entire
surfaces of constant Gaussian curvature K in R2,1 and the set of lower semicontinuous
functions ϕ : ∂H2 → R ∪ {+∞} finite on at least three points.
Next, we will prove that any regular domain that is not a wedge is foliated by CGC
surfaces with constant Gaussian curvature ranging from 0 to ∞:
Theorem D For every regular domain D in R2,1 which is not a wedge, there exists a
unique foliation by properly embedded CGC K -surfaces, with K ∈ (0,∞).
As a result, the function τ = K −1 gives a canonical proper function with time-like
gradient on every regular domain D. It is an example of a geometric canonical time
function, called the K -time in [1].
The study of CGC surfaces in Minkowski space goes back at least to Hano and
Nomizu [12] who first pointed out the existence of non-standard isometric immer-
sions of H2 in R2,1. In [15] An-Min Li proved the existence part of Theorem A and
Corollary C in the case that ϕ is smooth. This result was improved by Guan, Jian and
Schoen [9]: they proved the existence of an entire CGC K -surface only assuming ϕ
is Lipschitz and possibly infinite on a single open arc. In another direction, Barbot,
Béguin and Zeghib proved in [1] that any regular domain invariant by an affine defor-
mation of a uniform lattice in SO(2, 1) contains a CGC K -surface. In [4] the first two
authors proved the existence of a CGC surface in a given regular domain under the
assumption that the corresponding function ϕ is lower semi-continuous and bounded.
Moreover in that work it was proved that entire CGC surfaces with bounded second
fundamental form are in bijection with regular domains whose corresponding function
is Zygmund continuous.
In higher dimensions the problem can be generalized in different ways. Li’s origi-
nal theorem applies to hypersurfaces of constant extrinsic curvature in any dimension.
However in dimensions greater than 3 the smoothness condition on ϕ plays an impor-
tant role. In fact an example has been pointed out in [2] of an affine deformation of
a uniform lattice in SO(3, 1) which preserve no hypersurface in R3,1 with constant
extrinsic curvature. By contrast in [18] it has been proved that any affine deformation
of a uniform lattice in SO(3, 1) preserves exactly one hypersurface of constant scalar
curvature.
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Theorem A has been obtained as a consequence of more general statements about
properly embedded spacelike surfaces in Minkowski 3-space of positive Gaussian
curvature. Recall that there is a natural notion of Gauss map for spacelike surfaces
in Minkowski space. In this context the Gauss map takes values on the hyperbolic
plane, which is identified with the set of future-directed unit timelike vectors. We first
prove that if the Gaussian curvature of  is bounded by two positive constants then the
image of the Gauss map is a domain of H2 bounded by geodesics. More specifically,
by Corollary 1.17, the domain of dependence of  is of the form Dϕ for some lower
semi-continuous function ϕ : ∂H2 → R ∪ {+∞}.
Theorem E Let  a properly embedded spacelike surface in R2,1 with Gaussian cur-
vature bounded from above and below by positive constants. Let ϕ : ∂H2 → R∪{+∞}
be such that the domain of dependence of  is Dϕ . Then the Gauss map of  is a
diffeomorphism onto the interior of the convex hull of ∂H2 \ ϕ−1(+∞).
In Sect. 4 we will give a more precise version of this result, see Theorem 4.4. Notice
in particular that the image of the Gauss map of a surface with Gaussian curvature
bounded by two positive constants depends only on the domain of dependence of. We
will denote byϕ the interior of the convex hull of ∂H2\ϕ−1(+∞). The second general
result which we achieve, and which implies Theorem A, concerns the Minkowski
problem. In general the Minkowski problem asks for a convex surface  in R2,1 for
which the domain  := G() and the function ψ := κ ◦ G−1 :  → R>0 are
prescribed. We will prove the following statement:
Theorem F Let D be a regular domain in R2,1 which is not a wedge, defined by a
function ϕ : ∂H2 → R ∪ {+∞}, and let ψ be a continuous function defined on ϕ
which is bounded by two positive constants. There exists a unique entire spacelike
surface  in D whose domain of dependence is D and whose curvature function
satisfies:
κ(p) = ψ ◦ G(p)
for every p ∈ , where G is the Gauss map of .
Finally, we give an application of Theorem E to minimal Lagrangian maps between
hyperbolic surfaces. The Gauss map of a CGC isometric immersion with K = 1 into
R
2,1 is minimal Lagrangian: this means that it is area preserving and its graph is a
minimal surface in the product. Conversely if F :  → H2 is a minimal Lagrangian
map with  hyperbolic, one can produce an isometric immersion σF :  → R2,1 such
that F coincides with the Gauss map of σF . Theorem E states that if σF is a proper
embedding, then F is injective and its image is a domain bounded by geodesics. As
σF is always a proper embedding if the domain is complete, we get the following
corollary:
Corollary G Let F : H2 → H2 be a minimal Lagrangian map. Then F is a diffeome-
orphism onto the interior of the convex hull of F(H2) ∩ ∂H2.
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Strategy of the proofs
The support function u (Definition 2.2) of a surface  is a closed convex function
(Definition 2.1) defined on the closed unit disk D, the Klein model of H2. If  is
properly embedded and has positive Gaussian curvature κ(p) at every point p, then
we show that the Gauss map G is injective, u is finite on the image of G . Moreover
on this image u satisfies the equation
det D2u(x) = 1
κ(G−1 (x))
(1 − |x|2)−2 (1)
where |x| is the Euclidean norm of x in the disk [15]. The function ϕ defining the
domain of dependence of  coincides with the restriction of u to ∂H2.
The support function u determines the surface . In this way, Theorem F can
be interpreted as the existence and uniqueness of solutions to a generalized Dirichlet
problem for equation (1) with boundary data given by ϕ. It differs from the standard
Dirichlet problem in that the boundary data ϕ and the solution u may both take the
value +∞. At the same time, the condition that  be entire restricts the class of
functions u we consider to those that are gradient surjective (Definition 2.9).
This problem is made tractable by Theorem E and its more precise form Theo-
rem 4.4. These theorems allow us to reduce our generalized Dirichlet problem on D
to a problem on the smaller domain ϕ , on which u is necessarily finite.
The idea to prove Theorem E, or more generally Theorem 4.4, is to use a barrier
argument: if  is a surface with Gaussian curvature bounded by two positive constants,
then for every boundary chord c of ϕ we produce a convex surface ′ so that
• ′ lies above ;
• the image of the Gauss map of ′ does not contain any point in the half plane H
bounded by c in the complement of ϕ .
The first point implies that the image of the Gauss map of  is contained in the image
of the Gauss map of ′ so that the second point shows that G() does not contain
any point in H .
An important ingredient in the proof is the comparison principle for Monge-Ampère
equations. However we have to apply the comparison principle to functions that are
in general unbounded. So we need to prove a refined version of the comparison prin-
ciple for convex functions that are possibly infinite at some points, which we do in
Proposition 3.11. Here the hypothesis that  is properly embedded plays a key role.
Once we have reduced Theorem F to a problem on ϕ , we are able to produce a
solution. But in order to prove that the corresponding CGC surface is entire, we need
another barrier. Specifically, from the point of view of the surfaces themselves we
need a lower barrier, or from the dual point of view of support functions we need an
upper barrier. The general strategy follows the same line as in [4,9]. However, those
papers use upper barriers invariant under a 1-parameter group, whereas such surfaces
can never provide upper barriers for the general class of boundary values ϕ that we
consider. The support function of a barrier which is invariant under a one-parameter
group must have boundary values which are finite on at least an open interval, whereas
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we consider functions ϕ that are finite on as few as three points. Therefore we construct
in Sect. 5 an entire CGC-K for which ϕ is finite at exactly three points, i.e. one whose
domain of dependence is the intersection of the future of three null planes. This surface
and the refined comparison principle are the key new ingredients to prove Theorem F.
The construction of this particular surface is based on the harmonic maps f± :
C → H2 with Hopf differential ±zdz2. It is known that the images of f± are open
ideal triangles T± [13]. The map F = f+ ◦ f −1− : T− → H2 is minimal Lagrangian
and one studies the corresponding embedding σF : T− → R2,1. The embedding
data of this surface are explicitly described in terms of the Hopf differential and
the holomorphic energy of the harmonic map. The technical part is to show that the
corresponding surface is properly embedded. Using the symmetry of the embedding
σF we reduce the problem to showing that the image of a line of symmetry is a properly
embedded curve in Minkowski space. This is finally proved by studying the growth
of the holomorphic energy of the harmonic map along the curve and its relation with
the principal curvature of this isometric immersion. Once the barrier (which we will
call a triangular surface) is fully described, the Minkowski problem is considered.
For a given lower semicontinuous function ϕ : ∂H2 → R ∪ {+∞} and a bounded
continuous function ψ defined on the interior ϕ of the convex hull of ϕ−1(R) we
construct a function u on ϕ which solves the equation
det D2u(x) = 1
ψ(x)
(1 − |x|2)−2 (2)
and is the linear interpolation of ϕ on the boundary of ϕ . To the end we consider
the convex envelope conv(ϕ) of ϕ. Taking an interior approximation n of ϕ by
convex domains, we consider the solution un of the Eq. (2) on n with boundary data
conv(ϕ). Applying the comparison principle with classical barriers we prove that un
converges to the solution of the problem. The function u defines a spacelike convex
surface  in Minkowski space, that must be proved to be entire. More precisely 
is part of an entire achronal surface, which however could contain some additional
regions which are not strictly convex. The problem reduces to showing that  does
not meet any plane P whose normal vector lies in ∂ϕ . In fact for such a P we will
show that there is a triangular surface which separates  from P . The proof of this
fact is based again on the comparison principle.
Organization of the paper
Sections 1, 2, and 3 contain preliminaries as well as proofs of some general theo-
rems for which we could not find references. In Sect. 1 we quickly review the theory
of spacelike surfaces in Minkowski space. First and second fundamental forms are
introduced and the relevant Gauss-Codazzi equations explained. We show that prop-
erly embedded spacelike surfaces are graph, and introduce the notion of domain of
dependence. We will see that aside from few exceptions the domain of dependence is
a regular domain. In Sect. 2, the notion of support function is given and the relation
between the boundary value of the support function and the domain of dependence
of the surface is pointed out. The relation between curvature of the surface and the
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support function is described, and Minkowski problem is shown to be equivalent to a
Dirichlet problem for a Monge-Ampère equation. In Sect. 3 we describe the analytical
tools we will need to solve our problem. Classical results of stability for solutions of
Monge-Ampère equations are given and a refined version of the comparison principle
for unbounded functions is proved.
The remainder of the paper contains our main results on CGC surfaces. In Sect. 4
we prove Theorem E. First we study some special CGC surfaces whose domain of
dependence is the future of a spacelike half-line in Minkowski space. Those surfaces
and our comparison principle will be the key ingredients to prove Theorem E. In
Sect. 5 we study the triangular surfaces. First we construct the embedding data of a
CGC immersion on C by means of a correspondence with harmonic maps and minimal
Lagrangian maps. Then we prove that this immersion is a proper embedding. Section 6
is devoted to solving the Minkowski problem. As an application we will prove in Sect. 7
that any regular domain D which is not a wedge is foliated by CGC surfaces.
Finally in Sect. 8 we point out an open question.
1 Spacelike surfaces in Minkowski space
Minkowski (2+1)-space is the simply connected geodesically complete flat Lorentzian
manifold R2,1 = (R3, dx21+dx22−dx23 ). A nonzero tangent vectorv is called spacelike,
lightlike or timelike if 〈v,v〉 > 0, 〈v,v〉 = 0 or 〈v,v〉 < 0 respectively. We also say
v is causal if it is either lightlike or timelike, and v is achronal if it is either lightlike
or spacelike. A causal vector is either future-directed if its x3-component is positive
and past-directed if its x3-component is negative.
A point p is in the future of q (and q is in the past of p) if p − q is timelike
future-directed. We denote by I+(p) (resp. I−(p)) the open cone of points in the
future (resp. past) of p . If S is any set in Minkowski space, we then define the future
and past of S as
I+(S) =
⋃
p∈S
I+(p) and I−(S) =
⋃
p∈S
I−(p)
and we say S is future-complete if I+(S) ⊂ S.
A C0 submanifold  is causal (resp. achronal) if for each point p ∈ , there is a
neighborhood of p in which every point of  is causally (resp. achronally) separated
from p . For some of the preliminaries we allow immersed surfaces, in which case
“locally” means locally in the domain; however for the bulk of the paper we are
concerned only with entire surfaces, which are necessarily embedded. A C1 surface
is spacelike, lightlike, or timelike if the induced metric on the tangent space is positive
definite, degenerate, or indefinite respectively. If  ⊂ R2,1 is a C1 spacelike surface,
the future unit normal vector field is the unique future-directed vector fieldn orthogonal
to  such that 〈n,n〉 = −1.
The purpose of the following section is to introduce preliminary geometric notions
on spacelike surfaces in R2,1, including the definition of entire surface and of domain
of dependence, and finally state the Minkowski and CGC problems which are the main
focus of this paper.
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1.1 Embedding data for spacelike surfaces
Let us denote by D the flat connection of R3. For a smoothly immersed spacelike
surface  in R2,1 we recall:
• The first fundamental form I is the Riemannian metric on T given by the restric-
tion of the metric 〈·, ·〉.
• The Levi-Civita connection ∇ and second fundamental form II are defined on T
as the tangential and normal components respectively of the connection D:
Dvw = ∇vw + II(v,w)n .
• The shape operator B is the self-adjoint endomorphism of T given by differen-
tiating the normal vector field n :
B(v) = Dv (n).
The three objects I, II, and B are related by the Weingarten equation II(v,w) =
I(B(v),w). The third fundamental form III is defined by III(v,w) = I(B(v), B(w)).
Moreover, the pair (I, B) satisfies the Gauss equation:
κI = − det B , (3)
where κI is the intrinsic curvature of I, and the Codazzi equation:
d∇ B = 0 , (4)
where d∇ is the extension of ∇ to T-valued differential forms, which is given by
the formula (equivalent to the vanishing of the torsion of ∇):
d∇ B(v,w) = (∇v B)(w) − (∇w B)(v) .
The Fundamental Theorem of surface theory, in the case of Minkowski space,
shows that Eqs. (3) and (4) also provide sufficient conditions to determine, at least for
a simply connected surface , a spacelike immersion into R2,1:
Theorem 1.1 Let  be a simply connected surface. Given a Riemannian metric I on
 and a (1,1)-tensor B ∈ 
(End(T)), self-adjoint for I, such that the pair (I, B)
satisfies Eqs. (3) and (4), there exists a spacelike immersion σ :  → R2,1 such that
the pull-back of the first fundamental form and shape operator of σ() coincide with
I and B. Moreover, any two such immersions differ by post-composition with a global
isometry of R2,1.
We define the Gaussian curvature in an extrinsic way:
Definition 1.2 The Gaussian curvature of is det B. A surface with constant Gaussian
curvature equal to K is called CGC-K .
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Fig. 1 The hyperboloid Hyp, whose domain of dependence is the cone I+(0)
By Gauss’ equation (3),  is a CGC-K surface if and only if the first fundamental
form has constant intrinsic curvature −K .
Example 1.3 (See Fig. 1) The future sheet of the two-sheeted hyperboloid
Hyp := {x ∈ R2,1 : 〈x , x 〉 = −1, x3 > 0} ,
is CGC-1. Since it is simply connected and the first fundamental form I is a complete
hyperbolic metric (i.e. of constant intrinsic curvature −1), Hyp is isometric to the
hyperbolic plane H2. The normal vector of Hyp at a point p is n(p) = p , hence the
shape operator of Hyp is the identity. When considered as a surface in its own right
we will use the notation Hyp and when viewed as the target of the Gauss map (see
below) of any surface, we will refer to it as H2.
Example 1.4 Define the trough T by
T := {x ∈ R2,1 : x22 − x23 = −1, x3 > 0} .
It can be described as the cartesian product of a hyperbola x22 − x23 = −1 and a
line. The eigenvalues of the shape operator of T are 1 and 0, so it has zero Gaussian
curvature. See Fig. 2.
The Gauss map of a C1 spacelike surface , analogously to the Euclidean case, is
the function
G :  → H2 ,
defined by
G(p) = n(p) ,
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Fig. 2 The trough T , whose domain of dependence is the wedge I+()
where n is the future unit normal vector of , considered as a point of H2. Since the
shape operator B is the derivative of the Gauss map, the third fundamental form is the
pull back under G of the hyperbolic metric hH2 on H2.
1.2 CGC surfaces andminimal Lagrangianmaps
Let us now explain the relation between surfaces of constant Gaussian curvature and
minimal Lagrangian diffeomorphisms between hyperbolic surfaces.
Definition 1.5 Given two hyperbolic surfaces (S, h) and (S′, h′), a diffeomorphism F :
(S, h) → (S′, h′) is minimal Lagrangian if the unique positive definite h-symmetric
tensor b ∈ 
(End(T S)) such that F∗h′ = h(b·, b·) satisfies the Codazzi equation
d∇h b = 0, where ∇h is the Levi-Civita connection of h.
Remark 1.6 The tensor b can also be described as the symmetric part of the polar
decomposition of the linear map d F with respect to the inner products h and h′. If F is
a minimal Lagrangian map between hyperbolic surfaces, it follows that det b = 1 [14].
Lemma 1.7 Given any convex CGC-K surface K in R2,1, with first fundamental
form I, the Gauss map of K is a minimal Lagrangian map, when considered as a
map:
G :
(
K , K · I
)
→ (H2, hH2) .
Proof First of all, observe that, by Gauss’ equation (3) the intrinsic curvature of I
equals −K , and therefore the metric K · I is a hyperbolic metric. Now, let us take
b = (1/√K )B. The pull-back of the hyperbolic metric of H2 by the Gauss map is:
G∗hH2(v,w) = III(v,w) = I(B(v), B(w)) = K I(b(v), b(w)) , (5)
where B = Dn is the shape operator of . Moreover, since B is self-adjoint and
Codazzi for I, then it is also self-adjoint and Codazzi for K · I, and so is b. unionsq
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Lemma 1.8 Given a simply connected hyperbolic surface (S, h), possibly not com-
plete, and a minimal Lagrangian local diffeomorphism F : (S, h) → H2, there exists
an isometric immersion σ : (S, (1/K ) · h) → R2,1 with Gauss map equal to F.
Proof Let b be as in Definition 1.5. Then, the proof of Lemma 1.7 suggests the ansatz
((1/K ) · h,√K b) for the embedding data of a CGC-K surface. It then follows from
Remark 1.6 that the pair ((1/K )·h,√K b) satisfies the equations of Gauss and Codazzi.
Hence by Theorem 1.1, there exists an immersion σ having ((1/K ) · h,√K b) as
embedding data.
Moreover, from the definition of b we have F∗hH2 = h(b·, b·), while from the same
computation as in the proof of Lemma 1.7, G∗σ hH2 = (1/K ) · h(
√
K b·,√K b·) =
h(b·, b·). Hence at each point p ∈ S, F and G differ by an isometry of H2 in a
neighborhood of p . Since S is connected, this isometry must in fact be constant. By
postcomposing σ with the corresponding isometry of R2,1, we may take it to be the
identity. unionsq
1.3 Entire spacelike surfaces
In this paper, we will study entire embedded spacelike surfaces. Let us introduce this
notion.
Definition 1.9 An achronal surface in R2,1 is entire if π | :  → R2 is a homeomor-
phism, where π : R2,1 → R2 is the vertical projection π(x1, x2, x3) = (x1, x2).
Entire achronal surfaces are exactly the graphs of 1-Lipschitz functions on R2.
Entire spacelike surfaces are exactly the graphs of C1 and strictly 1-Lipschitz functions
on R2. Clearly an entire surface is properly immersed. The following elementary
proposition says that the converse is true as well.
Proposition 1.10 Every properly immersed achronal surface in R2,1 is entire.
Proof Let  be a properly immersed achronal surface. By the achronal condition, the
projection π :  → R2 is a local homeomorphism. We now prove that π has the path
lifting property: given a point p is  and a curve γ : [0, 1] → R2 with γ (0) = π(p),
there is a lift γ˜ : [0, 1] →  with π ◦ γ˜ = γ . Let γ : [0, 1] → R2 be such a curve.
Since π is a local homeomorphism, the path γ can be lifted to an open neighborhood.
Since  is achronal, the length of any partial lift γ˜ measured using the Euclidean
metric on R3 is at most
√
2 times the length of γ in R2. Since the immersion is proper,
the induced Euclidean metric on  is complete. As a consequence, the partial lift of
γ can also be extended to all limit points. Therefore the interval on which we can lift
γ is both open and closed, so it is the entire interval [0, 1].
We have shown that π is a local homeomorphism with the path lifting property, so
it is a covering map [7, p. 383]. But the image R2 is simply connected, so π must be
a homeomorphism. unionsq
Remark 1.11 Proposition 1.10 shows that the condition of being entire is preserved by
isometries of R2,1. In other words, if π | is a homeomorphism, then the orthogonal
projection from  to any spacelike plane is a homeomorphism.
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Remark 1.12 The projection π is distance non-decreasing. Therefore, if the first fun-
damental form of a spacelike surface  is a complete Riemannian metric, then  is
necessarily entire. The converse is false; a counterexample will be provided by the
entire surface studied in Sect. 5, whose fundamental form is isometric to an ideal
triangle in H2. See also [4, Appendix A] for another counterexample.
1.4 Domains of dependence
Recall that a continuous curve γ : I → R2,1 is called causal if for all pairs of points
t, s ∈ I , the images γ (t) and γ (s) differ by a lightlike or timelike vector.
Definition 1.13 Given a spacelike surface  in R2,1, the domain of dependence D of
, is the set of all points p ∈ R2,1 such that every inextendable causal curve through
p intersects .
Let us provide the following description of domains of dependence for entire space-
like surfaces. We say that a half-space is null if it is bounded by a lightlike plane. An
open null half-space is equal either to the future or to the past of its boundary plane.
Lemma 1.14 If  is an entire spacelike surface in R2,1, then its domain of dependence
D is open, and is equal to the intersection of the open null half-spaces containing
. Moreover, exactly one of the following holds:
(1) D = R2,1;
(2) D = I+(Q) ∩ I−(P) where Q and P are parallel null planes, with P lying in
the future of Q;
(3) D = ⋂Q∈F I+(Q) where F is a nonempty family of null planes; or
(4) D = ⋂Q∈F I−(Q) where F is a nonempty family of null planes.
Proof We divide the proof into several steps.
Step 1: We first prove that D is open. Let CausR2,1 be the space of all inextendable
causal curves in R2,1, with the topology of local uniform convergence. Since every
such curve is the graph of a 1-Lipschitz function from R to R2, the Arzelà-Ascoli
theorem implies that for any compact set K ∈ R2,1, the subset CausK of such
curves intersecting K is compact. We now show that the set Caus of such curves
intersecting  is open. Suppose γ ∈ CausR2,1 intersects  at a point p . Since 
is spacelike, a small circle in  around p must be at least some fixed Euclidean
distance from the light cone of p . Perturbing γ by less than this distance, it must
still pass through the circle and hence intersect .
To complete the proof that D is open, for any p ∈ D , let Kn be a sequence
of compact neighborhoods of p in R2,1 whose intersection is p . Then Causp =⋂
n CausKn ⊂ Caus . Since CausKn are compact and Caus is open it follows that
for n sufficiently large, CausKn ⊂ Caus whence Kn ⊂ D .
Step 2: We show that every open null half-space containing  also contains D .
Let H be an open null half-space containing . For any point p /∈ H , the null
line through p parallel to the boundary of H lies entirely outside of H . Since  is
contained in H , this line exhibits a causal curve containing p which does not meet
, showing that p /∈ D . Therefore D ⊂ H .
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Step 3: We prove that D is the intersection of the open null half-spaces containing
. By Step 2, D is contained in this intersection. Now we simply need to show
that if p /∈ D , we can find a closed null half space containing p but not .
Let p be a point not in D . Since  ⊂ D , p is either in the past or the future
of . If p is in the past of , then any point in I−(p) can be connected to p by a
causal geodesic which does not meet . Hence if one can “escape”  from p , one
can also escape  from any point in the past of p , so all of I−(p) must be outside
of D . Similarly, if p ∈ I+(), then all of I+(p) must lie outside of D .
Up to time reversal, we may assume that p ∈ I−(). Let q be a point in I+(p)
which is still below  but is contained in the boundary of D (it may be thatq = p).
Since q /∈ D , there is an inextendable causal curve γ containing q which does
not intersect . We first show that the part γ+ of γ in the closed future of q must
be a null geodesic ray. Otherwise, it would contain a point r which was timelike
separated from q , and so by the previous paragraph, I−(r ) would be disjoint from
D . But I−(r ) contains an open neighborhood of q , which contradicts q ∈ ∂D .
Let H = I−(γ+). This is the unique open past-complete null half-space con-
taining γ+ in its boundary. By the same reasoning as above, H cannot intersect D ,
and since D is open, neither can H . But q and p are both in H , which completes
the proof.
Step 4: We prove that exactly one of the four options must hold. It is enough to observe
that if D is contained in the intersection of a past-complete null half-space H−
and a future-complete null half-space H+ then the boundaries of H+ and H− must
be parallel. Otherwise, the projection of D to R2 could not be surjective, but it
must be since  ⊂ D and  is entire. unionsq
We have the following definition of future-complete domains and future-convex
spacelike surfaces.
Definition 1.15 An entire achronal surface  is called future-convex (resp. strictly
future-convex) if I+() is future-complete and convex (resp. strictly convex).
Remark 1.16 The condition that a C2 entire spacelike surface  is future-convex is
equivalent to the fact that the shape operator B = Dn (wheren is the future unit normal
vector field) is positive semi-definite. Hence these are surfaces having non-negative
mean curvature and Gaussian curvature, namely trB ≥ 0 and det B ≥ 0.
From Lemma 1.14, we therefore have the following characterization of domains of
dependence of future-convex entire surfaces:
Corollary 1.17 If  is a future-convex entire spacelike surface in R2,1, then D is a
convex open domain of the form
D =
⋂
Q∈F
I+(Q),
where F is a (possibly empty) family of null planes. We can take F to be the family of
all null planes containing  in their future.
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Remark 1.18 There is clearly an analogous definition of past-complete domains and
past-convex surfaces. Any isometry of R2,1 which is not future-preserving exchanges
future-complete domains with past-complete domains, and future-convex surfaces
with past-convex surfaces. For this reason, we will always assume without loss of
generality that our surfaces are future-convex with future-complete domains of depen-
dence.
Example 1.19 The domain of dependence of the hyperboloid Hyp of Example 1.3 is
the future cone over the origin, namely:
DH2 = I+(0) .
This is the intersection of all the future half-spaces bounded by a null plane through
the origin.
Example 1.20 The domain of dependence of the trough T of Example 1.4 is the wedge:
W = I+(Q1) ∩ I+(Q2) ,
where Q1 and Q2 are two non-parallel planes, which intersect along a spacelike line
. Namely, ∂W is composed of two null half-planes, both having the same spacelike
line  as a boundary. See again Fig. 2.
Let us observe that, if the family F of Corollary 1.17 is empty, then D = R2,1,
while if F contains only one element Q, then D is the future of the null plane Q. In
Example 1.20, we can assume F is composed of exactly two non-parallel null planes.
We will say that D is a (future-complete) regular domain if F contains at least two
non-parallel elements. More precisely:
Definition 1.21 A convex open domain D ⊂ R2,1 is a regular domain if
D =
⋂
Q∈F
I+(Q) ,
for some family F of null planes which contains at least two non-parallel distinct
planes.
1.5 Minkowski problem in regular domains
With these preliminary remarks in hand, we can formulate more precisely the statement
of the problems we consider in this paper. Let us denote by κ :  → R the Gaussian
curvature of a spacelike surface . The Minkowski problem we consider can be stated
as follows:
Minkowski problem Given any regular domain D in R2,1 and any sufficiently regular
function ψ : H2 → R>0, does there exist a unique entire surface  such that
(1) ψ ◦ G = κ, and
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(2) D = D ?
We will give a positive answer (Theorem F) to the Minkowski problem, under the
assumption that D is not a wedge (compare Example 1.20), which we will show is
also a necessary condition.
Remark 1.22 Let us make some remarks on the formulation of the problem.
(1) Consistently with the classical Minkowski problem in Euclidean space, we will
consider the Minkowski problem for a prescribed positive function ψ on H2. This
implies that a surface  is strictly convex—that is, either I+() or I−() is a
strictly convex domain (with smooth boundary equal to ).
(2) We will give an affirmative answer to the Minkowski problem—both for the exis-
tence and uniqueness part—under the assumption that
a < ψ < b
for some constants a, b > 0. Without such assumption, the problem appears
significantly more complicated, at least with the tools of this paper and of the
existing literature.
(3) We shall prove in Sect. 4 that, for every entire spacelike surface  with Gaussian
curvature bounded from above and below by positive constants (as in the previous
point), the image of the Gauss map G coincides with the image of the subdif-
ferential of ∂D—that is, with the set of vectors v ∈ H2 such that D admits a
support plane orthogonal to v . Hence the function ψ need only be defined on the
image of the Gauss map of ∂D .
(4) If  is a strictly convex smooth entire surface in R2,1, then its Gauss map G :
 → H2 is a diffemorphism onto its image. Hence under our assumptions, the
condition of the Minkowski problem can also written as
ψ = κ ◦ G−1 .
The function κ ◦ G−1 is also called curvature function of .
A particular case is obtained when the prescribed curvature function is constant. In
Theorem A we will give a positive answer, under the necessary and sufficient condition
that the regular domain D is not a wedge, to the following problem:
CGC problem Given any regular domain D, does there exist for every K > 0 a unique
entire CGC-K surface K such that its domain of dependence DK is the prescribed
regular domain D?
2 Analytical formulation
The purpose of this section is to translate the study of convex surfaces in Minkowski
space in analytical terms, with particular focus on the aforementioned Minkowski
problem. That is, we introduce the support function for convex spacelike surfaces
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and we express the Minkowski problem in terms of a partial differential equation of
Monge-Ampère type.
2.1 Support functions
It will be convenient to introduce the following definitions from the theory of convex
functions:
Definition 2.1 [16] A function Rn → R ∪ {±∞} is called convex, resp. closed, if its
supergraph {(x, z) ⊂ Rn × R | f (x) < +∞ and z ≥ f (x)} is convex, resp. closed. A
function f is proper if f (x) < +∞ for at least one x and f (x) > −∞ for every x.
The essential support of a convex function f is the set on which f is finite.
Except for minor technicalities, we are concerned only with proper functions. How-
ever, it is essential that we consider functions which take the value +∞ at some points,
so we will henceforth allow all our functions to be infinite without further ado. Note
that a function is closed if and only if it is lower semi-continuous. If X is a subset of
R
n
, we will say f is a function on X if it is a (proper) function on Rn with essential
support contained in X .
In the following definition, we are interested especially in the case where the set
S is a future-convex entire spacelike surface and the case where S is a domain of
dependence.
Definition 2.2 Let S be a nonempty subset of R2,1. Then the support function of S is
the function uS : D → R ∪ {+∞} defined by
uS(y) = sup
x∈S
〈x , (y, 1)〉 ,
where D is the closed unit disk in R2 and y = (y1, y2) ∈ D.
Observe that the plane {x ∈ R2,1 | 〈x , (y, 1)〉 = z} is spacelike for y in the interior
of the unit disk and null for y on the unit circle. In fact, as y and z range over D × R,
this parametrizes all spacelike and null planes in R2,1. Adorned with an appropriate
geometric structure, the space of such planes is known in the literature as co-Minkowski
space [8] or half-pipe geometry [6]. Of course, we could just as well think of it as the
space of all future-complete half-spaces in R2,1 with spacelike or null boundary.
For our purposes, we are concerned only with the topology and convexity of this
space. Recall that if f is a function on R2 valued in R ∪ {+∞} and not identically
equal to +∞, the Legendre transform of f is the function f ∗ : R2 → R ∪ {+∞}
defined by
f ∗(y) = sup
x∈R2
(y · x − f (x)) .
It follows from the definitions of support function and Legendre transform that, if an
achronal  is the graph of some function f : R2 → R, then its support function u
equals the Legendre transform f ∗ restricted to D. Moreover, f ∗ is +∞ outside D.
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Proposition 2.3 [16, Cor 12.2.1] The Legendre transform gives an involutive one-to-
one correspondence between proper closed convex functions on R2.
Restricting to functions on the closed disk and associating an entire achronal surface
(which is the graph of a 1-Lipschitz function) with the function of which it is a graph,
an immediate corollary is the following version of convex duality:
Proposition 2.4 The Legendre transform gives an involutive bijection between entire
convex achronal surfaces and proper closed convex functions on D.
Now we concentrate on the support function of a regular domain. Recall that a
regular domain D is an open domain which can be written as the intersection of the
futures of a family F of at least two nonparallel null planes in R2,1. Thinking of D×R
as the space of null or spacelike planes in R2,1, we view F as a subset of ∂D×R. The
family F is not unique – for instance, we may add to the family a null plane parallel
to and lying below a plane already in F without changing the domain D. However,
the union of defining families is still a defining family, so given a regular domain D
we may consider the maximal family FD of defining planes. Since D is assumed to
be open, a limit of planes disjoint from D is still disjoint from D, so since FD is
maximal it must be closed as a subset of ∂D × R. Since it is also upward-closed, FD
is the supergraph of a closed function ϕD on ∂D. Note that ϕD is finite at at least two
points because the set FD by assumption contains at least two non-parallel planes. As
a consequence we obtain the following proposition:
Proposition 2.5 The assignment D → ϕD is a bijection between the set of regular
domains and the set of proper closed functions on the circle which are finite at at least
two points.
We will use the notation Dϕ to represent the domain corresponding to ϕ.
Another important notion of convex geometry is the convex envelope.
Definition 2.6 If f is any function on R2 valued in R ∪ {+∞}, the convex envelope
conv( f ) is the function whose supergraph is the closure of the convex hull of the
supergraph of f .
Equivalently [16, Cor 12.1.1], conv( f ) can be equivalently expressed as the supre-
mum of affine functions less than or equal to f :
conv( f )(x) = sup{v(x) | v : R2 → R is affine, v ≤ f } .
Proposition 2.7 Let D be a regular domain. Then the support function uD is equal to
conv(ϕD). Moreover uD restricted to the unit circle is equal to ϕD and if ϕD is infinite
on an open arc with endpoints ξ1 and ξ2, then uD restricted to the chord [ξ1, ξ2] is the
convex envelope of ϕD|{ξ1,ξ2}.
Let us write ϕ = ϕD. The last property of uD says that uD restricted to the open
chord (ξ1, ξ2) is infinite if either ϕ(ξ1) or ϕ(ξ2) are infinite, and otherwise is the
unique affine function interpolating ϕ(ξ1) and ϕ(ξ2). Note that this also implies that
the essential support of conv(ϕ) is the convex hull of the essential support of ϕ.
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Proof By construction, D is the strict supergraph of the Legendre transform ϕ∗. Since
the support function of D is the same as the support function of its closure and the
support function is the restriction of the Legendre transform to the disk, uD = ϕ∗∗.
By [16, Thm 12.2], ϕ∗∗ = conv(ϕ).
We now show that as long as ϕ is lower semi-continuous, conv(ϕ) restricted to the
unit circle is equal to ϕ. Let ϕ+ be the supergraph of ϕ. By assumption it is closed,
and the first thing we need to show is that its convex hull is still closed. According to
[16, Cor 17.2], if S is a bounded set of points in Rn , then cl(conv(S)) = conv(cl(S)).
We would like to apply this theorem with S = ϕ+, but since it is not bounded so we
need a slightly generalized theorem. If we include R2 × R into RP3, then the union
of ϕ+ with the point at z = +∞ is still closed, and after a projective transformation it
is bounded in R2 × R. Applying the closure theorem to this transformed set and then
transforming back, we conclude that the convex hull of ϕ+ is closed.
Therefore, the supergraph of conv(ϕ) is actually the convex hull of ϕ+, not just its
closure. Hence any point in the supergraph of uD is a convex linear combination of
finitely many points in ϕ+. If ϕ is supported on only one side of a line L , then each
point in the graph of uD|L is a convex linear combination of only those points in ϕ+|L .
Applying this observation to the case where L is tangent to the unit circle, we see
that uD restricted to the unit circle is equal to ϕ. Applying the observation to the case
where L contains a chord [ξ1, ξ2] as in the statement of the proposition, we conclude
that uD restricted to [ξ1, ξ2] is the convex envelope of ϕ|{ξ1,ξ2}. unionsq
2.2 A Dirichlet-type problem
In this section, we characterize the support function of an entire future-convex space-
like surface with prescribed Gaussian curvature, and show that the problem of finding
such a surface in a given domain of dependence is dual to a Dirichlet-like problem for
the support function.
In the following, let  be an entire future-convex spacelike surface in R2,1. By
Corollary 1.17, the domain of dependence of  is the intersection of the future-
complete open null half-spaces containing it. Hence we have the following lemma:
Lemma 2.8 Let  be an entire spacelike future-convex surface with domain of depen-
dence D. Let u be the support function of  and let uD be the support function of
D. Then u and uD coincide on the unit circle.
The fact that  is entire gives another restriction on its support function u . In
order to describe this condition, we first define the domain of support of a proper
closed convex function to be the interior of its essential domain, i.e. the largest open
set on which u is finite. We will use u to denote the domain of support of u. Since
u is convex, so is its essential domain, which implies that the essential domain of u is
either contained in a line or has nonempty interior. Setting the first possibility aside
for the moment, assume that u is nonempty. The essential domain of u is contained
in u and since the function u is closed its values on the boundary of u are uniquely
determined by its restriction to u .
Now we may make the definition:
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Definition 2.9 Let u be a proper closed convex function on R2 such that u is
nonempty and bounded and u is differentiable throughout u . The function u is called
gradient surjective if its gradient map Du : u → R2 is surjective.
By a special case of [16, Thm 26.3], a function u is gradient surjective if and only if
its Legendre transform u∗ is entire and strictly convex. By convex duality (Proposition
2.4), this implies:
Lemma 2.10 The support function of a strictly future-convex entire spacelike surface
is gradient surjective.
Applying a variant of the same theorem [16, Thm. 26.3] to u∗ , we also see that if 
is C1 as well as being strictly convex, then the gradient map Du is injective as well,
so by invariance of domain it gives a homeomorphism from u to R2. We remark that
this gradient is related to the inverse of the Gauss map of . Namely, let us denote
by π : H2 → D the radial projection from the hyperboloid to the disc at height one,
namely
π(y1, y2, y3) =
(
y1
y3
,
y2
y3
)
,
which gives an identification of the hyperboloid model of Example 1.3 with the Klein
model of the hyperbolic plane. Then the composition π ◦ G of the projection with
the Gauss map is inverse to the map
y → (Du(y), u∗(Du(y))) (6)
as maps between  and u [2, Lemma 2.15]. Moreover, we note that if  is convex
then
u(π ◦ G(p)) = 〈p, (π ◦ G(p), 1)〉 (7)
and if  is entire then u(y) = +∞ if y /∈ π ◦ G().
We now provide a formula which relates the Gaussian curvature of a C2 strictly
convex spacelike surface  to the support function u .
Lemma 2.11 [15] Let u : D → R be the support function of a future-convex C2
spacelike embedded surface  in R2,1. Then u satisfies
det D2u(x) = 1
ψ(x)
(1 − |x|2)−2 . (8)
for every x ∈ u , where ψ = κ ◦ (π ◦ G)−1 is the curvature function, and
κ = det B is the Gaussian curvature of .
In particular, if  is a future-convex surface of constant Gaussian curvature det B ≡
K > 0 (as in Definition 1.2), then on the image of the Gauss map u satisfies:
det D2u(x) = 1K (1 − |x|
2)−2 . (9)
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At last we are ready to translate our original problem of prescribed Gaussian cur-
vature into a Dirichlet-like problem for the support function.
Definition 2.12 Let ϕ : ∂D → R ∪ {+∞} be lower semicontinuous and let ψ : D →
R. We say that a proper closed convex function u : D → R ∪ {+∞} is a solution of
the Minkowski problem with curvature function ψ and boundary data ϕ if
• u is equal to ϕ when restricted to ∂D,
• u ∈ C2(u) and solves the equation
det D2u(x) = 1
ψ(x)
(1 − |x|2)−2 ,
on the domain u .
With this definition, we obtain an equivalent formulation of the Minkowski problem,
as stated in Sect. 1.5:
Proposition 2.13 Given any ϕ : ∂D → R∪ {+∞} lower semicontinuous and finite at
at least 3 points, and any ψ : D → R smooth, u is a gradient-surjective solution of
the Minkowski problem with data ϕ and ψ if and only if u is the support function of
an entire spacelike surface  such that D = Dϕ and ψ = κ ◦ (π ◦ G)−1.
2.3 Gaussian curvature and examples
Let us now give two first basic explicit examples:
Example 2.14 The hyperboloid Hyp (see Example 1.3), rescaled by a factor 1/√K , is
an entire strictly future-convex surface (which we denote HypK ) of constant Gaussian
curvature K . In fact, it can be checked directly that (if n is the future unit normal field)
its shape operator is B = Dn = √K1, where 1 is the identity operator. Such surface
is invariant by the group of linear isometries SO0(2, 1). Its support function is:
uHypK (x) = −
1√
K
√
1 − |x|2 ,
which is a solution of Eq. (9). Observe that uHypK is finite on the whole disk and
uHypK = 0 on ∂D.
Example 2.15 We have introduced in Example 1.4 the trough:
T := {x ∈ R2,1 : x22 − x23 = −1, x3 > 0} ,
Its support function, at any point x = (x, y), is:
uT (x, y) =
{
−√1 − y2 if x = 0 and y ∈ [−1, 1]
+∞ otherwise .
We remark that the trough is convex but not strictly convex and has Gaussian curvature
0. The essential support of uT is a segment.
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3 Tools fromMonge-Ampère equations
In order to prove the existence and uniqueness of entire surfaces of prescribed cur-
vature, we will construct solutions of Eq. (8). For this purpose, we will need several
tools from the classical theory of Monge-Ampère equations—in particular, the notion
of generalized solution, the maximum principle, and some results of existence and
regularity. The purpose of this section is to collect the necessary tools and prove a
generalized maximum principle for Monge-Ampère equations.
3.1 Generalized solutions
Given a convex function u :  → R for  a convex domain in R2, we define the
subdifferential of u as the set-valued function ∂u whose value at a point x ∈  is:
∂u(x) = {Dv | v affine; graph(v) is a support plane for graph(u); (x, u(x)) ∈ graph(v)} .
In general ∂u(x) is a convex set. If u is differentiable at x, then ∂u(x) = {Du(x)}.
We define the Monge-Ampère measure on the collection of Borel subsets ω of R2:
MAu(ω) = L(∂u(ω))
where L denotes the Lebesgue measure on R2.
Lemma 3.1 ([19, Lemma 2.3]) If u is a C2 convex function, then
MAu(ω) = L(Du(ω)) =
∫
ω
(det D2u)dL .
Definition 3.2 Given a nonnegative measure ν on , we say a convex function u :
 → R is a generalized solution to the Monge-Ampère equation
det D2u = ν (10)
if MAu(ω) = ν(ω) for all Borel subsets ω. In particular, given an integrable function
f :  → R, u is a generalized solution to the equation det D2u = f if and only if,
for all ω,
MAu(ω) =
∫
ω
f dL .
We collect here, without proofs, some facts which will be used in the following.
Unless explicitly stated, the results hold in Rn , although we are only interested in
n = 2.
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3.2 Stability and comparison principle
Let us start by the following important lemma, which concerns the continuity of the
Monge-Ampère measure.
Lemma 3.3 ([19, Lemma 2.2]) Let un be a sequence of convex functions on a convex
domain . If un converges uniformly on compact sets to u∞, then the Monge-Ampère
measures MAun converge weakly to MAu∞ .
Second, the following comparison principle is the key ingredient, for instance, for
every result of uniqueness.
Theorem 3.4 (Maximum principle, [11,19]) Given a bounded convex domain  and
two convex functions u+, u− ∈ C0(), if MAu+(ω) ≤ MAu−(ω) for every Borel
subset ω, then
min

(u+ − u−) = min
∂
(u+ − u−) .
The following is a direct consequence.
Corollary 3.5 (Comparison principle) Given a bounded convex domain  and two
convex functions u+, u− ∈ C0(), if u+ ≥ u− on ∂ and MAu+(ω) ≤ MAu−(ω) for
every Borel subset ω, then u+ ≥ u− on .
In particular, we have the following result of uniqueness.
Corollary 3.6 Given two generalized solutions u1, u2 ∈ C0() to the Monge-Ampère
equation det D2u = ν on a bounded convex domain , if u1 ≡ u2 on ∂, then
u1 ≡ u2 on .
3.3 Existence and regularity
The following is a classical result of existence for the Dirichlet problem for Monge-
Ampère equations.
Theorem 3.7 (Dirichlet problem, [11, Theorem 1.6.2]) Let  be a bounded strictly
convex domain. Given any continuous function g : ∂ → R and any Borel measure
ν with ν() < +∞, there exists a generalized solution u ∈ C0() of the problem
{
det D2u = ν in 
u|∂ = g .
We remark here that Theorem 3.7 does not apply directly to Equation (8), since in
that case the hypothesis of finite total measure is not satisfied. Moreover, the boundary
value will not be continuous in the general problem we consider. We also have the
following important regularity property:
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Theorem 3.8 ([19, Theorem 3.1]) Let u be a strictly convex generalized solution to
det D2u = f on a bounded convex domain  with smooth boundary. If f > 0 and f
is smooth, then u is smooth.
The following property will be used repeatedly in the paper, and is a peculiar
property of dimension n = 2.
Theorem 3.9 (Aleksandrov-Heinz, [19, Remark 3.2]) Let f be a positive function
and let u be a generalized solution of the Monge-Ampère equation det D2u = f on a
domain  ⊂ R2. Then u is strictly convex.
3.4 A generalized comparison principle
In this section we will prove a version of the maximum principle (Theorem 3.4) which
we can apply to functions valued in R∪{+∞}which satisfy a Monge-Ampère equation
on their domain of support. The following definition generalizes Definition 2.9.
Definition 3.10 A closed convex function u on R2 taking values in R ∪ {+∞} is
gradient-surjective if the sub-differential gives a surjective set-valued map from the
interior of its essential domain to R2.
Proposition 3.11 (Generalized comparison principle) Suppose  is a convex bounded
domain, u+ :  → R ∪ {+∞} is a closed convex function, and u− ∈ C0() is
convex. If u+ is gradient-surjective and MAu+(ω) ≤ MAu−(ω) for every Borel subset
ω ⊂ u+ , then
min

(u+ − u−) = min
∂
(u+ − u−) .
Proof Under the assumptions, the function u+−u− is lower-semicontinuous on , so
it attains its minimum value at some point x0 ∈ . We first show that x0 /∈ ∂u+ \∂.
Indeed, suppose otherwise. Let p ∈ ∂u−(x0), and let l(x) = u−(x0) + p · (x − x0)
be the corresponding affine support. Since u+ is convex, the set u+ is convex, so
it has a supporting hyperplane at x0. Let q be the outward normal vector to such a
hyperplane, so that the linear function m(x) = q · (x − x0) is negative on u+ . Let
p˜ = p + q. Since l is a support for u−, for any x ∈ u+ , we have l(x) < u−(x), in
other words
p˜ · (x − x0) < u−(x) − u−(x0).
Now we use the property that u+ is gradient-surjective to find a point x1 ∈ u+ for
which p˜ ∈ ∂u+(x1). Let l˜(x) be the corresponding affine support for u+ at x1, that is
l˜(x) = u+(x1) + p˜ · (x − x1) .
Using l˜(x0) ≤ u+(x0), we have
u+(x1) − u+(x0) ≤ p˜ · (x1 − x0) .
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Since u+ − u− is minimized at x0, we have
u+(x0) − u−(x0) ≤ u+(x1) − u−(x1) .
Putting these inequalities together gives
p˜ · (x1 − x0) < u−(x1) − u−(x0) ≤ u+(x1) − u+(x0) ≤ p˜ · (x1 − x0)
which is a contradiction. We conclude that x0 /∈ ∂u+ \ ∂.
The rest of the argument is essentially the proof of the standard comparison principle
(following [11, Theorem 1.4.6]). Suppose that x0 ∈ u+ and also for the sake of
contradiction that
u+(x0) − u−(x0) < min
∂
(u+ − u−) .
Then it follows also that
u+(x0) − u−(x0) < min
∂u+
(u+ − u−) ,
since otherwise the minimum would be attained on ∂u+ \ ∂. By adding a suitable
constant to u−, we may arrange that
u+(x0) − u−(x0) < 0 < min
∂u+
(u+ − u−) .
By replacing u− with u− + δ|x − x0|2 for small enough δ, we can preserve these
inequalities and also arrange that MAu+(ω) < MAu−(ω) with strict inequality.
Let U = {x | u+(x) − u−(x) < 0}. A priori, since u+ is only semicontinuous,
U need not be open; however, by arrangement U ⊂ u+ , and u+ is continuous on
u+ , so indeed U is open. In fact, the set {x | u+(x) − u−(x) ≤ 0} is closed and
contained in u+ , so U is compactly contained in u+ , and u+ is continuous on U .
Hence, u+ = u− on the boundary of U , with u+ < u− on the interior. It follows that
∂u−(U ) ⊂ ∂u+(U ), which contradicts the strict inequality MAu+(U ) < MAu−(U ). unionsq
The following is a straightforward consequence of the generalized comparison
principle.
Proposition 3.12 Let  be a convex domain. Suppose that u+, v :  → R ∪ {+∞}
are closed convex functions with u+ gradient-surjective, v ∈ C0(), and MAu+(ω) ≤
MAv(ω) for every Borel subset ω ⊂ u+ . Suppose furthermore that v(ξ) ≤ 0 at every
point ξ ∈ ∂ for which u+(ξ) < +∞. Then
u+ ≥ conv(u+|∂) + v .
Proof Set ϕ = u+|∂. By the remark following Definition 2.6, it is enough to show
that u+ ≥ l + v for every affine function l on  with l|∂ ≤ ϕ. By the assumption
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on v, the restriction of l + v to ∂ is less than or equal to ϕ, and its Monge-Ampère
measure coincides with that of v. Hence we may apply the generalized comparison
principle to conclude u+ ≥ l + v. unionsq
4 Gauss map andminimal Lagrangianmaps
In this section, we will study some properties of the Gauss map and the support function
of future-convex entire surfaces with Gaussian curvature bounded from above and
below by positive constants. We thus prove Theorem 4.4, which is a refined version
of Theorem E. We will then study the relation with minimal Lagrangian maps with
values in the hyperbolic plane, and derive Corollary G as a consequence.
4.1 Classical barriers
We give here the construction of some explicit surfaces of constant Gaussian curvature.
Besides being examples of the theory previously explained, Example 4.3 will serve as
a barrier in the proof of Theorem 4.4 below.
These surfaces are obtained as surfaces of revolution, that is, they are invariant under
a 1-parameter group of hyperbolic isometries in SO(2, 1) < Isom(R2,1). Surfaces of
this form were studied in [12], where the first examples of non-standard isometric
embeddings of H2 in R2,1 were provided. Up to conjugation, we can assume the
1-parameter group has the form
⎧
⎨
⎩
⎛
⎝
1 0 0
0 cosh(s) sinh(s)
0 sinh(s) cosh(s)
⎞
⎠ | s ∈ R
⎫
⎬
⎭ . (11)
Hence we consider surfaces  parameterized by
(t, s) →
⎧
⎪⎨
⎪⎩
x1(t, s) = g(t)
x2(t, s) = sinh(s)r(t)
x3(t, s) = cosh(s)r(t)
. (12)
That is, we apply the 1-parameter hyperbolic group to the planar curve (g(t), 0, r(t)).
Following [12], one can assume that
g′(t)2 − r ′(t)2 = 1, (13)
which means that, for s = s0 fixed, the planar curve  ∩ {x2 cosh(s0) = x3 sinh(s0)}
is parameterized by arclength.
Remark 4.1 Viewing the space D × R as the space of achronal planes in R2,1, it is
straightforward to write down the action of the 1-parameter group of Eq. (11) on this
space. Using the fact that if  is invariant under this group then so must be the graph
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of its support function u in D × R, it can be shown that u satisfies the following
invariance (compare Equation (18)):
u(x, y) =
√
1 − y2 · u
(
x√
1 − y2 , 0
)
. (14)
As a consequence, if ξ = (x, y) ∈ ∂D so that x2 + y2 = 1, then
u(ξ) = |x | · u
(
x
|x | , 0
)
=
{
x · u(1, 0) if x ≥ 0
−x · u(−1, 0) if x < 0 .
This function is affine on both half-planes x ≥ 0 and x ≤ 0. If u(1, 0)+u(−1, 0) =
0, then the two affine functions agree, and u |∂D coincides with support function of
the future of a point. If u(1, 0) + u(−1, 0) > 0 then the two affine functions
meet at a convex angle, and u |∂D coincides with the support function of the future
of the segment with end points (u(−1, 0), 0, 0) and (u(1, 0), 0, 0). If u(1, 0) +
u(−1, 0) < 0 then u |∂D coincides with the support function of the future of a
hyperbola given as the intersection of the null cones of two points.
Example 4.2 (Entire CGC surfaces with surjective Gauss map) The Gaussian curvature
of the surface parametrized by (12) assuming (13) is given by the simple formula
K (s, t) = r ′′(t)/r(t) [12, Equation 5]. For any a > 0, we consider first the solution
given by
r(t) = a cosh(t) ,
which therefore has g′(t) =
√
1 + a2 sinh2(t). By choosing
g(t) =
∫ t
0
√
1 + a2 sinh2(x)dx ,
the corresponding surface (say, a) is invariant by the reflection (x1, x2, x3) →
(−x1, x2, x3). When written as a graph a = graph( fa), fa has therefore a min-
imum point at the origin. We remark that, when a = 1, 1 is the hyperboloid Hyp.
By multiplying a by the factor 1/
√
K , one obtains analogously surfaces Ka =
(1/
√
K )a of constant Gaussian curvature K . To compute the support function uKa
of Ka = graph( f Ka ), we remark that uKa (1, 0) can be expressed as [4, Section 2.3]:
uKa
(1, 0) = lim
x1→+∞
(x1 − f Ka (x1, 0, 0)) = limt→+∞(g(t) − r(t)) .
It can be thus shown that F(a) := uKa (1, 0) is finite for every a, is a decreasing
function of a, and
lim
a→0+
F(a) = +∞ . (15)
Using Remark 4.1, we therefore have, for ξ = (x, y) ∈ ∂D:
123
Entire surfaces of constant curvature…
Fig. 3 The surface of revolution Ka , corresponding to the choice r(t) = a cosh(t) (here K = 1 and
a = 1/2). The domain of dependence is the future of a spacelike segment
uKa
(ξ) = F(a)√
K
|x | .
So, when a ∈ (0, 1), the domain of dependence of Ka is the future of a segment. That
is,
DKa =
⋃
x∈
[
− F(a)√
K
,
F(a)√
K
]
I+(x, 0, 0) .
See Fig. 3. From the expression (14) of Remark 4.1, we also see that uKa is finite on
D and uKa ∈ C0(D). Moreover, again from (14) we get:
uKa
(0, y) =
√
1 − y2uKa (0, 0) = −
a√
K
√
1 − y2 , (16)
which corresponds to the fact that Ka ∩ {x1 = 0} is a hyperbola through the point
(0, 0, a/
√
K ).
Example 4.3 (Entire CGC surfaces with Gauss map to a half-plane) Another useful
family of surfaces, still studied in [12], is obtained by the choice r(t) = et . By writing
the explicit expression of
g(t) =
∫ t
0
√
1 + r ′(x)2dx ,
this gives:
(t, s) →
⎧
⎪⎪⎨
⎪⎪⎩
x1(t, s) = 1√K
(√
1 + e2t − 12 log
(√
1+e2t+1√
1+e2t−1
))
x2(t, s) = 1√K sinh(s)et
x3(t, s) = 1√K cosh(s)et
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Fig. 4 The surface of revolution K0 , corresponding to the choice r(t) = et . (Here K = 1.) The domain
of dependence is the future of a half-line
Let us call K0 such surface. See also Fig. 4. A direct computation, using Remark 4.1
shows that the corresponding support function is
uK0
(x, y) =
⎧
⎪⎪⎨
⎪⎪⎩
− 1
2
√
K
x log
⎛
⎝
1+
√
1− x2
1−y2
1−
√
1− x2
1−y2
⎞
⎠ x ≥ 0
+∞ x < 0
. (17)
This is another solution of Eq. (9), which by direct inspection can be shown to be
continuous on the closed half-space D+, where D+ = D ∩ {x > 0}, and uK0 = 0 on
∂D+.
4.2 Image of the Gauss map
We will now prove the following theorem, which is a refined version of Theorem E,
and gives a complete description of the image of the Gauss map of a CGC entire
surface in R2,1.
Theorem 4.4 Let  be an entire spacelike surface in R2,1 with Gaussian curvature
bounded from above and below by positive constants. Let u : D → R ∪ {+∞} be
the support function of . Then
• The essential domain of u , i.e. the set on which u is finite, coincides with the
convex hull of {ξ ∈ ∂D | u(ξ) < +∞}.
• For every segment of ∂ with endpoints ξ1, ξ2 ∈ ∂D, u restricted to the chord
[ξ1, ξ2] is the convex envelope of u |{ξ1,ξ2}.
The second bullet point means that if either u(ξ1) or u(ξ2) is infinite then u is
infinite on the open chord, and otherwise it is the unique affine function interpolating
the values at the endpoints (compare the comment following Proposition 2.7).
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Proof of Theorem 4.4 Let C be the convex hull of {ξ ∈ ∂D : u(ξ) < +∞}. Let K0
be a positive lower bound for the curvature of . Let
v(z) = − 1√
K0
√
1 − |z|2
be the support function of the hyperboloid HypK0 . Then MAu (ω) ≤ MAv(ω) for all
Borel subsets ω ⊂ u and v is continuous on the closed disk and equal to 0 on the
boundary. Hence by Proposition 3.12, we have u ≥ conv(u |∂D)+v. By the remark
following Proposition 2.7 the essential support of conv(u |∂D) is equal to C. Since v
is finite everywhere, this shows that u is infinite at every point outside C. Since u
is convex, so is its essential domain. Therefore the essential domain of u is exactly
C. This proves the first bullet point as well as the second bullet point in the case where
u is infinite at either of the two endpoints ξi .
To complete the proof of the theorem, we need only consider the case where both
u(ξ1) and u(ξ2) are finite for a segment [ξ1, ξ2] of ∂ . Up to composing  with
an isometry of R2,1, we can assume ξ1 = (0,−1), ξ2 = (0, 1) and that C is contained
in {x ≥ 0}. We will show that u(0, y) = conv(u |∂D)(0, y) for every y ∈ [−1, 1].
Let K00 be the function constructed in Example 4.3, whose support function u0 is a
solution to the Monge Ampère equation (9) on the right half-disk D+ with u0|∂D+ = 0.
Let A be the linear hyperbolic transformation of length  with attracting fixed point
(−1, 0) and repelling fixed point (1, 0). Let u be the support function of A(K00 ).
Explicitly, in coordinates (x, y) on the disk [2, Lemma 3.4],
u(x, y) = (cosh() + x sinh()) u0
(
x cosh() + sinh()
cosh() + x sinh() ,
y
cosh() + x sinh()
)
.
(18)
Observe that u is equal to zero on the boundary of the half disk D+ bounded by the
chord
[(− tanh(), sech()), (− tanh(),−sech())]
By Proposition 3.12 applied to D+, we have that
u ≥ conv(u |∂D+) + u for all .
Since u is equal to +∞ on the left half-disk, in fact conv(u |∂D+) = conv(u |∂D).
Now we take the limit as  → 0 and use the continuity of u0 on D+ to conclude that
u ≥ conv(u |∂D) + u0 .
Since u0 is zero on the y-axis, we conclude that u = conv(u |∂D) on the y axis. The
other inequality follows from convexity of u . unionsq
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Fig. 5 When ϕ is finite on exactly three points, the domain of dependence Dϕ is the intersection of the
future of three null planes
Remark 4.5 The reason why in the last part of the proof of the previous theorem we
did not apply directly Proposition 3.12 to the domain D+ is that this would lead to the
following inequality u ≥ conv(u |∂D+) + u0. However, since the restriction u to
∂D+ \ ∂D is not constantly +∞, we can no longer argue that conv(u |∂D+) coincides
with conv(u |∂D). So the previous estimate is not useful to control u a priori on the
y-axis.
We then have the following corollary of the results of the previous subsection:
Corollary G. Let F : H2 → H2 be a minimal Lagrangian map. Then the image F(H2)
coincides with the interior of the convex hull of F(H2) ∩ ∂H2.
Proof By Lemma 1.8, F can be realized as the Gauss map of a CGC-K surface  in
R
2,1
, which is entire. Indeed the first fundamental form coincides with the metric on
the source, and is therefore complete. Therefore  is entire by Remark 1.12. Hence,
by applying again Theorem 4.4, the image of the Gauss map of  (which is identified
with F) coincides with the convex hull of F(H2) ∩ ∂H2. unionsq
5 The case of the ideal triangle
In this section, we will consider the special case of the regular domainDϕ in R2,1, where
ϕ takes finite value on precisely three distinct points ξ1, ξ2, ξ3 of ∂D, and ϕ(ξ) = +∞
otherwise. This regular domain Dϕ is the intersection of three half-spaces bounded by
null planes. We call such a regular domain a triangular domain (See Fig. 5).
The purpose of this section is to prove the following:
Proposition 5.1 Let K ∈ (0,+∞) and let ϕ : ∂D → R ∪ {+∞} be a function with
ϕ(ξ1), ϕ(ξ2), ϕ(ξ3) < +∞ and ϕ(ξ) = +∞ otherwise. Then the domain Dϕ is the
domain of dependence of an entire CGC-K surface.
The linear isometry group SO0(2, 1) acts simply transitively on triples of null planes
intersecting at the origin. Furthermore, any triple of nonparallel null planes intersect at
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a point. Therefore, up to the action of the affine isometry group of R2,1, all triangular
domains are equivalent to each other. Therefore, it is enough to produce a CGC-K
surface in any single triangular domain Dϕ . Moreover, using also homethety, it suffices
to produce a CGC-1 surface with this property.
5.1 Harmonic maps to an ideal triangle
We will construct such a surface  by using the correspondence between minimal
Lagrangian maps and CGC-K surfaces described in Lemma 1.8. In fact, we will
construct a minimal Lagrangian map by way of harmonic maps.
From the classical theory of harmonic maps, a harmonic map f from C to H2 is
determined up to isometries of H2 by the Hopf differential  f and the holomorphic
energy density H f , which are defined by
 f = ( f ∗hH2)2,0 = 〈∂ f , ∂ f 〉 ,
H f = ||∂ f ||2 = 〈∂ f , ∂ f 〉 ,
where we use the decomposition d f = ∂ f + ∂ f . It is well-known that  f is a holo-
morphic quadratic differential. Setting H f = e2h and  f = φ(z)dz2, the function h
satisfies the Bochner equation:
h = e2h − |φ|
2
e2h
. (19)
Proposition 5.2 [14] Given two hyperbolic surfaces (S, h) and (S′, h′), a diffeomor-
phism F : (S, h) → (S′, h′) is minimal Lagrangian if and only if there exist harmonic
diffeomorphisms f : (S0, X0) → (S, h) and f ′ : (S0, X0) → (S′, h′), where (S0, X0)
is a Riemann surface, such that:
(1) F = f ′ ◦ f −1,
(2)  f = − f ′ , and
(3) H f = H f ′ .
If there exists a CGC-1 surface  whose domain of dependence is a triangular
domain, then by Theorem E the image of the Gauss map G :  → H2 must be
an ideal triangle in H2. From the results of [13], it is known that if a harmonic map
f : C → H2 has polynomial Hopf differential of degree n, then its image is an ideal
polygon with n + 2 vertices. Hence our strategy is to consider a minimal Lagrangian
diffeomorphism F0 = f ′0 ◦ f −10 , where f0, f ′0 : C → H2 are harmonic maps with
Hopf differentials
0 = Hopf( f0) = −zdz2 ′0 = Hopf( f ′0) = zdz2 .
There is a natural choice of solution to the Bochner equation on C with Hopf differential
±0, given by the following result:
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Theorem 5.3 [20] Let  be a holomorphic quadratic differential on C which is not
identically zero. Then there exists a unique smooth function h : C → R which solves
h = e2h − |φ|2e−2h ,
such that e2h − |φ|2e−2h > 0 and the Riemannian metric e2h |dz|2 is complete.
Remark 5.4 Associated to the harmonic map f ′0 is also a constant mean curvature
spacelike immersion σH : C → R2,1, which is conformal and also has f ′0 as its Gauss
map (see for example [5]). The induced metric on σH (C) is e2h |dz|2. Therefore, the
solution h given by Theorem 5.3 has the property that σH (C) is complete, and hence
properly embedded. Choosing a normalization so that the mean curvature of σH is 1/2,
the CGC-1 immersion σ is given by the formula σ(z) = σH (z)− G(σH (z)), where G
is the Gauss map of σH , taking values in H2 ⊂ R2,1. This classical observation also
holds in Euclidean space. In a future paper, we will use it to derive similar results for
constant mean curvature surfaces.
Let h0 be the solution of the Bochner equation with Hopf differential ±0 guar-
anteed by Theorem 5.3. By Proposition 5.2, this determines up to isometry a minimal
Lagrangian diffeomorphism F0 = f ′0 ◦ f −10 , where f0, f ′0 : C → H2. By Lemma 1.8,
this in turn determines up to isometry a CGC-1 spacelike immersion σ0 : C → R2,1.
According to the proof of Lemma 1.8, the immersion data (I, B) of σ0 are uniquely
determined by
I = f ∗0 hH2 ,
( f ′0)∗hH2(·, ·) = f ∗0 hH2(B·, B·) ,
(20)
and the condition that B is positive and symmetric for f ∗0 (hH2). In the following, we
will express I and B explicitly.
5.2 An expression for the embedding data
We will ultimately show that the CGC-1 surface σ0(C) is entire; for this, we will need
to analyze the asymptotic behavior of σ0 and in particular of the function h0. To this
end, it is useful to introduce the local chart
w = (2/3)z3/2 .
This means that w is a branch of square root of z3, up to the factor 2/3. We remark
that w gives a chart on any sector of angle less than 4π/3. Since 0 = −zdz2 has an
order 3 rotational symmetry, and the uniqueness part of Theorem 5.3 implies that h0
has the same symmetry, the parameter w will be sufficient to understand the whole
geometry of the problem.
Remark 5.5 In fact, h0 is totally rotationally symmetric since the magniture |φ|2 is
the only contribution to the Bochner equation. Even though this remark is not strictly
necessary for any of our results, it is worth pointing out that it reduces the construction
of σ0 to the solution of an ordinary differential equation.
123
Entire surfaces of constant curvature…
We now give expressions for the embedding data (I, B) of σ0 in aw coordinate chart.
First note that with respect to this coordinate 0 = −dw2. Moreover, the logarithmic
holomorphic energy density h˜0 with respect to the w chart is related to h0 by
h˜0 = h0 − 12 log |z|
and by Eq. (19) with φ = 1 it satisfies the Bochner equation h˜0 = 2 sinh(2h˜0),
where the Laplacian is with respect to the metric |dw|2.
The first fundamental form is by construction
I = f ∗0 hH2 = −dw2 + e|dw|2 − dw2 ,
where e is the energy density of f0 with respect to the flat metric |dw|2. Then, using
the equations e = H + L , where L is the anti-holomorphic energy density, and in
the w coordinate HL = |φ|2 = 1, we have
e = e2h˜0 + e−2h˜0 = 2 cosh(2h˜0),
where h˜0 is the logarithmic holomorphic energy density in thew coordinate. Similarly,
the third fundamental form is given by
III = ( f ′0)∗hH2 = dw2 + 2 cosh(2h˜0)|dw|2 + dw2 .
To write B in coordinates, it is helpful to introduce the coordinates w = u + iv, so
that dw2 + dw2 = 2(du2 − dv2). Then we obtain:
I = f ∗0 hH2 = 2 cosh(2h˜0)(du2 + dv2) − 2(du2 − dv2)
= (2 sinh(h˜0))2du2 + (2 cosh(h˜0))2dv2
(21)
and similarly
III = ( f ′0)∗hH2 = 2 cosh(2h˜0)(du2 + dv2) + 2(du2 − dv2)
= (2 cosh(h˜0))2du2 + (2 sinh(h˜0))2dv2 .
(22)
Now it is easy to see that from Equation (20) that
B = coth(h˜0)du ⊗ ∂
∂u
+ tanh(h˜0)dv ⊗ ∂
∂v
. (23)
5.3 A priori estimates for Bochner equation
In this section we provide the estimates for h˜0 which will allow us to conclude that
σ0 : C → R2,1 is a proper embedding. Let r = |w| be the radial coordinate with
respect to the w chart. A particular case of [13, Lemma 1.2] provides an a priori bound
on such rotationally invariant solution.
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Lemma 5.6 There exist constants C > 0 and r0 > 0 such that
0 ≤ h˜0(w) ≤ e−Cr ,
as long as |w| ≥ r0.
Remark 5.7 Recalling the expression (23) for the shape operator B, we see that the
principal curvatures of σ0,
λ = coth(h˜0) μ = tanh(h˜0) ,
satisfy λ → +∞ and μ → 0 as |w| → +∞.
We will actually need a similar bound, but from below, on the function h˜0, which
we prove in the following lemma.
Lemma 5.8 There exist constants A > 0 and r0 > 0 such that
h˜0(w) ≥ A√
r
e−2r ,
as long as |w| ≥ r0.
Proof Recall that for r > 0, h˜0 solves the PDE
h˜0 = 2 sinh(2h˜0) .
Now, consider the function
v = v(r) = A√
r
e−2r .
Since v(r) is rotationally symmetric, we have
v = v′′(r) + v
′(r)
r
and by a direct computation we see
v =
(
4 + 1
4r2
)
v .
On the other hand, for fixed A, if r is large enough, v(r) is smaller than any power
of 1/r . Therefore,using the Taylor expansion of the hyperbolic sine near zero, for large
enough r , independent of A so long as A < 1 say:
2 sinh 2v ∼ 4v + 8
3
v3 <
(
4 + 1
4r2
)
v . (24)
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Hence there exists r0 independent of A so long as A < 1, such that
v > 2 sinh 2v
for every r ≥ r0.
To conclude, choose 1 > A > 0 such that v(r0) = Ar−1/20 e−2r0 < h˜0(w) for
all |w| = r0. Then by the maximum principle for this choice of A, we have h˜0 ≥ v
whenever r ≥ r0. Indeed, h˜0 − v > 0 on the circle {r = r0} by the choice of A, and
h˜0 − v → 0 as r → +∞ since each function goes to 0, so if we suppose that the set
{h˜0 < v} ∩ {r ≥ r0} is non-empty, then h˜0 − v has to assume a negative minimum
value. But at the minimum point,
h˜0 = 2 sinh 2h˜0 < 2 sinh 2v < v ,
hence (h˜0 − v) < 0 and this gives a contradiction. Hence we conclude that
h˜0 > v = A√
r
e−2r
for r ≥ r0 and for a suitable choice of A > 0, as claimed. unionsq
5.4 Proof of Proposition 5.1
We begin with several lemmas, which will help us to understand the behavior of the
immersion σ0 in specific directions. The ultimate goal is to show that σ0 is a proper
embedding. First, we argue that since σ0 is convex, it is at the very least a subset of
an entire achronal surface.
Lemma 5.9 Let σ : S → R2,1 be a C2 immersion with everywhere positive definite
second fundamental form. Let G : S → H2 be the Gauss map of σ , and suppose that
G is injective with convex image. Then σ is an embedding and moreover there exists
a convex achronal entire surface  such that the normal of each support plane of 
is in G(S), and σ(S) is the subset of  whose support planes have normal contained
in G(S).
Proof The strategy of the proof is to construct the support function of  from the
immersion σ . Let π : H2 → D be the radial projection to the disk at height 1. Define
the function uσ : Im(π ◦ G) → R by
uσ (π ◦ G(p)) = 〈p, (π ◦ G(p), 1)〉
The fact that the second fundamental form of σ is positive definite implies that the
function uσ is convex, by straightforward calculation of the Hessian of uσ . Since the
domain π ◦ G(S) of uσ is also convex, its convex hull conv(uσ ) is equal to uσ on
π ◦G(S) and is equal to +∞ on π ◦ G(S)c. By Proposition 2.4, conv(uσ ) is dual to an
entire achronal surface . Moreover the Legendre transform gives a homeomorphism
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from the image of π ◦ G to the subset of  consisting of points whose support plane
has normal contained in the image of G. Composing the Legendre transform with
π ◦ G, we obtain an embedding σ ′ : S → R2,1. By construction, the Gauss map of σ ′
is equal to G and the support function of σ ′ is equal to uσ (compare Eq. (7)).
Since σ is an immersion with positive definite second fundamental form, it is locally
the graph of a convex function. By the local nature of the formula to recover a surface
from its support function (Eq. (6)), the immersions σ and σ ′ must agree. Therefore σ
is an embedding and its image is exactly those points of  whose support plane has
normal in G(S). unionsq
We will take advantage of the global symmetries of the CGC surface σ0(C) and its
achronal extension  as in Lemma 5.9.
Lemma 5.10 There exists a dihedral group 
 < Isom(R2,1) of order 6 which leaves
the surface  invariant. Moreover, 
 is generated by a linear elliptic isometry in
SO0(2, 1) of order 3, and by a reflection in a timelike plane.
Proof By Theorem 1.1, the surface σ0(C) is determined up to a global isometry by the
embedding data, namely the first fundamental form I of Equation (21) and the shape
operator B of Equation (23).
Since the solution h0 to Bochner equation is rotationally invariant, and the holomor-
phic quadratic differentials ±zdz2 have an order 3 rotational symmetry, the embedding
data (I, B) have a dihedral group of (intrinsic) isometries generated by the rotation
α : z → ωz (where ω is a cubic root of the identity) and by the conjugation β : z → z.
By the uniqueness part of Theorem 1.1, the embeddings σ0 and σ0 ◦ α differ by
a global isometry A ∈ Isom(R2,1). Such A must necessarily preserve orientation
and time-orientation, and fix the point σ0(0) and the normal vector N (σ0(0)). Hence
A ∈ SO0(2, 1) is a rotation, and has order three by a similar argument.
Analogously, one shows that σ0 and σ0 ◦ β differ by a time-orientation preserving
and orientation-reversing isometry B which fixes the geodesic σ0({Im(z) = 0}) of
σ0(C) pointwise. We have thus obtained a representation of the dihedral group 〈α, β〉
of order 6 in Isom(R2,1), whose image leaves σ0(C) invariant.
Since Lemma 5.9 defines  canonically in terms of the embedding σ0, it is also
invariant under the same group of isometries. unionsq
Finally, we show that the surface σ0(C) looks like a properly embedded surface
along its planes of symmetry. First, the following general lemma characterizes properly
embedded spacelike curves contained in a timelike plane in terms of their speed and
curvature.
Lemma 5.11 Let γ : [0,+∞) → R1,1 be a spacelike curve with curvature κ :
[0,+∞) → R+ and speed ν : [0,+∞) → R+. Assume that
∫ ∞
0
exp
(∫ r
0
κ(s)ν(s)ds
)
ν(r)dr = +∞ .
Then γ is proper.
123
Entire surfaces of constant curvature…
Proof Let T : [0,+∞) → R1,1 be the unit tangent vector field along γ and N be the
normal vector. Denote by t = t(r) the arclength, so that
dt
dr
= ν(r) .
We have that 〈T , T 〉 = 1, 〈N , N 〉 = −1, and 〈T , N 〉 = 0. Moreover,
{
dT
dt = κN
d N
dt = κT
.
Observe that the lightlike directions of T + N and T − N are fixed. Let ξ− be a future-
pointing lightlike vector parallel to T − N , and consider the function ρ = 〈γ, ξ−〉. As
dγ
dt = T , we have
{ dρ
dt = 〈T , ξ−〉
d2ρ
dt = 〈κN , ξ−〉 = κ〈T , ξ−〉 = κ dρdt
where we have used that 〈T − N , ξ−〉 = 0. So dρdt (t) = dρdt (0) exp
(∫ t
0 κ(r(τ ))dτ
)
or
in terms of the parameter r ,
dρ
dt
(t(r)) = C exp
(∫ r
0
κ(s)ν(s)ds
)
.
So
dρ
dr
(r) = dρ
dt
(t(r)) · ν(r) = C exp
(∫ r
0
κ(s)ν(s)ds
)
ν(r)
and by the assumption,
∫ +∞
0
dρ
dr
dr = +∞ .
Therefore 〈γ (r), ξ−〉 → +∞ and this implies that γ is proper. unionsq
We now apply this general result to the intersection of σ0(C) with its planes of
symmetry. One of these three identical curves is the fixed points of the conjugation
β : z → z.
Corollary 5.12 The restriction of σ0(z) to the real axis in the z coordinate is a proper
spacelike curve.
Proof Since this curve is fixed by the conjugation symmetry β, it must be contained in
the timelike plane fixed by the corresponding reflection of R2,1. Identify this timelike
plane with R1,1. We check properness at each end in turn. For each case, we choose
123
F. Bonsante et al.
a branch w = 23z3/2 as above. The negative real axis in the z chart corresponds to the
imaginary axisw = 0+iv in thew chart. By Eq. (21) we see that the metric on this ray
is (2 cosh(h˜0))2dv2 which always larger than 4dv2, and so this end is complete. Since
it is contained in a timelike plane, completeness implies that it is properly embedded.
The harder case is the positive real axis, which corresponds to the real axis w =
u + 0i in the w chart. Here the induced metric is (2 sinh(h˜0))2du2, which tends to 0
as u → ∞. With respect to the u coordinate, Equations (21) and (23) show that the
velocity is ν = 2 sinh(h˜0(u)) and the curvature is κ = coth(h˜0(u)). Therefore
exp
(∫ u
0
κ(s)ν(s)ds
)
= exp
(∫ u
0
2 cosh(h˜0(s))ds
)
≥ exp(2u)
and using sinh h˜0 ≥ h˜0 together with the estimate of Lemma 5.8,
∫ ∞
u0
exp
(∫ u
0
κ(s)ν(s)ds
)
ν(u)du ≥
∫ ∞
u0
exp(2u)
(
A√
u
exp(−2u)
)
→ +∞ .
Hence we conclude from Lemma 5.11 that this end of the curve is also proper. unionsq
Now we conclude the proof of the main result of this section.
Proof of Proposition 5.1 Let σ0 be the CGC-1 immersion constructed in the previous
section, which is actually an embedding by Lemma 5.9, and let  be the convex
achronal entire surface constructed from σ0 via Lemma 5.9. We will show that the
image σ0(C) ⊆  coincides with , and this will show that the image of σ0 is entire.
Since the image of σ0 is open and nonempty in , it suffices to show that its
boundary is empty. For this purpose, let us assume there exists a sequence zn ∈ C
such that σ0(zn) → p ∈ ∂σ0(C). As the image of the Gauss map f ′0 : C → H2 of σ0
is an ideal triangle, we can extract a subsequence (still denoted zn) such that f ′0(zn)
converge either to an ideal vertex or to a point on an edge of the ideal triangle. We will
rule out both possibilities and thus get a contradiction.
Let us first suppose that f ′0(zn) converge to an ideal vertex. Since support planes
converge to support planes, it follows that  admits a lightlike support plane P (as
a limit of the spacelike support planes to σ0(C) at σ0(zn)), which must be parallel to
one of the three null directions in the closure of the Gauss map image. Now using
Lemma 5.10, let Q be the timelike plane of symmetry of  such that reflection in Q
leaves P invariant.
By Corollary 5.12, the intersection of σ0(C) with Q is a proper spacelike curve. In
particular,  can contain no point in Q ∩ P . In particular, the point p is not in Q. Now
let p ′ ∈  be the reflection of p across Q. Since the reflection leaves P invariant,
P must also be the support plane of  at p ′. Hence the midpoint of p and p ′ lies
on the plane Q and still has null support plane P , which contradicts the fact that the
intersection of σ0(C) with Q is a proper spacelike curve
We are thus left with the case that f ′0(zn) converge to an a point of an edge of
the ideal triangle which is the image of the Gauss map. Let us now consider the new
immersion σ1 : C → R2,1 defined by:
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σ1(z) = σ0(z) + f ′0(z) , (25)
where we are considering f ′0 as a map valued in H2 ⊂ R2,1. (Since f ′0 = n is the
Gauss map of σ0, the immersion σ1 is the normal evolution of σ0 at time 1.) By a direct
computation, one obtains
dσ1(v) = dσ0(v) + Dvn = dσ0((1+ B)(v)) ,
where B is the shape operator of σ0, and therefore the first fundamental form of σ1
equals:
〈dσ1(v), dσ1(w)〉 = I(1+ B)v, (1+ B)w) .
By a direct computation from Eqs. (21), (22) and (23), this metric has the form
4e2h˜0 |dw|2 which is a complete metric on C as h˜0 > 0 (see Lemma 5.6). Therefore
σ1(C) is a proper immersion (Remark 1.12). Now, since σ0(zn) is converging to p , and
f ′0(zn) is converging to some interior point of H2, the sequence σ1(zn) is converging
in R2,1 by Eq. (25). But the sequence zn escapes from compact sets of C, hence σ1(zn)
is diverging in R2,1, and this gives a contradiction.
In conclusion, following Lemma 5.9,  = σ0(C), so in particular σ0(C) is entire.
Then by Corollary 1.17 its domain of dependence must be the intersection of the futures
of a set of null planes. Since the image of the Gauss map is an ideal triangle, Theorem E
implies that this set must contain exactly three null planes. Since all triangular regular
domains are equivalent up to isometry of R2,1, this concludes the proof. unionsq
Remark 5.13 It actually turns out, as mentioned in Remark 5.4, that σ1 is a constant
mean curvature embedding. The completeness of the first fundamental form of σ1
is therefore also a consequence of more general results. However, the existence of
such constant mean curvature surface only allows us to prove the second part of
Proposition 5.1, namely, to show that there is no converging sequence σ0(zn) for
which the Gauss map converge to an interior point of H2. Tools from CMC surfaces
are not helpful to tackle the first point, that is, excluding the existence of lightlike
support planes for σ0(C).
The reason why such strategy fails is that, starting from an entire CMC surface,
one can follow the normal flow in the past to obtain a CGC immersion, but it is
hard to prove that it is entire (in fact, it will not be complete in general). Hence we
do not adopt the language of CMC surfaces here, and the technical estimates on the
holomorphic energy, leading to Corollary 5.12, are the essential ingredient for our
proof.
In order to apply the entire CGC-K surfaces provided by Proposition 5.1 as barriers
for the general case, we will need to translate Proposition 5.1 in terms of Monge-
Ampère equations. In fact, fix three distinct points ξ1, ξ2, ξ3 and three values v1, v2, v3.
LetK be the surface provided by Proposition 5.1 withϕ(ξi ) = vi . Then the support
function uK satisfies the Monge-Ampère equation (9). Moreover, by Theorem 4.4,
uK is necessarily affine on each side of the triangle T having vertices ξ1, ξ2, ξ3.
Finally, the Legendre transform of uK gives the surface K , since uK is convex
and lower semicontinuous.
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Hence we can reformulate our result in terms of Monge-Ampère equations:
Corollary 5.14 Given three distinct points ξ1, ξ2, ξ3 ∈ ∂D, let T be the triangle in D
with vertices ξ1, ξ2, ξ3. For any affine function l : D → R, there exists a solution u to
the problem
{
det D2u(z) = 1K (1 − |z|2)−2 for every z ∈ int(T )
u|∂T = l|∂T ,
such that the graph of the Legendre transformation of u is an entire surface.
6 Existence and uniqueness for theMinkowski problem
In this section we will prove the main result (Theorem F) concerning the Minkowski
problem, namely the existence and uniqueness of entire surfaces of prescribed Gaus-
sian curvature in any regular domain Dϕ , where ϕ is finite on at least three points of
∂D.
6.1 Statement of theMonge-Ampère problem
We start by constructing solutions to the Monge-Ampère equation (8). Recall that the
convex envelope of a function ϕ : ∂D → R∪ {+∞}, introduced in Definition 2.6, is:
conv(ϕ)(z) = sup{ f (z) | f : D → R is affine, f |∂D ≤ ϕ} .
Moreover, we denote by ϕ ⊆ D the interior of the convex hull of {ξ ∈ ∂D |ϕ(ξ) <
+∞}.
Theorem 6.1 Let ϕ : ∂D → R∪ {+∞} be any lower semi-continuous function which
is finite on at least three distinct points. Let ψ ∈ C∞(ϕ) such that a < ψ(z) < b
for some a, b > 0 and for every z ∈ ϕ . Then there exists a unique closed convex
function u : D → R ∪ {+∞} which is a solution to
{
det D2u(z) = 1
ψ(z) (1 − |z|2)−2 for z ∈ ϕ
u(z) = conv(ϕ)(z) for z ∈ D \ ϕ .
(26)
Moreover, u is smooth on ϕ and gradient-surjective.
Recall by Proposition 2.7 that conv(ϕ) is equal to ϕ on ∂D and on any chord [ξ1, ξ2]
of ∂ϕ it is the unique affine function interpolating ϕ(ξ1) and ϕ(ξ2).
6.2 Proof of existence
We will split the proof of Theorem 6.1 in two parts, by proving first the existence and
then the uniqueness.
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Proof of the existence part of Theorem 6.1 Let us split the proof into several steps.
Step 1: To simplify notation, we will write h = conv(ϕ). Let us first construct an
approximating sequence un . Let n be an exhaustion of ϕ by strictly convex
domains with smooth boundary, satisfying n ⊂⊂ ϕ and n ⊂⊂ n+1 for every
n. By the classical theory of Monge-Ampère equations (Theorem 3.7), there exists
a solution un : n → R of the problem
{
det D2un(z) = 1ψ(z) (1 − |z|2)−2 for every z ∈ n
un|∂n = h|∂n
which is continuous in n . By Theorem 3.9, un is strictly convex and therefore
smooth by Theorem 3.8.
Step 2: We now need to prove some uniform a priori estimates on the un . We claim
that:
h(z) − 1√
a
√
1 − |z|2 ≤ un(z) ≤ h(z) (27)
for every z ∈ n . Indeed, the inequality un ≤ h follows from the fact that h is the
convex envelope of ϕ and un is convex. For the other inequality, for every linear
function l on the disk, the comparison principle (Corollary 3.5) gives
l(z) − 1√
a
√
1 − |z|2 ≤ un(z) .
Taking the supremum over all linear functions less than or equal to ϕ (compare
with the proof of Proposition 3.12), we conclude
h(z) − 1√
a
√
1 − |z|2 ≤ un(z) .
Step 3: We can now produce the solution u∞ as a limit of the un . In fact, it follows
from the previous step that the functions un are uniformly bounded on n0 for
n ≥ n0. Moreover, since the un are convex, by a classical argument they are
equicontinuous on n0 for n ≥ n0 + 1, where the coefficient of equicontinuity
depends on the uniform bound on n0+1 and on the distance between n0 and
n0+1.
Thus by the Ascoli-Arzelà theorem and a standard diagonal argument, we can
extract a subsequence which converges uniformly on compact sets of ϕ to a
function u∞ : ϕ → R. By Lemma 3.3, u∞ satisfies
det D2u∞(z) = 1
ψ(z)
(1 − |z|2)−2 .
Hence we have again that u∞ is strictly convex (Theorem 3.9) and therefore smooth
(Theorem 3.8).
Step 4: Now define the closed convex function u by u = conv(u∞). As u∞ is already
convex, we have that u coincides with u∞ on ϕ . It remains to show that u = h
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on D \ ϕ . Both are infinite away from ϕ , so we restrict attention to ∂ϕ . Let us
first show that u = h on ϕ ∩ ∂D. Using (27), one obtains
h(z) − 1√
a
√
1 − |z|2 ≤ u∞(z) ≤ h(z) . (28)
Taking the convex hull preserves these inequalities. Since 1√
a
√
1 − |z|2 vanishes
on ∂D, we conclude immediately that u = h = ϕ on ∂D.
Step 5: We are left with showing u = h on ∂ϕ ∩ D. Let c = [ξ1, ξ2] be any chord
in ∂ϕ . Let Dc be the half-plane in D bounded by [ξ1, ξ2] which intersects ϕ and
let uac be the unique solution of the problem
{
det D2uac (z) = 1√a (1 − |z|2)−2 for every z ∈ Dc
uac |∂ Dc = 0
.
If c is the geodesic {x = 0} and Dc = D+ = {x ≥ 0}, then such solution was
provided explicitly in Equation (17), as it is the support function of a surface of
revolution a0 , and by inspection it is continuous in D+. In general, uac is the support
function of a surface obtained by applying a linear isometry in SO0(2, 1) to a0 .
Therefore also the solution uac is continuous on Dc.
By an argument similar to above (Equation (27)) we get
h(z) + uac (z) ≤ un(z) ≤ h(z) . (29)
By passing to the limit, we thus obtain
h(z) + uac (z) ≤ u∞(z) ≤ h(z) .
Taking convex envelopes as above and using that uac vanishes on c, we conclude
that u = h on c. unionsq
6.3 Proof of uniqueness
Let us now complete the proof by showing the uniqueness of the solution u.
Proof of the uniqueness part of Theorem 6.1 We split the proof into two steps.
Step 1: Let u now be any solution of (26). As above, set h = conv(ϕ). First we show
that u must satisfy the inequalities:
h(z) − 1√
a
√
1 − |z|2 ≤ u(z) ≤ h(z) . (30)
and, for every chord c in ∂ϕ ,
h(z) + uac (z) ≤ u(z) , (31)
123
Entire surfaces of constant curvature…
where uac is the solution, defined on the half-plane Dc bounded by c, of:
{
det D2uac (z) = 1a (1 − |z|2)−2 for every z ∈ Dc
uac |∂ Dc = 0
.
The inequality u ≤ h is obvious. The other inequality follows from an adaptation
of the argument in [4, Proposition 3.9], where more details can be found. First, up
to composing with an isometry, suppose 0 ∈ D is in ϕ . Fix r ∈ (0, 1) and let
ur : ϕ → R be defined by ur (z) = u(rz). It is then easy to check that
det D2ur (z) ≤ 1
a
(1 − |z|2)−2 .
Let us now define
hr = conv(ur |∂ϕ ) .
Since ur is continuous up to the boundary of ϕ and (ur )|∂ϕ = (hr )|∂ϕ , again
by the comparison principle we get
hr (z) + v(z) ≤ ur (z) , (32)
where v ≤ 0 can be any of the functions (1/√a)√1 − |z|2 or uac , for every chord
c.
It then turns out that
h(ξ) ≤ lim inf
r→1 hr (ξ) (33)
for every ξ ∈ ∂ϕ . In order to show this, let f be an affine function on D such that
f < h. Since u is lower-semicontinuous, the sublevel set {z ∈ D : u(z) ≤ f (z)} is
compact. Since f is finite everywhere, it is contained in ϕ and since it is compact
it is contained in r0ϕ for some r0 < 1.
This shows that
ur (ξ) = u(rξ) > f (rξ) =: fr (ξ)
for every ξ ∈ ∂ϕ and every r ≥ r0. That is, ( fr )|∂ϕ < (ur )|∂ϕ , which implies
fr ≤ hr . Taking the limit as r → 1, this implies
f (z) ≤ lim inf
r→1 hr (z) .
The inequality (33) then follows, as h(ξ) is defined as the supremum of f (ξ) over
all such affine functions f . Finally, taking the limit as r → 1 in (32), we conclude
the proof of (30) and (31).
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Step 2: Let u1 and u2 be any two solutions of (26). Using the inequality (30), we
obtain
− 1√
a
√
1 − |z|2 ≤ u1(z) − u2(z) ≤ 1√
a
√
1 − |z|2 ,
and similarly from (31),
uac (z) ≤ u1(z) − u2(z) ≤ −uac (z) .
As already pointed out, uac is continuous up to c, on which it is zero. This implies
that u1 − u2 extends continuously to zero on ∂ϕ and therefore by the comparison
principle of Theorem 3.4, we have min(u1 − u2) = 0. By reversing the roles of u1
and u2, we have min(u2 − u1) = 0 and thus u1 = u2. unionsq
6.4 Proof of entireness
In this subsection, we prove that the solution u obtained in Theorem 6.1 is the support
function of an entire surface, which is equivalent to the statement that u is gradient
surjective. This is the key step to conclude the existence of entire surfaces solving the
Minkowski problem, hence in particular the classification of entire CGC-K surfaces
in R2,1.
Proof of the entireness part of Theorem 6.1 The graph of the convex dual of u is an
achronal surface  as in Lemma 5.9. As long as no point of  has a support plane
whose slope lies outside ϕ , we can recover all of  as the graph of the Legendre
transform of u on ϕ , and so  must be the spacelike CGC surface that we are looking
for.
Suppose for the sake of contradiction that  contains a point p at which it admits a
support plane P whose slope lies outside of ϕ . By convex duality, the plane P must
be one of the planes in the boundary of ϕ at which u is finite:
P = {x ∈ R2,1 : 〈x , (z, 1)〉 = u(z)} (34)
for some ξ ∈ ∂ϕ . If z is on the boundary of D, set ξ1 = z and choose two other points
ξ2, ξ3 such that ϕ(ξi ) < +∞. Note that this is possible by the assumption that ϕ is
finite at at least 3 points. If z lies on a chord [ξ1, ξ2] of ∂ϕ , choose one other point
ξ3 at which ϕ(ξ3) < +∞. Let us call T0 the ideal triangle with vertices ξ1, ξ2, ξ3.
Let l be the unique affine function with the property that l(ξi ) = ϕ(ξi ) for i =
1, 2, 3. By Proposition 5.1, there exists an entire K -surface 0, for K = b, with
support function u0 : D → R ∪ {+∞} satisfying u0|∂T0 = l|∂T0 and u0(z) = +∞ for
z ∈ D \ T0.
Now, the functions u and u0 satisfy:
det D2u = 1
ψ(z)
(1 − |z|2)−2 ≤ 1
b
(1 − |z|2)−2 = det D2u0 .
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Moreover u(ξi ) = u0(ξi ) for i = 1, 2, 3. Since T0 is a polygon, the restriction of u
to T0 is continuous by [10, Theorem 2]. Since u is convex, we have u|∂T0 ≤ u0|∂T0 .
Hence by the comparison principle (Corollary 3.5), u|T0 ≤ u0|T0 . This shows that 
is contained in the future of 0. But the surface 0 is entire and hence completely
in the future of the support plane P defined in Equation (34). This contradicts the
assumption p ∈  ∩ P . unionsq
6.5 Conclusion of Minkowski and CGC problem
We can now apply all the proved results and state the main theorems concerning the
Minkowski problem and the CGC problem. In fact, in Theorem 6.1 we construct a
solution of the problem
{
det D2u(z) = 1
ψ(z) (1 − |z|2)−2 for z ∈ ϕ
u(z) = conv(ϕ)(z) for z ∈ D \ ϕ .
for every lower semicontinuous function ϕ finite on at least three points and every
smooth bounded function ψ defined on ϕ . Using this result, we now derive the
complete solution to the Minkowski and CGC problems for entire spacelike surfaces.
Theorem F. Given any regular domain D in R2,1 which is not a wedge and any smooth
function ψ defined on the image of the generalized Gauss map of ∂D such that a <
ψ < b for some a, b > 0, there exists a unique entire spacelike surface  in D whose
domain of dependence is D and whose curvature function satisfies:
κ(p) = ψ ◦ G(p) ,
for every p ∈ , where G is the Gauss map of .
Proof of Theorem F The existence part follows from Theorem 6.1. Indeed, by Proposi-
tion 2.5 the regular domain D must be equal to Dϕ for some closed function ϕ which
is finite at at least 3 points. Then Theorem 6.1 produces a function u whose Legendre
transform has the required properties.
Uniqueness is a straightforward consequence of Theorem 6.1 together with The-
orem 4.4. Indeed, by Theorem 4.4, for any surface  satisfying the condition of
Theorem F, the image of its Gauss map projected to the Klein model D of H2, must be
ϕ , i.e. the interior of the convex hull of {ξ ∈ ∂D : ϕ(ξ) < +∞}. Moreover, the two
bullet points of Theorem 4.4 imply that its support function u agrees with conv(ϕ)
on D \ϕ . Therefore, u must be a solution of the problem (26) of Theorem 6.1, and
by the uniqueness part of Theorem 6.1, we conclude that  is unique. unionsq
As a particular case, we therefore obtain the solution to the CGC problem in regular
domains different from a wedge:
Theorem A. Fix K > 0. Given any regular domain D ⊂ R2,1 which is not a wedge,
there exists a unique entire CGC K -surface whose domain of dependence is D.
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We conclude with the following classification result for entire CGC-K surfaces.
Corollary C. Fix K > 0. There is a bijection between the set of future-convex entire
surfaces of constant Gaussian curvature K in R2,1 and the set of lower semicontinuous
functions ϕ : ∂D → R ∪ {+∞} finite on at least three points, which is defined by
 → (u)|∂D.
Proof Let  be a future-convex entire CGC-K surface. By Corollary 1.17, the domain
of dependence of  is of the form Dϕ for some lower semi-continuous function ϕ. In
light of Theorem A, it remains only to rule out the possibility that ϕ is finite at 0, 1,
or 2 points.
But by Theorem E, the image of the Gauss map of  must be the interior of the
convex hull of those points where ϕ is finite. Clearly the image of the Gauss map of 
must be nonempty, which rules out the cases of 0 or 1 points, and by strict convexity
it must also have interior, which rules out the case of 2 points. unionsq
As a remark, we mention that there is a natural action of Isom(R2,1) = SO0(2, 1)
R
2,1 on the set of future-convex entire surfaces of constant Gaussian curvature. Under
the bijection of Corollary C, this action corresponds to a natural action of the semi-
direct product SO0(2, 1)  R2,1 on the set of lower semi-continuous functions. See
also [17].
7 Foliations by CGC surfaces
The purpose of this section is to show that any regular domain D which is not a wedge
if foliated by the (unique) CGC-K surfaces K having domain of dependence D, as
for Theorem A.
Theorem D. For every regular domain D in R2,1 which is not a wedge, there exists a
unique foliation by properly embedded CGC-K surfaces, as K ∈ (0,∞).
Proof There are three main steps in the proof. The first two steps will show that the
K -surfaces provide a foliation of a region of D. Then the third step will show that this
region “fills up” D close to ∂D and close to infinity.
Step 1: Let us first show that the CGC-K surfaces are disjoint: more precisely, if
K1 < K2, then K1 is in the future of K2 . Let u1 and u2 be the support functions
of K1 and K2 respectively. Both u1 and u2 satisfy the inequalities (30) and (31)
for K = K1. Therefore, their difference tends to zero at the boundary of ϕ . By the
comparison principle, u2 − u1 cannot have an interior minimum, and so it follows
that u2 > u1 strictly on the whole domain ϕ . From the formula for the convex
dual, we see immediately that K1 lies weakly in the future of K2 ; since both
surfaces are entire, the strict inequality u2 > u1 implies that they cannot be tangent
at any point, and so we in fact have that K1 lies strictly in the future of K2 .
Step 2: It remains to show that, for every point x ∈ D, there exists a CGC surface
K such that x ∈ K . Hence let
I− := {K ∈ (0,∞) : x ∈ I−(K )} ,
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and analogously
I+ := {K ∈ (0,∞) : x ∈ I+(K )} .
We emphasize that I− corresponds to surfaces lying above x and I+ corresponds
to surfaces lying below x . In this step we show that I− and I+ are nonempty.
Let ϕ = ϕD. The point x corresponds to an affine plane Px in D × R which lies
strictly below the graph of ϕ. Moreover, the point x is in I+(K ) if and only if the
plane Px lies below the graph of the support function uK . By (30) we have for all
K
conv(ϕ)(z) − 1√
K
√
1 − |z|2 ≤ uK (z) ≤ conv(ϕ)(z) .
Therefore, as K → ∞, the support function uK converges to conv(ϕ), so for K
large enough, Px lies below the graph of uK . This shows that I+ is nonempty.
On the other hand, let D0 be any triangular domain containing D. Since it is
invariant under rescaling, D0 is foliated by rescaled copies of its corresponding
CGC-1 triangular surface 0. As the rescaled surfaces tend towards infinity, their
curvature tends to zero. In particular, for some K small enough,0K is in the future of
x . By the same application of the comparison principle as in the proof of entireness
(Sect. 6.4), K lies in the future of 0K . This shows that I− is nonempty.
Step 3: By the previous two steps, I− and I+ are nonempty and connected, with
inf I− = 0 and sup I+ = +∞. In this step, we show that sup I− = inf I+ =: Kx
and x ∈ Kx .
Let K− = sup I−, and let Ki ∈ I− be an increasing sequence tending to
K−. Then Ki are a decreasing sequence of surfaces with x in their past. The
corresponding support functions ui form an increasing sequence bounded from
above by conv(ϕ), so they converge uniformly on compact subsets of ϕ to a limit
u∞. By Lemma 3.3, u∞ is a solution of the Monge-Ampère equation (9) on ϕ with
curvature K−. Passing to the limit, inequalities (30) and (31) applied to ui show
that u∞ is equal to conv(ϕ) on ∂ϕ . Hence by the uniqueness part of Theorem 6.1,
u∞ is the support function of K− .
Since the functions ui converge uniformly on compact sets to a strictly convex
limit, the convergence must be at least C1, and therefore the dual surface Ki also
converge locally uniformly to K− . In particular, since x ∈ I−(Ki ), it follows
that x ∈ I−(K−). Therefore K− ∈ I−.
Similarly, if K+ = inf I+, we can produce an increasing family of surfaces Ki ,
with a corresponding decreasing family of support functions ui . Since x is in the
future of each surface Ki , the corresponding affine plane Px in D × R lies below
the graph of each function ui . Since the ui are bounded below, they again converge
uniformly on compact sets and as above the limit is the support function of K+ .
We conclude similarly that K+ ∈ I+.
We have now shown that I− and I+ are closed as subsets of (0,∞). They clearly
cover the interval (0,∞), so they must have nonempty intersection. On the other
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hand, the intersection consists precisely of those K such that x ∈ K , which by
Step 1 must be a single value. Hence K− = K+, and this surface contains x . unionsq
8 Open questions
We conclude by mentioning an open question on the subject. Theorem A provides a
classification of entire CGC-K surfaces in R2,1, which is also stated in Corollary C. It
would be interesting to classify complete CGC-K surfaces (which are automatically
entire), in terms of the function ϕ = (u)|∂D. This would give a classification of all
C2 isometric immersion of the hyperbolic plane into R2,1.
In [4] a characterization of surfaces with bounded principal curvature was obtained.
That is, an entire surface  has bounded principal curvatures (that is, the principal
curvatures are in an interval [1/C, C] for some C > 0) if and only if ϕ has the
Zygmund regularity. Let us observe that, if  has bounded principal curvatures, then
it is complete, since the Gauss map is bi-Lipschitz in this case. In particular, this
characterization does not depend on K .
Hence the class of complete CGC-K surfaces correspond to a subset of the space
of lower semicontinuous functions, finite on at least three points, which contains
Zygmund regular functions. In particular, it contains Lipschitz functions. We actually
have some negative examples: first, the entire CGC-K surfaces considered in Sect. 5,
are not complete, since the induced metric is homothetic to an ideal triangle in H2. In
this case, the support function is only finite on three points. Moreover, in [4] another
example was provided, namely an entire non-complete surface (the induced metric
is isometric to the universal cover of H2\{p} for a point p ∈ H2), whose support
function on ∂D is:
ϕ(ξ) =
{
a if ξ = ξ0
b if ξ = ξ0 ,
for any a < b.
We remark that in all example we know of noncomplete entire CGC-K surfaces,
the support function ϕ on ∂D has the property that there is a point ξ0 ∈ ∂D at which
lim inf
ξ→ξ0
ξ =ξ0
ϕ(ξ) > ϕ(ξ0) .
It would be interesting to know if this is a necessary or sufficient condition.
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