As far as the authors are aware, there are no previous records on the numerical value of the constants in the bounds of Theorems 3 and 8.
An expanded version of this paper, giving full details of the numerical calculations, is available on request from the second author.
Bounds for zeros of Dirichlet L-functions.
In this section we give some explicit upper bounds for zeros of Dirichlet L-functions: we first present a zero-free region due to McCurley [M] , and then give explicit regions in which the function defined by (2.2) below has at most four zeros or two zeros respectively in Theorems 1 and 2, and lastly give an upper bound for the possible exceptional zero β in Theorem 3. Suppose q is any integer satisfying
Let χ (mod q) be any Dirichlet character to modulus q, and L(s, χ) be the corresponding L-function. Define 
L(s, χ).
Lemma 2.1. Let c 1 := 9.645908801 (so 1/c 1 = 0.10367089 . .
.) and x ≥ 10. Then the function Π(s) defined by (2.2) has at most one zero β, called the exceptional zero or the Siegel zero, in the region
|t| ≤ x/q. Such a zero, if it exists, is real and simple, and corresponds to a nonprincipal real character χ (mod q) induced by the unique nonprincipal real primitive character χ (mod r) with r ≤ x, for which L( β, χ) = 0. Moreover , we have r ≥ 987.
Proof. The first part is [M, Theorem 1] , upon noting that the M there is less than x. The uniqueness for χ (so for r) is due to [M, Theorem 2] , since the M 1 there is now less than x 2 and the 2R 1 there is less than c 1 . Finally, r ≥ 987 comes from [M, p. 9, before §2] .
Lemmas 2.2 to 2.5 below are used to prove Theorems 1 and 2. To state them, we first give some notations. Let σ > 1 and set σ 1 := (1+ √ 1 + 4σ 2 )/2.
For any real t and any χ (mod q) with q ≥ 1 define
χ) .
Throughout the paper, the letter p, with or without subscripts, always denotes a prime number.
Lemma 2.2. Let χ 0 be the principal character modulo q. Then for 1 < σ < 1.15, f (σ, 0, χ 0 ) < 1/(σ − 1) − 0. 8973 − s(q) , where
Proof. This is [M, Lemma 3] .
Lemma 2.3. Let κ := (5 − √ 5)/10 and s(q) be defined as in Lemma 2.2. Then for any q ≥ 1 we have s(q) ≤ κ log q + 0.4977 and s(q) ≤ 0.1 log q + 1.0886.
Proof. For any a > 1, a σ 1 −σ is decreasing for σ > 0. Hence for σ > 1 and prime p, Proof. By [D, §14, before (1) ], and the definition of f (σ, t, χ 0 ) in (2.3) we get
Note that the sum on the right hand side of (2.5) has absolute value ≤ s(q).
From [D, §12, (8) and (11)], we see that the sum of the first two terms on the right hand side of (2.5) is = Re 1
The expression in the first curly brackets in (2.6) is < 0 by [M, (20) with m = 1], if |t| ≥ 1, and is trivially ≤ Re((σ − 1 + it)
) for all t. Noting 1 < σ < 1.15, by [M, Lemmas 1 and 2 with m = 1, a = 2], the expression in the second curly brackets together with the factor 1 2 in (2.6) is < 0.0615 if |t| < 1, κ log |t| + 0.3316 if |t| ≥ 1.
Gathering together the above completes the proof.
Lemma 2.5. Let χ be a nonprincipal character to modulus q and 1 < σ < 1.15. Suppose that t is any real number. Then, if χ is primitive, we have
if χ is imprimitive and is induced by primitive χ 1 (mod q 1 ), we have
where κ is defined in Lemma 2.3, Z(σ, t, χ) is defined as in (2.4) with the sum over all nontrivial zeros of L(s, χ), and
Proof. By [D, §12, (17) and (18)], and (2.3) we get (σ, t, χ) , where δ = (1−χ(−1))/2. Using [M, Lemmas 1 and 2 with m = 1] to estimate the term 1 2 Re{. . .} on the right hand side of (2.10) we get (2.7). To prove (2.8), we note first that if χ (mod q) is induced by the primitive character
Then using (2.7) to estimate f (σ, t, χ 1 ), we get (2.8).
Theorem 1. Let x be a real number satisfying x ≥ 8 · 10 9 and q be as in (2.1). Then the function Π(s) defined by (2.2) has at most four zeros in the region
Proof. Let j = β j + iγ j (1 ≤ j ≤ 3) with β j ≥ 1/2 be any three given nontrivial zeros of the function defined by (2.2), and let L(s, χ j ) be the corresponding L-functions, with χ j (mod q) induced by primitive characters
where 1 < σ < 1.15 is a parameter to be specified later. Put
Then as in [G, (16) 
Now we give an upper bound for g. We start by giving lower bounds for Z (σ, t, χ) , defined as in Lemma 2.5, in (2.14) and (2.16) below. Note that these bounds hold for Z (σ, t) 
if they do not exist, then by [M, Lemma 4] we have the bound Z(σ, t, χ) ≥ 0. Thus for m ≥ 0, (2.14)
Re 1
Note that 1 < σ < 1.15, σ 1 ≥ (1+ √ 5)/2 and 1/2 ≤ β * j < 1. Thus the second term in curly brackets in (2.15) is ≤ 1/( √ 5 (σ 1 − 1 + β * j )) ≤ 2/5, and the last term is ≤ 1/(
n.
To estimate g we need to consider the following 8 cases according as χ 1 , χ 2 , χ 3 and the products of two or three of them are principal or not:
(i) All χ 1 , χ 2 and χ 3 are principal.
(ii) Exactly two of χ j are principal.
(iii) Exactly one of χ j is principal.
(iv) None of χ j is principal, and all χ 1 χ 2 , χ 2 χ 3 , χ 3 χ 1 and χ 1 χ 2 χ 3 are nonprincipal. (v) None of χ j is principal, and exactly one of χ j χ k with 1 ≤ j < k ≤ 3 is principal.
(vi) None of χ j is principal, and exactly two of χ j χ k are principal.
(vii) None of χ j is principal, whereas all χ j χ k are principal.
(viii) None of χ j is principal, whereas χ 1 χ 2 χ 3 = χ 0 (mod q).
The arguments are very similar and the worst case is (iv). So we only give the details in Case (iv) and in a subcase of Case (ii), namely, χ 1 = χ 2 = χ 0 (mod 1) and |γ 1 + γ 2 | < 1, to illustrate the methods; the latter case is used to demonstrate the influence of the principal character.
The estimate for g in the above subcase of Case (ii ). Note that [RS, §0, (0.1) ] yields β j 0 = 1/2, and the desired result in Theorem 1 follows at once since 1−0.26213/log x ≥ 1−0.26213/log(8·10
9
) > 1/2. Thus by the second inequality in Lemma 2.4, for 1 ≤ j ≤ 2 we get
This together with (2.11), (2.16) with m = n = 1 and *
Using [M, Lemma 4] and (2.14) with m = 1 and *
. Thus by (2.7), q|γ 3 | ≤ x and q ≤ x (see (2.11) and (2.1)) we get
2.7) and (2.11), we have
and for (j, k) = (1, 3) and (2, 3),
Using the first inequality of Lemma 2.4 with t = γ 1 +γ 2 , and using Z(σ, t) ≥ 0, we get
Also Lemma 2.2 with q = 1 gives
By (2.12) and (2.17) to (2.22) we can summarize that as
By [G, Lemma 2] and (2.11), the expression in the first curly brackets is ≤ 0, and the one in the second curly brackets is ≤ 6 log x + 2 log 2 + log 3. The expression in the last curly brackets is ≤ 0.6271. Thus (2.23) is
The estimate for g in Case (iv ). Similarly to (2.18), by (2.7) and (2.11) we have for 1 ≤ j ≤ 2,
Similarly to the case of s(q) in Lemma 2.3, by (2.9) we have
Thus for any 1 ≤ j < k ≤ 3, if we suppose χ j χ k is induced by the primitive character χ * (mod q 1 ), then by (2.8) and using the bound Z(σ, t, χ) ≥ 0, (2.11) and q ≤ x in (2.1), we get 
+ κ log(3x) − κ log π + 0.3918 + 0.4977
For the other 7 cases, except for the constant term, we can obtain the same estimate. The constant 2.4998 in (2.27) can be replaced by: (i) 0.0876, (ii) 0.3284, (iii) 1.3238, (v) 2.4396, (vi) 2.3795, (vii) 2.3193 and (viii) 2.4397. Therefore, as claimed, (iv) is the worst case. The other three g on the left hand side of (2.13) can be estimated in completely the same way, and have the bound given in (2.27). Using this and (2.13) we get (2.28) 1
Now we let σ = 1 + a/log x, β j = 1 − b j /log x, with a to be chosen later. Then (2.28) yields
The optimal choice for a is a = √ 3 − 1 7κ + 2.4998/log x (≤ 0.3784), which yields 1 < σ < 1.15 in Lemmas 2.2 to 2.5. With this choice of a, by (2.29) we get max 1≤j≤3 {b j } > 0.26213. This together with (2.11) completes the proof of Theorem 1.
Theorem 2. Let x be a real number satisfying x ≥ 8 · 10 9 and q be as in (2.1). Then the function Π(s) defined by (2.2) has at most two zeros in the region Proof. Let 1 , 2 be two zeros of (2.2), and L( 1 , χ 1 ) = L( 2 , χ 2 ) = 0. Suppose that χ 1 and χ 2 are induced by primitive χ 1 and χ 2 respectively. .3), and define
Then similarly to (2.13) we can obtain (2.32)
We first give an upper bound for g 1 (χ 1 , χ 2 ; 1 , 2 ). There are four cases to be considered according as χ 1 , χ 2 or χ 1 χ 2 are principal or not:
No χ j is principal, and χ 1 χ 2 is nonprincipal.
The worst bound for g 1 is in Case (iv), and in this case we can use (2.31), (2.22), (2.24), (2.25) with (j, k) = (1, 2) to get
where 1 < σ < 1.15. (For Cases (i)-(iii) we can replace the constant 0.0182 by 0.) The same bound can be derived for the other g 1 on the left hand side of (2.32). Therefore, under (2.30) and the second and the third inequalities in (2.11) with 1 ≤ j ≤ 2, we have
Letting σ = 1 + a/log x and β j = 1 − b j /log x we get
. With this choice of a, (2.34) becomes
Also by (2.33) with x ≥ 8 · 10
, we can derive Table 1 .
Theorem 3. Let β and r be as in Lemma 2.1. Then
Proof. The proof uses the class number formula of Dirichlet. Given any integer d = 0, we define the number of classes of quadratic forms by h(d) as in [D, §6, before (2) [D, §6, (15) and (16)] asserts that
where χ is a primitive character to modulus |d|. It turns out that (with the above d taken to be r or − r)
, and r ≥ 987 (see Lemma 2.1), which clearly implies that the w in (2.35) is 2. So by (2.35) we get
So for any y ≥ 10 to be chosen later, by [D, p. 135, (2) ] and since σ ≥ 1 − 1/(c 1 log x), we have
Take y = 13 r 1/2 , then log y ≤ 0.8721 log r. So the above is ≤ 0.4923 log 2 r. Also, the mean value theorem gives
These together with (2.36) yield
3. The zero-density estimates for Dirichlet L-functions. Throughout this section we suppose that x ≥ 1, y ≥ 0, and (3.1) z ≥ max{xy, 10 11 }.
In this section, we first give explicit upper bounds for N (α, q, y) when α is very near to the line Re(s) = 1 based on the results obtained in Section 2, then give explicit upper bounds for individual N (α, χ, y) for any α ∈ (0, 1) by the classical method as in [D, § §15-16] , and finally give a revised form of [C, Theorem] , which takes care of α lying in the "middle range". For convenience, if α is very near to the line Re(s) = 1, we put α = 1 − λ/log z with λ > 0. We always assume 0.262132 ≤ λ ≤ 0.5.
Lemma 3.1. Let χ be any character to modulus q, and t any real number. Let n be the number of Proof. Suppose that χ (mod q) is induced by the primitive character χ 1 (mod q 1 ). Then q 1 | q and L(s, χ) and L(s, χ 1 ) have the same set of nontrivial zeros. Consider two cases according as q 1 = 1 or not to estimate f (σ, t, χ 1 ) defined by (2.3). When q 1 = 1, the worse case, we may use (2.7) with χ = χ 1 (so q there equals q 1 ). First by (3.4) and (2.16) with m = 0 and noting a > b (in Table 2 ) we have
Secondly, from b ≤ 2.0387 and z ≥ 10 11 one can derive readily that log(q 1 max{1, |t|}) ≤ log z + 0.0775.
Thus by (2.7),
When q 1 = 1, it is clear that we can assume |t| ≥ 1. So using the second inequality for f (σ, t, χ 0 ) in Lemma 2.4 to replace (2.7) above we find easily that (3.5) holds with 0.0775 replaced by 8.05 · 10 . Plainly by (2.3) we have f (σ, 0, χ 0 (mod 1)) + f (σ, t, χ 1 ) ≥ 0; thus by (3.5) and Lemma 2.2 with q = 1 and σ = 1 + a/log z we get log z
and consequently
where [u] denotes the greatest integer not exceeding u for any real u. Note that the right hand side of (3.6) is nondecreasing with respect to λ > 0 since a > b. By (3.6), Table 2 is established: For instance, if λ ≤ 0.27, then we may replace the λ, a and b on the right hand side of (3.6) by 0.27, 1.73 and 0.738 respectively, and then it can be observed that the right hand side of (3.6) is nonincreasing with respect to z, so we can replace the z by 10
11 to obtain n ≤ [1.99999] = 1 as stated in Table 2 .
Now we turn to estimating N (α, q, y) defined by (3.3). We also use the notation σ = 1 + a/log z. For any zero = β + iγ of (2.2) inside the region given by (3.2), let χ (mod q) be a corresponding character, which is assumed to be induced by the primitive character χ (mod q 1 ). Then L( , χ) = 0. Noting (3.1), (3.2) and α = 1 − λ/log z, and considering two cases according as q 1 = 1 or not (in fact, q 1 = 1 is the worse case), by Lemma 2.4, (2.7) and (2.14) with m = 1, we get
Summing up (3.7) with respect to all the zeros considered, on noting (3.3) we get
where the sum is over the above mentioned zeros , i.e. all the zeros = β+iγ of Π(s) inside the region given by (3.2). Now to estimate N (α, q, y), we need an upper bound for the squared absolute value of the left hand side of (3.8). By (2.3) and Hölder's inequality we get
where σ 1 is defined in the paragraph preceding (2.3). By Lemma 2.2 with q = 1, the first sum over n on the right hand side of (3.9) is (3.10)
If we denote the in (3.9) by j = β j + iγ j , and the corresponding primitive character χ (mod q 1 ) by χ j , and if we temporarily write N for N (α, q, y) (see (3.3)), then the last term on the right hand side of (3.9) is
Thus the second sum over n on the right hand side of (3.9) is
By Lemma 2.2 with q = 1, the total contribution to (3.11) from the terms with j = k is
For j = k and χ j χ k = χ 0 , by (2.8), (2.14) with m = 0 and s(q 1 , q) ≤ κ log(q/q 1 ) + 0.4977 (see after (2.24)) we get
If j = k and χ j χ k = χ 0 (so χ j = χ k ), by Lemma 2.4 and (2.14) with m = 0 we get
Now we use Lemma 3.1 with n ≤ 1, and denote the parameter b in Table  2 corresponding to n ≤ 1 by b(λ). In view of χ j = χ k we have |γ j − γ k | ≥ 2b(λ)/log z, so that by Lemma 2.3 the first term in the curly brackets in (3.14) is ≤ a a 2 + 4b(λ) 2 log z − κ log π + 0.0615 + s(q) (3.15) ≤ a a 2 + 4b(λ) 2 + 0.1 log z + 0.8338, which can be dominated by the right hand side of (3.13) if a satisfies (3.16) below. Also by Lemma 2.3 and (3.1), the second term in curly brackets in (3.14) is ≤ κ log(2z) − κ log π + 0.3316 + 0.4977, which can clearly be dominated by the right hand side of (3.13). Hence by (3.12)-(3.14) one can estimate This together with (3.10) enables one to estimate (3.9) by under (3.16) . This in combination with (3.8) gives
under (3.16) and , we may deduce from (3.17) the following table: Now we turn to an alternative method of estimating N (α, q, y) for 0.45 ≤ λ ≤ 0.48. For each χ label the zeros counted by N (α, χ, y) as j = β j + iγ j , with γ j ≤ γ j+1 . Then Lemma 3.1 shows that γ j+2 − γ j ≥ 2(1.9039/log z).
Thus, if we allow N 1 to count γ 1 , γ 3 , γ 5 , . . . , we will have [(N (α, χ, y) + 1)/2] zeros, with imaginary parts separated by at least 2(1.9039/log z). Therefore, we can find (3.19)
zeros of the function Π(s) defined by (2.2), having the property that if there are two or more zeros corresponding to a single L-function inside (3.2) then the differences between their imaginary parts will be at least 2(1.9039/log z). Also it can be derived from (3.19) that
Now summing up (3.7) with respect to only the N 1 zeros from (3.19), we get, instead of (3.8),
(3.21)
where the sum is over all the N 1 zeros from (3.19). Now we can repeat the arguments from (3.9) to (3.17), and then give an upper bound for N 1 . The only difference is that the first term in curly brackets on the right hand side of (3.14) is now ≤ a a 2 + (1.9039 · 2) 2 log z − κ log π + 0.0615 + 1.0886 + 0.1 log z which can always be dominated by the right hand side of (3.13) without any further constraints on a. As in (3.17), by (3.21) we get for 0 < a ≤ 0.4, which satisfies (3.18) since λ ≤ 0.48 and z ≥ 10
11
,
Therefore by (3.20) we can conclude that under (3.18), .3) with α = 1 − λ/log z. Then the bounds for N = N (α, q, y) in Tables 3 to 5 hold under (3.1). Now we estimate individual N (α, χ, y) for α ∈ (0, 1). First, consider the case χ = χ 0 . Note that L(s, χ) and ζ(s) have the same set of nontrivial zeros, so the results in [T1, p. 389, §15.2] ensure that N (α, χ 0 , y) = 0 for y ≤ 14; and thus we may assume that y ≥ 14 in this case. Also, we may assume that y does not coincide with the ordinate of any nontrivial zero of ζ(s), otherwise we may use N (α, χ 0 , y + 0) instead of N (α, χ 0 , y), and then take limits to deduce the required result. Let L denote the line from 2 to 2 + iy and then to 1/2 + iy. Since the zeros of ζ(s) are symmetric with respect to the line σ = 1/2 and the real axis, by [D, p. 97, line −7] we have 
The absolute value of the last integral is ≤ π/(16|w|). Thus Now we need an estimate for ζ ζ (w). Consider [D, §12, (8) ] with s there to be w = u + iv and 2 + iv respectively, and then use [D, §12, (9) ]. For w = 1 we get
The total contribution from the first three terms on the right hand side of (3.27) has absolute value at most 0.6105 + 1/|1 + iv| + 1/|u − 1 + iv|, by the use of [RS, (1.17) ]. The last summation on the right hand side of (3.27) has absolute value at most |2 − u|/4 for u ≥ 0. For the sum over in (3.27), the contribution from the terms with |γ − v| ≥ 1 has absolute value
Also we have
Thus the sum over in (3.27) is |γ−v|<1 (w − ) Note that we are going to give an estimate for (3.26) and so we consider the integral Im( Now we give an explicit upper bound for N (α, χ, y) when χ = χ 0 . We may assume that χ (mod q) is primitive and nonprincipal since L(s, χ) and L(s, χ 1 ) have the same set of nontrivial zeros if χ is imprimitive and is induced by the primitive character χ 1 (mod q 1 ). Let L 1 be the line from 1/2 − iy to 5/2 − iy, then to 5/2 + iy and to 1/2 + iy. Then by the arguments in [D, p. 101 , the last two equalities], we get
, and ∆ L 1 denotes the continuous variation along L 1 starting from the point 1/2 − iy. We have
By (3.24) we get
Now we estimate the continuous variation of arg L(s, χ) along L 1 starting from 1/2 − iy. The continuous variation of arg L(s, χ) along the line from 5/2 − iy to 5/2 + iy has absolute value at most π. Again similarly to (3.26) the continuous variation of arg L(s, χ) along the straight line from 5/2 + iy to 1/2 + iy is
Now similarly to (3.27), by [D, §12, (17) ], for
For u ≥ 0, the sum over n has absolute value
For the sum over , the contribution from the terms with |γ − v| ≥ 1 has absolute value
Thus for u ≥ 0, (3.33) can be rewritten as
where, by the use of [CW2, Lemma 8] ,
By (3.29), (3.34), [CW2, Lemma 8] , and in view of |∆ arg(w − )| ≤ π along the straight line from 5/2 + iy to 1/2 + iy, we see that (3.32) has absolute value at most 3.5(π + 3)(0.5 log q(2 + y) + 0.59773) + 2(0.6105 + 1.5(|0.5 + iy| · |2 + iy|)
The variation of arg L(s, χ) along the straight line from 1/2 − iy to 5/2 − iy can be estimated in exactly the same way. Thus from (3.30) to (3.32) one can conclude the following Theorem 6. For any y ≥ 0 and α ∈ (0, 1) we have
where N (α, χ, y) is defined after (3.1).
The remainder of this section is devoted to proving the following Theorem 7, which is a revised form of [C, Theorem] . For the proof we need Lemmas 3.2-3.5 below. By (3.3),
The last sum can be treated by [C, Theorem] . So we focus on the estimate of N (α, 1, y) since for any q ≥ 1, N (α, χ 0 , y) = N (α, 1, y). Note that y ≥ max{10 5 q −1 , 10 4 log q} implies y ≥ 10 4 log 6. Next, it is clear that we may always assume 1/2 + 2δ ≤ α < 1 since otherwise Theorem 7 follows from Theorems 5 and 6 by direct computation. Here and later on, δ = 1/(1.5 log y) as in (3.35) below. We first give some notations. Let µ(n) denote the Möbius function. Put (3.35)
Lemma 3.2. Let F y (s) be defined as in (3.35), and define
Proof. By [T1, p. 49, (3.5. 3)] with N = |1/2 + it|/2 we get
By [P, p. 309, (1.27) ] and the bound in [C, (13) ] with k = 1, we have |Q y (1/2 + it)| 2 ≤ 2.583y + 0.608 log y + 5.608.
Then in view of 1/2 + |t| ≥ 1/2 and 2.583y + 0.608 log y + 5.608 ≥ 46292 (by y ≥ 10 4 log 6), Lemma 3.6 follows from
Proof. The first inequality follows from [P, p. 305, (1.20) ] and [C, Lemma 3] with k = 1. To prove the second inequality, we use [P, p. 401, Theorem 9 .3] with the function there equal to g y (s). By Lemma 3.6, [C, (14) and (15) Also by [C, (14) ], (3.38) max
Then by (3.37), (3.38), [P, p. 401, Theorem 9.3] , and δ = 1/(1.5 log y) in (3.35) we get for 1/2 ≤ σ ≤ 1 + δ,
This together with [C, (19) ] proves the assertion.
Lemma 3.4. Let M y (σ, u) 
By (3.36), the above maximum is ≤ 12.5(2+yu), and
Then the assertion follows from [C, (24) ] with k = 1.
Proof. We first give a bound for M y (σ, 1). For 1/2 ≤ σ ≤ 1 − δ and |t| ≤ 1, by [T1, p. 49, (3.5.3)] with N = 1, we get
For Q y (s) as in (3.35) by [C, (11) and (12)], for any real t we get
and |Q y (1 + it)| ≤ 1.19 log y.
Thus by [P, p. 401, Theorem 9 .3], for 1/2 ≤ σ ≤ 1 and for any real t we have From (3.39), (3.40) and F y (s) and M y (σ, u) as in (3.35), for 1/2 ≤ σ ≤ 1 − δ we get
Now we turn to estimating M y (σ, y). To simplify notation, for 1/2 ≤ σ ≤ 1 + δ we put
where g y (s) is defined as in (3.35). Note that
Thus similarly to [C, (29) ], for 1/2 ≤ σ ≤ 1 + δ we have
Note that (3.43) together with Lemma 3.4 and the relevant estimates in [C, between (29) and (30) By (3.44), (3.45) and [P, p. 404, Theorem 9 .5], for 1/2 ≤ σ ≤ 1 + δ we get (log y) 8σ−3 .
Hence by [C, (33) ], for M y (σ, u) and M y (σ) defined in (3.35) and (3.42) respectively we can conclude that for 1/2 ≤ σ ≤ 1 − δ,
Note that the above maximum is ≤ 2. So the assertion follows from (3.41), (3.46) and (3.47).
Proof of Theorem 7. By the arguments in [P, p. 300, lines −15 to −9] , we may assume y does not coincide with the ordinate of any zero of ζ(s). By the same arguments as in [P, p. 304, lines 4 to 16] , and by [P, Appendix, Theorem 8 .1], for 1/2 + 2δ ≤ α < 1 we get
Now we need to estimate the first two integrals on the right hand side. We first consider the second one. Clearly, we only need to consider the estimate for arg H y (σ + iy), and the estimate for arg H y (σ − iy) can be derived in exactly the same way. Let R y (s, y) := H y (s + iy) + H y (s − iy), and let n y (ξ, y) denote the number of zeros of R y (s, y) in the region |s−2| ≤ 2 − ξ for any ξ ∈ [1/2, 2). Then by [P, p. 301, (1.9) ] and [P, p. 302, above line −9] , for 1/2 ≤ ξ < 2 we get
and by [P, p. 303, (1.13 ) and (1.15)], for 1/2 + 2δ ≤ ξ < 1 we have
where K y (σ, y) is defined in (3.35). Note that by the inequality in [P, p. 302, lines 7 to 8] and y ≥ 10 4 log 6 we have
Thus by [P, p. 303, (1. 14)], we get
This together with (3.50) and [C, (42) ] gives for 1/2 + 2δ ≤ ξ < 1,
Note that n y (ξ, y) is nonincreasing with respect to ξ by definition. So by (3.49) and (3.51) the second integral on the right hand side of (3.48) for 1/2 + 2δ ≤ α < 1 is (log y) 8α−4 − log 4 y).
Now we turn to estimating the first integral on the right hand side of (3.48). Note that by the definitions in (3.35) we get log |H y (s)| ≤ F y (s). Hence by Lemma 3.5 and [C, (47) ], the first integral on the right hand side of (3.48) for 1/2 + 2δ ≤ α < 1 is ≤ 16541 log 6 y + 11402y
This together with [C, Theorem] completes the proof.
4. An explicit formula for ψ (t, χ) . Throughout this section we suppose that N is an integer satisfying N ≥ exp (2000), and t is any real number in the interval [0.001N, N ]. Put from now on
Let θ denote a complex number with |θ| ≤ 1, not necessarily the same at different occurrences. Note that T < t since N ≥ exp(2000). For any χ (mod q) with 1 ≤ q ≤ P 1 , define
The purpose of this section is to prove the following theorem, which gives a formula for ψ(t, χ) with an explicit error term.
Theorem 8. Let ψ(t, χ) be defined as in (4.2), and T , L as in (4.1). Then
, and δ(χ) = 0 otherwise.
The starting point of the proof is the following lemma, which is [CW2, Lemma 1].
is an absolutely convergent series for Re(s) = σ > 1 with a n satisfying |a n | ≤ A(n), where A(n) is increasing in n. Let b > 1, c ≥ 1, and x = m + 0.5, where m is a positive integer. Then
where
+ xA(2x)(log x + log 2 + 2) .
Proof of Theorem 8. We consider two cases according as χ (mod q) is principal or not. The procedures are standard and very similar in the two cases. The latter is a little harder, so we only sketch the proof when χ (mod q) is nonprincipal. We suppose temporarily that χ (mod q) is primitive. By [CW2, Lemma 8] , c = T and x = t 0 or 2.5 gives
Here for the estimates of R 6 and R 7 , we use [RS, (1.17) ] to estimate the sum The difference between |γ|≤T −1 t and |γ|≤T −1 t is ≤ 0.00015tT Note that our χ is now primitive so that L(s, χ) has no zero on the imaginary axis, and then on noting q ≤ L 6 we may use Theorem 6 for 0 < y ≤ 1 to get (4.10) N (0, χ, y) ≤ 46 log L.
Similarly, for any y > 1, by Theorem 6 we get We now return to (4.9). We have 
