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ABSTRACT
Hyperspectral images provide an innovative means for visualizing information about a scene or object that exists outside
of the visible spectrum. Among other capabilities, hyperspectral image data enable detection of contamination in soil,
identification of the minerals in an unfamiliar material, and discrimination between real and artificial leaves in a potted
plant that are otherwise indistinguishable to the human eye. One of the drawbacks of working with hyperspectral data is
that the massive amounts of information they provide requiring efficient means of being processed. In this study wavelet
analysis was used to approach this problem by investigating the capabilities it provides for producing a visually
appealing image from data that have been reduced in the spatial and spectral dimensions. We suggest that a procedure
for visualizing hyperspectral image data that uses the peaks of the spectral signatures of pixels of interest provides a
promising method for visualization. Using wavelet coefficients and data from the hyperspectral bands produces
noticeably different results, which suggests that wavelet analysis could provide a superior means for visualization in
some instances when the use of bands does not provide acceptable results.

Keywords: Hyperspectral images, wavelets, spectral signature, feature extraction, efficient data display, color
composite images

1. INTRODUCTION
One definition of the prefix “hyper-” provided by the Merriam-Webster online dictionary is “that is or exists in a space
of more than three dimensions.” The naming of hyperspectral images is suitable from the perspective of this definition
when one considers their attributes in relation to a traditional color image. A standard computer representation of an
image simply contains red, green, and blue components that can be combined to create a color image. In contrast,
hyperspectral images can be thought of as a set of many images that represent measurements of the reflectance of light at
closely spaced wavelengths, often including data outside of the visible spectrum [1]. These images can be thought of as
being stacked on top of each other to form a hyperspectral cube where each image in the hyperspectral cube is referred to
as a band.
Hyperspectral images provide a high spectral resolution of the scene they record by collecting samples at wavelength
intervals of only few nanometers. This generates a large amount of data that is normally reduced to a lower dimensional
space through a diverse set of feature extraction techniques such as Principal Component Analysis (PCA), Independent
Component Analysis (ICA), Maximum Noise Fraction (MNF), Orthogonal Subspace Projection (OSP), etc [2]. But even
if the reduction of the dimensionality of the data is usually followed by more processing, sometimes this step provides a
primal color image that allows an observer that see if the blueprint of the scene [3].
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The usage of hyperspectral images has increased recently, and it had been applied to completely different fields, like
mining [4], pollution detection [5]-[7], agriculture [8]-[9] and medicine [10]. Hyperspectral data can be collected from
aircraft, satellite, or ground with a hyperspectral camera [11]. A common configuration of the sensor (pushbroom)
contains a prism that disperses the light into its component wavelengths, which are detected by a sensor. The camera can
only detect one line in an image at a time, so the camera lens must move. This necessity is easily accommodated in the
case of sensors located on satellites or aircraft which are naturally moving. For static camera, a motor needs to be built
into the camera to move the lens.

Fig. 1. A hyperspectral cube (left) and a hyperspectral signature (right).

If one visualizes the images collected at each wavelength as being stacked on top of each other to form a hyperspectral
cube (see Figure 1-left) [11]. A pixel vector plot representing the reflectance of light of one pixel in the image at every
wavelength can be generated to create a spectral signature for the material at that pixel (see Figure 1-right) [11]. This
pixel vector plot can be used to identify minerals, vegetation, or other objects. Several spectral libraries exist such as the
ASTER spectral library and the USGS spectral library which supply spectral signatures of common materials that are
useful for comparison with experimental data. Since hyperspectral images sometimes measure reflectance of light at
hundreds of wavelengths, analyzing this information with the goal of identification or classification of one pixel alone
could be a very cumbersome process. It is desirable to develop a method that would provide a means for visually
representing the information contained in all of the bands for each individual pixel.
In [12] C. Neylan and all. investigated this problem of efficient visualization of hyperspectral images. They chose three
wavelengths contained in their hyperspectral image of study and designated them as focus bands:
n

∑ ad

d =di

2

p
=1
+ bd + c

(1)

where
n

∑ ad

d =di

2

1
= q and
+ bd + c

p = 1/ q

(2)

Using the distance series (1) and (2) to create set of weights whose sum totaled 1, a weighted average of values at evenly
spaced wavelength intervals surrounding the focus bands were combined to create red, green, and blue values for every
pixel to use in the composite image. The authors used this method to represent a hyperspectral image of a potted plant
containing real and artificial leaves in a manner that enabled one to clearly detect the real vs. artificial leaves.

Fig. 2. Example of weights.

This paper seeks to build upon that work by comparing the results of using the coefficients of the wavelet decomposition
of each pixel vector to create an image instead of using the spectral bands directly. The essential benefit afforded by
wavelet analysis is its ability to decompose a signal into high and low frequency components. This characteristic
follows as a result of the two basic properties shared by all wavelets suggested by their name, meaning small wave. For
a function to qualify as a wavelet, its amplitude must decay as the distance from its center increases (be “small”) and
have some periodicity (be “wavelike”) [13]. These qualities suggest that using wavelets as basis functions provides the
ability to perform local analysis and approximate choppy signals. Thus, wavelet analysis is successful in capturing data
aspects like trends, breakdown points, and discontinuities that other techniques such as Fourier analysis generally fail to
represent adequately.
The applicability of wavelet analysis is not limited to one dimensional signals. A two dimensional signal such as one
representing an image can be separated into high and low frequency components and be compressed or de-noised. This
is, in fact, one of the most common uses of wavelets in imaging.
Several studies have been performed that employ wavelet analysis in methods for processing hyperspectral image data.
In [14], a wavelet-based method for dimensionality reduction of hyperspectral data is proposed. By decomposing each
pixel’s one dimensional spectral signature with wavelet analysis, the amount of data used to represent the original
hyperspectral image can be approximately halved for each level of decomposition. The level of decomposition selected
is the lowest level that provides an acceptable correlation between each pixel’s original spectral signature and its
reconstructed signal from the approximation coefficients. When a maximum likelihood method was used for the
purpose of material classification for each pixel, the experimental results demonstrated that the wavelet-based technique
performed, in some cases, with higher classification accuracy than principle component analysis, a popular but
computationally expensive choice for dimensionality reduction. In another study that applied wavelet analysis to
hyperspectral image data, it was determined that using wavelet coefficients to approach the problem of vegetation stress
detection supplied results that were superior to using the hyperspectral bands directly [15]. Based upon the findings of
these studies, it is conjectured that using wavelet coefficients for visualization of hyperspectral image data will provide
an effective means for displaying the data that is advantageous over using reflectance values of the bands.
The paper is organized as follows. In the next section we discuss the concept of weighting images using 2-dimensional
wavelet transforms. In section 3 we provide an overview of how to use one-dimensional wavelet transforms on each
pixel. The technical details of our implementation together with the results of our experiments are discussed in section 4.

2. WEIGHTED AVERAGES USING 2-DIMENSIONAL WAVELET TRANSFORMS
The images collected for this study comprise a hyperspectral cube composed of 120 640 x 640 pixel images that
represent measurements of reflectance at 120 different wavelengths of light ranging from 400nm to 900nm
encompassing the visible spectrum and the near infrared region. The objective is to manipulate the information
contained in over 49 million pixels so that they can be visualized efficiently in a single 640 x 640 pixel image. Since the

data sites measuring reflectance were positioned less than 5nm apart, similar information is contained in adjacent bands.
Thus, a method for visualization is sought after that extracts the important features from the hyperspectral cube. The
results presented in this paper were generated using implementations written in MATLAB.
For purposes of comparison with subsequent experiments, our first goal was to reproduce the results of C. Neylan and all
[12]. by creating a representation of the plant image in which the real and artificial leaves were easily distinguishable.
An application was created to read the hyperspectral image data and display an image using 3 bands for red, green, and
blue components. Bands 90, 30, and 20 (corresponding to approximately 775nm, 525nm, and 483nm) were chosen for
the red, green, and blue values, respectively [16]. By centering the green and blue on their normal positions in the
spectrum and red in the near infrared region where the real leaves’ spectral signatures contain a second peak absent from
those of the artificial leaves, it was possible to introduce a reddish tint to the real leaves in the image that allowed for
their easy identification. See Figure 4.

Fig. 3. Original Image.

Fig. 4. Band Shifted Image.

In this study, a new application was created to introduce the effects of weighting and wavelet analysis. A Gaussian
function (3) was used instead of the distance series to produce the weights, and the original purpose designated for
wavelets was to select the most important features for inclusion in the image by setting coefficients equal to zero that
were below a predefined threshold after decomposing the two dimensional image signals. The second program was
significantly more sophisticated than the first, but produced images that were nearly indistinguishable from those that
were generated by the previous one for reasonable parameters. It was hypothesized that nearby bands contained enough
redundant information to make their inclusion in the weighted sum unhelpful and that the image contained so little noise
that the thresholding had little effect.

Fig. 5. Weighted average of 3 images. Fig. 6. Weighting using 6 images.

(3)
A GUI version of the second program was used to create the above images. A weighting scheme using the Gaussian
function (3) was applied to images near the chosen focus bands. The number of bands used, spacing between bands used
for calculation, and the curve constant could be modified. Results were heavily dependent on what RGB center bands
were chosen. Figure 5 shows good visualization of the data when average of 3 images near bands 70, 80, and 90. The
green leaves are real, the purple leaves are fake. If bad values are chosen undesirable results are obtained as in Figure 6,
where 6 images were used near bands 20, 30 and 40.
To assist in analyzing the images, a new GUI was created. This GUI had an option where the user could enter the RGB
centers, number of images to use for the Gaussian weighting, spacing between the images, and the constant in the
Gaussian function. Clicking on a point on the image and clicking the button directly below the image would plot the
spectral signature toward the right. Alternatively, the user could enter the x, y coordinates and click the button near the
plot.
In Figure 5 the real leaves are colored green, and the fake leaves are colored purple. It shows desirable results because
the real and fake leaves are clearly distinguishable. However, in Figure 6 the real and fake leaves are less
distinguishable. Given the correct bands this method is reliable, but it has been generally unreliable.

3. WEIGHTED AVERAGES USING 1-DIMENSIONAL WAVELET TRANSFORMS
A new approach was developed to overcome the previous drawback. The idea was to apply a 1-dimensional discrete
wavelet transform to 3 pixel vectors of interest. See Figure 7. The wavelet transform was applied at increasing levels
until the reconstructed signal had a 0.95 or better correlation to the original signal. This smoothed out the reconstructed
signal. After the 3 reconstructed signals were obtained, a weighted average of the 3 signals was created using a Gaussian
function with a = 1 (as the height of the curve represented by the function), b = halfway between the global max and
global min values among all 3 reconstructed pixel vectors (as the center of the curve) and c = 2 (as the constant that
describes how wide is the curve).

Fig. 7. Spectral signatures for pixels representing real leaves (top) and artificial leaves (bottom).

Applying this equation to every value in each of the pixel vectors, then taking the average of those 3 gave a resultant
pixel vector. The Gaussian curve made the peaks of both the pixel vectors and averaged vector more distinguishable.
Then we found out which bands in the resultant vector contained the peaks. The RGB bands were chosen based on those
peaks. The R band was chosen as the bluemost peak (lowest wavelength), the B band was the redmost peak (highest
wavelength). The G value was the peak closest to the middle of the R and B peaks. Using the bands the RGB composite
image was formed.
Figure 8 shows a pixel vector from a real leaf, a pixel vector from a fake leaf, and a pixel from the pot. At the bottom
graph the average of the three pixel vectors is shown. The simple average gives less distinct peaks. In order to make the
peaks more distinguishable, we used the Gaussian function as in Figure 9.

Fig. 8. Various pixel vectors, and the simple average (less distinct peaks)

Fig. 9. Average using Gaussian Curve (more distinct peaks)

Fig. 10. Real leaf, fake leaf, and pot pixel vectors chosen. (Used local maxima).

Figure 10 shows an updated GUI. It has similar functionality to the last GUI, except the radio buttons and updateRGB
button can be used to select what pixel vector to use for the average. If the user chooses to update an R, G, or B pixel,
the user must select which one from the radio button, then click on the desired pixel in the image. After that the user
must click on updateRGB, this will update the current R, G, or B pixel. Clicking on showImage will produce the graphs
to the right, and the composite RGB image on the left.
On the same figure we can see the resultant RGB image from a real leaf pixel vector, a fake leaf pixel vector, and a pixel
vector from the pot gave these results. The wavelet used was biorthogonal2.4. The graphs on the right show the pixel
vectors, and the bottom one shows the average using the Gaussian curve. Using a different wavelet does not give much
varied results, as in Figure 11. Figure 12 shows what happens when regional minimum are chosen, rather than regional
maxima. It can be seen, in the same figure, that choosing the minimum values rather than the maximum values gives
better visualization.

Fig. 11. Real leaf, fake leaf, and pot pixel vectors chosen, this time using the db10 wavelet

Fig. 12. Using the furthest away regional minima, rather than regional minima.

Fig. 13. Pixel vector chosen from brick wall, plant pot, and dark rock. (Used local maxima).

If we use a pixel from the brick wall, a pixel from the plant pot, and a pixel from the dark portion of the rock we get
different results. Figure 13 shows what happens when regional maxima are chosen. The result for regional minima is
shown in Figure 14. The real leaves are magenta colored, and the fake leaves are orange. Figure 13 looks similar, but
they are more distinguishable in Figure 14.

Fig. 14. Pixel vector chosen from brick wall, plant pot, and dark rock. (Used local minima).

Fig. 15. Pixel chosen were from brick wall, fake leaf, and rock. (Used local minima).

When the pixels chosen are of a brick, a fake leaf, and a rock, the results in Figure 15 show what happened when
regional minima were chosen, and Figure 16 shows what happened when regional maxima were chosen. In Figure 16 the
real leafs are dark green, and the fake leaves are brownish. In Figure 15 the real leaves are also dark green, with the fake
leaves being more brownish.

Fig. 16. Pixel chosen were brick, fake leaf, and rock. (Used local maxima).

Following the example of previous work, it was decided to investigate the use of wavelet analysis when applied to
individual one dimensional pixel vector plots (manipulating data in the spectral dimension) instead of applying it to two
dimensional images at each band (manipulating data in the spatial dimension). The general description of the algorithm
used to implement this technique is as follows:
•

Choose pixel(s) of interest in the spatial dimension.

•

Perform the wavelet decomposition of spectral signature(s).

•

Identify coefficient positions corresponding to local maxima.

•

Perform wavelet decomposition of every pixel’s spectral signature and use previously identified coefficient
positions for color values in order to enhance unique characteristics of selected pixels of interest in the resulting
image.

A pixel included in part of a real leaf at row 227 and column 127 of the test image was selected as the primary pixel of
interest. Using the db4 wavelet and one level of decomposition, the coefficients displayed in Figure 17 were produced.

Fig. 17. Level one approximation wavelet coefficients for spectral signature of pixel of interest.

Peaks were located at position 20 and position 44 which were chosen to represent green and red values, respectively.
The wavelet decomposition of the spectral signature of a pixel in the brick wall behind the plant exhibited a peak at the
28th coefficient which was chosen for use as the blue values for the purposes of creating contrast between the plant and
the background. Performing the wavelet decomposition for the pixel vector plot for every pixel in the image is a very
computationally intensive process, so the algorithm was performed only between rows 111 and 250 for experimental
purposes. Results of this process are displayed in Figure 18. The pixel with the maximum correlation (0.9998) between
the original pixel vector plot and the signal reconstructed from approximation wavelet coefficients was contained by a
real leaf at row 223 and column 170. The lowest correlation (0.9378) occurred at row 223 and column 170 in a dark,
shadowed region underneath the most prominent leaves. This correlation is lower than the threshold accepted by [13],
but this shortcoming is a minor concern since correlations in areas most important for visualization were generally very
high. The figures below show the results of this procedure for displaying the image when wavelet coefficients and data
directly from the spectral bands are used.

Fig. 18. Result using wavelet coefficients.

Fig. 19. Result using bands directly.

4. CONCLUSION
Hyperspectral images contain a large amount of data. Techniques are presented in this paper for visualizing important
features contained in a hyperspectral data set. It was discovered that the resulting image is heavily influenced by the
choice of focus bands used for display. When averaging hyperspectral signatures, choosing the correct pixels makes a
difference, and therefore desirable results are not always obtained.
A procedure for visualizing hyperspectral image data that uses the peaks of the spectral signatures of pixels of interest
provides a promising method for visualization. Using wavelet coefficients and data from the hyperspectral bands
produces noticeably different results, which suggests that wavelet analysis could provide a complementary approach for
visualization in some instances when using bands does not provide acceptable results.
For future work we could explore what new results are given when we work with the differences of hyperspectral
signatures to obtain a visual representation of the image. Or we could work with differences of wavelet coefficients from
inside the visible spectrum and outside the visible spectrum. It would also be desirable to obtain a more precise method

for selecting pixels of interest, perhaps using Independent Component Analysis. Also it would be interesting to find a
method to select bands/coefficients to use for visualization, as well as a more clearly defined approach to analyzing
results.
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