This paper describes the development of a mesh deformation method used for aero-thermo-mechanical coupling of turbo-engine components. The method is based on the nonlinear solution of an elastic medium analogy, solved using finite element discretization, and modified to let the boundary nodes be free to slide over the deflected surfaces. This sliding technique relies on a B-Spline reconstruction of the moving boundary, and increases the robustness of the method in situations where the boundary deflection field presents significant gradients, or large relative motion between two distinct boundaries. The performance of the method is illustrated with the application to an interstage cavity of a turbine assembly, subjected to the deformations computed by a coupled thermo-mechanical analysis of the engine component.
INTRODUCTION
The prediction of metal temperatures plays an essential role in the design of modern gas turbines. The optimization of heat transfer between fluid and metal can help to minimize the coolant flow requirements, with a direct reduction of the corresponding loss in the thermodynamic cycle. With the increase of computing power, coupling techniques are rapidly becoming a common tool for solid/fluid heat transfer modeling. In these methods, Computational Fluid Dynamics (CFD) is used to predict the heat flux from the air to the metal, and this is coupled to the thermal analysis predicting metal temperatures. Much of this work has been applied to turbine blade cooling applications, with early work, for example, by Heselhaus et al. [1] , Chew et al. [2] , and the more recent studies by He and Oldfield [3] . In recent years this has been extended to disc cavity flow, for example by Verdicchio et al. [4] and Sun et al. [5] .
In most of these studies, the coupling between the solid and fluid domain is limited to the temperature and heat flux, that is, the analysis is conducted on a given cold geometry. However, this 3 The paper is organised as follows: first, the computational method and the details of the numerical implementation are described. This will serve to formalize the introduction of the sliding technique, and to highlight the extra-coding required to extend an existing solver for structural analogies. A 2D model problem is then described before the full application to a turbomachinery test case. The construction of the stiffness matrix follows standard procedures [8, 14] , and is presented in an appendix for completeness.
The method has been coded following a parallel unstructured implementation, and is valid for both structured and unstructured meshes. However, the examples presented in the paper refer to structured meshes only, since, in general, the turbomachinery community prefers to work with structured meshes.
STRUCTURAL ANALOGY
We consider a three-dimensional structured mesh subjected to prescribed boundary displacements u B , and denote by H a generic hexahedral element. The basic idea behind spring or elastic medium analogy methods is to associate fictitious structural properties to the mesh, and to compute the displacements of interior nodes from the deformation of the structure driven by the boundary displacements u B . In the most straightforward approach, the elasticity problem can be formulated at the discrete level, requiring the balance of the forces produced on the grid node i by all the surrounding elements. Formally, this is written as
with F H i representing the nodal force produced by the element H on the node i. The sets of forces and displacements associated with an hexahedral element H are denoted by u H and F H , and defined as follows:
... ...
In the finite element approach, the nodal force F H i is expressed as a linear combination of the displacements associated with the element H:
where [ 
corresponding to three homogeneous scalar equations whose coefficients are non zero only for the terms involving nodes of the mesh belonging to the same elements as i. For boundary points, the equation (5) has to be replaced by the identity specifying the prescribed boundary deflection, that is:
For an interior node sharing the same element as a boundary point, the identity (6) provides the non-homogeneous part for the corresponding equations (5). The final linear system of equations Ku = f , involves only the internal points, with the forcing term on the right hand side deriving from the conversion of a Dirichlet-type problem (imposed displacements) into a Neumann-type problem (imposed tractions).
Since the coefficients of the stiffness matrix depend on the geometry only, an important refinement of the method is to assume geometric nonlinearity for the pseudo-structural problem introduced. The global equilibrium Ku = f can be interpreted as the residual of the nonlinear equation:
A Newton-Raphson method can be employed, solving at each iteration the system
in which p is the difference between two consecutive solutions,
and R (n) are the values of the stiffness matrix and the residual corresponding to the solution u (n) .
The drawback of this approach is clearly the computational cost: if one has to deal with large deformations obtained through many sufficiently small mesh motions (typical of aeroelastic applications), nonlinearity introduces unnecessary computations. However, the method has an attractive implication. The Newton-Raphson cycle corresponds to enforcing the global equilibrium K u = f on a structure K iteratively updated according to the nodal displacements computed at the previous iteration. Suppose that for some mesh nodes we are interested in preserving some geometric requirements, such as, for example, being constrained to remain attached to a specific surface. The nodal update, based on the elastic problem, may not necessarily guarantee the geometric constraints, so that a further correction will be required. A converged solution for the nonlinear elastic problem, provided that it exists, will satisfy both the equilibrium and the requested geometric conditions. This latter property represents, in essence, the basis for the sliding technique introduced in section §4. 
SOLUTION ALGORITHM
When dealing with meshes with a large number of points, it can be necessary to employ iterative solvers not requiring the assembly of the global stiffness matrix. The preconditioned conjugate gradient method (PCG) has been adopted in its matrix-free formulation. Before invoking the linear solver, the program computes and stores the local stiffness matrices K H (whose construction is given in the appendix), and then calculates the residual R on the right hand side of the final system to solve (8) . The entry component to R from each internal node i corresponds to the nodal force, and is given by:
The residual is computed with a loop over the set of elements, by adding up the contribution to {R} i from each element sharing the node i. In such operation, one exploits the connectivity array relating the local and global index numbering for the nodes of each element. 
and calculated like the residual, that is by looping over the elements. The formal analogy between (9) and (10) reflects a physical interpretation associated with the matrix-vector multiplication.
Regardless of the meaning associated with x, any operation Kx can be interpreted as a set of forces: more precisely, the set of forces produced on the entire structure K by a set of fictitious displacements equal to x. Solving the linear system (8) assumes therefore an obvious meaning: finding the deformation field p of the structure K inducing on each internal node i a force {Kp} i that offsets the action {R} i produced by the imposed boundary displacement field u B . This interpretation will be exploited in §4 to characterize the behaviour of the sliding boundaries.
In the context of the computational efficiency, an important issue is the choice of a good preconditioner for the conjugate gradient method, as recently confirmed in the study of Markou et al. [10] . In our work, the method was integrated within a CFD code, using the existing data structure and parallel framework OPLUS (Oxford Parallel Library for Unstructured Solvers) [18, 19] . Therefore, the parallelization of the method has been subjected to the restrictions imposed by the OPLUS library. Algorithms which are out of the scope of OPLUS are order dependent relaxation methods, such as Gauss-Seidel or LU decompositions. Because of these limitations, the Jacobi preconditioner was used throughout. 
SLIDING TECHNIQUE
In the most general case, the displacements of the moving boundaries are input parameters, and kept fixed when the new mesh is computed. However, there are some applications in which one may wish to leave more degrees of freedom to the grid. For example, a situation often encountered with artificial boundaries, such as a plane of symmetry, is when the displacements are required to be tangential to the original boundary. In this case, the identity (6) is replaced by the equation
where n indicates the local normal to the boundary. Such a condition implies that the boundary nodes should not change the geometric description of the surface, but simply move remaining attached to it. A generalization of this concept can be to constrain the boundary node motion on the surface deformed by the prescribed boundary displacements u B . This leads to the introduction of "sliding" boundaries, defined as those on which mesh nodes are free to move over the deflected shape. Consider for example the situation depicted in fig. 1 -a, with two parallel boundaries subjected to a relative movement in the boundary direction. When the relative movement becomes comparable with the distance between the boundaries, it would be convenient to cluster the nodes over one, or both, the two surfaces to maintain a limited level of skewness for the mesh elements. An other example is given in fig. 1 -b. Here the lower boundary is folded to form a steep ramp. If the ramp develops on an axial distance comparable with the axial grid spacing, a circumstance formally described as a discontinuity of the deflection field, the moving mesh algorithm must necessarily determine a redistribution of the boundary points, so as to guarantee a proper discretization of the ramp.
The idea that we propose is to let the displacements of the boundary nodes be determined by the resolution of a modified elastic problem, in which the equilibrium is enforced in a plane tangential to the deformed surface. In general, the elastic deformation driven by the modified problem leads the points to detach from the surface. Therefore, a projection operation is needed in as subsequent stage to preserve geometric consistency. Integrated within an iterative process for geometric nonlinearity, the solution is expected to produce an adaptive distribution of the boundary nodes, more suitable to define the global deformation of the domain. 
Formulation
Let us consider the local equilibrium for an internal point i. As clarified in section §3, this corresponds to a nodal component of equation (8):
For points on a sliding boundary, the nodal displacement is decomposed as
with u 0 s being the prescribed displacement and u s an additional degree of freedom (see fig. 2 ). Thus, at the n-th Newton-Raphson iteration one has
with the initial value for u s chosen to be zero:
Now we replace the local equilibrium defined in (12) by
in which n is the local normal to the deformed surface, and F t is defined as:
F t represents the tangential component of the force induced on i by the imposed boundary displacement field u B . The global equilibrium (8), modified for the sliding points according to (16) , has not unique solution, because there exist different forces {Kp} i having the same tangential component equal to −F t (see fig. 3 ). Among the possible solutions, we select that satisfying the kinematic condition u s · n = 0. To achieve this, the solution method described in §3 requires a little modification: in the subroutine performing the matrix-vector product, after the main loop over the elements has been performed, a further loop over the sliding points corrects the result by removing the normal component to the boundary, as indicated in (16) . In the conjugate gradient method, the solution of the linear system K p = −R is searched moving along a set of conjugate directions
, which are sequentially determined from the residuals. In practice, one first initializes the residual and the search direction using an arbitrary value of the solution vector:
. Then, at each internal or sliding mesh node, the following steps are iterated for k = 0, 1...n − 1:
1. Update the solution
Compute the current residual
3. Update the search direction
When the sequence above is applied to a sliding node, the initial residual and search direction are given by:
Thus, since F t is parallel to the boundary, by choosing an initial value p (0) = 0 one has: Now, if the matrix-vector product is corrected by removal of the normal component to the boundary, the above normality conditions must necessarily be preserved, because from the steps 2 and 3 of the algorithm, one readily gets:
Hence, provided that the initial value for p is chosen to be zero, the final solution resulting from the projected conjugate gradient algorithm not only satisfies the dynamic condition (16), but also guarantees that {p} i · n = 0, and therefore, considering (14) and (15), the kinematic condition u s · n = 0.
We wish to point out that the ability to enforce a condition of hybrid type represents the main asset of the method. On the one hand, the dynamic condition serves to transfer the deformation of the internal nodes to the sliding boundary points, which are expected to move accordingly. On the other hand, the kinematic constraint acts in the opposite direction, converting the prescribed boundary deformation into a traction applied to the internal nodes.
Shape reconstruction
The projection operation is not a trivial task because it requires the reconstruction of the deformed shape, and the boundary deflection field is available in unstructured format. Inspired by the work of Samareh & Bathia [24], we have used a CAD-based approach. The CAD model corresponding to the initial, undeformed geometry is exported by the CAD system as a set of B-Splines (or NURBS) surfaces. This is a capability that most, if not all, CAD systems provide. B-Splines are parametric surfaces of the form S = S(t, s). Each source pointx from which the deflection needs to be transfered (generally from a FEM code for structural analysis), is projected onto the B-Spline surface of the undeformed geometry. In the B-Spline terminology, this latter operation is equivalent to finding the two parametric coordinates (t,ŝ) such thatx = S(t,ŝ). At this point, a B-Spline of the deformed boundary is constructed by global interpolation of the deflection data, performed in the parametric space (t, s). In our application the task has been facilitated by the fact that, although the mesh to update is three-dimensional, the deforming surfaces represent an axisymmetric geometry, and are subject to axisymmetric deflections. As better clarified in §6, this results from the use of a methodology coupling an axisymmetric FEM model to a three-dimensional CFD model. Therefore, the surface that we need to reconstruct is generated by rotating a curve c around an axis, for an angle corresponding to the rotational periodicity of the CFD model. In a cylindrical frame of reference aligned with the axis of rotation (see fig. 4-a) , a sliding node P(r, θ, z) moves initially to P ′ (r + ∆r, θ + ∆θ, z + ∆z) due to the sliding mechanism. To project P ′ on the surface, we perform 2D operations in the meridional plane containing P ′ . In such a plane ( fig. 4-b) , the point having coordinates (r + ∆r, z + ∆z) is projected on the curve c to give (r F , z F ). The position of P is finally set equal to P F (r F , θ + ∆θ, z F ).
We now address the question of how to get an analytical expression for the curve c in order to carry out the projection in the meridional plane. The intersection of a CAD surface with a meridional plane is a B-Spline curve of the form
where P i are the control points, and N p i (t) are the p-th degree B-Spline basis functions. Thus, once the initial CAD model has been completed, one has available a B-Spline description r(t) of the curve generating, through an appropriate rotation, the surface of the initial geometry.
In the axisymmetric FEM model, the boundary nodes Q 1 , Q 2 ...Q k with the computed deflections δ 1 , δ 2 ...δ k , correspond to points lying on the curve r(t). Therefore, the set of nodes can be reordered according to the value of the parameter t, retrieved from the projection of each point Q j on r(t). The ordering of data recovers the point to point connectivity of the curve designed in the CAD system, thereby converting into a structured format the unstructured set of data. After that, a BSpline interpolant for the deflected curve c(t) is obtained by setting up the linear system
in which the unknowns T i are the control points of the q-th degree B-Spline describing the deflected curve c. The basis functions N q i have compact support, and so the ordering of data based on the value of t ensures that the system (21) is narrow banded, and hence quickly invertible by LU decomposition. The choice of the degree q should be consistent with the discretization order employed in the FEM code. The curve c(t) is of class C (q−1) , therefore, assuming q = 1 one recovers a linear behaviour for the element deformation in the FEM model. The above set of operations is carried out only once, by each individual processor, immediately after reading the deflection data. Then, while the new mesh is being computed, the projection is executed at the end of every Newton-Raphson iteration and involves all the sliding points pertaining to each partition. The problem of projecting a point to the curve c(t) is solved using Newton iterations, searching the value of the parameter t that minimizes the distance between the point and the curve [25] . These can be efficiently executed using the De Boor algorithm [25] , which allows a quick evaluation of c(t) and its derivatives, for a given value of t.
Re-start procedure
This section focuses on technical aspects concerning the applicability of the method to a deformation progressively changing during a coupled analysis. A prerequisite for an efficient use of the scheme, in fact, is the ability to update the mesh with respect to the partial deflections prescribed in input. To achieve this, some care has to be taken if the sliding technique is employed. Figure 5 shows the evolution of a point lying on a sliding boundary subjected to a displacement divided into 4 ranges. Dotted lines represent the geometry corresponding to each sub-deflection. For the time being, let these be artificial increments deliberately introduced to facilitate the convergence of the algorithm. The case with the displacements deriving from a transient deformation of the solid part is a straightforward extension of the considerations developed here.
The point x I is assigned a vector displacement x F − x I . Starting from the first mesh increment, the algorithm accommodates the initial sub-deflection dx 1 , moving the point along the partial geometry. This operation provides a modified value dx 2 for the sub-deflection. The difference between the two vectors a 1 = dx 2 − dx 1 , is the slide vector produced by the algorithm on the partial geometry. Before resuming the computation on the next increment, the slide vector a 1 is added to x F and the result projected on the boundary corresponding to the complete deformation, to give x 1 F . At the successive stage, the scheme is let to run on a displacement given by: This procedure guarantees an appropriate nodal displacement as input to the mesh moving algorithm. Conversely, if the partial deflections are permanently computed with respect to the assigned value x F , the method could struggle to convergence at the latest steps, because the final sub-deflections can become too severe. This, in practice, would cancel the benefit that one wishes to gain by splitting the displacements in several increments. Similar considerations can be carried out in the case of re-start from a previous analysis, the only difference being that, now, the adjustment of the forcing displacement has to be done once, beforehand, and exploiting the slide vector a associated with the previous analysis.
TWO-DIMENSIONAL TEST CASE
The test case discussed in this section reproduces the example illustrated in fig. 1-b . In a rectangular domain with height h (see fig. 6 ), the lower boundary is folded to form a steep ramp in the centre. The ramp has height h/2 , and develops linearly on an axial distance of 0.05 h. The rectangular mesh has a uniform axial grid spacing of ∆x = 0.035 h, and is strongly stretched in the y-direction to represent a more challenging boundary layer mesh. This is an example of discontinuity in the deflection field, in the sense that there exist two contiguous boundary nodes, at a distance ∆x, undergoing a displacement u such that ∆u >> ∆x. The final configuration is achieved using 16 increments. For each of them, the initial residual of the Newton-Raphson cycle is reduced by a factor of 10 −4 by successive calls to the linear solver. Figure 7 shows the mesh obtained using the standard structural analogy, with the sliding option turned off. The method is not unsuccessful and generates the mesh one would theoretically expect: in fact, the inter-penetration of neighboring cells is avoided. Note that the distribution of the boundary nodes does not preserve the corners of the ramps (denoted in the figure by the points A and B) . Clearly, this is because the ends of the ramp have been located arbitrarily, and in the initial mesh there are no boundary nodes placed on the two folding points. This reflects a situation in which one doesn't know, a priori, the location and the size of the developing discontinuity, and therefore is unable to discretize the region adequately. In the zone between the points A and B the boundary remains discretized by three cells only, and abnormal deformation of the elements must necessarily occur.
As expected, the problem is solved allowing the boundary nodes to re-distribute themselves. Figures 8 and 9 show the mesh computed applying the sliding technique to both lower and upper boundary. Boundary nodes cluster over the ramp, resulting in a drastic improvement of the mesh quality. Even in this case, the method is unable to preserve the corners. As before, this is just because the discrete description of the boundary (based on the new nodal distribution), does not have corners.
The sliding option reduces the computational efficiency of the method. In this example, the CPU time required was 2.5 times bigger, but our experience is that this factor is largely dependent on the specific case under investigation. The increase is mainly (∼ 75%) due to a degraded convergence rate for the Newton-Raphson cycle, which, in practice, requires more iterations to find the equilibrium configuration; about 15% is taken by the PCG solver, since the system to invert has additional degrees of freedom, while the remaining 10% corresponds to the extra work required for the projections. These considerations suggest limiting the use of the technique to the boundaries of the most critical regions, whenever necessary. In realistic applications, these may cover a limited portion of the entire domain, so that the loss of efficiency is expected to be tolerable.
CAVITY INTERSTAGE OF A TURBINE
The application described in this section refers to the aero-thermo-mechanical analysis of an existing engine component. In order to clarify the use made of the dynamic mesh, it is convenient, before describing results, to give an overview of the coupling methodology, with a description of the model set-up.
Model set-up
The coupled analysis has been conducted using two distinct Rolls-Royce proprietary codes, SC03 and HYDRA. SC03 is a finite element code performing transient thermal and mechanical analysis [26] . HYDRA [27] is an unstructured finite volume solver of the compressible Reynolds Averaged Navier Stokes equations.
A schematic description of the coupling process is given in fig. 10 . Within SC03 , the user defines a transient analysis by specifying a "flight cycle", i.e. the evolution of a set of parameters through the time span to simulate. These include rotational speed, mass flow rates, operating temperatures and pressures. At each time point during the cycle, the coupling methodology employs two nested iterative loops. The external one couples the thermal and structural analysis; these are performed in sequence by SC03 until both geometry and temperature are stabilised. The internal loop is called during the thermal analysis: the system invokes the CFD code HYDRA, passing to it the current estimate of boundary temperatures and boundary deflections.
Since the time response of the flow is negligible on the time scale relative to the metal heat conduction, HYDRA adapts an initial mesh to conform to the boundary deflections, and runs a steady state case with the prescribed wall temperatures. The resulting heat fluxes are returned to SC03 , which in turns repeats the thermal analysis on the same geometry but using the CFD-based values of heat flux. When the difference in metal temperature between two consecutive thermal iterations is below a specified tolerance, the external loop resumes. Typically two or three external iterations are required for convergence at each time step, after which the analysis moves to the next time step in the cycle, corresponding to the next level in the temporal discretization of the heat conduction equation. Thus, in the process described, the re-meshing frequency depends on the integration time step of the metal heat conduction. Figure 11 shows the SC03 axisymmetric model of the turbine under investigation. Enclosed in the square is the stator well coupled with the CFD. To render the analysis affordable, the coupling is restricted to the most critical parts, whereas for other components semi-empirical heat transfer correlations are used. These correspond to the standard boundary conditions traditionally used in industry for the thermal analysis.
The fluid domain is given in figure 12 -a. It is a three-dimensional model with rotational periodicity of 3.6 o , and the mesh consists of 2.7 million hexahedral cells. Note that the blade over the stator disc is not included in the axisymmetric SC03 model. As a consequence, the blade in the CFD model has to be maintained fixed during the calculation. Similarly, the inlet/outlet boundaries correspond to artificial surfaces for which nodal displacements are not prescribed. In the moving mesh algorithm, we define as "passive" those surfaces whose mesh nodes are not subject to a displacement from input. Figure 12 -b clarifies this specification: the "fixed" surfaces are the blade and the external casing. The passive surfaces include the inlet/outlet boundaries and the external surface of the stator disc. For this latter surface, although SC03 provides displacements on the interior points, the specification as a passive boundary preserves the consistency with the attached blade. The passive surfaces are treated before the volume computation, solving separate elastic problems involving only the points lying on the surface. We use fast linear spring analogy algorithms, determining the position of the nodes from the displacements imposed on the boundary of the surface. The solution of these preliminary computations provide the prescribed boundary displacements for the 3D structural analogy. Finally, we observe that in the CFD mesh the periodic boundaries are not planar. Therefore, any 2D displacement field passed by SC03 will have one component on the periodic surface, and one component normal to it. The entire coupled analysis lasted 4 weeks running on 80 CPUs of a PC cluster. The mesh adaptation took approximately 25% of the whole computational time.
Results
The performance of the method is assessed by considering the effect of the most severe distortion computed during the flight cycle. A snapshot of the metal deformation, as predicted by SC03, is given in fig. 13, while fig. 14 shows the corresponding deformation for the fluid domain. Under the effect of the mechanical loads transmitted through the shaft, the rotor cavity is subjected to both axial and radial displacements. It should be noted that lower and upper disc components are jointed together through a mechanism allowing their relative movement in the radial direction, to preserve seal clearance. The dynamic re-meshing procedure encounters its major difficulties in regions with small gaps. In the labyrinth seal, for example, the distance from stator to rotor is reduced by approximately 60%. Elastic or spring analogy methods are generally adequate to handle mesh constrictions. The narrowing, in fact, does not involve angular variations of the elements. In the case discussed here, however, the problem arises because the constriction is combined with an axial translation of the cavity. It turns out that if the boundary nodes are maintained at prescribed positions, element distortions are unavoidable and may reach unacceptable levels. This is the scenario in which the sliding technique can offer a drastic improvement, as confirmed by the figure 15-a. The disc base is modelled as a sliding boundary, so that mesh nodes lying on it can move forward driven by the cavity movement. The final mesh is not only valid, but is also of relatively good quality. Figure 15 visualises the mesh on a periodic surface for the two cases (sliding option on/off). For the periodic nodes located on the edge of the disc base, the kinematic constraint u s · n =0 does not prevent the points from shifting in the azimuthal direction. Consequently, the algorithm redesigns the periodic edges of the disc base. In the figure, blue lines represent the outline of the surface as prescribed in input, whereas red lines identify the new periodic edges resulting from the azimuthal shift.
Proceeding in the analysis of the deformation, we now focus on the region where lower and upper disc components are connected. Figure 16 provides a close-up perspective of the radial relative movement. The two points B and C of the undeformed geometry are initially positioned close to each other. The deformation leaves the point B fixed, because in the SC03 model this point is treated as belonging to the upper part of the disc, whereas the point C moves up to C', driven by the radial excursion of the lower disc component. Consequently, the prescribed displacement field has a strong gradient between the points B and C. The situation is similar to the steep ramp analysed for the 2D test case (cfr. §5), but the difficulty here is augmented by the fact that the mesh is confined to a very narrow gap.
The mesh computed is shown in fig. 17 . With the sliding option turned off, the elastic analogy fails ( fig. 17-b) , because the edge confined between the points B and C' is left under-resolved, and flat elements occur. Note also the interpenetration occurring at the cell near the upper corner, corresponding to the point C' of fig. 16 . Conversely, the sliding technique improves the distribution of boundary points, preventing the failure. The quality of the final mesh is certainly not perfect, but the result is deemed satisfactory considering the extreme difficulty of the case.
CONCLUSIONS
A modified version of the elastic medium analogy for dynamic meshes has been presented. The method relies on the inclusion of the boundary points within the elastic problem. In regions where two distinct bodies undergo strong relative motion, boundary nodes are constrained to satisfy the elastic equilibrium in the direction tangential to the surface. This leads the boundary nodes to slide over the deflected shape, i.e. the surface defined by the prescribed boundary displacements. Integrated into an iterative Newton-Raphson cycle, the method adjusts the boundary node distribution to make it more suitable to the global geometric configuration defined by the deformation.
As a test case, a three-dimensional model for a turbine stator well has been used, subject to deformations computed by a coupled 2D to 3D aero-thermo-mechanical analysis. Studies recently conducted by the authors [17] have shown the importance of a correct prediction of the running clearances for this type of application.
The sliding technique introduced is simple and completely general in the context of structural analogy methods (spring or elastic medium analogies, structured or unstructured meshes), but it needs to be combined with an appropriate methodology for the reconstruction of the moving boundaries. A variety of methods can be used, depending on the specific application and on the general structure of the codes adopted. In this paper, a CAD-based approach has been discussed: the CAD description of the original geometry is used to determine a B-Spline interpolant for the boundary deflection. The methodology is efficient, concise, and its application to the moving mesh
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The matrix formulation of the Hooke's law (25) relates stress and strain stress tensor [τ ] as follows:
where G and λ are the first and second Lamé constants, functions of E and ν only:
Substituting eq. (31) into (32) one has:
[τ ] = (λ + 2G/3)(∇ · u) I + 2G [ǫ] o .
The last equation states that for an elastic deformation, changes of shape and changes of volume are weighted by 2G and (λ + 2G/3), respectively. If we measure for each element of the original mesh the shape and volume deformations associated with the transformation from the standard cube, and denote by |φ s | and |φ v | these quantities, one can finally pinpoint G and λ by solving the system
in which α s and α v are two user-input parameters, problem dependent, whose calibration serves to bias the deformation as shape oriented or volume oriented. In conditions of equilibrium one has:
According to eq. (36), for a given finite ration |φ v |/|φ s |, when α v /α s → 0 the shape deformation is expected to be much smaller than the volume deformation. With this choice (α v /α s = 0) the convergence is fast but the quality is poor because oversized elements occur. Starting from this condition, the ratio can gradually be increased to make the grid stiffer to volumetric changes. This also renders the computation more demanding, so that a compromise has to be made between efficiency and mesh quality. In our experience, α v should be maintained some orders of magnitude (1-3) smaller than α s , but this may change depending on the value of |φ v |/|φ s |, which is problem dependent.
