ABSTRACT In this paper, we have proposed altogether different and new approaches for the computation of all possible spanning trees of a simple, undirected, and connected graph. Our proposed algorithms have the capability to solve the major bottlenecks in this area, namely, generation of duplicate trees and circuit checking. In the first algorithm, the given graph has been converted to its corresponding weighted complete graph, which proposes to have novelties and limitations of its own. In addition, we have also proposed another related algorithm, and as a result, we have been able to come up with new ideas in this research domain of graph theory.
I. INTRODUCTION
Spanning trees have always been an area of huge interest to many academicians working in the field of graph theory. Whether it is a problem of generation of minimum spanning trees of a weighted graph or generation of all possible spanning trees of a graph, we find a lot of research activities going on in this domain since the last fifty years or more. This indicates towards the huge application area of the abovestated problem. Not only good time and space complexities are the major concerns, but avoiding circuit checking and duplicate tree generation is also of huge importance for the problem of generation of all possible spanning trees of a simple, undirected, and connected graph.
The tree generation algorithms are generally of three types, based on the technique being used. These three techniques are tree testing [1] - [10] elementary tree transformation [11] - [18] , and successive reduction [19] - [21] methods. The proposed algorithms, however, use an altogether different approach, completely new in this domain, to compute the spanning trees, along with considering the major issues of circuit checking and duplicate tree generation. In one of the algorithms, we have introduced two more properties in our target graphs, namely, making them complete and assigning weights to each of the edges of the graph. In the other algorithm, a little bit similar in nature, we have been able to get rid of the overhead of making the graph complete and weighted.
II. LITERATURE SURVEY
A complete graph is usually a simple, undirected, connected graph in which every pair of distinct vertices is connected by an edge. In one of the algorithms proposed in this paper, we are converting a given graph G to its corresponding complete graph G C . The process of generation of all spanning trees is applied on the complete graph. If we peep into the past works in this domain, we find almost all the algorithms for generation of all spanning trees of a simple, undirected, and connected graph proposed by different academicians, are capable of generating trees of any simple and connected graph of given order. All such remarkable works have already been classified under the following three broad heads:
i. Trees by Test and Select Method: All possible combinations of n − 1 edges of a graph G of order n are generated and tested by some tree or circuit testing algorithm. The tree sequences are selected, and non-tree sequences or circuits or disconnected components are discarded. Some of the well-known algorithms falling under this category are those proposed by authors like Berger [1] , Char [2] , Gabow and Myers [3] , McIlroy [4] , Naskar et al. [5] - [7] , Piekarski [8] , Sen Sarma et al. [9] , Trent [10] , and many others.
ii. Elementary Tree Transformation Method: In this method, the addition of a new edge and deletion of a suitable edge generates one spanning tree from the other. The process starts from an initial tree and repeats itself for each and every tree being generated. Some algorithms following this method of tree generation are those of Cherkasskii [11] , Hakimi [12] , Kapoor and Ramesh [13] , Matsui [14] , [15] , Mayeda and Seshu [16] , Shioura and Tamura [17] , Shioura et al. [18] , and many others.
iii. Successive Reduction of Graphs: The given graph is divided into smaller subgraphs until they become trivial. The trees of smaller subgraphs are then combined to form the trees of an original graph. Algorithms falling under this category are by Minty [19] , Smith [20] , Winter [21] , and so on.
Sir Arthur Cayley proposed a formula which states, if T n is the number of trees of a complete graph of n vertices, then T n = n n−2 [22] - [24] . There are several existing remarkable proofs for the formula. We would like to touch upon some of them in this article.
One classical proof of the formula uses Kirchhoff's matrix tree theorem, involving the determinant of a matrix [23] , [24] . Prufer sequences give a bijective proof of Cayley's formula (1918) . Another bijective proof by Joyal (1981) finds a one-to-one transformation between n-node trees with two distinguished nodes and maximal directed pseudo-forests (undirected graphs in which every connected component has at most one cycle) [23] . Double counting proof by Pitman (1999) counts in two different ways the number of different sequences of directed edges that can be added to an empty graph on n vertices to form, from it, a rooted tree [23] .
All these proofs can be extended in some form or the other to enumerate explicitly all the n n−2 spanning trees of a complete graph of order n.
III. FORMULATION OF THE NEW ALGORITHM, COMPLETE_GRAPH_TREES (CGT)
As mentioned earlier, lots of different and efficient algorithms for the determination of all possible spanning trees of a graph exist till date. Our objective is to find something new in this regard, i.e. use an altogether different approach for solving the above problem of determination of all possible spanning trees. For this purpose, our proposed algorithm CGT makes use of the properties of both complete and weighted graphs, which no other earlier algorithm in this domain ever did. CGT deals with the generation of all possible trees of a graph based on the computation of a complete graph of the same order.
A complete graph is such a simple graph which has an edge between any pair of its vertices. So, in order to make any graph a complete one, we need to add the edges which are absent in the original graph. According to Cayley's theorem, the number of spanning trees of a complete graph of n vertices is n n−2 . This information proves to be an important one for our algorithm.
Assigning different weights to different edges helps in the extraction of only the valid ones from the list of trees generated. Addition of extra edges to make the graph complete led to the generation of an extra set of trees, considered to be invalid for the original graph of interest.
In this section, we describe the natural development of our algorithm with suitable examples, explanations, computational results, data structures, and complexity issues in details; we also present the algorithm at a glance in Section (III-D).
A. MAKE THE GRAPH COMPLETE AND ASSIGN WEIGHTS OVER EDGES
The given graph, G, may or may not be a complete one. If it is not a complete one, then G is converted to its equivalent complete graph of n vertices, G C . The edges of the original graph, G, are each associated with a weight of zero. On the other hand, each of the edges, which are added to G, in order to form G C , is then assigned a weight of one. As for example, consider the graph G in Fig. 1(a) , with all its edges having weight zero each, and its subsequent complete graph equivalent G C in Fig. 1(b) to identify the newly added edges e 5 and e 6 , each being assigned a weight of one.
B. COMPUTATION OF TREES
In this section, we describe the computation of spanning trees of the complete weighted graph thus formed in the earlier section. According to the algorithm, each tree of the complete graph is supposed to consist of a mandatory component and some other optional components.
1) SELECTION OF MANDATORY COMPONENTS
In this section, we compute the mandatory components as an intrinsic part of the spanning trees to be formed. Any vertex of the complete graph G C is chosen as the initial start-vertex and all possible combinations of its edges, ranging from one to n − 1 are found out, where n − 1 is the number of edges coming out of each vertex of the complete graph.
Each of these combinations becomes the mandatory component of the resultant spanning trees. Each such combination is taken at a time, and the other components are determined subsequently as required. The graph being complete, there is a flexibility to choose any vertex as the initial start-vertex, since all of them have an equal number of edges going out to others. This is true because a complete graph is a regular graph that contains maximum possible edges as well as keeping the graph simple. Only the nomenclature over the vertices differentiates them; a different nomenclature over the vertices also works in a similar fashion. Starting from any one of the n vertices definitely gives rise to different sets of mandatory components but at the end, results in the same set of trees. Moreover, each of the n start-vertices gives a unique set of mandatory components that results in a unique set of trees; hence, duplicate tree generation can also be avoided.
Lemma 1: For a given vertex as initial start-vertex of an n-vertex complete graph, the number of mandatory components, S, is n−1 C 1 + n−1 C 2 + . . . + n−1 C n−1 .
Proof: In an n-ordered complete graph, each of the vertices has n−1 edges going out of it. From n−1 such edges, we can choose any one edge in n−1 C 1 number of ways, two edges in n−1 C 2 ways, and so on. All possible combinations of these n − 1 edges, taking one to all, at a time, give the set of mandatory components from the given start-vertex. Hence, the total number of such combinations or mandatory components (S) from a given vertex of the complete graph is the sum n−1 Proof: p and q are two distinct vertices of the complete graph. As a result, distinct edges come out of p and q, except the edge between p and q, say e. It is the only common edge between p and q. When k = 1, if e is the mandatory component and p the start-vertex, all the other unvisited vertices get joined to q (at the other end of e) in different possible ways; but if q is the start-vertex, the unvisited vertices get joined to p, resulting in a different set of trees. For 2 ≤ k ≤ n − 1, the mandatory components of p and q must be different, each of which definitely results in different sets of trees for p and q. Whether two sets of trees (as have been generated above) have common members (or not) depends generally on three factors:
• Start-vertex, • Size of the mandatory component, • A common member (or an edge) in a mandatory component between a pair of vertices considered. In this regard, let us take some examples with different start-vertices and different sizes of mandatory components, and show when they generate common trees or the other.
Let us consider any three vertices p, q, and r in a complete graph. In Fig. 2(a) , we have represented a set of trees (T 1 ) with p as the start-vertex. The mandatory component of size k = 2 from p has two branches, one to q and another to r. The set of trees from q is null, whereas from r it is not null, i.e. rest of the branches of the trees go out from r. Once again, Fig. 2 (b) shows that set of trees (T 2 ) where q is the start-vertex, and from q a mandatory component of size k = 1 leads to p, which once again leads only to r, from where rest of the branches to other vertices emanate. If we observe carefully, we find that T 1 and T 2 are the same set of trees (see Fig. 2 (a) and Fig. 2(b) ). Therefore, even if we started with different start-vertices, having mandatory components of different sizes, we get the same set of trees, i.e.
On the other hand, it is not essential that different startvertices with mandatory components of different sizes will always generate the same set of trees. The third factor mentioned earlier also plays an important role in this aspect. In this regard, let us consider the set of trees, T 1 , in Fig. 2(c) , which starts from q as start-vertex, having a mandatory component of size k = 1, one branch leading to p, from where other branches of the trees go out, one of which must lead to r. Let us now consider the set of trees, T 2 , in Fig. 2(d) , where once again p is the start-vertex, there is a mandatory component of size k = 2 from p, one edge leading to q and another to r. Set of trees from q is never null, i.e. q always has some branches going out, whereas set of trees from r may or may not be null, i.e. branches may or may not emanate from r. Close observation shows T 1 and T 2 (in Fig. 2 (c) and Fig. 2(d) ) are two different sets of trees. This shows the importance of all the three factors for common tree generation.
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If p as start-vertex computes a spanning tree T with a mandatory component of size k 1 , then q as start-vertex computes the same spanning tree T with some other mandatory component of size k 2 ( = k 1 ), r as start-vertex computes the same spanning tree T with again some mandatory component of size k 3 ( = k 2 = k 1 ), and so on. In this regard, let us assume that p as start-vertex does not generate a tree T , but q (or some other vertex) as start-vertex generates it for some mandatory component of size k. Then we can also conclude that T is not a valid tree, as p as start-vertex is always capable of generating T (if it is at all valid) for some other mandatory component of some sizes other than k. In other words, there is no tree T which q (or any other vertex) can generate, but p cannot. Thus, using proof by contradiction, we conclude the following theorem.
Theorem 1: With any vertex p as start-vertex for a given n-vertex complete graph, G, algorithm CGT computes all possible spanning trees of G. Corollary T1.1: For a complete graph, all trees generated considering p as start-vertex (for different values of k) and trees with q as start-vertex (for different values of k) are all common or same, i.e. the start-vertex does not matter as it is a complete graph.
Now let us consider any one of the four vertices of G C (in Fig. 1(b) ) as the initial start-vertex, say v 1 . The different edges coming out of v 1 are e 1 , e 2 , and e 6 . The total number of combinations possible with three such edges, ranging from one to all at a time, is 3 C 1 + 3 C 2 + 3 C 3 , which equals to seven. The seven such combinations are {e 1 }, {e 2 }, {e 6 }, {e 1 , e 2 }, {e 1 , e 6 }, {e 2 , e 6 }, and {e 1 , e 2 , e 6 }. Now, let us consider each of the above combinations as partially constructed trees, and then each one of the above combinations has to be taken separately and considered as a mandatory component of their resulting spanning trees.
2) SELECTION OF OPTIONAL COMPONENTS
This section targets towards finding out the other optional components, if any, which when combined with the mandatory components form the spanning trees of the complete graph, G C . Each of the mandatory components is now chosen. The vertices thus covered by them are marked as visited. From this set of visited vertices, once again, different possible combinations of the unconsidered edges, leading to unvisited vertices, are taken, which eventually visits more and more vertices of the graph. This process continues till there are no more unvisited vertices in the graph G C . Each such combination or component at each step of the above process gives rise to a new spanning tree. Furthermore, since the graph is complete, there is a freeness or flexibility, and even predictability, associated with tracing the path from one or more visited vertices to all the remaining unvisited vertices in a different order resulting in different trees.
Theorem 2: The trees generated by the algorithm CGT are distinct.
Proof: In the algorithm, the vertex selected as the initial start-vertex is one and unique. The mandatory components of the graph, as discussed above, are formed from the unique edges going out of the start-vertex. When one such mandatory component is selected, the other edges of the start-vertex (not a part of the present mandatory component) are never chosen as any other component of the spanning trees thus formed. So, every time we consider a new mandatory component, we get a new combination as a partially constructed tree. Hence, even if edges other than the mandatory edges (edges not coming out of start-vertex) repeat, the unique combination of edges in the mandatory component results in unique spanning trees at the end; thus, resolving the problem of duplication.
Theorem 3: The algorithm CGT never generates circuit or disconnected components.
Proof: The mandatory components are essentially the combinations of edges coming out from a unique startvertex, which never form circuits with each other. The vertices which are the other end-points of the mandatory components are also visited at this time. When the other components are selected, the unvisited vertices are effectively traversed from the visited ones in different possible sequences; the visited vertices are never traversed back. As a result, there is no scope of circuit formation with the already visited vertices. Moreover, since the graph is complete, there is a path from each vertex to every other vertex. Thus, it is straightforward to predict the path from one vertex to another and no circuit testing algorithm needs to be implemented to select the appropriate edges or paths. Now, we extend the example for generating trees of the complete graph shown in Fig. 1(b) , following the algorithm devised above. For the complete graph G C (in Fig. 1(b) ), the mandatory components are being chosen one by one, and for each such component, the different possible sequences of the unvisited vertices are computed. These sequences give rise to different spanning trees. The whole process is described in brief as follows.
Each of the first three mandatory components consists of a single edge, and hence, the process of tree generation is similar for each of them. Here, we show the necessary steps of tree generation only for the mandatory component {e 1 }, assuming both {e 2 } and {e 6 } follow a similar procedure. a) If {e 1 } is a mandatory component, we still need to join v 3 and v 4 in some order. We do not take any other edge from v 1 as they are to be considered separately, so we cannot take e 2 and e 6 to join the other vertices. We need to consider edges coming out from the other vertex v 2 (residing at the other end of e 1 ).
• Let us first take e 3 from v 2 to join v 3 , then e 5 from v 3 to join v 4 ; thus, forming the tree T 1 = (e 1 , e 3 , e 5 ).
• Then we take e 4 from v 2 to join v 4 , then e 5 from v 4 to join v 3 ; thus, forming the tree T 2 = (e 1 , e 4 , e 5 ).
• Now, let us take the combination (e 3 , e 4 ) from v 2 joining both v 3 and v 4 with v 2 ; thus, forming the tree, T 3 = (e 1 , e 3 , e 4 ) .
Similarly, if {e 2 } is a mandatory component, the trees generated are T 4 = (e 2 , e 3 , e 4 ), T 5 = (e 2 , e 4 , e 5 ), and T 6 = (e 2 , e 3 , e 5 ). c) Also, if {e 6 } is a mandatory component, the trees generated are T 7 = (e 3 , e 4 , e 6 ), T 8 = (e 3 , e 5 , e 6 ), and T 9 = (e 4 , e 5 , e 6 ).
Subsequently, each of the next three mandatory components {e 1 , e 2 }, {e 1 , e 6 }, and {e 2 , e 6 } consist of two edges. So, we describe tree generation only for {e 1 
• Let us first take e 4 from v 2 to join v 4 , thus forming the tree T 10 = (e 1 , e 2 , e 4 ).
• Then we take e 5 from v 3 to join v 4 , thus forming the tree T 11 = (e 1 , e 2 , e 5 ).
e) Similarly, if {e 1 , e 6 } is a mandatory component, the trees generated are T 12 = (e 1 , e 3 , e 6 ) and T 13 = (e 1 , e 5 , e 6 ).
f) Also, if {e 2 , e 6 } is a mandatory component, the trees generated are T 14 = (e 2 , e 3 , e 6 ) and T 15 = (e 2 , e 4 , e 6 ).
Lastly, we are left with only one mandatory component {e 1 , e 2 , e 6 } which consists of three edges. g) If {e 1 , e 2 , e 6 } is a mandatory component, no more vertices need to be joined, thus forming the tree T 16 = (e 1 , e 2 , e 6 ).
C. SEGREGATION OF VALID SPANNING TREES
In this section, we compute the weights of all the spanning trees, thus generated in the previous section and subsequently, determine their validity with respect to the given graph of our interest. The weight of a spanning tree is supposed to be the sum of the weights of all its edges. In Section (III-A), we assigned weight zero to each of the edges of the given graph G and weight one to each of the newly added edges, converting G to G C . So, each of the valid spanning trees of G can never possess a positive weight.
However, as positive weights (here 1) are assigned to each of the added edges in G to make it G C , none of the spanning trees computed for G C with some positive weight is a valid spanning tree, and we thus, have to discard them. For the given graph G in Fig. 1(a) , the set of valid trees (each having weight 0) are: T 3 , T 4 , and T 10 , and the set of invalid trees are: T 1 , T 2 , T 5 , T 6 , T 7 , T 11 , T 12 , T 14 , T 15 , and T 16 , each having positive weight one, as well as those of T 8 , T 9 , and T 13 , each having positive weight two. Thus, we conclude the following.
Theorem 4: The algorithm CGT computes all valid spanning trees of G C , each of which has weight zero. Now from the above list of valid spanning trees of G C , it is implicit that the edges e 5 and e 6 which we added to convert G to G C is solely responsible for the generation of trees with positive weights. So, we discard all those trees while computing all spanning trees of G. In general, to compute G C (a complete graph) from a given graph G, we may need to add several such edges. In such a case if p ≥ 1 such edges are added to G, then all spanning trees that are computed from G C with weight 1 or more (maximum up to p for some of the cases) are not to be considered as valid spanning trees for the given graph G. Thus, we conclude the following upshots. 
D. ALGORITHM CGT AT A GLANCE
In this section, we view the algorithm CGT elucidated in this paper. The algorithm CGT consists of three main parts: Assignment of weight over the edges of G C , computation of trees, and segregation of valid spanning trees. Again the second part comprises two subparts: selection of mandatory components and selection of other components. All these steps have been included in the algorithm at a glance shown in Fig. 3 .
In the algorithm shown in Fig. 3 , let E = {e 1 , e 2 , . . . , e m } and V = {v 1 , v 2 , . . . , v n }. Weight(e i ) gives the weight of the i-th edge, either 0 or 1, while Weight(T ) gives the weight of the tree T , which is the sum of weights of the edges in T . Any start-vertex for G is denoted by v start . V unvisited refers to the unvisited vertices of V at a particular point of time. T refers to the current set of edges which are being included as a part of a tree. Initially the set T is set to ∅. Power set of any set S is the set of all subsets of S, including the empty set ∅ and S itself, often denoted as P(S). MC is the set of mandatory components, which is formed from the power set of a given set of edges excluding the empty set. There are several recursive calls to Tree_Generator() for each member of MC. With each such call the set T keeps on growing, and as soon as all the vertices of the given graph get visited, Tree_Generator() results in a tree, either valid or invalid. The same process is repeated for each of the mandatory components, before which T is re-initialized to ∅. The original algorithm terminates after successfully printing all the valid trees of the originally given graph.
In the next section, we describe the necessary data structures that we have incorporated to implement the algorithm, and subsequently consider the complexity issues.
E. DATA STRUCTURES AND COMPLEXITY ISSUES
An adjacency list is used to store the given graph G, whose storage requirement is O(n + m), where n is the number of vertices and m is the number of edges of the graph. The trees generated are stored temporarily using a linked list, one at a time, for testing their validity. For this, the storage requirement can be at most O(n), since each tree contains n − 1 edges. Once a complete graph of n vertices is formed, the number of edges in G C becomes n(n − 1)/2. Hence, conversion of a given graph to its corresponding complete The time required to form all the mandatory components from a given start-vertex is at most O(2 n ) when there are n − 1 edges coming out of the start-vertex. This time reduces gradually as we move down the levels in the recursion tree, and the number of such levels in the recursion tree is again O(n) in the worst case. Lastly, as there are always exactly n n−2 trees being generated for any graph G (because of its conversion to complete graph G C ), computing the weight of each such tree involves O(n) time. Hence, we can conclude this section by mentioning the computational complexity of the algorithm with the following theorem.
Theorem 5: Algorithm CGT computes all spanning trees of a simple, undirected, and connected graph and it takes (n n )
time, where n is the order of the graph.
IV. FORMULATION OF THE SECOND ALGORITHM, NON_COMPLETE_GRAPH_TREES (NCGT)
The algorithm discussed in the previous sections is no doubt a unique and innovative approach to solve the all spanning tree generation problem. In spite of all its simple recursive behaviour, little overhead is involved in making the graph complete and discarding the spanning trees of the complete graph, which are not the trees of the original graph. Hence, in this new approach, we discard the idea of conversion of the given graph to its weighted complete equivalent. In this section, we discuss, very briefly, the necessary steps towards completion of the new algorithmic procedure, named NCGT.
A. SELECTION OF MANDATORY COMPONENTS
Just like the earlier algorithm, in NCGT, any vertex of the given graph is selected as the start-vertex and power set of the edges coming out of the start-vertex, excluding the empty set, forms the set of mandatory components. Unlike CGT, the number of mandatory components will change with the change in the selection of the initial start-vertex, as a different number of edges may come out of different vertices (unlike complete graph). However, the algorithm guarantees to generate all the combinations corresponding to different spanning trees at the end.
B. SELECTION OF OTHER COMPONENTS
In NCGT, the other components are selected based on the unvisited vertices and the mandatory components from those unvisited vertices, as already mentioned in CGT. This is a recursive process, as described earlier. The only difference lies in the fact that, the selection of components, one after the other, based on the unvisited components, may not necessarily lead to a spanning tree always, like before. Since the given graph is not complete, so there may not be a path (or an edge) to go from one vertex to the other. In that case, the corresponding sequence is discarded, and the next component is chosen for its turn. This possibility was not at all there in CGT. On the other hand, there is no requirement of checking the validity of the generated trees, like before.
C. ALGORITHM NCGT AT A GLANCE
The different parameters used in the algorithm, as shown in Fig. 4 , are same as that of the previous one in Fig. 3 .
D. AN EXAMPLE TO ILLUSTRATE NCGT
To understand the working principle of the algorithm, let us consider the graph in Fig. 1(a) . According to the algorithm, shown in Section (IV-C) above, • T = {e 1 
• Hence, MC = {{e 3 }, {e 4 }, {e 3 , e 4 }} (2.1) For {e 3 } (in (2.1))
• Since MC is NULL and all vertices have not been visited, hence, go back to (2.1) For {e 4 } (in (2.1))
• Since MC is NULL and all vertices have not been visited, hence, go back to (2.1) For {e 3 , e 4 } (in (2.1))
• Since MC is NULL and all vertices have been visited, hence, we get the tree T = {e 1 , e 3 , e 4 }.
Going back to (2.1) we find no other members of MC. Hence, we go back to (1). For {e 2 } (in (1))
For {e 3 } (in (2.2))
For {e 4 } (in (3.4))
• Since MC is NULL and all vertices have been visited, hence, we get the tree T = {e 2 , e 3 , e 4 }.
Going back to (3.4) we find no other members of MC. Hence, going back to (2.2), no other members of MC are there. Thus, we go back to (1). For {e 1 , e 2 } (in (1))
For {e 4 } in (2.3)
• Since MC is NULL and all vertices have been visited, hence, we get the tree T = {e 1 , e 2 , e 4 }.
Going back to (2.3) we find no other members of MC. Hence, going back to (1) , no more members of MC are there to be considered. Hence, no further trees are possible.
A computation tree, showing the different mandatory components at the different levels, is given in Fig. 5 . It also points out clearly which paths lead to trees and which do not. Each level in each of the paths is actually a single or group of edges which may contribute towards the formation of trees.
As evident from Fig. 5 , a maximum number of levels of the computation tree can be at most n − 1, as a spanning tree of a given graph, of order n, always contains n − 1 edges. The presence of ∅ in a node indicates that no more new vertices can be visited any further in the corresponding path. It is because either all the vertices have already been visited, thus generating a tree, or it has reached a dead-end, where no more vertices can be reached (because of the absence of connecting edges) following the path. Another important observation with respect to the computation tree is that, the number of levels going down from a particular node will be less if either it does not lead to a tree or any node in the path contains more than one value/edge in it. The decrease in the number of levels, because of multiple values/edges in single or multiple nodes in a path can be easily calculated. 56296 VOLUME 6, 2018 FIGURE 5. Computation tree for all spanning tree generation of G (in Fig. 1(a) ) by NCGT .
E. COMPLEXITY ISSUES
The space complexity of NCGT is almost same as that of CGT, except for the fact that the overall space requirement, especially the one for storing the incidence information is much less as we need not store the weights of the edges of the graph in this case. As the graph becomes denser, the space requirement increases eventually.
The worst-case time complexity of NCGT comes out to be same as that of CGT, as the graph may become complete with each vertex having a maximum possible degree of n − 1, in the worst case. With the change in the nature of the graph, the performance of both the algorithms may vary. There are some important observations in this regard. a) For any random graph (other than complete) of order n, the number of comparisons (to check for validity of trees) is much more in CGT than its non-complete counterpart. As the density of the given graph increases, the performance of NCGT gradually becomes closer to CGT. b) In case of line graphs, NCGT gives the best results, whereas CGT behaves worst. c) In case the input graph is already a tree or a sparse graph, performance of NCGT is again much better compared to that of CGT, though none of them can directly predict that the input is a tree. d) No implicit or explicit cycle checking is done in either CGT or NCGT. Checking the incidence of one edge actually determines the presence or absence of cycle. As already discussed in the algorithm of NCGT, in Section (IV-C), only those combinations of edges are chosen which lead to unvisited vertices, ensuring no cycle has been formed.
V. EXPERIMENTAL RESULTS
The algorithms CGTand NCGT, developed in this paper, have been implemented on an Intel Core i3 quad-core processor running at 2.4 GHz, with 6GB RAM capacity and tested on random graph instances ranging from |V | = 10 to 40, |V| being the total number of vertices of the random graph instances generated. Some of the earlier standard algorithms (namely, algorithms by Shioura and Tamura [17] , Matsui [14] , Mayeda and Seshu [16] , Hakimi [12] , Char [2] , and Winter [21] ) for generating all possible spanning trees of a given graph have also been implemented on the same environment with the same set of instances for a comparative study. The order (given by the number of vertices) and the size (given by the number of edges) of instances considered, the total number of trees generated, and the CPU time thus taken to run each instance are shown in Table I for all the algorithms.
Here, we have assumed that I i (x, y) is the i-th instance of a graph with x number of vertices and y number of edges. The time taken by each algorithm is shown in a dd-hhmm-ss format where dd, hh, mm, and ss stand for days, hours, minutes, and seconds required to execute the algorithms on the specific instances, respectively. Some of the inferences drawn from a close observation of the table are as follows. a) We have taken varied ordered (and also varied sized) graphs, having 10 to 40 vertices, whose execution time ranges from 0 seconds to many days. We have taken three graph instances for each value of x = 10, 15, 20, 25, 30, 35, and 40 as well as a few discrete graph sizes in between. The density (number of edges in the graph over the number of possible edges of the graph of given order) of the graph instances varies from 0.1 to 0.4, approximately; i.e. the tendency of the graph instances under consideration is sparse. It indicates that the CGTneeds to add more edges to make a graph G into its equivalent G C . b) A number of trees generated from a given graph obviously depend on the number of vertices and the number of edges of the graph.
c) It is not necessary that a graph of the smaller order will always yield a lesser number of trees than a graph of a larger order, as a smaller ordered graph could be dense (that contains more edges) and a larger ordered graph could be sparse (that contains fewer edges). Moreover, it is also not necessary that a graph of smaller size will always yield a lesser number of trees than a graph of larger size. For example, the instance I 1 (10, 18) is smaller in size than the instance I 1 (15, 23) , but still, it yields more number of trees. Therefore, the number of trees generated also depends on the arrangement or distribution of edges of the given graph along with its order and size. 
d)
With the increase in the graph size, the time taken to execute the algorithms also increases. e) Time taken may also increase with an increase in the number of trees being generated, irrespective of the size of the given graph. For example, the instance I 2 (40, 56) yields a lesser number of trees than the instance I 3 (35, 52), and hence, takes lesser time to execute though the graph size is larger.
f) The last two columns in Table I show the execution time of the devised algorithms CGT and NCGT for the different instances taken, which is found to be much better than most of the other algorithms being considered. On an average, the performance of NCGT is found to be slightly better than CGT. The reason behind this is probably due to the fact that NCGT does not go for explicit validity testing of the generated spanning trees, though it starts exploring in all possible paths, some of which may lead to trees while others may not, which consumes time almost close to the extent of that of CGT.
g)
It has been observed that the algorithm by Winter [21] has achieved best results with respect to CPU time compared to all other algorithms for all instances of graphs considered here. Winter's algorithm examines only those sequences for which at least one spanning tree exists, reducing the time required for circuit checking. Moreover, unlike many other algorithms which examine one sequence at a time, Winter's algorithm examines several different sequences simultaneously; so it is a kind of parallel algorithm, unlike all the remaining algorithms, including ours, assumed herein. We guess that these are the major causes behind the reduction in time to execute Winter's algorithm.
h) In Table 1 , we find two very special types of graph instances, namely I 1 (18, 33) and I 2 (18, 34) , which are nothing but a fan graph and a wheel graph of order 18, respectively. These instances are found to generate huge number of trees, namely 5702887 and 12752041, respectively. A wheel graph of order n consists of one edge more than that of a fan graph of the same order, and it is very clear from the results shown in Table I as of how the number of trees of a graph increases sharply with nominal increase in the number of edges. Interestingly, we find that the time required to generate the trees of the above-mentioned instances are much less compared to those instances which generate trees almost of the same order.
VI. APPLICATIONS
Many problems in various fields of science and engineering need to be formulated in terms of graphs. Many of them involve various applications of spanning trees like computation of minimum spanning tree or generation of all possible spanning trees from a given graph.
Some of the application areas of spanning trees are as follows:
Network Design: Designing different networks such as phone, electrical, hydraulic, TV cable, computer, road, air traffic, railway, electronic circuits, etc.
Approximation Algorithms for NP-hard Problems: Solving problems like the travelling salesman problem (TSP) having several applications in planning, logistics, and the manufacture of microchips, as well as in DNA sequencing.
Cluster Analysis: Required for routing in mobile ad-hoc networks, identifying patterns in gene expression, document characterization for web search, medical image processing.
Spanning Tree Protocol: A link layer network protocol that ensures a loop-free topology for any bridged LAN. Also allows a network design to include spare (redundant) links to provide automatic backup paths.
Multiple Spanning Tree Protocol: Used to further develop the usefulness of Virtual LANs (VLANs).
Broadcast Networks: Broadcast operation is fundamental to distributive computing. Flooding Algorithms construct a spanning tree which is used for convergecast. Convergecast is collecting information upwards from the spanning tree after a broadcast.
Peer-to-peer Network: A broadcast spanning tree can be built such that each non-leaf peer forwards broadcast messages to its children along the tree.
Image Processing: For extraction of networks of narrow curvilinear features such as road and river networks from remotely sensed images.
Astronomy and Space Sciences: To compare the aggregation of bright galaxies with faint ones.
Biology: To carry out research in the quantitative description of cell structures in light microscopic images.
Molecular Biology: Frequently used in molecular epidemiology research to estimate relationships among individual strains or isolates.
Chemistry: Used in chemical research for determination of the geometry and dynamics of compact polymers.
Archaeology: For identifying close proximity analysis.
Bioinformatics: For microarray expression of data. Geography: Used in efficient methods for regionalization of socio-economic units in maps.
Binary Spanning Trees: It is a rooted structure with a parent having 0, 1, or 2 children. Binary trees find applications in language parsing / representation of mathematical and logical expressions, finding duplicates in a given list of numbers. Binary search trees can be used for sorting a list of given numbers.
Depth-First Spanning Tree: An edge (v, w) that leads to the discovery of an unvisited vertex during a depth-first search is referred to as a tree edge of a graph G. Collectively, the tree edges of G form a depth-first spanning tree of G. DFS tree can be used to obtain a topological sorting, to find out the connectedness in a graph and to compute a spanning forest of graph, a cycle in graph and also bi-connected component, if any.
Breadth-First Spanning Tree: BFS algorithm is applied to determine if a graph is bipartite, testing whether a graph is connected, computing a spanning forest of a graph, computing a cycle in a graph or reporting that no such cycle exists, etc. It is also used to find the diameter of a tree having applications in network communication systems.
VII. CONCLUSION
In this paper, two new algorithms, CGT and NCGT, based on a completely new methodology, have been developed to generate all possible spanning trees of a simple, undirected, and connected graph, G. The algorithm CGT assigns weights to the existing edges of the graph; converts the given graph into its corresponding complete graph and assigns a different positive weight to the newly added edges. After selection of some vertex of G as the start-vertex and generation of mandatory components, the unvisited vertices of the graph are visited in different possible sequences, resulting in different spanning trees. The generation of the various sequences has been made easier by the construction of the corresponding complete graph of a given graph, G, though accordingly there are some additional overheads. Invalid trees (trees of the complete graph but not the trees of the given graph) that get generated can also be discarded successfully. In the case of a complete graph, no trees need to be discarded.
The algorithm NCGT is the non-weighted and noncomplete equivalent of CGT, where the overheads of making the graph complete and assigning weights to the edges have been removed. As a result, the algorithm never generates invalid trees like CGT. It either generates a valid tree or does not generate any tree at all. The proposed algorithms have been developed and described along with elaborations and examples. The algorithms are successful in generating all possible spanning trees of a graph.
The algorithms have been able to get rid of two costly processes namely, circuit checking and duplicity testing, which had been incorporated as intrinsic parts in developing many VOLUME 6, 2018 earlier algorithms for computing all spanning trees of a given graph of interest.
