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a b s t r a c t
A method for constructing priors is proposed that allows the off-diagonal elements of
the concentration matrix of Gaussian data to be zero. The priors have the property that
the marginal prior distribution of the number of nonzero off-diagonal elements of the
concentration matrix (referred to below as model size) can be specified flexibly. The priors
have normalizing constants for each model size, rather than for each model, giving a
tractable number of normalizing constants that need to be estimated. The article shows
how to estimate the normalizing constants using Markov chain Monte Carlo simulation
and supersedes the method of Wong et al. (2003) [24] because it is more accurate and
more general. The method is applied to two examples. The first is a mixture of constrained
Wisharts. The second is from Wong et al. (2003) [24] and decomposes the concentration
matrix into a function of partial correlations and conditional variances using a mixture
distribution on the matrix of partial correlations. The approach detects structural zeros
in the concentration matrix and estimates the covariance matrix parsimoniously if the
concentration matrix is sparse.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
There is extensive literature on shrinkage and Bayesian methods for estimating a covariance matrix or its inverse from
Gaussian data, (e.g. [23,10,12,25,6,2,17,7]). The estimation problem is complex because of the large number of unknown
parameters and by the constraint that the matrices must be positive definite.
The covariance selection approach advocated by Dempster [11] attempts to obtain amore parsimoniousmodel by setting
to zero some of the off-diagonal elements of the inverse of the covariance matrix, also called the concentration matrix. For a
p×p covariancematrix, the selection ofwhich elements to set to zero in the inverse is difficult for pmoderate to large because
the inverse covariance matrix has p(p− 1)/2 off-diagonal elements. Giudici and Green [14] and Wong et al. [24] provide a
Bayesian approach to covariance selection by using priors that allow the off-diagonal elements of the concentration matrix
to be identically zero. Wong et al. [24] show, using simulation, that their estimator has good statistical efficiency compared
to the reference prior of [25] and the maximum likelihood estimator.
It is convenient for the discussion below to define (rather loosely) the graph of the concentration matrix as the configu-
ration of elements that are identically nonzero in the concentrationmatrix, (e.g. [16, p. 131]). The field of Gaussian graphical
models deals with zeros in the concentration matrix, where a zero in the i, jth position means that the ith and jth variables
are independent given the others, (e.g. [16, p. 130]).
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Giudici and Green [14] use a mixture of hyper inverse Wishart distributions as the prior for the covariance matrix. The
mixing is over all possible models whose concentration matrices have decomposable graphs. The reason for the restricted
mixing is that the hyper inverse Wishart distribution requires the corresponding graphical model to be decomposable (for
details, see e.g. [8]). Giudici and Green [14] also consider a hierarchical Bayesian model with priors on the parameters of the
hyper inverse Wishart distribution. Roverato [19] shows that the inverse of a hyper inverse Wishart random matrix has a
Wishart distribution, subject to the constraints imposed by the corresponding graph. Thus the approach in [14] is equivalent
to using a mixture of constrained Wishart distributions, together with the restriction that the mixing is over concentration
matrices that have decomposable graphs. Giudici and Green [14] use reversible jump Metropolis Hastings Markov chain
Monte Carlo to obtain Bayesian estimates of the covariance matrix.
Roverato [20], Dellaportas et al. [9] and Atay-Kayis and Massam [1] consider a mixture of constrained Wishart priors for
the concentration matrix that allow the off-diagonal elements of the concentration matrix to be identically zero. These
authors do not constrain the graphs to be decomposable and their aim is to examine a small number of graphs and
select those that that have the highest marginal likelihood or posterior probability, rather than to estimate the covariance
matrix by averaging over graphs. Determining the graphs with the highest marginal likelihood requires knowledge of
the normalizing constants for each graph and these normalizing constants are not available analytically unless the graph
is decomposable. The contribution of [20,9,1] is to propose efficient simulation and importance sampling methods for
estimating the normalizing constants for the nondecomposable graphs. However, such an approach seems unsuitable as
the basis of a Markov chain Monte Carlo sampling scheme when p is moderate to large because there are 2p(p−1)/2 possible
graphs with only a small fraction of them being decomposable. Furthermore, the importance sampling for each graph needs
to be done in real time if the normalizing constants depended on parameters in the prior that also needed to be generated,
e.g. such as those in the equicorrelated prior in [14].
For longitudinal data, Smith and Kohn [21] factor the concentrationmatrix using a Cholesky decomposition and carry out
variable selection on the strict lower triangle of the Cholesky to obtain parsimony. This approach is attractive when there is
some natural ordering of the dependent variables, but has two potential drawbacks otherwise. First, different orderings of
the variables can yield different estimates of the covariance matrix. Second, under some orderings the Cholesky factor may
be quite full even if the concentration matrix is sparse.
Our article makes the following contributions to the literature of Gaussian graphical models and covariance selection
models. The first contribution is to present a general approach for setting priors on covariance matrices that allow the off-
diagonal elements of the concentration matrix to be identically zero. This allows a parsimonious parameterization of the
covariance matrix if the concentration matrix is sparse and makes it possible to detect structural zeros in the concentration
matrix. The priors have normalizing constants for each model size, rather than for each possible model, giving p(p − 1)/2
normalizing constants that need to be estimated. This is a tractable number of normalizing constants to estimate even
when p is quite large. We show that these normalizing constants can be used to construct a prior that has a simple form
as a function of model size. The second contribution of our article is to propose a Markov chain Monte Carlo sampling
method to estimate the normalizing constants efficiently that have the following features: (a) it is possible, in principle,
to compute the normalizing constants to any degree of accuracy if the Markov chain Monte Carlo simulation is run for a
sufficiently long time; (b) the method used to estimate the normalizing constants can also be used to check the accuracy
of the estimates. Thus our article presents a feasible computational framework for covariance selection. However, it is
not our intention to determine the most efficient method of estimating a covariance matrix nor of detecting its graphical
structure.
We apply the general approach to two types of prior. The first is amixture of constrainedWishart densities that is similar
to the priors used by Roverato [20] and Atay-Kayis and Massam [1] except that the normalizing constants now depend on
model size and thus it is feasible to estimate them for even large covariance matrices. The second is a decomposition prior
where the concentration matrix is factored as a function of the matrix of partial correlations and the conditional variances,
and a mixture distribution is placed on the matrix of partial correlations. An example of such a prior is proposed by Wong
et al. [24]. Similarly to the constrainedWishart prior, it is computationally intractable to calculate normalizing constants for
each possible graph, and instead we introduce normalizing constants for each possible model size. We use similar Markov
chain Monte Carlo methods to estimate these normalizing constants. The prior that is uniform across model size is found by
Wong et al. [24] to give good results for examples with a widely differing sparsity of the concentration matrix.
Our method of estimating normalizing constants is very different to that proposed by Wong et al. [24, p. 828], who
approximate the normalizing constants for their prior by obtaining the volumes of block diagonal matrices and then regress
these on graph size. Our approach has the following advantages over that of [24]. First, it applies generally, whereas the
approximation used by Wong et al. [24] applies only to their prior. Second, our approach makes it possible to obtain the
normalizing constants as accurately as required, whereas there seems to be no way of improving the [24] approximation
if it proves inadequate. Third, as discussed by Wong et al. [24], it becomes increasingly difficult to implement their
approximation as the dimension of the covariance matrix increases.
We note that there are a number of non Gaussian models that require the estimation of a covariance or a correlation
matrix and our results can be applied to these as well. For example, the multivariate probit regression model, (e.g. [4])
requires the estimation of a correlation matrix. More generally, Gaussian copula models, (e.g. [22]) offer a tractable way of
modeling multivariate data consisting of discrete and continuous marginal distributions, with the marginal distributions in
a Gaussian copula linked through a correlation matrix.
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The paper is organized as follows. Section 2 gives a general approach for setting priors that allow the off-diagonal
elements of the concentration matrix to be identically zero. Section 3 presents a Markov chain Monte Carlo simulation
approach for estimating the normalizing constants for each possiblemodel size and gives amethod for checking the accuracy
of the estimates of the normalizing constants. Section 4 applies the results to the mixture of constrained Wishart priors
and Section 5 to decomposition priors. There are two appendices. The first proves a lemma. The second motivates the
decomposition prior in Section 5.
2. Priors for covariance selection based on model size: general case
This section presents a general approach for setting priors for Bayesian estimation of the covariancematrix that allow the
off-diagonal elements of the concentration matrix to be identically zero and allow the marginal distribution of the model
size to be specified by the user in a flexible manner. We assume throughout this section that the mean of the observations
is zero, but it is straightforward to generalize the results to allow for a mean that is a regression model, (e.g. [24]), and we
do so in Section 4.
Suppose the observations are generated as
yt ∼ N(0,Σ), t = 1, . . . , n, (2.1)
where yt is am× 1 vector andΣ is am×m covariance matrix. LetΩ = Σ−1 be the concentration matrix. It is convenient
to useΩ to parametrise the priors in this section. We note that (e.g. [16, p. 130]) the partial correlation between yit and yjt
is
−Ωij/(ΩiiΩjj) 12 , (2.2)
so thatΩij = 0 means that the partial correlation between yit and yjt is zero.
Let Y = (y′1, . . . , y′n)′. From (2.1), the likelihood ofΩ is
p(Y |Ω) = det(2πΩ−1)−n/2 exp

−1
2
n−
t=1
y′tΩyt

∝ det(Ω)n/2etr

−1
2
ΩSy

(2.3)
where Sy =∑nt=1 yty′t and etr(A) = exp(trace(A)) for any matrix A.
Before giving the prior forΩ , it is useful to introduce the following notation. Let Jij = 0 ifΩij = 0 and let Jij = 1 otherwise.
Let J = {Jij, i ≤ j}, which means that J is a function of Ω , and we shall sometimes write J as J(Ω). Given J , we know the
configuration of elements inΩ that are identically nonzero, and we shall refer to J as the graph ofΩ using graphical models
terminology. Let
S(J) = the number of Jij that are equal to 1, i < j,
i.e. S(J) is the number of non zero elements in the strict upper triangle ofΩ and may be regarded as a measure of the model
size or model complexity. Let r = m(m − 1)/2, so that 0 ≤ S(J) ≤ r . Note that S is also a function of Ω and we will
sometimes write S as S(J(Ω)).
We consider priors forΩ with the property that
p(S(J) = l|ψ) =
 r
l

ψ l(1− ψ)r−l. (2.4)
In (2.4), the parameter ψ ∈ [0, 1] can be interpreted as the probability of an element in the strict upper triangle of Ω
being non zero. Such a prior is commonly used in variable selection, (e.g. [13]). Eq. (2.4) is the probability that there are
exactly l non zero elements in the upper triangle. Let p(ψ) be the prior for ψ . Then,
p(S = l) =
 r
l

ν(l), where ν(l) =
∫ 1
0
ψ l(1− ψ)r−lp(ψ)dψ. (2.5)
For example, if p(ψ) is a beta density with parameters a and b, then ν(l) = B(a + l, b + r − l), where B(a, b) is the beta
function with parameters a and b. In particular, if a = b = 1, i.e. p(ψ) is uniform on (0, 1), then
p(S = l) = 1
r + 1
which means that all graph sizes are equally likely.
To construct priors that satisfy (2.4) it is useful to introduce the following notation. For a given J , let [J = 1] = {(i, j), i ≤
j, such that Jij = 1} and let [J = 0] = {(i, j), i < j, such that Jij = 0}. Let A > 0 mean that the matrix A is symmetric and
positive definite. Suppose that f (Ω) is an unconstrained prior density forΩ , i.e.
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Ω>0
f (Ω)dΩ = 1, where dΩ =
p∏
i=1
dΩii
∏
i<j
dΩij.
It is convenient to work with an unnormalized version of f , which we write as g(Ω).
For each graph J , we define
V (J) =
∫
Ω>0,Ω[J=0]=0
g(Ω)dΩ[J=1],
where
dΩ[J=1] =
∏
i≤j,Jij=1
dΩij.
We note that V (J) <∞ because f (Ω) is a proper density.
Let
V (l) =
 r
l
−1 −
J:S(J)=l
V (J)
be the average of all the V (J) such thatΩ has exactly l non zero elements in the strict upper triangle.
For a scalar x, we define δ0(dx) as the probability measure whose support is 0, and let
δ0(dΩ[J=0]) =
∏
(i,j):Jij=0
δ0(dΩij).
We use the following approach to define a prior forΩ that allows the off-diagonal elements ofΩ to be zero. For a given
graph J define the prior as
p(dΩ|J) = V (J)−1g(Ω)dΩ[J=1]δ0(dΩ[J=0]). (2.6)
Thismeans that p(dΩ|J) has a proper density on the subspace defined byΩ[J=0] = 0 andΩ[J=1] is unconstrained, i.e. p(dΩ|J)
is proportional to the conditional density f (Ω[J=1]|Ω[J=0] = 0) with V (J) the normalizing constants. Next, we place a prior
on the collection of graphs J as given below. Thismeans that the prior forΩ is amixture of densities over all configurations J .
When f (Ω) and g(Ω) correspond to theWishart density, we obtain a constrainedWishart prior similar to that considered by
Roverato [20] and Atay-Kayis andMassam [1]. Formost choices of g , including theWishart density, it is impossible to obtain
the V (J) analytically for all J , and it is necessary to estimate them by simulation. For example, for the Wishart prior [20,1]
do so by importance sampling. However, for pmoderate to large it is computationally intractable to carry out this strategy
because there are 2p(p−1)/2 possible graphs J for a p× pmatrix.
Due to the difficulty in computing the V (J), we consider priors for J of the form
p(J|S(J) = l) = V (J)
V (l)
 r
l
−1
, (2.7)
which satisfies (2.4) by construction.
To motivate the prior (2.7) we first note that
V (J) ∝ f (Ω[J=0] = 0), (2.8)
which is the density f forΩ[J=0] evaluated at 0. Eq. (2.8) follows from
V (J) =
∫
Ω>0,Ω[J=0]=0
g(Ω)dΩ[J=1]
∝
∫
Ω>0Ω[J=0]=0
f (Ω)dΩ[J=1]
=
∫
Ω>0
f (Ω[J=1]|Ω[J=0])dΩ[J=1]f (Ω[J=0] = 0).
Suppose that J and J ′ are two graphs or configurations such that S(J) = S(J ′) = l. Then,
p(J|S(J) = l)
p(J ′|S(J ′) = l) =
f (Ω[J=0] = 0)
f (Ω[J ′=0] = 0) ,
i.e., for a given graph size l, the prior probabilities of the two graphs J and J ′ areweighted according to the size of the densities
f (Ω[J=0] = 0) and f (Ω[J ′=0] = 0) corresponding to the unconstrained density f (Ω).
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We note that the prior (2.5)–(2.7) can be expressed as
p(dΩ) = g(Ω)
V (S(J(Ω)))
ν(S(J(Ω)))µ(dΩ), (2.9)
where
µ(dΩ) =
p∏
i=1
dΩii
∏
i<j
(δ0(dΩij)+ dΩij). (2.10)
Eqs. (2.9) and (2.10) are obtained as follows.
p(dΩ) = p(dΩ|J(Ω), S(J(Ω)))p(J(Ω)|S(J(Ω)))p(S(J(Ω)))
= g(Ω)
V (S(J(Ω)))
ν(S(J(Ω)))
∏
(i,j)∈[J=1]
dΩij
∏
(i,j)∈[J=0]
δ0(dΩij)
= g(Ω)
V (S(J(Ω)))
ν(S(J(Ω)))µ(dΩ).
We choose this prior for J as the V (J) cancel out in (2.9) and (2.10) because of the way the prior is constructed, and it is
only necessary to know the V (l), l = 0, . . . , r . The next section shows how to estimate all the V (l), with the details for the
constrained Wishart and decomposition priors given in Sections 4 and 5.
3. Markov chain Monte Carlo estimation of the terms V (l)
To estimate the normalizing constants V (l)we take the prior forΩ as (2.6), (2.7) and
pe(S = l) ∝ V (l)
Φ(l)
, (3.1)
whereΦ(l), l = 0, . . . , r are known constants set by the user, e.g.Φ(l) = 1 for all l. Then,
pe(dΩ) ∝ g(Ω)
Φ(S(J(Ω)))

r
S(J(Ω))
−1
µ(dΩ). (3.2)
We note that Eq. (3.1) is a device that eliminates V (l) from the pe(dΩ) in order to estimate the V (l), and not the prior for S
that we would use in actual applications. Eq. (3.1) implies that
pe(S = l)
pe(S = l+ 1) =
V (l)
Φ(l)
Φ(l+ 1)
V (l+ 1) (3.3)
and that
pe(S = l) = 1r + 1 (3.4)
if V (l) = Φ(l). Since all terms on the right side of (3.2) are known, it is possible to generate from pe(dΩ) using Markov
chain Monte Carlo. The ratios V (l)/V (l + 1) can be estimated from the simulation output using the ratio of the relative
frequencies of S = l and S = l + 1 and Eq. (3.3). However, the effectiveness of this sampling scheme for estimating the
ratios V (l)/V (l + 1) depends critically on whether it is possible to visit S = l for all l the appropriate number of times in a
reasonable number of iterations. For example, if we takeΦ(l) = 1 for all l then the V (l)may vary greatly in size and S may
not visit some lwith very small V (l).
For this reason, our approach uses a Markov chain Monte Carlo method to generate a sample from pe(S|S ∈ {l, l + 1})
because for most problems V (l) and V (l+1) are similar. We use the sample proportions to estimate pe(S = l)/pe(S = l+1)
and (3.3) to estimate V (l)/V (l + 1). We repeat this for a grid of possible values of l and then interpolate between the grid
points. In our applications the estimated curve of the V (l)/V (l+ 1) is quite smooth so that interpolation works well as long
as the grid points are not too far apart. We can also check the quality of the estimates of the V (l) by setting the Φ(l) to the
estimated V (l) and rerunning the Markov chain Monte Carlo simulation. If the estimates of the pe(S = l) are almost equal
then (3.1) shows that the estimates of the V (l) are accurate.
Thus, the approach proposed for estimating the normalizing constants makes it possible, in principle, to compute the
normalizing constants to any degree of accuracy if the simulation is run for a sufficiently long time. It also makes it
straightforward to check whether the estimates of the normalizing constants are sufficiently accurate.
4. Constrained Wishart priors
4.1. Definition
We use the following notation for the Wishart density f (Ω) forΩ , (e.g. [18, page 85])
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f (Ω) ∝ g(Ω) = |Ω|

λ−2
2

etr

−1
2
ΩΛ

(4.1)
where λ > 0 is a scalar parameter, Λ > 0 is a matrix parameter and etr(A) = exp(trace(A)) for a matrix A. Note that if df
is the degrees of freedom parameter for the Wishart distribution, then λ = df − p+ 1. Let
V (J) =
∫
Ω>0,Ω[J=0]=0
g(Ω)dΩ[J=1]. (4.2)
Using the notation of Section 2, the constrained Wishart prior based on f (Ω) is given by Eqs. (2.9) and (2.10).
Roverato [19] shows how to evaluate (4.2) explicitly for the special case where J corresponds to a decomposable graph,
but as discussed in Section 2, no explicit expressions are available for the general case where J may be a non-decomposable
graph.
4.2. Markov chain Monte Carlo estimation of the normalizing constants
Weuse the approach described in Section 3 to estimate the ratios V (l)/V (l+1). Let pe(dΩ) be given by (3.1). OurMarkov
chain Monte Carlo method generates a sample from pe(dΩ|S(J(Ω)) ∈ {l, l + 1}) using the block Gibbs sampling scheme
given below. Let Aij = {i, j} and Bij = {1, . . . , p} \ Aij. We use the index sets Aij and Bij as subscripts to denote submatrices
ofΩ , e.g.
ΩAijAij =

Ωii Ωij
Ωji Ωjj

.
The submatricesΩAijBij andΩBijBij are defined similarly.
Sampling scheme 1.
For i = 1, . . . , p
For j = i+ 1, . . . , p
Generate from pe

dΩij|Ωjj,ΩAijBij ,ΩBijBij , S(J(Ω)) ∈ {l, l+ 1}

end
Generate from pe

dΩii|Ωip,Ωpp,ΩAijBij ,ΩBijBij , S(J(Ω)) ∈ {l, l+ 1}

end.
The following lemma describes the conditional distribution pe

dΩii, dΩij|Ωjj,ΩAijBij ,ΩBijBij

. To simplify the notation, the
subscripts for the sets Aij and Bij are omitted. Let
ΩAA|B = ΩAA −ΩAB(ΩBB)−1ΩBA (4.3)
and let φ(x;µ, σ 2) be the Gaussian density function with mean µ and variance σ 2.
Lemma 1. (a)
pe

dΩii|Ωij,Ωjj,ΩAB,ΩBB
 ∼ ΩiB(ΩBB)−1ΩBi + Ωij|B2
Ωjj|B
+ Gamma

λ
2
,
Λii
2

(b)
pe

dΩij|Ωjj,ΩAB,ΩBB
 ∝ Φ(S(J(Ω)))−1 exp−1
2

Ω2ij|BΛii
Ωjj|B
+ 2Ωij|BΛij

r
S(J(Ω))
−1
µ

dΩij

(c) Let µ = −ΛijΩjj|B/Λii, σ 2 = Ωjj|B/Λii. Then
pe

dΩij|Jij = 1,Ωjj,ΩAB,ΩBB
 ∼ ΩiB(ΩBB)−1ΩBj + N(µ, σ 2)
(d) Let l = S(J(ΩAB,ΩBB)). Then, using the notation in part (c),
pe(Jij = 1|Ωjj,ΩAB,ΩBB) =
[
1+ Φ(l+ 1)(r − l)
Φ(l)(l+ 1) φ(−ΩiB(ΩBB)
−1ΩBj;µ, σ 2)
]−1
.
Proof. See Appendix A. 
4.3. Posterior inference
Sampling from the posterior distribution of Ω for the constrained Wishart prior is similar to Sampling scheme 1 and
Lemma 1 because the constrained Wishart prior is conjugate to the likelihood (2.3), i.e.
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p(dΩ|Y ) ∝ p(Y |Ω)p(dΩ|Y )
= |Ω|(n+λ−2)/2etr

−1
2
(Λ+ Sy)Ω

1
V (S(J))
ν(S(J))µ(dΩ)
so the posterior has a similar form to the prior pe(dΩ).
4.4. Estimates of the ratios of normalizing constants
We now apply the results of the previous sections to estimate the ratios of the normalizing constants using a data-based
prior for Ω and check the accuracy of the estimates by plotting the probabilities for S when the ratios Φ(l)/Φ(l + 1) are
set to the estimated values of V (l)/V (l + 1). Because the prior is data-based we report the estimates of the ratios of the
normalizing constants for data generated by six different structures forΩ .
Let y1, . . . , yn be a sample from Np(0,Σ) and let Y = (y1, . . . , yn). We take the data-based prior for Ω given J as
p(Ω|J) ∝ p(Y |Ω)1/n, so that the information in the prior aboutΩ is 1/nth that in the likelihood. Thus, the function g(Ω) in
(4.1) becomes
g(Ω) = |Ω|1/2etr

− 1
2n
ΩSY

with λ = 3 and
Λ = 1
n
SY = 1n
n−
t=1
YY ′.
This choice ofΛ is illustrative with no claim for optimality. See [3] for more discussion on the choice of λ andΛ.
Taking p = 10, we computed the ratios of the normalizing constants for the following six shapes for Ω . They are, in
decreasing order of sparsity, the identity, tridiagonal, loop (cycle), block diagonal, ‘overlapping blocks’, and full matrices. The
identity matrix is chosen because it has the simplest sparse structure and represents independent variables. The tridiagonal
matrix represents longitudinal data such as a first order autoregressive model. The loop (cycle) matrix has the form of a
tridiagonal matrix plus the two non-zero elementsΩ1,p = Ωp,1. That is, the first and the last variables are correlated, which
happens when the variables are periodic, for example, the months of a year, or the hours of a day. The ‘overlapping block’
matrix is formed by placing two full sub-blocks A and B in the main diagonal, where A is a by a and B is b by b, making Aa,a
and B1,1 equal. Although its structure is close to a block diagonal matrix, its inverse,Σ , is full.
For the full, block-diagonal and ‘over-lapping blocks’ matricesΩ , all the block matrices are generated from the Wishart
distribution with 10 degrees of freedom, scaled down by 10, i.e. 0.1×Wp(p, 10). In the block-diagonal case, 4× 4 and 6× 6
blocks are used. In the ‘over-lapping block’ case, the 6×6 block overlaps with the 5×5 block. The elementΩ6,6 is chosen to
be the average of the overlapping elements of these two sub-blocks. In the tridiagonal case, Σ−1 is obtained by extracting
the tridiagonal band from the full matrix generated from the sameWishart distribution. To construct the loop (cycle)matrix,
we took the tridiagonal matrix and then setΩ10,1 = Ω1,10 = 0.3, as this value is comparable to the non zero off-diagonal
elements of the tridiagonal matrix. Image plots of such matrices are given by Fig. 1 of [24].
Fig. 1 shows the curves of the estimated ratios of the normalizing constants for the Wishart prior. The grid points are
shown as dots on the curve, with the rest of the curve obtained by interpolation. The full matrix case (panel (k)) requires
more grid points to obtain a nearly uniform curve for p(S = l). Fig. 1 also shows the estimates of the probabilities p(S(J) = l)
for all six cases when we take Φ(l)/Φ(l + 1) as the estimated V (l)/V (l + 1). The figure shows that these probabilities are
almost uniform for all six cases suggesting that the ratios of the normalizing constants are estimated accurately.
4.5. Example
This section estimates the covariance matrix for a longitudinal repeated measures data set from an experiment reported
by Kenward [15]. The experiment compared two treatments for controlling internal parasites for cattle, with 30 animals
assigned at random to each of the two treatment groups. The weight of each animal was recorded at the start of the
experiment and then every two weeks, except for the 11th measurement which was taken a week after the 10th. The
covariance matrix is 11× 11 and the data are given in Table 1 of [15]. For each of the two groups, g = 1, 2, we modeled the
mean as a quadratic in time, i.e.
fg(t) = β0 + β1g t + β2g t2
so that themeans start at the same point, but can be different otherwise. In this example, we take the prior forψ as uniform.
Fig. 2 gives ‘image’ plots of the posterior mean estimates of the J matrix, and the absolute value of each of the elements
of Σ−1PM and Σ−1ML , where ΣPM is the posterior mean ofΣ and ΣML is the maximum likelihood estimate ofΣ . The figure also
shows the ratios of the normalizing constants. The plot suggests that the concentration matrix is sparse and that Σ−1PM is
sparser than Σ−1ML .
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Fig. 1. Wishart prior. The left panels show the estimates of the ratios of the normalizing constants V (l)/V (l+1) for typical data sets from the six 10×10Ω
structures. The right panels show the corresponding estimated p(S = l), l = 0, 1, . . . , p(p− 1)/2, whenΦ(l) is set to the estimate of V (l).
5. Decomposition priors
By a decomposition prior for Ω , we mean a prior that is based on a reparametrization of Ω in terms of the partial
correlations and the partial precisions. For example, [24] factorsΩ as
Ω = T × C × T ,
where T is a diagonal matrix with Tii = Ω
1
2
ii , i = 1, . . . , p and C is a p× pmatrix with ones on the diagonal and ijth element
(i ≠ j), given by the negative of (2.2), i.e., the negative of the ijth partial correlation. Clearly, zeros inΩ correspond to zeros
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Fig. 2. Cattle data set. (a) Shaded image of the estimated probability of Jij = 1, from 0, lightest, to 1, darkest, showing the sparsity ofΩ; (b) and (c) are the
shaded ‘images’ of the absolute values of the elements of Σ−1PM and Σ−1ML , with lightest corresponding to 0. (d) is the a plot of the ratios of the normalizing
constants for the prior in this example.
in C so that a graph for Ω has the same meaning as a graph for C . By placing a prior on (T , C) that allows for zeros in the
off-diagonal elements of C , we are equivalently placing a prior onΩ that allows the off-diagonal elements ofΩ to be zero.
We assume that C is independent of theΩii, i = 1, . . . , p, which are also assumed independent of each other. We take
the unconstrained density for C as
f (C) ∝ g(C) = |C |λ/2−1
and the prior density forΩii, i = 1, . . . , p, is
f (Ωii) ∝ Ωαi−1ii exp(−Ωii/βi),
or equivalently,
f (Tii) ∝ T 2αi−1ii exp(−T 2ii /βi).
A motivation for this prior and in particular for f (C) is given in Appendix B. Cripps et al. [5] gives several applications using
this prior.
To allow for zeros in the off-diagonal elements of C , we define the prior for C as a mixture over graphs J . As in Section 2,
for each graph J we define
V (J) =
∫
C>0,C[J=0]=0
g(C)dC[J=1],
where
dC[J=1] =
∏
i<j,Jij=1
dCij,
and
C[J=0] = {Cij : i < j, Jij = 0}.
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We define the terms V (S(J(C))) and Φ(S(J(C))) similarly to the definition of V (S(J(Ω))) and Φ(S(J(Ω))) in Section 2.
Eq. (2.6) is replaced by
p(dT , dC |J) =

f (T |C)
p∏
i=1
dTii

p(dC |J),
where
p(dC |J) = V (J(C))−1g(C)dC[J=1]δ0(dC[J=0]). (5.1)
Similarly to Section 2, p(dC |J) is a proper density on the subspace defined by C[J=0] = 0 and C[J=1] unconstrained, and V (J)
is the normalizing constant. Eqs. (2.7), (2.6) and (2.5) are the same as before. Similarly to (2.9) and (2.10), we can express
p(dC) as
p(dC) = g(C)
Φ(S(J(C)))
ν(S(J(C)))µ(dC) (5.2)
where
µ(dC) =
∏
i<j
(δ0(dCij)+ dCij). (5.3)
Barnard et al. [2] define a decomposition type prior for the covariance matrix in terms of the correlation matrix and
the marginal variances Σii, by starting with a inverse Wishart density for Σ and integrating out the marginal variances.
However, their prior does not allow the off-diagonal elements of eitherΣ orΩ to be identically 0, which is the focus of our
paper.
To estimate the ratios of the normalizing constants V (l)/V (l + 1) we use the method described in Section 3. Let pe(dC)
be the density of C for the decomposition prior corresponding to the density pe(dΩ) in Section 3. Analogously to Eq. (3.2),
we take pe(dC) as
pe(dC) ∝ Φ(S(J(C)))−1|C |

λ−2
2

µ(dC)

r
S(J(C))
−1
, (5.4)
and generate a sample from pe(dC |S(J(C)) ∈ {l, l+ 1}) using the following Gibbs sampling scheme.
Sampling scheme 2. Generate from the conditional distributions:
pe(dCij|C{−ij}, S(J(C)) ∈ {l, l+ 1}) for i < j.
The following lemma is based on Lemma 2 of [24] and gives a computable expression for the conditional distribution
pe

dCij|C{−ij}

. As in Section 4, we use the sets Aij = {i, j} and Bij = {1, . . . , p} \ Aij as subscripts to denote submatrices
of C and simplify the notation by omitting the subscripts for the sets Aij and Bij.
Lemma 2. Let
R =
[
RBB RBA
0 RAA
]
be the upper triangular matrix defined by the Cholesky decomposition[
CBB CBA
CAB CAA
]
= R′R.
Then,
(a)
|C | ∝ c − (Cij − a)2/b2
where a, b and c do not depend on Cij and are given by
a =
p−2
j=1
Rj,p−1Rj,p, b = Rp−1,p−1, c = Cpp −
p−2
j=1
R2j,p.
A fast way of computing c is to note that c = R2p−1,p + R2p,p which is independent of Cij.
(b)
C > 0⇐⇒ |Cij − a| < b
√
c.
Proof. Part (a) is part (ii) of Lemma 2 of [24]. Part (b) follows from part (a). 
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Fig. 3. Decomposition prior. The left panels are the estimates of the ratios of the normalizing constants for p = 5, p = 10 and p = 23. The right panels
are the corresponding estimates of p(S = l), whenΦ(l) is set to the estimate of V (l), l = 0, . . . , p(p− 1)/2.
From (5.4) and Lemma 2, the conditional distribution pe(dCij|C{−ij}) is the following mixture of beta and degenerate
distributions
pe(dCij|C{−ij}) ∝ pe(dC)
∝ I(C > 0)Φd(S(J(C)))−1|C |

λ−2
2

µ(dC)

r
S(J(C))
−1
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∝ I(|Cij − a| < b
√
c)Φd(S(J(C)))−1
[
1− (Cij − a)
2
cb2
] λ−2
2
 
r
S(J(C))
−1
µ(dC)
∝ I(|Cij − a| < b
√
c)Φd(S(J(C)))−1
[
1− (Cij − a)
2
cb2
] λ−2
2
 
r
S(J(C))
−1 
δ0(dCij)+ dCij

. (5.5)
We illustrate our method by estimating the ratios of the normalizing constants for λ = 2 and for three different
dimensions p = 5, 10 and 23. Fig. 3 shows plots of the estimated ratios of the normalizing constants in the left panels and
the estimated probabilities that S = l in the right panels, with the probabilities estimated by taking the ratiosΦ(l)/Φ(l+1)
as the estimated values of the normalizing constants ratios V (l)/V (l + 1). The estimated probabilities of S = l are close to
constant suggesting that the ratios of the normalizing constants are estimated accurately.
Wong et al. [24] present a sampling scheme and empirical results for posterior inference using the decomposition prior
with λ = 2 and αi and βi small. They show that this prior can identify zeros in the concentration if such zeros exist, and the
estimator of the covariancematrix compares favorablywith the estimator obtained using the prior of [25] and themaximum
likelihood estimator.
Our derivation of the decomposition prior obtains the unconstrained densities of the Tii and C and then defines the
constrained density for C as the conditional density of C given the off-diagonal elements of C that are zero. An alternative
approach is to start with the constrainedWishart density for a given J and then obtain the corresponding densities for C and
the Tii conditional on J . The resulting constrained density for C is (5.2), but the densities of the Tii now depend on J . Hence
the decomposition prior is not a special case of the constrained Wishart prior.
6. Discussion
The article presents a general approach for setting priors for a concentrationmatrix that allows the off-diagonal elements
to be zero. The main difficulty in setting priors for this problem is calculating the normalizing constants which are required
to do element selection on the concentration matrix. However, it is analytically intractable to evaluate these constants for
mostmodels because there are 2p(p−1)/2 possiblemodels for a p×pmatrix. Tomake it feasible to estimate large dimensional
covariance matrices we make the normalizing constants depend only on model size. A Markov chain Monte Carlo method
is presented for estimating the normalizing constants. The constrained Wishart prior and the constrained decomposition
prior of [24] illustrate the general method. However, the method can be applied to covariance selection on the elements of
the covariance matrix or its inverse for any unconstrained prior on the covariance matrix, for example, the decomposition
prior of [2]. Such extensions will be explored in future work.
Appendix A. Proof of Lemma 1
Let
Ωii|jB = Ωii −ΩiB(ΩBB)−1ΩBi −
Ω2ij|B
Ωjj|B
and note that the definition ofΩii|jB is consistent with the notation given in (4.3). Then,
pe(dΩii|jB, dΩij|Ωjj,ΩAB,ΩBB) ∝ Φ(S(J(Ω)))−1|Ω|

λ−2
2

etr

−1
2
ΩΛ

dΩii|jBµ(dΩij)

r
S(J(Ω))
−1
∝ Φ(S(J(Ω)))−1Ω

λ−2
2

ii|jB exp

−1
2

Ωii|jBΛii +
Ω2ij|BΛii
Ωjj|B
+ 2Ωij|BΛij

× dΩii|jBµ(dΩij)

r
S(J(Ω))
−1
. (A.1)
From (A.1),
pe(dΩii|jB, dΩij|Ωjj,ΩAB,ΩBB) = pe(dΩii|jB|ΩAB,ΩBB)pe(dΩij|Ωjj,ΩAB,ΩBB). (A.2)
From (A.1) and (A.2),
pe(dΩii|jB|ΩAB,ΩBB) ∝ Ω

λ−2
2

ii|jB exp
[
−1
2
(Ωii|jBΛii)
]
dΩii|jB
which proves part (a). Also, from (A.1) and (A.2),
pe(dΩij|Ωjj,ΩAB,ΩBB) ∝ Φ(S(J(Ω)))−1 exp

−1
2

Ω2ij|BΛii
Ωjj|B
+ 2Ωij|BΛij

µ(dΩij)

r
S(J(Ω))
−1
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which proves part (b). From (b)
pe(dΩij|Ωjj,ΩAB,ΩBB) ∝ Φ(S(J(Ω)))−1φ(Ωij|B;µ, σ 2)µ(dΩij)

r
S(J(Ω))
−1
(A.3)
which proves part (c). Integrating (A.3) gives
pe(dΩij|Ωjj,ΩAB,ΩBB) =
Φ(S(J(Ω)))−1φ(Ωij|B;µ, σ 2)µ(dΩij)

r
S(J(Ω))
−1
Φ(l)−1φ(−ΩiB(ΩBB)−1ΩBj;µ, σ 2)
 r
l
−1 + Φ(l+ 1)−1  rl+1 −1
so
pe(Jij = 1|Ωjj,ΩAB,ΩBB) =
Φ(l+ 1)−1  rl+1 −1
Φ(l)−1φ(−ΩiB(ΩBB)−1ΩBj;µ, σ 2)
 r
l
−1 + Φ(l+ 1)−1  rl+1 −1
which can be simplified to give the expression in part (d).
Appendix B. Motivation of the decomposition prior
To motivate this prior consider the Wishart prior f (Ω) given in (4.1), with Λ a diagonal matrix. The joint density of T
and C is given by
f (T , C) ∝ f (Ω)
p∏
i=1
T pii
because the Jacobian of the transformationΩ → (T , C) is equal to 2p−1∏pi=1 T pii , (see [2]). Hence,
f (T , C) ∝
p∏
i=1

Tλ+p−2ii exp

−1
2
ΛiiT 2ii

|C |λ/2−1,
which means that the Tii are independent of each other and of C , and the prior for C is
f (C) ∝ g(C) = |C |λ/2−1.
The prior density for Tii is then
f (Tii) ∝ Tλ+p−2ii exp

−1
2
T 2iiΛii

which means thatΩii has the gamma prior
f (Ωii) ∝ Ω(λ+p−1)/2−1ii exp

−1
2
ΩiiΛii

with shape parameter (λ+ p− 1)/2 and scale parameter 2/Λii.
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