In this paper, sufficient conditions for the convergence of a class of continuous-time nonlinear consensus algorithms for single integrator agents are proposed. More precisely, we consider the consensus algorithms in which the control input of each agent is a state-dependent combination of the relative positions of its neighbors in the information flow graph. It is shown that under some mild assumptions, the contraction of the convex hull of the agents can be guaranteed. A set-valued Lasalle-like approach is then employed to derive the convergence from the contracting property. The proposed convergence criteria are verified for two different consensus algorithms via simulations.
In all of the above-mentioned algorithms, the convergence and stability of the proposed control strategy is to be investigated, which is mainly carried out by finding an appropriate Lyapunov function [7] , [15] , [14] , [6] . Motivated by this, some recent works have considered the stability of general distributed consensus algorithms [16] , [17] . In [17] , sufficient conditions for the convergence of discrete-time consensus algorithms with time-dependent communication links is presented. This work has been extended in [16] to the case of continuous-time linear time-varying systems whose system matrix is Metzler with zero row sums.
In this paper, we consider a class of continuous-time nonlinear consensus algorithms for single integrator agents. More precisely, we consider the consensus algorithms in which the control input of each agent is a state-dependent combination of the relative positions of its neighbors in the information flow graph. The information flow graph is assumed to be fixed and connected. Inspired by [16] , [17] , we propose sufficient conditions for the convergence of the agents to a single point for this class of consensus algorithms. Under some mild assumptions, we show that the convex hull of the agents has a contracting property. A setvalued Lasalle-like approach is then employed to derive the convergence from this contracting property. The proposed criterion is verified for two different consensus algorithms via simulations.
The remainder of this paper is organized as follows. The problem is formulated in Section II, where some useful notations and definitions are also introduced. Sufficient conditions for the convergence of the consensus algorithms of Section II are presented and proved in Section III. The proposed convergence condition is verified via simulations in Section IV. Finally, concluding remarks are drawn in Section V.
II. PROBLEM FORMULATION

Definition 1:
The function f is said to be of class C k if the derivatives f (1) , . . . , f (k) exist and are continuous, where f (k) is the k th derivative of f . The function f is said to be of class C ∞ , or smooth, if it has derivatives of all orders.
Definition 2: For a set of points Q = {q 1 , . . . , q n }, the convex hull of Q is defined to be Conv(Q) = {p|∃λ 1 , . . . , λ n ≥ 0 :
Definition 3: The distance between two vertices u and v in an undirected graph G, denoted by d G (u, v) , is the length of the shortest path between u and v in G.
Definition 4:
We say that a group of agents has reached a consensus if and only if q i = q j for any two agents i and j in the group, where q i and q j represent the states of agents i and j, respectively.
Definition 5: For a real or vector valued function q(t), a point p is said to be a positive limit point of q(t) if there is a sequence {t n } with t n → ∞ as n → ∞, such that q(t n ) → p as n → ∞. The set of all positive limit points of q(t) is called the positive limit set of q(t).
Consider a set of n agents in the plane with single integrator kinematics, i.e.q
where q i (t) represents the position of agent i at time t. We are interested in those controls u i under which the agents reach a consensus. Denote by G = (V, E) the information flow graph, with V = {1, . . . , n} as the vertices, and E ⊂ V × V as the edges. The information flow graph G is assumed to be fixed and connected. Each agent is only allowed to incorporate the position of its neighbors in its control law. Denote the set of the neighbors of agent i in G by N i (G), and the degree of agent i by d i (G). In this paper, we consider the distributed control laws of the form
where the coefficients β i j are state-dependent. More specifically, each coefficient β i j is a function of the positions of agent i's neighbors in G. The main contribution of this paper is to present sufficient conditions on the coefficients β i j which guarantee the convergence of the agents to a consensus.
III. SUFFICIENT CONDITIONS FOR CONVERGENCE
Consider a set of n agents in the plane with the dynamics of the form (2), evolved under the control laws given by (3) . The aim of this section is to show that under the following assumption on the coefficients β i j , the agents converge to a consensus point.
Assumption 1: The state-dependent coefficients β i j satisfy the following conditions: i) β i j is smooth and β i j ≥ 0, for i ∈ {1, . . . , n} and j ∈ N i (G). ii) if β i j = 0 for some i ∈ {1, . . . , n} and some j ∈ N i (G), then one can conclude that q i and all its neighbors coincide, i.e. q i = q r for all r ∈ N i (G). The following lemmas are used to develop the main result of this paper.
Lemma 1: Consider a function f ∈ C k+1 with the property thatḟ (t) = . . . = f (k) (t) = 0, and f (k+1) (t) > 0, for some t, where k is some positive integer; then, for every ε > 0 there exist a δ > 0, so that
On the other hand f (k) (t) = 0, which implies (along with the above result) that Boundary case discussed in Lemma 2. e is the unit vector perpendicular to AB, and u is the closest agent to i in G which is not on AB.
Using a similar argument iteratively, one arrives at the conclusion that
and this completes the proof.
Lemma 2:
Consider a scenario in which agent i and all its neighbors lie on a segment AB on the boundary of S(t), at some time t ≥ 0. Denote with e the unit vector perpendicular to AB, in the direction of the half plane that contains S(t) (see Fig. 1 ). Define f e : R 2 → R as f e (x) =< x, e >, i.e. the projection of x on e. Let u be the closest agent to i in G which is not on AB, and assume that d G (i, u) = d + 1 (clearly d ≥ 1); then, for every agent j for which d G (i, j) = r,
(q j ) ≥ 0, for r = 0, . . . , d. Specially, for those j's belonging to the shortest path between i and u, the equality does not hold (only inequality holds).
Proof.
(i) Let the first part be restated as
for k = 1, . . . , d. We prove this by induction on k.
Since u is by assumption the closest agent to i which is not on AB and d G (i, u) = d + 1, from (6) we conclude that q l ∈ AB. Therefore, f e (q j ) = f e (q l ), for l ∈ N j (G). This along with (3) yields thaṫ
Assume now that (5) holds for k ≤ r, and that we are to prove that it holds for k = r + 1. Assume also that d G (i, j) ≤ d −r −1. Similar to (6) , one can conclude that d G (i, l) ≤ d −r for l ∈ N j (G), and hence f (k) e (q l ) = 0 for 1 ≤ k ≤ r, using the assumption of the induction. This, along with (3) and the fact that f e (q l ) = f e (q j ), yields that
For j = u d , the summation above has at least one positive
Noting that d G (i, l) ≤ r + 1 for l ∈ N j (G) and using part (i), one can easily verify that the only nonzero terms in the expression above are those corresponding to k = d − r and those neighbors of j for which d G (i, l) = r + 1. In other words, f
Using (11), the proof of part (ii) can be deduced from the case r = d (substantiated earlier) and a simple induction. Lemma 3: Denote by S(t) the convex hull of the agents at time t, i.e. S(t) = Conv{q i (t)|1 ≤ i ≤ n}. Under Assumption 1 and for every agent i, there exists a positive real-valued function δ i : R + ∪ {0} → R + so that at any time t ≥ 0 and every 0 ≤ τ ≤ δ i (t), we have q i (t + τ) ∈ S(t). Proof. Consider the agents at any arbitrary time t ≥ 0. If q i (t) belongs to the interior of S(t), then the existence of δ i (t) is obvious. Thus, assume that q i (t) is on the boundary of S(t), say on the segment AB.
We consider two cases: i) agent i has at least one neighbor which is not on AB. ii) all neighbors of i are on AB.
For the first case, it follows from Assumption 1 that β > 0.
This guarantees that for a sufficiently small τ (0 < τ < 1 β ), q i (t) + τv is an interior point of S(t). Since,q i (t) = v, from the definition of the derivative, for every ε > 0 there exists a δ i > 0 so that
This means that for a sufficiently small τ, q i (t + τ) lies in a circle of radius ετ centered at q i (t) + τv depicted in Fig. 2 . As stated earlier, for a sufficiently small τ, the center of this circle is an interior point of S(t). By an appropriate choice of ε and δ i the radius of this circle and the angle θ can be made arbitrarily small (note that sin θ = ε v ), which guarantees that this circle lies in S(t). This completes the proof for this case. For the second case, suppose that u is the closest agent to i on G which is not on AB, and assume that d G (i, u) = d + 1. Using Lemma 2 for j = i,
(q i (t)) > 0 (13) Therefore, according to Lemma 1, f e (q i (t + τ)) − f e (q i (t)) > 0 for 0 < τ < δ , and some δ > 0. This means that the displacement of agent i along e from time t to time t + τ is in the positive direction. In the case that q i is an interior point of AB, this guarantees that for sufficiently small δ i < δ , the point q i (t + τ) stays in S(t), for 0 < τ < δ i . For the case when q i is a corner of AB, say q i = A, consider the unit vector w perpendicular to AC in the direction of the half plane containing S(t), where AC is the other segment on the boundary of S(t) having A as an end point (see Fig. 3 ). Similar to f e , define f w (x) =< x, w > which is the projection of the vector x on w. If v = 0, thenḟ w (q i (t)) = f w (q i (t)) = f w (v) > 0; therefore, f w (q i (t + τ)) is monotonically increasing for τ ∈ [0, δ ′ ]. By choosing δ i < min(δ , δ ′ ), one can conclude that the displacement of agent i along both e and w from time t to time t + τ is positive, guaranteeing that q i (t + τ) lies in the angle ∠BAC, for 0 < τ < δ i . Therefore, by an appropriate choice of δ i , agent i stays in S(t) for the time interval [t,t + δ i ]. If v = 0, this means that agent i and all its neighbors coincide. In this case, Lemma 2 is applicable to both AB and AC. Using a similar argument, one can show that the displacement of agent i along both e and w are positive for a sufficiently small δ i .
The only case which is not covered above is the case in which all of the agents are on AB. It is straightforward to show that using the control law (3), all the agents remain collinear at all time. If q i is not a corner, the existence of δ i is obvious. Thus, assume that q i is a corner, say q i = A; if all the agents coincide, then they have reached a consensus point and they will remain there. If not, using a similar argument it can be shown that for a small τ > 0, the inequality f w (q i (t + τ)) > f w (q i (t)) holds, where w here is the unit vector in the direction of AB, from which the existence of δ i follows similarly to the above.
The following lemma is borrowed from [18] . Lemma 4: If a solution q(t) ofq = f (q) belongs to a bounded domain D for t ≥ 0, then its positive limit set L + is a nonempty, compact, invariant set. Moreover, q(t) approaches L + as t → ∞.
Theorem 1: Consider a set of n agents in the plane with the dynamics of the form (2), evolved under the control laws given by (3) . Under Assumption 1, the agents converge to a consensus point. Proof. The first step in the proof is to show that S(t) is nested, meaning that
Let δ (t) = min(δ 1 (t), . . . , δ n (t)), where δ i (t) was introduced in Lemma 3. It follows from Lemma 3 that S(t + τ) ⊆ S(t), for 0 ≤ τ ≤ δ (t). For some fixed t ≥ 0, suppose that T = sup{∆|∀0 ≤ τ ≤ ∆ : S(t + τ) ⊆ S(t)}. We claim that T = ∞. Assume that T is finite; clearly S(t + T ) ⊆ S(t). For 0 ≤ τ ≤ δ (t + T ), the relation S(t + τ) ⊆ S(t + T ) holds, and hence S(t + τ) ⊆ S(t). Thus, for 0 ≤ τ ≤ T + δ (t + T ), the relation S(t + τ) ⊆ S(t) holds, which is in contradiction with the definition of T . This implies that T = ∞. As a result, S(t) is nested., i.e. for every t 1 ≥ 0 and t 2 ≥ t 1 , S(t 2 ) ⊆ S(t 1 ). Since S(t) is nested, agents remain in S(0) at all times. Let L + denote the positive limit set of q(t) = (q 1 (t), . . . , q n (t)). Define µ 1 (q(t)) and µ 2 (q(t)) as the area and the diameter of S(t), respectively. Clearly, µ 1 and µ 2 are bounded and decreasing (note that S(t) is nested) but not differentiable. Let lim t→∞ µ 1 (q(t)) = a 1 and lim t→∞ µ 2 (q(t)) = a 2 . For any p ∈ L + , there is a sequence {t n } with t n → ∞ and x(t n ) → p as n → ∞. It follows immediately from the continuity of µ 1 and µ 2 , that µ 1 (p) = a 1 and µ 2 (p) = a 2 . Now, we claim that a 1 = 0. If a 1 > 0, the invariant property of L + (see Lemma 4) along with the fact that µ 1 (p) = a 1 for p ∈ L + , yields that for p = (p 1 , . . . , p n ) ∈ L + the vertices of S(t) remain fixed. In other words,ṗ i (t) = 0, if p i is a vertex of S(t). From the control law (3) and Assumption 1, it is easy to see thatṗ i (t) is zero for a vertex of S(t) if and only if agent i and all its neighbors coincide. For the neighbors to stay at p i , they should also coincide with their neighbors. By repeating the same argument and noting that G is connected, one can conclude that p i is fixed if all agents coincide. This implies that a 1 = 0, and that if p = (p 1 , . . . , p n ) is a positive limit point, then p i 's are collinear. Using this property, a similar argument shows that a 2 = 0. From this, it follows that for every p = (p 1 , . . . , p n ) ∈ L + , in fact p 1 = . . . = p n ; i.e. L + is the set of consensus states. To complete the proof of the theorem, it is enough to note that q(t) = (q 1 (t), . . . , q n (t)) approaches L + as t → ∞, according to Lemma 4.
IV. SIMULATION RESULTS
Example 1: Consider a swarm consisting of 6 agents with the information flow graph G 1 in Fig. 4 and the distributed control laws of the form (3) . Let β i j be chosen as
The above β i j satisfies Assumption 1 and the consensus is thereby achieved according to Theorem 1. The motion of agents is depicted in Fig. 5 , where the initial positions are marked by the indices of the agents. In addition, the norm of the control inputs u 1 , u 2 , and u 3 are plotted in Fig. 6 . Example 2: In this example, consider the information flow graph G 2 given in Fig. 7 . Let the following control law be employed
where the distributed navigation-like potential function h i is borrowed from [19] ; i.e., In the above equation, σ i and π i are defined as
Also, assume that the initial positions of the agents are so that for (i, j) ∈ E(G 2 ),
It is shown in [19] that the above control law is connectivity preserving, meaning that under the assumption (20), q i (t) − q j (t) < d, for (i, j) ∈ E(G 2 ) and all t ≥ 0. It is easy to verify that the control input u i can be written in the form of (3) with β i j given as
From the connectivity preservation property, it follows that for any i ∈ V (G 2 ) and j ∈ N i (G 2 ), π i and π i j are strictly positive. On the other hand,
which results that β i j given by (21) satisfies the sufficient conditions required by Theorem 1. This concludes the convergence of the swarm to a single point using the results presented in this paper.
The planar motion of the swarm for the initial positions marked by the indices of the agents is sketched in Fig. 8 , for k = 3 and d = 1. Furthermore, the norm of the control inputs u 2 , u 3 and u 5 are drawn in Fig. 9 . In this paper, a class of continuous-time nonlinear consensus algorithms for single integrator agents is considered. More specifically, it is assumed that the control input of each agent is a state-dependent combination of the relative positions of its neighbors in the information flow graph, which is assumed to be fixed and connected. For this setting, sufficient conditions for the convergence of the agents to a single point are derived. Under these conditions, it is shown that the convex hull of the agents has a contracting property. From this contracting property, the convergence is proved using a Lasalle-like approach. To show the effectiveness of Fig. 9 . The norm of the control inputs u 2 , u 3 and u 5 in Example 2 the proposed methodology, two examples are provided, for which finding an appropriate Lyapunov function is not trivial, and may be quite difficult. Simulations confirm the validity of the proposed results.
