Bisimulations, behavioral equivalence and logical equivalence are investigated for stochastic T-coalgebras that interpret coalgebraic logic which is defined in terms of predicate liftings. We investigate the conditions for the functor under which these notions of equivalence are related by discussing congruences for the underlying stochastic relation. It is demonstrated that logics as diverse as continuous time stochastic logic and general modal logics can be usefully approached through coalgebraic methods.
Introduction and motivation
Investigating equivalent behavior of stochastic Kripke models for modal logics or their close cousins like the tree logics used for model checking usually follows this pattern: the state space is partitioned into states that satisfy exactly the same formulas, the existence of a bisimulation, behavioral equivalence or identification of a minimal set of formulas to test against then follows from an investigation of this equivalence relation, exploiting characteristic properties that are handed down from the logic, see [18, 1, 6, 24, 9, 10] . A stochastic Kripke model is usually based on a coalgebra, and the analysis of the behavior may usually be reduced to an investigation of congruence properties for this coalgebra. When having a closer look at the logic, one sees that the composition rules for the formulas may usually be partitioned into algebraic rules (such as conjunction, negation) and coalgebraic rules (like those given through the modal operators). If the logic operates on two levels as e.g. CTL* does, distinguishing state formulas from path formulas, then there is usually a bridge between them.
Coalgebraic logic [19, 4] investigates behavioral properties of models in terms of coalgebras and predicate liftings. Assume that (S, γ ) is a coalgebra for a functor in the category of sets with maps as morphisms. The general idea is that a modal formula λ φ is valid for a state s ∈ S iff the set [ of suitably chosen predicate liftings. The coalgebraic approach permits a clearer view of the semantic mechanisms underlying the logic: it becomes clear which properties are attributed to the coalgebra and which are due to the modal structure, which in turn is modeled through predicate liftings.
The present paper translates these ideas into the realm of stochastic coalgebras for an investigation of bisimilarity and behavioral equivalence of stochastic T (A)-coalgebras. We propose using a logic for this that is based essentially on predicate liftings; the logic works like a tree logic for model checking on two levels. Since each stochastic Tcoalgebra is a stochastic relation, we use tools from stochastic relations, in particular congruences. This requires that the collection of predicate liftings enjoys a certain selectivity similar to the separation properties proposed by Pattinson [22] . Since stochastic relations are bisimilar provided there are congruences defined on them that are simulation equivalent, simulation equivalence gets to the center of attention. It is shown that logical equivalence and bisimilarity is equivalent for stochastic T-coalgebras, provided the functor is compatible with the congruences (we call it an absorption property), and it is shown that logical equivalence and observational equivalence are the same, provided the functor distributes over the congruences. Logical equivalence means as usual that the states' theories are identical, so that the logic cannot separate the corresponding states.
Related work. Moss [19] investigates a logic that is defined in terms of the coalgebra involved, similarly, Pattinson [22] uses accessibility properties of the functor for which the coalgebras are defined for a definition of the logic's syntax. The latter paper investigates behavioral equivalence locally (for two states) and takes for granted that the functor preserves weak pullbacks; the crucial properties are established essentially through Worrell's elegant proof technique of terminal sequence induction [28] . Since the subprobability functor that looms in the background in the present paper does not preserve weak pullbacks, and since there are no terminal objects (except in the very special case of true probabilities, and then the object is trivial), Worrell's approach does not work in the present scenario. Fortunately, a direct approach through stochastic relations and their congruences can be made available. It is assumed throughout the present paper that the coalgebras under consideration are based on analytic spaces. These are measurable spaces that are images of Polish (i.e., completely metrizable and separable topological) spaces under a Borel map. This has several reasons. First, the measure theory necessary for the present development is usually only available in analytic spaces. For example, the existence of a semi-pullback on which the existence of a bisimulation hinges can only be established for stochastic relations based on analytic spaces. A more subtle point that requires an underlying analytic space rather than a general measurable space is the characterization of the factor space for those equivalence relations that are obtained from the logic. The central tools all depend on Souslin's Separation Theorem [25] which is not available in general measurable spaces. Thus, although results for stochastic coalgebras without topological assumptions are quite encouraging (e.g. [26, 20] ), it would be difficult in the present context to omit these assumptions. The present approach includes the approach using finite probability spaces, that has been investigated e.g. in [24] . Finite spaces are an important special case of Polish and of analytic spaces, so this case is included as well.
The logic involved is rather frugal, permitting a concentration on the crucial points. It grew out of logics that have been studied in the literature at least since Larsen and Skou's work [18] on probabilistic testing, and since the important paper on bisimilarity of Markov transition systems [5] by Desharnais, Edalat and Panangaden. Subsequent work includes [1, 6] on different aspects of model checking and on algebraic properties of the corresponding models [12, 10] .
The present paper addresses coalgebras for the functor S • T, transporting results from stochastic relations to the case at hand. This was possible because coalgebras of this type are special cases of these relations. We call this stochastic left coalgebras, indicating the position of the functor T relative to the subprobability functor S. These coalgebras are closely related to the generative systems discussed by Sokolova [24, Def. 2.2.1]. But consider Markov transition systems over a state space S with a set Act of actions. These systems are modeled as coalgebras through the functor S Act : S → (S (S)) Act , giving rise to a stochastic right coalgebra, i.e., to a coalgebra for a functor T • S (related to reactive systems [24, Def. 2.2.1]). An easy reduction to stochastic relations is not available here. Results similar to the ones obtained in the present paper could be obtained, provided the functor T has what we call the Hennessy-Milner property which means essentially that it admits a suitable selector. Details can be found in [13] .
Organization. Section 2 collects some results from the stochastic relations and provides some terminology that is useful in the following, Section 3 defines stochastic T-coalgebras, their morphisms, and predicate liftings. Some examples from the well-known logics illustrate these concepts. In Section 4 the logic is introduced, and semantics are defined in terms of the coalgebra cooperating with the predicate liftings. This is used in Section 5 for having a look at the equivalence relations induced by the logic, showing that they form a congruence provided a special subset of the liftings separates points (which means here that it permits the unique identification of probabilities). Bisimulations and behavioral equivalence are then related to logical equivalence through special conditions for the functor, giving the final general results of the paper. The concepts and the developments are illustrated through examples from continuous time stochastic logics. These examples are organized and intended as a kind of running comment. Section 6 is devoted to an application of stochastic coalgebraic logic to modal logic. We show that the interpretation of general modal logic in the sense of [2] through stochastic Kripke models fits into this framework. This permits a derivation of results like the well-known characterization of bisimilarity through Hennessy-Milner logic from [5] and its generalization to general modal logic from [9] using the present coalgebraic approach. We finally propose some further work, commenting in particular on expanding the logic by extending the algebraic part of it. This is done in Section 7.
Preliminaries
This section collects for the reader's convenience some basic facts that will be helpful in the following: Polish and analytic spaces, smooth equivalence relations, stochastic relations and their morphisms, congruences. For a comprehensive treatment, the reader is referred to [12, Chapter 1] .
Polish and analytic spaces. Given measurable spaces (A, A) and (B, B) -thus A and B are σ -algebras on A resp. B -a map f : A → B is called A-B-measurable (or simply measurable, when the context is clear) whenever
of every member B of B is a member of A.
A Polish space X is a second countable topological space for which a complete metric exists. The Borel sets B(X ) are the smallest σ -algebra on X which contain the open sets of X . Measurability refers always to the Borel sets, unless otherwise specified. A measurable space (X, A) is called a Standard Borel space iff there exists a topology on X which makes it into a Polish space so that A = B(X ). Since we work with the measurable rather than the topological structure of a space, exploiting a specific topology is not really interesting, so it is usually enough to know that a topology with the desired properties exists. This makes the Standard Borel spaces preferable over Polish spaces in the present paper. An analytic space is a measurable space that is the image of a Polish space under a continuous, or, what amounts to the same, a Borel map [15, 25] . Hence it makes sense to talk about the Borel sets of an analytic space. We will omit the Borel sets in the notation for analytic spaces.
Denote by ANL the category of analytic spaces with surjective Borel maps as morphisms. Thus f : A → B is a morphism in ANL iff f is onto, and in addition, f −1 [Q] ∈ B(A) holds whenever Q ∈ B(B) is a Borel set. Let the category BOR have as objects the Borel sets B(A) of analytic spaces A, a morphism between objects B(A) and B(B) in BOR is a map B(A) → B(B), thus in particular an inverse f −1 : B(A) → B(B) for a morphism f : B → A in ANL is a morphism in BOR. Denote by B the contravariant functor ANL → BOR that sends each analytic space to its Borel sets, and each morphism f : A → B into f −1 : B(B) → B(A). We will continue writing f −1 rather than B ( f ).
Smooth equivalence relations. An equivalence relation ξ on the measurable space (X, A) is called smooth (or countably generated) iff there exists a sequence (Q n ) n∈N of sets in A such that
The sequence (Q n ) n∈N is said to determine ξ .
Given an equivalence relation ξ on a set X , a set B ⊆ X is called ξ -invariant iff B = {[x] ξ | x ∈ B}, so that x ∈ B and x ξ x implies x ∈ B. The ξ -invariant measurable sets I N V (A, ξ ) := {C ∈ A | C is ξ -invariant} form a σ -algebra for a measurable space (A, A).
The following statement will be used over and over again:
Lemma 2.1. If ξ is a smooth equivalence relation over the analytic space X with determining sequence
Proof. See [25, Lemma 3.1.6]. Let X be analytic, then the factor space for a smooth equivalence relation may be made into an analytic space, the Borel sets of which are just the images of the invariant sets under the factor map. We will need this characterization at crucial points in the development. Lemma 2.2. Let X be an analytic space, ξ a smooth equivalence relation. Then a. X/ξ is an analytic space, when it carries the final σ -algebra with respect to the factor map η ξ :
[25, Exercise 5.1.14], [9, Lemma 3.1].
Without this topological assumption it would be difficult to characterize the emerging factor spaces in a useful way, adding a motivation for working in analytic spaces rather than general measurable ones. In comparison to Polish spaces, closedness under factoring makes analytic spaces for our purposes at least as attractive as their Polish cousins: it is well known that Polish spaces are not closed under factoring through smooth relations.
Subprobabilities. Denote by S (X, A) for a measurable space (X, A) the set of all subprobability measures on A; this set is endowed with the weak*-σ -algebra A • . This is the smallest σ -algebra that renders the evaluation map µ → µ(B) measurable for each set B ∈ A. Hence
with ev Q : µ → µ(Q) as the evaluation map at the measurable set Q. Thus A • is the smallest σ -algebra on S (X, A) that contains all the sets {µ ∈ S (X, A) | µ(Q) ≥ q}. This observation will be helpful in the following. If X is Polish, then S (X ) is a Polish space under the weak topology as well; this is the smallest topology making the maps µ → X f dµ continuous, where f : X → R is bounded and continuous [21, Chapter II] . Then B(X ) [15, Theorem 17.24] has been discovered successfully many times in the literature on labeled Markov transition systems. Thus if X is a Standard Borel space, S (X ) is, and if X is in ANL, so is S (X ).
Assign for the analytic spaces A and B each Borel map f : 
is a A-B • -measurable map; in Probability Theory, a stochastic relation would be called a subMarkov kernel or a transition subprobability. We will call K = (A, B, K ) Polish or analytic depending on whether both A and B are Polish resp. analytic spaces. A relation without a qualification does not make any assumption at all on its underlying measurable spaces.
Morphisms and congruences, bisimulations. Let K = (X, Y, K ) be an analytic relation. The pair c = (ρ, τ ) of smooth equivalence relations on X resp. Y is called a congruence for K iff K (x)(B) = K (x )(B) holds, whenever x ρ x and B ∈ I N V (B(Y ), τ ) is a τ -invariant subset of Y . Thus K behaves in the same way for inputs from X that cannot be separated by ρ and outputs from Y that cannot be separated by τ , see [9] .
If K and L = (A, B, L) are both general stochastic relations, then
commutes. Spelling the condition out, it entails L( f (x))(E) = K (x)(g −1 [E]) for each x ∈ X and each measurable E ⊆ B.
] is non-trivial, i.e., it contains sets other than ∅ and B.
The relation M is called mediating.
The first condition on bisimilarity states that Φ and Ψ form a span of morphisms
The second condition states that we can find an event C * ∈ B(B) which is common to both K and L in the sense that
and E ∈ B(W ) such that both C * = ∅ and C * = B hold (note that for C * = ∅ or C * = W we can always take the empty and the full set, resp.). Given such a C * with D and E from above we get for each a ∈ A
thus the event C * ties K and L together. Loosely speaking,
can be described as the σ -algebra of common events, which is required to be non-trivial. For a discussion of this concept, in particular for the second condition, the reader is referred to [9] .
Stochastic coalgebras and predicate liftings
We fix for the rest of this paper an endofunctor T on ANL, and we assume that T (A) is a Standard Borel space, whenever A is. Definition 3.1. Let A and B be analytic spaces.
Thus a stochastic T-coalgebra (A, γ ) for T is a stochastic relation (A, T (A) , γ ), in particular, γ : A → S (T (A)) is a Borel map from A to the subprobabilities on T (A). Since we will deal only with one functor T we will usually only talk about stochastic coalgebras or just coalgebras in the following, omitting T from the notation. A morphism
Stochastic coalgebras are based on stochastic relations, morphisms of which comprise pairs of surjective Borel maps. Since T is an endofunctor on ANL, and because the morphisms in this category are based on surjective maps, we know that T ( f ) is onto whenever f is. Hence a morphism ( f, g) for the stochastic relations (A, T (A) , γ ) and (B, T (B) , δ) is a coalgebra morphism for the coalgebras (A, γ ) and (B, δ),
Definition 3.2. Let A and B be stochastic coalgebras.
a. The coalgebras A and B are bisimilar iff there exists a span
for a stochastic coalgebra C. b. The coalgebras A and B are behaviorally equivalent iff there exists a cospan
Thus, if coalgebras A and B are bisimilar, we can find for each a ∈ A an element c ∈ C in the mediating coalgebra C and an element in B with a = f (c), b = g(c), and vice versa. If they are behaviorally equivalent then we can find for a ∈ A an element b ∈ B with k(a) = j (b), and vice versa.
Relating bisimulations for stochastic relations and coalgebras is fairly simple: a bisimulation
for stochastic relations can be made into a bisimulation for the coalgebras provided C = T (C), and provided both f = T ( f ) and g = T (g) hold. Of course, each bisimulation between stochastic coalgebras can be interpreted as a span of morphisms for the associated stochastic relations. The same consideration applies to cospans for exploring behavioral equivalence. The fact that each analytic space is the image of a Polish space under a Borel map is extended to stochastic relations: given an analytic stochastic relation L, we can construct a stochastic relation K over Polish spaces and a morphism f : K → L. This extends to stochastic coalgebras, as we will see now.
Proposition 3.3. If A is a stochastic coalgebra over an analytic space, there exists a stochastic coalgebra A 0 over a Polish space and a morphism f : A 0 → A.
Proof. Let A = (A, γ ). We find a Polish space A 0 and a surjective Borel map f : 
is a morphism between these stochastic relations. By the remarks just made, f : A 0 → A is a coalgebra morphism. This observation will be helpful later (see Proposition 5.15) because it permits sometimes reducing a discussion from coalgebras on analytic spaces to those on Polish spaces without losing expressiveness. Discussing Polish or Standard Borel spaces is sometimes a little more convenient than having to deal with analytic spaces because the former can be handled more directly and some properties are more explicit in Polish spaces.
While interpreting logics with stochastic coalgebras, we interpret predicate liftings as rather abstract devices for modeling properties of formulas. Take for example a Markov transition process (S, (k a ) a∈Act ) over an analytic space S interpreting the very simple Hennessy-Milner logic; k a : S S is a stochastic relation for each action a ∈ Act. The formulas of this logic are given through
with a ∈ Act an action, q ∈ Q ∩ [0, 1] a rational number, see [18] . The intuition behind an interpretation of the modal formula a q φ is that this formula holds in a state s ∈ S if it is possible to enter a state in which φ holds with at least probability q upon action a. Formally,
, where q,S (A) := {µ ∈ S (S) | µ(A) ≥ q}, whenever A ∈ B(S) is a Borel set, so that q,S (A) ∈ B(S (S)) by the definition of the weak*-σ -algebra. In the last line, k −1 a is perceived as a map B(S (S)) → B(S) from the Borel sets of S (S) to the Borel sets of S, hence we are dealing with B (k a ) here. It is not difficult to see that : B
• → B • S is a natural transformation (remember that B is a contravariant functor).
This consideration leads to the definition of a predicate lifting; because we will deal in a moment with Borel subsets of T (A) in the domain of liftings, we define an extended version as well (at little additional cost).
Given a predicate lifting λ for functor T and an analytic space A, the component λ A maps each Borel set Q ∈ B(A) into a Borel set λ A (Q) ∈ B(S (T (A))). Similarly, an T-predicate lifting ϑ maps a Borel set R ∈ B(T (A)) into a Borel set ϑ A (R) ∈ B(S (T (A))), whenever A is an analytic space. Note that γ (a) ∈ S (T (A)) for a stochastic coalgebra (A, γ ), and that
) is a Borel subset of all subprobabilities on T (A). This conforms to the discussion above. The interplay between Borel sets visible here renders predicate liftings interesting in interpreting logics through a stochastic coalgebra.
Example 3.5. Define functor T through T (A) := (A × R + ) ∞ with f : A → B being mapped into T ( f ) ( a n , t n n∈N ) := f (a n ), t n n∈N . This functor is used for interpreting the continuous stochastic time logics CSL [1, 6, 12] and µCSL [10] , where paths are infinite alternating sequences of states and residence times. Put for the real number q with 0 ≤ q ≤ 1 and for the Borel set Q ∈ B(T (A))
then ϑ is an T-predicate lifting. One first notes that {µ ∈ S (T (A)) | µ(Q) ≥ q} is a Borel set in S (T (A)) due to the definition of the weak*-σ -algebra, thus ϑ A maps B(T (A)) to B(S (T (A))). If f : A → B is a surjective Borel map, the diagram
commutes by the definition of how S acts on Borel maps,
) is a Borel set. This establishes naturalness of ϑ. ♦ For the remainder of the paper we fix at most countable sets Λ and Θ of predicate liftings resp. T-predicate liftings.
The logic
The logic we are about to investigate distinguishes state formulas that hold on the state space A from formulas that hold on T (A). We call the latter ones T-formulas, in contrast to state formulas.
State Formulas: State formulas are given according to the following grammar
Here λ ∈ Λ is a predicate lifting and ϑ ∈ Θ is an T-predicate lifting. T-Formulas: T-formulas are given according to the following grammar
We take b from a set Γ of bridge operators that maintain a bridge from state formulas to T-formulas; ∂(b) is the arity of b ∈ Γ , ϕ 1 , . . . , ϕ ∂(b) are state formulas.
Both state and T-formulas are closed under conjunction, but neither is closed under negation. The next operator of CTL is an example for such a bridge operator, rendering a state formula into a T-formula.
The logic is quite terse and may be used as a kernel logic, to be extended by additional expressions for formulas. For example, atomic propositions could be added, so could be negation and disjunction. We will see, however, that the logic contains the essentials for a discussion of bisimilarity and for behavioral equivalence, and it turns out that conjunction is an essential technical requirement. We will return to extending this logic when discussing the conclusions in Section 7.
Example 4.1. We illustrate the concept using continuous time stochastic logic, defining T as in Example 3.5. There validity of formulas is measured quantitatively, this is stated in terms of certain probabilities being p usually for a rational number p, with being one of the relational operators ≤, <, ≥, >. Paths are as in Example 3.5 infinite sequences of states and residence times; we talk about path formulas rather than T-formulas.
We adopt the set of steady state operators
as predicate liftings, and the set of path quantifiers
as T-predicate liftings. Finally, the set Γ of bridge operators is defined as Γ := {X I | I is an interval with rational ends}.
The informal interpretation goes like this.
1. The operator S p (ϕ) gives the steady state probability for ϕ to hold with the boundary condition p, where ϕ is a state formula. This is a state formula again. 2. The path quantifier formula P p (ψ) holds for a state iff the probability of all paths starting in this state and satisfying path formula ψ is specified by p. Thus e.g. ψ holds on almost all paths starting from that state iff it satisfies P ≥1 (ψ). Of course, P p (ψ) is a state formula. 3. The next operator X I ϕ is assumed to hold on an infinite path of states and residence times iff the residence time for the first state is an element of interval I , and if the second state satisfies ϕ.
Formally, the predicate liftings are given as follows.
Steady state: Let C ∈ B(A) be a Borel set, then
Here L t (C) := {r ∈ T (A) | r @t ∈ C} indicates all paths the state of which at time t is an element of C. The @-operator a 0 , s 0 , a 1 , s 1 . . . @t indicates the smallest index for which the accumulated residence times for the path a 0 , s 0 ,
Hence it is defined as the smallest index k with t < 0≤ j≤k s j . Path quantifier: Let C ∈ B(T (A)) be a Borel set, then Next operator: The bridge operators are defined for intervals I with rational ends; we put
so that the residence time for the first state is a member of I , and the second state lies in Borel set C.
It is not difficult to see that both steady state and path operators are given through natural transformations [10, Section 4], cp. Example 3.5. Naturalness is obvious for N I . ♦ For interpreting the logic, let (A, γ ) be a stochastic coalgebra. Assume furthermore for the rest of this paper that we have for each bridge operator b ∈ Γ a natural transformation N b :
The requirement that N b is a natural transformation is evidently more general. Now define recursively for state formulas ϕ and for T-formulas ψ the sets
We define the satisfaction relation |= γ between states resp. elements of T (A) and formulas through a |= γ ϕ iff a ∈ [[ϕ]] γ , whenever a ∈ A resp. t |= γ ψ iff t ∈ [[ψ]] γ , for t ∈ T (A). As usual, the theory is defined through the formulas that are satisfied, formally Th γ (a) := {ϕ | ϕ is a state formula, a |= γ ϕ} and Th γ (t) := {ψ | ψ is a T-formula, t |= γ ψ}.
We overload the symbols [[·]] γ , |= γ and Th γ (·), but we trust that the context makes it clear whether state formulas or T-formulas are addressed.
An easy consequence of the construction yields that we are working with Borel sets. Proof. The proof proceeds by induction and observes that λ A (C) is a Borel set in S (T (A)) for each Borel set C ∈ B(A), and each predicate lifting λ. Consequently,
is a Borel set in A on account of γ being a stochastic relation, hence a Borel measurable map A → S (T (A)). The argumentation for a T-predicate lifting is analogous.
Morphisms between coalgebras preserve the meaning of formulas.
Proposition 4.3. Let (B, δ) be another stochastic coalgebra, and f : (A, γ ) → (B, δ) be a morphism. Then
Proof. 0. The proof proceeds by induction on the formulas' structure. Assume that the assertion is established for the state formula ϕ and for the T-formula ψ.
1. Let λ be a predicate lifting, then
Eq. (Ď) holds because f is a coalgebra morphism, and Eq. (Ě) derives from the following diagram which is commutative because λ is natural:
In a similar way we see that for a T-predicate lifting ϑ
holds. 2. Take for simplicity ∂(b) = 1 for the bridge operator b ∈ Γ . Since N b is natural, we obtain
We assume for the rest of the paper that the interpretation through a coalgebra (A, γ ) is non-trivial in the sense that we can always find a T-formula ψ such that ∅ = [[ψ]] γ = T (A). This assumption is necessary in order to prevent pathological cases to creep in, see the discussion in [9] .
Congruences
Congruences are at the core of the investigation of bisimilarity and behavioral equivalence: it can be shown that stochastic relations are bisimilar, if they have simulation equivalent congruences. Hence we want to find out under which conditions the pair of equivalences defined through the logic form a congruence for the stochastic relations associates with the respective coalgebras, and, in a second step, investigate under which conditions logical equivalent coalgebras have congruences that simulate each other. Simulation is a rather strong relation between congruences, entailing the probabilistic behavior of one congruence being sufficient for a characterization of the behavior of the other one. Simulation equivalence, i.e., mutual simulation of the congruences, is a sufficient condition for the bisimilarity of stochastic relations. The mediating relation in a bisimulation need not be associated with a coalgebra; this is so because the problem is solved on the level of stochastic relations. It turns out, however, that the mediator can be tuned to conform to the restrictions of a coalgebra under suitable conditions for the functor. This then yields a coalgebra as a mediator, so that logical equivalent coalgebras are bisimilar.
Then the center of the discussion shifts to behavioral equivalence. It is quite obvious that coalgebras that are behaviorally equivalent have the same theories, and we show that the converse also holds, provided the functor is well behaved. We follow basically the same pattern in the construction: The problem is solved first for the stochastic relations associated with the coalgebras, then this solution is massaged into one for coalgebras.
At the very center of the discussion lies the fact that the smooth equivalence relations form a congruence. This does not hold in general, it requires the concept of separation for the predicate liftings which is discussed first.
Intuitively, separation means that for a set of liftings it provides sufficiently many values for different probabilities to be perceived as being different.
Definition 5.1. The set Θ of T-predicate liftings is said to separate the logic iff for every coalgebra (S, γ ) and for each T-formula ψ and for arbitrary µ, µ ∈ S (T (S))
This
The concept of separation permits to make some discerning statements at least.
We will encounter examples for this concept when discussing modal logics in Section 6 and continuous time stochastic logic as we go. For illustrating the concept, we discuss briefly strong separation, which makes use of witness sets.
Definition 5.2. Call a set S of subsets of a set X separating in X iff given two different elements q, q ∈ X there exists S ∈ S such that either q ∈ S or q ∈ S.
Consequently, S is separating iff q = q , provided q ∈ S ⇔ q ∈ S holds for all S ∈ S, equivalently, iff the equivalence relation induced by S on X is the identity. Consider as an example the collection S 1 := {] p, q[| p, q ∈ Q, p < q} of open intervals with rational endpoints or the collection of all closed interval S 2 := {[ p, +∞[| p ∈ Q} that are unbounded to the right with a rational left endpoint. Both are separating in R, because the rationals Q are dense in R. More general, a subbase for a topology on a set X is separating iff the topology is Hausdorff. Definition 5.3. The set Θ of T-predicate liftings is said to strongly separate the logic iff the following holds: a. Given the T-predicate lifting ϑ ∈ Θ and the T-formula ψ there exists a witness set S ϑ,ψ ∈ B([0, 1]) such that
whenever A is an analytic space, b. For each T-formula ψ, the collection {S ϑ,ψ | ϑ ∈ Θ} of witness sets is separating in [0, 1].
Consequently, the witness sets are independent of a specific analytic space; this will permit comparing values for probabilities across coalgebras.
Example 5.4. The set Θ from Example 4.1 is strongly separating: consider
Put S P ≥q := [q, 1] uniformly for each T-formula ψ and each ϑ = P ≥q ∈ Θ ≥ . These witness sets are separating in
. Hence Θ ≥ , and a fortiori Θ, strongly separates the logic. ♦ Let again (A, γ ) be a stochastic coalgebra. Define on A resp. T (A) the equivalence relations a 1 ρ γ a 2 iff a 1 |= γ ϕ ⇔ a 2 |= γ ϕ holds for all state formulas ϕ, and t 1 ρ γ t 2 iff t 1 |= γ ψ ⇔ t 2 |= γ ψ holds for all T-formulas ψ.
Thus a 1 ρ γ a 2 iff the states a 1 and a 2 satisfy exactly the same state formulas, so the logic cannot separate these states. Since we have a countable number of state formulas, this equivalence relation is smooth. Technically, ρ γ is determined by the set {[[ϕ]] γ | ϕ is a state formula} in the sense of Lemma 2.1. Similar remarks are in order for relation ρ γ .
We talk a bit loosely in the following about a congruence for a stochastic coalgebra (A, γ ) when we actually deal with a congruence for the associated stochastic relation (A, T (A) , γ ). Proof. 0. We have to show that γ (a 1 )(D) = γ (a 2 )(D) holds, whenever a 1 ρ γ a 2 and D ∈ I N V B(T (A)), ρ γ . Fix a 1 , a 2 ∈ A with a 1 ρ γ a 2 and put
1. From the elementary properties of a measure we see that D is closed under countable disjoint unions. From the definition of the equivalence relation ρ γ it is inferred that in particular γ , a 1 |= ϑ ψ ⇔ γ , a 2 |= ϑ ψ for all predicate liftings ϑ ∈ Θ and for an arbitrary T-formula ψ. Hence we infer for an arbitrary T-formula ψ
Since Θ separates the logic, we infer that γ (a 1 )( Thus (A, γ ) and (B, δ) are logically equivalent iff the following holds:
1. Given state a ∈ A there exists a state b ∈ B such that a |= γ ϕ ⇔ b |= δ ϕ is true for all state formulas ϕ, hence Th γ (a) = Th δ (b) holds, and vice versa. 2. Given s ∈ T (A) there exists t ∈ T (B) such that s |= γ ψ ⇔ t |= γ ψ is true for all T-formulas ψ, hence Th γ (s) = Th δ (t) holds, and vice versa.
Equality of theories entails that the logic cannot distinguish these points. A necessary condition for the bisimilarity of stochastic relations is given by the existence of simulation equivalent congruences on them. This condition is technically a bit involved because it requires the notion of the mutual generation of smooth equivalence relations. The concept is called spawning, it is discussed in detail in [9] , so is the closely related concept of simulation equivalence for congruences.
Definition 5.7. Let α and β be smooth equivalence relations on the analytic spaces X resp. Y , and assume that Υ : X/α → Y /β is a map between the equivalence classes. We say that α spawns β via (Υ , A 0 ) iff A 0 is a countable generator of I N V (B(X ), α) such that a. A 0 is closed under finite intersections, b.
Thus if α spawns β, then the measurable structure induced by α on X is all we need for constructing the measurable structure induced by β on Y : the map Υ can be made to carry over the generator A 0 from I N V (B(X ), α) to I N V (B(Y ), β). It implies that the atoms from one σ -algebra are transported to the other one. This is of particular interest since the atoms constitute the equivalence classes.
The first condition reflects a measure-theoretic precaution: we will need to make sure when applying these concepts that measures are uniquely determined by their values on a generator (by the (π − λ)-Theorem, [15, Theorem 10.1, iii)]). This in turn is guaranteed if the generator is stable against taking finite intersections. Note that Υ Q 1 ∩Q 2 = Υ Q 1 ∩ Υ Q 2 , so that closedness under intersections is inherited through Υ . This is a quite natural concept in our context, since logical equivalence entails that the relations which we have defined are spawning each other.
A pair of equivalence relations that spawn each other generates a unique equivalence relation on the sum of the base spaces with the property that the equivalence classes are just the sum of the corresponding classes on the underlying spaces. To be more specific:
Proposition 5.8. Let α and β be the smooth equivalence relations on the analytic spaces X resp. Y which spawn each other through the spawning maps Υ : X/α → Y /β resp. Ξ : Y /β → X/α. Then a. There exists a unique smooth equivalence relation α β on X + Y with these properties
b. Both X/α and Y /β are Borel isomorphic to (X + Y )/α β.
Proof. 1. The first part follows from [9, Lemma 3.5], so the second part is left to be established.
2. In fact, define the map f :
, then the first part shows that η The relation α β on the sum X + Y is different from the sum α + β, which is also an equivalence relation emanating from α and β. While the latter one is defined through joining the partitions for the contributing relations somewhat indiscriminately, the former one is strictly discerning: it pairs only those classes on each side of the sum that are related through the spawning maps. Consequently, α + β is usually strictly finer (has more classes) than α β.
So much for the leg work; we will apply these concepts now to the problem at hand.
Proposition 5.9. Let (A, γ ) and (B, δ) be logically equivalent. Then ρ γ and ρ δ spawn each other, so do ρ γ and ρ δ .
Proof. 0. Since the discussion is symmetric for ρ γ and for ρ δ , the proof deals with the first case only. Put
, it is clear that Υ is well defined. Since state formulas are closed under conjunction, G 0 is closed under intersections, and from Lemma 2.1 it is inferred that σ (G 0 ) = I N V B(A), ρ γ .
2. Let ϕ be a state formula, then
Since the σ -algebra I N V (B(B), ρ δ ) is generated by the set {[[ϕ]] δ | ϕ is a state formula}, the assertion follows.
Turning to T (A) and T (B), put
and define Ξ :
. This is established through the same argumentation.
Interestingly, logical equivalence is reflected in the Borel structure of the factor spaces, see Proposition 5.8: Now that we have shown that under the conditions of separation the logic defines a congruence on the algebra, we relate the congruences to each other. This models one congruence doing essentially the work of the other one. Through spawning, we have access from one congruence to the other, and this is used now for characterizing simulation, and simulation equivalence.
Definition 5.11. Assume that congruences (α, β) and α , β are congruences for the stochastic coalgebras (A, γ ) resp. (B, δ). The congruence (α, β) is said to simulate (α , β ) iff α spawns α via (Υ ,
These congruences are called simulation equivalent iff (α, β) simulates (α , β ) and, vice versa.
Thus simulation equivalent congruences model identical behavior on the class structure induced by the respective congruences. It is shown in [9] that the existence of simulation equivalent congruences is a necessary condition for two stochastic relations to be bisimilar, thus we aim at establishing equivalence for the congruences under investigation.
Proposition 5.12. Assume that the stochastic congruences (A, γ ) and (B, δ) are logically equivalent, and that the set Θ of T-predicate liftings separates the logic. Then c γ and c δ are simulation equivalent congruences.
Proof. We show that c γ simulates c δ , by symmetry, the assertion will subsequently follow. For the reader's convenience, notations from the proof of Proposition 5.9 are used. Let a ∈ A and
Fix ψ. Since a |= γ ϕ ⇔ b |= δ ϕ for each state formula ϕ, looking at the state formula ϑ ψ we know in particular that
for each T-predicate lifting ϑ ∈ Θ. Since Θ separates the logic, we may infer as in the proof of Proposition 5.5 that
We formulate a condition which relates the functor to the congruences. Definition 5.13. Let (A, γ ) and (B, δ) be stochastic coalgebras so that the associated congruences c γ and c δ are simulation equivalent. We say that functor T distributes over c γ and c δ iff there exists a morphism ζ in ANL making the following diagram commutative: Thus, if T distributes over c γ and c δ , then there is a morphism
relating ρ γ ρ δ -equivalent members of T (A) and T (B) to the T-images of the ρ γ ρ δ -equivalent elements in A and B. In this way, the simulation equivalent congruences c γ and c δ are related to the functor T. Structurally, the condition serves as a replacement for the condition on the functor for which the coalgebras are formulated to preserve weak pullbacks, which is customary in coalgebraic reasoning [23] .
As a technical point we note that a smooth equivalence relation over a Standard Borel space or an analytic space X constitutes a Borel set resp. an analytic subset of X × X . With this in mind, we see that ( ρ γ ρ δ ) ∩ T (A) × T (B) is Standard Borel if both A and B are Standard Borel spaces, and it is analytic, provided A and B are.
Example 5.14. The functor A → (A × R + ) ∞ (see Example 4.1) distributes over the equivalent congruences c γ and c δ , provided the coalgebras are represented through a projective limit, see [10, Section 6] . This means that there exists for each n ∈ N a stochastic relation γ n :
holds whenever D ∈ B((A × R + ) n ). These projective limits occur rather naturally in interpreting continuous time stochastic logics. ♦ Then a ⇒ b holds always, and if the functor T distributes over c γ and c δ , then b ⇒ a also holds.
Proof. 1. a ⇒ b follows immediately from Proposition 4.3. 2. Turning to b ⇒ a, we may and do assume that both A and B are Polish spaces (Propositions 3.3 and 4.3). We know from Proposition 5.12 that the congruences c γ and c δ are equivalent, hence we may infer from [9, Proposition 4.3] that there is a mediating stochastic relation (E, F, K ). A closer analysis of the components' construction E and F in [7] reveals that in this instance
is inferred, and that the corresponding morphisms are just the projections π A : E → A and π B : E → B. Both E and F are Standard Borel spaces, as the analysis in the proof for [7, Lemma 5 
is a stochastic coalgebra with coalgebra morphisms (A, γ ) (E, ε)
Turning to behavioral equivalence, we relate it in a similar way to logical equivalence. This observation is immediate from Proposition 4.3:
Lemma 5.16. If stochastic coalgebras are behaviorally equivalent, they are logically equivalent.
The converse is as in the case of bisimilarity a little more complicated to establish, it will involve the assumption on the functor T that it is compatible with factors of sums, so that a sum absorbs the factor under T. To be specific:
Application to modal logic
The results are applied to modal logic now. The development so far had the logic operate on two stages through state formulas and T-formulas, thus we will need to mimic this approach. So we will introduce a suitable functor T, but we will concentrate on state formulas, using the additionally introduced class of formulas as auxiliary devices for studying the behavior of the algebras and the models involved. The bridge operators that come with the T-formulas will ease the transition between classical modal logic and its coalgebraic cousin.
We define stochastic Kripke models, relate these models to stochastic T-coalgebras, and show that the properties that we study for Kripke models are mirrored in the properties of the coalgebras. The functor is shown to observe the pleasant properties that permit formulating the relevant equivalences.
Following e.g. [2] , we define a similarity type $ as a collection of modal operators; each modal operator ∈ $ has an arity ∂( ) > 0. For simplicity, we will not deal with modal operators of arity zero, and not with propositional letters. Both may be added without much ado. The similarity type $ is assumed to be countable, it will be fixed in this section.
We define the extended modal language L $ through the syntax
where ∈ $ is a modal operator, and q ∈ Q ∩ [0, 1] is a rational number.
A stochastic $-Kripke model K = (S, K $ ) has a state space S which is endowed with a σ -algebra, and a family
It is understood that S ∂( ) carries the product σ -algebra. If K = (T, K $ ) is another stochastic $-Kripke model, then a surjective Borel map f : S → T constitutes a model morphism f : K → K iff this diagram is commutative for each modal operator ∈ $: 
Arguing from the point of view of state transition systems, the interpretation of validity reflects that upon the move indicated by q , a state s satisfies q (ϕ 1 , . . . , ϕ ∂( ) ) iff we can find states s i satisfying ϕ i with a K -probability exceeding q. Note that the usual operators and ∇ are replaced by a whole spectrum of operators q which permit a finer and probabilistically more adequate notion of satisfaction (see [18] and [5, 12] for discussions). The theory of a state s ∈ S for K is defined as usual as all formulas that hold in s, formally
Logical and behavioral equivalence carry over directly: if K and K are Kripke models over the state spaces S resp. S , then 1. K and K are logically equivalent iff
2. K and K are behaviorally equivalent iff there exists a cospan of morphisms
for a suitable Kripke model K . 3. K and K are bisimilar iff there exists a span of morphisms
for a suitable Kripke model K such that the σ -algebra
A coalgebraic interpretation goes like this. Define for an analytic space S the functor T through
Since ANL is closed under finite products and countable unions, T (S) is an analytic space, provided S is, and a countable union carries as a σ -algebra the sum of the individual σ -algebras. Since T ( f ) is a surjective Borel map, if f is, T : ANL → ANL constitutes a functor. If S is a Borel space, T (S) is one, consequently the functor meets the general requirements.
We associate with each T-coalgebra a stochastic Kripke model and vice versa in such a way that the corresponding morphisms are identical. To be specific, let A = (S, γ ) be a stochastic T-coalgebra, then define for the modal operator ∈ $, s ∈ S and the Borel set A ⊆ S ∂( )
Then K A := S, (K γ ) ∈$ is evidently a stochastic Kripke model. For the converse, we assume that $ = { n | n ∈ N} with a fixed enumeration of the operators, we additionally fix a sequence (w n ) n∈N of strictly positive real numbers with n∈N w n ≤ 1. Let K = S, (K n ) n∈N ) be a stochastic Kripke model, and put for the nth modal operator n , s ∈ S and the Borel set A ∈ B(S ∂( n ) )
Then it is immediate that γ K : S T (S). Encoding the sequence (K n ) n∈N into one relation is comparable with generating functions in Combinatorics. There a sequence (x n ) n∈N of real or complex numbers is encoded in the generating function G(z) := n∈N x n · z n , see [27] for an illuminating yet entertaining exposition, and [14] for combinatorial aspects. From G one can recover the sequence upon differentiation, and from γ K one can recover the Kripke model, as we will see in the proof of Lemma 6.1.
This construction keeps morphisms invariant, so that one can switch between model morphisms and T-morphisms without loosing information.
Lemma 6.1. Let S, T be analytic spaces and f : S → T a surjective Borel map. Then
Proof. 1. For establishing part a, we have to show that
is a morphism. Since ∈ $, there exists n ∈ N with = n . Now let G ⊆ T ∂( ) be a Borel set, then
Part b is established similarly.
Now take a modal operator ∈ $, and a threshold q ∈ Q ∩ [0, 1]. Put for the analytic space S and the Borel set
We say that a measure µ ∈ S (T (S)) lives on a Borel set B iff µ(G) = 0, provided the Borel set G is disjoint to B, or, equivalently, µ(B) = µ(T (S)), so that all µ-mass concentrates on B.
Proof. 1. The definition of the weak*-σ -algebra yields that {µ ∈ S (T (S)) | µ lives on G} is a Borel set in S (T (S)) whenever G is a Borel set in T (S). Thus we may conclude that ϑ ,q,S : B(T (S)) → B(S (T (S))) is a map, whenever S is an analytic space. 2. Now let f : S → T be an ANL-morphism. Since a subprobability µ on T (S) lives on S k iff its image S (T ( f )) (µ) lives on T k , we obtain for a Borel set F ∈ B(T (T ))
Let Θ := {ϑ ,q | ∈ $, q ∈ Q∩[0, 1]} be the corresponding set of predicate liftings; Θ is countable. Furthermore, let b k be a bridge operator of arity k for each arity k of a modal operator in $ with Γ as the set of all bridge operators. We define the logic L c $ through state formulas and T-formulas, as in Section 4. State formulas. State formulas ϕ are given according to this grammar
for ϑ ∈ Θ and the T-formula ψ. T-formulas. T-formulas ψ are given according to this grammar
for the state formulas ϕ 1 , . . . , ϕ ∂( ) , b being a bridge operator with arity ∂( ) for each modal operator ∈ $.
Associate with each bridge operator b ∈ Γ the natural transformation N :
Now let (S, γ ) be a stochastic T-algebra, then we have according to Section 4 for s ∈ S and t ∈ T (S)
Lemma 6.3. Let (S, γ ) and (T, δ) be T-coalgebras, and let x = , s 1 , . . . , s n ∈ T (S), y = , t 1 , . . . , t m ∈ T (T ). Then the following statements are equivalent a. Th γ (x) = Th δ (y). b. = , n = ∂( ) = ∂( ) = m, and Th γ (s i ) = Th δ (t i ) for 1 ≤ i ≤ ∂( ).
Proof. 1. One notes for the proof of a ⇒ b that both = and n = ∂( ) = ∂( ) = m follow immediately from the construction. Let 1 ≤ i ≤ ∂( ), for simplicity i = 1, and assume ϕ 1 ∈ Th γ (s 1 ), thus x |= γ b (ϕ 1 , , . . . , ), by assumption y |= δ b (ϕ 1 , , . . . , ), consequently ϕ 1 ∈ Th δ (t 1 ).
2. For establishing b ⇒ a, suppose that there exists ψ ∈ Th γ (x) with ψ / ∈ Th δ (y). Select a formula ψ of minimal length, then we can find state formulas ϕ 1 , . . . , ϕ n such that ψ = b (ϕ 1 , . . . , ϕ n ). We conclude from ψ ∈ Th γ (x) that ϕ i ∈ Th γ (s i ) for 1 ≤ i ≤ n, which in turn implies ψ ∈ Th δ (y). This is a contradiction. Hence Th γ (x) ⊆ Th δ (y), the other inclusion is established in the same way.
Let (S, γ ) be a T-coalgebra with ρ γ and ρ γ as the smooth equivalence relations induced on S resp. T (S) by the logic. The characterization of the theories yields as an immediate consequence a Borel isomorphism between the factor spaces.
Proposition 6.4. Let (S, γ ) be a stochastic T-coalgebra with analytic state space S. Then T (S)/ ρ γ and T S/ρ γ are Borel isomorphic.
then Lemma 6.3 implies that is both well defined and one-to-one. It is also immediate that is onto, so it remains to show that the map is a Borel isomorphism.
2. Define
Since these sets G generate the σ -algebra B(T S/ρ γ ), this will establish the Borel measurability of . 3. In fact, if G i ∈ B(S/ρ γ ), then there exists
It is fairly easy to see that { } × H 1 × · · · × H n ∈ I N V B(T (S)), ρ γ , and that
4. A similar argument using the characterization of Borel sets in factor spaces shows that [G] ∈ B(T S/ρ γ ), provided G ∈ B(T (S)/ ρ γ ).
This yields as a consequence that the functor T absorbs the congruence which is generated through the logic on the coalgebra.
Lemma 6.5. Define c γ := (ρ γ , ρ γ ) for the stochastic coalgebra (S, γ ) with analytic S. Then a. c γ is a congruence for (S, γ ). b. T absorbs c γ . c. If (T, δ) a stochastic coalgebra with analytic T such that c γ and c δ := (ρ δ , ρ δ ) are simulation equivalent, then T distributes over c γ and c δ .
Proof. 1. For establishing part a we need to show that Θ separates the logic, then the assertion will follow from Proposition 5.5. In fact, assume that we know for a T-formula ψ µ( 
Using the argument from the proof to Proposition 6.4 it is not difficult (but a wee bit tedious) to establish Borel measurability of ζ , and both
Wrapping things up, we obtain Theorem 6.6. Assume that K and K are Kripke models over analytic spaces, then the following conditions are equivalent:
a. K and K are bisimilar. b. K and K are behaviorally equivalent. c. K and K are logically equivalent.
Proof. Construct for the Kripke models the corresponding T-coalgebras. The associated smooth equivalence relations are congruences, since the set of T-liftings is separating. Then Lemma 6.5 shows that the functor behaves benevolently with respect to these congruences. An application of Propositions 5.15 and 5.20 shows the desired equivalence for the coalgebras, and Lemma 6.1 shows that it holds also for the Kripke models we started with.
Theorem 6.6 contains the characterization of bisimilarity in [5] and the equivalence of bisimilarity and logical equivalence in [9] for stochastic Kripke models as special cases. It goes considerably beyond these results through the incorporation of behavioral equivalence (which is implicit in both papers). This result has been established in [12, Theorem 6 .1] in a different way, viz., by establishing the existence of a bisimulation through a semi-pullback.
Using this coalgebraic approach gives a result with an apparently much broader range of applicability.
Conclusion and further work
A simple logic based on predicate liftings is proposed, the logic works on two levels, the state and the path level, in this way generalizing the approach common e.g. in model checking (accordingly, we keep this terminology, talking about state resp. T-formulas). The logic's operators are formulated through predicate liftings, which are in turn natural transformations based on the Borel sets of analytic spaces delivered through a contravariant functor B, on the subprobability functor S and on an endofunctor T on the category ANL of analytic spaces. This logic is interpreted through stochastic T-coalgebras. These coalgebras are defined as special stochastic relations; morphisms between them are defined and briefly investigated.
It is worth noting that order does not play a rôle in these discussions: in the work on coalgebraic logic, predicate liftings are assumed to be monotonic, this property is crucial for some proofs. This is emphasized by the connection between coalgebras and Stone spaces, as investigated, e.g., in [3, 16] . The absence of the necessity to base arguments on an order structure in the stochastic case discussed here indicates that there are structurally other powers at work. A comparison between the Eilenberg-Moore algebras for the power set monad (sup-complete partial orders [17, Exercise VI.2.1]) and for the subprobability monad (positive convex structures [8, 11] ) suggests that convexity or positive convexity probably plays the rôle order commands in the set theoretic scenario.
Three notions of equivalent behavior are defined and investigated for stochastic T-coalgebras A and B.
• Logical equivalence indicates that two states are equivalent iff they accept exactly the same formulas of the logic, Both bisimilarity and behavioral equivalence imply logical equivalence, the converse can be established under some conditions for functor T.
The main tool in these investigations are equivalence relations induced by the logic on the spaces A, the state space for the coalgebra, and on T (A), its action space. These relations are shown to be congruences for the stochastic relation underlying the coalgebra, provided an important subset of the predicate liftings is separating, hence permits the unique identification of certain probabilities. Armed with this result, the machinery from stochastic relations giving necessary conditions for bisimilarity can be used, transforming the domains of spans or the ranges of cospans of stochastic relations into T-coalgebras. This can be done only if the congruences cooperate suitably with the functor.
The Logic. The logic contains only the bare minimum to make it interesting: formulas may be composed through conjunction, there are bridge operators generating T-formulas from state formulas. In addition, there are modal operators for each predicate lifting λ : B • S • T so that both λ ϕ and ϑ ψ are state formulas, whenever ϕ is a state formula, and ψ is a T-formula. Technically, these liftings serve the interpretation of the logic. We illustrate these concepts with examples from continuous time stochastic logics CSL and µCSL.
It is rather straightforward to add to the logic atomic sentences for states (Σ ) and for the action space (Π ). This requires adding transformations AE Σ : Σ • → B resp. OE Π : Π • → B • T to the interpretation, using Σ resp. Π as constant functors. This construction takes care of assigning each state σ ∈ Σ a Borel subset AE Σ ,A (σ ) ∈ B(A) of the state space A resp. a Borel subset OE Π ,A (π ) ∈ B(T (A)) for each π ∈ Π . This construction appears to be more adequate than defining the semantics of atomic sentences also through a predicate lifting, because it does not involve the coalgebra (which is really not needed here).
The idea using bridge operators for transforming state formulas into T-formulas may obviously be extended reversing the bridge, and to perform algebraic operations on the respective class of formulas. For example, disjunction can be added to state formulas together with the interpretation through the natural transformation U : B × B
• → B with the obvious definition U A (C 1 , C 2 ) := C 1 ∪ C 2 , the important point being that this transformation is natural. Similarly, negation can be added. The same argumentation applies to natural transformations (B • T) n • → B • T for defining the semantics of n-ary Boolean or algebraic operations of T-formulas.
We did fix only conjunction of formulas as algebraic operations. This has not been a more or less arbitrary decision. The proofs show that having conjunction of formulas at our disposal is important for the development. Conjunction translates in the semantics into intersection, and we needed closedness under intersections for making sure that the Borel sets {[[ψ]] | ψ is a T-formula} generate the crucial σ -algebras of invariant Borel sets. They in turn are crucial for the equivalences defined through formulas to be congruences.
