Let Γ = (G, σ) be a signed graph, where G is the underlying simple graph and σ : E(G) −→ {−, +} is the sign function on the edges of G. The adjacency matrix of a signed graph has −1 or +1 for adjacent vertices, depending on the sign of the edges. It was conjectured that if Γ is a signed complete graph of order n with k negative edges, k < n − 1 and Γ has maximum index, then negative edges form K 1,k . In this paper, we prove this conjecture if we confine ourselves to all signed complete graphs of order n whose negative edges form a tree of order k + 1. A [1, 2]-subgraph of G is a graph whose components are paths and cycles. Let Γ be a signed complete graph whose negative edges form a [1, 2]-subgraph. We show that the eigenvalues of Γ satisfy the following inequalities:
Introduction
Let G = (V (G), E(G)) be a simple graph with the vertex set V (G) and the edge set E(G). The order and size of G are defined as |V (G)| and |E(G)|, respectively. The degree of a vertex u in G is denoted by deg G (u). We denote the set of all neighbors of u in G by N G (u). If deg G (u) = 1, then u is called a pendant vertex. The complement of G is denoted by G. A subgraph H with |V (H)| = |V (G)| is called a spanning subgraph of G. An eigenvalue of G is called main if it has an eigenvector whose entries sum up to a non-zero value. Otherwise, it is called non-main eigenvalue. Let K n denote the complete graph of order n. We denote the path and the cycle of order r by P r and C r , respectively. A tree containing exactly two non-pendant vertices is called a double-star. A double-star with degree sequence (s + 1, t + 1, 1, . . . , 1) is denoted by D s,t . The matrix J r×s is an all-one matrix of size r × s, and when r = s it is denoted by J r . Also we use j k = (1, . . . , 1) t ∈ R k . Let λ n (M ) ≤ · · · ≤ λ 1 (M ) be the eigenvalues of a symmetric real matrix M of order n.
A signed graph Γ is an ordered pair (G, σ), where G = (V (G), E(G)) is a simple graph (called the underlying graph), and σ : E(G) −→ {−, +} is a mapping defined on the edge set of G. Signed graphs were introduced by Harary [7] in connection with the study of theory of social balance in social psychology proposed by Heider [8] . If all edges of a signed graph are positive (respectively, negative), then we denote it by G = (G, +) (respectively, (G, −)). The adjacency matrix of a signed graph Γ = (G, σ) is a square matrix A(Γ) = A(G, σ) = (a σ ij ), where a σ ij = σ(v i v j )a ij and A(G) = (a ij ) is the adjacency matrix of G. The nullity of a graph G is the nullity of its adjacency matrix and is denoted by null(G). If Γ is a signed graph, then ϕ(Γ, λ) is the characteristic polynomial of A(Γ) which is referred to as the characteristic polynomial of Γ. The eigenvalues of the adjacency matrix of a graph are often referred to as the eigenvalues of the graph. The spectrum of a signed graph Γ is the set of all eigenvalues of Γ along with their multiplicities. The spectrum of graphs, in particular, signed graphs, has been studied extensively by many authors, for instance see [2, 3, 4] . Let λ 1 , . . . , λ s be the distinct eigenvalues of signed graph Γ with the corresponding multiplicities m(λ 1 ), . . . , m(λ s ). We denote the spectrum of Γ by
In particular, the largest eigenvalue of Γ is called the index of Γ. In [9, 12] the authors have studied the largest eigenvalue of signed graphs. Let Γ = (G, σ) be a signed graph and v ∈ V (Γ). We obtain a new graph Γ ′ from Γ if we change the signs of all edges incident with v. We call v a switching vertex. A switching of a signed graph Γ is a graph that can be obtained by applying finitely many switching operations. We call two graphs Γ 1 and Γ 2 switching equivalent if Γ 2 is a switching of Γ 1 and we write Γ 1 ∼ Γ 2 . It can be easily seen that if two signed graphs Γ 1 and Γ 2 on the same underlying graph G are switching equivalent, then their adjacency matrices are similar. Thus two switching equivalent signed graphs have the same spectrum. Let (K n , H − ) be a signed complete graph whose negative edges induce a subgraph H. A [1, 2]-subgraph of G is a subgraph whose components are paths and cycles. In [9] , the connected signed graphs of fixed order, size, and number of negative edges with maximum index have been studied. The following conjecture on signed complete graphs was proposed in [9] . Conjecture 1. Let Γ be a signed complete graph of order n and k negative edges that maximizes the index. If k < n − 1, then negative edges form K 1,k .
In this paper, we show this conjecture holds for signed complete graphs whose negative edges form a tree. Also, we find some sharp bounds for the eigenvalues of a signed complete graph. We prove that if H is a [1, 2]-subgraph of K n , then the eigenvalues of (K n , H − ) satisfy the following inequalities:
Also, we study the spectrum of a signed complete graph whose negative edges form a [1, 2]-subgraph. We show that if λ is a non-main eigenvalue of an arbitrary subgraph H or it is main with multiplicity greater than 1, then −1 − 2λ is an eigenvalue of (K n , H − ).
Signed Complete Graphs with Maximum Index
In [9] , the connected signed graphs of fixed order, size, and number of negative edges with maximum index have been studied. In this section, we prove that among all signed complete graphs of order n whose negative edges form a tree of order k + 1 and maximizes the index, the negative edges form K 1,k . Before stating the main theorem we need the following results. Let S(G) = J − I − 2A(G) be the Seidel matrix of the graph G. Clearly, S(K r,s,n−r−s ) can be seen as the adjacency matrix of (K n , K − r,s,n−r−s ) which is switching equivalent to (K n , K − r,s ). Hence the characteristic polynomials of S(K r,s,n−r−s ) and (K n , K − r,s ) are the same. Thus by [11, Theorem 1], we have the following result.
Here, we need to introduce an additional notation. Assume that A is a symmetric real matrix of order n and {X 1 , . . . , X m } is a partition of X = {1, . . . , n}. Let {X 1 , . . . , X m } partition the rows and columns of A, as follows,
where A i,j denotes the submatrix of A formed by rows in X i and the columns in X j . Then the m × m matrix B = (b ij ) is called the quotient matrix related to that partition, where b ij denotes the average row sum of A i,j . If the row sum of each A i,j is constant, then the partition is called equitable.
be a signed complete graph and n > s + t + 2. Then
Proof. Let Γ = (K n , D − s,t ). Since the adjacency matrix of P 4 is non-singular, rank(D s,t ) ≥ 4. On the other hand, since the adjacency matrix of D s,t has 4 distinct rows, rank(D s,t ) ≤ 4. Hence, rank(D s,t ) = 4 and null(D s,t ) = s + t − 2. Thus by Lemma 2, we have m(−1) = n − 5.
Suppose that v, w ∈ V (D s,t ) and deg Ds,t (v) = s + 1, deg Ds,t (w) = t + 1. Now, assume that the set of vertices of D s,t is partitioned into parts S, X, Y , T , such
Thus the characteristic polynomial of B is
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The characteristic polynomial of B divides the characteristic polynomial of A(Γ), see [5, Lemma 2.3.1]. Also, it is easily seen that if −1 is a root of f (λ), then stu = 0, a contradiction. Hence the proof is complete. Now, we state two remarks.
s,t and n = s + t + 2. We have
We know that the characteristic polynomials of S(K 2,t,n−t−2 ) and K n , K − 2,t are the same. Then by [11, Theorem 1], we have the following result.
If the number of negative edges of Γ and Γ ′ are equal (i.e., k = s + t + 1), then we show that λ 1 (Γ ′ ) > λ 1 (Γ). By Lemma 3, Theorem 4 and Remark 5, the following holds
Note that the largest root of ϕ(Γ ′ , λ) − ϕ(Γ, λ) is −1 + 2(n − k − 1). Let n − k − 1 > 2. Clearly, (K n−k−1 , +) is an induced subgraph of Γ. Hence by the interlacing theorem, see [6, p.17 ], we deduce that
Now, assume that n − k − 1 ≤ 2. Obviously, there exists a subgraph of Γ which is switching equivalent to (K 3 , +). Thus −1+ 2(n − k − 1) < 2 ≤ λ 1 (Γ). Therefore ϕ(Γ ′ , λ 1 (Γ)) < 0. Since lim λ→+∞ ϕ(Γ ′ , λ) = +∞, so ϕ(Γ ′ , λ) has a root greater than λ 1 (Γ). This implies that λ 1 (Γ ′ ) > λ 1 (Γ).
Also, we need the following result. Lemma 7 [9, Lemma 5.1(i)]. Let r, s and t be distinct vertices of a signed graph Γ and let x = (x 1 , . . . , x n ) t be an eigenvector which corresponds to λ 1 (Γ). Let Γ ′ be obtained by reversing the sign of the positive edge rs and the negative edge rt. If
then λ 1 (Γ ′ ) ≥ λ 1 (Γ). If at least one inequality for the entries of x is strict, then
Here, we introduce the following short notation. If r, s, and t are the vertices considered in Lemma 7, then R(r, s, t) is reversing the sign of the positive edge rs and the negative edge rt.
Theorem 8. Among all signed complete graphs Γ of order n whose negative edges form a tree of order k + 1 and maximizes the index, the negative edges form K 1,k .
Proof. Suppose that k negative edges form a tree T and maximizes the index, such that it is not a star graph. Hence, there exists an induced path of order 4 in T , say uvwz. Let x = (x 1 , . . . , x n ) t be an eigenvector which corresponds to λ 1 (Γ). Now, eight cases can be considered.
Suppose that x z = 0, then R(z, v, w) contradicts the maximality of λ 1 (Γ), see Lemma 7. Thus x z = 0. Now, if there exists z ′ ∈ V (T ) such that z ′ z ∈ E(T ) and x z ′ = 0, then we find a contradiction in the same way. Hence one can see that x a = 0, for any a ∈ V (T ). If T is a spanning subgraph of K n , then x is a zero vector which is impossible. Otherwise, there exists t ∈ V (K n ) \ V (T ) such that x t = 0. Also, there exists a pendant vertex s of T such that ss ′ ∈ E(T ) for a vertex s ′ ∈ V (T ). Thus R(s ′ , t, s) contradicts the maximality of λ 1 (Γ). Case 5. x u , x v , x w < 0 or x u , x v , x w > 0. Without loss of generality, assume that x u , x v , x w < 0 (otherwise, we may consider −x instead). If x w ≥ x v , then R(u, w, v) contradicts the maximality of λ 1 (Γ). Suppose that x w < x v . If x z ≥ x w (or x z < x w ), then R(v, z, w) (or R(z, v, w)) results a signed complete graph having a negative tree with a greater index. then R(u, z, v) contradicts the maximality of λ 1 (Γ). Therefore one can see that
, then x z ′ ≥ 0 or x z ′ < 0, and so R(z ′ , w, z) or R(z ′ , v, z) results a signed complete graph having a negative tree with a greater index. Hence we deduce that the vertex z is a pendant vertex of T . Now, if there exists u ′ ∈ V (T ) such that u ′ u ∈ E(T ), then x u ′ ≤ 0 or x u ′ > 0, and so R(u ′ , v, u) or R(u ′ , w, u) contradicts the maximality of λ 1 (Γ). It follows that the vertex u is a pendant vertex of T . Clearly, if there exists v ′ ∈ V (T ) such that v ′ v ∈ E(T ) and x v ′ ≥ 0, then R(v ′ , u, v) contradicts the maximality of λ 1 (Γ). So x v ′ < 0. Thus we deduce that T is a double-star. By Remark 6, we have a contradiction. Therefore T is a star graph, as claimed.
3. Bounds for the Eigenvalues of (K n , H − ) In this section, first we find some sharp bounds for the eigenvalues of a signed complete graph. Next, we study the spectrum of a signed complete graph whose negative edges form a [1, 2]-subgraph. Before stating the main theorem, we need the following inequalities which are well-known as Courant-Weyl inequalities, see [10, Lemma 3.1].
Lemma 9. Let B and C be two n × n Hermitian matrices. Then
Theorem 10. Let H be a subgraph of K n of order k < n and let t (respectively, s) be the number of positive (respectively, negative) eigenvalues of H. If the eigenvalues of (K n , H − ) and H are λ n ≤ · · · ≤ λ 1 and µ k ≤ · · · ≤ µ 1 , respectively, then the following hold:
where λ n−t = −1. Moreover, the following holds:
Proof. By a suitable labeling of the vertices of (K n , H − ), one can see that
and C = J n − I n . Hence by Lemma 9, one can find the following inequalities for 2 ≤ i ≤ n,
It is obvious that the spectrum of B is as follows:
This yields that
where λ n−t = −1. Note that if λ i (B) = λ i−1 (B) = 0, then one can see that λ i (B + C) = −1 and this shows that the multiplicity of eigenvalue −1 is at least n − k − 1 + null(H). By Lemma 2, we have m(−1) = n − k − 1 + null(H), for k < n. We conclude that λ n−t+1 , λ s+1 = −1. Hence inequalities of the first part are proved. Moreover, by Lemma 9, we have
Clearly, λ 1 ≤ n − 1. This completes the proof.
In Lemma 2, we determined the multiplicity −1 of (K n , H − ), where H is a non-spanning subgraph of K n . If H is a spanning subgraph of K n , then the following lemma provides a bound for the multiplicity −1 of (K n , H − ).
Lemma 11 [3, Theorem 3] . Let H be a spanning subgraph of K n and (K n , H − ) be a signed complete graph. Then the following statements hold:
If H is a spanning subgraph of K n , then A(K n , H − ) = J n − I n − 2A(H). By a similar argument as we did in the proof of Theorem 10, and by part (ii) of Lemma 11, one can obtain the following corollary.
Corollary 12.
Let H be a spanning subgraph of K n . If the eigenvalues of (K n , H − ) and H are λ n ≤ · · · ≤ λ 1 and µ n ≤ · · · ≤ µ 1 , respectively, then the following hold:
Moreover, the following holds:
Corollary 13. Let H be a [1, 2] -subgraph of K n . If the eigenvalues of (K n , H − ) are λ n ≤ · · · ≤ λ 1 , then
Proof. Let µ k ≤ · · · ≤ µ 1 be the eigenvalues of H. Then one can see that −2 ≤ µ i ≤ 2, for i = 1, . . . , k. Hence by Theorem 10 and Corollary 12, the proof is complete.
Example 14. Let nC 3 be the disjoint union of n copies of C 3 . Then by [2, Remark 1], one can see that,
So 3n − 5 is a sharp bound for the largest eigenvalue of (K 3n , nC − 3 ). Let H be a [1, 2] -subgraph. In Corollary 13, we found some bounds for the eigenvalues of (K n , H − ). Now, we study the spectrum of (K n , H − ). For this aim, we need the following result.
Lemma 15 [1, Proposition 9] . Consider a graph G and λ ∈ Spec(G). Then the following statements are equivalent:
(i) The eigenvalue λ is non-main or it is main with multiplicity greater than 1, (ii) There is some eigenvector v of G associated to λ such that j t v = 0, (iii) The scalar −1 − λ belongs to Spec(G). Now, we have the following result.
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Theorem 16. Let H be a subgraph of K n and |V (H)| = k < n. If λ is a nonmain eigenvalue of H or it is main with multiplicity greater than 1, then −1 − 2λ is an eigenvalue of (K n , H − ).
Proof. By a suitable labeling of the vertices of (K n , H − ), one can see that Obviously, C + B = J n − I n . Now, we obtain A(K n , H − ) = J n − I n − 2B. Now, assume that λ is a non-main eigenvalue of H or it is main with multiplicity greater than 1. By Lemma 15, one can see that λ has an eigenvector α such that j t k α = 0. Define β = α 0 ∈ R n .
Then Bβ = λβ and j t n β = 0, and so one can see that A(K n , H − )β = (J n − I n − 2B)β = (−1 − 2λ)β.
Hence −1 − 2λ is an eigenvalue of (K n , H − ), as desired.
Lemma 17 [1, Theorem 16]. For n ≥ 2 and 1 ≤ j ≤ n, λ j is a non-main eigenvalue of P n if and only if j is even. In particular, the least eigenvalue of P n is non-main if and only if n is even.
Note that the eigenvalues of P n are λ j (P n ) = 2 cos jπ n+1 , 1 ≤ j ≤ n, see [1, Lemma 15] . Also, all eigenvalues of C n , except 2, are non-main and they are as, λ j (C n ) = 2 cos 2jπ n , 0 ≤ j ≤ n − 1. Hence, by Theorem 16 and Lemma 17, we have the following result.
Corollary 18. Let Γ = K n , m i=1 P − r i ∪ t i=1 C − s i be a signed complete graph whose negative edges induce the disjoint union of m distinct paths and t distinct cycles. Then −1 − 4 cos jπ r i +1 is an eigenvalue of Γ if j is even, for j = 1, . . . , r i and i = 1, . . . , m. Also, −1 − 4 cos 2jπ s i is an eigenvalue of Γ for j = 1, . . . , s i − 1 and i = 1, . . . , t. Moreover, −5 is an eigenvalue of Γ with multiplicity at least t − 1.
