Abstract-The aim of this study is to propose an efficient broadcasting method considering node density and to conduct a comparative evaluation with existing methods. In our proposed method, broadcasting is carried out efficiently using positional information attached to messages at the time of broadcasting and not by periodically exchanging positional information or routing tables. We run a simulation considering the variation of node density and show that the proposed method excels other methods in overall performance.
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I. Introduction
With the increase in high-performance mobile devices, mobile ad hoc networks (MANETs) have attracted attention in recent years as a means to quickly build networks at times of disaster. A MANET is basically a network built from mobile devices (also known as "nodes" in the network). For a MANET, consideration needs to be given to node mobility and battery consumption. In addition, a MANET must take into consideration that the accurate position of other nodes is not known unless position information is communicated.
Conventionally, most MANET simulations make all nodes move in the same random way within the whole simulation area. In reality, however, nodes often cluster in some places such as buildings. In such a heterogeneous environment, it is important to select an appropriate communication method according to the local density of nodes. In this study, we run a simulation using areas within which the nodes dwell for a long period (places where nodes cluster) and places where that is not the case. The aim of this study is to propose an efficient broadcasting method that assumes this situation and to carry out a comparative evaluation with other existing methods through a simulation. In our proposed method, broadcasting is carried out efficiently using positional information attached to messages at the time of broadcasting and not by periodically exchanging positional information or routing tables. This paper is structured as follows. First, we explain existing mobility models and broadcasting methods in Section II. In Section III, we propose a new mobility model and broadcasting method. In Section IV, we examine the results of the simulation. Finally, Section V consists of conclusions and issues for the future.
II. Related Work
In this section, we explain existing models and methods. For a MANET, the use of a specific mobility model is essential when evaluating protocol performance through a simulation. In Sections II-A and II-B, we summarize existing representative mobility models. From Section II-C onward, we summarize existing broadcasting methods.
A. Random Walk Mobility Model
In the Random Walk Mobility Model, nodes move from the current place to a new place in random directions and at random velocities. A node's velocity is selected from a previously defined range. Direction and velocity are determined anew at specific time or distance intervals. When a node reaches the simulation area boundary, it bounces back. As nodes sometimes remain near the initial position because of, for instance, the maximum velocity parameter settings, the parameters need to be set with caution [1] .
B. Random Waypoint Mobility Model
The Random Waypoint Mobility Model devised by Johnson et al. [2] includes pause time when changing direction and velocity. First, all nodes stay at their initial positions for a specific time ("1" in Fig. 1 ). Then, each node randomly determines its destination and velocity ("2" in Fig. 1 ). The velocity is selected from an evenly distributed range between a previously defined minimum and maximum velocities. The node moves toward a newly determined destination at the determined velocity, as demonstrated by "3" in Fig. 1 and on arrival pauses for a specific time ("4" in Fig. 1) . Then, the node repeats the moving and stopping efforts following this procedure.
This model has an unrealistic aspect in that the node's average velocity drops over the course of time [3] . However, it is widely used in the study of MANETs because it is simple and easy to implement (e.g., [4] - [6] ).
C. Flooding
The most basic approach in MANET broadcasting methods is Flooding [7] . During Flooding, first, the broadcasting node sends a message to surrounding nodes. Nodes that receive the message forward it immediately to surrounding nodes only when they receive that message for the first time. A message can be spread throughout a whole network according to this procedure. This might be regarded as an inefficient broadcasting method, however, because messages are frequently forwarded unnecessarily.
D. Geoflood
Geoflood [8] is a broadcasting method that uses positional information. Messages are not immediately forwarded on receipt; instead, there is a waiting time to check whether they need to be forwarded, and if not, they are discarded without forwarding. At this point, the waiting time decreases as the distance from the node that has sent the message increases.
During the waiting time, the neighboring nodes check whether the message has been forwarded. The area to be checked is divided into four quadrants as shown in Fig.  2 . If a node has received the same message as the first received one (such a message is referred to as a duplicate message in this paper) from all quadrants, the node judges that there is no need to forward it further and discards the message. If this is not the case, the node forwards the message after the waiting time. 
E. DISCOUNT-RS
DISCOUNT [9] is also a broadcasting method that uses positional information, in which forwarding is stopped when a specified number of duplicate messages are received from nodes within a specified distance during the waiting time. A distance threshold and counter threshold is set in advance, and duplicate messages received from nodes falling within the distance threshold are counted. In this method, message forwarding is stopped when the counter threshold is reached during the waiting time. The waiting time is set randomly.
DISCOUNT-RS is an improved DISCOUNT method with the additional condition that nodes near the border of the transmission range of the broadcasting node stop forwarding when they receive a duplicate message from nodes that are also near the border of the broadcasting node and are not near their own borders. For example in Fig. 3 , node B near the border of broadcasting node A stops forwarding when node B receives a duplicate message from node C, which is near the border of node A and is not near the border of node B.
F. DibA
DibA [10] is a method similar to the DISCOUNT method, in which forwarding is stopped when duplicate messages are received from nodes within a specified distance during the waiting time. However, in DibA, the distance threshold is updated on the basis of the number of times a duplicate message is received. The distance distance threshold gets updated in this manner, and when a duplicate message is received from a node within the distance threshold value, forwarding is stopped.
The optimal distance threshold value that is used to determine whether forwarding should be stopped depends on the node density; however, by dynamically changing the distance threshold value, DibA can support situations with either high or low node density. The waiting time in DibA is set randomly as is the case with DISCOUNT.
The distance threshold is updated to the outside as shown in Fig. 4 . When node A receives a duplicate message from node B during the waiting time, node A stops the forwarding if the distance threshold for node A has been updated to d 2 .
III. Proposed Methods
In this section, we first explain the mobility model proposed in this paper in Section III-A. From Section III-B onward, we explain the proposed broadcasting methods: BLF, BLF+Flooding, and BLF+Flooding-J. BLF+Flooding-J is the most remarkable among those methods.
A. Mobility model
The mobility model proposed in this study takes two types of areas into account, one in which there are node clusters and little mobility, and another in which nodes do not cluster and movement is frequent. This mobility model is set up on the basis of the Random Waypoint Mobility Model. We set the colored areas in Fig. 5 as the dwelling areas. These are the areas where we assume that nodes dwell for long periods. As explained in Section II-B, a node stops for a specific period and randomly determines its velocity and destination. Upon reaching the destination, the stopping time is set to a long period when the node is inside the dwelling areas and a short period when outside the dwelling areas. By repeating this process, we can make areas in which movement occurs frequently and those in which movement does not occur frequently. By changing the stopping time within the dwelling areas, the ratio of nodes inside and outside of the dwelling areas can be adjusted.
In the paper that proposes DibA [10] , nodes are arranged in the simulation in such a way that node density is high in the left half of the simulation area and low in the right half of the simulation area. However, because the range of movement for the nodes in the left side of the simulation area is restricted to the left side only, and the movement range for the nodes on the right side is restricted to the right side only, this approach is not appropriate in simulations that, for instance, take into account the remaining battery power. The mobility model proposed in this study can be used in those simulations because the model does not set any restrictions on the movement range.
B. BLF
BLF (Beacon-Less Flooding) is a broadcasting method using the BLR (Beacon-Less Routing algorithm) [11] , a routing protocol that uses positional information. In this section, we first explain BLR.
With BLR, routing is efficiently performed without constructing routing tables as is done with most routing protocols, such as OLSR [12] or AODV [13] . First, a source node broadcasts a message with the destination node position to the surrounding nodes, as shown by "1" in Fig. 6 . The nodes that receive this message confirm whether they are in the sender's forwarding area (FA) and discard the message if they are outside of the FA. Previously received messages are also discarded. The FA is set on the basis of the sender and destination positions as shown in Fig. 6 .
The nodes within the FA that receive the message calculate the progress p ("2" in Fig. 6 ), which expresses how far they have approached the destination, from their own position and the sender and destination positions. Then, the waiting time w is calculated from the progress p with the following equation:
where r denotes the transmission radius and w max represents the maximum waiting time. Then, a node that has finished waiting for period w forwards the message ("3" in Fig. 6 ). Because the forwarded message is also received by surrounding nodes and nodes that have received the message during the waiting time stop the forwarding, only one node for which the shortest waiting time period has been set forwards the message if the central angle of the FA is not larger than 60 degrees.
Instead of progress toward the destination (p), a method also exists that uses the distance between the sender and receiver of the message (d) to calculate the waiting time [14] , as shown by "2" in Fig. 7 . In this method, the waiting time w is calculated using the following equation:
Compared to the method that uses progress, this method slightly increases the number of hops to the destination, but significantly reduces overall waiting time. Moreover, in situations where positional information cannot be used, the distance d can be estimated from the signal strength. In BLF, one of the broadcasting methods proposed in this paper, the waiting time is calculated with Equation (2), but the destination position and FA are not set. Consequently, all nodes that have received messages set a waiting time. As for the rest, as with BLR, only nodes 
C. BLF+Flooding
BLF+Flooding is a method where BLF and Flooding are used, respectively, inside and outside the dwelling areas in the mobility model proposed in Section III-A. When a node finds itself inside the dwelling areas on receipt of a message (nodes A, B, C, and D in Fig. 8 ), then BLF is used for forwarding, and when a node finds itself outside of the dwelling areas (nodes E, F, G, H, and I), then Flooding is used for forwarding.
D. BLF+Flooding-J
BLF+Flooding-J is an improved BLF+Flooding method. Instead of information relating to dwelling area placement, the counted number of messages forwarded by surrounding nodes is used in BLF+Flooding-J to select the more appropriate forwarding method from BLF or Flooding.
Whether a node is in an area of high node density (such a node is referred to as a dense node) or in an area of low node density (a sparse node) is determined by the number of forwarded messages that the node receives from nodes within the predefined distance threshold after the node broadcasts a message. The node counts messages forwarded by any nodes and by dense nodes separately. If either (or both) of the counted numbers has reached the respective counting threshold, then the node is judged to be a dense node. Otherwise, the node is considered to be a sparse node. Messages forwarded by any nodes and by dense nodes are counted separately to avoid frequent switching between dense and sparse nodes. The initial state of a node is a sparse node.
Thus, it is determined whether a node is a dense or sparse node. A dense and sparse node forwards a message using BLF and Flooding, respectively. The more appropriate forwarding method is automatically selected without using the information about the location of the dwelling areas.
IV. Simulation
In this section, we explain the simulation performed in this study, and we examine its results. We carry out simulations for the proposed methods, Geoflood, DISCOUNT-RS, DibA, and Flooding. We compare the overall number of messages, success rates (proportion of nodes receiving broadcast messages successfully), and latency.
A. Simulation conditions
We use QualNet 5.0.2 to perform the simulation in this study. The simulation conditions are outlined in Table I . We calculate the waiting time until messages are forwarded using Equation (2) in all methods except for Flooding.
B. Simulation results
The horizontal axis in Figs. 9, 10, and 11 is the maximum waiting time (w max ) until messages are forwarded. The vertical axis in Fig. 9 indicates the overall number of messages. Figs. 10 and 11 show the success rates and latency, respectively.
The maximum waiting time should be set as short as possible, but a maximum waiting time of less than 50 msec results in a drastic increase in the overall number of messages with the existing methods. Therefore, we set the maximum waiting time to 50 msec for the next set of simulations.
The horizontal axis in Figs. 12, 13, and 14 is the stopping time in the dwelling areas (dwell time). The vertical axis in Fig. 12 indicates the overall number of messages. Figs. 13 and 14 show the success rates and latency, respectively. 
C. Discussions
We first examine the simulation results when changing the maximum waiting time. It is clear from Fig. 9 that the number of messages increases as the waiting time approaches 0. In addition, the success rates converge on the Flooding result in Fig. 10 . The latency also converges on the Flooding result in Fig. 11 . This is because as the maximum waiting time approaches 0 the difference with Flooding behavior disappears. Moreover, latency in BLF+Flooding-J, BLF+Flooding, and Flooding hardly depends on maximum waiting time and stays low. This is because the performance of the methods that use Flooding is hardly affected by waiting time. In existing methods except for Flooding, latency increases with the maximum waiting time, and the overall number of messages increases when the maximum waiting time is shortened. Therefore, it is important to set an appropriate maximum waiting time. However, setting the maximum waiting time to the optimal value is difficult because the optimal value depends on various aspects such as node density. In contrast, BLF+Flooding(-J) has the advantage that performance hardly depends on maximum waiting time as long as the maximum waiting time is not excessively shortened. Latency in BLF+Flooding-J is shorter than that in Flooding, which is because the lower overall number of messages makes it more unlikely to cause network congestion. Next, we examine the simulation results when changing the dwell time in the dwelling areas. As seen in Fig. 12 , the overall number of messages is the lowest with BLF, followed by BLF+Flooding-J, DISCOUNT-RS, BLF+Flooding, Geoflood, DibA, and Flooding. Moreover, as dwell time in BLF+Flooding increases, that is, as node density in the dwelling areas increases, the number of messages decreases. This result occurs because Flooding frequency decreases with the number of nodes outside the dwelling areas. In BLF+Flooding-J, the number of messages is smaller than that in BLF+Flooding. This result is because of the efficient broadcasting through the use of BLF even when nodes accidentally cluster outside dwelling areas. As shown in Fig. 13 , the success rates are extremely high for DISCOUNT-RS, Geoflood, and DibA; however, for the other methods except for BLF+Flooding, the success rates are sufficiently high at approximately 0.99. BLF+Flooding-J performs better than BLF+Flooding for success rates as well. As seen in Fig. 14 , latency is low for BLF+Flooding-J, BLF+Flooding, and Flooding. This is because BLF, where the waiting time occurs, is only used where node density is high; therefore, messages are forwarded after a short waiting time. (As previously mentioned, performance in BLF+Flooding(-J) hardly depends on maximum waiting time.) BLF+Flooding-J performs better than BLF+Flooding for latency as well. It is clear from these results that BLF+Flooding-J performs better than BLF+Flooding on all evaluation indices, although BLF+Flooding-J does not use dwelling-area-related information. These performance results occur because BLF+Flooding-J enables nodes to forward messages with flexibility and high efficiency in situations where nodes accidentally cluster outside dwelling areas as well as in situations where node density inside dwelling areas drops temporarily.
V. Conclusion
In this paper, we have proposed a highly efficient broadcasting method using positional information, and we conducted a comparative evaluation with existing broadcasting methods using a simulation. The results have shown that with the proposed BLF+Flooding-J method, latency is the shortest compared to other methods, and that its overall performance is also excellent. In addition, although BLF+Flooding-J is a method that automatically detects surrounding node density without using information about dwelling area placement, it performs better on all evaluation indices than BLF+Flooding that does use dwelling area information. Furthermore, we have shown that the proposed method has an advantage that performance hardly depends on the setting of maximum waiting time.
In the future, we plan to investigate methods to improve the success rates in the proposed method. In addition, it will be beneficial to test the usefulness of the proposed method by conducting a field test.
