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Abstract--Some computer p ograms used to generate Ramsey edge colorings of graphs are described. New 
results are given, including the determination f the Ramsey number of K5 - e and an improved upper 
bound on the Ramsey multiplicity of K4. 
INTRODUCTION 
In Ref. [1] we described some work on computer programs designed to assist in research on Ramsey 
theory. The overall objective of this work was to find procedures which could generate 
edge-colorings with certain properties. First we review some graph theory terminology, much of 
which can be found in Harary's book [2]. 
The Ramsey number (G, H) of two graphs G and H with no isolates is the smallest integer , 
such that if the edges of the complete graph K, are colored with two colors, red and green, then 
the coloring contains either a red subgraph isomorphic to G (all of whose edges are red) or a green 
subgraph isomorphic to H. When G and H are complete graphs, we write r(m, n) for r(Km, Kn). 
It is also conventional to write r(G) for r(G, G). The Ramsey multiplicity of a graph, G, denoted 
R(G), is the minimum number of monochromatic G which can appear in a 2-coloring of the 
complete graph of order r(G). 
Much work has been on Ramsey theory for graphs, as described in the survey articles [3-6], for 
example. The explicit study of Ramsey multiplicity was begun by Harary and Prins in Ref. [7]. For 
a survey of results see Ref. [8]. 
PROCEDURES 
The procedures we have used to generate dge-colorings can be briefly outlined as follows. 
Execution begins with the creation of a pseudo-random edge 2-coloring of a complete graph. Then 
the main loop of the program is entered in which three things happen. First, an edge is selected 
for examination. Second, some functions defined on the edge set are computed for the selected edge. 
And finally, a decision is made as to whether the color of the edge should be changed. 
Several ideas have been tried for each of these three steps. What follows are brief descriptions 
of the most effective methods discovered. To select an edge for examination, we have used a 
scheduling algorithm similar to that used by a multi-tasking computer operating system. Each edge 
is assigned a priority, based on which the edges are scheduled. Factors which affect the priority 
include: (1) the extent o which the choice of color for the edge was clear-cut when the edge was 
last examined; (2) the number of recently colored edges adjacent with the given edge and (3) the 
time since the last examination. The first factor reflects the thought hat if one color was much 
preferred when the edge was last examined, then there is no hurry to examine that edge again. The 
second factor seems important because if several of the edges most likely to be in cliques with the 
given edge have been recolored, then it might be fruitful to examine the given edge again. The third 
factor ensures that all edges will be examined eventually. 
Part two of the main loop contains a code to compute various functions. The simplest of these 
are the functions red(e) and green(e), which count the number of red (green) cliques which would 
contain e if e were red (green). If these two functions return unequal values, then no further 
computation is necessary, and we color the edge so as to minimize the total number of 
monochromatic cliques. If red(e) = green(e), we take a census of all induced subgraphs of order 
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four containing e. Since there are 11 nonisomorphic graphs of order 4, we obtain two lists of length 
11 (one for each color of e). These lists are compared to an ideal list, and the one which comes 
closest (using the taxicab metric) determines the color used. 
We can summarize part three as follows. We choose red if red(e)<green(e), or if 
red(e) = green(e) and coloring e red gives an induced subgraph census closer to the ideal. Otherwise 
we color e green. 
Crucial to the performance of this procedure is the determination of an ideal census list. This 
has been done in two ways. For cases where cliqueless colorings were available, these were used 
to find appropriate values for the census list. The other method is to evolve them, in the style of 
genetic programming. The idea here is to begin with an ideal census list, measure its performance, 
perturb it slightly, and again measure its performance. If the perturbed list performs better we 
retain it, and repeat, otherwise we keep the original list. 
APPLICATIONS 
The first problem which was attacked with these procedures was the improvement of the lower 
bound on r (4, 5). This being the smallest of the unknown Ramsey numbers for complete graphs. 
Currently it is known that 25 < = r(4, 5) < = 28. Hence we tried to find a cliqueless 2-coloring 
of K25. The best we have done is to find a coloring with two monochromatic cliques. Our results 
are identical for r(3, 8) where the known bounds are 28 < = r(3, 8 )< = 29. In both cases, 
however, our improvement has been steady over recent months. As better ideal census lists are 
evolved, it is possible that progress on these numbers might be made. 
The results for Ramsey numbers of noncomplete graphs have been mixed. It appears that the 
procedures work best on relatively dense graphs. This is in part due to the fact that the denser the 
graph, the more the search tree can be pruned when counting cliques. We have had one major 
success on Ramsey numbers, that being the determination f r (Ks -e ) .  This work will be detailed 
in the forthcoming paper [9], where we show r(K5- e)= 22. Thus, 22 is established as the exact 
value. This leaves K5 as the only graph of order five whose Ramsey number is unknown. The 
coloring of K2~ is shown in Fig. 1, wherein 0 represents a red edge and 1 indicates green. 
Recently, an effort was made to improve some results on Ramsey mutliplicities. A survey of 
results in this area can be found in Ref. [8], where it is reported that the Ramsey multiplicity is 
known for all graphs of order four except K4. The best result for K4 was that R (K4) < = 12. 
However, the above procedure generated a coloring of K~8 containing just nine monochromatic 
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Fig. 2. A coloring of Kis showing R(K4)<~ 9. 
cliques, thereby improving the bound by three. The adjacency matrix for the coloring is shown in 
Fig. 2 (0 = red, 1 - green), along with a list of the cliques. 
The key to an improvement in the results obtained by these methods eems to be the evolution 
of better induced graph census lists. We have recently begun to consider lists of induced subgraphs 
of order five, rather than order four. It is felt that these will give a better snapshot of the graph 
structure. Naturally, the computation i volved is considerably greater, and hence the evolution of 
ideal lists is slower. 
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