For the Dirac operator with spherically symmetric potential V : ð0; 1Þ ! R we investigate the problem of whether the boundary points of the essential spectrum are accumulation points of discrete eigenvalues or not. Our main result shows that the accumulation of such eigenvalues is essentially determined by the asymptotic behaviour of V at 0 and 1: We obtain this result by using a Levinson-type theorem for asymptotically diagonal systems depending on some parameter, a comparison theorem for the principal solutions of singular Dirac systems, and some criteria on the eigenvalue accumulation (respectively, non-accumulation) of l-nonlinear singular Sturm-Liouville problems. # 2002 Elsevier Science (USA)
INTRODUCTION
In this paper we study the Dirac operator
3 Þ 4 with a spherically symmetric potential V : Here the units are chosen such that _ ¼ m ¼ c ¼ 1; where m is the mass of the particle and c is the velocity of light. Under some assumptions on V ; the Dirac operator H is self-adjoint on the first-order Sobolev space H 1 ðR 3 Þ 4 ; and the essential spectrum of H coincides with the essential spectrum of the free Dirac operator H 0 ¼ Ài a Á r þ b (see [11] ), Our aim is to find criteria for the potential V which allow us to decide whether the endpoints À1 and 1 of the gap ðÀ1; 1Þ in the essential spectrum of H k are accumulation points of eigenvalues. We will show that, e.g., 1 is an accumulation point of discrete eigenvalues of H k if and only if the differential equation respectively; i.e., À 1 8 ð2k þ 1Þ 2 is the critical value for the so-called coupling constant.
An analogous result has been established by Griesemer and Lutgen in [3] , but under much stronger assumptions on the potential V requiring, e.g., that V is continuously differentiable and bounded at 0; whereas in the present paper it is only assumed that the potential V is locally essentially bounded and that V ''behaves like'' a Coulomb potential r x ; 04jrj5 1 2 ffiffi ffi 3 p ; in a neighborhood of 0:
In order to derive this criterion, we establish results for two different problems which are of independent interest. First, in Section 3, we study singular Dirac systems Here r is locally integrable, A is a hermitian 2 Â 2 matrix, and B is an integrable function with values in the hermitian 2 Â 2 matrices satisfying SCHMID AND TRETTER some additional assumptions. We prove that such a singular Dirac system possesses a fundamental matrix of a special form depending continuously both on x and on l; which allows us to select the principal solutions. To show this, we develop a Levinson-type theorem for asymptotically diagonal systems of first-order differential equations depending on a parameter in Section 2. Second, in Section 4, we consider singular Sturm-Liouville problems ðpðx; lÞu 0 ðxÞÞ 0 À qðx; lÞuðxÞ ¼ 0; x 2 I; aðlÞuðaÞ þ bðlÞvðaÞ ¼ 0;
on an interval I ¼ ½a; bÞ which depend nonlinearly on a parameter l 2 L ¼ ½o; nÞ: Here the coefficients p and q are real-valued functions on I Â L; p > 0; such that pðÁ; lÞ À1 ; qðÁ; lÞ are locally integrable on I for all l 2 L and some additional conditions are satisfied. For these problems we derive theorems about the accumulation and non-accumulation of eigenvalues at the right endpoint n of L; and in the latter case we give an estimate for the number of eigenvalues in L: As a result, if the above problem satisfies certain monotonicity conditions (with regard to the coefficients of the differential equation and of the boundary conditions), then n is a point of accumulation of eigenvalues if and only if the limit equation for l ¼ n is oscillatory.
The results of Section 4 should be compared with analogous statements proved by Lutgen in [5] by using ''locally'' a technique inspired by the earlier work [6] which goes back to ideas of Glazman for the l-linear case. The main difference to [5] is that we do not require the coefficients p and q to be continuous, and our monotonicity assumptions for the theorem about nonaccumulation of eigenvalues are weaker.
When considering the radial Dirac operators H k ; the result of Section 3 enables us to select a solution y 1 
Moreover, in the case of (b) we have
Further, let P j ; Q j be the projection matrices 
Moving on to the main part of the proof, we will first verify the assertion for all l in a compact subinterval L 0 of L: In this case, there exists a point c 2 O such that
Let us fix some l 2 L 0 and consider a particular j 2 f1; . . . ; ng: In [2, Section 1.4] it is proved by the method of successive approximations that the integral equation In order to complete the proof of Theorem 2.1, we first assume that L ¼ ½m; nÞ with some À15m5n41:
and, by what has been shown before, there exist fundamental matrices Y k ðÁ; lÞ of (1) 
is well-defined on O Â L and, for every l 2 L, is a fundamental matrix of (1) with the required properties. Similar reasoning can be used if 
SINGULAR DIRAC SYSTEMS DEPENDING ON A PARAMETER
In this section we consider 2 Â 2 Dirac systems Jy 0 ðxÞ þ Qðx; lÞyðxÞ ¼ 0;
Here the constant matrix J is defined by
Further, we assume that QðÁ; lÞ 2 L 1 loc ðO; M 2 ðRÞÞ for all l 2 L and that Qðx; lÞ is hermitian for all x 2 O:
If y: O ! R 2 is a nontrivial solution of (10) 
where the branches of arctan and arccot are chosen such that f: O ! R is absolutely continuous. The function f is called the angle function of y and it is uniquely defined up to an additive constant kp ðk 2 ZÞ: (10) is called principal at a if there exists a real-valued solution y 0 of (10),
which is linearly independent of y; and either of the conditions u 0 ðxÞ=0;
Remark 3.1. The concept of principal solutions was first introduced for Sturm-Liouville equations (see the Appendix) and generalized by Hartman and Reid for systems (10) which are identically normal on O (compare with [9, Chap. V, Sec. 9]). Extensions of this concept for general systems (10) are the notions of principal and coprincipal solutions due to Ahlbrandt (see [1] ): a nontrivial solution y: O ! R 2 of (10) is said to be principal at a if y 0 in Definition 3.1 satisfies lim x!a ðvðxÞ=v 0 ðxÞÞ ¼ 0; while it is called coprincipal at a if lim x!a ðuðxÞ=u 0 ðxÞÞ ¼ 0 (both definitions are equivalent under certain assumptions on Q; especially for identically normal systems). In the present paper we will not distinguish between principal and coprincipal solutions.
In the following we present a continuity property and a comparison theorem for the principal solutions of (10) in the case that the coefficient matrix Qðx; lÞ has a special form. We suppose that holds for all l 2 L:
We begin with some notations in order to specify the fundamental solutions of (10 Corollary 3.1. The function y 1 is continuous on O Â L; and y 1 ðÁ; lÞ is a principal solution of (10) at a for every l 2 L: Moreover, for a fixed l 2 L; a solution y of (10) is principal at a if and only if y ¼ g y 1 ðÁ; lÞ with some constant g 2 R\f0g:
We can also characterize principal solutions of (10) The following result is a comparison theorem (with respect to the parameter l) for the principal solutions of (10). Theorem 3.2. Suppose that Q has the form (12) and that BðÁ; l 1 Þ5BðÁ; l 2 Þ holds a.e. in O for all l 1 5l 2 in L: Moreover, let y 1 ðÁ; lÞ be the principal solutions of (10) specified in (15), To this end, we assume to the contrary that fðx; l 1 Þ > fðx; l 2 Þ holds for some l 1 5l 2 in L 0 : Let
and let y be the solution of (10) In the following we present some criteria for the eigenvalue accumulation at the point n: For this purpose, we introduce some additional assumptions on the spectral problem ðSLÞðlÞ; ðBCÞðlÞ used in the following theorems.
(
(L) For every l in L; ðSLÞðlÞgðSLÞðnÞ and ðBCÞðlÞ " ðBCÞðnÞ:
A sufficient condition for (P) to hold is established at the end of this section.
The following theorems show that the accumulation and non-accumulation of eigenvalues at the right endpoint n of the interval L are essentially determined by the oscillatory properties of the limit equation ðSLÞðnÞ: If, in addition, ðPÞ holds, then n is an accumulation point of eigenvalues of ðSLÞðlÞ; ðBCÞðlÞ: Moreover, every left neighborhood of n contains an interval which consists of non-eigenvalues. If, in addition, ðLÞ or ðMÞ holds, then n is not an accumulation point of eigenvalues of ðSLÞðlÞ; ðBCÞðlÞ: If ðSLÞðlÞgðSLÞðnÞ for all l 2 L and n is an accumulation point of eigenvalues, then n is an eigenvalue of this spectral problem. 4.1, 4.2, and 4.3) . In the following, let uðÁ; lÞ be a principal solution of ðSLÞðlÞ at b for every l 2 L: Since the function c in assumption (iii) is continuous and ðSLÞðlÞ is disconjugate on ½cðlÞ; bÞ; there exists a continuous function x on L; x: l/xðlÞ 2 ðcðlÞ; bÞ; such that uðx; lÞ=0; x 2 ½xðlÞ; bÞ; for all l 2 L (see [9, p. 208] 
In the following we formulate some lemmas which are needed subsequently in the proof. Hence, we can find a point g 2 ða; bÞ such that uðx; l 0 Þ=0 for all x 2 ða; g: Moreover, if uða; l 0 Þ ¼ 0; then vða; l 0 Þ=0 by the Existence and Uniqueness Theorem, and we can choose g 2 ða; bÞ such that, in addition, vðx; l 0 Þ=0 for all x 2 ½a; g: Now, let x 1 5 Á Á Á 5x n be the zeros of uðÁ; l 0 Þ in I 0 :¼ ½g; Z; where Z :¼ max l2L 0 xðlÞ (the function x has been defined at the beginning of the main proof). Since where Arctan : R ! ðÀ From [4, Chap. XI, Theorem 6.4(iii)] it follows that u 0 has exactly one zero in ðZ; bÞ: Moreover, by the Existence and Uniqueness Theorem, we get uðÁ; m n Þ ! u 0 and vðÁ; m n Þ ! v 0 locally uniformly on I as n ! 1: Hence, as in the second paragraph of the proof of Lemma 4.2, we can show that uðÁ; m n Þ also has at least one zero in ðZ; bÞ for sufficiently large n: However, from the disconjugacy of ðSLÞðlÞ on ðxðnÞ; bÞ it follows that uðÁ; m n Þ=0 on ðZ; bÞ for all n (see [9, p. 208 Remark 4.1. The assertion of Theorem 4.1 has been proved in [5] by using the Implicit Function Theorem under the additional hypothesis that the coefficients p and q are continuous on I Â L: Moreover, the first assertion of Theorem 4.2 is equivalent to [5, Theorem 2.1(ii)] under the stronger assumption that both (P) and (M) are satisfied, while the second assertion of Theorem 4.2 seems to be new in this context. Assuming that p and q are continuous, also the results in [7] on the eigenvalues of singular boundary problems for l-nonlinear Hamiltonian systems can be applied to the spectral problem ðSLÞðlÞ; ðBCÞðlÞ: In particular, [7, Theorem 2.1(ii)] contains a lower bound for the number of eigenvalues in a given compact subinterval of L: 
APPLICATION TO THE DIRAC OPERATOR
In the following we apply the above results to the Dirac operator where a k are hermitian 4 Â 4 matrices satisfying the commutation relations
Further we make the following assumptions on the potential V : which completely reduces H ; and the restriction HoS k;' of H to S k;' is unitarily equivalent to a differential operator generated by the differential expression t k;' ¼ t k ; ' 2 f1; . . . ; 'ðkÞg; given by
x 2 ð0; 1Þ;
in L 2 ð0; 1Þ 2 ; where J denotes the constant matrix
For a fixed k 2 Z\f0g the maximal operator H k generated by t k has the domain Since the function x Àk u 1 ðÁ; lÞ is a nontrivial solution of (25) on ½x 0 ; a; it has no accumulation points of zeros in this compact interval according to the Separation Theorem. Hence, we can assume that u 1 ða; 1Þ=0 (otherwise, replace a with a point in ½x 0 ; a with this property). Now, from Theorem 3.2 it follows that u 1 ða; lÞ=0 for all l 2 ½m; 1 with some constant m 2 ½l 0 ; 1Þ; and (27) . Since, in addition to (i)-(iv) and (P), the monotonicity conditions (L) and (M) are satisfied, we can apply Corollary 4.1 with n ¼ 1; which yields the following result. 
