Abstract-This paper is about recovering the unseen future data from a given sequence of historical samples, so called as future data recovery -a significant problem closely related to time series forecasting. To address the problem, it is now prevalent to use deep neural networks, which are actually built upon the hypothesis that the desired evolution law can be learnt by using many observed samples to feed an overparameterized network. In practice, however, it is not always feasible to obtain a huge mass of training samples. To overcome the issue, we would suggest to consider a different methodology. Namely, we convert future data recovery into a more inclusive problem called sequential tensor completion (STC), which is to restore a latent tensor of sequential structure from a sampling of its entries. Unlike the ordinary tensor completion problem studied in the majority of literature, STC has a distinctive setup that allows the locations of missing entries to be distributed arbitrarily, integrating seamlessly the future values of time series into the framework of missing data. Then we propose two methods to address STC, including Discrete Fourier Transform based 1 minimization (DFT 1 ) and Convolution Nuclear Norm Minimization (CNNM). We provide theoretical results to guarantee the recovery performance of the proposed methods. Remarkably, our theories disclose an important message; that is, under certain conditions, the unseen future values are indeed recoverable from the historical observations. Experiments on univariate time series, images and videos show encouraging results.
INTRODUCTION
Can we identify the future? At first glance the answer would be negative, as in general situation the future should be full of unknowns and unidentifiable. Yet, the messages from the community of time series forecasting [1] [2] [3] give us reasons to believe that it might be possible to apperceive things coming ahead of time. With the hope of reaching a clear answer, we would like to investigate the forecasting problem from a different point of view; namely, future data recovery: Problem 1.1 (Future Data Recovery). Let p and q be two pre-specified positive integers. Suppose that {M t } p+q t=1 is a sequence of p + q order-(n − 1) tensors with n ≥ 1, i.e.,
, can we identify the values of {M t } p+q t=p+1 ? If so, under which conditions?
The above problem is essentially a promotion of time series forecasting, highlighting the identifiability issue as well as the action of generalizing from univariate or multivariate sequences with tensor-valued ones, in which each value M t itself is a structured tensor. In general, Problem 1.1 has an immense scope that covers a wide range of forecasting problems. For example, when n = 1, M t is a real number and thus Problem 1.1 falls back to univariate time series forecasting [4] . In the case of n = 3, M t is of matrix-valued, thereby Problem 1.1 embodies the challenging task of video prediction [5] , which aims at obtaining the next q image frames of a given sequence of p frames.
A great many approaches for time series analysis have been proposed in the literature, see the surveys in [2, 3] . Classical methods, e.g., Auto-Regressive Moving Average (ARMA) [1] and its extensions, often preset specific models to characterize the evolution of one or multiple variables through time. This type of methods may rely heavily on their parametric settings, and exhaustive model selection is usually necessary for them to attain satisfactory results on fresh datasets. Now it is prevalent to adopt the idea of deep learning, which suggests utilizing a huge mass of historical data to train luxurious models such that the evolution law may emerge autonomously. Such a seemingly "untalented" idea is indeed useful, leading to dozens of promising methods for forecasting [6] . In particular, Recurrent Neural Network (RNN) and its variants such as Long Short-Term Memory (LSTM) [7] have shown superior performance on some datasets, e.g., [8] . However, despite the progress made over the past several decades, existing studies still have some limitations:
• In order for deep architectures to solve Problem 1.1, the most critical hypothesis is that the evolution law underlying future observations can be learnt by using sufficient historical data to train an overparameterized network. To obey the hypothesis, one essentially needs to gather a great many training samples that are similar to the future data in structure. This, however, is not always viable, and is indeed almost impossible in the applications where the data is lacking or the evolution law is changing rapidly. Whenever the training samples are very few,
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deep networks may perform poorly, as will be shown in our experiments.
• In many applications such as meteorology, the given data {M t } p t=1 itself may contain missing entries. It is generally challenging for most forecasting methods to cope with such situations [9, 10] .
• To our knowledge, there is still a lack of theories that figure out the conditions under which the desired future data is identifiable. Such theories are in fact crucially important because, without any restrictions, {M t } p+q t=p can be arbitrary and thus unpredictable. To address the above issues, we will further convert Problem 1.1 into a more general problem. For a tensorvalued time series {M t } p+q t=1 with M t ∈ R m1×···×mn−1 , we define an order-n tensor M ∈ R m1×···×mn as
where m n = p + q and [·] i1,···,in is the (i 1 , · · · , i n )th entry of an order-n tensor. That is, M is formed by concatenating a sequence of order-(n − 1) tensors into an order-n one. In addition, we define a sampling set Ω ⊂ {1, · · · , m 1 } × · · · × {1, · · · , m n } as in the following:
(1) 1 ≤ i j ≤ m j , ∀1 ≤ j ≤ n − 1 and 1 ≤ i n ≤ p}.
That is to say, Ω is a set consisting of the locations of the observations in {M t } p t=1 and Ω ⊥ , the complement set of Ω, stores the locations of the unseen future entries in {M t } p+q t=p+1 . With these notations, we turn to a more inclusive problem named sequential tensor completion (STC).
Problem 1.2 (Sequential Tensor Completion).
Let M ∈ R m1×···×mn be an order-n data tensor formed from some tensorvalued time series, and let L 0 ∈ R m1×···×mn be a latent tensor of interest that satisfies some regularity conditions and L 0 ≈ M . Suppose that we are given a subset of the entries in M and a sampling set Ω ⊂ {1, · · · , m 1 } × · · · × {1, · · · , m n } consisting of the locations of observed entries. The configurations of L 0 and Ω are quite progressive. In particular, the latent tensor L 0 is unnecessary to be low rank and, most importantly, the locations of the missing entries included in Ω ⊥ are allowed to be distributed arbitrarily. Can we restore the latent tensor L 0 in an accurate and scalable fashion?
In this way, Problem 1.1 is incorporated into the scope of tensor completion, which is to fill in the missing entries of a partially observed tensor. Such a scenario has an immediate advantage; that is, it becomes straightforward to handle the difficult cases where the given data {M t } p t=1 itself is incomplete. Moreover, we insert intentionally a deviation between M and L 0 in the consideration of the situations in practice: very often the data tensor M may not obey strictly the regularity conditions imposed on the latent tensor L 0 . While appealing, Problem 1.2 is indeed challenging and cannot be solved by simply applying ordinary tensor completion (OTC) methods, e.g., [11] [12] [13] [14] [15] [16] [17] , which often seek the solution of minimal tensor nuclear norm [15, 16] that also agrees with the observed entries. This is because OTC methods provably fail whenever some slices of a tensor are wholly missing, which is however exactly the case with data forecasting. Specifically, they will always fill in the missing entries with zeros when the sampling set Ω is configured as in (1).
Notice, that the setup of STC contains an important clue absent from OTC; that is, the indices of the entries in a sequential tensor have encoded certain temporal information which is particularly useful for restoring the unseen data [18] . To deal with sequential signals, the community of compressive sensing [19, 20] has already established some valuable techniques. Inspired by the fact that the Fourier coefficients of periodic or quasi-periodic signals (e.g., images and videos) are mostly close to zero [21] [22] [23] [24] [25] [26] [27] , we revisit a classical method termed Discrete Fourier Transform (DFT) based 1 minimization (DFT 1 ). Given a collection of observations, DFT 1 tries to restore L 0 by seeking a tensor that not only possesses the sparsest Fourier representation but also minimizes a squared loss on the observed entries:
where F(·) is the DFT operator, · 1 denotes the 1 norm of a tensor seen as a long vector, and λ > 0 is a parameter. It is provable that DFT 1 strictly succeeds in solving STC, as long as the latent tensor we want to recover has a sparse representation in the Fourier domain. When the premise is just approximately true, DFT 1 still guarantees to produce near recovery to the desired tensor. In addition, the optimization problem in (2) is convex and can be solved by any of the many first-order methods, e.g., Alternating Direction Method of Multipliers (ADMM) [28, 29] . To solve problem (2) for an m-dimensional tensor with m = Π n j=1 m j , ADMM needs only O(m log m) time.
While theoretically effective and computationally efficient, DFT 1 suffers from a drawback that every directions of the tensor are treated equally. This may lead to undesired artifacts while applying the method onto heterogeneous data, e.g., images and videos. To achieve better recovery performance, we further propose a novel regularizer called convolution nuclear norm; that is, the sum of the convolution eigenvalues [30] of a tensor. The derived method, convolution nuclear norm minimization (CNNM), performs tensor completion by solving the following convex optimization problem:
where · cnn is the convolution nuclear norm of a tensor and λ > 0 is a parameter. In general, CNNM is a generalization of DFT 1 which is indeed equivalent to setting the kernel in CNNM to have the same size as the target L 0 . By choosing a proper kernel size according to the structure of data, CNNM can outperform dramatically DFT 1 in terms of recovery accuracy. Similar to DFT 1 , CNNM also guarantees to exactly (resp. nearly) recover the target L 0 , as long as L 0 has a representation of sparse (resp. approximately sparse) in some frequency domain. Indeed, the theories for CNNM are generalizations of those for DFT 1 , and they can explain why it could be beneficial to controlling the kernel size. The optimization problem in (3) is convex and can be solved by ADMM in O(mk 2 ) time with k m. Experiments on univariate time series, images and videos demonstrate the superior recovery performance of the proposed methods.
The rest of this paper is organized as follows. Section 2 summarizes the mathematical notations used in this paper. Section 3 explains the technical insights behind the proposed methods. Section 4 is mainly consist of theoretical analyses. Section 5 shows the mathematical proofs of the proposed theories. Section 6 demonstrates empirical results and Section 7 concludes this paper.
SUMMARY OF MAIN NOTATIONS
Capital letters are used to represent generic tensors, including vectors, matrices and high-order tensors. For an order-n tensor X, [X] i1,···,in is the (i 1 , · · · , i n )th entry of X. Two types of tensor norms are used frequently throughout the paper: the Frobenius norm denoted by · F and given by 
where ·, · Hi is the inner product in the Hilbert space H i (i = 1 or 2). But the subscript is omitted whenever H i refers to a Euclidian space. The symbol Ω is reserved to denote the sampling set consisting of the locations of observed entries. For Ω ⊂ {1, · · · , m 1 } × · · · × {1, · · · , m n }, its mask tensor is denoted by Θ Ω and given by
Denote by P Ω the orthogonal projection onto Ω. Then we have the following:
where • denotes the Hadamard product and supp(·) is the support set of a tensor. In most cases, we work with real-valued matrices (i.e., order-2 tensors). For a matrix X, [X] i,: is its ith row, and [X] :,j is its jth column. Let ω = {j 1 , · · · , j l } be a 1D sampling set. Then [X] ω,: denotes the submatrix of X obtained by selecting the rows with indices j 1 , · · · , j l , and similarly for [X] :,ω . For a 2D sampling set Ω ⊂ {1, · · · , m 1 } × {1, · · · , m 2 }, we imagine it as a sparse matrix and define its "rows", "columns" and "transpose" in a similar way as for matrices. Namely, the ith row of Ω is denoted by Ω i and given by Ω i = {i 2 : (i 1 , i 2 ) ∈ Ω, i 1 = i}, the jth column is defined as Ω j = {i 1 : (i 1 , i 2 ) ∈ Ω, i 2 = j}, and the transpose is given by Ω T = {(i 2 , i 1 ) : (i 1 , i 2 ) ∈ Ω}. Letters U and V are reserved for the left and right singular vectors of a real-valued matrix, respectively. The orthogonal projection onto the column space U is denoted by P U and given by P U (X) = U U T X, and similarly for the row space P V (X) = XV V T . The same notation is also used to represent a subspace of matrices, e.g., we say that X ∈ P U for any matrix X obeying P U (X) = X.
REFORMULATING DFT 1 AND CNNM
This section introduces the technical details of DFT 1 and CNNM, as well as some preliminary knowledge helpful for understanding the proposed techniques.
Multi-Directional DFT
Multi-directional DFT, also known as multi-dimensional DFT, is a very important concept in signal processing and compressive sensing. Its definition is widely available in the literature and some public websites. Here, we shall present a definition that would be easy for engineers to understand. First consider the case of n = 1, i.e., the DFT of a vector X ∈ R m . In this particular case, F(X) can be simply expressed as
with U 1 ∈ C m×m being a complex-valued, symmetric matrix that satisfies U
H is the conjugate transpose of a complex-valued matrix. We shall call U 1 as the 1D Fourier transform matrix, whose entries are determined once the dimension m is given. Actually, one can use the Matlab function "dftmtx" to generate this transform matrix.
Similarly, when n = 2, the DFT of a matrix X ∈ R m1×m2 is given by
where U 1 ∈ C m1×m1 and U 2 ∈ C m2×m2 are the 1D Fourier transform matrices for the columns and rows of X, respectively. For a general order-n tensor X ∈ R m1×···×mn , its DFT is given by
where U i ∈ C mi×mi is the 1D Fourier transform matrix for the ith direction, and × j (1 ≤ j ≤ n) is the mode-j product [33] between tensor and matrix.
Convolution Matrix
The concept of (discrete) convolution, the most fundamental concept in signal processing, plays an important role in this paper. Its definition-though mostly unique-has multiple variants, depending on which boundary condition is used. What we consider in this paper is the circular convolution, i.e., the convolution equipped with circulant boundary condition [34] . Let's begin with the simple case of n = 1, i.e., the circular convolution procedure of converting X ∈ R m and
where denotes the convolution operator, and it is assumed that [X] i−s = [X] i−s+m for i ≤ s; this is the so-called circulant boundary condition. Note that we assume k ≤ m throughout this paper, and we call the smaller tensor K as a kernel. In general, the convolution operator is linear and can be converted into matrix multiplication:
where A k (X) is the convolution matrix [30] of a tensor, and the subscript k is put to remind the readers that the convolution matrix is always associated with a certain kernel size k. In the light of circular convolution, the convolution matrix
T is a truncated circulant matrix of size m × k:
In other words, the jth column of A k (X) is exactly S j−1 (X) with S being a circular shift operator:
One can use the Matlab function "circshift" to implement the shift operator defined above. In the special case of k = m, the convolution matrix A m (X) is exactly an m × m circulant matrix. Now we turn to the general case of order-n tensors, with n ≥ 1. Suppose that X ∈ R m1×···×mn and K ∈ R k1×···×kn are two real-valued order-n tensors. Again, it is assumed that k j ≤ m j , ∀1 ≤ j ≤ n and K is called as a kernel. Then the procedure of circularly convoluting X and K into X K ∈ R m1×···×mn is given by
The above convolution procedure can be also converted into matrix multiplication. Let vec(·) be the vectorization of a tensor, then we have
where A k (X) is an m×k matrix, with m = Π n j=1 m j and k = Π n j=1 k j . To compute the convolution matrix of an order-n tensor, one just needs to replace the one-directional circular shift operator given in (6) with a multi-directional one, so as to stay in step with the structure of high-order tensors. For more details, please refer to Section 5.1.
Connections Between DFT and Convolution
Whenever the kernel K has the same size as the tensor X, i.e., k j = m j , ∀1 ≤ j ≤ n, the produced convolution matrix, A m (X), is diagonalized by DFT. The cases of n = 1 and n = 2 are well-known and have been widely used in the literature, e.g., [35, 36] . In effect, the conclusion holds for any n ≥ 1, as pointed out by [37] . To be more precise, let the DFT of X be F(X) = X × 1 U 1 · · · × n U n , and denote U = U 1 ⊗· · ·⊗U n with ⊗ being the Kronecker product. Then
Based on the fact that the first column of U is a vector of all ones, it is easy to see that
That is, the eigenvalues of the convolution matrix A m (X) are exactly the Fourier frequencies given by F(X). Hence, for any X ∈ R m1×···×mn , we have
where · 0 is the 0 (pseudo) norm, i.e., the number of nonzero entries in a tensor. As a consequence, the DFT 1 program (2) is equivalent to the following real-valued convex optimization problem:
where λ > 0 is a hyper-parameter. Although real-valued and convex, the above problem is hard to solve in a scalable way. Thus the formulation (8) is used only for the purpose of theoretical analysis. Beneath it all, DFT 1 has a close connection to the method of low-rank matrix completion (LRMC) [11] . Namely, the heart of DFT 1 is indeed the approach of recovering a low-rank matrix, A m (L 0 ) ∈ R m×m , from a subset of the matrix entries.
It is worth noting that, in the general cases of k j < m j , the convolution matrix A k (X) is a tall matrix instead of a square one. Such convolution matrices, however, cannot be diagonalized by DFT.
Convolution Eigenvalues
The concept of convolution eigenvalues is first proposed and investigated by [30] , under the context of image deblurring. Although made specific to order-2 tensors (i.e., matrices), the definitions given in [30] can be easily generalized to any order-n tensors. [30] ). For a tensor X ∈ R m1×···×mn associated with a certain kernel size k 1 × · · · × k n (k j ≤ m j , ∀j), its first convolution eigenvalue is denoted as σ 1 (X) and given by
Definition 3.1 (Convolution Eigenvalues and Eigenvectors
The maximizer to above problem is called the first convolution eigenvector, denoted as
The maximizer to above problem is the ith convolution eigenvector, denoted as κ i (X) ∈ R k1×···×kn .
Due to the relationship given in (7), the convolution eigenvalues are indeed nothing more than the singular values of the convolution matrix, and thus the so-called convolution nuclear norm is exactly the nuclear norm of the convolution matrix:
Since A k is a linear operator, X cnn is a convex function of X. As a result, the CNNM program (3) is indeed equivalent to the following real-valued convex program:
where we amplify the parameter λ by a factor of k = Π n j=1 k j for the purpose of normalizing the two objectives to a similar scale. In the extreme case of k j = m j , ∀j, CNNM falls back to DFT 1 . As aforementioned, it is often desirable to control the kernel size such that k m. This is actually the primary cause of CNNM's superiority over DFT 1 .
ANALYSIS
In this section, we will provide theoretical analyses to validate the recovery ability of DFT 1 and CNNM.
Analysis Techniques
The adopted analysis techniques mainly include the properties of the circular convolution operator, as well as the techniques established by [38, 39] .
Convolution Sampling Set:
Most existing tensor completion theories are built upon the assumption of random sampling, which is however inapplicable to data forecasting, in which the sampling regime is indeed deterministic rather than random [39] . To overcome this issue, we propose a concept called convolution sampling set:
m j , its convolution sampling set associated with kernel size k 1 × · · · × k n is denoted by Ω A and given by
where Θ Ω ∈ R m1×···×mn and Θ Ω A ∈ R m×k are the mask tensor and mask matrix of Ω and Ω A , respectively. Note here that the subscript k is omitted from Ω A for the sake of simplicity. In general, Ω A is a convolution counterpart of Ω, and the corresponding orthogonal projection onto Ω A is given by
No matter how the missing entries are selected, the convolution sampling set Ω A always exhibits a well-posed pattern. Namely, each column of the mask matrix Θ Ω A has exactly ρ 0 m ones and (1−ρ 0 )m zeros, and each row of Θ Ω A has at most (1−ρ 0 )m zeros. Whenever k j = m j , ∀j, each row of Θ Ω A has also exactly ρ 0 m ones and (1−ρ 0 )m zeros. The following lemma shows some algebraic properties about Ω A , which play an important role in the proofs.
Suppose that the kernel size used to the define A k is given by
sampling set defined as in (10) . For any X ∈ R m1×···×mn and Y ∈ R m×k , we have the following:
, where A * k is the Hermitian adjoint of A k . Convolution Rank and Coherence: For a tensor X ∈ R m1×···×mn with kernel size k 1 × · · · × k n , its convolution rank is denoted by r k (X) and defined as the rank of its convolution matrix:
To prove that CNNM can recover L 0 from a subset of the tensor entries, we need to assume that the convolution rank of L 0 is fairly low. This condition is intuitively reasonable, as the columns of A k (L 0 ) are mostly the repetitions of the same signal. Moreover, since
m×m , the sparsity degree of the Fourier representation is indeed an upper bound of the convolution rank; namely,
The same as in most existing matrix completion theories, we also need to access the concept of coherence [11, 40] . For a tensor X ∈ R m1×···×mn , suppose that the (skinny) Singular Value Decomposition (SVD) of its convolution matrix is A k (X) = U ΣV T . Then the convolution coherence of X is defined as the coherence of the its convolution matrix A k (X); namely,
where m = Π n j=1 m j and k = Π n j=1 k j . As we will show later, the sampling complexity of CNNM-the percentage of observed entries that the method needs in order to restore L 0 successfully-may reply on µ k (L 0 ). Candès and Recht [11] had proven that, under certain conditions, the coherence parameters of matrices are bounded from above by some numerical constant.
Isomeric Condition and Relative Well-Conditionedness:
The proofs need to use the concepts of isomeric condition (or isomerism) and relative well-conditionedness by [38, 39] .
Definition 4.1 (Ω/Ω
T -isomeric [38] ). Let X ∈ R m1×m2 be a matrix and Ω ⊂ {1, · · · , m 1 } × {1, · · · , m 2 } be a 2D sampling set. Suppose Ω i = ∅ and
Furthermore, the matrix X is called Ω/Ω T -isomeric iff X is Ω-isomeric and X T is Ω T -isomeric.
As pointed out by [39] , isomerism is merely a necessary condition for exact matrix completion, but not sufficient. As a result, they have proposed an additional condition called relative well-conditionedness to compensate the weakness of isomerism.
Definition 4.2 (Ω/Ω
T -relative condition number [39] ). Use the same notations as in Definition 4.1. Suppose that [X] Ω j ,: = 0 and [X] :,Ωi = 0, ∀i, j. Then the Ω-relative condition number of X is denoted by γ Ω (X) and given by
where (·) + is the Moore-Penrose pseudo-inverse of a matrix. Furthermore, the Ω/Ω T -relative condition number of X is denoted by γ Ω,Ω T (X) and given by γ Ω,Ω T (X) = min(γ Ω (X), γ Ω T (X T )).
In order to show that CNNM succeeds in recovering L 0 even when the missing entries are arbitrarily placed, it is necessary to prove that
is reasonably large as well. To do this, we have to count on the following lemma. 
Lemma 4.2 ([39]
). Use the same notations as in Definition 4.1, and let Θ Ω be the mask matrix of Ω. Denote by µ X and r X the coherence and rank of the matrix X, respectively. Define a quantity ρ as
Main Results
First consider the ideal case where the observed data is precise and noiseless, i.e., P Ω (M − L 0 ) = 0. In this case, as shown below, the latent tensor L 0 can be exactly recovered by a simplified version of CNNM (9).
Denote by r k (L 0 ) and µ k (L 0 ) the convolution rank and convolution coherence of the target L 0 , respectively. Assume that
then the exact solution of L = L 0 is the unique minimizer to the following convex optimization problem:
By setting the kernel to have the same size as the target L 0 , CNNM fails back to DFT 1 . Thus, the following is indeed an immediate consequence of Theorem 4.1: Corollary 4.1 (Noiseless). Use the same notations as in Theorem 4.1, and set k j = m j , ∀1 ≤ j ≤ n. Assume that the observations are noiseless, namely
which is a simplified version of DFT 1 (2).
The above theories imply that the sampling complexity, the lower boundary of ρ 0 , has no direct link to the tensor dimension m. This is quite unlike the random sampling based tensor completion theories (e.g., [11, 41] ), which suggest that the sampling complexity for restoring the convolution matrix, A m (L 0 ) ∈ R m×m , can be as low as
2 /m) [41] , and which gives that the complexity should tend to decrease as m grows. In fact, there is no conflict because, as pointed out by [39] , the sampling regime under forecasting is indeed deterministic rather than random. Figure 1 illustrates that the results derived from random sampling cannot apply to forecasting, confirming the certainty of our result.
Corollary 4.1 implies that Problem 1.1 is solved by the
So, in order to succeed in forecasting the future data, it could be helpful to increase the number of historical samples. This will be more clear by looking into the sparsity of F(L 0 ). The programs in (11) and (12) are designed for the case where the observations are noiseless. This is usually not true in practice and, even more, the convolution matrix of L 0 is often not strictly low rank. So, it is more reasonable to consider that there is a deviation between M and L 0 ; namely, P Ω (M − L 0 ) F ≤ . In this case, as we will show soon, the target L 0 can still be accurately recovered by the following program equivalent to (9) :
where > 0 is a parameter.
Theorem 4.2 (Noisy).
Use the same notations as in Theorem 4.1.
then any optimal solution L o to the CNNM program (13) gives a near recovery to the target tensor L 0 , in a sense that
Corollary 4.2 (Noisy).
Use the same notations as in Theorem 4.1, and set k j = m j , ∀j. Suppose that P Ω (M −L 0 ) F ≤ and L o is an optimal solution to the following DF T 1 program:
If
It is worthy of noting that, as previously detailed, the results in Theorem 4.2 and Corollary 4.2 are applicable to the general cases where the target L 0 is not strictly low rank in the convolution domain. This is because, for a tensor M whose convolution eigenvalues are dense but mostly close to 0, one may decompose M into M = L 0 + N with A k (L 0 ) being strictly low rank and N F ≤ .
Optimization Algorithms
Algorithm for CNNM: The problem in (9) is convex and can be solved by the standard ADMM procedure. We first convert (9) to the following equivalent problem:
Then the ADMM algorithm minimizes the augmented Lagrangian function,
with respect to L and Z, respectively, by fixing the other variables and then updating the Lagrange multiplier Y and the penalty parameter τ . Namely, while fixing the other variables, the variable Z is updated by
which is solved via Singular Value Thresholding (SVT) [42] . While fixing the others, the variable L is updated via
where the inverse operator is indeed simply the entrywise tensor division. The Lagrange multiplier Y and the penalty parameter τ are updated via Y = Y + τ (F(L) − Z) and τ = 1.05τ , respectively. The convergence of ADMM with two or fewer blocks has been well understood, and researchers had even developed advanced techniques to improve its convergence speed, see [28, 43] . While solving our CNNM problem, the computation of each ADMM iteration is dominated by the SVT step, which has a complexity of O(mk 2 ). Usually, the algorithm needs about 200 iterations to get converged.
Algorithm for DFT 1 : The problem in (2) is solved in a similar way to CNNM. The main difference happens in updating the variable Z, which needs to solve the following convex problem:
Note here that the variable Z is of complex-valued, and thus one needs to invoke Lemma 4.1 of [44] to obtain a closedform solution; namely, where h α (·), a mapping parameterized by α > 0, is an entry-wise shrinkage operator given by
While fixing the others, the variable L is updated via
where F * denotes the Hermitian adjoint of DFT and is indeed given by mF −1 . Unlike CNNM, which needs to perform SVD on large matrices, DFT 1 can use the Fast Fourier Transform (FFT) [45] algorithm to compute DFT, and thus has only a computational complexity of O(m log m) with m = Π n j=1 m j .
Discussions
On Influences of Parameters: The hyper-parameters in CNNM mainly include the kernel size k 1 × · · · × k n and the regularization parameter λ. According to the results in Figure 1 , it seems beneficial to use large kernel sizes. But this is not the case with most real-world datasets. As shown in Figure 2(a) , the recovery accuracy of CNNM increases as the enlargement of the adopted kernel size at first, but then drops eventually as the kernel size continues to grow. In fact, both phenomena are consistent with the our theories, which imply that the sampling complexity ρ 0 is bounded from below by a quantity dominated by r k (L 0 )/k. For the particular example in Figure 1 , r k (L 0 ) ≡ 2, ∀k ≥ 2, and thus large k produces better recovery. However, in most realworld datasets, the convolution rank may increase as the kernel size grows. To show the consistence in this case, we would like to investigate empirically the coding length [46] of the convolution matrix of L 0 :
where det(·) is the determinant of a matrix and θ > 0 is a parameter. In general, CL θ (A k (L 0 )) is no more than a computationally-friendly approximate to r k (L 0 ), thereby a reasonable approximate to r k (L 0 )/k is given by
where ACL θ (·) is the averaged coding length of a matrix.
As we can see from Figure 2 (b), the averaged coding length of A k (L 0 ) is minimized at some value between k = 1 and k = m, and, interestingly, the minimizer can coincide with the point that maximizes the recovery accuracy provided that the parameter θ is chosen properly. So, to achieve the best performance, the kernel size in CNNM has to be chosen carefully, which is not easy. Fortunately, CNNM is in fact a reliable method and seldom breaks down unless the kernel is too small (e.g., k j = 1, ∀j). While applying CNNM to natural images, it is moderately good to use k 1 = k 2 = 13, as will be shown in our experiments.
Figure 2(c) shows the influence of the parameter λ. It can be seen that there is no loss to enlarge λ. The reason is that we evaluate only the recovery accuracy of the missing entries. So, no matter whether the observations are noiseless or noisy, we would suggest setting λ = 1000 for CNNM and DFT 1 . To remove the noise possibly existing in the observed entries, one may use some de-noising method to postprocess the results.
On Fourier Sparsity and Convolution Low-Rankness:
The proposed methods, DFT 1 and CNNM, depend directly or indirectly on the sparsity of DFT-the phenomenon that most of the Fourier coefficients of a signal are zero or approximately so, which appears frequently in many domains, ranging from images [23] and videos [21] to Boolean functions [27] and wideband channels [26] . For a 1D signal of m-dimensional vector, it is well-known that the sparsity will show up whenever a pattern is observed repeatedly over time or, in other words, the signal is periodic (or near periodic) and the series has lasted long enough (i.e., m is large), as confirmed by Figure 3 . Such an explanation, however, would not generalize to high-order tensors, in which there are multiple time-like directions.
As a generalization of Fourier sparsity, convolution lowrankness is indeed more interpretable. When n = 1 and L 0 is a vector, the jth column of the convolution matrix A k (L 0 ) is simply the vector obtained by circularly shifting the entries in L 0 by j − 1 positions. Now, one may see why or why not A k (L 0 ) is low rank. More precisely, when L 0 possesses substantial continuity and the shift degree is relatively small, the signals before and after circular shift are mostly the same and therefore the low-rankness of A k (L 0 ) will present. Otherwise, the shift operator might cause miss-alignment and prevent low-rankness-but this is not absolute: A non-periodic signal full of dynamics and discontinuities can happen to have a convolution matrix of approximately low rank (see the lower left part of Figure 4) . The general case of order-n tensors is similar, and the only difference is that a multi-directional shift operator is used to move the entries of a tensor along multiple directions.
After all, the Fourier sparsity and convolution lowrankness are not intuitive phenomena that come out very clearly in their interpretations. Our explanations have only a limited view of why the convolution matrix of a sequential tensor can be low rank, and they seem plausible only to natural images, videos or something else similar. Anyway, our theories show that the decline in the degree of low-rankness may depress the methods only in the sense of increasing their sampling complexity, rather than depriving them of the ability to see the future. Consequently, DFT 1 and CNNM are indeed promising methods for forecasting, though they may not work well on all kinds of datasets.
Connections Between DFT 1 and RNN: Consider the optimization problem in (2) 
where B = vec(P Ω (M )) ∈ R m and S ∈ R m×m is a selection matrix that satisfies Svec(Z) = vec(P Ω (Z)), ∀Z ∈ R m1×···×mn . Now, taking X = U Y simply leads to
where A = SU H . The above problem can be solved by the Iterative Shrinkage and Thresholding Algorithm (ISTA) [48] , which iterates the following procedure:
where h α (·) is an entry-wise shrinkage operator given by (15) . Take
Then we have
So, DFT 1 is essentially a particular RNN with activation function h α (·), in which the resulted network parameters are fixed complex numbers determined by the Fourier basis. CNNM is somewhat similar to the well-known Convolutional Neural Network (CNN) [49] . But the exact relationship is complicate and hard to figure out.
MATHEMATICAL PROOFS
This section presents in detail the proofs to the proposed lemmas and theorems.
Proof to Lemma 4.1
Proof. Denote by S the "circshift" operator in Matlab; namely, S(G, u, v) circularly shifts the elements in tensor G by u positions along the vth direction. For any
where vec(·) is the vectorization operator and G n is determined by the following recursive rule:
where it is assumed conveniently that k 0 = 1. Then we have
According to the definition of the Hermitian adjoint operator given in (4), we have
where it is worth noting that the number j functionally depends on the index (i 1 , · · · , i n ). By (16) and (17),
The second claim is easy to prove. By (5), (10) and (16),
It remains to prove the third claim. By (5) and (10),
, which, together with (16) and (17) , gives that
Proof to Theorem 4.1
The proof process is quite standard. We shall first prove the following lemma that establishes the conditions under which the solution to (11) is unique and exact.
Lemma 5.1. Suppose the SVD of the convolution matrix of
the orthogonal projection onto the sum of U 0 and V 0 . Then L 0 is the unique minimizer to the problem in (11) provided that:
By the standard convexity arguments shown in [50] , L 0 is an optimal solution to the convex optimization problem in (11) .
It remains to prove that L 0 is the unique minimizer. To do this, we consider a feasible solution L 0 + ∆ with P Ω (∆) = 0, and we shall show that the objective value strictly increases unless ∆ = 0. Due to the convexity of nuclear norm, we have
where H ∈ P ⊥ T0 and H ≤ 1. By the duality between the operator and nuclear norms, we can always choose an H such that
In addition, it follows from Lemma 4.1 that
Hence, we have
, it follows that A k (∆) = 0, which immediately leads to ∆ = 0.
In the rest of the proof, we shall show how we will prove the dual conditions listed in Lemma 5.1. Notice that, even if the locations of the missing entries are arbitrarily distributed, each column of Ω A has exactly a cardinality of ρ 0 m, and each row of Ω A contains at least k − (1 − ρ 0 )m elements. Denote by ρ the smallest sampling complexity of each row and column of Ω A . Provided that
. 
which, together with Lemma 5.6 of [39] , results in P ⊥ Ω A ∩ P T0 = {0}. As a consequence, we could define Y as
follows from Lemma 5.12 of [39] that
which finishes to construct the dual certificate. 
Proof to Theorem 4.2
Proof.
To bound N F , it is sufficient to bound N A F . So, it remains to bound P
To do this, we define Y and W in the same way as in the proof to Theorem 4.1. Since L o = L 0 + N is an optimal solution to (14), we have the following:
As a consequence, we have the following:
, and which simply leads to
We also have
which gives that
Combining the above justifications, we have
Finally, the fact N F = N A F / √ k finishes the proof.
EXPERIMENTS
All experiments are conducted on a workstation equipped with two Intel(R) Xeon(R) E5-2620 v4 2.10GHz CPU processors and 256GB RAM. All the methods considered for comparision are implemented using Matlab 2019a.
Univariate Time Series Forecasting
We first experiment with two real-world time series downloaded from Time Series Data Library (TSDL): One for the annual Wolfer sunspot numbers from 1770 to 1869 with m = 100, and the other for the highest mean monthly levels of Lake Michigan from 1860 to 1955 with m = 96. We consider for comparison the well-known methods of ARMA and LSTM. ARMA contains many hyper-parameters, which are manually tuned to maximize its recovery accuracy (in terms of PSNR) on the first sequence. The LSTM architecture used for experiment is consist of four layers, including an input layer with 1 unit, a hidden LSTM layer with 200 units, a fully connected layer and a regression layer. The results are shown in Figure 4 . Via manually choosing the best parameters, ARMA can achieve the best performance on the first dataset. But its results are unsatisfactory while applying the same parametric setting to the second one. By contrast, DFT 1 produces reasonable results on both datasets that differ greatly in the evolution rules. This is not incredible, because the method never assumes explicitly how the future entries are related to the previously observed ones, and it is indeed the Fourier sparsity of the series itself that enables the recovery of the unseen future data. We have in hand 10 univariate time series from TSDL. These sequences have different dimensions ranging from 56 to 1461 and Fourier Gini indices from 0.52 to 0.94. For each sequence, its last 10 percent is treated as the unseen future data. Since the previously used ARMA(5,4) model needs a considerable number of historical samples to train and occasionally gets crashed while dealing with short sequences, we consider instead an ARMA(2,3) model as the baseline.
The comparison results are shown in Table 1 . It can be seen that DFT 1 outperforms ARMA(2,3) and LSTM, in terms of both recovery accuracy and computational efficiency. Via choosing proper kernel sizes, CNNM can future outperform DFT 1 , though the improvements here are not dramatic. While dealing with images and videos, the recovery accuracy of CNNM is distinctly higher than that of DFT 1 , as will be shown in the next two subsections.
Image Completion
The proposed methods, DFT 1 and CNNM, are indeed general methods for completing sequential tensors rather than specific forecasting models. To validate their completion performance, we consider the task of restoring the 200 × 200 Lena image from its incomplete versions. We also include the results of LRMC [11] for comparison. Figure 5 evaluates the recovery performance of various methods. It is clear that LRMC is distinctly outperformed by DFT 1 , which is further outperformed largely by CNNM. Figure 6 shows that the images restored by CNNM is visually better than DFT 1 , whose results contain many artifacts but are still better than LRMC. In particular, the second row of Figure 6 illustrates that CNNM can well handle the difficult cases where some rows and columns of an image are wholly missing. Table 2 shows some detailed evaluation results. As we can see, when the kernel size rises from 13×13 to 53×53, the PSNR produced by CNNM only slightly increases from 27.2 to 27.58. However, since the computational complexity of CNNM is O(mk 2 ), the running time grows fast as the enlargement of the kernel size. So, we would suggest setting k 1 = k 2 = 13 while running CNNM on natural images.
Video Completion and Prediction
We create a 50 × 50 × 62 video consisting of a sequence of 50 × 50 images patches quoted from the CDnet 2014 database [51] , see Figure 7 . We first consider a completion task of restoring the video from some randomly chosen entries. To show the advantages of the proposed methods, we include for comparison three OTC methods, including Tensor as a Matrix (TaM) [11] , Tensor Nuclear Norm Minimization (TNNM) [13] and Mixture of Low Rank Tensors (MLRT) [15] . As shown in Figure 8 , DFT 1 dramatically outperforms all OTC methods that ignore the spatial-temporal features encoded in the video. But DFT 1 is further outperformed distinctly by CNNM (13 × 13 × 13); this confirms the benefits of controlling the kernel size.
We now consider a forecasting task of recovering the last 6 frames from the former 56 frames. Similar to the experimental setup of Section 6.1, the LSTM network used here also contains 4 layers. The number of input units and LSTM hidden units are 2500 and 500, respectively. Since there are only 56 training fames in total, the learning problem for training the LSTM network may be severely illconditioned. Table 3 validates the effectiveness of various methods. As we can see, OTC methods (including TaM, TNNM and MLRT) produce very poor results. In fact, these methods predict the future data as zero. The PSNR values achieved by LSTM are very low; this is not strange, because the training samples are very few. As shown in Figure 9 , DFT 1 owns certain ability to forecast the future data, but the obtained images are full of artifacts. By contrast, the quality of the images predicted by CNNM is much higher. Fig. 9 . Visual results of video prediction. The goal of the task is to forecast the last 6 frames given the former 56 frames.
CONCLUSION AND FUTURE WORK
In this work, we studied a significant problem called future data recovery, with the purpose of tackling the identifiability issue of the unseen future observations. We first reformulated the problem to a special tensor completion task entitled STC, which targets at restoring a certain amount of missing entries selected-in a deterministic fashionfrom some latent tensor L 0 that is supposed to be formed from a series of tensor-valued samples placed in order by time. We then showed that the STC problem, under certain situations, can be well solved by the classical DFT 1 method and its generalization called CNNM. Namely, we proved that, whenever the target L 0 in low rank in the convolution domain, DFT 1 and CNNM strictly succeeds in recovering L 0 . Even if the prior expectation is not met exactly, they still ensure the success of recovery to some extent. Finally, experiments on realistic datasets showed that DFT 1 and CNNM are promising methods for data forecasting.
While our experiments mostly focused on the setup of short sequences, the proposed CNNM and DFT 1 are essentially data-driven methods and may produce more accurate forecasting results on longer sequences. This, indeed, can be seen from our theories, which imply that, to recover a fixed number of p future values, it is generally helpful to increase the number of historical samples. Unfortunately, while apply to a very long sequence of high-dimensional tensors, the computation and memory costs of the current CNNM algorithm are too high to be affordable. To overcome this drawback, the idea of learning-based optimization [52, 53] is probably a promising direction. But we would leave it as future work.
