The simulation procedure comprised two major steps, namely: i ) generate a vector with the number of individuals for each genotypic class and ii ) generate the allele intensities (x, y) for each individual simulated in the previous step adding sources of noise, bias and distortion when necessary. To generate the number of individuals (step i ), we consider a multinomial distribution with probabilities given by hypergeometric distributions for the gametes as presented in [17] . To generate the allele intensities (x, y) within each genotypic class we used a normal distribution with a dispersion constant proportional to the dosage of x and y. We use this assumption since in real data we observed a clear pattern where the variance is higher for signals with high doses. For example, for a decaploid genotype 1A : 9a, the values of x (obtained from a normal distribution) would be multiplied by 1 and the values of y would be multiplied by 9. This procedure results in scatter plots with points which lie exactly along the expected line for each possible genotype, as showed in Figure S1 . This was the starting point for adding other sources of variation. Figure S1 : Simulation of a scatterplot with no noise in a decaploid SNP containing 4 doses in both parents in a F 1 biparental population.
Next, we added to the signals (x, y) different levels of noise, also proportional to the allelic dosage. This noise is added in the data using a normal distribution N (µ = 0, σ 2 = noise d ), where noise d is the noise proportional to the allelic dosage d. For example, for a basal noise level of 0.5, using the previous example (1A : 9a) we should add a value sampled from N (µ = 0, σ 2 = 0.5 × 1) for signal x and from N (µ = 0, σ 2 = 0.5 × 9) for signal y. With this procedure, the points no longer lie exactly on the expected lines and their spread for the genotypes is proportional both to the basal noise level and to the allelic dosage. We also simulated several degrees of bias, i.e. one of the allele signals has an intensity higher then expected. This causes skew in the angles of the genotypic clusters in the scatter plot (red lines in Panels B and C of Figure S2 ). We considered two types of skew. Type I : we added a deviation in one of the genotypic classes, as shown in Panel B, Figure  2 . The red line indicates the expected line were the genotypes should lie considering the skew. Type II : we added deviations in all genotypic classes (Panel C, Figure S2 ). The level of skew varies from 0.0 to 1.0. For example, for a skew level of 0.25 the angle where the points should lie would have a positive offset of 25% of the angle formed by the angle with no skew (0.0) and the angle of the next genotypic class (1.0). Finally, we also simulated a segregation distortion where we eliminated the genotypic classes which had probability lower than a certain level. This causes a concentration of data in the central region of the scatter plot. 
Simulation
We then simulated a decaploid SNP containing 4 doses in both parents of a biparental F 1 population comprising 200 individuals. We chose this because it is an intermediate situation between loci with easy classification (low dosage) and complicated ones (high ploidy and dosage). We simulated the parental data with 12 replicates. First, we demonstrate that SuperMASSA produces reliable results in such situations. We added a noise of 0.5 and runned 3,000 Monte Carlo simulations ( Figure S3) , estimating the ploidy level for each one of them. For about 73% of them, the software correctly estimated the ploidy level as 10. Also, 20% of the simulations were classified as having ploidy 12, which is very close to the actual value.
Next, three levels of noise were simulated: 0.0, 0.5 and 1.0. For each noise level, 7 different bias scenarios were simulated: 0, type I with offset of 0.25, 0.50 and 0.75, and type II with offset of 0.25, 0.50 and 0.75 of (see previous section for additional information). Finally, for each combination, two segregation distortions levels were simulated: 0.00 and 0.15; it means that genotypic classes with frequency lower than this thresholds were removed. In total, 42 types of SNP data were simulated (3 noise levels × 7 bias × 2 segregation distortions). They were then analyzed using SuperMASSA.
Results
The simulations showed in this supplementary material aimed to illustrate possible scenarios which could result in misclassification when using SuperMASSA. All the scatter plot of the following Figures S4-S10 would be ideally classified as decaploid. However, due to the combination of the simulated factors, they were wrongly classified. Each figure contains the annotated scatter plot of allele intensities, the distribution of the expected genotype (light yellow) superposed by the observed genotype distribution (in color) and the posterior probability associated to the classification. Interpretation of the results are the same as presented for Figure 2 in the main text.
We deliberated chose complicate scenarios that strongly violate the assumptions used by the software, in order to show that at least some of our results could in theory be explained by this deviations, although they are expected not to be frequent in real situations. Figure S4 : Annotated scatter plot of a simulated SNP in a decaploid F 1 biparental population. In this simulation the noise was 0.5 and there was no bias or distortion. The graphic in the top shows the annotated scatter plot for the SNP intensities. The graphic on the middle indicates the theoretical distribution of genotypes in the population and the distribution of individuals assigned to each genotype. The last graphic shows the posterior probabilities obtained for the ploidy levels analyzed. In this case the estimated ploidy level was 12 and the posterior probability associated to the classification was ≈ 0.95. There was no substantial differences between the theoretical distribution of genotypes and the distribution of individuals assigned to each genotype. These values indicates a good classification, even though the estimated ploidy level was wrong. This is due to the fact that the estimated ploidy levels was very close to the simulated decaploid and the noise introduced in the simulation was sufficient to cause misclassification. It is important to point out that we simulated a decaploid SNP containing 4 doses in both parents. This shows that, in real situations, for SNPs with high dosage and when a certain level of noise is present, the ploidy level could be wrongly estimated. Figure S5 : Annotated scatter plot of a simulated SNP in a decaploid F 1 biparental population. In this simulation the noise was 0.5 with distortion of 0.15 and no bias. In this case the estimated ploidy level was 20 and the posterior probability associated to the classification was ≈ 0.90. However, it is possible to see that several points in the graphic have low individual posterior probabilities. In this case, there is a substantial differences between the theoretical distribution of genotypes and the distribution of individuals assigned to each genotype since we simulated some level of segregation distortion. The type of simulated distortion causes concentration of genotypes in the classes of the central region of the genotype distribution where the combination of the variances of each signal is high. Since the tails of the distribution cannot be observed in the data, they do not fit properly to the theoretical decaploid distribution of the genotypes. Since the distribution of genotypes in high ploidy levels such as 20 has extremely rare classes in the extremes, the decaploid data, with lack of extremes classes is better fitted by a icosaploid (20-ploidy) theoretical model. This kind of segregation distortion could be caused by preferential paring of homologous chromosomes. One of the assumption of the theoretical F 1 model proposed by [17] is that there is no preferential pairing. If there is a preferential pairing, some configurations of genotypes would be more likely than others and some classes could become more rare. In our simulation, we chose to eliminate the extreme classes (tails of the genotypic distribution).
• Ind. Prob. Figure S6 : Annotated scatter plot of a simulated SNP in a decaploid F 1 biparental population. In this simulation the noise was 0.5 with no distortion and bias of type I with offset of 0.50. In this case the estimated ploidy level was 12 and the posterior probability associated to the classification was ≈ 0.52. It is important to notice that the second most probable ploidy level is 10, with associated probability ≈ 0.48. There was no substantial differences between the theoretical distribution of genotypes and the distribution of individuals assigned to each genotype. However, in this case, both ploidy levels, 10 and 12 are almost equally likely.
• Ind. Prob. :16Y  10X:6Y  11X:5Y  12X:4Y  13X:3Y  14X:2Y  1X:15Y  2X:14Y  3X:13Y  4X:12Y  5X:11Y  6X:10Y  7X:9Y  8X:8Y  9X: Figure S7 : Annotated scatter plot of a simulated SNP in a decaploid F 1 biparental population. In this simulation the noise was 0.5 with distortion of 0.15 and bias of type I with offset of 0.75. In this case the estimated ploidy level was 16 and the posterior probability associated to the classification was ≈ 0.65. It can be noticed the presence of a strong influence of the segregation distortion and also the strong bias in one of the genotypic classes. These two factors, when combined, cause substantial differences between the theoretical distribution of genotypes and the observed distribution of individuals :18Y  10X:8Y  11X:7Y  12X:6Y  13X:5Y  14X:4Y  15X:3Y  16X:2Y  1X:17Y  2X:16Y  3X:15Y  4X:14Y  5X:13Y  6X:12Y  7X:11Y  8X:10Y  9X: Figure S8 : Annotated scatter plot of a simulated SNP in a decaploid F 1 biparental population. In this simulation the noise was 0.5 with distortion of 0.15 and bias of type II with offset of 0.25. In this case the estimated ploidy level was 18 and the posterior probability associated to the classification was ≈ 0.70. In this case we note a strong influence of the segregation distortion. It is important to notice that in high ploidy levels, such as 20, the effect of small bias offsets (both of type I and II) is difficult to quantify, since the offset simulated in a lower ploidy level, such as decaploid, can coincide with the expected angles in the estimated ploidy level. Figure S9 : Annotated scatter plot of a simulated SNP in a decaploid F 1 biparental population. In this simulation the noise was 1.0 with distortion of 0.15 and bias of type II with offset of 0.25. In this case the estimated ploidy level was 8 and the posterior probability associated to the classification was ≈ 0.70. In this scatter plot the high noise combined with distortion resulted in a type of data that could be fitted by an octaploid F 1 genotypic distribution. Since the angles are not well defined due to the high noise, combining the theoretical distribution and the angles, the octaploid classification was better than the decaploid. Figure S10 : Annotated scatter plot of a simulated SNP in decaploid F 1 biparental population. In this simulation the noise was 0.5 with distortion of 0.15 and bias of type II with offset of 0.50. In this case the estimated ploidy level was 20 and the posterior probability associated to the classification was ≈ 0.70. Table S1 : SCU-SNPs genotyped in the assossiation panel. The first column represents the name of the SNPs and the three primers used for genotyping in the SEQUENOM platform. All the sequences that the SNPs are derived are represented with their Sugarcane Assembled Sequence name from SUCEST database (Vettore et al. 2003) . Orthologue gene in Sorghum genome, with their annotation, were obtained from Vicentini et al (2012) . All the SNPs described in this SNPs derived from the SUCEST database genotyped in the association mapping panel. Those marked with "x" were also genotyped in the biparental population. The first column represents the name of the SNPs and the three primers used for genotyping in the SEQUENOM platform. All the sequences that the SNPs are derived are represented with their Sugarcane Assembled Sequence name from SUCEST database (Vettore et al. 2003) . 
