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A chunking procedure [2] utilized in [18] for linear classifiers is proposed here for nonlinear kernel
classification of massive datasets. A highly accurate algorithm based on nonlinear support vector
machines that utilizes a linear programming formulation [15] is developed here as a completely
unconstrained minimization problem [17]. This approach together with chunking leads to a simple
and accurate method for generating nonlinear classifiers for a 250000-point dataset that typically
exceeds machine capacity when standard linear programming methods such as CPLEX [12] are used.
Because a 1-norm support vector machine underlies the proposed method, the approach together with
a reduced support vector machine formulation [13] minimizes the number of kernel functions utilized
to generate a simplified nonlinear classifier.
Keywords: classification, nonlinear kernel, massive datasets, linear program-
ming, dual penalty
1 Introduction
One of the principal advantages of 1-norm support vector machines (SVMs)
is that, unlike 2-norm SVMs, they are very effective in reducing the number
of kernel functions used [8] especially when a reduced support vector ma-
chine (RSVM) is used [13]. We utilize here an exact completely unconstrained
differentiable minimization formulation of 1-norm SVMs [17] coupled with a
chunking procedure [2], which allows us to handle massive datasets.
We start with a linear programming formulation of the nonlinear kernel 1-
norm SVM classifier [15]. We then show how such a linear program can be
solved exactly by minimizing a classical exterior penalty function of its dual
for a sufficiently small but finite value of the penalty parameter. We then apply
a chunking procedure [2] to decompose the 1-norm linear program for massive
datasets and solve the linear program for each chunk exactly by utilizing a
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2Newton method applied to the dual exterior penalty function of the linear
program chunk.
The contents of the paper are as follows.
In Section 2 we describe our unconstrained minimization formulation for a 1-
norm SVM and give a simple Newton method for its solution that merely solves
a sequence of linear equations. In Section 3 we combine our unconstrained
SVM formulation with a chunking method that enables it to handle massive
datasets. In Section 4 we present our numerical results for massive datasets
which show among other things an error reduction of more than 37% by our
nonlinear classifier over a linear classifier and an error reduction of more than
26% over a nonlinear classifier generated by 1% of the data. Section 5 concludes
the paper.
We now describe our notation and give some background material. All vec-
tors will be column vectors unless transposed to a row vector by a prime ′.
For a vector x in the n-dimensional real space Rn, x+ denotes the vector in
Rn with all of its negative components set to zero. For a vector x ∈ Rn, x∗
denotes the vector in Rn with components (x∗)i = 1 if xi > 0 and 0 oth-
erwise (i.e. x∗ is the result of applying the step function component-wise to
x). For x ∈ Rn, ‖x‖1 and ‖x‖ will denote the 1− and 2− norms of x. For
simplicity we drop the 2 from ‖x‖2. The notation A ∈ R
m×n will signify a
real m × n matrix. For such a matrix A′ will denote the transpose of A, Ai
will denote the i-th row of A, A·j will denote the j-th column of A, and Aij
will denote the ij-th element of A. A vector of ones or zeroes in a real space
of arbitrary dimension will be denoted by e or 0, respectively. For A ∈ Rm×n
and B ∈ Rn×k, a kernel K(A,B) maps Rm×n × Rn×k into Rm×k. In partic-
ular, if x and y are column vectors in Rn then, K(x′, y) is a real number,
K(x′, B) is a row vector in Rk and K(A,B) is an m × k matrix. We shall
make no assumptions whatsoever on our kernels other than symmetry, that is
K(x′, y)′ = K(y′, x), and in particular we shall not assume or make use of Mer-
cer’s positive definiteness condition [5,21,24]. The base of the natural logarithm
will be denoted by ε. A frequently used kernel in nonlinear classification is the
Gaussian kernel [3, 15, 24] whose ij-th element, i = 1, . . . ,m, j = 1, . . . , k,
is given by: (K(A,B))ij = ε
−µ‖Ai′−B·j‖2 , where A ∈ Rm×n, B ∈ Rn×k
and µ is a positive constant. For a piecewise-quadratic function such as,
f(x) = 12 ||(Ax − b)+||
2 + 12x
′Px, where A ∈ Rm×n, P ∈ Rn×n, P = P ′, P
positive semidefinite and b ∈ Rm, the ordinary Hessian does not exist because
its gradient, the n×1 vector∇f(x) = A′(Ax−b)++Px, is not differentiable but
is Lipschitz continuous with a Lipschitz constant of ‖A′‖ ‖A‖+‖P‖. However,
one can define its generalized Hessian [7, 10, 16] which is the n × n sym-
metric positive semidefinite matrix: ∂2f(x) = A′diag(Ax − b)∗A + P, where
diag(Ax − b)∗ denotes an m × m diagonal matrix with diagonal elements
(Aix− bi)∗, i = 1, . . . ,m. The generalized Hessian has many of the properties
3of the regular Hessian [7, 10,16] in relation to f(x). If the smallest eigenvalue
of ∂2f(x) is greater than some positive constant for all x ∈ Rn, then f(x) is a
strongly convex piecewise-quadratic function on Rn. The abbreviation “s.t.”
stands for “subject to”.
2 Nonlinear 1-Norm SVMs as Unconstrained Minimization Problems
We consider first the 1-norm nonlinear SVM binary classification problem
[8,15]:
min
(v,γ,y)
ν‖y‖1 + ‖v‖1
s.t. D(K(A,B′)v − eγ) + y ≥ e,
y ≥ 0,
(1)
where the m× n matrix A represents m points in Rn to be separated to the
best extent possible by the nonlinear separating surface:
K(x′, B′)v = γ, (2)
according to the class of each row of A as given by the m×m diagonal matrix
D with elements Dii = ±1. Here, v ∈ R
k and γ ∈ R are parameters to be
determined by a linear program, B ∈ Rk×n and K(x′, B′) : R1×n ×Rn×k −→
R1×k is an arbitrary kernel function. In general the matrix B is set equal to
A [15]. However, in reduced support vector machines [11,13] B = A¯, where A¯
is a submatrix of A whose rows are a small subset of the rows of A. In fact B
can be an arbitrary matrix in Rk×n. The objective term ‖y‖1 minimizes the
empirical classification error weighted with the positive parameter ν, while
the term ‖v‖1 minimizes the number of kernel functions utilized and leads to
classifier simplicity. We convert (1) to an explicit linear program as in [8] by
setting:
v = r − s, r ≥ 0, s ≥ 0, (3)
which results in the linear program:
min
(r,s,γ,y)
νe′y + e′(r + s)
s.t. D(K(A,B′)(r − s)− eγ) + y ≥ e,
r, s, y ≥ 0.
(4)
4We note immediately that this linear program is solvable because it is feasi-
ble and its objective function is bounded below by zero. We shall utilize the
following proposition [17, Proposition 1] to reduce our linear program to a
completely unconstrained minimization problem. Briefly stated, Proposition
2.1 below states that by using a classical exterior penalty function on the dual
of the linear program (4) with a sufficiently small penalty parameter ǫ ∈ (0, ǫ¯]
we can get an exact solution to the primal problem (4).
Proposition 2.1 Exact 1-Norm SVM Solution via Unconstrained Min-
imization The unconstrained dual exterior penalty problem for the 1-norm
SVM (4):
min
u∈Rm
−ǫe′u+ 12(‖(K(B,A
′)Du− e)+‖
2 + ‖(−K(B,A′)Du− e)+‖
2
+(−e′Du)2 + ‖(u− νe)+‖
2 + ‖(−u)+‖
2),
(5)
is solvable for all ǫ > 0. For any ǫ ∈ (0, ǫ¯] and for some ǫ¯ > 0, any solution u
of (5) generates an exact solution of the 1-norm SVM classification problem
(1) as follows:
v = r − s = = 1
ǫ
((K(B,A′)Du− e)+ − (−K(B,A
′)Du− e)+),
γ = −1
ǫ
e′Du,
y = 1
ǫ
(u− νe)+.
(6)
In addition this (v, γ, y) minimizes:
‖v‖2 + γ2 + ‖y‖2 + ‖D(K(A,B′)v − eγ) + y − e‖2, (7)
over the solution set of the 1-norm SVM classification problem (1).
We will now give a generalized Newton method for solving (5). To do that
we let f(u) denote the exterior penalty function (5). Then the gradient and
generalized Hessian as defined in the Introduction are given as follows.
∇f(u) = −ǫe+DK(A,B′)(K(B,A′)Du− e)+
−DK(A,B′)(−K(B,A′)Du− e)+
+Dee′Du+ (u− νe)+ − (−u)+.
(8)
∂2f(u) = DK(A,B′)diag(K(B,A′)Du− e)∗K(B,A
′)D
+DK(A,B′)diag(−K(B,A′)Du− e)∗K(B,A
′)D
+Dee′D + diag((u − νe)∗ + (−u)∗)
= DK(B,A′)diag(|K(B,A′)Du| − e)∗)K(B,A
′)D
+Dee′D + diag((u − νe)∗ + (−u)∗),
(9)
5where the last equality follows from the equality:
(a− 1)∗ + (−a− 1)∗ = (|a| − 1)∗. (10)
We state now our generalized Newton algorithm for solving the uncon-
strained minimization problem (5) for which we have introduced a regular-
ization [23] parameter δ for purposes of numerical stability.
Algorithm 2.2 Generalized Newton Algorithm for (5) Let f(u), ∇f(u)
and ∂2f(u) be defined by (5),(8) and (9). Set the parameter values ν, ǫ, δ,
tolerance tol, and imax (typically: ǫ = 4 × 10−4 for linear SVMs and 1 for
nonlinear SVMs, tol = 10−6, imax = 1000, while ν and δ are set by a tuning
procedure). Start with any u0 ∈ Rm. For i = 0, 1, . . .:
(i) ui+1 = ui − λi(∂
2f(ui) + δI)−1∇f(ui) = ui + λid
i,
where the Armijo [1] stepsize λi = max{1,
1
2 ,
1
4 , . . .} is such that:
f(ui)− f(ui + λid
i) ≥ −
λi
4
∇f(ui)′di, (11)
and di is the modified Newton direction:
di = −(∂2f(ui) + δI)−1∇f(ui). (12)
In other words, start with stepsize λi = 1 and keep multiplying λi by
1
2
until (11) is satisfied.
(ii) Stop if ‖ui − ui+1‖ ≤ tol or i = imax. Else, set i = i+ 1 and go to (i).
(iii) Define the solution of the 1-norm SVM (1) with least quadratic perturba-
tion (7) by (6) with u = ui.
Note that in practice instead of using the explicit inverse (∂2f(ui)+δI)−1 in
Step (i) of Algorithm 2.2 we can use the backslash notation “\” of MATLAB
[19] (∂2f(ui)+ δI)\∇f(ui) which does not usually require computation of the
inverse.
We state a convergence result for this algorithm now [17, Propositon 4].
Proposition 2.3 Let tol = 0, imax = ∞ and let ǫ > 0 be sufficiently small.
Each accumulation point u¯ of the sequence {ui} generated by Algorithm 2.2
solves the exterior penalty problem (5). The corresponding (v¯, γ¯, y¯) obtained
by setting u to u¯ in (6) is an exact solution to the primal 1-norm SVM (1)
which in addition minimizes the quadratic perturbation (7) over the solution
set of (1).
We turn now to our chunking method for handling massive datasets.
63 Chunking Method
We shall apply the chunking approach proposed in [2] to our unconstrained
minimization approach of Section 2. We consider a general linear program
min
x
{
cTx |Hx ≥ b
}
, (13)
where c ∈ Rn, H ∈ Rm×n and b ∈ Rm. We state now our chunking algorithm
and establish its finite termination for the linear program (13), where m may
be orders of magnitude larger than n. In its dual form our algorithm can be
interpreted as a block-column generation method related to column generation
methods of Gilmore-Gomory [9], Dantzig-Wolfe [6], [4, pp 198-200,428-429] and
others [20, pp 243-248], but it differs from active set methods [14, pp 326-330]
in that it does not require the satisfaction of a working set of constraints as
equalities.
Algorithm 3.1 LPC: Linear Programming Chunking Algorithm for
(13) Let [H b] be partitioned into ℓ blocks, possibly of different sizes, as
follows:
[
H b
]
=


H1 b1
...
...
Hℓ bℓ

 .
Assume that (13) and all subproblems (14) below, have vertex solutions. At
iteration j = 1, . . . compute xj by solving the following linear program:
xj ∈ arg vertex min
{
cTx
∣∣∣∣∣H
(j mod ℓ) x ≥ b(j mod ℓ)
H¯(j mod ℓ)−1 x ≥ b¯(j mod ℓ)−1
}
, (14)
where [H¯0 b¯0] is empty and [H¯j b¯j] is the set of active constraints (that
is all inequalities of (14) satisfied as equalities by xj) with positive optimal
Lagrange multipliers at iteration j. Stop when cTxj = cTxj+σ for some input
integer σ. Typically σ = 4.
Theorem 3.1 Finite Termination of LPC Algorithm The sequence {xj}
generated by the LPC Algorithm 3.1 has the following properties:
(i) The sequence {cTxj} of objective function values is nondecreasing and is
bounded above by the global minimum of min
x
{
cTx |Hx ≥ b
}
.
(ii) The sequence of objective function values {cTxj} becomes constant, that
is: cTxj+1 = cTxj for all j ≥ j¯ for some j¯ ≥ 1.
7(iii) For j ≥ j¯, active constraints of (14) at xj with positive multipliers remain
active for iteration j + 1.
(iv) For all j ≥ j˜, for some j˜ ≥ j¯, xj is a solution of the linear program (13)
provided all active constraints at xj have positive multipliers for j ≥ j¯.
The proof of this theorem is given in [2] and is directly applicable to solving
our linear program (4) by solving successive small linear programs obtained
from chunks of the constraints of (4) using the formulation (5) and Algorithm
3.1.
Before describing our computational experience we outline how the chunking
procedure will be applied to the linear programming formulation (4) of the 1-
norm SVM. First we break the linear program (4) into chunks as outlined in
the LPC Algorithm 3.1. Then for each linear programming chunk that needs
to be solved by the LPC Algorithm 3.1 we utilize the Generalized Newton
Algorithm 2.2 to solve it exactly by minimizing its unconstrained exterior
dual penalty function which is of the form of the minimization problem (5).
We turn to our computational results now.
4 Computational Results
Before giving implementation and computational results for our Chunking Al-
gorithm 3.1 for solving (4)-(5) we would like to describe some computational
aspects of the underlying Generalized Newton Algorithm 2.2 for smaller clas-
sification problems. As reported in [17], a 1-norm linear SVM classifier was
obtained by Algorithm 2.2 on six public datasets, with points numbering be-
tween 297 and 4192, in time that was an average 9.6 times faster than that
of the state-of-the-art linear programming package CPLEX 9.0 [12]. This fa-
vorable comparison with a classical simplex or interior point method used in
CPLEX 9.0 motivated the idea of utilizing the Generalized Newton Algorithm
2.2, which requires only a simple linear equation solver, as the best candidate
for the proposed chunking approach.
We turn now to implementation details and computational results for our
chunking Algorithm 3.1.
In implementing Algorithm 3.1, we note that the constraints of (4) can be
grouped such that, for each constraint defined by Aj and Djj, there is a corre-
sponding yj. Therefore, each chunk is selected such that both the constraints
Djj(K(Aj , B
′)D(r− s)− γ) + yj ≥ 1 and yj ≥ 0 are always included together
in the chunk of constraints. Also, we always include the constraints r ≥ 0 and
s ≥ 0. We found that defining the chunks in this manner leads to the chunk-
ing algorithm terminating in fewer iterations than with an entirely random
constraint selection method. Furthermore, the problem maintains the form
8of (1), allowing us to use Proposition 2.1 and Algorithm 2.2 to perform the
minimization of each chunk.
We tested our algorithm on multiple massive datasets based on normally
distributed clusters on cubes (NDCC) data generator [22]. NDCC generates
datasets using three 1-norm cubes of increasing size centered around the ori-
gin. It then generates multivariate normal distributions around each vertex
where the distributions that are centered around opposing vertices of each
cube belong to opposite classes. In addition, instead of distributing the num-
ber of points equally to each center, some centers are chosen to generate a
relatively small number of points, while the center on the opposite vertex of
the cube generates a relatively large number of points. An example of a dataset
generated using NDCC can be seen in Figure 1.
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Figure 1. Example of a NDCC dataset generated in R2. Clusters of normally
distributed points are centered around the vertices of each of the three 1-norm cubes
(squares in R2) shown in dotted lines.
We ran Algorithm 3.1 on each dataset using tenfold cross validation and give
our results in Table 1. In solving the 1-norm nonlinear SVM via unconstrained
minimization, we set the parameter values to be ν = 25, µ = 2−20, δ =
10−6, ǫ = 1, tol = 10−6, and imax = 1000. In addition, the number of rows
of the matrix B in the reduced kernel K(A,B′) was fixed at 90 regardless
of the number of points in the dataset. In implementing the chunking, we
used a 10% chunk size, which means it takes 10 chunking iterations to go
through all the points in the dataset once. As in [2], we found that it was
9only necessary to incorporate into [H¯j b¯j] the active constraints without
determining whether the optimal Lagrange multipliers were positive. Also,
instead of stopping when c′xj = c′xj+σ, we stopped when |c
′xj−c′xj+1|
|c′xj | ≤ 0.01
for three consecutive iterations. This led to faster termination and did not
affect the accuracy of our solutions. In our tests, we found that the execution
time of Algorithm 3.1 grew at a rate less than the square of the increase of
the number of points in the dataset. We also compared our results with those
of a linear classifier and results using Algorithm 3.1 on a random subset of
1% of the original data points and testing the classifier, obtained on the 1%
subset, on 10% of the original data. These results are given in Table 2. Note
that by using Algorithm 3.1, error is reduced by more than 37% compared to
the linear SVM and more than 26% compared to running the nonlinear SVM
on a random subset of the points.
Dataset NDCC
# of Points 250000 100000 50000
Time (hours) 56.2 11.9 3.5
Iterations 14 14 14
Training error 13.82% 13.64% 14.28%
Testing error 13.81% 13.67% 14.31%
# of Kernel Functions used 89.7 89.1 88.7
Table 1. Results using Algorithm 3.1 on test problems using the NDCC dataset generator in
R
10, averaged over ten folds. Note that time grows less than the square of the increase of the
number of points in the dataset.
Dataset NDCC
# of Points 250000 100000 50000
Algorithm 3.1 13.81% 13.67% 14.31%
Algorithm 3.1 using 1% sample of points 18.91% 19.38% 20.77%
1-norm linear SVM 22.43% 22.61% 22.74%
Table 2. Comparison of testing set error results on each dataset using various algorithms.
Algorithm 3.1 reduces the error by more than 26% compared to using a small sample of the
given points and by more than 37% compared to a linear SVM.
Since we are using tenfold cross validation, a problem with 90% of the given
points is being solved for each fold. So, for our 100000-point dataset, we are
training on 90000 points, which, when using the formulation of (4), results
in a problem with 90181 variables and 90000 constraints, excluding bounds,
with B ∈ R90×10. Figure 2 depicts a typical run of Algorithm 3.1 on one fold
of the 100000-point NDCC dataset and demonstrates how the objective value
of the linear program increases as active constraints are added and others are
dropped in each iteration. It also shows the quick leveling off of the objective
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function value as well as the number of active constraints despite the fact
that the algorithm continuously drops and adds constraints. Both of these are
important factors in the practical viability of the algorithm. Figure 3 shows
the error on one fold of the 100000-point NDC dataset using Algorithm 3.1.
This demonstrates how the error decreases as the algorithm progresses and
then stabilizes before the algorithm terminates.
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Figure 2. Number of active constraints ond objective function values versus number of
iterations for the 100000-point NDCC dataset. The value of the objective function
steadily increases and reaches its optimal value after only ten chunking iterations.
Note the logarithmic scale.
Comparing Algorithm 3.1 to other methods, all of our datasets caused
CPLEX 9.0 [12], a state-of-the-art linear programming code, to fail with an
out-of-memory error.
5 Conclusion and Outlook
We have proposed an approach that effectively classifies massive datasets of up
to 250000 points using nonlinear kernels with 1-norm support vector machines.
Our method solves these problems by breaking a huge constraint set into
chunks and solving the resulting linear programs by a simple linear equation
solver. Our approach solves problems that cause conventional state-of-the-art
methods to fail and produces less error than competing methods. Possible
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Figure 3. Training and testing set error versus number of iterations for the
100000-point NDCC dataset. The error steadily decreases as the algorithm progresses
and then stabilizes before the algorithm terminates.
future work includes modifying the constraint inclusion criterion to include
only a fraction of the active constraints based on the Lagrange multipliers,
allowing even larger datasets to be classified.
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