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Abstract
We obtain a class of non-diagonal solutions of the reflection equation for the trigono-
metric A
(1)
n−1 vertex model. The solutions can be expressed in terms of intertwinner
matrix and its inverse, which intertwine two trigonometric R-matrices. In addition
to a discrete (positive integer) parameter l, 1 ≤ l ≤ n, the solution contains n + 2
continuous boundary parameters.
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1 Introduction
Two-dimensional integrable models have traditionally been solved by imposing periodic
boundary conditions. For such bulk systems, the quantum Yang-Baxter equation (QYBE)
R12(u1 − u2)R13(u1 − u3)R23(u2 − u3) = R23(u2 − u3)R13(u1 − u3)R12(u1 − u2), (1.1)
leads to families of commuting row-to-row transfer matrices which may be diagonalized by
the quantum inverse scattering method (QISM) [1]. The QYBE has been studied for a long
time and a large number of solutions, the so-called R-matrices, are known.
Not all boundary conditions are compatible with integrability in the bulk. The bulk
integrability only holds when one imposes integrable boundary conditions specified by the
so-called boundary K-matrices K±(u) which satisfy the reflection equation (RE) and its
dual [2]-[4]. The RE (also called the boundary Yang-Baxter equation) and its dual are the
analogue of the QYBE for models with open boundaries.
Much effort has been made on constructing (non-diagonal) solutions (K-matrices) of the
RE by brute force (i.e. solving the RE directly) [4]-[10], and more recently by the boundary
quantum group approach [11]-[13] and the affine Heck algebra approach [14]. In this paper,
we propose a different approach, which is referred to as the intertwiner-matrix approach, to
construct a class of non-diagonal solutions of the RE associated with the trigonometric A
(1)
n−1
vertex model. The idea is originated from the studies [9, 10] of the RE associated with the
Zn elliptic Belavin model [15]. It has been observed in [16] that the generic non-diagonal
solutions [4, 5] of the RE associated with the trigonometric A
(1)
1 vertex model (spin-
1
2
XXZ
model), as in the Zn Belavin model, can be expressed in terms of the intertwiner-matrices and
the diagonal face-type K-matrix. The advantage of this face-vertex correspondence method
is that in the “face” picture the corresponding K-matrices become diagonal. This enables one
to diagonalize the corresponding double-row transfer matrix with the special choice of the left
and right boundary parameters [17] by the generalized QISM developed in [18]. Despite the
success of this approach in the trigonometric A
(1)
1 and Zn elliptic vertex boundary models,
to our knowledge the face-vertex correspondence for boundary trigonometric A
(1)
n−1 model
with n > 2 has not been achieved so far. This is also in contrast to the boundary rational
A
(1)
n−1 model where the non-diagonal K-matrices are equivalent to the diagonal ones by simple
spectral-independent similarity transformations [19, 20].
We have organized the paper as follows. In section 2, we introduce our notation and
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some basic ingredients. In section 3, we construct the intertwiner-matrix which satisfies the
face-vertex correspondence relation between the two R-matrices R(u) and W (u). Through
the magic intertwiner-matrix, we obtain, in section 4, a set of non-diagonal solutions to the
RE and the dual RE. Section 5 is devoted to the conclusion. A sketch of the proof of the
face-vertex correspondence relation is provided in the Appendix.
2 A
(1)
n−1 reflection equation
Let us fix a positive integer n (n ≥ 2) and a generic complex number η, and R(u) ∈
End(Cn ⊗ Cn) be the trigonometric solution to the A
(1)
n−1 type QYBE given by [21, 22, 23]
R(u) =
n∑
α=1
Rαααα(u)Eαα ⊗ Eαα +
∑
α6=β
{
R
αβ
αβ(u)Eαα ⊗ Eββ +R
βα
αβ(u)Eβα ⊗ Eαβ
}
, (2.1)
where Eij is the matrix with elements (Eij)
l
k = δjkδil. The coefficient functions are
R
αβ
αβ(u) =


sin(u) e−iη
sin(u+η)
, α > β,
1, α = β,
sin(u) eiη
sin(u+η)
, α < β,
, (2.2)
R
βα
αβ(u) =


sin(η) eiu
sin(u+η)
, α > β,
1, α = β,
sin(η) e−iu
sin(u+η)
, α < β,
. (2.3)
One can check that the R-matrix satisfies the following unitarity, crossing-unitarity and
quasi-classical relations:
Unitarity : R12(u)R21(−u) = id, (2.4)
Crossing-unitarity : Rt212(u)M
−1
2 R
t2
21(−u− nη)M2 =
sin(u) sin(u+ nη)
sin(u+ η) sin(u+ nη − η)
id, (2.5)
Quasi-classical property : R12(u)|η→0 = id. (2.6)
Here R21(u) = P12R12(u)P12 with P12 being the usual permutation operator and ti denotes
the transposition in the i-th space, and η is the so-called crossing paramter. The crossing
matrix M is a diagonal n× n matrix with elements
Mαβ = Mαδαβ, Mα = e
−2iαη, α = 1, · · · , n. (2.7)
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Here and below we adopt the standard notation: for any matrix A ∈ End(Cn), Aj is an
embedding operator in the tensor space Cn⊗Cn⊗· · ·, which acts as A on the j-th space and
as an identity on the other factor spaces; Rij(u) is an embedding operator of R-matrix in
the tensor space, which acts as an identity on the factor spaces except for the i-th and j-th
ones.
One introduces the “row-to-row” monodromy matrix T (u), which is an n×n matrix with
elements being operators acting on (Cn)⊗N
T (u) = R01(u+ z1)R02(u+ z2) · · ·R0N(u+ zN ). (2.8)
Here {zi|i = 1, · · · , N} are arbitrary free complex parameters which are usually called inho-
mogeneous parameters. With the help of the QYBE (1.1), one can show that T (u) satisfies
the so-called “RLL” relation
R12(u− v)T1(u)T2(v) = T2(v)T1(u)R12(u− v). (2.9)
Integrable open chains can be constructed as follows [2]. Let us introduce the K-matrix
K−(u) which gives rise to an integrable boundary condition on the right boundary. K−(u)
satisfies the RE
R12(u1 − u2)K
−
1 (u1)R21(u1 + u2)K
−
2 (u2)
= K−2 (u2)R12(u1 + u2)K
−
1 (u1)R21(u1 − u2). (2.10)
For models with open boundaries, instead of the standard “row-to-row” monodromy matrix
T (u) (2.8), one needs the “double-row” monodromy matrix T (u)
T (u) = T (u)K−(u)T−1(−u). (2.11)
Using (2.9) and (2.10), one can prove that T (u) satisfies
R12(u1 − u2)T1(u1)R21(u1 + u2)T2(u2) = T2(u2)R12(u1 + u2)T1(u1)R21(u1 − u2). (2.12)
In order to construct the double-row transfer matrices, besides the RE, one needs another K-
matrix K+(u) which gives integrable boundary condition on the left boundary. The explicit
form of the dual RE is related with the crossing-unitarity relation of the R-matrix [2, 3]. For
a R-matrix whose partial transpositions have inverse, the corresponding dual RE reads
R12(u2 − u1)K
+
1 (u1)R
−1,t2,−1,t2
21 (−u1 − u2)K
+
2 (u2)
= K+2 (u2)R
−1,t1,−1,t1
12 (−u1 − u2)K
+
1 (u1)R21(u2 − u1). (2.13)
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The crossing-unitarity relation (2.5) of the R-matrix R(u) allows one to simplify the dual
RE into the form
R12(u2 − u1)K
+
1 (u1)M
−1
1 R21(−u1 − u2 − nη)M1K
+
2 (u2)
=M1K
+
2 (u2)R12(−u1 − u2 − nη)M
−1
1 K
+
1 (u1)R21(u2 − u1). (2.14)
Different integrable boundary conditions are described by different solutions K−(u) (K+(u))
to the (dual) RE [2, 4]. Then the double-row transfer matrix of the inhomogeneous model
associated with the R-matrix (2.1)-(2.3) with open boundary specified by the K-matrices
K±(u) is given by
τ(u) = tr(K+(u)T (u)). (2.15)
The commutativity of the transfer matrices
[τ(u), τ(v)] = 0, (2.16)
follows as a consequence of (1.1), (2.4)-(2.5) and (2.12)-(2.13). This ensures the integrability
of the inhomogeneous model with open boundary. In this paper, we search for non-diagonal
solutions to the RE (2.10) with multiple continuous parameters (c.f. [5]) by means of the
intertwiner-matrix approach.
3 Intertwining vectors and the associated face-vertex
correspondence relations
Let {ǫi | i = 1, 2, · · · , n} be the orthonormal basis of the vector space C
n such that 〈ǫi, ǫj〉 =
δij . For a vector m ∈ C
n, define
mi = 〈m, ǫi〉, |m| =
n∑
l=1
ml, i = 1, · · · , n. (3.1)
Let us introduce n intertwiners {φm,m−ǫj(u)| j = 1, · · · , n}. Each φm,m−ǫj (u) is an n-
component column vector whose α-th elements are {φ
(α)
m,m−ǫj(u)}. The n intertwiners form
an n × n matrix (in which j and α stand for the column and the row indices respectively),
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called the intertwiner-matrix, with the non-vanishing matrix elements being

eiηf1(m) eiηFn(m)+ρne2iu
eiηF1(m)+ρ1 eiηf2(m)
eiηF2(m)+ρ2
. . .
. . . eiηfj(m)
eiηFj(m)+ρj
. . .
. . . eiηfn−1(m)
eiηFn−1(m)+ρn−1 eiηfn(m)


. (3.2)
Here {ρi|i = 1, · · · , n} are complex constants with regard to u and m, and {fi(m)|i =
1, · · · , n} and {Fi(m)|i = 1, · · · , n} are linear functions of m:
fi(m) =
i−1∑
l=1
ml −mi −
1
2
|m|, i = 1, · · · , n, (3.3)
Fi(m) =
i∑
l=1
ml −
1
2
|m|, i = 1, · · · , n− 1, (3.4)
Fn(m) = −
3
2
|m|. (3.5)
By the definitions of fj(m) and Fj(m), after a straightforward calculation, we find
fj(ǫk) =


1
2
, j > k,
−3
2
, j = k,
−1
2
, j < k,
(3.6)
Fj(ǫk) =
{ 1
2
, j ≥ k,
−1
2
, j < k,
for j 6= n, (3.7)
Fn(ǫk) = −
3
2
. (3.8)
The above equations allow us to derive the following face-vertex correspondence relation:
R12(u1 − u2)φm,m−ǫi(u1)⊗ φm−ǫi,m−ǫi−ǫj (u2)
=
∑
kl
W klij (u1 − u2)φm−ǫl,m−ǫl−ǫk(u1)⊗ φm,m−ǫl(u2). (3.9)
Here the non-vanishing elements of {W (u)klij} are
W
jj
jj (u) = 1, W
jk
jk (u) =
sin(u)
sin(u+ η)
, for j 6= k, (3.10)
W
kj
jk (u) =


sin(η) eiu
sin(u+η)
, j > k,
sin(η) e−iu
sin(u+η)
, j < k,
for j 6= k. (3.11)
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A sketch of proof of the above face-vertex correspondence relation is relegated to the Ap-
pendix. Then associated with {W (u)klij}, one can introduce “face type” R-matrix W (u)
W (u) =
∑
i,j,k,l
W klij (u)Eki ⊗Elj . (3.12)
Some remarks are in order. The face type R-matrix W (u) does not depend on the face type
parameter m, in contrast to the Zn elliptic case [15, 24]. It follows that W (u) and R(u)
satisfy the same QYBE, i.e. W (u) obeys the usual (vertex type) QYBE rather than the
dynamical one [25, 18].
The forms of the R-matrices R(u) (2.1)-(2.3) and W (u) (3.10)-(3.12) ensure that the set
of intertwiner matrices satisfying the face-vertex correspondence relation (3.9) is invariant
under the similarity transformation given by an arbitrary diagonal constant matrix. This
allows one to turn the intertwiner-matrix (3.2) into the following standard form:

eiηf1(m) eiηFn(m)+ρe2iu
eiηF1(m) eiηf2(m)
eiηF2(m)
. . .
. . . eiηfj(m)
eiηFj(m)
. . .
. . . eiηfn−1(m)
eiηFn−1(m) eiηfn(m)


, (3.13)
where ρ is related to the original parameters {ρi} in (3.2) by ρ =
∑n
l=1 ρl, and the linear
functions {fj(m)} and {Fj(m)} are the same as those given by (3.3)-(3.5). Noting that
n∑
i=1
fi(m) =
n∑
i=1
Fi(m) =
n∑
l=1
n− 2(l + 1)
2
ml, (3.14)
one can show that the determinant of the intertwiner matrix (3.13) is
Det
(
φ
(α)
m,m−ǫj(u)
)
= eiη
∑n
l=1
n−2(l+1)
2
ml (1− (−1)ne2iu+ρ). (3.15)
For a generic ρ ∈ C this determinant is not vanishing and thus the inverse of (3.13) exists.
This fact allows us to introduce other types of intertwiners φ¯ and φ˜ satisfying the following
orthogonality conditions:
∑
α
φ¯
(α)
m,m−ǫi(u) φ
(α)
m,m−ǫj(u) = δij , (3.16)
∑
α
φ˜
(α)
m+ǫi,m(u) φ
(α)
m+ǫj ,m(u) = δij . (3.17)
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From these conditions we derive the “completeness” relations:
∑
k
φ¯
(α)
m,m−ǫk
(u) φ
(β)
m,m−ǫk
(u) = δαβ, (3.18)
∑
k
φ˜
(α)
m+ǫk,m(u) φ
(β)
m+ǫk,m(u) = δαβ. (3.19)
With the help of (3.16)-(3.19), we obtain, from the face-vertex correspondence relation
(3.9),
(
φ˜m+ǫk,m(u1)⊗ id
)
R12(u1 − u2)
(
id⊗ φm+ǫj ,m(u2)
)
=
∑
i,l
W klij (u1 − u2) φ˜m+ǫi+ǫj ,m+ǫj(u1)⊗ φm+ǫk+ǫl,m+ǫk(u2), (3.20)
(
φ˜m+ǫk,m(u1)⊗ φ˜m+ǫk+ǫl,m+ǫk(u2)
)
R12(u1 − u2)
=
∑
i,j
W klij (u1 − u2) φ˜m+ǫi+ǫj ,m+ǫj(u1)⊗ φ˜m+ǫj ,m(u2), (3.21)
(
id⊗ φ¯m,m−ǫl(u2)
)
R12(u1 − u2) (φm,m−ǫi(u1)⊗ id)
=
∑
k,j
W klij (u1 − u2)φm−ǫl,m−ǫk−ǫl(u1)⊗ φ¯m−ǫi,m−ǫi−ǫj(u2), (3.22)
(
φ¯m−ǫl,m−ǫk−ǫl(u1)⊗ φ¯m,m−ǫl(u2)
)
R12(u1 − u2)
=
∑
i,j
W klij (u1 − u2) φ¯m,m−ǫi(u1)⊗ φ¯m−ǫi,m−ǫi−ǫj(u2). (3.23)
4 Non-diagonal solutions to the reflection equation
We first present the main new result of this paper. It can be shown (see subsection 4.1) that
K−(u)st =
n∑
i=1
ki(u)φ
(s)
λ,λ−ǫi
(u)φ¯
(t)
λ,λ−ǫi
(−u), (4.1)
gives a class of non-diagonal solutions of the RE associated with the trigonometric R-matrix
(2.1)-(2.3). Here {ki(u)|i = 1, · · · , n} are the matrix elements of the λ-independent face-type
diagonal matrix K(λ|u),
K(λ|u) = Diag (k1(u), · · · , kn(u)) , (4.2)
where
kj(u) =


1, 1 ≤ j ≤ l,
sin(ξ−u)
sin(ξ+u)
e−2iu, l + 1 ≤ j ≤ n.
(4.3)
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φλ,λ−ǫi(u) and φ¯λ,λ−ǫi(u) are respectively given by the i-th column of (3.13) and (3.16) spe-
cializing to m = λ =
∑n
i=1 λiǫi, and l is an positive integer, 1 ≤ l ≤ n. In addition to the
discrete boundary parameter l (c.f. [5]), the solution contains n + 2 continuous boundary
parameters ξ, ρ and {λi|i = 1, · · · , n}. Besides the RE (2.10) (which will be proved later),
the K-matrix K−(u) (4.1) also satisfies the regular condition (c.f. [7, 12]):
K−(0) = id, (4.4)
and boundary unitarity relation:
K−(u)K−(−u) = id. (4.5)
(4.4) and (4.5) follow from the orthogonality condition (3.16) and the “completeness” relation
(3.18) specializing to m = λ. In the following, we shall show that the non-diagonal K-matrix
K−(u) (4.1) satisfies the RE (2.10) with the R-matrix given by (2.1)-(2.3).
4.1 Proof of the RE
Let K−(u) be a solution to the RE (2.10). As in [10], we introduce the corresponding
face-type K-matrix K(m|u) via
K(m|u)ji =
∑
s,t
φ˜
(s)
m−ǫi+ǫj , λ−ǫi
(u)K−(u)stφ
(t)
m, m−ǫi(−u). (4.6)
Multiplying both sides of the RE (2.10) from the right by φm+ǫi3 ,m(−u1)⊗φm+ǫi3+ǫj3 ,m+ǫi3 (−u2),
and using the face-vertex correspondence relation (3.9) and the “completeness” relation
(3.19), we have, for the L.H.S. of the resulting relation,
L.H.S. = R12(u1 − u2)K
−
1 (u1)R21(u1 + u2)
×(φm+ǫi3 ,m(−u1)⊗K
−(u2)φm+ǫi3+ǫj3 ,m+ǫi3 (−u2))
= R12(u1 − u2)K
−
1 (u1)R21(u1 + u2)(φm+ǫi3 , m(−u1)⊗ 1)
×(1⊗ {
∑
j2
φm+ǫi3+ǫj2 ,m+ǫi3 (u2)φ˜m+ǫi3+ǫj2 ,m+ǫi3 (u2)
× K−(u2)φm+ǫi3+ǫj3 , m+ǫi3 (−u2)
}
)
=
∑
j2
R12(u1 − u2)K
−
1 (u1)R21(u1 + u2)
×
(
φm+ǫi3 , m(−u1)⊗ φm+ǫi3+ǫj2 ,m+ǫi3 (u2)
)
K(m+ ǫi3 + ǫj3 |u2)
j2
j3
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=
∑
i2
∑
j1,j2
R12(u1 − u2)K
−
1 (u1)W
j1 i2
j2 i3
(u1 + u2)
×
(
φm+ǫi3+ǫj2 ,m+ǫj1 (−u1)⊗ φm+ǫj1 , m(u2)
)
K(m+ ǫi3 + ǫj3 |u2)
j2
j3
...
=
∑
i0,j0
(φm+ǫi0 , m(u1)⊗ φm+ǫi0+ǫj0 ,m+ǫi0 (u2))
×


∑
i1,i2
∑
j1,j2
W
i0 j0
i1 j1
(u1 − u2)K(m+ ǫi2 + ǫj1 |u1)
i1
i2
×W j1 i2j2 i3 (u1 + u2)K(m+ ǫi3 + ǫj3 |u2)
j2
j3
}
. (4.7)
Similarly for the R.H.S. of the resulting relation, we obtain
R.H.S. =
∑
i0,j0
(
φm+ǫi0 ,m(u1)⊗ φm+ǫi0+ǫj0 ,m+ǫi0 (u2)
)
×


∑
i1,i2
∑
j1,j2
K(λ + ǫi0 + ǫj1 |u2)
j0
j1
W
i0 j1
i1 j2
(u1 + u2)
× K(m+ ǫi2 + ǫj2 |u1)
i1
i2
W
j2 i2
j3 i3
(u1 − u2)
}
. (4.8)
Note that intertwiners are linearly independent, which follows from (3.15). Therefore the
K-matrix K−(u) would satisfy the RE (2.10) provided that the corresponding face-type
K-matrix K(m|u) defined by (4.6) obeys the relation
∑
i1,i2
∑
j1,j2
W
i0 j0
i1 j1
(u1 − u2)K(m+ ǫj1 + ǫi2 |u1)
i1
i2
×W j1 i2j2 i3 (u1 + u2)K(m+ ǫj3 + ǫi3 |u2)
j2
j3
=
∑
i1,i2
∑
j1,j2
K(m+ ǫj1 + ǫi0 |u2)
j0
j1
W
i0 j1
i1 j2
(u1 + u2)
×K(m + ǫj2 + ǫi2 |u1)
i1
i2
W
j2 i2
j3 i3
(u1 − u2). (4.9)
Specializingm to the boundary parameter λ, i.e. m = λ, then one can easily check that the λ-
independent face-type diagonal K-matrix K(λ|u) given by (4.2)-(4.3) solves (4.9). Therefore,
the non-diagonal K-matrix K−(u) given by (4.1)-(4.3) satisfies the RE (2.10) associated with
the R-matrix R(u) given by (2.1)-(2.3).
4.2 Solution of the dual RE
Similarly, one can show that the non-diagonal K-matrix K+(u) given by
K+(u)st =
n∑
i=1
k+i (u)φ
(s)
λ′,λ′−ǫi
(−u)φ˜
(t)
λ′,λ′−ǫi
(u), (4.10)
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where
k+j (u) =


e−2i(jη), 1 ≤ j ≤ l′,
sin(ξ¯+u+n
2
η)
sin(ξ¯−u−n
2
η)
e2i(u+
n−2j
2
η), l′ + 1 ≤ j ≤ n,
(4.11)
satisfies the dual RE (2.14). Here φλ′,λ′−ǫi(u) and φ˜λ′,λ′−ǫi(u) are respectively given by the
i-th column of (3.13) (with ρ replaced by ρ′) and (3.17) specializing to m = λ′, and l′ is an
positive integer, 1 ≤ l′ ≤ n, (which may be different from l). In addition to the discrete
boundary parameter l′, the solution contains n + 2 continuous boundary parameters ξ¯, ρ′
and {λ′i|i = 1, · · · , n} (which may be different from ξ, ρ and {λi|i = 1, · · · , n}, respectively).
5 Discussions
We have constructed the intertwiner-matrix φ (3.13) between the two trigonometric A
(1)
n−1
R-matrices R(u), (2.1)-(2.3), and W (u), (3.10)-(3.12). From the intertwiner-matrix and its
associated matrices φ¯ (3.16) and φ˜ (3.17), we obtain a class of nondiagonal solutions K−(u),
given by (4.1)-(4.3), of the RE (resp. a class of nondiagonal solutions K+(u), given by
(4.10)-(4.11), of the dual RE) associated with the R-matrix R(u). In addition to the discrete
parameter l (resp. l′), the solution contains n+ 2 continuous boundary parameters ξ, ρ and
{λi|i = 1, · · · , n} (resp. ξ¯, ρ
′ and {λ′i|i = 1, · · · , n}).
Consider the special cases where some of the two sets of boundary parameters associated
with the left and right boundaries are frozen by the restrictions,
ρ′ = ρ, λ′ +
N∑
l=1
ǫil = λ, (5.1)
where N is a positive integer, {il|l = 1, · · · , N} are positive integers such that 2 ≤ il ≤
n. Then the decompositions of the K-matrices K±(u) (4.1) and (4.10) in terms of the
intertwiner-matrices and diagonal face-type K-matrices should enable us to diagonalize the
double-row transfer matrix of the trigonometric A
(1)
n−1 vertex model with non-diagonal open
boundaries by means of the generalized algebraic Bethe ansatz method developed in [18].
The results will be presented elsewhere [17].
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Appendix: The face-vertex correspondence relation
Thanks to the non-vanishing matrix elements of the R-matrices R(u) (2.1)-(2.3) and W (u)
(3.10)-(3.12), the proof of the face-vertex correspondence relation is reduced to the proof of
the relations:
R12(u1 − u2)φm,m−ǫi(u1)⊗ φm−ǫi,m−2ǫi(u2)
= W iiii (u1 − u2)φm−ǫi,m−2ǫi(u1)⊗ φm,m−ǫi(u2), (A.1)
φ
(α)
m,m−ǫi(u1)φ
(α)
m−ǫi,m−ǫi−ǫj(u2) =W
ij
ij (u1 − u2)φ
(α)
m−ǫj ,m−ǫj−ǫi(u1)φ
(α)
m,m−ǫj(u2)
+W jiij (u1 − u2)φ
(α)
m−ǫi,m−ǫi−ǫj(u1)φ
(α)
m,m−ǫi(u2), i 6= j, (A.2)
R
αβ
αβ(u1 − u2)φ
(α)
m,m−ǫi(u1)φ
(β)
m−ǫi,m−ǫi−ǫj(u2) +R
αβ
βα(u1 − u2)φ
(β)
m,m−ǫi(u1)φ
(α)
m−ǫi,m−ǫi−ǫj (u2)
= W ijij (u1 − u2)φ
(α)
m−ǫj ,m−ǫj−ǫi(u1)φ
(β)
m,m−ǫj(u2)
+W jiij (u1 − u2)φ
(α)
m−ǫi,m−ǫi−ǫj(u1)φ
(β)
m,m−ǫi(u2), i 6= j, α 6= β. (A.3)
With the help of (3.6)-(3.8) and the identity,
sin(u) e±iη + sin(η) e∓iu = sin(u+ η), (A.4)
(A.1) and (A.2) can be proved case by case through tedious calculations.
(A.3) is further divided into three cases for n ≥ 3:
|i− j| ≥ 2, and (i, j) 6= (1, n) or (n, 1),
|i− j| = 1, and (i, j) 6= (1, n) or (n, 1),
(i, j) = (1, n) or (n, 1),
and one case for n = 2:
(i, j) = (1, n) or (n, 1).
Using (3.6)-(3.8) and after a straightforward calculation, one can check (A.3) for all of the
above cases. Therefore, we complete the proof of the face-vertex correspondence relation
(3.9) which plays a key role to construct the K-matrices K−(u) (4.1) and K+(u) (4.10).
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