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ABSTRACT 
 
 
Following up on Murphy, Cronin, & Tam’s (2002) study, the dimensionality of the debate on 
general cognitive ability (GCA) and GCA testing was reexamined.  First, a review of a recent 
literary debate on topics related to GCA was conducted.  Then, a six-factor model of beliefs was 
hypothesized.  One factor represented the belief in the primary importance of GCA among trait 
predictors of performance.  Another reflected the view that the predictive validity of GCA is 
criterion-dependent.  The third factor stood for the belief that there are significant cognitive 
alternatives to GCA.  The fourth factor characterized the opinion that GCA tests are racially biased.  
The belief that GCA tests are socially fair was the fifth factor.  The final factor represented the 
position that there are tradeoffs between fairness and predictive validity in the choice to use GCA 
tests.  This model was tested empirically.  It showed reasonable fit to appropriate survey data, 
though the independence of some of the factors may be questioned.  While a broader “debate” over 
intelligence is seen as a competition between paradigms, a framework for the debate over GCA 
and GCA testing based on the six-factor model is recommended.  To illustrate the utility of this 
framework in clarifying positions, it is applied to the scholarly debate on GCA which served as 
the initial literary review for this study.  Argumentation methods which may sharpen future debate 
are also recommended. 
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CHAPTER 1 
INTRODUCTION 
 
1.1 Background 
 
Since the birth of differential psychology, perhaps no individual trait difference has 
inspired as much research as intelligence.  However, a formal debate about the nature of 
intelligence may not be possible, as debate fundamentally is pointless without clear, recognized 
definitions (Branham, 1991, p. 38).  Definitions of intelligence seem to be contingent not only on 
schools of thought (Guion, 1997) but also on the specific researcher (Goldstein, Zedeck, & 
Goldstein, 2002).  These definitions may be quite different.  Some scholars emphasize the 
cognitive processes that underlie intelligence (Humphreys, 1979; Das, 1986; Haggerty, 1921; 
Thurstone, 1921, 1924; Berry, 1986).  For example, Humphreys (1979) defines intelligence as 
"...the resultant of the process of acquiring, storing in memory, retrieving, combining, comparing, 
and using in new contexts information and conceptual skills” (p. 115).  Similarly, Das (1986) states, 
“Intelligence, as the sum total of all cognitive processes, entails planning, coding of information 
and attention arousal” (p. 55).  Other scholars largely characterize intelligence as learning and 
problem solving (e.g., Bingham, 1937; Minsky, 1985; Gardner, 1983/2000).  Gottfredson (1997a) 
provides an elaborate definition of this type: “Intelligence is a very general mental capability that, 
among other things, involves the ability to reason, plan, solve problems, think abstractly, 
comprehend complex ideas, learn quickly and learn from experience” (p. 13).  Still others define 
intelligence in practical terms, as an ability to adapt to situations and environments (e.g., Baron, 
1986; Simonton, 2003; Sternberg, 2003; Wechsler, 1944).  Looking back on two major 20th century 
symposia on the topic of intelligence, Sternberg observes that there were as many definitions as 
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experts (Sternberg, 1987, p. 376).  Prominent psychologists even have suggested that the many 
definitions of the term “intelligence” have rendered it essentially meaningless (e.g., Spearman, 
1927).  Indeed, Boring’s (1923) “narrow definition” of intelligence (i.e., “Intelligence is what the 
tests test”) (p. 35) illustrates the depth of this semantic evisceration. 
Aside from myriad working definitions, many theories have been applied to intelligence.  
Although these definitions vary greatly, they could be assigned to two broad groups.  The first 
includes theories which lack a single unifying general factor, instead proposing separate primary 
abilities (e.g., Kelley, 1928; Thurstone, 1938) or “multiple intelligences” (e.g., Gardner, 
1983/2003).  In the second group are theories that include a general factor, such as Spearman and 
Holzinger’s models (Spearman, 1904, 1923, 1927; Holzinger, 1934, 1935), the mature form of 
Vernon’s ABC theory, (1950/1961), and Horn and Cattell’s Gf-Gc models (Horn, 1965, 1976, 
1994), which culminate in Carroll’s (1993) three-stratum model.  In the top stratum of Carroll’s 
model is the general intelligence factor (“g”, also known as “general cognitive ability”). General 
cognitive ability was first described by Spearman (1904) to account for a large amount of variance 
in mental test scores (Kamphaus, Winsor, Rowe, & Kim, 2005), as evidenced by what industrial-
organizational psychologists call “positive manifold” [by which they mean the consistently 
positive correlations among all mental tests (e.g., Goldstein, Scherbaum, & Yusko, 2010)].1 
However, even among those who advocate for models with a general factor, this factor’s 
relationship with “intelligence” remains unclear, further complicating a broad debate.  Some have 
tried to draw a distinction between general cognitive ability (GCA) and intelligence.  Schmidt 
(2002) laments industrial-organizational psychologists’ equivalent uses of the terms “intelligence” 
and “GCA”, which he considers bad public relations, due to a common lay belief that intelligence 
                                                          
1 Spearman (1904) used “positive manifold” to refer to vanishing tetrad differences, which cognitive tests approximate but do not fully achieve. 
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is genetic potential.  Eysenck (1990/1997) argues that psychologists mean three different yet 
related things when they use the term “intelligence”: psychometric intelligence (GCA), biological 
intelligence and social intelligence (or “practical intelligence”).  Other proponents of g theories 
have disregarded a priori ideas of intelligence, instead describing intellect in terms of cognitive 
abilities (e.g., Spearman, 1904, pp. 249-250) and their overall factor structure (e.g., Carroll, 1993; 
Horn & Cattell, 1967; D. Lubinski, personal communication, July 23, 2003).  Some scholars avoid 
using “intelligence” in scientific contexts, instead referring only to GCA, which can be expressed 
mathematically (e.g., D. Detterman, personal communication, August 23, 2002).   
Regardless of their beliefs about the relationship between GCA and intelligence, scholars 
frequently use the terms interchangeably (Deary, Penke, & Johnson, 2010), including even those 
who draw a distinction between them.  For instance, in Schmidt and Hunter (1998), the phrase 
“[GMA] (i.e., intelligence or general cognitive ability” (p. 262). appears.  Some view the 
distinction as trivial, favoring GCA as a working definition of intelligence (Gottfredson, 2002; 
Jensen, 1980, p. 249).   
Whatever the relationship between GCA and intelligence may be, it is fair to state that: 
1. Many definitions of “intelligence” have been proposed; 
2. Various competing theories of intelligence have also been put forward;  
3. General cognitive ability has been implicated in this competition; and, 
4. While the factor structure of cognitive ability may be debated, there is a common 
understanding among scholars that GCA refers to the general factor, for which “positive 
manifold” 2 serves as evidence. 
                                                          
2 See footnote 1, page 4 
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While Sternberg and Berg (1986) compare historical and modern definitions of intelligence, it 
appears that no one has advanced a framework for debate.   As previously noted, debate requires 
clear definitions of terminology, of topics of discussion, and of positions on those topics.  Thus, 
the competition between theories of intelligence cannot be a “debate,” qua definitione.  In fitting 
with Kuhn (1962/1970), this competition might better be regarded as paradigmatic in nature.  
Assuming that the present era is one of normal science—a bold assumption, perhaps, given the 
potential for disconfirmatory evidence from other fields [e.g., neuropsychology (e.g., Hampshire, 
Highfield, Parkin, & Owen, 2012)]—the application of Kuhn’s desiderata as a framework for 
research may guide the field of industrial-organizational psychology (and perhaps the broader field 
of psychology) toward theory choice, even in the absence of formal debate.  While paradigmatic 
analysis is beyond the bounds of this study, it would seem to be worthy of an undertaking. 
 
1.2  The General Cognitive Ability (GCA) and GCA Testing Debate 
 
From their origins to the present, general cognitive ability (GCA) and GCA testing have 
aroused controversy. Outside of the field of psychology, many point to a “dark past” (Horn, 1993,    
p. 167) in which GCA testing was advanced as part of the Nazi eugenic agenda (Mehler, 1997).  
Some industrial-organizational psychologists, too, believe that the past continues to haunt GCA 
testing.  Viswesvaran and Ones (2002) believe that the association between GCA tests and 
notorious social movements has “stigmatized the societal view of [GCA]” (p. 221), undermining 
GCA as a source of equal opportunity.  Others (e.g., Outtz, 2002) assert that the huge race 
differences produced by GCA tests relative to other selection tools have made them controversial.  
In contrast, Schmidt (2002) suggests that, even in the absence of adverse impact, those who believe 
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that a variety of traits all make major contributions to success would continue to reject research 
findings on GCA.  Salgado and Anderson’s (2002) observation that negative reactions to GCA 
occur even in countries where adverse impact is not an issue may support Schmidt’s claim.  
Tenopyr (2002) raises another possible reason for skepticism: To laypeople, GCA does not appear 
to account fully for intelligence.  
Controversy makes for contention. Taylor (1991) states, "There is perhaps no other 
assessment issue as heated, controversial, and frequently debated as that of bias in cognitive 
assessment” (p. 3).  While a consensus theoretical definition of general cognitive ability has not 
been reached, a term may be considered “adequately defined” when those who use it know and 
agree upon the referent (Pedhazur & Schmelkin, 1993, p. 167).  Such is the case for GCA.  Further, 
formal debate on GCA and GCA testing should be possible by virtue of the common understanding 
of the evidence for its existence and of typical empirical definitions.   
A primary goal of this study is to examine the dimensionality of prior informal debate and 
to provide an empirically-tested model to serve as a framework for both formal and informal future 
debate wherein the factors represent beliefs.  A search has identified only one study that advanced 
such a model (i.e., Murphy, Cronin, & Tam, 2003).  In this study, Murphy et al. (2003) propose 
two general themes of the ongoing debate on cognitive ability testing.  These themes are called 
“Societal Concerns” (p. 660) and the “Primacy or Uniqueness of General Cognitive Ability” (p. 
661).  Among societal concerns, the authors mention the unfair “substantial adverse impact” (p. 
660) on minority subgroups that may result from the use of GCA tests.  The issue of a tradeoff 
between fairness to groups and efficiency, too, is characterized as a societal concern.  The authors 
touch on test bias, which may occur when, as Murphy et al. (2003) put it, tests “overestimate 
performance differences between groups (i.e., because groups differ on the test more than they do 
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on performance)” (p. 661).  They also note the potential for test bias to create the racial 
stratification of society.  Among concerns of primacy or uniqueness, the authors mention the “the 
validity and utility of cognitive ability tests” (p. 661) and the importance of other cognitive abilities. 
Review of the methods and results of the Murphy, Cronin, & Tam (2002) study has inspired 
a different direction for research in the present study.  In recapitulation, the researchers conducted 
a survey on beliefs about the role of cognitive ability and cognitive ability testing in organizations.  
Two sources of items were used: “The Millennial Debate on ‘g’ in I-O Psychology” (Ones & 
Viswesvaran, 2000), and “The Role of General Mental Ability in Industrial, Work, and 
Organizational Psychology” (which appeared in a special double issue of Human Performance, 
2002), the latter of which was composed of articles by Millennial Debate participants (as well as 
by several other scholars) that delineated their positions on general cognitive ability and GCA tests.  
The researchers identified a total of 275 assertions, which were narrowed to 49 categorical 
exemplars.  These exemplars were then stated as survey items.  Murphy et al. (2003) note that 
these items were sorted into five general topics: “(1) the importance or uniqueness of cognitive 
ability tests, (2) how well these tests measure cognitive ability, (3) links between ability tests and 
job requirements, (4) alternatives or additions to ability testing, and (5) the societal impact of 
cognitive ability testing” (p. 662).  An online survey tool was constructed that asked respondents 
to express levels of agreement or disagreement with these 49 item statements on a five-point Likert 
scale.  Respondents were asked also to indicate their age, gender, race, and primary employment, 
as well as the racial makeup of their workplaces.  Members and fellows of the Society for Industrial 
and Organizational Psychology (SIOP) were invited (by email) to participate.  703 completed 
surveys were submitted.  Murphy et al. (2003) used the data from these responses to determine the 
sample’s degree of consensus or controversy on the 49 belief items, as well as to test a hypothetical 
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two-factor model of beliefs based on the two sets of issues outlined above (i.e., “Societal Concerns” 
and “Primacy or Uniqueness of General Cognitive Ability”).  The results from testing the model—
results that were the impetus for the present investigation—showed good fit (i.e., “goodness-of-fit 
index [GFI] = .920, root-mean-square error analysis [sic] [RMSEA] = .034”), in accordance with 
authoritative sources on “fit” (e.g., Hu & Bentler, 1999).  Further, this two-factor model appeared 
to be parsimonious, with the Parsimony Goodness-of-Fit Index [PGFI] = .85.  46 of 49 
hypothesized loadings were statistically non-zero (at p < .05).  The factor pattern held for males 
and females, as well as for academics and nonacademics.  Item factor loadings and 𝑹𝒇𝒂𝒄𝒕𝒐𝒓𝒔
𝟐  were 
reported.  Eighteen of the R² values were .25 or larger, which the researchers claimed typically are 
considered large. However, the factors accounted for a small to moderate amount of the variance 
in responses to 31 items (where 0.10 ≤  𝑹𝟐 < 0.25 was considered a conventional indication of a 
moderate relationship.)  To the researchers, this suggested that the model was insufficient for 
accounting for all of the variance in the data.  Still, they state that the model “provide[s] a simple 
and straightforward way of conceptualizing responses to this survey that is highly consistent with 
existing literature over the role of cognitive ability testing” (Murphy et al., 2003, p. 667). 
After examining the methods and the factor loadings derived from confirmatory factor 
analysis, it was concluded that present study should be undertaken, for several reasons.  First, 
although model fit and parsimony were reasonably good, the reported factor loadings were quite 
low.  Given the large size of the sample and the relatively relaxed requirements of the field of 
industrial-organizational psychology, I compared Murphy et al.’s factor loadings against a liberal 
heuristic (i.e., retain only loadings ≥ 0.3 or ≤ –0.3) relative to the requirements of other sciences 
(typically, retain only loadings ≥ 0.7 or ≤ –0.7).  Only ten out of 49 Murphy et al.’s (2003) items 
achieved loadings sufficient to retain, only two of which are ≥ 0.4 .or ≤ –0.40.  Also, under general 
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circumstances, the factor loadings and 𝑹𝟐 values should be functions of each other.  In Murphy et 
al. (2003), they are tremendously discrepant.  The moderate to high 𝑹𝟐 and correspondingly low 
loadings indicate that the variance of the factors was enormous relative to the variance of the items 
and error, which is unusual.  Taken in sum, the results (i.e., model fit and many loadings) indicate 
that the model is measuring two factors, but the individual items are not informative as to the 
underlying nature of the constructs. 
Second, Murphy et al.’s (2003) approach may not have been ideal for deriving a model for 
debate.  The scholars based their hypothetical model on their a priori knowledge of historical 
positions on GCA and GCA testing, rather using a deductive approach to generate this model (e.g., 
examining an actual debate).  This seems odd, given that they had sorted the questionnaire’s 49 
items—items that were based on opinions from two informal debates—into “five broad groups”, 
which might have served as factors for the model.  A potential five-factor solution was not 
mentioned in the article.  Moreover, per se, historical beliefs cannot be construed properly as 
debate, since debates take place within a specific context with a specific audience (Ehninger & 
Brockriede, 2008). What Murphy et al. (2003) considered debate was, in truth, their own 
representation of historical beliefs that were neither necessarily offered in opposition to, nor in 
response to, others’ beliefs, and without a specific context and audience.  For the purposes of this 
study, an effort was made to arrive deductively at a model.  The data from the Murphy et al. (2003) 
survey was deemed appropriate for examining a model, as it reflects respondents’ agreement or 
disagreement with specific assertions in a specific context and for a specific audience, capturing 
the essence of debate (if not meeting the definitive requirements of formal debate.) 
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CHAPTER 2 
THE PRESENT STUDY 
 
2.1 Introduction to the Six-Factor Model 
 
This study builds upon Murphy et al.’s (2003) groundbreaking research by exploring a 
more nuanced model that could be more useful for debate. 
Through reviewing the aforementioned assertions from the special issue of Human 
Performance (2002), ultimately, a six-factor model was deduced.  The articles in the “special issue” 
were considered to represent informal debate satisfactorily, as they summarize previous debate 
positions and address opposing arguments in a single forum.  [Note: The deductive process 
employed in this study is elaborated later, in the Methods section.]  The six factors were conceived 
of as “Primacy,” “Criterion Dependence,” “Alternatives,” “Test Bias,” “Social Fairness” and 
“Tradeoffs”.  In following subsections, each belief factor is defined.  Opposing positions are 
presented, as well as evidence for these beliefs.  While historical beliefs were not considered during 
the deductive process for identifying the model, some of these beliefs are now placed post hoc on 
the respective factors.  The beliefs held by the special issue scholars are also included.  At the end 
of the “The Present Study” section, a table is provided that shows areas in which these scholars 
agree and disagree, to suggest one practical use of the model. 
 
2.1.1 Primacy  
Primacy: General cognitive ability is the most important trait predictor of performance.  
Some studies have argued that general cognitive ability (GCA) should hold primary position 
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among trait predictors of performance (e.g., Schmidt & Hunter, 1998).  In the special issue of 
Human Performance (2002), seven out of twelve articles—those written by Gottfredson (2002), 
Murphy (2002), Ree and Carretta (2002), Salgado and Anderson (2002), Schmidt (2002), 
Viswesvaran and Ones (2002), and Reeve and Hakel (2002)—tend to support this argument.  As 
evidence, all seven claim that no other predictor matches its efficiency.  Indeed, many studies have 
advocated for the high predictive validity of GCA in predicting training outcomes (e.g., Hunter, 
1980c; Jensen, 1996; Levine, Spector, Menon, Narayanan, & Cannon-Bowers, 1996; Ree & Earles, 
1991b; Thorndike, 1986) and job performance (Hunter & Hunter, 1984; Pearlman, Schmidt, & 
Hunter, 1980; Schmitt, Gooding, Noe, & Kirsch, 1984; Schmidt & Hunter, 1998).  Also, support 
is offered for the belief that the predictive validity of GCA generalizes across job families, with 
variance largely explained by artifactual errors, such as sampling error (Hartigan & Wigdor, 1989; 
Hunter & Hunter, 1984; Levine et al., 1996; McDaniel, Schmidt, & Hunter, 1988b; Pearlman et 
al., 1980; Schmitt et al., 1984; Schmidt & Hunter, 1977; Schmidt, Hunter, Pearlman, & Shane, 
1979).  Schmidt (2002), Murphy (2002), and Gottfredson (2002) also point out that, where 
differences in coefficients are observed, they are lawfully moderated by job complexity, an 
assertion put forth by various researchers (e.g., Hartigan & Wigdor, 1989; Hunter, 1983a; Hunter 
& Hunter, 1984; Hunter, Schmidt, & Le, 2006).  Further, Salgado and Anderson (2002) present 
evidence of generalization not only across job families but also across geographic and cultural 
boundaries.   
Given their beliefs in the predictive validity and generalizability of GCA, several scholars 
indicate that it is the best predictor of performance (e.g., Gottfredson, 2002; Murphy, 2002).  
Gottfredson (2002) declares that only the factor that represents conscientiousness and integrity is 
as generalizable, but that it tends not to influence performance as much as GCA.  Schmidt and 
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Hunter’s (1998) oft-cited summary of research has been held up as support for this belief.  While 
Hunter and Schmidt’s (1998) summary suggests that tests of job knowledge may be nearly as valid 
as general cognitive ability, the authors remark that these tests may simply serve as proxy measures 
for GCA, given that cognitive ability is instrumental in acquiring knowledge.  Schmidt (2002) also 
claims that GCA has a direct effect on performance, and is not merely mediated by job knowledge, 
citing the results of Hunter and Schmidt (1996) and Schmidt and Hunter (1992) for support.  Indeed, 
several articles in the special issue suggest that the value of other predictors may gauged by their 
incremental predictive validity over GCA (e.g., Gottfredson, 2002; Schmidt, 2002).  Implicitly, 
they accord to GCA the primary position among predictors.  Further demonstrating its importance, 
Le, Oh, Shaffer and Schmidt (2007) say that GCA is three times more effective in predicting 
performance than conscientiousness.  Murphy (2002) sums up the efficiency argument well:  
“[T]here is a large body of research showing that cognitive ability is unique in terms of its 
relevance for predicting performance on a wide range of jobs.  No other single measure appears to 
work so well, in such a range of circumstances, as a predictor of overall job performance as a good 
measure of general cognitive ability” (p. 174).  According to Schmidt (2002), so valuable is GCA 
testing that it not only offers great utility to organizations but also has broader ramifications for 
the economy (Hunter & Schmidt, 1996). 
Other authors question whether general cognitive ability should be granted special status.  
Goldstein et al. (2002), Sternberg and Hedlund (2002) and Tenopyr (2002) all suggest that GCA 
may not account adequately for all intelligent behavior.  Goldstein et al. (2002) further argue that 
the nature and definition of GCA itself remain unclear, and that the industrial-organizational 
psychology community cannot afford to adopt a “case closed” (pp. 123) position until alternative 
predictors have been thoroughly examined.  Several authors question the efficiency of GCA as a 
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predictor.  Both Goldstein et al. (2002) and Sternberg and Hedlund (2002) believe that GCA leaves 
a large amount of variance in job performance unaccounted for; as evidence, they reference results 
from the very studies that others use in support for primacy (e.g., Schmidt and Hunter, 1998).  Thus, 
it appears that validity data are highly subject to interpretation.  Goldstein et al. (2002) further 
speculate that existing validity estimates may be inflated due to the cognitive overloading of 
selection systems, with similar kinds of testing on both predictor and criterion (e.g., training 
performance) potentially leading to common method bias and, in turn, inflated validity estimates.  
Goldstein et al. (2002) and Outtz (2002) also note that the validity coefficient in operational use in 
organizations is considerably lower than the corrected coefficient.  Some authors also question the 
generalizability of GCA.  Goldstein et al. (2002) observe that GCA does not generalize particularly 
well to interactive fields, such as sales and law enforcement.  Sternberg and Hedlund (2002) 
believe that GCA may not predict managerial performance as well as other factors do, given the 
importance of specific procedural knowledge.  Finally, doubt about the utility of GCA is expressed.  
Outtz (2002) wonders how extravagant, speculative claims of utility can be used in support of a 
predictor with fairly low validity, particularly when the adverse impact it causes is tangible.  Kehoe 
(2002) is suspicious of the value of GCA tests in organizations, given that GCA testing alone may 
offer little incremental predictive validity over other approaches that yield less adverse impact.   
Interestingly, among all of the articles in the special issue, only one (i.e., Reeve & Hakel, 
2002) emphasizes the necessity yet insufficiency of GCA for performance in organizations.  At 
first glance, this appears to be a middle-ground position; fundamentally, however, it is but a 
nuanced presentation of the pro-primacy position, with other factors cast as supplementary to GCA.  
Still, it is not entirely different than the argument Goldstein et al. (2002) make by invoking 
Vroom’s formulation of performance [i.e., P = F (M x A)] (Vroom, 1964).   
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2.1.1.1 Criterion Dependence 
Criterion dependence: The predictive validity of general cognitive ability depends on the 
criterion of interest. 
Scholars generally seem to recognize that cognitive and noncognitive factors have special 
influence in different domains of work behavior.  While the importance of voluntary helping 
behavior in organizations has long been recognized (e.g., Katz, 1964), more recently, scholars have 
defined the dimensions of this behavior (Bateman & Organ, 1984; Borman, Motowidlo, & Hanser, 
1983; Dozier & Miceli, 1985; Mowday, Porter & Steers, 1982; Organ, 1977; Smith, Organ, & 
Neer, 1983; Staw, 1984).  For Example, Organ (1988) refers to these behaviors collectively as 
“organizational citizenship behavior” (OCB); Brief and Motowidlo (1986) call them “prosocial 
organizational behavior” (POB).  More recently, Borman and his colleagues (Borman, Hanson, & 
Hedge, 1997; Borman & Motowidlo, 1993b, 1997; Motowidlo, Borman, & Schmit, 1997) have 
identified a broad domain called “contextual performance,” which includes a wider range 
behaviors that pertain to the social and psychological context of the organization yet do not 
contribute directly to core performance.   
Various studies assert that noncognitive factors predict non-core performance behavior 
better than general cognitive ability (GCA) (e.g., Arvey & Murphy, 1998; Borman et al., 1997; 
Borman & Motowidlo, 1997; Borman, Penner, Allen, & Motowidlo, 2001; Campbell, McHenry 
& Wise, 1990; Crawley, Pinder & Herriot, 1990; Hattrup & Jackson, 1996; Day & Silverman, 
1989; McHenry, Hough, Toquam, Hanson & Ashworth, 1990; Motowidlo & Van Scotter, 1994) 
or its direct consequences (e.g., experience, job knowledge) do (e.g., Borman, Motowidlo & 
Schmit, 1997).  Among personality traits, conscientiousness is believed to correlate highest with 
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citizenship behavior in a number of reports (e.g., Hogan, Rybicki, Motowidlo & Borman, 1998; 
Miller, Griffin & Hart, 1999; Neuman & Kickul, 1998; Organ & Ryan, 1995), though 
agreeableness and positive affectivity, too, are said to share significant positive relationships with 
OCB (Organ & Ryan, 1995).  For some interactive occupations where the relationship between 
GCA and performance may be relatively weak (Hirsh, Northrop & Schmidt, 1986), it is suggested 
that personality variables may be more influential in overall job success (Goldstein, 2002).  Even 
among scholars who believe in the pervasive influence of GCA, some feel that non-cognitive 
factors may serve as superior predictors in non-core domains (e.g., Ree & Carretta, 2002). Some 
also recognize that the GCA-linked “complexity factor” is not always the most influential in all 
job attributes (e.g., Gottfredson, 2002).  However, they may still doubt the legitimacy of a separate 
“contextual performance” domain, considering it to be a catch-all for behaviors that defy 
specification in a job description (Schmidt, 1993).  Instead, there are those who contend that the 
criterion space should be divided by the level of performance that is required.  For example, they 
might state that cognitive ability predicts maximum performance (i.e., “can do”) best (Cronbach, 
1949; DuBois, Sackett, Zedeck & Fogli, 1993) and that non-cognitive factors best predict typical 
performance (i.e., “will do”) (Gottfredson, 2002).   
In the special double issue of Human Performance (2002), ten out of twelve articles (i.e., 
Goldstein et al., 2002; Gottfredson, 2002; Kehoe, 2002; Outtz, 2002; Murphy, 2002; Ree and 
Carretta, 2002; Reeve & Hakel, 2002; Sternberg & Hedlund, 2002; Tenopyr, 2002) specifically 
acknowledge criterion dependence, mostly by focusing on the difference in the predictive validity 
of GCA and noncognitive predictors for core and contextual performance.  In fact, among these 
ten articles, only three (i.e., Sternberg and Hedlund, 2002; Ree and Carretta, 2002; Schmidt, 2002) 
make no distinction between these domains of performance.  The importance of motivation for 
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predicting typical performance (Tenopyr, 2002) and sustained performance (Goldstein et al., 2002) 
is also mentioned.  Construct definition and measurement issues that may affect the predictive 
validity of GCA are raised (i.e., by Goldstein et al., 2002; Gottfredson, 2002; Outtz, 2002; Reeve 
& Hakel, 2002; Tenopyr, 2002).  For example, Gottfredson (2002) notes that GCA predicts 
performance measured objectively (e.g., by job knowledge or work samples) better than 
performance measured subjectively (e.g., by supervisor ratings).  Only Salgado and Anderson 
(2002) and Viswesvaran and Ones (2002) take no positions whatsoever on criterion dependence. 
Even Schmidt (2002) notes a case in which the measurement of criteria may affect GCA validity.  
With near consensus among the authors—as well as among many members and fellows of SIOP 
(Murphy et al., 2003)—“criterion dependence” may be a settled matter. 
However, one difference between the authors is the emphasis which they place upon 
studying differences in criterion-specific predictive validity.  Where Schmidt (2002), Viswesvaran 
and Ones (2002), and Ree and Carretta (2002) seem to have little interest, other authors suggest 
that further research should be pursued.  Also, four articles point out the potential value of as-yet-
ignored outcome variables.  Goldstein et al. (2002) suggest that all current performance criteria 
are at the individual level of analysis, and that the relationships between GCA and group- and 
organizational-level variables remain unclear.  Kehoe (2002) speculates that “overall worth or 
merit” (p. 105) to the organization may be an interesting criterion.  Finally, Outtz (2002) and 
Murphy (2002) observe that diversity and fairness may be important to organizations.  To those 
who believe that GCA tests produce adverse impact (e.g., Goldstein et al., 2002; Kehoe, 2002; 
Murphy, 2002; Outtz, 2002), the validity of GCA as a predictor of diversity and group-level equity 
would be expected to be quite different than its validity in predicting traditional efficiency criteria.  
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In future debate, the relationship between GCA and unusual criteria might be discussed, where the 
broader issue of criterion dependence should probably be disregarded. 
2.1.1.1.1 Alternatives 
Alternatives: There are cognitive alternatives to general cognitive ability that are 
significant determinants of intelligent behavior. 
Not all scholars agree that general cognitive ability (GCA) is the only, or even primary, 
cognitive determinant of performance.  Some even question construct validity altogether.  Guilford 
(1956, 1967, 1977, 1985), Gardner (1983/2003) and Das and his colleagues (e.g., Das, Kirby & 
Jarman, 1975; Das, Naglieri & Kirby, 1994) have developed theories of interactive cognitive 
processes or separate kinds of intelligence.   Sternberg acknowledges the existence of GCA, but it 
is not a unifying factor in his model and is deemphasized.  Sternberg’s triarchic theory of human 
intelligence (Sternberg, 1985, 1988, 1996, 1997, 1999) posits three broad cognitive factors—
analytical intelligence (Sternberg’s equivalent of GCA), practical intelligence and creative 
intelligence—which are used jointly to achieve successful intelligence (Sternberg, 1997).  
Sternberg claims that practical intelligence enables one to acquire tacit knowledge (TK), an 
unarticulated form of procedural knowledge that can be gained without formal instruction and is 
useful in solving everyday problems (Wagner, 1987; Sternberg & Hedlund, 2002).  Sternberg and 
his colleagues cite studies that may indicate correlations between TK and promotion (Sternberg, 
1997), managerial performance, and success in academe (Wagner & Sternberg, 1985), and they 
claim that TK accounts for substantial variance over and above that for which GCA accounts 
(Sternberg & Hedlund, 2002).  Further, they state that, in one study (i.e., Sternberg, et al., 2001), 
a negative correlation was found between TK and GCA.   
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Much early intelligence research placed greater emphasis on the influence of specific 
cognitive abilities (e.g., Burt, 1949; Hull, 1928; Kelley, 1928; Thorndike, 1921; Thurstone, 1938) 
than on Spearman’s general factor.  Some of these were proposed as intelligences or “primary 
mental abilities” in theories that rejected GCA (e.g., Thurstone, 1938), only to be reconciled with 
it later (e.g., Thurstone, 1947).  In several cases, what were once considered to be uncorrelated 
factors were incorporated into Carroll’s (1993) hierarchical model, where GCA is the single factor 
in the highest stratum.  Other early intelligence scholars (e.g., Hull, 1928) recognized GCA but 
believed that specific abilities could compensate, or even substitute, for it.  Even Spearman (1927) 
believed that positive manifold might be lower in high-ability individuals, allowing their strongest 
abilities to exert disproportionate influence in performance.  Several researchers claim empirical 
support for changes in positive manifold across ability levels (e.g., Detterman & Daniel, 1989; 
Legree, Pifer, & Grafton, 1996).  According to some, these findings may have practical 
implications for academic and vocational interest counseling (Dawis, 1992) as well as for 
personnel classification (Murphy, 1996), and particularly for differential assignment theory (DAT) 
(Scholarios, Johnson, & Zeidner, 1994; Zeidner & Johnson, 1994; Zeidner, Johnson, & Scholarios, 
1997).  Some scholars also believe that tests should draw on abilities that are relevant to the job 
(e.g., Goldstein, Yusko, Braverman, Smith, & Chung, 1998). 
Emotional intelligence (EI), a potential extra-g intellect, is defined by Mayer, Salovey, & 
Caruso (2004) as “the capacity to reason about emotions, and of emotions to enhance thinking” (p. 
197).  Their four-branch model of EI includes the abilities to: 1) perceive emotion; 2) use emotion 
to enable thought; 3) understand emotions; and, 4) manage emotion (Mayer & Salovey, 1997).  
They believe that EI overlaps with Gardner’s “intrapersonal intelligence” factor but can be 
distinguished both from social intelligence and GCA (Mayer & Salovey, 1993).  Mayer, Caruso 
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and Salovey (1999) attempt to show that EI could be operationalized as a set of intercorrelated, 
measurable abilities that capture unique variance.  EI has captured public attention (Mayer, 
Salovey & Caruso, 2004), touted as important for competencies relevant “in almost any job” 
(Chemiss, 2000, p. 10) and potentially twice as important as IQ (Goleman, 1998).  Until recently, 
evidence for EI seems to have been limited.  A study by Joseph and Newman (2010) supports a 
cascading model of EI through meta-analysis and provides evidence for the incremental validity 
of EI over Big Five personality traits and cognitive ability (and particularly when self-report mixed 
measures of EI are utilized).  Recent research by MacCann, Joseph, Newman and Roberts (2014) 
suggests that EI is not independent of g but rather is a second stratum factor in the CHC model. 
By contrast, classicists reject extra-GCA intelligences theories, often declaring that they 
simply identify abilities similar to factors in hierarchical models [e.g., Carroll’s (1993) critique of 
Gardner’s intelligences].  They note that multiple intelligence theories have come and gone (e.g., 
Guilford, 1956) when empirical verification was applied and that MI test scores correlate highly 
with GCA scores (Brand, 1996; Kuncel, Hezlett, & Ones, 2004).  Visser, Ashton and Vernon (2006) 
found that GCA correlates highly with Gardner’s cognitive intelligences but shares a weaker 
positive relationship with “intelligences” that appear to represent motor, sensory or purely non-
cognitive factors (e.g., personality).  Classicists also believe that Gardner and his colleagues’ 
rejection of psychometrics—coupled with their failure to link the intelligences or define their 
components—has made it difficult to create valid MI measures (Allix, 2000; Waterhouse, 2006).  
According to Waterhouse (2006), while cognitive science and neuroscience have been enthusiastic 
about GCA, there has been no interest in MI theory (contrary to claims by Gardner, 2004). 
Sternberg’s theory of practical intelligence (PI) has also attracted skeptics, with several 
asserting that it is encompassed by GCA (Gottfredson, 1988; Messick, 1992), that the “tacit 
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knowledge” it predicts is essentially redundant with job knowledge (Tenopyr, 2002), and that job 
knowledge already has well-researched relations with other constructs (e.g., job performance)  
(Schmidt & Hunter, 1993).  Classicists also charge Sternberg and his colleagues with committing 
a host of methodological errors, such as the use of anecdotal evidence, selective reporting, small 
sample sizes, and highly range restricted participants, as well as ignoring the lack of discriminant 
validity between its three intelligences, and failing to account for differences in experience 
(Gottfredson, 2002, 2003; Jensen, 1993; Kuncel, Campbell, & Ones, 1998; Kuncel, Hezlett & 
Ones, 2001; Ree & Earles, 1993; Viswesvaran and Ones, 2002).  They also challenge Sternberg’s 
claims of strong empirical support, noting the small number of studies on PI/TK (Gottfredson, 
2002; Jensen, 1993; Ree & Earles, 1993; Schmidt & Hunter, 1993).  Gottfredson (2003) offers 
especially trenchant criticism,  accusing Sternberg and colleagues of hypothesizing after results 
are known, by using low intercorrelations as evidence of the “domain specificity” of TK tests and 
using high intercorrelations as evidence that they measure a common factor (i.e., practical 
intelligence). 
Concerns regarding emotional intelligence come not only from classicists, but also EI 
theorists themselves.  Mayer and his colleagues note that the myriad conceptualizations and 
definitions of emotional intelligence (Mayer, Caruso & Salovey, 1999) and how the influence of 
popular culture has shaped the construct (Mayer, Salovey & Caruso, 2004).  Critics observe these 
same issues, leading them to look upon EI as an “elusive concept” (Davies, Stankov & Roberts, 
1998, p. 989), resistant to measurement (Becker, 2003) or too broad to be tested (Locke, 1995).  
Scholars frequently point out fundamental problems, such as poor discriminant validity among EI 
constructs (Lopes, Salovey, Cote, & Beers, 2005), and the inadequacy of EI measures to tap into 
anything more than personality and general intelligence (Davies et al., 1998; Matthews, Zeidner, 
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& Roberts, 2005; Schulte, Ree & Carretta, 2004).  Despite the claims of Goleman and others 
(Waterhouse, 2006), some believe that the evidence of predictive validity is scant, particularly for 
real-world success, one of the key claims of EI research (Waterhouse, 2006).  In fact, Collins (2001) 
has found that EI competencies account for no variance in job success over cognitive ability and 
personality.  Barchard (2003) has shown evidence that EI does predict academic success but not 
incrementally over other traits.  Critics also state that there is no supporting evidence from 
cognitive psychology, neuroscience or other psychology disciplines (Matthews, Zeidner, & 
Roberts, 2002).  Rather, in their opinions, EI studies rely on anecdotal evidence and self-report 
(Zeidner Matthews, & Roberts, 2004).  Landy (2005) noted that (at the time) much of the most 
critical EI data was held in privately-owned databases and could not be examined.  Others believe 
that publicly-available data has shown little evidence that EI is a single construct or set of specific 
abilities (e.g., Waterhouse, 2006).  This has led some to conclude that EI is more myth than science 
(Matthews, Zeidner, & Roberts, 2002).  Notably, however, most criticism of EI was made prior to 
recent empirical studies that offer stronger support (e.g., Joseph and Newman, 2010).   
Finally, classicists cite many studies that have shown that specific abilities add negligible 
predictive validity over GCA (e.g., Besetsny, Earles, & Ree, 1993; Besetsny, Ree, & Earles, 1993; 
Hunter, 1983b; Olea & Ree, 1994; Ree & Earles, 1991a, 1991b, 1992; Ree, Earles, & Teachout, 
1994; Thorndike, 1986).  Recent research by cognitive psychologists claims to support these 
findings (e.g., Johnson, Bouchard, Krueger, McGue, & Gottesman, 2004).  Some have presented 
evidence that certain aptitudes are almost perfectly predicted by GCA (e.g., working memory: 
Colom, Rebollo, Palacios, Juan-Espinosa, & Kyllonen, 2004). 
The positions of most special issue authors are fairly clear.  Goldstein et al. (2002) refer to 
GCA as a “general composite score,” (p. 128), without any clear meaning in and of itself.  They 
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encourage the investigation of unorthodox theories such as multiple intelligences, emotional 
intelligence and practical intelligence, as part of the ongoing effort to explore alternatives to GCA.  
Sternberg and Hedlund (2002) stand behind their theory of practical intelligence and tacit 
knowledge.  While Tenopyr (2002) is skeptical of tacit knowledge, due to construct definition 
problems, she acknowledges that Sternberg’s work holds some promise.  Reeve and Hakel (2002) 
contend that specific abilities account for unique, reliable variance and may be useful in predicting 
specific performance criteria.  Kehoe (2002) suggests that testing specific abilities may offer 
advantages in decreasing group differences while maintaining predictive validity, though he warns 
that this approach may result in differential prediction. 
Gottfredson (2002), Murphy (2002), Ree and Carretta (2002), and Viswesvaran and Ones 
(2002) all consider the evidence for multiple intelligences to be weak.  Gottfredson (2002) states 
that there is little evidence for practical intelligence, appearing in only six studies (several of which 
were unpublished at the time of the special issue) in only five job families.  She considers practical 
intelligence to be little more than an expression of experience in some domain.  Gottfredson (2002), 
Murphy (2002), Ree and Carretta (2002) and Schmidt (2002) believe that specific abilities offer 
little predictive value over GCA.  Schmidt (2002) points out an important theoretical reason:  
Given positive manifold, the more aptitudes that are tested, the more that GCA is represented. 
In the special issue, Only Outtz (2002) and Salgado and Anderson (2002) refrain entirely 
from stating their positions on alternative cognitive predictors. 
2.1.1.1.1.1 Test Bias 
Test Bias:  Cognitive ability tests are biased. 
Scholars who believe that general cognitive ability (GCA) tests are unbiased acknowledge 
that mean scores differ across groups, but they attribute disparity to real differences in ability 
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(Gottfredson, 1988; Gottfredson, 2002; Hunter & Hunter, 1984; Jensen, 1980; Kuncel & Hezlett, 
2010; Neisser et al., 1996; Schmidt, 1988; Schmidt, 2002).  They reject the view that GCA tests 
are subject to measurement bias, that they unfairly favor Whites (Jensen, 1980, 1987; Reeve & 
Hakel, 2002; Reynolds & Jensen, 1983) and that they create group differences, rather than simply 
measuring real group differences.  Findings from item response theory may support this position.  
While studies have identified differential item functioning (DIF) across subgroups, effect sizes 
have been found to be small and with no aggregate bias across items (Drasgow, 1987; Sackett, 
Schmitt, Ellingson and Kabin, 2001).  Sackett, Schmitt, Ellingson and Kabin (2001) consider many 
DIF studies fundamentally flawed (e.g., Medley and Quirk, 1974) or inconclusive (e.g., 
Scheuneman & Gerritz, 1990; Schmitt & Dorans, 1990).  Hough, Oswald & Ployhart (2001) also 
cite several studies that show that Black-White DIF on general cognitive ability tests may favor 
either group, is not always found for hypothetically culture-linked items, and does not always favor 
the “right group” for a given presumed culture-related item (e.g., Raju, van der Linden, & Fleer, 
1995; Waller, Thompson, & Wenk, 2000).  Further, they state that attempts to create general 
cognitive ability test items related to both Black and White culture or to remove content potentially 
biased against Blacks have not narrowed mean differences between groups (e.g., DeShon, Smith, 
Chan & Schmitt, 1988; Hunter & Hunter, 1984; Jensen and McGurk, 1987).  Some scholars believe 
that “culture-free” tests have reduced differences but have not eliminated them (Vernon & Jensen, 
1984).  Sackett, Schmitt, Ellingson and Kabin (2001) observe that when studies designed to test 
whether group differences can be reduced by changes in test format have appeared to succeed, 
they may have measured constructs that are not heavily GCA loaded (e.g., Chan & Schmitt, 1997).  
Finally, equating groups on job performance instead of overall test score when analyzing item 
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passing rates has been discredited as an attempt at using an approach similar to performance-based 
fairness models (Schmitt, Hattrup, & Landis, 1993).   
Predictive bias has also been scrutinized.  Under Cleary’s model (Cleary, 1968; Cleary & 
Hilton, 1968), bias between test and criterion scores is established when group regression lines are 
not identical.  The conventional belief among industrial-organizational psychologists is that 
general cognitive ability accurately predicts meaningful race differences on measures of job 
performance (Bobko, Roth, & Potosky, 1999; Hartigan & Wigdor, 1989; Hunter, 1981b; Jensen, 
1980; Neisser et al., 1996; Schmidt, 1988; Schmidt & Hunter, 1999; Schmitt, Clause, & Pulakos, 
1996; Wigdor & Garner, 1982).  Many researchers feel that GCA tests do not underpredict for 
minority group performance (e.g., Jensen, 1980; Neisser et al., 1996; Sackett & Wilk, 1994).  Some 
even believe that the regression line intercept tend to be lower for Blacks and Hispanics.  Thus, 
while they may technically be Cleary-unfair, differences in slopes are minor and GCA may slightly 
underpredict for the majority group (Bartlett, Bobko, Mosier, & Hannan, 1978; Gottfredson, 1986b; 
Hartigan & Wigdor, 1989; Houston & Novick, 1987; Humphreys, 1986; Hunter & Hunter, 1984; 
Hunter, Schmidt & Rauschenberger, 1984; Kuncel & Sackett, 2007; Linn, 1978; Schmidt, 1988; 
Rotundo & Sackett, 1999; Rushton & Jensen, 2005; Sackett, Schmitt, Ellingson  Kabin, 2001; 
Sackett & Wilk, 1994; Schmidt & Hunter,  1981, 1998; Schmidt, Pearlman,  Hunter, 1980).  Hunter 
and Schmidt (1976) also point out that, while an unreliable test still might seem biased against 
Blacks, in fact, “the bias created by random error works against more applicants in the white group” 
(p. 1056).  Hunter and Schmidt (1977) point out that, as GCA is only one determinant of 
performance, the difference on the predictor should be greater than on the criterion.  Those who 
believe that GCA is predictively unbiased believe that, with a 1.0 SD Black-White difference in 
GCA, the .51 validity coefficient properly predicts the 0.50 SD B-W difference on measures of 
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job performance (Hunter & Hunter; 1984; Schmidt, 2002).  Further, some say that Blacks and 
Hispanics who score low perform poorly, no differently than low-scoring Whites (Bartlett et al., 
1978; Campbell, Crooks, Mahoney, & Rock, 1973; Gael & Grant, 1972; Gael, Grant, & Ritchie, 
1975a, 1975b; Grant & Bray, 1970; Jensen, 1980; Schmidt, Pearlman, & Hunter, 1980; Schmidt, 
1988; Schmidt, 2002). 
Even scholars who believe that GCA tests are unbiased seem to admit that selection based 
on actual performance would promote more diversity than selection based on general cognitive 
ability scores.  The one standard deviation B-W mean difference across job families on the 
predictor (Herrnstein & Murray, 1994; Hunter and Hunter, 1984; Jensen, 1980; Loehlin, Lindzey 
and Spuhler, 1975; Neisser et al. 1996; Reynolds, Chastain, Kaufman, & McLean, 1987; Sackett 
& Wilk, 1994; Williams & Ceci, 1997) has been shown to be much larger than even the largest 
differences found on measures of job performance (Hunter & Hirsh, 1987; Hunter & Hunter; 1984; 
Schmidt, 2002; Schmidt and Hunter, 1998).  Some consider this disparity between d on the 
predictor and d on the criterion a moot point: As we do not have access to future performance 
scores, we must rely on imperfect predictors (e.g., Murphy, 2002).  Cole (1973) suggests that there 
may be a way to overcome this challenge.  When historical data with distributions of both test and 
performance scores are available, conditional probability (i.e., probability of selection given future 
success) could be used in the form of a ratio of true positives to false negatives that could be 
applied across subgroups.  Hunter & Schmidt (1976) argue against this model and its precursor, 
Darlington’s fairness Definition 3 (1971), on the grounds that they essentially reverse the predictor 
and criterion, even in concurrent validation studies (Schmitt, Hattrup & Landis, 1993).   
Some critics maintain that GCA tests are biased by the nature of the measure.  “Culturalists” 
(Helms, 1992) argue that culture cannot be removed from tests.  They believe that Black-relevant 
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content would result in fairer assessments and, similarly, that acculturation and assimilation might 
lead to improvement in Black persons’ performance on current tests.  Functional and linguistic 
equivalence between cultures is questioned.  Thus, it is posited that if GCA functions differently 
across cultures and cultures communicate differently, yet current tests measure a single shared 
general intelligence factor divorced from cultural considerations, discrimination results from 
testing (Helms, 1992).  There may be evidence of DIF on verbal subtests, suggesting that they are 
biased against Black test-takers (Ironson & Suboviak, 1979).  It has been hypothesized that, since 
the written language of a GCA test might favor those who share the culture of its designers, non-
verbal measures might be more culture-fair.  However, recent research (e.g., Cronshaw, Hamilton, 
Onyura, & Winston, 2006) is presented as evidence that supposedly culture-free tests are actually 
strongly biased against Blacks.  It is suggested that the role of race in determining test scores is 
not fully understood.  Some scholars even believe that we cannot accurately determine what race 
differences in intelligence are until we know what intelligence is and can find the source of 
differences (Sternberg, Grigorenko, & Kidd, 2005).  Helms (1993) cautions against the use of GCA 
tests, which measure what she views as a “hypothetical construct” (p. 1086) based on 
intercorrelations between tests “of similar content, format and perhaps cultural loadings” (p. 1086).  
She suggests that the nature of GCA itself might be affected by the kinds of tests used to assess it.  
Helms (1992) also questions whether non-psychometric issues, such as differences in visible racial 
and ethnic group (VREG) test-taking strategies, might affect performance on both predictor and 
criterion (e.g., success in training), inflating the validity of GCA testing. 
Darlington (1971) believes that performance on both test and criterion is determined by 
various abilities.  If a test measures abilities irrelevant to performance but on which races have 
unequal standing, bias exists that may affect selection.  In his Definition 3 of test fairness, bias is 
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assessed by partialing out the criterion and observing whether a non-zero correlation between race 
and test remains.  In the early 1970s, scholars felt that aptitude tests might measure constructs 
correlated with race but uncorrelated with performance (e.g., Wallace, 1973).  Recently, there has 
been renewed interest in examining GCA tests within frameworks similar to Darlington’s.  With 
job performance held constant, Newman, Hanges and Outtz (2007) reported a 0.42 semipartial 
correlation between race and GCA test score, indicating that, independent of performance, roughly 
18% of the variance in GCA test scores can be accounted for by B-W group differences.  Outtz 
and Newman (2010) believe not only that intelligence tests measure ability, but also that part of 
the variance in measurement can also be accounted for by differences in previously-learned 
material, in turn accounted for by status and privilege.  Indeed, there may be evidence that 
academic knowledge—a construct some claim is related to socioeconomic status—could be 
responsible for large mean differences between Black and White test takers (Roth, Bevier, Bobko, 
Switzer, & Tyler, 2001).  A several researchers have created intelligence tests specifically designed 
to minimize the influence of prior learning as much as possible.  These include tests of problem-
solving skills and creativity [e.g., Rainbow Project (Sternberg, 2006)], as well as of processing, 
inferential reasoning, decision-making and knowledge integration skills [e.g., Siena Reasoning 
Test. (Yusko, Goldstein, Oliver, & Hanges, 2010).]  Fagan and Holland (2002, 2007) have shown 
evidence that the B-W group difference on items that can only be solved with acquired specific 
knowledge (of a kind that they consider typical of GCA tests) is considerably greater than the 
difference on items that can be solved with information available to both races or with newly 
acquired knowledge.  They consider this evidence that cultural differences in information and 
items contribute to race differences in GCA scores and that there is no real difference in GCA.  
Other scholars accept that there may be differences between groups, but that these differences 
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require better explanations than “race” alone (Helms, 1993).  Outtz and Newman (2010) suggest 
that industrial-organizational psychologists study the psychological, sociological and economic 
factors that contribute to performance.   
Subgroup contamination on criterion measures has also been of concern.  Lefkowitz (1994) 
has observed that, when differences on the measured criterion are biased, analysis of test bias is 
confounded.  Over the last 20 years, studies have suggested differences in performance of varying 
magnitude (Kraiger & Ford, 1985; McKay & McDaniel, 2006; Pulakos, White, Oppler, & Borman, 
1989; Wendelken & Inn, 1981), such that mean differences between Blacks and Whites may be 
smaller than once thought (Roth, Huffcutt & Bobko, 2003; Bobko, Roth, & Potosky, 1999; Schmitt, 
Rogers, Chan, Sheppard, & Jennings, 1997).  Group differences are believed to vary based on 
rater-ratee race interaction (Kraiger & Ford, 1985; Stauffer & Buckley, 2005), on criterion type 
and cognitive loading (McKay & McDaniel, 2006), and on type of measure (e.g., subjective versus 
objective within category level, sample versus abstract, etc.) (Ford, Kraiger, & Schechtman, 1986; 
Pulakos et al., 1989).  With perceptions of bias on the predictor, on the criterion measure or on 
both, some believe CGA tests function differently across races, with potential predictive bias. 
In the special issue, only Outtz (2002) strongly questions whether GCA tests are unbiased.  
He notes that group differences are much larger on the predictor than on the criterion, and, thus, 
the rate of false negatives among minority group members may be higher that of the majority.  He 
raises the possibility that GCA tests may measure constructs irrelevant to successful job 
performance.  Also, he observes that differences in performance may be less than some believe, 
due to the types of criteria considered and the way in which they have been measured (e.g., where 
rater-ratee race differences may interact).  Goldstein et al. (2002) suggest that the way in which 
selection systems are cognitively overloaded may have negative effects on minority subgroups. 
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Eight of the remaining ten authors consider GCA tests unbiased, though their positions 
differ slightly.  Gottfredson (2002), Kehoe (2002), Reeve and Hakel (2002), and Schmidt (2002) 
are of the opinion that there are real group differences in intelligence that GCA tests measure.  
Reeve and Hakel (2002) believe that stereotype threat does not account for major differences in 
group means.  They also attempt to refute the more general argument that GCA tests are “White,” 
observing that Jews and Asians consistently score higher than non-Jewish Whites.  Predictive bias 
is also addressed frequently in the special issue. Gottfredson (2002), Murphy (2002), Reeve and 
Hakel (2002) and Schmidt (2002) share a belief that the predictive validity of GCA does not differ 
across groups; if anything, some believe that there is evidence that GCA scores are biased in favor 
of minority group members (Gottfredson, 2002; Reeve and Hakel, 2002; Salgado, 2002; Schmidt, 
2002).  Schmidt states that equally low-scoring Whites and Blacks share equally low chances of 
failure on the job.  Countering one of Outtz’s arguments, Murphy (2002), Schmidt (2002) and 
Viswesvaran and Ones (2002) all remark that the group mean differences in GCA scores are 
expected to be larger than differences in performance scores, as GCA is an imperfect predictor.  
Kehoe (2002), Schmidt (2002) and Tenopyr (2002) caution that redesigning tests to reduce group 
differences may introduce predictive bias against the majority.  Tenopyr (2002) also states that 
issues of rater-ratee race may not be as serious as they were once thought to have been. 
2.1.1.1.1.1.1 Social Fairness 
Social Fairness: General cognitive ability tests produce fair social outcomes. 
As conceptualized in the six-factor model, “social fairness” beliefs are related to the effects 
that general cognitive ability tests produce, rather than to measurement or predictive bias.  Some 
scholars believe that a selection tool is socially fair if it is equitable to individuals; however, they 
point out that “fairness,” as a statement of values, is non-psychometric in nature. These scholars 
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believe that general cognitive ability (GCA) tests do not create workforce discrimination; rather, 
they reveal disparities in ability that may be due to societal factors (e.g., Hunter & Hunter, 1984; 
Schmidt & Hunter, 1981).  Murphy (2002) identifies the widely-held belief that discrimination due 
to GCA testing may be considered “fair” if GCA tests can be shown to be predictively valid (i.e., 
if performance ratings covary with test scores) (e.g., Hunter & Hunter, 1984; Sharf, 1988).  Those 
who hold this belief make little distinction between social fairness and Cleary-model fairness 
(Arvey & Faley, 1988; Gottfredson, 2002), such that “relational equivalence” remains central to 
this argument. 
Those who feel that GCA tests are fair seem to believe that discarding them would create 
social injustice.  Schmidt and Hunter (1976) caution that rejecting highly valid tests (e.g. the 
general cognitive ability test) leads to the use of less valid approaches to selection (e.g., interviews) 
resulting in greater unfairness, potentially for both groups and individuals.  Also, as suggested 
previously, some believe that ignoring the group differences that CGA tests reveal or rushing to 
apply Title VII are tantamount to ignoring the social conditions that underlie these differences (e.g., 
Hunter & Hunter, 1984; Schmidt & Hunter, 1981; Sharf, 1988).  Further, according to Ryanen 
(1988), preferential treatment for any group imperils the principle of equality (Ryanen, 1988).  By 
throwing away GCA tests, Ryanen (1988) believes that society would move away from a merit-
based system to a patronage system, in which racist social policy would dictate that race should be 
considered in selection.  Preferential treatment would then become institutionalized, as 
disadvantaged subgroups would resist giving up an unfair advantage to which they would feel 
entitled (Ryanen, 1988).  Gottfredson (1986b) suggests that we do not even know the costs to 
society associated with promoting group equality by throwing out tests.  
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Then, there are also those who consider general cognitive ability tests socially unfair.  In 
addition to the aforementioned “culturalists”, Gottfredson (1986b) defines two groups that 
question the fairness of intelligence testing in selection: “functionalists” and “revisionists.”  
According to Gottfredson, functionalists consider education and training to be proximal factors of 
performance and believe that intelligence is a distal factor that has no direct relationship with 
criteria.  Thus, they view the heavy focus on group differences in intelligence as diverting attention 
from disparities in skill acquisition.  Gottfredson says that revisionists believe that intelligence and 
education are not critical in performance, and that knowledge, skills, and abilities can be acquired 
on the job.  They believe that socioeconomic status is the precursor to GCA and educational 
credentials and, thus, they are manifestations of the privilege that creates discrimination when 
included in selection systems (Gottfredson, 1986b).  Other scholars agree that test fairness is not 
merely a psychometric issue, but a complex question that includes considerations of test 
administration, score interpretation and application, as well as social, legal and organizational 
concerns (Hough et al., 2001; Sireci & Geisinger, 1998; Willingham, 1999).  Some think that a 
test may be “unbiased” yet lead to unfair outcomes (Darlington, 1971; Thorndike, 1971).   
As defined by Gottfredson (1986b), functionalists, revisionists and culturalists do not feel 
that rejecting cognitive testing would create social injustice.  Rather, various scholars argue that 
GCA tests are but one class of many biased selection procedures that cause discrimination and 
should be rejected.  Several strong views of this kind are shared in a special issue of the Journal 
of Vocational Behavior in 1988.  Seymour (1988) contests the scientific basis for validity 
generalization and provides a blueprint for the way in which such studies can be challenged.  
Goldstein and Patterson (1988) believe that validity generalization is a step backward that could 
undermine the social advances associated with affirmative action.  In addition to predictive validity, 
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various scholars question the use of utility to justify the use of ability tests, stating that evidence 
of utility is not clear enough to do so (Goldstein & Patterson, 1988; Levin, 1988; Seymour, 1988).   
Bishop (1988) presents a milder functionalist view: While conventional tests may offer 
predictive validity and utility, the use of selection procedures that include material from high 
school curricula might increase social justice by encouraging prospective workers to pursue 
education.  Thus, while GCA tests might add value in selection, they can be supplemented or 
replaced by tests that measure a more proximal factor (e.g., education).  Many who encourage the 
abandonment of general cognitive ability tests also believe that various employment tests limit 
opportunities for members of minority groups.  Seymour (1988) states that tests “can be an engine 
for the exclusion of racial minorities more permanent and thorough than individual ill will” 
(Seymour, 1988).  Goldstein and Patterson (1988) view validity generalization and social fairness 
(i.e., as embodied in affirmative action) as forces locked in an all-or-nothing battle, where a victory 
for psychometricians would be a tremendous loss of prospects for Blacks.  It is worth observing 
that those who believe in the social fairness of general cognitive ability tests agree with those who 
find them socially unfair in at least one respect: They believe that the world is full of disparities in 
opportunity.  Those who believe that GCA tests are unfair feel that general cognitive ability tests 
create these disparities, whereas those who believe in their social fairness feel that tests correctly 
sort workers into job families of disparate attractiveness. 
In the special issue, several authors’ points of view can be characterized as “pro-fairness”.  
Schmidt (2002) and Gottfredson (2002) believe that GCA tests offer great utility and that their 
abandonment would be unfair to society and to individuals (Schmidt, 2002).  Some authors, in fact, 
seem to believe that GCA tests are instruments of social justice.  Reeve and Hakel (2002) state, 
“Indeed, no other social intervention has been as successful at breaking down class-based privilege 
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and moving underprivileged, intelligent youth into higher education than the standardized 
assessment of intelligence” (p. 50). Ones and Viswesvaran (2002) support this view, adding that, 
despite the stigma placed on GCA tests due to the eugenics movement, “[GCA] can be used to 
create a society of equal opportunity for all.”  Schmidt (2002) and Gottfredson (2002) concur.  For 
this and other reasons, some “pro-fairness” authors object to the term “adverse impact” itself, a 
term that they claim implies that ability tests cause differences rather than reveal them (e.g., 
Schmidt, 1988; Schmidt, 2002), some replacing it with “disparate impact” (e.g., Gottfredson, 
2002).  Schmidt (1988) has recast “adverse impact” as a label for a lower passing rate for Blacks; 
Gottfredson (2002) feels that claims of adverse impact are driven by social policy. 
Some special issue authors believe that sole reliance on GCA tests is unfair (e.g., Outtz, 
2002; Murphy, 2002) and that the other tests may be fairer (e.g., Goldstein et al., 2002; Outtz, 
2002; Sternberg & Hedlund, 2002).  Outtz (2002) and Goldstein et al. (2002) suggest that selection 
systems may be cognitively overloaded and stacked against Blacks, with differences overestimated 
in selection and performance.  While Outtz (2002) questions whether GCA tests are fair at 
individual level, both he and Murphy (2002) note the undesirable inequity that they cause at group 
and societal levels. 
2.1.1.1.1.1.1.1 Tradeoffs  
Tradeoffs: There are tradeoffs between predictive validity and fairness when deciding 
whether to use general cognitive ability tests.  
Some scholars accept that there are real group differences in general cognitive ability 
(GCA), and that the choice to employ these tests is a decision to trade efficiency for adverse impact.  
Murphy (2002) suggests that this choice is not scientific but value-based, and that both academics 
and human resource professionals “must…. take a stand on where their values lie” (p. 182).  He 
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recommends that organizations utilize policy-capturing studies to derive utility functions that 
frame the trade-offs for decision-makers.  De Corte, Lievens and Sackett also recognize the 
competing goals of predictive validity and adverse impact (De Corte, Lievens & Sackett, 2007; 
DeCorte, Lievens & Sackett, 2008; De Corte, Sackett & Lievens, 2011; Sackett, De Corte, & 
Lievens, 2008) and advance an approach to designing Pareto-optimal selection systems.    
Six of the twelve special issue papers directly address tradeoffs.  Five of these (i.e., 
Goldstein et al., 2002; Gottfredson, 2002; Kehoe, 2002; Murphy, 2002; and Outtz, 2002) appear 
to acknowledge that predictive validity and minority group passing rate trade against each other in 
the context of GCA testing.  All six papers (including Schmidt, 2002) also state that this tradeoff 
is not inherent in selection systems, as other predictors may be introduced that simultaneous 
increase validity and reduce mean group differences in scores.  Among the group, all consider the 
consequences of the tradeoff undesirable, though Schmidt (2002) and Gottfredson (2002) believe 
that it will continue until great changes in society occur, and not changes in testing.  There is a 
distinct difference in the positions of the six “tradeoffs” authors.  Kehoe (2002), Murphy (2002) 
and Outtz (2002) believe that when organizations choose to use GCA tests, they are accepting the 
adverse impact that results from their use.  Schmidt (2002) and Gottfredson (2002) do not accept 
the theory of “adverse impact” and, thus, do not perceive that the decision to utilize GCA tests 
trades with social unfairness.  Kehoe (2002), Murphy (2002) and Outtz (2002) suggest that 
organizations that employ GCA tests may be trading away value to the organization, depending 
on how value is defined (e.g., diversity).  By contrast, Schmidt (2002) believes that not using the 
most valid predictor comes at the cost of productivity.  
The usefulness of the six factors in clarifying areas of agreement and disagreement between 
scholars is demonstrated in Table 1. 
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Table 1. Scholars’ areas of agreement and disagreement in the special edition, by factor. 
 Primacy Criterion 
Dependence 
Alternative 
Cognitive 
Predictors 
Test Bias Fairness Tradeoffs 
Yes  Gottfredson 
 Murphy 
 Ree and 
Carretta 
 Salgado and 
Anderson 
 Schmidt 
 Reeve and 
Hakel 
 Viswesvaran 
and Ones 
 Goldstein, 
Zedeck and 
Goldstein 
 Gottfredson 
 Kehoe 
 Murphy 
 Outtz 
 Ree and 
Carretta 
 Reeve and 
Hakel 
 Schmidt 
 Tenopyr 
 Goldstein, 
Zedeck and 
Goldstein 
 Sternberg and 
Hedlund 
 Tenopyr 
 Reeve and 
Hakel 
 Goldstein, 
Zedeck and 
Goldstein 
 Outtz 
 Gottfredson 
 Kehoe 
 Reeve and 
Hakel 
 Schmidt 
 Viswesvaran 
and Ones 
 Golstein, 
Zedeck and 
Goldstein 
 Gottfredson 
 Kehoe 
 Murphy 
 Outtz 
 Schmidt 
No  Goldstein, 
Zedeck and 
Goldstein 
 Kehoe 
 Outtz 
 Sternberg and 
Hedlund 
 Tenopyr 
  Gottfredson 
 Kehoe 
 Murphy 
 Ree and 
Carretta 
 Schmidt 
 Viswevaran and 
Ones 
 Gottfredson 
 Kehoe 
 Murphy 
 Reeve and 
Hakel 
 Salgado and 
Anderson 
 Schmidt 
 Tenopyr 
 Viswesvaran 
and Ones 
 Goldstein, 
Zedeck and 
Goldstein 
 Murphy 
 Outtz 
 Sternberg and 
Hedlund  
 Sternberg 
and Hedlund 
Unclear   Salgado and 
Anderson 
 Sternberg 
and Hedlund 
 Viswesvaran 
and Ones 
 Outtz 
 Salgado and 
Anderson 
 Ree and 
Carretta 
 Sternberg and 
Hedlund 
 Ree and 
Carretta 
 Tenopyr 
 Salgado and 
Anderson 
 
Notes  Kehoe’s 
position is 
moderate 
 Reeve and 
Hakel’s 
position is 
nuanced 
 Schmidt only 
indicates that 
GCA 
validity 
might be 
higher, due 
to 
measurement 
issues. 
 Schmidt, and 
Ree and 
Carretta, 
place little 
emphasis on 
criterion 
dependence 
 Reeve and 
Hakel only 
support the 
utility of 
aptitudes 
 Viswesvaran 
and Ones 
consider 
alternatives to 
be public 
relations 
 Only Goldstein 
et al. and 
Sternberg and 
Hedlund 
strongly urge 
more research 
 Kehoe 
suggests that 
differential 
prediction 
might be 
better 
analyzed 
outside of 
validation 
studies, with 
overall value 
to the 
organization 
as a criterion 
 Murphy tests 
fair to 
individuals 
level but 
unfair to 
groups 
 Gottfredson 
and Schmidt 
challenge the 
notion of 
“adverse 
impact” 
 Only Outtz 
strongly 
asserts 
unfairness 
 Goldstein et 
al. consider 
tradeoffs 
overtalked 
 While there 
is near 
consensus, 
scholars 
opinions on 
inevitability 
may differ  
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CHAPTER 3 
METHODS 
 
3.1 Focus on Construct Validity  
 
The goal of the present study was to identify a useful framework for the debate over 
cognitive ability (GCA) and GCA testing.  This framework could only be considered worthy of 
use if a corresponding model were meaningful and could be supported empirically.  A prior study 
(i.e., Murphy et al., 2003), summarized in a previous section of this article, had proposed two 
dimensions of the debate and, thus, tested a two-factor model believed to represent them.  While 
the results of confirmatory factor analysis demonstrated that this two-factor model fit the data from 
a survey of beliefs about GCA and GCA testing, all lambda values were moderately to extremely 
low.  As Edwards (2003) notes, “CFA is the hallmark of modern approaches to construct validation” 
(p. 332).  In confirmatory factor analysis, a formula that indicates the relationship between a 
measure and a construct of interest is 𝑿𝒊 = 𝛌𝒊𝛏 + 𝜹𝒊. In this formula, 𝑿𝒊 signifies the ith measure, 
𝛏 signifies a factor corresponding with the construct, the 𝛌𝒊 signify the “factor loadings” of the 𝑿𝒊, 
and the 𝜹𝒊 signify “the uniquenesses of the 𝑿𝒊” (where the 𝜹𝒊 consist of measurement specificity 
and random measurement error) (p. 341).  Thus, the higher that lambda (and, relatedly, 𝑹𝟐) values 
are, the stronger the relationship between responses and respective factors should be, given 
unchanged delta values.  When a series of items load uniquely, this serves to validate the existence 
of the factors, and when lambda values are high, it shows that the items meaningfully represent 
those factors. 
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Low lambda values do not, in themselves, “prove” that a construct of interest does not exist; 
rather, they do not provide strong evidence for it, as the corresponding items remain uninformative.  
Also, while a good 𝑋2 statistic and good fit index scores suggest that the model summarizes the 
data well, fit alone is not sufficient evidence for construct validity.  As mentioned previously, 
Murphy et al.’s (2003) two-factor model fit the data, and the large number of items loading (albeit 
with quite low lambda values) uniquely provided some evidence of its two factors.  However, with 
low loadings, the items shed little light on the nature of the “g-ocentric” and “Societal” belief 
factors.  It is worth pointing out, however, that the factor model was probably primarily intended 
to create a descriptive framework, and the emphasis on construct validity in this kind of taxonomic 
approach could be somewhat lower than in a generative approach.  It was not the researchers’ goal 
to create a test that would produce meaningful, interpretable factor scores.  Deep insights into 
latent variables that were not part of a reflective model might not have been deemed critical, and 
particularly given that these variables (e.g., belief in the “Social Fairness” of GCA tests) were of 
little interest beyond the current research  Nonetheless, even if the approach to this research were 
narrowly psycholexical [e.g., Goldberg’s (1990) investigation of personality terminology] or 
socioanalytic (Hogan, 1983, 1996)—where factor analysis had been undertaken not necessarily to 
understand the broader debate but simply to ascertain the dimensionality of the questionnaire or of 
the nature of the respondents—the factors still would only be considered useful with some support 
for their hypothetical meanings.  The Murphy et al. (2003) paper provides little of this kind of 
support. 
Without directly pitting it against Murphy et al.’s two-factor solution, the present study 
sought to find a model that fit the data, with high factor loadings.  It was believed that such results 
would allow scholars to use this model with some confidence in framing future debate over GCA 
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and GCA testing, with items not only informing the factors but providing specific points of 
argument. 
 
3.2 Procedure 
 
It was conjectured that the reason that Murphy et al.’s (2003) factors were not deeply 
informed by the indicators was due to the inductive approach by which the model was identified.  
That is:  The researchers’ a priori conceptualization of historical disagreement may have prevented 
them from examining the structure of an actual debate, upon which their model could have be 
based.  In the present study, the framework was to be generated deductively, the dimensions of 
which would then be tested empirically in the form of a factor model.  Given the emphasis on 
deduction, several rules were established prior to investigation.  First, research would begin with 
a literature review of an actual (and recent) debate and not through grouping the items in the 
Murphy et al. (2003) survey.  In part, this rule was set to limit the researcher to deduction; in part, 
it was designed to avoid sorting the items neatly into Murphy et al.’s (2003) “five broad groups,” 
which, as noted previously, might have served as factors in an alternative to their two-factor model.  
Once the literature review was completed, and presumably with a better understanding of 
dimensions of the debate, survey items would be reviewed and grouped according to Thurstone’s 
technique.  Based on these groupings, a model of a certain number of factors would be selected.  
Then, a characterization of the model would subjected to factor analysis using Murphy et al.’s 
(2003) survey data.  Bearing in mind that this factor analysis would be for heuristic (and not 
absolute) purposes, if the fit statistic and index scores were good and factor loadings were 
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relatively high, the model might be valid, informative and useful in debate, even if it could not be 
used for measurement. 
For the literature review, the special issue of Human Performance (2002) was selected, and 
for numerous reasons:  1. Most of the authors had participated previously in the “Millennial Debate 
on g in I-O Psychology” and were aware of each other’s positions, such that they were able to 
defend their viewpoints and counter others’ arguments, either directly [e.g., Schmidt’s (2002) 
section entitled “Responses to Issues in the Debate”] or indirectly; 2. These authors could all fairly 
be considered experts on the topics of general cognitive ability (GCA) and GCA testing; 3. The 
publication was recent enough to point toward an actual factor model useful for contemporary 
purposes; 4. Murphy et al.’s survey items were, in part, based upon the authors’ assertions; and, 5. 
The investigator did not have access to the transcripts of any actual debate, but felt that these 
articles served as reasonable surrogates. [Note:  Recordings or transcripts of the “Millennial 
Debate on g in I-O Psychology”, which might have served the present purposes better, could not 
be accessed.]  
At the end of this review, an exhaustive list of the assertions advanced by the various 
authors was created.  A grid was constructed that displayed these assertions, showing areas in 
which these authors agreed or disagreed.  The arguments first appeared to sort into seven categories, 
in which the authors’ assertions seemed to be either “for” or “against” some general position.  
These seven categories were considered as factors for a model.  Items from the Murphy et al. (2003) 
survey were then grouped, with the expectation that they might load onto factors in a subsequent 
model.  Again, there appeared to be seven groups.  However, upon further consideration of the 
grid, two of the initial groups (i.e., “Fairness” and “Limit to Potential”) appeared to collapse into 
one (i.e., “Social Fairness”.)  Thus, it was suggested that a slightly more parsimonious six-factor 
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model should be examined in factor analysis, with the open possibility of examining a seven-factor 
model.  Four of these six factors seemed to be concise statements of Murphy et al.’s (2003) item 
groupings: “Primacy” (which mirrored the “importance or uniqueness of cognitive ability tests” 
group), “Criterion Dependence” (which resembled the “links between ability tests and job 
requirements” group), “Alternative Cognitive Predictors” (which was similar to the “alternatives 
or additions to ability testing”), and “Social Fairness” (which resembled the “societal impact of 
cognitive ability testing” group.)  The remaining factors were named “Predictive Bias” and 
“Tradeoffs”.  These factors did not appear in Murphy et al.’s (2003) conceptualized groups of 
items. 
While these six factors were identified through the use of the aforementioned grouping 
technique, a number of ways in which items could be placed on these factors were identified.  
Ultimately, one characterization would be selected, which could be considered a “fair guess”.  
Rather than using all of 49 Murphy et al.’s (2003) total items, 29 were picked.  Realizing a clear, 
simple and easily interpretable model was considered to be more important than simply accounting 
for all of the previous study’s 49 items.  Some items appeared to be clearly related to the factors 
(e.g., #37, “General cognitive ability tests are fair” seemed to measure “Social Fairness”); others 
had no direct relationship with GCA at all (e.g., #21, “Diversity in the workplace gives 
organizations competitive advantage”) and were easily eliminated.  Further, items that are not 
clearly related to the factors could be expected to load lower.  They run greater risk of 
misassignment and may increase the chance of poor fit without adding considerable explanatory 
value.  As previously mentioned, good fit and high loadings would be strong indications of 
construct validity, and providing evidence for these hitherto unexplored constructs was an 
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important objective.  Thus, for a variety of reasons, an efficient model seemed preferable to an all-
encompassing model. 
Confirmatory factor analysis (CFA) was selected for testing the characterization of the six-
factor model on Murphy et al.’s (2003) data.  CFA is the “hallmark” for construct validation 
(Edwards, 2003), in part by accounting for 𝜹𝒊 [as opposed to, for example, clustering (e.g., Revelle, 
1979), which could have been used if the objective were merely to see how actual responses group 
together.]  In the present study, first, an initial CFA was run on the “fair guess” characterization, 
utilizing the Murphy et al. (2003) data.  Thus, while the approach could be considered 
methodologically exploratory, the actual analysis was technically confirmatory.  However, since 
a “fair guess” version of the six-factor model was unlikely to be exactly correctly specified, some 
noise might have been fitted.  As a first CFA run might be over-fitted—hence the parameter 
estimates (and, in turn, the p-values and fit) too liberal in the first run—a subsequent CFA should 
be run for the purpose of confirmation/validation.    This is what was done.  Typically, the whole 
sample is split into two subsamples.  The first subsample is used as training data; the second 
subsample is held over for confirmation/validation.  However, in this case, having already tested 
the model on the whole sample (in this case, the training data), a CFA on the first subsample was 
performed for confirmation/validation.  A CFA on the second (holdout) subsample was used to 
test a very slightly different model, in which any items with very low lambda and 𝑹𝟐 values (thus, 
little informing the model) in the previous CFA were dropped.  This new model could then be 
examined. 
Indices of fit and parsimony were selected.  Murphy et al. (2003) utilized three indices (i.e., 
the Goodness-of-Fit Index, the Parsimony Goodness-of-Fit Index, and Root Mean Square Error of 
Approximation) to gauge how well their model summarized the survey data, as well as to judge its 
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parsimony.  Root Mean Square Error of Approximation (RMSEA) (Steiger & Lind, 1980) 
indicates how well the model fits the population covariance matrix (Byrne, 1998), with sensitivity 
to the number of parameters, such that parsimony is favored.  It is considered “one of the most 
informative fit indices” (Diamantopoulos & Siguaw, 2000, p. 85).  The Goodness-of-Fit Index 
(GFI) (Jöreskog & Sorbom, 1981) indicates how much variance is accounted for by population 
covariance (Tabachnick & Fidell, 2007), such that the lower the variance that cannot be explained 
by the model, the higher the statistic.  GFI is downwardly biased when there are a large number of 
degrees of freedom relative to sample size (Sharma, Mukherjee, Kumar, & Dillon, 2005), and 
upwardly biased with large samples (Bollen, 1990; Miles & Shevlin, 1998) and as the number of 
parameters increases (MacCallum & Hong, 1997).  Accordingly, the Parsimony Goodness-of-Fit 
Index (PGFI) (Mulaik et al, 1989) was created to adjust for the loss of degrees of freedom.  Due 
to its sensitivity, recommendations against the use of GFI have been made (Kenny, 2014; Sharma 
et al, 2005).  While Murphy et al. (2003) utilized GFI and PGFI, they were dropped from the 
present study. 
While RMSEA is considered a fine indicator of model fit, other fit indices have been 
included in the present study.  The ratio of chi square to degrees of freedom (i.e. 𝑿𝟐/df is an old 
test of fit (Kenny, 2014).  Small values indicate goodness-of-fit and large values indicate badness-
of-fit.  However, there is no established standard for what constitutes good and bad fit (Kenny, 
2014).  Also, as the 𝑿𝟐 test tends produce Type I errors when sample sizes are large (Bentler & 
Bonnet, 1980; Jöreskog & Sorbom, 1981) or when the distribution is non-normal (Kenny, 2014), 
it is not the best indication of fit for the present study.  RMSEA, based largely on 𝑿𝟐/df (Kenny, 
2014), is preferred for reasons already outlined.  The 𝑿𝟐 test is presented, but mainly as a matter 
of convention. 
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In addition to absolute fit indices, several relative fit indices are reported.  The Normed Fit 
Index (NFI) (Bentler & Bonnet, 1980) compares the hypothesized model 𝑿𝟐 to the null model 𝑿𝟐, 
such that its improvement in fit is indicated.  However, as NFI may overestimate fit for models 
with more parameters, the Non-Normed Fit Index (NNFI) may be somewhat preferable for the 
present study (Kenny, 2014).  Similar to NFI, the Incremental Fit Index (IFI) compares 𝑿𝟐 of the 
hypothesized model to 𝑿𝟐 of the null model, but in a manner that also accounts for degrees of 
freedom. Thus, IFI is fairly insensitive to the size of the sample (Kenny, 2014).   
Given the specifics of the present study (i.e., the number of model parameters, the large 
size of the sample, and the high number of degrees of freedom), RMSEA, NNFI and IFI should be 
the best indicators of fit.  The Parsimony Normed Fit Index (PNFI) score is also included, despite 
the lack of a widely-accepted cutoff heuristic. 
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CHAPTER 4 
RESULTS 
 
4.1 Model Fit 
 
Confirmatory factor analysis used under tbe exploratory approach.  Under Lisrel 8.71, a 
six-factor model with a specified pattern of fixed-at-zero and free-to-be-estimated loadings was 
tested, per the selected “fair guess” characterization.  This model appeared to fit the data reasonably 
well, particularly given that somewhat lower fit index cutoffs (other than for RMSEA) may be 
used for complex models (e.g., models with more factors, with more degrees of freedom, etc.) than 
for simpler models (Cheung & Rensvold, 2002).  [Root-Mean-Squared Error Analysis (RMSEA) 
= 0.0594; Normed Fit Index = 0.882; Non-Normed Fit Index (NNFI) = 0.925; Incremental Fit 
Index (IFI) = 0.934].  𝑿𝟐  was expectedly high, given the large sample size (N = 703), and 
significant (771.387, P = 0.00); there were 362 degrees of freedom.  
𝑿𝟐
𝒅𝒇
= 2.13.  The model also 
seemed to be parsimonious [Parsimony Normed Fit Index (PNFI) = 0.787, though there is no 
generally-accepted cutoff for PNFI.]   
Subsequent confirmatory factor analyses.  Each subsample of the data was analyzed using 
Lisrel 8.71.  For the first subsample, model fit was slightly better than in the first CFA.  (RMSEA 
= 0.0495; NFI = 0.883; NNFI = 0.937; IFI = 0.944).  Again, 𝑿𝟐  was expectedly high and 
significant (651.349, P = 0.00); there were 362 degrees of freedom.  
𝑿𝟐
𝒅𝒇
= 1.799.  This model was 
also found to be reasonably parsimonious (PNFI = 0.787; again, there is no accepted cutoff.)  Thus, 
the six-factor model’s fit was validated.  A similar model (with only item #43 dropped, for reasons 
explained in the Item Factor Loadings section below) was tested on the second subsample.  Fit: 
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(RMSEA = 0.051; Minimum Fit Function Chi-Square = 621.610, P = 0.00; 335 degrees of freedom; 
𝑿𝟐
𝒅𝒇
= 1.855; NFI = 0.887; NNFI = 0.937; IFI = 0.945).  Parsimony:  (PNFI = 0.786).  Thus, the 
“new” model achieved nearly identical fit.  Fit statistics are summarized in Table 2. 
 
Table 2. Summary of fit statistics 
  N 𝑋2 df 𝑋
2/df RMSEA NFI PNFI NNFI IFI 
6-factor CFA (full sample) 703 771.39 362 2.13 0.059 0.88 0.79 0.93 0.93 
6-factor CFA (1st subsample) 360 651.35 362 1.80 0.050 0.88 0.79 0.94 0.94 
6-factor CFA (2nd subsample) 343 621.61 335 1.86 0.051 0.89 0.79 0.94 0.95 
 
 
4.2 Item Factor Loadings 
 
 Confirmatory factor analysis used in exploratory approach.  In factor analysis, items with 
small lambda values may be considered to have little informative value and may negatively affect 
fit.  Thus, decisions to retain or drop these items may be made on the basis of loadings and 𝑹𝟐. 
Retention heuristics were provided in a prior section of this article.  In recapitulation, given the 
nature of the present research and the size of the sample, a liberal heuristic for retaining items 
based on lambda values (i.e., factor loadings) was utilized (i.e., retain lambda ≥ 0.3 or ≤ –0.3).  
𝑹𝟐  >  0.25  were considered large, where 0.10 ≤  𝑹𝟐 < 0.25  was considered a conventional 
indication of a moderate relationship.  Corresponding with the lambda heuristic, 𝑹𝟐  <  0.10 tends 
to suggest a weak relationship, such that the item should generally be discarded.  In Lisrel 8.71, a 
total of 29 items loaded onto the six-factors.  Only (i.e., item #43) failed to meet both retention 
heuristics. 
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Table 3. Factor Pattern of CFA Run on Full Sample. 
Corresponding item content is specified in Appendix A 
Item 
# Primacy 
Criterion 
Dependence Alternatives Test Bias 
Social 
Fairness Tradeoffs 
 
 
 
1 0.59      0.35 
2 0.75      0.59 
10 0.73      0.54 
11 0.42      0.18 
14 -0.53      0.28 
28 0.56      0.31 
 29 0.56      0.31 
45 0.48      0.23 
16  0.53     0.28 
17  0.52     0.28 
33  0.31     0.10 
4   0.42    0.17 
5   -0.52    0.27 
9   0.49    0.24 
15   0.65    0.43 
30   -0.38    0.14 
31   0.66    0.44 
13    0.43   0.18 
39    0.50   0.25 
49    0.60   0.36 
26     0.69  0.48 
27     0.58  0.34 
36     0.74  0.55 
37     0.88  0.69 
38     -0.52  0.27 
19      0.56 0.31 
22      0.47 0.23 
*43      0.26 0.07 
47      0.56 0.32 
 
* Item failed to meet retention heuristic 
 
𝑅2 
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The degree to which factors covary is an indication of their independence (or lack thereof).  In the 
factor correlation matrix, one value is > 0.70 and another is < -0.70.  These are somewhat large.  
Thus, while some factors do not appear to be strongly related (e.g., “Alternatives” and “Tradeoffs”), 
the independence of others (e.g., “Primacy” and “Social Fairness”) is questionable. 
 
Table 4. Factor Correlation Matrix of CFA Run on Full Sample.  
 Primacy Criterion 
Dependence 
Alternatives Test Bias Social 
Fairness 
Tradeoffs 
Primacy 1.00      
Criterion Dependence -0.48 1.00     
Alternatives -0.59 0.60 1.00    
Test Bias -0.59 0.49 0.45 1.00   
Social Fairness 0.73 -0.29 -0.50 -0.72 1.00  
Tradeoffs -0.10 0.26 0.12 0.32 -0.33 1.00 
 
 
Subsequent Confirmatory Factor Analyses.  Confirmatory factor analysis (CFA) has been 
characterized as the gold standard for construct validation.  In the present study, the same heuristics 
applied to lambda values and 𝑹𝟐 was used in all factor analyses.  Of the 29 items retained from 
the first CFAs, three (items #11, 17, and 43) fell outside the CFA lambda value retention range, 
but only item #43 failed to meet both heuristics (i.e., for lambda value and 𝑹𝟐), indicating a 
particularly weak relationship.  While item #43 was included in the first subsample CFA, it was 
dropped in the second.  As noted above, almost no change in fit resulting from removing this item.  
However, given its limited informative value, however, it should be eliminated (in order to remove 
what is a probably fruitless point of debate.)  While the CFA results supported the meaningfulness 
of “Primacy”, “Alternatives” and “Social Fairness” beliefs factors, “Criterion Dependence”, 
“Tradeoffs” and particularly “Test Bias” were not as well informed their respective items. 
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Table 5. Factor Pattern of CFA Run on First Subsample. 
Corresponding item content is specified in Appendix A 
Item # Primacy 
Criterion 
Dependence Alternatives 
Test 
Bias 
Social 
Fairness Tradeoffs 
 
  
 
1 0.55           0.30 
2 0.67      0.45 
10 0.69      0.48 
*11 0.29      0.09 
14 -0.46      0.21 
28 0.57      0.33 
29 0.54      0.29 
45 0.54           0.29 
16   0.61     0.37 
*17   0.24     0.06 
33   0.49         0.24 
4    0.42    0.18 
5    -0.45    0.20 
9    0.44    0.19 
15    0.60    0.37 
30    -0.50    0.25 
31     0.47    0.22 
13     0.32   0.10 
39     0.61   0.37 
 49      0.77   0.59 
26      0.63  0.40 
27      0.46  0.21 
36      0.65  0.43 
37      0.77  0.59 
38       -0.57  0.33 
19      0.33 0.11 
22       0.45 0.20 
*43       0.18 0.03 
47       0.65 0.42 
 
* Item failed to meet retention heuristic 
 
 
𝑅2 
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Table 6. Factor Pattern of CFA Run on Second Subsample (Testing the “New” Model). 
Corresponding item content is specified in Appendix A 
Item 
# Primacy 
Criterion 
Dependence Alternatives Test Bias 
Social 
Fairness Tradeoffs 
 
  
 
1 0.55      0.30 
2 0.67      0.45 
10 0.69      0.48 
*11 0.29      0.09 
14 -0.46      0.21 
28 0.57      0.33 
29 0.54      0.29 
45 0.54      0.29 
16  0.60     0.37 
*17  0.24     0.06 
33  0.49     0.24 
4   0.42    0.18 
5   -0.45    0.20 
9   0.44    0.19 
15   0.60    0.37 
30   -0.50    0.25 
31   0.47    0.22 
13    0.32   0.10 
39    0.61   0.37 
 49    0.77   0.59 
26     0.63  0.40 
27     0.46  0.21 
36     0.65  0.43 
37     0.77  0.59 
38     -0.57  0.33 
19      0.31 0.10 
22      0.43 0.19 
47      0.64 0.41 
 
* Item failed to meet retention heuristic 
 
 
𝑅2 
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As expected, in light of the CFA run on the full sample, some factors were expected to be 
strongly related and others weakly related in the subsample CFAs.  Indeed, correlations were 
somewhat higher than before.  The independence of “Primacy” and “Social Fairness” may be 
questioned, as may the independence of “Test Bias” and “Social Fairness.”  As expected, 
correlation matrices were also nearly identical between the two CFAs run on subsamples.   
 
Table 7. Correlation Matrix of CFA Run on First Subsample. 
 
 Primacy Criterion 
Dependence 
Alternatives Test Bias Social 
Fairness 
Tradeoffs 
Primacy 1.00      
Criterion Dependence -0.33 1.00     
Alternatives -0.62 0.62 1.00    
Test Bias -0.58 0.48 0.43 1.00   
Social Fairness 0.78 -0.31 -0.56 -0.73 1.00  
Tradeoffs -0.21 0.43 0.24 0.45 -0.58 1.00 
 
 
Table 8. Correlation Matrix of CFA Run on Second Subsample (Testing the “New” Model). 
 
 Primacy Criterion 
Dependence 
Alternatives Test Bias Social 
Fairness 
Tradeoffs 
Primacy 1.00      
Criterion Dependence -0.33 1.00     
Alternatives -0.62 0.62 1.00    
Test Bias -0.57 0.48 0.43 1.00   
Social Fairness 0.78 -0.31 -0.56 -0.73 1.00  
Tradeoffs -0.25 0.45 0.26 0.47 -0.62 1.00 
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CHAPTER 5 
DISCUSSION 
 
5.1 The Model 
 
 The six-factor model fit the training data, and fit was then supported in subsequent analyses.  
The final model achieved good fit, like Murphy et al’s (2003).  Discarding the low loading item 
#43 should be beneficial, as the assertion it makes might no longer be suggested as a point of 
debate.  Items #1 and #17 also showed low loadings; in another characterization, they might not 
be included. 
However, there are lingering questions about the factors.  As previously noted, high 
correlations between factors (as shown in Tables #4, #7 and #8) cast doubt upon their independence.  
The difference between Test Bias and Social Fairness might be clear to those who debate GCA 
and GCA testing, but they may have been confused in some way among the broader SIOP 
membership that responded to the survey.   
 
5.2 Further support for construct validity 
 
 The survey results may indirectly support the meaningfulness (and, thus, usefulness) of the 
model in other ways.  Murphy et al. (2003) grouped the 49 items as “consensus items”, “polarizing 
opinions” and “neither controversy nor consensus”, based on percentage of respondents who 
agreed or disagreed with them.  Ultimately, by Murphy et al.’s (2003) heuristics, only ten items 
were “polarizing”.  Four of these ten items loaded onto the present study’s “primacy” factor.  It is 
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not surprising, thus, that primacy seems to have been the most fertile area of debate in the special 
issue of Human Performance (2002).  Too, it is not surprising that “Primacy” was the best 
validated factor, as those on each side should be expected to provide similar responses.  By contrast, 
all three items which loaded onto the present study’s “criterion dependence” factor were referred 
to as “consensus” in the Murphy et al. (2003) study.  It should be evident in Table 3 that, in the 
special issue, “Criterion Dependence” was not contentious.  In an uncontentious area of debate, 
sides are less distinct.  [Note: Indeed, based on argumentation theory (as explained in this study’s 
suggestions for future research), scholars may consider eliminating (or at least revising) “criterion 
dependence” in future debates.  Perhaps it can be retained if group- and organizational-level 
criteria—e.g., Kehoe’s (2002) “overall worth or merit”—are introduced.]  
 Further, in the special issue, only Outtz strongly questioned whether GCA tests are socially 
fair and unbiased; correspondingly, none of items that loaded onto the present study’s “Predictive 
Bias” and “Social Fairness” factors fell into Murphy et al.’s (2003) “polarizing” category. 
Tradeoffs between efficiency and fairness were not featured prominently in the special issue.  The 
six-factor model’s “Tradeoffs” factor was not strongly validated by high factor loadings and 𝑹𝟐.  
 
5.3 Value of the model 
 
 Darlington (2004) proposes two uses for factor analysis.  The absolute use of factor analysis 
aims at fully accounting for the relationships between variables; the heuristic use is simply 
intended to provide the best summarization of the data.  The six-factor solution was not intended 
to serve as a measurement model.  It summarizes the data well and with higher loadings than 
Murphy et al.’s (2003) two-factor model.  The meaning of the two-factor model is open to great 
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interpretation and offers little insight into what specific points of debate might be.  The six-factor 
model should be more informative.  It cannot be construed as a better model, but only as another 
model; however, it is the only of the two models that offers utility for future debate.  Table 1 
illustrates this utility as a structure for debate by showing where scholars agreed and disagreed in 
the special issue. 
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CHAPTER 6 
LIMITATIONS 
 
One of the objectives this study was to arrive at a model deductively, through examination 
of an actual debate, rather than the inductive approach adopted in Murphy et al.’s (2003) study.  
However, without access to a recording or transcript of a prior debate, follow-on articles to the 
“Millennial Debate” were used in proxy.  While written arguments can be considered debate 
(Ehninger & Brockriede, 2008), only Viswesvaran and Ones (2002) had the opportunity to support 
or rebut the assertions of the various articles. 
Further, because it was not possible to survey SIOP members and fellows a second time 
on the same beliefs, research could only be based on data from a preexisting survey.  This survey 
had at least two content problems that cast doubt upon the reliability of responses.  As a result, it 
may be that no model can be validated properly by testing it on the survey data.  
The first problem is a matter of the way in which item content was stated.  While 22 items 
specifically used the term “general cognitive ability,” 20 referred to “cognitive ability.”  In some 
cases, the interchangeable use of the terms “general cognitive ability” and “cognitive ability” 
might have led respondents to differentiate between the two, thinking the latter term referred to 
aptitudes.  In some cases, it is conceivable that this ambiguity could had some impact on 
interpretation, however slight.  For example, the assertion in item #34 reads, “In jobs where 
cognitive ability is important, Blacks are likely to be underrepresented.”  A respondent who 
believes that the use of general cognitive ability tests necessarily leads to adverse impact might 
have expressed agreement if the term “cognitive ability” was interpreted as GCA.  However, if 
that same respondent believes that tests of specific abilities or other intelligences might not 
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necessarily lead to adverse impact [as Kehoe (2002) suggests], she or he might have expressed 
disagreement.   
The second problem may be more important.  The meanings of certain “Tradeoffs” items 
were equivocal.  An example of this problem arises in item #26, which reads, “The use of cognitive 
ability tests in selection leads to more social justice than their abandonment.”  A respondent who 
believes that “social justice” refers to fairness toward groups might answer “strongly disagree”; 
however, if that same respondent were instructed to consider “fairness” at individual level, she or 
he might have answered “strongly agree”.  Note that this item is also subject to the same potential 
for multiple interpretations of the first type identified. 
Finally, the survey results were obtained from a broad sample of SIOP members, including 
both academics and practitioners.  Typically, only experts are involved in debates and panel 
discussions, but many of those who responded may not have been deeply knowledgeable about 
GCA and GCA testing.  While covariation may not have differed greatly among experts and 
nonexperts, further research should be conducted to examine whether there is evidence that the 
model holds for experts before using it in debate. 
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CHAPTER 7 
RECOMMENDATIONS FOR FUTURE RESEARCH 
 
While discussion forums such as the “Millennial Debate on g” may provoke intellectual 
exchange and stimulation, they do not qualify as formal debate.  This distinction is more than 
semantic.  It is important to recognize what “debate” is—its purpose, its rules and its value.  Debate, 
fundamentally, is a form of argumentation (Patterson & Zarefsky, 1983; van Eemeren et al., 1996) 
in which parties cooperatively investigate disputed subjects by making appeals to a third-party 
judge, by whose decision they agree to abide (Ehninger & Brockriede, 2008).  Pera (1994) states 
that, in scientific debate, rules of conduct and judgment should be formalized, and the soundness 
of arguments must be established within the context of that debate.  This kind of debate might be 
highly unusual for industrial-organizational psychologists, who appear to allow the weight of 
evidence simply determine the direction of the field over periods of time.  According to Pera (1994), 
however, it is through debate that arguments are sharpened and, ultimately, that valid science can 
be determined.  Industrial-Organizational psychologists need not fear a polarizing effect in proper 
debate.  Debate should be a cooperative effort with the objective of illuminate issues, rather than 
winner-take-all (Ehninger & Brockriede, 2008).  The model advanced in this study might serve as 
a framework for such a formal debate on GCA, the purpose of which would be to advance a 
common paradigm. 
One of Murphy et al. (2003) demographic characteristics was “Primary Employment”, 
segmented into “Academic”, “Consulting”, “Industry”, and “Other”.  It might be interesting to 
explore whether the six-factor model holds for human resources practitioners, or if another model 
is preferable.  This could be initially tested through Murphy et al.’s (2003) data, by using those 
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characteristics.  Also, members of the Society for Human Resources Management (SHRM) seem 
not to have been surveyed on their beliefs in GCA in the past; they are natural practitioner 
respondents.  The Murphy et al. (2003) survey (or a modified form thereof) might be administered 
to them.  Another approach might employ surveys of the type that Naess (1966) describes (i.e., 
pro-et-contra and pro-aut-contra), allowing evidence to be judged by respondents.  A Likert scale 
could supplant the typical “yes/no” response format, providing data upon which factor models 
could be tested.  This might be more informative than a traditional study, as it may contribute a 
practitioner view of the weight of evidence that Murphy et al. (2003) were not able to identify, 
even among the practitioners in their sample. 
Finally, other models and other characterizations should be explored.  Intuitively, the 
present study’s “Primacy”, “Alternatives” and “Criterion Dependence” factors may be related to 
Murphy et al.’s (2003) “g-ocentric” factor.  The present study’s “Test Bias”, “Social Fairness” and 
“Tradeoffs” factors may be related to Murphy et al.’s (2003) “Societal” factor.  A second-order 
model, with the present study’s factors loading onto the Murphy et al. (2003) factors according to 
these relationships, might achieve better fit and could be more informative. 
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APPENDIX A 
 
Items selected for model specification are grouped according to the six factors— 
 
Primacy: 
#1 There is no substitute for general cognitive ability. 
#2 General cognitive ability is the most important individual difference variable. 
#10 General cognitive ability should almost always be a part of a personnel selection system. 
#11 General cognitive ability enhances performance in all domains of work. 
#14 The validity of cognitive ability tests show levels of validity too low to justify the negative 
social consequences of those tests 
#28 Cognitive ability tests should almost always be a part of a personnel selection system 
#29 Tests of noncognitive traits are useful supplements to g-loaded tests in a selection battery, 
but they cannot substitute for tests of g. 
#45 Average scores on general cognitive ability tests are related to the effectiveness of an 
organization. 
 
Criterion Dependence: 
#16 Although cognitive ability tests are the best predictors of technical or core performance, 
they are not the best predictors of other facets of job performance 
#17  The predictive validity of cognitive ability tests depends on how performance criteria are 
defined and measured. 
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#33 The multidimensional nature of job performance necessitates the use of both cognitive and 
noncognitive selection measures. 
 
Alternatives: 
#4 There is more to intelligence than what is measured by a standard cognitive ability test. 
#5 General cognitive ability accounts almost totally for the predictive validity of ability tests. 
#9 Different jobs are likely to require different types of cognitive abilities. 
#15 Tacit knowledge is a form of practical intelligence, which explains aspects of performance 
that are not accounted for by g. 
#30 Combinations of specific aptitude tests have little advantage over measures of general 
cognitive ability in personnel selection. 
#31 Tacit knowledge contributes over and above general cognitive ability to the prediction of 
job performance. 
 
Test Bias: 
#13 General cognitive ability tests measure constructs that are not required for successful job 
performance. 
#39 Racial differences produced by cognitive ability tests are substantially higher than racial 
differences on measures of job performance.   
#49 A workforce selected on the basis of actual performance would be less racially segregated 
than a workforce selected on the basis of cognitive ability tests. 
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Social Fairness: 
#26 The use of cognitive ability tests in selection leads to more social justice than their 
abandonment. 
#27 Tests of general cognitive ability can be used to create equal opportunities for all. 
#36 Professionally developed cognitive ability tests are not biased against members of racial or 
ethnic minority groups. 
#37 General cognitive ability tests are fair 
 
Tradeoffs: 
#19 There are combinations of noncognitive measures with criterion-related validity comparable 
to those achieved by cognitive ability tests. 
#22 Choosing to use cognitive ability tests implies a willingness to accept the social 
consequences of racial discrimination. 
#43 Massive societal changes will be necessary to significantly affect the adverse effects of 
cognitive ability tests. 
#47 There is a tradeoff between the cost-effective use of cognitive ability tests and social 
responsibility in selection practices. 
 
 
