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Abstract
Let ω(m) be the number of distinct prime factors of m. A celebrated theorem
of Erdös-Kac states that the quantity
ω(m)− log log m√
log log m








also distributes normally. In this thesis, we prove these two results. We also prove
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Let’s begin by recalling some definition:
Definition For m ∈ N, we denote ω(m) to be the number of distinct prime divisors
of m, and Ω(m) to be the total number of prime divisors of m counting multiplicity.
In 1920, Hardy and Ramanujan proved the following Theorem:
Theorem 1 (Hardy-Ramanujan) For a given function gm in m, if gm →∞ as







m ≤ n :
∣∣∣∣ω(m)− log log m√log log m
∣∣∣∣ ≤ gm} = 1
This theorem tells us that almost all integers have about log log m distinct prime
divisors, since we can choose some gm such that for large m, gm
√
log log m =
o(log log m).
In 1934, Turán gave a simplified proof of the Hardy-Ramanujan Theorem by an
essentially probabilistic method concerning the frequency, though he didn’t really
know probability theory at that time. For n ∈ N, Turán proved that∑
m≤n
(ω(m)− log log n)2  n log log n,
from which one can derive Theorem 1. A generalization of this method can be
found in [1].
























is the normal distribution.
This showed how the ω(m) distributed around the central value log log m. In par-
ticular, Erdös and Kac made essential use of the sieve method of Brun and some
crude probability theory[1].
We show below the Erdös-Kac Theorem implies the Hardy-Ramanujan theorem.







m ≤ n :
∣∣∣∣ω(m)− log log mgm√log log m
∣∣∣∣ > ε} = 0,











m ≤ n :
∣∣∣∣ 1gm








m ≤ n :
∣∣∣∣ω(m)− log log mgm√log log m
∣∣∣∣ > ε} = 0







m ≤ n :
∣∣∣∣ω(m)− log log m√log log m
∣∣∣∣ < gm} = 1,
which is the Hardy-Ramanujan theorem.
Definition For a function f(x), we say it is strongly additive if for any two numbers
a and b, (a, b) = 1, f(ab) = f(a) + f(b) and f(pα) = f(p) for all α ≥ 1, p a prime
number; It is additive if for any two numbers a and b, (a, b) = 1, f(ab) = f(a)+f(b).
In 1954-1955, Kubilius and Shapiro proved a generalization of the Erdös-Kac The-
orem:
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Theorem 3 (Kubilius-Shapiro) Let f(m) be a real valued function and suppose






























# {m ≤ n : f(m)− A(n) ≤ tB(n)} = G(t).
That is, the normal value for m ≤ n of f(m) is A(n) and the standard deviation is
B(n).
We can see many applications of Theorem 3 in the book of Elliot [1]. One can
also consider to apply this theorem to functions which are not strongly additive.
In 1985, by applying Brun’s method, Erdös and Pomerance[2] proved a theorem


















In Chapter 2, we will prove the Erdös-Kac Theorem. Let
δp(m) =
{
1 p | m
0 p - m





We define independent random variables {Xp, p is prime} satisfying
Xp =
{
1 with probability 1
p
;








Xp, it is possible that ω(m) is normally distributed.
In Chapter 3, we will give the proof of the Erdös-Pomerance Theorem, with the
application of the Bombiere-Vinogradov Theorem. In order to apply this theorem,













distributed normally. Then since
Ω(ϕ(m))− ω(ϕ(m))
is small enough, Theorem 4 follows.
In Chapter 4, we introduce the Carlitz module and Euler’s ϕ-function in the
function field:
Definition Let R be a principal ideal domain, M be a finite R-module. Then we
can write
M = ⊕ki=1R/ciR, where ci ∈ R, ci|ci−1, i = 2, 3, · · · , k.
For a ∈ M , We define
ϕ(M) = Πki=1ci.
Let A = Fq[T ] be the polynomial ring over the finite field Fq, where q = pm for
some prime number p and m ∈ N. To define the ϕ-function for n ∈ A = Fq[T ], we
need to define a non-trivial A-Module associated to n.
Definition Let k = Fq(T ) be the rational function field over Fq. Let τ be the
Frobenius element defined by τ(X) = Xq. We denote k{τ} the twisted polynomial
ring, whose multiplication is defined by
τb = bqτ,∀b ∈ k.
The A-Carlitz module C is the Fq-algebra homomorphism
C : A −→ k{τ}, f 7→ Cf ,
characterized by
CT = T + τ.
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Definition Let B be a commutative k-algebra, B+ the additive group of B. Using
this A-Carlitz module, we can define a new multiplication of A on B as follows: for
f ∈ A, u ∈ B,
f · u := Cf (u),
denoted by C(B), which is still an A module.
Given an n ∈ A \ {0}, the new A-module is C(A/nA). If n is monic and
n = pr11 · · · pruu , we have
C(A/nA) = C(A/pr11 A)× · · ·C(A/pruu A)
Then we have following facts: for p prime in A( Here and below, we will say p is
prime instead), we have [1]
C(A/pA) ∼= A/(p− 1)A.
Also if q 6= 2, or q = 2 with p - t(t + 1), we have
C(A/prA) ∼= A/(pr − pr−1)A;
If q = 2 with p | t(t + 1), then
C(A/prA) ∼=

A/(p− 1)A r = 1;
A/t(t− 1)A r = 2;
A/t(t− 1)A⊕ A/pr−2A r ≥ 3.
Definition Under A-Carlitz module, in this chapter we still denote the correspond-
ing Euler’s ϕ-function by ϕ. For a prime polynomial p ∈ A and r ∈ N, we define
ϕ(pr) := pr − pr−1.











Note that the ϕ(n) is again a polynomial.
Definition For n ∈ A, we define the number of distinct prime factors of n by ω(n)
and the number of prime factors of n counting multiplicity by Ω(n).
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We will prove a function field analogue for the Erdös-Kac Theorem:







p : deg(p) = x,





We also prove a function field analogue for the Erdös-Pomerance Theorem:
Theorem 6 (Normal Distribution of ω(ϕ(m))) Let m be a monic polynomial



















We will apply an analogue of the Kubilius-Shapiro theorem in the function field
[9] to prove the function field analogue of the Erdös-Pomerance Theorem, following
roughly the same procedures in the proof of Erdös-Pomerance Theorem.
Finally we remark that, since the difference between ω and Ω is very small, all




In the original proof of the Erdös-Kac theorem, they used sieve methods which
are difficult. Later, Halberstam proved this theorem using the method of moments
[4][5]. His proof was further simplified by Billingsley[8]. Here we will follow the
approach of Billingsley to prove the Erdös-Kac theorem:






















is the normal distribution function.
In the following, we will give a heuristic explanation for the Erdös-Kac Theorem.
Let Pn be the probability measure on the space of positive integers that places mass













1 p | m
0 p - m






From the Central Limit Theorem, if δp(m)’s are ”independent”, then ω(m) is nor-
mally distributed.
To see why the Erdös-Kac theorem is true, we note that








, when n is large.
For distinct primes p1, . . . , pk,








{m : δpi(m) = 1}
}





















Pn{m : δi(m) = 1}.
Therefore when m is chosen randomly from 1, . . . , n and n is large, the random
variables δp1(m), . . . , δpk(m) are nearly independent and hence it is possible that
they are normally distributed by the Central Limit Theorem.
2.1 Review of Probability Theory
Definition Let X be a random variable with a probability measure P . For t ∈ R,
the function F (t) = P (X ≤ t) is the distribution function of X, and E{X} =∫∞
−∞ tdF (t) is the expectation of X.
Definition We say a sequence of random variables {Dn} converges in probability
Pn to 0, if for any ε > 0, lim
n→∞
Pn{|Dn| > ε} = 0, denoted by Dn
Pn−→ 0.
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Definition Φ(t) is the limiting distribution function for a sequence of random
variables {Dn} with distribution functions Fn(t) respectively, if for any t where




We need to know some probability facts before proving the Erdös-Kac Theorem.
We have the following lemmas:
Lemma 7 Given a sequence of random variables {Dn}, if lim
n→∞
E{|Dn|} = 0, then
Dn
Pn−→ 0.
Lemma 8 1)Given two sequences of random variables {Dn} and {Un}, if
limn→∞ E{|Dn|} = 0, then {Un} has a given limiting distribution function Φ(x) if
and only if Un + Dn does.
2)If Dn
Pn−→ 0, Un has a distribution function Φ, then DnUn
Pn−→ 0.
3)If random variables An
Pn−→ 1, Bn
Pn−→ 0, then Un has limiting distribution Φ if
and only if AnUn + Bn does.
Lemma 9 Φ(t) is determined by its moments µr =
∫∞
−∞ t
rdΦ(t), r = 0, 1, 2, ..., i.e,
if the distribution function Fn satisfy
∫∞
−∞ t
rdFn(t) → µr for r = 0, 1, 2, ..., then
Fn(t) → Φ(t) for each t.
Lemma 10 If Fn(t) → Φ(t) for each t, and if
∫∞
−∞ t
r+εdFn(t) is bounded in n for




Lemma 11 Let {Un} be a sequence of independent uniformly bounded variables
with mean 0 and finite variances σ2i . If
n∑
i=1










converges to Φ(t) which is a special case of the central limit theorem.
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2.2 Outline of The Proof
Let {αn} be a sequence of positive real numbers such that
αn = o(n










For example, we can choose αn to be n










= log log log n + O(1).
Let {Xp, p is prime} be independent random variables satisfying
Xp =
{
1 with probability 1
p
;





























To prove the Erdös-Kac Theorem, we will prove first that the following state-
ments are equivalent(Part I of the Proof):










































































ω(m)− log log n√
log log n
=






log log m− log log n√
log log n
.






∣∣∣∣√log log m√log log n − 1







∣∣∣∣ log log m− log log n√log log n
∣∣∣∣ > ε} = 0,
for any ε > 0.
If n1/2 < m ≤ n, we have∣∣∣∣√log log m√log log n − 1







+ log log n <
√
log log m <
√
log log n− ε
√
log log n,
which is log log n <
log 1
2
1−(1−ε)2 = c1(ε);∣∣∣ log log m−log log n√log log n ∣∣∣ > ε implies that√




log log n < ε−2(log 2)2 = c2(ε).
So when n is bigger than ee
max{c1(ε),c2(ε)} , we have that the above two probabilities
are both smaller than Pn
{
m : m ≤ n1/2
}
, which tends to 0 as n → ∞. Thus the






















































= o((log log n)1/2),
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ωn(m)− log log n
(log log n)1/2
=































Proof: We have that
cn = log log n + O(1), s
2
n = log log n + O(1),
and
















O(ωn(m)− log log n)√




From Lemma 3, we need only to show that
O(ωn(m)− log log n)√




which is true since
ωn(m)− log log n = o(log log n).















Proof: By the multinomial theorem and Sn =
∑

















∑′ denotes summing for all tuples (r1, . . . , ru) with r1, . . . , ru ≥ 0 and r1 +
· · ·+ ru = r;
∑′′ denotes summing for all (p1, . . . , pu) with 0 ≤ p1 ≤ · · · ≤ pu ≤ αn.








= E {Xp1 · · ·Xpu} =
1


















which is just the above one with the summand replaced by En
{











p1 · · · pu
]
,
but ∣∣∣∣ 1p1 · · · pn − 1n
[
n
p1 · · · pn
]∣∣∣∣ ≤ 1n.
Hence, for any r we have



























































r −→ 0 as n →∞,
since αn = o(n
ε) for any ε > 0 and cn ≤ αn.
Now by Lemma 9, in order to prove that the distribution of Sn−cn
sn
converges to
























∣∣∣∣E {(Sn − cn)rsrn
}∣∣∣∣ < ∞.












. Then {Yp} are inde-
pendent. Hence
















∑′ extends over those u-tuples (r1, ..., ru) satisfying r1 + ... + ru = r and∑′′ extends over those u-tuples (p1, ..., pu) of primes satisfying p1 < ... < pu ≤ αn.
Since E {Yp} = 0, we can require in
∑′ above that r1, . . . , rn ≥ 1. Since |Yp| ≤


























But if r1, . . . , ru add to r, and each is at least 2, then 2u ≤ r. For n large enough
that sn ≥ 1 now we have































































































. Thus we have that the rth moment
of Fn(x) converges to µr. Combining Lemmas 12, 13, 14, 15 and 16, the Erdös-Kac
theorem follows.
2.4 From ω(m) to Ω(m)
It can be shown that Erdös-Kac and Hardy-Ramanujan Theorems hold also if each




















p(m). For k ≥ 1, δ′p(m) − δp(m) ≥ k if and















which implies En {Ω− ω} = O(1).
So from Lemma 8, the Erdös-Kac theorem persists if ω(m) is replaced by Ω(m)























We recall some results from analytic number theory and probability number theory
which we needed for our proof of the normal distribution of ω(ϕ(n)):
Lemma 18 (Partial Summation) Given a sequence {cn}, n = 1, 2, . . ., let C(x) =∑
i≤1






















Theorem 20 (Brun-Titchmarsh) [11] Let a and q be relatively prime positive
integers and let π(x; q, a) denote the number of primes p < x congruent to a mod
q. Then we have for some constant C(ε) only depends on some ε arbitrarily small,
π(x, q, a) <
C(ε)x
ϕ(q) log x
as x −→∞, uniformly in a and q, subject to
q < x1−ε.
Theorem 21 (Bombieri-Vinogradov) For any A > 0, there exists a positive







∣∣∣∣π(y; d, a)− li(y)ϕ(d)
∣∣∣∣ x(log x)A ,
where










Definition For a function f(x), we say it is strongly additive if for any two numbers
a and b, f(a + b) = f(a) + f(b); It is additive if for any two numbers a and b,
(a, b) = 1, f(ab) = f(a) + f(b).
Theorem 3(Kubilius-Shapiro) Let f(n) be a real valued function and suppose






























·# {n ≤ x : f(n)− A(x) ≤ tB(x)} = G(t),
that is, the expected value for n ≤ x of f(n) is A(x) and the standard deviation is
B(x).
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Lemma 22 (Turán-Kubilius Inequality) [12] Let f(n) be a real valued func-













Let λx denote the smallest number for which the inequality
x∑
n=1
|f(n)− E(x)|2 ≤ xλxD(x)2
is always satisfied, and set




1.47 ≤ λ ≤ 2.08.
3.2 Lemmas
Let Ωy(n) be the total number of prime factors p ≤ y of n, counting multiplicity.
Note that Ωy(n) is a completely additive function. Let P (n) denote the largest
prime factor of n and let p, q, r always denote primes.
























































































Lemma 24 If 3 ≤ y ≤ x, then∑
p≤x
Ωy(p− 1) =






























= S1 + S2.
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< q ≤ y. We
estimate the first range by the Bombieri-Vinogradov Theorem. Thus we have∑
q≤min{y,x1/3}



















For the second range of S1, we have∑
min{y,x1/3}<q≤y

























For S2 we break it into two parts also: q
a ≤ x1/3 and x1/3 < qa ≤ x.∑
qa≤x1/3,a≥2
q≤y











Also we have ∑
qa≥x1/3,a≥2
q≤y







Combine above, the lemma is proved.











where the implied constant is uniform.
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(a2 − a)π(x; qa, 1)
= O
(


































































= S4.1 + S4.2.
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For S4.2, We can assume du = q









































 x23/24 log log y
= o
(











































































Then S4.2 = O
(
x log log y
log x
)
. Combine above we get the lemma.




= log log x log log y − 1
2
(log log y)2 + O(log log x),
where the implied constant is uniform.















































(log log y)2 − (log log 2)2
)
+ (log log y log log x− log log y log log y) + O(log log x− log log 2)
= log log x log log y − 1
2
(log log y)2 + O(log log x).
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= log log x(log log y)2 − 2
3
(log log y)3 + O(log log x log log y),
where the implied constant is uniform.




















































(log log y)2 log log x− (log log y)3
)
+ O(log log x log log y − log log 2 log log y)
= log log x(log log y)2 − 2
3
(log log y)3 + O(log log x log log y).
3.3 The Erdös-Pomerance Theorem
In this section we use the Kubilius-Shapiro Theorem to the additive function f(n) =∑
p|n Ω(p−1) to prove the Erdös-Pomerance Theorem for Ω(ϕ(n)). As for ω(ϕ(n)),
we can prove that but for o(x) choices of n ≤ x,
Ω(ϕ(n))− ω(ϕ(n)) = O(log log x log log log log x).
So Ω(ϕ(n)) and ω(ϕ(n)) differ not much and then we can get the same result for
ω(ϕ(n)).







n ≤ x : Ω(ϕ(n))− 1
2





We want to apply the Kubilius-Shapiro Theorem. But notice that Ω(ϕ(n)) is





Then f(n) is strongly additive and does not differ very much from Ω(ϕ(n)). To see
this, write n = pk11 · · · pkss . We have




= f(n) + (k1 + · · ·+ ks)− s
= f(n) + Ω(n)− ω(n).
Note that Ω(n)− ω(n) is normally o(log log x) by the Hardy-Remanujan Theorem.







n ≤ x : f(n)− 1
2



















(log log x)2 + O(log log x).














(log log x)3 + O((log log x)2).















Let ε > 0 be fixed. Let T = ε(log log x)3/2/
√
3. From Erdös and Sarkozy [6], it
follows that for any y ≥ 2 ∑
n≤y
Ω(n)≥T
1  2−T T 4y log y.
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 2−T T 4(log x)4
= o(1).
So the condition is satisfied and Erdös-Pomerance Theorem follows.
Let ωy(n) denote the number of distinct prime factors of n which do not exceed
y. To prove the theorem for ω(vi(n)), we need to prove the two lemmas below.
From now on, we always take y = (log log x)2.
Lemma 28 For all but o(x) choices of n ≤ x,
Ω(ϕ(n))− Ωy(ϕ(n)) = ω(ϕ(n))− ωy(ϕ(n)).
Proof: Write n = pk11 · · · p
kl
l . Then we have
ϕ(n) = pk1−11 · · · p
kl−1
l (p1 − 1) · · · (pl − 1).
If Ω(ϕ(n)) − Ωy(ϕ(n)) 6= ω(ϕ(n)) − ωy(ϕ(n)), suppose p2|ϕ(n) where p > y and
u ≤ x. Then p and n satisfy one of the below cases:
1) p3|n;
2)there is some q|n with q ≡ 1(modp2), then p2|p1 − 1, where pi − 1 = q;
3) there are distinct q1, q2 with q1q2|n and q1 ≡ q2 ≡ 1(modp), then p|pi−1, p|pj−1,
where pi − 1 = q1, pj − 1 = q2.



































































































Thus combine above we proved this lemma.
Lemma 29 For all but o(x) choices of n ≤ x,
0 ≤ Ωy(ϕ(n))− ωy(ϕ(n)) ≤ 2 log log x log log log log x.
Proof: Here we need to apply Lemma 22 to the additive function Ωy(ϕ(n)), with

















































= log log x log log y − 1
2





















































































 O(log log x).
Thus
Ey(x) = log log x log log y 1
2





















= log log x(log log y)2 − 2
3
(log log y)3 + O(log log x log log y).
Thus, by the Turán-Kubilius inequality (
∑
n≤x(Ωy(ϕ(n))− Ey(x))2 ≤ 32xDy(x)2),
we have
Ω(ϕ(n))− ω(ϕ(n)) = log log x log log log log x + O(log log x).
Now we can prove the Erdös-Pomerance Theorem for ω(ϕ(n)). If we can
show that but for o(x) choices of n with n ≤ x, we have Ω(ϕ(n)) − ω(ϕ(n)) =
o((log log x)3/2), then this theorem follows from the previous one immediately, and
it is true from Lemma 28 and Lemma 29. Thus we finished the proof of the Erdös-
Pomerance Theorem.
Remark. Let λ(n) be the smallest positive integer such that aλ(n) ≡ 1modn for all
a with gcd(a, n) = 1. We have∏
p|ϕ(n)
p|λ(n), λ(n)|ϕ(n).
Then ω(ϕ(n)) = ω(λ(n)) ≤ Ω(λ(n)) ≤ Ω(ϕ(n)). Thus we can see that it is still true
if we replace Ω(ϕ(n)) in the Erdös-Pomerance theorem with ω(λ(n)) or Ω(λ(n)).
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Chapter 4
A Function Field Analogue of
Erdös-Pomerence Theorem
Since the Bombieri-Vinogradov theorem we used in the proof of the Erdös-
Pomerence Theoremis an strong unconditional replacement for the GRH bound,
and we do not need GRH in the function field to get a similar result, it is natural to
ask whether we have an analogue of the Erdös-Pomerance theorem in the function
field.
We need to introduce some definitions in the function field at first.
Definition Let R be a principal ideal domain, M be a finite R-module. Then we
can write
M = ⊕ki=1R/ciR, where ci ∈ R, ci|ci−1, i = 2, 3, · · · , k.
For a ∈ M , We define
ϕ(M) = Πki=1ci.
Let A = Fq[T ] be the polynomial ring over the finite field Fq, where q = pm for
some prime number p and m ∈ N. To define the ϕ-function for n ∈ A = Fq[T ], we
need to define a non-trivial A-Module associated to n.
Definition Let k = Fq(T ) be the rational function field over Fq. Let τ be the
Frobenius element defined by τ(X) = Xq. We denote k(τ) the twisted polynomial
ring, whose multiplication is defined by
τb = bqτ,∀b ∈ k.
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The A-Carlitz module C is the Fq-algebra homomorphism
C : A −→ k{τ}, f 7→ Cf ,
characterized by
CT = T + τ.
Definition Let B be the commutative k-algebra, B+ the additive group of B.
Using this A-Carlitz module, we can define a new multiplication of A on B as
follows: For f ∈ A, u ∈ B,
f · u := Cf (u),
denoted by C(B), which is still an A module.
Given an n ∈ A \ {0}, the new A-module is C(A/nA). If n is monic and
n = pr11 · · · pruu , we have
C(A/nA) = C(A/pr11 A)× · · ·C(A/pruu A)
Then we have following facts: for p prime in A, we have [1]
C(A/pA) ∼= A/(p− 1)A.
Also if q 6= 2, or q = 2 with p - t(t + 1), we have
C(A/prA) ∼= A/(pr − pr−1)A;
If q = 2 with p | t(t + 1), then
C(A/prA) ∼=

A/(p− 1)A r = 1;
A/t(t− 1)A r = 2;
A/t(t− 1)A⊕ A/pr−2A r ≥ 3.
Definition Under A-Carlitz module, in this chapter we still denote the correspond-
ing Euler’s ϕ-function by ϕ. Now we can define
ϕ(pr) := pr − pr−1, for any prime polynomialp ∈ A, r ∈ N.
Then we have
ϕ(n) = Πri=1(pi − 1)p
αi−1







We denote by ω(n) the number of distinct prime divisors of n for n ∈ A, and
Ω(n)) the number of distinct prime divisors counting multiplicity of n for n ∈ A.
and
ω(ϕ(p)) = ω(p− 1),∀p ∈ A, p a prime polynomial.
34
Definition For x ∈ N, define
M(x) = {m ∈ M, deg(m) = x}.
Let




#{m ∈ M(x) : m satisfies some conditions}.
Notice that Px is a probability measure on M(x). Let f be a function from M(x)
to R, then the expectation of f with respect to Px is denoted by






In this chapter, we will prove





p : deg(p) = x,





Theorem 6(Normal Distribution of ω(ϕ(m))) Let m be a monic polynomial



















In this chapter, we will often use the lemma below :
Lemma 30 [1] Let A = Fq[T ], and p a prime polynomial in A. Suppose a, m ∈ A
are relatively prime and that m has positive degree. Consider the set of primes
Sx(a, m) = {p ∈ A | p ≡ a( m), deg(p) = x},
we let π(x, a, m) denote the number of such primes. Then we have


























where π(x) is the number of the set of prime polynomials in A of degree x.
In this chapter p will always denote a prime polynomial, m a monic polynomial
in A, where A = Fq[T ].
4.1 ω(p− 1) to ωy(p− 1)























































































































































We let u range over the polynomials with ω(u) = 2, i.e, u = l1l2, l1 and l2 are prime





































































































































































































































































Then from above 2 results, we can get∑
deg(p)=x
(ωy(p− 1)− log y)2 =
∑
deg(p)=x































From now on, we let y = x
log x








1 if l | p− 1,
0 if l - p− 1,










p : deg(p) = x,










p : deg(p) = x,







ω(p− 1)− log x√
log x
=
ωy(p− 1)− log x√
log x
+
ω(p− 1)− ωy(p− 1)√
log x
and
























































log x) from the choice of y, thus we get the
desired result.







For l a prime polynomial in A, let Xl be random variables which satisfy












cx = E {Sy} = log x + O(1),






p : deg(p) = x,
























ωy(p− 1)− log x√
log x







O(ωy(p− 1)− log x)√
log x(
√





O(ωy(p− 1)− log x)√
log x(
√
log x + O(1))
, (4.1)
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log x + O(1))
Px−→ 0.
This is true since ωy(p − 1) = o(y), and from the choice of y we get the desired
result.
Now it remains to prove the lemma below for theorem 5:











Proof: We will need to use the method of moments. Let




































































































∑′ denotes u-tuples (r1, . . . , ru) with r1 + . . . + ru = r, r′is ∈ N ∪ 0, and ∑′′





































































































































































−→ 0, as x −→∞, from the choice of y.
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Sy − E {Sy}√
V ar {Sy}
)r}∣∣∣∣∣ < ∞.
Proof: Let Yl = Xl − 1qdeg(l)−1 , Then










































So from above we have
E {(Zk1)r1 . . . (Zku)ru} =
qk1r1+...+kuru























































= 1 + O(1) < ∞ and the Lemma follows.
Lastly, we can combine above lemmas and then get the analogue for the Erdös-
Kac Theorem in function field as we did in Chapter 1, which is Theorem 5:





p : deg(p) = x,





4.3 The Normal Distribution of Ω(φ(n))
In this section, we prove the following theorem:
Theorem 6 (Normal Distribution of Ω(ϕ(m)) Let m be a monic polynomial



















To prove this theorem, we need a theorem which is similar to the Kubilius-
Shapiro theorem, but is effective in function field [9]:
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To prove Theorem 6, We want to apply this theorem with
h(m) = Ω(ϕ(m)).
However, to apply this theorem, h(m) has to be additive. So instead of Ω(ϕ(m)),
we apply the theorem with additive function f(n) =
∑
p|n Ω(p − 1), and we will
prove that the difference between them is small enough. In order to apply this




































Then we have ∑
deg(n)≤y
π(x, na, 1) = O(1).
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Proof: Since we have























































log3 x + O(log2 x).














































































log3 x + O(log2 x).




























































We consider S2 in two cases, deg(l










= S2,1 + S2,2.



















































































k1k2 = S3 + S4, (4.2)
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where u = lk11 l
k2
2 with l1, l2 distinct primes and deg(l1), deg(l2) ≤ y.












(a2 − a)π(x, la, 1).
(4.3)
For the first part of this sum, we apply Lemma 39; For the second sum, by Lemma
37 we have ∑
deg(la)≤x1/3
deg(l)≤y,a≥2








(a2 − a) = o(x);
For the third part we have∑
deg(la)>x1/3
deg(l)≤y,a≥2




(a2 − a) q
x










































































= S4,1 + S4,2 − S4,3.
Here S4,1 and S4,2 are the component in S4 containing u satisfying above require-
























(k3 − k)π(x, lk, 1),
51





















































































2. Since deg(u) > x





















































































































a2π(x, la1 , 1)
 xO(1)
= O(x),


























































































































































log3 x + O(log2 x) from partial summation.




























































which gives us ∑
p|m
Ω(p− 1) ≤ Ω(ϕ(m)) ≤
∑
p|m
Ω(p− 1) + Ω(m).


















Since the normal order of Ω(m) is log x, we have that but for o(qx) number of monic
polynomials m, with deg(m) = x





















−→ 0 as x −→∞,












qx(log x)4 + O(qx(log x)3).
















qx(log x)4 + O(qx(log x)3).
Then we can use the inequality∑
p|m
Ω(p− 1) ≤ Ω(ϕ(m)) ≤
∑
p|m
Ω(p− 1) + Ω(m),
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qx(log x)4 + O(qx(log x)3).
Since we have ∑
deg(m)=x
Ω(m) = O(qx log x).
Then with the inequality∑
p|m
Ω(p− 1) ≤ Ω(ϕ(m)) ≤
∑
p|m






































qx(log x)4 + O(qx(log x)3),





qx(log x)4 + O(qx(log x)3).








x log2 x log2 y + O(qx log2 x log y).












2 = qx log2 x log2 y + O(qx log x log2 y).
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Then we can use the inequality∑
p|m
Ωy(p− 1) ≤ Ωy(ϕ(m)) ≤
∑
p|m
Ωy(p− 1) + Ωy(m),










































































































































































2 = qx log2 x log2 y + O(qx log x log2 y).




Then with the inequality∑
p|m
Ωy(p− 1) ≤ Ωy(ϕ(m)) ≤
∑
p|m


























= qx log2 x log y + O(qx log2 x log y),
again from the inequality, we have∑
deg(m)=x
Ω2(ϕ(m)) = qx log2 x log2 y + O(qx log2 x log y).











































qx log4 x− 1
2
qx log4 x + O(qx log3 x)




(Ω(ϕ(m))− ω(ϕ(m)))2 = o(qx log2+ε x) for any ε > 0.
Proof: Let ω+y (ϕ(m)) be the number of distinct prime divisors of ϕ(m) whose






















We then claim that but for o(qx) choices of deg(m) = x we have
Ω+y (ϕ(m))− ω+y (ϕ(m)) = 0.
To prove this claim, first notice that if there exists some prime p such that p2|ϕ(m),
when deg p > y and deg m = x, Then p and m satisfy one of three bellow cases:
1) p3|m;
2) There exists some prime polynomial l|m with l ≡ 1(p2);
3) There exists some prime polynomials l1, l2 with l1 6= l2, l1l2|m, and l1 ≡ l2 ≡ 1(p).
In the first case, the number of possible m is
∑
n>y







































































 qx log x · 1
yqy
= o(qx).







































≤ qx(log x)2 1
yqy
= o(qx).
So the claim is proved, and as an instant corollary, we have∑
deg(m)=x
(
Ω+y (ϕ(m))− ω+y (ϕ(m))
















 qx log2 x + 2qx log2 x log2 y)








 qx log3 x







 qx log3 x.










































 qx log3 x + 2qx log5+ε/2 x (for any ε > 0, from previous Lemma)



























































)2  qx log2 x, from Lemma 45.
4.5 Proof
In this section, we will finish the proof of the Theorem 2:
Theorem 2 (Normal Distribution of ω(ϕ(m))) Let m be a polynomial in Fq[T ]



















Now we can apply Zhang’s theorem to get our goal. Recall that in order to












To apply this theorem, we need to let f(p) = Ω(ϕ(m)). But from lemma 41, we
know that we can change Ω(ϕ(m)) to g(m) =
∑
























2 x + O(log x).
So now we let
α(p) =
{
1 if Ω(p− 1) ≥ εB(x),
0 otherwise,




































we can verify as follow:
From Lemma 39, we have∑
deg(p)=x
(Ω(p− 1)− log x)2  qx log x.
Then we can get∑
deg(p)=x








































Form previous lemmas, we have∑
deg(m)=x
ω(m− 1) = q
x
x








ω2(m− 1) = q
x
x





















































































































log4 n  log5 x.






















which completes the proof of Theorem 6.
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