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The graphene and phosphorene nanostructures have a big potential application in a large area
of today’s research in physics. However, their methods of synthesis still don’t allow the production
of perfect materials with an intact molecular structure. In this paper, the occurrence of atomic
vacancies was considered in the edge structure of the zigzag phosphorene and graphene nanoribbons.
For different concentrations of these edge vacancies, their influence on the metallic properties was
investigated. The calculations were performed for different sizes of the unit cell. Furthermore, for a
smaller size, the influence of a uniform magnetic field was added.
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I. INTRODUCTION
The graphene (carbon) nanostructures have been in the center of physical research for more than 10 years. In the
last 5 years, the development has been enhanced with additional research on nanostructures based on phosphorus,
tin, molybdenum, boron, silicon [1–4], etc. In this paper, we will be concerned with the electronic properties of the
carbon and phosphorus nanostructures.
There is a basic difference between the nanostructures based on carbon and phosphorus: they are sp2- and sp3-
hybridized, respectively. As a result, the smooth graphene hexagonal structure is not present in phosphorene, although
it is composed of the hexagons as well. Furthermore, phosphorene can exist in 2 configurations: the black phosphorene
created by an anisotropic puckered honeycomb lattice and the blue phosphorene. If nothing different follows from
the context, the term ”phosphorene” will usually denote ”black phosphorene” here. It has the most stable crystal
structure among several allotropes of phosphorus. Both large-area graphene and phosphorene are sketched in Fig. 1.
FIG. 1: Molecular structure of graphene (left) and black phosphorene (right).
The phosphorene nanostructures are characterized by their energy band gap and high hole mobility [5]. The
applicability of the black phosphorene as a field effect transistor (FET) is much more significant than that of graphene.
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2On the one hand, the linear dispersion in the corners of the Brillouin zone (BZ) of graphene results in the nearly
relativistic velocities of the electrons (the mobility is about 10000 cm2V−1s−1 [6]). On the other hand, the lack of
the band gap does not enable one to tune off the graphene channel layer in FET. For the black phosphorene, this
problem is canceled, so the corresponding channel in FET can be tuned off. The structural anisotropy is present in
the physical properties as well: the hole mobility in the zigzag direction is about 1.8 times higher than that in the
armchair direction [7]. It is not so huge as the electron mobility in graphene, but it is still nearly relativistic in the
zigzag direction: it is above 1000 cm2V−1s−1 at the temperature 120 K. Similarly to graphene, the band dispersion
in the Γ−X direction of BZ is linear, unlike the parabolic band dispersion in the Γ− Y direction.
The main purpose of this paper is to investigate the influence of the edge vacancies on the electronic properties of the
zigzag nanoribbons, i.e., infinitely long strips of constant width that have a characteristic (zigzag) edge structure [8].
Here, they are based on the above mentioned phosphorene (zigzag phosphorene nanoribbons - ZPNR’s) and graphene
(ZGNR’s). Especially, we verify the endurance of the metallic properties (typical for the zigzag nanoribbons) against
the Gaussian distribution of the edge vacancies for their different concentrations. Moreover, we investigate a possible
influence of the magnetic field on the metallic properties. To calculate the electronic structure, the tight-binding
method is used [9–12]. Other methods based on DFT or the Green function method [11] can be used in the case of
phosphorene. However, the tight-binding method is usual for the graphene-based materials [8, 9] and for the inclusion
of the magnetic field [13, 14]. So it is sufficient for the purpose of comparing the properties of both phosphorene and
graphene materials.
As mentioned above, the potential use of the black phosphorene as FET is most effective in the zigzag direction. It
evokes an idea to use ZPNR’s in FET. But both ZPNR’s and ZGNR’s are metallic, so the gap for the Fermi energy
is missing. However, in ZPNR’s, it can be reconstructed with the help of an external electric field [12]. In this way,
the conductance is controlled by the external electric field at Fermi energy which is the transistor effect.
In this paper, after a brief description of the tight-binding method, we calculate the electronic spectrum of ZPNR’s
and ZGNR’s with the atomic vacancies in the edge structure and verify the metallic properties for the Gaussian
distribution of the edge vacancies and different sizes of the unit cell. Then, after comparison with the influence of
the edge vacancies on the electronic structure of semi-infinite graphene, we will be concerned with the problem of
how to improve the metallic properties of the zigzag nanoribbons with a smaller unit cell by the consideration of a
uniform magnetic field.
II. TIGHT-BINDING METHOD
In the tight-binding method, the calculation procedure follows from the division of the lattice into inequivalent
sublattices. The sublattices are composed of the equivalent atomic sites. In the case of planar graphene or phosphorene,
they are denoted by A,B or A,A′, B,B′, respectively (Fig. 2). The unit cell is determined in this way – the smallest
FIG. 2: Atomic sites and hopping integrals for different periodical structures: graphene (left), black phosphorene (right).
possible cell containing all the inequivalent atomic sites. Unit cells of different structures are denoted by the black
frames in Fig. 3. The interaction between the atoms is characterized by the hopping integrals – 1 for the graphene
structures and 5 for the phosphorene structures [9, 12]. For the graphene structures, it is t = −2.78 eV, and for the
phosphorene structures, we have t1 = −1.2 eV, t2 = 3.7 eV, t3 = −0.205 eV, t4 = −0.105 eV, and t5 = −0.055 eV.
The calculations start on the solution of the Schro¨dinger equation
Hˆψ = Eψ. (1)
This solution is expressed as the linear combination of the wave functions ψAi , i = 1, ..., n which correspond to each
3FIG. 3: Zigzag nanoribbons with different edge structures: no vacancies (left), 1 atom between 2 vacancies (middle), 3 atoms
between 2 vacancies (right). The unit cells are denoted by the black frames.
of n atomic sites Ai in the unit cell. By performing some transformations, we create the matrix elements
Hab =
∫
R3
ψ∗aHψbd−→r , a, b ∈ {A1, ..., An}, S =
∫
R3
ψ∗AiψAid
−→r , i = 1, ..., n. (2)
The resulting electronic spectrum is given by the spectrum of the corresponding matrix [9]. By using some additional
assumptions [9], in the case of the nanoribbons the resulting matrix equation has the form
HA1A1 HA1A2 ... ... HA1An
HA2A1 HA2A2 ... ... HA2An
... ... ... ... ...
... ... ... ... ...
HAnA1 HAnA2 ... ... HAnAn


CA1
CA2
...
...
CAn
 = ES

CA1
CA2
...
...
CAn
 , (3)
where HA1A1 = ... = HAnAn . In the case of ZGNR’s, the nonzero matrix elements can be written schematically as
HAmAn = tΩ~k,m,n, (4)
where ~k represents the wave vector. Then, the j−th equation of the system has the form
ECj =
∑
l
tΩ~k,j,lCl, (5)
where the index l denotes the nearest neighboring atomic sites. In the case of ZPNR’s whose molecular structure is
described by 5 hopping integrals, the number of the terms in the last sum is higher.
Using the results, we can calculate the density of states (DOS) from the definition relation
DOS(E) =
∫
BZ
δ(E − E(~k))d~k. (6)
In Fig. 4, we see the comparison of the electronic spectra and DOS of ZPNR and ZGNR [8]. Here and throughout
the paper, the zero value of energy corresponds to the Fermi energy. An important (above mentioned) feature typical
of zigzag nanoribbons is seen here: DOS contains a characteristic peak at the Fermi energy which indicates the
metallic properties. In the electronic spectra, they are demonstrated by a missing gap at the Fermi energy as well.
III. ZIGZAG NANORIBBONS WITH EDGE VACANCIES
Throughout this paper, we restrict our investigations to the zigzag narrow nanoribbons with the width not exceeding
7.5 A˚ for both ZPNR’s and ZGNR’s; it means that in the absence of the edge vacancies, their width is created by 8
atoms. In this case, the edge vacancies and the magnetic field have the strongest influence on the electronic structure.
To classify the edge vacancies, we say that 1, 2, 3,... atoms are present between 2 vacancies. This terminology is the
shortcut of the fact that 1, 2, 3,... hexagons of the atomic lattice in the edge structure are located between 2 places
with the missing atoms (Fig. 3).
4FIG. 4: Schematic sketch of the zigzag nanoribbon (left), electronic spectrum (middle), and DOS (right) for the case of ZPNR
(up) and ZGNR (bottom). The unit cells are denoted by the black frames again.
Depending on the external conditions, the distribution of the edge vacancies in the nanoribbons can be uniform or
Gaussian. In our calculations, we will suppose the Gaussian distribution of the edge vacancies, which provides a more
realistic approach to the real samples. The investigations will be performed for the cases of short (Fig. 5, left) as well
as long unit cells (Fig. 5, right).
FIG. 5: Examples of the unit cells of the investigated zigzag nanoribbons: short unit cell (left), long unit cell(right).
A. Small unit cell
First, we model a test case in which the atomic structures of both edges of the nanoribbon (including the edge
vacancies) correspond to each other (Fig. 6, left or the molecular surfaces in Fig. 16). Moreover, we suppose that the
placement of the edge vacancies is periodic. Depending on the number of the atoms between 2 vacancies, the length
of the unit cell varies – in this case it is bounded by the vacancies.
In the case of ZGNR’s, the usual peak in DOS vanishes. But it emerges again in DOS of the structures with a longer
unit cell. This effect is seen in Fig. 6. It follows from here that the peak in DOS of ZGNR of the given width, which
is suppressed for a very short distance between the edge vacancies, emerges again when at least 13 atoms between 2
vacancies are present. (When the width of the nanoribbon is larger than 7.5 A˚, the number of the atoms between 2
vacancies needed for the recovery of the peak in DOS lowers with the increasing width to 8, 6, 4 etc. Let us note that
if the vacancies on both edges are mutually shifted, the peak - or an indication of a peak - in DOS is restored much
earlier than in the mentioned case of 13 atoms between 2 vacancies – see Fig. 7.)
For ZPNR’s, the peak at the Fermi energy in DOS does not vanish for an arbitrary distance between the edge
vacancies. Moreover, the positions of the gaps remain. On the other hand, if the size of the unit cell increases, the
5FIG. 6: DOS of ZGNR’s with the edge vacancies for different distances between them at a large scale (middle) and at a small
scale (right). There is 1 atom between the vacancies (orange), 5 atoms (blue), 9 atoms (red) and 13 atoms (black). In the left
part, we see a sample of ZGNR corresponding to the simplest case of 1 atom between 2 vacancies.
FIG. 7: Left: structure of ZGNR’s, where the vacancies on both edges correspond to each other, in the previous figure we see
DOS of this kind of structures; middle: ZGNR with the edge vacancies which are mutually shifted on both edges; right: DOS
of ZGNR with the unit cell plotted in the middle of this figure.
number of the energy peaks in DOS increases as well. Consequently, the new energy peaks are concentrated around
the positions of the energy peaks corresponding to a shorter size of the unit cell. So, in these places, the density of
the peaks increases. The amplitude of the peaks around the zero energy area remains, more or less, the same (Fig.
8).
FIG. 8: DOS of ZPNR’s with the edge vacancies for different distances between them. There is no atom between the vacancies
(left), 2 atoms (middle) and 9 atoms (right).
B. Large unit cell
Now, we perform the calculation for ZGNR with a significantly larger unit cell by choosing a structure with 100
hexagons in one edge. We consider it to be composed of small unit subcells with the properties specified at the
beginning of the previous subsection, i.e., the edge vacancies on both sides mutually correspond. Moreover, we
suppose that each of these unit subcells does not contain more than 12 hexagons in the edge structure. In the
agreement with the results in [15], we can suppose that in this case, the corresponding DOS does not contain any
peak at the Fermi level – this property of each of the subcells is projected into the properties of the whole structure.
6On the other hand, if at least one of the subcells contains more than 12 hexagons (so, its DOS contains a peak at the
Fermi level), a peak at the Fermi energy emerges. This is illustrated in Fig. 9.
FIG. 9: DOS of 2 different ZGNR’s with the unit cell containing 100 hexagons on one side of the edge structure. This unit cell
is composed of the symmetric small subcells. In the case on the left side, the number of the hexagons on one side of the edge
structure of these subcells does not exceed 6 hexagons, while in the case on the right side, it achieves 20 hexagons.
1. Gaussian distribution of the edge vacancies
In the real conditions, the edge vacancies on both sides of the nanoribbons don’t mutually coincide and the most
probable distribution of the edge vacancies is Gaussian. For our purpose, we suppose that the Gaussian distribution
is applied not to the whole structure, but to each of its unit cells (each of them has the same atomic structure).
Similarly to [15], we calculate DOS for the structures whose unit cells contain 10, 50, 100, and 400 hexagons in one
edge. The considered concentration of the edge vacancies is 30, 50, 70, and 90%. For each length of the unit cell
(except the last case of 400 hexagons), the presented results are average of the results for 10 different configurations
of the edge vacancies.
In Fig. 10, we compare DOS of ZGNR’s and ZPNR’s with the concentration of the edge vacancies 30%. In all the
studied cases, the peak at the Fermi energy does not vanish – there are only some fluctuations in the amplitude in
the case of ZGNR with a smaller unit cell. The reason consists in the effect showed in Fig. 6: for a smaller unit cell,
the peak at the Fermi energy can vanish for some configurations of the edge vacancies. Then, in the case of a small
unit cell, we can’t give any reasonable estimate for the amplitude. On the other hand, in the case of ZPNR’s, the
amplitude seems not to depend very much on the size of the unit cell.
FIG. 10: DOS of ZGNR’s (left) and ZPNR’s (right) with the Gaussian distribution of the edge vacancies and the concentration
30%. The edge structure on one side of the unit cell is created by 10 hexagons (black), 50 hexagons (blue), 100 hexagons (red),
400 hexagons (green).
In Figs. 11 and 12, we compare the behavior of the amplitudes of the peak at the Fermi energy for both ZGNR’s
and ZPNR’s in the case when one edge of the unit cell is created by 100 hexagons. On the whole, for both ZGNR’s
and ZPNR’s, the amplitude decreases with increasing concentration of the edge vacancies, but it does not vanish.
7FIG. 11: DOS of ZGNR’s with the Gaussian distribution of the edge vacancies on a large and on a small scale. Different
concentrations of the edge vacancies are distinguished by colors: 30% – black, 50% – blue, 70% – red, 90% – green. For the
increasing concentration of the edge vacancies, we see a decreasing value of the amplitude of the peak at the Fermi energy.
FIG. 12: DOS of ZPNR’s with the Gaussian distribution of the edge vacancies. The unit cell is created by 100 hexagons and
the concentration of the edge vacancies is: 30% (black), 50% (blue), 70% (red), and 90% (green).
2. Comparison with semi-infinite graphene
We can compare our results with [15], where similar calculations were performed for semi-infinite graphene with
zigzag edge structure. It can be considered as a zigzag nanoribbon with ”semi-infinite” width. It means that compared
to our nanoribbon, it has one edge only. This indicates the possibility of slightly different results.
Among others, in [15] the influence of single edge vacancies on DOS of the whole structure is examined for 3 different
distributions: periodic, Gaussian and uniform. The first possibility is investigated in subsection III A of this paper as
well (Fig. 6): it is supposed here that the positions of the vacancies on both edges mutually correspond. Then, there
must be at least 13 hexagons between 2 edge vacancies to restore the metallic properties. This number is lowered if
the vacancies on both edges are mutually shifted (Fig. 7) or if the width of the structure is increased. In [15], the
results for the periodic distribution are presented in Fig. 7a. It is demonstrated here that 3 hexagons between 2 edge
vacancies are sufficient.
The Gaussian distribution is examined in Fig. 5 of [15]. Similarly as in the previous subsection, the peak for zero
energy does not vanish for the increasing concentration of the edge vacancies, although its amplitude is weakening.
So, it appears that both papers demonstrate similar influence of the edge vacancies on DOS of the appropriate
structures. But one possibility has not yet been explored in this paper - the uniform distribution of the edge
vacancies. For this case, the results we see in Fig. 13. It follows from here that this eventuality does not
affect the metallic properties very much, moreover, the amplitude of the peak for zero energy first increases
with the increasing concentration of the edge vacancies. Only for very high concentrations, it starts to decrease.
This behaviour strongly differs from [15] - Fig. 6 of that paper shows that for semi-infinite graphene and uniform
distribution of the edge vacancies, the peak for zero energy disappears for the concentration of the edge vacancies 50%.
8FIG. 13: DOS of ZGNR’s with the uniform distribution of the edge vacancies. The unit cell is created by 100 hexagons and
the concentration of the edge vacancies is: 30% (black), 50% (blue), 70% (red), and 90% (green).
IV. INFLUENCE OF THE MAGNETIC FIELD
As was demonstrated in the previous section (Figs. 6 and 7), the metallic properties of ZGNR’s are suppressed
when the distance between the edge vacancies is lower than 13 atoms. One of the possibilities how to weaken this
undesirable effect could be switching on a uniform magnetic field. The direction of this magnetic field will be considered
perpendicular to the molecular surface. Another possibility would be the in-plane magnetic field which would have
zero magnetic flux through the flat surface of ZGNR; so it does not influence the electronic structure and we don’t
consider it.
Although ZPNR’s don’t show the loss of the metallic properties in the case of a small unit cell, we will study their
behavior under the influence of the magnetic field as well to explore closer the feature found in subsection III A – the
stability of the energy gaps against the changing size of the unit cell. For simplification, we will consider the same
(perpendicular) direction of the magnetic field, although due to its geometry, this material does not show the inertion
to the in-plane magnetic field (unlike graphene) [16].
Under the influence of the magnetic field, the elements of the matrix in (3) are multiplied by the exponentials
depending on the magnetic phase factor and the system of equations (5) can be rewritten into the form
ECj =
∑
l
tΩ~k,j,lCl → ECj =
∑
l
t exp(iγjl)Ω~k,j,lCl. (7)
The resulting system of equations is called the Harper equations [13, 17]. Here, γjl is the magnetic phase factor. It
is proportional to Φ – the magnetic flux through the unit cell. Let Φ0 be the magnetic flux quantum. If Φ/Φ0 = p/q
with p, q mutually primes, then the magnetic phase factor has the period 4q. As a consequence, the size of the unit
cell is enlarged 4q-times (Fig. 14) and in the same way, the size of the Hamiltonian matrix is changed.
As we are interested in the influence of the magnetic field on the electronic spectrum, it will be investigated
depending not on the wave vector but on the ratio f = Φ/Φ0 which is the magnetic flux in the units of the magnetic
flux quantum.
A. Zigzag nanoribbons without edge vacancies
In Fig. 15, the dependence of the electronic spectrum on the magnetic flux for both ZGNR’s and ZPNR’s is
presented. Similarly to the analogous plots corresponding to the graphene monolayer in [13, 14, 18], the graphs
in Fig. 15 show a fractal structure (called Hofsta¨dter butterfly [19] in the case of the graphene monolayer). The
emergence of the fractal structure is connected with the self-similarity of the electronic spectrum for different values
of the magnetic flux [14, 16]. In the case of ZPNR, we see that the stability of the energy gaps is considerably strong
not only against the changing size of the unit cell, but also against the magnetic field. Four new gaps emerge for a
specific interval of the values of the magnetic flux. However, this is expectable if we check the character of DOS in
the left part of Fig. 8: the values in the energy intervals −6 eV < E < −3.5 eV and 2.5 eV < E < 6 eV are very close
to zero in the case of the zero magnetic field.
We see that the magnetic field results in the emergence of new energy gaps in the electronic spectrum. This
seems a bit unsatisfactory: the purpose of the addition of the magnetic field was the refinement of the unde-
sirable effects of the edge vacancies on the metallic properties of ZGNR with a small unit cell, so we expect
9FIG. 14: Enlargement of the unit cell of a nanoribbon in the presence of a uniform magnetic field.
FIG. 15: Electronic spectrum of the graphene (left) and the black phosphorene (right) nanoribbons depending on the magnetic
flux.
the vanishing of the energy gaps. But when we include the edge vacancies, we will see that both the emergence
and the vanishing of the energy gaps occur. So we can expect an improvement of the metallic properties in some cases.
B. Zigzag nanoribbons with edge vacancies
In Fig. 16, the dependence of the electronic spectrum on the magnetic flux is plotted for both ZPNR’s and ZGNR’s
with different distances between 2 edge vacancies in the non-magnetic unit cell. The samples of the investigated
nanoribbons with edge vacancies are plotted in the left part.
In the case of ZGNR’s, we see that the magnetic field influences the width of the gaps in the electronic spectrum.
Moreover, new gaps emerge (and other vanish). For each kind of ZGNR with a concrete distance between the edge
vacancies in the unit cell, the placement of the gaps in the electronic spectrum is characteristic. For higher distances
between the edge vacancies, the density of the gaps in the electronic spectrum is so high that for these structures
(ZGNR’s with the edge vacancies in the 3rd and the 4th line of Fig. 16), it would be worth investigating a possible
emergence of new edge states for different values of the magnetic flux independently and comparing this effect with
the results in [20], where the addition of an impurity into the structure of the plain graphene causes the emergence of
the localized states.
What is most important here: in all the studied types of ZGNR’s, the gap at the Fermi level emerging in the
absence of the magnetic field vanishes at a specific value of the magnetic flux, which enables the improvement of the
metallic properties of ZGNR’s with the edge vacancies in the case of a small unit cell (less than 13 atoms between 2
edge vacancies).
In Fig. 17, we see the rate of this possible improvement for ZGNR in the first line of Fig. 16. DOS is calculated
here for 3 different values of the magnetic flux. As one can deduce, only the flux f = 4/3 is sufficient to achieve a
satisfactory reconstruction of the metallic properties of the corresponding nanostructure - the graph shows a peak
10
FIG. 16: Electronic spectra depending on the magnetic flux for different kinds of ZPNR’s (middle) and ZGNR’s (right). The
samples of the investigated nanostructures sketched in the left part, their (non-magnetic) unit cells correspond to those sketched
in Fig. 3.
for zero energy. In the other cases, there is a nonzero value of DOS for zero energy, so we can speak here about a
weak metallization, but not a complete reconstruction of the metallic properties. So, we can say that for some unique
values of the magnetic flux, the magnetic field can completely reconstruct the metallic properties of ZGNR with edge
vacancies. But for most values of the magnetic flux, there is only a small improvement of these properties.
In the case of ZPNR’s, the resulting spectrum does not differ very much from the case without the edge vacancies
in Fig. 15. The most visible change consists in the difference of the length of the period for different sizes of the unit
cell. The position of the energy gaps is stable again. Moreover, we see the same effect which we observed in DOS in
the middle and the right part of Fig. 8: due to the stability of the energy gaps, a larger concentration of the energy
states occurs in the places of the energy states corresponding to a shorter size of the unit cell.
11
FIG. 17: The density of states of ZGNR with vacancies sketched in first line of Fig. 16 for different values of the magnetic flux:
f = 2/3 (left), f = 1 (middle), f = 4/3 (right).
C. Conditions for the real occurrence of the predicted effects
All the studied effects connected with the switching on the uniform magnetic field face a big problem: a very strong
magnetic field is needed to achieve the corresponding effects. It follows from the form of the magnetic phase factor
mentioned at the beginning of this section: it has a form [20]
γij ∼ −pii
2
Φ
Φ0
, (8)
where
Φ = nB · S, Φ0 = h¯/e. (9)
Here, S = 32a
2
√
3 is the area of the hexagon, n gives the number of the hexagons in the unit cell. This means that
the magnetic factor depends on the length of the atomic bond a.
In the case of the large-area graphene or phosphorene, we can prove that an extremely large magnetic field is needed
to achieve the emergence of the Hofsta¨dter butterfly in the electronic spectrum: let us suppose that Φ/Φ0 = p/q = 1/2
and n = 4 (typical size of the unit cell of the nanostructure with defects). Regarding the values of Φ0 and the length
of the carbon–carbon bond, we can easily calculate that the required value of the magnetic field is B ∼ 1500 T. Such
a huge value reaches the outer limits of the laboratory experiments.
The situation would change if the lattice period given by the bond length a would be enlarged significantly. Such a
requirement is achieved in the moire´ superlattice [21], which is created when 1 atomic layer is overlaid over another
nearly equivalent atomic layer – there is a lattice mismatch between both layers. Then, the lattice period and the
corresponding lattice constant increase many times. One of the possible examples is a graphene layer placed on the
layer of the hexagonal boron nitride [22]. Here, the lattice mismatch occurs which results in the lattice constant of
the value 15 nm [23]; so the lattice constant increases approximately 100 times. As follows from (9), for a constant
value of the magnetic flux Φ, the magnetic field is inversely proportional to the second power of the lattice constant.
So, in this case, the needed value of the magnetic field decreases approximately 104 times, i.e., B ∼ 0.15 T.
The introduced calculation is valid in the case of the large-area phosphorene or graphene. In the case of the
nanoribbons, the situation differs because of the one-dimensional character of the corresponding nanostructure. Unlike
the unit cells of the large-area planar superlattices, the unit cell of the moire´ ”supernanoribbon” has the area k ·a ·a′,
where k is a constant, a is the bond length, and a′ is the lattice constant of the superlattice. It means that there is a
linear dependence of the area of the unit cell on the lattice constant, and for a given value of the magnetic flux, the
value of the magnetic field needed for the observation of the fractal structures in the energy spectrum (Fig. 15) is
inversely proportional to the first power of the lattice constant. This means that the 100-fold increase of the lattice
constant (1.42 A˚ → 15 nm) causes the 100-fold decrease of the needed value of the magnetic field, i.e., B ∼ 15 T. As
it follows from [22], this range of values of the magnetic field is sufficient to observe the investigated effects.
According to [22], the Hofsta¨dter butterflies are observable if the magnetic length lB =
√
h¯
eB is of the same order
as the lattice constant. It can be derived from the previous expressions:
a2/l2B =
2
3n
√
3
Φ
Φ0
. (10)
Using the values ΦΦ0 = 1/2, n = 4, and a = 1.42 · 10−10 m , we get a/lB ∼ 0.22. So the orders of the lattice constant
and of the magnetic length are comparable – the fractal structure of the energy spectrum is observable in the studied
12
cases (for the appropriate value of the magnetic field, i.e. 1500 T).
V. CONCLUSION
We studied the endurance of the metallic properties of ZPNR’s and ZGNR’s against the edge vacancies for the
Gaussian distribution of these vacancies and different lengths of the unit cells and a possible influence of a uniform
magnetic field on the metallic properties. Our results showed that except the case of a small size of the unit cell of
ZGNR and some special configurations of the edge structure of the large unit cell, the metallic properties remained
preserved.
For a small size of the unit cell, if we switch on a strong enough uniform magnetic field in the direction perpendicular
to the surface, the gap at the Fermi energy in the electronic spectrum of ZGNR’s vanishes for a specific value of the
magnetic flux (Fig. 16, right). Furthermore, a lot of new gaps in the electronic spectrum emerge with such a
high density that the emergence of new edge states could be expected. This will be one of the subjects of further
investigations. The metallic properties are improved but they are completely restored for some extraordinary values
of the magnetic flux only.
In the case of ZPNR’s, the dependence of the electronic spectrum on the magnetic field has nearly the same
character for an arbitrary size of the unit cell (Fig. 16, middle). A strong stability of the energy gaps in the electronic
spectrum of ZPNR’s emerges regardless of whether we enlarge the size of the unit cell or switch on the magnetic field:
this causes that the density of the energy peaks in DOS increases in the places of the location of the energy peaks
corresponding to DOS of the structure with a smaller size of the unit cell (Fig. 8). As a consequence, the emergence
of the new edge states could be expected here as well, but for zero magnetic field only.
The strong stability of the band gaps in the electronic spectrum of ZPNR’s is a very interesting property. Its reason
may be connected with the high number (5) of the hopping integrals. Due to them, the influence of the edge vacancies
may not necessarily be sufficient to disturb most of the interconnections between the atoms. On the other hand,
the hopping integrals t3, t4 and t5 seem to be too weak in comparison with t1 and t2 to ensure the stable character
of the electronic spectrum. The most likely explanation is a significant difference between the absolute values of t1
and t2: the ratio of them, |t1|/|t2| = 3. In [12], a considerable influence of this ratio on the form of the electronic
spectrum and the probability amplitude is demonstrated. Other effects of this ratio will be the subject of the next
investigations.
In summary, ZPNR’s and ZGNR’s are highly resistant against the edge vacancies. This makes them good
candidates for the thermoelectric applications [24–27]. Moreover, ZPNR’s are suitable for the application as FET.
Let us stress just only an illustrative character of our results: the edge vacancies are not the only kind of defects
occurring in the process of fabrication, other defects may emerge inside the molecular structure. Moreover, the
calculated values of the magnetic field needed for the improvement of the metallic properties in some cases are too
high for us to do without further modifications, e.g., using moire superlattices (subsection IV C). Other problems
are connected with the stability of the zigzag edges: there were proposed some effective methods how to produce
the corresponding nanoribbons [28], but their long-term storage is still a difficult problem. Due to the edge states,
the zigzag edges show a high concentration of electrons, which results in a strong reactivity or in the transformation
into a more stable ”regzag” configuration [29]. So further investigation of the regzag configuration is one of the
possibilities for the next calculations. In fact, this article is in some sense an extension of the above mentioned
reference [15] which examines the semi-infinite graphene.
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