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Abstract Network proximity computations are among the most common op-
erations in various data mining applications, including link prediction and
collaborative filtering. A common measure of network proximity is Katz in-
dex, which has been shown to be among the best-performing path-based link
prediction algorithms. With the emergence of very large network databases,
such proximity computations become an important part of query processing
in these databases. Consequently, significant effort has been devoted to devel-
oping algorithms for efficient computation of Katz index between a given pair
of nodes or between a query node and every other node in the network. Here,
we present LRC-Katz, an algorithm based on indexing and low rank correc-
tion to accelerate Katz index based network proximity queries. Using a variety
of very large real-world networks, we show that LRC-Katz outperforms the
fastest existing method, Conjugate Gradient, for a wide range of parameter
values. We also show that, this acceleration in the computation of Katz index
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can be used to drastically improve the efficiency of processing link prediction
queries in very large networks. Motivated by this observation, we propose a
new link prediction algorithm that exploits modularity of networks that are
encountered in practical applications. Our experimental results on the link
prediction problem shows that our modularity based algorithm significantly
outperforms state-of-the-art link prediction Katz method.
Keywords Fast Katz Method · Link Prediction · Network Proximity
1 Introduction
Proximity measure computation for nodes in networks is a well-adapted oper-
ation in many data analytic applications. In link prediction or recommender
systems, network proximity measures the node similarity in social networks
[16, 22]. In information retrieval, anomalous link are ranked based on nodes
proximity to other nodes [19]. In unsupervised learning, the network proximity
quantify a cluster quality [21].
The general setting for network proximity queries is as follows: Given a
query node and some network distance measurement, we aim at computing a
score for all other nodes in the network, based on their proximity with respect
to the query node. For instance, these measures of network distance include
shortest path, which computes the minimum number of edges between two
nodes, and Katz-based proximity, which can be defined as a measure in be-
tween any pair of nodes in a network that capture their relationship due to
the various paths connecting these two pair of nodes. In many applications,
Katz-based proximity are preferable to shortest path distance, since it cap-
tures the global structure of a network and multi-paths relationships of the
nodes [5, 14]. Katz-based proximity measures have been used in a number of
applications, including link prediction [16], clustering [21], and ranking [19].
Motivated by social network data mining problems for instance link pre-
diction and collaborative filtering, significant efforts have been devoted to
reducing computational costs associated Katz-based proximity. These efforts
typically speed-up computations by taking one of the following approaches:
(i) exploiting numerical properties of iterative methods, along with struc-
tural characteristics of the underlying networks to speed up query process-
ing; (ii) avoiding iterative computations during query processing by inverting
the underlying system of equations using Cholesky factorization and storing
the resulting factorization as an index. For instance, in the context of top-k
Katz-based proximity queries, the state-of-the-art methods [5] use breadth-
first ordering of the nodes in the network to bound element-wise increments of
proximity scores by exploiting a relationship between the Lanczos process and
a quadrature rule in the iterative computation [5]. This bounding process elim-
inates nodes whose proximity values cannot exceed those of the nodes that are
already among the top-k most proximate to the query node by only entering
some part of the underlying network. Likewise, using Cholesky factorization of
the underlying linear system, top-k proximity computations can be computed
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efficiently [20]. These approaches have been demonstrated to yield significant
improvement in computation time, however, their application to larger net-
works is limited. Specifically, for very large networks, iterative methods [5,20]
require a large number of iterations to converge. More concretely, Fast-Katz [5]
offers a tight convergence upper bound ,however, Conjugate Gradient (CG)
performs better than Fast-Katz [5] for Katz-based proximity. On the other
hand, direct inversion techniques [20] are not scalable to large matrices, since
the inverse of a sparse matrix is usually dense.
In this paper, we propose a hybrid approach that partitions the network
into disjoint sub-networks and inverts the small matrices corresponding to
these subnetworks. The denser matrix, composed of the nodes connecting these
subnetworks is handled through a low rank corrected iterative CG method.
By inverting small block diagonal matrices, the hybrid procedure overcomes
the memory constraint of direct inversion techniques. By performing an it-
erative low rank corrected procedure on a smaller matrix, it overcomes the
computational cost considerations of classical CG method. We first use graph
partitioning [13] to partition the matrix into a sparse block-diagonal matrix
and a dense, but much smaller matrix. And, we index the inverse of the sparse
block diagonal matrix through a computationally efficient procedure. We then
propose an efficient low rank correction technique along with CG, to speed up
the iterative process for the dense matrix. At query time of Katz-based prox-
imity, we first solve the dense part of the system using the low rank corrected
iterative solver, and use the stored index (of the block diagonal matrix) to
solve the rest of the system.
We describe these processes in detail, and show that the resulting hybrid
approach converges much faster than classical CG. Our hybrid approach signif-
icantly accelerates the computation of Katz-based proximity queries for very
large graphs. We provide a detailed theoretical justifications for our results
and experimentally show the superior performance of our method on a num-
ber of real-world networks. Specifically, we show that our method yields over
at least 3-fold improvement in the runtime of online query processing over the
best state-of-the-art method, CG across all our experiments.
Moreover, we also show that, low rank corrected Katz-based proximity
can be used to drastically improve the efficiency of processing link predic-
tion queries in very large networks. Motivated by skewed distribution of Katz
scores [5], we propose a new link prediction algorithm, called Sparse-Katz
that exploits modularity of networks that are encountered in practical appli-
cations. Our experimental results on the link prediction problem shows that
our modularity based algorithm significantly outperforms state-of-the-art link
prediction Katz method.
In summary, the two main contributions of the proposed framework are
the following:
– We introduce a hybrid approach to indexing-based acceleration of Katz-
based network proximity queries, in which the network is divided into two
components, where the larger and sparser part of the resulting system
4 Mustafa Cos¸kun et al.
is solved by indexing the inverse of the corresponding matrix, and the
smaller and denser part of the system is solved during query processing
using proposed low rank corrected CG method.
– We introduce another link prediction algorithm that renders Katz-based
link prediction approach more effective by exploiting the skewed distribu-
tion of Katz scores.
Taken together, these two contributions bring the field closer to real-time
processing of proximity queries as well as link prediction task on very large
networks.
The rest of the paper is organized as follows: in the next section, we pro-
vide a review of the literature on efficient processing of Katz-based network
proximity and link prediction. In Section 3, we define Katz-based proximity
and link prediction problem, and describe our method, along with its theoret-
ical justifications. In Section 4, we provide detailed experimental assessments
of our method on very large networks for both Katz based proximity and its
link prediction task. We conclude our discussion and summarize avenues for
future research in Section 5.
2 Related Work
Node proximity queries have been soaring significant research attention in
recent years in the context of searching, ranking, clustering and analyzing
network structured object similarity [6]. In particular, Katz-based node prox-
imity queries in large graph have been well studied [5]. One of the commonly
used approaches to computing Katz-base based proximity is the power method
through the Neumann series expansion of the underlying linear systems of
equations [20].
An alternate approach to power iterations is the use of offline computation,
which directly inverts the underlying linear system of equations, typically us-
ing Cholesky factorization or eigen-decomposition [1, 23, 24]. These methods
tend compute network proximity rapidly, using a single matrix vector mul-
tiplication, however, they involve in some expensive preprocessing, and their
memory requirements constrain their use to smaller networks.In contrast, we
here propose to compute an approximate solution to linear system of equa-
tions by approximating the inverse of Schur Matrix with low rank correction
approach, and use this low rank approximation as a preconditioner in CG to
compute the exact solution at query time. In doing so, we significantly improve
on both memory and storage requirements for indexing as well as runtime of
proximity computation.
There have also been extensive efforts aimed at scaling top-k proximity
queries to large sparse networks for Katz-based proximity. These methods uti-
lize the topology of the network to perform a local search around the query
node, based on the premise that nodes with high random-walk based proximity
to the query node are also close to the query node in terms of the number of
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hops by exploiting a relationship between the Lanczos process and a quadra-
ture rule in the iterative computation [5]. However, these local search based
methods for Katz proximity computation are not as efficient as CG method.
In this paper, we focus on exact computation of Katz proximity in very
large networks using a novel, hybrid approach accelerated with low rank cor-
rection. Our method is fundamentally different from existing approaches in
that it simultaneously targets scalability and efficiency. Our method can be
used for efficiently computing Katz-based proximity of all nodes in a undi-
rected network. Moreover, we also develop a new link prediction algorithm
that takes advantages of sparse distribution Katz scores and drastically im-
proves the effectiveness of Katz-based link prediction approach.
3 Methods
In this section, we first define Katz-index and formulate node proximity queries
based on Katz index. We then describe our approach to indexing, which is
based on graph-partitioning indexing, i.e., to partition the resulting linear
system and to index the sparser part of the system. Subsequently, we discuss
how the iterative computation can be accelerated using low rank correction to
refine the solution, and solve the remaining part of the linear system. Finally,
we discuss how these two approaches can be used in combination, to efficiently
process Katz-based network proximity queries. The workflow of the proposed
framework is shown in Figure 1.
3.1 Katz Index
Let G = (V , E) be an undirected and connected network, where V denotes the
set of |V| nodes and E denotes the set of edges, with sizes indicated as |V| and
|E|, respectively. Katz index quantifies the proximity between a pair of nodes
in this network as the weighted sum of all paths connecting the two nodes,
where the weights of the paths decay exponentially with path length [5, 14].
Namely, for a pair of nodes i and j ∈ V , the Katz index is defined as:
Ki,j =
∞∑
l=1
αlpathsl(i, j), (1)
where pathsl(i, j) denotes the number of paths of length l connecting i and j
in G. The parameter α is a damping factor that is used to tune the relative
importance of longer paths, where 0 < α < 1, thus smaller α assigns more
importance to shorter paths [5].
By observing the relationship between the number of paths in G and the
powers of the adjacency matrix G of G, of size |V| × |V|, the computation
of Katz index can be formulated as an algebraic problem. To see this, let K
denote the Katz matrix, i.e., the matrix of Katz indices between all pairs of
nodes in G.
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Since (Gl)i,j is equal to the number of paths of length l between i and j,
K can be written as:
K =
∞∑
l=1
αlGl = (I− αG)−1 − I, (2)
where I is the identity matrix. In the rest of our discussion, we assume that
α < 1/‖G‖
2
to ensure that (I− αG) is positive definite, and to guarantee the
convergence of the Neumann series to the inverse of (I− αG).
For a given query node q, the Katz index of every other node in G with
respect to q is given by the qth column of K, which we denote kq. Observe
that the computation of kq corresponds to solving the following linear system:
Mkq = αgq. (3)
Here, M = (I − αG) and gq is the qth column of the adjacency matrix G.
Since M does not depend on the query node q, it can be inverted offline, and
the inverse can be used as an index to compute kq = αM
−1gq by performing a
single matrix vector multiplication during query processing. However, inverting
M and storingM−1 is not feasible for very large graphs, since the inverse of a
general sparse matrix is dense. Therefore, existing algorithms solve this linear
system of equations using an iterative solver such as the (preconditioned)
Conjugate Gradient method [20, p. 196], which is applicable in this case since
M is symmetric [5]. While these iterative methods greatly accelerate the
computation of Katz index, they are not fast enough to enable real-time query
processing in very large graphs.
Recently, to enable efficient processing of random-walk based queries on
billion-scale networks, we have developed I-Chopper, a hybrid method that
uses a combination of indexing and accelerated iterative solvers [6]. In the fol-
lowing subsection, we show how a similar idea can be applied to the processing
of Katz index based queries by indexing the inverse of the matrix that corre-
sponds to sparser parts of the network and performing low-rank correction at
query time to obtain an exact solution for the rest of the network. We then
describe how the resulting algorithm, LRC-Katz, can be used to efficiently
perform Katz index based link prediction.
3.2 Graph Partitioning Based Indexing
As in I-Chopper, LRC-Katz exploits the sparsity of real-world networks
to efficiently compute and index the inverse of a large part of M. The key
insight behind this approach is that, although the inverse of a general sparse
matrix is dense, the inverse of a block-diagonal matrix with a low bandwidth
is sparse []p.87] [20].
Since most real-world networks are scale-free, most of the nodes in the
network have low degree. Consequently, observing that the non-zero structure
of the matrix M is identical to that of the adjacency matrix of the network,
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we can reorder the rows of M such that M can be partitioned into a very
large block-diagonal matrix with a low bandwidth (corresponding to small
connected subgraphs consisting of low-degree nodes) and relatively dense but
much smaller matrices (corresponding to hubs and their connections to other
nodes). The following lemma shows how such partitioning of M can be used
to separate the solution of the linear system of Equation 3 into two parts:
Lemma 1 Suppose a linear system Mkq = g˜q, can be partitioned as[
M11 M12
MT12 M22
] [
kq1
kq2
]
=
[
g˜q1
g˜q2
]
, (4)
such thatM11 is invertible. Letting S =M22 −M
T
12M
−1
11 M12 denote the Schur
complement, the linear system can be solved as:
kq2 = S
−1
(
g˜q2 −M
T
12M
−1
11 g˜q1
)
, (5)
kq1 =M
−1
11 (g˜q1 −M12kq2) . (6)
Proof The proof of this lemma is straightforward, and hence it is not included.
In our application, g˜q = αgq. This lemma applies to the computation of
Katz indices as long as α < 1/‖G‖
2
, since M is diagonally dominant and
invertible in that case. In the light of this lemma, the computation of Katz
indices can be performed as follows:
1. Indexing: Construct M.
2. Indexing: Partition G using multi-way minimum-vertex-separator parti-
tioning.
3. Indexing: ReorderM so thatM11 contains the internal edges of all parts
resulting from the partitioning with nodes within each partition corre-
sponding to successive rows (hence columns), M12 = M
T
12 contains the
edges between nodes in partitions and nodes in the separator, and M22
contains the edges between nodes in the separator.
4. Indexing: Compute and store M−111 , M12, and S.
5. Query Processing: For a query q, compute kq2 as given in Equation (5),
but without inverting S, as described below.
6. Query Processing: Compute kq1 by performing two matrix-vector mul-
tiplications as given in Equation (6).
This procedure is identical to the procedure implemented in I-Chopper,
with one important difference in the computation of kq2 during query process-
ing (Step 5). In I-Chopper, this computation is accelerated using Chebyshev
polynomials over the elliptic plane [6]. In the computation of Katz-index, S is
symmetric [p.271] [20], thus the elliptic plane degrades to the real axis and the
solution can be found by using Chebyshev polynomials on the real axes [7].
However, this requires knowledge of the largest and smallest eigenvalues of S,
and it is costly to compute these eigenvalues. Since the matrix in question
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is not symmetric in queries involving random walks, I-Chopper addresses
this problem by pre-computing these eigenvalues using Arnoldi’s method [p.
160] [20]. In the computation of Katz-index, however, S is symmetric, and
therefore this computation can be avoided by utilizing methods that do not
require an eigen-bound. Specifically, we use the Conjugate Gradient (CG)
method to solve the linear system involving S, since CG does not require the
knowledge of the largest and smallest eigenvalues of S. Still, this computation
can be accelerated using eigenvectors of a low-rank approximation of S−1.
Since the details of all other steps are described in [6], here we briefly
describe the key idea in each step. We then focus on the description of low-
rank approximation and describe this approach in detail.
Steps 2 and 3 – Partitioning of G and Reordering of M: The idea
behind the partitioning of the network is to reorder the rows and columns
of M in such a way that we can obtain a block diagonal M11 with a small
bandwidth, i.e., the non-zero entries in matrix M11 are condensed around its
diagonal, ensuring that M−111 is sparse. To accomplish this, we use multi-way
minimum-vertex-cover partitioning to partition the nodes of G into p partitions
such that each node in partition Πi are connected only to nodes in Πi or to
a set Πs of nodes that are classified as the “vertex-separator” [12, 13]. Given
such a partitioning, we reorder the matrix M such that the rows/columns
that correspond to nodes in the partitions Π1, Π2, ..., Πp are ordered next to
each other, and rows/columns that correspond to the nodes in Πs are at the
bottom/right of the matrix. As a result, the reordered matrixM can be divided
into the following sub-matrices: (i)M11 contains the non-zeros that correspond
to the edges within the partitions, (ii) M12 and M
T
12 contain the non-zeros
that correspond to the edges between nodes in a partition and nodes in Πs,
(iii) M22 contains the non-zeros that correspond to the edges between nodes
Πs. Since minimum-vertex-separator graph partioning is a NP-hard problem,
we use a heuristic that is well-suited to our application. Namely, the Part-
GraphRecursive package implemented in the MeTiS graph partitioning tool
[21] allows the user to put a threshold on the size of the vertex separator, as
opposed to minimizing it, and recursively bipartitions the network until this
threshold is reached. Therefore, we can directly control the size of S (number
of rows/columns of S is equal to the number of nodes in the vertex separator)
and the recursive partitioning generates many small partitions with roughly
equal sizes, thereby keeping the bandwidth of M11 small.
Step 4 – Computation of M−111 and S. Once M11 is constructed, we
invert M−111 , which is also relatively sparse and can be stored as an index.
Here, we remark that the inversion of M11 is feasible even for graphs with
hundred millions of nodes since it is block diagonal with a small bandwidth
and there exists many efficient algorithms for inverting banded matrices [6].
In our implementation, we use the Incomplete Cholesky factorization along
with approximate minimum algorithms [2,3] before we invert the sparse block
diagonal matrix M11. Once M
−1
11 is available, we compute S as defined in
Lemma 1, and store M−111 , S, and M12.
Step 5 – Computation of kq2 During Query Processing.
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Σ˜Network
Query node
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q ∈ V
Indexing
I : Identity matrix
α : Damping factor
M = (I − αG)
G = (V,E)
Adjacency Matrix
k2
k1
M
M11 M12
M22M12
T
S = L(I − R)LT
S R ≈
U UT
top-k
(1)
(2)
(3) (4)
(5)
(6)
L!
−1
Index for k1
Index for k2
(7)
M12
LRC-Katz
Online QueryingOffline Preprocessing
S˜−1
S˜−1
Fig. 1: Flowchart illustrating the proposed framework for indexed
processing of Katz-based proximity queries on large networks.
Recall that processing of a Katz index query involves the computation
of kq for a given query node q. As described in Lemma 1, we divide the
computation of kq into the computation of kq1 and the computation of kq2.
Since the computation of kq1 required knowledge of kq2, we first compute kq2
during query processing. This computation requires solution of the system
Skq2 = (g2 −M
T
12M
−1
11 g1) = f , (7)
where f can be computed efficiently (by performing a single matrix-vector
multiplication) during query processing, since we form and index MT12 and
M−111 in Steps 3 and 4. However, solving the linear system Skq2 = f , during
query processing or pre-computing and storing the inverse of S is not feasible
since S is a relatively dense matrix. For this reason, we compute a low-rank
approximation for S offline and store this approximation as an index that can
be used to efficiently compute kq2 during query processing. We now explain
this process. To avoid cluttered notation, we drop the subscripts (q) in the
following sections.
3.2.1 Low Rank Correction
The idea behind Low Rank Correct Katz Algorithm (LRC-Katz) is as follows:
To solve Sk2 = f , we approximate the Schur complement S ∈ R
n2×n2 viaM22
plus some low rank vectors so that we use sparser matrices instead of dense
matrix S.
Let M22 = LL
T be the Cholesky factorization of M22 and recall that the
Schur complement matrix can be rewritten as
S = LLT −MT12M
−1
11
M12 (8)
= L(I − L−1MT12M
−1
11 M12L
−T )LT (9)
= L(I −R)LT (10)
Now define the eigen-decomposition of the symmetric matrix R as follows:
R = L−1MT12M
−1
11 M12L
−T = UΣUT , (11)
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where the diagonal entries of Σ are the eigenvalues of R and U is the column
matrix that contains the corresponding eigenvectors, which are orthogonal to
each other. Then S can be rewritten as:
S = L(I −R)LT = L(I −UΣUT )LT = LU(I −Σ)(LU)
T
. (12)
Thus, the inverse of the Schur complement matrix S becomes:
S−1 =
(
LU(I−Σ)(LU)T
)
−1
= L−TU(I−Σ)
−1
UTL−1
= L−T
[
I+U(I −Σ)−1UT − I
]
L−1
=M−122 + L
−TU
[
(I−Σ)
−1
− I
]
UTL−1.
(13)
Now consider approximating R using its most dominant ℓ eigenvectors.
That is, define R˜ ≈ U˜Σ˜U˜T , where U˜ and Σ˜ ∈ Rn2×n2 , diag(Σ˜) = (σ1, σ2, .., σℓ, 0, 0, ..., 0)
and U˜ consists of first ℓ eigenvectors of U padded with zeros, i.e.,:
R ≈ U˜Σ˜U˜T
=




· · · · · ·
u1 ulul+1 un2
ℓ 0
σ1
. . .
σl
0
. . .
0








uT1
uTl
uTl+1
uTn2
ℓ
0
Using this approximation to R, we define an approximation to S−1 as follows:
S˜−1 =M22
−1 + L−T U˜[(I− Σ˜)
−1
− I]U˜TL−1 (14)
Note that we never compute S˜−1 in practice, we define it here solely for
theoretical justification.
The following theorem establishes the relationship between the eigenvalues
of SS˜−1 and the eigenvalues of R.
Theorem 1 Assume that the eigenvalues of R are ordered as σ1 ≥ σ2 ≥
.... ≥ σn2 , where n2 is size of S. For a given integer ℓ, define S˜
−1 as in
Equation (14). Then, the eigenvalues of SS˜−1 are in the form of
λi =
{
1 if i ≤ ℓ.
1− σi otherwise
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Proof From Equations (13) and (14), we can write S−1−S˜−1 = L−T U˜[(I−Σ)−1−
(I− Σ˜)
−1
]U˜TL−1. Then, we have,
LTS−1L− LT S˜−1L = U˜[(I−Σ)
−1
− (I− Σ˜)
−1
]UT .
Multiplying both sides of the above equality with (LTS−1L)U˜
−1
= L−1SL−T ,
we have
I− L−1SS˜−1L = L−1SL−T U˜[(I−Σ)−1 − (I− Σ˜)
−1
]U˜T .
From the definition, we know that L−1SL−T = (I−R) = U˜(I−Σ)U˜T . Then,
by using orthogonality of U, we have
I− L−1SS˜−1L =
U˜(I−Σ)U˜T U˜[(I−Σ)
−1
− (I− Σ˜)
−1
]U˜T
U˜[I− (I−Σ)(I− Σ˜)
−1
]U˜T .
Finally, we have,
SS˜−1 = (LU˜)[(I−Σ)(I− Σ˜)
−1
](LU˜)
−1
.
Q.E.D.
It follows from this theorem that if we compute the top ℓ eigenvectors of R
matrix, we can use these eigenvectors and M22 to efficiently solve the system
in Equation (7). This is because, in the iterative solution of (7), we multiply
k2 vector by a matrix that contains ℓ × ℓ identity matrix on top instead of
S matrix at each iteration. From the theorem, we can approximate the first
ℓ part of inverse of S via low rank and since this ℓ × ℓ upper part of inverse
of S is already computed in the preproccessing phase, we automatically use
precomputed part in the iterative computation of (7).Setting the iterative
process this way, we eliminate ℓ× ℓ computation from equation (7).
Algorithm 1 The Preprocessing Phase
1: procedure Preprocess(G, α, k)
2: Construct M← (I − αG)
3: Use minimum-vertex-seperator graph partitioning on M to partition it into
M11,M
T
12,M12,M22 [12, 13]
4: Decompose M11 into L1 and L1
T using Cholesky factorization and invert L1 and
L1
T
5: Decompose M22 into L and LT using Cholesky factorization
6: Create l(0) as normalized random vector
7: Compute
[
U˜, Σ˜
]
= Lanczos(Rl(0), k, l(0)) [9] ⊲ As matrix-vector product
12 Mustafa Cos¸kun et al.
3.2.2 The LRC-Katz Algorithm
In this section, we outline our algorithm for Katz-based network proximity
computation. In “offline” preprocessing Algorithm 1, we first constructM and
use PartGraphRecursive in Metis to partitionM in such a way thatM11 is a
sparse block diagonal matrix, and M22 is dense but smaller [12,13]. Next, we
reorder the entries of partitioned matrixM based on an approximate minimum
degree ordering (AMD) [2, 3]. After reordering entries of M, we invert the
Cholesky factorization of sparse block-diagonal matrix M11 and obtain L1
−1
and L1
−T . Then, we construct U˜ and Σ˜ via Lanczos procedure [9] without
formingRmatrix. Subsequently, we form matrices for S˜ and store the resulting
values and matrices into an index to use them in query processing phase of
our algorithm, LRC-Katz .
Algorithm 2 The LRC-Katz Algorithm
1: procedure LRC-Katz
2: Partition vector eq into e1 and e2 for query, q
3: Construct b1, b2, and f = (g2 −MT12M11
−1g1)
4: Create k2
(0) as normalized random vector
5: Set i = 0, r(i) = f − Sk2
(k), s = Sr(i), p = S˜\s(i), y(i) = S˜\r(i) ⊲ S and S˜ are
used as matrix-vector product
6: γ(i) = y(i)Ts(i)
7: if γ(k) ≤ ǫ then
8: k2 = k2
(i) and terminate
9: q(i) = Sp(i)
10: α(i) = γ
(i)
‖q(i)‖2
11: k2
(i+1) = k2
(i) + α(i)p(i)
12: r(i+1) = r(i) − α(i)q(i)
13: s(i+1) = S(i+1)
14: y(i+1) = S˜\r(i+1)
15: γ(i+1) = y(i+1)Ts(i+1)
16: p(i+1) = S˜\s(i+1) + γ
(i+1)
γ(i)
p(i)
17: if i < imax then
18: i← i+ 1 and go to line 7
19: Compute k1 ← L1
−1(L1
−T (g1 −M12k2)) and merge k1 and k2 as Katz-vector
In the query phase of Katz-based proximity, for a given query node, q. We
first construct the identity vector eq and reorder the entries of eq using the same
ordering ofM. Subsequently, we divide eq into two parts, eq =
[
eq1
eq2
]
, based on
the partition ofM and set b1 = eq1− (I− αG)eq1 and b2 = eq2− (I− αG)eq2.
Next, we use the indexed matrices and S˜ to compute k2 in equation (7), the
lower part of solution of the linear system, with Conjugate Gradient method.
Here, the S˜ serves as preconfitioner of Conjugate Gradient to refine norms of
eigenvectors of S. Finally, using k2 and the indexed matrices, we compute k1,
the upper part of solution of the linear system. We then merge the entries
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corr(βqq, βqj)
Top− s
Queries
kq
Top− T
βqj
Top− T
sorted− kq
Real Query Order . . .
Ideal
≥ ≥ ≥
βqq
Fig. 2: Flowchart illustrating the proposed framework for Sparse-
Katz. In the uppermost part of the Figure shows the assumed color strength,
the darkest red is the strongest. From left to right, we start a query node q
and compute its Katz-based scores as kq and sort them. Assume that s = 8
and T = 9, For T nodes, we compute Katz-based scores of them and store as
cyan matrix. Then, for row q and j, we have βqq and βqj 9 × 1 vectors. To
measure the global closeness of j to q, we take correlation of βqq and βqj and
approximate to the rightmost vector.
in k1 and k2 and return the resulting merged vectoras Katz-based network
proximity vector.
3.3 Efficient Processing of Link Prediction Queries via Katz Proximity
Link prediction can be defined as the problem of predicting the links that
are likely to emerge/dissappear in the future, given the current state of the
network [16]. Various topological measures were broadly examined by Liben
et al. [16], as unsupervised link prediction features. One can classify these
measures into two categories: Neighborhood-based measures (local) and path-
based measures (global). Clearly, The former are cheaper to compute, however,
such local measures treat the network as a “bag of interactions rather than
a true network, since they do not take into account the potential flow of in-
formation across the network through indirect paths, yet the latter (global)
are more effective at link prediction since they account for the flow of the
information through the indirect paths [5, 8].
In the context of disease gene prioritization, as an application of link predic-
tion problem, global measures are also shown to be significantly more effective
than local measures [17]. However, these global measures are favor high-degree
nodes over nodes with lower degree [10]. To alleviate this problem, Erten et
al. [11] proposed Pearson Correlation based global method that assess the
closeness of nodes in the network by comparing the views of the network from
the perspective of nodes. More precisely, the authors’ approach was to com-
pute all proximity vectors and store them as a matrix for all nodes, as Katz
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matrix K in equation (2), and take the row-wise Pearson Correlation as a new
global proximity measure [11]. Later, it has been shown that Pearson Cor-
relation based approach’s performance [11] for the link prediction problem
can adversely affected by high dimensionality, sparsity of the proximity vector
[8]. To alleviate this high dimesionality problem, Coskun et al. [8] proposed
two effective dimensionality reduction techniques. However, these techniques
requires to compute all proximity matrix and store it in the memory. Clearly,
we neither want to compute the Katz matrix, K nor hold it in the memory.
Here in this paper, we propose an alternative algorithm, called Sparse-
Katz for Katz-based proximity measure that takes sparsity into account with-
out forming the Katz matrix. The idea behind Sparse-Katz is as follows: For
a given query node q and an integer s, we compute Katz-based proximity,
kq via LRC-Katz and sort the scores of kq. Afterward, we take Top-s nodes
corresponding to the highest s scores in kq. Then, we compute Katz-based
proximity of top-T nodes corresponding top-T the highest scores in kq. This
way, we aim at treading those top-T nodes as modular nodes that see the
query node as an important nodes in whole network. This approach enables
us to approximate the dimensionality reduction approaches introduced by [8]
without forming K matrix. The workflow of the proposed framework is shown
in Figure 2.
Algorithm 3 Sparse-Katz
1: procedure Sparse-Katz
2: Given Query q, positive integer s and T
3: Compute kq with LRC-Katz
4: Sort kq in descending and take Top− s nodes
5: for t = 1 : T do
6: Compute kt with LRC-Katz
7: Store kts as matrix
8: Take row-wise Pearson Correlation of KT matrix and form Top− T list
9: Change Top− s list according the order of Top− T list
4 Experimental Results
In this section, we systematically first evaluate the runtime performance the
proposed algorithm, LRC-Katz in processing Katz-based proximity queries.
As stated in the preceding section, LRC-Katz is “exact” in the sense that
it is guaranteed to correctly identify Katz scores of a given query node. For
this reason, we focus on computational cost (measured in terms of number
of iterations and runtime) in our experiments for Katz-based proximity and
compare LRC-Katz against another exact algorithm instead of top-k based
algorithms [5]. We do not report the preprocessing time since it takes less than
a few minutes even for the largest dataset.
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Fig. 3: The number of iterations required for LRC-Katz and CG
in computing Katz proximity scores In these experiments, the reported
numbers are the averages across 1000 randomly chosen query nodes.
We then evaluate the link prediction performance of Sparse-Katz and
compare it against Katz measure performance for link prediction.
We start our discussion by describing the datasets and the experimental
setup for Katz-based proximity. Subsequently, we compare the performance
of LRC-Katz in processing Katz-based network proximity queries with the
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Table 1: Network data sets used in the experiments
Network Number of Nodes Number of Edges Average Node Degree ‖G‖2
DBLP lcc 93,156 178,145 3.82 39.5753
Arxiv lcc 86,376 517,563 11.98 99.3319
Email-Enron 36,692 183,831 10.02 111.2871
Gowalla 196,591 950,327 9.67 169.3612
Flickr 513,969 3,190,452 12.41 663.3587
Hollywood-2009 1,139,905 113,891,327 99.13 2247.5591
PPI Data 12,976 99,814 7.6916 94.4121
DBLP 2006-2008 179,266 765,346 4.2693 61.7765
fastest state-of-the-art algorithm, Conjugate Gradient method [20]. Finally,
we end our discussion by describing datasets for link prediction application
of Katz-based proximity and comparing performance of our link prediction
algorithm Sparse-Katz against Katz score based link prediction algorithm.
4.1 Datasets and Experimental Setup for Katz-based Proximity
We use six publicly available real-world network datasets and two graphs we
collected ourselves. We provide descriptive statistics of these eight networks
in Table 1. The first six real-world networks, in our Katz-based proxim-
ity experiments. DBLP lcc and Arxiv lcc citation-based networks based on
publications databases, and Flickr is social network, are publicly provided
by [5]. Email-Enron email connection network at Enron and Gowalla lo-
cal social communication network come from SNAP collection [15]. Beside
these datasets, we lastly use publicly available Hollywood-2009 [4] Holly-
wood movie actor network for Katz-based network proximity experiments.
The last two real-world network in Table 1 refers the link prediction exper-
iment datasets which collected by ourselves. We give detailed description of
these two link prediction datasets in the subsequent sections.
In our implementation phase, for CG algorithm, we use the Matlab imple-
mentation downloaded from [5]. We implement LRC-Katz and Sparse-Katz
in Matlab. We assess the performance of the algorithms for a fixed damping
factor, i.e for each dataset we use the αs that defined as the hardest case
α =
1
‖G‖
2
+ 1
proximity queries [5]. In practice, using such small α is rec-
ommended to fully utilize the information provided by the network [6]. For
all experiments to assess the Katz proximity for the first six datasets, we
randomly select 1000 query nodes and report the average of the performance
figures for these 1000 queries. In all Katz-based proximity experiments, eq is
set to the identity vector for node q. All of the experiments are performed on
an Intel(R) Xeon(R) CPU E5-46200 2.20 GHz server with 500 GB memory.
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Table 2: Positive Test Distribution of Link Prediction Datasets
Network # of Edges [1, 3] # of Edges [4, 10] # of Edges > 10
DBLP 2006-2008 194,474 97,237 16,873
PPI Data 28,490 7,355 3,649
4.2 Runtime Performance for Katz-based Proximity
The performance of LRC-Katz in comparison to Conjugate Gradient (CG)
algorithm as a function of k, which is dimension of low rank eigenvectors, i.e
number of top eigenvectors corresponding the top eigenvalues of R matrix.
We provide our analysis to six publicly available networks given in [4, 5,
15]. We first evaluate the performance of LRC-Katz against CG in terms of
number of iteration for a fixed dimension k = 5 for randomly chosen 1000
query nodes. Resulting analysis is reported in Figure 3 as an average iteration
number. As it can be seen LRC-Katz significantly outperforms CG across
all datasets. We then assess the runtime performance of LRC-Katz in second
with varying k, low rank dimensions and compare it against CG.As seen in the
Figure 4, LRC-Katz outperforms CG, achieving more than 3-fold speed-up
for all networks. The performance of LRC-Katz improves as we increase the
dimension, however, due to memory requirements of eigenvectors, we do not
go beyond very fist eigvectors corresponding the top eigenvalues.
4.3 Datasets and Experimental Setup for Link Prediction
We test and compare the proposed algorithm Sparse-Katz on two compre-
hensive datasets: one of which is real-world collaboration networks extracted
from DBLP Computer Science Bibliography 1, and the other dataset consists
of human protein-to-protein interaction (PPI) data obtained from the IntAct
database [18].
In the DBLP dataset DBLP 2006-2008, for training data, we consider au-
thors who have published papers between 2006 and 2008. In this network, the
authors are represented by nodes and there is a undirected link if two au-
thors published at least one paper from 2006 to 2008 and, as test data, we use
new co-author links that emerge between 2009 and 2010. In PPI dataset PPI
Data, for training data, we use proteins whose interactions are known in 2014,
as test data, we use the proteins whose interactions are discovered in 2016,
however, they have not been known in 2014. Here, proteins are used as nodes
and interactions among them represent the edges. These datasets’ descriptive
static are provided in the last two rows of Table 1.
The objective of link prediction is to predict links that will emerge in the
network in the future. For this reason, a positive label in this setup refers to a
new link that emerges in the future version of a network, whereas a negative
1 http://www.informatik.uni-trier.de/ley/db/
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label refers to two nodes that remain unconnected in the future version. Since
the real-world networks are highly sparse, the number of negative pairs is much
larger than the number of positive pairs. Hence, predicting negative labels are
relatively straightforward. Instead, the remaining challenge is to predict posi-
tive labels. Therefore, in our experiment, we only focus on predicting positive
labels correctly and report a recall evaluation rather than considering positive
and negative labels together and reporting a recall-precision evaluation. For
this reason, we divide the positive labels into three categories to evaluate them
. Namely, for DBLP data set, let W denote the set of authors who published
at least one paper in the testing interval [2009, 2010], but have not published
together in the training interval ([2006, 2008]). We construct our positive node
pairs from this set as follows:
– The positive test set P is composed of u, v ∈W such that u and v published
a paper between 2009 and 2010.
– For DBLP network, P consists of 308584 added edges in between 2009 and
2010, i.e, |P| = 308584.
– We divide P into three categories as in summarized Table 2.
– For all experiments for DBLP 2006-2008 dataset, we report the mean and
the standard deviation of the performance figures
With similar logic above, we subsampled the P = 39494 sets in PPI network,
PPI Data, from 2016. In our all experiments, we use default hardest α values
depending on ‖G‖
2
values of DBLP 2006-2008 and PPI Data.
4.4 Link Prediction Performance for Sparse-Katz
The performance of Sparse-Katz in comparison to Katz-based algorithm’s
link prediction application as a function of s, which is the top-s most probable
edges that are computed by both algorithms, Katz and Sparse-Katz. We
provide our analysis to two networks given in the last two rows of Table 1.
We first evaluate the performance of Sparse-Katz against Katz in terms of
number of recall for all the positive set added to DBLP 2006-2008 in between
2009 and 2010. Resulting analysis is reported in Figure 5 as mean and standard
deviation of the recall values. As it can be seen Sparse-Katz significantly
outperforms Katz proximity based link prediction across all sub-sampled links.
We then assess the link prediction performance of Sparse-Katz for PPI Data
dataset and compare it against Katz measure.As seen in the Figure 6, Sparse-
Katz outperforms Katz measure drastically.
5 Conclusion
In this paper, we propose an alternate approach to accelerating Katz- based
network proximity queries. The proposed approach is based on low rank cor-
rection of underlying partitioned linear systems of equation derived from Katz
Fast Katz for Efficient Link Prediction Queries 19
matrix. We show that our approach, LRC-Katz , significantly decreases con-
vergence times in practice on real-world problems. Using a number of large
real-world networks, we show that LRC-Katz outperforms existing the fastest
known method, Conjugate Gradient, significantly for wide ranges of param-
eter values. When integrated with the the fact that Katz scores distributes
sparsely in the Katz vector, Chopper yields further improvement in perfor-
mance of link prediction task over state-of-the-art Katz measure. Future ef-
forts in this direction would include incorporation of other proximity measures
into our framework and their applications. Furthermore, while LRC-Katz is
an “exact algorithm and our experiments focus on runtime performance for
this reason, there also exist approximate methods that compromise accuracy
for improved runtime. Constructing an approximate version of LRC-Katzcan
provide further insights into the trade-off between runtime and accuracy in
the context of network proximity problems.
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Fig. 4: Runtime in seconds of LRC-Katz and CG to process queries
for Katz proximity as a function of k ranging from 5 to 25 In these ex-
periments the reported numbers are the averages across 1000 randomly chosen
query nodes.
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Fig. 5: Performance evaluation of Sparse-Katz for DBLP 2006-2008 The
performance of Sparse-Katz link prediction as compared to Katz measure
based link prediction on the DBLP 2006-2008
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Fig. 6: Performance evaluation of Sparse-Katz for PPI Data The perfor-
mance of Sparse-Katz link prediction as compared to Katz measure based
link prediction on the PPI Data
