Abstract: For historical reasons, bioinformatics has been focused on the analysis of coding sequences. Genome annotation mainly consists in the localization of putative open reading frames, and assignment of a function to their product. Non-coding sequences are, however, an essential part of the information contained in a genome. In particular, these sequences mediate transcriptional regulation, which is crucial to many aspects of life: metabolic regulation, embryonic development, cell cycle, immune response, etc. In silico analysis of non-coding sequences can provide important information about gene function, and about the way genes interact with each other to form molecular networks. Different algorithms are required for the prediction of regulatory elements than for the analysis of coding and protein sequences. This paper discusses several recent attempts to analyze the non-coding fraction of whole genomes, and emphasizes upon different ways by which comparative genomics has been used to improve the prediction of regulatory elements.
THE NON-CODING GENOME
Sequencing a genome is a good starting point, after which all the questions remain to be answered. The first obvious question is to know which functions are present in the organism of interest, and the first step in genome analysis consists in localizing genes, and predicting their putative function on the basis of similarities of their products with previously characterized proteins. Sadly enough, the story often stops there (more or less): genome annotation is restricted merely to an analysis of coding sequences, and the remainder of the genome is too often considered as an uninformative batch of junk sequences.
It was illustrative to follow the reactions immediately after publication of the human genome: several commentators expressed their astonishment about the fact that a fully functional human being would have no more than 30,000 genes, only twice as much as the little fruit fly Drosophila melanogaster. Adopting this point of view, the same persons should have been even more astonished one year earlier, when it appeared that a fly could be made with no more than 13,000 genes, only twice as much as the single-cell eukaryote Saccharomyces cerevisiae, or only 3 times as much as the bacteria Escherichia coli. Indeed, there is an incomparably bigger difference in complexity between a yeast and a fly than between a fly and a human.
When comparing global numbers about genomes, the most striking difference between simpler and more complex *Address correspondence to this author at the Service de Conformation des Macromolécules Biologiques et de Bioinformatique, Université Libre de Bruxelles, CP 263. Campus Plaine, Boulevard du Triomphe, B-1050 Bruxelles. Belgique; E-mail: jvanheld@ucmb.ulb.ac.be organisms lies in the percentage of non-coding sequences ( Table 1) . Bacterial genomes contain no more than 10 to 15% of non-coding sequences. This amount is already doubled in a unicellular eukaryote like Saccharomyces cerevisiae (28%). In multicellular organisms, the majority of the genome is made of non-coding sequences (70% in the fruit fly Drosophila melanogaster, 97% in Homo sapiens). Quantity is of course not a sufficient argument by itself, and it is true that an important fraction of human non-coding sequences are made of repetitive DNA (40% of the genome), whose function is not very clear, but which are characterized by a very low information content. However, even when this repetitive DNA is discarded, the fact remains that the more complex an organism is, the higher is the percentage of noncoding DNA in its genomes.
The main function of the non-coding genome is to mediate transcriptional regulation: the level of expression of most genes varies depending on the different conditions (environment, cell state, tissue specificity, etc.). Transcriptional regulation is mediated by a specific class of proteins, called transcription factors, which bind DNA at specific positions (regulatory sites or regulatory elements), and interact with the transcription machinery. Regulatory sites are generally located in non-coding regions.
Several approaches have been developed for predicting regulatory elements from the analysis of non-coding sequences. The aim of this paper is to provide a brief summary of these approaches, and to illustrate the ways in which they can be applied to predict regulation at a genome scale.
METHODOLOGICAL ASPECTS
We will distinguish between two fundamentally different questions : pattern discovery and pattern matching. In the first situation i.e., pattern discovery, one starts from a set of genes supposed to be regulated by a common factor (e.g. resulting from a DNA chip experiment), and one tries to find putative regulatory motifs in their upstream sequences. In the second situation (pattern matching), one starts from a transcription factor whose regulatory motif is known (e.g. resulting from an experimental characterization of several DNA binding sites), and tries to predict the locations where the factor might bind DNA, and to infer the genes it might regulate.
Descriptions of Regulatory Motifs
The DNA binding specificity of a transcription factor can be described in various ways (see [1] for a detailed example).
The first possibility is a string-based description of the pattern. The simplest string-based description consists in a strict consensus, i.e. a sequence of pure nucleotides, denoted by the 4 letters A, C, G and T. The strict consensus indicates the preferred base at each position of the aligned regulatory sites for a given transcription factor. A slightly more refined description can be obtained by using the IUPAC code for imperfectly specified nucleotides. This 15-letter alphabet associates one letter to each possible combination of nucleotides, and allows to describe a degenerate consensus, providing information about the variability at some specific positions of the aligned sites. An additional refinement consists in allowing spacers of variable size between constrained fragments of the patterns. Such spaced patterns can be described with regular expressions.
A second approach is to describe the binding specificity with a position weight matrix, also called profile matrix [2, 3] . A position weight matrix contains one row per residue (4 rows for DNA), and one column per position of the aligned sites. The value in each cell indicates the specificity of the transcription factor for a specific nucleotide (row) at a specific position (column) of the alignment.
From Motifs to Genes: Pattern Matching
Conceptually, the simplest question is to start from the description of a regulatory motif (string or matrix), and to detect the best matches in a sequence of interest. When the pattern is described as a string, the search can be restricted to exact matches, or alternatively some mismatches can be allowed. As a general rule, string-based pattern matching gives poor results, and returns numerous matches which do not correspond to real binding sites.
Matrix-based pattern matching consists in aligning each segment of the sequence with the position-weight matrix and calculating the probability of the match. A score is assigned to each position of the sequence, and, in the best cases, the highest scores correspond to transcription factor binding sites. This approach is more accurate than string-based pattern matching, since a probabilistic value is attached to each position of the sequence, and the user can define a threshold of sensitivity according to some optimization criterion.
From Genes to Motifs : Pattern Discovery
Several approaches have been applied to discover regulatory motifs from a set of unaligned regulatory regions. The underlying hypothesis is that each sequence of the data set contains one or several motifs which are responsible for the co-regulation, resulting in an over-representation of these motifs compared to the random expectation.
A first family of algorithms is based on string representations of motifs: detection of over-represented words [4] [5] [6] [7] [8] [9] , over-represented dyads (spaced pairs of short words) [10] , and unevenly distributed words [11, 12] . Although very simple in their principle, these methods proved to be very efficient for the detection of regulatory motifs in yeast. [5, 10] . Several crucial parameters have to be determined [13] , and the success of the algorithms crucially depends on their choice.
The second family of pattern discovery programs is based on the direct detection of profile matrices. The number of matrices that can potentially be obtained, even from a relatively small sequence set, is so high (10 50 in typical conditions), that it is impossible to perform an exhaustive analysis in order to select the most significant ones. Consequently, all the matrix-based pattern-discovery approaches are heuristics. One of the pioneering programs, consensus, is based on a greedy algorithm [3, 14] , and is successful in the prediction of regulatory elements in yeast (unpublished results) and bacteria (J. Collado-Vides, personal communication). Another popular method is the Gibbs sampler, which was primarily developed for detecting motifs in protein sequences [15, 16] and later adapted for the analysis of DNA sequences, in a program called ALIGNace [17] .
The efficiency of some pattern discovery programs has been evaluated on the basis of their ability to rediscover known regulatory motifs in pre-selected regulons ( Fig. 1 ) [4, 5, 10, 18, 19] . Such validations are essential to assess the level of confidence that can be expected once the programs will be used to predict regulatory patterns in new gene families. Importantly, the efficiency of a program might depend on the organism considered: some programs give very good results with yeast regulons but would fail to identify most bacterial motifs, because bacterial transcription factors generally recognize spaced dyads, and their consensus is often degenerated. Distinct data sets should thus be collected to evaluate the capability of pattern discovery programs to rediscover known motifs in the different systematic groups.
String-based methods can be very efficient for pattern discovery. It might seem counter-intuitive that string-based representations are relatively inefficient for pattern matching, but provide good results for pattern discovery. The success of string-based pattern discovery comes from the fact that the detection of over-represented words relies on rigorous statistical criteria, so that thresholds can be established to select only those words that are significantly overrepresented. Thus, when appropriately tuned out, stringbased pattern discovery programs return a very low rate of false positives.
In contrast, the currently available matrix-based approaches always return an answer, even when a random sequence set is submitted for analysis. Since all these methods are based on optimization, they will systematically converge towards some local alignment. This problem is well illustrated by the fact that Hughes et al. [19] , predicted 3,311 regulatory motifs in the yeast Saccharomyces cerevisiae, whereas this organism is supposed to contain about 200 transcription factor. To address this problem, the same authors defined several scoring schemes to increase the specificity of the predictions viz. functional motif grouping, specificity of the motif for a set of genes, positional specificity [19] , and palindromic character of the motif [20] .
DETECTING REGULATORY ELEMENTS WITHIN A SINGLE GENOME

Genome-scale Pattern Matching
When a complete genome sequence is available, it is tempting to use this information for predicting putative targets of known transcription factors. Genome-scale pattern Fig. (1) . Pattern discovery in upstream sequences. Pattern discovery can be applied to different sets of upstream sequences to predict regulatory elements. Most methods are based on the detection of over-represented motifs. Some methods also take into consideration the position specificity of the motifs (orange boxes on the drawing). matching has been applied to predict binding sites for all the transcription factors in Escherichia coli [21, 22] .
The general problem is that genome-scale pattern matching returns multiple false positives. Some improvements can, however, be obtained by incorporating prior biological knowledge such as constraints on position [22, 23] , multiple repeats of the binding sites [5] , and combination of binding sites for heterologous transcription factors acting in synergy (Gonze et al., in prep. ). These rules must be established on a case-by-case basis, and it is essential to evaluate the predictions. One way to validate the results is to check whether all known targets figure among the predicted genes. In some cases, gene expression data can be used to validate the predictions but these data themselves have to be taken with caution, because they contain a nonnegligible amount of errors, and also because the response of a gene might require a specific combination of environmental conditions (e.g. absence of substrate plus presence of an inducer), that was not tested (Chagnaud et al., in prep.).
In any case, the results from genome-scale pattern matching should always be considered with extreme caution, and a choice has to be made, for each search, between sensitivity and specificity. In general, regulatory motifs are very short and sometimes degenerated, resulting in numerous spurious matches in the genome. We have illustrated this in Table 1 , where we estimate the expected number of matches per regulatory sequences in different genomes, for a pattern of typical size (hexanucleotide). This estimation shows that hexanucleotides with an average expected frequency (p=4 -6 =0.00024) would be found in approximately a quarter of the upstream sequences in S.cerevisiae, and in 48 copies per gene in Homo sapiens. Consequently, genome-scale pattern matching usually returns hundreds, or even thousands, of candidate sites, which is of poor use for the biologist.
We will see below that, when several genomes are available, their information can be combined to improve predictions by cross-validation.
Genome-scale Pattern Discovery
Pattern discovery can be applied to the complete set of non-coding sequences of a given organism to detect putative regulatory signals. This approach can also be envisaged when the only information at hand is the complete genome and the gene locations. Such an analysis was performed on the complete set of yeast upstream sequences [6] [7] [8] . Bussemaker evaluated the most significant patterns by comparing them with the regulatory motifs stored in YSCPD, the database of yeast transcription factor binding sites [24] , and showed that many of them correspond to known regulatory motifs. The rate of success crucially depends on the choice of an appropriate measure of overrepresentation, and Bussemaker [7, 8] also showed that some previous predictions were not significantly enriched in known regulatory sites.
It is to be expected that whole-genome pattern discovery tends to extract sites recognized by general transcription factors (e.g. TATA box, Abf1), rather than specific ones, but this is still to be evaluated.
Analysis of Co-expressed Clusters
A more targeted way to discover regulatory motifs is to start from a cluster of co-expressed genes, which can be obtained from DNA microarrays or from related methods [25, 26] . Starting from the gene expression profiles, different classification methods allow to extract clusters of genes with similar transcriptional responses, which are likely to be regulated by a common transcription factor. The upstream regions of these genes can then be retrieved and analyzed to discover putative regulatory sites [5, 10, 13, 17, 27, 28] . Both string-based and matrix based approaches provide good results for the analysis of such gene clusters. The predictions depend on the quality of the clusters. Several clustering methods have been applied to gene expression data [28] [29] [30] [31] [32] , but a systematic comparison of their efficiency is still lacking.
All the above approaches follow a two-step process: (1) gene classification based on gene expression profiles; (2) pattern discovery in the upstream regions of co-expressed genes. Bussemaker [33] developed an original approach based on the detection of regulatory motifs by a direct analysis of the correlation between upstream motifs and expression profiles.
IMPROVING THE PREDICTION OF REGULATORY ELEMENTS BY COMPARATIVE GENOMICS
The number of publicly available genomes is increasing very rapidly, and the information that can be obtained from several genomes is much more than the sum of the information found in each of them. We will illustrate different approaches where comparative genomics has been applied to improve the prediction of regulatory elements.
Inferring Regulons by Genome Comparison
For most organisms, there are no available experimental data to determine which clusters of genes are co-expressed. One way to circumvent this is to predict regulons by comparative genomics. Several in silico approaches have been developed to infer functional relationships between genes on the basis of genome comparisons. These methods are based on the detection of conserved operons [34] , gene fusions [35] [36] [37] , or co-evolution of groups of genes [38] . McGuire and co-workers combined these three methods to predict regulons from a comparison of 24 genomes [20] , and applied the pattern discovery program, ALIGNace, to predict regulatory motifs in the upstream regions of these putative regulons.
Reducing Regulatory Region Size by Phylogenetic Footprinting
Comparative genomics has also been used to address another problem related to the analysis of regulatory regions.
In higher organisms, regulatory elements are found upstream, downstream, and within introns. They are dispersed over very large distances (several hundreds of Kb from the gene). In addition, regulatory regions are organized in a more complex way for higher organisms. A single gene can be regulated by a multiplicity of distinct regulatory elements, which interact with each other in a synergic or antagonistic way to determine a specific spatio-temporal pattern of expression for each gene. This is especially true for genes involved in embryonic development.
Given the low information content of regulatory motifs and the huge size of intergenic and intronic regions, pattern matching would unavoidably return numerous false positives. For pattern discovery approaches, the problem is that sequences to be analyzed are so large that the signal-tonoise ratio would diminish drastically, and regulatory signals would simply not be detected.
Comparative genomics can be used to partly overcome this problem. The approach is based on the comparison of large genome fragments surrounding orthologous genes from related organisms. It has been shown that, in addition to exons, some non-coding regions are also conserved (Fig. 2) . These regions can be located upstream, downstream or within introns, and have been shown to contain a high concentration in regulatory elements [39] [40] [41] . The conservation of these non-coding regions would be due to the selective pressure exerted on these regulatory elements.
Starting from this observation, one can thus select relatively short segments (a few hundreds of bases) of noncoding regions, which are conserved between related species, and are likely to contain a good fraction of the regulatory elements. This method is called phylogenetic footprinting, by reference to DNA footprinting, the experimental method used by molecular biologists to characterize transcription factor binding sites.
These restricted regions can then be used for pattern matching, in order to increase the specificity (by reducing the rate of false positive), or for pattern discovery, in order to increase the sensitivity (by increasing the signal-to-noise ratio).
Predicting Regulatory Elements by Phylogenetic Footprinting
Phylogenetic footprinting has also been used in a slightly different context, to directly predict regulatory elements from a comparison of multiple genomes [42] . The authors selected a series of nine proteobacterial genomes, which were sufficiently related to have conserved transcription factor binding sites, but sufficiently distant for the surrounding non-coding sequences to have evolved. They detected all the clusters of orthologous genes across these genomes, and, for each cluster, searched for conserved motifs in the upstream sequences (Fig. 3) . Importantly, these authors constituted a study set with 184 genes from Escherichia coli for which a regulatory site was stored in the transcription factor databases [43] [44] [45] , and showed that their method was able to predict 146 of these elements correctly. Moreover, they could isolate the transcription factor that binds to one motif which was previously uncharacterized. The method was then applied to predict regulatory elements for more than 2,000 clusters of orthologous genes, resulting in >1,600 high accuracy predictions of regulatory sites in Escherichia coli.
Cross-genome Validation of Pattern Matching Results
As mentioned above, the main problem of genome-scale pattern matching is the high rate of spurious matches. Crossgenome validation consists in filtering the most likely candidates, by selecting genes which are predicted to respond to the same signal in several organisms (Fig. 4) . The idea is to take advantage of the fact that the regulatory response of a gene is related to its function. For example, genes involved in purine biosynthesis are likely to respond to the absence of purine in most organisms, even if the purine responsive transcription factor (and its binding sites) are completely different between these organisms. Comparative genomics has been used for cross-validating the predictions of targets of known transcription factors [46, 47] .
In this case, and contrarily to the phylogenetic footprinting approaches, there is no a priori assumption of conservation between the binding sites, and the method could in principle be applied even between distant Fig. (2) . Restriction of regulatory regions by phylogenetic footprinting. Some non-coding regions are conserved (pink boxes) in the neighborhood of homologous genes (blue boxes) from related organisms. These conserved non-coding regions can be found upstream, downstream and within introns. They have been shown to contain a high concentration in regulatory elements. Comparative genomics can thus be used to select regulatory regions.
Genome 1
Genome 2 conserved non-coding region conserved exon organisms. However, it requires a prior knowledge of the binding specificity for the transcription factors of the different organisms of interest. Note that this information could be obtained either from the experimental data, or inferred by applying pattern discovery to the predicted regulons, as described above.
SUMMARY AND CONCLUSIONS
In this short review, we tried to present some basic questions that can be asked about gene regulation, and the various approaches that can be applied for predicting regulatory elements from genome sequences.
Once a genome has completely been sequenced, several approaches can be envisaged to extract information about regulatory signals. Such ab initio approaches have, however, limited potentialities, and it is generally better to start from additional information, for example, pre-defined clusters of co-expressed genes. In this case, the question becomes more precise: one tries to detect regulatory motifs associated with a specific transcriptional response. Gene expression data are unfortunately not available for all organisms, and not all labs have access to microarray facilities. However, several approaches have recently been developed which do not rely on the gene expression data. These methods take advantage of comparative genomics to increase the accuracy of the predictions.
Ultimately, bioinformatics is a science of inference, and any prediction will unavoidably result in different types of errors (false positives and false negatives). Always, a trade has to be made always between sensitivity and specificity, and the choice may depend on the purpose of the analysis, and on the experimental methods which will be used for exploiting the predictions.
