In this work, we investigate the qualitative properties as uniqueness, regularity and stabilization of the weak solution to the nonlinear parabolic problem involving general p(x)-homogeneous operators:
Introduction and main results
The study of various differential equations and variational problems with variable exponent has significantly influenced mathematics in recent years. Indeed, the mathematical problems associated with nonstandard p(x)-growth conditions are fascinating in applications as the nonlinear elasticity theory and non-Newtonian fluids models. In specific, the importance of investigating these kinds of problems lies in modeling of various anisotropic features that occur in electrorheological flows, image restoration, filtration process in complex media, stratigraphy problems and heterogeneous biological interactions. In the literature, there are many works that explore the questions of existence (local or global), regularity or behaviour of solutions for parabolic equations with variable exponent, for example [1, 2, 3, 6, 10, 29, 30] . Prior investigations have implemented diverse approaches to study the elliptic and parabolic problems with nonstandard growth. In [10, 30] , the authors have followed the semigroup approach, involving the semi-discretization in time method for p(x)-Laplacian and Leray-Lions type operators. In [3] , the Galerkin method is used alternatively to prove the existence of weak solutions and similarly in [2, 6] , the authors have used perturbation methods. We further specify that global properties of solutions as extinction in finite time, localization, blow-up in finite time are also explored in [4, 5] . The existence of mild solutions of parabolic equation and its stabilization properties are studied in [30] for p(x)-Laplacian and in [29] for Leray-Lions type operators. The original model of our equation is given by
(|∇(u m )| p−2 ∇(u m )) = 0 in (0, T ) × Ω.
For p = 2 and m > 1, (1.1) is well-known as the porous media equation. More generally, for p > 1 and m > 0, (1.1) is known as the Polytropic Filtration Equations (P.F.E.) (see [41] ). The physical background of P.F.E. can be explained by considering the flow of compressible non-newtonian fluid in the homogeneous isotropic rigid medium which satisfies:
where u is the particle density of the fluid, − → V is the momentum velocity, P is the pressure, m is the polytropic constant and P 0 is the reference pressure and ǫ is the porosity of the medium. Due to the influence of molecular and ion effects in non-newtonian fluids, the linear Darcy's law is no longer valid. Instead, we have the nonlinear version of Darcy's law:
where µ is the viscosity of the fluid and λ is the permeability of the medium. By combining the two last equations, we obtain an equivalent form of (1.1). Depending upon the value of m and p, (1.1) is called as Slow Diffusion Equation (S.D.E.) if p > 1 + 1 m and Fast Diffusion Equation (F.D.E.) if p < 1 + 1 m (for more details see Chapter 2, [41] ). A main difference between the two cases is the existence of solutions with compact support for the S.D.E whereas the occurrence of dead core type solutions can not occur for the F.D.E. due to the infinite speed of perturbations propagation. In the framework of Doubly Nonlinear Equations (D.N.E. for short) i.e. p = 2 and m = 1, (1.1) is referred in the literature (for instance see [33] ) as:
Doubly singular Degenerate-singular m > 1
Singular-degenerate Doubly degenerate
The D.N.E. have significant interests because they possess a wide spectrum of applications for instance in fluid dynamics, soil science, combustion theory, reaction chemistry (see [8, 9, 12, 13, 14, 21, 31, 35, 37, 38] and reference therein) and for D.N.E. involving p-Laplacian operator, we refer to [23, 34, 40, 42] . The nonhomogeneous variant of the model (1.1) together with multivalued source/sink terms can also be interpreted as the limiting case (when m → 1) of the climate Energy Balance Models (see [15, 16, 22] ). Recently, the study of D.N.E. involving variable exponent growth are getting into substantial attention: the authors in [10] have studied a class of (1.1) involving the p(x)-laplacian using time-discretization method. The authors in [18, 19] and [6, 7] have studied existence of solutions to D.N.E. using a nonlinear version of minimizing movement method and Galerkin method respectively. In the present paper, we study the existence, uniqueness and qualitative properties of the weak solutions of the following D.N.E. driven by a general quasilinear operator of Leray-Lions type:
The main difference of this work with the previous studies is the doubly nonlinear feature together combined to the broad class of considered Leray-Lions type operators a. More precisely, problem (DNE) involves a class of variational operators a : Ω × R N → R defined as, for any (x, ξ) ∈ Ω × R N :
where A : Ω × R N → R + is continuous, differentiable with respect to ξ and satisfies:
This class of operators a also satisfies ellipticity and growth conditions:
Remark 1.1. The assumption (A 1 ) gives the convexity of ξ → A(x, ξ) and growth estimates, for any (x, ξ) ∈ Ω × R N :
and, see [39] , for any ξ, η ∈ R N and x ∈ Ω, there exists a constant γ 0 > 0 depending on γ and p such that
Moreover, the homogeneity assumption implies that A(x, ξ) = a(x, ξ).ξ for any
Next, we impose the condition below to insure qualitative properties as regularity and the validity of Hopf Lemma.
(A 2 ) There exists C > 0 such that for any (x, ξ) ∈ Ω × R N \{0}:
Remark 1.2. More precisely, from the condition (A 2 ) we derive the Strong Maximum Principle (see [43] ) and the C 1,α -regularity of weak solutions (see Remark 5.3 in [26] and Remark 3.1 in [29] ).
Concerning the conditions on the functions f and h, we assume:
The study of (DNE) is naturally concerned with the investigation of the following associated parabolic problem:
We further prove that a weak solution of (E) is also a weak solution of (DNE).
(Ω) (we refer to [24, 36] for the definitions and properties of variables exponent Lebesgue and Sobolev spaces) and introducing weighted spaces with the notation δ(x) def = dist(x, ∂Ω):
δ(x) and for r > 0:
we introduce the notion of weak solution of (E) as follows:
and v(0, .) = v 0 a.e. in Ω.
holds in weak sense and we deduce the existence of a solution of (DNE). About the existence and properties of solutions of (E), we obtain
Then, for any h ∈ L ∞ (Q T ) satisfying (H h ) and for any initial data v 0 ∈ M 1 δ (Ω) ∩ W, there exists a unique solution in sense of Definition 1.1. More precisely, we have:
(i) Let v, w are two weak solutions of (E) with respect to the initial data v 0 , w 0 ∈ M 1 δ (Ω) ∩ W and h, g ∈ L ∞ (Q T ) satisfying (H h ). Then, for any t ∈ [0, T ]:
(ii) Assume in addition A satisfies, for any x ∈ Ω and for any ξ, η ∈ R N :
where for any x ∈ Ω, s(x) = min{1, p(x)/2} and ζ(x) 
Similar results have been obtained in [23] in the case of the p−laplacian operator.
reformulates the local form of Morawetz-type inequality producing convergence properties.
In Theorem 1.1, the uniqueness of the solution in sense of Definition 1.1 is obtained by the following theorem relaxing the assumptions on v 0 and h. More precisely, we show:
Let v, w are two solutions of (E) in sense of Definition 1.1 with respect to the initial data v 0 , w 0 ∈ L 2q (Ω), v 0 , w 0 ≥ 0 and h,h ∈ L 2 (Q T ). Then, for any t ∈ [0, T ]:
Using a similar approach based on nonlinear accretive operators theory as in [11, 29, 30] , we introduce T q : L 2 (Ω) → L 2 (Ω) be the operator with the parameter q defined by
and the associated domain
Based on the accretive property of T q in L 2 (Ω) (see Theorem 2.2 and Corollary 2.2) and additional regularity on initial data, we obtain the following stabilization result for the weak solutions to (E): t 1+η h(t, .) − h ∞ L 2 = O(1) at infinity for some η > 0.
Remark 1.8. The stabilization in L ∞ -norm appeals new estimates linked to the T -accretivity of the operator T q in L ∞ and in L 1 (see Remark 1.6 and Theorem 2.1 in [17] and Theorem 1.18 in [32] ).
The current work extends significantly results contained in [10] which only apply to the p(x)-Laplace operator. We also prove in the present paper new stabilization results for (DNE). To this aim, we borrow the Picone's identity obtained in [10] that we recall in the next result:
where the inequality is strict if r > 1 or u v ≡ const. > 0. We point out that the general form of operators requires to exploit sharply the Picone's identity. In this regard, the integrability of the quotient in this one forces conditions of regularity or behaviours in the choices of test functions. Another important part of our work is to study the convergence of the weak solution to a steady state. To this goal, our approach is to use the semigroup theory. Due to the general class of operators, additional technical computations are needed and performed with the help of the above Picone's identity. In our knowledge, the study of solutions of D.N.E involving the class of p(x)homogeneous operators are not discussed so far in literature. So, in this context all results brought in this work are completely new. With both autonomous and non-autonomous terms and the large class of considered operators, (DNE) covers a large spectrum of physical situations. In our study, we also provide new strong maximum principle and weak comparison principle in frame of the large class of operators a. Turning to the layout of the paper: in section 2, we study a problem related to the parabolic problem (E) establishing existence and uniqueness results (Theorem 2.1-2.2, Corollary 2.1-2.2). In section 3 we then prove Theorem 1.1. Precisely, we prove Theorems 3.1 concerning the existence of a weak solution in sense of Definition 1.1 by semi-discretization in time method. Then the subsection 3.2 yields the proof of Theorem 1.2 and Corollary 3.1 giving the uniqueness using Picone's identity and Theorem 3.3 establishes the regularity of solutions and then completes the proof of Theorem 1.1. Finally in section 4, we establish Theorem 1.3 via a classical argument of semigroup theory. In Appendix A, we state in the framework of general class of operators a weak comparison principle, strong maximum principle and regularity results.
2 Elliptic problem related to D.N.E.
In this section, we study a class of elliptic problem related to D.N.E. in order to prove Theorem 1.1. First we start with a direct application of Theorem 1.4 which provides a comparison principle, uniform estimates and uniqueness.
is strictly convex for any x ∈ Ω. Then, for r ∈ [1, p − ), for any w 1 , w 2 ∈ W ∩ L ∞ (Ω) two positive functions and for any x ∈ Ω
If the equality occurs in (2.1), then w 1 ≡ w 2 in Ω.
Then, by using Young inequality and the equality A(x, ξ) = a(x, ξ).ξ, we obtain
Reversing the role of w 1 and w 2 :
and adding the above inequalities we obtain (2.1) and the rest of the proof follows from Theorem 5.2 in [29].
L ∞ -potential
In this subsection, we study the following associated elliptic problem:
where h 0 ∈ L ∞ (Ω) and λ is a positive parameter. The notion of weak solution of (2.2) is defined as follows:
The first theorem gives the existence and the uniqueness of the weak solution of (2.2).
h 1 , h 2 ≥ 0 respectively, we have with the notation t + def = max{0, t}:
Proof. Define the energy functional J on X:
Note from (f 0 )-(f 1 ) that there exists C > 0 large enough such that for any
By (1.2) and (2.6), J is well defined, continuous on X and we have
where the constants do not depend on u. Thus we deduce that J is coercive on X. Therefore we affirm that there exists v 0 ∈ X a global minimizer of J . Noting that, with the notation t − = t + − t,
be a nonnegative and nontrivial function, thus for any t > 0
where the constants are independent of t and c 3 > 0 since h 0 ≡ 0. Hence for t small enough, J (tφ) < 0 and since
are two weak solutions of (2.2) with respect to h 1 and h 2 respectively. Namely, for any φ, Ψ ∈ X, we have
Subtracting above expressions by taking
then by (f 1 ) and Lemma 2.1, we obtain
Remark 2.1. In the proof of Theorem 2.1, condition (f 1 ) is not optimal to obtain the existence of a minimizer and to apply Lemma A.1. Indeed define a more general condition on f
is a sufficient condition to obtain the existence of a weak solution of (2.2). Moreover, to apply Lemma A.1 we assume in addition that f satisfies:
implies the uniqueness of the solution in the sense of Definition 2.1. Moreover to obtain (2.4), we use more precisely φ, ψ belong to L ∞ δ (Ω) ∩ W. The uniqueness can be also obtained by using Theorem A.1.
For any h 0 ∈ L ∞ (Ω) and for any f ∈ L ∞ (Ω × R) satisfying (f 1 ) with q = 1, following the proof of Theorem 2.1, we get the existence of a unique weak solution v 0 ∈ W ∩ L 2 (Ω) (not necessary nonnegative) in sense of Definition 2.1 with φ ∈ W ∩ L 2 (Ω).
Moreover, choosing as test function
we deduce v 0 ∈ L ∞ (Ω) and hence for any λ > 0, R(I + λT 1 ) = L ∞ (Ω). Moreover, let v 1 and v 2 are two solutions to (2.7) with h 1 , h 2 ∈ L ∞ (Ω) respectively, we get from (1.3) and (f 1 ): for any ℓ : R → R Lipschitz and nondecreasing function such that ℓ(0) = 0:
Thus, by section I.4. in [32] , T 1 is T -accretive in L 1 (Ω) namely for any h 1 , h 2 ∈ L ∞ (Ω) and respectively v 1 , v 2 the solutions to (2.7), we have
Finally, using Remark 1.6 in [17] ,
We point out that T -accretivity of T q , for q > 1, in L 2 (Ω) is equivalent to
In the way of Remark 2.3, Theorem 2.1 implies existence, uniqueness and accretivity results for the perturbed problem induced by the operator T q :
and f verifies (f 0 ) and (f 1 ).
Then, for any q ∈ (1, p − ), λ > 0 and h 0 ∈ L ∞ (Ω)\{0}, h 0 ≥ 0, there exists a unique solution u ∈ C 1 (Ω) of
Namely, u belongs toV q + ∩ M 1/q δ (Ω) and satisfies:
for any ψ such that
Moreover, if u 1 and u 2 are two solutions of (2.8) corresponding to h 1 and h 2 respectively, then
Proof. Define the energy functional E onV q
Let v 0 is the weak solution of (2.2) and the global minimizer of (2.5). We set u 0 = v q 0 . Then, u 0 belongs toV q + ∩ M 1/q δ (Ω). Let ψ satisfying (2.10). Then there exists t 0 > 0 such that for t ∈ (−t 0 , t 0 ), u 0 + tψ > 0. Hence we have E(u 0 + tψ) ≥ E(u 0 ) for any t ∈ (−t 0 , t 0 ). Using Taylor expansion, dividing by t and passing to the limit as t → 0 we deduce that u 0 verifies (2.9). Considerũ ∈V q + ∩ M 1/q δ (Ω) another solution satisfying (2.9). Thusṽ =ũ 1/q verifies (2.3) for φ ∈ L ∞ δ (Ω) ∩ W. By Remark 2.2, we deduceṽ = v 0 and the uniqueness of the solution of (2.8). Finally (2.11) follows from (2.4).
Extensions for L 2 -potential
We now generalize existence results of subsection 2.1 for h 0 ∈ L 2 (Ω) by approximation method. Proof. Consider h n ∈ C 1 c (Ω), h n ≥ 0 which converges to h in L 2 (Ω). By Theorem 2.1, for any n ≥ 1, define v n ∈ C 1,α (Ω) ∩ M 1 δ (Ω) as the unique positive weak solution of (2.2) with h 0 = h n . For any s > 1 and a, b ≥ 0, observe that
Hence (2.4) implies, for any n, p ∈ N * :
Thus we deduce that (v n ) converges to v in L 2q (Ω) and (v q n ) converges to v q in L 2 (Ω). Note that the limit v does not depend to the choice of the sequence (h n ) by (2.4) . So define in particular, for any n ∈ N * , h n = min{h, n}. By (2.4), we deduce that (v n ) is nondecreasing and for any n ∈ N * ,
for some c independent of n. From (1.2), (2.6) and using Hölder inequality, equation (2.3) with φ = v n becomes
where c does not depend on n. Hence we deduce that (v n ) is uniformly bounded in W and v n converges weakly to v in W (up to a subsequence).
Since v n ⇀ v in W, we deduce that:
Thus we infer that
Indeed we split Ω into two parts: Ω l = {x ∈ Ω : p(x) ≤ 2} and Ω u = {x ∈ Ω : p(x) > 2}. Since γ 0 > 0, (1.3) implies (2.14) directly on Ω u . On Ω l , we get from the Hölder inequality and (v n ) bounded in W:
,p = min{1, p+ 2 } if N ≤ 1 andp = p− 2 otherwise. Hence from (1.3), we conclude (2.14) in Ω l and the convergence of (v n ) to v in W. Then by using dominated convergence Theorem and classical compactness arguments, we obtain
Finally passing to the limit in (2.3) satisfied by v n and applying the dominated convergence Theorem, we obtain v is a weak solution of (2.2). The regularity arises from Proposition A.2.
Next result is the extension of Corollary 2.1 for L 2 -potential. Then, for any q ∈ (1, p − ), λ > 0 and h 0 ∈ L 2 (Ω) ∩ L r (Ω)\{0} for some r > max{1, N p− }, h 0 ≥ 0, there exists a solution u of (2.8). Namely, u belongs tȯ V q + ∩ L ∞ (Ω) and satisfies (2.9) for any ψ verifying (2.10) and there exists c > 0 such that u(x) ≥ cδ q (x) a.e. in Ω.
Proof. Noting that the existence of a weak solution v 0 ∈ L ∞ (Ω) of (2.2) for h ∈ L 2 (Ω), can be obtained by global minimization method as in Theorem 2.1, we deduce from Theorem A.1 that the solution obtained by Theorem 2.2 is a global minimizer. Then we follow the same scheme as the proof of Corollary 2.1. We consider the functional energy E defined onV q + ∩ L 2 (Ω). We set u 0 = v q 0 . Then, u 0 belongs toV q + ∩ L ∞ and (2.13) implies u 0 (x) ≥ cδ q (x) a.e. in Ω. Take ψ satisfying (2.10), then for t small enough, E(u 0 + tψ) ≥ E(u 0 ). From classical arguments, we deduce that u 0 verifies (2.9).
3 Parabolic problem related to D.N.E.
In this section, we prove Theorems 1.1 by dividing the proof into three main steps: existence, uniqueness and regularity of weak solution. The proof of Theorem 1.1 (i) follows from the proof of Theorem 1.5 in [10] using Lemma 2.1, Theorem 2.2 and Corollary 2.2. Thus we omit the proof.
Existence of a weak solution
In light of Remark 1.3 and improving Theorem 1.4 in [10] to p(x)-homogeneous operator, we consider the problem (E) with v 0 ∈ M 1 δ (Ω) ∩ W. 
Proof. The sketch of the proof is classical and in particular we follow the proof of Theorem 1.4 in [10] . However, for the convenience of the readers, we give the entire proof due to the general form setting of the operator a which requires technical computations. We proceed in several steps:
Step 1: Semi-discretization in time of (E) Let n ⋆ ∈ N * and set ∆ t = T /n ⋆ . For n ∈ 0, n ⋆ , we define t n = n∆ t and for (t, x) ∈ [t n−1 , t n ) × Ω :
Applying Theorem 2.1 with λ = ∆ t , h 0 = ∆ t h n + v q n−1 , we define the implicit Euler scheme,
where, for all n ∈ 1, n ⋆ , v n ∈ C 1 (Ω) ∩ M 1 δ (Ω) is the weak solution in sense of Definition 2.1 .
Step 2: Sub-and supersolution In this step, we establish the existence of a subsolution w and a supersolution w of a suitable equations such that v n ∈ [w, w] for all n ∈ 0, n ⋆ . As in Theorem 2.1, we prove, for any µ > 0, there exists a unique weak solution,
where h is defined in (H h ). Let µ 1 < µ 2 and w µ1 , w µ2 be weak solutions of (3.3). Then,
Summing the above equations with φ =
, then from (2.1) and (f 1 ), we deduce (w µ ) µ is nondecreasing. From Theorem 1.2 of [26] and for some µ 0 > 0 we obtain, w µ C 1 (Ω) ≤ C µ0 for any µ ≤ µ 0 . Moreover, using Theorem A.2, we have w µ L ∞ → 0 as µ → 0. Therefore {w µ : µ ≤ µ 0 } is uniformly bounded and equicontinuous in C 1 (Ω). Applying Arzela-Ascoli Theorem, we obtain, up to a subsequence, w µ → 0 in C 1 (Ω) as µ → 0. Then by Mean Value Theorem, we choose µ small enough such that w
δ (Ω) the weak solution of the following problem:
in Ω ; w = 0 on ∂Ω .
By Theorem A.2 and by comparison principle, we have for κ large enough that w
Since w ≤ v 0 ≤ w and w, w are respectively a sub-and supersolution of the above equation for n = 1, Theorem A.1 yields v 1 belongs to [w, w] and by induction v n ∈ [w, w] for any n ∈ 1, n ⋆ .
Step 3: A priori estimates Define the functions for n ∈ 1, n ⋆ and t
and by Step 2, there exists c > 0 independent of ∆ t such that for any (t,
In (3.2), summing from 1 to n ′ ∈ 1, n ⋆ and multiplying
Since v n ∈ [w, w] ⊂ M 1 δ (Ω), (2.6) and (f 2 ) insure that f (x,vn) v q−1 n n is uniformly bounded in L 2 (Ω) in ∆ t . Hence, combining (1.2), (3.7), A(x, ξ) = a(x, ξ).ξ and Lemma 2.1, we deduce, for any n ′ ≥ 1:
where the constants are independent of n ′ . The above inequality implies that
and from (3.7), we deduce
Hence we deduce from (3.8) and
Step 2 that
Furthermore using (2.12), (3.9) implies (3.11) sup
Gathering (3.8)-(3.11), up to a subsequence, v ∆t ,ṽ
From (3.6) and (3.9) we deduce that (ṽ ∆t ) ∆t is equicontinuous in C([0, T ]; L r (Ω)) for any r ∈ [1, +∞). Moreover, from (2.12), we also deduce that (ṽ 1/q ∆t ) ∆t is uniformly equicontinuous in C([0, T ]; L r (Ω)) for any r ∈ [1, +∞). Thus, by Arzela Theorem, we get up to a subsequence that for any r ∈ [1, +∞) v ∆t → v q in C([0, T ]; L r (Ω)) and v ∆t → v in L ∞ (0, T ; L r (Ω)), (3.12) hence (3.6) implies (3.1). From (3.9) and (3.12), we obtain
Step 4: v satisfies (1.4) From (3.12) and (3.13), we have as
and from (f 0 ), (3.6) and (3.12) , we obtain
Then, multiplying (3.5) to (v ∆t − v) and passing to the limit, we obtain QT a(x, ∇v ∆t ).∇(v ∆t − v) dxdt → 0 as ∆ t → 0 + .
Since v ∆t * ⇀ v in L ∞ (0, T ; W) and from the above limit, we conclude QT (a(x, ∇v ∆t ) − a(x, ∇v)).∇(v ∆t − v) dxdt → 0 as ∆ t → 0 + .
By (1.3) and classical compactness arguments, we get
Now, we pass to the limit in (3.5). First we remark that (v q−1 ∆t ) converges to v q−1 in L 2 (Q T ). Indeed (2.12) and (3.11)-(3.12) imply as ∆ t → 0:
Hence plugging (3.9) and
Step 1, we have in L 2 (Q T ):
Thus, we deduce, for any φ ∈ L 2 (Q T ) as ∆ t → 0 + :
Furthermore from (2.6) and (3.6), (f (x, v ∆t )φ) is uniformly bounded in L 2 (Q T ) in ∆ t and by (3.12) we have f (x, v ∆t )φ → f (x, v)φ a.e in Q T (up to a subsequence). Then, by dominated convergence Theorem we obtain
Finally gathering (3.14)-(3.16), we conclude that v satisfies (1.4) by passing to the limit in (3.5) for any φ ∈ L 2 (Q T ) ∩ L 1 (0, T ; W).
Uniqueness
Proof of Theorem 1.2. Let ǫ ∈ (0, 1), we take 
where C does not depend on ǫ. Moreover, as ǫ → 0
a.e. in Q T . Then dominated convergence Theorem and Lemma 2.1 give
In the same way for J ǫ , dominated convergence Theorem implies
Hence gathering the three last limits and from (f 1 ), we obtain
Since I ǫ = J ǫ , we conclude using Hölder inequality that for any t ∈ [0, T ]
and by Grönwall Lemma (Lemma A.4 in [20] ) we deduce (1.6).
Hence we conclude the uniqueness of the solution in sense of Definition 1.1 in Theorem 1.1:
Let v be a solution of (E) in sense of Definition 1.1 with the initial data v 0 ∈ L 2q (Ω), v 0 ≥ 0 and h ∈ L 2 (Q T ). Then, v is unique. 
in the sense that:
• u 1/q belongs to L ∞ (0, T ; W), ∂ t u ∈ L 2 (Q T );
• there exists c > 0 such that for any t ∈ [0, T ], 1 c δ q (x) ≤ u(t, x) ≤ cδ q (x) a.e. in Ω;
• u satisfies, for any t ∈ [0, T ]:
19)
Moreover, u belongs to C([0, T ]; L r (Ω)) for any r ∈ [1, +∞).
Proof. Let v be the weak solution of (E) in sense of Definition 1.1 obtained by Theorem 3.1. Then, setting in (1.4) u = v q and choosing φ = ψ v q−1 with ψ satisfying (3.20) , we get the existence of a solution of (3.18). Let us consider the uniqueness issue: letũ be another solution of (3.18). We setṽ =ũ 1/q and taking ψ (3.19) , we obtain thatṽ verifies (1.4) with the additional condition φ ∈ L ∞ (0, T ; L ∞ δ (Ω)). Since v,ṽ verify (3.1), the test functions defined in (3.17) with v andṽ belong to L ∞ (0, T ; L ∞ δ (Ω)). Hence (1.6) holds and we conclude the uniqueness.
3.3
Regularity of weak solution Proof. The proof is similar as the proof of Theorem 1.1, Step 4 in [29] . However, the nonlinear term in time implies a specific approach in the computations. Hence for the reader's convenience, we include the complete proof. We have v ∈ L ∞ (0, T ; W) ∩ C([0, T ]; L p− (Ω)) and p ∈ C 1 (Ω), Theorem 8.4.2 in [24] yields W ⊂ L p− (Ω) with compact embedding. So we deduce t → v(t) is weakly continuous in W. Moreover, we consider the mapping
The convexity of A implies that K is weakly lower semicontinuous. Thus for any t 0 ∈ [0, T ], we have
In (3.2), summing from n ′ to n ′′ and multiplying by
As in
Step 4 of the proof of Theorem 3.1, after using Lemma 2.1 we pass to the limit as n → ∞ and we get:
Taking lim sup in (3.22) as t → t + 0 and by (3.21) we deduce lim
and hence we get the right-continuity of K.
and integrate over (t 0 , t) × Ω and hence by using Theorem 1.4 and Young inequality, we obtain:
(3.23)
Since v ∈ L ∞ (0, T ; W) and K is right-continuous in W, by dominated convergence Theorem, we have as η → 0 + 1 η t0+η t0 K(v(s)) ds → K(v(t 0 )) and 1 η t+η t K(v(s)) ds → K(v(t)).
From (3.22), we have the equality for any t, t 0 ∈ [0, T ] in the above inequality and we deduce the left-continuity of K. By (A 3 ), the proof of corollary A.3 in [28] holds by considering K as the semimodular. Then, we deduce that ∇v(t) converges to ∇v(t 0 ) in L p(x) (Ω) N as t → t 0 and hence v ∈ C([0, T ]; W).
Stabilization

Stationary problem related to (E)
In the aim of studying the behaviour of global solution of the problem (E) as t → ∞, we consider the following problem
where b ∈ L ∞ (Ω). The notion of weak solution of (S) is defined as follows: 
where F is defined as in (2.5). By following the same arguments as in Theorem 2.1, we deduce the existence of nonnegative global minimizer v 0 to L and the Gâteaux differentiability ofL implies v 0 satisfies (4.1). Combining Proposition A.1 and Theorem 4.1 in [27] , we deduce v 0 ∈ L ∞ (Ω). Then by Theorem 1.2 of [26] , we obtain, v 0 ∈ C 1,α (Ω) for some α ∈ (0, 1). From Lemma A.1, we deduce v 0 > 0 and v 0 belongs to M 1 δ (Ω). Letṽ 0 another solution of (S). As previously, we deduce thatṽ
as test functions in (4.1) satisfied by v 0 respectivelyṽ 0 , then adding the both equations we deduce from Lemma 2.1 and (f 1 ) :
Applying once again Lemma 2.1, we obtain v 0 =ṽ 0 .
Hence we obtain using the same way of the proof of Corollary 2.1: 
Proof of Theorem 1.3
Proof of Theorem 1.3. We consider two cases:
We introduce the family {S(t); t ≥ 0} on M 1/q δ (Ω)∩V q + defined as w(t) = S(t)w 0 where w is the solution obtained by Theorem 3.2 (and Theorem 3.1) of (4.3)
in Ω.
Thus {S(t); t ≥ 0} defines a semigroup on M Note that v = (S(t)w 0 ) 1/q is the solution of (E) in the sense of Definition 1.1 with h = h ∞ and the initial data w 1/q 0 . Let T > 0 and v be the solution of (E) obtained by Theorem 3.1 with h ≡ h ∞ and the initial data v 0 , hence we get u(t) = v(t) q = S(t)u 0 with u 0 = v q 0 . Let w = w µ be the solution of (3.3) and w = w κ be the solution of (3.4). Then, w, w ∈ M 1 δ (Ω) and for µ small enough and κ large enough, w is a subsolution and w a supersolution of (S) with b = h ∞ such that w ≤ v 0 ≤ w. We define u(t) = S(t)w q and u(t) = S(t)w q the solutions to (4.3). So u and u are obtained by the iterative scheme (3.2) with v 0 = w and v 0 = w. Hence, by construction the map t → u(t) is nondecreasing, the map t → u(t) is nonincreasing and (1.5) insures for any t ≥ 0, (4.5) w q ≤ u(t) ≤ u(t) ≤ u(t) ≤ w q a. e. in Ω.
We set u ∞ = lim t→∞ u(t) and u ∞ = lim t→∞ u(t). Then from (4.4), the continuity in L 2 (Ω) and monotone convergence theorem, we get in L 2 (Ω):
u ∞ = lim s→∞ S(t + s)(w q ) = S(t)( lim s→∞ S(s)(w q )) = S(t)u ∞ and analogously we have u ∞ = S(t)u ∞ . We deduce u ∞ and u ∞ are solutions of (4.2) with b = h ∞ and by uniqueness, we have u stat def = u ∞ = u ∞ where u stat is the stationary solution of perturbed parabolic problem (4.2). Therefore from (4.5) and dominated convergence Theorem, we obtain u(t) − u stat L 2 → 0 as t → ∞.
Finally, using (4.5) and interpolation inequality . r ≤ . θ ∞ . 1−θ 2 , we conclude the above convergence for any r ≥ 1. Case 2: h ≡ h ∞ . From (1.7), for any ε and for some η ′ ∈ (0, η), there exists t 0 > 0 large enough such that for any t ≥ t 0 :
Let T > 0 and v be the solution of (E) obtained by Theorem 3.1 with h and the initial data v 0 = u 1/q 0 and we set u = v q .
Since v satisfies (3.1), we can defineũ(t) = S(t + t 0 )u 0 = S(t)u(t 0 ). Then, by (1.5) and uniqueness, we have for any t > 0:
By Case 1, we haveũ(t) → u stat in L 2 (Ω) as t → ∞. Therefore, we obtain u(t) − u stat L 2 → 0 as t → ∞ and by using interpolation inequality we conclude the proof of Theorem 1.3.
A Additional results
In this section, we give extensions of technical results for the class of operator A or for some boundary value problems. We begin by extending Theorem 4.3 in [10] using Lemma 2.1. Then, we obtain the comparison principle:
Theorem A.1. Assume A satisfies (A 0 )-(A 2 ) and f satisfies (f 0 ) and (f 2 ).
Let v, v ∈ X ∩ L ∞ (Ω) be nonnegative functions respectively subsolution and supersolution to (2.2) for some h ∈ L r (Ω), r ≥ 2, h ≥ 0. Then v ≤ v.
The proof is similar as the proof of Theorem 1.2 where the sub-and supersolution do not need to belong to M 1 δ (Ω). The proof is very similar and we omit it. In the next theorem, we extend Lemma 2.1 of [25] and Lemma 3.2 of [29] for p(x)-homogeneous operators. w λ = 0 on ∂Ω.
Then, there exists λ * > 0 such that w λ satisfies
• for any λ ≥ λ * , w λ L ∞ (Ω) ≤ C 1 λ 1/(p−−1) and w λ (x) ≥ C 2 λ 1 p + −1+ε δ(x) for some ε ∈ (0, 1);
where the constants depend upon p + , p − , N, Ω and α. Moreover if λ 1 < λ 2 then w λ1 ≤ w λ2 . 
