We consider a probability distribution depending on a real parameter x. As functions of x, the Rényi entropy and the Tsallis entropy can be expressed in terms of the associated index of coincidence S(x). We establish recurrence relations and inequalities for S(x), which can be used in order to get information concerning the two entropies.
Introduction
Then ∞ k=0 p [c] n,k (x) = 1. Suppose that n > c if c ≥ 0, or n = −cl with some l ∈ N if c < 0.
With this notation we consider the discrete distribution of probability p The Rényi entropy and the Tsallis entropy corresponding to the same distribution of probability are defined, respectively, by
For c = −1 we are dealing with the binomial distribution and
The case c = 0 corresponds to the Poisson distribution, for which
For c = 1 we have the negative binomial distribution, with
The binomial, Poisson, respectively negative binomial distributions correspond to the classical Bernstein, Szász-Mirakyan, respectively Baskakov operators from Approximation Theory.
The distribution n k x k (1 + x) −n k=0,1,...,n , x ∈ [0, +∞), corresponds to the Bleimann-Butzer-Hahn operators, while
is connected with the Meyer-König and Zeller operators. The indices of coincidence and the entropies associated with all these distributions were studied in [3] . We continue this study. To keep the same notation as in [3] , let
In Section 2 we present several relations between the functions F n (x), G n (x), U n (x), J n (x), as well as between these functions and the Legendre polynomials. By using the three-terms recurrence relations involving the Legendre polynomials we establish recurrence relations involving three consecutive terms from the sequences (F n (x)), (G n (x)) , (U n (x)) , respectively (J n (x)). We recall also some explicit expressions of these functions.
Section 3 is devoted to inequalities between consecutive terms of the above sequences; in particular, we emphasize that for fixed x the four sequences are convex.
Other inequalities are presented in Section 4. All the inequalities can be used to get information about the Rényi entropies and Tsallis entropies connected with the corresponding probability distributions.
Recurrence relations
On their maximal domains, these functions are connected by several relations (see [3] , Cor. 13, (46), (53), (54)):
Then (see [3, (39 
.
On the other hand, the Legendre polynomials satisfy the recurrence relation ([1, 22.7.1]) (2.9) (n + 1)P n+1 (t) − (2n + 1)tP n (t) + nP n−1 (t) = 0. Now (2.9) together with (2.5), (2.6), (2.7), (2.8) lead to Theorem 1. The functions F n (x), G n (x), U n (x) and J n (x) satisfy the following three-terms recurrence relations:
(2.13) Remark 2. According to (2.12) and (2.13), U n (x) and J n (x) satisfy the same recurrence relation. In fact, from [3, (49), (55)] we have 
So, the recurrence relations (2.10)-(2.13) are accompanied by
Inequalities for indices of coincidence
Theorem 4. The function F n (x) satisfies the inequalities
and
Proof. We start with (see [3, (29 
On the other hand,
which entails
According to (2.10), we have
Using (3.4) and (3.5) we get
and this immediately leads to (3.1). To prove (3.2) it suffices to combine (3.4) and (3.1).
Theorem 5. The following inequalities hold:
Proof. The proof is similar to that of Theorem 4, starting from (see [3, (48) , (58), (63)]):
Other inequalities
Let us return to the index of coincidence (1.1). According to [3, (10)] we have for c = 0,
Let c < 0. Using Chebyshev's inequality for synchronous functions we can write
For c > 0 we use Chebyshev's inequality for asynchronous functions and get the reverse inequality. So we have Theorem 6. If c < 0, then
If c > 0, the inequality is reversed.
Corollary 7. For c = −1, (4.1) and (3.2) yield
For c = 1 we obtain 
Therefore, using also (3.8), we get Remark 8. Inequalities involving the function K n (x) := S n,0 (x) can be obtained with different techniques and will be presented elsewhere.
Remark 9. All the above inequalities can be used to get information concerning the entropies described in (1.2) and (1.3). We omit the details.
Remark 10. Convexity properties of the indices of coincidence and the associated entropies were presented in [4, 5] but the hypothesis a n−k = a k , k = 0, 1, . . . , n was inadvertently omitted in [5, Conjecture 6.1].
