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A B ST R A C T
Blanchet, Habegger, Masbaum and Vogel defined a quantization functor on a 
category whose objects are oriented closed surfaces together with a collection of 
colored banded points and a pj.-structure. The functor assigns a module VJ,(E) to 
each surface E. This assignment satisfies certain axioms. For p even, it satisfies 
the tensor product axiom, which gives the modules associated to a disconnected 
surface as the tensor product of the modules associated to its components. In 
this dissertation we show that the p odd case satisfies a generalized tensor product 
formula. The notion of a generalized tensor product formula is due to Blanchet, and
A A A
Masbaum. We let Vp(£) denote Vp(£II52), where S 2 is a sphere with one banded 
point colored p —2. The generalized tensor product formula expresses V^(EiHE2) in 
terms of V^(Ei), Vp(E2), Vp(Ei), and VP(E2). We reduce the calculation of VP(E)
A
to known results, and calculate VP(E) explicitly in many cases. We consider the 
application of this theory to links of odd wrapping number in S l x S2.
C H A PT E R  1 : Introduction
A Topological Quantum Field Theory (TQFT) is a functor, from a cobordism 
category to a category of modules, satisfying certain axioms. These axioms were 
given by Atiyah[A]. A cobordism category in dimension, say 2 +  1, has objects 
consisting of surfaces with certain structure. The morphisrns from S i to £ 2  are, 
loosely speaking, 3-dimensional cobordisms between S i and £ 2 - See [BHMV,G]. 
A TQFT then assigns a module V(S) over a fixed ring k to each object S. To 
each morphism M, from Si to £ 2 , it assigns Zm , a linear map from V (£ i) to 
V (S2). The letter V  probably stands for vector space as TQFTs over fields were 
first considered. The letter Z is sometimes used in physics to denote a partition 
function.
The notion of a TQFT first arose in physics. The TQFTs we will be studying 
are related to those found by Witten in his interpretation of the Jones polynomial 
[W]. Witten’s work was not rigorous in the mathematical sense. Subsequently, 
several rigorous approaches to the subject have been given. Blanchet, Habegger, 
Masbaum and Vogel defined [BHMV] a series of quantization functors (Vp, Zv) of 
certain 2 +  1 dimensional cobordism categories. The objects are surfaces with a 
Pi-structures and a collection of framed colored points. The modules are over a 
ring kp. See also [MV]. The colors are nonnegative integers less than p — 1. Here 
p denotes any integer greater than two. They also describe theories for p =  1 and 
p =  2 but these have special features and so we do not consider them. In [BHMV], 
Vp is shown to be a TQFT if p is even. This is also shown if p is odd and we restrict 
ourselves to the category C^ievcn) whose objects are surfaces whose “colorsum” 
is even. By colorsum, we mean the sum of the colors of the link components on 
a surface. It is believed that the p > 4 even case reconstructs Witten’s theory for 
SU(2), while the p > 3 odd case reconstructs his theory for SO(3) [BHMV,1.17].
1
One of the axioms that a TQFT is required to satisfy is the tensor product axiom. 
The tensor product axiom says that the module associated to a disjoint union of 
surfaces should be naturally isomorphic to the tensor product of the modules of 
the individual surfaces. [BHMV] showed the tensor product axiom holds if p  is 
even or if one of the surfaces has even colorsum. Here the colorsum of a surface is 
simply the sum of the colors on the framed points of the surface. We will call a 
surface odd (respectively even) if its colorsum is odd (respectively even).
The rank of Vp((S2,p — 2) H (S2,p — 2)) is one for p >  3 odd, where k denotes k 
points each colored one, although Vp(S2,p — 2) is zero [BHMV]. Although [BHMV] 
gives many results on V],(E), they do not discuss the calculation of V ,^(E) for E 
disconnected where each component has odd colorsum and p is odd (other than the 
above mentioned counterexample). The calculation of V^(E) in these circumstances 
is the subject of this thesis.
From now on we will assume p is odd and greater than one. We were originally 
motivated to begin this study by an early version of [G]. Gilmer proposed several 
methods for studying links in S 1 x S2 with odd winding numbers. One of these 
required that one first understand Vp(E) for the disjoint union of two 2-spheres 
with odd colorsum. Gilmer suggested we study this problem. In Spring 1994, we 
first made some explicit calculations of Vp((S2,k)  H (S'2, 7)) <g> f p for k, I <  p  +  2. 
Here f p is the field of fractions of kp. The proofs given below for these results are 
more elegant and efficient than our first methods.
Next we were influenced by the announcement [M] of work by Blanchet and 
Masbaum [BM], They defined certain spin TQFTs for surfaces and cobordisms 
with spin structures. These TQFTs also failed to satisfy the tensor product axiom. 
However Blanchet and Masbaum introduced the notion of a generalized tensor 
product formula and showed that their spin theories satisfied this formula. A 
special role is played by a single special object S of the cobordism category in this
formula. For the spin theory indexed by Bk, S  is taken to be a 2-sphere with a 
single point colored 4k — 2. We were able to prove that Vp on the colored cobordism 
category Cf.V-i [BHMV] also satisfies the tensor product formula. We found that 
S  should be taken to be a 2-sphere with a single point colored p — 2. We will denote
A
this by S2.
Our argument is similar to that used in [BM] to prove the generalized tensor 
product formula for the spin theories. A proof completely parallel to that given 
in [BM] may also be used to prove our result. The proof we give is based on the 
proof that we first found in the Spring and early Summer of 1994 after we had 
seen [M] but before [BM] was available to us. However, our original proof did not 
use the technique of fusion. The use of fusion makes the proof more concise. Our 
original proof was based on a proof, for the tensor product axiom in the p even 
case, given by Gilmer in the LSU Topology Seminar in Spring 1994. We have not 
completely digested the language of Morita equivalence of algebroids used to prove 
the tensor product axiom in [BHMV]. It seems likely that the generalized tensor 
product formula also follows naturally from the material in [BHMV].
Using Theorem 3.1, the question of determining the rank of lp (S i H S 2) for
A A
S i and S 2 odd is reduced to determining the rank of Vp(Ei) and VP(S 2 ). Here
A A
V'p(S) =  ^ (E H S 12). The initial approach of Proposition 4.1 did not yield any more
results as it became too difficult to analyze the resulting matrices when the number
of points on S2 was more than p. We then tried a different approach and proved
Theorem 4.3. The analog of Theorem 4.3 for spin theories is given in Lemma 16.1
[BM]. We remark that there seems to be a slight error in the proof given there.
It seems that the identification of — C  U C  is wrong. Theorem 4.3 was used
EILS
together with Theorem 4.13 [BHMV] to further reduce the determination of the
A
rank of Vp(E) to a combinatorial problem of counting the admissible colorings of
A
trivalent graphs. In this way we were able to determine the rank of VP(S , k) for
4k < p +  6. We are hopeful that, in the future, we may be able to determine the
A
rank of VP(S , i ) for i odd. The approach in this paper becomes quite complicated 
as i increases.
Our work is arranged in the following manner: we first introduce the background 
material in chapter 2. This includes Temperely-Lieb algebra, quantum invariants 
of 3-manifolds, definitions of a quantization functor and various theorems which 
are used in the paper. In chapter 3 we give the generalized tensor product formula
A
for odd surfaces. We calculate VP(E) explicitly for some surfaces in chapter 4. We 
give applications to links in S 1 x S2 in chapter 5.
C H A P T E R  2 : Background
Kauffman M odule and Tem perley — Lieb Algebra
For simplicity, we will always work over the ring kp defined by [BHMV]:
kp —  Z[ —,A,K}/((p2P{A),h, /i)
where if2P(A) is the 2p-cyclotomic polynomial in the indeterminant A and 
. +n f V, for p ^  3
p =  A- 0 - ' P2 and d =  <
I 1, for p=3
Let M be a compact oriented 3-manifold. A banded point on a surface is an arc 
on the surface. Let £ be a banded link in OM. (£ is a collection of banded points). A 
banded link in M will be a collection of disjoint embedded oriented surfaces which 
are diffeomorphic to the product of a 1 manifold with an interval and meet the 
boundary at the banded points.
The Kauffman module of M, written K(M,£), is defined to be the A;?,-module 
generated by the set of isotopy classes (rel d  M) of banded links L in M meeting 
<9M transversally in £ and quotiented by the Kauffman relations (Figure 2.1). By 
convention a line always represents a band perpendicular to the plane. In (i), we 
have three links in M which differ locally (inside a 3-ball) as shown and in (ii) we 
have an unknotted banded link contained in a 3-ball that does that is disjoint from 
L . Here 5 =  - A 2 -  A~2.
(i) = A
' ] [
(N) o = 5
FIGURE 2.1
6Consider K(D2 x I, f^n) where &2n is 2n banded points. K(D2 x I,  ^ n) is turned 
into an algebra, TLn, the nth Temperley-Lieb algebra by multiplying diagrams 
via juxtaposing cylinders. As an algebra, TLn is generated by 1, t i ,  e2 , . . . ,  en_i 
shown in the Figure 2.2. The diagram on the left represents 1 and the diagram on 
the right represents e*.
i-1
3
FIGURE 2.2
Here an integer k next to line denotes k strands parallel to that line. Consider 
the following maps: T  : T L n — ¥ K ( S l x D 2). TL„(e) is given by the closure of the 
link diagram e in S 1 x D 2. Consider also P  : K ( S 1 x D 2) — ¥ K ( S 3). P(f) is given 
by embedding S 1 x D 2 in S'3 and thus regarding f as a link diagram in S'3. K ( S 3) is 
one dimensional [K] and can thus be identified with kp. Let Tr  : TLn — > K ( S 3) 
be the composition of the two maps.
We now give a lemma that gives properties of the Jones-Wenzl idempotents
[u] .
Lem m a 2 .1 . If 1 <  n <  p — 1, then there exists / ( ”) € TLn, the idempotent of 
TLn, such that :
(i) f ^ e i  =  0  =  e i f W  for 0  <  * <  n — 1
(u) /M  — 1 belongs to the algebra generated by 1, e i , . . . ,  e„_i.
(Hi) f ( n) f ( n) =  f(n)
(iv) A , =  where A n =  T r ( f W )
Following Lickorish [LI], we will denote the idempotent fW  by Figure 2.3 below. 
The properties in Lemma 2.1 lead to the property of idempotents shown in Figure
2.4.
C D - 1
FIGURE 2.3
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FIGURE 2.4
Q uantum  Invariants and Topological Quantum  Field Theories
The material in this section is from the work of Blanchet, Habegger, Masbaum 
and Vogel [BHMV,MV,M]. By a 3-manifold with structure, we mean a 3-manifold 
together with a banded link and a p x-structure. There exists a series of invariants 
<  > p on the set of closed oriented of 3-manifolds with structure taking values in 
the ring kp. The description of 3-manifolds by means of surgery on framed links 
in a 3-sphere S3, together with the equivalence of such links under the moves of 
the Kirby Calculus, is used to define this invariant.
Theorem  2.2 [BHMV]. The invariants satisfy the following properties:
(i) (Multiplicativity) <  M x H M2 > P= <  Mx > p<  M2 > p and <  0 > p=  1
(ii) (Orientation reversal) <  —M  > p=  <  M  > p
(iii) (Kauffman bracket relations) (see Figure 2.1)
8Here the first equation in Figure 2.4 means the following: assume that we have 
three banded links K ,K q,K oo, in a closed 3-manifold M, which are locally (in a 
ball) given by the three diagrams appearing in the first equation. Then the three 
corresponding <  > p -invariants are related as indicated. The second equation 
means that a banded link consisting of an unknotted component, lying in a ball 
disjoint from the rest of the link, may be removed at the cost o f a factor of S.
(iv) (Index one surgery)
There exists an invertible element p e  kp such that ZP(S° x D 3) =  r)Zp(Dl x 
D 2) e  VP{S° x S2).
(v) (Index two surgery)
There exists a linear combination tv' =  AiL{ o f banded links in the solid
torus -(S1 x D 2) such that the following holds. Let <f> : —(S 1 x D 2) -> M  be 
an embedding corresponding to a framed knot K  C M  (disjoint from the given 
banded link in M). Let M' be the result of index two surgery along K  (equipped 
with the same banded link as M). Then
< M ' > p=  J 2 < Mi > P
i
where Mi is the manifold M  with <f>(Li) adjoined to the banded link in M.
Here surgery means pi -surgery. S 3 is given a pi -structure which extends over 
the 4-ball. See [BHMV] for details on pi-structure. If M is S3 with surgery along a 
framed link L then there exists a linear combination w' of banded links in S 1 x D 2 
such that if L C M  — K  then
< ( M, K)  > p= <  (S3, K  U L(u/)) >p= p <  K  U L(w') >
where L(u>') is a linear combination of links obtained by inserting a copy of tv' in 
a neighborhood of each component of the framed link L. We illustrate these ideas
by taking M  =  S 1 x S2 since this will be useful later. We have S 1 x S2 =  S3(U). 
Where S3(U) is S3 with surgery along the knot U and U is the unknot with 0 
framing. Index two surgery axiom then gives us the equation below.
<  S 1 x S2,L  > p= <  S3(U),L > p= <  S3,L  U U{<j)') > p. (See Figure 2.5)
<<
FIGURE 2.5
Here on the left L is in S 1 x S 2 and the link on the right is in S3.
We now give the universal construction of Vp(E) as given by Blanchet, Habegger 
Masbaum and Vogel [BHMV]. By a surface with structure, we mean a surface 
together with a collection of banded points and a pi-structure. If E is a surface 
with structure, let VP(S) be the module freely generated by the set A4(E) of 3- 
manifolds with structure and boundary d M  identified with E. Let M, M'  € V(E) 
and consider the invariant < M  Us —M' > PE kp. This defines a sesquilinear form 
< , > s  on Vp(E).
<  M, M'  > E= <  M  Us  - M '  > p.
This is a hermitian form since <  —M  > p=  < M  > p. i.e. The left kernel is equal 
to the right kernel. The kernel of this form is called the radical of the form.
We now give the following definition from [BHMV]. Let Vp(E) be the quotient 
of Vp(E) by the radical of the form and let
: V„(E) - »  Vr (S)
be the quotient map. Vp(E) has finite rank [BHMV].
The form <  , > s  descends to well defined nondegenerate form on V ,^(E). We will 
still denote the form on VP(E) by <  , > s  . One can extend <  > p to 3-manifolds
with colored structure. A 3-manifold with colored structure is a closed oriented 
3-manifold together with a colored banded trivalent graph and a p i -structure. By 
a coloring of a graph G we mean the assignment of a number c between 0 and p-1 
to the edges of G such that the colors meeting at a 2-valent vertex coincide and 
the colors meeting at a tri valent vertex form an admissible triple. A triple of non­
negative integers (a,b,c) is defined to be admissible if a+b+c is even, a +  b +  c <  
2(p — 2) and a <  b +  c, b <  a +  c and c < a +  b. The invariant of a 3-manifold 
(M,G) with colored structure is given by the invariant of (M,E(G)) where E(G) 
is the expansion of the graph G [BHMV]. A surface with colored structure is a 
closed oriented surface together with a collection of colored banded points and 
a pi-structure. The theory above holds for the enlarged category, we follow the 
notation in [BHMV] and denote this category by C£p- i ,  whose objects are surfaces 
with colored structure, whose morphism set from an object £  to an object £ ' is the 
set of 3 manifolds with colored structure and boundary -£  H £'. Let £  and £' be 
objects in C^ p’- i  and M be a morphism from 0 to £. i.e. d M  =  £ . Also let N be a 
morphism from £  to £', then the assignment M  — > M U  N  defines a linear map: 
Zpf : Vp(Yf) — > I^,(£'). Hence Vp may be viewed as a functor from the category 
C?JLi to the category of kp—modules. It is a quantization functor.
A quantization functor [BHMV] must satisfy the following conditions:
(Ql) Vp(0) =  kp
(Q 2 ) <  Zp(Mi) ,ZP(M2) > £ = <  M XUEM 2 > p
Proposition 2.3. [BHMV,1.9] If Mis  a connected 3-manifold with structure, with 
dM  — (£ , I) then the linear map
£m  '■ K(M,£)  — > VP(T,,£), given by L i— > ZP(M,L) is surjective.
Moreover, if  M' denotes another connected 3-manifold with structure with 
dM ' =  (£ , £), then the kernel of the above map is the left kernel of the sesquilinear
11
form <  , >(M,Af'): K(M,£)  x K(M',£)  — > kp given by <  L, L' >( m ,M')=
<  M  U e  —M \ L  U£ —I f  >£;.
The same proposition holds for surfaces with colored structure by the same 
proof. It is sometimes convenient to study TLn by means of planar projections. In 
this way, D 2 x I  is deformed into a rectangle. Hence T (/M ) is now on an annulus. 
Let T(/<n)) =  S„( a) where a  denotes the annulus with one closed loop around it 
and also let
p - 2
u> =  ^  ^A nSn(a).
n=o
a 0 is the empty diagram in the annulus and an denotes an annulus with n closed 
loops around it since multiplication of a diagram in an annulus with a diagram 
in another annulus can be formed by identifying one boundary component from 
each annulus. The u> used by Lickorish [LI] is related to u>' (also denoted by ui in 
[BHMV]) by u>' =  (l/2)r}u), where 77 = <  S'3 > p is a constant.
We now give Theorem 2.4 [BHMV,4.14] below. It will be later used to calculate 
lp(E). Let S be a surface with colored structure and £ be the colored link in S. 
Choose a banded trivalent graph G in a handlebody H such that H deformation 
retracts to G. we also have dH  =  E and dG =  £. For each admissible coloring o  of 
G compatible with a coloring of £, we have an element fj,a € V^(E). We associate to 
<7 a cellular 1-chain 7 (0 ) G Ci(G; Z2) by setting 7 (cr) =  Eecr(e)e (the sum is over all 
edges e of G). The boundary of 7 (0-) is the 0-chain dj (o)  =  E„g£ ivv  G Cq(G; Z2). 
Here iv is the color of the banded point v.
Theorem  2.4. [BHMV] Let £  be a surface with colored structure and choose G 
as above. Let 7  G Ci(G;Z2) be such that dy =  S„e£ i„v. Then {fit, : 7 (0") =  7 } 
forms a basis ofVp(E).
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Lickorish's Lem m a, R ecoupling Theory and Fusion
We now introduce Lickorish’s Lemma [LI] below. Lickorish’s Lemma is used 
extensively in our work.
0 - 0 ^
FIGURE 2.6
FIGURE 2.7
Lem m a 2.5. [LI,Lemma 6] The element of TLn shown in Figure 2.6 is zero as 
a map of the outsides if  1 <  n < p  — 3 and is the same as the map given by 
<  U(oj) >  /(p-2) when n=p-2. Also the element shown in Figure 2.7 is zero as a 
map of the outsides.
Where <  U(lu) > =  is the Kauffman bracket [K] of
U(u>) and U is the unknot with zero framing. Here we view TLn as K ( D 3,£2n). 
Hence the links above (i.e in Lickorish’s lemma) may be viewed as being in D 3. 
But elements of K ( D 3,£2n) can be viewed as elements of Vp(S2,£2n)- Then when 
the lemma states that an element is zero as a map of the outsides, for instance, it 
means that the element of Vp(S2,£2n) represented by the diagram is zero. Hence 
if we pair (that is if glue along (5 2,£2«)) the (D 3, L ) represented by the diagram 
with any other (D 3,L'), then the the invariant of the resulting (S3, L U —L') is
13
zero. Thus for 1 <  n <  p — 3, for instance, the evaluation of the invariant in Figure 
2 .8  gives zero.
<
FIGURE 2.8
Where the ellipse shape represents (S2, ^ 2n) along which the gluing takes place, 
and inside the ellipse is an element (D3, V )  of K ( D 3,£2n)- We note that the lemma 
holds if we replace to by to'. We now evaluate C f(P- S) (See Figure 2.9 below). The 
annulus represents S 1 x S2.
C {(p-2) ~
FIGURE 2.9
Let <  U(to') >  be the Kauffman bracket of U{to') and /(p -2 ) be the closure 
of / ( p - 2) jn 5 3  -y^ e note that C f (P- 2) = <  S3,U(<o') U /(p -2 ) > p . But Lickor­
ish’s lemma (when n=p-2) gives: <  S3,U(to') U /(p -2 ) > p= <  S3 > p<  U(<o') > <  
/ ( p - 2) >  . Also <  S 1 x S2 > p= <  S3,U(to') > = <  S3 > p<  U(to') >  . Thus 
Cf ( P- 2) = <  S 1 x S2 > p — 1 since <  /(p -2 ) > =  A p _ 2  =  1.
We note that alternatively one can use the fact that T (/( p-2 )) =  T (/(°)) in 
VP(S1 x S 1) [BHMV1]. We now consider some elements of recoupling theory 
[L1,KL]. Let the diagram on the left of Figure 2.10, denote the element of the
14
skein module of a disk with three points on boundary colored a,b and c shown on 
right in Figure 2.10.
FIGURE 2.10
The element above is zero when viewed as an element of VP(S2,£) if (a,b,c) is 
not admissible, where £ is the link consisting of three banded points colored a,b 
and c. In fact VP(S2,£) is free on the set of elements depicted on the right in Figure 
2.10 if (a,b,c) is admissible. We also have the following identity:
a
y
d
&a,d 0(a,b.c)
=  ------ T . -------
FIGURE 2.11
The constant 6(a,b,c) can be determined by closing the diagrams like braid 
diagrams. Now consider the following:
FIGURE 2.12
If we now let £' be four banded points colored a,b,c and d, then Vp(S2, £') is free 
on the set elements like the one in Figure 2.12. Where j is such that both (a,b j)
15
and (c,d,j) are admissible. The quantum 6j-symbols [KL] give us the change of 
basis as as shown in Figure 2.13.
FIGURE 2.13 
In the special case where j=Q, we get the following:
FIGURE 2.14
Two applications of the identity in Figure 2.14 lead to the fusion rule [KL] for 
three colored strands below. The summation in Figure 2.15 is over i such that 
(a,b,i) is admissible and k such that (c,i,k) is admissible.
FIGURE 2.15
Repeated applications of Figure 2.14 allows one to “fuse” together any number 
of strands. We note that if the sum of the colors of strands being fused together is 
odd (respectively even), then k as in Figure 2.15 is odd (respectively even).
We now state the following proposition from Algebra. This proposition will used 
several times in our work.
Proposition 2 .6 . If aj, 02 , . . . ,  a n € V^(£) are linearly dependent, then 
Det[< o,i,aj >u] =  0. Also if  Det[< a,i,aj > s] =  0, {111, 0 2 , . . .  ,a m} span VP(E) 
and <  , > 2  is non-singular, then a i, 02 , . . . ,  am are linearly dependent.
C H A PT E R  3 : A Generalized Tensor Product Formula for V p
A
We now state the generalized tensor product formula for Vp. Recall that S 2 
denotes a 2-sphere with a single point colored p-2.
Theorem  3.1. For all closed oriented surfaces with structure S i, £ 2 , the map
(Vp(£i) ® FP(E2)) © (Fp(Si H S2) <g> vp(-s2 n  S 2)) — > f p(S! n  s2)
Zp(Mi) © Zp(M2) h—> Zp(Mi n  m 2)
Zp{M3) © Zp(M4) I— ► Zp(M3 U M4)
A
52
is an isomorphism.
Theorem 3.1 follows easily from the following lemmas. We note that if S is
A
odd, then Vp(£) = 0. Similarly, if S is even, then VP(H) =  0. Thus according to 
[BHMV], the above theorem holds if at least one of the surfaces is even. We will 
use Vp(£) to denote Vp(£ H S2) and Vp(£) to denote Vp(—S2 H S). We note that
A A
an orientation preserving map between S2 and —S2 (or equivalently an orientation
A A A
reversing automorphism of S ) induces an isomorphism between Vp(£) and V^(£).
Lem m a 3.2. If S i and S 2 are odd connected surfaces with colored structure, then 
Vp(Si) (g> Vp(S2) — )■ Vp(Si H S 2) is an isomorphism.
Proof. Let (M,L) in Vp(£ 1 H S 2) be a 3-manifold described in the following man­
ner: take a liandlebody H\ whose boundary is S i, insert a liandlebody H2 whose 
boundary is — S 2 inside a 3-ball B contained in H\ and delete the interior of II2. 
We note that Proposition 2.3 allows us to choose such an M for the calculation 
of Vp(£i H £ 2). Consider a 3-ball D' centered at a point on the 2-sphere which is 
the boundary of B. We may, after possibly isotoping L, assume L intersects B' in 
parallel strands (see Figure 3.1).
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(M,L)=
FIGURE 3.1
We use an example of three strands of L colored a,b and c intersecting the 3-ball. 
We use fusion to get Figure 3.2
r V  ^ i  ^  k
ik  0 (a,b,i)0 (c,i,k)
FIGURE 3.2
The summation in Figure 3.2 is over i and k such that (a,b,i) and (c,i,k) are 
both admissible. We note that 0 < k <  p — 2. Since each £» is odd for i= l  and 2, k 
is odd and thus k ^  0. Let (M , Lk) be the element given by the diagram in Figure 
3.2. We now show that if k ^  p  — 2, then (M, Lk) is zero in VP(H\ II £ 2). Figure 
3.3 shows an embedding of M in S 1 X S 2. We view the outer S2 as being identified 
with the inner S2. Let M'  denote the complement of the interior of M in S 1 x S2. 
Suppose L' is any banded link in M'  such that d(M' , L') =  Ei II £ 2- We now form 
(M  U M ' , Lk U L'). (M L ' )  corresponds to the shaded region in Figure 3.3.
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FIGURE 3.3
Then we have:
<  M  U M ', Lk U L' > p= <  S 1 x S2, Lk U V  > p= <  S 3, U(u)  U (Lk U L') > p 
23i IIE2
But <  S3,U(u)) U (Lk U L‘) > p is equal to the evaluation in Figure 3.4.
<
FIGURE 3.4
The link in Figure 3.4 is in S3 and the shaded region contains 1!. The invariant 
evaluated in Figure 3.4 is zero by Lickorish’s lemma. Hence we have shown that 
(M,L) can be written as a linear combination of elements of the form (M,LP- 2) .
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Thus the map is surjective. If L intersected the 3-ball (see Figure 3.1) some other 
number of strands than three, the same argument works.
Let Hi be a handlebody embedded in a 3-ball and dHi =  S i. Let H2 be a 
handlebody that is embedded in a 3-ball that is contained in Hi with OH?, — £ 2- 
Choose a 3-ball contained in H i and delete its interior (see Figure 3.5). Identify 
the outer S2 with the inner S2. Let A,B,X.Y be the 3-manifolds as shown in Figure
3.5.
FIGURE 3.5
Let {a?*} be a basis for Vp(Ei) and {yj}  be a basis for Vp(E2). Let Xi  =  (X , Li), 
say, represent the basis element x; (see Proposition 2.3). Also let Yj (Y,L' j ) 
represent the basis element yj. Let E Cij(Xj U Yj) = 0 6  Up(Ei II S 2). We wanti.j aS2
A A
to show that S Cij X i ® Y j  =  0 e  V’p(£ i)  ® V"'(E2). Let a represent an element
A
of Vp(—Ei), where the underlying manifold of a is A. Similarly let b represent an
A
element of Vp(—E2), where the underlying manifold of b is B. ECij(X{ U Yj) =  0
t . 7  A
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in Vp(EinS2) implies that Ec<j <  (X* UY))U(aUb) > p=  0. Then (Xi UY))U(aU b)
i . ' i  A  A  A  A
J S3 S3 s 3 s 3
is shown in Figure 3.6, where the outer S 2 is glued to the inner S 2.
FIGURE 3.6
We want consider Figure 3.7 where each annulus represents S 1 x S 2 and show 
the equality holds.
< a<
FIGURE 3.7
We now proceed to show why the two evaluations of the invariant in Figure 3.7
A
are equal. We expand the colored graph in Figure 3.7 except at each S2. Since 
f(p~2>e . =  0  for 1 <  i < p —3, we either have both sides equal to zero or we get the 
equation in Figure 3.8. We recall that Cf(P- 2) =  1 and note that we have the same
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trivial loops (i.e. loops that bound a disk in Sl x S2) at E* for i =  1,2 on both 
sides of the equality sign in Figure 3.7. If we assume that the sum of trivial loops 
at E i and E2 is n and they are colored j i , . . . ,  then A =  n £ = i  =  A1A2. 
Hence the two sides of Figure 3.8 are equal since C pP~2) =  1.
>4 ,<l<
FIGURE 3.8
We have thus verified the equation in Figure 3.7. We thus have 
0 =  Ecy <  (Xi U Yj) U (a U b) > p=  E d j  <  Xi  U a > p< Yj U b > p . Let X*  and Y f  
denote the respective dual basis elements. Since Vp(—E ) is isomorphic to V^,(E)* 
[BHMV], we have both V ^ -S x )  =  (Vp(Ex))* and Vp( - S 2) =  (V'pfo))*. Put 
a =  X* and b =  Yj . This gives Cij =  0. This argument holds for any i and j, so 
E Cij X i ® Y j  =  0. Hence the map is injective. □
Recall that if Ei or E2 is even, then VJ,(EiHE2) is isomorphic to V (^Ei)<g>V ,^(E2) 
[BHMV].
Lem m a 3.3. Let Ei and E2 be odd surfaces with colored structure. Also let Ei be
A A
connected. Then V’p(Ei)® V'p(E2 )V^(Ei HE2) — ► I^,(EiHE2) is an isomorphism.
Proof. If E2 is connected, this is the case that was proved in Lemma 3.2. Hence 
assume E2 has at least two components. We will use the equality sign to denote 
isomorphism of modules. Let E2 =  Ej H Ej[ where E2 is connected and odd and 
thus E2 is even. We have the following:
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yp(sins2) = yp(s1ns^ns")
=  ^ ((E x D E ^ n E jf)
=  yp(Ei n  Eg) ® VP(T%) both El IIE^ and Ej are even
=  Vp(Ei) ® V'v{T,'2) ® Vp(Ej) By Lemma 3.2
A
We note that we would be through if we can show that V^Er,) ® V^E^) =
A
y^ (S 2). We proceed as shown below.
K ( X 2) =  V ’p(X '2 H  E £ )
=  yp( E ^ n E ' 'u - s 2)
=  yp( ( E ^ n - 5 2 )nE^')
= yP((s  ^n - s 2) ® yp(Ej)
=  ^p(S2) ® yP( s 2)
Hence we get
y p ( s 1 H E 2 ) =  y p ( E 1) ® y ; ( E 2)
for Ei connected. □
Lem m a 3.4. Vp(Ei H E2) =  Vp(Ei) ® Vp(S2) for Ei and E2 odd and not neces­
sarily connected.
Proof. By Lemma 3.3, the lemma holds if S i is connected. We will use induction 
on the number of components of Ei for the proof. Let us assume that V^(E3HE2) =
A A
y p(S3) ® Vp(S2) for E3 odd and the number of components of S 3 less than the
A
since both E2 H S 2 and E2 are even
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number of components of S i. Let S i =  S'x II S'/ where S'i is even and S'/ is odd. 
Then we have the following:
Vp(S i I IS 2) =  Vp(S i II S'/ I IS 2)
=  Fp(S i II (S'/ II S2))
=  V p^ ^)  0  VP(E'{ I IS 2) since both S'x and S'/ IIS 2 are even
By the induction step, Fp(S'/ II S 2) =  £ P(S'/) 0  ^ ( S 2).
We thus get Vp(S i I IS 2) =  Fp(S i) 0  Vp(S'/) 0  ^ ( S 2). We note that
F p(S i) =  £ p(S'x II S'/)
=  Vp(S i II S'/ I IS2)
=  v ^ s i  n  ( s ' /  n  s 2))
=  VP(Z [)  0  VP(H'{ n  S2) since both S'i and S'/ I IS 2 are even 
=  Vp(S'1) 0 \>p(S'/)
Hence we have VJ>(Si IIS 2) =  V'p(Si) 0  Vp(S2) □
C H A P T E R  4 : Calculations o f V P(S)
A stronger version of our next result follows easily from Theorem 4.3, but we 
feel the proof we give is enlightning. It is also similar to the first proof we found. 
Recall that f p denotes the field of fractions of kp
P roposition  4.1. Vp(S2,p) ® fp fa f pp~2 .
A
Proof. Proposition 2.3 allows us to calculate Vp(S2,p ) by using trivalent graphs
A
in S2 x I  which meet (S2,p ) in p and S2 at the p-2 colored point. Let (S'2  x
A A
I, G) be a manifold with boundary (S2,p) II S2. Recall [BHMV,§4] that Vv(S2,p) 
is canonically isomorphic to a submodule of Vp((S2,p) H (S2,p — 2)). There is a 
trivalent graph in the manifold D 2 x I  (see Figure 4.1) which is a cobordism from 
D 2 with one banded point colored j to its expansion. The expansion of a j  colored 
banded point is j  banded points colored one. The expansion of this graph gives 
the element
1
1
1
1
FIGURE 4.1
We get that links of the form of Figure 4.2 generate the submodule of Vp((S2,p )H 
{S2,p — 2 )). The shaded region contains the p banded points on the boundary. 
Here the line labelled p-2 represents p-2 parallel strands colored 1 and the annulus 
represents S2 x I.
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FIGURE 4.2
After isotoping, we can have G C D 2 x I. Let be a p-2 colored point together 
with p points each colored 1. Using the Kauffman relations, any element of K ( D 2  x 
I,  £') can be written as a linear combination of diagrams with no crossings. Thus 
K ( D 2 x 1,1') is generated by { a j . . .  a!p_ x) where a 'i+ 1  is given in Figure 4.3. We 
use the property that =  0 .
FIGURE 4.3
A
Let a* be the element of Vp(S2 ,p) corresponding to a£. Consider the p-1 by 
p-1 matrix [< a^aj  >], here <  , > denotes the sesquilinear form on Vp(S2 ,p). 
<  a,i,ai+ 1 >  is given by Figure 4.4 and the dotted line represents (S 2 ,p ).
p - i - 2
<
FIGURE 4.4
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Hence we conclude that <  a,, d{+i > =  Cf(P-a) =  1. Similarly, we also have that 
<  ai, a-i >  is given by Figure 4.5 and is thus equal to 5Cf(P-i) =  8 .
p-i-2
o<
i-1
FIGURE 4.5
Similarly we get < , Oj > p =  1 and < Oj, a . > = 0 for i -
-6 1 0 . .. 0 0 o -
1 8 1. ..  0 0 0
0 1 8 . . .  0 0 0
[< d j >] =  Cf(p-2)
•
• • :
•
•
0 0 0. .. 8 1 0
0 0 0. .. 1 8 1
.0 0 0 . . .  0 1 s .
-8 1 0 . . . 0 0 0-
1 8 1. . . 0 0 0
0 1 8 . . . 0 0 0
= * • , • • =  Tp - l
0 0 0 . . . 8 1 0
0 0 0 . . . 1 8 1
.0 0 0 . . . 0 1 8 .
We have Det(Tk) =  A* [KS]. So Det(Tp- 1) =  Ap_i =  0. Hence oi, d2 , . . . ,  ap_i 
are hnearly dependent by Proposition 2.6. If we remove a& for 1 <  k <  p  — 1 from 
the set {ai, a2, . . . ,  ap_ i} , we get a p-2  by p-2  matrix [< ai, a,j given by
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[< a*, aj
’8 1 0. . . 0 0 0 0. . 0
I—0
1 5 1. . . 0 0 0 0. . . 0 0
0 0 0. .1 5 0 0. . .0 0
0 0 0. . 0 0 s 1. . .0 0
• • 
0 0 0. . 0 0 1 5. . . 0 0
1--
---
---
0 0 0. . 0 0 0 0. . .1 <5.
=  Tk-1  © Tp- k - i
We have
Det(Tk~i © Tp_fc_i) =  Det(Tk-i).Det(Tp-k - \ ) =  &k-i-&P- k - i  7^  0 
Hence {a i , . . . ,  a*._i, a,k+i, . . . ,  ap_ 1} is a linearly independent set by Proposition
A
2.6 and thus is a basis for Vp(S2 ,p) <8> / p. □
Corollary 4.2. The dimension of VP(—(S2 ,p) U (S2 ,p)) ® fp is (p — 2)2.
Proof. Lemma 3.2 gives us that Vp(—(S2 ,p) H (S2,p)) is isomorphic to Vp(S2,p) <8> 
V'p(S2 ,p). □
A
The following theorem reduces the calculation of VP(E,£) to the calculation of 
Vp(S ,£U p — 2) as in [BHMV]. Theorem 2.4 shows how the rank of VP((E, £Up — 2) 
may be determined. Moreover, it follows from Theorem 2.4, Theorem 3.1 and 
Theorem 4.3 that V'p(E) is a free module of finite rank for any E.
Theorem  4.3. If E is connected, there is an isomorphism V^(E,^ H p  — 2) fa 
V p ( E,£).
Proof. Let H be a handlebody with d l l  =  E. Glue E x /  — D 3 on the boundary 
of H. Denote the resulting the 3-manifold by H'. Let H' be embedded in a 3-ball.
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The isormophism is then defined by taking a 3-manifold with colored structure 
(H, L) whose boundary is (E, £ II p  — 2) and extending the p-2 colored strand to 
S2 and the rest of the strands to the outer E so that they are parallel between d l l  
and the outer E (see Figure 4.6).
FIGURE 4.6
We first show the map is surjective. Let (H',L') be a 3-manifold with colored
A
structure such that d{H',L') =  (E,^) II S2. Isotope its strands so that they are 
straight outside H. This shows that the map is surjective.
We now show that the map is injective. Let {oi ,a2 , . . .  ,an} represent a basis 
of Ip((E, £ U p  — 2) where a* =  (JET, Li) for some link L,. Let ai =  (H' , L i) ,  say, be 
the image of a» under the map described above. Identify the outer S 2 and inner 
S 2 in Figure 4.7 and let N be the complement of the interior of H' in the resulting 
S 1 x S 2. Let {&i,... , 6n} represent a basis of Vp(—(E,£Hp—2)), where bj =  (N,L'j)
A
for some link L'-. We have a similar map from VP(—(T,,£ II p — 2)) to V'p{—'L,£). 
We let bj be the image of bj under this map . In Figure 4.7 we have ai “inside” 
and bj is “outside”. Then ai U bj is formed by identifying the two 2-spheres to get 
S 1 x S 2 as the underlying manifold.
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FIGURE 4.7
Hence if <  <n, —bj > = <  (S'3, Lij) > p, then <  ai, —bj > = <  (S 1 x S2, L,j) > p= <  
(S3 ,U(<j')ULij) > p . By Lickorish’s Lemma, <  (S3 ,U(u>')ULij) > p—<  U(ui') > <  
(S3 ,Lij)  > p .
Hence <  ai, —bj > = <  U(u>') > <  a^ , —bj >  . By Proposition 2.6 the map is 
injective. □
A
Corollary 4.4. For E connected and j  odd, V p(E,j)  «  Vp(E,p — 2 — j )
Proof. By Theorem 4.3, it suffices to consider Vp{E,jB.p—2). Suppose the trivalent 
graph that gives a basis of Vp(E,j  B p  — 2) is as given in Figure 4.8 (see Theorem 
2.4). The colors meeting at a trivalent vertex are required to be admissible. Also 
all the other colors, except p-2  and j, are even.
p-2
FIGURE 4.8
o-o—o
FIGURE 4.9
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The admissibility conditions force k to be equal to p-2-j. Then the trivalent 
graph in Figure 4.9 determines a basis of Vp( S , j  U p  — 2). □
If S  is a torus, we get the following corollary:
a .
Corollary 4.5. For j  odd, the rank of VP{SX x S x, j )  is 1^ ~.
Proof. By the corollary 4.4 above, it suffices to consider V ^S1 x S x,p  — 2 — j ) .  A 
basis of V ,^(5'1 x S 1,p — 2 — j )  is given by elements shown in the Figure 4.10 below 
where i is such that (i,i,p-2-j) is admissible and i is even. We use Theorem 2.4.
FIGURE 4.10
The admissibility conditions give us the following inequalities:
2i +  p  — 2 — j  <  2p — 4 and p — 2 —j  < 2  i
Thus p — 2 — j  < 2i < p — 2 -f j . We have ^±1 admissible even colorings. Hence 
the rank of V P{SX x S l , j )  is □
We also give an alternative proof to a result in [BHMV].
Proposition  4.6. [BHMV] Vp{S2 , p = 2 )  =  kp
Proof. There is a unique admissible coloring of a trivalent graph that represents a 
basis of Vp(S2,p — 2  H p — 2). □
A
It also follows from Theorem 4.3 VP(S , I) is trivial of i  is a link whose colorsum 
is less than p-2. This result is given in the following proposition.
A
Proposition  4.7. Let £ be a link whose colorsum is less than p-2, then Vp(S , £) =  
0 .
Proof. There are no admissible coloring of a trivalent graph that represents basis 
elements of VP(S2, £ H p — 2).
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A_____ ______
We now investigate the rank of Vp( S , p  +  2 k). The lower bound in the following 
lemma is negative if k >  |  y/ 10p2 — 24p  +  14 +  1-
A ______
Lem m a 4.8. The rank o f V p(S2,p +  2k) is greater or equal to
p ^ + f 1) -  m  -  C+“ r 1) less or equal to (■*“ '*) -  (<■+»->).
Here (^}) is defined to be 0  for any integer m and k > 0  is an integer
A ______ _____
Proof. Theorem 4.3 gives us that VP(S ,p  +  2k) is isomorphic to Vp(S2,p +  2k II 
p  — 2). We now proceed to describe a basis of Vp(S2,p  +  2k II p — 2). Choose G 
a trivalent graph as in Theorem 2.4 and let o  be a coloring of G. Also let 7  and 
7 (<r) be as described in Theorem 2.4. For each a, 7 (a) is the same 7  G C\(G\ Z2). 
Hence a basis of Vp(S2,p +  2k U p — 2) is given by the set of elements shown in 
Figure 4.11, where colors meeting at each trivalent vertex are admissible.
FIGURE 4.11
Let C =  {(ai,  0 2 , . . . ,  ap+2k) : fli =  1, ap+2k =  p — 2 and colors meeting at each 
vertex are admissible}. Also let C  denote the collection of paths from (0,1) to 
(p+2k, p-2 ) along the integral grid which do not go above the line y=p -2  and do 
not go below the line y=0. The paths are such that at each (n,m) on a path where 
n and m are integers and 1 < n < p  +  2 k — 1, the path goes vertically up or down 
by 1. We also insist that the first and last step be horizontal. The paths are such
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that any vertical line x=a where 0  < a <  p +  2 k is not an integer crosses each path 
exactly once. There is a 1-1 correspondence between C and C .
Y -Axis
p -1 
p -2
-1
X -Axis
FIGURE 4.12
In Figure 4.12 last two points marked on the x-axis are (p+2k-l, 0) and (p-f2k, 
0). The number of such paths, if we allow them to go above y=p-2 and below y=0
There is a one to one correspondence between paths from (0,1) to (p+2k, p-2) 
that go above the line y=p-2 and paths from (0,1) to (p+2k, p). This correspon­
dence is given by reflecting the piece a path from where it first touches the line 
y=p-l to (p+2k, p-2) along the line y=p-l. The number of paths from (0,1) to 
(p+2k, p) is p * 2* -1).
There is a one to one correspondence between paths from (0,1) to (p+2k, p-2) 
that go below the line y = 0  and paths from (0 ,1) to (p+2k, -p).
The correspondence is given by reflecting the piece of a path from where it first 
touches the line y=  -1 to (p+2k, p-2) along the line y — -1. The number of paths 
from (0 ,1) to (p+2k, -p) is (P+^-i)
Let a  be the number of paths from (0,1) to (p+2k, p-2) that go above the fine 
y=p-2 and also go below the line y=0. Then the number of paths in C  is
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(p+£ r 2)  -  P *  * _1) -  P>+“ r ‘) +«■ ^ the »f v r ( s * , j + 2 k )  is ( ^ ‘r 1) -
(P+2fc_1) ~  r ^ r 1) +  <*• We also have 0  <  a  <  (P"^2^ ~^1) □
An improved version of Proposition 4.1 is obtained by finding a  in the case k= 0 . 
a  is easily determined to be 0. Hence the rank of Vp(S2 ,p) is (P7 X) ~  (?o *) —0+0 =  
p  — 2 and Vp(S2 ,p) ~  kp p ~ 2
We also get the following corollaries of the proof of Lemma 4.8.
Corollary 4.9. The rank o f V p(S2 , p T 2 ) is (p+x) -  (P+1) -  (p+x) =
Proof, a  =  0 for case k = l. There is no path from (0,1) to (p+l> P-2) that goes 
above the fine y=p-2 and also below the line y=0. □
Corollary 4.10. The rank o f V p(S2,p +  4) is (Pg3) — (p^ 3) — (p| 3) +  1 =  
£!±3£!-10p-24 f o r p > 5  and the rank 0 f V 3 (S2 ,7) is g )  -  g )  -  g )  +  2 =  1.
Proof, a  =  1 for p >  5. We show the path for p=5 in Figure 4.13.
3
1
1
FIGURE 4.13
We now determine that a =  2 for the case when p=3. We note that are only 2 
paths for this case. These paths are shown in Figure 4.14.
□
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E l £ L
T J  6 7 -1
FIGURE 4.14
We note that the p=3 case agrees with a result in [G].
Corollary 4.11. The rank of V p{S2,p +  6 ) is (P+5) -  (p+5) -  (p+5) +  (p+2) +  3
V >for p > 5
Proof. We note that there can be no path from (0,1) to (p+2k-l,p-2) that first 
ascends to the fine y=p-l and then descends to the line y = -l unless p  +  2 k — 1 >  
3p — 3. That is unless k >  p — 1. Hence there is no such path in this case. We 
calculate a  by counting the number of paths that begin and end as shown in the 
graphs in Figure 4.15 and Figure 4.16.
p-1
p-2
1
-1
- "~LU “
1 . 3L p+2 p+5 1
FIGURE 4.15
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p-1
p-2 - “ L.
1
L  3
-1 L p+5 p+6
p-1
p-2 - n_
1 1  n  l 5 ■ i
-1 p+5 p+6
FIGURE 4.16
The second graph in Figure 4.16 represents two graphs on one coordinate system, 
where one graph follows the solid line and the other follows the dotted line between 
x = l and x=2. The number of paths that correspond to the graph in Figure 4.15 is 
1, those that correspond to the first graph in Figure 4.16 is (p* 2) and those that 
correspond to the second graph in Figure 4.16 is 2. □
a _____
Corollary 4.12. Ifp >  5 and k >  —1 , the rank o fV p( S , p  +  2k) is an increasing 
function ofk.
Proof. Using the correspondence between colorings and paths given in Proposition
A ____
4.8, it is clear that the rank of VP(S ,1 +  2) is greater or equal to twice the rank 
of Vp(S2 ~l).
□
A ______
Corollary 4.13. For p  greater than 5, the rank of V p(S ,p +  2 k) is greater or 
equal to 22fc+1.
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A . l+Jk
We conjecture that for p large, rank V p(S2,p +  2 k) =  lower terms. We
now give an alternative proof to [G,10.1].
a __
Proposition  4.14. [G] If m is odd, the rank ofV${S 2 ,m) is 1 .
Proof. We prove this by induction on the number of banded points colored one.
A A _
The rank of V z { S , 1) is 1. Suppose that the rank of Vz(S 2 ,k)  is 1 for some k odd.
A _____
We then consider Vz(S2, k +  2). We want to conclude that the rank of
A _____ A _______
Vz(S , k +  2 ) is 1. Basis elements of Vz(S2, k +  2) are given by Figure 4.17
FIGURE 4.17
We have =  0. The number of admissible colorings of the graph above the
A
dotted line is 1 since the rank of Vz(S ,k) is 1. Hence the number of admissible
A _____
colorings of the whole graph is 1. Thus the rank of Vz(S2, k +  2) is 1.
□
C H A PT E R  5 : A pplications to Odd Links in S 1  x S 2
We now give a proposition that will be used in the applications to links in 
S' 1 x S2. Let E and E7 be connected and odd. Let M be a connected 3 manifold 
with structure and let L be a link in M such that d(M , L) =  — (E, £) II (S', £'). Let
A A
K  C S2 x I  be a straight strand colored p-2 such that d(S2 x / ,  K )  =  — S2 II S2. 
Let (M ',L ') = (M,L)  II (S2 x I ,K ) .  Then gives a linear map
■ Vp&,£)  — > VP(S',£')
A
which we will denote by Z(m ,l)-
Also let (M,L")  be (M,L) together with one additional strand colored p-2 from 
one boundary component to the other.
(M, L") gives a linear map
Z{M,L") : Vp(X ,£U p  -  2) — > Pp(E ',f  l ip  -  2)
which we will denote by Z(m ,l)-
Let a  : Vp{'£ ,£ l lp  -  2) — > Vv{T,J.) and p : 2 ) — > VP(E',£')
be isomorphism maps as described in the proof of Theorem 4.3. Recall that k is a 
1 2 pth root of unity in kp.
Proposition 5.1. The following diagram commutes up to multiplication by a 
power of k .
Pp( E ,f I I p - 2 )  — Pp(E/, ^ U p - 2 )
A  ... A
VP(E,£) VP(V,£')
It follows from Proposition 5.1 that the map uP to multiplication by a
power of k does not depend on the choice of the strand. The above ambiguity arises 
from comparing pi-structures. We will remove this ambiguity in the future.
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For the two examples below, we use the work of Gilmer in [G,§4]. Here we
A A
use (VP, Z P) instead of (V, Z).  In this case we are working over the ring kp.
__ A
Proposition 5.1 allows us to use the map instead of We use T  for a
link diagram constructed from a link in S 1 x S2 as in [G,§4]. Let T  be T  together 
with an additional strand colored p-2 .
T  is shown in figure 5.1. The shaded region contains T.
p-2
FIGURE 5.1
Suppose T  has n strands [G]. Let rp(n) be the rank of Vp(S2,n l i p  — 2). By 
Theorem 2.4, a basis of Vp(S2^n l i p  — 2) is given by the set of elements like the 
one depicted in Figure 5.2, where there are n points colored 1 on the boundary 
and colors meeting at each trivalent vertex are admissible.
p - 2
FIGURE 5.2
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Let QP(T) be the matrix for Z s^ 2></ ^  with respect to this basis. QP(T) is an 
rp(n) x rp(n) matrix over kp. We can similarly let BP(T) (respectively Dp(n) ) 
correspond to B(T)  (respectively D(n) ). As in [G], QV(T ) =  Bp(T)Dp{n)~l .
The wrapping number, u(L),  of a link L is the minimum number of transverse 
intersections of L with an essential embedded 2-sphere [Li]. By the argument in 
Corollary 4.3 in [G] and Corollary 4.12, we have:
P roposition  5.2. Let L be an odd link in S l x S2 with link diagram T  with n 
strands where n is odd. I fn  +  2 > p > 5  and QP(T) is invertible, then cu(L) =  n.
QP{T) is invertible if and only if det(BP{T)) ^  0 .
For the first example, we let p=5 and T  be as shown in figure 5.1.
FIGURE 5.3
We can expand the link in T  using the Kauffman bracket relations to get Figure 
5.3 equal to Figure 5.4.
l U
u U
+  ^
m
+  A g
n
+  A
n
FIGURE 5.4
Where A\ — A -1  — A~5, Ai  =  A3 and A3 =  A — A~3. T  is formed by adding a 
strand colored 3 in Figure 5.3 or equivalently in each of the four diagrams in the
41
linear combinations depicted in Figure 5.4. In this case Vb(S2, 3 II3) has rank one 
and a basis depicted in Figure 5.5.
FIGURE 5.5
We thus get Bb(T) as a 1  x 1  matrix. Bb(T) is given by the linear combination 
in Figure 5.6.
A
1
1 3
FIGURE 5.6
We note the three graphs on right in Figure 5.6 evaluate to zero. Thus 
Bb(T) =  Ax'), where 7  is the evaluation of the the graph on the left. We then get 
7  =  _ The formula for 6(a,b,c) given below is from [KL].
6(a,b,c) =  ( - 1 )i+j+k [» + j  +  fc]![»]![?]! [fc]! 
[i +  j]![i +  k]\[j +  k]\
Where i = and k =  s±$=*. Also [n] =  ( -1  )n - 1 An_i and [n]!
is [n][n—] . . .  [1 ] with [0 ] =  1 .
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We use Mathematica to get B5 (T) =  2 — A  +  A 2 — A3. We thus conclude that 
the wrapping number of the link in S 1 x S 2 that we get by closing up T  is 3. In 
fact £>5(3 ) is 7 , and Q$(T) is simply multiplication by A\.
For the second example we still let p=5 and now we let T  be given by Figure 
5.7. We follow the same procedure as in the first example.
FIGURE 5.7
We expand the link in T  like in the first example to get a linear combination 
of 25 diagrams. We similarly get T  by adding a strand colored 3. Here we use 
Vs(S2, 5 H 3) which has rank 3 and a basis depicted in Figure 5.8.
FIGURE 5.8 
We now get B^{T) as a 3 x 3 matrix. Let
'i>u 6l2 &13 ’
B«(T) = &21 &22 &23
-&31 &32 &33-
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3
'3
FIGURE 5.9
6n is given by Figure 5.9 where the shaded region represents T. Using the expansion 
of T, we get bn equal to the linear combination shown in Figure 5.10. We note 
that in Figure 5.10, we only show the diagrams that do not evaluate to zero.
FIGURE 5.10
Where C\ = A5, C2 =  A3, C3 =  A 3 — A~l and C4 =  A — A~3. We thus get 
bn =  (A22Ci +  A2C3 +  A2C2 +  C4 ) —1 —■,^ ^"1 ’1 ’2)■. We use Mathematica to get 
611 =  1 +  A2 -  A3.
Similarly we get 612 =  1 — A3, bi3 =  1 +  A — A3, b2i =  A +  A2, b22 =  
A  +  A2, b23 =  44~C^+22AL-55A;1,; b3i = 0  b32 =  _ 1 _ A _ A 2 _  A 3 an(j ^  =
156 + 1 3 4 A + 2 8 1 A ^ 9 8 A 3 > W g  a l s o  ^  d e t ( £ 5 ( f ) )  =  22286+ 11396A + 18216A 2 ^ 5214A 3
Hence the wrapping number of the link in S 1 x S2 that we get by closing up
T  is 5.
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W e gave th e  above ex am p les  to  illu s tra te  o u r m eth o d s . T h e  re su lts  on  th e  w rap ­
p in g  n u m b e r  follow m o re  easily  by  o th e r  m eth o d s . In  p a rtic u la r , th e  firs t exam p le  
c a n n o t have  w ra p p in g  n u m b e r  one  as th e n  L w ould b e  iso topic  to  a  lo n g itu d e  
[R, p251]. T h is  w ould  c o n tra d ic t M a zu r’s ca lcu la tions o f tti of th e  re su lt o f ad d in g  
a  2 -hand le  to  S 1 x  D 3 a long  th e  above curve  [R, p356].
H o ste  a n d  P rz y ty c k i [HP] give a  low er b o u n d  for th e  w rap p in g  n u m b er. O ne m ay  
c a lc u la te  th e  w ra p p in g  n u m b e r  for th e  tw o exam ples above m o re  easily  u sing  th e  
m e th o d s  o f H oste  a n d  P rz y ty ck i. T h e  a rg u m e n t of L iv ingston  [Li,§4] a lso  applies.
C H A P T E R  6  : Sum m ary o f R esults
We have show n th a t  th e  generalized  ten so r p ro d u c t fo rm ula  is sa tisfied  for Vp 
on  th e  ca teg o ry  T h a t  is o u r w ork to g e th e r  w ith  a  resu lt in  [BHMV] show
th a t  Vv {T,i II £ 2) is isom orph ic  to  (Vp(T,i) ® ^ , ( £ 2 )) © (P p (£ u )  <g> ^ ( £ 2 )). In  ou r 
in itia l a t te m p ts , as in  P ro p o sitio n  4.1, we w orked over th e  field of frac tions f p of
A
kp. W e w ere ab le  to  ca lcu la te  th e  vec to r space  V P(S ,p)  b u t  o u r m e th o d s  p roved
A _
in ad e q u a te  to  ca lcu la te  V p(S2,k)  for k >  p. W e th u s  tr ie d  a  d ifferent app roach .
A
W e w orked over kp an d  we w ere ab le  to  show th a t  V p(T,,£) is isom orph ic  to  
Vp(Y,,i U p  — 2). T h eo rem  4.13 in  [BHMV] show s how  Vp( £ ,I l i p  — 2) m ay  be 
ca lcu la ted . W e used  T h eo rem  4.13 in  [BHMV] to  ca lcu la te  Vp(S2, k l I p  — 2) for 
for k <  p +  6. W e hope  th a t ,  in  th e  fu tu re , to  ca lcu la te  Vp(S2,fn H  p — 2) for 
any  o d d  m . A t least we w ould  like to  im prove th e  lower an d  u p p e r  b o u n d s  given 
in  L em m a 4.8. W e n o te  th a t  th e  d ifference betw een  th e  u p p e r  an d  lower b o u n d  
increases rap id ly  as k increases. H ence for large values of />;, th ese  b o u n d s  do n o t
A ______
give a  good ap p ro x im atio n  of th e  ra n k  of V p(S2,p  +  2k). In  fac t, th e  lower b o u n d  
becom es nega tive  if k is large. W e n o te  th a t  w ith  ou r cu rre n t resu lts , we have 
c a lcu la ted  VP((S2,m)  H (S 2, n )) for m,n <  p +  6. W e also in v estig a ted  V p ( £ , j )
A
w here j is odd . W e d e te rm in e d  th e  ran k  of V p ( £ ,  j )  if  £  is a  to ru s  an d  j is odd .
W e also app lied  ou r resu lts  to  o d d  links in  S 1 x S’2. In  [G], G ilm er gives a  m e th o d  
of app ly ing  th e  (Vp, Zp )-theories to  links in  S 1 x S 2. We use th e  m e th o d s  of [G] to  
illu s tra te  how  o u r resu lts  can  b e  used  to  d e te rm in e  th e  w rapp ing  n u m b er of odd  
links in  S 1 x S 2.
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