Human and software agents exhibit regularities in their activities. We describe our ONASI algorithm, which derives a Markov model from such observed regularities, and dynamically scales the model through merging and splitting of states. ONASI uses this model to predict the agent's next action. We evaluate ONASI's predictive accuracy on a dataset of Wumpus World games, and demonstrate from this approach that the model can correctly predict the agent's next action with adjustable computation and memory resources. These predictions can be used to imitate, assist or obstruct an agent.
Introduction
With the increasing popularity of computers and the Internet, researchers have focused on user modeling as a means of providing tools customized to individual users. In user modeling research, an agent is observed and modeled by drawing inferences about the agent's behavior. Much of the user modeling research has focused on specific applications within which either the details of the application are known ahead of time, or the user's actions have a known meaning and known effects.
Popular user modeling applications abound in which the user's actions are given a known meaning from a set of rules that is incorporated into the model. For example, when using a word processor such as Microsoft Word, if the user inserts a bullet, Word will help the user by inserting the next bullet, predicting that the user most probably will continue with another bullet. Similarly, some operating system environments display recent user commands or applications while hiding others, predicting that the user will probably start up the recently-used user command or application next. Such applications typically keep only the recent information they gathered about the user or rely upon a set of predefined modeling rules. One problem with such approaches is that knowledge of recent activities is not always adequate to learn a user's behavior, because the user's pattern history may influence the behaviors of the user. Another problem is that implementing a set of rules and goals into an application can be a tedious job.
In contrast, we consider an approach to modeling an agent's behavior given no information about the application or significance of actions within the application.
Attempting to model a user's behavior without this information is similar to trying to learn an opponent's chess strategies without having any knowledge about the game or his goals. One approach to model an agent's activities is to build a Markov model of observed actions. Unfortunately, the size of these models can grow exponentially with the number of possible actions. We describe an approach that dynamically adjusts the size of the Markov model in order to optimize modeling performance without imposing excessive storage constraints on the problem. We demonstrate the validity of our ONASI (ON-line Agent Strategy Identification) algorithm by modeling an agent playing the game called Hunt The Wumpus. We model the agent's behavior by building a Markov model without incorporating any knowledge of the application's structure or the agent's goals into the model. Such a model can then be used either to assist (cooperative) or obstruct (adversarial) the user.
User Modeling Techniques
Today there is a wide variety of techniques, ranging from web browsers to database systems, which attempt to determine user behaviors. To accomplish this task, the community has extensively researched user modeling algorithms. Some researchers have used Bayesian networks to infer user future actions from past behavior [1, 10] . Bayesian networks and influence diagrams are embedded in applications that allow them to make inferences about the goals of users, and to take ideal actions based on probability distributions over these goals. Horvitz et al. [10] determine from the users' actions when the user is likely trying to define a custom chart in Excel, and Albrecht et al. [1] determine from the users' actions when the user is likely trying to rescue a teddy bear in a game. Other approaches include applying back-propagation neural networks to the real world problem of sorting e-mail messages based upon the sender's address [7] . This approach uses neural networks to capture user's preferences.
Some researchers have focused on user modeling strategies that do not rely on domain knowledge, and in fact do not build a model at all [5, 13] . In this approach, a probability table stores relative frequencies of pairs of actions occurring in sequence. The probabilities of those action pairs that occurred recently are increased, and the probability of all other sequences are decreased. Predictions are made by selecting the action with the highest probability given the previous action that was executed. This approach makes an implicit Markov assumption, that the last action contains enough information to predict the next action.
Using Bayesian Networks or Neural Networks becomes a little problematic when trying to design the optimal network structure, because the outputs frequently vary over time in real-world settings. Both of these methods typically use informed modeling strategies, which means there is some prior knowledge of the model. In most cases, this prior information includes the task goal. There is also a need to consider more than the last action when determining patterns. The purpose of this research is to determine if a scalable Markov model can effectively model an individual's behavior patterns with no prior information about the application or the goals of the individual. The model is constructed using only a history of the individual's actions.
Other work uses case-based reasoning to recognize a plan and subsequently predict user actions. This work by Kerkez and Cox [11, 12] represent states using firstorder predicate calculus. If goals and plans are clearly specified this is a viable approach. This assumption does not hold for many of our problem domains. Also, the approach does not represent external events and changes to the environment, and stores the entire history of actions. We desire a method that overcomes these limitations.
The motivation for our approach is based on the following two related projects. Gorniak's [8] approach is to predict future actions by matching patterns from historical data. In this work, the next action is predicted by choosing the longest sequences in history that match the current action sequence. This leads to problems of space when scaled to a large dataset. In contrast, Zukerman's [21] approach is to build a simple Markov model from the collected data and predict the next action based on the current state in the model.
The foundation of our work is similar to the action prediction performed by Zukerman et al. [21] , who use simple Markov models for web pre-caching. They describe several Markov models derived from the behavior patterns of many users, and present a hybrid model, which combines the patterns from individual models. In this paper, we start with a first-order Markov model and work towards a sequence-matching approach (order-n Markov model), trying to find a middle ground that will yield an effective solution.
Model Setup
Our approach is tested using a game called Hunt the Wumpus (which we refer as the Wumpus World). The Wumpus World is an early computer game, which contains a square grid of locations. Each location has the possibility of containing a pit, a pot of gold, an obstacle, a Wumpus, an agent, or a combination of these elements. This grid world will contain many pits, pots of gold, obstacles, and Wumpii. Each location in the world is identified by a Cartesian coordinate system, with the agent's initial location being the lower left grid cell (1, 1) . At each point in the game, the agent can select an action to execute from the following eleven possibilities: move up, move down, move right, move left, shoot up, shoot down, shoot right, shoot left, grab the gold, climb out of the world, or sit and miss a turn.
Knowledge of the object locations is determined only by the logical reasoning from the percepts the agent perceives. The Wumpus World game is chosen to validate our approach because it provides an excellent environment for designing and testing intelligent agents. The agent needs to have some kind of logical reasoning ability to be successful in this game. Our goal is to show that our scalable Markov model can successfully model an agent capable of playing a game that requires logical, strategic reasoning such as the Wumpus World.
Using our implementation shown in Figure 1 , a sample software agent that performs two different strategies is created to play the Wumpus World game. The agent uses the same two strategies for all of the games. A data set is collected that contained 2,000 games to create a Markov model [18] . Without containing any information about the strategy the agent employed or the environment, the data set contains only the information it can gather from the interface, which is the same information a software agent (or even a human player) can obtain from playing the game. The collected data set contains 19,628 data points, representing individual agent moves.
Initial model
The model is built without any knowledge of the environment. In particular, the size of the environment (world) or the environment being deterministic or not (in this case, nondeterministic) is unknown. Due to the ambiguity of the environment, a decision is made to implement a model with each state containing only the information in the agent's local area. Representing too much information would increase the number of states necessary to model the problem, with possibly limited gains in performance.
ONASI builds a first-order Markov model from the collected data set. A node represents a state (the current state) of the agent and an arc (or transition) represents an action the agent performs from the current state that leads to the resulting state. The relative frequencies of agent actions are used to generate transition probabilities. These probabilities are then used to predict the agent's action from any state in the model. To illustrate how ONASI creates a Markov model from an action history, consider the following action-state sequence example: {(S 2 , a 1 ), (S 3 , a 2 ), (S 1 , a 1 ), (S 2 , a 1 ), (S 3 , a 2 ), (S 1 , a 2 ), (S 4 , a 2 ), (S 3 , a 2 ), (S 1 , a 2 )} Each tuple in this sequence represents a state and the previous action leading to that state. Figure 2 describes the initial Markov model that is created for the above data set. The states are connected by edges labeled with actions. Each action from state S i has an associated weight, w(S i , a j ) representing the frequency of the corresponding move. For a given state, the probabilities of the possible next actions a j is computed as follows: (1) Let us illustrate the calculation of the probability of a particular action given the model in Figure 2 . Assume that the current state is S 1 . The probability of each action is calculated using Eq. Agent's next action is predicted by observing the current state. The action with the highest probability from that state is output as the predicted next action. In our example, the predicted next action from the current state S 1 is a 1 .
The collected data set is used to build our initial model. Each time a data point is read, the model is incrementally refined and ONASI predicts which of the eleven possible moves the agent will select next. The model is incrementally refined with each data point, and the predictive accuracy is averaged over the entire set of games. To test the influence of state features on the algorithm performance, the predictive accuracy was measured as the state features were added. As more features were added, the predictive accuracy consistently improved. Inserting all the features that are observable (without any knowledge of the environment), the greatest predictive accuracy achieved was 88.97%. 
Improved model
In the initial model, all of the observable features were included. If more details about the application were included (such as the rules of the Wumpus world game), performance would have improved even further. To improve ONASI's performance without utilizing extra knowledge of the application, the agent's previous action is integrated into the state description (making this an order-1 Markov model). Most of the actions one selects are influenced by past actions and states, not just the current state. Therefore, including the previous action into the state description should result in better predictive accuracies. A new and improved model is built by including the previous action into the state description as a feature. Inserting the previous action into the state makes the state more specific than in the previous model, and increases the size of the model. The model shown in Figure 3 is created from the same data set as the model in Figure 2 , by integrating the previous action into the state representation. By including the previous action in the representation, the size of the model increases from four to five states.
Let us illustrate how the prediction differs from the initial model. Assuming the current state is S 1 and the previous action was a 2 , the probability of the next action is calculated using Equation 1 as Pr( a 2 | (S 1 / a 2 ) ) = 1 / ( 1 ) = 1.0.
From current state S 1 action a 2 is predicted, where in the initial model action a 1 was predicted as the next action. Which model yields a better prediction? In the given example data set, there is a recurring pattern of action a 2 leading to state S 3 , followed by action a 2 leading to state S 1 , followed by action a 2 . If the current action sequence matches this pattern, action a 2 may indeed be a better prediction. Given a sufficient amount of training data, the more informed model (the improved model) should outperform the original Markov model. Our assumption is empirically confirmed by the results that are obtained using the Wumpus World games. Tables 2 and 3 illustrate these results. 
without previous action with previous action Table 2 shows the improvement in predictive accuracy resulting from inserting the previous action into the alternative state representations. Table 3 provides the percentage of growth in the number of states created by the model. There is a 92.77% predictive accuracy resulting from the new model, which reflects an improvement of 3.79%. Including the previous action into the state description makes each state more specific, which leads to a 61.93% increase in the number of states the model contains. Although there is an increase in the number of states, the percentage of the total possible number of created states decreases, as can be seen in Table 3 . Due to a state being described by more features, the possible number of states the model can include becomes greater. 
without previous action with previous action
After testing the improved model on our Wumpus World data set, the achieved results are shown in Figure 4 . Due to the software agent being a reflex (rule-based) agent, the agent will not visit all possible states. The performance grows initially and plateaus after a certain amount of data is processed. The plateau starts at the point where there are no more new states for the model to learn. After testing the improved model on our Wumpus World data set, the achieved results are shown in Figure 4 . Due to the software agent being a reflex (rule-based) agent, the agent will not visit all possible states. The performance grows initially and plateaus after a certain amount of data is processed. The plateau starts at the point where there are no more new states for the model to learn.
From this experiment, we conclude that the more features we use to describe a state, given sufficient training data, the better the predictive accuracy is. We also conclude that including action history in a state representation increases the predictive accuracy. This leads to the question of how much history should be included in a state. The higher the order of the Markov model is, the more informed would be the prediction, at the expense of creating a larger model. We now describe a method for automatically adjusting the size of the Markov model.
Splitting
Although adding features can improve the predictive accuracy of a model, the resulting increase in size will affect storage and computational requirements, as well as increase the amount of needed training data. Determining the ideal size of a model is a problemspecific task that requires substantial effort to balance size with predictive accuracy. We describe a method in which the size of the model can be adjusted automatically, through dynamic merging and splitting of states in the Markov model. Merging states can reduce the size of the model and is performed when accuracy will not be significantly affected. Splitting states, on the other hand, can increase the accuracy at the cost of additional size.
Prior splitting methods
There has been research performed by the community on model splitting to explicitly refine the states in a model. One approach is using an instance-based algorithm with a tree to store instances and to represent states for reinforcement learning. McCallum [15] introduces a Utile Suffix Memory (USM), which is an instance-based algorithm that performs online instance-based state learning, permitting state definitions to be updated quickly based on the latest results of reinforcement learning. USM uses statistical tests to determine the relevance of history information considered for inclusion in state definitions.
Another approach is to replace states that do not make good Markovian states with states that do, by splitting those states. Gorniak [9] replaces the old state with new states by mining the recorded history and attaching history segments to each new state that yield better predictions. The replacement is accomplished by grouping sequences of actions such that the groups give as much information as possible about what action to take from the current state. Such groupings can be performed given the recorded history of action sequences that precedes the state as well as the actions that follow that state.
Using all of the preceding action sequences to determine new states will end up creating a large number of new states after splitting. Therefore, to overcome this problem, Gorniak [9] dynamically constructs attributes as sets of history segments with only a few values for each attribute. This approach considers only fixed-length history sequences in the recorded history that precede the state. Binary splits are made based on information the split yields about outgoing transitions, or actions. Using a method similar to building a decision tree, attributes are selected that generate the greatest information gain about the actions that led up to a state. The best split is determined from the information gain thresholds, the sum of the number of action instances, and the sequence length. One major problem in using such an approach is that explicitly retaining the observed history increases resource and memory cost. In addition, the length of the history sequence in the recorded history has to be determined ahead of time.
Instead of explicitly retaining the observed history and attaching the history segments to the new states, we take a much less costly method by storing only the relationships of previous states (the states that have a transition to the current state) to next states (the states that have a transition from the current state). This avoids retaining all action history. It also avoids trying to determine a length of the history to construct dynamic attributes. Although keeping all of the history might yield a better split, the relationship between the previous states and the next states is sufficient to make good splits without any overhead of resources and memory. Due to the lack of overhead in our model, the model is constructed on-line.
Model splitting method
Our method is somewhat similar to the model splitting method introduced by Brants [4] to derive Markov model structures from text corpora. A selected state is divided into two new states, and the two states adopt the description of the original single state. The transitions leading to the old state is redirected into two transitions leading to the two new states, and distributes the outputs from the old state between the two new states. The transition probabilities are transferred to the new states without changes. The outputs from the new states are the same as the original state but with different probabilities. The probabilities of these outputs are calculated with the additional information that is obtained by the maximum likelihood from the training corpus.
To determine a good split, Brants finds probability distributions resulting from potential splits that maximize the divergence. Due to the exponential growth of splits they use a greedy method to derive a local maximum instead of the global maximum. Out of all the possible states into which a state can be split, they extract two split states that maximize the divergence of their respective probability distribution. Then from these two extracted split states, they build two sets; each containing one of the two extracted split states. For all other states resulting from the split, they add them to whichever of the two sets yields the minimum divergence.
ONASI differs in two ways from this method. The first is, additional information other than what is stored in the state is not used. Secondly, the remaining split states are assigned using minimum entropy, in a manner that minimizes the impurity of the distribution instead of the divergence.
ONASI splitting algorithm
There are two thresholds that need to be met for a state to be selected for splitting. One threshold, V min , represents the minimum number of visits a state must visit, and the other threshold A max represents the maximum probability of the strongly preferred action (an outgoing transition or action that has a very high probability compared to the rest of the actions) from that state. If a state has two or more strongly preferred actions, the state is split into more specific states until each split state yields only one strongly preferred action. For example, let {0.05, 0.4, 0.45, 0.1} represent a probability distribution over actions taken from a given state. There are two strongly preferred actions in the above probability frequency of actions, with probabilities 0.4 and 0.45. A state also has to be visited a minimal number of times to be selected for splitting. By doing so, the effect of noisy data on the splitting decision is reduced. Therefore, if the number of visits to that state is greater than V min , and the highest probability for a next action is less than A max , then that state is considered as a candidate to be split.
Each state S that satisfies the thresholds is split into two similar states S 1 and S 2 . The split states S 1 and S 2 differ from each other by the unique path they contain from the previous states (state with a transition to the state S). By taking such an approach, implicitly history is included into each split state. The previous states are clustered into two sets, where each cluster of states consists of a subset of the previous states for a given split state. The clustering is done such that the two sets of states provide as much information as possible about the next action to take from the state S. A decision stump (decision tree of height one) is used to cluster the set of previous states. Measuring of how well a given state feature separates the previous states is done according to their target classifications (next action taken from the current state) by using the information gain [19] . The quality of the split is determined by the probability distribution of the next action from the current state. Therefore, the previous states are split according to an attribute (a feature describing the state) that gives the highest information gain. The following equation is used to calculate information gain: (2) where (3) The values of c in Eq. (3) represent the alternative next actions that can be chosen from the current state. The previous states are separated according to the values V i of the selected attribute. Let States(V i ) be the set of previous states with value V i . States(V h ) and States(V 2h ), two States(V i ) sets that have the highest and the second highest predictability out of all the States(V i ) are selected. By predictability here we refer to an outgoing action probability distribution that is heavily skewed toward the strongly preferred action. Starting with these two selected States(V i ), two sets are built, one of which contains previous states yielding distributions closer to States(V h ), the other one contains previous states yielding distributions closer to States(V 2h ). The rest of the States(V i ) are attached to one of the two sets by finding the combination that yields the minimum entropy (the lowest impurity). Each one of the sets will represent previous states for a split state. Figure 5 shows this process, which is the splitting algorithm for ONASI. After the BinarySplitState function in Figure 5 is executed, we check to see if the split states satisfy the two thresholds. If any one of the split states does not satisfy these values, then that state is split into two more states by repeating the above process. Let us look at the example depicted in Figure 6 . As shown, the current state S 1 is preceded by previous states P 1 , P 2 , and P 3 , and is followed by states N 1 and N 2 . The current state S 1 contains the relationships between the previous and next states shown in Table 4 : Column N 1 displays action a 2 taken from the previous states resulting in state N 1 and column N 2 displays action a 3 taken from the previous states resulting in state N 2 . For example, if the previous state is P 1 , the agent has executed action a 2 twice from the current state resulting in next state (N 1 ); and if the previous state is P 3 , the agent has executed action a 3 four times from the current state resulting in state N 2 . In this example, the threshold for the minimum number of visits V min is 10, and the threshold for the maximum next action probability A max is 0.6. Eq. (2) is used to obtain a state feature as the root node for the decision stump. After determining the attribute that yields the highest information gain, and separating the previous states into the attribute values V i , the decision stump is obtained as shown in Figure 7 . The feature 'number of gold' is selected as the root node with the highest information gain, and the previous states P 1 , P 2 , and P 3 are separated into 3 child nodes according to their respective feature values (0, 1, and 2). Each child node contains a distribution of the number of next actions taken. For example, [2, 1] means action a 2 was executed twice and action a 3 was executed once. From these distributions we determine that previous state P 3 has the highest predictability, and P 1 has the second highest predictability. The two split state clusters are formed, by adding previous state P 2 to either the cluster with state P 1 or P 3 , depending on which combination yields the lowest entropy. Combining P 2 with P 1 will yield an entropy of 0.97095 and combining P 2 with P 3 will yield an entropy of 1.069675. Since the former combination yields the lowest impurity, this is chosen.
Example
After the split, the split states look as shown in Figure 6 , along with the relationships to the previous and next states. Since the two split states satisfy both thresholds V min and A max , they are not considered for further splits.
Splitting algorithm results
To determine the effect of state splitting on performance and model size, the ONASI splitting algorithm is run on the Wumpus World data. There is a slight increase in the predictive accuracy when the splitting threshold (A max ) is between 0.44 and 0.5. The greatest increase is obtained when A max is 0.5. The accuracy decreases as A max increases beyond 0.5. Since there is no need to split a state if A max is greater than 0.5 (which means there is a strongly preferred action with a high probability), the accuracy decreases as A max increases beyond 0.5. The number of states increases with the number of splits and the splitting threshold. Figures 8 and 9 show the effect on the performance and the model size, respectively. 
Merging

The problem
When building a model of the agent's strategies, every specific detail about the state and action of the agent must be taken into account. This is critical especially if there is only a small amount of data that is available. However, as more data is gathered and states are visited more often, it is not so critical to keep such detailed states. To control the size of the model, states can be merged, by clustering them according to similar state features. This decision operates under the assumption that similar states will yield similar action predictions. Often a Markov model contains several very similar states. In some cases, the action most often selected from similar states is different, due in part to the histories that led to the states. In other cases, however, similar states do yield similar action selections. In such cases, we could generalize states by merging these states on the basis of certain similarities in state features.
With the slight improvement of predictive accuracy that results from splitting states, there was a subsequent increase in the size of the model. If each state is split to take history into account for the purpose of generating greater predictive accuracy, there is a tendency for the model to grow exponentially. The number of possible states is calculated by multiplying all the values each feature contains, as shown in Eq. (4). To yield better predictive accuracy, a state (or a split state) can be split to a maximum number of N states, where N is the number of actions the agent executes. This will lead the model to grow exponentially. An approach must be implemented to reduce the size of the model. Therefore, to compensate for the cost of the increased number of states, states are selectively chosen and merged. Merging states reduces the resource costs of the approach, and also reduces the amount of training data that is necessary to yield accurate predictions. The goal is to merge states such that the model reduces in size, but does not decrease in the predictive accuracy.
Prior work on merging
There has been research performed by the community on model merging to generalize the states in a model. One approach is called "best-first model merging," which is a technique for dynamically choosing the structure of a related architecture while avoiding over fitting [16] . This technique was also introduced to induce models for regular languages from a few samples [20] , and has been adapted to natural language models [2, 3] . The process starts with a large specific model consistent with the training data and successively combines states to build a smaller and more general model. Brants [4] also uses this technique for inducing model parameters for Markov models from a text corpus. Here, Brants groups words from the text corpora into categories using the model merging technique.
The model merging technique induces Markov models as follows. There is one path in the model for each utterance in the corpus and each path is used by one utterance only. Each path is assigned the same probability. The states of the model are merged successively by selecting two similar states. These two states are removed from the model and are replaced with a new merged state. The transitions from and to the two similar states are directed to the new state by adjusting the transition probabilities to maximize the likelihood of the corpus. The criteria for merging states is based on the probability of the Markov model generating the training data. That is, out of all the possible merges, the merge that results in the minimal change of the probability is selected. The amount of time needed to use the above method is O(n 4 ), where n is the length of the training corpus. The model merging method merges states that are similar due to the redundancy of similar states created by each path in the model. Our model may contain similar states, but only due to ONASI's state splitting algorithm. Merging such states is not going to help; this type of merge will just create a cycle of model adjustments. Instead, we pick states that are similar in their feature description as well as the outgoing action probability distributions. By doing so, the predictive accuracy would be decreased. Also, instead of merging only two states at a time, the states are separated into clusters of states and all the states in the same cluster are merged together. This avoids the large computation cost inherent in the best-first model merging technique. The selection of states to merge is implemented according to the following conditions:
1. Select pairs of states that share some of the feature values. 2. Select pairs of states that contain the same preferred next action. We execute the merge process every α number of ONASI games.
Merging algorithm
The merging algorithm induces a Markov model in the following way. Each state in the model is assigned a target attribute (classification), which is defined as the action executed from the corresponding state with the highest probability (the strongly preferred action). If the probability of the strongly preferred action is above the merging threshold M min , then the state is selected as a candidate to be merged with another state. The effect that noisy data may have on a state is offset, by selecting a state that has a high probability for the strongly preferred action. Once the states are selected that satisfies M min , these states are clustered using a decision tree learning algorithm. The specifications for the learning algorithm based on the Markov model are as follows:
1. Examples: States that are selected to be merged 2. Attributes: Features comprising the state description 3. Target Attribute: Action that has the highest probability A decision tree learning algorithm is used because it is one of the most widely used and practical methods for inductive inference. This method for approximating discrete-valued target functions is robust in the presence of noisy data. Since ONASI uses decision tree learning for approximating discrete-valued functions, a high value must be selected for the merging threshold to classify the states correctly. The algorithm is used to create clusters of states instead of outputting the generated decision tree. Keeping a high merging threshold M min minimizes the decrease in the predictive accuracy, which prevents the wait until sufficient amount of data is available to merge states.
By using the features included in the state representation, the attributes for the training data are created. From a list of these attributes and the set of states as training examples, ONASI uses the ID3 algorithm [17] to separate the states into good clusters. Terminating the recursion of the algorithm is based on two decisions: either all the states have the same target attributes, or nodes cannot be further split (all attributes have been used).
ModelMerging(Model)
Model is the Let us look at an example depicted in Figure 12 . In this example, M min is equal to 0.75, which means states S 1 and S 2 satisfy the merging threshold. The target attribute for both states is action a 1 , the action with the highest probability. As displayed in Figure  12 , the merging of states S 1 and S 2 is performed as follows. The transitions from and to the current states S 1 and S 2 are redirected to the merged state S with the probability frequency recalculated accordingly.
Example
Experimental results
The ONASI algorithm with state merging on the Wumpus World data is run to determine the effect of the refinements on performance. The accuracy of prediction stays mostly unchanged with slight changes in some cases. The slight changes were due to the merging point α that was selected. As shown, there is a fluctuation in the accuracy and the number of states, when the merging threshold M min is 0.5. When merging states, we need to consider states that have a high probability for their strongly preferred action. When M min is 0.5, states may be considered for merging that do not have a strongly preferred action with a large corresponding probability (for example, states with an action probability of 0.51). As a result, if the merging threshold is too low, ONASI may generate predictions based on noise. There is a drastic reduction in the number of states in the model. There is approximately a 50% reduction in the number of states in the model. Figures 13 and 14 display the predictive accuracy and the increase in model size, respectively. 
Splitting and merging combined
We combine the splitting algorithm and merging algorithm and use the final ONASI algorithm to determine the performance that can result from these enhancements. By combining both, the best results are obtained, where splitting states provides a slightly better predictive accuracy than the original model, and merging of states decreases the number of states.
The drawbacks of each splitting and merging are resolved by combining them. In splitting states the draw back was the increase in the number of states. By merging states, we address this problem. From the experimental results we obtain the best model when the splitting threshold A min is 0.5 and the merging threshold M min is 0.9.
We wish to determine if the difference in performance between the original model and refined model used by ONASI is statistically significant. A one sided, upper tailed, matched-pairs T-test is selected to perform this determination.
To show that the improved model yields a better predictive accuracy, we consider the relative performance of these two models averaged over all the training sets of size 1,900 games that might be drawn from the data set. Using the data set of 2,000 games to compare the predictive accuracy of the two models, this data set D is divided into a training set D train (1,900 games) and a disjoint test set D test (100 games). The training set is used to train both models, and the test data is used to compare the two accuracies.
Using the matched-pairs T-test and n-fold cross validation with n=20, our null hypothesis is described as the mean of the difference between the initial model and the improved model. A sample mean of 3.99 and a standard deviation of 0.672 are obtained.
The test statistic value that was obtained was 26.6 with 19 degrees of freedom. The probability of this result, assuming the null hypothesis, is less than 0.0001. Therefore we reject the null hypothesis and conclude that we have empirical evidence to support our research hypothesis that the improved model has significant predictive accuracies with respect to the initial model, with a risk of a Type-I error that is less than 0.0001.
Conclusions
In this research, we have concerned ourselves with deriving a scalable Markov model of the agent's behavior only from the observations, without incorporating the application details or the agent's goals into the model. Our approach was tested by creating a software agent to play a game called the Wumpus world. Our ONASI algorithm is designed to build a model using just observed agent actions. The ONASI algorithm was very successful in building the initial model in the Wumpus world domain. The initial model was very fast to learn with a predictive accuracy of 88.97%. We conclude that as we include more features, the better our model becomes. To improve the model, the previous action the agent executed was included into the current state of the model. Doing so, there was an increase of the prediction accuracy to 92.77%, but it increased the size of the model as well.
ONASI is enhanced once more to split states to include history when making predictions from a state. We show that only the relationship between the previous states and the next states is necessary in making good splits. This avoids unnecessary resource overheads incurred by retaining the complete action history. Although we expected a large increase in the predictive accuracy, there was only a slight increase. This was due to the domain and the strategies the software agent performed. Implementing a software agent that uses a lengthy history in making decisions would further increase the predictive accuracy.
Including the previous action in the state representation and adding split states resulted in an increase in the model size. Therefore, ONASI selectively chooses states to merge. Clustering states with similarities performs the selecting of states. A drastic drop in the model size was observed, keeping the predictive accuracy mostly unchanged.
Something important to notice about the ONASI algorithm is when building the initial model there should be a facility to extract local information from the observation in such a domain. For example, we took the adjacent four locations (plus the current location) of the agent as the local environment, where in some domains the adjacent eight locations define the local environment. There is a need to establish the meaning of the local environment especially when the global environment is not visible. Another important note is that in specific domains, other applications might do better than ONASI due to the knowledge of the domain incorporated into the application. However, in domains where the specific details are not completely known, ONASI algorithm would perform well. Overall, we conclude that ONASI is an effective and scalable tool for modeling an agent's behavior.
We hope to apply the ONASI algorithm to detect behavior patterns in humans, not only in the Wumpus world domain, but also in other domains. There remains also some analysis left to do in the comparison of ONASI to other models. In the future, we hope ONASI will help user modeling in areas such as profiling user behaviors, as well as in military areas where behavior of the enemy can be modeled in an unknown battle terrain.
