Universal Tutte polynomial by Bernardi, Olivier et al.
UNIVERSAL TUTTE POLYNOMIAL
OLIVIER BERNARDI, TAMA´S KA´LMA´N, ALEXANDER POSTNIKOV
Abstract. The Tutte polynomial is a well-studied invariant of graphs and
matroids. We first extend the Tutte polynomial from graphs to hypergraphs,
and more generally from matroids to polymatroids, as a two-variable polyno-
mial. Our definition is related to previous works of Cameron and Fink and
of Ka´lma´n and Postnikov. We then define the universal Tutte polynomial
Tn, which is a polynomial of degree n in 2 + (2n − 1) variables that special-
izes to the Tutte polynomials of all polymatroids (hence all matroids) on a
ground set with n elements. The universal polynomial Tn admits three kinds
of symmetries: translation invariance, Sn-invariance, and duality.
1. Introduction
The Tutte polynomial TM (x, y) is an important invariant of a matroid M . For a
graphical matroid MG associated to a graph G, the Tutte polynomial TG(x, y) :=
TMG(x, y) specializes to many classical graph invariants, such as the chromatic poly-
nomial, the flow polynomial, the reliability polynomial etc. The Tutte polynomial
and its various evaluations were studied in the context of statistical physics (par-
tition functions of the Ising and Potts models), knot theory (Jones and Kauffman
polynomials), and many other areas of mathematics and physics. There is a vast
literature on the Tutte polynomial; see for instance [Bol, Chapter 10] or [EM] for
an introduction and references.
This paper contains two main contributions to the theory of the Tutte polyno-
mial. The first is an extension of the Tutte polynomial, from the class of matroids
to that of polymatroids. Our notion is related to previous works of Ka´lma´n and
Postnikov [Pos, Kal, KP] and of Cameron and Fink [CF]. The second contribution
is the definition of the universal Tutte polynomial Tn, which is a polynomial in x,
y, and 2n − 1 additional variables zI indexed by the non-empty subsets I of [n].
This polynomial specializes to the Tutte polynomials of all polymatroids (hence all
matroids) on a ground set with n elements. The polynomial Tn admits three kinds
of symmetries: translation-invariance, Sn-invariance, and duality.
Let us mention here that our definition of the Tutte polynomial of a polyma-
troid does not appear to be directly related to other, known extensions of the Tutte
polynomial to the polymatroid (or hypergraph) setting, such as the one defined by
Helgason [Hel] (see also [Sta3, Whi]). In fact, it is an open question whether there
exists a relation between our Tutte polynomial and the chromatic polynomial of
a hypergraph as defined in [Ber], or the ‘basic invariant’ defined in [AA, AKT]).
See Section 18.3 for a more thorough discussion. We also note that our universal
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Tutte polynomial Tn is not directly related to the “multivariate” Tutte polynomi-
als of [BR, Zas, ET] or [Sok], which all satisfy linear deletion-contraction recur-
rences. Rather, Tn is a two-variable refinement of the “Ehrhart-type” polynomial
of [Pos], counting lattice points in generalized permutahedra. It gives a polynomial
parametrization of the Tutte polynomials of all the polymatroids on the ground set
[n] in terms of their rank functions.
A Tutte polynomial for polymatroids. Recall that a matroid over a ground set
[n] can be defined in terms of its set of bases, which is a subset of {0, 1}n satisfying
the exchange axiom. Similarly, an integer polymatroid can be defined in terms of
its set of bases, which is a finite subset of Zn satisfying the appropriate version of
the exchange axiom; see Section 3 for a precise definition1. Polymatroids are an
abstraction of hypergraphs in the same manner as matroids are an abstraction of
graphs. Indeed, for any graph G the spanning trees of G are the bases of a matroid,
and similarly the set of spanning hypertrees of any hypergraph is the set of bases
of a polymatroid (see Section 14 for definitions and [Tut3] for a proof). Hence any
polymatroid invariant automatically gives a hypergraph invariant.
It is natural to attempt to generalize the Tutte polynomial from matroids to
polymatroids using the notions of internal and external activity. Recall that the
original definition of the Tutte polynomial of a matroid M [Cr2, Tut2] uses the
notion of internal activity int(B) and external activity ext(B) of a basis B of the
matroid M , with respect to some total ordering of the ground set. These definitions
are recalled in Section 2. The Tutte polynomial is then given by the sum
TM (x, y) :=
∑
B : basis of M
xint(B) yext(B).
A remarkable feature of this definition is that, although the activities of each basis
depend on the ordering of the ground set, the sum TM (x, y) is invariant under
reordering.
Motivated by the study of the Homfly polynomial, which is an important invari-
ant in knot theory, Ka´lma´n [Kal] extended the notions of activity to the setting of
polymatroids and used them to define two invariants called interior and exterior
polynomial. Precisely, for a polymatroid P , the interior polynomial and exterior
polynomial of P are equivalent (via a change of variables) to the sums
JP (x) :=
∑
a : basis of P
xint(a) and EP (y) :=
∑
a : basis of P
yext(a),
respectively, where int(a) and ext(a) are the internal and external activities, re-
spectively, of a (see Section 4 for the definitions).
It was shown in [Kal] that, although the activities int(a) and ext(a) depend on
the natural ordering of the ground set, the interior and exterior polynomials (in
analogy to TM above) are independent of this ordering. We refer to this property
as Sn-invariance, where Sn is the symmetric group acting on the ground set [n].
However, somewhat disappointingly, the two-variable polynomial
(1)
∑
a : basis of P
xint(a) yext(a)
1In this paper we take a polymatroid to mean what is usually called the set of bases of an
integer polymatroid. That is, our polymatroids are subsets of Zn, whose elements are called
bases.
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is not Sn-invariant for a general polymatroid, even though this is the case for
matroids.
A second proof of Sn-invariance for the polynomials JP and EP is given in [KP]
using a “point-counting” perspective. Let us denote by P = conv(P ) the con-
vex hull of P , which is classically known as the base polytope of the polymatroid
P . It is shown in [KP] that JP and EP can be obtained via a certain binomial
transformation from the Ehrhart-style functions (in fact, polynomials)
f(s) := |(P + s∇) ∩ Zn| and g(t) := |(P + t∆) ∩ Zn|,
respectively, that count numbers of lattice points in Minkowski sums of P with
scaled simplices. Here ∆ = conv(e1, . . . , en) ⊂ Rn is the standard coordinate
(n− 1)-simplex and ∇ = −∆. The obvious Sn-invariance of the polynomials f and
g implies the Sn-invariance of the polynomials JP and EP .
Cameron and Fink [CF] combined f and g and defined a two-variable invariant
Q′P (x, y) of a polymatroid P via a binomial transformation of the two-variable
Ehrhart-style polynomial
QP (s, t) = |(P + s∇+ t∆) ∩ Zn|.
The Sn-invariance of QP (s, t) and Q′P (x, y) is clear from the definitions. Moreover,
it is shown in [CF] that the invariant Q′P is equivalent (up to a change of variables)
to the Tutte polynomial TP in the case when P is a matroid.
In the present paper, we take a different route and define the polymatroid Tutte
polynomial TP (x, y) in terms of internal and external activities, as the following
sum over elements (bases) of a polymatroid P :
(2) TP (x, y) :=
∑
a : basis of P
xoi(a)yoe(a)(x+ y − 1)ie(a),
where oi(a) is the number of ground set elements (to which we will also refer as
indices) that are “only internally” active, but not externally active, with respect
to a basis a ∈ P ; the quantity oe(a) is the number of indices which are “only
externally” active, but not internally active with respect to a; and ie(a) is the
number of indices which are both “internally and externally” active. That is, what
would have been (xy)ie(a) in (1) is replaced with (x+ y − 1)ie(a). In Section 10 we
show that this suffices to achieve the desired Sn-invariance.
We stress that the notion of activity in (2) is the same as in [Kal] and above. In
Section 5 we show that when the polymatroid P is a matroid, then the polynomial
TP (x, y) is related to the classical Tutte polynomial TP (x, y) by a simple change of
variables. It is also clear from the definition that the polymatroid Tutte polynomial
satisfies the duality relation
T−P (x, y) = TP (y, x).
We establish several properties of TP such as interpretation for various spe-
cializations, and information on coefficients (see Propositions 4.11 and 5.4). In
particular we give a formula for the top coefficients of TP and show that it implies
and extend the so-called Brylawski identities [Bry] (as well as Gordon’s identity
[Gor]) for the classical Tutte polynomial of matroids.
As we show in Section 13, our polymatroid Tutte polynomial TP (x, y) is es-
sentially the same as Cameron–Fink’s polynomial Q′P (x, y). However, we believe
that the construction of TP (x, y) is more straightforward, since it does not require
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computing Ehrhart-style polynomials and applying binomial transformations.
We give a second expression for the polymatroid Tutte polynomial TP (x, y)
in Section 10. This is the polymatroid analogue of the classical definition of the
Tutte polynomial as the generating function of subsets of the ground set counted
according to their corank and nullity. Namely, for a polymatroid P ⊂ Zn, we show
that TP (x, y) is equivalent (up to a change of variables) to the weighted sum
T˜P (u, v) :=
∑
c∈Zn
wtP (c).
Here the weight wtP (c) of an arbitrary lattice point c ∈ Zn is defined in terms of the
Manhattan distance d1(P, c) between the polymatroid P and c, and a splitting of
this Manhattan distance into two summands d1(P, c) = d
>
1 (P, c) + d
<
1 (P, c). Then
we have wtP (c) := u
d>1 (P,c) vd
<
1 (P,c).
This second expression of TP (x, y), through T˜P , has the advantage of being
explicitly Sn-invariant. Since TP (x, y) specializes to the interior and exterior poly-
nomials, our result gives an alternative proof of the Sn-invariance of those as well.
The proof of the equivalence between the two expressions of TP relies on a de-
composition of the lattice Zn into cones indexed by the bases of P . This cone
decomposition is the polymatroid analogue of another classical result about ma-
troids. Namely, it generalizes the decomposition due to Crapo [Cr2] of the Boolean
lattice (2[n],⊆) into intervals indexed by the bases of a matroid.
We also give two additional formulas for TP (x, y) in terms of shadows of poly-
matroids; see Section 11. For matroids, these recover known expressions due to
Gordon and Traldi [GT] for the Tutte polynomial as sums over either independent
sets or spanning sets of the matroid.
A universal Tutte polynomial. The second main contribution of the present
paper is to define the universal Tutte polynomial Tn for every positive integer n.
This is a polynomial in the variables x, y, and the 2n − 1 variables zI indexed
by the nonempty subsets I of [n]. It parametrizes the Tutte polynomials of all
polymatroids defined on the ground set [n]. More precisely, to a polymatroid P
one can associate its rank function f (which is the function f : 2[n] → Z defined
by f(I) = max{∑i∈I ai | (a1, . . . , an) ∈ P }), and the Tutte polynomial TP (x, y)
is obtained from Tn by setting zI = f(I) for all nonempty sets I ⊆ [n]. As we
recall in Section 3.2, the rank functions of polymatroids are exactly the submodular
functions with values in Z.
The universal Tutte polynomial Tn has total degree n, and (n − 1)!Tn has
integer coefficients. It admits three kinds of symmetries: translation-invariance,
Sn-invariance and duality.
We give an explicit formula for Tn in Section 7. The expression involves the
draconian sequences introduced in [Pos] for the enumeration of lattice points of
generalized permutohedra. In fact, the proof of the formula is based on the fact
that the base polytope P = conv(P ) of a polymatroid P (and hence each of its
faces) is a generalized permutohedron.
As we explain in Section 15, the explicit formula for Tn has a nice combinatorial
interpretation when applied in the context of (a class of) hypergraphical polyma-
troids. This allows us to compute the polymatroid Tutte polynomials of graphical
zonotopes in Section 16. Namely, we show that when P is the polymatroid whose
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bases are the lattice points of the zonotope associated to a graph G, then the
polymatroid Tutte polynomial TP (x, y) is a specialization of the classical Tutte
polynomial TG(x, y) associated to G.
Outline of the paper. In Section 2 we recall some classical definitions about
matroids and the Tutte polynomial. In Section 3 we recall some background def-
initions about polymatroids. In Section 4 we define, for each polymatroid P , the
polymatroid Tutte polynomial TP (x, y), and state some of its properties. Our def-
inition is a polymatroid analogue of the definition of the classical Tutte polynomial
in terms of activities. In Section 5 we spell out the relation, for a matroid, between
its polymatroid Tutte polynomial and its classical Tutte polynomial. In Section 6
we define, for each natural number n, the universal Tutte polynomial Tn which is
a polynomial parametrizing the Tutte polynomials of every polymatroid in Zn. In
Section 7 we give an explicit expression for Tn. In Section 8 we gather the proofs
of some basic facts about activities and some properties of the polymatroid Tutte
polynomial such as Brylawski’s identities.
Up to this point in the article, the focus is on the notions of internal and external
activity. The next five sections deal with some decompositions of the lattice Zn,
and an Sn-invariant definition of the polymatroid Tutte polynomial. In Section 9
we define, for a polymatroid in Zn, a canonical decomposition of the lattice Zn into
cones. In Section 10 we use the cone decomposition of Zn to give the polymatroid
analogue of the corank-nullity definition of the classical Tutte polynomial. It comes
in the form of another characterization of the polymatroid Tutte polynomial as
a sum over elements of Zn. In Section 11 we give two other descriptions of the
polymatroid Tutte polynomial TP which are halfway between the expression in
Section 4 and the expression in Section 10. These additional characterizations are
based on some refined cone decompositions of Zn which we study in Section 12. In
Section 13 we explain the relation between the polymatroid Tutte polynomial and
the polymatroid invariant defined by Cameron and Fink [CF].
For the rest of the paper we turn our attention to polymatroids associated to
hypergraphs. In Section 14 we recall some background on hypergraphs and the
associated polymatroids. In Section 15 we use the explicit formula of Tn to give
another combinatorial formula for the Tutte polynomial of a large class of hyper-
graphical polymatroids. This class does not contain graphical matroids but it does
contain the class of graphical zonotopes. In Section 16 we compute the polyma-
troid Tutte polynomials of graphical zonotopes and show a relation with the Tutte
polynomials of the associated graphs. In Section 17 we consider a certain trunca-
tion of the polymatroid Tutte polynomial and study its properties in the context
of hypergraphs.
We conclude with some open questions in Section 18.
Notation. Throughout the paper we use the following notation. For a positive
integer n, we let [n] = {1, . . . , n}. The set of all subsets of [n] is denoted by 2[n].
The set of permutations of [n] is denoted by Sn. We use the symbol
⊎
to indicate
the disjoint union of sets. We denote by e1, . . . , en the elements of the canonical
basis of Rn. Lastly, for a point x ∈ Rn, we denote by xi the i’th coordinate of x,
so that x =
∑n
i=1 xi ei.
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2. Background: Tutte polynomials of matroids
In this section we recall the notion of a matroid, and the definition of the Tutte
polynomial in terms of internal and external activities. We fix a positive integer n
throughout the section.
Definition 2.1. A matroid M on the ground set [n] is a non-empty subset of 2[n]
(whose elements are called bases) satisfying the following condition:
Basis Exchange Axiom. For any two bases A,B ∈ M and any i ∈ A \ B, there
exists j ∈ B \A such that both (A \ {i}) ∪ {j} and (B \ {j}) ∪ {i} are bases of M .
The Basis Exchange Axiom implies that the bases of M all have the same car-
dinality. This value is called the rank of M .
Remark 2.2. In the above definition we identify the matroid with its set of bases.
Note also that the Basis Exchange Axiom is given in its “strong version;” this
is known to be equivalent to the “weaker version” which only states that for all
A,B ∈M and all i ∈ A \B, there exists j ∈ B \A such that (A \ {i}) ∪ {j} ∈M .
Recall that any graph G has an associated matroid MG. Namely, for a connected
graph G with edge set E = {e1, . . . , en} indexed by [n], the bases of the matroid
MG correspond to the spanning trees of G. Precisely, A ⊆ [n] is a basis of MG if
and only if { ei | i ∈ A } is the edge set of a spanning tree of G. For a non-connected
graph G, the matroid MG is defined similarly but considering the maximal spanning
forests of G (consisting of one spanning tree in each connected component of G)
instead of the spanning trees. A matroid obtained in this manner is called graphical.
Definition 2.3. Let M be a matroid on the ground set [n], and let A ∈ M be a
basis of M . An element i ∈ A is called internally active if there is no j < i such
that (A \ {i}) ∪ {j} is a basis of M . Let IntM (A) ⊆ A denote the set of internally
active elements with respect to the basis A.
An element i ∈ [n] \ A is called externally active if there is no j < i such that
(A∪ {i}) \ {j} is a basis of M . Let ExtM (A) ⊆ [n] \A denote the set of externally
active elements with respect to the basis A.
Remark 2.4. The definitions of activity are sometimes presented in terms of the
fundamental cycle or cocycle of an element i ∈ [n], with respect to a basis A.
Namely, an element i /∈ A (resp., i ∈ A) is called active if i is the smallest element
in the unique cycle of A ∪ {i} (resp. unique cocycle of ([n] \A)∪ {i}). It is easy to
see that this is equivalent to Definition 2.3.
Definition 2.5. The Tutte polynomial TM (x, y) of the matroid M is the following
sum over all bases A of M :
TM (x, y) =
∑
A∈M
x|IntM (A)| y|ExtM (A)|.
Example 2.6. Consider the graph G of Figure 1 and identify the set of its edges
with the set [6] as shown. The bases of the graphical matroid M = MG associated
to G correspond to the 11 spanning trees of G. With respect to the spanning
tree A indicated in the figure, the internally active edges are 4 and 5, and the
unique externally active edge is 1. Thus, A contributes x2y to the Tutte polynomial
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1
2
3
4
5
6
Figure 1. A graph with a spanning tree.
TM (x, y). After computing and adding the other 10 contributions, one finds
TM (x, y) =
 y2+y +2xy +x2y
+x +2x2 +2x3 +x4
 .
Clearly, the notions of internally and externally active elements depend on the
ordering of the ground set [n] of the matroid M . However, as we now recall, the
Tutte polynomial TM (x, y) is invariant under reordering the ground set. More
precisely, let us consider the reordering induced by a permutation w ∈ Sn. The
permutation w acts on the power set 2[n] as well, and gives a new matroid w(M).
Tutte established the following classical result for graphs, which was later extended
to matroids by Crapo.
Theorem 2.7 ([Tut2, Cr2]). For any matroid M ⊆ 2[n] and any permutation
w ∈ Sn, we have
TM (x, y) = Tw(M)(x, y).
Lastly, we recall the other (equivalent) characterization of the Tutte polynomial
of a matroid M ⊆ 2[n]:
(3) TM (x, y) =
∑
S⊆[n]
(x− 1)cork(S)(y − 1)null(S),
where the corank cork(S) of a subset S is the minimal number of elements one
needs to add to S in order to obtain a set S+ containing a basis of M , and the
nullity null(S) is the minimal number of elements one needs to delete from S in
order to obtain a set S− contained in a basis of M .
3. Background: polymatroids
Polymatroids, introduced by Edmonds [Edm], are a generalization of matroids.
In this paper we will restrict our attention to so-called integer polymatroids, and
simply call them polymatroids. There are several alternative ways to define and view
polymatroids: as M -convex sets P ⊂ Zn, as submodular functions f : 2[n] → Z, and
as the class of polytopes P ⊂ Rn called (integer) generalized permutohedra. We
now review these three perspectives in order, and then we introduce polymatroid
duality and the generalized Ehrhart polynomial.
3.1. M-convexity. Fix a positive integer n, and recall that e1, . . . , en denotes the
canonical basis of Rn.
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Definition 3.1. An M-convex set is any subset P ⊂ Zn that satisfies:
Exchange Axiom. For any a = (a1, . . . , an),b = (b1, . . . , bn) ∈ P , and any i ∈ [n]
such that ai > bi, there exists j ∈ [n] such that aj < bj and both a − ei + ej and
b + ei − ej belong to P .
A polymatroid is a finite nonempty M-convex set. The elements of such a set are
called the bases of the polymatroid.
The Exchange Axiom implies that any M-convex set belongs to an affine hyper-
plane {x1 + · · · + xn = c }, for some constant c ∈ Z. The constant c is called the
level of P and is denoted by level(P ). It is also clear that adding the same vector
to each element of an M-convex set yields another M-convex set.
Remark 3.2. Everywhere in this paper the term “polymatroid” stands for a sub-
set of Zn (something that may be called “integer polymatroid” elsewhere). On the
other hand, our polymatroids are slightly more general than Edmonds’ original no-
tion [Edm] in that Edmonds’ polymatroids belong to the positive orthant Rn≥0. We
do not need this condition, so we omitted it in order to simplify the notation. Since
our constructions are all translation-invariant, the reader who prefers polymatroids
to belong to the positive orthant may assume so without loss of generality.
Remark 3.3. (Matroids as polymatroids) Let M ⊆ 2[n] be a matroid (viewed as
the collection of its bases as in Section 2). By identifying each subset B ⊆ [n]
with the vector b =
∑
i∈B ei ∈ {0, 1}n, it is clear that any matroid M yields a
polymatroid P (M) := {b | B ∈ M }. This shows that matroids with ground set
[n] are in bijection with polymatroids contained in {0, 1}n.
3.2. Submodular functions. We use [Edm] and [Sch, chapter 44] as general ref-
erences for results mentioned in this subsection.
Definition 3.4. A function f : 2[n] → R is submodular if f(∅) = 0 and, for any
subsets I, J ⊆ [n], we have
(4) f(I) + f(J) ≥ f(I ∪ J) + f(I ∩ J).
Polymatroids P ⊂ Zn bijective with integer submodular functions f : 2[n] → Z.
Indeed, for a polymatroid P ⊂ Zn, the rank function f = fP of P , defined by
f(I) = max
a∈P
∑
i∈I
ai
for all I ⊆ [n], is a submodular function. Conversely, for an integer submodular
function f : 2[n] → Z, the associated polymatroid P = Pf is given by
Pf :=
x ∈ Zn
∣∣∣∣ ∑
i∈I
xi ≤ f(I) for any subset I ⊆ [n], and
∑
i∈[n]
xi = f([n])
 .
The same scheme applies to infinite M-convex sets, which correspond to submod-
ular functions that may take ∞ as a value. Note that if we translate the M-convex
set P by a vector v ∈ Zn, then its rank function f = fP shifts by the function
I 7→∑i∈I vi (which satisfies (4) with equality).
Remark 3.5 (Rank functions of matroids). The rank function f : 2[n] → Z of a
matroid M ⊆ 2[n] is usually defined to associate, to a subset I ⊆ [n], the maximal
cardinality of an intersection of I with a basis of M . This is equal to the rank
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function of the associated polymatroid P (M) ⊂ Zn. In fact, from the point of view
of rank functions, matroids correspond to polymatroids such that the rank function
f satisfies 0 ≤ f(I) ≤ f(I ∪ {i}) ≤ f(I) + 1 for any I ⊆ [n] and any i ∈ [n].
3.3. Generalized permutohedra. We mention two definitions below; for the
proof of their equivalence, and several other alternative characterizations of gener-
alized permutohedra, see [PRW, Theorem 15.3].
Definition 3.6. [Pos, Section 6] A generalized permutohedron is a convex polytope
P in Rn such that every edge of P is parallel to a vector of the form ei − ej for
some i, j ∈ [n] (where, as usual, e1, . . . , en denotes the canonical basis of Rn).
Equivalently, a generalized permutohedron is a polytope in Rn whose normal
fan is a coarsening of the Coxeter fan, that is, the normal fan of the standard
permutohedron Πn := conv{ (w(1), . . . , w(n)) | w ∈ Sn } ⊂ Rn.
To any matroid M ⊆ 2[n] one can associate the matroid polytope (also known as
matroid base polytope)
P(M) := conv
{∑
i∈B
ei
∣∣∣∣ B ∈M
}
⊂ Rn.
In [GGMS], Gelfand, Goresky, MacPherson and Serganova give the following char-
acterization of matroid polytopes.
Theorem 3.7. [GGMS] A polytope P ⊂ Rn, whose vertices all belong to the set
{0, 1}n, is a matroid polytope P(M) of some matroid M if and only if every edge
of P is parallel to a vector of the form ei − ej.
Clearly, Definition 3.6 of generalized permutohedra is an extension of this char-
acterization of matroid polytopes. Thus every matroid polytope is a generalized
permutohedron. Moreover, matroid polytopes are exactly the generalized permu-
tohedra whose vertices belong to the set {0, 1}n.
Generalized permutohedra P ⊂ Rn can also be described by inequalities, namely
P = Pf :=
x ∈ Rn
∣∣∣∣ ∑
i∈I
xi ≤ f(I) for all I ⊆ [n], and
∑
i∈[n]
xi = f([n])
 ,
where f : 2[n] → R is a submodular function. This gives a one-to-one correspon-
dence between generalized permutohedra and R-valued submodular functions.
A generalized permutohedron P is integer if all its vertices lie in Zn, or, equiva-
lently, if the corresponding submodular function f is integer-valued. Integer gener-
alized permutohedra P ⊂ Rn are in a one-to-one correspondence with polymatroids
P ⊂ Zn. The correspondence is simply given by
P = P ∩ Zn and, conversely, P = conv(P ).
Remark 3.8 (Polymatroids and Minkowski sums). Recall that the Minkowski sum
of two subsets A,B of Rn is defined as
A+ B = {a + b | a ∈ A, b ∈ B }.
It is easy to see that the class of generalized permutohedra in Rn is closed under
taking Minkowski sums. Indeed, for two submodular functions f, g : 2[n] → Z, the
function f + g is clearly submodular, and hence the Minkowski sum Pf + Pg of
the associated generalized permutohedra is the generalized permutohedron Pf+g.
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Although it is less trivial, the identity also holds at the level of polymatroids : the
Minkowski sum Pf+Pg of the polymatroids associated to f and g is the polymatroid
Pf+g. Hence, the class of polymatroids in Zn is closed under Minkowski sums.
x1
x2
x3
(0, 0, 4)
Figure 2. A polymatroid (with bases indicated by large dots) in Z3.
Example 3.9. Figure 2 shows a polymatroid P ⊂ Z3 which has 11 bases. The
rank function f : 2[3] → Z of P is given by f(123) = f(12) = f(13) = f(23) = 4,
f(1) = 2, f(2) = 3, f(3) = 4, and f(∅) = 0. (Here 123 is an abbreviation for
{1, 2, 3}, etc.) The polymatroid PH lies in the plane x1 + x2 + x3 = 4, and is given
by the inequalities 0 ≤ x1 ≤ 2, 0 ≤ x2 ≤ 3, 0 ≤ x3 ≤ 4. Note that the three
non-negativity constraints are equivalent to upper bounds, by values of the rank
function given above, on the three possible sums of two coordinates.
The convex hull P = conv(P ) ⊂ R3 is a generalized permutohedron. Indeed,
every edge of P is parallel to a vector of the form ei − ej . Notice that P can be
expressed as a Minkowski sum of coordinate simplices ∆I := conv{ ei | i ∈ I }
(which are themselves generalized permutohedra) as follows:
P = ∆13 + 2∆23 + ∆123.
3.4. Polymatroid duality. Given a matroid M with ground set [n], the dual
matroid is
M∗ = { [n] \A | A ∈M }.
In other words, the bases of M∗ are the complements of the bases of M . It is clear
from the definitions that for any polymatroid P ⊂ Zn, the set
−P := { (−x1, . . . ,−xn) | (x1, . . . , xn) ∈ P }
is a polymatroid. We call −P the dual of P . Note that there is a slight discrepancy
between the notions of duality for matroids and polymatroids. Indeed, the poly-
matroid P (M∗) is obtained from the polymatroid −P (M) by translating it by the
vector (1, 1, . . . , 1). We will ignore this issue because, as we will see below, there is
very little difference for us between a polymatroid and its translates.
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3.5. Generalized Ehrhart polynomial. It turns out that the number of bases
|P | of a polymatroid P = Pf or, equivalently, the number of integer lattice points
|P ∩Zn| of an integer generalized permutohedron P = Pf , is a polynomial function
of the values (f(I))I⊆[n] of its rank function f . This fact follows from a general result
of Brion [Bri] about lattice points of polytopes, as explained in [Pos, Sections 11
and 19].
Proposition 3.10 ([Pos]). Let n be a positive integer, and let (zI)∅ 6=I⊆[n] be a set
of variables indexed by the 2n − 1 non-empty subsets of [n].
(1) There exists a unique polynomial En((zI)) such that for any integer-valued
submodular function f : 2[n] → Z, the number of bases in the polymatroid
Pf = Pf ∩ Zn of rank function f is equal to the evaluation En((f(I))).
(2) The polynomial En has degree n−1, and (n−1)!En has integer coefficients.
The polynomial En is called the generalized Ehrhart polynomial of permutohedra.
An explicit formula for En is given in [Pos, Theorem 11.3]. This formula, which
is related to hypertrees (or, equivalently, draconian sequences) will be recalled in
Section 7. We will in fact use the following easy corollary about the number of
(relative) interior points of polymatroids.
Corollary 3.11. Let P ⊂ Zn be a polymatroid, and let f be its rank function. Let
P = conv(P ) be the associated permutahedron, of dimension dim(P), and let P◦ be
its relative interior (the interior of P in the affine subspace it spans). The number
of interior lattice points |P◦∩Zn| is given by the evaluation (−1)dim(P)En((−f(I)))
of the generalized Ehrhart polynomial.
In particular, for the class of polymatroids of fixed dimension d, the number
|P◦ ∩ Zn| of interior points is a polynomial function of the rank values (f(I))I⊆[n]
with coefficients in 1(n−1)! Z.
Proof. From Proposition 3.10 we see that the classical Ehrhart polynomial iP(t) of
P (defined by iP(k) = |kP ∪ Zn| for all k ∈ Z>0) is given by
iP(t) = En((t f(I))).
Hence the Ehrhart–Macdonald reciprocity theorem [Mac] gives
|P◦ ∩ Zn| = (−1)dim(P)iP(−1) = (−1)dim(P)En((−f(I))).
The other assertion is immediate from part (2) of Proposition 3.10. 
4. Polymatroid Tutte polynomial
In this section we define the main object of this paper, the polymatroid Tutte
polynomial, and start discussing its properties. We begin by defining activities for
bases of a polymatroid.
Definition 4.1. [Kal, section 5.2]. Let P ⊂ Zn be a polymatroid (or more generally
an M-convex set, not necessarily finite). For a ∈ P , an index i ∈ [n] is called
internally active if there is no j < i such that a − ei + ej ∈ P . Let Int(a) =
IntP (a) ⊆ [n] denote the set of internally active indices with respect to a.
For a ∈ P , an index i ∈ [n] is called externally active if there is no j < i such
that a + ei − ej ∈ P . Let Ext(a) = ExtP (a) ⊆ [n] denote the set of externally
active indices with respect to a.
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Note that the smallest index i = 1 is always simultaneously internally active and
externally active for every element a of P . In Figure 3 we indicated the activities
of the bases of the polymatroid of Example 3.9.
We mention the following analogue of the characterization of activities, in terms
of “minimality in the fundamental cycle or cocycle” that we mentioned in Re-
mark 2.4.
Lemma 4.2. Let P ⊂ Zn be a polymatroid, with rank function f . Let a ∈ P be a
basis, and let i ∈ [n].
(1) The index i is externally active for a if and only if there exists a subset
I ⊆ [n] such that i = min(I) and ∑i∈I ai = f(I).
(2) The index i is internally active for a if and only if there exists a subset
I ⊆ [n] such that i = min(I) and ∑i∈[n]\I ai = f([n] \ I).
The proof of Lemma 4.2 is delayed to Section 8. We point out that in the context
of matroids, the minimal subset I containing i and such that
∑
i∈I ai = f(I) would
be the fundamental cycle of the element i with respect to the basis a (assuming i
is an external element).
We can now define the main character of this story.
Definition 4.3. Let P ⊂ Zn be a polymatroid. The polymatroid Tutte polynomial
TP (x, y) is defined as
TP (x, y) :=
∑
a∈P
xoi(a) yoe(a) (x+ y − 1)ie(a),
where oi(a) := |Int(a) \ Ext(a)|, oe(a) := |Ext(a) \ Int(a)|, and ie(a) := |Int(a) ∩
Ext(a)|.
In words, the first exponent oi(a) in the formula of TP (x, y) is the number of
indices i ∈ [n] which are “only internally” active, but not externally active. The
second exponent oe(a) is the number of indices which are “only externally” active,
but not internally active. The third exponent ie(a) is the number of indices which
are both “internally and externally” active. Because 1 is such an index for any
a ∈ P , the polymatroid Tutte polynomial is always divisible by x+ y − 1.
This polymatroid invariant is a natural generalization of the classical Tutte poly-
nomial of matroids. More precisely, as we show in Section 5, for any matroid M the
polynomials TM (x, y) and TP (M)(x, y) are equivalent up to a change of variables.
Example 4.4. Let us compute the Tutte polynomial of the polymatroid P ⊂ Z3
from Example 3.9, which is represented in Figures 2 and 3. The first index 1 ∈ [3] is
automatically active, both internally and externally, for any basis of P . To decide
whether 2 is internally (resp., externally) active for a basis a ∈ P , we check whether
the point a− (e2 − e1) (resp., a + (e2 − e1)) is a basis of P or not. From Figure 3
we see that there are five bases a ∈ P such that a + (e1 − e2) 6∈ P , so that 2 is
internally active for those bases. Similarly, the index 2 is externally active for five
bases. Regarding the internal (resp., external) activity of the index 3 for a basis
a ∈ P , the criterion is whether a− (e3 − e1) 6∈ P and a− (e3 − e2) 6∈ P both hold
(resp., a + (e3 − e1), a + (e3 − e2) 6∈ P ). The index 3 is internally active for two
bases and externally active for one base.
At the right of Figure 3 we listed the contributions of each basis to the poly-
matroid Tutte polynomial. More precisely, we wrote the part of each contribution
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which comes from the indices 2 and 3, in that order, and omitted the factor (x+y−1)
corresponding to the index 1. Summing all the contributions gives
TP (x, y) = (x+ y − 1)
 y2+2y +2xy
+2 +3x +x2
 .
internally
2 is
active 3 is active
externally
2 is active3 is active (x+ y − 1) · y
x · 1 y · 1
x · 1 1 · 1 y · 1
x · 1 1 · 1 y · 1
x · x y · x
Figure 3. Internal and external activities of the elements of
the polymatroid P from Figure 2. On the left and in the middle
we indicate the elements of P for which the indices 2 and 3 are
internally/externally active. On the right we show the contribution
of each element to the polynomial TP (x, y)/(x+ y − 1).
It is immediately clear from the definitions that the polymatroid Tutte polyno-
mial is invariant under affine translations of polymatroids.
Lemma 4.5. For any polymatroid P ⊂ Zn and any c ∈ Zn, we have
TP (x, y) = Tc+P (x, y).
Another easy property is the relation between the Tutte polynomial of a poly-
matroid P and its dual −P .
Lemma 4.6. For any polymatroid P we have
TP (x, y) = T−P (y, x).
Proof. Clearly, i ∈ IntP (a) if and only if i ∈ Ext−P (−a). Likewise, i ∈ ExtP (a) if
and only if i ∈ Int−P (−a). 
Lemma 4.6 is reminiscent of the relation between the Tutte polynomial of a
matroid M and its dual M∗. Indeed, Lemma 4.6 is an extension of this known
duality relation (via the relation between the Tutte polynomials of matroids and
polymatroids discussed in Section 5).
A far less obvious property of TP is its Sn-invariance, that is to say, its invariance
with respect to permutations of the coordinates of Zn. Here we consider the natural
action of the symmetric group Sn on Zn by permutations of coordinates. That is,
for a permutation w ∈ Sn and a point a = (a1, . . . , an) ∈ Zn we define w(a) =
(aw(1), . . . , aw(n)), and for P ⊂ Zn we define
w(P ) := {w(a) | a ∈ P }.
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We will prove the following theorem in Section 10.
Theorem 4.7. Let P ⊂ Zn be a polymatroid. Then, for any permutation w ∈ Sn,
TP (x, y) = Tw(P )(x, y).
In other words, the Tutte polynomial TP (x, y) does not depend on the choice of
ordering of the coordinates.
Theorem 4.7 is a subtle claim. It does not imply that the double statistics
a 7→ (|Int(a)|, |Ext(a)|), on elements a of P , are equidistributed with each other for
different orderings of the coordinates. The following example illustrates this point.
Example 4.8. For the polymatroid represented in Figure 3, the “naive” polynomial
NP =
∑
a∈P x
|IntP (a)|y|ExtP (a)| is not Sn-invariant. Indeed NP = xy(x2 + xy2 +
xy+3x+3y+2), while for w = 132 one gets Nw(P ) = xy(x
2+2xy+y2+3x+2y+2).
However, as we now explain, these pathologies do not occur for polymatroids
which are “generic enough”. We say that a polymatroid is of generic type, if the
generalized permutahedron P = conv(P ) has normal fan equal to the braid ar-
rangement (as is the case for the classical permutahedron).
Corollary 4.9. If P ⊆ Zn is a polymatroid of generic type, then the double statis-
tics a 7→ (|Int(a)|, |Ext(a)|), on elements a of P , is Sn-invariant.
We delay the proof of Corollary 4.9 to Section 8. Interestingly, the Sn-invariance
of the double statistics also occurs for matroids, which are far from generic. A more
immediate consequence of Theorem 4.7 is that the single statistics a 7→ |Int(a)| and
a 7→ |Ext(a)| on P are both Sn-invariant:
Corollary 4.10. Let P ⊂ Zn be a polymatroid. The polynomials
TP (x, 1) = JP (x) =
∑
a∈P
x|Int(a)| and TP (1, y) = EP (y) =
∑
a∈P
y|Ext(a)|
are Sn-invariant. That is to say, Tw(P )(x, 1) = TP (x, 1) and Tw(P )(1, y) = TP (1, y)
for any w ∈ Sn.
The above corollary was originally proved in [Kal], where IP (x) = x
nTP (x−1, 1)
and XP (y) = y
nTP (1, y−1) are called the interior and exterior polynomials of P ,
respectively.
We now list some additional properties of the polymatroid Tutte polynomial.
For polymatroids P ∈ Zn and Q ∈ Zm, we define their direct sum as
P ⊕Q := { (a1, a2, . . . , an, b1, b2, . . . , bm) | a ∈ P, b ∈ Q } ⊂ Zn+m,
and their aggregated sum as
P Q := { (a1 + b1, a2, . . . , an, b2, . . . , bm) | a ∈ P, b ∈ Q } ⊂ Zn+m−1.
These are easily seen to be polymatroids.
Proposition 4.11. Let n be a positive integer, let P ⊂ Zn be a polymatroid, and
let P = conv(P ) be the associated generalized permutahedron.
(a) The polymatroid Tutte polynomial TP (x, y) has degree n.
(b) The coefficients of TP (x, y+ 1) and TP (x+ 1, y) are non-negative integers,
but TP (x, y) always has both positive and negative coefficients.
(c) The polynomial TP (x, y) is divisible by (x+y−1)codim(P ), where codim(P ) =
n− dim(P) is the codimension of P.
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(d) The top homogeneous component of TP (x, y) equals (x+y)n. Equivalently,
for all k ∈ [n], the coefficient of xkyn−k in TP (x, y) is
(
n
k
)
.
(e) For any polymatroid Q, we have
TP⊕Q(x, y) = TP (x, y)TQ(x, y) and TPQ(x, y) =
TP (x, y)TQ(x, y)
x+ y − 1 .
(f) Let i ∈ [n]. For a ∈ Zn we put âi = (a1, . . . , ai−1, ai+1, . . . , an) ∈ Zn−1.
Let f be the rank function of P , and let ri = f({i}) + f([n] \ {i})− f([n]).
If ri = 0, then
(5) TP (x, y) = (x+ y − 1)TP̂ i(x, y),
where P̂ i := { âi | a ∈ P }. If ri = 1, then
(6) TP (x, y) = xTP\i(x, y) + yTP/i(x, y),
where P \ i := { âi | a ∈ P, ai = f({i} − 1) } and P/i := { âi | a ∈ P, ai =
f({i}) }.
(g) TP (1, 1) = |P | = |P ∩Zn| and TP (0, 0) = (−1)codim(P )|P◦ ∩Zn|, where P◦
is the relative interior of P (its interior in the affine subspace it spans).
(h) Consider the Minkowski differences of P with the standard simplex ∆ =
conv(ei, i ∈ [n]) and the reversed simplex ∇ = conv(−ei, i ∈ [n]):
P −∆ := {a ∈ Rn | a + ∆ ∈ P } and P −∇ := {a ∈ Rn | a +∇ ∈ P }.
The numbers of lattice points in these polytopes are given by
TP (x, y)
(x+ y − 1)
∣∣∣∣
x=1,y=0
= |(P −∆) ∩ Zn| and TP (x, y)
(x+ y − 1)
∣∣∣∣
x=0,y=1
= |(P −∇) ∩ Zn|,
respectively.
We postpone the proof of Proposition 4.11 to Section 8. We mention that Prop-
erty (f) is a (partial) generalization to the polymatroid setting of the deletion-
contraction identity satisfied by the classical Tutte polynomial; see Section 18.2 for
further discussion of this point. We also mention, with respect to Property (h),
that it is shown in Section 13 that for all positive integers k, the number of lattice
points in the Minkowski sums P + k∆ and P + k∇ for k ∈ Z ≥ 0 are also captured
by TP (x, y).
5. Classical Tutte polynomial vs polymatroid Tutte polynomial
Recall from Remark 3.3 that any matroid M (viewed as a set of bases) can be
identified with a polymatroid
P (M) :=
{∑
i∈A
ei
∣∣∣∣ A ∈M
}
.
Thus, for a matroid M , we have the classical Tutte polynomial TM (x, y) and
the polymatroid Tutte polynomial TP (M)(x, y). We claim that these polynomials,
although not literally equal, are related by a simple change of variables.
Let us point out a few superficial differences between TM (x, y) and TP (M)(x, y).
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(1) The polymatroid Tutte polynomial TP is invariant under affine translations
of P , whereas TM (x, y) is not invariant under translation (not even for
translations of P (M) which stay within {0, 1}n). For instance, for a matroid
M with a single basis the classical Tutte polynomial is TM (x, y) = x
d yn−d,
where d is the rank. By contrast, for a polymatroid P with a single basis
the polymatroid Tutte polynomial is TP (x, y) = (x+y−1)n, independently
of the level.
(2) The polymatroid Tutte polynomial TP (x, y) is always divisible by (x+y−1).
In contrast, the classical Tutte polynomial TM (x, y) is never divisible by
(x+y−1). To see this, recall that a factor of a matroid is a subset S of the
ground set [n] so that the rank function f satisfies f(S)+f([n]\S) = f([n]).
Matroids can be restricted to any subset of their ground set and when we
restrict to a pair of factors S and [n]\S, then we have TM |S ·TM |[n]\S = TM .
Finally when a matroid only has trivial factors, then its matroid Tutte
polynomial cannot be divisible by x + y − 1 because substituting x = 0,
y = 1 in it yields a positive quantity (bounded below by the so called β
invariant, see [Cr1]).
One reason for the discrepancy between TM (x, y) and TP (M)(x, y) is that the
definitions of activities for matroids and polymatroids are not exactly equivalent.
The following trivial lemma expresses the relationship between the two notions.
Lemma 5.1. Let M ⊂ 2[n] be a matroid, and let P = P (M) ⊂ Zn be the corre-
sponding polymatroid. Let A ∈M be a basis of M , and let a = ∑i∈A ei be the corre-
sponding point of P . Then the sets IntM (A) and ExtM (A) of internally/externally
active elements with respect to the basis A of the matroid M are related to the
sets IntP (a) and ExtP (a) of internally/externally active indices, with respect to the
point a of the polymatroid P , as follows:
IntP (a) = IntM (A) ∪ ([n] \A) and ExtP (a) = ExtM (A) ∪A.
Since each basis A of M has the same cardinality (the rank d of M), the discrep-
ancy noted in Lemma 5.1 would only change the Tutte polynomial by a monomial
factor. A more substantial effect comes from the presence of (x + y − 1)ie(a) in
Definition 4.3, which replaces what would be (xy)ie(a) if we followed Definition 2.5.
Indeed, it is this change that leads to order-independence and some other favor-
able properties. The exact relation between the classical and polymatroid Tutte
polynomials is as follows.
Theorem 5.2. Let M ⊂ 2[n] be a matroid of rank d on the ground set [n], and let
P = P (M) ⊂ {0, 1}n be the corresponding polymatroid as defined in Remark 3.3.
Then we have
(7) TP (x, y) = x
n−d yd TM
(
x+ y − 1
y
,
x+ y − 1
x
)
.
Proof. Let A be a basis of M . Let ι := |IntM (A)| and  := |ExtM (A)| be the usual
internal and external activities of A (in the matroidal sense). For the corresponding
point a of the polymatroid P = P (M), all of these ι +  internally or externally
active indices become both internally and externally active at the same time (in the
polymatroidal sense). In addition, by Lemma 5.1, there will be another n − d − 
internally active indices and d− ι externally active indices with respect to the point
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a ∈ P . Thus if the basis A ∈M makes the contribution xι y to the classical Tutte
polynomial TM (x, y), then the corresponding point a ∈ P makes the contribution
(x+ y − 1)ι+ xn−d− yd−ι = xn−d yd
(
x+ y − 1
y
)ι (
x+ y − 1
x
)
to the polymatroid Tutte polynomial TP (x, y). This implies the stated relation
between the two polynomials. 
Example 5.3. Let M be the graphical matroid of Example 2.6. If we compute the
polymatroid Tutte polynomial of P = P (M), we obtain
TP (x, y) = (x+ y − 1)

y5
−y4 +5xy4
−4xy3 +10x2y3
+xy2 −11x2y2 +10x3y2
+5x2y −10x3y +5x4y
−x2 +3x3 −3x4 +x5
 .
The polynomials TM and TP are related by the substitution indicated in The-
orem 5.2. Observe that, when viewed in triangular form, the two polynomials
produce the same row-sums and column-sums of coefficients, owing to the fact that
xy and x+ y − 1 agree when x = 1 or y = 1.
We note that the inverse of the conversion formula (7) for a matroid M on [n]
of rank d is
TM (x, y) =
(x+ y − xy)n
xn−dyd
TP (M)
(
x
x+ y − xy ,
y
x+ y − xy
)
.
As we now explain, the Brylawski identities for the Tutte polynomial TM of a
matroid M are a direct consequence of Proposition 4.11(d) about the top coeffi-
cients of TP (M). Recall that Brylawski identities are linear relations between the
coefficients of TM . These identities can be written as follows. Consider the power
series
B(x, y) =
∑
i,j≥0
(
i
j
)
xiyj =
∑
i≥0
xi(1 + y)i =
1
1− x(1 + y) .
It was shown by Brylawski [Bry] that for all integers p, q such that q ≥ 0 and
p < n+ q,
(8) [xpyq]B(x, y)TM (x,−1/y) = 0.
Equivalently, denoting ti,j = [x
iyj ]TM (x, y), and using the fact that ti,j = 0 for
i < 0 this identity can be written as
∀q ≥ 0, ∀p < n+ q,
p∑
i=0
i∑
j=0
(
i
j
)
(−1)j tp−i,−q+j = 0.
For instance, the case (p, q) = (0, 0) gives t0,0 = 0 for all n > 0. The case (p, q) =
(1, 0) gives t1,0 + t0,0 − t0,1 = 0, hence t1,0 = t0,1, for all n > 1.
Additionally it was proved by Gordon [Gor] that for all q ≥ 0,
(9) [xn+qyq]B(x, y)TM (x,−1/y) = (−1)n−d.
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Of course all the relations (8) and (9) are not all independent, and the case q = 0
actually implies the general case q ≥ 0. We will show in Section 8 that Proposition
4.11(d) implies the following generalization of (8) and (9) to polymatroids.
Proposition 5.4 (Brylawski identities). Let P ⊂ Zn be a polymatroid of level d,
and let TP (x, y) :=
(x+ y − xy)n
xn−dyd
TP
(
x
x+ y − xy ,
y
x+ y − xy
)
. Then TP (x, y)
is a Laurent polynomial in x, y. Moreover, denoting ` the minimal y-degree of
TP (x, y) one has for all q ≥ −`: [xpyq]B(x, y)TP (x,−1/y) = 0 for all p < n + q,
and [xn+qyq]B(x, y)TP (x,−1/y) = (−1)n−d.
6. Universal Tutte polynomial
In this section we define, for any positive integer n, the universal Tutte polyno-
mial Tn. This is a polynomial (of degree n) in the variables x, y and {zI}, where
the index I runs over all the nonempty subsets of [n]. The polynomial Tn contains
the polymatroid Tutte polynomials of every polymatroid P ⊂ Zn, in the sense that
TP (x, y) is obtained from Tn by specializing the variables zI . More precisely, we
have the following.
Theorem 6.1. Let n be a positive integer.
(1) There exists a unique polynomial Tn(x, y, (zI)) in x, y and the 2n − 1 vari-
ables zI indexed by the nonempty subsets I of [n], such that, for any sub-
modular function f : 2[n] → Z, the specialization of Tn at zI = f(I), for all
I ⊆ [n], is the polymatroid Tutte polynomial of the polymatroid Pf :
TPf (x, y) = Tn(x, y, (zI))
∣∣
zI=f(I), ∀I⊆[n].
(2) The polynomial Tn has total degree n, and (n − 1)!Tn has integer coeffi-
cients.
Definition 6.2. The universal Tutte polynomial Tn(x, y, (zI)) is the polynomial
in the variables x, y, and (zI)∅6=I⊆[n], whose existence and uniqueness are provided
by part (1) of Theorem 6.1.
An explicit expression of Tn will be given in Section 7 using results from [Pos].
Example 6.3. In the case n = 1, all polymatroids are singletons, and their Tutte
polynomial is x + y − 1. Hence the universal Tutte polynomial is T1 = x + y − 1.
(It does not depend on its third variable z{1}.)
To illustrate Theorem 6.1 and the challenges in its proof, we now examine the
case n = 2. For conciseness, we will write the nonempty subsets of [2] = {1, 2} as
1, 2, and 12.
The three constraints for the points a = (a1, a2) of a polymatroid P ⊂ Z2 are
indicated in Figure 4. (Submodularity in this case means z1 + z2 ≥ z12.) As usual
the index 1 is internally and externally active for every point a ∈ P . The index
2 is internally active only for the bottom point and it is externally active only for
the top point. Considering the case z1 + z2 > z12 leads to the following tentative
formula for the universal Tutte polynomial T2:
(10)
T2 = (x+ y − 1)x+ (z1 + z2 − z12 − 1)(x+ y − 1) + (x+ y − 1) y
= (x+ y − 1)(x+ y − 1 + z1 + z2 − z12).
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a2 = z2
a1 = z1
a1 + a2 = z12
Figure 4. An arbitrary polymatroid in Z2.
Now, when z1 + z2 = z12, the polymatroid P degenerates to a point and both
indices are internally and externally active. The important observation is that the
expression (10) for T2 specializes to the correct value TP (x, y) = (x + y − 1)2 for
this case, despite the fact that the logic we used to write the formula does not
apply.
Example 6.4. The third universal Tutte polynomial is
T3 = (x+ y − 1)(x2 + 2xy + y2
+ (z1 + z2 + z3 − z123 − 2)x+ (z12 + z13 + z23 − 2z123 − 2) y
+
1
2
(z2123 − z212 − z213 − z223 − z21 − z22 − z23 − 2z123(z1 + z2 + z3)
+2(z1z12+z1z13+z2z12+z2z23+z3z13+z3z23)+3z123−z12−z13−z23−z1−z2−z3+2)).
At z1 = 2, z2 = 3, z3 = z12 = z13 = z23 = z123 = 4, it does specialize to the
polymatroid Tutte polynomial that we computed in Example 4.4.
In the proof of Theorem 6.1, and in the next section, it will be fruitful to con-
sider an alternative to the set of variables (zI)∅6=I⊆[n]. Namely, we consider the
indeterminates (tI)∅6=I⊆[n], and the following change of variables:
(11) zI =
∑
∅ 6=J⊆[n] with J∩I 6=∅
tJ .
By applying the inclusion-exclusion formula between tI and yI = M − z[n]\I =∑
J⊆I tJ , where M =
∑
∅ 6=J⊆[n] tJ , we obtain the inverse
(12) tI =
∑
∅6=J⊆[n] with J∪I=[n]
(−1)|I∩J|+1zJ .
In this paper, we use the variables (zI) to parametrize the rank function of a
generalized permutohedron P (and thus the positions of its facets). As we now
explain, the variables (tI) should be thought of as parametrizing the coefficients in
the decomposition of P into the Minkowski sum of simplices.
Remark 6.5. For a non-empty subset I ⊆ [n], we denote by ∆I = conv(ei | i ∈ I)
the coordinate simplex associated to I. For a (non-zero) tuple m = (mI)∅ 6=I⊆[n] of
non-negative integers, we consider the Minkowski sum
Qm :=
∑
∅6=I⊆[n]
mI ∆I .
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Since each simplex ∆I is a generalized permutohedron, Remark 3.8 lets us conclude
thatQm is a generalized permutohedron, and that Qm := Qm∩Zn is a polymatroid.
By computing the rank functions of the simplices ∆I , we deduce that the rank
function of Qm is the function fm : 2
[n] → Z given by
fm(I) =
∑
∅ 6=J⊆[n] : J∩I 6=∅
mJ ,(13)
for all I ⊆ [n]. In other words, Qm = Pfm . Comparing (11) to (13) justifies our
interpretation of the variables tI as parametrizing the coefficients in the decompo-
sition of generalized permutahedra into the Minkowski sum of simplices (at least
when evaluating the variables tI at non-negative integers). We mention that
it was proved in [DK1, DK2] that any polymatroid can actually be written as a
Minkowski sum and difference of simplices of the form ∆I .
Before embarking on the proof of Theorem 6.1 let us state a classical fact (see,
e.g., [Fuji, Theorem 3.15]), of which we include a proof for the reader’s convenience.
Lemma 6.6. If a polymatroid P ⊂ Zn has codimension c, then it is a direct sum
of c polymatroids. That is to say, there exists a permutation w ∈ Sn and some
polymatroids P1, . . . , Pc such that w(P ) = P1 ⊕ · · · ⊕ Pc.
Proof. Assume c > 1. Then there exists a subset ∅ 6= I ( [n] such that P ⊂
{x ∈ Rn | ∑i∈I xi = f(I) }, where f is the rank function of P . Up to per-
mutation of coordinates, we can assume that I = [k] for some 0 < k < n. Let
Q = { (a1, . . . , ak) | a ∈ P } and Q′ = { (ak+1, . . . , an) | a ∈ P }. We claim that
Q ⊕ Q′ = { (a1, . . . , an) | (a1, . . . , ak) ∈ Q, (ak+1, . . . , an) ∈ Q′ } is equal to P .
Indeed the inclusion P ⊆ Q⊕Q′ is obvious, and the exchange axiom easily implies
that Q ⊕ Q′ ⊆ P . Thus, if c > 1, then P is the direct sum of two polymatroids.
The claimed property follows by induction on c. 
Proof of Theorem 6.1. Let us start by proving the uniqueness of Tn. Suppose that
some polynomials Tn(x, y, (zI)) and T ′n(x, y, (zI)) both satisfy Property (1). Let
(tI)∅6=I⊆[n] be a new set of variables, and let T̂n(x, y, (tI)) and T̂ ′n(x, y, (tI)) be the
polynomials obtained from Tn and T ′n, respectively, via the substitution (11). It
suffices to show that T̂n = T̂ ′n. For any tuple m = (mI)∅6=I⊆[n] of non-negative
integers, the function fm : 2
[n] → Z given by (13) is the rank function of the poly-
matroid Qm. By assumption, Tn(x, y, (fm(I))) = TQm(x, y) = T
′
n(x, y, (fm(I))),
hence T̂n(x, y, (mI)) = T̂ ′n(x, y, (mI)) for all tuples (mI) of non-negative integers.
This implies T̂n = T̂ ′n, and proves the uniqueness of Tn.
We now embark on the proof of the existence of Tn. Let us consider the set
of polymatroids P ⊂ Zn such that the generalized permutohedron P = conv(P )
has a given fixed “combinatorial type” (that is, a given normal fan). As we now
explain, the number of lattice points in the relative interior F◦ of any face F of P
is a polynomial in the variables (zI) (which record the values of the rank function
of P). In fact, the face F is a generalized permutahedron, and by Corollary 3.11,
the number of lattice points in F◦ is a polynomial function of the rank function
of F . So it is sufficient to show that the values of the rank function g of F are
polynomial functions of the values of the rank function f of P. We will actually
prove that each value g(I) is a linear function of (f(J))J⊆[n]. By induction on the
codimension of F , it suffices to show that this is true for each facet F of P. So let
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us fix a non-empty subset K ( [n] and consider the facet F = P ∩HK , where HK
is the hyperplane {x ∈ Rn |∑i∈K xi = f(K) }. We contend that the rank function
g of F is given in terms of the rank function f of P by
g(I) = f(I ∪K) + f(I ∩K)− f(K).
Indeed it is not hard to prove that this function g is submodular, and that Pg =
Pf ∩HK (the inclusion Pg ⊆ Pf is by submodularity of f , the inclusion Pg ⊆ HK is
because g(K) = f(K) and g([n]\K) = f([n])−f(K), and the inclusion Pf ∩HK ⊆
Pg is because any a ∈ Pf ∩ HK satisfies
∑
i∈I ai =
∑
i∈I∪K ai +
∑
i∈I∩K ai −∑
i∈K ai ≤ g(I)). Hence we have indeed proved that the number of lattice points
in F◦ is a polynomial in the (zI).
Moreover, for a basis a ∈ P the sets IntP (a) and ExtP (a) of internally and
externally active indices depend only on the unique face of the polytope P whose
relative interior contains the point a. This shows that, for the set of polymatroids
of a given combinatorial type, the polymatroid Tutte polynomial TP (x, y) can be
expressed as a certain polynomial in x, y and the (zI) (by writing it as a sum over
the faces of P).
As before, we say that a polymatroid P has generic type if the normal fan of
P is the braid arrangement (i.e., P is combinatorially equivalent to the classical
permutohedron). Let Tn be the polynomial corresponding to the Tutte polynomials
of polymatroids of generic type. We need to show that Tn specializes to the correct
polynomials for all degenerate (i.e., non-generic) polymatroids as well. Since any
degenerate polymatroid can be transformed into a generic one by repeatedly taking
Minkowski sums with some line segments [ei, ej ], it is enough to prove the following
claim.
Let P be any polymatroid, and let P = conv(P ). For t ∈ Z≥0, let P(t) :=
P+t[ei, ej ] and P (t) = P(t)∩Zn. The above argument shows that the polymatroid
Tutte polynomial TP (t)(x, y) is a polynomial function of t (and x, y) for t ∈ Z>0.
Claim. The specialization of this polynomial at t = 0 is exactly TP (x, y).
We now prove this claim. In the limit t → 0, some faces F(t) of P(t) collapse
to a face F of P of dimension one less. We want nonetheless to establish a corre-
spondence between the faces of P(t) and the faces of P. For this, recall that a face
of a polytope Q ⊂ Rn is the set of points F in Q maximizing a linear functional
α ∈ (Rn)∗. From this, it follows that the faces of the Minkowski sum of two poly-
topes are the Minkowski sums of the appropriate faces of these polytopes. Hence
the faces of the Minkowski sum P(t) = P + t[ei, ej ] can be partitioned according to
the face F of P that they correspond to. There are three possible situations, which
are illustrated in Figure 5:
(a) The face F is not the maximizer of any functional α such that α(ei) =
α(ej). In this case, we associate to F the face F(t) of P(t) which is the
translation of F by either tei (if α(ei) > α(ej)) or tej (if α(ei) < α(ej)).
(b) The face F is the maximizer of a functional α such that α(ei) = α(ej), and
moreover the affine span of F contains (lines parallel to) the vector ei−ej .
In this case, we associate to F the face F(t) of P(t) which is the Minkowski
sum F + t[ei, ej ] (which has dimension dim(F)).
(c) The face F is the maximizer of a functional α such that α(ei) = α(ej), but
the affine span of F does not contain the vector ei − ej . In this case, we
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associate to F three faces of P(t), namely F1(t) = F+tei, F2(t) = F+tej ,
and F1,2(t) = F + t[ei, ej ] (the last of which has dimension dim(F) + 1).
We now show that in all three cases the contribution, to the Tutte polynomial, of
the bases in the interior of the face (or faces) of P(t) is a polynomial in t which
specializes correctly at t = 0.
P
x1 x2 x1 x2
x3 x3
type (a)type (a)
type (b)
type (c)
P(t)
Figure 5. The generalized permutahedra P (left) and P(t) =
P + t[e1, e2] (right). For each face of P we indicate if this face
corresponds to the situation described in case (a), (b), or (c).
In the cases (a) and (b) the number of lattice points in the interior of F(t) is
a polynomial in t (valid also at t = 0), and any interior lattice points a of F(t)
have the same activity sets IntP (t)(a) and ExtP (t)(a) as the interior lattice points
of F . Hence the contribution of those interior lattice points is indeed a polynomial
function of t valid at t = 0. It remains to examine the case (c). Let F be a face
of P of type (c). Let F ◦, F ◦1 (t), F ◦2 (t), and F ◦1,2(t) be the sets of interior lattice
points of F , F1(t), F2(t), and F1,2(t), respectively. Then for all t ≥ 0 we have the
partition
F ◦1 (t) ∪ F ◦2 (t) ∪ F ◦1,2(t) =
⊎
a∈F◦
La(t),
where La(t) = (a + t[ei, ej ]) ∩ Zn = {a + tei,a + (t − 1)ei + ej , . . . ,a + tej}. Let
us now fix a ∈ F ◦, and see how the contribution of the bases of P (t) along La(t)
depends on t. For a polymatroid Q ⊂ Zn and c ∈ Q, let us put
AQ(c) = { (k, `) ∈ [n]2 | a− ek + e` ∈ Q }.
Note that for all k ∈ [n], the pair (k, k) is in AQ(c). Note also that IntQ(c) = { k ∈
[n] | ∀` < k, (k, `) /∈ AQ(c) }, and ExtQ(c) = { k ∈ [n] | ∀` < k, (`, k) /∈ AQ(c) }.
We now use three facts.
Fact 1: If (k, `) and (`,m) belong to AQ(c), then so does (k,m).
In order to prove Fact 1, let us consider the rank function g of Q. Assuming
c − ek + e` ∈ Q and c − e` + em ∈ Q, it follows that c − ek2 + em2 ∈ conv(Q).
This, in turn, implies that for all subsets I ⊂ [n] containing m but not k, we have∑
i∈I ci < g(I). Hence b := c− ek + em satisfies
∑
i∈I bi ≤ g(I), which shows that
b is in Q, as wanted.
Let A = AP (a). For t > 0 let B1 = AP (t)(a + tei), and B2 = AP (t)(a + tej).
We observe that for s ∈ [t− 1], the set AP (t)(a + sei + (t− s)ej) does not depend
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on s (these points all belong to the interior of F(t)), and we denote it by B1,2. Let
C1 = { (k, `) | (k, i), (j, `) ∈ A } and C2 = { (k, `) | (k, j), (i, `) ∈ A }.
Fact 2: We have B1 = A ∪ C1, B2 = A ∪ C2, and B1,2 = A ∪ C1 ∪ C2.
Let us show B1 = A ∪ C1. Using Fact 1, we get A ∪ C1 ⊆ B1 (since (i, j) ∈
B1). We now prove the other inclusion. Let (k, `) ∈ B1. In this case, the vector
−ek + e` belongs to the cone generated by {−ek′ + e`′ | (k′, `′) ∈ A1 }, where
A1 = A∪{(i, j)}. That is to say, −ek + e` =
∑
(k′,`′)∈A1 ck′,`′ (−ek′ + e`′), with all
the coefficients ck′,`′ non-negative. We now fix such an expression of −ek + e` so
that it minimizes the number of non-zero coefficients. Consider the directed graph
D with vertex set [n] and arc set { (k′, `′) | ck′,`′ > 0 }. The minimality condition
ensures that D has no directed cycles. It is easy to see that there exists a directed
path from k to ` in D. If the directed path does not use the arc (i, j), then Fact 1
implies that (k, `) ∈ A. If the directed path uses the arc (i, j), then Fact 1 implies
that both (k, i) and (j, `) belong to A, whence (k, `) ∈ C1. Hence (k, `) ∈ A ∪ C1,
which completes the proof of B1 = A ∪ C1. The proof of B2 = A ∪ C2 (resp.,
B1,2 = A ∪ C1 ∪ C2) is similar with A1 replaced with A2 = A ∪ {(j, i)} (resp.,
A1,2 = A ∪ {(i, j), (j, i)}). This proves Fact 2.
Let i′ = min{ ` ∈ [n] | (i, `) ∈ A }, i′′ = min{ ` ∈ [n] | (`, i) ∈ A }, j′ = min{ ` ∈
[n] | (j, `) ∈ A }, and j′′ = min{ ` ∈ [n] | (`, j) ∈ A }. Let also K ′1 = { k ∈ [n] | i′ <
k ≤ j′ and (k, j) ∈ A } and K ′2 = { k ∈ [n] | j′ < k ≤ i′ and (k, i) ∈ A }, as well
as K ′′1 = { k ∈ [n] | i′′ < k ≤ j′′ and (j, k) ∈ A } and K ′′2 = { k ∈ [n] | j′′ < k ≤
i′′ and (i, k) ∈ A }.
Fact 3:
• Int(a + tei) = Int(a) \K ′2 and Ext(a + tei) = Ext(a) \K ′′1 ;
• Int(a + tej) = Int(a) \K ′1 and Ext(a + tei) = Ext(a) \K ′′2 ;
• For b ∈ La(t) \ {a + tei,a + tej}, we have Int(b) = Int(a) \ (K ′1 ∪K ′2) and
Ext(b) = Ext(a) \ (K ′′1 ∪K ′′2 ).
Fact 3 follows directly from Fact 2 and we leave the details to the reader. By way
of illustration, let us observe that if (k, `) is in A then (k, i′) ∈ A and (k, j′) ∈ C1
(in fact j′ = min{ ` | (k, `) ∈ C1 }).
We can now finish the proof of the Claim. We assume, without loss of generality,
that i′ ≤ j′. Note that this implies K ′2 = ∅. We now consider two cases and show
that the aggregate contribution w(t) of La(t) to TP (t), seen as a polynomial in t,
specializes correctly at t = 0 to the contribution w of a to TP .
Case 1: i′′ ≥ j′′. In this case, K ′2 = ∅ and K ′′1 = ∅, hence the contribution of
a + tei to TP (t) is w. Moreover, the contributions of the other elements
of La(t) are all equal; let us denote this common value by w
′. This gives
w(t) = w + tw′, and w(0) = w, as wanted.
Case 2: i′′ < j′′. In this case K ′2 = ∅ and K ′′2 = ∅. First observe that if K ′′1 ∩
ExtP (a) = ∅, then we can reason as in Case 1. Similarly, if K ′1∩ IntP (a) =
∅, then the contribution of a+tej to TP (t) is w, while all the other elements
of La(t) contribute the same value w
′. Hence in this case we get w(t) =
w + tw′ and w(0) = w, as wanted. It remains to consider the case when
both K ′1∩ IntP (a) and K ′′1 ∩ExtP (a) are non-empty. Let k′ ∈ K ′1∩ IntP (a)
and let k′′ ∈ K ′′1 ∩ ExtP (a). Since k′ ∈ K ′1 we have k′ ≤ j′, and moreover
(k′, j) ∈ A which implies j′′ ≤ k′. Similarly, k′′ ∈ K ′′1 implies j′ ≤ k′′ ≤ j′′.
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Together this gives j′ = j′′ = k′ = k′′. Hence j′ ∈ Int(a) ∩ Ext(a) and j′ is
the only index which has different activity status for a and for b ∈ La(t).
Precisely, the contribution of a + tei to TP (t) is
x
x+y−1w, the contribution
of a + tej is
y
x+y−1w, and the contribution of any other element of La(t) is
1
x+y−1w. Thus w(t) =
x+y+(t−1)
x+y−1 w, and w(0) = w, as wanted.
This completes the proof of the claim, and hence that of the existence of Tn.
It only remains to prove that (n − 1)!Tn has integer coefficients and degree n.
The integrality of the coefficients follows from Corollary 3.11, and the linear relation
explained above between the rank function of a polymatroid and that of its faces.
Lastly we show that the degree of Tn is n. Recall that each d-dimensional face F of
a generic permutohedron P corresponds to an ordered partition B of [n] into n− d
blocks. The correspondence is such that the vector ei−ej is contained in the affine
span of F if and only if the indices i, j are in the same block of B. Consequently,
only minimal elements in the blocks can potentially be internally or externally
active with respect to a basis a of P in the interior of F (since a + ei − ej ∈ F for
all i, j in the same block of B). Hence the contribution of each basis of P in the
interior of F is a polynomial in x, y of degree at most d.
Next we show that the number of bases in the interior of F is given by a polyno-
mial in the (zI) of degree at most d. By Lemma 6.6, the polymatroid F = F ∩ Zn
is a direct sum of n − d polymatroids: w(F ) = P1 ⊕ . . . ⊕ Pn−d for some per-
mutation w and polymatroids P1, . . . , Pn−d. The number of bases in the interior
of F is ∏n−di=1 |P ◦i |, where P ◦i is the set of lattice points in the relative interior of
Pi = conv(Pi). We have shown above that the values of the rank function g of
w(F ) are linear functions of the variables (zI) (which record the values of the rank
function of P ). Hence for each i ∈ [n − d] the values of the rank function fi of Pi
are linear functions of the (zI). Finally, by Corollary 3.11, |P ◦i | is a polynomial,
in the values of fi, of degree dim(Pi). Hence the number of bases in the interior
of F is indeed a polynomial in the (zI) of degree
∏n−d
i=1 dim(Pi) = dim(P) = d.
So the contribution of the interior points of the face F to the polynomial Tn is a
polynomial of degree at most (n − d) + d = n. The top-dimensional face of the
permutohedron contributes a polynomial of degree n to Tn. So Tn has degree n.
This completes the proof of Theorem 6.1. 
Let us reformulate Lemmas 4.5 and 4.6, as well as Theorem 4.7, in terms of
the universal Tutte polynomial. It is instructive to check these claims against
Example 6.4.
Corollary 6.7. The universal Tutte polynomial Tn(x, y, (zI)) has the following
symmetries:
(1) affine translations: Tn(x, y, (zI)) = Tn(x, y, (zI +
∑
i∈I ti)), for formal
variables t1, . . . , tn.
(2) duality: Tn(x, y, (zI)) = Tn(y, x, (z[n]\I − z[n])), where we use the conven-
tion z∅ = 0.
(3) Sn-symmetry: Tn(x, y, (zI)) = Tn(x, y, (zw(I))), for any w ∈ Sn.
Let us mention a couple of additional properties of the universal Tutte polynomial
Tn that easily follow from its definition.
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Proposition 6.8. (a) The polynomial Tn is divisible by (x+ y − 1).
(b) The specialization of Tn(x, y, (zI)) obtained by setting all the variables zI equal
to 0, is (x+ y − 1)n.
Proof. (a) We derive this property from the fact (cf. part (c) of Proposition 4.11)
that any polymatroid Tutte polynomial is divisible by (x + y − 1). Consider the
polynomial T̂n(1− y, y, (tI)) defined as in the proof of Theorem 6.1. For any tuple
of positive integers (tI) the evaluation T̂n(1 − y, y, (tI)) is equal to the evaluation
of a polymatroid Tutte polynomial at (x, y) = (1− y, y), which is 0. Hence T̂n(1−
y, y, (tI)) = 0. Thus Tn(1−y, y, (zI)) = 0, which shows that Tn(x, y, (zI)) is divisible
by (x+ y − 1).
(b) Let P be the polymatroid with unique basis (0, 0, . . . , 0) ∈ Zn. It has
an identically 0 rank function and satisfies TP (x, y) = (x + y − 1)n. Hence
Tn(x, y, (0)) = TP (x, y) = (x+ y − 1)n. 
In the next section we will give an explicit formula for the universal Tutte polyno-
mial. In Sections 9 and 10, we will prove the Sn-invariance of the polymatroid Tutte
polynomial by giving another construction for it which is manifestly Sn-invariant.
7. Formula for the universal Tutte polynomial
In this section, we give an explicit formula for the universal Tutte polynomial.
We first recall a definition from [Pos] which will play a role in the formula.
Definition 7.1. A function g : 2[n] \ {∅} → Z≥0 is n-draconian if ∑I⊆[n] g(I) =
n− 1 and for any k > 0 and any collection I1, . . . , Ik of distinct non-empty subsets
of [n], we have
k∑
j=1
g(Ij) ≤ |
k⋃
j=1
Ij | − 1.
The n’th dragon polynomial Dn is the polynomial in the 2
n−1 variables (tI)∅ 6=I⊆[n]
defined by
Dn((tI)) =
∑
g
(
t[n] − 1
g([n])
) ∏
∅ 6=I([n]
(
tI
g(I)
)
,
where the sum is over all n-draconian functions, and
(
t
k
)
is the polynomial 1k! t(t−
1) · · · (t− k + 1) (with the usual convention (t0) := 1).
Example 7.2. For n = 1, 2, 3 we get D1 = 1, D2 = t{1,2} − 1, and
D3 =
1
2
t2{1,2,3} +
(
e1 − 3
2
)
t{1,2,3} + e2 − e1 + 1,
where e1 = t{1,2} + t{1,3} + t{2,3} and e2 = t{1,2}t{1,3} + t{1,2}t{2,3} + t{1,3}t{2,3}.
The dragon polynomial is related to the generalized Ehrhart polynomial of per-
mutohedra En((zI)) defined in Section 3.5. Namely, Dn((tI)) is obtained from
En((zI)) by:
(14) Dn((tI)) = (−1)n−1En(−(zI))
∣∣
zI=
∑
J⊆[n],J∩I 6=∅ tJ
.
Hence, according to Corollary 3.11, the dragon polynomial counts interior points of
polymatroids. See Lemma 7.7 below for a precise statement. As we will explain in
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Remark 14.5, the n-draconian functions are in bijection with the spanning hyper-
trees of the hypergraph whose vertex set is [n] and in which each non-empty subset
of [n] is a hyperedge. The numbers of n-draconian functions for n = 1, 2, 3, 4, 5 are
1, 1, 7, 188, and 16626, respectively.
Let Bn be the set of all ordered set partitions of [n], that is, tuples (B1, . . . , B`)
of non-empty disjoint subsets of [n] such that
⊎
iBi = [n]. A left-to-right minimum
(resp., right-to-left minimum) for B = (B1, . . . , B`) ∈ Bn is an integer m ∈ [n] such
that m = min
(⋃
i≤k Bi
)
(resp., m = min
(⋃
i≥k Bi
)
) for some k ∈ [`].
Theorem 7.3. Let n be a positive integer. Let Tn(x, y, (zI)∅ 6=I⊆[n]) be the univer-
sal Tutte polynomial and let T̂n(x, y, (tI)∅6=I⊆[n]) be the polynomial obtained from
Tn by the substitution (11) of Section 6. Then,
(15) T̂n(x, y, (tI)) = (x+ y − 1)
∑
B∈Bn
(−1)`(B)−1Dn((tBI ))xlr(B)−1 yrl(B)−1,
where
• Bn is the set of ordered set partitions of [n] and Dn is the n’th dragon
polynomial,
• `(B) is the number of blocks of B ∈ Bn, and lr(B) and rl(B) are the numbers
of left-to-right and right-to-left minima of B, respectively; finally,
• for any B = (B1, . . . , B`) ∈ Bn and any non-empty set I ⊆ [n],
tBI =
∑
J⊆⋃i<k Bi
tI∪J
if I ⊆ Bk for some k ∈ [`], and tBI = 0 if I is contained in none of the
subsets Bk for k ∈ [`].
The polynomial Tn(x, y, (zI)) is obtained from T̂n(x, y, (tI)) by the substitution (12).
Remark 7.4. Recall from Remark 6.5 the combinatorial interpretation of the
variables (tI). It follows from Theorem 7.3 that, for any (non-zero) tuple m =
(mI)∅ 6=I⊂[n] of non-negative integers, the polymatroid
(16) Qm = Zn ∩
∑
∅ 6=I⊂[n]
mI∆I
has Tutte polynomial
(17) TQm(x, y) = (x+ y − 1)
∑
B∈Bn
(−1)`(B)−1Dn((mBI ))xlr(B)−1 yrl(B)−1,
where, for all nonempty subsets I ⊆ [n],
(18) mBI =
∑
J⊆⋃i<k Bi
mI∪J
if I ⊆ Bk for some k ∈ [`], and mBI = 0 if I is contained in none of the subsets Bk
for k ∈ [`].
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Example 7.5. For n = 1, 2, 3 we get T̂1x+y−1 = 1,
T̂2
(x+y−1) = (x + y + t{1,2} − 1),
and
T̂3
(x+ y − 1) = x
2 + 2xy + y2 +
(
2 t{1,2,3} + e1 − 2
)
x+
(
t{1,2,3} + e1 − 2
)
y
+
1
2
t123
2 +
(
e1 − 3
2
)
t{1,2,3} + e2 − e1 + 1,
where e1 = t{1,2} + t{1,3} + t{2,3}, and e2 = t{1,2}t{1,3} + t{1,2}t{2,3} + t{1,3}t{2,3}.
Remark 7.6. Note that the polynomial T̂n(x, y, (tI)) only depends on 2n − n+ 1
variables: the variables x, y and the variables tI for I ⊆ [n] of cardinality at least 2.
Indeed, the dragon polynomial Dn does not depend on tI for |I| ≤ 1. The fact that
T̂n is independent of { t{i} | i ∈ [n] } simply reflects the invariance of the Tutte
polynomial with respect to translations of polymatroids.
The rest of this section is dedicated to the proof of Theorem 7.3. We want to
prove that the polynomial T̂n(x, y, (tI)) is given by the formula (15). As can be
seen from the proof of Theorem 6.1 (uniqueness of Tn), it suffices to show that
for all tuples m = (mI)∅6=I⊆[n] of positive integers, the polymatroid Qm defined
by (16) satisfies (17).
We now fix a tuple m = (mI)∅ 6=I⊆[n] of positive integers and proceed to prove (17).
We consider the partition of Qm according to the faces of Qm:
Qm =
⊎
F : face of Qm
F ◦,
where F ◦ := F◦ ∩Zn and F◦ denotes the relative interior of the face F . It remains
to count the points in F ◦, and to determine their activities.
First, we observe that the polytope Qm is a generalized permutohedron with
the same combinatorial type as the classical permutohedron Πn. In other words,
the normal fan of Qm is the braid arrangement, and its faces are indexed by the
ordered set partitions of [n]. More precisely, for B = (B1, . . . , B`) ∈ Bn, we denote
by FB the face of Qm maximizing the linear form ϕB ∈ (Rn)∗ defined by setting
ϕB(ei) = k for all k ∈ [`] and all i ∈ Bk. Now, we again use the well-known fact that
the faces of a Minkowski sum of polytopes correspond to appropriate Minkowski
sums of the faces of these polytopes. In our case we get
FB =
∑
∅ 6=I⊆[n]
mI ∆I∩Bk(I) ,
where k(I) = max{ k ∈ [`] | I ∩Bk 6= ∅ }. Reordering the terms gives
FB =
∑
∅6=I⊆[n]
mBI ∆I = QmB ,
where mB = (mBI ) is given by (18).
We now use the following key Lemma, which is a consequence of [Pos, Thm 11.3].
More precisely, combining (14) with Remark 6.5, we can reformulate Corollary 3.11
as follows.
Lemma 7.7. Let m′ = (m′I)∅ 6=I⊆[n] be a tuple of non-negative integers. The
number of lattice points in the relative interior of Qm′ is
|Q◦m′ ∩ Zn| = (−1)codim(Qm′ )−1Dn((m′I)),
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where Dn is the n’th dragon polynomial and codim(Qm′) is the codimension of Qm′ .
Observe that the codimension of the face FB = QmB is `(B) (since the set of
linear forms that are maximized on FB has dimension `). Hence Lemma 7.7 gives
|F ◦B | = (−1)`(B)−1Dn(mBI ). Next, we determine the activities of the points in F ◦B .
From Lemma 4.2 we obtain the following.
Lemma 7.8. With the above notation, for all a ∈ F ◦B ⊂ Qm, the internally active
indices of a are the left-to-right minima of B, while the externally active indices of
a are the right-to-left minima of B.
Proof. Recall from Section 3.3 that the polytope Qm is the intersection of the half-
spaces given by the rank function fm. Precisely, defining for each nonempty subset
I ⊆ [n] the sets
HI =
x ∈ Rn
∣∣∣∣ ∑
i∈I
xi =
∑
J∩I 6=∅
mJ
 and H−I =
x ∈ Rn
∣∣∣∣ ∑
i∈I
xi ≤
∑
J∩I 6=∅
mJ
 ,
we have
Qm = H[n] ∩
⋂
∅6=I⊂[n]
H−I .
Moreover, the face FB is the intersection ofQm with the hyperplanesHB` , HB`−1∪B` ,
. . ., HB1∪B2∪···∪B` , but is not contained in any other hyperplane HI (since it has
codimension `).
By Lemma 7.8, for any a ∈ Qm, the index i ∈ [n] is externally (resp., internally)
active if and only if there exists a subset I ⊆ [n] such that i = min(I) and a ∈ HI
(resp., a ∈ H[n]\I). Hence for a ∈ F ◦B the externally (resp., internally) active indices
are the right-to-left (resp., left-to-right) minima of B. 
To summarize, each element a ∈ F ◦B contributes (x + y − 1)xlr(B)−1 yrl(B)−1 to
the Tutte polynomial of Qm (since 1 is the only index which is both internally and
externally active), so that their total contribution is
(−1)`(B)−1Dn((mBI )) (x+ y − 1)xlr(B)−1 yrl(B)−1.
Summing over all ordered set partitions of [n] gives (16), which concludes the proof
of Theorem 7.3.
8. Proofs of Lemma 4.2, Corollary 4.9, and Propositions 4.11 and 5.4
In this section we prove Lemma 4.2, Corollary 4.9, and Propositions 4.11 and
5.4. Before we embark on these proofs, let us set some notation and recall an easy
fact. For a basis a of a polymatroid P ⊂ Zn with rank function f , we denote
(19) I(a) ≡ IP (a) =
{
I ⊂ [n]
∣∣∣∣ ∑
i∈I
ai = f(I)
}
.
(Elements of I(a) were called ‘tight at a’ in [Kal].) Note that by convention ∅, [n] ∈
I(a). We now observe that for all I, J ∈ I(a), both I∪J and J ∩J are also in I(a).
This is because f is submodular while
∑
i∈I ai+
∑
i∈J ai =
∑
i∈I∪J ai+
∑
i∈I∩J ai.
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Proof of Lemma 4.2. We first prove the statement about external activities. Let
a ∈ P . We want to prove that Ext(a) = {min(I) | I ∈ I(a) }.
Suppose first that there exists I ∈ I(a) such that i = min(I). Then for all j < i
the point b := a−ej + ei is not in P because
∑
i∈I bi > f(I). Hence i is externally
active for a.
Conversely, suppose that there does not exist a subset I ∈ I(a) such that i =
min(I). Consider the set I ′ = { I ∈ I(a) | i ∈ I }. There is a smallest element I0
of I ′ for inclusion (indeed if I, J ∈ I ′, then I ∩ J ∈ I ′). By our assumption, there
exists j < i in I0. Hence j is contained in every subset I ∈ I ′. This implies that
a− ej + ei ∈ P , in particular that i is not externally active.
This proves the statement about external activities. The one about internal
activities follows by duality upon observing that IntP (a) = Ext−P (−a) and that
the rank function of −P is I 7→ f([n] \ I) − f([n]) (so that I−P (−a) = { [n] \ I |
I ∈ IP (a) }). 
Proof of Corollary 4.9. Let P ⊂ Zn be a polymatroid of generic type, and let f
be its rank function. We claim that for all a ∈ P , one has Int(a) ∩ Ext(a) = {1}.
Suppose for contradiction that m > 1 is in Int(a) ∩ Ext(a). By Lemma 4.2, there
exist I, J ∈ I(a) such that m = min(I) = min([n] \ J). However, this implies that
f(I) + f(J) = f(I ∪ J) + f(I ∩ J), while neither I ⊆ J (for m ∈ I \ J) nor J ⊆ I
(as 1 ∈ J \ I). This is impossible for a polymatroid of generic type. 
Proof of Proposition 4.11. Throughout we denote the rank function of P by f .
(a) It is clear from Definition 4.3 that TP (x, y) is a polynomial of degree at most n.
The fact that the degree of TP (x, y) is exactly n can be deduced by picking the
lexicographically minimal basis amin of P and observing that any index i ∈ [n] is
externally active with respect to amin.
(b) It is clear from the definition that both TP (x, y + 1) and TP (x + 1, y) have
non-negative integer coefficients. We now show that TP (x, y) has both positive
and negative coefficients. Suppose for contradiction that all the coefficients have
the same sign. In this case the formal power series
∞∑
k=0
TP (x, y)(x+ y)
k has infinite
degree. However this is equal to the formal power series (1 − x − y)−1TP (x, y),
which is a polynomial since TP (x, y) is divisible by (x+ y − 1). A contradiction.
(c) Recall that by Lemma 6.6, a polymatroid P of codimension c is a direct sum
of c polymatroids. Hence by property (e) (proved below) and the Sn-invariance
of TP (proved later), TP (x, y) is a product of c polymatroid Tutte polynomials.
This proves the property since every polymatroid Tutte polynomial is divisible by
(x+ y − 1).
(d) Since the universal polynomial Tn(x, y, (zI)) has total degree n, we have
[xkyn−k]TP (x, y) = [xkyn−k]Tn(x, y, (zI))
= [xkyn−k]Tn(x, y, (0)) = [xkyn−k](x+ y − 1)n,
where the last equality comes from Proposition 6.8(b).
(e) Let Q ⊂ Zn be a polymatroid. It is clear that for any c ∈ P ⊕ Q there is a
unique pair (a,b) ∈ P × Q such that c = (a1, . . . , an, b1, . . . , bm). Moreover for
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i, j ∈ [n + m], the point c + ei − ej is in P ⊕ Q if and only if either (i, j ≤ n
and a + ei − ej ∈ P ) or (i, j > n and b + ei−n − ej−n ∈ Q). This implies
IntP⊕Q(c) = IntP (a) ∪ (n + IntQ(b)) and ExtP⊕Q(c) = ExtP (a) ∪ (n + ExtQ(b))
Hence,
TP⊕Q(x, y) =
∑
c∈P⊕Q
xoi(c) yoe(c) (x+ y − 1)ie(c)
=
∑
(a,b)∈P×Q
xoi(a)+oi(b) yoe(a)+oe(b) (x+ y − 1)ie(a)+ie(b)
= TP (x, y)TQ(x, y).
Similarly for any c ∈ P  Q there is a unique pair (a,b) ∈ P × Q such that
c = (a1 + b1, a2, . . . , an, b2, . . . , bm). (The decomposition of c1 is determined by the
levels of P and Q.) Moreover for 1 ≤ i < j ≤ n + m − 1, the point c + ei − ej
is in P  Q if and only if either (i, j ≤ n and a + ei − ej ∈ P ), or (i, j > n and
b+ei+1−n−ej+1−n ∈ Q), or (i ≤ n < j and a−e1+ei ∈ P and a+e1−ej+1−n ∈ Q).
This implies IntPQ(c) = IntP (a) ∪ {n + i − 1 | i ∈ IntQ(b) \ {1} }. Similarly,
ExtPQ(c) = ExtP (a) ∪ {n+ i− 1 | i ∈ ExtQ(b) \ {1} }. Consequently,
TPQ(x, y) =
∑
(a,b)∈P×Q
xoi(a)+oi(b) yoe(a)+oe(b) (x+ y − 1)ie(a)+ie(b)−1
=
TP (x, y)TQ(x, y)
x+ y − 1 .
(f) It is easy to verify that P̂ i in the ri = 0 case, as well as P \i and P/i in the ri = 1
case, are polymatroids. See Section 18.2 for more on the underlying geometry.
By the Sn-invariance of TP we may assume i = n. In the case rn = 0 we have
P = P̂n⊕Q, where Q is the matroid in Z with unique basis a = f({n}). Hence (5)
follows from property (e).
In the case rn = 1, any basis a ∈ P satisfies an ∈ {f({n}) − 1, f({n})}. Hence
every basis of P corresponds either to a basis of P \ n (if an = f({n})− 1) or to a
basis of P/n (if an = f({n})). If an = f({n})− 1, then it is clear that n ∈ IntP (a),
and the Exchange axiom easily implies that n 6∈ ExtP (a). As to the other indices,
the internal or external activity with respect to a ∈ P is the same as with respect
to ân ∈ P \ n.
To summarize, if an = f({n}) − 1, then IntP (a) = IntP\n(ân) ∪ {n} and
ExtP (a) = ExtP\n(ân). Similarly, if an = f({n}), then IntP (a) = IntP/n(ân)
and ExtP (a) = ExtP/n(â
n) ∪ {n}. This gives (6).
(g) The property TP (1, 1) = |P | is clear from the definition. We now prove
TP (0, 0) = (−1)codim(P )|P ◦|, where P ◦ = P◦ ∩ Zn. By property (e), it suffices
to do so when codim(P ) = 1, so we assume this condition from now on. Also, by
definition
TP (0, 0) =
∑
a∈P : Int(a)4Ext(a)=∅
(−1)Int(a)∩Ext(a),
where A4B := (A \ B) ∪ (B \ A) denotes the symmetric difference of the sets A
and B. Hence it suffices to show that for all a ∈ P , we have a ∈ P ◦ if and only if
Int(a)4Ext(a) = ∅; furthermore in this case Int(a) = Ext(a) = {1}.
Let us prove this property. For I ⊆ [n], we consider the hyperplane HI = {x ∈
Zn |∑i∈I xi = f(I) }. Let us first assume a ∈ P ◦. This implies a /∈ ⋃∅ 6=I([n]HI ,
UNIVERSAL TUTTE POLYNOMIAL 31
in particular for all i, j ∈ [n], we have a+ei−ej ∈ P . Thus Int(a) = Ext(a) = {1},
and Int(a)4Ext(a) = ∅.
Conversely, we now assume that a ∈ P \P ◦, and want to prove Int(a)4Ext(a) 6=
∅. By Lemma 4.2, we have Ext(a) = {min(I) | ∅ 6= I ∈ I(a) } and Int(a) =
{min([n] \ I) | [n] 6= I ∈ I(a) }. Since a /∈ P ◦, there exists a set I0 ∈ I(a) which
is neither empty nor equal to [n]. Hence max(Int(a) ∪ Ext(a)) > 1. Therefore, if
m := max(Int(a) ∩ Ext(a)) is equal to 1, then Int(a)4Ext(a) 6= ∅. Let us now
assume m > 1, and consider I, J ∈ I(a) such that m = min(I) = min([n] \ J). We
have I 6= [n] \ J (otherwise P ⊂ HI and codim(P ) > 1), whence we get I ∩ J 6= ∅
or I ∪ J 6= [n]. Moreover, both I ∩ J and I ∪ J are in I(a). If I ∩ J 6= ∅, then
k := min(I ∩ J) > m and thus k ∈ Ext(a)4Int(a). Similarly, if I ∪ J 6= [n], then
k := min([n] \ (I ∪ J)) > m, implying k ∈ Int(a)4Ext(a). In both cases we obtain
Int(a)4Ext(a) 6= ∅, as wanted.
(h) It suffices to prove
TP (x, y)
(x+ y − 1)
∣∣∣∣
x=1,y=0
= |(P −∆) ∩ Zn|, as the other identity
follows by duality. Let A = {a ∈ P | Ext(a) = {1} } and let B = {a ∈ Zn |
a− e1 + ∆ ⊆ P }. Clearly, TP (x, y)
(x+ y − 1)
∣∣∣∣
x=1,y=0
= |A|, and |(P −∆)∩Zn| = |B|, so
it suffices to prove A = B.
For i ∈ {2, 3, . . . , n}, let Ai = { a ∈ P | ∃j < i, a + ei − ej ∈ P } and Bi = {a ∈
P | a + ei − e1 ∈ P }. It is easy to see that B =
⋂n
i=2 Bi ⊆
⋂n
i=2Ai = A.
We now prove, by induction on k, that for all k ∈ {2, 3, . . . , n}, we have⋂ki=2Ai ⊆⋂k
i=2 Bi. The base case k = 2 is trivial, and we now assume
⋂k−1
i=2 Ai ⊆
⋂k−1
i=2 Bi.
Let a ∈ ⋂ki=2Ai. We need to prove that b = a + ek − e1 is in P . Since a ∈ Ak,
there exists j < k such that a + ek − ej ∈ P . As a ∈
⋂k−1
i=2 Ai ⊆
⋂k−1
i=2 Bi, we get
a + ej − e1 ∈ P . Hence, by convexity, a + ek−e12 ∈ P. This, in turn, implies that
for all subsets I ⊂ [n] containing k but not 1, we have ∑i∈I ai < f(I). Thus we
also have
∑
i∈I bi ≤ f(I), which implies that b is in P , as wanted. 
Proof of Proposition 5.4. It is clear that TP (x, y) is a Laurent polynomial since the
degree of TP (x, y) is n. Let us denote bp,q = [xpyq]B(x, y)TP (x,−1/y). Observe
that for all integers p, q,
bp,q − bp−1,q−1 − bp−1,q = [xpyq](1− x(1 + y))B(x, y)TP (x,−1/y)
= [xpyq]TP (x,−1/y).
The right-hand side of the above equation is equal to 0 whenever q > −`, since `
is the minimum y-degree of TP (x, y). Thus, if for a given k ∈ Z one has bk+q,q = 0
for all q ≥ −`, then bk+1+q,q = bk+q,q−1 for all q > −`. Hence in this case the
coefficients bk+1+q,q for q ≥ −` are all equal. Since for k sufficiently small one has
bk+q,q = 0 for all q, there exists an integer k0 ∈ Z ∪ {+∞} and a constant c 6= 0
such that for all q ≥ −` one has bp,q = 0 for all p < k0 + q and bk0+q,q = c.
It remains to show that k0 = n and c = (−1)n−d. Since ` ≥ −d, it suffices to
show
(20) ∀p < n, bp+d,d = 0, and bn+d,d = (−1)n−d.
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Let us denote τi,j = [x
iyj ]TP (x, y), so that
TP (x, y) =
∑
i,j≥0
τi,j x
i+d−nyj−d(x+ y − xy)n−i−j .
One gets
B(x, y)TP (x,−1/y) =
∑
i,j≥0
τi,j (−xy)i+d−n(1− x− xy)n−i−j−1.
Hence
bp+d,d = (−1)d
∑
i,j≥0
τi,j(−1)n−i[xp+n−iyn−i](1− x− xy)n−i−j−1.
Note that for i+j < n, [xp+n−iyn−i](1−x−xy)n−i−j−1 = 0, and that for i+j > n,
τi,j = 0. Moreover, by Proposition 4.11(d), τn−j,j =
(
n
j
)
. Thus,
bp+d,d = (−1)d
n∑
j=0
(
n
j
)
(−1)j [xp+jyj ](1− x− xy)−1.
For p < 0, [xp+jyj ](1 − x − xy)−1 = 0, hence bp+d,d = 0. For p ≥ 0, [xp+jyj ](1 −
x− xy)−1 = (p+jj ), hence
bp+d,d = (−1)d
n∑
j=0
(
n
j
)
(−1)j
(
p+ j
j
)
= (−1)d
n∑
j=0
[xn−j ](1 + x)n · [xj ](1 + x)−p−1
= (−1)d[xn](1 + x)n−p−1.
This readily gives (20). 
9. Decomposition of the integer lattice into cones
In this section we describe, for a (not necessarily finite) M-convex set P ⊂ Zn,
a decomposition of the integer lattice Zn into a disjoint union of cones indexed
by the elements of P . We will use this cone decomposition in the next section to
give another characterization of the polymatroid Tutte polynomial, and prove the
Sn-invariance stated in Theorem 4.7.
Definition 9.1. Let P ⊂ Zn be an M-convex set. For a ∈ P , define the cone
C(a) = CP (a) ⊂ Zn to consist of all points a + x ∈ Zn such that, for any i ∈ [n],
(1) if i 6∈ Int(a) and i 6∈ Ext(a), then xi = 0;
(2) if i ∈ Int(a) and i 6∈ Ext(a), then xi ≤ 0;
(3) if i 6∈ Int(a) and i ∈ Ext(a), then xi ≥ 0;
(4) if i ∈ Int(a) and i ∈ Ext(a), then xi can be any integer.
We now define the Manhattan distance on Zn before stating the main result.
Definition 9.2. The Manhattan distance d1(a,b) between two points a,b ∈ Rn is
d1(a,b) = ||a− b||1 :=
n∑
i=1
|ai − bi|.
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For two subsets A and B of Zn, define
d1(A,B) := min
a∈A,b∈B
d1(a,b).
Theorem 9.3. Let P ⊂ Zn be a nonempty M -convex set.
(1) The collection of cones C(a) = CP (a), for a in P , gives a disjoint decom-
position of Zn: ⊎
a∈P
CP (a) = Zn.
(2) If a ∈ P and c ∈ C(a), then d1(a, c) = d1(P, c). In other words, the point a
is one of the points of P closest to the point c with respect to the Manhattan
distance.
Remark 9.4. Theorem 9.3 is the analogue, for M-convex sets, of a classical result
about the Tutte polynomial of matroids due to Crapo [Cr2]. Indeed, for a matroid
M defined on the ground set [n], one can consider the restriction of the cone-
decomposition given by Theorem 9.3 to the subset {0, 1}n ⊂ Zn. This translates
into a partition of the Boolean lattice (2[n],⊆) into intervals indexed by the bases
of M , which is exactly the partition exhibited in [Cr2].
Proof. Let us first show that the cones C(a) and C(b), for two different elements
a,b ∈ P , are disjoint. Suppose that this is not true, and there is c ∈ C(a) ∩ C(b).
Let i be the maximal index such that ai 6= bi. Without loss of generality, assume
that ai < bi. According to the Exchange Axiom, there exists j such that aj > bj
and a + ei − ej ∈ P and b − ei + ej ∈ P . Because of our choice of i, we have
j < i. Thus i 6∈ Ext(a) and i 6∈ Int(b). Hence ci ≤ ai and ci ≥ bi. We reach a
contradiction since ai < bi.
Next, let us show that, for any c ∈ Zn, there exists a ∈ P such that c ∈ C(a).
Pick any element a′ ∈ P . We say that an index i is bad for a′ (with respect to c)
if we have either (a′i < ci and i 6∈ Ext(a′)), or (a′i > ci and i 6∈ Int(a′)).
If there is no bad index for a′, then c ∈ C(a′) and we are done. Otherwise, let i
be the maximal bad index. If a′i < ci, then i 6∈ Ext(a′), hence there exists j < i
such that a′′ := a′ + ei − ej ∈ P . If a′i > ci, then i 6∈ Int(a′), hence there exists
j < i such that a′′ := a′ − ei + ej ∈ P .
We now show that a′′ has no bad index greater than i (with respect to c). For
k > i we know that a′′k = a
′
k and want to show that k is not a bad index for a
′′. It
suffices to show that if k /∈ Ext(a′′) then k /∈ Ext(a′), and if k /∈ Int(a′′) then k /∈
Int(a′). Suppose that k /∈ Ext(a′′). Then there is ` < k such that a′′+ ek−e` ∈ P .
Applying the Exchange Axiom to the pair a′ and a′′+ek−e`, we deduce that there
is r < k (r ∈ {`, i, j}) such that a′ + ek − er ∈ P . Thus k /∈ Ext(a′). Similarly, if
k /∈ Int(a′′), then there exists r < k such that a′ − ek + er ∈ P , hence k /∈ Int(a′).
Thus either a′′ has no bad index at all, or the maximal bad index for a′′ is less
than i, or the maximal bad index for a′′ is i and |a′′i − ci| < |a′i − ci|.
If a′′ has a bad index, then we can apply the same operation to the element a′′
and find a new element a′′′ ∈ P , etc. The above argument shows that, after finitely
many steps, we will find an element a ∈ P with no bad index. This means exactly
that c ∈ C(a).
Finally, observe that, for the sequence of points a′,a′′,a′′′, · · · ∈ P that we
constructed above we have d1(a
′, c) ≥ d1(a′′, c) ≥ d1(a′′′, c) ≥ · · · . Indeed, |a′i −
ci| = |a′′i − ci| − 1 and |a′j − cj | ≤ |a′′j − cj |+ 1, and all other coordinates of a′ and
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a′′ are the same. Since a′ can be any point of P and the sequence a′,a′′,a′′′, . . .
converges, after finitely many steps, to a ∈ P such that c ∈ C(a), we deduce that
d1(a, c) ≤ d1(a′, c) for any a′ ∈ P , which proves part (2) of the theorem. 
Example 9.5. In Figure 6 we show the cone decomposition for a polymatroid
P ⊂ Z3. The polymatroid P is the same as the one represented in Figures 2
and 3. Note that every cone of the decomposition contains the line Z e1 as a
Minkowski summand (because the index 1 is always both internally and externally
active). Hence one may project the cone decomposition onto the space spanned
by the coordinate vectors e2, e3 without loss of information (one could equivalently
consider the induced decomposition of the hyperplane {x ∈ Zn |∑xi = level(P ) }
containing P ). This is represented on the right of Figure 6.
1
2
3 3
2
Figure 6. Two views of the same cone decomposition of Z3. The
picture on the right is the projection in the subspace span(e2, e3)
of the cone decomposition of Z3 shown on the left.
10. Corank-nullity construction of the polymatroid Tutte
polynomial
In this section we provide another construction for the polymatroid Tutte poly-
nomial. This alternative construction is clearly invariant under permutations of
coordinates, hence it provides a proof of Theorem 4.7. In fact, this construction is
the analogue of the corank-nullity definition of the Tutte polynomial of matroids
given by (3).
First, we show that the Manhattan distance d1(P, c) between a nonempty M-
convex set P ⊂ Zn and a lattice point c ∈ Zn splits canonically into two summands.
Definition 10.1. For a,b ∈ Rn, define
d>1 (a,b) :=
∑
i : ai>bi
(ai − bi) and d<1 (a,b) :=
∑
i : ai<bi
(bi − ai).
The functions d>1 and d
<
1 are non-symmetric (in fact d
<
1 (a,b) = d
>
1 (b,a)), but
also non-negative and, clearly, d1(a,b) = d
>
1 (a,b) + d
<
1 (a,b).
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Definition 10.2. For a nonempty M-convex set P ⊂ Zn, and a lattice point c ∈ Zn,
define
d>1 (P, c) := min
a∈P
d>1 (a, c) and d
<
1 (P, c) := min
a∈P
d<1 (a, c).
Lemma 10.3. Let P ⊂ Zn be a nonempty M-convex set, and let c ∈ Zn. For
any point a ∈ P such that d1(a, c) = d1(P, c), we have d>1 (a, c) = d>1 (P, c) and
d<1 (a, c) = d
<
1 (P, c). Thus
d1(P, c) = d
>
1 (P, c) + d
<
1 (P, c).
Proof. Let us fix a point a ∈ P such that d1(a, c) = d1(P, c). Among all points
b ∈ P such that d>1 (b, c) = d>1 (P, c), let us pick a point b with minimal possible
Manhattan distance d1(a,b). We will show that a = b.
Suppose for contradiction that a 6= b. Since a,b ∈ P we have ∑ ai = level(P ) =∑
bi. Hence, there is an index i such that ai > bi. According to the Exchange
Axiom, there is an index j such that aj < bj and a
′ = a−ei+ej and b′ = b+ei−ej
both belong to P . Notice that d1(a,b
′) = d1(a,b)− 2. At this point we split into
several cases and get contradictions in each case:
(1) In the case ci ≥ ai, we get ci > bi hence d>1 (b′, c) ≤ d>1 (b, c). Since
d1(a,b
′) < d1(a,b), this contradicts our choice of b.
(2) In the case cj ≤ aj , we get cj < bj hence d>1 (b′, c) ≤ d>1 (b, c). Since
d1(a,b
′) < d1(a,b), this contradicts our choice of b.
(3) In the case (ci < ai and cj > aj), we get d1(a
′, c) < d1(a, c), which
contradicts our choice of a.
This shows that a = b. So d>1 (a, c) = d
>
1 (P, c). Similarly, d
<
1 (a, c) = d
<
1 (P, c).
Finally, we get d1(P, c) = d1(a, c) = d
>
1 (a, c) + d
<
1 (a, c) = d
>
1 (P, c) + d
<
1 (P, c).

Remark 10.4. The quantities d>1 (P, c) and d
<
1 (P, c) extend the notions of corank
and nullity from matroid theory. Indeed, let M be a matroid with ground set
[n], and let P (M) ⊂ {0, 1}n be the corresponding polymatroid (as defined in Re-
mark 3.3). Let S ⊆ [n], and let c = (c1, . . . , cn) ∈ { 0, 1 }n be the vector corre-
sponding to S (that is, ci = 1 if i ∈ S and ci = 0 otherwise). By definition, the
corank of S with respect to the matroid M is min{ |A \ S| | A is a basis of M },
which is clearly equal to d>1 (P (M), c). Dually, the nullity of S with respect to M
is min{ |S \A| | A is a basis of M } = d<1 (P (M), c).
Definition 10.5. Let P ⊂ Zn be a polymatroid. Define the formal power series
T˜P (u, v) in two variables u and v by
T˜P (u, v) :=
∑
c∈Zn
wtP (c),
where the weight wtP (c) of a lattice point c ∈ Zn is given by
wtP (c) := u
d>1 (P,c) vd
<
1 (P,c).
As we now prove, the formal power series T˜P (u, v) is related to the polymatroid
Tutte polynomial TP (x, y) by a simple change of variables.
Theorem 10.6. For all polymatroids P ⊂ Zn, we have
T˜P (u, v) = TP
(
1
1− u,
1
1− v
)
.
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Theorem 10.6 is an identity for formal power series in u, v, and the expression
1
1−u stands for
∑∞
n=1 u
n (and similarly 11−v =
∑∞
n=1 v
n).
Proof. Using the decomposition Zn =
⊎
a∈P C(a) from Theorem 9.3(1), and apply-
ing Theorem 9.3(2) together with Lemma 10.3, we get
T˜P (u, v) =
∑
a∈P
∑
c∈C(a)
wtP (c) =
∑
a∈P
n∏
i=1
mi(a),
where
mi(a) =

1 if i 6∈ Int(a) and i 6∈ Ext(a),
1 + u+ u2 + · · · if i ∈ Int(a) and i 6∈ Ext(a),
1 + v + v2 + · · · if i 6∈ Int(a) and i ∈ Ext(a),
1 + (u+ u2 + · · · ) + (v + v2 + · · · ) if i ∈ Int(a) and i ∈ Ext(a).
If we let x = 1 +u+u2 + · · · = 1/(1−u) and y = 1 + v+ v2 + · · · = 1/(1− v), then
1 + (u+ u2 + · · · ) + (v + v2 + · · · ) = x+ y − 1. Thus, for all a ∈ P ,
n∏
i=1
mi(a) = x
|Int(a)\Ext(a)| y|Ext(a)\Int(a)| (x+ y − 1)|Int(a)∩Ext(a)|,
and T˜P (u, v) = TP (x, y). 
Proof of Theorem 4.7. The order-independence (Sn-invariance) of the Tutte poly-
nomialTP (x, y) follows from Theorem 10.6, because the formal power series T˜P (u, v)
is obviously independent of the ordering of the coordinates. 
11. Polymatroid shadows
In this section, we give two additional expressions for the polymatroid Tutte
polynomial, which are “halfway between” the forms in Definitions 4.3 and 10.5.
Definition 11.1. Let P ⊂ Zn be a polymatroid. The upper shadow of P is the
Minkowski sum Sup(P ) := P + Zn≥0 ⊂ Zn. The lower shadow of P is Slow(P ) :=
P + Zn≤0 ⊂ Zn.
Remark 11.2. Lower and upper shadows are related to the matroidal notions of
independent sets and spanning sets, respectively. Precisely, for a matroid M with
ground set [n], the independent (resp., spanning) sets of M correspond to elements
of {0, 1}n lying in the lower (resp., upper) shadow of the polymatroid P (M).
Recall that e1, . . . , en are the standard coordinate vectors in Rn. Also let e0 = 0.
Definition 11.3. Let S ⊂ Zn be an upper or lower polymatroid shadow. For
a ∈ S, an index i ∈ [n] is called internally active if there is no j ∈ {0, 1, . . . , i− 1}
such that a−ei+ej ∈ S. Let I˜nt(a) = I˜ntS(a) ⊆ [n] denote the subset of internally
active indices with respect to a ∈ S.
For a ∈ S, an index i ∈ [n] is called externally active if there is no j ∈
{0, 1, . . . , i− 1} such that a + ei − ej ∈ S. Let E˜xt(a) = E˜xtS(a) ⊆ [n] denote the
subset of externally active indices with respect to a ∈ S.
In fact, elements of an upper polymatroid shadow S = Sup(P ) have no externally
active indices. Indeed, for any a ∈ S and any i ∈ [n], we have 0 < i and a + ei =
a+ei−e0 ∈ S. Likewise, elements of a lower polymatroid shadow have no internally
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active indices. Observe also that the index 1 ∈ [n] is not necessarily active for an
element of a polymatroid shadow.
Remark 11.4 (Shadows as projections of M-convex sets). Polymatroid shadows
are actually the images of certain infinite M-convex sets in Zn+1 under the projec-
tion
pi : Zn+1 → Zn given by pi : (x0, x1, . . . , xn) 7→ (x1, . . . , xn).
Moreover the activities of the shadows correspond, via the projection pi, to the
activities of these M -convex sets. Explicitly, Sup(P ) = pi(S˜up(P )), where S˜up(P ) =
P˜ + U˜ with P˜ = { (0, a1, . . . , an) | (a1, . . . , an) ∈ P } and
U˜ =
{
(x0, . . . , xn)
∣∣∣∣ n∑
i=0
xi = 0 and (x1, . . . , xn) ∈ Zn≥0
}
.
Similarly, Slow(P ) = pi(S˜low(P )), where S˜low(P ) = P˜ + L˜ and L˜ = {−x | x ∈ U˜ }.
It is easy to see that for any a˜ in S˜up(P ) (resp., S˜low(P )), an index i ∈ [n] is
internally/externally active for a˜ (in the sense of Definition 4.1) if and only if i
is internally/externally active for the element pi(a˜) of the shadow Sup(P ) (resp.,
Slow(P )) in the sense of Definition 11.3.
For a ∈ Zn, let
level(a) := a1 + · · ·+ an ∈ Z.
Recall that all the elements of a polymatroid P have the same level, and that
level(P ) denotes the level of the elements of P .
Theorem 11.5. Let P ⊂ Zn be a polymatroid. Let Sup(P ) := P + Zn≥0 and
Slow(P ) := P + Zn≤0 be the upper and lower shadows of P . The polymatroid Tutte
polynomial TP (x, y) satisfies (and is uniquely determined by any of) the following
two formulas:
TP
(
x,
1
1− v
)
=
∑
a∈Sup(P )
x|I˜nt(a)| vlevel(a)−level(P ),
TP
(
1
1− u, y
)
=
∑
a∈Slow(P )
ulevel(P )−level(a) y|E˜xt(a)|.
Remark 11.6. Theorem 11.5 gives the polymatroid analogues of the so-called
“independent sets expansion” and “spanning sets expansion” of the matroidal Tutte
polynomial; see [GT].
The proof of Theorem 11.5 relies on the construction of certain partitions of the
lattice Zn which are described in the next section.
12. Shadow decompositions
In this section we define, for an M-convex set P ⊂ Zn, two partitions of the
lattice Zn which are refinements of the cone decomposition presented in Section 9,
and we prove Theorem 11.5.
Recall from Theorem 9.3 the cone decomposition associated to P :
Zn =
⊎
a∈P
CP (a).
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Let a ∈ P . The cone CP (a) can be written as the following Minkowski sum:
CP (a) = a+
∑
i∈IntP (a)∩ExtP (a)
Z ei+
∑
i∈IntP (a)\ExtP (a)
Z≤0 ei+
∑
i∈ExtP (a)\IntP (a)
Z≥0 ei.
We define two subcones:
CupP (a) := a +
∑
i∈ExtP (a)
Z≥0 ei, and C lowP (a) := a +
∑
i∈IntP (a)
Z≤0 ei.
Lemma 12.1. The cones CupP (a) and C
low
P (a) partition the upper and lower shad-
ows of P , respectively:
Sup(P ) =
⊎
a∈P
CupP (a), and S
low(P ) =
⊎
a∈P
C lowP (a).
Proof. It is clear that
⊎
a∈P C
up
P (a) ⊆ Sup(P ). To prove the converse inclusion, let
us consider b in Sup(P ) ∩ CP (a). As b ∈ Sup(P ), we get d>1 (P,b) = 0. Since b ∈
CP (a), Theorem 9.3(2) and Lemma 10.3 combine to give d
>
1 (a,b) = 0. Hence b ∈
CupP (a). Thus, S
up(P ) =
⊎
a∈P C
up
P (a). Similarly, S
low(P ) =
⊎
a∈P C
low
P (a). 
C lowP (a) C
up
P (a) CP (a) C
≤
P (b) C
≥
P (b)
Figure 7. Various decompositions into cones for a polymatroid
P ⊂ Z2. The elements of P are indicated by large dots. The first
panel shows the cone decomposition Slow(P ) =
⊎
a∈P C
low
P (a) of
the lower shadow. The second panel depicts the decomposition
Sup(P ) =
⊎
a∈P C
up
P (a) of the upper shadow. The third panel
shows the decomposition Zn =
⊎
a∈P CP (a) provided by Theo-
rem 9.3. The fourth (resp., fifth) panel is a depiction of the refined
decomposition of Zn, given by Theorem 12.2(1), in terms of cones
indexed by elements b of Sup(P ) (resp., Slow(P )).
The partitions of the shadows given by Lemma 12.1 are illustrated in the first
two panels of Figure 7. We now consider some partitions of Zn indexed by the
points in the shadows. For b ∈ Sup(P ) we define
C≤P (b) = b +
∑
i∈I˜nt(b)
Z≤0 ei.
Now we observe that for all b ∈ CupP (a), we have
I˜nt(b) = IntP (a) ∩ { i ∈ [n] | ai = bi }.
This implies
(21) CP (a) =
⊎
b∈CupP (a)
C≤P (b).
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Similarly, for b ∈ Slow(P ), we define C≥P (b) = b +
∑
i∈E˜xt(b)
Z≥0 ei and get
(22) CP (a) =
⊎
b∈ClowP (a)
C≥P (b).
We summarize our constructions:
Theorem 12.2. Let P ⊂ Zn be an M-convex set.
(1) The cone decomposition of Zn given by Theorem 9.3 has the following two
refinements:
Zn =
⊎
a∈Sup(P )
C≤P (b) =
⊎
b∈Slow(P )
C≥P (b).
(2) Let a ∈ P , let b ∈ CupP (a) and let b′ ∈ C lowP (a). If for all i ∈ IntP (a) ∩
ExtP (a) either ai = bi or ai = b
′
i (or both), then C
≤
P (b) ∩ C≥P (b′) =
{b + b′ − a}. Otherwise C≤P (b) ∩ C≥P (b′) = ∅.
(3) For all b ∈ Sup(P ) and all c ∈ C≤P (b), one has
d<1 (P, c) = d
<
1 (P,b) = level(b)− level(P ) and d>1 (P, c) = d>1 (b, c).
Symmetrically, for all b ∈ Slow(P ) and all c ∈ C≥P (b), one has
d>1 (P, c) = d
>
1 (P,b) = level(P )− level(b) and d<1 (P, c) = d<1 (b, c).
The decompositions of Zn given by Theorem 12.2(1) are illustrated in the last
two panels of Figure 7.
Proof. Property (1) is obtained by combining Lemma 12.1 with (21) and (22).
For Property (2), let us consider c ∈ C≤P (b) ∩ C≥P (b′). We observe that for all
i /∈ IntP (a) we have i /∈ I˜nt(b) whence ci = bi. Symmetrically, for all i /∈ ExtP (a)
we have ci = b
′
i. Lastly for i ∈ IntP (a) ∩ ExtP (a), if bi 6= ai then ci = bi > ai, and
if b′i 6= ai then ci = b′i < ai. This easily implies Property (2).
We now prove Property (3). Let b ∈ Sup(P ) and let c ∈ C≤P (b). Let a be the
element of P such that b ∈ CP (a). Theorem 9.3(2) together with Lemma 10.3
gives d<1 (P, c) = d
<
1 (a, c) and d
>
1 (P, c) = d
>
1 (a, c). Moreover, it is clear from the
definitions that d<1 (a, c) = d
<
1 (a,b) = level(b) − level(a) and d>1 (a, c) = d>1 (b, c).
This proves the first identity of Property (3), and the other identity is proved
similarly. 
Remark 12.3 (Shadow partitions as projections). Recall from Remark 11.4 that
the shadows Sup(P ) and Slow(P ) are the projections of some M-convex sets S˜up(P )
and S˜low(P ). It is not hard to check that the decomposition of Zn given by The-
orem 12.2(1) is the projection of the cone decompositions of Zn+1 obtained by
applying Theorem 9.3 to the M-convex sets S˜up(P ) and S˜low(P ).
We now use Theorem 12.2 to prove Theorem 11.5.
Proof of Theorem 11.5. Using Theorem 10.6 and Theorem 12.2(1), we obtain
TP
(
1
1− u,
1
1− v
)
=
∑
b∈Sup(P )
∑
c∈C≤P (b)
ud
>
1 (P,c) vd
<
1 (P,c).
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Using Theorem 12.2(3) then gives
TP
(
1
1− u,
1
1− v
)
=
∑
b∈Sup(P )
vlevel(b)−level(P )
∑
c∈C≤P (b)
ud
>
1 (b,c)
=
∑
b∈Sup(P )
vlevel(b)−level(P )
(
1
1− u
)|I˜nt(b)|
.
Replacing 11−u by x gives the first needed formula. The proof of the second formula
is similar. 
13. Cameron-Fink polynomials and polymatroid neighborhoods
In this section we explain the relation between the polymatroid Tutte polynomial
and the invariant defined by Cameron and Fink in [CF]. Let us first recall their
polymatroid invariant Q′P (x, y).
Definition 13.1. [CF] Let P ⊂ Zn be a polymatroid and let P = conv(P )
be its convex hull. Let ∆ be the coordinate (n − 1)-dimensional simplex ∆ :=
conv(e1, . . . , en) ⊂ Rn, and let ∇ = −∆ = conv(−e1, . . . ,−en). It is shown in [CF]
that there exists a (unique) two-variable polynomial QP such that for any positive
integer values of s and t, the value QP (s, t) counts the number of integer lattice
points in the Minkowski sum P + s∇+ t∆:
QP (s, t) = |(P + s∇+ t∆) ∩ Zn|.
There are (unique) integer coefficients ci,j such that
QP (s, t) =
∑
i,j≥0
ci,j
(
s
i
)(
t
j
)
,
where
(
x
i
)
:= x(x−1)···(x−i+1)i! , and Q
′
P (x, y) is defined as the polynomial
Q′P (x, y) :=
∑
i,j≥0
ci,j(x− 1)i (y − 1)j .
The relation between Q′P (x, y) and TP (x, y) takes the following simple form.
Theorem 13.2. The polynomial Q′P (x, y) equals TP (x, y)/(x+ y − 1).
Remark 13.3. In view of Theorem 13.2, Proposition 4.11(h) can be rephrased as
follows:
QP (0,−1) = |(P −∆) ∩ Zn| and QP (−1, 0) = |(P −∇) ∩ Zn|.
The rest of this section is dedicated to the proof of Theorem 13.2.
Definition 13.4. For a polymatroid P ⊂ Zn and non-negative integers s, t ∈ Z≥0,
the (s, t)-neighborhood of P is the set
N(s, t, P ) := { c ∈ Zn | d>1 (P, c) ≤ s and d<1 (P, c) ≤ t }.
Let H` ⊂ Zn be the affine hyperplane H` := { c ∈ Zn | level(c) = ` }.
Lemma 13.5. For a polymatroid P ⊂ Zn and non-negative integers s, t ∈ Z≥0,
the set of lattice points in the Minkowski sum P + s∇+ t∆ is a hyperplane section
of the (s, t)-neighborhood of P , namely
(P + s∇+ t∆) ∩ Zn = N(s, t, P ) ∩Hlevel(P )−s+t.
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Proof. For any lattice point c ∈ (P + s∇+ t∆)∩Zn, we have level(c) = level(P )−
s + t. We also have c = a + a′ + a′′, where a ∈ P , a′ ∈ s∇, and a′′ ∈ t∆. So
d>1 (P, c) ≤ d>1 (a, c) ≤
∑n
i=1 |a′i| = s and d<1 (P, c) ≤ d<1 (a, c) ≤
∑n
i=1 |a′′i | = t.
Thus c ∈ N(s, t, P ).
On the other hand, for any c ∈ N(s, t, P ) with level(c) = level(P )−s+t, let a ∈ P
be any closest point of P to c, i.e., d1(P, c) = d1(a, c). According to Lemma 10.3,
we have d>1 (a, c) = d
>
1 (P, c) ≤ s and d<1 (a, c) = d<1 (P, c) ≤ t. So c = a + a′ + a′′,
where a′ ∈ s′∇ and a′′ ∈ t′∆ with s′ := d>1 (P, c) ≤ s and t′ := d<1 (P, c) ≤ t. Pick
any a′′′ ∈ r∆, where r := s−s′ = t−t′. Then we have c = a+(a′−a′′′)+(a′′+a′′′),
where a′ − a′′′ ∈ s∇ and a′′ + a′′′ ∈ t∆. So c ∈ P + s∇+ t∆. 
Proof of Theorem 13.2. We have
QP (s, t) = |(P + s∇+ t∆) ∩ Zn| = |N(s, t, P ) ∩Hlevel(P )−s+t|
=
∑
a∈P
|CP (a) ∩N(s, t, P ) ∩Hlevel(P )−s+t|.
The intersection CP (a)∩N(s, t, P )∩Hlevel(P )−s+t consists of all points a + x ∈ Zn
such that
(1) If xi < 0 then i ∈ IntP (a). If xj > 0 then j ∈ ExtP (a).
(2)
∑
i : xi<0
(−xi) ≤ s and
∑
i : xi>0
xi ≤ t.
(3)
∑n
i=1 xi = −s+ t.
Since we always have 1 ∈ Int(a)∩Ext(a), the above set is in bijection with points
(x2, . . . , xn) ∈ Zn−1 that satisfy only conditions (1) and (2).
For a+x ∈ CP (a)∩N(s, t, P )∩Hlevel(P )−s+t, let I(x) := { i ∈ [n]\{1} | xi < 0 }
and J(x) := { j ∈ [n] \ {1} | xj > 0 }. The pair (I(x), J(x)) belongs to the set
K(a) of pairs (I, J) of subsets of [n] \ {1} such that I ⊂ Int(a), J ⊂ Ext(a),
and I ∩ J = ∅. Moreover for any (I, J) ∈ K(a) the number of points a + x ∈
CP (a) ∩ N(s, t, P ) ∩ Hlevel(P )−s+t such that I(x) = I and J(x) = J is
(
s
|I|
) (
t
|J|
)
(because for k ≥ 0 the number of tuples (s1, . . . , sk) ∈ Zk>0 such that
∑k
i=1 si ≤ s
is
(
s
k
)
). This gives
QP (s, t) =
∑
a∈P
∑
(I,J)∈K(a)
(
s
|I|
)(
t
|J |
)
.
Thus,
Q′P (x+1, y+1) =
∑
a∈P
∑
(I,J)∈K(a)
x|I| y|J| =
∑
a∈P
(x+1)oi(a)(y+1)oe(a)(x+y+1)ie(a)−1,
which is exactly TP (x+ 1, y + 1)/(x+ y + 1). 
14. Background: Hypergraphical polymatroids
In this section and the following ones, we discuss the polymatroids associated to
hypergraphs [Hel, Tut3]. Some properties of the associated generalized permutohe-
dra have been studied in [Pos, Kal, KP]. This class of polytopes extends two well
known families of “graphical polytopes”: base polytopes of graphical matroids and
graphical zonotopes.
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14.1. Hypergraphs. Roughly speaking, a hypergraph over a set V of “vertices” is
a multiset of subsets of V called “hyperedges”. More formally, a hypergraph with
vertex set V and hyperedge set W is a function ~H from the set W to the set 2V of
subsets of V . Clearly, undirected graphs without loops identify with hypergraphs
such that every hyperedge has cardinality 2. Next we recall that hypergraphs can
be identified with bipartite graphs.
A bipartite graph is a simple graph where every vertex is either called left vertex
or right vertex, and every edge joins a left vertex to a right vertex. We adopt the
notation H = (V unionsqW,E) to indicate that H is a bipartite graph, V is the set of
left vertices, W is the set of right vertices, and E is the set of edges (note that
our bipartite graphs come with a fixed bipartition of the vertices). To the bipartite
graph H we associate the hypergraph ~H with vertex set V and hyperedge set W
defined by setting ~H(w) to be the set of neighbors of w in H. Clearly, this is a
bijection between bipartite graphs and hypergraphs.
The bipartite graph setting makes the symmetric role between vertices and hy-
peredges more apparent. For a bipartite graph H = (V unionsq W,E), we define the
transpose bipartite graph to be HT := (W unionsqV,E). We also say that the hypergraph
~HT (associated to HT ) is the transpose of ~H.
a
b
c
d
e
1
2
3
V W
1
2
3
Figure 8. A bipartite graph H and its hypergraphical polyma-
troid PH (which is the same polymatroid as the one in Example
3.9).
Example 14.1. LetH be the bipartite graph shown in Figure 8 whose left and right
vertex sets are V = {a, b, c, d, e} and W = {1, 2, 3} respectively. The hypergraph
~H has vertex set V , hyperedge set W and is given by ~H(1) = {a, b, c}, ~H(2) =
{b, c, d, e} and ~H(3) = {a, b, c, d, e}. The transpose hypergraph ~HT has the vertex
set W , hyperedge set V and is given by ~HT (a) = {1, 3}, ~HT (b) = ~HT (c) = {1, 2, 3}
and ~HT (d) = ~HT (e) = {2, 3}.
In the next subsections we will define the hypergraphical polymatroid PH ⊂ ZW
associated to the bipartite graph H = (V unionsqW,E). There are two different (but
equivalent) constructions of PH : one in terms of the hypergraph ~H (via spanning
hypertrees) and one in terms of the transpose hypergraph ~HT (via Minkowski sums
of simplices).
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14.2. Hypergraphical polymatroid in terms of hypertrees. We generalize
the notion of spanning trees from graphs to hypergraphs as follows.
Definition 14.2. [Pos, Section 12], [Kal, KP]. Let H = (V unionsqW,E) be a connected
bipartite graph. A spanning hypertree of the hypergraph ~H is a non-negative integer
vector a ∈ ZW≥0 for which there exists a usual spanning tree T of the bipartite graph
H such that aw = degT (w)−1 for every right vertex w ∈W . Here degT (w) denotes
the degree of the vertex w in the tree T .
Remark 14.3. Let G = (V,E) be a graph. Let ~H(G) be the corresponding hyper-
graph, which is to say, ~H(G) is the hypergraph associated to the bipartite graph
H(G) = (V unionsqW,E′) obtained from G by adding a right vertex we in the middle
of each edge e of G (see Figure 9). Then the spanning hypertrees of ~H(G) are in
bijection with the spanning trees of G (the bijection associates to a spanning tree
T ⊆ E of G the hypertree in {0, 1}W given by the indicator function of the set T ).
2
3
G
1
4
w1
w2
w3
w4
H(G)
Figure 9. A graph G and the associated hypergraph ~H(G).
The latter has five spanning hypertrees: (1, 1, 0, 0), (1, 0, 1, 0),
(1, 0, 0, 1), (0, 1, 1, 0) and (0, 1, 0, 1).
The notion of spanning hypertree first appeared in [Pos] under the name of
right degree vectors of H, and also as H-draconian sequences. The term hypertree
was used in [Kal, KP]. In [Pos, Proposition 5.4] several other equivalent ways to
characterize spanning hypertrees are given. One characterization is in terms of the
dragon marriage problem [Pos] — a variant of Hall’s marriage problem that involves
brides, grooms and one dragon. Another characterization from [Pos] is given below.
Proposition 14.4. [Pos] Let H = (V unionsqW,E) be a connected bipartite graph. The
vector a ∈ ZW is a spanning hypertree of the hypergraph ~H if and only if a satisfies
the following conditions:
(i)
∑
w∈W aw = |V | − 1, and
(ii) for all S ⊂W we have
∑
w∈S
aw ≤
∣∣∣∣∣ ⋃
w∈S
~H(w)
∣∣∣∣∣− 1.
Remark 14.5. We point out that (by Proposition 14.4) the n-draconian sequences
of Definition 7.1 coincide with the spanning hypertrees of the complete hypergraph
~Hn having vertex set [n] and one hyperedge for each non-empty subset of [n].
Remark 14.6. It is easy to see that the right-hand side in Condition (ii) of Propo-
sition 14.4 can equivalently be replaced with
(23) f(S) :=
∣∣∣∣∣ ⋃
w∈S
~H(w)
∣∣∣∣∣− c˜(S),
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where c˜(S) is the number of connected components of the subgraph of H induced by
S unionmulti⋃w∈S ~H(w). Moreover, it is not hard to check that f : 2W → Z is submodular
[Kal, Proposition 4.7]. Thus the set of spanning hypertrees of the hypergraph ~H is
a polymatroid with rank function f .
Moreover it is clear that
(24) f(S) = |V | − c(S),
where c(S) is the number of connected components of the subgraph of H induced by
SunionmultiV (because the vertices in V \⋃w∈S ~H(w) are isolated in this induced subgraph).
The expression (24) of the rank function f of PH coincides with the definition given
in [Hel, Section 1.7].
Definition 14.7. [Pos, Kal, Hel] Let H = (V unionsqW,E) be a connected bipartite
graph. We define the hypergraphical polymatroid PH ⊂ ZW as the set of all span-
ning hypertrees of the hypergraph ~H. It has rank function given by (23), or
equivalently (24).
Note that, for notational convenience, our hypergraphical polymatroids are de-
fined to be subsets of ZW instead of Zn for n = |W |. From now on we adopt this
relaxed definition of polymatroids.
Remark 14.8. Observe from Remark 14.3 that for the hypergraph ~H(G) corre-
sponding to a graph G, the polymatroid PH(G) is the base polytope of G (which is
the polymatroid associated with the graphical matroid of G).
14.3. Hypergraphical polymatroid as a Minkowski sum of simplices. Re-
call that, for two subsets A,B ⊂ RW , their Minkowski sum is A+B := {a+b | a ∈
A, b ∈ B } and their Minkowski difference is A−B := { c ∈ RW | {c}+B ⊆ A }.
Definition 14.9. [Pos, Definition 11.2] Define the polytope PH ⊂ RW in terms of
the hyperedges ~HT (v) of the transpose hypergraph ~HT as the following Minkowski
sum and difference of polytopes:
PH :=
(∑
v∈V
∆ ~HT (v)
)
−∆W ⊂ RW ,
where the polytopes ∆I = conv(ei | i ∈ I) ⊂ RW are the coordinate simplices
associated with subsets I ⊆W .
The two constructions above are actually equivalent, due to [Pos, Theorem 12.9]
(which is a consequence of Proposition 14.4).
Proposition 14.10. [Pos] Let H = (V unionsqW,E) be a connected bipartite graph.
Then the set PH ⊂ ZW of spanning hypertrees of the hypergraph ~H is a polymatroid,
and the polytope PH ⊂ RW defined as a Minkowski sum over the hyperedges of the
transpose hypergraph ~HT is the generalized permutohedron associated with PH .
In other words, PH is the set of lattice points of PH , and PH = conv(PH).
Example 14.11. For the bipartite graph H of Example 14.1, the polymatroid
PH ⊂ Z3 has 11 elements as shown in Figure 8. It coincides with the polymatroid
of Example 3.9 and it can be described either as the 11 spanning hypertrees of the
right hypergraph, or, equivalently, as the 11 lattice points of the Minkowski sum of
simplices
PH = ∆13 + 2∆23 + (2− 1)∆123.
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Suppose that the bipartite graph H = (V unionsqW,E) has a left vertex v0 ∈ V adja-
cent to every right vertex. Then the polytope PH can be expressed as a Minkowski
sum of simplices (without using a Minkowski difference):
PH :=
∑
v∈V, v 6=v0
∆ ~HT (v).
This follows from the identity (A+B)−B = A for Minkowski sums and differences.
(A little care is needed when using Minkowski differences, because it is not true in
general that (A−B) +B = A.) The Tutte polynomial of this type of polymatroid
will be studied in Section 15. As we now explain, graphical zonotopes (studied in
Section 16) are an even more special case.
Remark 14.12. Let G = (W,E) be a graph and let H+G = (V
+ unionsqW,E′) be the
bipartite graph obtained from G by adding a left vertex ve ∈ V in the middle of each
edge e ∈ E and adding an additional left vertex v0 adjacent to every right vertex.
This is represented in Figure 10. Then, PH+G is exactly the graphical zonotope Z(G)
of the graph G:
PH+G = Z(G) =
∑
{i,j} edge of G
[ei, ej ].
xb xc
xa
2
3
G
1
4
H+G
v0
v1
v2
v3
v4
Z(G)a
b
c
a
b
c
Figure 10. Left: a graph G. Middle: the bipartite graph H+G .
Right: the zonotope Z(G) = PH+G = [ea, eb] + [ea, ec] + 2[eb, ec].
14.4. Direct and aggregated sums of hypergraphs. The notion of hyper-
graphical polymatroid can be extended to non-connected bipartite graphs H =
(V unionsq W,E). For this, in the definition of PH in terms of spanning hypertrees,
one just needs to replace the notion of spanning tree used in Definition 14.7 by
the notion of maximal spanning forest of H. Equivalently, one can consider the
connected components H1,. . . , Hk of H and define PH as the direct sum of poly-
matroids PH1 ⊕ · · · ⊕ PHk . Note that by Proposition 4.11(e), this gives
TPH (x, y) = TPH1 (x, y)× · · · ×TPHk (x, y).
We now describe a construction on hypergraphs corresponding to the aggregated
sums of polymatroids (as defined just before Proposition 4.11). Let H1 = (V1 unionsq
W1, E1) and H2 = (V2 unionsqW2, E2) be (disjoint) bipartite graphs. Let us form H =
(V unionsqW,E) by choosing arbitrary edges e1 = (v1, w1) ∈ E1 and e2 = (v2, w2) ∈ E2,
and identifying v1 and v2 to a single vertex v ∈ V , also w1 and w2 to a single vertex
w ∈W , as well as identifying e1 and e2 to a single edge e ∈ E. It is not hard to see
that the polymatroid PH is equal to the aggregated sum of PH1 and PH2 . Precisely,
for a ∈ PH1 and b ∈ PH2 , let us define the vector c := a b ∈ ZW by cu = au for
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u ∈W1 \ {w1}, cu = bu for u ∈W2 \ {w2}, and cw = aw1 + bw2 . Then it is not hard
to see that c is in PH and that the above gives a bijection between PH1  PH2 and
PH (see [Kal, Theorem 6.7] for details).
Thus by Proposition 4.11(e), we get
(25) TPH (x, y) =
TPH1 (x, y)TPH2 (x, y)
x+ y − 1 .
Example 14.13. Let H be the bipartite graph which is the 4-cycle. Then ~H =
~H(G) is the hypergraph associated to the graph G having two vertices and two
edges between them. One has TG(x, y) = x + y, hence by Theorem 5.2, TPH =
(x+y−1)(x+y). Therefore the polymatroid Tutte polynomial of both (isomorphic)
hypergraphs derived from the bipartite graph is (x+ y)2(x+ y − 1).
14.5. Polymatroid duality for planar hypergraphs. We now recall the con-
nection between duality of plane bipartite graphs and their polymatroids. Let
H = (V unionsqW,E) be a connected bipartite graph properly embedded in the plane,
where this time we do allow multiple edges between elements of V and W . Then
there is a notion of a dual bipartite graph H∗ = (V ′ unionsqW,E′), obtained as follows:
• Place a vertex in each face of H; this gives the vertex set V ′.
• For every v′ ∈ V ′, create an edge from v′ to each vertex w of W incident
to the face of H containing v′ (more precisely, an edge is created between
v′ and w for each incidence of w with the face containing v′); this gives the
edge set E′.
This construction is illustrated in Figure 11. It is easy to see that (H∗)∗ = H for
all H.
We stress again that the order of V and W is part of the structure of H, which
makes H equivalent to the hypergraph ~H. By iterating the operations of transpo-
sition and duality, a total of six hypergraphs can be generated from any connected
plane bipartite graph. (This idea goes back to Cori and Penaud [CP].) They form
a structure called a trinity that was first studied by Tutte [Tut1].
1 2 3
1
2
3
(2, 3, 0)
Figure 11. A pair of dual hypergraphs ~H, ~H∗ with hyperedge
set W = [3]. The bipartite graph H, drawn solid, is isomorphic
to that of Figure 8. The bipartite graph H∗ is drawn dashed, and
the associated polymatroid PH∗ is depicted on the right.
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It is known [Kal, Thm. 8.3] that the spanning hypertrees of ~H and ~H∗ are in a
one-to-one correspondence. The canonical bijection associates to a spanning hyper-
tree t = (tw)w∈W of ~H the spanning hypertree t∗ = (deg(w)− 1− tw)w∈W , where
deg(w) denotes the degree of the vertex w in H. This shows that the polymatroids
PH and PH∗ are dual (in the sense of Section 3.4) to each other modulo a linear
translation. More precisely, PH∗ = −PH + (deg(w)− 1)w∈W . Via Lemma 4.6, this
implies the following.
Proposition 14.14. For any pair of planar dual hypergraphs ~H and ~H∗, we have
TPH (x, y) = TPH∗ (y, x).
Example 14.15. Figure 11 shows two dual hypergraphs ~H, ~H∗ (with H as in
Figure 8). The reader can check that the polymatroid PH∗ is the one represented
at the right of Figure11, and that PH∗ = −PH + (2, 3, 4).
15. Tutte polynomials of hypergraphs
In this section we give a formula for the Tutte polynomial of a large family of
hypergraphs. More precisely, given a simple bipartite graph H = (V unionsqW,E), we
give a formula for the Tutte polynomial TPH+ (x, y), where H
+ = (V + unionsqW,E+) is
the bipartite graph obtained from H by adding a vertex v+ to V that is adjacent
to every vertex in W .
We first need some notation and definitions. For v ∈ V and F ⊆ E, we let
NF (v) = {w ∈W | {v, w} ∈ F },
and we also let N(v) = NE(v) (which is also the set we denoted by ~H
T (v) earlier).
Definition 15.1. We say that a subset of edges F ⊆ E is a draconian set if there
is no vertex v ∈ V such that NF (v) = W , and for any collection {I1, . . . , Ik} of
non-empty subsets of W ,
(26) #{ v ∈ V | NF (v) ∈ {I1, . . . , Ik} } < |I1 ∪ · · · ∪ Ik|.
Remark 15.2. The term “draconian” in Definition 15.1, comes from the relation
with Definition 7.1 of n-draconian sequences. Indeed, consider a subset of edges
F ⊆ E such that there is no vertex v ∈ V with NF (v) = W . We associate to F the
function gF : 2
W \ {∅} → Z≥0 defined by
∀∅ 6= I (W, gF (I) = #{v ∈ V | NF (v) = I},
and gF (W ) = |W | − 1−
∑
∅ 6=I(W gF (I). Then, F is a draconian set if and only if
gF is an n-draconian sequence (when identifying W with [n]).
Lastly, for v ∈ V , and an ordered set partition B = (B1, . . . , B`) of W , we denote
by B(v) ⊆W the block Bm, where m = max{ k ∈ [`] | N(v) ∩Bk 6= ∅ }.
Theorem 15.3. Let H = (V unionsqW,E) be a simple bipartite graph without isolated
vertex in V . Let k ≥ 0 be the number of vertices in V that are adjacent to every
vertex of W . Let  be a total order on W . Then, with the above notation,
TPH+ (x, y)
(x+ y − 1) =
∑
draconian
sets F⊆E
∑
B∈BW
F -compatible
(
k1`(B)=1 − 1
|W | − |V (F )| − 1
)
(−1)`(B)−1xlr(B)−1yrl(B)−1,
where
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• V (F ) = { v ∈ V | NF (v) 6= ∅ };
• BW is the set of ordered set partitions of W ;
• B ∈ BW is F -compatible if for all v ∈ V (F ), we have NF (v) = N(v)∩B(v);
• for B ∈ BW , the value `(B) is the number of blocks of B, and lr(B) (resp.,
rl(B)) is the number of left-to-right (resp., right-to-left) minima of B when
elements of W are compared using the fixed linear order . (The definition
of these minima was given in Section 7.)
Note that the binomial coefficient in Theorem 15.3 is equal to (−1)|W |−|V (F )|−1
except for the partition B◦ = (W ) with a single block. Observe all that the to-
tal contribution of the partition B◦ is −TPH+ (0, 0), which (according to Proposi-
tion 4.11(g)) is equal to the number of interior lattice points of PH+ .
Remark 15.4. In Theorem 15.3 we do not assume that H is connected. Indeed
H+ is always connected since H has no isolated vertices in V . As explained in
Section 14.3, we have
PH+ =
∑
∅ 6=I⊆W
mI∆I ,
where mI = #{ v ∈ V | N(v) = I } and ∆I = conv(ei | i ∈ W ). Hence
Theorem 15.3 can equivalently be stated as a result for polymatroids which are
Minkowski sums of simplices.
Proof. Let us identify the ordered set (W,) with [n], where n = |W |. As PH+ =∑
I⊆[n]mI∆I , where mI = #{ v ∈ V | N(v) = I }, Theorem 7.3 (together with
Remark 7.4) gives
TPH+ (x, y)
x+ y − 1 =
∑
B∈Bn
Dn((m
B
I )) (−1)`(B)−1 xlr(B)−1 yrl(B)−1
=
∑
B∈Bn
∑
g :n-draconian
(
mB[n] − 1
g([n])
) ∏
∅ 6=I([n]
(
mBI
g(I)
)
weight(B),(27)
where m = (mBI ) is given by (18) and weight(B) = (−1)`(B)−1 xlr(B)−1 yrl(B)−1.
Observe that for all ∅ 6= I ⊆ [n]
mBI = #{ v ∈ V | N(v) ∩B(v) = I }.
We now interpret the product of binomial coefficients in (27) combinatorially. For
B ∈ Bn, we denote by Ω(B) the set of tuples (VI)∅ 6=I([n] such that VI ⊆ { v ∈
V | N(v) ∩ B(v) = I }. For an n-draconian function g, we say that the tuple
(VI) ∈ Ω(B) is g-draconian if |VI | = g(I) for all non-empty subsets I ( [n]. Then
the product ∏
∅6=I([n]
(
mBI
g(I)
)
clearly equals the number of g-draconian tuples (VI) in Ω(B). For any tuple V =
(VI) ∈ Ω(B), the subsets VI are necessarily all disjoint. We can therefore associate
to V a subset of edges
FV :=
⊎
I([n]
{ {v, w} | v ∈ VI , w ∈ I } ⊆ E.
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It is easy to see that FV is a draconian set if and only if V is draconian, that is,
g-draconian for some n-draconian function g. Furthermore the mapping V 7→ FV
is clearly a bijection between the set of draconian tuples V in Ω(B), and the set of
draconian sets F ⊆ E such that B is F -compatible. Thus,
TPH+ (x, y)
x+ y − 1 =
∑
B∈Bn
∑
g :n-draconian
∑
V∈Ω(B)
g-draconian
(
mB[n] − 1
g([n])
)
weight(B)
=
∑
B∈Bn
∑
F⊆E : draconian set
such that B is F -compatible
(
mB[n] − 1
n− |V (F )| − 1
)
weight(B),
where the second equality comes from the fact that a g-draconian tuple V satisfies
g([n]) = n− 1−
∑
∅ 6=I([n]
g(I) = n− |V (FV)| − 1.
Reordering the sums, and observing mB[n] = k1`(B)=1, gives the theorem. 
16. Tutte polynomials of graphical zonotopes
In this section we use the formula of the universal Tutte polynomial (precisely,
Theorem 15.3) in order to compute the polymatroid Tutte polynomials of graphical
zonotopes. It turns out that for any graph G, the polymatroid Tutte polynomial
of the zonotope of G is a specialization of the classical Tutte polynomial of G.
Recall that for a loopless graphG = (W,E) (with at least one edge), the zonotope
of G is the polytope Z(G) ⊂ RW obtained as the following Minkowski sum of line
segments:
Z(G) =
∑
{i,j}⊆W
m{i,j} [ei, ej ],
where m{i,j} is the number of edges of G with endpoints {i, j}. Recall from Re-
mark 14.12 that Z(G) := Z(G) ∩ ZW is a hypergraphical matroid.
Theorem 16.1. Let G = (W,E) be a loopless graph with k connected components,
and at least one edge. Let Z(G) be the zonotope associated to G. The polymatroid
Tutte polynomial of Z(G) := Z(G) ∩ ZW is given in terms of the classical Tutte
polynomial of the graph G by
TZ(G)(x, y) = (x+ y − 1)k TG(x+ y, 1).
Equivalently,
TZ(G)(x, y) =
∑
F : spanning forest of G
(x+ y − 1)#connected components of F ,
where the sum is over the subset of edges F ⊆ E such that the subgraph GF = (W,F )
has no cycle.
Example 16.2. The classical permutohedron Πn = conv((w(1), . . . , w(n)) | w ∈
Sn) is a graphical zonotope. More precisely, Πn = (1, 1, . . . , 1) +Z(Kn), where Kn
is the complete graph on n vertices. Hence, by Theorem 16.1,
TΠn∩Zn(x, y) =
∑
F
(x+ y − 1)# connected components of F ,
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where the sum is over forests (i.e. acyclic graphs) with vertex set [n]. For instance,
TΠ3∩Z3(x, y) = (x+ y − 1)3 + 3(x+ y − 1)2 + 3(x+ y − 1), and
TΠ4∩Z4(x, y) = (x+ y − 1)4 + 6(x+ y − 1)3 + 15(x+ y − 1)2 + 16(x+ y − 1).
Remark 16.3. Specializing Theorem 16.1 at x = y = 1 gives |Z(G)| = TG(2, 1).
The reader will recognize that this is a well known specialization of the Tutte poly-
nomial [Sta1] upon remembering that the points of Z(G) are in clear bijection with
the outdegree sequences of the orientations of G. The specialization x = 0, y = 1
also gives a classical result via Proposition 4.11(h), namely that the specialization
TG(1, 1) counts root-connected outdegree sequences of G. As we explain in Sec-
tion 18.4, the case y = 1 of Theorem 16.1 can in fact be deduced from a relation
proven in [KP] between the interior polynomial of a hypergraph and its transpose.
Proof. The case |W | = 2 can be treated by hand, and we now assume |W | > 2. Let
HG = (V unionsqW,E′) be the bipartite graph obtained from G = (W,E) by inserting
a vertex ve ∈ V in the middle of each edge e ∈ E (in other words, each edge
e ∈ E is replaced by a path of length 2). By Remark 14.12, Z(G) = PH+G . Hence
Theorem 15.3 gives
TZ(G)(x, y)
(x+ y − 1) =
∑
F ′⊆E′
draconian set
∑
B∈BW
F ′-compatible
(−1)|W |−|V (F ′)|−1 (−1)`(B)−1 xlr(B)−1 yrl(B)−1,
where we have used k = 0 (which holds because |W | > 2).
Next we observe that the draconian sets F ′ ⊆ E′ are in bijection with the
spanning forests of G. Indeed, observe that if F ′ ⊆ E′ is a draconian set, then
any vertex v ∈ V is incident to either 0 or 2 edges from F ′ (because if we had
NF ′(v) = {w}, then the draconian condition (26) would be violated for I1 = {w}).
Hence, to any draconian set F ′ ⊆ E′, we can bijectively associate the subset of
edges F = { e ∈ E | NF ′(ve) = 2 }. Furthermore, it is not hard to see that F ′ ⊂ E′
is draconian if and only F is a forest (because if F had a cycle then F ′ would violate
the draconian condition (26)).
We also observe that a partition B ∈ BW is F ′-compatible if and only if for all
e ∈ F , the endpoints of e are in the same block of B. In other words, denoting
by CF the unordered partition of W whose blocks correspond to the connected
components of F , we see that B ∈ BW is F ′-compatible if and only if B is a
coarsening of CF .
Hence we get
TZ(G)(x, y) =
∑
F⊆E
forest
(−1)k(F )
∑
B∈BW
coarsening of CF
(−1)`(B)(x+ y − 1)xlr(B)−1 yrl(B)−1,
where k(F ) = |W |−|V (F ′)| is the number of connected components of F . Moreover
it is clear that the inner sum only depends on k(F ), and is equal to∑
B∈Bk(F )
(−1)`(B)(x+ y − 1)xlr(B)−1 yrl(B)−1.
We now show that this sum is equal to (1 − x − y)k(F ) using some well-known
combinatorial tricks (see for instance [Sta2, Chapter 1]). Let Ck be the set of
unordered set partitions of [k]. First, let us compute the contribution of the ordered
set partitions B ∈ Bk corresponding to a given unordered partition C ∈ Ck with `
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blocks. For a permutation w ∈ S`, we denote by lr(w) (resp., by rl(w)) the number
of left-to-right (resp., right-to-left) minima of w:
lr(w) = #{ i ∈ [`] | ∀j < i, w(i) < w(j) } and rl(w) = #{ i ∈ [`] | ∀j > i, w(i) < w(j) }.
It is easy to see that∑
B∈Bk
ordering of C
(x+y−1)xlr(B)−1yrl(B)−1 =
∑
w∈S`
(x+y−1)xlr(w)−1yrl(w)−1 = (x+y−1)(`),
where u(`) := u(u+ 1) · · · (u+ `− 1) (the second equality is justified by considering
the insertion process producing the permutation w seen as a word of ` letters).
Moreover we have∑
C∈Ck
(−1)`(C)u(`(C)) =
∑
C∈Ck
(−u)(`(C)) = (−u)k,
where u(`) := u(u− 1) · · · (u− `+ 1) (the second equality is justified by recognizing
that for u ∈ Z<0, both sides count the colorings of the set [−u] by k colors). Hence∑
B∈Bk
(−1)`(B)(x+y−1)xlr(B)−1 yrl(B)−1 =
∑
C∈Ck
(−1)`(C)(x+y−1)(`(C)) = (1−x−y)k,
as claimed. This completes the proof. 
17. Boxed Tutte polynomials of hypergraphs and boxed polymatroids
Most polymatroids that one encounters (for instance, usual matroids and hyper-
graphical polymatroids) satisfy natural lower and upper bounds on the components
of their elements (e.g., non-negativity). We now incorporate this in our theory by
defining boxed polymatroids and their Tutte polynomials.
17.1. Boxed polymatroids and boxed Tutte polynomials. A box for a poly-
matroid P ⊂ Zn is a pair of tuples α = (α1, . . . , αn) and β = (β1, . . . , βn) ∈ Zn
such that every point a in P satisfies α ≤ a ≤ β, where inequalities are taken com-
ponentwise. In other words, P is contained in the product of intervals
∏
i[αi, βi].
A boxed polymatroid is a triple (P,α,β), where P is a polymatroid and (α,β) is a
box for P .
We now define the boxed Tutte polynomial of the boxed polymatroid (P,α,β).
Recall from Section 10 the notation wt(c) = ud
>
1 (P,c) vd
<
1 (P,c) for c ∈ Zn. The boxed
Tutte polynomial of (P,α,β) is then defined as
(28) T˜(P,α,β)(u, v) =
∑
c∈Zn, α≤c≤β
wt(c).
observe that the invariant T˜P (u, v) =
∑
c∈Zn wt(c) of Section 10 is the limit (in
the sense of formal power series in u, v) of T˜(P,α,β)(u, v) as α1, . . . , αn → −∞ and
β1, . . . , βn → +∞.
It is clear that the boxed Tutte polynomial satisfies the translation invariance:
for all c ∈ Zn, T˜(P+c,α+c,β+c)(u, v) = T˜(P,α,β)(u, v),
the Sn-invariance:
for all w ∈ Sn, T˜(w(P ),w(α),w(β))(u, v) = T˜(P,α,β)(u, v),
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and the duality relation:
T˜(−P,−β,−α)(u, v) = T˜(P,α,β)(v, u).
The boxed Tutte polynomial is closely related to the classical Tutte polynomial
of matroids. By Remark 3.3, matroids on the ground set [n] can be identified
with boxed polymatroids of the form (P, 0n, 1n), where 0n := (0, . . . , 0) and 1n :=
(1, . . . , 1). Moreover, it follows from Remark 10.4 (together with the corank-nullity
formula (3) for the Tutte polynomial of M) that
TM (x, y) = T˜(P (M),0n,1n)(x− 1, y − 1).
Next, we express the boxed Tutte polynomial T˜(P,α,β) in terms of internal and
external activities.
Proposition 17.1. For any boxed polymatroid (P,α,β) in Zn,
T˜(P,α,β)(u, v) =
∑
a∈P
n∏
i=1
(
1 + 1i∈Int(a)
u(1− uai−αi)
(1− u) + 1i∈Ext(a)
v(1− vβi−ai)
(1− v)
)
.
where 1condition denotes the characteristic function, which is equal to 1 if the con-
dition is true and 0 otherwise.
Proof. This is analogous to the proof of Theorem 10.6. The decomposition Zn =⊎
a∈P CP (a) from Theorem 9.3 gives
T˜(P,α,β)(u, v) =
∑
a∈P
∑
c∈CP (a), α≤c≤β
wtP (c).
Moreover, Theorem 9.3(2) together with Lemma 10.3 yield∑
c∈CP (a),α≤c≤β
wtP (c) =
n∏
i=1
m˜i(a),
where
m˜i(a) =

1 if i 6∈ Int(a) ∪ Ext(a),∑ai−αi
k=0 u
k if i ∈ Int(a) \ Ext(a),∑βi−ai
k=0 v
k if i ∈ Ext(a) \ Int(a),
1 +
∑ai−αi
k=1 u
k +
∑βi−ai
k=1 v
k if i ∈ Int(a) ∩ Ext(a).
Finally, observing
ai−αi∑
k=0
uk = 1 +
u(1− uai−αi)
1− u and
βi−ai∑
k=0
vk = 1 +
v(1− vβi−ai)
1− v
proves the stated relation. 
We can also derive expressions for the boxed Tutte polynomial in the spirit
of Theorem 11.5. Indeed, using the shadow decomposition of Theorem 12.2 and
proceeding as in the proof of Theorem 11.5, one gets:
Proposition 17.2. For any boxed polymatroid (P,α,β) in Zn,
T˜(P,α,β)(u, v) =
∑
a∈Sup(P ),α≤a≤β
vlevel(a)−level(P )
∏
i∈[n]
(
1 + 1
i∈I˜nt(a)
u(1− uai−αi)
1− u
)
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and
T˜(P,α,β)(u, v) =
∑
a∈Slow(P ),α≤a≤β
ulevel(P )−level(a)
∏
i∈[n]
(
1 + 1
i∈E˜xt(a)
v(1− vβi−ai)
1− v
)
.
17.2. Boxed Tutte polynomials of hypergraphs. Let H = (V unionsqW,E) be a
connected bipartite graph, and let ~H be the corresponding hypergraph. We first
recall and generalize the notion of spanning hypertrees of ~H.
Let S be the set of subgraphs of H which contain every vertex of H and at least
one edge incident to each right vertex w ∈ W . For a subgraph S ∈ S we denote
by cS ∈ ZW the tuple (cw)w∈W where for all right vertex w ∈ W , cw is equal to
the number of edges of S incident to the vertex w minus 1. Recall from Section 14
that a spanning hypertree of ~H is a point of the form cT ∈ ZW for a spanning tree
T ∈ S of H. Similarly, we call spanning hypergraph (resp. spanning hyperforest,
spanning hyperconnex ) of ~H a point of the form cS ∈ ZW for a subgraph (resp.
acyclic subgraph, connected subgraph) S ∈ S.
Remark 17.3. Suppose that the bipartite graph H is such that every right vertex
w ∈W has degree 2. In this case we can identify the hypergraph ~H with the graph
G = (V,E′) obtained by replacing every right vertex w ∈ W and the incident
edges by a single edge joining the vertices adjacent to w. Observe that in this
context, the set of spanning hypersubgraphs (resp. hyperforests, hyperconnexes,
hypertrees) of ~H is in obvious bijection with the set of spanning subgraphs (resp.
forests, connected subgraphs, trees) of G.
As in Section 14, we denote by PH the polymatroid whose elements are the
spanning hypertrees of ~H. In symbols,
PH := { cT | T ∈ T },
where T ⊂ S is the set of spanning trees of H. Clearly the pair (0W , cH) is a box
for the polymatroid PH . In fact, the set
BoxH := {c ∈ ZW | 0W ≤ c ≤ cH}
is clearly equal to the set of spanning hypersubgraphs of ~H. Moreover, Slow(PH)∩
BoxH is the set of spanning hyperforests of ~H, and S
up(PH) ∩ BoxH is the set of
spanning hyperconnexes. In particular, we obtain the following evaluations of the
boxed Tutte polynomial:
T˜(PH ,0W ,cH)(0, 0) = #spanning hypertrees,
T˜(PH ,0W ,cH)(0, 1) = #spanning hyperconnexes,
T˜(PH ,0W ,cH)(1, 0) = #spanning hyperforests,
T˜(PH ,0W ,cH)(1, 1) = #spanning hypersubgraphs =
∏
w∈W
deg(w).
In fact, Proposition 17.2 further gives
T˜(PH ,0W ,cH)(0, v) =
∑
c spanning hyperconnex
vlevel(c)−level(P ),
and
T˜(PH ,0W ,cH)(u, 0) =
∑
c spanning hyperforest
ulevel(P )−level(c).
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We now relate the weight wtP (c) to the corank and nullity of the subgraphs
of H. Consider the matroid MH (with ground set E) associated to the graph H:
the bases of MH are the spanning trees of H (considered as subsets of E). Every
spanning subgraph S ∈ S can be identified with a subset of E, whose corank and
nullity in the matroid MH are given by
cork(S) = min{ |T \ S| | T ∈ T } and null(S) = min{ |S \ T | | T ∈ T },
respectively.
Lemma 17.4. For all c ∈ BoxH we have
d>1 (P, c) = min{ cork(S) | S ∈ S, cS = c },
and dually
d<1 (P, c) = min{ null(S) | S ∈ S, cS = c }.
Proof. We prove the identity for d>1 (P, c), the other one being symmetric. Let
m = min{ cork(S) | S ∈ S, cS = c }. We first show d>1 (P, c) ≤ m. Let S ∈ S be
such that cS = c and let T ∈ T . Clearly d>1 (P, c) ≤ d>1 (cT , cS) ≤ |T \ S|. Since by
definition, m = min{ |T \ S| | T ∈ T , S ∈ S, cS = c }, this gives d>1 (P, c) ≤ m.
We now show d>1 (P, c) ≥ m. Let T ∈ T be such that d>1 (P, c) = d>1 (cT , c). It
is clearly possible to remove d>1 (cT , c) edges from T and then add d
>
1 (cT , c) edges
so as to obtain a subgraph S ∈ S such that c = cS . Moreover m ≤ cork(S) ≤
|T \ S| = d>1 (cT , cS) = d>1 (P, c). 
Lemma 17.4 allows us to rewrite (28) in the context of hypergraphs:
(29)
T˜(PH ,0W ,cH)(u, v) =
∑
c spanning
hypersubgraph of H
umin{cork(S)|S∈S, cS=c} vmin{null(S)|S∈S, cS=c}.
Remark 17.5. In the case when the hypergraph H identifies with a graph G =
(V,E′) in the sense of Remark 17.3, both exponents in (29) are minima of singletons
and (29) reduces to a familiar expression for the Tutte polynomial of G:
T˜(PH ,0W ,cH)(u, v) =
∑
S′⊆E′
ucork(S
′) vnull(S
′) = TG(u+ 1, v + 1).
Remember now the definition of duality of planar hypergraphs as defined in
Section 14. Let H be a plane hypergraph and let H∗ be its dual. Since PH∗ =
−PH + cH , we know that
T˜(PH∗ ,0W ,cH)(u, v) = T˜(PH ,0W ,cH)(v, u).
In fact, the mapping φ : BoxH → BoxH defined by φ(c) = cH − c is a bijection
between the hypersubgraphs of H and those of H∗ exchanging d<1 and d
>
1 . Denoting
by S∗, cork∗, and null∗, respectively, the analogues of S, cork, and null for the
hypergraph H∗, Lemma 17.4 gives, for all c ∈ BoxH ,
min{ cork(S) | S ∈ S, cS = c } = min{ null∗(S) | S ∈ S∗, cS = cH − c },
and dually
min{ null(S) | S ∈ S, cS = c } = min{ cork∗(S) | S ∈ S∗, cS = cH − c }.
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18. Concluding remarks and questions
We conclude with some open questions about the polymatroid Tutte polynomial
and some directions for future research.
18.1. Trivariate Tutte polynomial and mixed Tutte polynomials. One con-
sequence of the existence of the universal Tutte polynomial Tn is that for every
polymatroid P , there exists a three-variable polynomial TP (x, y;u) such that for
every non-negative integer k we have
TP (x, y; k) = TkP (x, y),
where kP = { (ka1, . . . , kan) | a ∈ P } denotes the k-dilation of P . Indeed, if
P has rank function f , then kP has rank function kf . Hence the polynomial
TP (x, y;u) is obtained from Tn(x, y, (zI)) by substituting each variable zI by
uf(I). Note that this trivariate invariant inherits from Tn the translation invariance
property Tc+P (x, y;u) = TP (x, y;u), the Sn-invariance property Tw(P )(x, y;u) =
TP (x, y;u), and the duality relation T−P (x, y;u) = TP (y, x;u). One might wonder
about other properties of this invariant. For instance, are there nice combinatorial-
reciprocity properties when evaluating the variable u at negative integers? We
can also ask what information is captured by the trivariate polynomial TP (x, y;u),
compared to TP (x, y) = TP (x, y; 1) (in particular when P = P (M) is associated
to a matroid M).
One can generalize the preceding idea to tuples of polymatroids. For poly-
matroids P1, . . . , Pd, there exists a unique (k + 2)-variate mixed Tutte polynomial
TP1,...,Pd(x, y;u1, . . . , ud) such that for any tuple (k1, . . . , kd) of positive integers,
TP1,...,Pd(x, y; k1, . . . , kd) = Tk1P1+···+kdPd(x, y).
Indeed, remembering the identity Pf+Pg = Pf+g, we see that the above polynomial
is given by
TP1,...,Pd(x, y;u1, . . . , ud) = Tn(x, y, (u1f1(I) + · · ·+ udfd(I))),
where f1, . . . , fd are the rank functions of P1, . . . , Pd, respectively. Note that the
Cameron–Fink polynomial QP (x, y) is equal to TP,∇,∆(1, 1; 1, x, y). Hence by The-
orem 13.2, the specializations TP,∇,∆(x, y; 1, 0, 0) and TP,∇,∆(1, 1; 1, u, v) capture
the same information about P . Again it would be interesting to study the prop-
erties of the mixed Tutte polynomials in general, or in the restricted context of
matroids.
18.2. Polymatroid analogues for properties of the classical Tutte polyno-
mial. The classical Tutte polynomial is known to enjoy many remarkable proper-
ties, and it is natural to wonder if these properties generalize to the polymatroid
setting. For instance, does the convolution formula of [KRS] admit a generalization
to the polymatroid setting? Also, can we consider more general notions of activities
for the bases of a polymatroid in the spirit of [GM]?
Let us now focus on the deletion-contraction formula. Recall that for a matroid
M on the ground set [n], and an element i ∈ [n], one has TM (x, y) = yTM\i(x, y) if
i is a loop, TM (x, y) = yTM/i(x, y) if i is a coloop, and
TM (x, y) = TM\i(x, y) + TM/i(x, y)
if i is neither a loop nor a coloop of M . These relations clearly determine TM (x, y),
and they play an important role in the theory of the Tutte polynomial because the
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Tutte polynomial is in fact “universal” among matroid invariants satisfying linear
deletion-contraction relations (see, e.g., [Bol]). We also note that the “multivariate”
Tutte polynomials of [BR, Zas, ET, Sok] are defined by adding more parameters to
the deletion-contraction recurrence.
As we now explain, Property 4.11(f) is a partial generalization of the deletion-
contraction formula to the polymatroid setting. Let f let the rank function of the
polymatroid P (M) ⊂ Zn. For every element i ∈ [n], the quantity ri := f({i}) +
f([n] \ {i}) − f([n]) is equal to 0 if i is a loop or coloop of M , and equal to 1
otherwise. Furthermore it is easy to check, via Theorem 5.2, that the relations (5)
and (6) for TP (M) specialize to the deletion-contraction formulas for TM .
The main question is whether there exists a more general deletion-contraction
relation (true for arbitrary values of ri) at the polymatroid level. Let P be a
polymatroid on the ground set [n] and let i ∈ [n]. The i’th coordinate of a base of
P can take any value between αi = f([n])− f([n] \ {i}) and βi = f({i}). Both the
“bottom face” P consisting of the bases with i’th coordinate equal to αi and the “top
face” P consisting of the bases with i’th coordinate equal to βi are polymatroids.
However the other “slices” of P are not necessarily polymatroids, and it is not clear
how to express P \ (P ∪P ) as a union of polymatroids when ri = βi−αi > 1. Still,
when, say, P \ P is a polymatroid, is it possible to express TP in terms of TP and
TP\P ? If not, which specializations of TP can be expressed in this manner? (Note
that TP (1, 1) always works.)
In a different direction, suppose that I ⊂ [n] is such that rI := f(I) + f([n] \
I)− f([n]) = 1. Can we express TP in terms of TP and TP , where now P = {a ∈
P |∑i∈I aI = f(I)− 1 } and P = {a ∈ P |∑i∈I aI = f(I) }?
Lastly, focusing on hypergraphs, can we find a generalization of the notions of
deletion and contraction of edges which would lead to a recurrence for the poly-
matroid Tutte polynomial of hypergraphs? For instance, for a hypergraph H and
a hyperedge e, can we express TPH in terms of the polynomials TPH(B) for all the
hypergraphs H(B) obtained from H by choosing a set partition B of e, identifying
the vertices in each block of B, and deleting e? Or, if this is not the right approach,
then can we extend Kato’s formula [Ka, Corollary 1.3] that provides a recurrence
relation for the interior polynomial?
18.3. Relation to other hypergraph and polymatroid invariants. Many in-
variants of polymatroids related to the Tutte polynomial have been considered in
the literature. We wonder if the polymatroid Tutte polynomial introduced in the
present paper is related to those invariants. For the reader’s convenience, we now
do a quick review of those invariants.
In [Hel], Helgason defines the following Poincare´ polynomial for a polymatroid
P ⊂ Zn having rank function f :
(30) PP (x, y) =
∑
I⊆[n]
(y − 1)|I|xf([n])−f(I).
In words, the Poincare´ polynomial counts subsets of [n] according to their cardi-
nality and rank. When specialized to matroid, this invariant is clearly equivalent
(i.e. equal up to a change of variables) to the Tutte polynomial as defined by (3).
The specialization PP (x, 0) is called the characteristic polynomial of P .
Although both PP and TP are generalizations of the Tutte polynomial of ma-
troids to the polymatroid setting, it seems unlikely they are equivalent. However, we
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wonder if they have non-trivial common specializations. For instance, can the char-
acteristic polynomial be obtained as a specialization of TP . In the other direction,
can the number of bases of P (given by TP (1, 1)) be obtained as a specialization
of PP (x, y)?
Let us now turn to hypergraph invariants. For a bipartite graph H = (V unionsqW,E)
one can consider the hypergraph ~H, and the polymatroid PH whose rank function
is given by (24). The Poincare´ polynomial of PH is then
(31) PPH (x, y) =
∑
I⊆W
(y − 1)|I|xc(I)−c(W ),
where c(I) is the number of connected components of the subgraph of H induced
by the set V unionsq I of vertices. Now recall that the chromatic polynomial χH(q) of
~H (as defined in e.g. [Ber]) is the unique polynomial such that for every positive
integer k, the evaluation χH(k) counts the number of k-colorings of the vertices
(i.e. functions V → [k]) without monochromatic hyperedge. It was shown in [Hel]
(see also [Whi]), that the chromatic polynomial ~H is related to the characteristic
polynomial of PH by
χH(q) = q
c(W )PPH (q, 0) =
∑
I⊆W
(−1)|I|qc(I).
More generally, it is shown in [Sta3, Section 3.3] that χH(q, y) = q
c(W )PPH (q, y)
counts the colorings of H according to the number of monochromatic hyperedges.
Precisely, for every positive integer k,
kc(W )PPH (k, y) =
∑
k−coloring of vertices
y# monochromatic hyperedges.
This is a generalization to hypergraphs of the classical relation between the Tutte
polynomial and Potts model. We also mention another invariant of hypergraphs,
which was defined in [Ath] as
AH(x, y) =
∑
I⊆W
(y − 1)|I|xd(I),
where d(I) = |V |−min{|J | | J ⊆W equivalent to I}, where two sets of hyperedges
I, J are called equivalent if the subgraphs of H induced by V unionsq I and V unionsq J have
the same connected components. The invariants χH(x, y) and AH(x, y) coincide
for hypergraphs ~H which are graphs (every hyperedge of cardinality 2). Both are
generalizations of the Tutte polynomial of graphs, in the sense that when restricted
to graphs, these invariants are equal to the Tutte polynomial up to a change of
variables.
More recently, Aval et al. [AKT] studied an invariant of hypergraph χ˜H(q),
which is a different generalization of the chromatic polynomial of (loopless) graphs.
Namely, χ˜H(q) is the unique polynomial such that for every positive integer k,
the evaluation χ˜H(k) counts the number of k-colorings of the vertices such that
for every hyperedge the maximum color appearing in the hyperedge only appears
once in the hyperedge. When restricted to loopless graphs the invariant χ˜H(q)
is equal to the chromatic polynomial χH(q). One could also consider the two-
variable extension χ˜H(q, y) counting the colorings of ~H according to the number
of hyperedges violating the above coloring condition – and this would again give a
generalization of the Tutte polynomial of graphs.
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We wonder again whether χ˜H(q) can be obtained as a specialization of TPH .
The invariant χ˜H(q) can be defined using the Hopf monoid framework of Aguiar
and Ardila [AA]. Can the polymatroid Tutte polynomial be also described in this
manner (using a character of the Hopf monoid of hypergraphs from [AA])?
Lastly a generalization of the Tutte polynomial from the graph setting to the
directed graph setting is defined in [AB]. Since hypergraphs can be seen as a
subclass of directed graphs (namely the class of directed graphs such that every
vertex is either a source or a sink), it is natural to ask whether there is any relation
with the invariant defined in [AB] (which is actually a trivariate polynomial). While
we do not know a satisfying answer to this question, we note that the invariant
obtained from [AB] is mirror invariant (that is, it takes the same value for H and
HT ). This leads us to our next topic.
18.4. Mirror symmetry. Let us recall the relation established in [KP] between
the interior polynomial of a hypergraph and its transpose. Let H = (V unionsqW,E) be
a connected bipartite graph. Then it is proved in [KP] that
(32) x−|W |TPH (x, 1) = x
−|V |TPHT (x, 1).
However the proof of (32) in [KP] is quite complicated. Therefore it would be nice
if such a formula could be derived from the results of the present paper, for instance
using the explicit expression of Tn established in Section 7.
Another question concerns a possible extension of (32). As we now explain,
the Tutte polynomial of a hypergraph does not determine the Tutte polynomial
of its transpose. This can be seen from the case of graphical zonotopes treated in
Section 16. Let G = (W,E) be a connected graph, and let Z(G) ⊂ ZW be the
corresponding zonotope (seen as a polymatroid). Recall from Remark 14.12 that
Z(G) is a graphical polymatroid. Precisely, let H = (V + unionsqW,E′) be the bipartite
graph obtained from G = (W,E) by inserting a vertex ve ∈ V + in the middle of
each edge e ∈ E, and adding a vertex v0 ∈ V + joined to every vertex in W . Then
Z(G) = PH , and Theorem 16.1 reads
TPH (x, y) = (x+ y − 1)TG(x+ y, 1).
Now let us consider the transpose hypergraph ~HT := ( ~H+G )
T . It can be shown that
(33) TPHT (x, y) = x
|E|−|W |+1y|W |−1(x+ y − 1)TG
(
x+ y
y
,
x+ y − 1
x
)
.
Note that TPH (x, 1) = xTG(x, 1) = x
|W |−|E|−1TPHT (x, 1), in accordance with (32).
The proof of (33) is left to the reader2. Hence the Tutte polynomial of ~H is
equivalent to TG(x, 1) while the Tutte polynomial of the transpose hypergraph ~H
T
is equivalent to the full Tutte polynomial TG(x, y). While this rules out a direct
two-variable extension of (32), it raises the question of finding a three-variable
invariant R ~H(x, y, y
′) of hypergraphs such that for any hypergraph ~H, we have
R ~H(x, y, y
′) = R ~HT (x, y
′, y).
2Hint: the spanning hypertrees of HT are in bijection with the spanning forests of G and if we
take an order on the set V + such that v0 is the minimal element, then the external activities of
the spanning hypertrees (in the sense of the present paper) can be related to the external activities
of the corresponding forests (in the sense of [GT]).
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18.5. Zonotopes and x, y symmetry. In Theorem 16.1, we give an expression
for the polymatroid Tutte polynomial TZ(G)(x, y) of a graphical zonotope Z(G).
Could this expression be obtained directly without using the explicit formula for
the universal Tutte polynomial Tn? (the formula of Tn secretly captures the fact
that a hypergraph and its mirror have the same number of spanning hypertrees).
Observe that the polymatroid Tutte polynomial TZ(G)(x, y) of any graphical
zonotope Z(G) is a polynomial in x+ y. Is it true that TP (x, y) is a polynomial in
x+ y if and only if P is a zonotope?
Observe more generally that whenever −P is a translate of P , we get TP (x, y) =
T−P (y, x) = TP (y, x). Hence in this case TP (x, y) is a symmetric polynomial in x
and y. Are there nice interpretations of the coefficients of TP in some basis of the
symmetric functions?
18.6. Miscellaneous. We leave the reader with a few additional questions.
In Section 7 we give an explicit formula for the universal Tutte polynomial Tn
based on a formula from [Pos] for the number of points in polymatroids. There are
other point-counting formulas in [Pos], one of which is based on a result of Brion
[Bri]. Could these alternative formulas be used to give alternative expressions of
Tn, which reveal other properties of this polynomial?
In Proposition 4.11, we provide interpretations of some evaluations of TP (x, y).
Is it possible to give combinatorial interpretations of some other specializations
(possibly restricting our attention to hypergraphical polymatroids)? We wonder,
in particular, if the evaluations TP (1, 2), TP (2, 1), and
TP (x,y)
x+y−1
∣∣∣∣
x=1/2, y=1/2
can be
given a combinatorial meaning.
Lastly, let us recall that the original motivation for introducing the interior and
exterior polynomials in [Kal] was to give a combinatorial interpretation for some of
the coefficients of the HOMFLY polynomials of knots associated to plane bipartite
graphs. Can the polymatroid Tutte polynomial be interpreted as a knot invariant,
or can it at least be used to further our understanding of (quantum) knot invariants?
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