Abstract-Drawing inspiration from utility-scale customer segmentation research initiatives, a new set of metrics is introduced that serve as quantitative measures of building occupant energy efficiency and energy-use predictability. Building occupant energy-use data is segmented to facilitate the construction of independent energy-use profiles for workdays, nonworkdays, work hours, and nonwork hours, which in turn enable further classification of building occupants according to their energy-use patterns. The three new metrics, building occupant energy-use efficiency, entropy, and intensity enable the design of more targeted energy conservation campaigns. Building occupants with relatively low energy-use efficiency scores can be individually targeted for behavioral interventions aimed at increasing the efficiency of their energy-use. Furthermore, building occupants with relatively low energy-use entropy scores can be sent timely behavior intervention notifications based on predictions of their future energy-use. Finally, building occupants with relatively high energy-use intensity scores can be targeted for equipment upgrades in order to reduce their overall energy consumption. We present the methodology behind the construction of these metrics and demonstrate how they can be applied to classify commercial building occupants based on their energy-use.
have emerged to help spur development of new technologies to improve the energy efficiency of the U.S. building stock [4] - [6] . Concurrently, building sensing and automation technologies have become increasingly economical and programs designed to motivate energy efficient behavior among building occupants have become more ubiquitous. However, technology and behavior-based energy efficiency strategies in the commercial building sector have largely been designed and applied independently. Advanced commercial building management systems (BMS) that utilize increasingly extensive sensor networks often fail to engage building occupants [7] and do not effectively leverage energy-use data as a proxy measure of occupancy and behavior patterns. Alternately, most behavior-based energy efficiency programs are limited in their ability to quantitatively classify building occupants by their energy-use behavior. These limitations prevent the design of more impactful resource conservation campaigns that target specific groups of inefficient energy consumers and also create a confounded incentive system where consistently efficient resource consumers are overlooked. In this paper, we introduce a new set of metrics that enable the design of more impactful behavior-based conservation strategies that leverage newly available sensing technologies; collecting data that can be simultaneously used to optimize BMS to improve efficiency and target specific building occupants for behavior interventions.
II. BACKGROUND
Strategies for promoting energy conservation through behavioral interventions date back to the late 1970s [8] , [9] , when the effects of goal setting and feedback on energy-use in the residential building sector were first studied. Following these seminal studies, behavior-based programs and research initiatives were expanded to investigate the impacts of normative comparisons [10] , descriptive and injunctive norms [11] , and education [12] on energy conservation. As a better understanding of how different approaches could motivate energy conservation was developed, energy metering technologies also evolved. The broad deployment of advanced metering infrastructure, combined with the evolution of web-enabled technologies and big data analytics, facilitated the development of a new class of scalable energy efficiency campaigns. Based on [11] - [14] , many of these campaigns enable energy consumers to learn the breakdown of their own energy-use, compare their energy-use to that of others, and to set personal conservation goals. Furthermore, these social energyuse feedback programs have been deployed and studied at different scales, ranging from single multitenant residential buildings [15] , [16] to utility-scale customer bases [17] , [18] . At each scale, they have been shown to yield significant energy savings and have contributed to a reduction of residential building sector energy emissions [19] , [20] .
Behavior-based interventions are also effective tools for realizing energy savings in commercial buildings. Corroborating energy-use simulation models that have shown the potential for significant energy savings through behavior modifications [21] , [22] , early empirical studies [23] , [24] , and industry conservation campaigns [25] , [26] have demonstrated the positive impacts of behavior-based conservation campaigns. However, despite the proven benefits of behaviorbased strategies, the inability to effectively and economically monitor commercial building occupant energy-use behavior has resulted in slower adoption of such strategies by the commercial sector. This inability has made it difficult to identify and reward consistent or progressively efficient behavior among building occupants resulting in diminished incentives to conserve energy. As a result, commercial buildings have largely adopted a more technological approach for improving energy efficiency.
Advancements in sensing and monitoring technologies have enabled the development of increasingly integrated BMS that facilitate centralized monitoring and control of a number of building systems and parameters, such as: 1) lighting; 2) temperature; 3) heating, ventilation, and air conditioning (HVAC); and 4) energy [7] , [27] , [28] . The emergence of these sensing technologies represents a new opportunity to economically monitor energy-use of individual plug-loads and building occupants [29] . Such high resolution energy-use data enables new methods for estimating building occupant presence and behavior [30] , [31] , which can be used to optimize building systems to run efficiently without compromising building occupant comfort [39] . Other approaches to estimating and predicting building occupant behavioral parameters have also been attempted, including the use of motion control sensors [32] , light sensors [33] , and wireless cameras [34] . However, individual energy-use monitoring has indirect benefits that extend beyond enabling the prediction of occupant presence and behavior; such data also enables new methods for quantitatively classifying occupants according to their energy-use patterns. The ability to identify building occupants by their energy-use efficiency allows the design of new behavioral programs that complement, rather than replace, existing BMS solutions. By combining these traditionally distinct approaches, the full potential of commercial building energy savings can be realized.
In this paper, we introduce a new set of behavioral metrics that are enabled by the application of a novel three-stage clustering algorithm that segments building occupants by their individualized energy-use data. The first metric is building occupant energy-use efficiency, then energy-use entropy, and finally energy-use intensity. Drawing inspiration from building scale energy-use classification strategies [35] - [37] , these metrics enable the segmentation and classification of individual building occupants based on their energy-use patterns. Such ability enables improved energy efficiency program targeting where consistently energy efficient building occupants are recognized and rewarded while inefficient energy consumers are isolated for equipment upgrades and/or behavioral interventions. In addition, the entropy-based consistency metrics enable improved predictions of building occupancy and occupant energy-use through more informed applications of local weighted and support vector regression techniques, as introduced by [35] . Such occupant level entropy-enabled prediction improvements can be used to inform HVAC and lighting system operation schedules, leading to increased energy efficiency and improved responsiveness to building integrated demand-response programs.
Several earlier strategies to effectively segment and classify buildings according to daily energy-use profiles utilize modified k-means [36] - [40] , follow-the-leader [41] , and/or self-organizing-map [42] based clustering approaches. Drawing inspiration from these previous studies, in Section III, we present a novel methodology based on a multistage modified k-means clustering approach to segment individual commercial building occupants based on their energy-use efficiency and entropy. In Section IV, we demonstrate the applicability of our methodology by presenting the results from applying the multistage approach to actual individual occupant level energy-use data collected during a previous study. In this section, we also present additional information about building occupants that can be gleaned from the intermediate clustering stages. We discuss the impacts of our novel approach in Section V, and conclude with some summary remarks on the limitations, future research, and contributions of our research.
III. METHODOLOGY
The classification of commercial building occupants based on their energy efficiency and energy-use entropy consists of three major processing stages, as represented in Fig. 1 .
A. Preprocessing and Organization
The first stage begins by preprocessing the data by correcting any corrupted values due to lost network connections during data collection. Prolonged durations of corrupted or missing data are identified and appropriately filtered in order to prevent biased classification results; techniques for preprocessing vary with application. Next, two base matrices for each building occupant are constructed, which are referenced throughout the subsequent clustering and classification stages. The first matrix, mat A , contains nonnormalized energy-use or power data (from here-in only energy-use data will be referenced), indexed by day and sub-indexed by time interval. The second matrix, mat B , shares a similar structure as mat A and consists of energy-use data normalized over each day, where 
B. Clustering and Separation

1) Workday (WD) Separation:
The aim of the initial clustering phase is to enable the separation of WD from nonworkdays (NWD), which are defined as days that a building occupant does not come to the building. For each cluster phase, we employ a slightly modified version of the k-means algorithm, which has been successfully applied to day-based time-series energy-use data in [36] , [39] , [40] , and [43] . As the first clustering phase aims to separate daily load profiles by shape for WD classification, the normalized mat B is utilized. In preparation for clustering, mat B is reshaped according to the structure in Fig. 2 .
In order to effectively create workable sets of WD and NWD based on daily energy-use load profiles, it is essential to obtain a sufficiently representative set of clusters while minimizing sparse clusters with relatively few members. 1 To this aim, we employ a distributed k-means algorithm that seeks to maximize the number of representative clusters while maintaining a minimum percentage of total members in each cluster, as outlined in Algorithm 1. The k-means function [44] called in Algorithm 1 seeks to partition a given set of observations (x 1 , x 2 , . . . , x n ), where each observation is a p-dimensional real vector, into K ≤ n partitions by minimizing a loss function, J
1 The initial clustering phase is also required for subsequent energy and occupancy prediction applications, which are based on the shape of the daily load profiles and are not discussed in this paper. with respect to r ik and µ k , where r ik ∈ {0, 1} and
In this case, each observation x i is a 25-dimensional real vector consisting of energy-use measurements recorded for a building occupant over a single day (0-24 h). The number of points in the set corresponds to the number of days for which energy-use data was collected for the occupant and the loss function, J, represents the summation of Euclidian distances between all points in the set and the closest representative partition, or cluster center, µ k , across all 25 dimensions. Algorithm 1 is a modified k-means clustering algorithm designed to minimize the number of sparse clusters by iterating through different numbers of cluster centers, K, until a minimum proportion of points are assigned to each cluster so that the three-stage classification algorithm can run to completion. The k-means algorithm does not guarantee convergence to an absolute minimum of the loss function. As such, the mean of the resulting cluster centers from the execution of five iterations of the algorithm (each achieving some local or global minimum) were used as an approximation in each of the three-stages of classification. The number of iterations can be increased, but with diminishing returns on improvements to the approximation. While traditional hierarchical clustering would provide sufficient distributed results at better execution times, Algorithm 1 is designed to provide more representative clusters that are formed after determining the minimum number of cluster centers rather than applying post-hoc cluster agglomerations. For similar reasons, to minimize the possibility of sparse clusters and the need for post-hoc processing, the k-means algorithm was chosen over a self-organizing map approach [38] . Lastly, for proper execution of the three-stage algorithm observed in Fig. 1 , it is important that individual daily profiles belong to one and only cluster in order to properly disaggregate work and nonwork hours for entropy and efficiency classification. For this reason, fuzzy clustering algorithms were not utilized. Once the initial set of clusters has been established as observed in Fig. 3 , it is necessary to classify the cluster centers and respective members as WD or NWD, as described in Algorithm 2.
The first filtering pass compares the range of each normalized cluster center against a minimum threshold, 0 ≤ n_thr ≤ 1, with the assumption that WD are defined by relatively large variations in daily energy-use profiles. The second filtering pass is designed to check against low energy-use signal noise by comparing the nonnormalized energy-use range of each day in each WD cluster against a minimum nonnegative threshold of energy, 0 ≤ non_thr, as observed in Fig. 4 . non_thr varies with application and should reflect a reasonable estimate of potential nonoccupant attributed variation in energy consumption of connected appliances. The two step process effectively separates WD from NWD first by shape and then by absolute levels of energy-use. Any errors associated with the absence of WD or NWD are represented by null values that are excluded from corresponding metrics calculations. With smaller sets of load profiles, the threshold, P, in Algorithm 1 should be increased to ensure a minimum absolute number of profiles in each cluster. 2) Work Hour Separation: Following the separation of WD and NWD, it is necessary to further decompose the WD into work hours and nonwork hours. By decomposing an individual building occupant's WD, we are able to further analyze their energy-use behavior at different times of the day. As behaviorbased energy efficiency is primarily a function of the frequency at which an individual unnecessarily consumes energy, it is critical to separate necessary energy usage from unnecessary usage. We define work hours as the range of time intervals on WD during which a building occupant exhibits a consistently high-level of energy consumption relative to other hours of the work day.
We independently determine separate sets of work hours and nonwork hours for each occupant as observed in Fig. 5 , where two nonwork hour ranges ([00:00-11:00] and [18:00-24:00]) are distinguished from one work hour range ([11:00-18:00]). This separation is accomplished by first combining all days in each WD cluster into a single super WD cluster. Next, the mean nonnormalized energy level for each time interval across all WD in the super-cluster is calculated. The standard k-means algorithm, described in (2) and (3), is then applied to cluster 1-D time intervals (hours) according to mean WD-hour energy intensity, effectively separating the 24-h range into relative high and low energy intensity ranges corresponding to work hours and nonwork hours. It should be noted that these ranges serve as an approximation of a single building occupant's typical WD schedule over the data collection period and may therefore vary to some extent from day to day. The resulting work hour and nonwork hour separated ranges are subsequently used in the third clustering phase.
3) WD and NWD Clustering: The final clustering phase enables the classification of sufficiently distinct levels of energy consumption for each separate temporal range (NWD, WD work hours, and WD nonwork hours) across all days for a single building occupant. In order to enable such classification, the final clustering phase combines Algorithm 1 with a secondary separation sequence as described in Algorithm 3. First, a set of representative p-dimensional clusters is determined for each temporal range, where p corresponds to the number of hours in each range. For example, in Fig. 6 , nonwork hour ranges 1 and 2 are defined by 11-dimensional and 6-dimensional energy-use vectors, respectively. After the completion of the initial clustering, the difference in the means of the two closest cluster centers is determined. If the difference falls below a certain threshold, in our case 10 Wh/h, then the initial clustering process is repeated using Algorithm 1 with one less cluster center. When only two clusters are present and the threshold test fails, a final singular cluster is determined, represented as a weighted average of both clusters at each dimension. By forcing a reclustering with fewer centers if the smallest distance between cluster centers falls below a minimum threshold, Algorithm 3 guarantees that the mean of each cluster center is at least a minimum Euclidian distance away from all other cluster centers. This minimum separation enables distinct categories of energy-use levels (e.g., high/medium/low) to be defined for each occupant, thus enabling direct comparison of occupants based on specific energy-use levels. For example, individuals in the top quartile of the distribution of occupants based on high energy-use intensity levels during work hours may be labeled as high energy-use intensity occupants. Applications of such classifications are demonstrated in Section IV. Fig. 6 displays the end result of Algorithm 3 for a single building occupant over each temporal range. Each nonwork hour range is effectively separated into two distinct clusters, while the work hour range is best separated into three distinct clusters. The results observed in Fig. 6 are used to determine energy efficiency and energy-use entropy of the occupant in the final processing stage.
C. Occupant Efficiency and Entropy Calculation
Once time across all analyzed days has been effectively decomposed into nonwork day, work day work hour, and work day nonwork hour segments, and the energy-use for each segment has been separated into distinct clusters, it is possible to calculate values representative of a building occupant's energy efficiency and energy-use entropy.
We define an individual building occupant's energy efficiency, EE i , as the percentage of time spent in low energy level clusters, 2 as summarized by
where WD and NWD are determined by the first clustering phase, r is the number of WD nonwork hour ranges, h l is the number of hours in each nonwork hour range, l, and p(LC l ) is the probability that the WD nonwork hour range is assigned to a low energy cluster. Low energy clusters are clusters that possess a center with a mean energy value below a defined threshold. In our examples, this was set to 7 Wh of energy consumed per hour to reflect estimates of average power consumed by connected appliances in the off state. Therefore, p(LC l ) represents the proportion of WD nonwork hour ranges 3 in which the mean energy value is below 7 Wh of energy consumed per hour, as observed in the bottom clusters in the two nonwork hour range plots in Fig. 6 . Similarly, p(LC n ) is the probability that a NWD is assigned to low energy clusters. Equation (4) represents a weighted average of the amount of time spent in low energy clusters during nonwork hours across all days (WD and NWD) processed for a single building occupant. In order to choose an appropriate low energy cluster threshold, it is recommended to conduct a cursory audit of typically connected appliances that are associated with monitored building occupants and to record sleep/away/off mode energy-use intensities from appliance documentation or a general third-party reference [45] . The summation of these energy-use levels represents the minimum recommended threshold to represent an unoccupied state. EE values range from 0 to 1, with 1 representing the most energy efficient case in which a building occupant always turns off all appliances during nonwork times. Alternately, lower EE values are indicative of more time spent in nonlow energy clusters. Unlike energy efficiency, energy-use entropy is simply a function of the number of distinct clusters over each temporal range, independent of the level of energy-use. The weighted calculation of a building occupant's energy-use entropy, S i , is described by
where s l is the entropy of any temporal range, l, that is defined by h l hours and over which energy-use patterns fall into a total of K clusters using Algorithm 3. T is the total number of temporal ranges for which entropy is calculated and can be selectively chosen to include a combination of NWD, work hours, and WD nonwork hours. In this way, the sensitivity of a building occupant's energy-use entropy to different temporal parameters can be investigated. In addition, specific sets of days and time intervals (listed in Fig. 2 ) can be filtered to facilitate more targeted analysis. A different application may combine energy-use entropy with the magnitude of work hour energy-use. Building occupants defined by low entropy and a high rate of energy-use during work hours may be targeted for equipment replacement. These consistent, high energy level consumers would benefit the most from more energy efficient equipment, which would reduce otherwise unavoidable, relatively high energy intensity work hour operations.
IV. EXPERIMENTAL DATA ANALYSIS AND CLASSIFICATION
The data used to demonstrate the classification results of the algorithms and equations presented in the previous section were collected during an energy-use feedback study [29] conducted in Denver, Colorado between April 17th and July 9th in 2013. The data represent continuously monitored desk-load electricity use for 87 commercial building occupants over a total of 83 days (59 weekdays and 24 weekend days). Each occupant for which data was collected was a permanent, fulltime employee with a personally assigned desk for which energy-use data was recorded. Energy-use data collected for shared equipment on unassigned, shared desks (e.g., temps and interns) were not included in the experimental data analysis. Further details about the experimental setup utilized for data collection can be found in [29] . Time, location, instantaneous power (W), and total accumulated energy (Wh) data were recorded by each building occupant's energy monitoring device every 5 min and uploaded to a central server every 15 min. Each plug-load monitoring device is commercially certified to provide accurate power and energy measurements to within ±1% of the true output. Lost internet connections resulted in persistent reports of static energy and power readings, while energy totals continued to accumulate on board sensor memory chips. Therefore, large spikes in reported accumulated energy readings correspond to instances when either a high energy intensity appliance is suddenly turned on or a connection is reestablished. The authors developed the following algorithm to effectively correct the data based on the accumulated energy and instantaneous power data reported by the plug-load sensors at each hour. discard the entire day from further analysis and store in corruption matrix. The building occupants were distributed over six floors and were full-time employees who typically occupied the building during regular working hours, from 9:00 A.M. to 5:00 P.M. from Monday to Friday. Building occupants had different sets of electrical appliances connected to their energy monitoring devices, and therefore baseline energy-use levels varied from one occupant to the next. Typically connected appliances included computers, monitors, space heaters, and electronics chargers.
The results of the initial clustering phase when applied to an aggregation of all weekdays and building occupants are presented in Fig. 7(a) and (b) to demonstrate the effects of Algorithm 1. In Fig. 7(b) , each cluster represents at least 10% of all analyzed days {14.61%; 11.38%; 14.89%; 29.53%; 13.42%; 16.17%}, confirming the effectiveness of the algorithm in selecting the largest number of representative nontrivial clusters. It should be noted that the distribution of clusters in Fig. 7(b) is for an aggregation of all building occupants. When the algorithm is applied to a single occupant at a time, as is required for the efficiency and entropy analysis, the clusters are distributed in a similar manner across all days for the targeted occupant.
A. WD Schedule Analysis
Results of the second clustering phase, in which WD, work hours, and nonwork hours are separated for each building occupant are presented in Figs. 8 and 9 . Fig. 8 shows the ratio of WD to NWD for each occupant as separated by Algorithm 2. Red points to the far left red-shaded band represent occupants with very few identified WD, for which efficiency and entropy analysis is limited to NWD. At the other extreme are occupants with few NWD, represented by the red points to the far right in the red-shaded band, for which analysis excludes NWD. The WD ratio complements data on typical WD schedules by providing insights into which occupants come to the office most consistently. Building spatial energy efficiency may then be improved by co-locating groups of occupants with similar WD schedules. Fig. 9 (a) displays the work hour schedules as determined by the second clustering phase for each building occupant. Each row corresponds to a single building occupant's average WD schedule, with green bars representing work hour ranges and red bars representing nonwork hour ranges. Missing rows represent individuals for whom too few WD were detected to enable meaningful analysis, indicating either a disconnected energy monitoring device or an individual who came to work fewer than eight times (our specific WD minimum threshold) over the course of data collection. As can be observed in Fig. 9(a) , our typical eight hour work schedule assumption was upheld for the majority of occupants. Interestingly, the WD begins after 10 A.M. and ends after 6 P.M. for most of the building occupants, as observed in Fig. 9(b) . Such schedule-based statistics could be used to inform building system run-time operations.
B. Efficiency and Entropy Analysis
The work hour and nonwork hour ranges observed in Fig. 9 (a) are next utilized in the third clustering phase for each building occupant, which provides distinct energy-use level clusters for each hour range as well as for NWD. An example output for a single building occupant can be observed in Fig. 6 . The results of the third clustering phase are finally used to determine energy-use efficiency and entropy for each building occupant using (4)-(6). Fig. 10(a) and (b) display building occupant energy efficiency for nonwork days (when more than eight NWD are detected for an occupant) and nonwork hours, respectively, with highlighted quadrants to visualize example ranges of efficiency values that may be externally defined, and which may vary by application. 4 From Fig. 10(a) , it is observed that ten building occupants never occupy low energy level clusters during NWD (points lying on y-axis) and only one inefficient occupant has a nonwork day energy-use level greater than 100 W. The WD nonwork hour energy efficiency of building occupants can be observed in Fig. 10(b) where each cluster corresponds to a different nonwork hour range (e.g., morning and evening ranges). The more WD for which a building occupant's nonwork hour energyuse falls into low energy-level clusters, the more efficient that they are by our definition. Combining nonwork hour and NWD efficiency information further enables the identification of both the most inefficient high-energy and the most efficient low-energy building occupants. Such segmentation can positively inform the design and impact the potential success of behavior-based programs by facilitating a dual incentive system that does not penalize initially efficient occupants. From the probability distributions for morning and evening work hour range efficiency in Fig. 11 , a relatively bimodal distribution is observed of occupants who are either very efficient or inefficient, enabling well defined groupings of users based on efficiency. In Fig. 11 , individuals in groups with high efficiency (far right columns) can be evaluated on how well they maintain their high level of efficiency, with minimal changes in Fig. 11 . Nonwork hour efficiency probability distribution. behavior. Alternately, inefficient occupants (far left columns) may be evaluated based on how much they improve their efficiency over time, by changing their energy-use behavior. It should be noted that efficiency is a function of the proportion of time that an occupant's energy-use state lies below a userdefined threshold during nonwork hours. As such, a higher threshold (e.g., 30 Wh/h) would result in fewer users in the far left columns. Fig. 12 plots occupants according to their maximum rate of energy consumption during work hours and the amount of time that they spend in this high energy intensity cluster. In contrast to nonwork hour efficiency levels, work hour energy-use levels are less sensitive to occupant behavior and are more a function of equipment type; therefore they are not included in efficiency calculations. In Fig. 12 , occupants represented by points in the upper-right quadrant, relative to other occupants, consistently operate at high energy intensity during work hours. By identifying these comparatively high energy intensity building occupants, further investigation can be conducted by building operators or managers to determine if any opportunities exist for equipment upgrades. Fig. 13 (a) and (b) displays the breakdown of energyuse entropy among the building occupants. As observed in Fig. 13(a) , a large number of occupants have zero-valued NWD entropies, indicating that their NWD energy-use is best represented by a single cluster and that further separation by Algorithm 3 is not practical. This suggests that the NWD energy-use levels of many building occupants can be predicted with a relatively high degree of accuracy, as their energy-use consistently follows the same cluster pattern. However, there is much more variability in building occupants WD entropy values, which is a weighted combination of the work hour and nonwork hour entropy values represented in Fig. 13(b) . Building occupants with relatively low WD energy-use entropies, as observed in the probability distribution in Fig. 14 , may be grouped to increase the accuracy of WD energy-use predictions. The ability to group individuals by their WD entropy facilitates better short-term building energy-use forecasts that take into account end user consumption, a capability that most current forecasting models lack. Furthermore, entropy groupings also enable more impactful behavior-based interventions. For example, high entropy values may suggest that a user has various appliances that are only used intermittently (e.g., printer, space heater, and microwave). These appliances can be identified, shared among multiple building occupants and associated with a separate plug-load to reduce user variability, conserve space, and centralize operations. Another example, similar to targeting the same users based on efficiency, includes targeting users with low entropy and high energy-usage for equipment upgrades to conserve energy associated with less variable work operations. The distribution of energy-use entropy values can be analyzed for temporal ranges (WD, work hour, and nonwork hour) separately or in combination depending on the specific energy-use forecasting or behavioral program application.
V. DISCUSSION OF IMPACTS
The methodology introduced in this paper can be used to effectively classify building occupants according to their typical WD schedules, energy-use levels, efficiency, and predictability. By initially separating sets of WD, NWD, work hours, and nonwork hours for each building occupant, a number of insights can be gleaned about the behavior of individuals and groups of occupants. First, an approximation of the time that occupants arrive and leave the building, in combination with predictions of which days occupants are likely to come to the building, can be used to determine overall occupancy levels of the building. This information can be used to inform building system operating schedules around actual, rather than predefined, occupancy parameters. Next, a number of behavioral metrics based on energy-use patterns during work and nonwork hours can be determined for individuals. These metrics include building occupant energy-use efficiency, entropy, and intensity. Such metrics enable the design of more effective, targeted conservation campaigns in commercial buildings. Such campaigns can be designed to set tailored energy conservation goals for different groups of building occupants, depending on their energy efficiency and energy-use entropy measures. Also, individuals who consistently consume highlevels of energy during work hours can be identified and targeted for equipment upgrades, in order to reduce unavoidable operating costs and energy consumption. Finally, building occupants can be grouped according to energy-use entropy to enable improved building energy-use forecasting models. Such improvements can positively impact short-term energy management programs by taking into account the predictability of energy-use levels for groups of building occupants.
VI. LIMITATIONS AND FUTURE RESEARCH
The dataset on which the segmentation and classification methods were applied for demonstration purposes was limited to the plug-load electricity consumption of commercial building occupants. Future applications should investigate the possibility of integrating energy end-uses that extend beyond individual plug-loads, such as: 1) taking elevators; 2) turning off shared office equipment and lighting resources; and 3) manually adjusting thermal set points. Such actions could be captured using nonintrusive load monitoring (NILM) techniques [46] or through self-reporting by building occupants, with the intention of incorporating them into a more comprehensive energy efficiency calculation. Furthermore, as an increasing amount of occupant level energy-use data is collected, NILM algorithms can be continually trained and improved in order to enable continued occupant level analysis based on less granular energy-use data streams after sensors are removed. The classification method introduced also includes a novel approach to approximating individual occupancy states based on energy-use patterns and relative levels of energy intensity. While these approximations were not validated with any external ground truth data, general occupancy patterns were consistent with discussions with building managers and occupants about WD schedules. Future research is planned to compare this approximation method with ground truth data collected independently with motion sensor, building entry/registration, and/or video data to determine typical error rates. Furthermore, the effects of temporal energy-use decomposition (work and nonwork distinctions) and entropy classification on energy-use prediction accuracy should be investigated. Such an approach stands to ultimately improve the effectiveness of demand response programs that can be customized to target specific building occupants and/or appliances by sending event notifications based on predicted short-term energy-use. However, further research should be conducted to empirically determine whether targeted energy efficiency campaigns indeed result in significantly more energy savings compared to campaigns which treat all building occupants the same.
VII. CONCLUSION
Building sensing technologies will become increasingly ubiquitous as they continue to become more modular, lowcost, and easy to install. Concurrently, more building data streams will become available to BMS and human operators. In order to balance occupant comfort with resource consumption, it is essential to develop methods to integrate and interpret these new data streams to make building systems more responsive to actual occupant needs and behaviors. As buildings become increasingly efficient, the relative importance of occupant behavior in achieving the full potential of energy savings will increase and behavior-based conservation campaigns will likely become more widespread. As we have demonstrated in this paper, more granular building sensing technologies enable novel approaches to the classification of building occupants based on quantitative measures of energy-use efficiency and entropy. In turn, such classification metrics enable improved behavior-based campaigns that incorporate targeted interventions, tailored goals, and incentives. As building technologies continue to evolve, the energy efficiency research community should continue developing more sophisticated building occupant segmentation and classifications methodologies that incorporate newly available building sensor data streams. Future behavior-based energy efficiency campaigns will then be able to employ the most relevant classification schemes to maximize their potential impact. These improved sensor driven behavior-based campaigns, when combined with new building energy efficiency technologies, will enable the full potential of energy savings in the built environment to be finally realized.
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