Introduction P REDICTIVE ABILITY is considered by many to be the ultimate goal in ecology (Peters 1991) . Recent decades have witnessed an increasing role of prediction in applied ecology, in large part because of the mounting threats to biological diversity from global environmental change and the resulting need for ecological forecasting (Clark et al. 2001) . Such efforts, however, are hindered by the many complexities of ecosystems, including historical legacies, time lags, nonlinearities, interactions, and feedback loops that vary in both time and space (Levin 1998) . Accordingly, ecologists are challenged by the need to understand and predict complex ecological processes and patterns.
One promising set of quantitative tools that can help solve such environmental challenges (e.g., global climate change, emerging diseases, biodiversity loss) is currently being researched and developed under the rubric of ecological informatics (Green et al. 2005 ). Ecological informatics, or eco-informatics, is an interdisciplinary framework that promotes the use of advanced computational technology to reveal ecological processes and patterns across levels of ecosystem complexity (Recknagel 2003) . Machine learning (ML) is a rapidly growing area of eco-informatics that is concerned with identifying structure in complex, often nonlinear data and generating accurate predictive models. Recent advances in data collection technology, such as remote-sensing and data network centers and archives, have produced large, high-resolution datasets spanning spatial and temporal extents that were, until recently, unattainable. As a result, ecologists have the exciting opportunity to take advantage of ML approaches to model the complex relationships inherent in these large datasets. Applications of ML methods in ecology are diverse, and range from testing biogeographical, ecological, and evolutionary hypotheses to modeling species distributions for conservation and management planning (e.g., Fielding 1999; Recknagel 2001 Recknagel , 2003 Cushing and Wilson 2005; Ferrier and Guisan 2006; Park and Chon 2007) .
ML algorithms can be organized according to a diverse taxonomy that reflects the desired outcome of the modeling process. A number of ML techniques have been promoted in ecology as powerful alternatives to traditional modeling approaches. These include supervised learning approaches that attempt to model the relationship between a set of inputs and known outputs, such as artificial neural networks , cellular automata (Hogeweg 1988) , classification and regression trees (De'ath and Fabricius 2000) , fuzzy logic (Salski and Sperlbaum 1991) , genetic algorithms and programming (Stockwell and Noble 1992) , maximum entropy (Phillips et al. 2006) , support vector machines , and wavelet analysis (Cho and Chon 2006) . In addition, unsupervised learning approaches are used to reveal patterns in ecological data, including Hopfield neural networks (Hopfield 1982) and self-organizing maps (Kohonen 2001) . The growing use of these methods in recent years is the direct result of their ability to model complex, nonlinear relationships in ecological data without having to satisfy the restrictive assumptions required by conventional, parametric approaches (Guisan and Zimmermann 2000; Peterson and Vieglais 2001; Olden and Jackson 2002a; Elith et al. 2006) . As a result, ML approaches often exhibit greater power for explaining and predicting ecological patterns. The recent formation of The International Society for Ecological Informatics, as well as the birth of the scientific journal Ecological Informatics, supports the observation that ML has evolved from a field of theoretical demonstrations to one of significant and applied value in ecology.
Perhaps not surprisingly, ML approaches are predominantly used by ecologists with strong computational skills, and they have seen only limited use within the broader scientific community. Why have ML approaches not been widely embraced by ecologists? One reason is that ecologists may lack the fundamental background needed to understand and implement these methods, and they may be unsure about how to select approaches that best suit their needs. At the same time, researchers in the field of ecological informatics continue to advance better and more complex ML algorithms, arguing that more powerful computers and increased availability of large ecological data sets will move them further into the mainstream. Unfortunately, as the technology in ML grows, so does the inaccessibility of these techniques to the majority of ecologists who still require a basic understanding of why, when, where, and how such approaches should be applied.
We argue that there are relatively few examples in the ecological literature that encourage the exploration and promote the application of ML methods. In this paper, we will address this concern by providing a comprehensive review of three ML methods that have recently gained popularity among ecologists: classification and regression trees, artificial neural networks, and evolutionary computation (genetic algorithms and programming); however, we recognize that other statistical approaches, including generalized additive models and multivariate adaptive regression splines, have also illustrated utility in ecology (e.g., Austin 2007; Elith and Leathwick 2007) . For each approach, we will provide a brief background to the methodology, give examples of its application in ecology, describe model development and implementation, discuss strengths and weaknesses, and explore the availability of statistical software. In order to more clearly illustrate the basic principles of the ML methodologies, we will apply each method to a common ecological question, namely modeling species richness (dependent variable) as a function of environmental descriptors (independent variables). We stress that our review is not meant to replace previously published texts on ML (e.g., Fielding 1999; Lek and Guégan 2000) , rather it is intended to provide a gentle introduction to ML methods that is more readily accessible to the broad community of ecologists. We accomplish this by favoring written explanation over mathematical formulas and by avoiding statistical jargon that often serves to limit the readership and comprehension of ML methodologies by ecologists. Put simply, our hope is that this paper will encourage a greater understanding and the future application of ML approaches in the ecological sciences.
An Illustrative Example of Machine
Learning Methods In order to illustrate ML methodologies, we will use an empirical example relating fish species richness to environmental characteristics of 8236 north-temperate lakes in Ontario, Canada. Identifying both patterns and drivers of species richness is a longstanding problem in ecology because environmental factors typically interact in nonlinear ways to influence the number of species at any particular site. This example is used solely to demonstrate a common statistical problem in which a researcher is interested in modeling a single dependent variable as a function of multiple independent variables and, thus, is not meant as a comparative analysis of approaches. We chose this relatively simple dataset and straightforward ecological problem for illustrative purposes. Although ML approaches are well-suited for addressing even seemingly simple problems, many of the advantages of these approaches can be brought to bear on much more complex problems as well.
We selected 8 whole-lake descriptors that are related to habitat requirements of temperate fish species of the Ontario region (Minns 1989) . Regional climate was represented by the mean monthly air temperature (TEMP, measured in°C) and mean monthly precipitation (PPT, cm) for each lake based on data collected from 1836 recording stations between 1960 and 1989 by the Atmospheric Environment Service of Environment Canada (see Vander Zanden et al. 2004) . Whole-lake measures of habitat included lake surface area (AREA, km 2 ), total shoreline perimeter (SHP, km), maximum depth (MAXD, m), elevation (ELEV, m), secchi disc depth (SDD, m), and pH. The primary source of the fish distribution data was the Fish Species Distribution Data System of the Ontario Ministry of Natural Resources. To assess predictive performance of the models, we used 10-fold cross-validation. In this procedure, the original data is partitioned into 10 subsamples each containing n/10 observations; a single subsample is retained as the validation data for testing the model, and the remaining 9 subsamples are used as training data. The cross-validation process is then repeated 10 times (hence, folds), with each of the subsamples used exactly once as the validation data. The 10 results are then combined to produce a single set of predictions for all n observations. For general information regarding model selection, model validation, and the assessment of predictive performance (i.e., topics that are not the focus of our study), we refer the reader to Fielding and Bell (1997) .
Classification and Regression Trees
(CARTs) background and ecological applications Classification and Regression Trees (CARTs), collectively called decision trees, date from the pioneering work of Morgan and Sonquist (1963) in the social sciences, and their use in statistical literature was rekindled by the seminal monograph of Breiman et al. (1984) . Since this time, decision trees have been widely used in a number of applied sciences including medicine, computer science, and psychology (Ripley 1996) . Recent years have seen CARTs emerge as powerful statistical tools for analyzing complex ecological datasets because they offer a useful alternative when modeling nonlinear data containing independent variables that are suspected of interacting in a hierarchical fashion (De'ath and Fabricius 2000) .
There have been numerous ecological applications of CARTs across a wide range of topics. Decision trees have been used to develop habitat models for threatened birds (O'Connor et al. 1996) , tortoise species (Anderson et al. 2000) , and endangered crayfishes (Usio 2007) . Iverson and Prasad (1998) forecasted potential shifts in tree species distributions resulting from climatic warming, Rollins et al. (2004) quantified the relationship between the frequency and severity of forest fires and landscape structure, and Mercado-Silva et al. (2006) predicted patterns of fish species invasions in the Laurentian Great Lakes. Other applications have involved modeling patterns of variability in PCB concentrations of salmonid species (Lamon and Stow 1999) , predicting days postpartum from fatty acids measured in harbor seal milk (Smith et al. 1997) , delineating geographic patterns of bottlenose dolphin ecotypes (Torres et al. 2003) , and developing models that assessed the vulnerability of the landscape to tsunami damage (Iverson and Prasad 2007) . methodology CART analysis is a form of binary recursive partitioning where classification and regression trees refer to the modeling of categorical and continuous response variables, respectively (Bell 1999) . The general anatomy of a decision tree is presented in Figure 1 . The term "binary" implies that each group of observations, represented by a node in a decision tree, is split into two child nodes, a process through which the original node becomes a parent node. The term "recursive" refers to the fact that the binary partitioning process can be applied repetitively. Thus, each parent node can give rise to two child nodes and, in turn, each of these child nodes may themselves be split, forming additional children. The term "partitioning" refers to the fact that the dataset is split into sections or partitioned. Although there are many different versions of binary recursive partitioning available, each with its own unique details, the overall methodology is consistent regardless of the exact implementation.
CART analysis consists of three basic steps. The first step involves tree building, during which a decision tree is built by repeatedly partitioning the data set into a nested series of mutually exclusive groups, each of them as homogeneous as possible with respect to the response variable. Tree building begins at the root node with the entire dataset, and the algorithm formulates split-defining conditions for each possible value of all the independent variables to create candidate-or surrogate-splits. Other splitting criteria are also available. Next, the algorithm selects the best candidate split that minimizes the average "impurity" of the two child nodes. Impurity is based on a goodness of fit measure, such as the information (entropy) index and the Gini index for classification trees and sums of squares about group means for regression trees (De'ath and Fabricius 2000) . The algorithm continues recursively with each of the new children nodes until tree building is stopped.
The second step consists of stopping the tree building process. The process is stopped when: (1) there are only n observations in each of the child nodes (where n is set by the user), (2) all observations within each child node have the identical distribution of independent variables, making splitting impossible, or (3) an external limit on the number of splits in the tree or minimum purity threshold is achieved. A terminal node or "leaf" is a node that the algorithm cannot partition any further because one of the above criteria is met. In classification trees, each node-even the root node-is assigned a predicted probability for each class (often the class with the greatest probability is assigned to the node). For regression trees, the predicted value for each node is typically defined as the mean or median value of the response variable for the observations in the node. The third step involves tree pruning and optimal tree selection. The most common method used is called "cost-complexity" pruning, which results in the creation of a sequence of progressively simpler trees through the pruning or cutting of increasingly important nodes. This method relies on a complexity parameter, denoted ␣, which is gradually increased during the pruning process. Starting at the terminal nodes, the child nodes are pruned away if the resulting change in the model error is less than ␣ multiplied by the change in tree complexity. Thus, ␣ is a measure of how much additional accuracy a split must add to the entire tree to warrant the additional complexity. As ␣ is increased, more and more nodes of increasing importance are pruned away, resulting in simpler and simpler trees (Bell 1999) . The goal in selecting the optimal tree is to find the correct complexity parameter ␣ so that the information in the learning dataset is fit but not overfit, the latter condition occurring when the model successfully describes the specifics of the original data but is unable to predict additional data. It is common practice to determine the optimal size of the decision tree (i.e., the number of terminal nodes) by selecting the tree size with the smallest model error based on repeated cross-validations of the data. Alternatively, the smallest tree whose model error falls within the one standard error rule is also used (see De'ath and Fabricius 2000) . For further discussion on validation techniques and their use in identifying ideal tree size, see Breiman et al. (1984) , Bell (1999) , Hastie et al. (2001) , and Sutton (2005) .
Based on the branching topology of the decision tree, one can interpret the primary splits that represent the most important variables in the prediction process, as well as the best competitive surrogate splits that also show high classification power. To calculate the overall importance of the independent variables in a decision tree, the CART analysis quantifies the improvement measure attributable to each variable in its role as a surrogate to the primary split. The values of these improvements are summed over each node, totaled, and scaled relative to the best performing variable, i.e., expressed as a relative importance on a 0 -100% scale (Breiman et al. 1984) .
strengths and weaknesses CART analysis has a number of advantages over traditional statistical methods that make it particularly attractive for modeling ecological data. These include the fact that CARTs are: (1) inherently nonparametric and, therefore, not affected by heteroscedasticity or distributional error structures that affect parametric procedures; (2) invariant to monotonic transformations of the data, thus eliminating the need for data transformations; (3) able to handle mixed numerical data including categorical, interval, and continuous variables; (4) able to deal with missing variables by using the surrogate splitting variables in the decision tree; (5) not affected by outliers (outliers are isolated into a node, and have only a minimal effect on splitting); (6) able to detect and reveal interactions in the data set; (7) able to effectively deal with higher dimensionality (i.e., it can identify a reduced set of important variables from a large number of submitted variables); (8) relatively simple to interpret graphically. In general, of the three ML approaches reviewed here, CART is the most flexible with respect to data requirements and the most transparent when it comes to understanding the modeling process (Table 1) .
Despite their many advantages, CARTs have a number of weaknesses that are rarely discussed in the literature. First, analyses that identify "splitting" variables by employing the exhaustive search of all possibilities have the chance of increasing the complexity of the search, thereby causing computational strain, especially with large data sets (although advances in computer speed have partially eliminated this problem). This tends to select a decision tree that has more splits, thus promoting overfitting. Second, deducing rules from a decision tree can be very complicated because it is not based on a probabilistic model. Therefore, there is no probability level or confidence interval associated with predictions derived from using a classification or regression tree to classify a new set of data. Third, correlations among independent variables can complicate the identification of important interactions. Fourth, decision trees are typically unstable, i.e., sometimes small changes in the learning sample values can lead to significant changes in the variables used in the splits. As a result, overall variable importance cannot be determined by only examining the final tree; it also requires the examination of all possible surrogate splits. Fifth, perhaps the greatest weakness of CARTs is that the final decision tree is not guaranteed to be the optimal tree. At each splitting decision in the tree growing process, the selected split is the one that results immediately in reduced impurity (for classification) or variation (for regression). One might expect that some other split, which would appear suboptimal at the time, could produce more effective future splits (Sutton 2005) . A variety of approaches have been developed to address the latter two problems, including the application of bagging and boosting techniques and the creation of an ensemble tree based on random forests of multiple trees. We refer the reader to De'ath (2007) and Cutler et al. (2007) for an ecological treatment of these topics. case study We constructed a regression tree to gain explanatory and predictive insight into the environmental drivers of fish species richness. CART begins with the entire heterogeneous sample of 8236 north-temperate Classification and regression trees (CARTs), artificial neural networks (ANNs), and evolutionary algorithms (EAs) are compared to the family of generalized linear models (GLMs) that are traditionally used in ecology. Comparisons are generalized to include both classification and prediction problems. Values are based on Hastie et al. (2001) , peer-reviewed literature, and the personal experiences of the authors.
lakes, consisting of both species-poor and species-rich lakes. The goal of CART analysis is to partition the sample according to a "splitting rule" and a "goodness of split criteria." Splitting rules are questions of the form, "Is the environmental variable less or equal to some value?" or, put more generally, "Is X Յ d?" where X is an independent variable and d is a constant within the range of that variable. Such questions are used to "split" the sample, and a goodness of split criteria compares different splits and determines which of these will produce the most homogeneous subsamples. With respect to our case study, we wanted to disaggregate the lakes into those with similar values of fish species richness. As an example, Figure 2 is based on output produced by CART (Salford Systems, Inc.) when we set the parent node minimum to 1000 lakes and the terminal node minimum to 200 lakes. The first step was to select the optimal size of the regression tree, defined by the number of terminal nodes. Breiman et al. (1984) suggest the 1-SE rule, whereby the best tree is taken as the smallest tree having an estimated error rate that is within one standard error of the minimum value across all trees. Using 10-fold cross-validation, we selected a final tree with 8 terminal nodes that exhibited a predictive performance of Rϭ0.65 between predicted and observed species richness ( Figure 2A) .
The final regression tree is shown in Figure 2C . The root node at the top of the tree shows that the 8236 study lakes in the initial sample contain, on average, 6.7 fish species. The first split of the root node is based on lake surface area. For lakes less than or equal to 1.5 km 2 in area ("Yes" answer on the left-hand branch of the tree), the average richness is 5.3 (n ϭ 5511 lakes). This group is split based on a shoreline perimeter greater than ("No") or less than ("Yes") 3.5 km (average richness ϭ 6.3 vs. 3.9 species). Of the 2322 lakes with smaller shoreline perimeters, the regression tree distinguishes between two terminal nodes based on an annual air temperature threshold of 2.2°C
: node A representing 859 lakes with an average of 3.1 species, and node B representing 1463 lakes with an average of 4.5 species. The parent node containing the 3189 lakes with larger shoreline perimeters is split by a number of additional criteria, including mean monthly precipitation and elevation, to produce terminal nodes C through E, which represent the most homogeneous subgroups that can be partitioned with the given independent variables. For the right-hand split leading off from the root node the same interpretation is used. According to all surrogate splits in the regression tree, we find that surface area, shoreline perimeter, and mean monthly precipitation are the most important predictors of fish species richness ( Figure 2B ).
Artificial Neural Networks (ANNs) background and ecological applications An artificial neural network (ANN), or, more generally, a multilayer perception, is a modeling approach inspired by the way biological nervous systems process complex information. The key element of the ANN is the novel structure of the information processing system, which is composed of a large number of highly interconnected elements called neurons, working in unity to solve specific problems. The concept of ANNs was first introduced in the 1940s (McCulloch and Pitts 1943); however, it was not popularized until the development of the backpropagation training algorithm by Rumelhart et al. (1986) . The flexibility of this modeling technique has led to its widespread use in many disciplines such as physics, economics, and biomedicine.
Researchers in ecology have also recognized the potential mathematical utility of neural network algorithms for addressing an array of problems. Previous applications include the modeling of species distributions (Mastrorillo et al. 1997; Ö zesmi and Ö zesmi 1999) , species diversity (Guégan et al. 1998; Brosse et al. 2001; Olden et al. 2006b ), community composition (Olden et al. 2006a) , and aquatic primary and secondary production (Scardi and Harding Results from the regression tree for predicting fish species richness as a function of environmental characteristics for 8236 north-temperate lakes in Ontario, Canada. (A) 10-fold cross-validation (solid circles) and resubstitution (empty circles) relative error for the regression tree. The dashed line represents ϩ 1-SE of the relative error for the minimum regression tree (i.e., 15 nodes), and the selected tree under the 1-SE rule is indicated by the arrow. (B) Relative importance of the environmental variables for predicting fish species richness (note that values do not sum to 100). Variables include mean monthly air temperature (TEMP) and precipitation (PPT), lake surface area (AREA), total shoreline perimeter (SHP), maximum depth (MAXD), elevation (ELEV), secchi disc depth (SDD), and pH. (C) The final regression tree relating fish species richness to lake environmental characteristics. Node precision is indicated by Root-Mean-Squared-Error.
1999; McKenna 2005)
. Cornuet et al. (1996) used a neural network to assign individuals to appropriate taxonomic groups using multilocus genotypes. Spitz and Lek (1999) modeled wildlife damage to farmlands, and Thuiller (2003) assessed the potential impacts of climate change on the distribution of tree species in Europe. Other applications have occurred in the fields of water resource management (Maier and Dandy 2000) , invasive species biology (Vander Zanden et al. 2004) , and pest management (Worner and Gevrey 2006) . A collection of ANN applications in ecology is presented in Lek and Guégan (2000) , Recknagel (2003) methodology There are many types of supervised and unsupervised learning methods for ANNs (Bishop 1995) . Here we describe the most frequently used method in ecology: the one hidden-layer, supervised, feedforward neural network trained by the backpropagation algorithm. These neural networks are popular in the ecological literature because they are considered to be universal approximators of any continuous function (Hornik et al. 1989) . In this section, we will discuss neural network architecture and the back-propagation algorithm used to parameterize the network, and we will describe the various methods available to quantify variable importance.
Network architecture refers to the number and organization of the neurons in the network (see Figure 3 for the general anatomy of a neural network). In the feedforward network, neurons are organized in an input layer, a hidden layer, and an output layer, with each layer containing one or more neurons. Each neuron is connected to all neurons in adjacent layers with an axon; however, neurons within each layer and in nonadjacent layers are not connected. The input layer typically contains p neurons, one neuron representing each of the independent variables x 1 through x p . The number of neurons in the hidden layer can be selected arbitrarily or determined empirically by the investigator to minimize the trade-off between bias and variance (Geman et al. 1992) . The addition of hidden neurons increases the ability of a network to approximate any underlying relationship among the variables, i.e., resulting in reduced bias, but also increases the variance of predictions due to overfitting the data. Although mathematical derivations exist for selecting an optimal design (see Bishop 1995) , in practice it is common to train networks with different numbers of hidden neurons and to use the performance on a test data set to choose the network that performs the best. For continuous and binary response variables, the output layer commonly contains one neuron, but the number of output neurons can be greater than one if there is more than one response variable or if the response variable is categorical (i.e., a separate neuron for classifying observations into each category). Additional bias neurons with a constant output are also added to the hidden and output layers, although this is not mandatory, as these neurons play a similar role to the intercept term in general linear regression.
Each neuron in the network has an "activity level" that is defined by the value of the incoming signals received from the other neurons connected to it. In turn, each axon in a network is assigned a "connection weight" that reflects the overall intensity of the signal it transmits (i.e., input to hidden or hidden to output). The activity levels of the input neurons are defined by the values of the predictor variables ( Figure 3 ). The state of each hidden neuron is evaluated locally by calculating the weighted sum of the incoming signals from the neurons of the input layer, which is then subjected to an activation function, i.e., a differentiable function of the neuron's total incoming signal from all input neurons. The same procedure described above is repeated for the axon signals from the hidden layer to the output layer.
Training the neural network typically involves an error back-propagation algorithm that searches for an optimal set of connection weights that produces an output signal with a small error relative to the observed output (i.e., minimizing the fitting criterion). For continuous output variables, the most commonly used criterion is the least-squares error function, whereas for dichotomous output variables, the most commonly used criterion is the cross entropy error function, which is similar to log-likelihood (Bishop 1995) . The algorithm adjusts the connection weights in a backwards fashion, layer by layer, in the direction of steepest descent, thus minimizing the error function (this is also called gradient descent). The training of the network is a recursive process where observations from the training data are entered into the network in turn, each time modifying the input-hidden and hiddenoutput connection weights. This procedure is repeated with the entire training dataset (i.e., each of the n observations) for a number of iterations or epochs until a stopping rule (e.g., error rate) is achieved. Prior to training the network, the independent variables should be converted to z-scores (0 to 1) in order to standardize the measurement scales of the inputs into the network.
Recent efforts have focused on the development of methods for understanding the explanatory contributions of the independent variables in ANNs (Olden and Jackson 2002b) . This was, in part, prompted by the fact that neural networks were considered a "black box" approach to modeling ecological data because of the perceived difficulty in understanding their inner workings. Recent studies in the biological sciences have provided a variety of methods for quantifying and interpreting the contributions of the independent variables in neural networks (see Olden and Jackson 2002b; Gevrey et al. 2003; Olden et al. 2004 ). These approaches utilize the fact that the connection weights between neurons are the linkages between the inputs and the output of the neural network, and, therefore, the relative contribution of each independent variable depends on the magnitude and direction of these connection weights. Input variables with larger connection weights represent greater intensities of signal transfer; they are more important in predicting the output compared to variables with smaller weights. Negative connection weights reduce the intensity or contribution of the incoming signal and negatively affect the output, whereas positive connection weights increase the intensity of the incoming signal and positively affect the output. One method, the connection weight approach, uses the product of the input-hidden and hidden-output connection weights to determine variable importance ). Other approaches include Garson's algorithm (Garson 1991) , partial derivatives (Dimopoulos et al. 1995) , a sensitivity analysis to determine the spectrum of input variable contributions in the neural network , and a number of pruning algorithms (Bishop 1995) , including a randomization test to remove small connection weights (Olden and Jackson 2002b) . Although these approaches can determine the overall influence of each independent variable, the interpretation of interactions among the variables requires the direct examination of the network connection weights (e.g., Ö zesmi and Ö zesmi 1999; Olden and Jackson 2001).
strengths and weaknesses
There are both advantages and disadvantages to neural networks, and, to discuss this subject properly, we would have to look at each individual type of network. In reference to a back-propagation feedforward approach, ANNs have a number of advantages over traditional parametric approaches, including: (1) the ability to model nonlinear associations; (2) no requirement of specific assumptions concerning the distributional characteristics of the independent variables (i.e., nonparametric); and (3) the accommodation of variable interactions without a priori specification (Table 1) . ANNs also provide a much more flexible way of modeling ecological data. Model complexity can be varied by altering the transfer function or the inner architecture of the network through an increase in the number of hidden neurons or layers to enhance data fitting, or by increasing the number of output neurons to model multiple ecological response variables, such as multiple species (e.g., Ö zesmi and Ö zesmi 1999) or entire communities (e.g., Olden 2003; Olden et al. 2006a) . It is this flexibility that has likely led to the increased popularity of neural networks in ecology.
Yet ANNs are not without limitations, and there are some specific issues potential users should be aware of. First, neural network models are more complicated to implement, mainly for the reason that the optimization of the network architecture is iterative and is, thus, time consuming. However, this process can be automated and relies on computer time rather than human time to optimize. Second, the performance of a network can be sensitive to the random initial connection weights assigned to the network prior to training. To overcome this, it is recommended that multiple networks based on different initial connection weights be constructed and that a final network that is deemed representative of the population of models be selected. Third, although ANNs are no longer simplistically viewed as a black box approach to modeling data (Olden and Jackson 2002b) , the model-building process is still far less transparent than that of more traditional methods, and the ability to explore direct and interactive variable contributions with ANNs will always be more complicated (Table 1) . case study ANN methodology begins with a fully connected network composed of axons with completely random connection weights that link the environmental variables (represented by input neurons) to species richness (represented by the output neuron) via the hidden layer of neurons. In this case study, the back-propagation algorithm modified the connection weights in an iterative fashion to maximize the match between predicted and observed levels of species richness in the study lakes. As an example, Figure 4 is based on output produced by using the Neural Network module in MatLab (Mathsoft Inc.) when we set the initial random weights to range between -0.3 and 0.3 and the maximum number of iterations for model convergence to 1000. Optimal network configuration (i.e., optimal number of neurons in the hidden layer of the network) was determined by comparing the performances of different 10-fold cross-validated networks with 1 to 20 hidden neurons in order to choose the number that produced the greatest network performance ( Figure 4A ). This resulted in a network with 8 input neurons (8 environmental variables), 5 hidden neurons, and 1 output neuron (i.e., species richness), and which exhibited a predictive performance of Rϭ0.70 between predicted and observed species richness.
The final neural network is presented in Figure 4C . In this figure, the relative magnitudes of the connection weights are represented by line thickness (i.e., thicker lines represent greater weights) and line type rep- Positive effects of input variables are depicted by positive input-hidden and positive hidden-output connection weights, or negative input-hidden and negative hidden-output connection weights. Negative effects of input variables are depicted by positive input-hidden and negative hidden-output connection weights, or by negative input-hidden and positive hidden-output connection weights. Thus, the multiplication of the two connection weight directions (positive or negative) indicates the effect that each input variable has on the response variable. Interactions among predictor variables can be identified as input variables with opposing connection weights entering the same hidden neuron.
Individual and interacting influences of the environmental variables on network predictions were examined after we removed nonsignificant, small connection weights (based on P Ͻ 0.05) using the randomization approach of Olden and Jackson (2002b) . The resulting network shows that species richness is positively correlated with mean monthly air temperature via hidden neurons A and B, and negatively correlated with mean monthly precipitation via hidden neurons A and D. The neural network also predicts fish species richness to be greatest in large and deep lakes (neuron C) with high shoreline perimeters (neurons B, C, and D). Focusing on hidden neuron B, we see that shoreline perimeter and lake elevation interact such that the positive influence of shoreline perimeter (reflecting greater littoral zone availability) on species richness (i.e., two negative connection weights) decreases with increasing lake elevation. Figure 4C illustrates the utility in eliminating those connection weights that are small and, therefore, contribute little to network predictions. In this case, we removed 23 out of the 45 possible connection weights. Summing across all connection weights illustrates that shoreline perimeter (positive), lake area (positive), and mean monthly precipitation (negative) exhibited the strongest influences on predictions of species richness from the neural network ( Figure  4B ).
Evolutionary Computation: Genetic
Algorithms and Genetic Programming background and ecological applications Evolutionary computation (EC) includes a number of machine learning approaches that can be classified as stochastic optimization tools. In general, these techniques use an aspect of randomization to search for global model optima. More specifically, EC is based on the process of evolution in natural systems and was inspired by a direct analogy to sexual reproduction and Charles Darwin's principle of natural selection (Holland 1975; Goldberg 1989) . EC approaches include simulated annealing, evolutionary programming, evolutionary strategies, genetic algorithms, and genetic programming. Because they have been more frequently used in ecological studies, we have confined our discussion here to genetic algorithms (GAs) and genetic programming (GP). In a strict interpretation, GAs refer to the general purpose search algorithms introduced by Holland (1975) , which create population-based models that use selection and recombination operators to generate new sample points in a search space (Mitchell 1998) . In contrast, GP refers to solutions to the problem in question that take the form of modular computer programs. Running each GP provides a solution to the problem (Koza 1992) , whereas, in GAs, the solution is represented by fixed-length character strings (Mitchell 1998) . These strings are then interpreted by one or more functions to produce solutions. We will discuss the mechanics of the two approaches in more detail in the following sections.
Ecological applications of GAs and GP have been more limited than most ML techniques, but they are growing in popularity in the natural sciences. D' Angelo et al. (1995) used GAs to model the distribu-tion of cutthroat and rainbow trout as a function of stream habitat characteristics in the Pacific Northwest of the United States, and they were also applied by Termansen et al. (2006) to model plant species distributions as a function of both climate and land use variables. Genetic programming was used by McKay (2001) to develop spatial models for marsupial density, by Chen et al. (2000) to analyze fish stock-recruitment relationship, and by Muttil and Lee (2005) to model nuisance algal blooms in coastal ecosystems. Ecology's recent interest in EC has been driven, in large part, by the introduction of the Genetic Algorithm for Rule-Set Prediction (GARP) for predicting species distributions (Stockwell and Noble 1992) . GARP uses several rule-building methods to build heterogeneous rule sets that describe the ecological niche of a species to environmental data (Stockwell and Peters 1999) . The resulting niche model is then projected back onto the landscape to generate a prediction of potential distribution. To date, GARP has been used to model the spatial distribution of numerous species, including the habitat suitability of threatened species (e.g., Anderson and Martínez-Meyer 2004) (Peterson 2001) . Further advances in ecological niche modeling using EC approaches continue to be developed, such as the WhyWhere algorithm advocated by Stockwell (2006) (but see Peterson 2007) . Broader applications of EC methods include their use in conservation planning for biodiversity (Sarkar et al. 2006) .
methodology
The general anatomies of a genetic algorithm and a genetic program are presented in Figure 5A . In principle, GAs and GP operate on populations of competing solutions to a problem that evolve over time to converge to an optimal solution (Holland 1975) . The solutions are loosely represented as "chromosomes" composed of component "genes." Both approaches involve four steps. First, random potential solutions (chromosomes) to the problem are developed. Second, the potential solutions are altered using the processes of reproduction, mutation, and crossover. Third, the new solutions are evaluated to determine their fitness (i.e., how well they solve the problem). Fourth, the most fit or best solutions are selected. Steps two through four, which can be seen as constituting a "generation of solutions," are then repeated using the solutions selected in step four until a stopping criterion is reached. In this way, solutions to a problem evolve through the multiple iterations or generations of the modeling process (Haefner 2005) .
Although the principles behind GAs and GP are similar, as mentioned above, the structures of the models are fairly different. In GAs, the components of a solution (i.e., model parameters) are represented as genes on single-vector chromosomes ( Figure 5B ). The chromosomes change such that solutions evolve over subsequent generations in the model. In each generation, there are two opportunities for chromosomal change: recombination via crossover and random mutation. Recombination mimics sexual recombination in which genetic material from parents is combined to produce related, but different, offspring. First, chromosomes are paired up, often at random. Next, a point along the length of the chromosomes is selected, again at random, and portions of the paired chromosomes are exchanged in an event called crossover (Mitchell 1998) . The resulting new chromosomes are regarded as offspring. Further change can occur through mutation events. In each generation of chromosomes, a mutation can occur changing a value from 1 to 0 or vice versa at any individual bit on a chromosome. Mutation acts as an insurance policy against the permanent loss of any simple gene, and it enhances the ability of the genetic algorithm to find the optimal solution.
Recombination and mutation act to create new generations of different solutions. Although we have provided a basic description of these two events, their implementation can vary (Mitchell 1989; Haefner 2005) . For example, recombination can be a mandatory event for all chromosomes and, thus, all par- ent chromosomes can be replaced by their offspring, or some proportion of the population can reproduce and be replaced while the rest of the chromosomes remain unchanged. In addition, other events can be used to alter the chromosomes. For example, inversions can be used to reorder portions of a chromosome (Holland 1975) . The rates at which mutations and crossover events occur can often be set by the modeler.
After recombination and mutation are completed, the fitness of each chromosome is determined using a fitness function. The function takes the genes of the chromosomes as inputs and produces a value or condition that is then compared to an optimal condition (Holland 1975) . The "distance" between the optimal condition and that produced by the chromosome's solution represents its fitness or, put another way, its prediction error. A selection event then takes place in which the chromosomes with higher fitness are selected to comprise the next generation.
As a simple example, consider the problem of selecting the parameters for a regression equation with five variables. The chromosomes would each have five genes corresponding to the five parameters. These five genes are represented on the chromosomes as bit strings. For each generation in the model, recombination and mutation events would produce new sets of chromosomes with different parameters for the regression equation. These new sets of parameters could be evaluated by plugging them into a predetermined regression equation and calculating the mean squared error using the data for which the regression was being developed. Chromosomes that produced lower mean squared errors would be considered more fit than chromosomes with higher mean squared errors.
The chromosomes in GP are modular computer programs in which each module can be seen as a gene (Koza 1992) . These chromosomes have a tree-like structure that is in turn interpreted as an equation or a list of commands ( Figure 5C ). Each node in the tree has a functional value that requires additional arguments, and each terminal branch has a terminal value or command that does not require additional arguments. As an example, again consider a regression equation. The functional values can be addition, subtraction, or division, and terminal values can be numeric (parameters in the regression model) or variables (explanatory variables). Figure  5C shows the tree-like structure of such a chromosome (program) and the corresponding regression equation. As in GAs, a population of chromosomes is evolved through generations of recombination and crossover events. Mutations can occur at any functional value or any terminal value. Crossover breaks can occur at any node in the tree.
In summary, during successive generations in both GAs and GP, the initial population of chromosomes (i.e., strings of problem solutions in GAs or modular programs in GP) advances toward a fitter population by reproduction among members of the previous generation. Selection of the fittest chromosomes makes sure that only the best chromosomes can crossover or mutate, thus advancing their opportunity to find the best solution to the problem. We refer the reader to Haefner (2005) for an overview of evolutionary computation approaches, Goldberg (1989) and Mitchell (1998) for introductory texts on the subject, and Holland (1975) and Koza (1992) for a more advanced treatment of GAs and GP, respectively.
strengths and weaknesses
Evolutionary computation has a number of advantages over traditional ecological modeling approaches. First, because EC approaches perform extensive optimization searches, they are able to model nonlinear data and also may be appropriate for situations involving uneven sampling and small sample sizes. This optimal searching amounts to a bottom-up inductive analysis as opposed to the top-down deductive approach of most traditional predictive ecological modeling techniques. A second and related advantage of EC is that it provides ecologists with the ability to model complex relationships using a broad range of model structures and model fitting approaches (Ta-ble 1). Theoretically, this means that one can have a large amount of control over the design of the models and the execution of the algorithm; however, the ability to exert this flexibility is often limited by the available software. The GARP program perfectly illustrates the flexibility of EC approaches. As mentioned above, GARP uses a set of rules to define species distribution. This rule set may be composed of many different functions or relationships (e.g, logistic functions, Boolean operators), which are assembled in the modeling process. Although the GARP algorithm has a fixed set of rules, in designing a genetic algorithm or genetic program to address a given problem, one can design one's own set of potential functions or relationships. A third advantage of EC approaches is that they were designed as stochastic optimization tools with a relatively broad application in mind.
Nonetheless, EC approaches are not the best techniques for all problems. First, many readily available statistical techniques perform as well as, if not better than, GAs at developing regression and classifications systems. GARP, in particular, has been shown to overpredict species distributions relative to other modeling approaches (Elith et al. 2006; Lawler et al. 2006) . Second, there is little theory available to explain GP and little guidance for selecting model parameters. Therefore, the onus, more so than with most statistical approaches, is on the researcher to develop the potential range of model structures. Developing more complex models requires more work on the part of the modeler (Table 1) .
There are also a few specific limitations of the two approaches discussed here that are worth mentioning. One specific limitation of genetic algorithms is that they use fixedlength chromosomes, which can limit the potential range of solutions. In our example of the regression equation with five parameters, we were limited in that we had to set the number of parameters in advance. Thus, we were unable to evolve a solution with, for instance, seven or eight parameters. Genetic programming does not have this limitation; the length of a solution is limited only by available computer memory or by the software used to do the modeling. Genetic programming, however, also has a distinct drawback. The solutions obtained from genetic programs are often too complex to easily interpret because they can be long strings of parameters or equations with complicated operators (we will revisit this problem in the case study to follow). Even with some of the more well-developed software, deciphering the computer code that produces the models or understanding the significance of the complex relationships that the model defines can be difficult (Table 1) .
software Although much of the available evolutionary computation software requires some computer programming skill, a number of more user-friendly tools have been developed. Discipulus, which is used in our case study, is available for Windows platforms (http://www.rmltech.com/). The GARP program for Windows is available at http://www .nhm.ku.edu/desktopgarp/, EJC is an "evolutionary computation research system" developed at George Mason University (http://cs.gmu.edu/ϳeclab/projects/ecj/), and Groovy Java Genetic Programming (JGProg) is available from http://jgprog.source forge.net/. At least two packages are available for R-package, including gafit and genalg (http://cran.r-project.org). And finally, there are a number of repositories for computer code for evolutionary computation (e.g., http://www.geneticprogramming.com).
case study We used genetic programming to model species richness in the north-temperate lakes dataset. The modeling was done with the program Discipulus, which is easy to use software designed to efficiently apply genetic programming to regression and classification problems. Discipulus uses both mutations and crossover events within a population of computer programs to evolve solutions. We used the program's default settings, consisting of a population of 500 programs, a mutation rate of 95%, and a crossover frequency of 50%. Each program consists of modules containing both vari-ables and operators. Discipulus allows the use of 11 different types of operators including addition, multiplication, subtraction, division, trigonometric, and Boolean operators. We used a total of 23 different potential operators to model fish species richness. To build and evaluate the models, we randomly divided the lakes dataset into three roughly equal parts corresponding to training, validation, and applied datasets. The training and validation datasets were used in model building and the applied dataset was used to provide a semi-independent assessment of model performance.
The best performing model converged after 9000 generations of the algorithm ( Figure 6A ) and had an Rϭ0.69 between predicted and observed species richness for the semi-independent applied dataset. The two most influential variables in the top 30 models were lake area and shoreline perimeter, followed by mean monthly precipitation and air temperature ( Figure 6B ). As discussed previously, one of the disadvantages of using genetic programs is that the models they produce are often large and difficult to interpret. The model produced in our case study was no exception. For that reason, we have not provided any details about the structure of the GP model.
Conclusion
Machine learning approaches can facilitate greater understanding and prediction in the ecological sciences. The purpose of this review is to broaden the exposure of ecologists to ML by illustrating how CART, ANN, and EC can be used to address complex problems. In doing so, we hope to have introduced ecologists to a set of viable alternatives to more traditional statistical approaches. Although the application of ML approaches in ecology has increased in recent years, the growth has been relatively modest compared to other disciplines, and there remains a good degree of skepticism with respect to its role in quantitative analyses. Currently, the majority of ecologists lack the computational background needed to operate the software that implements these approaches (Fielding 1999) , and, as a result, many ecologists may be hesitant to invest their time in learning extensive program code language and syntax. With the increasing popularity of these approaches, however, more user-friendly software is rapidly being developed. Such software (examples of which are listed throughout this review) will increase ML usage and awareness among ecologists and promote the advancement of these analytical methods.
Machine learning methods are powerful tools for prediction and explanation, and they will enhance our ability to model ecological systems. They are not, however, a solution to all ecological modeling problems. No one ML approach will be best suited to addressing all problems nor will ML approaches always be preferable to traditional statistical approaches. Although ML methods are generally more flexible with respect to modeling complex relationships and messy datasets, the models they produce are often more difficult to interpret, and the modeling process itself is often far from transparent.
Although ML technologies strengthen our ability to model ecological phenomena, advances in understanding the fundamental processes underlying those phenomena are clearly critical as well. Some argue that ML methods attempt to eliminate the need for ecological intuition during the data analysis process; we strongly disagree. Human intuition cannot be entirely eliminated because the analyst must specify how the data are to be represented and what mechanisms will be used to search for a characterization of the problem. In this respect, ML should be viewed as an attempt to automate parts of the modeling process, not replace it (Olden et al. 2006b ). We hope our review of machine learning methods will allow more ecologists to add these tools to their repertoire of quantitative expertise, and that it will provide them with a basis for making informed decisions about applying machine learning approaches or more traditional statistical approaches in their future modeling endeavors.
