Klaus-Robert Müller
He has been lecturing at the Humboldt University, the Technical University of Berlin and the University of Potsdam. In 1999 he received the annual national prize for pattern recognition (Olympus Prize) awarded by the German pattern recognition society DAGM. He serves in the editorial board of the journals "Computational Statistics", "IEEE Transactions on Biomedical Engineering" and in the program and organization committees of various international conferences. His research areas include statistical physics and statistical learning theory for neural networks, support vector machines and ensemble learning techniques. He contributed to the field of signal processing working on time-series analysis, statistical denoising methods and blind source separation. His present application interests are expanded to the analysis of biomedical data, most recently to brain computer interfacing and genomic data analysis.
ABSTRACT
The anomaly detection methods are receiving growing attention in the intrusion detection community. The two main reasons for this are their ability to handle large volumes of unlabeled data and to detect previously unknown attacks. In this contribution we investigate the application of a modern machine learning technique -one-class Support Vector Machines (SVM) -for anomaly detection in unlabeled data. We propose a novel formulation of this technique which is particularly suited for the data typical for intrusion detection systems. Our evaluation on the well-known KDDCup dataset demonstrates a significant improvement over previous formulations of the one-class SVM.
INTRODUCTION
The majority of current intrusion detection methods can be classified as either misuse detection or anomaly detection [NWY02] . The former identify patterns of known illegitimate activity; the latter focus on unusual activity. Both groups of methods have their advantages and disadvantages. Misuse detection methods are generally more accurate but are fundamentally limited to known attacks. Anomaly detection methods are usually less accurate than misuse detection methods -in particular, their false alarm rates are hardly acceptable in practice -however, they are at least in principle capable of detecting novel attacks. This feature makes anomaly detection methods a topic of active research.
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In some early approaches, e.g. [DR90, LV92] , it was attempted to describe normal behavior by means of some high-level rules. This turned out to be quite a difficult task. More successful was the idea of collecting data from normal operation of a system and computing, based on this data, features describing normality. Deviation of such features was considered an anomaly. This approach is known as "supervised anomaly detection". Different techniques have been proposed for characterizing the concept of normality, most notably statistical techniques, e.g. [De87, JLA+93, PN97, WFP99] and data mining techniques, e.g. [BCJ+01, VS00] . In practice, however, it is difficult to obtain clean data to implement these approaches. Verifying that no attacks are present in the training data may be an extremely tedious task, and this is infeasible for the large amount of data. On the other hand, if the "contaminated" data is treated as clean, intrusions similar to the ones present in the training data will be accepted as normal patterns.
To overcome the difficulty in obtaining clean data, the idea of unsupervised anomaly detection has been recently proposed and investigated on several intrusion detection problems [PES01, EAP+02, LEK+03] . These methods compute some relevant features and use techniques of unsupervised learning to identify sparsely populated areas in feature space. The pointswhether in the training or in the test data -that fall into such areas are treated as anomalies.
Two kinds of unsupervised learning methods have been investigated: clustering methods and one-class Support Vector Machines (SVM). In this contribution we focus on the one-class SVM methods and investigate application of their underlying geometric ideas in the context of intrusion detection.
Before we explain in detail the workings of SVM in the next section, we would like to mention two simple geometric ideas used in previous one-class SVM approaches:
-a hyperplane separating the normal data from the origin [SPST+01] , and -a sphere encircling the normal data [TD99] .
Our analysis of the typical data arising in intrusion detection systems brings us to the conclusion that neither of these two formulations is well-suited for such specific data. Based on this analysis we propose the novel formulation whose main idea is to fit a sphere centered at the origin to the data. This formulation, to be referred to as a quarter-sphere, is particularly suitable for the data that has one-sided distribution and is concentrated around the origin.
The rest of this article is organized as follows. In section 2 we present the basic notions of the learning theory which are necessary to understand the main ideas of Support Vector Machines. In section 3 we introduce one-class SVM and the two previous formulations. Section 4 presents the quarter-sphere SVM and some algorithmic issues needed to be resolved for its implementation. The experiments on the KDDCup dataset and their interpretation are presented in section 5. Conclusions and a brief description of future work are given in section 6. The technical details and some reference material on the KDDCup dataset are left for the appendices A-C.
LEARNING TO CLASSIFY -SOME THEORETICAL BACKGROUND
Assume for the moment we had some data -for example, records of network connections -for which we new exactly whether a given data point belongs to an attack or not. Based on this information we would like to develop a rule for the detection of connections containing attacks. Our special focus would lie on the generalization ability of the rule, i.e. that it works not only for the data we had used to build it but also on any unseen connections. The process of obtaining a rule for some concept from the exemplary data is called "learning from examples", and if labels are available for the examples, the learning process is called "supervised".
How can a concept be learned from the data? Should we strive for a simple or a complex representation of a concept? Does it matter if we have collected only a few data points or an extensive database? These issues are addressed by the statistical learning theory which develops the tools that help design efficient learning algorithms with good generalization. In the following we will highlight some elements of this theory illustrating its most important points.
Consider the example in Fig. 1 (left) . Assume the filled points represent the attack records, and the hollow ones represent the normal data. We would like to build a decision function separating the two classes. Two possible choices are shown on the left picture: a very simple one (a line) and a more complicated one (a sinusoid). Which of these two functions (if our choice were limited to only these two) should one prefer? One might think that the sinusoid is a better choice because it correctly separates the training points whereas the linear function makes two errors. Notice, however, that a training dataset is usually limited and furthermore not error-free. Thus, the same training dataset could have been obtained from the concept with a sinusoid as a true function (middle figure, error free data) or from the concept with a line as a true function (right figure, error-prone data). In both cases we can see that if a decision is made for the "wrong" function at the training stage this results in significant error when we apply the learned function for classification.
What can be learned from the example above? The training error alone is not an adequate criterion for learning from examples (as it was done, for example in some classical learning with neural networks a decade ago). The complexity of the learned function needs to be under control. One can easily imagine a highly complicated function that perfectly separates the training data but would have nothing to do with the true concept. Thus, in order to achieve good generalization, a balance needs to be found between the training error and the complexity of a learned function. The process for attaining such balance is called "regularization". 
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Laskov, Schäfer, Kotenko, Müller Intrusion Detection in Unlabeled Data with Quarter-sphere Support Vector Machines SVM is one of the modern learning algorithms that has a builtin regularization mechanism. The main idea of this algorithm is to separate the data points with a hyperplane with the largest possible margin. A hyperplane is a generalization of the "line" in the previous example for high-dimensional spaces. The margin (see Fig. 2 ) is the distance between the two hyperplanes parallel to the separating hyperplane and adjacent to some training data points, the so-called "support vectors". The hyperplane is parameterized by the vector w which moves it around in the space resulting in different margins, the smaller w, the larger the margin. It is possible that for some values of w no margin is available at all, in which case some training points are erroneously classified and the margin is measured between the remaining, correctly classified points.
How does one train an SVM in practice? Let X = {x 1 ,…,x k } be the training data vectors and Y = {y 1 ,…,y k } be the labels, +1 for attacks and -1 for the normal points. Then training of an SVM amounts to solving the following optimization problem:
.
The problem (1) can be solved by any standard optimization software (e.g. CPLEX, [CP]) or by the special-purpose SVM software packages (e.g. SVM Light [SL] , LibSVM [LS] ). The regularization parameter C that controls the tradeoff between the error and the margin is chosen by the following procedure called "cross-validation". Some subset is removed from the training data, and the SVM is trained on the remaining data and is validated on the held out subset of data. The procedure is repeated for several permutations of the data and for different values of the parameter C. The value for which the best validation error has been observed is taken for the optimal regularization parameter.
Although presented so far for the linear separating surfaces, the SVM can be applied also for nonlinear surfaces. This is achieved by means of the so-called "kernel trick". It is known from functional analysis that if we map our original data points x into another space by some mapping Φ(x), then the inner product (Φ(x)·Φ(x)) can for many useful mappings be explicitly represented by a function k((x i ·x j )) of the inner product (x i ·x j ). This seemingly abstract mathematical property turns out to be extremely useful in practice. If a linear algorithm uses the data occur only through inner products (x i ·x j ), it can be extended to a non-linear one by merely replacing the inner products with the non-linear functions k((x i ·x j )) thereof. The function k is called the "kernel function". Some well-known examples of the kernel functions are k(x i ,x j ) = ((x i ·x j )) + 1) d for the polynomials of degree d, and k(x i ,x j ) = exp(-||x i -x j || 2 /(2σ)) for the radial basis functions (RBF). Both kernels have additional parameters: the degree d of the polynomial and the smoothness parameter σ of the RBF. These parameters introduce additional regularization in the algorithms: by choosing them we can select the simpler or the more complicated decision functions. In the experiments presented below we shall make use of the linear kernels (that is, direct inner products) as well as of the RBF kernels.
Further information about SVM, kernels and statistical learning theory can be found e.g. in [Vap95], [MMR+01] , [SS02] , [MSL+04] .
ONE-CLASS SVM: PREVIOUS FORMULATIONS
Unlike the supervised learning considered in the previous section, in the unsupervised learning one cannot a-priori distinguish between the two classes of points. Therefore the geometric formulations have to be adjusted; however, the underlying statistical ideas and their implementation in the practical context remain largely intact.
The plane formulation. The original idea of the one-class SVM [SPST+ 01] was formulated as an "estimation of the support of a high-dimensional distribution". The essence of this approach is to map the data points x i into the feature space by some nonlinear mapping Φ(x i ) -similarly to the classical SVM, and to separate the resulting image points from the origin with the largest possible margin by means of a hyperplane. The geometry of this idea is illustrated in Fig.3 (left) .
Due to nonlinearity of the feature space, maximization of the separation margin limits the volume occupied by the normal points to a relatively compact area in feature space (see appendix A for the mathematical details of the plane formulation).
The sphere formulation. Another, somewhat more intuitive geometric idea for the one-class SVM is realized in the sphere formulation [TD99] , where the normal data is described by a sphere (in a feature space) encompassing the data, as shown in Fig. 3 (right) (see appendix B for mathematical details of the sphere formulation).
Analysis. When applying one-class SVM techniques to intrusion detection problems, the following observation turns out to be of crucial importance: A typical distribution of the features used in IDS is non-negative and one-sided. Several reasons contribute to this property. First, many IDS features are of temporal nature, and their distribution can be modeled using distri- Intrusion
butions common in survival data analysis, for example by an exponential or a Weibull distribution. Second, a popular approach to attain coherent normalization of numerical attributes is the so-called "data-dependent normalization" [EAP+02] . Under this approach, described in more detail in section 5, the features are defined as the deviations from the mean, measured in the fraction of the standard deviation. This quantity can be seen as Fdistributed. As a result, the overwhelming mass of data lies in the vicinity of the origin.
The consequences of the one-sidedness of the data distribution for the one-class SVM can be seen in Fig. 4 . The one-sided distribution in the example is generated by taking the absolute values of the normally distributed points. The anomaly detection is shown for varying smoothness σ of the RBF (larger values of σ result in stronger regularization). The contours show the separation between the normal points and anomalies. One can see that even for the heavily regularized separation boundaries, as in the right picture, some points close to the origin are detected as anomalies. As the regularization is diminished, the one-class SVM produces a very ragged boundary and does not properly detect anomalies.
The message that can be carried from this example is that, in order to account for the one-sidedness of the data distribution, one needs to use a geometric construction that is in some sense asymmetric. The new construction we propose here is the quarter-sphere one-class SVM described in the next section.
THE QUARTER-SPHERE FORMULATION OF ONE-CLASS SVM
A natural way to extend the ideas of one-class SVM to onesided non-negative data is to require the center of the fitted sphere be fixed at the origin. The geometry of this approach is shown in Fig. 4 . Repeating the derivation of the sphere formulation given in the Appendix B for c = 0, the following dual mathematical problem is obtained:
Note that, unlike the other two formulations, the dual problem of the quarter-sphere SVM amounts to a linear rather than a quadratic program. Herein lies the key to the significantly lower computational cost of our formulation.
It may seem somewhat strange that the non-linear mapping affects the solution only through the norms k(x i ,x j ) of the examples, i.e. that the geometric relations between the objects are ignored. This feature indeed poses a problem for the application of the quarter-sphere SVM with the distance-based kernels. In such case, the norms of the points are equal, and no meaningful solution to the dual problem can be found. This predicament, however, can be easily fixed by centering the images of the training points Φ(x i ) in feature space. In other words, the values of image points are re-computed in the local coordinate system anchored at the center of mass of the image points. This can be done by subtracting the mean from all image values:
Although this operation may not be directly computable in feature space, the impact of centering on the kernel values can be easily computed (e.g.
where K is the l × l kernel matrix with the values K ij = k(x i ,x j ), and 1 l is an l × l matrix with all values equal to 1/l. After centering in feature space, the norms of points in the local coordinate system are no longer all equal, and the dual problem of the quarter-sphere formulation can be easily solved.
Suitability of the quarter-sphere one-class SVM to non-negative, non-gaussian data can be clearly seen in Fig. 6 . This figure shows the application of the quarter-sphere SVM to the same data used in the examples of Fig. 4 , with the same values of the regularization parameter σ. One can see that in all three cases the surface separating the normal data from the anomalies correctly identifies the normal region as lying in the vicinity of the origin. The particular form of the separating surfaceranging from a more ragged to a circular surface as the regularization increases -depends on the value of the parameter σ.
EXPERIMENTS
To evaluate the proposed quarter-sphere formulation, experiments are carried out on the well-known KDDCup 1999 dataset. This dataset contains certain pre-defined features computed over the network traffic data collected in 1998 DARPA IDS evaluation. Each feature vector contains the total of 37 features and corresponds to one TCP/IP connection. The list of features and their brief descriptions can be found in Table 2 in the Appendix C. Since the data comprises a variety of numerical and categorical attributes -each computed on its own scale -the first problem that needs to be taken care of is normalization, i.e. transforming the data into one consistent scale. This is accomplished, as proposed in [EAP+02] , by the following procedure:
1. For each numerical attribute, the mean and the standard deviation are computed, and the values of the attributes are replaced by their distances from the mean divided by the standard deviation. 2. For each categorical attribute, the number c of the attribute values is computed, and the attribute is replaced by c numerical attributes. If the original categorical attribute has the value x k , k · c, the k-th numerical attribute is set to the value 1/c, and the remaining ones are set to zero.
Note that a large proportion (about 75%) of the records in the KDDCup dataset represent the attacks; in particular, a large number of connections arise from the denial of service attacks and probes. Since it is implicitly assumed in (unsupervised) anomaly detection methods that anomalies constitute only a small fraction of the data, we perform sub-sampling of the full dataset in order to reduce the number of anomalies. 1 The main comparison results reported in section 5.1 are obtained on the data containing 2% of attacks. In section 5.3. the dependence of detection rate on the attack percentage is investigated. To obtain statistically significant results, 10 sub-sampled datasets are used in each experiment, the average rates reported. Standard deviations are reported in the more detailed presentation of results in section 5.2.
The following criteria are used for the evaluation: -Detection rate: the ratio of correctly detected attacks to the total number of attacks. -False alarm rate: the ratio of normal records detected as attacks ("false alarms") to the total number of normal records. -Detection cost: the number of false alarms per correct detection.
A joint presentation of the detection rate and the false alarm rate can be made by means of the so called Receiver Operating Characteristic (ROC) curve, in which the detection rate is plotted as a function of the false alarm rate. In the results presented below the ROC curves are plotted for the false alarm rates less than or equal to 0.1, since larger false alarm rates are unacceptable for the amount of data that needs to be processed by intrusion detection systems.
Comparison of one-class SVM formulations
We first compare the quartersphere one-class SVM with the other two algorithms using the RBF kernel. Since the sphere and the plane formulations are equivalent for the RBF kernels, identical results are produced for these two formulations (only sphere is shown).
The experiments are carried out for two different values of the parameter σ of the RBF kernel: 1 and 12 (the latter value used in [EAP+02] ). These values correspond to low and medium regularization. The performance of a method is measured by a ROC curve. To produce such a curve, we use the output of the algorithm which returns a score for each incoming point measuring its anomality. Both one-class SVM considered here use the distance from the center as a score. A decision which points constitute anomalies is made by fixing a threshold and considering all points whose scores exceed the threshold as anomalies. We test every possible decision threshold and evaluatefor every fixed threshold -the values of the detection rate and the false alarm rate. Finally, we average both rates over the 10 different datasets. In the presented ROC curves the average detection rate is plotted against the average false alarm rate.
1 Sub-sampling is also used in the previous work on unsupervised intrusion detection such as [PES01, EAP+02] . 
The comparison of ROC curves of the sphere and the quartersphere formulations of one-class SVM is shown in Fig. 7 . It can be easily seen that the quarter-sphere formulation consistently outperforms the sphere formulation; especially for the low value of regularization parameter. The best overall results are achieved with the medium regularization with σ = 12, which has been most likely selected in [EAP+02] after careful experimentation. The advantage of the quarter-sphere in this case is not as dramatic as with low regularization but is nevertheless very significant in the low false alarm region.
Interpretation
The experiments presented above demonstrate the general advantage of the proposed quarter-sphere SVM formulation over the previous ones. To provide a more practical interpretation of our results, we investigate the distribution of detection and false alarm rates over the attack categories and the cost of detection in terms of the number of false alarms.
According to the well-known classification of Kendall [Ke99] , the following four types of attacks are known:
-Denial of service (DOS) -attacks which prevent normal operation, such as causing the target host or server to crash, or blocking network traffic. -Probing -surveillance and other probing, i.e. testing a potential target to gather information (e.g., port scanning). -Remote to local (R2L) -unauthorized access from a remote machine, i.e. attacks in which an unauthorized user is able to bypass normal authentication and execute commands on the target (e.g. guessing password). -User to root (U2R) -unauthorized access to local superuser (root) privileges.
Two attacks present in the KDDCup dataset cannot be classified into one of the four categories above and are defined as a fifth category "scenario", as they constitute specific exploits of known vulnerabilities. The summary of attacks present in the KDDCup dataset and their categorization is given in Table 3 in the Appendix C.
To perform the analysis of detection rates by attack category, we fix the set of false alarm rate values at 1%, 5% and 10%, and record the detection rate values for each attack category.
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The mean values and the standard deviations of detection rates (over 10 sub-sampled experiments) are reported in Table 1 for the two formulation and the two values of the parameter σ of the RBF kernel. Additionally, the total detection rate (for all attacks) and the total detection cost, defined at the beginning of section 5, are reported for each case.
It can be seen from the Table 1 that both methods exhibit rather uniform detection rates over the 4 main categories of attacks, with probes and U2R attacks slightly better detected. The scenario attacks are detected noticeably worse, which can be explained by the fact that the features used in the KDDCup dataset are rather general and are not related to some particular exploits. It can also be clearly seen that performance of the sphere oneclass SVM on low false alarm rates is erratic and, in general, unsatisfactory. This is manifested in very high standard deviations of the detection rate, and very high detection costs (N/A is assigned to the case when at least in one experiment no attacks were detected for the given false alarm rate, which makes the denominator of the detection cost vanish). On the contrary, the quarter-sphere one-class SVM is quite reliable, even at low false alarm rates, and attains an astonishing detection cost of less than one false alarm per detection at fa = 0.01 and σ = 12.
It can be also observed that, in general, attempting to increase detection rates by allowing higher false alarm rates leads to increasing detection cost; therefore, a solution should be sought in improving detection accuracy at low false alarm rates.
2 A single ROC curve consists of the piece-wise constant segments corresponding to the intervals on the false alarm axis. Therefore, one can always examine the detection rate for any given value of the false alarm rate by taking a respective interval. The results can be subsequently averaged over the number of experiments. 
Dependency on the ratio of anomalies
The assumption that intrusions constitute a small fraction of the data may not be satisfied in a realistic situation. Some attacks, most notably the denial-of-service attacks, manifest themselves precisely in a large number of connections. Therefore, the problem of a large ratio of anomalies needs to be addressed.
In the experiments in this section we investigate the performance of the sphere and the quarter-sphere one-class SVM as a function of the attack ratio. It is known from the literature [TD99, SPST+01] that the parameter ν of the one-class SVM can be interpreted as an upper bound on the ratio of the anomalies in the data. The effect of this parameter on the quarter-sphere formulation is different: it specifies that exactly ν fraction of points is expected to be the anomalies. This is agreeably a more stringent assumption, and methods for the automatic determination of the anomaly ratio must be further investigated. Herein we perform a simple comparison of the algorithms under the assumption that ν matches the anomaly ratio; i.e. it is assumed that perfect information about the anomaly ratio is available.
One would expect that the parameter ν can tune both kinds of one-class SVM to the specific anomaly ratio. This, however, does not happen, as can be seen from Fig. 8 . One can observe that the performance of both formulations noticeably degrades with the increasing anomaly ratio. We believe that the reason for this lies in the data-dependent normalization of the features: since the features are normalized with respect to the mean, having a larger anomaly ratio shifts the mean towards the anomalies, which leads to worse separability of the normal data and the anomalies.
CONCLUSIONS AND FUTURE WORK
We have presented a novel one-class SVM formulation, the quarter-sphere SVM, that is optimized for non-negative attributes with one-sided distribution. Such data is frequently used in intrusion detection systems. The classical one-class SVM formulations previously applied in the context of unsupervised anomaly detection do not account for non-negativity and one-sidedness; as a result, they can potentially detect very common patterns, their attributes close to the origin, as anomalies. Our new quarter-sphere SVM avoids this problem by simply aligning the center of the sphere fitted to the data with the "center of mass" of the data in feature space.
Our experiments conducted on the KDDCup 1999 dataset demonstrate significantly better accuracy of the quarter-sphere SVM in comparison with the previous, sphere or plane, formulations. Especially noteworthy are the strong advantages of the new algorithm at low false alarm rates, and the low cost of detection in terms of false alarm (in the best case, less than one false alarm per detection).
We have also investigated the behavior of one-class SVM as a function of attack rate. It is shown that the accuracy of all three formulations of one-class SVM considered here degrades with the growing percentage of attacks, contrary to the expectation that the parameter of one-class SVM, if properly set, should tune it to the required anomaly rate.
We have found that the performance degradation with the perfectly set tuning parameters is essentially the same as when the parameter is set to some arbitrary value. We believe that performance of anomaly detection algorithms on higher anomaly rates should be given special attention in the future work, especially with respect to the data normalization techniques.
A further line of research will consider anomaly detection using one-class boosting algorithms (cf. [RMSM02] ) and ranking approaches. non-negative slack variables ξ ι allow for some points, the anomalies, to lie on the "wrong" side of the hyperplane. Instead of the primal problem (3), the following dual problem, in which all the variables have low dimensions, is solved in practice:
subject to:
Once the solution α is found, one can compute the threshold parameter ρ = Σj α j k(x i , x j ), for some example i such that a i lies strictly between the bounds (such points are called support vectors). The decision, whether or not point x is normal, is computed as:
The points with f(x)= -1 are considered to be anomalies.
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