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ON THE SEARCH FOR TIGHT FRAMES OF LOW COHERENCE
XUEMEI CHEN†, DOUGLAS P. HARDIN∗, AND EDWARD B. SAFF∗
Abstract. We introduce a projective Riesz s-kernel for the unit sphere Sd−1 and
investigate properties of N -point energy minimizing configurations for such a kernel.
We show that these configurations, for s and N sufficiently large, form frames that are
well-separated (have low coherence) and are nearly tight. Our results suggest an algo-
rithm for computing well-separated tight frames which is illustrated with numerical
examples.
Keywords: frame, energy, tight, coherence, separation
1. Introduction
A set of vectors X = {xi}i∈I is a frame1 for a separable Hilbert space H if there
exist A,B > 0 such that for every x ∈ H,
A‖x‖2 ≤
∑
i∈I
|〈x, xi〉|2 ≤ B‖x‖2.
The constant A (B, resp.) is called the lower (upper, resp.) frame bound. When
A = B, X is called a tight frame, which generalizes the concept of an orthonormal
basis in the sense that the recovery formula x =
1
A
∑
i∈I
〈x, xi〉xi holds for every x ∈ H.
For the finite dimensional space H = Hd, where H = R or C, X = {xi}Ni=1 is a frame
of Hd if and only if {xi}Ni=1 spans Hd. We shall also use X to denote the matrix whose
ith column is xi and therefore we have
X is tight with frame bound A⇐⇒ XX∗ = AId,
where Id is the d× d identity matrix.
The notion of frames was introduced by Duffin and Schaeffer [35]. Since the work of
[33] by Daubechies et al., there has been a significant amount of work on the theory and
application of frames for signal processing, tomography, biomedical imaging [61], X-ray
crystallography via phaseless reconstruction [2], and compressed sensing [20, 27, 52].
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1Depending on the context, we either consider X to be a multiset, allowing for repetition, or as an
ordered list.
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Tight frames are preferred in many of these applications because they give stable
signal representations especially in noisy environments, and allow fast reconstruction
and convergence.
Let S(d,N) := {X = {xi}Ni=1 ⊂ Hd : ‖xi‖ = 1} be the collection of all N -point
configurations on Sd−1, the unit sphere of Hd, where ‖ · ‖ denotes the `2 norm. If we
have a unit norm tight frame X ∈ S(d,N), then it is well known that the frame bound
has to be N/d since
(1.1) XX∗ =
N
d
Id.
Benedetto and Fickus [3] have classified unit norm tight frames as minimizers of a
certain energy. Given a frame X ∈ S(d,N), its frame potential energy is defined as∑
i 6=j
|〈xi, xj〉|2. It is shown in [3] that frames that attain
(1.2) min
X∈S(d,N)
∑
i 6=j
|〈xi, xj〉|2
are precisely the unit norm tight frames. We will call the function |〈x, y〉|2 the frame po-
tential kernel. Ehler and Okoudjou [37] generalized this result to the p-frame potential
kernel |〈x, y〉|p, see also [6] for recent results on p-frames.
Among tight frames, some may be more desirable than others. For example, let Φ1 =
{e1, e2,−e1,−e2}, where e1 = (1, 0), e2 = (0, 1), and let Φ2 = {e1, f1, e2, f2}, where
f1 = (1, 1)/
√
2, f2 = (−1, 1)/
√
2. Both Φ1 and Φ2 are tight, and hence minimizers
of (1.2). However, as a frame, Φ1 is less desirable because it is the concatenation of
an orthonormal basis and its negative copy. Indeed, designing frames is not about
distributing points on a sphere, but rather about distributing lines in space. The
question arises whether we can design a reliable scheme that generates tight frames
that are better separated, like Φ2. For this purpose, we must first define what we mean
by separation. Separation is quantified by the coherence ξ(X) of a frame X ∈ S(d,N);
that is,
ξ(X) := max
i 6=j
|〈xi, xj〉|.
The smaller the coherence, the better separated the frame is.
A straightforward method to find well-separated frames is to solve
(1.3) ξN := min
X∈S(d,N)
ξ(X) = min
X∈S(d,N)
max
i 6=j
|〈xi, xj〉|,
which has been studied in several works including Welch [67], Conway et al. [31],
Strohmer and Heath [62], and more recently [40, 9]. The problem (1.3) is often referred
as the best line-packing problem because it asks how to arrange N lines in Hd so that
they are as far apart as possible. Conway et al [31] made extensive computations
on this problem from a more general perspective: how to best pack n-dimensional
subspaces in Rm? There are also many other contributions using tools in geometry
and combinatorics [34]. A minimizer of (1.3) is called a Grassmannian frame by [62]
and we shall use this terminology as well.
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Well separated tight frames are desirable in many applications including quantum
physics [68] and the design of spreading sequences for CDMA [50]. Recently, it has
been argued that such frames exhibit faster convergence in the randomized Kaczmarz
algorithm [63] for solving a linear system Φx = y where the rows of Φ form a frame [25,
32]. We will list two more applications in detail below:
• Robustness to erasure. Frames are used in signal representation for several
reasons including resilience to additive noise, resilience to quantization and erasure.
Consider, for example the following communication scheme:
x ∈ Hd− Φ → y = Φx ∈ HN− transmission → z ∈ HN−e− reconstruction → xˆ ∈ Hd,
where e coefficients are erased during transmission. It is shown in [43, 51] that a unit
norm tight frame is 1-erasure (one arbitrary frame coefficient is erased) optimal in
terms of reconstruction error. Furthermore, 2-erasure optimal frames are those having
the smallest coherence among all unit norm tight frames.
• Measurement matrix for compressed sensing. Compressed sensing involves solv-
ing an underdetermined system Ax = b given that the solution x has only s nonzero
entries. It has gained much attention in the recent decade for its application in imag-
ing and data analysis in general, and for its connections to many other branches of
mathematics. The effectiveness of many compressed sensing algorithms calls for low
coherence of the measurement matrix A [65, 8, 14] so that any 2s columns of A behave
like a partial isometry. We demonstrate in Section 7.4 numerically that optimal config-
urations arising from minimizing certain energies appear to be good sensing matrices.
See the work [66] for related results. More applications can be found in [40, Section
1.2].
In this paper we study certain minimal energy problems on the projective space
HPd−1, where HPd−1 consists of all lines in Hd through the origin; namely, sets of the
form
(1.4) `(x) := {αx : α ∈ H},
for some x ∈ Sd−1. We endow HPd−1 with the metric
(1.5) ρ(`(x), `(y)) :=
√
2− 2|〈x, y〉|2, x, y ∈ Sd−1,
which is the ‘chordal’ distance.2 Note that ρ is well-defined since |〈x, y〉| is independent
of the choice of representatives x, y of the two lines. This suggests the use of energy
methods for a kernel on Sd−1 × Sd−1 of the form:
(1.6) K(x, y) = f (ρ(`(x), `(y))) = f
(√
2− 2|〈x, y〉|2
)
, x, y ∈ Sd−1 ⊂ Hd,
which can equivalently be regarded as a kernel on HPd−1 × HPd−1. The energy of
X = XN = {x1, . . . , xN} with respect to the kernel K is given by
(1.7) EK(XN) :=
∑
i 6=j
K(xi, xj).
2The chordal distance between the lines `(x) and `(y) is given by min{‖x− uy‖ : u ∈ H, |u| = 1}.
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One seeks the infimum of (1.7) over all possible N point configurations on Sd−1. As-
suming K is lower semi-continuous on Sd−1×Sd−1 so the infimum is attained, we define
the N-point minimal energy of kernel K as
(1.8) EK(Sd−1, N) := min
X∈S(d,N)
EK(X).
AnN -point configuration that achieves the minimum (1.8) will be denoted byX∗N(K, Sd−1)
(or X∗N when there is no ambiguity). So far the minimal energy and optimal config-
uration have been confined to the sphere and generalizes to any compact set A, and
will be denoted as EK(A,N), X∗N(K,A) respectively. Note that the frame potential
|〈x, y〉|2 is of the form (1.6) and that the energy minimizers are precisely the unit norm
tight frames. However, in general for N > d, these minimizers may not consist of
well-separated lines. Indeed, as the previous example of Φ1 = {e1, e2,−e1,−e2} shows,
a minimizing configuration of four lines may collapse to two lines with coherence equal
to one.
To achieve well separation of lines our approach is to first consider a class of kernels
that are more strongly repulsive and analyze the approximate tightness of their energy
minimizers relative to their frame potential energy. Specifically, we introduce the Riesz
projective s-kernel
(1.9) Gs(x, y) :=

log
1
1− |〈x, y〉|2 , s = 0
1
(1− |〈x, y〉|2)s/2 , s > 0
for x, y ∈ Sd−1 and seek solutions to the problem
(1.10) min
X∈S(d,N)
∑
i 6=j
Gs(xi, xj).
The kernel Gs is a modification of the classical Riesz s-kernel defined for x, y in a
normed linear space (V, ‖ · ‖) as
(1.11) Rs(x, y) =

log
1
‖x− y‖ , s = 0
1
‖x− y‖s , s > 0.
In fact, as we will show in (3.6), the projective Riesz s-kernel Gs can also be represented
in terms of Rs for an appropriate subspace V of matrices with the Frobenius norm.
Notice that minimizers of (1.10) will avoid antipodal points since the energy in that
case would be infinite. The connection between projective Riesz s-kernels and Riesz
s-kernels is more immediate in the real case Rd; since ‖x± y‖2 = 2± 2〈x, y〉, we have
1
(1− |〈x, y〉|2)s/2 =
2s
‖x− y‖s‖x+ y‖s .
Thus the projective Riesz kernel is just the Riesz kernel with the multiplicative factor
‖x+ y‖s to account for antipodal points.
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A major focus of this paper is to exploit connections between Gs and Rs and reduce
solving the projective Riesz s-kernel minimization problem (1.10) to solving
(1.12) min
X⊂D,|X|=N
∑
i 6=j
Rs(xi, xj),
where we take D to be the projective space, but embedded in a higher dimensional
real vector space (see Section 3.2). There are well established theorems available in the
minimal energy literature for Riesz s-kernels (see e.g. [13]) and we shall review some
of them in Section 2.
The projective Riesz s-kernel for s < 0 defined by Gs(x, y) := −(1− |〈x, y〉|2)−s/2 is
also interesting. For such s we will be solving
(1.13) min
X∈S(d,N)
∑
i 6=j
−(1− |〈x, y〉|2)−s/2 (s < 0).
This coincides with (1.2) when s = −2. This paper shall focus on the s ≥ 0 case in the
analysis, but our numerical experiments will include optimal configurations of (1.13).
The contributions of this paper are two-fold:
I. Minimal energy results for the projective Riesz kernel : We list both continuous
and discrete results regarding solving (1.10) in Sections 4 and 5. The continuous
result Theorem 4.1 determines the equilibrium measure for the projective Riesz s-
kernel on Sd−1 ⊂ Hd. The discrete results are for a type of kernel more general than
the projective Riesz kernels. Theorem 5.1 states that on S1 ⊂ R2, the equally spaced
points on the projective space RP1 is the optimal configuration. Theorem 5.4 states that
equiangular tight frames are optimal configuration whenever they exist. These minimal
energy results are of independent interest and can provide means for constructing well-
separated antipodal points on the sphere.
II. Construction of nearly tight and well-separated frames : We justify that projective
Riesz minimizing frames, i.e., frames as minimizers of (1.10) are well-separated in the
sense that its coherence has asymptotic optimal order. This is stated in Theorem 6.3.
Theorem 6.4 states that projective Riesz minimizing frames are nearly tight. Finally,
we provide a heuristic way to obtain well-separated and exactly tight frames in Section
7.3.
For the rest of the paper, Section 2 states some necessary background and notation
on both discrete and continuous minimal energy problems, especially the ones related
to the classical Riesz kernel. Section 3 explains the main technique, which is to convert
(1.10) to minimal energy problems over the Riesz kernel. Sections 4, 5, and 6 contain
the main results. Numerical experiments are provided in Section 7.
2. Minimal Energy Background
In this section we will introduce some necessary background on minimizing discrete
energy and its relation to the continuous energy.
The discrete minimal energy problem is known to be challenging, and we have very
limited knowledge about the optimal configuration even for the classical Riesz kernel
case (1.12) on the 2-dimensional sphere. The following theorem settles the case when
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points are on a circle of a real vector space for a large class of kernels that includes
Riesz kernels.
Theorem 2.1 (Fejes-To´th). If r > 0 and f : (0, 2r] → R is a non-increasing convex
function defined at 0 by the (possibly infinite) value lim
t→0+
f(t), then any N equally spaced
points on a circle of radius r (in Rm) minimizes the discrete energy EK(XN) for the
kernel K(x, y) = f(‖x−y‖). If in addition, f is strictly convex, then no other N-point
configuration on this circle is optimal.
The proof of Theorem 2.1 is a standard “winding number argument” that can be
traced back to the work of Fejes-To´th [39].
We know very little of the optimal configurations of (1.12) beyond S1. For A =
S2 ⊂ R3, the minimal Riesz energy configuration for N = 2 is given by two antipodal
points, for N = 3 by the vertices of an equilateral triangle that lie on an equator,
and for N = 4 by the vertices of a regular tetrahedron inscribed in S2. But we are
still not able to rigorously prove what is the optimal configuration for all Riesz kernels
for N = 5. Numerical experiments suggest that the optimal configuration is either
the bipyramid (North pole, South pole, and equilateral triangle on the equator), or
a square-base pyramid. The latest work on the 5-point problem, by Schwartz [60],
shows in over 150 pages, computer assisted, that the bipyramid is optimal for all s
up to the “magic number” which is approximately 15.04. The N = 5 problem is still
open for s greater than this magic number plus a small constant. For N = 6, the
optimal configuration is the octahedral vertices X∗6 = {e1, e2, e3,−e1,−e2,−e3}, where
{e1, e2, e3} is an orthonormal basis of R3. The work [29] shows that X∗6 is the optimal
configuration for a wide range of kernels that include the Riesz kernel. Much less is
known for Sd−1 for d ≥ 4 unless N = d + 1, in which case the simplex is the optimal
configuration. On the other hand, many asymptotic results (as N → ∞) for optimal
configurations on the sphere as well as on Rd are known (for examples of recent results,
see [5], [47]).
For a set of N points X = {xi}Ni=1, the separation distance of X is defined as
δ(X) := min
i 6=j
‖xi − xj‖.
The best-packing problem is to find the N -point configuration on A that maximizes the
separation distance:
(2.1) δN(A) = max
X⊂A, |X|=N
δ(X) = max
X⊂A, |X|=N
min
i 6=j
‖xi − xj‖.
For N = 2, one trivially has δ2(A) = diam(A). It is immediate, for example, that
the best N -point packing of S1 ⊂ R2 consists of N equally spaced points on the circle.
When s→∞, the minimization problem with respect to the Riesz kernel Rs(x, y)
min
X⊂A,|X|=N
ERs(X)
turns into the best-packing problem (2.1); more precisely,
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Theorem 2.2 ([13]). If N ≥ 2 and A ⊂ Rm is a compact set of cardinality at least N ,
then
lim
s→∞
ERs(A,N)1/s = 1/δN(A),
where Rs is the Riesz kernel defined in (1.11). Furthermore, if Xs is an optimal config-
uration that achieves ERs(A,N), then every cluster point as s→∞ of the set {Xs}s>0
on A is an N-point best-packing configuration on A.
This discrete minimal energy problem is related to the continuous one as we next
describe. Let M(A) be the set of probability measures supported on A. For a general
kernel K, the potential function of a measure µ ∈ M(A) with respect to K is defined
as
UµK(x) :=
∫
A
K(x, y) dµ(y),
provided the integral exists as an extended real number. The energy of µ is defined as
IK(µ) :=
∫
A
UµK(x) dµ(x) =
∫∫
A×A
K(x, y) dµ(x)dµ(y),
and the Wiener constant is
(2.2) WK(A) := inf
µ∈M(A)
IK(µ).
Likewise this infimum can be achieved, and the probability measure that optimizes
the above problem is called the K-equilibrium measure. The K-capacity of the set A
is defined by
capK(A) :=
1
WK(A)
.
A set A has zero capacity means that WK(A) = ∞, which makes the problem (2.2)
trivial since every probabilistic measure generates ∞ energy.
We now present a classical theorem connecting the discrete minimal energy problem
to the continuous one. Before that we introduce the weak* limit of measures. A
sequence of measures µn converges weak* to µ if for every continuous function f on A,
lim
n→∞
∫
fdµn =
∫
fdµ.
We also define δx to be the point mass probability measure on the point x. Moreover,
given a finite collection of points X, its normalized counting measure is defined as
ν(X) =
1
|X|
∑
x∈X
δx.
Theorem 2.3 ([28], [13]). If K is a kernel on A × A, where A ⊂ Rm is an infinite
compact set, then
(2.3) lim
N→∞
EK(A,N)
N2
= WK(A).
Moreover, every weak* limit measure (as N → ∞) of the sequence of normalized
counting measures ν(X∗N) is a K-equilibrium measure.
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The proof of Theorem 2.3 for the case of a Riesz kernel can also be found in the
book by Landkof [55, Eq. (2.3.4)].
We now review two important facts concerning Riesz kernels.
Theorem 2.4 ([59], [12], [13]). Let A ⊂ Rm be a compact infinite subset of an α-
dimensional C1-manifold with A of positive α-dimensional Hausdorff measure.
(1) If s ∈ [0, α), then the Rs-equilibrium measure on A is unique. Moreover, if the
potential function UµRs is constant on A, then µ is the Rs-equilibrium measure
on A.
(2) If s ∈ [α,∞), then A has Rs-capacity zero. Moreover, if X∗N(Rs, A) denotes
an Rs-energy optimal N-point configuration for N ≥ 2, then the sequence of
normalized counting measures ν(X∗N(Rs, A)) converges to the uniform measure
(normalized Hausdorff measure) on A in the weak* sense as N →∞ (this is a
special case of the so-called Poppy-seed bagel theorem).
3. An overview of the problem on the sphere
3.1. Projectively equivalent configurations. Note that for a kernel K of the form
(1.6), the energy EK(X), X = {xi}Ni=1 ∈ S(d,N), is invariant under any of the following
operations on X:
(3.1)
(i) Apply a unitary operator (or orthogonal operator if H = R) on X as
{Uxi}Ni=1;
(ii) Change the sign of any xi;
(iii) Permute x1, . . . , xN .
Any configuration Y obtained from X by applying these operations is said to be pro-
jectively equivalent to X. For example, {x1, x2, x3, x4} is projectively equivalent to
{Ux4, Ux2,−Ux3, Ux1}.
Theorem 5.1 below states that the configuration of equally spaced points on the
half-circle,
(3.2) X
(h)
N := {ei·0, ei
pi
N , ei
2pi
N , . . . , ei
(N−1)pi
N } ⊂ R2,
is optimal for (1.8) for a certain class of kernels K. For N = 4, three equivalent optimal
configurations are shown in Figure 1.
3.2. From sphere to the projective space. The projective space HPd−1 can be
embedded isometrically into the space of d×d Hermitian matrices, denoted by HMhd×d
as we next describe. Note that HMhd×d is a real vector space for both H = R and
H = C with inner product in HMhd×d defined as 〈M1,M2〉 = Trace(M∗1M2). This inner
product induces the Frobenius norm ‖M‖ = ‖M‖F on HMhd×d. We further note that
HMhd×d with the Frobenius norm can be identified with the Euclidean space Rm where
m = (d2 + d)/2 when H = R and m = d2 when H = C (e.g., when H = R and
M = (Mi,j) we take any ordering of the m numbers
√
2Mi,j for i < j and Mi,j for
i = j).
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x
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y
Figure 1. Optimal configurations for the unit circle with kernels given
in Theorem 5.1. Left is {e0, epii/4, epii/2, e3pii/4}. Middle is a rotation of
the left. Right is a sign change of the middle.
Recalling (1.4), we define Ψ : HPd−1 → HMhd×d as Ψ(`(x)) := px with px := xx∗ and
x ∈ Sd−1. Clearly, Ψ is well defined (i.e., independent of the choice of the representative
of the line). We denote the range of Ψ by D; that is, D := Ψ(HPd−1) = Φ(Sd−1) where
Φ := Ψ ◦ `.
For x, y ∈ Sd−1, the following well known equality (see, e.g. [30]) establishes that Ψ
is an isometry:
ρ (`(x), `(y))2 = 2− 2|〈x, y〉|2 = ‖px − py‖2F = ‖Φ(x)− Φ(y)‖2F .(3.3)
It is used, for example, in works on phase retrieval, see e.g. [21, 44]. For the reader’s
convenience we give the following derivation of the middle equality in (3.3) using the
cyclic property of the trace:
‖px − py‖2F = ‖px‖2F + ‖py‖2F − 〈px, py〉 − 〈py, px〉
= 2− Trace(xx∗yy∗)− Trace(yy∗xx∗)(3.4)
= 2− Trace(y∗xx∗y)− Trace(x∗yy∗x) = 2− 2|〈x, y〉|2,
from which we also get
(3.5) 〈px, py〉 = |〈x, y〉|2.
Note that (3.3) shows that Ψ is an isometric embedding of HPd−1 in HMhd×d, and so we
identify HPd−1 with D. We remark that D is a real analytic manifold whose dimension
dim(D) = dim(HPd−1) is d − 1 in the case H = R and 2d − 2 in the case H = C (see
[9] or [56]).
Now we are able to consider a kernel of the form K(x, y) = f
(√
2− 2|〈x, y〉|2
)
on
Sd−1× Sd−1 as a kernel K(x, y) = K˜(px, py) = f(‖px− py‖) on D×D. Specifically the
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projective Riesz s-kernel (see (1.9)) can be reexpressed as
(3.6) Gs(x, y) =

log
2
‖px − py‖2F
= log 2 + 2Rs(px, py), s = 0
2s/2
‖px − py‖sF
= 2s/2Rs(px, py), s > 0.
This allows us to reformulate the minimal projective energy problem in terms of the
Riesz minimal energy problem on the set D. This technique was also employed in [26].
We will apply the results presented in Section 2 on the continuous problem
(3.7) min
µ∈M(D)
IRs(µ)
and the discrete problem
(3.8) min
{pi}Ni=1⊂D
∑
i 6=j
Rs(pi, pj)
in the next two sections.
Similarly, the Grassmannian problem (1.3) is equivalent to the best-packing problem
(2.1) on the projective space, which is to maximize the smallest pairwise distance
between all the lines (frame vectors). Let P = {pi}Ni=1 ⊂ D. For any point pi ∈ D, we
can find xi ∈ Sd−1 such that pi = xix∗i . By (3.3),
(3.9) δ2(P ) = min
i 6=j
‖pi−pj‖2 = min
i 6=j
(2− 2|〈xi, xj〉|) = 2−2 max
i 6=j
|〈xi, xj〉| = 2−2ξ(X).
So
δ2N(D) = max{pi}Ni=1⊂D
δ2(P ) = max
{xi}Ni=1⊂Sd−1
(2− 2ξ(X)) = 2− 2ξN .(3.10)
The last equality is from the definition (1.3).
For any Borel probability measure µ on the sphere, this embedding also induces the
pushforward (probability) measure µproj on D ⊂ HMhd×d. By definition of a pushfor-
ward measure,
(3.11) µproj(B) := µ(Φ−1(B))), for Borel measurable B ⊂ D.
We shall also write Φ(µ) for µproj.
To better understand µproj, we further consider the symmetrization µsym of a measure
µ ∈M(Sd−1) defined as
(3.12) µsym(B) =

µ(B) + µ(−B)
2
, H = R
1
2pi
∫ 2pi
0
µ(eiθB)dθ, H = C
,
for Borel measurable B ⊂ Sd−1.
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It is not difficult to show that µsym = µ˜sym if and only if the pullback measures µ◦`−1
and µ˜ ◦ `−1 agree. The injectivity of Ψ then shows
(3.13) Φ(µ) = Φ(µ˜)⇐⇒ µsym = µ˜sym.
Let σd−1 be the uniform measure (normalized surface measure) on Sd−1. Then
Φ(σd−1), the pushforward measure of σd−1 under Φ, is the uniform measure on D.
In fact, Φ(σd−1) is the Haar invariant measure induced by the unitary group (see [26,
Section 4.2]).
4. Large N behavior of optimal configurations
We first focus on the continuous problem
(4.1) min
µ∈M(Sd−1)
∫∫
Sd−1×Sd−1
Gs(x, y) dµ(x)dµ(y),
The results are of independent interest, and will be used in Section 6.
For future reference, we set
Is(µ) := IRs(µ) =
∫∫
D×D
Rs(x, y) dµ(x)dµ(y)
and
Js(µ) := IGs(µ) =
∫∫
Sd−1×Sd−1
Gs(x, y) dµ(x)dµ(y).
As previously discussed, the projective space D embedded in Rm is a smooth (C∞)
compact manifold, so Theorem 2.4 applies with A = D and α = dim(D).
Theorem 4.1. For the projective Riesz kernel Gs(x, y), the following properties hold.
(1) If 0 ≤ s < dim(D), then µ is a Gs-equilibrium measure on Sd−1 if and only if
its symmetrized measure µsym is the normalized surface measure σd−1 on Sd−1.
(2) If s ≥ dim(D), then Sd−1 has Gs-capacity 0.
(3) Let s ≥ 0 and let X∗N be a Gs-optimal N-point configuration on Sd−1 for N ≥ 2.
Then the sequence of normalized counting measures ν(Φ(X∗N)) converges weak*
to the uniform measure Φ(σd−1) on D as N →∞.
Proof. (1) When s > 0, by (3.6) and the definition of a pushforward measure,
(4.2) UµGs(x) =
∫
Sd−1
Gs(x, y) dµ(y) =
∫
D
22/s
‖px − p‖sdµproj(p) = const · U
µproj
Rs
(px).
A similar equality holds for the log case s = 0: UµGs(x) = const ∗ U
µproj
Rs
(px) + const.
Thus for s ≥ 0, the uniform measure σd−1 produces a constant potential function
with the kernel Gs, so Φ(σd−1) also produces a constant potential function with the
Riesz kernel Rs. By Theorem 2.4(1), Φ(σd−1) must be the unique minimizer of (3.7).
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On the other hand, similar to (4.2),
Js(µ) =
∫
Sd−1
∫
Sd−1
Gs(x, y) dµ(x)dµ(y)
=
∫
D
∫
D
22/s
‖p− p′‖sdµproj(p)dµproj(p
′) = const · Is(µproj).(4.3)
Again a similar equality holds for the log case. This implies that µ is a minimizer
of (4.1) if and only if Φ(µ) = µproj is a minimizer of (3.7), which has to be Φ(σd−1).
By (3.13), this is equivalent to µsym = (σd−1)sym = σd−1. This proves that µ is an
equilibrium measure if and only if its symmetrized measure µsym is σd−1.
(2) With the relation (4.3), this is a direct consequence of Theorem 2.4(2).
(3) For the discrete case, similar to (4.3), we have EGs(XN) = const ·ERs(Φ(XN)) +
const. So X∗N be a Gs-optimal N -point configuration on Sd−1 if and only if Φ(X∗N) is
an optimal configuration for the Riesz kernel Rs on D.
By Theorem 2.3, we conclude that the normalized counting measure ν(Φ(X∗N)) con-
verges to the Rs-equilibrium measure on D in the weak* sense. As shown in part (1),
this unique equilibrium measure is Φ(σd−1), when s ∈ [0, dim(D)). When s ≥ dim(D),
by Theorem 2.4(2), we also have ν(Φ(X∗N)) converges to Φ(σd−1).

5. Discrete minimal energy problem
In this section we consider discrete extremal energy problems, for a general class
of projective kernels of the form (1.6). Once again, the optimal configuration is an
equivalent class in the sense of (3.1). Theorem 5.1 is for the 1-dimensional sphere
in the real vector space while Theorem 5.4 is a general result over H. Corollary 5.6
addresses the special projective Riesz kernel case (1.10).
Theorem 5.1. If f : (0,
√
2] → R is a non-increasing convex function defined at
zero by the (possibly infinite) value lim
t→0+
f(t), then X
(h)
N given in (3.2) is an optimal
configuration on RP1 for the problem (1.8) where K is as in (1.6). If, in addition,
f is strictly convex, then up to the equivalence relation in (3.1), no other N-point
configuration is optimal.
Proof. By (3.3), K(x, y) = f(‖px − py‖), so we need to consider the minimal energy
problem (1.8) with the kernel function to be f(‖x−y‖) on the compact set D = Φ(S1).
The map Φ : S1 → RMh2×2 is precisely
Φ : (x, y)→
[
x2 xy
xy y2
]
.
As mentioned at the beginning of Section 3.2, RMh2×2 is identified with R3 using the
mapping
[
x2 xy
xy y2
]
→ (x2,
√
2xy, y2). This way, D is a circle in R3 with radius 1/
√
2.
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With r = 1/
√
2, the function f satisfies the assumptions of Theorem 2.1, so∑
i 6=j
K(xi, xj) =
∑
i 6=j
f(‖pxi − pxj‖)
is minimized if px1 , px2 , . . . , pxN are equally spaced on the circle D. One can easily
show that Φ maps equally spaced points on half S1 to equally spaced points on D. So
minimizers of (1.8) are precisely the equivalent class of equally spaced points on half
of S1. 
Remark 5.2. It is well known that RPd−1 is a compact Riemannian manifold. However,
RPd−1 is topologically equivalent to a sphere only when d = 2.
Remark 5.3. The frame potential kernel |〈x, y〉|2 can be written as g(
√
2− 2|〈x, y〉|2),
where g(t) = 1− t2/2 is not convex on [0,
√
2]. As a consequence, Theorem 5.1 cannot
be applied to the frame potential kernel. The conclusion of Theorem 5.1 is however
true, but there is no uniqueness (see [3]).
The discrete minimal energy problem for Riesz s-kernel is in general very hard as
mentioned previously. The situation is slightly better for kernels that are a function
of absolute value of inner product, as we have the following general characterization
when an equiangular tight frame (ETF) exists. A frame X = {xi}Ni=1 is equiangular if|〈xi, xj〉|
‖xi‖‖xj‖ is a constant for all i 6= j. An ETF is a frame that is equiangular and tight.
For frames in S(d,N), a necessary condition for the existence of ETF is N ≤ d(d+1)/2
for H = R and N ≤ d2 for H = C. The coherence has the famous Welch bound
(5.1) ξ(X) ≥
√
N − d
d(N − 1) , for all X ∈ S(d,N),
and is achieved by ETFs. This can be easily derived from the relation (cf. [30])
(5.2) N +N(N − 1)ξ(X)2 ≥
N∑
i,j=1
|〈xi, xj〉|2 = ‖XX∗ − N
d
Id‖2F +
N2
d
≥ N
2
d
.
The Welch bound also coincides with the simplex bound of the chordal distance in
[31]. We refer interested readers to [64] for more details and [41] for a table on existing
ETFs. The second inequality in (5.2) also shows that the frame potential is minimized
when the frame is tight.
The second theorem is for both the real and complex case.
Theorem 5.4. Let f˜ : (0, 2]→ R be a strictly convex and decreasing function defined
at t = 0 by the (possibly infinite) value lim
t→0+
f˜(t), and f : (0,
√
2] → R be a strictly
convex and decreasing function defined at t = 0 by the (possibly infinite) value lim
t→0+
f(t).
If N and d are such that an ETF exists, then
(i) it is the unique optimal configuration of (1.8) for the kernel K˜(x, y) =
f˜(2− 2|〈x, y〉|2);
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(ii) it is also the unique optimal configuration of (1.8) for the kernel K(x, y) =
f(
√
2− 2|〈x, y〉|2).
Proof. (i) From (3.3), K˜(x, y) = f˜(‖px − py‖2). Let X = {x1, x2, . . . , xN} be an
arbitrary configuration on the sphere and set Pi := pxi = xix
∗
i . Then, by (3.5),
J : =
∑
i 6=j
‖Pi − Pj‖2 =
N∑
i=1
∑
j 6=i
(2− 2〈Pi, Pj〉) =
N∑
i=1
(
2(N − 1)− 2
N∑
j=1
〈Pi, Pj〉+ 2
)
= 2N2 − 2
N∑
i,j=1
|〈xi, xj〉|2 ≤ 2N2 − 2N2/d,
where the last inequality follows from (5.2). Thus,
EK˜(X) =
N(N − 1)
1
· 1
N(N − 1)
∑
i 6=j
f˜(‖Pi − Pj‖2)
≥ N(N − 1)
1
f˜
(∑
i 6=j
1
N(N − 1)‖Pi − Pj‖
2
)
= N(N − 1)f˜
(
1
N(N − 1)J
)
(5.3)
≥ N(N − 1)f˜
(
2N2 − 2N2/d
N(N − 1)
)
= N(N − 1)f˜
(
2N(1− 1/d)
(N − 1)
)
.
The first inequality becomes equality if and only if |〈xi, xj〉| is constant for i 6= j;
i.e., X is equiangular. The second inequality becomes equality if and only if X is a
unit norm tight frame. Therefore, if an ETF exists for a given d and N , then this ETF
is the unique K˜-energy minimizer.
Part (ii) is a direct consequence of (i). Indeed, the interested kernel f(
√
2− 2|〈x, y〉|2)
= g(2−2|〈x, y〉|2), where g(t) = f(√t). Decreasing and convexity of f implies the same
for g, on which we apply (i). 
Remark 5.5. Theorem 5.4 shows that an ETF is universally optimal (see [29, 30]) in
the sense that it minimizes the energy for any potential that is a completely monotone
function of distance squared in the projective space.
The assumption of Theorem 5.4 (part (i)) is weaker than that of Theorem 5.1 as
reflected in the above proof. For example, Theorem 5.4 part (i) recovers Proposition
3.1 of [37] since |〈x, y〉|p = f(1 − |〈x, y〉|2) with f(t) = (1 − t)p/2. It is easy to verify
that f(t) is decreasing and convex on [0, 1] when p > 2. However (1 − t2)p/2 is not
convex, and therefore part (ii) cannot be used to recover Proposition 3.1 of [37]. We
refer the interested reader to [23] for more results on p-frame potential.
Both Theorems 5.1 and 5.4 apply to the projective Riesz kernel since log 1/t and
1/ts are strictly decreasing and strictly convex.
Corollary 5.6. For the projective Riesz s-kernel minimization problem (1.10) when
s ∈ [0,∞),
(i) the configuration X
(h)
N defined in (3.2) is optimal for S
1 ⊂ R2;
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(ii) if it exists, an ETF is the optimal configuration for Sd−1 ⊂ Hd.
Remark 5.7. The conclusions of Corollary 5.6 hold for s =∞ (best line-packing prob-
lem). These results were mentioned in [62] and are also implied by Theorem 6.1.
In particular, the optimal configuration of N = d + 1 points that solves (1.10) is
given by the vertices of a regular d-simplex because it is an ETF. When d = 3, the
results for ETF are well known for small values of N . We summarize these results
in Table 1, where we also compare the optimal configurations of the projective Riesz
kernel and the classical Riesz kernel. They only share the same optimal configuration
for the N = d + 1 case. Moreover, ETFs are optimal configurations for the projective
kernel while nothing is known for the Riesz kernel in general.
We have explained intuitively why the projective Riesz kernels are better at promot-
ing well-separated frames than the Riesz kernel. This is reflected in Table 1. For the
first case S1 when N = 4, the optimal configuration for the projective Riesz kernel is
two orthonormal bases with a 45 degree angle, which is a well-separated tight frame
(Figure 1), while the optimal configuration for the Riesz kernel consists of 4 equally
spaced points on S1. For the third row, an orthonormal basis is the optimal frame
whereas 3 points on one great circle is not even a frame. For 6 points on a sphere, the
Riesz optimal configuration is again two copies of the same orthonormal bases. More
numerical support can be found in Section 7.
Table 1. Optimal configuration comparison on Sd−1 ⊂ Rd
proj. Riesz kernel Best line-packing Riesz kernel
s ∈ [0,∞) s =∞ s ∈ [0,∞)
S1, any N equally spaced points on half circle equally spaced points on S1
S2, N = 2 two orthogonal points two antipodal points
S2, N = 3 any orthonormal basis vertices of an equilateral
triangle on a great circle
S2, N = 4 vertices of a regular tetrahedron (simplex)
S2, N = 5 open, see Table 2 removing any vector from partially solved in [60]
the 3× 6 ETF, see [31, 4]
S2, N = 6 3× 6 ETF, or vertices of the icosahedron octahedral vertices
Sd−1, N = d + 1 vertices of the simplex
Sd−1, N d×N ETF when exists open
The Grassmannian frame consisting of 5 vectors is constructed by removing an arbi-
trary element of the optimal Grassmannian frame consisting of 6 vectors (ETF). The
coherence of the Grassmannian frame (in both N = 5 and N = 6) is 1/
√
5. We refer
to [31] for more details.
It is not possible for 5 points to be an ETF in R3, and the optimal configuration of
(1.10) remains open to the best knowledge of the authors. The numerical experiments
in Table 2 indicate that optimal configurations have exactly 2 distinct inner products.
These inner products depend on the value s. As s → ∞, Theorem 6.1 below implies
that the inner products converge to 1/
√
5.
16 XUEMEI CHEN†, DOUGLAS P. HARDIN∗, AND EDWARD B. SAFF∗
Table 2. Optimal configurations for projective Riesz kernel and best
line packing when N = 5, d = 3.
s = 2 s = 10 s = 15 s =∞
{|〈xi, xj〉| : i 6= j} {0.293, 0.506} {0.366, 0.478} {0.389, 0.471} {1/
√
5 ≈ 0.447}
We conjecture that if X∗ = {x1, x2, x3, x4, x5} is an optimal configuration of (1.10)
for s ∈ [0,∞) and N = 5, then the cardinality of the set {|〈xi, xj〉|, i 6= j} is 2. We
remark that constructions of biangular tight frames are studied in [22].
6. Optimal configurations as frames
We show in this section that frames rising from (1.10) are well-separated and nearly
tight asymptotically. Since the frame vectors will always be on the sphere, it is under-
stood that EGs(N) refers to EGs(Sd−1, N).
The following theorem is the analog of Theorem 2.2 for the projective Riesz s-kernel.
It can be over the real or complex field.
Theorem 6.1. The best line-packing problem is the limit of problem (1.10) as s→∞:
lim
s→∞
EGs(N)1/s =
√
1
1− ξN .
If, for s > 0, Xs is an optimal configuration achieving EGs(N), then every cluster point
as s→∞ of the set {Xs}s>0 is a Grassmannian frame.
Proof. By (3.6)
EGs(N) = 2s/2ERs(D, N)
Taking the sth root and letting s→∞, we have
lim
s→∞
EGs(N)1/s = lim
s→∞
√
2ERs(D, N)1/s =
√
2
δN(D) =
√
1
1− ξN .
The last two equalities are from Theorem 2.2 and (3.10),
The second assertion is also a consequence of Theorem 2.2 since for any Gs-optimal
configuration {xi} ⊂ Sd−1, the configuration {pi = xix∗i } is Rs-optimal for D. 
The Grassmannian frames have the best separation by definition, but Theorem 6.1
suggests that we are also able to find well-separated frames by solving (1.10) for large
values of s. We will further show that projective Riesz energy minimizing frames are
well-separated in the sense that their coherence have optimal order asymptotic growth
(Theorem 6.3).
Let B(x, r) ⊂ Rm be the ball centered at x with radius r. For a number α > 0 and
a positive Borel measure µ supported on A ⊂ Rm, we say that µ is upper α-regular if
there is some finite constant CA such that
(6.1) µ(B(x, r)) ≤ CArα for all x ∈ A, 0 < r ≤ diam(A),
and similarly that µ is lower α-regular if there is some positive constant cA such that
(6.2) µ(B(x, r)) ≥ cArα for all x ∈ A, 0 < r ≤ diam(A).
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It is not difficult to verify that Φ(σd−1), the uniform measure on D, is both upper and
lower (dimD)-regular (see the Appendix).
We recall that δN(D) is the maximum of the separation distance among all possible N
point configurations on D. Since Φ(σd−1) is lower (dimD)-regular, there is a constant
C <∞ such that δN(D) ≤ CN− 1dimD for all N , which follows immediately by observing
that the Φ(σd−1) measure of an arbitrary packing in D is no more than Φ(σd−1)(D) = 1.
Expressing this bound in terms of coherence (recall (3.10)) gives
(6.3) ξN ≥ 1− C
2
2
N−
2
dimD .
The above bounds are attained by any sequence of best-packing configurations on D
(e.g., see [13, Chapter 13]).
Based on the above observation, we say that a sequence (XN) of N -point configura-
tions inD is well-separated if there is some constant C˜ > 0 such that δ(XN) ≥ C˜N− 1dimD
for all N . Equivalently, in terms of coherence, (XN) is well-separated if
(6.4) ξ(XN) ≤ 1− C˜
2
N−
2
dimD ,
for all N .
We will show that the projective s-Riesz energy minimizing points are well-separated
when s > dimD. This is a consequence of the following known theorem for optimal
configurations on more general sets.
Theorem 6.2 ([48, Corollary 2]). Suppose A ⊂ Rm is compact and supports an upper
α-regular measure µ as in (6.1). Let s > α,N ≥ 2 be fixed. If X∗N is an N-point
minimizing configuration on A for the s-Riesz energy minimizing problem (1.12), then
(6.5) δ(X∗N) ≥ C1N−
1
α ,
where C1 =
(
µ(A)
CA
(1− α
s
)
)1/α (α
s
) 1
s
.
We will next apply Theorem 6.2 to obtain the following bound on the coherence of
optimal Gs configurations.
Theorem 6.3 (Separation). Let s > dimD. If Xs is an N-point minimizing configu-
ration of (1.10), then
(6.6) ξ(Xs) ≤ 1− C
2
2
2
N−2/dimD,
where the constant C2 is independent of N and, in the case H = R, can be found in
(6.8). Consequently, any sequence of such configurations is well-separated as N →∞.
Proof. By (3.6), if Xs = {xi}Ni=1 is an optimal configuration of (1.10), then Ps =
{xixTi }Ni=1 is an optimal configuration of (3.8). Appealing to Theorem 6.2 with A = D,
the projective space embedded in HMhd×d, and recalling that Φ(σd−1) is upper (dimD)-
regular with constant CD > 0, we have
(6.7) δ(Ps) ≥ C2N− 1dimD ,
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where C2 :=
(
1
CD
(1− dimD
s
)
) 1
dimD
(
dimD
s
) 1
s
. The inequality (6.6) then follows
from (3.9).
In the case H = R, as shown in the Appendix (see (7.4)),
CD =
2
d− 1γd =
2Γ(d
2
)
(d− 1)Γ(d−2
2
)Γ(1/2)
,
so
(6.8) C2 =
(d− 1)(s− d+ 1)Γ(d−2
2
)Γ(1/2)
2sΓ(d
2
)
(
d− 1
s
) 1
s
.

It is worth noting in the case H = R that the expected coherence of an i.i.d. random
frame X ∈ S(d,N) generated from the uniform distribution on the sphere satisfies
E[ξ(X)] ≈ 1 − CdN− 4d−1 (see Appendix), which is significantly worse than optimal.
This fact is also demonstrated numerically in Section 7 (see Figure 3).
We next show that the optimal configurations of (1.10) are nearly tight.
Theorem 6.4 (Nearly tight). Let s ≥ 0. If XN = {x1, . . . , xN} ∈ S(d,N) is any
optimal configuration for (1.10) for N ≥ 2, then (treated as a matrix)
(6.9) lim
N→∞
1
N
XNX
∗
N =
1
d
Id.
Proof. Theorem 4.1(3) states that ν(Φ(XN)) =
1
N
N∑
i=1
δΦ(xi) converges weak* to Φ(σd−1).
Thus for every continuous function f defined on D,
lim
N→∞
∫
D
fdν(Φ(XN)) =
∫
D
fdΦ(σd−1).
By the definition of a pushforward measure, this can be simplified to
lim
N→∞
∫
Sd−1
f ◦ Φ dν(XN) =
∫
Sd−1
f ◦ Φ dσd−1;
that is,
(6.10) lim
N→∞
1
N
N∑
i=1
f(Φ(xi)) =
∫
Sd−1
f(Φ(x))dσd−1.
Let f(Φ(x)) = xx∗ be a vector-valued function. Then (6.10) implies
(6.11) lim
N→∞
1
N
N∑
i=1
xix
∗
i =
∫
Sd−1
xx∗dσd−1.
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We need to integrate every entry of the right-hand side. Let x = (x(1), x(2), . . . , x(d))T ∈
Sd−1, so that xx∗ = (x(i)x(j)). Then,
if i = j,
∫
|x(j)|2dσd−1 = 1
d
∫
(|x(1)|2 + · · ·+ |x(d)|2)dσd−1 = 1
d
;
if i 6= j,
∫
x(i)x(j)dσd−1 = 0 by symmetry.
Since XNX
∗
N =
1
N
N∑
i=1
xix
∗
i , from (6.11) we deduce that
lim
N→∞
1
N
XNX
∗
N =
1
d
Id.

Theorem 6.4 says that the optimal configurations are nearly tight asymptotically as
N →∞ in relation to (1.1). More desirable would be a stronger result of the form
(6.12)
∥∥∥∥XNX∗N − Nd Id
∥∥∥∥
F
= O(N−q), q > 0.
The numerical experiments in Section 7 (left side of Figure 4) do indeed suggest a
result like (6.12) holds at least for small values of s. The work [17] provides a partial
explanation for this phenomenon. It studies the convergence rate of (6.10) for f in a
Sobolev space (which is the case for every entry of xx∗). The numerical experiments
therein suggests that the s-Riesz minimizing configurations (when s = 0, 1) achieve the
optimal order quasi Monte Carlo error bounds.
Regarding random tight frames, it is shown in [36, Corollary 3.21] that
E
(∥∥∥∥XNX∗N − Nd Id
∥∥∥∥2
F
)
= N(1− 1
d
),
which grows as N grows. Section 7 (right of Figure 4) shows that optimal configurations
of (1.10) also outperforms random configurations on tightness.
7. numerical experiments
The numerical experiments conducted consider points in the real vector space, and
were executed in Matlab. When solving (1.10) (or (1.13) for negative s), spherical
coordinates are used so that the command fminunc (unconstrained minimization) can
be employed. Four experiments were performed.
The first and the second experiments deal with the separation and tightness of the
optimal configurations of (1.10) or (1.13), and are explained in Sections 7.1 and 7.2.
Since the objective function has lots of local minima, in both experiments, we run
fminunc with multiple random initializations to obtain a putative minimum. We then
test whether the optimal configurations are nearly tight or have small coherence (well-
separatedness).
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The third experiment presents an algorithm for obtaining tight frames with good
separation. As explained in Section 7.3, it is crucial to use a well-separated frame as
an initialization.
The last experiment, presented in Section 7.4, contains preliminary results on appli-
cations to compressed sensing.
7.1. Good separation. The first experiment explores the asymptotic behavior of the
coherence ξ(X) = max
i 6=j
|〈xi, xj〉| of projective Riesz minimizing points for various values
of s as N gets larger. The result displayed in Figure 2 is for d = 3 with points on S2.
The number of points N ranges from 3 to 100. The separation result Theorem 6.3
only applies to s > 2, but our numerical experiment shows that the log case and s = 1
case are achieving smaller coherence. The s = −2 (frame potential) case has the worst
behavior as its minimizers could contain repeated (or antipodal) points. Notice that
the coherence gets smaller as s increases which is consistent with Theorem 6.1. Finally,
the coherence curve was fit with y = 1− 3/N , which reflects Theorem 6.3.
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The second experiment computed the coherence of the projective Riesz minimizing
points for d = 6 and relatively small values of N (from 6 to 40), as shown in Figure
3. Various s are computed and compared with the Welch bound (5.1), the Levenstein
bound [57, 69]
ξ(X) ≥
√
3N − d2 − 2d
(d+ 2)(N − d) , if N > d(d+ 1)/2,
and the Sloane database http://neilsloane.com/grass/. The Sloane database has the
best known line-packings or the smallest coherence given d,N , among which some are
only putatively known. Figure 3 also includes uniform random configurations. For each
N , we display the coherence that is averaged over 20 samples. We again observe that
larger s produces better separated frames, and s = −2 (frame potential case) produces
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highly correlated frames. For all values of s except for -2, (1.10) achieves the Welch
bound when N = 6, 7, 16 (these are all the ETFs and thus universally optimal), and it
achieves the Levenstein bound when N = 36. The 36 point configuration in R6 is the
6-dimensional lattice E6 [40] and is also known to be universally optimal [30] although
not an ETF. We further remark that our numerical experiments suggest that the Sloane
grassmannian configurations for d = 6 and N = 12 and N = 22 may be universally
optimal. This might also be anticipated from Figures 3 and 5. These figures might
also suggest the universal optimality of the Sloane configuration for N = 21, however
this turns out not to be the case.
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7.2. Nearly tight. We addressed the tightness of the optimal configurations by com-
puting ‖XXT − N
d
Id‖F . We reuse the points generated from the first experiment
with d = 3 and N ranging from 3 to 100. Figure 4 (left) shows the results for
s = −2,−1, 0, 1, 2, 3. The s = −2 (frame potential) case recovers tight frames since by
(5.2), Riesz (−2)-energy is equal to ‖XXT − N
d
Id‖2F plus a constant. Unfortunately,
the separation property deteriorates as s decreases while the tightness property im-
proves. This is further validated by the poor tightness of the Sloane points as they
correspond to the s =∞ case. A least squares curve fitting was also performed for the
peaks (least tight) for s = 1, which exhibits an N−1/2 decay, a better rate than what
Theorem 6.4 guarantees. Notice that the right side of Figure 4 also includes uniform
random vectors for comparison. The randomly generated configurations exhibit worse
behavior for both coherence and tightness. This has also been observed in [17].
22 XUEMEI CHEN†, DOUGLAS P. HARDIN∗, AND EDWARD B. SAFF∗
0 20 40 60 80 100
Number of points N
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
||X
XT
-N
/d
 I d
|| F
Tightness of optimal configuration, d=3
Sloane
s=-2
s=-1
s=0
s=1
s=2
s=3
fit for s=1: 0.5N -0.5
0 20 40 60 80 100
Number of points N
0
1
2
3
4
5
6
7
8
9
||X
XT
-N
/d
 I d
|| F
Comparison with random points, d=3
random
s=-2
s=-1
s=0
s=1
s=2
s=3
Figure 4. Tightness for d = 3. The right side plot includes random
configurations.
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Figure 5. Tightness for d = 6.
The tightness for d = 6 with N ranging from 6 to 40 is illustrated in Figure 5 where
the points generated from the second experiment are reused. The figure displays a
clear pattern of improved tightness as s decreases.
7.3. Achieving good separation and exact tightness. In this section we present
experiments based on a simple algorithm for obtaining frames with good separation
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Figure 6. The optimal configuration for s = −2 with for various choice
of s used in step 2 for initialization.
and exact tightness. For the frame potential minimization problem (s = −2 of (1.13)),
recall that every local minimizer is a global minimizer; i.e., a tight frame [3]. The output
of fminunc is certainly affected by the initial input. As seen in Figure 2 and Figure 3,
the tight frames found by minimizing the frame potential using random initializations
generically have poor separation. We propose the following approach for generating
well-separated tight frames in S(d,N) for given d and N .
(1) Generate a random frame X ∈ S(d,N).
(2) Using X as an initial configuration, use an optimization algorithm (such as
gradient descent) to find a local minimizer Y for (1.10) for some s > d − 1.
Motivated by Theorems 6.3 and 6.4 the minimizer Y is expected to be well-
separated and nearly tight.
(3) Minimize (1.13) with s = −2 using Y as the initial configuration. The exper-
iments presented below suggest that the resulting frame is well-separated and
tight.
Variations on this approach such as iterating steps 2 and 3 or minimizing Riesz-s
energy restricted to the manifold of tight frames will be explored in future work.
Figure 6 shows the performance of the optimal configuration of minimizing frame
potential with the initialization being the optimal configuration obtained through solv-
ing (1.10). The numerics indicate that these optimal tight configurations are indeed
well-separated. The left graph of Figure 6 should be compared to Figure 3 (the values
of s used in step 2 of the above algorithm are indicated in the figure and include values
of s < d− 1). Numerically, this is a promising way to find well-separated tight frames,
which has many applications including signal transmission [43, 51].
The set of finite unit norm frames is topologicaly connected, and an irreducible
variety [18], but our experiment suggests that for a local minima of (1.10), there will
be a tight frame close to it. This can perhaps be explained by the recently solved
Paulsen Problem [46], which implies that for a nearly tight unit norm frame F , there
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exists a unit norm tight frame nearby since we have shown that a local minima of (1.10)
is nearly tight. This suggests that step 3 will result in a nearby tight configuration if
the configuration from step 2 is nearly tight as indicated in Theorem 6.4 for N large.
To further see how the initializations impact the frame potential problem, Figure 7
compares the coherence of the optimal configuration of solving (1.13) (s = −2) with
different initializations. The results are similar, but note that starting with Sloane
points, the best separated points among the three, does not necessarily end up with
the best separation.
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Figure 7. Separation comparison of minimizing frame potential with
different initializations
7.4. Applications to compressed sensing. Finally, we demonstrate that the op-
timal configurations of (1.10) can be used as sensing matrices for recovering sparse
vectors and its performance is comparable to that of a Gaussian random matrix.
We solve (1.10) with s = 3, n = 50, and d ranging from 15 to 25. This creates 11
sensing matrices {Ad ∈ Rd×50, d = 15, 16, . . . , 25}. We also create 11 Gaussian matrices
{Rd ∈ Rd×50, d = 15, 16, . . . , 25} where each entry is i.i.d. standard normal.
We want to recover a k-sparse vector x0 ∈ R50 with linear measurements y = Φx0 ∈
Rd. The matrices generated above will serve as sensing matrices Φ. For a fixed d ∈
15 : 25, we construct k-sparse vector x0 whose support is random. We then use the
following `1 minimization algorithm
xˆ = arg min ‖x‖1, subject to Φx = Φx0.
to recover x. The recovery fails if k becomes too big. Table 3 records the biggest
sparsity level k that each sensing matrix achieves.
As shown, the optimal configurations of (1.10) are performing comparably with that
of random matrices, which are known to allow the greatest sparsity level: growing
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Table 3. Biggest sparsity level k
d 15 16 17 18 19 20 21 22 23 24 25
Random Rd 4 4 4 5 5 6 6 7 7 8 9
s = 3 Optimal Config. Ad 4 4 6 6 5 6 7 7 7 8 8
approximately linearly in d [42]. For deterministic sensing matrices, the best provable
sparsity tolerance grows as
√
d [14]. Our numerical experiment shows that optimal con-
figurations of (1.10), which are deterministically constructed, may be promising sensing
matrices as their recovery performance is comparable to that of random matrices.
Appendix
7.5. Uniform measure. Given the hypersphere Sd−1, let Cr(x) be the hyperspherical
cap centered at x, with r being the Euclidean distance of the furthest point to x. That
is,
Cr(x) = {y ∈ Sd−1 : ‖x− y‖ ≤ r}.
Recalling that σd−1 denotes the normalized surface measure, the following asymptotic
formula holds:
(7.1) σd−1(Cr(x)) =
1
d− 1γdr
d−1 +O(rd+1), (r → 0),
and also the estimate
(7.2) σd−1(Cr(x)) ≤ 1
d− 1γdr
d−1,
where
(7.3) γd :=
Γ(d/2)
Γ((d− 1)/2)Γ(1/2) .
Both estimates can be found in Section 3 of [53].
Lemma 7.1. When H = R, the uniform measure on D is (d − 1)-regular. Moreover,
we have the estimate
(7.4) Φ(σd−1)(B(px, r)) ≤ 2
d− 1γdr
d−1, for any px ∈ D, 0 < r ≤ diam(D)
Proof. D is the projective space embeded in RMhd×d. px and py are furthest away if
x ⊥ y, so diam(D) =
√
2.
For any point px = F (x) ∈ D and any r ≤ diam(D) =
√
2, suppose in the set
B(px, r) ∩ D, py is the point that is furthest away from px. We can pick y so that
〈x, y〉 ≥ 0. Then Φ−1(B(px, r)) is a spherical cap centered at x and y being a boundary
point, as well as the opposite part, see Figure 8. By (3.3),
|〈x, y〉|2 = 1− ‖px − py‖2/2 ≥ 1− r2/2,
||x− y||2 = 2− 2〈x, y〉 ≤ 2− 2
√
1− r2/2 ≤ 2− 2(1− r2/2) = r2.
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x
−x
y
−y
Figure 8. F−1(B(px, r))
By (7.2),
Φ(σd−1)(B(px, r)) = σd−1(Φ−1(B(x, r))) = 2σd−1(Cr(x)) ≤ 2
d− 1γdr
d−1.

7.6. Expected value of coherence. Let X = {xi} ∈ S(d,N) be a random configu-
ration on the sphere where each point is selected from a uniform distribution on the
sphere. Let Θ = min
i 6=j
arccos〈xi, xj〉, so
(7.5) ξ(X) = max
i 6=j
|〈xi, xj〉| ≥ max
i 6=j
〈xi, xj〉 = cos Θ ≥ 1−Θ2/2.
It is proven in [19, Theorem 2] that FN(t) := Pr(N
2/(d−1)Θ ≤ t) → F (t) where
F (t) = 1− exp(− γd
2(d− 1)t
d−1) is supported on (0,∞).
In order to compute the expected value of Θ2, we define GN(s) := Pr(N
4/(d−1)Θ2 ≤
s) = FN(
√
s) → F (√s). By a similar argument as the one in [16, Corollary 3.4], we
get
lim
N→∞
E(N4/(d−1)Θ2) = lim
N→∞
∫ ∞
0
(1−GN(s))ds
=
∫ ∞
0
1− F (√s)ds =
∫ ∞
0
exp(−1
2
κds
d−1
2 ) := Cd
By (7.5), we have
E(ξ(X)) ≥ E(1−Θ2/2) ∼ 1− Cd
2
N−
4
d−1 .
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