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Multilayer neural networks have been applied to Brain
Computer Interface (BCI), which is one of hopeful in-
terface technologies between humans and machines. In
this paper, first, features extracted by the neural net-
work are analyzed based on correlation coefficients of
connection weights from the input layer to the hid-
den layer. There some relations between the correla-
tion coefficients and classification accuracy. Second,
two kinds of generalization techniques, including adding
small random noises to the input data and decaying con-
nection weight magnitude, are applied. Their usefulness
are analyzed and compared. The former is better than
latter. In our previous work, the classification accuracy
of 64% ∼ 74% have been achieved. By applying the
generalization techniques the accuracy is improved up













































































































































































Task(Hidden No) 1(4) 1(9) 2(11) 2(16) 3(7)
Weight 6.52 9.77 4.31 8.02 10.1
Task1(4) 1.0 0.73 -0.56 -0.89 -0.06
Task1(9) 0.73 1.0 -0.06 -0.49 -0.30
Task2(11) -0.56 -0.06 1.0 0.82 -0.65
Task2(16) -0.89 -0.49 0.82 1.0 -0.35
Task3(7) -0.06 -0.30 -0.65 -0.35 1.0
Task3(17) -0.21 -0.11 0.43 0.47 -0.51
Task4(5) 0.24 -0.06 0.17 -0.10 -0.32
Task4(6) 0.70 0.59 -0.13 -0.44 -0.40
Task5(2) -0.31 -0.35 0.45 0.32 -0.16
Task5(8) -0.59 -0.53 0.40 0.47 0.13
Task(Hidden No) 3(17) 4(5) 4(6) 5(2) 5(8)
Weight 9,69 3.41 5.26 9.09 8.20
Task1(4) -0.21 0.24 0.70 -0.31 -0.59
Task1(9) -0.11 -0.06 0.59 -0.35 -0.53
Task2(11) 0.43 0.17 -0.13 0.45 0.40
Task2(16) 0.47 -0.10 -0.44 0.32 0.47
Task3(7) -0.51 -0.32 -0.40 -0.17 0.13
Task3(17) 1.0 0.30 0.16 0.09 0.04
Task4(5) 0.30 1.0 0.31 0.67 0.32
Task4(6) 0.16 0.31 1.0 -0.43 -0.75
Task5(2) 0.09 0.67 -0.43 1.0 0.88
Task5(8) 0.04 0.32 -0.75 0.88 1.0
2:
B M L R C
B 8 1 1 0 0
M 1 8 1 0 0
L 1 1 6 1 1
R 0 1 0 9 0



































Task(Hidden No) 1(5) 1(11) 2(9) 2(14) 3(7)
Weight 9.03 8.42 7.17 2.76 7.73
Task1(5) 1.0 0.53 -0.45 0.08 -0.53
Task1(11) 0.53 1.0 0.13 -0.08 0.31
Task2(9) -0.45 0.13 1.0 0.29 0.79
Task2(14) 0.08 -0.08 0.29 1.0 -0.01
Task3(7) -0.53 0.31 0.79 -0.01 1.0
Task3(12) 0.24 0.87 0.12 -0.09 0.37
Task4(3) -0.51 -0.73 0.06 0.21 -0.26
Task4(18) -0.22 -0.41 0.07 0.47 -0.25
Task5(10) 0.01 -0.33 -0.38 0.31 -0.30
Task5(20) -0.11 0.05 -0.13 -0.12 0.25
Task(Hidden No) 3(12) 4(3) 4(18) 5(10) 5(20)
Weight 5.13 10.1 5.72 17.33 5.53
Task1(5) 0.24 -0.51 -0.22 0.01 -0.11
Task1(11) 0.87 -0.73 -0.41 -0.33 0.05
Task2(9) 0.12 0.06 0.07 -0.38 -0.13
Task2(14) -0.09 0.21 0.47 0.31 -0.12
Task3(7) 0.37 -0.26 -0.25 -0.30 0.25
Task3(12) 1.0 -0.44 -0.14 -0.30 -0.03
Task4(3) -0.44 1.0 0.81 0.09 -0.49
Task4(18) -0.14 0.81 1.0 0.33 -0.49
Task5(10) -0.30 0.09 0.33 1.0 0.26








g(n) = g0 + (1− g0)
1− e2pian
1 + e2pian
, n ≥ 0 (2)
wˆ(n) = g(n)w(n) (3)


















Weight Decay 82.0 4.0 0.954





Weight Decay 60.0 4.0 0.938
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