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SUMMARY
This thesis studies two topics. In the first part, we study the spectrum reconstruction
technique. As is known to all, eigenvalues play an important role in many research fields
and are foundation to many practical techniques such like PCA(Principal Component Anal-
ysis). We believe that related algorithms should perform better with more accurate spec-
trum estimation. There was an approximation formula proposed by[1], however, they didn’t
give any proof. In our research, we show why the formula works. And when both number
of features and dimension of space go to∞, we find the order of error for the approxima-
tion formula, which is related to a constant c-the ratio of dimension of space and number
of features.
In the second part, we focus on some applications of Naive Bayes models in text clas-
sification problems. Especially we focus on two special situations: 1) there is insufficient
data for model training; 2) partial label problem. We choose Naive Bayes as our base model
and do some improvement on the model to achieve better performance in those two situa-
tions. To improve model performance and to utilize as many information as possible, we
introduce a correlation factor, which somehow relax the conditional independence assump-
tion of Naive Bayes. The new estimates are biased estimation compared to the traditional




ANALYTICAL FORMULA FOR SPECTRUM RECONSTRUCTION
1.1 Introduction
Our research is about a simple analytical formula for the difference between the sample
covariance and ground truth covariance spectrum of large multivariate normal data. We let
both of the sample size and the dimension, in which the data lives, go to infinity at the same
time. We show why a simple analytical approximation formula for the difference between
sample spectrum and ground truth spectrum 1.4.25 and similarly 1.3.18 holds in certain
cases. These formulas have already been introduced in [1], but are without a justification
of why they should hold. In section 1.3, we show that the approximation 1.3.18 holds when
a given condition 1.3.25 on the size of the sample holds. This condition is for eigenvalues,
which are of somewhat larger order at least O(n0.5) as we argue. Note that this result is
not asymptotic and we use the result of Lounici and Koltchinskii [2] allowing to bound the
error matrix in covariance estimation.
In Section 1.4, we consider the situation where the sample size is a large constant times
the space dimension. We show that by taking the constant big enough, we get approxima-
tion 1.4.25 to hold as good as we want (relative error as small as we want) on the inside.
Let us first give the background of the problem: Assume that Z is a n by p data matrix.
Assume, for example, that each column of Z is a point in a machine learning problem.
Note that the product matrix ZtZ contains all the inner products between columns. Here
Zt represents the transpose of Z. It is then easy to see that from ZtZ we can find all the
relative positions of the column vectors with respect to each other. We view them as vectors
of Rn. So, any machine learning algorithm, of which output depends only on the relative
position of points to each other, would only need ZtZ as input rather than Z given the input
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points for the algorithm are the columns of Z.
We consider a random matrix Z with i.i.d. columns distributed each like a random vec-
tor ~Z = (Z1, Z2, . . . , Zp), which we assume to have zero expectation due to standardizing
the data done before using most machine learning algorithms. Then, the sample covariance





and is an unbiased estimate of the covariance COV[~Z]. The covariance matrix
COV[~Z] = (E[Zi · Zj])ij (1.1.2)
will be called the ground truth covariance. Now, the sample covariance as estimate of the
ground truth covariance is very bad as long as n < p since then 1.1.1 is defective, which
means it has some eigenvalues approximating 0 assuming COV[~Z] has no zero eigenvalues.
This is the problem that affects many machine learning algorithms and it is also called
the curse of dimensionality. In traditional statistics, one assumes p fixed while n goes to
infinity. In modern high dimensional statistics, one lets n = c · p, where c is a constant not
depending on p. This implies that both n and p go to infinity at the same time, which is
the situation we consider in our research. In the case that c is not large enough, as already
mentioned the sample covariance is a very bad estimate of the true covariance since its
small eigenvalues will be much smaller than the corresponding eigenvalues of ground truth
covariance.
Now we will assume that we are dealing with multivariate normal vector ~Z. We denote
by σ2j , the j-th eigenvalue of the covariance COV[~Z] in descending order. So the spectrum
of the covariance matrix is
σ21 ≥ σ22 ≥ . . . ≥ σ2p (1.1.3)
and the corresponding eigenvalues of the sample covariance will be denoted by σ̂2j and
2
(a)
Figure 1.1: Covariance Spectrum vs Ground Truth Spectrum when n = p/2
(a)
Figure 1.2: Covariance Spectrum vs Ground Truth Spectrum when n = 2*p
3
hence
σ̂21 ≥ σ̂22 ≥ . . . ≥ σ̂2p. (1.1.4)
The topic of this chapter 1 is reconstruction of 1.1.3 when given only 1.1.4 in the context
of normal data. Note that when both n and p go to infinity, the fluctuation of 1.1.4 is
of smaller order than the values themselves. So for practical purposes we can consider
the spectrum 1.1.4 to be non-random. In traditional statistics, where p is fixed as n goes
to infinity the opposite is true. The unit-eigenvectors of the covariance matrix 1.1.2, are
called Principal Components. When we represent the vector ~Z in the coordinate system of
the Principal Components the new coordinates are uncorrelated. For a normal vector this
implies independence. So, let
~X = (X1, X2, . . . , Xp)
denote the vector ~Z expression in the Principal Components of COV[~Z]. So the random
vector ~X is a normal vector with independent normal components where
V AR[Xi] = σ
2
i
for i = 1, 2, . . . , p. So, we will also express the data matrix in the coordinate system of the
PCA, which means that each row of Z is going to be expressed in the basis of the PCA.
Hence, we will not work with the data matrix Z, but instead with a data matrix X , where
each row is an independent copy of ~X . This means that X is a n × p matrix, with i.i.d
rows where columns are also independent. In the j-th column we have normal entries with





and the ground truth covariance is the diagonal matrix
COV[ ~X] =

σ21 0 0 . . . 0
0 σ22 0 . . . 0
0 0 σ23 . . . 0
. . .
0 0 0 . . . σ2p

We will also designate the ground truth covariance by Σp and hence
Σp := COV[ ~X]





σ1 0 0 . . . 0
0 σ2 0 . . . 0
0 0 σ3 . . . 0
. . .
0 0 0 . . . σp

Then the data matrix X has same distribution as N · Σ1/2p , where N is a n times p matrix







p N t ·NΣ1/2p
n
(1.1.5)
Now, we use the property that the product of square matrices A · B has same spectrum as
B · A. We let A be the matrixΣ1/2p , and B be N t · NΣ1/2p . So, after applying the rule that
5





is identical with the spectrum of the sample covariance 1.1.5, which is AB.
Now free probability theory tells us that the spectrum of the product of two independent
symmetric random square matrices converges as long as each matrix’s spectrum converges.
Actually in order to have the convergence, we need random matrices to be unitary invariant,
which is indeed the case here as N tN satisfies the condition. For this we let the dimension
of the matrices go to infinity. During that convergence process, their spectrum converges
to a ”finite” limiting distribution. The limit of the product’s spectrum is called the Free
Product of the limiting distributions of each spectrum taken separately. We can apply this
to the product on the right side of 1.1.6 as long as the spectrum of Σp converges, when
p goes to infinity. In that case, the product must converge to a free product. That is the
free product of the limiting distribution for Σp, with that of
(Nt·N)
n
. In 1967, Vladimir




is now named after the authors, namely Marchenko–Pastur distribution. This is the case
when both n and p go to infinity at the same time. Therefore, n
p
converges to a non-zero
fixed limit, which we denote by c. The limiting law depends on c.
So, from our explanation of free probability, in the case of COV[X] ’s spectrum admit-
ting a limiting law FΣ, the sample spectrum is a free product of Marčenko-Pastur law and
FΣ. By computing the S-transform explicitly, one can obtain a formula of the limiting law
of the sample spectrum. See Bai and Yin [4], Yin, Bai and Krishnaiah [5], Silverstein [6],
and many others. The main result is summarized as follows:
Theorem 1.1.1. Given the following conditions,
1. Suppose entries of Np = (Ni,j)n×p are i.i.d. real random variables for all p.
2. E[N1,1] = 0, E[|N1,1|2] = 1.
6
3. Let n/p→ c > 0 as p→∞.
4. Let Σp (p × p) be non-negative definite symmetric random matrix with spectrum






such that FΣp almost surely converges weakly to FΣ on [0,∞).
5. Np and Σp are independent.




p , denoted as FWp almost surely
converges weakly to FW . FW is the unique probability measure whose Stieltjes transform
m(z) =
∫ dFW (x)
x−z , z ∈ C
+ satisfies the equation
− 1
m




dFΣ(t) ∀z ∈ C+ (1.1.7)
So, recall the topic of this chapter is reconstructing the ground truth spectrum given
only the spectrum of the sample covariance. Currently most methods for this problem are
”free-probability based”. That is they attempt to solve the equation 1.1.7 to get an estimator
of the true spectrum FΣ. Take the sample covariance spectrum as if it would be the limit,
which is taking FWp for the distribution FW in order to get the Stieltjes transform m(z).
So, instead of m(z), we use mp(z) in 1.1.7. Then solve, which is finding FΣ solving 1.1.7
and pretending it is FΣp . In such an approach one hopes that there is only a little difference
between the observed spectral distribution for a given p and the limiting distributions. Such
an approach based on free probability theory was pioneered by EI Karoui [7], and then Bai
etc. [8], and recently by Ledoit and Wolf [9]and [10]. It’s not surprising that as dimensions
grow, consistency is achieved by the free probability approach. But a disadvantage is that
the recovered spectrum is still far from the true spectrum for small or moderate size of p
since the method operates as if the data given would already be in the ”free-probability
limit”. Another problem with the free probability approach is that the spectrum of the
ground truth covariance needs to converge for free probability to be applicable. However,
7
in real data, there is always different order eigenvalues: some have order O(1) and some
have order O(p).
In[1], Matzinger etc. proposes 2 methods to reconstruct population spectrum based
on sample spectrum. The first one is a simple algebraic formula to reconstruct population
eigenvalues given sample eigenvalues. It is our formula 1.4.25. Unless the structure of
population spectrum is too flat, this estimation performs well. Note that our formula can
be interpreted as: the relative error between sample spectrum and ground truth spectrum
is approximately the Stieltjes transform of sample spectrum. Indeed, our approximation

























where for the integral over the spectral measure FWp we make the convention that we leave
out the atom at σ̂2i since otherwise we would have 0 in the denominator of the summation.
(Also, as usual we have n = c · p). Note that on the very right side of 1.1.8, we have
the Stieltjes transform of the empirical distribution of the sample covariance spectrum.
The second method proposed by Matzinger etc.[1] is a fixed point method. The second
approach is more computation-expensive but achieves a more accurate estimate, and we
won’t treat it here. Our research focus on the first approach proposed by Matzinger etc all
[1]. We do a deeper analysis on the error term and theoretically show it is negligible under
certain condition. We also present a similar formula 1.3.18 but where sample covariance
and covariance spectrum are inverted.
In most situations, researchers use the spectrum extracted from a sample matrix, espe-
cially the sample covariance matrix, which brings in some error due to sample estimation
bias. Therefore, estimating the eigenvalues of a population covariance matrix from a sam-
ple covariance matrix is of fundamental importance. The population spectrum will provide
us more accurate essential information about the structure of the data problem[11].
8
1.2 Related Work
Both of eigenvalues and eigenvectors have significant influence in mathematics and real
life. Theoretically, they can be applied in linear algebra, differential operators and dynamic
equations such as matrix diagonalization, eigen decomposition, eigenvector-eigenvalue
identity and solving differential equations. Apart from mathematics, researchers also utilize
the properties of eigenvalue and eigenvector in Schrödinger equation[12], geology[13] and
vibration analysis. The widely known application would be Principal Component Anal-
ysis(PCA)[14], which is used in dimension reduction[15], feature selection[16, 17, 18],
K-means clustering[19] and general text classification problems[20, 21, 22, 23].
In most situations, researchers use the spectrum extracted from a sample matrix, espe-
cially the sample covariance matrix, which brings in some error due to sample estimation
bias. Therefore, estimating the eigenvalues of a population covariance matrix from a sam-
ple covariance matrix is of fundamental importance. The population spectrum will provide
us more accurate essential information about the structure of the data. There are a fam-
ily of researches on spectrum reconstruction algorithms, which attempt to discretize and
adapt the free probability infinite dimensional recovery. The idea was first introduced by
[7] based on the Marčenko–Pastur equation. In[5], authors show that the spectral distribu-
tion of a central multivariate matrix converges to a a limit distribution in probability. Then
in[4] the convergence of the spectral distribution of the sample covariance matrix to the
semicircle law was proved given the assumption that Xp = [Xij]p∗n has iid entries and
E(X411) < ∞, var(X11) = 1. A similar result on strong convergence of the empirical
distribution of eigenvalues was proved in 1995 by [6]. Recently, in[9][10] authors propose
a novel estimate of the population eigenvalues which is consistent under large-dimensional
asymptotics regardless of whether or not they are clustered, and that also performs well in
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finite sample. They find the estimate by solving the following optimization problem:







whereQn,p(t) = (q1n,p(t), . . . , q
p
n,p(t))
t is the nonrandom QuEST function. And this conver-
gence is almost surely convergence. In[24] researchers show another new method founded
on a meaningful generalization of the seminal Marcenko-Pastur equation, originally de-
fined in the complex plan, to the real line.
Shrinkage is also one of methods to reconstruct population spectrum. The idea was
pioneered by Stein[25]. See also Bickel[26] and Donoho[27]. Another type of approach is
based on the moments of the spectral distributions[28], which shows a theoretically opti-
mal and computationally efficient algorithm for recovering the moments of the population
eigenvalues. Finally, there are also Physicists Burda, Gorlich and Jarosz, working on this
problem[11].
1.3 Case of Larger Order Eigenvalues
In this subsection we show the approximation formula 1.3.18 to hold when the condition
1.3.25 is satisfied. So we first write down a three dimensional vector but the formula will
still be useful in high dimension case. Now we have a sequence of i.i.d. vectors with 0
expectation:
~X, ~X1, ~X2, . . . , ~Xn
where ~Xi = (Xi, Yi, Zi) and ~X = (X, Y, Z)
10
We will assume that
E[ ~X]
= E[(X, Y, Z)]
= E[ ~Xi]
= (E[Xi], E[Yi], E[Zi])
= (0, 0, 0)
We will explain later why in many applications, this assumption is realistic. We assume








E[X2] E[XY ] E[XZ]
E[Y X] E[Y 2] E[Y Z]
E[ZX] E[ZY ] E[Z2]

Now recall the Central Limit Theorem: Assume we have variables W1,W2, . . ., which
are i.i.d, then we have for n large enough, the properly re-scaled sum is approximately
standard normal:
W1 +W2 + . . .+Wn − nE[W1]√
nσ
≈ N (0, 1)
the goal is to figure out how precise our estimates for the eigenvalues and eigenvectors are.
Since the expectation is 0, in our estimate of the covariance matrix we can leave the part





























We can now apply the Central Limit Theorem to all entries of the estimated covariance
11
matrix above. For example let’s take Wi to be Wi = XiYi. Then













N (0, 1) (1.3.1)
So take the difference E between the estimated covariance matrix and the real one, being
called the covariance estimation matrix:



































With the Central Limit Theorem applied to each of the entries of the last matrix above
in the same way as in 1.3.1.Now, let Nij be the re-scaled i, j-th entry of our covariance



























whilst Nij = Nji. By definition, the term Nij has expectation 0 and standard deviation 1.
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Clearly as n goes to∞, the Nij is asymptotically standard normal. With this notation:











Also, note that the terms N11, N22, N33, N12, N13, N23 are all pairwise uncorrelated. For
example:




X1Y1 + . . .+XnYn
n
,















Next we are going to establish the formula for the estimated eigenvalue and eigenvectors
of the covariance matrix. Again, the estimated eigenvalues and eigenvectors are simply
the eigenvectors and eigenvalues of the estimated covariance matrix. We assume σX , σY
and σz all have different values. Let A denote the covariance matrix, E again the error-
matrix, which is the difference between the estimated and the true covariance matrix. Let
~µ = (1, 0, 0)T be the first eigenvector of A = COV[ ~X]. Let λ = σ2X denote the first
eigenvalue of the covariance matrix A and let λ + ∆λ denote the first eigenvalue of the
estimated covariance matrix.
So the estimated covariance matrix is A + E, hence the true covariance matrix plus a
“perturbation” E. Let ~v = ~µ + ∆~µ be the first eigenvector for the estimated covariance
matrix and assume that ∆~µ is orthogonal to µ. Hence ∆~µ = (0,∆µY ,∆µZ)T . With these
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notations, we have:
(A+ E)(~µ+ ∆~µ) = (λ+ ∆λ)(~µ+ ∆~µ). (1.3.3)
Also, since ~µ is an eigenvector of A, we have:
A~µ = λ~µ (1.3.4)
Subtracting equation 1.3.3 from 1.3.4, we find:
(A− Iλ)∆~µ = −E~µ+ ∆λ~µ+−E∆~µ+ ∆λ∆~µ. (1.3.5)
we find the following exact equation:

0 0 0
0 σ2Y − σ2X −∆λ 0
























0 σ2YN22 σY σZN23






























(σYN12∆µY + σZN13∆µZ), (1.3.6)
which we will use to determine ∆λ. Then the p− 1 dimensional equation for ∆~µ given as
follows:  σ2Y − σ2X −∆λ 0














































where I is the identity matrix. Now, let D1 be the matrix
D1 := −
































Now when the spectral norm of D1E1 is less than 1, then we get the formula:
(I −D1E1)−1 = I +D1E1 + (D1E1)2 + (D1E1)3 + . . .
In the case where D1E1 has spectral norm quite a bit less than 1, we can approximate













with the relative error in that approximation being less than |D1E1|
1−|D1E1| . We can now plug the















σ2Z − σ2X −∆λ
), (1.3.10)
If we don’t take a three dimensional vector ~X = (X, Y, Z) but instead a p-dimensional








































Also, here σ2X1 + ∆λ represents the eigenvalue of the sample covariance, to which we
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compare the first eigenvalue σ21 of the true covariance. Note that we did not use the order
of eigenvalues, hence σ21 could be any eigenvalue of the true covariance. Also, for our
formula 1.3.11 we don’t need the fact that the ground truth eigenvalues are ordered to be




also the j-the eigenvalue of the covariance matrix COV [ ~X]. Now, σ2X1 + ∆λ can denote
any eigenvalue of the sample covariance matrix. So, let us write
σ̂21 > σ̂
2
2 > . . . > σ̂
2
p
for the eigenvalues of the sample covariance. Let i∗ be the index of the sample covariance




i∗ − σ2i (1.3.12)











where we left out the term 1√
n
σ2X1N11 which is a smaller order term. Now, for the above
1.3.13 to be useful, we need
σ2j − σ̂2i∗ (1.3.14)
not to be too small. Indeed if for example the sample eigenvalue σ̂2i∗ is equal to one of the
ground truth eigenvalues σ2j with j 6= i, then we would have zero in the denominator of one
of the terms in the sum in 1.3.13. The only way to control this is to take i∗ to be the index
of the sample eigenvalue which comes closest to σ2i . In this way, we guarantee that in our
sum 1.3.13, the expression 1.3.14 does not get beneath 0.5 times the spectral gap number i
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of the ground truth. The spectral gap is defined as follows:
spectral gapi := min{σ2i−1 − σ2i , σ2i − σ2i+1} (1.3.15)
and so we take i∗ to be defined as:
i∗ := arg min
j
(j 7→ |σ2i − σ̂2j |). (1.3.16)
The other reason for taking such i∗ is that the matrix D1 defined before may also explode
due to 1.3.14 being uncontrolled small. Now, defining ∆λi using i∗ leads t a meaningless
formula in the O(1) part of the spectrum, which has O(p) eigenvalues. So their distances
should be about O(1/p). Then, if we choose to compare σ2i with the sample eigenvalues
that come closest, we get ∆λi to be meaningless: the difference of sample spectrum and
ground truth is O(1) in that area. However, since the eigenvalues build a continuum, their
distances are infinitesimal, which means we get ∆λi defined in 1.3.6 to be infinitesimal
and not O(1). So, the current section is for an error of the spectrum larger than O(p0.5).
(Compare with the remark at the very end of this section). The case of the eigenvalues of
order O(1) is treated in the next section.
Now, we assume that the ground truth eigenvalues are spaced very regularly. So that
σ2i − σ2i+1, σ2i − σ2i+2, σ2i − σ2i+3, . . .
behave like the sequence ∆i, 2 ·∆i, 3 ·∆i, . . ., where ∆i > 0 is the spectral gap defined in










+ . . . =∞
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This has a practical importance for the expression on the right of approximation 1.3.13:
the expected value dominates the fluctuation. This means that we can replace the standard
normal random variables square N 2ij by their expectation 1 and this causes only a smaller






where N2j ’s are independent standard normals squared and the aj’s are constants. Then
the expectation of 1.3.17 is
∑
j aj and dominates the sums standard deviation as soon as
the sum
∑




that none of the aj dominates the sum is satisfied due to the series being divergent, We act
also as if σ̂2i∗ would not be random. Hence, in the sum 1.3.13 we can replace the standard
normal squareN2Ij by their expected value 1 and this will only cause a smaller order change.
Hence, given the condition1.3.25, we finally obtain our result by replacing in 1.3.13N 2ij by











So, this is our result. To prove it, we used the approximation
I ≈ (I −D1E1)−1 (1.3.19)















2 + . . .)D0.51 (1.3.20)
where D0.51 designates the square root of the matrix D1 obtained by taking all the eigenval-
ues and replacing them by their square root. We also use the geometric series development
for the last equation above:
(I −D0.51 E1D0.5)−1 = I +D0.51 E1D0.51 + (D0.51 E1D0.51 )2 + . . .
which is valid as soon as D0.51 E1D
0.5
1 has all eigenvalues strictly smaller than 1 in absolute
value. If all these eigenvalues have their absolute values much smaller than 1, then we can
use the approximation:
I ≈ I +D0.51 E1D0.51 + (D0.51 E1D0.51 )2 + . . .
replacing the expression on the right side of the equation above by I this into the right side










2 + . . .)D0.51
≈ D−0.51 · I ·D0.51
= I
20
which with the help of 1.3.20 leads
(I −D1E1)−1 ≈ I
and our 1.3.19. So, this is the last thing remaining to be proven in order to establish 1.3.18.
Again, we need D0.51 E1D
0.5
1 to have spectral norm close to zero, which is the same as
looking at the spectral norm of |D1|0.5E1|D1|0.5, where the matrix |D1|is obtained from D1
by replacing the eigenvalues by their absolute values.
Again E1 is the matrix obtained from
E = ˆCOV[ ~X]− COV[ ~X]
by deleting the first row and column. Similarly we take the diagonal matrix with j-th entry
equal to σ2j/(σ
2
j − σ̂i∗2i2) and then delete the first row and column to obtain D1 from the
finite dimensional approximation. However, we do not attempt to bound |D1E1| in what
follows. Rather, we work with bounding the spectral norm of the matrix |D1|
1
















































Recall that E is the error matrix when estimating the covariance matrix:
E = ˆCOV[ ~X]− COV[ ~X]














We note the similarity between the formula for the covariance matrix estimation error






This shows that the matrix 1.3.22 can be interpreted as a covariance estimation matrix, but
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with the eigenvalues of the covariance not being to
σY√
|σ2Y − σ2X −∆λ|
and
σZ√
|σ2Z − σ2X −∆λ|
Now, let us go back to the p dimensional case. Similarly, we get that matrix 1.3.22 is the












, . . . ,
σ2p
(σ2p − σ̂2i∗)2
where we act as if σ̂2i∗ would be non-random.
We can figure out the spectral norm of DiEi up to a universal constant thanks to the
break through result of Koltschinksi an Klounici [2]. They show that for an estimated
covariance matrix, the spectral norm of the error matrix |E| is typically bounded by









where C > 0 is a universal constant, which does not depend on n or on the sequence
σ21, σ
2
2, . . . , σ
2
p of ground truth eigenvalues. They get a hard edge sharply exponential de-
caying property for the probability to have eigenvalues bigger than the bound1.3.23. So, we
can apply the formula of koltschinksi and Lounici to our matrix 1.3.22, since that matrix is
also covariance error matrix. For this we need to replace σj by
σj√
|σ2j−σ̂2i∗ |
for every j 6= i in
our bound 1.3.23. This gives us a tied bound, which typically holds for the spectral norm
of |Di|0.5Ei|Di|0.5: So, with high probability:













Noting that for fixed i, expression
σ2j








becomes smaller as σ2j moves away from σ
2










so that we get











So for approximation 1.3.18 to hold up to a smaller error term, we simply need the ap-
proximation 1.3.19. On the other hand, for 1.3.19 to hold, we need the spectral norm of
|Di|0.5E|Di|0.5 to be close to 0. To guarantee this, we can use condition 1.3.24. So, we
need the right side of 1.3.24 to be quite a bit below 1. Formally we want a small constant ε
so that 0 < ε < 1 and 1.3.24 is less than ε, which gives the condition on the sample size n:
√










This typically will hold, for the eigenvalues of order bigger or equal to O(p
1
2 ) assuming the
eigenvalues σ2j to be regularly spaced.




j = p. Hence, if a certain type of
eigenvalues has a sum less than O(p), they would be not relevant. Hence if we consider
eigenvalues of order O(pβ) with 0 < β < 1, then there needs to be O(p1−p) of them
at least, since otherwise their sum would be too small to play an important role. If they
are spaced regularly, then the order of the spectral gap must be O(pβ/p1−β) = O(p2β−1).
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Now, with enough regularity of the eigenvalues, the expression on the right side of 1.3.25 is




. Then plugging in the formulaO(p2β−1) for the spectral
gap andO(pβ) for σ2i into 1.3.25, we get that condition that 1.3.25 is satisfied when β > 0.5
1.4 The Case of large c for the Sample Size n = c · p
The current section is for proof of an approximation formula for the difference between the
spectrum of sample covariance and ground truth covariance in the case that the constant
c is very large. For this we assume as usual a data matrix X of dimension n × p, where
n = c · p with i.i.d. normal rows with expectation 0. Then, we let p go to infinity. Our
approximation formula is supposed to hold, for large c. Again, let
COV [ ~X] = Σp := E[X
tX]
denote the p × p ground truth covariance matrix, which is also denoted by Σp. We denote
by
ˆCOV [ ~X] = Σ̂p =
X t ·X
n
the sample covariance matrix. Again, recall that we denote by σ̂2j the j’th eigenvalue of
the sample covariance and by σ2j the j-th eigenvalue of the ground truth covariance. In
previous cases, we ordered the eigenvalues in decreasing order. The goal of this section, is
to show that the approximation









holds given c is sufficiently large. The interval Jki = [i−k, i+k] is defined so that the sum

























we need to remove a few of the Y ’s closest to z.....) Here are some detailed explanations.
Again, c is constant. The idea is that if we take c really large, but then keep it constant
whilst p goes to infinity. σ̂2i − σ2i scales like 1/c. So, we define a to be:
a := c · (σ̂2i − σ2i )
We view a as a function of σ2i or equivalently as a function of σ̂
2
i . For c large enough,
a should not change a lot and we view it in terms of c as a constant, which depends on
eigenvalue we choose. Therefore, the goal of this section is to show that for c large enough,
a equals the left side of the approximation 1.4.2 up to a small order term, which would then
imply 1.4.1. Instead we are going to prove that a is the right side of 1.4.1 plus a term O( 1
C
)
at the limit after p goes to∞ holding c fixed1.4.44.
Now we assume that we have the data matrix X , which is n times p. For the matrix X ,
it has the property that all the columns and rows are independent normal random variables
with expectation 0. More specifically, we assume that there is a normal random vector of
length p with independent entries
~X = (X1, X2, . . . , Xp)
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where E(Xj) = 0 for j = 1, 2, . . . , p and X1, X2, . . . , Xp are independent. We assume that
they are independent because if we would have data with dependent columns, we could
just change coordinate system and work with principal components and so get independent




σ21 0 0 . . . 0
0 σ22 0 . . . 0
0 0 σ23 . . . 0
. . .
0 0 0 . . . σ2p

(1.4.3)
Again, we have the n× p data matrix X:
X =

X11 X12 X13 . . . X1p
X21 X22 X23 . . . X2p
X31 X32 X33 . . . X3p
...
...
... . . .
...
Xn1 Xn2 Xn3 . . . Xnp

(1.4.4)
So, the rows ofX are each distributed like ~X and independent of each other. SinceE[ ~X] =





Now, we are going to look at the data X without the i-th column. More exactly, we are
going to replace the i-th column by zeros, and then compute the sample covariance matrix.





X11 X12 X13 . . . X1(i−1) 0 X1(i+1) . . . X1p
X21 X22 X23 . . . X2(i−1) 0 X2(i+1) . . . X2p
X31 X32 X33 . . . X3(i−1) 0 X3(i+1) . . . X3p
...
...
... . . .
... 0
... . . .
...
Xn1 Xn2 Xn3 . . . Xn(i−1) 0 Xn(i+1) . . . Xnp






The above estimated covariance matrix has the i-th row and i-th column being 0. Other
entries are clearly the same as for the full sample covarianceXTX/n. Now, one eigenvalue





SUB,3 > . . . > σ̂
2
SUB,(p−1). (1.4.6)
The eigenvalues of the original sample covariance ˆCOV[ ~X] are denoted by:
σ̂21 > σ̂
2
2 > . . . > σ̂
2
p. (1.4.7)
In the lemma 1.4.2, we show the interlacing property. That is we always have:
σ̂21 ≥ σ̂2SUB,1 ≥ σ̂22 ≥ σ̂2SUB,2 ≥ . . . ≥ σ̂2p−1 ≥ σ̂2SUB,(p−1) ≥ σ̂2p







SUB,3 > . . . > σ̂
2
SUB,(p−1).
are no longer random. When we add the random i-th column to the matrix XSUB, new
eigenvalues of the full sample covariance matrix, that is σ̂21 > σ̂
2
2 > . . . > σ̂
2
p , become
random. We are going to study the evolution of ”this particle process”. That is how we
get the eigenvalues 1.4.7 from 1.4.6. Now, we denote by νj the eigenvalue σ̂2SUB,j , for all
j = 1, 2, . . . , p − 1. Again, we assume that the spectrum of the ground truth covariance
Σp = COV [ ~X] converges to a limit with distribution function denoted by FΣ as p goes to
infinity. Also, the empirical distribution of the sample covariance matrix 1.4.3 is denoted by
FWp , whilst the spectrum of the restricted sample covaraince ˆCOV [ ~X]SUB is denoted by
FWp−1 , where we leave out 0. We assume FΣp converges and so FWp must also converge to
a limit FW , so called Whishard distribution. One can, for example, determine eigenvalues
for Σp by choosing at random i.i.d. from the distribution FΣ, which means that we could
have that σ21 > σ
2
2 > . . . > σ
2
p as a set obtained by choosing p i.i.d. values from the
distribution FΣ. Or one could choose in a more regular way to get faster convergence of
FΣp . Now, in our notation σ2i is the one we leave out. When we add σ
2
i to the ground truth
spectrum, we go from the empirical distribution FWp−1 to FWp . Since we have convergence
of FWp to FW , we need
Gp := p · FWp − (p− 1) · FW(p−1) (1.4.8)
to converge weakly to FW , at least when the added eigenvalue σ2i is chosen at random from
the distribution FΣ.
At this stage we are ready to summarize the rest about how we show that our approxi-
mation 1.4.1 holds, for large c. Let’s look at a few examples first.
EXAMPLE 1: Assume for example p = 7, and that we have the spectrum of the
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restricted covariance ˆCOV( ~X)SUB given by:
{ν1 = 7, ν2 = 6, ν3 = 5, ν4 = 4, ν5 = 3, ν6 = 2}
whilst the full sample covariance ’s ˆCov( ~X) spectrum would be:
{σ̂21 = 7, σ̂22 = 6, σ̂23 = 5, σ̂24 = 4.5, σ̂25 = 4, σ̂26 = 3, σ̂27 = 2}.
we see that the difference consists in one point, which has been added. We will denote that
point by ξ, so in the current example, we find ξ = 4.5. In reality it is unlikely that only one
points gets added. So, let us look at a more realistic example.
EXAMPLE 2: Again p = 7 and let spectrum of ˆCOV( ~X)SUB be as before ,but the
spectrum of the ground truth be changed to:
{σ̂21 = 7, σ̂22 = 6, σ̂23 = 5.5, σ̂24 = 4.5, σ̂25 = 3.5, σ̂26 = 3, σ̂27 = 2}.
In this case, eigenvalues ν1, ν2, ν5, ν6 are not changed, but all the others are. So we could
not view the change as adding one single point. However, we will still do so by viewing
the point added ξ to be a random variable with a density function, which is zero outside the
interval [3.5, 5.5] and centered maybe, in the current case, at 4.5. Indeed in that interval the
total number of points get increased by one when you go from restricted sample covariance
matrix spectrum to full sample covariance. There are two approaches presented in our re-
search. One is heuristic and maybe easier to understand. It first shows when we take C > 0
really large, we get a situation like the one presented in the current example: most eigen-
values barely change when we add the additional dimension to go from ˆCOV( ~X)SUB to
ˆCOV( ~X). And the most serious change happens in a restricted interval, which is centered
in a certain location. That location could be viewed as the place where we added a point.
The heuristic argument is then to say that if the additional eigenvalue σ2i is the i-th eigen-
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value of the ground truth spectrum, then this should also add a ”point” in the i-th position
of the sample covariance. If we assume this to be true, one explains in Section 1.4.2, that
this translates into our formula 1.4.1 holding up to a small error term.
Now, the approach we pursue in the rest of this Section is obtained by writing down the
equation for the distribution of ξ. Let us see one more example:
EXAMPLE 3: Take the same restricted spectrum as before, but let the spectrum of the
full sample covariance be:
{σ̂21 = 7.1, σ̂22 = 6.1, σ̂23 = 5.5, σ̂24 = 4.5, σ̂25 = 3.5, σ̂26 = 2.9, σ̂27 = 1.9}
So, this time all the eigenvalues are changed a little bit. However, those further from center
are changed much less. So, how could we model this as one point ξ added to the spectrum?
The answer is that we take the ratio of how much they get moved to the spectral gap as the
probability distribution function. For example, we see, in current example, that between
ν2 and σ̂22 , there is only a distance of 0.1. So we will assume that the random variable ξ,
which represents the change in spectrum as one point random variable added, would have
a probability of 0.1 to be to the left of ν2. In other words, we model the probability of ξ by
the ratio:






or we should probably take the expectation on the right side of the equation above. If we
take the distribution function Gp as defined in 1.4.8, then at the limit we should get FW . So
a microscopic moving average of Gp should converge to FW as well. Recall that we had
defined a to be
a = c · (σ̂2i − σ2i )
The goal is to determine a at the limit when p goes to infinity. The way to calculate a is
as follows. At the limit we know that ξ must have limit distribution FW . Recall that we
denote by σ2i the eigenvalue of the ground truth covariance matrix. Now, we can add a
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value chosen at random among σ21, σ
2
2, . . . , σ
2
p−1. In this way, we get a random variable T
with probability distribution FΣp−1 . Then, σ̂2i is a random variable with distribution F
Wp ,
which we denote by S and we get
σ2i = T = S −
a(S)
c
In order to calculate the value of a, what we do in the remainder of this section is
simple: since ξ and S are supposed to have the same probability distribution FW at the
limit, we write the equation:
P (S ≤ x0) =
∫
P (ξ ≤ x0|S = s)dFW (s). (1.4.10)
which is held for every x0. Now, this is one equation and we have one unknown a. So
we can solve for a given a formula for the conditional probability in the integral on the
right side of 1.4.10. This formula is obtained from an exact formula 1.4.52 and 1.4.53 for
σ̂2j −σ2i . This leads to the approximation 1.4.54, which holds up to a small order term. And
we can rewrite the approximation as:

















where N1,N2, . . . ,Np−1 are conditioned on ν1, . . . , νp−1 i.i.d. standard normal. Also, the
interval JKj = [j −K, j +K] is to leave out enough uncontrolled small term in the sum on
the right of 1.4.11, so as to get the sum to be close to the corresponding indefinite integral.
Similar equation to 1.4.54 is given in [1]. However, the novelty of our research is that
we understood this equation and 1.4.11 is not to determine the macroscopical difference
between sample spectrum and ground truth. Rather it is to determine the evolution of
sample viewed as particle process as we add one additional dimension to the data each
time step and observe the resulting evolution. Indeed, by the interlacing property we know
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that
σ̂2j ∈ [νj−1, νj] (1.4.12)
so conditioning on ν1, ν2, . . . , νp−1 the macroscopical position of σ̂2j is no longer to be
determined. It is its microscopical relative position within the interval on the right of 1.4.12,





Now note that we can solve equation 1.4.11 to determine the value of σ̂2j inside the interval
1.4.12. Also, note that the left side of 1.4.11 is not affected by the exact position of σ̂2j
inside that interval except for a small order term. Hence, the value of the ratio 1.4.13 can
be viewed as the value of a function g(.) of the left side of 1.4.11. The same thing holds
when we take the expectation:
g
c · (σ̂2j − σ2i + σ2ic ∑s/∈JKj νsνs−σ̂2j )
νj · σ2i · fW (νj)





where we replaced p/(νj−1 − νj) by the probability density fW at the limit. We assume
that microscopically the adjacent spectral gaps have a joint distribution, which asymptoti-
cally does not depend on location or scale once re-scaled by νj − νj−1. We know that the
conditional probability for ξ is less than x0, P (ξ ≤ x0|S), is given by the expected ratio on
the right side of 1.4.14 according to 1.4.9. We can thus replace the conditional probability
inside the integral on the right side of 1.4.10 by the expression on the left of 1.4.14. We
would then put σ2i = S − a(S)/c and put both νj and σ2j equal to x0 in the expression on
the left of 1.4.14 and solve. This would work if we could determine the function g(.). Al-
ternatively, for large c we do not need to know everything about g(.). Instead, it is enough
to know for large z how g(.) behaves. In the present case, we argue that g(x) ≈ 1/|z| as
long as z is larger in absolute value than a certain constant.
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So, this is the method how to determine a: we take equation 1.4.10 after plug in the
formula given for the conditional probability by 1.4.14 and solve for a.
Next we are going to discuss the detail of it. it turns out that for calculation it is easier
to do in two steps: first calculate the change in probability when going from S to T =
S−a(S)/c, then the change in probability from T to ξ. Let us first give one more numerical
example, where we can study in details:
EXAMPLE 4: We are dealing with a signed measure. Assume that p = 6. And, the










So, note that Gp takes the following values:
Gp(x) 0 1 0 1 0 1 0 1
x ∈ [−∞, 0.9) [0.9, 1) [1, 1.9) [1.9, 2) [2, 2.5) [2.5, 3) [3, 3.3) [3.3, 4)
Gp(x) 0 1 0 1
x ∈ [4.4.2) [4.2, 5] [5, 5.2) [5.2,∞]
First note that due to the interlacing property, we have
σ̂21 < ν1 < σ̂
2
2 < ν2 ≤ . . . ≤ ν5 ≤ σ̂26
which implies that the function Gp is alternating between values 0 and 1. The probability
distribution function of a random point is increasing and can not be alternatively going up
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Figure 1.3: Spectrum Comparison for Example 4
and down like Gp does. When we consider our numerical example, we see that ν1 and σ̂21
are close to each other. Similarly, in our current example,
ν1 ≈ σ̂21, ν2 ≈ σ̂22, ν4 ≈ σ̂25, ν5 ≈ σ̂26 (1.4.15)
So, in a very rough approximation we could say that going from spectrum
{ν1, ν2, ν3, ν4, ν5} (1.4.16)
to the spectrum
{σ̂21, σ̂22, σ̂23, σ̂24, σ̂24, σ̂25, σ̂26} (1.4.17)
we ”add a point in the area [ν2, ν4]”. Now, in the interval [ν1, ν2] the function Gp is 0 on an
sub-interval of length 0.9 and 1 on a sub-interval of length 0.1. So, on average it is 0.1 on





so, if we would do a local smoothing, that is a moving average ofGp. The value between ν1
and ν3 would probably be close to 0.1. The moving average happens if we re-simulate the
situation many times and then take the average. Now, when we take a moving average of
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Gp, we would get those values. Again in reality we are interested in a case with very large p.
So instead of z 7→ Gp(z), we take the map z 7→ E[Gp(z)], we get a local moving average
since we consider values ν1, ν2, . . . , νp to be random. But by concentration of measure
they fluctuate only microscopically. Hence the moving average will only be microscopical
instead of macroscopical. When instead of simulating the data X once, we simulate it
many times and then build the average of the function z 7→ Gp(z). For every simulation
we get one realisation of Gp(z). That is for every z ∈ R, we get a long term average value
for Gp(z) denoted by E[Gp(z)]. In our example, for z in [ν1, ν2], E[Gp(z)] would probably
be close to 0.1. Of course, we need larger p for this work well.
So here z is non-random. The formula for the value of E[Gp(z)] at z = νj should thus





Let fWp denote the probability density of the spectrum of the sample covariance. We





We can express the expected distance between eigenvalues in function of the density func-
tion fWp:
E[νj−1 − νj] ≈
1
p · fWp (νj)
. (1.4.20)
Recall that by interlacing property, we have that σ̂2j is in [νj−1, νj]. The exact location of
σ̂2j is determined by an equation. This equation including the unknown y, in a slightly













under the constrain y ∈ [νj−1, νj]. The value hj is given and we will look at it later. Now
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assume that hj > 0. Then the solution y must be on the right half of the interval [νj−1, νj].







most 0.5 in absolute value. So, this leads to the solution of 1.4.21 to satisfy
y − νj ≈
νj · σ2i
p · hj · c
, (1.4.22)
We can now combine 1.4.22, 1.4.20 and 1.4.19 to obtain:
E[Gp(νj)] ≈
νj · fWp · σ2i
c · hj
. (1.4.23)
Again, recall that we take the sample size to be equal to n = c · p, where p is the dimension
of the space. We take c very, very large but it is a fixed constant, whilst p goes to infinity.
The formula for hj is given as:
hj := σ̂
2












where JKj is the integer interval [j − K, j + K − 1] and K is a constant of order O(1).
The formula 1.4.21 with our choice of hj given in 1.4.24 is obtained from 1.4.54, which
we prove in the next subsection. We will mention more on that later. Now our goal in this
subsection is to show the approximation:








to hold ”as well as we want” given c large enough. Note that σ̂2i −σ2i is going to be of order
O( 1
C
). So we multiply the left side of 1.4.25 by 1/c. We define a, the re-scaled difference:





So, to say that the approximation 1.4.25 holds as good as we want given c large enough,
would mean that the difference between left and right side of 1.4.25 is behaving like o( 1
C
),
where a is a O(1) constant different from zero. So, we can treat a like a constant, which is
only minimally affected by c, but it depends on σ2i .
Now, we can also view j 7→ hj as a function of νj instead of a function of the index j.
This is done by putting
h(νj) := hj.
So, let us recapitulate: we add one additional dimension column to the data-matrix
XSUB. This means that we add one additional eigenvalue σ2i to the ground truth covariance.
The change in spectral distribution due to adding this one dimension is given by the distri-
bution functionGp defined in 1.4.8. The total value ofGp , which isGp[(−∞,∞)] = 1. Gp
represents a signed measure with positive part having norm p and the negative part having
norm p−1. Now, z 7→ Gp(z) is not yet the distribution function of a random variable, since
it is not increasing (it represents how all the points in spectrum get change). But we would
like to view the change in spectral measure as one point added, which means instead of Gp
we would like to have the distribution of one random point, i.e. the distribution function of
a random variable. Then we take a local moving average of Gp(z), which corresponds to
taking E[Gp(z)]. In this way, we obtain a probability distribution function. It means that
we can view the change in spectrum as if ”one random point ξ was added”. We have an
exact formula for the probability distribution of ξ. So our point is: there exists a symmetric
function g(.) around the origin so that if x0 < bi we have:




σ2i · x0 · fW (x0)
)
. (1.4.26)
and for x0 > bi we get








bi is the place where function z 7→ h(z) is zero. Furthermore for a constant K, we have
that if |z| ≥ K, then g(z) ≈ 1/z. Now we are going to choose the value for σ2i randomly
among all values of σ21, σ
2
2, . . . , σ
2
p . In this way σ̂i is also random. Thus σ̂i is chosen
randomly among all the eigenvalues of the sample covariance. Hence, it is a random value.
It will be denoted by S ;
S := σ̂2i
and the random variable S has distribution given by FWp . With this we find
σ2i = S −
a(S)
c
which we define as the variable T , so that




Next we look at hj given in 1.4.24 and find with our notation:















 ≈ −∫ s
s− z
fWp(s)ds
Since now σ̂2i is random, namely the random variable S, when x0 is to the left of the 0 of
the function h(x0, .) we can rewrite equation 1.4.26 as
P (ξ < x0|S) = g
(
c · (x∗0 − T )












similarly for x0 to the right of the zero of hj , we get
P (ξ > x0|T ) = g
(
c · (x∗0 − T )
T · x∗0 · fW (x0)
)
. (1.4.29)
Now at the limit S will have as distribution FW , but the random variable ξ must also have
the same distribution at the limit. We can view the process going from S to ξ as a two step
process: first we go from S to T = S − a(S)
c
Then, we go from T to ξ. Since ξ and S have
same distribution, after going to the limit we have that for a fixed non-random x0, we must
have equality
P (S ≤ x0) = FS(x0) = Fξ(x0) = P (ξ ≤ x0)
when p goes to infinity. So as we go from S to T then go from T to ξ, the change in the
probability distribution function must cancel out, which is
FT (x0)− FS(x0) = −(Fξ(x0)− FT (x0)) (1.4.30)
Now we assume that s 7→ a(s) is a continuous function. Locally it can be considered like
a constant. We also assume it bounded. When we go over from S to S − a(S)
C
, then locally
at x0, this corresponds to a translation of the probability measure of the random variable S
by a small distance a(x0)
C
. Now, in a small interval of size ∆x, there is a probability mass
equalling approximately the size of the small interval ∆x times the probability density in
that area. So, the amount of probability mass crossing from right to left the point x0 is
approximately fS(x0) · a(x0)C . But since the random variable S at the limit has distribution
Fw, we get that





So what is the change due to going over from the variable T to ξ? Formula 1.4.31 shows
that there is long distance mass transportation on a scale 1
C
. In other words, the change
Fξ(x0)−FT (x0) is due to the probability mass, which is to the right of x0 under the random
variable T and gets to the left of x0 under ξ. Then, there is also mass leaving the interval
[−∞, x0]. That is the probability mass which under T is below x0 and after is to the right.
In other words, we get the formula
Fξ(x0)− FT (x0) =
∫ ∞
x0
P (ξ < x0|T = t)fT (t)dt−
∫ x0
−∞
P (ξ > x0|T = t)fT (t)dt.
We want to replace the conditional probability on the right side of the last equation above






c · (x∗0 − T )







c · (x∗0 − T )




What is the problem with the above? The problem is that our formulas 1.4.28 for P (ξ ≤
x0|S), we need to have 0 of the function h(x, S) to be to the left of x0. Otherwise, we get
1 minus the formula. So, we would get
P (ξ ≤ x0|S) = 1− g
(
c · (x∗0 − T )
T · x∗0 · fW (x0)
)
For S and T large enough, this is never going to be the case. Recall that h(x, S) is defined
as









If we set h(x, S) = 0, it yields the equation
x · (1 + Φ(x))−1 = S − a(S)
C
(1.4.33)
this would yield a zero as a function of S: x(S). Now, we want to know when that zero of
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the problem is not really there. Because this is the interval, where S is to the
right of x0 but the corresponding T is to the left. So, for our calculation T must go to the
right and not jump to the left.
In other words, in order to correct 1.4.32, we need to replace the function g(.) by 1−g(.)
when S is in the interval [x0 +
a(x)
C
, x∗ + a(x0)
C
]. This corresponds to the interval from x0 to
x∗0 for T . In other words, since formula 1.4.32 is written with the integrator T we have to
replace the function g(.) by 1− g(.) on the interval [x0, x∗0]. This is the same as change of






C · (x∗0 − T )







C · (x∗0 − T )









C · (x∗0 − T )







C · (x∗0 − T )










C · (x∗0 − T )







C · (x∗0 − T )









C · (x∗0 − T )









C · (x∗0 − T )






where K∗ is a constant, which we take sufficiently large so that expression inside the func-
tion g(.) is larger in absolute value than K as long as







We can do this because T and fW (x0) are supposed to be bounded constants. so, in other
words, we have, when 1.4.40 holds,
| C · (x
∗
0 − T )
T · x∗0 · fW (x0)
| ≥ K
However, recall that K is the constant so that for z with |z| > K, we have approximately
g(z) = |1/z|. Hence, when 1.4.40 holds, we have that
g
(
C · (x∗0 − T )
T · x∗0 · fW (x0)
)
≈ T · x
∗
0 · fW (x0)








C · (x∗0 − T )







C · (x∗0 − T )








∣∣∣∣T · x∗0 · fW (x0)C · (x∗0 − T )











T · x∗0 · fW (x0)




T · x∗0 · fW (x0)

















C · (x∗0 − T )







C · (x∗0 − T )
T · x∗0 · fW (x0)
)


















C · (x∗0 − T )









C · (x∗0 − T )
T · x∗0 · fW (x0)
)





due to the symmetry of g(.). To see why the last order above holds, simply replace t in the
numerator above by x∗0. Then by symmetry expression 1.4.43 is exactly zero. Combining










But at the limit as p goes to∞, we have that T has the distribution of the sample spectrum
at the limit. Hence, we can replace FT by FW . Furthermore x0 and x∗0 are at a distance











which is the main result we want to prove. Or rather, we want the approximation 1.4.1 and
instead we proved the version at the limit after p goes to∞. That version at the limit should
imply that the discrete version holds, for p large enough.
1.4.1 Derivation for Main formula about the Effect on Eigenvalues of Adding One Dimension
Now, we are going to change coordinate system. We take the i-th canonical vector ~ei in
Rp. And in the orthogonal complement space to ~ei, we take the principal components of
the restricted sample covariance matrix
ˆCOV[ ~X]SUB.
In this way, we notice that the matrix ˆCOV[ ~X]SUB and ˆCOV[ ~X] are identical except in
the i-th column and row. Again, ˆCOV[ ~X]SUB. has its i-th row and column containing only
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0’s. Since we use the principal components of ˆCOV[ ~X]SUB as basis, it becomes a diagonal




ν1 0 . . . 0 0 0 0 0
0 ν2 . . . 0 0 0 0 0
. . .
0 0 . . . νi−1 0 0 . . . 0 0
0 0 . . . 0 0 0 . . . 0 0
0 0 . . . 0 0 νi+1 . . . 0 0
. . .
0 0 . . . 0 0 0 . . . νp−1 0
0 0 . . . 0 0 0 . . . 0 0

(1.4.45)
where for simplicity of notation we denote σ̂2SUB,j by νj for ∀j = 1, 2, · · · , p − 1. So we
have ν1 > ν2 > . . . > νp ≥ 0 Then we add a p × p perturbation matrix E, which is zero
everywhere except the i-th row and i-th column to obtain the full sample covariance matrix
ˆCOV[ ~X]. That is let:
E :=

0 0 . . . 0 E1i 0 . . . 0 0
0 0 . . . 0 E2i 0 . . . 0 0
0 0 . . . 0 E3i 0 . . . 0 0
. . .
Ei1 Ei2 . . . Ei(i−1) Eii Ei(i+1) . . . Ei(p−1) Eip
. . .
0 0 . . . 0 E(p−2)i 0 . . . 0 0
0 0 . . . 0 E(p−1)i 0 . . . 0 0
0 0 . . . 0 Epi 0 . . . 0 0

whereE consists of entries of the i-th row and column of the matrix ˆCOV[ ~X] but expressed
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in the basis of the principal components of ˆCOV[ ~X]SUB. So, in that basis, the ”full” sample
covariance ˆCOV[ ~X] is equal to A + E. Hence, E is the matrix ˆCOV[ ~X]. So we have
eigenvalues ν1 > ν2 > . . . > νp ≥ 0 expressed in the basis formed by the principal
components of ˆCOV[ ~X]SUB.
Clearly we have that Eij = Eji for ∀j ∈ 1, 2, 3, · · · , p. Furthermore, in Lemma 1.4.1,
we prove that except for Eii, Eji are independent of each other and normal distributed with
expectation 0 when conditioning on XSUB, namely conditioning on the whole data except
column i. Also, for j 6= i, we have that the variance ofEij is equal to νi ·νj/n. Furthermore
EII ≈ σ2i .
So we have the diagonal matrix A with elements in the diagonal being ν1 > · · · > νp−1
and 0. These are also the eigenvalues of A.
Then we add the perturbation E, which only affects the i-the column and row. The
new eigenvalues are now σ̂1 > . . . > σ̂p. there is one more. We are going to calculate
these new eigenvalues as a function of the Eij’s. To find new eigenvalues we let any of new
eigenvalues be denoted by λ+ ∆λ. Therefore, this would be an eigenvalue of E + A. Say
the corresponding eigenvector is ~µ+ ∆~µ, where ~µ is an eigenvector of A.
With these notations, we have:
(A+ E)(~µ+ ∆~µ) = (λ+ ∆λ)(~µ+ ∆~µ). (1.4.46)
Also, since ~µ is an eigenvector of A, we have:
A~µ = λ~µ (1.4.47)
Subtracting equation 1.4.46 from 1.4.47, we find:
(A− Iλ)∆~µ = −E~µ+ ∆λ~µ+−E∆~µ+ ∆λ∆~µ. (1.4.48)
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Now we are going to use 1.4.48 in our case. But to simplify notation, we take i = 1 and
we take a dimension p = 3. The formula we find will be valid in general. Also, without
loss of generality, we can take ∆~µ perpendicular to ~µ. In our present case ~µ = (1, 0, 0) is















So, now we can write out equation 1.4.48 with our special case ofA and the perturbation
matrix E given in 1.4.49 to find:

0 0 0
0 ν1 − λ−∆λ 0




























the above equation for matrices can be separated into two parts. The first equation gives us
an equation for ∆λ:
∆λ = Eii + E12∆µ2 + E13∆µ3 (1.4.50)
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Then the remaining equation can be used to calculate ∆~µ so that gives:
 ν1 − λ−∆λ 0









we can solve the above equation for ∆~µ and then plug into equation 1.4.50 to find:







So far we have given a three dimensional case. But the last formula above is valid in general
and becomes:




νs − (λ+ ∆λ)
, (1.4.51)
Here λ is the eigenvalue of the restricted covariance matrix A, which is equal to 0. So
λ = 0
Furthermore, λ+ ∆λ is an eigenvalue of the full sample covariance, which is A+E =
ˆCOV[ ~X]. So, in that case λ + ∆λ = ∆λ and hence ∆λ represents an eigenvalue of
A+ E. When we consider the equation 1.4.51 as an equation of ∆λ assuming other terms
are given, we see that for every interval [νs−1, νs],∀s = 2, . . . , p− 1, there is one value
inside each interval for ∆λ when solving 1.4.51. This is because RHS of 1.4.51 is strictly
decreasing going from ∞ to −∞ as a function of ∆λ. So in each interval [νs−1, νs] for
s = 2, · · · , p− 1, there is exactly one solution to 1.4.51, and that solution is the eigenvalue
σ̂2s of the ”full” sample covariance matrix. This is another way to prove the interlacing
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property proven in Lemma 1.4.2, that is we have
σ̂21 > ν1 > σ̂
2
2 > ν2 > . . . > νp−1 > σ̂
2
p





. Assume eigenvalues ν1, ν2, . . . , νp−1 of the restricted co-
variance are given. Then the equation 1.4.51 is the equation, which determines the ”dy-
namix” of the eigenvalues. It shows when we add one eigenvalue in the true covariance
matrix, how it is going to affect all the eigenvalues of the sample covariance. We could
view this as a particle process, where we add one column after the other to X and have the
eigenvalues viewed as particles evolve.
Now, the equation 1.4.51 allows to determine all eigenvalues of the full sample covari-
ance. So for example, the j-th eigenvalue:






Conditioning onXSUB, which is equivalent to condition on all data columns except the i-th,
















≈ Var[Xi] = σ2i
Using the last approximation above, we can rewrite equation 1.4.52 as








where Ns are i.i.d. normal random variables conditioned on XSUB. By the interlacing
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property, we have that σ2j is between νj−1 and νj . Hence, we are considering the interval
with natural number close to j, that is
Jkj := [j −K, j +K]
How big K needs to be will be discussed later. We want all the terms νt, which are
”micoscopically close” to νj , to have their indexes in the interval JKj . So we can distinguish
between terms νs close to νj (and hence to σ̂2j ) and others in equation 1.4.53. For other
terms, since terms νs − σ̂2j are not macroscopically small, we can replace N 2s by their










since the expectation dominates the standard deviation.
Hence we can go back to 1.4.53 to obtain:













Note that for big eigenvalues the term:







is strongly positive. Hence, when we try to solve approximation 1.4.54 with small j, we will
have that terms σ21, σ
2
2 are going to be very close to the corresponding νs. For large j, when
j is closer to p, we have that σ2j is going to be close to νj−1. When the distance is almost








we leave the ones in the border unchanged and can say that somewhere in the middle
there has been a particle added.
When n = c×p, if the constant c is really big, then most particles don’t move except in
a small interval. Here we make an Ansatz, which later we can at least heuristically justify:
in our system we can add any value for σi, which is the standard deviation of the column
that was left out firstly. The values of XSUB are independent of that value and so are the
ν1, . . . , νp−1. So, we can take any value for σi and see what the outcome is.
• Our Ansatz is that (at least when n = c × p where c > 0 is large) we have that the
particle added due to adding a column with standard deviation σi should be added in
the same relative position as is the position of σ2j in the original spectrum.
So, in other words, if σ2i is the i-th eigenvalue of the original spectrum, then the addi-
tional eigenvalue added should also be about in the i-position in the sample spectrum, that
is to say that we have:








is neither positive nor negative at the point where the particle is added. So according to our
Ansats, that is for j = i and hence compared to the other terms in 1.4.54, we would have
the term 1.4.56 be small order. So that for j = i, we would have:

















which is the approximation formula we wanted to justify, or rather the continuous version
at the limit. For this remember that νs = σ̂2SUB,s.
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1.4.2 Why Big Constant Makes Particles Being Added Locally








In the above equation we assume all values given except x and y and we further assume the
constrain
y ∈ [νj−1, νj]. (1.4.59)
Note that the function on the RHS of 1.4.58, seen as a function of y, is strictly decreasing
going from∞ to −∞ as y goes from νj−1 to νj . So we can write y as y(x) and there is no
ambiguity assuming that we know 1.4.59 to hold.




















is not too much affected by the exact value of σ̂2j since σ̂
2
j is contained in the interval
[νj−1, νj] and in the sum there should be no term close to that interval since we take out all
the terms, of which index in JKj . That is we take out all elements, which are microscop-
ically close to that interval. So, in the sum 1.4.61, we can replace σ̂2j by any point in the
interval given in 1.4.59 and should only get a small order change. So we can replace σ̂2j by












νs − (νj−1 + νj)/2
 (1.4.62)
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Applying 1.4.62 to 1.4.54, we obtain





















The last approximation above shows that we can determine the value of σ̂2j up to a small
error term by solving equation 1.4.58 for y under the constrain 1.4.59 and where x is defined
in 1.4.60.
When we consider equation 1.4.58 with the constrain 1.4.59, then: when x is very
negative (large absolute value, but negative), then y(x) is close to νj . On the opposite when
x in 1.4.58 is very large positive and condition 1.4.59 holds, then y(x) is close to νj−1.
Now, assume that i is somewhere in the middle of the spectrum. Then for j << i
we have that x (as given in 1.4.60) is positive and for j >> i we get that x is negative.
In order to understand ,let us consider the following: we assume that n = C · p and the
constant C is sufficiently large. Then there is not a big difference between sample spectrum
and population spectrum. The difference is still of order O(1)) but has a small constant in
front. So, in the first approximation x is about σ2j − σ2i , which obviously is positive for
j < i and negative for j > i.
Next we want to see when j << i, if x is ”big enough” to make the solution y of equa-
tion 1.4.58 much closer to νj . Because in that case, we get that σ̂2j can be approximately
found using equation 1.4.58 and that σ̂2j is also going to be very close to νj . So the point
νj will be quite indistinguishable of σ̂2j for j << i. We want to prove the opposite, when
j >> i, that x is negative enough so that the solution of equation 1.4.58 is close to νj−1.
This would then imply that σ̂2j would be very close to νj−1. So, in other words, if we can
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prove these two things: x gets negative enough for j << i and positive enough fro j >> i,
then when we go from the spectrum




2 > . . . > σ̂
2
p, (1.4.65)
that in principle for indexes away from i, the eigenvalues don’t change too much. In that
case, we can view the effect of going from 1.4.64 to 1.4.65 as ”adding a particle somewhere
in the vicinity of νi”.
What we need for this to work is a regularity of the particles given in 1.4.64. More
specifically, assume that:




whereK > 0 is a constant, the interval Jkj contains only two integers J
K = [j−1, j]. With
this we can now rewrite 1.4.58 as










where we also use that n = Cṗ, where C > 0 is a constant.
Now we want y, the solution of 1.4.72, to be close to νj . What do we mean by this? We






and hence with the help of 1.4.66 we find
1




which with the help of 1.4.72 we obtain as long as





The inequality above holds with high probability by simply taking the constant C > 0 large
enough since σ2i , νj and K are all of order O(1) and as long as x is not infinitesimal but of
order O(1).
Now, say we want for a large (but constant number) l, the solution y of equation 1.4.72
to be l times closer to νj than νi−1. Note that this closeness follows from 1.4.66, 1.4.72 and












follows from 1.4.66, 1.4.72 and 1.4.68. Now, σ̂2j is the value for y solving 1.4.72 with the
contains y ∈ [νj−1 − νj]. So, if we take l really large (but constant, think of a million for
example), then y becomes almost indistinguishable from νj . This means that for practical
purpose, σ̂2j and νj = σ̂
2
SUB,j will be indistinguishable. This is for j << i. Similarly
for j >> i, we can get that σ̂2j and νj−1 = σ̂
2
SUB,j−1 will be practically indistinguishable.
This means that between the sample covariance and the restricted sample covariance, the
difference is mainly in the eigenvalues around the i-th, when we add one eigenvalue of size
σ2i . Now we need this result to hold uniformly over i ∈ 1, 2, . . . , p. And we also need
this to hold when j is sufficiently close to i. What we want is to obtain that if we take the
constant C very big, we get that the effect of adding one additional dimension, for practical
purposes, does not change the spectrum except in a narrow region of the spectrum around
the i-th eigenvalue.
As long as x is of O(1), we can obtain this by simple taking the constant C in 1.4.68
large enough. So we need x to be bounded below as long as i and j are not too close.
55
1.4.3 Lemma
In this section we will introduce some lemma that will be used in the following proof.
The first lemma shows the distribution of the restricted covariance matrix. Recall that
X is an n × p matrix with independent columns, where entries in column j have standard
deviation σj . In order to compute the restricted covariance matrix, firstly we replace the
i-th column in X by 0. We denote the new matrix with a zero column as XSUB and the





Then we express our restricted covariance matrix 1.4.70 in the basis of its principal com-
ponents. Note that the i-th canonical vector
(0, 0, 0, . . . , 0, 1, 0, . . . , 0) ∈ Rp
is a principal component of 1.4.70, which has a 1 in its i-th entries and 0’s everywhere
else. It is the principal component with corresponding eigenvalue 0. This is because the
matrix 1.4.70 has its i-column and i-th row equal to 0. The principal components are
simply eigenvectors by the definition of the principal components. Therefore, when you
express a matrix in the basis of its principal components, the matrix becomes diagonal with
eigenvalues along the diagonal. In the present case, eigenvalues are denoted by σ̂2SUB,j and
also denoted as νj = σ̂2SUB,j . So, we are going to represent the full covariance matrix in
the basis using principal components of the sub-matrix COV(X)SUB. The sub-matrix part
gets diagonalized in that basis. Except for the i-th column and i-th row, we are dealing





will take the following form:

ν1 0 . . . 0 E1i 0 . . . 0 0
0 ν2 . . . 0 E2i 0 . . . 0 0
0 0 . . . 0 E3i 0 . . . 0 0
. . .
Ei1 Ei2 . . . Ei(i−1) Eii Ei(i+1) . . . Ei(p−1) Eip
. . .
0 0 . . . 0 E(p−2)i 0 . . . 0 0
0 0 . . . 0 E(p−1)i 0 . . . νp−2 0
0 0 . . . 0 Epi 0 . . . 0 νp−1

(1.4.71)
The next lemma shows that the non-diagonal entries, that is Esi for s 6= i are independent
joint normal distributed with given variance.
Lemma 1.4.1. Assume that we express the sample covariance matrix XTX
n
in the basis




to obtain a matrix given in






Proof. Now, assume given an i.i.d. sequence of normal random variables
N1, N2, . . . , Np−1











where the aj’s and the bj’s are non-random coefficients. Then, Y and Z are jointly normal
with covariance:




Now, let us look at the sample covariance matrix X
TX
n
before the change of basis. If we
look at the entry in the i-th row and s-th column and denote it by E∗is for s 6= i. The entry is
the product of i-th column and s-th column of matrix X and divided by n. We condition on
XSUB, which means we condition i-th column is a column of i.i.d normal random variables
with standard deviation σi. In this situation, we can conclude that the entry E∗is for s 6= i
are jointly normal distributed conditioned onXSUB. Because these entries are the results of
dot product between a vector of coefficients and a vector of i.i.d normal random variables.
The vector of i.i.d normal random variables is the i-th column of X . According to formula
1.4.73, in order to find the covariance
COV(Eis, Eit)
we need to take the dot product between coefficient vectors. Here Esi is the dot product of
the s-th column of X(coefficient vector) and the i-th column of X(random variables) and
Eit is the dot product of the t-th column of X(coefficient vector) and the i-th column of
X(random variables). So the covariance COV(Eis, Eit ) is the product of the s-th column
times the t-th column times σ2i divided by n
2. But this is the s, t-th entry of the sample
covariance times σ2i /n. In other words conditioning on XSUB, the coefficients Eis for
s 6= i, are jointly normal distributed with their covariance matrix equal to product of sample
covariance matrix and coefficient σ2i /n . Now, when you change for a normal vector the
basis and take the principal component as a basis, you get a normal vector with independent
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components and where the variance of the components are the eigenvalues of the original




In the end, we would like to introduce another lemma that will be helpful for the proof.
It can be derived from Cauchy Interfacing Theorem and illustrates the relationship between
eigenvalues of full sample matrix and eigenvalues of its sub-matrix.
Lemma 1.4.2. Assume we have full sample covariance matrixX and its sub-matrix defined
in the previous part XSUB. There always exists an orthogonal projection P such that:
P ∗ ×X × P = XSUB
If we let σSUB,j represent the j-th eigenvalue of XSUB and let σj represent the j-th eigen-
value of full sample covariance matrix X . Also we assume all eigenvalues are sorted in
descending order, which means:
σ1 > σ2 > · · · > σn
and
σSUB,1 > σSUB,2 > · · · > σSUB,n
Then we have the interlacing property:
σj > σSUB,j > σj+1,∀j ∈ 1, 2, · · · , n− 1
Proof. Without loss of generality, we may assume matrix X is a n × n matrix and we get
XSUB by deleting the last column and last row of matrix X .
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Now we consider a n× n− 1 projection matrix P as following:

1 0 · · · 0
0 1 · · · 0
...
... · · · ...
0 0 · · · 1




P ∗ ×X × P = XSUB
Next, we apply Cauchy interlacing theorem directly and have:
σj > σSUB,j > σj+1,∀j ∈ 1, 2, · · · , n− 1
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CHAPTER 2
IMPROVED TEXT CLASSIFICATION METHODS BASED ON NAIVE BAYES
MODEL
2.1 Improved Naive Bayes with Optimal Correlation Factor for Text Classification
2.1.1 Introduction
In recent years, rapid growth of text documents on the Internet and digital libraries has
enhanced the importance of text classification, whose goal is to find categories of each doc-
ument given their contents. Text classification has many applications in natural language
processing, such as topic detection [29], spam filtering [30, 31, 32], author identification
[33], web page classification [34] and sentiment analysis [35]. Despite intensive research,
it still remains an open problem today.
Although text classification can be realized with schemes having different settings, the
fundamental scheme usually consists of two stages: feature generation and classification.
In the classification step, there are two optional steps that would benefit the model: fea-
ture extraction and feature selection. Many research projects have been done on feature
extraction and selection areas, such as some novel feature selection methods proposed by
[36, 37, 38]. Other research projects [39] propose a simple heuristic solution of applying a
hierarchical tree to assign components to classes, which performs better on large data sets.
For the second stage, classification, it has been studied from both supervised classi-
fication and unsupervised clustering. For supervised classification, if we assume all the
categories follow independent multinomial distribution and each document is a sample gen-
erated by the distribution, a straight-forward idea would be applying Naive Bayes (NB) [40,
41, 42, 43], which uses scores based on the ’probabilities’ of each document conditioned
on the categories. NB classifier learns from training data to estimate the distribution of
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each category, then computes the conditional probability of each document given the class
label by applying Bayes rule. The prediction of the class is done by choosing the highest
posterior probability.Another important method is Support Vector Machine [44, 45], which
is used to find the maximum-margin hyper-plane that divides the documents with different
labels.Usually in Support Vector Machine we will label document as 1 and -1. Therefore,
it is widely used in binary classification problems. However, Support Vector Machine can
also be used for multi-classification by using one-vs-all technique. Apart from Support
Vector Machine, we have logistic regression and random forest, which also work well for
classification problem. The choice of different models depends on the size of data, problem
requirement and interpretation requirement. When we take into account more factors, such
as order of the sequence and meaning of words given a large enough data set, we can use
deep learning models such as convolution neural network, recurrent neural network [46,
47] like Recurrent Gated Unit and Long Short Term Memory.
For unsupervised problems, [48] proposed SVD (Singular Value Decomposition) for di-
mension reduction, then use general clustering algorithm such as K-means and K Nearest
Neighborhood. There also exist some algorithms based on EM algorithm, such as pLSA
(Probabilistic latent semantic analysis)[49], which considers the probability of each co-
occurrence of words and documents as a mixture of conditionally independent multinomial
distributions. The parameters in pLSA can not be derived, therefore they used the standard
EM algorithm for estimation. Using the same idea, but assuming that the topic distribution
has sparse Dirichlet prior, [50] proposed LDA (Latent Dirichlet allocation). The sparse
Dirichlet priors encode the intuition that documents cover only a small set of topics and
topics frequently use only a small set of words. In practice, this results in a better disam-
biguation of words and a more precise assignment of documents to topics.
Our research focuses on the performance of Naive Bayes approach for the text classi-
fication problems. There are multiple reasons: first of all, classification results of Naive
Bayes can be easily interpreted using probability, which is more friendly for people to un-
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derstand; secondly, Naive Bayes approach works well with small data set compared to neu-
ral network and support vector machine. Although it has many advantages, it still requires
plenty of well-labelled data for training purpose. Moreover, its conditional independence
assumption is rarely held in reality.
Many researcher have studied Naive Bayes for text classification problems. In [51],
authors propose a simple, efficient, and effective feature weighting approach, called deep
feature weighting (DFW), which estimates the conditional probabilities of naive Bayes by
deeply computing feature weighted frequencies from training data. They incorporate fea-
ture weighting idea to conditional probability estimates instead of classification of formula.
Therefore, the classification formula is defined as follows:






where Wi is the weight of i-th feature. And in [52], authors propose two novel approached,
which also incorporate feature weighting idea. First of all, they adapt gain ratio-based
feature weighting to Naive Bayes classifier and address the issue on how to define the
gain ratio of each feature (word) partitioning a collection of training documents since this
method has already been studied on standard Naive Bayes. Moreover, they adapt the deci-
sion tree-based feature weighting method to Naive Bayes classifier.
In [53], authors propose a locally weighted naive Bayes text classifiers. [54] proposed
a method that finds better estimation of centroid, which helps improve the accuracy of
Naive Bayes estimation. An instance-weighting approach was proposed in [55]. In [42]
authors propose a new, very simple semi-supervised extension of multinomial Naive Bayes,












In [56] authors propose a latent selection augmented naive (LSAN) Bayes classifier. By
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introducing a latent feature selection indicator, the global selection index can be factorized
into local selection index, which can be calculated explicitly. Then the feature subset se-
lection models can be pruned by thresholding the local selection index and will be used in
the classification model.
Although many researchers have studied the Naive Bayes classifier, we focus on the
situation where there does not exist enough labelled data for each class. Different from
other feature weighting approaches and adaptive approaches, the key part of our approach
is the correlation factor. Our motivation is that we believe for each single labelled text data,
even if it is single labelled, it may still include information from other labels, which makes
it being related to other labels at the same time. Our correlation factor would combine more
feature information taken from different classes.
2.1.2 General Setting
Consider a classification problem with sample x ∈ S and class set C, where
C = {C1, C2, ..., Ck}.
We are interested in finding our estimator:
ŷ = f(x; θ) = (f1(x; θ), f2(x; θ), ..., fk(x; θ))
for y
Then without further notification:
• Assume that all the categories are independent multinomial distributions and each
document is a sample independently generated by a certain distribution
• S is the document set and assume the class setC has k different categories: {C1, C2, ..., Ck}.
• For each categoryCi, the centroid θi = (θi1 , θi2 , ..., θiv) and θi satisfies:
∑v
j=1 θij = 1
64
• Assume we have totally v different words, thus for each document d ∈ S: d =
{x1, x2, · · · , xv} ,where xi represents the number of occurrence for i-th word with∑v
j=1 xj = m
• Assume label vector y = (y1, y2, · · · , yk). For document d in class Ci, yi(d) = 1 and∑k
i=1 yi = 1.
• ŷ(d) = f(d; θ) = (f1(d; θ), f2(d; θ), ..., fk(d; θ)) is our estimator for y, where θ is
the parameter matrix and fi(d; θ) is the likelihood function of document d in class
Ci.
2.1.3 Naive Bayes classifier in text classification problem
In this section we will discuss the properties of Naive Bayes estimator. Naive Bayes clas-
sifier are a group of probabilistic classifiers based on Bayes Theorem. While the term
”Naive” is related to assumptions for this classifier, people assume that each feature makes
an independent and equal contribution to the classification outcome. For example, if we
consider a text classification problem, then each topic like finance, politics, sports and
entertainment are considered independent of each other. In the following case, we show
that this independence assumption is used to rewrite the probability of an intersection as
a product of several separate probabilities. And our research actually tries to relax this
assumption. For the other assumption, approaches like feature weighting did pretty well.
In many practical applications, parameter estimation for naive Bayes models uses the
method of maximum likelihood. Let classCi (1 ≤ i ≤ k) with centroid θi = (θi1 , θi2 , ..., θiv)
and θi satisfies:
∑v
j=1 θij = 1. Assuming independence of the words, the most likely class
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for a document d is computed as:
label(d) = P (Ck|d)
∝ P (Ck, d)
















xj log θij .
This gives the classification criteria once θ is estimated, namely finding the largest among
log fi(d; θ) = logP (Ci) +
v∑
j=1
xj log θij 1 ≤ i ≤ k






















xj log θij . (2.1.2)
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We would like to solve optimization problem:






The problem (2.1.3) can be explicitly solved by Lagrange Multiplier, for class Ci, we have








For estimator θ̂, we have following theorem.
Theorem 2.1.1. Assume we have normalized length of each document, that is:
∑v
j=1 xj =
m for all documents d ∈ S, the estimator (2.1.4) satisfies following properties:
1. θ̂ij is unbiased.















Since d = (x1, x2, ..., xv) is multinomial distribution in class Ci, we have: E[xj] = mθij ,


















Thus θ̂ij is unbiased.
2. By (1), we have:
E[|θ̂ij − θij |2] = E[θ̂2ij ]− 2θijE[θ̂ij ] + θ
2
ij

































































thus: E[|θ̂ij − θij |2] =
θij (1−θij )
|Ci|m .
The Naive Bayes with multinomial prior distribution has a strong assumption about
the data: it assumes that words in documents are independent. However, this assumption
clearly does not hold in real world text. There are many different kinds of dependence
between words induced by semantic, pragmatic, and conversational structure of a text.
Although it has its advantages in practice compared to some more sophisticated models,
we propose a new method based on Naive Bayes model that has a better performance by
introducing a correlation factor, especially for the situation where there is no sufficient data
compared with large number of classes.
2.1.4 Naive Bayes with correlation factor
From Theorem.2.1.1, we can see that traditional Naive Bayes estimator θ̂ is an unbiased
estimator with variance O(
θij (1−θij )
|Ci|m ). Now we will try to find an estimator, and prove that
it can perform better than traditional Naive Bayes estimator.
There are two main approaches to improve the Naive Bayes model: modifying the
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feature and modifying the model. Many researchers have proposed approaches to modify
the document representation in order to better fit the assumption made by Naive Bayes.
These include extracting more complex features such as syntactic or statistical phrases
[57], extracting features using word clustering [58] and exploiting relations using lexical
resources [59]. We propose an approach that modifies the probabilistic model. Therefore,
our model should work well with other document representation modifications to achieve
a better result.
Our basic idea is that, even for a single labeling problem, a document d usually contains
words appearing in different classes, thus it should include some information from different
classes. However, our label y in training set does not reflect that information because only
one component of y is 1 and all others are 0. We would like to replace y by y + t in Naive

















By introducing the correlation factor t, we include more information between the document
and classes, which improves the classification accuracy.
Notice that to compute L1 of a given class Ci in our estimator, instead of just using
documents in C1 as Naive Bayes estimator, we will use every d ∈ S.












Similar to Naive Bayes estimator, we would like to solve optimization problem:


















= 0 ∀ 1 ≤ i ≤ k and ∀ 1 ≤ j ≤ v
v∑
j=1
θij = 1, ∀ 1 ≤ i ≤ k






− λi = 0, ∀ 1 ≤ i ≤ k and ∀ 1 ≤ j ≤ v
v∑
j=1
θij = 1, ∀ 1 ≤ i ≤ k
(2.1.9)












For estimator θ̂L1ij , we have the following result:
Theorem 2.1.2. Assume for each class, we have prior distributions p1, p2, · · · , pk with
pi = |Ci|/|S|, and we have normalized length for each document, that is:
∑v
j=1 xj = m.
The estimator (2.1.10) satisfies following property:
1. θ̂L1ij is biased, with: |E[θ̂
L1
ij
]− θij | = O(t)
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2. If t ≤ 1, E[|θ̂L1ij − E[θ̂
L1
ij
]|2] = O( 1
mt|S|). Otherwise, the variance has the order
O( 1
m|S|)
Proof. 1. With assumption
∑v



















l=1 plθlj + θij |Ci|
t|S|+ |Ci|
Thus:
|E[θ̂L1ij ]− θij | =
t|S||
∑k





l=1 plθlj − θij |
1 + pi/t
= O(t). (2.1.11)
This shows our estimator is biased. The error is controlled by t. When t converges
to 0, our estimator converges to the unbiased Naive Bayes estimator. We can also
derive a lower bound for the square error:
E[|θ̂L1ij − θij |





l=1 plθlj − θij |2
(1 + pi/t)2



















































We can see that E[|θ̂L1ij − E[θ̂
L1
ij
]|2] is in O( 1|S|), which means it converges faster than
standard Naive Bayes O( 1|Ci|), however, since E[|θ̂
L1
ij
− θij |] 6= 0, it is not an unbiased
estimator.
2.1.5 Determine the correlation factor
In general statistical estimation theory, a biased estimator is acceptable, and sometimes
even outperforms an unbiased estimator. A more important perspective is to find a suitable
loss function to determine parameters. [60] introduces ways of choosing loss function for
many famous models, the common idea is to sum a biased term and complexity penalty
term for model parameters. [61] uses the maximum entropy as the loss function for text
classification problems.
In our problem, from 2.1.1 and 2.1.2, we know that traditional Naive Bayes estimator is
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unbiased. Our estimator is biased, but we want to find an optimal t to get smaller variance.
In order to balance the trade-off between bias and variance, we would like to select a loss
function which takes into account of both bias and variance.
In this task, we can use mean squared error as loss function. There is a well-known
bias-variance decomposition for mean square error.
E[|θ̂L1ij − θij |
2] = E[|θ̂L1ij − Eθ̂
L1
ij
+ Eθ̂L1ij − θij |
2]
= E[|θ̂L1ij − Eθ̂
L1
ij
|2] + [Eθ̂L1ij − θij ]
2




In practice, we would like to minimize a general linear combination of bias and vari-
ance, namely,
L(θij , c1, c2) = c1Bias(θ̂
L1
ij









l=1 plθlj(1− θlj))− c2θij(1− θij) + c1m|S|(
∑k
l=1 plθlj − θij)2
(2.1.14)
Proof. First let us fix some notations for constants do not involve t to simplify the deriva-
tion. Let Θij := θij(1 − θij), A =
∑k
l=1 plθlj(1 − θlj) and B = (
∑k
l=1 plθlj − θij)2. As
shown in equation 2.1.11, the squared bias is
Bias(θ̂L1ij )










From 2.1.12, the variance is















L(θij , c1, c2) =
c2pi(1 + 2t)Θij + t
2(c2A+ c1m|S|B)
m|S|(pi + t)2
Then we should optimize t to minimize the loss L(θij , c1, c2). Taking derivative with
respect to t and setting it to be 0. We find
[c2piΘij + t(c2A+ c1m|S|B)](pi + t)− [c2pi(1 + 2t)Θij + t2(c2A+ c1m|S|B)] = 0
That simplifies to










l=1 plθlj(1− θlj)− c2θij(1− θij) + c1m|S|(
∑k
l=1 plθlj − θij)2
We can see from (2.1.14) that the optimal correlation factor t∗ should be a very small
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number close to O( 1
m|S|). Therefore by equation 2.1.11, we know the squared bias is
Bias(θ̂L1ij )




We have already shown in 2.1.12 that the order of the variance




Therefore in the case of expected square error E[|θ̂L1ij − θij |
2] (c1 = c2 = 1) is dominated
by the variance. Thus we have the following Corollary:
Theorem 2.1.4. With any selection of t = O( 1
m|S|), we have





By Theorem 2.1.1, we know that for Naive Bayes, E[|θ̂ij − θij |2] = O( 1|Ci|), thus we
can see that our estimator actually works better.
2.1.6 Experiment
Simulation with Different Correlation Factors
In the previous section we obtained that the order of t must be O( 1|S|). However, we will
still need to determine how to choose the best correlation factor t. That we will have to
tune the parameter by running t in some determined interval.
We applied our method on single labeled documents of 10 topics, which have almost
the same sample size, in Reuters-21578 data [62], there are approximately 3000 documents
in this sample set. For 20 news group data [63], it includes 20 groups and approximately
20000 documents.
We take t ∈ (0, 2) and use 10% of data for training and assess the trained model on the
remaining test data.
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Accuracy Behavior with respect to different t in Reuters
(a)
















Accuracy Behavior with respect to different t in 20News
(b)
Figure 2.1: We test accuracy behavior with respect to different correlation factors in Reuter-21578
(a) and 20 News group dataset (b). We take 10% of the data as training set. The y-axis is the
accuracy and the x-axis is the correlation factor t
In our simulation, we notice that when we choose correlation factor to be around 0.1,
we get the best accuracy for our estimation. See Figure.2.1(a) and Figure.2.1(b).
Compare with Naive Bayes
Next, we compare the result of traditional Naive Bayes estimator (2.1.4) θ̂ijand our es-
timator (2.1.10) θ̂L1ij . In this simulation, our correlation factor t is chosen to be 0.1 for
Figure.2.2, Figure.2.3 and Figure.2.4.
First, we run both algorithms on these two sample data sets. We know that when the
sample size becomes large enough, our estimator is baised. But when the training set is
small, our estimator should converge faster. Thus we first take the training size relatively
small (10%). See Figure.2.2(a) and Figure.2.2(b). According to the simulation, we can see
our method is more accurate for most of the classes, and more accurate on average.
Then we test our estimator θ̂L1 with larger training set (90%). In our analysis above, we
know that as datasets become large enough, our estimator converges to a biased estimator,
so we expect a better result with traditional Naive Bayes estimator. See Figure.2.3(a) and
Figure.2.3(b). According to the simulation, we can see for 20 news group, traditional Naive
Bayes performs better than our method, but our method is still more accurate than Naive
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training set = 10%, behavior in reuter
(a)










training set = 10%, behavior in 20 news group
(b)
Figure 2.2: We take 10 largest groups in Reuter-21578 dataset (a) and 20 news group dataset (b),
and take 10% of the data as training set. The y-axis is the accuracy, and the x-axis is the class index.










training set = 90%, behavior in reuter
(a)










training set = 90%, behavior in 20 news group
(b)
Figure 2.3: We take 10 largest groups in Reuter-21578 dataset (a) and 20 news group dataset (b),
and take 90% of the data as training set. The y-axis is the accuracy, and the x-axis is the class index.
Bayes in Reuter’s data. The reason might be that we have a huge unbalanced sample size
in Reuter’s data, 90% of the training set is still not large enough for many classes.
Finally, we apply the same training set with training size 10% and test the accuracy on
the training set instead of the test set. We find the traditional Naive Bayes estimator actually
achieves better results, which means it might have more over-fitting problems. This might
be the reason why our method works better when the dataset is not too large: adding the
correlation factor t helps us bring some uncertainty in training process, which helps avoid
over-fitting. See Figure.2.4(a) and Figure.2.4(b).
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training set = 10%, training set behavior in reuter
(a)







training set = 10%, training set behavior in 20 news group
(b)
Figure 2.4: We take 10 largest groups in Reuter-21578 dataset (a), and 20 news group
dataset (b), and take 10% of the data as training set. We test the result on training set. The
y-axis is the accuracy, and the x-axis is the class index.
Robustness of t for prediction
For estimation purposes, t must satisfy t = O( 1|S|) by theorem 2.1.4 in order to find the
most accurate parameters. However, it turns out that for prediction purposes, there is a
phase transition phenomenon. As long as t ≥ O( 1|S|), the prediction power is not reduced
even when we increase t to very large value (for example t = 105). In the simulation of
finding best t in Figure.2.1(a) and Figure.2.1(b), we see the testing error is only decreasing
slightly as t increasing from 0.1 to 2. We summarize this fact as follows




≤ t ≤ 1
The reason we restraint the upper bound to be 1 is that the effect of correlation factor
should not exceed the effect of original class yi = 1.
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2.2 A Cost-Reducing Partial Labeling Estimator in Text Classification Problem
In this section, we are going to introduce the partial labeling problem, and illustrate how to
apply our methods to solve it.
2.2.1 Introduction
In some circumstances, the process of labeling is distributed among less-than-expert asses-
sors. With the fact that some data may belong to several classes by nature, their labeling
for hundreds of pictures, texts, or messages a day is error-prone. The invention of partial
labeling seeks to remedy the labor: instead of assigning one or some exact labels, the an-
notators can offer a set of possible candidate solutions for one sample, thus providing a
buffer against potential mistakes [1, 4, 8, 16, 17, 26]; Other partial labeling settings in-
volve repeated labeling to filter out noises, or assessing the quality of the labelers [18,22]
to enhance the reliability of the models.
As the data size in companies such as FANG(Facebook, Amazon, Netflix, Google) con-
stantly reaches the magnitude of Petabyte, the demand for quick, yet still precise labeling
is ever growing. Viewing some practices, the partial labeling frameworks that we know
exhibit some limitations. For instance, in a real-world situation concerning NLP, if the
task is to determine the class/classes of one article, an annotator with a bachelor degree of
American literature might find it difficult to determine if an article with words dotted with
’viscosity’, ’gradient’, and ’Laplacian’ etc. belongs to computer science, math, physics,
chemistry, or none of the classes above. As a result, the annotator might struggle within
some limited amount of time amid a large pool of label classes and is likely to make im-
precise choices even in a lenient, positive-oriented partial labeling environment. Another
issue is the cost. Repeated labeling and keeping track of the performance of each labeler
may be pricey, and the anonymity of the labelers can raise another barrier wall to certain
partial labeling approaches.
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Taking the real world scenarios into consideration, we present a new method to tackle
the problem on how to gather at a large scale partially correct information from diverse
annotators, while remaining efficient and budget-friendly. Still taking the above text classi-
fication problem as the example. Although that same annotator might not easily distinguish
which categories the above-mentioned article belongs to, in a few seconds he/she can rule
out the possibility the article is related to cuisines, TV-entertainment, or based on his/her
own expertise, novels. In our partial labeling formulation, the safe choices, crossed-off
categories labeled by annotators can still be of benefit. Furthermore, when contradictory
labels are marked on one training sample and the identities of the labelers unknown, our
introduced self-correcting estimator can select, and learn from the categories where the
labels agree.
Based on this, our research proposes a new way to formulate partial labeling. For some
documents, instead of having exact labels, not belonging to certain classes is the infor-
mation provided, which we will take as negative labeling. To make use of both kinds of
data, we propose two maximum likelihood estimators, one of which has a self-correction
property to estimate the distribution of each classes. By making both type of labeled data
contribute in the training process, we prove that new estimators converge faster than tradi-
tional Naive Bayes estimator. Finally we find a way to apply new methods to some only
positively labeled data set, which is identified as a fully supervised learning problem, and
achieve a better result compared to the traditional Naive Bayes.
2.2.2 Related work
The text classification problem is seeking a way to best distinguish different types of docu-
ments[64, 65]. Being a traditional natural language processing problem, one needs to make
full use of the words and sentences, converting them into various input features, and apply-
ing different models to process training and testing. A common way to convert words into
features is to encoding them based on the term frequency and inverse document frequency,
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as well as the sequence of the words. There are many results about this, for example,
tf-idf[66] encodes term t in document d of corpus D as:
tfidf(t, d,D) = tf(t, d) · idf(t,D),
where tf(t, d) is defined as term frequency, it can be computed as tf(t, d) = |t:t∈d||d| , and
idf(t,D) is defined as inverse document frequency, it can be computed as
idf(t,D) = log
|D|
|{d ∈ D : t ∈ d}|
.
We also have n-gram techniques, which first combines n nearest words together as a sin-
gle term, and then encodes it with tf-idf. Recently, instead of using tf-idf, [67] defines a
new feature selection score for text classification based on the KL-divergence between the
distribution of words in training documents and their classes.
A popular model to achieve our aim is to use Naive Bayes model[40, 41], the label for




where Cj is the j-th class. For example, we can treat each class as a multinomial distribu-
tion, and the corresponding documents are samples generated by the distribution. With this
assumption, we desire to find the centroid for every class, by either using the maximum
likelihood function or defining other different objective functions[54] in both supervised
and unsupervised learning version[49]. Although the assumption of this method is not
exact in this task, Naive Bayes achieves high accuracy in practical problems.
There are also other approaches to this problem, one of which is simply finding lin-
ear boundaries of classes with support vector machine[45, 44]. Recurrent Neural Network
(RNN)[46, 47] combined with word embedding is also a widely used model for this prob-
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lem.
In real life, there have been many researches on this problem. Most of researches focus
on the situation where there are a set of candidate labels available for the training data in-
stead of an exact label. Some researches mainly focus on the learning strategy with some
novel loss functions. One may have different type of labels[68], in which circumstance,
semi-supervised learning or partial-label problems need to be considered [69]. There are
several methods to encode the partial label information into the learning framework. For the
partial label data set, one can define a new loss combining all information of the possible
labels, for example, in [70], the authors introduce a discriminative learning approach that
incorporates partial label information into the conventional margin-based learning frame-













where Yi is the possible label set for xi and l(xi, Yi, w) is a non-negative loss function. In
order to utilizing the same L-2 norm regularization and the hinge loss for fully labeled data,






In [69], authors propose a type of one-vs-all scheme for the supervised case and define
the convex loss for partial labels as:









where Ψ is convex, differentiable and bounded below, for which all of exponential, logistic
and squared hinge loss are satisfied. Then y is a singleton and ga(x) is a score function for
label a as input x.
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A modification of the likelihood function is as well an approach to this problem and
[71] gives the following optimization problem using Naive Bayes method







where Si is the possible labels for xi.
In [72], authors propose a n instance-based approach, which directly disambiguating
the candidate label set using an iterative label propagation procedure. Then the model will








In [73], authors propose the idea of self-training, which utilize a unified formulation to
train the model and perform pseudo-labeling jointly. For pseudo-labeling, authors intro-
duce the maximum infinity norm regularization on the modeling outputs, which leads to a





(||W Txi + b− pi||22 − λ||pi||∞) + β||W ||2F
A semi-supervised partial label learning method introduced in [74], which is an itera-
tive label propagation procedure between partial labeled data and unlabeled data to disam-
biguate the candidate label sets of partial labeled samples.
There are also some researches focusing on feature space. In [75], authors propose a
new learning strategy via label enhancement. The idea is to recover the generalized label
distribution by using the topological information of the feature space, which is different
from other methods that focus on disambiguating the candidate label sets. The optimization
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problem for recovery is defined as follows:
min
Ŵ
tr[(ŴΦ− L)T (ŴΦ− L)] + λtr(ŴΦGΦT Ŵ T )
And in [76], authors propose a two-stage approach based on feature-aware disambiguation.























Meanwhile, the similarity of features among data could be considered to give a con-
fidence of each potential labels for a certain data. In [76], K nearest neighbor (KNN) is
adopted to construct a graph structure with the information of features while Rocchio and
Rocchio with clustering are used in [68].
2.2.3 General Setting
Different from other researches, we focus on the situation where we don’t need a candidate
label set for partial labeled data. Instead, we will have a data set, which contains negative
labeled data. Therefore, we will consider a classification problem with sample x ∈ S and
class set C, where
C = {C1, C2, ..., Ck}.
We are interested in finding our estimator:
ŷ = f(x; θ) = (f1(x; θ), f2(x; θ), ..., fk(x; θ))
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for y, where θ = {θ1, θ2, ..., θm} is the parameter, and fi(x; θ) is the likelihood function of
sample x in class Ci.
Then without further notification:
• assume that all the categories are independent multinomial distributions and each
document is a sample independently generated by a certain distribution
• S is the document set such that S = S1∪S2 and assume the class setC has k different
categories: {C1, C2, ..., Ck}.
• dataset S1: we know exactly that sample d is in a class, and not in other classes. In
this case, define: y = (y1, y2, ..., yk), if d is in class Ci, then yi = 1. Notice that if
this is a single label problem, then we have:
∑k
i=1 yi = 1
• dataset S2: we only have the information that sample d is not in a class, then yi = 0.
In this case, define: z = (z1, z2, ..., zk), if d is not in class Ci, we have zi = 1
• for each category Ci, the centroid θi = (θi1 , θi2 , ..., θiv) and θi satisfies:
∑v
j=1 θij = 1
• Assume we have totally v different words, thus for each document d ∈ S:d =
{x1, x2, · · · , xv}. ,where xi represents the number of occurrence for i-th word with∑v
j=1 xj = m
• Assume label vector y = (y1, y2, · · · , yk). For document d in class Ci, yi(d) = 1 and∑k
i=1 yi = 1.
• ŷ(d) = f(d; θ) = (f1(d; θ), f2(d; θ), ..., fk(d; θ)) is our estimator for y, where θ is
the parameter matrix and fi(d; θ) is the likelihood function of document d in class
Ci.


































The t in L2 satisfy t > 1, which is a parameter to avoid non-convexity.
The intuition of L1 is to consider the sample labeled zi = 1 has equal probability to





the intuition of L2 is to consider this in a likelihood ratio way, the zi = 1 labeled sample
will have negative affection for class Ci, so we put it in the denominator. With t > 1, all
the terms in denominator will finally be canceled out, so that even fi(x; θ) = 0 for some
sample x ∈ S will not cause trouble. Another intuition for L2 is that, it can be self-correct
the repeated data, which has been labeled incorrectly.






















(yi(x) + t− zi(x)) log fi(x, θ). (2.2.4)
We would like to find our estimator θ̂ such that (2.2.4) or (2.2.3) reaches maximum.
2.2.4 Main Result
From Theorem.2.1.1, we can see that traditional Naive Bayes estimator θ̂ is an unbiased
estimator with variance O(
θij (1−θij )
|Ci|m ). Now we are trying to solve our estimators, and prove
they can use the data in dataset S2, and perform better than traditional Naive Bayes estima-
tor.
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Text classification with L1 setting (2.2.1)
In order to use data both in S1 and S2, we would like to solve (2.1.3) with L(θ) = L1(θ),












= 0 ∀ 1 ≤ i ≤ k and ∀ 1 ≤ j ≤ v
v∑
j=1
θij = 1, ∀ 1 ≤ i ≤ k















− λi = 0, ∀ 1 ≤ i ≤ k and ∀ 1 ≤ j ≤ v
v∑
j=1
θij = 1, ∀ 1 ≤ i ≤ k
(2.2.5)























Theorem 2.2.1. Assume we have normalized length of each document, that is:
∑v
j=1 xj =





= K, lij = E[xj|Zi = K]/m. Assume further that
|{i : zi(x) = 1}| = K to be a constant for all x ∈ S2, the estimator (2.2.6) satisfies
following properties:
1. θ̂L1ij is biased with

















= K, lij = E[xj|Zi = K]/m and Ri = {x :

















Moreover, assuming that pi = P (yi(x) = 1) = |Ci|/|S1|, qi = P (zi(x) = 0) =































E[θ̂L1ij − θij ] =
|Ri|K(lij − θij)
|Ci|+ |Ri|K














































































|Ci|mθij(1− θij +mθij)− |S1|p2im2θ2ij






Using the fact that E
∣∣∣θ̂L1ij − E[θ̂L1ij ]∣∣∣2 = E [(θ̂L1ij )2]− (E[θ̂L1ij ])2, we can conclude
that
E





|Ci|mθij(1− θij +mθij)− |S1|p2im2θ2ij







Comparing θ̂ij and θ̂
L1
ij
, we can see that even though our estimator is biased, the variance
of θ̂L1ij is significant smaller than the variance of θ̂ij , which means by using negative sample
set, θ̂L1ij converges way faster than original Naive Bayes estimator θ̂ij .
90
Text classification with L2 setting (2.2.2)
Another way to use both S1 and S2 dataset is to solve (2.1.3) with L(θ) = L2(θ), where L2












= 0 ∀ 1 ≤ i ≤ k and ∀ 1 ≤ j ≤ v
v∑
j=1
θij = 1, ∀ 1 ≤ i ≤ k




(yi(x) + t− zi(x))
xj
θij
− λi = 0 ∀ 1 ≤ i ≤ k and ∀ 1 ≤ j ≤ v
v∑
j=1
θij = 1, ∀ 1 ≤ i ≤ k
(2.2.7)
Solve (2.2.7), we got the solution of optimization problem (2.1.3):
θ̂L2ij =
∑
x∈S(yi(x) + t− zi(x))xj∑v
j=1
∑
x∈S(yi(x) + t− zi(x))xj
. (2.2.8)
Notice that the parameter t here is used to avoid non-convexity, when 0 ≤ t < 1, the
optimization problem (2.1.3) has the optimizer located on the boundary of θ, which cannot
be solved explicitly.
Theorem 2.2.2. Assume we have normalized length of each document, that is:
∑v
j=1 xj =
m for all d. Assume the negative label has only one entry to be 1, namely
∑
i zi(x) =
1,∀x ∈ S2. Let |Ci| denote the number of documents in Class i and |Di| denote the number
of documents labelled not in Class i with pi =
|Ci|
|S| and qi =
|Di|
|S| . Further, we assume if a
document x is labelled not in Class i, it will have equal probability to be in any other class.
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Then the estimator (2.2.8) satisfies following properties:
1. θ̂L2ij is biased and |E[θ̂
L2
ij
− θij ]| = O(
t+qi
t+pi−qi )






Proof. First of all, we can simplify (2.2.8) using our assumption to be
θ̂L2ij =
∑
x∈S(yi(x) + t− zi(x))xj∑
x∈S(yi(x) + t− zi(x))m
.
For x ∈ Cl ⊂ S1, E[xj] = mθlj and var[xj] = mθlj(1 − θlj). For x ∈ Dl ⊂ S2 with





var(xj, x ∈ Dl) =
∑
r 6=l













Moreover, denote N = m
∑
x∈S (yi(x) + t− zi(x)) = m (|Ci| − |Di|+ t|S|).









x∈S1 E[xj] + t
∑






























pi − qi + t
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Therefore, we can compute the bias:




(pi − qi + t)θij

















t+ pi − qi
)
2. We now turn to variance.











(yi(x) + t− zi(x))(xj − E[xj])
)2






(yi(x) + t− zi(x))2var(xj)
where var(xj) = E (xj − E[xj])2.
















=O(|Ci|(1 + 2t)m) +O(|S1|t2m)














































(V1 + V2) =
V1 + V2
m2 (|Ci| − |Di|+ t|S|)2
=O(
V1 + V2




[(1 + 2t)pi +
|S1|
|S| t
2 + (1− 2t)qi + |S2||S| t
2]




(1 + 2t)pi + (1− 2t)qi + t2
m(pi − qi + t)2|S|
)
Using the same strategy as in 1, we have the first part of our variance estimation
should be of order O( 1
m|S|), which is less than the order of variance for Naive Bayes





θ̂L2ij converges faster than θ̂ij .
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Improvement of Naive Bayes estimator with only S1 dataset
Now assume that we don’t have dataset S2, but only have dataset S = S1, can we still do
better than traditional Naive Bayes estimator θ̂? To improve the estimator, we can try to
use L1 or L2 setting. With z(x) = 1− y(x), we can define function z on S1 dataset.
With simple computation, we have the estimator of L1 is the same as θ̂ij . as for the
estimator for L2, we have:
θ̂∗ij =
∑
x∈S(2yi(x) + t− 1)xj∑v
j=1
∑
x∈S(2yi(x) + t− 1)xj
, (2.2.10)
Corollary 2.2.3. Assume we have normalized length of each document, that is:
∑v
j=1 xj =
m for all d. With only dataset S1, let S2 = S1, define z(x) = 1− y(x), Then the estimator
(2.2.10) satisfies following properties:
1. θ̂∗ij is biased, E[θ̂
∗
ij
− θij ] = O(t).
2. E[|θ̂∗ij − θij |
2] = O( 1|S|).
2.2.5 Experiment
We applied our method on top 10 topics of single labeled documents in Reuters-21578
data[62], and 20 news group data[63]. we compare the result of traditional Naive Bayes
estimator θ̂ij and our estimator θ̂
L1
ij
, θ̂L2ij , as well as θ̂
∗
ij
. t is chosen to be 2 in all the following
figures. The data in S2 is generated randomly by not belong to a class, for example, if we
know a document d is in class 1 among 10 classes in Reuter’s data, to put d in S2, we
randomly pick one class from 2 to 10, and mark d not in that class.
First of all, we run all the algorithms on these two sample sets. We know that when
sample size becomes large enough, our estimators actually convergence into something
else, but when sample size small enough, our estimator should converge faster. Thus we
take the training size relatively small. See Figure.2.5(a) and Figure.2.5(b). According from
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training set = negative set = 10%, behavior in Reuter data
(a)










training set = negative set = 10%, behavior in 20 news group
(b)
Figure 2.5: We take 10 largest groups in Reuter-21578 dataset (a) and 20 news group dataset (b),
and take 20% of the data as training set, among which |S1| = |S2|. The y-axis is the accuracy, and
the x-axis is the class index.
the experiment, we can see our methods are more accurate for most of the classes, and
more accurate in average.
Then we consider a more extreme case. If we have a dataset with |S1| = 0, that is to
say, we have no positive labeled data. In this setting, traditional Naive Bayes will not work,
but what will we get from our estimators? See Figure.2.6(a) and Figure.2.6(b). We can see
we can still get some information from negative labeled data. The accuracy is not as good
as Figure.2.5(b) and Figure.2.5(a), that is because for each of the sample, negative label is
only a part of information of positive label.
At last, we test our estimator θ̂L2 with only S1 dataset, see Figure.2.7(a) and Fig-
ure.2.7(b). We can see our method achieve better result than traditional Naive Bayes esti-
mator. We try to apply same training set and test the accuracy just on training set, we find
traditional Naive Bayes estimator actually achieve better result, that means it might have
more over-fitting problems, see Figure.2.8(a) and Figure.2.8(b).
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training with only negative set = 90%, behavior in Reuter data
(a)











training with only negative set = 90%, behavior in 20 news group
(b)
Figure 2.6: We take 10 largest groups in Reuter-21578 dataset (a), and 20 news group
dataset (b), and take 90% of the data as S2 training set. The y-axis is the accuracy, and the
x-axis is the class index.











training set 10% behavior in Reuter data
(a)










training set 10% behavior in 20 news group
(b)
Figure 2.7: We take 10 largest groups in Reuter-21578 dataset (a), and 20 news group
dataset (b), and take 10% of the data as S1 training set. The y-axis is the accuracy, and the
x-axis is the class index.
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testing set = training set, trainging set 10% behavior in Reuter data
(a)









testing set = training set, trainging set 10% behavior in 20 news group data
(b)
Figure 2.8: We take 10 largest groups in Reuter-21578 dataset(a), and 20 news group
dataset (b), and take 10% of the data as S1 training set. We test the result on training
set. The y-axis is the accuracy, and the x-axis is the class index.
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