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Abstract The Perona-Malik model has been very success-
ful at restoring images from noisy input. In this paper, we
reinterpret the Perona-Malik model in the language of Gaus-
sian scale mixtures and derive some extensions of the model.
Specifically, we show that the expectation-maximization (EM)
algorithm applied to Gaussian scale mixtures leads to the
lagged-diffusivity algorithm for computing stationary points
of the Perona-Malik diffusion equations. Moreover, we show
how mean field approximations to these Gaussian scale mix-
tures lead to a modification of the lagged-diffusivity algo-
rithm that better captures the uncertainties in the restoration.
Since this modification can be hard to compute in practice
we propose relaxations to the mean field objective to make
the algorithm computationally feasible. Our numerical ex-
periments show that this modified lagged-diffusivity algo-
rithm often performs better at restoring textured areas and
fuzzy edges than the unmodified algorithm. As a second ap-
plication of the Gaussian scale mixture framework, we show
how an efficient sampling procedure can be obtained for
the probabilistic model, making the computation of the con-
ditional mean and other expectations algorithmically feasi-
ble. Again, the resulting algorithm has a strong resemblance
to the lagged-diffusivity algorithm. Finally, we show that a
probabilistic version of the Mumford-Shah segementation
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model can be obtained in the same framework with a dis-
crete edge-prior.
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1 Introduction
In mathematical image processing, one is often given some
(linear) forward operatorA : X → Y and some noisy obser-
vation vn. Our goal is to reconstruct a noise-free image that
explains the observed data well, i.e. an approximate solution
u to Au ≈ vn. For example, A can denote a convolution op-
erator and vn a noisy measurement of the resulting blurry
image.
Several approaches exist to solve problems of this type.
One popular approach is via variational regularization [21,
3] where one formulates a minimization problem and seeks
the solution as a minimizer of a weighted sum of data fit
(or discrepancy) term and a regularization term. The weight-
ing factor is called regularization parameter and controls the
trade-off between data fit and regularization. A related ap-
proach is to reconstruct u via the solution of an appropriate
partial differential equation. One of the earliest such par-
tial differential equation is used in the Perona-Malik diffu-
sion algorithm [19,17,25] where one solves the image re-
construction problem by computing stationary points of the
nonlinear diffusion problem
∂tu+
1
σ2A
′(Au− vn) = ∇ ·
(
f
(
1
2
|∇u|2
)
∇u
)
(1)
where σ is an estimate for the noise level and f : R →
R is some nonlinear, positive and decreasing function that
stops the diffusion at points where |∇u(x)| is large. In fact,
the two approaches are closely related since the stationary
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points of this equation are indeed stationary points of the
optimization problem
min
u
1
2σ2
‖Au− vn‖2 +
∫
F
(
1
2
|∇u(x)|2
)
dx, (2)
where F is any function with F ′ = f .
An alternative approach is given by Bayesian statistics,
where we define a prior distribution p(u) on the space of
possible images and model the forward model including the
noise by the likelihood term p(vn | u). The posterior distri-
bution is then given by
p(u | vn) = p(u)p(vn | u)∫
p(u)p(vn | u)du. (3)
In theory, the posterior distribution carries all information
that we put into the model but as a distribution on the space
of all possible images it is very high dimensional and it is
not straightforward to extract useful information. One piece
of information is the so-called maximum-a-posterior (MAP)
estimate which is simply the image u that maximizes the
posterior, i.e. the solution of
max
u
p(u)p(vn | u) (4)
which, by taking the negative logarithm, again amounts to
a minimization problems. Beyond the MAP estimate there
are other quantities that can be computed from the posterior
distribution, see e.g. [12] for further information.
In this work we derive a probabilistic model for the im-
age reconstruction problem and analyze different methods to
extract information for the reconstruction. We show that us-
ing the expectation-maximization algorithm [8] reproduces
the lagged-diffusivity approach for the Perona-Malik equa-
tion [23,5]. However, other methods exists and in this work
we specifically analyze a mean-field approach and a sam-
pling strategy which lead to different methods that extend
the Perona-Malik model.
Some advantages of the probabilistic approach to the im-
age reconstruction problem are that uncertainty in the recon-
struction is explicitly part of the model which can lead to
more meaningful reconstructions. Moreover, estimates for
the uncertainty can be computed, e.g. marginal variances.
Also, the probabilistic model comes from a sound founda-
tion that combines well with learning approaches in which
parts of the reconstruction model itself are learned from the
data as in [6]. As a result, the probabilistic approach opens
the full toolbox of Bayesian statistics and allows to em-
ploy further techniques, e.g. from the field of model selec-
tion [26].
Probabilistic models have been used in image process-
ing since long ago and we only give a few pointers. Geman
and Geman [9] were one of the first to propose a probabilis-
tic framework for image restoration tasks. They use simu-
lated annealing for optimization, which is often not very ef-
ficient. More recently, and closer to our work, Schmidt et
al. [22] use Gaussian scale mixtures to train generative im-
age models for denoising and inpainting tasks. A classical
resource for the statistical treatment of inverse problems is
given in [12]. Other probabilistic approaches to the Perona-
Malik model differ from our approach: On the one hand [13,
2] build on stochastic partial differential equations and ran-
dom walks on lattices and not on Bayesian statistics. On
the other hand [20] takes a Bayesian approach to non-linear
diffusion but derives a new diffusivity function f by these
means.
The article is organized as follows. In Section 2 we intro-
duce our model based on Gaussian scale mixtures, introduce
the notion of an exponential pair of random variables and
derive a few properties of our model. Section 3 gives three
methods to infer information from the posterior distribution,
namely expectation-maximization, mean field methods and
sampling. In Section 4 we present results of our methods and
in Section 5 we draw some conclusions.
2 Gaussian Scale Mixtures
In the following we denote by Ω the domain of the image
which we assume to be a regular rectangular grid, by x ∈ Ω
the pixels and by u the image, i.e u(x) ∈ R is the gray value
of u at pixel x. We denote by ∇u(x) ∈ R2 the discrete
gradient of u at x, i.e.
∇u(x1, x2) :=
(
u(x1 + 1, x2)− u(x1, x2)
u(x1, x2 + 1)− u(x1, x2)
)
.
For a vector field v : Ω → R2 we denote by ∇ · v(x) the
discrete divergence of v at x, i.e.
∇ · v(x1, x2) := v1(x1, x2)− v1(x1 − 1, x2)
+ v2(x1, x2)− v2(x1, x2 − 1).
Moreover, boundary conditions are chosen such that ∇ and
−∇· are adjoint to each other.
A Gaussian model for the magnitude of the gradient of
u corresponds to a density 1
p(u) ∝ exp
(
− λ2
∑
x∈Ω
|∇u(x)|2
)
.
If we further assume that our observation vn is obtained by
Au plus Gaussian white noise with variance σ2, the corre-
sponding likelihood is also Gaussian
p(vn | u) ∝ exp
(
− 12σ2 ‖Au− vn‖2
)
.
1 Strictly speaking, p(u) is not a proper probability density, as it is
not normalizable. In Bayesian statistics, such probability densities are
often referred to as improper probability densities. In practice, only the
posterior density p(u | vn) is used for calculations, which generally
defines a normalizable probability density.
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Consequently, the posterior density is given by
p(u | vn) ∝ exp
(− 12σ2 ‖Au− vn‖2 − λ2 ∑
x∈Ω
|∇u(x)|2).
It is well known, that this model is not well-suited to denoise
or deblur natural images, e.g. one observes that the MAP
estimate for u cannot have sharp edges anymore.
We propose a Gaussian scale mixture (GSM) for the
magnitude of the gradient, that is a Gaussian model with
additional latent scale variables z(x), i.e. prior models that
have a density of the form
p(u, z) ∝ exp
(
−
∑
x
(
z(x)
2
|∇u(x)|2 + v(z(x))
))
(5)
with respect to some reference measure λn(du)⊗⊗x q(dz(x)).
Here, λN denotes theN -dimensional Lebesgue measure and
q is a 1-dimensional Borel measure on [0,∞), for example
the Lebesgue measure on [0,∞) or the counting measure on
some discrete subset of [0,∞).
Intuitively, the introduction of such latent scales allows
the model to freely “choose” the z(x) in the most appropri-
ate way. In particular, the model can “choose” to make the
z(x) small on edges, if this increases the overall probability.
When done right, this can fix the inability of the Gaussian
model to preserve edges.
Given a noisy measurement vn of Au with Gaussian
noise, the posterior density p(u, z | vn) is given by
p(u, z | vn) ∝ exp
(
− 1
2σ2
‖Au− vn‖2
− 1
2
∑
x
z(x)|∇u(x)|2 −
∑
x
v(z(x))
)
. (6)
Let
µ(du) = λn(du) and ν(dz) =
⊗
x∈Ω
q(dz(x)).
The density in (6) with respect to µ⊗ ν is of the form
p(u, z | vn) ∝ exp (〈s0(u), r0(z)〉+ h(u) + g(z)) (7)
with so-called sufficient statistics
s0(u) =
(
−1
2
|∇u(x)|2
)
x∈Ω
and r0(z) = z (8)
and
h(u) = − 1
2σ2
‖Au− vn‖2 and g(z) = −
∑
x
v(z(x)).
(9)
We call a pair of random variables (u, z) that has a den-
sity of the form (7) with respect to some reference mea-
sure µ ⊗ ν an exponential pair of random variables. The
name exponential pair is inspired by the fact that any ex-
ponential pair, both conditional densities p(u | z, vn) and
p(z | u, vn) are in the exponential family, i.e. they are of
the form x 7→ eθᵀs¯(x)−A¯(θ), see [16, Section 9.2] for details.
Using s = (s0, h, 1) and r = (r0, 1, g), the density of an
exponential pair with respect to µ⊗ ν can also be written in
the form
p(u, z | vn) ∝ exp (〈s(u), r(z)〉) . (10)
We will use the notion of an exponential pair later in Sec-
tion 3.2 to derive mean field approximations.
To see how the GSM in (6) is related to the Perona-Malik
model, we introduce
ψ(t) = − log
∫
e−tz−v(z)q(dz). (11)
and marginalize out the z(x) in (6): A simple calculation
shows that∫
exp
(∑
x
− 12z(x)|∇u(x)|2 − v(z(x))
)
q(dz)
=
∏
x
∫
exp
(
− 12z(x)|∇u(x)|2 − v(z(x))
)
q(dz(x))
=
∏
x
exp(−ψ( 12 |∇u(x)|2)
)
= exp
(
−
∑
x
ψ( 12 |∇u(x)|2)
)
and we obtain
p(u | vn) ∝ exp
(
− 1
2σ2
‖Au− vn‖2
−
∑
x
ψ
(
1
2
|∇u(x)|2
))
. (12)
We see that the squared magnitude of the gradient is no
longer penalized linearly, but rescaled according to ψ which
is precisely the variational formulation (2) of the Perona-
Malik model.
In what follows, the derivatives of ψ will play an impor-
tant role. The following lemma is an easy consequence of an
analogous result from the theory of exponential families:
Lemma 1 ψ is smooth on (0,∞)with first and second deriva-
tive
1. ψ′(t) = E
(
z(x) | 12 |∇u(x)|2 = t
)
2. ψ′′(t) = −Var (z(x) | 12 |∇u(x)|2 = t).
In particular, ψ is a concave function.
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Proof By logarithmic differentiation and looking at (5), we
calculate the derivative of ψ as
ψ′(t) =
∫
ze−tz−v(z)q(dz)∫
e−tz−v(z)q(dz)
= E
(
z(x)
∣∣∣ 1
2
|∇u(x)|2 = t
)
.
For the second claim note that (using 1.)
Var
(
z(x) | 1
2
|∇u(x)|2 = t
)
= E
(
z(x)2
∣∣∣ 1
2
|∇u(x)|2 = t
)
− ψ′(t)2
which, after some manipulation, evaluates to −ψ′′(t). uunionsq
The fact that ψ is a concave function has the impor-
tant consequence that computing a MAP-assignment of (12)
generally leads to non-convex optimization problems.
Moreover, Lemma 1 implies that we can compute the
first and second order moments of z given u without having
an explicit representation of the joint distribution p(u, z).
All we need is an explicit representation of ψ and knowl-
edge that such an explicit representation exists. Note that
the function Ψ(t) = e−ψ(t) is in fact the Laplace transform
of the measure e−vq. By Bernstein’s theorem, we know that
ψ can be written in the form (11) if an only if Ψ(t) = e−ψ(t)
defines a completely monotone function [1], i.e. for k ≥ 0 it
holds that (−1)kΨ (k) ≥ 0.
Using the particularly simple v(z) = z and q being the
Lebesgue measure on (0,∞) we get
ψ(t) = − log
∫ ∞
0
e−tz−zdz = − log
(
1
1 + t
)
= log(1+t).
Using this ψ in (12) we obtain the respective minimization
problem (2) with F = ψ and hence, the differential equa-
tion (1) is
∂tu+A
′(Au− un) = ∇ ·
(
ψ′
(
1
2 |∇u|2
)∇u)
= ∇ ·
(
∇u
1 + 12 |∇u|2
)
which is the original Perona-Malik model [19]. Note that
Lemma 1 provides a new interpretation for the diffusion co-
efficient: it says that the diffusion coefficient ψ′ is the ex-
pectation of the latent variable z conditioned on the cur-
rent magnitude of the image gradient. The other proposed
function from [19], ψ′(t) = exp(−t) leads to ψ(t) = 1 −
exp(−t). This function also fits into our framework, since
the mapping Ψ(t) = exp(−ψ(t)) = exp(exp(−t)− 1) can
be shown to be completely monotone.2 However, we are not
2 By a simple induction argument one gets Ψ(n)(t) =
(−1)n∑n−1k=0 (nk)(−1)kΨ(k)(t) exp(−t) from which we obtain
(−1)nΨ(n) ≥ 0 as desired.
aware of a closed form for the inverse Laplace transform of
this function, and hence, the form of v remains elusive in
this case.
3 Methods
In this section we develop different approaches to use the
posterior density (6) for image reconstruction tasks, such as
denoising or deblurring.
3.1 MAP estimation
The first method we derive solves the maximum a-posteriori
(MAP) problem for Gaussian scale mixtures like in (5), i.e.
we consider the posterior distribution over u and z, which is
given by
p(u, z | vn) ∝ exp
(
− 1
2σ2
‖Au− vn‖2
−
∑
x
(
1
2
z(x)|∇u(x)|2 + v(z(x))
))
(13)
and aim for a maximizer of the distribution.
As derived in the previous section, the marginal distri-
bution with respect to u is
p(u | vn) ∝ exp
(
− 1
2σ2
‖Au− vn‖2
−
∑
x
ψ
(1
2
|∇u(x)|2
))
. (14)
There are two different versions of MAP-assignments that
can be computed: we can either compute the MAP of both
u and z with respect to the joint distribution p(u, z | vn)
or the MAP of either u or z with respect to the marginal
distributions p(u | vn) and p(z | vn).
Both methods can be understood as methods of approx-
imating the joint distribution p(u, z | vn) by a simpler, pos-
sibly deterministic, probability distribution. However, com-
puting the MAP over the joint distribution is generally a
crude approximation, as it approximates p(u, z | vn) with
a completely deterministic distribution. In contrast to this,
computing the MAP with respect to p(u | vn) still captures
the uncertainty in z. An even better alternative is to use mean
field approximations which we will discuss in Section 3.2.
In this paper we consider the problem of computing a
MAP-assignment with respect to the marginal model in (14).
The corresponding optimization problem can be written as
min
u
1
2σ2
‖Au− vn‖2 +
∑
x
ψ
(
1
2
|∇u(x)|2
)
. (15)
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In general, there are multiple optimization methods that can
be employed and in some cases there are specialized meth-
ods to solve the optimization problem. For example, if t 7→
ψ
(
t2
)
defines a convex function, we can use tools from con-
vex optimization to solve the optimization problem. How-
ever, this is not the case for general ψ, so that it makes sense
to look for general purpose algorithms.
A simple option is to use gradient descent on (15) which
formally leads to the iteration
uk+1 = uk
− hk
(
1
σ2A
′(Auk − vn)−∇ ·
(
ψ′( 12 |∇uk|2)∇uk)
))
.
For suitable stepsizes hk this is a descent method, but the
choice of stepsize is cumbersome and convergence is usu-
ally slow. A second option is to use EM as we describe later
in this section. Before we do so, we would like to describe
another way: As −ψ is a convex function (which we extend
by +∞ for negative arguments), it is also possible to dualize
−ψ as
−ψ(t) = max
s∈R
{
s t− (−ψ)∗(s)
}
which we also write as
ψ(t) = min
s∈R
{
− s t+ (−ψ)∗(s)
}
.
Hence, we can reformulate (15) as
min
u,s
1
2σ2
‖Au− vn‖2 +
∑
x
(−s(x) 12 |∇u(x)|2
+ (−ψ)∗ (s(x))) .
Since the problem is convex in both u and s (but not jointly
so), we can perform coordinate descent. This leads to the
following updates:
sk+1 = −ψ′( 12 |∇uk|2)
uk+1 ← solve 1σ2A′(Au− vn) +∇ · (sk+1∇u) = 0
Here we used that the inverse of the derivative of (−ψ)∗ is
(−ψ)′. We can combine this into one iteration and get that
uk+1 is given as the solution of the linear equation
1
σ2A
′(Auk+1 − vn)−∇ · (ψ′( 12 |∇uk|2)∇uk+1) = 0.
In the context of the Perona-Malik equation, this scheme is
known as lagged diffusivity [23,5]. From the above deriva-
tion we obtain a new proof of that fact that this scheme is
indeed a descent method for the objective function in (15).
Next we derive an EM method and we will see that EM
and the coordinate descent method are equivalent.
The EM method alternates between an E step (expecta-
tion) and an M step (maximization). In this particular exam-
ple, we alternatingly estimate the z-variable and maximize
with respect to the u variable. The E step for z is, as derived
in Lemma 1
ξ
(k)
0 ← E(z(x) | 12 |∇u(k)(x)|2) = ψ′( 12 |∇u(k)(x)|2)
and the M step is to maximize the expectation
Ez
(
log p(u, z | vn) | u(k)
)
with respect to u.
Together, this leads the scheme in Algorithm 1.
Algorithm 1 EM algorithm for Gaussian scale mixture
1: procedure GSM MAP(vn)
2: while not converged do
3: for x ∈ Ω do
4: ξ0(x)← ψ′(12 |∇u(x)|2)
5: end for
6: u← argminu′ 12σ2 ‖Au′−vn‖2+ 12
∑
x ξ0(x)|∇u′(x)|2
7: end while
8: return u
9: end procedure
On the other hand, the gradient of the objective function
in (15) is given by
1
σ2
A′(Au− vn)−∇ ·
(
ψ′
(
1
2
|∇u|2
)
∇u
)
and gradient descent corresponds to solving the gradient flow
∂tu+
1
σ2
A′(Au− vn) = ∇ ·
(
ψ′
(
1
2
|∇u|2
)
∇u
)
.
Instead of finding stationary points of this equation by
integrating the differential equation, this can be done more
efficiently by using lagged diffusivity [23,5], which we de-
scribed above. If we set
ξ
(k)
0 := ψ
′
(
1
2
|∇u(k)|2
)
(16)
we have to solve the linear equation
1
σ2
A′(Au− vn)−∇ ·
(
ξ
(k)
0 ∇u
)
= 0 (17)
for u to obtain the next iterate u(k+1). As it turns out, for
Gaussian scale mixtures, this is equivalent to EM:
Lemma 2 For Gaussian scale mixture models as in (5), EM
and lagged diffusivity yield the same algorithm.
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Proof By Lemma 1, the updates of ξ(k)0 can be expressed as
ξ
(k)
0 = ψ
′
(
1
2
|∇u(k)|2
)
= E(z | u(k)).
Moreover, solving (17) is equivalent to minimizing
1
2σ2
‖Au− vn‖2 + 1
2
∑
x
ξ
(k)
0 (x)|∇u(x)|2
with respect to u. Overall, we obtain u(k+1) from u(k) by
minimizing
1
2σ2
‖Au− vn‖2 + 1
2
∑
x
E(z(x) | u(k))|∇u(x)|2
with respect to u, which is just the EM algorithm. uunionsq
Lemma 2 implies that we can apply the convergence theory
for EM to the lagged-diffusivity algorithm and vice versa.
3.2 Mean field approximations
MAP-assignments often yield non-representative samples of
the posterior distribution [12]. A better alternative is given
by mean field theory. Moreover, mean field approximation
are often a good compromise between MAP-assignments
that neglect uncertainties in the model and the conditional
mean that can be problematic in a multimodal setting.
In this section, we describe how mean field theory can
be applied to Gaussian scale mixtures.
The idea is to approximate the complicated distribution
p(u, z | vn) by a factorized distribution q1(u)q2(z) as good
as possible in some sense. The mean field approximation
defines this sense as nearness in the Kullback-Leibler diver-
gence.3 Hence, we denote with p the density p(u, z | vn)
and seek distributions q1 and q2 such that
KL(q1q2, p) =
∫∫
q1(u)q2(z) log
(
q1(u)q2(z)
p(u, z|vn)
)
dudz
is minimized. We rewrite this term with the help of the en-
tropy H(q) = − ∫ q log q = −E(log(q)) as
KL(q1q2, p) = −〈q1q2, log p〉 −H(q1)−H(q2).
Performing the minimization only over probability distribu-
tions q1, we see that∫
log(p(u, z|vn))q2(z)dz − log(q1(u)) = const
and for q2 we get∫
log(p(u, z|vn))q1(u)du− log(q2(z)) = const .
3 For two probability distributions p and q, the Kullback-Leibler di-
vergence is KL(q, p) =
∫
q log
(
q
p
)
.
Hence, we see, that alternating minimization for q1 and q2
leads to the updates
q
(k+1)
1 (u) ∝ exp
(∫
log(p(u, z|vn))q(k)2 (z)dz
)
(18)
= exp
(
E
q
(k)
2 (z)
(log p(u, z|vn))
)
q
(k+1)
2 (z) ∝ exp
(∫
log(p(u, z|vn))q(k+1)1 (u)du
)
(19)
= exp
(
E
q
(k+1)
1 (u)
(log p(u, z|vn))
)
.
Note the resemblance of this procedure to the EM-algorithm.
In contrast to the EM-algorithm, however, the mean field al-
gorithm treats both u and z symmetrically and incorporates
the uncertainty in both of them. The EM-algorithm ignores
the uncertainty in u.
For Gaussian scale mixtures of the form (6) we have
log p(u, z|vn) = − 1
2σ2
‖Au− vn‖2
−
∑
x
(
1
2
z(x)|∇u(x)|2 + v(z(x))
)
+ const
The mean field-updates (18) and (19) now read
q
(k+1)
1 (u) ∝ exp
(
− 1
2σ2
‖Au− vn‖2 (20)
−
∑
x
(
1
2
ξ
(k)
0 (x)|∇u(x)|2)
))
q
(k+1)
2 (z) ∝ exp
(∑
x
(
1
2
z(x)η
(k+1)
0 (x) + v(z(x))
))
,
(21)
where
ξ
(k)
0 (x) = Eq(k)2 (z)
(z(x))
η
(k)
0 (x) = Eq(k)1 (u)
(− 12 |∇u(x)|2) .
Note that q(k+1)1 and q
(k+1)
2 in (20) and (21) can be regarded
as (generalized) conditional distributions4
p
(
u
∣∣∣ z = ξ(k)0 ) and p(z ∣∣∣∣ −12 |∇u|2 = η(k+1)0
)
respectively. Using Lemma 1, this shows that
ξ
(k+1)
0 (x) = E
(
z(x) | − 12 |∇u(x)|2 = η(k)0 (x)
)
(22)
= ψ′(−η(k)0 (x))
η
(k+1)
0 (x) = E
(
− 12 |∇u(x)|2 | z(x) = ξ(k+1)0 (x)
)
. (23)
4 It is possible ξ(k)0 and η
(k+1)
0 are outside the range of z and
−1
2
|∇u|2 (e.g. if z is a binary random variable). However, formally,
q
(k+1)
1 and q
(k+1)
2 still behave like the indicated conditional distribu-
tions.
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The variance of a random vector v is defined as
Var(v) := E |v − E v|2 = E |v|2 − |E v|2.
Hence, we can write
E
(
− 12 |∇u(x)|2 | z(x) = ξ(k)0 (x)
)
= − 12
[
|E (∇u(x) | z(x) = ξ(k)0 (x))|2
+ Var
(∇u(x) | z(x) = ξ(k)0 (x))].
Setting
u(k) = E(u | z = ξ(k)0 ), δ(k) = Var(∇u(x) | z = ξ(k)0 ),
we see that equation (23) can be written as
η
(k)
0 = − 12
(
|∇u(k)|2 + δ(k)
)
.
Combining this with (22), we see that we can compute u(k+1)
by minimizing
1
2σ2
‖Au− vn‖2
+
∑
x
ψ′
(
1
2
(
|∇u(k)(x)|2 + δ(k)(x)
))
|∇u(x)|2 (24)
with respect to u. We see that mean field approximations to
the joint distribution p(u, z | vn) as stated in Algorithm 2
yield a modified version of lagged diffusivity, where the
modification is given by
δ(k)(x) = Var(∇u(x) | z(x) = ξ(k)0 ).
This modification captures the uncertainty in u that we have
in the model.
Unfortunately, δ(k) is hard to compute in practice. The
most straightforward way of computing it requires the full
covariance matrix of u which is intractable in high dimen-
sions. Another approach would be to compute δ(k) using a
Monte Carlo approach. While this only requires sampling
from a Gaussian distribution and can therefore be performed
using perturbations sampling [18], Monte Carlo methods are
slow to converge and we have to solve a linear equation sev-
eral times in each iteration.
We therefore propose an approximate procedure to com-
pute the δ(k) which is based on a relaxation of the mean-field
optimization problem.
In the following we derive and explicit representation of
the mean field objective in the general case of distributions
that are exponential pairs. Recall, that two random variables
u and z form an exponential pair if their distribution can be
written as
p(u, z) = exp (〈s(u), r(z)〉) . (25)
Algorithm 2 Mean field algorithm for Gaussian scale mix-
ture.
1: procedure GSM MEANFIELD(vn)
2: while not converged do
3: for x ∈ Ω do
4: δ(x)← COMPUTE DELTA(ξ0)
5: ξ0(x)← ψ′
(
1
2
(|∇u(x)|2 + δ(x)))
6: end for
7: u← argminu′ 12σ2 ‖Au′−vn‖2+ 12
∑
x ξ0(x)|∇u′(x)|2
8: end while
9: return u
10: end procedure
We define the functions
H(ξ) := log
∫
exp (〈s(u), ξ〉)µ(du) (26)
G(η) := log
∫
exp (〈η, r(z)〉) ν(dz) (27)
which are closely related to the so-called log-partition func-
tion from the theory of exponential families (cf. [16, Section
9.2]). These functions allow us to express the marginals and
conditional densities of p as
p(u) =
∫
p(u, z)ν(dz) =
∫
exp(〈s(u), r(z)〉)ν(dz)
= exp(G(s(u))).
p(z) =
∫
p(u, z)µ(du) =
∫
exp(〈s(u), r(z)〉)µ(du)
= exp(H(r(z)))
and
p(u | z) = p(u,z)p(z) = exp
(
〈s(u), r(z)〉 −H(r(z))
)
p(z | u) = p(u,z)p(u) = exp
(
〈s(u), r(z)〉 −G(s(u))
)
,
respectively. Here the connection to the exponential family
can be seen clearly: Both p(u | z) and p(z | u) are in the
exponential family, the vector s(u) contains the sufficient
statistics for u, r(z) is the respective parameter vector and
vice versa for z. Note moreover that the density p(u | z) is
completely determined by the value r(z)and p(z | u) is de-
termined by s(u) (and not by z and u), respectively. Hence,
we form
p(u | ξ) := exp
(
〈s(u), ξ〉 −H(ξ)
)
p(z | η) := exp
(
〈η, r(z)〉 −G(η)
)
,
Similarly as for the case of the log-partition function one can
show that both G and H are convex functions (one shows
that the Hessians of G and H are the covariance matrices of
the respective sufficient statistics in the same way as done
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in [16, Section 9.2.3]). Hence, we can consider their convex
conjugates, i.e.
H∗(η) = sup
ξ
〈ξ, η〉 −H(ξ)
G∗(ξ) = sup
η
〈η, ξ〉 −G(η).
We use these descriptions to derive a mean field approxima-
tion to p(u, z). Indeed we have the following theorem:
Theorem 3 The naive mean field approximation to p is given
by q1(u | ξ)q2(z | η) where
q1(u | ξ) = e〈s(u),ξ〉−H(ξ) (28)
q2(z | η) = e〈η,r(z)〉−G(η) (29)
The Kullback-Leibler divergence of q1(u | ξ)q2(z | η) and
p(u, z) has the following explicit form
KL(q1(u | ξ)q2(z | η), p(u, z)) = H∗(ξ˜) +G∗(η˜)− 〈ξ˜, η˜〉,
(30)
where ξ˜ = ∇H(ξ) and η˜ = ∇G(η). A point (ξ, η) is a sta-
tionary point of the mean field objective in (30), iff it satisfies
ξ = ∇G(η) and η = ∇H(ξ).
Proof The proof uses the close relationship between expo-
nential pairs and exponential families. In particular, we are
going to use that for the conjugates H∗ and G∗ we have
the description H∗(η) = −H(q1) and G∗(η) = −H(q2),
cf. [24, Section 3.6].
A mean field approximation of the form q˜1(u)q˜2(z) to a
distribution p satisfies
q˜1(u) ∝ exp (E(log p(u, z) | θ)) = exp (〈s(u),E(r(θ) | u)〉) .
This yields
q˜1(u) = e
〈ξ,s(u)〉−H(ξ)
with ξ = E(r(z) | u) and similarly for q˜2(z). This also
shows
ξ = E(r(z) | u) = ∇G(η) and
η = E(s(u) | ξ) = ∇H(ξ).
For any densities q1 and q2 like in (28)and (29) we cal-
culate KL(q1(u | ξ)q2(z | η), p(u, z | vn)) as
H(q1q2, p)−H(q1)−H(q2) = −〈ξ˜, η˜〉+H∗(ξ˜) +G∗(η˜),
because
H(q1q2, p) = Eq1q2(− log p(u, z)) = −〈ξ˜, η˜〉,
as well as H(q1) = −H∗(ξ˜) and H(q2) = −G∗(η˜). uunionsq
Using s = (s0, h, 1) and r = (r0, 1, g) the mean field
objective (30) is equivalent to
min
ξ0,ξ1
min
η0η1
H∗0 (η0, η2) +G
∗
0(ξ0, ξ1)− 〈η0, ξ0〉 − ξ1 − η2
with H0 and G0 defined as
H0(ξ0, ξ1) := log
∫
e〈s0(u),ξ0〉+ξ1h(u)µ(du). (31)
G0(η0, η2) := log
∫
e〈η0,r0(z)〉+η2g(z)ν(dz). (32)
The mean field problem can be written in the alternative
form
min
ξ
G∗(ξ)−H(ξ). (33)
Using s = (s0, h, 1) and r = (r0, 1, g), this can be ex-
pressed as
min
ξ0,ξ1
G∗0(ξ0, ξ1)−H0(ξ0, 1)− ξ1.
Now we apply the previous findings to the case where
s0, r0, g and h are given by (8) and (9) and derive an explicit
description for H0(ξ0, 1).
Lemma 4 We define the linear mapping Λ(ξ0) by
Λ(ξ0)u =
1
σ2A
′Au−∇ · (ξ0∇u)
and set m := 1σ2A
′vn. Then Λ(ξ0) is positive definite if
A1 6= 0 and ξ0 > 0. Furthermore it holds that H0(ξ0, 1) is
given by
H0(ξ0, 1) = −1
2
log detΛ(ξ0)+
1
2
〈m,Λ(ξ0)−1m〉+const .
(34)
Proof Definiteness of Λ follows by
〈u,Λ(ξ0)u〉 = 1σ2 ‖Au‖2 + ‖ξ0|∇u|‖2
which it positive for non-zero u.
By (31) we have
exp
(
H0(ξ0, 1)
)
=
∫
exp
(
− 1
2σ2
‖Au− vn‖2
− 1
2
∑
x
ξ0(x)|∇u(x)|2
)
du. (35)
A straightforward calculation shows that the integrand is
proportional to
exp
(
−1
2
〈u− Λ(ξ0)−1m,Λ(ξ0)(u− Λ(ξ0)−1m)〉
+
1
2
〈m,Λ(ξ0)−1m〉
)
. (36)
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Hence, the integral on the right in (35) is a Gaussian dis-
tribution and by a standard result about the normalization
constant of a Gaussian distribution, we see that (35) is pro-
portional to√
(2pi)N
det |Λ(ξ0)|e
1
2 〈m,Λ(ξ0)−1m〉.
Taking the logarithm of this, results in equation (34). uunionsq
Instead of computing the convex conjugate of H0, we
compute the convex conjugate over the two terms in (34)
separately. Recall that for Λ positive definite
−1
2
log detΛ = max
C
−1
2
〈C,Λ〉+ 1
2
log detC +
N
2
where C ranges over the set of positive semidefinite N ×N
matrices and N the total number of pixels. This shows that
H0(ξ0, 1) = max
C,η0
−1
2
〈C,Λ(ξ0)〉+ 1
2
log detC + 〈η0, ξ0〉
− F ∗(η0) + const . (37)
where
F (ξ0) =
1
2
〈m,Λ(ξ0)−1m〉.
This turns the minimization problem (33) into
min
ξ0,ξ1
min
C
min
η0
G∗0(ξ0, ξ1) + F
∗(η0)
− 1
2
log detC +
1
2
〈C,Λ(ξ0)〉 − 〈η0, ξ0〉 − ξ1. (38)
In principle, this optimization problem can again be solved
by coordinate descent. However, computation of C is in-
tractable, as it represents a N ×N matrix. We therefore re-
place the set of allowable C by a lower dimensional set for
which we can explicitly compute the determinant. One such
set is given by the set of diagonal matrices. Even though we
will no longer find a local optimum, we still minimize an
upper bound to (38). We denote the diagonal entries of C by
(c(y))y∈Ω and for some pixel y ∈ Ω we denote by δy the
image which is one only in pixel y and zero elsewhere. Then
the optimization problem in (38) becomes
min
ξ0,ξ1
min
c
min
η0
G∗0(ξ0, ξ1) + F
∗(η0)
−1
2
∑
y
log c(y)+
1
2
∑
y
c(y)〈δy, Λ(ξ0)δy〉−〈η0, ξ0〉−ξ1.
(39)
Minimization of (39) with respect to ξ0 and ξ1 yields(
η0 − 1
2
∑
y
c(y)|∇δy(x)|2, 1
)
∈ ∂G∗0(ξ0, ξ1).
Here, we used the fact that
∂
∂ξ0(x)
Λ(ξ0)u(x) = −∇ · ∇u(x) = −∆u(x).
and hence
∂
∂ξ0(x)
(1
2
∑
y
c(y)〈δy, Λ(ξ0)δy〉
)
=
1
2
∑
y
〈δy,−∆δy〉
=
1
2
∑
y
|∇δy|2.
Consequently, by subgradient inversion
ξ0 = ∇η0G0
(
η0 − 1
2
∑
y
c(y)|∇δy(x)|2, 1
)
ξ1 = ∂η1G0
(
η0 − 1
2
∑
y
c(y)|∇δy(x)|2, 1
)
.
Similarly, we obtain
η0 = ∇F (ξ0) = −1
2
∣∣∇ (Λ−1 (ξ0)m)∣∣ 2
c(x) =
1
〈δx, Λ(ξ0)δx〉 =
1
1
σ2 |Aδx|2 +
∑
y ξ0(y)|∇δx(y)|2
.
Overall, applying coordinate descent yields
ξ
(k+1)
0 (x) = ψ
′
(
−η(k)0 (x) +
1
2
∑
y
c(k)(y)|∇δy(x)|2
)
η
(k+1)
0 (x) = −
1
2
∣∣∣∇(Λ−1 (ξ(k+1)0 )m) (x)∣∣∣ 2
c(k+1)(x) =
1
1
σ2 |Aδx|2 +
∑
y ξ
(k+1)
0 (y)|∇δx(y)|2
.
The ξ1-updates are given by
ξ
(k+1)
1 = ∂η1G0(η
(k+1)
0 , 1).
However, as the other updates do not depend on ξ1, we can
leave them out.
A visualization of |∇δx(y)|2 as a function of x and as a
function of y is shown in Figure 1.
Note that Λ−1(ξ(k)0 )m is just the mean vector u
(k) of
p(u | ξ(k)0 , vn). Because p(u | ξ(k)0 , vn) is a Gaussian distri-
bution, it is also the MAP-assignment. We therefore reobtain
Algorithm 2 with
δ(k)(x) =
∑
y
c(k)(y)|∇δy(x)|2,
where
c(k)(x) =
1
1
σ2 |Aδx|2 +
∑
y ξ
(k)
0 (y)|∇δx(y)|2
.
The full algorithm is stated in Algorithm 3.
Moreover, the c(k) can be interpreted as marginal vari-
ances.
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+2
+1
+1
x1
x2
(a) As a function of x
+2+1
+1
y1
y2
(b) As a function of y
Fig. 1: Visualization of |∇δx(y)|2 as a function of x and as
a function of y. The other variable is located at the dark gray
square.
Algorithm 3 Approximate mean field algorithm for Gaus-
sian scale mixture.
1: procedure GSM MEANFIELD(vn)
2: Initialize c = 0 and u = vn
3: while not converged do
4: δ(x)←∑y c(y)|∇δy(x)|2
5: ξ0(x)← ψ′
(
1
2
|∇u(x)|2 + δ(x))
6: u← argminu′ 12σ2 ‖Au′−vn‖2+ 12
∑
x ξ0(x)|∇u′(x)|2
7: c(x)← 11
σ2
|Aδx|2+
∑
y ξ0(y)|∇δx(y)|2
8: end while
9: return u
10: end procedure
3.3 Sampling
As Gaussian scale mixtures are a special case of exponential
pairs as defined in (7), we can apply the efficient blockwise
Gibbs sampler [9]. To this end, we need the conditional den-
sities p(u | z = ξ0, vn) and p
(
z | − 12 |∇u|2 = η0, vn
)
.
Lemma 5 The conditional densities of p in (6) are given by
p(u | z = ξ0) ∝ exp
(
− 1
2σ2
‖Au− vn‖2
− 1
2
∑
x
ξ0(x)|∇u(x)|2
)
p
(
z | − 12 |∇u|2 = η0
) ∝∏
x
exp (z(x)η0(x)− v(z(x))) .
In particular, we see that p(u | ξ0) is a Gaussian distri-
bution and p (z | η0) factors over the pixels x. This allows
us to use perturbation sampling [18] to sample from u given
z. To sample z given u, we can just sample every component
of z individually.
Overall, we obtain Algorithm 4 to sample from a Gaus-
sian scale mixture. Note that solving the optimization prob-
lem
argmin
u
1
2σ2
‖Au−vn−p‖2+1
2
∑
x
z(x)|∇u(x)−m(x)|2
is equivalent to solving the linear system
1
σ2A
′(Au− vn − p) +∇ · (z(∇u− m)) = 0
which can be done efficiently, for example by using the cg-
method or a multigrid solver. Moreover, note the resem-
blance of the resulting algorithm to lagged diffusivity.
Algorithm 4 Sampling algorithm for Gaussian scale mix-
ture
1: procedure GSM SAMPLE(vn, N )
2: for i = 1, · · · , N do
3: for x ∈ Ω do
4: η0(x)← −12 |∇u(x)|2
5: z(x)← sample from exp(z(x)η0(x)− v(z(x)))
6: p(x)← sample from N (0, σ2)
7: if z(x) 6= 0 then
8: m(x)← sample from N2
(
0, 1
z(x)
)
9: end if
10: end for
11: u← argminu′ 12σ2 ‖Au′ − vn − p‖2
+1
2
∑
x z(x)|∇u′(x)− m(x)|2
12: end for
13: return u, z
14: end procedure
4 Applications
In this section we show results of the methods derived in
Section 3. All methods have been implemented in Julia [4].
We applied the methods to color images by applying the de-
veloped methods for all color channels but averaging the
squared gradient magnitude over all channels such that all
color channels use the same edge information. The color
range of the images is always [0, 1]3.
Figure 2 show the results of the Gaussian scale mixture
to a denoising problem. As the prior-function v for the edge
weights we used
v(z) =
z
λ
−
(C
λ
− 1
)
log(z)
with parameters C, λ > 0. One gets∫ ∞
0
e−tz−v(z)dz =
∫ ∞
0
e−
(
t+
1
λ
)
zz
C
λ −1dz
=
Γ
(
C
λ
)
(
t+ 1λ
)C
λ
and
ψ(t) = − log
(
Γ
(
C
λ
))
+ log
((
t+ 1λ
)C
λ
)
.
and hence, one obtains the Perona-Malik diffusivity
f(t) = ψ′(t) =
C
1 + λt
.
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(a) Uncorrupted image (b) Noisy image
(c) Mean field approximation. (d) Mean edge image corresponding to mean field approxi-
mation
(e) MAP-assignment (f) Mean edge weights corresponding to MAP-assignment
Fig. 2: Denoising results for Perona-Malik prior with λ = C = 103 and Gaussian noise with σ = 0.1.
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Figure 2e shows the MAP-assignment that we obtained
by applying the EM algorithm to the image in Figure 2b and
Figure 2c shows the result from the (relaxed) mean field al-
gorithm. We see that the mean field algorithm finds more
edges and better restores the finer details in the image. This
can also be seen in Figure 2f and Figure 2d, where the corre-
sponding mean edge weights 1/ξ0 are shown. Whereas the
EM algorithm tends to make a binary decision whether a
given pixel is part of an edge or not, the mean field algorithm
also finds some soft edges and textured areas in the image.
Similarly, Figure 3 shows the results obtained by applying
the same Perona-Malik-prior as for the denoising problem
to a deconvolution problem. Again, we see that the mean
field approximation in Figure 3c better captures some of the
finer details in the uncorrupted image than the correspond-
ing MAP-assignment in Figure 3d.
Our last example shows that also discrete measures q
in (5) can be used. A discrete prior for the latent edge weight
leads to a binary decision if a pixel is considered to be an
edge pixel or not. We define the prior by the counting mea-
sure q concentrated on {0, λ}, i.e. q = δ0 + δλ and use the
function v(z) = −µλz. This yields
ψ(t) = − log
(∫
e−
(
t−µλ )zq(dz)
)
= − log
(∫
e−
(
t−µλ )z(δ0 + δλ)(dz)
)
= − log (1 + e−λt+µ)
= log σ(λt− µ),
where σ is the sigmoid function given by σ(t) = 11+e−t .
Because σ′(t) = σ(t)(1− σ(t)), this shows that
f(t) = ψ′(t) = λ (1− σ(λt− µ)) .
Intuitively, z(x) = 0 indicates that a given pixel x belongs
to an edge, while z(x) = λ indicates the opposite. Note that
this prior can therefore be interpreted as a probabilistic ver-
sion of the Mumford-Shah functional [15]. While connec-
tions between the Perona-Malik model and the Mumford-
Shah model have been observed previously in [14] where
the Mumford-Shah functional appeared as the Γ -limit of
Perona-Malik models for dicretized Ω while the discretiza-
tion gets finer and finer, we obtain both models in the same
discretized context. Figure 4c shows the conditional mean
computed from the Markov chain after 100 iterations of Gibbs
sampling. Figure 4e shows the corresponding MAP-assignment
computed using the EM-algorithm. We see that in this case
the conditional mean is much better at restoring edges and
fine details than the corresponding MAP-assignment. Figure
4d and Figure 4f, which show the corresponding mean edge
images, confirm this hypothesis. Better MAP-reconstructions
can be obtained by changing the µ-parameter, but this cor-
responds to a different prior distribution.
5 Conclusion
In this work we established the relationship between the cel-
ebrated Perona-Malik model with a probabilistic model for
image processing. We used Gaussian scale mixtures where
we modeled the (inverse) variance of a Gaussian smooth-
ness prior as a latent variable. We proposed different al-
gorithmic approaches to infer information (usually images
and edge maps) from the corresponding posterior and all
algorithms resemble the lagged-diffusivity scheme for the
Perona-Malik model in one way or another. We suspect that
the interpretation of the Perona-Malik model as a probabilis-
tic model with a latent variable for the edge prior can be
related to the underlying neurological motivation for non-
linear diffusion models in human image perception as, e.g.
outlined in early works of Grossberg at al., see e.g. [7,10,
11].
Our interpretation of the Perona-Malik model as an EM
algorithm explains the observed over-smoothing and stair-
casing in the sense that lagged-diffusivity approximates a
MAP estimator of the posterior, which is in general not a
good representative of the distribution. Our method based
on mean field approximation from Section 3.2 partly avoids
this over-smoothing and staircasing effect by explicitly in-
corporating the uncertainty in the image variable u. How-
ever, the mean field approach in its plain form leads to a
method with high computational cost and we proposed an
approximate mean field method in Algorithm 3. The ap-
proximation is based on a diagonal approximation C of a
covariance matrix. While this already leads to good results,
a possible improvement may be to restrict C to the set of
k × k block matrices. Alternatively we could also restrict it
to the set of circular matrices. Both approximations can also
be combined by setting C to a product of the form
C = CblockCcircC
ᵀ
block
or even
C =
(∏
i
C
(i)
blockC
(i)
circ
)(∏
i
C
(i)
blockC
(i)
circ
)ᵀ
yielding better and better approximations to the true covari-
ance matrix.
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Fig. 4: Denoising results for the discrete Mumford-Shah-like edge prior with λ = 800.0 and µ = 3.8 and Gaussian noise
with σ = 0.1.
