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Resumen
El eje tema´tico principal del trabajo es el estudio de feno´menos no lineales presentes en una
clase especial de sistemas suaves a trozos. Especı´ficamente, se estudia de forma analı´tica y/o
nume´rica la existencia de bifurcaciones y caos en sistemas de segundo orden que operan en
un esquema PWM de pulso centrado con y sin tiempo de atraso, cuando el ciclo de trabajo
se calcula con la te´cnica de promediado cero de la dina´mica del error (ZAD). Los principales
resultados del trabajo se presentan a continuacio´n. Determinacio´n cuantitativa de la influencia
de elementos disipativos de energı´a en el sistema. Estabilizacio´n de la o´rbita 1T-perio´dica para
cualquier periodo de atraso usando control por induccio´n al punto fijo (FPIC) y verificacio´n
por medio del ca´lculo de los exponentes de Floquet. Formulacio´n de modelos linealizados
del sistema muestreado de lazo cerrado utilizados para estudiar la evolucio´n de las dina´micas
transitorias a medida que se varı´an los para´metros de control del sistema. Reconstruccio´n de la
ruta al caos por doblamiento de periodo del sistema sin tiempo de atraso mediante el ana´lisis de
la estabilidad y la existencia de o´rbitas pT-perio´dicas. Estudio nume´rico del comportamiento
dina´mico del sistema con tiempo de atraso mediante el ana´lisis de la existencia de o´rbitas pT-
perio´dicas.
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Abstract
The central thematic of this thesis is the study of nonlinear phenomena presents in a special
class of piecewise linear systems. Specifically, the existence of bifurcations and chaos in sys-
tems of second order that operate in a scheme PWM of pulse centered with and without delay
time when the duty cycle calculates with Zero Average Dynamic on error (ZAD) technique, is
studied in an analytical and numerical form. The main results of this thesis are: Quantitative
determination of the influence of dissipative elements of energy in the system. Stabilization
of the 1T-periodic orbit for any delay period using Fixed Point Induced Control (FPIC) and
verification by means of the calculation of Floquet exponents. Formulation of linear models of
the close loop system used to study the evolution of the transitory dynamics when the control
parameters are varied. Reconstruction of the period doubling route to chaos of the system with-
out delay time by means of the existence and the stability analysis of pT-periodic orbits (p>1).
Numerical study of the dynamic behavior of the system with delay time by means the existence
analysis of pT-periodic orbits.
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Notacio´n
∗: Asociado a valores de estado estacionario, o a la solucio´n del sistema en el ca´lculo de los
exponentes de Floquet.
β: Para´metro adimensional generalizado del elemento lineal.
δ: Funcio´n Delta de Dirac.
γ: Para´metro adimensional generalizado del elemento lineal.
η: Te´rmino del control TDAS.
λ: Variable compleja que representa la evolucio´n de los exponentes de Lyapunov.
µ: Variable compleja que representa el comportamiento continuo del sistema linealizado, la
cual es equivalente a la variable compleja de Laplace de sistemas lineales y a la evolucio´n de
los exponentes de Floquet en sistemas no lineales.
θ: Funcio´n escalo´n unitario.
ω: Frecuencia del sistema normalizado (Operacio´n en Rastreo)
A: Matriz de estados de la representacio´n en espacio de estados del elemento lineal.
ae: Funcio´n vectorial de tiempo utilizada para calcular los exponentes de Floquet.
b: Matriz de entrada de la representacio´n en espacio de estados del elemento lineal.
CA: Para´metro que mide la cantidad de energı´a almacenada por un elemento tipo A.
c1,c2,c3: Constantes utilizadas para definir el ciclo de trabajo en funcio´n de las variables de
estado.
d: Ciclo de trabajo.
dss: Ciclo de trabajo en estado estacionario.
I: Matriz identidad.
k: Variable temporal discreta
ks: Constante de tiempo asociada a la dina´mica de primer orden dada por la superficie de
deslizamiento (para´metro de bifurcacio´n).
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LT : Para´metro que mide la cantidad de energı´a almacenada por un elemento tipo T.
m: Variable compleja que describe la evolucio´n discreta del sistema linealizado, equivalente a
la variable compleja Z de sistemas lineales y a los multiplicadores caracterı´sticos del sistema
no lineal.
N : Te´rmino del control FPIC (para´metro de bifurcacio´n)
n: Nu´mero de periodos de atraso considerados en el sistema.
RD: Para´metro que mide la cantidad de energı´a disipada por un elemento tipo D.
s: superficie de deslizamiento (dina´mica de primer orden del error)
s˙: Pendiente de la superficie de deslizamiento.
s˙−: Pendiente de la dina´mica del error en el tramo en que se aplica u−.
s˙+: Pendiente de la dina´mica del error en el tramo en que se aplica u+.
T : Periodo de Muestreo normalizado.
t: Variable independiente temporal.
u: La sen˜al de control que se aplica al dispositivo no lineal (PWMC).
u−: Valor off de la sen˜al de control u.
u+: Valor on de la sen˜al de control u.
x: El vector de estado del elemento lineal.
x1: Variable de estado generalizada (corresponde con la salida del sistema).
x2: Variable de estado generalizada.
x1ref : El valor de referencia deseado en la variable de estado x1.
y: Salida generalizada del sistema la cual es la primera variable de estado (x1).
z: Variable compleja en la que se describe la ecuacio´n variacional. Puede transformarse en las
variables µ, λ y m
Glosario
Anticontrol: Te´cnica de control de caos que propone el camino inverso: transicio´n de estabili-
dad al caos.
Bifurcacio´n: Feno´menos de los sistemas no lineales, consistente en que a cambios cuantita-
tivos en los para´metros del sistema, se producen cambios cualitativos en el comportamiento.
Bifurcacio´n No Suave: Clase de bifurcaciones exclusiva de los sistemas no suaves, entre las
que se encuentran las bifurcaciones border-collision, corner-collision, grazing, etc.
Buck, convertidor:Convertidor de Potencia reductor de energı´a.
Caos: Feno´meno no lineal caracterizado por un comportamiento aperio´dico de larga duracio´n
(en un sistema determinı´stico) que exhibe dependencia sensitiva a las condiciones iniciales.
Ciclo: Es una o´rbita perio´dica tambie´n llamada o´rbita sin equilibrio. En el caso continuo un
ciclo es una curva cerrada. En el caso discreto, es un conjunto de puntos finitos, cada punto del
conjunto es un punto fijo de la i-e´sima iteracio´n del mapa.
Ciclo de Trabajo: Es el tiempo que la sen˜al de entrada (fuente de energı´a) alimenta al sistema
conmutado en cada periodo de muestreo.
Ciclo Lı´mite: es un ciclo aislado de un sistema dina´mico en tiempo continuo.
Colisio´n de Borde: Tipo de bifurcacio´n no suave que ocurre cuando, bajo variacio´n en los
para´metros, un equilibrio o punto fijo del sistema cruza una de las regiones donde el sistema
tiene una descomposicio´n diferente.
Cuenca de Atraccio´n: Es el conjunto de condiciones iniciales xo, tal que x(t) → x∗ cuando
t→∞.
Diagrama de Bifurcaciones: Es un diagrama que clasifica en una forma muy condensada
todos los posible modos de comportamientos del sistema y las transiciones entre ellos (bifur-
caciones) bajo la variacio´n de para´metros.
Ecuacio´n Variacional: es la parte lineal principal de un sistema , que gobierna la evolucio´n
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de las perturbaciones cercanas al ciclo. Relacio´n entre los multiplicadores de un ciclo y las
ecuaciones diferenciales que tiene este ciclo.
Flip: (o doblamiento de periodo) Bifurcacio´n asociada con la aparicio´n de un multiplicador
negativo en el cı´rculo unitario
FPIC:Control por Induccio´n al Punto Fijo
Fold:(tambie´n conocida como tangente, punto lı´mite o punto silla) Bifurcacio´n asociada con la
aparicio´n de un multiplicador positivo en el cı´rculo unitario
Multiplicador: Valor propio de un punto fijo.
Neimark-Sacker: (o Hopf secundaria) Bifurcacio´n correspondiente a la presencia de un par de
multiplicadores complejos en el cı´rculo unitario.
OGY: Te´cnica para controlar caos. Su nombre es debido a las iniciales de sus desarrolladores
Ott-Grebogi-Yorke.
´Orbita: (con frecuencia llamadas trayectorias) En un sistema de tiempo continuo, las o´rbitas
son curvas en el espacio parametrizado X en el tiempo t y orientadas en la direccio´n de incre-
mento. En un sistema en tiempo discreto, son secuencias de puntos en el espacio de estado X
enumeradas por enteros en incremento. La o´rbita ma´s simple es un equilibrio.
Punto de Equilibrio: Solucio´n de la ecuacio´n x˙ = 0. Equilibrio para un sistema en tiempo
continuo. El sistema al alcanzar este punto permanece en e´l mientra no exista una fuerza exter-
na que lo afecte.
Punto Fijo: Solucio´n de la ecuacio´n x(k + 1) = x(k). Equilibrio para un sistema en tiempo
discreto. El sistema al alcanzar este punto permanece en e´l mientra no exista una fuerza externa
que lo afecte.
Punto Hiperbo´lico: En un sistema dina´mico en tiempo continuo, un equilibrio es llamado
hiperbo´lico si no hay valores propios en el eje imaginario. En un sistema dina´mico en tiempo
discreto, un punto fijo es hiperbo´lico si no hay multiplicadores en el cı´rculo unitario.
Poincare´, mapa: Mapa construı´do a partir de ecuaciones diferenciales, utilizados principal-
mente para estudiar sistemas dina´micos en tiempo continuo, o para definir un espacio dimen-
sional ma´s bajo que el sistema original.
PWM:Modulador por ancho de pulso
PWMC: Modulador por ancho de pulso centrado
PWMCD:Modulador por ancho de pulso centrado con tiempo de atraso
Rastreo: Problema de control en el cual el objetivo de disen˜o es construir un controlador lla-
mado rastreador para que la salida del sistema siga una trayectoria variante en el tiempo.
Regulacio´n: Tarea de control en la que un sistema de control (estabilizador o regulador) es
disen˜ado para que un estado del sistema en lazo cerrado sea estable alrededor de un punto de
equilibrio.
Retrato de Fase: (tambie´n llamado diagrama de fase) es una divisio´n del espacio de estados
en o´rbitas. El retrato de fase contiene toda la informacio´n del comportamiento de un sistema
dina´mico.
Sistema Dina´mico: Es la formalizacio´n de un proceso determinı´stico. Es el conjunto de posi-
bles estados (espacio de estados) y una ley de evolucio´n del estado en el tiempo.
TDAS:(Time Delayed Auto-Synchronization) Te´cnica para controlar sistemas cao´ticos
ZAD:Promediado cero de la dina´mica del error.(Zero Average Dynamic)
Capı´tulo 1
Introduccio´n
El estudio de feno´menos no lineales, como bifurcaciones y caos, se ha convertido durante los
u´ltimos an˜os, en un campo independiente de investigacio´n. Estos feno´menos han sido repor-
tados virtualmente en toda disciplina cientı´fica: astronomı´a, biologı´a, biofı´sica, quı´mica, inge-
nierı´a, geologı´a, matema´ticas, medicina, meteorologı´a, plasma, e incluso en sociologı´a. [1]
Al ser un tema recurrente de investigacio´n, en el presente trabajo se pretende plantear el ana´lisis
de un sistema particular con aplicaciones en el campo de la ingenierı´a, en sistemas ele´ctricos,
meca´nicos, te´rmicos, de fluidos, de comunicaciones, etc.
Dependiendo de la aplicacio´n del sistema, comportamientos cao´ticos pueden ser considera-
dos algunas veces como dan˜inos y algunas veces como u´tiles, en consecuencia, el control del
sistema puede hacerse para reducir, o por el contrario, incrementar el grado cao´tico en el de-
sempen˜o del sistema.
Un ana´lisis de bifurcaciones es importante, porque por medio de e´ste se pueden determinar
los efectos de la variacio´n de los para´metros en el comportamiento dina´mico de un sistema.
De este modo se puede establecer bajo que´ condiciones el sistema presenta cambios en el
comportamiento: o´rbitas perio´dicas, cuasi-perio´dicas, caos, etc.
El estudio del caos permite que sus caracterı´sticas especiales puedan ser aprovechadas en mu-
chos a´mbitos diferentes. Algunas de las caracterı´sticas del caos que tienen gran potencial de
aplicacio´n en ingenierı´a son [2]:
Oscilaciones erra´ticas acotadas: El aparentemente aleatorio, pero acotado compor-
tamiento del caos, sugiere la posibilidad de usarlo como un generador seudo-aleatorio,
que puede tener diversas aplicaciones entre las que esta´n: codificacio´n de datos en es-
quemas de comunicaciones seguras, generacio´n de vibraciones en sistemas meca´nicos,
o simulacio´n de condiciones de turbulencia en sistemas de fluidos o te´rmicos.
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Espectro de banda ancha: Las sen˜ales cao´ticas son no perio´dicas y tienen ocupacio´n
de espectro continuo, que para muchos tipos de sen˜ales cao´ticas puede ser muy extenso.
Las sen˜ales de banda ancha pueden ser usadas para suprimir distorsio´n en canales de co-
municacio´n, para mejorar la compatibilidad electromagne´tica de los circuitos ele´ctricos,
o como atenuadores de ruido en sistemas conmutados [3].
Sensibilidad a perturbaciones: La sensibilidad inherente de los sistemas cao´ticos a
pequen˜as perturbaciones puede ser aprovechada en tareas de sincronizacio´n, o tambie´n
utilizada para explorar la posibilidad de que los sistemas cao´ticos estabilizados sean
sistemas que respondan ma´s ra´pidamente que otros.
En las pro´ximas secciones, se explicara´n las motivaciones principales y los objetivos que se
trazaron en la realizacio´n de la investigacio´n, tambie´n se hara´ una breve revisio´n del estado del
arte del tema a desarrollar y finalmente se resumen los to´picos que se desarrollara´n en cada
capı´tulo .
1.1. Motivacio´n
La tendencia mundial, actualmente da un enfoque multidisciplinario a las investigaciones y
en general, al conocimiento. De forma particular, se piensa que desde el campo de accio´n e
influencia de la electricidad y la electro´nica, es posible contribuir en el estudio de dina´micas
no lineales, en diferentes ramas de la ingenierı´a, basados en las siguientes consideraciones:
Los resultados ma´s complejos en caos han sido obtenidos en circuitos no lineales, porque
las condiciones experimentales pueden ser fa´cilmente controladas y los circuitos pueden
ser representados por ecuaciones diferenciales ordinarias o mapas con solo unas cuantas
variables [4]. Adema´s, experimentalmente el osciloscopio permite visualizar atractores
fractales y diagramas de bifurcacio´n.
Debido a que muchos feno´menos cao´ticos y de bifurcacio´n han sido experimental y
nume´ricamente simulados en circuitos electro´nicos, existen muchos estudios especiali-
zados que en determinados casos podrı´an ser asimilados en otros contextos.
Recientes avances tecnolo´gicos han originado un aumento del empleo de hardware y
software de alto desempen˜o en las aplicaciones de control, siendo cada vez ma´s comu´n
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encontrar sistemas meca´nicos, te´rmicos o de fluidos, con etapas de control basadas en
circuitos electro´nicos.
La existencia de herramientas de ana´lisis generalizadas y de principios como los de ana-
logı´a y dualidad, que forman hilos conductores o puentes entre los diferentes sistemas
dina´micos lineales en ingenierı´a, permite extrapolar los resultados y aplicarlos en dife-
rentes a´mbitos.
A continuacio´n, se formulan dos razones principales para estudiar dina´micas no lineales en
ingenierı´a:
1. Comprender los feno´menos no lineales que ocurren en los sistemas dina´micos, para de
esta forma evitar sus efectos indeseables.
2. Lograr disen˜ar sistemas dina´micos que trabajen de forma controlada en zona de caos [1].
En cuanto a los sistemas con PWM y periodos de atraso, manejados con una dina´mica de error
con promedio cero (ZAD), eje tema´tico del presente trabajo, se pueden realizar las siguientes
consideraciones:
Sobre la implementacio´n se deben tener en cuenta dos aspectos. Por un lado, estos sis-
temas no requieren implementacio´n en tiempo real, pero por otro lado, existe la necesi-
dad de adicionar un controlador al esquema PWM basado en ZAD para tener respuestas
estables. [5].
La complejidad de las dina´micas puede ser sintonizada ajustando el atraso [6], por lo
cual tienen potencialidad en la resolucio´n del problema de sincronizacio´n del caos [7]
y de encriptacio´n de datos [8], sin embargo, al ser sistemas ma´s susceptibles al caos,
pueden no ser tan convenientes en otras aplicaciones.
Muchos sistemas trabajan inherentemente con tiempos de atraso, como transmisores de
datos en comunicaciones o controladores PID en control. La dificultad en el ana´lisis de
estos sistemas se incrementa a medida que aumenta el tiempo de atraso, esto debido en
gran parte a que la dimensionalidad del sistema tiene una dependencia directa con el
nu´mero de periodos en que se atrase el sistema.
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En este trabajo se han estudiado determinar de forma analı´tica y/o nume´rica la presencia de
feno´menos no lineales, bifurcaciones y caos, en sistemas adimensionales de segundo orden que
operan en un esquema PWM de pulso centrado con tiempo de atraso basado en el promediado
cero de la dina´mica del error (ZAD).
1.2. Estado del Arte
Los sistemas de estructura variable, como los sistemas de segundo orden que operan en un
esquema PWM, forman parte de un sector industrial de notable crecimiento y desarrollo tec-
nolo´gico debido en gran parte a las aplicaciones que se derivan de su utilizacio´n [9]. Estos
sistemas tienen un amplio potencial de aplicacio´n en diversas a´reas de la ingenierı´a, tales co-
mo comunicaciones, control y electro´nica de potencia, lo cual ha sido la motivacio´n principal
para el estudio de sistemas suaves a trozos, por parte de investigadores de todo el mundo, que
trabajan en a´reas de ingenierı´a, fı´sica y matema´ticas, y que buscan mejoras en los modelos, en
las te´cnicas de control y de ana´lisis , que conlleven a tener sistemas ma´s confiables, eficientes,
robustos, estables, precisos, versa´tiles y veloces.
Es ası´ como la bibliografı´a relacionada con sistemas conmutados, sus feno´menos, su ana´lisis
y control, ha crecido ra´pidamente desde la de´cada de los 80 hasta hoy, donde se destacan los
u´ltimos cinco an˜os como los ma´s fructı´feros en cuanto a publicacio´n de libros especializados
se refiere, con temas como: control de caos y control de bifurcaciones [10], caos experimental
[11], comportamiento complejo de sistemas conmutados [12], caos en circuitos y sistemas [13]
[14], feno´menos no lineales en electro´nica de potencia [15], entre otros.
La referencia principal de esta sinopsis fueron las publicaciones de la IEEE, las cuales permiten
establecer cua´les son los aspectos que en la actualidad tienen un especial intere´s cientı´fico, y
cua´les son los principales focos geogra´ficos en los que se concentra el mayor nu´mero de artı´cu-
los especializados en el tema. Es fa´cil identificar que la produccio´n cientı´fica sobre sistemas
suaves a trozos, se ha desarrollado fundamentalmente en tres regiones del mundo: Estados
Unidos, La Unio´n Europea (principalmente en Espan˜a, Italia e Inglaterra) y Asia (en espe-
cial en Japo´n, Hong Kong e India), todas ellas regiones con un alto crecimiento econo´mico y
tecnolo´gico.
Los paı´ses en vı´a de desarrollo, como los latinoamericanos, en los u´ltimos cinco an˜os han
empezado a investigar las dina´micas no lineales de los sistemas de estructura variable, logrando
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algunos avances interesantes en paı´ses como Argentina, Brasil, Me´xico y Colombia.
En cuanto a los temas de estudio actual se puede observar que se trabaja en tres frentes princi-
pales: Ana´lisis, Control y Aplicaciones.
Con respecto al problema de ana´lisis en los sistemas conmutados, es decir, el concerniente al
estudio de los feno´menos que en ellos se presentan, de sus causas y sus efectos, hoy en dı´a se
destacan las siguientes investigaciones:
Estudio deteccio´n y prediccio´n de diferentes tipos de bifurcaciones: como colisiones de
borde [16] [17], cuasiperiodicidad, doblamiento de periodo, Hopf [18], etc.
Existencia de mapas de herradura en sistemas DC-DC [19].
Existencia de conexiones homoclı´nicas en sistemas conmutados [20].
Movimiento de bordes perio´dicos [21] .
Determinacio´n y clasificacio´n de las diferentes rutas al caos [22].
En cuanto al control de sistemas suaves a trozos, los hechos ma´s relevantes para el tema de la
propuesta que se han dado en los u´ltimos an˜os son los siguientes:
Nuevas te´cnicas de control de caos al introducir variaciones a la te´cnica TDAS [23].
En 2001, se propuso la te´cnica ZAD, la cual hace uso de una superficie de deslizamiento,
definida como una combinacio´n lineal del error y su derivada, que se obliga a que tenga
promedio cero en cada periodo de muestreo [24].
En 2002 y 2003, resultados nume´ricos y experimentales demuestran que la te´cnica ZAD
presenta un excelente desempen˜o [25] [26] .
En 2004, se logran resultados analı´ticos que demuestran que la te´cnica ZAD tiene las
ventajas de: frecuencia fija de conmutacio´n, robustez y error muy bajo [5].
En 2004 y 2005, se desarrollo´ la te´cnica de control para sistemas cao´ticos FPIC o control
por induccio´n al punto fijo [27] [28].
Por u´ltimo, en relacio´n a las aplicaciones se han implementado controladores en sistemas
conmutados, como los convertidores de potencia, en sus topologı´as buck [29], boost [30] y
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buck-boost, tambie´n en circuitos osciladores como el Collpits, en aplicaciones de generado-
res pseudo-aleatorios, en sistemas que mejoran la compatibilidad electromagne´tica [31], que
corrigen el factor de potencia [32], o que cancelan el ripple en la entrada del sistema [33].
En particular en este trabajo se ha hecho uso de los resultados de [5], en el cual se trabajo´ con
la te´cnica ZAD y PWM de pulso centrado. En ese trabajo se demostro´ nume´ricamente las
bondades de la estrategia ZAD. Se obtuvo una expresio´n para el ciclo de trabajo en estado
estacionario. Se determino´ que la constante ks era un para´metro de bifurcacio´n. Se encontraron
analı´ticamente y nume´ricamente los lı´mites de estabilidad. En cuanto al ana´lisis de bifurca-
ciones, se obtuvieron de manera ana´litica las tres primeras bifurcaciones y se demostro´ a trave´s
de una aproximacio´n que la evolucio´n al caos ocurrı´a por la formacio´n de una aplicacio´n de
la forma tienda de campan˜a. En lo concerniente al control de caos, se disen˜o la te´cnica de
control por induccio´n al punto fijo (FPIC) y su aplicacio´n a la estrategia ZAD. Sin embargo,
algunos aspectos no fueron estudiados, estos son: efectos de elementos disipadoress de energı´a
en el sistema, estabilidad para n periodos de atraso, comportamiento transitorio del sistema,
existencia y estabilidad de o´rbitas perio´dicas. Por este motivo se presenta este trabajo como
una continuacio´n del ya realizado.
1.3. Organizacio´n del Trabajo
El informe esta´ organizado de la siguiente manera. En el Capı´tulo 2 se realiza la definicio´n del
modelo y se hace la formulacio´n matema´tica del problema, ası´ mismo se muestra el desempen˜o
del sistema en las tareas de estabilizacio´n y seguimiento, tanto para el sistema operado en
tiempo real, como para el que funciona con tiempos de atraso. Dado que el sistema con tiempo
de atraso es inestable para cualquier valor del para´metro del controlador por modos deslizantes,
se introducen y prueban dos te´cnicas de control de caos: la te´cnica TDAS (Time Delayed Auto-
Synchronization) y la estrategia FPIC (Control por Induccio´n al Punto Fijo).
En el Capı´tulo 3, se realiza el ana´lisis de estabilidad del sistema para cualquier tiempo de atraso.
Adema´s, se realizan diferentes consideraciones que permiten establecer el comportamiento en
estado transitorio del sistema.
El Capı´tulo 4 presenta un ana´lisis de la existencia y estabilidad de o´rbitas pT -perio´dicas. El
procedimiento que se presenta es usado para reconstruir la ruta al caos del sistema operado en
tiempo real, mostrando las distintas transiciones de periodicidad (1T −2T −4T y 8T ) , bandas
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cao´ticas y caos. Para el sistema con tiempo de atraso, se combinan procedimientos analı´ticos y
nume´ricos para explicar el comportamiento dina´mico del sistema.
En el Capitulo 5, se presentan las principales conclusiones del trabajo, se establecen algunas
pautas sobre el direccionamiento de la investigacio´n y en algunos casos se presentan resultados
preliminares sobre el trabajo futuro.
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Marco Conceptual General
En este capı´tulo se presentan los aspectos teo´ricos ba´sicos que se utilizara´n en el transcurso del
trabajo. En primera instancia, se introduce una pequen˜a resen˜a sobre el origen de las te´cnicas
utilizadas en la investigacio´n. Posteriormente, se define el modelo del sistema dina´mico que
sera´ caso de estudio y la formulacio´n matema´tica del mismo. Finalmente, se realizan algunas
consideraciones sobre el desempen˜o del sistema, en tareas de estabilizacio´n y seguimiento,
y la necesidad de incluir te´cnicas de control de caos como la TDAS (Time Delayed Auto-
Synchronization) y la FPIC (Fixed Point Induced Control).
2.1. Generalidades
A principios de la de´cada de los 80, se determino´ la presencia de caos en circuitos de potencia
[34]. En 1987, Chua [35] hizo un estudio del feno´meno del caos en sistemas electro´nicos, el
cual fue posteriormente confirmado de manera experimental por Deane en un convertidor tipo
buck [36]. Krein y Bass [37], en 1989 demostraron analı´tica y experimentalmente la presencia
de mu´ltiples ciclos lı´mites, mientras que en los primeros an˜os de los 90, se disen˜aron te´cnicas
para controlar el caos, como la TDAS (Time Delayed Auto-Synchronization) [38] y OGY (Ott-
Grebogi-Yorke) [39].
Despue´s de tener confirmados de forma experimental feno´menos no lineales presentes en los
convertidores de potencia, como caos y mu´ltiples ciclos lı´mites, se tuvo la necesidad de pro-
fundizar el estudio de los sistemas de forma analı´tica. Se realizaron publicaciones de com-
portamientos cuasiperio´dicos [40], subarmo´nicos [41], bifurcaciones [42], caos [43], etc. En
particular se reportaron casos de presencia de caos un instante despue´s de pe´rdida de estabi-
lidad del ciclo lı´mite [44], la presencia de atractores extran˜os en el conversor tipo buck [45],
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se caracterizaron diversas maneras de llegar al caos [46], y los diferentes tipos de bifurca-
ciones [47].
Debido a que el caos se presenta de forma inherente en estos sistemas, a partir de variaciones
en el valor de referencia, de los para´metros del sistema, o del ciclo de trabajo, muchos autores
han examinado las bondades de las te´cnicas OGY y TDAS para controlar el caos, o introducir
variaciones a estas te´cnicas para generar nuevas estrategias de control.
Por otro lado, aprovechando que los convertidores de potencia que operan con fuentes con-
mutadas pueden ser tratados como sistemas de estructura variable, y utilizando los avances
alcanzados en controladores basados en modos deslizantes, cuya principal fortaleza radica en
ser altamentes robustos, se han desarrollado muchos controladores de este tipo.
Los controladores desarrollados en la mayorı´a de los casos son robustos, estables y eficientes,
sin embargo, ellos no garantizan frecuencia fija de conmutacio´n. Para dar solucio´n a este pro-
blema se originaron nuevas te´cnicas, como la que Borle [48] propuso en 1995, basada en un
promedio de cero error de corriente en cada iteracio´n, la cual llamo´ ZACE. Esta te´cnica brinda
muchas ventajas entre las que se encuentra frecuencia fija de conmutacio´n
Recientemente Fossas y sus colaboradores [24] han propuesto una te´cnica de control semejante
a la de Borle, en la cual el promedio de cero se induce sobre la dina´mica de la superficie
deslizante (ZAD), definida en funcio´n del error del estado. Los resultados experimentales han
demostrado que la te´cnica es eficiente y se puede presentar como una buena alternativa para
sistemas de potencia que requieren conmutacio´n de la fuente a frecuencia fija.
En el Instituto de Organizacio´n y Control de Sistemas Industriales de la Universidad Polite´cnica
de Catalun˜a, se desarrollan en la actualidad estudios sobre el control de conversores de potencia
manejados con ZAD, logrando resultados analı´ticos que demuestran las ventajas de esta te´cnica
[5].
Al interior del grupo PCI (Percepcio´n y Control Inteligente) de la Universidad Nacional de
Colombia sede Manizales, se ha continuado desarrollando esta a´rea de estudio, ası´ como la
te´cnica de control para sistemas cao´ticos: Control por Induccio´n al Punto Fijo o FPIC [27],
que a nivel de simulacio´n ha mostrado buenos resultados. Ası´, esta tesis se enmarca dentro del
trabajo que se desarrolla en la sede.
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2.2. Definicio´n del Modelo
En esta seccio´n se describira´ el problema de ana´lisis partiendo de una concepcio´n global, a la
cual se le ira´n introduciendo restricciones y consideraciones que delimitara´n el estudio a un
tipo especı´fico de sistemas dina´micos. Con este enfoque se desea encontrar el mayor grado de
generalizacio´n posible en la definicio´n del problema, logrando un planteamiento lo suficiente-
mente acotado que tenga aplicacio´n en varias a´reas de estudio.
El punto de partida sera´ el diagrama de bloques de la figura 2.1, el cual indica que es posible
descomponer el sistema dina´mico en cuestio´n en varias partes fundamentales, donde un ele-
mento no lineal junto con uno lineal, interactu´an con un algoritmo de control para cumplir con
un objetivo determinado.
Figura 2.1: Diagrama de bloques generalizado. Descomposicio´n del sistema dina´mico en sus
componentes lineal, no lineal y de control.
De los tres elementos (lineal, no lineal y algoritmo control), es la parte lineal la responsable
de la flexibilidad del ana´lisis, por una razo´n principal, en los sistemas lineales, a diferencia de
los no lineales, existe la posibilidad de generalizar los comportamientos de los sistemas y sus
correspondientes me´todos de ana´lisis.
En la parte no lineal, se concentra el mayor nu´mero de restricciones del problema, debido a la
alta variabilidad de las respuestas ante diferentes entradas.
La parte de control, como una consecuencia directa de la dina´mica no lineal, debe estar tambie´n
altamente particularizada.
Ahora, conside´rese el diagrama de la figura 2.2. A este sistema, donde γ y β son constantes,
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se quiere controlar el comportamiento de una de sus variables de estado (sin pe´rdida de gene-
ralidad, la variable de estado x1), de tal manera que aunque los para´metros γ y β varı´en, la
respuesta de la variable de estado permanezca constante (para el caso de regulacio´n) o siga a la
sinusoide deseada (en caso de rastreo).
Figura 2.2: Sistema de segundo orden, γ y β son constantes, x1 y x2 son variables de estado y
u es la entrada.
Como es tı´pico en sistemas y con el a´nimo de ahorrar energı´a, se puede usar un esquema de
PWM, donde un valor de fuente de entrada se modula a trave´s de un interruptor, de tal manera
que la variable de estado controlada, en promedio, reciba el valor deseado (x1ref ). En este caso
se tiene el sistema de la figura 2.3.
Figura 2.3: Elemento no lineal que modula la sen˜al de entrada del sistema de segundo orden.
El problema a continuacio´n es definir la estrategia por medio de la cual se hara´ la modulacio´n.
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Como se ha mencionado anteriormente, en este trabajo se usara´ la te´cnica ZAD. Con esta
te´cnica se busca que la integral de la funcio´n s(x(t)) sea cero en cada iteracio´n, donde s(x(t))
se define como: s(x(t)) = e+ kse˙, con e = x1 − x1ref .
Asi pues, se obtiene un esquema general dado por la figura 2.4.
Figura 2.4: Diagrama de bloques especializado. Descomposicio´n del sistema dina´mico a
analizar en sus componentes lineal, no lineal y de control especı´ficas.
No´tese que con el objeto de generalizar en el PWM, se ha considerado la posibilidad de incluir
periodos de atraso, dado que en sistemas reales, muchas veces se dispone de las sen˜ales con
un cierto tiempo de retardo. A continuacio´n se describira´n con mayor detalle, cada uno de los
componentes presentados en la figura 2.4.
2.2.1. ELEMENTO NO LINEAL: Interruptor.
Este elemento es el encargado de transmitir la energı´a al sistema. Junto con el algoritmo de
control da lugar al PWM (Modulacio´n por ancho de pulso). En el dispositivo no lineal (PWM),
mostrado en la figura 2.5, es necesario realizar dos precisiones ba´sicas:
El pulso es de tipo centrado. Esto permite aplicar te´cnicas de linealizacio´n, ya que de esta
forma no existe discontinuidad de campo vectorial en el momento de muestrear [49]. La
mayorı´a de los ana´lisis que se presentan en este documento se han obtenido con un pulso
centrado que obedece a la secuencia {u+, u−, u+}, con u+ = 1 y u− = −1. En caso
contrario se dira´ explı´citamente la forma del pulso utilizada.
El tiempo de atraso se analizara´ en unidades de T , y n sera´ el nu´mero de periodos de
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Figura 2.5: Diagrama de bloques elemento no lineal: Compuesto por un modulador de ancho
de pulso centrado (PWMC) y de un elemento de atraso en el tiempo.
atraso a considerar, utilizando la siguiente notacio´n:
n = 0, PWMCD de orden 0;
n = 1, PWMCD de orden 1;
...
n = i, PWMCD de orden i;
Se especifican 2 casos especiales: PWMCD de orden 0 es el sistema sin atraso o simple-
mente PWMC, y el PWMCD de orden 1 sera´ el caso tı´pico de ana´lisis por lo cual se
referenciara´ simplemente como PWMCD, para los otros casos sı´ se especificara´ el orden.
La filosofı´a de funcionamiento del PWM hace necesaria la inclusio´n de un algoritmo de con-
trol que se encargue de calcular el tiempo que la sen˜al PWM (figura 2.6) debe permanecer en
cada una de las dos posiciones posibles del dispositivo.
2.2.2. ALGORITMO DE CONTROL: Promediado cero de la dina´mica del er-
ror o ZAD (Zero Average Dynamic).
El ciclo de trabajo, notado como d, se define como el tiempo que la fuente permanece activa
durante un ciclo completo. Para denotar el valor de d se utilizan indistintamente dos repre-
sentaciones, en el transcurso del trabajo. En gra´ficas y ana´lisis de resultados se utiliza d en su
representacio´n porcentual o normalizada (valores entre 0% y 100%), que es la ma´s comun-
mente utilizada en la literatura, y se presenta en la ecuacio´n (2.1). En algunos procedimientos
13
Capı´tulo 2. Marco Conceptual General
Figura 2.6: Sen˜al del Modulador por Ancho de Pulso (PWM) y su valor promedio
analı´ticos se presenta una representacio´n en funcio´n del periodo de muestreo o desnormalizada
(valores entre 0 y T ).
d =
tON
tON + tOFF
100% (2.1)
Se usa la estrategia ZAD que emplea una superficie de deslizamiento definida como una
dina´mica de primer orden del error, a la cual se obliga a tener promedio cero en cada periodo
de muestreo.
Este algoritmo recibe como entradas: el vector de estado x del elemento lineal y el valor de
referencia deseado en la variable de estado x1 (x1ref ); y devuelve como salida el ciclo de
trabajo a ejecutar en el pro´ximo ciclo, aplicado al dispositivo no lineal. En la figura 2.7 se
muestran las diferentes opciones para la entrada x1ref y la salida u.
Las cualidades de la estrategia ZAD han sido comprobadas nume´rica y experimentalmente
( [26] [50] [7]), y tambie´n de forma analı´tica [5].
Teo´ricamente ha sido demostrado que la te´cnica ZAD ofrece las ventajas de frecuencia fija de
conmutacio´n, robustez y error muy bajo.
2.2.3. ELEMENTO LINEAL: Sistema Adimensional de Segundo Orden con dos
grados de libertad (γ, β)
El u´ltimo elemento de la figura 2.4 que falta por describir, es la parte lineal, que como se dijo
anteriormente es la que brinda flexibilidad al ana´lisis, debido principalmente a los siguientes
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Figura 2.7: Posibles configuraciones de la referencia y la sen˜al de control en el bloque ZAD
tres aspectos:
Orden del sistema: Es bien conocido que los sistemas dina´micos lineales de segundo
orden, adema´s de ofrecer facilidades de resolucio´n, representacio´n geome´trica y ana´lisis,
dan una visio´n considerable sobre el comportamiento de sistemas de orden superior.
Adimensionalidad del sistema: Trabajar un modelo con una dina´mica sin dimensiones
posibilita desligar la fı´sica del problema del ana´lisis del mismo, es decir, el procedi-
miento y los resultados obtenidos son aplicables a muchos tipos de sistemas (ele´ctri-
cos, meca´nicos, te´rmicos, etc ) ya que se estudia un sistema con variables de estado y
para´metros generalizados.
Grados de libertad del sistema: Se entiende por el te´rmino grado de libertad, el
nu´mero de para´metros asociados con las variables fı´sicas del sistema dina´mico que
pueden ser modificados en el sistema de ana´lisis. La inclusio´n de 2 para´metros o gra-
dos de libertad permite realizar ana´lisis tanto a sistemas sin pe´rdidas de energı´a como a
sistemas con pe´rdidas (disipacio´n de energı´a en los componentes internos del sistema ).
La ecuacio´n (2.2) describe la dina´mica del elemento lineal:
 .x1
.
x2
 =
 −γ 1
−1 −β
 x1
x2
+
 0
1
u (2.2)
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y =
(
1 0
) x1
x2

donde, x1 y x2 son variables de estado generalizadas; γ y β son para´metros adimensionales
generalizados; y y es la salida generalizada del sistema la cual es la primera variable de estado
(x1). El ma´ximo valor de salida en estado estacionario esta´ acotado por 1, por lo tanto la
dina´mica del sistema se trabaja adimensional y normalizada.
Por ser un sistema lineal de segundo orden, deben existir en e´l dos elementos almacenadores
de energı´a, adema´s al ser un sistema pasivo y reductor de energı´a, deben existir elementos que
suministren energı´a al sistema y elementos disipadores de energı´a, por lo cual se distinguen 4
componentes principales en el sistema, los cuales se describen a continuacio´n.
Elemento Almacenador de energı´a Tipo A
El para´metro que mide la cantidad de energı´a almacenada por un elemento tipo A, es CA el cual
puede tener diversos significados fı´sicos dependiendo de las variables que este´ relacionando;
algunos de ellos pueden ser: masa traslacional (m), inercia (J), capacitancia ele´ctrica (C),
capacitancia de fluido (Cf ), capacitancia te´rmica (Ct).
Elemento Almacenador de energı´a Tipo T
Donde LT es el para´metro que mide la cantidad de energı´a almacenada por el elemento tipo
T, el cual fı´sicamente puede ser relacionado con para´metros como: resorte traslacional (1/k),
resorte rotacional (1/K), inductancia (L), inercia de fluido (I).
Elemento Disipador de energı´a Tipo D
El para´metro que mide la cantidad de energı´a disipada es RD el cual dependiendo del contex-
to del problema puede ser: amortiguador traslacional (1/b), amortiguador rotacional (1/B),
resistencia ele´ctrica (R), resistencia de fluido (Rf ), resistencia te´rmica (Rt).
Tanto el para´metro RD como su recı´proco GD , sirven para modelar las pe´rdidas o fugas de
energı´a inherentes en los elementos almacenadores, o las que se originan por el deterioro de
los componentes, o las debidas al entorno en que se desenvuelve el sistema.
16
Capı´tulo 2. Marco Conceptual General
Elemento Suministrador de energı´a
Se definen dos modelos de fuentes generalizadas: tipo A y tipo T. La fuente de energı´a tipo
A suministra: velocidad traslacional (v), velocidad angular (Ω), voltaje (v), presio´n (P ), tem-
peratura (θ). La fuente de energı´a tipo T suministra: fuerza (F ), torque (T ), corriente (i),
intensidad de flujo de fluido (Q), intensidad de flujo de calor (q).
La explicacio´n de cada uno de los elementos que componen el sistema lineal realizada anteri-
ormente, establecen una notacio´n y una simbologı´a comu´n que permite formular dos esquemas
generalizados para el sistema γβ.
Figura 2.8: Esquema generalizado 1 del elemento lineal (Primal)
En la figura 2.8, observamos el primer esquema equivalente al sistema γβ en el cual los
para´metros adimensionales generalizados (γ, β) tienen los siguientes valores:
γ =
(
L∑
i=0
GDi
)√
LT
CA
= GDp
√
LT
CA
(2.3)
β =
(
M∑
i=0
RDi
)√
CA
LT
= RDs
√
CA
LT
(2.4)
En la figura 2.9, se presenta el segundo esquema equivalente al sistema γβ, donde los para´met-
ros adimensionales generalizados (γ, β) tienen la siguiente correpondencia:
γ =
(
L∑
i=0
RDi
)√
CA
LT
= RDs
√
CA
LT
(2.5)
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Figura 2.9: Esquema generalizado 2 del elemento lineal (Dual)
β =
(
M∑
i=0
GDi
)√
LT
CA
= GDp
√
LT
CA
(2.6)
Note que el esquema de la figura 2.9 es el dual del esquema de la figura 2.8, ası´ mismo sucede
con las expresiones (2.5) y (2.6) que son las duales de las expresiones (2.3) y (2.4).
En el esquema anteriormente propuesto se pueden realizar dos tareas ba´sicas de control:
Regulacio´n o estabilizacio´n: El sistema es disen˜ado para que el estado x1 del sistema en
lazo cerrado sea estabilizado alrededor de un punto de equilibrio.
Rastreo o seguimiento: problema de control en el cual el objetivo de control es que la
salida del sistema (y = x1) siga una trayectoria variante en el tiempo.
2.3. Formulacio´n del Problema
A continuacio´n se plantean los aspectos matema´ticos ba´sicos del me´todo de ana´lisis y control
utilizado.
Partimos del sistema adimensional normalizado, expresado en su forma compacta en la ecuacio´n
(2.7).
.
x = Ax + Bu y = Cx (2.7)
donde,
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A =
 −γ 1
−1 −β
 B =
 0
1
 C = ( 1 0 )
La inclusio´n del PWM permite que el sistema de la ecuacio´n (2.7) pueda ser modelado por
la ecuacio´n (2.8) que representa a los sistemas de estructura variable, donde cambios en la
funcio´n u representan cambios topolo´gicos del sistema.
x˙ =
 A1X + B1 si u = u+A2X + B2 si u = u− (2.8)
Para el caso especı´fico del sistema con PWM de pulso centrado se tiene el sistema dado por
la ecuacio´n (2.9).
.
x =

Ax + Bu+ 0 ≤ t ≤ d2
Ax + Bu− d2 < t < (T − d2)
Ax + Bu+ (1− d2) ≤ t ≤ T
(2.9)
donde d es el ciclo de trabajo y que se definio´ anteriormente.
Note que el sistema de la ecuacio´n (2.9) puede presentar dos topologı´as diferentes dependiendo
de si u es u+ o u− , adema´s que en cada topologı´a el sistema es lineal, por lo cual una solucio´n
analı´tica puede ser fa´cilmente computada.
Para el caso donde u+ = 1 y u− = −1, la solucio´n del sistema (2.9) esta´ dada por la ecuacio´n
(2.10). x((k+ 1)T) = eAT x(kT)+(eA(T−d/2)+I)A−1(eAd/2−I)B−eAd/2A−1(eA(T−d)−I)B
x((k+ 1)T) = eAT x(kT ) +
(
eAT − 2eA(T− d2 ) + 2eA( d2 ) − I
)
A−1 B (2.10)
El momento en que u cambia de un valor a otro, lo determina el algoritmo de contol (ZAD). La
estrategia ZAD define que el sistema dado por la ecuacio´n (2.7) va a ser controlado mediante
un PWM de tal manera que el promedio de la variable llamada superficie de deslizamiento y
notada como s(x), en cada periodo de conmutacio´n sea cero, lo cual a su vez garantiza que la
salida x1 siga la referencia x1ref .
La superficie de deslizamiento s(x) a utilizar fue definida por Carpita, y se muestra en la
19
Capı´tulo 2. Marco Conceptual General
ecuacio´n (2.11). Esta variable consiste en una combinacio´n lineal del error de salida y su deriva-
da, a la cual por comodidad se le llamara´ la dina´mica del error [51].
s(x) = x1 − x1ref + ks(x˙1 − x˙1ref ) (2.11)
donde x1 es la variable a controlar , x1ref es la sen˜al de referencia y ks es la constante de
tiempo de la dina´mica del error.
El ciclo de trabajo d, o tiempo en que la sen˜al de control permanece en u+ se calcula de la
ecuacio´n (2.12).
(k+1)T∫
kT
s(x(t))dt = 0 (2.12)
El ca´lculo del ciclo de trabajo de manera exacta implica en cada iteracio´n la resolucio´n de una
ecuacio´n trascendente (ecuacio´n (2.12)), lo cual puede ser un inconveniente en caso de una
implementacio´n en lı´nea. Por ello se hacen las siguientes aproximaciones [5], [50], [24], [25] :
La dina´mica del error o superficie de deslizamiento se comporta como una recta a tramos.
Las pendientes de la dina´mica del error en cada tramo esta´n determinadas por las pen-
dientes calculadas al momento de la conmutacio´n. Esto incluye suponer que la pendiente
al inicio del periodo, notada por s˙+ , es la misma que al final. Para obtener un valor
aproximado de la pendiente s˙− , correspondiente al tramo intermedio, se toman los mis-
mos datos que se han usado para calcular s˙+(x(kT )) y se invierte el signo de la sen˜al de
control.
Con estas aproximaciones se obtiene la expresio´n para el ca´lculo de d, dada por la ecuacio´n
(2.13), para el esquema de pulso centrado generalizado.
d =
2(s(x((k − n)T )) + T s˙−(x((k − n)T )))
s˙−(x((k − n)T ))− s˙+(x((k − n)T )) (2.13)
donde n corresponde al nu´mero de periodos de atraso considerados (n > 0 y k ≥ n). Los
valores de las variables de estado para k < n deben ser conocidos, sin embargo, estos pueden
ser seleccionados arbitrariamente.
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2.4. Desempen˜o del sistema con PWMCD y ZAD
En esta seccio´n se presentan los primeros resultados de operar el sistema basado en ZAD. Con
base en el desempen˜o del sistema sin atraso y con un periodo de atraso, para varios casos
particulares, se definen un conjunto de consideraciones ba´sicas que sera´n objeto de estudio por
el resto de la tesis.
Los casos particulares expuestos a continuacio´n, se simularon con los siguientes para´metros
fijos: T = 0,1767; γ = 0,35; β = 0; u+ = 1; u− = −1, se realizara´n variaciones en ks, n
y x1ref . El periodo de muestreo se encuentra normalizado por la frecuencia de resonancia del
elemento lineal, de la siguiente forma:
T = Tcωr =
Tc√
LTCA
Para el caso particular del convertidor buck el valor T = 0,1767 equivale a tener un periodo de
muestreo Tc = 50µs y para´metros: L = 2mH , C = 40µF .
2.4.1. Regulacio´n o Estabilizacio´n
Para el caso de regulacio´n, se define trabajar el sistema al 80%, es decir, x1ref = 0,8.
En la figura 2.10, se presenta la respuesta de la variable de estado x1 sin tiempo de atraso
(figura 2.10(a)) y con un periodo de atraso (figura 2.10(b)), y en la figura 2.11, se presenta la
respuesta de la variable de estado x2 sin tiempo de atraso (figura 2.11(a)) y con un periodo de
atraso (figura 2.11(b)), para tres valores de ks: 4,5; 3 y 0,5, de las cuales se pueden hacer las
siguientes consideraciones:
– Tanto en el sistema sin atraso, como en el sistema con un periodo de atraso, se puede
presentar caos, sin embargo, cuando n = 0 no´tese que el caos se encuentra acotado muy
cerca del valor de referencia (x1 = 0,8).
– De los casos presentados so´lo n = 0 y ks = 4,5 es estable. Sin embargo, todos los casos
n = 0 satisfacen la tarea de regulacio´n, con un error muy bajo.
– Se puede observar que incluir el periodo de atraso produce mal funcionamiento del sis-
tema, ya que e´ste es inestable y pierde la capacidad de regular.
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(a) n = 0
(b) n = 1
Figura 2.10: Regulacio´n. Comportamiento de la variable de estado x1 x1 para n = 0 y n = 1
– Existe variedad de comportamientos al variar ks, por medio de un ana´lisis posterior se
podra´ determinar los valores de transicio´n de cada comportamiento.
– Cuando n = 1 la dimensio´n del sistema es 4, en las figuras 2.10(b) y 2.11(b), se mues-
tran las variables de estado actuales (x1(k) y x2(k)). Las variables de estado atrasadas
x3 (k) = x1 ( k − 1 ) y x4(k) = x2(k − 1) presentan un comportamiento similar a las
variables de estado actuales, por esta razo´n son omitidas.
En la figura 2.12 se puede observar el comportamiento del ciclo de trabajo, para los casos
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(a) n = 0
(b) n = 1
Figura 2.11: Regulacio´n. Comportamiento de la variable de estado x2 x2 para n = 0 y n = 1
anteriormente presentados. En el sistema con un periodo de atraso el ciclo de trabajo toma
valores dentro de todo el rango de operacio´n (0%, 100%) (figura 2.12(b)). En contraste, cuando
existe regulacio´n (n = 0), el ciclo de trabajo se mantiene dentro de una regio´n limitada del
rango de operacio´n (por ejemplo,(75%, 100%)) (figura 2.12(b)).
Por u´ltimo, en la figura 2.13 se muestra el comportamiento del error para el sistema en tiempo
real (n = 0) y el sistema atrasado (n = 1). Si el sistema trabaja en tiempo real, se puede
alcanzar un comportamiento satisfactorio en la tarea de regulacio´n. Por otro lado, si el sistema
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(a) n=0
(b) n=1
Figura 2.12: Regulacio´n. Comportamiento del ciclo de trabajo para n = 0 y n = 1
opera con tiempo de atraso, el error que se obtiene es intolerable para efectos pra´cticos.
2.4.2. Rastreo o Seguimiento
Para el caso de rastreo, se define la funcio´n a seguir como: x1ref = A1refsin(ωt) donde
A1ref es la amplitud de la sen˜al y ω es la frecuencia del sistema normalizado, se seleccionan
A1ref = 0,8 y ω = 0,0889, la cual equivale a la normalizacio´n y adimensionalizacio´n de una
frecuencia de 50Hz.
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(a) n = 0
(b) n = 1
Figura 2.13: Regulacio´n. Comportamiento del sistema n = 0 y n = 1 (Error)
Al evaluar el desempen˜o para tres valores de ks diferentes (ks = 4,5; ks = 3; ks = 0,5), en
el sistema sin tiempo de atraso en los tres casos se alcanza el objetivo de controlar la salida
(y = x1) para que siga la sen˜al sinusoidal, sin diferencias muy representativas en una escala
entre +A1ref y −A1ref . Sin embargo, el esfuerzo de control se ve reflejado en la variable de
estado (x2), la cual presenta fluctuaciones sobre una envolvente sinusoidal, como se observa en
la figura 2.14(a). En el sistema con un periodo de atraso, en los tres casos de ks existen notorias
deficiencias en el seguimiento de la sen˜al variante en el tiempo. En la figura 2.14(b), se muestra
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(a) n = 0
(b) n = 1
Figura 2.14: Rastreo. Comportamiento de la variable de estado x2 para n = 0 y n = 1
el comportamiento de la variable de estado no controlada x2.
En la figura 2.15 se puede observar el comportamiento del ciclo de trabajo, en los casos n = 0
y n = 1. Cuando n = 0, el ciclo de trabajo describe trayectorias variantes en el tiempo,
asociadas a la sen˜al de referencia, presenta´ndose saturaciones a medida que el valor de ks
disminuye. Cuando n = 1 el ciclo de trabajo presenta sucesivas saturaciones que le impiden
seguir adecuadamente la sen˜al variante en el tiempo.
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(a) n = 0
(b) n = 1
Figura 2.15: Rastreo. Comportamiento del ciclo de trabajo (d(%)) para n = 0 y n = 1
El error de rastreo se puede observar en la fig.(2.16). Para n = 1 el error alcanza el 40%. Estos
resultados, sumados a los obtenidos en la tarea de regulacio´n, sugieren la necesidad de nuevos
esquemas de control que mejoren el desempen˜o del sistema, en particular para el sistema con
tiempo de atraso. En las pro´ximas secciones se introducen dos te´cnicas de control de sistemas
inestables y cao´ticos con las cuales se intenta mejorar la operacio´n del sistema.
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(a) n = 0
(b) n = 1
Figura 2.16: Error de Rastreo. Comportamiento del sistema n = 0 y n = 1 (Error)
2.5. Control de Caos
En [5] se demostro´ que el sistema que opera en un esquema PWMC basado en ZAD es suscepti-
ble de presentar respuestas cao´ticas, en la medida en que sus para´metros son variados, siendo el
sistema ma´s propenso en los casos en que se incluyen periodos de atraso en su funcionamiento,
esto fue adema´s mostrado gra´ficamente en las secciones anteriores.
En primera instancia, se presenta los fundamentos de la te´cnica TDAS y se muestran resultados
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de su funcionamiento. Al evaluar el desempen˜o de esta te´cnica se encuentran dificultades para
los casos en los que se trabaja con tiempo de atraso, por lo cual se recurre a una nueva opcio´n,
la te´cnica FPIC, que ha mostrado buenas caracterı´sticas en esta clase de sistemas.
2.5.1. Control de caos con TDAS
La te´cnica TDAS llamada ası´ de sus iniciales en ingle´s Time Delayed Auto-Synchronization,
ha sido ampliamente utilizada en el control de sistemas cao´ticos, desde su disen˜o a principios
de la de´cada de los noventa.
Figura 2.17: Diagrama de bloques del sistema controlado con TDAS.
El principio de funcionamiento de esta te´cnica se basa en la aplicacio´n de realimentacio´n de
muestras retardadas de la variable a controlar, con el fin de disminuir el esfuerzo de control [38].
Para este caso particular, la ley de control TDAS se aplica al ciclo de trabajo, dado que el con-
junto de variables que induce comportamientos inestables en el sistema pueden ser relacionadas
y unificadas a esta variable. El diagrama de bloques del sistema controlado con TDAS se mues-
tra en la figura 2.17, donde se usa la ley de control dada por la ecuacio´n (2.14), que es tomada
de [52].
d(k) = d+ η(d(k)− d(k − 1)) (2.14)
donde d(k) es el ciclo que se va a aplicar, d es el valor obtenido con la ecuacio´n (2.15), d(k−1)
es el ciclo de trabajo de la iteracio´n anterior y η es el para´metro de control TDAS o factor de
realimentacio´n.
d =
2(s(x((k − n)T )) + T .s2(x((k − n)T )))
.
s2(x((k − n)T ))− .s1(x((k − n)T )) (2.15)
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(a) Regulacio´n
(b) Rastreo
Figura 2.18: Comportamiento del ciclo de trabajo, en tareas de regulacio´n y rastreo con n = 0,
ks = 0,5. Sin y con control TDAS
El controlador TDAS es capaz de estabilizar los comportamientos cao´ticos que el sistema en
tiempo real (n = 0) experimenta con valores pequen˜os del para´metro ks (como ks = 0,5
mostrado sin control en la figura 2.10). En la figura 2.18 se comparan los ciclos de trabajo, en
tareas de regulacio´n y de rastreo, con n = 0 y ks = 0,5, sin y con el control TDAS. El control
TDAS para este caso muestra un correcto desempen˜o, tanto en regulacio´n como en rastreo.
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El sistema PWMC con el control TDAS presenta una alta sensibilidad a cambios en el para´metro
de control η, lo cual ocasiona que el rango de control donde el sistema exhibe errores tolerables
sea muy limitado. Por fuera de ese rango el ciclo de trabajo se satura y por ende se pierde la
capacidad de regulacio´n en el sistema.
Al incluir tiempo de atraso en el sistema la tarea de control se vuelve ma´s exigente, y en
consecuencia las dificultades e inconvenientes del control TDAS aumentan. Siendo el sistema
ma´s inestable con periodos de atraso, la sensibilidad del para´metro de control η crece y la
estabilidad de la o´rbita 1T-perio´dica no se alcanza sin que el ciclo de trabajo se sature.
Una alternativa para solucionar estos problemas es definir otra ley de control en la cual se
realimenten otras variables u otras muestras. Dado que no se pudo establecer un criterio para
la escogencia de la ley de control a medida que se varı´an las condiciones de operacio´n, como
el tiempo de atraso, se opto´ por no trabajar ma´s con esta te´cnica de control y utilizar otra que
presente una buena solucio´n al problema de operar el sistema con tiempo de atraso, eje tema´tico
de este trabajo.
En [5] los problemas antes expuestos fueron algunas de las motivaciones que tuvo la autora
para explorar nuevas formas de control y disen˜ar la te´cnica FPIC o Control por Induccio´n al
Punto Fijo, la cual muestra tener un comportamiento bueno que alienta a seguirla utilizando y
analizando.
2.5.2. Control de caos con FPIC
Control por Induccio´n al Punto Fijo (FPIC) es una te´cnica de control disen˜ada en [27], [5], [28]
que es usada especialmente en sistemas discretos, la cual se basa en el teorema de continuidad
de los valores propios.
El control con FPIC ha mostrado ser una te´cnica versa´til, en la medida que puede estabilizar
o´rbitas de periodo uno y superior en sistemas inestables y/o cao´ticos de una manera simple y
sin medicio´n de las variables de estado, como sı´ requiere la te´cnica TDAS.
En te´rminos generales, la te´cnica FPIC lo que hace es obligar al sistema a que evolucione al
punto fijo. En este sentido se parte del conocimiento previo del punto fijo o el valor de estado
estacionario de la sen˜al de control, bien sea de manera analı´tica o nume´rica y con base en e´l se
disen˜a la estrategia de control.
En [27], se encuentra una amplia explicacio´n de las aplicaciones y estabilidad de este con-
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Figura 2.19: Diagrama de bloques del sistema controlado con FPIC.
trolador, que puede ser pensado como un control del tipo feed-forward, similar a un control
con modelo de referencia, en el cual el modelo no corresponde al comportamiento deseado del
estado, sino a un valor posible del controlador en estado estacionario.
El requisito primordial para aplicar esta te´cnica es conocer el punto de equilibrio, el cual se
calcula de manera analı´tica en el pro´ximo capı´tulo (para los casos de regulacio´n y rastreo).
Con el punto fijo del sistema (el cual corresponde con el valor de regulacio´n: (x∗1, x∗2) =
(0,8, 0,28) si el comportamiento deseado es trabajar al 80 %), la ley de control esta´ dada por la
ecuacio´n (2.16).
d(k) =
d+Ndss
N + 1
(2.16)
donde d se calcula de la ecuacio´n (2.15), dss es el valor en estado estacionario del ciclo de
trabajo y N es el para´metro de control de la te´cnica. El diagrama de bloques del sistema con-
trolado con FPIC es presentado en la figura 2.19.
La ecuacio´n (2.16) se aplica tanto al sistema operado en tiempo real como al sistema atrasado,
dado que el punto fijo no se altera con el tiempo de atraso.
En la figura 2.20 se muestra el comportamiento del sistema PWMC que opera en zona de caos
(el mismo caso mostrado en la figura 2.18 pero ahora con la te´cnica FPIC con un N = 1). Igual
que la te´cnica TDAS, la estrategia FPIC controla efectivamente el sistema sin tiempo de atraso,
en tareas de regulacio´n y rastreo.
Ahora considerando tiempo de atraso (n ≥ 1), casos donde no se pudo encontrar una ley de
control TDAS que presentara un desempen˜o adecuado, el control FPIC responde satisfactoria-
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(a) Regulacio´n
(b) Rastreo
Figura 2.20: Comportamiento del ciclo de trabajo, en tareas de regulacio´n y rastreo con n = 0,
ks = 0,5. Sin y con control FPIC
mente. Por ejemplo, en la figura 2.21 se presentan los errores de regulacio´n y de rastreo para
los casos n = {1, 2, 3, 4, 5, 6} con para´metros de FPIC: N = {2, 5, 8, 10, 12, 15}, respectiva-
mente, y un valor del para´metro ZAD: ks = 4,5.
En la tabla 2.1 se sintetizan los errores de regulacio´n y rastreo para distintos casos de atraso,
en todos se muestran errores tolerables que confirman la efectividad del control. Note que el
sistema a valores altos de FPIC mejora su estabilidad absoluta (menor error de regulacio´n), sin
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(a) Regulacio´n
(b) Rastreo
Figura 2.21: Comportamiento del error de regulacio´n y de rastreo del sistema n = 1 a n = 6,
ks = 4,5, con control FPIC
embargo, el sistema pierde robustez ante perturbaciones, variaciones en los para´metros, etc.
2.6. Disipacio´n de energı´a en el sistema
En esta seccio´n, se establecen algunas consideraciones sobre los efectos que los elementos
disipativos de energı´a tienen en el sistema.
Como se presento´ anteriormente, los para´metros que miden la cantidad de energı´a disipa-
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Condicio´n de operacio´n Error de regulacio´n ma´ximo ( %) Error de rastreo ma´ximo ( %)
(n = 1, N = 2) 0,0497 0,3920
(n = 2, N = 5) 0,0428 0,4344
(n = 3, N = 8) 0,0398 0,4520
(n = 4, N = 10) 0,0386 0,5121
(n = 5, N = 12) 0,0377 0,5576
(n = 6, N = 15) 0,0368 0,5407
Tabla 2.1: Error de regulacio´n y de rastreo del sistema con control FPIC ks = 4,5 (n = 1 hasta n = 6)
da en el sistema esta´n contenidos en los para´metros adimensionales γ y β, por lo tanto, se
analizara´ co´mo la variacio´n en alguno de estos para´metros puede repercutir en el desempen˜o
del sistema.
Inicialmente, se define el factor de disipacio´n en el sistema, el cual se obtiene al relacionar las
ecuaciones que definen γ y β en funcio´n de los para´metros fı´sicos del sistema.
Relacionando las ecuaciones (2.3) y (2.4) del esquema primal (figura 2.8), o las ecuaciones
(2.5) y (2.6) del esquema dual (figura 2.9), se encuentra la proporcio´n dada por la ecuacio´n
(2.17).
γ
RDs
=
GDp
β
(2.17)
Por lo tanto, las pe´rdidas de energı´a en el sistema se pueden expresar por la ecuacio´n (2.18),
donde KD es el factor de disipacio´n de energı´a en el sistema.
KD = γβ = RDsGDp =
RDs
RDp
(2.18)
La ecuacio´n (2.18) debe tenerse en cuenta a la hora de disen˜ar el sistema. Dependiendo de la
aplicacio´n puede ser tolerable o intolerable que exista disipacio´n de energı´a. En las aplicaciones
tı´picas de conversio´n de energı´a en electro´nica de potencia, como la del convertidor tipo buck,
se disen˜a el sistema para que se tengan las menores pe´rdidas de energı´a posible, haciendo
que KD → 0, lo que fı´sicamente implica que: RDs → 0 o´ que RDp → ∞. En el esquema
primal (figura 2.8), so´lo se tiene control sobre la condicio´n RDs → 0, ya que la otra condicio´n
depende del valor que se tome como carga (RL). En el esquema dual (figura 2.9), se trabaja
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sobre la condicio´n RDp →∞, porque la otra condicio´n es la que se encuentra influenciada por
la carga.
Figura 2.22: Error de regulacio´n en el sistema n = 0, ks = 4,5. Variaciones en γ, β, x1ref
Para evaluar el desempen˜o del sistema ante un valor determinado de KD, tambie´n debe con-
siderarse el valor de referencia (x1ref en el caso de regulacio´n y A1ref en el caso de rastreo),
ya que este valor indica que porcentaje de energı´a de la sen˜al de entrada se desea transferir a la
salida. Si la referencia esta´ al 100% del valor de la fuente de energı´a, cualquier disipacio´n de
energı´a puede afectar el desempen˜o final del sistema. En cambio, si la referencia es inferior al
valor de entrada, pe´rdidas moderadas de energı´a no afectan el desempen˜o del sistema, ya que
existe un margen de tolerancia de disipacio´n de energı´a en el sistema.
En consecuencia, las pe´rdidas de energı´a debidas a elementos disipativos en el sistema afectan
el desempen˜o del sistema so´lo en condiciones de operacio´n extremas, en los dema´s casos sus
efectos pueden ser despreciados. En las figuras 2.22 y 2.23 se presentan algunos casos donde
los errores de regulacio´n y rastreo, respectivamente, aumentan debido a variaciones en los
para´metros γ, β y referencia.
Note que el sistema operado en tiempo real (n = 0) y un valor de la constante de tiempo de la
dina´mica del error de ks = 4,5, no habı´a presentado errores por encima del 1%, ya que hasta
el momento se trabajaba con β = 0, es decir, KD = 0 y con referencia al 80% (este hecho se
presenta en las figuras 2.13 y 2.16, y en la tabla 2.1).
Al trabajar con β > 0 y valores de referencia cercanos al 100%, es posible que el sistema
exhiba errores superiores al 1%. En la tabla 2.2 se resumen los errores alcanzados para los 6
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Figura 2.23: Error de rastreo en el sistema n = 0, ks = 4,5. Variaciones en γ, β, A1ref
casos analizados.
Observe en la tabla 2.2 que a medida que el valor de la referencia se hace menor a 1, se requiere
un valor mayor en el factor de disipacio´n de energı´a KD, para tener un error considerable.
Condicio´n de operacio´n KD Error de regulacio´n ma´ximo Error de rastreo ma´ximo
(n = 0, ks = 4,5) (ref = x1ref ) (ref = A1ref )
(ref = 0,99, γ = 0,85, β = 0,10) 0,085 6,9031% 7,1382%
(ref = 0,97, γ = 0,35, β = 0,18) 0,063 3,0171% 3,0888%
(ref = 0,95, γ = 0,80, β = 0,20) 0,160 9,2556% 9,5002%
(ref = 0,90, γ = 1,00, β = 0,20) 0,200 7,4074% 7,5152%
(ref = 0,85, γ = 0,75, β = 0,36) 0,270 7,3645% 7,5455%
(ref = 0,80, γ = 0,90, β = 0,40) 0,360 8,0882% 8,1849%
Tabla 2.2: Error de regulacio´n y de rastreo del sistema n = 0, ks = 4,5. Variaciones en γ, β y la referencia
En la aplicacio´n del convertidor buck, en el marco de la electro´nica de potencia, los valores uti-
lizados para KD, presentados en la tabla 2.2, pueden llegar a ser poco probables de presentarse
en la realidad, ya que como se menciono´ anteriormente, en el disen˜o se procura hacer KD → 0.
Sin embargo, factores como la calidad de los elementos o condiciones de operacio´n adversas
pueden ocasionar pe´rdidas de energı´a que influencien negativamente el funcionamiento del
sistema.
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2.7. Conclusiones y Observaciones
Los temas tratados en este capı´tulo son relevantes en la medida que brindan el soporte teo´rico
y la guı´a necesaria para comprender los capı´tulos siguientes. Por ejemplo, en este capı´tulo
se evidencia la intencio´n de dar un enfoque general a los ana´lisis que se realicen en la tesis,
mediante la aplicacio´n de los principios de dualidad y analogı´a de sistemas.
Adema´s, la incorporacio´n de un para´metro o grado de libertad adicional al modelo, es un cam-
bio de fondo en la estructura tradicional del mismo, sustentado en el hecho de mantener la
simplicidad del modelo, al no alterar su dimensio´n, y al mismo tiempo hacerlo ma´s real, en el
sentido de tener en cuenta una caracterı´stica que por naturaleza se presenta en estos sistemas,
como lo es la disipacio´n de energı´a.
Sin embargo, con el objeto de ampliar los resultados mostrados en otros trabajos (como [5]), se
decide trabajar en un mayor porcentaje con el mismo modelo (por ejemplo haciendo β = 0) y
valores de para´metros para dar un soporte adicional a la tesis. Por lo anterior, las repercusiones
de las modificaciones hechas al modelo como la inclusio´n de elementos disipadores inherentes
a un sistema reductor de energı´a (β 6= 0), sera´n analizadas paulatinamente en el transcurso de
la tesis.
Tambie´n es importante resaltar la necesidad de trabajar con te´cnicas de control adicionales
a la de promediado cero de la dina´mica del error (ZAD) cuando el sistema se trabaja en un
esquema de PWM centrado y con tiempo de atraso. Por este motivo se hizo una revisio´n de
las te´cnicas TDAS y FPIC y se evaluaron sus desempen˜os. Con la te´cnica TDAS existieron
grandes dificultades en la definicio´n de la ley de control en el sistema con tiempo de atraso,
mientras que con la te´cnica FPIC no se presentaron problemas al definir la ley de control para
cualquier tiempo de atraso, logrando resultados satisfactorios, que llevaron a tomar la decisio´n
de so´lo utilizar en adelante la te´cnica FPIC, descartando el control TDAS para esta aplicacio´n.
Los comportamientos tan disı´miles que se presentan al variar los para´metros de control en el
sistema , como lo son el para´metro ks asociado con la estrategia ZAD y el para´metro N rela-
cionado con el control FPIC, ambientan la importancia de realizar ana´lisis de estabilidad y de
bifurcaciones al sistema, para determinar las condiciones de operacio´n en las cuales el sistema
responde adecuadamente a los requerimientos de regulacio´n o de rastreo, o bajo que´ circun-
stancias el sistema puede entrar en zona de caos. Estos ana´lisis se encuentran en los pro´xi-
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mos capı´tulos, particularmente el ana´lisis de estabilidad sera´ el objeto de estudio del siguiente
capı´tulo.
39
Capı´tulo 3
Ana´lisis de Estabilidad de la ´Orbita
1T-Perio´dica
En este capı´tulo se hace el estudio de la estabilidad del sistema controlado con ZAD y PWM
centrado y con tiempo de atraso (PWMCD de orden n). Inicialmente se realiza el ana´lisis del
sistema en estado estacionario (estabilidad absoluta) y posteriormente se plantean las herra-
mientas necesarias para analizar el sistema en estado transitorio (estabilidad relativa).
3.1. Ana´lisis de Estabilidad Absoluta: Comportamiento del Sis-
tema en Estado Estacionario
En esta parte del capı´tulo se investiga la estabilidad de los puntos de equilibrio, basados en la
aplicacio´n de Poincare´ y en la ecuacio´n variacional del sistema. El procedimiento que se sigue,
en su mayorı´a es una adaptacio´n del presentado en [5], con dos modificaciones principales:
La inclusio´n del para´metro β (que esta´ relacionado con las pe´rdidas de energı´a inherentes al
sistema) y la del te´rmino n (asociado al tiempo de atraso del sistema).
En sistemas continuos los puntos de equilibrio esta´n dados por:
x˙ = 0
Cuando el ana´lisis es hecho en tiempo discreto estos puntos se denominan puntos fijos y se
definen como:
x(k + 1) = x(k)
Los puntos fijos de la solucio´n 1T -perio´dica son los mismos para el esquema sin atraso o con
atraso, debido a que el atraso no tiene influencia en los puntos fijos del sistema. De tal forma,
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las expresiones:
x(k + i+ 1) = x(k + i)
x(k − i+ 1) = x(k − i)
para i = {0, 1, 2, ...}, son equivalentes y conducen al mismo punto fijo.
3.1.1. Puntos Fijos: Ciclo de Trabajo en Estado Estacionario
Utilizando algunas aproximaciones es posible tener informacio´n del ciclo de trabajo en estado
estacionario sin necesidad de resolver las ecuaciones. Partimos de la expresio´n dada en la
ecuacio´n (3.1) para el ciclo de trabajo, donde s(0) es la superficie de deslizamiento al momento
de muestrear y s˙− y s˙+ son las pendientes de la dina´mica del error cuando u = u− y u = u+,
respectivamente.
d =
2s(0) + T s˙−
s˙− − s˙+ (3.1)
Al denominador de la ecuacio´n (3.1): s˙− − s˙+, se le puede realizar el siguiente tratamiento
matema´tico:
s˙− − s˙+ = ∂s−∂x x˙− ∂s+∂x x˙ = ∂s∂x (Ax + Bu−)− ∂s∂x (Ax + Bu+) = −ks(u+ − u−)
Ahora, en el numerador se pueden realizar varias consideraciones, basadas en la superficie
deslizante:
s˙ = (1− ksγ) x˙1 + ksx˙2 − x˙1ref − ksx¨1ref
Reemplazando x˙1 y x˙2 de las ecuaciones de estado se obtiene:
s˙− =
(
γ2ks − γ − ks
)
x1 + (1− γks − βks)x2 + ksu− − x˙1ref − ksx¨1ref
Es posible suponer que si el sistema se encuentra en estado estacionario x1 = x1ref con lo cual
s(0) = 0 y de la primera ecuacio´n del sistema x˙1 = −γx1 + x2, se tiene x2 = x˙1ref + γx1ref
. Por lo tanto, si hay seguimiento, en estado estacionario: x∗1 = x1ref y x∗2 = x˙1ref + γx1ref ,
con lo cual se obtiene:
d∗ = T −ksx1ref−ksγx˙1ref−ksx¨1ref+ksu−−γβksx1ref−γβx˙1ref−ks(u+−u−)
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donde ∗ representa valor de estado estacionario. Para el caso de regulacio´n, todas las derivadas
de la referencia son cero, y por lo tanto el ciclo de trabajo de estado estacionario esta´ dado por:
d∗ = T (1+γβ)x1ref−u−u+−u−
Si se toman u+ = 1 y u− = −1, el ciclo de trabajo en estado estacionario esta´ dado por la
ecuacio´n (3.2), donde KD es el factor de disipacio´n de energı´a del sistema.
d∗ = T
1 + (1 + γβ)x1ref
2
= T
1 + (1 +KD)x1ref
2
(3.2)
Este valor de ciclo de trabajo obedece a un sistema cuyo pulso se genera con la secuencia
{+1,−1,+1} (esta es la secuencia escogida para realizar los ana´lisis). Si los ca´lculos se fueran
efectuado con la secuencia {−1,+1,−1} el valor del punto de equilibrio del ciclo de trabajo
varı´a de la forma expresada por la ecuacio´n (3.3).
d∗ = T
1− (1 + γβ)x1ref
2
= T
1− (1 +KD)x1ref
2
(3.3)
El comportamiento de ambos ciclos de trabajo (ecuaciones (3.2) y (3.3)) es complementario, es
decir, d∗+ + d∗− = 1, con d∗+ = d∗ cuando la secuencia del pulso es {+1,−1,+1}, y d∗− = d∗
cuando la secuencia del pulso es {−1,+1,−1}.
En [5] se muestra que las aproximaciones realizadas para llegar a la ecuacio´n (3.2), conllevan
a poco error (1,9% si x1ref = 0,1 y 0,033% si x1ref = 0,9 ), facilitando la solucio´n de otros
aspectos relacionados con la estabilidad del sistema.
Modificacio´n del punto fijo debida a la disipacio´n de energı´a en el sistema
En este apartado se complementan las consideraciones realizadas en el capı´tulo anterior sobre
disipacio´n de energı´a en el sistema, realizando un ana´lisis basado en la ecuacio´n (3.2).
En la ecuacio´n (3.2) el punto de operacio´n del sistema 1T-perio´dico (d∗) depende del periodo
de muestreo T , de la referencia x1ref , y del factor de energı´a disipada KD.
En la tabla 3.1 se calculan los valores del ciclo de trabajo en estado estacionario para los seis
casos presentados en la tabla 2.2 de la pa´gina 37, con el fin de aclarar las causas por las cuales
se presentan errores de funcionamiento considerables.
En todos los casos presentados en la tabla 3.1 los puntos fijos no son alcanzables, ya que el
sistema se satura en d = T . Al no poder lograr el valor deseado en estado estacionario el
sistema exhibe los errores presentados en la tabla 2.2.
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Condicio´n de operacio´n KD d∗(T )
(n = 0, ks = 4,5)
(ref = 0,99, γ = 0,85, β = 0,10) 0,085 1,037T
(ref = 0,97, γ = 0,35, β = 0,18) 0,063 1,016T
(ref = 0,95, γ = 0,80, β = 0,20) 0,160 1,051T
(ref = 0,90, γ = 1,00, β = 0,20) 0,200 1,040T
(ref = 0,85, γ = 0,75, β = 0,36) 0,270 1,040T
(ref = 0,80, γ = 0,90, β = 0,40) 0,360 1,044T
Tabla 3.1: Ciclo de trabajo en estado estacionario del sistema n = 0, ks = 4,5. Variaciones en γ, β y la referencia
Figura 3.1: Ciclo de trabajo en el sistema n = 0, ks = 4,5 (regulacio´n). Variaciones en γ, β,
x1ref
En la figura 3.1 se presenta el comportamiento del ciclo de trabajo para los seis casos de la
tabla 3.1, en la cual se puede observar la saturacio´n abrupta del ciclo de trabajo en d = T .
En conclusio´n, el factor de disipacio´n de energı´a KD incide en el ca´lculo del punto de op-
eracio´n del sistema, lo cual en casos extremos como los mostrados en la tabla 3.1 puede llevar
a saturaciones del ciclo de trabajo.
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Au´n cuando el factor KD es un valor muy pequen˜o o no afecte considerablemente el de-
sempen˜o del sistema, puede ser conveniente tenerlo en cuenta para calcular el punto de op-
eracio´n del sistema con mayor precisio´n, ya que muchas te´cnicas de ana´lisis y de control re-
quieren que el ca´lculo del punto de fijo del sistema sea lo ma´s cercano a la realidad posible.
3.1.2. Estabilidad de los Puntos Fijos
En esta seccio´n se determina la estabilidad absoluta de la o´rbita 1T-perio´dica para el caso de
regulacio´n. Para tal fin existen varias te´cnicas entre las que se encuentran:
– Multiplicadores caracterı´sticos: Te´cnica en la que se evalu´a el Jacobiano de la apli-
cacio´n de Poincare´ en el punto de equilibrio y se calculan los valores propios.
– Exponentes de Lyapunov: Es una te´cnica nume´rica que utiliza la definicio´n de expo-
nente de Lyapunov para determinar la velocidad de convergencia o divergencia de dos
o´rbitas con condiciones iniciales muy pro´ximas.
– Exponentes de Floquet: En esta te´cnica se resuelve de manera analı´tica la ecuacio´n
variacional asociada al sistema perturbado para determinar el valor lı´mite del para´metro
de bifurcacio´n (ks o N ), a partir del cual la o´rbita de periodo 1T pierde su estabilidad.
A continuacio´n se presenta una breve explicacio´n de las dos primeras te´cnicas (Multiplicadores
Caracterı´sticos y Exponentes de Lyapunov) para los dos casos de operacio´n en las que se uti-
lizaron: sin tiempo de atraso (n = 0) y con un periodo de atraso (n = 1). Posteriormente se
explica de forma detallada el procedimiento utilizado para calcular los Exponentes de Floquet
de la o´rbita 1T -perio´dica. Con esta te´cnica se pudo generalizar el ca´lculo de estabilidad para
cualquier periodo de atraso, por lo tanto fue la escogida para realizar el ana´lisis de estabilidad
de la o´rbita 1T -perio´dica del sistema.
No obstante, haciendo uso de apropiadas transformaciones es posible obtener cualquiera de
las tres representaciones antes mencionadas, como se ilustra en la figura 3.2, donde λ repre-
senta los exponentes de Lyapunov, µ a los exponentes de Floquet y m a los multiplicadores
caracterı´sticos. Debido a la amplia utilizacio´n de los exponentes de Lyapunov en el ana´lisis de
estabilidad, y a las facilidades de visualizacio´n e interpretacio´n que brindan los multiplicadores
caracterı´sticos en el ana´lisis de bifurcaciones, sera´ comu´n encontrar referenciadas las diferentes
te´cnicas en el transcurso de la tesis.
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Figura 3.2: Transformaciones: Exponentes de Floquet < − > Multiplicadores Caracterı´sticos
< − > Exponentes de Lyapunov.
Las tres te´cnicas brindan la misma informacio´n de estabilidad de la o´rbita 1T -perio´dica pero
desde perspectivas diferentes. Los multiplicadores caracterı´sticos tienen un enfoque de tiempo
discreto, es decir, la condicio´n de estabilidad es |mi| < 1. En cambio, la condicio´n de estabili-
dad cuando el ana´lisis se realiza por exponentes de Floquet o por exponentes de Lyapunov es
Re(µ) < 0 y Re(λ) < 0, respectivamente, lo cual corresponde a una perspectiva de tiempo
continuo.
Estabilidad de los Puntos Fijos: Multiplicadores Caracterı´sticos
Partimos de la aplicacio´n de Poincare´ del sistema, para el estudio de los dos casos, n = 0 y
n = 1, dada por la ecuacio´n (3.4).
x((k+ 1)T) = eAT x(kT)+(eA(T−d/2)+I)A−1(eAd/2−I)B−eAd/2A−1(eA(T−d)−I)B (3.4)
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donde el ciclo de trabajo a ser aplicado en (k+1)T es calculado con el valor de los estados en
(k − n)T .
La relacio´n entre los exponentes de Floquet y los multiplicadores caracterı´sticos viene dada de
acuerdo con el teorema del mapeo espectral [53] como se presenta en la ecuacio´n (3.5), donde
m representa los multiplicadores caracterı´sticos y µ los exponentes de Floquet.
|mi| = eµT (3.5)
* Multiplicadores Caracterı´sticos PWMC
En el esquema de funcionamiento en tiempo real, se considera que el ciclo de trabajo se puede
definir en funcio´n de los estados actuales, por lo tanto, la ecuacio´n (2.10) se puede expresar de
la forma dada por la ecuacio´n (3.6) que en su forma compacta es: x(k + 1) = f(x(k)).
x1(k + 1)
x2(k + 1)
=
=
f1(x1(k), x2(k))
f2(x1(k), x2(k))
(3.6)
El Jacobiano del sistema se puede calcular tal como se muestra en la ecuacio´n (3.7).
An0 =
 ∂f1∂x1(k) ∂f1∂x2(k)
∂f2
∂x1(k)
∂f2
∂x2(k)
 (3.7)
Ahora, al evaluar la matriz Jacobiana en el punto fijo (An0 =
(
∂f
∂xi
)
P.F.
, tomando P.F. como
(x1ref , γx1ref )), se pueden calcular los valores propios de la solucio´n del sistema, los cuales
son equivalentes a los multiplicadores caracterı´sticos del sistema. [54]
Este procedimiento basado en la linealizacio´n es posible porque no existe discontinuidad de
campo vectorial en el momento de muestrear. [49] Con esto en claro, las caracterı´sticas de los
valores propios dados por: |mI− An0| = 0, definen la estabilidad de la o´rbita 1T -perio´dica.
Si |mi| < 1, los valores propios se localizan dentro del cı´rculo unitario, por lo cual la solucio´n
es estable. En cambio si algu´n multiplicador esta´ por fuera del cı´rculo unitario (|mi| > 1), la
o´rbita es inestable.
* Multiplicadores Caracterı´sticos PWMCD de orden 1
En el esquema de funcionamiento con un periodo de atraso (n = 1), el sistema presenta cuatro
variables de estado (las dos actuales y las dos atrasadas), debido a que el ciclo de trabajo ahora
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se calcula con las muestras tomadas en (k − 1)T , como en la ecuacio´n (3.8).
d = c1x1(k − 1) + c2x2(k − 1) + c3 = c1x3(k) + c2x4(k) (3.8)
Por lo tanto el sistema se puede expresar tal como se muestra en la ecuacio´n (3.9).
x1(k + 1)
x2(k + 1)
x3(k + 1)
x4(k + 1)
=
=
=
=
f1(x1(k), x2(k), x3(k), x4(k))
f2(x1(k), x2(k), x3(k), x4(k))
x1(k)
x2(k)
(3.9)
Y el Jacobiano del sistema esta´ dado por la ecuacio´n (3.10).
An1 =

∂f1
∂x1(k)
∂f1
∂x2(k)
∂f1
∂x3(k)
∂f1
∂x4(k)
∂f2
∂x1(k)
∂f2
∂x2(k)
∂f2
∂x3(k)
∂f2
∂x4(k)
1 0 0 0
0 1 0 0
 (3.10)
Como en el caso sin atraso, la estabilidad de la o´rbita 1T -perio´dica esta´ definida por los mul-
tiplicadores caracterı´sticos (o valores propios de la solucio´n del sistema). Para que la solucio´n
sea estable se debe garantizar que los cuatro multiplicadores caracterı´sticos este´n dentro del
cı´rculo unitario, de lo contrario el sistema es suceptible de presentar caos.
Estabilidad de los Puntos Fijos: Exponentes de Lyapunov
Los exponentes de Lyapunov son una te´cnica muy utilizada, por su efectiva ayuda en la de-
terminacio´n de la velocidad de convergencia o divergencia de dos o´rbitas de una ecuacio´n
diferencial cuyas condiciones iniciales difieren infinitesimalmente una de la otra.
Debido a que se requiere el conocimiento de las o´rbitas su ca´lculo analı´tico se hace muy com-
plejo, por lo que generalmente se recurre a un procedimiento nume´rico para hallarlos. Si las
trayectorias que inician muy cerca convergen una de la otra, los exponentes de Lyapunov aso-
ciados sera´n negativos. Si las trayectorias divergen existira´ al menos un exponente de Lyapunov
positivo.
Resolviendo la aplicacio´n de Poincare´ del sistema para cada periodo de muestreo (ecuacio´n
(3.4) se encuentran el valor alrededor del cual se linealiza el sistema para calcular los valores
propios qi en la iteracio´n k correspondiente (qi (Anj (x(k)))), siendo Anj la matriz jacobiana
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del sistema (ecuacio´n (3.7) para el sistema sin atraso o ecuacio´n (3.10) para el sistema con un
periodo de atraso). La ecuacio´n (3.11) sintetiza el procedimiento para calcular los exponentes
de Lyapunov (λi).
λi = Lim
M→∞
{
1
M
M∑
k=0
log |qi (Anj (x(k)))|
}
(3.11)
Estabilidad de los Puntos Fijos: Exponentes de Floquet PWMCD de orden n
El ca´lculo de los exponentes de Floquet del sistema esta´ basado en la resolucio´n de la ecuacio´n
variacional asociada al mismo. El procedimiento mostrado en este capı´tulo es u´til para el ana´li-
sis particular de la estabilidad de la o´rbita 1T perio´dica, con generalizacio´n del periodo de
atraso considerado en el sistema (n ≥ 0).
Ba´sicamente lo que se hace es perturbar la solucio´n perio´dica del sistema (x∗) con una funcio´n
temporal exponencial (eµt), para de esta forma analizar la estabilidad de la solucio´n perio´dica
mediante el estudio del comportamiento de la perturbacio´n. Si la parte real del exponente µ es
positiva, la perturbacio´n crecera´ y por lo tanto la solucio´n perio´dica es inestable, mientras que
si la parte real del exponente µ es negativa, la perturbacio´n es decreciente y representativa de
una soluco´n perio´dica estable.
Para hallar la ecuacio´n variacional del sistema se parte de las ecuaciones dina´micas del sistema:
 .x1
.
x2
 =
 −γ 1
−1 −β
 x1
x2
+
 0
1
u
donde u es la sen˜al de control, que tienen el siguiente comportamiento:
u =

u+ 0 < t 6 d2
u− d2 < t 6
(
T − d2
)
u+
(
T − d2
)
< t 6 T
donde el ciclo de trabajo d depende del estado t = (k − n)T , siendo n el nu´mero de periodos
de atraso (n = 0) y k es el instante de muestreo actual.
Las ecuaciones dina´micas se pueden expresar de la siguiente forma:
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 .x1
.
x2
 =
 −γ 1
−1 −β
 x1
x2
+
 0
1
− 2θ (t− (nT + d2))
 0
1
+
2θ
(
t− ((n+ 1)T − d2))
 0
1

donde θ(t− τ) corresponde al escalo´n unitario aplicado en t = τ .
La figura 3.3 muestra de una forma ma´s clara el por que´ de la utilizacio´n de la funcio´n escalo´n
en la anterior expresio´n.
Figura 3.3: Representacio´n Gra´fica de la discontinuidad PWMC en funcio´n de n.
Debido a que el tiempo de atraso (nT ) quedo´ incluido en las ecuaciones del sistema, el ciclo
de trabajo se puede calcular como si dependiera del estado actual, utilizando la ecuacio´n (3.1).
Ası´ pues, realizando el tratamiento matema´tico dado a la ecuacio´n (3.1) en la pa´gina 41, el
ciclo de trabajo puede ser escrito en funcio´n del estado al inicio de cada periodo de muestreo
como:
d
2 = c1x1(0) + c2x2(0) + c3
donde las variables c1, c2 y c3 esta´n descritas por las ecuaciones (3.12), (3.13) y (3.14), respec-
tivamente.
c1 =
2− γ(2ks + T (1− γks))− ksT
−2ks(u+ − u−) (3.12)
c2 =
2ks + T (1− ks(γ + β))
−2ks(u+ − u−) (3.13)
c3 =
−2x1ref + ksTu−
−2ks(u+ − u−) (3.14)
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Ahora considerando una solucio´n perturbada de la o´rbita perio´dica dada por x1 = x∗1+eµtae1 y
x2 = x∗2+ eµtae2 donde ∗ esta´ asociado a la solucio´n perio´dica del sistema, la exponencial a la
perturbacio´n y ae1 y ae2 son funciones de tiempo. Con la perturbacio´n aplicada las ecuaciones
del sistema se transforman en:
x˙∗1 + µeµtae1 + eµta˙e1 = −γ(x∗1 + eµtae1) + (x∗2 + eµtae2)
x˙∗2 + µeµtae2 + eµta˙e2 = −(x∗1 + eµtae1) − β(x∗2 + eµtae2) + 1 − 2θ
(
t− (nT + d2)) +
2θ
(
t− ((n+ 1)T − d2))
Como,
d∗
2 = c1x
∗
1(0) + c2x
∗
2(0) + c3
entonces,
θ
(
t− (nT + d∗2 )) = θ (t− (nT + c1x∗1(0) + c2x∗2(0) + c3))
el escalo´n en t = nT + d2 puede ser expresado en funcio´n de la solucio´n perturbada como:
θ
(
t− (nT + d2)) = θ (t− (nT + c1(x∗1(0) + ae1(0)) + c2(x∗2(0) + ae2(0)) + c3))
y haciendo una aproximacio´n por series de Taylor a primer orden, se obtiene:
θ
(
t− (nT + d2)) = θ (t− (nT + d∗2 ))− δ (t− (nT + d∗2 )) (c1ae1(0) + c2ae2(0))
donde δ(t) es la funcio´n delta de Dirac y se obtiene de δ(t) = dθ(t)dt . De la misma forma para
el escalo´n aplicado en t =
(
(n+ 1)T − d2
)
, se llega a:
x˙∗1 + µeµtae1 + eµta˙e1 = −γx∗1 − γeµtae1 + x∗2 + eµtae2
x˙∗2 + µeµtae2 + eµta˙e2 = −x∗1 − eµtae1 − βx∗2 − βeµtae2 + 1− 2θ
(
t− (nT + d∗2 ))+
2δ
(
t− (nT + d∗2 )) (c1ae1(0) + c2ae2(0)) + 2θ (t− ((n+ 1)T − d∗2 ))
+2δ
(
t− ((n+ 1)T − d∗2 )) (c1ae1(0) + c2ae2(0))
Anulando la solucio´n ∗ las ecuaciones se pueden expresar como:
µeµtae1 + eµta˙e1 = −γeµtae1 + eµtae2
µeµtae2 + eµta˙e2 = −eµtae1 − βeµtae2 + 2δ
(
t− (nT + d∗2 )) (c1ae1(0) + c2ae2(0)) +
2δ
(
t− ((n+ 1)T − d∗2 )) (c1ae1(0) + c2ae2(0))
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multiplicando por e−µt, tenemos:
a˙e1 = −µae1 − γae1 + ae2
a˙e2 = −ae1 − µae2 − βae2 + 2e−µtδ
(
t− (nT + d∗2 )) (c1ae1(0) + c2ae2(0)) +
2e−µtδ
(
t− ((n+ 1)T − d∗2 )) (c1ae1(0) + c2ae2(0))
expresando las ecuaciones en forma matricial, simplificando la notacio´n haciendo d∗ = d y
teniendo en cuenta que debido a la funcio´n delta de Dirac, δ(t− τ), el termino e−µt solo tiene
sentido en t = τ , se tiene la ecuacio´n variacional del sistema, dada por la ecuacio´n (3.15).
a˙e =
 −γ − µ 1
−1 −β − µ
 ae + e−µ(nT+ d2 )δ (t− (nT + d2))Hae (0)+
e−µ((n+1)T−
d
2 )δ
(
t−
(
(n+ 1)T − d
2
))
Hae (0) (3.15)
donde,
H =
 0 0
2c1 2c2
 , a˙e =
 a˙e1
a˙e2
 , ae =
 ae1
ae2
 , ae(0) =
 ae1(0)
ae2(0)

Para resolver la ecuacio´n variacional, que rige la evolucio´n de la perturbacio´n, se procede de la
siguiente forma:
* Primero se halla la matriz de transicio´n de estados. Por simplicidad matema´tica, la matriz de
transicio´n de estados se calcula como el producto de las exponenciales de las matrices A1 y
A2, las cuales cumplen las siguientes propiedades:
A1 y A2 conmutan.
A = A1 +A2, ası´ se tiene que eAt = eA1teA2t.
Con la seleccio´n particular de A1 y A2 dadas por las ecuaciones (3.16) y (3.17), respectiva-
mente.
A1 =
 −γ2 − β2 − µ 0
0 −γ2 − β2 − µ
 (3.16)
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A2 =
 −γ2 + β2 1
−1 γ2 − β2
 (3.17)
se tiene la ventaja que los exponentes µ quedan relacionados con una matriz diagonal per-
mitiendo una fa´cil manipulacio´n debido a su posible factorizacio´n antes de la matriz, de la
siguiente forma:
eA1t = e−(
γ
2
+β
2
+µ)tI
y
eA2t =
 −α1α2 sen(α2t) + cos(α2t) 1α2 sen(α2t)
− 1α2 sen(α2t) α1α2 sen(α2t) + cos(α2t)

donde α1 =
(
γ
2 − β2
)
y α2 =
√
1− α21.
* Segundo, la integral de las ecuaciones de la perturbacio´n se debe hacer a tramos, y debido
a la presencia de la funcio´n delta de Dirac se requiere tambie´n hacer la integracio´n sobre las
discontinuidades.
1). Inicialmente, se calcula la solucio´n entre t = 0 y t = d2
ae
(
d
2
)
− = e
A1 d2 eA2
d
2 ae (0)
con este valor se halla ae
(
d
2
)
+
al integrar sobre la discontinuidad de la siguiente forma:
ae
(
d
2
)
+
= ae
(
d
2
)
− + e
−µ(nT+ d2 )Hae
ae
(
d
2
)
+
=
(
eA1
d
2 eA2
d
2 + e−µ(nT+
d
2 )H
)
ae (0)
2). Ahora en el intervalo entre t = (d2) y t = (T − d2), con la nueva condicio´n inicial se tiene:
ae
(
T − d2
)
− = e
A1(T−d)eA2(T−d)ae
(
d
2
)
+
ae
(
T − d2
)
− = e
A1(T−d)eA2(T−d)
(
eA1
d
2 eA2
d
2 + e−µ(nT+
d
2 )H
)
ae (0)
en la discontinuidad,
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ae
(
T − d2
)
+
= ae
(
T − d2
)
− + e
−µ((n+1)T− d2 )Hae (0)
ae
(
T − d2
)
+
=
(
eA1(T−d)eA2(T−d)eA1
d
2 eA2
d
2 + eA1(T−d)eA2(T−d)e−µ((n+1)T−
d
2 )H
)
ae (0)
3). Finalmente, se integra entre t = (T − d2) y T.
ae (T ) = eA1
d
2 eA2
d
2 ae
(
T − d2
)
+
ae
(
T − d2
)
+
=
(
eA1(T−d)eA2(T−d)eA1
d
2 eA2
d
2 +
eA1(T−d)eA2(T−d)e−µ((n+1)T−
d
2 )H
)
ae (0)
como eA1t = e−(
γ
2
+β
2
+µ)tI y haciendo z = e−µT se obtiene que la solucio´n de la ecuacio´n
variacional esta´ dada por la ecuacio´n (3.18).
ae (T ) = Q1ae (0) (3.18)
La matriz Q1 esta dada por la ecuacio´n 3.19, donde α3 = γ2 + β2 .
Q1 =
(
ze−α3T eA2T + z(n+1)e−α3(T−
d
2 )eA2(T−
d
2 )H + z(n+1)e−α3(
d
2 )eA2(
d
2 )H
)
(3.19)
Para que la solucio´n sea perio´dica se requiere que ae (T ) = ae (0), ası´ se tiene la ecuacio´n
(3.20).
(Q1 − I) ae (0) = 0 (3.20)
Esta solucio´n es estable si se garantiza que la parte real de los exponentes de Floquet µ,
obtenidos de la solucio´n de la ecuacio´n variacional sea negativa. Si det (Q1 − I) = 0 im-
plica µ negativo. La siguiente es la representacio´n para el caso especı´fico dado por los valores
de los para´metros: γ = 0,35; β = 0; T = 0,1767; ks = 4,5; x1ref = 0,8; u+ = 1; u− = −1,
en funcio´n del nu´mero de periodos de atraso n.
0,1e− 20z2(n+1) − 1,867z(n+2) + 1,911z(n+1) + 0,93z2 − 1,899z + 1 = 0
El grado de la ecuacio´n es 2(n+ 1), siendo n el nu´mero de periodos de atraso.
Si en cambio dejamos la ecuacio´n del determinante en funcio´n de ks y hacemos n = 0 se tiene
la expresio´n dada por la ecuacio´n (3.21).
(
1e− 10
k2s
− 0,00215387
ks
− 0,9466771)z2 + (0,3443753
ks
− 0,0535075)z + 1 = 0 (3.21)
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Figura 3.4: Exponentes de Floquet y de Lyapunov para el sistema sin tiempo de atraso
Figura 3.5: Exponentes de Floquet y de Lyapunov para el sistema con un periodo de atraso.
La ecuacio´n (3.21) rige la evolucio´n de los exponentes de Floquet en la medida en que el
para´metro ks varı´a, en la cual se tiene que el lı´mite inferior que garantiza estabilidad de la
o´rbita de periodo 1T esta´ aproximadamente en ks = 3,24, como se observa en la figura 3.4.
Para el caso cuando n = 1, es decir, en el esquema PWMCD de orden 1 , la ecuacio´n del
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Figura 3.6: Variacio´n de los exponentes de Floquet (n=1,2,3,...,6)- Para´metro de Bifurcacio´n
ks
determinante en funcio´n de ks queda expresada por la ecuacio´n (3.22).
1e− 9
k2s
z4−(1,8867+ 0,002154
ks
)z3+(
0,344375
ks
+2,79635)z2−1,90983z+1 = 0 (3.22)
En la ecuacio´n (3.22) se tiene que no existe un valor para el para´metro ks que garantice estabi-
lidad de la o´rbita de periodo 1T . Como se visualiza en figura 3.5 existe un exponente inestable
(con parte real positiva) para cualquier valor de ks.
Para n > 1 tampoco existen valores de ks donde la o´rbita 1T sea estable, ya que los tiempos
de atraso disminuyen la estabilidad del sistema. A medida que n aumenta tambie´n aumentan
el nu´mero de exponentes de Floquet del sistema. En los casos presentados en la figura 3.6, los
exponentes de Floquet inestables aumentan a medida que crece el atraso, lo representa mayor
inestabilidad para un tiempo de atraso mayor.
Estabilidad Absoluta del Sistema PWMCD basado en ZAD y controlado con FPIC
La viabilidad de operar el sistema PWMCD basado en ZAD con tiempo de atraso esta´ su-
peditada a la inclusio´n de alguna te´cnica de control que estabilice la o´rbita 1T -perio´dica. De las
te´cnicas de control analizadas en el capı´tulo anterior, la te´cnica FPIC se destaca por su excelente
desempen˜o en el control de sistemas que incorporan tiempos de atraso en su funcionamiento.
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Figura 3.7: Exponentes de Floquet y de Lyapunov para el sistema sin tiempo de atraso con
control FPIC (n=0, ks=4.5, N:variable)
Figura 3.8: Exponentes de Floquet y de Lyapunov para el sistema sin tiempo de atraso con
control FPIC (n=0, ks=0.125, N:variable)
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En el sistema basado en ZAD y controlado con FPIC, el otro para´metro crucial en el desempen˜o
del sistema, adema´s del ks que esta´ asociado a la dina´mica del error, es el para´metro N del
control FPIC, el cual puede ser asumido como para´metro de bifurcacio´n.
Figura 3.9: Exponentes de Floquet y de Lyapunov para el sistema con un periodo de atraso con
control FPIC (n=1, ks=4.5, N:variable)
En las figuras 3.7 y 3.8 se muestra el comportamiento de los exponentes de Floquet y de Lya-
punov para dos valores de ks (ks = 4,5 y ks = 0,125), respectivamente, para el sistema sin
atraso. Para el caso ks = 4,5, el sistema ya es estable au´n sin el control FPIC (N = 0), sin
embargo, al incluir el controlador es posible modificar la forma de su respuesta, como se dis-
cutira´ ma´s adelante. En cambio, para el caso ks = 0,125, el sistema sin control presenta caos;
con el control FPIC, para valores N > 1 el sistema responde de manera estable.
En las figuras 3.9 y 3.10 se presentan los mismos casos (ks = 4,5 y ks = 0,125), pero ahora
considerando un periodo de atraso. Como se dijo anteriormente, en ambos casos es necesario
el control FPIC para alcanzar respuestas estables. ´Este es un problema de control ma´s exigente,
al tener lı´mites de estabilidad ma´s altos (N ≈ 18 cuando ks = 0,125). En las figuras 3.8 y 3.10
so´lo se presenta la parte real del exponente de Floquet y de Lyapunov que presenta el cruce
por cero (equivalente a la transicio´n de inestable a estable), omitiendo la evolucio´n de los otros
exponentes ya que son estables en todo el rango de control.
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Figura 3.10: Exponentes de Floquet y de Lyapunov para el sistema con un periodo de atraso
con control FPIC (n=1, ks=0.125, N:variable)
Figura 3.11: Variacio´n de los exponentes de Floquet (n=1,2,3,...,6)- Para´metro de Bifurcacio´n
N (ks = 4,5)
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Condicio´n de operacio´n Lı´mite de estabilidad
(n = 0), (ks = 4,5) −−−
(n = 1), (ks = 4,5) Ncr ≈ 0,99
(n = 2), (ks = 4,5) Ncr ≈ 2,32
(n = 3), (ks = 4,5) Ncr ≈ 3,79
(n = 4), (ks = 4,5) Ncr ≈ 5,53
(n = 5), (ks = 4,5) Ncr ≈ 7,55
(n = 6), (ks = 4,5) Ncr ≈ 9,89
Tabla 3.2: Lı´mites de estabilidad en el sistema PWMCD-ZAD-FPIC ks = 4,5 y N variable (n = 0 hasta n = 6)
Para periodos de atraso n > 1 tambie´n es posible encontrar rangos del para´metro N que
garanticen un control FPIC efectivo, tal como se presenta en la figura 3.11, para un tiempo de
atraso nT desde n = 1 hasta n = 6. Como se mostro´ anteriormente, a un mayor tiempo de
atraso ma´s inestable es el sistema, por lo tanto, mayor es el esfuerzo de control que realiza el
controlador FPIC para estabilizar el sistema. Este hecho se ve reflejado en el corrimiento del
lı´mite de la estabilidad, cercano a N = 2 cuando n = 2 y a N = 10 cuando n = 6.
Condicio´n de operacio´n Lı´mite de estabilidad
(n = 0, N = 0) ks ≈ 3,24
(n = 1, N = 2) ks ≈ 0,46
(n = 2, N = 3) ks ≈ 1,19
(n = 3, N = 4) ks ≈ 2,99
(n = 4, N = 6) ks ≈ 2,72
(n = 5,N = 8) ks ≈ 3,25
(n = 6,N = 10) ks ≈ 4,21
Tabla 3.3: Lı´mites de estabilidad en el sistema PWMCD-ZAD-FPIC ks variable y N fijo (n = 0 hasta n = 6)
En la tabla 3.2 se presentan los lı´mites de estabilidad del sistema PWMCD-ZAD-FPIC cuando
el para´metro ks es fijado en 4.5 y se varı´a N . Para n = 0 no existe un N > 0 en el que
el sistema sea inestable, mientras que para n = 6 el requerimiento es N > 9,89 para tener
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respuesta 1T-perio´dica estable. Si por el contrario, se deja N fijo en un valor que garantice
intervalo estable y se hace un barrido con el para´metro ks se obtienen resultados mostrados en
la tabla 3.3.
Es importante resaltar que en las gra´ficas de estabilidad donde se presenta simulta´neamente la
variacio´n de los exponentes de Floquet y de Lyapunov, la escala en que varı´an es diferente,
pero los puntos de crucen con el eje del para´metro de bifurcacio´n (ya sea ks o N ) son iguales
para ambas te´cnicas.
Cuando el sistema se trabaja sin control FPIC, es ks el para´metro de mayor relevancia para su
estudio, por lo cual es el escogido como para´metro de bifurcacio´n. Al incluirse el controlador
en el sistema, es el para´metro N del FPIC es el que reviste una mayor relevancia, debido a
que es e´ste el que garantiza o no la estabilidad del sistema, por lo cual ha sido escogido como
para´metro de bifurcacio´n.
Modificacio´n del valor crı´tico de estabilidad debida a la disipacio´n de energı´a
La disipacio´n de energı´a en el sistema modifica los lı´mites de estabilidad del sistema. A con-
tinuacio´n se presentan algunos ana´lisis que se realizaron al respecto.
Se escoge analizar el esquema generalizado primal, presentado en la figura 2.8 de la pa´gina
17. Se fija el valor del para´metro γ en 0.35 y se realizan variaciones del para´metro β. En
un convertidor de potencia tipo buck, analizar los cambios en β es equivalente a analizar los
cambios en la resistencia interna de la inductancia.
El valor de β en el esquema generalizado primal, esta´ dado por la ecuacio´n (2.4), que por
comodidad se repite en la ecuacio´n (3.23). Para el caso particular del convertidor buck: RDs
corresponde a la resistencia interna de la bobina (rL), CA es la capacitancia del condensador
que se fija en C = 40µF , mientras que LT es la inductancia de la bobina que se trabaja en
L = 2mH . Con estos valores de inductancia y capacitancia, para que γ sea 0,35 se requiere de
una resistencia de carga de 20Ω para satisfacer la ecuacio´n (2.3).
β =
(
M∑
i=0
RDi
)√
CA
LT
= RDs
√
CA
LT
(3.23)
El para´metro β se varı´a entre 0,001 y 0,2 lo cual equivale a variar la resistencia interna de
la bobina (rL) entre 7mΩ y 1414mΩ. Existen varios factores que determinan el valor de la
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Figura 3.12: Valor crı´tico de estabilidad n = 0, N = 0, γ = 0,35, x1ref = 0,8. Variaciones en
β
resistencia interna de la bobina, entre ellos esta´n: la calidad de la bobina, el taman˜o de la
bobina, su geometrı´a, el tipo de materiales utilizados en su construccio´n, etc. Una bobina con
unas buenas especificaciones puede tener una resistencia internas de unas cuantas decenas de
mΩ, por ejemplo rL = {7mΩ, 35mΩ, 71mΩ}, mientras que otras de menor calidad pueden
alcanzar varios cientos de mΩ, por ejemplo rL = {354mΩ, 707mΩ, 1414mΩ}.
En la figura 3.12 se presentan los resultados de variar β en el sistema sin tiempo de atraso. El
rango de estabilidad del sistema aumenta a medida que crece el factor de disipacio´n de energı´a
en el sistema. En la tabla 3.4 se sintetizan los valores crı´ticos de estabilidad presentados en la
figura 3.12.
Los resultados presentados en la tabla 3.4, muestran que con un valor de β mayor se obtiene
un rango de estabilidad mayor, aunque como se mostro´ en el capı´tulo anterior se puede tener
un desempen˜o ma´s pobre. Intuitivamente, este hecho refleja que cuanto menor es la energı´a,
menor es el esfuerzo de control que se debe realizar.
Adema´s, en la tabla 3.4 se tiene que la variacio´n del para´metro β produce un corrimiento del
lı´mite de estabilidad ks en 1,25. Esta influencia es importante conocerla y tenerla en cuenta a
la hora de corroborar los datos experimentalmente.
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Condicio´n de operacio´n rL (mΩ) kscr
(n = 0; γ = 0,35; x1ref = 0,8) (N = 0)
(β = 0,001) 7mΩ 3,2333
(β = 0,005) 35mΩ 3,1924
(β = 0,010) 71mΩ 3,1427
(β = 0,050) 354mΩ 2,7945
(β = 0,100) 707mΩ 2,4546
(β = 0,150) 1061mΩ 2,1883
(β = 0,200) 1414mΩ 1,9741
Tabla 3.4: Valor crı´tico de estabilidad del sistema n = 0, γ = 4,5, x1ref = 0,8. Variaciones en β
3.2. Ana´lisis de Estabilidad Relativa: Comportamiento del Sistema
en Estado Transitorio
Hasta el momento, en este capı´tulo se ha mostrado que dado un conjunto de para´metros es
posible encontrar la pareja de control (ks,N) que estabilice la solucio´n 1T − perio´dica del
sistema, incluso cuando el sistema es operado con un tiempo de atraso alto.
Al tener garantı´a de la estabilidad del punto fijo del sistema muestreado, es decir, garantı´a
de estabilidad de la o´rbita 1T -perio´dica del sistema continuo, nos podemos concentrar en el
ana´lisis de otras caracterı´sticas que tambie´n son importantes a la hora de disen˜ar un sistema de
control pra´ctico, como lo son su respuesta transitoria y su respuesta ante perturbaciones.
Con el ana´lisis de estabilidad absoluta, se ha logrado que el conjunto controlador − planta
opere de acuerdo a los requerimientos deseados (sean estos regulacio´n o rastreo), dentro de un
margen de tolerancia muy pequen˜o, sin embargo, no se han dado herramientas que permitan
analizar y controlar el sistema en estado transitorio.
Con el objetivo de facilitar el ana´lisis y el control del sistema en estado transitorio, se cons-
truyen unos modelos simplificados, tanto en tiempo continuo, como en tiempo discreto. En el
proceso de construir los modelos, fue necesario establecer un compromiso entre la exactitud y
la simplicidad de los mismos.
Dichos modelos, son modelos linealizados basados en el comportamiento de la ecuacio´n varia-
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cional del sistema. La ecuacio´n variacional es la parte principal (lineal) del sistema, cuyo com-
portamiento gobierna la evolucio´n de las perturbaciones cercanas al ciclo [55]. El resto de este
capı´tulo, esta´ dedicado a mostrar que tanto la estabilidad absoluta como la relativa, dependen
de las propiedades de la ecuacio´n variacional del sistema.
Especificaciones en respuesta transitoria, como tiempo de asentamiento y sobreimpulso ma´xi-
mo son consideraciones de disen˜o ba´sicas en sistemas conmutados pra´cticos, por lo tanto,
modelos que permitan la aplicacio´n directa de las te´cnicas convencionales de control lineal
presentan obvias ventajas entre las que se pueden citar:
La simplicidad en los ana´lisis y disen˜os.
La alta familiaridad que existe en el campo de la ingenierı´a con los me´todos lineales.
La comprobada utilidad y efectividad de modelos linealizados en el estudio de sistemas
no lineales.
La validez limitada de estos modelos es el precio que se tiene que pagar, sin embargo, las
limitaciones o suposiciones en las que se basan los modelos son, en general, alcanzables y
manejables. La siguientes son algunas de las principales restricciones:
Estabilidad: el modelo es va´lido, siempre y cuando, el sistema este´ operando de forma
estable, es decir, que todos los multiplicadores caracterı´sticos este´n dentro del cı´rculo
unitario.
Regulacio´n: se supone que el sistema alcanza la referencia, lo cual siempre puede ser
posible con el control hı´brido ZAD-FPIC. Esta aproximacio´n es tolerable ya que el error
de estado estacionario, en la mayorı´a de los casos, es bajo.
Fase mı´nima y grado relativo completo: estas son suposiciones para los modelos lineali-
zados que no han mostrado tener inconvenientes.
3.2.1. Modelos Linealizados PWMCD basado en ZAD y control FPIC
En este apartado se formulara´n dos modelos matema´ticos linealizados del sistema conmutado
en lazo cerrado que usa PWM centrado basado en ZAD y con control FPIC. Estos modelos
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son causales, dina´micos, determinı´sticos, de para´metros concentrados, lineales, invariantes en
el tiempo, para dos casos diferentes: tiempo continuo y tiempo discreto.
En ambos casos partimos de la ecuacio´n variacional del sistema, dada en la ecuacio´n (3.15),
que por facilidad se vuelve a presentar a continuacio´n:
a˙e =
 −γ − µ 1
−1 −β − µ
 ae + e−µ(nT+ d2 )δ (t− (nT + d2))Hae (0)+
e−µ((n+1)T−
d
2 )δ
(
t− ((n+ 1)T − d2))Hae (0)
donde,
γ y β son los para´metros adimiensionales del elemento lineal (sistema de segundo orden).
T es el periodo de muestreo
n es el nu´mero de periodos de atraso
ae es un vector de funciones de tiempo
δ(t) es la funcio´n delta de Dirac
d es el ciclo de trabajo definido con el control FPIC incluido, de la siguiente forma:
d
2 = c1x1(0) + c2x2(0) + c3 +
Ndss
2(N+1)
siendo las variables c1, c2 y c3, presentadas en las ecuaciones (3.12), (3.13) y (3.14), que se
reescriben a continuacio´n, incluyendo el te´rmino FPIC:
c1 =
2−γ(2ks+T (1−γks))−ksT
−2ks(u+−u−)(N+1) c2 =
2ks+T (1−ks(γ+β))
−2ks(u+−u−)(N+1) c3 =
−2x1ref+ksTu−
−2ks(u+−u−)(N+1)
por u´ltimo la matriz H, esta´ definida ası´:
H =
 0 0
2c1 2c2

La solucio´n de la ecuacio´n variacional es de la forma:
ae (T ) = Q1ae (0)
donde,
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Q1 =
(
ze−α3T eA2T + z(n+1)e−α3(T−
d
2 )eA2(T−
d
2 )H + z(n+1)e−α3(
d
2 )eA2(
d
2 )H
)
con A2 dado por la ecuacio´n (3.17) y α3 = γ2 + β2 .
La ecuacio´n caracterı´stica del modelo linealizado esta´ dada por la ecuacio´n (3.24), que es un
polinomio en z, cuya forma general se muestra en la ecuacio´n (3.25).
det(Q1 − I) = 0 (3.24)
z2(n+1) + q1z(2n+1) + ...+ q(2n+1)z + q2(n+1) = 0 (3.25)
donde los coeficientes qi dependen de Q1.
Si realizamos la transformacio´n z = e−µT en la ecuacio´n (3.25), obtenemos la ecuacio´n car-
acterı´stica del sistema linealizado en tiempo continuo. Por lo tanto, los ceros de esta ecuacio´n
son los polos del sistema linealizado en tiempo continuo, los cuales son equivalentes a los
exponentes de Floquet del sistema (µ1, µ2..., µ2n+1, µ2(n+1)).
Por otro lado, podemos convertir la ecuacio´n caracterı´stica al tiempo discreto si se realiza la
transformacio´n: µ = ln|m|T . Los ceros del polinomio en m son los polos del sistema linealizado
en tiempo discreto, los cuales son equivalentes a los multiplicadores caracterı´sticos del sistema
(m1,m2, ...,m2n+1,m2(n+1)).
En este punto, esta´n dadas las pautas principales de los modelos linealizados, que se resumen
a continuacio´n:
Grado relativo del sistema: completo, es decir, r = 2(n + 1), siendo n el nu´mero de
periodos de atraso del sistema, que afecta directamente la dimensio´n del sistema.
Ceros del sistema: con base en el item anterior y en la aproximacio´n de error de estado
estacionario nulo, se define el numerador de la funcio´n de transferencia.
Polos del sistema: definidos por los exponentes de Floquet, en el caso continuo, y por los
multiplicadores caracterı´sticos en el caso discreto.
Los criterios anteriores son suficientes para construir las funciones de transferencia generali-
zadas de los modelos linealizados del sistema que usa PWMC basado en ZAD y control FPIC,
para el caso continuo la ecuacio´n (3.26) y para el caso discreto la ecuacio´n (3.27).
F (µ) =
a2(n+1)
µ2(n+1) + a1µ2n+1 + ...+ a(2n+1)µ+ a2(n+1)
(3.26)
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donde µ es la variable compleja que representa el comportamiento continuo del sistema li-
nealizado, la cual es equivalente a la variable compleja de Laplace de sistemas lineales y a la
evolucio´n de los exponentes de Floquet en sistemas no lineales.
F (m) =
(
1 + a1 + ...+ a(2n+1) + a2(n+1)
)
m2(n+1) + a1m2n+1 + ...+ a(2n+1)m+ a2(n+1)
(3.27)
siendo m la variable compleja que describe la evolucio´n discreta del sistema linealizado, equi-
valente a la variable compleja Z de sistemas lineales y a los multiplicadores caracterı´sticos del
sistema no lineal.
La notacio´n utilizada (µ y m) busca enfatizar en las herramientas que permitieron definir los
modelos linealizados y crear el puente entre el ana´lisis no lineal y el ana´lisis lineal (exponentes
de Floquet y multiplicadores caracterı´sticos).
3.2.2. Lugar Geome´trico de las Raı´ces del Sistema Linealizado
Como se establecio´ anteriormente, la ecuacio´n caracterı´stica del sistema linealizado depende de
la solucio´n de la ecuacio´n variacional del sistema no lineal, por lo tanto, existe una dependencia
directa entre los valores de los para´metros del sistema y la ubicacio´n de los polos del sistema
linealizado.
Con base en lo anterior, se puede definir un gra´fico en el plano complejo de la ubicacio´n de las
raı´ces del modelo linealizado conforme un para´metro del sistema (como ks o N ) es variado.
No´tese que este gra´fico es ana´logo al Lugar Geome´trico de las Raı´ces (Root-Locus) que se
estudia en sistemas lineales.
Para no propiciar confusiones a estos se denominara´n: Lugar geome´trico de los Exponentes
de Floquet, cuando se ubiquen las raı´ces del sistema linealizado continuo; y Lugar Geome´tri-
co de los Multiplicadores Caracterı´sticos, para graficar la variacio´n de las raı´ces del sistema
linealizado discreto.
En las pro´ximas secciones se utilizara´n los modelos linealizados y los lugares geome´tricos de
las raı´ces en el sistema que funciona sin tiempo de atraso y en el sistema que incorpora un
periodo de atraso.
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3.2.3. Ana´lisis de Estabilidad Relativa en el Sistema Sin Tiempo de Atraso
El estudio del comportamiento transitorio del sistema que responde en tiempo real sera´ el caso
tı´pico de estudio ya que los modelos linealizados de este sistema son de segundo orden. Los
sistemas lineales de segundo orden presentan comportamientos ba´sicos que pueden aparecer
en cualquier sistema dina´mico, por lo cual un estudio detallado de este modelo servira´ para
hacernos a una idea de la respuesta transitoria de sistemas de dimensio´n mayor, como los
sistemas con tiempo de atraso.
Dada la familiaridad que existe en ingenierı´a sobre estos me´todos, solo se hara´ un resumen de
los conceptos fundamentales que fueron adaptados de las te´cnicas convencionales de ana´lisis
de sistemas lineales, para obtener la informacio´n del transitorio del sistema.
Se explicara´n conjuntamente los dos casos: el continuo y el discreto. Aunque el sistema es-
tudiado es enteramente discreto, en general, puede plantearse el estudio de una secuencia de
puntos analizando el sistema continuo que la genera; sin embargo, en ocasiones los resultados
pueden ser engan˜osos, de ahı´ la importancia de brindar las dos opciones. Dependiendo de la
informacio´n de se disponga y de los requerimientos del ana´lisis se puede seleccionar el mod-
elo. Si u´nicamente se busca establecer cotas de comportamientos y regiones de disen˜os ambos
modelos pueden ser convenientes.
La funcio´n de transferencia prototipo, para el caso continuo, esta´ dada por la ecuacio´n (3.28).
F (µ) =
ω2n
µ2 + 2ζωnµ+ ω2n
(3.28)
donde, ωn es la frecuencia natural no amortiguada y ζ es el coeficiente de amortiguamiento.
De acuerdo con la funcio´n de transferencia, los polos del sistema linealizado son:
µ1,2 = ωn
(
−ζ ±
√
ζ2 − 1
)
Los polos son complejos conjugados si |ζ| < 1:
µ1,2 = −ζωn ± jωn
√
1− ζ2
En tiempo discreto, la funcio´n de transferencia prototipo esta´ dada por la ecuacio´n 3.29.
F (m) =
(
1− 2b cos a+ b2)
m2 + 2bm cos a+ b2
(3.29)
donde a y b definen la distancia fasorial a los polos, a como el a´ngulo y b como la magnitud.
Los polos de esta funcio´n de transferencia son:
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m1,2 = b
(
cos a± 2√cos2 a− 1
)
El te´rmino del radical es menor o igual que cero; si es menor, los dos polos son complejos
conjugados:
m1,2 = b
(
cos a± j 2√1− cos2 a
)
= b (cos a± j sin a)
Con base en los valores de ζ y ωn en el caso continuo, y los valores de a y b en el caso
discreto, se puede definir la forma de la respuesta transitoria y especificaciones como tiempo
de asentamiento, sobreimpulso ma´ximo, etc.
Lugar geome´trico de los exponentes de Floquet en el sistema sin tiempo de atraso
Figura 3.13: Lugar Geome´trico de los Exponentes de Floquet del sistema sin atraso y control
FPIC. (ks = 4,5, n = 0)
En la figura 3.13 se presenta el lugar geome´trico de los exponentes de Floquet del sistema sin
atraso para ks = 4,5 y variacio´n del para´metro N entre 0 y 30. Note que en todo el rango de
variacio´n deN los polos del modelo linealizado continuo (exponentes de Floquet) se mantienen
dentro del semiplano complejo izquierdo, lo cual equivale a decir que el sistema tiene o´rbita
1T-perio´dica estable. Observe adema´s que desde N = 0 hasta N ≈ 5,5 los polos del sistema
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linealizado de lazo cerrado se situ´an sobre el eje real del lugar geome´trico. A partir de N ≈ 5,5
hasta N = 30 los polos son complejos conjugados.
En la figura 3.14 se an˜ade al lugar geome´trico de la figura 3.13 una rejilla con las regiones de
coeficiente de amortiguamiento (ζ) constante y de frecuencia natural (ωn) constante. Lı´neas
que pasan por el origen representan ζ = constante y cı´rculos conce´ntricos al origen equivalen
a ωn = constante. La regio´n de ωn constante no se visualiza adecuadamente debido al rango
reducido en que varı´an la parte imaginaria de los exponentes de Floquet.
Figura 3.14: Lugar Geome´trico de los Exponentes de Floquet del sistema sin atraso y control
FPIC (ks = 4,5, n = 0), y regiones de ζ constante y ωn constante
El sistema es subamortiguado, es decir, con respuesta transitoria oscilatoria en el rango 0 <
ζ < 1. La respuesta transitoria no oscila si es crı´ticamente amortiguado cuando ζ = 1 y si es
sobreamortiguado para valores del coeficiente de amortiguamiento ζ > 1. Por u´ltimo, presenta
respuesta transitoria oscilatoria que no se extingue si ζ = 0.
La frecuencia natural no amortiguada ωn corresponde a la frecuencia a la que el sistema os-
ciları´a si el amortiguamiento descendiera a cero. Si el sistema tiene algu´n amortiguamiento, la
frecuencia natural no se puede observar en forma experimental.
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Figura 3.15: Lugar Geome´trico de los Multiplicadores Caracterı´sticos del sistema sin atraso y
control FPIC)
Lugar geome´trico de los multiplicadores caracterı´sticos en el sistema sin tiempo de atraso
En la figura 3.15 se presenta la representacio´n discreta del caso presentado en la seccio´n an-
terior, con ks = 4,5 y variacio´n de N desde 0 hasta 30. Como las variables complejas µ y m
esta´n relacionadas por m = eµT , entonces la localizacio´n de los polos y ceros en el plano m
esta´ relacionada con la localizacio´n de los polos y ceros en el plano µ, con la siguiente con-
sideracio´n: hay infinitos valores de µ para cada valor de m, ya que polos y ceros, en el plano
µ donde la frecuencia difiere en un mu´ltiplo entero de la frecuencia de muestreo (2pi/T ) son
mapeados en la misma localizacio´n en el plano m. El eje imaginario del lugar geome´trico de
los exponentes de Floquet corresponde al cı´rculo unitario en el planom, y el interior del cı´rculo
unitario corresponde al semiplano izquierdo del plano µ. No´tese en la figura 3.15 que todos los
multiplicadores caracterı`sticos en el rango de variacio`n se ubican dentro del cı`rculo unitario,
por lo tanto, la representacio`n discreta tambie`n indica estabilidad de la o`rbita 1T-perio´dica.
En la figura 3.16 se presenta el lugar geome`trico de los multiplicadores caracterı`sticos con
las regiones de ζ constante y ωn constante delimitadas, que son el equivalente discreto de las
regiones presentadas en la figura 3.14.
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Figura 3.16: Lugar Geome´trico de los Multiplicadores Caracterı´sticos del sistema sin atraso y
control FPIC), y regiones de ζ constante y ωn constante
Especificaciones de respuesta transitoria en el sistema sin tiempo de atraso
Frecuentemente, el comportamiento caracterı´stico de un sistema de control esta´ especificado
en te´rminos de la respuesta transitoria a una entrada escalo´n. La entrada escalo´n es fa´cil de
generar y es lo suficientemente dra´stica a la hora de proporcionar la informacio`n conveniente de
la respuesta transitoria y de estado estable de un sistema. Entre las caracterı´sticas de respuesta
transitoria de un sistema de control a una entrada escalo´n esta´n: tiempo de retardo, tiempo de
crecimiento, tiempo pico, sobreimpulso ma´ximo y tiempo de establecimiento.
En este ana´lisis se trabajara´ con las especificaciones de sobreimpulso ma´ximo (Mp) y tiempo
de establecimiento (ts), ya que estas son muy usadas en el disen˜o de sistemas de control.
El sobreimpulso ma´ximo es el valor pico ma´ximo porcentual de la curva de respuesta medido
desde la referencia, esta´ dado por la ecuacio´n (3.30) y su magnitud indica la estabilidad relativa
del sistema
Mp = e
− ζpi√
1−ζ2 100% (3.30)
El tiempo de establecimiento es el tiempo que la curva de respuesta requiere para alcanzar y
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mantenerse en el 2% de su valor final y esta´ dado por la ecuacio´n (3.31).
ts =
4
ζωn
(3.31)
Las ecuaciones (3.30) y (3.31) esta´n definidas sobre la ecuacio´n cano´nica de segundo orden
dada por la ecuacio´n (3.28).
Normalmente, el valor de ζ se ajusta para cumplir requerimientos de sobreimpulso ma´ximo
(estabilidad relativa), mientras que ωn se ajusta para que la respuesta sea ra´pida.
En la figura 3.17 se presentan algunas de las posibles respuestas transitorias del sistema sin
atraso cuando se desea alcanzar una referencia de 0,8 con un ks = 4,5. La respuesta obtenida
con la aplicacio´n de Poincare´ se presenta en la figura 3.17(a) y la respuesta que se obtiene
utilizando el modelo linealizado discreto se muestra en la figura 3.17(b). Cualitativamente el
modelo linealizado basado en los multiplicadores caracterı´sticos se ajusta a la respuesta real del
sistema. En la tabla 3.5 se sintetizan los resultados mostrados en la figura 3.17. Los tiempos de
establecimiento y los sobreimpulsos ma´ximos del sistema varı´an al aumentar N . Sin control
FPIC (N = 0) el sistema tiene una respuesta sobreamortiguada, la cual se puede mantener
con un tiempo de establecimiento aproximadamente 3 veces menor si se incluye el controlador
FPIC con N = 5. Con un sobreimpulso muy bajo (Mp = 0,633%) el sistema controlado con
N=7 es 5 veces ma´s ra´pido que el sistema sin control.
Condicio´n de operacio´n m1 m2 ts (kT) Mp ( %)
(N = 0) 0,962 −0,984 18,70 0
(N = 1) 0,947 −0,004 13,10 0
(N = 3) 0,512 0,915 8,31 0
(N = 5) 0,725 0,863 5,66 0
(N = 7) 0,834 + 0,091i 0,834− 0,091i 3,71 0,63
(N = 9) 0,858 + 0,121i 0,858− 0,121i 5,48 4,03
(N = 15) 0,894 + 0,148i 0,894− 0,148i 7,42 15,20
Tabla 3.5: Comportamiento transitorio del sistema sin atraso PWMC-ZAD-FPIC (n=0, ks = 4,5, x1ref = 0,8,
T = 0,1767s, N=0,1,3,5,7,9,15)
Por u´ltimo es importante destacar que en la figura 3.17 el modelo no lineal (dado por la apli-
cacio´n de Poincare´) y el modelo lineal (obtenido de la ecuacio´n variacional) tienen condi-
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(a) Aplicacio´n de Poincare´
(b) Linealizado Discreto
Figura 3.17: Respuestas al escalo´n unitario sistema linealizado en tiempo discreto PWMC-
ZAD-FPIC (n=0, ks = 4,5, x1ref = 0,8, N=0,1,3,5,7,9,15).
ciones iniciales (x10, x20) = (0, 0), que esta´n distantes del punto de linealizacio´n (x1, x2) =
(x1ref , γx1ref ). Si bien el modelo linealizado tiene un caracter local en el cual se define ex-
plı´citamente el valor deseado de la salida (x1ref=0.8), las caracterı´sticas cualitativas de las
dina´micas transitorias se mantienen au´n si no se tienen condiciones iniciales cercanas al punto
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de linaelizacio´n.
3.2.4. Ana´lisis de Estabilidad Relativa en el Sistema con un Periodo de Atraso
Al incluir el tiempo de atraso, la dimensio´n del sistema aumenta por lo cual no es posible aplicar
de manera directa el ana´lisis presentado en las secciones anteriores, sin embargo, los conceptos
presentados para el sistema de segundo orden, pueden ser u´tiles para analizar el sistema aunque
e´ste sea de orden superior. La conveniencia esta´ dada principalmente cuando se puede aplicar
el concepto de polos dominantes. Se dice que un sistema discreto estable tiene (1 o´ 2) polos
dominantes si la magnitud de dichos polos es suficientemente mayor (esta´ ma´s lejos del origen,
dentro del cı´rculo unitario) que la de los dema´s polos del sistema, de este modo en la respuesta
transitoria prevalecen las dina´micas lentas.
El sistema con un periodo de atraso (n = 1) tiene dimensio´n 4, por lo cual los modelos lineali-
zados tienen 4 polos, pero se trabajara´ con so´lo tres de ellos, que corresponden a las dina´micas
dominantes. A continuacio´n se presentan los lugares geome´tricos y la respuesta al escalo´n del
sistema con un periodo de atraso.
Lugar geome´trico de los exponentes de Floquet en el sistema con un periodo de atraso
En la figura 3.18 se presenta el lugar geome´trico para el modelo linealizado en tiempo con-
tinuo para n = 1, ks = 4,5 y variacio´n de N entre 0 y 30. Los exponentes de Floquet de
naturaleza compleja cruzan el eje imaginario en N ≈ 1, haciendo que el sistema pase de in-
estable a estable. Las caracterı´sticas de las raı´ces se mantienen hasta N ≈ 6,8 donde todas
pasan a ser reales negativas, comportamiento que se mantiene hasta N ≈ 7,4 donde dos de los
exponentes vuelven a ser complejos conjugados. Estas transiciones aunque imperceptibles en
estado estacionario, representan una amplia gama de comportamientos en estado transitorio.
En la figura 3.19 se observan ma´s claramente las regiones de coeficiente de amortiguamiento
constante (lı´neas radiales que pasan por el origen) y las regiones de frecuencia natural no
amortiguada (cı´rculos conce´ntricos al origen).
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Figura 3.18: Lugar Geome´trico de los Exponentes de Floquet del sistema con un periodo de
atraso y control FPIC. (ks = 4,5, n = 1)
Figura 3.19: Lugar Geome´trico de los Exponentes de Floquet del sistema con un periodo de
atraso y control FPIC. (ks = 4,5, n = 1)
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Lugar geome´trico de los multiplicadores caracterı´sticos en el sistema con un periodo de
atraso
En la figura 3.20 se presenta el lugar geome´trico del modelo linealizado discreto. La forma en
que los multiplicadores caracterı´sticos atraviesan el cı´rculo unitario se conoce con el nombre
de bifurcacio´n de Neimark-Sacker. En el Capı´tulo 5, dentro de la seccio´n de Trabajo Futuro se
realizan algunas consideraciones sobre este tipo de bifurcaciones.
Figura 3.20: Lugar Geome´trico de los Multiplicadores Caracterı´sticos del sistema con un pe-
riodo de atraso y control FPIC)
En el lugar geome´trico de los multiplicadores caracterı´sticos se visualiza claramente el efecto
del control FPIC en el sistema con un periodo de atraso. Cuando N = 0 dos de los multi-
plicadores se ubican por fuera de la regio´n de estabilidad del sistema, lo cual en un sistema
que evoluciona en una zona restringida del espacio es garantı´a de feno´menos no lineales como
bifurcaciones y caos. A partir de N = 1 el sistema presenta respuestas estables que varı´an en
sus caracterı´sticas transitorias dependiendo de la ubicacio´n de los multiplicadores dentro del
cı´rculo unitario. Entre N = 6,8 y N = 7,4 la respuesta transitoria no oscila, es del tipo so-
breamortiguada debido a que los tres multiplicadores son reales. En los rangos donde existen
multiplicadores caracterı´sticos complejos conjugados se debe determinar si son ellos los que
dominan en la respuesta transitoria, o es el multiplicador real, lo cual sera´ tema de ana´lisis en
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la pro´xima seccio´n.
Especificaciones de respuesta transitoria en el sistema con un periodo de atraso
En la figura 3.21 se presenta la respuesta respuesta al escalo´n de amplitud 0,8 del sistema con un
periodo de atraso, en dos representaciones: aplicacio´n de Poincare´ en la figura 3.21(a) y modelo
linealizado discreto en la figura 3.21(b). En la tabla 3.6 se presentan los polos dominantes
del modelo linealizado, junto con los valores de tiempo de establecimiento ts y sobreimpulso
ma´ximo Mp. Observe que entre N = 1 y N = 6,4 el polo dominante es el multiplicador
real, ya que predomina el comportamiento sobreamortiguado con un Mp = 0%. En N = 7
se esta´ propiamente en la regio´n sobreamortiguada del sistema, en la cual los tres polos son
reales y se tiene una respuesta levemente ma´s ra´pida que los valores 1 < N < 7 manteniendo
Mp = 0%. Las respuesta N = 8, N = 10 y N = 15 muestran un paulatino crecimiento de la
influencia de los multiplicadores complejos conjugados en la respuesta del sistema y por ende
mayores sobreimpulsos ma´ximos.
Condicio´n de operacio´n m1 m2 m3 ts (kT) Mp ( %)
(N = 2) 0,935 0,487 + 0,659i 0,487− 0,659i 10,6 0
(N = 4) 0,905 0,502 + 0,406i 0,502− 0,406i 7,42 0
(N = 6) 0,861 0,524 + 0,196i 0,524− 0,196i 5,30 0
(N = 7) 0,448 0,817 0,644 4,42 0
(N = 8) 0,333 0,788 + 0,089i 0,788− 0,089i 3,71 0,153
(N = 10) 0,239 0,835 + 0,134i 0,835− 0,134i 4,95 0,828
(N = 15) 0,147 0,881 + 0,157 0,881− 0,157i 5,30 13,7
Tabla 3.6: Comportamiento transitorio del sistema con un periodo de atraso PWMCD-ZAD-FPIC (n=1, ks = 4,5,
x1ref = 0,8, N=2,4,6,7,8,10,15)
Comparando las respuestas transitorias obtenidas del sistema sin atraso y del sistema con tiem-
po de atraso, para ks = 4,5, resumidas en las tablas 3.5 y 3.6 se realizan las siguientes dos
consideraciones:
– Se pueden alcanzar respuestas sobreamortiguadas ma´s ra´pidas en el sistema con un pe-
riodo de atraso que en el sistema sin atraso.
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(a) Aplicacio´n de Poincare´
(b) Linealizado Discreto
Figura 3.21: Respuestas al escalo´n unitario sistema linealizado en tiempo discreto PWMCD-
ZAD-FPIC (n=1, ks = 4,5, x1ref = 0,8, N=2,4,6,7,8,10,15).
– En la regio´n estable, aplicando valores de control igual, como en los casos N = 7 y
N = 15, el sistema con un periodo de atraso presenta un menor sobreimpulso que el
sistema sin atraso.
Las anteriores observaciones muestran que el desempen˜o del sistema PWMC − ZAD −
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FPIC, en cuando a velocidad de respuesta (dada por ts) y estabilidad relativa (dada por Mp),
es mejor cuando se trabaja con un periodo de atraso que cuando se trabaja en tiempo real.
Sin embargo, es necesario realizar ma´s ana´lisis para determinar el verdadero alcance de estos
resultados, para lo cual se propone realizar ana´lisis de la respuesta transitoria con ks variable y
con n variable.
3.2.5. Ana´lisis de Estabilidad Relativa con ks variable
Hasta el momento so´lo se han considerado las variaciones de la respuesta transitoria para un
valor del para´metro de control ZAD constante (ks = 4,5) y un para´metro de control FPIC vari-
able (N ∈ [0; 30]), en esta seccio´n se propone lo contrario, analizar con un N fijo y variaciones
en el para´metro ks, el desempen˜o del sistema sin atraso y con un periodo de atraso.
Ana´lisis de Estabilidad Relativa del sistema sin atraso con ks variable
En la figura 3.22 se presenta el lugar geome´trico de los multiplicadores del sistema sin tiem-
po de atraso, para diferentes valores del para´metro ks. Observe que en cada caso, la forma
en que los multiplicadores evolucionan dentro del cı´rculo unitario es similar, ya que hasta un
determinado valor de N los multiplicadores son reales y por lo tanto la respuesta no presenta
sobreimpulso y a partir de ese valor los multiplicadores son complejos conjugados, presentan-
do sobreimpulsos cuya magnitud va depender de la ubicacio´n de los multiplicadores dentro
del cı´rculo unitario. Para los valores de ks = {0,125; 0,25; 0,5; 0,75; 1,5; 3} existe un rango
de valores de N en el cual uno de los multiplicadores caracterı´sticos esta´ por fuera del cı´rculo
unitario. El valor de N en el cual el multiplicador real negativo sale del cı´rculo unitario corres-
ponde a una bifurcacio´n flip o por doblamiento de periodo. Algunas consideraciones sobre las
bifurcaciones tipo flip se plantean dentro de la seccio´n de Trabajo Futuro del Capı´tulo 5.
En la tabla 3.7 se reu´nen los valores de sobreimpulso ma´ximo y tiempo de establecimiento
para los 7 casos considerados del para´metro ks, con un valor de N = 1. Note que se logran
respuestas sobreamortiguadas (Mp = 0%) mucho ma´s ra´pidas que las presentadas en las tablas
3.5 y 3.6.
Adema´s observe que las respuestas ma´s ra´pidas se dan en valores de ks donde el sistema sin
control FPIC presenta caos, lo cual muestra que el sistema que funciona en tiempo real res-
ponde ma´s ra´pidamente, si es llevado a una regio´n cao´tica (por ejemplo ks = 0,25) para pos-
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Figura 3.22: Lugar Geome´trico de los Multiplicadores Caracterı´sticos del sistema sin tiempo
de atraso y control FPIC (ks variable)
Condicio´n de operacio´n ts Mp
(x1ref = 0,8), (γ = 0,35), (T = 0,1767) (kT) (%)
(n = 0), (ks = 0,125), (N = 1) 1,06 38,4
(n = 0), (ks = 0,250), (N = 1) 0,88 0
(n = 0), (ks = 0,500), (N = 1) 1,77 0
(n = 0), (ks = 0,750), (N = 1) 2,83 0
(n = 0), (ks = 1,500), (N = 1) 5,30 0
(n = 0), (ks = 3,000), (N = 1) 9,55 0
(n = 0), (ks = 4,500), (N = 1) 13,10 0
Tabla 3.7: Comportamiento dina´mico del sistema PWMC-ZAD-FPIC (ks = 0,125, 0,25, 0,5, 0,75, 1,5, 3, 4,5,
N = 1, x1ref = 0,8, n = 0 )
teriormente ser estabilizado con la estategia FPIC. Este hecho concuerda con observaciones
que se han hecho en otras investigaciones, en las cuales se alcanzan respuestas ma´s veloces
con sistemas cao´ticos estabilizados. En la pro´xima seccio´n se investiga esta situacio´n con un
periodo de atraso.
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Ana´lisis de Estabilidad Relativa del sistema con un periodo de atraso con ks variable
En la figura 3.23 se presenta el lugar geome´trico de los multiplicadores caracterı´sticos del
sistema con un periodo de atraso para los 7 valores del para´metro ks considerados en el ana´lisis
del sistema sin atraso, en un rango de variacio´n de N entre 0 y 30. Observe como a medida
que el para´metro ks disminuye es necesario un mayor esfuerzo de control para tener todos
los multiplicadores caracterı´sticos dentro del cı´rculo unitario. En todos los casos se presentan
bifurcaciones del tipo Neimark-Sacker, las cuales se estudian de forma preliminar en la seccio´n
de trabajo futuro.
Figura 3.23: Lugar Geome´trico de los Multiplicadores Caracterı´sticos del sistema con un pe-
riodo de atraso y control FPIC (ks variable)
En la tabla 3.8 se analizan las caracterı´sticas de respuesta transitoria Mp y ts del sistema con
un periodo de atraso, para un mismo valor del para´metro FPIC. Se escoge N = 20 ya que
para este valor se presenta respuestas estables en los 7 casos de ks. Note que la direccio´n en
la que se presenta un mejor compromiso entre velocidad de respuesta y estabilidad relativa es
contrario a la detectada en el sistema sin atraso, es decir, para el sistema sin atraso se alcanzaba
un mejor desempen˜o al disminuir el valor de ks, en cambio en el sistema con un periodo de
atraso la tendencia indica un mejor desempen˜o al aumentar el valor de ks.
Los consideraciones realizadas con ks = 4,5, en las cuales se observaba un mejor desempen˜o
del sistema con un periodo de atraso, so´lo muestran una situacio´n particular en las curvas de
desempen˜o de los sistemas n = 0 y n = 1. No obstante, se ha determinado que la curva de
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Condicio´n de operacio´n ts Mp
(x1ref = 0,8), (γ = 0,35), (T = 0,1767) (kT) (%)
(n = 1), (ks = 0,125), (N = 20) 199,20 98,7
(n = 1), (ks = 0,25), (N = 20) 15,70 65,7
(n = 1), (ks = 0,5), (N = 20) 9,55 44,8
(n = 1), (ks = 0,75), (N = 20) 8,49 37,0
(n = 1), (ks = 1,5), (N = 20) 8,84 28,0
(n = 1), (ks = 3), (N = 20) 7,60 22,9
(n = 1), (ks = 4,5), (N = 20) 7,78 21,3
Tabla 3.8: Comportamiento dina´mico del sistema PWMC-ZAD-FPIC (ks = 0,125, 0,25, 0,5, 0,75, 1,5, 3, 4,5,
N = 20, x1ref = 0,8, n = 1 )
desempen˜o del sistema sin atraso mejora para valores ks < 4,5 (con un adecuado valor de N )
y que el desempen˜o ma´s adecuado del sistema con un periodo de atraso se alcanza para valores
cercanos a ks = 4,5 y valores de N inferiores a 10.
3.2.6. Ana´lisis de Estabilidad Relativa con n variable
A continuacio´n se presenta algunas consideraciones sobre la variacio´n del tiempo de atraso
nT en el sistema. A medida que crece el valor de n, crece el nu´mero de polos en los modelos
linealizados, en un factor 2(n + 1). De esta manera, si n=2 se tienen 6 polos, si n=3 se tienen
8 polos y ası´ sucesivamente. Este crecimiento en el nu´mero de polos hace que cada vez sea
ma´s dificil obtener respuestas sobreamortiguadas, en las que predomine el efecto de un polo
real, ya que existe una mayo presencia de multiplicadores complejos conjugados, que en la
mayoria de los casos son los polos dominantes del sistema. Esta situacio´n se suma al hecho
que el para´metro FPIC debe tomar valores ma´s altos, ya que es necesario un mayor esfuerzo
de control a medida que n crece. Los efectos de polos complejos conjugados dominantes son
respuestas subamortiguadas con valores de Mp altos, y los efectos de mayores esfuerzos en el
control se reflejan en respuestas ma´s lentas.
En la figura 3.24 se muestra el comportamiento del sobreimpulso ma´ximo a medida que el
para´metro ks es variado en el sistema, para valores de atraso desde n = 1 hasta n = 6.
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Figura 3.24: Ana´lisis de Estabilidad Relativa: Sobreimpulso Ma´ximo N = 20, γ = 0,35,
β = 0, n varios
Figura 3.25: Ana´lisis de Estabilidad Relativa: Tiempo de establecimiento N = 20, γ = 0,35,
β = 0, n varios
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Observe que a medida que aumenta el tiempo de atraso en el sistema, la magnitud del sobreim-
pulso ma´ximo tambie´n lo hace, incluso hasta valores que en muchos casos son intolerables.
Adema´s, note que este gra´fico confirma la tendencia que se resaltaba anteriormente, en la cual
el sistema con tiempo de atraso mejora su estabilidad relativa a medida que ks aumenta.
En la figura 3.25 se presenta el comportamiento del tiempo de establecimiento (ts) a medida
que ks varı´a, para los mismos atrasos considerados en la figura 3.24. Las lı´neas presentan
son discontinuas debido a las respuestas alcanzan la regio´n del 2% del valor final en forma
oscilante, lo cual puede ocasiona valores discontinuos ante leves variaciones del para´metro de
bifurcacio´n. Note como a medida que se utiliza un atraso mayor en el sistema, la respuesta se
demora ma´s tiempo en alcanzar el margen del 2% del valor de referencia. Nuevamente, debe
tenerse en cuenta que las curvas de ts decrecen a medida que ks aumenta, lo cual implica que
se tienen respuesta ma´s rapidas a medida que el para´metro de bifurcacio´n ks aumenta.
En las figuras 3.26 y 3.27 se presentan las respuesta al escalo´n del sistema con tiempo de atra-
so, con ks = 4,5 y dos valores del para´metro FPIC: N = 15 y N = 25. Se presentan las tres
formas de obtener la respuesta: utilizando la aplicacio´n de Poincare´, el modelo linealizado con-
tinuo y el modelo linealizado discreto. Observe que cualitativamente los modelos linealizados
responden adecuadamente para diferentes tiempos de atraso.
Condicio´n de operacio´n ts (N = 15) Mp (N = 15) ts (N = 25) Mp (N = 25)
(kT) (%) (kT) (%)
(n = 0) 7,42 15,2 8,13 27,1
(n = 1) 5,30 13,7 7,95 26,6
(n = 2) 4,95 13,2 9,55 26,9
(n = 3) 6,36 15,0 9,72 28,7
(n = 4) 8,13 20,5 9,72 31,9
(n = 5) 14,3 27,6 12,0 36,3
(n = 6) 25,6 35,1 16,8 41,0
Tabla 3.9: Comportamiento transitorio del sistema PWMC-ZAD-FPIC (n=0,1,...,6, ks = 4,5, x1ref = 0,8, N=15
y N=25)
En la tabla 3.9 se agrupan los resultados transitorios (Mp y ts) de las respuestas presentadas
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en las figuras 3.26 y 3.27. No´tese que al aumentar el valor del para´metro FPIC de N = 15 a
N = 25, en todos los casos de atraso existe un deterioro en la estabilidad relativa del sistema,
dada por la magnitud del sobreimpulso ma´ximo.
3.2.7. Ana´lisis de Estabilidad Relativa con β variable
A continuacio´n se analizan los efectos que la disipacio´n de energı´a, tienen en el ana´lisis de esta-
bilidad relativa. Para tal hecho se realizara´n variaciones en el para´metro β, que como se presnta
en la tabla 3.4 tiene una relacio´n directa con elementos disipativos de energı´a, en particular con
la resistencia interna de la inductancia en un convertidor de potencia tipo buck.
En la figura 3.28 se presenta la variacio´n del sobreimpulso ma´ximo en el sistema sin atraso, con
ks = 4,5, a medida que el para´metro N es variado, para diferentes valores de β. Note que en
la zona 0 < N < 7,4, no existe variacio´n en la magnitud de Mp. En la regio´n 7,4 < N < 30,
donde los multiplicadores caracterı´sticos son complejos conjugados, se observa que un mayor
valor de β disminuye la magnitud del sobreimpulso ma´ximo. Intuitivamente, a medida que
existen mayores pe´rdidas en el sistema existe menos energı´a, lo cual ocasiona sobreimpulsos
de menor magnitud.
En la figura 3.29 se muestra la variacio´n del tiempo de establecimiento a medida que N es va-
riado, para 7 diferentes casos de β. Note que a medida que las pe´rdidas de energı´a en el sistema
aumentan es necesario un mayor esfuerzo de control FPIC para tener la misma velocidad de
respuesta.
3.3. Conclusiones
Para fines pra´cticos, las aplicaciones ma´s comunes para el sistema PWMC basado en ZAD re-
quieren del conocimiento de la estabilidad de la o´rbita 1T-perio´dica, por este motivo el ana´lisis
presentado se restringe a esta o´rbita.
Dado que el tiempo de atraso no afecta el punto fijo 1T-perio´dico, la expresio´n hallada del
ciclo de trabajo en estado estacionario (para el caso de rastreo y regulacio´n) es aplicable para
cualquier periodo de atraso.
Sin embargo, las condiciones de estabilidad del sistema sı´ cambian dra´sticamente dependiendo
del tiempo de atraso considerado: entre mayor sea el nu´mero de periodos de atraso (n) menos
estable sera´ el sistema.
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La exigencia para efectuar el ana´lisis de estabilidad tambie´n aumenta con el n del sistema,
debido a que la dimensionalidad del sistema crece en un factor 2(n + 1). Este inconveniente
se soluciono´ con el procedimiento explicado para calcular los exponentes de Floquet, el cual
permitio´ generalizar el me´todo para cualquier periodo de atraso.
Resolver la ecuacio´n variacional brinda informacio´n que puede ser utilizada para definir car-
acterı´sticas de estabilidad absoluta (en estado estacionario) y de estabilidad relativa (en estado
transitorio). Si se utiliza la informacio´n de los multiplicadores de Floquet, tanto en sus partes
real como imaginaria, se pueden definir criterios de ana´lisis del sistema en estado transitorio.
En estado estacionario, la parte imaginaria no es relevante, por lo cual solo se requiere conocer
la parte real.
Por otro lado, es importante destacar que el uso de varias te´cnicas para determinar la estabilidad
del sistema, adema´s de ofrecer ventajas de validacio´n y verificacio´n, permiten manejar varios
espacios de referencia, el continuo y el discreto.
Los resultados mostrados en este capı´tulo dejan claro la necesidad de incluir el control FPIC en
el sistema con atraso. Adema´s se muestran las bondades de utilizarlo en el esquema de trabajo
en tiempo real, para ajustar una respuesta transitoria deseada.
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(a) (Aplicacio´n de Poincare´ )
(b) (Linealizado Continuo )
(c) (Linealizado Discreto )
Figura 3.26: Respuestas transitorias modelos linealizados (N=15, ks = 4,5, x1ref = 0,8,
n=0,1,...,6) )
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(a) (Aplicacio´n de Poincare´ )
(b) (Linealizado Continuo )
(c) (Linealizado Discreto )
Figura 3.27: Comparacio´n de las respuestas transitorias reales y de los modelos linealizados
del sistema PWMC-ZAD-FPIC (N=25, ks = 4,5, x1ref = 0,8, n=0,1,...,6) )
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Figura 3.28: Ana´lisis de Estabilidad Relativa: Sobreimpulso Ma´ximo N = 20, γ = 0,35,
n = 0, β varios
Figura 3.29: Ana´lisis de Estabilidad Relativa: Tiempo de establecimiento N = 20, γ = 0,35,
n = 0, β varios
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Capı´tulo 4
Estabilidad y Existencia de ´Orbitas
pT -Perio´dicas
4.1. Determinacio´n de la estabilidad de o´rbitas pT -perio´dicas
El procedimiento utilizado para calcular la estabilidad de la o´rbita 1T -perio´dica puede ser
extendido al ana´lisis de o´rbitas pT -perio´dicas con p > 1.
El u´nico requerimiento es tener cierto conocimiento sobre el comportamiento del sistema, en
especial del ciclo de trabajo.
Un estudio completo sobre el comportamiento dina´mico de este sistema es presentado en [5],
donde se especifican las transiciones entre las diferentes o´rbitas perio´dicas y la estructura y
comportamiento del ciclo de trabajo. En este capı´tulo se complementan los resultados de [5],
al lograr un procedimiento general que explica de una manera formal, aunque aproximada, la
transicio´n del sistema de la periodicidad al caos.
Algunas caracterı´sticas que resultan muy u´tiles a la hora de definir el conjunto {d1, d2, ..., dp},
son las siguientes:
– El valor del ciclo de trabajo en estado estacionario, para la o´rbita 1T -perio´dica, depende
de los para´metros: γ, β, x1ref , u+, u− y T . En la ecuacio´n (4.1) se presenta el ciclo de
trabajo en estado estacionario, para el caso donde la generacio´n del pulso obedece a la
secuencia {u+, u−, u+}.
dss = T
(1 + βγ)x1ref − u−
u+ − u− (4.1)
– Caracterı´sticas de la superficie de deslizamiento aproximada (s(x(t))): el conocimiento
del comportamiento de la superficie de deslizamiento permite realizar aproximaciones
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Figura 4.1: Superficie de deslizamiento ( ´Orbita 1T -perio´dica).
que facilitan la determinacio´n de la estabilidad de o´rbitas pT -perio´dicas. A continuacio´n
se describen algunas de las principales caracterı´sticas de s(x(t)):
– La superficie de deslizamiento se considera lineal a tramos. En la figura 4.1 se
presenta el comportamiento de la superficie de deslizamiento para una o´rbita 1T -
perio´dica, correspondiente al sistema sin atraso con ks = 4,5. En la figura 4.2 se
presenta el caso 2T -perio´dico sin ciclos saturados (d1 − d2), alcanzado con los
para´metros: n = 0 y ks = 3,243. En la figura 4.3 se presenta la superficie de
deslizamiento de la o´rbita 2T -perio´dica con un ciclo saturado (T − d) correspon-
diente al sistema sin atraso con un ks = 3.
– Existe promedio cero en cada periodo de muestreo. En las figuras 4.1, 4.2 y 4.3 se
observa el comportamiento en estado estacionario de s(x(t)) durante 2 periodos de
muestreo. En todos los casos, el a´rea bajo la curva tiene promedio cero, en cada
intervalo de muestreo. Cuando existen ciclos de trabajo saturados la suposicio´n de
promedio cero se cumple principalmente cuando el valor del ciclo coincide con el
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Figura 4.2: Superficie de deslizamiento ( ´Orbita 2T -perio´dica sin ciclos saturados).
de saturacio´n.
– En una o´rbita pT -perio´dica, el valor de la superficie de deslizamiento, en estado
estacionario, cada p muestras coincide. Para la o´rbita 1T -perio´dica (figura 4.1) se
tiene s(x(iT )) = s(x((i + 1)T )). Para la o´rbita 2T -perio´dica (figuras 4.2 y 4.3)
esta condicio´n implica: s(x(iT )) = s(x((i+ 2)T )).
– En cada intervalo de muestreo ∆i ∈ [(i − 1)T, iT ) existen tres tramos: t1 ∈ [(i −
1)T, (i− 1)T + d/2), t2 ∈ [(i− 1)T + d/2, iT − d/2) y t3 ∈ [iT − d/2, iT ).
– t1 y t2 tienen igual duracio´n y la misma pendiente de signo positivo: mt1 =
mt2 = 2Asi/d, donde Asi es el valor pico de la superficie de deslizamiento en
el intervalo ∆i.
– t2 tiene pendiente de signo negativo: mt2 = −2Asi/(T − d).
– La magnitud de las pendientes en cada tramo se relacionan con la proporcio´n
dada en la ecuacio´n (4.2). Si d = 0,5T todas la pendientes tienen igual mag-
nitud: |mt1| = |mt2| = |mt3|. Si d < 0,5T se tiene |mt1| = |mt3| < |mt2|. El
caso d > 0,5T es el caso tı´pico cuando la generacio´n del pulso obedece a la
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Figura 4.3: Superficie de deslizamiento ( ´Orbita 2T -perio´dica con un ciclo saturado).
secuencia {u+, u−, u+}, en el cual se tiene |mt1| = |mt3| > |mt2|.
|mt2|
|mt1| =
|mt2|
|mt3| =
T − d
d
(4.2)
– Cruce por cero: La superficie de deslizamiento cambia de polaridad en la mitad de
cada intervalo de muestreo (tcx0 = ((iT − (i− 1)T )/2) = T/2).
– Ciclo saturado (d = T ): cuando se presentan o´rbitas con ciclos saturados, los
tramos t1 y t3 tienen una duracio´n de T/2 y pendiente mt = 2Asi/T , por lo tanto
el tramo t2 tiene duracio´n 0 y no existe cambios de pendiente en todo el intervalo
de muestreo.
– Las anteriores consideraciones permiten considerar que existe promedio fijo entre los
valores {d1, d2, ..., dp} de la o´rbita pT -perio´dica, el cual esta´ dado por la ecuacio´n (4.3).
El promedio entre los ciclos de trabajo de la o´rbita pT -perio´dica es equivalente al valor
93
Capı´tulo 4. Estabilidad y Existencia de ´Orbitas pT -Perio´dicas
de estado estacionario de la o´rbita 1T -perio´dica (ecuacio´n (4.1))
1
p
p∑
i=1
di = pT
[
(1 + βγ)x1ref − u−
u+ − u−
]
= dss (4.3)
En la pro´xima seccio´n se explica co´mo dado un conjunto {d1, d2, ..., dp} es posible determinar
la estabilidad de la o´rbita pT -perio´dica, por medio de los exponentes de Floquet.
Ca´lculo de los Exponentes de Floquet del Sistema PWMC-ZAD con Generalizacio´n de
´Orbitas Perio´dicas
Las ecuaciones dina´micas del sistema pT -perio´dico PWMCD-ZAD pueden ser expresadas tal
como se presenta en la ecuacio´n (4.4), donde A = [−γ , 1;−1, −β], B = [0; 1], k1 = uiu+, Y
k2 = ui(u+ − u−), ui = 1 si el pulso centrado se inicia en u+ y ui = −1 si pulso centrado se
inicia en u−.
.
x = Ax + k1B + k2
p∑
i=1
[
−θ(t− ((i− 1)T + di
2
)) + θ(t− (iT − di
2
))
]
B (4.4)
Los valores d1, ..., di, ..., dp corresponden al ciclo de trabajo aplicado en los intervalos (0, T ],...,((i−
1)T, iT ],..., ((p − 1)T, pT ], respectivamente, los cuales esta´n sujetos al conjunto de p restric-
ciones mostrado en la ecuacio´n (4.5), donde dci esta´ dado por la ecuacio´n (4.6).
di =

0 si dci 6 0
dci si 0 < dci < T
T si dci > T
(4.5)
dci = c1x1((i− 1)T ) + c2x2((i− 1)T ) + c3 (4.6)
Los valores de c1, c2 y c3 fueron calculados en la seccio´n 2,1 y se repiten a continuacio´n en las
ecuaciones (4.7), (4.8) y (4.9).
c1 =
2− γ(2ks + T (1− γks))− ksT
−ks(u+ − u−) (4.7)
c2 =
2ks + T (1− ks(γ + β))
−ks(u+ − u−) (4.8)
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c3 =
−2x1ref + ksTu−
−ks(u+ − u−) (4.9)
Para definir la ecuacio´n variacional del sistema pT -perio´dico se procede de la misma forma
que en el caso 1T -perio´dico: se perturba el sistema con una funcio´n exponencial (eµta), pos-
teriormente se realiza una aproximacio´n por series de Taylor a primer orden, y por u´ltimo se
elimina la solucio´n, para dejar solo la informacio´n correspondiente a la perturbacio´n, tal co-
mo se muestra en la ecuacio´n (4.10), donde el vector a corresponde a las funciones de tiempo
asociadas a la perturbacio´n, M = [−(µ+ γ) , 1;−1, −(µ+ β)], H = [0, 0; k2c1, k2c2].
.
a = Ma + e−µt
p∑
i=1
[
δ(t− ((i− 1)T + di
2
)) + δ(t− (iT − di
2
))
]
Ha(0) (4.10)
Para resolver la ecuacio´n variacional pT -perio´dica (ecuacio´n (4.10)) se procede de la siguiente
forma:
1. Se halla la matriz de transicio´n de estados como el producto de las exponenciales de las
matrices M1 = [−(γ/2 + β/2 + µ) , 0; 0, −(γ/2 + β/2 + µ)] y M2 = [−γ/2 + β/2 ,
1;−1, γ/2−β/2], (ecuaciones (4.11) y (4.12)), donde α1 =
(
γ
2 − β2
)
y α2 =
√
1− α21.
eM1t = e−(
γ
2
+β
2
+µ)tI (4.11)
eM2t =
 −α1α2 sen(α2t) + cos(α2t) 1α2 sen(α2t)
− 1α2 sen(α2t) α1α2 sen(α2t) + cos(α2t)
 (4.12)
2. Para resolver la ecuacio´n variacional del sistema pT -perio´dico se integra sobre el inter-
valo [0, pT ], de acuerdo con las siguientes consideraciones:
– Descomponer la solucio´n: La solucio´n total se puede dividir en un conjunto de p
soluciones parciales, cada una correspondiente a un intervalo de muestreo ∆i =
((i− 1)T, iT ], como en la ecuacio´n (4.13) con i = 1, 2, ..., p.
a(iT ) = Qia((i− 1)T ) (4.13)
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– Desacoplar las discontinuidades: Dado que cada ciclo de trabajo di esta´ definido
en funcio´n del estado al inicio de cada intervalo ∆i, es necesario que cada discon-
tinuidad en el intervalo ∆i este´ referenciada al mismo punto (i− 1)T .
– Solucionar un intervalo ∆i: Para cada intervalo de muestreo se procede de la si-
guiente forma:
– En el tramo: ((i− 1)T, (i− 1)T + di/2) se calcula a((i− 1)T + di/2)−.
– Se evalu´a la discontinuidad desacoplada en di/2 para calcular a((i − 1)T +
di/2)+.
– En el tramo: ((i− 1)T + di/2, iT − di/2) se calcula a(iT − di/2)−.
– Se evalu´a la discontinuidad desacoplada en T − di/2 para calcular a(iT −
di/2)+.
– En el tramo: (iT − di/2, iT ) se calcula a(iT ).
– Haciendo z = e−µT se obtiene que la solucio´n a la perturbacio´n esta´ dada por
la ecuacio´n (4.14).
a(iT ) = (ze−(
γ
2
+β
2
)T eM2T+ze−(
γ
2
+β
2
)(T− di
2
)eM2(T−
di
2
)H+ze−(
γ
2
+β
2
)(
di
2
)eM2(
di
2
)H)a((i−1)T )
(4.14)
– Unir la solucio´n: Las p soluciones parciales se unen para formar la solucio´n
total, considerando que la solucio´n encontrada en el intervalo ((i − 1)T, iT ]
es la condicio´n inicial para la hallada en el intervalo (iT, (i + 1)T ], para i =
1, 2, ..., p− 1, como se sintetiza en la ecuacio´n (4.15).
a(pT ) = QpQp−1...Q2Q1a(0) (4.15)
Con base en las consideraciones antes expuestas, la solucio´n de la ecuacio´n variacional tiene
la forma de la ecuacio´n (4.16), donde Qt = QpQp−1...Q2Q1.
a(pT ) = Qta(0) (4.16)
Para que la solucio´n sea perio´dica se requiere que a(pT ) = a(0) , por lo tanto se debe satisfacer
la ecuacio´n (4.17).
(Qt − I)a(0) = 0 (4.17)
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Si se garantiza que la parte real de los exponentes de Floquet µ, obtenidos de la ecuacio´n
variacional es negativa, entonces la o´rbita pT-perio´dica es estable. Esta condicio´n se verifica si
se cumple la ecuacio´n (4.18).
det(Qt − I) = 0 (4.18)
Al evaluar la ecuacio´n (4.18) se obtiene un polinomio en z, expresado en forma general en la
ecuacio´n (4.19). Los coeficientes q1 y q0 son funciones de ks. En este punto, los otros para´met-
ros del sistema (γ, β, x1ref , u+, u− y T ), ya han sido fijados a algu´n valor.
z2p + q1(ks)zp + q0(ks) = 0 (4.19)
Si en la ecuacio´n (4.19) se reemplaza z = e−µ(pT ), se pueden obtener los dos exponentes de
Floquet asociados a la o´rbita pT -perio´dica para cada valor del para´metro de bifurcacio´n ks.
4.2. Existencia de o´rbitas pT -perio´dicas
El ana´lisis de estabilidad explicado en la seccio´n anterior debe estar complementado con un
ana´lisis de existencia de la o´rbita pT -perio´dica, dado que los rangos del para´metro ks para los
cuales la o´rbita es estable, no necesariamente coinciden con los rangos donde la o´rbita existe.
Se garantiza que la o´rbita pT -perio´dica existe, si existe un rango de valores del para´metro ks
en el cual el conjunto de ciclos de trabajo {d0, d1, ..., dp−1} este´ definido dentro del intervalo
[0, T ]. Cuando alguno de los ciclos di se encuentra saturado, ya sea en d = T o en d = 0, se
puede realizar una reduccio´n de inco´gnitas en la formulacio´n del problema.
Para verificar la existencia, partimos de la aplicacio´n de Poincare´ del sistema, dada por la
ecuacio´n (4.35), donde A = [−γ , 1 ; −1 , −β], dk es el ciclo de trabajo que es funcio´n de
los estados al momento de muestrear y fk es una funcio´n vectorial que depende del ciclo de
trabajo y esta´ dada por la ecuacio´n (4.21).
x((k + 1)T ) = eAT x(kT ) + fk(dk(x(kT ))) (4.20)
fk = (e
A

T− dk
2 + I)A−1(eA
dk
2 − I)B− eA
dk
2 A−1(eA(T−dk) − I)B (4.21)
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Iterando el sistema hasta la muestra pT se tiene el conjunto de ecuaciones mostrado en la
ecuacio´n (4.22).
x(T ) = eAT x(0) + f0
x(2T ) = eAT x(T ) + f1
...
x(iT ) = eAT x((i− 1)T ) + fi−1
...
x(pT ) = eAT x((p− 1)T ) + fp−1
(4.22)
Aplicando la condicio´n de periodicidad: x(0) = x(pT ), y aprovechando la recursividad del
sistema se tiene la ecuacio´n (4.23).
x(0) = (I− eA(pT ))−1(eA((p−1)T )f0 + ...+ eAT fp−2 + fp−1) (4.23)
La condicio´n inicial x(0) del sistema queda en funcio´n del conjunto de inco´gnitas {d0, d1, ..., dp−1},
de este modo, el sistema de la ecuacio´n (4.22) tambie´n queda relacionado con las variables des-
conocidas.
Utilizando la expresio´n del ciclo de trabajo, se define el sistema de la ecuacio´n (4.24), el cual
es un sistema de p ecuaciones con p inco´gnitas.
d0 − c1x1(0)− c2x2(0)− c3 = 0
d1 − c1x1(T )− c2x2(T )− c3 = 0
...
di − c1x1(iT )− c2x2(iT )− c3 = 0
...
dp−1 − c1x1((p− 1)T )− c2x2((p− 1)T )− c3 = 0
(4.24)
4.3. De la periodicidad al caos en sistemas de segundo orden usan-
do PWM y promediado cero de la dina´mica del error
El ca´lculo de la estabilidad y la garantı´a de la existencia de o´rbitas pT -perio´dicas que fueron
presentados anteriormente conforman la base teo´rica para reconstruir analı´ticamente la ruta al
caos del sistema con estrategia de control PWMC basada en el promediado cero de la dina´mica
del error.
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A medida que el para´metro ks es variado en forma decreciente desde un valor inicial tal que
garantiza la presencia de una o´rbita 1T -perio´dica estable (por ejemplo, ks = 4,5), el sis-
tema presenta diferentes esquemas de operacio´n perio´dicos hasta alcanzar un comportamiento
cao´tico. A continuacio´n se presentan de forma detallada los rangos de estabilidad y de existen-
cia de cada o´rbita y sus puntos de transicio´n.
Nuevamente, los para´metros del sistema son los siguientes: γ = 0,35; β = 0; x1ref = 0,8;
T = 0,1767; u+ = 1; u− = −1; ui = 1.
4.3.1. Transicio´n o´rbita 1T -perio´dica a o´rbita 2T -perio´dica sin ciclos saturados
Si bien la o´rbita 1T -perio´dica existe para cualquier valor del para´metro de control ks, e´sta solo
es estable para valores de ks mayores de un valor crı´tico (kscr = 3,2437342), en el cual ocurre
un doblamiento de periodo que da origen a la o´rbita 2T -perio´dica sin ciclos saturados.
Con los valores establecidos anteriormente, el valor del ciclo de trabajo en estado estacionario
de la o´rbita 1T -perio´dica es dss = 0,9T (ecuacio´n (4.1)). De esta forma la o´rbita 2T -perio´dica
sin ciclos saturados (d1-d2) se puede definir sime´trica a dss, de la siguiente forma: d1 = (0,9−
α)T y d2 = (0,9 + α)T donde α es un valor positivo (α 6 0,1).
Conforme con lo expresado anteriormente y teniendo p = 2 se puede determinar la existencia
de la o´rbita 2T -perio´dica definiendo un sistema de ecuaciones (ecuacio´n (4.24)) con 2 ecua-
ciones y 2 inco´gnitas que en este caso son: ks y α, tal como se presenta en la ecuacio´n (4.25).
 (0,9− α)T − c1(ks)x1(0)− c2(ks)x2(0)− c3(ks) = 0(0,9 + α)T − c1(ks)x1(T )− c2(ks)x2(T )− c3(ks) = 0 (4.25)
Para tener control sobre la inco´gnita α, se despeja c3(ks) de la primera ecuacio´n y se reemplaza
en la segunda ecuacio´n para reducir el sistema a una ecuacio´n con una inco´gnita, como se
muestra en la ecuacio´n (4.26). El valor de x(0) se calcula en funcio´n de d1 y d2 de acuerdo con
la ecuacio´n (4.23), y que x(T ) se calcula en funcio´n de x(0) de acuerdo con la ecuacio´n (4.22).
2αT + c1(ks) (x1(0)− x1(T )) + c2(ks) (x2(0)− x2(T )) = 0 (4.26)
En la tabla 4.1 se presenta el rango de valores del para´metro de bifurcacio´n ks en el cual la
o´rbita 2T -perio´dica existe sin presencia de ciclos saturados.
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α d1 = (0,9− α)T d2 = (0,9 + α)T ks
≈ 0 ≈ 0,9T ≈ 0,9T 3.2437341
0.001 0.899T 0.901T 3.2437339
0.01 0.89T 0.91T 3.2437195
0.02 0.88T 0.92T 3.2436760
0.03 0.87T 0.93T 3.2436034
0.04 0.86T 0.94T 3.2435019
0.05 0.85T 0.95T 3.2433713
0.06 0.84T 0.96T 3.2432117
0.07 0.83T 0.97T 3.2430231
0.08 0.82T 0.98T 3.2428055
0.09 0.81T 0.99T 3.2425589
0.099 0.801T 0.999T 3.2423122
0.1 0.8T T 3.2422834
Tabla 4.1: Rango de existencia de la o´rbita 2T-perio´dica sin ciclos saturados
Para cada uno de los resultados de existencia obtenidos se comprueba de manera nume´rica que
al iterar el sistema para el valor de ks hallado al resolver la ecuacio´n (4.26), efectivamente se
este´ en la o´rbita 2T -perio´dica sin ciclos saturados. Los resultados indican que para cualquier α
en el intervalo [0, 0,1) el sistema no satura ninguno de los ciclos.
En la tabla 4.1 la o´rbita 2T -perio´dica sin ciclos saturados existe en un rango muy reducido de
ks, el intervalo de existencia es de aproximadamente 15 diezmile´simas, hecho por el cual los
ca´lculos requieren de una alta precisio´n, que en una etapa de implementacio´n difı´cilmente se
alcanzarı´a.
Dado que la o´rbita 2T -perio´dica (d1 − d2) existe so´lo para un valor del para´metro de bifur-
cacio´n, se seleccionan los mismos valores del ciclo de trabajo (expuestos en la tabla 4.1) y se
calcula la estabilidad de la o´rbita 2T -perio´dica utilizando el procedimiento antes mencionado,
basado en los exponentes de Floquet. Para el caso p = 2 sin ciclos saturados, la solucio´n de
la ecuacio´n variacional (mostrada en la ecuacio´n (4.16)) tiene la forma dada por la ecuacio´n
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(4.27).
a(2T ) = Q2Q1a(0) (4.27)
Donde Q1 y Q2 son las soluciones parciales que se obtienen de resolver cada periodo de
muestreo con su ciclo de trabajo asociado.
Figura 4.4: Evolucio´n de la parte real del exponente de Floquet que pasa de estable a inestable
de la o´rbita 2T-perio´dica sin ciclos saturados.
En la figura 4.4 se muestra la evolucio´n de la parte real del exponente de Floquet que pasa de
inestable a estable de la o´rbita 2T -perio´dica (d1 − d2), para los 2 casos lı´mites presentados en
la tabla 4.1, que definen la zona de existencia de la o´rbita. La transicio´n de la parte real del
exponente de Floquet de positiva a negativa es equivalente al cambio de inestable a estable de
la o´rbita 2T -perio´dica (d1 − d2).
En la figura 4.5 y en la tabla 4.2 se sintetizan los resultados de los ana´lisis de existencia y
estabilidad de la o´rbita 2T -perio´dica sin ciclos saturados. En la tabla 4.2 se presentan, para
algunos valores de α el valor de ks para el cual existe la o´rbita y el valor crı´tico de estabilidad.
En todos los casos (figura 4.5 y tabla 4.2) el valor de existencia esta´ a la derecha del respectivo
valor crı´tico de estabilidad, lo cual significa que todos los casos expuestos existen dentro de la
zona estable de la o´rbita (ksexiste es siempre mayor que kscr, aunque note que en el caso α ≈ 0
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Figura 4.5: Existencia y estabilidad de la o´rbita 2T-perio´dica sin ciclos saturados.
α kscr ksexiste
≈ 0 3.24373405 3.2437341
0.01 3.2436905 3.2437195
0.02 3.2435599 3.2436760
0.04 3.2430376 3.2435019
0.08 3.2409498 3.2428055
0.09 3.2402111 3.2425589
0.1 3.2393856 3.2422834
Tabla 4.2: Estabilidad y existencia de la o´rbita 2T-perio´dica sin ciclos saturados
esta diferencia solo se alcanza en el se´ptimo decimal). En la medida que α → 0 el valor de
existencia tiende al valor crı´tico de estabilidad de la o´rbita 1T -perio´dica.
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4.3.2. Transicio´n o´rbita 2T -perio´dica sin ciclos saturados a o´rbita 2T -perio´dica
con un ciclo saturado
Despue´s de perder la estabilidad de la o´rbita 1T -perio´dica, ocasionada por una bifurcacio´n
por doblamiento de periodo, el sistema exhibe una o´rbita 2T -perio´dica estable (como se de-
mostro´ en la seccio´n anterior), si el valor de ks decrece un poco ma´s, se presenta un cambio en
la evolucio´n de las o´rbitas 2T -perio´dicas debido a una bifurcacio´n por colisio´n de borde [5].
El cambio en la evolucio´n de las o´rbitas debido a la colisio´n de borde se ve reflejado en la
saturacio´n de uno de los ciclos de trabajo, pasando de un regimen sin saturacio´n a uno con
un ciclo saturado. A continuacio´n se presentan los resultados de los ana´lisis de existencia y
estabilidad de esta o´rbita.
Para determinar la existencia de la o´rbita 2T del tipo saturado - no saturado se debe tener en
cuenta el efecto que tienen los lı´mites de la zona de evolucio´n del sistema, es decir, que el ciclo
de trabajo esta´ restringido entre los valores 0 y T . En este caso en particular, la cota superior
es la u´nica restriccio´n activa del sistema.
Si bien el valor ma´ximo que puede asignarse al ciclo de trabajo es d = T , la o´rbita saturada
puede existir para valores mayores al periodo de muestreo (d > T ), por esta razo´n se incluye
un factor α que considere las o´rbitas saturadas en valores diferentes a d = T , tal como se
muestra en el sistema de ecuaciones 4.28. αT − c1(ks)x1(0)− c2(ks)x2(0)− c3(ks) = 0d− c1(ks)x1(T )− c2(ks)x2(T )− c3(ks) = 0 (4.28)
El sistema (4.28) presenta 2 ecuaciones con tres inco´gnitas (α, ks y d), por lo cual e´ste se
resuelve para valores particulares de α, sabiendo que α > 1. Algunos de los resultados se
reu´nen en la tabla 4.3. La o´rbita 2T -perio´dica sin ciclos saturados (estudiada en la seccio´n
anterior) existe so´lo para valores puntuales de ks, en cambio la o´rbita 2T -perio´dica con un
ciclo saturado (T − d1) existe para un rango de valores de ks.
De nuevo, es importante corroborar que en los casos antes expuestos, para los valores de ks
encontrados, el sistema sature cada dos muestras uno de los ciclos. En la tabla 4.4 se presentan
algunos de los valores de comprobacio´n de los ciclos de trabajo. Note que para α = 1,05 el
valor del ciclo saturado se aleja un poco del valor esperado (1,05T ), sin embargo, la o´rbita
sigue siendo del tipo (saturado - no saturado). Sin embargo, la o´rbita T − d sigue existiendo
para estos valores bajos de ks. La diferencia entre el valor real y el valor esperado radica en
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α ks T − d
1 3.2422773 T-0.7998954T
1.00005 3.2133546 T-0.7998843T
1.0001 3.1849463 T-0.7998734T
1.0005 2.9746576 T-0.7997926T
1.001 2.7480312 T-0.7997054T
1.005 1.7087349 T-0.7993048T
1.01 1.1608391 T-0.7990929T
1.05 0.3258321 T-0.7987692T
Tabla 4.3: Estabilidad y existencia de la o´rbita 2T-perio´dica con un ciclo saturado (Td1)
que para valores tan bajos de ks la superficie de deslizamiento pierde el promedio cero y por lo
tanto se afectan los resultados obtenidos con esa aproximacio´n.
α d1 d2
1 0.9999999T 0.7998954T
1.005 1.0050000T 0.7993049T
1.05 1.0067812 0.8005371T
Tabla 4.4: Valores de comprobacio´n de existencia de la o´rbita 2T-perio´dica con un ciclo saturado (Td1)
De acuerdo con los resultados obtenidos, la orbita 2T -perio´dica con un ciclo saturado existe
para ks < 3,2422773, sin embargo, es necesario determinar para que valores dentro de este
rango la o´rbita es estable, para lo cual se recurre al procedimiento basado en los exponentes de
Floquet.
El procedimiento para determinar la estabilidad de la o´rbita 2T -perio´dica con un ciclo saturado
es diferente al utilizado en la o´rbita 2T -perio´dica sin ciclos saturados. Mientras en el caso
anterior (no saturado - no saturado), se calculaban soluciones parciales para cada ciclo de
trabajo que luego se unı´an para hallar la solucio´n total, en este caso (saturado - no saturado),
solo se halla una solucio´n para todo el intervalo.
a(2T ) = QdT a(0) (4.29)
104
Capı´tulo 4. Estabilidad y Existencia de ´Orbitas pT -Perio´dicas
La solucio´n de la ecuacio´n variacional que se resuelve tiene la forma dada en la ecuacio´n (4.29),
donde QdT es una matriz que se obtiene de resolver la ecuacio´n variacional dada en la ecuacio´n
(4.10) para el intervalo 2T tramo a tramo, considerando los siguientes tramos:
– En el tramo: (0, d/2) se calcula a(d/2)−.
– Se evalu´a la discontinuidad en d/2 para calcular a(d/2)+.
– En el tramo: (d/2, T − d/2) se calcula a(T − d/2)−.
– Se evalu´a la discontinuidad en T − d/2 para calcular a(T − d/2)+.
– En el tramo: (T − d/2, 2T ) se calcula a(2T ).
En el u´ltimo tramo se incluye el ciclo saturado, el cual se une de forma directa al u´ltimo tramo
del primer periodo de muestreo, para hallar la solucio´n hasta 2T . En la figura 4.6 se muestra
la evolucio´n de los exponentes de Floquet de la o´rbita 2T -perio´dica con un ciclo saturado
(T − 0,8T ), donde se puede observar el valor crı´tico de estabilidad de esta o´rbita en ks =
2,9980335 y el valor lı´mite de existencia en ks = 3,2422773, por lo tanto el rango donde la
o´rbita 2T -perio´dica (T − d) existe y es estable es: 2,9980335 < ks < 3,2422773.
Figura 4.6: Existencia y estabilidad de la o´rbita 2T-perio´dica con un ciclo saturado.
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4.3.3. Transicio´n o´rbita 2T -perio´dica (d − T ) a o´rbita 4T -perio´dica (d1 − T −
d2 − T )
La o´rbita 2T -perio´dica pierde su estabilidad debido a una bifurcacio´n tipo flip en ks = 2,9980335.
Se originan nuevos puntos de equilibrio, conforma´ndose una o´rbita 4T -perio´dica con una se-
cuencia de operacio´n d1 − T − d2 − T .
La reconstruccio´n de la ruta al caos continu´a en este apartado con el ana´lisis de la existencia y
estabilidad de la o´rbita 4T -perio´dica.
Con base en la iteracio´n de la aplicacio´n de Poincare´ se puede determinar la existencia de la
o´rbita 4T -perio´dica resolviendo el sistema de ecuaciones dado en (4.30), el cual se define con
las 2 ecuaciones de los ciclos de trabajo no saturados (d1 y d2) y con una tercera que contiene
el factor α que sirve para calcular un conjunto de soluciones, adicionales a la calculada cuando
ambos ciclos saturados son iguales a T .
αT − c1(ks)x1(0)− c2(ks)x2(0)− c3(ks) = 0
d1 − c1(ks)x1(T )− c2(ks)x2(T )− c3(ks) = 0
d2 − c1(ks)x1(3T )− c2(ks)x2(3T )− c3(ks) = 0
(4.30)
Es importante aclarar que la informacio´n del otro ciclo saturado esta´ implı´cita en el sistema, ya
que x(0) es funcio´n del conjunto de ciclos de trabajo {T−d1−T−d2} (tal como se presento´ en
la ecuacio´n (4.23)); y adema´s x(T ) y x(3T ) se calculan con base en x(0) (ecuacio´n (4.22)).
La tabla 4.5 agrupa algunos de los conjunto solucio´n del sistema (4.30) para distintos valores
de α. Observe que la existencia de la o´rbita 4T -perio´dica varı´a en un rango muy pequen˜o de
valores de ks.
En la tabla 4.6 se presentan los valores de comprobacio´n de la existencia 4T-perio´dica T −d1−
T − d2. Con cada valor de ks encontrado, se itera el sistema para verificar que su respuesta es
4T-perio´dica con 2 ciclos saturados. Note que para α = 1,005 el sistema so´lo satura un ciclo,
es decir, existe es una o´rbita 4T-perio´dica T − d1 − d2 − d3, de ahı´ la importancia de realizar
esta prueba.
El procedimiento para definir el rango de estabilidad de la o´rbita 4T -perio´dica es similar al es-
tablecido en la seccio´n anterior (utilizado para calcular la estabilidad de la o´rbita 2T -perio´dica
con un ciclo saturado). Para este caso se unen dos soluciones parciales formadas cada una por
intervalos de 2 periodos de muestreo, en las cuales el periodo saturado es unido directamente
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α T − d1 T − d2 ks
1 T-0.8002457T T-0.7993575T 2.998019055
1.000005 T-0.7993624T T-8002408T 2.998019057
1.00005 T-0.7994066T T-0.8001966T 2.998019057
1.0005 T-0.7998479T T-0.7997553T 2.998019067
(*)1.005 T-0.7953416T T-0.8002457T 2.998017864
Tabla 4.5: Rango de existencia de la o´rbita 4T-perio´dica T − d1 − T − d2. En (∗) la o´rbita 4T -perio´dica pasa a
un esquema T − d1 − d2 − d3 como se comprueba en la tabla 4.6
α d1 d2 d3 d4
1 1.0000000T 0.7993575T 1.0009056T 0.8002457T
1.000005 1.0000049T 0.7993624T 1.0009006T 0.8002408T
1.00005 1.0000499T 0.7994066T 1.0008556T 0.8001967T
1.0005 1.0004999T 0.7998479T 1.0004055T 0.7997553T
(*)1.005 1.0050000T 0.8042616T 0.9959055T 0.7953416T
Tabla 4.6: Valores de comprobacio´n de existencia de la o´rbita 4T-perio´dica T − d1 − T − d2
al u´ltimo tramo del intervalo del ciclo no saturado.
En consecuencia, la solucio´n de la ecuacio´n variacional tiene la forma dada en la ecuacio´n
(4.31), donde QTd1 es la solucio´n parcial en el intervalo (0, 2T ] y QTd2 es la solucio´n parcial
en el tramo (2T, 4T ] cuya condicio´n inicial es QTd1a(0)
a(4T ) = QTd2QTd1a(0) (4.31)
La o´rbita 4T -perio´dica es estable si los exponentes de Floquet (µ1, µ2) calculados de la ecuacio´n:
z8 + a1(ks)z4 + a0(ks) = 0 con z = e−µ(4T ) tienen parte real negativa. La evolucio´n de la
parte real de los exponentes de Floquet de la o´rbita 4T -perio´dica se presentan en la fig.4.7.
En la fig.4.8 se muestra un acercamiento donde se puede visualizar el valor critico de estabili-
dad kscr = 2,998019031288 junto con el valor lı´mite de existencia de la o´rbita 4T-perio´dica:
ks = 2,998019055139.
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Figura 4.7: Evolucio´n de la parte real de los exponentes de Floquet de la o´rbita 4T-perio´dica
T − d1 − T − d2.
Figura 4.8: Existencia y estabilidad de la o´rbita 4T-perio´dica T − d1 − T − d2.
El rango en el que la o´rbita 4T-perio´dica (T−d1−T−d2) existe y es estable es: 2,998019031288 <
ks < 2,998019055139.
En la tabla 4.5 que en todos los casos menos en α = 1,005, los valores de existencia son
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mayores que el valor crı´tico de estabilidad kscr = 2,998019031288, lo cual confirma que en
α = 1,005 no se presenta o´rbita 4T -perio´dica T −d1−T −d2 (tal como se muestra en la tabla
4.6).
4.3.4. Transicio´n o´rbita 4T -perio´dica (d1 − T − d2 − T ) a o´rbita 8T -perio´dica
(d1 − T − d2 − T − d3 − T − d4 − T )
En un rango de valores muy reducido del para´metro ks suceden varios cambios en la evolucio´n
del sistema como lo son los cambios de o´rbitas 2T , 4T y 8T .
Siguiendo el mismo proceso se investiga la existencia y la estabilidad de la o´rbita 8T -perio´dica.
La existencia esta´ dada por la solucio´n del sistema de ecuaciones (4.32), en la cual se plantean
las 4 ecuaciones de los ciclos no saturados y una ecuacio´n adicional para calcular un grupo
de soluciones que se sume a la hallada cuando los ciclos saturados son iguales a T (es decir,
α = 1).
αT − c1(ks)x1(0)− c2(ks)x2(0)− c3(ks) = 0
d1 − c1(ks)x1(T )− c2(ks)x2(T )− c3(ks) = 0
d2 − c1(ks)x1(3T )− c2(ks)x2(3T )− c3(ks) = 0
d3 − c1(ks)x1(5T )− c2(ks)x2(5T )− c3(ks) = 0
d4 − c1(ks)x1(7T )− c2(ks)x2(7T )− c3(ks) = 0
(4.32)
Los resultados de la existencia de la o´rbita 8T -perio´dica son muy similares a los obtenidos en
la seccio´n anterior para la o´rbita 4T -perio´dica, nota´ndose solo cambios en las u´ltimas cifras
significativas (trabajando con una precisio´n de 200 dı´gitos), por lo cual se asumen los datos
de la tabla 4.5 como equivalentes para la existencia de la o´rbita 8T -perio´dica, con la siguiente
salvedad: d1 ∼= d3 y d2 ∼= d4.
Para el ca´lculo de la estabilidad de la o´rbita 8T -perio´dica se llega a una solucio´n de la ecuacio´n
variacional con la forma expresada en la ecuacio´n (4.33), las matrices QTd4 , QTd3 , QTd2 y
QTd1 representan las soluciones parciales construidas por tramos de 2 periodos de muestreo,
cada una considerando un ciclo saturado.
a(8T ) = QTd4QTd3QTd2QTd1a(0) (4.33)
Satisfacer la condicio´n de periodicidad en la ecuacio´n (4.33) implica que:
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det(QTd4QTd3QTd2QTd1 − I) = 0
lo que lleva a tener una expresio´n de la forma:
z16 + a1(ks)z8 + a0(ks) = 0
con la que se calculan los exponentes de Floquet de la o´rbita, haciendo z = e−µ(8T ). Si la parte
real de µ1 y µ2 son negativas entonces la o´rbita 8T -perio´dica es estable.
Figura 4.9: Evolucio´n de la parte real de los exponentes de Floquet de la o´rbita 8T-perio´dica
(d1 − T − d2 − T − d3 − T − d4 − T ).
En la figura 4.9 se muestra la evolucio´n de los exponentes de Floquet de la o´rbita 8T -perio´di-
ca y en la figura 4.10 se realiza un acercamiento sobre la zona crı´tica de estabilidad para
observar el kscr y el lı´mite de la existencia. El punto de cruce de estabilidad de la o´rbi-
ta 8T -perio´dica esta´ muy cercano al punto crı´tico de la o´rbita 4T -perio´dica, los cuales solo
difieren despue´s del decimosexto decimal (kscr4T = 2,99801903128813739105 y kscr8T =
2,9980190312881373104). Debido a las aproximaciones que se realizaron en los procedimien-
tos, los resultados obtenidos en este punto tienen un mayor grado de incertidumbre debido a
que se requiere de mayor grado de precisio´n. Sin embargo, se considera que los resultados son
representativos desde un punto de vista cualitativo, ya que reflejan la acumulacio´n de o´rbitas
pT en un rango extremadamente pequen˜o del para´metro ks.
110
Capı´tulo 4. Estabilidad y Existencia de ´Orbitas pT -Perio´dicas
Figura 4.10: Existencia y estabilidad de la o´rbita 8T -perio´dica (d1 − T − d2 − T − d3 − T −
d4 − T ).
4.3.5. Transicio´n al caos
Despue´s de la o´rbita 4T -perio´dica se hace muy difı´cil distinguir claramente la formacio´n de
puntos de equilibrio, tal es el caso de la o´rbita 8T -perio´dica que requiere de un ana´lisis de
alta precisio´n. Para la o´rbita 16T -perio´dica los ana´lisis antes expuestos no arrojaron ni zona de
existencia, ni mucho menos zona de estabilidad, por lo cual se asume que a partir de este punto
el sistema entra en caos.
Las sucesivas acumulaciones de o´rbitas en una regio´n muy pequen˜a del espacio de para´metros
conllevan a la presencia de bandas cao´ticas 2n en el sistema, que posteriormente se transforma
en caos total. En el diagrama de bifurcacio´n {x1, x2, ks} de la figura 4.11, se observa que el
caos que se presenta obedece a una tı´pica formacio´n de ’fingers’ [56] [40]. En las vistas del
diagrama de bifurcacio´n del ciclo de trabajo de las figuras 4.12 y 4.13 se presentan las primeras
cuatro iteraciones de la aplicacio´n de Poincare´, para observar ma´s claramente el feno´meno de
bandas cao´ticas.
En las figuras se observan los primeros cuatro mapas de Poincare´, en los cuales se puede apre-
ciar de una forma ma´s directa, aunque intuitiva, el feno´meno de las bandas cao´ticas y del caos
en el sistema.
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Figura 4.11: Diagrama de bifurcacio´n 3D del sistema de segundo orden usando PWM y pro-
mediado cero de la dina´mica del error.
En resumen, el sistema de segundo orden que funciona en presencia de un PWM de pulso
centrado cuya estrategia de control esta´ basada en el promediado cero de la dina´mica del error
(ZAD) tiene un recorrido de la periodicidad al caos en el intervalo de ks = [2,99, 3,24], en el
cual el sistema pasa por transiciones 1T , 2T (sin ciclos saturados), 2T (con un ciclo saturado),
4T (d1−T−d2−T ) y 8T (d1−T−d2−T−d3−T−d4−T ), bandas cao´ticas 2n, hasta finalmente
entrar en caos. Probablemente existan otras perio´dicas, en las cuales se sigue trabajando. En
particular, actualmente se trabaja en la determinacio´n de la existencia y estabilidad de o´rbitas
4T -perio´dicas del tipo T − d1 − d2 − d3, donde la interseccio´n entre la regio´n de estabilidad y
la de existencia esta´ arrojando un intervalo vacı´o.
4.4. Control de o´rbitas pT -perio´dicas en sistemas de segundo or-
den usando PWM y promediado cero de la dina´mica del error
con control FPIC
Resulta conveniente estudiar si las te´cnicas utilizadas para conocer el comportamiento perio´di-
co del sistema, tambie´n pueden ser utilizadas exitosamente cuando se incorpora una estrate-
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(a) vista 1
(b) vista 2
Figura 4.12: Diagrama de bifurcacio´n del ciclo de trabajo del sistema de segundo orden usando
PWM y promediado cero de la dina´mica del error (vistas 1 y 2).
gia de control de caos como la FPIC. En esta seccio´n, se presentan algunos de los resultados
obtenidos al estabilizar distintas o´rbitas perio´dicas utilizando control por induccio´n al punto
fijo.
En el transcurso del trabajo solo se habı´a utilizado la te´cnica FPIC para estabilizar o´rbitas 1T -
perio´dicas, sin embargo, en [27] quedo´ demostrada la eficacia de la te´cnica en el control de
o´rbitas superiores de una manera simple. En esta seccio´n se pretende corroborar los resultados
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(a) vista 3
(b) vista 4
Figura 4.13: Diagrama de bifurcacio´n del ciclo de trabajo del sistema de segundo orden usando
PWM y promediado cero de la dina´mica del error (vistas 3 y 4).
presentados en el trabajo en mencio´n de una manera diferente, haciendo uso del ca´lculo de los
exponentes de Floquet de la o´rbita estabilizada.
La estrategia de control FPIC para estabilizar una o´rbita pT -perio´dica consiste en aplicar la ley
de control FPIC, dada en la ecuacio´n (4.34) , cada pT iteraciones.
d(k) =
d+Ndss
N + 1
(4.34)
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(a) vista general
(b) acercamiento
Figura 4.14: Control FPIC de la o´rbita 2T-perio´dica (Exponentes de Floquet)
En primera instancia, se decide controlar la o´rbita 2T -perio´dica (d1 − d2). Para tal efecto,
se escogen un valor del ciclo de trabajo en estado estacionario dss = 0,895T junto con 7
valores del para´metro de control FPIC: N = {0,1; 0,2; 0,3; 0,5; 0,7; 0,8; 1}. En la figura 4.14
se muestra la evolucio´n de la parte real de los exponentes de Floquet de la o´rbita 2T -perio´dica.
Note que en los siete casos el valor crı´tico de la estabilidad es menor al caso sin control que se
encontraba alrededor de 3,24; es decir, el sistema presenta un rango de estabilidad mayor, con
la siguiente tendencia: a mayor esfuerzo de control (o sea, a mayor valor de N ), mayor es el
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(a) N = 0,1
(b) N = 1
Figura 4.15: Control FPIC de la o´rbita 2T-perio´dica (Diagramas de Bifurcacio´n)
rango de estabilidad.
Resulta conveniente destacar que en estos casos no es necesario realizar un ana´lisis adicional
para garantizar la existencia de la o´rbita ya que la inclusio´n del control FPIC garantiza que la
estabilidad de la o´rbita se mantenga una vez sea alcanzada esta condicio´n.
Los diagramas de bifurcacio´n presentados en la figura 4.15 sirven para constatar el buen com-
portamiento del procedimiento basado en los exponentes de Floquet para determinar la esta-
bilidad de o´rbitas perio´dicas con control FPIC. En la figura 4.15(a) se muestra el control con
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(a) vista general
(b) acercamiento
Figura 4.16: Control FPIC de la o´rbita 4T-perio´dica (Exponentes de Floquet)
N = 0,1 en el cual a partir de ks ≈ 1,2 el sistema presenta una o´rbita 2T -perio´dica de ciclos no
saturados, mientras que si N = 1 el ks crı´tico esta´ es alrededor de ks = 0,18 (figura 4.15(b)).
Para controlar la o´rbita 4T -perio´dica se decide estabilizar la secuencia: {d1 = 0,894T, d2 =
0,904T, d3 = 0,896T, d4 = 0,906}, utilizando el mismo conjunto de valores deN . Se aplica la
ley de control (ecuacio´n (4.34)) con dss = 0,894T cada 4 iteraciones, obteniendo los resultados
mostrados en la figura 4.16.
En la figura 4.17(a) se muestra como el diagrama de bifurcacio´n del ciclo de trabajo cuando
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(a) N = 1
(b) N = 0,3
Figura 4.17: Control FPIC de la o´rbita 4T-perio´dica (Diagramas de Bifurcacio´n)
N = 1 presenta una o´rbita 4T -perio´dica sin ciclo saturados en ks ≈ 0,28, lo que es concordante
con lo observado en la figura 4.16. De la misma forma, si N = 0,3 el sistema exhibe una o´rbita
4T -perio´dica de ciclos no saturados en las proximidades de ks = 0,9 (figura 4.17(b)).
Los resultados al estabilizar o´rbitas 8T -perio´dicas y 16T -perio´dicas son igualmente satisfacto-
rios. En la figura 4.18(a) se presentan los exponentes de Floquet de la o´rbita 8T-perio´dica y en
la figura 4.18(b) los exponentes de Floquet de la o´rbita 16T-perio´dica.
En la figura 4.19 se presentan los diagramas de bifurcacio´n del ciclo de trabajo para los casos
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(a) o´rbita 8T -perio´dica
(b) o´rbita 16T -perio´dica
Figura 4.18: Control FPIC de la o´rbita 8T -perio´dica y o´rbita 16T-perio´dica (Exponentes de
Floquet)
p = 8, N = 1 (figura 4.19(a)) y p = 16, N = 1 (figura 4.19(b)). Los valores de aparicio´n de
las o´rbitas 8T y 16T son concordantes con los encontrados por medio del ana´lisis basado en
los exponentes de Floquet.
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(a) p = 8,N = 1
(b) p = 16,N = 1
Figura 4.19: Control FPIC de la o´rbita 8T y 16T (Diagramas de Bifurcacio´n)
4.5. Ana´lisis Nume´rico de o´rbitas pT -perio´dicas en el sistema PWMCD-
ZAD con tiempo de atraso (n > 1)
Cuando se incluye tiempo de atraso en el funcionamiento del sistema, no fue posible aplicar
el mismo procedimiento que se planteo´ anteriormente para la determinacio´n de la estabilidad
basado en el ca´lculo de los exponentes de Floquet, debido a que con el tiempo de atraso no
se pudo descomponer fa´cilmente la solucio´n total en soluciones parciales, lo cual hizo que el
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problema se tornara inmanejable.
No obstante, es posible hacer uso de algunas te´cnicas nume´ricas, combinadas con algunos
procedimientos analı´ticos para tener una idea del comportamiento perio´dico del sistema cuando
opera con tiempo de atraso.
Dado que procedimientos exclusivamente nume´ricos conllevan a tener un grado de incertidum-
bre alto en el ana´lisis, se incluye una te´cnica analı´tica basada en la iteracio´n de la aplicacio´n
de Poincare´ para garantizar la existencia de la o´rbita pT -perio´dica en el sistema. Este procedi-
miento se explica en la siguiente seccio´n.
4.5.1. Existencia de o´rbitas pT -perio´dicas en el sistema PWMCD-ZAD con tiem-
po de atraso (n ≥ 1)
Se garantiza que la o´rbita pT -perio´dica existe, si existen valores del para´metro de bifurcacio´n
ks en el cual el conjunto de ciclos de trabajo {d0, d1, ..., dp−1} este´ definido dentro del intervalo
[0, T ].
Para verificar la existencia, partimos de la aplicacio´n de Poincare´ del sistema, dada por la
ecuacio´n (4.35), donde A = [−γ , 1;−1,−β], dk−n es el ciclo de trabajo que es funcio´n de los
estados atrasados nT muestras y fk−n es una funcio´n vectorial que depende del ciclo de trabajo
y esta´ dada por la ecuacio´n (4.36).
x((k + 1)T ) = eAT x(kT ) + fk−n(dk−n(x((k − n)T ))) (4.35)
fk−n = (e
A

T− dk−n
2 + I)A−1(eA
dk−n
2 − I)B−eA
dk−n
2 A−1(eA(T−dk−n)− I)B (4.36)
Iterando el sistema hasta la muestra pT se tiene el conjunto de ecuaciones mostrado en la
ecuacio´n (4.37), donde G = eAT .
x((n+ 1)T ) = Gx(nT ) + f0(d0(x(0)))
x((n+ 2)T ) = Gx((n+ 1)T ) + f1(d1(x(T )))
...
x(iT ) = Gx((i− 1)T ) + fi−n−1(di−n−1(x((i− n− 1)T )))
...
x(pT ) = Gx((p− 1)T ) + fp−n−1(dp−n−1(x((p− n− 1)T )))
(4.37)
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Aprovechando la recursividad del sistema se obtiene la ecuacio´n (4.38) para los estados en la
iteracio´n pT
x (pT ) = Gp−nx(nT ) + FΣ1 + fp−n−1 (4.38)
donde,
FΣ1 =
p−n∑
i=2
Gp−n−i+1fi−2
y la ecuacio´n (4.39) para los estados en la iteracio´n (p+ n)T .
x ((p+ n)T ) = Gpx(nT ) + FΣ2 + fp−1 (4.39)
donde,
FΣ2 =
p∑
i=2
Gp−i+1fi−2
Aplicando las condiciones de periodicidad x(0) = x(pT ) y x(nT ) = x((p+n)T ), se puede ex-
presar la condicio´n inicial del sistema x(0) en funcio´n del conjunto de inco´gnitas {d0, d1, ..., dp−1}.
En primera instancia, se utiliza x(nT ) = x((p + n)T ) en la ecuacio´n (4.39) obteniendo la
ecuacio´n (4.40).
x(nT ) = (I−Gp)−1 [FΣ2 + fp−1] (4.40)
Posteriormente, se aplica x(0) = x((p)T ) y se reemplaza la ecuacio´n (4.40) en la ecuacio´n
(4.38), tal como se presenta en la ecuacio´n (4.41).
x(0) = Gp−n(I−Gp)−1 [FΣ2 + fp−1] + (FΣ1 + fp−n−1) (4.41)
Utilizando la expresio´n del ciclo de trabajo, se define el sistema de la ecuacio´n (4.42), el cual es
un sistema de p ecuaciones con p inco´gnitas, donde las inco´gnitas corresponden a los valores
de los ciclos de trabajo di.
d0 − c1x1(0)− c2x2(0)− c3 = 0
d1 − c1x1(T )− c2x2(T )− c3 = 0
...
di − c1x1(iT )− c2x2(iT )− c3 = 0
...
dp−1 − c1x1((p− 1)T )− c2x2((p− 1)T )− c3 = 0
(4.42)
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4.5.2. Ana´lisis de ´Orbitas pT -perio´dicas en el sistema con un periodo de atraso
(n = 1)
Diferentes tipos de o´rbitas perio´dicas existen cuando el sistema opera con un periodo de atraso.
En este apartado se estudiara´n las o´rbitas 6T ,7T ,8T ,9T ,10T ,11T ,12T y 13T -perio´dicas. Otras
o´rbitas como las 20T ,23T ,24T ,26T ,41T o´ 42T -perio´dicas tambie´n son posibles en este esque-
ma de operacio´n pero no sera´n tratadas en este trabajo. El ana´lisis comienza con las o´rbitas 6T
y 7T -perio´dicas, en sus diferentes esquemas de operacio´n, posteriormente se analizan en con-
junto las o´rbitas 8T ,9T ,10T ,11T y 12T -perio´dicas, que conforman una tı´pica transicio´n al
caos conocida como period-adding route [57]. Por u´ltimo, se analiza la o´rbita 13T -perio´dica
en sus diferentes formas.
Los para´metros de simulacio´n utilizados sera´n: T = 0,1767; γ = 0,35; β = 0; u+ = 1;
u− = −1, x1ref = 0,8, N = 0 y n = 1.
´Orbita 6T -perio´dica (n = 1)
De las o´rbitas perio´dicas que sera´n estudiadas con n = 1, la o´rbita 6T -perio´dica es la que existe
en un intervalo ma´s grande de valores de ks, comprendido entre ks = 10,5 y ks = 30, aproxi-
madamente. Tanto la transicio´n superior como la inferior son de la forma caos↔ 6T -perio´di-
ca. Este tipo de transiciones pueden producirse por una colisio´n entre una o´rbita perio´dica
inestable y el atractor cao´tico y se denominan crisis o tambie´n pueden deberse a una bifur-
cacio´n del tipo (silla − nodo) [1]. En la figura 4.20 se presenta el diagrama de bifurcaciones
de la variable de estado x2 en la zona de operacio´n 6T -perio´dica.
Los resultados nume´ricos obtenidos de los diagramas de bifurcaciones sirven como base para
analizar la existencia de la o´rbita 6T -perio´dica usando el procedimiento analı´tico basado en
la aplicacio´n de Poincare´ explicado en la seccio´n anterior. Al disminuir el para´metro de bifur-
cacio´n desde ks = 30, la respuesta del sistema es una o´rbita 6T -perio´dica con un esquema
de operacio´n con dos ciclos no saturados, un ciclo saturado en d = 0, y tres ciclos saturados
en d = T , en el siguiente orden: d0 − 0 − d2 − T − T − T . La existencia de esta o´rbita se
comprueba resolviendo el sistema de ecuaciones mostrado en (4.43). En este sistema d0 y d2
son las inco´gnitas, mientras que x(0) es la condicio´n inicial definida en funcio´n de los ciclos de
trabajo (conocidos y desconocidos) presentada en (4.41), y x(2T ) es funcio´n de x(0) tal como
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Figura 4.20: ´Orbita 6T -perio´dica (n = 1) Diagrama de Bifurcacio´n de la variable de estado x2.
se muestra en (4.37). d0 − c1x1(0)− c2x2(0)− c3 = 0d2 − c1x1(2T )− c2x2(2T )− c3 = 0 (4.43)
En la tabla 4.7 se presentan los datos calculados de d0 y d2 para cada valor de ks, en donde
se observa que a medida que ks disminuye el valor de d0 aumenta y el valor de d2 disminuye
acerca´ndose al lı´mite d = 0. En ks ≈ 19,2 el ciclo d2 alcanza el lı´mite producie´ndose una
bifurcacio´n por colisio´n de borde.
Despue´s de la bifurcacio´n por colisio´n de borde, el esquema de operacio´n de la o´rbita 6T -
perio´dica pasa a tener un so´lo ciclo no saturado, dos saturados en d = 0 y tres saturados en
d = T , de la siguiente forma: d0 − 0 − 0 − T − T − T . Para este esquema, el sistema de
ecuaciones se puede reducir a una ecuacio´n con una inco´gnita, tal como se muestra en (4.44).
Los resultados del ca´lculo de d0 para diferentes valores de ks se reu´nen en la tabla 4.8.
d0 − c1x1(0)− c2x2(0)− c3 = 0 (4.44)
En la figura 4.21 se presenta el diagrama de bifurcaciones del ciclo de trabajo, junto con los
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ks d0 d2
20 0.3644127079T 0.0208249054T
21 0.3373194878T 0.0512182636T
22 0.3128356037T 0.0786455176T
23 0.2906004556T 0.1035208275T
24 0.2703170874T 0.1261846797T
25 0.2517387178T 0.1469195579T
26 0.2346585629T 0.1659618044T
27 0.2189020235T 0.1835106719T
28 0.1997352772T 0.2043206811T
29 0.1907875210T 0.2147801693T
30 0.1781932341T 0.2287695677T
Tabla 4.7: Existencia de la o´rbita 6T-perio´dica d0 − 0− d2 − T − T − T
ks d0
11 0.6963434159T
12 0.6432630730T
13 0.5958733073T
14 0.5533086080T
15 0.5148701417T
16 0.4799875153T
17 0.4481906082T
18 0.4190884880T
19 0.3923534484T
Tabla 4.8: Existencia de la o´rbita 6T-perio´dica d0 − 0− 0− T − T − T
valores calculados de los ciclos de trabajo en cada esquema de operacio´n presentados en las
tablas 4.7 y 4.8. Existen leves diferencias entre el valor ana´litico y nume´rı´co de cada ciclo de
trabajo, debidas a la mayor exactitud del procedimiento ana´litico con respecto al procedimiento
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