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GEVREY EXPANSIONS OF HYPERGEOMETRIC INTEGRALS II
FRANCISCO-JESU´S CASTRO-JIME´NEZ, MARI´A-CRUZ FERNA´NDEZ-FERNA´NDEZ,
AND MICHEL GRANGER
Abstract. We study integral representations of the Gevrey series solutions of irregular hyperge-
ometric systems under certain assumptions. We prove that, for such systems, any Gevrey series
solution, along a coordinate hyperplane of its singular support, is the asymptotic expansion of a
holomorphic solution given by a carefully chosen integral representation.
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1. Introduction.
In [GGZ87] the authors introduced the notion of general A-hypergeometric system generalizing
Gauss hypergeometric equation and other classical differential equations. In loc. cit. and in a series
of papers (see [GZK89], [GKZ90] and the references therein) the authors analyzed the solutions of
such systems developing the theory of generalized hypergeometric functions.
General A-hypergeometric systems, also known as GKZ systems, are finitely generated D-modules
where D := C[x]〈∂〉 = C[x1, . . . , xn]〈∂1, . . . , ∂n〉 stands for the complex n-th Weyl algebra.
The input data for a GKZ system is a pair (A, β) where β is a vector in Cd and A = (ak`) =
(a(1), . . . , a(n)) ∈ (Zd)n is a d× n matrix whose `th column is a(`) and ZA := ∑dk=1 Za(k) = Zd.
The toric ideal IA ⊂ C[∂] := C[∂1, . . . , ∂n] is the ideal generated by the family of binomials ∂u−∂v
where u, v ∈ Nn and Au = Av (we assume 0 ∈ N). The polynomial ideal IA is prime and the Krull
dimension of the quotient ring C[∂]/IA equals d. Following [GGZ87, GZK89], the hypergeometric
ideal associated with the pair (A, β) is :
HA(β) := DIA +D(E1 − β1, . . . , Ed − βd)
where Ek =
∑n
`=1 ak`x`∂` is the k
th Euler operator associated with the kth row of A. The corre-
sponding hypergeometric D–module (or A-hypergeometric system) is the quotient left D–module
MA(β) :=
D
HA(β)
.
Hypergeometric systems MA(β) are holonomic D–modules on X = Cn, [GZK89] and [A94,
Thm. 3.9]. Moreover, a characterization of the regularity of MA(β), in the sense of D–module
theory [Me90], [LM99], is provided in the series of papers [Ho98], [SST] and [SW08]: The holo-
nomic D-module MA(β) is regular if and only if the toric ideal IA is homogeneous for the standard
grading in the polynomial ring C[∂]. In particular the condition to be regular for MA(β) is inde-
pendent of the parameter vector β.
The dimension of the space of germs of holomorphic solutions of MA(β) around a generic point
in X equals d!Vol(∆A) if β is generic (see [GZK89], [A94, Cor. 5.20] and [MMW05]). Here ∆A is
the convex hull in Rd of the points 0, a(1), . . . , a(n), where 0 ∈ Rd is the origin, and Vol(∆A) is its
The three authors are partially supported by MTM2016-75024-P and FEDER. The first two authors are also
partially supported by FQM333-Junta de Andaluc´ıa.
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Euclidean volume. These holomorphic solutions are represented as Γ–series in [GZK89] (see also
[OT09] and [F10]) when β is generic enough.
A. Adolphson considers in [A94, Sec. 2] integral representations of solutions of MA(β) which involve
exponentials of polynomial functions and appropriate integration cycles. In [ET15] A. Esterov and
K. Takeuchi prove that the generic holomorphic solution spaces are in fact completely described by
Adolphson’s integral representations along rapid decay cycles as introduced by M. Hien in [Hi07]
and [Hi09]. Such type of integrals are also used in [MH18b] and generalized in [MH19], where they
are called Laplace integrals.
The slopes, see [LM99], of MA(β) along coordinate subspaces are described in [SW08] and their
corresponding irregularity sheaves and Gevrey series solutions, see [Me90], are studied and de-
scribed for generic parameters β in [F10] (see also [FC11a, FC11b]). Moreover, in [CFKT15, Prop.
5.3 and Rmk. 5.4] these Gevrey series solutions of MA(β) are interpreted as asymptotic expansions
of certain of its holomorphic solutions under some assumption on the Gevrey index of the series,
via the so-called modified A-hypergeometric systems introduced in [T09].
In [CG15], and when A is a row matrix with positive integer entries, the authors develop a link
between Gevrey series solutions of MA(β) and holomorphic solutions in sectors following Adolph-
son’s approach. They prove that any Gevrey series solution, along the singular support of the
system MA(β), is the asymptotic expansion of a holomorphic solution given by a carefully chosen
integral representation.
In this paper we further develop this link when the matrix A = (a(1), . . . , a(n)) ∈ (Zd)n satisfies
two conditions. Since the rank of A is assumed to be d, we may also assume, after a possible
reordering of the columns, that the first d columns of A determine a (d − 1)–simplex σ. We
further assume that A satisfies the following two conditions (see Assumption 4.1): (1) The points
a(d+ 1), . . . , a(n− 1) belong to the interior of the convex hull ∆σ of σ and the origin; and (2) The
point a(n) is not in ∆σ and belongs to the open positive cone of σ. Figure 1 shows an example of
an allowed column set configuration for a 2× 5 matrix A, where ∆σ is the triangle.
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Under these two conditions we have that Y = {xn = 0} is an irreducible component of the singular
locus of MA(β) [A94, Sec. 3], there is only one slope of MA(β) along Y [SW08] and, if β is generic
enough, the dimension of the space of Gevrey series solutions of MA(β) along Y is d!Vol(∆σ) [F10].
We prove in Theorem 4.3 that for generic β ∈ Cd, the space of Gevrey series solutions of MA(β),
along the hyperplane Y , has a basis given by asymptotic expansions of certain holomorphic solu-
tions of MA(β) described by integral representations, as those considered by Adolphson in [A94,
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Sec. 2]. These integrals are solutions of type
IC(β;x) = IC(β;x1, . . . , xn) :=
∫
C
t−β−1 exp
(
n∑
`=1
x`t
a(`)
)
dt
where t = (t1, . . . , td), dt = dt1 · · · dtd and C runs over a carefully chosen and explicit finite set
of cycles on the universal covering of (C∗)d. Moreover, we also prove in Theorem 5.7 that these
cycles, which are Borel–Moore cycles on the universal covering of (C∗)d, can be replaced by a set
of rapid decay homology cycles in the sense of [Hi09].
Here is a summary of the content of this paper. In Section 2 we consider a general matrix A
as before but not necessarily satisfying previous conditions (1) and (2) (see Assumption 4.1).
Following a construction in [GG99, Sec. 4.4], we describe cycles Cp,δ in the universal covering of
(C∗)d, depending on a given point x ∈ Cn. We fix a maximal simplex σ ⊂ {1, . . . , n}, i.e. the
set {ak | k ∈ σ} is a basis of Rd. Then this cycle depends only on xσ := (xk)k∈σ, and on vectors
p ∈ Zσ and δ ∈ Rσ with components δk satisfying |δk| < 1/2. In Subsection 2.3 we give a sufficient
condition for the argument of the integral Ip,δ(β;x) := ICp,δ(β;x) to have moderate growth along
Cp,δ, with a bounded exponential factor. This is a step towards sufficient conditions of convergence
for Ip,δ(β;x) which are developed in Section 3.
In Section 3, we perform the appropriate toric change of variables in the universal covering of
(C∗)d, like in [GG99], which reduces the description of asymptotic expansions for the integrals
Ip,δ(β;x) to the study of integrals of type
Fp,δ(β; y) :=
∫
Dp,δ
t−β−1 exp
(
t1 + · · ·+ td +
n∑
j=d+1
yjt
a(j)
)
dt
where the cycle Dp,δ is the image of Cp,δ under the change of variables. We notice that af-
ter this reduction the new integral looks like a particular case of Ip,δ(β;x), with the first d × d
submatrix (a(1), . . . , a(d)) = (e(1), . . . , e(d)) equal to the identity matrix. However, the matrix
A = (a(1), . . . , a(n)) is now allowed to have rational non integer coefficients.
The crucial point for convergence statements is a condition of rapid decay at infinity as written in
the inequality (3.10). We prove that, under some conditions, the integral Fp,δ(β; y) is absolutely
convergent when <βk < 0 for k ∈ σ and y ∈ (C∗)n−d; see Lemmata 3.2, 3.3.
In Section 4 we show that these convergence statement can be applied in practise: under the
Assumption 4.4, and with a careful choice of the parameter δ, depending on p ∈ Zσ and x ∈ (C∗)n,
we obtain an effective statement of convergence in Lemma 4.5.
Section 4 contains some of the main results of this paper. We assume in this section that the matrix
A defined in Section 3, satisfies moreover conditions (1) and (2) (see Assumption 4.4), deduced
from the condition (1) and (2) in Assumption 4.1 already considered for the original matrix.
We fix p ∈ Zd and δ ∈ Rd once for all and we omit these subindexes in our formulas. As a step
towards previously mentioned Theorem 4.3, we prove in Theorem 4.7 that if <β < 0, there is an
asymptotic expansion with respect to the variable yn in some sector in C∗:
(1.1) F (β; y) ∼
yn→0
∑
m∈N
A(β;m, y′)
ymn
m!
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where y′ = (yd+1, . . . , yn−1) and
A(β;m, y′) :=
∫
Dp,δ
t−β−1+ma(n) exp
(
t1 + · · ·+ td +
n−1∑
j=d+1
yjt
a(j)
)
dt.
Assumption 4.4 plays an essential role in the proof of this result. Without assumption (1), we would
need to impose further conditions on the arguments of y, see Remark 4.8, in order to guarantee
the convergence of F (β; y). Without condition (2), the vertex a(n) has negative components and
the integrals defining the coefficients A(β;m, y′) already fail to be convergent for m large enough.
Then we prove in Lemma 4.2 that F (β; y) admits a meromorphic continuation F˜ (β; y), with respect
to the variable β, with poles at most in a countable locally finite union of hyperplanes P in Cd.
The proof of this lemma uses that the points a(d + 1), . . . , a(n) belong to
∑d
k=1R>0a(k) = Rd>0,
which follows from conditions (1) and (2). The set P is contained in the set of so-called resonant
parameters of A [GKZ90, 2.9] and it is explicitly described in terms of the columns of A. We
also prove in Lemma 4.12 that, for any fixed parameter β 6∈ P , the meromorphic continuation
F˜ (β; y) admits an asymptotic expansion along yn = 0 and that the coefficients A˜(β;m, y
′) of this
expansion are the analytic continuation of the previously introduced A(β;m, y′).
In Section 5 we prove that when <β < 0 and β is sufficiently general, the integrals F (β; y) are in fact
equal to integrals over rapid decay cycles in the sense of [Hi09] (see Theorem 5.3). The statements
involving Borel-Moore cycles are weaker because the analytic continuations are not expressed by
integral along cycles when <βk > 0 for some k. The notion of rapid decay cycles is explained in
Subsection 5.1. Subsection 5.2 is devoted to the construction of rapid decay cycles. We start from
a product of Hankel contours, along which the hypergeometric integrals are grossly divergent, but
then we build a thinned towards infinity version of this product along which convergent integrals
are obtained. These integrals in Section 5 are also defined when <βk ≥ 0 for some k and they are
still solutions of MA(β). In Subsection 5.2 we prove, by using Section 4, that these integrals admit
asymptotic expansions as Gevrey series solutions of MA(β) for non resonant β in Cd.
Acknowledgements: We would like to thank K. Takeuchi and S.-J. Matsubara-Heo for their sug-
gestions and useful comments about the content of this article. The first author would like to
thank the De´partement de Mathe´matiques of the University of Angers (France) for its support
during the first stage of this research. The third author would like to thank the Department of
Algebra and the Institute of Mathematics of the University of Seville (IMUS) for their support
and hospitality during the preparation of this paper.
2. Products of lines for rapid decay.
2.1. Notations. Let us slightly change our notation used in the introduction and let us start with
a pair (B, γ) where B := (b(1), . . . , b(n)) ∈ (Zd)n is a d× n matrix, described as a list of columns
such that ZB := Zb(1) + · · · + Zb(n) = Zd and where γ is a parameter vector in Cd. We are
concerned with integrals:
IC(γ;x) = IC(γ;x1, . . . , xn) :=
∫
C
t−γ−1 exp
(
n∑
`=1
x`t
b(`)
)
dt
where 1 = (1, . . . , 1) ∈ Nd and C is a suitable cycle. These integrals are formally solutions of the
GKZ system MB(γ) associated with (B, γ) (see e.g. [A94, Sec. 2]).
To make precise this definition let us specify that we use, throughout the paper, the following
conventions and notations.
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First, C is a cycle on the universal covering (C˜∗)d of (C∗)d. We identify (C˜∗)d with Cd or with
Rd>0×Rd and write z = (log r+
√−1 θ) or (r, θ) respectively, for the coordinates on (C˜∗)d with θk
a determination of arg tk, tk = exp(zk) and rk = |tk|. We set, for any vector v ∈ Cd, tv =
∏d
k=1 t
vk
k .
This is a multivalued monomial, namely the function on the universal covering:
exp 〈z, v〉 = exp
(
d∑
k=1
vk(log rk +
√−1 θk)
)
where we set, given two vectors u, v ∈ Cd, 〈u, v〉 = ∑dk=1 ukvk.
We are interested in cycles C in (C˜∗)d, such that the integrals IC(γ;x) are convergent and have
asymptotic expansions along a fixed coordinate hyperplane. We want to find sufficiently many
cycles C so that these asymptotic expansions form a basis of the space of Gevrey solutions of
MB(γ). We achieve this goal only under some assumptions on B and γ (see Theorem 4.3).
2.2. Description of cycles of rapid decay at infinity. If τ ⊂ {1, . . . , n}, we denote by Bτ the
matrix whose columns are b(j) with j ∈ τ and by τ the complement of τ in {1, . . . , n}.
Recall that a subset σ ⊂ {1, . . . , n} is called a maximal simplex for B if the columns {b(k), k ∈ σ}
form a basis of Rd. Such a maximal simplex σ is also called a base in [GZK89, Sec. 1.1]. We often
identify the set σ with the set of columns {b(k), k ∈ σ}.
We fix a maximal simplex σ for B and take x ∈ Cn such that xk 6= 0 for all k ∈ σ. We also fix
p = (pk)k∈σ ∈ Zσ ' Zd, δ = (δk)k∈σ ∈ Rσ ' Rd such that |δk| < 12 for all k ∈ σ. We denote by
Cp,δ the cycle in the space (C˜∗)d described by the following condition on the argument θ := arg t
of t ∈ (C∗)d (i.e. tθ := (arg t1, . . . , arg td)):
(2.1) arg(xkt
b(k)) = arg xk + 〈b(k), θ〉 = (1 + δk + 2pk)pi for all k ∈ σ.
Notice that Cp,δ depends also on xσ := (xk)k∈σ ∈ (C∗)σ ' (C∗)d.
From now on we will denote Ip,δ(γ;x) = ICp,δ(γ;x). The cycles Cp,δ are a slightly modified version
of cycles considered in [GG99, Sec. 4.4].
Let us set Θ :=
]
pi
2
, 3pi
2
[
+ 2piZ. The equality (2.1) can be globally rewritten using matrix notation:
arg xσ +
tBσθ = (1 + δ + 2p)pi ∈ Θσ.
There is a unique solution θ of the previous equation
(2.2) θ = ( tBσ)
−1 (− arg xσ + (1 + δ + 2p)pi)
so that Cp,δ is the cartesian product of d open half–lines.
Given p, p′ ∈ Zd, let θ = arg t, θ′ = arg t′ be the corresponding unique solutions for equation (2.2).
If ( tBσ)
−1(p − p′) ∈ Zd then θ − θ′ ∈ 2piZd and the projections of the two cycles Cp,δ and Cp′,δ
on (C∗)d are the same. We check that the convergence of the two integrals along the cycles Cp,δ
and Cp′,δ are then equivalent to each other and, moreover, the integral solutions differ only by a
constant factor:
Ip′,δ(γ;x) =
∫
Cp′,δ
t−γ−1 exp
(
n∑
`=1
x`t
b(`)
)
dt = e−2pi
√−1(∑dk=1 mkγk)Ip,δ(γ;x)
for some mk ∈ Z, k = 1, . . . , d.
When p varies in a set of representatives of Z
d
Z tBσ , we will see that the convergence of the integral
Ip,δ(γ;x) depends on δ (see Remark 2.2 and Lemma 4.5). However, choosing in each such class
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an appropriate δ, we can find, as a consequence of our main result and under some conditions
(see Assumption 4.1), [Zd : Z tBσ] = | detBσ| many integral solutions Ip,δ(γ;x) which are linearly
independent (see Theorem 4.3).
We will see in the proof of Lemma 3.3, after the change of variables defined in Section 3, that the
cycles Cp,δ are of rapid decay at infinity.
2.3. Sufficient conditions for moderate growth. Sufficient conditions for the convergence
of the integral Ip,δ(γ;x) are detailed in next Section (see Lemma 3.3 and Remark 3.7). As a
preliminary step let us look here at a condition for bounding the exponential term in that integral:
Let us notice that condition (2.1) implies that <xktb(k) < 0 along Cp,δ for any xk ∈ C∗, k ∈ σ. If
we assume the analogous condition
(2.3) arg(xjt
b(j)) ∈ Θ for all j ∈ σ
then the argument of the exponential has real negative part everywhere along Cp,δ, hence the
absolute value of the exponential term in the integral Ip,δ(γ;x) is bounded by 1. Conditions (2.3)
can be globally rewritten:
(2.4) arg xσ +
tBσ θ ∈ Θσ.
Finally we have, if we take into account the term t−γ−1:
Remark 2.1. Under the conditions (2.2) and (2.4), the argument of the integral Ip,δ(γ;x) has
moderate growth along Cp,δ.
We will see in the next section that conditions (2.2) and (2.4) are sufficient convergence conditions
for the integrals Ip,δ(γ;x) when combined with a condition on the parameter γ. After an appro-
priate change of variables we can interpret them as a condition of rapid decay at infinity, see the
proof of Lemma 3.3.
Remark 2.2. Let us notice that condition (2.2) determines a unique cycle Cp,δ. It is not clear
that for given x ∈ (C∗)σ ×Cσ and p ∈ Zσ one can always choose δ ∈ Rσ for this cycle to satisfy as
many conditions as in expression (2.4). It is therefore interesting to weaken these conditions, by
eliminating non significant ones, as we shall do in Lemma 3.3 and Remark 3.7.
We notice that Cp,δ is a Borel–Moore cycle in (C˜∗)d but not in general a rapid decay cycle in the
sense of [Hi07], see Remark 3.6.
However we shall prove in Section 5 that the integral along Cp,δ is equal to an integral along a
rapid decay cycle (see Theorem 5.3) under Assumption 4.4, and for values of γ which guarantee
convergence. Our result can be then interpreted in the frame of [ET15, Th. 4.5].
3. A change of variables and explicit calculations.
We will assume for simplicity, after a possible reordering of the variables, that the simplex σ is
{1, . . . , d}. Let us fix x ∈ (C∗)d ×Cn−d. We make the following toric change of variables, which is
well defined and C-linear on the universal covering (C˜∗)d ' Cd:
sk = xkt
b(k) for k ∈ σ.
Equivalently, we have
tk =
(
s
xσ
)B−1σ e(k)
for k ∈ σ
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where
(
s
xσ
)
is the vector with coordinates sk/xk and e(k) is the k–th standard basis vector in Zd,
for k ∈ σ.
Let us compute the jacobian matrix and determinant of this change of variables.
∂tk
∂sj
=
(
B−1σ e(k)
)
j
s−1j
(
s
xσ
)B−1σ e(k)
.
Since (B−1σ e(k))j = (B
−1
σ )j,k, we rewrite this:
J :=
(
∂tk
∂sj
)
1≤k,j≤d
=

(
s
xσ
)B−1σ e(1)
0
. . .
0
(
s
xσ
)B−1σ e(d)
( tBσ)−1

1
s1
0
. . .
0 1
sd
 .
The integral is transformed as follows:
Ip,δ(γ;x) =
∫
Cp,δ
t−γ−1 exp
(∑
x`t
b(`)
)
dt =
=
∫
Dp,δ
det(J)
(
s
xσ
)−B−1σ (γ+1)
exp
∑
k∈σ
sk +
∑
j /∈σ
xjx
−B−1σ b(j)
σ s
B−1σ b(j)
 ds.
Since we have det(J) =
(
s
xσ
)B−1σ 1
det(B−1σ ) s
−1, the final result is:
Ip,δ(γ;x) = det(B
−1
σ )xσ
B−1σ γ
∫
Dp,δ
s−B
−1
σ γ−1 exp
∑
k∈σ
sk +
∑
j /∈σ
xjx
−B−1σ b(j)
σ s
B−1σ b(j)
 ds.
The cycle Dp,δ is the image of the cycle Cp,δ described in Section 2, and it is determined by the
conditions deduced from equality (2.1):
(3.1) arg sk = (1 + δk + 2pk)pi for all k ∈ σ.
Remark 3.1. Let us notice that the argument of the exponential term in previous integral is
already defined as a univalent polynomial function on a finite covering of (C∗)d, isomorphic to
(C∗)d. More precisely we ramify qk times the factor C∗ of the variable sk with qk the lowest
common denominator of the coefficients in the k–th row of the matrix B−1σ B. This will be used in
Section 5 and especially in Remark 5.6.
Lemma 3.2. Sufficient conditions for the absolute convergence of Ip,δ(γ;x) for x ∈ (C∗)n are:
<B−1σ γ < 0 and <(xjx−B
−1
σ b(j)
σ s
B−1σ b(j)) < 0 ∀j ∈ σ, ∀s ∈ Dp,δ.
Proof. The second condition is a direct translation of (2.3). It is sensitive to the choice modulo
2piZ of arg sk, for k ∈ σ, since the matrix B−1σ b(j) may have coefficients in Q \ Z.
We have sk = −|sk|e
√−1piδk and (|s1|, . . . , |sd|) ∈ Rd>0 parametrizes the cycle. Since all the terms
in the argument of the exponential term in the integral have real negative part, we have
<
∑
k∈σ
sk +
∑
j /∈σ
xjx
−B−1σ b(j)
σ s
B−1σ b(j)
 ≤ <(∑
k∈σ
sk
)
≤ −c
(∑
k∈σ
|sk|
)
with c := mink cos(piδk) > 0.
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Therefore the integral Ip,δ(γ;x) is dominated by the following convergent integral with αk =
<(−(B−1σ γ)k)− 1 > −1 : ∫
Rd>0
rα exp
(
−c
∑
k∈σ
rk
)
dr = c−|α|−dΓ(α + 1).
where r = (r1, . . . , rd), |α| = α1 + · · ·+ αd and Γ(α + 1) =
∏d
k=1 Γ(αk + 1). 
We now define a reduction of the integral Ip,δ(γ;x), which contains all the essential information.
We put aside the initial monomial xσ
B−1σ γ, and the constant det(B−1σ ), and the remaining integral
can be expressed via a function of n− d variables y indexed by σ:
(3.2) Gp,δ(γ; y) = Gp,δ(γ; yd+1, . . . , yn) :=
∫
Dp,δ
s−B
−1
σ γ−1 exp
∑
k∈σ
sk +
∑
j /∈σ
yjs
B−1σ b(j)
 ds.
The formula relating Ip,δ(γ, x) to previous integral is:
(3.3) Ip,δ(γ, x) = det(B
−1
σ )xσ
B−1σ γGp,δ(γ; y)
where yj = xjx
−B−1σ b(j)
σ for j ∈ σ.
3.1. Reduced version of hypergeometric integrals. In order to simplify subsequent calcula-
tions we shall use a more handy version of the integral Gp,δ(γ; y) by renaming the exponents.
We consider β ∈ Cd and a d × n matrix A = (a(1), . . . , a(n)) with rational coefficients and with
(a(1), . . . , a(d)) = (e(1), . . . , e(d)) the unit matrix. We define
(3.4) Fp,δ(β; y) :=
∫
Dp,δ
t−β−1 exp
(
t1 + · · ·+ td +
n∑
j=d+1
yjt
a(j)
)
dt
and we recover Gp,δ by setting A = B
−1
σ B and β = B
−1
σ γ in Fp,δ. We also replace the variable s
by the variable t of the beginning of Section 2.
Now we transpose to Fp,δ(β; y) the two sufficient conditions in Lemma 3.2. The first one simply
becomes <βk < 0, for all k ∈ σ, and we shall assume it until the end of this section. Then we
focus on the second condition in Lemma 3.2. This condition transposed to Fp,δ(β; y) is:
(3.5) arg(yjt
a(j)) = arg yj + 〈1 + δ + 2p, a(j)〉pi ∈ Θ for j ∈ σ.
We shall prove in the next two lemmas, that a part of conditions (3.5)` is already sufficient to
guarantee the convergence of the integral Fp,δ(β; y).
We set yk = 1 for k = 1, . . . , d. Notice that condition (3.5)k is satisfied for all k ∈ σ because
tk = ykt
a(k) and |δk| < 1/2. So, condition (3.5) is equivalent to
(3.6) arg(y`t
a(`)) = arg y` + 〈1 + δ + 2p, a(`)〉pi ∈ Θ for ` ∈ {1, . . . , n}.
Notice that in condition (3.6)` we implicitly assume that y` 6= 0.
Recall that ∆A denotes the convex hull of {0, a(1), . . . , a(n)} in Rd. Let us denote by ∂∆A the
union of facets of ∆A not containing the origin and by τA the set of indices ` ∈ {1, . . . , n} such
that a(`) ∈ ∂∆A. We denote by η ⊂ τA the set of indices for the vertices of ∆A different from the
origin. Recall also that we have set σ = {1, . . . , d}. Notice that the intersection η ∩ σ could be
non empty. Finally, let M(t, y) denote the argument in the exponential term in the integral (3.4).
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Lemma 3.3. The set of conditions (3.6)` for ` in τA is sufficient for the integral Fp,δ(β; y) to be
absolutely convergent, when <β < 0.
Proof. Since | exp(M(t, y))| = exp(<M(t, y)) we will provide first a bound of <M(t, y). We set
τ := τA ∪ σ. We can write, for j 6∈ τ ,
(3.7) a(j) =
∑
`∈η
νj`a(`)
with 0 ≤∑`∈η νj` < 1 and νj` ≥ 0 for all ` ∈ η and j /∈ τ .
We set
ξ` := |y`ta(`)| for ` ∈ τ.
By the condition (3.6)` for ` ∈ τ there exists ϑ ∈]0, pi2 [ such that for all ` ∈ τ one has
<(y`ta(`)) ≤ −ξ` cosϑ.
Recall that
M(t, y) =
∑
`∈τ
y`t
a(`) +
∑
j /∈τ
yjt
a(j) =
∑
`∈τ
y`t
a(`) +
∑
j /∈τ
yj
∏
`∈η
(
ta(`)
)νj`
=
=
∑
`∈τ
y`t
a(`) +
∑
j /∈τ
yj∏
`∈η y
νj`
`
∏
`∈η
(
y`t
a(`)
)νj`
.
Therefore we get
<M(t, y) ≤−
(∑
`∈τ
ξ`
)
cosϑ+
∑
j /∈τ
∣∣∣∣∣ yj∏
`∈η y
νj`
`
∣∣∣∣∣ (max`∈η ξ`)∑`∈η νj` ≤(3.8)
≤−
(∑
`∈τ
ξ`
)
cosϑ+K max
((∑
`∈τ
ξ`
)κ
, 1
)
(3.9)
where κ := maxj /∈τ (
∑
`∈η νj`) < 1, and K =
∑
j 6∈τ
∣∣∣∣ yj∏
` y
νj`
`
∣∣∣∣ is a constant for a fixed value of
y ∈ (C∗)n. Set ξ := ∑`∈τ ξ`. We see that <M(t, y) is bounded by −ξ cosϑ + Kξκ which tends to
−∞ when ξ → +∞.
It also follows that | exp(M(t, y))| is bounded:
| exp(M(t, y))| ≤ exp(−ξ cosϑ+K max(ξ, 1)κ) ≤ eL
where L := supξ∈R>0(−ξ cosϑ+K max(ξ, 1)κ).
Since σ ⊆ τ , we have ξ = (∑`∈τ ξ`) ≥ |t1| + · · · + |td| and we get a rapid decay condition when
|t1| + · · · + |td| → +∞. There are positive constants c > 0 small enough and R > 0 big enough
such that
|t1|+ · · ·+ |td| > R =⇒ | exp(M(t, y))| < exp(−c(|t1|+ · · ·+ |td|)).
It is convenient for further calculation to incorporate the upper bound eL in a global inequality.
For C = L+ cR > 0 we have that
(3.10) ∀t ∈ Dp,δ, | exp(M(t, y))| < exp(C − c(|t1|+ · · ·+ |td|)).
The absolute convergence of the integral Fp,δ(β; y) follows now exactly as in the proof of Lemma
3.2 by the assumption <βk < 0 for all k ∈ {1, . . . , d}. 
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Remark 3.4. Notice that for fixed p ∈ Zd and δ ∈ Rd with |δk| < 1/2, the set of conditions (3.6)`
on y = (yd+1, . . . , yn), for ` ∈ τA, defines an open set in C{d+1,...,n}\τA × (C∗)τA\σ. On the factor
(C∗)τA\σ this open set is a product of open sectors.
Remark 3.5. In the proof of Lemma 3.3, if we assume that y varies in a compact neighborhood of
a given point in (C∗)n−d, we can take the constants K,L, c, R,C (which depend on y) as uniform
bounds with respect to y = (yd+1, . . . , yn).
Remark 3.6. Notice that, in general, we don’t have rapid decay at the origin. For example, if
the matrix A has only positive entries, the exponential term in the integral Fp,δ(β; y) is continuous
and tends to 1, when |t1| + · · · + |td| → 0, and the integrand behaves at the origin as the factor
t−β−1.
Recall that η is the set of vertices of ∆A different from the origin. We may weaken the hypothesis
in Lemma 3.3 as follows: we have an analogous formula to (3.7) for all j /∈ η ∪ σ, namely a(j) =∑
`∈η νj`a(`), with κj :=
∑
` νj` ≤ 1. Precisely κj = 1 for j ∈ τ \ (η ∪ σ) and κj < 1 for
j /∈ τ = τA ∪ σ. We set Kj =
∣∣∣∣ yj∏
`∈η y
νj`
`
∣∣∣∣ for j /∈ η ∪ σ and we obtain
Remark 3.7. The set of conditions (3.6)` for ` ∈ η, is sufficient for the convergence of Fp,δ(β; y)
when y varies in the non empty open set in (C∗)n−d defined by
∑
j∈τ\(η∪σ) Kj < cosϑ.
More precisely we can write down a refined upper bound of the real part of the exponent:
<M(t, y) ≤ −
(∑
`∈η∪σ
ξ`
)
cosϑ+
∑
j /∈τ
Kj
(∑
`∈η∪σ
ξ`
)κj
+
∑
j∈τ\(η∪σ)
Kj
(∑
`∈η∪σ
ξ`
)1
with Kj =
∣∣∣∣ yj∏
`∈η y
νj`
`
∣∣∣∣, for j /∈ η ∪ σ, and κj = ∑k νjk < 1, for j /∈ τ . Thus, the conclusion follows
by an argument similar to the one in Lemma 3.3.
4. Obtention of the Gevrey series.
Given a matrix B = (b(1), . . . , b(n)) as in Section 2 and τ ⊂ {1, . . . , n} we denote by ∆τ the
convex hull of τ and the origin. We assume, after a possible reordering of the variables, that
σ := {1, . . . , d} is a maximal simplex for B, i.e. {b(1), . . . , b(d)} is a basis of Rd.
The main result in this section is Theorem 4.3. We prove that for generic γ ∈ Cd and under some
assumptions on B, the space of Gevrey series solutions of MB(γ), along the hyperplane xn = 0,
has a basis given by asymptotic expansions of certain holomorphic solutions of MB(γ), described
by integral representations, as those considered by Adolphson in [A94, Sec. 2].
Assumption 4.1. We assume that the matrix B satisfies
(1) The points b(d+ 1), . . . , b(n− 1) belong to the interior of ∆σ,
(2) b(n) is not in ∆σ and belongs to the open positive cone of σ.
Remark 4.2. We notice that, under the above assumption, it follows from [A94] that, for any γ ∈
Cd, the singular locus of the hypergeometric system MB(γ) is equal to
⋃
k∈σ{xk = 0} ∪ {xn = 0}.
Furthermore, by [SW08], MB(γ) has a unique slope along the coordinate hyperplane {xn = 0}.
In this Section we prove the following:
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Theorem 4.3. In the above situation, let us assume that γ ∈ Cd and <(B−1σ γ) < 0. Then all the
Gevrey solutions of MB(γ) along the hyperplane xn = 0 can be described as linear combination of a
fixed set of asymptotic expansions of integral solutions of type ICp,δ(γ;x). Moreover, for each cycle
C = Cp,δ, there are meromorphic continuations with respect to γ in Cd, of both IC(γ;x) and of the
coefficients of the asymptotic expansion to the whole Cd. For any γ ∈ Cd which is not a pole, the
meromorphic continuation of IC(γ;x) has an asymptotic expansion whose coefficients are precisely
the values at γ of the meromorphic continuations of the coefficients of the asymptotic expansion
of IC(γ;x).
In the next three subsections we are proving the analogous result for the reduced version Fp,δ of
the hypergeometric integrals ICp,δ ; see Subsection 3.1. The transfer of the results to the integrals
ICp,δ in the form of Theorem 4.3 is immediate.
4.1. Existence of asymptotic expansions for the integrals. As we did in Subsection 3.1, let
us consider β ∈ Cd and A = (a(1), . . . , a(n)) is a d× n matrix with rational coefficients and with
(a(1), . . . , a(d)) = (e(1), . . . , e(d)) the unit matrix. Let us denote by |a| = a1 + · · · + ad the sum
of the coordinates of any vector a ∈ Qd. Assumption 4.1 takes the following form in this reduced
presentation:
Assumption 4.4. The matrix A satisfies:
(1) For j = d + 1, . . . , n − 1, the rational vector a(j) is in the open positive quadrant in Qd
and |a(j)| < 1.
(2) The rational vector a(n) belongs to the open positive quadrant in Qd and |a(n)| > 1.
Lemma 4.5. For <β < 0 and under Assumption 4.4 one can find for each yn,0 ∈ C∗, and each
p ∈ Zd a value of the parameter δ ∈ Rd such that the integral Fp,δ(β; y) is absolutely convergent.
Proof. Indeed one can choose δ = δ(p, yn,0) ∈ Rd with |δk| < 1/2 such that equation (3.5)n is
satisfied. Such a δ exists because |a(n)| > 1. Thus, the Lemma follows from Lemma 3.3. 
Remark 4.6. Notice that condition (3.5)n involves a determination αn of arg yn,0. Let us consider
the open sector Sp,δ in C∗ around the direction eiαn which is the image of the connected component
containing αn of the set defined in C˜∗ by (3.5)n for the above mentioned p, δ.
Theorem 4.7. If <βk < 0 for all k = 1, . . . , d, then for any given yn,0 ∈ C∗ there is an asymptotic
expansion with respect to the variable yn in the open sector Sp,δ:
Fp,δ(β; y) ∼
yn→0
∑
m∈N
Ap,δ(β;m, y
′)
ymn
m!
where y′ = (yd+1, . . . , yn−1) and
Ap,δ(β;m, y
′) :=
∫
Dp,δ
t−β−1+ma(n) exp
(
t1 + · · ·+ td +
n−1∑
j=d+1
yjt
a(j)
)
dt.
Proof. We have to prove that for any integer N > 0 there exists KN = KN(β, y
′) > 0 such that∣∣∣∣∣Fp,δ(β; y)−
N−1∑
m=0
Ap,δ(β;m, y
′)
ymn
m!
∣∣∣∣∣ ≤ KN |yn|N
holds for every yn ∈ Sp,δ.
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Let
ΦN(z) := e
z −
N−1∑
m=0
zm
m!
for z ∈ C. Then we have
|ΦN(z)| ≤ |z|
N
N !
for all z such that <z < 0.
Recall that by the assumption on δ we have <(ynta(n)) < 0 when t ∈ Dp,δ since yn ∈ Sp,δ. Thus,
we have ∣∣∣∣∣Fp,δ(β; y)−
N−1∑
m=0
Ap,δ(β;m, y
′)
ymn
m!
∣∣∣∣∣ = ∣∣yNn ∣∣ |Qp,δ(β; y,N)|
where
Qp,δ(β; y,N) =
∫
Dp,δ
ta(n)N−β−1 exp
(
t1 + · · ·+ td +
n−1∑
j=d+1
yjt
a(j)
)
ΦN(ynt
a(n))
(ynta(n))N
dt.
Notice that the absolute value of the integrand is bounded by the function
1
N !
∣∣∣∣∣ta(n)N−β−1 exp
(
t1 + · · ·+ td +
n−1∑
j=d+1
yjt
a(j)
)∣∣∣∣∣
which is independent of yn and integrable over Dp,δ by Lemma 3.3 (that can be applied to the
submatrix of A defined by its first n− 1 columns because of Assumption 4.4). Notice that we use
here that <(β − a(n)N) < 0 for all N > 0 since a(n) does not have negative coordinates.
Thus, there exists KN = KN(β, y
′) > 0, that can be locally bounded with respect to (β, y′), such
that |Qp,δ(β; y,N)| ≤ KN . This finishes the proof. 
Remark 4.8. Notice that if we assume conditions (3.5)j for all j ∈ σ, we don’t need condition
(1) in Assumption 4.4 in the proof of Theorem 4.7.
Remark 4.9. The function Fp,δ(β, y) is locally constant on δ, which varies in a disjoint union of
connected open sets in Rd. It would be interesting to find an example, if any, with δ, δ′ in different
connected components, such that Fp,δ(β, y) 6= Fp,δ′(β, y) for a fixed p ∈ Zd.
Remark 4.10. Notice that Ap,δ(β;m, y
′) = Fp,δ(β −ma(n); y′) for the submatrix of A defined by
its first n− 1 columns.
We extend Theorem 4.7 to non negative values of <βk in Subsection 4.2.
4.2. Analytic continuation with respect to β. In this section we focus on the analytic de-
pendency of F (β; y) = Fp,δ(β; y) on β. Let us take yn,0 ∈ C∗ and p ∈ Zd. We choose δ as in
Lemma 4.5 and we omit p, δ in the remainder of this subsection. We assume now that y belongs
to Cn−d−1 × Sp,δ, where the sector Sp,δ is defined in Remark 4.6.
The integral F (β; y) is a solution of the reduced GG-system (see [GG99]):
(4.1) βkF (β; y) =
n∑
`=d+1
a(`)k y` F (β − a(`); y) + F (β − e(k); y) for k = 1, . . . , d
(4.2) F (β − a(`); y) = ∂F
∂y`
(β; y) for ` = d+ 1, . . . , n.
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Lemma 4.11. The function F (β; y) admits a meromorphic continuation with respect to β, denoted
by F˜ (β; y), with poles at most along the countable locally finite union of hyperplanes
P :=
d⋃
k=1
{β ∈ Cd| βk ∈ pik(NA)}
where pik : Qd → Q denotes the projection to the k-th coordinate.
Proof. The initial domain of analyticity of F (β; y) is defined by <βk < 0 for all k = 1, . . . , d. Let us
fix conditions <βk < 0 for k = 2, . . . , d and extend the domain of analyticity in the coordinate β1
using equation (4.1)1 as follows. The functions F (β−a(`); y) for ` = d+1, . . . , n and F (β−e(1); y)
are analytic for <β1 < a˜1 := min`{a(`)1, 1} and hence it follows from equation (4.1)1 that F (β; y)
is meromorphic in <β1 < a˜1 with at most a pole in β1 = 0.
In the general inductive step for the variable β1, we assume that F (β; y) is meromorphic in the
half–space <β1 < (q − 1)a˜1. Then, on the domain defined by <β1 < qa˜1, the RHS of (4.1)1 is
meromorphic, with poles of type β1 = c + 1, or β1 = c + a(`)1, where β1 = c runs over all the
poles of F (β; y). We obtain that F (β; y) is also meromorphic in the same domain adding these
new poles to those already found. Thus, by induction, we get that F (β; y) is also meromorphic
for β1 ∈ C and <βk < 0 for k = 2, . . . , d with poles at most along β1 =
∑n
`=d+1 m`a(`)1 + m
′, for
all md+1, . . . ,mn,m
′ ∈ N. By an analogous argument in k = 2, . . . , d we get the result. 
Notice that the equations (4.2) are then satisfied by F˜ (β; y) by analytic continuation on U := Cd\P .
Lemma 4.12. For any fixed β ∈ U , F˜ (β; y) admits an asymptotic expansion along yn = 0 in
Sp,δ. Furthermore, the coefficients A˜(β;m, y
′) of this expansion are analytic with respect to β ∈ U .
Hence they are analytic continuations of the coefficients A(β;m, y′) described in Theorem 4.7.
Proof. It follows from an induction starting from Theorem 4.7 and parallel to the one used in
the proof of Lemma 4.11 that for any fixed β ∈ U , F˜ (β; y) admits asymptotic expansions along
yn = 0 in Sp,δ. By construction, these analytic continuations satisfy equation (4.1), for any β ∈ U .
This implies that the coefficients A˜(β;m, y′) of these expansions satisfy the following equations for
k = 1, . . . , d:
βkA˜(β;m, y
′) = A˜(β − e(k);m, y′) +
n−1∑
`=d+1
a(`)k y` A˜(β − a(`);m, y′)
+ma(n)kA˜(β − a(n);m− 1, y′).
(4.3)
Again an induction like in Lemma 4.11, using (4.3) proves that A˜(β;m, y′) is analytic with respect
to β and y′, hence as a function of β it is an analytic continuation to U of A(β;m, y′). 
We have proved the following theorem which implies last sentence in Theorem 4.3 when we return
to the integrals IC(β; y):
Theorem 4.13. There is an asymptotic expansion along yn = 0, in an appropriate open sector
Sp,δ around any half–line R>0 · yn,0 ⊂ C∗:
F˜p,δ(β; y) ∼
yn→0
∑
m∈N
A˜p,δ(β;m, y
′)
ymn
m!
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where A˜p,δ(β;m, y
′) is the analytic continuation of Ap,δ(β;m, y′) to β ∈ U .
4.3. Parametrizations. We go on working with the reduced form of the integral described in
(3.2), (3.3) and (3.4), and we study integrals of the form
Fp,δ(β; y) =
∫
Dp,δ
t−β−1 exp
(
t1 + · · ·+ td +
n∑
j=d+1
yjt
a(j)
)
dt.
Lemma 4.14. If <β < 0, then
A0p,δ(β) :=
∫
Dp,δ
t−β−1 exp(t1 + · · ·+ td)dt = e
√−1pi〈2p+1,−β〉Γ(−β)
where Γ(−β) := ∏dk=1 Γ(−βk).
Proof. The integrand t−β−1 exp(t1 + · · ·+td)dt is of rapid decay at infinity in the product of sectors
from Dp,0 to Dp,δ. Each of these sectors is given by the condition:
arg(tk) ∈ [(1 + min{0, δk}+ 2pk)pi, (1 + max{0, δk}+ 2pk)pi].
Thus, we know by elementary considerations in one complex variable, that A0p,δ(β) does not depend
on δk ∈]− 12 , 12 [ and, in particular, A0p,0(β) = A0p,δ(β).
We parametrize Dp,0 by tk = ρke
√−1pi(2pk+1) = −ρk with ρk ∈ ]0,+∞), and the result follows
directly from the expression that we obtain:
A0p,0(β) =
∫
]0,+∞)d
exp(
√−1pi〈2p+ 1,−β〉)ρ−β−1 exp(−ρ1 + · · · − ρd)dρ.

Since A0p,δ(β) does not depend on δ, from now on we drop δ and set A
0
p(β) := A
0
p,0(β) = A
0
p,δ(β).
The dependency on δ of Fp,δ(β; y) must be kept, even if the integral is locally constant with respect
to δ, because the argument by homotopy to reduce δ to zero in A0p,δ, does not work, due to the
presence in the argument of the exponential of the term ynt
a(n) which prevents the rapid decay
property from being kept along the homotopy.
Let us now make the analytic continuation of the coefficients of the asymptotic expansion described
in Theorem 4.7 more precise by developing them with respect to y′.
Lemma 4.15. The coefficients of the asymptotic expansion described in Theorem 4.7 are analytic
functions of the variables y′ with the following power series development:
Ap,δ(β;m, y
′) =
∑
m′∈Nn−d−1
A0p
(
β −ma(n)−
n−1∑
j=d+1
mja(j)
)
y′m
′
m′!
.(4.4)
Furthermore, this expansion is still valid for the meromorphic continuation of Ap,δ(β;m, y
′) found
in Lemma 4.12 and the meromorphic continuation of A0p(β) deduced from Lemma 4.14.
Proof. Recall that, when <β < 0 the coefficient we consider has the form
Ap,δ(β;m, y
′) =
∫
Dp,δ
ϕ(β, y′; t)dt
GEVREY EXPANSIONS OF HYPERGEOMETRIC INTEGRALS II 15
with
ϕ(β, y′; t) = t−β−1+ma(n) exp
(
t1 + · · ·+ td +
n−1∑
j=d+1
yjt
a(j)
)
.
We set |tk| = ρk for k = 1, . . . , d and we parametrize Dp,δ by ρ ∈ Rd>0. We fix a polydisc
Q = {y′ | |yj| < Rj, j = d+ 1, . . . , n− 1} ⊂ Cn−1−d.
By the same argument as in the proof of Lemma 3.3 and inequality (3.10), the integrand ϕ(β, y′; t)dt
is dominated, via the parametrization tk = e
(1+δk+2pk)
√−1piρk and up to a constant factor, by
ρ−<β+ma(n)−1 exp(C − c(ρ1 + · · ·+ ρd))dρ
for some constants C, c ∈ R>0. These constants depend only on Q but not on y′ ∈ Q by Remark
3.5 applied to Ap,δ(β;m, y
′) instead of Fp,δ(β; y).
The function ϕ(β, y′; t) is holomorphic with respect to y′ ∈ Cn−d−1.
For each j = d+ 1, . . . , n− 1, the integral∫
Dp,δ
∂ϕ(β, y′; t)
∂yj
dt
has an expression similar to the one for Ap,δ(β;m, y
′), with β replaced by β − a(j). By the same
argument as for ϕ, the integrand
∂ϕ(β, y′; t)
∂yj
dt is dominated, up to a constant factor, by
ρ−<β+ma(n)+a(j)−1 exp(Cj − cj(ρ1 + · · ·+ ρd))dρ
for some constants Cj, cj ∈ R>0, independent of y′ in the polydisc Q.
By Lebesgue dominated convergence theorem for integrals, this proves that Ap,δ(β;m, y
′) is holo-
morphic with respect to y′ and that
∂Ap,δ(β;m, y
′)
∂yj
=
∫
Dp,δ
∂ϕ(β, y′; t)
∂yj
dt
for all j = d + 1, . . . , n − 1. If we iterate the argument we obtain an expression of the partial
derivatives of Ap,δ, up to any order m
′ = (md+1, . . . ,mn−1):
∂|m
′|Ap,δ(β;m, y′)
∂md+1yd+1 . . . ∂mn−1yn−1
=
∫
Dp,δ
∂|m
′|ϕ(β, y′; t)
∂md+1yd+1 . . . ∂mn−1yn−1
dt.
Setting y′ = 0 in this last expression gives the coefficients of the Taylor expansion of Ap,δ(β;m, y′)
with respect to y′ at the origin. This proves the equality (4.4) when <β < 0.
The last claim of this lemma follows from the explicit calculation in Lemma 4.14 from which we
see that the coefficient of y
′m′
m′! is equal to
A0p
(
β −ma(n)−
n−1∑
j=d+1
mja(j)
)
=
e
√−1pi〈2p+1,−β+ma(n)+∑n−1j=d+1mja(j)〉Γ
(
−β +ma(n) +
n−1∑
j=d+1
mja(j)
)
.
By the standard properties of the Γ–function, this coefficient admits a meromorphic continuation
with respect to β, with poles along a subset of P defined in Lemma 4.11.
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When β ∈ Cd \ P the right hand side of (4.4) is still defined and yields a convergent power series
defined for all y′ ∈ Cn−d−1 because of the conditions |a(j)| < 1 for j = d+ 1, . . . , n− 1.
Therefore it is an analytic continuation of the power series defined for <β < 0. The equality (4.4)
follows everywhere in Cd\P with the previously defined meromorphic continuation of Ap,δ(β;m, y′)
on the LHS. 
Remark 4.16. Notice that as a consequence of Lemma 4.15 the function Ap,δ(β;m, y
′) does not
depend on δ.
4.4. Space of asymptotic expansions and Gevrey series. In this section we finish the proof
of Theorem 4.3.
For any k ∈ Nn−d, let us set
Λk := {k + m = (kd+1 +md+1, . . . , kn +mn) ∈ Nn−d : Aσm ∈ Zd}
and define
Sk(β; y) :=
∑
k+m∈Λk
e|Aσ(k+m)|pi
√−1Γ (−β + Aσ(k + m))) y
k+m
(k + m)!
.
Notice that the coefficients of the series Sk are meromorphic with respect to β ∈ Cd with at most
simple poles along P . In particular, if β /∈ P all these series are well defined nonzero power series
with support equal to Λk since the Gamma function does not have any zero. It can be proved
by using standard estimates of Gamma functions that these series are Gevrey along yn = 0 with
Gevrey index |a(n)| > 1.
Let Ω ⊆ Nn−d be a set of cardinality [ZA : ZAσ] such that
{Aσk + ZAσ : k ∈ Ω} = ZA/ZAσ = ZA/Zd.
We notice that the existence of such Ω ⊆ Nn−d follows from [F10, Lemma 3.2]. It is clear that
G = {Sk(β; y) : k ∈ Ω} is a linearly independent set because the series Sk have pairwise disjoint
supports Λk.
Using Theorem 4.7, Lemma 4.14 and Lemma 4.15, we have
Fp,δ(β; y) ∼
yn→0
∑
qn∈N
Ap,δ(β; qn, y
′)
yqnn
qn!
=
∑
q∈Nn−d
A0p(β − Aσq)
yq
q!
=
∑
q∈Nn−d
e
√−1pi〈1+2p,−β+Aσq〉Γ (−β + Aσq) y
q
q!
=e
√−1pi〈1+2p,−β〉∑
k∈Ω
∑
k+m∈Λk
e
√−1pi〈1+2p,Aσ(k+m)〉Γ (−β + Aσ(k + m)) y
k+m
(k + m)!
=e
√−1pi〈1+2p,−β〉∑
k∈Ω
e
√−1pi〈1+2p,Aσk〉
∑
k+m∈Λk
e
√−1pi〈1,Aσm〉Γ (−β + Aσ(k + m)) y
k+m
(k + m)!
=e
√−1pi〈1+2p,−β〉∑
k∈Ω
e
√−1pi〈2p,Aσk〉Sk(β; y).
Notice that previous power series is formal with respect to yn, with convergent coefficients. More
precisely, it is a Gevrey series along yn = 0 with Gevrey index |a(n)| > 1. We notice also that
<β < 0 implies that <(β−Aσq) < 0 for all q ∈ Nn−d, by using Assumption (4.4), which guarantees
the convergence of all the integrals involved in Subsection 4.3. By the last claim in Lemma 4.15, this
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calculation is valid everywhere in the domain of analytic continuation Cd \ P , since the argument
applies also to the coefficients of the series Sk(β; y).
The matrix of coefficients of the series Sk(β; y) in the asymptotic expansions of the functions
e
√−1pi〈2p+1,β〉Fp,δ(β; y)
is (e
√−1pi〈2p,Aσk〉)k,p where k varies in Ω. If p varies in an appropriate set of [ZA : Zd] elements, this
matrix is square invertible. Indeed, we have ZA/ZAσ = ZA/Zd ' Zd/ZM , where M is the matrix
of coordinates of the canonical basis of Zd with respect to a basis of ZA/Zd. Thus, the matrix
(e
√−1pi〈2p,Aσk〉)k,p is invertible by [MH18, Proposition 6.3], if p runs in a set of representatives of
the quotient Zd/Z tM .
In particular, if β /∈ P the set of holomorphic functions Fp,δ(β; y), where p varies in this set of
representatives, is also a linearly independent set and any Gevrey series along yn = 0 in the space
generated by the series {Sk(β; y) : k ∈ Ω} is an asymptotic expansion of a linear combination of
the integrals Fp,δ(β; y).
Now if we start from the matrix B in Section 2 and we apply the above results with the matrix
A = B−1σ B = (I, B
−1
σ Bσ), and the parameter β = B
−1
σ γ, we obtain a similar statement for
the integrals IC(γ, x) using (3.3) and (3.4) if we set yj = xjx
−a(j)
σ for all j = d + 1, . . . , n, or
y = xσx
−B−1σ Bσ
σ . Moreover, in this case M can be chosen to be Bσ. In particular, we get that
xB
−1
σ γ
σ · G is a linearly independent set of Gevrey series solutions of MB(γ) along xn = 0 with
Gevrey index |a(n)| = |B−1σ b(n)| > 1 if β /∈ P .
It is enough to prove that the dimension of the space of Gevrey series solutions of MB(γ) along
xn = 0 is at most equal to |Ω| = [Zd : ZBσ] when <β < 0. To this end, notice first that, if
f =
∞∑
m=0
fm(x1, . . . , xn−1)xmn
is a Gevrey series belonging to this space, then the initial part of f with respect to the weight
vector w = (0, . . . , 0, 1) ∈ Rn has the form inw(f) = fm(x1, . . . , xn−1)xmn for some m ≥ 0 and it is
hence a holomorphic function. Thus, by the same argument as in the proof of [SST, Th. 2.5.5], it
is a (holomorphic) solution of in(−w,w)(HB(γ)). This last ideal is the initial ideal with respect to w
of the hypergeometric ideal associated with (B, γ) (see [SST, p. 4]). In particular, the dimension
of the space of Gevrey solutions is at most equal to the rank of in(−w,w)(HB(γ)), because one
can choose a basis of Gevrey solutions of MB(γ) such that their initial parts are also linearly
independent (see [SST, Proposition 2.5.7]).
On the other hand, by using [SST, Lemma 2.1.6] for (u, v) = (0,1) and (u′, v′) = (−w,w), we
have that the characteristic ideal of in(−w,w)(HB(γ)) is
in(0,1)(in(−w,w)(HB(γ))) = inL(HB(γ))
for L = (−w,w) + (0,1) with  > 0 small enough.
Thus, by [SW08, Th. 4.21, Rk. 4.23 and Th. 4.28] for L = (−w,w) + (0,1) and Assumption 4.1,
we have that the holonomic rank of in(−w,w)(HB(γ)) equals |Ω| if γ is not rank–jumping for B (that
is, if rank (MB(γ)) = d! Vol(∆B)), a condition that is weaker than <β = <(B−1σ γ) < 0 by [A94,
Th. 5.15] (see also [SST, Cor. 4.5.3]). This finishes the proof of Theorem 4.3.
Remark 4.17. If the first condition in Assumption 4.4 is not satisfied, previous argument is no
more valid because there will be at least one a(j), for d+ 1 ≤ j ≤ n− 1, with at least one negative
entry. By Lemma 3.3, Fp,δ(β; y) is absolutely convergent if we require that the monomials y`t
a(`)
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have negative real part for ` ∈ τA. Thus, Theorem 4.7 remains valid in this case if we add the
condition <(y`ta(`)) < 0 for all ` ∈ τA. However, in this case the coefficients Ap,δ(β − Aσm) that
appear in the previous proof are not convergent anymore if m` is big enough for ` ∈ τA such that
a(`) has some negative entries. This happens because in this case <(β − Aσm) will have some
positive entries for some m.
Remark 4.18. Notice that the proof of Theorem 4.3 shows that the constructed set of Gevrey
series solutions xB
−1
σ γ
σ · G is still a basis of the space of Gevrey solutions of MB(γ) along xn = 0
when γ is not rank–jumping and β = B−1σ γ /∈ P , where P is defined in Lemma 4.11. We don’t
know if under Assumption 4.1 the condition of γ being rank–jumping implies β ∈ P . However, it
is true that if γ is rank–jumping then it is semi–resonant [A94]. In particular, under Assumption
4.1, γ is semi–resonant for B if and only if β /∈ P ′ := ∪dk=1{β ∈ Cd| βk ∈ pik(ZA ∩Rd≥0)} where pik
is the projection to the k-th coordinate. Notice also that P ⊆ P ′.
Remark 4.19. Notice that, using Euler’s reflection formula, it can be easily shown that, for all
k ∈ Ω and when β is generic enough,
Sk(B
−1
σ γ; xσx
−B−1σ Bσ
σ ) =
pide
√−1pi|Aσk|
sin(pi(−β + Aσk)) · ϕvk .
The series ϕvk are used in [F10, Sec. 3] in order to construct Gevrey series solutions for the
hypergeometric system MB(γ). The genericity condition here means that β /∈ P and that β−Aσk
does not have integer coordinates for all k ∈ Ω.
5. Integrals over rapid decay cycles.
The goal of this Section is to prove that when <β < 0 is sufficiently general, the integrals studied in
Theorem 4.3, are in fact integrals over rapid decay cycles in the sense of [Hi09]. These integrals are
defined without the condition <β < 0 and are still solutions of our GKZ system when <βk ≥ 0 for
some k. By meromorphic continuation proved in Theorem 4.13 they admit asymptotic expansions
as Gevrey series solution for all β sufficiently general in Cd.
5.1. Description of rapid decay cycles. In this section we first briefly recall the theory of rapid
decay homology by M. Hien in [Hi09, Sec. 5.1] and give a sufficient condition to detect a cycle for
this homology.
Let U be a complex quasi-projective variety over C of dimension d. Let h ∈ O(U) and let X be a
smooth projective compactification of U , such that D = X \U is a normal crossing divisor, and h
extends to a map h : X−→P1.
Let us denote by pi : X˜(D)−→Xan the real oriented blow-up along D as defined in [Sab13, 8.2].
The space X˜ := X˜(D) can be embedded into a real Euclidian space as a semi–analytic subset, and
h induces a map h˜ : X˜−→P1.
Let us describe the morphism pi, locally at p ∈ D with local coordinates t1, . . . , td such that p = 0
and D = {t1 · · · tk = 0},
pi : ([0, )× S1)k ×B(0, )d−k −→ Cd
((rj, e
√−1 θj)kj=1, t
′) 7→ (r1 · e
√−1 θ1 , . . . , rk · e
√−1 θk , t′)
where t′ = (tk+1, . . . , td) and  > 0 is a small real number.
Consider a regular flat algebraic connection ∇ : E−→E ⊗ ΩU , restriction to U of a regular mero-
morphic connection (EX(∗D),∇) on X, with EX a lattice of this connection.
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On the oriented blow-up X˜, we consider the sheaf A<D
X˜
of holomorphic functions which are flat
along D˜ := pi−1(D).
A section of A<D
X˜
on an open set V˜ ⊆ X˜ is a holomorphic function u on V˜ \ D˜ such that, for any
compact set K ⊂ V˜ , and all N = (N1, . . . , Nk) ∈ Nk, there exists a constant CK,N > 0 satisfying:
(5.1) |u(t)| ≤ CK,N |t1|N1 · · · |tk|Nk , ∀t = (t1, . . . , td) ∈ K \ D˜
in terms of local coordinates as above such that locally D = {t1 · · · tk = 0}.
The twisted connection ∇h = ∇ − dh∧ = exp(h) ◦ ∇ ◦ exp(−h) on U extends to a morphism of
sheaves over X˜
E ⊗ A<D
X˜
−→ E ⊗A<D
X˜
⊗pi−1OXan pi−1Ω1Xan(∗D).
The kernel of this extension is denoted by S<D. The restriction of this kernel to U is the set of
horizontal sections of ∇h and it is equal to S ⊗ exp(h) where S is the local system of horizontal
sections of ∇. Since the coefficients of a section of S, on a basis of E at a point P ∈ D, have at
most a polynomial growth, the germ of S<D at a point P˜ ∈ D˜ is non zero if and only if exp(h˜)
satisfies condition (5.1) at P˜ . At such a point it is equal to the germ of pi−1(S)⊗ exp(h˜).
The sheaf of rapid decay chains [Hi09, Sec. 5.1] is obtained from the sheaf C−p
X˜,D˜
of relative chains
mod D˜ by tensoring it with S<D :
Cr.d.,−p
X˜
:= C−p
X˜,D˜
⊗C S<D.
Let j : U ↪→ X˜ be the inclusion map. The sheaf S<D is a subsheaf of j∗(S ⊗ exp(h)), which
is isomorphic to j∗(S) through the multiplication by exp(−h). Therefore Cr.d.,−pX˜ is a subsheaf of
C−p
X˜,D˜
⊗C j∗(S ⊗ exp(h)), and in the next lemma we determine its image in C−pX˜,D˜ ⊗C j∗(S). In all
what follows we identify Cr.d.,−p
X˜
with this image. This convention is the most appropriate for the
expression of integrals.
Lemma 5.1. Let Σ be a semi–algebraic set in U such that <h tends to −∞ on Σ with a controlled
argument for h, i.e., there exists δ ∈ ]0, pi
2
[
such that for all R > 0 there exists a compact set
K ⊂ U , such that, for all t ∈ Σ \K we have:
<(h(t)) < −R and Arg(h(t)) ∈ ]pi − δ, pi + δ[ .
Then the closure Σ in X˜ is a compact semi–algebraic set. Moreover, let T be any finite triangulation
of Σ, and let Υ :=
∑
∆ ∆⊗ ς∆ be a section of C−dX˜,D˜ ⊗C j∗(S). This is a finite sum where ∆ runs,
possibly with repetitions, over all the d-simplices of T which are not included in D˜ and ς∆ is a
section of S over j−1(∆) ∩ U . Then Υ is a rapid decay chain, whose support is contained in Σ.
Proof. The divisor D is the union of the components (Di)i∈I of h−1(∞) and of other components
(D′j)j∈J , such that on each D
′
j the restriction of h is surjective on P1 or takes a finite constant value.
From the fact that |h(t)| tends to +∞ on the support supp(Υ ) := ⋃{∆ | ς∆ 6= 0} of Υ , we deduce
that supp(Υ ) ∩ D ⊂ h−1(∞) = ⋃i∈I Di, where supp(Υ ) denotes the closure of pi(supp(Υ )) in X.
Furthermore the closure of supp(Υ ) in X˜ meets D˜ only at points such that arg h˜ ∈ [pi − δ, pi + δ].
Let P˜ ∈ D˜ be such a point and let P = pi(P˜ ). We choose local coordinates (v1, . . . , vd) centered
at P such that a local equation of D is v1 . . . vk = 0. The local expression of h is
h(v) =
w(v1, . . . , vd)
vm11 . . . v
mk
k
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with all mk > 0 and w(v) a unit since there are no points of indeterminacy. In a small enough
neighbourhood of P , h(v) = − exp(iδ(v))|h(v)|, with cos δ(v) ≥ cos δ > 0 and |w(v1, . . . , vd)| ≥ R′,
for some R′ > 0. Finally, around P we obtain the expected rapid decay condition because:
| exp(h(v))| = exp(<h(v)) ≤ exp
(
− R
′ cos δ
|v1|m1 . . . |vk|mk
)
.

In order to treat integrals IC(β;x) as in the introduction, we consider the connection (OU ,∇β) on
U = (C∗)d with the differential ∇β = d+ (β+ 1)dtt ∧ and its meromorphic extension (OX(∗D),∇β)
to X. It contains a lattice isomorphic to OX , and the local system of horizontal sections over U is
Sβ = C · t−β−1. We set h(t) =
∑n
`=1 x`t
a(`) and we intend to apply Lemma 5.1 for a fixed value of
x. For that purpose, we have to use a cycle different from the cycles Cp,δ, considered in Section 2,
since the support of Cp,δ always have the origin of Cd in its closure, and when t tends to 0 along
Cp,δ, h does not tend to +∞. This cycle is described in detail in the next section 5.2. It is is still a
Borel-Moore cycle on the universal covering (C˜∗)d, whose projection Σ on (C∗)d is semi–algebraic.
There is a triangulation T of its closure Σ in X˜ and a set of d-simplices ∆ ∈ T not contained
in D˜, such that C is obtained by taking their restriction to (C∗)d and an appropriate lifting to
the universal covering (C˜∗)d. These liftings induce determinations ς∆ =
(
t−β−1
)
∆
of t−β−1 and we
identify C with the twisted chain :
∑
∆ ⊗ ς∆. The formula in [AK11, page 23], can be directly
adapted to the irregular case :∫
∆⊗ς∆
t−β−1eh(x,t)dt =
∫
∆
(
t−β−1
)
∆
eh(x,t)dt
and the construction above shows that the integral IC(β;x) along C is the integral along this
twisted cycle.
Corollary 5.2. Let us assume that in the above situation h(x, t) satisfies the condition of rapid
decay and controlled argument in Lemma 5.1. Then the cycle Υ =
∑
∆⊗ ς∆ associated with C is
a rapid decay cycle, and the integral IC(β;x) along this cycle is convergent.
Proof. Only the last assertion requires a proof. Consider again a point P ∈ D, with coordinates
(v1, . . . , vd) as in the last argument for Lemma 5.1. Since t is algebraic, t
−β−1 has at most a
polynomial growth around P , with respect to
1
v1 · · · vk . Therefore t
−β−1eh(x,t) is locally bounded
by an expression of the form
1
|v1 · · · vk|m exp
(
− R
′ cos δ
|v1|m1 · · · |vk|mk
)
for some integer m > 0. This
yields a convergent integral on UP ∩ (C∗)d for some closed neighbourhood UP of P . Since Σ ∩D
can be covered by a finite number of such UP , the integral is indeed convergent. 
From now on we will identify a cycle on the universal covering and the corresponding twisted cycle
and denote it by the same symbol.
5.2. Realization of solutions by integrals over rapid decay cycles. We state and prove
here the main result of this section. Let us recall that we define qk, for k = 1, . . . , d, as the lowest
common denominator of the k-th row of A, that is as the smallest integer such that qka(`)k ∈ N,
for ` = d+ 1, . . . , n (cf. Remark 3.1).
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Theorem 5.3. There is a rapid decay cycle D˜p,δ such that the integral∫
D˜p,δ
t−β−1 exp
(
t1 + · · ·+ td +
n∑
j=d+1
yjt
a(j)
)
dt
is equal to Fp,δ(β, y) up to a nonzero constant factor if <β < 0 and qkβk /∈ Z, for k = 1, . . . , d.
Remark 5.4. The argument of the exponential factor is not a polynomial but becomes a polyno-
mial after a finite covering as in Remark 3.1. Therefore we can apply Corollary 5.2 to this covering.
Performing backwards the change of variables in Section 3, our result gives a rapid decay cycle for
IC(β;x).
Proof. The proof starts with a preliminary reduction and then has three steps. First we build
cycles depending on a parameter  > 0 for which Corollary 5.1 can be applied. We then show that
Fp,δ(β, y) is the limit when −→ 0 of the integrals over these cycles and finally we prove that these
integrals are in fact independent of .
If we perform the change of coordinates tk = e
√−1pi(1+2pk+δk)rk for k = 1, . . . , d, the image of the
cycle Dp,δ, defined in (3.1) is just the positive quadrant Rd>0, and we find
(5.2) F (β; y) =
∫
Rd>0
e−
√−1pi〈1+2p+δ, β〉r−β−1 exp
(
−
d∑
k=1
e
√−1piδkrk +
n∑
j=d+1
zjr
a(j)
)
dr
with zj = e
√−1pi〈1+2p+δ, a(j)〉yj, and <zn < 0.
We do not loose any information by replacing zj by yj, and for the sake of simplicity we skip the
constant e−
√−1pi〈1+2p+δ, β〉 and consider only the case p = δ = 0, hence reduce to the integral:
(5.3) F (β; y) =
∫
Rd>0
r−β−1 exp
(
−r1 − · · · − rd +
n∑
j=d+1
yjr
a(j)
)
dr.
We remember that, by Lemma 3.3, this integral is convergent when <βk < 0 for all k = 1, . . . , d
and <(ynra(n)) < 0. Finally we are looking for cycles Υ () such that the integral
HΥ ()(β; y) :=
∫
Υ ()
u−β−1 exp
(
−u1 − · · · − ud +
n∑
j=d+1
yju
a(j)
)
du
tends to F (β; y) when −→ 0. We denote u the variable in this integral, instead of r, because we
dedicate this last letter to a range included in R. The cycle D˜0,0 in the statement of Theorem 5.3,
is the image of Υ () by tk = −uk for some  > 0.
Inspecting the proof, the case of a general value of p, δ is a straightforward adaptation.
Recall that by Assumption 4.4 we have that a(j) ∈ Qd>0 for all j = d + 1, . . . , n, |a(j)| < 1, for
j = d+ 1, . . . , n− 1 and also |a| = a1 + · · ·+ ad > 1, setting a := a(n) = t(a1, . . . , ad).
Let us first describe a product of cycles C := γ1 × · · · × γd on the universal covering (C˜∗)d.
We consider the finite covering (C∗)dv−→(C∗)du of multidegree (q1, . . . , qd), given by the formulas
vqkk = uk, between two samples of the torus (C∗)d. In Figure 2 we draw the projection of γk on
C∗vk , and for the projection on the space C
∗
uk
we turn qk times on the circle of radius  in the k–th
component.
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In Figure 2 the radius is 
1
qk on the k–th component. We choose the argument to be 0 or 2qkpi,
on the two half–lines of Figure 2. The integrand is the same up to a constant factor on the 2d
different products of the d half–lines in (C˜∗)d. With these choices we can think of C indifferently
as a cycle on (C˜∗)d, or as a twisted cycle on either (C∗)du or (C∗)dv.
Figure 2
However there is a problem of convergence for the integral HC(β; y). The cycle C is a union of
products of the type (S)
η × ([,+∞))τ . Here S is a circle of radius  > 0 and η ∪ τ = {1, . . . , d}
is a partition of {1, . . . , d}. On each piece with τ 6= ∅ 6= η the integral is not convergent. Indeed,
when k ∈ η and uk varies in S, the argument of each monomial y`ta(`) take all values mod 2pi.
Therefore the monomial itself take arbitrarily large positive values, as well as |t`| for ` ∈ τ .
We shall build the cycle Υ () as a deformed version of C. We identify (C˜∗)d with Cd = Rd+
√−1Rd
and the covering map (C˜∗)d → (C∗)d with the map log r+√−1 θ−→(r1e
√−1 θ1 , . . . , rde
√−1 θd). We
consider (C˜∗)d as fibered over Rd>0, by the map log r+
√−1θ−→(r1, . . . , rd), with fiber isomorphic to√−1Rd. The image of the restriction of this map to γ1× . . .×γd, is [,+∞)d, with semi–algebraic
fibers. The fiber over (r1, . . . , rd) is log r +
√−1Fr, where Fr ⊂ Rd is a subset of arguments
arg u := (arg u1, . . . , arg ud), which depends on r in the following way:
(1) Above each point (r1, . . . , rd) in the open quadrant ],+∞)d, there are 2d points with
arg u ∈ Fr =
∏d
k=1{0, 2qkpi}.
(2) Above the point {(, . . . , )}, the argument arg u is in Fr =
∏d
k=1[0, 2qkpi].
(3) In general, above the product {}η×(],+∞))τ , the fiber has dimension |η|, the cardinality
of η, with 2|τ | connected components. It is described in the universal covering (C˜∗)d, by
uk ∈ log + [0, 2qkpi]
√−1 if k ∈ η,
u` ∈ log r` + {0, 2q`pi}
√−1 if ` ∈ τ.
We choose instead of γ1 × . . . × γd a cycle Υ () fibered over the subset of Rd>0 described by the
equation ra ≥ |a|, which is the union of 2d semi–algebraic strata:
(1) S∅ = {r ∈ Rd>0 | ra > |a|}
(2) Sη = {r ∈ Rd>0 | ra = |a|, and η = {p | rp = min1≤k≤d rk}}, if η 6= ∅.
We shall sometimes write re
√−1 θ instead of log r +
√−1 θ, since the abuse of notation fits better
with the expression of the integral and it is clear from the context that when the target space is
C˜, arguments θ are to be considered in R.
Definition 5.5. Description of the cycle Υ ():
(1) The fiber of the support of Υ () over the point r ∈ Sη is:
Υ ()r :=
∏
k∈η
(log rk + [0, 2qkpi]
√−1)×
∏
`∈τ
(log r` + {0, 2q`pi}
√−1).
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(2) Let us take some r ∈ Sη. We have r = (ρη; (rk)k∈τ ), with ρη ∈ Rη the point with all
coordinates equal to ρ. When η 6= ∅, these data are subject to the conditions:
(5.4) ρ < min((rk)k∈τ ), ra = ρ
∑
j∈η aj
∏
k∈τ
rakk = 
|a|.
(3) The projection of Sη on the space Rτ>0 is a bijection Sη−→Uη to the open subset described
by the inequalities :
|a| < r
∑
j∈η aj
k
∏
`∈τ
ra`` for any k ∈ τ.
and the value of the η-coordinate ρ of a point r ∈ Sη is a function ρ((rk)k∈τ ) by implicit
equation (5.4).
(4) Let s ∈ {0, . . . , d} be the number of elements in η. Then Υ ()η is the union of 2d−s pieces.
A typical piece is indexed by some (ξk)k∈τ ∈ ({0, 1})τ , and parametrized by
∏
k∈η[0, 2qkpi]×
Uη ⊂
∏
k∈η[0, 2qkpi]× Rτ>0, in the following way:
(5.5) ((θj)j∈η; (rk)k∈τ ) //
(
(ρe
√−1 θj)j∈η; (rke2
√−1piξkqk)k∈τ
)
.
(5) We choose the coherent system of orientations inspired by the product of cycles γk, with
the circles positively oriented: we orient
∏
k∈η[0, 2qkpi] × Rτ>0, by its canonical orientation
multiplied by the signature of the permutation (η, τ) of {1, . . . , d}, and by (−1)d−∑ ξk .
In fact one can easily check that there is a radial isotopy from γ1 × . . .× γd to Υ (), which yields
an oriented stratified isomorphism.
Indeed, for r := (r1, . . . , rd) ∈ (Rd>0), with rk ≥  for all k, define r0 = min{rk}. On the
half–line R>0r there is a unique point r′ = (r′1, · · · , r′d) with min{r′k} = , and a unique point
ρ := (ρ1, · · · , ρd), such that ρa = |a|. Let us consider ρ0 = min{ρk} and the linear multiplication
on R>0r by the ratio ρ0/ = r0r−a/|a|, which depends continuously on r. Then the map log r+iθ 7→
log((ρ0/)r) +
√−1 θ from γ1 × . . .× γd to Υ () is the mentioned radial isotopy.
Now we are proving that Υ () is a rapid decay cycle and that the integrals HΥ ()(β; y) are conver-
gent. We work separately on each piece of the cycle.
Remark 5.6. We work with the ramified version (C∗)dv of the space (C∗)du, that we introduced in
the description of the cycles C and Υ (). Our Corollary 5.2 is applied to Υ () seen as a twisted cycle
on this ramified space, endowed with the pullback of the local system C · u−β−1eM(u,y). However
all our calculations are done with the variable u. Indeed both variables u and v are equivalent for
the control of any behaviour at infinity, since ‖u‖1 :=
∑ |uk| = ∑ |vk|qk . Remark 3.1 shows that
when we come back to the original variable t, there is a smooth and finite covering map between
the torii (C∗)dv and (C∗)dt .
Let us denote Υ ()η the union of the pieces of the cycle Υ () above the stratum Sη. By Assumption
4.1 and the fact that <ynua(n) < 0 along Υ ()∅, we can prove exactly as in Lemma 3.3 an inequality
of type (3.10) for u ∈ Υ ()∅.
Let us consider a stratum with η 6= ∅. The last monomial of the argument of the exponential in
F (β; y) satisfies:
(5.6) |ynua(n)| = |yn||a(n)|.
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For η = {1, . . . , d} the fiber over Sη is a compact subset of (C˜∗)d and the integrand of HΥ ()(β; y) is
holomorphic over it, so there is nothing to prove. Let us assume for simplicity that η = {1, . . . , s}
with 1 ≤ s < d. On the stratum Sη we have r1 = · · · = rs = ρ < . Thus, if we imitate the proof of
Lemma 3.3 (recall that τA = σ ∪ {n} in our case) we get the following upper bound for <M(t, y)
instead of inequality (3.8):
(5.7) <M(u, y) ≤ s− rs+1 − . . .− rd + |yn||a| +K(s+
d∑
k=s+1
rk)
κ
Since rs+1 + · · · + rd ≤ ‖u‖1 = ρs + rs+1 + · · · + rd ≤ s + rs+1 + · · · + rd for u ∈ Υ ()η, we still
get an inequality of type (3.10). There are constants Cη, cη > 0 (depending also on y) such that
<M(y, u) ≤ Cη − cη‖u‖1 for all u ∈ Υ ()η.
Since |u−β−1| ≤ ‖u‖−|<β|−d1 , the convergence of the integral HΥ ()(β; y), follows from the fact that
on the part Sη of the cycle, the function under the integral is dominated by:
‖u‖−|<β|−d1 eCη−cη‖u‖1
and for any R > 0, there is a compact KR ⊂ Υ () such that for u ∈ Υ () \KR, one has ‖u‖1 > R.
A closer look at the argument which proves (5.7) shows that we can write the following upper
bound for |=M(u, y)|:
|=M(u, y)| ≤ d+ |yn||a(n)| +K(d+ ‖u‖1)κ.
This upper bound, the relation (5.7) and the fact that 0 < κ < 1 prove that =M(u, y)/<M(u, y)
tends to zero as ‖u‖1 tends to infinity. Thus, for any δ ∈]0, pi2 [ and outside a compact set Kδ, any
u ∈ Υ () satisfies
(5.8) argM(u, y) ∈]pi − δ, pi + δ[.
In particular the argument of M(u, y) tends to pi. Therefore if we use a compactification X of
(C∗)d, a real blow–up pi : X˜−→X of X along D, and apply Corollary 5.2, we obtain that Υ () is
a rapid decay cycle.
Let us prove that when <βk < 0 for all k the integral HΥ ()(β; y) tends, when → 0, to the integral
(5.3) multiplied by the obvious factor∑
ξ∈{0,1}d
(−1)d−|ξ| exp(2√−1pi
∑
βkqkξk) =
d∏
k=1
(exp(2
√−1 piqkβk)− 1).
Since (5.3) is clearly the limit of the piece of the integral HΥ ()(β; y) over Υ ()∅, it suffices to
show that the integrals over Sη for η 6= ∅ tend to zero. Let us assume again for simplicity that
η = {1, . . . , s} with 1 ≤ s ≤ d. On each piece of Υ ()η the parameters are
(θ1, . . . , θs, rs+1, . . . , rd) ∈
∏
k∈η
[0, 2qkpi]× Uη.
and the change of variables from the parametrization (5.5) induces in the different factors of the
integrand the following results:
d∧
k=1
duk
uk
= (
√−1 dθ1) ∧ · · · ∧ (
√−1 dθs) ∧ drs+1
rs+1
∧ · · · ∧ drd
rd
,
u−β = ρ−β1−···−βsr−βs+1s+1 · · · r−βdd exp
(
√−1
(
−
s∑
j=1
βjθj −
d∑
k=s+1
2piβkqkξk
))
,
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|u−β| =ρ−<(β1+···+βs)
d∏
`=s+1
r−<β`` exp
(
s∑
j=1
=βjθj +
d∑
k=s+1
2pi=βkqkξk
)
≤ −<(β1+···+βs)
d∏
`=s+1
r−<β`` exp
(
d∑
k=1
2pi|=βk|qk
)
.
From these inequalities and the fact that the real part of the exponent is bounded from above by
Cη − cη(rs+1 + · · ·+ rd)
with Cη, cη ∈ R>0 independent of , for  ∈]0, 0], we see that the integral over Υ ()η tends to zero
when → 0 as expected, because −<(β1 + · · ·+ βs) > 0.
Finally let us prove that the integral HΥ () does not depend on : Take 0 < 1 < 2. We consider
Υ ([1, 2]), the non compact (d+ 1)-cycle ⋃
∈[1,2]
{} × Υ ()
with oriented boundary {1} × Υ (1)− {2} × Υ (2). Consider then for R > 2 the compact cycle
ΥR = Υ ([1, 2]) ∩ ([1, 2]× PR) where PR is the polydisk
PR = {u ∈ Cd | |u1| ≤ R, . . . , |ud| ≤ R}.
Integrals HΥ () are of the form HΥ () =
∫
Υ ()
ω, where ω is a holomorphic form of degree d inde-
pendent of  and hence it is a closed form. We have
0 =
∫
ΥR
dω =
∫
∂ΥR
ω.
The boundary ∂ΥR is equal to
({1} × Υ (1)) ∩ ([1, 2]× PR)− ({2} × Υ (2)) ∩ ([1, 2]× PR) + ∂R.
Since by examining the parametrization (5.5) we see that each d-dimensional piece of ∂R is included
in an hyperplane uj = R, hence the restriction to it of ω is zero. We deduce that the integral of ω
on Υ (j) ∩ PR (which can replace ({j} × Υ (j)) ∩ ([1, 2]× PR) because ω does not depend on )
for j = 1, 2 are equal. Taking the limit when R−→∞ we obtain the result
HΥ (1) = HΥ (2).
In the case of general p, δ, we keep the same cycle and work with the integral
HΥ ()(β; y) :=
∫
Υ ()
u−β−1 exp
(
−
d∑
k=1
e
√−1piδkuk +
n∑
j=d+1
zju
a(j)
)
du
where zj = e
√−1pi〈1+2p+δ, a(j)〉yj and the proof is essentially the same with only an easy modification
of inequality (5.7).
In particular, the cycle D˜p,δ in the statement of Theorem 5.3, is the image of Υ () by tk =
uk · exp(
√−1pi〈1 + 2p+ δ, a(k)〉). 
Conclusion: The integral HΥ ()(β; y) is analytic as a function of β ∈ Cd.
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Reintroducing the constant e−
√−1pi〈1+2p+δ, β〉 we see that e−
√−1pi〈1+2p+δ, β〉HΥ ()(β; y) is equal, when
<βk < 0 for all k, to
d∏
k=1
(exp (2
√−1piqkβk)− 1)Fp,δ(β; y)
hence to its meromorphic continuation
d∏
k=1
(exp (2
√−1piqkβk)− 1)F˜p,δ(β; y)
outside the union of hyperplanes P described in Lemma 4.11.
When qkβk /∈ Z for all k ∈ {1, . . . , d}, the factor
∏d
k=1(exp (2
√−1piqkβk) − 1) is non zero and
we obtain Gevrey series expansion for the integral along rapid decay cycles HΥ ()(β; y). To check
this last claim we have to remark that the set of poles of the analytic continuation F˜p,δ(β; y) is
contained in P which is itself contained in the set defined by ∏dk=1(exp (2√−1piqkβk) − 1) = 0.
This latter set is, under Assumption 4.1, the set of parameters β = B−1σ γ such that γ is called
resonant for B (see [GKZ90, 2.9]).
Coming back to the general situation of Theorem 4.3, the result of this theorem and the above
considerations prove the following theorem :
Theorem 5.7. If Assumption 4.1 is satisfied and γ ∈ Cd is non resonant for B, then all the
Gevrey solutions of MB(γ) along the hyperplane xn = 0 can be described as linear combinations of
a fixed set of asymptotic expansions of integral solutions of type IC(γ, x) along rapid decay cycles.
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