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Abstract
Multi-messenger Astrophysics is an emerging multidisciplinary field that demands fast data analysis. On
the other hand, deep learning has greatly accelerated signal processing in many fields without sacrificing
performance. This work shows that deep learning can be deployed for e cient binary neutron star merger
predictions, real-time gravitational wave detections, and gravitational wave denoising. For eccentric compact
binary coalescence events, the state-of-the-art early warning system developed in this work is capable of
providing up to 2 minutes predictions for the imminent merger events embedded in real advanced LIGO
data. A separately developed real-time detection system is able to detect all the gravitational wave events
from O2 and O3 data, with a false positive rate of 1 misclassification for every 2.7 days of searched data.
As a part of the gravitational wave data analysis process, a denoising neural network is also trained and
deployed to remove the noise from the merger events and extract the clean gravitational wave signals. The
denoising network is robust against glitch contamination and generalizes well to parameters that are not in
the training dataset. The recovered gravitational signals are up to 99% consistent with LIGO results. All the
neural networks developed in this work can be deployed to a single graphics processing unit (GPU) without
sacrificing the performance. The computational cost can be further reduced if the trained neural networks
were run on specialized computational hardware that supports quantization. These results show that deep
learning provides fast and e cient solutions to big data challenges posed by multi-messenger astrophysics.
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1.1 An introduction to multi-messenger astrophysics
For most of the observational history of astronomy, optical telescopes are the main instruments used to
obtain knowledge about distant astronomical objects in the Universe. Early optical observational e↵orts
pioneered by Galileo, Kepler, etc, also greatly contributed to the development of modern science. On the
other hand, while the information passed on by the photons through either the naked-eyes or the optical
telescopes forms our early understanding of the universe, since the early 20th century, it has been increasingly
clear to us that there are four fundamental forces in the universe: the electromagnetic, gravitational, weak
and strong nuclear forces. Each fundamental force encodes information about di↵erent or complementary
aspects of the cosmological objects.
1.1.1 Electromagnetic observations
Electromagnetic (EM) interaction mediated by photons for a long time has been the most important source
of information about the distant Universe. Over the decades, more and more advanced technologies have
been adopted to establish observatories across the electromagnetic spectrum. The multi-wavelength obser-
vations enabled by radio, microwave, infrared, visible, ultra-violet, X-ray, and gamma-ray photons open up
previously-unimaginable parts of the cosmological objects to the science community. Photons alone tell us
the temperature, chemical make-up, distance, diameter, etc about the stars. The electromagnetic interac-
tion is such a ubiquitous phenomenon in the most dynamic parts of the Universe that its messengers carry
information about a wide range of astronomical sources such as supernovae, pulsar, stars, planets, and the
accompanying nuclear reactions or high-energy processes. Historically, electromagnetic interaction has lead
to spectacular discoveries of cosmic microwave background in 1965, gamma-ray bursts, and pulsar in 1967.
Nowadays, multi-wavelength observations are enabled by a wide range of observatories deployed on the
ground and in orbits around Earth. Examples of those observatories include the Very Large Baseline Array
(VLBA), which consists of 10 radio observatories across the globe, operating at frequencies from 0.3 gigahertz
1
to 96 gigahertz, and the Fermi Gamma-ray Space Telescope, which was launched in 2008 and is used for
gamma-ray astronomy observations from low Earth orbit.
1.1.2 Non-photonic messengers
Non-photonic messengers are usually associated with extreme astrophysical conditions and they are usually
much more di cult to detect than their electromagnetic counterparts. Over the decades, new technolo-
gies have been adopted for the construction of more and more sophisticated experimental facilities and
telescopes such as LIGO for gravitational wave detection, IceCube for neutrino observation, which make
multi-messenger astrophysics truly possible.
Neutrinos and cosmic rays
Violent cosmological events such as supernovae, gamma-ray bursts, blazars are important progenitors for
cosmic neutrinos. The weakly interacting neutrinos can easily escape the extreme environments at their
birth, travel almost uninterruptedly across the Universe, and carry with them interesting messages from
some of the most extreme places in the Universe that are opaque to electromagnetic observations.
One important source of extraterrestrial neutrinos is the core-collapse supernova. Stars more massive
than the sun (6   10M ) would go through a chain of reactions that progressively lead to the formation
of heavier elements and eventually to the formation of an iron core. During this process, the energy loss
via neutrinos is also significant as once the neutrinos are formed, they would escape the core without much
interaction with other particles.
Since iron has the highest binding energy, the core at this stage would not be able to generate more
energy through fusion to support itself against the huge gravitational pressure. Furthermore, when the core
exceeds the Chandrasekhar limit of about 1.4M , even the degenerate pressure from the electrons can not
support the core. The core will subsequently collapse under its weight. The electron capture ensues and a
huge amount of gravitational binding energies will be released in the form of neutrinos through the inverse
beta decay,
p+ e  ! n+ ⌫e,
with energies estimated to be around 10   20 Mev. The outer part of the core will be ejected and the
shrinking core will once again be supported by the neutron degeneracy pressure. A neutron star will then
be formed.
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The gravitational binding energy is mostly shed through weakly interacting neutrinos as the collapsing
core is so dense that no other particles can escape. If we model the neutrino emission as black body radiation
and assume all the gravitational energy is radiated through the neutrino emission using the Stefan-Boltzmann
law, the neutrino burst is estimated to last for about 10s.
The first observation of supernova neutrinos was made in 1987 from SN 1987A. A total of 25 neutrino
events was detected at three observatories: 12 in Kamiokande, 8 in IMB, 5 in Baksan, and the neutrino
burst lasted for about 10 seconds, which is consistent with the previous theoretical calculation. The first
detection of supernova neutrinos marked the dawn of observational neutrino astronomy.
Another source of cosmic neutrinos is closely related to cosmic rays, which are mostly composed of high-
energy nuclei such as protons and alpha particles. Although the sources of those high-energy cosmic rays
and neutrinos are yet to be determined, theoretical arguments point to energetic phenomena such as active
galactic nuclei (AGN) and gamma-ray bursts as possible candidates. Underlying physics for the sources of
high-energy neutrinos, cosmic rays, and high-energy gamma rays are expected to be closely related since
they can be produced in high mass and energy density environments around compact astrophysical objects
such as neutron stars and black holes. High-energy particles ejected from the core of energetic events such
as supernovae can be accelerated to nearly the speed of light by the explosion and shocks, and subsequent
collision with the ambient gas (pp mechanism) or photons (p  mechanism) would produce high-energy
neutrinos and gamma-rays. Both pp and p  mechanisms produce secondary particles such as pions and
muons, which subsequently decay into high-energy neutrinos and gamma rays.
As previously mentioned, one possible source for the high-energy cosmic rays and neutrinos is the active
galactic nuclei. An active galactic nucleus is the central region of a galaxy where a supermassive black hole
is located. The accretion of matter by the central black hole can accelerate charged particles to very high
energies and create the conditions for the production of cosmic rays and high-energy neutrinos. Similarly,
in the events of core-collapse supernovae and binary neutron star (BNS) merger, the ejected matter will be
accelerated and collides with surrounding gas matter or the cosmic microwave background (CMB) photons,
emitting high-energy cosmic rays and neutrinos.
Cosmic rays bombarding the Earth also interact with the atmosphere, creating showers of short-lived
mesons that decay into neutrinos. Those atmospheric neutrinos provide a background for neutrino detec-
tors. However, since the cosmic neutrinos are anticipated to have higher energies, the atmospheric neutrino
background can be removed by choosing an appropriate energy threshold.
Since neutrinos only weakly interact with other matter, neutrino detectors usually consist of large volumes
of materials such as water (the Baikal detector) or ice (the IceCube). Light sensors are used to detect
3
Cherenkov radiation emitted by the charged particles, which are created by neutrino interactions with the
detector materials. High-energy neutrinos usually trigger stronger signals in the detectors.
In 2017, A high-energy neutrino event detected by the IceCube Neutrino Observatory was traced back
to the blazar TXS 0506+056 that was undergoing gamma-ray flare. A blazar a type of active galactic nuclei
with a relativistic jet oriented directly toward an observer. A follow-up analysis also found an excess of
high-energy neutrino events at the position of the same blazar between September 2014 and March 2015
[1]. This discovery supports the previously mentioned hypothesis that active galactic nuclei are possible
astrophysical sources for high-energy neutrinos.
Gravitational waves
Among the four fundamental forces, the gravitational force is the weakest and thus most challenging to
detect. However, gravitational waves provide information for the most compact regions of extremely high
mass or high energy density environments in the Cosmos. Since the first detection of gravitational signals
in 2015, a few dozens of compact binary coalescence events, most of which are black hole mergers, have
been published by LIGO. Gravitational waves have been used to pinpoint the locations for binary black hole
mergers and estimate parameters such as masses and spins for compact objects.
For an isolated system, both the mass and momentum are conserved. Therefore, the change in the
monopole or dipole for the mass distribution vanishes, and the lowest order contribution to the gravitational






where h̄ij spatial components of the trace reversed perturbation to the metric and Iij is the quadrupole
moment of mass distribution and r is the distance to the source. From the formula above, any mass
distribution with changing quadruple moment would emit gravitational waves. For perfectly spherically
symmetric objects, the quadruple moment vanishes and thus there would be no gravitational wave emission.
Common astrophysical sources for gravitational radiation include supernovae and compact binaries. How-
ever, gravitational wave emission from single point objects such as supernovae is anticipated to be weak due
to their approximately spherical mass distribution, and thus small quadrupole moment. Therefore detection
of gravitational waves from supernovae is only possible when the sources are within the galactic distance.
As a result, compact binary objects are by far the most prolific sources of gravitational waves.
Due to the loss of energy through gravitational wave emission, binary compact objects such as binary
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black holes approach each other faster and faster as they move closer and eventually merge into one object.
This process can be characterized by three distinct stages: the inspiral, the merger, and the ringdown of the
remnant black holes.
During the inspiral stage, the orbital separation between the binary compact objects is much larger than
their component sizes and thus the component objects can be treated as point particles. The evolution of the
compact of binaries in this stage is well approximated by the post-Newtonian (PN) formalism. PN solutions
are constructed on the Newtonian solutions by incorporating corrections from the higher orders of ✏ ⌘ v/c,
where v is the orbital velocity and c is the speed of gravity waves, and the Newtonian solutions are recovered
in the limit ✏ ! 0. As the binary compact objects spiral towards each other, the PN approximation breaks
down as the components can no longer be treated as point particles and the orbital velocity is comparable
to the speed of gravity waves.
The PN approximation is valid during the early inspiralling phase. After that, the full general relativistic
simulation of compact binary coalescence is needed. Several breakthroughs in numerical relativity (NR) for
binary black hole (BBH) simulation were published around 2005 [117, 21, 28]. Harnessing the ever-increasing
computational power, thousands of NR simulations for BBH have been performed. Still, the GW search
pipelines usually require a dense sampling across the parameter space, which is computationally intractable.
Therefore, e cient analytical models for GW waveforms that provide su cient accuracy are essential for
GW analysis. There are three main classes of analytical models for GW waveforms: e↵ective-one-body
(EOB) waveforms, phenomenological waveforms, and NR surrogates.
The EOB formalism approximates the two-body system with a test particle moving in an e↵ective metric.
The coe cients of the e↵ective metric are calibrated to PN and NR results. The EOB approach models both
the dynamics and the GW radiation of the compact binary coalescence. The EOB/NR comparison shows a
high level of agreement [38].
The phenomenological approach directly models the GW waveform itself in frequency space, without
considering the underlying physics. The GW waveforms are approximated with a simple analytic ansatz,
h(f) = Ae↵(f)ei eff(f),
where f is the frequency. Ae↵(f) and  e↵(f) are fitted separately to polynomials and a Lorentzian functions.
The phenomenological parameters in Ae↵(f) and  e↵(f) are then mapped to physical parameters with a
look-up table [19].
NR surrogates are linear interpolants of basis NR waveforms. This approach is based on the observation
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that gravitational waveforms have redundancy in the parameter space, and a small number of basis NR
waveforms from certain parameter space can be used to represent any NR waveform from the same parameter
space up to a user-specified error tolerance.
The three types of analytic models or interpolants are fast to evaluate and extensively used in GW search
and parameter estimation.
1.1.3 Prospects and challenges of multi-messenger astrophysics
A combination of multi-messengers enables a direct probe of di↵erent aspects of the fundamental physics
governing those astrophysical objects. For example, the di↵use backgrounds of cosmic rays, high-energy
neutrino, and gamma rays are expected to be related, and a MMA approach is essential for the determination
of their sources. Similarly, BNS mergers are sources for GWs, photons, and neutrinos, and a MMA approach
helps us to understand the mechanism for such systems. Detections or the absence of one messenger impose
constraints on the astrophysical processes of the sources. Furthermore, due to the fundamental di↵erence in
the underlying physics, each messenger provides complementary information about the universe, while also
having its own limitations,
• Electromagnetic observations enable the determination of physical characteristics such as temperature,
chemical composition, velocity, and redshift of distant astrophysical objects. However, they cannot
probe the center of dense systems such as BNS, BBH.
• GW observations open a new window to the electromagnetically dark universe, and provide oppor-
tunities to test the fundamental theory of gravity under extreme density conditions. However, GWs
are extremely weak, and thus therefore only extremely massive systems such as BBH mergers are
detectable.
• Cosmic rays travel at almost the speed of light, which is the condition that even the most powerful
hadron collider on Earth cannot create. Therefore, the study of cosmic rays itself is of scientific
importance. Furthermore, cosmic rays are theorized to be messengers of violent astrophysical sources
such as supernovae, active galactic nuclei. However, the event count for cosmic is usually low. For
example, The Pierre Auger Observatory in Argentina, records about 20 cosmic ray particle showers a
year. And, comic rays are only detectable within about 100Mpc.
• Neutrinos also only weakly interact with matter and thus can probe the denser region of compact
objects. However, the event count for neutrinos from compact sources such as BNS is usually low for
detectors such as IceCube.
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The multi-messenger approach brings together the diverse domain knowledge from particle physics, gen-
eral relativity, nuclear physics, astrophysics, compensating for the limitations of one messenger with the
advantages of another, and gives us a comprehensive probe into the distant universe, while putting to the
test the most fundamental theories of physics in the most extreme, dynamic and energetic regions ever known
to us.
Recent breakthroughs in MMA
• The first detection of GW event GW150914 was made in 2015 by LIGO [6], which firmly established
the existence of GW and for the first time confirms the existence of BBH. Since then, a few dozens
GW signals from BNS, NSBH, and BBH have been detected.
• In 2017, a BNS merger event GW170817 was detected along with its electromagnetic counterpart [12],
which is the first and only joint detection of GW and EM radiation.
• A high-energy neutrino event IceCube-170922A detected in 2017 by IceCube was traced back to the
blazar, TXS 0506+056 [1], which provides evidence that blazars are one source of high-energy neutri-
nos. And for the first time, neutrino observations were used to locate an object in space.
• A neutrino event IC191001A detected in 2019 was attributed to tidal disruption events (TDEs) [131],
which occurs when stars pass close to supermassive black holes and are pulled apart by the black hole’s
tidal force. This discovery suggests that TDEs are a source of cosmic high-energy neutrinos.
Challenges in MMA
The key to the MMA approach is the full exploitation of both physically and fiscally gigantic experimental
facilities. The data collected by those facilities need to be thoroughly analyzed by state-of-the-art analytical
tools to maximize the potential of MMA. However, the sheer volume of the MMA data poses immediate
challenges and potentially leads to underutilization of the facilities. For example, the next-generation elec-
tromagnetic survey will significantly increase the survey area and thus the volume of the image data, with
telescopes such as Large Synoptic Survey Telescope (LSST) generating more than 15 TB of data per day [96].
Furthermore, as the global network of LIGO detectors continues to expand, the volumes of the space they
probe will continue to increase. The anticipated merger rates for BNS and BBH are estimated to be 110-3840
Gpc 3yr 1 and 9.7-101 Gpc 3yr 1, respectively, at a 90% confidence level. For the NSBH scenario, the
estimated upper bound for the merger rate stands at 610 Gpc 3yr 1 [48]. Despite the anticipated increase
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in MMA data, the existing computational resources are already oversubscribed [20]. In response, there is an
urgent need to develop more e cient algorithms and data analysis tools to better utilize the MMA facilities.
In the context of GW analysis, the current low-latency GW search pipeline for binary compact system
relies on template matching algorithms that only probe a 4D signal manifold spanned by the components
mass (m1,m2) and the spins in the direction of the orbital angular momentum L, (sz1, s
z
2
). Since the GW
detectors supplies information for the larger 9D parameter space formed by components masses (m1,m2), 3D
spin vectors (s1, s2) and the orbital eccentricity e, the current GW search pipeline is by design suboptimal.
However, any linear increase in the dimension of the search space would lead to an exponential increase in
the computation cost, and since the current GW search pipeline already makes use of supercomputers and
the Open Science Grid [75, 76, 153], any further exponential growth in demand for computational resources
would be infeasible.
On the other hand, while binary compact coalescence is expected to be the “triple-messenger” sources
of gravitational waves, photons and neutrinos, so far there has been only one joint GW and EM discovery
of BNS merger GW170817, and there was no neutrino detection for this event (possibly due to the large
o↵-axis view [36]). Nonetheless, the early electromagnetic observations of BNS or NSBH provide important
information about ejected materials and r-process nucleosynthesis [108, 101, 100]. Thus, the MMA approach
benefits from prompt EM counterpart follow-up searches by wide-field telescopes on the trigger of GW
signals. However, the existing cyber-infrastructure is not coping well with the high speed and e ciency
demand of MMA, as demonstrated in the first joint GW and EM searches of GW171817, where the manual
follow-up EM observation campaigns did not start until ⇠ 8 hours after the BNS merger signal reached the
GW detectors [12], and at that time the EM sources were no longer available. This example shows the need
to issue the GW alert as early as possible to facilitate the follow-up multi-messenger search campaigns. GWs
from compact binary coalescence such as BNS can spend up to 15 minutes in the band of aLIGO and Virgo
detectors operating at design sensitivity [123], which means that in principle, for BNS or NSBH, the GW
signals can be detected much early before the merger. Therefore, a pre-merger GW detection for compact
binary coalescence can significantly improve the coordination of multi-messenger searches and further our
understanding of the astrophysical processes involved.
In summary, the MMA approach faces at least two outstanding challenges: (i) there is an urgent need
to develop faster and more e cient algorithms for low-latency GW searches in higher-dimensional signal
manifolds; and (ii) to e↵ectively search for the EM counterparts of GWs, we need to develop an early
warning system for GW signals. Developments of new algorithms and analysis tools are necessary steps for




This thesis aims to address the two outstanding computational challenges outlined in the previous section.
Just as the multi-messenger approach creates a synergy from multiple disciplines of physics, the MMA will
also benefit from the latest development in computational and data analysis fields. The explosive growth
of data in many applications means that on one hand, we have unprecedented access to a huge amount of
data that are previously unavailable, and on the other hand, we need to develop e↵ective tools to thoroughly
analyzed and interpret the “Big Data”.
Recently, applications of deep learning (DL) have made significant progress in fields such as signal
processing. The flexible design and minimal assumptions about the data structures make the DL approach
an ideal candidate for MMA data analysis. The DL algorithms are completely data-driven and work best
for a large amount of input data. Furthermore, the recent improvement in computational hardware enables
the exploration of more and more sophisticated neural network architectures and paves the way for the wide
adoption of deep learning techniques.
The convergence of MMA and ”Big Data” both poses a challenge and provides an opportunity. Encour-
aged by recent successes in the applications of deep learning to a wide range of data analysis problems, we
attempt to construct deep-learning-based algorithms to cope with two outstanding MMA challenges: the
urgent needs to develop (i) faster and more e↵ective algorithms for low-latency GW searches; and (ii) an
early warning system for GW signals that facilitates follow-up multi-messenger searches.
1.2.1 Previous work
Real-time GW detection
Over the last few years, the use of deep learning to enable real-time gravitational wave observations has been
extensively investigated [59, 63, 61, 55, 129, 93, 148, 106, 52, 91, 39, 102, 82, 124, 42, 78, 43, 23, 128, 79, 35,
150]. However, several challenges still remain. To name a few, (i) the real-time detection algorithms continue
to use shallow 2D or 4D signal manifolds which involves only the masses of the binary components (m1,m2)




); (ii) the detection algorithms proposed
in previous work have high false alarm rate. For example, the neural network architecture introduced in
[59, 63] has a false alarm rate of O(36) per hour. Thus there is a pressing need to develop deep learning
models that reduce the false alarm rate without sacrificing the detection power; (iv) as an upgrade of
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current cyber-infrastructure, there is an urgent need to provide a unified platform for the demonstration and
deployment of real-time GW detection algorithms.
Pre-merger GW detection
A step beyond real-time gravitational wave detection would be the development of algorithms that identify
gravitational wave signals before the merger takes place, then trigger electromagnetic and astro-particle
follow-up searches. Pre-merger detections are possible for sources such as BNS systems, since the GW
signals can stay in aLIGO’s or Vergo’s sensitivity band for up to 15 minutes [123]. Previous work on
pre-merger GW detection is rare, and existing early warning systems are all based on implementations
of matched filtering [29, 123, 97]. However, the proposed template-matching algorithms in previous work
assume stationary Gaussian noise, with GW signals recolored to match advanced LIGO and advanced Virgo
sensitivities. This assumption might lead to sub-optimal searches since the real LIGO is highly non-stationary
and non-Gaussian. Therefore, it is necessary to develop new algorithms that are fine-tuned to the strain
data of real LIGO noise.
Signal extraction
Prompt multi-messenger search campaigns require rapid and accurate sky localization of GW sources. Such
localization algorithms often rely on triangulation methods that make use of clean GW strains [50]. Thus,
it is necessary to develop algorithms that can be used to extract clean GW signal strains from noisy LIGO
data. Recent e↵orts have focused on the use of recurrent neural networks (RNNs) [24, 72] combined with
auto-encoders, dictionary learning and principal component analysis to denoise burst-like GWs, i.e., short
duration (O(10 1second)) signals with large signal-to-noise ratios (SNRs) [95, 137, 126]. While recurrent
auto-encoders have been proven to outperform principal component analysis and dictionary learning both
in signal reconstruction accuracy and computational e ciency [126], it has been di cult to extend these
algorithms to denoise O(second-long) GW signals.
1.2.2 Contributions
This thesis addresses some outstanding issues in previous work with novel deep-learning-based algorithms
and the contributions are as follows.
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Real-time GW detection
Chapter 3 showcases the performance of a DL-based real-time detection system by identifying all binary
black hole mergers reported during advanced LIGO’s second and third observing runs with very low false
alarm rate compared to previous work. Specifically, when tested on 200 hours of advanced LIGO data, the
system is capable of clearly identifying real events, while also significantly reducing the false alarm rate to
just 1 for every 2.7 days of searched data. And all the false alarms were caused by loud glitches in Livingston
data.
In sum, Chapter 3 introduces a DL-based real-time detection system that
• samples a 4-D signal manifold consisting of quasi-circular, spinning, non-precessing binary black hole
mergers.
• is able to detect all the real binary black hole mergers in open-source data from the second and third
observing runs available at the Gravitational-Wave Open Science Center [141].
• was tested on 200 hours of open-source advanced LIGO noise and is able to clearly identifies real events
in this benchmark dataset, while reported only three false alarms that are associated with loud glitches
in Livingstone data.
• is fast and e cient, and capable of processing data on a single GPU.
Pre-merger GW detection
Chapter 4 introduces a DL-based GW early warning system that provides pre-merger alerts for binary
neutron star mergers to facilitate follow-up multi-messenger observation campaigns. The new approach is
able to provide early warnings up to 30 seconds before the merger. In the case of GW170817, this approach
provides an early warning 10 seconds before the merger despite the presence of significant noise anomalies.
Furthermore, in Chapter 5, leveraging the complex and rich structure of eccentric GW signals, the same
DL-based approach is shown to be able to predict the merger of eccentric signals embedded in advanced
LIGO data up to two minutes before the merger event. Even in the case of binary black holes that may or
may not have electromagnetic counterparts, the novel approach is capable of forecasting the mergers by the
virtue of the rich structure of the eccentric gravitational waves.
Signal extraction
Chapter 6 reports a novel deep learning approach that can be used to extract BBH GW signals whose length
is ⇠ 10x longer, and whose SNR are significantly lower, than what previous algorithms can handle.
The new approach can reliably extract the clean GW signals embedded in simulated Gaussian noise or
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real LIGO noise for BBH GW events that span a wide range of masses and SNRs with high accuracy. The
extracted clean GW strains can be used as input to sky localization algorithms [50] and facilitate follow-up
multi-messenger observations.
1.2.3 Summary of main sections
Real-time GW detection
Chapter 3 presents a deep-learning-based real-time GW detection system. As the Advanced LIGO and
Virgo gradually increase their sensitivities, so does the number of reported events. However, due to the
computationally-intensive nature of the matched-filtering GW detection algorithms, the full potential of the
improvements in GW detectors has not been fully realized. The goal of this project is to capitalize on the
recent advances in data analysis driven by deep learning to develop a real-time GW detection algorithm
that is fast and energy-e cient. It was well-established that the choice of neural network architecture is
critical to the performance of the neural networks. Wavenet has demonstrated extraordinary performance
in time-series-related projects Therefore, in this study, Wavenet is adapted for real-time detection purposes.
Data from both Livingston and Hanford detectors are fed into the neural networks. Each input channel
will be handled separately by an independent Wavenet, and the result will be aggregated by final convo-
lutional layers. After that, a sigmoid transformation is applied to map the output values to the range of
[0, 1], Which can be intuitively interpreted as whether at a certain input time step. The inputs to the neural
network are one-second-long segments of the strain data, with two channels from Livingston and Hanford
detectors. The outputs of the neural network are time series of the same lengths but only with one channel,
indicating the probability that a GW signal is present at a particular time step.
PyCBC is used to generate spinning BBH coalescence with the model SEOBNRv3T. The total mass
range is from 5 solar masses to 100 solar masses. The mass ratio is from 1 to 5, and the aligned spins are
between  0.8 and 0.8. 80% of the generated data will be used for training and the remaining 20% will be
used for testing. GW templates were injected into real LIGO noise sampled at 16384Hz.
Because our approach is based on supervised learning, for each input sample, we also need to provide the
corresponding ground-truth label. The ground-truth label has the same length as the input data segment.
For each of the input time steps, if the signal is present and is before the merger, that time step will be
labeled 1. Otherwise, it will be labeled 0. Thus for each input sample with GW signal, the corresponding
ground-truth labels will be a string of 1’s and 0s, where the change from 1 to 0 indicates the place of the
merger. To ensure the signal exists long enough in the input sample, the merger will always be placed in
the second half of the noisy input.
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Also, to ensure the net can properly tell the di↵erence between noise and signal, 60% of the inputs during
the training are pure LIGO noise without GW signals.
Pre-merger GW detection
Chapter 4 and 5 introduces a deep neural network that provides up to 2 minutes early warning for compact
binary coalescence. The optical counterparts for binary neutron star (BNS) mergers, also known as kilonovae,
contain important information about the ejected materials and r-process nucleosynthesis. An early warning
or pre-merger gravitational-wave detection enables electromagnetic observations of the prompt emission,
with large field-of-view, deep-imaging telescopes.
In this project, PyCBC was used to generate GW waveforms for compact binary mergers. The sample
rate is 16384 Hz. 80% of the generated data will be used for training and the remaining 20% will be used for
testing. To simulate real GW events, GW templates were injected into real LIGO noise sampled at 16384Hz.
First, a LIGO data segment of 4096s will be picked and whitened. Second, the power spectral density (PSD)
from the same LIGO data segment will be used to whiten a GW template of choice. Then, the amplitudes
of both the whitened LIGO noise and templates will be adjusted to mimic di↵erent signal-to-noise ratio
(SNR) scenarios. Finally, the whitened and rescale LIGO noise and GW templates will be added together
and normalized to have a standard deviation (STD) of one. Then the spectrograms of 8s simulated GW
templates with real LIGO noise injection from both Livingston and Hanford observatory will be used as
inputs to ResNet. Deep transfer learning is then used to train the ResNet to recognize the pattern of chirps
on spectrograms indicating the presence of GW signals.
Signal extraction
Chapter 6 introduces a Wavenet-based denoising neural network that can be used to extract signals from
inputs contaminated with raw LIGO noise, produce denoised time-series signals that resemble numerical
relativity (NR) waveforms, from which we can further infer information about the source of GW signals.
Since BBHs provide the most abundant source of GW sources thus far, the method is tested on GWs




Artificial intelligence (AI) is a thriving multi-disciplinary field with the goal of bringing human-like intelli-
gence to machines. While there is a lack of quantitative definitions for what exactly intelligence is (which
have di↵erent interpretations in di↵erent fields), the general approach is to design artificial systems that are
capable perform certain tasks. Among the di↵erent approaches for AI, learning-based methods have gained
popularity in recent years due to the minimal assumptions about the nature of the task to be performed
and the availability of large amounts of data. learning-based algorithms have internal parameters that can
be adjusted during the training process, to better adapt to the training data according to certain metrics.
The format of data is closely related to the task under consideration. For example, in image recognition
problems, the data are usually RGB images, and in voice recognition problems, the data are time series of
the recorded voice. In this work, the time series of strain data from LIGO observatories are used.
There are usually certain relations in the data under consideration, and this relation can be important for
the task to be performed. For example, if the task is to classify images into felines and canines, then certain
arrangements of pixels would be associated with felines more often, while other arrangements of pixels would
be associated with canines more often. Thus, if the probabilistic view of the data is adopted, we can assume
that the data follow a fixed probability distribution. In the previous example, we can assume that the pixel
values in the image for felines follow a fixed but unknown probability distribution, and each sample from
this distribution would give us a pixelated image of feline. Similarly, the pixel values for images of canines
would follow a di↵erent probability distribution. From the probabilistic perspective, the di↵erence between
the probability distributions in pixel values for feline and canine images is what distinguishes felines and
canines. For the classification tasks, each class has its own distribution that generates data with certain
features. The training set is a collection of samples from di↵erent distributions, and the goal of the learning
algorithms is to estimate the distribution of each class from the training samples.
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2.1 Supervised learning
The classification problem is one important application of supervised learning. The learning is supervised
in the sense that the relation to be learned is specified in the training samples, i.e., there is a one-to-one
correspondence between a class and a sample from the class in the training data. In other words, the samples
in the training set are labeled. In this case, the goal is the learning algorithms is to learn a mapping from
the samples to the corresponding labels. From the previous example, the samples would be the images of
felines and canines and the relation to be learned the mapping from the images to the labels of feline or
canine.
Formally, we use a random vector X ✓ Rn to represent samples such as images or time series, where
n is the size of the random vector. In the cases of pixelated images, n is the total number of pixels in
an image. For time series, n is the length of the time series that is used as the input. The corresponding
label is represented by a discrete random variable Y . For a binary classification problem, Y is assumed
to take value in the set {0, 1} that represents two classes. In general, for a classification problem with K
classes, Y would take values in the set {0, 1, ...,K  1}. We assume X follows a distribution with probability
density function (pdf) fX(x), x 2 Rn, and Y follows a distribution with probability mass function (pmf)
fY (y), y 2 {0, 1, ...,K   1}.
From the predictive point of view, the goal of the learning algorithms is to find a classifier f : X ! Y ,




1f(x) 6=yfXY (x, y)dxdy,
where fXY (x, y) is the joint distribution of X and Y , and 1f(x) 6=yfXY is an indicator function that takes
the value of one when the predicted label f(x) is not equal to the true label y, and zero otherwise.




where P(Y |X) is the conditional distribution of Y given X. It can be shown that the Bayes classifier is
the best classifier, in the sense that the Bayes classifier minimizes the classification error. The classification
error for the Bayes classifier L(f⇤) is called the Bayes rate.
Up to this point, we have assumed that Y is a discrete random variable. However, in many applications,
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we would like to predict a real-value Y given some input X. In those applications, we can assume that Y
takes values in R and has a pdf fY (y), y 2 R. As a convention, the prediction problem where Y is real-valued
is called a regression problem. For regression problems, the performance for a predictor is often measured
by mean squared error (MSE),
L(f) = E(f(X)   Y )2 =
Z
(f(x)   y)2fXY (x, y)dxdy.
The regression function, defined as,
f⇤(x) = E(Y |X = x),
is the minimum MSE predictor, as among all the predictors, it has the minimum MSE.
In general, for certain predictor f : X ! Y and fixed loss function l(f(x), y), the expected loss is,
L(f) = E[l(f(X), Y )].
The optimal predictor f⇤ is the one that minimize L(f), f⇤ = argminfL(f)
In learning problems, the true distributions for the random variablesX and Y is not known, and therefore,
we are not able to directly calculate the optimal predictor. However, we have access to training data
(X,Y )n = (X1, Y1), ..., (Xn, Yn) independently sampled from the unknown distributions, i.e., (Xi, Yi), i 2
{1, ..., n} are independent and identically distributed (i.i.d.). A learning algorithm A would take the (X,Y )n
as input and output an predictor f̂ = A((X,Y )n). The expected loss of f̂ is then,
L(f̂) = E[l(f̂(X), Y )] =
Z
l(f̂(x), y)fXY (x, y)dxdy. (2.1)
However, since we do not have access to the pdf fXY (x, y), the learning algorithm can only minimize the












where H is called the hypothesis class, i.e., the set of candidate predictors over which we optimize the
empirical loss. The hypothesis class is usually a set of parameterized functions. For example, a linearity
assumption would constrain the hypothesis class to,
H = {f : f(x) =  x+  0}.
Fix   and  0 would also fix a function in the hypothesis class. In this case, the learning algorithm would
equivalently return f̂⇤ = argmin
( , 0) L̂(f( , 0)).
In deep learning, the hypothesis class usually consists of parameterized functions with layered structure
of the form,
fw(x) = fwn(fwn 1(· · · fw1(x))).
The hypothesis classes of this form is also called the neural networks, and n-the number of layers-is
referred to as the depth of the neural network. fwi(x), i 2 {1, ..., n} itself usually has a parameterized form.
For example, we can choose the form, fwi(x) = g(wix). Here, wi is a matrix, and x is an input vector. g(·)
is some fixed non-linear function. Popular choices of g(·) include max{·, 0} (also known as ReLU), tanh(·),
etc.
2.2 From learning to generalization
In the previous, we discuss a learning algorithm that returns the optimal solution to the empirical risk.
However, a naive implementation of Eq. (2.3) would cause overtraining, where the expected loss, L(f̂),
is much higher than the empirical loss L̂(f̂). The restriction of the minimization to a hypothesis class H
would introduce the so-called inductive bias. Let the minimum of Eq. (2.1) be L⇤ and the minimum in the
hypothesis class H be L⇤(H). Therefore L⇤(H)   L⇤. The equality is achieved only when the minimizer
happens to be in H. L⇤ represents the inherent predictive di culty of the problem, while L⇤(H) reflects
additional error introduced when we restrict the optimization to the hypothesis class. Another source of
error is due to the fact that we replace the true distribution with the empirical distribution. In sum, we
have the excess risk,
L(f̂⇤)   L⇤ = L(f̂⇤)   L⇤(H) + L⇤(H)   L⇤.
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We have then decomposed the excess risk of Eq. (2.3) into two parts: L(f̂⇤)   L⇤(H) is called the
estimation error, since it captures the error resulting from replacing the true distribution with the empirical
distribution. The estimation error is caused by the imperfect estimation of the expected loss with the empir-
ical loss, thus it depends on both the sample size and the complexity of the hypothesis class. L⇤(H) L⇤ is
the approximation error, which is caused by the inductive bias introduced when we restrict the minimization
to the hypothesis class H. The approximation error is solely determined by the choices of the hypothesis
class.
Because we want to use the predictor returned by the learning algorithms on new samples not included in
the training set, the expected loss is a better metric than the empirical loss. Thus, a good learning algorithm
should return a predictor with as small excess risk as possible. However, we face a trade-o↵ between the
estimation error and the approximation error. On one hand, choosing a large hypothesis class reduced the
inductive bias and decrease the approximation, however, excess in the complexity of the hypothesis classes
often result in overtraining, which means larger estimation error. On the other hand, a small hypothesis
class could reduce the estimation error at the expense of a larger approximation error, since we are imposing
more assumptions on the hypothesis classes.
A ‘good’ learning algorithm should balance the estimation error and the approximation error by choosing
a ‘good’ hypothesis class. Much of the e↵orts in machine learning has been devoted to the empirical search
of ‘good’ hypothesis classes that are rich enough to provide good candidates for predictors, while are also
compact enough without introducing excessively high estimation errors.
2.3 Convolutional neural network (CNN)
The design of hypothesis classes frequently depends on prior knowledge about the problem under consider-
ation. In recently year, a hypothesis class with embedded symmetries has gain popularity due to its success
in the many image recognition tasks [87, 83]. In Sec. (2.1), we introduce a deep neural network of the form,
fw(x) = fwn(fwn 1(· · · fw1(x))). (2.4)
where fwi(x) = g(wix), wi is a matrix, x is an input vector, and g(·) is some fixed non-linear function.
This design is also called a fully connected neural network, since the computation of each element in the
current layer takes into consideration the contributions of all elements in the previous layer when the matrix
wi is full rank. However, when the size of the vector x and the number of layers n are large, the resulting
hypothesis class can be very large, and thus potentially leads to large estimation errors. We can significantly
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reduce the size of the hypothesis class if we further constrain the form of the matrix wi. Specifically, in many
applications, even if we do not know the underlying distribution of the training sampling, we still have some
prior knowledge such as certain symmetries in the underlying distribution. Indeed, if we assume that the
underlying distributions have the properties of being locally rotational and translational invariant, then we
can impose locality on the design of the matrices wi, i.e., when computing the value for an element in some
layer, only use elements in the previous layer that are local to the element to be computed. Furthermore,
under the assumption of rotational and translational invariance, we can let the elements in the same layer
share the weights, i.e., are the elements in the same layer would share a smaller and local weight matrix
wi. This restriction on wi would not increase the approximation error if the symmetry assumptions about
the underlying distribution are at least approximately correct, while the estimation error can potentially be
significantly decreased due to the reduction in the size of the hypothesis class. The resulting neural networks
are commonly referred to as CNNs.
For the problems investigated in this research, the symmetry assumptions about the underlying data





This chapter has been published as Ref. [152]
3.1 Introduction
The advanced LIGO [132] and Virgo [18] detectors have reported over fifty gravitational wave observations
by the end of their third observing run [17]. Gravitational wave detection is now routine. It is then timely
and necessary to accelerate the development and adoption of signal processing tools that minimize time-to-
insight, and that optimize the use of available, oversubscribed computational resources.
Over the last decade, deep learning has emerged as a go-to tool to address computational grand chal-
lenges across disciplines. It is extensively documented that innovative deep learning applications in industry
and technology have addressed big data challenges that are remarkably similar to those encountered in grav-
itational wave astrophysics. It is then worth harnessing these developments to help realize the science goals
of gravitational wave astrophysics in the big data era.
The use of deep learning to enable real-time gravitational wave observations was first introduced in [59]
in the context of simulated advanced LIGO noise, and then extended to real advanced LIGO noise in [63, 61].
Over the last few years this novel approach has been explored in earnest [55, 129, 93, 148, 106, 52, 91, 39,
102, 82, 124, 42, 78, 43, 23, 128, 79, 35, 150]. However, several challenges remain. To mention a few, deep
learning detection algorithms continue to use shallow signal manifolds which typical involve only the masses
of the binary components. There is also a pressing need to develop models that process long datasets in real-
time while ensuring that they keep the number of misclassifications at a minimum. This article introduces
the use of deep learning ensembles to address these specific issues.
We showcase the application of this approach by identifying all binary black hole mergers reported during
advanced LIGO’s second and third observing runs. We also demonstrate that when we feed 200 hours of
advanced LIGO data into our deep learning ensemble, this method is capable of clearly identifying real
events, while also significantly reducing the number of misclassifications to just 1 for every 2.7 days of
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searched data. When we followed up these misclassifications, we realized that they were loud glitches in
Livingston data.
3.1.1 Executive Summary
At a glance the main results of this article are:
• We introduce the first class of neural network classifiers that sample a 4-D signal manifold that describes
quasi-circular, spinning, non-precessing binary black hole mergers.
• We use deep learning ensembles to search for and detect real binary black hole mergers in open source
data from the second and third observing runs available at the Gravitational-Wave Open Science
Center [141].
• Our deep learning ensemble is used to process 200 hours of open source advanced LIGO noise, finding
that this methodology: (i) processes data faster than real-time using a single GPU; (ii) clearly identifies
real events in this benchmark dataset; and (iii) reports only three misclassifications that are associated
with loud glitches in Livingstone data.
This paper is organized as follows. Section 3.2 describes the architecture of the neural networks used to
construct the ensemble. Section 3.3 summarizes the modeled waveforms and real advanced LIGO noise used
to train the ensemble. We summarize our results in Section 3.4, and outline future directions of research in
Section 3.5.
3.2 Neural Network Architecture
It is now well established that the design of a neural network architecture is as critical as the choice of
optimization schemes [118, 119]. Based on previous studies we have conducted to denoise real gravitational
wave signals [149], and to characterize the signal manifold of quasi-circular, spinning, non-precessing, binary
black hole mergers [80, 78], we have selected WaveNet [142] as the baseline architecture for gravitational wave
detection. As we describe below, we have modified the original architecture with a number of important
features tailored for signal detection.
3.2.1 Primary Architecture
WaveNet [142] has been extensively used to process waveform-type time-series data, such as raw audio
waveforms that mimic human speech with high fidelity. It is known to adapt well to time-series of high
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sample rate, as its dilated convolution layers allows larger reception fields with fewer parameters, and its
blocked structure allows response to a combination of frequencies ranges.
Since we are using WaveNet for classification instead of waveform generation, we have removed the
causal structure of the network described in [142]. The causal structure of WaveNet is modeled with a
convolutional layer [83] with kernel size 2, and by shifting the output of a normal convolution by a few time
steps. However, in this paper we adopt convolutional layers with kernel size 3, so that the neural network will
take into consideration both past and future information when deciding on the label at the current time step.
We also dilate the convolutional layers to get an exponential increase in the size of the receptive field [142].
This is necessary to capture long-range correlations, as well as to increase computational e ciency. By
construction, WaveNet utilizes deep residual learning, which is specifically tailored to train deeper neural
network models [70]. The structure of WaveNet is described in detail in [142]. Below we describe tailored,
WaveNet-based architectures for gravitational wave detection.
3.2.2 WaveNet Architecture I
Model I processes Livingston and Hanford strain data using two independent WaveNet models. Then the
output of the two WaveNets is concatenated, and fed into the last two convolutional layers. Finally, a sigmoid
transformation is applied to ensure that the output values are in the range of [0, 1]. The network structure
is shown in Figure 3.1.
3.2.3 WaveNet Architecture II
Model II is essentially the same shown in Figure 3.2.2, except that the input now consists of 1s long strain
data sampled at 4096 Hz. Additionally, we reduce the depth of the model by cutting down to 4 residual
blocks, and reduce the number of filters, and revert back to kernel size 2.
3.3 Data Curation
In this section we describe the modeled waveforms used for training, and the strategy followed to combine
these signals with real advanced LIGO noise.
3.3.1 Modeled Waveforms
We train our neural networks using SEOBNRv3 waveforms [111]. Our datasets consist of time-series waveforms









































Figure 3.1: Architecture of our WaveNet detection algorithm. The input and output are tensors of shape
batch size ⇥ 1 ⇥ model, where model = {16384, 4096}.
circular, spinning, non-precessing, binary black hole mergers. Each waveform is produced at a sample
rate of 16384Hz and 4096Hz. The parameter space covered for training encompasses total masses M 2
[5M , 100M ], mass-ratios q  5, and individual spins sz{1,2} 2 [ 0.8, 0.8]. The sampling of this 4-D
parameter space is shown in Figure 3.2. It is worth pointing out that even though these models cover a total
mass range M  100M , our models are able to generalize, since they can clearly identify the O3 event
GW190521, which has an estimated total mass M ⇠ 142M  [16].
We consistently encode ground truth labels for waveforms in a binary manner, where data points before
the amplitude peak of every waveform are labeled as 1, while the data points after the merger are labelled
as 0. In other words, the change from 1’s to 0’s indicates the location of the merger.
3.3.2 Advanced LIGO noise for training
We prepare the noise used for training by selecting continuous segments of advanced LIGO noise from the
Gravitational Wave Open Science Center [141], which are typically 4096 seconds long. None of these
segments include known gravitational wave detections. These data are used to compute noise power spectral
density (PSD) estimates [140] that are used to whiten both the strain data and the modeled waveforms.
Thereafter, the whitened strain data and the whitened modeled waveforms are linearly combined, and a
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broad range of signal-to-noise ratios are covered to encode scale invariance in the neural network. We then
normalize the standard deviation of training data that contain both signals and noise to one.
We also encode time-invariance into our training data, which is critical to correctly detect signals in
arbitrarily long data stream irrespective of their locations. For every one second long segments with injections
used for training, the injected waveform is located at a random location, with the only constraint that its
peak must locate inside the second half of the 1s-long input time series. To improve the robustness of the
trained model, only 40% of the samples in the training set contain GW signals, while the rest 60% samples
are advanced LIGO noise only.
We present a more detailed description of the training approach for Model I and Model II below.
Training for Model I
Model I is trained on three 4096s-long data segments with starting GPS time 1186725888, 1187151872, and
1187569664. After we whitened the three segments separately with the corresponding PSD, we truncated
122s-long data from each end of the segment to remove edge e↵ects. The neural network trained this way
is able to successfully detect the gravitational wave events GW170104, GW170729, GW170809, GW170814,
GW170817, GW170818, GW170823, GW190412.
This neural network is also able to detected GW170608 and GW190521 after further trained on advanced
LIGO data close to these two events. Specifically, to detect GW170608, the neural network is further trained
on two 4096s-long data segments with starting GPS time 1178181632, and 1180983296. Similarly, to detect
GW190521, the neural network is further trained on the 2048s-long data segments around GW190521.
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The input to the neural network is a 1s-long 16384Hz data segment, with two channels from Livingston
and Hanford observatories. The output of the neural network has one channel and is of the same length as
the input. The output is 1 when there is signal at the corresponding location in the input, and 0 otherwise.
To ensure that signals contaminated by advanced LIGO noise generate long enough responses, we make
sure that the flat peak of the neural network output is located in the second half of the 1s-long input. In
other words, when there is a signal in the second half of the 1s-long input, the ground-truth output would be
a peak of width of at least 8192. Furthermore, to ensure that all possible signal peaks appear in the second
half of the input data segment, we feed the test data into the neural network with a step size of 8192, i.e.,
we crop out 1s-long data segment of size 16384 every 8192 data points.
To constrain the output of the neural network in the range [0, 1], we apply the sigmoid function s(x) =
1/(1 + exp( x)) element-wise on the final output from neural network, as shown in Figure 3.1. We use the
binary cross entropy loss to evaluate the prediction of the neural network when compared to ground-truth
values. Finally, to avoid possible overfitting, we augment the training data by reversing the 1s-long data
segments in the time dimension with a probability of 0.5.
Training for Model II
Model II did not require fine-tuning on advanced LIGO data around any specific events, i.e., it was able to
detect all O2 and O3 events after the initial round of training which, as mentioned above, consisted of three
4096s-long data segments with starting GPS time 1186725888, 1187151872, and 1187569664. Furthermore,
data augmentation of training data by randomly reversing the 1s long input strains was not employed.
Figure 3.3: Post-processing output of Model I, left panel, and Model II, right panel, for the event GW170809.
Notice that we have zoomed in to show the neural network response in the vicinity of the waveform signal.
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3.3.3 Optimization Methodology
Model I The neural networks are trained on 4 NVIDIA K80 GPUs in the Bridges-AI system [154], and also
on 4 NVIDIA V100 GPUs in the Hardware Accelerated Learning (HAL) deep learning cluster [107], with
PyTorch [113]. We use ADAM [81] optimization, and binary cross entropy as the loss function. The weight
parameters are initialized randomly. The learning rate is set to 10 4.
Model II Model II is trained on 8 NVIDIA V100 GPUs in the HAL cluster [107] with Tensorflow [2],
once again using ADAM [81] optimizer with binary cross entropy as the loss function. Similarly, the weights
are initialized randomly, the initial learning rate is set to 10 4, and a step-wise learning rate scheduler is
employed to attempt a more fine-grained convergence to a minima of the loss function.
3.3.4 Post-processing
Once the models process advanced LIGO strain data, their outputs are post-processed as follows.
Post-processing for Model I
In the training set, for all input samples with gravitational waves, their labels will always have 1’s before
the merger and 0’s after the merger, and because we always place the merger in the second half of the input
time series, the length of the 1’s will be at least 8192. Therefore, if the input 1s-long data strain contains a
gravitational wave, the output of the neural network would be a peak with a height of 1 and a width of at
least 8192. Based on this setup, the output of the neural network will be further fed into the o↵-the-shelf
peak detection algorithm find peaks provided by SciPy. The algorithm will then output the locations of
possible peaks that satisfy the conditions of at least 0.9995 in height and 8192 in width. To avoid possible
overcounting, we also assume that there is at most one signal in a 5s-long window. Furthermore, since a
GW signal will induce a flat (all 1’s) and wide (at least 8192 in length) peak in the neural network output,
we also use an additional criterion that 94% of the outputs between the left and right boundaries of the
detected peak be greater than 0.99 to further reduce the false alarms. To showcase the application of this
approach for real events, the left panel of Figure 3.3 presents the output of Model I for the event GW170809.
Post-processing for Model II
In the post-processing, the conditions for find peaks algorithm were changed to 0.99993 and 2048 for height
and width respectively. Also, the additional criterion was relaxed so that only 95% of the outputs between
the left and right boundaries of the detected peak be greater than 0.95. The right panel of Figure 3.3 presents
the post-processing output of Model II for the event GW170809.
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Post-processing of deep learning ensemble
Finally, we combine the output of the deep learning models to identify noise triggers that pass a given
threshold of detectability for each model. We do this by comparing the GPS times for all triggers between
each model. By definition (in the separate post-processing for each model), each model can only produce
at most one trigger every 5 seconds. Hence, when combining the triggers from the two models, any triggers
more than 5 seconds apart can be dropped as random False Alarms. In fact, since each model is extremely
precise at identifying the merger location, we apply a much stricter criterion, namely, i.e., any triggers more
than 1/128 seconds apart between the two models are dropped as False Alarms, whereas triggers within
1/128 seconds of each other are counted as a single Positive Detection.
In the following section we use this approach to search for gravitational waves in minutes, hours, and
hundreds of hours long real advanced LIGO data.
3.4 Results
Figure 3.4: Detection output of our deep learning ensemble for GW170104, top left; GW170818, top right;
GW190412, bottom left; and GW190521, bottom right. Notice that our ensemble identifies all these events
with no false positives in minutes and hour-long datasets.
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In this section we present results for the performance of our deep learning ensemble to search for and
detect binary black hole mergers in O2 and O3 data. These results are summarized in Figures 3.4, and
Figure 7.2 in Appendix A.
Figure 3.4 shows that our deep learning ensemble can detect O2 and O3 events without any additional
false positives in the minutes or hour-long datasets released at the Gravitational-Wave Open Science
Center containing these events. Similar results may be found in Figure 7.2 in Appendix A. To the best of
our knowledge this is the first time deep learning is used to search for and detect real events, while also
reducing the number of false positives at this level, in hours-long datasets. Notice also that our method can
generalize to detect events that are beyond the parameter space used to train our neural networks. This is
confirmed by the detection of GW190521, bottom right panel in Figure 3.4, which has an estimated total
mass M ⇠ 142M , whereas our training dataset covered systems with total mass M  100M .
While this is a significant result, it is also essential to benchmark the performance of our approach using
much longer datasets. We have done this by processing 200hrs of advanced LIGO noise from August 2017.
We feed these data into our deep learning ensemble to address two issues: (i) the sensitivity of the ensemble
to real events in long datasets; and (ii) quantify the number of false positives, and explore the nature of
false positives to gain additional insights into the response of our deep learning ensemble to both signals and
noise anomalies. The results of this analysis are presented in Figure 3.5.
Figure 3.5: Output of our deep learning ensemble upon processing Livingston and Hanford data between
August 5-16, 2017. This methodology identifies the two real events contained therein, while also indicating
the existence of three false positives, associated to loud glitches in the Livingston channel. Every tick
represents a day. These data were processed within 14 hours using 4 NVIDIA V100 GPUs.
At a glance, Figure 3.5 indicates that our approach identifies two real events contained in this 200hr-long
dataset, namely, GW170809 and GW170814. These two events are marked with red lines in Figure 3.5. We
also notice that our ensemble indicates the existence of three additional noise triggers, marked by blue and
yellow lines, which are worth following up.
We have looked into these three noise triggers to figure out why they were singled out by our deep
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learning ensemble. We present spectrograms and the response of Model II to these events in Figure 3.6.
As shown in the left panels of this figure, all three false positives are caused by loud glitches in Livingston
data. Another interesting result we observe in these panels is that the response of our deep learning models
to these false positives is di↵erent to real events, as shown in the bottom panels of Figure 3.6; see also
Figure 3.3. Note that the response of our neural networks for real events is sharp-edged, whereas the neural
networks’ response to noise anomalies is, at best, jagged. This is an additional feature that may be used to
tell apart real events from other noise anomalies.
In summary, we have designed a deep learning ensemble that can identify binary black hole mergers in
O2 and O3 data. Our benchmark analyses indicate that our ensemble can process 200 hrs of advanced LIGO
noise within 14 hours using one node in the HAL cluster, which consists of 4 NVIDIA V100 GPUs. We
have found that this approach identifies real events in advanced LIGO data, and produces 1 misclassification
for every 2.7 days of searched data. We have also found that our ensemble can generalize to astrophysical
signals whose parameters are beyond the parameter space used for training, which furnishes evidence for the
ability of our models to generalize to new signals.
This new method lays the foundation for the design of a production scale deep learning pipeline for
gravitational wave searches, which we will present in an upcoming publication.
3.5 Conclusions
We have introduced neural networks that cover a 4-D signal manifold that describe quasi-circular, spinning,
non-precessing binary black hole mergers. We have shown that the use of deep learning ensembles enables
the detection of O2 and O3 binary black hole mergers. We have also demonstrated that when this method
is applied to hundreds of hours of advanced LIGO noise, we can identify real events contained in these
data nearly ten times faster than real-time, with the additional advantage of reducing the number of false
positives to about one for every 2.7 days of searched data.
Future work will build upon this framework, enlarging the parameter space so as to cover a wider range of
astrophysical sources that are detectable by advanced ground-based detectors, including binary neutron stars
and neutron star-black hole mergers, the latter being enhanced by early warning detection methods [150]. As
data associated with new gravitational wave detections become available through the Gravitational-Wave
Open Science Center, it will be feasible to better tune detection thresholds in these models, which at
this point are experimental in nature. In brief, deep learning methods are at a tipping point of enabling
accelerated gravitational wave detection searches.
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Figure 3.6: Left panel: normalized L–channel spectrograms around three false positives and GW170809.
Right panel: as left panel, but now for the detection output of Model II.
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Chapter 4
Gravitational wave forecasting of
neutron star mergers
This chapter has been published as Ref. [150]
4.1 Introduction
Multi-messenger observations of gravitational wave sources provide a wealth of information about their as-
trophysical properties and environments. For instance, gravitational wave and electromagnetic observations
of the binary neutron star GW170817 [11] provided new insights into the equation of state of supranuclear
matter, the cosmic factories where the heaviest r-procese elements are produced, and the progenitors of
short-gamma ray bursts and kilonovae [12, 130, 8, 135, 103, 138]. This and future multi-messenger ob-
servations will continue to advance our understanding of fundamental physics, gravitation, cosmology and
astrophysics [49, 15, 125, 53, 25, 14].
The rationale to design and deploy a coordinated multi-messenger and multi-wavelength follow-up frame-
work has been persuasively discussed in the literature [13, 65, 99, 73]. The plethora of studies conducted for
GW170817, which involved dozens of observatories in every continent that covered all messengers and the
entire range of the electromagnetic spectrum, have shown that future multi-messenger discoveries depend
critically on the development of prompt response or early warning systems to obtain a full understanding of
astrophysical events. [27]
To further emphasize this point, early warning systems go beyond the development of algorithms for
real-time detection of gravitational wave sources, which could then be used to trigger electromagnetic and
astro-particle follow-ups. A step beyond real-time gravitational wave detection consists of the development
of algorithms that identify gravitational wave signals in real gravitational wave data before the merger takes
place. Such an idea and implementation in the context of template-matching algorithms, using stationary
Gaussian data recolored to advanced LIGO and advanced Virgo sensitivities, was introduced in [123].
In this article we introduce the use of deep learning time-series forecasting to identify the presence of grav-
itational wave signals in advanced LIGO data. This approach provides pre-merger alerts for binary neutron
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star mergers to facilitate prompt multi-messenger observation campaigns. We tested this novel approach
by injecting modeled binary neutron star waveforms in advanced LIGO data, finding that deep learning
forecasting is able to provide early warnings up to 30 seconds before merger. In the case of GW170817,
deep learning forecasting provides an early warning 10 seconds before merger. It is worth pointing out that
our deep learning model issues this early warning even when the data are contaminated by significant noise
anomalies, as in the case of GW170817.
This article is organized as follows. Section 4.2 describes the deep learning model used for time-series
forecasting, the modeled waveforms and advanced LIGO noise used for training and testing. We summarize
the results of this study in Section 4.3. We outline future directions of work in Section 4.4.
4.2 Methods
In this section we describe the use of time-series forecasting in the context of gravitational wave detection.
We provide a succinct description of the waveform approximant and the advanced LIGO noise used to train
and test these algorithms.
4.2.1 Spectrograms
Spectrograms provide a visual representation of the frequencies that make up a signal as it evolves in time.
Figure 4.1 shows the spectrogram of a (1.4M , 1.4M ) binary neutron star signal, as described by the
IMRPhenomD NRTidal approximant [41] at a sample rate of 16384Hz. This modeled waveform has been
injected in advanced LIGO’s second observing run data.
Figure 4.1: Left panel: modeled waveform of a (1.4M , 1.4M ) binary neutron star. This signal is produced
by the IMRPhenomD NRTidal approximant at a sample rate of 16384Hz. This modeled waveform in injected
in advanced LIGO’s second observing run data. Right panel: spectrogram of the waveform signal shown in
the left panel.
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Binary neutron stars usually exhibit long-duration chirp signals, as shown in Figure 4.1. This property makes
them a useful tool to forecast the merger event, and produce an early warning alert of an imminent event
that may be accompanied by electromagnetic counterparts. We explore this idea in the following sections
to produce early warnings of multi-messenger sources.
4.2.2 Chirp-pattern recognition with deep learning
We use chirps in spectrograms to forecast the presence of gravitational wave signals in advanced LIGO
data. We do this by training a deep neural network, ResNet-50 [69], to search for chirp-like signatures in
spectrograms. To begin with, we apply deep transfer learning to a pre-trained ResNet-50 model, which is
provided by PyTorch [114]. The inputs to ResNet50 are the spectrograms of 8s-long advanced LIGO strain
data from both the Livingston and Hanford observatories. These spectrograms are stacked together to form
an image of two channels. Since the pre-trained ResNet50 provided by PyTorch takes input images with
3 (RGB) channels, we padded the third channel of our spectrogram images with zeros. The output of the
pre-trained ResNet50 is a number in the range [0, 1], which indicates the probability of the presence of a
chirp signal in the input spectrogram.
4.2.3 Data Curation
Modeled waveformsWe use PyCBC [109] to produce 60s-long modeled waveforms with the IMRPhenomD NRTidal
approximant at a sample rate of 16384Hz. We cover the parameter space m{1,2} 2 [1M , 5M ]. The wave-
forms are randomly split into a training set (16250 waveforms) and a test set (4051 waveforms). The wave-
forms are then rescaled and injected into real advanced LIGO Livingston and Hanford noise to simulated
binary neutron star signals over a broad range of signal-to-noise ratios (SNRs).
Advanced LIGO noise For training we use 4 segments of open source advanced LIGO noise [141]. These
4096s-long segments, sampled at 16384Hz, from the Livingston and Hanford observatories start with GPS
times 1186725888, 1187151872, 1187569664, and 1186897920. The 4096s-long LIGO strain data segments
with starting GPS time 1186725888, 1187151872, 1187569664 are used for training, while the one with GPS
starting time 1186897920 is used for testing.
For each of the 4096s-long LIGO strain data segments, we first calculate the corresponding power spectral
density (PSD), and use it to whiten both the strain data and the waveform templates we plan to inject.
We also rescale the amplitudes of the whitened templates and add 8s-long whitened LIGO strain data and
templates together to simulate di↵erent SNRs. Finally, the standard deviation of the LIGO strained data
with signal injections is normalized to one. The spectrograms are calculated from 8s-long simulated signals
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from the Livingston and Hanford observatories.
The spectrograms are calculated with the spectrogram function provided by SciPy. We use a blackman
window size of 16384, and a step size of 1024. The resulting spectrogram is of size 8193 ⇥ 113, where 8193
is the size in the frequency domain and 113 is the size in the time domain. We also apply an element-wise
log transformation on the spectrograms to accentuate the chirp patterns.
Since the goal for the trained ResNet-50 is to predict binary neutron star mergers based on information
we process during the inspiral phase, we only used data from 20Hz to 150Hz on the spectrograms. This
approach speeds up both the training and the inference. It follows that the input to ResNet-50 is an image of
size 130⇥113 with three channels, where the first two channels are spectrograms calculated from Livingston
and Hanford data, and the third channel is padded with zeros.
4.2.4 Training strategy
The ResNet-50 model provided by PyTorch is pre-trained with ImageNet [40] data that spans 1000 classes.
We changed the last fully connected layer of the default ResNet-50 so that the output is a number in the
range [0, 1], instead of an array of size 1000.
As mentioned above, we consider 60s-long signals with component masses m{1,2} 2 [1M , 5M ], injected
in advanced LIGO data, and which describe a broad range of SNRs. Furthermore, since we focus on early
detection, we consider the evolution of these signals as they sweep through a gravitational wave frequency
range between [20Hz, 150Hz]. We use these datasets to produce a spectrogram dataset to train ResNet-50
using a batch size of 256, and a learning rate of 10 4.
To improve the robustness of the trained ResNet-50, 50% of the input spectrogram images contain no
signals, while 25% have simulated signals only in one of the Livingston and Hanford observatories, and the
remaining 25% have signals in both Livingston and Hanford strain data. We trained the ResNet-50 using
4 NVIDIA V100 GPUs with the ADAM [81] optimizer.
4.3 Results
To test the performance of our early warning model, we searched for patterns associated with the existence
of gravitational waves in spectrograms. As mentioned above, this search cover the frequency range [20Hz,
150Hz]. We used a sliding window of 8s, with a step size of 1s, that is applied to the first 50s of the
spectrograms. Notice that in the preparation of our training dataset, the first 50s of the modeled waveforms
describe the pre-merger evolution. The output of our deep learning model provides the probability of the
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Figure 4.2: Deep learning forecasting for binary neutron stars in advanced LIGO data. An astrophysically
motivated sample of binary systems and signal-to-noise ratios show that deep learning identifies signals in
real data up to 30s before merger.
existence of a gravitational wave in input spectrogram.
Figure 4.2 presents a summary of our results. We consider four cases to illustrate how early our deep
learning model predicts the existence of signals in advanced LIGO noise. We notice that deep learning
forecasts the existence of binary neutron star signals in advanced LIGO data up to 30s before merger. As
expected, the neural network performs best for signals that have SNRs similar to GW170817.
4.3.1 GW170817
We have put at work our forecasting model in the context of GW170817 data. Using available, open source,
advanced LIGO data for this event, we have found that our approach predicts the existence of this event
10s before merger. We have considered two datasets, one including the well known noise anomaly that
contaminated this event (top panel in Figure 4.3), and one without this glitch (bottom panel in Figure 4.3).
Our results clearly show that deep learning forecasting is not a↵ected by this noise anomaly.
35
Figure 4.3: Top panel: deep learning forecasts the existence of GW170817 ten seconds before merger.
Notice that the prediction is not a↵ected by the existence of a significant noise anomaly at merger, marked
by t = 0s in the spectrogram. Bottom panel: our deep learning early warning system predicts the existence
of GW170817 by processing real LIGO data that does not include the noise anomaly in the vicinity of
t = 0s. The top-right and bottom-right panels show that deep learning forecasting is not a↵ected by the
noise anomaly present in GW170817 data.
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Figure 4.4: Right panel: forecasting results for neutron star-black hole systems with component masses
(5M , 1.4M ) spanning a broad range of signal-to-noise rations. Right panel: as left panel but now for
(5M , 2.1M ) binaries.
4.3.2 Neutron star-black hole binaries
We finish these analyses with an application of our early warning system in the context of neutron star-
black hole systems. We consider two cases, that describe systems with component masses (5M , 1.4M )
and (5M , 2.1M ). As before, we inject the signals describing these binaries in advanced LIGO data, and
consider a number of SNRs. Figure 4.4 shows that our deep learning model can forecast the existence of
these systems in advanced LIGO data up to 30s before merger for (5M , 1.4M ) with SNR ⇠ 30, and up to
20s before merger for (5M , 2.1M ) with SNR ⇠ 30. In other words, the method we introduce in this paper
may be used to obtain early warnings up to 30s before the binary components coalesce. This information
may in turn be used to enable time-sensitive electromagnetic follow-ups of binary neutron stars and neutron
star-black hole systems. These results are very promising, and warrant the extension of this approach to
other astrophysical scenarios of interest.
4.4 Conclusions
We have introduced the first application of deep learning forecasting for the detection of binary neutron
stars. We have also presented an application of this framework in the context of neutron star-black hole
systems. Our results indicate that deep learning may provide early warnings up to 30s before merger. When
we apply this novel methodology for GW170817, we found that deep learning forecasts the existence of this
event 10s before merger. Our approach is robust to the presence of glitches, as we report for this event.
These results lay the foundation for the construction of a deep learning forecasting method that can provide
early warnings to enable rapid electromagnetic follow-ups.
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Chapter 5
Gravitational Wave Forecasting of
Eccentric Compact Binary
Coalescence
This chapter is mainly based on Ref. [151]
5.1 Introduction
Multi-Messenger observations that combine the gravitational and electromagnetic spectra [11, 12, 130, 8,
135, 103, 138] have provided revolutionary insights about the nature of gravity, the engines that power
short gamma ray bursts, cosmology and fundamental physics [49, 15, 125, 53, 25, 14]. These remarkable
discoveries provide a glimpse of what Multi-Messenger Astrophysics may accomplish once gravitational wave
detectors reach their design sensitivity, and they work in unison with electromagnetic and astro-particle
observatories to observe the transient universe with unprecedented precision [13, 65, 99, 73]. To realize these
goals, however, there is an urgent need to develop signal processing tools and computing frameworks that
turn computational grand challenges in the big-data era into unique opportunities to enable new modes of
data-driven discovery [73, 99, 65].
In the realm of gravitational wave observations, some recent developments include the production of
early warning systems to forecast the merger of Multi-Messenger sources using template-matching methods
in the context of simulated advanced LIGO noise [123], and third generation ground-based detectors [110].
Deep learning methods have emerged as a powerful tool to capitalize on their unique features to process
data at scale, with similar performance of traditional signal processing tools, but at a fraction of their
computational cost. Deep learning methods have evolved rapidly in gravitational wave astrophysics, ranging
from the first algorithms that were proposed to enable real-time gravitational wave detection with advanced
LIGO noise [60, 64, 58], to the production of sophisticated neural networks that: (i) span the same signal
manifold of traditional low-latency pipelines; (ii) process hundreds of hours of advanced LIGO noise faster
than real-time with just a handful of GPUs; (iii) and identify real events with a minimal number of false
positives in real advanced LIGO noise [152]. Going a step beyond real-time detection, deep learning has also
been used to forecast the merger of quasi-circular binary neutron stars and black hole-neutron stars systems
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in real advanced LIGO noise [150].
To date, neural networks have been developed in the context of quasi-circular gravitational wave sources,
even though some of these models have been used to explore the detection of eccentric binary black hole
mergers [122]. To further advance the development of deep learning methods to enable time-sensitive Multi-
Messenger observations, in this paper we introduce the first class of neural networks that are trained and
tested using modeled waveforms that describe binary neutron stars, neutron star-black hole mergers, and
binary black hole mergers that cover a broad eccentricity range, e  0.9. Furthermore, these neural network
models target a significantly much more challenging task than gravitational wave detection, i.e., we demon-
strate that our deep learning models can predict the merger of eccentric signals embedded in advanced LIGO
data from a few seconds up to two minutes before the merger event.
This study is motivated by a number of considerations. For instance, we have demonstrated that, in the
context of quasi-circular binaries, deep learning may be used to identify in advanced LIGO noise the existence
of gravitational waves that describe binary neutron stars and stellar mass black hole-neutron star mergers
up to 30 seconds before merger [150]. We have applied this method to forecast the merger of the binary
neutron star system GW170817 ten seconds before merger using open source advanced LIGO data available
at the Gravitational Wave Open Science Center [141]. These results then naturally lead to a number
of questions, i.e., can we train neural networks that further improve forecasting results for quasi-circular
mergers by leveraging the complex and rich structure of eccentric signals using advanced LIGO noise? If
these improvements are indeed possible, how fast can we predict the merger of multi-messenger sources that
may exist in dense stellar environments, such as neutron star merger or stellar mass black hole-neutron
star systems? Furthermore, in the case of binary black holes that may or may not have electromagnetic
counterparts, is it possible to forecast the merger of these events in virtue of the rich structure of the
gravitational waves that describe these events? We address these questions in this manuscript.
We organize this article as follows. Section 5.2 describes our deep learning algorithms, the modeled
waveforms and advanced LIGO noise used to train and test our models. We present our forecasting results
in Section 5.3. We analyze network quantization results in Section 5.4. We summarize our findings and
discuss future activities in Section 5.5.
5.2 Methods
In this section we provide information about the modeled waveforms and advanced LIGO noise used to
create our neural networks. We then describe how these models may be used to forecast the merger of
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compact binary systems in advanced LIGO noise.
5.2.1 Waveforms and advanced LIGO noise
Modeled waveforms We used the waveform model introduced in [47] to describe eccentric compact binary
systems. Even though this is an admittedly approximate model, it provides a complete description of the
systems’ dynamics, from inspiral to ringdown, and more importantly, it enables the modeling of highly
eccentric systems.
We have mentioned in previous studies that deep learning enables the generalization to new types of
signals, beyond the waveform set used for training. We show in this study that this assertion also holds
true when we compare the forecasting predictions of the networks introduced in this paper, with those that
we presented in [150], which were trained with the more sophisticated model IMRPhenomD NRTidal [41].
We quantified the performance of these two neural network models by forecasting the merger of the binary
neutron star system GW170817, finding that both neural networks present similar forecasting capabilities—
see Figure 5.3 below. These results indicate that while we should continue to use the best waveform models
available to train deep learning algorithms, neural networks may also be used to enable data-driven discovery
by guiding them towards the right answer with approximate models that describe complex physical processes.
The waveforms used in this study are produced at a sample rate of 16384Hz, and describe three types
of sources, namely, binary neutron stars, black hole-neutron star systems, and binary black hole mergers.
For binary neutron stars, the binary components span the range m{1,2} 2 [1M , 3M ], whereas for black
hole-neutron star systems we considered the range mBH 2 [3M , 15M ] and mNS 2 [1M , 3M ] for the
masses of the black hole and neutron star components, respectively. An important note to include in this
section is that while we trained a neural network model to forecast the merger of binary black hole systems
with component masses m{1,2} 2 [3M , 40M ], we found that such net provided inferior forecasting results
compared to the neural network that was originally trained to forecast black hole-neutron star systems. Upon
carefully examination, we realized that this behavior is due to the fact that forecasting depends critically
on information the neural network extracts from the inspiral phase, and in the case of binary black hole
systems, the inspiral phase tends to be significantly shorter and more attenuated than for black hole-neutron
star systems. Based on these findings, we use the neural network trained to forecast black hole-neutron star
systems to also forecast binary black hole mergers. We present a direct comparison between the two networks
in Section 5.3.
The waveforms in the training dataset cover the eccentricity range e  0.9, and are 160s long. These
waveforms are randomly split into training sets (12423 waveforms for binary neutron stars, 15593 for black
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hole-neutron star systems, and 10677 for binary black holes), and test sets (3075 waveforms for binary
neutron stars, 3882 for black hole-neutron star systems, and 2661 for binary black holes).
Advanced LIGO noiseWe have used four 4096s-long advanced LIGO noise segments, sampled at 16384Hz,
from the Hanford and Livingston channels. These segments have GPS starting times 1186725888, 1187151872,
1187569664, and 1186897920. The first three segments are used for training, while the last is used for testing.
All these open source data were obtained from the Gravitational Wave Open Science Center [141].
We rescaled and injected the waveform datasets described above into real advanced LIGO noise, using
both Livingston and Hanford data, to simulate eccentric mergers that span a broad range of signal-to-noise
ratios (SNRs). We standardized the datasets for training by normalizing the standard deviation of the
advanced LIGO strain data with signal injections.
5.2.2 Spectrograms of Eccentric Compact Binary Mergers
Spectrograms provide useful insights of the spectrum of frequencies of signals as they evolve in time. In
the left panel of Figure 5.1 we show a gravitational wave signal embedded in advanced LIGO O2 noise that
describes a binary neutron star with component masses m{1,2} = 1M , eccentricity e = 0.5 measured 150
seconds before merger, and SNR = 30. The right panel presents the corresponding spectrogram of this
signal, which we produced using SciPy.
Figure 5.1: Left panel: gravitational wave signal injected in advanced LIGO O2 noise that describes a
binary neutron star with component masses m{1,2} = 1M , eccentricity e = 0.5 measured 150 seconds
before merger, and SNR = 30. Right panel: spectrum of frequencies of the eccentric waveform signal shown
in the left panel.
Eccentric binary neutron stars have long-duration inspiral stages with periodic spikes in time domain, and
their spectral decomposition provides a rich spectrum of frequencies, as shown in the right panel of Figure 5.1.
We use the early inspiral-stage presence of the chirp patterns in the spectrograms to provide early warnings
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for imminent merger events, which may provide early warnings for potential electromagnetic follow-ups.
5.2.3 Chirp-pattern recognition with deep learning
We use a deep neural network to identify inspiral-stage chirp-like signatures in spectrograms, and provide
tens of seconds early warnings for a variety of compact binary systems.
Specifically, we use ResNet-50 [69] architecture pre-trained on ImageNet [40], implemented with PyTorch [114]
for our pattern recognition tasks. We produce and stack together spectrograms from 8s-long advanced LIGO
strain data to form an image of two channels with the first channel representing Livingston data, and the
second channel representing Hanford data. We then pad a third channel with zeros so that the final images
have three channels to match the ResNet-50 architecture. The three-channel images made from spectro-
grams will be used as the input to ResNet-50. We also modify the last layer of the original ResNet-50
design so that the output for input images is a single number from zero to one, indicating the probability
for the presence of chirp signals in the input spectrogram image.
To ensure the output for an input image is a number in the range [0, 1], we used the sigmoid function
defined as  (x) = 1/(1 + exp( x)). This function maps real numbers into the range of [0, 1], which can go
on be interpreted as the probability for the presence of chirp signals.
The spectrograms from 8s-long strain data are produced with a blackman window size of 16384, and a
step size of 1024. The generated spectrograms have a size of 8193 ⇥ 113 in the frequency and time domain,
respectively. As a part of the pre-processing step, we also take the element-wise log transformation of the
spectrograms to accentuate the chirp patterns. All the spectrograms are produced using the spectrogram
function provided by SciPy.
Since the neural networks are trained to identify inspiral-stage chirp patterns in the spectrograms, we
can truncate the spectrograms above 150 Hz to reduce the size of the input images. We also remove the
parts below 20 Hz, which are dominated by low-frequency noise. Therefore, the actual size of the images
used as the inputs to the trained neural network is 130 ⇥ 113 with three channels as stated above.
5.2.4 Training strategy
We separately trained two ResNet-50s on eccentric binary neutron star and black hole-neutron star systems
datasets, as described in Section 5.2.1. We followed the same training strategy for both cases.
As mentioned above, we first injected clean waveforms into advanced LIGO noise data to simulate noisy
signals with di↵erent SNRs. Then we produced spectrograms from those stimulated gravitational wave
events to generate input images for ResNet-50. Finally, we trained ResNet-50 using a batch size of 256, and
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a learning rate of 10 4 with the ADAM [81] optimizer. The training and testing was done using 4 NVIDIA
V100 GPUs.
For robust performance, we exposed the neural network to a variety of scenarios during the training.
Specifically, 50% of the input spectrogram images contain no gravitational waves, while 25% have simulated
signals only in either Livingston or Hanford data, while the remaining 25% have waveform signals in both
Livingston and Hanford data.
5.2.5 Quantized neural networks
We have explored the use of quantized neural networks to enable forecasting at the edge in view of their
compact size and power e ciency.
To quantize our fully trained ResNet-50 models, post-training static quantization is used to convert
the weights and activations of the models from 32-bits to 8-bits representation. We utilize quantization
tools provided by PyTorch to perform static quantization. First we define a ResNet-50 model and insert
a quantization layer at the beginning and a de-quantization layer at the end for handling the input and
output tensors during inference. The weights of our trained FP32 model are then loaded into the new model
definition. Layer fusions are performed to fuse Conv2D, BatchNorm, and ReLU modules when possible to
obtain better performance.
We prepared our networks for inference by collecting statistics for each layer input, running calibration
for the quantized model, and quantizing the trained weights into INT8. Asymmetric linear quantization
is used here to scale and o↵set the values in activation tensors. The calibration step adjusts the scales
and o↵sets to minimize accuracy loss due to quantization. The spectrogram images used for this step are
randomly selected from the testing dataset, and only 30 images are required to fully calibrate the quantized
parameters. After the networks have been quantized, we use Intel Xeon E5-2620 CPU with AVX2 support
as the backend for running the quantized networks.
As we show below, our quantized networks have the same forecasting performance of regular neural
networks, but are 4x more compact and 2.5x faster. These features promote them as ideal tools to enable
gravitational wave forecasting at the edge.
5.3 Results
We present results for three types of sources, binary neutron stars, black hole-neutron star systems, and
binary black hole mergers. As mentioned above, our neural networks are used to search for patterns in
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spectrograms that characterize eccentric compact binary mergers. We used a sliding window of 8s, with a
step size of 1s, that is applied to the spectrograms generated from strain data that are up to 160s long.
The data within the sliding window are fed into the neural networks, and the neural networks output the
probability for the existence of a gravitational wave signals in advanced LIGO noise.
5.3.1 Eccentric Binary Neutron Stars
Our first set of results comprise binary neutron stars with component masses 1M   m{1,2}  2.1M ,
eccentricities e  0.9, and SNR 2 {10, 30}. These results are presented in Figure 5.2. Additional results
may be found in Figure 7.2. At a glance, we find that deep learning can identify the existence of gravitational
waves that describe eccentric binary neutron stars in advanced LIGO noise from a few seconds up to two
minutes prior to merger.
An extensive body of research in the literature argues strongly for the modeling of eccentric binary
neutron stars, and the new physics that may be learned by detecting these sources [44, 112, 46, 45, 89,
66, 31, 32, 147, 146, 155, 156]. This new tool provides the means to enable such observations, and to even
forecast when such objects may coalesce. If flybys during the inspiral evolution produce tidal disruptions with
electromagnetic counterparts [139], then deep learning forecasting may help associate these electromagnetic
observations with the physics of eccentric neutron star systems.
As we mentioned before, while we should endeavor to train neural networks with accurate waveform models,
and if possible with numerical relativity surrogate models, it is not clear whether we may be able to produce
su cient numerical relativity waveforms to densely sample the high-dimensional signal manifold of gravita-
tional wave sources to calibrate semi-analytical waveform models or to train numerical relativity surrogates.
This is the case for eccentric mergers. We only have a handful of eccentric numerical relativity waveforms,
and most of them describe moderately eccentric systems [74, 120]. In view of these considerations, we have
used the semi-analytical, eccentric waveform model introduced in [47] to train our networks. We have as-
sessed whether this choice a↵ects the performance of our network in known scenarios, e.g., for the forecasting
of the binary neutron star system GW170817, which we were able to forecast by training a neural network
using the IMRPhenomD NRTidal waveform approximant. In Figure 5.3 we show that the neural networks
introduced in this paper and those we presented in [150] have the same forecasting capabilities. In other
words, we may be able to search for and find waveform signals with complex morphology if we use the best
waveform models at hand, even if they provide an approximate description of the physics involved.
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Figure 5.2: Deep learning forecasting for eccentric binary neutron star signals injected in advanced LIGO
O2 data. The rich structure of these signals enables neural networks to forecast the coalesce of these events
up to two minutes in advance.
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Figure 5.3: Forecasting of the binary neutron star GW170817 with a neural network trained with
IMRPhenomD NRTidal waveforms (Quasi-circular) and with eccentric waveforms produced by the model in-
troduced in [47] (Eccentric).
5.3.2 Neutron star-black hole binaries
In this section we present forecasting results for low stellar mass black holes with neutron stars, presented
in Figure 5.4; and stellar mass black holes with neutron stars, presented in Figure 5.5. Additional results
may be found in Figures 7.2 and 7.2.
These results indicate that deep learning forecasting works optimally for low mass black hole-neutron
star systems, since neural networks may issue early warnings up to 80 seconds before merger for systems with
component masses m1 = 5M  and m2 = 1.4M . As the mass of the black hole increases, the forecasting
prediction gradually transitions into real-time detection. This behaviour is expected due to several factors.
First, forecasting results are optimal for low mass black hole-neutron star systems because, as shown in
the left panel of Figure 5.1, the time evolution of the whitened waveform amplitude undergoes a gradual
increase as it nears merger. On the other hand, this evolution becomes more asymmetrical, characterized
by a sharp amplitude growth near merger, as we consider heavier black holes. As a result, the spectrograms
used to identify the existence of waveforms in advanced LIGO noise contain a wealth of information near
merger where the power is concentrated. In turn, neural nets become more confident of the existence of
these systems closer to merger.
5.3.3 Binary black hole mergers
Figure 5.6 shows that deep learning forecasting may identity the existence of eccentric binary black hole
mergers from real-time detection up to 20s before merger. This is very remarkable, since the complexity
that characterizes these signals provides an advantage to deep learning to not only detect them in real-time,
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Figure 5.4: Deep learning forecasting may enable the identification of eccentric black hole-neutron star
systems injected in advanced LIGO noise up to 80 seconds prior to merger.
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Figure 5.5: As Figure 5.4, but now considering heavier black holes.
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but to actually predict when the binary components will coalesce.
As the total mass of the binary systems under consideration grows, the signals naturally become shorter
and thus it becomes harder to forecast their merger. Indeed, forecasting naturally transitions into real-time
detection. In Figure 7.2 we present additional forecasting results for neural networks trained with eccentric
binary black hole signals. As we explained before, while the results presented in this section are superior in
terms of forecasting, those presented in Figure 7.2 provide superior quantitative results near merger.
5.3.4 Forecasting for the gravitational wave events GW190814 and
GW190412.
Finally, the results we present in Figure 5.7 for the events GW190814 and GW190412 are consistent with
the forecasting results we have produced for nearly circular black hole-neutron systems and binary black
hole systems, see Figures 5.5 and 5.6.
It is important to point out that we can still improve these predictions once more O3 advanced LIGO
noise becomes available. Notice that we are using neural networks trained with O2 noise, which we fine-tuned
through transfer learning using O3 noise. This approach was needed due to the scarcity of O3 advanced
LIGO noise. This is hurting the sensitivity of our models at this stage, but it may be readily addressed in
the near future once more O3 data are publicly released.
5.4 Quantized neural networks for rapid, energy e cient
forecasting
We compare the results of inference speed and error rate for un-quantized and quantized networks trained
with spectrogram images. Prior to quantization, the networks need to be calibrated using a set of testing
images. We randomly select 30 images from the testing data set to yield the optimal scales and zero points for
activation tensors. We select 1000 spectrogram images from the testing set to benchmark the performance.
After quantization, the inference latency of the quantized model is 8 ms per prediction, while that of the
un-quantized model is 20 ms per prediction, showing a 2.5x speedup. Here we use a batch number of 16,
which means the network predicts 16 images at a time to exploit the parallelism of the multi-core processor.
By converting the model parameters from floating-point to fixed-point representation, we can reduce the
overall model size by 4x, from 92 MB to 23 MB. Our results show that quantization does not negatively
a↵ect the inference accuracies, and, in our case, it is able to decrease the top-1 error rates as shown in
Table 5.1. The neural networks for binary neutron star and black hole-neutron star systems have the same
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Figure 5.6: Deep learning forecasting for eccentric binary black hole signals injected in advanced LIGO noise.
50
Figure 5.7: Application of our neural networks to forecast the merger of the events GW190814 and
GW190412.
model size and latency, as they are of the same model architecture but trained with di↵erent image data.
Figure 5.8 presents three forecasting results produced by our un-quantized and quantized networks.
We select one scenario from each of these three sources: binary neutron stars, black hole-neutron star
systems, and binary black hole mergers. As illustrated, the forecasting results produced by the quantized
network are very similar to those produced by the un-quantized network, but with a higher forecasting speed.
Furthermore, our quantized networks alleviate the high demand for computational and memory resources,
and, as a result, the power e ciency is increased for gravitational wave forecasting, which is extremely
critical for edge devices.
Table 5.1: ResNet-50 quantization results for binary neutron stars (BNS) and neutron star-black hole
(NSBH) systems
model top-1 err. params latency
BNS (FP32) 1.8 92 MB 20ms
BNS (INT8) 1.6 23 MB 8ms
NSBH (FP32) 22.1 92 MB 20ms
NSBH (INT8) 20.3 23 MB 8ms
5.5 Conclusions
We have introduced the first application of deep learning to forecast the merger of eccentric binary systems
in advanced LIGO noise. We have demonstrated that deep learning can learn the complex morphology of the
waveforms emitted by these systems to identify their existence in advanced LIGO noise from a few seconds
up to two minutes before merger.
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Figure 5.8: Deep learning forecasting for binary neutron stars, black hole-neutron star systems, and binary
black hole mergers in advanced LIGO data, from top to bottom respectively. The left panel shows results
produced by un-quantized networks, and the right panel shows results produced by quantized networks.
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These novel tools open a new way to search for compact binary systems that may reside in dense stellar
environments, but that due to their complex morphology are di cult to capture with other signal processing
tools.
With quantized neural networks, we can further improve the latency and the power e ciency of grav-
itational wave forecasting, making it suitable for edge computing, and enabling a broader cross section of




Gravitational Wave Denoising of
Binary Black Hole Mergers with Deep
Learning
This chapter has been published as Ref. [149]
6.1 Introduction
Gravitational wave (GW) observations of binary black hole (BBH) mergers with the LIGO [4, 132] and
Virgo [18] detectors is now a common occurrence [6, 5, 7, 10, 9, 133]. Extracting these time-series signals from
non-Gaussian and non-stationary noise requires a firm understanding of the astrophysical properties of GWs,
which is customarily obtained through numerical relativity (NR) simulations [33, 104, 85, 3, 134, 86, 104,
71, 77, 115]. On the other hand, characterizing noise in GW detectors is a daunting task. Its non-Gaussian
and non-stationary nature, combined with the fact that GW facilities undergo frequent commissioning to
further enhance their sensitivity, presents a formidable challenge to design robust models that can accurately
capture its statistical properties [62, 157, 116, 30]. Nonetheless, this work is critical to identify and excise
poor quality data segments, and noise anomalies that contaminate GW signals. Once this is done, GW
detection pipelines can provide robust estimates for the astrophysical parameters of GW sources, and their
significance.
While noise anomaly removal is customarily done in o↵-line GW searches, low-latency detection pipelines
also require data quality information to identify and remove, in real-time, noise anomalies that may prevent
the detection of GW events, and to accurately determine their nature, which is of central importance for
Multi-Messenger Atrophysics searches [11, 12, 37, 135, 8]. To complement this ongoing e↵ort, in this article
we present deep learning algorithms that are trained with raw advanced LIGO noise to identify GW signals
in realistic detection scenarios, and which upon removing the imprints of noise, produce denoised time-series
signals that resemble NR waveforms. Given that BBHs represent the most abundant source of GW sources
thus far [133], the analysis we present herein focuses on GWs produced by BBH mergers. When we apply
these algorithms to denoise several BBH waveforms that have been detected by the advanced LIGO and
Virgo detectors, we find that the output time-series data of our denoising algorithm reproduces with excellent
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accuracy the NR templates that optimally describe these GW sources. Furthermore, we also demonstrate
that when we contaminate NR templates with simulated noise anomalies, following [116, 115], and inject
these signals in real advanced LIGO noise, our denoising algorithm can tell apart between true GW waveform
signals and glitches.
Denoising gravitational wave signals in low-latency may be useful for a variety of tasks. First and
foremost, it may be readily applied to remove noise anomalies that contaminate or obscure true gravitational
wave signals. Once this is done, denoised GW signals may be used in conjunction with existing algorithms
to assess the significance of new detections. Furthermore, denoised time-series waveforms may be used to
compute fast time-domain overlap calculations with machine learning based waveform generators [143, 144] to
constrain the astrophysical parameters of the source, which in turn may be used to inform the construction of
physical priors for parameter estimation analyses, or to explore whether it is necessary to produce numerical
relativity waveforms to accurately describe an event that is beyond the scope of existing semi-analytical
waveform models.
This work aims to accelerate the convergence of novel signal-processing algorithms with GW astrophysics.
Recent accomplishments of this program include the demonstration of deep learning for the detection and
characterization of GW signals in simulated and real LIGO noise [59, 57, 56], the detection and characteri-
zation of higher-order waveform signals from eccentric BBH mergers [121], among many recent applications
of machine and deep learning for signal detection and source modeling [62, 34, 51, 67, 55, 54, 90, 126, 105].
In the specific context of signal denoising, recent e↵orts have focused on the use of recurrent neural
networks (RNNs) [24, 72] combined with auto-encoders, dictionary learning and principal component anal-
ysis to denoise burst-like GWs, i.e., short duration (O(10 1second)) signals with large signal-to-noise ratios
(SNRs) [95, 137, 126]. While recurrent auto-encoders have been proven to outperform principal component
analysis and dictionary learning both in signal reconstruction accuracy and computational e ciency [126],
it has thus far been di cult to extend these algorithms to denoise O(second-long) GW signals.
Motivated by the fact that ground-based GW detectors continue to enhance their sensitivity, thereby in-
creasing the time-window during which GW signals can be observed, we have exhaustively explored the use of
di↵erent types of neural network models, and have found that convolutional neural networks (CNNs) [87, 83]
are better suited to denoise BBH GW signals whose length is ⇠ 10x longer, and whose SNR are significantly
lower, than what existing state-of-the-art algorithms can handle.
We have tested our new CNN-based algorithm in a variety of scenarios, including the denoising of
GW signals in simulated Gaussian noise, and the denoising of true BBH GW signals in realistic detection
scenarios. These results represent the first application of deep learning to remove noise contamination from
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true BBH GW events that span a wide range of masses and SNRs. By computing the overlap between the
output of our denoising algorithms with the optimal NR waveforms that describe these signals, we furnish
evidence for the robustness and accuracy of this approach.
This article is organized as follows. We describe the properties of our deep learning denoising algorithm,
and the datasets used to train it in Section 6.2. Results for the denoising of GW signals in simulated and
real LIGO noise are presented in Section 6.3. We summarize out findings and future directions of work in
Section 6.4.
6.2 Methods
In this section we provide a succinct overview of the mathematical and statistical foundation of the signal
processing algorithms we have utilized for GW denoising. Thereafter, we describe the architecture and key
features of our neural network models, and the datasets we have used to train and test them to denoise
GWs, both in the context of simulated Gaussian noise and real LIGO noise.
6.2.1 Statistical foundations of Deep Learning Denoisers
Within the framework of statistical learning, a GW signal X can be modeled as a random process, indexed
by real time t. Since we use modeled one-second GWs sampled at 8192 Hz, we treat GWs as random vectors
of size 8192. We standardize our datasets by normalizing their peak amplitude so that the sample space ⌦
can be set to [ 1, 1]8192.
We assume that GWs follow some unknown but fixed joint probability distribution, with the probability
density function (pdf) fX(x). The GW signal contaminated by noise is denoted by Y , and follows some
unknown but fixed distribution fY |X(y|x) when conditioned on some clean signal x. Under these conventions,
the goal of denoising is to find a function h(·) that minimizes the expectation value of the mean square error
(MSE) of the recovered signal, namely
L(h) =
Z Z
kh(y)   xk2fY |X(y|x)dy
 
fX(x)dx , (6.1)
where h(·) is the denoising function. In most cases, we only know the empirical distribution f̂X(x) of X and




kh(y)   xk2f̂Y |X(y|x)dy
 
f̂X(x)dx . (6.2)
In practice, if the choice of h(·) is arbitrary, then finding an optimal solution is computationally unfeasible.
Therefore, we often restrict the searching space to a class of parameterized functions, hw(·), where w is a




The choice of the parameterized function class is critical to the success of any statistical learning algorithm.
In recent years, a deep-layered structure of functions has received much attention [88, 68],
hw(x) = hwn(hwn 1(· · ·hw1(x))), (6.4)
where n is the number of layers or the depth. Usually, we choose, hwi(x) = g(wix), where wi is a matrix, x
is an input vector, and g(·) is a fixed non-linear function, e.g., max{·, 0} (also known as ReLU), tanh(·), etc,
that is applied element-wise. This function class and its extensions, also dubbed neural networks, combined
with simple first-order optimization algorithms such as stochastic gradient descent (SGD), and improved
computing hardware, has lead to disruptive applications of deep learning [88, 68].
6.2.2 Neural network architecture
Empirically, it has been shown that a particular function class or network structure called WaveNet [142]
can be used to produce raw audio waveforms that mimic human speech with high fidelity. In view of
this realization, we have explored this architecture as a starting point to design a neural network model
to denoise GWs. Since we are using WaveNet for denoising purposes, instead of waveform generation, we
have removed the causal structure of the network. The causal structure of WaveNet is modeled with a
convolutional layer [83] with kernel size 2, and by shifting the output of a normal convolution by a few time
steps. However, in this paper we adopt convolutional layers with kernel size 3, so that when denoising the
waveform at a certain time step, we take into account information from past and future time steps. We
also dilate the convolutional layers to get an exponential increase in the size of the receptive field [142].
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This is necessary to capture long-range correlations, as well as to increase computational e ciency. By
construction, WaveNet utilizes deep residual learning, which is specifically tailored to train deeper neural
network models [70]. The structure of WaveNet is described in detail in [142], and we provide a schematic
representation of its architecture in Figure 6.1. To demonstrate the robustness of the performance of WaveNet
for denoising, we consider two models with di↵erent sets of hyper-parameters, which we describe below.
Model I
For Model I, the dilated convolutional layers have dilations 20, 21, 22, 23, ...210. These 11 layers are stacked
as a block, which is repeated ten times. The non-dilated convolutional layers in the repeating blocks (Conv
1 ⇥ 1 in the boxes of Figure 6.1) each use a kernel size of 1. Furthermore, the numbers of input and
output channels are 128 for both dilated and non-dilated convolutional layers in the repeating blocks. The
penultimate convolutional layer (Conv 1 ⇥ 1 in the middle of Figure 6.1) has 128 input channels, and 64
output channels with kernel size 1. The last convolutional layer (rightmost Conv 1⇥ 1 in Figure 6.1) has 64
input channels, 1 output channel and kernel size 1.
Model II
We use a similar structure for Model II, except for the dilated convolutional layers, which now have dilations
20, 21, 22, 23, ...211. These twelve layers are stacked as a block and repeated six times. Additionally, the
number of input and output channels in the convolutional layers are increased from 128 to 256 and 64 to
128, respectively.
We have considered these two models to assess their robustness and accuracy to remove noise contami-
nation from GW signals. When applied in the context of simulated Gaussian noise or real LIGO noise, we
have found that the denoised time-series signals obtained from either model are identical. These findings,
shown below, demonstrate the robustness of WaveNet to denoise GW signals in realistic detection scenarios.
6.2.3 Data Curation
We trained our denoising algorithms using a catalog of GW signals that describe the inspiral, merger and
ringdown of non-spinning BBH mergers. We produced these waveforms using the NR surrogate waveform
family [26]. Each waveform is produced at sample rate of 8192Hz, and we consider the last second of evolution
of BBHs with component masses m{1,2} 2 [5M , 75M ], and mass-ratio q  10. The training dataset (9861
templates) samples this parameter space in steps of M , while the testing dataset (2459 templates) comprises
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Figure 6.1: Left panel: architecture of our WaveNet denoising algorithm. The input and output are tensors of
shape batch size⇥ 1⇥ 8192. As shown in the figure, we have stacked together several layers (boxed regions),
and that for each of these layers the dilation size is a power of 2, as shown in the bottom-right panel. Notice
that a skip connection also branches out from each layer to the final layers to improve the back-propagation
during the training. Bottom-right panel: dilated convolutional layers. The kernel size is 3, and zeroes are
padded to both sides of the input (not shown in the figure) to make sure that the output and input have
the same size. The dilation is set to be the power of 2. The figure shows convolution layers with dilations
1, 2 and 4, from the second lowest to the uppermost layer.
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We start the training stage by computing the Power Spectral Density (PSDs) of the noise, which is used
to whiten both the templates and the noise. Thereafter, we rescale the amplitude of the GW signals, and the
standard deviation of the noise to create scenarios that describe GWs over a wide range of SNRs. We then
add the rescaled templates and noise together, and normalize the standard deviation of data that contains
both signals and noise. The simulated noisy signals will be used as input, and the corresponding clean
signals will be used as targets during the training process. The actual output of our denoising algorithm is
an unwhitened waveform signal. In our results, we also present the corresponding whitened signals, both
denoised and true GW signals, to clearly show what portion of the denoised time-series signal is actually
detectable by the advanced LIGO detectors. To further enhance the robustness of the network, we have
incorporated time invariance, which basically ensures that the neural network can correctly identify and
denoise signals, irrespective of their location in the data stream.
Signals embedded in simulated Gaussian noise We followed the previous methodology using simulated Gaus-
sian noise, and setting LIGO’s Zero Detuned High Power (ZDHP) configuration as the target PSD [22].
Signals embedded in real LIGO noise Following well established methods to measure a noise PSD esti-
mate [140], and to encapsulate the actual sensitivity of the advanced LIGO detectors at the time true BBH
GW signals were observed, we use between 512 seconds and 4096 seconds of open source advanced LIGO
data around the GWs we want to denoise. It is worth noting that this PSD estimate only needs to be regen-
erated when there are significant changes in the detector’s noise PSD, as described in [140, 94]. In practice
this means that it su ces to compute a noise PSD estimate every 4096 seconds [140, 94], and use it to de-
noise on the fly any new GW events that are detected within the next 4096 second interval. Doing transfer
learning to continually update our neural network model with new data to capture any significant changes
in the detectors’ noise PSD is computationally inexpensive. One inexpensive GPU su ces to complete this
task within a few minutes. It is worth mentioning that this continuous training scheme is needed, since we
found that the noise PSD estimate we compute to denoise GWs in advanced LIGO’s first observing run was
significantly di↵erent to the noise PSDs we used to denoise GWs in advanced LIGO-Virgo’s second observing
run. This is expected, since the advanced LIGO detectors underwent a significant sensitivity upgrade at the
end of its first observing run.
Similarly, we have followed the above description for the training and testing procedure, with the di↵er-
ence that we now use open source LIGO noise, available at the Gravitational Wave Open Science Center [92].
We work with the 16384Hz LIGO noise, and downsample it as appropriate.
The neural networks are trained on 4 NVIDIA K80 GPUs with PyTorch [113] using ADAM [81]
optimized method. The weight parameters are initialized randomly. The learning rate is set to 10 3 initially
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and reduced to 10 4 when the MSE loss plateaus.
6.3 Results
We have tested our denoising algorithm in the context of simulated Gaussian noise, and in realistic detection
scenarios using raw LIGO noise. The first set of results is presented in the following section.
6.3.1 Simulated Gaussian noise
Assuming that h represents the output of our denoising algorithm, s the ground truth (clean GW signal),
and defining Sn(f) as LIGO’s ZDHP PSD [22], and h̃(f) as the Fourier transform of h(t), the noise-weighted







with f0 = 15Hz and f1 = 4096Hz. Additionally, the normalized overlap is defined as






ĥ = h (h|h) 1/2 , (6.7)
where ŝ[tc, c] indicate that the normalized waveform ŝ has been time- and phase-shifted. Under these
considerations, we have used the normalized overlap to quantify the accuracy with which our denoising
algorithm can reconstruct GW signals contaminated by simulated Gaussian noise.
Figure 6.2 presents the normalized overlap between denoised signals and their clean counterparts for BBH
populations with matched-filtering SNR = 9 (top left panel) and SNR = 12 (top right panel). A sample
waveform embedded in noise for each BBH population is presented in the bottom panels. These results
indicate that the output time-series signals of our denoising algorithm reproduce the true features of clean
GW templates with overlaps O   0.97 across the BBH parameter space for noisy signals with SNR   12.
These results were obtained with Model I. Results using Model II are presented in Figure ??. A direct
comparison between these two sets of results confirm that variants in the architecture of our neural network
models produce consistent results, providing evidence for their robustness and stability when applied to
denoise GW signals.
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Figure 6.2: Top panels: normalized overlap between the output signal of our denoising algorithm (Model I),
and the corresponding clean signals using BBH populations with matched-filtering SNR = 9 (left panel) and
matched-filtering SNR = 12 (right panel). Bottom panels: sample signals from each corresponding BBH
population shown in the top panels.
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6.3.2 Real LIGO Noise
We have put at work Model I and Model II to denoise true BBH GW signals in real LIGO noise. We present
one set of results, since the overlap between the denoised signals produced by either model, and the clean
target signals, are consistent within 1%.
The data selected for denoising corresponds to that in which the events are observed with the largest
SNR. This choice is motivated by the results presented in Figure 6.2, which indicate that larger SNR values
improve the waveform reconstruction.
Figure 6.3 presents the output of our denoising algorithm when applied to real advanced LIGO noise
that contains four di↵erent BBH events. We distill these set of results in two cases. The first one comprises
GW signals that describe the GW events GW150914, GW170104 and GW170814. To denoise these GW
signals, we fed into our denoising algorithm a one second-long advanced LIGO data segment that contains
the GW under consideration. The output of our denoising algorithm for each of these events is shown in
the top panels of Figure 6.3. It is important to clearly delineate the realm of applicability of our results,
since our deep learning algorithm provides a realistic description of the data when the GW signal is actually
detectable by advanced LIGO. Thus, to clearly exhibit the portion of the denoised data that may be used
for data analysis studies the mid-panels of Figure 6.3 show the whitened true GW signal and the whitened
output of our denoising algorithm. The bottom panels in this Figure show the overlap between the output
of our denoising algorithm, within its realm of applicability, and the NR templates that optimally describe
these signals [136, 84]. We notice that in all cases O   0.99. We have selected these systems to consider a
broad range of masses, mass-ratios and SNRs of recently detected BBH mergers. These results show that
deep learning can provide unwhitened time-series data which may facilitate rapid analyses to constrain the
parameter space that describes BBH mergers.
There are several important aspects of our denoising algorithm that we want to exhibit with the GW event
GW170608. This is a low mass BBH merger with moderate SNR [9]. As shown in the time-frequency power
maps of the LIGO strain data produced for this event in Figure (1) at [9], and the spectrogram we have
produced with data available at the Gravitational Wave Open Science Center [92] in Figure 6.4, we notice
that the characteristic chirping morphology of the BBH evolution is rather intermittent, as opposed to the
smooth, continuous time-frequency tracks observed in other GW events [6]. Therefore, based on the loudness
and low total mass of GW170608, we would expect to observe these signatures in the output time-series
data of our denoising algorithm. Our results, presented in the bottom panel of Figure 6.4, and the third
bottom panel (from left to right) in Figure 6.3, demonstrate that this is exactly what we observe in our
denoised GW170608 signal, namely, at lower frequencies our denoised signal stays in phase with the optimal
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Figure 6.3: Top panels (from left to right): denoised signals from the binary black hole mergers GW150914,
GW170104, GW170608 and GW170814. Middle panels: overlap between whitened denoised signals and the
whitened optimal numerical relativity templates, according to matched-filtering GW detection pipelines [136,
84]. Bottom panels: overlap between denoised signals and the optimal numerical relativity templates,
according to matched-filtering GW detection pipelines [136, 84].
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Figure 6.4: Top panel: time-frequency representation of the GW170608 signal. Bottom panel: time-series
denoised signal produced by our deep learning algorithm. Notice that the reconstruction of the denoised
signal is determined by the loudness of the signal and the sensitivity of the detector.
NR template that, according to matched-filtering algorithms, reproduces GW170608 [136, 84]. As the BBH
system nears merger, the power of the signal drops significantly, which is reflected in the reconstruction of
our denoised signal. During this time window, localized around t ⇠  0.2 seconds in the bottom panel of
Figure 6.4, our denoised signal goes out of phase and amplitude with the NR template. Right before merger,
the true GW signal increases its SNR and our denoised signal is now reconstructed with high fidelity.
The above description is essential to highlight that our denoising algorithm has not just hierarchically
learned the properties of GW signals, and then performed an interpolation of these abstract features to
produce a denoised signal. Rather, our denoising algorithm is actually using the statistics of the noise in
which the signal is embedded to provide a realistic representation of the true GW event. This reconstruction
is determined by the SNR of the signal, and encodes the sensitivity of the detectors at the time of observation.
These results furnish additional evidence for the versatility and power of deep learning for GW data analysis
in realistic detection scenarios, and represent the first time deep learning is proven e↵ective at denoising
BBH GW signals that span a broad range of SNRs.
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6.3.3 Spin-precessing binary black hole waveforms
As described in Section 6.2.3, we trained our deep learning algorithm to remove noise from waveform signals
that describe non-spinning BBH mergers. In the previous section we have demonstrated that our denoising
algorithm generalizes to new types of signals, since some of the BBH waveforms that we denoised are
consistent with BBHs that have non-zero spins, as shown in [133]. In this section, we quantify the robustness
of our denoising algorithm in a more challenging scenario, i.e., we consider spin-precessing BBH mergers,
produced with the waveform model introduced in [111], with the following parameters: total mass M =
{70M , 75M }, mass-ratio q = {4/3, 4}, and three spin-vector combinations, namely:
• ŝ1 = (0.2, 0.3, 0.5), ŝ2 = (0.3,  0.4, 0.5),
• ŝ1 = (0.4, 0.5, 0.7), ŝ2 = (0.4,  0.5, 0.7),
• ŝ1 = (0.5, 0.5, 0.7), ŝ2 = (0.5, 0.5,  0.7).
These spin-precessing BBH waveforms are whitened using a noise PSD estimate in the vicinity of the event
GW150914. We then extract open source advanced LIGO data around this same event and inject them
therein (note that in all these studies the data containing the true BBH GW signals are excised).
Figure 6.5 presents two sets of results: (i) the top panels show the unwhitened time-series data of the
ground-truth waveform and the output of our denoising algorithm; (ii) as discussed before, it is important
to explicitly show the realm of applicability of the output time-series data of our deep learning algorithm,
and to inform that we show in the bottom panels the whitened versions of the ground-truth signals and
the denoised signals. These panels also show the overlap between the ground-truth signals and the denoised
waveforms, computed from the time marked by the dashed lines to the last time-sample of the signals. These
panels show, from left to right, low-, moderate- and high-spin configurations. The overlap values reported
in these panels, O = {0.99, 0.93, 0.97} indicate that, even though we trained our deep learning denoiser
with non-spinning BBH signals, we can still reconstruct the features of spin-precessing BBH mergers. We
have also quantified the ability of our denoising algorithm to generalize to these new types of signals by
computing the overlap between these spin-precessing signals and the entire dataset of waveforms we used to
train our denoising algorithm. The corresponding overlap values for the signals shown in Figure 6.5, from
left to right, are O = {0.93, 0.83, 0.94}. If we compare these results with the actual overlap values obtained
between the denoised signals and the ground-truth spin-precessing waveforms, i.e., O = {0.99, 0.93, 0.97},
we realize that the denoiser has been able to generalize to new types of signals that are not present in the
training dataset.
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Figure 6.5: Denoising of three gravitational wave signals, embedded in real advanced LIGO noise, that
describe spin-precessing binary black hole mergers with component masses (m1, m2)= (40M , 30M ). Left
panel: the 3-D spin vectors of the binary components are ŝ1 = (0.2, 0.3, 0.5), ŝ2 = (0.3,  0.4, 0.5); mid
panel: ŝ1 = (0.4, 0.5, 0.7), ŝ2 = (0.4,  0.5, 0.7); right panel: ŝ1 = (0.5, 0.5, 0.7), ŝ2 = (0.5, 0.5,  0.7). All
templates have matched-filtering SNR = 13.
In Figure 6.6 we perform another analysis concerning the suitability of our deep learning algorithm
to denoise spin-precessing BBH signals that exhibit more clearly the features of spin-precession. To do
so we have chosen a systems with mass-ratio q = 4. The three panels in Figure 6.6 present, from left
to right, the overlaps between the denoised time-series signals and the ground-truth signals, namely O =
{0.97, 0.99, 0.98}. As before, we have also computed the overlap between these spin-precessing signals and
the entire data set of waveforms used to train our deep learning algorithm, finding that the corresponding
overlaps for the signals shown in Figure 6.6, from left to right, are O = {0.91, 0.83, 0.93}.
These analyses furnish evidence that our denoising algorithm can generalize to new types of signals, and
also sheds light on regions of parameter space where our algorithms requires additional work, in particular
spin-precessing BBHs with asymmetric mass-ratios. Informed by these findings, we will present an extended
version of this algorithm in future work to recover with higher fidelity these type of astrophysical events.
For now, it is worth highlighting that this method can be readily applied to LIGO data analysis given the
measured spin values of detected BBH mergers [133].
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Figure 6.6: As Figure 6.5, but now for binary black hole signals with total mass M = 75M  and mass-ratio
q = 4. The spin vectors are the same as those reported in Figure 6.5.
6.3.4 Glitches
An important consideration in the construction of denoising algorithms is that they should be trained so as
to tell apart noise anomalies from true signals. Therefore, a metric to assess whether the denoising algorithm
performs optimally consists of contaminating a given BBH waveforms with a variety of glitches and ensure
that the denoised signals are not altered by them.
Figure 6.7 presents results for a variety of studies we performed with our denoising algorithm. The top
panels present ground-truth signals contaminated by two types of glitches discussed in [116, 115], and the
corresponding signals that were produced by our deep learning algorithm. For this analysis we considered
non-spinning BBH mergers with total mass M = 64.5M , and mass-ratio q = 1.24. We injected these
signals in open source LIGO data in the vicinity of the event GW150914 [92]. We notice that, as expected,
the denoiser has removed both types of noise anomalies from the denoised waveform signals. The mid-
panels show how the actual signals (contaminated by glitches and denoised ones) look when whitened by a
noise PSD estimate. The bottom panels show the whitened version of the original signals (without glitch
contamination) and the denoised signals. These studies show that our denoising algorithm has learned to
tell apart noise anomalies from signals, and that it is e↵ective at removing these from waveforms.
Finally, we have considered the scenario in which there is no waveform in the data, but only noise anomalies.
We performed three experiments, namely, we extracted open source advanced LIGO data in the vicinity
68
Figure 6.7: These panels present signals contaminated by two types of glitches, namely, Gaussian glitch for
the left panels and sine-Gaussian glitch for the right panels. The top panels present the ground-truth signals
contaminated by the noise anomalies, accompanied by the output of our denoising algorithm. Notice that, as
expected from an optimal denoiser, our deep learning algorithm has removed the glitches from the denoised
signals. Bottom panels: whitened version of the ground-truth signals contaminated by glitches and of our
denoised signals. Bottom panels: whitened version of the ground-truth signals without glitch contamination
and of our denoised signals.
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of the event GW150914 [92], and injected two types of Gaussian glitches, as shown in the top and bottom
panels of Figure 6.8. In the case of Gaussian glitches, we found that the output of our denoising algorithm
is consistent with the expected time-series data that it would produce in the absence of waveform signals,
as shown in the top panels of Figure 6.8.
On the other hand, we have also considered a structured noise anomaly, namely, a sine-Gaussian glitch.
As shown in the bottom panels of Figure 6.8, this type of glitch resembles a GW signal, and our algorithm
tries to actually reconstruct it. There are key di↵erences, however, in the output time-series signal produced
by our denoiser when it reconstructs a true or simulated GW signal, and a noise anomaly that resembles a
GW signal, such as a sine-Gaussian glitch. In the case of GW signals, the denoised amplitude and phase of
the signal closely resemble the ground truth signal, as shown in Figure 6.7. In contrast, when our denoiser
is applied to GW data that only contains noise and a sine-Gaussian glitch, we find that the denoised time-
series captures fairly well the phase of the ground-truth sine-Gaussian, while it poorly recovers its amplitude
evolution. We have explored this latter finding in detail, and present a summary of these results in Figure 6.9.







|x(t)|2 dt , (6.8)
where x(t) represent the time-series sine-Gaussian glitch. Using this relation we have computed the average
power of the denoised glitches assuming three cases SNR = {32.5, 13, 2.6}, obtaining P = {58%, 35%, 2%},
respectively. These results indicate that our denoiser is suboptimal to recover this type of noise anomalies.
These studies shed light on the realm of applicability of deep learning algorithms to: (i) denoise signals in
realistic detection scenarios, including signals that describe a signal manifold that is distinct to the one used
for training; (ii) remove glitches from waveform signals that are embedded in real advanced LIGO noise;
(iii) tell apart signals from glitches. We have also identified specific areas of improvement, including the
development of a denoiser that is trained with spinning BBH mergers. This tools will be presented in future
work.
6.4 Conclusions
We have designed deep learning algorithms to denoise GW signals embedded in simulated Gaussian noise,
and in realistic detection scenarios, using non-Gaussian and non-stationary LIGO noise. In the former case,
we have demonstrated that the overlap between the output time-series signal of our denoising algorithm,
and the ground truth signals is O   0.97 across the BBH parameter space m{1,2} 2 [5M , 75M ] for noisy
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Figure 6.8: The panels show the output of our denoising algorithm when it is used to process real advanced
LIGO noise that contains glitches but no waveforms. Top panels: Gaussian glitches with di↵erent amplitudes
are injected in real LIGO noise. The output of our deep learning algorithm is consistent with the absence of
waveform signals in the data. Bottom panels: the left panels shows a sine-Gaussian glitch and its denoised
version. The right panel shows the whitened version of the glitch and of the denoised glitch. This shows that
structured glitches of this nature can e↵ectively be denoised by our deep learning algorithm, reconstructing
with fair-fidelity the amplitude and phase of these noise anomalies.
Figure 6.9: From left to right, sine-Gaussian glitches with SNR = {32.5, 13, 2.6}. The average power of the
denoised glitches is, from left to right, P = {58%, 35%, 2%}. This indicates that while our denoiser may
reconstruct the phase of structured glitches with fair fidelity, the amplitude reconstruction of these noise
anomalies is suboptimal, even for loud glitches.
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signals with SNR   12.
When applied to a variety of GW signals that describe spinning BBH mergers detected by advanced
LIGO and Virgo, we have shown that the overlap between the output of our deep learning algorithm and
the NR templates that optimally describe these events has overlaps O   0.99.
We have also used GW170608 to demonstrate that the quality of the denoised GW is determined by the
loudness of the signal and the sensitivity of the detector. We also showed that our deep learning algorithm
can generalize to new types of sources, denoising spin-precessing BBH mergers. In this region of parameter
space, the overlap between the ground-truth signals and the output of our denoiser is O   0.97. Finally, we
showed that deep learning can remove noise anomalies from BBH mergers.
This work, combined with other successful e↵orts using machine learning to denoise time-series signals
embedded in simulated or non-Gaussian and non-stationary noise, suggest that instead of designing sophis-
ticated schemes to model the statistical properties of noise, one may use deep learning algorithms to learn
the true properties of noise, and use this knowledge to carry out controlled experiments in which modeled
signals are embedded and subsequently extracted from realistic noise datasets.
Furthermore, for GW signals with moderate to GW150914-type SNRs, we can readily use this denoising
algorithms to process data segments where true GW signals are marginally detected as a result of contam-
ination from noise anomalies, or to assess whether single-interferometer observations actually have signals
in other detectors which have been obscured by noise anomalies. Furthermore, denoised signals may also be
used as input data for other deep learning algorithms that may provide point-parameter estimation results





This thesis addresses two outstanding challenges in MMA: (i) there is a pressing need to enable low-latency
GW searches in higher-dimensional signal manifolds with the developments of faster and more e cient
algorithms; and (ii) An early warning system for GW signals is necessary for e↵ective Multi-messenger
follow-ups. This research supplies three deep learning solutions to the two aforementioned challenges that
outperformed previous methods by at least one metric.
Specifically, to deal with challenge (i), Chapter 3 low-latency real-time GW detection system that searches
a 4-D signal manifold spanned by the binary component masses (m1,m2) and the spins aligned with the




). This novel approach is more e cient than the template-matching
method currently used for the LIGO GW pipeline, as the former can be run on a single GPU, while the
latter requires the computing power of supercomputers [75, 76, 153]. Furthermore, compared to previous
deep learning models, the new approach has a significantly lower false alarm rate, which is essential for
real-time deployment of the detection system.
To address challenge (ii), Chapter 4 and 5 introduces a DL-based GW early warning system that provides
up to 30 seconds pre-merger alerts for binary neutron star mergers to facilitate follow-up multi-messenger
observation campaigns. Furthermore, as reported in Chapter 5, the complex and rich structure of eccentric
GW signals enables even longer pre-merger alerts of up to two minutes before the merger events. This
is the first application of the deep learning approach to pre-merger detection. And compared to previous
work of template-matching based algorithms [29, 123], this new approach is significantly more e cient as it
can be run on a single GPU, and thus significantly reduce the latency that is critical to pre-merger alerts.
Furthermore, this new approach has been tested and proven to work as expected in real detector noise
scenarios, which is the first of such tests for pre-merger systems.
As a part of another e↵ort to cope with challenge (ii), Chapter 6 reveals a novel deep learning approach
that can be used to extract BBH GW signals whose length is ⇠ 10x longer, and whose SNR are significantly
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lower, than what previous algorithms can handle. This is a critical step toward the rapid sky localization
of GW sources, since the triangulation method used in the sky localization requires as input the clean GW
strains [50]. Compared to previous methods, The new approach is accurate and capable of handling longer
input data. And the performance is robust against a wide range of masses, SNRs and noise scenarios.
In sum, capitalizing on the access to the huge amount of data, deep learning approaches have been shown
to be able to meet the computational challenges in MMA. This research has delivered three fast, e cient,
and e↵ective deep learning algorithms that will soon be deployed for real-world applications.
7.2 Future work
Built on the momentum of current research, the future of deep learning applications to GW search is
promising. However, there remain several challenges for both the real-time GW detection and pre-merger
GW search: (i) to fully utilize GW search facilities, there is a need to expand the GW search to the full
9D signal manifold (binary component masses (m1,m2), spins (s1, s2), and the orbital eccentricity e) that is
available to GW detectors; (ii) a unified platform and interface for GW search is necessary to accelerate the
adoption and deployment of deep learning algorithms developed in this work; (iii) there is a pressing need to
develop low-latency sky localization algorithms to facilitate multi-messenger follow-up observations. There
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[124] Marlin B. Schäfer, Frank Ohme, and Alexander H. Nitz. Detection of gravitational-wave signals from
binary neutron star mergers using machine learning. Phys. Rev. D , 102(6):063015, September 2020.
[125] Bernard F. Schutz. Determining the hubble constant from gravitational wave observations. Nature,
323(6086):310–311, 1986.
82
[126] Hongyu Shen, Daniel George, Eliu A Huerta, and Zhizhen Zhao. Denoising gravitational waves with
enhanced deep recurrent denoising auto-encoders. In ICASSP 2019-2019 IEEE International Confer-
ence on Acoustics, Speech and Signal Processing (ICASSP), pages 3237–3241. IEEE, 2019.
[127] Hongyu Shen, E.A. Huerta, Zhizhen Zhao, Elise Jennings, and Himanshu Sharma. Deterministic and
Bayesian Neural Networks for Low-latency Gravitational Wave Parameter Estimation of Binary Black
Hole Mergers. arXiv preprint arXiv:1903.01998, 2019.
[128] Vasileios Skliris, Michael R. K. Norman, and Patrick J. Sutton. Real-Time Detection of Unmod-
eled Gravitational-Wave Transients Using Convolutional Neural Networks. arXiv e-prints, page
arXiv:2009.14611, September 2020.
[129] Vasileios Skliris, Michael R.K. Norman, and Patrick J. Sutton. Real-Time Detection of Un-
modeled Gravitational-Wave Transients UsingConvolutional Neural Networks. arXiv preprint
arXiv:2009.14611, 2020.
[130] Keith T. Smith. Growth observations of gw170817. Science, 358(6370):1551–1553, 2017.
[131] Robert Stein, Sjoert van Velzen, Marek Kowalski, Anna Franckowiak, Suvi Gezari, James CA Miller-
Jones, Sara Frederick, Itai Sfaradi, Michael F Bietenholz, Assaf Horesh, et al. A tidal disruption event
coincident with a high-energy neutrino. Nature Astronomy, pages 1–9, 2021.
[132] The LIGO Scientific Collaboration, J. Aasi, et al. Advanced LIGO. Classical and Quantum Gravity,
32(7):074001, April 2015.
[133] The LIGO Scientific Collaboration and the Virgo Collaboration. GWTC-1: A Gravitational-Wave
Transient Catalog of Compact Binary Mergers Observed by LIGO and Virgo during the First and
Second Observing Runs. ArXiv e-prints, page arXiv:1811.12907, November 2018.
[134] The LIGO Scientific Collaboration, the Virgo Collaboration, et al. E↵ects of waveform model system-
atics on the interpretation of GW150914. Classical and Quantum Gravity, 34:104002, May 2017.
[135] The LIGO Scientific Collaboration, the Virgo Collaboration, et al. Estimating the Contribution of
Dynamical Ejecta in the Kilonova Associated with GW170817. Astrophys. J., 850:L39, December
2017.
[136] The LIGO Scientific Collaboration, the Virgo Collaboration, et al. GWTC-1: A Gravitational-Wave
Transient Catalog of Compact Binary Mergers Observed by LIGO and Virgo during the First and
Second Observing Runs. arXiv e-prints, page arXiv:1811.12907, November 2018.
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Appendix A: Additional O2 and O3
binary black hole mergers
We present the output of our deep learning ensemble for O2 and O3 binary black hole merger detections—see
Figure A.1. Note that as we discussed in the main body of the article, our approach identifies these events,
and produces no false positives over the minutes and hour-long datasets containing these real events.
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Figure A.1: Detection output of our deep learning ensemble for GW170608, top left; GW170729, top right;
GW170809, middle left; GW170814, middle right; and GW170823, bottom panel. Notice that our ensemble
identifies all these events with no false positives in minutes and hour-long datasets.
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Appendix B: Additional Forecasting
Results
In this section we present additional forecasting results for binary neutron stars, Figure B.1; black hole-
neutron star systems, Figures B.2 and B.3;
In Figure B.4 we present forecasting results for binary black hole mergers using a neural network model
that was trained with eccentric binary black hole signals. Notice that while these results are outperformed by
those presented in Figure 5.6, a neural network trained with binary black hole signals provides quantitatively
better predictions near merger.
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Figure B.1: Forecasting results for simulated eccentric binary neutron signals injected in advanced LIGO
O2 noise.
88
Figure B.2: Forecasting results for eccentric black hole-neutron star signals injected in advanced LIGO noise.
89
Figure B.3: As Figure B.2, but now considering heavier black holes.
90
Figure B.4: Deep learning forecasting for eccentric binary black hole signals injected in advanced LIGO
noise.
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Appendix C: Denoising signals in
simulated Gaussian noise
Figure C.1: Normalized overlap between the output signal of our denoising algorithm (Model II), and the
corresponding clean signals using BBH populations with matched-filtering SNR = 9 (left panel) and
matched-filtering SNR = 12 (right panel).
Figure C.1 presents the reconstruction accuracy of noisy BBH GW signals embedded in Gaussian noise.
These results were obtained using Model II, described in Section 6.2.2. We notice that our denoising
algorithm produces time-series signals whose properties reproduce the true signals with accuracies   97%
for noisy signals with SNR   12.
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