The simulations were conducted with and without transmission power control. We define transmission power control for a hop comprising of a sender and receiver as the problem of choosing the transmission power at the sender depending on the distance to the intended receiver. Route stability is quantified using the number of route transitions (route discoveries) incurred for a source-destination session. We also define the network lifetime as the time of first node failure due to exhaustion of node battery power. Our simulation results indicate a stability versus {energy consumption-delay-network lifetime} tradeoff among the four routing protocols: FORP routes are more stable than RABR routes, which are more stable than ABR routes, which are more stable than DSR routes. With respect to the end-to-end delay per packet, network lifetime, the energy consumed per node and the energy consumed per packet, DSR is better than ABR, which is better than RABR, which is better than FORP. We observe this tradeoff for simulations conducted with and without transmission power control. Nevertheless, the crucial observation is that by using transmission power control, the tradeoff could be reduced: the higher the stability of the routing protocol, the larger is the magnitude of reduction in the energy consumption and improvement in the network lifetime.
I. INTRODUCTION
A mobile ad hoc network (MANET) is a dynamic distributed system of autonomously moving batterypower operated wireless nodes. The wireless medium is shared and the transmissions are prone to interference. Routes are often multi-hop in nature, as wireless nodes have limited transmission range. Several efficient routing protocols have been proposed for MANETs. Proactive routing protocols determine routes for every pair of nodes in the network irrespective of their requirement. The reactive or on-demand routing protocols determine a route only when required, using a broadcast query-reply cycle. In dynamic scenarios, typical to that of MANETs, reactive on-demand routing protocols are to be preferred compared to the class of proactive routing protocols [6] . Hence, we restrict ourselves to the on-demand routing protocols in this paper.
Based on the route selection principles of the MANET routing protocols, we could classify them as minimum-weight based and stability-based [7] . Most of the protocols proposed for the minimum-weight category aim to minimize the number of hops in a path. Examples are the Dynamic Source Routing (DSR) protocol [2] , Ad hoc On-demand Distance Vector (AODV) protocol [8] and the Dynamically Sequenced Distance Vector (DSDV) routing protocol [9] . Quite a significant number of works (e.g., [6] [10] ) have compared the performance of these minimum hop-based routing protocols. For our simulations in this paper, we picked DSR from this class of routing protocols as it has been shown to give the best performance in most of the scenarios [10] . The stabilitybased routing protocols studied include the AssociatvityBased Routing (ABR) protocol [3] , Flow-Oriented Routing Protocol (FORP) [4] and the Route-lifetime Assessment Based Routing (RABR) protocol [5] . Very few works ( [11] [12] ) have studied the performance of the stability-oriented routing protocols. More information on DSR, FORP, ABR and RABR is available in Section 2.
We refer to transmission power control as the technique of dynamically adjusting the transmission power of the sending node based on the distance to the intended receiving node of the packet [13] . Note that, for clarity purposes, we denote the end nodes of a hop as sender (also called transmitter) and receiver; and refer to the end nodes of a path as source and destination. In the scenario where there is no transmission power control, the transmission power per hop is fixed and is just based on the transmission range of the sender node. Using transmission power control, the transmission power spent to send a packet on a hop is a function of the distance between the sender and receiver, which is less than or equal to the transmission range of the sender node. Transmission power control provides a couple of significant advantages. First, it helps to reduce the energy consumed in sending a packet from a source to destination across multiple hops. Second, it increases the than RABR routes, which are more stable than ABR routes, which are more stable than DSR routes. With respect to the network lifetime, delay, the energy consumed per node and the energy consumed per packet, DSR is better than ABR, which is better than RABR, which is better than FORP.
Though this tradeoff is observed for simulations conducted with and without transmission power control, we also observe that the magnitude of this tradeoff is considerably reduced for simulations conducted with transmission power control. We observe that higher the stability of the routes chosen by a routing protocol, the larger is the savings in energy consumption when run in the presence of transmission power control. As a result, the lifetime of a network running a stability-based routing protocol could be considerably increased using transmission power control.
The rest of the paper is organized as follows: In Section II, we present a brief overview of the DSR, FORP, RABR and ABR protocols. Section III presents the simulation environment and the simulation models for node mobility, energy consumption, offered traffic load and etc. Section IV illustrates the simulation results in detail and interprets them. Section V concludes the paper.
II. OVERVIEW OF ROUTING PROTOCOLS

A. Dynamic Source Routing (DSR) Protocol
The unique feature of DSR [2] is source routing: data packets carry information about the route from the source to the destination in the packet header. As a result, intermediate nodes do not need to store up-to-date routing information in their forwarding tables. This avoids the need for beacon control neighbor detection packets that are used in the stability-oriented routing protocols. Route discovery is by means of the broadcast query-reply cycle. A source node s wishing to send a data packet to a destination d, broadcasts a Route-Request (RREQ) packet throughout the network. The RREQ packet reaching a node contains the list of intermediate nodes through which it has propagated from the source node. After receiving the first RREQ packet, the destination node waits for a short time period for any more RREQ packets, then chooses a path with the minimum hop count and sends a Route-Reply Packet (RREP) along the selected path. If any RREQ is received along a path whose hop count is lower than the one on which the RREP was sent, another RREP would be sent on the latest minimum hop path discovered. To minimize the route acquisition delay, DSR lets intermediate nodes to promiscuously listen to the channel, store the learnt routes (from the RREQ and data packets) in a route cache and use these cached route information to send the RREP back to the source. We do not use this feature as promiscuous listening dominates the energy consumed at each node and DSR could still effectively function without promiscuous listening and route caching. Also, in networks of high node mobility, cached routes are more likely to become stale, by the time they are used.
B. Associativity-Based Routing (ABR) Protocol
ABR [3] classifies a link as stable or unstable based on link age. Each node determines the age of a link with its neighbors based on the number of beacons periodically received from that neighbor. If the number of beacons received from a neighbor is greater than an associativity threshold, A thresh , the link with the neighbor is considered stable; otherwise the link is deemed to be unstable. The value of A thresh between two nodes is 2r tx /v, where v is the relative velocity between the two nodes and r tx is the transmission range of a node.
Route discovery in ABR is accomplished using a broadcast query-reply cycle. Each intermediate node forwards the first received RREQ packet to its neighbors after affixing its node id, the beacon count and the association stability for the link to the node from which it received the RREQ packet. After receiving the first RREQ packet, the destination waits for a fixed time period to receive multiple RREQs through different paths. The destination selects the path that has the maximum proportion of stable links and sends a RREP packet along the reverse direction of the selected route. Each intermediate node through which the RREP packet is forwarded marks the route as valid and stores the next hop information in its local routing table.
C. Flow-Oriented Routing Protocol (FORP)
FORP [4] utilizes the mobility and location information of nodes to approximately predict the expiration time (LET) of a wireless link. The minimum of LET values of all wireless links on a path is termed as the route expiration time (RET). The route with the maximum RET value is selected. Each node is assumed to be able to predict the LET values of each of its links with neighboring nodes based on the information regarding the current position of the nodes, velocity, the direction of movement, and transmission range. FORP assumes the availability of location-update mechanisms like GPS (Global Positioning System) [17] to identify the location of nodes and also assumes that the clocks across all nodes are synchronized. Route discovery is similar to the broadcast query-reply cycle described for DSR and ABR, with the information propagated in the RREQ packet being the predicted LET of each link in a path.
Given the motion parameters of two neighboring nodes, the duration of time the two nodes will remain neighbors can be predicted as follows: Let two nodes i and j be within the transmission range of each other. Let (x i , y i ) and (x j , y j ) be the co-ordinates of the mobile hosts i and j respectively. Let v i , v j be the velocities and Θ i , Θ j , where (0 ≤ Θ i , Θ j < 2π) indicate the direction of motion of nodes i and j respectively. The amount of time the two nodes i and j will stay connected, D i-j , can be predicted using the following equation: 
where,
RREQ packets are propagated as described before, from the source node s to the destination node d. The information recorded in this case by a node j receiving a RREQ packet from a node i is the predicted lifetime of the link i-j. The destination d will receive several RREQ packets with the predicted link lifetimes in the paths traversed being listed. The residual expiration time of a path is the minimum of the predicted lifetimes of its constituent links. The s-d path that has the maximum predicted residual lifetime is then selected. If more than one path has the same maximum predicted residual lifetime, the tie is broken by selecting the shortest (minimum hop path) of such paths.
D. Route-lifetime Assessment Based Routing (RABR) Protocol
The RABR protocol [5] functions as follows: The lifetime of a link i-j is predicted using a metric called the "affinity" a ij and it is a measure of the time taken by node i to move out of the range of node j. Nodes exchange beacons periodically (for every one second in our simulations). Node j periodically samples (for every ∆t time units, in our simulations, ∆t = 1 second), the strength of the beacon signals received from node i. The rate of change of signal strength is given as:
The above quantity is then averaged over the last few samples (in our simulations, we consider the last 10 samples) to obtain ∆S i j (ave). The affinity a ij is then calculated as a i j = HIGH (we use 1000) if ∆S i j (ave) ≥ 0 (i.e., the two nodes are moving towards each other). 
RREQ packets are propagated from the source node s to the destination d as in the previous protocols. In RABR, the affinity of the links is recorded in the RREQ packets and the affinity of a path is the minimum affinity of the constituent links of the path. The destination node chooses the path that has the maximum affinity.
III. SIMULATION PARAMETERS AND MODELS
We use ns-2 (version 2.28) [1] as the simulator for our study. We implemented the FORP, ABR and RABR protocols, and used the implementation of DSR that comes with ns-2. The network dimensions are 1000m x 1000m. The transmission range of each node is 250m. We vary the network density by conducting simulations with 50 nodes (low density network with an average of 10 neighbors per node) and 100 nodes (high density network with an average of 20 neighbors per node). We conduct two sets of experiments. In the first set of experiments, the energy level at each node is 1500 Joules and we ran the simulations for 1000 seconds. In the second set of experiments, the energy level at each node is 150 Joules and we ran the simulations until the first node failure occurs.
Traffic sources are continuous bit rate (CBR). The number of source-destination (s-d) sessions used are 15 (low traffic load) and 30 (high traffic load). The starting times of these s-d sessions is uniformly distributed between 1 to 50 seconds. Data packets are 512 bytes in size and the packet sending rate is 4 data packets / second. While distributing the source-destination roles for each node, we saw to it that a node does not end up a source of more than two sessions and also not as a destination for more than two sessions.
The stability-based routing protocols use beacon control messages to let each node advertise its presence to neighbors. Beacons are exchanged every one second. For ABR, we will let each node to mention its current velocity in the beacon message to neighbors. This will help a neighbor node to calculate the relative velocity between itself and the node sending the beacon message. For RABR, we will let each node to periodically sample (for every one second) the signal strength of the last 10 beacons received from each of its neighbors. For FORP, we will let each node to send information about its location and current velocity in the beacons. Each node will also keep track of the previously advertised location of its neighbor nodes. This will help to determine the direction in which the neighbor node is moving.
A. MAC Layer Model
The MAC layer uses the distributed co-ordination function (DCF) of the IEEE Standard 802.11 [18] for wireless LANs. For scenarios with transmission power control, the channel negotiation is dealt as follows: the sender node transmits the Request-To-Send (RTS) packet with a transmission power corresponding to the fixed maximum transmission range. The receiver node on receiving the RTS packet, estimates the distance to the sender based on the strength of the signal received for the RTS packet. The receiver node includes this distance information in the Clear-To-Send (CTS) packet, which is transmitted with the transmission power that is just enough to reach the sender with signal strength above the receiving signal strength threshold of 3 * 10 -10 W. The sender node on receiving the CTS packet uses the distance information in the CTS packet and estimates the transmission power that would be just sufficient to send the DATA packet to the receiver node. The transmission power used is calculated using the formula [19] :1.1182 + 7.2*10 -11 *(d) 4 , d -distance between the transmitter and receiver. The receiver node upon successfully receiving the DATA packet will send an ACK packet using the transmission power that was spent to send the CTS packet. The neighbors of the receiver that had earlier received the CTS packet and the neighbors of the sender that had received both the RTS and the CTS packets are free to start their own channel negotiations after they receive the ACK packet within a certain time period.
Note that the neighbor nodes of the sender that received the RTS packet and not the CTS packet within a certain time are free to start having their own transmissions while the DATA packet transmission is taking place. Similarly, the neighbors of the receiver that did not receive the CTS packet are also free to start having their own transmissions while the DATA packet transmission is taking place. Thus, transmission power control also helps us to increase the usage of bandwidth and minimize the delay in packet transmissions.
B. Energy Consumption Model
The energy consumption at a node in an ad hoc network can be divided into three categories: (i) Energy utilized for transmitting a message, (ii) Energy utilized for receiving a message and (iii) Energy utilized in idle state. In [20] , it has been shown that in the presence of overhearing, no real optimization in the energy consumption or the node lifetime can be achieved. That is, the energy consumption at a node would be dominated by the energy lost when the node is in the idle state (also referred to as being in the promiscuous mode). Thus, in this paper, we do not consider the energy lost in the idle state and focus only on the energy consumed during the transmission and reception of messages (data packets, the MAC layer RTS-CTS-ACK packets and the periodic beacons), and energy consumed due to route discoveries. We model the energy consumed due to broadcast traffic and point-to-point traffic as linear functions of the packet transmission time, network density, transmission and reception power per hop. A similar linear modeling for energy consumption has been used in [21] [22] .
For simulations without transmission power control, the fixed transmission power per hop is 1.4W. For simulations with transmission power control, the transmission power per hop is dynamically adjusted using the formula [19] :1.1182 + 7.2*10 -11 *(d) 4 , which includes power required to drive the circuit (1.1182W) and transmission power from the antenna computed using the two-ray ground reflection model [1] and distance d between the sender and receiver. The reception power per hop is fixed for all situations and it is 0.967W.
C. Node Mobility Model
The node mobility model used in all of our simulations is the Random Waypoint model [23] , a widely used mobility model in MANET simulation studies. According to this model, each node starts moving from an arbitrary location to a randomly selected destination location at a speed uniformly distributed in the range [v min ,…,v max ]. Once the destination is reached, the node may stop there for a certain time called the pause time and then continue to move by choosing a different target location and a different velocity. In this paper, we set v min = 0, and each incurred by the data packets that originate at the source and delivered at the destination. The delay incurred by a data packet includes all the possible delays -the buffering delay due to the route acquisition latency, the queuing delay at the interface queue to access the medium, transmission delay, propagation delay, and the retransmission delays due to the MAC layer collisions. (iv) Energy consumed per packet -average of the energy consumed by all the packets that originate at the source and delivered at the destination. We include the energy consumed due to transmission and reception of data packets, MAC layer packets and the energy consumed due to route discoveries. (v) Energy consumed per node -average of the energy consumed across all the nodes in the network. The energy consumed at a node includes the energy lost due to the transmission and reception of data packets, MAC layer packets, periodic beacons exchange, and the energy consumed due to route discoveries. (vi) Standard deviation of energy consumed per nodeSquare root of the average of the squares of the difference between the energy consumed at each node and the average energy consumed per node. This metric is used to evaluate the fairness of node usage by each protocol. Ideally, the value of this metric should be zero to indicate that all nodes have been used fairly and no node is overused. (vii) Network Lifetime -The time of first node failure due to the exhaustion of battery power charge during the simulation with a particular routing protocol.
Note that we conduct two sets of experiments. In the first set of experiments, the energy level at each node is 1500 Joules and we ran the simulations for 1000 seconds. The performance metrics (i) through (vi) illustrated in Figures 1 through 7 are measured with this set of experiments. There is no node failure due to battery power exhaustion in these experiments. In the second set of experiments, the energy level at each node is 150 Joules and we ran the simulations until the first node failure occurs due to battery power exhaustion. The time of first node failure, called the network lifetime, is measured and illustrated in Figure 8 .
IV. SIMULATION RESULTS
A. Number of Route Transitions
The number of route transitions is used as a measure of route stability. We did not find much difference in the average number of route transitions with respect to the traffic load and transmission power control. This is because the routing protocols studied in this paper are neither load-sensitive nor power-sensitive. From Figures  1.1 and 1.2 , we observe that route stability is also not affected much by network density and it is mainly influenced by node mobility. At low node mobility, the presence of more nodes in the neighborhood does help the stability-based routing protocols to choose the stable links from a larger pool. But, as the node mobility increases, there is not much impact of increasing the network density on route stability.
In Figures 1.1 and 1 .2, we can see a clear ranking among the four protocols with respect to route stability: FORP is better than RABR, which is better than ABR, which is better than DSR. DSR does not look ahead of the future and chooses the minimum hop route at the time of route discovery. We observe that at the time of route discovery, the average physical link distance of a hop in such routes is about 75% of the transmission range of the nodes. This distance is bound to further increase quickly and routes could break at any time. The strategy of making use of only the knowledge of past topology changes as in the case of ABR cannot quite accurately predict the future. Even though two nodes may be moving in the vicinity of each other beyond the duration of the association threshold, we don't know whether they are moving towards each other or away from each other. With FORP, the number of route transitions increases sub-linearly with respect to the increase in node mobility. For all the other routing protocols, the number of route transitions increases significantly as we increase the node mobility. Thus, FORP is the best protocol to use when aiming for stable routes, especially during highly dynamic network scenarios. FORP selects routes only based on the prediction of future topology changes and it relies on location-update mechanisms like GPS. Unfortunately, for some practical applications, it may not be quite easy to use GPS and other location-update mechanisms without significant loss in the battery power of the nodes.
RABR does not rely on any location-update mechanisms and it quite effectively attempts to predict the future based on the average change in the signal strength of the beacons exchanged among neighboring nodes. If the average change in the signal strength of beacons exchanged in the recent past is negative, it indicates the two nodes have started to move away from each other. On the other hand, if the average change in the signal strength of the beacons exchanged in the recent past is positive, it indicates the two nodes have started to move towards each other. Once two nodes start moving towards each other, it is likely to take a reasonable amount of time for them to move away from each other.
B. Hop Count per Route
The hop count per route is time-averaged for an s-d session and is averaged over all the s-d sessions of a simulation run. Instead of just taking the average of all the s-d paths of an s-d session, we take into consideration the lifetime of these paths when computing the average hop count. To better explain the term "time-average", we give the following example. Consider a session between nodes 3 and 5 that spans for 10 seconds. Within these 10 seconds, assume three paths from 3 to 5 have to be used. The lifetime and hop count of these three paths are say {5 sec, 3 sec, 2 sec} and {4, 3, 2} respectively. The timeaveraged hop count is {(5*4)+(3*3)+(2*2)}/10 = 3.3.
We can see a clear ranking of the four routing protocols (refer Figures 2.1 and 2. 2): DSR incurs lower hops than ABR, which incurs lower hops than RABR, which incurs lower hops than FORP. This illustrates the stability-hop count tradeoff among the MANET routing protocols. We observe that FORP has the maximum number of hops. This is due to the fact that the average physical distance of a hop in FORP routes is only about 55% of the transmission range of the nodes. Such links are highly stable. But, to cover the distance from the source to the destination, more hops are required. At high network density and low mobility scenarios, FORP tries to choose the most stable routes by selecting highly stable links, resulting in higher hop count. As the node mobility increases, the residual lifetime of links decreases. As a result, the hop count decreases and remains the same.
For a given node mobility, as the network density increases, the hop count of DSR and ABR routes decrease by 10-15% and 15-20% respectively. At high network density, DSR gets more options in choosing the path that has the least number of hops and that covers the distance between the source and destination. Note that the physical distance of the hops in such paths at the time of their selection is close to 75-80% of the transmission range of the nodes and are more vulnerable to break than those chosen at low network density. At high network densities, there are also likely to be multiple candidate paths that have the maximum proportion of links with the threshold association stability. In such cases, ABR also chooses the path with the minimum hop count among the candidate paths. But the lifetime of these routes could be low. RABR is the least sensitive to the number of route transitions and hop count with respect to network density as the affinity values of links are more diverse (unique). 
C. End-to-end Delay per Packet
The performance of the routing protocols with respect to this metric is a reflection of the stability-hop count tradeoff observed in Sections IV.A and IV.B. Data packets sent through DSR suffer the lowest end-to-end delay. FORP data packets suffer the maximum delay. As the data packets are routed through the stable routes, they have to go through multiple channel access negotiations, queuing, and transmission. As the node mobility increases, the magnitude of the difference in the end-toend delays suffered by packets sent through DSR and FORP tremendously decreases. This is due to the larger route acquisition delays suffered by DSR at high node mobility.
Within the class of stability-based routing protocols, we observe that the larger is the desire for stability, the larger is the end-to-end delay per packet that would be incurred. In networks of low density (refer Figures 3.1,  3.2, 3 .5, 3.6), the delay incurred with FORP is not significantly higher than that incurred with RABR and ABR. On the other hand, in high-density networks (refer , at low and moderate node mobility, the delay incurred with FORP routes is significantly larger than those of the other protocols. This illustrates that FORP tries to make use of the increased neighborhood size to select more stable links, which translates to an increase in the end-to-end delay per packet. As the node mobility becomes high, the end-toend delay per packet incurred with the three stabilitybased routing protocols converges. The delay incurred with having multiple intermediate nodes in FORP routes is compensated by the route acquisition delays suffered by ABR and RABR routes. By employing transmission power control, the end-toend delays suffered by packets sent through the stabilitybased routing protocols could be decreased by 10-15% (refer Figures 3.1, 3.2, 3.3, 3 .4) and 15-20% (refer Figures 3.5, 3 .6, 3.7, 3.8) for low and high traffic rates respectively. For DSR, by using transmission power control, we could reduce the end-to-end delay by 20-30% at low node mobility and low traffic rates. At high traffic rates and high node mobility, the end-to-delay could be reduced by 15-20%. Thus, transmission power control helps to better utilize network bandwidth.
D. Energy Consumed per Packet
The energy spent per packet (refer Figure 4) is the sum of the energies consumed during transmission of the data packet (including MAC layer packet exchanges) and sroute discoveries divided by the total number of packets generated by all CBR sources. The energy consumed per hop is predominantly decided by the hop count per route and network density. In the absence of transmission power control (i.e., the transmission power per hop is fixed and is the maximum), the more the number of hops, the larger is the energy consumed per packet.
For a given hop count, higher the network density, the higher the amount of energy spent by each node in receiving the MAC layer packets exchanged in a neighborhood. As FORP incurs the maximum number of hops per route, the protocol incurs the highest energy consumption per packet compared to that of the other routing protocols. At high network density and low node mobility, the energy spent per packet in a FORP route is twice the amount of energy spent at low network density. This is also because at such conditions, FORP takes the liberty to go through relatively more nodes such that the lifetime of a path can be maximized.
Comparing The reduction in the energy consumed per packet is so high and is as close as to 80-100%. DSR incurs the lowest reduction in the energy consumed per packet when run with transmission power control. This coincides with our earlier observation that the physical length of hops in a DSR route is on average 75-80% of the transmission range of the nodes and hence one could not obtain the same amount of reduction observed with FORP. The maximum reduction in the energy consumed per packet in the case of DSR is 30%. Note that even though the physical distance of a link in FORP routes is lower than that of the DSR routes by only 20%, the reduction in the energy consumed per hop is tremendously high as we are dealing with the fourth power of the distance while computing the transmission power per hop. RABR and ABR incur a reduction of 50-60% and 40-50% respectively in the energy consumed per packet when run with transmission power control.
E. Energy Consumed per Node
Without transmission power control (refer Figures 5.1,  5 .3, 5.5, 5.7), we see a clear ranking among the four routing protocols with respect to the energy consumed per node: DSR consumes less energy per node than ABR, which consumes less energy per node than RABR, which consumes less energy per node than FORP. When we apply transmission power control (refer Figures 5.2, 5 .4, 5.6, 5.8), even though the above ranking is more or less preserved, there is a significant reduction in the energy consumed per node for stability-based routing protocols.
In the case of DSR, when the offered traffic load is fixed and the network density is varied, we make an interesting observation: at low node mobility, the average energy consumed per node in a low-density network is about 20-25% more than that consumed in a high-density network. At high node mobility, the average energy consumed per node is almost the same in both lowdensity and high-density networks. This could be attributed to the higher hop count paths for DSR (by about 10-15%) in low-density networks compared to those for high-density networks. Since DSR is designed to minimize the hop count of an s-d path, as the network density is increased, each node makes use of the increased neighborhood size to reach out to the farthest node within the transmission range to establish a hop. At low node mobility, the hop count plays a significant role in deciding the amount of energy consumed per node. As we increase the node mobility, the amount of energy spent in route discoveries becomes non-insignificant and neutralizes the effect of the reduced hop count. Note that in high-density networks, DSR paths are more unstable compared to that at low-density networks as hops with physical link distance close to the transmission range are bound to break soon. In the case of RABR and ABR, we observe that for a fixed offered traffic load, the average energy consumed per node almost remains the same irrespective of the change in network density. In the case of FORP, network density does make an impact in the average energy consumed per node at low node mobility. This is because, as FORP is designed to choose routes with maximum predicted lifetime, it attempts to make use of the increased neighborhood to choose stable links in networks of low node mobility and high density. On the other hand, as the node mobility is increased, the predicted lifetime of the links does not increase significantly with increase in the network density.
In the presence of transmission power control (refer Figures 5.2, 5 .4, 5.6, 5.8), the energy savings obtained with DSR is about 30-40%. On the other hand, with the stability-based routing protocols, there is more significant energy savings. In the case of FORP, with a fixed offered traffic load, the energy savings is by a factor of 80% in low-density networks and 100-120% in high density networks. As FORP routes have more hops, transmission power control does help to reduce the energy consumed per node for high-density networks. In the case of RABR, transmission power control brings energy savings in the range of 40-55% and is not much affected by the network density. With respect to ABR, the average energy consumed per node is reduced by a factor of 60-70% and 40-50% in networks of low and high mobility respectively. The reduction in the energy savings in networks of high mobility could be attributed to the energy consumed due to frequent route discoveries.
F. Fairness of Node Usage
We compute the standard deviation of the energy consumed per node and use it as a measure of evaluating the fairness of node usage for the routing protocols. Figures 6.1 through 6 .4 and 7.1 through 7.4 indicate significant non-zero values for this metric, thus illustrating the degree of unfairness in node usage associated with the MANET routing protocols. Larger the value for the standard deviation of energy consumed per node, lower the fairness of node usage for the protocol. One common observation for all the protocols is that as node mobility increases from low to moderate and high, the standard deviation of energy usage decreases significantly. Thus, mobility does help to rotate the forwarding load among multiple nodes.
As the stability-based routing protocols use a single route for longer time, the same chain of nodes that form the stable path are continuously used. The minimum hop paths of DSR are relatively unstable and routes are determined more frequently. Hence, with respect to the fairness of node usage, DSR is better than the stabilitybased routing protocols. Within the class of stabilitybased protocols, we observe that higher the stability of the routes chosen by the protocol, the lower the fairness of node usage of that protocol.
For a given network density, as the offered traffic load is doubled from 15 s-d (refer Figures 6.1, 6 .3, 7.1, 7.3) pairs to 30 s-d (refer Figures 6.2, 6 .4, 7.2, 7.4) pairs, the average energy consumed per node and the standard deviation of the energy consumed per node also almost double. This illustrates that the routing protocols studied in this paper are not power-aware, will only choose the paths that satisfy their route selection principles (minimum hop count and stability) and do not take into account the residual battery power available at the nodes during route selection. With increase in the offered traffic load, the routing protocols find minimum hop and stable routes for relatively larger number of s-d sessions. But, as long as the sequence of topology changes remains the same (i.e., for a fixed node mobility), the number of nodes that are used as part of the minimum hop and stable routes does not increase significantly with increase in the offered traffic load. Only the nodes that can be part of the minimum hop routes and stable routes are exhausted to a greater extent. This is also the reason that the standard deviation of energy usage per node is high for FORP compared to that of the other routing protocols.
For the stability-based routing protocols, the standard deviation of the energy consumed per node at high network density increases by 50% (at low mobility) to 10-20% (at high mobility) compared to that at low network density. This is because of the tendency of the protocols to increase the stability of routes by making use of the increase in the available number of nodes. In the case of DSR, we observe that the standard deviation of the energy consumed per node is more for low-density networks compared to that for high-density networks, in which DSR routes are relatively unstable.
As we use transmission power control (refer Figure 7 ), it appears that the standard deviation of energy used per node decreases when compared to the results obtained without the use of transmission power control (refer Figure 6 ). But, since the average energy consumed per node decreases with usage of transmission power control, it makes sense to expect the standard deviation of the energy consumed per node to decrease. Also, the magnitude of reduction in the two metrics is almost the same. The reduction in the standard deviation of energy used per node is more for the stability-based routing protocols compared to the minimum-hop based DSR.
G. Network Lifetime
Since experiments that measured the network lifetime (refer Figure 8) had the initial battery charge of each node to be 150 Joules for both 15 and 30 s-d pairs, the network lifetime decreases as the offered traffic load increases. For a fixed traffic load, increasing the network density does not have a significant impact on the node lifetime, because the routing protocols we are studying are not power-sensitive and hence route selection will not consider the residual battery power at the nodes. If the protocols were power-sensitive, we could expect an increase in the time of first node failure as we increase the network density. On the contrary, stable-path routing protocols like FORP yield lower network lifetime at low and moderate node mobility in high-density networks, as this protocol attempts to choose more stable routes by involving more nodes in the path.
For almost, all the scenarios, the network lifetime incurred with the minimum-hop based DSR is more than that incurred with the stability-based routing protocols. Nodes that lie on the stable path are used a lot and are exhausted of battery power very earlier. We observed that it so happens that certain nodes lie on multiple stable paths and certain nodes do not lie on any stable path. Nodes that do not lie on the stable paths are not used much. This is more evident for protocols like FORP. We observed that at the time of first node failure, the average energy used per node is only about 50% of the initial battery charge of the nodes. The minimum-hop based DSR is also unfair in node usage, to a lesser extent. It uses the nodes in the center of the network more preferentially than nodes lying in the periphery. Hence, the centrally located nodes are more prone to failure than We also observe that the network lifetime slightly increases as we increase the node mobility from low to moderate. This is because as nodes start moving fast, the network topology keeps changing dynamically and the centrally located nodes move to the periphery and viceversa. The route forwarding load keeps rotating among the nodes. But, with very high node mobility (v max = 40 and 50 m/s), the network topology keeps changing dynamically and protocols spend considerable amount of energy in route discovery, especially at high offered traffic load, thus resulting in premature node failure.
When transmission power control is applied (compare Figures 8.2, 8.4, 8 .6, 8.8 with Figures 8.1, 8.3, 8.5, 8.7 ), we observe that there is a considerable improvement in the network lifetime for all the routing protocols, especially for FORP and RABR, under all the simulation conditions. This is due to the fact that using transmission power control, we could shield certain nodes from unnecessarily losing their battery charge when there is an ongoing transmission in their neighborhood in which these nodes are not part of. The average physical length of FORP and RABR routes is less than that of the DSR and ABR routes by 10-20%. As a result, with FORP and RABR, the number of non-transmitting nodes that lose energy due to transmissions in their neighborhood could be reduced more significantly with transmission power control.
V. CONCLUSIONS
The significant contributions of this paper are outlined and summarized as follows: (i) We study the minimum-hop based DSR and the stability-based ABR, RABR and FORP protocols with and without transmission power control and under diverse conditions of network density, node mobility and offered traffic load. The performance metrics measured include: number of route transitions, hop count, end-to-end delay per packet, energy consumed per node, energy consumed per packet, standard deviation of the energy consumed per node and the network lifetime. (ii) We observe a stability versus {energy consumption, delay, network lifetime} tradeoff among the four prominent mobile ad hoc network routing protocols both in the presence and absence of transmission power control. (iii) When run with transmission power control, the higher the stability of the routes, the larger is the savings in the energy consumption and bandwidth usage of the routing protocols. This translates to a significant improvement in the lifetime of the networks running the stability-based routing protocols. Overall, the stability versus {energy consumption, delay, network lifetime} tradeoff is reduced by using transmission power control. (iv) We observe that route selection strategies exclusively based on the knowledge of the past topology changes or the current topology is not sufficient to select highly stable routes. It is not enough to predict the future of a link based on how long the link existed so far. We need to estimate or predict the residual lifetime of a link (i.e., how long a link will exist from the current time instant).
With respect to routing protocol selection, we make the following recommendations: For real-time applications where the delay per packet and the network lifetime are the primary metrics of importance, DSR is the preferred protocol. For applications that require minimal use of location-update mechanisms and other external resources to provide stable routes, and all the four metrics, viz., delay, route stability, energy consumption and network lifetime are to be given equal importance, RABR could be the best choice. For Quality of Service applications like video conferencing, electronic classrooms and etc., where electrical power supply is available in plenty and delay could be tolerated as long as it is within a certain bound, continuous inorder delivery of packets without much jitter may be the key requirement. For such applications, we would have to choose FORP.
