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Zusammenfassung
Gegenstand der Arbeit ist die Untersuchung der Lo¨sungen von inhomogenen stochastischen Fix-
punktgleichungen. Die Fixpunktgleichungen sind Verteilungsgleichungen, die unter anderem bei
der Analyse von zufa¨lligen Divide-and-Conquer-Algorithmen eine wichtige Rolle spielen. Unter
einer Lo¨sung von stochastischen Fixpunktgleichungen versteht man ein Wahrscheinlichkeitsmaß,
das ein Fixpunkt unter der zur Fixpunktgleichung assoziierten Abbildung ist.
Fu¨r mehrere Arten von stochastischen inhomogenen Fixpunktgleichungen, na¨mlich des
Summen-, Infimum- und Supremumtyps wird eine Darstellungen von analytischen Transformierten
(z.B. der Laplace-Transformierten oder der U¨berlebensfunktion) der Lo¨sungen angegeben, die auf
der positiven Halbachse konzentiert sind. Mithilfe dieser Darstellung ko¨nnen dann Lo¨sungsmengen
charakterisiert werden.
Fu¨r Lo¨sungen inhomogener Fixpunktgleichungen des Summentyps, deren Tra¨ger die gesamten re-
ellen Zahlen sind, wird eine Darstellung der Fourier-Transformierten angegeben und in einigen
Spezialfa¨llen werden die Lo¨sungen charakterisiert.
Abstract
In this thesis we investigate the solutions of inhomogenious stochastic fixed point equations. The
fixed point equations are distributional equations which are of certain interest in the field of the
analyse of random divide-and-conquer algorithms. A solution of a stochastic fixed point equation
is a probability measure that is a fixed point of an associated transformation of measures.
For several kinds of inhomogenious stochastic fixed point equations, i.e. equations of additive,
supremum and infimum type, we found a representation of analytical transformations (i.e. laplace
transformation or the survival function) of solutions which are supported on the positive half-line.
In this present thesis the fourier-transformation of solutions of the inhomogenious stochastic fixed
point equations of additive type are explicitly given and for some special cases the solutions are
also characterized.
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Einleitung
Untersuchter Gegenstand der Arbeit
Die stochastischen Fixpunktgleichungen sind ein intensiv erforschtes Gebiet der letzten Jahrzehnte.
Fu¨r einen U¨berblick den Themenkomplex
”
stochastische Fixpunktgleichungen“ sei auf den U¨bersichts-
artikel von Aldous und Bandyopadhyay [1] hingewiesen. In dieser Arbeit wird ein breites Spektrum
von Arten stochastischer Fixpunktgleichungen vorgestellt und viele Referenzen auf verschiedene
einzelne Artikel dieses Gebietes gegeben.
Fu¨r die in der vorliegenden Arbeit hauptsa¨chlich behandelten stochastischen Fixpunktgleichung
des Summentyps sei auf die Arbeiten von Ro¨sler [39], [40], Ru¨schendorf [42], Rachev und Ru¨schendorf
[36] verwiesen. Dabei steht in diesen Arbeiten u.a. die Anwendung der stochastischen Fixpunkt-
gleichungen bei der Analyse von zufa¨lligen Algorithmen im Vordergrund. In der Arbeit von Liu
[32] findet man viele Referenzen auf Artikel, in denen stochastischen Fixpunktgleichung des Sum-
mentyps bei der Analyse von Verzweigungsprozessen, Infinite Particle Systems und Hausdorff-
Dimensionen von zufa¨lligen Mengen auftreten.
Unter einer stochastischen Fixpunktgleichung versteht man eine Verteilungsgleichung und unter
eine Lo¨sung dieser ein Wahrscheinlichkeitsmaß, das ein Fixpunkt unter der zur Verteilungsglei-
chung assoziierten Transformation von Wahrscheinlichkeitsmaßen ist.
Wenn man einen Teilraum der Wahrscheinlichkeitsmaße mit einer geeigneten Metrik versieht, so
kann man den Banachschen Fixpunktsatz anwenden, und erha¨lt gegebenenfalls die Existenz und
Eindeutigkeit des Fixpunktes. Dabei werden aber meist Nebenbedingungen an die betrachteten
Wahrscheinlichkeitsmaße gestellt, um tatsa¨chlich die Existenz und Eindeutigkeit zu garantieren.
Fu¨r diesen Zugang sei auf die Arbeit von von Ro¨sler in [39] verwiesen. In diesem Artikel benutzt
Ro¨sler die Wasserstein-Metrik, die auf den Wahrscheinlichkeitsmaßen mit endlichem zweitem Mo-
ment definiert ist.
Wenn man nun eine gro¨ßere Klasse von Wahrscheinlichkeitsmaßen betrachetet, so kann es passie-
ren, dass es mehrere Lo¨sungen gibt. Daher ist man einer mo¨glichen Beschreibung aller Lo¨sungen
interessiert, zum Teil auch da der Banachsche Fixpunktsatz die Existenz garantiert, aber keinerlei
Aussagen u¨ber die konkrete Gestalt der Lo¨sung liefert.
Bei der Charakterisierung der Lo¨sungsmenge lag das Hauptaugenmerk vor allem auf der stocha-
stischen Fixpunktgleichung des Summentyps
Y
d
=
∞∑
i=1
TiYi,
wobei Y, Y1, Y2, ... eine Folge unabha¨ngiger identisch verteilter Zufallsgro¨ßen ist und Ti, i ∈ N Zu-
fallsgro¨ßen sind so, dass ((Ti)i∈N, N), Y1, Y2, ... stochastisch unabha¨ngig sind. Diese Verteilungsglei-
chung wird in der vorliegenden Arbeit
”
homogene stochastische Fixpunktgleichung des Summen-
typs“ genannt. In der Literatur wird die zu dieser Verteilungsgleichung assoziierte Transformation
auch als Smoothing Transformation bezeichnet.
In der Analyse von zufa¨lligen Algorithmen, vgl. Neininger und Ru¨schendorf [34], treten u.a. inho-
mogene stochastische Fixpunktgleichungen des Summentyps auf, d.h. man betrachtet stochastische
Fixpunktgleichungen
Y
d
=
∞∑
i=1
TiYi + C,
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wobei Y, Y1, Y2, ... eine Folge unabha¨ngiger identisch verteilter Zufallsgro¨ßen derart ist,
dass ((Ti)i∈N, C), Y1, Y2, ... stochastisch unabha¨ngig sind.
Der Fall, dass die (Ti)i∈N eine Folge deterministischer reeller Zahlen ist und C konstant ist,
wurde ausfu¨hrlich in der Arbeit [7] behandelt und es wurde eine komplette Beschreibung der
Lo¨sungsmenge erzielt.
In einer Reihe von Arbeiten wurde untersucht, inwiefern man die Lo¨sungen charakterisieren bzw.
ob man eine Beschreibung von analytischen Transformierten von Lo¨sungen fu¨r nicht-deterministische
Ti, i ∈ N erreichen kann.
Unterschieden wird hier, ob eine Beschreibung positive Lo¨sungen oder nicht notwendigerweise po-
sitiver Lo¨sungen stattfand. Dabei heißt eine Lo¨sung positiv, falls sie auf der positiven Halbachse
konzentiert ist.
Fu¨r eine Folge (Ti)i∈N sei N :=
∞∑
i=1
11{|Ti|>0} die zufa¨llige Anzahl der Ti ,i ∈ N die ungleich Null
sind.
In der Arbeit von Durrett und Liggett [20] werden Laplace-Transformierte positiver Lo¨sungen
homogener stochastischer Fixpunktgleichungen des Summentyps unter der Voraussetzung charak-
terisiert, dass Ti ≥ 0 fu¨r alle i ∈ N gilt. Ferner wird vorausgesetzt, das die Anzahl N der echt
positiven Gewichte Ti, i ∈ N, eine konstante natu¨rliche Zahl ist. Das heißt in der obigen be-
trachteten Form der Fixpunktgleichung kann man in diesem Fall oBdA annehmen, dass T1, ..., TN
nicht identisch gleich 0 sind und Tk = 0 fu¨r alle k > N gilt.Es gelingt diesen beiden Autoren
die Laplace-Transformierten aller Lo¨sungen der betrachteten homogenen Fixpunktgleichung zu
charakterisieren. Dabei setzen sie voraus, dass gilt
• P (∀i ≤ N : Ti ∈ {0, 1}) < 1,
• es gibt ein α ∈]0; 1] mit E
(
N∑
i=1
Tαi
)
= 1 und E
(∑N
i=1 T
α
i logT
α
i
)
≤ 0.
Als na¨chstes sei die Arbeit [32] von Liu erwa¨hnt.
In dieser Arbeit wird eine Verallgemeinerung der von Durrett und Liggett analysierten homogenen
stochastischen Fixpunktgleichung betrachtet. Dazu la¨sst Liu zu, dass N eine Zufallsgro¨ße mit
P (N ∈ {0, 1}) < 1 ist.
Liu beschreibt die Laplace-Transformierten aller Lo¨sungen unter den folgenden Annahmen
• P (∀i ≤ N : Ti ∈ {0, 1}) < 1,
• es gibt ein α ∈ [0; 1[ mit E
(
N∑
i=1
Tαi
)
= 1 und E
(∑N
i=1 T
α
i logT
α
i
)
≤ 0,
• es gibt ein δ > 0 mit E
(
N1+δ
)
<∞ und E
(( N∑
i=1
Ti
)1+δ)
<∞.
In der Arbeit [26] von Iksanov wird das Ergebnis von Liu derart verallgemeinert, dass P (N =
∞) > 0 zugelassen wird.
Iksanov gibt eine Charakterisierung fu¨r die Existenz sogenannter α-elementare Lo¨sungenI an.
Ferner zeigt er, falls es α-elementare Lo¨sung gibt, so sind dies bereits alle Lo¨sungen und diese sind
eindeutig bis auf Multiplikation mit einer Konstanten.
Das beste Resultat zur Beschreibung der Laplace-Transformierten von Lo¨sungen homogener sto-
chastischer Fixpunktgleichungen des Summentyps wurde von Alsmeyer, Biggins und Meiners in der
Arbeit [4] vorgestellt. In der besagten Arbeit werden die Laplace-Transformierten aller Lo¨sungen
unter den folgenden Voraussetzungen charakterisiert
IEine a¨hnliche Definition fu¨r α-elementare Lo¨sungen findet man im dritten Kapitel, Abschnitt 3.1
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• Ti ≥ 0 fu¨r alle i ∈ N,
• P (∀i ∈ N : Ti ∈ {0, 1}) < 1,
• E (N) > 1,
• es existiert ein α > 0 mit
(i) 1 = E
(∑
i∈N
Tαi
)
< E
(∑
i∈N
T βi
)
f.a. β ∈ [0;α[,
(ii) ferner gilt
es gibt ein θ ∈ [0;α[ mit E
(∑
i∈N
T θi
)
<∞,
oder
es gilt E
(∑
i∈N
Tαi logTi
)
∈]−∞; 0[ und E
(
(
∑
i∈N
Tαi ) log
+(
∑
i∈N
Tαi )
)
<∞.
Es sei an dieser Stelle angemerkt, in der Arbeit von Alsmeyer, Biggins und Meiners ein neuer
Zugang gewa¨hlt wurde, um die Menge der Lo¨sungen von stochastischen Fixpunktgleichungen via
analytischer Transformierter zu charakterisieren.
Die Idee dabei ist es, dass man Funktionen analysiert, die einer abstrakten Funktionalgleichung
gehorchen und diese je nachdem entweder als Laplace-Transformierte oder als U¨berlebensfunktion
interpretiert.
Man kann so zugleich stochastische Fixpunktgleichungen des Summentyps und des spa¨ter vorge-
stellten Infimumtyps behandeln.
Außerdem sei angemerkt, dass die in der Arbeit von Alsmeyer, Biggins und Meiners benutzten
Voraussetzungen schwa¨cher sind, als die in der vorliegenden Arbeit beno¨tigeten Voraussetzungen
um eine Charakterisierung der Laplace-Transformierten von Lo¨sungen inhomogenen stochastischer
Fixpunktgleichungen zu erhalten. In der vorliegenden Arbeit wird u.a. Ti ∈ [0; 1] f.s. fu¨r alle i ∈ N
und N ≥ 1 f.s. vorausgesetzt, dies wird in der obigen Arbeit nicht beno¨tigt. Es ist also wahrschein-
lich, dass die Ergebnisse der vorliegenden Arbeit dahingehend verbessert werden ko¨nnten.
Der allgemeinere Fall, wenn die Lo¨sung auch negative Werte annehmen kann, wird in einer Reihe
von Arbeiten behandelt.
In der Arbeit [16] von Ro¨sler und Caliebe wird eine Beschreibung der Menge der Lo¨sung mit
endlicher Varianz erreicht. Falls P (
∑∞
i=1 Ti = 1) < 1 gilt, so werden in der Arbeit [16] dazu die
folgenden Bedingungen beno¨tigt
• P (N ≤ 1) < 1,
• es gilt einer der beiden Fa¨lle
(i) E
(∑∞
i=1 T
2
i
)
<∞ und E
∣∣∣∣ ∞∑
i=1
T 2i logT
2
i
∣∣∣∣ <∞,
(ii) E
(∑∞
i=1 T
2
i
)
<∞ und (
n∑
i=1
Ti)n∈N konvergiert in L2.
Falls P (
∑∞
i=1 Ti = 1) = 1 gilt, so werden die folgenden Bedingungen beno¨tigt
• P (N ≤ 1) < 1,
• E
(∑∞
i=1 T
2
i
)
<∞ und E
∣∣∣∣ ∞∑
i=1
T 2i logT
2
i
∣∣∣∣ <∞.
In der Arbeit [17] von Caliebe und Ro¨sler werden die Resultate aus [16] erga¨nzt. Dort wird die
Menge der Lo¨sungen mit endlichem Erwartungswert beschrieben unter den Voraussetzungen
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• Ti ≥ 0 fu¨r alle i ∈ N,
• E
(
∞∑
i=1
Ti
)
= 1,
• E
(
∞∑
i=1
Ti logTi
)
< 0 und E
((
∞∑
i=1
Ti
)
log+
(
∞∑
i=1
Ti
))
<∞.
Ferner zeigt Caliebe in ihrer Arbeit [14] unter sehr milden Voraussetzungen, dass jede Lo¨sung eine
Mischung unbegrenzt teilbarer Verteilungen ist , vgl. Theorem 1 in [14]. Sie kann dieses Ergebnis
dann dazu benutzen symmetrische Lo¨sungen zu charakterisieren.
In einer Serie von Arbeiten von Shimizu und Davis, an dessen Ende die Arbeit [19] steht, werden
Darstellungen fu¨r Fourier-Transformierte angegeben, die gewissen Funktionalgleichungen gehor-
chen. Die zu diesen Fourier-Transformierten geho¨rigen Verteilungen lassen sich dann als Lo¨sungen
homogener stochastischer Fixpunktgleichungen interpretieren.
Fu¨r einen U¨berblick dieser Resultate sei auf vierte Kapitel des Buches [37] von Ramachandran und
Lau verwiesen. Speziell sei an dieser Stelle das Theorem 4.3.6 hervorgehoben, in dem die Menge
der Lo¨sungen unter den folgenden Voraussetzungen angegeben wird,
• N ist eine endliche Konstante,
• es gibt ein α ∈]0; 2] mit
N∑
i=1
Tαi
f.s.
= 1,
• P (∃j, k ≤ N : log |Tj| / log |Tk| ∈ R \Q) > 0,
• es gilt
(i)
N∑
i=1
E (|Ti|
α
log |Ti|) <∞, falls 0 < α < 1,
(ii)
N∑
i=1
E
(
(|Ti| log |Ti|)
1+δ
)
<∞ fu¨r ein δ > 0, falls α = 1,
(iii)
N∑
i=1
E (|Ti|) <∞ und
N∑
i=1
E (Ti) 6= 1, falls 1 < α ≤ 2.
In der Arbeit [23] von Fill und Janson wird eine ganz spezielle inhomogene Fixpunktgleichung des
Summentyps betrachtet, na¨mlich eine Fixpunktgleichung, die sich bei der Analyse des Quicksort-
Algorithmus ergibt
Y
d
= UY1 + (1− U)Y2 + f(U),
wobei Y, Y1, Y2 stochastisch unabha¨ngige und identisch verteilte Zufallsgro¨ßen sind, U eine Zufalls-
gro¨ße ist mit einer Rechteckverteilung auf [0; 1] so, dass U, Y1, Y2 stochastisch unabha¨ngig sind.
Außerdem ist f : [0; 1]→ R;x 7→ 2x log x+ 2(1− x) log(1 − x) + 1.
In der Arbeit [23] wird gezeigt, dass die Lo¨sungen dieser Fixpunktgleichung genau die Faltungen
einer Cauchy-Verteilung mit einer speziellen Lo¨sungen mit endlichem Erwartungwert sind.
Neben den bisher vorgestellten stochastischen Fixpunktgleichungen des Summentyps werden in
der vorliegenden Arbeit außerdem stochastischen Fixpunktgleichung des Infimumtyps behandelt.
Als eine homogenen stochastischen Fixpunktgleichungen des Infimumtyps wird in der vorliegenden
Arbeit die folgende Verteilungsgleichung bezeichnet
Y
d
= inf
i∈N
Yi
Ti
,
wobei Y, Y1, Y2, ... eine Folge unabha¨ngiger identisch verteilter Zufallsgro¨ßen und (Ti)i∈N eine
davon unabha¨ngige Folge von Zufallsgro¨ßen ist.
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Ferner wird die folgende Veteilungsgleichung als inhomogene stochastische Fixpunktgleichung des
Infimumtyps bezeichnet
Y
d
= inf
i∈N
Yi
Ti
∧
1
C
,
wobei Y, Y1, Y2, ... eine Folge unabha¨ngiger identisch verteilter Zufallsgro¨ßen ist so,
dass ((Ti)i∈N, C), Y1, Y2, ... stochastisch unabha¨ngig sind.
Es gelang in dem Artikel [8] von Alsmeyer und Ro¨sler im Fall von deterministischen Ti , i ∈ N eine
komplette Beschreibung der Lo¨sungsmenge der homogenen stochastischen Fixpunktgleichungen
des Infimumtyps.
In der Arbeit [6] von Alsmeyer und Meiners werden ebenfalls homogene stochastische Fixpunktglei-
chungen des Infimumtyps behandelt, wobei der Fall mit nicht-deterministische Ti, i ∈ N studiert
wird.
In dem besagten Artikel werden vor allem positive Lo¨sungen betrachtet, diese Einschra¨nkung wird
dabei durch die in dem Artikel [6] gewonnen Erkenntnis gerechtfertigt, dass unter der Gu¨ltigkeit
von 0 < P (N > 1) ≤ P (N ≥ 1) = 1 die Lo¨sungen entweder auf der positiven oder negativen
Halbachse konzentiert sind .
Ferner wird von Alsmeyer und Meiners gezeigt, dass unter den Voraussetzungen supi∈N Ti ≥ 1 f.s.
und P (sup∈N Ti > 1) > 0 keine positive Lo¨sung existiert.
Ebenfalls wird von Alsmeyer und Meiners unter der Voraussetzungen 0 < P (N > 1) ≤ P (N ≥
1) = 1 die A¨quivalenz der folgenden Aussagen gezeigt
(i) supi∈N Ti
f.s.
= 1,
(ii) es gibt ein γ ∈]0; 1] so, dass die Menge der positiven Lo¨sungen genau die Verteilungen von
Zufallsgro¨ßen Y sind, fu¨r die gilt γc ≤ Y ≤ c fu¨r ein c > 0,
(iii) das Dirac-Maß δc ist eine Lo¨sung fu¨r ein c > 0,
(iv) das Dirac-Maß δc ist eine Lo¨sung fu¨r alle c > 0.
In der Arbeit [6] wird außerdem eine Klassifikation der positiven Lo¨sungen vorgenommen, dabei
werden α-elementare, α-regula¨re und α-beschra¨nkte Lo¨sungen definiert.
In dem Theorem 4.3 in [6] wird eine Charakterisierung unter den schwachen Voraussetzungen
0 < P (N > 1) ≤ P (N ≥ 1) = 1 und P (supi∈N Ti < 1) > 0 fu¨r die Existenz von α-regula¨ren bzw.
α-elementaren Lo¨sung angegeben.
Dies ist insofern von Interesse, da sich diese spezielle Klasse von Lo¨sungen sehr scho¨n beschreiben
lassen, wie dies in dem Theorem 4.5 in der selben Arbeit bewiesen wird. Konkret wird in dem
besagtem Theorem 4.5 unter der Voraussetzung 0 < P (N > 1) ≤ P (N ≥ 1) = 1 und der Existenz
eines α > 0 mit E
(∑
i∈N
Tαi
)
= 1 und E
(
W (α)
)
= 1II gezeigt, dass die Menge der α-beschra¨nkten,
α-regula¨ren und α-elementaren Lo¨sungen zusammen fallen und gleich der Menge bestimmter Mi-
schungen von Weibull-Verteilungen ist.
Wie bereits angesprochen wird in der Arbeit [4] von Alsmeyer, Biggins und Meiners eine Beschrei-
bung der U¨berlebensfunktion von positiven Lo¨sungen der stochastischen Fixpunktgleichung des In-
fimumtyps unter denselben Voraussetzungen wie fu¨r die Beschreibung der Laplace-Transformierten
von positiven Lo¨sungen der stochastischen Fixpunktgleichung des Summentyps erreicht. Diese ver-
allgemeinert das Theorem 4.5 aus der Arbeit [6] von Alsmeyer und Meiners.
Diese Voraussetzungen sind auch schwa¨cher, als die in der vorliegenden Arbeit beno¨tigten Bedin-
gungen um Aussagen u¨ber die Lo¨sungen der inhomogenen stochastichen Fixpunktgleichungen des
Infimumtyps zu erhalten.
IIFu¨r eine Definition von W (α) siehe den Abschnitt 1.2 im zweiten Kapitel
9
In der Arbeit [27] von Iksanov werden ebenfalls positive Lo¨sungen von stochastischen Fixpunkt-
gleichungen des Infimumtyps behandelt. Seine Ergebnisse in den zitierten Artikel basieren auf
der Beobachtung, dass sich die U¨berlebensfunktion von Lo¨sungen homogener stochastischer Fix-
punktgleichungen a¨hnlich analysieren lassen, wie Laplace-Transformierte von Lo¨sungen homogener
stochastischer Fixpunktgleichungen des Summentyps. Iksanov erha¨lt somit vergleichbare Resulate
wie in seinem Artikel [26].
Wie bereits angemerkt, wird diese Beobachtung in dem Artikel von Alsmeyer, Biggins und Meiners
verallgemeinert und ausgebaut.
Eine weitere Art der stochastischen Fixpunktgleichung, die in der vorliegenden Arbeit behandelt
wird, ist die stochastische Fixpunktgleichung des Supremumtyps. Die folgende Verteilungsglei-
chung wird in der vorliegenden Arbeit als homogene stochastische Fixpunktgleichung des Supre-
mumtyps bezeichnet
Y
d
= sup
i∈N
TiYi,
wobei Y, Y1, Y2, ... eine Folge unabha¨ngiger identisch verteilter Zufallsgro¨ßen und (Ti)i∈N eine da-
von unabha¨ngige Folge von Zufallsgro¨ßen ist.
Außerdem sei die folgende Verteilungsgleichung als inhomogene stochastische Fixpunktgleichung
des Supremumtyps benannt
Y
d
= sup
i∈N
TiYi ∨ C,
wobei Y, Y1, Y2, ... eine Folge unabha¨ngiger identisch verteilter Zufallsgro¨ßen ist so,
dass ((Ti)i∈N, C), Y1, Y2, ... stochastisch unabha¨ngig sind.
In dem Artikel [28] von Jagers und Ro¨sler werden homogene stochatische Fixpunktgleichungen
des Supremumtyps behandelt und es werden generelle Aussagen u¨ber die mo¨glichen Lo¨sungen
gesammelt. Fu¨r eine Anwendung im Kontext der Analyse von zufa¨lligen Algorithmen sei auf den
Artikel [42] von Ru¨schendorf verwiesen. Ferner werden, neben vielen anderen Arten von stochasti-
schen Fixpunktgleichungen, stochastische Fixpunktgleichungen des Supremumtyps in dem Artikel
[1] von Aldous und Bandyopadhyay untersucht.
Wie man leicht einsieht kann man die stochastische Fixpunktgleichung des Infimumtyps durch
U¨bergang zum Kehrwert in eine stochastische Fixpunktgleichung des Supremumtyps transformie-
ren.
Es reicht daher eine Beschreibung der Lo¨sungen der stochastischen Fixpunktgleichung des Infi-
mumtyps anzugeben.
Diese Einsicht wird auch in dem Artikel [8] von Alsmeyer und Ro¨sler angewandt und die beiden
Autoren erhalten eine komplette Beschreibung der Lo¨sungsmenge der homogenen stochastischen
Fixpunktgleichungen des Supremumtyps unter der Voraussetzung, dass die Folge Ti , i ∈ N reelle
Konstanten sind.
Ferner ko¨nnen daher Resultate u¨ber Lo¨sungen homogener stochastischer Fixpunktgleichungen
des Infimumtyps aus dem Artikel von Alsmeyer, Biggins und Meiners auf Lo¨sungen homogener
stochastischer Fixpunktgleichungen des Supremumtyps u¨bertragen werden. Man erha¨lt eine Be-
schreibung der Lo¨sungen homogener stochastischer Fixpunktgleichungen des Supremumtyps unter
den selben Voraussetzungen wie oben angegeben.
In seinem Artikel [12] untersucht Biggins inhomogene stochastische Fixpunktgleichungen des Su-
premumtyps. Unter recht technischen Voraussetzungen erha¨lt er eine Beschreibung der Vertei-
lungsfunktion von Lo¨sungen der inhomogenen stochastischen Fixpunktgleichung des Supremum-
typs, der Leser sei auf das Theorem 13 in [12] verwiesen.
In der vorliegenden Arbeit werden vor allem inhomogene stochastische Fixpunktgleichungen des
Summen-, des Infimum-, und Supremumtyps behandelt. Schwerpunkt wird dabei auf eine mo¨gliche
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Beschreibung der Lo¨sungsmenge gelegt, oder zumindestens eine mo¨glichst konkrete Angabe der
Laplace- oder Fourier-Transformierten, bzw. U¨berlebensfunktion oder Verteilungsfunktion.
Auf eine genaue Beschreibung der dazu notwendigen Voraussetzungen sei auf die entsprechenden
Sa¨tze hingewiesen.
Als ein Ergebnis der vorliegenden Arbeit erha¨lt man, dass sich die inhomogenen Lo¨sungen aus einer
speziellen inhomogenen Lo¨sung und einer homogenen Lo¨sung zusammensetzen. Dies ist insofern
nicht u¨berraschend, da Ru¨schendorf in [42] zeigt, dass es eine Eins-zu-Eins Beziehung zwischen
den Lo¨sungen der homogenen und inhomogenen Lo¨sungen gibt.
Durch eine Angabe der Lo¨sungen wird dies Resultat aber pra¨zisiert.
Inhalt und Aufbau der Arbeit
Das erste Kapitel stellt grundlegende Resulate u¨ber den gewichteten Verzweigungsprozess und
zugeho¨rigen Themengebiete zusammen. Es dient dazu in der vorliegenden Arbeit eine einheitliche
Notation fu¨r die in der Literatur zum Teil stark unterschiedlichen Schreibweisen bereitzustellen
und um eine in sich geschlossene Arbeit pra¨sentieren zu ko¨nnen. Breitem Raum wird dabei einem
wichtigen Hilfmittel fu¨r die spa¨tere Analyse eingera¨umt, den Stopplinien. Der Sinn dahinter ist,
bekannte Resulate u¨ber Stopplinien von Biggins und Kyprianou an die Notation der vorliegen-
den Arbeit anzupassen und pra¨zise Formulierungen und formale Definitionen anzugeben. Da in
der vorliegenden Arbeit inhomogene stochastische Fixpunktgleichungen untersucht werden, muss
auf eine Erweiterung des gewichteten Verzweigungsprozesses eingegangen werden, na¨mlich den ge-
wichteten Verzeigungsprozess mit Knotengewichten. Es wird dabei eine spezielle Zufallsgro¨ße R∞
konstruiert, die u.A. eine Lo¨sung der inhomogenen stochastischen Fixpunktgleichung ist.
Im zweiten Kapitel werden bekannte Sa¨tze von Nerman und Gatzouras vorgestellt und benutzt
um Konvergenzaussagen fu¨r sogenannte Exzess-Maße zu erhalten. Dabei stellen die Resultate von
Nerman und Gatzouras eine Art Erneuerungstheorie fu¨r den gewichteten Verzweigungsprozess
dar. Dabei tritt das in der Erneuerungstheorie bekannte Pha¨nomen auf, dass man zwischen nicht-
arithmetischen und arihtmetischen Verteilungen unterscheiden muss. Diese Unterscheidung zieht
sich dann durch die gesamte Arbeit hindurch fort.
Im dritten Kapitel wird eine abstrakte Klasse von reellen Funktionen betrachtet, die sogenannten
Lo¨sungsfunktionen. Dabei sind die betrachtete Lo¨sungsfunktionen nur Mittel zum Zweck um eine
einheitliche Untersuchung von Lo¨sungen von Fixpunktgleichungen auf R+, welche im vierten Ka-
pitel stattfindet, zu ermo¨glichen. Die Lo¨sungsfunktionen werden durch eine Funktionalgleichung
definiert und es stellt sich daher die Frage, ob man eine explizite Darstellung fu¨r diese Funk-
tionen finden kann. Dies wird, unter gewissen Voraussetzungen, in der vorliegenden Arbeit mit
dem Darstellungssatz fu¨r Lo¨sungsfunktionen erreicht. Dieser Satz wird mittels einer speziellen
Konstruktion von Stopplinien bewiesen, deren Definition und Analyse einen Großteil des Kapitels
ausmacht.
Die gewonnen Erkenntnisse u¨ber Lo¨sungsfunktionen werden im vierten Kapitel angewandt, um
eine Charaktersierung von Lo¨sungemengen von stochastischen Fixpunktgleichungen auf R+ zu er-
halten. Dabei werden stochastische Fixpunktgleichungen des Summentyps, des Infimumtyps und
des Supremumtyps untersucht. Es stellt sich heraus, dass alle Lo¨sungen der inhomogenen stocha-
stischen Fixpunktgleichung sich aus der Kenntnis einer speziellen Lo¨sung und der Menge homo-
genen stochastischen Fixpunkte bestimmen lassen. Dies zeigt eine Parallele zwischen Lo¨sungen
von inhomogenen stochastischen Fixpunktgleichungen und z.B. der Lo¨sungsmenge von linearen
Gleichungssystemen. An dieser Stelle sei angemerkt, dass in dieser Arbeit nicht die Lo¨sungsmenge
der homogenen stochastischen Fixpunktgleichung bestimmt wird um dann auf die inhomogenen
Lo¨sungen zu schließen. Stattdessen wird die Lo¨sungsmenge der inhomogenen stochastischen Fix-
punktgleichung direkt bestimmt.
Das fu¨nfte Kapitel entha¨lt eine Analyse der stochastischen Fixpunktgleichung des Summentyps
auf R. Im Gegensatz zu den stochastischen Fixpunktgleichungen auf R+ muss man die Fourier-
Transformiert anstelle der Laplace-Transformierten benutzen, um die Lo¨sungen zu untersuchen.
Hauptresultat dieses Kapitels ist eine Darstellung der Fourier-Transformierten der Lo¨sungen. Der
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Beweis fu¨r diesen Darstellungssatz gliedert sich in vier Schritte. Zuna¨chst stellt man fest, dass
es nicht schwer ist, eine explizite Form fu¨r sogenannte α-elementare Lo¨sungen anzugeben. Da-
nach werden als Erstes nur die homogenen Lo¨sungen betrachtet. Fu¨r diese wird gezeigt, dass
α-regula¨re Lo¨sungen auch α-elementar sind. Dabei wird die Theorie u¨ber integrierte Cauchy-
Funktionalgleichungen (engl. Integrated Cauchy Functional Equations ) angewandt. Abschlie-
ßend wird eine von Caliebe entwickelte Methode, die die Theorie der infinitesimalen unabha¨ngigen
Dreiecks-Schemata benutzt, via Stopplinien erweitert und benutzt, um zu zeigen, dass im Prinzip
alle homogene Lo¨sungen ein gewisses Tail-Verhalten besitzen. Dieses Verhalten ermo¨glicht es, mit
einen Satz von Kawata auf die α-Regularita¨t der homogenen Lo¨sungen zu schließen. Mittels eines
Coupling-Argumentes wird dann gezeigt, wie man die bereits bekannten Resultate u¨ber homoge-
nen Lo¨sungen auf die inhomogenen Lo¨sungen u¨bertragen kann.
Anhand der Darstellung der Fourier-Transformierten kann man nun in Spezialfa¨llen die Lo¨sungsmenge
charakterisieren.
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Notationen und Konventionen
In diesem Abschnitt wollen wir einen U¨berblick u¨ber die in dieser Arbeit benutzten Notationen
und Konventionen geben.
Die Abku¨rzung oBdA steht fu¨r
”
ohne Beschra¨nkung der Allgemeinheit“, f.s. steht fu¨r
”
fast sicher“.
Wir u¨bernehmen die Standardnotation N,Z,Q,R und C fu¨r die Mengen der natu¨rlichen, ganzen,
rationalen, reellen Zahlen und komplexen Zahlen. Wir setzen N := N ∪ {∞}, Z := Z ∪ {−∞,∞}
und R := R ∪ {−∞,∞}.
Fu¨r alle a ≤ b ∈ R definieren wir die Intervalle ]a; b[:=
{
x ∈ R | a < x < b
}
, [a; b[:=
{
x ∈ R | a ≤ x < b
}
,
]a; b] :=
{
x ∈ R | a < x ≤ b
}
und [a; b] :=
{
x ∈ R | a ≤ x ≤ b
}
.
Wir u¨bernehmen die Rechenregeln fu¨r R und die Topologie auf R, wie sie im Paragraph 4, Kapitel
III in [21] beschrieben werden.
Wir bezeichnen fu¨r jede TeilmengeM ⊆ R mit BM die Spur-σ-Algebra aufM von der Borelschen
σ-Algebra B
R
von R, vgl. Paragraph 4, Kapitel III in [21].
Weiterhin sei λ das Lebesgue-Maß auf (R,B
B
).
Ist (Ei,Ei)i∈I eine Familie messbarer Ra¨ume, so schreiben wir
⊗
i∈I Ei fu¨r die Produkt-σ-Algebra.
Gilt fu¨r alle i ∈ N (Ei,Ei) = (E,E) fu¨r ein messbaren Raum (E,E), so schreiben wir E⊗I fu¨r die
Produkt-σ-Algebra
⊗
i∈I Ei.
Ist (E,E) ein messbarer Raum und I eine Indexmenge, so versehen wir, außer wenn es ausdru¨cklich
anders gesagt wird, den Raum EI mit der Produkt-σ-Algebra E⊗I .
Sind (E1,E1) und (E2,E2) zwei messbare Ra¨ume und X : E1 → E2 eine Abbildung, so sagen wir
X ist messbar, wenn X E1-E2-messbar ist.
Wir legen dieser Arbeit einen Wahrscheinlichkeitsraum (Ω,A, P ) zugrunde, der so reichhaltig sein
soll, dass alle in dieser Arbeit vorkommenden Zufallsgro¨ßen auf ihm definiert sind.
Unter Zufallsgro¨ßen verstehen wir Abbildungen X mit Definitionsbereich Ω und Werten in einem
messbaren Raum (E,E) so, dass X A-E-messbar ist.
Fu¨r eine Unter-σ-Algebra B ⊆ A sagen wir X ist B-messbar, falls X B-E-messbar ist.
Wie u¨blich schreiben wir E (X) fu¨r den Erwartungswert der Zufallsgro¨ße X .
Fu¨r eine Zufallsgro¨ßeX bezeichnen wir mit PX die Verteilung von X und wir setzen L(X) := PX .
Ist Y eine Zufallsgro¨ße, so schreiben X
d
= Y fu¨r L(X) = L(Y ).
FX : R → [0; 1]; t 7→ P (X ≤ t) sei die Verteilungsfunktion, FX : R → [0; 1]; t 7→ P (X ≥ t)
sei die U¨berlebensfunktion, ϕX : [0;∞[→ [0; 1]; t 7→ E
(
e−tX
)
sei die Laplace-Transformierte und
φX : R→ E
(
eitX
)
sei die Fourier-Transformierte von X .
Mit
w
−→,
P
−→,
f.s.
−−→ und
L1−→ bezeichnen wir die schwache, die stochastische, die fast sichere und die
L1-Konvergenz.
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Kapitel 1.
Der gewichtete Verzweigungsprozess
1.1. Der Ulam-Harris-Baum
Sei V :=
⋃
n≥0
N
n der unendliche Ulam-Harris-Baum, wobei N0 = {ø}.
Die Elemente aus V bezeichen wir als Knoten und ø wird als Wurzel bezeichnet.
Wir definieren den Rand von V als ∂V := NN.
Sei n ∈ N.
Dann setze wir Vn := N
n und bezeichen diese Menge als die Menge der Knoten der n-ten Gene-
ration.
Weiterhin sei die Generation |v| eines Knotens v ∈ V definiert als das n ∈ N0 mit v ∈ Vn. Fu¨r
alle x ∈ ∂V, setze |x| :=∞.
Ist v = (v1, ..., vn) ∈ Vn, so schreiben wir auch ku¨rzer v1...vn, d.h. wir unterdru¨cken bei den
Knoten die u¨bliche Tupelnotation.
Seien u, v ∈ V \ {ø}. Setze uv := u1...u|u|v1...v|v|, sowie øv := v und vø := v.
Ist v ∈ V so bezeichnen wir mit V(v) = {vw | w ∈ V} den Baum startend ab v.
Fu¨r jedes n ∈ N sei V≤n := {v ∈ V | |v| ≤ n} die Menge der Knoten bis einschließlich der n-ten
Generation und V<n := {v ∈ V | |v| < n} die Menge der Knoten bis zur n-ten Generation.
Manchmal ist es notwendig, die Anzahl der
”
A¨ste“ zu beschra¨nken.
Sei m ∈ N. Wir definieren die Einschra¨nkungen des Ulam-Harris-Baumes mit nur m Verzeigungen
als V|m :=
⋃
n∈N0
{1, ...,m}n, analog definieren wir Vn|m, V<n|m, etc.
Ist v ∈ V ∪ ∂V so definieren wir fu¨r jedes k ∈ Z die Einschra¨nkung von v als
v|k :=

ø, k ≤ 0
v1...vk, k < |v|
v, k ≥ |v|
Wir bezeichnen die Abbildung
V : V→ V; v 7→ v|(|v| − 1)
als die Vorga¨nger-Abbildung. Sie bildet einen Knoten auf seinen direkten Vorfahren ab.
Wir definieren nun einige nu¨tzliche Relationen auf V.
Definition 1.1.1. Relationen auf V.
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Die Relation ≤ auf V sei fu¨r alle v, w ∈ V gegeben durch
v ≤ w :⇔ ∃u ∈ V : vu = w,
wir sagen dann auch, dass v ein Vorfahre von w ist, bzw. w ein Nachfahre von v ist.
Weiterhin sei < auf V gegeben fu¨r alle v, w ∈ V durch
v < w :⇔ v ≤ w ∧ v 6= w.
Wir erweitern diese Definitionen auf Teilmengen von V. Fu¨r alle L ⊆ V und v ∈ V definieren wir
v ≤ L :⇔ ∃w ∈ V : vw ∈ L,
v < L :⇔ ∃w ∈ V \ {ø} : vw ∈ L
und
L ≤ v :⇔ ∃w ∈ V : w ∈ L und w ≤ v,
L < v :⇔ ∃w ∈ V : w ∈ L und w < v.
Fu¨r alle L,M ⊆ V sei
L ≤M :⇔ ∀u ∈ L∃v ∈M : u ≤ v.
Die Relation ⊥ auf V sei fu¨r alle v, w ∈ V definiert durch
v ⊥ w :⇔ v 6≤ w und w 6≤ v.
Anschaulich bedeutet v ⊥ w, dass von den beiden Knoten v, w keiner Vorfahre des jeweils anderen
ist.
Lemma 1.1.2. Sei L ⊆ V und v ∈ V \ {ø}. Dann gilt L < v genau dann, wenn L ≤ V(v) gilt.
Beweis. Die Behauptung ergibt sich aus folgender A¨quivalenzumformung
L < v ⇐⇒ ∃w ∈ V : w ∈ L und w < v
⇐⇒ ∃w ∈ V : w ∈ L und w ≤ V(v)
⇐⇒ L ≤ V(v).
1.2. Der gewichtete Verzweigungsprozess
Definition 1.2.1. Kantengewichtsfolge.
Eine Folge T := (Ti)i∈N von Zufallsgro¨ßen mit 0 ≤ Ti ≤ 1 fu¨r alle i ∈ N nennen wir Kantenge-
wichtsfolge.
Definition 1.2.2. Knotenpfadgewichte.
Sei T = (Ti)i∈N eine Kantengewichtsfolge.
Seien (T (v))v∈V unabha¨ngig identisch verteilte Zufallsgro¨ßen mit T (v)
d
= T fu¨r alle v ∈ V.
Fu¨r alle v ∈ V nennen wir T (v) die Kantengewichtsfolge von v.
Wir definieren eine Familie L := (Lv)v∈V von Zufallsgro¨ßen rekursiv durch
Lø := 1, Lvk := Lv · Tk(v) fu¨r alle v ∈ V, k ∈ N.
Fu¨r alle v ∈ V bezeichen wir Lv als das Knotenpfadgewicht von v.
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Analog definieren wir fu¨r alle v ∈ V die Familie der Knotenpfadgewichte L(v) := (Lw(v))w∈V ab
dem Knoten v rekursiv durch
Lø(v) := 1, Lwk(v) := Lw(v) · Tk(vw) fu¨r alle w ∈ V, k ∈ N.
Fu¨r alle x ∈ ∂V und alle v ∈ V definieren wir das Knotenpfadgewicht von x bzw. das Knoten-
pfadgewicht von x ab v durch
Lx := lim sup
n→∞
Lx|n bzw. Lx(v) := lim sup
n→∞
Lx|n(v).
Wir definieren fu¨r alle n ∈ N das maximale Knotenpfadgewicht in der n-ten Generation als
L⋆n := sup
v∈Vn
Lv.
Manchmal reicht es nicht aus, nur Kantengewichtsfolgen fu¨r einzelne Knoten zu betrachten, viel-
mehr mu¨ssen wir gewisse Familien von Kantengewichtsfolgen betrachten. Wir definieren daher fu¨r
alle v, w ∈ V
Tv,w := (T (vu))u≤w und Tv,∞ := (T (vu))u∈V.
Konvention 1.2.3. Kanonische Wahl.
In dieser Arbeit vereinbaren wir folgende Konvention. Ist eine Kantengewichtsfolge T gegeben, so
unterstellen wir implizit, dass die Familie (T (v))v∈V wie in obiger Definition gewa¨hlt wurde und
alle davon abgeleiteten Zufallsgro¨ßen definiert seien.
Im restlichen Teil dieses Abschnittes sei T stets eine Kantengewichtsfolge.
Definition 1.2.4. σ-Algebra der n-ten Generation, bis zur n-ten Generation.
Fu¨r jedes n ∈ N sei
An := σ(T (v), |v| < n) = σ(Lv, |v| ≤ n)
die σ-Algebra bis zur n-ten Generation.
Fu¨r alle u ∈ V und alle n ∈ N definieren wir
An(u) := σ(T (uv), |v| < n) = σ(Lv(u), |v| ≤ n),
die σ-Algebra bis zur n-ten Generation startend ab u.
Definition 1.2.5. σ-Algebra ab v, σ-Algebra von v, pfadweise Filtration.
Sei v ∈ V. Dann definieren wir
A(v) := σ(T (u);u ∈ V mit u ≥ v),
die σ-Algebra startend ab v.
Außerdem definieren wir
Av := σ(Tvk(v|(k − 1)); k ≤ |v|) = σ(Lv|k; k ≤ |v|),
die σ-Algebra des Knotens v.
Weiterhin definieren wir fu¨r alle u ∈ V
Av(u) := σ(Tvk(u(v|(k − 1))); k ≤ |v|)
und bezeichnen Av(u) als die σ-Algebra des Knotens v ab dem Knoten u.
Die Familie (Av)v∈V bezeichnen wir als pfadweise Filtration.
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Bemerkung 1.2.6. Es gilt A(ø) = σ(T (v); v ∈ V) = σ
( ⋃
n∈N0
An
)
.
Definition 1.2.7. Genealogische Filtrationen.
Wir nennen eine Familie (Gv)v∈V von Unter-σ-Algebren eine genealogische Filtration, falls gilt
(i) Av ⊆ Gv ⊆ A|v| fu¨r alle v ∈ V,
(ii) fu¨r alle v, w ∈ V mit v ≤ w gilt Gv ⊆ Gw.
Definition 1.2.8. Anzahl der positiven Gewichte.
Wir setzen
NT :=
∞∑
i=1
11{Ti>0}.
Die Zufallsgro¨ße NT gibt die Anzahl der positiven Kantengewichte der Kantengewichtsfolge T an.
Ku¨nftig schreiben wir auch N statt NT , falls eindeutig gekla¨rt ist, welche Kantengewichtsfolge wir
meinen.
Definition 1.2.9. Endliche Kantengewichtsfolge.
Gibt es eine deterministische Konstante K ∈ N mit Tk ≡ 0 fu¨r alle k > K, so nennen wir die
Kantengewichtsfolge endlich.
Wir definieren fu¨r eine endliche Kantengewichtsfolge KT := max {k ∈ N | Tk 6≡ 0}.
Definition 1.2.10. Charakteristische Gewichtsfunktion.
Wir definiere die charakteristische Gewichtsfunktion als
mT : [0;∞[→ [0;∞], α 7→ E
(
∞∑
i=1
Tαi
)
.
Auch hier schreiben wir m statt mT , falls klar ist, welche Kantengewichtsfolge wir betrachten.
Weiterhin definieren wir D(mT ) := {x ∈ [0;∞[ | m(x) <∞}.
Wir schreibenm undD stattmT undD(mT ), wenn klar ist, welche Kantengewichtsfolge betrachtet
wird.
Das folgende Lemma beschreibt das Aussehen von m genauer, es kann in dem Vorlesungskript [41]
u¨ber gewichtete Verzweigungsprozesse nachgelesen werden.
Lemma 1.2.11. Es gilt
(i) m ist logkonvex.
(ii) D ist ein Intervall, welches aber leer sein kann.
Ist D nicht leer oder einelementig und m nicht konstant, so gelten die folgenden Aussagen:
• m ist strikt logkonvex und unterhalbstetig,
• die eingeschra¨nkte Funktion m|D ist im Inneren von D unendlich oft differenzierbar und fu¨r
die Ableitungsfunktion gibt es eine stetige Fortsetzung in die Randpunkte von D.
Definition 1.2.12. Charakteristischer Exponent.
Wir sagen, dass die Kantengewichtsfolge T einen charakteristischen Exponenten besitzt, falls das
Minimum
αT := min {α ∈]0;∞[ | mT (α) = 1}
existiert.
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Das kanonische Martingal
In diesem Teilabschnitt sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) <∞.
Definition 1.2.13. Normierte Kantengewichtsfolgen.
Wir definieren fu¨r alle i ∈ N
T
(α)
i :=
Tαi
mT (α)
; T (α) := (T
(α)
i )i∈N,
und fu¨r alle u ∈ V
T
(α)
i (u) :=
Tαi
mT (α)
; T (α)(u) := (T
(α)
i (u))i∈N.
Dann sei
L(α)v :=
Lαv
m(α)|v|
fu¨r alle v ∈ V.
Dies sind neue, normierte Knotenpfadgewichte.
Fu¨r alle n ∈ N setzen wir
W (α)n :=
∑
v∈Vn
L(α)v .
Weiterhin definieren wir fu¨r alle u ∈ V
L(α)v (u) :=
Lαv (u)
m(α)|v|
fu¨r alle v ∈ V,
sowie fu¨r jedes n ∈ N und v ∈ V
W (α)n (u) :=
∑
v∈Vn
L(α)v (u).
Bemerkung 1.2.14. Fu¨r jedes n ∈ N und alle u ∈ V sind die Zufallsgro¨ße W
(α)
n bzw. W
(α)
n (u)
wohldefiniert, da nur u¨ber positive Zufallsgro¨ßen summiert wird, eventuell wird der Wert ∞ an-
genommen.
Da die Familie (T (v))v∈V der Knotenkantengewichtsfolgen identisch verteilt sind, gilt T
(α) d= T (α)(v)
fu¨r alle v ∈ V. Dies bedeutet aber auch L
(α)
v
d
= L
(α)
v (u) und W
(α)
n
d
= W
(α)
n (u) fu¨r alle u ∈ V und
n ∈ N.
Bemerkung 1.2.15. Falls T einen charakteristischen Exponenten besitzt, so gilt m(αT ) = 1,
daraus folgt L
(αT )
v = LαTv .
Wir werden dies im spa¨teren Verlauf benutzen, ohne auf diesen Zusammenhang explizit hinzuwei-
sen.
Lemma 1.2.16. Es gilt fu¨r alle n ∈ N
(i) E
( ∑
v∈Vn
Lαv
)
= m(α)n,
(ii) E
(
W
(α)
n
)
= 1,
sowie fu¨r alle n ∈ N und u ∈ V
(iii) E
( ∑
v∈Vn
Lαv (u)
)
= m(α)n,
(iv) E
(
W
(α)
n (u)
)
= 1.
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Beweis. Die Behauptung (i) folgt mit Induktion u¨ber n ∈ N. Die Behauptung (ii) ergibt sich aus
der Gleichung
E
(
W (α)n
)
=
E
(∑
v∈Vn
Lαv
)
m(α)n
= 1,
die fu¨r alle n ∈ N gilt.
Die Behauptungen (iii) und (iv) ergeben sich analog.
Theorem 1.2.17. Biggins (1977).
Die Folge (W
(α)
n ,An)n∈N ist ein positives Martingal.
Da (W
(α)
n ,An)n∈N ein positives Martingal ist, konvergiert die Folge (W
(α)
n )n∈N nach dem Martin-
galkonvergenzsatz f.s. gegen eine Zufallsgro¨ße W (α) mit E
(
W (α)
)
≤ 1.
Analog erha¨lt man auch fu¨r alle u ∈ V die f.s. Konvergenz von W
(α)
n (u) gegen eine Zufallsgro¨ße
W (α)(u) mit E
(
W (α)(u)
)
≤ 1.
Wegen Bemerkung 1.2.14 gilt W (α)
d
=W (α)(u) fu¨r alle u ∈ V.
Ein wichtige Beobachtung stellt das folgende Lemma dar. Es stellt eine Art Rekursionsgleichung
fu¨r den Grenzwert W (α)(ø) auf und wird spa¨ter fu¨r die Analyse von stochastischen Fixpunktglei-
chungen beno¨tigt.
Lemma 1.2.18. Es gilt
(i) W
(α)
n (ø) =
∞∑
i=1
Ti(ø)W
(α)
n−1(i) fu¨r alle n ∈ N
(ii) W (α)(ø)
f.s.
=
∞∑
i=1
Ti(ø)W
(α)(i).
Beweis. Siehe Einleitung in [11].
Definition und Bemerkung 1.2.19. U¨berlebenswahrscheinlichkeit.
Die U¨berlebenswahrscheinlichkeit qT (α) der Kantengewichtsfolge T sei gegeben durch
qT (α) := lim
n→∞
P (W (α)n = 0).
Dieser Limes existiert, da (P (W
(α)
n = 0))n∈N eine monoton fallende Folge ist.
Das folgende Lemma ist wieder aus dem Skriptum [41] entnommen.
Lemma 1.2.20. Sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) <∞.
Dann ist qT ein Fixpunkt der Erzeugendenfunktion gNT : [0;∞[→ [0;∞]; s 7→ E
(
sNT
)
.
Theorem 1.2.21. Lyons(1997), Biggins (1977).
Sei T eine Kantengewichtsfolge mit den Eigenschaften
(i) es gibt ein α ∈]0;∞[ mit 0 < mT (α) <∞,
(ii) E (N) > 1.
Dann sind a¨quivalent
(a) (W
(α)
n )n∈N ist gleichgradig integrierbar,
(b) W
(α)
n
L1−−−−→
n→∞
W (α),
(c) E
(
W (α)
)
= 1,
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(d) qT (α) = P (W
(α) = 0) < 1,
(e) −∞ < E
( ∑
v∈V1
L
(α)
v logL
(α)
v
)
< 0 und E
(
W
(α)
1 log
+W
(α)
1
)
<∞.
Dieses Theorem geht auf Biggins [11] und Lyons [33] zuru¨ck.
Fu¨r eine Charakterisierung der gleichgradigen Integierbarkeit von (W
(α)
n )n∈N verweisen wir auf
das Theorem 1.3 in [5].
Bemerkung 1.2.22. Gilt E (N) > 1 und N ≥ 1 f.s., so ist die erzeugende Funktion g := gN
strikt konvex mit g(0) = 0. Da qT ein Fixpunkt von g ist, gilt in diesem Falle qT ∈ {0, 1}.
Falls man daher im obigen Theorem die Eigenschaft (ii) durch die sta¨rkere Eigenschaft
(ii)′ E (N) > 1 und N ≥ 1 f.s.
ersetzt, so kann man die Aussage (d) durch die Aussage (d)′ W (α) > 0 f.s. ersetzen.
Mit a¨hnlichen Argumente wie im Beweis zu Theorem 3 in [12] kann man das folgende Lemma
zeigen. Die Folgerung, dass L⋆n
f.s.
−−−−→
n→∞
0, wird sich als essentiell fu¨r unsere Betrachtungen erweisen.
Lemma 1.2.23. Sei T eine Kantengewichtsfolge mit den Eigenschaften
(i) T besitzt einen charakteristischen Exponenten α := αT ∈]0;∞[,
(ii) E(N) > 1.
Dann gilt
L⋆n = sup
v∈Vn
Lv
f.s.
−−−−→
n→∞
0.
1.3. Assoziierte Random Walks
In diesem Abschnitt sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) <∞.
Definition 1.3.1. Wir definieren fu¨r alle i ∈ N und v ∈ V
Xi := − logTi, Xi(v) := − logTi(v) und Sv := − logLv.
Definition 1.3.2. Zufa¨llige Gewichtsmaße.
Wir definierenI die folgenden Kerne
µ(α) : Ω×B
R
→ [0;∞]; (ω,A) 7→
∞∑
i=1
T
(α)
i (ω)δTi(ω)(A),
und
ν(α) : Ω×B
R
→ [0;∞]; (ω,A) 7→
∞∑
i=1
T
(α)
i (ω)δXi(ω))(A).
Weiterhin betrachten wir die zugeho¨rigen Intensita¨tsmaße
µ(α) : B
R
→ [0;∞];A 7→
∫
µ(α)(ω,A)dP (ω),
und
ν(α) : B
R
→ [0;∞];A 7→
∫
ν(α)(ω,A)dP (ω).
IWir bezeichnen fu¨r jedes x ∈ R das Dirac-Maß in x mit δx.
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Bemerkung 1.3.3. Wie in der Stochastik u¨blich unterdru¨cken wir die Abha¨ngigkeit von ω ∈ Ω,
d.h. wir schreiben kurz ν(α)(A) (mit A ∈ B
R
) fu¨r die Zufallsgro¨ße ω 7→ ν(α)(ω,A).
Ferner werden wir diese Kerne mit zufa¨lligen Maßen identifizieren, d.h. wir fassen µ(α) als eine
Zufallsgro¨ße mit Werten in dem Raum der Maße u¨ber (R,B
R
) auf.
In diesen Zusammenhang sei auf Kapitel 12 in [29] und Kapitel 24 in [31] fu¨r eine Einfu¨hrung in
zufa¨llige Maße und der Identifikation von Kernen mit zufa¨lligen Maßen hingewiesen.
Anhand der Definition ko¨nnen wir folgern, dass µ(α)({0}) = 0 und ν(α)({∞}) = 0 gilt.
Bemerkung 1.3.4. Fu¨r jedes ω ∈ Ω ist das Maß ν(α)(ω, ·) das Bildmaß von µ(α)(ω, ·) unter der
Abbildung − log. Folglich ist ν(α) das Bildmaß von µ(α) unter der Abbildung − log.
Fu¨r die spa¨teren Betrachtungen ist es praktisch Zufallsgro¨ßen mit den Verteilungen µ(α) und ν(α)
zur Verfu¨gung zu haben.
Sei daher T(α) eine Zufallsgro¨ße mit Verteilung µ(α) und sei X(α) := − logT(α).
Wegen obiger Bemerkung hat X(α) die Verteilung ν(α).
Definition 1.3.5. Assoziierte Random Walks.
Sei (T
(α)
n )n∈N eine stochastisch unabha¨ngige Folge von Zufallsgro¨ßen mit T
(α)
n
d
= T(α). Zusa¨tzlich
gelte, dass diese Folge stochastisch unabha¨ngig von (Ti)i∈N und (T (v))v∈V ist.
Fu¨r alle n ∈ N definieren wir
L(α)n :=
n∏
k=1
T
(α)
k
und bezeichnen L(α) := (L
(α)
n )n∈N als den assoziierten multiplikativen Random Walk.
Analog definieren wir den assoziierten additiven Random Walk, indem wir zum negierten Loga-
rithmus u¨bergehen.
Fu¨r alle n ∈ N definieren wir
X(α)n := − logT
(α)
n
und
S(α)n := − logL
(α)
n =
n∑
k=1
X
(α)
k .
Wir bezeichnen S(α) := (S
(α)
n )n∈N als den assoziierten additiven Random Walk.
Lemma 1.3.6. Fu¨r jede messbare Funktion f : [0;∞]→ [0;∞] gilt
E
(
f(T(α))
)
= E
(
∞∑
i=1
T
(α)
i f(Ti)
)
und
E
(
f(X(α))
)
= E
(
∞∑
i=1
T
(α)
i f(− logTi)
)
=
1
m(α)
E
(
∞∑
i=1
e−αXif(Xi)
)
.
Insbesondere gilt fu¨r die Erwartungswerte
E
(
T(α)
)
= E
(
∞∑
i=1
T
(α)
i · Ti
)
und
E
(
X(α)
)
= E
(
∞∑
i=1
T
(α)
i (− logTi)
)
=
1
m(α)
E
(
∞∑
i=1
e−αXi ·Xi
)
.
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Korollar 1.3.7. Unter der zusa¨tzlichen Annahmem(α) = 1 sind die folgenden Aussagen a¨quivalent
(i) 0 < E
(
X(α)
)
<∞,
(ii) −∞ < E
( ∑
v∈V1
L
(α)
v logL
(α)
v
)
< 0.
Man beachte, dass der zweite Erwartungswert in dem Theorem von Biggins bzw. Lyons (hier
Theorem 1.2.17) auftrat.
Beweis. Unter den getroffenen Voraussetzungen gilt
E
(∑
v∈V1
L(α)v logL
(α)
v
)
= E
(
∞∑
i=1
Tαi logT
α
i
)
= −αE
(
X(α)
)
,
woraus sich die Behauptung ergibt.
Lemma 1.3.8. Rechenregel fu¨r den assoziierten multiplikativen Random Walk.
Sei T = (Ti)i∈N eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) <∞.
Sei n ∈ N. Dann gilt fu¨r alle messbaren Funktionen f : [0;∞]n 7→ [0;∞]
E
(
f(L
(α)
1 , ...,L
(α)
n )
)
= E
(∑
v∈Vn
L(α)v f(Lv|1, ..., Lv|n)
)
. (1.3.1)
Beweis. Wir zeigen die Behauptung per Induktion u¨ber n ∈ N.
Der Induktionsanfang ergibt sich aus dem Lemma 1.3.6 unter Beachtung der Gleichheit
L
(α)
1
d
= T(α).
Fu¨r den Induktionsschritt sei n ∈ N und es gelte fu¨r jede messbare Funktion f : [0;∞]n 7→ [0;∞]
die Gleichung (1.3.1) (I.V.).
Sei nun f : [0;∞]n+1 → [0;∞] eine messbare Funktion.
Dann gilt
E
 ∑
v∈Vn+1
L(α)v f(Lv|1, ..., Lv|n+1)

= E
(∑
v∈Vn
L(α)v
∑
i∈N
T
(α)
i (v)f(Lv|1, ..., Lv|n, Lv|n · Ti(v))
)
= E
(∑
v∈Vn
L(α)v E
(∑
i∈N
T
(α)
i (v)f(Lv|1, ..., Lv|n, Lv|n · Ti(v))
∣∣∣∣∣An
))
= E
(∑
v∈Vn
L(α)v
∞∑
i=1
∫
tα
m(α)
· f(Lv|1, ..., Lv|n, Lv|n · t)dP
Ti(t)
)
(I.V.)
= E
(
∞∑
i=1
∫
tα
m(α)
· f(L
(α)
1 , ...,L
(α)
n ,L
(α)
n · t)dP
Ti(t)
)
= E
(
∞∑
i=1
T
(α)
i f(L
(α)
1 , ...,L
(α)
n ,L
(α)
n · T
(α)
i )
)
= E
(
f(L
(α)
1 , ...,L
(α)
n+1)
)
Ohne Mu¨he kann man folgendes Korollar aus dem Lemma 1.3.8 ziehen.
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Korollar 1.3.9. Rechenregel fu¨r den assoziierten additiven Random Walk.
Sei n ∈ N. Dann gilt fu¨r alle messbaren Funktionen f : [0;∞]n 7→ [0;∞]
E
(
f(S
(α)
1 , ...,S
(α)
n )
)
= E
(∑
v∈Vk
L(α)v f(Sv|1, ..., Sv|k)
)
.
Einteilung in arithmetisch und nicht-arithmetisch
Ziel dieses Teilabschnittes ist es, eine Klassifikation von Kantengewichtsfolgen in arithmetische
und nicht-arithmetische vorzunehmen. Da wir spa¨ter Erneuerungstheorie benutzen, ist diese Un-
terteilung notwendig.
Definition 1.3.10. Arithmetische/Nicht-arithmetische Maße.
Fu¨r jedes Maß µ auf (R,B
R
) setzen wir
d(µ) := sup
{
d ∈]0;∞] | µ(R \ dZ) = 0
}
,
wobei wir sup ∅ := 0 setzen.
Falls d(µ) > 0 ist, so nennen wir µ arithmetisch mit Spanne d(µ).
Falls d(µ) = 0 ist, so nennen wir µ nicht-arithmetisch.
definiert durch
Definition 1.3.11. Arithmetische/Nicht-arithmetische Kantengewichtsfolge.
Falls das Maß ξ, definiert durch
ξ(A) := E
(
∞∑
i=1
11{Xi∈A}
)
fu¨r alle A ∈ B
R
,
arithmetisch mit Spanne d ist, so nennen wir T arithmetisch mit Spanne d.
Falls ξ nicht-arithmetisch ist, so nennen wir T nicht-arithmetisch.
Lemma 1.3.12. Sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) < ∞ und d ∈
]0;∞].
Dann sind a¨quivalent
(i) T ist arithmetisch mit Spanne d,
(ii) ν(α) ist arithmetisch mit Spanne d.
Beweis. Die behauptete A¨quivalenz ergibt sich aus{
λ > 0 | ξ(R \ λZ) = 0
}
=
{
λ > 0 | ν(α)(R \ λZ) = 0
}
,
wobei ξ wie in der Definition 1.3.11 gegeben ist.
Lemma 1.3.13. Ist T arithmetisch mit Spanne d, so gilt d(L(Xi)) ≥ d fu¨r alle i ∈ N.
Beweis. Sei ξ wie in der Definition 1.3.11. Es gilt fu¨r alle i ∈ N
P (Xi 6∈ dZ)) ≤ E
(
∞∑
i=1
11{Xi 6∈dZ}
)
= ξ(R \ dZ) = 0.
Die Behauptung ergibt sich hieraus.
Korollar 1.3.14. Es sei T arithmetisch mit Spanne d. Setze θ := e−d. Dann gilt
(i) Ti ∈ θZ f.s. fu¨r alle i ∈ N,
(ii) (W (α))1/α ∈ θZ f.s. .
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1.4. Regula¨re Kantengewichtsfolgen
Ziel dieses Abschnittes ist es spezielle Klassen von Kantengewichtsfolgen zu definieren, die ge-
rade so maßgeschneidert sind, um die Voraussetzungen der Erneuerungssa¨tze beim gewichteten
Verzweigungsprozess von Nerman und Gatzouras zu erfu¨llen.
Definition 1.4.1. Eine Kantengewichtsfolge T nennen wir L1-regula¨r, falls gilt
(i) E (N) > 1, N ≥ 1 f.s.,
(ii) T besitzt einen charakteristischen Exponenten α := αT ∈]0;∞[,
(iii) −∞ < E
( ∑
v∈V1
L
(α)
v logL
(α)
v
)
< 0,
(iv) E
(
W
(α)
1 log
+W
(α)
1
)
<∞.
Ferner nennen wir eine Kantengewichtsfolge T f.s.-regula¨r, falls gilt
(i) E (N) > 1,
(ii) T besitzt einen charakteristischen Exponenten α := αT ∈]0;∞[,
(iii) −∞ < E
( ∑
v∈V1
L
(α)
v logL
(α)
v
)
< 0,
(iv) es gibt eine monoton fallende, beschra¨nkte und integrierbare Funktion g : [0;∞[→]0;∞[ mit
E
(
sup
t∈[0;∞[
ν(α)(]t;∞[)
g(t)
)
<∞. (1.4.1)
Die Existenz eines charakteristischen Exponentens und die Forderung 0 < E
(
X(α)
)
<∞ sind not-
wendig um im Kapitel 2 die tiefliegenden Sa¨tze von Nerman und Gatzouras anwenden zu ko¨nnen.
Man beachte, dass sich aus den Eigenschaften (ii) und (iii) mithilfe des Korollar 1.3.7 die Aussage
0 < E
(
X(α)
)
<∞ ableiten la¨sst.
Man beachte, dass fu¨r L1-regula¨ren Kantengewichtsfolgen E
(
W (α)
)
= 1 gilt, siehe auch Bemer-
kung 1.2.22.
Lemma 1.4.2. Sei T eine L1-regula¨re Kantengewichtsfolge mit charakterisitischen Exponenten
α ∈]0;∞[.
Dann gilt P (supi∈N Ti < 1) 6= 0.
Korollar 1.4.3. Fu¨r T eine L1-regula¨re Kantengewichtsfolge gilt P (∀i ∈ N : Ti ∈ {0, 1}) < 1.
Beweis des Lemma. Wir zeigen die Behauptung per Widerspruch. Wir nehmen daher an, dass
P (supi∈N Ti < 1) = 0 gilt. Da Ti ≤ 1 f.s. fu¨r alle i ∈ N gilt, folgt supi∈N Ti
f.s.
= 1.
Daraus folgt infi∈NXi
f.s.
= 0.
Fu¨r alle ε > 0 definieren wir τε := inf {i ∈ N | Xi < ε}. Wegen P (∃i ∈ N : Xi < ε) = 1 folgt
τε <∞ fu¨r alle ε > 0. Es folgt f.a. ε > 0
ν(α)([0; ε]) =
1
m(α)
E
(∑
i=1
e−αXi11{Xi∈[0;ε]}
)
≥
1
m(α)
E
(
e−αXτε
)
≥
1
m(α)
e−αε.
La¨sst man nun ε gegen Null laufen, so folgt ν(α)({0}) ≥ 1/m(α) = 1. Dies steht aber im Wider-
spruch zu E
(
X(α)
)
> 0.
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Des Weiteren beno¨tigen wir im spa¨teren Verlauf immer wieder, dass (L⋆n)n∈N fast sicher gegen
Null konvergiert. Fu¨r regula¨re Kantengewichtsfolgen ergibt sich dies aus dem Lemma 1.2.23.
Abschließend merken wir noch an, dass aus der unter der Voraussetzung E (N) <∞ die Eigenschaft
1.4.1 einer f.s.-regula¨ren Kantengewichtsfolge folgt. Denn in diesem Fall kann man t 7→ e−αt fu¨r
die Funktion g wa¨hlen. Siehe dazu auch die Bemerkung nach
”
Condition 5.1“ in [35].
1.5. Stopplinien
Definition 1.5.1. Linien.
Eine nicht-leere Menge L ⊂ V heißt Linie, falls fu¨r alle v, w ∈ L mit v 6= w gilt v ⊥ w.
Eine Linie heißt geschlossen, falls fu¨r alle u ∈ V \ {L} entweder u < L oder L < u gilt.
Weiterhin heißt eine Linie beschra¨nkt, falls es ein n ∈ N gibt mit L ⊂ V≤n.
Das folgende Lemma charakterisiert diejenigen Knoten, die sich in einer Linie befinden, indem
man die genealogische Ordnung ins Spiel bringt.
Lemma 1.5.2. Sei L eine Linie. Dann gilt fu¨r alle v ∈ V \ {ø}
v ∈ L ⇐⇒ L 6< v und L ≤ v.
Beweis.
”
⇒“: Es gelte v ∈ L.
Dann gilt L ≤ v nach Definition. Wir nehmen an, dass L < v gilt. Dann gibt es ein w ∈ V mit
w < v und w ∈ L. D.h. v, w ∈ L und v ⊥ w. Dies ist aber ein Widerspruch dazu, dass L eine Linie
ist.
”
⇐“: Es gelte L 6< v und L ≤ v.
Dann gilt fu¨r alle w ∈ V mit w < v, dass w 6∈ L und es gibt ein u ∈ V mit u ≤ v und u ∈ L.
Daraus folgt v ∈ L.
Lemma 1.5.3. Sei L eine geschlossene Linie und v ∈ V. Dann gilt L 6< v ⇐⇒ v ≤ L.
Bemerkung 1.5.4. Die Forderung, dass L geschlossen sein soll, ist notwendig. Das folgende
Gegenbeispiel verdeutlich dies: L := {11, 12, 21} und v := 22.
Dann gilt L 6< v, aber v 6≤ L.
Beweis von 1.5.3. Falls v = ø gilt, so ist die A¨quivalenz offensichtlich wahr. Sei daher v ∈ V\{ø}.
”
⇒“: Es gelte L 6< v.
Dann gilt fu¨r alle w ∈ V mit w < v, dass w 6∈ L. Da L geschlossen ist, folgt, dass ein u ∈ V
existiert mit V(v) < u und u ∈ L. Dies bedeutet aber v ≤ L.
”
⇒“: Es gelte v ≤ L.
Dann gibt es ein w ∈ V mit v ≤ w und w ∈ L. Da L eine Linie ist, folgt L 6< v.
Lemma 1.5.5. Sei L eine Linie. Dann gilt ø ∈ L ⇐⇒ ø 6< L.
Beweis. Es gelte ø ∈ L. Annahme es gibt ein v ∈ V \ {ø} mit v ∈ L. Dann gilt ø 6⊥ v und dies
steht im Widerspruch zur Linien-Eigenschaft.
Es gelte ø 6∈ L. Da L nicht-leer ist, existiert ein v ∈ L mit v 6= ø. Daher gilt ø < L.
Definition 1.5.6. Infimum von Linien.
Sind L und M Linien, so definieren wir das Infimum dieser Linien durch
L ∧M := {v ∈ V | ((v ∈ L) ∧ (M 6< v)) ∨ ((v ∈M) ∧ (L 6< v))}
Bemerkung 1.5.7. Anschaulich ist ein Knoten v in L∧M , falls dieser in einer der beiden Linien
enthalten ist, aber gleichzeitig keinen Vorfahren in der anderen Linie besitzt.
Weiterhin ist die Definition symmetrisch, d.h. es gilt L ∧M =M ∧ L.
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Lemma 1.5.8. Das Infimum zweier Linien ist wieder eine Linie (Wohldefiniertheit).
Beweis. Seien L und M Linien. Die Wohldefiniertheit zeigen wir per Widerspruch.
Seien v, vw ∈ L ∧ M mit w 6= ø. Aufgrund der Symmetrie des Infimums ko¨nnen wir oBdA
annehmen, dass v ∈M und L 6< v gilt.
Da vw ∈ L ∧M ist, gilt (vw ∈ L und M 6< vw) oder (vw ∈M und L 6< vw).
Die zweite Mo¨glichkeit kann nicht auftreten, da M bereits eine Linie ist und wir dann v ∈M und
vw ∈M ha¨tten. Nun gilt aber v ∈M und v < vw, also M < vw. Dies widerspricht aber M 6< vw.
Lemma 1.5.9. Seien L,M Linien.
Ist M geschlossen, so ist auch L ∧M geschlossen.
Ist M geschlossen und beschra¨nkt, so ist auch L ∧M geschlossen und beschra¨nkt.
Beweis. Sei M geschlossen. Zu zeigen ist nun, dass L ∧M geschlossen ist, d.h. wir mu¨ssen nach-
weisen, dass fu¨r alle v 6∈ L ∧M entweder v < L ∧M oder L ∧M < v gilt.
Sei v 6∈ L ∧M . Dann gilt
((v 6∈ L) ∨ (M < v)) ∧ ((v 6∈M) ∨ (L < v)).
1. Fall M < v und (v 6∈M oder L < v).
Dann existiert ein u ∈M mit u < v.
1.1 Fall L 6< v. Dann gilt auch L 6< u. Daraus folgt u ∈ L ∧M und somit L ∧M < v.
1.2 Fall L < v.
Gilt u ≤ L, so folgt L 6< u, d.h. u ∈ L ∧M und somit L ∧M < v.
Gilt L ≤ u, so gibt es ein u′ ∈ Lmit u′ ≤ u < v undM 6< u′. Also u′ ∈ L∧M und somit L∧M < v.
2. Fall v 6∈ L und (v 6∈M oder L < v).
2.1 Fall v 6∈ L und v 6∈M .
Da M geschlossen ist, gilt v < M oder M < v.
Der Fall M < v kann wie der erste Fall behandelt werden, also nehmen wir oBdA an, dass v < M
gilt. Dann gibt es ein w ∈ V mit vw ∈M .
2.1.1 Fall L 6< vw. Es folgt nach Definition vw ∈ L ∧M , also v < L ∧M .
2.1.2 Fall L < vw. Dann gibt es ein u ∈ L mit u < vw. Es gilt auch M 6< u, da M eine Linie ist.
Also u ∈ L ∧M und daraus folgt v < L ∧M .
2.2 Fall v 6∈ L und L < v.
Dann gibt es ein u ∈ L mit u < v. Wieder ko¨nnen wir im Hinblick auf den ersten Fall oBdA anneh-
men, dassM 6< v gilt. Wegen u < v folgt auchM 6< u. Daher gilt u ∈ L∧M und somit L∧M < v.
In allen Fa¨llen gilt L ∧M < v oder v < L ∧M . Dies bedeutet aber, dass L ∧M geschlossen ist.
Fu¨r den Nachweis des Zusatzes sei zusa¨tzlich angenommen, dass M beschra¨nkt ist.
Dies bedeutet, dass es ein n ∈ N gibt mit M ⊂ V≤n.
Wir zeigen, dass auch L ∧M ⊂ V≤n gilt.
Ist v ∈ L ∧M , so gilt entweder v ∈ M oder v ∈ L und M 6< v. Im ersten Fall gilt v ∈ V≤n. Im
zweiten Fall folgt aus der Abgeschlossenheit von M , dass v < M gilt. Es folgt auch in diesem Fall
v ∈ V≤n.
Definition 1.5.10. Stopplinie, pfadweise Stopplinie.
Sei (Gv)v∈V eine genealogische Filtration. Eine zufa¨llige Menge
II L heißt Stopplinie bzgl. (Gv)v∈V,
falls gilt
(i) fu¨r jedes ω ∈ Ω ist L(ω) eine Linie,
IISiehe auch das Kapitel
”
Zufa¨llige Mengen“ im Anhang.
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(ii) fu¨r alle v ∈ V ist {v ∈ L} := {ω ∈ Ω : v ∈ L(ω)} ∈ Gv.
Ist die betrachtete genealogische Filtration die pfadweise Filtration (Av)v∈V, so bezeichnen wir L
als eine pfadweise Stopplinie.
Beispiel 1.5.11. Ein einfaches Beispiel fu¨r eine Stopplinie ist die Menge Vn aller Knoten der
n-ten Generation fu¨r jedes n ∈ N.
Lemma 1.5.12. Seien L undM Stopplinien bzgl. einer genealogischen Filtration (Gv)v∈V. Dann
ist auch L ∧M eine Stopplinie bzgl. der genealogischen Filtration (Gv)v∈V.
Beweis. Wegen Lemma 1.5.8 mu¨ssen wir nur noch die Messbarkeitsbedingung zeigen. Dazu sei
v ∈ V. Dann gilt
{v ∈ L ∧M} =
(
{v ∈M} ∩
⋂
u<v
{u 6∈ L}
)
∪
(
{v ∈ L} ∩
⋂
u<v
{u 6∈ M}
)
∈ Cv.
Definition und Bemerkung 1.5.13. Ist L eine Stopplinie und n ∈ N0, so schreiben wir ku¨rzer
L ∧ n statt L ∧Vn. Man beachte, dass im Allgemeinen L ∧ n 6= L ∩Vn gilt.
Korollar 1.5.14. Seien M und L zwei Stopplinien. Ist M f.s. geschlossen (und f.s. beschra¨nkt),
so ist die Stopplinie M∧L ebenfalls f.s. geschlossen (und f.s. beschra¨nkt).
Beweis. Dies ist eine Folgerung aus dem Lemma 1.5.9.
Definition 1.5.15. Sei L eine Stopplinie bzgl. der genealogischen Filtration (Gv)v∈V. Wir defi-
nieren die σ-Algebra der L-Vergangenheit durch
AL := σ({C ∩ {L 6< v} | v ∈ V, C ∈ Gv}).
Bemerkung 1.5.16. Die Menge {L 6< v} ist in A enthalten, da {L 6< v} =
⋂
w∈V
w<v
{w 6∈ L} gilt und
die letzte Menge nach Lemma A.4.1 in A enthalten ist.
Bemerkung 1.5.17. Falls L eine f.s. geschlossene Stopplinie bzgl. (Gv)v∈V ist, so gilt wegen
Lemma 1.5.3
AL = σ({C ∩ {v ≤ L} | v ∈ V, C ∈ Gv}).
Lemma 1.5.18. Sei L eine Stopplinie bzgl. (Gv)v∈V. Sei v ∈ V, C ∈ Gv und D ∈ σ(
⋃
k∈N
Gvk).
Dann gilt {L ≤ v} , {L 6≤ v} ∈ AL.
Weiterhin gilt {L 6< v} ∩ C, {v ∈ L} ∩ C, {v ≤ L} ∩ C ∈ AL.
Außerdem gilt {v < L} ∩D ∈ AL.
Beweis. Es gilt fu¨r alle k ∈ N {L 6≤ v} = {L 6< vk} ∈ AL. Wegen Komplementabgeschlossenheit
von AL gilt auch {L ≤ v} ∈ AL.
Die Menge {L 6< v} ∩ C ist per Definition in AL.
Weiterhin gilt (siehe Lemma 1.5.2)
{v ∈ L} ∩C = {L ≤ v} ∩ C ∩ {L 6< v} ∈ AL
und
{v ≤ L} ∩C =
⋃
w∈V
{vw ∈ L} ∩C ∈ AL.
Es gilt {v < L} =
⋃
w∈V\{ø}
{vw ∈ L} ∩D ∈ AL.
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Lemma 1.5.19. Sei n ∈ N und v ∈ Vn, L eine Stopplinie und f : Rn → R eine messbare
Abbildung.
Dann sind die Abbildungen 11{v<L}f(Tø,v), 11{v∈L}f(Tø,V(v)) und 11{L6<v}f(Tø,V(v)) messbar bzgl.
AL.
Beweis. Dies ergibt sich mittels eines Funktionserweiterungsschlusses aus Lemma 1.5.18.
Seien (E1,E1) und (E2,E2) messbare Ra¨ume. Seien X : Ω → E1 und Y : Ω → E2 stochastisch
unabha¨ngige Zufallsgro¨ßen und G eine Unter-σ-Algebra von A so, dass σ(Y ) ⊆ G gilt.
Sei f : E1×E2 → R eine messbare Abbildung und es sei die Abbildung
q : E2 → R; y 7→ E (f(X, y))
gegeben.
Dann gilt die folgende wohlbekannte Identita¨t fu¨r den bedingten Erwartungswert
E (f(X,Y )|G) = q(Y ).
Das folgende Lemma ist eine Spezialisierung des eben geschilderten Sachverhaltes auf die Situation
der σ-Algebra der L-Vergangenheit.
Lemma 1.5.20. Sei L eine pfadweise Stopplinie.
Sei n ∈ N und f : (RN)n × (RN)N → R eine messbare Abbildung, sowie v ∈ Vn.
Außerdem sei die Abbildung
q : (RN)n → R;x 7→ E (f(x, Tv,∞))
gegeben.
Dann gilt
E
(
f(Tø,V(v), Tv,∞)11{v∈L}
∣∣AL) = q(Tø,V(v))11{v∈L}.
Beweis. Da q(Tø,V(v))11{v∈L} messbar bzgl. AL ist, reicht es aus zu zeigen, dass∫
A
f(Tø,V(v), Tv,∞)11{v∈L}dP =
∫
A
q(Tø,V(v))11{v∈L}dP
fu¨r alle A ∈ {C ∩ {L 6< v} | v ∈ V, C ∈ Av} gilt.
Sei daher w ∈ V und C ∈ Aw, wir setzen dann A := C ∩ {L 6< w}.
1. Fall w ≥ v.
Dann gilt {L 6< w} ∩ {v ∈ L} = ∅ und die Behauptung folgt, da dann beide Integrale gleich Null
sind.
2. Fall w < v oder w ⊥ v.
Man beachte, dass in diesen Fa¨llen die Zufallsgro¨ßen Tv,∞ stochastisch unabha¨ngig von den
σ-Algebren Av, Aw und σ(Tø,∞) ist.
Außerdem ist {v ∈ L} ∈ Av nach Definition von L und C ∩ {L 6< w} ∈ Aw.
Mithilfe des Satzes von Fubini ko¨nnen wir daher schließen∫
A
f(Tø,V(v), Tv,∞)11{v∈L}dP =
∫
f(Tø,V(v), Tv,∞)11{v∈L}11C∩{L 6<w}dP
=
∫
q(Tø,V(v))11{v∈L}11C∩{L 6<w}dP
=
∫
A
q(Tø,V(v))11{v∈L}dP.
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Lemma 1.5.21. Seien L und M zwei Stopplinien bzgl. einer genealogischen Filtration (Gv)v∈V
mit L ≤M. Dann gilt AL ⊆ AM
Beweis. Es reicht zu zeigen C ∩ {L 6< v} ∈ AM fu¨r alle v ∈ V und C ∈ Gv.
Seien v ∈ V und C ∈ Gv.
Da L ≤M gilt {L 6< v} ⊆ {M 6< v}.
Dann gilt C ∩ {L 6< v} = C ∩ {L 6< v} ∩ {M 6< v} =
⋂
w∈V
w<v
{w 6∈ L} ∩ C ∩ {M 6< v} ∈ AM.
Das kanonische Martingal bzgl. Stopplinienfolgen
Wir haben im Abschnitt 1.2 das kanonische Martingal (W
(α)
n )n∈N kennen gelernt. Dabei wurden
alle Knotenpfadgewichte der n-ten Generation aufsummiert. In diesem Teilabschnitt verallgemei-
nern wir dies, indem wir nicht u¨ber eine deterministische Menge von Knoten summieren, sondern
wir erlauben eine Summation u¨ber eine Stopplinie. Es stellt sich heraus, dass diese Zufallsgro¨ßen
eine gewisse Martingalstruktur besitzen, und wir ko¨nnen daher Konvergenz erwarten.
Diese Fragestellung ist nicht neu und wurde u.a. bereits von Biggins und Kyprianou in [13] bearbei-
tet. Man beachte, dass dort sogenannte Multi-Typ Branching Random Walks analysiert werden.
Diese Resultate lassen sich auch in unserer Situation anwenden.
Definition 1.5.22. Sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) <∞.
Sei L eine Stopplinie. Dann definieren wir
W
(α)
L :=
∑
v∈L
L(α)v =
∑
v∈V
11{v∈L}L
(α)
v .
Als direkte Konsequenz aus der Definition ko¨nnen wir das folgende, wenig u¨berraschende, Lemma
u¨ber die Messbarkeit von W
(α)
L folgern.
Lemma 1.5.23. Sei n ∈ N und L eine Stopplinie. Dann sind W
(α)
L und W
(α)
L∧n AL-messbar.
Beweis. Fu¨r alle v ∈ V ist 11{v∈L}L
(α)
v AL-messbar. Daher istW
(α)
L =
∑
v∈V 11{v∈L}L
(α)
v als Reihe
von AL-messbaren Zufallsgro¨ßen auch AL-messbar.
Es gilt W
(α)
L∧n =
∑
v∈V<n
11{v∈L}L
(α)
v +
∑
v∈Vn
11{L6<v}L
(α)
v , und daher ist diese Zufallsgro¨ße eben-
falls AL-messbar.
Als Schlu¨sselbeobachtung kann man das folgende Lemma bezeichnen. Es ermo¨glicht uns bereits
bekannte Resultate fu¨r W
(α)
n , n ∈ N auf die Zufallsgro¨ße W
(α)
L zu u¨bertragen.
Das Lemma stammt von Biggins und Kyprianou und ist in [13] das Lemma 14.2.
Lemma 1.5.24. Biggins und Kyprianou (2004).
Sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) < ∞ und L eine f.s. geschlossene
Stopplinie. Dann gilt
E
(
W (α)n
∣∣∣AL) =W (α)L∧n.
Mit diesem Lemma an der Hand wollen wir hinreichende Bedingungen an eine Stopplinie L angeben
so, dass E
(
W
(α)
L
)
= 1 gilt. Diese Anforderung an die Stopplinie taucht in fast allen Sa¨tzen von
Biggins und Kyprianou in [13] als Voraussetzung auf.
Lemma 1.5.25. Sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) < ∞ und sei L
Stopplinie.
(i) Ist L f.s. geschlossen, so gilt E
(
W
(α)
L
)
≤ 1.
(ii) Ist L f.s. geschlossen, f.s. beschra¨nkt und ist (W
(α)
n )n∈N gleichgradig integierbar, so gilt
E
(
W
(α)
L
)
= 1.
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Beweis. Sei L f.s. geschlossen.
Es gilt
W
(α)
L∧n =
∑
v∈L∧n
L(α)v =
∑
v∈L;v∈V≤n
L(α)v +
∑
v∈Vn,L6<v
L(α)v
≥
∑
v∈L;v∈V≤n
L(α)v
f.s.
−−−−→
n→∞
∑
v∈L
L(α)v .
Der erste Teil folgt mit dem Lemma von Fatou
E
(
W
(α)
L
)
≤ E
(
lim inf
n→∞
W
(α)
L∧n
)
≤ lim inf
n→∞
E
(
W
(α)
L∧n
)
= lim inf
n→∞
E
(
W (α)n
)
= 1.
Es gelte nun, dass L f.s. geschlossen und f.s. beschra¨nkt ist. Außerdem sei (W
(α)
n )n∈N gleichgradig
integierbar.
Dann gilt
W
(α)
L∧n
f.s.
−−−−→
n→∞
W
(α)
L . (1.5.1)
Weiterhin gilt fu¨r alle n ∈ N und ε > 0
E
(
W
(α)
L
)
− E
(
W
(α)
L 11
n˛˛˛
W
(α)
L −W
(α)
L∧n
˛˛˛
>ε
o
)
= E
(
W
(α)
L 11
n˛˛˛
W
(α)
L −W
(α)
L∧n
˛˛˛
≤ε
o
)
≥ E
(
(W
(α)
L∧n − ε)11
n˛˛˛
W
(α)
L −W
(α)
L∧n
˛˛˛
≤ε
o
)
= E
(
W
(α)
L∧n
)
− E
(
W
(α)
L∧n11
n˛˛˛
W
(α)
L −W
(α)
L∧n
˛˛˛
>ε
o
)
− ε · P (
∣∣∣W (α)L −W (α)L∧n∣∣∣ ≤ ε)
= 1− E
(
W
(α)
L∧n11
n˛˛˛
W
(α)
L −W
(α)
L∧n
˛˛˛
>ε
o
)
− ε · P (
∣∣∣W (α)L −W (α)L∧n∣∣∣ ≤ ε).
Sei ε > 0. Wegen (1.5.1) gilt P
(∣∣∣W (α)L −W (α)L∧n∣∣∣ > ε) −−−−→n→∞ 0.
Da W
(α)
L integrierbar ist, gilt mit dem Satz von der monotonen Konvergenz
E
(
W
(α)
L 11
n˛˛˛
W
(α)
L −W
(α)
L∧n
˛˛˛
>ε
o
)
−−−−→
n→∞
0.
Da (W
(α)
n )n∈N gleichgradig integrierbar ist, gilt
E
(
W
(α)
L∧n11
n˛˛˛
W
(α)
L −W
(α)
L∧n
˛˛˛
>ε
o
)
= E
(
E
(
W
(α)
L∧n11
n˛˛˛
W
(α)
L −W
(α)
L∧n
˛˛˛
>ε
o
∣∣∣∣AL))
= E
(
E
(
W
(α)
L∧n
∣∣∣AL) 11n˛˛˛W (α)L −W (α)L∧n ˛˛˛>εo
)
= E
(
W (α)n 11
n˛˛˛
W
(α)
L −W
(α)
L∧n
˛˛˛
>ε
o
)
−−−−→
n→∞
0.
Also gilt fu¨r alle ε > 0 E
(
W
(α)
L
)
≥ 1− ε, d.h. E
(
W
(α)
L
)
≥ 1.
Das folgende Theorem ist, in leicht abgewandelten Form, das Theorem 14.5 in [13].
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Theorem 1.5.26. Biggins und Kyprianou (2004).
Sei (L(n))n∈N eine Folge von Stopplinien bzgl. einer gemeinsamen genealogischen Filtration (Gv)v∈V
so, dass fu¨r alle n ∈ N gilt
(i) E
(
L(n)
)
= 1,
(ii) L(n) ≤ L(n+1).
Dann ist (W
(α)
L(n)
,AL(n))n∈N ein positives Martingal, welches f.s. und in L1 gegen E
(
W (α)
∣∣A⋆)
konvergiert. Hierbei ist A⋆ := σ(
⋃
n∈N
AL(n))
Bemerkung 1.5.27. Ersetzt man im obigen Theorem die Voraussetzung (i) durch die beiden
Aussagen
• (W
(α)
n )n∈N ist gleichgradig integierbar,
• L(n) ist f.s. geschlossen und f.s. beschra¨nkt,
so gilt nach Lemma 1.5.25 ebenfalls die Schlußfolgerung des Theorems.
1.5.1. Stopplinien via genealogischer Stoppzeiten
In diesem Unterabschnitt zeigen wir, wie man sich mithilfe sogenannter genealogischer Stoppzeiten
auf bequeme Art und Weise Stopplinien definieren kann. Die Idee dahinter ist, dass man sich
fu¨r jeden Randknoten x ∈ ∂V eine Stoppzeit τx definiert und dann die Menge {x|τx | x ∈ ∂V}
als Stopplinie interpretiert. Dabei ist natu¨rlich sicherzustellen, dass diese Menge tatsa¨chlich eine
Stopplinie ist, d.h. die Familie (τx)x∈∂V hat in einem noch zu pra¨zisierenden Sinne ”
vertra¨glich“
zu seien.
Definition 1.5.28. Genealogische Stoppzeiten.
Sei (Gv)v∈V eine genealogische Filtration. Sei x ∈ ∂V. Dann nennen wir eine Stoppzeit τx bzgl.
der Filtration (Gx|n)n∈N0 eine genealogische Stoppzeit.
Falls wir die pfadweise Filtration (Av)v∈V betrachten, so bezeichnen wir τx auch als pfadweise
Stoppzeit.
Definition 1.5.29. Vertra¨gliche Familie genealogischer Stoppzeiten.
Eine Familie (τx)x∈∂V genealogischer Stoppzeiten heißt vertra¨glich, falls fu¨r alle u ∈ V und alle
y, z ∈ ∂V
τuy = |u| =⇒ τuz = |u|
gilt.
Lemma 1.5.30. Sei (τx)x∈∂V eine vertra¨gliche Familie genealogischen Stoppzeiten zu einer ge-
nealogischen Filtration (Gv)v∈V. Dann ist die zufa¨llige Menge
Lτ := {x|τx ; x ∈ ∂V} ∩V
eine Stopplinie bzgl. der genealogischen Filtration (Gv)v∈V.
Beweis. Wir zeigen zuna¨chst die Linien-Eigenschaft.
Wir zeigen dies per Widerspruch, d.h. wir nehmen an, es gibt Knoten v, w ∈ V mit w 6= ø und
v, vw ∈ L.
Dann gibt es ein x ∈ ∂V mit (vwx)|τvwx = vw, sowie ein y ∈ ∂V mit (vy)|τvy = v.
Daraus folgt τvwx = |vw| und τvy = |v|. Wegen der Vertra¨glichkeit dann τvwx = |v|. Somit gilt
v = vw, was im Widerspruch zu w 6= ø steht.
Kommen wir nun zur Messbarkeitseigenschaft.
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Sei v ∈ V. Zu zeigen ist {v ∈ L} ∈ Gv.
Es gilt
{v ∈ L} = {∃x ∈ ∂V | τvx = |v|} = {τvx0 = |v|}
fu¨r ein x0 ∈ ∂V wegen der Vertra¨glichkeit der genealogischen Stoppzeiten. Die letzte Menge ist
nach Definition der genealogischen Stoppzeiten ein Element von Gv.
Das folgendem Lemma gibt uns eine hinreichende Bedinung an, dass Lτ f.s. beschra¨nkt und f.s.
geschlossen ist. Diese beiden Eigenschaften einer Linie sind unter Umsta¨nden umsta¨ndlich nach-
weisbar.
Lemma 1.5.31. Es gebe eine Menge K ∈ A mit P (K) = 1 und fu¨r alle ω ∈ K existiere ein
N = N(ω) ∈ N mit τx(ω) < N fu¨r alle x ∈ ∂V.
Dann ist Lτ f.s. beschra¨nkt und f.s. geschlossen.
Beweis. Sei ω ∈ K und N = N(ω) ∈ N mit τx(ω) < N fu¨r alle x ∈ ∂V.
Sei v ∈ Lτ (ω). Dann gibt es ein x ∈ ∂V mit v = x|τx(ω). Es folgt v ∈ V≤N und somit die
Beschra¨nktheit von Lτ (ω).
Sei u ∈ V mit u 6∈ Lτ (ω).
Dann gilt u 6= uy|τuy(ω) fu¨r alle y ∈ ∂V.
1.Fall: Es gibt ein y ∈ ∂V mit τuy(ω) < |u|.
Dann gilt uy|τuy(ω) < u, also Lτ (ω) < u.
2.Fall: Fu¨r alle y ∈ ∂V gilt τuy(ω) > |u|.
Sei y ∈ ∂V. Da τuy(ω) < ∞ gilt u < uy|τuy(ω) ∈ Lτ (ω). Damit ist L(ω) eine geschlossene
Linie.
Lemma 1.5.32. Seien (τx)x∈∂V und (σx)x∈∂V vertra¨gliche Familien genealogischer Stoppzeiten
bzgl. der genealogischen Filtration (Gv)v∈V. Dann ist (τx ∧ σx)x∈∂V ebenfalls eine vertra¨gliche
Familie genealogischer Stoppzeiten bzgl. der genealogischen Filtration (Gv)v∈V und es gilt
Lτ∧σ = Lτ ∧ Lσ. (1.5.2)
Beweis. Sei x ∈ ∂V. Da τx und σx Stoppzeiten bzgl. der Filtration (Gx|n)n∈N0 sind, ist auch
τx ∧ σx eine Stoppzeit bzgl. der Filtration (Gx|n)n∈N0 .
Wir zeigen nun die Vertra¨glichkeitseigenschaft.
Sei u ∈ V und seien y, z ∈ ∂V. Es gelte τuy ∧ σuy = |u|.
Dann folgt (τuy = |u| und σuy ≥ |u|) oder (τuy ≥ |u| und σuy = |u|).
Wegen der Vertra¨glichkeit von (τx)x∈∂V und (σx)x∈∂V folgt dann (τuz = |u| und σuz ≥ |u|) oder
τuz ≥ |u| und σuz = |u|.
Es folgt daraus τuz ∧ σuz = |u| und somit die gewu¨nschte Vertra¨glichkeit.
Fu¨r die Gleichung (1.5.2) zeigen wir beide Inklusionen.
”
⊆“: Sei v ∈ Lτ∧σ. Dann gibt es ein x ∈ ∂V mit v = x|τx ∧ σx.
Aufgrund von Symmetrie betrachten wir o.B.d.A. nur den Fall τx ≤ σx.
Dann gilt v = x|τx ∧ σx = x|τx, also v ∈ Lτ . Es bleibt zu zeigen, dass Lσ 6< v ist. Dies zeigen wir
per Widerspruch und nehmen dazu an, dass es ein u ∈ Lσ gibt mit u < v.
Daraus folgt uz|σuz = u fu¨r alle z ∈ ∂V, insbesondere gibt es ein y ∈ ∂V mit uy = x und
uy|σuy = u < v = x|τx ≤ x|σx = u. Dies ist ein Widerspruch und wir haben daher gezeigt, dass
Lσ 6< v gilt. Es folgt somit v ∈ Lτ ∧ Lσ.
”
⊇“: Sei v ∈ Lτ ∧ Lσ.
OBdA sei v ∈ Lτ und Lσ 6< v.
Dann existiert ein x ∈ ∂V mit v = x|τx und fu¨r alle u ∈ V mit u < v gilt u 6∈ Lσ. Daraus folgt
insbesondere σx ≥ τx. Damit gilt v = x|τx ∧ σx ∈ Lτ∧σ.
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1.5.2. Erstaustritts-Stopplinien
In diesem Unterabschnitt stellen wir eine spezielle Klasse von Stopplinien vor, die Erstaustritts-
Stopplinien. Die grundlegende Idee ist dieselbe, wie fu¨r die wohlbekannten Erstaustritts-Stoppzeiten
(engl. first passage time). Bei der Erstaustritts-Stoppzeit wartet man solange, bis der betrachtete
Prozess ein gewisses Niveau zum ersten Mal erreicht. Wendet man diesen Gedanken auf den ge-
wichteten Verzweigungsprozess, so bedeutet dies, dass man diejenigen Knoten betrachtet, deren
Knotenpfadgewichte zum ersten Mal unter eine gewisse Schranke sinken.
Definition 1.5.33. Fu¨r alle a ∈]0; 1[ und fu¨r jedes x ∈ ∂V definieren wir
τax := inf
{
n ∈ N0 | Lx|n < a
}
Lemma 1.5.34. Sei a ∈]0; 1[. Dann ist die Familie (τax )x∈∂V eine vertra¨gliche Familie pfadweiser
Stoppzeiten.
Beweis. Sei x ∈ ∂V.
Dann gilt fu¨r alle n ∈ N
{τx = n} =
{
Lx|0 ≥ a, ..., Lx|n−1 ≥ a, Lx|n < a
}
∈ Ax|n.
Also ist τx eine pfadweise Stoppzeit.
Als na¨chtes zeigen wir die Vertra¨glichkeitseigenschaft.
Sei u ∈ V und x, y ∈ ∂V mit τaux = |u|.
Dann gilt Lux|k ≥ a fu¨r alle k < |u| und Lux||u| < a. Es folgt Luy|k ≥ a fu¨r alle k < |u| und
Luy||u| < a. Dies bedeutet aber τ
a
uy = |u|.
Definition 1.5.35. Fu¨r jedes a ∈]0; 1[ sei La := Lτa die durch die Familie (τ
a
x )x∈V vertra¨glicher
pfadweiser Stoppzeiten gegebene Stopplinie.
Wir stellen nun einige Eigenschaften der Familie (La)a∈]0;1[ vor.
Lemma 1.5.36. Fast sichere Geschlossenheit und Beschra¨nktheit von La.
Sei T eine L1-regula¨re Kantengewichtsfolge. Dann gilt:
(i) Fu¨r alle a ∈]0; 1[ ist die Stopplinie La f.s. geschlossen und f.s. beschra¨nkt.
(ii) Sind a, c ∈]0; 1[ mit a < c, so gilt Lc ≤ La.
Beweis. Wir bemerken zuna¨chst an, dass L⋆n = supv∈Vn Lv
f.s.
−−−−→
n→∞
0 gilt, da T eine L1-regula¨re
Kantengewichtsfolge ist.
Zu (i):
Sei ω ∈
{
ω ∈ Ω | lim
n→∞
L⋆n(ω) = 0
}
.
Wir ko¨nnen dann ein n ∈ N wa¨hlen, so dass L⋆n(ω) < a gilt. Ist nun v ∈ L
a(ω), so gilt nach
Definition LV(v)(ω) ≥ a und Lv(ω) < a. Nehmen wir nun an, dass |v| > n, so gilt |V(v)| ≥ n
und LV(v)(ω) ≥ a. Dies steht aber im Widerspruch zu LV(v)(ω) ≤ L
⋆
n(ω) < a. Damit ist die Linie
La(ω) beschra¨nkt. Weiterhin folgt aus L⋆n(ω) < a, dass jedes v ∈ Vn einen Vorfahren in der Linie
La(ω) besitzt. Dies impliziert, dass diese Linie geschlossen ist.
Zu (ii):
Sei v ∈ Lc. Dann gilt Lv < c und LV(v) ≥ c > a.
1. Fall Lv ≥ a.
Da L⋆n
f.s.
−−−−→
n→∞
0 gilt, existiert ein w ∈ V mit Lvw < a. Daraus ergibt sich, dass es ein Knoten
u ∈ V gibt mit vu ∈ La.
2. Fall Lv < a. Dann ist v ∈ L
a.
In beiden Fa¨llen gibt es u ∈ V mit vu ∈ La, und somit gilt Lc ≤ La.
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Wir stellen nun eine Verbindung zwischen den Erstaustritts-Stopplinien und den assoziierten Ran-
domWalks her. Diese wird auch im zweiten Kapitel im Zusammenhang mit der Erneuerungstheorie
wieder auftreten.
Im Folgenden sei T stets eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) <∞.
Fu¨r jedes a ∈]0; 1[ definieren wir die Erstaustrittszeit
ρ(α)a := inf
{
n ∈ N0 | L
(α)
n < a
}
bzgl. dem assoziierten multiplikativen Random Walk und fu¨r jedes b ∈]0;∞[ die Erstaustrittszeit
σ
(α)
b := inf
{
n ∈ N0 | S
(α)
n > b
}
bzgl. dem assoziierten additiven Random Walk.
Wegen der Gleichheit S
(α)
n = − logL
(α)
n gilt ρ
(α)
a = σ
(α)
− log a.
Das folgende (technische) Lemma beno¨tigen wir, um die darauffolgenden Lemmata zu beweisen.
Lemma 1.5.37. Sei a ∈]0; 1[ und b := − log a, außerdem sei f : [0;∞[→ [0;∞[ eine messbare
Funktion.
Dann gilt fu¨r alle n ∈ N
E
(
f(L(a)n )11
n
ρ
(α)
a =n
o
)
= E
( ∑
v∈La∩Vn
L(α)v f(Lv)
)
und
E
(
f(S(a)n )11
n
σ
(α)
b =n
o
)
= E
( ∑
v∈La∩Vn
L(α)v f(Sv)
)
.
Beweis. Wir zeigen nur die erste Gleichung, die zweite ergibt sich analog. Es gilt
E
(
f(L(α)n )11
n
ρ
(α)
a =n
o
)
= E
(
f(L(α)n )11
n
L
(α)
1 ≥a,...,L
(α)
k−1≥a,L
(α)
k <a
o
)
= E
( ∑
v∈Vn
L(α)v f(Lv)11{Lv|1≥a,...,Lv|n−1≥a,Lv|n<a}
)
= E
 ∑
v∈Vn∩Lτa
L(α)v f(Lv)
 .
Eine Verallgemeinerung des folgenden Lemma auf beliebige pfadweise Stopplinien findet man in
[13], Lemma 6.1 bzw. Lemma 14.1.
Wir beno¨tigen in dieser Arbeit aber nicht die Verallgemeinerung und konzentieren uns daher auf
Erstaustritts-Stopplinien.
Lemma 1.5.38. Sei a ∈]0; 1[ und b := − log a.
Dann sind a¨quivalent
(i) σ
(α)
b <∞ fast sicher,
(ii) ρ
(α)
a <∞ fast sicher,
(iii) E
(
W
(α)
La
)
= 1.
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Beweis. Die A¨quivalenz von (i) und (ii) ergibt sich aus σ
(α)
b = ρ
(α)
a .
Die verbleibende A¨quivalenz ergibt sich aus
P (ρ(α)a <∞) = limn→∞
P (ρ(α)a ≤ n)
= lim
n→∞
E
 ∑
v∈La
v∈V≤n
L(α)v
 = E
(∑
v∈La
L(α)v
)
= E
(
W
(α)
La
)
.
Dabei haben wir Lemma 1.5.37 benutzt.
Lemma 1.5.39. Sei T eine L1-regula¨re Kantengewichtsfolge mit charakteristischem Exponenten
α ∈]0;∞[.
Sei (an)n∈N ∈]0; 1[N eine monoton fallende Folge mit inf
n∈N
an = 0.
Dann gilt
W
(α)
Lan
f.s.,L1
−−−−→
n→∞
W (α).
Beweis. Da T L1-regula¨r ist, gilt E
(
X(α)
)
∈]0;∞[. Daraus folgt σ
(α)
− log an
< ∞ fu¨r alle n ∈ N.
Daraus ergibt sich nach Lemma 1.5.38, dass E
(
W
(α)
Lan
)
= 1 fu¨r alle n ∈ N gilt.
Nach Korollar 1.5.26 reicht es aus, A(ø) ⊆ σ(
⋃
n∈N
ALan ) zu zeigen.
Wegen Bemerkung 1.2.6 reicht es dazu aus, Am ⊆ σ(
⋃
n∈N
ALan ) fu¨r alle m ∈ N zu zeigen.
D.h. wir mu¨ssen fu¨r jedes v ∈ V≤m zeigen, dass Lv messbar bzgl. σ(
⋃
n∈N
ALan ) ist.
Sei v ∈ V≤m.
Wir zeigen {Lv ≥ t} ∈ σ(
⋃
n∈N
ALan ) fu¨r alle t ∈ R, woraus sich die gewu¨nschte Messbarkeit ergibt.
Dabei ko¨nnen wir wegen Lv ∈ [0; 1] oBdA annehmen, dass t ∈]0; 1[ liegt.
Sei daher t ∈]0; 1[. Dann gibt es ein m ∈ N mit am ≤ t.
Es folgt
{Lv ≥ t} = {Lv ≥ t} ∩ {Lv ≥ am} = {Lv ≥ t} ∩ {L
am 6< v} ∈ ALam .
1.5.3. Stopplinien startend ab einem Knoten
Ziel dieses Unterabschnittes ist es Stopplinien startend ab einem Knoten u ∈ Vmit u 6= ø formal zu
definieren. Inhaltlich unterscheiden sich diese Stopplinien nicht von den gewo¨hnlichen Stopplinien,
außer dass man mit den Betrachtungen nicht in der Wurzel startet, sondern in einem beliebigen
Knoten u ∈ V. Die folgenden Definition stimmen mit der der gewo¨hnlichen Linie u¨berein, falls
man u = ø wa¨hlt.
Wir wollen auch weitgehend auf Beweise verzichten, da man durch geringe Anpassungen die Be-
weise aus den vorherigen Abschnitten u¨ber Stopplinien u¨bernehmen kann.
Im Folgenden sei u ∈ V stets ein Knoten.
Definition 1.5.40. Eine Menge L ⊆ V(u) heißt
”
Linie startend ab u“, falls fu¨r alle v, w ∈ L mit
v 6= w gilt v ⊥ w.
Sie heißt geschlossen, falls fu¨r alle v ∈ V(u) mit v 6∈ L gilt v < L oder L < v.
Sie heißt beschra¨nkt, falls es ein n ∈ N gibt mit L ⊂ V≤n.
Definition 1.5.41. Eine Familie (Gv(u))v∈V von Unter-σ-Algebren nennen wir eine genealogische
Filtration startend ab u, falls fu¨r alle v, w ∈ V mit v ≤ w gilt Gv(u) ⊆ Gw(u) und Gv(u) ⊆ A|v|(u).
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Definition 1.5.42. Sei (Gv(u))v∈V eine genealogische Filtration startend ab u.
Eine zufa¨llige Menge L(u) heißt Stopplinie startend ab u bzgl. (Gv(u))v∈V, falls gilt
(i) fu¨r jedes ω ∈ Ω ist (L(u))(ω) eine Linie startend ab u,
(ii) fu¨r alle v ∈ V ist {uv ∈ L(u)} ∈ Gv(u).
Definition 1.5.43. Sei (Gv(u))v∈V eine genealogische Filtration startend ab u und sei x ∈ ∂V.
Dann nennen wir eine Stoppzeit τx(u) bzgl. der Filtration (Gx|n(u))n∈N0 eine genealogische Stopp-
zeit startend ab u. Eine Familie (τx(u))x∈∂V genealogischer Stoppzeit startend ab u heißt ver-
tra¨glich, falls fu¨r alle v ∈ V und alle y, z ∈ ∂V gilt
τvy(u) = |v| ⇒ τvz(u) = |v| .
Falls wir die pfadweise Filtration (Av(u))v∈V betrachten, so bezeichnen wir τx als pfadweise Stopp-
zeit startend ab u.
Lemma 1.5.44. Sei (τx(u))x∈∂V ein Familie vertra¨glicher genealogischer Stoppzeiten startend ab
u bzgl. (Gv(u))v∈V. Dann ist die Menge
Lτ (u) := Lτ(u)(u) := {u(x|τx(u)) ; x ∈ ∂V} ∩V
eine Stopplinie startend ab u bzgl. (Gv(u))v∈V.
An dieser Stelle stellen wir die Erstaustritts-Stopplinie startend ab u vor, welche Gegenstu¨cke zur
den gewo¨hnlichen Erstaustritts-Stopplinien sind.
Die Erstaustritts-Stopplinie L(a)(u) startend ab u zum Niveau a ∈]0; 1[ ist gegeben durch die
folgende vertra¨gliche Familie pfadweiser Stoppzeiten
τax (u) := inf
{
n ∈ N0 | Lx|n(u) < a
}
fu¨r x ∈ ∂V.
Wie in Lemma 1.5.34 kann man zeigen, dass (τax (u))x∈∂V tatsa¨chlich vertra¨glich ist.
Das Lemma 1.5.36 kann man Eins-zu-Eins u¨bertragen.
Lemma 1.5.45. Fast sichere Abgeschlossenheit und Beschra¨nktheit von La(u).
Sei T eine L1-regula¨re Kantengewichtsfolge. Dann gilt
(i) fu¨r alle a ∈]0; 1[ die Stopplinie La(u) f.s. geschlossen und f.s. beschra¨nkt,
(ii) sind a, c ∈]0; 1[ mit a < c, so gilt Lc(u) ≤ La(u).
1.6. Gewichtete Verzweigungsprozess mit Knotengewichten
In diesem Abschnitt erweitern wir den gewichteten Verzweigungsprozess um zusa¨tzliche Knoten-
gewichte. Dies Erweiterung findet ihre Rechtfertigung im drittem Kapitel bzw. im viertem Kapitel
bei den sogenannten inhomogenen stochastischen Fixpunktgleichungen.
Insbesondere werden wir spezielle Zufallsgro¨ßen R∞ und M∞ kennenlernen, die u.a. von Aldous
und Bandyopadhyay in [1] studiert wurden. Im Rahmen der zitieren Arbeit werden R∞ und M∞
als endogen ( engl. endogenous ) bezeichnet. Dieser Zusammenhang ist in der vorliegenden Arbeit
nicht weiter von Interesse. Fu¨r uns ist sind eher das Korollar 1.6.9 bzw. das Lemma 1.6.14 wich-
tig, welche besagt, dass R∞ (bzw. M∞) simultan mit W
(α) einer Verteilungsgleichung gehorcht.
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Außerdem ist das Lemma 1.6.10 bzw. das Lemma 1.6.13 von Interesse, da es Aussagen trifft, wann
wir R∞ <∞ erwarten du¨rfen.
Wieder sei im Folgendem T eine Kantengewichtsfolge.
Definition 1.6.1. Tollterm.
Sei C eine Zufallsgro¨ße mit Werten in R.
Falls C ≥ 0 und E (C) < ∞ gilt, so nennen wir C einen positiven Tollterm. Gilt E (C) = 0 und
E
(
C2
)
< ∞, so bezeichnen wir C als einen zentrierten Tollterm. Eine Zufallsgro¨ße heißt schlicht
Tollterm, falls sie entweder ein positiver oder ein zentierter Tollterm ist.
Definition 1.6.2. Knotengewichte.
Sei (Cv)v∈V eine Familie von Zufallsgro¨ßen derart, dass (T (v), Cv)v∈V eine Familie stochastisch
unabha¨ngiger und identisch verteilter Zufallsgro¨ßen mit (T (v), Cv)
d
= (T,C) ist. Fu¨r jeden Knoten
v ∈ V nennen wir Cv das Knotengewicht von v. Wir definieren fu¨r alle n ∈ N und alle u ∈ V
Cn(u) := σ(Cuv; v ∈ Vn).
Konvention 1.6.3. Kanonische Wahl.
Wir benutzen wieder die Konvention, dass wir zu einer Zufallsgro¨ße C immer eine Familie (Cv)v∈V
mit obigen Eigenschaften gewa¨hlt haben und alle davon abgeleiteten Zufallsgro¨ßen definiert seien.
Bemerkung 1.6.4. Man beachte, dass fu¨r alle v ∈ V die Zufallsgro¨ßen Lv und Cv stochastisch
unabha¨ngig sind. Dies gilt, da Lv messbar bzgl. Av ist und (T (v), Cv) und Av stochastisch un-
abha¨ngig sind.
Fu¨r die weitere Betrachtung mu¨ssen wir zwei Fa¨lle unterscheiden, je nachdem ob C positiv ist
oder auch negative Werte annehmen kann.
Positive Knotengewichte
In diesem Teilabschnitt sei C ein positiver Tollterm.
Definition 1.6.5. Gesamtgewicht.
Fu¨r jedes n ∈ N und jedes u ∈ V definieren wir
Rn(u) :=
∑
v∈V<n
Lv(u) · Cuv
und setzen Rn := Rn(ø).
Bemerkung 1.6.6. Man beachte, dass fu¨r alle v ∈ V und alle u ∈ V die Zufallsgro¨ßen Lv(u)
und Cv positiv sind. Daher ist Rn(u) fu¨r alle n ∈ N, u ∈ V eine wohldefinierte Zufallsgro¨ße.
Definition 1.6.7. Maximalgewicht.
Fu¨r jedes n ∈ N und jedes u ∈ V definieren wir
Mn(u) := sup
v∈V<n
Lv(u) · Cuv
und setzen Mn :=Mn(ø).
Fu¨r jedes u ∈ V sind die Folgen (Rn(u))n∈N und (Mn(u))n∈N punktweise monoton steigend.
Daraus folgt
Rn(u)
f.s.
−−−−→
n→∞
R∞(u) und Mn(u)
f.s.
−−−−→
n→∞
M∞(u).
Außerdem gilt fu¨r jedes n ∈ N
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Rn+1(ø) =
∑
v∈V<n+1
LvCv
=
∑
i∈N
∑
v∈V<n
Ti(ø)Lv(k) + Cø
=
∑
i∈N
Ti(ø)Rn(i) + Cø.
Ebenso kann man zeigen, dass
Mn+1(ø) = sup
i∈N
Ti(ø)Mn(ø) ∨ Cø
fu¨r jedes n ∈ N gilt.
La¨sst man nun n gegen unendlich laufen, so erha¨lt man das folgende Lemma.
Lemma 1.6.8. Es gilt
R∞
f.s.
=
∞∑
i=1
Ti(ø)R∞(i) + Cø,
wobei (T (ø), Cø), R∞(1), R∞(2), ... definitionsgema¨ß stochastisch unabha¨ngig sind.
Ebenso gilt
M∞
f.s.
= sup
i∈N
Ti(ø)M∞(i) ∨ Cø,
wobei (Tø, Cø),M∞(1),M∞(2), ... stochastisch unabha¨ngig sind.
Zusammen mit Lemma 1.2.18 erha¨lt man das folgende Korollar. Es besagt, dass der Grenzwert
W (α) des kanonischen Martingals und R∞ bzw.M∞ simultan einer Verteilunggleichung gehorchen.
Korollar 1.6.9. Sei α ∈]0;∞[ mit 0 < mT (α) <∞. Dann gilt
(W (α), R∞)
d
= (
∞∑
i=1
T
(α)
i (ø)W
(α)(i),
∞∑
i=1
Ti(ø)R∞(i) + Cø),
und
(W (α),M∞)
d
= (
∞∑
i=1
T
(α)
i (ø)W
(α)(i), sup
i∈N
Ti(ø)M∞(i) ∨ Cø),
Das folgende Lemma besagt, dass unter einer Momentenannahme an T , E (R∞) und E (M∞)
endlich sind. Ferner erhalten wir auch eine L1-Konvergenz der Folgen (Rn)n∈N und (Mn)n∈N.
Lemma 1.6.10. Es gelte m(1) < 1.
Dann gilt
E (R∞) =
E (C)
1−m(1)
<∞, Rn
L1−−−−→
n→∞
R∞.
Ebenso gilt
E (M∞) <∞, Mn
L1−−−−→
n→∞
M∞.
Beweis. Es gilt fu¨r alle n ∈ N
E (Rn) =
n−1∑
k=0
E
(∑
v∈Vk
Lv · Cv
)
= E (C) ·
n−1∑
k=0
E
(∑
v∈Vk
Lv
)
= E(C) ·
n−1∑
k=0
m(1)k.
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Mit dem Satz von der monotonen Konvergenz ergibt sich
E (R∞) = lim
n→∞
E (Rn) =
E (C)
1−m(1)
<∞.
Daher gilt R∞ <∞ fast sicher.
Wegen Montonie gilt E (|R∞ −Rn|) = E (R∞ −Rn) = E (R∞) − E (Rn) und somit gilt die L1-
Konvergenz.
Wegen M∞ ≤ R∞ ist M∞ <∞ fast sicher.
Um die L1-Konvergenz von (Mn)n∈N zu zeigen, stellen wir fu¨r jedes n ∈ N fest
M∞ −Mn = sup
v∈V
LvCv − sup
v∈V<n
LvCv ≤ sup
v∈V≥n
LvCv
≤
∑
v∈V≥n
LvCv = R∞ −Rn.
Und somit gilt
E |M∞ −Mn| ≤ E |R∞ −Rn| −−−−→
n→∞
0.
Zentrierte Knotengewichte
In diesem Teilabschnitt sei T eine endliche Kantengewichtsfolge und C sei ein zentrierter Tollterm.
Definition 1.6.11. Gesamtgewichte.
Fu¨r jedes n ∈ N und jedes u ∈ V definieren wir
Rn(u) :=
n−1∑
k=0
∑
v∈Vk
Lv(u) · Cuv
und setzen Rn := Rn(ø).
Bemerkung 1.6.12. Da die Kantengewichtsfolge T endlich ist, besitzen fu¨r jedes n ∈ N ho¨chstens
KnT verschiedene Knoten v aus Vn ein Knotenpfadgewicht Lv 6= 0.
Daher sind die Zufallsgro¨ßen Rn(u) fu¨r jedes u ∈ V als endliche Summe von Zufallsgro¨ßen wohl-
definiert.
Lemma 1.6.13. Sei u ∈ V. Es gelte m(2) < 1.
Dann gibt es eine Zufallsgro¨ße R∞(u) mit
(i) E
(
R2∞(u)
)
<∞ ,
(ii) Rn(u)
L2−−−−→
n→∞
R∞(u).
Beweis. Wir ko¨nnen uns oBdA auf u = ø beschra¨nken.
Wir weisen nach, dass die Folge (Rn)n∈N eine Cauchy-Folge im L2-Raum ist.
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Es gilt fu¨r alle m,n ∈ N mit n < m
E |Rm −Rn|
2
= E
∣∣∣∣∣
m−1∑
k=n
∑
v∈Vk
LvCv
∣∣∣∣∣
2
=
m−1∑
k=n
E
(∑
v∈Vk
L2vC
2
v
)
= E
(
C2
)m−1∑
k=n
E
(∑
v∈Vk
L2v
)
= E
(
C2
)m−1∑
k=n
m(2)k.
Da m(2) < 1 und E
(
C2
)
<∞ ist, gilt
E
(
C2
)m−1∑
k=n
m(2)k −−−−−−→
m,n−→∞
0.
Da L2 ein Banachraum ist, folgt die Behauptung.
Weiterhin beno¨tigen wir noch ein Gegenstu¨ck zum Korollar 1.6.9. Dies ist Inhalt des folgenden
Lemmas
Lemma 1.6.14. Sei α ∈]0; 2[ so, dass 0 < mT (α) <∞ gilt.
Außerdem gelte mT (2) < 1 und W
(α)
n
L1−−−−→
n→∞
W (α).
Dann gilt
(W (α), R∞)
d
= (
∞∑
i=1
T
(α)
i (ø)W
(α)(i),
∞∑
i=1
Ti(ø)R∞(i) + Cø).
Beweis. Fu¨r jedes n ∈ N gilt die Gleichung
Rn+1 =
∞∑
i=1
Ti(ø)Rn(i) + Cø,
da T endlich ist.
Wir definieren fu¨r alle n ∈ N
W˜n :=
∞∑
i=1
T
(α)
i (ø)W
(α)
n (i)
und
R˜n :=
∞∑
i=1
Ti(ø)Rn(i) + Cø.
Weiterhin definieren wir
W˜∞ :=
∞∑
i=1
T
(α)
i (ø)W
(α)(i)
und
R˜∞ :=
∞∑
i=1
Ti(ø)R∞(i) + Cø.
Sei (x, y) ∈ R2.
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Wir zeigen gleich
x · W˜n + y · R˜n
L1−−−−→
n→∞
x · W˜∞ + y · R˜∞.
Andererseits gilt
x · W˜n + y · R˜n
d
= x ·W
(α)
n+1(ø) + y · Rn+1
L1−−−−→
n→∞
x ·W (α)(ø) + y ·R∞.
Daraus folgt mit dem Crame´r-Wold-Device (siehe Satz 15.55 in [31] oder Satz 45.5 in [3])
(W (α)(ø), R∞)
d
= (
∞∑
i=1
T
(α)
i (ø)W
(α)(i),
∞∑
i=1
Ti(ø)R∞(i) + Cø).
Es gilt
E
∣∣∣x · W˜n + y · R˜n − (x · W˜∞ + y · R˜∞)∣∣∣
≤ |x|E
∣∣∣W˜n − W˜∞∣∣∣+ |y|E ∣∣∣R˜n − R˜∞∣∣∣
≤ |x|E
∣∣∣∣∣
∞∑
i=1
T
(α)
i (ø)(W
(α)
n (i)−W
(α)(i))
∣∣∣∣∣+ |y|E
∣∣∣∣∣
∞∑
i=1
Ti(ø)(Rn(i)−R∞(i))
∣∣∣∣∣
≤ |x|KT · E
∣∣∣W (α)n −W (α)∣∣∣+ |y|KT · E |Rn −R∞| −−−−→n→∞ 0.
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Kapitel 2.
Erneuerungstheorie fu¨r den gewichteten
Verzweigungsprozess
Dieses Kapitel stellt die von uns in der vorliegenden Arbeit beno¨tigte Erneuerungstheorie fu¨r den
gewichteten Verzweigungsprozess vor. Wir beziehen uns vor allem auf die Arbeiten [35] bzw. [24]
von Nerman bzw. Gatzouras, die wir im ersten Abschnitt vorstellen und im zweiten Abschnitt
anwenden werden.
2.1. Grundlagen
In diesem Abschnitt stellen wir eine Beziehung zwischen der Erneuerungstheorie fu¨r den assozi-
ierten Random Walk und dem gewichteten Verzweigungsprozess her.
Definition 2.1.1. Sei T eine Kantengewichtsfolge mit charakteristischem Exponenten α := αT ∈
]0;∞[.
Wir definieren das Erneuerungsmaß U(α) durch
U(α) :=
∞∑
n=0
PS
(α)
n .
Im folgendem Lemma rechnen wir die Faltung bzgl. dem eben definierten Erneuerungsmaß und
einer positiven Funktion aus. Die dabei auftretenden Terme werden wir spa¨ter noch genauer ana-
lysieren.
Lemma 2.1.2. Sei T eine Kantengewichtsfolge mit charakteristischem Exponenten α := αT ∈
]0;∞[.
Sei g : R→ [0;∞[ eine direkt Riemann-integierbare FunktionI mit g(x) = 0 fu¨r alle x ∈]−∞; 0[.
Dann gilt
g ∗U(α)(t) = e−αt · E
(∑
v∈V
eα(t−Sv)g(t− Sv)
)
fu¨r alle t ∈ R.
ISiehe Defintion 2.5.1 in [2].
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Beweis. Sei t ∈ R. Dann gilt
g ∗U(α)(t) =
∑
n≥0
∫
g(t− x)dPS
(α)
n
=
∑
n≥0
E
(
g(t− S(α)n )
)
=
∑
n≥0
E
( ∑
v∈Vn
L(α)v g(t− Sv)
)
=
∑
n≥0
E
( ∑
v∈Vn
e−αSvg(t− Sv)
)
= e−αt ·
∑
n≥0
E
( ∑
v∈Vn
eα(t−Sv)g(t− Sv)
)
= e−αt · E
(∑
v∈V
eα(t−Sv)g(t− Sv)
)
.
Korollar 2.1.3. Es gelten die Voraussetzungen des Lemma 2.1.2.
(i) Ist T nicht-arithmetisch, so gilt
E
(
e−αt ·
∑
v∈V
eα(t−Sv)g(t− Sv)
)
−−−→
t→∞
1
E
(
X(α)
) ∞∫
0
g(x)dx.
(ii) Ist T arithmetisch mit Spanne d, so gilt
E
(
e−α(nd+s) ·
∑
v∈V
eα(nd+s−Sv)g(nd+ s− Sv)
)
−−−−→
n→∞
d
E
(
X(α)
) ∑
n∈N0
g(nd+ s),
fu¨r alle s ∈ [0; d[.
Beweis. Dies folgt aus dem 2. Erneuerungstheorem, siehe Theorem 2.5.3 in [2].
Eine interessante Fragestellung, die sich an dieser Stelle ergibt, ist, ob man nicht noch sta¨rkere
Aussagen treffen kann. Zum Beispiel kann man sich fragen, ob nicht bereits die Zufallsgro¨ße
e−αt ·
∑
v∈V
eα(t−Sv)g(t− Sv)
konvergiert. Falls ja, in welchen Sinne (L1, f.s., etc.)? Wie sieht dann der Grenzwert aus?
Diese Fragen wurden in großer Allgemeinheit von Nerman und Gatzouras beantwortet. Deren
Resultate werden wir im Folgenden kurz darstellen und an unsere Notation anpassen.
Definition 2.1.4. Separabler Prozess.
Sei ∅ 6= R ⊆ R.
Ein stochastischer Prozess (Xt)t∈R mit Werten in R heißt separabel, falls eine dichte, abza¨hlbare
Teilmenge Q ⊂ R existiert mit
{∀t ∈ Q ∩ I : Xt ∈ A} = {∀t ∈ R ∩ I : Xt ∈ A}
fu¨r alle abgeschlossenen Mengen A und alle offenen, nicht-leeren Intervalle I ⊆ R.
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Lemma 2.1.5. Sei R ⊆ R ein nicht-leeres Intervall. Jeder stochstische Prozess (Xt)t∈R mit
rechtsseitig stetigen Pfaden ist separabel.
Beweis. Siehe §3, Bemerkung 4) in [9].
Wir ko¨nnen dies noch weiter verfeinern.
Lemma 2.1.6. Sei R ⊆ R ein nicht-leeres Intervall. Sei (Xt)t∈R ein stochastischer Prozess, bei
dem jeder Pfad in jedem Punkt rechtsseitig oder linksseitig stetig ist. Dann ist (Xt)t∈R separabel.
Beweis. Sei I ⊆ R ein offenes, nicht-leeres Intervall und A eine abgeschlossene Menge.
Es reicht zu zeigen, dass {∀t ∈ Q ∩ I : Xt ∈ A} ⊆ {∀t ∈ R ∩ I : Xt ∈ A}.
Sei ω ∈ {∀t ∈ Q ∩ I : Xt ∈ A}.
Fu¨r alle t ∈ Q ∩ I gilt Xt(ω) ∈ A, d.h. es ist noch Xt(ω) ∈ A fu¨r alle t ∈ I \Q zu zeigen.
Sei t ∈ I \Q und es gelte oBdA, dass (Xs(ω))s∈R rechtsseitig stetig in t ist.
Sei (s+n )n∈N ∈ (Q ∩ I)
N mit s+n −→n→∞ t und s
+
n > t fu¨r alle n ∈ N.
Dann gilt Xt(ω) = limn→∞Xs+n (ω) ∈ A, da A abgeschlossen ist.
Definition 2.1.7. Charakteristik.
Sei T eine Kantengewichtsfolge.
Sei φ : R × Ω → [0;∞[ eine Abbildung so, dass es eine Abbildung χ : R ×
(
[0;∞]N
)
V
→ [0;∞]
gibt mit
φ(t, ω) = χ(t, (X(v)(ω))v∈V)
fu¨r alle ω ∈ Ω und t ∈ R.
Falls gilt
(i) φ ist B
R
⊗ A(ø) messbar,
(ii) φ(t, ω) = 0 fu¨r alle ω ∈ Ω und t ∈ R<0 ,
(iii) (φ(t, ·))t∈R ist separabel,
so nennen wir φ eine Charakteristik (zur Kantengewichtsfolge T ).
Bemerkung 2.1.8. (i) Die Forderung der Separabilita¨t einer Charakteristik φ wird aus tech-
nischen Gru¨nden gefordert, vor allem um die Messbarkeit der Abbildung t 7→ sup
s≤t
φ(s) zu
gewa¨hrleisten.
(ii) Die Abha¨ngigkeit einer Charakteristik φ von einer Kantengewichtsfolge T ergibt sich aus
A(ø) = σ(T (v); v ∈ V) und φ ist B
R
⊗ A(ø) messbar.
Definition 2.1.9. Sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) < ∞ und
0 < E
(
X(α)
)
<∞. Fu¨r alle Charakterisitiken φ zur Kantengewichtsfolge T definieren wir,
(i) falls T nicht-arithmetisch ist
m
(α)
φ :=
1
E
(
X(α)
) ∞∫
0
e−αs E (φ(s)) ds,
(ii) falls T arithmetisch mit Spanne d ist
m
(α)
φ (s) :=
d
E
(
X(α)
) ∞∑
k=0
e−α(kd+s) E (φ(kd+ s)) ,
fu¨r alle s ∈ [0; d[.
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Definition 2.1.10. Sei α ∈]0;∞[.
Sei φ eine Charakteristik zur Kantengewichtsfunktion T .
Wir nennen φ α-ordentlich,
(i) falls T nicht-arithmetisch ist und es gilt
a) t 7→ E (φ(t)) ist Lebesgue-fast u¨berall stetig,
b)
∞∑
k=0
sup
k≤t≤k+1
(e−αt E (φ(t))) <∞,
c) E
(
sup
s≤t
φ(s)
)
<∞ fu¨r alle t ∈ R,
(ii) falls T arithmetisch mit Spanne d ist und es gilt
a)
∞∑
k=0
sup
kd≤t≤kd+d
(e−αt E (φ(t))) <∞,
b) E
(
sup
s≤t
φ(s)
)
<∞ fu¨r alle t ∈ R.
Definition 2.1.11. Sei φ eine Charakterisik so, dass eine Abbildung χ : R× ([0;∞]N)V → R≥0
existiert mit
φ(t, ω) = χ(t, (X(v)(ω))v∈V)
fu¨r alle t ∈ R und ω ∈ Ω.
Wir definieren dann fu¨r alle u ∈ V und alle ω ∈ Ω, t ∈ R
φu(t, ω) := χ(t, (X(uv)(ω))v∈V).
Theorem 2.1.12. O.Nerman (1981).
Sei T = (Ti)i∈N eine nicht-arithmetische Kantengewichtsfolge mit charakteristischem Exponenten
α := αT ∈]0;∞[.
Sei φ eine α-ordentliche Charakteristik zur Kantengewichtsfolge T .
Dann gilt
e−αt
∑
v∈V
φv(t− Sv)
P
−−−→
t→∞
W (α) ·m
(α)
φ .
Erfu¨llt T zusa¨tzlich die Voraussetzungen
(i) 0 < E
(
X(α)
)
<∞,
(ii) E
(
W
(α)
1 log
+W
(α)
1
)
<∞,
so gilt
e−αt
∑
v∈V
φv(t− Sv)
L1−−−→
t→∞
W (α) ·m
(α)
φ .
Gibt es monoton fallende, beschra¨nkte und integrierbare Funktionen g, h : [0;∞[→]0;∞[ mit den
Eigenschaften
(a) E
(
supt∈[0;∞[
ν
(α)(]t;∞[)
g(t)
)
<∞
(b) E
(
supt∈[0;∞[
e−αtφ(t)
h(t)
)
<∞
und hat (φ(t, ·))t∈R Pfade in D
II, so gilt
e−αt
∑
v∈V
φv(t− Sv)
f.s.
−−−→
t→∞
W (α) ·m
(α)
φ .
II
D ist der Raum der reellen rechtsseitig stetigen Funktionen, deren linksseitiger Grenzwert in jedem Punkt exi-
stiert.
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Beweis. Dies ist eine Zusammenfassung von Theorem 3.1, Korollar 3.3 und Theorem 5.4 in [35].
Theorem 2.1.13. D.Gatzouras (2000).
Sei T = (Ti)i∈N eine arithmetische Kantengewichtsfolge mit charakteristischem Exponenten α :=
αT ∈]0;∞[ und Spanne d.
Sei φ eine α-ordentliche Charakteristik zur Kantengewichtsfolge T .
Dann gilt fu¨r alle s ∈ [0; d[
e−α(nd+s)
∑
v∈V
φv(s+ nd− Sv)
P
−−−−→
n→∞
W (α) ·m
(α)
φ (s).
Erfu¨llt T zusa¨tzlich die Voraussetzungen
(i) 0 < E
(
X(α)
)
<∞,
(ii) E
(
W
(α)
1 log
+W
(α)
1
)
<∞,
so gilt fu¨r alle s ∈ [0; d[
e−α(nd+s)
∑
v∈V
φv(s+ nd− Sv)
L1−−−−→
n→∞
W (α) ·m
(α)
φ (s).
Gibt es monoton fallende, beschra¨nkte und integrierbare Funktionen g, h : [0;∞[→]0;∞[ mit den
Eigenschaften
a) E
(
supt∈[0;∞[
ν
(α)(]t;∞[)
g(t)
)
<∞,
b) E
(
supt∈[0;∞[
e−αtφ(t)
h(t)
)
<∞,
so gilt fu¨r alle s ∈ [0; d[
e−α(nd+s)
∑
v∈V
φv(s+ nd− Sv)
f.s.
−−−−→
n→∞
W (α) ·m
(α)
φ (s).
Beweis. Dies ist eine Zusammenfassung Theorem 3.2, Theorem 5.1 und Korollar 5.1 in [24]. Die
f.s. Endlichkeit von NT , wie sie die in der Arbeit [24] gefordert wird, ist u¨berflu¨ssig, da Gatzouras
seine Resultate auf die entsprechende Resultate von Nerman ([35]) zuru¨ckfu¨hrt und dort keinerlei
Forderungen an NT gestellt werden.
2.2. Anwendung: Exzess-Maß beim gewichteten
Verzweigungsprozess
Wir wollen nun die von Nerman und Gatzouras gewonnenen Einsichten anwenden, um fu¨r ganz
spezielle Charakteristiken Grenzwertaussagen zu treffen.
Definition 2.2.1. Zufa¨lliges Exzess-Maß.
Sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) < ∞ und 0 < E
(
X(α)
)
< ∞. Fu¨r
jedes a ∈]0; 1] definieren wir das zufa¨lligen Maß
µ(α)a : Ω×B[0;1] → [0;∞]; (ω,A) 7→
∑
v∈La(ω)
Lαv (w)δLv(w)
a
(A),
und nennen es das zufa¨llige Exzess-Maß zum Niveau a.
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Definition 2.2.2. Asymptotisches Exzess-Maß.
Sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) <∞ und 0 < E
(
X(α)
)
<∞.
(i) Falls T nicht-arithmetisch ist,
so definieren wir das Wahrscheinlichkeitsmaß µ(α) auf ([0; 1],B[0;1]) durch
µ(α) ([0; t]) :=
1
E
(
X(α)
) ∫ ∞
− log t
P (X(α) > s)ds fu¨r alle t ∈ [0; 1].
(ii) Falls T arithmetisch mit Spanne d ist,
so definieren wir das Wahrscheinlichkeitsmaß µ(α) auf ([0; 1],B[0;1]) durch
µ(α) :=
d
E
(
X(α)
) ∞∑
m=1
P (X(α) ≥ md)δe−md
In beiden Fa¨llen nennen wir µ(α) das asymptotische Exzess-Maß.
Bemerkung 2.2.3. Es gilt µ(α)({0}) = µ(α)({1}) = 0, sowie µ
(α)
a ({0}) = µ
(α)
a ({1}) = 0 fu¨r alle
a ∈]0; 1[.
Lemma 2.2.4. Sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) < ∞ und 0 <
E
(
X(α)
)
<∞.
Sei I ⊆ [0; 1[ ein Intervall und sei J := − log I = {− log t | t ∈ I}.
(i) Falls T nicht-arithmetisch ist, so gilt
µ(α)(I) =
1
E
(
X(α)
) ∞∫
0
P (X(α) ∈ J + s)ds.
(ii) Falls T arithmetisch mit Spanne d ist, so gilt
µ(α)(I) =
d
E
(
X(α)
) ∞∑
m=0
P (X(α) ∈ J +md).
Beweis. Wir nehmen oBdA an, dass I = [a; b] gilt. Dann ist J = [− log b,− log a].
1.Fall: T sei nicht-arithmetisch.
Es folgt ∫ ∞
0
P (X(α) ∈ J + s)ds
=
∫ ∞
0
P (X(α) ≥ − log b+ s)ds−
∫ ∞
0
P (X(α) > − log a+ s)ds
=
∫ ∞
− log b
P (X(α) > s)ds−
∫ ∞
− log a
P (X(α) > s)ds
=
∫ − log a
− log b
P (X(α) > s)ds,
woraus sich die Behauptung ergibt.
2.Fall: T sei arithmetisch mit Spanne d. OBdA gelte d = 1.
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Dann gilt
∞∑
m=0
P (X(α) ∈ J +m)
=
∞∑
m=0
P (X(α) ≥ m− log b)−
∞∑
m=0
P (X(α) > m− log a)
=
∞∑
m=0
P (X(α) ≥ m+ ⌈− log b⌉)−
∞∑
m=0
P (X(α) > m+ ⌊− log a⌋)
=
⌊− log a⌋∑
m=⌈− log b⌉
P (X(α) ≥ m)
=
∞∑
m=0
P (X(α) ≥ m)δe−m([a, b]).
Lemma 2.2.5. Positivita¨t nahe Eins.
Sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) <∞ und 0 < E
(
X(α)
)
<∞.
(i) Falls T nicht-arithmetisch ist, so gilt µ(α) ([t; 1]) > 0 fu¨r alle t ∈]0; 1[.
(ii) Falls T arithmetisch ist mit Spanne d, so gilt µ(α) ([t; 1]) > 0 fu¨r alle t ∈ [0; e−d[.
Beweis. 1. Fall: T sei nicht-arithmetisch.
Annahme es gibt ein t ∈]0; 1[ mit µ(α) ([t; 1]) = 0. Dann gilt∫ − log t
0
P (X(α) > s) ds = 0.
Insbesondere folgt daraus P (X(α) > 0) = 0. Da X(α) ≥ 0 ist, folgt damit X(α) = 0 fast sicher.
Dies steht aber im Widerspruch zu E
(
X(α)
)
> 0.
2. Fall: T sei arithmetisch mit Spanne d.
Annahme es gibt ein t < e−d mit µ(α)([t; 1]) = 0. Dann folgt P (X(α) ≥ d) = 0, was zusammen mit
P (X(α) ∈ dZ) = 1 impliziert, dass X(α) = 0 f.s. . Dies steht aber im Widerspruch zu E
(
X(α)
)
> 0.
Im spa¨teren Verlauf beno¨tigen wir noch weitere zufa¨llige Maße, die eine gewichtete Version des
Exzess-Maßes darstellen.
Definition und Bemerkung 2.2.6. Gewichtetes zufa¨lliges Exzess-Maß.
Sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) <∞ und 0 < E
(
X(α)
)
<∞.
Fu¨r alle a ∈]0; 1[ definieren wir
µ˜(α)a : Ω×B[0;1] → [0;∞]; (ω,A) 7→
∑
v∈La(ω)
Lαv (ω)W
(α)(v)(ω)δLv(ω)
a
(A).
Der Unterschied zum normalen Exzess-Maß liegt in dem zusa¨tzlichen Gewicht W (α)(v) fu¨r alle
Knoten v ∈ V.
Das folgende Lemma zeigt sehr scho¨n, wie das zufa¨llige Exzess-Maß, das asymptotische Exzess-Maß
und der gewo¨hnliche Exzess des assoziierten additiven Random Walk zusammenha¨ngen.
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Lemma 2.2.7. Sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) < ∞ und 0 <
E
(
X(α)
)
<∞.
Sei t ∈ [0; 1]. Fu¨r alle a ∈]0; 1[ gilt
E
(
µ(α)a ([0; t[)
)
= P (S
(α)
σ
(α)
b
− b > − log t),
wobei b := b(a) := − log a gesetzt sei.
(i) Falls T nicht-arithmetischen ist, gilt
E
(
µ(α)a ([0; t[)
)
−−−→
a→0
µ(α)([0; t[).
(ii) Falls T arithmetisch mit Spanne d ist, gilt
E
(
µ
(α)
e−dn
([0; t[)
)
−−−−→
n→∞
µ(α)([0; t[).
Beweis. Setze r := r(t) := − log t. Es gilt mit Lemma 1.5.37
E
(
µ(α)a ([0; t[)
)
= E
(
µ(α)a (]0; t[)
)
= E
(∑
v∈La
L(α)v 11{Lv/a<t}
)
= E
(∑
v∈La
L(α)v 11]b+r;∞[(Sv)
)
= E
(
11]b+r;∞[(S
(α)
σ
(α)
b
)
)
= P (S
(α)
σ
(α)
b
− b > r).
Der zweite Teil ergibt sich dann aus der Anwendung des 2. Erneuerungstheorems, siehe Paragraph
4 in [2].
Definition 2.2.8. Sei T eine L1-regula¨re Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) <∞.
Sei I ⊂ [0;∞[ ein Intervall.
Die Abbildungen φ(I) und φ˜(I) von R× Ω nach [0;∞[ seien definiert durch
φ(I)(t, ω) := eαt
∞∑
k=1
e−αXk(ø)(ω)11t+I(Xk(ø)(ω))11[0;∞[(t)
und
φ˜(I)(t, ω) := eαt
∞∑
k=1
e−αXk(ø)(ω)W (α)(k)(ω)11t+I(Xk(ø)(ω))11[0;∞[(t).
Lemma 2.2.9. Sei T eine L1-regula¨re Kantengewichtsfolge mit charakteristischem Exponenten
α ∈]0;∞[ Fu¨r jedes Intervall I ⊆ [0;∞[ sind φ(I) und φ˜(I) α-ordentliche Charakteristiken zur
Kantengewichtsfolge T .
Beweis. Wir definieren die Abbildungen χ : R× ([0; 1]N)V → R≥0 durch
χ(t, ((xi(v))i∈N)v∈V) := e
αt
∞∑
i=1
e−αxi(ø)11t+I(xi(ø))11[0;∞[(t),
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fu¨r alle t ∈ R und ω ∈ Ω. Dann gilt
φ(t, ω) = χ(t, (X(v)(ω))v∈V)
fu¨r alle t ∈ R und ω ∈ Ω.
Wir fu¨hren nun den Nachweis, dass φ die Eigenschaften (i)− (iii) einer Charakteristik besitzt.
Die Abbildung φ ist produktmessbar, als Produkt und Summe von produktmessbaren Abbildun-
gen, d.h. φ erfu¨llt (i). Nach Definition gilt φ(t, ω) = 0, falls t < 0 ist, d.h. Eigenschaft (ii) ist
erfu¨llt. Die Pfade des stochastischen Prozesses (φ(t))t∈R := (φ(t, ·))t∈R sind in jedem Punkt ent-
weder linksseitig oder rechtsseitig stetig, daher ist dieser stochastische Prozess nach Lemma 2.1.6
separabel.
Damit ist φ eine Charakteristik.
Wir zeigen nun, dass φ eine α-ordentliche Charakteristik ist.
Dazu zeigen wir als erstes, dass t 7→ E (φ(·, t)) stetig ist.
Wir nehmen an dieser Stelle oBdA an, dass I = [a; b] mit 0 < a < b <∞ gilt. Die anderen Arten
von Intervallen ( offen, linksseitig halboffen, nicht-beschra¨nkt, etc. ) lassen sich analog analysieren.
Sei t ∈ [0;∞[. Dann gilt fu¨r alle h ∈]0; b− a[
|E (φ(t)) − E (φ(t+ h))|
=
∣∣∣∣∣eαt E
(
∞∑
i=1
Tαi (ø)11{t+a≤Xi(ø)≤t+b}
)
− eα(t+h) E
(
∞∑
i=1
Tαi (ø)11{t+a+h≤Xi(ø)≤t+b+h}
)∣∣∣∣∣
≤
∣∣∣eαt − eα(t+h)∣∣∣E( ∞∑
i=1
Tαi (ø)11{t+a≤Xi(ø)≤t+b}
)
+eα(t+h) ·
{
E
(
∞∑
i=1
Tαi (ø)11{t+a≤Xi(ø)<t+a+h}
)
+ E
(
∞∑
i=1
Tαi (ø)11{t+b<Xi(ø)≤t+b+h}
)}
≤
∣∣∣eαt − eα(t+h)∣∣∣+ eα(t+h) · {ν(α) ([t+ a; t+ a+ h[) + ν(α) (]t+ b; t+ b+ h])}.
Analog kann man zeigen
|E (φ(t)) − E (φ(t− h))|
≤
∣∣∣eαt − eα(t+h)∣∣∣+ eα(t+h) · {ν(α) ([t+ a− h; t+ a]) + ν(α) (]t+ b− h; t+ b])}.
Es folgt limh→0 |E (φ(t)) − E (φ(t+ h))| = 0 und damit die Stetigkeit.
Dass φ die Eigenschaft (ii) einer α-ordentlichen Charakteristik besitzt, folgt aus der folgenden
Ungleichungskette
∞∑
k=0
sup
k≤t≤k+1
e−αt E (φ(t)) =
∞∑
k=0
sup
k≤t≤k+1
E
(
∞∑
i=1
Tαi (ø)11{Xi(ø)∈t+I}
)
≤
∞∑
k=0
E
(
∞∑
i=1
Tαi (ø)11{Xi(ø)≥k}
)
=
∞∑
k=0
P (X(α) ≥ k) ≤ 1 + E
(
X(α)
)
<∞.
Man beachte fu¨r das vorletzte Ungleichheitszeichen Satz 3.4 in [10].
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Fu¨r alle t ∈ [0;∞[ gilt
E
(
sup
s≤t
φ(s)
)
= E
(
sup
s≤t
eαs
∞∑
i=1
Tαi (ø)11{Xi(ø)∈t+I}
)
≤ eαt · E
(
∞∑
i=1
Tαi (ø)
)
= eαt ·mT (α) <∞.
Daher erfu¨llt φ die Eigenschaft (iii) und ist damit als α-ordentliche Charakteristik erkannt.
Kommen wir nun zu φ˜.
Der Beweis a¨hnelt der vorherigen Beweisfu¨hrung, es gelten die gleichen Argumente. Man braucht
im Prinzip nur zu beachten, dass T (ø) und (W (α)(i))i∈N stochastisch unabha¨ngige Zufallsgro¨ßen
sind und E
(
W (α)
)
≤ 1 gilt.
Damit gilt
E
(
∞∑
i=1
T
(α)
i (ø)W
(α)(i)f(Xi(ø))
)
≤ E
(
∞∑
i=1
T
(α)
i (ø)f(Xi(ø))
)
, (2.2.1)
fu¨r jede messbare Abbildung f : R→ R.
Zuna¨chst definieren wir uns die Abbildungen χ˜ : R× ([0;∞]N)V → [0;∞] durch
χ˜(t, ((xi(v))i∈N)v∈V) := e
αt
∞∑
i=1
e−αxi(ø)
(
lim sup
n→∞
∑
v∈Vn
n−1∏
k=0
e−αxvk+1(iv|k)
)
11t+I(xi(ø))11[0;∞[(t)
fu¨r alle t ∈ R und ω ∈ Ω.
Es gilt dann
ψ˜(t, ω) = χ˜(t, (X(v)(ω))v∈V)
fu¨r alle t ∈ R und ω ∈ Ω.
Aus den selben Gru¨nden, wie bei der Abbildung φ, besitzt auch φ˜ die Eigenschaften (i)− (iii).
Wir zeigen nun, dass ψ˜ eine α-ordentliche Charakteristik ist.
Zuna¨chst zeigen wir die Stetigkeit von t 7→ E
(
ψ˜(t)
)
.
Wir nehmen wieder oBdA an, dass I = [a; b] mit 0 < a < b <∞ gilt.
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Sei t ∈ [0;∞[. Dann gilt fu¨r alle h ∈]0; b− a[∣∣∣E(φ˜(t)) − E(φ˜(t+ h))∣∣∣
=
∣∣∣∣∣eαtE
(
∞∑
i=1
Tαi (ø)W
(α)(i)11{t+a≤Xi(ø)≤t+b}
)
− eα(t+h) E
(
∞∑
i=1
Tαi (ø)W
(α)(i)11{t+a+h≤Xi(ø)≤t+b+h}
)∣∣∣∣∣
≤
∣∣∣eαt − eα(t+h)∣∣∣E( ∞∑
i=1
Tαi (ø)W
(α)(i)11{t+a≤Xi(ø)≤t+b}
)
+eα(t+h) ·
{
E
(
∞∑
i=1
Tαi (ø)W
(α)(i)(ø)11{t+a≤Xi(ø)<t+a+h}
)
+ E
(
∞∑
i=1
Tαi (ø)W
(α)(i)11{t+b<Xi(ø)≤t+b+h}
)}
=: I.
Wegen der am Anfang erwa¨hnten Ungleichung (2.2.1) gilt
I ≤
∣∣∣eαt − eα(t+h)∣∣∣+ eα(t+h) · {ν(α) ([t+ a; t+ a+ h[) + ν(α) (]t+ b; t+ b+ h])}.
Analog kann man zeigen∣∣∣E(φ˜(t)) − E(φ˜(t− h))∣∣∣ ≤ ∣∣∣eαt − eα(t+h)∣∣∣+eα(t+h)·{ν(α) ([t+ a− h; t+ a])+ν(α) (]t+ b− h; t+ b])}.
Es folgt limh→0
∣∣∣E(φ˜(t))− E(φ˜(t+ h))∣∣∣ = 0 und damit die Stetigkeit.
Abschließend zeigen wir, das φ˜ die Eigenschaften (ii) und (iii) einer α-ordentlichen Charakteristik
besitzt.
Es gilt
∞∑
k=0
sup
k≤t≤k+1
e−αt E
(
φ˜(t)
)
=
∞∑
k=0
sup
k≤t≤k+1
E
(
∞∑
i=1
Tαi (ø)W
(α)(i)11{Xi(ø)∈t+I}
)
≤
∞∑
k=0
E
(
∞∑
i=1
Tαi (ø)11{Xi(ø)≥k}
)
=
∞∑
k=0
P (X(α) ≥ k) ≤ 1 + E
(
X(α)
)
<∞.
Außerdem gilt fu¨r alle t ∈ [0;∞[
E
(
sup
s≤t
φ˜(s)
)
= E
(
sup
s≤t
eαs
∞∑
i=1
Tαi (ø)W
(α)(i)11{Xi(ø)∈t+I}
)
≤ eαt E
(
∞∑
i=1
Tαi (ø)
)
= eαtmT (α) <∞.
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Satz 2.2.10. Konvergenz der Exzess-Maße.
Sei T eine L1-regula¨re Kantengewichtsfunktion mit charakteristischem Exponenten α ∈]0;∞[.
Sei I ⊆ [0; 1] ein Intervall.
(i) Ist T nicht-arithmetisch, so gilt
µ(α)a (I)
L1−−−→
a→0
W (α) · µ(α) (I)
und
µ˜(α)a (I)
L1−−−→
a→0
W (α) · µ(α) (I) .
(ii) Ist T arithmetisch mit Spanne d, so gilt
µ
(α)
e−nd
(I)
L1−−−−→
n→∞
W (α) · µ(α) (I)
und
µ˜
(α)
e−nd
(I)
L1−−−−→
n→∞
W (α) · µ(α) (I) .
Beweis. Wir beschra¨nken uns auf den Fall, dass T nicht-arithmetisch ist. Der arithmetische Fall
la¨sst sich analog zeigen.
Sei a ∈]0; 1[. Setze b := b(a) := − log a.
Wegen Bemerkung 2.2.3 ko¨nnen wir oBdA annehmen, dass I ⊆]0; 1[ gilt. Setze J := − log(I) =
{− log(t) | t ∈ I}. Dann ist J ⊆]0;∞[ ein Intervall.
Der Beweis basiert auf der Anwendung von Theorem 2.1.12 auf die ordentlichen Charakteristiken
φ(J) und φ˜(J) und der Bestimmung von m
(a)
φ(J)
und m
(a)eφ(J) .
Es gilt
µ(α)a (I) =
∑
v∈La
Lαv 11{Lv∈a·I}
=
∑
v∈V
∞∑
k=1
Lαvk11{Lv≥a}11{Lvk<a}11{Lvk∈a·I}
=
∑
v∈V
∞∑
k=1
e−αSve−αXk(v)11{Sv≤b}11{Sv+Xk(v)>b}11{Sv+Xk(v)∈J+b}
= e−αb
∑
v∈V
eα(b−Sv)11{b−Sv≥0}
∞∑
k=1
e−αXk(v)11{Xk(v)∈J+b−Sv}
= e−αb
∑
v∈V
φ(J)v (b− Sv).
Weiterhin gilt
m
(α)
φ(J)
=
1
E
(
X(α)
) ∞∫
0
e−αs E
(
φ(J)(s)
)
ds
=
1
E
(
X(α)
) ∞∫
0
E
(
∞∑
k=1
e−αXk11{Xk∈J+s}
)
ds
=
1
E
(
X(α)
) ∞∫
0
P (X(α) ∈ J + s)ds = µ(α) (I) .
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Daher gilt mit dem Theorem 2.1.12
µ(α)a (I) = e
−αb(a)
∑
v∈V
φ(J)v (b(a)− Sv)
L1−−−→
a→0
W (α)mφ
(J)
∞ =W
(α) · µ(α) (I) .
Kommen wir nun zur zweiten Konvergenzaussage.
Es gilt(
µ˜(α)a
)
(I) =
∑
v∈La
LαvW
(α)(v)11{Lv∈a·I}
=
∑
v∈V
∞∑
k=1
LαvkW
(α)(vk)11{Lv≥a}11{Lvk<a}11{Lvk∈a·I}
=
∑
v∈V
∞∑
k=1
e−αSve−αXk(v)W (α)(vk)11{Sv≤b}11{Sv+Xk(v)>b}11{Sv+Xk(v)∈J+b}
= e−αb
∑
v∈V
eα(b−Sv)11{b−Sv≥0}
∞∑
k=1
e−αXk(v)W (α)(vk)11{Xk(v)∈J+b−Sv}
= e−αb
∑
v∈V
φ˜(J)v (b− Sv).
Weiterhin gilt, da fu¨r jedes k ∈ N die Zufallsvariablen W (α)(k) und Xk(∅) unabha¨ngig sind,
m
(α)eφ(J) =
1
E
(
X(α)
) ∞∫
0
e−αs E
(
φ˜(J)(s)
)
ds
=
1
E
(
X(α)
) ∞∫
0
E
(
∞∑
k=1
e−αXk(ø)W (α)(k)11{Xk(ø)∈J+s}
)
ds
= µ(α) (I) .
Dabei haben wir ausgenutzt, dass E
(
W (α)
)
= 1 gilt.
Wir erhalten mithilfe des Theorem 2.1.12
µ˜(α)a (I) = e
−αb(a)
∑
v∈V
φ˜(J)v (b(a)− Sv)
L1−−−→
a→0
W (α)m
eφ
∞ =W
(α) · µ(α) (I) .
Korollar 2.2.11. Sei T eine f.s.-regula¨re Kantengewichtsfolge.
(i) Falls T nicht-arithmetisch ist, so gilt fu¨r alle t ∈ [0; 1]
µ(α)a ([0; t[)
f.s.
−−−→
a→0
W (α) · µ(α) ([0; t[) bzw. µ(α)a ([t; 1])
f.s.
−−−→
a→0
W (α) · µ(α) ([t; 1]) .
(ii) Falls T arithmetisch mit Spanne d ist, so gilt fu¨r alle t ∈]0; 1]
µ
(α)
e−nd
([0; t[)
f.s.
−−−−→
n→∞
W (α) · µ(α) ([0; t[) bzw. µ
(α)
e−nd
([t; 1])
f.s.
−−−−→
n→∞
W (α) · µ(α) ([t; 1]) .
Beweis. Wir zeigen die Konvergenz fu¨r das Intervall [0; t[. Fu¨r den Beweis der Konvergenz fu¨r das
Intervall [t; 1] ko¨nnen dieselben Argumente benutzt werden.
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Setze J :=]− log t,∞[.
Man sieht leicht ein, dass der stochastische Prozess (φ(J)(s, ·))s∈R Pfade in D besitzt.
Außerdem gilt
e−αsφ(J)(s) =
∞∑
i=1
Tαi 11{Xi>s−log t} = ν
(α)(]s− log t;∞[)
fu¨r alle t ∈ R. Daher kann man im Theorem 2.1.12 bzw. Theorem 2.1.13 die Funktionen g und h
gleich wa¨hlen.
Setzt man in der gleichen Situation wie im Satz 2.2.10 I = [0; 1], so erha¨lt man das folgende
Korollar. Wir erinnern in diesem Zusammenhang auch an das Lemma 1.5.39, welches ein a¨hnliches
Resultat liefert.
Korollar 2.2.12. Sei T eine L1-regula¨re Kantengewichtsfolge mit charakteristischen Exponenten
α ∈]0;∞[.
Dann gilt
W
(α)
La
L1−−−→
a→0
W (α).
Sei T eine f.s.-regula¨re Kantengewichtsfolge mit charakteristischen Exponenten α ∈]0;∞[.
Dann gilt
W
(α)
La
f.s.
−−−→
a→0
W (α).
Exzess-Maß bezu¨glich eines Teilbaumes
Fu¨r spa¨tere Betrachtungen mu¨ssen wir die Exzess-Maße auch startend ab einem beliebigen Knoten
v ∈ V betrachten.
Definition 2.2.13. Sei T eine Kantengewichtsfolge und α ∈]0;∞[ mit 0 < mT (α) <∞.
Sei v ∈ V und a ∈]0; 1].
Wir definieren
µ(α)a (v) : Ω×B[0;1] → [0;∞]; (ω,A) 7→
∑
w∈La(v)(ω)
Lαw(v)(ω)δLw(v)(ω)
a
(A)
und
µ˜(α)a (v) : Ω×B[0;1] → [0;∞]; (ω,A) 7→
∑
w∈La(v)(ω)
Lαw(v)(ω)W
(α)(vw)(ω)δLw(v)(ω)
a
(A).
Bemerkung 2.2.14. Das Exzess-Maß startend ab v und das gewo¨hnliche Exzess-Maß haben die
”
gleiche Verteilung“, dies soll bedeuten
µ(α)a (v)(A)
d
= µ(α)a (A) fu¨r alle A ∈ B[0;1].
Daher gelten die gesamten bisher erzielten L1-Konvergenzaussagen u¨ber (µ
(α)
a )a∈]0;1[ auch fu¨r das
Exzess-Maß startend ab v.
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Kapitel 3.
Lo¨sungsfunktionen
3.1. Grundlagen
Im Folgenden sei T = (Ti)i∈N eine Kantengewichtsfolge und C ein positiver Tollterm.
Definition 3.1.1. Seien g, f Funktionen von [0;∞[ nach [0; 1] mit den Eigenschaften
(i) g, f sind monoton fallend,
(ii) g, f sind linksseitig stetig,
(iii) g, f sind rechtsseitig stetig in 0,
(iv) g(0) = f(0) = 1,
(v) fu¨r alle t ∈ [0;∞[ gilt
g(t) = E
(
f(tC) ·
∏
i∈N
g(tTi)
)
. (3.1.1)
Falls das Paar (g, f) die obigen Eigenschaften besitzt, so bezeichnen wir g als Lo¨sungsfunktion mit
Restglied f .
Lo¨sungsfunktionen g mit dem Restglied f ≡ 1 bezeichnen wir als homogene Lo¨sungsfunktionen.
Anderenfalls bezeichnen wir die Lo¨sungsfunktion als inhomogen.
Wir definieren
F(T,C) := {g : [0;∞[→ [0; 1] | ∃f : [0;∞[→ [0; 1] : g ist Lo¨sungsfunktion mit Restglied f} .
Bemerkung 3.1.2. Homogene Lo¨sungsfunktionen.
(i) Fu¨r eine homogene Lo¨sungsfunktion g ∈ F(T,C) gilt
g(t) = E
(∏
i∈N
g(tTi)
)
fu¨r alle t ∈ [0;∞[,
d.h. g besitzt keinerlei Abha¨ngigkeit von C.
(ii) Wa¨hlt man C = 0, so ist jede Lo¨sungsfunktion g ∈ F(T,C) = F(T, 0) homogen.
Ebenso liegt jede homogene Lo¨sungsfunktion in F(T, 0). Wir sagen daher, dass F(T, 0) die
Menge der homogenen Lo¨sungsfunktionen bzgl. der Kantengewichtsfolge T ist.
Lemma 3.1.3. Sei g ∈ F(T,C) und u ∈ V. Dann gilt fu¨r alle t ∈ [0;∞[
g(t) = E
 ∏
v∈V<n
f(tLv(u)Cuv) ·
∏
v∈Vn
g(tLv(u))
 . (3.1.2)
57
Beweis. Wir zeigen die Behauptung per Induktion u¨ber n ∈ N.
Der Induktionsanfang ergibt sich direkt aus der Definition.
Induktionsschluss: Sei n ∈ N und es gelte fu¨r alle t ∈ [0;∞[ die Gleichung (3.1.2) (I.V.).
Sei t ∈ [0;∞[. Setze Gn := σ(Lv(u), v ∈ V≤n;Cuv, v ∈ V<n). Dann gilt
E
 ∏
v∈V<n+1
f(tLv(u)Cuv) ·
∏
v∈Vn+1
g(tLv(u))

= E
 ∏
v∈V<n
f(tLv(u)Cuv) ·
∏
v∈Vn
(
f(tLv(u)Cuv)
∏
k∈N
g(tLvk(u))
)
= E
E
 ∏
v∈V<n
f(tLv(u)Cuv) ·
∏
v∈Vn
(
f(tLv(u)Cuv)
∏
k∈N
g(tLv(u)Tk(uv))
)∣∣∣∣∣∣Gn

= E
 ∏
v∈V<n
f(tLv(u)Cuv) ·
∏
v∈Vn
E
((
f(tLv(u)Cuv)
∏
k∈N
g(tLv(u)Tk(uv))
)∣∣∣∣∣Gn
)
= E
 ∏
v∈V<n
f(tLv(u)Cuv) ·
∏
v∈Vn
g(tLv(u))

(I.V.)
= g(t).
Das vorletzte Gleichheitszeichen gilt, da g der Funktionalgleichung 3.1.1 gehorcht.
Das Lemma 3.1.3 wollen wir nun verallgemeinern, indem wir die
”
deterministische Stoppline“ Vn
durch eine geeignete Stopplinie ersetzen. Als geeignet stellen sich die f.s. geschlossenen und f.s.
beschra¨nkten Stopplinien heraus.
Diese Verallgemeinerung beno¨tigt aber eine gewisse Vorbereitung, die sich hier nun direkt an-
schließt.
Definition 3.1.4. Sei g ∈ F(T,C). Dann definieren wir fu¨r alle n ∈ N0, v ∈ V und t ∈ [0;∞[
G(v)n (t) :=
∏
w∈Vn
g(tLw(v)),
F (v)n (t) :=
∏
w∈V<n
f(tLw(v) · Cvw).
Lemma 3.1.5. Sei g ∈ F(T,C).
Sei L eine Stopplinie und v ∈ V.
Dann gilt fu¨r alle n ∈ N0 und fu¨r alle t ∈ [0;∞[
E
(
11{v∈L}F
(v)
n−|v|(tLv) · G
(v)
n−|v|(tLv)
∣∣∣AL) = 11{v∈L}g(tLv).
Beweis. Wir definieren die Abbildung
q : [0;∞[→ [0; 1]; l 7→ E
 ∏
w∈V<n
f(tlLw(v)Cvw)
∏
v∈Vn
g(tlLw(v))

Dann gilt nach Lemma 1.5.20
E
(
11{v∈L}F
(v)
n−|v|(tLv) · G
(v)
n−|v|(tLv)
∣∣∣AL) = 11{v∈L}q(Lv).
Nach Lemma 3.1.3 gilt q(l) = g(tl) fu¨r alle l ∈ [0;∞[ und zusammen mit der vorherigen Gleichung
ist dann das Lemma bewiesen.
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Lemma 3.1.6. Sei g ∈ F(T,C).
Dann gilt fu¨r alle n ∈ N und alle t ∈ [0;∞[
E
 ∏
V<n
11{v∈L}F
(v)
n−|v|(tLv)G
(v)
n−|v|(tLv)
∣∣∣∣∣∣AL
 = ∏
V<n
E
(
11{v∈L}F
(v)
n−|v|(tLv)G
(v)
n−|v|(tLv)
∣∣∣AL) .
Beweis. Fu¨r alle t ∈ [0;∞[, k ∈ N und v ∈ V gilt
• F
(v)
k (t) ist σ(Ak(v) ∪ Ck−1(v))-messbar,
• G
(v)
k (t) ist σ(Ak(v))-messbar.
Dabei ist Ck(v) := σ(Cvu;u ∈ Vk), siehe auch Definition 1.6.2.
Sei M ⊆ V eine Menge von Knoten mit fu¨r alle v 6= w ∈ M gilt v ⊥ w. Dann ist die Familie
von σ-Algebren (σ(Ak ∪ Ck−1(v)))v∈M stochastisch unabha¨ngig und damit ist auch die Familie
(F
(v)
k (t) · G
(v)
k (t))v∈M stochastisch unabha¨ngig.
Die Behauptung ergibt sich aus einer erneuten Anwendung von Lemma 1.5.20 unter der Beobach-
tung, dass fu¨r zwei Knoten v, w aus einer Linie v ⊥ w gilt.
Lemma 3.1.7. Sei g ∈ F(T,C), sowie L eine f.s. geschlossene Stopplinie.
Dann gilt fu¨r alle n ∈ N und t ∈]0;∞[
E
 ∏
v∈V<n
f(tLvCv) ·
∏
v∈Vn
g(tLv)
∣∣∣∣∣∣AL
 = ∏
v∈V<L∧n
f(tLvCv) ·
∏
v∈L∧n
g(tLv).
Beweis. Sei n ∈ N und t ∈ [0;∞[.
Dann gilt ∏
v∈V<n
f(tLvCv) =
∏
v∈V<n
v<L
f(tLvCv) ·
∏
v∈V<n
v 6<L
f(tLvCv)
=
∏
v∈V<n
v<L
f(tLvCv) ·
∏
v∈V<n
v∈L
∏
w∈V<n−|v|
f(tLvLw(v)Cvw)
=
∏
v∈V<n
v<L
f(tLvCv) ·
∏
v∈V<n
v∈L
F
(v)
n−|v|(tLv).
Es gilt auch ∏
v∈Vn
g(tLv) =
∏
v∈Vn
v<L
g(tLv) ·
∏
v∈Vn
v 6<L
g(tLv)
=
∏
v∈Vn
v<L
g(tLv) ·
∏
u∈V≤n
u∈L
∏
w∈Vn−|u|
g(tLuLw(u))
=
∏
v∈Vn
v<L
g(tLv) ·
∏
u∈V<n
u∈L
G
(v)
n−|v|(tLu) ·
∏
u∈Vn
u∈L
g(tLu).
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Somit ko¨nnen wir also schließen
E
 ∏
v∈V<n
f(tLvCv) ·
∏
v∈Vn
g(tLv)
∣∣∣∣∣∣AL

= E
 ∏
v∈V<n
v<L
f(tLvCv) ·
∏
v∈V<n
v∈L
F
(v)
n−|v|(tLv) ·
∏
v∈Vn
v<L
g(tLv) ·
∏
u∈V<n
u∈L
G
(v)
n−|v|(tLu) ·
∏
u∈Vn
u∈L
g(tLu)
∣∣∣∣∣∣∣AL

=
∏
v∈V<n
v<L
f(tLvCv) ·
∏
v∈Vn
v<L
g(tLv) ·
∏
u∈Vn
u∈L
g(tLu) · E
 ∏
v∈V<n
v∈L
F
(v)
n−|v|(tLv)
∏
u∈V<n
u∈L
G
(v)
n−|v|(tLu)·
∣∣∣∣∣∣∣AL

=
∏
v∈V<n
v<L
f(tLvCv) ·
∏
v∈Vn
v<L
g(tLv) ·
∏
u∈Vn
u∈L
g(tLu) ·
∏
u∈V<n
u∈L
g(tLu)
=
∏
v∈V<L∧n
f(tLvCv) ·
∏
v∈L∧n
g(tLv).
Korollar 3.1.8. Sei g ∈ F(T,C) und L eine f.s. geschlossene und f.s. beschra¨nkte Stopplinie.
Dann gilt fu¨r alle t ∈]0;∞[
g(t) = E
(∏
v<L
f(tLvCv) ·
∏
v∈L
g(tLv)
)
. (3.1.3)
Beweis. Sei t ∈]0;∞[. Da L f.s. geschlossen ist, gilt fu¨r alle n ∈ N
g(t) = E
 ∏
v∈V<n
f(tLvCv) ·
∏
v∈Vn
g(tLv)

= E
E
 ∏
v∈V<n
f(tLvCv) ·
∏
v∈Vn
g(tLv)
∣∣∣∣∣∣AL

= E
 ∏
v∈V<L∧n
f(tLvCv) ·
∏
v∈L∧n
g(tLv)
 .
Da L f.s. beschra¨nkt ist, gilt sowohl∏
v∈L∧n
g(tLv)
f.s.
−−−−→
n→∞
∏
v∈L
g(tLv),
als auch ∏
v∈L∧n
f(tLvCv)
f.s.
−−−−→
n→∞
∏
v∈L
f(tLvCv).
Deshalb folgt die Behauptung aus dem Satz von der dominierten Konvergenz. Dabei sei daran
erinnert, dass g(t) ≤ 1 und f(t) ≤ 1 laut Definition fu¨r alle t ∈ [0;∞[ gilt.
Bemerkung 3.1.9. Sei T = (Ti)i∈N eine L1-regula¨re Kantengewichtsfolge und a ∈]0; 1[.
Dann ist La f.s. geschlossen und f.s. beschra¨nkt. Also haben wir in diesem Fall die Darstellung
(3.1.3) fu¨r die Stopplinie La.
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Bemerkung und Definition 3.1.10. Fu¨r jede Lo¨sungsfunktion g ∈ F(T,C) sei
supp(g) := {t ≥ 0 | g(t) > 0}
der Tra¨ger von g.
Da g monoton fallend ist, ist supp(g) ein abgeschlossenes Intervall.
Da g rechtsseitig stetig in 0 ist und g(0) = 1 gilt, ist supp(g) nicht einelementig.
Wir definieren also t0(g) := max(supp(g)). Dann gilt
g(t) > 0 fu¨r alle t < t0(g) und g(t) = 0 fu¨r alle t ≥ t0(g).
Insbesondere ist auf dem Intervall [0; t0(g)[ die Funktion t 7→ log g(t) endlich.
Korollar 3.1.11. Lo¨sungsfunktionen und das Exzess-Maß.
Sei T eine L1-regula¨re Kantengewichtsfolge.
Sei g ∈ F(T,C). Dann gilt
g(t) = E
 ∏
v∈VLa
f(tLvCv) · exp(−t
α ·
∫
[0;1]
− log g(tax)
(tax)α
µ(α)a (dx))

fu¨r alle t ∈ [0;∞[ und a ∈]0; 1[ mit t · a < t0(g).
Beweis. Fu¨r alle t ∈]0;∞[ gilt
g(t) = E
 ∏
v∈VLa
f(tLvCv) ·
∏
v∈La
g(tLv)
 = E
 ∏
v∈VLa
f(tLvCv) ·
∏
v∈La
11{Lv<a}g(tLv)
 .
Ist t · a < t0(g), so gilt g(t · a) > 0 und wir ko¨nnen daher folgern, dass auf der Menge {Lv < a}
die Ungleichung g(tLv) > 0 gilt.
D.h. es gilt fu¨r alle t ∈]0;∞[ mit t · a < t0(g)
g(t) = E
 ∏
v∈VLa
f(tLvCv) ·
∏
v∈La
g(tLv)

= E
 ∏
v∈VLa
f(tLvCv) · exp(
∑
v∈La
log g(tLv))

= E
 ∏
v∈VLa
f(tLvCv) · exp(−t
α
∑
v∈La
− log g(tLv)
(tLv)α
Lαv )

= E
 ∏
v∈VLa
f(tLvCv) · exp(−t
α ·
∫
[0;1]
− log g(tax)
(tax)α
µ(α)a (dx))
 .
Definition 3.1.12. α-regula¨re Lo¨sungsfunktionen.
Sei g ∈ F(T,C) und α > 0.
(i) Es sei T nicht-arithmetisch.
Die Lo¨sungsfunktion g nennen wir α-regula¨r, falls
− log g(x) = O (xα) fu¨r x→ 0;x ∈]0; t0(g)[
gilt.
(ii) Es sei T arithmetisch mit Spanne d. Setze θ := e−d.
Dann heißt die Lo¨sungsfunktion g α-regula¨r, falls fu¨r alle t ∈]0;∞[
− log g(tθn) = O (tαθαn) fu¨r n→∞,
gilt.
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Das inhomogene Restglied
Ist f : [0;∞[→ [0; 1] eine monoton fallende und linksseitig stetige Funktion mit f(0) = 1, so ist
die Folge
(
lim
n→∞
∏
v∈V<n
f(tLvCv)
)
n∈N
fu¨r jedes t ∈ [0;∞[ monoton fallend. Daher existiert der
f.s. Grenzwert dieser Folge.
Definition 3.1.13. Sei f : [0;∞[→ [0; 1] eine monoton fallende und linksseitig stetige Funktion
mit f(0) = 1.
Dann definieren wir fu¨r alle t ∈ [0;∞[
Z(t) := ZT,C(t) := lim
n→∞
∏
v∈V<n
f(tLvCv).
Lemma 3.1.14. Sei T eine L1-regula¨re Kantengewichtsfolge.
Sei (an)n∈N ∈]0; 1[N mit an ց 0 fu¨r n→∞. Ferner sei (Mn)n∈N eine Folge von f.s. beschra¨nkten
Stopplinien mit
Lan ≤Mn fu¨r alle n ∈ N.
Dann gilt fu¨r alle t ∈ [0;∞[ ∏
v∈V<Mn
f(tLvCv)
f.s.
−−−−→
n→∞
ZT,C(t).
Beweis. Sei t ∈ [0;∞[. Wir setzen G∞ := ZT,C(t).
Da Lan ≤Mn und Mn fast sicher beschra¨nkt ist, gilt∏
v∈V<Lan
f(tLvCv) ≥
∏
v∈V<Mn
f(tLvCv) ≥ G∞
fu¨r alle n ∈ N.
Daher reicht es aus ∏
v∈V<Lan
f(tLvCv)
f.s.
−−−−→
n→∞
G∞
zu zeigen.
Dazu stellen wir zuna¨chst fest, dass die Folge
( ∏
v∈V<Lan
f(tLvCv)
)
n∈N
monoton fallend ist und
somit der f.s. Grenzwert G∞ existiert.
Sei ω ∈ {ω ∈ Ω | limn→∞ L⋆n(ω) = 0}.
Mittels des Satzes von der monotonen Konvergenz folgt∑
v∈V<Lan (ω)
log f(tLv(ω)Cv(ω)) =
∑
v∈V
11
V<Lan (ω)
(v) log f(tLv(ω)Cv(ω))
−−−−→
n→∞
∑
v∈V
log f(tLv(ω)Cv(ω))
= logG∞(ω).
Damit folgt
G∞ = lim
n→∞
exp(
∑
v∈Lan
log f(tLvCv))
= exp( lim
n→∞
∑
v∈Lan
log f(tLvCv)) = exp(logG∞) = G∞ f.s. .
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3.2. Regularita¨tssatz
In diesem Abschnitt sei T = (Ti)i∈N eine L1-regula¨re Kantengewichtsfolge und C ein positiver
Tollterm.
Es gilt daher wie in der Definition beschrieben
(i) 0 ≤ Ti ≤ 1 fu¨r alle i ∈ N,
(ii) T besitzt einen charakteristischen Exponenten α := αT ∈]0;∞[,
(iii) E (N) > 1,
(iv) −∞ < E
( ∑
v∈V1
L
(α)
v logL
(α)
v
)
< 0,
(v) E
(
W
(α)
1 log
+W
(α)
1
)
<∞.
Satz 3.2.1. Regularita¨tssatz.
Sei g ∈ F(T,C).
(i) Falls T nicht-arithmetisch ist, so gilt
lim sup
x→0
x∈]0;t0(g)[
− log g(x)
xα
<∞.
(ii) Falls T arithmetisch mit Spanne d ist, so gilt mit θ := e−d
lim sup
n→∞
θn∈]0;t0(g)/t[
− log g(t · θn)
(t · θn)α
<∞,
fu¨r jedes t ∈]0;∞[.
Kurz gefasst, g ist α-regula¨r.
Beweis. Wir zeigen zuna¨chst die Behauptung fu¨r den Fall, dass T nicht-arithmetisch ist und dies
per Widerspruchsbeweis.
Es gelte also
lim sup
x→0
x∈]0;t0(g)[
− log g(x)
xα
=∞. (3.2.1)
Sei δ ∈]0; 1[. Weiterhin sei t ∈]0; t0(g)[ mit g(t) > qT (α) = P (W (α) = 0). Ein solches t existiert,
da g rechtsseitig stetig in Null ist und g(0) = 1 gilt.
Wegen der Annahme (3.2.1) ko¨nnen wir eine Folge (an)n∈N wa¨hlen mit den Eigenschaften
• an −−−−→
n→∞
0,
• − log g(antδ)(antδ)α −−−−→n→∞
∞ und
• 0 < t · an < t0(g) fu¨r alle n ∈ N.
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Fu¨r jedes n ∈ N setze
ξn := (tδ)
α− log g(antδ)
(antδ)α
.
Sei ε > 0 eine Stetigkeitstelle der Verteilungsfunktion FW (α)µ(α)([δ;1]).
Wir untersuchen die Abbildung x 7→
− log g(antx)
(antx)α
fu¨r jedes n ∈ N genauer.
Da die Abbildung − log g monoton steigend und positiv ist, gilt fu¨r alle n ∈ N und alle x ∈ [δ; 1]
− log g(antx)
(antx)α
≥
− log g(antδ)
(antx)α
≥
− log g(antδ)
(ant)α
= δα
− log g(antδ)
(antδ)α
.
Wir ko¨nnen dann fu¨r jedes n ∈ N folgern
g(t) = E
 ∏
v∈V<Lan
f(tLvCv) · exp(−t
α
∫
[0;1]
− log g(anxt)
(anxt)α
µ(α)an (dx))

≤ E
exp(−tα ∫
[0;1]
− log g(anxt)
(anxt)α
µ(α)an (dx))

≤ E
exp(−tα ∫
[δ;1]
− log g(anxt)
(anxt)α
µ(α)an (dx))

≤ E
exp(−(tδ)α ∫
[δ;1]
− log g(antδ)
(antδ)α
µ(α)an (dx))

= E
(
exp(−(tδ)α
− log g(antδ)
(antδ)α
µ(α)an ([δ; 1]))
)
= E
(
exp(−ξnµ
(α)
an ([δ; 1]))
)
≤ E
(
exp(−ξnµ
(α)
an ([δ; 1]))11
n
µ
(α)
an ([δ;1])>ε
o
)
+ P (µ(α)an ([δ; 1]) ≤ ε)
≤ e−ξnε + P (µ(α)an ([δ; 1]) ≤ ε).
Wegen der Konvergenz
µ(α)an ([δ; 1])
P
−−−→
a→0
W (α) · µ(α) ([δ; 1])
ko¨nnen wir mit Satz 36.5 in [3]
g(t) ≤ P (W (α)µ(α)([δ; 1]) ≤ ε)
folgern.
Es folgt
g(t) ≤ P (W (α)µ(α)([δ; 1]) ≤ ε) −−−→
ε→0
P (W (α) = 0) < g(t),
da µ(α)([δ; 1]) > 0 gilt.
Dies liefert den gewu¨nschten Widerspruch.
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Kommen wir nun zum arithmetischen Fall, den wir nur kurz skizzieren werden.
Wir nehmen an, dass
lim sup
n→∞
θn∈]0;t0(g)[
− log g(xθn)
(xθn)α
=∞. (3.2.2)
Sei r ∈ N so, dass µ(α)([θr ; 1]) > 0 gilt.
Sei m ∈ N mit g(θm) > qT (α). Ein solches m ∈ N existiert, da θ < 1, g rechtsseitig stetig und
g(0) = 1 ist.
Wegen der Annahme (3.2.2) ko¨nnen wir eine Folge (nk)k∈N mit den Eigenschaften
• − log g(tθ
nk+r)
tα·θα(nk+r)
−−−−→
k→∞
∞ und
• t · θnk+r < t0(g) fu¨r alle k ∈ N.
Wir setzen
ξk := t
α · θα(m+r) ·
− log g(t · θnk+r)
tα · θα(nk+r)
fu¨r alle k ∈ N.
Wie im arithmetischen Fall gilt dann, fu¨r jede Stetigkeitstelle ε > 0 von FW (α)µ(α)([θr;1])
g(t · θm) ≤ E
(
exp(−tα · θα(m+r) ·
− log g(t · θnk+r)
tα · θα(nk+r)
µθnk ([θ
r; 1]))
)
≤ e−ξkε + P (µθnk [θ
r; 1] ≤ ε).
Daraus la¨sst sich, wie im arithmetischen Fall, ein Widerspruch zeigen.
Korollar 3.2.2. Es gelten die Voraussetzungen des Satzes 3.2.1.
(i) Es gelte, dass T nicht-arithmetisch ist.
Fu¨r jedes γ ∈]0;∞[ mit γ < to(g) gilt
sup
x∈]0;γ]
− log g(x)
xα
<∞.
(ii) Es gelte, dass T arithmetisch mit Spanne d ist.
Fu¨r alle t ∈]0;∞[ und fu¨r jedes m ∈ N mit t · θm < t0(g) gilt
sup
n≥m
− log g(tθn)
(tθn)α
<∞.
Beweis. Wir schra¨nken uns auf den nicht-arithmetischen Fall ein, der arithmetische Fall kann mit
a¨hnlichen Argumenten gezeigt werden.
Auch diesmal fu¨hren wir einen Widerspruchsbeweis.
Dazu nehmen wir an, dass fu¨r ein γ < to(g) obiger Ausdruck nicht endlich ist, d.h.
sup
x∈]0;γ]
− log g(x)
xα
=∞.
Wir ko¨nnen daher eine Folge (an)n∈N mit Werten in ]0; γ] wa¨hlen mit
− log g(an)
aαn
−−−−→
n→∞
∞.
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Dann gibt es eine konvergente Teilfolge (ank)k∈N mit ank −−−−→
k−→∞
a∞.
Wir zeigen nun, dass a∞ = 0 gilt, wobei wir vorerst annehmen, dass dies nicht der Fall ist.
Dann gilt sowohl
− log g(a∞)
aα∞
<∞
als auch fu¨r den linksseitigen Grenzwert
− log g(a∞−)
(a∞−)α
<∞.
Wir ko¨nnen dann eine Teil-Teilfolge (ankl )l∈N finden mit
ankl ≤ a∞ fu¨r alle l ∈ N oder ankl ≥ a∞ fu¨r alle l ∈ N
OBdA nehmen wir an, dass der erste Fall eintritt.
Es folgt
∞ >
− log g(a∞)
aα∞
= lim
l−→∞
− log g(ankl )
aαnkl
=∞.
Dies liefert den gewu¨nschten Widerspruch und damit gilt a∞ = 0.
Daher haben wir eine gegen Null konvergente Folge (ank)k∈N gefunden, mit
− log g(ank )
aαnk
−−−−→
k→∞
∞.
Nun ko¨nnen wir durch ein a¨hnliches Argument wie im Beweis des Satzes 3.2.1 zeigen, dass dies zu
einem Widerspruch fu¨hrt.
Definition 3.2.3. Sei g ∈ F(T,C).
Wir definieren die Abbildung
c⋆ : [0;∞[→ [0;∞[; t 7→

lim sup
n→∞
θn∈]0;t0(g)[
− log g(tθn)
(tθn)α , t > 0
c⋆(1) , t = 0
.
Lemma 3.2.4. Die Abbildung c⋆ ist eine positive, multiplikativ θ-periodisch Funktion. Die Abbil-
dung t 7→ tαc⋆(t) ist monoton wachsend.
Beweis. Da die Abbildung − log g positiv ist, gilt dies auch fu¨r c⋆.
Fu¨r alle t ∈]0;∞[ gilt
c⋆(tθ) = lim sup
n→∞
θn∈]0;t0(g)[
− log g(tθθn)
(tθθn)α
= lim sup
n→∞
θn∈]0;t0(g)[
− log g(tθn+1)
(tθn+1)α
= c⋆(t).
Also ist c⋆ multiplikativ θ-periodisch.
Da fu¨r alle t ∈]0;∞[
tαc⋆(t) = lim sup
n→∞
θn∈]0;t0(g)[
− log g(tθn)
θαn
gilt und die Abbildung − log g monoton wachsend ist, ist auch t 7→ tαc⋆(t) monoton wachsend.
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3.3. Darstellungssatz fu¨r Lo¨sungsfunktionen
In diesem Abschnitt sei T eine L1-regula¨re Kantengewichtsfolge mit charakterisitischen Exponenten
α := αT ∈]0;∞[ und C ein positiver Tollterm. Es gilt daher wir in der Definition beschrieben
(i) fu¨r alle i ∈ N gilt 0 ≤ Ti ≤ 1,
(ii) T besitzt einen charakteristischen Exponenten α := αT ∈]0;∞[,
(iii) E (N) > 1, N ≥ 1 f.s.,
(iv) −∞ < E
( ∑
v∈V1
L
(α)
v logL
(α)
v
)
< 0,
(v) E
(
W
(α)
1 log
+W
(α)
1
)
<∞.
3.3.1. Grundlagen
In diesem Unterabschnitt konstruieren wir eine spezielle Stopplinien-Folge auf der der Beweis des
Darstellungssatz beruht. Diese Konstruktion und deren Analyse ist leider sehr technisch, weswegen
wir gleich nach der Definition ein paar Erkla¨rungen geben.
Sei F0 die Menge alle Folgen (ak)k∈N mit den Eigenschaften
(i) ak ∈]0; 1[ fu¨r alle k ∈ N,
(ii) a∞ = 0,
(iii) (ak)k∈N ist streng monoton fallend,
(iv) inf
k∈N
ak = 0.
Definition 3.3.1. Fu¨r jedes x ∈ ∂V und alle a, c ∈ F0 definiere rekursiv die folgenden Stoppzeiten
τ0,c,ax := 0,
̺0,c,ax := 0,
̺1,c,ax := inf {k ∈ N | ck < a1} ,
τ1,c,ax := inf
{
k ∈ N | Lx|k < c̺1,c,ax
}
.
Fu¨r alle n ∈ N setzen wir
̺n+1,c,ax :=
{
inf {k > ̺n,c,ax | ck < an+1 · Lx|τn,c,ax
}
, Lx|τn,c,ax > 0
̺n,c,ax , Lx|τn,c,ax = 0
,
und
τn+1,c,ax := inf
{
k ≥ τn,c,ax | Lx|k < c̺n+1,c,ax
}
.
Wie u¨blich benutzen wir dabei die Konvention inf ∅ =∞.
Notation 3.3.2. Im Folgendem unterdru¨cken wir aus Gru¨nden der U¨bersichtlichkeit die Abha¨ngigkeit
von den Folgen a, c ∈ F0 in den Beweisen.
Anhand der Abbildung 3.1 wollen wir diese Stoppzeiten, fu¨r eine festes x ∈ ∂V, na¨her erla¨utern
und stellen die formalen Beweise fu¨r einen Moment zuru¨ck.
Zuna¨chst fa¨llt auf, dass eine Abha¨ngigkeit von zwei Folgen a und c besteht. Mit der Folge a ko¨nnen
wir die Quotienten
c̺n+1x
Lx|τnx
(n ∈ N) in dem Sinne kontrollieren, dass diese jeweils durch an+1 be-
schra¨nkt sind.
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Abbildung 3.1.: Beispiel fu¨r eine Realsierung der Leiterho¨hen Lx|τnx ;n ∈ N
Die Folge c gibt verschiedene Niveaus vor, die wir mit dem multiplikativen RandomWalk (Lx|n)n∈N0
unterschreiten wollen, dabei findet eine gewisse Auswahl der Folgenglieder ck; k ∈ N statt. Die
Stoppzeit τnx ist die Erstaustrittszeit fu¨r das zufa¨llige Niveau c̺nx . Lx|τnx ist so etwas wie die n-te
Leiterho¨he. Die Stoppzeit ̺n+1x garantiert uns, dass c̺n+1x weit genug weg von Lx|τnx liegt, d.h. der
Quotient
c̺n+1x
Lx|τnx
ist echt kleiner als an+1. In der Skizze 3.1 sieht man, dass eine Auswahl getroffen
wird. Das Niveau c3 liegt zu dicht an Lx|τ2x , so dass wir es ignorieren und mittels ̺
3
x ein kleineres
Niveau (hier c4) auswa¨hlen.
Wenn Lx|τnx = 0 fu¨r ein n ∈ N gilt, so gilt ̺
n+1
x = ̺
n
x , was zur Folge hat, dass in diesem Fall
τnx = τ
n+1
x ist. Diese Eigenschaft ist wichtig, da sie uns garantiert, dass spa¨ter die bzgl. der Fa-
milie τnx ;n ∈ N definierten Stopplinien keine ”
Lo¨cher“ enthalten, was bedeuten soll, dass diese
Stopplinien f.s. geschlossen sind. Leider ergeben sich dadurch unangenehme Fallunterscheidungen,
die sich bei dieser Konstruktion aber nicht vermeiden lassen.
Bemerkung 3.3.3. Seien a, c ∈ F0 und x ∈ ∂V.
Als direkte Folgerungen aus den Definitionen halten wir folgende Aussagen fest.
(i) Die Folge (τn,c,ax )n∈N ist monoton steigend.
(ii) Fu¨r alle n ∈ N folgt aus τn,c,ax <∞ die Ungleichung Lx|τn,c,ax < c̺n,c,ax .
Bemerkung 3.3.4. Seien x ∈ ∂V und a, c ∈ F0.
Dann gilt
̺1,c,ay = ̺
1,c,a
x fu¨r alle y ∈ ∂V.
Das heißt, die Konstante ̺1,c,a := ̺1,c,ax ist unabha¨ngig vom gewa¨hlten Randknoten x. Da infk∈N ck =
0 und a1 > 0 ist, gilt ̺
1,c,a <∞.
Lemma 3.3.5. Fu¨r alle a, c ∈ F0, x ∈ ∂V und alle n ∈ N gilt ̺n,c,ax <∞.
Beweis. Seien a, c ∈ F0, x ∈ ∂V.
Wir zeigen die Behauptung per Induktion u¨ber n ∈ N.
Der Induktionsanfang ergibt sich aus Bemerkung 3.3.4.
Induktionschluss: Sei n ∈ N und es gelte ̺nx <∞ (I.V.).
1. Fall: Lx|τnx = 0. Dann ist ̺
n+1
x = ̺
n
x <∞.
2. Fall: Lx|τnx > 0.
Da c = (ck)k∈N monoton fallend ist, gilt infk>̺nx ck = infk∈N ck = 0. Dabei wurde ausgenutzt,
dass ̺nx <∞ nach (I.V.) gilt. Wegen an+1 · Lx|τnx > 0 folgt dann ̺
n+1
x <∞.
Lemma 3.3.6. Seien x ∈ ∂V und a, c ∈ F0.
Fu¨r alle n ∈ N mit τn,c,ax <∞ gilt
̺m,c,ax =
{
inf
{
k ∈ N | ck < am · Lx|τm−1,c,ax
}
, Lx|τm−1,c,ax > 0
̺m−1,c,ax , Lx|τm−1,c,ax = 0
(3.3.1)
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fu¨r alle m ∈ {1, ..., n+ 1}.
Man beachte, dass das Infimum im Gegensatz zur Definition u¨ber die gesamten natu¨rlichen Zahlen
gebildet wird.
Beweis. Sei n ∈ N mit τnx <∞. Dann gilt wegen Monotonie τ
m
x <∞ fu¨r alle m ∈ {1, ...,m}.
Wir zeigen die Folgerung per Induktion nach m ∈ {1, ..., n}.
Induktionsanfang: Nach Definition von ̺1x gilt (3.3.1) im Falle m = 1.
Induktionsschluss: Sei m ∈ {1, ..., n}. Es gelte (3.3.1) fu¨r dieses m (I.V.).
1. Fall: Lx|τmx = 0.
Dann gilt ̺m+1x = ̺
m
x nach Definition, woraus sich der Induktionschluss automatisch ergibt.
2. Fall: Lx|τmx > 0.
Um die Gleichheit
inf
{
k > ̺mx | ck < am+1 · Lx|τmx
}
= inf
{
k ∈ N | ck < am+1 · Lx|τmx
}
zu zeigen, reicht es aus
cl ≥ am+1 · Lx|τmx
fu¨r alle l ∈ {1, ..., ̺mx } zu zeigen.
Da ̺mx <∞, gilt
c̺mx < am · Lx|τm−1x
und
cl ≥ am · Lx|τm−1x fu¨r alle l < ̺
m
x .
Damit gilt cl ≥ am · Lx|τm−1x > am+1 · Lx|τmx fu¨r alle l < ̺
m
x .
Da τmx <∞ ist, gilt Lx|τmx < c̺mx und somit am+1 · Lx|τmx < Lx|τmx < c̺mx .
Lemma 3.3.7. Seien a, c ∈ F0, n ∈ N und x ∈ ∂V.
Dann gelten folgende Beziehungen zwischen den Aussagen
(i) Lx|τn,c,ax = 0,
(ii) ̺n,c,ax = ̺
n+1,c,a
x ,
(iii) τn+1,c,ax = τ
n,c,a
x ,
(i) ⇐⇒ (ii) =⇒ (iii).
Falls zusa¨tzlich τnx <∞ gilt, so sind (i), (ii) und (iii) a¨quivalent.
Beweis. (i) ⇐⇒ (ii) ergibt sich aus der Definition unter Beachtung von ̺n+1x <∞.
Wir zeigen (i)⇒ (iii) Es gelte Lx|τnx = 0.
Dann gilt ̺n+1x = ̺
n
x . Es folgt τ
n+1
x = inf
{
k ≥ τnx | Lx|k < c̺nx
}
.
1. Fall: τnx <∞.
Dann gilt 0 = Lx|τnx < c̺nx . Daraus folgt τ
n+1
x = τ
n
x .
2. Fall: τnx =∞.
Dann gilt τn+1x ≥ τ
n
x =∞, also τ
n+1
x = τ
n
x =∞.
Wir zeigen, τnx <∞ und τ
n+1
x = τ
n
x impliziert (i), per Widerspruchsbeweis.
Es gelte τnx <∞ und τ
n+1
x = τ
n
x und wir nehmen an, dass Lx|τnx > 0 gilt.
Dann gilt ̺n+1x = inf
{
k > ̺nx | ck < an+1 · Lx|τnx
}
.
Es folgt
Lx|τn+1x < c̺n+1x < an+1 · Lx|τnx < Lx|τnx .
Damit folgt τn+1x > τ
n
x und dies liefert den gewu¨nschten Widerspruch.
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Korollar 3.3.8. Falls ̺n,c,ax = ̺
n+1,c,a
x fu¨r ein n ∈ N, so gilt ̺
m
x = ̺
n
x und τ
m
x = τ
n
x fu¨r alle
m ∈ N≥n.
Mit dem folgendem Lemma wollen wir diesen Teilabschnitt abschließen. Es dient spa¨ter dazu die f.s.
Geschlossenheit und f.s. Beschra¨nktheit der im Anschluss behandelten sukzessiven Erstaustritts-
Stopplinien zu zeigen.
Lemma 3.3.9. Es gibt eine Menge K ∈ A(ø) mit P (K) = 1 so, dass fu¨r alle ω ∈ K und alle
a, c ∈ F0, x ∈ ∂V und n ∈ N τ
n,c,a
x (ω) <∞ gilt.
Beweis. Da die Kantengewichtsfolge T nach Voraussetzung L1-regula¨r ist, gilt L
⋆
n
f.s.
−−−−→
n→∞
0.
Wir setzen K := {ω ∈ Ω | limn→∞ L⋆n(ω) = 0}. Sei ω ∈ K, a, c ∈ F0 und x ∈ ∂V.
Wir zeigen per Induktion u¨ber n ∈ N, dass τnx (ω) <∞ gilt.
Induktionsanfang: ̺1x ist nach Bemerkung 3.3.4 deterministisch und endlich.
Wir ko¨nnen daher ein N ∈ N wa¨hlen mit L⋆N(ω) < c̺1x . Es folgt dann τ
1
x(ω) ≤ N .
Induktionsschluss: Sei n ∈ N. Es gelte τnx (ω) <∞. (I.V.)
1. Fall: Lx|τnx (ω)(ω) = 0.
Dann folgt ̺n+1x (ω) = ̺
n
x(ω) und τ
n+1
x (ω) = τ
n
x (ω). Mit (I.V.) folgt in diesem Fall die Behauptung.
2. Fall: Lx|τnx (ω)(ω) > 0.
Da ̺n+1x (ω) <∞, ko¨nnen wir ein N
′ ∈ N finden mit τnx (ω) ≤ N
′ und L⋆N ′(ω) < c̺n+1x (ω).
Es folgt τn+1x (ω) ≤ N
′.
Sukzessive Erstaustritts-Stopplinien (Mn)n∈N
In diesem Teilabschnitt zeigen wir, dass die Familie (τnx )x∈∂V tatsa¨chlich eine vertra¨gliche Familie
pfadweiser Stoppzeiten ist und wir definieren die sukzessiven Erstaustritts-Stopplinien.
Lemma 3.3.10. Seien a, c ∈ F0.
Dann ist fu¨r alle n ∈ N und alle x ∈ ∂V die Zufallsgro¨ße τn,c,ax eine pfadweise Stoppzeit.
Beweis. Sei x ∈ ∂V.
Wir zeigen per Induktion u¨ber n ∈ N, dass τnx eine Stoppzeit bzgl. der Filtration (Aø,x|m)m∈N ist.
Induktionsanfang: Sei m ∈ N.
Zuna¨chst gilt, dass ̺1x deterministisch und endlich ist, also messbar bzgl. Aø,x|m ist.
Es gilt {
τ1x = m
}
=
{
Lx|k ≥ cρ1x f.a. k < m,Lx|m < cρ1x
}
∈ Aø,x|m,
so dass τ1x als Stoppzeit erkannt ist.
Induktionsschritt: Sei n ∈ N und es gelte τnx ist eine Stoppzeit bzgl. der Filtration (Aø,x|m)m∈N
(I.V.).
Dann gilt {
τn+1x = m
}
=
{
τnx = τ
n+1
x = m
}︸ ︷︷ ︸
=:M1
∪
⋃
t∈{1,...,m−1}
{
τnx = t, τ
n+1
x = m
}
︸ ︷︷ ︸
=:M2
.
Wir untersuchen die Mengen M1 und M2 getrennt.
Es gilt mit Lemma 3.3.7 und (I.V.)
M1 =
{
Lx|τnx = 0, τ
n
x = m
}
=
{
Lx|m = 0, τ
n
x = m
}
∈ Aø,x|m.
An dieser Stelle geht nun ein
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• Wenn τn+1x <∞ und τ
n
x < τ
n+1
x , so gilt ̺
n+1
x = inf
{
k ∈ N | ck < an+1Lx|τnx
}
.
• Es gilt fu¨r alle n ∈ N ̺nx <∞.
Unter Beachtung dieser zwei Aussagen, ko¨nnen wir nun zeigen, dass M2 ∈ Aø,x|m gilt.
Es gilt
M2 =
⋃
t<m
{
τnx = t, τ
n+1
x = m, ̺
n+1
x <∞
}
=
⋃
t<m
⋃
r∈N
{
τnx = t, τ
n+1
x = m, ̺
n+1
x = r
}
=
⋃
t<m
⋃
r∈N
{
τnx = t, Lx|k ≥ cr f.a. k ∈ {t, ...,m− 1} , Lx|m < cr, ̺
n+1
x = r
}
=
⋃
t<m
⋃
r∈N
{τnx = t, Lx|k ≥ cr f.a. k ∈ {t, ...,m− 1} , Lx|m < cr,
cl ≥ Lx|t · an+1 f.a. l ∈ {1, ..., r − 1} , cr < Lx|t · an+1}.
Die Menge ist daher nach (I.V.) in Aø,x|m enthalten und somit τ
n+1
x eine Stoppzeit bzgl. der
Filtration (Aø,x|m)m∈N.
Lemma 3.3.11. Sei a, c ∈ F0 und n ∈ N.
Sei u ∈ V und x ∈ ∂V mit τnux = |u|.
Dann gilt fu¨r alle m ≤ n und alle y ∈ ∂V
τmuy = τ
m
ux und ̺
m
ux = ̺
m
uy.
Beweis. Zuna¨chst halten wir fest, dass τmux ≤ τ
n
ux = |u| fu¨r alle m ∈ {1, ...,m} gilt.
Wir zeigen die Behauptung per Induktion u¨ber m ∈ {1, ..., n}.
Induktionsanfang:
Aus der Definition folgt ̺1ux = ̺
1
uy.
Da τ1ux ≤ |u|, ko¨nnen wir schließen
τ1ux = inf
{
k ∈ N | Lux|k < c̺1ux
}
= inf
{
k ≤ |u| | Lu|k < c̺1ux
}
= inf
{
k ∈ N | Luy|k < c̺1uy
}
= τ1uy .
Induktionsschluss:
Sei m ∈ {1, ..., n} und es gelte τ luy = τ
l
ux und ̺
l
ux = ̺
l
uy fu¨r alle l ∈ {1, ...,m} (I.V.).
Da τmuy ≤ |u|, gilt
Lux|k = Luy|k fu¨r alle k ≤ τ
m
uy. (3.3.2)
1. Fall: ̺m+1ux > ̺
m
ux.
Dann gilt
̺m+1ux = inf
{
k > ̺mux | ck < am+1 · Lux|τmux
}
(I.V.)
= inf
{
k > ̺muy | ck < am+1 · Lux|τmuy
}
3.3.2
= inf
{
k > ̺muy | ck < am+1 · Luy|τmuy
}
= ̺m+1uy .
2. Fall: ̺m+1ux = ̺
m
ux.
Dann gilt 0 = Lx|τmux
(I.V.)
= Lx|τmuy , also auch ̺
m+1
uy = ̺
m
uy nach Lemma 3.3.7.
Es folgt ̺m+1ux = ̺
m
ux
(I.V.)
= ̺mux = ̺
m+1
uy .
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Abschließend folgern wir
τm+1ux = inf
{
k ≥ τmux | Lux|k < c̺m+1ux
}
(I.V.)
= inf
{
k ≥ τmuy | Lux|k < c̺m+1ux
}
= inf
{
k ≥ τmuy | Lux|k < c̺m+1uy
}
(3.3.2)
= inf
{
k ≥ τmuy | Luy|k < c̺m+1uy
}
= τm+1uy .
Korollar 3.3.12. Sei a, c ∈ F0. Dann ist fu¨r alle n ∈ N die Familie (τn,c,ax )x∈∂V eine vertra¨gliche
Familie pfadweiser Stoppzeiten.
Beweis. Nach Hilflemma 3.3.11 folgt, dass fu¨r alle u ∈ V und alle x, y ∈ ∂V gilt, dass aus τnux = |u|
die Gleichung τnuy = |u| gilt.
Definition 3.3.13. Seien a, c ∈ F0.
Fu¨r jedes n ∈ N0 sei Mc,an die zu der vertra¨glichen Familie pfadweiser Stoppzeiten (τ
n,c,a
x )x∈∂V
geho¨rigen Stopplinie.
Wir bezeichnen diese Stopplinien als sukzessive Erstaustritts-Stopplinien.
Korollar 3.3.14. Seien a, c ∈ F0. Dann ist fu¨r alle n ∈ N die Stopplinie Mc,an f.s. beschra¨nkt
und f.s. geschlossen.
Beweis. Dies folgt aus Lemma 1.5.31 und Lemma 3.3.9.
Lemma 3.3.15. Sei g ∈ F(T,C). Seien a, c ∈ F0. Dann gilt fu¨r alle n ∈ N
g(t) = E
 ∏
v∈V<Mc,an
f(tLvCv) ·
∏
v∈Mc,an
g(tLv)
 fu¨r alle t ≥ 0.
Beweis. Die Gleichung folgt aus dem Korollar 3.1.8, da nach Korollar 3.3.14 die Stopplinie Mn
fast sicher beschra¨nkt und fast sicher geschlossen ist.
Analyse der Stopplinie Mc,a
n
Wir analysieren in diesem Teilabschnitt die StopplinieMc,an und erhalten eine rekursive Beschrei-
bung dieser Stopplinie.
Definition 3.3.16. Sei c ∈ F0.
Fu¨r alle v ∈ V und t ∈]0; 1[ definiere
It,cv := inf {k ∈ N | ck < t · Lv}
Qt,cv :=
{ cItv
Lv
, Lv > 0
0, sonst,
wobei wir die Konvention inf ∅ =∞ benutzen.
It,cv gibt denjenigen Index k
⋆ an, ab dem die monoton fallende Folge c = (ck)k∈N zum ersten Mal
unter das Niveau t · Lv sinkt.
Falls Lv > 0 ist, so gilt I
t,c
v < ∞ und damit sowohl cIt,cv < t · Lv, als auch Q
t,c
v ∈]0; t]. In diesem
Fall gibt Qt,cv den Unterschied zwischen ck⋆ und t · Lv an.
Falls Lv = 0 ist, so gilt I
t,c
v =∞ und Q
t,c
v wird auf den willku¨rlichen Wert 0 gesetzt.
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Definition 3.3.17. Sei t ∈]0; 1[, v ∈ V und c ∈ F0.
Sei I die Menge aller Intervalle I ⊆ [0; 1[. Wir definieren fu¨r alle I ∈ I
T t,cv (I) := {u ∈ V | (Lv > 0 ∧ u 6= ø ∧ LvV(u) ≥ cIt,cv ∧ Lvu ∈ cIt,cv · I)
oder
(Lv = 0 ∧ u = ø)}.
Bemerkung 3.3.18. Nach Definition gilt T t,cv = {ø} genau dann, wenn Lv = 0 ist. Falls daher
T t,cv = {ø} fu¨r ein v ∈ V, so gilt T
t,c
w = {ø} fu¨r alle w ∈ V mit v ≤ w.
Weiterhin gilt fu¨r jedes I ∈ I
{
w ∈ T t,cv (I), Lv > 0
}
=
{
Lvw ∈ cItv · I, LvV(w) ≥ cItv , Lv > 0
}
=
{
Lw(v) < Q
t,c
v · I, LV(w)(v) ≥ Q
t,c
v , Lv > 0
}
.
Daraus ergibt sich dann
11{Lv>0}
(
µ
(α)
Qt,cv
(v)
)
(I) =
∑
w∈V
11{Lw(v)∈Qt,cv ·I,LV(w)(v)>Qt,cv }L
α
w(v)
= 11{Lv>0}
∑
w∈T t,cv (I)
Lαw(v)
und ebenso
11{Lv>0}
(
µ˜
(α)
Qt,cv
(v)
)
(I) = 11{Lv>0}
∑
w∈T t,cv (I)
LαwW
(α)(v).
Wir setzen At,cv := T
t,c
v ([0; 1[).
Dann ist At,cv ”
im Prinzip“ die Erstaustrittszeit-Stopplinie startend ab v zum zufa¨lligen Niveau
Qt,cv . Das Problem an dieser Stelle besteht im Umstand, dass Lv = 0 sein kann und damit
At,cv = {ø} gilt. Nun gilt fu¨r die Erstaustritts-Stopplinie startend ab v L
a(v) 6= {ø} fu¨r alle a ∈]0; 1[.
Wir ko¨nnen aber folgende Mengengleichheit fu¨r alle v ∈ V, u ∈ V \ {ø} und alle t ∈]0; 1[, c ∈ F0
festhalten {
u ∈ At,cv , Lvu < γ · cItv , Lv > 0
}
=
{
u ∈ T t,cv ([0; γ[), Lv > 0
}
.
Lemma 3.3.19. Seien a, c ∈ F0.
Dann gilt fu¨r alle n ∈ N
Mc,an =
{
v(1)...v(n) ∈ V | ∀k ≤ n : v(k) ∈ Aak,c
v(1)...v(k−1)
}
Beweis.
”
⊆“:
Sei v ∈Mn. Dann gibt es ein x ∈ ∂V mit v = x|τnx ∈ V.
Insbesondere folgt daraus τnx <∞ und somit τ
m
x <∞ fu¨r alle m ∈ {1, ..., n}.
Setze v(1) := x|τ1x und
v(i+1) :=
{
(xτ ix+1, ..., xτ i+1x ) , τ
i
x < τ
i+1
x
ø , sonst
fu¨r alle i ∈ {1, ..., n− 1}.
Der U¨bersichts wegen setzen wir u(m) := v(1)...v(m) = v|τmx fu¨r alle m ∈ {1, ..., n} und u
(0) := ø.
An dieser Stelle mu¨sste eine Fallunterscheidung kommen, ob es ein m ∈ {1, ..., n− 1} gibt mit
̺mx = ̺
m+1
x oder ob es kein solches m gibt.
Da der zweite Fall einfacher und in gleicher Weise wie der erste Fall zu beweisen ist, nehmen wir
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an dieser Stelle oBdA an, dass es ein m⋆ ∈ {1, ..., n− 1} gibt mit ̺m
⋆−1
x < ̺
m⋆
x = ̺
m⋆+1
x .
Dann gilt ̺m
⋆
x = ̺
m
x und τ
m⋆
x = τ
m
x fu¨r alle m ∈ {m
⋆, ..., n− 1}.
Außerdem folgt Lu(m) = 0 fu¨r alle m ∈ {m
⋆, ..., n− 1}. Daraus ergibt sich A
am+1
u(m)
= {ø} und somit
v(m) = ø ∈ A
am+1
u(m)
fu¨r alle m ∈ {m⋆, ..., n− 1}.
Sei nun m ∈ {1, ...,m⋆ − 1}.
Da ̺m−1x < ̺
m
x und τ
m−1
x <∞ folgt ̺
m
x = inf
{
k > ̺m−1x | ck < amLx|τm−1x
}
und Lu(m−1) > 0.
Daher gilt
̺mx = inf
{
k > ̺m−1x | ck < amLu(m−1)
}
= inf {k ∈ N | ck < amLu(m−1)}
= Iam
u(m−1)
.
Aus τmx =
∣∣u(m)∣∣ folgt dann Lu(m−1)v(m) < c̺mx = cIam
u(m−1)
und Lu(m−1)V(v(m)) ≥ c̺mx = cIam
u(m−1)
.
Damit ergibt sich v(m) ∈ Aam
u(m−1)
.
”
⊇“:
Seien v(1), ..., v(n) ∈ V mit v(m) ∈ Aam
v(1)...v(m−1)
fu¨r alle m ∈ {1, ..., n}.
Sei x ∈ ∂V und wir setzen v := v(1)...v(n) und u(m) := v(1)...v(m) fu¨r alle m ∈ {1, ..., n} und
u(0) := ø.
Dann ist zu zeigen v = vx|τnvx.
Wir nehmen oBdA an, dass es ein m⋆ ∈ {2, ..., n} gibt mit Aam⋆
u(m⋆−1)
= {ø} und A
am⋆−1
u(m⋆−2)
6= {ø}.
Dies bedeutetA
am+1
u(m)
6= {ø} fu¨r allem ∈ {1, ...,m⋆ − 2} undA
am+1
u(m)
= {ø} fu¨r allem ∈ {m⋆ − 1, ..., n}.
Daraus folgt Lu(m) > 0 fu¨r alle m ∈ {1, ...,m
⋆ − 2} und Lu(m) = 0 fu¨r alle m ∈ {m
⋆ − 1, ..., n}.
Wir zeigen per Induktion u¨ber m ∈ {1, ...,m⋆ − 1}, dass τmvx =
∣∣u(m)∣∣ und ̺mvx = Iamu(m−1) gilt.
Induktionsanfang:
Es gilt Ia1ø = inf {k ∈ N | ck < a1Lø} = ̺
1
vx.
Da v(1) ∈ Aa1ø 6= {ø} gilt LV(v(1)) ≥ cIa1ø = c̺1vx und Lv(1) < cI
a1
ø
= c̺1vx .
Daraus ergibt sich τ1vx = inf
{
k ∈ N | Lvx|k < c̺1vx
}
=
∣∣v(1)∣∣. Wegen u(1) = v(1) folgt der Indukti-
onsanfang.
Induktionsschritt:
Sei m ∈ {1, ...,m⋆ − 2} und es gelte τ lvx =
∣∣u(l)∣∣ und ̺lvx = Ialu(l−1) fu¨r alle l ∈ {1, ...,m} (I.V.) .
Da m < m⋆ − 1 gilt, folgt 0 < Lu(m) = Lvx|τmx .
Daher gilt
̺m+1vx = inf
{
k ∈ N | ck ≤ am+1Lvx|τmvx
}
= inf {k ∈ N | ck ≤ am+1Lu(m)} = I
am+1
u(m)
.
Da v(m+1) ∈ A
am+1
u(m)
6= {ø}, gilt Lu(m)V(v(m+1)) ≥ cIam+1
u(m)
= c̺m+1vx und Lu(m)v(m+1) < cI
am+1
u(m)
=
c̺m+1vx .
Daraus folgt τm+1vx =
∣∣u(m+1)∣∣.
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Dies schließt den Induktionsbeweis ab.
Da Lu(m) = 0 fu¨r alle m ∈ {m
⋆ − 1, ..., n}, folgt τmvx = τ
m⋆−1
vx =
∣∣u(m⋆−1)∣∣ fu¨r alle m ∈
{m⋆ − 1, ..., n}.
Weiterhin gilt v(m) = ø fu¨r allem ∈ {m⋆, ..., n}. Daraus ergibt sich vx|τnvx = u
(m⋆−1) = v(1)...v(n) =
v.
Das folgende Korollar ergibt sich nun unmittelbar aus vorherigen Lemma und zeigt die rekursive
Struktur der Menge Mc,an auf.
Korollar 3.3.20. Seien a, c ∈ F0.
Fu¨r alle n ∈ N gilt
Mc,an+1 = {vw ∈ V | v ∈ M
c,a
n , w ∈ A
an+1,c
v } .
Intervall-Stopplinie J c,a,γ
In diesem Teilabschnitt kommen wir zur Definition der sogenannten Intervall-Stopplinie. Diese
Stopplinie ha¨ngt außer von den Folgen a, c ∈ F0 auch noch von einem zusa¨tzlichen Parameter
γ ∈]0; 1[ ab.
Wir betrachten diese Stopplinien, wegen folgender Eigenschaft.
Ist v ∈ J c,a,γ , so gibt es ein k(= kv) ∈ N mit
γ · ck ≤ Lv < ck.
Fu¨r Knoten aus der Stopplinie J kann man daher deren Knotenpfadgewicht Lv nach unten be-
schra¨nkt, eine nu¨tzliche Eigenschaft, wie sich spa¨ter herausstellt. Leider ko¨nnen wir nicht mehr
garantieren, dass diese Stopplinie f.s. beschra¨nkt und f.s. geschlossen ist. Wir mu¨ssen daher immer
das Infimum zwischen der Intervall-Stopplinie und einer Stopplinie Mc,an bilden. Von der letzeren
Stopplinie wissen wir bereits, dass diese f.s. beschra¨nkt und f.s. geschlossen ist.
Definition 3.3.21. Intervall-Stoppzeiten.
Sei γ ∈]0; 1[ und seien a, c ∈ F0. Definiere fu¨r jedes x ∈ ∂V
σc,a,γx := inf {τ
m,c,a
x | Lx|τm,c,ax ∈ c̺m,c,ax · [γ; 1]
}
.
Wir nennen diese Zufallsgro¨ße auch Intervall-Stoppzeit.
Abbildung 3.2.: Beispiel fu¨r die Situation σx = τ
3
x
Mit der Abbildung 3.2 wollen wir diese Definition erla¨utern. Bei der Stoppzeit σx warten wir
solange, bis wir zum ersten Mal mit der Zufallsgro¨ße Lx|τnx ;n ∈ N in das Intervall [γc̺nx ; c̺nx ]
landen. Dass Lx|τnx echt kleiner c̺nx ist, ist wegen der Definition von τ
n
x gegeben.
Lemma 3.3.22. Wohldefiniertheit der Intervall-Stoppzeiten.
Sei γ ∈]0; 1[ und seien a, c ∈ F0.
Dann gilt
(i) fu¨r jedes x ∈ ∂V ist σc,a,γx eine pfadweise Stoppzeit,
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(ii) die Familie (σc,a,γx )x∈∂V ist vertra¨glich.
Fu¨r den Beweis dieses Lemmas beno¨tigen wir folgendes Hilfslemma, welches wir zuna¨chst beweisen.
Lemma 3.3.23. Seien a, c ∈ F0 und x ∈ ∂V.
Dann gilt fu¨r alle m,n, r ∈ N und alle k ∈ {1, ...,m}{
τm,c,ax = n, ̺
k,c,a
x = r
}
∈ Aø,x|n
Beweis. Wir zeigen zuna¨chst per Induktion u¨ber k ∈ N, dass fu¨r alle r ∈ N und alle n ∈ N{
τkx ≤ n, ̺
k
x = r
}
∈ Aø,x|n (3.3.3)
gilt.
Induktionsanfang:
Es gilt fu¨r alle r, n ∈ N
{
τ1x ≤ n, ̺
1
x = r
}
=
n⋃
m=1
{
τ1x = m,Lx|m < c̺1 , Lx|l ≥ c̺1 f.a. l ∈ {1, ...,m− 1} , ̺
1 = r
}
.
Hierbei ist ̺1 die in 3.3.4 definierte Konstante.
Induktionschluss:
Sei k ∈ N und es gelte (3.3.3) fu¨r alle r, n ∈ N (I.V.).
Seien r, n ∈ N. Dann gilt{
τk+1x ≤ n, ̺
k+1
x = r
}
=
{
τk+1x ≤ n, ̺
k+1
x = r = ̺
k
x
}
∪
{
τk+1x ≤ n, ̺
k+1
x = r > ̺
k
x
}
=:M1 ∪M2.
Es gilt
M1 =
{
τk+1x ≤ n, ̺
k+1
x = r = ̺
k
x
}
=
{
τk+1x ≤ n, ̺
k
x = r, Lx|τkx = 0
}
=
{
τkx ≤ n, ̺
k
x = r, Lx|τkx = 0
}
=
{
τkx ≤ n, ̺
k
x = r
}
∩
{
τkx ≤ n,Lx|τkx = 0
}
=
{
τkx ≤ n, ̺
k
x = r
}
∩
n⋃
m=1
{
τkx = m,Lx|m = 0
}
∈ Ax|n,
da
{
τkx ≤ n, ̺
k
x = r
}
∈ Ax|n nach (I.V.) gilt.
Fu¨r die zweite Menge gilt
M2 =
{
τk+1x ≤ n, ̺
k+1
x = r > ̺
k
x, τ
k
x ≤ n
}
=
r−1⋃
m=1
{
τk+1x = n, ̺
k
x = m, ̺
k+1
x = r, τ
k
x ≤ n
}
=
r−1⋃
m=1
{τk+1x = n} ∩ {τ
k
x ≤ n, ̺
k
x = m}
∩{τkx ≤ n, cl ≥ ak+1 · Lx|τkx f.a. l ∈ {m, ..., r − 1} , cr < ak+1 · Lx|τkx } .
Da τk+1x eine Stoppzeit ist, gilt {τ
k+1
x = n} ∈ Aø,x|n. Nach (I.V.) ist {τ
k
x ≤ n, ̺
k
x = m} ∈ Aø,x|n
fu¨r alle m ∈ {1, ..., r − 1}.
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Da auch {τkx ≤ n, cl ≥ ak+1 · Lx|τkx f.a. l ∈ {m, ..., r − 1} , cr < ak+1 · Lx|τkx} ∈ Aø,x|n folgt
M2 ∈ Aø,x|n.
Damit ist der Induktionsbeweis abschlossen.
Als Folgerung erha¨lt man fu¨r alle k, n, r ∈ N{
τkx = n, ̺
k
x = r
}
=
{
τkx ≤ n, ̺
k
x = r
}
∩
{
τkx = n
}
∈ Aø,x|n.
Kommen wir nun zur eigentlichen Behauptung.
Es gilt{
τmx = n, ̺
k
x = r
}
=
{
τmx = n, ̺
k
x = r, Lx|τk−1x = 0
}
∪
{
τmx = n, ̺
k
x = r, Lx|τk−1x > 0
}
=: K1 ∪K2.
Wir haben
K1 =
{
τk−1x = n, ̺
k−1
x = r, Lx|τk−1x = 0
}
∈ Aø,x|n
und
K2 =
{
τmx = n, ̺
k
x = r, Lx|τk−1x > 0
}
= {τmx = n,Lx|τk−1x > 0,
Lx|τk−1x ≤ cl f.a. l ∈ {1, ..., r − 1} , Lx|τk−1x > cr} ∈ Aø,x|n,
so dass K1 ∪K2 ∈ Aø,x|n, woraus sich die Behauptung ergibt.
Beweis von 3.3.22 . Um die Behauptung (i) zu zeigen, mu¨ssen wir nachweisen, dass fu¨r jedes
x ∈ ∂V die Abbildung σx eine Stoppzeit bzgl. der Filtration (Aø,x|n)n∈N ist.
Sei n ∈ N.
Dann gilt
{σx = n} =
⋃
m∈N
{
τmx = n, γ · c̺mx ≤ Lx|n ≤ c̺mx , 0 ≤ Lx|τkx < γ · c̺kx , f.a. k ∈ {1, ...,m− 1}
}
.
Nun gilt fu¨r alle m ∈ N{
τmx = n, γ · c̺mx ≤ Lx|n ≤ c̺mx , 0 ≤ Lx|τkx < γ · c̺kx , f.a. k ∈ {1, ...,m− 1}
}
=
⋃
r∈Nm
r1<...<rm
{τmx = n,
̺kx = rk f.a. k ∈ {1, ...m} ,
γ · crm ≤ Lx|n ≤ crm , 0 ≤ Lx|τkx < γ · crk , f.a. k ∈ {1, ...,m− 1}}
Nach obigem Hilfslemma ist aber die letze Menge in Aø,x|n, woraus sich {σx = n} ∈ Aø,x|n ergibt.
Fu¨r den Nachweis von (ii) mu¨ssen wir zeigen, dass fu¨r alle u ∈ V und alle x, y ∈ ∂V gilt
σux = |u| =⇒ σuy = |u| .
Falls σux = |u| gilt, so gibt es ein m ∈ N mit σux = τmux und
γ · c̺mux ≤ Lux|τmux ≤ c̺mux und
0 ≤ Lux|τ lux < γ · c̺lux fu¨r alle l ∈ {1, ...,m} .
Mit dem Hilflemma 3.3.11 folgt
γ · c̺muy ≤ Lux|τmuy ≤ c̺muy und
0 ≤ Lux|τ luy < γ · c̺luy fu¨r alle l ∈ {1, ...,m} ,
und damit σuy = |u|.
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Definition 3.3.24. Intervall-Stopplinien.
Sei γ ∈]0; 1[ und seien a, c ∈ F0.
Wir definieren J c,a,γ als die Stopplinie bzgl. (σc,a,γx )x∈∂V.
Fu¨r jedes n ∈ N sei J c,a,γ ∧Mc,an die Stopplinie bzgl. der Familie (σ
c,a,γ
x ∧ τ
n,c,a
x )x∈∂V.
Wir bezeichnen diese Stopplinien als Intervall-Stopplinien.
Im Folgenden unterdru¨cken wir die Abha¨ngigkeit von c, a und γ.
Lemma 3.3.25. Sei g ∈ F(T,C) und γ ∈]0; 1[, a, c ∈ F0.
Dann gilt fu¨r alle n ∈ N
E
 ∏
v∈V<Jc,a,γ∧Mc,an
f(tLvCv) ·
∏
v∈J c,a,γ∧Mc,an
g(tLv)
 = g(t) fu¨r alle t ≥ 0.
Beweis. Nach 3.1.8 reicht es aus zu zeigen, dassMn ∧J fast sicher abgeschlossen und fast sicher
beschra¨nkt sind. Dies ergibt sich aber aus Korollar 3.3.14 in Verbindung mit dem Korollar 1.5.14.
Konvergenz von (W
(α)
Mn∧J
)n∈N
Wir wollen in diesem Unterabschnitt das Verhalten der Zufallsgro¨ßen∑
v∈J c,a,γ∧M
c,a
n ;
v 6∈J c,a,γ
Lαv und
∑
v∈J c,a,γ∧M
c,a
n ;
v∈J c,a,γ
Lαv
fu¨r n→∞ untersuchen.
Definition 3.3.26. Seien a, c ∈ F0 und γ ∈]0; 1[.
Wir definieren fu¨r alle n ∈ N
Cc,a,γ,0n := {v ∈ J
c,a,γ ∧Mc,an | v 6∈ J
c,a,γ} ,
Cc,a,γ,1n := {v ∈ J
c,a,γ ∧Mc,an | v ∈ J
c,a,γ}
und
Γc,a,γ,0n :=
∑
v∈C
(c,a,γ,0)
n
Lαv ,
Γc,a,γ,1n :=
∑
v∈C
(c,a,γ,1)
n
Lαv .
Die folgende Definition und das anschließende Lemma beno¨tigen wir um die Gro¨ßen Γc,a,γ,0n und
Γc,a,γ,1n geeignet ”
zerlegen“ zu ko¨nnen und einer rekursiven Analyse zuga¨nglich zu machen.
Definition 3.3.27. Fu¨r alle a, c ∈ F0,γ ∈]0; 1[ und alle n ∈ N definieren wir
Uγ,c,an :=
{
(v(1), ..., v(n)) ∈ V | ∀k ≤ n : v(k) ∈ T ak,c
v(1)...v(k−1)
([0; γ[)
}
,
+U
γ,c,a
n :=
{
(v(1), ..., v(n)) ∈ Uγ,c,an | Lv(1)...v(n) > 0
}
.
Ferner definieren wir
Gγ,c,an :=
{
(v(1), ..., v(n)) ∈ V | ∀k < n : v(k) ∈ T ak,c
v(1)...v(k−1)
([0; γ[) und v(n) ∈ T an,c
v(1)...v(n−1)
([γ; 1])
}
und
+G
γ,c,a
n :=
{
(v(1), ..., v(n)) ∈ Gγ,c,an | Lv(1)...v(n) > 0
}
.
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Lemma 3.3.28. Sei a, c ∈ F0 und γ ∈]0; 1[.
Dann gilt
Cc,a,γ,0n =
{
v(1)...v(n) ∈ V | ∀k ∈ {1, ..., n} : v(k) ∈ T ak,c
v(1)...v(k−1)
([0; γ[)
}
.
Beweis.
”
⊆“:
Sei v ∈ C0n. Dann gilt v ∈ J ∧Mn und v 6∈ J .
Dann gibt es ein x ∈ ∂V mit v = vx|τnvx.
Weiterhin gibt es v(1), ..., v(n) ∈ V mit v(k) ∈ Aak
v(1)...v(k−1)
und u(k) := v(1)...v(k) = vx|τkvx fu¨r alle
k ∈ {1, ..., n}.
Wir zeigen nun, dass v(k) ∈ T ak
v(1)...v(k−1)
([0; γ[) fu¨r alle k ∈ {1, ..., n} gilt.
Da v 6∈ J und J 6< v, gilt σvx > |v|.
Daraus folgt Lu(m) = Lvx|τmvx < γc̺mx fu¨r alle m ∈ {1, ..., n}.
Wir nehmen oBdA an, dass es ein m⋆ ∈ {1, ..., n− 1} gibt mit ̺m
⋆−1
vx < ̺
m⋆
vx = ̺
m⋆+1
vx .
Dann gilt ̺m
⋆
vx = ̺
m
vx, τ
m⋆
vx = τ
m
vx und Lu(m) = 0 fu¨r alle m ∈ {m
⋆, ..., n}.
Außerdem gilt Lu(m) > 0 fu¨r alle m ∈ {1, ...,m
⋆ − 1}.
Dies bedeutetA
am+1
u(m)
6= {ø} fu¨r allem ∈ {1, ...,m⋆ − 1} undA
am+1
u(m)
= {ø} fu¨r allem ∈ {m⋆, ..., n− 1}.
Wegen Lemma 3.3.6 folgt ̺kvx = I
ak
u(k−1)
fu¨r alle k ∈ {1, ...,m⋆ − 1}.
Sei k ∈ {1, ..., n}.
1. Fall: k < m⋆.
Dann gilt v(k) ∈ Aak
u(k−1)
, 0 < Lu(k−1) < γ · c̺k−1vx = γ · cI
ak
u(k−1)
und daher v(k) ∈ T ak
u(k−1)
([0; γ[).
2. Fall: k ≥ m⋆.
Dann gilt, wegen Lu(k) = 0, dass v
(k) = ø ∈ {ø} = T ak
u(k−1)
([0; γ[).
”
⊇“:
Seien v(1), ..., v(n) ∈ V mit v(k) ∈ T ak
v(1)...v(k−1)
([0; γ[) fu¨r alle k ∈ {1, ..., n}.
Wir definieren v := v(1)...v(n) und wa¨hlen ein x ∈ ∂V.
Es ist dann zu zeigen v ∈ Mn, v 6∈ J und J 6< v.
Wir setzen u(0) := ø und u(m) := v(1)...v(m) fu¨r alle m ∈ {1, ..., n}.
Wir nehmen oBdA an, dass es ein m⋆ ∈ {1, ..., n− 1} gibt mit T
am⋆+1
u(m⋆)
= {ø}.
Dann gilt Lu(m) > 0 fu¨r alle m ∈ {1, ...,m
⋆ − 1} und Lu(m) = 0 fu¨r alle m ∈ {m
⋆, ..., n}.
Daraus folgt fu¨r alle m ∈ {1, ...,m⋆ − 1}
LV(u(m)) ≥ cIam
u(m−1)
und Lu(m) < γ · cIam
u(m−1)
.
Per Induktion u¨ber m ∈ {1, ...,m⋆ − 1} ergibt sich daraus u(m) = (vx)|τmvx und I
am+1
u(m)
= ̺mvx.
Da Lu(m) = 0 fu¨r alle m ∈ {m
⋆, ..., n} gilt, folgt τmvx = τ
m⋆
vx .
Wir erhalten v = (vx)|τnvx, d.h. v ∈ Mn. Da Lv = 0 gilt, folgt v 6∈ J .
Weiterhin gilt Lvx|τmvx < γ · c̺mvx fu¨r alle m ∈ {1, ..., n}. Daraus ergibt sich J 6< v.
Lemma 3.3.29. Seien a, c ∈ F0 und γ ∈]0; 1[.
Dann gilt
Cc,a,γ,1n =
n⋃
m=1
{v(1)...v(m) ∈ V | v(m) ∈ T am
v(1)...v(m−1)
([γ; 1]),
∀k ∈ {1, ...,m− 1} : v(k) ∈ T ak
v(1)...v(k−1)
([0; γ[)}.
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Beweis. Es gilt
{v ∈ J ∧Mn | v ∈ J } = {v ∈ V | ∃m ≤ n : v ∈Mm ∩ J }
=
n⋃
m=1
{v ∈ V | v ∈Mm ∩ J } .
Damit reicht es aus
{v ∈ V | v ∈Mm ∩ J } ={
v(1)...v(m) ∈ V | v(m) ∈ T am
v(1)...v(m−1)
([γ; 1]), ∀k ∈ {1, ...,m− 1} : v(k) ∈ T ak
v(1)...v(k−1)
([0; γ[)
}
fu¨r alle m ∈ {1, ..., n} zu zeigen.
”
⊆“:
Sei v ∈Mm ∩ J . Dann gibt es ein x ∈ ∂V mit v = vx|τmvx.
Weiterhin gibt es v(1), ..., v(m) ∈ V mit v(k) ∈ Aak
v(1)...v(k−1)
und u(k) := v(1)...v(k) = vx|τkvx fu¨r alle
k ∈ {1, ...,m}.
Wir zeigen nun, dass v(k) ∈ T ak
u(k−1)
([0; γ[) fu¨r alle k ∈ {1, ...,m− 1} und v(m) ∈ T am
u(m−1)
([γ; 1]) gilt.
Da v ∈ J ist, gilt 0 < γ · c̺mvx ≤ Lu(m) ≤ c̺mvx und Lu(m) < γ · c̺kvx fu¨r alle k ∈ {1, ...,m− 1}. Da
Lu(m) > 0 ist, gilt insbesondere Lu(k) > 0 fu¨r alle k ∈ {1, ...,m}.
Mit Hilfe von Lemma 3.3.6 ko¨nnen wir Iak
u(k−1)
= ̺kvx fu¨r alle k ∈ {1, ...,m} folgern.
Daraus ergibt sich v(k) ∈ T ak
v(1)...v(k−1)
([γ; 1]) fu¨r alle k ∈ {1, ...,m− 1} und v(m) ∈ T am
u(m−1)
([γ; 1]).
”
⊇“:
Seien v(1), ..., v(m) ∈ V mit v(k) ∈ T ak
v(1)...v(k−1)
([0; γ[) fu¨r alle k ∈ {1, ...,m− 1} und v(m) ∈
T am
v(1)...v(m−1)
([γ; 1]).
Wir definieren v := v(1)...v(m) und wa¨hlen ein x ∈ ∂V.
Es ist dann zu zeigen v ∈ Mm ∩ J gilt.
Wir setzen u(0) := ø und u(k) := v(1)...v(k) fu¨r alle k ∈ {1, ...,m− 1}.
Da v(m) ∈ T am
u(m−1)
([γ; 1]), gilt Lu(m−1) > 0 und somit Lu(k) > 0 fu¨r alle k ∈ {1, ...,m− 1}.
Daraus folgt fu¨r alle k {1, ...,m− 1} LV(u(k) ≥ cIak
u(k−1)
und Lu(k) < γ · cIak
u(k−1)
. Per Induktion und
unter der Zuhilfenahme von Lemma 3.3.6 folgt daraus, dass u(k) = vx|τkvx und I
ak+1
u(k)
= ̺kvx fu¨r alle
k ∈ {1, ...,m} gilt.
Damit gilt Lvx|τkvx < γ · c̺kvx fu¨r alle k ∈ {1, ...,m− 1} und γ · c̺kvx ≤ Lvx|τkvx ≤ γc̺kvx .
Dies bedeutet, dass v ∈Mm ∩ J .
Korollar 3.3.30. Fu¨r alle n ∈ N und alle c, a ∈ F0 und alle γ ∈]0; 1[ gilt
Γc,a,γ,0n =
∑
(v(1),...,v(n))∈Uc,a,γn
Lαv(1)...v(n) =
∑
(v(1),...,v(n))∈+U
c,a,γ
n
Lαv(1)...v(n)
Γc,a,γ,1n =
n∑
m=1
∑
(v(1),...,v(n))∈Gc,a,γn
Lαv(1)...v(n) =
n∑
m=1
∑
(v(1),...,v(n))∈+G
c,a,γ
n
Lαv(1)...v(n)
Im dem sich nun anschließenden Teil analysieren wir die einzelnen Summanden. Dazu fu¨hren wir
einige von uns beno¨tigte Notationen ein. Folgende Abku¨rzungen fu¨r die Differenz zwischen dem
Exzess-Maßes und dem asymptotischen Exzess-Maß sollen uns das Leben erleichtern.
Definition 3.3.31. Differenz-Maße.
Fu¨r alle a ∈]0; 1[ setzen wir
ξ(α)a : Ω×B]0;1] → R; (ω,A) 7→ µ
(α)
a (ω,A)−W
(α)(ω) · µ(α)(A)
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und
ξ˜(α)a : Ω×B]0;1] → R; (ω,A) 7→ µ˜
(α)
a (ω,A)−W
(α)(ω) · µ(α)(A).
Weiterhin fu¨r alle v ∈ V die entsprechenden Differenzen
”
startend ab v“.
ξ(α)a (v) : Ω×B]0;1] → R; (ω,A) 7→
(
µ(α)a (v)
)
(ω,A)− (W (α)(v))(ω) · µ(α)(A)
und
ξ˜(α)a (v) : Ω×B]0;1] → R; (ω,A) 7→ (µ˜
(α)
a (v))(ω)− (W
(α)(v))(ω) · µ(α)(A).
Definition 3.3.32. Seien a, c ∈ F0.
Wir definieren fu¨r alle A ∈ B]0;1]
∆c,a0 (A) := ξ
(α)
c1 (A), ∆˜
c,a
0 (A) := ξ˜
(α)
c1 (A),
wobei c1 := c̺1 und ̺
1 die in Bemerkung 3.3.4 definierte Konstante ist.
Weiterhin definieren wir fu¨r alle n ∈ N
∆c,a,γn (A) :=
∑
(v(1),...,v(n))∈+U
c,a,γ
n
Lαv(1)...v(n)(ξ
(α)
Q
an+1,c
v(1)...v(n)
(v(1)...v(n)))(A),
∆˜c,a,γn (A) :=
∑
(v(1),...,v(n))∈+U
c,a,γ
n
Lαv(1)...v(n)(ξ˜
(α)
Q
an+1,c
v(1)...v(n)
(v(1)...v(n)))(A).
Bemerkung 3.3.33. Die soeben definierten Gro¨ßen sind wohldefiniert, da Lα
v(1)...v(n)
> 0 fu¨r
(v(1), ..., v(n)) ∈ +U c,a,γn gilt und somit 0 < Q
an+1,c
v(1)...v(n)
< 1 gilt.
Lemma 3.3.34. Seien a, c ∈ F0 und γ ∈]0; 1[.
Fu¨r jedes k ∈ N gilt ∑
(v(1),...,v(k))∈Uc,a,γk
Lαv(1)···v(k) ·W
(α)(v(1) · · · v(k)) =
W (α) ·
(
µ(α) ([0; γ[)
)k
+
k−1∑
m=0
(
µ(α) ([0; γ[)
)k−1−m
∆˜c,a,γm ([0; γ[)
sowie ∑
(v(1),...,v(k))∈Uc,a,γk
Lαv(1)···v(k) = W
(α) ·
(
µ(α) ([0; γ[)
)k
+
k−2∑
m=0
(
µ(α) ([0; γ[)
)k−1−m
∆˜c,a,γm ([0; γ[) +
∆
(c,a,γ)
k−1 ([0; γ[) .
Beweis. Wir definiere fu¨r alle k ∈ N
Dk :=
∑
(v(1),...,v(k))∈Uk
Lαv(1)···v(k) ·W
(α)(v(1) · · · v(k)).
Fu¨r k = 1 gilt
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D1 =
∑
v∈U1
LαvW
(α)(v)
=
∑
v∈T
a1
ø ([0;γ[)
LαvW
(α)(v)
=
∑
v∈Lc1
LαvW
(α)(v)11{Lv∈c1·[0;γ[}
= µ˜
(α)
c1 ([0; γ[)
= W (α)µ(α)([0; γ[)− ξ˜
(α)
c1 ([0; γ[)
= W (α)µ(α)([0; γ[)− ∆˜0([0; γ[).
Fu¨r ein k ∈ N mit k ≥ 2 gilt
Dk
=
∑
(v(1),...,v(k))∈+Uk
Lαv(1)...v(k) ·W
(α)(v(1) · · · v(k))
=
∑
(v(1),...,v(k−1))∈+Uk−1
Lαv(1)...v(k−1) ·
∑
w∈T
ak
v(1)...v(k−1)
([0;γ[)
Lαw(v
(1)...v(k−1)) ·W (α)(v(1)...v(k−1)w)
=
∑
(v(1),...,v(k−1))∈+Uk−1
Lαv(1)...v(k−1) · (µ˜
(α)
Q
ak
v(1) ...v(k−1)
(v(1)...v(k−1))) ([0; γ[)
=
∑
(v(1),...,v(k−1))∈+Uk−1
Lαv(1)...v(k−1) ·W
(α)(v(1)...v(k−1)) · µ(α) ([0; γ[)
+
∑
(v(1),...,v(k−1))∈+Uk−1
Lαv(1)...v(k−1) ·
(
(µ˜
(α)
Q
ak
v(1)...v(k−1)
(v(1)...v(k−1))) (]0; γ[)−W (α)(v(1)...v(k−1))µ(α) ([0; γ[)
)
=
∑
(v(1),...,v(k−1))∈+Uk−1
Lαv(1)...v(k−1) ·W
(α)(v(1)...v(k−1)) · µ(α) ([0; γ[)
+
∑
(v(1),...,v(k−1))∈+Uk−1
Lαv(1)...v(k−1) · (ξ˜
(α)
Q
ak
v(1) ...v(k−1)
(v(1)...v(k−1))) ([0; γ[)
= µ(α) (]0; γ[) ·Dk−1 + ∆˜k−1 ([0; γ[) .
Daraus folgt die erste Behauptung induktiv.
Die zweite Gleichung ergibt sich daraus mit einer a¨hnlichen Betrachtung, wir verzichten daher auf
die Details.
Korollar 3.3.35. Seien a,∈ F0 und γ ∈]0; 1[.
Fu¨r jedes k ∈ N gilt∑
(v(1),...,v(k))∈Gc,a,γk
Lαv(1)···v(k) = µ
(α) ([γ; 1]) ·W (α) ·
(
µ(α) ([0; γ[)
)k−1
+µ(α) ([γ; 1]) ·
k−2∑
m=0
(
µ(α) ([0; γ[)
)k−2−m
· ∆˜c,a,γm ([0; γ[)
+∆c,a,γk−1 ([γ; 1]) .
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Beweis. Es gilt∑
(v(1),...,v(k))∈Gk
Lαv(1)...v(k)
=
∑
(v(1),...,v(k−1))∈+Uk−1
Lαv(1)...v(k−1) · (µ
(α)
Q
ak
v(1)...v(k−1)
(v(1)...v(k−1)))([γ; 1])
=
∑
(v(1),...,v(k−1))∈+Uk−1
Lαv(1)...v(k−1) ·W
(α)(v(1)...v(k−1)) · µ(α)([γ; 1])
+
∑
(v(1),...,v(k−1))∈+Uk−1
Lαv(1)...v(k−1) ·
(
(µ
(α)
Q
ak
v(1)...v(k−1)
(v(1)...v(k−1)))([γ; 1])−W (α)(v(1)...v(k−1)) · µ(α)([γ; 1])
)
=
∑
(v(1),...,v(k−1))∈+Uk−1
Lαv(1)...v(k−1) ·W
(α)(v(1)...v(k−1)) · µ(α)([γ; 1])
+
∑
(v(1),...,v(k−1))∈+Uk−1
Lαv(1)...v(k−1) · (ξ
(α)
Q
ak
v(1) ...v(k−1)
(v(1)...v(k−1)))([γ; 1])
= µ(α)([γ; 1]) ·
∑
(v1,...,v(k−1))∈+Uk−1
Lαv(1)...v(k−1) ·W
(α)(v(1)...v(k−1)) + ∆k−1([γ; 1])
Mit dem vorherigen Lemma folgt die Behauptung.
Korollar 3.3.36. Seien a, c ∈ F0 und γ ∈]0; 1[. Dann gilt fu¨r alle n ∈ N
Γc,a,γ,0n = W
(α) ·
(
µ(α)[0; γ[
)n
+
n−2∑
m=0
(
µ(α)[0; γ[
)n−1−m
· ∆˜c,a,γm ([0; γ[) + ∆
c,a,γ
n−1 ([0; γ[).
Beweis. Es gilt
Γγ,0n =
∑
v∈J∧Mn
v 6∈J
Lαv =
∑
(v1,...,vn)∈Un
Lαv1...vn .
Wir ko¨nnen nun Lemma 3.3.34 anwenden und die Behauptung folgt.
Korollar 3.3.37. Seien a, c ∈ F0 und γ ∈]0; 1[.
Es gilt fu¨r jedes n ∈ N
Γc,a,γ,1n = W
(α) · µ(α) ([γ; 1]) ·
n∑
k=1
(
µ(α) ([0; γ[)
)k−1
+µ(α) ([γ; 1]) ·
n∑
k=1
k−2∑
m=0
(
µ(α) ([0; γ[)
)k−2−m
· ∆˜c,a,γm ([0; γ[)
+
n∑
k=1
∆c,a,γk−1 ([γ; 1]) .
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Beweis. Es gilt
∑
v∈J∧Mn
v∈J
Lαv =
n∑
k=1
∑
(v(1),...,v(k))∈Gk
Lαv(1)...v(k)
=
n∑
k=1
{
µ(α) ([γ; 1]) ·W (α) ·
(
µ(α) ([0; γ[)
)k−1
+
µ(α) ([γ; 1]) ·
k−2∑
m=0
(
µ(α) ([0; γ[)
)k−2−m
· ∆˜m ([0; g[))
+∆k−1 ([γ; 1])
}
= W (α) · µ(α) ([γ; 1]) ·
n∑
k=1
(
µ(α) ([0; γ[)
)k−1
+µ(α) ([γ; 1]) ·
n∑
k=1
k−2∑
m=0
(
µ(α) ([0; γ[)
)k−2−m
· ∆˜m ([0; γ[)
+
n∑
k=1
∆k−1 ([γ; 1]) .
Aus der Gleichung
Γ1n =
∑
v∈J∧Mn;
v∈J
Lαv
ergibt sich die Behauptung.
Lemma 3.3.38. Sei m ∈ N.
Seien I1, ..., Im ⊆ [0; 1] Intervalle.
(i) Sei T nicht-arithmetisch. Dann gibt es fu¨r alle ε ∈]0;∞[ ein r ∈]0; 1[ so, dass fu¨r alle v ∈ V
und alle k ∈ {1, ...,m} gilt E
∣∣∣(ξ(α)r (v))(Ik)∣∣∣ < ε und E ∣∣∣(ξ˜(α)r (v))(Ik)∣∣∣ < ε.
(ii) Sei T arithmetisch mit Spanne d. Dann gibt es fu¨r alle ε ∈]0;∞[ ein m ∈ N so, dass fu¨r alle
n ∈ N mit n ≥ m und fu¨r alle v ∈ V sowie alle k ∈ {1, ...,m} gilt E
∣∣∣(ξ(α)e−nd(v))(Ik)∣∣∣ < ε und
E
∣∣∣(ξ˜(α)n−ns(v))(Ik)∣∣∣ < ε.
Beweis. Wir beschra¨nken uns auf den nicht-arithmetischen Fall.
Sei ε > 0. Dann gibt es nach Satz 2.2.10 fu¨r alle k ∈ {1, ...,m} ein rm ∈]0; 1[ und ein r˜m ∈]0; 1[
so, dass fu¨r alle s ∈]0; 1[ mit s ≤ rm ∧ r˜m
I
E
∣∣∣ξ(α)s (Ik)∣∣∣ = E ∣∣∣µ(α)s (Ik)−W (α) · µ(α)(Ik)∣∣∣ < ε
und
E
∣∣∣ξ˜(α)s (Ik)∣∣∣ = E ∣∣∣µ˜(α)s (Ik)−W (α) · µ(α)(Ik)∣∣∣ < ε
gilt.
Setze r := min {rk, r˜k | k ∈ {1, ..,m}}. Dann gilt fu¨r alle v ∈ V und alle k ∈ {1, ...,m}
E
∣∣∣(ξ(α)r (v))(Ik)∣∣∣ = E ∣∣∣ξ(α)r (Ik)∣∣∣ < ε
IFu¨r zwei reelle Zahlen x, y sei x ∧ y := min(x, y)
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und
E
∣∣∣(ξ˜(α)r (v))(Ik)∣∣∣ = E ∣∣∣ξ˜(α)r (Ik)∣∣∣ < ε.
Lemma 3.3.39. Fu¨r jedes ε > 0 und γ ∈]0; 1] und c ∈ F0 gibt es eine Folge a ∈ F0 mit
∞∑
n=0
E (|∆c,a,γn ([0; γ[)|) ,
∞∑
n=0
E (|∆c,a,γn ([γ; 1])|) < ε
sowie
∞∑
n=0
E
(∣∣∣∆˜c,a,γn ([0; γ[)∣∣∣) , ∞∑
n=0
E
(∣∣∣∆˜c,a,γn ([γ; 1])∣∣∣) < ε.
Beweis. Sei zuna¨chst T nicht-arithmetisch.
Sei ε > 0, γ ∈]0; 1[ und c ∈ F0.
Fu¨r jedes n ∈ N wa¨hle ein an ∈]0; 1[ so, dass fu¨r alle r ∈]0; an[ und alle v ∈ V gilt
E
(∣∣∣(ξ(α)r (v)) ([0; γ[)∣∣∣) ,E(∣∣∣(ξ(α)r (v)) ([γ; 1])∣∣∣) < ε2n
und
E
(∣∣∣(ξ˜(α)r (v)) ([0; γ[)∣∣∣) ,E(∣∣∣(ξ˜(α)r (v)) ([γ; 1])∣∣∣) < ε2n .
Dies ist nach Lemma 3.3.38 mo¨glich.
Es folgt mit Satz 1.5.20
E (|∆n ([0; γ[)|) ≤ E
 ∑
(v(1),...,v(n))∈+Un
Lαv(1)...v(n)
∣∣∣∣(ξ(α)Qan+1
v(1)...v(n)
(v(1)...v(n))) ([0; γ[)
∣∣∣∣

= E

∑
(v(1),...,v(n))∈+Un
Lαv(1)...v(n) E
(∣∣∣∣∣(ξ(α)Qan+1
(v(1) ...v(n))
(v(1)...v(n)))[0; γ[
∣∣∣∣∣
∣∣∣∣∣AMn
)
︸ ︷︷ ︸
≤ε/2n

≤ E
( ∑
v∈J∧Mn
Lαv
)
· ε/2n = ε/2n.
Die anderen Terme ko¨nnen analog abgescha¨tzt werden, wir verzichten auf die Details.
Falls T arithmetisch mit Spanne d ist, so ist im Obigem die Folge a ∈ F0 so zu wa¨hlen, dass
{an | n ∈ N} ⊆
{
e−nd | n ∈ N
}
gilt.
Bemerkung und Definition 3.3.40. Seien c ∈ F0 und γ ∈]0; 1[.
Fu¨r jedes n ∈ N wa¨hle eine Folge aˆ := aˆc,n = (aˆc,nk )k∈N so, dass sowohl
∞∑
m=0
E
∣∣∆c,aˆm (]0; γ[)∣∣ , ∞∑
m=0
E
∣∣∆c,aˆm (]γ; 1[)∣∣ < 1/n
als auch
∞∑
m=0
E
∣∣∣∆˜c,aˆm (]0; γ[)∣∣∣ , ∞∑
m=0
E
∣∣∣∆˜c,aˆm (]γ; 1])∣∣∣ < 1/n
gilt.
Wir setzen dann
Cc,γ,0n := C
c,aˆ,γ,0
n =
{
v ∈ (J c,aˆ,γ ∧Mc,aˆn ) | v 6∈ J
c,aˆ,γ
}
,
C(c,γ,1)n := C
(c,aˆ,γ,1
n =
{
v ∈ (J c,aˆ,γ ∧Mc,aˆn ) | v ∈ J
c,aˆ,γ
}
,
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Γc,γ,0n := Γ
c,aˆ,γ,0
n =
∑
v∈Cc,γ,0n
Lαv ,
Γc,γ,1n := Γ
c,aˆ,γ,1
n =
∑
v∈Cc,γ,1n
Lαv .
Lemma 3.3.41. Fu¨r alle c ∈ F0 und γ ∈]0; 1[ gilt
Γc,γ,0n
L1−−−−→
n→∞
0
und
Γc,γ,1n
L1−−−−→
n→∞
W (α).
Beweis. Es gilt
E
∣∣Γc,γ,0n ∣∣ ≤ (µ(α) ([0; γ[))n + n−2∑
m=0
E
∣∣∣∆˜m ([0; γ[)∣∣∣+ E |∆n−1 ([0; γ[)|
≤
(
µ(α) ([0; γ[)
)n
+
1
n
+
1
n
−−−−→
n→∞
0
und ∣∣∣E(W (α) − Γc,γ,1n )∣∣∣ ≤ E
∣∣∣∣∣W (α) −W (α) · µ(α) ([γ; 1]) ·
n−1∑
k=0
(
µ(α) ([0; γ[)
)k∣∣∣∣∣
+µ(α) ([γ; 1]) ·
n∑
k=2
k−2∑
m=0
(
µ(α) ([0; γ[)
)k−2−m
· E
∣∣∣∆˜m ([0; γ[)∣∣∣
+
n∑
k=1
E |∆k−1 ([γ; 1])|
≤ E
∣∣∣∣W (α) −W (α) · (1− (µ(α) ([0; γ[))k)∣∣∣∣
+µ(α) ([γ; 1]) ·
∞∑
k=0
(
µ(α) ([0; γ[)
)k
·
∞∑
m=0
E
∣∣∣∆˜m ([0; γ[)∣∣∣
+
n∑
k=1
E |∆k−1 ([γ; 1])|
−−−−→
n→∞
0.
3.3.2. Beweis des Darstellungssatzes
Nicht-arithmetischer Fall
In diesem Teilabschnitt setzen wir voraus, dass T nicht-arithmetisch ist.
Fu¨r jedes t ∈ [0;∞[ sei Z(t) := ZT,C(t) der fast sicher Grenzwert von
( ∏
v∈V<n
f(tLvCv)
)
n∈N
.
Dieser Grenzwert existiert aus Monotoniegru¨nden.
Satz 3.3.42. Darstellungssatz.
Sei g ∈ F(T,C). Dann gibt es eine Konstante c⋆ ∈]0;∞[ so, dass fu¨r alle t ∈ [0;∞[
g(t) = E
(
ZT,C(t) · exp(−tα · c⋆ ·W (α))
)
gilt.
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Beweis. Nach dem Regularita¨tssatz 3.2.1, gilt
c⋆ := lim sup
xց0
x∈]0;t0(g)[
− log g(x)
xα
∈ [0;∞[.
Seien δ > 0, ε ∈]0; 1[, γ ∈]0; 1[ sowie t ∈]0;∞[.
Wir definieren tε0 := min(ε · t0(g), 1).
Zuna¨chst zeigen wir folgende untere Abscha¨tzung
g(t) ≥ E
(
Z(t) · exp(−tα ·
c⋆ − δ
γα
·W (α))
)
.
Da c⋆ = lim sup
x→0
− log g(x)
xα <∞ ist, ko¨nnen wir eine Folge c = (ck)k∈N ∈ F0 wa¨hlen mit
t · ck < t
ε
0,
c⋆ − δ ≤
− log g(tck)
(tck)α
≤ c⋆ + δ fu¨r alle k ∈ N.
Sei nun n ∈ N.
Ist nun v ∈ Cc,1n , so gibt es ein k (= kv) ∈ N mit
γ · ck ≤ Lv ≤ ck.
Fu¨r solche Knoten ko¨nnen wir wie folgt abscha¨tzen
− log g(tLv)
(tLv)α
≤
− log g(tck)
(tLv)α
≤
− log g(tck)
(tckγ)α
≤
c⋆ + δ
γα
.
Damit ko¨nnen wir die Lo¨sungsfunktion abscha¨tzen
g(t) = E
 ∏
v∈Cc,0n
·
∪Cc,1n
f(tLvCv) · exp(−t
α ·
∑
v∈Cc,0n
·
∪Cc,1n
− log g(tLv)
(tLv)α
Lαv )

≥ E
Z(t) · exp(−tα · ∑
v∈Cc,0n
·
∪Cc,1n
− log g(tLv)
(tLv)α
Lαv )

≥ E
Z(t) · exp(−tα · c⋆ + δ
γα
∑
v∈Cc,1n
Lαv )× exp(−t
α · sup
x<tε0
− log g(x)
xα
∑
v∈Cc,0n
Lαv )

= E
(
Z(t) · exp(−tα ·
c⋆ + δ
γα
· Γc,1n )× exp(−t
α · sup
x<tε0
− log g(x)
xα
Γc,0n )
)
.
Es gilt
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∣∣∣∣∣E
(
Z(t) · exp(−tα ·
c⋆ + δ
γα
· Γc,1n )× exp(−t
α · sup
x<tε0
− log g(x)
xα
Γc,0n )
)
− E
(
Z(t) · exp(−tα ·
c⋆ + δ
γα
W (α))
)∣∣∣∣
≤
E
∣∣∣∣exp(−tα · c⋆ + δγα · Γc,1n )− exp(−tα · c⋆ + δγα W (α))
∣∣∣∣
+E
∣∣∣∣∣exp(−tα · supx<tε0 − log g(x)xα Γc,0n )− 1
∣∣∣∣∣
≤
tα
c⋆ + δ
γα
E
∣∣∣Γc,1n −W (α)∣∣∣+ tα sup
x<tε0
− log g(x)
xα
E
∣∣Γc,0n ∣∣ −−−−→n→∞ 0.
Also gilt
g(t) ≥ E
(
Z(t) · exp(−tα ·
c⋆ + δ
γα
W (α))
)
.
Kommen wir nun zur oberen Abscha¨tzung
g(t) ≤ E
(
Z(t) · exp(−tα · γα · (c⋆ − δ) ·W (α))
)
.
Wir definieren die Folge c′ = (c′k)k∈N ∈ F0 durch c
′
k :=
ck
γ fu¨r alle k ∈ N.
Dann gilt
t · c′k < t
ε
0,
c⋆ − δ ≤
− log g(tγc′k)
(tγc′k)
α
≤ c⋆ + δ fu¨r alle k ∈ N.
Sei n ∈ N.
Ist nun v ∈ Cc
′,1
n , so gibt es ein k (= kv) ∈ N mit
γ · c′k ≤ Lv ≤ c
′
k.
Wir scha¨tzen fu¨r solche Knoten wie folgt ab
− log g(tLv)
(tLv)α
≥
− log g(tγc′k)
(tLv)α
≥
− log g(tγc′k)
(tc′k)
α
= γα ·
− log g(tγc′k)
(tγc′k)
α
≥ γα · (c⋆ − δ).
Wir definieren fu¨r jedes n ∈ N
Zn(t) :=
∏
v∈C
(c′,0)
n
·
∪C
(c′,1)
n
f(tLvCv)
und erhalten mit Lemma 3.1.14, dass Zn(t) monoton fallend ist und gegen Z(t) f.s. konvergiert.
Ferner ist die Folge (Zn(t))n∈N gleichgradig integrierbar, da |Zn(t)| ≤ 1. Man siehe dazu auch das
Korallar 50.3 in [3].
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Es gilt
g(t) = E
Zn(t) · exp(−tα · ∑
v∈Cc
′,0
n
·
∪Cc
′,1
n
− log g(tLv)
(tLv)α
Lαv )

≤ E
Zn(t) · exp(−tα · ∑
v∈Cc
′,1
n
− log g(tLv)
(tLv)α
Lαv )

≤ E
Zn(t) · exp(−tα · γα · (c⋆ − δ) ∑
v∈Cc
′,1
n
Lαv )

= E
(
Zn(t) · exp(−t
α · γα · (c⋆ − δ) · Γc
′,1
n )
)
.
Des Weiteren ko¨nnen wir folgern∣∣∣E(Zn(t) · exp(−tα · γα · (c⋆ − δ) · Γc′,1n ))− E(Z(t) · exp(−tα · γα · (c⋆ − δ) ·W (α)))∣∣∣
≤
E |Zn(t)− Z(t)|+ t
α · γα · (c⋆ − δ) E
∣∣∣Γc′,1n −W (α)∣∣∣
−−−−→
n→∞
0.
Die Konvergenz E |Zn(t)− Z(t)| −−−−→
n→∞
0 la¨sst sich aus Satz 50.5 in [3] ableiten.
Das heißt also
g(t) ≤ E
(
Z(t) · exp(−tα · γα · (c⋆ − δ) ·W (α))
)
.
La¨sst man nun δ gegen 0 und γ gegen 1 gehen, so folgt
g(t) = E
(
Z(t) · exp(−tαc⋆W (α))
)
fu¨r alle t ∈]0;∞[.
Arithmetischer Fall
In diesen Teilabschnitt setzen wir voraus, dass T arithmetisch mit Spanne d ist. Wir setzen θ :=
e−d.
Fu¨r jedes t ∈ [0;∞[ sei Z(t) := ZT,C(t) der fast sicher Grenzwert von
( ∏
v∈V<n
f(tLvCv)
)
n∈N
.
Dieser existiert aus Monotoniegru¨nden.
Satz 3.3.43. Darstellungssatz.
Sei g ∈ F(T,C).
Dann gilt fu¨r alle t ∈ [0;∞[
g(t) = E
(
Z(t) · exp(−tα · c⋆(t) ·W (α))
)
,
wobei c⋆ die Abbildung aus Definition 3.2.3 ist.
Gilt außerdem noch
lim
t→0
E
(
1− Z(t)
tα
)
= 0, (3.3.4)
so ist die Funktion c⋆ beschra¨nkt und linksseitig stetig auf ]0;∞[. Sie ist entweder konstant Null
oder u¨berall echt gro¨ßer Null.
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Beweis. Die Gleichung
g(t) = E
(
Z(t) · exp(−tα · c⋆(t) ·W (α))
)
fu¨r alle t ∈]0;∞[ (3.3.5)
ko¨nnen wir mit den gleichen Methoden wie im nicht-arithmetischen Fall nachweisen.
Wir zeigen nun, dass c⋆ die behaupteten Eigenschaften besitzt.
Zuna¨chst zeigen wir, dass t 7→ tαc⋆(t) linksseitg stetig auf ]0;∞[ ist.
Fu¨r jedes t ∈]0;∞[ und alle n ∈ N gilt∣∣∣∣1− g(tθn)θαn − tα · c⋆(t)
∣∣∣∣
≤
∣∣∣∣E(1− Z(tθn)θαn
)
+ E
(
(Z(tθn)− 1)
1− exp(−tα · θαnc⋆(t)W (α))
θαn
)
+
E
(
1− exp(tα · θnc⋆(t)W (α))
θαn
− tc⋆(t)
)∣∣∣∣
≤ E
(
1− Z(tθn)
θαn
)
+ 2 · E (1− Z(tθn)) +∣∣∣∣1− ϕW (α)(tαc⋆(t)θαn)θαn − tαc⋆(t)
∣∣∣∣
≤ 3 · E
(
1− Z(tθn)
tαθαn
)
tα + E
(
e−θ
αntαc⋆(t)W (α) + θαntαc⋆(t)W (α) − 1
θαn
)
.
Daraus ergibt sich fu¨r alle a < b ∈]0;∞[
sup
t∈]a;b[
∣∣∣∣1− g(tθn)θαn − tα · c⋆(t)
∣∣∣∣ ≤
3 · bα sup
t∈]a;b[
E
(
1− Z(tθn)
tαθαn
)
+ E
(
e−θ
αnbαc⋆(b)W (α) + θαnbαc⋆(b)W (α) − 1
θαn
)
.
Wegen der Konvergenz 3.3.4 konvergiert der erste Term gegen Null, die Konvergenz des zweiten
Terms gegen Null ist evident.
Damit konvergiert die Funktionenfolge t 7→ 1−g(tθ
n)
θαn ; n ∈ N lokal gleichma¨ßig gegen die Abbildung
t 7→ tc⋆(t).
Da fu¨r jedes n ∈ N die Abbildung t 7→ 1−g(tθ
n)
θαn linksseitig stetig ist, folgt damit die linksseitige
Stetigkeit von t 7→ tαc⋆(t) auf ]0;∞[.
Da die Abbildung t 7→ tα stetig auf ]0;∞[ ist, ist c⋆ als Hintereinanderausfu¨hrung linksseitig ste-
tiger Abbildungen auf ]0;∞[ linksseitig stetig.
Fu¨r jedes t ∈ [θ; 1] gilt wegen der Monotonie von t 7→ tαc⋆(t)
c⋆(t) =
tαc⋆(t)
tα
≤
c⋆(1)
tα
≤
c⋆(1)
θα
<∞.
Damit ist die Funktion c⋆ auf dem Intervall [θ; 1] beschra¨nkt. Aus der multiplikativen θ-Periodizita¨t
folgt damit, dass c⋆ auf [0;∞[ beschra¨nkt ist.
Nach Lemma 3.2.4 ist c⋆ ist positiv und die Abbildung t 7→ tαc⋆(t) monoton wachsend.
Falls es ein t0 > 0 gibt mit c
⋆(t) = 0, so gilt tαc⋆(t) = 0 fu¨r alle t ∈ [0; t0], also gilt auch c⋆(t) = 0
fu¨r alle t ∈ [0; t0].
Aus der multiplikativen θ-Periodizita¨t von c⋆ folgt, dass dann c⋆(t) = 0 fu¨r alle t ∈ [0;∞[ gilt.
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Kapitel 4.
Anwendung: Stochastische
Fixpunktgleichungen
In diesem Kapitel benutzen wir die aus dem vorherigen Kapitel gewonnen Resultate um Lo¨sungen
von stochastischen Fixpunktgleichungen zu analysieren.
4.1. Grundlagen
In diesem eher informellen Abschnitt sagen wir, was wir unter einer stochastischen Fixpunktglei-
chung verstehen und verschieben eine pra¨zise formale Definition in die na¨chsten Abschnitte.
In diesem Abschnitt sei T stets eine Kantengewichtsfolge und C eine Zufallsgro¨ße mit Werten in
R.
Stochastische Fixpunktgleichungen des Summen-Typs
Wir bezeichnen die folgende Verteilungsgleichung als eine stochastische Fixpunktgleichung des
Summen-Typs
Y
d
=
∞∑
i=1
TiYi + C. (4.1.1)
Hierbei seien Y, Y1, Y2, ... identisch verteilte Zufallsgro¨ßen so, dass (T,C), Y1, Y2, ... stochastisch
unabha¨ngige Zufallsgro¨ßen sind.
In diesem Zusammenhang nennen wir die Zufallsgro¨ße C auch den (inhomogenen) Restterm der
stochastischen Fixpunktgleichung, sowie T die zugeho¨rige Kantengewichtsfolge.
Untersucht werden soll welche Verteilungen fu¨r Y in Frage kommen, natu¨rlich unter gewissen Vor-
aussetzungen an die Kantengewichtsfolge T und den inhomogenen Restterm C.
Es besteht eine enge Beziehung zwischen den stochastischen Fixpunktgleichungen
Y
d
=
∞∑
i=1
TiYi (4.1.2)
und
Y
d
=
∞∑
i=1
TiYi + C. (4.1.3)
Wir vereinbaren die folgende Sprechweise, welche sich an eine a¨hnliche Konvention aus der Theorie
der linearen Gleichungssysteme anlehnt.
Die stochastische Fixpunktgleichung (4.1.2), d.h. wenn der Restterm C = 0 ist, nennen wir ho-
mogene stochastische Fixpunktgleichung. Falls der Restterm C 6= 0 ist, so reden wir von einer
inhomogenen stochastischen Fipunktgleichung.
Weiterhin nennen wir die stochastiche Fixpunktgleichung (4.1.2) die zur inhomogenen stochasti-
sche Fixpunktgleichung (4.1.3) geho¨rige homogene stochastische Fixpunktgleichung.
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Nach dieser informellen Definition treten Fragen nach der Wohldefiniertheit auf, u.a. ist in dieser
allgemeinen Situation nicht gekla¨rt, ob die Reihe
∞∑
i=1
Ti ·Yi u¨berhaupt als Limes endlicher Summen
existiert.
Dieser Fragestellung stellen wir uns im Abschnitt 4.2.
Stochastische Fixpunktgleichungen des Infimums-/Supremums-Typs
Wir nennen die folgende Verteilungsgleichung eine stochastische Fixpunktgleichung des Supremums-
TypsI
Y
d
= sup
i∈N
TiYi ∨ C, (4.1.4)
Hierbei seien Y, Y1, Y2, ... identisch verteilter Zufallsgro¨ßen so, dass (T,C), Y1, Y2, ... stochastisch
unabha¨ngige Zufallsgro¨ßen sind.
Analog bezeichnen wir die Verteilungsgleichung
Y
d
= inf
i∈N
Yi
Ti
∧
1
C
(4.1.5)
als eine stochastische Fixpunktgleichung des Infimumtyps. Hierbei seien Y, Y1, Y2, ... gleichverteilte
Zufallsgro¨ßen so, dass (T,C), Y1, Y2, ... stochastisch unabha¨ngige Zufallsgro¨ßen sind.
Auch in dieser Situation nennen wir C den (inhomogenen) Restterm der stochastischen Fixpunkt-
gleichung und T die zugeho¨rige Kantengewichtsfolge.
Wir u¨bernehmen die Namenskonvention aus dem vorherigen Teilabschnitt und nennen die stocha-
stischen Fixpunktgleichungen
Y
d
= sup
i∈N
TiYi, (4.1.6)
bzw.
Y
d
= inf
i∈N
Yi
Ti
(4.1.7)
homogene stochastische Fixpunkgleichungen, ansonsten (d.h. falls C 6= 0) reden wir von inhomo-
genen stochastischen Fixpunktgleichungen.
Außerdem nennen wir die stochastiche Fixpunktgleichung (4.1.6) (bzw. (4.1.7)) die zu der inho-
mogenen stochastischen Fixpunktgleichung (4.1.4) (bzw. (4.1.5)) geho¨rige homogene stochastische
Fixpunktgleichung.
Wir schließen diesen Abschnitt mit folgenden Notationen fu¨r verschiedenen Mengen von Wahr-
scheinlichkeitsmaßen ab, die wir fu¨r das restliche Kapitel beno¨tigen. Es sei
W :=
{
µ | µ ist Wahrscheinlichkeitsmaß auf (R,B
R
)
}
die Menge der Wahrscheinlichkeitsmaße auf R versehen mit der Borelschen σ-Algebra.
Fu¨r die weitere Betrachtung definieren wir Teilmengen dieser Menge. Wir setzen
W :=
{
µ ∈ W | µ(]−∞;∞[) = 1)
}
,
W
+
:=
{
µ ∈ W | µ(]0;∞]) = 1
}
,
W
+
0 :=
{
µ ∈ W | µ([0;∞]) = 1
}
W+0 :=
{
µ ∈ W | µ([0;∞[) = 1
}
.
IFu¨r alle x, y ∈ R sei x ∨ y := max(x, y) und x ∧ y = min(x, y)
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4.2. Stochastische Fixpunktgleichungen des Summentyps
Definition 4.2.1. Sei T eine Kantengewichtsfolge und C ein positiver Tollterm.
Wir definieren
S
+
Σ,T,C :W
+
0 →W
+
0 ;µ 7→ L(
∞∑
i=1
TiYi + C),
wobei (T,C), Y1, Y2, ... stochastisch unabha¨ngig sind mit L(Yi) = µ fu¨r alle i ∈ N.
Man beachte, dass diese Abbildung wohldefiniert ist, da wir nur Wahrscheinlichkeitsmaße W
+
0
betrachten und daher die Reihe
∞∑
i=1
TiYi als Supremum der Folge (
n∑
i=1
TiYi)n∈N stets existiert,
eventuell aber den Wert ∞ annehmen kann.
Eine positive Lo¨sung der stochastischen Fixpunktgleichung des Summentyps ist ein Wahrschein-
lichkeitsmaß µ ∈ W+0 mit der Eigenschaft S
+
Σ,T,C(µ) = µ.
Wir nennen ein solches Maß auch schlicht positive Lo¨sung, ebenfalls benutzen wir die Bezeichnung
positiver stochastischer Fixpunkt fu¨r µ.
Wir sprechen im Folgenden nur noch von Lo¨sungen oder stochastischen Fixpunkten, meinen aber
natu¨rlich in diesem Abschnitt positive Lo¨sungen. Eine Verallgemeinerung werden wir im na¨chsten
Kapitel kennenlernen.
Wir definieren die Menge der stochastischen Fixpunkte als
F
+
Σ(T,C) :=
{
µ ∈ W+0 | S
+
Σ,T,C(µ) = µ
}
.
Man beachte, dass stochastische Fixpunkte definitionsgema¨ß Wahrscheinlichkeitsmaße aus W+0
sind, d.h. es gilt µ({∞}) = 0 fu¨r alle µ ∈ F+Σ(T,C).
Falls C 6= 0 ist, so bezeichnen wir die Lo¨sungen aus F+Σ(T,C) als inhomogene Lo¨sungen oder als
inhomogene stochastische Fixpunkte. Ansonsten, d.h. falls C = 0 gilt, nennen wir die Maße aus
F
+
Σ(T,C) homogene Lo¨sungen bzw. homogene stochastische Fixpunkte.
Bemerkung 4.2.2. Sei T eine Kantengewichtsfolge und C ein positiver Tollterm. Dann ist die
Zufallsgro¨ßeR∞, die im Lemma 1.6.8 definiert wurde, eine Lo¨sung der inhomogenen stochastischen
Fixpunktgeichung Y
d
=
∑∞
i=1 TiYi + C.
Laplace-Transformierte stochastischer Fixpunkte
Lemma 4.2.3. Sei T eine Kantengewichtsfolge und C ein positiver Tollterm und µ ∈ W.
Dann sind a¨quivalent
(i) µ ∈ F+Σ(T,C),
(ii) ϕµ(t) = E
(
e−tC ·
∞∏
i=1
ϕµ(t · Ti)
)
fu¨r alle t ∈ R.
Dabei bezeichnen wir mit ϕµ die Laplace-Transformierte von µ.
Beweis. Sei Y eine Zufallsgro¨ße mit L(Y ) = µ.
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Fu¨r alle t ∈ [0;∞[ gilt
E
(
e
−t
∞P
i=1
TiYi+C
)
= E
(
e−t·C ·
∞∏
i=1
e−t·TiYi
)
=
∫
e−t·c · E
(
∞∏
i=1
e−t·tiYi
)
dP (T,C)((ti)i∈N, c)
=
∫
e−t·c ·
∞∏
i=1
ϕY (t · ti)dP
(T,C)((ti)i∈N, c)
= E
(
e−t·C ·
∞∏
i=1
ϕY (t · Ti)
)
.
Die Behauptung folgt nun mithilfe des Eindeutigkeitssatzes fu¨r Laplace-Transformierte, siehe Satz
40.5 in [3].
Das folgende Lemma verbindet die Lo¨sungen stochastischer Fixpunktgleichungen mit den bisher
betrachteten Lo¨sungsfunktionen.
Korollar 4.2.4. Sei T eine Kantengewichtsfolge und C ein positiver Tollterm. Sei Y eine Zu-
fallsgro¨ße mit L(Y ) ∈ F+Σ(T,C), dann ist die Laplace-Transformierte ϕY eine Lo¨sungsfunktion
mit dem inhomogenen Restglied f : [0;∞[→ R; t 7→ e−t.
Beweis. Die Laplace-Transformierte ist monoton fallend und stetig, d.h. insbesondere linksseitig
stetig und rechtsseitig stetig in 0. Weiterhin ist die Abbildung t 7→ f(t) = e−t monoton fallend und
linksseitig stetig. Damit ist ϕY nach Lemma 4.2.3 eine Lo¨sungsfunktion im Sinne der Definition
3.1.1.
Bemerkung 4.2.5. Betrachten wir eine homogene stochastische Fixpunktgleichung, d.h. C =
0, so ist die Laplace-Transformierte jedes homogenen stochastischen Fixpunkts eine homogene
Lo¨sungsfunktion.
Lemma 4.2.6. Sei T eine Kantengewichtsfolge mit m(1) < 1 und C ein positiver Tollterm.
Dann gilt fu¨r alle t ∈ [0;∞[
ZT,C(t) = e−tR∞ ,
wobei ZT,C(t) die in 3.1.13 definierte Zufallsgro¨ße ist.
Beweis. Es gilt fu¨r alle t ∈ [0;∞[
Z(t) = lim
n→∞
∏
v∈V<n
f(tLvCv)
= lim
n→∞
∏
v∈V<n
e−tLvCv
= lim
n→∞
e−tRn = e−tR∞ .
Darstellungssa¨tze und Charakterisierungen
Satz 4.2.7. Darstellungssatz.
Sei T eine L1-regula¨re Kantengewichtsfolge mit einem charakteristischem Exponenten α ∈]0; 1[
und m(1) < 1. Sei C ein positiver Tollterm. Sei µ ∈ F+Σ(T,C).
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(i) Sei T nicht-arithmetisch.
Dann gibt es eine Konstante c ≥ 0 mit
ϕµ(t) = E
(
e−tR∞ · e−ct
αW (α)
)
fu¨r alle t ∈ [0;∞[.
(ii) Sei T arithmetisch mit Spanne d. Setze θ := e−d.
Dann gilt
ϕµ(t) = E
(
e−tR∞ · e−c
⋆(t)tαW (α)
)
fu¨r alle t ∈ [0;∞[. Dabei ist c⋆ die in 3.2.3 definierte Funktion.
Beweis von 4.2.7. Sei µ ∈ F+Σ(T,C).
Nach Korollar 4.2.4 ist die Laplace-Transformierte ϕµ eine Lo¨sungsfunktion.
Ist T nicht-arithmetisch, so gibt es nach dem Darstellungssatz fu¨r Lo¨sungsfunktionen 3.3.42 im
nicht-arithmetischen Fall eine Konstante c ≥ 0 so, dass
ϕµ(t) = E
(
Z(t) · e−ct
αW (α)
)
= E
(
e−tR∞ · e−ct
αW (α)
)
fu¨r alle t ∈ [0;∞[ gilt.
Ist T hingegen arithmetisch, so gilt nach dem Darstellungssatz fu¨r Lo¨sungsfunktionen 3.3.43 im
arithmetischen Fall
ϕµ(t) = E
(
e−tR∞ · e−c
⋆(t)tαW (α)
)
fu¨r alle t ∈ [0;∞[.
Charaktersierung der Lo¨sungsmenge im nicht-arithmetischen Fall
Satz 4.2.8. Charakterisierung der Lo¨sungsmenge, inhomogener Fall.
Sei T eine nicht-arithmetische, L1-regula¨re Kantengewichtsfolge mit einem charakteristischem Ex-
ponenten α ∈]0; 1[ und m(1) < 1. Sei C ein positiver Tollterm.
Es gilt
F
+
Σ(T,C) =
{
L(Y (α)c (W
(α))1/α +R∞) | c ≥ 0
}
.
Dabei bezeichne Y
(α)
c eine Zufallsgro¨ße mit Laplace-Transformierten t 7→ e−c·t
α
und Y
(α)
c , (W (α), R∞)
sind stochastisch unabha¨ngige Zufallsgro¨ßen.
Bemerkung 4.2.9. Nach Abschnitt 4 im Kapitel XIII in [22] sind die Abbildungen ϕc : [0;∞[→
[0; 1]; t 7→ e−ct
α
f.a. c ∈ [0;∞[ Laplace-Transformierte.
Beweis.
”
⊆“: Sei µ ∈ F+Σ(T,C) und Y eine Zufallsgro¨ße mit L(Y ) = µ.
Nach Satz 4.2.7 gilt
ϕY (t) = E
(
e−tR∞ · e−c
⋆tαW (α)
)
(4.2.1)
fu¨r alle t ∈ [0;∞[.
Es folgt, dass L(Y ) = L(Y
(α)
c (W (α))1/α +R∞) ist.
”
⊇“: Sei c ≥ 0.
Setze Y := Y
(α)
c (W (α))1/α +R∞.
Es gilt L(Y
(α)
c ),L(W (α)) ∈ W
+
0 und nach Lemma 1.6.10 gilt R∞ <∞, also gilt auch L(Y ) ∈ W
+
0 .
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Sei (Y
(α)
c (i))i∈N eine Folge stochastisch unabha¨ngiger Zufallsgro¨ßen mit Y
(α)
c (i)
d
= Y
(α)
c fu¨r alle
i ∈ N so, dass (Y
(α)
c (i))i∈N von allen bisher betrachteten Zufallsgro¨ßen stochastisch unabha¨ngig
ist.
Wir setzen
Yi := Y
(α)
c (i)(W
(α)(i))1/α +R∞(i)
fu¨r alle i ∈ N, so dass (Yi)i∈N eine Folge stochastisch unabha¨ngiger Zufallsgro¨ßen ist mit Y
d
= Yi
fu¨r alle i ∈ N.
Es gilt wegen Korollar 1.6.9 fu¨r alle t ∈ [0;∞[
ϕP∞
i=1 Ti(ø)Yi+C(ø)
(t) = E
(
e−t(
P∞
i=1 Ti(ø)(Y
(α)
c (i)(W
(α)(i))1/α+R∞(i)))
)
= E
(
e−ct
αP∞
i=1 T
α
i (ø)W
(α)(i) · e−t(
P∞
i=1 Ti(ø)R∞(i)+Cø)
)
= E
(
e−ct
αP∞
i=1 T
α
i (ø)W
(α)(i) · e−t(
P∞
i=1 Ti(ø)R∞(i)+Cø)
)
= E
(
e−ct
αW (α)(ø) · e−tR∞(ø)
)
.
Daraus folgt Y
d
=
∑∞
i=1 Ti(ø)Yi + Cø
d
=
∑∞
i=1 TiYi + C, also L(Y ) ∈ F
+
Σ(T,C).
Bemerkung 4.2.10. Man beachte, dass eine inhomogene Lo¨sungen L(Y
(α)
c · (cW (α))1/α + R∞)
keine Faltung zweier Maße ist.
Im Spezialfall
∑∞
i=1 T
α
i
f.s.
= 1 ist diese einfache Struktur der inhomogenen Lo¨sungsmenge gegeben.
Dies ist die Aussage des folgenden Korollars.
Korollar 4.2.11. Sei T eine nicht-arithmetische, L1-regula¨re Kantengewichtsfolge mit einem cha-
rakteristischem Exponenten α ∈]0; 1[ und m(1) < 1. Sei C ein positiver Tollterm.
Zusa¨tzlich gelte
∞∑
i=1
Tαi
f.s.
= 1.
Dann gilt
F
+
Σ(T,C) =
{
L(R∞) ∗ µ | µ ∈ F
+
Σ(T, 0)
}
.
Beweis. Da
∑∞
i=1 T
α
i
f.s.
= 1 gilt, ist W (α)
f.s.
= 1. Ist nun ϕ die Laplace-Transformierte einer Lo¨sung
aus F+Σ(T,C), so gibt es eine Konstante c so, dass fu¨r alle t ∈ [0;∞[ gilt
ϕ(t) = E
(
e−tR∞ · e−ct
αW (α)
)
= e−ct
α
· E
(
e−tR∞
)
.
Hierbei ist t 7→ e−ct
α
die Laplace-Transformierte einer Lo¨sung der zugeho¨rigen homogenen Fix-
punktgleichung.
Der folgende Satz ergibt sich aus dem Charakterisierungssatz fu¨r inhomogene Lo¨sungen. Man be-
achte dabei, dass die Voraussetzung m(1) < 1 nur beno¨tigt wurde, um E (R∞) <∞ zu folgern.
Da im homogenen Fall R∞ = 0 gilt, ist diese Voraussetzung an dieser Stelle u¨berflu¨ssig.
Satz 4.2.12. Charakterisierung, homogener Fall.
Sei T eine nicht-arithmetsiche L1-regula¨re Kantengewichtsfolge mit charakteristischem Exponenten
α ∈]0; 1].
Dann gilt
F
+
Σ(T, 0) =
{
L(Y (α)c (W
(α))1/α) | c ≥ 0
}
.
Dabei bezeichne Y
(α)
c eine Zufallsgro¨ße mit Laplace-Transformierten t 7→ e−c·t
α
und Y
(α)
c ,W (α)
sind stochastisch unabha¨ngige Zufallsgro¨ßen.
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Anmerkungen zum arithmetischen Fall
Im Zusammenhang mit arithmetischen Kantengewichtsfolgen gibt es mehre Probleme bei der
Charakterisierung der Lo¨sungsmenge, wie man sie im Satz 4.2.8 vorfindet. In diesem Teilabschnitt
beschreiben wir die auftretenden Problematik und skizzieren einen Lo¨sungsansatz.
Fu¨r den restlichen Teil dieses Teilabschnittes sei T eine L1-regula¨re, arithmetische Kantengewichts-
folge mit Spanne d, m(1) < 1 und charakteristischen Exponenten α ∈]0; 1[, sowie C ein positiver
Tollterm.
Sei µ ∈ F+Σ(T,C) und Y eine Zufallsgro¨ße mit L(Y ) = µ.
Nach dem Darstellungsatz 4.2.7 gilt
ϕY (t) = E
(
e−tR∞ · e−c
⋆(t)tαW (α)
)
(4.2.2)
fu¨r alle t ∈ [0;∞[.
Das Ziel ist es nun die Abbildung t 7→ e−c
⋆(t)tα als Laplace-Transformierte einer Verteilung aus
W+0 zu erkennen.
Dazu wu¨rde es nach dem Kriterium 2 im Abschnitt XIII.4 in [22] ausreichen, dass die Abbildung
h : [0;∞[→ R; t 7→ tαc⋆(t) eine vollsta¨ndig monotone Ableitung besitzt.
Wir schlagen nun den folgenden Ansatz vor, um dies nachzuweisen.
Fu¨r jedes n ∈ N definieren wir
ψn :]0;∞[→ R; t 7→
1− ϕY (tθn)
θαn
.
Wie im Beweis des Darstellungssatzes 3.3.43 gesehen, konvergiert die Funktionenfolge (ψn)n∈N
lokal gleichma¨ßig gegen h.
Weiterhin ist ψn fu¨r jedes n ∈ N differenzierbar auf ]0;∞[ mit
ψ′n(t) = −ϕY (tθ
n)θ(1−α)n = E
(
Y αe−tθ
nY (θnY )1−α
)
fu¨r alle t ∈]0;∞[.
An dieser Stelle treten nun Probleme auf, denn es mu¨ssten die folgenden Aussagen gezeigt werden.
(i) Fu¨r jedes n ∈ N ist ψ
′
n die Laplace-Transformierte eines Maßes Qn auf [0;∞[ so, dass die
Folge (Qn)n∈N gleichma¨ßig beschra¨nkt ist.
(ii) Die Funktionsfolge (ψ′n)n∈N konvergiert lokal gleichma¨ßig.
Ha¨tte man diese beiden Aussagen, so ko¨nnte man zuna¨chst folgern, dass h differenzierbar ist mit
h′(t) = limn→∞ ψ
′
n(t) fu¨r alle t > 0. Mit dem Stetigkeitssatz fu¨r Laplace-Transformierte (vgl. Satz
45.7 in [3]) wu¨rde dann folgen, dass h′ vollsta¨ndig monoton ist.
In der Arbeit von Durrett und Liggett [20] wird dies Problem im Beweis des Theorems (2.18) nicht
thematisiert. Da Liu in seiner Arbeit [32] diesen Beweis zitiert, u¨bertra¨gt sich diese Ungenauigkeit
in der Argumentation auf seinen Beweis.
Im homogenen Fall, d.h. L(Y ) ∈ F+Σ(T, 0) la¨sst sich zumindestens festhalten, dass h unend-
lich oft differenzierbar ist, da h(t) = ϕ−1
W (α)
◦ ϕY (t) fu¨r alle t ∈]0;∞[ gilt und ϕW (α) eine C
∞-
Diffeomorphismus ist.
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4.3. Stochastische Fixpunktgleichungen des Supremumtyps
bzw. Infimumtyps
Definition 4.3.1. Sei T eine Kantengewichtsfolge und C ein positiver Tollterm.
Wir definieren die Abbildung
Ssup,T,C :W →W ;µ 7→ L(sup
i∈N
Ti · Yi ∨C),
wobei T, Y1, Y2, ... stochastisch unabha¨ngig sind mit L(Yi) = µ fu¨r alle i ∈ N.
Analog definieren wir dies fu¨r das Infimum
Sinf,T,C :W →W ;µ 7→ L( inf
i∈N
Yi
Ti
∧
1
C
)
wobei T, Y1, Y2, ... stochastisch unabha¨ngig sind mit L(Yi) = µ fu¨r alle i ∈ N.
Eine Lo¨sung der stochastischen Fixpunktgleichung (4.1.4) ist ein Wahrscheinlichkeitsmaß µ ∈ W
mit der Eigenschaft Ssup,T,C(µ) = µ. Analog ist µ ∈ W eine Lo¨sung von (4.1.5), falls Sinf,T,C(µ) =
µ.
Wir benutzen wieder die Ausdru¨cke
”
stochastischr Fixpunkt“ und
”
Lo¨sung einer stochastischen
Fixpunktgleichung“ synonym.
Wir definieren die Menge der Lo¨sungen der stochastischen Fixpunktgleichung des Infimumtyps als
Finf(T,C) :=
{
µ ∈ W | Sinf,T,C(µ) = µ
}
.
Die Mengen der echt positiven Lo¨sungen der stochastischen Fixpunktgleichung des Infimumtyps
sei definiert als
F
+
inf(T,C) :=
{
µ ∈ W
+
| Sinf,T,C(µ) = µ
}
,
außerdem definieren wir die Menge der positiven Lo¨sungen der stochastischen Fixpunktgleichung
des Supremumtyps als
F
+
sup(T,C) :=
{
µ ∈ W+0 | Ssup,T,C(µ) = µ
}
.
U¨berlebensfunktionen von Lo¨sungen
Lemma 4.3.2. Sei T eine Kantengewichtsfolge und C ein positiver Tollterm und µ ∈ W.
Dann sind a¨quivalent
(i) µ ∈ Finf(T,C),
(ii) Fµ(t) = E
(
11[0;1](tC) ·
∞∏
i=1
Fµ(tTi)
)
fu¨r alle t ∈ R.
Dabei bezeichnen wir mit Fµ die U¨berlebensfunktion von µ.
Beweis. Sei Y eine Zufallsgro¨ße mit L(Y ) ∈ Finf(T,C).
Dann gilt fu¨r alle t ∈ [0;∞[
FY (t) = P
(
inf
i∈N
Yi
Ti
∧
1
C
≥ t
)
= P
(
inf
i∈N
Yi
Ti
≥ t, tC ≤ 1
)
=
∫
11[0;1](tc) · P
(
inf
i∈N
Yi
ti
≥ t
)
dPT,C((ti)i∈N, c)
=
∫
11[0;1](tc) ·
∞∏
i=1
FY (t · ti)dP
T,C((ti)i∈N, c)
= E
(
11[0;1[(tC) ·
∞∏
i=1
FY (tTi)
)
.
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Die Behauptung ergibt sich hieraus.
Korollar 4.3.3. Sei T eine Kantengewichtsfolge und C ein positiver Tollterm.
Außerdem gelte N := NT ≥ 1 f.s. .
Ist Y eine Zufallsgro¨ße mit L(Y ) ∈ F
+
inf(T,C), dann ist die U¨berlebensfunktion FY eine Lo¨sungsfunktion
mit dem inhomogenen Restglied f : [0;∞[→ [0; 1];x 7→ 11[0;1](x).
Beweis. Die U¨berlebensfunktion FY ist monoton fallend und linksseitig stetig.
Da L(Y ) ∈ F
+
inf(T,C), gilt FY (0) = P (Y ≥ 0) = 1 und der rechtsseitige Grenzwert in 0 ist
FY (0+) = P (Y > 0) = 1, d.h. FY ist in 0 rechtsseitig stetig.
Weiterhin ist die Abbildung f monoton fallend und linksseitig stetig. Zusammen mit Lemma 4.3.2
ist FY damit eine Lo¨sungsfunktion im Sinne der Definition 3.1.1.
Bemerkung 4.3.4. Betrachten wir eine homogene stochastische Fixpunktgleichung, d.h. C = 0,
so ist die U¨berlebensfunktion Fµ mit µ ∈ F
+
inf(T, 0) eine homogene Lo¨sungsfunktion.
Lemma 4.3.5. Sei T eine Kantengewichtsfolge mit m(1) < 1 und sei C ein positiver Tollterm.
Dann gilt fu¨r alle t ∈ [0;∞[
ZT,C(t) = 11[0;1](tM∞),
wobei Z(t) := ZT,C(t) die in 3.1.13 definierte Zufallsgro¨ße ist. Insbesondere ist die Abbildung
t 7→ E (Z(t)) linksseitig stetig.
Beweis. Fu¨r alle t ∈ [0;∞[ gilt
Z(t) = lim
n→∞
∏
v∈V<n
f(tLvCv)
= lim
n→∞
∏
v∈V<n
11[0;1](tLvCv)
= lim
n→∞
11[0;1](tMn)
= 11[0;1](tM∞).
Darstellungssa¨tze und Charakterisierungen
Satz 4.3.6. Darstellungssatz, inhomogener Fall.
Sei T eine L1-regula¨re Kantengewichtsfolge mit charakteristischem Exponenten α ∈]0;∞[ und
m(1) < 1. Sei C ein positiver Tollterm. Sei µ ∈ F+inf(T,C).
(i) Sei T nicht-arithmetisch.
Dann gibt es eine Konstante c ≥ 0 mit
Fµ(t) = E
(
11[0;1](tM∞)e
−ctαW (α)
)
fu¨r alle t ∈ [0;∞[.
(ii) Sei T arithmetisch mit Spanne d. Setze θ := e−d.
Dann gilt
Fµ(t) = E
(
11[0;1](tM∞)e
−c⋆(t)tαW (α)
)
fu¨r alle t ∈ [0;∞[. Dabei ist c⋆ die in 3.2.3 definierte Funktion.
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Beweis. Da m(1) < 1 ist, gilt E (M∞) <∞ nach Lemma 1.6.10.
Es folgt mithilfe der Markov-Ungleichung
E
(
1− Z(t)
tα
)
= E
(
11[1/t;∞[(M∞)
tα
)
= t−αP (M∞ ≥ 1/t)
≤ t1−α E (M∞) −−−→
t→0
0.
Sei µ ∈ F+inf(T,C).
Nach Korollar 4.3.3 ist die U¨berlebensfunktion Fµ eine Lo¨sungsfunktion.
Ist T nicht-arithmetisch, so gibt es nach dem Darstellungssatz fu¨r Lo¨sungsfunktionen 3.3.42 eine
Konstante c ≥ 0 so, dass
Fµ(t) = E
(
Z(t) · e−ct
αW (α)
)
= E
(
11[0;1](tM∞) · e
−ctαW (α)
)
fu¨r alle t ∈ [0;∞[ gilt.
Ist T hingegen arithmetisch, so gilt nach dem Darstellungssatz fu¨r Lo¨sungsfunktionen 3.3.43
Fµ(t) = E
(
11[0;1](tM∞) · e
−c⋆(t)tαW (α)
)
fu¨r alle t ∈ [0;∞[.
Mithilfe des Darstellungssatzes ko¨nnen wir nun die Lo¨sungsmenge charakterisieren. Fu¨r den arith-
metischen Fall beno¨tigen wir noch die folgende Definition
Definition 4.3.7. Fu¨r jedes α ∈]0;∞[ und jedes θ ∈]0; 1[ sei U¨(θ, α) die Menge der multiplikativ
θ-periodischen Funktionen h : [0;∞[→]0;∞[ so, dass t 7→ h(t)tα monoton steigend und linksseitig
stetig ist und limt→∞ t
αh(t) =∞ gilt.
Korollar 4.3.8. Sei T eine L1-regula¨re Kantengewichtsfolge mit charakteristischem Exponenten
α ∈]0;∞[, m(1) < 1. Sei C ein positiver Tollterm.
(i) Sei T nicht-arithmetisch. Dann gilt
F
+
inf(T,C) =
{
L(Y (α)c · (W
(α))1/α ∧ 1/M∞) | c ≥ 0
}
.
Fu¨r alle c ≥ 0 ist hierbei Y
(α)
c eine Zufallsgro¨ße mit U¨berlebensfunktion t 7→ e−ct
α
so, dass
Y
(α)
c ,(W (α),M∞) stochastisch unabha¨ngig sind.
(ii) Sei T arithmetisch mit Spanne d. Dann gilt mit θ := e−d
F
+
inf(T,C) =
{
L(Y
(α)
h (W
(α))1/α ∧ 1/M∞) | h ∈ U¨(θ, α)
}
.
Fu¨r alle h ∈
. . . U(θ, α) ist hierbei Y
(α)
h eine Zufallsgro¨ße mit U¨berlebensfunktion t 7→ e
−h(t)tα
so, dass Y
(α)
h ,(W
(α),M∞) stochastisch unabha¨ngig sind.
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Beweis. Wir beschra¨nken uns auf den arithmetische Fall. Der nicht-arithmetische Fall la¨sst sich
a¨hnlich zeigen, ist aber einfacher zu beweisen.
Sei T arithmetisch mit Spanne d und setze θ := e−d.
”
⊆“: Sei µ ∈ F
+
inf(T,C).
Nach Korollar 4.3.3 ist die U¨berlebensfunktion Fµ eine Lo¨sungsfunktion.
Nach dem Darstellungssatz fu¨r Lo¨sungsfunktionen 3.3.43 gilt daher
Fµ(t) = E
(
Z(t) · e−c
⋆(t)tαW (α)
)
= E
(
11[0;1](tM∞) · e
−c⋆(t)tαW (α)
)
.
fu¨r alle t ∈ [0;∞[.
Außerdem folgt aus dem Darstellungssatz, dass die Funktion
h : [0;∞[→ [0;∞[; t 7→ c⋆(t)tα
tatsa¨chlich in U¨(θ, α) liegt.
Daher ist die Abbildung t 7→ e−t
αc⋆(t) eine U¨berlebensfunktion eines Maßes aus W
+
. Da fu¨r alle
t ∈ [0;∞[ gilt
Fµ(t) = E
(
11[0;1](tM∞) · e
−c⋆(t)tαW (α)
)
= P (Y
(α)
h (W
(α))1/α ∧ (1/M∞) ≥ t),
folgt µ = L(Y
(α)
c (W (α))1/α ∧ 1/M∞).
”
⊇“: Sei h ∈ U¨(θ, α).
Setze Y := Y
(α)
h · (W
(α))1/α ∧ (1/M∞).
Es gilt L(Y
(α)
h ),L(W
(α)) ∈ W
+
und L(1/M∞) ∈ W
+
und daher ist L(Y ) ∈ W
+
.
Sei (Y
(α)
h (i))i∈N eine Folge stochastisch unabha¨ngiger Zufallsgro¨ßen mit Y
(α)
h (i)
d
= Y
(α)
h fu¨r alle
i ∈ N so, dass (Y
(α)
h (i))i∈N von allen bisher betrachteten Zufallsgro¨ßen stochastisch unabha¨ngig
ist.
Wir setzen
Yi := Y
(α)
h · (W
(α)(i))1/α ∧
1
M∞(i)
fu¨r alle i ∈ N. Dann ist (Yi)i∈N eine Folge stochastisch unabha¨ngiger Zufallsgro¨ßen mit Y
d
= Yi
fu¨r alle i ∈ N.
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Es gilt fu¨r alle t ∈ [0;∞[ wegen Korollar 1.6.9
P ( inf
i∈N
Yi
Ti(ø)
∧
1
Cø
≥ t)
=
∫ ∞∏
i=1
P (Yi ≥ t · ti)11[0; 1t ](c)dP
(T (ø),C)((ti)i∈N, c)
=
∫ ∞∏
i=1
exp(−c⋆(t · ti)t
α · tαi ·W
(α)(i))11[0; 1t ](ti ·M∞(i))11[0; 1t ](c)dP
(T (ø),C)((ti)i∈N, c)
=
∫ ∞∏
i=1
exp(−c⋆(t)tα · tαi ·W
(α)(i))11[0; 1t ](ti ·M∞(i))11[0;
1
t ]
(c)dP (T (ø),C)((ti)i∈N, c)
=
∫
exp(−c⋆(t)tα
∞∑
i=1
tαi W
(α)(i))11[0; 1t ](supi∈N
ti ·M∞(i) ∨ c)dP
(T (ø),C)((ti)i∈N, c)
= E
(
exp(−c⋆(t)tα
∞∑
i=1
Tαi (ø)W
(α)(i))11[0; 1t ](supi∈N
Ti(ø)M∞(i) ∨ Cø)
)
= E
(
exp(−c⋆(t)tαW (α)(ø)) · 11[0; 1t ](M∞(ø))
)
Daraus folgt
Y
d
= inf
i∈N
Yi
Ti(ø)
∧
1
Cø
,
also L(Y ) ∈ F+inf(T,C).
Darstellungssatz fu¨r stochastische Fixpunktgleichung des Supremumtyps
Mittels eines einfachen Tricks ko¨nnen wir die Lo¨sungen der stochastischen Fixpunktgleichung des
Supremumtyps auf die vorher analysierten Lo¨sungen der stochastischen Fixpunktgleichung des
Infimumtyps zuru¨ckfu¨hren.
Definition 4.3.9. Fu¨r jedes α ∈]0;∞[ und jedes θ ∈]0; 1[ sei V(θ, α) die Menge der multiplikativ
θ-periodischen Funktionen h : [0;∞[→]0;∞[ so, dass x 7→ eh(x)x
−α
eine Verteilungsfunktion einer
Verteilung auf [0;∞[ ist.
Satz 4.3.10. Sei T eine L1-regula¨re Kantengewichtsfolge mit charakteristischem Exponenten α ∈
]0; 1[ und m(1) < 1. Sei C ein positiver Tollterm.
(i) Falls T nicht-arithmetisch ist, so gilt
F
+
sup(T,C) =
{
L(H(α)c · (W
(α))−1/α ∨M∞) | c ≥ 0
}
.
Dabei ist fu¨r alle c ≥ 0 H
(α)
c eine von (W (α),M∞) unabha¨ngige Zufallsgro¨ße mit einer
Verteilungsfunktion x 7→ e−cx
−α
und Werten in [0;∞[.
(ii) Falls T arithmetisch mit Spanne d ist, so gilt mit θ := e−d
F
+
sup(T,C) =
{
L(H
(α)
h · (W
(α))−1/α ∨M∞) | h ∈ V(θ, α)
}
.
Dabei ist fu¨r alle h ∈ V(θ, α) H
(α)
h eine von (W
(α),M∞) unabha¨ngige Zufallsgro¨ße mit einer
Verteilungsfunktion x 7→ e−h(x)x
−α
und Werten in [0;∞[.
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Beweis. Wir beschra¨nken uns auf den nicht-arithmetischen Fall. Der arithmetische Fall la¨sst sich
analog herleiten.
”
⊆“: Sei Z eine Zufallsgro¨ße mit L(Z) ∈ F+sup(T,C).
Zuna¨chst zeigen wir, dass L(1/Z) ∈ F+inf(T,C) gilt. Die U¨berlebensfunktion der Wahrscheinlich-
keitsmaße aus F+inf(T,C) kennen wir bereits, so dass wir die Verteilung von Z bestimmen ko¨nnen.
Sei (Zi)i∈N eine Folge stochastisch unabha¨ngiger Zufallsgro¨ßen mit Zi
d
= Z fu¨r alle i ∈ N und
(Zi)i∈N sei stochastisch unabha¨ngig von allen bereits definierten Zufallsgro¨ßen.
Wir setzen Y := 1/Z und Yi := 1/Zi fu¨r alle i ∈ N.
Da Z <∞ gilt, ist L(Y ) ∈ W
+
und L(Yi) ∈ W
+
fu¨r alle i ∈ N.
Weiterhin ko¨nnen wir folgern
Y =
1
Z
d
=
1
supi∈N TiZi ∨ C
= inf
i∈N
1
TiZi
∧
1
C
= inf
i∈N
Yi
Ti
∧
1
C
.
Daher gilt L(1/Z) = L(Y ) ∈ F
+
inf(T,C).
Nach dem Darstellungsatz gibt es eine Konstante c ≥ 0 mit
P (1/Z ≥ t) = P (Y ≥ t) = E
(
e−ct
αW (α)11[0;1/t](M∞)
)
fu¨r alle t ∈ [0;∞[.
Daraus folgt ( mithile der Variablentransformation x = 1/t )
P (Z ≤ x) = E
(
e−cx
−αW (α)11[0;x](M∞)
)
= P (H(α)c (W
(α))−1/α ∨M∞ ≤ x)
fu¨r alle x ∈]0;∞[.
”
⊇“:
Sei c ≥ 0.
Setze Z := H
(α)
c · (W (α))−1/α ∨M∞.
Sei (H
(α)
c (i))i∈N eine Folge stochastisch unabha¨ngiger Zufallsgro¨ßen mit H
(α)
c (i)
d
= H
(α)
c fu¨r alle
i ∈ N so, dass (H
(α)
c (i))i∈N von allen bisher betrachteten Zufallsgro¨ßen stochastisch unabha¨ngig
ist.
Wir setzen
Zi := H
(α)
c · (W
(α)(i))−1/α ∨M∞(i)
fu¨r alle i ∈ N. Dann ist (Zi)i∈N eine Folge stochastisch unabha¨ngiger Zufallsgro¨ßen mit Y
d
= Zi
fu¨r alle i ∈ N.
Mit Korollar 1.6.9 ko¨nnen wir folgern, dass
P (sup
i∈N
Ti(ø)Zi ∨Cø ≤ t) = P (Z ≤ t)
fu¨r alle t ∈ [0;∞[ gilt, und somit L(Z) ∈ F
+
sup(T,C) gilt.
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Kapitel 5.
Stochastische Fixpunkte auf R
In diesem Kapitel untersuchen wir die Lo¨sungen von stochastischen Fixpunktgleichungen, de-
ren Tra¨ger nicht auf R+ beschra¨nkt ist. Dabei mu¨ssen wir von der Laplace-Transformierten zur
Fourier-Transformierten von Lo¨sungen u¨bergehen, welche aber schwerer zu analysieren ist.
5.1. Grundlagen
In diesem Abschnitt sei T = (Tk)k∈N stets eine endliche Kantengewichtsfolge und C eine Zufalls-
gro¨ße mit Werten in R.
Definition 5.1.1. Wir definieren die Abbildung
SΣ,T,C :W →W ;µ→ L(
∞∑
k=1
TkYk + C),
wobei T, Y1, Y2, ... stochastisch unabha¨ngig sind mit L(Yk) = µ fu¨r alle k ∈ N
Bemerkung 5.1.2. Da wir nur endliche Kantengewichtsfunktionen betrachten, ist die Reihe
∞∑
k=1
TkYk tatsa¨chlich nur eine endliche Summe. Daher ist die Abbildung SΣ,T,C wohldefiniert.
Der Unterschied zwischen SΣ,T,C und S
+
Σ,T,C liegt darin, dass die erste Abbildung einen gro¨ßeren
Definitionsbereich besitzt. Wir betrachten hier Wahrscheinlichkeitsmaße ausW , anstelle vonWahr-
scheinlichkeitsmaßen aus W+.
Definition 5.1.3. Als Lo¨sung der stochastischen Fixpunktgleichung
Y
d
=
∞∑
k=1
TkYk + C (5.1.1)
bezeichnen wir jedes Wahrscheinlichkeitsmaß µ ∈ W mit SΣ,T,C(µ) = µ.
Wir definieren die Menge der Lo¨sungen als
FΣ(T,C) := {µ ∈ W | SΣ,T,C(µ) = µ} . (5.1.2)
Fourier-Transformierte von Lo¨sungen von SFGen
Ist Y eine reelle Zufallsgro¨ße, so bezeichnen wir mit φY : R → C; t 7→ E
(
eitY
)
die Fourier-
Transformierte der Zufallsgro¨ße Y .
Ist µ ∈ W ein Wahrscheinlichkeitsmaß, so sei φµ : R→ C; t 7→
∫
eitxµ(dx) die Fourier-Transformierte
von µ.
Wir sagen, φ : R→ C ist eine Fourier-Transformation, falls es ein Wahrscheinlichkeitsmaß µ ∈ W
gibt mit φ = φµ. Wir nennen dann µ das zu φ geho¨rige Wahrscheinlichkeitsmaß. Ebenso nennen
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wir die Verteilungsfunktion Fµ, die zu µ geho¨rt, die zu φ geho¨rige Verteilungsfunktion.
Fu¨r eine Fourier-Transformierte φ betrachten wir das kleinste Intervall I(φ) um 0, mit |1− φ(t)| ≤
1/2 fu¨r alle t ∈ I(φ). Dieses existiert, da φ(0) = 1 und φ stetig ist.
Damit ist auf dem Intervall I(φ) die Funktion logφ wohldefiniert. Ebenso gilt auf diesem Intervall
|φ| > 0.
Ferner definieren wir t0(φ) := min(max I(φ),−min I(φ)).
Definition 5.1.4. Wir definieren die Menge der Fourier-Transformierten von Lo¨sungen der sto-
chastischen Fixpunktgleichung 5.1.1 als
F̂Σ(T,C) := {φµ | µ ∈ FΣ(T,C)} .
Definition 5.1.5. α-elementare/α-beschra¨nkte Fourier-Transformierte.
Sei φ ∈ F̂Σ(T,C) und α ∈]0;∞[.
Dann heißt φ α-beschra¨nkt, falls
1− φ(t) = O (|t|α) fu¨r t→ 0; t ∈]0;∞[
gilt.
(i) Falls T nicht-arithmetisch ist, so heißt φ α-elementar, falls es ein z ∈ C gibt mit
lim
t→0
t∈]0;∞[
1− φ(t)
tα
= z.
(ii) Falls T arithmetisch mit Spanne d ist, so heißt φ α-elementar, falls es fu¨r alle t ∈]0;∞[ ein
z(t) ∈ C gibt mit
lim
n→∞
1− φ(tθn)
tαθαn
= z(t).
dabei ist θ := e−d.
Wir bezeichnen eine Lo¨sung µ ∈ FΣ(T,C) als α-elementar bzw. α-regula¨r, falls φµ α-elementar
bzw. α-regula¨r ist.
Bemerkung 5.1.6. In diesem Kapitel bezeichnen wir mit
”
log“ den sogenannten Hauptzweig
des komplexen Logarithmus. In diesem Zusammenhang beachte man bitte das Kapitel u¨ber den
komplexen Logarithmus aus dem Anhang.
Lemma 5.1.7. Sei φ eine Fourier-Transformierte.
Dann gibt es eine Funktion θ : C→ C mit
(i) |θ(z)| ≤ |z| fu¨r alle z ∈ C,
(ii) − logφ(t) = 1− φ(t) + (1− φ(t)) · θ((1 − φ(t)) fu¨r alle t ∈]0; t0(φ)[.
Beweis. Das Lemma ergibt sich aus der Taylor-Reihen Darstellung der Logarithmusfunktion, siehe
dazu das Kapitel
”
Der komplexe Logarithmus“ im Anhang.
Korollar 5.1.8. Sei φ eine Fourier-Transformierte.
Sei g :]0;∞[→ C \ {0}. Dann sind a¨quivalent
(i) 1− φ(t) = O (g(t)) fu¨r t→ 0; t ∈]0;∞[,
(ii) − logφ(t) = O (g(t)) fu¨r t→ 0; t ∈]0; t0(φ)[.
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Lemma 5.1.9. Sei φ ∈ F̂Σ(T,C).
Dann gilt fu¨r alle t ∈ R
φ(t) = E
(
eitRn
∏
v∈Vn
φ(tLv)
)
fu¨r alle n ∈ N.
Beweis. Dies folgt mit Induktion direkt aus der Definition.
Bemerkung 5.1.10. Das Produkt
∏
v∈Vn
φ(tLv) wird u¨ber abza¨hlbar viele Knoten gebildet, ist
aber aufgrund der Endlichkeit der Kantengewichtsfolge tatsa¨chlich ein endliches Produkt, d.h. es
ist wohldefiniert.
Bemerkung 5.1.11. Sei L eine f.s. beschra¨nkte Stopplinie. Da T eine endliche Kantengewichts-
folge ist, ist die zufa¨llige Menge {v ∈ V | v ∈ L, Lv 6= 0} f.s. endlich.
Lemma 5.1.12. Sei φ ∈ F̂Σ(T, 0).
Sei L eine f.s. geschlossene Stopplinie. Dann gilt fu¨r alle n ∈ N und alle t ∈ R
E
( ∏
v∈Vn
φ(tLv)
∣∣∣∣∣AL
)
=
∏
v∈L∧n
φ(tLv) f.s.
Beweis. Der Beweis kann mit den gleichen Mitteln wie der Beweis zu 3.1.7 gefu¨hrt werden.
Lemma 5.1.13. Sei φ ∈ F̂Σ(T, 0).
Sei L eine f.s. geschlossene und f.s. beschra¨nkte Stopplinie. Dann gilt fu¨r alle t ∈ R
φ(t) = E
(∏
v∈L
φ(tLv)
)
Beweis. Sei t ∈ R. Da L f.s. geschlossen ist, gilt fu¨r alle n ∈ N
φ(t) = E
( ∏
v∈Vn
φ(tLv)
)
= E
(
E
( ∏
v∈Vn
φ(tLv)
∣∣∣∣∣AL
))
= E
( ∏
v∈L∧n
φ(tLv)
)
Da L f.s. beschra¨nkt und T endlich ist, entha¨lt L f.s. nur endlich viele Knoten, deren Knotengewicht
Lv 6= 0 ist. Es folgt daher ∏
v∈L∧n
φ(tLv)
f.s.
−−−−→
n→∞
∏
v∈L
φ(tLv).
Dann folgt die Behautung aus dem Satz von der dominierten Konvergenz fu¨r komplexe Zufalls-
gro¨ßen, siehe Satz A.2.1 im Anhang. Man beachte dabei, dass
∣∣∏
v∈L∧n φ(tLv)
∣∣ ≤ 1 fu¨r alle n ∈ N
gilt und damit diese Zufallsgro¨ßen integrierbar sind.
5.2. Homogene und Inhomogene Lo¨sungen von SFGen
An dieser Stelle wollen wir ein Ergebnis u¨ber einen Zusammenhang der Menge der Lo¨sungen
FΣ(T,C) und der Menge der zugeho¨rigen homogenen Lo¨sungenFΣ(T, 0) vorstellen. Dies ermo¨glicht
uns spa¨ter bekannte Resultate u¨ber homogene Lo¨sungen auf inhomogene Lo¨sungen zu u¨bertragen.
Zuna¨chst mo¨chten wir die minimale Ls-Metrik vorstellen. Diese ist auch bekannt unter den Namen
Mallows Metrik oder auch Wasserstein Metrik.
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Definition 5.2.1. Minimale Ls-Metrik.
Fu¨r jedes s > 0 definieren wir
ls :W ×W → [0;∞]; (µ, ν) 7→ inf
{
(E |X − Y |s)
1
s∧1|L(X) = µ,L(Y ) = ν
}
,
sowie fu¨r jedes µ ∈ W
Ms(µ) := {ν ∈ W|ls(µ, ν) <∞} ,
Wir beschra¨nken uns an dieser Stelle auf eine Wiederholung der Definition und verweisen fu¨r
weitere Eigenschaften und weiterfu¨hrende Resultate auf die Arbeiten von Ro¨sler [39], Ru¨schendorf
[42] und die in diesen Artikeln zitierte Literatur.
Das folgende Theorem stammt von Ru¨schendorf (Theorem 3.1 in [42]), es stellt einen Eins-zu-Eins
Beziehung zwischen homogenen und inhomogenen stochastischen Fixpunkten her. Man beachte,
dass dieses Theorem in unserer Situation anwendbar ist, da wir uns auf endliche Kantengewichts-
folge einschra¨nken.
Um das Ergebnis von Ru¨schendorf angeben zu ko¨nnen, beno¨tigen wir die folgende Definition (vgl.
Gleichung (2.25) vor Theorem 2.8 in [42]).
Fu¨r alle s ∈]0; 2] und alle µ0 definiere
M0s(µ0) := {µ ∈ W| ∃ Zufallsgro¨ßen X,Y : L(X) = µ,L(Y ) = µ0 und
E (X − Y ) = 0,E |X − Y |s <∞}
Theorem 5.2.2. (Ru¨schendorf, 2006)
Sei s ∈]0; 2] und Tk ∈ Ls fu¨r alle k ∈ N, C ∈ Ls und es gelte m(s) < 1. Falls s ∈]1; 2], so gelte
zusa¨tzlich E (C) = 0. Dann gelten die folgenden Aussagen.
• Fu¨r jedes µ0 ∈ FΣ(T, 0) existiert genau eine Lo¨sung µ⋆ ∈ FΣ(T,C) mit
µ⋆ ∈
{
Ms(µ0) , falls 0 < s ≤ 1
M0s(µ0) , falls 1 < s ≤ 2.
• Fu¨r jedes µ⋆ ∈ FΣ(T,C) existiert genau eine Lo¨sung µ0 ∈ FΣ(T, 0) mit
µ0 ∈
{
Ms(µ⋆) , falls 0 < s ≤ 1
M0s(µ
⋆) , falls 1 < s ≤ 2.
Fu¨r uns werden spa¨ter nur die Fa¨lle s = 1 oder s = 2 von Interesse sein, d.h. insbesondere die
beiden nun folgenden Korallare aus dem Theorem 5.2.2.
Korollar 5.2.3. Sei T = (Tk)k∈N eine endliche Kantengewichtsfolge mit mT (1) < 1 und sei C
ein positiver Tollterm.
Fu¨r jedes µ ∈ FΣ(T,C) existieren dann Zufallsgro¨ßen Y und Y0 mit L(Y ) = µ und L(Y0) ∈
FΣ(T, 0) mit E |Y − Y0| <∞. Die Verteilung von Y0 ist eindeutig bestimmt.
Korollar 5.2.4. Sei T = (Tk)k∈N eine endliche Kantengewichtsfolge mit mT (2) < 1 und sei C
ein zentierter Tollterm.
Fu¨r jedes µ ∈ FΣ(T,C) existieren dann Zufallsgro¨ßen Y und Y0 mit L(Y ) = µ und L(Y0) ∈
FΣ(T, 0) mit E (Y − Y0) = 0 und E |Y − Y0|
2
<∞. Die Verteilung von Y0 ist eindeutig bestimmt.
5.3. Darstellungssa¨tze fu¨r α-elementare Lo¨sungen
Satz 5.3.1. Sei T eine endliche und L1-regula¨re Kantengewichtsfolge mit α := αT ∈]0;∞[. Sei
φ ∈ F̂Σ(T, 0).
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(i) Sei T nicht-arithmetisch. Ist φ α-elementar mit
lim
t→0
t∈]0;∞[
1− φ(t)
tα
= c+ i · d,
so gilt fu¨r alle t ∈ R
φ(t) = E
(
exp
(
− |t|αW (α)(c+ i · sgn(t)d)
))
.
Hierbei bezeichnet sgn : R→ {−1, 0, 1} die Vorzeichen-Funktion auf R.
(ii) Sei T arithmetisch mit Spanne r und sei θ := e−r. Ist φ α-elementar mit
lim
n→∞
1− φ(tθn)
tαθαn
= c(t) + i · d(t)
fu¨r alle t ∈]0;∞[, so gilt fu¨r alle t ∈ R
φ(t) = E
(
exp
(
− |t|αW (α)(c(|t|) + i · sgn(t)d(|t|))
))
.
Beweis. Wir zeigen nur den arithmetischen Fall, der nicht-arithmetische Fall la¨sst sich a¨hnlich
zeigen, ist aber einfacher zu behandeln.
Zuna¨chst halten wir fest, dass L⋆n = supv∈Vn Lv
f.s.
−−−−→
n→∞
0 gilt, da T L1-regula¨r ist.
Es gilt φ(−t) = φ¯(t) fu¨r alle t ∈ R, wobei der Querstrich die komplexe Konjugation bedeutet.
Daraus ergibt sich
lim
n→∞
1− φ(tθn)
|t|α θαn
= c(|t|) + i · sgn(t)d(|t|)
fu¨r alle t ∈]−∞; 0[.
Sei t ∈ R.
1. Fall: t > 0.
Es gilt
φ(t) = E
( ∏
v∈Vn
φ(tLv)
)
= E
(
exp
(
−tα
∑
v∈Vn
− logφ(tLv)
(tLv)α
Lαv
))
−−−−→
n→∞
E
(
exp
(
−tαW (α)(c(t) + id(t))
))
.
2. Fall: t < 0.
Es gilt
φ(t) = E
( ∏
v∈Vn
φ(tLv)
)
= E
(
exp
(
− |t|α
∑
v∈Vn
− logφ(tLv)
(|t|Lv)α
Lαv
))
−−−−→
n→∞
E
(
exp
(
− |t|αW (α)(c(|t|) + i sgn(t)d(|t|))
))
.
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Satz 5.3.2. Sei T eine endliche, L1-regula¨re und nicht-arithmetische Kantengewichtsfolge mit
α := αT ∈]0;∞[ und C sei ein Tollterm.
Es gelte entweder
m(1) < 1, α ∈]0; 1[ und C ist ein positiver Tollterm,
oder
m(2) < 1, α ∈]0; 2[ und C ist ein zentrierter Tollterm.
Sei φ ∈ F̂Σ(T,C).
(i) Sei T nicht-arithmetisch. Ist dann φ α-elementar mit
lim
t→0
t∈]0;∞[
1− φ(t)
tα
= c+ i · d,
so gilt fu¨r alle t ∈ R
φ(t) = E
(
e−|t|
αW (α)(c+i·sgn(t)d) · eitR∞
)
.
(ii) Sei T arithmetisch mit Spanne r und sei θ := e−r. Ist dann φ α-elementar mit
lim
t→0
t∈]0;∞[
1− φ(t)
tα
= c(t) + i · d(t),
so gilt fu¨r alle t ∈ R
φ(t) = E
(
e−|t|
αW (α)(c(|t|)+i·sgn(t)d(|t|)) · eitR∞
)
.
Beweis. Wir behandeln nur den arithmetischen Fall, der nicht-arithmetisch Fall la¨sst sich analog
behandeln.
Da T L1-regula¨r ist, gilt Rn
L1−−−−→
n→∞
R∞, W
(α)
n
L1−−−−→
n→∞
W (α) und L⋆n
f.s.
−−−→
n→0
0.
Sei t ∈ R. Mit einem Argument, wie im vorherigen Satz, kann man oBdA annehmen, dass t > 0
gilt.
Dann gilt
φ(t) = E
(
eitRn ·
∏
v∈Vn
φ(tLv)
)
= E
(
eitRn · exp
(
−tα
∑
v∈Vn
− logφ(tLv)
(tLv)α
Lαv
))
−−−−→
n→∞
E
(
eitR∞ · exp
(
−tαW (α)(c(t) + id(t))
))
.
5.4. Die ICFE-Theorie
In diesem Unterabschnitt fassen wir die fu¨r uns wichtigsten Resultate der ICFE-Theorie zusammen.
Die Abku¨rzung
”
ICFE“ steht fu¨r
”
Integrated Cauchy Functional Equations“. Dabei orientieren
wir uns an dem Buch
”
Functional Equations in Probability Theorie“ von Ramachandran und Lau
(siehe [37]). Speziell interessiert uns vor allem das vierte Kapitel aus diesem Buch.
109
Definition 5.4.1. Sei σ ∈ W ein Wahrscheinlichkeitsmaß, ε ∈]0;∞[ und S : [0;∞[→ R mit
|S(x)| ≤ Ce−εx fu¨r alle x ∈ [0;∞[.
Eine Funktion f : [0;∞[→ R heißt Lo¨sung der ICFE mit Fehlerterm S, falls fu¨r alle x ∈ [0;∞[
f(x) =
∫ ∞
0
f(x+ y)dσ(y) + S(x)
gilt.
Wir sagen dann, dass f eine Lo¨sung der ε− ICFE(σ, S) ist.
Theorem 5.4.2. Ramachandran, Lau (1991).
Sei σ ∈ W und σ 6= δ0. Weiterhin sei f eine beschra¨nkte Lo¨sung der ε− ICFE(σ, S).
Dann gibt es Funktionen A : [0;∞[→ R und p : [0;∞[→ R mit f = A + p und es gibt eine
Konstante C > 0 so, dass
|A(x)| ≤ Ce−εx fu¨r alle x ≥ 0 gilt.
Falls σ nicht-arithmetisch ist, so ist p konstant.
Falls σ arithmetisch mit Spanne d ist, so ist p d-periodisch.
Falls f ≥ 0 ist, so gilt p ≥ 0.
Korollar 5.4.3. Ramachandran, Lau (1991).
Die Behauptungen aus Theorem 5.4.2 gelten auch unter der Annahme, dass die Abbildung x 7→
f(x+ y)− f(x) (anstelle der Annahme f ist beschra¨nkt) fu¨r jedes festes y ∈ [0;∞[ beschra¨nkt ist.
Wir beno¨tigen spa¨ter in den Anwendungen eine leicht andere Darstellung, na¨mlich eine Verschie-
bung des Startpunktes der Funktionalgleichung. Wir erla¨utern kurz, wie man eine solche Situation
auf das urspru¨ngliche Problem zuru¨ckfu¨hren kann.
Seien σ ∈ W , ε ∈]0;∞[ und x0 ∈]0;∞[.
Außerdem sei S : [x0;∞[→ R eine Funktion mit |S(x)| ≤ Ce−εx fu¨r alle x ∈ [x0;∞[.
Gegeben sei eine Funktion f : [x0;∞[→ R mit der Eigenschaft
f(x) =
∫ ∞
0
f(x+ y)dσ(y) + S(x) fu¨r alle x ≥ x0.
Wir nennen f eine Lo¨sung der verschobenen ε− ICFE(σ, S).
Definieren wir nun neue Funktione S˜ : [0;∞[→ R;x 7→ S(x+x0) und f˜ : [0;∞[→ R;x 7→ f(x+x0),
so ist f˜ eine Lo¨sung der ε − ICFE(σ, S˜) und wir ko¨nnen dann das Originaltheorem bzw. das
Korollar hieraus anwenden.
Wir erhalten dann, dass es Funktionen A˜ : [0;∞[→ R, p˜ : [0;∞[→ R gibt mit f˜ = A˜+ p˜ und∣∣∣A˜(x)∣∣∣ ≤ Ce−εx fu¨r alle x ≥ 0.
Falls σ nicht-arithmetisch ist, so ist p˜ konstant.
Falls σ arithmetisch mit Spanne d ist, so ist p˜ d-periodisch.
Falls f˜ ≥ 0 ist, so gilt p˜ ≥ 0.
Definieren wir die Abbildungen A : [x0;∞[→ R;x 7→ A˜(x−x0) und p : [x0;∞[→ R;x 7→ p˜(x−x0),
so folgt
f(x) = A(x) + p(x) fu¨r alle x ≥ x0.
Weiterhin gibt es eine Konstante C > 0 so, dass
|A(x)| =
∣∣∣A˜(x− x0)∣∣∣ ≤ Ce−εx0 · e−εx
fu¨r alle x ≥ x0 gilt.
Falls σ nicht-arithmetisch ist, so ist p konstant.
Falls σ arithmetisch mit Spanne d ist, so ist p d-periodisch.
Falls f ≥ 0 ist, so gilt p ≥ 0.
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5.5. A¨quivalenzsatz
Mithilfe der ICFE-Theorie ko¨nnen wir einen A¨quivalenzsatz zeigen, der aussagt, dass fu¨r L1-
regula¨re und endliche Kantengewichtsfolgen jede regula¨re homogene Lo¨sung bereits elementar ist.
Dies erweist sich als nu¨tzlich, da sich die Regularita¨t einer (homogenen) Lo¨sung einfacher herleiten
la¨sst.
Sei T eine L1-regula¨re und endliche Kantengewichtsfolge mit charakteristischem Exponten α ∈
]0;∞[.
Satz 5.5.1. A¨quivalenzsatz.
Sei φ ∈ F̂Σ(T, 0). Dann sind a¨quivalent
(i) φ ist α-elementar,
(ii) φ ist α-beschra¨nkt.
Beweis. Nur die Folgerung (ii)⇒ (i) ist zu zeigen, denn die Aussage (i)⇒ (ii) ist evident.
Im Folgendem seien Bn : R → R und An : Ω ×R → R fu¨r n ∈ N0 beschra¨nkte Funktion, deren
Werte sich aus den jeweils verwendeten Umformungen ergeben.
1. Fall: T ist nicht-arithmetisch.
Wir setzen x0 := − log t0(φ) und definieren folgende Funktionen
g : [x0;∞[→ R;x 7→ Re(−e
αx logφ(e−x)) = −eαx log(
∣∣φ(e−x)∣∣)
und
h : [x0;∞[→ R;x 7→ Im(−e
αx logφ(e−x)) = −eαx argφ(e−x).
Fu¨r alle x ∈ [x0;∞[ gilt dann
φ(e−x) = E
(∏
k∈N
φ(e−xTk)
)
=
∫
exp
(
−e−αx
∫ 1
0
− logφ(e−xu)
e−αxuα
µ(α)(ω, du)
)
dP (ω)
=
∫
exp
(
−e−αx
∫ 1
0
− logφ(e−xelog(u))
e−αxeα log(u)
µ(α)(ω, du)
)
dP (ω)
=
∫
exp
(
−e−αx
∫ ∞
0
− logφ(e−xe−y)
e−α(x+y)
(µ(α))− log(ω, dy)
)
dP (ω)
=
∫
exp
(
−e−αx
∫ ∞
0
− logφ(e−(x+y))
e−α(x+y)
ν(α)(ω, dy)
)
dP (ω)
=
∫
exp
(
−e−αx
∫ ∞
0
g(x+ y) + i · h(x+ y)ν(α)(ω, dy)
)
dP (ω),
so dass fu¨r alle x ∈ [x0;∞[ gilt
exp{−e−αxg(x) + i(−e−αxh(x))}
=
∫
exp
{
−e−αx
(∫ ∞
0
g(x+ y)ν(α)(ω, dy) + i ·
∫ ∞
0
h(x+ y)ν(α)(ω, dy)
)}
dP (ω). (5.5.1)
Da φ α-beschra¨nkt ist, sind auch g und h beschra¨nkt, etwa durch die Konstante B ∈]0;∞[.
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Da T eine endliche Kantengewichtsfolge ist, gibt es eine Konstante K ∈ N so, dass fu¨r alle ω ∈ Ω
gilt ν(α)(ω, [0;∞]) < K.
Daraus folgt fu¨r alle x ∈ [x0;∞[ und alle ω ∈ Ω∫ ∞
0
|g(x+ y)|ν(α)(ω, dy) ≤ B · ν(α)(ω, [0;∞]) ≤ B ·K.
Ebenso gilt ∫ ∞
0
|h(x + y)|ν(α)(ω, dy) ≤ B · ν(α)(ω, [0;∞]) ≤ B ·K
fu¨r alle x ∈ [x0;∞[ und alle ω ∈ Ω.
An dieser Stelle geben wir einen kurzen U¨berblick u¨ber Gleichungen, die wir im Folgendem immer
wieder benutzt werden.
Fu¨r alle x ∈ R gilt
sin(−x) = − sin(x),
cos(−x) = cos(x).
Fu¨r jedes δ ∈]0; 1[ existieren B0, B1 : R→ R so, dass fu¨r alle x ∈ R gilt
sin(x) = x+ B0(x) |x|
1+δ ,
cos(x) = 1− x2 +B1(x) |x|
2+2δ
.
Wir unterdru¨cken die Abha¨ngigkeit der Funktionen B0, B1 von δ.
Ferner gibt es fu¨r jede beschra¨nkte Funktion f : R → R eine beschra¨nkte Funktion B2 : R → R
so, dass
e−f(x) = 1− f(x) + f2(x)B2(x)
fu¨r alle x ∈ R gilt. Dabei ha¨ngt die beschra¨nkte Funktion B2 von f ab, wir unterdru¨cken aber
diese Abha¨ngigkeit.
Sei x ∈ [x0;∞[.
Dann gilt fu¨r den Imagina¨rteil der linken Seite von (5.5.1)
Im(exp(−e−αxg(x) + i · (−e−αxh(x))))
= exp(−e−αxg(x)) · sin(−e−αxh(x))
= − exp(−e−αxg(x)) · sin(e−αxh(x))
= − exp(−e−αxg(x)) · (e−αxh(x) +B0(e
−αxh(x))
∣∣e−αxh(x)∣∣1+δ)
= −(1 +B3(x)e
−αx) · (e−αxh(x) +B0(e
−αxh(x))
∣∣e−αxh(x)∣∣1+δ)
= −e−αxh(x) +B4(x)e
−α(1+δ)x.
Fu¨r den Imagina¨rteil der rechten Seite von (5.5.1) folgern wir daher
Im(
∫
exp
{
−e−αx
(∫ ∞
0
g(x+ y)ν(α)(ω, dy) + i
∫ ∞
0
h(x+ y)ν(α)(ω, dy)
)}
dP (ω))
= −
∫
exp
(
−e−αx
∫ ∞
0
g(x+ y)ν(α)(ω, dy)
)
· sin
(
e−αx
∫ ∞
0
h(x+ y)ν(α)(ω, dy)
)
dP (ω)
= −
∫ (
1 + e−αxA0(ω, x)
)
·
(
e−αx
∫ ∞
0
h(x+ y)ν(α)(ω, dy) + e−α(1+δ)xA1(ω, x)
)
dP (ω)
= −e−αx
∫ ∫ ∞
0
h(x+ y)ν(α)(ω, dy)dP (ω) +B5(x)e
−α(1+δ)x
= −e−αx
∫
h(x+ y)ν(α)(dy) +B6(x)e
−α(1+δ)x.
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Also gilt
h(x) =
∫
h(x+ y)ν(α)(dy) +B7(x)e
−αδx fu¨r alle x ≥ x0,
d.h. h ist eine Lo¨sung der verschobenen αδ − ICFE(ν(α), B˜1). Hierbei ist B˜1 : [x0;∞[→ R;x 7→
B7(x)e
−αδx.
Daher gibt es eine beschra¨nkte Funktion η : [x0;∞[→ R und eine Konstante d ∈ R mit
h(x) = d+ η(x) · e−αδx fu¨r alle x ≥ x0. (5.5.2)
Wir zeigen nun, dass g eine Lo¨sung einer ICFE mit Fehlerterm ist, dazu betrachten wir die Realteile
auf beiden Seiten der Gleichung (5.5.1).
Es gilt fu¨r den Realteil der rechten Seite
Re(exp(−e−αxg(x) + i · (−e−αxh(x))))
= exp(−e−αxg(x)) · cos(−e−αxh(x))
= exp(−e−αxg(x)) · (1− e−2αxh2(x) +B1(e
−αxh(x))
∣∣e−αxh(x)∣∣2+2δ)
= (1− e−αxg(x) + e−2αxB8(x)) · (1 + e
−2αxB9(x))
= 1− e−αxg(x) + e−2αxB10(x).
Es gilt fu¨r den Realteil der rechten Seite von (5.5.1)
Re(
∫
exp
{
−e−αx
(∫ ∞
0
g(x+ y)ν(α)(ω, dy) + i
∫ ∞
0
h(x+ y)ν(α)(ω, dy)
)}
dP (ω))
=
∫
exp
(
−e−αx
∫ ∞
0
g(x+ y)ν(α)(ω, dy)
)
· cos
(
−e−αx
∫ ∞
0
h(x+ y)ν(α)(ω, dy)
)
dP (ω)
=
∫ (
1− e−αx
∫ ∞
0
g(x+ y)ν(α)(ω, dy) + e−2αxA3(ω, x)
)
·
(
1 + e−2αxA4(ω, x)
)
dP (ω)
= 1− e−αx
∫
g(x+ y)ν(α)(dy) + e−2αxB11(x).
Insgesamt erhalten wir also
g(x) =
∫
g(x+ y)ν(α)(dy) +B12(x)e
−αx fu¨r alle x ≥ x0,
d.h. g ist eine Lo¨sung der α − ICFE(ν(α), B˜2). Hierbei ist B˜2 : [x0;∞[→ R;x 7→ B12(x)e−αδx.
Daher gibt es dann eine beschra¨nkte Funktion ξ : [x0;∞[→ R und eine Konstante c ∈ R mit
g(x) = c+ ξ(x) · e−αx fu¨r alle x ≥ x0. (5.5.3)
Da g(x) ≥ 0 fu¨r alle x ∈ [x0;∞[ gilt, folgt c ≥ 0.
Insgesamt erhalten wir
−eαx logφ(e−x) = g(x) + i · h(x) = c+ i · d+ e−αxξ(x) + i · e−αδxη(x) fu¨r alle x ≥ x0.
Wenn wir eine Variablen-Transformation x = − log t vornehmen, so folgt
lim
t→0
t∈]0;t0(φ)[
− logφ(t)
tα
= lim
t→0
t∈]0;t0(φ)[
g(− log t) + ih(− log t) = c+ i · d.
2. Fall: T ist arithmetisch mit Spanne d.
113
Nach Lemma 1.3.12 ist dann ν(α) arithmetisch mit Spanne d.
Mit den gleichen Argumenten wie im nicht-arithmetischen Fall la¨sst sich zeigen, dass die Funktion
h : [x0;∞[→ R;x 7→ Im(−e
αx logφ(e−x))
eine Lo¨sung der verschobenen αδ − ICFE(ν(α), B˜1) ist. Daher gibt es eine beschra¨nkte Funktion
η : [x0;∞[→ R und eine additiv d-periodische Funktion q : [x0;∞[→ R mit
h(x) = q(x) + η(x) · e−αδx fu¨r alle x ≥ x0.
Analog kann man schließen, dass die Abbildung
g : [x0;∞[→ R;x 7→ Re(−e
αx logφ(e−x))
eine Lo¨sung der verschobenen α − ICFE(ν(α), B˜2) ist. Daher gibt es eine beschra¨nkte Funktion
ξ : [x0;∞[→ R und eine additiv d-periodische Funktion p : [x0;∞[→ [0;∞[ mit
g(x) = p(x) + ξ(x) · e−αx fu¨r alle x ≥ x0.
Wir ko¨nnen wegen der Periodizita¨t von p und q annehmen, dass diese Funktionen auf dem gesamten
Intervall [0;∞[ definiert sind.
Es gilt fu¨r jedes t ∈]0;∞[
lim
n→∞
− logφ(tθn
tαθαn
= lim
n→∞
g(− log t+n·d)+i·h(− log t+n·d) = p(− log t)+i·q(− log t) =: c(t)+i·d(t).
Fu¨r den Fall, falls der charakteristische Exponent von T gleich Eins ist, beno¨tigen wir den folgenden
Satz.
Satz 5.5.2. Die Kantengewichtsfolge T besitze den charakteristischen Exponenten αT = 1.
Sei φ ∈ F̂Σ(T, 0) und es gelte
(i) − logφ(t) = O (t(1 − log t)) fu¨r t→ 0; t ∈]0; t0(φ)[,
(ii) fu¨r alle γ ∈]0; 1[ gilt sup
t∈]0;t0(φ)[
∣∣∣∣− logφ(t)t − − logφ(tγ)tγ
∣∣∣∣ <∞.
Dann ist φ 1-elementar.
Beweis. Wir beschra¨nken uns auf den Fall, dass T nicht-arithmetisch ist, der arithmetische Fall
la¨sst sich wie im letzen Abschnitt des vorherigen Beweises nachweisen.
Im Folgendem seien Dn ∈]0;∞[, Bn : R→ R und An : Ω×R→ R fu¨r n ∈ N0 Konstanten bzw.
beschra¨nkte Funktionen, deren Werte sich aus den jeweils verwendeten Umformungen ergeben.
Wir setzen x0 := − log t0(φ) und definieren
g : [x0;∞[→ R;x 7→ Re(−e
x logφ(e−x)) = −ex log(
∣∣φ(e−x)∣∣)
und
h : [x0;∞[→ R;x 7→ Im(−e
x logφ(e−x)) = −ex argφ(e−x).
Dann gilt fu¨r alle x ∈ [x0;∞[
exp{−e−xg(x) + i(−e−xh(x))} (5.5.4)
=
∫
exp
{
−e−x
(∫ ∞
0
g(x+ y)ν(1)(ω, dy) + i
∫ ∞
0
h(x+ y)ν(1)(ω, dy)
)}
dP (ω).(5.5.5)
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Wegen der Voraussetzung (i) gilt
g(x) = O (1 + x) fu¨r x→∞;x ∈ [x0;∞[
und
h(x) = O (1 + x) fu¨r x→∞;x ∈ [x0;∞[.
Da T eine endliche Kantengewichtsfolge ist, gibt es eine Konstante K ∈ N so, dass fu¨r alle ω ∈ Ω
gilt ν(α)(ω, [0;∞]) < K.
Die Abbildung r : [0; 1] 7→ R;x 7→ −x log(x) (mit r(0) = 0 = lim x→0
x∈]0;1]
r(x)) ist durch 1 beschra¨nkt.
Damit gilt fu¨r alle ω ∈ Ω∫ ∞
0
y ν(1)(ω, dy) =
∞∑
k=1
−Tk(ω) logTk(ω) ≤ K.
Fu¨r alle x ∈ [x0;∞[, ω ∈ Ω gilt somit
∫ ∞
0
|g(x+ y)|ν(1)(ω, dy) ≤
∫ ∞
0
D1 · (1 + x+ y)ν
(1)(ω, dy)
≤
(
D1 · (1 + x)K +D1 ·
∫ ∞
0
yν(1)(ω, dy)
)
≤ (D1 · (1 + x)K +D1 ·K) = D2 · x.
Analog ergibt sich fu¨r alle x ∈ [x0;∞[, ω ∈ Ω∫ ∞
0
|h(x+ y)|ν(1)(ω, dy) ≤ D3 · x.
Aus der Voraussetzung (ii) folgt mit y := − log γ
sup
x∈[x0;∞[
|g(x)− g(x+ y) + i · (h(x) − h(x+ y)| <∞.
Damit sind die Abbildungen x 7→ g(x + y) − g(x) und x 7→ h(x + y) − h(x) fu¨r alle y ∈ [x0;∞[
beschra¨nkt.
Wir zeigen zuna¨chst, dass h eine Lo¨sung einer ICFE mit Fehlerterm ist. Im Folgendem sei δ ∈] 12 , 1[
eine fest gewa¨hlte Konstante.
Wir benutzen im Verlauf des restlichen Beweises, ohne gesondert darauf hinzuweisen, an verschie-
denen Stellen, dass die Abbildung x 7→ e−βx |x|γ fu¨r festes β, γ ∈]0;∞[ beschra¨nkt ist.
Sei x ∈ [x0;∞[.
Dann gilt
Im(exp(−e−xg(x) + i(−e−xh(x)))
= exp(−e−xg(x)) · sin(−e−xh(x))
= − exp(−e−xg(x)) · sin(e−xh(x))
= − exp(−e−
δ
2x · e−(1−
δ
2 )xg(x)) · (e−xh(x) +B0(e
−xh(x))
∣∣e−xh(x)∣∣1+δ)
= −(1 + e−
δ
2xB3(x)) · (e
−xh(x) + e−(1+
δ
2 )xe−
δ
2x |h(x)|1+δ B4(x))
= −(1 + e−
δ
2xB3(x)) · (e
−xh(x) + e−(1+
δ
2 )xB5(x))
= −e−xh(x) − e−(1+
δ
2 )xh(x)B3(x) − e
−(1+ δ2 )xB5(x)− e
− δ2xe−(1+
δ
2 )xB3(x)B5(x)
= −e−xh(x) − e−(1+
δ
4 )x
(
e−
δ
4xh(x)B3(x) + e
− δ4B5(x) − e
− δ2xe−
δ
4xB3(x)B5(x)
)
= −e−xh(x) − e−(1+
δ
4 )xB6(x).
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Weiterhin gilt
Im(
∫
exp
{
−e−x
(∫ ∞
0
g(x+ y)ν(1)(ω, dy) + i
∫ ∞
0
h(x+ y)ν(ω, dy)
)}
dP (ω))
= −
∫
exp
(
−e−x
∫ ∞
0
g(x+ y)ν(1)(ω, dy)
)
· sin
(
e−x
∫ ∞
0
h(x+ y)ν(1)(ω, dy)
)
dP (ω)
= −
∫ (
1 + e−δxA0(ω, x)
)
·
(
e−x
∫ ∞
0
h(x+ y)ν(1)(ω, dy) + e−(1+
δ
2 )xA1(ω, x)
)
dP (ω)
= −e−x
∫ ∫ ∞
0
h(x+ y)ν(1)(ω, dy)dP (ω) +B7(x)e
−(1+ δ4 )x
= −e−x
∫
h(x+ y)ν(1)(dy) +B7(x)e
−(1+ δ4 )x.
Also gilt wegen der Gleichung (5.5.4)
h(x) =
∫
h(x+ y)ν(1)(dy) +B8(x)e
− δ4x fu¨r alle x ≥ x0,
d.h. h ist eine Lo¨sung der verschobenen δ/2 − ICFE(ν(1), B˜1), wobei B˜1 : [x0;∞[→ R;x 7→
B8(x)e
− δ4x.
Daher gibt es eine beschra¨nkte Funktion η : [x0;∞[→ R und eine Konstante d ∈ R mit
h(x) = d+ η(x) · e−
δ
2x fu¨r alle x ≥ x0.
Insbesondere folgt damit, dass h beschra¨nkt ist.
Wir zeigen nun, dass auch g eine Lo¨sung einer ICFE mit Fehlerterm ist.
Sei x ∈ [x0;∞[. Dann gilt
Re(exp(−e−xg(x) + i · (−e−xh(x))) = exp(−e−xg(x)) · cos(−e−xh(x))
= (1− e−xg(x) +B9(x)e
−2δx)(1 + e−2xB10(x))
= 1− e−xg(x) + e−2δxB11(x).
Fu¨r die rechte Seite von (5.5.4) gilt
Re(
∫
exp
{
−e−x
(∫ ∞
0
g(x+ y)ν(1)(ω, dy) + i
∫ ∞
0
h(x+ y)ν(1)(ω, dy)
)}
dP (ω))
=
∫
exp
(
−e−x
∫ ∞
0
g(x+ y)ν(α)(ω, dy)
)
· cos
(
e−x
∫ ∞
0
h(x+ y)ν(1)(ω, dy)
)
dP (ω)
=
∫ (
1− e−x
∫ ∞
0
g(x+ y)ν(1)(ω, dy) + e−2δxA3(ω, x)
)
· (1 + e−2xA4(ω, x))dP (ω)
= 1− e−x
∫
g(x+ y)ν(1)(dy) + e−2δxB12(x).
Daraus erhalten wir (wegen der Gleichung (5.5.4))
g(x) =
∫
g(x+ y)ν(1)(dy) +B13(x)e
−(2δ−1)x fu¨r alle x ≥ x0,
d.h. g ist eine Lo¨sung der verschobenen (2δ − 1)− ICFE(ν(1), B˜2), wobei B˜2 : [x0;∞[→ R;x 7→
B13(x)e
−(2δ−1)x. Man beachte, dass wegen δ ∈] 12 ; 1[ die Ungleichung 2δ − 1 > 0 gilt.
Daher gibt es eine beschra¨nkte Funktion ξ : [x0;∞[→ R und eine Konstante c ∈ R mit
g(x) = c+ ξ(x) · e−(2δ−1)x fu¨r alle x ≥ x0.
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Wegen g ≥ 0, folgt c ≥ 0.
Insgesamt gilt, nach einer Variablentransformation x = − log t,
lim
t→0
t∈]0;to(φ)[
− logφ(t)
t
= lim
t→0
t∈]0;to(φ)[
g(− log t) + ih(− log t) = c+ i · d.
5.6. Repra¨sentationssatz
In diesem Abschnitt wollen wir einen Zusammenhang zwischen Lo¨sungen stochastischer Fixpunkt-
gleichungen und unbegrenzt teilbaren Verteilungen wie in der Arbeit [15] von Caliebe aufzeigen.
Das Neue an unserem Resultat ist, dass wir Stopplinien anstelle von Generationslinien Vn mit
n ∈ N benutzen.
In diesem Abschnitt benutzen wir Resultate aus dem Buch
”
Grenzverteilungen von Summen un-
abha¨ngiger Zufallsgro¨ßen“ von B.W.Gnedenko und A.N.Kolmogorov (siehe [25]).
In diesem Buch werden sogenannte Stieltjessche Integrale benutzt, d.h. Integrale der Form∫ b
a
f(x)dΦ(x),
wobei Φ : R→ R eine nichtabnehmende, linksseitig stetige Funktion ist.
Fu¨r eine Erla¨uterung dieses Integralbegriffes verweisen wir auf das erste Kapitel in der Einfu¨hrung
des Buches [25].
Unbegrenzt teilbare Verteilungen
Der folgende Satz ergibt sich aus Satz 1 im Paragraph 18 in [25] und den Erla¨uterungen auf Seite
82.
Satz 5.6.1. Sei X eine Zufallsgro¨ße mit einer unbegrenzt teilbaren Verteilung.
Dann gibt es Funktionen M : [−∞; 0[→ [0;∞] und N :]0;∞]→ [−∞, 0] mit den Eigenschaften
(i) M(−∞) = 0, N(∞) = 0,
(ii) M und N sind nichtabnehmend und linksseitig stetig,
(iii) fu¨r alle ε > 0 gilt
∫ 0
−ε u
2dM(u) +
∫ ε
0 u
2dN(u) <∞
und Konstanten γ ∈ R, σ2 ∈ [0;∞[ so, dass
logφX(t) = iγt−
σ2
2
t2 +
∫ 0
−∞
(
eiut − 1−
iut
1 + u2
)
dM(u) +
∫ ∞
0
(
eiut − 1−
iut
1 + u2
)
dN(u)
fu¨r alle t ∈ R gilt. Diese Darstellung unbegrenzt teilbarer Verteilungen nennt man auch Le´vysche
Formel zu den Parametern (γ, σ2,M,N).
Definition 5.6.2. Sei (kn)n∈N ∈ NN eine monoton wachsende Folge mit kn −−−−→
n→∞
∞. Dann
nennen wir eine Familie ((Xn,m)m≤kn)n∈N von Zufallsgro¨ßen ein Dreiecksschema.
Ein solches Dreiecksschema soll unabha¨ngig genannt werde, falls fu¨r alle n ∈ N die Zufallsgro¨ßen
Xn,1, ..., Xn,kn stochastisch unabha¨ngig sind.
Daru¨ber hinaus soll das Dreiecksschema infinitesimal heißen, falls fu¨r alle ε > 0 gilt
sup
1≤m≤kn
P ({|Xn,m| > ε}) −−−−→
n→∞
0.
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Satz 5.6.3. Satz 1 in §25 in Gnedenko und Kolmogorov.
Sei (Xn,m)m≤kn ein unabha¨ngiges und infinitesimales Dreiecksschema und sei fu¨r alle n ∈ N und
m ≤ kn Fn,m die zu Xn,m geho¨rige Verteilungsfunktion.
Damit bei geeigneter Wahl der Konstanten (An)n∈N die Verteilung von
Sn :=
kn∑
m=1
Xn,m −An
gegen eine Grenzverteilung S∞ konvergiert, ist notwendig und hinreichend, dass nichtabnehmende
Funktionen
M : [−∞, 0[→ [0;∞] und N :]0;∞]→ [−∞, 0]
existieren mit M(−∞) = 0 = N(∞) und eine Konstante σ2 ≥ 0 mit
(i) fu¨r alle u ∈ [−∞, 0[, die ein Stetigekeitspunkt von M sind, gilt
lim
n→∞
kn∑
m=1
Fn,m(u) =M(u)
(ii) fu¨r alle u ∈]0,∞], die ein Stetigekeitspunkt von N sind, gilt
lim
n→∞
kn∑
m=1
(Fn,m(u)− 1) = N(u)
(iii)
σ2 = lim
ε→0
lim sup
n→∞
kn∑
m=1
{∫ ε
−ε
x2dFn,m(x) −
(∫ ε
−ε
x dFn,m(x)
)2}
.
Die Konstanten An, n ∈ N ko¨nnen nach der Formel
An =
kn∑
m=1
∫ τ
−τ
x dFn,m(x) − γ(τ)
gewa¨hlt werden. Hierbei ist γ(τ) eine beliebige Konstante und −τ bzw. +τ sind Stetigkeitspunkte
der Funktionen M bzw. N .
Definiert man dann
γ := γ(τ)−
∫ 0
−τ
u3
1 + u2
dM(u)−
∫ τ
0
u3
1 + u2
dN(u) +
∫ −τ
−∞
u
1 + u2
dM(u) +
∫ ∞
τ
u
1 + u2
dN(u),
so erfu¨llt φS∞ die Le´vysche Formel mit den Parametern (γ, σ
2,M,N).
Formulierung und Beweis des Repra¨sentationssatzes
Wie anfgangs erwa¨hnt, erweitern wir nun die Konstruktion, wie sie im Abschnitt 4 in der Arbeit
[14] von Caliebe vorgestellt wurde.
Im Folgenden sei T = (Tk)k∈N stets eine endliche, L1-regula¨re Kantengewichtsfolge mit charakte-
ristischem Exponenten α := αT ∈]0;∞[. Außerdem sei Y eine Zufallsgro¨ße mit L(Y ) ∈ FΣ(T, 0)
und (Yv)v∈V eine Familie stochastisch unabha¨ngiger, identisch verteilter Zufallsgro¨ßen mit Yv
d
= Y
fu¨r alle v ∈ V. Zusa¨tzlich seien L = (Lv)v∈V und (Yv)v∈V stochastisch unabha¨ngig.
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Als Konsequenz erhalten wir aus dem Lemma 5.1.13 das folgende Resultat.
Fu¨r jede f.s. geschlossene und f.s. beschra¨nkte Stopplinie L gilt
Y
d
=
∑
v∈L
LvYv. (5.6.1)
Sei a = (an)n∈N ∈ F0 I.
Fu¨r alle v ∈ V und n ∈ N definieren wir
K(n)v := 11{0<Lv<an,LV(v)≥an}Lv
und
K
(n) := (K(n)v )v∈V.
Außerdem setze wir K(n) :=
{
K
(n)(ω) | w ∈ Ω
}
und L := {L(ω) | ω ∈ Ω}.
Man beachte, dass fu¨r alle n ∈ N die Zufallsgro¨ße K(n) ALan -messbar ist.
Fu¨r alle n ∈ N setzen wir
Zn(l) :=
∑
v∈V
11{0<lv<an,lV(v)≥an}lvYv fu¨r alle l ∈ L
und
Z˜n(k) :=
∑
v∈V
kvYv fu¨r alle k ∈ K
(n).
Es gilt dann
Zn(L) = Z˜n(K
(n)).
Wir definieren fu¨r alle n ∈ N und alle l ∈ L
Mn(l) :=
{
v ∈ V | 0 < lv < an, lV(v) ≥ an
}
.
Dann ist Mn(l) fu¨r alle l ∈ L eine beschra¨nkte Linie und es gilt
Zn(l) =
∑
v∈Mn(l)
lvYv.
Das folgende Lemma ist ein Analogon zum Lemma 4, Abschnitt 4 in [14].
Lemma 5.6.4. Die Familie ((lvYv)v∈Mn(l))n∈N ist fu¨r P
L fast alle l := (lv)v∈V ∈ L ein un-
abha¨ngiges und infinitesimales Dreiecksschema.
Beweis. Da die zugrundeliegende Kantengewichtsfolge endlich ist und fu¨r alle n ∈ N Lan f.s. be-
schra¨nkt ist, gilt fu¨r jedes n ∈ N, dass Lan f.s. nur endlich viele Knoten v mit Lv 6= 0 entha¨lt.
Daher gilt fu¨r PL fast alle l ∈ L, dass Mn(l) nur endlich viele Knoten entha¨lt.
Da die Stopplinienfolge (Lan)n∈N monoton ist, ist (lvYv)v∈Mn(l) fu¨r P
L fast alle l ∈ [0; 1]V ein
Dreiecksschema.
Die Unabha¨ngigkeit des Dreiecksschemas folgt, da die Familie (Yv)v∈V stochastisch unabha¨ngig
ist und fu¨r alle n ∈ N die Menge Mn(l) fu¨r PL fast alle l ∈ L eine Linie ist.
IFu¨r eine Definition von F0 siehe das Kapitel ”
Darstellungssatz“
119
Weiterhin gilt fu¨r alle ε > 0 und alle l = (lv)v∈V ∈ L
sup
v∈Mn(l)
P (|lvYv| ≥ ε) = sup
v∈Mn(l)
P (|Yv| ≥
ε
lv
)
= sup
v∈Mn(l)
P (|Y | ≥
ε
lv
)
≤ P (|Y | ≥
ε
supv∈ Mn(l) lv
).
Da sup
v∈Lan
Lv
f.s.
−−−−→
n→∞
0, folgt sup
v∈Mn(l)
P (|lvYv| ≥ ε) −−−−→
n→∞
0 fu¨r PL fast alle l ∈ L.
Fu¨r alle t ∈ R und alle n ∈ N definieren wir
Fn(t) := E
(
11]−∞;t](
∑
v∈Lan
LvYv)
∣∣∣∣∣ALan
)
.
Außerdem definieren wir fu¨r alle l ∈ L und alle k ∈ K(n)
G
(n)
t (l) := FZn(l)(t) = E
(
11]−∞,t](Zn(l))
)
und
G˜
(n)
t (k) := FeZn(k)(t) = E
(
11]−∞,t](Z˜n(k))
)
.
Es gilt dann fu¨r alle t ∈ R und alle n ∈ N
Fn(t) = G˜
(n)
t (K
(n)) = G
(n)
t (L),
d.h. fu¨r alle ω ∈ Ω und l := L(ω) ∈ L gilt
Fn(t)(ω) = G
(n)
t (l) = FZn(l)(t).
Das sich anschließende Lemma ergibt sich mit a¨hnlichen Argumenten, wie das Lemma 5, Abschnitt
4 in [14].
Lemma 5.6.5. Fu¨r alle t ∈ R ist (Fn(t),ALan )n∈N ein Martingal.
Beweis. Sei t ∈ R.
Die ALan -Messbarkeit von Fn(t) fu¨r alle n ∈ N gilt wegen der Definition.
Aufgrund der Fixpunktgleichung, bzw. der Gleichung 5.6.1 ergibt sich fu¨r alle n ∈ N
E (Fn+1(t)|ALan )
= E
(
11]−∞;t]
( ∑
v∈Lan+1
LvYv
)∣∣∣∣∣ALan
)
= E
(
11]−∞;t]
( ∑
v∈Lan ;Lv 6=0
Lv11{Lv<an+1}Yv
+Lv11{Lv≥an+1}
∑
w∈V
11{Lw(v)<
an+1
Lv
,LV(w)(v)≥
an+1
Lv
}Lw(v)Yvw
)∣∣∣∣∣ALan
)
= E
11]−∞;t]( ∑
v∈Lan ;Lv 6=0
LvYv
)∣∣∣∣∣∣ALan

= Fn(t).
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Da das Martingal (Fn(t),ALan )n∈N positiv und beschra¨nkt ist, gibt es nach dem Martingalkon-
vergenzsatz eine Zufallsgro¨ße F∞(t) mit
Fn(t)
f.s.,L1
−−−−→
n→∞
F∞(t)
und 0 ≤ E (F∞(t)) ≤ E (F1(t)) ≤ 1.
Daher gibt es u.a. fu¨r PL fast alle l ∈ L den Grenzwert
G∞t (l) := limn→∞
G
(n)
t (l) = limn→∞
FZn(l)(t).
Wir kommen nun zum Hauptsatz dieses Abschnittes, dieser entspricht dem Lemma 6, Abschnitt
5 in [14].
Satz 5.6.6. Repra¨sentationssatz.
Fu¨r PL fast alle l ∈ L existiert eine Zufallsgro¨ße Z(l), die eine unbegrenzt teilbare Verteilung
besitzt, mit
Zn(l)
w
−−−−→
n→∞
Z(l).
Fu¨r die Parameter (γ(l), σ2(l),M(l), N(l)) der Le´vy-Repra¨sentation von Z(l) gelten die folgenden
Aussagen.
Fu¨r jedes u ∈ [−∞; 0[, das eine Stetigkeitsstelle von M(l) ist, gilt
M(l)(u) = lim
n→∞
∑
v∈Mn(l)
FY
(
u
lv
)
.
Fu¨r jedes u ∈]0;∞], das eine Stetigkeitsstelle von N(l) ist, gilt
N(l)(u) = − lim
n→∞
∑
v∈Mn(l)
(
1− FY
(
u
lv
))
.
Es gilt
σ2(l) = lim
ε→0
lim sup
n→∞
∑
v∈Mn(l)
l2(v)∫ ε/lv
−ε/lv
u2 dFY (u)− l
2
v
(∫ ε/lv
−ε/lv
u dFY (u)
)2 .
Weiterhin gilt fu¨r alle τ ∈]0;∞] mit −τ ist Stetigkeitspunkt von M(l) und +τ ist Stetigkeitspunkt
von N(l)
γ(τ)(l) = lim
n→∞
∑
v∈Mn(l)
lv
∫ τ/lv
−τ/lv
u dFY (u).
Die Konstante γ(l) berechnet sich dann zu
γ(l) = γ(τ)(l)−
∫ 0
−τ
u3
1 + u2
dM(l)(u)−
∫ τ
0
u3
1 + u2
dN(l)(u)+
∫ −τ
−∞
u
1 + u2
dM(l)(u)+
∫ ∞
τ
u
1 + u2
dN(l)(u).
Beweis. Wir ko¨nnen eine abza¨hlbare, dichte Teilmenge D von R und eine Teilmenge Q von L
finden mit PL(Q) = 1 so, dass fu¨r alle t ∈ D und l ∈ Q gilt
Fn(l)(t) := G
(n)
t (l) −−−−→
n→∞
G∞t (l).
Sei l ∈ Q.
Wir definieren dann
F (l) : R→ [0; 1]; t 7→ sup
s∈D;s≤t
G∞t (l),
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und erhalten fu¨r alle Stetigkeitspunkt t ∈ R von F (l)
Fn(l)(t) −−−−→
n→∞
F (l)(t).
Sei C die Menge der Stetigkeitsstellen von F (l). Dann gilt
E
(
lim
t→∞
F (L)(t)
)
= lim
t→∞
E (F (L)(t)) wg. monotoner Konvergenz
= lim
t→∞;t∈C
E
(
lim
n→∞
G
(n)
t (L)
)
= lim
t→∞;t∈C
lim
n→∞
E
(
G
(n)
t (L)
)
wg. L1-Konvergenz
= lim
t→∞;t∈C
lim
n→∞
E
(
G
(1)
t (L)
)
wg. Martingal-Eigenschaft
= lim
t→∞;t∈C
E
(
G
(1)
t (L)
)
= 1.
Also gilt fu¨r PL fast alle l ∈ L
lim
t→∞
F (l)(t) = 1.
Mit a¨hnlich Argumenten kann man zeigen
lim
t→−∞
F (l)(t) = 0
fu¨r PL fast alle l ∈ L .
Sei nun Z(l) eine Zufallsgro¨ße mit Verteilungsfunktion F (l).
Mit Satz 1 in §9 in [25] folgt dann die schwache Konvergenz von Zn(l) =
∑
v∈Mn(l)
lvYv gegen
Z(l).
Da ((lvYv)v∈Mn(l))n∈N ein unabha¨ngiges und infinitesimales Dreiecksschema ist und Zn(l) schwach
gegen Z(l) konvergiert, ko¨nnen wir Satz 1 in §25 von Gnedenko Kolmogorov anwenden und erhalten
die Behauptung.
Abschließend betrachten wir eine
”
deterministische“ Version des Exzess-Maß
Wir definieren fu¨r alle n ∈ N und alle l ∈ L das Maß
µ(α)an :=
∑
v∈Mn(l)
lαv δlv/a.
Nach Korollar 2.2.11 gilt
µ(α)an ([0; t[) −−−−→n→∞
w(α) · µ(α)([0; t[) bzw. µ(α)an ([t; 1]) −−−−→n→∞
w(α) · µ(α)([t; 1]),
wobei w(α) := limn→∞
∑
v∈Vn
lαv
5.7. Regularita¨tssatz
Der Regularita¨tssatz ist der letzte von uns beno¨tigte Baustein, um eine Darstellung der Fourier-
Transformation von Lo¨sungen stochastischer Fixpunktgleichungen zu erhalten.
Satz 5.7.1. Regularita¨tssatz.
Sei T eine endliche, L1-regula¨re Kantengewichtsfolge mit charakteristischem Exponenten α ∈
]0;∞[. Sei φ ∈ F̂Σ(T, 0) und F die zugeho¨rige Verteilungsfunktion.
Dann gilt 1− F (x) = O (x−α) und F (−x) = O (x−α) fu¨r x −→∞.
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Beweis. 1. Fall: T nicht-arithmetisch.
Sei Y eine Zufallsgro¨ße mit Fourier-Transformierten φ und Verteilungsfunktion F .
Wir zeigen die Behauptung per Widerspruch. Dazu nehmen wir an
lim sup
x→∞
(1 − F (x))xα =∞ oder lim sup
x→∞
F (−x)xα =∞.
1.1. Fall: lim sup
x→∞
(1− F (x))xα =∞.
Dann gibt es eine monoton steigende Folge (bn)n∈N ∈]0;∞[N mit
• bn −−−−→
n→∞
∞,
• (1− F (bn))bαn −−−−→
n→∞
∞.
Setze an :=
1
bn
fu¨r alle n ∈ N. Dann gilt (an)n∈N ∈ F0.
Wir finden nach dem Repra¨sentationssatz eine Menge Q ⊆ L mit PL(Q) = 1 so, dass fu¨r alle
l ∈ Q die Resultate aus dem Repra¨sentationssatz gelten.
Sei l ∈ Q fest gewa¨hlt.
Annahme: N(l) besitzt in ]0; 1[ einen Stetigkeitspunkt u.
Dann gilt fu¨r alle n ∈ N und alle x ∈ [u; 1](
1− F
(
u
anx
))(
u
anx
)α
≥
(
1− F
(
1
an
))(
u
an
)α
Es gilt daher fu¨r alle n ∈ N
−
∑
v∈Mn(l)
(
1− F
(
u
lv
))(
u
lv
)α(
lv
u
)α
= −
1
uα
∫
[0;1[
(
1− F
(
u
anx
))(
u
anx
)α
µ(α)an (dx)
≤ −
1
uα
∫
[u;1[
(
1− F
(
u
anx
))(
u
anx
)α
µ(α)an (dx)
≤ −
1
uα
∫
[u;1[
(
1− F
(
1
an
))(
u
an
)α
µ(α)an (dx)
= −
(
1− F
(
1
an
))(
1
an
)α
µ(α)an ([u; 1[).
Da µ
(α)
an ([u; 1[) −−−−→
n→∞
w(α) · µ(α) ([u; 1[) > 0 , gilt
N(l)(u) = lim
n→∞
−
∑
v∈Mn(l)
(
1− F
(
u
lv
))(
u
lv
)α(
lv
u
)α
= −∞.
Da N(l) monoton steigend ist, folgt N(l)(x) = −∞ fu¨r alle x ∈]0;u].
Dies ist aber wegen Eigenschaft (iii) aus Satz 5.6.1 nicht mo¨glich.
Daher besitzt N(l) keinerlei Stetigkeitspunkte in ]0; 1].
Falls N(l) beschra¨nkt ist auf dem Intervall ]0; 1], so folgt aus der Monotonie von N(l), dass N(l)
nur abza¨hlbar viele Sprungstellen besitzt. Damit muss N(l) unbeschra¨nkt sein, was aber aber
aufgrund von Eigenschaft (iii) aus Satz 5.6.1 nicht mo¨glich ist.
1.2. Fall: lim sup
x→∞
F (−x)xα =∞.
Dann gibt es eine monoton steigende Folge (bn)n∈N ∈]0;∞[N mit
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• bn −−−−→
n→∞
∞,
• (F (−bn))bαn −−−−→n→∞
∞.
Setze an :=
1
bn
fu¨r alle n ∈ N.
Die Folge (Lan)n∈N ist eine monoton aufsteigend Folge von f.s. beschra¨nkten und f.s. geschlossenen
Stopplinien.
Wir finden nach dem Repra¨sentationssatz eine Menge Q ⊆ L mit PL(Q) = 1 so, dass fu¨r alle
l ∈ Q die Resultate aus dem Repra¨sentationssatz gelten.
Sei l ∈ Q fest gewa¨hlt.
Annahme es gibt ein u ∈]0; 1[ mit −u ist Stetigkeitspunkt von M(l).
Dann gilt fu¨r alle n ∈ N und alle x ∈ [u; 1](
F
(
−u
anx
))(
u
anx
)α
≥
(
F
(
−
1
an
))(
u
an
)α
.
Es gilt daher fu¨r alle n ∈ N∑
v∈Mn(l)
(
F
(
−
u
lv
))(
u
lv
)α(
lv
u
)α
=
1
uα
∫
[0;1[
(
F
(
−
u
anx
))(
u
anx
)α
µ(α)an (dx)
≥
1
uα
∫
[u;1[
(
F
(
−
u
anx
))(
u
anx
)α
µ(α)an (dx)
≥
∫
[u;1[
(
F
(
−
1
an
))(
1
an
)α
µ(α)an (dx)
=
(
F
(
−
1
an
))(
1
an
)α
µ(α)an ([u; 1[).
Da µ
(α)
an ([u; 1[) −−−−→
n→∞
w(α)µ(α) ([u; 1[) > 0 , gilt
M(l)(−u) = lim
n→∞
∑
v∈Mn(l)
(
F
(
−
u
lv
))(
u
lv
)α(
lv
u
)α
=∞.
Da M(l) monoton steigend ist, folgt M(l)(−x) =∞ fu¨r alle x ∈]0;u].
Mit denselben Argumenten wie am Schluss des Falles 1.1. kann nun gezeigt werden, dass dies zu
einem Widerspruch fu¨hrt.
2.Fall T arithmetisch mit Spanne d.
Setze θ := e−d.
Wie im nicht-arithmetischen Fall zeigt man, dass
lim sup
n→∞
(1− F (yθ−n)) · yαθ−αn <∞ und lim sup
n→∞
F (−yθ−n) · yαθ−αn <∞
fu¨r alle y ∈]0;∞[ gilt.
Wir zeigen nun, dass lim sup
x→∞
(1 − F (x))xα <∞ und lim sup
x→∞
(1− F (x))xα <∞ gilt.
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Sei N ∈ N so, dass fu¨r alle n ≥ N
sup
k≥n
((1 − F (θ−k))θ−αk) ≤ 2 · lim sup
n→∞
((1− F (θ−k))θ−αk) <∞
gilt.
Sei x ≥ θ−(N−1).
Sei y ∈ [θ; 1] und n ≥ N mit y = θnx.
Es folgt
(1 − F (x))xα = (1− F (yθ−n))yαθ−αn
≤ sup
k≥n
(1− F (yθ−k))yαθ−αk
≤
yα
θa
sup
k≥n
(1− F (θ−k+1))θ−α(k−1)
≤
yα
θa
2 · lim sup
n→∞
(1− F (θ−k))θ−α(k−1) <∞.
Mit a¨hnlichen Abscha¨tzungen erha¨lt man
F (−x)xα ≤
yα
θa
2 · lim sup
n→∞
(1 − F (θ−k))θ−α(k−1) <∞.
5.8. Darstellungssatz
Dieser Abschnitt charakterisiert die Fourier-Transformierte von Wahrscheinlichkeitsmaßen aus
F̂Σ(T, 0) bzw. F̂Σ(T,C) unter gewissen Annahmen an die Kantengewichtsfolge T und die Zu-
fallsgro¨ße C.
Satz 5.8.1. Darstellungssatz, homogener Fall.
Sei T eine endliche, L1-regula¨re Kantengewichtsfolge mit charakteristischem Exponenten α :=
αT ∈]0;∞[.
Sei φ ∈ F̂Σ(T, 0).
Sei T nicht-arithmetisch.
• Ist α > 2, so gilt φ(t) = 1 fu¨r alle t ∈ R.
• Ist α = 2, so gibt es eine Konstante c ∈ [0;∞[ mit
φ(t) = E
(
exp
(
−
c
2
t2 ·W (2)
))
fu¨r alle t ∈ R.
Falls 0 < α < 2 und T nicht-arithmetisch ist, so gibt es Konstanten c ∈ [0;∞[, d ∈ R mit
φ(t) = E
(
exp(− |t|α ·W (α)(c+ i · sgn(t)d))
)
fu¨r alle t ∈ R.
Falls 0 < α < 2 und T arithmetisch mit Spanne r ist, so gibt es multiplikativ θ-periodische
Funktionen c : [0;∞[→ [0;∞[ und d : [0;∞[→ R mit
φ(t) = E
(
exp(− |t|α ·W (α)(c(|t|) + i · sgn(t)d(|t|)))
)
fu¨r alle t ∈ R. Hierbei ist θ := e−r.
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Beweis. Sei φ ∈ F̂Σ(T, 0), F die zugeho¨rige Verteilungsfunktion und Y eine Zufallsgro¨ße mit Ver-
teilungsfunktion F .
Seien Yk; k ∈ N stochastisch unabha¨ngige und identisch verteilte Zufallsgro¨ßen mit Yk
d
= Y fu¨r
alle k ∈ N. Weiterhin sei (Yk)k∈N und (Tk)k∈N stochastisch unabha¨ngig.
Nach dem Regularita¨tssatz gilt dann 1− F (x) = O (x−α) und F (−x) = O (x−α) fu¨r x→∞.
Nach Theorem 11.3.1 in [30] besitzt dann Y fu¨r alle r ∈ [0;α[ das absolute r-Moment, d.h.
E |Y |r <∞.
Mit Theorem 1 in Kapitel 8.4 in [18] bzw. Satz 41.3 in [3] folgt daraus
φ(t) =
⌊α⌋∑
k=0
(it)k E
(
Y k
)
k!
+O
(
|t|β
)
fu¨r t −→ 0,
fu¨r alle β ∈ [⌊α⌋ , α[.
1. Fall: α > 2.
Da α der charakteristische Exponent ist, gilt m(α) = 1 und m(β) 6= 1 fu¨r alle β < α. Daraus folgt
insbesondere m(1) 6= 1 und m(2) 6= 1.
Da Y die stochastische Fixpunktgleichung erfu¨llt, gilt E (Y ) = E (
∑∞
k=1 TkYk) = m(1) · E (Y ).
Da m(1) 6= 1, folgt damit E (Y ) = 0. Mit derselben Schlussweise folgt E
(
Y 2
)
= 0. Damit ist Y
konstant gleich Null, d.h. φ(t) = 1 fu¨r alle t ∈ R.
2. Fall: α = 2.
Wie im vorangegangenen Fall ko¨nnen wir schließen, dass E (Y ) = 0 gilt.
Wir zeigen per Widerspruch, dass VarY = E
(
Y 2
)
<∞ gilt.
Sei a eine Folge aus F0. Falls T arithmetisch ist, so wa¨hle a mit {an | n ∈ N} ⊆ {θn | n ∈ N}.
Wir finden nach dem Repra¨sentationssatz eine Menge Q ⊆ L mit PL(Q) = 1 so, dass fu¨r alle
l ∈ Q die Resultate aus dem Repra¨sentationssatz gelten.
Sei l = (lv)v∈V ∈ Q fest gewa¨hlt.
Dann gilt fu¨r den Parameter σ2(l) der Le´vy-Darstellung von Z(l)
σ2(l) = lim
ε→0
lim sup
n→∞
∑
v∈Mn(l)
l2v
ε/lv∫
−ε/lv
u2dF (u)− l2v
 ε/lv∫
−ε/lv
udF (u)

2 <∞.
Wir zeigen, dass σ2(l) =∞ gilt, was zum gewu¨nschten Widerspruch fu¨hrt.
Sei ε > 0.
Setze C1 := supr≥0
r∫
−r
udF (u). Da E (Y ) = 0 gilt, folgt C1 <∞.
Damit gilt fu¨r alle m ∈ N
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lim sup
n→∞
∑
v∈Mn(l)
l2v
ε/lv∫
−ε/lv
u2dF (u)− l2v
 ε/lv∫
−ε/lv
udF (u)

2
≥ lim sup
n→∞
∑
v∈Mn(l)
l2v
ε/lv∫
−ε/lv
u2dF (u)− l2vC
2
1

≥ lim sup
n→∞
∑
v∈Mn(l)
l2v
ε/am∫
−ε/am
u2dF (u)− l2vC
2
1

= lim
n→∞
∑
v∈Vn
l2v · (
ε/am∫
−ε/am
u2dF (u)− C21 ).
Daraus folgt mit m→∞
lim sup
n→∞
∑
v∈Mn(l)
l2v
ε/lv∫
−ε/lv
u2dF (u)− l2v
 ε/lv∫
−ε/lv
udF (u)

2 =∞.
Damit gilt σ2(l) = ∞, d.h. wir haben einen Widerspruch. Also besitzt Y eine endliches zweites
Moment.
Mit Theorem 4 in [16] folgt, dass es eine Konstante c ≥ 0 gibt mit
φ(t) = E
(
exp(−
c
2
t2W (2))
)
fu¨r alle t ∈ R.
3. Fall: 0 < α < 1 oder 1 < α < 2.
Nach Theorem 11.3.3 in [30] folgt
1− φ(t) = O (|t|α) fu¨r t −→ 0,
d.h. φ ist α-regula¨r. Nach Satz 5.5.1 ist φ dann α-elementar. Die Behauptung folgt dann aus dem
Darstellungssatz fu¨r α-elementare Lo¨sungen.
4. Fall: α = 1.
Wir zeigen zuna¨chst
(i) 1− φ(t) = O (t(1− log t)) fu¨r t→ 0,
(ii) fu¨r alle γ ∈]0; 1[ gilt sup
t∈]0;∞[
∣∣∣∣1− φ(t)t − 1− φ(tγ)tγ
∣∣∣∣ <∞.
Im Folgenden seien D1, D2, D3... positive Konstanten, deren Wert sich aus den verwendenten
Ungleichungen ergeben.
Fu¨r alle t ∈]0; 1[ gilt
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|1− φ(t)| ≤
∫ ∣∣1− eitx∣∣ dF (x)
≤ t ·
∫ 1/t
−1/t
|x| dF (x) + 2 ·
∫ ∞
1/t
dF (x) + 2 ·
∫ −1/t
−∞
dF (x)
= t ·
∫ 1/t
0
(1− F (x))dx + t ·
∫ 1/t
0
F (−x)dx+ 2 ·
∫ ∞
1/t
dF (x) + 2 ·
∫ −1/t
−∞
dF (x)
≤ t · (1 +
∫ 1/t
1
(1 − F (x))dx) + t · (1 +
∫ 1/t
1
F (−x)dx) + 2 ·
∫ ∞
1/t
dF (x) + 2 ·
∫ −1/t
−∞
dF (x)
≤ t · (1 +D1 log(1/t)) + t · (1 +D2 log(1/t)) + t(D3 +D4)
≤ D5 · t · (1− log t).
Es folgt die Behauptung (i).
Kommen wir zur Behauptung (ii). Seien t ∈]0;∞[ und γ ∈]0; 1[. Dann gilt∣∣∣∣1− φ(t)t − 1− φ(tγ)tγ
∣∣∣∣ ≤ ∫ 1/tγ
−1/tγ
∣∣∣∣1− eixtt − 1− eixtγtγ
∣∣∣∣ dF (x)
+
∫ ∞
1/tγ
∣∣∣∣1− eixtt − 1− eixtγtγ
∣∣∣∣ dF (x)
+
∫ −1/tγ
−∞
∣∣∣∣1− eixtt − 1− eixtγtγ
∣∣∣∣ dF (x)
=: I(t) + II(t) + III(t).
Es gilt, wegen Lemma 1 in [18] oder Formel (41.5) in [3],
I(t) =
∫ 1/tγ
−1/tγ
∣∣∣∣1 + ixt− eixtt − 1 + ixtγ − eixtγtγ
∣∣∣∣ dF (x)
≤
∫ 1/tγ
−1/tγ
x2dF (x)
= 2 · t ·
(∫ 1/tγ
0
x(1− F (x))dx +
∫ 1/tγ
0
xF (−x)dx
)
≤ D5 · (1/γ).
Außerdem gilt
II(t) =
∫ ∞
1/tγ
∣∣∣∣1− eixtt − 1− eixtγtγ
∣∣∣∣ dF (x)
≤
∫ ∞
1/tγ
γ ·
∣∣1− eixt∣∣
tγ
dF (x) +
∫ ∞
1/tγ
∣∣1− eixtγ∣∣
tγ
dF (x)
≤ γ ·
∫ ∞
1/tγ
2
tγ
dF (x) +
∫ ∞
1/tγ
2
tγ
dF (x)
= γ ·
2
tγ
(1− F (1/tγ)) +
2
tγ
(1 − F (1/tγ))
γ<1
≤
4
tγ
(1− F (1/tγ))
Der letzte Term ist durch eine Konstante, etwaD6, beschra¨nkt da 1−F (x) = O
(
x−1
)
fu¨r x −→∞.
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Mit a¨hnlichen Argumenten ko¨nnen wir zeigen, dass
III(t) =
∫ −1/tγ
−∞
∣∣∣∣1− eixtt − 1− eixtγtγ
∣∣∣∣ dF (x)
≤
∫ −1/tγ
−∞
γ ·
∣∣1− eixt∣∣
tγ
dF (x) +
∫ −1/tγ
−∞
∣∣1− eixtγ∣∣
tγ
dF (x)
≤ γ ·
∫ −1/tγ
−∞
2
tγ
dF (x) +
∫ −1/tγ
−∞
2
tγ
dF (x)
= γ ·
2
tγ
F (−1/tγ)) +
2
tγ
F (−1/tγ))
γ<1
≤
4
tγ
F (−1/tγ)) ≤ D7
gilt.
Wegen Lemma 5.1.7 gilt damit
(i) − logφ(t) = O (t(1 − log t)) fu¨r t→ 0;,
(ii) fu¨r alle γ ∈]0; 1[ gilt sup
t∈]0;∞[
∣∣∣∣− logφ(t)t − − logφ(tγ)tγ
∣∣∣∣ <∞.
Mit Satz 5.5.2 folgt, dass φ 1-elementar ist. Die Behauptung in diesem Fall folgt aus dem Darstel-
lungssatz fu¨r 1-elementare Lo¨sungen.
Satz 5.8.2. Darstellungssatz I, inhomogener Fall.
Sei T eine endliche und L1-regula¨re Kantengewichtsfolge mit charakteristischem Exponenten α :=
αT ∈]0; 1[ und m(1) < 1. Sei C ein positiver Tollterm.
Sei φ ∈ F̂Σ(T,C).
(i) Falls T nicht-arithmetisch ist, so gibt es ein c ∈ [0;∞[ und ein d ∈ R mit
φ(t) = E
(
e−|t|
αW (α)·(c+i·sgn(t)d) · eitR∞
)
fu¨r alle t ∈ R.
(ii) Falls T arithmetisch mit Spanne r ist, so gibt es multiplikativ θ-periodische Funktionen c :
[0;∞[→ [0;∞[ und d : [0;∞[→ R mit
φ(t) = E
(
exp(− |t|α ·W (α)(c(|t|) + i · sgn(t)d(|t|)))
)
fu¨r alle t ∈ R. Dabei ist θ := e−r.
Beweis. Wir zeigen nur den nicht-arithmetischen Fall. Der arithmetische Fall la¨sst sich analog
zeigen.
Sei µ die zu φ geho¨rige Verteilung.
Dann gibt es nach Korollar 5.2.3 Zufallsgro¨ßen Y und Y0 mit L(Y ) = µ, Y0 ∈ FΣ(T, 0) und
E |Y − Y0| <∞.
Da L(Y0) ∈ F(T, 0) ist, gibt es z ∈ C mit 1− φY0(t) ∼ z · t
α fu¨r t −→ 0; t ∈]0;∞[.
Es gilt daher fu¨r alle t ∈]0;∞[
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∣∣∣∣1− φ(t)tα − z
∣∣∣∣ =
∣∣∣∣∣1− E
(
eitY
)
tα
− z
∣∣∣∣∣
=
∣∣∣∣E(1− eitY0tα
)
− z + E
(
eitY0(1 − eit(Y−Y0))
tα
)∣∣∣∣
≤
∣∣∣∣E(1− eitY0tα
)
− z
∣∣∣∣+ E(∣∣∣∣1− eit(Y−Y0)tα
∣∣∣∣)
Da L(Y0) α-elementar ist, gilt ∣∣∣∣E(1− eitY0tα
)
− z
∣∣∣∣ −−−→t→0 0.
Außerdem gilt, da α < 1 ist,
E
(∣∣∣∣1− eit(Y−Y0)tα
∣∣∣∣) ≤ t1−α E (|Y − Y0|) −−−→t→0 0.
Damit ist φ α-elementar und die Behauptung folgt aus Satz 5.3.2.
Satz 5.8.3. Darstellungssatz II, inhomogener Fall.
Sei T eine endliche und L1-regula¨re Kantengewichtsfolge mit charakteristischem Exponenten α :=
αT ∈]0; 2[ und m(2) < 1.
Sei C ein zentrierter Tollterm.
Sei φ ∈ F̂Σ(T,C).
(i) Falls T nicht-arithmetisch ist, so gibt es ein c ∈ [0;∞[ und ein d ∈ R mit
φ(t) = E
(
e−|t|
αW (α)·(c+i·sgn(t)d) · eitR∞
)
fu¨r alle t ∈ R.
(ii) Falls T arithmetisch mit Spanne r ist, so gibt es multiplikativ θ-periodische Funktionen c :
[0;∞[→ [0;∞[ und d : [0;∞[→ R mit
φ(t) = E
(
exp(− |t|α ·W (α)(c(|t|) + i · sgn(t)d(|t|)))
)
fu¨r alle t ∈ R. Dabei ist θ := e−r.
Beweis. Wir beschra¨nken uns der Einfachheit halber auf den nicht-arithmetischen Fall ein.
Der Beweis lehnt sich an den Beweis des vorherigen Satzes an. Wieder zeigen wir, dass φ α-
elementar ist, woraus sich die Behauptung mittels Satz 5.3.2 ergibt.
1. Fall: α ∈]0; 1[.
In diesem Fall kann man wie im Beweis zu 5.8.2 folgern, dass φ α-elementar ist.
2. Fall: α ∈ [1; 2[.
Sei µ die zu φ geho¨rige Verteilung.
Dann gibt es nach Korollar 5.2.4 Zufallsgro¨ßen Y und Y0 mit L(Y ) = µ, Y0 ∈ FΣ(T, 0) und
E
(
(Y − Y0)2
)
<∞, E (Y − Y0) = 0.
Da L(Y0) ∈ F(T, 0) ist, gibt es z ∈ C mit 1− φY0(t) ∼ z · t
α fu¨r t −→ 0; t ∈]0;∞[.
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Es gilt fu¨r alle t ∈]0;∞[
∣∣∣∣1− φ(t)tα − z
∣∣∣∣ ≤ ∣∣∣∣E(1− eitY0tα
)
− z
∣∣∣∣+ ∣∣∣∣E(1− eit(Y−Y0)tα
)∣∣∣∣+∣∣∣∣E(eitY0 · 1− eit(Y−Y0)tα
)
− E
(
1− eit(Y−Y0)
tα
)∣∣∣∣
=
∣∣∣∣E(1− eitY0tα
)
− z
∣∣∣∣+ ∣∣∣∣1− φY−Y0(t)tα
∣∣∣∣+∣∣∣∣E( (1 − eit(Y−Y0))(eitY0 − 1)tα
)∣∣∣∣
≤
∣∣∣∣E(1− eitY0tα
)
− z
∣∣∣∣+ ∣∣∣∣1− φY−Y0(t)tα
∣∣∣∣+
E
(∣∣1− eit(Y−Y0)∣∣ · ∣∣1− eitY0 ∣∣
tα
)
=: I(t) + II(t) + III(t).
Da L(Y0) α-elementar ist, gilt
I(t) =
∣∣∣∣E(1− eitY0tα
)
− z
∣∣∣∣ −−−→t→0 0.
Da E (Y − Y0) = 0 und E
(
(Y − Y0)
2
)
< ∞ gilt φY−Y0(t) = 1 +O
(
|t|2
)
fu¨r t → 0. Daraus folgt,
da α < 2
II(t) =
∣∣∣∣1− φY−Y0(t)tα
∣∣∣∣ −−−→t→0 0.
Wir setzen q := α− 2−α4 =
5
4α−
1
2 ∈]0;α[ und p := α+
2−α
2 =
α
2 + 1 ∈]0; 2[.
Dann gilt p2 ,
q
2 ∈]0; 1[ und
q
2
+
p
2
=
7
8
α+
1
4
> α.
Es gilt fu¨r alle t ∈]0;∞[ und alle δ ∈ [0; 1]∣∣eit − 1∣∣ = 2 |sin t/2| ≤ 21−δ |t|δ .
Daraus und aus der Ho¨lderungleichung folgt
III(t) = E
(∣∣1− eit(Y−Y0)∣∣ · ∣∣1− eitY0∣∣
tα
)
≤ E
(
21−p/2 |t(Y − Y0)|
p/2 · 21−q/2 |tY0|
q/2
tα
)
= 22−p/2−q/2 |t|p/2+q/2−α E
(
|(Y − Y0)|
p/2 |Y0|
q/2
)
≤ 22−p/2−q/2 |t|p/2+q/2−α (E |Y − Y0|
p
)
1/2
(E |Y0|
q
)
1/2
.
Da p < 2 und q < α gilt E |Y − Y0|
p
<∞ und E |Y0|
q
<∞.
Es folgt III(t) −−−→
t→0
0.
Damit ist der Beweis erbracht, dass φ α-elementar ist.
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Charakterisierung der Lo¨sungsmengen in Spezialfa¨llen
In einigen Spezialfa¨llen ko¨nnen wir die Lo¨sungsmenge bestimmen und erweitern somit bekannte
Resultate. Die Beweise ergeben sich zum einem aus der Darstellung der Fourier-Transformierten
und zum anderen aus der Tatsache, dass R∞ undW
(α) simultan stochastischen Fixpunktgleichun-
gen gehorchen, man siehe Lemma 1.6.14 und Korollar 1.6.9.
Der erste Satz verallgemeinert u.a. das Theorem 4 in [16], indem wir bei (ii) nicht die Endlichkeit
der Varianz fordern, sondern folgern ko¨nnen.
Satz 5.8.4. Charakterisierung der Lo¨sungsmenge, homogener Fall.
Sei T eine endliche und L1-regula¨re Kantengewichtsfolge mit charakteristischem Exponenten α :=
αT ∈]0;∞[.
(i) Falls α > 2, so gilt
FΣ(T, 0) = {δ0} .
(ii) Falls α = 2, so gilt
FΣ(T, 0) =
{
N0,c · (W
(2))1/2 | c ≥ 0
}
,
wobei N0,c eine Zufallsgro¨ße ist, die eine Normalverteilung mit Erwartungswert 0 und Vari-
anz c besitzt, die unabha¨ngig von W (2) ist.
Der nun folgende Satz erweitert das bekannte Resultat von Fill und Janson in [23] u¨ber die
stochastische Fixpunktgleichung
Y
d
= U · Y1 + (1− U) · Y2 + f(U),
wobei Y, Y1, Y2 stochastisch unabha¨ngige und identisch verteilte Zufallsgro¨ßen sind, U eine Zufalls-
gro¨ße ist mit einer Rechteckverteilung auf [0; 1] so, dass U, Y1, Y2 stochastisch unabha¨ngig sind.
Außerdem ist f : [0; 1]→ R;x 7→ 2x log x+2(1−x) log(1−x)+1. Man beachte, dass E (f(U)) = 0
und E
(
f2(U)
)
<∞ gilt.
Satz 5.8.5. Charakterisierung der Lo¨sungsmenge, inhomogener Fall, α = 1.
Sei T eine endliche, L1-regula¨re und nicht-arithmetische Kantengewichtsfolge mit charakteristi-
schem Exponenten 1 und m(2) < 1. Sei C ein zentrierter Tollterm.
Dann gilt
FΣ(T,C) =
{
L(Yc,d ·W
(1) +R∞) | c ∈ [0;∞[, d ∈ R
}
,
wobei Yc,d eine Zufallsgro¨ße mit Fourier-Transformierter t 7→ exp(− |t| c + itd) ist so, dass Yc,d
und (W (1), R∞) stochastisch unabha¨ngig sind.
Dies bedeutet Yc,d ist eine Cauchy verteilte Zufallsgro¨ße zu den Parametern c ≥ 0 und d ∈ R.
Satz 5.8.6. Charakterisierung der Lo¨sungsmenge, inhomogener Fall, α 6= 1.
Sei T eine endliche, L1-regula¨re und nicht-arithmetische Kantengewichtsfolge mit charakterisit-
schen Exponenten α ∈]0;∞[.
Es gelte
∑
k∈N
Tαk
f.s.
= 1.
Ferner gelte entweder
m(1) < 1 und α ∈]0; 1[ und C ist ein positiver Tollterm,
oder
m(2) < 1 und α ∈]0; 1[∪]1; 2[ und C ist ein zentrierter Tollterm.
Dann gilt
FΣ(T,C) = {L(Yc,b +R∞) | c ∈ [0;∞[, b ∈ [−1; 1]} ,
wobei Yc,b eine Zufallsgro¨ße mit Fourier-Transformierter t 7→ exp(−c |t|
α
(1+i·sgn(t)b tan(πα/2)))
ist so, dass Yc,b und R∞ stochastisch unabha¨ngig sind.
Dies bedeutet Yc,b ist eine strikt α-stabile Verteilung zu den Parametern c und b.
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Beweis. Nur noch die Inklusion
”
⊆ “ bedarf einer Begru¨ndung.
Ist µ ∈ FΣ(T,C), so gibt es nach Korollar 5.2.2 genau ein µ0 ∈ FΣ(T, 0) mit
µ ∈
{
M1(µ0) , falls m(1) < 1
M02(µ0) , falls m(2) < 1.
Nach dem Darstellungssatz 5.8.1 gibt es dann Konstanten c ≥ 0 und d ∈ R mit
φµ0(t) = E
(
exp(− |t|αW (α)(c+ i · sgn(t)d))
)
fu¨r alle t ∈ R.
Da
∑
k∈N
Tαk
f.s.
= 1, gilt W (α)
f.s.
= 1.
Daraus folgt
φµ0(t) = exp(− |t|
α
(c+ i · sgn(t)d)) fu¨r alle t ∈ R. (5.8.1)
Es gilt fu¨r alle a > 0
φµ0(t)
a = φ(ta1/α) fu¨r alle t ∈ R
D.h. µ0 ist strikt α-stabil.
Daher gibt es Konstanten c′ ≥ 0 und b ∈ [−1; 1] mit
φµ0(t) = exp(−c
′ |t|α (1 + i · sgn(t)b tan(πα/2))) fu¨r alle t ∈ R.
Also ko¨nnen wir folgern
c = c′
d = c′b tan(πα/2).
Wie im Beweis des Satzes 5.8.2 bzw. 5.8.3 gesehen, ist dann φµ α-elementar mit dem Grenzwert
c+ id.
Ebenfalls mit den eben zitierten Sa¨tzen erha¨lt man
φµ(t) = E (exp(itR∞) exp(− |t|
α
(c+ i · sgn(t)d)))
= E (exp(itR∞) exp(− |t|
α
c(1 + i · sgn(t)b tan(πα/2))))
fu¨r alle t ∈ R.
Daraus folgt µ = L(Yc,b +R∞).
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Anhang A.
Anhang
A.1. Landau-Symbole
Die Landau-Symbole sind praktische Abku¨rzungen fu¨r Grenzwertbetrachtungen, die wir an dieser
Stelle fu¨r unsere Betrachtungen pra¨zisieren.
Seien f, g, h : R→ C und c ∈ C.
Sei x0 ∈ [−∞;∞] und U ⊆ [−∞;∞] eine Umgebung von x0. Außerdem sei V ⊆ U eine Umgebung
von x0 so, dass g(x) 6= 0 fu¨r alle x ∈ V .
Dann definieren wir
f(x) = O (g(x)) fu¨r x→ x0;x ∈ U :⇔ lim sup
x→x0
x∈V
|f(x)|
|g(x)|
<∞.
f(x) = c · o(g(x)) fu¨r x→ x0;x ∈ U :⇔ lim
x→x0
x∈V
|f(x)|
|g(x)|
= c.
Außerdem definieren wir
f(x) ∼ c · g(x) fu¨r x→ x0;x ∈ U :⇔ lim
x→x0
x∈V
f(x)
g(x)
= c.
Wir definieren die Summation eines
”
O-Term“ als
f(x) = h(x) +O (g(x)) fu¨r x→ x0;x ∈ U :⇔ f(x)− h(x) = O (g(x)) fu¨r x→ x0;x ∈ U.
Analog definieren wir
f(x) = h(x) + o(g(x)) fu¨r x→ x0;x ∈ U :⇔ f(x)− h(x) = o(g(x)) fu¨r x→ x0;x ∈ U.
A.2. Integration komplexer Zufallsgro¨ßen
Fu¨r eine Einfu¨hrung in die Integration komplexer Zufallsgro¨ßen, d.h. messbarer Abbildung X :
Ω→ C, verweisen wir auf das Kapitel V, Paragraph § 21 in [10].
An dieser Stelle wollen wir ein Analogon zum Satz u¨ber die dominierte Konvergenz fu¨r komplexe
Zufallsgro¨ßen vorstellen, den wir sonst nirgends in der Literatur gefunden haben.
Satz A.2.1. Sei (Xn)n∈N eine Folge von integrierbaren Zufallsgro¨ßen mit Werten in C und X
eine Zufallsgro¨ße mit Werten in C. Weiterhin sei Y eine reelle Zufallsgro¨ße, die integrierbar ist.
Es gelte
(i) Xn
f.s.
−−−−→
n→∞
X,
(ii) |Re(Xn)| ≤ Y und |Im(Xn)| ≤ Y fu¨r alle n ∈ N.
Dann ist X integrierbar und E (Xn) −−−−→
n→∞
E (X).
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Beweis. Aus Xn
f.s.
−−−−→
n→∞
X folgt Re(Xn)
f.s.
−−−−→
n→∞
Re(X) und Im(Xn)
f.s.
−−−−→
n→∞
Im(X). Nach dem Satz
von der dominierten Konvergenz sind |Im(X)| und |Re(X)| integrierbar und es gilt E (Re(Xn)) −−−−→
n→∞
E (Re(X)) und E (Im(Xn)) −−−−→
n→∞
E (Im(X)). Daraus ergibt sich die Integierbarkeit von X und
die Konvergenz E (Xn) −−−−→
n→∞
E (X).
A.3. Der komplexe Logarithmus
In diesem Abschnitt stellen wir die von uns beno¨tigten Resultate u¨ber die
”
komplexe Logarith-
musfunktion“ zusammen. Wir orientieren uns dabei an dem Kaptiel 5.4 in [38].
Wir definieren die
”
geschlitze“ komplexe Zahlenebene alsC− := C\{z ∈ C | Re(z) ≤ 0, Im(z) = 0}.
Weiterhin sei fu¨r alle z ∈ C und r ∈ R>0 der offene Ball um z mit Radius r definiert als
B(z, r) := {w ∈ C | |z − w| < r}.
Im folgendem sei log : C− → C der Hauptzweig des Logarithmus, d.h. es gilt fu¨r alle z = |z| eiϕ ∈
C
−
log z = log
R
|z|+ iϕ.
Dabei ist log
R
die Logarithmusfunktion auf [0;∞[.
Es gelten dann folgende Rechenregeln fu¨r alle z, w ∈ C mit Re(z),Re(w) > 0:
exp(log z) = z,
log(zw) = logw + log z.
Fu¨r den Hauptzweig der Logarithmusfunktion gilt die Reihendarstellung fu¨r alle z ∈ B(0, 1)
log(1 + z) =
∞∑
n=1
(−1)n−1
n
zn.
Also gilt fu¨r alle z ∈ B(0, 1/2)
|log(1 + z)− z| ≤
∞∑
n=2
|z|n
n
=
|z|2
2
∞∑
n=1
|z|n
n
≤
|z|2
2
∞∑
n=1
1
2
n
= |z|2 .
Also gibt es eine Funktion θ : C → C mit |θ(z)| ≤ |z| fu¨r alle z ∈ B(0, 1/2) so, dass fu¨r alle
w ∈ B(0, 1) gilt
logw = 1− w + (1− w) · θ(1 − w).
A.4. Zufa¨llige Mengen
In diesem Abschnitt definieren wir, was wir unter dem Begriff
”
zufa¨llige Menge“ verstehen. Dazu
wird eine geeignete σ-Algebra auf der Potenzmenge von V definiert.
Wir identifizieren Pot(V) mit dem Raum der Abbildungen {0, 1}V via der Bijektion
ι : Pot(V)→ {0, 1}V ;M 7→ (11M (v))v∈V
Fu¨r alle u ∈ V sei die u-te Projektionsabbildung gegeben durch
pu : {0, 1}
V → {0, 1} ; (xv)v∈V 7→ xu.
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Wir statten den Raum {0, 1}V mit der Produkt-σ-Algebra aus
M := σ(pv; v ∈ V)
und setzen
P :=
{
ι−1(A) | A ∈ M
}
.
Dann ist P eine σ-Algebra.
Wir bezeichnen jede A-P-messbare Abbildung X : Ω→ Pot(V) als eine zufa¨llige Menge.
Die σ-Algebra P ist abza¨hlbar erzeugt, da P = σ(ι−1(p−1v (A));A ⊆ Pot({0, 1}), v ∈ V) gilt.
Lemma A.4.1. Sei X : Ω→ Pot(V). Dann sind a¨quivalent
(i) X ist zufa¨llige Menge,
(ii) fu¨r alle v ∈ V gilt {v ∈ X} := {ω ∈ Ω | v ∈ X (ω)} ∈ A.
Beweis.
”
(i)⇒ (ii)“:
Sei v ∈ N. Dann gilt
{v ∈ X} =
{
ω ∈ Ω | X (ω) ∈ ι−1(p−1v ({1}))
}
∈ A.
”
(ii)⇒ (i)“:
Es reicht
{
X ∈ ι−1(p−1v ({k}))
}
∈ A fu¨r alle k ∈ {0, 1} und v ∈ V zu zeigen. Wegen (ii) gilt{
X ∈ ι−1(p−1v ({1}))
}
= {v ∈ X} ∈ A und daher auch
{
X ∈ ι−1(p−1v ({0}))
}
= {v 6∈ X} ∈ A.
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