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ARAK INEQUALITIES FOR CONCENTRATION FUNCTIONS
AND THE LITTLEWOOD–OFFORD PROBLEM1)
FRIEDRICH GO¨TZE∗, YULIA S. ELISEEVA∗∗, AND ANDREI YU. ZAITSEV∗∗∗
Abstract. Let X,X1, . . . , Xn be independent identically distributed random variables. In
this paper we study the behavior of concentration functions of weighted sums
∑
n
k=1 Xkak
depending on the arithmetic structure of coefficients ak. The results obtained for the last ten
years for the concentration functions of weighted sums play an important role in the study
of singular numbers of random matrices. Recently, Tao and Vu proposed a so-called inverse
principle in the Littlewood–Offord problem. We discuss the relations between this Inverse
Principle and a similar principle for sums of arbitrarily distributed independent random
variables formulated by Arak in the 1980’s.
1. Introduction
At the beginning of 1980’s, Arak [1], [2] has published new bounds for the concentration
functions of sums of independent random variables. These bounds were formulated in terms
of the arithmetic structure of supports of distributions of summands. Using these results, he
has obtained the final solution of an old problem posed by Kolmogorov [23]. In this paper, we
apply Arak’s results to the Littlewood–Offord problem which was intensively investigated in
the last years. We compare the consequences of Arak’s results with recent results of Nguyen,
Tao and Vu [27], [28] and [35].
The concentration function of a d-dimensional random vector Y with distribution F =
L(Y ) is defined by the equality
Q(F, τ) = sup
x∈Rd
P(Y ∈ x+ τB), τ > 0,
where B = {x ∈ Rd : ‖x‖ 6 1/2} is the centered Euclidean ball of radius 1/2.
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Let X,X1, . . . , Xn be independent identically distributed (i.i.d.) random variables. Let
a= (a1, . . . , an) 6=0, where ak= (ak1, . . . , akd)∈Rd, k = 1, . . . , n. Starting with seminal pa-
pers of Littlewood and Offord [24] and Erdo¨s [13], the behavior of the concentration functions
of the weighted sums Sa =
∑n
k=1Xkak. is studied intensively. In the sequel, let Fa denote
the distribution of the sum Sa. The first results were obtained for the case τ = 0 and d = 1,
that is, here the maximal probability maxx∈RP{Sa = x}. was investigated. For a detailed
history of this part of the problem we refer to a recent review of Nguyen and Vu [28].
In the last ten years, refined concentration results for the weighted sums Sa play an im-
portant role in the study of singular values of random matrices (see, for instance, Nguyen
and Vu [27], Rudelson and Vershynin [31], [32], Tao and Vu [35], [36] Vershynin [38]).
Recently, the authors of the present paper (see [9], [10], and [12]) improved some of con-
centration bounds of the papers [18], [31], [32], [38]. These results reflect the dependence
of the bounds on the arithmetic structure of coefficients ak under various conditions on the
vector a ∈ (Rd)n and on the distribution L(X).
Several years ago, Tao and Vu [35] (see also [27]) proposed the so-called inverse principle
in the Littlewood–Offord problem (see § 2). In the present paper, we discuss the relations
between this inverse principle and similar principles formulated by Arak (see [1] and [2]) in
his papers from the 1980’s. In the one-dimensional case, Arak has found a connection of the
concentration function of the sum with the arithmetic structure of supports of distributions
of independent random variables for arbitrary distributions of summands.
Apparently the authors of the publications mentioned above were not aware of the re-
sults from the papers of Arak [1] and [2]. Although Arak himself did not use the concept
of ”inverse principle” in his works, in essence such a principle was there formulated. It is
related to general bounds for concentration functions of distributions of sums of independent
one-dimensional random variables. The results were used for the estimation of the rate of
approximation of n-fold convolutions of probability distributions by infinitely divisible ones.
Later, the methods based on Arak’s inverse principle admitted to prove a number of other
important results concerning the rate of infinitely divisible approximation of convolutions
of probability measures. The problem of estimating this accuracy was formulated by Kol-
mogorov [23]. In 1986, Arak and Zaitsev have published monograph [3], containing the above
mentioned results, their history and a discussion of the underlying inverse principle. For the
reader’s convenience we include a citation of the relevant passage concerning this principle
from the introduction of monograph [3].
“The concentration functions have turned to be extremely useful tool in estimating the
uniform distance between convolutions of distributions. They have usually appeared on the
right-hand sides of the corresponding estimates as remainder terms. However, the general
estimates obtained previously for the concentration functions of n-fold convolutions F n were
not sensitive to Q(F n, τ) more rapid than n−1/2 in order.
A considerable improvements in the order of estimate can be achieved by taking into account
the structural properties of the distribution F during the estimation. Already in considering
the example of a distribution F assigning equal masses to points x1, . . . , xm, it became clear
that the rate of decrease of Q(F n, 0) depends essentially on the mutual arrangement of these
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points: Q(F n, 0) is all the larger, the more coincidences there are among all possible numbers
of the form
∑m
1 nkxk, where n1, . . . , nm are nonnegative integers and
∑m
1 nk = n. Number
theory specialists have known for a long time (see Freiman [16]), that if there are many
such coincidences, then the set {x1, . . . , xm} have an uncomplicated arithmetic structure, in
a specific sense.
It turned out that analogous considerations could be used when the distribution F is arbi-
trary, and the argument τ is nonzero: for large n the value of Q(F n, τ) is essentially greater
than zero only if the main mass of F is concentrated near some finite set K having a simple
arithmetical structure. It was possible to write this fairly vague qualitative idea in the form
of some new estimates for concentration functions of distributions of sums of independent
terms.”
This text is an analogue of descriptions of the inverse principles in the papers of Nguyen,
Tao and Vu [27], [28] and [35] (see § 2). A difference being that they restrict themselves
to the classical Littlewood–Offord problem while discussing the arithmetic structure of the
coefficients a1, . . . , an under condition Q(Fa, τ) > n
−A, where A is a positive constant. In this
case that one deals with distributions of sums of non-identically distributed random vectors
of special type only. A further difference is that, in [27] and [28], the multivariate case is
studied as well.
Nevertheless, there are some consequences of Arak’s results which may be interpreted
as analogues of inverse principle for the Littlewood–Offord problem too. Some of them
have a non-empty intersection with the results of Nguyen, Tao and Vu [27], [28], [35], [37]
(see Theorem 3). Moreover, in the monograph [3], there are some structural results (see
Theorem 4) implying the assertions which are apparently new in the Littlewood–Offord
problem and have no analogues in the literature (see Theorems 5 and 6). We would like
to emphasize that there are of course also some results from [27], [28], [35], [37] which do not
follow from the results of Arak.
Introduce now the necessary notation. The symbol c will be used for absolute positive
constants. Note that c can be different in different (or even in the same) formulas. We will
write A≪ B, if A 6 cB. Furthermore, we will use notation A ≍ B, if A≪ B and B ≪ A. If
the corresponding constant depends on, say, s, we write A≪s B and A ≍s B. We denote by
F̂ (t), t ∈ Rd, the characteristic function of d-dimensional distribution F . If ξ = (ξ1, . . . , ξd)
is a vector with distribution F , we denote F (j) = L(ξj), j = 1, . . . , d.
For x = (x1, . . . , xn) ∈ Rn, we denote
‖x‖2 = x21 + · · ·+ x2n and |x| = max
j
|xj|.
Let Ea be the distribution concentrated at a point a. We denote by [B]τ the closed τ -
neighborhood of a set B in the sense of the norm | · |. Products and powers of measures
will be understood in the sense of convolution. Thus, we write F n for the n-fold convolution
of a measure F . While a distribution F is infinitely divisible, F λ, λ > 0, is the infinitely
divisible distribution with characteristic function F̂ λ(t). For a finite set K, we denote by |K|
the number of elements x ∈ K. The symbol × is used for the direct product of sets. We
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write O( · ) if the involved constants depend on the parameters named ”constants” in the
formulations, but not on n.
Let X˜ = X1−X2 be the symmetrized random vector, where X1 andX2 are vectors involved
in the definition of Sa in the Littlewood–Offord problem. In the sequel we use the notation
G = L(X˜).
The simplest properties of concentration functions are well studied (see, for instance, [3],
[22], [29]). In particular, it is obvious that
Q(F, µ) 6 (1 + ⌊µ/λ⌋)dQ(F, λ), for any µ, λ > 0, (1)
where ⌊x⌋ is the largest integer k that satisfies the inequality k < x. Hence,
Q(F, cλ) ≍d Q(F, λ), (2)
and
if Q(F, λ)≪ A, then Q(F, µ)≪ A (1 + ⌊µ/λ⌋)d. (3)
Estimating the concentration functions in the Littlewood–Offord problem, one usually
reduces the problem to the estimation of concentration functions of some symmetric infinitely
divisible distributions. The corresponding statement is contained in Lemma 1 below.
For z ∈ R, introduce the distribution Hz, with the characteristic function
Ĥz(t) = exp
(
−1
2
n∑
k=1
(
1− cos(〈t, ak〉z)
))
. (4)
It is clear that Hz is a symmetric infinitely divisible distribution. Therefore, its characteristic
function is positive for all t ∈ Rd. For δ > 0, we denote
p(δ) = G
{{z : |z| > δ}}. (5)
Lemma 1. For any κ, τ > 0, we have
Q(Fa, τ)≪d Q(Hp(τ/κ)1 ,κ). (6)
According to (3), Lemma 1 implies the following inequality.
Corollary 1. For any κ, τ, δ > 0, we have
Q(Fa, τ)≪d (1 + ⌊κ/δ⌋)dQ(Hp(τ/κ)1 , δ). (7)
Note that in the case δ = κ Corollary 1 turns into Lemma 1. Sometimes it is useful to
be free in the choice of δ in (7). In a recent paper of Eliseeva and Zaitsev [11], a more
general statement than Lemma 1 is obtained. It gives useful bounds if p(τ/κ) is small,
even if p(τ/κ) = 0. The proof of Lemma 1 is given below. It is rather elementary and is
based on known properties of concentration functions. We should note that Hλ1 , λ > 0, is
a symmetric infinitely divisible distribution with the Le´vy spectral measure Mλ = (λ/4)M
∗,
where M∗ =
∑n
k=1
(
Eak + E−ak
)
.
Passing in (6) to the limit, we obtain the following statement (see Zaitsev [48] for details).
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Lemma 2. The inequality
Q(Fa, 0)≪d Q(Hp(0)1 , 0) = Hp(0)1 {{0}} (8)
holds.
Lemma 1 connects the Littlewood–Offord problem with general bounds for concentration
functions, in particular with Arak’s results. The statement of Lemma 1 is actually the starting
point of almost all recent studies on the Littlewood–Offord problem (usually for τ = κ, see,
for instance, [18], [21], [27], [31], [32] and [38]). More precisely, with the help of Lemma 3 or
its analogues, the authors of the above-mentioned papers have obtained estimates of type
Q(Fa, τ)≪d sup
z>τ/κ
τd
∫
|t|61/τ
Ĥp(τ/κ)z (t) dt. (9)
The fact that (1) and (38) imply that
sup
z>τ/κ
τd
∫
|t|61/τ
Ĥp(τ/κ)z (t) dt ≍d sup
z>τ/κ
Q(Hp(τ/κ)z , τ)
= sup
z>τ/κ
Q(H
p(τ/κ)
1 , τ/z) = Q(H
p(τ/κ)
1 ,κ), (10)
is not used by the authors of these papers. It significantly hampered the subsequent evalua-
tion of the right-hand side of inequality (9).
Lemma 1 reduces the Littlewood–Offord problem to the study of the measure M∗. In fact
almost all results obtained in solving this problem are formulated in terms of coefficients aj
or, equivalently, in terms of properties of the measure M∗. This approach does not take into
account important information on the distribution of the random variable X . In particular,
if L(X) is standard normal, the distribution Fa is Gaussian with zero mean and covariance
operator which is easy to calculate. Therefore, there exist bounds for Q(Fa, τ) which do not
follow from any result concerning the Littlewood–Offord problem which are discussed in the
present paper (see, e.g., [4] and [33]).
In the monograph [3], it is also shown that if the concentration function of a one-dimensional
infinitely divisible distribution is large enough, then the corresponding Le´vy spectral measure
is concentrated approximately on a set with a special arithmetic structure up to a difference
of small measure (see Theorems 1 and 4 below). Coupled with Lemma 1, these results provide
bounds in the Littlewood–Offord problem, see Theorems 3, 5 and 6.
Note that the dependence of the rate of decay of the concentration functions of convolutions
on the closeness of distributions of summands to some (one-dimensional) lattices has been
pointed out even earlier by Mukhin [26]. The investigations of Arak in [1] and [2] were
motivated by the ideas of Freiman [16] on the structural theory of set addition. These ideas
were used by Nguyen and Vu [27] and [28] as well. It should also be mentioned that Freiman
himself has used his theory to obtain local limit theorems and bounds for concentration
functions (see, e.g., [8], [17] and [25]).
We start now to formulate Theorem 1 which is a one-dimensional Arak type result for
infinitely divisible distributions, see [2], [3]. Introduce the necessary notations. Let N be the
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set of all positive integers. For any positive integers r,m ∈ N we define Kr,m as the collection
of all sets of the form
K = {〈ν, h〉 : ν ∈ Zr ∩ V } ⊂ R, (11)
where h is an arbitrary r-dimensional vector, V is an arbitrary symmetric convex subset
of Rr containing not more than m points with integer coordinates. That is,
Kr,m =
{{〈ν, h〉 : ν ∈ Zr ∩ V } : h ∈ Rr, V ⊂ Rr,
V = −V, V is convex, |Zr ∩ V | 6 m}. (12)
We shall call such sets CGAPs (Convex Generalized Arithmetic Progressions), by analogy
with the notion of GAPs used in the works of Nguyen, Tao and Vu [27], [28] and [35] (see § 2).
Here, the number r is the rank and |Zr ∩ V | is the volume of a CGAP in the class Kr,m.
It seems natural to call a CGAP from Kr,m proper if all points {〈ν, h〉 : ν ∈ Zr} are disjoint.
Notice that, in the definition of the CGAPs, the lattice Zr may be replaced by any non-
degenerate r-dimensional lattice which may be represented as AZr, where A : Rr → Rr is a
non-degenerate linear operator.
For any Borel measure W on R and τ > 0 we define βr,m(W, τ) by the equality
βr,m(W, τ) = inf
K∈Kr,m
W{R \ [K]τ}. (13)
We now introduce a class of d-dimensional CGAPs K(d)r,m which consists of all sets of the
form K = ×dj=1Kj, where Kj ∈ Krj ,mj , r = (r1, . . . , rd) ∈ Nd, m = (m1, . . . , md) ∈ Nd. We
call R = r1 + · · ·+ rd the rank, and |Zr1 ∩ V1| · · · |Zrd ∩ Vd| the volume of K. Here Vj ⊂ Rrj
are symmetric convex subsets from the representation (11) for Kj.
The following result is a particular case of Theorem 4.3 of Chapter II in [3].
Theorem 1. Let D be a one-dimensional infinitely divisible distribution with characteris-
tic function of the form exp{α(Ŵ (t) − 1)}, t ∈ R, where α > 0 and W is a probability
distribution. Let τ > 0, r,m ∈ N. Then
Q(D, τ) 6 cr+10
(
1
m
√
αβr,m(W, τ)
+
(r + 1)5r/2
(αβr,m(W, τ))(r+1)/2
)
, (14)
where c0 is an absolute constant.
Arak [2] proved an analogue of Theorem 1 for sums of i.i.d. random variables (see Theo-
rem 4.2 of Chapter II in [3]). He used this theorem in the proof of the following remarkable
result: There exists a universal constant C such that for any one-dimensional probability dis-
tribution F and for any positive integer n there exists an infinitely divisible distribution Dn
such that
ρ(F n, Dn) 6 C n
−2/3, (15)
where ρ( · , · ) is the classical Kolmogorov uniform distance between corresponding distribution
functions.
This gave the final solution to the long-standing problem stated by Kolmogorov [23] in the
1950’s (see [3] for the history of this problem). Note that the rate of approximation in (15)
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is much better than the rate of approximation in the well-known Berry–Esse´en theorem.
Moreover, the distribution F is arbitrary, no moment type assumptions are imposed. In
addition, this result is in a natural sense unimprovable (see [3, Chapter VIII]).
Below we will use the condition
G{{x ∈ R : C1 < |x| < C2}} > C3, (16)
where the values of C1, C2, C3 will be specified in the formulations below. Lemma 1 and
Theorem 1 imply the following Theorem 2.
Theorem 2. Let κ, δ > 0, τ > 0, and let X be a real random variable satisfying condi-
tion (16) with C1 = τ/κ, C2 =∞ and C3 = p(τ/κ) > 0. Let d = 1, r,m ∈ N. Then
Q(Fa, τ) 6 c
r+1
1 (1 + ⌊κ/δ⌋)
(
1
m
√
βr,m(M0, δ)
+
(r + 1)5r/2
(βr,m(M0, δ))(r+1)/2
)
, (17)
and, for τ = 0,
Q(Fa, 0) 6 c
r+1
1
(
1
m
√
βr,m(M0, 0)
+
(r + 1)5r/2
(βr,m(M0, 0))(r+1)/2
)
, (18)
where M0 =
p(τ/κ)
4
M∗, M∗ =
∑n
k=1(Eak + E−ak) and c1 is an absolute constant.
In order to prove Theorem 2, it suffices to apply Corollary 1, Lemma 2 and Theorem 1,
and to note that H
p(τ/κ)
1 is an infinitely divisible distribution with Le´vy spectral measure M0.
Introduce also M =
∑n
k=1Eak . It is obvious that M 6M
∗ and βr,m(M, δ) 6 βr,m(M
∗, δ).
Theorem 3 follows from Theorem 2. The conditions of this theorem are weaker than those
used in the results of Nguyen, Tao and Vu [27], [28] and [35]. In § 2, we compare Theorem 3
with these results.
Theorem 3. Let d > 1, 0 < ε 6 1, 0 < θ 6 1, A > 0, B > 0, C3 > 0 be constants and
τ = τn > 0 be a parameter that may depend on n. Let X be a real random variable satisfying
condition (16) with C1 = 1, C2 = ∞ and C3 6 p(1). Suppose that a = (a1, . . . , an) ∈
(Rd)
n
is a multivector in Rd such that qj = Q(F
(j)
a , τ) > n−A, j = 1, . . . , d, where F
(j)
a are
distributions of coordinates of the vector Sa. Let ρn denote a non-random sequence satisfying
n−B 6 ρn 6 1. Then, for any number n
′ ∈ N between εnθ and n, there exists a CGAP K
such that
1) At least n− dn′ elements of a are τρn-close to K in the norm | · | (this means that, for
these elements aj, there exist yj ∈ K such that |aj − yj| 6 τρn);
2) K has small rank R = O(1), and small cardinality
|K| 6
d∏
j=1
max
{
O
(
q−1j ρ
−1
n (n
′)−1/2)
)
, 1
}
. (19)
Remark 1. In Theorem 3, the CGAP K may be non-proper.
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Theorem 1 has been proved for one-dimensional situations and thus initially allows us to
prove Theorem 3 for d = 1 only. However, we will show that this one-dimensional version of
Theorem 3 provides sufficiently rich arithmetic properties for the set a = (a1, . . . , an) ∈ (Rd)n
in the multivariate case as well. To this end it suffices to apply the one-dimensional version of
Theorem 3 to the distributions F
(j)
a , j = 1, . . . , d. Notice that the condition Q(Fa, τ)>n
−A
implies that Q(F
(j)
a , τ)>n−A, j = 1, . . . , d, since Q(F
(j)
a , τ) > Q(Fa, τ).
Theorem 2 has non-asymptotic character, it is more general than Theorem 3 and gives
information about the arithmetic structure of a = (a1, . . . , an) without assumptions like
qj = Q(F
(j)
a , τ) > n−A, j = 1, . . . , d. Notice that in the asymptotic Theorems 3, 12 and 13,
where n→∞, the elements aj of the multivector a may depend on n.
Below we formulate another one-dimensional result of Arak (see Theorem 4). Theorem 4
will allow us to prove another inverse principle type result in the Littlewood–Offord problem.
For any r ∈ N and u = (u1, . . . , ur) ∈ (Rd)r, uj ∈ Rd, j = 1, . . . , r, we introduce the set
K1(u) =
{ r∑
j=1
njuj : nj ∈ {−1, 0, 1} j = 1, . . . , r
}
. (20)
Define also collection of sets
K(d)r =
{
K1(u) : u = (u1, . . . , ur) ∈ (Rd)r
}
. (21)
It is easy to see that the set K1(u) is symmetric GAP of rank r and volume 3
r (see § 2).
The following Theorem 4 is Theorem 3.3 of Chapter II of the monograph [3]. It follows
directly from the results of Arak [1].
Theorem 4. Let D be a one-dimensional infinitely divisible distribution with characteristic
function of the form exp{α(Ŵ (t)− 1)}, t ∈ R, where α > 0, and W is a one-dimensional
probability distribution. Let τ > 0 and γ = Q(D, τ). Then there exist r ∈ N and numbers
u1, . . . , ur ∈ R such that
r ≪ | ln γ|+ 1 (22)
and
αW{Rd \ [K1(u)]τ} ≪ (| ln γ|+ 1)3, (23)
where u = (u1, . . . , ur) ∈ Rr.
Theorem 4 was also used for estimation of the rate of infinitely divisible approximation of
convolutions of probability distributions (see [1], [3], [5]–[7], [39]–[49]).
In particular, Zaitsev (see [49]) solved another problem considered in the 1950s by Kol-
mogorov [23]. He managed to get the correct order of the accuracy of infinitely divisible
approximation of distributions of sums of independent random variables, the distribution of
which are concentrated on the short intervals of length τ 6 1/2 to within a small probability p.
It was found that the accuracy of approximation in the Le´vy metric has order p+ τ ln(1/τ),
which is much more accurate than the initial result of Kolmogorov p1/5 + τ 1/2 ln(1/τ), and
later obtained results of other authors. As approximation, the so-called accompanying infin-
itely divisible compound Poisson distributions were used. Moreover, as was shown by Arak
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(see [49])the estimate is correct in order. In 1986, a joint monograph by Arak and Zait-
sev [3], containing a summary of these results, was published in Proceedings of the Steklov
Institute of Mathematics. Later Zaitsev [43] showed that a similar estimate holds in the
multidimensional case, and an absolute constant factor is replaced by c(d) depending only
on the dimension d.
An important special case of estimating the accuracy of infinitely divisible approximation
is obtained for τ = 0, where the right-hand side of the estimate of Kolmogorov’s uniform
distance between distribution functions ρ( · , · ) has the form c(d)p. In a paper of Zaitsev [47],
this result is interpreted as a general estimate for the accuracy of approximation of the sample
composed of non-i.i.d. rare events by a Poisson point process.
In other papers (see [41] and [46]), some optimal bounds for the Kolmogorov distance
were also obtained in the general case. In particular, in the one-dimensional case, they
include simple results which imply simultaneously estimates for the rate of approximation of
convolutions by accompanying infinitely divisible compound Poisson distributions, and rather
general bounds in the CLT, both optimal in order. Since here the tails of the distributions
of the summands are arbitrary, the results cover the now popular case of the so-called heavy
tailed distributions as well.
Similar methods were also used to obtain the following paradoxical result. There exists a
value c(d) (depending only on the dimension d) such that, for any symmetric distribution F
and any n ∈ N the uniform distance between the degrees in the convolution sense F n admits
the estimates ρ(F n, F n+1) 6 c(d)n−1/2 and ρ(F n, F n+2) 6 c(d)n−1, and both estimates are
unimprovable in order (see Zaitsev [42]).
Now we will apply Theorem 4 and Lemma 1 to obtain the inverse principle type results
in the Littlewood–Offord problem. It is interesting that, in the multivariate case, the results
are obtained by an application of the one-dimensional Theorem 4 to the distributions of
coordinates of the vector with distribution H
p(1)
1 .
Theorem 5. Let X be a real random variable satisfying condition (16) with C1 = 1, C2 =∞
and C3 = p(1) > 0. Let τj > δj > 0 and qj = Q(F
(j)
a , τj), j = 1, . . . , d. Then there exist
r1, . . . , rd ∈ N and vectors u(j) = (u(j)1 , . . . , u(j)rj ) ∈ Rrj , j = 1, . . . , d, such that
R =
d∑
j=1
rj ≪
d∑
j=1
(
| ln qj |+ ln
(
τj
δj
)
+ 1
)
(24)
and
p(1)M∗
{
Rd \ ×dj=1[K1(u(j))]δj
}≪ d∑
j=1
(
| ln qj |+ ln
(
τj
δj
)
+ 1
)3
, (25)
where K1(u
(j)) ∈ K(1)rj and M∗ =
∑n
k=1(Eak + E−ak).
Furthermore, the set ×dj=1K1(u(j)) can be represented as K1(u) ∈ K(d)R , u = (u1, . . . , uR) ∈
(Rd)
R
. Moreover, the vectors us ∈ Rd, s = 1, . . . , R, have only one non-zero coordinate each.
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Denote
s0 = 0 and sk =
k∑
j=1
rj, k = 1, . . . , d.
For sk−1<s6 sk, the vectors us are non-zero in the k-th coordinates only and these
coordinates are equal to the sequence of coordinates u
(k)
1 , . . . , u
(k)
rk of the vector u
(k).
Theorem 6. Let X be a real random variable satisfying condition (16) with C1 = 1, C2 =∞
and C3 = p(1) > 0. Let A,B > 0, τj > δj > 0, τj/δj 6 n
B and qj = Q(F
(j)
a , τj) > n
−A, for
j = 1, . . . , d. Then there exist numbers r1, . . . , rd ∈ N and vectors u(j) = (u(j)1 , . . . , u(j)rj ) ∈
Rrj , j = 1, . . . , d, such that
R =
d∑
j=1
rj ≪ d((A+B) lnn + 1) (26)
and
p(1)M∗
{
Rd \ ×dj=1[K1(u(j))]δj
}≪ d((A+B) lnn + 1)3, (27)
where K1(u
(j)) ∈ K(1)rj and M∗ =
∑n
k=1(Eak + E−ak). Moreover, the description of the set
K1(u) = ×dj=1K1(u(j)) from the end of the formulation of Theorem 5 remains true.
Theorem 7. The statements of Theorems 5 and 5 remains true with replacing p(1) by p(0)
in a particular case, where the parameters τj, j = 1, . . . , d, involved in the formulations of
these theorems, are all zero.
Remark 2. In Theorems 5–10, we use the agreement 0/0 = 1.
It is easy to see that, in conditions of Theorem 6 with τj = δj n
B = τ , j = 1, . . . , d, the set
K1(u) is a GAP of rank R = O(lnn), of volume 3
R = O(nD) (with a constant D), and such
that at least n − O((lnn)3) elements of a = (a1, . . . , an) ∈ (Rd)n are τ/nB-close to K1(u).
Theorem 5 provide bounds with replacing lnn by |ln q| and without the assumption q =
Q(Fa, τ) > n
−A. Moreover, in (25) and (27), the dependence of constants on C3 = p(1) is
stated explicitly.
Notice that if τ1 = · · · = τd = τ , then q = Q(Fa, τ) 6 qj and |ln qj | 6 |ln q|, j = 1, . . . , d.
Moreover, there exist distributions for which the quantity q may be sufficiently smaller than
maxj qj . Consider, for instance, the uniform distribution on the boundary of the square{
x ∈ R2 : |x| = 1}.
In the present paper, we prove as well Theorem 8 which is a multivariate generalization
of Theorem 4. Furthermore, we state Theorems 9 and 10, which are generalizations of
Theorems 3.1 and 3.2 of Chapter II from [3]. Deducing Theorems 9 and 10 from their one-
dimensional versions is immediate by repeating the proof of Theorem 8. Therefore, their
proofs are omitted.
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Theorem 8. Let D be a d-dimensional infinitely divisible distribution with characteristic
function of the form exp{α(Ŵ (t)− 1)}, t∈Rd, where α> 0 and W is a d-dimensional prob-
ability distribution. Let τj > δj > 0 and γj = Q(D
(j), τj), j = 1, . . . , d. Then there exist
r1, . . . , rd ∈ N and vectors u(j) = (u(j)1 , . . . , u(j)rj ) ∈ Rrj , j = 1, . . . , d, such that
R =
d∑
j=1
rj ≪
d∑
j=1
(
| ln γj |+ ln
(
τj
δj
)
+ 1
)
(28)
and
αW
{
Rd \ ×dj=1[K1(u(j))]δj
}≪ d∑
j=1
(
| ln γj|+ ln
(
τj
δj
)
+ 1
)3
, (29)
where K1(u
(j)) ∈ K(1)rj .
Theorem 9. Let Fk, k = 1, . . . , n, be d-dimensional probability distributions. Let τj > δj > 0
and γj = Q
(∏n
k=1 F
(j)
k , τj
)
, j = 1, . . . , d. Then there exist r1, . . . , rd ∈ N and vectors u(j) =
(u
(j)
1 , . . . , u
(j)
rj ) ∈ Rrj , j = 1, . . . , d, x1, . . . , xn ∈ Rd, such that
R =
d∑
j=1
rj ≪
d∑
j=1
(
| ln γj |+ ln
(
τj
δj
)
+ 1
)
(30)
and
n∑
j=1
Fj
{
Rd \ ×dj=1[K1(u(j))]δj + xj
}≪ d∑
j=1
(
| ln γj|+ ln
(
τj
δj
)
+ 1
)3
, (31)
where K1(u
(j)) ∈ K(1)rj .
Theorem 10. Let n ∈ N and let F be a d-dimensional probability distribution. Let τj >
δj > 0 and γj = Q((F
(j))n, τj), j = 1, . . . , d. Then there exist r1, . . . , rd ∈ N and vectors
u(j) = (u
(j)
1 , . . . , u
(j)
rj ) ∈ Rrj , j = 1, . . . , d, such that
R =
d∑
j=1
rj ≪
d∑
j=1
(
| ln γj |+ ln
(
τj
δj
)
+ 1
)
(32)
and
nF
{
Rd \ ×dj=1[K1(u(j))]δj
}≪ d∑
j=1
(
| ln γj|+ ln
(
τj
δj
)
+ 1
)3
, (33)
where K1(u
(j)) ∈ K(1)rj .
Remark 3. In Theorems 8, 9 and 10, the description of the set K1(u) = ×dj=1K1(u(j)) is
identical to that given at the end of the formulation of Theorem 5.
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2. Comparison with the results of Nguyen, Tao and Vu
Now we formulate the results discussed in a review of Nguyen and Vu [28] (see Theorems 11,
12 and 13).
A set K ⊂ Rd is called there Generalized Arithmetic Progression (GAP) of rank r if it can
be expressed in the form
K = {g0 +m1g1 + · · ·+mrgr : Lj 6 mj 6 L′j , mj ∈ Z for all 1 6 j 6 r},
for some g0, . . . , gr ∈ Rd, L1, . . . , Lr, L′1, . . . , L′r ∈ R.
In fact, K is the image of an integer box B = {(m1, . . . , mr) ∈ Zr : Lj 6 mj 6 L′j} under
the linear map
Φ: (m1, . . . , mr) ∈ Zr → g0 +m1g1 + · · ·+mrgr.
The numbers gj are generators of K, the numbers Lj , L
′
j are dimensions of K, and Vol(K) =
|B| is volume of K.
We say that K is proper if the map Φ is one to one, or, equivalently, if |K| = Vol(K). For
non-proper GAPs, we of course have the strict inequality |K| < Vol(K). While −Lj = L′j
for all j > 1 and g0 = 0, we say that K is symmetric.
First results were related to the discrete case. A few years ago Tao and Vu [35] formu-
lated the so-called inverse principle, stating that a set a = (a1, . . . , an) with large small ball
probability must have strong additive structure.
Here ”large small ball probability” means that
Q(Fa, 0) = max
x
P{Sa = x} > n−A
with some constant A > 0. ”Strong additive structure” means that a large part of vectors
a1, . . . , an is contained in a GAP with bounded volume. The following Theorem 11 was
obtained by Tao and Vu [35]. In [27], this theorem is named ”weak inverse principle” since
the choice of C is not optimal.
Theorem 11. Let 0<ε< 1, A> 0 be constants. Then there exist constants r and C de-
pending on ε and A such that the following holds. Suppose that a=(a1, . . . , an) ∈ (Rd)n is a
multivector in Rd such that Q(Fa, 0) > n
−A. Then there exists a symmetric proper GAP K
of constant rank r and of volume |K| at most nC such that at least n1−ε coordinates of a are
contained in K (counting multiplicity).
Later, Tao and Vu [37] improved the result of Theorem 11. Nguyen and Vu [27] have
extended the inverse principle to the continuous case (where Q(Fa, 0) is replaced by Q(Fa, τ),
τ > 0) proving, in particular, the following results.
Theorem 12. Let X be a real random variable satisfying condition (16) with positive con-
stants C1, C2, C3. Let 0 < ε < 1, A > 0 be constants and τ > 0 be a parameter that
may depend on n. Suppose that a = (a1, . . . , an) ∈ (Rd)n is a multivector in Rd such that
q = Q(Fa, τ) > n
−A. Then there exists a symmetric proper GAP K of constant rank r > d
and of size |K| = O(q−1n(−r+d)/2) such that all but εn coordinates of a are O(τn−1/2 lnn)-
close to K.
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Theorem 13. Let the conditions of Theorem 12 be satisfied. Then, for any number n′ between
nε and n, there exists a symmetric proper GAP K =
{∑r
j=1mjgj : |mj | 6 Lj , mj ∈ Z
}
such
that
1) At least n− n′ elements of a are τ -close to K;
2) K has small rank r = O(1), and small cardinality
|K| 6 max{O(q−1(n′)−1/2), 1}; (34)
3) There is a non-zero integer p = O(
√
n′) such that all generators gj of GAP K have
the form gj = (gj1, . . . , gjd), where gjk = ‖a‖τpjk/p with ‖a‖2 =
∑n
j=1 ‖aj‖2, pjk ∈ Z and
pjk = O(τ
−1
√
n′).
In the paper [27], one can also find some more general statements, see, for example, [27,
Theorem 2.9]).
Remark 4. In [27], the assumption ‖a‖ = 1 is imposed in the formulations of Theorems 12
and 13. Clearly, this assumption can be removed.
The assertions of Lemma 1 and Corollary 1 are interesting only if we assume that p(τ/κ) >
0. This condition is closely related to assumption (16) in Theorems 12 and 13. Taking into
account relations (2) and Q(Fa, τ) = Q(Fva, vτ), v > 0, we can without loss of generality
take in (16) C1 = 1 and C3 = p(1). Moreover, in our results, C2 = ∞. We think that
using Lemma 1 one could show that C2 may be taken as C2 = ∞ in Theorems 12 and 13
too. Note, however, that p(1) is involved in our inequalities explicitly, in contrast with
Theorems 12 and 13.
Theorem 3 implies Theorem 11 and a one-dimensional version of the first two statements
of Theorem 13.
Thus the following questions arise: what is the relation between GAPs and CGAPs? Are
the assertions about proper GAPs comparable with the statements concerning CGAPs? In
particular, is it possible to compare Theorems 3 and 13? A positive answer is given in
Proposition 1 below.
Proposition 1. Every one-dimensional CGAP of rank r and volume m is contained in a
proper symmetric GAP of rank 6 r and volume ≪r m.
Proposition 1 follows from Theorems 1.6 and 1.9 of Tao and Vu [34]. It implies the following
Corollary 2.
Corollary 2. Let K ∈ K(d)r,m be a d-dimensional CGAP of the form K = ×dj=1Kj, where
Kj ∈ Krj ,mj , r = (r1, . . . , rd) ∈ Nd, m = (m1, . . . , md) ∈ Nd, with rank R = r1 + · · ·+ rd and
volume M . Then there exists a proper d-dimensional symmetric GAP K0 of rank 6 R and
volume ≪r,d M and such that K ⊂ K0.
Thus, inequality (34) of Theorem 13 and inequality (19) of Theorem 3 (with ρn = 1) are not
only of the same form, but their contents are almost the same, at least for d = 1. Attentive
readers may notice evident differences though. In particular, the last item of Theorem 13 is
absent in Theorem 3. On the other hand, in Theorem 3, we take C2 =∞.
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One more difference is that, in our theorems, the approximating set is not proper. However,
this leads to a smaller number of approximating points. Moreover, if τ > 0, then it is obvious
that by small perturbations of generators of a non-proper GAP K, we can construct a proper
GAP K∗ with [K]τ ⊂ [K∗]2τ , the same volume Vol(K∗) = Vol(K) and the same dimensions.
The set [K∗]2τ approximates the set a not worse than [K]τ . Note that, according to (2), in
the conditions of our results there is no essential difference between τ and 2τ -neighborhoods.
Furthermore, Proposition 1 and Corollary 2 imply that we can replace non-proper CGAPs
by larger proper GAPs without essential changes in our formulations.
Remark 5. Using Proposition 1, we can replace CGAPs by symmetric GAPs of rank r and
of volume 6 m, in the definition of Kr,m and βr,m(W, τ). Then the assertions of Theorems 1
and 2 remain valid with 6 replaced by ≪r in inequalities (14) and (17).
It is obvious that the assertions of Lemma 1 and Corollary 1 may be treated as statements
about the measures G andM∗. The same may be said about Theorems 12 and 13. Moreover,
in the one-dimensional case, Theorem 1 and Lemma 1 imply precisely the first two assertions
of Theorem 13 (see Theorem 3).
Sometimes, for d > 1, inequality (19) (with ρn = 1) may be even stronger than inequal-
ity (34). For example, if the vector Sa has independent coordinates (this may happen if each
of the vectors aj has only one non-zero coordinate), then
q = Q(Fa, τ) ≍d
d∏
j=1
qj. (35)
Note, however, that we could derive a multivariate analogue of Theorem 13 from its one-
dimensional version arguing precisely as in the proof of our Theorem 3. Then we get inequal-
ity (19) instead of (34).
Theorem 3 can be considered as an analogue of both Theorems 12 and 13. Comparing
these theorems, we should mention that the number of approximating points is sometimes
a little bit smaller in Theorem 12 than in Theorem 3, but, in Theorem 3, C2 = ∞, and we
get a variety of results by choosing various ρn, while in Theorem 12 ρn = n
−1/2 lnn, and in
Theorem 13 ρn = 1.
The assertion of Theorem 6 implies that, in conditions of Theorem 13, there exists a
symmetric GAP K of rank R = O(lnn),of volume 3R = O(nD) and such that at least
n − O((lnn)3) elements of a = (a1, . . . , an) ∈ (Rd)n are τ/nB-close to K. Moreover, Theo-
rem 5 provide bounds with replacing lnn by | ln q| without assumption q = Q(Fa, τ) > n−A
(recall that this assumption is also absent in conditions of Theorem 2). Comparing with
Theorems 11, 12 and 13, we see that in Theorem 6 the exceptional set has logarithmic size
(which is much better than O(n) and O(nθ), 0 < θ 6 1, in Theorems 12 and 13), but this is
attained at the expense of logarithmic growth of the rank.
Notice that all the sets K1(u) from Theorems 5–10 are simultaneously symmetric GAPs
and CGAPs of rank R, and of volume 3R.
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Remark 6. It follows from the proof that, in Theorem 3, all generators of the GAP corre-
sponding to K have only one non-zero coordinate each.
3. Proof of Theorem 3
We will use the classical Esse´en inequalities ([14], see also [22] and [29]).
Lemma 3. Let τ > 0 and let F be a d-dimensional probability distribution. Then
Q(F, τ)≪d τd
∫
|t|61/τ
|F̂ (t)| dt, (36)
where F̂ (t) is the characteristic function of the corresponding random vector.
Hala´sz [21] was the first who has used Esse´en inequalities in the Littlewood–Offord problem.
In the general case Q(F, τ) cannot be estimated from below by the right hand side of
inequality (36). However, if we assume additionally that the distribution F is symmetric and
its characteristic function is non-negative for all t ∈ R, then we have the lower bound:
Q(F, τ)≫d τd
∫
|t|61/τ
F̂ (t) dt (37)
and, therefore,
Q(F, τ) ≍d τd
∫
|t|61/τ
F̂ (t) dt (38)
(see [1] or [3, Lemma 1.5 of Chapter II] for d = 1). A multidimensional version can be
found in [40], see also [9]. Using the relation (38) allowed us to simplify the arguments of
Friedland and Sodin [18], Rudelson and Vershynin [32] and Vershynin [38], in their studies
of the Littlewood–Offord problem (see [9], [10] and [12]).
Proof of Lemma 1. Represent the distribution G = L(X˜) as the mixture
G = p0G0 + p1G1, where pj = P
{
X˜ ∈ Aj
}
, j = 0, 1,
A0 = {x : |x| 6 τ/κ}, A1 = {x : |x| > τ/κ}, Gj are probability measures defined for pj > 0
by the formula Gj{B} = G{B ∩ Aj}/pj , for any Borel set B. In fact, Gj is the conditional
distribution of X˜ given that X˜ ∈ Aj . If pj = 0, then we can take as Gj an arbitrary measure.
Note that p1 = p(τ/κ).
For the characteristic function Ŵ (t) = E exp(i〈t, Y 〉) of a random vector Y ∈ Rd, we have
|Ŵ (t)|2 = E exp(i〈t, Y˜ 〉) = E cos(〈t, Y˜ 〉),
where Y˜ is a corresponding symmetrized random vector. Hence,
|Ŵ (t)| 6 exp
(
−1
2
(
1− |Ŵ (t)|2)) = exp(−1
2
E
(
1− cos(〈t, Y˜ 〉))). (39)
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According to inequalities (36) and (39), we have
Q(Fa, τ)≪d τd
∫
|t|61/τ
|F̂a(t)| dt
≪d τd
∫
|t|61/τ
exp
(
−1
2
n∑
k=1
E
(
1− cos(〈t, ak〉X˜)
))
dt = I. (40)
It is evident that
n∑
k=1
E
(
1− cos(〈t, ak〉X˜)
)
=
n∑
k=1
∫ ∞
−∞
(
1− cos(〈t, ak〉x)
)
G{dx}
=
n∑
k=1
2∑
j=1
∫
Aj
(
1− cos(〈t, ak〉x)
)
pjGj{dx}
>
n∑
k=1
∫
A1
(
1− cos(〈t, ak〉x)
)
p1G1{dx}.
We now proceed by standard arguments, similarly to the proof of a result of Esse´en [15]
(see [29, Lemma 4 of Chapter II]). Applying Jensen’s inequality to the exponential in the
integral (see [29, p. 49])), we obtain
I 6 τd
∫
|t|61/τ
exp
(
−p1
2
∫
A1
n∑
k=1
(
1− cos(〈t, ak〉x)
)
G1{dx}
)
dt
= τd
∫
|t|61/τ
∫
A1
exp
(
−p1
2
n∑
k=1
(
1− cos(〈t, ak〉x)
))
G1{dx} dt
6 sup
z∈A1
τd
∫
|t|61/τ
Ĥp1z (t) dt. (41)
Thus, according to (2) and (38), we have
sup
z∈A1
τd
∫
|t|61/τ
Ĥp1z (t) dt = sup
z>τ/κ
τd
∫
|t|61/τ
Ĥp1z (t) dt ≍d sup
z>τ/κ
Q(Hp1z , τ)
= sup
z>τ/κ
Q(Hp11 , τ/z) = Q(H
p1
1 ,κ), (42)
completing the proof. 
Proof of Theorem 3. First we will prove Theorem 3 for d = 1. Applying Theorem 2 with 0 <
δ = δn = τρn 6 τ = κ (or with τ = δn = 0, see (18)), we derive that, for r,m ∈ N the
inequality
Q(Fa, τ) 6 2 c
r+1
1 ρ
−1
n
(
1
m
√
βr,m(M0, δn)
+
(r + 1)5r/2
(βr,m(M0, δn))(r+1)/2
)
(43)
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holds, where M0 = (p(1)/4)M
∗. Let r = r(A,B, θ) be the minimal positive integer such that
A + B < θ (r + 1)/2. Thus, r 6 max{1, 2(A+ B)/θ} and n−A > nBn−θ(r+1)/2 for all n > 1.
Assume without loss of generality that n is so large that
n−A > 4cr+11 n
B(r + 1)5r/2
(
p(1)εnθ
4
)−(r+1)/2
> 4cr+11 ρ
−1
n (r + 1)
5r/2
(
p(1)εnθ
4
)−(r+1)/2
. (44)
If (44) is not satisfied, then n = O(1) and we can take as K the set K1(a) ∈ K(1)n (see (20)
and (21)). Choose now a positive integer m = ⌊y⌋+ 1, where
y =
4cr+11 ρ
−1
n
q
√
p(1)n′/4
6 m. (45)
Assume that 4p(1)−1βr,m(M0, δn) = βr,m(M
∗, δn) > n
′. Recall that n′ > εnθ. Now, using (43)
and our assumptions, we have
n−A 6 Q(Fa, τ) <
Q(Fa, τ)
2
+
n−A
2
6 Q(Fa, τ). (46)
This leads to a contradiction with the assumption βr,m(M
∗, δn) > n
′. Hence we conclude
that βr,m(M, δn) 6 βr,m(M
∗, δn) 6 n
′.
This means that at least n− n′ elements of a are τρn-close to a CGAP K ∈ Kr,m. Equal-
ity (45) implies now relation (19). Theorem 3 is proved for d = 1.
Let now d > 1. We apply Theorem 3 with d = 1 to the distributions of the coordinates of
the vector Sa, taking the vector a
(j) = (a1j , . . . , anj) as vector a, for each j = 1, . . . , d. Then,
for any a(j), there exists a CGAP Kj ∈ Krj ,mj which satisfies the assertion of Theorem 3,
that is:
1) At least n− n′ elements of a(j) are τρn-close to Kj ;
2) Kj has small rank rj = O(1), and
Kj = {〈νj, hj〉 : νj ∈ Zrj ∩ Vj}, hj ∈ Rrj ,
Vj ⊂ Rrj , Vj = −Vj , Vj is convex, |Zrj ∩ Vj| 6 mj , (47)
where
mj 6 max
{
O
(
q−1j ρ
−1
n (n
′)−1/2
)
, 1
}
. (48)
Thus, the multivector a∗ = (a(1), . . . , a(d)) is well approximated by the CGAP K =
×dj=1Kj. It is easy to see that K ∈ K(d)r,m, r = (r1, . . . , rd) ∈ Nd, m = (m1, . . . , md) ∈ Nd, and
| ×dj=1 Zrj ∩ V | 6
d∏
j=1
mj 6
d∏
j=1
max
{
O
(
q−1j ρ
−1
n (n
′)−1/2
)
, 1
}
, (49)
where V = ×dj=1Vj.
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Since at most n′ elements of a(j) are far from the CGAPs Kj, there are at least n − dn′
elements of a that are τρn-close to the CGAP K. In view of relation (49) and taking into
account that K = ×dj=1Kj, we obtain relation (19). Theorem 3 is proved. 
Remark 7. Notice that, in Theorem 3, the ranks of Kj are actually the same for all j =
1, . . . , d. Moreover, in Theorem 3, for sufficiently large n, we get explicit bound for r: r 6
max{1, 2(A+B)/θ}.
4. Proofs of Theorems 5–8
Proofs of Theorem 5. Denote Qj = Q(F
(j)
a , δj), j = 1, . . . , d. By Lemma 1 (with κ = τ = δj),
Qj ≪ Q(Hp(1)1j , δj), j = 1, . . . , d, (50)
where H
p(1)
1j , j = 1, . . . , d, are the distributions of the coordinates of the vector with distri-
bution H
p(1)
1 . Note that H
p(1)
1j , j = 1, . . . , d, are symmetric infinitely divisible distributions
with the Le´vy spectral measures M0j = (p(1)/4)M
∗
j , where M
∗
j =
∑n
k=1(Eakj + E−akj ).
Taking into account (50), and applying Theorem 4, we obtain that there exist rj ∈ N and
u(j) = (u
(j)
1 , . . . , u
(j)
rj ) ∈ Rrj , j = 1, . . . , d, such that
rj ≪ | lnQj|+ 1 (51)
and
p(1)M∗j {R \ [K1(u(j))]δj} ≪ (| lnQj |+ 1)3, (52)
where K1(u
(j)) ∈ K(1)rj . By (3),
qj 6 (τj/δj + 1)Qj (53)
and
| lnQj | 6 | ln qj |+ ln(τj/δj + 1). (54)
Notice that the measures M∗j are projections of the measure M
∗ on the one-dimensional
coordinate subspaces.
Constructing now the set K1(u) = ×dj=1 K1(u(j)) as described in the formulation of Theo-
rem 5, we see that inequalities (24) and (25) follow from (51), (52) and (54). Theorem 5 is
proved. 
Theorem 6 is a direct consequence of Theorem 5. For the proof of Theorem 7 one should
replace Lemma 1 by Lemma 2 in the proofs of Theorems 5 and 6.
Proof of Theorem 8. The proof of Theorem 8 is similar to that of Theorem 5. Recall that
the measures D(j) and W (j), j = 1, . . . , d, are the projections of the measures D and W
respectively on the j-th one-dimensional coordinate subspaces. It is clear that D̂(j)(t) =
exp{α(Ŵ (j)(t)− 1)}, t ∈ R. Denote Γj = Q(D(j), δj).
Applying Theorem 4, we obtain that there exist rj ∈ N and u(j) = (u(j)1 , . . . , u(j)rj ) ∈ Rrj ,
j = 1, . . . , d, such that
rj ≪ | ln Γj|+ 1 (55)
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and
αW (j){R \ [K1(u(j))]δj} ≪ (| ln Γj |+ 1)3, (56)
where K1(u
(j)) ∈ K(1)rj . By (3),
γj 6
(
τj
δj
+ 1
)
Γj (57)
and
| ln Γj| 6 | ln γj|+ ln
(
τj
δj
+ 1
)
. (58)
Defining now the setK1(u) =×dj=1K1(u(j)) as described in the formulation of Theorem 5, we
see that inequalities (28) and (29) follow from (55), (56) and (58). Theorem 8 is proved. 
We are grateful to a reviewer for useful remarks and for pointing out reference [34].
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