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Consider InK, the set of solutions to the equation X2 = 0 in n× n strictly upper-
triangular matrices over field K. In this paper we construct the bijection from the
set of adjoint orbits in InK onto the set of involutions in symmetric group Sn. For
a finite field K we compute the number of points in the orbits. © 2000 Academic Press
1. INTRODUCTION AND PRELIMINARIES
1.1. Let Sn be the symmetric group of n elements. In this paper we
write a permutation as a product of disjoint cycles. Let GLnK be the
general linear group of degree n over field K. Let BnK be the standard
Borel subgroup of GLnK, that is, the subgroup of all upper-triangular
matrices. Let DnK be the subgroup of diagonal matrices and let UnK
be the largest unipotent subgroup of BnK, that is,
Un = A ∈ BnK x Aii = 1; 1 ≤ i ≤ n:
Let ˙nK denote the set of all n × n strictly upper-triangular matrices
over field K. This is a nilpotent associative algebra over K. Groups BnK,
DnK, and UnK act on ˙nK by conjugation. For X ∈ ˙nK let OX
denote its Bn orbit, DX its Dn orbit, and UX its Un orbit.
In general, if K is not a finite field and n ≥ 6, the number of Bn orbits
in ˙nK is infinite, as shown in [B].
Here we consider the special subset of ˙nK, namely,
InK = X ∈ ˙nK x X2 = 0:
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This is an affine algebraic variety. As explained in [K-M], if K = q, that
is, a finite field with q elements, this variety is mysteriously connected to
the set of (equivalence classes of) unitary irreducible representations of
Unq. In particular, the number of elements in this variety is connected
to coadjoint orbits in ˙nq. The form of polynomial of q giving the number
of elements in InK was conjectured in [K-M] and proved in [Z-E].
Let @n be the set of Bn orbits in In and let Inv n be the set of involutions
in Sn. The aim of this paper is to construct the bijection φ: Inv n → @n,
φw = Ow for any field K and to compute the polynomials Pwq giving
the number of elements in Ow for K = q.
1.2. Let us recall that for w ∈ Sn the permutation matrix Mw ∈ GLnK
is defined by
Mwij =
(
1; if wi = j;
0; otherwise.
It is well known (and one can easily see) that w ∈ Sn is an involution iff
it can be written as a product of disjoint cycles of length not more than 2.
Let w = i1; j1 · · · ik; jkl1 · · · lm be some involution. Then
Mwst =
8>><>>:
1; if s = ip; t = jp or s = jp; t = ip for 1 ≤ p ≤ k;
1; if s = t = lp for 1 ≤ p ≤ m;
0; otherwise.
The matrix Nw is obtained from Mw by erasing the lower-triangular part,
that is,
Nwst =
(
0; if s ≥ t;
Mwst ; otherwise.
For example let us take w = 1; 32; 54 ∈ Inv 5. Then
Nw =
0BBB@
0 0 1 0 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1CCCA :
Let us define ψ: Inv n→ ˙n by ψw = Nw. The following lemma is imme-
diate.
Lemma ψ is an injective mapping from Inv n to InK.
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2. THE CONSTRUCTION OF A MINIMAL REPRESENTATIVE OF
Bn-ORBIT IN Ink
2.1. For X ∈ InK the rank of X determines uniquely the Jordan form
of X. Let r = rank X. In this section we show that OX has a unique
representative with ones in r entries and zero in all the others and it is one
of Nww∈Inv n .
Let us define a projection pi from the set of all n × n matrices over K
onto the set of n − 1 × n − 1 matrices over K just by cutting the nth
row and nth column of a matrix. BnK and ˙nK are upper-triangular;
hence pi: BnK → Bn−1K (resp. pi: ˙nK → ˙n−1K) is a surjective
homomorphism of groups (resp. algebras) and moreover it is commutative
with the action of conjugation; that is, for A ∈ BnK, B ∈ ˙nK one has
piABA−1 = piApiBpiA−1:
This simple observation gives us
Lemma For O ∈ @n
piO = Oˆ ∈ @n−1:
Proof. Indeed, if Y = AXA−1, then piY  = piApiXpiA−1. Vice
versa, if Yˆ = AˆpiXAˆ−1, then Yˆ = piY  for some A such that piA = Aˆ
and Y = AXA−1.
2.2. Now we can show the following
Theorem For each orbit O ∈ @n there exists a unique involution w ∈ Inv n
such that O = ONw .
Proof. This is trivially true for n = 2. Assume that it is true for n − 1
and show this for n.
Consider some X ∈ InK. Denote Xˆ = piX. By Lemma 2.1, there
exists the unique orbit OXˆ = piOX. By the induction hypothesis, there
exists the unique w ∈ Inv n−1 such that Nˆw = AˆXˆAˆ−1 for some Aˆ ∈ Bn−1.
Take A ∈ Bn defined by
Aij =
8>><>>:
Aˆij; if i; j < n;
1; if i = j = n;
0; otherwise.
Consider N = AXA−1. Since N ∈ InK and piN = Nˆw, one has 0 =
N2kn =
Pn−1
j=k+1NˆwkjNjn. By the induction hypothesis there is not more
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than one non-zero entry in the row k of Nˆw. Hence, if Nˆwki = 1 then
Nin = 0. We get
Nij =
8>>>>><>>>>>:
Nˆwij; if i; j < n;
0; if i = n;
0; if j = n and Nˆwki = 1 for some k;
Nin; otherwise,
where Nin are some numbers. Take U ∈ Un defined by
Uij =
8>><>>:
Nsn; if j = n and Nˆwsi = 1;
1; if i = j;
0; otherwise.
Let N ′ = UNU−1. One has
N ′ij =
8>>>>>>>><>>>>>>>>:
Nˆwij; if i; j < n;
0; if i = n;
0; if j = n and Nˆwik = 1 for some k;
0; if j = n and Nˆwki = 1 for some k;
Nin; otherwise.
If rank Xˆ = rankX, then Nin = 0 for all i such that Nˆwik = 0 for all k
so that N ′in = 0 for all i. Therefore, considering w as an element of Inv n
we get that UAXUA−1 = N ′ = Nw where
Nwij =
(
1; if wi = j;
0; otherwise.
If rank Xˆ = rankX − 1, then there exist i such that Nˆwil = 0 for all l
and N ′in = Nin 6= 0. Note that N ′2 = 0 and in each row of N ′ there is not
more than one non-zero entry. Thus, N ′in 6= 0 implies N ′ji = 0 for all j. Let
m be such that N ′jn = 0 for all j > m and N ′mn 6= 0. Take B ∈ Bn defined by
Bij =
8>>>>><>>>>>:
1; if i = j; i < n;
N ′mn; if i = j = n;
− N ′in
N ′mn
; if j = m;
0; otherwise,
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and consider BN ′B−1. One has
BN ′B−1ij =
8>><>>:
Nˆwij; if i; j < n;
1; if i = m; j = n;
0; otherwise.
Put w′ = ws where s = m;n. Then
(i) w′ ∈ Inv n;
(ii) Nw′ = BN ′B−1.
The uniqueness of Nw is obvious in both cases.
In what follows we will denote Ow x= ONw .
3. THE NUMBER OF POINTS IN Bn-ORBIT
3.1. Here we determine the number of points in Ow over K = q.
Let us order the 2-cycles of w ∈ Inv n in increasing order according to
the first component of the cycle and throw out its fixed points, that is,
w = i1; j1 · · · im; jm, where i1 < i2 < · · · < im and ik < jk for all k. Let
lw denote the number of 2-cycles of w. For k ≥ 2 put
rk x= rik; jk x= #jp xp < k; jp < jk +#jp xp < k; jp < ik:
For example, if w = 5; 73; 41; 628 then we rewrite it as w =
1; 63; 45; 7 and obtain lw = 3 and r2 = 0; r3 = 2 + 1 = 3.
Our aim is to show
Theorem For w = i1; j1i2; j2 · · · im; jm ∈ Inv n the number of ele-
ments in orbit Ow over q is
q− 1m qs; where s = mn−m+
mX
p=1
ip − jp −
mX
p=2
rp:
The proof of the theorem is based on the decomposition Bn = Dn n Un
as follows.
3.2. Lemma Consider some D ∈ Dn and Nw for some w ∈ Inv n. If
DNwD
−1 6= Nw then
UDNwD−1 ∩UNw = Z:
Proof. Let M = DNwD−1. If M 6= Nw, then there exists a row i such
that Mij = a 6= 1 where ij is the only non-zero entry of row i in Nw.
Note that for any U ∈ Un one has UMU−1ij = a; hence Nw 6∈ UM , so
that the two orbits are disjoint.
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3.3. As a corollary of Lemma 3.2 we get
Ow =
a
X∈DNw
UX:
One can easily see that the number of elements in Dw is exactly q −
1m where m is the rank of Nw, that is, lw. As well it is obvious that
for X;X ′ ∈ Dw one has dim UX = dim UX ′ . Combining this information
together we get
Corollary Ow is a disjoint union of q − 1lw Un orbits of the same
dimension.
3.4. As is shown in [K], the number of elements in a Un orbit U is
qdim U. Hence, to complete the proof of Theorem 3.1 it is enough to show
Lemma For w = i1; j1i2; j2 · · · im; jm ∈ Inv n one has
dim UNw = mn− 1 +
mX
p=1
ip − jp −
mX
p=2
rp:
Proof. Let ZX denote the centralizer of X ∈ ˙n in Un. One has
dim Un = dimZX + dim UX:
Note that U ∈ ZX iff UX −XU = 0 so that dim UX = rank UX −XU =
0 where UX − XU = 0 is a linear system with variables Uijn−1i=1;j>i.
Therefore, to prove the lemma it is enough to show that for w =
i1; j1i2; j2 · · · im; jm ∈ Inv n one has
rank UNw −NwU = 0 = mn− 1 +
mX
p=1
ip − jp −
mX
p=2
rp:
We will prove the statement by induction on n. For n = 2 this is trivial.
Assume that it is true for n− 1 and show this for n.
Note that for any X ∈ ˙n and U ∈ Un if i; j < n then UX −XUij =
piUX −XUij . The only new equations are UX −XUin = 0n−1i=1 . Let Yn
be the maximal linearly independent subsystem of UX −XUin = 0n−1i=1
which is linearly independent on piUX −XU = 0. Then
rank UX −XU = 0 = rank piUX −XU = 0 +#Yn:
Consider w = i1; j1 · · · im; jm ∈ Inv n. Let En denote a maximal lin-
early independent subsystem of UNw −NwU = 0 and, respectively, let En−1
denote a maximal linearly independent subsystem of piUNw −NwU = 0.
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There are two cases:
(i) n 6∈ jpmp=1;
(ii) n = jk for some k x 1 ≤ k ≤ m.
In the first case, by the induction hypothesis, we obtain #En−1 = mn−
2 +Pmp=1ip − jp −Pmp=2 rp +m. Since Nwsn = 0 for all 1 ≤ s ≤ n one
has UNws;n = 0 for all 1 ≤ s ≤ n and
NwUs;n =
(
Ujp;n; if s = ip for 1 ≤ p ≤ m;
0; otherwise.
Hence Yn = Ujp;n = 0mp=1, so that
rank UNw −NwU = 0 = #En−1 +#Yn
= mn− 2 +
mX
p=1
ip − jp −
mX
p=2
rp +m
= mn− 1 +
mX
p=1
ip − jp −
mX
p=2
rp:
In the second case the calculations are straightforward as well but a lit-
tle bit more complicated. Let n = jk and set l = ik. Then rk = k − 1 +
#t < k x jt < l. By the induction hypothesis, we obtain that #En−1 =
m− 1n− 2 +Pmt=1;t 6=kit − jt −Pmt=1;t 6=k rt . At the last column one has
UNws;n = Us;l and
NwUs;n =
(
Ujp;n; if s = ip for 1 ≤ p ≤ m;
0; otherwise.
∗
In particular,
(a) For s > l one has UNws;n ≡ 0 so that by ∗ we get the sub-
system Ujt;n = 0mt=k+1 of rank m − k which is linearly independent on
En−1.
(b) For s < l we get the subsystem Ujt;n − Uit;l = 0k−1t=1 ∪ Us;l =
0s 6∈itk−1t=1 . One can see immediately that Ujt;n −Uit;l = 0k−1t=1 is a linearly
independent subsystem of rank k − 1 which is linearly independent on
En−1 ∪ Ujt;n = 0mt=k+1. Consider now Us;l = 0s 6∈itk−1t=1 . From (i) one gets
that Ujt;l = 0t<k; jt<l ⊂ En−1. Put L = kl−1k=1 \ jtt<k; jt<l ∪ itk−1t=1 .
Taking into account that Nws;l = Nwl;t = 0 for t < n we get from ∗
that Us;l = 0s∈L is a linearly independent subsystem of rank l − 1 − rk
which is linearly independent on En−1 ∪ Ujt;n = 0mt=k+1 ∪ Ujt;n − Uit;l =
0k−1t=1 .
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Hence #Yn = m− k+ k− 1+ l − 1− rk = m+ ik − 2− rk. Finally we get
rank UNw −NwU = 0 = #En−1 +#Yn
= m− 1n− 2 +
mX
t=1;t 6=k
it − jt −
mX
t=1;t 6=k
rt
+m+ ik − 2 − rk
= m− 1n− 2 +m+ n− 2 +
mX
t=1
it − jt −
mX
t=1
rt
= mn− 1 +
mX
t=1
it − jt −
mX
t=1
rt :
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