Representation theorems for operators on free Banach spaces of type
  countable by Aguayo, José et al.
ar
X
iv
:1
70
7.
07
53
6v
1 
 [m
ath
.FA
]  
17
 Ju
l 2
01
7
REPRESENTATION THEOREMS FOR OPERATORS ON FREE
BANACH SPACES OF COUNTABLE TYPE
J. AGUAYO1, M. NOVA2 and J. OJEDA1∗
Abstract. This work will be centered in commutative Banach subalgebras
of the algebra of bounded linear operators defined on a Free Banach spaces of
countable type. The main goal of this work wil be to formulate a representa-
tion theorem for these operators through integrals defined by spectral measures
type. In order to get this objective, we will show that, under special condi-
tions, each one of these algebras is isometrically isomorphic to some space of
continuous functions defined over a compact set. Then, we will identify such
compact developing the Gelfand space theory in the non-archimedean setting.
This fact will allow us to define a measure which is known as spectral measure.
As a second goal, we will formulate a matrix representation theorem for this
class of operators whose entries of these matrices will be integrals coming from
scalar measures.
1. Introduction and notation
Many researchers have tried to generalize the elemental studies of Banach alge-
bras from classical case to vectorial structures over non-archimedean fields. The
first big task was to find a result similar to the Gelfand-Mazur Theorem in this
context. But, this theorem failed since every field K with a ”non-archimedean
valuation” is contained in another field K˜ whose valuation is an extension of
previous one and both fields are different.
One of the pioneers in the study of non-archimedean Banach algebras of linear
operators and spectral theory in this context has been M. Vishik [8], especially
in the class of linear operators which admit compact spectrum. We can also
mention another important pioneer, V. Berkovick [3], who made a deep study of
this subject on his survey.
This work will be centered in subalgebras commutative Banach of the algebra
of bounded linear operators defined on a Free Banach spaces of countable type.
The main goal of this work will be to formulate a representation theorem for these
operators through integrals defined by spectral measures type. In order to get this
objective, we will show that, under special conditions, each one of these algebras
is isometrically isomorphic to some space of continuous functions defined over
a compact. Then, we will identify such compact developing the Gelfand space
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theory in the non-archimedean setting. This fact will allow us to define a measure
which is known as spectral measure. As a second goal, we will be to formulate
a matrix representation theorem for this class of operators whose entries of these
matrices will be integrals coming from scalar measures.
Throughout this paper, K denotes a complete, non-archimedean valued field
and its residue class field is formally real.
In the classical situation we can distinguish two type of normed spaces: those
spaces which are separable and those which are not. If E is a separable normed
space over K, then each one-dimensional subspace of E is homeomorphic to K, so
Kmust be separable too. Nevertheless, we know that there exist non-archimedean
fields which are not separable. Thus, for non-archimedean normed spaces the
concept of separability is meaningless if K is not separable. However, linearizing
the notion of separability, we obtain a useful generalization of this concept. A
normed space E over a non-archimedean valued field is said to be of countable
type if it contains a countable subset whose linear hull is dense in E. An example
of a normed space of countable type is (c0, ‖·‖∞) , where c0 is the Banach space
of all sequences x = (an)n∈N, an ∈ K, for which limn→∞ an = 0 and its norm is
given by ‖x‖∞ = sup {|an| : n ∈ N} .
A non-archimedean Banach space E is said to be Free Banach space if there
exists a family {ei}i∈J of non-null vectors of E such that any element x of E can
be written in the form of convergent sum x =
∑
i∈J xiei, xi ∈ K, and ‖x‖ =
supi∈J |xi| ‖ei‖ . The family {ei}i∈J is called orthogonal basis of E. If s : J →
(0,∞) , then an example of Free Banach space is c0 (J,K, s) , the collection of all
x = (xi)i∈J such that for any ǫ > 0, the set {i ∈ J : |xi| s (i) > ǫ} is, at most,
finite and ‖x‖ = supi∈J |xi| s (i).
We already know that a Free Banach space E is isometrically isomorphic to
c0 (J,K, s) , for some s : J → (0,∞) . In particular if a Free Banach space is
of countable type, then it is isometrically isomorphic to c0 (N,K, s) , for some
s : N → (0,∞) . Note that if s (i) ∈ |K| , for each i ∈ N, then E is isometrically
isomorphic to c0 (N,K) (or c0 in short). For more details concerning Free Banach
spaces, we refer the reader to [4].
Now, since residual class field of K is formally real, the bilinear form
〈·, ·〉 : c0 × c0 → K; 〈x, y〉 =
∞∑
i=1
xiyi
is an inner product, ‖·‖ =
√
|〈·, ·〉| is a non-archimedean norm in c0 and the
supremum norm ‖·‖∞ coincides with ‖·‖, that is, ‖·‖ = ‖·‖∞ (see [6]). Therefore,
to study Free Banach spaces of countable type it is enough to study the space c0.
If E and F are K-normed spaces, then L (E, F ) will be the space consisting of
all continuous linear maps from E into F. If F = E, then L (E,E) = L (E) . For
any T ∈ L (E, F ) , N (T ) will denote its Kernel and R (T ) its range.
A linear operator T from E into F is said to be compact operator if T (BE) is
compactoid, where BE ={x ∈ E : ‖x‖ ≤ 1} is the unit ball of E. It was proved in
[7] that T is compact if and only if, for each ǫ > 0, there exists a lineal operator
of finite-dimensional range S in L (E, F ) such that ‖T − S‖ ≤ ǫ.
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Since c0 is not orthomodular, there exist operators in L (c0) which do not
admit adjoint; for example, the linear operator T : c0 → c0 defined by T (x) =
(
∑∞
i=1 xi) e1, x = (xi)i∈N ∈ c0. We will denote by A0 the collection of all elements
of L (c0) which admit adjoint. A characterization of the elements of A0 (see [1])
is the following:
A0 =
{
T ∈ L (c0) : ∀y ∈ c0, lim
i→∞
〈Tei, y〉 = 0
}
.
Of course, A0 is a Banach algebra with unit.
We will understand by a normal projection to any projection P : c0 → c0 such
that 〈x, y〉 = 0 for each pair (x, y) ∈ N (P ) × R (P ) . An example of normal
projection is
P (·) =
〈·, y〉
〈y, y〉
y
for a fix y ∈ c0 r {θ}.
Now, for each a = (ai)i∈N ∈ c0, the linear operator Ma, defined by Ma (·) =∑∞
i=1 ai 〈·, ei〉 ei, belongs to A0; moreover,
lim
n→∞
‖Maen‖∞ = lim
n→∞
∥∥∥∥∥
∞∑
i=1
ai 〈en, ei〉 ei
∥∥∥∥∥
∞
= lim
n→∞
|an| = 0,
meanwhile, the identity map Id is also an element of A0, but
lim
n→∞
‖Id (en)‖∞ = lim
n→∞
‖en‖∞ = 1.
Let us denote by A1 the collection of all T ∈ L (c0) such that limn→∞ Ten = θ,
i.e.,
A1 =
{
T ∈ L (c0) : lim
n→∞
Ten = θ
}
.
From the fact that
|〈Ten, y〉| ≤ ‖Ten‖∞ ‖y‖∞ ,
we have that A1 $ A0 since Id /∈ A1.
If T, S ∈ A1, then
〈S, T 〉 =
∞∑
n=1
〈S (en) , T (en)〉
is well-defined, is an inner product in A1 and
‖T‖ =
√
|〈T, T 〉|.
By [4], we know that each T ∈ L (c0) can be represented by T =
∑∞
i,j=1 αi,je
′
j⊗
ei, where limi→∞ αi,j = 0, for all j ∈ N. Also,
‖T‖ = sup {‖T (ei)‖∞ : i ∈ N} = sup {|〈T (ei) , ej〉| : i, j ∈ N}
and T is compact if and only if
lim
j→∞
sup {|αi,j| : i ∈ N} = 0.
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Now, note that
‖Ten‖∞ =
∥∥∥∥∥
(
∞∑
i,j=1
αi,je
′
j ⊗ ei
)
(en)
∥∥∥∥∥
∞
=
∥∥∥∥∥
∞∑
i,j=1
αi,je
′
j (en) ei
∥∥∥∥∥
∞
=
∥∥∥∥∥
∞∑
i=1
αi,nei
∥∥∥∥∥
∞
= sup {|αi,n| : i ∈ N} ,
thus,
T ∈ A1 ⇔ (T ∈ A0 and T is compact)
For the rest of the paper, let us take a fix orthonormal sequence
{
y(i)
}
i∈N
in
c0, that is,
〈
y(i), y(j)
〉
= 0, i 6= j, and
∥∥y(i)∥∥
∞
= 1.
The next theorem involves normal projections with compact and self-adjoint
operators. The proof can be found in [2].
Theorem 1.1. If the linear operator T : c0 → c0 is compact and self-adjoint, then
there exists an element λ = (λi)i∈N ∈ c0 and an orthonormal sequence
{
y(i)
}
i∈N
in c0 such that
T =
∞∑
i=1
λiPi,
where
Pi (·) =
〈
·, y(i)
〉
〈y(i), y(i)〉
y(i)
is the normal projection defined by y(i). Moreover, ‖T‖ = ‖λ‖∞ .
Remark 1.2.
(1) This theorem gives us a characterization for compact and self-adjoint op-
erators. In fact, it is not hard to see that if we take λ = (λi)i∈N ∈ c0 and
an orthonormal sequence
{
y(i)
}
i∈N
in c0, the operator
Tλ =
∞∑
i=1
λiPi,
is compact, self-adjoint and ‖Tλ‖ = ‖λ‖∞, where Pi is as in the
Theorem 1.1.
(2) The projection family {Pi : i ∈ N} is orthonormal which implies that is
orthogonal in the van Rooij’s sense. In fact, for i 6= j
〈Pi, Pj〉 =
∞∑
n=1
〈Pi (en) , Pj (en)〉 =
〈
yi, yj
〉 ∞∑
n=1
yin
〈yi, yi〉
yjn
〈yj, yj〉
= 0
and, for i ∈ N, ‖Pi‖ = 1.
(3) It is not difficult to prove that
∑N
s=1 Ps and Id −
∑M
r=1 Pr are normal
projection, when Ps and Pr are.
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2. Algebra of operators
2.1. A commutative algebra. From now on, we will consider a fixed orthonor-
mal family Y =
{
y(i)
}
i∈N
in c0. We will denote by TY (c0) the collection of all
compact operators Tµ, µ ∈ c0, where
Tµ =
∞∑
i=1
µiPi
As we know, the adjoint T ∗µ of Tµ is itself and limn→∞ Tµ (en) = 0. On the other
hand, since Y is orthonormal, Tµ
(
y(i)
)
= µiy
(i); in other words µi, i ∈ N, is an
eigenvalue of Tµ. Let us denote by σ (Tµ) the set of eigenvalues of Tµ.
Now, the collection TY (c0) is a linear space with the operations
Tλ + Tµ = Tλ+µ; αTλ = Tαλ
On the other hand, since c0 is a commutative algebra with the operation λ · µ =
(λiµi) , we have
Tλ ◦ Tµ = Tλ·µ = Tµ ◦ Tλ.
In order to simply the notation, Tλ ◦ Tµ will be denoted by TλTµ.
With the operations described above, TY (c0) becomes a commutative algebra
without unit. Even more, by the fact that Tλ = Tµ implies λ = µ, the map
Λ : c0 → TY (c0); λ 7−→ Λ (λ) = Tλ
is an isometric isomorphism of algebras.
As we know, each algebra E without unit can be transformed in an algebra
with unit by considering the collection E+ = K ⊕ E provided with the usual
operations and the multiplication operation defined by
(α, µ)⊙ (β, ν) = (αβ, αν + βµ+ µ · ν) .
The unit of this algebra is (1, θ) , where θ is the null vector of E. If E is, in
particular, a normed space, then so is E+ and
‖(α, µ)‖ = max {|α| , ‖µ‖∞} .
It is known that if E is an algebra with power multiplicative norm, that is
‖νn‖ = ‖ν‖n ; ν ∈ E, n ∈ N.
then the norm on E+ is also power multiplicative. As, an example of algebra
with power multiplicative norm is c0.
Now, the commutative Banach algebra (TY (c0),+, ·, ◦, ‖·‖) can be transformed,
as above, in a commutative Banach algebra (TY (c0)
+,+, ·,⊙, ‖·‖) with unit. By
the fact that c0 is isometrically isomorphic to TY (c0), TY (c0)
+ is isometrically
isomorphic to c0
+.
We will denote by SY (c0) the collection of all linear operators αId+Tλ, where
α ∈ K, Tλ ∈ TY (c0) and Id is the identity operator on c0. SY (c0) is a normed
space and if we add the operation
(α1Id+ Tµ) (α2Id+ Tν) = α1α2Id+ α1Tν + α2Tµ + TµTν
= α1α2Id+ Tα1ν+α2µ+µν
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then SY (c0) is converted in a commutative algebra with unit.
Theorem 2.1. The algebra SY (c0) is isometrically isomorphic to TY (c0)
+. As a
consequence, SY (c0) is a commutative Banach algebra with unit.
Proof. We define
TY (c0)
+ → SY (c0)
(α, Tλ) 7−→ αId+ Tλ
Since αTµ + βTλ + TλTµ = Tαµ+βλ+µλ, the above transformation is a homomor-
phism of algebras. Obviously, this homomorphism is onto; hence it is enough to
prove that it is an isometry. We claim that
‖αId+ Tλ‖ = ‖(α, Tλ)‖
If α = 0 or ‖Tλ‖ = 0 or ‖αId‖ 6= ‖Tλ‖ , we are done. We only need to check it
when
|α| = ‖αId‖ = ‖Tλ‖ 6= 0.
Of course,
‖αId+ Tλ‖ ≤ max {|α| , ‖Tλ‖} .
Now, by the compactness of Tλ,
lim
n→∞
Tλ (en) = 0.
Thus, there exists N ∈ N such that
n ≥ N ⇒ ‖Tλ (en)‖ < |α|
Therefore,
‖αId+ Tλ‖ = sup {‖αen + Tλ (en)‖ : n ∈ N}
= max {‖αe1 + Tλ (e1)‖ , ‖αe2 + Tλ (e2)‖ , . . . , ‖αeN−1 + Tλ (eN−1)‖ , |α|}
= |α| = max {|α| , ‖Tλ‖} = ‖(α, Tλ)‖ .

Remark 2.2. Since c+0 is isometrically isomorphic to TY (c0)
+, the above theorem
says that c+0 is isometrically isomorphic to SY (c0) .
We claim that the usual norm in SY (c0) is power multiplicative, that is,
Proposition 2.3. SY (c0) is an algebra with power multiplicative norm.
Proof. It follows from the fact that c+0 is isometrically isomorphic to SY (c0). 
Definition 2.4. A commutative Banach algebra A is called a C-algebra if there
exists a locally compact zero-dimensional Hausdorff space X such that A is iso-
metrically isomorphic to C∞ (X) , where C∞ (X) is the space of all continuous
functions from X into K which vanishes at infinity.
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As we know
{
ej = (δi,j)i∈N : j ∈ N
}
, where δi,j denotes the Kronecker symbol,
is the canonical basis of c0 . Since
e2j = ej
and
〈{ej : j ∈ N}〉 = c0
we conclude that the collection of all the idempotent elements of c0 with norm
less than or equal to 1 is dense in c0. As a consequence, c0 and c
+
0 are C-algebras
(see [7]).
Theorem 2.5. SY (c0) is a C-algebra with unity.
Proof. It follows from the fact that c+0 is isometrically isomorphic to SY (c0). 
Remark 2.6. We recall that the spectrum of a commutative Banach algebra A is
the collection Sp (A) of all nonzero algebra homomorphisms defined from A into
K, that is,
Sp (A) = {φ : A→ K : φ is a nonzero homomorphism} .
Note that the natural topology on Sp (A) is induced by the product topology on
KA and also for each φ ∈ Sp (A) , ‖φ‖ ≤ 1. For any x ∈ A, we define
Gx : Sp (A)→ K, φ 7−→ Gx (φ) = φ (x)
which is clearly continuous and bounded. Let us denote by
‖x‖sp = sup {|φ (x)| : φ ∈ Sp (A)} = ‖Gx‖∞
the spectral norm of x. Since
|φ (x)| ≤ ‖φ‖ ‖x‖ ≤ ‖x‖ ,
we have, in general, that
‖x‖sp ≤ ‖x‖ .
Finally, let us denote by R (Gx) the range of Gx. The closure of R (Gx) is called
spectrum of x.
L. Narici proved the following result (see [7]):
Proposition 2.7. A commutative Banach algebra A with unit is a C−algebra if
and only if its spectrum Sp (A) is compact and its spectral norm ‖x‖sp is equal to
‖x‖, for every x ∈ A.
Remark 2.8. As SY (c0) satisfies the hypothesis of the Proposition 2.7, we conclude
that Sp (SY (c0)) is compact and, for every H ∈ SY (c0) ,
‖H‖ = sup
i∈N
‖H (ei)‖ = ‖H‖sp .
Under the conditions that SY (c0) is a C-algebra commutative with unity and
Sp (SY (c0)) is compact, we conclude that SY (c0) is isometrically isomorphic to
the space of all continuous K-valued functions defined on Sp (SY (c0)) provided
by the supremum norm, that is, there exists an isomorphism of algebras
Ψ : SY (c0)→ C (Sp (SY (c0)))
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such that, for all H ∈ SY (c0) , ‖H‖ = ‖Ψ (H)‖∞ .
Now, since SY (c0) is the closure of the span of the collection {Id, P1, P2, . . .} ,
we can define the homomorphism of algebra. Let n ∈ N;
φn : Span {Id, P1, P2, . . .} → K
by
φn (Pi) =
{
1 if n = i
0 if n 6= i
and φ0 (Pi) = 0, for every i ∈ N. Thus, for any H = α0Id +
∑k
i=1 αiPi ∈
Span {Id, P1, P2, . . .} , we have
|φn (H)| =
∣∣∣∣∣α0Id+
k∑
i=1
αiφn (Pi)
∣∣∣∣∣ ≤ max {|α0|, |α1φn (P1)| , ..., |αkφn (Pk)|} ≤ ‖H‖ ,
that is, φn is continuous in Span {Id, P1, P2, . . .}. From this, φn can be uniquely
extended to a continuous algebra homomorphism from SY (c0) into K.
Note that if φ ∈ Sp (SY (c0)) , then φ (Pi) = φn (Pi) for some n ∈ N ∪ {0}.
In other words, Sp (SY (c0)) = {φn : n ∈ N ∪ {0}} . Therefore, the function Γ :
N ∪ {0} → Sp (SY (c0)) defined by Γ (n) = φn is bijective.
If we equip N ∪ {0} = N∗ with the one-point compactification topology of the
discrete space N, then N∗ is homeomorphic to Sp (SY (c0)) .
Since the SY (c0) ∼= C (Sp (SY (c0))) and the compact space Sp (SY (c0)) is
unique up to homeomorphism, we have that SY (c0) ∼= C (N∗) .
Let us identify the isometric isomorphism Ψ. If we replace Sp (SY (c0)) by N∗
and considering the map
GTλ
notation
= fTλ : N
∗ → K; n 7−→ fTλ (n) = λn ,
then, for H = α0Id+ Tλ,
GH : N∗ → K; n 7−→ GH (n) = α0 + λn = α0 + fTλ (n) .
Note that, if λ = en, then Ten = Pn and therefore GPn = η{n}, where η{n} is the
K-characteristic function.
From this, we can define the transformation
G : SY (c0)→ C (N∗) ; H 7−→ GH .
Clearly, G is an algebra homomorphism and, for any H ∈ SY (c0) , ‖H‖sp = ‖GH‖
and ‖H‖sp = ‖H‖ ; in other words, G is an isometry. This transformation is very-
well known as the Gelfand transformation.
As a consequence, we have the following theorem which is analogous to the
Gelfand-Naimark classical theorem in the non-archimedean setting:
Theorem 2.9. SY (c0) is isometrically isomorphic to C (N∗) through G.
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2.2. Spectral measure. Let Ω(N∗) be the Boolean ring of all clopen subsets of
N∗. The elements of this ring are classified in two classes of subcollections: the
first one contains finite subsets of N that we will call them of type 1 and the
second one contains the complement of finite subsets in N∗ that we will call them
of type 2.
For a C ⊂ N∗, ηC denotes the K-characteristic function of C. If C1, C2 ⊂ N∗,
then
ηC1 · ηC2 = ηC1∩C2 ; η
2
C = ηC
ηC1 + ηC2 = ηC1∪C2 , if C1 ∩ C2 = ∅.
Of course, ηC is continuous if and only if C ∈ Ω (N∗) .
Now, let us take f ∈ C (N∗) and ǫ > 0. Since the subspace generated by{
η{n} : n ∈ N
}
∪
{
ηN∗\{n1,n2,...,nk} : {n1, n2, . . . , nk} ⊂ N
}
is ‖·‖∞−dense on C (N
∗) ,
there exists finite collection {α0, α1, · · · , αn} ⊂ K such that∥∥∥∥∥f −
(
α0ηN∗\{n1,n2,...,nk} +
k∑
s=1
αsη{ns}
)∥∥∥∥∥
∞
=
∥∥∥∥∥f −
(
α0ηN∗ +
k∑
s=1
λsη{ns}
)∥∥∥∥∥
∞
< ǫ.
Let us denote by Λ the inverse transformation of G. By the isometry condition
of Λ, we get that∥∥∥∥∥Λf − Λ
(
α0ηN∗ +
k∑
s=1
λsη{ns}
)∥∥∥∥∥ =
∥∥∥∥∥Λf −
(
α0Id+
k∑
s=1
λsPns
)∥∥∥∥∥ < ǫ.
Now, we define the set-function m : Ω(N∗) → SY (c0) by m(C) = Λ(ηC). This
set-function is finitely additive and satisfies
m(C) =

θ if C = ∅
Id if C = N∗∑k
i=1 Pni if C = {n1, ..., nk}
Id−
∑k
i=1 Pni if C = N
∗ \ {n1, ..., nk}
(2.1)
Also, by the fact that ‖m(D)‖ = 1, if D ∈ Ω(N∗) \ {∅} , the set
{m (B) : B ∈ Ω (N∗) , B ⊂ C} (2.2)
is bounded for any C ∈ Ω(N∗) \ {∅} .
On the other hand, if {Cµ}µ∈Γ is shrinking on Ω (N
∗) and ∩µ∈ΓCµ = ∅, then
there exists µ0 ∈ Γ such that for µ ≥ µ0, Cµ = ∅ and then
lim
µ∈Γ
m (Cµ) = 0. (2.3)
By (2.1), (2.2) and (2.3), m is a vector measure in the Katsaras’s sense (see
[5]).
Let us take a C ∈ Ω(N∗), C 6= ∅ and denote by DC the collection of all
α = {C1, C2, . . . , Cn; x1, x2, . . . , xn} , where {Ck : k = 1, . . . , n} is a clopen parti-
tion of C and xk ∈ Ck. We define a partial order in DC by α1 ≥ α2 if and only if
the clopen partition of C in α1 is a refinement of the clopen partition of C in α2.
Thus, (DC ,≥) is a directed set.
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Now, for f ∈ C (N∗), C ∈ Ω(N∗) and α = {C1, C2, . . . , Cn; x1, x2, . . . , xn} ∈ DC ,
we define
ωα(f,m,C) =
n∑
k=1
f (xk) Λ(ηCk) = Λ
(
n∑
k=1
f (xk) ηCk
)
.
On the other hand, since fηC can be reached by a net{
n∑
k=1
f (xk) ηCk
}
α∈DC
in (C (N∗) , ‖·‖∞) and Λ is continuous, limα∈DC ωα(f,m,C) exists in SY . There-
fore, the operator Λ (fηC) can be interpreted as an integral as follows
Λ (fηC) =
∫
N∗
fηCdm =
∫
C
fdm = lim
α∈DC
ωα(f,m,C).
In particular,
Λ (ηC) =
∫
N∗
ηCdm = m (C) =
{ ∑s
i=1 Pns if C = {n1, ..., ns}
Id−
∑k
i=1 Pni if C = N
∗ \ {n1, ..., nk}
.
Theorem 2.10. Each operator in SY is represented as an integral defined by the
projection-valued measure.
2.3. Scalar measures and a matrix representation of an operator. In this
subsection we will show that each operator of the C-algebra SY can be associated
to an infinite matrix where each entry is an integral defined by a scalar measures.
Let x, y ∈ c0. We define mx,y : Ω(N∗)→ K by
mx,y(C) = 〈m(C)x, y〉 .
Clearly, mx,y is a scalar measure in the van Rooij’s sense and, following the same
arguments given in the previous subsection,
Λx,y (f) = 〈Λ (f) x, y〉
can be interpreted as an integral, say∫
N∗
fdmx,y =
〈(∫
N∗
fdm
)
(x) , y
〉
.
In fact, as in the previous subsection
ωα(f,mx,y,N∗) = 〈ωα(f,m,N∗) (x) , y〉 =
n∑
k=1
f (xk)mx,y (N∗)
and then we can denote by∫
N∗
f dmx,y = lim
α∈DN∗
ωα(f,mx,y,N∗) = lim
α∈DN∗
〈ωα(f,m,N∗) (x) , y〉 = 〈H (x) , y〉 .
where H =
∫
N∗ f dm ∈ SY (c0) .
A particular case is when x = ei and y = ej . In such a case, the measure mei,ej
will be denoted by mij .
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Note that, if C ∈ Ω(N∗) \ {∅} , then
sup
i,j∈N
|mij(C)| = sup
i,j∈N
| 〈m(C)ei, ej〉 | = ‖m(C)‖ = 1 = ‖ηC‖
We define the linear functional
Λij : C (N∗)→ K; f → Λij (f) =
∫
N∗
f dmij = 〈H(ei), ej〉
where H =
∫
N∗ f dm ∈ SY (c0) .
Moreover,
sup
i,j∈N
|Λij(f)| = sup
i,j∈N
|〈H(ei), ej〉| = ‖H‖ = ‖f‖
Let us denote byM the space of all infinite matrices of the form (Λij(f))i,j∈N ,
i.e.,
M =
{
A (f) = (Λij(f))i,j∈N : f ∈ C (N
∗)
}
Clearly, M is a vector space over K and the function ‖·‖M :M→ R defined by
‖A (f)‖M = supi,j∈N |Λij(f)| is a non-archimedean norm. On the other hand, if
f = η{k} or ηN∗\{k1,k2,...,kn}, then
A(η{k}) =
(
yki y
k
j
〈yk, yk〉
)
(i,j)∈N×N
= (〈Pk(ei), ej〉)(i,j)∈N×N ,
A(ηN∗\{k1,k2,...,kn}) =
(〈(
Id−
n∑
s=1
Pks
)
(ei), ej
〉)
(i,j)∈N×N
.
Using the above remark, we state the following theorem:
Proposition 2.11. There exists an isometric isomorphism between M and SY .
Theorem 2.12. Each operator in SY is represented as a matrix whose entries
are integrals defined by scalar measures.
3. The subalgebra LT
In this section we study the smallest closed subalgebra with unity of SY (c0)
generated by a fixed element Tλ ∈ SY (c0) , where λ = (λn) ∈ c0 and
Tλ =
∞∑
n=1
λnPn,
we also show that, as SY (c0) , this algebra is generated by a family of normal
projections and, under certain conditions, both algebras are isometrically iso-
morphic.
Let us denote by LTλ the closure of algSY (c0) {Id, Tλ} with respect to the oper-
ator norm, that is, the closure of the space of polynomials in Tλ. Clearly, LTλ is
a C-algebra since it is closed Banach subalgebra of SY (c0).
By Proposition 2.7, Sp (LTλ) is compact and, for each H ∈ LTλ , where
‖H‖ = sup
i∈N
‖H (ei)‖ = ‖H‖sp .
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On the other hand, since SY (c0) has the power multiplicative norm property, LTλ
inherits such property.
Under the conditions that LTλ is a C-algebra and Sp (LTλ) is compact, we con-
clude that LTλ is isometrically isomorphic to the space of all continuous functions
C (Sp (LTλ)) provided by the supremum norm, that is, there exists an isomor-
phism of algebras
Ψ : LTλ → C (Sp (LTλ))
such that, for all H ∈ LTλ , ‖H‖ = ‖Ψ (H)‖∞ .
Suppose, for instant, that the range of the sequence λ is infinite and define the
equivalence relation n ∼ m⇔ λn = λm. Observe that each equivalence class of a
non-null entry is at most a finite set. Let us denote by {λn1, λn2, . . .} the collection
of all non-null representative of such classes. Of course, if n1 < n2 < . . . , then
limni→∞ λni = 0 = λn0 . Therefore, {λn1 , λn2, . . .} ∪ {λn0} = σ (Tλ), the sequence
of all eigenvalues of Tλ.
Let us consider the unique homomorphism of algebra
φi : algSY (c0) {Id, Tλ} → K, i ∈ N ∪ {0}
such that
φi (Tλ) = λni.
Thus, for any H =
∑k
m=0 αmT
m
λ ∈ algSY (c0) {Id, Tλ} , we have
|φi (H)| =
∣∣∣∣∣α0 +
k∑
m=1
αmλ
m
ni
∣∣∣∣∣ ≤ max
{
|α0| ,
∣∣∣∣∣
k∑
m=1
αmλ
m
ni
∣∣∣∣∣
}
≤ max
{
|α0| ,
∥∥∥∥∥
k∑
m=1
αmλ
m
∥∥∥∥∥
c0
}
=
∥∥∥∥∥
(
α0,
k∑
m=1
αmλ
m
)∥∥∥∥∥
c+
0
=
∥∥∥α0Id+ T∑k
m=1 αmλ
m
∥∥∥ = ∥∥∥∥∥
k∑
m=0
αmT
m
λ
∥∥∥∥∥ = ‖H‖ ,
that is, φi is continuous in algSY (c0) {Id, Tλ}. From this, φi can be uniquely
extended to a continuous homomorphism of algebra from LTλ into K.
We claim that σ (Tλ) , equipped with a certain topology, is homeomorphic to
Sp (LTλ) .
Note that the function
Γ : σ (Tλ)→ Sp (LTλ) ; λni 7−→ Γ (λni) = φi
is well-defined and is injective.
The next proposition tell us when an element of SY (c0) admits an inverse:
Proposition 3.1. Let T ∈ TY (c0). If z /∈ σ (T ) , then zId − T is invertible in
SY (c0) .
Proof. For y ∈ R (zId − T ) , there exists x ∈ c0 such that
(zId− T ) (x) = y
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Since z /∈ σ (T ) , we can solve the above equation for x and get
x =
1
z
y +
1
z
Tx =
1
z
y +
1
z
∞∑
i=1
λi
〈
x, y(i)
〉
〈y(i), y(i)〉
y(i) (3.1)
Applying the continuous functional
〈
·, y(k)
〉
to x, we have
〈
x, y(k)
〉
=
〈
1
z
y +
1
z
∞∑
i=1
λi
〈
x, y(i)
〉
〈y(i), y(i)〉
y(i), y(k)
〉
=
1
z
〈
y, y(k)
〉
+
1
z
λk
〈
x, y(k)
〉
Now, solving the last equation for
〈
x, y(k)
〉
, we obtain(
1−
λk
z
)〈
x, y(k)
〉
=
1
z
〈
y, y(k)
〉
〈
x, y(k)
〉
=
1
z − λk
〈
y, y(k)
〉
Note that the sequence (
λk
z − λk
)
k∈N
is an element of c0. In fact, for a given 0 < ǫ < 1, there exists i0 ∈ N such that
i ≥ i0 ⇒ |λi| < ǫ |z| .
Thus,
i ≥ i0 ⇒
∣∣∣∣ λiz − λi
∣∣∣∣ = |λi||z| < ǫ.
Now, replacing in (3.1), we get
x =
1
z
y +
1
z
∞∑
i=1
λi
z − λi
〈
y, y(i)
〉
〈y(i), y(i)〉
y(i)
=
1
z
y +
1
z
∞∑
i=1
λi
z − λi
Pi (y) .
Although y belongs to R (zId − T ) , the last expression holds for any y ∈ c0.
Thus, if we denote by
Rz (T ) (y) =
1
z
y +
1
z
∞∑
i=1
λi
z − λi
Pi (y) ,
then Rz (T ) (·) ∈ SY (c0) , since
∑∞
i=1
λi
z−λi
Pi (·) is compact and self-adjoint oper-
ator.
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Let us show that, effectively, Rz (T ) (·) is the inverse operator of zId − T :
[(zId− T ) ◦Rz (T )] (y) = (zId − T )
(
1
z
y +
1
z
∞∑
i=1
λi
z − λi
Pi (y)
)
= y +
∞∑
i=1
λi
z − λi
Pi (y)−
1
z
∞∑
i=1
λiPi (y)−
1
z
∞∑
i=1
λ2i
z − λi
Pi (y) ; T (Pi (y)) = λiPi (y)
= y +
∞∑
i=1
 λiz − λi − λiz − λ
2
i
z (z − λi)︸ ︷︷ ︸
=0
Pi (y) = y = Id (y)
In the other direction, since
Pj ◦ Pi (x) =
{
Pi (x) if j = i
0 if j 6= i
,
we have
[Rz (T ) ◦ (zId − T )] (x) = zRz (T ) (x)− Rz (T ) (Tx)
= x+
∞∑
i=1
λi
z − λi
Pi (x)−
∞∑
i=1
λiRz (T ) (Pi (x))
= x+
∞∑
i=1
λi
z − λi
Pi (x)−
∞∑
i=1
λi
[
1
z
Pi (x) +
1
z
∞∑
j=1
λj
z − λj
Pj (Pi (x))
]
= x+
∞∑
i=1
 λiz − λi − λiz − λ
2
i
z (z − λi)︸ ︷︷ ︸
=0
Pi (x) = x = Id (x)
Therefore, Rz (T ) = (zId − T )
−1 ∈ SY (c0) . 
Corollary 3.2. If z /∈ σ (Tλ) , then Rz (Tλ) = (zId − Tλ)
−1 ∈ LTλ.
Proof. We already know that SY (c0) is a C-algebra with unity and zId − Tλ is
invertible in SY (c0) . By Th. 6.10 in [7], we have that
Rz (Tλ) ∈ algSY (c0) {Id, zId− Tλ}
Now, since algSY (c0) {Id, zId− Tλ} is the smallest closed subalgebra that contains
to zId − Tλ, we conclude that Rz (Tλ) ∈ LTλ . 
Proposition 3.3. The function Γ is bijective.
Proof. By above, Γ is injective. If φ ∈ Sp (LTλ) , then φ (Tλ) = z, for some z ∈ K.
Suppose that z /∈ σ (Tλ) , hence zId−Tλ has an inverse and, by the previous corol-
lary, Rz (Tλ) ∈ LTλ . Since the function φ is a homomorphism between algebras
with unities, we have
1 = φ (Id) = φ
(
(zId − Tλ)
−1 ◦ (zId− Tλ)
)
= φ
(
(zId − Tλ)
−1)φ (zId− Tλ) ,
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but, by the linearity of φ, the factor φ (zId − Tλ) is null, which is a contradiction.
Thus, if φ ∈ Sp (LTλ) , then there exists µ ∈ σ (Tλ) such that φ = φµ and therefore
Γ is bijective. 
Remark 3.4. We have identified Sp (LTλ) with σ (Tλ) through the bijective func-
tion Γ. Let us consider the induced topology by K on σ (Tλ) . Note that σ (Tλ) is
compact.
Proposition 3.5. σ (Tλ) is homeomorphic to Sp (LTλ)
Proof. We claim first that Υ = Γ−1 is continuous. In fact, if φα → φ in the
induced topology on Sp (LTλ) by the product topology in K
LTλ , then
φα (H)→ φ (H)
for each H ∈ LTλ . In particular,
φα (Tλ)→ φ (Tλ)
or, equivalently,
Υ (φα)→ Υ (φ) .
Now, since Υ is bijective and continuous, Sp (LTλ) is compact and σ (Tλ) is a
Hausdorff space, we conclude that Υ is a homeomorphism.

By this proposition and by the uniqueness of X (up to homeomorphism) for
which LTλ
∼= C (X) , we have
LTλ
∼= C (Sp (LTλ))
∼= C (σ (Tλ)) .
Let us identify the isometric isomorphism Ψ. Replacing Sp (LTλ) by σ (Tλ) and
considering the map
GTλ
notation
= fTλ : σ (Tλ)→ K; λni 7−→ fTλ (λni) = λni,
we can get, for a fixed H = α0Id +
∑k
m=1 αmT
m
λ ∈ algSY (c0) {Id, Tλ} , the map
GH : σ (Tλ)→ K defined by
GH (λni) =
{
α0 +
∑k
m=1 αmλ
m
ni
= α0 +
∑k
m=1 αm [fTλ (λni)]
m if i ∈ N
α0 if i = 0
.
From this, we can define
G : algSY (c0) {Id, Tλ} → C (σ (Tλ)) ; H 7−→ GH ,
the well-known Gelfand transformation. Clearly, G is a homomorphism of alge-
bras, ‖H‖sp = ‖GH‖ for any H ∈ algSY (c0) {Id, Tλ} , and since LTλ satisfies the
condition given by Proposition 2.7, we have
‖H‖sp = ‖H‖ .
Thus, G is an isometry and then it can be extended to the whole LTλ. Let us
denote by the same capital letter G such extension.
Proposition 3.6. G is an isometric isomorphism of algebras.
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Proof. It is enough to prove that G is surjective. By the fact that G is a homo-
morphism of algebras and the image of Tλ by G is the identity map GTλ = fTλ ,
the collection
{
1, fTλ , f
2
Tλ
, . . .
}
is the image of {Id, Tλ, T
2
λ , . . .} by G. Now, by the
compactness of σ (Tλ), Theorem 5.28 in [7] guarantees that algC(σ(Tλ)) {1, fTλ} is
dense in C (σ (Tλ)) . Thus, if f ∈ C (σ (Tλ)) , then there exists a sequence {gn}n∈N
in algC(σ(Tλ)) {1, fTλ} such that f = limn→∞ gn. Now, for each n ∈ N, there exists
Hn ∈ LTλ such that
GHn = gn.
By the fact that G is an isometry, the sequence (Hn) is a Cauchy sequence in LTλ
and then convergence to an H ∈ LTλ . Since G is continuous, we have that
GH = lim
n→∞
GHn = lim
n→∞
gn = f.

Remark 3.7. By above proposition, the Gelfand transformation G is an isometric
isomorphism between LTλ and C (Sp (LTλ)) or C (σ (Tλ)) .
Remark 3.8. If we suppose that, for λ, µ ∈ c0, the corresponding sets {λn : n ∈ N}
and {µn : n ∈ N} are infinite, then both are connected by a bijective correspon-
dence which is a homeomorphism if we provide them with the discrete topol-
ogy. Therefore, the spaces σ (Tλ) , σ (Tµ) and N∗ are homeomorphic each other.
Now, since any C-algebra with unity is isometrically isomorphic to C (X) , where
X is compact space and it is unique up to homeomorphism, we conclude that
LTλ
∼= LTµ
∼= SY .
3.1. Spectral measure. By the previous section, there exists an isometric iso-
morphism of algebras Φ = G−1 : C (σ (Tλ)) → LTλ. Let us denote by Ω (σ (Tλ))
the Boolean ring of all clopen subsets of σ (Tλ) . Of course, ηC is continuous if
and only if C ∈ Ω (σ (Tλ)) .
Note that the elements of Ω (σ (Tλ)) can be classified as follows: the first type
are those which are finite subsets of σ (Tλ) \ {λn0} and the second type are those
which are complement on σ (Tλ) of the first type.
Now, since Φ is a homomorphism of algebras, we have
Φ (ηC) = Φ
(
η2C
)
= Φ(ηC)
2 .
In other words, Φ (ηC) is a projection in LTλ and if C ∈ Ω (σ (Tλ)) \ {∅} , then
Φ (ηC) is a non-null.
On the other hand, by the fact that the linear hull of {ηC : C ∈ Ω (σ (Tλ))} is
dense in C (σ (Tλ)), for any fixed f ∈ C (σ (Tλ)) and ǫ > 0, there exists a finite
clopen partition {Ck : k = 1, . . . , s} of σ (Tλ) and a finite collection of scalars
{αk : k = 1, . . . , s} such that∥∥∥∥∥f −
s∑
k=1
αkηCk
∥∥∥∥∥
∞
= sup
x∈σ(Tλ)
∣∣∣∣∣f (x)−
s∑
k=1
αkηCk (x)
∣∣∣∣∣ < ǫ (3.2)
Since {Ck : k = 1, . . . , s} is a clopen partition of σ (Tλ) , only one of these sets
is of second type, say C1 = σ (Tλ) \ {λm1 , λm2 , . . . , λmn} . From this, ∪
s
k=2Ck =
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{λm1 , λm2 , . . . , λmn} . Using the characteristic functions properties and the fact
that the single subsets {λk} belong to Ω (σ (Tλ)), we can rewrite (3.2) as follows:∥∥∥∥∥f −
[
α1ησ(Tλ) +
n∑
l=1
(αl − α1) η{λml}
]∥∥∥∥∥
∞
= sup
x∈σ(Tλ)
∣∣∣∣∣f (x)−
[
α1ησ(Tλ) (x) +
n∑
l=1
(αl − α1) η{λml}
(x)
]∣∣∣∣∣ < ǫ
and without loss of generality, we can assume that∥∥∥∥∥f −
[
α1ησ(Tλ) +
n∑
l=1
(αl − α1) η{λml}
]∥∥∥∥∥
∞
= sup
x∈σ(Tλ)
∣∣∣∣∣f (x)−
[
f (λn0) ησ(Tλ) (x) +
n∑
l=1
[f (λml)− f (λn0)] η{λml}
(x)
]∣∣∣∣∣ < ǫ
Using the isometry Φ, we have∥∥∥∥∥Φ (f)−
[
f (λn0) Id+
n∑
l=1
[f (λml)− f (λn0)]El
]∥∥∥∥∥ < ǫ, (3.3)
where El is the corresponding projection Φ
(
η{λml}
)
. At the same time, (3.3)
shows that the space generated by {E ∈ LTλ : E
2 = E} is dense in LTλ .
Let us consider the following set-function:
mTλ : Ω (σ (Tλ))→ LTλ ; C 7−→ mTλ (C) = Φ (ηC) = EC .
In similar way as in subsection 2.2, mTλ is a finite additive measure valued-
projection which is known as spectral measure associated to LTλ .
Since E is, in particular, an element of SY , there exists α ∈ K and µ = (µi) ∈ c0
such that E = αId + Tµ. By the fact that E is a projection, E
2 = E, that is,
(αId+ Tµ) (αId+ Tµ) = αId+Tµ or equivalent to (α
2 − α) Id+T(2α−1)µ+µ2 = 0.
Taking the norm of this operator, we get
0 =
∥∥(α2 − α) Id+ T(2α−1)µ+µ2∥∥ = max{|α (α− 1)| , ∥∥(2α− 1)µ+ µ2∥∥}
From this, if α = 0, then µi = 0 or µi = 1. Since limn→∞ µn = 0, µi = 0 for all i ∈
N, excepts for a finite collection {i1, i2, . . . , in} for which µis = 1, s = 1, 2, . . . , n.
Thus, E =
∑n
s=1 Pis .
On the other hand, if α = 1, then we also get finite collection, say {j1, j2, . . . , jm}
for which µjk = −1, k = 1, 2, . . . , m, and the rest of the elements of the sequence
µ are 0. Thus, E = Id−
∑m
k=1 Pjk .
If
∑n
s=1 Ps ∈ LTλ, n 6= 1, then Ps /∈ LTλ , for any s ∈ {1, 2, . . . , n} .
Remark 3.9. Note that the length of the sum in E =
∑n
s=1 Ps depends on exclu-
sively for the repetition of some non-null entries of the sequence λ.
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Following the same arguments as in subsection 2.2, for f ∈ C (σ (Tλ)) and
α = {C1, C2, . . . , Cn; x1, x2, . . . , xn} ∈ D, where σ (Tλ) = ⊔
n
k=1Ck, we define
ωα(f,mTλ , σ (Tλ)) =
n∑
k=1
f (xk)mTλ (Ck) =
n∑
k=1
f (xk)ECk .
and since the function f can be reached by a net{
n∑
k=1
f (xk) ηCk
}
α∈D
in C (σ (Tλ)) , the isometry of Φ allows us to get
lim
α∈D
ωα(f,mTλ , σ (Tλ)) = Φ (f)
Therefore, the operator Φ (f) is interpreted as an integral, that is,
Φ (f) =
∫
σ(Tλ)
fdmTλ = lim
α∈D
ωα(f,mTλ , σ (Tλ))
For example, for fTλ , η{λn} or f ≡ 1, their respective integral are
Tλ = Φ(fTλ) =
∫
σ(Tλ)
fTλdmTλ ; En =
∫
σ(Tλ)
η{λn}dmTλ =

∑n
s=1 Ps
or
Id−
∑m
s=1 Ps
Id = Φ(1) =
∫
σ(Tλ)
dmTλ .
Remark 3.10. Since {Pn : n ∈ N} is a family of normal projections, we conclude
that {Ek : k ∈ N} is also a family of normal projections. Even more, using the
inner product for operators in A1, {Ek : k ∈ N} is an orthonormal family.
Now, since
{
η{λk} : k ∈ N
}
generates to C (σ (Tλ)) , the isometry isomorphism Φ
tells us LTλ is generated by {Id, E1, E2, . . .}. In other words, LTλ = Span {Id, E1, E2, . . .}.
According to this, LTλ has the same structure than SY and, therefore, with the
same arguments developed in subsection 2.3, each operator in LTλ admits a matrix
representation whose entries are integrals defined by scalar measures.
Acknowledgement. We would like to thank Professor Bertin Diarra for his
useful suggestions and remarks.
References
1. J. Aguayo, M. Nova and K. Shamseddine, Inner product on B*-algebras of operators on a
free Banach space over the Levi-Civita field, Indag. Math. (N.S.) 26 (2015), no. 1, 191-205.
2. J. Aguayo and M. Nova, Compact and Self-adjoint operators on Free Banach Spaces of
countable type, Advances in non-Archimedean analysis, 1-17, Contemp. Math., 665, Amer.
Math. Soc., Providence, RI, 2016.
3. V. Berkovich, Spectral Theory and analytic geometry over non-archimedean fields, Mathe-
matical Surveys and Monograph, 33 AMS (1990).
4. B. Diarra, B., Bounded linear operators on ultrametric Hilbert spaces, Afr. Diaspora J.
Math., 8 (2009), no. 2, 173-181.
5. A. K. Katsaras, On p-adic vector measure space, Journal of Mathematical Analysis and
Applications, 365 (2010), no. 1, 342-357.
REPRESENTATION THEOREMS FOR OPERATORS ON FREE BANACH SPACES 19
6. L. Narici and E. Beckenstein, A non-Archimedean Inner Product, Contemp. Math., 384,
187-202, Amer. Math. Soc., 2005.
7. A. van Rooij, Non-Archimedean Functional Analysis, Marcel Dekker, New York, 1978.
8. M. Vishik, Non-Archimedean spectral Theory, J. Soviet Math., 30 (1985), 2513-2554.
1Departamento de Matema´tica, Facultad de Ciencias F´ısicas y Matema´ticas,
Universidad de Concepcio´n, Casilla 160-C, Concepcio´n, Chile.
E-mail address : jaguayo@udec.cl; jacqojeda@udec.cl
2Departamento de Matema´tica y F´ısica Aplicadas, Facultad de Ingenier´ıa, Uni-
versidad Cato´lica de la Sant´ısima Concepcio´n, Casilla 297, Concepcio´n, Chile.
E-mail address : mnova@ucsc.cl
