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SMOOTH INERTIAL MANIFOLDS FOR NEUTRAL DIFFERENTIAL
EQUATIONS WITH SMALL DELAYS
SHUANG CHEN AND JUN SHEN
Abstract. In this paper, we study the dynamical behavior of neutral differential equations with
small delays. We first establish the existence and smoothness of the global inertial manifolds for
these equations. Then we further prove the smoothness of inertial manifolds with respect to small
delays for a class of neutral differential equations. In the end, we apply our main results to a vdP
oscillator model with small delay.
1. Introduction
The evolution of an actual system is likely to depend not only on the present state but also on
the historical state. Motivated by it, differential equations with delays have been widely studied.
Compared with differential equations without delays, an interesting problem is to study the effects
of small delays on the dynamical behavior of systems. Much effort has been made in the past few
decades, for example, retarded differential equations were studied in [1, 7, 12, 13, 21, 35, 36], delay
partial differential equations were considered in [4, 18, 32, 37], specific applications were discussed
in [6, 17, 20, 31, 34] and so on. Recently, several works paid more attentions to neutral differential
equations with small delays, see [22, 25, 26, 33] and the references therein.
As shown in [24], neutral differential equations can be seen as infinite-dimensional systems if the
dynamical behavior is described in the space of continuous functions. In the framework of infinite-
dimensional systems, one of interesting problems is the finite-dimensional reduction. On this topic,
it is of importance to study the existence and smoothness of inertial manifold. As defined in [19], the
inertial manifold is a finite-dimensional smooth submanifold of the phase space, which is invariant
with respect to the family of solution operators, possesses the exponential tracking property, i.e., the
inertial manifold attracts any trajectory that starts outside of the manifold exponentially fast.
In this paper, we will consider the existence and smoothness of the global inertial manifolds for
neutral differential equations. For some constant r > 0, let C denote the set of all continuous
maps from [−r, 0] into Rn, which is a Banach space endowed with the supremum norm |φ| :=
supθ∈[−r,0] |φ(θ)|. The notation | · | is always used to denote norms in different spaces, but no
confusion should arise. We first consider a nonautonomous neutral differential equation of the form
d
dt
{x(t)− L(t)xt} = F (t, xt),(1.1)
where the section xt(θ) := x(t+ θ) for θ ∈ [−r, 0], F : R× C → R
n is a continuous map and there is
a constant K > 0 such that
|F (t, φ) − F (t, ψ)| ≤ K|φ− ψ| for any t ∈ R and φ,ψ ∈ C,
and for each t ∈ R, the operator L(t) : C → Rn is defined by
L(t)φ =
∫ 0
−r
dη(t, θ)φ(θ), φ ∈ C.(1.2)
As was done in [24, p.255], we assume that the kernel η : R×R→ Rn×n is measurable and normalized
so that η(t, θ) satisfies η(t, θ) = η(t,−r) for θ ≤ −r, η(t, θ) = 0 for θ ≥ 0, η(t, ·) is continuous from
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the left on (−r, 0) and has bounded variation uniformly in t such that t 7→ L(t)φ is continuous
for each φ ∈ C. Furthermore, the kernel η is uniformly nonatomic at zero, i.e., for every ǫ > 0.
there exists a constant δ > 0 such that the total variation of η(t, ·) on [−δ, 0] is less than ǫ for all
t ∈ R. It then follows from [24, Theorem 8.1, p.61] and [24, Theorem 8.3, p.65] that the Cauchy
problem of equation (1.1) is well-posed. Then for each t0 ∈ R and φ ∈ C, there exists a unique
solution x(· ; t0, φ) : [−r,+∞)→ R of equation (1.1) with the initial value φ at t0, i.e., x(· ; t0, φ) with
xt0 = φ is a continuous map, x(t)− L(t)xt is continuously differentiable and satisfies equation (1.1)
on [t0,+∞).
If L(t)φ = (0, ..., 0)T ∈ Rn for any t ∈ R and φ ∈ C, then equation (1.1) is reduced to a retarded
differential equation. Ryabov ([36]) and Driver ([12]) obtained that retarded differential equations
with small delays has a Lipschitz inertial manifold. Later on, Chicone ([7]) generalized this result to
C1,1 inertial manifold if F is C1,1 with respect to the second variable by using the Fiber Contraction
Theorem (see [30]). However, to approximate inertial manifolds, we need obtain the higher-order
smoothness of inertial manifolds. To this end, in current paper, we will prove that neutral differential
equation (1.1) with small delay r possesses a global Ck,1 inertial manifold if F is Ck,1 with respect
to the second variable.
We further assume that L(t)φ = Aφ(−r) for any φ ∈ C and F (t, xt) = f(x(t), x(t − r)) for t ∈ R
and r > 0. Then equation (1.1) is rewritten as
d
dt
{x(t)−Ax(t− r)} = f(x(t), x(t− r)),(1.3)
where A is an n× n real matrix and f is Lipschitz continuous function, i.e.,
|f(y1, z1)− f(y2, z2)| ≤ Kmax{|y1 − y2|, |z1 − z2|} for any (y1, z1) and (y2, z2) in R
n × Rn.
In the second part of this paper, we will show that the inertial manifold of equation (1.3) with small
delay is Ck,1 with respect to the delay r if f is Ck,1.
When we consider the differentiability of inertial manifold with respect to the delay r, we need
look for an appropriate space such that inertial manifold is smooth in r. As early as 1991, on
the space W 1,∞([−r, 0],Rn), where all functions are absolutely continuous and their derivatives are
essentially bounded, Hale and Ladeira ([23]) used the Uniform Contraction Principle to prove that
the solutions are Ck−1 in r provided that the map f is Ck. Then Hartung and Turi ([28]) studied the
differentiability of solutions with respect to parameters for state-dependent delay equations. Chicone
([7]) used the Fiber Contraction Theorem on a certain weighted Sobolev-type space and proved that
the inertial manifolds of retarded differential equations with small delays are C1,1 with respect to
delays. Subsequently, Chicone ([8]) further studied the smoothness of inertial manifold for the delay
equation x˙(t) = f(x(t), x(t−r)) by the slow manifold of the Nth-order ordinary differential equation
obtained by replacing the right-hand side of the delay equation by the Nth-order Taylor polynomial
of the function τ 7→ f(x(t), x(t− τ)) at τ = 0.
Unlike Chicone ([7]), we studied the smoothness of inertial manifold for equation (1.1) (resp. equa-
tion (1.3)) on some Ck,1 space endowed with weighted supremum norm. To prove the completeness
of these spaces with the metrics induced by the corresponding norms, we use the Henry’s lemma (see
[29, Lemma 6.1.6]), which is widely used to study the smoothness of invariant manifolds, see Chow
and Lu [9], Barreira and Valls [2, 3] and Elbialy[16]. Moreover, to guarantee that the Contraction
Mapping Principle is valid, the multivariate Faa` di Bruno Formula (see [10, Theorem 2.1]) is applied
to estimate the desired derivatives.
The paper is organized as follows. In section 2, we will state the main results in this paper, see
Theorems 2.1-2.3. Before proving these results, we first make some preparations in section 3. In
sections 4-6, we prove Theorems 2.1-2.3, respectively. To illustrate the applications of the main
results, we study the dynamics of a vdP oscillator model with small delay in section 7. In section 8,
we give a discussion for further study.
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2. main results
In this section, we will state the main results in this paper. We first consider a nonautonomous
neutral differential equation of the form
d
dt
{x(t)− L(t)xt} = F (t, xt),(2.1)
where the section xt(θ) := x(t + θ) for θ ∈ [−r, 0]. To study the existence and the higher-order
smoothness of the inertial manifold for equation (2.1) with small delay, we need the following hy-
potheses.
(H1) Let L(t) be given by (1.2) and satisfy the conditions stated in the introduction. Assume that
supt∈R |L(t)| =M with 0 < M < 1 and F : R×C → R
n is a continuous map and Ck (k ∈ N)
in the second variable. There exist positive constants Mj , j = 0, 1, 2, ..., k + 1, such that for
any t ∈ R and φ,ψ ∈ C, |F (t, 0)| ≤M0e
λ|t|, |Dj2F (t, φ)| ≤Mj for j = 1, ..., k and |D
k
2F (t, φ)−
Dk2F (t, ψ)| ≤ Mk+1|φ− ψ|, where D
j
2 denotes the j-th partial derivative with respect to the
second variable. Let the constants r0 and x
∗ satisfy 0 < M1r0 < H(− lnM/(k + 1)) and
x∗ ∈ (x1(r0),− lnM/(k + 1)) ⊂ (x1(r0), x2(r0)), where H, x1(r0) and x2(r0) are defined in
Appendix A. The delay r and the constant λ satisfy 0 < r ≤ r0 and rλ = x
∗.
Since x∗ ∈ (x1(r0), x2(r0)), by Appendix A, we find x
∗e−x
∗
− Mx∗ > M1r0, which implies
(Mx∗ex
∗
+M1r0e
x∗)/x∗ < 1. Then from the condition rλ = x∗ it follows
Merλ +M1e
rλ/λ =(Mrλerλ +M1re
rλ)/(rλ) = (Mx∗ex
∗
+M1re
x∗)/x∗
≤ (Mx∗ex
∗
+M1r0e
x∗)/x∗ < 1.
(2.2)
Moreover, x∗ < − lnM/(k + 1) and rλ = x∗ imply that Me(k+1)rλ =Me(k+1)x
∗
< 1.
Our main results on equation (2.1) are summarized as following.
Theorem 2.1. Assume that (H1) holds. Then there exists a constant δ with 0 < δ ≤ r0 such that
for equation (2.1) with 0 < r < δ, there is a continuous map Ψ : R × Rn → Rn satisfying that for
each ξ ∈ Rn, Ψ(· , ξ) is the solution of equation (2.1) with the condition x(0) − L(0)x0 = ξ and for
each t ∈ R, Ψ(t, · ) is a Ck,1 map on Rn.
Theorem 2.2. Assume that (H1) holds. Then for the solution x(· ; 0, φ) of equation (2.1) with
x0 = φ, there exists a unique ξ ∈ R
n such that
sup
t≥0
|x(t; 0, φ) −Ψ(t, ξ)|eλt < +∞.
Remark 1. Assume that (H1) holds. By Theorem 2.1 and Theorem 2.2, we clearly see that the
graph of Ψ defined in Theorem 2.1 forms the Ck,1 inertial manifold of equation (2.1) with small
delay.
We further assume that L(t)φ = Aφ(−r) for any φ ∈ C and F (t, xt) = f(x(t), x(t − r)) for t ∈ R
and r > 0. Then equation (2.1) is rewritten as
d
dt
{x(t)−Ax(t− r)} = f(x(t), x(t− r)),(2.3)
where A is an n×n real matrix. We will show that the inertial manifold of equation (2.3) is smooth
with respect to the delay r. To this end, we need the following hypothesis.
(H2) The function f : Rn × Rn → Rn is Ck and satisfies that there exist constants Mj , j =
1, ..., k +1, such that |Djf | ≤Mj and |D
kf(y1, z1)−D
kf(y2, z2)| ≤Mk+1|(y1, z1)− (y2, z2)|,
where Dj denote the j-th derivative of f , and the matrix A satisfies |A| = M with 0 <
M < 1/(2 · 3k). Let the constants r0 and x
∗ satisfy 0 < M1r0 < H(− ln(2 · 3
kM)/(k + 1))
and x∗ ∈
(
x1(r0),− ln(2 · 3
kM)/(k + 1)
)
⊂ (x1(r0), x2(r0)), where H, x1(r0) and x2(r0) are
defined in Appendix A. The constant λ satisfies δλ = x∗ for 0 < δ ≤ r0.
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Without loss of generality, we assume that positive integer k ≥ 2 in (H2). Note that 0 < M <
1/(2 · 3k) < 1. This implies that − ln(2 · 3kM)/(k + 1) < − lnM . By Appendix A, we obtain
(Mx∗ex
∗
+M1δe
x∗)/x∗ ≤ (Mx∗ex
∗
+M1r0e
x∗)/x∗ < 1.(2.4)
In addition, since x∗ < − ln(2 · 3kM)/(k + 1) in (H2), then
2 · 3kMe(k+1)x
∗
< 1.(2.5)
In the end, we summarize our main results on equation (2.3) as following.
Theorem 2.3. Assume that (H2) holds. Then for a sufficiently small δ with 0 < δ ≤ r0, there
exists a continuous map Ψ : R× (0 , δ) × Rn → Rn such that
(i) for each (r, ξ) ∈ (0 , δ) × Rn, Ψ(· , r, ξ) is the solution of equation (2.3) with the condition
x(0)−Ax(−r) = ξ;
(ii) for each (t, r) ∈ R× (0 , δ), Ψ(t, r, · ) is a Ck,1 map on Rn;
(iii) for each ξ ∈ Rn, Ψ(· , · , ξ) is a Ck,1 map on R× (0 , δ).
Remark 2. In many practical applications, we are often interested in the dynamics of equation (2.1)
(resp. (2.3)) in some bounded regions, such as finding special bounded solutions including periodic
orbits, homoclinic loops and heteroclinic loops and so on. Then we only require that the assumptions
on the function F (resp. f) in equation (2.1) (resp. (2.3)) hold in some bounded regions. In fact, by
the cut-off technique we can modify the original equation (2.1) (resp. (2.3)) such that the modified
equation not only satisfies the assumptions, but also is consistent with the original one in some
large bounded regions. More specifically, let the cut-off function χ : [0,+∞) → [0, 1] satisfy the
following properties: (i’) χ ∈ C∞; (ii’) χ(u) = 1 for u ∈ [0, 1] and χ(u) = 0 for u ∈ [2,+∞); (iii’)
supu∈[0,+∞) |χ
′(u)| ≤ 2. We define the modified function F˜ (resp. f˜) of F (resp. f) by F˜ (t, φ) =
F (t, χ(|φ|/κ)φ) (resp. f˜(φ(0), φ(−r)) = f(χ(|φ|/κ)φ(0), χ(|φ|/κ)φ(−r))) for each t ∈ R, φ ∈ C and a
certain positive constant κ.
On the other hand, based on the higher-order smoothness obtained in Theorem 2.3, we can also
give an effective approximation of the inertial manifold for equation (2.3). In fact, by the invariant
property of the inertial manifold and the so-called post-Newtonian expansion used for retarded differ-
ential equations with small delays in [7, 8], we expand the restriction of equation (2.3) on the inertial
manifold in a series with respect to r, where a sequence of slow-fast systems is involved. Then we
could give an approximation of the inertial manifold for equation (2.3) with small delay by analyzing
the slow manifolds of these slow-fast systems.
3. Preliminaries
Before proving our main results, we first make some preliminaries in this section. Let Bi, i = 1, ..., n
and E be Banach spaces and B = B1×···×Bn be product space with the norm |v| := max1≤i≤n |vi| for
v = (v1, ..., vn) ∈ B. Let U denote the open subset of B and h be a C
k map from U to E. As shown
in [11, p.181], the k-th derivative Dkh and the partial derivative with respect to the j-th variable Djh
are identified to one of elements in Lk(B;E) and L(Bj ;E), respectively, where L
k(B;E) denotes the
set of all k multilinear continuous maps from B to E, which is a Banach space equipped with the
norm |L| = sup {K ∈ R : |L(u1, ..., uk)| ≤ K|u1| · · · |uk| for any ui ∈ B} for each L ∈ L
k(B;E), and
L(Bj ;E) denotes the set of all continuous linear maps from Bj to E. Let ν = (ν1, ..., νn) ∈ N
n
0 with
|ν| = ν1 + · · · + νn ≤ k and N0 denote the set of nonnegative integers. D
ν
uh :=
∂|ν|
∂u
ν1
1 ...∂u
νn
n
h is said
to be the partial derivative of order |ν| of h and assume Dνuh = h for ν = (0, ..., 0). The following
lemma can be found in [11, p.182].
Lemma 3.1. Let U be an open set of Rn and E denote a Banach space. If the map h : U → E is
Ck, then for each x ∈ U and ξi = (ξi1, ..., ξin)
T ∈ Rn, i = 1, ..., k, we have
Dkh(x)(ξ1, ..., ξk) =
∑
(j1,...,jk)
Dj1Dj2 · · ·Djkh(x)ξ1,j1 · · · ξk,jk ,
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where the sum is extended to all nk distinct sequences (j1, ..., jk) of integers from the set of indices
{1, ..., n}.
As was done in [15], for each 0 < α ≤ 1 and k ∈ N, where N denotes the set of positive integers,
let Ck,α(U,E) be the set of Ck maps φ : U → E satisfying
Hα(D
kφ) := sup
x 6=x′, x, x′∈U
|Dkφ(x)−Dkφ(x′)|
|x− x′|α
<∞.
For any b > 0, we define the Banach space
Ck,αb := {φ ∈ C
k,α
b (U,E) : |φ|k,α ≤ b},
where |φ|k,α := max
{
|φ|∞, |Dφ|∞, ..., |D
kφ|∞,Hα(D
kφ)
}
and | · |∞ denotes the supremum norm.
The following lemma is from [15].
Lemma 3.2. (Henry’s lemma) (i) Suppose that a sequence {φm}
+∞
m=1 ⊂ C
k,α
b and a map φ : U → E
satisfy |φm − φ|∞ → 0 as m→ +∞, then φ ∈ C
k,α
b and D
kφm(u) → D
kφ(u) as m → +∞ for each
u ∈ U . (ii) Let U0 ⊂ U be a subset which is uniformly bounded away from the boundary of U . Then
Dkφm(u)→ D
kφ(u) uniformly on U0.
Assume that B1 = · · · = Bn = E = R. To state a multivariate Faa` di Bruno Formula (see [10]),
we need introduce some notations. Let ν! =
∏n
i=1(νi!) and x
ν =
∏n
i=1 x
νi
i for ν = (ν1, ..., νn) ∈ N
n
0
and x = (x1, ..., xn) ∈ R
n. Set ν = (ν1, ..., νn) and µ = (µ1, ..., µn) belong to N
n
0 . We write µ ≺ ν if
one of the following holds: (i) |µ| < |ν|; (ii) |µ| = |ν| and µ1 < ν1; (iii) |µ| = |ν|, µ1 = ν1,..., µj = νj
and µj+1 < νj+1 for some 1 ≤ j < n.
Let h(x1, ..., xn) = g(g1(x1, ..., xn), ..., gm(x1, ..., xn)) for x = (x1, ..., xn) ∈ R
n, where gi : R
n → R,
i = 1, ..,m, are Ck maps defined in a neighborhood of x0 = (x01, ..., x
0
n) and g : R
m → R is a
Ck map defined in a neighborhood of y0 := (g1(x
0), ..., gm(x
0)) ∈ Rm. We define hν := D
ν
xh(x
0),
gω := D
ω
y g(y
0), g
(i)
µ := D
µ
x gi(x
0) and gµ := (g
(1)
µ , ..., g
(m)
µ ). Set 00 = 1. The following lemma shows
the explicit expression of an arbitrary partial derivative of composite function h, which can be found
in [10, Theorem 2.1].
Lemma 3.3. Let h be given as above. Then we have
hν =
∑
1≤|ω|≤|ν|
gω
|ν|∑
s=1
∑
ps(ν,ω)
(ν!)
s∏
j=1
(glj )
kj
(kj !)(lj !)|kj |
,
where
ps(ν,ω) = {(k1, ...,ks; l1, ..., ls) : |kj | > 0, 0 ≺ l1 ≺ ... ≺ ls,
s∑
j=1
kj = ω and
s∑
j=1
|kj |lj = ν}.
4. Proof of Theorem 2.1
For any fixed constant d > 0, set V 0d := {ξ ∈ R
n : |ξ| < d}. Let Bd,λ denote the set of continuous
maps from R× V 0d to R
n and each x ∈ Bd,λ is C
k in the second variable and satisfies that for some
constants βj > 0,
|x|Bd,λ := sup
(t,ξ)∈R×V 0d
|x(t, ξ)|e−λ|t| ≤ β0,(4.1)
|x|Bd,λ,j := sup
(t,ξ)∈R×V 0d
|Dj2x(t, ξ)|e
−jλ|t| ≤ βj, j = 1, 2, ..., k,(4.2)
|x|Bd,λ,k+1 := sup
t∈R, ξ1, ξ2∈V 0d , ξ1 6=ξ2
|Dk2x(t, ξ1)−D
k
2x(t, ξ2)|
|ξ1 − ξ2|
e−(k+1)λ|t| ≤ βk+1,(4.3)
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where the constant λ is given as in (H1).
Lemma 4.1. Let the map ρ be defined in the form ρ(x, y) = |x − y|Bd,λ for any x, y ∈ Bd,λ. Then
the set Bd,λ endowed with the metric ρ is a complete metric space.
Proof. Clearly, the map ρ on Bd,λ × Bd,λ is well defined and induces a metric. In the following we
prove the completeness of the metric space (Bd,λ, ρ). Let {gm}
+∞
m=1 be a Cauchy sequence of Bd,λ,
that is, for any ǫ > 0, there is a positive integer N(ǫ) such that for any positive integer m,m′ ≥ N(ǫ),
ρ(gm′ , gm) = |gm′ − gm|Bd,λ = sup
(t,ξ)∈R×V 0
d
|gm′(t, ξ)− gm(t, ξ)|e
−λ|t| < ǫ.
Then {gm(t, ξ)e
−λ|t|}+∞m=1 is a Cauchy sequence in the Banach space Cb(R× V
0
d ,R
n) := {f ∈ C(R×
V 0d ,R
n) : sup(t,ξ)∈R×V 0
d
|f(t, ξ)| < +∞}. Let g˜0(t, ξ) be the limit of gm(t, ξ)e
−λ|t| in Cb(R × V
0
d ,R
n).
Set g0(t, ξ) := g˜0(t, ξ)e
λ|t|. This implies that ρ(gm, g0)→ 0 as m→ +∞.
Next we prove that g0 ∈ Bd,λ. For any g ∈ Bd,λ and fixed t ∈ R, we define the map g˜ : V
0
d → R
n
in the form g˜(ξ) = g(t, ξ), then |g˜(ξ)| = |g(t, ξ)| ≤ |g|Bd,λ e
λ|t| ≤ β0e
λ|t|. Recall that ρ(gm, g0) → 0
as m → +∞. Then we have |g˜m − g˜0|∞ → 0 as m → +∞. From (4.1)-(4.3) it follows that
{g˜m}
+∞
m=1 ⊂ C
k,1
β(t), where β(t) = max{β0e
λ|t|, βje
jλ|t| for j = 1, 2, ..., k +1}. Hence, by Lemma 3.2 we
obtain g˜0 ∈ C
k,1
β(t)
and Dj g˜m(ξ)→ D
j g˜0(ξ) as m→ +∞ for each ξ ∈ V
0
d and j = 1, 2, ..., k. Together
with (4.1)-(4.3) again, we obtain g0 ∈ Bd,λ. Therefore, the proof is complete. 
On the space Bd,λ, we define a map T in the following form
T (x)(t, ξ) = ξ + L(t)xt +
∫ t
0
F (s, xs)ds.(4.4)
We will show that the unique fixed point of T in Bd,λ is the desired map Ψ in Theorem 2.1. To this
end, we first need prove the following lemmas.
Lemma 4.2. Assume that (H1) holds. Then for any x ∈ Bd,λ and (t, ξ) ∈ R × V
0
d , the following
estimates hold:
(i) |T (x)(t, ξ)|e−λ|t| ≤ d+M0/λ+ (Me
rλ +M1e
rλ/λ)β0.
(ii) |D2T (x)(t, ξ)|e
−λ|t| ≤ 1 + (Merλ +M1e
rλ/λ)β1.
(iii) For any positive integer m with 2 ≤ m ≤ k, we have
|Dm2 T (x)(t, ξ)|e
−mλ|t| ≤Mβme
mrλ +Am/λ,
where
Am = (m− 1)!e
mrλ
m∑
j=1
Mj
∑
p(m,j)
m∏
i=1
βωii
(ωi!)(i!)ωi
,
p(m, j) =
{
(ω1, ..., ωm) : ωi ∈ N0,
m∑
i=1
ωi = j,
m∑
i=1
iωi = m
}
.
Proof. For any x ∈ Bd,λ and (t, ξ) ∈ R× V
0
d , we have
|T (x)(t, ξ)| ≤ |ξ|+ |L(t)xt|+ |
∫ t
0
|F (s, xs)− F (s, 0)|ds| + |
∫ t
0
|F (s, 0)|ds|
≤ d+Mβ0e
λ(r+|t|) +M1|
∫ t
0
β0e
λ(r+|s|)ds|+M0e
λ|t|/λ
≤
(
d+M0/λ+ (Me
rλ +M1e
rλ/λ)β0
)
eλ|t|.
Thus, result (i) is proved.
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By Leibniz’s Rule ([11, Theorem 8.11.2, p.177]) and the linearity of L(t), we see that
D2T (x)(t, ξ) = I + L(t)(D2xt) +
∫ t
0
D2F (s, xs)D2xsds.
Then we have
|D2T (x)(t, ξ)| ≤ 1 +M |D2xt|+ |
∫ t
0
|D2F (s, xs)||D2xs|ds|
≤ 1 +Mβ1e
λ(r+|t|) + |
∫ t
0
M1β1e
λ(r+|s|)ds| ≤
(
1 + (Merλ +M1e
rλ/λ)β1
)
eλ|t|.
Thus, result (ii) is proved.
For any positive integer m with 2 ≤ m ≤ k, by the Leibniz’s Rule and the univariate Faa` di Bruno
Formula (see (1.1) in [10, p.503]), we have
|Dm2 T (x)(t, ξ)| ≤ |L(t)||D
m
2 xt|+m!|
∫ t
0
m∑
j=1
|Dj2F (s, xs)|
∑
p(m,j)
m∏
i=1
|Di2xs|
ωi
(ωi!)(i!)ωi
ds|
≤ Mβme
mλ(r+|t|) +m!|
∫ t
0
m∑
j=1
Mj
∑
p(m,j)
m∏
i=1
(βie
iλ(r+|s|))ωi
(ωi!)(i!)ωi
ds|
≤ Mβme
mλ(r+|t|) +m!emrλ
m∑
j=1
Mj
∑
p(m,j)
m∏
i=1
βωii
(ωi!)(i!)ωi
|
∫ t
0
emλ|s|ds|
≤
(
Mβme
mrλ +Am/λ
)
emλ|t|.
Thus, result (iii) is proved. Then the proof is complete. 
Lemma 4.3. For any t ∈ R, ξ1, ξ2 ∈ R
n and x ∈ Bd,λ, we have
|Dk2T (x)(t, ξ1)−D
k
2T (x)(t, ξ2)| ≤
(
Mβk+1e
(k+1)rλ +Ak+1/λ
)
e(k+1)λ|t||ξ1 − ξ2|,
where Ak+1 := (A
1
k+1 +A
2
k+1)/(k + 1),
A1k+1 := β1e
(k+1)rλ(k!)
k∑
m=1
Mm+1
∑
p(k,m)
k∏
i=1
βωii
(ωi!)(i!)ωi
,
A2k+1 := e
(k+1)rλ(k!)
k∑
m=1
Mm
∑
p(k,m)
k∑
j=1
ωjβj+1β
ωj−1
j
(ωj!)(j!)ωj
(
j−1∏
i=0
βωii
(ωi!)(i!)ωi
) k+1∏
i=j+1
βωii
(ωi!)(i!)ωi
 ,
and ω0 = ωk+1 := 0.
Proof. For any ξ1, ξ2 ∈ R
n and x ∈ Bd,λ, let yt := xt(· , ξ1), zt := xt(· , ξ2), G(t, ξ1) := F (t, yt) and
G(t, ξ2) := F (t, zt). By Appendix B, we have
|Dk2G(t, ξ1)−D
k
2G(t, ξ2)| ≤ I1 + I2,(4.5)
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where
I1 := k!
k∑
m=1
|Dm2 F (t, yt)−D
m
2 F (t, zt)|
∑
p(k,m)
k∏
i=1
|Di2yt|
ωi
(ωi!)(i!)ωi
,
I2 := k!
k∑
m=1
|Dm2 F (t, zt)|
∑
p(k,m)
k∑
j=1
Qj
(ωj !)(j!)ωj
(
j−1∏
i=0
|Di2zt|
ωi
(ωi!)(i!)ωi
) k+1∏
i=j+1
|Di2yt|
ωi
(ωi!)(i!)ωi
 ,
Qj := |D
j
2yt −D
j
2zt|
ωj−1∑
l=0
|Dj2zt|
l|Dj2yt|
ωj−l−1.
(4.6)
For I1, we observe that
I1 ≤ k!
k∑
m=1
Mm+1|yt − zt|
∑
p(k,m)
k∏
i=1
βωii e
iωiλ(r+|t|)
(ωi!)(i!)ωi
≤ k!
k∑
m=1
Mm+1β1e
λ(r+|t|)|ξ1 − ξ2|
∑
p(k,m)
k∏
i=1
βωii e
iωiλ(r+|t|)
(ωi!)(i!)ωi
= A1k+1e
(k+1)λ|t||ξ1 − ξ2|.
(4.7)
To estimate I2, by (4.2) and (4.3) we note that
Qj ≤ βj+1e
(j+1)λ(r+|t|)|ξ1 − ξ2|
ωj−1∑
l=0
(βje
jλ(r+|t|))l(βje
jλ(r+|t|))ωj−l−1
≤ ωjβj+1β
ωj−1
j e
(1+jωj)λ(r+|t|)|ξ1 − ξ2|,
together with (4.2), (4.6) and (H1), we have
I2 ≤ (k!)
k∑
m=1
Mm
∑
p(k,m)
k∑
j=1
ωjβj+1β
ωj−1
j e
(1+jωj)λ(r+|t|)|ξ1 − ξ2|
(ωj!)(j!)ωj
×
(
j−1∏
i=0
(βie
iλ(r+|t|))ωi
(ωi!)(i!)ωi
) k+1∏
i=j+1
(βie
iλ(r+|t|))ωi
(ωi!)(i!)ωi
 ≤ A2k+1e(k+1)λ|t||ξ1 − ξ2|.
(4.8)
In the end, applying the Leibniz’s reule, in view of (4.3), (4.7) and (4.8) we have
|Dk2T (x)(t, ξ1)−D
k
2T (x)(t, ξ2)|
≤ |L(t)||Dk2yt −D
k
2zt|+ |
∫ t
0
(
Dk2G(s, ξ1)−D
k
2G(s, ξ2)
)
ds|
≤Mβk+1e
(k+1)λ(r+|t|)|ξ1 − ξ2|+
∫ t
0
(A1k+1 +A
2
k+1)e
(k+1)λ|s||ξ1 − ξ2|ds|
≤
(
Mβk+1e
(k+1)rλ +Ak+1/λ
)
e(k+1)λ|t||ξ1 − ξ2|.
Then Lemma 4.3 is established. 
In the end of this section, we prove Theorem 2.1 by the Contraction Mapping Principle.
Proof of Theorem 2.1. The proof of this theorem is divided into four steps.
Step (i). We first choose a suitable constant δ with 0 < δ ≤ r0 to give the smallness condition.
Recall that the constants r0 and x
∗ defined as in (H1) only depend on M andM1. Let the constants
βj , j = 1, ..., k + 1, satisfy the following conditions:
β1 ≥ x
∗/(x∗ −Mx∗ex
∗
−M1r0e
x∗) > 0, βj > 0, j = 2, ..., k + 1.
SMOOTH INERTIAL MANIFOLDS FOR NDE WITH SMALL DELAYS 9
By (2.2) we also have β1 > 0. We define the constant δ by
δ := min
{
r0, x
∗(1−Memx
∗
)βm/Am for m = 2, ..., k + 1
}
,
where Am s are defined in Lemmas 4.2 and 4.3. Note that Am s are only determined by βj for
j = 1, ...,m, and 1−Memx
∗
> 0 for each m = 2, ..., k + 1, then δ is well defined and satisfies δ > 0.
Step (ii). Secondly, for the delay r satisfying the smallness condition r ∈ (0, δ) and each fixed d > 0,
we construct the desired complete metric space Bd,λ, where the constant λ = x
∗/r. By (2.2) we can
take a sufficiently large β0 such that the following inequality holds:
d+M0r0/x
∗ + β0(Mx
∗ex
∗
+M1r0e
x∗)/x∗ ≤ β0.(4.9)
Define the constants βj , j = 0, ..., k + 1, associated with Bd,λ by the above way. Then by Lemma
4.1, the set Bd,λ endowed with the metric ρ, which is induced by (4.1), is a complete metric space.
Step (iii). Thirdly, we prove that the operator T defined by (4.4) maps Bd,λ to itself. Clearly, for
each x ∈ Bd,λ, T (x) is a continuous map from R × V
0
d to R
n. Since F and x are Ck maps in the
second variable, and L(t) is a linear map for each t ∈ R, then T (x) is a Ck map with respect to the
second variable. For r ∈ (0, δ), by the condition rλ = x∗, (2.2) and (4.9) we have
d+M0/λ+ (Me
rλ +M1e
rλ/λ)β0 ≤ d+M0r0/x
∗ + β0(Mx
∗ex
∗
+M1r0e
x∗)/x∗ ≤ β0.
In view of Lemma 4.2 (i), we obtain |T (x)|Bd,λ ≤ β0.
Recall that β1 ≥ x
∗/(x∗ −Mx∗ex
∗
−M1r0e
x∗) > 0. Then (Mx∗ex
∗
+M1r0e
x∗)/x∗ ≤ 1 − 1/β1,
together with (2.2), yields that
1 + (Merλ +M1e
rλ/λ)β1 < 1 + β1(Mx
∗ex
∗
+M1r0e
x∗)/x∗ ≤ 1 + β1(1− 1/β1) = β1.
It follows from Lemma 4.2 (ii) that |T (x)|Bd,λ,1 ≤ β1.
For m = 2, ..., k + 1, note that 0 < r < x∗(1−Memx
∗
)βm/Am, then
Mβme
mrλ +Am/λ =Mβme
mx∗ +Amr/x
∗ ≤Mβme
mx∗ +Amx
∗(1−Memx
∗
)βm/(Amx
∗) ≤ βm.
Then by Lemmas 4.2 (iii) and 4.3, we have |T (x)|Bd,λ,m ≤ βm for each m = 2, ..., k + 1. Thus, the
operator T maps Bd,λ to itself.
Step (iv). We finally prove that T is a contraction. For any x, y ∈ Bd,λ and (t, ξ) ∈ R × V
0
d , we
observe that
|T (x)(t, ξ)− T (y)(t, ξ)| ≤ |L(t)||xt − yt|+ |
∫ t
0
|F (s, xs)− F (s, ys)|ds|
≤M |x− y|Bd,λe
λ(r+|t|) + |
∫ t
0
M1|xs − ys|ds|
≤M |x− y|Bd,λe
λ(r+|t|) + |
∫ t
0
M1|x− y|Bd,λe
λ(r+|s|)ds|
≤ (Merλ +M1e
rλ/λ)|x− y|Bd,λe
λ|t|.
(4.10)
Then by (2.2) and (4.10),
|T (x)− T (y)|Bd,λ ≤ ((Mx
∗ex
∗
+M1r0e
x∗)/x∗)|x− y|Bd,λ ,
which together with (2.2) yields that T is a contraction. By the Contraction Mapping Principle, T
has a unique fixed point in the complete metric space (Bd,λ, ρ). Assume that Ψ is the unique fixed
point of T in (Bd,λ, ρ). By (4.4), we can check that Ψ satisfies equation (2.1) and Ψ(0, ξ) = ξ+L(0)Ψ0.
Therefore, Theorem 2.1 is proved. 
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Remark 3. Assume that (H1) holds. By the similar method used in the proof of Theorem 2.1, we
can check that for each ξ ∈ Rn, there exists a unique solution y of equation (2.1) satisfying that y is
defined on R, ξ = y(0)−L(0)y0 and supt≤0 |y(t)|e
λt < +∞. More precisely, y(t) = Ψ(t, ξ) for t ∈ R,
where Ψ is defined in Theorem 2.1. In fact, to obtain this result, we only need to consider the case
k = 0 in the proof of Theorem 2.1.
5. Proof of Theorem 2.2
For any fixed φ ∈ C, let x(t) = x(t; 0, φ) for t ∈ [−r,+∞) denote the solution of equation (2.1)
with x0 = φ. Let the constant λ is defined as in (H2) in this section. Let Sλ denote the set of
continuous maps y : R→ Rn with
|y − x|Sλ,1 := sup
t≥0
|y(t)− x(t)|eλt < +∞ and |y|Sλ,2 := sup
t≤0
|y(t)|eλt < +∞.
We define a map ρ˜ : Sλ × Sλ → R in the form ρ˜(f, g) := supt∈R |f(t) − g(t)|e
λt for any f, g in Sλ.
Note that for f, g in Sλ, we have
|f(t)− g(t)|eλt ≤ |f(t)− x(t)|eλt + |g(t) − x(t)|eλt for t ≥ 0,
|f(t)− g(t)|eλt ≤ |f(t)|eλt + |g(t)|eλt for t ≤ 0,
then from the definition of the set Sλ it follows that the map ρ˜ is well defined. Furthermore, we have
the following result.
Lemma 5.1. (Sλ, ρ˜) is a complete metric space.
Proof. Clearly, the map ρ˜ induces a metric on the set Sλ. To prove the completeness of the metric
space (Sλ, ρ˜), take any Cauchy sequence {gm}
+∞
m=1 of Sλ, that is, for any ǫ > 0, there is a positive
integer N(ǫ) such that for any positive integer m,m′ ≥ N(ǫ), ρ˜(gm′ , gm) < ǫ, which implies
sup
t≥0
|gm′(t)− gm(t)|e
λt < ǫ, sup
t≤0
|gm′(t)− gm(t)|e
λt < ǫ.
Similarly to Lemma 4.1, we observe that {gm(t)e
λt}+∞m=1 is a Cauchy sequence in Cb(R). Let g˜0(t) be
the limit of gm(t)e
λt in Cb(R) and g0(t) := g˜0(t)e
−λt. Then we have ρ˜(gm, g0)→ 0 as m→ +∞.
By the definition of the set Sλ, we have for sufficiently large m,
sup
t≥0
|g0(t)− x(t)|e
λt ≤ sup
t≥0
|g0(t)− gm(t)|e
λt + sup
t≥0
|gm(t)− x(t)|e
λt < +∞,
sup
t≤0
|g0(t)|e
λt ≤ sup
t≤0
|g0(t)− gm(t)|e
λt + sup
t≤0
|gm(t)|e
λt < +∞,
which implies that g0 ∈ Sλ. Therefore, the proof is complete. 
Next we prove Theorem 2.2 by constructing a contraction operator on the complete metric space
(Sλ, ρ˜), and then applying the statements in Remark 3. The similar method was widely used to
establish the existence of the desired solutions of differential equations (see, for instance, [5, 13]).
Proof of Theorem 2.2. For any y ∈ Sλ, we define the operator Q:
Q(y)(t) =

L(t)yt + x(t)− L(t)xt −
∫ +∞
t
(F (s, ys)− F (s, xs))ds, t > 0,
x(0) − L(0)x0 −
∫ +∞
0 (F (s, ys)− F (s, xs))ds + L(t)yt
+
∫ t
0 F (s, ys)ds, t ≤ 0.
(5.1)
For any y ∈ Sλ and t2 ≥ t1 ≥ r, we note that
|
∫ t2
t1
(F (s, ys)− F (s, xs))ds|
≤ |
∫ t2
t1
M1|ys − xs|ds| ≤M1|
∫ t2
t1
|y − x|Sλ,1 e
λ(r−s)ds| ≤M1|y − x|Sλ,1 e
λ(r−t1)/λ.
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By the Cauchy Convergence Principle, we see that the integral
∫ +∞
t
(F (s, ys) − F (s, xs))ds is well
defined for t ≥ 0. Moreover, for t ≥ 0 we find that
|
∫ +∞
t
(F (s, ys)− F (s, xs))ds| ≤M1
∫ +∞
t
|ys − xs|ds ≤M1
∫ +∞
0
|ys − xs|ds
=M1
∫ r
0
|ys − xs|ds+M1
∫ +∞
r
|ys − xs|ds
≤M1r
(
max
t∈[−r,0]
|y(t)− x(t)|+ max
t∈[0,r]
|y(t)− x(t)|
)
+M1|y − x|Sλ,1/λ
≤M1r
(
|y|Sλ,2e
rλ + |φ|+ |y − x|Sλ,1
)
+M1|y − x|Sλ,1/λ.
(5.2)
Since both x and y are continuous on [−r,+∞) and R, we have
Q(y)(0+) =L(0)y0 + x(0) − L(0)x0 −
∫ +∞
0
(F (s, ys)− F (s, xs))ds
=Q(y)(0−) = Q(y)(0).
(5.3)
Thus T (y) is continuous at t = 0. Furthermore, by the continuity of x and y, T (y) is continuous on
R. As t ≥ r, we have
|Q(y)(t) − x(t)| ≤ |L(t)(yt − xt)|+ |
∫ +∞
t
(F (s, ys)− F (s, xs))ds|
≤ M |yt − xt|+ |
∫ +∞
t
M1|ys − xs|ds|
≤ (M +M1/λ)|y − x|Sλ,1 e
λ(r−t),
which implies |Q(y)− x|Sλ,1 < +∞. As t ≤ 0, by (5.2), (5.3) and the properties of the space Sλ, we
find that
|Q(y)(t)| ≤ |x(0)− L(0)x0 −
∫ +∞
0
(F (s, ys)− F (s, xs))ds|
+ |L(t)yt|+ |
∫ t
0
(F (s, ys)− F (s, 0))ds| + |
∫ t
0
|F (s, 0)|ds|
≤ |x(0)− L(0)x0|+
∫ +∞
0
M1|ys − xs|ds
+M |y|Sλ,2e
λ(r−t) + |
∫ t
0
M1|y|Sλ,2e
λ(r−s)ds|+ |
∫ t
0
M0e
λ|s|ds|
≤ (1 +M)|φ|+M1r
(
|y|Sλ,2e
rλ + |φ|+ |y − x|Sλ,1
)
+M1|y − x|Sλ,1/λ
+M |y|Sλ,2e
λ(r−t) +M1|y|Sλ,2 e
λ(r−t)/λ+M0e
−λt/λ
= {(1 +M +M1r)|φ|+M0/λ+M1(r + 1/λ)|y − x|Sλ,1
+(M1re
rλ +Merλ +M1e
rλ/λ)|y|Sλ,2
}
e−λt,
(5.4)
which yields that |Q(y)|Sλ,2 < +∞. Therefore, Q maps Sλ into itself.
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To prove that Q is a contraction, for any y, z ∈ Sλ and t ∈ R, we see that
|Q(y)(t) −Q(z)(t)| ≤ |L(t)(yt − zt)|+ |
∫ +∞
t
(F (s, ys)− F (s, zs))ds|
≤Md(x, y)eλ(r−t) + |
∫ +∞
t
M1ρ˜(x, y)e
λ(r−s)ds|
≤
(
Merλ +M1e
rλ/λ
)
e−λtρ˜(x, y),
together with (2.2), yields
|Q(y)(t) −Q(z)(t)|eλt ≤
(
(Mx∗ex
∗
+M1r0e
x∗)/x∗
)
ρ˜(x, y) < ρ˜(x, y).
Thus Q is a contraction.
Applying the Contraction Mapping Principle, Q has a unique fixed point in the complete metric
space (Sλ, ρ˜), denoted by y. By (5.1) we can check that y satisfies equation (2.1) for t ∈ R and by (5.4)
we have |y|Sλ,2 < +∞. Take ξ = x(0)−L(0)x0−
∫ +∞
0 (F (s, ys)−F (s, xs))ds ∈ R
n. Using (5.1) again,
we find that ξ = y(0) − L(0)y0. Furthermore, by Remark 3 we have the fixed point y(t) = Ψ(t, ξ)
for t ∈ R. In the end, following the definition of Sλ, we obtain supt≥0 |x(t; 0, φ) − y(t)|e
λt < +∞.
Therefore, the proof of Theorem 2.2 is complete. 
6. Proof of Theorem 2.3
For any fixed constant d > 1, set V0 := V
0
d = {ξ ∈ R
n : |ξ| < d} and V1 := R
n\V 0d . Let the
constants r0, δ, λ be given in (H2) and Ω denote the interval (0, δ). For each γ ∈ {0, 1}, let Eγ,λ
be the set of continuous maps from R × Ω × Vγ to R
n, and satisfy for each x ∈ Eγ,λ, x is C
k in
(t, r) ∈ R× Ω for each ξ ∈ Vγ and for some constants εj > 0, j = 0, 1, ..., k + 1,
|x|Eγ,λ := sup
(t,r,ξ)∈R×Ω×Vγ
|x(t, r, ξ)|(eλ|t||ξ|γ)−1 ≤ ε0,(6.1)
|x|Eγ,λ ,j := sup
(t,r,ξ)∈R×Ω×Vγ
|Djx(t, r, ξ)|(eλ|t||ξ|γ)−j ≤ εj , j = 1, 2, ..., k,(6.2)
|x|Eγ,λ,k+1 := sup
ξ∈Vγ , (t1,r1)6=(t2,r2),(ti,ri)∈R×Ω
|Dkx(t1, r1, ξ)−D
kx(t2, r2, ξ)|
|(t1, r1)− (t2, r2)|
(eλ|t∗||ξ|γ)−(k+1)≤ εk+1,(6.3)
where |t∗| = max{|t1|, |t2|} and for simplicity, in this section D
jx denote the j-th derivative of x with
respect to (t, r).
Lemma 6.1. For each γ ∈ {0, 1}, the metric space (Eγ,λ, ργ) is complete, where ργ(x, y) = |x−y|Eγ,λ
for any x, y ∈ Eγ,λ.
Proof. Clearly, for each γ ∈ {0, 1}, ργ is well defined and induces a metric for the set Eγ,λ. To prove
the completeness of the metric space (Eγ,λ, ργ), take any Cauchy sequence {gm}
+∞
m=1 of Eγ,λ, that is,
for any ǫ > 0, there is a positive integer N(ǫ) such that for any m,m′ ≥ N(ǫ),
ργ(gm′ , gm) = sup
(t,r,ξ)∈R×Ω×Vγ
|gm′(t, r, ξ) − gm(t, r, ξ)|(e
λ|t||ξ|γ)−1 <ǫ.(6.4)
Similarly to Lemma 4.1, there exists a continuous map g0 from R×Ω×Vγ to R
n such that ργ(gm, g0)→
0 as m→ +∞.
Next we claim that g0 ∈ Eγ,λ. For any g ∈ Eγ,λ and any t0 > 0, let ξ ∈ Vγ be fixed and g˜(t, r) =
g(t, r, ξ) for (t, r) ∈ (−t0, t0)× (0, δ). Then we see that |g˜(t, r)| = |g(t, r, ξ)| ≤ |g|Eγ,λe
λ|t0||ξ|γ . Recall
that ργ(gm, g0) → 0 as m → +∞. Then we have |g˜m − g˜0|∞ → 0 as m → +∞. From (6.1)-(6.3) it
follows that {g˜m}
+∞
m=1 ⊂ C
k,1
ε(t0,ξ)
, where ε(t0, ξ) = max{ε0e
λ|t0||ξ|γ , εj(e
λ|t0||ξ|γ)j for j = 1, 2, ..., k+1}.
Hence, by Lemma 3.2, we obtain g˜0 ∈ C
k,1
ε(t0,ξ)
and Dj g˜m(t, r) → D
j g˜0(t, r) as m → +∞ for each
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(t, r) ∈ (−t0, t0)× (0, δ) and j = 1, 2, ..., k. Note that the arbitrariness of t0. Using (6.1)-(6.3) again,
we obtain that g0 ∈ Eγ,λ. Thus, the claim is true and Lemma 6.1 is established. 
On each Eγ , we define a map F in the form
F(x)(t, r, ξ) := ξ +Ax(t− r, r, ξ) +
∫ t
0
f(x(s, r, ξ), x(s − r, r, ξ))ds.(6.5)
To prove Theorem 2.3, we first make some preparations.
Lemma 6.2. Let x ∈ Eγ,λ and g(t, r, ξ) = x(t − r, r, ξ) for (t, r, ξ) ∈ R × Ω × Vγ . Then for each
ν = (ν1, ν2) ∈ N
2
0 with 1 ≤ |ν| ≤ k, the following results hold:
(i) For any (t, r, ξ) ∈ R× Ω× Vγ ,
∂ν1+ν2
∂tν1∂rν2
g(t, r, ξ) =
ν2∑
j=0
(−1)jv2!
j!(ν2 − j)!
∂ν1+ν2
∂yν1+j1 ∂y
ν2−j
2
x(t− r, r, ξ),(6.6)
and | ∂
ν1+ν2
∂tν1∂rν2
g(t, r, ξ)| ≤ ε|ν|Sν
(
eλ|t||ξ|γ
)|ν|
, where the constant Sν = 2
ν2e|ν|x
∗
and x∗ is
defined in (H2).
(ii) For any (t1, r1, ξ), (t2, r2, ξ) in R×Ω× Vγ with (t1, r1) 6= (t2, r2) and |ν| = k,
|
∂k
∂tν1∂rν2
g(t1, r1, ξ)−
∂k
∂tν1∂rν2
g(t2, r2, ξ)| ≤ εk+1S(ν1,ν2+1)
(
eλ|t∗||ξ|γ
)k+1
|(t1, r1)− (t2, r2)|,
where |t∗| = max{|t1|, |t2|}.
(iii) For any (t, r, ξ) ∈ R×Ω× Vγ , |
∂ν1+ν2
∂tν1∂rν2
f(x(t, r, ξ), x(t− r, r, ξ))| ≤ Tν
(
eλ|t||ξ|γ
)|ν|
, where the
constant
Tν =
∑
1≤|ω|≤|ν|
M|ω|
|ν|∑
s=1
∑
ps(ν,ω)
(ν!)
s∏
j=1
1
(kj !)(lj !)|kj |
ε
kj1
|lj |
(
ε|lj |Slj
)kj2
,
and ω = (ω1, ω2), kj = (kj1, kj2), lj = (lj1, lj2), ps(ν,ω) are defined in Lemma 3.3.
Proof. For each ν = (ν1, ν2) ∈ N
2
0 with 1 ≤ |ν| ≤ k and any (t, r, ξ) ∈ R× Ω× Vγ , we note that
∂ν1+ν2
∂tν1∂rν2
g(t, r, ξ) =
∂ν2
∂rν2
(
∂ν1
∂tν1
x(t− r, r, ξ)
)
=
ν2∑
j=0
(−1)jv2!
j!(ν2 − j)!
∂ν1+ν2
∂yν1+j1 ∂y
ν2−j
2
x(t− r, r, ξ),
which implies that
|
∂ν1+ν2
∂tν1∂rν2
g(t, r, ξ)| ≤
ν2∑
j=0
v2!
j!(ν2 − j)!
ε|ν|
(
eλ(r+|t|)|ξ|γ
)
|ν| ≤ 2ν2e|ν|rλε|ν|
(
eλ|t||ξ|γ
)
|ν|.
In view of 0 < r < δ and δλ = x∗, result (i) is proved.
For any (t1, r1, ξ), (t2, r2, ξ) in R× Ω× Vγ with (t1, r1) 6= (t2, r2) and |ν| = k, by (6.6) we have
|
∂k
∂tν1∂rν2
g(t1, r1, ξ)−
∂k
∂tν1∂rν2
g(t2, r2, ξ)|
≤
ν2∑
j=0
ν2!
j!(ν2 − j)!
|
∂k
∂yν1+j1 ∂y
ν2−j
2
x(t1 − r1, r1, ξ)−
∂k
∂yν1+j1 ∂y
ν2−j
2
x(t2 − r2, r2, ξ)|
≤
ν2∑
j=0
ν2!
j!(ν2 − j)!
εk+1
(
eλ(δ+|t∗ |)|ξ|γ
)k+1
max{|t1 − t2 − r1 + r2|, |r1 − r2|}
≤ εk+1S(ν1,ν2+1)
(
eλ|t∗||ξ|γ
)k+1
max{|t1 − t2|, |r1 − r2|}.
Then result (ii) is proved.
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By Lemma 3.3, we obtain
|
∂ν1+ν2
∂tν1∂rν2
f(x(t, r, ξ), x(t − r, r, ξ))|
≤
∑
1≤|ω|≤|ν|
|
∂|ω|
∂yω11 ∂y
ω2
2
f |
|ν|∑
s=1
∑
ps(ν,ω)
(ν!)
×
s∏
j=1
1
(kj !)(lj !)|kj |
|
∂|lj |
∂tlj1∂rlj2
x(t, r, ξ)|kj1 |
∂|lj |
∂tlj1∂rlj2
x(t− r, r, ξ)|kj2
≤
∑
1≤|ω|≤|ν|
M|ω|
|ν|∑
s=1
∑
ps(ν,ω)
(ν!)
s∏
j=1
1
(kj !)(lj !)|kj |
(
ε|lj |
(
eλ|t||ξ|γ
)|lj |)kj1(
ε|lj |Slj
(
eλ|t||ξ|γ
)|lj |)kj2
,
together with
∑s
j=1 |kj |lj = ν, yields result (iii). Therefore, the proof is complete. 
Lemma 6.3. Let x ∈ Eγ,λ and f satisfy the conditions in (H2). Then for any (t, r1, ξ) and (t, r2, ξ)
in R× Ω× Vγ with r1 6= r2,
|
∂k
∂rk
f(x(t, r1, ξ), x(t− r1, r1, ξ))−
∂k
∂rk
f(x(t, r2, ξ), x(t− r2, r2, ξ))| ≤ T(0,k+1)
(
eλ|t||ξ|γ
)k+1
|r1 − r2|,
where
T(0,k+1) = (k!)
∑
1≤|ω|≤k
M|ω|+1ε1S(0,1)
k∑
s=1
∑
ps(ν,ω)
s∏
j=1
(
ε|lj |Slj
)|kj |
(kj !)(lj !)|kj |
+ (k!)
∑
1≤|ω|≤k
M|ω|
k∑
s=1
∑
ps(ν,ω)
Js,
Kj =
2n∑
i=1
kj,iε|lj |+1S(lj1,lj2+1)
(
ε|lj |Slj
)kj,i−1 i−1∏
m=0
(
ε|lj |Slj
)kj,m 2n+1∏
m=i+1
(
ε|lj |Slj
)kj,m
,
Js =
s∑
j=1
Kj
(kj !)(lj !)|kj |
j−1∏
i=0
(
ε|li|Sli
)|ki|
(ki!)(li!)|ki|
s+1∏
i=j+1
(
ε|li|Sli
)|ki|
(ki!)(li!)|ki|
,
ω = (ω1, ..., ω2n), ν = (0, k), kj = (kj,1, ..., kj,2n), lj = (lj,1, lj,2), k0 = ks+1 = (0, ..., 0) and
kj,0 = kj,2n+1 = 0.
Proof. Let x(t, r, ξ) = (x1(t, r, ξ), ..., xn(t, r, ξ))
T ∈ Rn and g(t, r, ξ) = (g1(t, r, ξ), ..., g2n(t, r, ξ)) =
(x1(t, r, ξ), ..., xn(t, r, ξ), x1(t − r, r, ξ), ..., xn(t − r, r, ξ))
T . To simplify the notations, we also denote
f(r) := f(x(t, r, ξ), x(t − r, r, ξ)) and g(r) := g(t, r, ξ). By Appendix C, we obtain
|
∂k
∂rk
f(x(t, r1, ξ), x(t − r1, r1, ξ))−
∂k
∂rk
f(x(t, r2, ξ), x(t − r2, r2, ξ))|
≤
∑
1≤|ω|≤k
|fω(r1)− fω(r2)|
k∑
s=1
∑
ps(ν,ω)
(k!)
s∏
j=1
|(glj (r1))
kj |
(kj !)(lj !)|kj |
+
∑
1≤|ω|≤k
|fω(r2)|
k∑
s=1
∑
ps(ν,ω)
(k!)∆s,
(6.7)
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where
∆s :=
s∑
j=1
(
Θj
(kj !)(lj !)|kj |
) j−1∏
i=0
|(gli(r2))
ki |
(ki!)(li!)|ki|
s+1∏
i=j+1
|(gli(r1))
ki |
(ki!)(li!)|ki|
,
Θj :=
2n∑
i=1
Θi,j
i−1∏
m=0
|g
(m)
lj
(r2)|
kj,m
2n+1∏
m=i+1
|g
(m)
lj
(r1)|
kj,m ,
Θi,j := |g
(i)
lj
(r1)− g
(i)
lj
(r2)|
kj,i−1∑
m=0
|g
(i)
lj
(r1)|
m |g
(i)
lj
(r2)|
kj,i−m−1,
k0 = ks+1 = (0, ..., 0) and kj,0 = kj,2n+1 = 0. We first note that for any 1 ≤ i ≤ n,
Θi,j ≤ ε|lj |+1
(
eλ|t||ξ|γ
)|lj |+1
|r1 − r2|
kj,i−1∑
m=0
(
ε|lj |
(
eλ|t||ξ|γ
)|lj |)kj,i−1
= kj,i ε|lj |+1ε
kj,i−1
|lj |
(
eλ|t||ξ|γ
)kj,i|lj |+1
|r1 − r2|.
Similarly, we have Θi,j ≤ kj,iε|lj |+1S(lj1,lj2+1)
(
ε|lj |Slj
)kj,i−1 (
eλ|t||ξ|γ
)kj,i|lj |+1
|r1−r2| for n+1 ≤ i ≤
2n. In view of 1 ≤ S(lj1,lj2+1) and 1 ≤ Slj , applying Lemma 6.2 (i), we obtain
Θj ≤
2n∑
i=1
kj,iε|lj |+1S(lj1,lj2+1)
(
ε|lj |Slj
)kj,i−1(
eλ|t||ξ|γ
)kj,i|lj |+1 i−1∏
m=0
(
ε|lj |Slj
(
eλ|t||ξ|γ
)|lj |)kj,m
×
2n+1∏
m=i+1
(
ε|lj |Slj
(
eλ|t||ξ|γ
)|lj |)kj,m
|r1 − r2|
= Kj
(
eλ|t||ξ|γ
)|lj ||kj |+1
|r1 − r2|.
Applying Lemma 6.2 (i) again, we have
∆s ≤
s∑
j=1
(
Kj
(
eλ|t||ξ|γ
)|lj ||kj |+1
|r1 − r2|
(kj !)(lj !)|kj |
)
j−1∏
i=0
(
ε|li|Sli
(
eλ|t||ξ|γ
)|li|)|ki|
(ki!)(li!)|ki|
×
s+1∏
i=j+1
(
ε|li|Sli
(
eλ|t||ξ|γ
)|li|)|ki|
(ki!)(li!)|ki|
= Js
(
eλ|t||ξ|γ
)k+1
|r1 − r2|.
(6.8)
Finally, combining (6.7), (6.8) and Lemma 6.2, we get that
|
∂k
∂rk
f(x(t, r1, ξ), x(t− r1, r1, ξ)) −
∂k
∂rk
f(x(t, r2, ξ), x(t− r2, r2, ξ))|
≤
∑
1≤|ω|≤k
M|ω|+1max{|x(t, r1, ξ)− x(t, r2, ξ)|, |x(t − r1, r1, ξ)− x(t− r2, r2, ξ)|}
k∑
s=1
∑
ps(ν,ω)
(k!)
×
s∏
j=1
(
ε|lj |Slj
(
eλ|t||ξ|γ
)|lj |)|kj |
(kj !)(lj !)|kj |
+
∑
1≤|ω|≤k
M|ω|
k∑
s=1
∑
ps(ν,ω)
(k!)Js
(
eλ|t||ξ|γ
)k+1
|r1 − r2|
≤ T(0,k+1)
(
eλ|t||ξ|γ
)k+1
|r1 − r2|.
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Therefore, the proof is complete. 
Lemma 6.4. Assume that (H2) holds. Then for any x ∈ Eγ,λ, and any (t, r, ξ), (t1, r1, ξ) and
(t2, r2, ξ) in R× Ω× Vγ with (t1, r1) 6= (t2, r2), the following assertions holds:
(i) |F(x)(t, r, ξ)| ≤
(
d+ ε0(Mx
∗ex
∗
+M1δe
x∗)/x∗ + |f(0, 0)|δ/(ex∗)
)
eλ|t||ξ|γ .
(ii) | ∂
∂t
F(x)(t, r, ξ)| ≤
(
Mex
∗
ε1 +M1e
x∗ε0 + |f(0, 0)|
)
eλ|t||ξ|γ .
(iii) For ν = (ν1, ν2) with ν1 = 0 and ν2 = |ν| ≤ k, we have
|
∂|ν|
∂r|ν|
F(x)(t, r, ξ)| ≤
(
MS(0,|ν|)ε|ν| + T(0,|ν|)δ/(|ν |x
∗)
)
(eλ|t||ξ|γ)|ν|.
(iv) For ν = (ν1, ν2) with 1 ≤ νi ≤ |ν| − 1 and 2 ≤ |ν| ≤ k, we have
|
∂|ν|
∂tν1∂rν2
F(x)(t, r, ξ)| ≤
(
MS(ν1,ν2)ε|ν| + T(ν1−1,ν2)
)
(eλ|t||ξ|γ)|ν|.
(v) For ν = (ν1, ν2) with ν1 = 0 and ν2 = k, we have
|
∂k
∂rk
F(x)(t1, r1, ξ)−
∂k
∂rk
F(x)(t2, r2, ξ)|
≤
(
MS(0,k+1)εk+1 + T(0,k+1)δ/((k + 1)x
∗) + T(0,k)
) (
eλ|t∗||ξ|γ
)k+1
|(t1, r1)− (t2, r2)|.
where |t∗| = max{|t1|, |t2|}.
(vi) For ν = (ν1, ν2) with 1 ≤ ν1 ≤ k and ν1 + ν2 = k, we have
|
∂k
∂tν1∂rν2
F(x)(t1, r1, ξ)−
∂k
∂tν1∂rν2
F(x)(t2, r2, ξ)|
≤
(
MS(ν1,ν2+1)εk+1 + T(ν1,ν2) + T(ν1−1,ν2+1)
) (
eλ|t∗||ξ|γ
)k+1
|(t1, r1)− (t2, r2)|.
where |t∗| = max{|t1|, |t2|}.
Proof. For any x ∈ Eγ,λ and (t, r, ξ) ∈ R× Ω× Vγ , we have
|F(x)(t, r, ξ)| ≤ |ξ|+|Ax(t− r, r, ξ)|+|
∫ t
0
|f(x(s, r, ξ), x(s − r, r, ξ))−f(0, 0)|ds|
+|
∫ t
0
|f(0, 0)|ds|
≤ |ξ|+Mε0e
λ(r+|t|)|ξ|γ + |
∫ t
0
M1ε0e
λ(r+|s|)|ξ|γds|+ |f(0, 0)t|
≤ |ξ|+Mε0e
λ(r+|t|)|ξ|γ +M1ε0e
λ(r+|t|)|ξ|γ/λ+ |f(0, 0)|eλ|t|/(λe),
(6.9)
where the last inequality follows from the fact that maxt∈R |t|e
−λ|t| = 1/(λe). As γ = 0, by (6.9) we
obtain
|F(x)(t, r, ξ)|e−λ|t| ≤ d+ (Merλ +M1e
rλ/λ)ε0 + |f(0, 0)|/(λe),
together with 0 < r < δ and δλ = x∗, yields result (i) is true in the case γ = 0. As γ = 1, by (6.9)
we have
|F(x)(t, r, ξ)|(eλ|t| |ξ|)−1 ≤ 1 + (Merλ +M1e
rλ/λ)ε0 + |f(0, 0)|/(λe|ξ|).
Note that 0 < r < δ, δλ = x∗ and |ξ| > d > 1 for γ = 1. This implies that result (i) is also true in
the case γ = 1.
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Note that x ∈ Eγ,λ and f satisfies (H2). We obtain
|
∂
∂t
F(x)(t, r, ξ)| = |A
∂
∂t
x(t− r, r, ξ) + f(x(t, r, ξ), x(t − r, r, ξ))|
≤ Mε1e
λ(r+|t|)|ξ|γ + |f(x(t, r, ξ), x(t − r, r, ξ)) − f(0, 0)|+ |f(0, 0)|
≤ Mε1e
λ(r+|t|)|ξ|γ +M1ε0e
λ(r+|t|)|ξ|γ + |f(0, 0)|
≤
(
Merλε1 +M1e
rλε0 + |f(0, 0)|
)
eλ|t||ξ|γ ,
where the last inequality follows from the fact that |ξ| > d > 1 in the case γ = 1. Then by the
conditions 0 < r < δ and δλ = x∗, result (ii) is established.
For ν = (ν1, ν2) with ν1 = 0 and ν2 = |ν| ≤ k, using the Leibniz’s Rule and Lemma 6.2, we have
|
∂|ν|
∂r|ν|
F(x)(t, r, ξ)| = |A
∂|ν|
∂r|ν|
x(t− r, r, ξ) +
∫ t
0
∂|ν|
∂r|ν|
f(x(s, r, ξ), x(s − r, r, ξ))ds|
≤ MS(0,|ν|)ε|ν|(e
λ|t||ξ|γ)|ν| + |
∫ t
0
T(0,|ν|)(e
λ|s||ξ|γ)|ν|ds|
≤
(
MS(0,|ν|)ε|ν| + T(0,|ν|)/(|ν |λ)
)
(eλ|t||ξ|γ)|ν|.
Together with δλ = x∗, result (iii) is true.
For ν = (ν1, ν2) with 1 ≤ νi ≤ |ν| − 1 and 2 ≤ |ν| ≤ k, using the Leibniz’s Rule and Lemma 6.2
again, we have
|
∂|ν|
∂tν1∂rν2
F(x)(t, r, ξ)| = |A
∂|ν|
∂tν1∂rν2
x(t− r, r, ξ) +
∂|ν|−1
∂tν1−1∂rν2
f(x(t, r, ξ), x(t − r, r, ξ))|
≤ MS(ν1,ν2)ε|ν|(e
λ|t||ξ|γ)|ν| + T(ν1−1,ν2)(e
λ|t||ξ|γ)|ν|.
So result (iv) holds.
For ν = (ν1, ν2) with ν1 = 0 and ν2 = k, applying Lemma 6.2 and Lemma 6.3, we have
|
∂k
∂rk
F(x)(t1, r1, ξ)−
∂k
∂rk
F(x)(t2, r2, ξ)|
≤ |A||
∂k
∂rk
x(t1 − r1, r1, ξ)−
∂k
∂rk
x(t2 − r2, r2, ξ)|+ |
∫ t2
t1
∂k
∂rk
f(x(s, r2, ξ), x(s − r2, r2, ξ))ds|
+|
∫ t1
0
(
∂k
∂rk
f(x(s, r1, ξ), x(s − r1, r1, ξ)) −
∂k
∂rk
f(x(s, r2, ξ), x(s − r2, r2, ξ))
)
ds|
≤MS(0,k+1)εk+1
(
eλ|t∗||ξ|γ
)k+1
max{|t1 − t2|, |r1 − r2|}+ T(0,k)
(
eλ|t∗||ξ|γ
)k+1
|t1 − t2|
+|
∫ t1
0
T(0,k+1)
(
eλ|s||ξ|γ
)k+1
|r1 − r2|ds|
≤
(
MS(0,k+1)εk+1 + T(0,k+1)/((k + 1)λ) + T(0,k)
) (
eλ|t∗||ξ|γ
)k+1
max{|t1 − t2|, |r1 − r2|},
which implies that result (v) is true.
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In the end, using Lemma 6.2, we have for ν = (ν1, ν2) with 1 ≤ ν1 ≤ k and ν1 + ν2 = k,
|
∂k
∂tν1∂rν2
F(x)(t1, r1, ξ)−
∂k
∂tν1∂rν2
F(x)(t2, r2, ξ)|
≤ |A||
∂k
∂tν1∂rν2
x(t1 − r1, r1, ξ)−
∂k
∂tν1∂rν2
x(t2 − r2, r2, ξ)|
+|
∂k−1
∂tν1−1∂rν2
f(x(t1, r1, ξ), x(t1 − r1, r1, ξ))−
∂k−1
∂tν1−1∂rν2
f(x(t2, r1, ξ), x(t2 − r1, r1, ξ))|
+|
∂k−1
∂tν1−1∂rν2
f(x(t2, r1, ξ), x(t2 − r1, r1, ξ))−
∂k−1
∂tν1−1∂rν2
f(x(t2, r2, ξ), x(t2 − r2, r2, ξ))|
≤
(
MS(ν1,ν2+1)εk+1 + T(ν1,ν2) + T(ν1−1,ν2+1)
) (
eλ|t∗||ξ|γ
)k+1
max{|t1 − t2|, |r1 − r2|}.
Therefore, result (vi) holds. Then the proof of Lemma 6.4 is complete. 
For any constant d0 > 0, we define
Eλd0 := {x ∈ C(R× Ω× V
0
d0
,Rn) : sup
(t,r,ξ)∈R×Ω×V 0
d0
|x(t, r, ξ)|e−λ|t| < +∞}
equipped with the norm
|x|Eλ
d0
= sup
(t,r,ξ)∈R×Ω×V 0
d0
|x(t, r, ξ)|e−λ|t|.
Similarly to Lemma 4.1, we can prove (Eλd0 , | · |Eλd0
) is a Banach space.
Lemma 6.5. Assume that (H2) holds and 0 < r < δ ≤ r0. Then F in (6.5) has a unique fixed
point in Eλd0 .
Proof. Obviously, for each x ∈ Eλd0 , F(x) is a continuous map from R × Ω × V
0
d0
to Rn. Using the
same procedure as for Lemma 6.4 (i), we have
|F(x)(t, r, ξ)| ≤
(
d0 + |x|Eλd0
(Mx∗ex
∗
+M1r0e
x∗)/x∗ + |f(0, 0)|r0/(ex
∗)
)
eλ|t|.
Then F maps Eλd0 into E
λ
d0
. Moreover, for any x, y ∈ Eλd0 , we observe that
|F(x)(t, r, ξ) −F(y)(t, r, ξ)|
≤|A||x(t − r, r, ξ) − y(t− r, r, ξ)| + |
∫ t
0
|f(x(s, r, ξ), x(s − r, r, ξ)) − f(y(s, r, ξ), y(s − r, r, ξ))|ds|
≤M |x− y|Eλ
d0
eλ(r+|t|) + |
∫ t
0
M1|x− y|Eλ
d0
eλ(r+|s|)ds|
≤
(
Merλ +M1e
rλ/λ
)
eλ|t||x− y|Eλ
d0
,
which implies that |F(x) −F(y)|Eλd0
≤ (Mex
∗
+M1r0e
x∗/x∗)|x− y|Eλd0
. Using (2.4) yields that F is
a contraction. By the Contraction Mapping Principle, F has a unique fixed point in Eλd0 . Then the
proof of Lemma 6.5 is complete. 
Next we prove Theorem 2.3.
Proof of Theorem 2.3. We prove this theorem in three steps.
Step (i). We first prove that there exists a continuous map Ψ1 satisfying Theorem 2.3 (i) and (iii).
Let the constant r0 satisfy Hypothesis (H2). By (2.4), we see (Mx
∗ex
∗
+M1r0e
x∗)/x∗ < 1. Then
we can choose a sufficiently large ε0 > 0 such that
(1− (Mx∗ex
∗
+M1r0e
x∗)/x∗)ε0 ≥ d+ |f(0, 0)|r0/(ex
∗).(6.10)
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By (2.5), we note that for ν = (ν1, ν2) with 1 ≤ |ν| ≤ k,
1−Mex
∗
−MS(0,1) > 0, 1−M
|ν|∑
ν1=0
|ν|!Sν
(ν1!)(ν2!)
> 0,
and for ν = (ν1, ν2) with |ν| = k,
1−M
k∑
ν1=0
k!S(ν1,ν2+1)
(ν1!)(ν2!)
> 0.
Then we can choose the constants εj and δj for j = 1, ..., k + 1 in the following way:
(1−Mex
∗
−MS(0,1))ε1/2 ≥M1e
x∗ε0 + |f(0, 0)|,
δ1 := (1−Me
x∗ −MS(0,1))ε1x
∗/(2T(0,1)),
(6.11)
1−M |ν|∑
ν1=0
|ν|!Sν
(ν1!)(ν2!)
 ε|ν| ≥ 2 |ν|∑
ν1=1
|ν|!T(ν1−1,ν2)
(ν1!)(ν2!)
,
δ|ν| :=
(
1−M
∑|ν|
ν1=0
|ν|!Sν
(ν1!)(ν2!)
)
ε|ν||ν|x
∗
2T(0,|ν|)
, 2 ≤ |ν| ≤ k,
(6.12)
(
1−M
k∑
ν1=0
k!S(ν1,ν2+1)
(ν1!)(ν2!)
)
εk+1 ≥ 2
k∑
ν1=1
k!
(
T(ν1,ν2) + T(ν1−1,ν2+1)
)
(ν1!)(ν2!)
+ 2T(0,k),
δ|ν| :=
(
1−M
∑k
ν1=0
k!S(ν1,ν2+1)
(ν1!)(ν2!)
)
εk+1(k + 1)x
∗
2T(0,k+1)
.
(6.13)
By Lemma 6.2, we further observe that for each ν, Tν only depends on ε0,...,ε|ν|, which guarantees
that all εj and δj are well defined. Take δ := min{r0, δ1, δ2, . . . , δk+1}. Clearly, δ is independent of
ξ ∈ Rn. Applying the above parameters, for each γ ∈ {0, 1} we define the set Eγ,λ. According to
Lemma 6.1, for each γ ∈ {0, 1}, (Eγ,λ, ργ) is a complete metric space.
Obviously, for each x ∈ Eγ,λ, F(x) is a continuous map from R×Ω×Vγ to R
n and F(x)(t, r, ξ) is Ck
in (t, r) for each ξ ∈ Vγ . By (6.10) and Lemma 6.4 (i), we find that |F(x)|Eγ,λ ≤ ε0. By (6.11)-(6.13),
Lemma 3.1 and Lemma 6.4, for 0 < r < δ we find that |F(x)|Eγ,λ ,j ≤ εj for j = 1, ..., k + 1. Then
F maps Eγ,λ into itself. Moreover, similarly to Lemma 6.5, we also prove that F is a contraction in
Eγ . By the Contraction Mapping Principle, F has a unique fixed point in the complete metric space
(Eγ,λ, ργ). We denote this fixed point by Ψ1. Then Ψ1 satisfies Theorem 2.3 (i) and (iii).
Step (ii). Secondly, we prove that there exists a continuous map Ψ2 satisfying Theorem 2.3 (ii).
For any constant d0 > 0, by the similar method of Theorem 2.1, there exists a constant δ which
is independent of d0 such that the operator F has a unique fixed point Ψ2, which is a continuous
map from R× Ω× V 0d0 to R
n, and for each fixed (t, r) ∈ R × Ω, Ψ2(t, r, · ) is C
k,1 and there exists a
sequence {βj}
k+1
j=0 such that
sup
(t,r,ξ)∈R×Ω×V 0
d0
|Ψ2(t, r, ξ)|e
−λ|t| ≤ β0,
sup
(t,r,ξ)∈R×Ω×V 0
d0
|Dj2Ψ2(t, r, ξ)|e
−jλ|t| ≤ βj , j = 1, 2, ..., k,
sup
ξ1 6=ξ2
|Dk2Ψ2(t, r, ξ1)−D
k
2Ψ2(t, r, ξ2)|
|ξ1 − ξ2|
e−(k+1)λ|t| ≤ βk+1,
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where the constant λ satisfies the conditions stated in (H2). Without loss of generality, we assume
that δ in this step is the same as the one in step 1, otherwise, we choose the minimum one.
Step (iii). Finally, we prove Ψ1 = Ψ2 on R × Ω × V
0
d0
. By step 1 we see that Ψ1 ∈ Eγ,λ. Then by
the property of Eγ,λ, we have Ψ1 ∈ E
λ
d0
. By step 2, we also have Ψ2 ∈ E
λ
d0
. In view of Lemma 6.5, we
find Ψ1 = Ψ2 on R × Ω × V
0
d0
. Note that the arbitrariness of d0 and the fact that δ is independent
of d0. We have Ψ1 = Ψ2 on R× Ω× R
n. Therefore, the proof of Theorem 2.3 is complete. 
In the end of this section, we give a remark on another possible approach to prove Theorem 2.3.
Remark 4. For another approach to prove Theorem 2.3, by a time rescaling t → rt˜ equation (2.3)
is transformed into
d
dt˜
{
z(t˜)−Az(t˜− 1)
}
= rf(z(t˜), z(t˜ − 1)),(6.14)
where z(t˜) = x(rt˜). Then by the similar method used in this section, we could obtain a n-dimensional
inertial manifold in C([−1, 0],Rn), which is Ck,1 with respect to r. Here C([−1, 0],Rn) is the set of
all continuous maps from [−1, 0] into Rn. However, to get the the higher-order smoothness result
for the rescaled equation (6.14), the proof are by no means simple and the complex computation will
be also involved. The proof given in this section also explicitly shows the smoothness of the inertial
manifolds with respect to the delay.
7. Illustrating example
In this section we apply the main results obtained in Theorem 2.3 to study the dynamics of the
following neutral differential system
d
dt
{x˜1(t)− cx˜1(t− r˜)} = x˜2(t)− ε˜
{
1
2
x˜21(t) +
1
3
x˜31(t)
}
,
d
dt
x˜2(t) = b− x˜1(t− r˜),
(7.1)
where (x˜1, x˜2) ∈ R
2, b ∈ R, 1 > c > 0, ε˜ > 0 and r˜ > 0. Letting c = 0 and r˜ = 0, system (7.1)
becomes the well-known van der Pol (abbreviated as vdP) oscillator model. Then we call system
(7.1) a vdP oscillator model of neutral type. Here we are interested in the case 1/r˜ ≫ ε˜3 ≫ 1, that
is, the vdP oscillator model (7.1) is in the relaxation case and has a small time delay. By a rescaling
(x˜1, x˜2, t)→ (x˜1, ε˜x˜2, t/ε˜), the vdP oscillator model (7.1) is changed into
d
dt
{x1(t)− cx1(t− r)} = x2(t)−
{
1
2
x21(t) +
1
3
x31(t)
}
:= f1(x1(t), x2(t)),
d
dt
x2(t) = ε(b− x1(t− r)) := f2(x1(t− r)),
(7.2)
where x1(t) = x˜1(t/ε˜), x2(t) = x˜2(t/ε˜), ε = 1/ε˜
2, r = ε˜r˜ and 0 < r ≪ ε ≪ 1. When r = 0, then
system (7.2) is changed into a standard slow-fast system
(1− c)
d
dt
x1(t) = x2(t)−
{
1
2
x21(t) +
1
3
x31(t)
}
,
d
dt
x2(t) = ε(b− x1(t)).
(7.3)
In distinct parameter regions, complex oscillation phenomena occur near the following curve
W1 :=
{
(x1, x2) ∈ R
2 : x2 =
1
2
x21 +
1
3
x31, −3/2 ≤ x1 ≤ 1/2
}
,
which contains all non-hyperbolic points of the critical manifold for the slow-fast system (7.3). In
particular, under some suitable conditions the slow-fast system (7.3) has hyperbolic periodic orbits,
such as relaxation oscillations and canard cycles (see, for instance, [14]). One of interesting problems
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is to study the effect of small delay r on these periodic orbits near the curve W1. Without loss of
generality, we consider the restriction of system (7.2) on the set
W2 :=
{
(x1, x2) ∈ R
2 : −2 ≤ x1 ≤ 1, −1/2 ≤ x2 ≤ 1/2
}
,
the interior of which includes the set W1. Note that both f1 and f2 are polynomials, then for a large
positive integer k, there exists constants Mj , j = 1, ..., k+1, such that the restriction of f = (f1, f2)
T
on the set W2 satisfies (H2). By applying the cut-off technique introduced in Remark 2, we can
get a modified system which is consistent with the original system (7.2) in the set W2 and satisfies
(H2). Then by Theorem 2.3, the modified system has a two-dimensional inertial manifold which is
Ck,1 in r. Consider the restriction of the modified system on this inertial manifold and let r = 0
in system (7.2). We obtain that the zeroth-order approximation of the restricted system in the set
W2 has the form (7.3). The high-order approximations of the restricted system can be obtained by
the similar method used in [7, 8] for retarded differential equations. Note that the restricted system
can be given by a two-dimensional ordinary differential system, then by the structural stability of
hyperbolic periodic orbits, we can obtain that system (7.2) with small delay r also have periodic
orbits near the hyperbolic relaxation oscillations and hyperbolic canard cycles arising in the slow-
fast system (7.3). As a result, Theorem 2.3 is useful to study the dynamics of the vdP oscillator
model (7.1) with small delay.
8. Discussion
We have obtained a Ck,1 inertial manifold for equation (2.1) with the hypothesis (H1), and further
obtained that the corresponding inertial manifold for equation (2.3) is Ck,1 in the delay under the
hypothesis (H2). All these results generalize the previous results on retarded differential equations
with small delays (see, for instance, [7, 12, 36]). The proofs for the main results in this paper are
based on the Contraction Mapping Principle. To overcome the obstacles in the proof for higher-order
smoothness, we apply Henry’s Lemma to prove the completeness of two weighted spaces, and the
multivariate Faa` di Bruno Formula to check the conditions for the Contraction Mapping Principle.
We finally apply our results to a vdP oscillator model of neutral type for illustration.
We hope that the method used here could be applied to establish the existence of smooth invariant
manifolds, such as stable manifolds, unstable manifolds, center manifolds and so on, for other classes
of evolutionary equations. In particular, to the best of our knowledge, the existence of smooth inertial
manifold for neutral differential equations with arbitrary delays are not well understood. We also
point out that our results are not sharp. It is interesting to give a sharp smallness condition such
that equations (2.1) and (2.3) both have Ck,1 inertial manifolds.
It is also possible to make a weaker condition on M to obtain smooth inertial manifolds for
equations (2.1) and (2.3). All these conditions on M in (H1) and (H2) are used to guarantee that
the Contraction Mapping Principle is valid. It should be noted especially that, to guarantee the
smoothness of the inertial manifold for equation (2.3) with respect to the delay r, we demand that
the contraction condition M in (H2) is sharper than one in (H1). We hope that all these conditions
on M can be relaxed.
It is also interesting to study whether there exists an inertial manifold of equation (2.3) with some
smallness conditions is analytic (resp. C∞) in the delay r if the function f is analytic (resp. C∞).
However, for retarded differential equation (2.3) (with A = 0), our method could prove that equation
(2.3) admits an C∞ inertial manifold in the delay r if the function f is C∞. Complex oscillations
arising from the vdP oscillator model (7.2) and the difference between the original system and its
approximate systems should also be further studied.
Appendix A. Let H(x) := xe−x −Mx, x ∈ R. We consider the following equation
H(x) =M1r, x ∈ R,(A.1)
where the constants M > 0, M1 > 0 and r > 0 are defined in Hypothesis (H1) (resp. (H2)).
Then equation (A.1) has positive real roots if and only if 0 < M < 1 and 0 < M1r ≤ H(x0),
where x0 ∈ (0, 1) is the unique positive real zero of H
′, the derivative of H with respect to x. If
0 < M < 1 and 0 < M1r < H(x0), then there exist exactly two positive real roots of equation (A.1),
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which are denoted by x1(r) and x2(r) with 0 < x1(r) < x0 < x2(r) < − lnM , and H(x) > M1r for
x ∈ (x1(r), x2(r)).
Proof. (Necessity) Suppose that equation (A.1) has positive real roots, we first prove 0 < M < 1.
Otherwise, suppose that the constantM satisfiesM ≥ 1. Clearly, the first and second order derivative
of H with respect to x are in the form H ′(x) = (1 − x)e−x − M and H
′′
(x) = (x − 2)e−x for
x ∈ R, respectively. Then, we see that H ′(0) = 1 −M > −M , H ′(x) ≤ −M for x ≥ 1 and H ′
decreases monotonely in the interval [0, 1]. Thus, maxx≥0H
′(x) = H ′(0) = 1−M ≤ 0, which implies
H(x) ≤ H(0) = 0 < M1r for x ≥ 0. Hence, equation (A.1) has no positive real roots, which is a
contraction. Thus, the constant M satisfies 0 < M < 1.
Note that for 0 < M < 1, H ′(0) = 1 −M > 0, H ′(x) ≤ −M < 0 for x ≥ 1, and H ′ decreases
monotonely in the interval [0, 1]. Then there is exactly one zero of H
′
on [0,+∞), which is denoted
by x0 with 0 < x0 < 1, further, H
′(x) ≥ 0 for x ∈ [0, x0] and H
′(x) ≤ 0 for x ∈ [x0,+∞). Hence,
maxx≥0H(x) = H(x0) > 0. Thus, if H(x) = M1r has positive real roots, then it is necessary that
M1r ≤ H(x0). Therefore, the necessity is proved.
(Sufficiency) If 0 < M < 1, from the proof of the necessity, we see that x0 is well defined. Note
that for 0 < M < 1, H has a positive real zero − lnM , thus the sufficiency is proved.
Assume 0 < M < 1, then by the statements above, we see that H increases monotonely in [0, x0]
and decreases monotonely in [x0,+∞), maxx≥0H(x) = H(x0) > H(0) = 0, and H has exactly two
nonnegative real zeros, that is, 0,− lnM . Hence, for 0 < M1r < H(x0), equation (A.1) has exactly
two positive real zeros x1(r) and x2(r) with 0 < x1(r) < x0 < x2(r) < − lnM , and H(x) > M1r for
x ∈ (x1(r), x2(r)). Therefore, the proof is now complete. 
Appendix B. Proof of (4.5). By Lemma 3.3, we obtain
Dk2G(t, ξ1)−D
k
2G(t, ξ2)
= k!
k∑
m=1
Dm2 F (t, yt)
∑
p(k,m)
k∏
i=1
(Di2yt)
ωi
(ωi!)(i!)ωi
− k!
k∑
m=1
Dm2 F (t, zt)
∑
p(k,m)
k∏
i=1
(Di2zt)
ωi
(ωi!)(i!)ωi
= k!
k∑
m=1
(Dm2 F (t, yt)−D
m
2 F (t, zt))
∑
p(k,m)
k∏
i=1
(Di2yt)
ωi
(ωi!)(i!)ωi
+ k!
k∑
m=1
Dm2 F (t, zt)
∑
p(k,m)
I˜k2 ,
(B.1)
where
I˜k2 :=
k∏
i=1
(Di2yt)
ωi
(ωi!)(i!)ωi
−
k∏
i=1
(Di2zt)
ωi
(ωi!)(i!)ωi
=
Q˜1
(ω1!)(1!)ω1
k∏
i=2
(Di2yt)
ωi
(ωi!)(i!)ωi
+
(D12zt)
ω1
(ω1!)(1!)ω1
Q˜2
(ω2!)(2!)ω2
k∏
i=3
(Di2yt)
ωi
(ωi!)(i!)ωi
+ · · ·+
k−1∏
i=1
(Di2zt)
ωi
(ωi!)(i!)ωi
Q˜k
(ωk!)(k!)ωk
=
k∑
j=1
(
j−1∏
i=0
(Di2zt)
ωi
(ωi!)(i!)ωi
)(
Q˜j
(ωj !)(j!)ωj
) k+1∏
i=j+1
(Di2yt)
ωi
(ωi!)(i!)ωi
 ,
(B.2)
Q˜j := (D
j
2yt)
ωj − (Dj2zt)
ωj
=(Dj2yt −D
j
2zt)(D
j
2yt)
ωj−1 +Dj2zt(D
j
2yt −D
j
2zt)(D
j
2yt)
ωj−2
+ · · ·+ (Dj2zt)
ωj−1(Dj2yt −D
j
2zt).
(B.3)
Along with (B.1)-(B.3), it is easy to verify that (4.5) holds.
SMOOTH INERTIAL MANIFOLDS FOR NDE WITH SMALL DELAYS 23
Appendix C. Proof of (6.7). By Lemma 3.3, we have
∂k
∂rk
f(x(t, r1, ξ), x(t − r1, r1, ξ))−
∂k
∂rk
f(x(t, r2, ξ), x(t − r2, r2, ξ))
=
∑
1≤|ω|≤k
fω(r1)
k∑
s=1
∑
ps(ν,ω)
(k!)
s∏
j=1
(glj (r1))
kj
(kj !)(lj !)|kj |
−
∑
1≤|ω|≤k
fω(r2)
k∑
s=1
∑
ps(ν,ω)
(k!)
s∏
j=1
(glj (r2))
kj
(kj !)(lj !)|kj |
=
∑
1≤|ω|≤k
(fω(r1)− fω(r2))
k∑
s=1
∑
ps(ν,ω)
(k!)
s∏
j=1
(glj (r1))
kj
(kj !)(lj !)|kj |
+
∑
1≤|ω|≤k
fω(r2)
k∑
s=1
∑
ps(ν,ω)
(k!)∆˜s,
(C.1)
where
∆˜s :=
s∏
j=1
(glj (r1))
kj
(kj !)(lj !)|kj |
−
s∏
j=1
(glj (r2))
kj
(kj !)(lj !)|kj |
=
Θ˜1
(k1!)(l1!)|k1|
s∏
j=2
(glj (r1))
kj
(kj !)(lj !)|kj |
+
(gl1(r2))
k1
(k1!)(l1!)|k1|
Θ˜2
(k2!)(l2!)|k2|
s∏
j=3
(glj (r1))
kj
(kj !)(lj !)|kj |
+ · · ·+
s−1∏
j=1
(glj (r2))
kj
(kj !)(lj !)|kj |
Θ˜s
(ks!)(ls!)|ks|
=
s∑
j=1
(
j−1∏
i=0
(gli(r2))
ki
(ki!)(li!)|ki|
)(
Θ˜j
(kj !)(lj !)|kj |
) s+1∏
i=j+1
(gli(r1))
ki
(ki!)(li!)|ki|
 ,
(C.2)
Θ˜j :=(glj (r1))
kj − (glj (r2))
kj
=Θ˜1,j
2n∏
m=2
(g
(m)
lj
(r1))
kj,m + (g
(1)
lj
(r2))
kj,1Θ˜2,j
2n∏
m=3
(g
(m)
lj
(r1))
kj,m
+ · · ·+
2n−1∏
m=1
(g
(m)
lj
(r2))
kj,mΘ˜2n,j
(C.3)
=
2n∑
i=1
(
i−1∏
m=0
(g
(m)
lj
(r2))
kj,m
)
Θ˜i,j
(
2n+1∏
m=i+1
(g
(m)
lj
(r1))
kj,m
)
,
Θ˜i,j := (g
(i)
lj
(r1))
kj,i − (g
(i)
lj
(r2))
kj,i
=(g
(i)
lj
(r1)− g
(i)
lj
(r2))
kj,i−1∑
m=0
(g
(i)
lj
(r1))
m(g
(i)
lj
(r2))
kj,i−m−1.
(C.4)
Substituting (C.2)-(C.4) into (C.1), it is easy to verify that (6.7) holds.
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