The infrared-driven cis-trans isomerization of nitrous acid HONO III: a mixed quantum-classical simulation
The infrared-driven cis-trans isomerization of nitrous acid HONO III: A mixed quantum-classical simulation A mixed quantum-classical simulation of the IR driven cis-trans isomerization of HONO in a Kr matrix at 30 K is presented, treating the hydrogen atom as quantum particle and the Kr matrix as well as intermolecular degrees of freedom of the ONO-body as classical. A new method is presented to time-propagate the coupled set of equations in a DVR basis in internal spherical coordinates, rather than in laboratory frame fixed cartesian coordinates. In spherical coordinates, a much more precise computation of the weak vibrational couplings is possible using a still manageable basis size. Good qualitative agreement between simulation and experiment is obtained, underestimating relaxation and isomerization rates by a modest factor ≈ 5. Upon matrix fluctuations, frequent curve crossings occur between the initially excited OH stretch vibration and a closely lying combination mode of torsional and bending coordinate that lead to a transfer of population. The subsequent pathway of energy flow is deduced and discussed within a tier model, where trans-states, that belong to the second tier, are populated through a first tier of states that is composed of combinations of bending and torsional excitations. No specific energy pathway is revealed that would funnel the hydrogen atom directly towards the trans-side, hence the experimentally observed high cis→trans quantum yield of close to one can only be explained in a statistical down-hill scenario on a timescale much longer than that of the present simulation.
I. INTRODUCTION
Nitrous acid (HONO) in rare gas matrices is a prominent molecular system that undergoes IR-driven photochemistry upon excitation of a single quantum of a vibrational mode. Among the many molecules that perform IR-driven photochemical reactions (for review articles see e.g. Refs. [1, 2] ), HONO is the smallest and at the same time has the highest quantum yield. The system was first discovered by Pimentel et al. [3] [4] [5] , and has more recently been studied by modern cwlaser based techniques [6, 7] . Upon pumping the OH-stretch vibration of cis-HONO, the molecule isomerizes into trans-HONO with an exceptionally high quantum yield that reaches a value 'close to one' [5, 7] . This result is remarkable given the fact that it is not the reaction coordinate which is excited by the IR pump light. Apparently, the excited OH-stretching mode and the torsional mode (i. e. the reaction coordinate) are efficiently coupled. Presumably, the coupling is mediated by the matrix, as this reaction has not been reported in the gas-phase so far [8] . The molecule is extremely well characterized by vibrational and electronic spectroscopy [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . Furthermore, because of its small size, the molecule is particularly suited for theoretical studies on the absolutely highest conceivable level [19] [20] [21] [22] , and therefore has prototype character.
We have recently investigated the reaction with the help of ultrafast time resolved IR spectroscopy [23, 24] , revealing as essential results: Isomerization occurs in two steps, one on a fast 20 ps timescale, and a second one on a significantly slower 2 ns timescale. At a temperature of 30 K, both steps are of roughly the same size, and add up to a total quantum yield of ≈30% for the cis→trans reaction (we explained the discrepancy to the reported 100% [5, 7] by the larger temperature in our case; detailed studies of the temperature effect are currently in progress). The timescales of the two isomerization steps correlate with that of energy relaxation processes: The vibrational lifetime of the initially excited OH stretch vibration is surprisingly short, 20 ps, hence the fast isomerization step seems to proceed directly out of that state. Relaxation of the OH stretch vibration populates overtones and combination modes, initially at about the same energy level. As long as energy is in the molecule, the reaction is still possible, giving rise to the second isomerization step with reduced rate. The overall cooling time of the molecule is 20 ns, so about 90% of the initial energy is required for the isomerization to happen.
We have interpreted the slower reaction step by an essentially statistical picture, i.e. a feeding back of energy from the whole manifold of states of the molecule into the few reactive states (the nature of which is not entirely clear), that act as bottle neck for isomerization. The first step, in contrast, seems to be related to a very specific, and much stronger coupling between a well defined state (i.e. the initially excited OH stretch state) and the reaction coordinate. The first reaction step is still surprisingly efficient, albeit not 100%. In the present study light is shed on this fast process with the help of mixed quantum-classical simulations.
From the theoretical point of view, the cis-trans isomerization reaction of HONO has been treated on essentially two levels:
• Thompson and coworkers have studied the problem on a fully classical molecular dynamics level [25] [26] [27] , and found an isomerization time on a picosecond timescale that is comparable to our experimental result [23] .
The matrix environment has been included, which was found to significantly enhance the isomerization rate. However, these works put the equivalent of three quanta of energy into the OH stretch vibration. With one quanta of energy, the molecule would probably never isomerize, since tunneling effects seem to be prominent in HONO: The energy of the cis OH stretch vibration (3402 cm −1 ) is below that of the reaction barrier (4105 cm −1 according to the best calculation available on the CCSD(T)/cc-pVQZ level [20] ).
Somewhat later, Thompson and coworkers have extended their studies to semiclassical methods in order to take into account tunneling effects [28, 29] , however, this work did not include the matrix environment.
• Richter et al. [20, 21] , as well as Luckhaus [19, 22] , have calculated high quality potential energy surfaces along all six degrees of freedom of the molecule, and solved the coupled vibrational problem on a fully quantum level. Both works are numerically exact, but treat the molecule in the gas phase. Propagating vibrational wavepackets on these potential energy surfaces [21, 22] , both groups found that the molecule would not isomerize, in agreement with the failure to observe isomerization in the gas phase. In particular, Luckhaus reported that the molecule would not isomerize on a 40 ns timescale, even when putting two quanta of energy into the OH stretch vibration [22] . The reason for this result is relatively simple: A wavepacket could oscillate between cis and trans side only when it contains eigenstates that are delocalized. However, the eigenstates that carry oscillator strength are perfectly localized at either side (to >99.99%) [20] . Only eigenstates with many quanta in the torsional mode tend to delocalize, however, those are dark, and hence cannot be excited by IR light. Furthermore, since the density of states is sparse, and since vibrational couplings are weak, mode mixing is very unlikely to occur. It is know from experiment [24] that vibrational energy relaxes on a 20 ns timescale, putting an upper limit for any coherent wave packet picture.
Hence, one is in a situation where a fully classical treatment is bound to fail, since quantum effects of at least the hydrogen atom cannot be neglected, whereas a fully quantum treatment is too costly to include matrix effects. The matrix seems to be crucial for the reaction to occur [8] . In the present paper, the realms of the two worlds are combined by performing a mixed quantum-classical simulation that treats the hydrogen atom as a quantum particle and the ONO-body as well as the matrix environment as classical. It is believed that the essence of the reaction can be captured in this way.
In a previous paper [23] , we had calculated the hydrogen vibrational wavefunctions in 3D as function of the position of the HONO molecule in the matrix cage in a purely static approach. The picture that emerged from these simulations is the following: For a given HONO-matrix configuration, a discrete set of adiabatic eigenstates is obtained. In almost all cases, these states can be characterized as trivial combinations of the OH stretching, bending, and torsional modes (i.e. product states Ψ(r, θ, φ) ≡ R(r)Θ(θ)Φ(φ)). Mode coupling is extremely weak, and since the eigenstate spectrum is not dense enough, mode mixing is unlikely to occur (i.e. states that can no longer be expressed as simple product states). That is, for a given static HONO-matrix configuration, isomerization would not occur for the same reason why it would not occur in the gas phase (see above). However, for certain HONOmatrix configurations accidental resonances exist, which is when mode mixing can be strong despite small vibrational couplings, and population can be transferred from one state to another one. Based on a Landau-Zener formula [30, 31] , we estimated a transfer rate directly from the initially excited OH stretch vibration ν stretch into a high overtone of the torsional mode (8ν tors ) that agreed reasonably well with the experimental isomerization rate (it was 'only' one order of magnitude too slow). We concluded that the bottleneck of the reaction is exactly this transfer, while the subsequent tunneling of 8ν tors through the barrier towards the trans-side is not rate-limiting.
However, we learned in the meanwhile that we had severely overestimated the vibrational couplings in Ref. [23] , where we used cartesian coordinates in which the vibrational couplings converge extremely slowly. The reason is that an integral of the form Ψ 1 |V int |Ψ 2 , describing the vibrational coupling between two diabatic states Ψ 1 and Ψ 2 by some interaction term V int , is not small because the two wavefunctions do not overlap, but because positive and negative contributions of the oscillating wavefunctions tend to cancel. This cancellation effect is poorly taken care of when calculating the integral on a necessarily relatively coarse cartesian grid, since the wavefunctions are bent around the oxygen atom of the ONObody. Spherical coordinates follow much better the shape of the wavefunctions, and hence are the much better choice to describe the weak vibrational couplings. Repeating the calculation of Ref. [23] in spherical coordinates (under otherwise identical conditions) showed that the vibrational coupling between, for example, ν stretch and 8ν tors are more than one order of magnitude smaller. Since the vibrational coupling enters quadratically into the Landau-Zener formula, one must conclude that the picture of Ref. [23] is probably too simple. In particular, a direct transfer from ν stretch to 8ν tors is extremely unlikely due to the many quanta involved, and the pathway of population must be more complicated with intermediate steps.
In order to resolve the isomerization pathways, the static picture of Ref. [23] is extended to a dynamical one in the present paper, which naturally leads to a mixed quantumclassical simulation of the system.
II. COMPUTATIONAL METHODS

A. Mixed Quantum-Classical Simulations
Mixed quantum-classical simulations have been performed by various groups [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] , and have been applied to both electronic transitions [37, 38] as well as hydrogen transfer reactions [42] . Two concepts dominate the literature: mean-field molecular dynamics and surface hopping techniques [36] . In mean field molecular dynamics, the wavefunction of the quantum subsystem is time-propagated according to a Hamiltonian, the time-dependence of which is governed by the motion of the classical subsystem (driven quantum system). The back-action of the quantum subsystem onto the classical subsystem, in turn, is described through the quantum-expectation value of a force (Eq. 4 below). The quantum wavefunction will in general not be an adiabatic eigenfunction of the Hamiltonian. Surface hopping techniques, in contrast, force the quantum wavefunction to stay on an adiabatic surface. Surface hopping techniques are closer to intuition [36] , and it has furthermore been shown that they provide the better approximation to a full-quantum result in most applications [43] . Nevertheless, a mean field approach is used here for various reasons:
• Surface hopping techniques would require a diagonalization of the Hamilton matrix for every time step, which, given the size of the matrix (n r n θ n φ = 27450), is time-prohibitive.
• The cis OH stretch excited state is the 30 th to 40 th eigenstate of the system (depending on the matrix configuration). Cis-trans isomerization is associated with the relaxation of this state into one that is localized on the trans side, of which about 15-20 (i.e, half) of the eigenstates exist below the energy of the initially excited state. During the course of a single trajectory, hundreds of (mostly unsuccessful) curve crossings are encountered. Hence, in a surface hopping approach where the system is forced to stay on one adiabatic surface, one would need a huge number of trajectories to get a representative picture of relaxation pathways. In a mean field approach, the wavefunction of a single trajectory will adopt a superposition state that potentially includes all relevant adiabatic eigenstates. A single trajectory therefore will include a great deal of averaging. More than one trajectory still will have to be run, but we will see that the results of individual trajectories do not differ dramatically.
• It has been argued that the mean field approach works well as long as the force on the classical subsystem does not depend strongly on the quantum state [41] . Trajectories will be followed up to times when only a small fraction has isomerized ( 1%), while most of the population is still on the cis side. All cis wavefunctions will produce similar quantum-forces, so that this condition is fulfilled.
The system is divided in subsets of classical coordinates Q and quantum coordinates q. The classical coordinates are all coordinates of the Kr matrix, as well as the intermolecular coordinates of the -ONO body (intramolecular degrees of freedom of the -ONO are frozen in the present study). The quantum part relates to the three degrees of freedom of the hydrogen atom r, θ, and φ, defined in internal spherical coordinates. With these ingredients, the following (standard) set of equations is solved self-consistently. For the classical degrees of freedom, Newton's equation of motion is time-propagated:
and for the quantum degrees of freedom, the time-dependent Schrödinger equation:
Here, the wavefunction Ψ and the Hamilton operator H depend on the classical degrees of freedom Q only parametrically. The classical force is:
and the quantum force is (according to the HellmannFeynman theorem) [44] 
When expanding the wavefunction in a basis {φ i }:
We obtain for the expansion coefficients
with the matrix elements of the Hamilton operator:
and
These expressions are general, and apply for any choice of a basis. In most treatments, the basis is at this point specified as either diabatic (or, fixed to the laboratory frame), in which case the second term d i j = 0 vanishes, or as adiabatic, in which case one finds:
where ε i and ε j are the adiabatic eigenenergies of the Hamiltonian.
A different, to the best of my knowledge new approach had to be taken here. An adiabatic representation is ineligible due to the large size of the Hamilton matrix, the diagonalization of which would be time-prohibitive. Furthermore, as discussed above, the vibrational couplings converge very slowly when employing a DVR basis in cartesian coordinates. In cartesian coordinates, one could fix the grid to a laboratory frame, rendering d i j = 0. However, the premise was to describe the quantum part in a DVR basis in internal spherical coordinates in a molecular frame fixed to the ONO-body. This gives by far better results what the vibrational couplings are concerned, with a still manageable basis size. However, as the classical (i.e. Q-dependent) ONO-body moves, the set of basis functions {φ i } moves as well, and the second term in Equ. 6, d i j , does no longer vanish. The term describes the transformation of the wavefunction from one basis set at a given time t to the new basis set after some small time step t + dt later. Hence, the time propagatorQ · d i j is calculated by determining the change dr, dθ and dφ of each grid point during one time step dt, and calculating:
with (in principle):
Thereby, one must keep in mind that the wavefunction Ψ, the way it is defined in Ref. [45] , includes the volume factor r √ sin θ, hence:
The approximate d i j calculated in this way is antisymmetrized by replacing it with (d i j − d ji )/2 in order to enforce hermiticity of the propagation operator in Eq. 6 (otherwise, spurious eigenstates grow exponentially due to positive imaginary eigenvalues of the time-propagation operator). Matrix representations of the first derivative operators are given in Appendix VI A. A time-symmetric and simplectic integration scheme was used to time-propagate Eqs.1 to 4 with time step dt = 0.2 fs [39] :
where H ≡ H − ihQd includes both terms of Eq. 6. A Chebychev scheme was used to calculate the matrixexponentials [46] . The various ingredients to the simulation (classical MD simulation, potentials, DVR basis, initial conditions) are described in the following.
B. Classical MD Simulation
Periodic boundary conditions were used in the MD simulation. A cut-off of 12Å was applied for the Lennard-Jones [23, 26, 27, 49] interactions. To ensure as good as possible energy stability (used as convergence criterium), no thermostat was applied (i.e. a NVE simulation), and the nearest neighbor list was calculated only once at the beginning of the simulation (neither the HONO molecule nor the Kr atoms hop between sites on the timescale of the simulation). The intramolecular degrees of freedom of the -ONO body, i.e. the O-N stretch, the N=O stretch and the ONO bend, were constraint to values that correspond to the mean of cis and trans HONO (i.e. r ON = 1.412Å, r NO = 1.178Å and θ ONO = 112.2 • ) using the Shake procedure [47] .
C. Potentials
The hydrogen atom feels two potentials:
For the intramolecular degrees of freedom of the HONO molecule, V HONO , the 6D ab initio potential energy surface calculated by Richter et al. [20] on the CCSD(T)/cc-pVQZ level has been used. The potential reproduces the experimentally observed frequencies of the fundamental modes, as well as that of a few overtones, to within about 10 cm −1 . The potential is parameterized in a power expansion of Morse functions for the stretch coordinates, polynomials for the bend coordinates, and a cosine expansion for the torsional coordinate. The potential is defined in internal coordinates, and can readily be implemented into the MD program (for which derivatives with respect to cartesian coordinates are needed), using standard methods [48] . The interaction of the HONO molecule with the matrix cage (i.e. V V dW ), as well as that of the Kr atoms among each other, was modeled using Lennard Jones pair potentials:
and ε i j = √ ε i ε j . The Lennard Jones parameters were deduced from Refs. [26, 27, 49] and are listed in Tab. 1.
D. DVR Basis
The premise was to use internal, spherical coordinates, which allow for a much better description of the small vibrational couplings at a modest basis size (but which complicated the time-propagation of the wavefunction by the non-trivial second term in Equ. 6, see Sec. II A). The DVR basis described in Ref. [45] for spherical coordinates is used. When including the volume element r √ sin θ into the wavefunction, the kinetic energy operator reads:
while the potential energy operator is diagonal (as usual). Matrix representations of the second derivative operators are given in Ref. [45] . For the radial coordinate r, n r = 15 grid points have been used from r min = 0.66Å to r max = 1.5Å, n θ = 30 grid points for the polar coordinate θ from θ min = 54 • to θ max = 158 • , and n φ = 60 grid points for the azimuthal coordinate φ. Energy conservation was used as a convergence criterion. For the given parameters for the basis size n r , n θ , n φ and the time-step dt, energy drifted by ±1 cm −1 in 42 ps (see Fig. 1a, insert) .
The Hamilton matrix does not need to be diagonalized during time propagation. The computer-time limiting steps are matrix-vector products in the Chebychev scheme. Since both the Hamilton matrix H i j and d i j are block-diagonal, the computation time scales like n r n θ n φ (n r + n θ + n φ ). About 3.5 ps/day are simulated on a 1.8 GHz Opteron processor.
E. Initial conditions
The MD box consisted of 9 × 9 × 9 unit cells of a fcc lattice in a cubic box, each containing four Kr atoms with a KrKr nearest neighbor distance of 3.934Å (i.e. density 3.24 g/cm 3 ). The central Kr atom was removed and replaced by cis-HONO with its center of mass centered in the hole (singlesubstitutional site). Random velocities were assigned to all atoms, giving a temperature of ≈30 K after equilibration. Before starting the mixed quantum-classical simulation, the simulation box was equilibrated over 20 ps with a classical hydrogen atom. The classical hydrogen atom was then removed and replaced by its quantum counterpart in its cis ground state (Sec. II D). The pump-process was emulated by resonantly driving the OH stretch vibration through an additional timedependent electrical field in Eq. 2. A Gaussian pulse with 330 fs duration (FWHM) centered at t=600 fs was used, and the pump intensity was adjusted such that the excitation probability (i.e. the overlap of the wavefunction right after the pump-pulse with the adiabatic first excited OH-stretch state) was about 5%. This excitation level roughly relates to what was used in the experiment [23, 24] and is furthermore considered to be a compromise between avoiding nonlinear uppumping on the one hand and signal-to-noise on the other hand. In total 10 trajectories with different initial conditions have been calculated.
F. Diabatic and Adiabatic States
For diagnostic purposes only (i.e. not for time-propagation of the wavefunction), projections of the time-dependent wavefunction onto adiabatic and quasi-diabatic states are computed (see Figs. 2 and 3 below) . To that end, zero-order states were computed, defined as product states of 1D wavefunctions Ψ (0) ≡ R(r)Θ(θ)Φ(φ). To that end, 1D cuts through the intramolecular potential were calculated for each of the coordinates r, θ and φ with the corresponding other coordinates set to their mean equilibrium values of cis and trans HONO (i.e. r OH = 0.97Å, θ NOH = 103.1 • , r ON = 1.412Å, r NO = 1.178Å and θ ONO = 112.2 • ). The Lennard Jones interactions of the hydrogen atom with the matrix cage were switched off. Furthermore, to separate the variables in the kinetic energy operator, r and θ in the second term of Equ. 16 and r in the third term were replaced by their equilibrium values r OH and θ NOH , respectively. Since the wavefunctions turn out to be relatively localized in r and θ, the thus obtained zeroorder wavefunctions are quite good approximations to the eigenstates of the full Hamiltonian for states with a low number of quanta excited. In this case, the projection of a particular eigenstate Ψ of the full Hamiltonian onto the corresponding zero-order state typically yields Ψ|Ψ (0) 2 > 0.95, except when accidental resonances occur that lead to mode mixing. In that sense, these zero-order states are considered quasidiabatic states. The zero-order state with the largest overlap integral is used for an assignment of a particular eigenstate; however, one should keep in mind that this assignment is somewhat arbitrary for states with large number of quanta in both the torsional and bending coordinate, which tend to mix strongly among each other.
Since a diagonalization of the full Hamiltonian matrix would be time-prohibitive (n r n θ n φ = 27450), adiabatic states are calculated as projection onto a smaller sub-space spanned by these zero-order states, using only states up to an cut-off energy of 9000 cm −1 above the zero-point energy. The starting wavefunction Ψ(t = 0), which is the adiabatic cis groundstate wavefunction for a particular matrix configuration, is computed on the same subspace. Fig. 1a shows the energy of the total simulation box (i.e. sum of the energies of the classical and the quantum subsystems E tot = E cl + E q ), and Fig. 1b that of the hydrogen atom alone (i.e. only the quantum subsystem), defined as:
III. RESULTS
where H ≡ T + V HONO + V V dW includes the interaction of the hydrogen atom with the -ONO body and the Kr atoms according to Eq. 14. During the excitation period around 0.6±0.2 ps, the total energy rises by 166 cm −1 (≈5% of an OH stretch quantum at 3400 cm −1 ) and stays constant within ±1 cm −1 afterwards (see blow-up in Fig. 1a ), as expected from the Hellmann-Feynman theorem [44] . The energy of the hydrogen atom wavefunction itself experiences the same jump (Fig. 1b) , showing that the absorbed energy is pumped into the quantum system exclusively. Afterwards, the energy fluctuates by about ±40 cm −1 (rms.), but stays constant in average within signal-to-noise. Hence, on the 40 ps timescale, the molecule does not dissipate significant amounts of energy into the matrix environment, in accordance with the experimentally observed cooling time of 20 ns [24] . Also in the fully classical MD simulation (data not shown), no energy is dissipated even on a 2 ns timescale. Nevertheless, the quantum subsystem does exchange energy with its surrounding, as seen from the fluctuations of E q (Fig. 1b) , albeit in a nondissipative reversible manner. The reason for the slow cooling rate is explained by the large frequency mismatch between quanta of excitations of the hydrogen atom and environment fluctuations. Shown in the inset of Fig. 1b is the power spectrum of the fluctuations that the matrix environment exerts on the quantum system, revealing a broad distribution of frequencies peaked at ≈40 cm −1 that reflects typical phonon excitations of the Kr matrix. The lowest frequency excitation of the hydrogen wavefunction, on the other hand, is ≈ 550 cm −1 for the torsional mode, about one order of magnitude larger. Fig. 2 shows the population of the hydrogen wavefunction Ψ(t) in various of the zero-order states defined in Sec. II F. During the excitation period around 0.6±0.2 ps, the population of the cis-groundstate is reduced by ≈ 5%, whereas that of the first stretch excited state ν stretch increases by the same amount (Fig. 2a,b) . Essentially all energy pumped into the system (Fig. 1a) appears in the stretch coordinate. The first stretch excited state ν stretch subsequently decays on a 90 ps timescale (when extrapolating it and assuming exponential kinetics), in reasonable agreement with the experimental value of 20 ps [23] . At the same time, the cis-groundstate recovers, albeit not to the same extent. Rather, depopulation ν stretch leads to a population of other states, the most important of which being combination modes of torsional and bending degrees of freedom 4ν tors + ν bend and 2ν tors + 2ν bend , as well as the second overtone of the bending coordinate 3ν bend (Fig. 2c,d,e) . These states are in close enough resonance to the initially excited ν stretch (see Fig. 3 ), have the right A' symmetry, are still localized on the cis-side, and may be considered a first tier of states [50] [51] [52] [53] [54] that accept most of the energy in an initial phase of the relaxation process. All three states 4ν tors + ν bend , 2ν tors + 2ν bend and 3ν bend get populated to about the same extent. Their population initially increases, but then saturates at a relatively low absolute value of ≈0.2%, or 4% relative to the excitation density, respectively. An exponential fit of their growth reveals a time constant of ≈ 20 ± 5 ps, significantly faster than depopulation of ν stretch . Hence, this first tier of states get populated from ν stretch , but gets depopulated into a second tier of states quicker than its population rate. However, the relaxation into the second tier of states is non-specific and one can no longer identify specific pathways. Fig. 3 sheds light on the population transfer mechanism. State 4ν tors +ν bend happens to be almost resonant with ν stretch , hence both cross frequently upon matrix fluctuations. These crossing are in fact weakly avoided, however the energy splittings in the avoided crossing regions are not visible on the scale of Fig. 3 . Each time ν stretch and 4ν tors + ν bend cross, the latter picks up population from the former (Fig. 3a) . On a longer timescale (Fig. 3b) , population is then distributed more or less equally among all three states 4ν tors + ν bend , 2ν tors +2ν bend and 3ν bend without the need of additional curve crossings because modes with large quanta of bending and/or torsional do mix strongly, as seen for example in Fig. 3a shortly before 5 ps, where 2ν tors + 2ν bend gains population although it stays separated in frequency from both ν stretch and 4ν tors + ν bend .
Interestingly, the first tier of states, 4ν tors + ν bend , 2ν tors + 2ν bend and 3ν bend , lies higher in energy than the initially populated state ν stretch . Transfer of population from ν stretch into this first tier of states, however, happens in a way that energy is conserved (Fig. 1b) , i.e. the energy rise due to population of the first tier of states is compensated by the partial repopulation of the ground sate (Fig. 2a) . Thus, a certain fraction of population can in fact climb up in energy.
As the essence of the work, Fig. 4 shows the population of trans-HONO calculated as the integrated hydrogen density within π/2 < φ < 3/2π. Shown are the trans-yields of individual trajectories (blue) as well as that of the average. The trans-yields of individual trajectories vary by about a factor of 2, but their overall behavior is very similar. The trans-yield reaches a value of about 2.5% after 40 ps (normalized to the excitation density), as compared to an experimental value of [23, 24] .
≈10-15%
Formation of trans-species occurs only after a lag time, i.e. does not occur directly from the initially excited ν stretch state, but rather requires first population of an intermediate state (or ensemble of states) according to a kinetic scheme:
In the limit when the population of the intermediate state rises according to a [1 − exp(−t/τ)] dependence, and when trans-population is formed from these intermediate states with a rate k trans but stays small, one obtains for the latter:
Fitting the trans-yield in Fig. 4 with this function, one obtains for the build-up time of the intermediate states τ =14 ps and for the rate k trans = 0.96 ns −1 . The former value is in reasonable agreement with the build-up time of the first tier of states, 4ν tors + ν bend , 2ν tors + 2ν bend and/or 3ν bend (Fig. 2c,d,e) , suggesting that relaxation of these states feeds into trans states. However, attempts to correlate up-steps of trans-yield with down-steps of the population of individual zero-order statesand in this way identify the doorway state that leads to isomerization -failed (the correlations are all less than ±0.05). Hence, one must conclude that a distinct doorway state does not exist, and that isomerization occurs from essentially all states in a rather non-specific way. Fig. 5 shows snapshot configurations of the -ONO body in the Kr matrix together with the hydrogen density at various simulation times. At 0 ps, before the excitation pulse, the hydrogen wavefunction is in its groundstate. At 1 ps, shortly after the excitation pulse, the hydrogen wavefunction is in a coherent superposition state between groundstate and one quantum of stretch vibration, i.e. its center of mass oscillates with the frequency of a stretch vibration (not visible in the static representation of Fig. 5 ). At 10 ps the wavefunction starts to fray out, indicating the population transfer into states with a large number of quanta in both the torsional and bending modes. The small amount that has already isomerized after 10 ps (absolute 0.0001, see Fig. 4) is not visible for the present choice of a contour surface (2 · 10 −5 of the peak density). Starting from 20 ps, one sees hydrogen density accumulating on the trans side.
IV. DISCUSSION
The common (most simple) Fermi Golden Rule picture of vibrational relaxation in the condensed phase -in the present case, cis-trans isomerization is considered a relaxation into states that are localized on the trans-side -is the following: Relaxation from one particular eigenstate of the molecule into another one requires (a) a non-vanishing vibrational coupling element between the two states due to anharmonicity, and (b) environment fluctuations with a spectral density that provides frequency components that equal the energy mismatch between the two eigenstates. The latter requirement ensures energy conservation, but at the same time also leads to energy dissipation. That is, once energy is transferred into the environment it will be dissipated within the environment essentially instantaneously. Hence, the molecule would cool a bit every time a population transfer step occurs, and eventually thermally equilibrates with its environment.
The situation is distinctively different in the present case. One finds a large separation of timescale between intramolecular vibrational redistribution (IVR) processes on the one hand (a few 10's of picoseconds), and energy dissipation processes on the other hand (a few 10's of nanoseconds). This separation of timescales is observed both in the experiment [23, 24] and in the present simulation. On the picosecond timescale, the molecule does not dissipate energy into the environment, nevertheless, environment fluctuations are crucial for relaxation and isomerization to occur. It is stressed again that the reaction does not occur in the gas phase [8, [19] [20] [21] [22] . Environment fluctuations are needed to produce curvecrossings and to redistribute population between adiabatic eigenstates, but this is done without inreversibly exchanging energy with the environment. That is, each population transfer step that goes down in energy must be counterbalanced by one that goes up in a way that intramolecular energy is conserved. Hence, a certain fraction of population can in fact climb up in energy, thereby facilitating isomerization from higher energy states that tend to delocalize more across the reaction barrier.
It is interesting to note that a surface hopping approach, where the quantum force is calculated with 100% population in one or the other adiabatic state, would not reveal this upclimbing effect. In surface hopping techniques, energy con-servation is maintained in an ad-hoc manner by rescaling the velocities of the classical subsystem for each hopping event, thereby dissipating energy into the environment. The mean field approach, in contrast, allows for a simultaneous population of more than one adiabatic state, which is the only way of redistributing energy within the molecule without exchanging energy with its surrounding. It might appear that the upclimbing effect is an artifact of the mean-field approach, nevertheless, the experimentally observed separation of timescale of IVR and overall cooling of 3 orders of magnitudes points in the same direction.
Before comparing the present results with experimental ones [23, 24] , the deficiencies of the model have to be discussed first, the most severe of which probably being the neglect of intramolecular degrees of freedom other than those of the hydrogen atom. In Ref. [24] , we have discussed the first step of the two-step isomerization kinetics as one directly from hydrogen states, which dies out once energy is dissipated into non-hydrogen degrees of freedom. The latter, in turn, act as an energy reservoir that feeds back into hydrogen degrees of freedom, leading to the second, much slower reaction step as long as energy eventually is dissipated into the matrix environment. Due to the lack of non-hydrogen degrees of freedom in the present model, one cannot expect to describe the longtime kinetics correctly, which is why the simulation is restricted to 40 ps (apart from computer time limitations).
The neglect of non-hydrogen degrees of freedom causes other, more subtle problems: Although the same potential is used as in Ref. [20] , state 4ν tors + ν bend is in closest resonance to the initially pumped ν stretch state, whereas it is 2ν tors +2ν bend when including all six degrees of freedom [20] . Anharmonic frequency shifts due to non-hydrogen modes cause a fine-tuning of hydrogen states that might change the picture in detail. Hence, when discussing the results one must not take them literally. For example, state 2ν tors + 2ν bend might take over the role of 4ν tors + ν bend as the first acceptance mode in reality due to its closer resonance.
Furthermore, we have experimental evidence that the Lennard Jones potential describing the interaction between HONO and the Kr matrix is too crude, and in particular is too soft. We have recently measured the orientational relaxation time of HONO in the matrix cage, which is significantly slower than that obtained from corresponding allclassical MD simulations [55] . In addition, the Lennard Jones intermolecular potential is, of course, not polarizible, an effect that might be important since the molecule itself is polar. It is likely that a harder and stronger interacting intermolecular potential could speed up intramolecular relaxation processes significantly. A possible extension of the present work would be using a more sophisticated interaction potential [56] , such as one that is based on the semiempirical diatomics-in-molecules (DIM) theory, which has successfully been applied to rare-gas systems [57] . Finally, it is assumed here that HONO is sitting in a mono-substitutional site. There is no conclusive experimental evidence in favor or against this assumption, but we expect that measuring the orientational mobility of HONO in its cage, together with a better interaction potential, will help to address this question.
With these deficiencies in mind, one nevertheless finds good qualitative agreement between the present simulation and experiment. The vibrational lifetime of the initially excited ν stretch state is 20 ps in the experiment [23] as compared to 90 ps in the simulation and similarly, the trans-yield after 40 ps is underestimated by the same factor 4-6. Furthermore, we had identified a small population of 2ν tors + 2ν bend that appeared within the time resolution of the experiment (i.e. faster than in the simulation, see Fig.3 in Ref. [24] ), but then quickly saturated at a low value of ≈4% of the excitation density, in good agreement with the simulation. It appears that the present simulation underestimates relaxation rates by a factor ≈ 5, possibly due to the too crude intermolecular Lennard Jones potential or the neglect of -ONO internal degrees of freedom. Nevertheless, the simulation describes the experiment qualitatively correctly.
However, it is clear that the present work cannot explain the high cis-trans quantum yield of close to 100% observed experimentally [5, 7] . Not unexpectedly, a specific pathway that funnels energy from the initially excited ν stretch state specifically towards the trans-side does not exist, but essentially all states get involved in the relaxation process. Hence, the high quantum yield must be due to a statistical argument on a timescale much longer than that of the present simulation, in agreement with our interpretation of experimental data in Ref. [24] . Presumably, energy is eventually redistributed over all intramolecular states, including the -ONO degrees of freedom which serve as a energy reservoir that feeds back energy into "reactive states". For this scenario to work, an isomerization channel is needed that is efficient enough to compete with overall cooling of the molecule. It is concluded that the mechanism studied here constitutes exactly this isomerization channel. This is in agreement with the general trend that high quantum yields are observed mostly in small molecules [58] , where the equilibrium between the few reactive degrees of freedom (the hydrogen degrees of freedom in the present case) and the non-reactive (non-hydrogen) degrees of freedom is more on the former side. We are currently investigating whether microcanonical RRKM theory can explain the high quantum yield.
V. CONCLUSION
In conclusion, a mixed quantum-classical simulation of the IR driven cis-trans isomerization of HONO in a Kr matrix has been performed. Good qualitative agreement between simulation and experiment is obtained, underestimating relaxation and isomerization rates by a modest factor ≈ 5. According to the simulation, the initially excited stretch vibration ν stretch relaxes into a first tier of states of torsional and bending modes 4ν tors + ν bend , 2ν tors + 2ν bend , and 3ν bend , among which 4ν tors + ν bend plays a special role, since it is in closest resonance with ν stretch . As a result of matrix fluctuations, frequent curve crossings occur between ν stretch and 4ν tors + ν bend , which lead to direct transfer of population from the former to the latter. Due to strong mode mixing, population is then redistributed among all three states 4ν tors + ν bend , 2ν tors + 2ν bend and 3ν bend to about equal extent. Subsequently, a second tier of states is populated in a rather non-specific manner. Some of these states are localized on the trans-side, leading to the appearance of highly excited trans-HONO within a few 10's of picoseconds, exactly as observed experimentally [23] . The present model is a refinement of that introduced in Ref. [23] , explaining the transfer from ν stretch to trans-states through a set of intermediate states, rather than directly into 8ν tors , as postulated in Ref. [23] . Each of the transfer steps requires fewer changes of vibrational quanta, and hence this is the more likely pathway of energy flow. However, given these results one must concluded that the experimentally observed high cis-trans quantum yield of close to one can only be explained in a statistical picture on a much longer timescale. Temperature dependent measurements are currently underway to resolve this issue.
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VI. APPENDIX A. First Derivative Operators
When calculating Equ. 12, the first derivatives of the wavefunctions with respect to r, φ, and θ are needed. This is done following closely the recipe reported in Ref. [45] , where the second derivative operators (i.e. the kinetic energy operators) have been worked out for the DVR basis used. Generally speaking, the matrix representation of the derivative operator D = ∂/∂x reads in that DVR basis: for i = j. Here, the basis is defined on a grid:
As in Ref. [45] , this expression is specified for special situations: , i = j 0, i = j
defined on a grid with
