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THE K-THEORY OF THE COMPACT QUANTUM GROUP
SUq(2) FOR q = −1
SELC¸UK BARLAK
Abstract. We determine the K-theory of the C∗-algebra C(SU−1(2))
and describe its spectrum. Moreover, we exhibit a continuous C∗-bundle
over [−1, 0) whose fibre at q is isomorphic to C(SUq(2)).
0. Introduction
In the Woronowicz’ theory of compact quantum groups [19, 22], q-defor-
mations of compact Lie groups serve as fundamental examples [20, 21]. In
the algebraic setting, Drinfel’d and Jimbo introduced q-deformed semisimple
Lie groups [8, 9]. In the case of compact Lie groups, Rosso showed in [14]
that the approaches of Woronowicz and Drinfel’d and Jimbo are essentially
equivalent. Since the quantum group SUq(2) is a fundamental example of a
q-deformation, it attracts a great deal of attention. It has been studied in-
tensively from various perspectives, with most research focussing on the case
of a positive deformation parameter q, see for example [6, 7]. In particular,
the K-theory for C(SUq(2)) with positive parameter q has been computed
in [12]. Recently, the quantum groups SUq(2) for q < 0 have attracted some
attention as well, most notably because of the close relation to free orthog-
onal quantum groups Ao(F ) defined for F ∈ GL(n,C) with FF¯ ∈ R · 1,
[1, 2, 17]. More specifically, we have
SU−1(2) ∼= Ao(2)
by [1, Proposition 7]. In the context of recent work on the Baum-Connes
conjecture for free orthogonal groups [18], and since SU−1(2) is the only
free orthogonal group not treated in this setting, it is natural to ask for
the K-theory of C(SU−1(2)). In order to determine K∗(C(SU−1(2))), we
take a different approach and use Zakrzewski’s [23] concrete realisation of
C(SU−1(2)) as a sub-C
∗-algebra of M2(C(SU(2))).
Let us explain how this work is organized. We start with a preliminary
section on compact quantum groups and on Zakrzewski’s result, for which
we present an alternative proof. In Section 2, we determine the spectrum of
C(SU−1(2)). In Section 3, we compute the K-theory of C(SU−1(2)). As for
C(SUq(2)) with q 6= −1, it turns out that both K-groups of C(SU−1(2)) are
isomorphic to Z with generators being the class of the unit and the class of
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the canonical unitary in M2(C(SU−1(2))), respectively. In the last section,
we use the Haar state on C(SU−1(2)) to prove the existence of a continuous
C∗-bundle over [−1, 0) whose fibre at q is isomorphic to C(SUq(2)). This
is reminiscent of Blanchard’s result [4] that the positive q-deformations of
SU(2) form a continuous C∗-bundle over (0, 1].
This article is based on the author’s diploma thesis. We remark that at
least parts of the above results are certainly known to the experts. However,
to the best of our knowledge they are not documented in the literature.
I would like to thank the advisor of my diploma thesis, Christian Voigt,
for fruitful discussions and his good advice. Moreover, I would like to thank
Dominic Enders, Sven Raum, and Christoph Winges for useful comments
on earlier versions of this article. I thank Adam Skalski who informed me
of Zakrzewski’s article.
1. Preliminaries
We begin by recalling the definition of a compact quantum group, which
goes back to Woronowicz. For a detailed treatment of quantum groups,
we refer to the literature [11, 15]. When dealing with tensor products, we
always use the minimal tensor product of C∗-algebras.
Definition 1.1. Let A be a unital C∗-algebra and ∆ : A→ A⊗A a unital
∗-homomorphism. The pair (A,∆) is called a compact quantum group if the
following conditions hold:
i) ∆ is coassociative, i.e. (∆ ⊗ id) ◦∆ = (id⊗∆) ◦∆,
ii) (A,∆) is bisimplifiable, i.e. ∆(A)(A⊗1) and ∆(A)(1⊗A) are linearly
dense in A⊗A.
The ∗-homomorphism ∆ is called the comultiplication of the compact quan-
tum group.
If G is a compact group, C(G) is a compact quantum group with comul-
tiplication
∆ : C(G) −→ C(G)⊗ C(G) ∼= C(G×G), ∆(f)(s, t) := f(s · t).
In the special case where G is a closed subgroup of the unitary group U(n),
the comultiplication satisfies
∆(uij) =
n∑
k=1
uik ⊗ ukj,
with uij denoting the canonical projection onto the (i, j)-th coordinate.
Definition 1.2 ([20]). For q ∈ [−1, 1], let C(SUq(2)) be the universal unital
C∗-algebra with generators α and γ satisfying the relations
α∗α+ γ∗γ = 1, αα∗ + q2γγ∗ = 1,
αγ = qγα, αγ∗ = qγ∗α, γγ∗ = γ∗γ.
(1.1)
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Note that the above relations imply, that
uq :=
(
α −qγ∗
γ α∗
)
∈M2(C(SUq(2)))
is a unitary. The comultiplication ∆q : C(SUq(2))→ C(SUq(2))⊗C(SUq(2))
given by
∆q(α) := α⊗ α− qγ∗ ⊗ γ and ∆q(γ) := γ ⊗ α+ α∗ ⊗ γ
turns (C(SUq(2)),∆q) into a compact quantum group for q 6= 0. It has been
shown in [20] that for q 6= 0,
Bq :=
{
αkγlγ∗m, α∗pγlγ∗m : k, l,m ∈ N0, p ∈ N
}
is a linearly independent set spanning the canonical dense ∗-subalgebra of
C(SUq(2)). Of course, we agree on the convention that α
0 := 1 etc.. Define
ηklm :=
{
αkγlγ∗m , if k ≥ 0, m, n ≥ 0,
α∗−kγlγ∗m , if k < 0, m, n ≥ 0.
Observe that for q = ±1 the relations (1.1) are symmetric in α and
γ. Furthermore, C(SU1(2)) is a commutative C
∗-algebra with spectrum
homeomorphic to
S3 =
{
(a, c) ∈ C2 : |a|2 + |c|2 = 1} ,
and the homeomorphism
S3
∼=−→ SU(2), (a, c) 7→
(
a −c¯
c a¯
)
induces an isomorphism
ψ : C(SU1(2)) −→ C(SU(2)), ψ(α)((a, c)) := a, ψ(γ)((a, c)) := c.
Moreover, ψ fits into a commutative diagram
C(SU1(2))
∆1 //
ψ

C(SU1(2)) ⊗ C(SU1(2))
ψ⊗ψ

C(SU(2))
∆ // C(SU(2)) ⊗ C(SU(2))
and thus induces an isomorphism (C(SU1(2)),∆1) ∼= (C(SU(2)),∆) of com-
pact quantum groups. We shall use this identification throughout this work.
Definition 1.3. Let (A,∆) be a compact quantum group. A state h on A
is called left invariant if
(id⊗h) ◦∆(a) = h(a) · 1 for all a ∈ A.
It is called right invariant if
(h⊗ id) ◦∆(a) = h(a) · 1 for all a ∈ A.
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Every compact quantum group has a unique left and right invariant state
[16], called the Haar state. For q ∈ (−1, 1] \ {0}, the Haar state hq of
C(SUq(2)) can be characterized as follows.
Proposition 1.1. For q ∈ (−1, 1) \ {0}, the Haar state hq is the unique
state on C(SUq(2)) satisfying
hq(ηklm) =
{
1−q2
1−q2m+2 , if k = 0, l = m,
0 , otherwise.
For q = 1, the Haar state h1 is uniquely determined by
h1(ηklm) =
{
1
m+1 , if k = 0, l = m,
0 , otherwise.
Furthermore, all the Haar states are faithful.
Proof. For |q| < 1 see [11, 4.3, Theorem 14] for the characterisation and [13]
for the faithfulness of hq. For q = 1, the Haar integral on C(SU(2)) coincides
with the Haar state. By applying to the spherical coordinate system, one
can then verify the above equalities directly. 
For (a, c) ∈ SU(2), we define a representation pi(a,c) of C(SU−1(2)) as
follows. If c = 0, let
pi(a,0) : C(SU−1(2)) −→ C, pi(a,0)(α) := a, pi(a,0)(γ) := 0,
and similarly, set
pi(0,c) : C(SU−1(2)) −→ C, pi(0,c)(α) := 0, pi(0,c)(γ) := c
if a = 0. In all other cases, define
pi(a,c) : C(SU−1(2)) −→M2(C),
pi(a,c)(α) :=
(
a 0
0 −a
)
, pi(a,c)(γ) :=
(
0 c
c 0
)
.
Each of these representations is surjective and hence irreducible. Also note
that every character of C(SU−1(2)) is of the form pi(a,c) with a or c being
zero.
Proposition 1.2. Every irreducible representation of C(SU−1(2)) is uni-
tarily equivalent to some pi(a,c).
Proof. Let pi : C(SU−1(2)) → B(H) be an irreducible representation on a
Hilbert space H not isomorphic to C. The relations (1.1) imply that α2 and
γ2 are central. Hence pi(α2) and pi(γ2) are scalar, whereas irreducibility pre-
vents pi(α) and pi(γ) from being scalar. Thus the spectrum of pi(α) consists
of two distinct points, some a ∈ C with |a| ≤ 1 and its negative. The same
holds for the spectrum of pi(γ) and some c ∈ C with |c| ≤ 1. By functional
calculus, there are projections P , Q in the image of pi such that
pi(α) = aP − a(1− P ) = 2aP − a1 and pi(γ) = 2cQ− c1.
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In fact, the image of pi coincides with C∗(P,Q, 1), which itself is the image of
an irreducible representation of the unital universal C∗-algebra generated by
two projections. This is a 2-subhomogeneous C∗-algebra [3, IV.1.4.2], and
pi turns out to be a surjective ∗-homomorphism pi : C(SU−1(2)) → M2(C).
Since α is normal, we may assume pi(α) to be of the form
pi(α) =
(
a 0
0 −a
)
.
The fact that α and γ anticommute implies that pi(γ) is an off-diagonal
matrix. Moreover, as pi(γγ∗) is scalar, we also get that the off-diagonal
entries have the same modulus. Conjugating pi with a suitable diagonal
unitary, we may also assume that
pi(γ) =
(
0 c
c 0
)
.
Observe that pi(α) is left invariant under conjugation with a diagonal unitary.
Finally, αα∗ + γγ∗ = 1 implies that (a, c) ∈ SU(2), and thus pi = pi(a,c). 
In [23], Zakrzewski showed that C(SU−1(2)) can be represented as a sub-
C∗-algebra of M2(C(SU(2))). More generally, he shows that a matrix 2× 2
quantum group can be considered as a sub-C∗-algebra of the C∗-algebra of
continuous functions on the classical group with values in M2(C). For the
convenience of the reader, we shall give an alternative proof for the concrete
realisation of C(SU−1(2)) using the irreducible representations pi(a,c).
By the universal property of C(SU−1(2)), there is a ∗-homomorphism
φ : C(SU−1(2)) −→M2(C(SU(2))),
φ(α)((a, c)) :=
(
a 0
0 −a
)
, φ(γ)((a, c)) :=
(
0 c
c 0
)
.
Define G := Z/2Z ⊕ Z/2Z, r := (1, 0), and s := (0, 1), and consider the
G-action on C(SU(2)) given by
(f · r)(a, c) := f(−a, c) and (f · s)(a, c) := f(a,−c).
This induces an action β : GyM2(C(SU(2))) given by
βr
((
f g
h k
))
:=
(
k · r h · r
g · r f · r
)
and βs
((
f g
h k
))
:=
(
f · s −g · s
−h · s k · s
)
.
Theorem 1.1. The ∗-homomorphism φ is injective and maps onto the fixed
point algebra of β.
Proof. Let ev(a,c) ∈ C(SU(2)) be the evaluation at (a, c) ∈ SU(2). For
non-zero a and c,
ev(a,c) ◦φ = pi(a,c).
On the other hand, for a, c ∈ T,
ev(a,0) ◦φ = pi(a,0) ⊕ pi(−a,0) and ev(0,c) ◦φ = Ad(v) ◦ pi(0,c) ⊕ pi(0,−c),
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where v ∈M2(C) is the symmetry given by
v :=
1√
2
·
(
1 1
1 −1
)
.
For 0 6= x ∈ C(SU−1(2)), we therefore find (a, c) ∈ SU(2) such that
ev(a,c) ◦φ(x) 6= 0. This shows that φ is injective.
It is obvious that the image of φ is contained in the fixed point algebra
of β. For the other inclusion, note that every element in x ∈ M2(SU(2))
admits a unique decomposition
x =
(
f 0
0 f
)
+
(
g 0
0 −g
)
+
(
0 h
h 0
)
+
(
0 k
−k 0
)
for some f, g, h, k ∈ C(SU(2)). One easily verifies that x is fixed by β1 and
β2 if and only if this holds for each summand. In this case,
f = f · r = f · s, g = −g · r = g · s,
h = h · r = −h · s, k = −k · r = −k · s.
Note that these relations are induced by (different) G-actions on C(SU(2)).
Hence, the coefficient functions can be approximated by linear combinations
of elements in B1 satisfying the same symmetry relations. It follows that
C(SU−1(2)) is mapped onto the fixed point algebra of β. 
2. The spectrum of C(SU−1(2))
In this section, we determine the spectrum of C(SU−1(2)). As a 2-sub-
homogeneous C∗-algebra is GCR, the canonical surjection
C(SU−1(2))̂ −→ Prim(C(SU−1(2)))
is injective [3, IV.1.3.6 and IV.1.3.7]. Hence, with this identification, the
topology on the spectrum on C(SU−1(2)) coincides with the Jacobson topol-
ogy on Prim(C(SU−1(2))). Denote by
X := SU(2)/ ∼
the quotient space by the following equivalence relation. If (a, c) ∈ SU(2)
satisfies ac 6= 0, then
(a, c) ∼ (b, d)⇔ (b, d) ∈ G · (a, c).
If a or c is zero, the equivalence class of (a, c) only consists of one element.
We write
P : SU(2) −→ X
for the canonical projection and endow X with the final topology with re-
spect to P . The map
Π : X −→ C(SU−1(2))̂, [(a, c)] 7→ [pi(a,c)]
is a bijection. To see this, consider the symmetries v0, v1 ∈M2(C) given by
v0 :=
(
1 0
0 −1
)
and v1 :=
(
0 1
1 0
)
.(2.1)
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Every two-dimensional representation pi(a,c) gets intertwined with pi(−a,c) by
v1, and similarly v0 intertwines pi(a,c) and pi(a,−c). Thus, we also get the
equivalence of pi(a,c) and pi(−a,−c). This shows that Π is well-defined and
surjective. One can check that for [(a, c)] 6= [(b, d)] ∈ X either
det(pi(a,c)(α)) 6= det(pi(b,d)(α)),
or
det(pi(a,c)(γ)) 6= det(pi(b,d)(γ)),
where det denotes the respective determinant. This yields that Π is injective.
Theorem 2.1. The bijection Π is a homeomorphism of X onto the spectrum
of C(SU−1(2)).
Proof. Recall the relationship between ev(a,c) and pi(a,c) under the identi-
fication via φ described in the proof of Theorem 1.1. Let M ⊆ X and
define N := Π(M) ⊆ C(SU−1(2))̂ . We show that Π(M ) = N . Let
x ∈ C(SU−1(2)) ⊆ C(SU(2),M2(C)) be an element satisfying pi(a,c)(x) = 0
for all (a, c) ∈ P−1(M) ⊆ SU(2). Since the coefficient functions of x
are continuous, pi(a,c)(x) = 0 for all (a, c) ∈ P−1(M) = P−1(M ). Hence,
Π(M) ⊆ N .
For the other implication, assume that ∅ 6=M 6= X and take an arbitrary
element [(b, d)] ∈ X \M . We show that Π([(b, d)]) /∈ N . Suppose first that b
and d are non-zero. Denote by Y ⊆ SU(2) the G-Orbit of P−1(M )∪{(b, d)}.
Let y ∈ C(Y,M2(C)) be given by
y|G·P−1(M) = 0 and y|G·(b,d) =
(
1 0
0 1
)
.
Obviously, y lies in the fixed point algebra of the G-action on C(Y,M2(C))
induced by β. Find a β-invariant lift x ∈ C(SU−1(2)) ⊆ C(SU(2),M2(C))
for y. By construction, x ∈ ker(pi(a,c)) for every (a, c) ∈ P−1(M), but
x /∈ ker(pi(b,d)). If d = 0 and (−b, 0) /∈ P−1(M), then we can proceed as
before. Let us therefore assume that d = 0 and (−b, 0) ∈ P−1(M). Define
the closed subset
Y :=
{
(a,±c) ∈ SU(2) : (a, c) ∈ P−1(M )} ,
and let f ∈ C(SU(2)) be a function with f|Y = 0 and f(b, 0) = 1. Now,
x :=
(
1
2(f + f · s) 0
0 12(f + f · s) · r
)
∈ C(SU−1(2))
satisfies pi(b,0)(x) = 1 and pi(a,c)(x) = 0 for all (a, c) ∈ P−1(M ) ⊆ Y . If
b = 0, we can use a similar argument. We have shown that Π([(b, d)]) /∈ N ,
and the proof is complete. 
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3. K-Theory of C(SU−1(2))
Consider the following closed subsets of SU(2):
X1 := {(1, 0), (0, 1)} ,
X2 := {(a, c) ∈ SU(2) : Im(a) = Im(c) = 0} ,
X3 := {(a, c) ∈ SU(2) : Im(a), Im(c) ≥ 0 and Im(a) · Im(c) = 0} ,
X4 := {(a, c) ∈ SU(2) : Im(a), Im(c) ≥ 0} .
These subsets obviously define a filtration of SU(2)
X1 ⊆ X2 ⊆ X3 ⊆ X3 ⊆ SU(2),
and the induced restriction homomorphisms give rise to a cofiltration of
C∗-algebras
C(SU−1(2))
pi4 // // A4
pi3 // // A3
pi2 // // A2
pi1 // // A1.
In order to compute the K-theory of C(SU−1(2)), we successively compute
K∗(Ak+1) using K∗(Ak) and the six-term exact sequence associated with
pik. Observe that every coefficient function of an element in the fixed point
algebra of β is uniquely determined by its values on X4. Hence, pi4 is an
isomorphism, and we only have to determine K∗(A4). For any subset M ⊂
SU(2), we extend the notation of the last section and write f · r and f · s
for f ∈ C(M), whenever it makes sense.
Recall the symmetries v0, v1 ∈M2(C) defined in Section 2. We have that
A1 ∼= C∗(v0)⊕ C∗(v1) ∼= C2 ⊕ C2,
and
A2 =
{(
f g
g · r f · r
)
∈M2(C(X2)) : f = f · s, g = −g · s
}
.
An element in A2 is already uniquely determined by its values on the com-
pact subset of X2 consisting of all (a, c) where Re(a) and Re(c) are non-
negative. Using a homeomorphism between this subset and [0, 1] sending
(1, 0) to 0 and (0, 1) to 1, we get an isomorphism between A2 and
A2
∼=−→ {f ∈ C([0, 1],M2(C)) : f(0) ∈ C∗(v0), f(1) ∈ C∗(v1)} =: C.
Lemma 3.1. We have that K0(C) ∼= Z3 and K1(C) = 0. Moreover,
K0(C) is generated by [p0], [q0], and [1], where for t ∈ [0, 1], the projections
p0(t), q0(t) ∈M2(C) are given by
p0(t) :=
 1− t2 √ t2 − t24√
t
2 − t
2
4
t
2
 and q0(t) :=
 t2 √ t2 − t24√
t
2 − t
2
4 1− t2
 .
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Proof. The kernel of ev0⊕ ev1 : C → C∗(v0) ⊕ C∗(v1) is C0((0, 1),M2(C)),
and we get the following six-term exact sequence
0 // K0(C) // K0(C
∗(v0))⊕K0(C∗(v1)) ∼= Z4
ρ

0
OO
K1(C)oo K1(C0((0, 1))) ∼= Zoo
As generators for K0(C
∗(v0))⊕K0(C∗(v1)), we may choose
e1 :=
([(
1 0
0 0
)]
, 0
)
, e3 :=
(
0,
[
1
2 ·
(
1 1
1 1
)])
,
e2 :=
([(
0 0
0 1
)]
, 0
)
, e4 :=
(
0,
[
1
2 ·
(
1 −1
−1 1
)])
.
To compute the images of these elements under the exponential map ρ, set
f1(t) := (1− t) ·
(
1 0
0 0
)
, f3(t) :=
t
2 ·
(
1 1
1 1
)
,
f2(t) := (1− t) ·
(
0 0
0 1
)
, f4(t) :=
1
2 ·
(
1 −1
−1 1
)
for t ∈ [0, 1]. For 1 ≤ j ≤ 4, ρ(ej) = [ exp(2piifj) ], and
ρ(e1) = ρ(e2) = −ρ(e3) = −ρ(e4) = −[z],
where z ∈ C(T) denotes the identity map on T. Thus, ρ is surjective, and
ker(ρ) = 〈e1 + e3, e1 − e2, e3 − e4〉.
Moreover,
K0(ev0⊕ ev1)([p0]) = e1 + e3, K0(ev0⊕ ev1)([p0]− [q0]) = e1 − e2,
K0(ev0⊕ ev1)([p0] + [q0]− [1]) = e3 − e4.
The claim now follows from exactness of the above six-term exact sequence.

Let us denote by p˜, q˜ ∈ A2 the unique extensions of p0, q0 ∈ C. Note that
these projections satisfy the relations
p˜(1, 0) = q˜(−1, 0) =
(
1 0
0 0
)
, p˜(0, 1) = q˜(0, 1) = 12 ·
(
1 1
1 1
)
,
p˜(−1, 0) = q˜(1, 0) =
(
0 0
0 1
)
, p˜(0,−1) = q˜(0,−1) = 12
(
1 −1
−1 1
)
.
In order to compute the K-theory of A3, write X3 as the disjoint union
X3 = X2 ∪ U1 ∪ U2,
with
U1 := {(a, c) ∈ SU(2) : Im(a) = 0, Im(c) > 0} ,
U2 := {(a, c) ∈ SU(2) : Im(a) > 0, Im(c) = 0} .
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With this decomposition, it is obvious that ker(pi2) ⊆ M2(C0(U1 ∪ U2)).
More precisely, we get an exact sequence
0 // I1 ⊕ I2 // A3 pi2 // A2 // 0,(3.1)
where
I1 :=
{(
f g
h k
)
∈M2(C0(U1)) : f = k · s, g = h · s
}
I2 :=
{(
f g
h k
)
∈M2(C0(U2)) : f = f · r, g = −g · r,h = −h · r, k = k · r
}
.
Note that I1 and I2 are isomorphic via the automorphism of C(SU−1(2))
which exchanges α and γ. If D ⊆ C denotes the closed unit disk, then there
is a homeomorphism
U2 −→ D \ T, (a+ ib, c) 7→ a+ ic.
An element in I2 is uniquely determined by its values on elements (a, c) ∈ U2
with c ≥ 0. Hence, the above homeomorphism induces an isomorphism
I2
∼=−→ {f ∈ C0(D \ T+, M2(C)) : f(x) ∈ C∗(v0), x ∈ T \ T+} ,
where T+ ⊆ T consists of all elements with modulus one and non-negative
real part. As a consequence, I2 is homotopy equivalent to
I := {f ∈ C0(D \ {1} , M2(C)) : f(x) ∈ C∗(v0), x ∈ T \ {1}} .
The C∗-algebras I1, I2, and I all have isomorphic K-theory, which we now
determine by using the exact sequence
0 // C0(D \ T, M2(C)) // I // C0((0, 1), C∗(v0)) // 0(3.2)
induced by restriction on T \ {1}.
Lemma 3.2. We have K0(I) = 0 and K1(I) ∼= Z. Moreover, if
ρ : K1(C0((0, 1), C
∗(v0))) −→ K0(C0(D \ T))
denotes the index map associated with (3.2), then
K1(I) −→ ker(ρ) = Z · [diag(z, z¯)]
is an isomorphism.
Proof. Consider the exact six-term sequence associated with (3.2)
Z ∼= K0(C0(D \ T)) // K0(I) // 0

Z
2 ∼= K1(C0((0, 1), C∗(v0)))
ρ
OO
K1(I)oo 0oo
As generators for K1(C0((0, 1), C
∗(v0))), we choose
e1 :=
[(
z 0
0 1
)]
and e2 :=
[(
1 0
0 z
)]
.
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It suffices to show that ρ sends e1 and e2 to the Bott element. We only
show this for e1, the other case is similar. Let I
∼ be the unitization of I
and u ∈M2(I∼) the unitary lift for diag(z, 1, z¯, 1) given by
u(t) :=

t 0 −√1− |t|2 0
0 1 0 0√
1− |t|2 0 t¯ 0
0 0 0 1
 , t ∈ D.
If 12 ∈M2(I∼) denotes the unit, then
ρ(e1) = [u · diag(12, 0) · u∗]− [12]
=
[( |z|2 z√1− |z|2
z¯
√
1− |z|2 1− |z|2
)]
−
[(
1 0
0 0
)]
,
which is the Bott element in K0(C0(D \ T)). This completes the proof. 
Remark 3.1. Consider V1, V2 ⊆ SU(2) defined as
V1 := {(a, c) ∈ U1 : a = 0} and V2 := {(a, c) ∈ U2 : c = 0} .
Lemma 3.2 shows that the homomorphisms
K1(I1) −→ K1(C0(V1, C∗(v1))) and K1(I2) −→ K1(C0(V2, C∗(v0))),
induced by the inclusions V1 ⊆ U1 and V2 ⊆ U2, are injective.
We proceed by computing the K-theory for A3.
Lemma 3.3. It holds that K0(A3) = Z · [1] and K1(A3) ∼= Z/2Z.
Proof. The exact sequence (3.1) and Lemma 3.2 induce the following six-
term exact sequence
0 // K0(A3)
K0(pi3) // K0(A2) ∼= Z3
ρ

0
OO
K1(A3)oo K1(I1)⊕K1(I2) ∼= Z⊕ Zoo
(3.3)
It is clear from Lemma 3.1 that [1] ∈ K0(A3) generates a copy of Z. So it
suffices to determine the images of [p˜], [q˜] ∈ K0(A2) under ρ. Set
t(a, c) :=
(
Re(a)√
Re(a)2 +Re(c)2
,
Re(c)√
Re(a)2 +Re(c)2
)
, 0 6= (a, c) ∈ X3,
and define positive lifts p, q ∈ A3 for p˜ and q˜ by
p(a, c) :=

(1− Im(a)2) · p˜(t(a, c)) , if Im(a) 6= 1, Im(c) = 0,
(1− Im(c)2) · p˜(t(a, c)) , if Im(a) = 0, Im(c) 6= 1,
0 , if Im(a) = 1, or Im(c) = 1,
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q(a, c) :=

(1− Im(a)2) · q˜(t(a, c)) , if Im(a) 6= 1, Im(c) = 0,
(1− Im(c)2) · q˜(t(a, c)) , if Im(a) = 0, Im(c) 6= 1,
0 , if Im(a) = 1, or Im(c) = 1.
Consequently, ρ([p˜]) = [ exp(2piip) ] and ρ([q˜]) = [ exp(2piiq) ]. Using the
identification K1(I1 ⊕ I2) ∼= K1(I1)⊕K1(I2), we write
e = (e1, e2) := [exp(2piip)] and f = (f1, f2) := [exp(2piiq)].
Let (a, 0) ∈ V2 be an arbitrary element, that is, a ∈ T with −1 < Re(a) < 1
and Im(a) > 0. Recall that p˜ and q˜ satisfy
p˜(1, 0) = q˜(−1, 0) =
(
1 0
0 0
)
and p˜(−1, 0) = q˜(1, 0) =
(
0 0
0 1
)
.
Thus, if r(a) := exp(−2pii Im(a)2), then
exp(2piip)(a, 0) =

(
1 0
0 r(a)
)
, if Re(a) < 0,(
r(a) 0
0 1
)
, if Re(a) > 0,(
1 0
0 1
)
, if Re(a) = 0,
and
exp(2piiq)(a, 0) =

(
r(a) 0
0 1
)
, if Re(a) < 0,(
1 0
0 r(a)
)
, if Re(a) > 0,(
1 0
0 1
)
, if Re(a) = 0.
Since V2 = V2 ∪ {(1, 0), (−1, 0)} and r(0) = 1, we can consider the restric-
tions of exp(2piip) and exp(2piiq) to functions on V2 ⊆ X3 as elements in
C0(V2, C
∗(v0))
∼ ∼= C(T, C∗(v0)). This identification can be chosen so that
exp(2piip) ∼h diag(z, z¯), exp(2piiq) ∼h diag(z¯, z) in U(C(T, C∗(v0))).
A combination of Lemma 3.2 and Remark 3.1 shows that e2 = −f2 ∈ K1(I2),
and that e2 is a generator for K1(I2) ∼= Z. Using the relations
p˜(0, 1) = q˜(0, 1) =
1
2
·
(
1 1
1 1
)
and p˜(0,−1) = q˜(0,−1) = 1
2
·
(
1 −1
−1 1
)
,
one concludes that exp(2piip) and exp(2piiq) coincide on V1. A similar rea-
soning as above reveals that e1 = f1 ∈ K1(I1), and that e1 is a generator
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for K1(I1). Altogether, we have shown that the image of ρ is generated by
(1, 1) and (1,−1) ∈ Z2 ∼= K1(I1)⊕K1(I2). Hence,
K0(A3) ∼= ker(ρ) ∼= Z and K1(A3) ∼= coker(ρ) ∼= Z/2Z.

The K-theory of C(SU−1(2)) can now be computed by considering the
exact sequence
0 // M2(C0(X4 \X3)) ι // A4 pi3 // A3 // 0.
Observe that X4 \ X3 is homeomorphic to R3. By passing to the corre-
sponding six-term exact sequence, we see with the help of Lemma 3.3 that
K0(C(SU−1(2))) = Z · [1], and K1(C(SU−1(2))) fits into a short exact se-
quence
0 // Z // K1(C(SU−1(2))) // Z/2Z // 0.
This implies that K1(C(SU−1(2))) is isomorphic to either Z or Z⊕ Z/2Z.
Theorem 3.1. The K-theory for C(SU−1(2)) satisfies
K0(C(SU−1(2))) = Z · [1] and K1(C(SU−1(2))) = Z · [u−1].
Proof. We only have to show that K1(C(SU−1(2))) = Z · [u−1]. Consider
the commutative diagram
M2(C0(X4 \X3)) ι //
ϕ
✤
✤
✤
A4
∼=

M2(C(SU(2))) C(SU−1(2))
φoo
where φ is the injective ∗-homomorphism from Theorem 1.1. Define unitaries
x, y ∈ U2(C(SU(2))) by
x(a, c) :=
(
a c¯
c −a¯
)
and y(a, c) :=
(−a c¯
c a¯
)
.
Recall that K1(C(SU(2))) ∼= Z with generator [u], where u ∈ U2(C(SU(2)))
is given by
u(a, c) :=
(
a −c¯
c a
)
.
It is easily verified that
K1(φ)([u−1]) = [x] + [y] = 2 · [u] ∈ K1(C(SU(2))).
For f ∈ C0(X4\X3, M2(C)), let f˜ ∈ C(SU(2), M2(C)) denote the canonical
extension, that is, f˜(x) = 0 whenever x /∈ X4 \ X3. The identification
A4 ∼= C(SU−1(2)) yields that
ϕ(f) = f˜ + βr(f˜) + βs(f˜) + βr ◦ βs(f˜).
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In fact, ϕ(f) ∈ C(SU(2),M2(C)) is clearly β-invariant, and extends f . For
the latter note that the four functions have disjoint open support. By the
same reason, ϕ is the sum of four ∗-homomorphism
M2(C0(X4 \X3)) −→M2(C(SU(2))).
Moreover, all these ∗-homomorphism are homotopic, so that by additivity
of K-theory, the image of K1(ϕ) is contained in 4 ·K1(C(SU(2))).
Now assume that K1(C(SU−1(2))) ∼= Z⊕ Z/2Z. In this case,
K1(ι) : K1(C(X4 \X3)) −→ K1(C(SU−1(2)))
may be considered as the canonical embedding Z→ Z⊕Z/2Z. Consequently,
the image of K1(ϕ) coincides with the image of K1(φ). In particular,
2 · [u] ∈ 4 ·K1(C(SU(2))),
which contradicts the fact that [u] is a generator for K1(C(SU(2))) ∼= Z.
Thus, K1(C(SU−1(2))) ∼= Z. It also implies that K1(ι) is multiplication
with 2, and so K1(φ) has to be multiplication with 2, as well. Hence, [u−1]
is a generator for K1(C(SU−1(2))), which completes the proof. 
4. A continuous C∗-bundle over [−1, 0) with fibres C(SUq(2))
In this section, we show the existence of a continuous C∗-bundle over
[−1, 0) with the fibre at q being isomorphic to C(SUq(2)). The proof is very
similar to Blanchard’s analogous result for positive deformation parameters
[4], and makes use of the Haar state on C(SUq(2)).
Let h : C(SU(2)) → C be the state given by integration with respect
to the Haar measure on SU(2), and let tr : M2(C) → C denote the nor-
malised trace. It has been pointed out in [23] that the Haar state h−1 on
C(SU−1(2)) ⊆ C(SU(2)) ⊗M2(C) coincides with the restriction of h ⊗ tr.
In particular, this shows that h−1 is faithful, cf. [5, I, §4, Lemma 1.8]. For
the reader’s convenience, we sketch a proof for the fact that h⊗ tr restricts
to h−1.
Proposition 4.1. The Haar state h−1 is the unique state on C(SU−1(2))
satisfying
h−1(ηklm) =
{
1
m+1 , if k = 0, l = m,
0 , otherwise,
where ηklm ∈ B−1 is defined as in Section 1. Under the identification via
the injective ∗-homomorphism φ from Theorem 1.1, h−1 is given as the
restriction of h⊗ tr. In particular, h−1 is faithful.
Proof. Let [·, ·] denote the commutator on C(SU−1(2)) ⊗ C(SU−1(2)), and
observe that
[α⊗ α, γ∗ ⊗ γ] = [γ ⊗ α,α∗ ⊗ γ] = 0.
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Using this, one computes for k, l, and m ∈ N0 that
∆−1(ηklm) =
k∑
i=0
(
k
i
)
αiγ∗k−i⊗αiγk−i
l∑
j=0
(
l
j
)
γjα∗l−j⊗αjγl−j
m∑
p=0
(
m
p
)
γ∗pαm−p⊗α∗pγ∗m−p.
Right invariance of the Haar state yields
h−1(ηklm) · 1 =
k∑
i=0
l∑
j=0
m∑
p=0
(
k
i
)(
l
j
)(
m
p
)
h−1(α
iγ∗k−iγjα∗l−jγ∗pαm−p)·αiγk−iαjγl−jα∗pγ∗m−p,
(4.1)
and similarly left invariance shows
h−1(ηklm) · 1 =
k∑
i=0
l∑
j=0
m∑
p=0
(
k
i
)(
l
j
)(
m
p
)
h−1(α
iγk−iαjγl−jα∗pγ∗m−p)·αiγ∗k−iγjα∗l−jγ∗pαm−p.
(4.2)
Let pi(a,0) be the character associated to a ∈ T from Section 1. Since
pi(a,0)(γ) = 0, all summands on the right hand side of (4.1) vanish but
the one associated to i = k, j = l and p = m. Actually,
h−1(ηklm) = h−1(ηklm) · ak+l−m.
The analogous observation for (4.2) yields
h−1(ηklm) = h−1(ηklm) · ak−l+m.
Since these equations hold for every a ∈ T, h−1(ηklm) 6= 0 is only possible
when
k + l −m = k − l +m = 0.
This is equivalent to k = 0 and l = m. In this case, by using the anticom-
mutativity relations, (4.1) simplifies to
h−1(η0mm) · 1
=
m∑
p=0
(
m
p
)2
h−1(γ
pγ∗pαm−pα∗m−p) · αpα∗pγm−pγ∗m−p
=
m∑
p=0
(
m
p
)2
h−1(γ
pγ∗p(1− γγ∗)m−p) · (1− γγ∗)pγm−pγ∗m−p
=
m∑
p=0
m−p∑
i=0
p∑
j=0
(
m
p
)2(m−p
i
)(
p
j
)
(−1)i+jh−1(η0(p+i)(p+i)) · η0(m−p+j)(m−p+j).
Assume that m ≥ 1, and let c denote the coefficient of η011 in the last
expression (after reordering). Then
c = −m · h−1(η0mm) +m2 · h−1(η0(m−1)(m−1))−m2 · h−1(η0mm).
16 SELC¸UK BARLAK
Since the family {η0pp : p ∈ N0} is linearly independent, c = 0, and conse-
quently
h−1(η0mm) =
m2
m2 +m
· h−1(η0(m−1)(m−1)).
Hence, if we already know that
h−1(η0(m−1)(m−1)) =
1
m
,
then
h−1(η0mm) =
m2
m2 +m
· h−1(η0(m−1)(m−1)) =
1
m+ 1
.
It is routine to verify that h⊗ tr(φ(ηklm)) = h−1(ηklm). 
Definition 4.1 ([10]). Let X be a locally compact Hausdorff space. A
C0(X)-algebra is a C
∗-algebra A together with a non-degenerate ∗-homo-
morphism from C0(X) into the center of M(A).
If A is a C0(X)-algebra, then for every x ∈ X, C0(X \ {x})A forms a
closed two-sided ideal. The respective quotient Ax is called the fibre at x.
For a ∈ A, we denote by ax its image under the canonical surjection onto
Ax. One fundamental property of C0(X)-algebras is that the map
X −→ R, x 7→ ‖ax‖
is upper-semicontinuous for every a ∈ A. We call A a continuous C∗-bundle
over X if all these maps are continuous.
Theorem 4.1. There exists a continuous C∗-bundle A over [−1, 0) with the
property that the fibre at q ∈ [−1, 0) is isomorphic to C(SUq(2)).
Proof. Let B be the universal unital C∗-algebra with generators α, γ, and
f , satisfying the following relations: f is normal, has spectrum [−1, 0], com-
mutes with α and γ, and (
α −fγ∗
γ α∗
)
∈M2(B)
is unitary. Since f is central and normal, B is a C([−1, 0])-algebra. By
the respective universal properties of C(SUq(2)) and Bq, it follows that the
natural homomorphism C(SUq(2))→ Bq is an isomorphism. Thus,
A := C0([−1, 0))B
is a C0([−1, 0))-algebra with the property that the fibre at q ∈ [−1, 0) is
isomorphic to C(SUq(2)). By Proposition 1.1 and 4.1, all Haar states are
faithful, and we can apply [4, Theorem 3.3] stating that A is a continuous
C∗-bundle if there is a C0([−1, 0))-linear, positive map
ϕ : A −→ C0([−1, 0))
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with hq = evq ◦ϕ for all q ∈ [−1, 0). A straightforward partition of unity
argument shows that the C0([−1, 0))-linear span of
ηklm :=
{
αkγlγ∗m , if k ≥ 0, m, n ≥ 0,
α∗−kγlγ∗m , if k < 0, m, n ≥ 0,
is dense in A. For a ∈ A, we define a map
ϕ(a) : [−1, 0) −→ C, ϕ(a)(q) := hq(aq).
Observe that ϕ(g · a) = g · ϕ(a) for any g ∈ C0([−1, 0)). Moreover,
ϕ(η0mm)(q) =
1− q2
1− q2m+1
q−→−1
−−−−→ 1
m+ 1
= ϕ(η0mm)(−1),
and ϕ(ηklm) = 0 in all other cases. Hence, ϕ(a) ∈ C0([−1, 0)) for every
a ∈ A, and ϕ is a well-defined and C0([−1, 0))-linear map. Moreover, ϕ is
positive, since each hq is a state. The proof is complete. 
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