Rough sets theory was introduced by Pawlak in the early 80's and has reached a level of high visibility and maturity. In recent year's we have witness diverse as well as widespread research in rough sets theory and its applications worldwide.
Introduction
The topological structure of a set is now considered as mathematical model for getting information from data [1, 2, 7] . The modeling process is based on relations obtained from a given data by one expert. Using two topologies help in discovering information using two points of view in the same time. Basic concepts of rough sets depends on a special type of topologies, namely quasi discrete topology, thus the general structures are generalizations of the quasi discrete topologies. Rough sets have been initiated by Pawlak [8, 9] in order to describe approximation knowledge of subsets of a given universe. In some sense this theory can be considered as a generalization of classical set theory and made a great success in knowledge acquisition in recent years and it has been applied in many applications such as knowledge discovery and machine learning [5, 6, 11, 14] . Unfortunately, its based on
Biapproximation Space
The aim of this section is to introduce the concept of a biapproximation space based on Pawlak approximation space and give examples to illustrate the behavior of this new notion.
Suppose R is a binary relation on a universe U. Yao [14] (ii) The bi-lower approximation of X on U is defined as ()
(iii) The bi-upper approximation of X on U is defined as 
(ii) Follows from Definition 2.1, and Proposition 2.1. is greater than the accuracy of X with respect to  which given
Proof. The proof is directly derivable from Lemma 2.1 and Remark 2.1.
The boundary region of any subset is contracted if it measured with respect to the biapproximation space (expansion of biapproximation space) and thus the degree of accuracy of two Pawlak approximation space increases. Also, we have the best results when we use the expansion of biapproximation space (Proposition 2.2). 
Relative Biapproximation Space
(iii) and (iv) Follows similarly as in (i) and (ii). 
Bi-Equal and Bi-Inclusion
The aim of this section is to define the concept of bi-equal and bi-inclusion of one classification of biapproximation space with respect to another classification. 
Proof. (i) For any XU
(ii) For any XU  , 
Proof. It is easy to proof this theorem by Proposition 5.1.
The equalities in the above theorem is not hold generally as shown by the following example. , and.
, and
x y R  , thus 12 RR  . 12 RR  .
Conclusions
Pawlak approximation space is considered as mathematical model for getting information from data. The modeling process is based on equivalence relation obtained from a given data by one expand (view). Using two Pawlak approximation spaces (Biapproximation space) help in discovering information using two points of views in the same time and the new of views in the same and the new approximation focus on the expansion of the original model proposed by Pawlak. So the purpose of this paper is to extend the concept of lower and upper approximation. Pawlak approximation space introduced the diagnosis (solution) of some problems in Math., Chemistry, …, etc but when we have two (,any) diagnosis's for any problem we use biapproximation space to find the best diagnosis or study one of these diagnosis's by using another one. Compared with Pawlak approximation space, our new approximation space is very efficient and settable when we have a lot of data for one case.
We proved that two different binary relations will generate two different lower approximation operations and two different upper approximation operations. As far as the applications of binary relation based rough sets to knowledge discovery from database are concerned, the reader is referred to [3, 4, 10] . In this future, we will explore the relationships between binary relation based rough sets and covering based 10 rough sets [15] . Another future research topic is to apply binary relation based rough set theory to the computational theory of linguistic dynamic systems [12] and security [16, 17] .
