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We discuss relations between several relativistic spin observables and derive a Lorentz-invariant characteristic
of a reduced spin density matrix. A relativistic position operator that satisfies all the properties of its non-
relativistic analog does not exist. Instead we propose two causality-preserving positive operator-valued measures
(POVM) that are based on projections onto one-particle and antiparticle spaces, and on the normalized energy
density. They predict identical expectation values for position. The variances differ by less than a quarter
of the squared de Broglie wavelength and coincide in the nonrelativistic limit. Since the resulting statistical
moment operators are not canonical conjugates of momentum, the Heisenberg uncertainty relations need not
hold. Indeed, the energy density POVM leads to a lower uncertainty. We reformulate the standard equations of
the spin dynamics by explicitly considering the charge-independent acceleration, allowing a consistent treatment
of backreaction and inclusion of a weak gravitational field.
I. INTRODUCTION
Spin, position and momentum — of individual particles and
their aggregates — are both dynamical variables and observ-
ables in atomic, nuclear and condensed matter physics. The
nonrelativistic spin ~σ/2 is a textbook embodiment of quan-
tum formalism [1] while its eigenstates are the prototype of a
quantum bit [2]. However, interactions of the standard model
are described by couplings of fields. While the fields form rep-
resentations of the Lorentz group and carry spin labels, neither
spin nor momentum are dynamical variables and their role as
observables is established through additional considerations
[3–5].
Construction of relativistic position is fraught with tech-
nical difficulties and compromises between different reason-
able requirements (see, e.g., [3, 6–12] and references therein).
There is no unique way to describe localization of a relativis-
tic particle, even when particles are unambiguously defined.
There is no unique spin operator as well. Indeed, there are at
least seven [13].
There are several reasons for proliferation of spin and po-
sition variables. Conceptually, these are emergent objects
that are fleshed out in the descend from quantum field theory
through relativistic and nonrelativistic quantum mechanics to
the level of classical physics. Pragmatically, decomposition
of the total angular momentum J = L + S into the orbital
angular momentum L and the spin S parts,
J = x × p+ S, (1)
with p being the momentum, ensures that each alternative pro-
posal for spin results in a corresponding position x, and vice
versa [6].
The acceptable level of approximation in localization and
spin estimation is determined by the actual experimental set-
up. With the typical (relative) energy spreads of the order of
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10−3 − 10−5 [14] and the intrinsic spatial resolution on the
scale between micrometer and millimeter [15], the motion of
particles in accelerators can be described classically, and var-
ious quantum effects treated as perturbations, albeit the ones
that may be critically important for the actual functioning of
the machine [16–18]. For the purposes of beam manipulation
and scattering analysis the spin states are conveniently charac-
terized by helicity, rest frame spin or four-polarization vector
[19], and the spin is evolved under the assumption of a given
particle trajectory [16, 17]
Dynamics of mixed quantum-classical systems, while of-
ten a convenient approximation, leads to inconsistencies ([20]
and references therein). Order by order calculations of spin
backreaction on the trajectory improve precision, but bring in
higher-order derivatives, spurious solutions and difficulty in
formulating Hamiltonian dynamics [21].
Several research directions motivate the renewed interest in
relativistic spin and localization. Bell-type inequalities and
their experimental violations are arguably one of the most im-
portant results in quantum foundations [1]. However, it was
shown that these violations critically depend on the type of
spin operator involved [22, 23] even when the finite wave-
packet width effects [24, 25] are not taken into account, since
not all such operators [26] satisfy the necessary commutation
relations [27]. In general, properties of relativistic spin are
responsible for many features of relativistic quantum infor-
mation theory that distinguish it from its nonrelativistic coun-
terpart [11, 28].
There are proposals to separate charged particles of differ-
ent polarizations in accelerator beams through the spin inter-
action with external fields in a storage ring [17, 29]. Even
considered as a purely theoretical exercise [16], these involve
a subtle interplay between continuous and discrete degrees of
freedom.
Ultra-high power lasers producing tailored ultra-short
pulses allow precise tracking of single relativistic electrons
[30]. Spin and orbital angular momenta of electron beams and
laser pulses produce spin-dependent probability distributions
[31], while shaping of electron beams results in qualitatively
new patterns of Cherenkov radiation [32]. Searches for spin-
gravity coupling are part of the precision tests of gravity and
aim to discover the limitations and extensions of the standard
2model, general relativity and quantum gravity [33].
In this paper we treat three interlocked problems: de-
scriptions of spin, position, and their evolution for relativis-
tic fermions. In Section II we present the relationships be-
tween the rest frame (Wigner, also referred to as Pryce [13] or
Newton-Wigner [34]) spin, Dirac spin, Pauli-Lubanski vector
and four-polarization. Most of these relations are either text-
book results or their direct corollaries. However, together they
provide a useful conceptual outlook as well as computational
tools that are applied in the following. A survey of spin op-
erators can be found, e.g., in [18, 35] and especially in [36]
and [13], that include exhaustive lists of references (in addi-
tion Ref. [36] contains a historic sketch and [13] provides a
comparative table of seven operators).
Section III analyses several proposals for localisation of
Dirac fermions. Instead of constructing a self-adjoint position
operator the spectral decomposition of which is used to calcu-
late probabilities of the measurement outcomes, we focus on
positive operator-valued measures (POVMs). These are the
most general mathematical structures that describe quantum
measurements [1, 2]. We construct POVMs that are defined
on one-particle space and result in causality-respecting prob-
ability distributions. In particular, we find that a localization
scheme that is based on energy density leads to violation of
the Heisenberg uncertainty relation.
In Section IV we reformulate the standard equations of spin
dynamics by explicitly considering the effects that are inde-
pendent of the electric charge, thus allowing a more consis-
tent treatment of backreaction and inclusion of weak gravity.
A final discussion is then presented in Section V.
In Appendix A we summarize the notation and conventions
for Lorentz transformations. Conventions for the Dirac equa-
tion and properties of related position and spin operators are
presented in Appendix B. Table I summarizes notation and
classification of the matching spin and positions operators.
Conventions for the quantum fields and states are summarized
in Appendix C.
Unless specified otherwise we set ~ = c = 1.
We work in the Minkowski spacetime with the metric
diagonal(1,−1,−1,−1). Three-dimensional vectors (in-
cluding vectors of operators) are set in boldface, such as p
or σ. The four-dimensional spin vector is denoted by sans
font, S = (S0,S). Quantum field operators and their compos-
ites (that act on the fermionic Fock space or its one-particle
restriction) are indicated by carets, such as bˆpσ or Sˆ. The Ein-
stein summation convention is used, with the Greek letters la-
belling the space-time indices 0,. . . , 3, and the Latin indices
running over 1,2,3 (Appendix A 1).
II. SPIN OPERATORS AND DENSITY MATRICES
We begin from a survey of several popular quantities that
are referred to as “relativistic spin” [4, 13, 18, 19, 35, 36]. Af-
ter discussing the relations between spin variables/operators
and the 4-vector of spin for states of well-defined momentum,
we discuss the spin 4× 4 density matrix.
In addition to different fonts that distinguish the four- and
three-dimensional versions of spin-related quantities, differ-
TABLE I: Brief summary of the matching spin and position opera-
tors. The type of the operators according to Pryce [6] is denoted as
(x). The numbering according to Bauke et al. [13] is indicated as X.
Spin Position Classification
SD =
1
2
Σ x A
SCz x˜ = q C (c)
SF X D (d)
SW q˜ F (e)
ent definitions of spin (Wigner, Dirac, Czachor, etc.), are in-
dicated by the corresponding subscripts. Unless it leads to
confusion we do not notationally distinguish classical vectors
and vectors of the expectation values.
A. Spin and polarization
Presentation of spin operators of massive particles is most
conveniently couched in the semi-classical language, with
particles having well-defined trajectories and thus rest frames,
and carrying spin, that also may be considered as a classi-
cal vector. The (kinetic) momentum p = (p0,p) = mu =
(1 − v2)−1/2m(1,v) behaves as a classical parameter in the
relevant spin transformations, hence the following analysis
applies both to a classical particle with the momentum p and
to a momentum eigenstate |p〉. Unless stated otherwise, we
consider free massive particles and fields of spin- 12 . Local-
ization and effective trajectories are discussed in Secs. III and
IV.
Expectation value s of a nonrelativistic spin is obtained as
s = 12 trρσ, ρ =
1
2 (I + n · σ), (2)
where ρ is a 2× 2 spin density matrix, σ’s are the three Pauli
matrices, I is the identity, and the Bloch vector n = trρσ
satisfies 0 ≤ |n| ≤ 1.
Assume that in the laboratory frame the particle has a four-
momentum p = (Ep,p), Ep = p0 =
√
p2 +m2, and the
transformation to the rest frame is accomplished by the stan-
dard boost L−1p (see Appendix A). The spin four-vector S
(also referred as four-polarization) is obtained by promoting
the nonrelativistic spin s to a four-vector [19, 37] by setting
S|R = (0, s)|R, (3)
in the rest frame, and then in any other reference frame by ap-
plying the corresponding Lorentz transformation. In the lab-
oratory frame components of the four-vector spin are given
by
Sµ = LµpνS|νR. (4)
The spin four-vector satisfies a number of useful identities,
such as
Sµpµ = 0, S
2 = −s2, S0 = p · S
Ep
= v · S. (5)
From the group-theoretical point of view [3, 5] elementary
particles are distinguished by the values of two Casimir invari-
ants (of the universal covering group) of the proper Poincaré
3group. These are the mass p2 = m2 and the square of the
Pauli-Lubanski vector W,
Wρ =
1
2ǫλµνρp
λMµν , W2 = −s(s+ 1), (6)
where s is an integer or a half-integer number, and the algebra
generators are the four-momentum p and the antisymmetric
four-dimensional angular momentum Mνλ = −Mλν . Using
the generators of three-dimensional rotations and boosts,
Jk := 12ǫ
klmMlm, K
j := M0j, (7)
respectively, the Pauli-Lubanski vector is given by
W 0 = p · J, W = p0J+ p×K. (8)
Two most widely used spin operators are the Wigner and the
Dirac-Pauli spin operators. The former is most conveniently
introduced in the laboratory frame as [5]
SW :=
1
m
(
W − W
0p
p0 +m
)
, (9)
i.e. by taking the active view of the standard Lorentz boostLp
as
(0,SW) = L
−1
p ·W/m. (10)
On the other hand, seeing L−1p as producing a coordi-
nate transformation between the laboratory frame and the rest
frame, we find that the Wigner spin is numerically equal to the
rest frame spin,
SkW = s
k, k = 1, 2, 3. (11)
As a result, the Pauli-Lubanski vector is proportional to the
spin four-vector,
W = mS. (12)
When the Lorentz transformation Λ acts on the four-vector
of spin, S→S′ = ΛS, the Wigner spin is rotated,
SW→S′W = RSW, (13)
where the three-dimensional Wigner rotation R is a nontrivial
block of the Lorentz transformation W := L−1ΛpΛLp. This is
consistent with the transformation law for one-particle states
(see Appendix C for details).
In the context of quantum field theory spin operators are
expressed in terms of field operators (here those operators are
denoted with hat). The Wigner spin operator for free Dirac
fermions is given by [5]
SˆW =
1
2
∑
ξζ
σξζ
∫
dµ(p)
(
bˆ†pξ bˆpζ + dˆ
†
pξ dˆpζ
)
, (14)
where dµ(p) = d3p/(2π)3(2p0), and bˆpξ,. . . , dˆ†pξ are the an-
nihilation and creation operators of particles and antiparticles,
respectively (see Appendix C for conventions).
The Wigner spin satisfies the standard spin commutation
relations
[SˆkW, Sˆ
l
W] = iǫ
kl
mSˆ
m
W. (15)
The eigenvalues of Sˆ3W are used to label one-particle states.
On the space of solutions of the Dirac equation the Dirac
spin [4, 6, 13, 26, 35] is the simplest spin operator. In the
standard representation it is just
1
2Σ =
1
2
(
σ 0
0 σ
)
. (16)
In terms of the fermion field ψˆ(x) the Dirac spin is given by
SˆD =
1
2 ::
∫
d3xψˆ†(x)Σψˆ(x) ::, (17)
where :: denotes a normal ordering.
Consider a particle with a well-defined momentum and a
particular spin,
|Ψ〉 = |p, χ〉 = χ1|p,+ 12 〉+ χ2|p,− 12 〉. (18)
Its associated Dirac spinor is
uχ(p) = χ1u
1/2
p + χ2u
−1/2
p . (19)
Then the expectation value of the Dirac spin operator SˆD
SD :=
〈Ψ|SˆD|Ψ〉
〈Ψ|Ψ〉 =
1
4Ep
u†χ(p)Σuχ(p), (20)
and the expectation value of the Wigner spin is
SW =
1
2χ
†
σχ. (21)
Using the properties of the spinors uξp (Appendix B 1) we
obtain an explicit relationship between the two versions of
spin,
SD =
m
Ep
SW +
p(p · SW)
Ep(Ep +m)
. (22)
Once compared with Eq. (4) we see that the Dirac spin is re-
lated to the spatial part of the four-polarization as
S =
Ep
m
SD = SW +
p(p · SW)
m(Ep +m)
. (23)
The Wigner spin is a unique “natural" relativistic extension
of the nonrelativistic spin that is linear in W [5, 26]. The re-
quirement of linearity also selects the Wigner spin out of four
reasonable spin operators for a Dirac particle [34].
B. Density matrices
For particle states with well-defined momentum the 4-
vector of spin S can be obtained from the 4 × 4 polarization
density matrix,
Sµp =
1
4m
tr
(
ρDp γ
5γµ
)
, (24)
4where ρD generalizes a pure state expression uχ(p)u¯χ(p) [4,
38],
ρDp =
∑
ξζ
cξζu
ξ
pu¯
ζ
p =
1
2 (p/+m)(1 − 12γ5S/). (25)
Here the coefficients cξζ satisfy the same conditions as the
components of a usual 2 × 2 spin density matrix, γ0, . . . γ5,
are the Dirac γ matrices, p/ = γµpµ, u¯ = u†γ0, S/ = γµSµ,
u¯ = u†γ0 (see Appendix B 1 for conventions).
Consider now a generic one-particle state
|Ψ〉 =
∑
ξ=±
1
2
∫
dµ(p)fξ(p)|p, ξ〉, (26)
where
fξ(p) =
(
χ1(p)
χ2(p)
)
f(p), (27)
with |χ(p)|2 = |χ1(p)|2 + |χ2(p)|2 = 1 and∫
dµ(p)|f(p)|2 = 1. The reduced 2 × 2 spin density matrix,
obtained by tracing out the momentum, reads
ρ =
∫
dµ(p)χ(p)χ†(p)|f(p)|2. (28)
Due to dependence of the Wigner rotation R on momen-
tum, the reduced spin density matrix does not have a defi-
nite transformation law under Lorentz boosts. This is the ba-
sis of many results in relativistic quantum information theory
about observer-dependence of spin entropy, distinguishability
of spin states, and spin-spin entanglement [11].
On the other hand, the 4×4 spinorial reduced density matrix
ρD :=
∫
dµ(p)uχ(p)u¯χ(p)|f(p)|2, (29)
still transforms as ρD → B(Λ)ρDB−1(Λ), whereB(Λ) is the
(12 ,
1
2 ) representation of the Lorentz group, Λ ·up = B(Λ)up.
Hence the average four-vector of spin,
〈Sµ〉 = 1
4m
∫
dµ(p)tr
(
uχ(p)u¯χ(p)γ
5γµ
)|f(p)|2
=
∫
dµ(p)Sµp |f(p)|2. (30)
is manifestly covariant, and 〈S〉2 is a Lorentz scalar that char-
acterizes the state |Ψ〉.
However, this covariance cannot be exploited to make pre-
dictions of spin measurements any better. In any frame the
relationship between the four-vector of spin and, e.g., Dirac
spin can be used to calculate 〈S〉,
〈S〉 =
∫
dµ(p)
Ep
m
SD(p)|f(p)|2 6= 〈SD〉 〈Ep〉
m
, (31)
and relationships (5) will not generally hold. Since the ac-
tual interactions involve both position an momentum (see Sec-
tion IV), the knowledge of the covariant spin is not sufficient
to make predictions for, e.g., the relativistic Stern-Gerlach ex-
periment (compare with [25, 39]).
III. POSITION POVM
Taking fields as fundamental and particles as emergent, it is
not surprising to have a number of alternative methods to lo-
calize them. Moreover, analyzing dynamics of classical spin-
ning particles and aiming to match their quantum mechanics
with results of fundamental quantum theory results in addi-
tional crop of position variables [21, 40, 41].
Our approach is motivated by the following. On the one
hand, there are numerous obstacles for obtaining four (space-
time) or three (space) self-adjoint position operators with the
usual commutation relations. On the other hand, particle’s po-
sition is not a dynamical variable in the field picture and thus
does not have to be a part of a self-adjoint Hamiltonian. Hence
we describe the localized detection events in terms of positive
operator-valued measures (POVMs) [9, 12]. A POVM consti-
tutes a nonorthogonal decomposition of the identity by means
of positive operators Πˆ(x), resulting in detection probabilities
P (x) = trρΠˆ(x) for the set of events {x} [1, 2, 42].
The resulting probability distributions cannot be localized
too sharply: both localization in a bound region of space and
fast-decaying exponential tails lead to violations of causality
[3, 8, 35].
The position operator of Newton and Wigner [3, 7, 35]
[the (e) position operator of Pryce [6]] and the associated
single-particle probability density are known to lead to such
violations. However, the standard Dirac probability density
ψ¯γ0ψ for positive or negative-energy solutions, or energy den-
sity do not [10]. Hence we study the POVMs that are built
around these quantities. Interesting features of localization of
fermions in a cavity are described in [43]. Limitations of the
localization POVM built from the field operators in general,
and of the use of energy density in particular are discussed in
[11, 12].
Appendix B 2 discusses some of the position operators for
the Dirac equation, emphasizing the ones that are related to
our POVMs. Field-theoretical constructions of the position
operators for photons and the resulting uncertainty relations
are discussed in [44], while fermionic position operators that
match the corresponding spin operators in the sense of Eq. (1)
were derived in [25, 34]. Our construction of the POVM fol-
lows the logic of [12].
A. Particle and antiparticle subspace POVM
Within the Dirac theory the standard multiplicative position
operator x mixes the spaces of positive and negative energy
and thus is not observable [6, 35]. A standard treatment is to
separate it into the part that preserves the two subspaces and
the part that connects them (Appendix II B). Here we describe
a field-theoretical analog of this procedure. Our goal is not a
triple of operators xˆ, but a probability measure that allows us
to calculate statistical moments of a vector of classical random
variables x.
Note that the operator∫
d3xψˆ(+)†(x)ψˆ(+)(x) = I1p, (32)
5acts as the identity on the one-particle subspace. Hence when
restricted to the one-particle space (of particles and antiparti-
cles), the operator density
Πˆx(x) := ψˆ
(+)†(x)ψˆ(+)(x) + ψˆ(−)(x)ψˆ(−)†(x) (33)
is a positive decomposition of identity and thus a positive-
operator valued measure [1, 2, 42]. Since it is a local density, it
is easy to see that it is an orthogonal decomposition of identity.
Its expectation value on a generic one-particle state of Eq. (26)
results in the standard Dirac probability density,
〈Ψ|Πˆx(t,x)|Ψ〉 =
∣∣Ψ(t,x)∣∣2, (34)
where the four-component wave function Ψ(x) that corre-
sponds to the state |Ψ〉 of Eq. (26) is given by
Ψ(t,x) =
∑
ξ
∫
dµ(p)uξpfξ(p)e
−ip·x
= :
∫
d3p
(2π)3
ϕ(p)e−ip·x (35)
Hence the expectation value of the position in this scheme is
〈x(t)〉 =
∫
d3x〈Ψ|Πˆx(t,x)|Ψ〉x =
∫
d3x
∣∣Ψ(t,x)∣∣2x,
(36)
while the expectation value of the momentum is simply
〈p〉 = 〈Ψ|pˆ|Ψ〉. (37)
Noting that
∇pe−ip·x = i(x− vt)e−ip·x, v = p/Ep, (38)
and using Eq. (10b), we find
〈x(0)〉 =
∑
ξ,ζ
∫
dµ(p)f∗ξ (p)u
ξ†
p ∇p
(
uζpfζ(p)
2Ep
)
, (39)
and the expected relation
〈x(t)〉 = 〈x(0)〉 + t
∑
ξ
∫
dµ(p)f∗ξ (p)fξ(p)
p
Ep
= 〈x(0)〉 + 〈v〉t. (40)
For future reference we note that (Appendix D)
〈x2n(0)〉 :=
∫
d3xx2n|Ψ(0,x)|2
=
∑
ξ,ζ
∫
d3x
∫
dµ(k)dµ(p)f∗ξ (k)fζ(p)u
ξ
k
†uζp∂pn∂kn e
−i(k−p)·x
=
∫
d3p
(2π)3
∣∣∂pnϕ(p)∣∣2. (41)
B. Centre of energy POVM
Energy density broadly agrees with our intuition of “where
the particle is”. Indeed, the position variable that was based
on it,
q := E−1
∫
d3xxT 00, (42)
and its quantum-mechanical analogues, were introduced in the
early years of quantum mechanics [definition (c) of Pryce, [6];
Appendix II B].
The connection with energy density is most immediate for
photons: when electrons in a photodetector interact with the
electric field of light, then a leading-order detection proba-
bility is proportional to the expectation value of the normal-
ordered electric-field intensity operator, and the latter is pro-
portional to the energy density. There is no such link with
the models of particle detectors. However, the picture is intu-
itively attractive and, as we find, corresponds very closely to
the results of the previous section.
We use the symmetrized normal-ordered energy density
operator :: Tˆ00 :: (see Appendix C). To enforce the convex-
ity of the trace formula, i.e., to maintain that the probability
of a particular outcome for a weighted mixture of states is
a weighted mixture of the corresponding probabilities, nor-
malisation should be performed at the level of operators [12].
Hence the centre of energy POVM is constructed as
Πˆq(x) =:: Hˆ
−1/2Tˆ00Hˆ
−1/2 ::, (43)
where Hˆ is the field Hamiltonian. Its expectation value on a
generic one-particle state |Ψ〉,
〈Ψ|Πˆq(t,x)|Ψ〉 =
∑
ξ,ζ
∫
dµ(k)dµ(p)T (p,k)f∗ξ (k)u
ξ†
k u
ζ
pfζ(p) e
i(q−p)·x, (44)
differs from its 〈Πˆx〉 counterpart by the presence of the factor
T (p,k) =
1
2
(√
Ep
Ek
+
√
Ek
Ep
)
. (45)
6A lengthy, but straightforward calculation leads to
〈q(0)〉 :=
∫
d3xx〈Ψ|Πˆq(0,x)|Ψ〉 = 〈x(0)〉 + i
∑
ξ,ζ
dµ(k)f∗ξ (k)u
ξ†
k u
ζ
kfζ(k)
1
2Ek
∇pT (p,k)
∣∣∣
p=k
= 〈x(0)〉, (46)
because ∇pT (p,k)
∣∣
p=k
≡ 0. Similarly,
〈q(t)〉 = 〈x(t)〉 = 〈q(0)〉 + 〈v〉t. (47)
On the other hand, the expectations of squares of the position components are
〈q2n(0)〉 =
∫
d3xx2n〈Ψ|Πˆq(0,x)|Ψ〉 = 〈x2n(0)〉+
∑
ξ
dµ(k)f∗ξ (k)fξ(k)∂pn∂qnT (p,k)
∣∣∣
p=k
= 〈x2n(0)〉 −
〈
p2n
4E4p
〉
, (48)
n = 1, 2, 3. (See Appendix D for the details). Hence the two
POVMs for position do not coincide, in contradistinction to
the coinciding Dirac operators x˜ and q, Eq. (C2).
C. Uncertainty relations
Now we produce an estimate of the uncertainty relations.
First we note that despite the non-commutativity of the Dirac
operators x˜ and qPr, the three statistical moments are obtained
from the same probability measure and thus are simultane-
ously measurable. Since neither of the first moment operators
xˆ(1)n :=
∫
d3xxnΠˆx(x), qˆ
(1)
n :=
∫
d3xxnΠˆq(x),
(49)
where n = 1, 2, 3 is a canonical conjugate of the momentum
operator
Pˆn =
∑
ξ
∫
d3µ(p)pn(bˆ
†
pξ bˆpξ + dˆ
†
pξdˆpξ), (50)
the Heisenberg uncertainty relations do not apply. The min-
ima
min∆xn∆pn, min∆qn∆pn, (51)
where (∆z)2 := 〈z2〉−〈z〉2, should be found by minimization
over all one-particle states.
For our purposes it is enough to consider a Gaussian mo-
mentum profile. More precisely, we choose the state |Ψ〉 such
that χ1(p) ≡ 1 and
g(p) :=
f(p)√
2Ep
= N exp
(
− (p1 − k)
2
2Γ2
− p
2
2 + p
2
3
2Γ2
)
,
(52)
where k is a non-zero expectation of the momentum in the x−
direction, the width Γ ≪ m, and the normalization constant
N = (2
√
π/Γ)3/2.
The variance of the momentum is
∆p2n = Γ
2/2, (53)
while the calculation of the variance of x is more cumbersome
(Appendix C). In the leading order the quantity
p21
4E4p
=
k2
4(m2 + k2)
+O(Γ/m)2, (54)
that determines the difference 〈x21(0)〉 − 〈q21(0)〉 between the
two variances is very small. However, it turns to be sufficient
to reduce the product of uncertainties below 12 .
To obtain the analytical result we expand in the powers of
p1 − k and p2, p3 (Appendix C). The results are presented in
Fig. 1.
FIG. 1: Product of the standard deviations in the units of ~: ∆x1∆p1
(thin blue line) and ∆q1∆p1 (dashed purple line) compared with the
Heisenberg bound 1
2
(dotted line). The curves correspond to the wave
function (52) with Γ = 0.1m.
The difference ∆q1∆p1 − 12 becomes negative for k & m.
IV. DYNAMICS
We return to the model of a classical spin- 12 particle. It is
applicable when the uncertainties of Section III are negligi-
ble relative to the scale of the action. The resulting Eq. (65)
may be also used as the Heisenberg equation in the effective
quantum mechanics of a particle in external fields.
7The standard spin evolution equation given a trajectory in
a (constant) electromagnetic field took its current form in the
work of Bargmann, Michel, and Telegdi [45], but was essen-
tially contained in the articles of Thomas [46], Frenkel [47]
and Tamm [37]. Henceforth we refer to it as the TFT-BMT
equation.
Dynamics of a classical particle of charge e and mass m in
a given electromagnetic field Fµν is determined by
u˙µ = wµe =
e
m
Fµνuν . (55)
We allow for additional terms in acceleration that we collec-
tively denote w′. These include influence of other forces [48],
such as the Newtonian gravity, and also take into account the
spin backreaction. While the latter naturally leads to the ex-
pansion in powers of spin, we restrict our discussion here only
to the expression linear in S (see, e.g., [21, 49] for discussions
of the higher-order spin terms).
Spin enters dynamics through its connection with the mag-
netic moment µ. It is conveniently separated into the normal
and the anomalous parts,
µ =
ge
2m
=
e
m
+
(g − 2)e
2m
= µ0 + µ
′, (56)
where the last expression is suitable for neutral particles
whose magnetic moment is wholly anomalous, µ = µ′. We
assume that the electric dipole moment is identically zero.
Following [4], a general form of the equation that is linear
in external fields and the 4-spin is
dSµ
dτ
= α0F
µνSν + α2u
µF νλuνSλ + β1u
µw′νSν
+ β2ǫ
µνλρw′νuλSρ, (57)
where α0,2 and β1,2 are constant coefficients. Using the non-
relativistic limit and conservation of the orthogonality relation
uµSµ = 0, the first two terms result in the standard TFT-BMT
equation
α0 = µ, α2 = −µ′. (58)
The third is analogous to the Thomas precession that takes
into account w′
β1 = −1. (59)
The last term automatically satisfies conditions of Eq. (5),
so β2 cannot be determined from kinematic considerations.
However, in the rest frame this term becomes β2a′× s, lead-
ing to a parity-violating term in the Hamiltonian. While simi-
lar terms are expected to appear in the gravitational extension
of the standard model [33, 50], we are not going to consider
them here. Moreover, we implicitly assumed that the labo-
ratory reference frame is nonrotating. In practice, the effects
of the Earth rotation, giving the Sagnac and the spin-rotation
terms, should be taken into account.
To obtain the explicit three-dimensional form of the
spin dynamics we use the equations of motion for three-
momentum p and kinetic energy Ep,
dp
dt
= eE+ ev ×B+ m
2
Ep
w′(0) (60a)
dEp
dt
= ev · E+ m
2
Ep
v ·w′(0), (60b)
that take into account the additional acceleration. (The total
energy E of a spinless charged particle in an external elec-
tromagnetic field satisfies E = Ep + eA0, where A0 is the
scalar potential). The subscript (0) indicates the order of the
expansion in powers of spin, and we omitted it from the mo-
mentum, velocity and energy variables to reduce the clutter.
The accelerationw is the spatial part of the four-acceleration,
andw′ = w−we. In the linear approximation to Eq. (57) the
above equations do not include spin. As a result, we obtain the
standard three-dimensional form of the spin-precession equa-
tion,
dSW
dt
= G× SW (61)
where now
G =−
(
m
Ep
µ0 + µ
′
)
B+
Ep
Ep +m
µ′(v ·B)v
−
(
m
Ep +m
µ0 + µ
′
)
(E× v)
− E
2
p
m(Ep +m)
(v × a′(0)), (62)
a := dv/dt, and a′(0) is the three-dimensional counterpart of
w′(0). Incidentally, using SW instead of the numerically equal
rest frame spin s gives a consistent geometric meaning to the
equation: all the quantities on the right hand side are defined
in the same (laboratory) frame.
Lagrangian and Hamiltonian formulations of the dynam-
ics of spinning particles can use either a three- or four-
dimensional approach. While questions of covariance of this
dynamics, derivations of the TFT-BMT equation from an
action principle, and quantization of the effective classical
theory as to make a better connection with the fundamen-
tal Dirac-equation based field-theoretical analysis or the non-
Abelian Berry phase are more advantageously discussed in
the four-dimensional calculations, we utilize a simpler three-
dimensional form.
We model our construction on the Derbenev-Kondratenko
(DK) Hamiltonian [51]. It is built as a minimal combination of
the (linear) relativistic spin precession and the Lorentz force.
It is also equivalent to the description proposed by Frenkel
[47] and is non-manifestly Poincaré-covariant. An alternative
Hamiltonian [52] is based on the Foldy-Wouthuysen transfor-
mation [4, 35]. Comparisons with the semiclassical expansion
of the Dirac equation [53] showed that the latter Hamiltonian
gives a better approximation starting from moderate energies
Ep ∼ m. However, the difference between the predicted
forces is highly oscillatory and becomes significant on the
scales of a fraction of the atomic unit of length. Since we are
8interested in the effects on a much coarser scale (Section V),
we follow the DK construction.
The Wigner spin provides us with the natural canonical
variables, since unlike many alternative spin operators, the
triple SˆkW satisfies the angular momentum commutation re-
lations, implying the standard angular momentum Poisson
brackets
[SiW, S
j
W]PB = ǫ
ij
kS
k
W. (63)
The spin potential energy is as US = G · SW. The simplest
way to obtain the equations of motion is to use the Rauthian
function, that is the Lagrangian in positions and velocities and
the Hamiltonian in spin variables, the DK Rauthian
RDK = −m
√
1− v2 + eA · v − eA0
− V (x,v) −G · SW, (64)
where V (x,v) generates w′ in Eq. (60b). As a result, the
equation of motion is
dp
dt
= eE+ev×B+m
2
Ep
w′(0)+
d
dt
∂G
∂v
·SW− ∂G
∂x
·SW (65)
The term V (x,v) may describe a free fall of a nonrelativistic
particle in an Earth-bound frame. It contributes to the spin
precession via
Gg ≃ − 1
2c2
v × g, (66)
where g is the free-fall acceleration and we restored c. This
term can be obtained from the analysis of the Dirac equation
on a curved background [54].
V. DISCUSSION
The Schrödinger–Pauli equation [4] describes spinning
electrons in nonrelativistic wave mechanics. A triple of op-
erators — halves of the Pauli matrices— are both dynamical
variables (that act on the two-component wave function as part
of the Hamiltonian) and observables. Pauli matrices set the
standard for the expected properties of a spin observable, and
their role as generators of the symmetry group was taken on
in relativistic field theories. The equation itself is obtained by
taking the nonrelativistic limit of the Dirac equation and iden-
tifying the large components of the Dirac spinors as a two-
component wave functions. Similarly, an explicit role of spin
(as expressed by the Pauli matrices) in nucleon interactions is
obtained through the effective field theory Lagrangians for the
low energy QCD [55]
Covariance properties under the relevant symmetry group,
often as an abstraction of the properties of classical vari-
ables, play a role in construction of quantum observables
[1, 9, 42]. Additional requirements, such as satisfying partic-
ular commutation relations or properties of a nonrelativisitc
limit, can be added. Three reasonable requirements single out
the Wigner spin [5, 26].
Effective dynamics is written in terms of the emergent (or
guessed) variables. The criteria are the ease of analysis and
quality of the resulting approximation. As we have seen in
Section IV the dynamics of classical spinning particles can
be described either in terms of the 4-vector of spin or Wigner
spin. Moreover, since there are unambiguous relationships be-
tween different versions of spin [6, 13, 22] the search for the
“best” spin observable ebecomes a choice of the most conve-
nient representation of data for a particular purpose.
Dynamics, whether of a high-energy scattering problem or
of a particle in given external fields, also can be analyzed us-
ing different versions of spin. Again, depending on the prob-
lem, it may be more convenient to use either helicity, or four-
polarisation, or the rest frame Wigner spin.
The Stern-Gerlach experiment [1, 42] is the standard theo-
retical description of spin observation. To avoid complications
due to the Lorentz force [16] we consider motion of neutrons
in a classical magnetic field [56]. Equations of motion are
most conveniently obtained by using SW that have standard
commutations/Poisson brackets relations. Eq. (62) becomes
G = −µB+ Ep
Ep +m
µ(v·B)v ≈ −µB+ 12µv(v·B), (67)
where we kept only the leading relativistic corrections. Nev-
ertheless, once they are written, by virtue of Eq. (65) any ver-
sion of spin can be used in the analysis. The real question
is what are the actual predictions in a realistically modelled
magnetic field [42], particularly noting that a careful analysis
of a nonrelativistic scenario indicated that the results are much
less sharp than those presented in the cartoon depictions of the
experiment.
Several directions follow from this work. A significance
of the invariant 〈S〉2 should be clarified. Analysis of [57]
points at the Pryce’s (d)-type position, essentially a Lorentz-
transformed centre of mass, as preferred set of operators. We
plan to extend the POVM formalism to this case. Analy-
sis of the relativistic version of the Stern-Gerlach experiment
[39, 58] produced some qualitatively new features. Using
Eq. (67) in the the equation of motion (65), together with a
realistic profile of the magnetic field will complete the ideal-
ized picture of the experiment.
The Zitterbewegung effect of velocity oscillations around
the average value 〈pH−1〉 results from superposition of
positive- and negative-energy solutions [35]. It is a mathe-
matical artefact for free Dirac particles, as well as particles in
not-too-strong electromagnetic fields. The position POVMs
Πˆx and Πˆq, as well as the corresponding Dirac equation oper-
ators (Appendix II B), separate the electron and positron states
and eliminate this effect. A controversial result of a transverse
force exerted by an external electric field is closely related to
this phenomenon [59]. We expect that unlike its condensed
matter counterpart [60] this effect will disappear for properly
localized wave packets and will investigate the localization in
external fields.
A more realistic description that takes into account a finite
extent of the wave packets (Section III) will produce a rel-
ativistic counterpart of the analysis in [42]. Finally, a natu-
ral next step is to extend the analysis of Section III to curved
9space-times, connecting to the results derived from the Dirac
equation.
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Appendix A: Frames and Lorentz transformation
1. Conventions
The totally antisymmetric four-dimensional symbol is de-
fined by ǫ0123 := +1, i.e. ǫ0123 := −1. Purely spatial three-
dimensional symbols ǫijk = ǫijk = ǫijk are always defined
with respect to the Euclidean signature +++, i.e ǫ123 = +1.
2. Lorentz transformations and kinematics
The lab frame SL and a frame S ′ are related by a Lorentz
transformation Λ(v, R), where v as a velocity of (the ori-
gin of) S ′ relative to SL, and R represents the three rota-
tion parameters either as a 3-D matrix R or in any other
form. The vector components in the two frames are related
by x′µ = Λµνxν (a passive transformation). The standard ref-
erence momentum for massive particles is pµs = (m, 0, 0, 0).
The standard Lorentz transformationLp takes it to p (an active
transformation), hence Lp = Λ(−v, 0) = Λ(v, 0)−1 is
Lp =


u0 u1 u2 u3
u1 1 +
(u1)2
1 + u0
u1u2
1 + u0
u1u3
1 + u0
u2
u1u2
1 + u0
1 +
(u2)2
1 + u0
u1u3
1 + u0
u3
u1u3
1 + u0
u2u3
1 + u0
1 +
(u3)2
1 + u0


(A1)
Since the 4-velocity is u = (u0,u) = γ(1,v), and
γ˙ = γ
d
dt
(1− v2)−1/2 = γ4v · dv
dt
= γ4v · a, (A2)
the 4-acceleration is given explicitly in terms of the three-
dimensional quantities as
w :=u˙ = (w0,w) = γ˙(1,v) + γ2(0,v ′)
=(γ4v · a, γ4(v · a)v + γ2a). (A3)
Appendix B: Dirac equation
1. Dirac matrices and spinors
We use the standard representation of the Dirac matrices,
β = γ0, αk = γ0γk, (B1)
and we set
γ5 = −iγ0γ1γ2γ3. (B2)
The standard (Dirac) spin operator is
Σ = −αγ5 = − i
2
α× α. (B3)
Dirac Hamiltonian is given by
H = α · p+ βm = −iα · ∇+ βm, (B4)
and the angular momentum is given by the version of Eq. (1)
as
J = x × p+ 12Σ. (5)
We use the symmetric form of the Lagrangian density,
L = ψ¯(iγµ∂µ −m)ψ − 12
(
i∂µψ¯)γµψ
= 12 ψ¯iγ
µ←→∂ µψ −mψ¯ψ, (6)
that results in the symmetric energy-momentum tensor. In
particular,
T00 =
1
2 iψ
†←→∂ 0ψ − 12 iψ¯γµ
←→
∂ µψ +mψ¯ψ. (7)
The basis of positive- and negative energy solutions of the
Dirac equation, ψp(x) = uαpe−ip·x and ψ−p(x) = vαpe−ip·x,
respectively, are given in the standard representation as
uαp =
1√
(Ep +m)
(
(Ep +m)χα
p · σχα
)
, (8a)
vαp =
1√
(Ep +m)
(
p · σχα
(Ep +m)χα
)
, (8b)
where the rest-frame spin is given by the two-dimensional
spinors
χ1/2 =
(
1
0
)
, χ−1/2 =
(
0
1
)
. (9)
Their orthogonality and complexness relations are normalized
as
u¯αpu
β
p = 2mδ
αβ, v¯αpv
β
p = −2mδαβ (10a)
uαp
†uβp = v
α
p
†vβp = 2Epδ
αβ (10b)∑
α
uαpu
α
p
† + vα−pv
α
−p
† = 2EpI4×4, (10c)
where I4×4 is the four-dimensional identity matrix.
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B. Position operators for the Dirac equation
The multiplicative position operator x that corresponds via
Eq. (1) to the Dirac spin SD does not preserve the positive-
and negative-energy subspaces. Replacing it with the one that
leaves the positive and negative energy subspaces separately
invariant gives [35]
x˜ = P+xP+ + P−xP− = x+ 2iH
−1F, (11)
where P± are the projections on the positive (negative) energy
spaces, and
F := α− pH−1. (12)
On the other hand, Pryce’s position operator (c) [6] is a
non-commutative generalization of the centre of energy q =
N/Ep, where
N = 12 (xH −Hx) = xH − 12 iα. (13)
Then
q = x+
1
2E2p
(p×Σ+ imβα) . (14)
By using the commutation and anticommutation relations of
H , F, and α, as well as the identity H−1 = H2/E, we ob-
serve that
x˜ = q. (15)
Applying the definition of the position operator (c) in a cen-
tre of mass frame (i.e., the one with the zero momentum), and
Lorentz-transforming to an arbitrary frame defines Pryce’s po-
sition operator (d) [6, 57]. If the goal is to obtain a triple of
pairwise commuting operators, then the average of the posi-
tions (c) and (d), weighted by the energy and the rest mass
respectively, acheaves it. Namely,
q˜ = (Eq+mX)/(m+ E) (16)
gives Pryce’s position variable (e) in the classical case, where
X is Pryce’s position (d). Its quantum version is the Newton-
Wigner position operator [7].
C. Spin operators for the Dirac equation
The spin operator that is associated with the position oper-
ator q = x˜,
Σ˜ = P+ΣP+ + P−ΣP− = − i
4
F× F
=
1
2Ep
(
m2Σ− imβα× p+ (Σ · p)p)
= J− q× p ≡ SCz, (17)
is equivalent to the operator that was introduced by Czachor
[13, 22] using different considerations.
The position operatorX corresponds via Eq. (1) to
SF := J−X× p = 12
(
Σ− iβα× p), (18)
that can be traced to Frenkel, Ref. [47].
Finally, the Newton-Wigner position operator q˜ corre-
sponds to the Wigner spin SW [13]. In terms of Dirac matrices
it can be written, e.g., as
SW =
1
2E
(
mΣ− iβα× p)+ (p ·Σ)p
2E(E +m)
. (19)
Using Eqs. (18) and (18) the direct evaluation establishes that,
indeed,
〈SˆW〉 = 12χ†σχ =
1
2Ep
u†χ(p)SWuχ(p) (20)
We summarize the classifications of some of the Dirac
equation operators in Table I.
Appendix C: Conventions for particles and fields
We define the basis states of particles and antiparticles as
|p, σ〉 = bˆ†pσ|0〉, |q, σ〉a = dˆ†p,−σ|0〉, (C1)
respectively, and creation and annihilation operators satisfy
the anticommutation relations,
[bˆpξ, bˆ
†
qζ ]+ = [dˆpξ, dˆ
†
qζ ]+ = (2π)
3(2Ep)δ
(3)(p− k)δξζ
(C2)
The explicit construction of spin states begins with picking
a reference four-momentum ps. The Wigner spin and other
spin operators are defined to coincide with the nonrelativistic
spin in particle’s rest frame.
The one-particle basis states are defined by
|p, σ〉 = Uˆ [Lp]|ps, σ〉, Sˆ3W|p, σ〉 = σ|p, σ〉. (C3)
Using the group representation property and Eqs. (C3) the
transformation is written as
Uˆ(Λ) = Uˆ [LΛp]Uˆ [L
−1
ΛpΛLp]Uˆ [L
−1
p ], (C4)
where the element of the Lorentz group
W(Λ, p) := L−1ΛpΛLp, (C5)
leaves ps invariant, i.e. belongs to the stability subgroup (or
Wigner little group) of kR. Finally,
Uˆ(Λ)|p, σ〉 =
∑
ξ
Dξσ[W(Λ, p)]|Λp, ξ〉, (C6)
where Dξσ are the matrix elements of the representation of
W(Λ, p). For our choice of ps the little group consists of ro-
tations, and for spin- 12 any 2× 2 unitary matrix can be written
as D = exp(−iωnˆ · σ), where ω is a rotation angle and nˆ is
a rotation axis that corresponds to W(Λ, p).
11
With these conventions the Dirac field is written as
ψˆ =
∑
ξ
∫
dµ(p)
(
bˆpξu
ξ
pe
−ip·x + dˆ†pξv
ξ
pe
ip·x
)
=: ψˆ(+)(x) + ψˆ(−)(x). (C7)
The energy density is given by
:: Tˆ00(t,x) ::=
1
2
∑
ξ,ζ
∫
dµ(k)dµ(p)(Ep + Ek)×
(
uξ†k u
ζ
pbˆ
†
q ξ bˆp ζe
i(q−p)·x + vξ†k v
ζ
pdˆ
†
p ζ dˆq ξe
−i(q−p)·x
)
+ . . . (C8)
where . . . stand for terms whose expectations on one-particle
states vanish. The field Hamiltonian is
Hˆ =
∑
ξ
∫
dµ(p)Ep(bˆ
†
pξ bˆpξ + dˆ
†
pξdˆpξ), (C9)
and the restriction of its inverse square root to the one-particle
states is
Hˆ−1/2 =
∑
ξ
∫
dµ(p)
1√
Ep
(bˆ†pξ bˆpξ + dˆ
†
pξ dˆpξ). (C10)
Appendix D: Details of the localization calculations
First we provide the explicit form of the terms in 〈q2n(0)〉,
Eq. (48). We re-write it as
〈q2n(0)〉 =
∫
d3x
∫
d3p
(2π)3
d3k
(2π)3
e−i(k−p)·x
×∂pn∂kn
(
ϕ(p)†ϕ(k)T (p,k)
)
, (D1)
Noting that T (p,p) ≡ 1 and ∂pnT (p,k)
∣∣
k=p
≡ 0, we obtain
〈q2n(0)〉 =
∫
d3p
(2π)3
|∂pnϕ(p)|2
+
∫
d3p
(2π)3
|ϕ(p)|2∂pn∂qnT (p,k)
∣∣∣
p=k
. (D2)
Taking into account that
∂pn∂knT (p,k)
∣∣∣
p=k
= − p
2
n
4E2p
, (D3)
and Eq. (10b) we obtain Eq. (48).
For a state with χ1(p) ≡ 1 and, e.g., the momentum profile
of Eq. (52), Eq. (41) leads to
〈x2n(0)〉 =
∫
d3p
(2π)3
|∂pnϕ(p)|2
=
∫
d3p
(2π)3

∣∣∣∣ ∂∂pn
f(p)
2Ep
∣∣∣∣
2
2Ep +
∣∣∣∣f(k)2Ek
∣∣∣∣
2
∣∣∣∣∣∂u
1
p
∂pn
∣∣∣∣∣
2
+
(
∂
∂pn
f∗(p)
2Ep
)
f(p)
2Ep
u1p
†∂u1p
∂pn
+
f∗(p)
2Ep
(
∂
∂pn
f(p)
2Ep
)
∂u1p
†
∂pn
u1p


=
∫
d3p
(2π)3


∣∣∣∣∣ ∂∂pn
g(p)√
2Ep
∣∣∣∣∣
2
2Ep +
∣∣∣∣ g(k)√2Ek
∣∣∣∣
2
∣∣∣∣∣∂u
1
p
∂pn
∣∣∣∣∣
2
+ 2Re
[(
∂
∂pn
g∗(p)√
2Ep
)
g(p)√
2Ep
u1p
†∂u1p
∂pn
] . (D4)
The leading term expansion gives
〈x2n(0)〉 =
1
4
1
Γ2
+
m2
E2k
+O(Γ2), (D5)
where Ek =
√
k2 +m2 and theO(Γ2) term scales as Γ2/m4
in the nonrelativistic limit and as Γ2/k4 in the ultrarelativistic
case.
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