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Thesis Summary 
Recognizing multiple signals from the multiple observations or mixtures received by a set of sensors 
is the task of source separation. The problem is referred to as “blind” source separation when the 
procedure has access only to the observations without any prior knowledge information for the mixing 
system. The basic idea of nonlinear blind source separation (BSS) is to generalize the highly successful 
linear independent component analysis (ICA) framework to arbitrary, but usually smooth and invertible, 
nonlinear mixing functions. Thus, the observed data is assumed to be a nonlinear invertible 
transformation of statistically independent latent quantities, and the goal is to find the mixing function, or 
its inverse, solely based on the assumption of the statistical independence of the latent quantities. 
However, nonlinear BSS is one of the biggest unsolved problems in unsupervised learning. Since the 
statistical independence of estimated sources is no longer a sufficient constraint for demixing functions. 
In fact, there is an infinite number of possible nonlinear decompositions of a random vector into  
independent components, and those decompositions are not similar to each other in any trivial way. The 
aim of this thesis is to develop the practical methods of modeling and performance analysis for nonlinear 
BSS. Some of the work consists of incremental extensions to existing linear methods. The 
improvements are formulated in general terms in order to be useful in other kinds of learning problem as 
well. 
Chapter 2 provides an overview of existing algorithms for BSS. Some mathematical preliminaries are 
introduced for BSS of nonlinear mixing models. Special emphasis is to a multi-subspace mapping 
approach that applies ensemble learning to a flexible multilayer perceptron model for finding the sources 
and nonlinear mixing mapping that have most probably given rise to the observed mixed data. 
The approach in Chapter 3, is inspired by the idea of an efficient multi-subspace representation to 
approximate the nonlinearity or distortion caused by mixing function. Relying on the multi-subspaces 
architecture, the algorithm transforms a time-invariant nonlinear BSS to the local linear problem with a 
tolerable computational cost. Then the projected data can break the nonlinear problem down into the 
version of a generalized joint diagonalization problem in the feature space. Importantly, the parameters 
and forms of polynomials depend solely on the input data, which guarantee the robustness of the 
structure. We thus address the general problem without being restricted to any specific mixture or 
parametric model.  
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In practice, the approximation function is derived from some estimation algorithm with a finite sample 
size that even larger estimation error appears with improper model construction. In Chapter 4, we work 
on the convergence and asymptotic analysis of the proposed separation approach in Chapter 3, where 
the nonlinearity of the mixture function is extracted by the flexible approximation and the nonlinear 
problem is solved linearly in the parameter space. The analysis stems from the performance of a 
mismatched estimator that accesses the finite sample size. By providing a closed-form expression of the 
mean squared error (MSE), we can present a novel algebraic formalization as well as derive an upper 
bound on the estimation error. The simulation results show that if the nonlinearity of mixing functions can 
be extracted by the flexible approximation, the consistency of numerical MSE and analytical MSE can be 
achieved as the sample size tends to be infinity. This implies that the algorithm is feasible to separate the 
distortion of the nonlinear mixture. 
In general, most BSS algorithms assume that the number of sources is less than that of sensors, 
denoted as overdetermined BSS. However, in practice, this assumption is difficult to be satisfied since 
the number of sources is unknown. In Chapter 5, we propose a model that relies on a Kernelized 
multi-subspace and sparse representation in the time-frequency (TF) domain to solve the 
underdetermined BSS problem. By parameterizing multi-subspaces, we can map the observed signals in 
the feature space with the coefficient matrix from the parameter space. We then exploit the linear mixture 
in the feature space that corresponds to the nonlinear mixture in the input space. Once such subspaces 
are built, the coefficient matrix can be constructed by solving an optimization problem on the coding 
coefficient vector. Relying on TF representation, the target matrix can be constructed in a sparse mixture 
of TF vectors with the fewer computational cost. The experiments are designed on the observations that 
are generated from an underdetermined mixture, and that is collected with some direction angles in a 
virtual room environment. The proposed approach exhibits a higher separation accuracy. 
Another model working on underdetermined BSS problem is introduced in Chapter 6, which is inspired 
by the idea from a deep architecture. By constructing an Ɛ-vanishing polynomial networks (Ɛ-VPNs), we 
can extend the linear BSS method to the nonlinear case. The approach use a set of approximated base to 
obtain the values attained by mapping functions. Then, we construct the architecture with increasing 
expressiveness, where the layer of our network begins with the polynomial of degree 1, up to build an 
output layer that can represent data with a small bias by a good approximate basis. Relying on several 
transformations of the input data, with higher-level representation from lower-level ones, the networks are 
to fulfill a mapping implicitly to the high-dimensional space. Once the Ɛ-VPNs are built, we can fulfill a 
simple linear separation algorithm on top of this output as back propagation.  
Finally, Chapter 7 summarizes the conclusions and possible perspectives for future research of this 
work. 
 
 
 
 
