Here II, denotes the set of all complex polynomials of degree at most n, C is any ellipse in the complex plane, and c E ¢ \ £. , n E 2rV, c E ¢\£, as the polynomials which are optimal for a modified version of (P) with H,, replaced by a certain subfamily. Some simple properties of q,, are also listed. We then derive a necessary and sufficient condition for qn to be the extremal polynomial of the approximation problem (P). Finally, it is shown that qn is indeed optimal for (P) for all fixed n whenever the distance between c and £ is sufficiently large. Results of some numerical tests are presented.
Introduction
In this paper, we are concerned with constrained Here H. denotes the set of all complex polynomials of degree at most n, £r := {z _ ¢ I Iz -ll + lz + ll < r + 1}-, r>l_ , However, these extremal polynomials are explicitly known only for special cases.
The solution of (1) is classical for real c:
where Tn is the nth Chebyshev polynomial (of the first kind). pl(z; r,c) =
Constrained
where with 0 _< 7 < 2rr and 
It is thus natural to ask, whether polynomials of type (7) lead to explicit solutions of (1) also for the case of general complex c and n E $V. The purpose of this note is to answer this question. 
As >as , (9) and (8) (both for k = n), one has Tn(zr(dp)) = an cos(n¢) + i bn sin(he)
Using this identity, we deduce from (13) the relation
Therefore Mn(r, c) = an / A,_, and the extremal points are just the z_(_b) with ¢ satisfying
We set
Z_n and define _. by sin ¢,,
Note that an Id.I < _ < 1
An solutions (rood 27r) of (15) are then given by
n n Remark that for r > 1 (resp. r = 1) this leads to precisely 2n (resp. n + 1) distinct extremal points of qn on 0Er. We summarize these results in the following 
J_In(r, c) = R"+I/R n
On Cr, r > 1, qn(z; c) has precisely 2n extrema/points:
The optimal polynomial of (12) is identical for all E,., 1 < r < R. Mn(r, c) depends only on the parameter R of ER, but not on the position of c on OER.
The family of polynomials qn(z; c) also leads to upper and lower bounds for the min-
and for all n satisfying 
zEO£_ if it is guaranteed that all zeros of qn are contained in £r. In view of (14), the right-hand side of (22) is just the bound stated in (20). By (13), the zeros of an are the solutions of the equation
Using (9) (for k = n), one easily verifies that all these solutions lie on the boundary OCp of an ellipse of type (2) whose parameter p > 1 is defined by
Therefore, 0£ 0 (and hence the zeros of qn) is contained in £r iff/3, _< bn. This concludes the proof of Theorem 1.
• 3. A Criterion for Optimality
As mentioned in the introduction, it is known that
for some special eases as n = 1 or c E _t \ £r. In this section, we present a necessary and sufficient condition for (23) for the general case n E IV, c E ¢T \ Cr. This criterion allows to check (23) by computing 2n real numbers for which explicit formulas are derived. and there is asn E _' such that
By Theorem 1 and (13) (with z = zt), qn(z; c) has the extremal points
for some tn • aT. By comparing (24) and (25), it is straightforward to verify that, for r = 1, 
n n with ¢,, defined by (17) and (16). We list some properties of the points (26), which will be needed for the derivation of the main result of this section, in the following
Lemmal.
a) Forl=l,2,..,2n: 
Using (17), one easily verifies that these are just the formulas (29a) ($ = 1) and (29b) (_ = -1). .
In view of (3), (1) (26) and (17), the numbers Ct, l = 1,..., 2n, are distinct and all contained in such an interval.
By (33), (31') leads to a system of equations for V0,Vl,...,Vn :
k=l,2,...,n .
(31")
A routine calculation, making use of (29a,b), (32), and (34), shows that (31") reduces to
and, for k = n, to an(bn + icnd,)(Ao
Note that A0 and It. only occur in the combination 7-:= ar,(A0 +dnIt,) ;
moreover, we set
By taking its real and imaginary part, respectively, each of the complex equations (
yields two real equations. Using (34), (8), (36), and (37), we thus arrive at 
Now assume that 7" E /R is arbitrary, but fixed, and let A be defined by (38 ,r. ,cos(n3') sin(nT) sin(nT) ,. ,cos(n_,)
Here, the formulas (40) were obtained by using (38) and (16). With (8), it is easily verified
Thus, in view of (18), all matrices Ck, k = 1,..., n -1, are nonsingular, and by Cramer's rule we deduce tom (39) and (41) that ,_k = 7"ak(1) , ,k = 7"_k(1) ,
where 2b. 
Hence, Criterion 1 can be restated as follows. R (for fixed r,n) resp. n (for fixed r,R) is sufficiently large. We were not able to characterize explicitly all n, r, R for which q, is optimal. However, in the next section, a necessary condition for the optimality of qn is derived.
4. For the simplest case n = 1, the sum in (45) does not occur. It is easily verified that R > r guarantees a7 > 0, l = 1,2, and thus we have reobtained the result of Opfer and 
These identities can be verified by a routine calculation using the
Optimal Polynomials for the Constrained Chebyshev Problem
In this section, we present a simple inequality involving n, r, R which guarantees the optimality of qn for (1). For that purpose, a lower bound for the numbers (45) is derived which finally leads to a necessary condition for the nonnegativity of a_, l = 1, 2,..., 2n.
Throughout this section, it is assumed that n > 2, R > r > 1, and that c E O£R is represented in the form (6). Moreover, we recall the definitions of ak, bk (in (8)), Ak, Bk (16)), and h, gk (in (40)).
In the following lemma, some estimates, which will be used in the sequel, for these numbers are listed.
Lemma2. a) Fork=l,2,...,n-l: 
O_<x_<l and thus (47) holds true.
b) First, we recall that
Moreover, for k = 1,2,..., one has Ak < R k, ak + bk = r k, and We prove (46) by verifying that
13 and 2,'
The first of these inequalities follows from
and (48) (with z = R/r). The second one is obtained by making use of
and again (48) (with x = R r). This concludes the proof of the lemma.
• Next, we turn to the derivation of a lower bound for the numbers a_', I = 1,... ,2n.
Using the fact that, by (16),
and part a) of Lemma 2, one obtains from (45) and (43) the following inequalities: 
follow. Furthermore, from now on it is assumed that 7 < 1/2, and then 
