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THE DERIVED SERIES OF A FINITE p-GROUP
CSABA SCHNEIDER
Abstract. Let G be a finite p-group, and let G(d) denote the d-th term of the derived
series of G . We show, for p > 5, that G(d) 6= 1 implies logp |G | > 2
d + 3d − 6, and
hence we improve a recent result by Mann.
1. Introduction
In a group G, let G(d) denote the d-th term of the derived series (as usual, we write
G(0) = G, G(1) = G′ , G(2) = G′′ ). The main goal of this article is to give a new lower
bound for the order of a p-group in which G(d) 6= 1.
Theorem 1.1. Let p be a prime such that p > 5, and let G be a finite p-group. If
G(d) 6= 1 then logp |G | > 2
d + 3d− 6.
The problem of bounding the order of a finite p-group in terms of its derived length
has a long history starting from Burnside’s papers [Bur13, Bur14]. It is well-known that
non-abelian p-groups have order at least p3 and non-metabelian p-groups have order at
least p6 (for p = 2, 3, the sharp bound is p7 ). In his 1934 paper [Hal34], P. Hall noticed,
for i > 0, that G(i+1) 6= 1 implies logp |G
(i)/G(i+1)| > 2i + 1. He used this lower bound
to prove that
(1) G(d) 6= 1 implies logp |G| > 2
d + d.
Recently, there has been some interest in obtaining sharper versions of Hall’s theorem.
Mann [Man00] showed that if G is a p-group then G(d) 6= 1 implies logp |G| > 2
d+2d−2,
and Theorem 1.1 in this paper improves the linear term of Mann’s bound. Another
direction in this research is to consider the assertion (1) for a fixed d . Hall’s bound is,
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in general, sharp for d = 1, 2 (we mentioned above that, for p = 2, 3 and d = 2, the
sharp bound is p7 ), but it is not sharp already for d = 3. In this case, Hall’s lower
bound is p11 , but, for p > 3, the smallest p-groups in which G(3) 6= 1 have order p14
(see [ER00, ERNS99, ERNXX]) and the smallest such 2-groups have order 213 [ERNXX].
For p > 5 and d > 3, the smallest known groups with G(d) 6= 1 have composition length
2d+1 − 2 (see [ERNS99]), and so there is a gap to be filled.
Similar questions arise in the context of soluble groups. Glasby [GlaXX, GlaYY] studied
soluble groups with a fixed derived length and smallest possible composition length.
We prove Theorem 1.1 by studying the abelian and metabelian quotients of the derived
series of a finite p-group and obtain several results that are interesting in their own right.
By Hall’s lemma referred to above, we have, in a p-group G, that G(d+1) 6= 1 implies
logp |G
(d)/G(d+1)| > 2d + 1. In a finite p-group G we call G(d)/G(d+1) a small derived
quotient if
(2) G(d+1) 6= 1 and logp |G
(d)/G(d+1)| = 2d + 1.
We do not know whether, for an arbitrary p and d , the quotient G(d)/G(d+1) can be
small in a p-group G. Groups in which G/G′ or G′/G′′ is small are easy to con-
struct; odd-order groups with small second derived quotients G′/G′′ were characterised
in [Sch03]. The Sylow 2-subgroup P of the symmetric group S2d of rank 2
d satisfies
log2 |P
(d−2)/P (d−1) | = 2d−2+1 and P (d−1) 6= 1 (see [KLGP97, Lemma (II.7)]). Therefore
small derived quotients do indeed exist. On the other hand, for p > 3 and d > 2, we
do not have examples in which G(d)/G(d+1) is small. We do, however, know that the
structure of a finite p-group in which G(d)/G(d+1) is small must be severely restricted.
Blackburn in [Bla87] attributes a theorem to P. Hall that, for odd primes, if G′/G′′ is
small, then |G′′| = p; see [Bla87]. In the same article, Blackburn himself shows that
the same condition for 2-groups implies that G′′ is a two-generator abelian group and is
nearly homocyclic. Using Bokut’s ideas [Bok71], this result was generalised in my PhD
Thesis [Sch00], where I showed that if p 6= 3 and (2) holds with d > 1, then G(d) has
nilpotency class at most 3. Further, Mann [Man00] showed that a finite p-group can have
at most two small derived quotients.
It is explained in Section 3 that if (2) holds in a finite p-group G then G(d)/[G(d), G]
must be elementary abelian with rank at most 2. In this article, I prove the following
theorem, which claims that p2 is usually not possible.
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Theorem 1.2. Suppose that p is an odd prime, d > 1, and G is a finite p-group such
that G(d+1) 6= 1. If logp |G
(d)/G(d+1)| = 2d + 1, then |G(d)/[G(d), G]| = p.
Theorem 1.2 is a generalisation of [Sch03, Theorem 1.1]. Its proof will be presented in
Section 5 using the Lie algebra constructed in Section 4. In a separate article [SchXX],
I use Theorem 1.2 to show, for odd p, that two distinct small derived quotients can
occur only in a group with order p6 . This gives an improvement of Mann’s related result
in [Man00].
Theorem 1.2 is used to obtain the constant term “6” in Theorem 1.1. In order to
obtain the coefficient “3” of the linear term, we study metabelian quotients of the derived
series, that is, we consider the factor groups G(i)/G(i+2) . This way we are able to prove a
better lower bound for the order of G than those obtained by considering only the abelian
quotients G(i)/G(i+1) .
The structure of this paper is as follows. In Section 2 we summarise the technical tools
that we need in the proofs of the main theorems. We prove Theorem 1.2 in Sections 3–5.
Many of the proofs in this paper use the Lie ring method. In order to verify Theorem 1.2 we
define a filtration on G(d) and consider the graded Lie ring associated with this filtration.
We identify a small subring in this Lie ring, and relatively simple, though rather lengthy,
computation yields Theorem 1.2. Then, in Section 6, we study the metabelian quotients
of the derived series of a finite p-group, and prove the somewhat technical Theorem 6.1.
Again, the hard part is to identify a small subring in the Lie ring associated with the lower
central series of G. Once this subring is found, elementary, but somewhat cumbersome,
calculations leads to Theorem 6.1. Finally, in Section 7 we present a proof for Theorem 1.1.
2. A toolbox
In this section we review a couple of well-known results that are used in this paper. The
construction of the Lie ring in Section 4 is based on some simple properties of group com-
mutators. In addition to the best-known commutator identities (see for instance [LGM02,
Proposition 1.1.6]), the following collection formula will often be used: if x and y are
elements of a finite p-group then
(3) [xp, y] ≡ [x, y]p mod H ′
p
γp(H) where H =
〈
x, [x, y]
〉
;
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see [LGM02, Proposition 1.1.32]. The Hall-Witt identity will occur in a lesser-known
form: if x, y , and z are elements of a group then
(4) [x, y, zx][z, x, yz][y, z, xy] = 1;
see [LGM02, Proposition 1.1.6(v)].
The following result was proved by P. Hall [Hal34].
Lemma 2.1. Suppose that H is a non-abelian normal subgroup in a finite p-group G
such that H 6 γi(G). Then |H/H
′| > pi+1 and |H| > pi+2 .
For the proof of the following lemma, see [Bla58, Lemma 2.1].
Lemma 2.2. If G is a group and H is a normal subgroup with cyclic quotient, then
G′ = [G,H ].
If U and V are subgroups in a group and n is a natural number then let [U, nV ] denote
the left-normed commutator subgroup
[U, nV ] = [U, V, . . . , V︸ ︷︷ ︸
n copies
].
The following result is easy to verify by induction on i.
Lemma 2.3. If A, B are normal subgroups of a group G, then [A, γi(B)] 6 [A,
iB].
3. A filtration on G(d)
In this section we start the preparation for the proof of Theorem 1.2. Let G be a finite
p-group. Let us define a filtration on G(d) as follows:
N2d = G
(d) and Nk+1 = [Nk, G] for k > 2
d.
Using the notation introduced in the previous section, we may write Nk = [G
(d), k−2
d
G].
The following lemma shows, in the terminology of [Sha95], that the Ni form a strongly
central filtration.
Lemma 3.1. The filtration {Nk}k>2d satisfies the property [Nj , Nk] 6 Nj+k for each
j, k > 2d .
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Proof. As Nk is contained in γk(G), and, for a subgroup H , the commutator subgroup
[H, γi(G)] is contained in [H,
iG] (see Lemma 2.3), we obtain
[Nj , Nk] 6 [Nj , γk(G)] 6 [Nj,
kG] = Nj+k.

Lemma 3.2. Suppose that the derived quotient G(d)/G(d+1) is small in a finite p-group
G. Then the following is true.
(a) Exactly one of the following must hold:
(i) |Ni/Ni+1| = p for i ∈ {2
d, . . . , 2d+1}, and G(d+1) = N2d+1+1 ;
(ii) |G(d)/N2d+1| = p
2 , |Ni/Ni+1| = p for i ∈ {2
d + 1, . . . , 2d+1 − 1}, and
G(d+1) = N2d+1 .
(b) Ni/Ni+1 is elementary abelian for i > 2
d .
(c) N2d+1 = G
(d) ∩ γ2d+1(G).
Proof. (a) As G(d) 6 γ2d(G), we obtain
G(d+1) = [G(d), G(d)] 6 [G(d), γ2d(G)] 6 [G
(d), 2
d
G] = N2d+1,
therefore we have the following chain of G-normal subgroups:
(5) G(d) > [G(d), G] > [G(d), G,G] > · · · > [G(d), 2
d
G] > G(d+1).
Counting number of non-trivial factors of this chain, we obtain that G(d)/[G(d), G] has
order at most p2 . If G(d)/[G(d), G] is cyclic, then, by Lemma 2.2, the subgroup G(d+1)
coincides with [G(d), [G(d), G]], and so
G(d+1) = [G(d), G(d)] = [G(d), [G(d), G]] 6 [G(d), γ2d+1(G)] 6 [G
(d), 2
d+1G] = N2d+1+1.
Thus, in this case, we obtain the following modified chain:
(6) G(d) > [G(d), G] > [G(d), G,G] > · · · > [G(d), 2
d
G] > [G(d), 2
d+1G] > G(d+1).
If the first quotient in these chains has order p, then this quotient is cyclic, and so (6)
must hold. In this case, counting the non-trivial factors in (6), we find that case (i) must
be valid. Now suppose that the first quotient G(d)/[G(d), G] has order p2 . Then chain (6)
is too long, and so G(d)/[G(d), G] must be elementary abelian. As before, we count the
number of factors in (5) and find that case (ii) must hold.
(b) In the previous paragraph we obtained that G(d)/[G(d), G] is elementary abelian,
and we use induction to show that so are the other factors Ni/Ni+1 . Let us suppose that
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Nk−1/Nk is elementary abelian for some k > 2
d + 1. Consider a generator a = [x, y] of
Nk where x ∈ Nk−1 and y ∈ G. Then [x, y]
p ≡ [xp, y] modulo Nk+1 (equation (3)) and
xp lies in Nk by the induction hypothesis. Hence we obtain that [x
p, y] ∈ Nk+1 , and so
[x, y]p ∈ Nk+1 as required.
(c) As G(d) 6 γ2d(G), and N2d+1 = [G
(d), G], we obtain N2d+1 6 G
(d) ∩ γ2d+1(G). So it
suffices to prove that G(d) ∩ γ2d+1(G) 6 N2d+1 . Assume now that this claim is false, and
choose x ∈ G(d) ∩ γ2d+1(G) such that x 6∈ N2d+1 . Let M be the subgroup 〈N2d+1, x〉 .
Note that M is contained in γ2d+1(G) and that N2d+1 is a proper subgroup of M . If
case (i) of part (a) is valid, then M = G(d) . Thus, in this case, G(d) 6 γ2d+1(G), and so
Lemma 2.1 implies that G(d)/G(d+1) cannot be a small derived quotient. If case (ii)
of part (a) is valid, then, as G(d)/N2d+1 is elementary abelian with order p
2 , M is
a maximal subgroup in G(d) , and hence G(d)/M is cyclic. Therefore, by Lemma 2.2,
G(d+1) = [G(d), G(d)] = [G(d),M ]. Since M is contained in γ2d+1(G), G
(d+1) is contained
in [G(d), γ2d+1(G)], which, in turn, lies in [G
(d), 2
d+1G] = N2d+1+1 . This, however, is a
contradiction, as, in this case, G(d+1) = N2d+1 . 
4. A Lie algebra associated with G(d)
We stick to the notation introduced in the previous section.
In the following two sections we assume that G is a finite p-group, d > 1, G(d)/G(d+1)
is a small derived quotient, and that G(d)/[G(d), G] is elementary abelian with rank 2.
Our aim is to show at the end of Section 5 that p = 2, and hence we prove Theorem 1.2.
We may also assume without loss of generality that |G(d+1)| = p, and so G(d+1) lies in
the centre of G. Lemma 3.2 shows that in this case |N2d+1| = p, and that N2d+1+1 = 1.
For the proof of Theorem 1.2 we introduce three Lie algebras. The first, we denote it
by K , will be a graded Lie algebra assiciated with the filtration {Ni} of G
(d) . The second
algebra K will be an extension of K , in the sense that K will be an ideal of K , and
finally, L will be a small subalgebra of K . We will carry out most of our computations
in L.
Let K be the graded Lie ring associated with the filtration {Ni} defined in the previous
section. In other words we define K as
K =
2d+1⊕
i=2d
Ni/Ni+1
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and the multiplication between two homogeneous elements of K is defined as follows:
[aNi+1, bNj+1] = [a, b]Ni+j+1 for a ∈ Ni, b ∈ Nj .
From Lemma 3.2 it also follows that K can be viewed as a Lie algebra over Fp . Let Ki
denote the homogeneous components of K ; that is Ki = Ni/Ni+1 for i > 2
d . It is a
consequence of Lemma 3.1 that [Ki, Kj] 6 Ki+j .
Let Q denote the subgroup [G(d−1), G]
(
G(d−1)
)p
.
Lemma 4.1. We have
(i) [G(d−1), Q] 6 N2d+1 ;
(ii) [Ni, Q] 6 Ni+2d−1+1 , for i > 2
d .
Proof. (i) By [LGM02, Lemma 1.1.9(ii)], it suffices to show that
[
G(d−1),
[
G(d−1), G
]]
6 N2d+1 and
[
G(d−1),
(
G(d−1)
)p]
6 N2d+1.
Since [G(d−1), [G(d−1), G]] 6 G(d) ∩ γ2d+1(G), using Lemma 3.2(c), we obtain that
[G(d−1), [G(d−1), G]] 6 N2d+1 . Suppose that x, y ∈ G
(d−1) . Then [x, yp] ≡ [x, y]p mod
H ′pγp(H) where H = 〈y, [x, y]〉 (see equation (3)). As G
(d)/N2d+1 has exponent p, we
have that [x, y]p ∈ N2d+1 , and, since
H ′pγp(H) 6 G
(d) ∩ γ2d+1(G) = N2d+1,
we obtain that [x, yp] ∈ N2d+1 . As [G
(d−1), (G(d−1))p] is generated as a normal subgroup by
such elements [x, yp] (see [LGM02, Lemma 1.1.9(iii)]), we have [G(d−1), (G(d−1))p] 6 N2d+1 .
(ii) As above, it suffices to show that
[
Ni,
[
G(d−1), G
]]
6 Ni+2d−1+1 and
[
Ni,
(
G(d−1)
)p]
6 Ni+2d−1+1.
Both claims of the last displayed equation can, however, be shown as the assertions in
the proof of part (i). 
Set K2d−1 to be G
(d−1)/Q. Clearly K2d−1 is elementary abelian, and so it can be
considered as an Fp -vector space. Let K = K2d−1⊕K . Let us define a graded Lie algebra
structure on K . Two elements of K are multiplied according to the product rule in K .
If aQ ∈ K2d−1 and bNi+1 ∈ K then let us define
[aQ, bNi+1] = [a, b]N2d−1+i+1.
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If aQ, bQ ∈ K2d−1 then we define
[aQ, bQ] = [a, b]N2d+1.
We extend this product linearly and anti-symmetrically to K .
Lemma 4.2. The product on K is well-defined, and the algebra K is a Lie algebra over
Fp .
Proof. In order to show that this lemma is true we have to verify that the product between
homogeneous elements of K satisfies the following properties:
(i) it is well-defined;
(ii) it is linear;
(iii) it is anti-symmetric;
(iv) and the Jacobi identity holds.
Note that K is a Lie ring, and so these properties obviously hold for homogeneous elements
of K .
(i) We claim that the product between an element of K2d−1 and a homogeneous element
of K is well-defined. We are required to show that if x, x′ ∈ Nj and y, y
′ ∈ G(d−1) such
that xNj+1 = x
′Nj+1 and yQ = y
′Q, then [xNj+1, yQ] = [x
′Nj+1, y
′Q]. This amounts to
saying that
[x, y]Nj+2d−1+1 = [x
′, y′]Nj+2d−1+1,
that is [x, y] ≡ [x′, y′] mod Nj+2d−1+1 . There are some n ∈ Nj+1 and g ∈ Q such that
x′ = xn and y′ = yg . Now
[x′, y′] = [xn, yg] = [x, yg][x, yg, n][n, yg] ≡ [x, yg] = [x, g][x, y][x, y, g] ≡ [x, y]
where congruences are taken modulo Nj+2d−1+1 . Note that we used Lemma 4.1(ii). Using
Lemma 4.1(i), a similar argument shows that the product is well-defined between two
elements of K2d−1 .
(ii) Suppose that x1, x2 ∈ G
(d−1) , and that y ∈ Nj with some j > 2
d . Then, by
Lemma 2.3, [x1, y, x2] ∈ Nj+2d−1+1 , and so
[x1Q+ x2Q, yNj+1] = [x1x2Q, yNj+1] = [x1x2, y]Nj+2d−1+1
= [x1, y][x1, y, x2][x2, y]Nj+2d−1+1 = [x1, y][x2, y]Nj+2d−1+1
= [x1, y]Nj+2d−1+1 + [x2, y]Nj+2d−1+1 = [x1Q, yNj+1] + [x2Q, yNj+1].
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Similar argument shows that the Lie bracket is linear between homogeneous elements
of K2d−1 ; that [−xQ, yQ] = [xQ,−yQ] = −[xQ, yQ], for x, y ∈ G
(d−1) ; and that
[−xQ, yNi+1] = [xQ,−yNi+1] = −[xQ, yNi+1] for x ∈ G
(d−1) and y ∈ Ni .
(iii) It is an easy computation to show that the Lie bracket is anti-symmetric.
(iv) Let us finally show that the Jacobi identity holds. Using the commutator identities,
we compute
(7) [x, y, zx] = [x, y, z[z, x]] = [x, y, [z, x]][x, y, z][x, y, z, [z, x]].
If x, y, z ∈ G(d−1) , then (7) implies that [x, y, zx] ≡ [x, y, z] mod N2d+2d−1+1 . If
x, y ∈ G(d−1) and z ∈ Ni , then (7) implies that [x, y, z
x] ≡ [x, y, z] mod N2d+i+1 . Finally,
if x ∈ G(d−1) , y ∈ Ni , and z ∈ Nj , then [x, y, z
x] ≡ [x, y, z] mod N2d−1+i+j+1 . As the
Hall-Witt identity
[x, y, zx][z, x, yz][y, z, xy] = 1
holds (see (4)), we find that
[x, y, z][z, x, y][y, z, x] ∈ Nm.
where
m =


2d + 2d−1 + 1 if x, y, z ∈ G(d−1);
i+ 2d + 1 if x, y ∈ G(d−1) and z ∈ Ni;
i+ j + 2d−1 + 1 if x ∈ G(d−1), y ∈ Ni, z ∈ Nj.
As the Jacobi identity holds for homogeneous elements of K , this shows that it also holds
for homogeneous elements of K . 
Recall that
K = K2d−1 ⊕K = K2d−1 ⊕K2d ⊕K2d+1 ⊕ · · · ⊕K2d+1 .
It is easy to see that K is a graded Lie algebra in the sense that [Ki, Kj] ∈ Ki+j for
i, j ∈ {2d−1, 2d, 2d + 1, . . . , 2d+1} . We define our object of interest: we let L be the
subalgebra
L = K2d−1 ⊕K2d ⊕K2d+2d−1 ⊕K2d+1.
We set L1 = K2d−1 , L2 = K2d , L3 = K2d−1+2d and L4 = K2d+1 . The grading on K
implies that L is also graded in the sense that [Li, Lj ] 6 Li+j . The following lemma lists
the important properties of L.
Lemma 4.3. The following is true:
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(i) dimL2 = 2; dimL3 = dimL4 = 1;
(ii) L′′ = L4 ;
(iii) L is generated by L1 .
Proof. Claim (i) follows because case (ii) of part (a) in Lemma 3.2 is valid and because
we assumed that |N2d+1| = p.
Let us now prove (ii) and (iii). First we claim that L2 = [L1, L1]. We note that
G(d) = [G(d−1), G(d−1)], and so G(d) is generated by elements of the form [a, b] with
a, b ∈ G(d−1) . Hence L2d is generated by elements of the form [a, b]N2d+1 . On the other
hand, by the definition of the product in K , [a, b]N2d+1 = [aQ, bQ], which implies that
L2 = K2d = [K2d−1 , K2d−1] = [L1, L1].
Since G(d+1) = [G(d), 2
d
G] and |G(d+1)| = p, there are elements a, b ∈ G(d) such that
[a, b] 6= 1. The definition of K and the fact that G(d+1) is central implies
[aN2d+1, bN2d+1] = [a, b]N2d+1+1 = [a, b],
which, in turn, implies that [aN2d+1, bN2d+1] 6= 0. As L2 = [L1, L1], we obtain that
aN2d+1, bN2d+1 ∈ L
′ ; thus L′′ 6= 0. As L has nilpotency class 4, and dimL4 = 1 we have
that L4 = L
′′ . This completes the proof of (ii).
We have shown so far part (ii) and that L1, L2, L4 6 〈L1〉 . It only remains to prove
that L3 6 〈L1〉 . This, however, easily follows, because
L4 = L
′′ = [L2, L2] = [[L1, L1], [L1, L1]] 6 [L1, L1, L1, L1],
and so there must be x1, x2, x3, x4 ∈ L1 such that [x1, x2, x3, x4] 6= 0. Thus
[x1, x2, x3] 6= 0. Since [x1, x2, x3] ∈ L3 and dimL3 = 1, we have L3 6 〈L1〉 . 
5. The proof of Theorem 1.2
We verify, in this section, that the assumptions made at the beginning of Section 4
imply that p = 2 and hence we complete the proof of Theorem 1.2.
We claim that elements a, b, c ∈ L1 can be chosen such that the following hold:
(i) L2 = 〈[a, b], [a, c]〉 and L4 = 〈[[a, b], [a, c]]〉 ;
(ii) [b, c] = [a, b, a] = [a, b, b] = [a, c, a] = 0.
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By Lemma 4.3(i), dimL2 = 2, and, by Lemma 4.3(iii), L2 = [L1, L1], and so there are
x, y, u, v ∈ L1 such that L2 = 〈[x, y], [u, v]〉. If [x, u] = [x, v] = [y, u] = [y, v] = 0 then
set a = y+ u , b = x, c = v . Otherwise assume without loss of generality that [x, u] 6= 0,
and so there are scalars α, β ∈ Fp such that [x, u] = α[x, y] + β[u, v]. If α 6= 0, then we
set a = u , b = x, and c = v . If α = 0 then β 6= 0 and we set a = x, b = u , c = y . It is
easy to see that with each of the choices of a, b, c we have that L2 = 〈[a, b], [a, c]〉 and
that, since L′′ = L4 , it also follows that L4 = 〈[[a, b], [a, c]]〉 .
We claim that a, b, c above can be chosen so that [b, c] = 0. Indeed, since dimL2 = 2,
some non-trivial linear combination of [a, b], [a, c], [b, c] is zero:
α[a, b] + β[a, c] + γ[b, c] = 0.
If α = β = 0 then [b, c] = 0 and we are done. If α = 0 and β 6= 0, then [βa+ γb, c] = 0,
and we replace a by βa + γb. In the new generating set [a, c] = 0. Similarly, if α 6= 0
and β = 0, then we replace a by −αa + γc. If α 6= 0 and β 6= 0, we replace a by
(β/α)a + (γ/α)b and b by b + (β/α)c. In the two latter cases, the new generating set
satisfies [a, b] = 0. Thus after possibly reordering the generators a, b, c we may assume
that L2 = 〈[a, b], [a, c]〉 , [b, c] = 0, and L4 = 〈[[a, b], [a, c]]〉 .
We claim that the elements a, b, c can be chosen so that, in addition to what was
proved in the last paragraph, we also have [a, b, a] = [a, b, b] = [a, c, a] = 0. First we
modify the chosen elements to make [a, b, a] zero. If [a, b, a] = 0, then we have nothing
to do, and if [a, c, a] = 0 then we interchange b and c. So assume that [a, b, a] 6= 0 and
[a, c, a] 6= 0. Since L3 is one-dimensional, we have that α[a, b, a] + β[a, c, a] = 0 for some
α, β ∈ Fp with αβ 6= 0. Thus [a, αb+ βc, a] = 0 and we replace b by αb+ βc.
Since [[a, b], [a, c]] = [a, b, a, c] − [a, b, c, a] = [a, b, c, a] 6= 0 we have that [a, b, c, a] 6= 0.
Thus a does not centralise L3 . On the other hand, [a, b, a, b] = [a, b, b, a] = 0. If
[a, b, b] 6= 0, then, as in this case L3 = 〈[a, b, b]〉 , we have that a centralises L3 , which is not
possible. Therefore [a, b, b] = 0 must hold. If [a, c, a] 6= 0 then, as [a, b, c] = [a, c, b] 6= 0
we have that
0 = α[a, c, a] + β[a, c, b] = [a, c, αa+ βb]
with some α, β ∈ Fp scalars such that αβ 6= 0. If we replace a by αa + βb, then we
obtain the additional relation [a, c, a] = 0. It is easy to see that the previously proved
relations still hold for the new elements a, b, c.
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Hence we proved that elements a, b, c ∈ L1 can be chosen so that L2 = 〈[a, b], [a, c]〉 ,
L4 = 〈[[a, b], [a, c]]〉 , [a, c] = [a, b, a] = [a, b, b] = [a, c, a] = 0. Now
0 = [a, b, a, c] + [a, c, [a, b]] + [c, [a, b], a]
= [a, b, a, c] + [a, c, a, b]− [a, c, b, a]− [a, c, b, a] = −2[a, c, b, a].
Thus 2[a, c, b, a] = 0, and so
2[[a, b], [a, c]] = −2[a, b, c, a] = −2[a, c, b, a] = 0.
As [[a, b], [a, c]] 6= 0 we obtain that p = 2. This completes the proof of Theorem 1.2.
Next we study two immediate consequences of Theorem 1.2.
Lemma 5.1. Let G be a finite p-group.
(i) If, for d > 1, the quotient G(d)γ2d+1(G)/γ2d+1(G) is cyclic, then, for e > 1, we
have G(d+e) 6 γ2d+e+2e−1(G). Further, if G
(d+e+1) 6= 1, then
logp |G
(d+e)/G(d+e+1)| > 2d+e + 2e−1 + 1.
(ii) If, for d > 0, the quotient G(d)γ2d+1(G)/γ2d+1(G) can be generated by two ele-
ments, then G(d+1)γ2d+1+1(G)/γ2d+1+1(G) is cyclic, and so, for e > 2, we have
G(d+e) 6 γ2d+e+2e−2(G). Further, if G
(d+e+1) 6= 1, then
logp |G
(d+e)/G(d+e+1)| > 2d+e + 2e−2 + 1.
Proof. (i) If G(d)γ2d+1(G)/γ2d+1(G) ∼= G
(d)/(G(d)∩γ2d+1(G)) is cyclic, then, by Lemma 2.2,
G(d+1) = [G(d), G(d)] = [G(d), G(d) ∩ γ2d+1(G)] 6 [G
(d), γ2d+1(G)] 6 γ2d+1+1(G).
Now easy induction implies our claim.
(ii) Suppose that G(d)γ2d+1(G)/γ2d+1(G) is generated by xγ2d+1(G) and yγ2d+1(G). If
a, b ∈ G(d) then there are some αa, βa, αb, βb ∈ Z and ua, ub ∈ γ2d+1(G) such that
a = xαayβaua and b = x
αbyβbub
[a, b] = [xαayβaua, x
αbyβbub] ≡ [x, y]
αaβb−βaαb mod γ2d+1+1(G).
Hence
G(d+1)γ2d+1+1(G)
γ2d+1+1(G)
∼=
G(d+1)
G(d+1) ∩ γ2d+1+1(G)
is cyclic, and so our assertion follows from (i). 
Theorem 1.2 and the previous lemma imply the following corollary.
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Corollary 5.2. If p is an odd prime, G is a finite p-group, d > 1, and G(d)/G(d+1) is
a small derived quotient, then, for e > 1, we have G(d+e) 6 γ2d+e+2e−1(G). Further, if
G(d+e+1) 6= 1, then
logp |G
(d+e)/G(d+e+1)| > 2d+e + 2e−1 + 1.
Proof. Theorem 1.2 implies that |G(d)/[G(d), G]| = p. Since [G(d), G] 6 G(d) ∩ γ2d+1(G),
we obtain that ∣∣∣∣G
(d)γ2d+1(G)
γ2d+1(G)
∣∣∣∣ =
∣∣∣∣ G
(d)
G(d) ∩ γ2d+1(G)
∣∣∣∣ 6
∣∣∣∣ G
(d)
[G(d), G]
∣∣∣∣ = p.
Hence G(d)γ2d+1(G)/γ2d+1(G) is cyclic and the required result follows from Lemma 5.1.

6. Towards the proof of Theorem 1.1
The coefficient “3” of the linear term of the bound in Theorem 1.1 is a consequence of
the following theorem.
Theorem 6.1. Suppose that p is a prime different from 3, G is a finite p-group,
d > 0, and that G(d)γ2d+1(G)/γ2d+1(G) is elementary abelian. If the generator num-
ber of G(d+2)γ2d+2+1(G)/γ2d+2+1(G) is at least 3, then either |γ2d(G)/γ2d+1(G)| > p
4 or
|γ2d+1+2d(G)/γ2d+1+2d+1(G)| > p
2 .
The proof of this theorem will be presented at the end of this section.
Let G denote a finite p-group. Suppose that K is the subring corresponding to G(d)
in the Lie ring associated with the lower central series of G. That is
K =
⊕
i>2d
(G(d) ∩ γi(G))γi+1(G)/γi+1(G).
The first homogeneous component of K is K2d = G
(d)γ2d+1(G)/γ2d+1(G). We let L
denote the subring generated by K2d . For i > 1, we let Li = L ∩ Ki2d . Since L is
generated by homogeneous elements of the same degree, we obtain that the Li form a
grading on L.
Let me warn the reader that the Lie algebras K and L in the previous paragraph are
different from those introduced in Section 4.
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Lemma 6.2. For i > 1, we have Li ∼= γi(G
(d))γi2d+1(G)/γi2d+1(G). If the factor group
G(d)γ2d+1(G)/γ2d+1(G) has exponent p, then L can be considered as a Lie algebra over
Fp . Further, if the generator number of G
(d+2)γ2d+2+1(G)/γ2d+2+1(G) is at least 3, then
the following hold:
(i) dim(L′′ ∩ L4) > 3;
(ii) dimL1 > 3, dimL2 > 3, and dimL3 > 1.
Proof. Since L is degree-1 generated, we obtain that Li = [L1, . . . , L1] with L1 occurring
i times. Hence the definition of the product in L gives
Li =
[
L1, . . . , L1︸ ︷︷ ︸
i times
]
=
[
G(d)γ2d+1(G)/γ2d+1(G), . . . , G
(d)γ2d+1(G)/γ2d+1(G)︸ ︷︷ ︸
i times
]
=
[
G(d), . . . , G(d)︸ ︷︷ ︸
i times
]
γi2d+1(G)/γi2d+1(G) = γi(G
(d))γi2d+1(G)/γi2d+1(G).
If L1 = G
(d)γ2d+1(G)/γ2d+1(G) has exponent p, then L1 is a vector space over Fp , and,
as L is generated by L1 , we obtain that L can be considered as a Lie algebra over Fp .
Now assume that the generator number of G(d+2)γ2d+2+1(G)/γ2d+2+1(G) is at least 3.
(i) As L is degree-1 generated,
L′′ ∩ L4 = [L2, L2] = [[L1, L1], [L1, L1]]
= [[G(d)γ2d+1(G)/γ2d+1(G), G
(d)γ2d+1(G)/γ2d+1(G)],
[G(d)γ2d+1(G)/γ2d+1(G), G
(d)γ2d+1(G)/γ2d+1(G)]]
= [[G(d), G(d)], [G(d), G(d)]]γ2d+2+1(G)/γ2d+2+1(G) = G
(d+2)γ2d+2+1(G)/γ2d+2+1(G).
Recall that L4 is a vector space and, by assumption, the generator number of the factor
group G(d+2)γ2d+2+1(G)/γ2d+2+1(G) is at least 3. Therefore dim(L
′′ ∩ L4) > 3.
(ii) Recall that L is generated by L1 and that dim(L
′′ ∩ L4) = dim[L2, L2] > 3. If L2
is 1-dimensional, then [L2, L2] = 0, and so this is impossible. If L2 is 2-dimensional and
{x, y} is a basis for L2 then [L2, L2] is generated by [x, y], and so [L2, L2] is at most
1-dimensional. Hence L2 is at least 3-dimensional. As L is degree-1 generated, we have
L2 = [L1, L1], and so similar argument shows that L1 is also at least 3-dimensional. Since
L4 6= 0, we must have L3 6= 0, and so dimL3 > 1. 
Theorem 6.1 is a simple consequence of the following result.
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Lemma 6.3. Let p be a prime different from 3. If G(d)γ2d+1(G)/γ2d+1(G) has exponent p
and G(d+2)γ2d+2+1(G)/γ2d+2+1(G) is a 3-generator abelian group, then either dimL1 > 4
or dimL3 > 2.
Proof. By Lemma 6.2, in this case, L is a Lie algebra over Fp , dimL1 > 3, dimL2 > 3,
dimL3 > 1, and dim(L4∩L
′′) > 3. Suppose that the assertion of this lemma is not valid,
and so dimL1 = 3 and dimL3 = 1. Let {x, y, z} is a basis of L1 . The subspace L4 ∩L
′′
is spanned by
[[x, y], [x, z]] = [x, y, x, z]− [x, y, z, x], [[x, y], [y, z]] = [x, y, y, z]− [x, y, z, y],
and
[[x, z], [y, z]] = [x, z, y, z]− [x, z, z, y].
If [x, y, x] and [x, y, z] are both zero then [[x, y], [x, z]] = 0 and dimL4∩L
′′ 6 2. Suppose
therefore that at least one of them is non-zero.
Assume first that [x, y, x] 6= 0. Since dimL3 = 1 we must have that
L3 =
〈
[x, y, x]
〉
and L4 =
〈
[x, y, x, x], [x, y, x, y], [x, y, x, z]
〉
and there cannot be any linear dependencies among the three generators of L4 . There
must be some α such that [y, x, y] = α[x, y, x]. By the Jacobi identity
[y, x, [y, x]] + [x, [y, x], y] + [y, x, y, x] = 0,
that is [x, y, x, y] + [y, x, y, x] = 0. In other words [x, y, x, y] = −α[x, y, x, x] which means
that L4 =
〈
[x, y, x, x], [x, y, x, z]
〉
therefore dimL4 6 2, which is a contradiction.
Suppose now that [x, y, z] 6= 0. As before we must have that
L3 =
〈
[x, y, z]
〉
and L4 =
〈
[x, y, z, x], [x, y, z, y], [x, y, z, z]
〉
.
The third homogeneous component in the free Lie algebra with rank 3 has a basis formed
by the following 8 elements:
[y, x, x], [y, x, y], [y, x, z], [z, x, x], [z, x, z], [z, y, x], [z, y, y], [z, y, z].
The relation [z, x, y] = [y, x, z] + [z, y, x] also holds. Since the homogeneous component
L3 is spanned by −[y, x, z] = [x, y, z], the rest of the basis elements can be expressed as
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its scalar multiples:
[y, x, x] = α1[x, y, z], [y, x, y] = α2[x, y, z], [z, x, x] = α3[x, y, z],
[z, x, z] = α4[x, y, z], [z, y, x] = α5[x, y, z], [z, y, y] = α6[x, y, z],
[z, y, z] = α7[x, y, z]
where αi ∈ Fp for 1 6 i 6 7. The Jacobi identity implies that [y, x, x, y]− [y, x, y, x] = 0.
That is to say that α1[x, y, z, y] − α2[x, y, z, x] = 0. Therefore dimL4 6 2 unless
α1 = α2 = 0. In the same way, [z, x, x, z] − [z, x, z, x] = 0 and [z, y, y, z]− [z, y, z, y] = 0
yield α3 = α4 = 0 and α6 = α7 = 0, respectively. It is also a consequence of the Jacobi
identity that
[y, z, [y, x]] + [z, [y, x], y] + [y, x, y, z] = 0,
that is
[y, z, y, x]− [y, z, x, y]− [y, x, z, y] + [y, x, y, z] = 0.
In other words [y, z, x, y] + [y, x, z, y] = 0, hence
α5[x, y, z, y] + [x, y, z, y] = (α5 + 1)[x, y, z, y] = 0.
Similarly
[y, x, [x, z]] + [x, [x, z], y] + [x, z, y, x] = 0
and
[z, x, [z, y]] + [x, [z, y], z] + [z, y, z, x] = 0
yield
(α5 − 2)[x, y, z, x] = 0 and (2α5 − 1)[x, y, z, z] = 0,
respectively. Then it must follow that
α5 + 1 = 0, α5 − 2 = 0 and 2α5 − 1 = 0
which implies that p = 3 and α5 = 2. 
The following example shows that the condition p 6= 3 is necessary in Lemma 6.3.
Example 6.4. If p = 3 then a computation with the LieNQ program (see Schnei-
der [Sch97]) shows that in the Lie algebra
L =
〈
x, y, z | [y, x, x], [y, x, y], [z, x, x], [z, x, z], [z, y, x] = 2[x, y, z], [z, y, y], [z, y, z]
〉
we have that dimL1 = 3, dimL2 = 3, dimL3 = 1, dimL4 ∩ L
′′ = 3.
We can now prove Theorem 6.1.
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Proof of Theorem 6.1. By Lemmas 6.2 and 6.3, either∣∣∣∣γ3(G
(d))γ2d+1+2d+1(G)
γ2d+1+2d+1(G)
∣∣∣∣ > p2 or
∣∣∣∣G
(d)γ2d+1(G)
γ2d+1(G)
∣∣∣∣ > p4.
Thus either |γ2d+1+2d(G)/γ2d+1+2d+1(G)| > p
2 or |γ2d(G)/γ2d+1(G)| > p
4 . 
Corollary 6.5. Suppose that p 6= 3, G is a finite p-group, and d > 2 such that
the generator number of G(i)γ2i+1(G)/γ2i+1(G) is at least 3 for all i 6 d. Then
logp |G/G
(d)| > 2d + 3d− 2 and logp |G| > 2
d + 3d+ 1.
Proof. Note that, for i = 0, . . . , d , the assumptions of the theorem imply that the order of
γ2i(G)/γ2i+1(G) is at least p
3 . By Theorem 6.1, for i = 0, . . . , d − 2, if γ2i(G)/γ2i+1(G)
has exponent p, then either |γ2i(G)/γ2i+1(G)| > p
4 or |γ2i+1+2i(G)/γ2i+1+2i+1(G)| > p
2 . If
the exponent of γ2i(G)/γ2i+1(G) is at least p
2 , then we also have |γ2i(G)/γ2i+1(G)| > p
4 .
Summing this up, the required result follows. 
7. The proof of Theorem 1.1
We conclude this paper with the proof of Theorem 1.1.
Suppose, in this section, that p > 5, G is a finite p-group, and d is an integer such
that G(d) 6= 1. By Mann’s result [Man00], logp |G| > 2
d + 2d− 2, and so we may assume
that d > 5.
Let k denote the smallest non-negative integer such that the generator number of
G(k)γ2k+1(G)/γ2k+1(G) is less than 3. Thus the generator number of G
(i)γ2i+1(G)/γ2i+1(G)
is at least 3 for all i ∈ {0, . . . , k − 1} , and, in particular, G(k−1)γ2k−1+1(G)/γ2k−1+1(G)
has order at least p3 . This also implies that G(k−1) 6= 1, and so we may assume with-
out loss of generality that d > k − 1. If k = 0, then G is generated by two elements,
and so, logp |G
(i)/G(i+1)| > 2i + 2i−2 + 1 for i ∈ {2, . . . , d − 1} . As G(d) 6= 1, we have
logp |G| > 2
d+2d−2+d−1. As d > 5, we obtain that the assertion of the theorem is true
in this case. If k = 1, then, for i = 3, . . . , d−1, we have logp |G
(i)/G(i+1)| > 2i+2i−3+1.
Then logp |G| > 2
d + 2d−3 + d , and so the theorem is valid also in this case. If k = 2,
then logp |G
(i)/G(i+1)| > 2i + 2 for i = 0, 1, |G(2)/G(3)| > p5 , |G(3)/G(4)| > p9 . However,
by Corollary 5.2 we have that either |G(2)/G(3)| > p6 or |G(3)/G(4)| > p10 . For i > 4 we
have that logp |G
(i)/G(i+1)| > 2i+2i−4 +1. Thus logp |G| > 2
d+2d−4 + d+2. Therefore,
in this case, we have nothing to prove. Hence we may assume without loss of generality
that k > 3.
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By Corollary 6.5,
logp |G/G
(k−1)| > 2k−1 + 3k − 5 and logp |G| > 2
k−1 + 3k − 2.
Thus, if d = k − 1, then logp |G| > 2
d + 3d+ 1, the result is valid.
Let d > k . It follows from Lemma 3.2(c) that if logp |G
(k−1)/G(k)| = 2k−1 + 1, then
[G(k−1), G] = G(k−1) ∩ γ2k−1+1(G), and so
G(k−1)γ2k−1+1(G)
γ2k−1+1(G)
∼=
G(k−1)
G(k−1) ∩ γ2k−1+1(G)
=
G(k−1)
[G(k−1), G]
.
However, in this case, |G(k−1)/[G(k−1), G]| 6 p2 (see Lemma 3.2), and so we must have
that logp |G
(k−1)/G(k)| > 2k−1 + 2. Thus
logp |G/G
(k)| = logp |G/G
(k−1)|+ logp |G
(k−1)/G(k)|
> 2k−1 + 3k − 5 + 2k−1 + 2 = 2k + 3k − 3.
Thus, if d = k , then |G(k)| > p, and we find
logp |G| = 2
k + 3k − 2 = 2d + 3d− 2,
and the result is, again, valid.
Assume now that d > k + 1. As logp |G
(k)/G(k+1)| > 2k + 1, we have
logp |G/G
(k+1)| = logp |G/G
(k)|+ logp |G
(k)/G(k+1)|
> 2k + 3k − 3 + 2k + 1 = 2k+1 + 3k − 2.
Therefore, if d = k + 1, then logp |G| > 2
d + 3d − 4, and so the theorem is valid also in
this case.
Therefore we suppose that d > k + 2. In this case, logp |G
(k+1)/G(k+2)| > 2k+1 + 1.
However, as k > 3, by Corollary 5.2, either
logp |G
(k)/G(k+1)| > 2k + 2
or
logp |G
(k+1)/G(k+2)| > 2k+1 + 2
Thus
logp |G/G
(k+2)| = logp |G/G
(k+1)|+ logp |G
(k+1)/G(k+2)|
> 2k+1 + 3k − 2 + 2k+1 + 2 = 2k+2 + 3k.
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Hence if d = k + 2, then logp |G| > 2
k+2 + 3k + 1 = 2d + 3d− 5. Therefore, in this case,
the theorem is valid.
Assume now that d > k+3. Corollary 5.2 yields logp |G
(k+2)/G(k+3)| > 2k+2+2. Hence
logp |G/G
(k+3)| = logp |G/G
(k+2)|+ logp |G
(k+2)/G(k+3)|
> 2k+2 + 3k + 2k+2 + 2 = 2k+3 + 3k + 2.
Hence if d = k + 3, then logp |G| > 2
k+3 + 3k + 3 = 2d + 3d− 6, and so the result holds.
If d > k+4, then, by Lemma 5.2, logp |G
(i)/G(i+1)| > 2i+3, for all i ∈ {k+3, . . . , d−1} .
Thus in this case the theorem also holds.
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