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ABSTRACT 
Statistical Analysis 
for the Tolerances of Noxious Weed Seeds 
by 
Yadolah Dodge, Master of Science 
Utah State University, 1971 
Major Professor: Dr. Ronald V. Canfield 
Department: Applied Statistics 
An analysis of the previous method for testing tolerances 
of noxious weed seeds was preformed. Problems of the current 
techniques were discussed, and the solution to these problems 
was given. 
A new technique of testing through the sequential test 
ratio was developed, and results examined. 
The sequential test was found to be useful enough to include 
the use of it in determining tolerances for noxious weed seeds. 
vii 
This study did show that the use of sequential tests does have 
excellent potential and flexibility as a statistical tool for the 
tolerances of noxious weed seeds. 
(75 pages) 
CHAPTER I 
IITTRODUCTION 
The technique of analysis of tolerances for noxious weed seeds 
was originated by G. N. Collins (1929). In his study, Collins used 
a nonnal approximation of the poisson distribution for large values 
of the mean. M. T. Munn and C. W. Leggatt (1932) brought out the 
fact that the present tolerances of the Association of Official Seed 
Analysts in Rules of Seed Testing appear to have no scientific basis. 
Leggatt (1939) used a Chi-square technique for the tolerances of 
noxious weed seeds. Then late in 1946, Leggatt very briefly mentioned 
the use of a sequential test and stated that it was something which 
should be kept in mind by seed analysts as a possible solution to 
the pressure of work, size of test, and the relation of these to the 
accuracy of the results obtained in seed analysis. (Unfortunately, 
since 1946, few efforts using this idea have been made to find a 
solution.) 
In 1947 tables of tolerances for noxious weed seeds were 
presented at the thirty-seventh annual meeting of The Association of 
Official Seed Analysts. These tables were based on the poisson 
distribution (Rules of Seed Testing). S. R. Miles and L. C. Shenberger in 
1954 used a special sampling technique to improve the problem of 
tolerances, and later Miles and Shenberger (1955) discussed the 
variation in seed analysis from bag to bag. Miles, Shenberger, and 
A. S. Carter (1958) gave some comments and discussed the tolerances 
for chaffy and non-chaffy seeds in relation to sampling and other 
factors that may occur during operations. They also gave some 
useful tables and formulas not related to the tolerances of noxious 
weed seeds. L. C. Shenberger in 1962 discussed the variation in 
noxious weed seed number using the Chi-square method to find out 
whether the number of weed seeds found corresponded satisfactorily 
with the number expected from statistical theory. In 1965 the 
same table for tolerances of noxious weed seeds as was given in 1947 
was again presented in Rules for Seed Testing, based on the poisson 
distribution. 
Don Niffennegger, assistant director of the Biometrical 
Services Staff, wrote in a letter to Dr. Rex L. Hurst and dated 
February 22, 1971, that, "As you will see from the enclosed copy of 
my letter to M. Hanford Day, I've been wanting to locate someone 
with the ability and interest to carry on some work that already 
has a start." Enclosed was the letter and a copy of Seed Technology 
Research in North America, volume 41, November 3, 1967, which stated 
that there is no current research on the tolerances of noxious weed 
seeds. 
In reply to this letter, Ronald V. Canfield, in determining the 
problems that may arise after finding the new approach to this 
problem, stated (May 27, 1971) that, 
"It appears that this table is based on a two 
sided test of the hypothesis that a lot of seed is 
correctly labeled . . . • The main subject that I 
would like to consider concerns the philosophy of 
the testing programs. The philosophy I speak of is 
one which is implied by the statistical procedures 
used. In most cases when a statistical test is 
2 
developed, standard techniques are used and a 
'philosophy' is seldom used." 
In light of the already mentioned points, this study 
concentrates basically on three questions: 
1. Can previous studies on.the tolerances of noxious weed
seeds be valid? 
2. Can a new approach be found to the solution of the
tolerances of noxious weed seeds? 
3. What problems, if any, may be associated with the new
approach? 
The first part of the study will give the mathematical 
formulation of poisson distribution. This chapter will also 
indicate the relation of the poisson distribution to the 
distribution of noxious weed seeds in a bag. 
Chapter III contains a discussion of the first question 
concerning the feasibility of using the poisson distribution to 
the tolerances of noxious weed seeds. To examine this problem a 
sample problem is analyzed using the method that has been given 
by the Rules Commission for testing seeds. A discussion of the 
shortcomings of the present technique of testing is also contained 
in Chapter III. These shortcomings are associated both with 
inaccuracies in the table and with problems involving producer and 
consumer risks. A new table is presented which corrects the 
inaccuracies of the old one. 
Chapter IV contains the mathematical formulation of the new 
approach using sequential techniques in the solution of the problem. 
3 
Sequential analysis appears to substantially reduce the required 
sample size in seed testing. Chapter V contains the application of 
sequential analysis to the tolerances of noxious weed seeds. 
Chapter VI, the final chapter, is a surrnnary of the study. In 
this chapter areas of further research are suggested for the 
consideration of the reader. 
4 
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rnAPTER II 
Mi\THEMATICAL FORMULATION 
2.1 The binomial distribution 
The binomial distribution was first originated by Jacob Bernoulli 
in 1710 and by Abraham DeMoiure in 1718. Bernoulli's first paper on 
the subject appeared in 1713, after his death. He defines the 
binomial distribution as the number of successes in a sequence of 
success-failure experiments, or 
n x n-x
b(x,n,p) = (x)p (1-p) 
where p is the probability of success. 
2.1.1 
Consider an experiment of the repetitive type in which we are 
only interested in the number of occurrances or nonoccurrances of 
an event. Suppose the probability that the event A occurs when 
the experiment performed is p. 
P(A) = p 
Now suppose that the experiment is performed n times, and these 
are "independent" repetitions. (That is, the result of any one 
trial does not influence, nor is it influenced by, the result of 
any other trial.) Each experiment produces success or failure. Let 
q = 1-p denote the probability that event A fails to occur. Then 
consider the random variable 
X = number of times that event A occurs 
and assume that the experiment is performed only once. Then X may 
have the value O or l, depending on whether or not A occurs. 
The question is: What is the probability distribution of the number 
of successes? Another way to represent the problem is: 
with 
If x1, x2 , • • •  , Xn are n independent indicator random variables
X. = { 1 with probability p 
1 0 with probability 1-p 
(O � p � 1) 
Then the distribution of 
is 
6 
n x n-xp(X = x) = ( )p q 
X 
x = O, l, .•• n 2.1.2 
To derive the fonnula consider the event X = x which means that 
in x of n trials A occurs and in n-x trials A does not occur. n 
events are independent; therefore, if P(A) = p, and P(A does not 
occur) equals q = 1-p. Then:
x n-x = 
px (l-p)
n-xpp ••• p qq ••• q = p q 
x n-x 
2.1.3 
However, this is only� order of arranging x p's and n-x q's. The 
nwnber of orders is the number of all possible outcomes (combinations) 
with n letters of which x are alike. The nwnber of such combinations 
then is 
:Multiplying 2.1.4 by 2.1.3 results in 
en) x n-x
X 
p q 
2 .1.4 
which is the probability of obtaining x successes (occurrances of 
event A) in n independent trials. 
Or 
n! x n-xf(x) = ----- p q x! (n-x) ! 
7 
2 .1. 5 
The name binomial distribution comes from the fact that terms 
in the distribution function are in the binomial expansion. 
n
(p+q
)n = \ (n) x n-x n (n) n-1 n l x pq =q + 1M + •.. + p x=O 
The distribution function is F(k) = 0 if k < 0 and 
when x > 0 
The binomial distribution is a good mathematical model 
that can be used in many problems of real life, but in any 
application it is necessary to estimate the parameters x and P. 
Suppose a bag contains n balls, of which A are red and B are 
blue. Let the random variable X be the number of red balls drawn 
without replacement in a sample of size n. Then 
P(X=x) = (
A
) (n
B 
-x)
X ------
2 .1.6 
2.1. 7 
2 .1. 8 
where the numerator gives the number of arrangements of n balls with 
x red ones and the denominator shows the total number of arrangements 
of n balls from a population of N =A + B balls. This distribution 
is known as the hypergeometric distribution. If the size of the 
population is large compared to the sample size n, then the 
probabilities of success for sampling without replacement have 
negligible change from one sample to the succeeding sample. For 
6 3 example, suppose n = 10 and a = 10. Then the probability of a red
ball on the second draw, given a red one on the first draw, is 
10
3
-1
106-1
which is close to 10-
3
• Thus, in this case, sampling without
replacement differs insignificantly from sampling with replacement. 
The latter is seen to be the binomial case. 
2.2 Mean and variance of the binomial distribution 
The mean of the binomial or any discrete random variable Xis 
defined by 
8 
E(X) = L x. f(x.) 
i=l 1 1 
2,2.1 
Apply 2.1.2 to 2.2.1. 
n
, n! x n-xE(X) = l x---- p q 
= 
= 
x=O xi (n-x) ! 
n n! I X 
x=l x! (n-x)! 
n n! I 
x=l (x-1)! (n-x) ! 
x n-x 
p q 
x n-x 
p q 
If n and p are factored out, this becomes 
E(X) = np I 
x=l 
Let y = x-1. 'Then 
(n-1)! 
(x-1) ! (n-x) ! 
x n-xp q 
n-1
E(X) = np l 
y=O 
(n-1) ! y n-1-y 
(n-1-y) ! P q 
By 2.1.2 the quantity being surroned is the binomial probability 
of success in n-1 trials. Since the sum is over all possible values 
of y, the sum must be equal to one, then 
9 
mean = E(X) = µ = np 2. 2.2 
To derive the variance, consider 
Now 
E(X) 2 
n 2l= X
x=O x! 
n 
= l [x(x-1)
x=O 
n 
= l x(x-1)
x=O 
2 2µEX + µ 
n! 
2
- µ 
(n-x) ! 
+ x]
n! 
x! 
x! (n-x) ! 
x n-xp q 
n! 
(n-x) ! 
x n-xp q + µ
Since the terms for x = 0 and x = 1 are equal to O because of the 
factor x(x-1), the surrnnation can begin with x = 2; hence 
n n! x n-x += \' x(x-1)---- p ql ' (n-x).1 µ .x=2 x. 
n 
= l 
x= 2 
n! 
(x-2) ! · (n-x) ! 
If n(n-l)p2 is factored out, this becomes 
x-2 n-xp q + µ
2. 2.3
µ ' 2 
2 n
= n(n-l)p l 
x=2 
(n-2) ! 
(x-2) ! (n-x) ! 
x n-2-x 
p q + µ
can be written as 
10 
Letting z = x-2, the right side 
n-2
µ2' = n(n-l)p
2 I 
z=O 
(n-2)! 
z! (n-2-z)! 
z n-2-z 
p q + µ 2.2.4 
The quantity being summed is the probability of z successes in n-2 
trials. Since the sum is over all possible values of z, its 
value must be one. Using this result and the earlier result that 
µ = np, 2.2.4 reduces to 
2 µ2
1 = n(n-l)p + np 
If formula 2.2.3 is applied to the results just obtained for the 
binomial distribution, 
2 2 2 
µ2 = n(n-l)p + np - n p
2 
= -np + np 
= npq 
2.3 Poisson distribution 
The distribution with probability function 
f(x) = � e-µx. (x = O, 1, 2, ••• )
2.2.5 
2.3.1 
is called poisson distribution, named after S. D. Poisson who 
introduced it in 1837. The parameter µ is the mean of the 
distribution. From 2.3.1 we see that the distribution function of 
the poisson distribution is 
F(k) = e-µ l
X<k 
X 
_µ_
x! 
when x .:. 0 and F (x) = 0 if x -< 0. 2.3.2 
The poisson distribution has important applications. In fact, 
this distribution is a convenient approximation of the binomial 
distribution in cases of a large number n of trials and a small 
probability p of success in a single trial. 
2.4 Mean and variance of poisson distribution 
Consider the poisson distribution with parameterµ. 
f(x) =
Apply this to 2.2.1. Then 
-µ Xe µ 
x! X = 0, 1, •.. 
n 
11 
n 
-µ X 
e µ 
E(X) = I x x! = l 
-µ X
e µ 
(x-1) ! 
2.4.1 
x=O 
Ifµ factors out, 
n 
x=l 
Let (x-1) = y. Then 
-µ x-1e µ 
(x-1) ! 
E(X) = µ ( I 
y=O 
e-µ µY
y. 
x=l 
) = µ 
Since the result is the same over all y, the quantity in parenthesis 
must be equal to one. Therefore, 
mean = E(X) = µ 
The variance of the poisson distribution is calculated in a similar 
manner and is equal toµ. 
Consider what happens to the binomial density function when n 
becomes infinite and p approaches zero in such a manner that the 
meanµ = np remains fixed. 
Rewrite 2.1.1 
f(x) = 
n(n-1) ••. (n-x+l)
x ! 
If the numerator and denominator are multiplied by nx and the 
indicated algebraic manipulations are performed, 
f(x) =
n (n-1) ••• (n-x+l) (np) x (l-p)n-x 
n
x
x ! 
= n(n-1) •.• (n-x+l) 
n•n ••. n 
( 1, ( 2, ( x-1 x (l-p)
n-x 
= 
1 - n) 1 - n:J • • • 1 - n) µ X! 
= 
1 2 x-1 c1 - :n) c1 - n) ••• c1 - n )
(1-p) x 
Next, express (1-p) n in the form 
1 
(1-p) n = [(1-p) P ]
-np = [(1-p)
Now, from the definition of e, 
1 
lirn (1 +z) 2 = e 
Z-rO 
Hence, letting z = -p, 
Furthennore, 
1--
lirn [(1-p) P ]-µ = e-µ
p+O 
( 1) ( 2) (l _ x-1 )lirn l - n l - n . . . n -- -----------
n-+= (l-p) x 
X n
µ (1-p) 
X! 
= 1 
because p+O as n__, when np = µis fixed. By applying these two 
results to the right side of 2.1.1, it will be seen that 
12 
lim F(x) = 
n--),<)O 
The mathematical fornrulation in this study follows the 
procedures suggested by Paul G. Hoel (1971). (In fact, the proof 
can be found in most mathematical probability books.) 
13 
If, in the binomial distribution, the probability of success is 
very small, such that the assurance of success is rare but the number 
of trials n is large, the computations, involving the use of the 
binomial formula, becomes laborious. Therefore, a good approximation 
of the binomial distribution is the poisson distribution. This is 
why the poisson distribution is often used to approximate the 
binomial distribution for n large and p small. 
Figures 1 and 2 are given to indicate how rapidly the binomial 
distribution approaches the poisson distribution. 
Figure 1. Binomial (_) and poisson(---) distribution for 
µ = 4, p = 1/ 24. 
r• 
�­
I 
�­
I 
-----
Figure 2. Binomial (-) and poisson (---) distribution for 
µ = 4 and p = 1/3. 
The broken lines represent the fixed poisson distribution for 
µ chosen equal to 4, and the solid lines represent the binomial 
distribution for p = 1/3 and p = 1/24, in Figures 1 and 2 
respectively. It would appear from inspecting these graphs that the 
poisson approximation should be sufficient for most applications if 
n > 100 and p < .OS. 
Poisson distribution has been introduced by means of an 
approximating property, for the binomial distribution is a very 
useful model for treating certain types of problems related to 
binomial distribution. 
The distribution of the number of noxious weed seeds in a 
sample of n seeds from a population of N seeds is seed to follow the 
hypergeometric distribution since sampling is without replacement. 
14 
15 
However, since the population size N is very large compared to n, the 
sample size in binomial distribution provides a very good approximation 
to this distribution. Again, since the number of seeds sampled (n) 
is also a large quantity in general and the probability of finding 
a noxious seed is small, the poisson approximation to the binomial 
is valid. 
EXAMPLE: Consider the problem of finding 5 or less noxious 
weed seeds in a sanrple which contains 200 seeds. The bag is labeled 
to say that 2% of the seeds are noxious weed seeds. Then 
by using 
= 
µ = np = 200 (.02) = 4
5 
p(X � 5) = l
x=O 
e-4 4X
x!
Thus the probability of finding 5 or fewer noxious seeds is .785. 
QWYI'ER III 
CURRENT TECHNIQUES IN RETROSPECT 
In 1947 the Association of Official Seed Analysts published a 
table giving the tolerances for the number of noxious weed seeds 
in seed tests. This table is based upon the poisson distribution 
and is calculated using the formula 
16 
y = X + 1.3841 + 1 3.1.1 
where y is the maximum number within tolerance in a test. This 
formula was presented without further description or infonnation. 
In 1954, 1960, and 1965 the same table was presented again based 
upon poisson distribution and calculated from the formula 
y = X + 1 + 1.96 Jx 
A tolerance based on a degree of certainty of 5 percent 
3.1. 2 
(p = .OS) will be recognized. Because of the importance of this 
table in latter work, it is given as Table 1. This table is used to 
determine whether or not the ntunber of noxious weed seeds found 
in the weight of seed examined exceeds the maximum ru.nnber within 
tolerance. 
EXAMPLE: A lot of red clover is labeled to contain 18 dodder 
per pound. Five dodder were found in 50 grams. The table ntunber is 
at rate 2 per 50 grams. In Table 1 on the line which has 2 in 
column X, shows 6 in column Y as the maximum nUIT'ber within tolerance. 
The label is considered satisfactory as far as dodder are concerned, 
Table 1. Previous tolerances for noxious weed seeds. 
Number Max:imum Number Maximum Number Max inu.Im 
labeled number labeled number labeled mnnber 
or within or within or within 
1represented tolerance represented tolerance represented tolerance 
X y X y X y 
0 2 43 57 86 105 
1 4 44 58 87 106 
2 6 45 59 88 107 
3 8 46 60 89 108 
4 9 47 61 90 110 
5 11 48 63 91 111 
6 12 49 64 92 112 
7 13 50 65 93 113 
8 14 51 66 94 114 
9 16 52 67 95 115 
10 17 53 68 96 116 
11 18 54 69 97 117 
12 20 55 71 98 118 
13 21 56 72 99 120 
14 22 57 73 100 121 
15 23 58 74 101 122 
16 24 59 75 102 123 
17 25 60 76 103 124 
18 27 61 77 104 125 
19 28 62 78 105 126 
20 29 63 80 106 127 
21 30 64 81 107 128 
22 32 65 82 108 129 
23 33 66 83 109 130 
24 34 67 84 110 132 
25 35 68 85 111 133 
26 37 69 86 112 134 
27 38 70 87 113 135 
28 39 71 89 114 136 
29 41 72 90 115 137 
30 42 73 91 116 138 
31 43 74 92 117 139 
32 44 75 93 118 140 
33 45 76 94 119 141 
34 46 77 95 120 142 
35 48 78 96 121 144 
36 49 79 97 122 145 
37 50 80 99 123 146 
38 51 81 100 124 147 
39 52 82 101 125 148 
40 53 83 102 126 149 
41 55 84 103 127 150 
42 56 85 104 128 151 
Table 1. Continued 
Number Maximum Number MaximLun 
labeled number labeled number 
or within or within 
represented tolerance represented tolerance 
X y X y 
129 152 155 180 
130 153 156 181 
131 154 15.7 183 
132 156 158 184 
133 157 159 185 
134 158 160 186 
135 159 161 187 
136 160 162 188 
137 161 163 189 
138 162 164 190 
139 163 165 191 
140 164 166 192 
141 165 167 193 
142 166 168 194 
143 167 169 195 
144 169 170 197 
145 170 171 198 
146 171 172 199 
147 172 173 200 
148 173 174 201 
149 174 175 202 
150 175 176 203 
151 176 177 204 
152 177 178 205 
153 178 179 206 
154 179 180 207 
because the number found does not exceed the maximum number within 
tolerances. 
Tiris example is taken from the proceedings of the Association 
of Official Seed Analysts. 
Before going into further detail of this example and Table 1 
which is related to this example, type I and type II errors will be 
defined. 
Statistical decisions in which there are just two possible 
actions constitute an important class called hypothesis testing 
problems. The possible states of nature are called hypotheses 
19 
about nature. A simple hypothesis, then, is a complete specification 
of a probability distribution--the distribution of the population 
on which observations are obtained for inference. 
Let two actions be open to the decision marker and be denoted 
A and B. The analysis will be given in tenns of the regret function, 
which has the property that for each state of nature, one action 
(at least) has zero regret. This action is correct for that state 
of nature. The set of all states for which A is the correct action 
is called the acceptance region. 
Therefore, if action A is taken as a decision, the hypothesis 
is said to be accepted (reject hypothesis). The region of the 
sample space containing the values for which we reject the 
hypothesis is called the critical region or rejection area
Now consider a random variable X with unknown parameter e. If the 
hypothesis is e = eo, then related to this hypothesis there 
exist three types of alternatives: 
20 
8 < 80 
e > 00
8 t 80
3.1.3 
3.1.4
3.1. S 
3.1.5 is a two--sided alternative while 3.1.3 and 3.1.4 are 
ome-sided alternatives. 
Now assume that e is used to index the states of nature and 
A. and B denote the two available actions. Let the losses associated
fr"or actions A and B be defined by:
L(e, A) 
{ 
0 if e is in HOif e is in H1
L (e, B) = 
{
Cl. if e is in H00 if e is in Hi
C:hoosing action A when e is actually in the set H
1 
is an error, 
amd choosing action B when e is actually in H
0 
is also an error. 
Talking the first action is called type II error and the second one 
Ls called a type I error. In other words, the rejection of a 
t:n�e null hypothesis is called a type I error, and the acceptance 
olf a false null hypothesis is called a type II error. Or: 
In type I errors (table 2) the hypothesis is true, but 1s 
rejected. a. is defined such that 
or 
P(accept alternate Hypothesis is true)= a. 
P(H1 jH) = a.
In type II errors (table 2) the hypothesis is false, but not 
rejected. 
OT 
sis defined such that 
P(accept hypothesis I Alternate is true) = 8 
P(HIHi) = 8
The quantity 
n = 1-6 
is called the power of the test, or the probability of avoiding 
type II errors, and usually depends one, n(e) = 1-6. 
Table 2. Relation of type I and type II errors. 
unknown truth 
8 == 80 8 = 81 
'D true decision type II error 
Cl)r-.. 8 == 80 µ"CJ p == 1-ct p == 13 tJ Q) 
Cl) .µ 
•r-. p.
Cl) Q) 
i-.. u type I error true decision 
µ C1l 8 == 81 0 '--' p = ct p = 1-6z
The probability ct is called type I risk or producer's risk, and 
the corresponding 13 is called type II risk, or consumer's risk. 
Consider the type II error (consumer's risk) when a bag of 
seeds labeledµ = 2 weed seeds per 50 grams has been mislabeled 
by 300%. That is, the bag came from a seed population which has 
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an average of 6 weed seeds per 50 grams. The probability of a type II 
error is shown in Table 3 for various sample sizes. This table 
is computed from Table 1 which was taken from Rules for Testing Seeds. 
The consumer risk may be very high, depending on sample size. 
This risk is even larger if alternatives closer to the published 
label are considered. 
Table 3. Relation of sample size to type I and 
type II errors. 
Sample Size :Maximtnn within type II error type I error 
(QTam5) tolerance e a 
25 4 .98 .OS 
50 6 .61 .OS 
100 9 • 24 .OS 
150 12 .OS .05 
200 14 .02 .05 
Consider the relation of type I and type II errors on the 
same sample problem where the mean number of noxious weed seeds 
is actually 5/50 grams, and let the probability of type I error 
(producer's risk) be equal to 0.05. Suppose the hypothesis to be 
tested is: 
H
0
: µ = 2 noxious weed seeds in 50 grams
H
1
: µ > 2 noxious weed seeds in 50 grams
where the actual value ofµ is 250% of the original mean. According 
to Table 1, the maximum number within the tolerances is equal to 6. 
Assume that a sample of 50 grams is analyzed for weed seeds. The 
type II error for this hypothesis and sample size is: 
p(y < 6Jµ = 5) = .77 
or the consumer risk in accepting the hypothesis while the alternate 
is true is .77 which is 15.4 times as great as the producer's risk. 
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In simple words, even if the bag is mislabeled by 250% of its 
labeled value, the consumer has little chance of detecting the 
eruoneous labeling. 
Suppose now the sample size is doubled, i.e., a 100 gram 
sarnple is analyzed. Then the appropriate hypothesis is 
H0: µ = 4
H1: µ ::f 4
and the actual value for the population isµ= 10. According to 
Table 1, the maximum number within the tolerances is equal to 9. 
In this case, the type II error is: 
p(y < 9 I ]J = 10) = 0. 468 
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In general, an increase in sample size produces a smaller probability 
of a type II error. 
The consumer has vital interest in the type II error. Thus, he 
is interested in the sample required to provide him with an acceptable 
probability of a type II error. 
However, the problem is not completely determined by selecting 
an acceptable probability of type II error because this error depends 
upon the mean number of noxious seeds in a sample of a fixed size, 
which is tmknown. The consumer may have a continulD'll of acceptable 
risk levels. For example, if the bag is mislabeled by only a 
small amount, he is not seriously affected and thus is willing to 
take a large risk. However, if the bag is grossly mislabeled, he 
desires a small risk of a type II error. This inverse relationship 
between the amount of mislabeling and acceptable risk is a property 
provided by the test as given. By selecting a sample size, a risk 
curve for type II errors is detennined which gives small risk 
for gross mislabeling and vice versa. Thus a family of curves, 
one for each possible sample size, results. The problem now becomes 
one of choosing an acceptable curve which then detennines the 
appropriate sample size for the test. 
A curve may be determined by choosing the acceptable consl.IDler's 
risk at a specified value ofµ within the alternate hypothesis, the 
choice of significance level a = .OS. It seems that any procedure 
which considers the type II error should have some guidelines, or 
better still, some accepted standard, such as the standard of 
a = .OS for type I error. 
The choice of a standard is beyond the scope of this work. 
However, the following considerations will be useful in establishing 
guidelines or a standard. 
A meaningful reference level for a test with a fixed sample 
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size is the value ofµ in the alternate which requires for a = S = 0,05. 
This may be compared with the value ofµ hypothesized. 
If the producer claims that there are on the average 1 noxious 
weed seeds per 50 grams, consider the graph of 8 plotted against ·� 
for a fixed sample of 50 grams as shown in Figure 3. 
It can be seen from Figure 3 that the nl.Uilber of noxious weed 
seeds has to be 900% more than the labeled value to have S = .OS. 
In other words, if in a test, a label of 1 noxious weed seed per 50 
grams is assumed, and if the sample size of 50 grams (fixed) for a 
test is used, the true A has to be approximately 9 times larger than 
s 
1 2 3 4 S 6 7 8 9 
Figure 3. Relation of type II error with mean. 
the labeled value in order to be detected with the same probability 
as given by the producer's risk. 
3.1 Corrections on the previous method 
Up to this point, the problems of the previous method have 
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been discussed. To correct these problems, two major things are to 
be developed: (1) Corrected values of X, and ''maximwn nwnber 
within tolerance" in Table 1, (2) A general method of selecting the 
appropriate sample size. 
(1) Correct values of X, and ''maximLDTI number within tolerance"
in �able 1. As a result of Chapter II and beginning in this chapter, 
the distribution of noxious weed seeds is based on poisson's binomial 
limit. The probability of finding X defective units in a random 
sample of N units drawn from an infinite universe (general output 
of tmiform product) in which the fraction defective is p given by 
As mentioned before, when pis less than 0.10 and n is large, 
an approximation to this expression that is satisfactory for most 
practical purposes is given by the poisson probability distribution 
X -pn 
p (x) 
= ___,_,.(p_n)
'---
e __
x! 
where np = mean, of the poisson distribution or the expected nt.nnber 
of defective units in a sample. Or, if N units in which the number 
of defective units is M = PN is given exactly by the hypergeornetric 
distribution 
When p is small and� is small, the poisson approximation can 
N 
be used as described before. 
Table 4, which is the correction of Table 1, is given here 
based on 
x=c 
X -µ
µ e 
n! 
= 0.95 C = 0, 1, 2,, .. 
where µ is equal to mean of poisson distribution and, in this 
problem,µ = 1, 2, .•. , 180. 
The problem which was used to compute the entries in this 
table is included in Appendix A. (See the American Mathematical 
Monthly, June, 1913 for values of µ, 0.0001 to 928, for further 
information.) 
(2) A general method of selecting the appropriate sample
size. Table 4 alone is not as useful as it might be because it 
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Table 4. 
Number Maximum 
labeled nwnber 
or within 
represented tolerance 
X y 
1 3 
2 5 
3 6 
4 8 
5 9 
6 10 
7 12 
8 13 
9 14 
10 15 
11 17 
12 18 
13 19 
14 20 
15 22 
16 23 
17 24 
18 25 
19 26 
20 28 
21 29 
22 30 
23 31 
24 32 
25 33 
26 35 
27 36 
28 37 
29 38 
30 39 
31 40 
32 42 
33 43 
34 44 
35 45 
36 46 
37 47 
38 48 
39 50 
40 51 
41 52 
42 53 
43 54 
Correction of Table 1. 
Number Maximum Number 
labeled nwnber labeled 
or within or 
represented tolerance represented 
X Y X 
44 55 87 
45 56 88 
46 57 89 
47 59 90 
48 60 91 
49 61 92 
50 62 93 
51 63 94 
52 64 95 
53 65 96 
54 66 97 
55 67 98 
56 69 99 
57 70 100 
58 71 101 
59 72 102 
60 73 103 
61 74 104 
62 75 105 
63 76 106 
64 77 107 
65 79 108 
66 80 109 
67 81 110 
68 82 111 
69 83 112 
70 84 113 
71 85 114 
72 86 -115
73 87 116
74 88 117
75 90 118
76 91 119
77 92 120
78 93 121
79 94 123
80 95 124
81 96 125
82 97 126
83 98 127
84 99 128
85 100 129
86 101 130
Maxi.mum 
number 
within 
tolerance 
y 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
115 
116 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
128 
219 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
142 
143 
144 
145 
146 
147 
148 
Table 4. Continued 
Number Maximum Number Maximum 
labeled number labeled number 
or within or within 
represented tolerance represented tolerance 
X y X y 
131 150 156 177 
132 151 157 178 
133 152 158 179 
134 153 159 180 
135 154 160 181 
136 155 161 182 
137 157 162 183 
138 158 163 184 
139 159 164 185 
140 160 165 186 
141 161 166 187 
142 162 167 189 
143 163 168 190 
144 164 169 191 
145 165 170 192 
146 166 171 193 
147 167 172 194 
148 168 173 195 
149 169 174 196 
150 170 175 197 
151 171 176 198 
152 173 177 199 
153 174 178 200 
154 175 179 201 
155 176 180 202 
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gives no infonnation which may be used in finding an acceptable 
leve l for the consumer's risk. The question may be asked relative to 
the consequences of the average number of noxious weed seeds in a 
lot: What is a reasonahle deviation from the published mean to be 
detected with S = .OS? If, for example, it is determined that 
double the published amount is not a serious deviation but triple 
the amount should be detected. A deviation of 300% should be set 
as the alternative which should be detected with probability of .95. 
The sample size may then be determined. This determination may be 
greatly facilitated by using a graph. To find a unique graph that 
could be used for any particular deviation, consider the functional 
rela.tion between deviation y ar.d sample size n. 
Definition: Basic sample unit (BSU). A (BSU) is the size 
of sample for which the average number of noxious weed seeds (as 
labeled) is one. 
For example, suppose a bag is labeled 5 noxious seeds per 
50 grams. Then the BSU is 10 grams. Or suppose it is labeled 
"less than .01% weed seeds." Equivalently, the label could then be 
written as 1 weed seed per 10,000 seeds. The BSU is then 10,000 
seedl.s. 
Figure 4 gives the graph of percent deviation (y) from the 
labeled value plotted against sample size for S = 0.05, 0.10, and 
0.30. The sample size is expressed in BSU. The following example 
will serve to illustrate the use of this graph. 
Suppose it is determined that a lot of seeds is labeled "less 
than • 01 % noxious seeds." The BSU is then 10,000 seeds. It has 
30 
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Figure 4. Relation of BSU to cleviation from hypothesizecl mean. 
been detennined previously that 0.1% contamination by the type
of weed seed nonnally found with the particular type of seed being 
considered results in significant degradation of the drop. Thus 
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y = 900% and a = S = .05 should be the protection levels of the type I 
and type II errors. From the graph it may be seen that a sample of 
1 BSU or 10,000 seeds provides more than the required protection. If 
the producer is willing to lower the label, a smaller sample may be 
used, since in the first case more than the required protection was 
provided. Suppose the label 0.05% noxious seeds is used (i.e., 
5/10,000 or 1/2,000). Then the BSU is 2,000 seeds, y = 400%. 
From Figure 4, the sample size is 2 BSU or 4,000 seeds. 
As another example, suppose the lot is labeled "not more than 
2 noxious seeds per 50 grams." The BSU is then 25 grams. Suppose 
also that a critical deviation from the labeled value is 200%. From 
Figure 4, the required sample size for a = S = .05 at y = 200% 
is 5 BSU or 125 grams. One might ask: What are the characteristics 
of a test with this sample size for values of S other than .05? Two 
other curves are plotted in Figure 4 which will aid in evaluating 
the values of S corresponding to other deviations. Thus, in this 
case a deviation of 184% would be detected with probability .30. 
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CHAPTER IV 
MATHEMATICAL FORMULATION 
4.1 Sequential analysis 
Tne first idea of a sequential test procedure, i.e., a test 
for which the number of observations is not detennined in advance 
but is dependent on the outcome of the observations as they are made, 
was constructed by H. F. Dodge and H .  G. Roming in 1929. 
This technique was further developed by Abrai1uun Wald (1947). 
Wald's first paper appeared in 1944 and a second paper appeared in 
1945. The complete book was published in 1947. Wald (1947) 
described sequential test as follows: A rule is given for making 
one of the following three decisions at any stage of the experiment 
(at the mth trial for each integral value of m): (1) to accept 
the hypothesis H, (2) to reject the hypothesis H, (3) to continue 
the experiment by making ru1 additional observation. Thus, such a 
test procedure is carried out sequentially. On the basis of the 
first observation, one of the aforementioned three decisions is made. 
If the first or second decision is made, the process is terminated. 
If the third decision is made, the second trial is performed. The 
process is continued until either the first or the second decision 
is made. The number n of observations required by such a test 
procedure is a random variable since the value of n depends on the 
outcome of the observations. 
4.2 The sequential probability ratio test for 
testing a simple hypothesis Hg against a 
single alternate�-
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Wald in 1947 defined the sequential probability ratio as follows: 
Let f(x, 6) denote the distribution of the random variable x under 
consideration. Let H0 be the hypothesis that 6 = So, and H1 the
hypothesis that 6 = 01• 'Th.us, the distribution of x is given by 
f(x, 60) when H0 is true, and by f(x, 01
) when 8i is true. We shall
denote the successive observations on x by x1
, x2 ... , etc.
For any positive integral value m, the probability that a 
sample x1
, ... , x
m 
will be obtained is given by
when 8i is true, and by 
when H
0 
is true.
The sequential probability ratio for testing H0 
against H
1
is defined as follows: Two positive constants A and B (B < A) 
are chosen. At each stage of the experiment (at the mth trial 
for any integral value m), the probability ratio 
is computed if B < pl
m 
< A 
Pam
The experiment is continued by taking an additional observation. 
If 
> A
4.2.1 
4.2.2 
4.2.3 
4.2.4 
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The process is tenninated with_ the rejection of Ha (acceptance of 8i_).
If 
< B 4.2.S 
The process is tenninated with the acceptance of H0• The constants
A and Bare detennined so that the test will have the prescribed 
strength (a, s).
For the purposes of practical computation, it is often more 
convenient to compute the logarithm of the ratio plm/pom than the
ratio p1m/p0m itself. 
The reason for this is that log(p1m/poffi)
can be written as the sum of m i terns, 
z. =
l 
The test procedure is carried out as follows: The quantities Z. 
l
(i = 1,  2, ... ) are used. At each stage of the experiment (at the 
mth trial for each integral value of m), the currrulative sum 
+ Z is computed.m
If 
log B < z
1 
+ z
2 
+ • • •  + Z
m 
< log A
The process is continued by taking an additional observatiun. 
If 
4.2.6 
4. 2.7
z
1 
+ • • • + zm.:::.. log A 4.2.8 
The experiment is tenninated with the rejection of H0
. If
z
1 
+ • • •  + Z < log B 4.2.9 m-
The process is tenninated with the acceptance of H
0
.
A.3 Fundamental relations among the quantities
a , 6 , A, and B 
Wald (1947) described this relationship as: Sample 
(x1, .•. , xrn) is of type O if
35 
B < = 
f(x1, e1) .•• f(xrn
, e1)
f (xl, eo) 
... f(xrn, eo)
< A 4.3.1 
for rn = 1, 2, • • • , m-1, and 
p
l
rn
< B . 
Porn
Similarly, a sample (xl' ... ' xrn) is of type 1 if
B < 
plrn
f(x1, e1) 
... f (x
rn
, el) A = < 4.3.2 
Porn f(x1, e0) .
.• f (x
rn
, 60)
for rn = 1, rn-1, and 
pl
rn
A. . . . ' 
Porn
Thus, a sample of type O leads to the acceptance of H0 and a
sample of type 1 leads to the acceptance of H1 (rejection of H0).
Clearly, for any given sample (x1, .•. , xm) of type 1 the
probability of obtaining such a sample is at least A times as large 
under hypothesis H1 as under H0. 'Thus , the probability measure
of the totality of all samples of type 1 is the same as the probability 
that the sequential process will terminate with the acceptance of 
H
1 (
rejection of H0). But the latter probability is equal to a when
H0 is true and to 1-B when Hi_ is true. Thus, we obtain the inequality
1 - B > Ao.
4.3.3 
or 
A > 1-B 
0\ 
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Thus, (1-8)/a is an upper limit for A. A lower limit for B can be 
derived in a similar way. In fact, for any given sample (x1, ... , xm)
of type O the probability of obtaining such a sample under r"½_ is at 
most B times as large when r"½_ is true as when H0 is true.
Since the probability of accepting H0 is 1 = a when Ho is true
and 8 when 8i is true, we obtain the inequality 
or 
S < (1 - a )B 
B > s 
1-a.
4.3.4 
Thus, s/(1-a) is a lower limit for B. The two inequalities can also 
be written as 
A > 
1-a
s 
and 
B > 
s 
1-a
These two inequalities prove in this situation that the success 
observations x1, x2, .•. are independent observations on x. The
4.3.5 
two inequalities also remain valid even if the success observations 
are dependent. 
" 
CHAPTER V 
APPLICATION OF SEQUBITIAL ANALYSIS 
TO THE TOLERANCES OF NOXIOUS WEED SEEDS 
5.1 ::vlethodology
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Since the distribution of noxious weed seed in a lot is 
approximately poisson distributed .with the mean number of noxious ;,;eed 
seedsµ the sequential probability ratios with 
becomes 
P1ID 
Porn
N 
e-i.io x. i.i1 l
i=l= 
N 
e -µ1 x. TI µ 1 l 
i=l 
By 4.3.1 and 5.1.2, 
s log(--)1-a. < 
H
o: 
H
l: 
N 
TI 
i=l 
N 
i=l 
These inequalities become 
µ = µo 
µ = µ 1 
e-i.io
x! 
e-i.i1 
x! 
= 
x. 
µ0 
µ 1 
l 
x. 
l 
-Nµ e o
e-µ1
Ex.
i.io 
1Ex
.
µ l 
l
5.1.1 
5 .1. 2 
< log ( 
1-S )
a. 
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log( l�a 
) < -NGio-µ J.) + De. log (Ji 0 / µ 1) < log C 
1-S 
)
1. a 
5.1.3 
log ( 6 ) + NCJlo-µ1) < }";JCi 
1-s + NCJio-µ1)= logCJiof µ1) < log ( . a ) 1-a 
= 
< }:JC. < 
1. log(µ /µ ) 0 l 
For µ 1 > µ 0 these inequalities would be reversed which makes 
log(rµ 0/µ1) negative. 
Assume that an equal size of type I and type II errors is 
req11ired for a fixed alternative value of µ or a = S = 0.05. 
Hen�e, we are willing to risk rejection of lots 5% of the time with 
mean equal to µ 0 , and acceptance of a lot with mean equal to µ 1 , 
5% of the time. Then 5.1.3 becomes 
log(l���s) + 
N(µo-µ1)
log(µ/µ 1) 
< }";X. < 
1 
log 19 + N(µ 0 -µ1) 
log(µofµ 1) 
< LX. < 
1- 05 
log( 
.OS)
+ N(µo-µ1)
log(µo/µ1) 
log 19 + N(µ 0-µ1) 
log(µ/µ1) 
5.1.4 
These inequalities can be used for any µ 0 and µ1. For our 
purpiose, a particular hypothesis with different deviations from the 
hypo>thesized value as alternative ITRlSt be selected, such that it 
coul.d be used as general. The quantity log(µ 0/µ 1) for the alternate 
hyp0>thesis specified according to this deviation from µo is given 
in 1fable 5. 
Table 5. Relation of percent deviation to log(µ0/µ1). 
20 30 40 50 75 10 125 150 175 200 300 
N '° r:--- r:--- N tj- l"1 0) 0 r-1 
l"1 l"1 tj- tj- '° r-1 CJ) N '° '° 
N N '° L.l"l 0\ t") 0 '° ...... 00 
00 '° l"1 0 L.l"l 0) rl rl r-1 0) 00 
N l"1 tj- Uj '° co 0) 0 0 . . . . . . . . . . . 
0 0 0 0 0 0 0 0 ...-l ...-l 
rl 
The value of log(l9) is 2.94444. The derivation (µ0-µ1) 
is a deviation from the true mean (labeled) and for a specific 
test is constant. N is the only variable in the sequential test 
and will take on the values 1, 2, .•. up to the time that the test 
is ·terminated. X. is a number of poisson in a unit weight of 
1 
sample, and [xi is the sum of poisson after the ith sample is
taken from the lot. 
EXAMPLE: Consider a lot which is labeled 1 noxious weed 
seed per 50 grams of lot. The consumer would like to test: 
Ho: µo == 1 
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I 
H1: µ == 100% deviation from hypothesis or select alternate
+ µ0 == 2 or twice as much as it is labeled.
In this example, log(µ0/µ1) == -0.69314 and µ0-µ1 == -1.
Applied to 5.1.4, 
-2.94444 - 1.0 N < [x.(-.69314) 
1 
< +2.94444 - 1.0 N
2.94444 + 1.0 N =--------
.69314 
> z:.x. > -2.94444 + 1.0 N
.69314 
These inequalities are inversed now. The consumer will accept the 
hypothesis (reject alternate) if 
1:X- -< 
1 -
-2.94444 + 1.0 N 
0.69314 
and will reject the hypothesis (accept the alternate) if 
2.94444 + 1.0 N 
0.69314 
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If neither inequality is satisfied, another observation will be taken. 
This problem was sinn.llated on the computer. Poisson random 
variables were simulated and 1:xi recorded at each stage. The
method of generating poisson random variables is found in Appendix B. 
Compare the 1:x with upper and lower bounds, if 1:x. is bigger 
1 
than the upper limit, the hypothesis will be rejected, if 1:x. is 
1 
smaller than the lower limit, the inspector will accept the hypothesis. 
If neither of the two cases are true, another sample will be selected. 
This illustration is shown in Figure 5. 
5.2 Illustration of the problem in practice 
The method given in this chapter is suggested to be used instead 
of the previous method. The following are the main reasons for the 
change: 
1. This method is designed to aviod unnecessary observations.
In most cases, the sample size will be rrruch smaller than required in 
the usual test. 
2. The probabilities of type I (producer's risk) and type II
z:x 
10 
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6 
5 
4 
3 
2 
1 
Rejection 
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tolerance 
Continue 
sampling 
1 2 3 4 
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5 6 7 8 
N 
Figure 5. Sequential test for the problem done by the 
computer. 
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(consumer's risk) error ca:i.1 be decided in advance and easily 
incorporated into the test. 
3. The test is inherently simpler than the usual proceedure.
To illustrate the problem, a lot which is labeled 1 noxious 
weed seed per 50 grams of sample will be discussed. At the same 
time, the following four major problems need to be covered: 
(1) Choosing alternate or deviation from the true mean; (2) Upper
and lower limits related to deviation from the true mean (labeled);
(3) Relation of the other means (µ0) (labeled) to the sample size
in base µ 0 = 1 noxious weed seed per unit weight; (4) Expected
sample size needed to reach to an acceptance or rejection of the
hypothesis. 
(1) Choosing alternatives (deviation from the true means, or
labeled). Since it is necessary to have an assumption before the 
test starts, different possibilities that may occur during the test 
related to previous assumptions need to be detennined in advance. 
Let the value labeled be 1 noxious weed seed per 50 grams of 
sample from the lot. Table 6 shows the value of µ1 for various
deviations from µ0 expressed in percentage. 
EXAMPLE: A bag is labeled 1/50 grams. The inspector would 
like to test under what alternate the bag should be tested. If it 
is legal to have the deviation of 50%, then the alternate will be 
µ = 1.5. Then the test will be:· 
1 
Ha:µo = l 
H1: µ1 = 
1.5
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a e . e a  ion o T bl 6 R 1 t· f Jercen t d . t· evia ion 0 a t 1t erna ives. 
devi- 10 20 30 40 so 60 70 100 150 200 250 300 
at-;on 
alter-
nate 1.1 1.2 1.3 1.4 1.5 1.6 1. 7 2 2.5 3 3.5 
and sampling after setting upper and lower limits will be started 
until one of the decisions is made. 
(2) Upper and lower limits related to deviations from the
4 
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true mean (labeled). The second step of the procedure is to 
determine the limits of the test. All of these assumptions are under 
consideration of equal chance of producer's and consumer's risks 
(a = S = .OS). According to 5.1.4, upper and lower limits are 
log 19 + N(µo-1J1) 
log(µ o/\J 1) 
log 19 + N(µo-\J1) 
log(1Jo/1J1) 
as upper limit and 
as lower 1 imi t 
where µ0-w1 is a deviation of the labeled mean \JO from alternate µ1• 
Table 7 shows upper and lower limits in relation to deviation from 
the true mean (µ0).
This table can be chang ed very easily if other deviations or 
other type I or II errors are to be consedered. 
EXAMPLE: Asstnne that a lot is labeled 1 noxious weed seed 
per SO grams. The inspector (or constnner) would like to test with 
100% deviation from the mean(µ = 2). What will be upper and lower 
control limits for the test? By Table 7, under 100% deviation, 
Table 7. Relation of upper and lower limits with respect 
to deviation from the labeled value (BSU = 1/50). 
% deviation upper limit lower limit from tolerance 
10 2.94444 + .ZN -2.94444 + .lN
0.09531 0.09531 
20 2.94444 + .ZN -2.94444 + .ZN
0.18232 0.18232 
30 2.94444 + .3N -2.94444 + .3N
0.26236 0.26236 
40 2.94444 + .4N -2.94444 + .4N
0.33647 0.33647 
50 2.94444 + .SN -2.94444 + .SN
0.40547 0.40547 
60 2.94444 + .6N -2.94444 + .6N
0.47000 0.47000 
70 2.94444 + .7N -2.94444 + .7N
0.53063 0.53063 
100 2.94444 + 1.0N -2 . 94444 + 1. ON
0.69314 0.69314 
150 2.94444 + 1.5N -2.94444 + 1.5N
0.91629 0.91629 
200 2.94444 + 2.0N -2.94444 + 2.0N
1.09861 1.09861 
250 2.94444 + 2.SN -2.94444 + 2.5N
1. 26276 1. 26276
300 2.94444 + 3.0N -2.94444 + 3.0N
1.38629 1.38629 
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upper and lower control limits are: 
and 
and 
-2.94444 + 1.0N
0,69314 
2.94444 + 1.0N 
0.69314 
as lower control limit or 
accepting region 
as upper limit or rejection 
line 
(3) Relation of the other mean(µ) or labeled value to
sample size in basic sample uni ts (BSU). The following procedure 
is used to determine the appropriate sample size. Express µ 
in terms of the BSU; thus, 10 noxious weed seeds per 50 grams 
would be converted as: 
10 
50 
::: 
1 
5 
In other words, the BSU is 5 grams, or 5 grams of seed need to be 
tested. 
(4) Expected sample size required to reach a decision.
Wald(l947) developed the expected number of samples required. 
B. W. Lindgren (1960) proved the same idea with more explanation. 
The nwnber of observations required to reach a decision, in a 
given sequential liklihood ratio test, is a random variable and is 
given by 
E(N) = E(log bN)/E(Z)
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w1here 
z. = logfFo (_X.) /Fl (X. )Jl l l 
amd log� for a random variable llN is approximately a Bernulli
n 
vrariable, with the value log A if the decision reached is to 
r·eject 8a and the value log B if the decision reached is to 
atccept H0, then
E8(log LiN) = (_log A)1r(e) + (log B)[l-1r(8)]
w1here 1r(8) is the power function or probability that the given 
t:est rejects H0, when the state is actually 8. Then
[a log A +  (1-a) log B] 
wrhen the hypothesis is true and 
((1-B) log A+ B log BJ 
wlh.en the alternate is true. 
Table 8 shows the relation of sample size needed to be 
tested to deviation from the labeled mean when the hypothesis 
is true, and Table 9 shows the same relationship when the 
alternate is true. 
For noxious weed seeds, E(Z H0) becomes:
-µo Xe µ o 
E(Z) = E(log x) -µ1e µ o 
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= -(µ0-µ1) + E[x log(µ/µ1)]
= -(µ 0 -11_1) + log(µ 0/µ1 ) ECx) 
Instead of E(x), the value hypothesis µ0 should be replaced if
the hypothesis is true and µ0 if the alternate is true, then
E(log AN) becomes
E(log �N) = [a log A+ (1-a) log B]
where a = B = 0.05. The result becomes 
E(log ¾) = 0.05 log 1/19 + (1-0.05) log 19 
= 0.05(-log 19) + 0.95 (log 19) 
= 0.05(-2.94444) + 0.95(2.94444) = 2.65 
where the hypothesis is true, and 
E(log 6N) = (1-0.5) log A+ .OS log B
= 0.95(-2,94444) + 0.05(2.94444) = -2.65 
where the alternate is true. 
Different values of E(Z!H0) and E(Z!H1) and the computer
pro gram are in Appendix C. 
EXAt\.fPLE: A lot is labeled 1 noxious weed seed per lll1i t of 
weight (sample). If the state of the hypothesized are: 
H
1
: JJ1 = 2 (100% deviation from labeled)
E(N!Ho) = 
___ 2_.6_5 ___ _
-(1-2) + 1 log(l/2) 
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Table 8_ Relation of% deviation (labeled) with 
expected number of sample required Mlen 
hypothesis is true. 
% deviation from labeled 
µ 20 30 40 so 70 100 200 300 
1 150 70 42 28 16 9 3 2 
2 75 35 23 14 8 4 1 1 
3 so 23 14 9 s 3 1 1 
4 37 17 10 7 4 2 1 
6 25 11 7 s 3 1 
7 21 10 6 4 2 1 
8 19 8 s 4 2 1 
9 17 7 5 4 2 1 
10 15 7 4 3 2 1 
20 7 3 1 1 1 
30 5 2 1 1 1 
40 4 2 1 1 
50 3 1 1 1 
60 2 1 1 
70 2 1 1 
80 2 1 1 
90 2 1 
100 1 1 
Table 9. Relation of % deviation (labeled) with 
expected mnnber of sample required when 
alternate is true. 
\l % deviation from labeled 
(labeled 20 30 40 so 70 100 200 300 
1 141 65 37 24 13 7 2 1 
2 71 32 19 12 7 3 1 1 
3 47 22 12 8 4 2 1 
4 35 16 9 6 3 2 1 
5 28 13 7 5 3 1 
6 24 11 6 4 2 1 
7 20 9 5 3 2 1 
8 18 8 5 3 2 1 
9 16 7 4 3 1 1 
10 14 6 4 2 1 
20 7 3 2 1 1 
30 5 2 1 1 
40 4 2 1 1 
so 3 1 1 
60 2 1 1 
70 2 1 1 
80 2 1 
90 2 1 
100 1 1 
2.65 2.65 == 
1 + (-log 2) 1-0.69314
== 8.63 
or 9 samples are required on the average to reach a decision. 
Of course the bigger the µ0 or µ1 , the smaller the sample size
required. Also, the sample size decreases as the percentage of 
so 
the alternate increases. This relation can be seen in Tables 8 and 9. 
COMPLETE EXAMPLE: Suppose a lot of seeds is labeled 10 
noxious weed seeds per SO grams. Let the test be conducted with 
a = S == 0.05 and a deviation of 100% from the labeled. Suppose 
also that it is convenient to use a 10 gram sample. The test is 
set up as follows: 
1. Convert 10 noxious weed seeds per 50 grams to a sample
of 10 grams. 
10 1 
so
= s 
or, each sample must have 1 noxious weed seed per 5 grams of sample. 
2. State the nature of the hypothesized value as follows:
and 
Ho: llo = 1
H1: \11 = 2 (100% deviation from labeled)
3. Upper and lower limits from Table 7 will be
2. 94444 + I.ON
0.69314 
-2.94444 + I.ON
0.69314 
as upper limit 
as lower limit 
4. Expected nwnber of samples required according to Tables 8
and 9 will be 9 if the hypothesis is true and 7 if the alternate 
is true. 
5, Start sampling with 5 grams in each sample. Suppose that 
in the first sample 3 noxious weed seeds were found, in the second 
sample 0 noxious weed seeds were found, in the third sample 
4 noxious weed seeds were found, and in the fourth sample 4 were 
found, By Table 10, the sequential test will than be terminated at 
the fourth sample and the hypothesis that the label is correct 
will be rejected, because at the fourth trial LX- lower limit. 
1 
Table 10. Illustration of the sample problem. 
Upper limit 5,69 7.13 
3 3 
Lower limit -2.81 -1.36
5.3 Proof that the probability is 1 that the 
sequential probability ratio test will 
eventually terminate 
8.58 10.01 
7 11 
0.08 1.52 
The question may be asked: What if sampling continues? 
Wald (1947) proved that the probability is 1 that the sequential 
probability ratio test will eventually terminate. 
The sequential probability ratio test terminates at the nth 
trial where n is the smallest integer for which either 
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or 
z1 
+ ••• + z > log A
n-
zl 
+ ••• +
Let c = log B + log A. 
z < log Bn-
Subdivide the infinite sequence 
z1, z2, z3, ••. into 
segments of length r where r 1s some positive
integer. 'Th.us, the first segment s
1 
will consist of the elements 
z1, ... , zr, the second segment s2 will contain the elements
zr+1, .•. , z2r, etc. In general, the kth segments� will
consist of the elements z(k-l)r+i,···, zkr . Let sk denote the sum
of the elements in the kth segment. It can be seen that if the 
infinite sequence z
1
, z2, ... etc. is such that the sequential
process never terminates, then 
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lskl < C fork= 1, 2, ...• 5.3.1 
Inequality 5.3.1 can also be written 
< 
2 
C fork= 1, 2, .... 
Thus, in order to show that the probability is 1 that the 
sequential process will eventually terminate, it is sufficient to 
prove that the probability is O that 5.3.2 holds for all integral 
values k. For any given positive integer i denote by P. the 
5.3.2 
2 2 probability that si < c .  Since z1, z2, •.. , etc. are independently
distributed, each having the same distribution, the distribution of 
s· must be the same for all values i. Hence, P. is also independent 
1 1 
of i and is denoted by P. Since s1
, s2, ... , etc. are independently
distributed, the probability of the joint event that 5.3.2 holds 
for all values k, it is sufficient to show that P < 1. Clearly, 
if the expected value of s1
2 
is greater than c
2
, then P must be
less than 1. Since the variance of z. is assumed to be positive, 
the expected value of s1
2 
can be made arbitrarily large by
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choosing r, which is the number of elements in a segment sufficiently 
large. 1hus, P < 1, and the proposition is proved:· The probability 
is 1 that the sequential probability ratio test procedure will 
eventually terminate. 
5.4 Tennination of the sequential test procedure 
In 5.3 it was proved that the probability is 1 that the 
sequential probability test procedure will eventually terminate, 
but it is usually desirable to set a definite upper limit, say 
n0, for the number of observations. Wald (1947) suggested a method
of truncation of the sequential test by giving a near rule for the 
acceptance or rejection of H0 
at the n� trial if the sequential
process did not lead to a final decision for n � n0 as follows:
If the sequential probability ratio test does not lead to a final 
decision for n � n0, accept H0 at the n� trial when
no 
log B < I 
a.=l 
and reject H0 when
no 
o < I 
a.=l
z < 0 
a. -
z < log A a. -
By truncating the sequential process at then� trial, the 
probabilities of type I a.nd type II errors must be changed. 
5.4.1 
5.4. 2
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Let a and 6 be the probabilities of type I and type II errors 
respectively if the sequential test is not truncated. The effect of 
the truncation on a and {3 will, of course, depend on the value of 
n0. The larger the n0, the smaller will be the effect of truncation
on a and 6. Denote the resulting probabilities of type I and type II 
errors by a (n0) and f3 (n0) , respectively, if the sequential process
is truncated at n = n
0
. 
To obtain an upper limit for a(n0), consider the cases in which
the truncated process leads to the rejection of H0, while the
non-truncated process leads to the acceptance of H0• Denote by
P0(n0
) the probability under H0 of obtaining a sample such that the
truncated process leads to the rejection of H0, while the non­
truncated process leads to the acceptance of H
0
• Then
The reason that in 5.4.3 the inequality sign holds instead of the 
equality sign is that there may be samples for which the truncated 
process leads to the acceptance of H0, while the non-truncated
process leads to the rejection of H0• To obtain an upper bound for
a(n0), we merely need to derive an upper bound for P0(n0). By
definition, P0(n0) is the probability under H0 
that for the successive
observations z
1
, z2, ... , etc., the following three conditions 
are simultaneously fulfilled: 
n 
log B < I 
a:::l 
z < log A a. for n = 1, n0 - 1 5.4.4 
z ,c; log A 
a 
Wh.en the sequential process is continued beyond n0, it terminates 
with the acceptance of H
0
. 
Denote by P0(n0) the probability under H0 that condition 
5.4.2 will be fulfilled, i.e., 
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z < log A) 
a 5.4.5 
Since the probability that condition 5.4.2 is fulfilled cannot be 
smaller than the probability that all three conditions are fulfilled 
simultaneously, then 
and , therefore , 
Thus, a +  P0(n0
) is an upper bound for a(n0), which can easily be 
computed, as will be shown later. To obtain an upper bound for 
6(n0) denote by P1 
(n
0
) the probability (under H
1) that the 
successive observations will be such that the truncated process 
5.4.6 
leads to the acceptance of H0
, while the non-truncated process 
leads to the rejection of H0•
In otl1er words, P1(n0) is the 
probability under H1 that the successive observations will satisfy 
the following three conditions simultaneously: 
log B < l z < log A 
a=l a 
for n = 1, ... , no-1
no 
log B < l 
et=l 
z < 0 
Ct-
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If the process is continued beyond the no.Th trial, it tenninat.:,s 
with the acceptance of }½_ • 
Clearly, 
Since it is difficult to determine the value of P1 (n.0), we
shall derive a simple upper bound for it. Let P1 (n0) be the
probability under 11J. that condition 5.4.1 is fulfilled, i.e., 
no 
P1(n0)=P1(logB< Ia=l 
Then P1 (n0) � P1 (n0) and then
z < 0) 
Ct -
Assume that n0 is sufficiently large so that z1 + • • •  + zn0
may be regarded as a normally distributed variable. When H. 
l 
5.4.7 
5.4.8 
5.4.9 
is true (i = O, 1), the expected value of z1 + • • •  + z is equal tono 
nOEi(z) and the standard deviation of z1 + • • •  + znO 
is equal to
�ci(z) where6i_(z) denotes the standard deviation of z when Hi is
true. To compute PO(nO), write the inequality
no 
0 < l 
a=l 
in the following fonn: 
z < log A 
Ct 
-n0E0 (z)
luaco (z)
zl + • • •  + zno 
- nOEO (z)
ln"ooo Cz)
log A-n
0
E0 (z)
�60 (z)
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5.5.1 
Let 
-n0E0 (z) 
liia00Cz) 
and \) = 2 
log A - n0E0(z)
�c0 (z)
5.5.2 
Since the middle tenn in 5.5.1 is nonnally distributed with zero 
irean and unit variance when H0 is true, the probability that 5.5.1
is fulfilled when H0 is true is equal to G(v2) - G(v1) where G(v)
denotes the probability that a nonnally distributed variable with 
mean O and variance unity will take a value less than v. Tirus, 
P0(n0) = G(v2) - G(v1) 5.5.3 
To compute P1(n0), write the inequality
no
log B < l
a=l 
z < 0a -
in the following fonn: 
Let 
log B - n0E1 (z)
rn;c1 (z)
< 
zl + • • •  + zno
- nOEl(z)
vn;-o1 (z)
log B - n0E1(z)
�i'\ (z) 
< 
-n0E1 (z)
vn;-o1 (z)
5.5.4 
5.5.5 
Since the middle tenn in 5.5.4 is nonnally distributed with mean 0 
and variance unity when 8i is true, the probability (under H1) that
5,5.4 holds is equal to G(v4) - G(v3). Hence
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These results can thus be sunnnarized as follows: 
5.5.7 
and 
5.5.8 
where v1, v2 , v3, and v4 are given in 5.5.2 and 5.5.4. These upper
bounds may considerably exceed a(n0) and B(n0), respectively. It
would be desirable to find closer limits. 
CHAPTER VI 
Sl.JM.1ARY AND CONCLUSION 
Statistical analysis of seed certification has been a subject 
of discussion for many years. Much effort is still needed to make 
this field of study complete, but in the philosophy of statistics, 
these efforts will be valid if they become practically useful. 
The tolerances of noxious weed seeds, the subject of this 
study, has been studied since 1929, but unfortunately, little 
effort has been applied in this area. 
Because of a lack of understanding of probability, especially 
of the type II error, the present testing program lacks the meaning 
and usefulness it might otherwise have. It has been shown that 
with no attention to sample size the risk to the consl.llller is very 
high. That is, the testing program encourages labeled values of 
seed contamination much higher than they should be. 
The table used for tolerance values, as it exists, does not 
give equal consideration to both the producer and the consumer 
according to the philosophy of statistics. 
Corrections of the previous methods have been made in this 
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study by the unique graph. Of course, the graph can be extended 
according to the needs of the testing program. The graph illustrates 
the relation of type I and type II errors with respect to sample 
size and deviation (alternate) from the true mean or labeled. 
A new approach to the solution of this problem was the intended 
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purpose of this study. Sequential analysis with its wide application 
was discussed as a solution to statistical analysis tolerances of 
noxious weed seeds. 
In sequential analysis, decisions of risk can be made in 
advance; upper and lower control limits can be changed easily; and 
the JTX)St important advantage is that the test can be easily understood 
and practically used. By taking continuous sampling and making a 
decision at the end of each sampling, the inspector's duties are 
considerably eased. 
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· Appendix A
Computer Program for Cumulative Poisson Distribution 
This program provides the solution to the following equation for 
given values ofµ: 
Program: 
co X -,µ 
I µ e = o.9s
x=c n! 
IMPLICIT REAL*8 (A-H,O-Z) 
X=l 
1 K=O 
FX=DEXP ( -X) 
SUM=FX 
2 IF(SUM.GE .. 95)GO TO 3 
IF(K.GT.350)GO TO 3 
K=K+l 
FX=FX*X/DFLOAT(K) 
SUM=SUM+FX 
GO TO 2 
3 WRITE(6,100)X,SUM,K 
100 FORMAT(lX,3Gl5.7) 
IF(X.GE.180.)STOP 
X=X+l. 
GO 1D 1 
END 
Appendix B 
Method of Generating Poisson Random Variables 
Consider the following process: A point u1 is picked at
random in (0, lJ, and a second point u2 is picked at random in 
[O, u
1
J. Then a third point u
3 
is picked up at random in [O, u
2
J,
and so forth. An appropriate model for the distribution of 
u1, u2, ••. , Un is u1 = X1, u2 = x1x2, ••. , Un= x1x2 ... Xn where 
x
1,� .. , Xn are mutually independent, each unifonnly distributed
on [0, l]. Let z be the number of points u1, u2, ... , etc. that fall
in [C, 1], (O < C < 1). Then z is poisson distributed with 
paremeter µ=-log C (IMass, 1970). 
The procedure for generating a simgle poisson observed 
random variable withµ = 2, c = 0.135335 is as follows: Select a 
unifonn distribution (X1) on [O, l]. If that number is less than
.135335, the poisson observation is 0. If, however, the number 
x
1 
is greater than .135335, another unifonn random variable X 
must be selected from u
2 
= x
1
x
2
. If u2 is less than C, the 
poisson observation is 1. If u2 is not less than C, select another 
unifonn random variable x
3 
from u
3 
= x
1
x
2
x
3 
and test it. If 
u
3 
is less than C, the poisson observation is 2; otherwise, 
continue in the same manner until Uk is less than C for some k.k 
Clearly, Uk is less than C for some k since Uk= TIX. isi=l l 
decreasing to 0. 
The following program illustrates the problem withµ= 2 
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as the hypothesis andµ = 4 as the alternate in sequential testing. 
The method of generating poisson random variables is also given in 
th.e program. This program can be generalized for any poisson 
random variable by changing the value of C and upper and lower 
control limits. 
Program: 
REAL N 
100 FORMA.T(Tl0,'SX=',GlS.7,' P=',GlS.7,' N=',GlS.7) 
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101 FORMAT(' REJECT' ,Tl0,'SX= 1 ,Gl5.7,' P=' ,GlS.7,' N=' ,GlS.7,' C 
*l=',GlS.7) 
102 FORMAT(' ACCEPT' ,Tl0,'SX=' ,GlS.7,' P=' ,GlS.7,' N=' ,GlS.7,' C 
*2=',GlS.7)
103 FORMAT(lH ,SFlS.4) 
C=0.135335 
ICOUNT=l 
6 N=l. 
IF(ICOUNf.Gf.l00)STOP 
SX=0. 
3 SY=l. 
P=0. 
Cl=(Z.94444+2.0*N)/0.69314 
CZ=(-2.94444+2.0*N)/0.69314 
2 SY=SY*RN(55591) 
IF(SY.LT.C)GO TO 1 
P=P+L 
WRITE(6,103)SY,P,Cl,C2,N 
GO TO 2 
1 SX=SX+P 
IF(SX.LE.CZ)GO TO 4 
IF(SX.GE.Cl)GO TO 5 
WRITE(6,100)SX,P,N 
N=N+L 
IF(N.GT.25.)GO TO 6 
GO TO 3 
5 WRITE(6,10l)SX,P,N,Cl 
ICOUNT=ICOUNT+l 
GO TO 6 
4 WRITE(6,102)SX,P,N,C2 
ICOUNT=ICOUNT+l 
GO TO 6 
END 
Appendix C 
Computer Program for Expected Sample Size Required 
A program for (ESR) is the same for both alternate and 
hypothesis, except for the values of the denominators which 
change as the percent deviation from the true mean (hypothesis) 
changes. 
Program: 
DO 2 I=l,8 
READ(S,100) X 
100 FORMAT(fl0.5) 
DO 1 LAMDA=l,200 
EN=2. 65/ (X*FLOAT (LAMDA)) 
1 WRITE(6,101) LAMDA,EN 
101 FORMAT(lX,G22.15,T30,G22.15) 
2 CONTINUE 
STOP 
END 
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