We propose a new kernel direct discriminant analysis (KDDA) algorithm in this paper. First, a recently advocated direct linear discriminant analysis (DLDA) algorithm is overviewed. Then the new KDDA algorithm is developed which can be considered as a kernel version of the DLDA algorithm. The design of the minimum distance classifier in the new kernel subspace is then discussed. The results of experiments on two well-known facial databases show the effectiveness of the proposed method in face recognition. The results of experiments also confirm that DLDA can be viewed as a special case of the proposed KDDA algorithm.
Introduction
Feature extraction is the most fundamental problem in pattern recognition. For any pattern recognition application, extracting efficient features is always a key to solving the problem [1] [2] . Among the many representations proposed in the literature algebraic features are very popular as they represent intrinsic attributes of an image. Turk and Pentland used eigenfaces as the bases for constructing features for human face recognition [3] . Hong and Yang proposed an algebraic feature method in which the components of a singular value vector were used as the image features [4] - [5] . Although eigenfaces and singular value vector have good properties for representing images, they are not quite suitable for recognizing images. Based on this viewpoint, Cheng presented an efficient approach to human face recognition based on projective images [6] . Also Foley-Sammon transform (FST) has been considered as an excellent method of dimensionality reduction in terms of discriminant information content [7] - [13] . Various methods of determining FST under different conditions have been developed for human facial image recognition [14] - [20] . Liu proposed a class separability criterion leading to a generalized optimal set of discriminant vectors. A unified approach to finding the vectors of the generalized optimal set was introduced [13] - [14] . Guo proposed an iterative algorithm to find the generalized optimal set of discriminant vectors [15] . Wu proposed an approximate analytical algorithm for determining the generalized optimal set of discriminant vectors [16] . An accurate analytical solution to the problem is proposed in [17] . Chen developed an LDA-based face recognition system which can cope with the small sample size (SSS) problem [18] . However, it has been shown that the discarded null space may contain significant information which may be of benefit for the classification [19] - [21] .
The so called direct linear discriminant analysis (DLDA) algorithm was advocated in [19] . Recently, an improved DLDA algorithm was suggested in [20] .
Although the idea of the new DLDA [20] is very important, it is still a linear method. It is impossible to solve the face recognition problem using a linear method because of the complex nature of human faces. Since much of the important information may be contained in higher order relationships among the image pixels of a face pattern, the non-linear discriminant analysis , i.e. the kernel discriminant analysis has been an attractive topic in the field of pattern recognition over the last five years [21] - [27] .
Inspired by the idea of kernel direct discriminant analysis (KDDA) introduced in [21] , this paper develops a new KDDA algorithm which is a kernel version of the DLDA algorithm in [20] .
The rest of the paper is organized as follows. The new DLDA algorithm is overviewed in Section 2. Step 1. Calculate the kernel matrix K.
The New Algorithm of Kernel Direct Discriminant Analysis
Step 2. Calculate the kernel representation of 
The Design of a Classifier in the Kernel Feature Space
It should be noted that the kernel space cannot be determined explicitly as we do not have a representation of b P on which A is dependent. However, this problem can be solved at the stage of classifier design using once again the kernel technique.
We illustrate the design process using the minimum distance classifier as an example.
Let us project all the samples mapped by the kernel function into the kernel feature subspace spanned by A. i.e. show that the two algorithms exhibit a similar performance on ORL which is a comparatively small database. It is interesting to note that the results of the new algorithm on ORL are exactly the same as those reported in [20] when a linear kernel function is adopted. 
Experiments on XM2VTS
The XM2VTS database is a multi-modal database consisting of face images, video sequences and speech recordings taken of 295 subjects at one month intervals. Since the data acquisition was distributed over a long period of time, significant variability of appearance of clients, e.g. changes of hair style, facial hair, shape and presence or absence of glasses, is present in the recordings. The XM2VTS database contains 4 sessions with 2 shots at each session [1] . The facial images of size 55 51 were extracted from the XM2VTS with reference to manually annotated eye coordinates. Figure 2 shows examples of such manually extracted images. One half of the images are used for training and another half for testing. Table 3 shows a performance comparison of the present algorithm and the algorithm in [21] both employing the polynomial kernel function with a=1e-8,b=1,and d=2. Table 4 shows the performance comparison of the two algorithms based on the linear kernel function when a=1e-8,b=1,and d=1. The experimental results show that the proposed algorithm outperforms the previous one in terms of recognition accuracy. It is also interesting to note that the results of the new algorithm on XM2VTS are very similar to those reported in [20] when linear kernel function is adopted. Figure 2 Part of the automatic extracted images in XM2VTS 
Conclusions
In this paper, we have developed a novel kernel direct discriminant analysis (KDDA) algorithm which 
