We examine the influence of alternative ocean and atmosphere subcomponents on climate model simulation of transient sensitivities by comparing three GFDL climate models used for the CMIP5. The base model ESM2M is closely related to GFDL's CMIP3 climate model CM2.1, and makes use of a depth coordinate ocean component.
Introduction
Differences in the simulation of climate sensitivity are an important contributing factor to uncertainty in climate model projections -the other major factors being uncertainty in the simulation of radiative forcing and in the emissions scenario itself. There is a large variation in century-scale climate projections. For example, the IPCC Fourth Assessment Report (AR4, Solomon et al 2007) cites 21 st century projected warmings that vary by more than a factor of two for a given socioeconomic scenario. Even the responses of atmosphere-ocean global circulation models (AOGCMs) forced with specified greenhouse gas concentrations and aerosol emissions vary by about a factor of two for the middle SRES A1B scenario. Aerosol effects account for some of this variation but benchmark transient and equilibrium global temperature responses to doubled CO 2 also vary by a factor of two. Other metrics also have large variation in projections. The AR4
reports 21 st century Atlantic meridional overturning circulation (AMOC) declines of 0% to more than 50%. Zhang and Walsh (2006) cite 21 st century northern hemisphere annual sea ice extent trends for the CMIP3 climate models under the SRES A1B scenario that range over more than a factor of 4. Even when normalized by the global temperature increase, the decline of northern hemisphere ice extent varies by more than a factor of two (Eisenman et al 2011; Winton 2011 ).
Sources of uncertainty in sensitivity have commonly been diagnosed by evaluating the individual radiative feedbacks which sum to the total feedback -the inverse sensitivity (e.g. Soden and Held 2006) . However, radiative feedbacks are emergent properties of the 4 simulation, so this method does not identify specific sources of the differences within the models. For example, Winton et al (2010) found that the magnitudes of radiative feedbacks depend upon ocean heat uptake in GFDL's CM2.1 climate model and so vary with time (see also Williams et al 2008) . To narrow the uncertainty to a particular component or parameter in a climate model, it is more useful to perform twin experiments where only a single part of the climate model is altered. To the extent that such an alteration influences climate sensitivity, it represents a source of uncertainty and merits further attention. Through this kind of systematic experimentation, the specific model formulations and parameters that need to be constrained in order to reduce uncertainty can be determined.
In this paper we employ this strategy at a very coarse level by exploring the impact of the atmosphere and ocean component employed on the coupled climate model responses of global temperature, northern hemisphere sea ice and Atlantic overturning to increasing greenhouse gas concentrations. We use a small ensemble of GFDL climate models which generates a large range of responses in the metrics reviewed above. Our approach is related to perturbed physics sensitivity experiments (e.g. Collins et al 2007) except that our ensemble is much smaller but has also been developed systematically with the intent of producing models with good climatologies and natural variability. The next section introduces the three models to be used. Conceptually, these can be thought of as a trunk 
Models
Starting from CM2.1, the Geophysical Fluid Dynamics Laboratory (GFDL) CMIP3 generation model , major efforts at GFDL have produced two new earth systems models, ESM2M and ESM2G using different ocean components (Dunne et al 2011) , and a new AOGCM, CM3, incorporating a new atmosphere component with a focus on chemistry and aerosol/cloud interactions (Donner et al 2011 . Table 1 contains a brief description of these three and several other GFDL climate models discussed in this study.
CM3, ESM2M and ESM2G have been developed to produce high quality climatologies and realistic variability comparable to their predecessor CM2.1 which had one of the best climatologies in the CMIP3 group (Reichler and Kim 2008; Gleckler et al 2008 Table 2 summarizes the formulations of the new GFDL climate models. Although there are some differences in the ocean formulation of CM3 and ESM2M we do not expect them to contribute significantly to differences in the sensitivities of the two models. This expectation is because of the similarity of ESM2M and CM2.1 sensitivities, in spite of these ocean differences, and the fact that CM3 and CM2.1 have nearly identical ocean components. ESM2M and ESM2G are virtually identical in all components except for the ocean. Therefore ESM2M may be thought of as the trunk in the three model ensemble where an atmosphere swap, AM3 for AM2, leads to the CM3 branch, and an ocean swap, the GOLD isopycnal model for the depth-based MOM, leads to the ESM2G branch. This 3-model ensemble is well suited to distinguish the influence of the atmosphere and ocean on the sensitivities.
The development of an isopycnal ocean component for the climate model was motivated in part by concern about spurious mixing and poor representations of overflows in depthcoordinate ocean models. Among other sources of spurious mixing (Griffies et al 2000; Ilicak et al 2011) , depth-coordinate ocean models suffer from an artificially large mixing by dense plumes as they descend the stair-step topography, which might impact its simulation of meridional overturning and the response of the overturning to climate change (Winton et al 1998) . This concern has motivated the development of bottom boundary layer parameterizations for depth coordinate models (Legg et al 2009; Danabosoglu et al 2010) . ESM2M partially alleviates this bias by making use of the Beckmann/Doescher parameterization (Beckmann and Doescher 1997) . Like other 7 isopycnal-coordinate models, all mixing in overflows must be explicitly parameterized in ESM2G. ESM2G uses the stratified shear-mixing parameterization of Jackson et al (2008) in conjunction with the bottom-stress parameterization of Legg et al. (2006) ; this combination works well for various overflows (Legg et al., 2009 ). ESM2G's control climate AMOC is somewhat deeper but also somewhat weaker than ESM2M's, and closer to observational inferences for both metrics (Dunne et al., 2011) . These differences have compensating effects on poleward heat transport, resulting in similar simulations of in the two models (Dunne et al 2011 
Global surface temperature
Our approach throughout will be to use the idealized 1%/year CO 2 increase to quadrupling experiment to interpret the historical/projection experiment with future forcing following the RCP4.5 scenario (Clarke et al 2007 warming using a small inflation factor to account for the slightly less than doubled CO 2 forcing over this interval (see Fig. 1 To understand the differences in TCR, it is useful to evaluate the equilibrium climate sensitivities (ECS) of the models. We use a method that determines the equilibrium response by extrapolating the temperature change/heat uptake relationship to zero heat uptake. This method was proposed by Gregory et al (2004) as an alternative to an atmosphere/slab mixed layer experiment. They found that the two methods gave consistent results. Our extrapolation uses ordinary least squares (OLS) on the 20 year mean perturbation heat uptake and global temperature time series from sections of experiments where the forcing is stabilized at four times CO 2 (Fig. 2) . The perturbations are calculated relative the first century of the control experiment. Performing the extrapolation on the last 160 years of CM2.1 and CM3, we obtain ECSs of 3.2K for CM2.1 and 4.6K for CM3. Noting that the ESM2M and ESM2G series from shorter runs are aligning with the CM2.1 series, we assign an ECS of 3.2K to both ESMs as well. The ECS estimated from this method for CM2.1 is in fairly good agreement with the value estimated using a slab ocean (3.4K), consistent with the Gregory et al (2004) finding. A comparison of the ECSs to those of a multi-model ensemble (Table 3) shows the ESMs to be near the mean while CM3 is at the high end. The difference in ECSs between CM3 and the ESMs is fairly large, about 1.8 standard deviations of the multi-model ensemble compiled by Winton et al (2010) .
Having the ECSs, we can evaluate the reasons for the differences in TCR. A singleequation model for the role of the ECS in these differences treats the global heat uptake, N, as the reduction to the radiative forcing, R, that causes the TCR to be less than the ECS. The degree of equilibration, in terms of these quantities, is written TCR/ECS=1-N/R. However, Winton et al (2010) found that this model systematically underestimates the impact of a given magnitude of heat uptake on reducing this ratio. This is because the global heat uptake is dominated by the ocean and has large contributions at subpolar latitudes where radiative feedbacks give it a larger influence on surface temperature than an equivalent CO 2 forcing. The ratio of the surface temperature responses to heat uptake and to CO 2 is referred to as the heat uptake efficacy. Non-trivial efficacy is evident in Fig. 2 as the failure of the fitted lines to intercept the y-axis at one, indicating that ocean heat uptake changes have a larger impact on surface temperature than CO 2 . If heat uptake had the same impact on temperature as CO 2 , the model states would lie on the line between (0, 1) and (ECS, 0) in the figure. The differences in y-intercept between the AM2-based models and CM3 indicate differences in efficacy.
The alternative expression for the degree of equilibration using efficacy is :
where  is the diagnosed heat uptake efficacy. The heat uptake efficacy is similar to the efficacies used for radiative forcings other than CO 2 . Formally, it is derived by treating the temperature response as the sum of two components, one CO 2 forced and the other heat uptake forced, with differing sensitivities .
Equation 1 allows us to quantify the ocean influence on the TCR and diagnose the source of that influence into heat uptake magnitude and efficacy factors. The values for the terms in (1) for each of the three models are given in Table 4 . First addressing the atmosphere swap, we note that CM3 and ESM2M have similar degrees of equilibration. Therefore CM3's 40% larger TCR is mainly due its larger ECS. In the case of the ocean swap, the ECSs are assumed the same so the ocean influence is the sole cause of the TCR differences. Table 4 shows that this difference is not due to the heat uptake which is smaller in ESM2G than ESM2M. Rather it is due to the substantially larger efficacy of ESM2G's heat uptake. Winton et al (2010) found that the TCR had similarly strong positive correlations with ECS and heat uptake, and negative correlation with heat uptake efficacy in a 22-climate model comparison. Efficacy was negatively correlated with heat uptake. The values in Table 4 show that the GFDL model TCRs also correlate positively with ECS and heat uptake and negatively with heat uptake efficacy. Heat uptake efficacy also correlates negatively with heat uptake. Consequently, this small GFDL model ensemble conforms to the inter-model relationships found by Winton et al (2010) in the larger multi-model ensemble. Using equation 1 along with these correlations, inter-model ECS and heat uptake efficacy differences are seen to be drivers of the inter-model TCR variation while heat uptake variation is a damping factor.
13 Table 4 also lists the degree of equilibration, efficacy, and heat uptake metrics for the TCR determined from narrower year 61-80 averages. The reasons for the nonlinearity of the CM3 and ESM2G temperature changes can be determined from differences in the metrics when averaged over the short and long periods since the differences of these averages are a measure of the nonlinearity. CM3's lower degree of equilibration in years 61-80 is due to a larger heat uptake for the mid-point of the experiment than for the 140 year average. The ESM2M nonlinearity stems from a different source -the efficacy of the heat uptake is larger at the mid-point than for the experiment average.
The positive heat uptake/TCR relationship evident in Table 4 is particularly striking in the case of the ocean swap where one might expect the ocean model to influence the solution through heat uptake magnitude. Instead ESM2G has smaller warming and smaller heat uptake than ESM2M and so the efficacy difference drives the TCR difference. This behavior is also true of the warming and heat uptake evaluated separately for each hemisphere (not shown). Winton et al (2010) show that efficacy stems from the radiative response to ocean heat uptake which is regionally focused in the subpolar oceans, particularly the North Atlantic and Southern Oceans. In searching for the efficacy difference between the models we should look for the location of heat uptake and its impact on the radiation budget.
The mechanism for the ESM2M/ESM2G efficacy difference is depicted in Fig. 3 .
ESM2G has a stronger surface freshening response to CO 2 doubling in the subpolar 14 oceans of both hemispheres. Halocline expansion allows an advance of sea ice in some regions in both models but the effect is larger in ESM2G due to larger salinity response.
The sea ice response difference, in turn, causes ESM2G to have reduced shortwave absorption in its subpolar oceans relative to ESM2M (not shown). This radiative response difference accounts for ESM2G's higher heat uptake efficacy. The precise causes for the difference in salinity response are not known. However, Dunne et al (2011) note that the mixed layers in the preindustrial control experiments are shallower in ESM2G than in ESM2M. A shallower mixed layer will give a larger surface freshening in response to a given perturbation in the surface freshwater budget. Dunne et al (2011) also document considerable difference in the numerical treatment of the mixed layer in the two ocean models.
The halocline mechanism for the high ESM2G efficacy only works early in the warming simulations when the halocline extent imposes a constraint on the sea ice extent. As the warming proceeds, the sea ice shrinks back from the halocline edge and the ice extent differences between the ESM2M and ESM2G simulations diminish. This behavior is consistent with the finding that the ESM2G efficacy is larger at the mid-point of the 1%/year CO 2 increase experiment than for the experiment average (Table 4 ). The larger efficacy occurs early in the experiment when heat uptake beneath an expanding halocline induces a sea ice response. Figure 3 shows that, during the CO 2 increase, some regions experience ice advance while others have ice decline in both ESMs, and in both hemispheres. However, the northern hemisphere (NH) annual mean extent shows clear differences in the model aggregate responses (Fig. 4) . The responses are different both in the historical/RCP4.5 projection and 1%/year CO 2 increase runs. Satellite observations are also shown in Fig. 4 (Fetterer et al 2009) . ESM2G has a large positive bias in NH extent while the other two models show good agreement with observations. ESM2G's sea ice albedo settings were kept the same as ESM2M's in spite of the bias in order to restrict the differences between the models to the ocean component. After removing this bias, all three models show reasonable agreement with the ongoing decline seen in satellite observations.
Northern hemisphere sea ice cover
Furthermore, ESM2M and ESM2G agree in the evolution of the NH extent from 1950 to 2100. As was the case with global temperatures, there is disagreement between the two models prior to 1950 with ESM2M showing a decrease relative to ESM2G. CM3 shows a decline in sea ice cover over the historical/projection run that is about three times larger than that in ESM2M and ESM2G. CM3 has ice free Septembers beginning at mid-21 st century for this scenario while ESM2M has September ice cover to the end of the century (not shown).
The NH ice extent in the 1%/year CO 2 increase runs show these model differences even more clearly. ESM2G has no decline 60 years into the run followed by a steep decline that brings its response into better agreement with ESM2M by the time CO 2 quadrupling is reached. The difference in early behavior of the two models is consistent with the early differences in the historical/projection run. CM3 again has about 3 times larger decline than the ESMs, losing almost all of its NH ice cover -summer and winter -by the time of CO 2 quadrupling. This difference is too large to be explained CM3's 40% larger global warming, but rather is primarily due to its larger Arctic amplification.
Recall that all three climate models contain the same sea ice component indicating that the sea ice formulation does not closely constrain the sea ice cover sensitivity.
Early 20 th century sea ice observations are not adequate to distinguish the differing behavior of ESM2M and ESM2G over that period. However, hydrographic and surface temperature observations weigh heavily against the behavior of ESM2G. 
Atlantic meridional overturning circulation
The Atlantic Meridional Overturning (AMOC) maximum stream function is shown in Figure 7 for historical/projection and 1%/year CO 2 increase runs. While the 1850-2100 evolution of the AMOCs is largely similar among the models, there are differences in the late 20 th and early 21 st centuries. ESM2G shows a mid-20 th century decline relative to ESM2M associated with the fresh capping behavior discussed above. CM3 maintains its pre-industrial level of overturning into the early 21 st century, declining steeply thereafter.
This behavior is likely due to the impact of aerosol forcing on the overturning (Delworth and Dixon, 2006) which is emphasized in CM3 due its larger aerosol radiative forcing (Donner et al 2011) . Aerosol forcing increases from preindustrial up to about 2000, but then reverses abruptly and begins a century long decline (IIASA 2011). The idealized forcing runs have overturning declines which are quite similar in the three models with CM3 having a slightly larger decline than the ESMs. The impact of the ESM2G's fresh capping behavior is not evident here.
To obtain a broader perspective we plot the control overturning and overturning decline near quadrupled CO 2 in Fig. 8 along with values for three additional GFDL models:
CM2.0, CM2.1, and ESM2preG (see Table 1 The weak control overturning GFDL models (CM2.0 and ESM2preG) suffered from an absence of Labrador Sea convection and associated biases in temperature and salinity , Rugenstein et al 2011 . Consequently, the strong control overturning models (CM2.1 and ESM2G) with their associated strong responses have been favored. However, Delworth et al (2011) present the climate and climate sensitivity of a new high resolution model, CM2.5 which has a weak overturning control simulation but less stratification than observed in the Labrador Sea. This model also has a weak overturning response as expected from the Fig. 8 relationship. It is possible that, in the coarse resolution climate models, a large overturning and overturning response have been selected to counter a resolution problem in the Labrador Sea. However, it is also possible that the tendency to Labrador Sea biases in the coarse models is due to a problem with their similarly formulated atmosphere models . Further experimentation with high resolution models is needed to resolve this issue.
Response time scales
Due to the low heat capacity of the atmosphere, atmospheric temperature anomalies can also be used to predict the model's global temperature response to more complex forcing (Hasselmann et al 1993; Held et al 2010) .
The model global temperature responses to instant CO 2 quadrupling are shown in Fig. 9 .
The ESMs respond very similarly while the CM3 response differs in magnitude and shape. The timescales of the responses are determined by a sum of exponentials to these series. The fits are constrained to asymptote to the equilibrium response determined from extrapolation of the temperature change/heat uptake relationship (Fig. 2) . The fit parameters are listed in gives the expectation that the increased equilibrium sensitivity of CM3 would lengthen this timescale. Additionally we note that the twoexponential fit has larger error for CM3 than for the ESMs (Table 5 ). Three exponentials must be used to achieve a similar accuracy for CM3 as for the ESMs. The three exponential fit introduces an intermediate timescale of about 60 years between the multiyear and multi-century timescales, accounting for about 30% of the response.
The source of this intermediate timescale can be determined from Fig. 2 which shows the 20-year mean temperature and heat uptake anomalies for the instant CO 2 quadrupling experiment with the three models. Earlier we used the long timescale behavior of temperature and heat uptake to extrapolate to the equilibrium climate sensitivity.
However, the early behavior of the models -the small temperature response/large heat uptake marks in the upper left -show that CM3 also has a distinct behavior on the century timescale. In all three models there is a significant increase in temperature and decrease in heat uptake between the first and second 20 year periods. Subsequently, however, the ESMs show a tight packing of the marks indicating little change in either of these quantities. By contrast, CM3 shows significant increases in temperature and decreases in heat uptake over the next 40-60 years. This behavior associates declining heat uptake with the 60 year timescale temperature increase evident in Fig. 9 . This association was also evident in the nonlinear response of CM3's global temperature to the 22 linear 1%/year CO 2 increase forcing discussed earlier (Fig. 1) . The depression of the TCR calculated near the midpoint of the experiment relative to that calculated with 140 year average -an indicator of the nonlinearity -is due to larger heat uptake influencing the midpoint measure (Tables 3 and 4) . In this experiment, as in the instant CO 2 quadrupling experiment, CM3's heat uptake declines on a multi-decadal timescale. The mechanism for the introduction of this timescale will be a subject of future work.
Conclusions
We have explored the sensitivity of global temperature, Northern Hemisphere sea ice cover, and Atlantic meridional overturning strength in a set of three related CMIP5
generation GFDL climate models. These models roughly correspond to a trunk model (ESM2M) and two branches, an atmosphere swap model (CM3), and an ocean swap model (ESM2G), allowing a comparison of the relative impact of the atmosphere and ocean formulations on the sensitivities using components that have been carefully developed and evaluated. Tables 1 and 2 provide brief descriptions of these models. The ESM2M/ESM2G comparison assesses the impact of the choice of depth (ESM2M) or isopycnal (ESM2G) vertical coordinate on climate sensitivities. Although the CM3 model was not developed to address sensitivity issues, its replacement of the AM2
atmosphere with AM3 had impacts on the sensitivities comparable to multi-model ranges.
Consequently, the atmosphere swap sensitivity changes serve as a good standard of comparison for the ocean swap changes which are our focus.
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The difference in transient global warming from the atmosphere swap is much larger than for the ocean swap and is due to increased equilibrium climate sensitivity (ECS). The cause of the increased ECS in CM3 is unknown, but is presumably related to differences in moist physics (including convection and aerosol-cloud interactions) between AM2 and AM3. A smaller difference in transient climate response (TCR) between the ESMs is mainly due to a larger heat uptake efficacy in ESM2G stemming from a transient expansion of sea ice early in forced experiments. This behavior puts ESM2G at odds with 20 th century observations of the North Atlantic. The relationships of global temperature response and its explanatory metrics amongst the three models generally agree with the relationships found with a larger set of models by Winton et al (2010) .
TCR is correlated with ECS and heat uptake, and anti-correlated with heat uptake efficacy. Heat uptake and heat uptake efficacy are anti-correlated. ECS and heat uptake efficacy differences drive the model TCR differences while the heat uptake differences damp them.
Generally, the result in this paper that the atmosphere formulation plays a larger role than that of the ocean in transient warming confirms the finding of Collins et al (2007) using a perturbed physics ensemble of HadCM3. They found that varying ocean mixing parameters such as vertical diffusivity gave a range of TCRs of only a few tenths of a degree while varying atmospheric parameters gave a TCR range of about 1K. Here we have shown evidence that even fundamental changes to the ocean model formulation have little influence on the sensitivity. Although this result holds for the two ocean models presented in this paper, both of which have been subjected to extensive development to achieve accurate simulation of the climatology, Rugenstein et al (2011) give an example of small changes in ocean formulation that has large impacts on both the quality of the simulated climatology and response magnitudes.
The ensemble shows that the atmosphere formulation has two sensitivity effects beyond its well-documented role in determining the equilibrium climate sensitivity (ECS). The first is the introduction of a new multi-decadal ocean heat uptake and global temperature timescale accompanying the atmosphere swap. A second is the large increase in sea ice cover sensitivity leading to a near-complete loss of northern hemisphere cover under quadrupled CO 2 in CM3, a response that is roughly triple that of the ESMs. Since CM3's TCR is only 40% larger than for the ESMs, the ice cover loss for each degree of global warming is also substantially larger. All three models share the same sea ice component indicating that resolving uncertainty in the sea ice formulation will not be sufficient for resolving uncertainty in the ice cover response.
Despite the large difference that the atmosphere swap made to the northern sea ice sensitivity, the AMOC strength sensitivity is fairly similar in all three models aside from transient late 20 th century differences due to stronger CM3 aerosol effects and ESM2G fresh capping. The three models studied here have large control climate overturning and large overturning responses, consistent with the positive relationship between the two found in the multi-model ensemble of Gregory et al (2005 Tables   Table 1. GFDL climate model glossary. Values in parentheses use averages over years 61-80 instead. (1-w i e -t/i ), to the response of global temperature to a step quadrupling of CO 2 shown in Fig 8. Timescales ( i ) are in years.
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The RMSE of the fits is also listed. points (160 years) to zero heat flux gives an estimate of the ECS for CM2.1 (assume the same for the ESMs) and CM3. The ECS for CM2.1 using an atmosphere-slab-ocean experiment is also shown. Table 5 .
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