Abstract. We improve the algorithm given in [3] . Through analysing the structural properties of a first order autonomous ODE with a rational solution, we give a polynomial time algorithm to find a rational general solution if it exists.
Introduction
In this paper, we give a detailed analysis of the structural properties of a first order autonomous ODE with a rational solution. These properties give necessary conditions for a first order autonomous ODE to have rational solutions. We also present a polynomialtime algorithm to compute the first 2n + 1 terms of a Laurent series solution for a first order autonomous ODE in certain cases. These results and Padé approximants are finally used to give a polynomial time algorithm to find a rational general solution for a first order autonomous ODE. Some notation and definitions which this paper refer to are given in [3] .
The algorithm is implemented in Maple and experimental results show that the algorithm is very efficient. For two hundred randomly generated first order autonomous ODEs, the algorithm can immediately decide that the ODEs do not have rational general solutions using the necessary conditions presented in Section 2. For "large" first order autonomous ODEs with rational general solutions, the algorithm can find these solutions efficiently.
A first order algebraic autonomous ODE F (y, dy dx ) = 0 can be reduced to the form G(y, dx dy ) = 0, where G is a polynomial. Then to find the solution of F = 0, we may first find x = φ(y) as a function in y by computing the integration of an algebraic function, and then compute the inversion y = φ −1 (x). In [2, 8] , Davenport and Trager gave an algorithm to find the integration of algebraic functions. In [1] , Bronstein generalized Trager's algorithm to elementary functions. Their algorithms can compute elementary integration but the worst-case complexity is exponential. Also, these algorithms are not fully implemented. The result in this paper is equivalent to a polynomial time algorithm for finding a special class of algebraic function solutions of the integration of algebraic functions. We tried to use 1) Partially supported by a National Key Basic Research Project of China and by a USA NSF grant CCR-0201253.
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the dsolve function in Maple to solve the ODEs in the appendix of this paper. No solutions were given after running five minutes for each equation.
In this paper, we will use the following three results [3, 7] .
Lemma 1 Assume that (r(t), s(t))
is a proper parametrization of F (x, y) = 0. Then:
deg t (r(t)) = deg(F, y)

deg t (s(t)) = deg(F, x)
Theorem 1 If F = 0 has a rational general solutionŷ, then we have
Theorem 2 Assume thatȳ = P (x)
Q(x) is a nontrivial rational solution of F = 0. Let U = P (x) − yQ(x), V = P (x) − yQ (x) − y 1 Q(x) and R be the Sylvester-resultant of U and V with respect to x. Then R = λF where λ is a non-zero element inQ.
Structure of first order autonomous ODEs with rational solutions
In order to present the algorithm, we need to analyse the structure of a first order autonomous ODE with nontrivial rational solutions. In this section, F = 0 is always a first order autonomous ODE. We write F as the following forms:
where A i (y) are polynomials in y, F i (y, y 1 ) is the homogeneous part of F with total degree i, andd ≥ d. It is clear thatd = tdeg(F ) is the total degree of F . We are going to assume that F = 0 has a nontrivial rational solution of the form
By Theorem 1, we have d = max{n, m}. As a corollary of the theorem on page 311 of [4] , we have
In fact, the above lemma is still true for a first order ODE with variate coefficients which has no movable singularities [6] . Cd ,jt j = 0. Thend = tdeg(F (y,ty + z)) = deg(F (y,ty + z), y). It is not difficult to verify that (F (y,ty + z)) is still an irreducible polynomial and
is a proper parametrization of F (y,ty + z) = 0. Sod = deg(F (y,ty + z), y) = deg(z). By Lemma 1 and the same analysis as in the proof of Lemma 7 in [3] , we get
The proof is complete. Furthermore, we have
Theorem 4 Assume that F = 0 of the forms (1) and (2) has a nontrivial rational solution of form (3). Further assume
Proof: Case 1. Assume that n > m, then the Laurent serie expansion of the solution
Since F (ȳ(x)) = 0, there exist at least two monomials such that the highest degrees of them equal to N . By Theorem 3,p ≤d − 1 and ifp <d − 1 then yd −1 y 1 must appear in F . 
It is clear thatd =p. As in the second case, we can obtain
The sufficiency is clear from the first case and the second case. The proof is complete.
In the special case m = 0, F will have the following particular type. (⇐=) From Theorem 3, n > m. Since Fd(y) = ay n 1 , we have k = n − m = n which implies m = 0. The proof is complete.
Computing the Laurent series soluton of F = 0
The first step of our algorithm to find the rational solutions to F = 0 is to find the its Laurent series solutions. We consider a Laurent series at x = ∞ of the following form
where k is an integer and a i are numbers inQ. Assuming that F = 0 has a nontrivial rational solution of the form (3) the following theorem provides a method to compute the Laurent series expansion of some solutions of F = 0 at x = ∞.
Theorem 6 Use the notations in (1), (2), and (4). Assume that F = 0 has a nontrivial rational solution of form (3). Substituting (5) into F , we obtain a new Laurent series
where L i are polynomials in a j . We have
. We have
where
Ifd =p and d
3. Ifd =p and d = p, we can find ac ∈ Q such that F (y +c) satisfies the condition in case 2.
Proof: We will prove the first case. The second case can be proved in the same way. Note that p = deg(F, y). First, we introduce some notations.
We will define a weight
is an isobaric polynomial with the weight k and y 1 (x) is an isobaric polynomial with the weight k − 1.
Hence A is an isobaric polynomial with the weight k(d − 1) and the highest weight in B is less than
and a i can only appear linearly in the coefficient of
+i has the form (6). In the following, we prove H k−1 (a k ) = 0. From the proof of Theorem 4, if F = 0 has a nontrivial rational solutionȳ(x) of the form (3) and n > m, then the Laurent series expansion ofȳ(x) at x = ∞ will have the form
. Now substitutingȳ(x) to F , we haveL i = 0 for all
We now prove the third case. From Theorem 4, we have n = m. Then the Laurent series expansion of the solutionȳ(x) at x = ∞ will have the form
Then (a 0 , 0) will be a zero of F = 0 if we regard F as an algebraic polynomial. Hence A 0 (a 0 ) = 0. From the proof of Theorem 5 in [3] , a 0 must be a rational number. Hence a 0 is a rational zero of A 0 (y) = 0. Sinceȳ − a 0 is one of the solutions of F (y + a 0 ) = 0 which is still irreducible and the degree of the numerator ofȳ −a 0 is less than that of its denominator, F (y + a 0 ) should satisfy the condition of case 2. Hence a 0 is just what we need. From Lemma 2, Theorem 3 and Theorem 6, we have an algorithm to compute the first m terms of a Laurent series solutions of F = 0 in some special case. 1. Rewrite F as the form (1), (2) and (4).
Let
, then go to next step. Otherwise by Lemma 2, the algorithm terminates.
If C = 0 then by (6), F = 0 has no rational solutions and the algorithm terminates, else
If C = 0 then by (7), F = 0 has no rational solutions and the algorithm terminates, else
Rewrite F as the form (1), (2) and (4). 6. In all other cases, F has no nontrivial rational solutions and the algorithm terminates. [9] ). Hence Algorithm 1 is a polynomial time complexity algorithm. Here we only consider the number of multiplications in the algorithm.
The complexity of computingȳ
d whereȳ is a polynomial in Q[x] with degree m is O(m 2 d 2 ). By Lemma 2, the total degree of F is at most 2d and the number of recurrence is at most 2md. The complexity of factorization of a polynomial with degree d in Q[x] is O(d 3 )(p. 411
Padé Approximants
The Padé approximants are a particular type of rational fraction approximation to the value of a function. It constructs the rational fraction from the Taylor series expansion of the original function. Its definition is given below [5] . 
where P L (x) is a polynomial with degree not greater than L and Q M (x) is a polynomial with degree not greater than M . Moreover, P L (x) and Q M (x) are relatively prime and Q M (0) = 1.
We can compute P L (x) and Q M (x) with the following linear equations in p i and q i :
where a n = 0 if n < 0 and q j = 0 if j > M .
For the Padé approximation, we have the following theorems [5] . 
A polynomial-time algorithm
Let f (x) be a rational function. Rewrite f (x) as the form:
where k ∈ Z and P (0) = 0, Q(0) = 0. Suppose that a 0 + a 1 x + · · · is the Taylor series expansion of , we need only to find the Laurent series expansion of g(x) at x = ∞. In Section 2.1., we presented a method to compute a Laurent series solution of F = 0 at x = ∞. Now, we are ready to give the main algorithm.
Algorithm 2 Input is F . Output is a rational general solution of F = 0 if it exists. Also, if we find such a solution, it is of the following form
where a i , b j are in Q and c is an arbitrary constant.
d := deg(F, y 1 ).
Compute the first 2d + 1 terms of Laurent series solution of F = 0 with Algorithm 1. If it returns a seriesȳ(x), then go to the next step; otherwise the algorithm terminates.
Select an integer k such that z(t) := t kȳ (
1 t ) is a polynomial where the first term is a non-zero constant.
a i := the coefficient of t i in z(t) for
find q i by solving the following linear equations (note that we have q 0 = 1): 
. Otherwise, F = 0 has no rational general solutions.
If F = 0 has a nontrivial rational solution, then every nontrivial formal Laurent series solutions of F = 0 must be the Laurent series of a rational solution of F = 0. From Algorithm 1, we know that the Laurent series is nontrivial. By Theorem 1 and the discussion at the beginning of this subsection, the above algorithm is correct. Now we give an exmaple to show how Algorithm 2 works.
Example 1 1. Rewrite F as the form (2)
F = 27y 4 + y Table 2 .
7.ȳ(x)
The complexity of the algorithm is clearly polynomial in n = deg(F, y 1 ) since all the involved operations have polynomial complexity. In Step 1, the complexity is polynomial. In Step 3, we need to solve a linear equation system with rational coefficients and in 2n variables, which has polynomial complexity. In Step 5, we need to substitute y and y 1 into F (y, y 1 ) by two rational functions. From Theorem 1, deg(F, y) ≤ 2n. Then this step also has polynomial complexity. It is easy to check that all other steps are of polynomial complexity too.
Experimental results
We implement Algorithm 2 in Maple. Two sets of experiments are performed. All running times are collected on a PC with a 2.66G CPU and 256M memory and are given in seconds.
In the first experiment, we randomly generate two hundred first order autonomous ODEs of deg(F, y 1 ) = d and tdeg(F ) ≤ 2d for d = 12, · · · , 16, and compute their rational solutions. The result of the experiment shows that most first order autonomous ODEs have no rational general solutions. The average running time is given in Table 1 . "no" in the last low of the table means that there is no ODEs having a rational general solution. From Table 1 , we can see that the program gives a negative answer immediately. This is because we can decide that the ODEs do not have rational general solutions using the necessary conditions presented in Section 4 without computation.
In the second experiment, we generate first order autonomous ODEs having rational solutions based on Theorem 2 and then compute their rational solutions. The differential equations F i = 0 are given in the appendix of this paper. Table 2 shows the computing times of the program for six examples. All of these examples have rational general solutions. We can see that the algorithm is generally very fast. In the table, "deg" means deg (F i , y 1 ) , "tdeg" meas tdeg(F i ), "term" means the number of terms in F i , "sol" means whether F i has rational general solutions or not. We try to use Maple's dsolve function to find the solutions 
