Abstract. The minimum message length (MML) principle for inductive inference has been successfully applied to image segmentation where the images are modelled by Markov random fields (MRF). We have extended this work to be capable of simultaneously reconstructing and segmenting images that have been observed only through noisy projections. The noise added to each projection depends on the classes of the pixels (material) that it passes through. The intended application is in low-dose (low-flux) X-ray computed tomography (CT) where irregular projections are used.
Introduction
When the members of an observed set of data points each belong to a class from a finite set of classes, the task of inferring those classes is known as classification. When the number of the classes and their properties are not known, this is called clustering (or mixture modelling). If the data points have spatial components, as with images and tomograms, the word segmentation is often used.
This article focuses on segmentation where the pixels are located on a lattice (as with discrete images and tomograms) and the class of each pixel is positively correlated with the classes of its closest neighbours. The pixels are not observed directly but rather noisy projections (summations over subsets of pixels) have been observed.
An example of such a problem is low dose X-ray computed tomography. The pixel intensities are the absorption values at different locations, the classes are the materials (or like regions) and the projections are the sums of the pixel intensities along beams following some path through the object plus noise.
In section 4 we describe what future extensions must be done before a comparison with existing computed tomography (CT) methods can be made.
MML inductive inference has been successfully applied to clustering spatiallycorrelated data (including image segmentation) in [17] , where the images are modelled by Markov random fields (MRF). That work has been extended in [14] to select between different MRF models. Our aim is to extend that work to the image reconstruction problem described above.
One of the advantages of MML inference in image segmentation is that it can infer the number of classes present and the parameters defining those classes. While these two features have not yet been implemented in this work we will describe how they can be implemented in section 4. For more details on the advantages of MML in classification and clustering see [5, 18, 20, 22] .
Our models have been designed for problems where there is a lot of noise present in the observations (as with low-flux X-ray tomography). We will discuss how this work can be extended to infer the nature and degree of the noise from the observed data. For the case where there is little noise, non-probabilistic approaches (such as [13] and [6] ) are preferable.
Minimum Message Length
Minimum message length (MML) [18, 19] is a Bayesian inference method with an information-theoretic interpretation. The minimum message length principle states that the best hypothesis is the one that gives the shortest explanation of the observed data using an optimal two-part encoding scheme.
By minimising the length of a two-part message of Hypothesis (H) followed by Data given Hypothesis (D|H), we seek a quantitative trade-off between the desiderata of model simplicity and goodness-of-fit to the data. This can be thought of as a quantitative version of Ockham's razor [10] and is compared to Kolmogorov complexity and algorithmic complexity [2, 9, 12] in [21] . For further discussions of these issues and for contrast with the much later minimum description length (MDL) principle [11] , see other articles in that 1999 special issue of the Computer Journal, [3, sec. 11.4] and [18, chap. 10] .
For our problem the hypothesis H would be some inferred value of x (the class assignments) and y (the pixel intensities) while the detail D is the observed noisy projection values s.
An earlier application of MML to image reconstruction from noisy projections was presented in [4] . While our methods are somewhat different, our aims are similar.
Model and Solution

Image Reconstruction Model
This subsection describes the probabilistic model used. Let y = (y 1 , y 2 , ...y N ) be a set of pixel intensities, indexed by N locations, with x i ∈ {1, 2, ..., C} being the class of pixel y i ∈ {0, 1, ..., B}. Here B + 1 is the number of intensity values that a pixel can have and C is the number of classes that a pixel can be assigned to. The sequence of projections is q = (q 1 , q 2 , ..., q M ) where each projection q i ⊆ {1, 2, ..., N } represents a group of locations. For X-ray tomography these groups would be paths followed by the X-ray beams.
The members of x are arranged on a lattice and the a priori distribution over x (P (x)) forms a Markov random field (MRF) for a neighbourhood structure defined over the members of x. The neighbourhood structure is defined by a set of neighbours n i ⊂ {1, 2, .., N } for each location i ∈ {1, 2, .., N }. If i ∈ n k then k ∈ n i . For P (x) to be a MRF it is required that ∀x, P (x) > 0 and that,
The second condition (expressed in equation 1) states that the class of a point is conditionally independent of all other points given the classes of its neighbours. We assume that the parameters defining the right hand side of equation (1) are known.
A variety of MRF models that can be used exist in the image segmentation literature, following [17] we will use the auto-logistic model on a toroidal square lattice (see section 2.2).
For now we assume that it is known a priori what the class distributions (defined by P (y i |x i )) are. For all work presented in this article the classes are defined as Poisson distributions, P (y i |x i ) = e −λx i λ yi xi /y i !. Here x i is the class that location i is assigned to, so λ xi is the mean associated with class
The values of the data points y i are given an upper limit and the probabilities for all values greater than B are added to P (y i = B). The vector of class parameters λ is also assumed to be known.
Our task is to infer values for x and y given a set s = {s 1 , s 2 , ..., s M } of noisy summations over the projections q.
Here s j is a summation over q j and z j,r is the noise in s j contributed by location r. The noise z j,r is assumed to be normally distributed with zero mean and a standard deviation that depends on the class x r of location r, denoted by σ xr .
The standard deviation σ k of each class k ∈ {1, 2, ..., C} is for now assumed known. Let z j be the sum of noise terms for q j ,
Auto-logistic Model
We have used in our tests the auto-logistic model to express the spatial relations between members of x (the class assignments). The auto-logistic model reduces to the well-known Ising model when the number of classes is equal to two (C = 2). When expressed as a Gibbs random field, the prior over x takes the form,
where w is the number of neighbour pairs (over the entire lattice) that do not have the same class values. Remember that each location has a set of neighbouring locations. For our tests the locations are arranged on a toroidal square-lattice so that each location has four neighbours (left, right, above and below).
The parameters α = (α 1 , α 2 , ..., α C ) and β are assumed to be known. The vector α is analogous to mixing proportions of the C classes while β determines the degree to which neighbouring classes agree. For example if x i = 2 then α xi = α 2 is the value associated with class 2. Note that the values α i are equivalent to mixing proportions only when β = 0. Higher values of β lead to neighbouring class assignments being more likely to have the same value while β = 0 makes the members of x independent of each other. With w i defined as the number of neighbours of location i that do not have the same class value as x i it can be shown that,
The Message Length
This section describes our MML solution to the problem described in section 2.1. All message lengths in this article are measured in nits where 1 bit is equal to log e (2) nits. Given the set of noisy summations s, estimates x (for the class assignments) and y (for the data points) are to be inferred. The optimal estimate is the one that leads to the shortest message length as described in section 1.1. For a given point estimate (a pair (x,ŷ)) this code is, 1a. an encoding ofx 1b. an encoding ofŷ givenx 2. an encoding of the observed s givenx andŷ
Here the encoding of parts 1a and 1b is known as the assertion and part 2 is known as the detail. The objective function which we try to minimise is the message length, which is equal to the length of assertion plus the length of the detail.
We approximate this message length L as follows,
where, 1. T 1 is the length for encodingx precisely 2. T 2 is the length for encodingŷ precisely givenx 3. T 3 is the length for encoding s givenŷ andx 4. T 4 is the entropy of the pair (ŷ,x) given s
The first term is equal to the negative log likelihood ofx,
We describe in section 2.6 how this can be approximated following [17] . The second term is,
To encode s j givenŷ andx we need only specify the noise term z j (see subsection 2.1). These noise terms are normally distributed with mean zero and standard deviation σ j . The standard deviations depend onx and are,
T 3 is then the sum of the negative log likelihoods of the noise terms z j , using the above values for σ j . Finally, in an optimal code,ŷ andx do not need to be stated precisely. The number of alternatives that could have been used giving a similar value for T 1 + T 2 + T 3 can be approximated by e −T4 . This means that if the pair (ŷ,x) was stated imprecisely it would have cost approximately T 4 nits less. This bits-back approach to calculating the message length was introduced in [15] . The next subsection describes how T 4 can be approximated.
The Precision ofŷ andx
The entropy of (y, x) given s is defined as,
Performing the summation over all possible values of y and x is impractical so a numerical approximation for T 4 is used. To explain this approximation we must first express the distribution P (y, x|s) as a Gibbs random field (GRF). First note that applying Bayes's rule,
Define the energy V of (y, x) given s as,
Note that given y, x and s this energy V (y, x|s) can be easily calculated. We can now rewrite P (y, x|s) as a GRF, P (y, x|s) = e log P (y,x|s) = 1 Z e −V (y,x|s)
where Z is called the partition function and is independent of x and y. Next define,
as the distribution (over x and y given s) at temperature T . As T increases this distribution reaches its maximum possible entropy. Note that at T = 1 this distribution is equivalent to the original distribution P 1 (y, x|s) = P (y, x|s). The entropy of this distribution at temperature T is,
The expected energy at temperature T is,
It can be shown that
Gibbs sampling can be used to sample random states of (y, x) given T and s, and hence Q T can be approximated at any temperature by averaging the energies of those samples.
At T = ∞ the entropy H T attains its maximum value, which is N log (CB). The entropy of the distribution at temperature T = 1 can be calculated as follows. Starting at T = 1 and slowly incrementing T up to some value high enough to give a distribution similar to that attained at T = ∞, calculate Q T at each temperature increment. By subtracting the term dQ T /T at each increment from the maximum entropy, we end with a good estimate of
Note that using Gibbs samples from the distribution at each temperature is computationally expensive and to get a good estimate requires that small increments be used [17, Sec. 5.6] . The Gibbs sampling process is discussed in the following subsection.
Q ∞ can be approximated by sampling from the maximum entropy distribution over x and y. It is simple to show then that the error (in calculating H 1 ) caused by terminating at temperature T = t instead of T = ∞ is no greater than (Q ∞ − Q t )/t. This can be used to determine when to terminate the algorithm.
Estimatingŷ andx to Optimise the Message Length
For high-dimensional vectors of discrete parameters (such as the one defined by a pair (x, y)) a random selection from the posterior distribution P (y, x|s) can be used as the MML estimate. This type of estimate is discussed in [16] and is also used in [17, sec. 5.1] and [14] .
To create such samples we use the Gibbs sampler. This works by repeatedly choosing a random member of (x, y) and changing its value according to its probability distribution given all other values. For example, if x i is selected then it is re-assigned according to P (x i |y, s, x ∀k =i ). If this process is repeated for long enough the resulting pair (x, y) can be considered a pseudo-random sample from P (y, x|s).
The same process can be used to sample from P T (y, x|s) (equation 15) to calculate the approximation for T 4 (equation 11) described in subsection 2.4.
When there is very little noise in the observations s, sampling at temperatures close to T = 1 can be difficult due to there being many local minima for the Gibbs sampler to fall into. This problem can be addressed by using a variation of simulated annealing. In fact, by using simulated annealing the task of finding an estimate (x,ŷ), and the calculation of T 4 (section 2.4), can be done in one step. This is achieved by starting sampling at a high temperature (as described in the last paragraph of section 2.4) and gradually lowering the temperature to T = 1. The changes in Q T are recorded at each decrement and used to calculate T 4 while the final state of (x, y) is used as our MML estimate.
Note that the estimates can be obtained without calculating the message length. There are two uses for calculating the message lengths in our problem. The first is that in some cases multiple runs of the estimation algorithm described above will settle in separate local minima. The message length is a measure of the explanatory value of a hypothesis and can select between these. The second use is for determining the number of classes that can be justified by the data (section 4) [17, 18, 20, 22 ].
The Length for Encodingx
As in section 2.4 equation (15), we define P T (x) as the distribution over x at temperature T . Since P (x) is a Markov random field (MRF) it can be restated as a Gibbs random field (GRF). This is guaranteed by the Hammersley-Clifford theorem, proven in [1, 7, 8] . This allows us to approximate H 1 (x) (the entropy of x at temperature T = 1) using the method described in section 2.4. The negative log likelihood of our estimate forx is then calculated using,
where V (x) is the energy of our estimatex and Q(x) is the expected energy for the GRF over x. This type of calculation has also been used to calculate the message lengths for other image models in [17] and [14] and is discussed there in more detail.
Test on Artificial Data
For this test there are three classes C = 3. The auto-logistic model is used to define the prior P (x) with parameters α = (1/3, 1/3, 1/3) and β = 0.7. Similarly the vector of class parameters (class means) is λ = (λ 1 , λ 2 , λ 3 ) = (5, 20, 35 ) and the noise parameters (standard deviations) for the three classes are σ = (σ 1 , σ 2 , σ 3 ) = (1, 2, 3 ).
From this model, instances of x, y and s were generated with N = 225 locations arranged on a 15 × 15 toroidal square-lattice. The use of a toroidal squarelattice is simply for programming reasons and is not required by our method. The number of projections is M = 225 each containing 15 locations. The algorithm was run given s to infer estimatesŷ andx. The true x and inferredx class assignments are shown in figure 1 . The true y and inferredŷ data point values are also shown in figure 1. For comparisons to other work to be meaningful our work will have to be developed further. This paper is intended to show how the MML approach to intrinsic classification of spatially correlated data introduced by Wallace [17] can be applied to image reconstruction. The next section discusses what extensions are necessary and how they can be implemented.
Further Work
The first problem is with computational expensiveness. Our current implementation is in Java (not a performance language) and little effort was made to make it fast. This Gibbs sampling algorithm is highly parallelisable and specialised hardware is often used in image processing. Before we optimise our implementation we wish to first improve it in other respects.
The earliest applications of the minimum message length principle is in mixture modelling (clustering) [17, 19, 20, 22] . A strong point of MML in this area is the ability to estimate both the class parameters and the number of classes. The next step for our work would be to add those abilities. It should be possible to achieved this using the EM algorithm, 1. initialise all parameters 2. re-estimate x and y using the Gibbs sampler 3. re-estimate the parameters defining the class distributions λ 4. re-estimate the parameters defining P (x) 5. re-estimate the projection noise parameters σ 6. if the estimate is stable then stop, else return to step 2 This algorithm should gradually move towards a local minimum in the message length as each individual step reduces it.
To estimate the number of classes, the algorithm above is run several times assuming a different number of classes each time. The number of classes that leads to the shortest message length is preferred.
Conclusion
We have shown how Minimum Message Length (MML) can be used to reconstruct and classify (or segment) data sets (images/tomograms) that have been observed only through noisy projections. As a quantitative version of Ockham's razor [10] , MML separates noise and pattern information using prior (domain specific) knowledge and it is capable of performing well on noisy data, while being resistant to overfitting. For this reason, applications of MML to low-dose computed tomography are worth exploring.
We have demonstrated how the classification, reconstruction and message length calculations can be done following the approach of [17] . The next step will be to add the ability to infer the class parameters, the noise parameters and the number of classes.
