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FRACTAL SOLUTIONS OF LINEAR AND NONLINEAR DISPERSIVE
PARTIAL DIFFERENTIAL EQUATIONS
V. CHOUSIONIS, M. B. ERDOG˘AN, AND N. TZIRAKIS
Abstract. In this paper we study fractal solutions of linear and nonlinear dispersive PDE
on the torus. In the first part we answer some open questions on the fractal solutions of
linear Schro¨dinger equation and equations with higher order dispersion. We also discuss
applications to their nonlinear counterparts like the cubic Schro¨dinger equation (NLS) and
the Korteweg-de Vries equation (KdV).
In the second part, we study fractal solutions of the vortex filament equation and
the associated Schro¨dinger map equation (SM). In particular, we construct global strong
solutions of the SM in Hs for s > 3
2
for which the evolution of the curvature is given by a
periodic nonlinear Schro¨dinger evolution. We also construct unique weak solutions in the
energy level. Our analysis follows the frame construction of Chang et al. [9] and Nahmod
et al. [26].
1. Introduction
In this paper we continue the study of fractal solutions of linear and nonlinear dispersive
PDE on the torus that was initiated in [17]. We present dispersive quantization effects
that were observed numerically for discontinuous initial data, [10], in a large class of dis-
persive PDE, and in certain geometric equations [19]. A physical manifestation of these
phenomena started with an optical experiment of Talbot [32] which today is referred in the
literature as the Talbot effect. Berry with his collaborators (see, e.g., [3, 4, 5, 6]) studied
the Talbot effect in a series of papers. In particular, in [4], Berry and Klein used the linear
Schro¨dinger evolution to model the Talbot effect. Also in [3], Berry conjectured that for the
n−dimensional linear Schro¨dinger equation confined in a box the graphs of the imaginary
part ℑu(x, t), the real part ℜu(x, t) and the density |u(x, t)|2 of the solution are fractal sets
with dimension D = n + 1
2
for most irrational times. We should also note that in [36] the
Talbot effect was observed experimentally in a nonlinear setting.
V.C. is supported by the Academy of Finland Grant SA 267047. M.B.E. is partially supported by the
NSF grant DMS-1201872.
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The first mathematically rigorous work in this area appears to be due to Oskolkov. In
[28], he studied a large class of linear dispersive equations with bounded variation initial
data. In the case of the linear Schro¨dinger equation, he proved that at irrational times
the solution is a continuous function of x and at rational times it is a bounded function
with at most countably many discontinuities. The idea that the profile of linear disper-
sive equations depends on the algebraic properties of time was further investigated by
Kapitanski-Rodniaski [21], Rodnianski [29], and Taylor [33]. Dispersive quantization re-
sults have also been observed on higher dimensional spheres and tori [34]. In [33], Taylor
noted that the quantization implies the Lp boundedness of the multiplier eit∆ for rational
values of t
2π
. It is known that, [33], the propagator is unbounded in Lp for p 6= 2 and t
2π
irrational. This can be considered as another manifestation of the Talbot effect.
In [17], the second and third authors investigated the Talbot effect for cubic nonlinear
Schro¨dinger equation (NLS) with periodic boundary conditions. The goal was to extend
Oskolkov’s and Rodnianski’s results for bounded variation data to the NLS evolution, and
provide rigorous confirmation of some numerical observations in [27, 10, 11]. We recall the
main theorem of [17]:
Theorem A. [17] Consider the nonlinear Schro¨dinger equation on the torus
iut + uxx + |u|2u = 0, t ∈ R, x ∈ T = R/2πZ,
u(x, 0) = g(x).
Assuming that g is of bounded variation, we have
i) u(x, t) is a continuous function of x if t
2π
is an irrational number. For rational values
of t
2π
, the solution is a bounded function with at most countably many discontinuities.
Moreover, if g is also continuous then u ∈ C0t C0x.
ii) If in addition g 6∈ ⋃ǫ>0H 12+ǫ, then for almost all times either the real part or the
imaginary part of the graph of u(·, t) has upper Minkowski dimension 3
2
.
We note that the simulations in [27, 10, 11] were performed in the case when g is a step
function, and that Theorem A applies in that particular case. The proof of Theorem A relies
on a smoothing estimate for NLS stating that the nonlinear Duhamel part of the evolution
is smoother than the linear part by almost half a derivative. For bounded variation data,
this immediately yields the upper bound on the dimension of the curve. The lower bound
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is obtained by combining the smoothing estimate with Rodnianski’s result in [29], and an
observation from [14] connecting smoothness and geometric dimension. We remark that
the first part of Theorem A was observed in [16] in the case of KdV equation.
In this article we first show how one can obtain the same theorem as above for both the
real part and the imaginary part of the graph of eit∂xxg. Then we prove that the linear
Schro¨dinger evolution gives rise to fractal curves even for smoother data. In particular we
show that if the initial data is of bounded variation but do not belong in
⋃
ǫ>0H
r0+ǫ for
some r0 ∈ [12 , 34), then for almost all t both the real part and the imaginary part of the graph
of eit∂xxg have upper Minkowski dimension D ∈ [5
2
− 2r0, 32 ]. Notice that for r0 ∈ [12 , 34),
1 < 5
2
− 2r0 ≤ 32 . These results apply to NLS evolution as in Theorem A above. Our next
theorem addresses Berry’s conjecture regarding the fractal dimension of the density of the
linear Schro¨dinger equation |eit∂xxg|2. Although we are unable to prove the statement for
general bounded variation initial data we nevertheless prove the dimension statement for
step function data with jumps only at rational points. Our result confirm the numerical
simulations that have appeared in the literature. We also note that our theorem implies
the same statement for the absolute value of the solution |eit∂xxg|.
The numerical simulations in Olver [27], and Chen and Olver [10, 11] validated the
Talbot effect for a large class of dispersive equations, both linear and nonlinear. In the
case of polynomial dispersion, they numerically confirmed the rational/irrational dichotomy
discussed above. This behavior persists for both integrable and nonintegrable systems. Our
next theorem addresses exactly this problem. We consider for any k ≥ 3 the following linear
dispersive class of PDE:
iut + (−i∂x)ku = 0, t ∈ R, x ∈ T = R/2πZ,
u(x, 0) = g(x) ∈ BV.
We prove that for almost all t both the real part and the imaginary part of the graph of
eit(−i∂x)
k
g is a fractal curve with upper Minkowski dimension D ∈ [1 + 21−k, 2 − 21−k]. In
particular the upper Minkowski dimension D ∈ [5
4
, 7
4
] for almost every t in the case of the
Airy equation (k = 3). The dimension bounds are also valid for the KdV evolution, see
below.
An important question that the authors raised in [10, 11] is the appearance of such
phenomena in the case of nonpolynomial dispersion relations. Their numerics demonstrate
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that the large wave number asymptotics of the dispersion relation plays the dominant role
governing the qualitative features of the solutions. We will address these phenomena in
future work. Here we just want to note that smoothing estimates for fractional Schro¨dinger
equations have already been proved in [12].
In the second part of our paper we investigate fractal solutions of the vortex filament
equation (VFE):
(1) γt = γx × γxx,
where γ : R × K → R3, satisfies |γx| = 1, i.e. x is an arc-length parameter. Here the
field K can be either R or the torus T. This equation was first discovered by Da Rios,
[13], and it models the dynamics of an isolated thin vortex embedded in a homogeneous,
incompressible, inviscid fluid. Da Rios wanted to study the influence that the localized
vorticity has on the local and global behavior of the vortex, [13]. In this model the velocity
of the vortex is proportional to its local curvature (thus smaller rings move faster).
VFE is connected to the cubic NLS through Hasimoto’s transformation [18]. Hasimoto
coupled the curvature and torsion of the filament into one complex variable and derived
a nonlinear Schro¨dinger equation that governs the dynamics of the vortex filament. We
should note that VFE in Hs level formally corresponds to NLS in Hs−2 level.
Recently in [19], De la Hoz and Vega considered solutions of the VFE with initial data
a regular planar polygon. Formally, at the NLS level this corresponds to initial data rep-
resented as a sum of delta functions with appropriate weights. Using algebraic techniques,
supported by numerical simulations, they demonstrated that u is also a polygonal curve at
any rational time. They also studied numerically the fractal behavior for irrational times.
For example their simulations demonstrate that the stereographic projection of the unit
tangent vector at an irrational time is a fractal like curve.
Since NLS is known to be ill-posed below the L2 level, it appears that a rigorous justifi-
cation of the observations in [19] is out of reach. Instead, in this paper we prove that the
VFE has solutions with some fractal behavior even when the data is much smoother then
a polygonal curve. For example for C1(T) initial data which is a planar curve of piecewise
constant curvature, we prove that the curvature vector γxx = κN of the filament has fractal
coordinates with respect to a frame, see the discussion below.
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To construct solutions of VFE we consider the Schro¨dinger map equation (SM)
(2) ut = u× uxx,
where u = γx : R × K → S2, where S2 is the unit sphere in R3. The SM has a long
history and can be derived as a model on the effects of a magnetic field on ferromagnetic
materials. A ferromagnetic material can be viewed as a collection of atoms each with a well
defined magnetic moment which interact with its neighbors. The dynamics of the magnetic
moment (spin) are governed by
ut = u× F
where F = − δE
δu
. If the ferromagnetic energy is E(u) = 1
2
∫
Ω
|∇u|2 then the equation takes
the form ut = u×∆u.
In the case of K = T, since u is the derivative of the curve with respect to arc-length, it
has mean zero: ∫
K
u(x)dx = 0.
In addition, since |u| = 1 for each x, ‖u‖L2(T) = 2π for all times. Moreover, noting that
∂t
∫
T
ux · ux dx = 2
∫
T
utx · ux dx = −2
∫
T
ut · uxx dx = −2
∫
T
(u× uxx) · uxx dx = 0,
we see that the smooth solutions of the SM have constant H1(T) norm:
‖u(t)‖H1(T) = ‖u0‖H1(T).
Note that the problem is H
n
2 critical and thus in 1d it is energy sub-critical. Many
results have been established for the SM from Rn to S2. We cannot summarize all of them
here but we should mention a recent result, [2], proving small data global well-posedness
in the critical space for any n ≥ 2. For the 1d case when the base is R or the torus T
and the target is the sphere the best result is the global well-posedness in H2. For the
real line, existence was proved in [15] for large H2(R) data, while uniqueness was shown
in H3(R). Uniqueness in H2(R) was proved by Chang, Shatah and Uhlenbeck [9], also see
[26] for further clarifications. The strategy used in [9] and [26] is to write the derivative
of the solution in a special orthonormal frame in the tangent plane in which the equation
turns out to be of NLS type. For the global well-posedness in H2(T), see [30], which also
addresses SM from Riemanian manifolds to Ka¨hler manifolds.
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Since the cubic NLS is well-posed in L2, heuristically the SM should be well-posed in H1.
However, this is still open, since translating the estimates available for the NLS to the SM
is nontrivial. Recall that for the periodic cubic NLS we observed fractal solutions for data
in Hs level, s < 3
4
. Thus, in principle, we expect to have fractal solutions for the SM at the
Hs level for s < 7
4
. To do that we restrict ourselves to mean zero and identity holonomy
initial data on the torus. By identity holonomy we mean that the parallel transport around
the curve u0(T) is the identity map on the tangent space Tu0(0)S
2. By the Gauss-Bonnet
theorem, for smooth curves, this is equivalent to the condition that the area enclosed by
the curve counting multiplicities in S2 is an integer multiple of 2π. In particular, planar
initial data are always identity holonomy.
To study the well posedness of the SM we use the frame construction in [9] and [26],
which converts SM to a simpler system of ODE. We note that for smooth and identity
holonomy data the frame is also 2π-periodic and the coefficients of ux in the frame evolves
according to NLS on T. With the help of the system and the conservation laws of the SM
we obtain a unique solution as a strong limit of smooth solutions and prove that the SM
is globally well posed in Hs(T) for any s > 3
2
. Moreover the coefficients of the curvature
vector ux with respect to the frame are given by the real and imaginary parts of a function
q ∈ L∞t Hs−1x which solves NLS on T.
We also address the problem of the uniqueness of the weak solutions of the SM. For weak
solutions of SM see the paper [20] and the references therein. The construction of weak
solutions in the energy space was proved in [31], also see the discussion in [20]. Certain
uniqueness statements (under assumptions on NLS evolution on R) were obtained in [26].
We obtain unique weak solutions in Hs(T) for s ≥ 1 and for identity holonomy and mean
zero data. These solutions are weakly continuous in Hs and continuous in Hr for r < s.
Moreover, for s > 1 the curvature vector ux is given by a NLS evolution in H
s−1 level as
we noted above.
2. Notation
To avoid the use of multiple constants, we write A . B to denote that there is an
absolute constant C such that A ≤ CB. We define 〈·〉 = 1 + | · |.
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We define the Fourier sequence of a 2π-periodic L2 function u as
uˆ(k) = uk =
1
2π
∫ 2π
0
u(x)e−ikxdx, k ∈ Z.
With this normalization we have
u(x) =
∑
k
eikxuk, and (uv)k = uk ∗ vk =
∑
m+n=k
unvm.
We will also use the notation:
P0u = u0 =
1
2π
∫
T
u.
Note that for a mean-zero L2 function u, ‖u‖Hs = ‖u‖H˙s ≈ ‖û(k)|k|s‖ℓ2.
Similarly, for u : T→ R3, the Fourier coefficients are uk = (u1,k, u2,k, u3,k), and
‖u‖L2 =
(∫
T
u · u dx
)1/2
, ‖u‖H1 = ‖∂xu‖L2 + ‖u‖L2.
For general s we have
‖u‖2Hs ≈
∑
k
〈k〉2suk · uk.
The upper Minkowski (also known as fractal) dimension, dim(E), of a bounded set E is
given by
lim sup
ǫ→0
log(N (E, ǫ))
log(1
ǫ
)
,
where N (E, ǫ) is the minimum number of ǫ–balls required to cover E.
Finally, by local and global well-posedness we mean the following.
Definition 2.1. We say the equation is locally well-posed in Hs, if there exist a time
TLWP = TLWP (‖u0‖Hs) such that the solution exists and is unique in XTLWP ⊂ C([0, TLWP ), Hs)
and depends continuously on the initial data. We say that the the equation is globally well-
posed when TLWP can be taken arbitrarily large.
3. Fractal solutions of dispersive PDE on T
We will start with the linear Schro¨dinger evolution eit∂xxg. The following theorem is a
variant of the results in [28] and [29]:
Theorem 3.1. Let g : T → C be of bounded variation. Then eit∂xxg is a continuous
function of x for almost every t. Moreover if in addition g 6∈ ⋃ǫ>0Hr0+ǫ for some r0 ∈
[1
2
, 3
4
), then for almost all t both the real part and the imaginary part of the graph of eit∂xxg
have upper Minkowski dimension D ∈ [5
2
− 2r0, 32 ]. In particular, for r0 = 12 , D = 32 .
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Before we prove this theorem we need the following lemma.
Lemma 3.2. Let g : T→ C be of bounded variation. Assume that r0 := sup{s : g ∈ Hs} ∈
[1
2
, 1) Then for almost every t, both the real and imaginary parts of eit∂xxg do not belong to
Hr for r > r0.
Proof. We prove this for the real part, the same argument works for the imaginary part.
Also, we can assume that r < r0+1
2
. It suffices to prove that for a subsequence {Kn} of N,
Kn∑
k=1
k2r|e−itk2 ĝ(k) + eitk2 ĝ(−k)|2 →∞ for almost every t.
We have
K∑
k=1
k2r|e−itk2 ĝ(k)+eitk2 ĝ(−k)|2 =
K∑
k=1
k2r(|ĝ(k)|2+|ĝ(−k)|2)+2ℜ( K∑
k=1
k2re−2itk
2
ĝ(k)ĝ(−k)).
Since the first sum diverges as K →∞, it suffices to prove that the second sum converges
almost everywhere after passing to a subsequence. As such it suffices to prove that it
converges in L2(T), which immediately follows from Plancherel as
∞∑
k=1
k4r|ĝ(k)|2|ĝ(−k)|2 . sup
k
k4r−2r0−2+‖g‖2Hr0− <∞.
In the last two inequalities we used the bound |ĝ(k)| . |k|−1 and that r < r0+1
2
. 
Proof of Theorem 3.1. Consider
HN,t(x) =
∑
0<|n|≤N
e−itn
2+inx
n
=
N∑
n=1
e−itn
2+inx − e−itn2−inx
n
.
Let
TN,t(x) =
1
N
N∑
n=1
[
e−itn
2+inx − e−itn2−inx]
By the summation by parts formula,
N∑
n=1
fn(gn+1 − gn) = fN+1gN+1 − f1g1 −
N∑
n=1
gn+1(fn+1 − fn),
with gn = (n− 1)Tn−1,t and fn = 1n , we have
HN,t(x) =
N
N + 1
TN,t(x) +
N∑
n=1
Tn,t(x)
n + 1
= TN,t(x) +
N−1∑
n=1
Tn,t(x)
n+ 1
.(3)
We will use the following well-known results from number theory:
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Theorem 3.3. [25] Let t satisfy
(4)
∣∣ t
2π
− a
q
∣∣ ≤ 1
q2
for some integers a and q, then
sup
x
∣∣ N∑
n=1
e−itn
2+inx
∣∣ . N√
q
+
√
N log q +
√
q log q.
Recall that Dirichlet theorem implies that for every irrational t
2π
, the inequality (4) holds
for infinitely many integers a, q. Given irrational t
2π
, let {qk} be the increasing sequence of
positive q’s for which (4) holds for some a. We need the following quantitative information
on the sequence {qk}.
Theorem 3.4. [22, 24] For almost every t, we have limk→∞ q
1/k
k = γ, for some absolute
constant γ independent of t.
An immediate corollary of this theorem is the following:
Corollary 3.5. For almost every t, and for any ǫ > 0, we have
qk+1 ≤ q1+ǫk
for all sufficiently large k.
This in turn implies that
Corollary 3.6. For almost every t, for any ǫ > 0, and for all sufficiently large N , there
exists q ∈ [N,N1+ǫ] so that (4) holds for q.
Combining Theorem 3.3 and Corollary 3.6, we obtain
Corollary 3.7. For almost every t, and for any ǫ > 0, we have
sup
x
∣∣ N∑
n=1
e−itn
2+inx
∣∣ . N 12+ǫ
for all N .
Using Corollary 3.7 in (3), we see that for almost every t the sequence HN,t converges
uniformly to a continuous function
Ht(x) =
∑
n 6=0
e−itn
2+inx
n
.
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It also implies that for any ǫ > 0, and for any j = 1, 2, ...,∥∥∥ ∑
2j−1≤|n|<2j
e−itn
2+inx
n
∥∥∥
L∞x
. 2−j(
1
2
−ǫ).
Therefore for almost every t
Ht ∈
⋂
ǫ>0
B
1
2
−ǫ
∞,∞(T).
Recall that the Besov space Bsp,∞ is defined via the norm:
‖f‖Bsp,∞ := sup
j≥0
2sj‖Pjf‖Lp,
where Pj is a Littlewood-Paley projection on to the frequencies ≈ 2j.
Now, given function g of bounded variation, we write
eit∂xxg = ĝ(0) +
∑
n 6=0
e−itn
2+inxĝ(n).
Note that
ĝ(n) =
1
2π
∫
T
e−inyg(y)dy =
1
2πin
∫
T
e−inydg(y),
where dg is the Lebesgue-Stieltjes measure associated with g. Therefore
eit∂xxg = ĝ(0) + lim
N→∞
HN,t ∗ dg = ĝ(0) +Ht ∗ dg
by the uniform convergence of the sequence HN,t. In particular, for almost every t,
(5) eit∂xxg ∈
[⋂
ǫ>0
B
1
2
−ǫ
∞,∞(T)
]⋂
C0(T).
Now in addition assume that g 6∈ Hr(T) for any r > r0 ≥ 12 . This implies using Lemma 3.2
that
ℑeit∂xxg, ℜeit∂xxg 6∈
⋃
ǫ>0
B
2r0−
1
2
+ǫ
1,∞ (T),
since
(6) Hr(T) ⊃ Br11,∞(T) ∩Br2∞,∞(T),
for r1 + r2 > 2r.
The lower bound for the upper Minkowski dimension in Theorem 3.1 follows from the
following theorem of Deliu and Jawerth [14].
Theorem 3.8. [14] The graph of a continuous function f : T → R has upper Minkowski
dimension D ≥ 2− s provided that f 6∈ ⋃ǫ>0Bs+ǫ1,∞.
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We should now note that Cα(T) coincides with Bα∞,∞(T), see, e.g., [35], and that if
f : T → R is in Cα, then the graph of f has upper Minkowski dimension D ≤ 2 − α.
Therefore, the graphs of ℜ(u) and ℑ(u) have dimension at most 3
2
for almost all t.

The smoothing result in [17] and Theorem 3.1 above imply as in the proof of Theorem A
the following:
Theorem 3.9. Consider the nonlinear Schro¨dinger equation on the torus
iut + uxx + |u|2u = 0, t ∈ R, x ∈ T = R/2πZ,
u(x, 0) = g(x),
where g : T → C is of bounded variation and g 6∈ ⋃ǫ>0Hr0+ǫ for some r0 ∈ [12 , 34), then
for almost all t both the real part and the imaginary part of the graph of u have upper
Minkowski dimension D ∈ [5
2
− 2r0, 32 ].
We now turn our attention to the problem of fractal dimension of the density function
|eit∂xxg|2. This problem was left open in [29].
Theorem 3.10. Let g be a nonconstant complex valued step function on T with jumps only
at rational multiples of π. Then for almost every t the graphs of |eit∂xxg|2 and |eit∂xxg| have
upper Minkowski dimension 3
2
.
The upper bound follows immediately from the proof of Theorem 3.1 since Cα(T) is
an algebra. The lower bound for |eit∂xxg| follows from the lower bound for |eit∂xxg|2 since
|eit∂xxg| is a continuous and hence bounded function for almost every t. The lower bound
for |eit∂xxg|2 follows from the same proof above provided that we have
|eit∂xxg|2 ∈
⋂
ǫ>0
B
1
2
−ǫ
∞,∞(T)
and
|eit∂xxg|2 6∈ H 12 .
The former follows from (5) since Bα∞,∞ = C
α is an algebra. For the latter we have:
Proposition 3.11. Let g be a nonconstant complex valued step function on T with jumps
only at rational multiples of π. Then for every irrational value of t
2π
, we have |eit∂xxg|2 6∈
H
1
2 .
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Proof. We can write (after a translation and adding a constant to g) g =
∑L
ℓ=1 cℓχ[aℓ,bℓ),
where [aℓ, bℓ) are disjoint and nonempty intervals, and 0 = a1 < a2 < . . . < aL < bL < 2π =:
aL+1. Here cℓ’s are nonzero complex numbers and they are distinct if the corresponding
intervals have a common endpoint.
It suffices to prove that for a positive density subset S of N we have,
(7) ∀k ∈ S, ∣∣ ̂|eit∂xxg|2(k)∣∣ & 1
k
.
First note that for n 6= 0
êit∂xxg(n) =
i
2π
L∑
ℓ=1
cℓe
−itn2 e
−inbℓ − e−inaℓ
n
.
Let K be a natural number such that Kaℓ = Kbℓ = 0 (mod 2π) for each ℓ. For k divisible
by K, we have (using ĝ(k) = 0)
̂|eit∂xxg|2(k) = 1
4π2
L∑
ℓ,m=1
cℓcm
∑
n 6=0,k
e−itn
2
eit(n−k)
2 (e−inbℓ − e−inaℓ)(einbm − einam)
n(n− k)
=
eitk
2
4π2k
L∑
ℓ,m=1
cℓcm
∑
n 6=0,k
e−2itnk
n− k (e
−inbℓ − e−inaℓ)(einbm − einam)
− e
itk2
4π2k
L∑
ℓ,m=1
cℓcm
∑
n 6=0,k
e−2itnk
n
(e−inbℓ − e−inaℓ)(einbm − einam).
Changing the variable n− k → n in the first sum, we obtain
̂|eit∂xxg|2(k) = O(1/k2)− i sin(k
2t)
2π2k
L∑
ℓ,m=1
cℓcm
∑
n 6=0
e−2itnk
n
(e−inbℓ − e−inaℓ)(einbm − einam).
Using the formula (for 0 < α < 2π)
∑
n 6=0
einα
n
= log(1− e−iα)− log(1− eiα) = i(π − α),
we have
̂|eit∂xxg|2(k) = O(1/k2)
−sin(k
2t)
2π2k
L∑
ℓ,m=1
cℓcm
(⌊−2kt+bm−bℓ⌋−⌊−2kt+bm−aℓ⌋−⌊−2kt+am−bℓ⌋+⌊−2kt+am−aℓ⌋),
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where ⌊x⌋ = x (mod 2π) ∈ [0, 2π). Note that for 0 ≤ a < b ≤ 2π, we have
⌊c− b⌋ − ⌊c− a⌋ = a− b+ 2πχ[a,b)(⌊c⌋).
Using this we have
̂|eit∂xxg|2(k) = O(1/k2)
− sin(k
2t)
πk
L∑
ℓ,m=1
cℓcm
(
χ[aℓ,bℓ)(⌊−2kt + bm⌋)− χ[aℓ,bℓ)(⌊−2kt + am⌋)
)
.
From now on we restrict ourself to k so that ⌊−2kt⌋ ∈ (0, ǫ) for some fixed
0 < ǫ < min
(
min
ℓ∈{1,...,L}
(bℓ − aℓ), min
ℓ∈{1,...,L}:aℓ+1 6=bℓ
(aℓ+1 − bℓ)
)
,
where aL+1 = 2π. We note that for such k, χ[aℓ,bℓ)(⌊−2kt + am⌋) = 1 for m = ℓ and it is
zero otherwise. Moreover, χ[aℓ,bℓ)(⌊−2kt + bm⌋) = 0 for each m 6= ℓ − 1 (mod L), and if
χ[aℓ,bℓ)(⌊−2kt + bℓ−1)⌋) = 1, then cℓ−1 6= cℓ.
Therefore,
̂|eit∂xxg|2(k) = O(1/k2) + sin(k
2t)
πk
[ L∑
ℓ=1
|cℓ|2 −
L∑
ℓ=1
cℓcℓ−1χ[aℓ,bℓ)(⌊−2kt + bℓ−1⌋)
]
= O(1/k2) +
sin(k2t)
πk
[ L∑
ℓ=1
|cℓ|2 −
L∑
ℓ=1
cℓcℓ−1δaℓ,bℓ−1
]
.
Note that, since cℓ’s are nonzero, the absolute value of the quantity in bracket is nonzero
if δaℓ,bℓ−1 = 0 for some ℓ. In the case δaℓ,bℓ−1 = 1 for each ℓ, we write it as
L∑
ℓ=1
|cℓ|2 −
L∑
ℓ=1
cℓcℓ−1 = C · C − C · C˜,
where C = (c1, . . . , cL) and C˜ = (cL, c1, . . . , cL−1). Since, in this case, adjacent cℓ’s are
distinct, we have ‖C˜‖ = ‖C‖ and C˜ 6= C. Therefore, the absolute value of the quantity in
bracket is nonzero.
Thus, (7) holds for
S =
{
k ∈ N : K|k, ⌊−2kt⌋ ∈ (0, ǫ), ⌊k2t⌋ ∈ [π/4, 3π/4]}.
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This set has positive density for any irrational t
2π
since
{(⌊−2Kjt⌋, ⌊K2j2t⌋) : j ∈ N} is
uniformly distributed on T2 by the classical Weyl’s theorem (see e.g. Theorem 6.4 on page
49 in [23]). 
We now consider the case of higher order dispersion.
Theorem 3.12. Fix an integer k ≥ 3. Let g : T → C be of bounded variation. Then
eit(−i∂x)
k
g is a continuous function of x for almost every t. Moreover if in addition g 6∈⋃
ǫ>0H
1
2
+ǫ, then for almost all t both the real part and the imaginary part of the graph of
eit(−i∂x)
k
g have upper Minkowski dimension D ∈ [1 + 21−k, 2− 21−k].
In particular, under the conditions of the theorem, the solution of the Airy equation,
ut + uxxx = 0, u(0, x) = g(x), x ∈ T,
has upper Minkowski dimension D ∈ [5
4
, 7
4
] for almost every t.
The proof of this theorem is similar to the proof of the k = 2 case above, by replacing
Theorem 3.3 with
Theorem 3.13. [25] Fix an integer k ≥ 2. Let t satisfy (4) for some integers a and q,
then
sup
x
∣∣ N∑
n=1
eitn
k+inx
∣∣ . N1+ǫ(1
q
+
1
N
+
q
Nk
)21−k
.
Note that in this case,
eit(−i∂x)
k
g ∈
[⋂
ǫ>0
B2
1−k−ǫ
∞,∞ (T)
]⋂
C0(T).
Combining the results above with the smoothing theorem of [16], we have the following:
Corollary 3.14. Let g : T → C be of bounded variation. Then the solution of KdV
with data g is a continuous function of x for almost every t. Moreover if in addition g 6∈⋃
ǫ>0H
1
2
+ǫ, then for almost all t the graph of the solution has upper Minkowski dimension
D ∈ [5
4
, 7
4
].
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4. Fractal solutions of the periodic vortex filament equation
In this section we will construct solutions of VFE with some fractal behavior via the SM
equation (2). For the existence and uniqueness of smooth solutions of SM see the discussion
in [20].
Let u : T → S2 be a smooth map and denote by Γ(u)yx the parallel transport along u
between the points u(x) and u(y). We say u is identity holonomy if Γ(u)2π0 is the identity
map on the tangent space Tu(0)S
2. For u ∈ Hs for some s ≥ 1, we say u is identity holonomy
if there is a sequence of smooth and identity holonomy maps un converging to u in H
s.
Recall that for smooth planar initial curves for VFE, the data for SM is identity holonomy
and mean zero.
Theorem 4.1. The initial value problem for the Schro¨dinger map equation:
ut = u× uxx, x ∈ T, t ∈ R,
u(x, 0) = u0(x) ∈ Hs(T),
is globally well-posed for s > 3
2
whenever u0 is identity holonomy and mean-zero. Moreover,
there is a unique (up to a rotation) frame {e, u × e}, with e ∈ Hs, and a complex valued
function (unique up to a modulation), q0 ∈ Hs−1(T), so that the evolution of the curvature
vector γxx = ux satisfies
ux = q1 e+ q2 u× e,
where q = q1+ iq2 solves NLS with data q0. In particular, the curvature |ux| is given by |q|.
We start by transforming the Schro¨dinger map equation to a system of ODEs following
[9] and [26]. Let u0 : T→ S2 be smooth, mean-zero and identity holonomy. We pick a unit
vector e0(0) ∈ Tu0(0)S2, and define e0 : T→ S2 by parallel transport
(8) e0(x) = Γ(u0)
x
0[e0(0)], x ∈ T.
Notice that e0 is 2π-periodic since u0 is identity holonomy. We remark that for each x,
{e0(x), u0(x)×e0(x)} is an orthonormal basis for Tu0(x)S2, and {u0(x), e0(x), u0(x)×e0(x)}
is an orthonormal basis for R3. Therefore, we can write ∂xu0(x) in this frame as
∂xu0(x) = q1,0(x) e0(x) + q2,0(x) u0(x)× e0(x).
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Noting that ∂xe0(x) is a scalar multiple of u0(x), and using the identity
0 = ∂x[u0(x) · e0(x)] = [∂xu0(x)] · e0(x) + u0(x) · ∂x[e0(x)] = q1,0 + u0(x) · ∂x[e0(x)],
we write
∂xe0(x) = −q1,0(x)u0(x).
We remark that both q1,0 and q2,0 are 2π-periodic and we define q0 := q1,0 + iq2,0 : T→ C.
Let q : T× R→ C be the smooth solution of the focusing cubic NLS equation
iqt + qxx +
1
2
|q|2q = 0,(9)
with initial data q(x, 0) = q0(x). We also define
(10) p = p1 + ip2 := i∂xq.
The following theorem exemplifies the connection between NLS and VFE. We note again
that the coordinates of the curvature vector γxx = ux in the frame {e, u × e} is given by
the real and imaginary parts of the solution of NLS.
Theorem 4.2. Let u0, e0, q, and p be as above. Let u, e solve the system of ODE
∂tu = p1e+ p2u× e(11)
∂te = −p1u− 1
2
|q|2u× e(12)
e(x, 0) = e0(x), u(x, 0) = u0(x).
Then we have u : T × R → S2, e is 2π-periodic in x, and for each x, t, e(x, t) ∈ Tu(x,t)S2,
‖e(x, t)‖ = 1, and
∂xu = q1e+ q2 u× e(13)
∂xe = −q1u.(14)
Moreover, u is the unique 2π-periodic smooth solution of the Schro¨dinger map equation
ut = u× uxx,(15)
with initial data u(x, 0) = u0(x).
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Proof. First we check the last assertion of the theorem by showing that u solves (15). Using
(13) and (14), we have
u× uxx = (q1)xu× e + q1u× ex + (q2)xu× (u× e) + q2u× (ux × e) + q2u× (u× ex)
= p2u× e+ p1e = ut.
Next note that u · u = e · e = 1, and u · e = 0 for all times since these quantities initially
take these values and they solve the linear system
∂t(e · e) = −2p1 u · e
∂t(u · u) = 2p1 u · e
∂t(e · u) = p1 (e · e− u · u).
Therefore the local solutions of the system of ODE (11), (12) are S2 valued, and hence
they extend globally in time. Moreover, since they satisfy e · u = 0, e(x, t) ∈ Tu(x,t)S2 for
all x, t.
We now prove that the identities (13) and (14) hold true for all times. Let
f(x, t) := ∂xu− q1e− q2 u× e,
g(x, t) := ∂xe+ q1u.
We compute using (11) and (12)
gt = ∂xet + (q1)tu+ q1ut
= ∂x
(
− p1u− 1
2
|q|2u× e
)
+ (q1)tu+ q1p1e+ q1p2u× e
= −(p1)xu− p1ux − 1
2
(|q|2)xu× e
− 1
2
|q|2 ux × e− 1
2
|q|2u× ex + (q1)tu+ q1p1e+ q1p2u× e.
Using the definitions of f and g, we obtain
gt =
(
− 1
2
(|q|2)x + q1p2 − p1q2
)
u× e+
(
− (p1)x + (q1)t + 1
2
|q|2q2
)
u
− p1f − 1
2
|q|2(f × e+ u× g).
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Using the NLS equation (9) and the relation (10) between p and q, we have that
gt = −p1f − 1
2
|q|2(f × e + u× g).
By performing analogous calculations one obtains
ft = p1g + (p2 − q2)
(
f × e+ u× g).
Since f and g are initially zero, (13) and (14) hold true for all times. 
Remark 4.3. We note that q and e in the system above depend on the choice of e0(0),
however, because of the uniqueness of smooth solutions, u is independent of this choice.
Moreover, if we pick e˜0(0) = e
iαe0(0), then by the properties of parallel transport, e˜0(x) =
eiαe0(x) and e˜0(x)×u0(x) = eiα[e0(x)×u0(x)] for each x. And hence, in this new frame, we
have q˜0(x) = e
−iαq0(x). By the properties of NLS evolution and [9] (or the system above)
for each t, we have q˜(t) = e−iαq(t) and e˜(x, t) = eiαe(x, t).
The following lemma, which will be proved in the appendix, relates the Hs norms of the
parallel transform and of the curve.
Lemma 4.4. Fix s ≥ 1. Let u, v : T → S2 be smooth and identity holonomy functions.
Pick unit vectors e(0) ∈ Tu(0)S2 and f(0) ∈ Tv(0)S2 so that
|e(0)− f(0)| . ‖u− v‖Hs.
Let e(x) = Γ(u)x0e(0) and f(x) = Γ(v)
x
0e(0). Then
i) ‖e‖Hs(T) ≤ C‖u‖Hs , and
ii) ‖e− f‖Hs(T) ≤ C‖u‖Hs ,‖v‖Hs‖u− v‖Hs.
To construct the local and global solutions of SM we need the following a priori bounds:
Lemma 4.5. Let u, e, q be as in Theorem 4.2. Then for any s ≥ 1, and for each T , we
have
sup
t∈(−T,T )
(‖e(t)‖Hs + ‖u(t)‖Hs + ‖q(t)‖Hs−1) ≤ CT,‖u0‖Hs
Proof. First recall the conservation law
‖u‖H1 = ‖u0‖H1 .
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By (13), (14), we have
q1 = −ex · u, q2 = ux · (u× e).(16)
Therefore, by the algebra property of Hs−1 (or by Lemma 6.1 if 1 ≤ s ≤ 3/2) and
Lemma 4.4, we have
‖q0‖Hs−1 . C‖u0‖Hs .
By NLS theory [7] we have for t ∈ [−T, T ]
‖q‖Hs−1 ≤ CT,‖u0‖Hs .(17)
Combining these with (14) we see that for t ∈ [−T, T ]
‖e‖Hs . 1 + ‖∂xe‖Hs−1 . 1 + ‖q‖Hs−1‖u‖H1 ≤ CT,‖u0‖Hs .(18)
Similarly, using (13), we have for t ∈ [−T, T ]
‖u‖Hs = ‖∂xu‖Hs−1 ≤ C‖q‖Hs−1‖e‖H1‖u‖H1 ≤ CT,‖u0‖Hs .(19)

Using the following lemma and the proposition we construct the global solution of SM
as a limit of a uniformly Cauchy sequence.
Lemma 4.6. Fix s ∈ (3
2
, 2], and T > 0. Let (u, e, qu) and (v, f, qv) be as in Theorem 4.2
satisfying
|e0(0)− f0(0)| . ‖u0 − v0‖Hs.
Then for t ≤ T
‖e−f‖H˙s . ‖u0−v0‖Hs+‖u−v‖Hs−1 , ‖u−v‖Hs . ‖u0−v0‖Hs+‖u−v‖Hs−1+|P0(e−f)|,
and
‖e−f‖H˙s−1 . ‖u0−v0‖Hs+‖u−v‖Hs−2 , ‖u−v‖Hs−1 . ‖u0−v0‖Hs+‖u−v‖Hs−2+|P0(e−f)|,
with implicit constants depending on T, ‖u0‖Hs , ‖v0‖Hs.
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Proof. First note that by using Lemma 4.4, and the identities (16), we get
‖qu(0)− qv(0)‖Hs−1 ≤ C‖u0‖Hs ,‖v0‖Hs‖u0 − v0‖Hs.
By Lipschitz dependence on initial data for the NLS evolution, we have
‖qu − qv‖L∞
[−T,T ]
Hs−1x
≤ CT,‖u0‖Hs ,‖v0‖Hs‖u0 − v0‖Hs.(20)
By using (14) and Lemma 6.1 we have
‖e− f‖H˙s−1 = ‖∂xe− ∂xf‖Hs−2 = ‖qv,1v − qu,1u‖Hs−2
≤ ‖(qv,1 − qu,1)u‖Hs−2 + ‖qu,1(u− v)‖Hs−2
. ‖qv − qu‖Hs−1‖u‖Hs + ‖qu‖Hs−1‖u− v‖Hs−2.
The statement for ‖e− f‖H˙s−1 follows by (20), and Lemma 4.5.
Similarly, by (13) and Lemma 6.1, we obtain
‖u− v‖Hs−1 = ‖∂xu− ∂xv‖Hs−2 ≤ ‖qu,1e− qv,1f‖Hs−2 + ‖qu,2u× e− qv,2v × f‖Hs−2
. ‖qu − qv‖Hs−1 + ‖e− f‖Hs−2 + ‖u− v‖Hs−2,
which yields the bound for ‖u− v‖Hs−1.
The bounds for Hs norms follow from the calculations above by using the algebra struc-
ture of Sobolev spaces instead of Lemma 4.5. 
Proposition 4.7. Fix s ∈ (3
2
, 2], and T > 0. Let (u, e, qu) and (v, f, qv) be as in Theo-
rem 4.2 satisfying
|e0(0)− f0(0)| . ‖u0 − v0‖Hs.
Then for t ≤ T we have
‖u− v‖Hs . ‖u0 − v0‖Hs, ‖e− f‖Hs . ‖u0 − v0‖Hs
with an implicit constant depending on T, ‖u0‖Hs, ‖v0‖Hs.
Proof. First note that (20) is valid.
Let k2(t) := |P0(e− f)|2 + ‖u− v‖2Hs−2 . By Lemma 4.6, it suffices to prove that k(t) .
‖u0 − v0‖Hs which follows from
k′(t) . ‖u0 − v0‖Hs + k(t).(21)
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We write
∂t
(‖u− v‖2Hs−2) = 2
∫
T
∂s−2x (u− v) · ∂s−2x (ut − vt) dx.
Using (11) and Cauchy–Schwarz we have
∂t
(‖u− v‖2Hs−2) . ‖u− v‖Hs−2(‖pu,1e− pv,1f‖Hs−2 + ‖pu,2u× e− pv,2v × f‖Hs−2).(22)
To estimate ‖pu,1e− pv,1f‖Hs−2 , we write using (10) and Lemma 6.1
‖pu,1e− pv,1f‖Hs−2 ≤ ‖[(qv,2)x − (qu,2)x]e‖Hs−2 + ‖(qv,2)x(f − e)‖Hs−2
. ‖(qv,2)x − (qu,2)x‖Hs−2‖e‖Hs−1 + ‖(qv,2)x‖Hs−2‖f − e‖Hs−1
. ‖qv − qu‖Hs−1 + ‖qv‖Hs−1‖f − e‖Hs−1 .
Now by using Lemma 4.5, Lemma 4.6, and (20), we have
‖pu,1e− pv,1f‖Hs−2 . ‖u0 − v0‖Hs + k(t),
where the implicit constants depend on ‖u0‖Hs, ‖v0‖Hs, and T .
Similarly one estimates
‖pu,2u× e− pv,2v × f‖Hs−2 . ‖u0 − v0‖Hs + k(t).
Thus, we get
∂t
(‖u− v‖2Hs−2) . ‖u0 − v0‖Hsk(t) + k2(t).
Now note that by (12), we have
∂t|P0(e− f)|2 . |P0(e− f)|
(∣∣∣ ∫
T
(
pu,1u− pv,1v
)
dx
∣∣∣ + ∣∣∣ ∫
T
(|qu|2u× e− |qv|2v × f)dx∣∣∣).
We estimate the first integral on the right hand side above by using (10) and integration
by parts as follows:∣∣∣ ∫
T
(
pu,1u− pv,1v
)
dx
∣∣∣ = ∣∣∣ ∫
T
(
qu,2ux − qv,2vx
)
dx
∣∣∣
.
∣∣∣ ∫
T
(
qu,2qu,1e− qv,2qv,1f
)
dx
∣∣∣+ ∣∣∣ ∫
T
(
q2u,2u× e− q2v,2v × f
)
dx
∣∣∣
. ‖qu − qv‖Hs−1 + ‖u− v‖Hs−1 + ‖e− f‖Hs−1
. ‖u0 − v0‖Hs + k(t).
In the first inequality we used (13), and in the second we bound the differences by Sobolev
embedding. The last inequality follows from (20) and Lemma 4.6.
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The estimate for the second integral is similar, and hence (21) holds. 
We now finish the proof of Theorem 4.1. Given initial data u0, choose a sequence u0,n of
smooth and identity holonomy functions converging to u0 in the H
s norm. For each u0,n
we choose e0,n(0) so that (for each n,m)
|e0,n(0)− e0,m(0)| . ‖u0,n − u0,m‖Hs.
Consider the system given by Theorem 4.2 for each n. By Proposition 4.7 we see that for
each T , un and en are Cauchy in C
0
[−T,T ]H
s, and hence they converge to functions u and e in
C0[−T,T ]H
s. This implies existence and uniqueness. Continuous dependence on initial data
also follows immediately from Proposition 4.7. The proof of the claim on the curvature is
clear from the construction above.
5. Weak Solutions of SM on the torus.
The construction of weak solutions in the energy space was proved in [31], also see the
discussion in [20]. Certain uniqueness statements (under assumptions on NLS evolution on
R) were obtained in [26]. In this section we obtain unique weak solutions in Hs(T) for s ≥ 1
and for identity holonomy and mean zero data. These solutions are weakly continuous in
Hs and continuous in Hr for r < s. Moreover, for s > 1 the curvature ux is given by a
NLS evolution in Hs−1 level as in the previous section.
First we discuss weak solutions in H1 for identity holonomy and mean zero data u0 ∈
H1. Take a smooth identity holonomy sequence un(0) converging to u0 in H
1. Construct
solutions un, en, qn as in the previous section. By Lemma 4.5, we have for each T
sup
n,|t|≤T
(‖un‖H1 + ‖en‖H1 + ‖qn‖L2) ≤ CT,‖u0‖H1 .
Moreover, by the equation,
sup
n,|t|≤T
(‖∂tun‖H−1 + ‖∂ten‖H−1) ≤ CT,‖u0‖H1 .
Having these bounds we apply Proposition 1.1.2 in [8] to construct a weak solution. Taking
X = H1, Y = Hr for any r < 1, we estimate
‖un(t1)− un(t2)‖H−1 ≤
∫ t1
t2
‖∂tun(t)‖H−1dt ≤ CT,‖u0‖H1 |t1 − t2|.
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Interpolating this inequality with the H1 bound gives equicontinuity in Hr for r < 1.
Similar statements hold for en’s.
The proposition yields u ∈ C0tHr which is weakly continuous in H1 and a subsequence
nk such that unk converges to u weakly in H
1 for each t, and same for e. By passing to
further subsequences we also have ∂tunk converges to ∂tu weakly in L
2
tH
−1
x , same for ∂te.
The limit satisfies the system and the Schro¨dinger map equation in the sense of space-time
distributions.
We further note that for each t, by Rellich and the uniqueness of weak limits, a sub-
sequence unk (depending on t) converges to u strongly in H
r. Therefore, (by Sobolev
embedding) |u(x, t)| = 1 and similarly |e(x, t)| = 1 and e(x, t) · u(x, t) = 0 for each t, x.
For the uniqueness part we use an argument from [26]. Given two such solutions u and
v, consider the smooth solutions un and vn converging to u and v as above. In particular,
un(0) and vn(0) converges to the same data in H
1. Since the solutions are independent
of the choice of the frame, we can choose e0,n(0) and f0,n(0) so that in addition to the
conditions above we have
|e0,n(0)− f0,n(0)| . ‖un(0)− vn(0)‖H1.
With this choice, we consider the two weak solutions (u, e, qu), (v, f, qv) of the system in
Theorem 4.1. Note that u0 = v0, e0 = f0, and qu(0) = qv(0). By the well-posedness of NLS
qu = qv = q for all times. Let U = u− v, E = e− f , C = u× e− v× f , and V = (U,E, C).
Note that ∂tV = BV (in the sense of space-time distributions), where
B =


0 pu,1 pu,2
−pu,1 0 −12 |qu|2
−pu,2 12 |qu|2 0


Using H1 and H−1 duality, and the fact that B is skew symmetric, we see that
∂t‖V ‖22 =
∫
BV · V = 0.
Since V (0) = 0, we have uniqueness.
Finally, we discuss the weak solutions in Hs for s > 1. By the argument above (and
Proposition 1.1.2 in [8]), the weak solution is unique, it is in C0tH
1
x, and weakly continuous
in time with values in Hs. In fact in this case the solution enjoys conservation of H1 norm
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and it is the strong limit of unk in H
1. Indeed, by Rellich and the uniqueness of weak
limits, at each time, a t dependent subsequence unk(t) converges to u(t) in H
1. Therefore
‖u(t)‖H1 = lim
k→∞
‖unk(t)‖H1 = lim
k→∞
‖unk(0)‖H1 = ‖u0‖H1 .
Hence the full sequence ‖unk‖H1 converges to ‖u‖H1 for each t. This also implies by applying
Proposition 1.1.2 in [8] one more time with B = H1 that unk converges to u strongly in H
1
for each t. In particular, |∂xunk(t)| converges to |∂xu(t)| in L2. Also note that by the system
above and by the NLS theory |qnk(t)| = |∂xunk(t)| converges to |q(t)| in L2. Therefore for
each t, |q(t)| = |ux(t)| as L2 functions. Similarly, we have ux = q1 e + q2 u× e, for each t.
6. Appendix
Lemma 6.1. For α ∈ [−1
2
, 1
2
], we have
‖fg‖Hα . ‖f‖H1/2+‖g‖Hα.
Proof. First note that for α = 0 the lemma follows from Sobolev embedding theorem.
Moreover if one proves the estimate for any 0 < α ≤ 1
2
then the estimate for −1
2
≤ α < 0
follows by duality. Indeed consider h ∈ H−α and estimate∫
T
fgh =
∫
T
g(fh) . ‖g‖Hα‖fh‖H−α . ‖g‖Hα‖f‖H 12+‖h‖H−α.
We only show the calculation for α = 1
2
, the middle range follows by interpolation.
‖fg‖
H
1
2
=
∥∥〈n〉 12 ∑
k
f̂(n− k)ĝ(k)∥∥
l2
≤ ∥∥∑
k
〈n〉 12 |f̂(n− k)| |ĝ(k)| ∥∥
l2
.
Now consider the l2 functions defined by u(k) = f̂(k)〈k〉 12+ and v(k) = ĝ(k)〈k〉 12 . It suffices
to show that ∥∥∥∑
k
〈n〉 12 u(n− k)〈n− k〉 12+
v(k)
〈k〉 12
∥∥∥
l2
. ‖u‖l2‖v‖l2.
Case 1: |k| . |n− k|. In this case 〈n〉 12 . 〈n− k〉 12 and
〈n〉 12
〈n− k〉 12+〈k〉 12 .
1
〈n− k〉+〈k〉 12 .
It follows that∥∥∥∑
k
〈n〉 12 u(n− k)〈n− k〉 12+
|v(k)|
〈k〉 12
∥∥∥
l2
.
∥∥∥ u〈·〉+ ∗ v〈·〉 12
∥∥∥
l2
.
∥∥∥ u〈·〉+
∥∥∥
l2−
∥∥∥ v〈·〉 12
∥∥∥
l1+
. ‖u‖l2‖v‖l2.
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Note that in the second to last inequality we used Young’s inequality and in the last in-
equality we used Ho¨lder’s inequality in u and v respectively.
Case 2: |n− k| . |k|. In this case 〈n〉 12 . 〈k〉 12 and
〈n〉 12
〈n− k〉 12+〈k〉 12 .
1
〈n− k〉 12+ .
It follows that∥∥∥∑
k
〈n〉 12 u(n− k)〈n− k〉 12+
v(k)
〈k〉 12
∥∥∥
l2
.
∥∥∥ u〈·〉 12+ ∗ v
∥∥∥
l2
. ‖u 〈·〉− 12−‖l1 ‖v‖l2 . ‖u‖l2‖v‖l2
by using Young’s and Ho¨lder’s inequalities in that order. 
Proof of Lemma 4.4. We will use the notation of [1]. By the definition of the parallel
transport
(23) ∂xe(x) =
(
∂xe(x) · u(x)
)
u(x).
Fix a smooth local parametrization (U, F, V ) of S2 such that u(T) ⊂ V . Let u˜ := F−1 ◦ u :
T→ U . Write e in the local parameters as
(24) e(x) = ξ1(x)D1F (u˜(x)) + ξ
2(x)D2F (u˜(x)).
We can write (23) as,
(25) ∂xξ
k(x) = −
2∑
i,j=1
Γkij(u˜(x)) ∂xu˜j(x)ξ
i(x), k = 1, 2, x ∈ T,
where Γkij are the Christoffel symbols with respect to the local parametrization (U, F, V ).
Since |e| = 1, we deduce that ξ1, ξ2 ∈ L∞, with a bound depending on F . Also note
that, since Γkij and F
−1 are smooth, we have
‖Γkij(u˜(x))‖Hs, ‖DjF (u˜(x))‖Hs . 1 + ‖u˜‖Hs . ‖u‖Hs.
Using this and Sobolev embedding in (25), we have
‖ξ‖H1 . ‖ξ‖L∞ + ‖∂xξ‖L2 . 1 + ‖u‖2H1‖ξ‖L∞ . ‖u‖2H1.
And hence, for s ∈ [1, 2], we have
‖ξ‖Hs . 1 + ‖∂xξ‖Hs−1 . 1 + ‖u‖2Hs‖ξ‖H1 . ‖u‖4Hs.
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Using this in (24), we obtain
‖e‖Hs . ‖u‖5Hs.
For the second part, first write
f(x) = η1(x)D1F (v˜(x)) + η
2(x)D2F (v˜(x)).
Since
|e(0)− f(0)| . ‖u0 − v0‖Hs , and |DjF (u˜(0))−DjF (v˜(0))| . ‖u0 − v0‖Hs ,
we have
|η(0)− ξ(0)| . ‖u0 − v0‖Hs .
We also have
‖Γkij(u˜(x))− Γkij(v˜(x))‖Hs, ‖DjF (u˜(x))−DjF (v˜(x))‖Hs . ‖u− v‖Hs.
Using these in (25) as above, we obtain
‖η − ξ‖Hs . ‖u− v‖Hs,
which implies that
‖e− f‖Hs . ‖u− v‖Hs.

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