We develop the first results on the local sensitivity analysis for the solution of a broad class of equality-constrained convex network optimization problems when perturbations are made on the constraints. In the context of the minimum-cost network flow problem -a paradigm in the theory of optimization -these results suggest a notion of decay of correlation for constrained optimization procedures that can be captured via the spectral analysis of either random walks or graph Laplacians. This decay of correlation property, which relies on an interplay between the structure of the Hessian of convex functions and the sparsity of the constraint matrices, can be exploited to localize canonical optimization procedures -we consider the projected gradient descent algorithm -and provide lower computational complexity than centralized algorithms, as required in modern largescale applications. To the best of our knowledge, our results represent the first systematic investigation of (non-random) decay of correlation for constrained optimization procedures.
Introduction
Consider the problem of minimizing a twice continuously differentiable strongly convex function f : x → f (x) given the equality constraint Ax = b, where A is a full row rank matrix. Let x ⋆ (b) denote the unique solution of this problem, as a function of the constraint vector b. How does x ⋆ (b) i -the i-th component of x ⋆ (b) -behave upon perturbation of b a -the a-th component of b? Results on the sensitivity analysis for optimization procedures are typically stated only with respect to the optimal objective function, i.e., f (x ⋆ (b)), not with respect to the point where the optimum is attained, i.e., x ⋆ (b). But can we express
itself as a function of f , A, and b, and how does this quantity behave with respect to i and a? These are the type of questions that we address in this paper, from the point of view of network locality, decay of correlation, and local algorithms.
The main contributions of this paper are:
• (General theory) Provide the first systematic analysis of (non-random) decay of correlation for constrained optimization procedures.
• (Network flow problem) Show that the optimal network flow problem structurally exhibits exponential decay of correlation. Provide a characterization of correlations in terms of spectral analysis of random walks and graph Laplacians.
• (Local algorithms) Show how decay of correlation can be used to localize canonical optimization procedures to provide lower computational complexity compared to centralized algorithms.
As a paradigm to develop a general-purpose theory, we consider the widely-studied class of optimal network flow problems that has been fundamental in the development of the theory of polynomial-times algorithms for optimizations (see Gamarnik et al. (2012) and references therein, or Bertsekas and Tsitsiklis (1997) for book reference). Here a directed graph G = (V, E) is given with its structure encoded in the vertex-edge incidence matrix A. To each vertex a ∈ V is associated an external flow b a ∈ R. To each edge i ∈ E is associated a cost function f i : x i ∈ R → f i (x i ) ∈ R, where x i is the flow along edge i. Here x ⋆ (b) = (x ⋆ (b) i ) i∈E represents the flow that minimizes the total cost i∈E f i in the network and that satisfies the conservation law Ax = b so that at each vertex the total flow is zero, where b = (b a ) a∈V is the external flow. In this context, the quantity
can be interpreted as a measure of the "correlation" between edge i and vertex a. One of our main results shows that the magnitude of the correlation | ∂x ⋆ (b) i ∂ba | decays exponentially with the graph-theoretical distance between i and a, with a rate that is given by the spectral radius of a sub-stochastic transition matrix of a killed random walk associated to the network. To the best of our knowledge, this phenomenon represents the first-known incarnation of the decay of correlation principle in constrained optimization.
The concept of decay of correlation has been widely studied in statistical mechanics and probability theory, starting with the seminal work of Dobrušin (Dobrušin, 1970) to investigate the problem of uniqueness of Gibbs measures on infinite graphs (for book references see Simon (1993) and Georgii (2011) ). In this setting, decay of correlation characterizes the effective neighborhood dependency of random variables in a probabilistic network. Since the work of Dobrušin, this concept has found many applications beyond statistical physics. Recently, it has been used to develop and prove convergence guarantees for fast distributed local algorithms for inference and decision problems on large networks in a wide variety of domains, for instance, probabilistic marginal inference (Tatikonda and Jordan, 2002) , wireless communication (Weitz, 2006) , network learning (Bresler et al., 2008) , combinatorial optimization (Gamarnik et al., 2014) , and nonlinear filtering (Rebeschini and van Handel, 2015) . We refer to the tutorial Gamarnik (2013) for a recent review of algorithmic methods based on the decay of correlation property. In applications that already admit centralized polynomial-time algorithms, the correlation decay principle is used to develop distributed algorithms that run in parallel using only local information, so to deal with networks of enormous scale. At the same time, in some classes of "hard" applications, this principle has turned out to be fundamental to avoid the curse of dimensionality and to develop tractable approximate algorithms, as in Gamarnik et al. (2014) and Rebeschini and van Handel (2015) .
However, even when the underlying problem is completely deterministic, such as in classical optimization procedures, the decay of correlation property is typically established upon endowing the model with a probabilistic structure: randomness and independence are embedded in various ways so that the desired decay of correlation property can be established and exploited. The only case we are aware of where the decay of correlation property has been explicitly considered in a purely deterministic setting in optimization is treated in Moallemi and Van Roy (2010) . In this paper the authors use decay of correlation to prove the convergence of the min-sum message passing algorithm to solve the class of separable unconstrained convex optimization problems. Yet, decay of correlation is simply regarded as a tool to prove convergence guarantees for the specific algorithm at hand, and no general theory is built around it. On the other hand, the need to address diverse large-scale graphical models applications in the optimization and machine learning domain prompts to investigate the foundations of deterministic correlation decay, and to develop a general theory that can then inspire a principled use of this concept for local distributed algorithms. Our results represent a first step in this direction. The general characterization that we give to ∂x ⋆ (b) i ∂ba (Theorem 1 below) can be interpreted as a first instance of comparison theorems for constrained optimization procedures, along the lines of the comparison theorems established in probability theory to capture stochastic decay of correlation and control the difference of high-dimensional distributions (see Rebeschini and van Handel (2014) and the seminal work in Dobrušin (1970) ).
As in the case of stochastic decay of correlation, also the deterministic decay of correlation property can be exploited to develop local algorithms that provide lower computational complexity compared to centralized algorithms. We demonstrate this fact in the network flow problem, in the case when one is interested in updating the solution of the problem when the external flow b is locally perturbed. Here the correlation decay property captures the fact that when the external flow is perturbed it suffices to recompute the solution only for the part of the network that is "mostly affected" by this perturbation, i.e., the set of nodes that have a distance at most r from the perturbation, where r is tuned to meet the desired level of error tolerance. Hence the reduction in the computational complexity. Recently, in machine learning there have been a lot of efforts to develop algorithms that can use only local neighborhood information and exploit sparsity to reduce computational cost and deal with largescale applications. Examples are algorithms to compute single components of the solution to a system of linear equations (Andersen et al., 2007; Christina E. Lee and Shah, 2014) and to compute the stationary distribution of high-dimensional Markov chains (Lee et al., 2013) , along with algorithms to assess the robustness of the stationary distribution to localized perturbations (Como and Fagnani, 2013) . The theory that we develop in the context of the minimum-cost network flow problem hints to a general framework for studying the trade-off between statistical accuracy and computational complexity for local algorithms in constrained optimization. Moreover, our theory builds solid foundations to investigate the robustness of the solution of large-scale constrained network problems, which has not been properly considered despite the great variety of algorithms that have been proposed in the literature.
The rest of the paper is organized as follows. In Section 2 we develop the local sensitivity analysis to characterize the correlation term
as a function of f , A, and b for generic equality-constrained convex problems, making explicit the interplay between the Hessian of f and the structure of the constraint matrix A. In Section 3 we introduce the minimumcost network flow problem, chosen as a paradigm to investigate the notion of decay of correlation for constrained optimization problems. In Section 4 we specialize the local sensitivity analysis of Section 2 to the optimal network flow problem. We show that the optimal network flow problem structurally exhibits exponential decay of correlation (pointto-point and point-to-set) that can be captured via the spectral analysis of killed random walks on weighted graphs. We also present different characterizations of the correlation term
in terms of spectral decompositions of random walks and graph Laplacians. In Section 5 we introduce a class of localized algorithms that can exploit the decay of correlation property of the network. For the sake of concreteness, we consider the projected gradient descent algorithm, a canonical algorithmic procedure, and we investigate its localization. Finally, in Section 6 we illustrate the practical relevance of our theory by showing how localized algorithms can exploit decay of correlation and yield computational gains over centralized procedures.
Local sensitivity for equality-constrained convex minimization
Let V be a finite set -to be interpreted as the "variable set" -with cardinality |V|, and let f : R V → R be a strongly convex function, twice continuously differentiable. Let F be a finite set -to be interpreted as the "factor set" -with cardinality |F|, and let A ∈ R F ×V . Consider the following optimization problem over x ∈ R V :
where b ∈ R F . Assume that |F| ≤ |V| and that A has full rank |F|, so that the equality constraint represents an independent set of equations. Throughout this paper we think of the function f and the matrix A as fixed and we consider the solution of the optimization problem above as a function of the vector b (the methodology that we introduce can be extended to the more general case where the optimization problem is also seen as depending on f and A). It is easy to verify that strong convexity implies that this problem has a unique optimal solution. For each b ∈ R F , let
The following theorem provides a local characterization of the way a perturbation of the constraint vector b affects the optimal solution x ⋆ (b) of the optimization problem defined above. In textbooks, results on the sensitivity analysis for optimization procedures as a function of the parameters of the model are typically stated only with respect to the optimal objective function, i.e., f (x ⋆ (b)), not with respect to the point where the optimum is attained, i.e., x ⋆ (b), as in the following theorem.
Theorem 1 (Sensitivity of the optimal point) Let f : R V → R be a strongly convex function, twice continuously differentiable. Let A ∈ R F ×V be a full rank matrix, with |F| ≤ |V|. Define the function x ⋆ : R F → R V as follows, for each b ∈ R F ,
where A T is the transpose of A, and define
Then, x ⋆ is continuously differentiable, and for each i ∈ V, a ∈ F, and b ∈ R F , we have
Proof Let us define the function Φ from
For each b ∈ R F , the minimizer x ⋆ (b) satisfies the Karush-Kuhn-Tucker (KKT) conditions
where ν ⋆ (b) ∈ R F is the optimal dual variable. As shown in Lemma 20 in Appendix A, the function Φ is a C 1 diffeomorphism, namely, it is continuously differentiable, bijective, and its inverse is also continuously differentiable. In particular, this means that the functions
Differentiating both sides of (1) with respect to b a , a ∈ F, by the chain rule we find
where
and (e a ) a ′ := 1 a=a ′ , with 1 being the indicator function. As the function f is strongly convex, the Hessian ∇ 2 f (x) is positive definite for every x ∈ R V , hence it is invertible for every x ∈ R V . As A is full rank, the (opposite of the) Schur complement
is positive definite for every b ∈ R F . To see this, let y ∈ R F , y = 0. Since A T has full column rank, we have z = A T y = 0, and as H(b) is positive definite we have
Therefore, L(b) is invertible, and the inverse of the block matrix J(b) reads
we have
The quantity D(b) ia in Theorem 1 characterizes the impact that the perturbation of the a-th component of the constraint vector b has to the i-th component of the optimal solution x ⋆ (b). In this respect, D(b) ia embodies the "correlation" between factor a and variable i, and Theorem 1 can be interpreted as a comparison theorem for constrained optimization procedures, along the lines of the comparison theorems established in probability theory to capture stochastic decay of correlation and control the difference of high-dimensional distributions (see Rebeschini and van Handel (2014) and the seminal work in Dobrušin (1970) ). To see this analogy formally, notice that from the results of Theorem 1 the mean value theorem yields that, for each i ∈ V, b, b ′ ∈ R F , b = b ′ , there exists θ ∈ (0, 1) so that
where we used the notation b θ := θb + (1 − θ)b ′ . Note that the mean value theorem does not give the value of θ for which the above equality holds; in practice one needs some form of uniform control on the function b → D(b) to get useful bounds out of (2), as we will discuss in Section 6. In the next section we specialize the results of Theorem 1 to the canonical class of network flow problems where the function f to minimize is separable, i.e., it takes the form f = i∈V f i , where each f i is twice continuously differentiable and strongly convex and depends only on the i-th coordinate of x. In this case the sparsity of the matrix A directly controls the sparsity of the matrix L(b) := AH(b) −1 A T in Theorem 1, as it is easy to see that L(b) aa ′ = 0 whenever ∂a ∩ ∂a ′ = ∅, where we adopt the standard neighborhood notation for factor graphs, namely, for each i ∈ V and a ∈ F,
More precisely, for each b ∈ R F , i, j ∈ V, we have
and I is the identity matrix, so that, for each a, a ′ ∈ F,
In this case, as we will see in Section 4.1, we can find a practical representation of the matrix D(b) in Theorem 1 by using the Neumann power series expansion to write L(b) −1 in terms of ∞ t=0 P (b) t , where P (b) is a matrix that preserves the sparsity pattern of L(b). Different Neumann expansions that preserve sparsity can be considered, as described in Lemma 21 in Appendix B. The matrix P (b) can thus be interpreted as a "correlation matrix" in optimization, resembling the Dobrušin matrix in probability. Alternatively, as we will see in Section 4.2, we can also give a representation of the matrix D(b) in terms of reduced graph Laplacians.
Optimal Network Flow
To investigate the implications of Theorem 1, we now introduce the minimum-cost network flow problem, a cornerstone in the development of the theory of polynomial-times algorithms for optimizations. We refer to Gamarnik et al. (2012) for an account of the importance that this problem has had in the field of optimization, and to Bertsekas and Tsitsiklis (1997) for book reference. The problem formulation as here presented is taken from Chapter 10 in Boyd and Vandenberghe (2004) .
Consider a connected 1 directed graph G := (V , E), with no self-edges and no multiple edges, with vertex set V and edge set E. Assume |V | − 1 ≤ |E|. For each i ∈ E let x i denote the flow on edge i, with x i > 0 if the flow is in the direction of the edge, x i < 0 if the flow is in the direction opposite the edge. For each a ∈ V letb a be a given external flow (source or sink) on the vertex a, withb a > 0 if the flow enters the vertex,b a < 0 if the flow leaves the vertex. Assume that the total of the source flows equals the total of the sink flows, that is, a∈Vb a = 0. We assume that the flow satisfies a conservation equation so that at each vertex the total flow is zero. This conservation law can be expressed as Ax =b, where A ∈ R V ×E is the vertex-edge incidence matrix defined for each a ∈ V and i ∈ E as
if edge i leaves node a, −1 if edge i enters node a, 0 otherwise, andb ∈ R V represents the external flow. The conservation equations represented by Ax =b are redundant as we clearly have 1 T A = 0 T (and 1 Tb = 0), where 1 and 0 are the all-ones and all-zeros vectors, respectively. To obtain an independent set of equations we can disregard any of them. To this end, henceforth, throughout the paper, fixā ∈ V , let V := V \ā, and define the pair G := (V, E). Note that G no longer has a graph structure as we have removedā and now there are some edges in E that do not connect pairs of elements in V . See Figure 1 (left and center).
Let A ∈ R V ×E be the restriction of A on G, that is, the matrix A with theā-th row removed, and defineb V ∈ R V analogously, removing fromb the entry associated toā. The flow conservation is now equivalently written as Ax =b V . Clearly, the matrix A has full row rank |V | = |V | − 1.
In the rest of this paper we will analyze the following problem.
Definition 2 (Optimal network flow problem) For each edge i ∈ E let f i : R → R be its associated cost function, assumed to be strongly convex and twice continuously differentiable. Let A ∈ R V ×E be defined as above, and let b = (b a ) a∈V ∈ R V be given. Then the optimal network flow problem is
The structure G = (V, E) behind the constraint equations Ax = b can be interpreted as a factor graph with variable set V := E, factor set F := V , and where there is an (undirected) edge between i ∈ V and a ∈ F if and only if A ai = 0. This interpretation immediately yields the following convenient notion of neighborhoods, which we adopt throughout the rest of this paper. For each i ∈ E and a ∈ V , let
The original graph G = (V , E) can also be interpreted as a factor graph, with variable set V, factor set F := F ∪ā ≡ V , and where there is an (undirected) edge between i ∈ V and a ∈ F if and only if A ai = 0. For each i ∈ E and a ∈ V , we definē ∂i := {a ∈ V : A ai = 0},∂a := {i ∈ E : A ai = 0}.
As the objective function f in (3) is separable, without loss of generality we assume that the subgraph (V, E \∂ā) of G is connected. See Figure 1 (right). Otherwise, we can break the optimization problem (3) into its disconnected parts, and treat each of them separately.
In what follows we will also consider local instances of the global optimization problem (3). To retain the independence of the constraint equations in the local instances, we consider restrictions of the original problem over subgraphs of G that contain the removed vertexā. More precisely, we consider connected local structures that are defined as follows. 2 See Figure 2 .
the submatrix of A indexed by the rows and columns of G ′ . Clearly, A G ′ has full row rank |V ′ |. Given x ∈ R E and b ∈ R V , we use the notation
2. As we will see in Section 4.1, the assumption that (V ′ , E ′ \∂ā) is connected will be needed for the irreducibility of the killed random walk associated to the Neumann series decomposition of the quantity L(b) −1 in Theorem 1, so that the spectral radius of its transition matrix is less than 1.
Figure 2: Representation of a connected local structure G ′ = (V ′ , E ′ ) (center), with the connected subgraphs of G: (V ′ ∪ā, E ′ ) (left) and (V ′ , E ′ \∂ā) (right). Vertices and edges colored in gray are the ones in V \ (V ′ ∪ā) and E \ E ′ , respectively.
Definition 4 (Local optimal network flow instance) Let G ′ = (V ′ , E ′ ) be a connected local structure. The local instance of problem (3) over G ′ with respect to the flow
We denote by
Clearly, x ⋆ (G, b) represents the optimal point of the global problem (3). However, note that in the definition above we do not require b ′ to correspond to b V ′ , the restriction of b to the coordinates indexed by V ′ . This is because in what follows (Section 5 and Section 6) we will consider restrictions of the original problem (3) to connected local structures G ′ when we "freeze" the boundary conditions b V \V ′ , and these restrictions can be interpreted as optimization procedures on G ′ with modified constraint vectors
Local sensitivity and decay of correlation in network flow
Throughout this section, consider the optimal network flow problem introduced in the previous section and let G ′ = (V ′ , E ′ ) be a connected local structure as in Definition 3.
the unique minimizer of the local optimal network flow instance as in Definition 4. In this section we use the local sensitivity analysis provided by Theorem 1 to investigate the quantities
, and capture the decay of correlation property of the network. For simplicity of notation, we neglect to write explicitly the dependence on (G ′ , b ′ ) in all the quantities appearing in this section. For instance, we write
We begin by introducing a few quantities of interest. For each i ∈ E ′ , let
which is strictly positive as f i is strongly convex by assumption. Let W ∈ R V ′ ×V ′ be the symmetric matrix defined as follows, for each a, a ′ ∈ V ′ ,
and let D ∈ R V ′ ×V ′ be the diagonal matrix with entries, for each a ∈ V ′ ,
From Theorem 1 we immediately have the following result on the sensitivity of local instances of the optimal flow problem.
Theorem 5 (Sensitivity of the optimal point, optimal network flow) For each a ∈ V ′ , i = (a ′ , a ′′ ) ∈ E ′ -which means that edge i leaves vertex a ′ ∈ (V ′ ∪ā) and enters vertex a ′′ ∈ (V ′ ∪ā) -we have
where L is defined in (7) and we adopt the convention that L −1
Proof Clearly the function f V ′ is strongly convex, twice continuously differentiable. From Theorem 1 we have (7) by definition of the constraint matrix A in Section 3, and the proof is immediately concluded.
The following two subsections present two different approaches to characterize L −1 in (8) and analyze the local sensitivity analysis in Theorem 5. The first approach is based on the Neumann series expansion for L −1 , which leads to an interpretation in terms of killed random walks on graphs, and yields bounds for |
| that are exponentially decaying in the graph-theoretical distance between i and a. The second approach is based on interpreting L as a reduced graph Laplacian, and it allows us to characterize (8) in terms of well-studied properties of a network, i.e., the Laplacian of weighted graphs.
Neumann series expansions and killed random walks on graphs
Let us first recall a few facts on sub-stochastic matrices.
Definition 6 (Sub-stochastic matrix) A sub-stochastic matrix is a matrix with nonnegative entries that has row sums less than or equal to 1, with at least one row sum less than 1.
Given a sub-stochastic matrix P ∈ R V ′ ×V ′ , define the distance between a ∈ V ′ and a ′ ∈ V ′ :
The matrix P is irreducible (in the sense of Markov chains) if d(a, a ′ ) < ∞ for each a, a ′ ∈ V ′ .
Lemma 7 (Spectral radius of sub-stochastic matrices) Let P be a sub-stochastic matrix, and let ρ denote its spectral radius. Then, ρ ≤ 1. If P is irreducible then ρ < 1.
Proof See Corollary 6.2.28 in Horn and Johnson (1986) , for instance. Note that the property of being sub-stochastic does not imply ρ < 1 per sé. To see this, consider a diagonal matrix with 1 as one of the entries and 1/2 as the rest of the entries; the matrix is clearly sub-stochastic, but its spectral radius is 1.
The first result that we present attests how we can write
in terms of Neumann power series of sub-stochastic matrices that have an interpretation in terms of killed random walks on the undirected graph (V ′ , |E ′ \∂ā|), as we discuss next. Here the notation |E ′ \∂ā| is used to denote the undirected edge set formed by the directed edge set E ′ \∂ā by mapping each directed edge to an undirected edge that connects the same pair of nodes. We refer to Appendix 21 for a collection of Neumann expansions that preserve sparsity.
Define the matrix
or, entry-wise, for each a, a ′ ∈ V ′ ,
Theorem 8 (Killed random walks) The matrix P defined in (10) is sub-stochastic and for each a ∈ V ′ and i = (a ′ , a ′′ ) ∈ E ′ we have
where we adopt the convention that Pā a := 0 for any a ∈ V ′ .
Proof The matrix P is sub-stochastic as, clearly, if a ∈∂ā then a ′ ∈V ′ P aa ′ = 1, while if a ∈∂ā then a ′ ∈V ′ P aa ′ < 1. As (V ′ , E ′ \∂ā) is connected by assumption (see Definition 3), then P is irreducible and by Lemma 7 the spectral radius of P is strictly less than 1, so that the Neumann series ∞ t=0 P t converges. Then, by Lemma 21 in Appendix B the row Jacobi Neumann series expansion for L −1 reads
The statement of the lemma follows immediately from Theorem 5.
The matrix P defined in (10) can be interpreted as the transition matrix of the killed random walk on the undirected weighted graph (V ′ , |E ′ \∂ā|, W ) that is obtained by creating a cemetery atā in the (regular) random walk on the weighted graph (V ′ ∪ā, |E ′ |, W ), where the weight matrix W ∈ R (V ′ ∪ā)×(V ′ ∪ā) is defined, for each a, a ′ ∈ (V ′ ∪ā), as
The (stochastic) transition matrix of the random walk on (V ′ ∪ā, |E ′ |, W ) is given by the standard diffusion operator
with entries given, for each a ∈ (V ′ ∪ā), by
Creating a cemetery atā means modifying the walk so thatā is a recurrent state, i.e., once the walk is in stateā it will go back toā with probably 1. This is clearly done by replacing theā-th row of P by a row with zeros everywhere but in theā-th coordinate, where the entry is equal to 1. The killed random walk on V ′ then corresponds to the transient part of the (full) random walk on V ′ ∪ā with cemetery atā. Let X 0 , X 1 , X 2 , . . . denote the killed random walk on V ′ with transition matrix given by
By the Monotone Convergence theorem for conditional expectations we can take the infinite sum inside the expectation in the computation below, and
is the mean expected number of times that the killed random walk started at site a ′ visits site a, also known as the Green function of the random walk. Hence, modulo a multiplicative factor, if i = (a ′ , a ′′ ) ∈ E ′ with a ′ , a ′′ ∈ V ′ , the identity (11) represents the difference in the expected number of times the (killed) Markov chain (X t ) t≥0 visits site a when it starts respectively from X 0 = a ′ and from X 0 = a ′′ .
We can characterize (11) in Theorem 8 in terms of the spectral properties of the transition matrix P , as the following lemma attests. In fact, this lemma considers the matrix Γ := D 1/2 P D −1/2 that is symmetric and so it is easier to analyze than P . In what follows, let d(·, ·) be the natural distance between vertices on the undirected graph (V ′ , |E ′ \∂ā|) as defined in (9). Henceforth, we also adopt the convention that d(ā, a) = d(a,ā) = +∞ for any a ∈ V ′ . Lemma 9 (Killed random walk, spectral analysis) Let (λ a , ψ a ) a∈V ′ be the pairs of real eigenvalues and orthonormal eigenvectors of the symmetric matrix
For each a ∈ V ′ , define the vector φ a ∈ R V ′ as (φ a ) c :=
where we adopt the convention that φā := 0. Moreover, for each a, a ′ ∈ V ′ we have
where ρ < 1 is the spectral radius of P .
Proof For simplicity of notation, let us label the elements of V ′ as {1, . . . , p}, where
be the pairs of real eigenvalues and orthonormal eigenvectors, i.e., ψ T i ψ j = I ij , I being the identity matrix. The matrix Γ admits the spectral decomposition Γ = ΨΛΨ T , where Ψ = (ψ 1 , . . . , ψ p ) ∈ R p×p is orthonormal, Ψ T = Ψ −1 , and Λ ∈ R p×p is diagonal with entries the eigenvalues of Γ. Clearly, P = D −1/2 ΓD 1/2 so that P has eigenvalues/eigenvectors pairs given by (λ ℓ , D −1/2 ψ ℓ ) p ℓ=1 (note that the eigenvectors of P are no longer necessarily orthonormal as
As P is sub-stochastic and irreducible, by Lemma 7 the spectral radius of P is strictly less than 1, i.e., ρ < 1, so that the Neumann series ∞ t=0 P t converges (entry-wise, or in any norm as all norms are equivalent in finite dimension). We can write
Clearly, (14) follows from Lemma 8.
Using the fact that |λ ℓ | ≤ ρ for each ℓ, we get the following bound
where |ψ ℓ | is the vector made with the absolute values of the components of ψ ℓ , and where in the second inequality we used that, by Cauchy-Schwarz and the orthonormality of Ψ,
1−ρ , where the lower bound follows clearly from the fact that G ik ≥ 0. A first step analysis yields
As a corollary of the previous lemma we immediately have the following result, which shows how local instances of the network flow optimization problem defined as in Definition 4 structurally exhibit exponentially-decreasing correlation bounds with rate given by the spectral radius of the associated sub-stochastic matrix. 3 We use the notation x ∧ y := min{x, y} and x ∨ y := max{x, y}.
Lemma 10 (Point-to-point decay of correlation) Let ρ < 1 be the spectral radius of the matrix Γ = D 1/2 P D −1/2 . For each a ∈ V ′ and i = (a ′ , a ′′ ) ∈ E ′ we have
with the convention Pā a := 0 and d(ā, a) = +∞ for any a ∈ V ′ .
Proof Let a ∈ V ′ and i = (a ′ , a ′′ ) ∈ E ′ . From (14) and (15) we get
where we adopt the convention that Iā a := 0 and Pā a := 0 for any a ∈ V ′ . Using (16),
3. Lemma 10 yields decay of correlation bounds upon the assumption that the spectral radius ρ < 1 is not too close to 1, as function of (G ′ , b ′ ). The behavior of ρ is intrinsically linked to the topology of the underlying graph, and needs to be checked on a case-by-case basis. We refer to Section 6 -Remark 18 in particular -for a concrete example where we can control ρ uniformly in the choice of (G ′ , b ′ ).
The statement of the corollary follows immediately from the bound
where we used that, by the triangle inequality for the distance d, (analogously for a ′′ )
and we adopted the convention that min{∅} = +∞ (note that {c ∈ V ′ : Pā c = 0} = ∅), and so also d(ā, a) = +∞ for any a ∈ V ′ .
Lemma 10 yields point-to-point correlation bounds, in the sense that for each edge i and vertex a we can bound the quantity |
| by a term that decreases exponentially with the distance between i and a. While this is certainly useful if we are interested in bounding the effect that a perturbation of a single component of the constraint vector b has on the optimal solution x ⋆ i , this bound is typically not well-suited to capture the aggregate impact that multiple perturbations have. The following lemma addresses this issue by yielding point-to-set correlation bounds, where it is shown that the aggregate effect of perturbing all the components of the constraint vector b outside a ball of radius r centered at i decays exponentially with r. The key fact is that this bound does not depend on the number of the components being perturbed, which would otherwise be the case if we were to use Lemma 10 to bound the same summation. The price to pay is that the quantities appearing in the new bound depend on both ρ and χ, respectively the largest eigenvalue and the corresponding eigenvector of the matrix Γ = D 1/2 P D −1/2 , while Lemma 10 only depends on ρ.
Lemma 11 (Point-to-set decay of correlation) Let ρ < 1 be the spectral radius of the matrix Γ = D 1/2 P D −1/2 , and χ ∈ R V ′ be the corresponding eigenvector. For each i = (a ′ , a ′′ ) ∈ E ′ and r ≥ 1 we have
Proof Let us define the weighted supremum norm of any vector y ∈ R V ′ with weight vector ω ∈ R V ′ + as y ω ∞ := max a∈V ′ |ya| ωa . The induced operator norm for any matrix Y ∈ R V ′ ×V ′ reads
As (ρ, ξ) is an eigenvalue/eigenvector pair for the matrix Γ = D 1/2 P D −1/2 , by defining ω = D −1/2 χ we have
By the Perron-Frobenius theorem, χ has strictly positive entries so ω is a well-defined weight vector and clearly P ω ∞ = ρ. The first step analysis
combined with (11) yields
Hence, for any r ≥ 1 we have
For any c ∈ V ′ such that P a ′ c = 0 or P a ′′ c = 0, by the triangle inequality for the distance d we have
and since G ca = ∞ t=d(c,a) (P t ) ca , we get
Combining everything together we finally get
and the statement of the lemma follows immediately.
Reduced graph Laplacians
We now provide characterizations of the correlation quantity
in terms of graph Laplacians. Recall the definitions of the matrices W and D given in (5) and (6), respectively, and the definition of the matrices W and D(G, b ′ ) given in (12) and (13), respectively. Notice that, for each a, a ′ ∈ (V ′ ∪ā), we have
and for each a ∈ (V ′ ∪ā) we have
Clearly, both W and D are obtained by removing theā-th row andā-th column from W and D, respectively. Let L := D − W , or, entry-wise, for each a, a ′ ∈ (V ′ ∪ā),
The matrix L corresponds to the Laplacian for the weighted (undirected) graph (V ′ ∪ a, |E ′ |, W ), where a weight of w i is associated to each i ∈ E ′ . In this respect, L defined in reduced laplacian corresponds to the reduced Laplacian that is obtained by removing from L theā-th row andā-th column. Recall that L is symmetric and positive semidefinite. The next theorem shows how we can express
in terms of the Moore-Penrose pseudoinverse of the Laplacian L, which we denote by L † . For each a ∈ (V ′ ∪ā), we let e a ∈ R V ′ ∪ā be defined as (e a ) a ′ := 1 a=a ′ for a ′ ∈ (V ′ ∪ā).
Theorem 12 (Laplacian, pseudoinverse) For each a ∈ V ′ and i = (a ′ , a ′′ ) ∈ E ′ , we have
Proof As reported in Fouss et al. (2007)[eq. (17) in Appendix B], the inverse of the reduced Laplacian L is related to the Moore-Penrose pseudoinverse of the "full" Laplacian L by the following identity, holding for any a, a ′ ∈ V ′ ,
Note that the convention that L −1 aa := 0 for any a ∈ V ′ in Theorem 5 is automatically satisfied if we substituteā in place of a in the expression above. Hence, (8) in Theorem 5 can be written as follows, for any i = (a ′ , a ′′ ) ∈ E ′ ,
The next corollary characterize the correlation quantity
in terms of the spectral properties of the Laplacian L.
Corollary 13 (Laplacian, spectral analysis) Let L = ΨΛΨ T the spectral decomposition of the Laplacian L, where Ψ ∈ R (V ′ ∪ā)×(V ′ ∪ā) is the matrix having as columns the orthonormal eigenvectors, and Λ ∈ R (V ′ ∪ā)×(V ′ ∪ā) is the diagonal matrix with the corresponding eigenvalues. Define the function g : R → R as follows: g(x) := 1 x if x = 0 and g(x) := 0 if x = 0. Then, for each a ∈ V ′ and i = (a ′ , a ′′ ) ∈ E ′ , we have
where g acts entry-wise, and φ a := g(Λ)Ψ T e a for each a ∈ (V ′ ∪ā).
Proof Recall that L is symmetric, so it admits the spectral decomposition L = ΨΛΨ T as defined in the statement of the corollary. Moreover, being symmetric L commutes with its pesudoinverse L † , so that its spectral properties are connected to the spectral properties of the pesudoinverse in the following way Barnett (1990) 
proof follows immediately from Theorem 12.
Local perturbations and localized algorithms
We now discuss an application of the decay of correlation property previously established (Lemma 10 and Lemma 11) for the optimal network problem in the context of local algorithms. Let us consider the global optimization problem (3). Fixã ∈ V , and assume that we perturb theã-th component of the constraint vector b by a ε ∈ R quantity, i.e., define
We want to address the following question: given knowledge of the solution x ⋆ (G, b (0)) ≡ x ⋆ (G, b) for the unperturbed problem, what is an efficient algorithm to compute the solution x ⋆ (G, b(ε)) of the perturbed problem?
The main idea that we want to exploit is that a local perturbation of the external flow at a should affect more the components of x ⋆ (G, b(0)) that are "close" toã, so that effectively only a subset of the components aroundã need to be updated. To formalize this idea, let G ′ = (V ′ , E ′ ) be a connected local structure as defined in (3), and assume thatã ∈ V ′ . We consider a local algorithm that only modifies the components of x ⋆ (G, b (0)) on E ′ , and we present a component-wise characterization of the error that explicitly relates the error committed by the algorithm as a function ofã and G ′ .
For the sake of concreteness, let us consider the canonical projected gradient descent algorithm. The same argument on localization that we are about to develop can equivalently be applied to other optimization procedures (we refer to Bubeck (2014) for a recent review of algorithmic procedures in large-scale optimization, and to Bertsekas and Tsitsiklis (1997) for a book reference). Recall that the map T ε := x ∈ R E → T ε (x) ∈ R E of the projected gradient descent to compute x ⋆ (G, b(ε)) is defined by
where η > 0 is a given step size. Let us assume that each function f i is α-strongly convex and β-smooth, namely, for each x ∈ R,
Then a classical result (Bubeck, 2014) [Theorem 3.6] yields that the projected gradient descent with step size η = 1 β converges to the optimal solution of the problem, namely, lim t→∞ T t ε (x) = x ⋆ (G, b(ε)) for any starting point x ∈ R E , where T t ǫ defines the t-th iteration of the algorithm. We define the localized projected gradient descent on G ′ as follows.
Definition 14 (Localized projected gradient descent) The localized projected gradient descent on the connected local structure G ′ = (V ′ , E ′ ) is defined as follows, for a given step size η > 0,
Note that only the components of x supported on E ′ are updated by T ε|G ′ , while the components in E \ E ′ stay fixed, they play the role of boundary conditions: for i ∈ E \ E ′ we have T ε|G ′ (x) i = x i . For this reason, the map T ε|G ′ is defined only for the points x ∈ R E whose coordinates outside E ′ are consistent with the constraint equations.
The algorithm that we propose to compute x ⋆ (G, b(ε)) given knowledge of x ⋆ (G, b(0)) is easily described: it amounts to running for t times the localized projected gradient descent on G ′ with "frozen" boundary conditions
The next theorem characterizes the error committed by the algorithm T t ε|G ′ (x ⋆ (G, b(0))) component-wise as a function of derivatives of solutions of optimization problems defined on G and G ′ , and as a function of the iterates of the map T ε|G ′ . Note that the theorem involves only identities, not bounds. The required theory for the projected gradient descent algorithm is given in Appendix C.
Before stating the theorem, we introduce a few quantities of interest. Define the inner boundary of G ′ as (see Figure 3 below 
For any ε > 0,
Theorem 15 (Error characterization) Let us consider the setting introduced in this section. For a perturbation of size ε > 0, define the error committed by the localized projected gradient descent on G ′ with step size η, initialized at x ⋆ (G, b(0)), after t ≥ 1 iterations as
Then, for i ∈ E \ E ′ we have
For i ∈ E ′ we can decompose the error as follows
Before giving the proof of this theorem, let us present a few important remarks.
Remark 16 (On the bias-variance trade-off between statistical accuracy and computational complexity) Equation (21) displays the bias-variance decomposition of the error inside G ′ . The variance term is the only term that depends on the specific choice of the algorithm that we run inside G ′ (in the present case, projected gradient descent). On the other hand, the bias term in (21) -as well as the error outside G ′ , i.e., (20) -is algorithm-independent. Under any given convergence assumption for the projected gradient descent, as we let t go to infinity the variance term goes to 0, and we are left with the bias term that is algorithm-independent and characterizes the error that we commit by localizing the optimization procedure per sé, as a function of G ′ . This bias error goes to zero by increasing the size of G ′ . On the other hand, if the size of G ′ increases then the computational complexity of the algorithm increases as well (for instance, recall that the matrix to be inverted at each iteration of gradient descent is given by A G ′ A T G ′ , which becomes bigger as a function of |V ′ |). In this sense our theory yields a general framework for studying the tradeoff between statistical accuracy (which improves if t and |V ′ | increase) and computational complexity (which decreases if t and |V ′ | decrease) of optimization procedures.
Remark 17 (On local and global quantities) In Theorem 15 there is an interplay between global (i.e., referring to the global optimization problem on G) and local (i.e., referring to the local problem on G ′ ) quantities. The error outside G ′ , i.e., (20), only depends on global quantities, whereas the variance part of the error inside G ′ , i.e., (21), only depends on local quantities (which means that the convergence behavior of the algorithm running inside G ′ is only controlled by local quantities). On the other hand, the bias part depends on both global and local quantities.
Proof [Proof of Theorem 15]
First, let us consider the error outside
and the fundamental theorem of calculus yields
Let us now consider the error inside E ′ . Let i ∈ E ′ , and recall the decomposition of the error as
We begin by analyzing the term Bias(G ′ , ε). Note that for any x that satisfies the flow constraints on E \ E ′ we have
On the one hand, recalling the definition of b ′ (ε, θ) in (19), from (22) we have
On the other hand, as x ⋆ (G, b(ε)) is clearly a fixed point of the map T ε|G ′ , identity (22) allows us to characterize the components of x ⋆ (G, b(ε)) supported on E ′ as
So, by the chain rule of differentiation we have
We now analyze the term Variance(G ′ , ε, t). Using (23) we have
where for the second equality we used that z(ε) defined as in the statement of the theorem is a fixed point of T ε|G ′ . From Lemma 22 in Appendix C we get
with S and C t (θ) defined as in the statement of the theorem. Clearly, for each k ∈ E ′ ,
Putting everything together, we get
Applications: lower computational complexity
We now present a simple illustration of the way the decay of correlation properties established in Section 4 (Lemma 10 and Lemma 11) can be used in the light of Theorem 15 in Section 5 to show how local optimization procedures (here the localized projected gradient descent algorithm) can in principle provide substantially lower computational complexity compared to global optimization procedures. At a high level, recall that Lemma 10 and Lemma 11 tells us that for each connected local structure G ′ = (V ′ , E ′ ) as in Definition 3 and
Point-to-point decay of correlation:
Point-to-set decay of correlation:
Here d is the graph-theoretical distance between vertices in undirected subgraph (V ′ , |E ′ \ ∂ā|), with the convention d(ā, a) = d(a,ā) = ∞. For the sake of illustration, in what follows we consider the point-to-point correlation bound and we make the (strong) assumption that we can control the quantities ι(
and ρ(G ′ , b ′ ) ≤ ρ for some universal constants ι, γ > 0 and ρ < 1. See Remark 18 below. With this assumption, the point-to-point correlation bound yields
For each a ∈ V and s ∈ N, denote by G a,s := (V a,s , E a,s ) the connected local structure (in the sense of Definition 3) defined by the requirement that (V a,s , E a,s \∂ā) is the subgraph of G that is obtained by considering all nodes with distance at most s from a (note that the notion of distance always refers to the undirected graph (V a,s , |E a,s \∂ā|)). See Figure 3 .
Figure 3: Representation of Gã ,2 (see also Figure 2 ). Vertices in green represent the inner boundary ∆(Gã ,2 ) as defined in (18).
Consider the setting of Section 5. Let ε > 0 be the magnitude of the linear perturbation of the external flow atã, and set a tolerance level δ > 0. Theorem 15 tells us that if we choose r ∈ N, r ≥ 1, as the minimum number such that
then, given knowledge of the unperturbed solution x ⋆ (G, b (0)) ≡ x ⋆ (G, b), the components outside Gã ,r do not need to be recomputed to meet the desired error tolerance δ. In fact, and equation (20) in Theorem 15 yields
Here we see that the correlation decay property structurally exhibited by the network flow problem can in principle allow for a significant saving in terms of computational complexity, as it formalizes the fact that when the external flow is perturbed atã by a quantity ε, we do not need to recompute the solution for the part of the network that is not "sufficiently affected" by this perturbation, i.e., the set of nodes that have a distance more than r from the perturbation, where r is tuned according to (24) to meet the desired level of error tolerance δ given that the size of the perturbation is ε. The situation is a bit more involved than the one just described, as even if r is tuned according to (24) a priori it is not clear why the bias part of the error inside Gã ,r ≡ G ′ = (V ′ , E ′ ) should be less than δ. In fact, the bias in Theorem 15 characterizes the structural error that we commit by "freezing" the boundary conditions outside G ′ to the value of the unperturbed solution x ⋆ (G, b(0)), and this error is affected by the size of the boundary of G ′ , which is typically a much bigger set than the set made by the single component bã (which is what matters as far as the error outside G ′ goes, as seen above).
Hence, to fine-tune the radius r so that each error component | Error(Gã ,r , ε, t) i | is less than the given tolerance level δ, we need to take into account also the analysis of the error inside G ′ . To this end, let ℓ := max a∈V |∂a|. Let λ(G ′ ) < 1 describe the convergence rate of the localized projected gradient descent as defined as in Remark 23 in Appendix C, namely,
where From (21) in Theorem 15, a quick computation using the point-to-point correlation bound immediately yields the following estimate holding for i = (a ′ , a ′′ ) ∈ E ′ :
and
which can further be simplified to yield a bound uniform over i ∈ Eã ,r , namely,
As expected, the quality of the approximation inside Gã ,r is controlled by both the radius r and by the number of iterations t of the localized projected gradient descent algorithm (in fact, note that the bias error in (25) also decreases when the distance between the edge i and the boundary ∆(G ′ ) increases, as expected). Notice that bound (26) provides a direct estimate to quantify the error incurred inside G ′ as the consequence of "freezing" the boundary conditions. In particular, we see that if |∆(Gã ,r )| increases only polynomially in r, then the bias error is guaranteed to converge to 0 as r increases. 4 In this case we see that, structurally (meaning in the limit for t → ∞), in order to insure that |Error(Gã ,r , ε, t) i | ≤ δ for each i ∈ E, we need to take the radius r as given by
as this radius is clearly bigger than the one given by (24) for the error outside Gã ,r . The estimate (26) illustrates the fact that the statistical performance of the localized algorithm increases as a function of both r and t. On the other hand, clearly also the computational complexity of the algorithm increases with both r and t. Hence the trade-off between statistical accuracy and computational complexity, as highlighted in Remark 16.
To illustrate the reduction in the computational complexity achieved by the localized algorithm we need to compare the "ordinary" gradient descent algorithm running on G with the localized gradient descent algorithm running on Gã ,r . To this end, let us define the function
Clearly, to achieve a tolerance level δ given the perturbation ε, the global algorithm needs to run (on the entire G) for at least a number of times τ (G, ε, δ) (note that the global algorithm is not biased). On the other hand, if we choose a radius r ≡ r(ε, δ/2), to achieve the same tolerance level δ the localized algorithm needs to run (on the local Gã ,r ) for at least a number of times τ (Gã ,r , ε, δ/2). So, a proper account of the computational savings needs to consider the complexity of running the algorithm on G for τ (G, ε, δ) time steps with the complexity of running the algorithm on Gã ,r for τ (Gã ,r , ε, δ/2) time steps, with r ≡ r(ε, δ/2). Of course, the precise saving gained by the localized procedure depends on the various quantities being involved, in particular on the size of ρ, which is intrinsically linked to the topology of the underlying graph.
Remark 18 (On uniform control) The application that we have presented in this section relies on the strong assumption that we can bound the quantities of interest uniformly in the choice of (G ′ , b ′ ). It is easy to check that the α-strongly convex and β-smoothness assumption (17) immediately provides upper and lower bounds for the entries in the weight matrix W (G ′ , b ′ ). For any i = (a, a ′ ) ∈ E ′ we clearly have
These bounds can in turn be used to uniformly control the quantities ι(G ′ , b ′ ) and γ(G ′ , b ′ ) in terms of ℓ := max a∈V |∂a|. As far as bounding the spectral radius ρ(G ′ , b ′ ) goes, instead, the situation is more involved and the specific topology of the graph needs to be considered. As a concrete example to illustrate that a uniform control of ρ(G ′ , b ′ ) is indeed possible, consider a graph G that is formed as follows. Let G = (V, E) be a given regular graph with degree ℓ − 1 (that is, the degree of each node is ℓ − 1), and connect all nodes of V to a new nodeā ∈ V . The resulting graph G = (V ∪ā, E) is clearly such that max a∈V |∂a| = ℓ and
from which we clearly have ρ(
αℓ .
for any x ∈ R V , ν ∈ R F . Then, the function Φ is a C 1 diffeomorphism.
Proof As the function f is twice continuously differentiable, clearly the function Φ is continuously differentiable, i.e., C 1 . We now check that the two conditions of Theorem 19 are satisfied. The differential of Φ evaluated at (x, ν) ∈ R V × R F is given by the Jacobian matrix
As f is strongly convex, ∇ 2 f (x) is positive definite so invertible. Then, the determinant of the Jacobian can be expressed as |J(x, ν)| = |∇ 2 f (x)|| − A∇ 2 f (x) −1 A T |. As A has full row rank, A∇ 2 f (x) −1 A T is positive definite and we clearly have |J(x, ν)| = 0.
To prove that the function Φ is norm coercive, let us choose · to be the Euclidean norm and consider a sequence (x 1 , ν 1 ), (x 2 , ν 2 ), . . . ∈ R V × R F with (x k , ν k ) → ∞. As for any x ∈ R V , ν ∈ R F we have (x, ν) 2 = x 2 + ν 2 , clearly for the sequence to go to infinity one of the following two cases must happen:
(a) x k → ∞.
(b) x k ≤ c for some c < ∞, ν k → ∞.
Before we consider these two cases separately, let us note that, for any x ∈ R V , ν ∈ R F , Φ(x, ν) 2 = ∇f (x) + A T ν 2 + Ax 2 .
Let α > 0 be the strong convexity parameter, and recall the following definition of strong convexity, for any x, y ∈ R V , (∇f (x) − ∇f (y)) T (x − y) ≥ α x − y 2 .
(a) Assume x k → ∞. Let A T denote the subspace spanned by the linearly independent columns of A T . Let P be the projection operator on A T , namely, P := A T (AA T ) −1 A, and let P ⊥ = I − P . As for any x ∈ R V we have the decomposition x = P x + P ⊥ x with (P x) T P ⊥ x = 0, clearly x 2 = P x 2 + P ⊥ x 2 . So, the condition x k → ∞ holds only if one of the two cases happens:
(ii) P x k ≤ c for some c < ∞, P ⊥ x k → ∞.
Consider the case (i) first. Let x ∈ R V so that P x = 0. As AP ⊥ = 0, from (27) we have, for any ν ∈ R F , Φ(x, ν) 2 ≥ Ax 2 = AP x 2 ≥ min y∈R V :y∈ A T ,y =0 y T A T Ay y 2 P x 2 = λ P x 2 , where λ is the minimum eigenvalue of A T A among those corresponding to the eigenvectors spanning the subspace A T . Clearly, if λ = 0 (notice λ ≥ 0 by definition) then the above yields that Φ(x k , ν k ) → ∞ whenever P x k → ∞. To prove this, assume by contradiction that λ = 0. Then, there exists y ∈ R V satisfying y ∈ A T , y = 0, such that A T Ay = λy = 0. As A T has full column rank by assumption, the latter is equivalent to Ay = 0 so that P ⊥ y = y = 0, which contradicts the hypothesis that y ∈ A T .
Consider now the case (ii). Decomposing the gradient on A T and its orthogonal subspace, from (27) we have, for any x ∈ R V , ν ∈ R F , Φ(x, ν) 2 ≥ P ⊥ ∇f (x) + P ∇f (x) + A T ν 2 = P ⊥ ∇f (x) 2 + P ∇f (x) + A T ν 2 , so that Φ(x, ν) ≥ P ⊥ ∇f (x) . Choosing y = P x in (28) we have (P ⊥ ∇f (x) − P ⊥ ∇f (P x)) T P ⊥ x = (∇f (x) − ∇f (P x)) T P ⊥ x ≥ α P ⊥ x 2 , and applying Cauchy-Schwarz we get, for any x such that P ⊥ x = 0,
By assumption f is twice continuously differentiable, so ∇f is continuous and it stays bounded on a bounded domain. Hence, we can conclude that Φ(x k , ν k ) → ∞ if P ⊥ x k → ∞ with (P x k ) k≥1 bounded.
(b) Assume ν k → ∞ and (x k ) k≥1 bounded. Notice that for any ν ∈ R F , ν = 0, we have
where λ min is the minimum eigenvalue of AA T , which is strictly positive as AA T is positive definite by the assumption that A has full row rank. From (27) we have Φ(x, ν) ≥ ∇f (x) + A T ν ≥ A T ν − ∇f (x) ≥ λ min ν − ∇f (x) , which, again by the continuity of ∇f , shows that Φ(x k , ν k ) → ∞ if ν k → ∞ and (x k ) k≥1 is bounded.
results holds if the given power series converges (entry-wise, or in any norm as norms are equivalent in finite dimensions), and if the quantities involved are well-defined. In all these cases, if i = j and M ij = 0 then C ij = 0.
Different Neumann expansions have different properties that can be exploited. For instance, in each of the Jacobi expansions we have C ii = 0, which can simplify computations. However, even if M is symmetric the matrix C in both the row-normalized and column-normalized Jacobi expansion is typically not. Ultimately, the particular choice of the expansion to use depends on the application at hand. For instance, in the network flow application the choice of the row-normalized Jacobi expansion leads to a probabilistic interpretation in terms of a killed random walk, see Section 4.1.
