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CHAPTER 12*
Curation of Scientific 
Data at Risk of Loss
Data Rescue and 
Dissemination
Robert R. Downs and Robert S. Chen
Data rescue offers an opportunity for digital repositories, including institutional re-
positories, data archives, and scientific data centers, to provide access to potentially 
valuable scientific data that is at risk of being lost. Rescue may be valuable not only 
to restore access to data of past scientific interest, such as environmental observations 
or social surveys, but also to recover historic information about the state of knowl-
edge and science at the time the data was collected or assembled. Scientific data 
may need to be rescued at any stage along the data life cycle, and the extent of data 
curation that was completed prior to a data rescue effort may vary, depending on 
the circumstances that led to the need for data rescue. The level of effort required to 
complete a data rescue depends largely on the condition of the data being rescued, 
the availability and quality of data documentation and provenance information, and 
the accessibility of the data producers. In extreme cases, data organization and doc-
umentation are poor, and those knowledgeable about how the data was collected or 
developed are no longer available. In some cases, collections of data sets may need to 
be rescued from an existing archive that is no longer sustainable. In short, scientific 
data may be at risk of loss for a variety of reasons, and a data rescue effort can present 
new challenges for data curation and dissemination operations.
* Copyright The Trustees of Columbia University in the City of New York, 2016. Creative 
Commons Attribution 4.0 License, CC BY (https://creativecommons.org/licenses/by/4.0/).
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We report here on a recent effort by the NASA Socioeconomic Data and 
Applications Center (SEDAC) to rescue the Millennium Ecosystem Assessment 
(MA) collection of scientific data as a case study on the issues raised by a data 
rescue effort from an existing archive that had not fully curated the original data. 
The MA was an international survey of the world’s ecosystems conducted by the 
scientific community in 2001–2005 involving more than 1,300 experts from 
around the world. As part of the MA, a diverse set of environmental and socio-
economic data was assembled and integrated in order to enable scientific analysis 
and assessment in support of policy and decision making. This data was held by 
the US Geological Survey (USGS) National Biological Information Infrastructure 
(NBII), which was terminated by the US government in early 2012.1 This case 
study describes what happened to the data after the MA was completed, why data 
rescue was subsequently needed, the process used to decide on the data rescue 
effort, and the subsequent issues and challenges addressed in rescuing the MA 
data. The core preservation need for the MA collection is described along with the 
tradeoffs involved in conducting the data rescue. Based on the case study, we sum-
marize lessons learned from the data rescue effort, including lessons for projects 
that create or collect data, for repositories that acquire data from such projects, 
and for those engaged in rescuing data. Of course, whether there will be significant 
scientific or historical benefit resulting from this rescue effort remains to be seen.
Benefits of Data Rescue
Data repositories that work closely with the scientific community are likely to 
encounter opportunities to conduct data rescue activities that could contribute 
to science by facilitating the use of legacy data for new studies. The term data res-
cue refers to efforts that enable the sustained use of data that otherwise might go 
unused. The World Meteorological Organization has defined data rescue as “the 
ongoing process of 1. preserving all data at risk of being lost due to deterioration 
of the medium and; 2. digitizing current and past data into computer compatible 
form for easy access.”2
Data rescue needs to occur before the data in question becomes completely 
inaccessible or unusable, and ideally should occur while those scientists or others 
familiar with the data are still available to provide important information about 
the data, its origin, collection, and management, and its quality. Data rescue can 
enable studies that would not otherwise be possible without the rescued data.3 
For example, legacy data can fill gaps about events and anomalies that might not 
be part of a longitudinal study. In summarizing several data rescue efforts, Griffin 
noted that “legacy data may be the best, sometimes the only, sources of informa-
tion about those critical departures from the norm.”4 As another example, data 
rescued from various publications of 1855 and 1856 and from weather station 
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records of the era, along with other sources, has revealed extreme precipitation 
events that occurred during that period in the Iberian Peninsula.5
Scientific data rescue efforts also offer opportunities for repositories to im-
prove their collections and contribute to the infrastructure, advancement, and 
application of science. Climate records for countries in the Mediterranean region 
from the past few centuries are currently being inventoried and rescued to facili-
tate longitudinal climate assessments and predictions.6 Many important long-term 
climate data series have been developed from historical records, such as those avail-
able from the Climatic Research Unit at the University of East Anglia, the Climate 
Data Library of the International Research Institute for Climate and Society (IRI), 
and the US National Climatic Data Center (NCDC).7 This data has been critical 
not only to the advancement of science, but also to international assessments con-
ducted by the Intergovernmental Panel on Climate Change (IPCC).8
Rescue also may be used to recover historic information about the state of 
knowledge and science at the time the data was collected or assembled. For ex-
ample, historians or political scientists may be interested in understanding the 
level of scientific awareness and understanding at important points in decision 
making that requires significant scientific input.9 Another possible benefit results 
when the cost of the data rescue represents a fraction of the cost of any new data 
collection.10 In such cases, data rescue could offer an efficient alternative to new 
data acquisition, saving time and money.
Challenges of Data Rescue for 
Repositories
A data rescue effort offers unusual challenges for repositories, such as scientific 
data centers and archives, which routinely work with data producers and user 
communities to curate data and improve its potential for use by the commu-
nities that they serve. A data rescue could be required as a result of various cir-
cumstances, such as media decay and obsolescence, laboratory closure, absence 
of documentation and data quality information, non-digital data capture, and 
missed opportunities to capture data within a data management system.11 Data 
rescue efforts can be quite diverse, reflecting the different kinds of data that have 
been collected, the effects of time and technological change, and the availability 
of resources for obtaining the data and enabling its sustained use by an identi-
fied community. Complex data rescue efforts can involve developing automatic 
correction and conversion methods for recovering data, for example from multi-
ple satellite instruments or creating metadata from forty-year-old tapes to study 
sea ice during the 1960s.12 Furthermore, data rescue could require collection, 
digitization, and quality control of historical data from various sources that are 
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no longer publicly available, including historical records from obsolete analog 
instruments and handwritten observations obtained from historical documents, 
such as ship logbooks and signal stations that create a comprehensive time series 
climate record.13 Most of these situations mean that normal processes for prop-
erly managing the life cycle of scientific data cannot be carried out in a routine 
manner due to inadequate data management during parts of the data life cycle.
Often, knowledge about the context of the data being rescued is not readily 
available. Ideally, such knowledge can be gathered from publications or technical 
documents describing the data, or else obtained from members of the original 
study team or others intimately familiar with the data. For example, handwritten 
materials that have faded or are illegible pose challenges that can be mitigated if 
members of the original data collection team can help interpret the materials or 
fill in the information gaps.14 Furthermore, Knapp, Bates, and Barkstrom warned 
“that without the active participation from the complete chain of data provid-
er, archive, and users, data sets will atrophy and become unusable.”15 However, 
when a decision has been made to rescue a particular data set or collection, the 
rescuing repository may not know about relevant sources of information and may 
not be aware of who was involved in creating and managing the data or how to 
reach them—assuming they are still available to be reached!
In the absence of complete information about the data in need of rescue or 
assistance from those who possess knowledge of the data and its provenance, a 
data rescue effort may require divergence from rigorous data curation and quality 
assurance practices, such as those that are usually completed within a scientific data 
center. In cases where information about scientific data and its quality is limited, 
tradeoffs may be necessary to balance the desire for scientific rigor or completeness, 
the requirements of potential uses and users, and the available resources at hand. 
The adoption and use of specialized hardware and software may be needed, and the 
required capabilities for conducting a data rescue could be different for each data 
set in need of rescue. Furthermore, data rescue efforts in developing countries, even 
though they could be of significant value, are prone to conditions that pose risks 
for data preservation (even for current data management efforts), and developing 
countries typically do not have the resources to conduct data rescue efforts.16
Repository Considerations for 
Data Rescue
Scientific data may need to be rescued at any stage along the data life cycle, and 
the extent of data curation that was completed prior to the data rescue effort 
may vary. Whereas some data rescue initiatives involve digitization of data from 
analog form, rescue of data from the last half-century can involve remastering to 
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convert digital data from older databases, formats, and media.17 The condition 
of the data and associated documentation that are in need of rescue will likely 
affect the level of effort required to make the rescued data usable. For example, 
significant effort may be necessary when data values have not been properly col-
lected into a data set or curated, and the data producers are no longer available. 
On the other hand, a properly curated and usable collection of data rescued from 
an archive that is no longer sustainable may take only a small amount of effort to 
ingest and assimilate into a new repository.
Although it might be ideal to bring older or orphaned data sets up to cur-
rent standards of data management, doing so could consume resources that are 
needed to manage current data that could have many more users, uses, and sci-
entific or societal benefits. In this case, consider a basic data rescue strategy that 
includes digital preservation of the data files, identification and preservation of 
critical documentation, and preparation of appropriate preservation and discov-
ery metadata. While development of complete documentation would be ideal, a 
high priority for documentation should be the identification of data ownership 
information and, if possible, securing of dissemination rights from the owners if 
the owners can be identified and reached. This strategy ensures that data is not 
lost forever; on the other hand it leaves some onus on future users to invest time 
and effort to obtain any additional information about the data needed to inter-
pret and use the data appropriately to meet their own objectives.
Observations from a data rescue effort by a scientific data center can help 
inform future data rescue efforts in their decision-making process. This case study 
of a data rescue effort, which was completed in 2015 by the NASA Socioeconom-
ic Data and Applications Center (SEDAC),18 provides insight into the issues, 
challenges, and choices that future data rescue efforts might encounter. SEDAC 
routinely acquires, manages, preserves, and prepares data about human interac-
tions in the environment for dissemination to scientific communities, decision 
makers, and the public. The case study describes how the collection of data was 
identified, assessed, and selected for the data rescue effort. The workflow of the 
data rescue, including planning, preparation, organization, review, and dissemi-
nation of the collection, is also described. Successful aspects of the described data 
rescue are discussed to inform future data rescue efforts and to suggest opportu-
nities for repositories to plan for and complete their own data rescue efforts.
Rescue of the Millennium 
Ecosystem Assessment (MA) Data
The Millennium Ecosystem Assessment (MA) data was developed as part of a 
worldwide appraisal of ecosystems and conducted under the auspices of the Unit-
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ed Nations by more than 1,300 scientists between 2001 and 2005. The data was 
gathered from multiple sources and assembled for analysis, forming the basis 
for a series of influential reports on the state of the world’s ecosystems issued 
in 2005.19 The data included version 3 of SEDAC’s Gridded Population of the 
World (GPW) data set as well as “alpha” versions of several other SEDAC data 
sets that were made available to the MA in advance of formal release. All of the 
data was originally held by the National Biological Information Infrastructure 
(NBII) program of the United States Geological Survey (USGS). However, the 
US Congress cut the budget for NBII beginning in the 2012 federal fiscal year, 
leading to closure of the NBII’s main website and associated nodes in January 
2012.20
At that time, SEDAC recognized that there was scientific and historical val-
ue in the MA collection of data, and that this data was at high risk of being 
permanently lost due to the NBII’s termination. Several SEDAC staff members 
had been involved in the MA and the NBII, and were therefore knowledgeable 
about the origins of the data and who had been involved. An initial assessment 
was conducted to determine the relevance of the data to specific SEDAC mission 
objectives and to meeting future user needs. It was determined that the socioeco-
nomic scenarios developed for the MA would be of high interest to SEDAC users 
and that other MA data could be of interest to user communities concerned with 
climate impacts, adaptation, and vulnerability; environmental sustainability; ag-
ricultural and forest productivity; and land use and land cover change.
SEDAC acquired copies of the MA data in 2012 from an individual who 
had worked with the NBII for a preliminary review. The initial inventory of 
the collection identified 43 possible data products in 92 data files, with a total 
volume of approximately 1.75 gigabytes. The files were not well-documented 
and did not include any data set–level metadata or permissions documentation, 
reflecting the limited attention given to formal data management during the MA. 
Additional documentation, provenance information, and methodological details 
for the data were sought by e-mail from members of the data creation teams, with 
limited success. Many MA scientists were not available or had limited recollec-
tion of specific information about the collection contents. SEDAC determined 
that it would take substantial staff time (over multiple years) to archive and doc-
ument all of the 43 data products individually with appropriate provenance and 
context information, and that in some cases important information might not be 
recoverable. In most cases, data had been superseded by more recent versions, so 
the primary interest in the data would be historical.
In light of these factors, and considering its other data development, man-
agement, and dissemination priorities, SEDAC decided to propose a basic data 
rescue effort that could enable future discovery and use of the MA collection. 
In May 2013, the SEDAC User Working Group (UWG), an advisory group of 
scientists, representative users, and other experts that meets annually,21 approved 
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SEDAC’s plan to archive and disseminate the MA collection with limited addi-
tional value-added efforts.
To streamline the data rescue effort, SEDAC organized the MA files the-
matically into six data sets for online dissemination: MA Biodiversity, MA Cli-
mate and Land Cover, MA Ecosystems, MA Population, MA Rapid Land Cover 
Change, and MA Scenarios. These six MA data sets contain the original MA 
files in their original formats with supplementary information obtained from 
various sources. SEDAC staff members worked intensively to clarify authorship 
and dissemination rights, working with the relevant report or chapter authors. 
However, SEDAC decided to refer users to the published MA assessment reports 
for detailed information on the scientific background of the data and its use in 
the MA analysis. The data and the MA assessment reports were analyzed to create 
a collection description and a summary and metadata record for each of the MA 
data sets.
Prior to dissemination, each data set in the MA collection was accessed and 
analyzed to ensure that the data quality was not compromised and that the data 
could be accessed by interested users. Each data set also received an internal “al-
pha” review by SEDAC scientists and staff, followed by a “beta” scientific and 
technical review by selected external users including members of the SEDAC 
UWG. The SEDAC Configuration Management Board (CMB) reviewed all 
comments received and ensured that corrections to collection and data set de-
scriptions and to metadata were completed prior to public release. Each data set 
in the MA collection was archived to ensure preservation prior to dissemination.
Dissemination of the Millennium 
Ecosystem Assessment (MA) Data
Within the structure of the SEDAC website, a data collection was established to 
provide access to the MA collection (http://sedac.ciesin.columbia.edu/data/col-
lection/ma). The collection description on the MA collection webpage explains 
that as the result of “a data rescue effort, minimal documentation and support 
is provided,”22 to notify potential users that the data sets in the MA collection 
might not meet their expectations. As for other SEDAC collections, the MA 
collection webpage then links to the landing page for each data set (see figure 
12.1), which contains a data set description and a recommended data citation, 
including an assigned Digital Object Identifier (DOI). Webpages for data down-
load, documentation, and metadata are linked from each data set landing page. 
The data download page links to a zip file containing the data files for that data 
set in their original formats. The documentation webpage displays the titles to all 
five of the 2005 MA reports, with links to each of those reports. Each data set has 
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a full metadata record compliant with the Federal Geographic Data Committee 
(FGDC) Content Standard for Digital Geospatial Metadata (CSDGM) schema, 
which can be displayed in various formats. The MA collection is available for 
free to all users from the SEDAC website, but users are required to log in using 
NASA’s Earthdata login service in order to download data.
FIGURE 12.1
Landing page of the data set, Millennium ecosystem Assessment: MA 
population. Source: Millennium ecosystem Assessment, Millennium 
ecosystem Assessment: MA population. (palisades, NY: NASA Socioeconomic 
Data and Applications Center [SeDAC], 2005). doi:10.7927/h4CF9N1K. 
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Lessons Learned
The MA collection data rescue experience is instructive for data producers who 
create or collect data, for repositories that acquire data from such projects, and 
for repositories that will be rescuing data. In addition to informing other data 
rescue efforts, the lessons of the MA collection data rescue also offer insight into 
potential risks of data management that can be mitigated by repositories through 
better coordination with data producers and anticipation of users’ needs.
Clearly, data rescue would be much easier if data producers conducted due 
diligence during data creation and collection projects to ensure that all data pro-
duced has been properly prepared for preservation to enable its continuing use by 
others who are not part of the data study team. Such preparation should include 
the creation of complete documentation and provenance information. But in 
the absence of full documentation, even basic information on files, data sources, 
and the names and contact information of those involved would facilitate future 
preservation. Much time and effort can be wasted when such basic information is 
missing. Similarly, clearly identifying authorship and intellectual property rights 
is much more straightforward to do at the time when data is produced rather 
than years or decades later. Data repositories can provide guidance and tools for 
data producers to enhance their data documentation and provide users with more 
comprehensive information about the data, its collection, and its potential for 
use. Earlier involvement of data managers in national and international scientific 
research and assessment programs could also improve the development of ap-
propriate data management policies, procedures, and incentives and increase the 
likelihood that resources would be allocated for their implementation.23
In many cases, research groups or assessment teams assemble data from mul-
tiple sources and integrate this data with their own, producing value-added data 
sets, models, or other research outputs. Again, clear documentation of these steps 
and careful attention to version control of both inputs and outputs are important 
in order to improve transparency and traceability of results. Such efforts are often 
neglected due to the assumption that input data is already sufficiently docu-
mented or due to time and resource limitations and competing priorities. More 
extensive use of workflow management tools and self-documenting data trans-
formation and analysis packages may help address this problem in the future, as 
would publisher and funder requirements to deposit data in an approved archive 
in order to make data openly available.
Data repositories that acquire data from data producers and accept responsi-
bility for the management of such resources need to discuss the opportunities for 
broad public dissemination with the data producers and come to an agreement 
regarding the expectations and responsibilities of both parties. As part of such ne-
gotiations with the data producers, the data repository should request and receive 
nonexclusive intellectual property rights that will allow anyone to archive, use, 
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integrate, and disseminate the data without restrictions, as long as attribution is 
provided for the source of the data. SEDAC tries to negotiate such unrestrictive 
rights for the data that it acquires so that the same rights can be offered to its 
users. These rights are described in each data set’s online documentation and 
metadata.
It is also of course critical that data repositories take long-term data steward-
ship seriously, even if their primary focus is support for current data needs. They 
should attempt to develop appropriate preservation metadata in addition to dis-
covery metadata for their holdings so that key information needed to understand 
and use data are not lost. Potential time-based dependencies should be identified 
to avoid losses due to media deterioration, technological obsolescence, or de-
struction schedules.24 Information about the quality of the data and the results of 
data quality assessments should be accessioned with the data. Likewise, any rights 
agreement or other licenses obtained for the data should be archived. Reposito-
ries should manage their data holdings in accordance with the Open Archival 
Information Systems (OAIS) framework.25 Data repositories need to conduct 
ongoing assessments of their data holdings to ensure that their data holdings have 
been properly prepared and effectively managed to enable usability by the com-
munities served, even if the data is not planned for transfer to another facility. 
Plans for the sustainability or transition of the data infrastructure and holdings 
should be established by the repository so that access to the data can continue 
in the event of the termination of funding or operational authority of the re-
pository. In the long run, it would be ideal for all data repositories to meet one 
or more standards for data stewardship, such as the Data Seal of Approval, the 
Trustworthy Repositories Audit & Certification (TRAC), or ISO 16363:2012, 
Space data and information transfer systems—Audit and certification of trust-
worthy digital repositories.26 SEDAC has worked to meet the TRAC and ISO 
16363:2012 standards, including a collaboration with the Columbia Libraries to 
ensure a long-term institutional home for all of SEDAC’s data holdings.
Like the repositories that acquire data from producers, data repositories that 
engage in data rescue efforts need an established selection-and-appraisal process 
to select the data for curation and determine the appropriate level of service for 
continuing use of the data. A complete assessment of the candidate data rescue 
should be conducted to identify the effort and resources needed to meet basic 
preservation goals versus additional investments to meet current preservation and 
usability standards and expectations. When considering competing priorities for 
limited budgets, the potential value of scientific data to future scientific, histor-
ical, and policy research and applications should be considered both for data 
rescue and for current data management. Alternatively, it may be worth exploring 
whether members of the scientific community or another repository or entity 
might be able to contribute to or support the data rescue.
	 Curation	of	Scientific	Data	at	Risk	of	Loss 273
Discussion and Conclusion
Unlike typical data curation efforts that are conducted at scientific data centers, 
data rescue may well require divergence from regular data curation procedures 
as tradeoffs may be necessary. The extent of such divergence may depend on 
the state of the data when it is acquired as well as on the availability of the data 
producers and data documentation. With the passage of time, the difficulty of 
any particular data rescue will inevitably increase, as data, documentation, and 
sources of information become more difficult if not impossible to access.
It is therefore important to move quickly when the need for a data rescue has 
been identified. In the case described here, SEDAC benefited from the relatively 
quick recognition of the need for a data rescue effort, that is, within one to two 
years of the NBII closure. However, the effort was also hampered by the poor 
state of the data more than seven years after the completion of the MA. Early 
identification of candidates for data rescue and the initiation of immediate action 
should increase the success of data rescue efforts. Similarly, the MA data rescue ef-
fort benefited from the familiarity that some SEDAC staff members had with the 
data being rescued. Such familiarity helped facilitate access to key scientists and 
critical information needed to document the data and determine access rights. 
Repositories, data centers, and archives that have worked with data that is at risk 
or with the associated scientific communities may be better positioned to take on 
data rescue activities in these areas.
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