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The problem of discrimination and classification is mainly concerned with differentiating be- 
tween g(g >- 2) mutually exclusive populations and with classifying subjects or objects on the 
basis of multivariate observation. The emphasis of the problem is on deriving a rule that can 
be used to optimally classify a new subject. It is an important problem in statistics and applied 
mathematics, as its applications are found in many diverse areas. In recent years the problem 
has witnessed the growing interest from areas outside traditional statistics. Perhaps as a con- 
sequence of easy access to computers, considerable advances have been made in the devel- 
opment, investigations and applications of discrimination and classification procedures. 
The mathematical problem of discrimination is to divide the observation space R p into g 
mutually exclusive and exhaustive regions R~ . . . . .  R,,. so that if an observation x falls in R~, 
then it is classified as belonging to the ith population. Let the cost of misclassifying a subject 
from the ith population as belonging to the jth population be C(j [ i). Suppose that a priori 
probabilities of the populations, q~ . . . . .  q,, are also shown. Then the expected loss is 
i= I  
(i) 
where f (x  I l'I~) denotes the density function (with respect o an arbitrary measure) on R p for 
the ith population l-I~. The optimal rule in the Bayes sense is to determine R~ . . . . .  R~, which 
minimize Eq. (l). It is often assumed in literature that C(j ] i) = 1 i f / -~  j and zero otherwise. 
In this case, Eq. (1) is simply the expected rate of misclassification, 
If the distributions are known, the optimal discrimination rule which minimizes the expected 
error rate is straightforward. The regions can be shown to be 
R~ = Ix :~q J (x I I - IO<~qJ (x lHD } ( j=  I . . . . .  g;j~i).  
k~i  k= I 
(2) 
In practice, the distributions are rarely known, and if the form of the distributions are 
known or assumed the parameters are seldom known. Thus the problem for practical applications 
is to develop a sample-based rule for discrimination and classification. 
The earliest and most well-known method is based on the linear discriminant function 
(LDF) due to Fisher[27]. In the case of two multivariate populations, let It,, i = 1, 2, be the 
mean vector of the ith population l-Ii with the common covariance matrix ~. The rule given by 
Eq. (2) leads to the region R~ for classifying x to 1-[~ as 
[x - (it~ + It_,)/2]'~-I(it~ - It_,) > log (q'_/ql). 
In standard applications, I,ti and ~ are replaced by the usual estimators i, and S, yielding the 
Wald-Anderson classification rule or the so-called sample LDE Although there is no assurance 
that the sample LDF will minimize the expected error rate (unless the sample size tends to 
infinity), the rule has been found to be satisfactory when the populations are multivariate normal 
with the common ~. The sample LDF also has been found to be relatively robust, if not efficient, 
in many different situations[7.33.36.39.40.42,45,50.57]. The LDF is based on a linear com- 
bination of the variables which maximizes the ratio of between-to-within group dispersions, so 
is expected to perform reasonably well in many cases, particularly when the true discriminant 
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function is approximately linear. However. the rule has been shown to perform poorly in some 
non-normal cases, especially when the covariance matrices are different but sometimes even if 
the covariance matrices are the same[39,40,45.52,531. 
If the populations are normal but the two covariance matrices Z~ and Z,. are different, Eq. 
(2) yields the rule based on the quadratic discriminant function (QFD). The sample QDF ob- 
tained by replacing the parameters by their estimators leads to the rule given by classifying 
x to 1-I~ if 
(x - ~.,)'S.;t(x - ~.,) - (x - ~,)'S/-Z(x - ~,) + log ([S.,[/[St[) > 2 log (q,./q,). 
Perhaps, not surprisingly, the efficiency of the sample QDF relative to the sample LDF has 
been shown to decrease with decrease in sample size and the difference between the covariance 
matrices. The efficiency also is known to deteriorate when high-order interactions exist or when 
the dimension increases[ 19,36,42,45,56,57]. 
Perhaps the most roublesome case is presented by classification based on mixed continuous 
and categorical data. Suppose that x from I1, i = 1. 2 has a distribution belonging to the 
multivariate exponential family of the form 
f(x]  1-li) = exp[x'0, + A(0,) + B(x, 6)1, (3) 
where 0i denotes a vector of parameters specific to Ili and (b denotes a vector of common 
parameters. The logistic regression approach is based on representing the posterior probability 
of population membership by a logistic function of observed values[2-6,9,22,24, 
34,44,47,52,56,60]. The posterior probability based on (3) reduces to the form 
P(1-Ii Ix) = 1/[1 + exp(ot + 13'x)], (4) 
where a and 13 are parameters which must be estimated. The region R~ for classifying x to [It 
can be defined by P(I-I~ I x) > c, where c(0 < c < I) is a suitable constant; often fixed at 0.5. 
The models covered by (3) and (4) include a wide variety of families of distributions involving 
either discrete or continuous variables, or a mixture of both. Thus the approach is more robust, 
at least heoretically, than the LDF. It has been shown that in a special case of (3), the multivariate 
normal distribution, the asymptotic efficiency of the logistic regression relative to the LDF is 
less than one and decreases with increasing distance between the populations[24,49]. For some 
mixed continuous, binary and categorical data, the sample logistic regression has been found 
to out-perform the sample LDF and the QDF, but often only slightly[34,36,52,56]. 
Another approach proposed for the problem dealing with both continuous and multinomial 
variables is the location model of discrimination. The location model basically consists of using 
a different LDF (or QDF) for each of the multinomial states defined by the binary varia- 
bles[13,17,37,38,58]. In practice, the location model approach may be applicable only when 
the sample size is sufficiently large. 
A number of nonparametric methods has been proposed. Some of the more commonly 
proposed methods include the kernel density estimation method, the k-nearest-neighbor method 
and the multinomial approach. Consider the observation x~ . . . . .  x,n from the population IIi 
falling in a specified volume. The kernel method consists of estimating the density by the form 
m 
j'(x Hi) = ~ K(x] x,, h)/m, (5) 
where x is the point at which the esttmator is desired and K(. I xi, h) is the kernel function with 
smoothing parameter h[51,56,59]. A commonly used kernel function is the multivariate normal 
product kernel with a fixed smoothing parameter for each dimension[31 ]. The basic idea of the 
kernel method is to classify the x to the more probable population based on Eq. (5). The kernel- 
based method, while its performance is expected to increase with the dimension p, has not 
shown to be particularly efficient in practice compared to other methods even when the kernel 
method is expected to perform well[ 1, i 1,33,56,58.591. 
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A simple special case of the kernel method is the multinomial approach which is often 
used in classification of categorical data[10,20]. Suppose that mi, i = 1, 2, of m subjects fall 
in a particular category. The method is based on the obvious estimate of the probability of 
subjects in the category being from I-li is m,/m. 
The k-nearest-neighbor (k-NN) method is related to the kernel method. In plain terms, the 
k-NN rule classifies a subject with x using a majority rule on the basis of its k-nearest neigh- 
bors[ 14,23,26,28,32]. Questions arise as to choice of the smoothing parameter k and the metric 
in defining the neighbor. In general, the nonparametric methods mentioned above require larger 
data sets and are computationally more expensive compared to their parametric counterpart. 
An interesting and potentially advantageous nonparametric method is the binary tree struc- 
tured classification[12]. The method is based on repeated splits of subsets of x into two des- 
cendent subsets, each split determined by a single variable. At each node of splits, a test is 
made where each test has binary outcomes, and the ith test depends on the first i-1 tests. A 
test made at each terminal node specifies the population to which a subject is to be classified. 
The method is shown to be asymptotically consistent. 
The important criterion in evaluating any method is its performance. Although several 
measures can be proposed, the common criterion has been the conditional rate of misclassification 
or often called the actual error rate. It is the probability that a randomly chosen subject of 1-li 
is misclassified. If the sample size is large, one simple procedure is to split the total sample 
into a training (design) set and a test (validation) set. The training set is used to construct the 
classification rule, and the error rate is determined by the proportion misclassified in the test 
set. An efficient jackknife procedure which yields a nearly unbiased error rate is the well-known 
leave-one-out or cross-validation method[43]. Another procedure tailor made for the computer 
is the bootstrap approach, which may be more efficient han the leave-one-out method[25]. 
In theory, the generalization of various classification procedures from 2 to g > 2 groups 
can be straightforward. However, not much is known about he properties of the corresponding 
sample classification rules and, in particular, their error rates have not been fully investigated. 
In some applications, there is data available on a large number of variables. There is no guarantee 
that a stepwise procedure will select a "'best" subset of variables regardless of the criterion 
used[21,31,48,55,56,57]. There is a need for innovative methods of classifications based on 
time series and repeated measurement data[18,30]. The problem of choosing the kernel function 
and the smoothing parameter for both the kernel method and k-NN requires additional work, 
recognizing that the choice of the smoothing parameter can be critical in both methods[26.28,33]. 
And there are many other open problems. Some examples are as follows: robustness of the 
various methods; treatment of incomplete and missing data, especially in nonparametric 
methods[15,16]; partial discrimination procedure involving more than two populations, in which 
it is permitted to partially classify a subject by selecting a subset of populations instead of one 
and only one population for each subject[13,53]; data containing both continuous and discrete 
components; contaminated data of various nature[8,6,41]; comparison of the various methods 
on the basis of the variance and mean-squared rror of their error-rate stimators[47,54]. 
Some of the above problems are dealt with further by the authors in this issue. The references 
listed below are far from exhaustive and not intended to be so, but may serve as a guideline 
to the literature. Excellent surveys of literature on discrimination and classification include 
Goldstein and Dillon[29], Hand[321, Kanal[351 and Lachenbruch[40l. 
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