associated with gathering fMRI data from infants. Despite a small number of heroic efforts to use fMRI with infants (Anderson et al., 2001; Blasi et al., 2011; Dehaene-Lambertz, Dehaene, & Hertz-Pannier, 2002) , it is now clear that the requirements of fMRI (unless the infant is asleep) are exceptionally limiting. The most daunting hurdle is the need for rigid head stabilization, although both safety concerns (radio frequency, RF, gradients and acoustic noise) and the cost of a scanner (even at typical hourly rates) render fMRI with infants a method suitable for only a handful of research centres.
In contrast, NIRS does not demand rigid head stabilization, as the optical fibres are embedded in a "cap" attached to the infant's head (see Figure 1 , left), and there are no safety concerns beyond limiting the laser powers to readily acceptable levels. In addition, the cost of a NIRS system is about one tenth of a 3-T magnetic resonance (MR) system. NIRS is not without its own limitations, however. Spatial resolution is approximately 1 cm 2 , and the primary target of sampling from the brain is the surface of the cortex (see Figure 1 , right). Deeper brain structures are not accessible because the detection of photons that travel further distances from the optical emitters would require laser-light intensities that damage brain tissue. Finally, in contrast to an fMRI voxel, which is typically a 3 -4-mm cube, NIRS gathers data from a less precisely defined 3D volume that is captured by a 2D array of emitter -detector pairs. That is, several layers of tissue, including skin, skull, surface vasculature, and grey matter, are collapsed into the 2D samples.
Given this very brief background about what NIRS is and generally how it works with infants (see extensive reviews by Gervain et al., 2011; Hespos, Ferry, Cannistraci, Gore, & Park, 2009; Lloyd-Fox, Blasi, & Elwell, 2010) , we now consider how NIRS has been used to address questions in the field of developmental cognitive neuroscience. Our focus here is on what kinds of conclusions about brain function and cognitive development have been reached by investigators using NIRS, as well as what kinds of conclusions could be drawn from NIRS data even under ideal circumstances. The overall goal is to push the field to go beyond rudimentary (largely confirmatory) demonstrations of neural activity to test specific hypotheses about neural organization during development.
Questions typically asked
The most basic question one could ask about a new method, especially a method applied to human infants, is whether it provides a reliable measure of neural activity. Consider the example of electroencephalography (EEG) activity and the averaging of evoked responses to a particular stimulus over repeated trials. This event-related potential (ERP) can be sampled from one electrode location Figure 1 . Left: Infant wearing a cap holding an array of 9 optical fibres to gather data from 12 near-infrared spectroscopy (NIRS) channels over the left temporal cortex. Right: Schematic of a NIRS channel, showing the input and output optical fibres and the banana-shaped pathway of photons that dip into the grey matter of the brain after passing through superficial layers of skin, skull, and surface vasculature. To view a colour version of this figure, please see the online issue of the Journal.
on the scalp or from over 100 such electrode locations. Given uncertainty about where in the brain these ERPs originate, it would not be terribly informative to record from a single channel. Such an ERP would reveal only that some aspect of the sensory information contained in the stimulus, or some aspect of the processing of that information by one or more brain regions, was sufficient to generate an ERP that differed from a no-stimulus baseline.
The situation with NIRS is a bit less ambiguous because the origin of the haemodynamic signal must reside in brain regions proximal to the emitter -detector pair that defines a channel. However, just like a single-channel ERP response that is above a no-stimulus baseline, a reliable activation in a single NIRS channel is not very informative, particularly because the number of stimulus events typically presented to infants in a NIRS study is an order of magnitude fewer than the number presented in an ERP study. This is the natural outcome of the fact that blocked and event-related NIRS designs are sampling a sluggish haemodynamic response over many seconds, whereas ERP events can be repeated at rates up to 10 Hz. Moreover, because the NIRS signal contains both deep (brain-level) and surface (non-brain-level) activations, it is quite possible to obtain a NIRS activation that is no more specific than a change in heart rate or systemic blood oxygenation correlated with respiration. This is particularly likely in NIRS because of the relatively large magnitude of haemodynamic signals in the surface vasculature, an artefact not present in fMRI.
2 Thus, unless some NIRS channels show a response above a no-stimulus baseline, and other channels do not (or show less of a response), it is not clear that a response from a single NIRS channel provides any brain-specific information.
Here is what I mean by brain-specific. We know from behavioural methods that infants respond differently to stimuli that vary along a variety of dimensions-some well defined such as intensity, and others less well defined such as "face-like". If a single NIRS channel shows reliable activation (i.e., above a no-stimulus baseline) to a face stimulus and no reliable (or less) activation to a nonface stimulus, it is seductive to conclude that this NIRS channel is sampling a region of the brain that processes faces. The problem with this conclusion is that face stimuli elicit increases in a variety of other psychological processes that are not face-specific, such as attention and arousal. Because these nonspecific responses are the outcome of processing a face stimulus, and because we have no measure of attention or arousal independent of the face and nonface stimuli presented to the infant, it is unclear whether activation in a single NIRS channel is face-specific or a general index of attention or arousal.
Given the need to demonstrate at least some degree of channel-specific (i.e., regional) selectivity to conclude that a given NIRS channel is stimulusspecific and not merely reflective of attention or arousal, multiple NIRS channels provide an obvious way forward. To that end, NIRS studies have been conducted using 2 to over 100 channels, although the depth of the resultant NIRS signals is reduced if tightly packed channels have smaller emitter -detector separations on the infant's head. There are two rather obvious benefits, then, to the use of multiple NIRS channels: (a) to assess stimulus specificity, and (b) to assess regional selectivity. Studies focusing on this second benefit typically assess the presence and degree of lateralization, particularly in the language domain (see reviews by Obrig, Rossi, Telkemeyer, & Wartenburger, 2010) , because of substantial lateralization of function in the adult brain. However, regional selectivity can be examined at a more fine-grained level than the two hemispheres, including any pair of NIRS channels. As we will see, conclusions about regional selectivity, in the limit, are not immune from interpretive difficulties.
INFANT NIRS Presence versus absence of a stimulus
In the early days of infant NIRS, it was exciting to see any evidence that the method worked. Meek et al. (1998) were the first to show a NIRS response over occipital cortex in awake 1-to 3-month-olds as they viewed the presence/absence of a flickering chequerboard in 10-s blocks. A separate group of infants tested with the same single NIRS channel over frontal cortex revealed no significant activations. Given this evidence of regional selectivity to visual stimulation, albeit in separate groups of infants, it is surprising that similar demonstrations are still being reported a decade later. Karen et al. (2008) presented a flickering LED stimulus versus darkness in 20-s blocks to neonates (1-week-olds) and reported significant activations in one or more of the 10 NIRS channels over occipital cortex, but no other cortical region was assessed to guard against nonselective regional activations.
One clear advantage of using visual stimuli is the presence of highly constrained anatomical pathways from the eye to the cortex, which, as we see in a later section, leads to a very specific prediction about the pattern of regional cortical activation. The auditory system is not so constrained anatomically, with substantial precortical overlap in the mapping of signals from the ears to the cortex. As a result, there is tremendous spread of activations elicited by auditory stimuli across diverse cortical regions. It is perhaps not surprising, therefore, that early infant NIRS studies reported activations that were highly variable. For example, Sakatani, Chen, Lichty, Zuo, and Wuang (1999) presented newborns with piano music versus silence while recording from a single NIRS channel over frontal cortex, and Zaramella et al. (2001) presented newborns with tone frequency-sweeps while recording from a single NIRS channel over right or left temporal cortex. Although reliable differences in activation between sound and silence were obtained, the absence of other (control) NIRS channels prevented an assessment of regional selectivity.
Moreover, in contrast to studies of visual stimuli, where at a minimum the infant's eyelids must be open (i.e., quiet wakefulness), many auditory NIRS studies are conducted while the infant is asleep. There is some evidence to suggest that NIRS activations are less robust in newborns during periods of quiet sleep than during periods of quiet awake (Kotilahti et al., 2005) . If so, then level of arousal could complicate interpretations of infant NIRS data in two ways. First, if arousal is low, then any regional differences may appear to be binary, with activation in one region and no activation in the other. However, as arousal increases, the gain of the "weaker" region may rise faster than the gain of the "stronger" region. As a result, what appears to be robust regional selectivity during periods of sleep may disappear during periods of wakefulness. Second, if infants at different ages are compared to ask whether activations change over postnatal development, then any age differences in arousal could contaminate what appear to be regional differences in stimulus specificity.
Assessments of stimulus specificity
It should be apparent from the previous section that simply recording from multiple NIRS channels is not a powerful way to assess stimulus specificity at a given channel location. The presence of a stimulus probably leads to changes in attention or arousal that could elicit different activations in some NIRS channels, and these activations could be nonspecific (i.e., systemic) but modulated by differences in the gain of the haemodynamic response at different channel locations. A more powerful design is to ask whether the same NIRS channel shows different levels of activation to variations along some stimulus dimension. If these stimulus variations can be assumed to avoid changes in arousal, then the differences in the gain of the haemodynamic response across channels is mitigated.
A canonical NIRS design consists of two blocks of stimuli (A and B) as well as a no-stimulus baseline. In a later section, we discuss the limitations of two-stimulus designs, but for the moment we focus on the power of such designs and how results should be (cautiously) interpreted. There are two general strategies employed in infant NIRS studies that utilize two-stimulus designs: (a) a hypothesis-driven prediction based on adult data, or (b) an exploratory search for stimulus specificity and/or regional selectivity. Both of these strategies have their limitations. For example, the hypothesis-driven strategy makes it seductive to conclude, when there is a correspondence between infants and adults in how certain classes of stimuli activate the two hemispheres, that there is similarity of processing by these lateralized brain regions across development. That is a risky inference because, as noted earlier, evidence of differential activation across NIRS channels can only be interpreted as support for specialization if the gain of every NIRS channel's haemodynamic response function (HRF) is the same. This assumption is made in fMRI studies to deal with a whole brain consisting of over 100,000 voxels, each of which is presumed to be minimally contaminated by systemic vascular responses and surface (nonbrain) vasculature. In NIRS studies with only two dozen or so channels, all of which are contaminated by surface vasculature, this uniform-gain assumption is extremely unlikely. Moreover, in fMRI, the HRF can be measured empirically by presenting adults with a very brief stimulus and recording the resultant response in a low-level sensory area of the cortex (see Boynton, Engel, Glover, & Heeger, 1996) . Although in principle this same technique could be used to measure the HRF in single NIRS channels, this has only been estimated in one infant study using the Finite Impulse Response (FIR) method of Friston et al. (1995) . MinagawaKawai, van der Lely, et al. (2011) concluded that the HRF of 4-month-olds, at least in temporal cortex, has the same shape as the adult HRF, but is delayed 2.8 s (see Figure 2) . 3 Because HRFs are likely to be different across brain regions, the mere presence of a lateralized response to the same stimulus is rather weak evidence of functional brain lateralization, unless it is accompanied by variations in stimulus specificity. Despite these limitations, the hypothesis-driven strategy is preferable because of the multiple-comparison problem. As we see later, when many NIRS activations are compared to chance, it is essential to rule out false positives, and statistical corrections for multiple comparisons have not always been conducted appropriately.
The exploratory-search strategy is much more common in the infant NIRS literature. This is the natural outcome of knowing less about what to predict, especially since the infant brain may not be organized in the same way, or with the same specificity, as the adult brain. As a result, most of the infant NIRS literature consists of studies that conform to the following logic. First, activations are gathered simultaneously from many NIRS channels (e.g., 24) located over two or more regions of the cortex. Second, each INFANT NIRS infant is presented with two stimulus conditions (and a no-stimulus baseline). Third, activations in each channel are compared across stimulus conditions, and often clusters of channels are averaged to create regions of interest (ROIs). Fourth, significant differences present in individual channels or ROIs are interpreted as evidence of stimulus specificity and/or regional selectivity, often with reference to (a) prior behavioural or ERP studies of infants, (b) behavioural, ERP, and fMRI studies of adults, or (c) studies of animals (outside the language domain). This fourth and final step is the most problematic because the "explanation" of the obtained differences in NIRS activations is made post hoc.
Exploratory-search NIRS studies: Audition
The vast majority of infant NIRS studies have investigated activations elicited by auditory stimuli, largely because these studies have been conducted with sleeping newborns, thereby reducing movement artefacts. However, there have been several studies of activations to visual stimuli, including simple chequerboards like those used by Meek et al. (1998) , complex objects varying along various dimensions, and "social" events such as facial expressions. There is even a recent study of newborns' differential response to the olfactory stimulus of their mother's breast milk compared to artificial (formula) milk (Aoyama et al., 2010) . They reported greater activation over orbitofrontal cortex (implicated in odour perception by adults) to mother's milk than to formula milk. This study is illustrative of several limitations discussed earlier. For example, there were only two NIRS channels (right and left orbitofrontal locations), with no comparison channels to assess regional selectivity. Thus, the differential activation to the two odour stimuli could be an arousal effect and not a brain-specific effect (as previously defined).
The first study to deal effectively with the stimulus specificity and regional-selectivity issues for auditory stimuli was reported by Pena et al. (2003) . They presented newborns with two types of speech stimuli (forward and backward sentences) as well as a no-stimulus control (baseline).
An array of 12 NIRS channels was positioned over the left temporal cortex and 12 channels over the right temporal cortex. Activations were greater to forward than to backward speech, but only over the left hemisphere. A more detailed analysis (see Figure 3) , which defined two 6-channel ROIs above and below the Silvian fissure in each hemisphere, revealed that the left-hemisphere effect for forward versus backward speech was carried by the posterior ROI (i.e., below the Silvian fissure). Moreover, channel-by-channel comparisons between the two hemispheres showed that one channel in the left ventralanterior temporal cortex was differentially activated to forward versus backward speech.
These are important findings for two reasons. First, forward and backward speech have the same average spectrum and are matched in intensity. Thus, the activation difference between stimulus conditions cannot be a low-level effect of arousal. Second, the activation difference between stimulus conditions was regionally selective (i.e., posterior channels in the left hemisphere), arguing against a more complicated "outcome of arousal" effect. There are, however, some interpretative limitations. Although speech is preferentially processed in the left hemisphere of the adult brain (in both frontal and temporal areas), similar activations in newborns does not confirm that same underlying processing. It could be that pathways from primary auditory cortex (A1 is too small to measure in isolation using NIRS) radiate to higher level processing areas in the left temporal cortex for acoustic features that are "language relevant" and to the right temporal cortex for more general properties that are shared with language stimuli. And in fact two recent studies of newborns (Telkemeyer et al., 2009 ) and 3-and 6-month-olds (Telkemeyer et al., 2011) provide evidence of greater NIRS activations over right-hemisphere temporal cortex for slowly modulated acoustic events than for rapid events, which show bilateral activations (see also Minagawa-Kawai, Cristia, Vendelin, Cabrol, & Dupoux, 2011) . Thus, cortical areas in infants that will develop language specializations in adults could be viewed as proto-areas rather than as fully homologous to the adult brain.
Another concern with Pena et al. (2003) is that alternative ROIs were not tested. It is certainly acceptable to collapse NIRS channels based on an anatomical landmark (like the Silvian fissure), but there are a large number of alternative landmarks and other ROIs that were not examined. The proper way to test the significance of any ROI is to conduct a Monte Carlo procedure in which all possible ROIs of size N are examined, including channels that are not spatially adjacent. Nevertheless, the Pena et al. (2003) study is a landmark in providing convincing evidence of both stimulus specificity and regional selectivity, unconfounded by low-level arousal effects.
A follow-up to the Pena et al. (2003) study asked whether newborns would respond differently to native versus non-native language stimuli when they were presented in forward versus backward conditions. In contrast to the infants in Italy who were presented with forward and backward Italian sentences, May, Byers-Heinlein, Gervain, and Werker (2011) presented infants in Canada with forward and backward sentences in English (their native language) and Tagalog (a foreign language). The same ROIs as those used by Pena et al. (above/below the Silvian fissure) revealed no differences between activations for forward and backward speech in English, and no hemisphere differences, thereby failing to replicate the findings from Pena et al. for the infants' native language. However, May et al. low-pass filtered their sentences, whereas Pena et al. did not. Thus, the segmental information was masked but the prosodic information was not, perhaps rendering the acoustic differences between forward and backward speech less salient. The results from Tagalog showed greater activation to backward than to forward speech, a pattern opposite to what Pena et al. reported for the infants' native language. But again, with low-pass filtered speech, the very different prosody of Tagalog compared to English may have resulted in primary attention to the different prosody and not the different directions of the speech signals. Sato et al. (in press) did not use filtered speech and replicated Pena et al. in Japanese infants presented with Japanese forward and backward speech, but not when Japanese infants were presented with English forward and backward speech. Thus, familiarity with native-language speech may be a requirement for the differential findings using forward and backward speech in newborns.
Several studies extended the work of Pena et al. (2003) by contrasting two types of forward speech: normally intonated and monotone. Unfortunately, these studies have failed to clarify our understanding of how the infant brain processes speech stimuli because the pattern of results does not conform to a simple role for the two hemispheres. Saito et al. (2007) reported that newborns have a greater activation over frontal cortex to intonated than to monotone speech. However, the use of only a single NIRS channel renders these results subject to an arousal interpretation rather than a specific role for the frontal cortex in the processing of prosody.
Homae, Watanabe, Nakano, Asakawa, and Taga (2006) presented intonated and monotone speech to 3-month-olds and recorded 48 NIRS channels, 24 over the left-hemisphere temporalparietal areas and 24 over the right-hemisphere areas. Consistent with data from adults, which suggest that segmental (typically rapid) speech cues preferentially activate the left hemisphere, and prosodic (slow) speech cues preferentially activate the right hemisphere, they reported greater NIRS activation over the right hemisphere for intonated than for monotone speech. 4 An identical follow-up experiment with 10-month-olds (Homae, Watanabe, Nakano, & Taga, 2007) revealed exactly the opposite effect to that of the 3-month-olds:
Right-hemisphere channels showed greater activation to monotone speech than to intonated speech. The problem here is not that these studies failed to demonstrate stimulus specificity or regional selectivity, but rather that the pattern of results across development does not conform to any simple prediction about what these NIRS activations mean. Homae et al. (2007) went to great pains to offer a variety of plausible explanations for the flip in activations between 3 and 10 months of age. Perhaps the 10-month-olds have a greater expectation (via listening experience) to hear infant-directed speech, thereby sending a violation of expectation signal (from frontal cortex) to the right temporal cortex. Perhaps 10-montholds find it more difficult to process monotone speech and activate right-hemisphere temporal areas that are involved in processing intonation. Perhaps the right hemisphere is involved in processing the emotional content of speech signals, and the monotone stimulus triggers a negative emotional response. All of these hypotheses are plausible, but they are also unverifiable in these two experiments. And they highlight a problem that is not unique to these two particular NIRS studies. The problem is the linking hypothesis between the level of NIRS activation and the underlying (inferred) psychological process that the activation is presumed to measure. If a study can report statistically significant effects without a priori constraints on what interpretation will be given to those results, then researchers are simply making a post hoc story about what they think the results could mean. In later sections, I argue that we must move beyond these "just so" stories about our data and into a new regime where specific predictions, and their required linking hypotheses, are stated clearly before the data are collected. It is not clear what we learn from studies that compare two stimuli (speech and music) that differ on so many dimensions, making it nearly impossible to know what specific difference led to greater left-hemisphere activation for speech (e.g., Kotilahti et al., 2010) . To be clear, this criticism is not unique to NIRS studies, to neuroimaging methods, or to studies of infants. Every dependent measure, whether behavioural, neural, or haemodynamic, provides the researcher with data that must be interpreted relative to some underlying assumptions about unobserved psychological processes (e.g., attention, learning, discrimination). The clearer the linking hypothesis between the data and the unobserved process, the more confidence we have in the interpretation. Behavioural and ERP studies of infants are not immune from these interpretative issues, nor are ERP or fMRI studies of adults. 4 The statistical tests of hemisphere differences for the two stimulus conditions do not appear to have been corrected for multiple comparisons. However, even a conservative Bonferroni correction would render the most significant p-value of ,.0005 equal to ,.025.
Exploratory-search NIRS studies: Vision
The first follow-up to the Meek et al. (1998) study, using a large number of NIRS channels and the simultaneous recording of activations over targeted and control regions of cortex, was published by Taga, Asakawa, Maki, Konishi, and Koizumi (2003) . Using 12 NIRS channels over occipital cortex and 12 (control) channels over frontal cortex, Taga et al. presented 2-to 4-month-olds with a flickering chequerboard. The design also moved from the lengthy stimulus blocks (10 -20 s) used with auditory stimuli to 3-s stimuli and jittered interstimulus intervals as in event-related fMRI designs. The predicted pattern of results was that occipital but not frontal channels would show significant activations. Those expectations were confirmed, thereby replicating Meek et al. within individual infants. The Taga et al. study also highlighted an important methodological issue that must be dealt with when using visual stimuli rather than auditory stimuli. Because the infants were awake rather than asleep, there was a greater incidence of movement artefacts. These movements were exacerbated during the nostimulus (control) condition if no visual stimulus was available to maintain the infant's attention. Thus, a nontarget (i.e., minimally interesting) visual stimulus was presented during the control periods. This means that NIRS studies using visual stimuli are minimally comparing two conditions (target stimulus vs. control stimulus) and referencing both activations to a short prestimulus baseline.
The Taga et al. (2003) study provided compelling evidence for regional selectivity, but minimal evidence for stimulus specificity. A subsequent study by Watanabe, Homae, Nakano, and Taga (2008) recorded 48 NIRS channels over expanded occipital-parietal and fronto-prefrontal regions as 3-month-olds viewed a flickering chequerboard, a complex motion (mobile) stimulus, and a nontarget (dim fireworks) control. Consistent with expectations, a central region over occipital cortex showed reliable activations to both of the visual stimuli (chequerboard and mobile). However, the mobile stimulus showed a much more extensive pattern of activation across many channels over lateral occipital, prefrontal, and frontal areas than did the chequerboard stimulus. And the chequerboard stimulus also activated a few channels in the prefrontal areas. There were no significant lateralization effects. Watanabe et al. controlled for multiple comparisons by using the false discovery rate (FDR) method that is also used in fMRI studies (Benjamini & Hochberg, 1995 ; see excellent review in Ashby, 2011) .
Although Watanabe et al. (2008) provided evidence of stimulus specificity (chequerboard vs. mobile), in addition to replicating and extending the regional selectivity of Taga et al. (2003) , the pattern of regional selectivity was complex and subject to a variety of post hoc interpretations. Perhaps the lateral-occipital cortex (LOC) activations to the mobile but not the chequerboard are reflective of similar "object" responses in adult fMRI studies. Perhaps the greater temporal activation in the mobile condition results from the pairing of sounds with all of the visual events, but with infants having a greater expectation that mobiles and sounds will be paired than chequerboards and sounds (due to experience with mobiles in their homes). But why would both the chequerboard and the mobile elicit activations in prefrontal cortex? Is this a region that is involved with stimulus comparison, temporal expectation, or some other psychological process? Again, there are many plausible but untested post hoc explanations of these effects that can only be resolved by future hypothesis-driven experiments.
There are two additional lines of NIRS research with infants that employ visual stimuli, and both of them ask questions about the neural correlates of high-level cognitive and social-cognitive events. The first line of research presents 6-month-olds with a variety of object-occlusion events. Consider a red ball that moves behind an occluding surface and reemerges on the opposite side of the box as an object with a different colour (green ball), a different shape (red cube), or a change in both colour and shape (green cube). Behavioural studies have shown that infants at this age are more attentive (surprised) INFANT NIRS by a change in the object during occlusion than by the absence of a change. However, this preference to attend longer to the change is more pronounced when the occluding surface is narrow than when it is wide. The explanation for this occluder-size effect is that a wide occluder could hide a second object that was hidden while the first object moved behind the occluder, whereas the narrow occluder could not accommodate both objects. Thus, the wide occluder event is "possible" whereas the narrow occluder event is "impossible".
Wilcox and colleagues have conducted a series of four experiments to assess NIRS activations during these occlusion events. In all studies, two NIRS channels are located over the occipital cortex and reveal activations that do not differ by stimulus condition. These results suggest that the events are equally complex at the level of early visual cortex. Two additional NIRS channels over left temporal cortex reveal no difference in activations to the possible and impossible events (Wilcox, Bortfeld, Woods, Wruck, & Boas, 2005) , but significant differences if the object undergoes a shape or shape + colour change during occlusion (the colour change was marginally significant; Wilcox, Bortfeld, Woods, Wruck, & Boas, 2008) . In addition, if the wide occluder (possible event) depicted the sudden jump of the object from one side to the other (rendering the event impossible), then this spatiotemporally impossible event elicited a temporal activation different from the control (possible) condition. Interestingly, possible events involving a change in shape + colour elicited activations in more anterior temporal regions than impossible events involving spatiotemporal discontinuities (Wilcox, Bortfeld, Woods, Wruck, Armstrong, & Boas, 2009 ). Finally, additional NIRS channels over parietal cortex revealed a complex pattern of temporal and parietal activations to changes in shape, colour, spatiotemporal discontinuity, and invisible spatial displacement events (occipital activations remained invariant across all stimulus conditions; Wilcox, Haslup, & Boas, 2010) .
These four studies by Wilcox and colleagues involve many different levels of stimulus processing that could reflect a variety of underlying cognitive mechanisms. Low-level visual stimulation associated with each visual display, such as changes in local luminance and contrast, is reflected in the occipital activations. However, the temporal and parietal activations could reflect object tracking, motion perception, change detection, violation of expectation, visual working memory, or other components of cognition. As with Homae et al. (2006 Homae et al. ( , 2007 in the speech domain, and Watanabe et al. (2008) in the visual object domain, teasing apart these alternative hypotheses awaits future experiments that control (or manipulate) all but one alternative explanation.
The second line of research that examines NIRS responses to high-level visual events involves the presentation of stimuli that contain a social or social -cognitive component. Grossmann et al. (2008) presented 4-month-olds with dynamic facial events depicting either mutual gaze or averted gaze. Sixteen NIRS channels were recorded over prefrontal and temporal locations on each hemisphere. Two channels (one frontal and one posterior temporal), both in the right hemisphere, showed differential activations to the two gaze conditions. Minagawa- Kawai et al. (2009) asked whether the infant's own mother is responded to differently than another infant's mother. Four NIRS channels were recorded over the frontal cortex of 12-month-olds, and results revealed greater activation to the infant's own mother's face, but only when the mother was smiling. The region showing the greatest mother -stranger effect was over the orbital-frontal cortex, which has been implicated in studies of positive emotional responses to social stimuli in adult fMRI studies.
Lloyd-Fox et al. (2009) presented 5-montholds with two dynamic visual events-a face with occluding hands playing the peek-a-boo game, and a rotating three-dimensional multipart object-as well as a low-salience visual baseline condition. Ten NIRS channels were collected from prefrontal-temporal-parietal locations on each hemisphere (20 channels total). Results showed greater activation to the dynamic face than to the dynamic nonface object in a subset of temporal and prefrontal channels. Because one of these temporal channels corresponds to the superior temporal sulcus (STS), which is known to be activated by biological motion and dynamic social stimuli in adult fMRI studies, it is seductive to conclude that the infant brain is organized in a similar stimulus-specific manner. However, there are many differences between the dynamic face and nonface stimuli, including their patterns of motion. Thus, it is not possible to know for certain that the social nature of the face event is driving this effect in 5-month-olds. A follow-up experiment by Lloyd-Fox, Blasi, Everdell, Elwell, and Johnson (2011) contrasted three different dynamic face events (moving gaze, moving mouth, moving hand) with the same dynamic nonface comparison event. Again, 5-month-olds were tested with 10 NIRS channels over prefrontal-temporal-parietal locations in each hemisphere. Results indicated a gradient of activations bilaterally, with prefrontal regions dominated by the moving hand stimulus, prefrontal-temporal regions by the moving gaze stimulus, and middle temporal regions by the moving mouth stimulus. Exploratory-search NIRS studies: Visual -auditory interactions Another approach to the question of regional selectivity is to ask how NIRS activations are distributed over cortical areas known to be involved in particular sensory modalities. For example, the traditional view of primary sensory pathways is that they carry modality-specific information from the sensory receptors (e.g., retina for vision and cochlea for hearing) to the respective primary cortical areas (e.g., V1 for vision and A1 for hearing). If this separation of sensory information were present in the infant brain, then one would predict little or no cross-talk between modalityspecific activations.
Bortfeld, Wruck, and Boas (2007) located two NIRS channels over occipital cortex and two channels over left temporal cortex, while 5-month-olds were presented with visual stimuli on half the blocks and a combination of visual and auditory stimuli on the other blocks. The first prediction was that occipital channels would be activated in both conditions because a visual stimulus was present in each, and this prediction was confirmed. The second prediction was that temporal channels would only be activated in the visual + auditory condition and not in the visual-only condition. This prediction was partially supported-temporal channels were activated in the visual + auditory condition, but these same channels were negatively activated in the visual-only condition. This unexpected finding could be the result of "stealing" oxygenated blood from temporal areas when the visual-only stimulus was presented, or it could be the result of sluggish attentional switching from the multimodal to the unimodal conditions. In the absence of an auditory-only condition, these two possibilities remain unresolved.
Bortfeld, Fava, and Boas (2009) conducted a follow-up experiment with 6-to 9-month-olds who were presented with visual-only stimuli and visual + auditory stimuli, just as in Bortfeld et al. (2007) . However, now NIRS channels were positioned over each hemisphere's temporal cortex, rather than over occipital and left-temporal cortices. Activations were reliable only over the left temporal channels in the visual + auditory condition. In contrast to Bortfeld et al. (2007) , there was no significant negative activation over left temporal cortex in the visual-only condition. These results suggest that the left temporal cortex is specialized for speech processing and that there is minimal cross-talk between modalities.
Taga and Asakawa (2007) recorded 12 NIRS channels over each hemisphere's temporal cortex in 2-to 4-month-olds. Stimuli consisted of auditory (speech) and visual (flashing chequerboards), each of which was presented for 3 s, but out of phase with each other (interstimulus interval, ISI, 12 s for auditory, 15 s for visual). The auditory stimulus activated several temporal channels INFANT NIRS bilaterally, but the visual stimulus activated none of the temporal channels (the FDR correction method was used to control for multiple comparisons). These results are somewhat different from Bortfeld et al. (2007) in that visual-only stimuli did not lead to a decrease in temporal activations. However, Taga and Asakawa used shorter stimulus durations (3 s vs. 20 s), tested younger infants (2 -4 months vs. 5 months), and did not present the auditory and visual stimuli synchronously.
One other study bears on the question of multimodal interaction, although it was not designed specifically for that purpose. As summarized earlier, Watanabe et al. (2008) presented 3-month-olds with two different visual stimuli (flickering chequerboard and dynamic mobile) and recorded NIRS activations over 48 channels in occipital-parietal and prefrontal-frontal areas. They presented a uniform auditory stimulus in synchrony with the onset of each visual stimulus (5-s duration; 10-s ISI). In a follow-up experiment, they increased the number of NIRS channels from 48 to 60 and focused their coverage on temporal and occipital cortex. Results indicated that both the occipital and temporal cortices, bilaterally, were activated by the combined visual + auditory stimuli, and that the two visual stimuli (chequerboard + sound and mobile + sound) elicited equivalent activations in both left and right hemispheres.
Hypothesis-driven NIRS studies
The majority of infant NIRS studies employ an exploratory strategy of gathering activations from multiple channels elicited by the presentation of two or more stimuli. The goal is to determine whether there are differential activations to specific stimuli and to selective regions of the brain. The interpretation of these findings is largely post hoc, with a variety of plausible accounts consistent with the pattern of results. We turn now to the second major strategy: hypothesis-driven predictions about NIRS activations in infants. One limitation of exploratory studies is that they rely on properties of the infant brain that have been established prior to entering the experiment.
Thus, unless the experimenter has clear evidence of early experiences attained by some infants and not by others, the only way to gain experimental control over the predicted NIRS activations is to have a strong hypothesis on which to base that prediction. These strong hypotheses have so far been limited to studies of discrimination, learning, and focal activation.
Studies of discrimination
There is a long tradition of behavioural research with infants that relies on measures of preference, typically using looking time as the dependent variable (see review by Aslin, 2007) . When infants show longer looking times to stimulus X over stimulus Y, that constitutes clear evidence of discrimination as well as preference. However, when stimulus X and stimulus Y are equally preferred, it is not clear whether that negative effect is the result of a failure to discriminate X from Y. It is quite possible for infants to discriminate two stimuli but not to prefer one over the other. The same interpretive limitation is present for NIRS activations. The absence of differential activation to stimulus X over stimulus Y does not of necessity imply that a given NIRS channel, and the brain region it samples, is incapable of processing the difference between X and Y. Lookingtime studies progressed beyond simple preference paradigms to "entice" infants to exhibit a latent preference by repeating stimulus X and then asking whether they prefer stimulus Y over stimulus X. This is the habituation paradigm, and in many cases it reveals the ability to discriminate X and Y when a preference test fails to do so.
It is surprising, in light of the extensive behavioural literature on infants' discrimination abilities using the habituation paradigm, that it has been used in only a few NIRS studies (see TurkBrowne, Scholl, & Chun, 2008 , for a discussion of the parallels between behavioural habituation and fMRI adaptation). Minagawa-Kawai, Mori, Naoi, and Kojima (2007) asked whether infants could discriminate a speech contrast (vowel duration) that is used phonemically in their native Japanese language and compared their performance to a nonphonemic contrast. They tested a broad age range (3-to 28-month-olds) using four NIRS channels over each hemisphere's temporal cortex. Each infant was presented with alternating 20-s blocks of two types: a single repeating stimulus versus a random mixture of two stimuli. Each infant was tested in two sessions: with the phonemic contrast (discriminable by Japanese adults), and with the nonphonemic contrast (within-category and therefore not discriminable by Japanese adults). The prediction of this modified habituation paradigm is that infants who can discriminate the speech contrast should show greater activation to the mixed block than to the uniform block. That prediction was supported by a main effect of block type (mixed . uniform), and it did not interact with whether the speech contrast was phonemic or not. In addition, the language-relevance effect (phonemic vs. nonphonemic) was present only in activations from the left hemisphere, and only in three of the five age groups (6-7 months, 11-14 months, and 25-28 month, but not 3 -4 months or 10-11 months). The absence of the language-relevance effect in the youngest age group could be attributed to the subtle nature of the phonemic contrast, and the absence of the effect in the 10-to 11-month-old group was due to exceptionally high betweensubject variance. These results, therefore, provide convincing evidence for the utility of the mixed versus uniform stimulus-block paradigm as a measure of discrimination, as well as for the development of sensitivity to language-relevant phonemic information.
A subsequent study by Sato, Sogabe, and Mazuka (2009) examined a different speech contrast in Japanese infants. Both 4-and 10-montholds were tested with a pitch-accent contrast (high -low versus low -high) in a set of 14 words as NIRS activations were gathered from 12 channels over each temporal cortex. As in MinagawaKawai et al. (2007) , each infant was presented with two types of blocks: uniform in which all 14 words had the same pitch accent, and mixed in which half of the 14 words were high -low and the other half low -high, in random order. The uniform blocks were 20-25 s long, and the mixed blocks were 10 s long. The prediction was that infants should show greater activation to the mixed than to the uniform blocks. The results from the 10-month-olds were consistent with this prediction: There was significantly greater activation to the mixed than to the uniform blocks. In addition, this discrimination effect was greater in the left hemisphere than in the right hemisphere. For the 4-month-olds there was also significantly greater activation to the mixed than to the uniform blocks, but there was no hemisphere difference. Sato et al. also presented the same high -low pitch contrast in a nonword context (pure tones). Interestingly, the 10-month-olds did not show the same pattern of left-hemisphere enhancement of the mixed versus uniform block-effect as they did for the word stimuli. The 4-month-olds showed no hemisphere effect, consistent with their performance with the word stimuli.
Nakano, Watanabe, Homae, and Taga (2009) extended these results from the domain of vowel duration and pitch contrasts to that of consonants by asking whether 3-to 4-month-old Japanese infants could discriminate a /ba/ -/pa/ contrast. The experimental design was virtually identical to what has traditionally been used with behavioural measures. Each infant was presented with 15 trials during a habituation phase, with each 5-s trial consisting of 10 repetitions of either /ba/ or /pa/ followed by 15 s of silence. Infants were then presented with 5 posthabituation test trials, each consisting of 5-s trials with a different repeating syllable (e.g., a shift from /ba/ to /pa/) or the very same syllable presented during the habituation phase (i.e., a no-shift control). Separate infants were assigned either to the experimental (shift) or to the control (no-shift) groups. During the habituation phase, infants in both groups showed widespread activations across most of the 48 NIRS channels, which were positioned over temporal and prefrontal cortices. Both groups also showed highly significant decreases over the 15 habituation trials (see Figure 4) , consistent with behavioural measures such as looking time and sucking. The key question was whether infants in the experimental (shift) group showed increases in activation from the final set of habituation trials to the test trials, and whether these increases were absent (or less reliable) in the control (no-shift) group. Again, there was clear evidence of recovery of activation in a small set of NIRS channels (bilateral prefrontal) that was greater in the experimental group than in the control group.
The Nakano et al. (2009) study is an excellent example of hypothesis-driven research. The pattern of NIRS activations was not determined by preexisting differences in the responsiveness of the infant brain, but rather to the repeated presentation of a particular speech stimulus (counterbalanced across infants) during the habituation phase of the experiment. Thus, the differences in NIRS activations cannot be due to acoustic differences per se, but must be due to the change in sensitivity to these acoustic differences induced by the habituation phase that preceded the test phase. It is interesting to note that all of the infants in this study were asleep, thereby providing clear evidence that a state of wakefulness is not required for infants up to 4 months of age to exhibit speech discrimination.
A final NIRS study of speech discrimination was reported by Arimitsu et al. (2011) . They presented sleeping newborns with two Japanese speech contrasts, one that was phonemic (vowel duration) and one that was prosodic (pitch rise/ fall). Again, the uniform versus mixed design was used with 15-s blocks. Twelve NIRS channels over each temporal cortex revealed significant activations to both the phonemic and prosodic contrasts. Although there was evidence of a righthemisphere bias for the prosodic contrast (see Telkemeyer et al., 2009) , there was no significant evidence of a left-hemisphere bias for the phonemic contrast, perhaps because this contrast did not involve rapid acoustic cues. The Arimitsu et al. study reported on individual NIRS channels as well as several ROIs. However, the rationale for choosing a particular ROI was based more on a visual inspection of the data than on an objective criterion. As noted earlier, ROIs should never be selected post hoc, but should be defined by using either anatomical or statistical (i.e., Monte Carlo) criteria.
Studies of learning
Another potential outcome of exposure to stimuli in the laboratory, which contrasts with habituation and recovery to a novel stimulus, is learning from the stimuli and showing an increase in activation across blocks. Gervain, Macagno, Cogoi, Pena, and Mehler (2008) asked whether newborns could discriminate between three-syllable sequences that conformed to an ABB or an ABC pattern. Twelve NIRS channels were positioned over each temporal cortex, and alternating 18-s blocks of ABB and ABC patterns, each involving a new set of syllables, were presented with 25 -35 s of silence between blocks. Results showed greater activation to ABB blocks than to ABC blocks from most channels, with a greater activation difference for these two patterns in the left hemisphere (see Figure 5) . Most relevant to the question of learning, Gervain et al. also found that this activation difference between ABB and ABC was not significant in Block 1, but became significant and increased over the 14 alternating blocks. Interestingly, this learning effect for the ABB pattern was present in the left frontal ROI, but not in the right frontal or either of the two temporal ROIs. Gervain et al. (2008) conducted a follow-up experiment that compared ABA patterns to ABC patterns to determine whether the immediate repetition of the B element in ABB patterns was easier for newborns to extract than the nonadjacent repetition of the A element in the ABA patterns. They found no evidence of differential activation to ABA and ABC patterns and no learning effect across alternating blocks. Gervain, Berent, and Werker (2012) then asked whether the immediate repetition could be equally as effective for learning in the initial syllables (AAB) as for learning in the final syllables (ABB). Their results replicated the ABB versus ABC comparison in Gervain et al. (2008) , with greater activation to AAB than to ABC and a bias for this differential effect to be stronger in the left hemisphere. Gervain et al. (2012) then asked whether newborns could discriminate early AAB from late ABB repetitions. Instead of alternating blocks of AAB and ABB, they used the mixture versus uniform design of Minagawa-Kawai et al. (2007) . That is, half of the blocks consisted of either AAB or ABB patterns, and the other half of the blocks consisted of both AAB and ABB patterns. Newborns showed reliable evidence of discrimination, but the direction of the effect was unexpected, with greater activation elicited by the uniform blocks (i.e., AAB or ABB) than the mixture blocks (i.e., AAB and ABB). In a final experiment, they reverted to the alternating uniform-block design and contrasted AAB with ABB to determine whether early versus late repetition provided any advantage. However, there was no significant differential activation to the initial and final repetition patterns.
Unfortunately, in none of the follow-up experiments to Gervain et al. (2008) was there a learning effect over blocks. Thus, it is not clear whether the initial report of this effect was spurious or whether such learning effects are less robust when the patterns being contrasted are more difficult to discriminate. The comparison of ABB and ABC patterns was examined in 7-and 9-month-olds by Wagner, Fox, Tager-Flusberg, and Nelson (2011) to 
21
INFANT NIRS determine whether older infants would more robustly show the learning effects. They used the same stimuli and 12-channel arrays over left and right temporal cortex, but found no significant effects of pattern, hemisphere, or cortical ROI using the same oxyhaemoglobin measure as Gervain et al. (2008 Gervain et al. ( , 2012 . However, there were effects of pattern and hemisphere in the deoxyhaemoglobin measure (which is typically small in magnitude and often unreported in infant studies; see Telkemeyer et al., 2009 Telkemeyer et al., , 2011 . The direction of deoxyhaemoglobin responses is opposite to that of oxy-haemoglobin responses, and therefore the significant effect reported by Wagner et al. in the 7-month-olds was consistent with the newborns in the original Gervain et al. (2008) study-activations to ABB patterns were greater (negative deoxy) than those to ABC patterns. However, this pattern was evident only in the right hemisphere, not the left hemisphere as in newborns (although it was present in frontal and not temporal ROIs, as in newborns). Moreover, this pattern reversed in the 9-month-olds-activations to ABC patterns were greater (negative deoxy) than those to ABB patterns. Finally, there was a hint of a learning effect, with a significant reduction in the activations to the ABC pattern over blocks in both ages. These diverse results across age cannot be attributed to state of arousal (sleeping newborns vs. awake 7-and 9-month-olds) because the 7-to 9-month shift was present despite similar states of wakefulness.
Studies of focal activation
The foregoing studies of pattern learning have the distinct flavour of "the more we study X, the less we know about X". Results that appear to be consistent within a given experiment do not replicate, or do not make a coherent story as more data are collected under similar conditions. Certainly one expects differences across age, but within an age one would hope that proposed explanations for effects are supported when the next experiment is conducted to examine that explanation. At present, it is very difficult to make specific predictions as one embarks on a new line of research, perhaps because we are trying to study complex cognitive phenomena before we fully understand what NIRS activations mean. That is, the field suffers from placing little emphasis on the specific linking hypothesis for how changes in oxy-or deoxyhaemoglobin indicate an underlying perceptual, cognitive, or language process. In general, the history of infant NIRS studies is peculiar in that it began by tackling high-level cognition rather than focusing first on low-level (i.e., less interesting to some researchers) sensory and motor phenomena. The reason such a bottom-up strategy might have been more fruitful is that sensory and motor systems are well studied in adults and animals, and they have considerable uniformity across age and species. Thus, the predictions one can make about these systems are quite constrained, thereby limiting the predicted outcomes if NIRS activations are valid measures of these low-level processes.
There are three domains within which specific predictions based on clear anatomical constraints have been made for infant NIRS studies: somatosensory cortex, visual cortex, and the intraparietal sulcus. Not only does the somatosensory cortex have a well-defined spatial organization, but pathways from the sensory periphery send information contralaterally to termination sites in somatosensory cortex. For example, tactile stimulation of the palm of the right hand activates the primary somatosensory cortex in the left hemisphere. The same contralateral organization holds for the motor cortex, leading many NIRS labs to use a finger tapping or tactile stimulus on the palm as a "sanity check" on the recording equipment. Surprisingly, there is only one such study of infants (Kusaka et al., 2011) . They stimulated sleeping newborns by passively moving the elbow or the knee while 12 NIRS channels were recorded over the right and left somatosensory cortex, and they reported stronger contralateral than ipsilateral activations (although the statistics were poorly specified). These results are consistent with an earlier fMRI study of sleeping newborns using similar stimulation (Erberich, Panigrahy, Friedlich, Seri, Nelson, & Gilles, 2006) .
The second domain in which NIRS signals are constrained by sensory anatomy is the visual system. There is a longstanding subfield of fMRI research that uses flickering chequerboards that are limited to portions of the visual field. Because any visual stimulus on the right half of the visual field (i.e., the two left hemiretinas) projects only to the left primary visual cortex, and any visual stimulus on the left half of the visual field projects only to the right visual cortex, activations must conform to the timing of these visual stimuli. Many investigators have used this method to elicit fMRI activations in visual cortex while an adult fixates the centre of a display. In the simplest case, a chequerboard fills either the right or the left half of the visual field. The expected pattern of activation is for the right-half stimulus to activate the left visual cortex, and the left-half stimulus to activate the right visual cortex. A more complex case is when the chequerboard fills only one quadrant of the visual field and rotates slowly (i.e., upper right, lower right, lower left, upper left). In this case, the expected pattern of activation is a 180-deg phase-shift (i.e., inferior-left cortex, superior-left cortex, superior-right cortex, inferior-right cortex). These are precisely the patterns of activation that have been obtained from many fMRI studies (see Wandell, Dumoulin, & Brewer, 2007) .
Two reports using NIRS in adults (Plichta, Heinzel, Ehlis, Pauli, & Fallgatter, 2007; Zeff, White, Dehghani, Schlaggar, & Culver, 2007) demonstrated that flickering chequerboards in subsets of the visual field activate NIRS channels over the occipital cortex in the same way as they activate fMRI voxels in the visual cortex. Moreover, adult NIRS activations show the characteristic 180-deg phase shift to a rotating chequerboard wedge (see Figure 6 ) or expanding chequerboard ring that have been obtained with fMRI (see review by White & Culver, 2010) .
A key requirement of these visual-field stimulation studies is for the subject to maintain central fixation while the flickering chequerboard is presented in the retinal periphery. Infants are likely to direct their gaze to this flickering chequerboard rather than attending consistently to a small central fixation target. However, pilot data from my lab suggest that this problem can be overcome. Custom software enables an eye-tracker (Tobii T60XL) to monitor the infant's gaze online and to move the central fixation target to compensate for gaze shifts into the periphery where the chequerboard is located. This is not a perfect image stabilization technique because there is a 100-200-ms lag in detecting gaze deviations from the central fixation target and moving the display accordingly to recentre it at the infant's current (eccentric) gaze position. If the infant's gaze moves off screen, then the display automatically recentres itself on the screen before the chequerboard is reintroduced. We have gathered eye-tracking data from several 6-month-olds whose gaze was directed to the central fixation target for more than 50% of the 2-minute display. Thus, we are encouraged that retinotopic mapping of the visual cortex will be possible, at least for some infants, using this online gaze-centring paradigm and an array of NIRS channels over occipital cortex.
A third domain in which NIRS activations are constrained by prior knowledge of cortical anatomy is a region of parietal cortex specialized for numerosity judgements-the intraparietal sulcus (IPS). Based on extensive fMRI studies in children and adults, as well as single unit recording in animals, the IPS is uniquely activated when processing differences in number, even when there are correlated variations in element size, area, perimeter, and density (Cantlon, Brannon, Carter, & Pelphrey, 2006) . Hyde, Boas, Blair, and Carey (2010) used a focal array of four NIRS channels, two centred on bilateral IPS and two centred on occipital cortex (control). Six-month-old infants were presented with visual arrays consisting of 16 elements that were flashed for 500 ms, with an ISI of 500 -1000 ms. Every 5 -11 flashes, a novel number of elements (either 8 or 32) was presented for a single flash, thereby serving as an oddball event with respect to the more predictable base rate of 16-element events. A separate control group was presented with the same set of displays, except that the oddball events consisted of the same number of elements but of a different shape (squares rather than circles). Greater activations to the oddball events, either number or shape, were only significant in the right hemisphere. Although both lateral-occipital areas are known to be responsive to shape changes, only the right IPS is responsive to number changes. This pattern of results was present in the infant NIRS data: Right parietal activations were greater than right occipital activations for a change in number (see Figure 7) , but there was no significant difference in left parietal and left occipital activations for a change in number. Moreover, right occipital activations differed from baseline for a change in shape (it is not clear why left occipital activations were not above baseline for a change in shape). These results from 6-month-olds closely mirror those obtained with fMRI from children and adults, suggesting that the right IPS is specialized for numerosity processing from a very early age. However, further control studies are needed, especially with a larger number of NIRS channels, to verify that right parietal channels located near the IPS are the only ones that show this effect.
Questions that should be asked in the future So far we have reviewed nearly 50 infant NIRS studies, many of which fall short of answering the questions that motivated their authors. Findings across studies are remarkably consistent and inconsistent at the same time. They are consistent in finding some channels that are activated by suprathreshold stimuli, but this is hardly surprising -surely there is some region of cortex that responds to just about any stimulus. The most important question one can ask about NIRS findings from infants is: What have we learned that we didn't know already from other measures? That is, what is the "value-added" of NIRS for studies of infant perception, cognition, and language? The answer, unfortunately, is rather modest. Almost all infant NIRS studies are largely confirmatory and fail to clarify the underlying neural mechanism, beyond specifying its regional selectivity.
Consider evidence that NIRS activations show hemisphere lateralization. If brain area X is activated by stimulus Y, and this regional selectivity mirrors what is present in adults, does this imply a similar functional role for area X? The problem with such an interpretation-that there is developmental continuity of regional brain function-is that haemodynamic responses are slow. Thus, they could reflect feed-forward activation (processing the stimulus), feedback activation (sending information from somewhere else), or some combination of the two (comparing inputs and stored representations). One clear way of overcoming this interpretive limitation is to present a stimulus that can only activate certain NIRS channels because of known anatomical constraints, but this research strategy, as noted earlier, is extremely rare in the literature (see , for a developmental theory of lateralization).
A similar concern can be raised about stimulus specificity in a given brain region. Typically conclusions about stimulus specificity are weakbrain area X is activated by stimulus Y but not (or less so) by stimulus Z. But how specific is this pattern of activation-what stimuli other than Y activate area X, and what stimuli other than Z fail to activate area X? Clearly, there is a need to move away from two-stimulus designs and focus on multiple levels along a particular stimulus dimension to get a better handle on the linking hypothesis between NIRS activation and underlying psychological processes. As noted by Aslin and Fiser (2005) , when only two levels along a stimulus dimension are used, and one observes an increase (or decrease) in a dependent measure (e.g., NIRS activation), it is often concluded that the relevant NIRS activation indicates a brain region that represents that stimulus dimension. But if so, one would expect a third level along that stimulus dimension to show a further increase (or decrease) in activation. If that does not happen, then it calls into question the validity of the conclusion about what the NIRS activation means. In other words, it may be less important to know INFANT NIRS whether a given brain area is activated by a stimulus than to know that a change in a stimulus is correlated with a change in NIRS activation. This is because the assumption that brain areas are independent is very unlikely, leading to substantial "cross talk" across areas. The challenge here is to understand how these interactions among brain areas are organized and to differentiate such interactions from measurement errors stemming from systemic haemodynamic responses.
Finally, developmental questions are rarely asked in infant NIRS studies or in any neuroimaging modality (see Karmiloff-Smith, 2010 ). Rather, a single age is often the target of a given study, which makes comparisons across studies difficult because of variations in stimuli, testing designs, probe placements, criteria for data rejection, signal processing, and statistical analysis. The best studies begin with robust behavioural evidence that ability X is absent at age 1 and present at age 2. Then one can ask whether NIRS activation emerges between age 1 and age 2. If so, then it is seductive to conclude that the emerging NIRS activation mediates that behavioural change. But of course this correlation does not confirm causality. Moreover, if there is no change in neural activation between ages 1 and 2, then it suggests either an insensitive neural measure or a nonlocalist mechanism responsible for the developmental change.
There is a caveat to the foregoing picture of NIRS as a technique that has so far underachieved on its promise of revealing brain mechanisms of infant development. One can view neural signals-ERP, magnetoencephalography (MEG), fMRI, NIRS-as merely dependent measures and not as brain-specific per se. If one's goal is to find some measure of detection, discrimination, or learning, and NIRS provides such a reliable signal, then it has potential utility in answering questions about when during development an underlying process is present. Of course, the presence of a neural response does not necessarily imply that it is functional in supporting perception or influencing behaviour. A reliable neural signal may be necessary but not sufficient to enable a neural network to rise above some critical threshold required to support behaviour. If NIRS signals were more reliably present at a given age than any other dependent measure, and/or NIRS signals were easier to record from infants than these other measures, then it would be a clear win to use NIRS even with weak linking hypotheses between neural signals and behaviour.
Prospects for technical advances
At least some of the foregoing problems can be reduced or eliminated by technical improvements in the reliability of NIRS signals. One such promising technique has been described by Saager and Berger (2005) . They reasoned that because optical signals must pass through the surface vasculature to provide estimates of brain-based haemodynamic responses, it would improve the signal-to-noise ratio of the brain-based responses if the surface "noise" could be estimated. They placed a detector at a near distance from the emitter to measure this surface vascular noise (see Figure 8 ) and used regression techniques to examine the residual signals after this surface noise was "subtracted off". In simulations, subsequently verified by NIRS measurements from adults (Saager & Berger, 2008 , 2011 , they showed that this near-channel regression technique improved signal/noise by a factor of 3. Liao et al. (2010) capitalized on this technique in a study of sleeping newborns who received visual stimulation (flashes) through their closed eyelids. Their results confirmed a three-fold improvement in signal/noise, which also means that the same statistical power could be achieved in fewer than half the stimulus events.
A natural outcome of improved signal/noise in NIRS activations is greater use of event-related than blocked designs. This same trend occurred in the fMRI literature as pulse sequences and gradient strengths were improved, and 3-T magnets replaced 1.5-T magnets. Surprisingly few infant NIRS studies have employed event-related designs (see Hyde et al., 2010; Taga et al., 2003; and Watanabe et al., 2008, for exceptions) .
Analysis techniques in the NIRS literature are surprisingly primitive compared to the fMRI literature. Only a few NIRS studies have used the standard generalized linear model (GLM) tools from fMRI (Minagawa-Kawai, van der Lely, et al., 2011; Obrig et al., 2010; Telkemeyer et al., 2011) , despite modifications to widely used fMRI analysis packages such as SPM (Koh et al., 2007) .
Another potentially fruitful approach to studying brain development is to gather estimates of what in the fMRI literature is called functional connectivity. The basic idea is that voxels whose blood-oxygen-level-dependent (BOLD) activations are highly correlated are somehow functionally related, even if the anatomical pathways that connect these voxels are quite indirect (i.e., multiple synapses away). There is evidence in adults that, in the absence of any task, clusters of voxels are correlated with other clusters of voxels, forming a so-called resting-state network of functionally connected modules (Raichle & Snyder, 2007) . Two recent infant studies have demonstrated the feasibility of estimating functional connectivity using 94 NIRS channels, thereby providing coverage of most of the cortex. Homae et al. (2010) measured pairwise correlations among all 94 NIRS channels while newborns, 3-month-olds, and 6-month-olds were asleep. As in adults, correlations were clustered within hemispheres (e.g., occipital, temporal, prefrontal, etc.). More interesting, correlations were also clustered between hemispheres (e.g., left and right temporal), and there was a progressive increase in the consistency of these between-hemisphere correlations across age (see Figure 9) .
The second infant study examined how functional connectivity changed between states of sleep and wakefulness. Studies of adults using fMRI have shown that resting-state functional connectivity is modulated when the state of wakefulness varies in adults (Larson-Prior et al., 2009) , perhaps indicating that the network properties undergo reorganization to differentially recruit specialized neural computations (e.g., to process information that is task relevant and to prepare and execute a motor response). Homae, Watanabe, Nakano, and Taga (2011) recorded 94 NIRS channels from 3-month-olds across three periods consisting of: no-stimulus, speech stimulation, and no-stimulus. Not only did they find similar resting-state connectivity in the initial no-stimulus period as in Homae et al. (2010) , but during the speech stimulation period they found a substantial reorganization of functional connectivity, with greater ipsilateral Figure 9 . Functional connectivity among 94 near-infrared spectroscopy (NIRS) channels during sleep gathered from newborns, 3-montholds, and 6-month-olds by Homae et al. (2010) . 
28
COGNITIVE NEUROPSYCHOLOGY, 2012, 29 (1 -2) ASLIN connectivity between temporal and frontal areas (as well as some connectivity with occipital areas). Finally, in the third period when no stimulus was presented, there continued to be significant ipsilateral connectivity, suggesting that further processing of the stimulus-elicited activations during the second period continued to occur after the stimulus had ended. Taga, Watanabe, and Homae (2011) replicated all of these patterns of functional connectivity in 3-to 4-month-olds with pure-tone stimuli, suggesting that these effects are not specific to language. Although functional connectivity during sleep has been assessed using fMRI in 21-month-olds (Redcay, Haist, & Courchesne, 2008) , it has proven virtually impossible to gather fMRI data from awake children at this young age. The importance of the Homae et al. (2011) study is that it shows that NIRS can be used to measure both resting-state and stimulus-elicited functional connectivity in awake infants.
A final set of improvements in the reliability of NIRS will come from conducting test -retest studies in which the optodes are removed and repositioned on the infant's head. This has never been done in a systematic way and provides a crucial measure of the replicability of NIRS signals from particular channels in the same infant.
5 Because the precision of repositioning the NIRS probes will be subject to some error, it will be essential to measure this error with an objective alignment system that is referenced to external landmarks on the infant's skull. In addition, there are systems that can provide a detailed measure of where the NIRS probes are located with respect to the infant's brain rather than relying on skull landmarks. A structural MRI of a sleeping infant provides a 3D image of the skull and the brain that can be mapped, in a subsequent testing session, with a stylus that documents the skull landmarks and the location of the NIRS probes on the skull (see https://www.rogueresearch.com/TMS/Brainsight2.html).
Concluding remarks
The present article has provided a summary of findings obtained from infants using NIRS. It is both exciting and sobering to review these findings. The excitement comes from the potential of a new noninvasive neuroimaging technique that does not require rigid head stabilization, has no acoustic noise, and can be purchased for a fraction of the cost of an MRI system. The sobering nature of this review is that the application of NIRS to address fundamental questions in perceptual, cognitive, and language development is still in the very early stages. Not only have very few studies assessed the reliability of NIRS activations to highly constrained (predictable) stimulus events, but the "value added" of NIRS data for understanding the organization of the infant brain or the mechanisms that lead to changes in behaviour has so far been minimal. There are, however, improvements on the horizon that raise the prospect of solving many of the current limitations of NIRS research with infants, including the advances summarized in the previous section of this review.
It is with these encouraging prospects in mind that we conclude by describing a particularly compelling application of NIRS that addressed a fundamental question of functional brain organization. The parents of deaf children, over 90% of whom are hearing and therefore do not use a sign language, seek to restore auditory function in their child. It is now quite common for deaf children to receive a surgically implanted device that converts sound into electrical signals and transduces those signals onto the auditory nerve. These children who receive a cochlear implant often gain the ability to sense sound, but less reliably gain the full appreciation of speech, with highly variable language outcomes even after years of postimplant training (Peterson, Pisoni, & Miyamoto, 2010) . A key question is whether the implant, even if it stimulates the auditory nerve, transmits those peripheral neural signals to INFANT NIRS the auditory cortex. The implant precludes the use of fMRI to answer this question because the implant poses a safety hazard in the high magnetic field. Thus, NIRS provides an alternative neuroimaging method to address this question. Sevy et al. (2010) provided compelling evidence that young cochlear implant patients, even in the first few hours after the implant has been activated, receive inputs to auditory cortex. Moreover, by using bilateral NIRS probes, they discovered that the dominant cortical activation was in the ipsilateral temporal cortex. This finding runs counter to the expectation that the primary auditory pathway is contralateral, and it may change the accepted strategy of implanting the right ear because it is contralateral to the left hemisphere, which is language dominant. This study illustrates the power of using NIRS to address a fundamental question, and we can hope that such clear hypothesis-driven studies serve as a model for future NIRS studies of infants and children.
