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Abstract
We investigate the finite sample performance of sample splitting, cross-fitting and
averaging for the estimation of the conditional average treatment effect. Recently
proposed methods, so-called meta-learners, make use of machine learning to estimate
different nuisance functions and hence allow for fewer restrictions on the underlying
structure of the data. To limit a potential overfitting bias, that may result when using
machine learning methods, cross-fitting estimators have been proposed. This includes
the splitting of the data in different folds. To the best of our knowledge, it is not yet
clear how exactly the data should be split and averaged. We employ a simulation study
with different data generation processes and consider different estimators that vary in
sample-splitting, cross-fitting and averaging procedures. We investigate the performance
of each estimator independently on four different meta-learners: The doubly-robust-
learner, the R-learner, the T-learner and the X-learner. We find that the performance
of all meta-learners heavily depends on the procedure of splitting and averaging. The
best performance in terms of mean squared error (MSE) could be achieved when using a
5-fold cross-fitting estimator which is averaged by the median over multiple different
sample-splittings.
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1 Introduction
Recent methods to estimate the conditional average treatment effect (CATE)
propose to use machine learning (ML) methods when the underlying data is high-
dimensional or has non-linear dependencies. The simplest approach is to estimate two
conditional mean functions, one for the treated observations and one for the non-treated
and then take the difference. Even if this method works for observational studies, where
the treatment assignment mechanism depends on observed covariates (self-selection
into treatment), there are more efficient methods to estimate the CATE. One way is
to explicitly control for such selection bias by estimating the probability of treatment
The estimation of such a function is a classic classification task and machine learning
methods are well suited for such estimation. Since we are only interested in having a
good prediction of the probability of treatment, we don’t need to know the underlying
structural form of this function which enables black-box ML methods to be sufficient.
Such a function is called a nuisance function. Other nuisance functions are e.g. the
conditional mean function from the outcome variable.
Looking at the nuisance functions, ML methods can decrease the variance by
regularization. However, there is a trade-off between regularization bias and overfitting.
Sample splitting helps to limit such overfitting. The idea is to use at least two different
samples (say, A and M), one for training the model (fold A) and one for the estimation
of the parameters (fold M). To overcome the loss in efficiency, since only a subset of the
data is used when estimating the CATE, cross-fitting is an increasingly popular approach
to combine ML methods with semi-parametric estimation problems (Chernozhukov,
Chetverikov, Demirer, Duflo, Hansen, Newey, and Robins, 2018; Newey and Robins,
2018; Athey and Wager, 2017). Cross-fitting estimates the parameter of interest using
the subset M and then switches the roles of the sets now using subset M for training
and a subset A for estimation. The two results are then averaged.
So far there are no clear proposals on how to exactly use cross-fitting. As mentioned,
we can split the sample in two or more folds and average among those folds as suggested
by Chernozhukov et al. (2018) for the average treatment effect (ATE) or Nie and Wager
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(2017) as they do for their R-learner method to estimate the CATE. The former use
two- and five-folds, while the latter use five- and ten-folds. In both cases, the training
is done on all folds but the one which is used for estimation. This is quite similar to
cross-validation. Recently, Kennedy (2020) suggested for the doubly-robust estimator
to not only use different folds for training and estimation but also to train each nuisance
function on a different fold. Zivich and Breskin (2020) provide a simulation study
on the aforementioned so-called double cross-fitting estimators and demonstrate the
performance for the ATE.
While the sample splitting procedure allows for less restrictive assumptions on
the ML estimators, the sample splitting can introduce a new bias due to a specific
sample. This can become more problematic the smaller the whole sample is. If we
would have a sample with only 500 observations, 5-fold cross-fitting would use 400
observations for training and 100 for estimation. If we furthermore train each nuisance
function with a different fold, we could only use 125 observations for training the
doubly-robust estimator which include up to four different nuisance functions. To
average any potential bias from sample-splitting we can repeat the estimation multiple
times and take the mean or the median over all the estimators (Chernozhukov et al.,
2018; Fan, Hsu, Lieli, and Zhang, 2019).
For all the different approaches, 2-fold vs. F-fold, cross-fitting vs. double cross-
fitting (or even multiple cross-fitting) and repeated sample splitting and averaging there
is little to no guidance for practitioners. In this paper, we consider all variations of the
approaches and evaluate them independently on a class of recent methods that estimate
the CATE. We consider the T-learner, the DR-learner, the R-learner and the X-learner
in a simulation study to assess the performance of the CATE on an independent test-set.
First, we briefly describe the four different, so-called, meta-learners that we consider.
We then discuss the idea of cross-fitting and double-sample splitting as well as the idea
of taking the median over multiple iterations. Since our results are based on simulated
data we describe in detail how we generate our data and why. Last, we show and
discuss our results for eight different estimators that are based on variations of splitting,
cross-fitting and averaging for each of the meta-learners.
2
2 Methods
When reviewing recently proposed methods for the estimation of the CATE we can
categorize them into two groups. The first group contains methods that transform the
variables to a pseudo outcome which is used as a proxy for the CATE function (the
literature calls them transformed outcome approaches, meta-learners or generic ML
algorithms). In a second step, of the shelf machine learning methods can be used to
estimate the final CATE. The second group of methods leaves the variables untouched
but alters existing machine learning methods in a way that they can be used to estimate
the CATE directly (examples are the Causal Boosting by Powers, Qian, Jung, Schuler,
Shah, Hastie, and Tibshirani (2018), the Causal Forest by Athey, Wager, and Tibshirani
(2019) or the Bayesian Regression Tree Models for Causal Inference by Hahn, Murray,
and Carvalho (2020)). See (Künzel, Sekhon, Bickel, and Yu, 2019) for a comparison
between the S-, T-, and X-learner as well as the Causal Forest in a simulation study.
Knaus, Lechner, and Strittmatter (2020) compare the inverse probability weighting
(IPE) estimator, Doubly-Robust (DR), modified covariate method (MCM), R-learner
and different versions of the Causal Forest in an empirical Monte Carlo study while Nie
and Wager (2017) compare their R-learner with the S-, T-, X- and U-learner as well
as the causal boosting. Regarding the base learners (the ML methods), Künzel et al.
(2019) use a Random Forest (RF) and a Bayesian Additive Regression Trees (BART)
algorithm. Knaus et al. (2020) use RF and LASSO while Nie and Wager (2017) use
boosting and LASSO for the estimation of the nuisance functions. In this paper, we
concentrate on the first group since we have more flexibility in terms of splitting and
averaging than in the latter group.
All above mentioned methods are based on the potential outcome framework which
needs the following assumptions in order to interpret the estimated parameter as a
causal relationship (Rubin, 1980):
1. Conditional independence ( or conditional ignorability/exogeneity or conditional
unconfoundedness):
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(Y 1i , Y 0i ) ⊥ Di∣Xi. (1)
2. Stable Unit Treatment Value Assumption (SUTVA) (or counterfactual consis-
tency):
Yi = Y 0i +Di(Y 1i − Y 0i ). (2)
3. Overlap Assumption (or common support or positivity):
∀x ∈ supp(X), 0 < P (D = 1∣X = x) < 1. (3)
P (D = 1∣X = x) ≡ e(x). (4)
4. Exogeneity of covariates:
X1i =X0i . (5)
Assumption 1 together with Assumption 4 states that the treatment assignment is
independent of the two potential outcomes and that the covariates are not affected by
the treatment. Assumption 2 ensures that there is no interference, no spillover effects
and no hidden variation between treated and non-treated observations. Assumption 3
states that no subpopulation defined by X = x is entirely located in the treatment or
control group, hence the treatment probability needs to be bounded away from zero
and one. Equation 4 is the so-called propensity score.
We define the conditional expectation of the outcome for the treatment or control
group as
µd(x) = E[Yi∣Xi = x,Di = d] with D ∈ {0,1}. (6)
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If we don’t use any subscript we refer to this function as the conditional expectation
for both groups. We summaries the considered estimators in Table 2.1 where ψˆ states
the pseudo outcome for each of the learners. Note that the X-learner is regressed only
for the treated observations and again only for the observations in the control group.
For the final estimate the X-learner applies weights on each estimate which can for
example be set to the propensity score: D(1 − eˆ(x)) + (1 −D)eˆ(x).
Table 2.1: Considered methods that estimate the CATE. # of NF stands
for the number of nuisance functions.
Method Estimator/Pseudo Outcome Weights (wi) # of NF
T-learner ψˆT = µˆ1(x) − µˆ0(x) 1 2
DR-learner
ψˆDR = ψˆT + D (Y − µˆ1 (x))
eˆ (x)
−(1 −D) (Y − µˆ0 (x))(1 − eˆ (x))
1 3
R-learner ψˆR = (Y − µˆ (x))(D − eˆ (x)) (D − eˆ(x))2 2
X-learner
ψˆ1X ∶= Y 1 − µˆ0 (x1)
ψˆ0X ∶= µˆ1 (x0) − Y 0 1 3
The estimators from Table 2.1 can be represented as a weighted minimization
problem which solves the following:
min
τ
{ 1
N
N∑
i=1wi [ψˆi − τ (Xi)]2} .
We define the number of nuisance functions as the number of functions that each
meta-learner needs to learn in order to calculate the pseudo-outcome. All nuisance
functions and all final CATE functions are estimated with machine learning methods.
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How we select ML methods:
In this paper, we do not pre-select or assign specific machine learning methods
(also called base-learners) for the estimation but consider a range of different popular
methods. To choose which ML method to use for each nuisance function as well as
for the final CATE function, we evaluate each base-learner on a loss function (mean
squared error for regression and AUC for classification tasks like the propensity score).
We use 5-fold cross-validation to estimate the performance on all machine learning
models and create an optimal weighted average of those models by using a validation
sample. In such a setting it is possible that not only one learner is chosen but an
ensemble of methods with different weights. One way to implement this is to use the
SuperLearner package in R.
The package offers 42 different prediction algorithms, from which we select the
following subset of algorithms for our analysis: Liner Model (lm), Elastic Net (glmnet),
Random Forest (ranger), Xtreme Gradient Boosting (xgboost) and simply the mean
of the input variable (mean). Since we are interested in finite sample performance we
do not consider a Neural Network since we believe that the amount of observations is
insufficient for a neural network.
2.1 Transforming the variables
In the following, we briefly describe the considered meta-learners. Except for the
T-learner, all other methods generate a pseudo outcome in the first step, which can be
seen as an approximation to the conditional average treatment effect. The last step
regresses this function on the covariates to get the final estimate. The DR-, the R- and
the X-learner also require to estimate the propensity score as an additional nuisance
function.
Two-model learner (T-learner):
The T-learner is a two step approach where the conditional mean functions µ1(x) =
E[Y 1∣X = x] and µ0(x) = E[Y 0∣X = x] are estimated separately with any generic
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machine learning algorithm. The difference between the two functions obtains the
CATE as shown in Table 2.1.
One problem with the T-learner is that it aims to minimize the mean squared
error for each separate function rather than to minimize the mean squared error of the
treatment effect. See for example Künzel et al. (2019); Kennedy (2020) for settings
when the T-learner is not the optimal choice.
Doubly-robust learner (DR-learner):
A more efficient method than the T-learner is the DR-learner. It builds on the
T-learner and adds a version of inverse probability weighting scheme on the residuals of
both regression functions (Y − µD(x))). This doubly-robust estimator takes its name
from a double robustness property which states that the estimator remains consistent
if either the propensity score model or the conditional outcome model is correctly
specified. This is at least true for the average treatment effect (Lunceford and Davidian,
2004). Recently, this estimator gains popularity to estimate the CATE, especially in
high-dimensional settings (Fan et al., 2019; Zimmert and Lechner, 2019). Kennedy
(2020) finds that, for estimating the CATE, the finite-sample error-bound from the
DR-learner at most deviates from an oracle error rate by the product of the mean
squared error of the propensity score and the conditional mean estimator. This generic,
model-free error bound leads to sharper results compared to previous studies.
R-learner:
The R-learner also makes use of the idea of using the residuals (orthogonalization)
to cancel out any selection bias that may arise in observational studies from observed
covariates. Here, the residuals from the regression of Y on X are regressed on the
residuals from the treatment D regressed on X and weighted by the squared residuals
from D. This is similar to the double machine learning approach from Chernozhukov
et al. (2018) where their estimator of interest is the ATE. Nie and Wager (2017) build
their R-learner to explicitly use machine learning methods which is why we also consider
this approach in our study.
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X-learner:
Künzel et al. (2019) propose the X-learner, which they motivate that the learner
estimates a treatment effect independently for the control- and the treatment group.
This might especially be helpful in situations where the proportion of the two groups
is highly imbalanced. Since treatment is often very expensive it is often the case
that we observe very few observations in the treatment group and many observations
in the control group. The X-learner has several steps. The first step is identical to
the T-learner, namely estimating the two conditional mean functions. In the second
step, however, the difference is based on the observed outcome for the treated and
control group, respectively. The two imputed treatment effects (ψˆ1X ∶= Y 1 − µˆ0 (x1) and
ψˆ0X ∶= µˆ1 (x0) − Y 0) are now used in a third step to regress them individually on the
covariates to obtain τ0(x) (the CATE for the control group) and τ1(x) (the CATE
for the treatment group). The final estimator combines the two estimators plus some
weighs. The weights can for example be set to 1 − eˆ(x) for the treatment group and
eˆ(x) for the control group estimate, respectively.
2.2 Sample splitting and averaging
Our estimators of interest can be grouped into four categories. First, the classic
approach where we only split our sample data into two equal folds, namely an auxiliary
sample (A) (which we use for training) and the main sample (M) for the estimation.
Here we estimate the CATE only once. The second estimator now uses the idea of
estimating each nuisance function with a different sample. Kennedy (2020) refers
to this technique as double-sample splitting and shows that this approach is oracle
efficient for the DR-learner. We follow the proposed procedure and hence restrict the
estimation of the two conditional mean functions (µˆ1(x) and µˆ0(x)) to be done on the
same sample. We do this as well for the estimation of the imputed treatment effects
from the X-learner. In the sample splitting case we end up with 3 different nuisance
functions, the propensity-score, the conditional mean and the imputed treatment effect
(for the X-learner) or pseudo outcome (for the DR- and R-learner). We refer to this
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class of estimators as τˆF while F denotes the number of folds. Figure 2.1 shows the
double sample splitting in detail. For the R-learner we only have to calculate one
conditional mean function, E[Y ∣X = x] = µ(x), per default. In this case, we use the
same fold as for the estimation of the separate estimation as shown in the drawing.
fold 1
fold 2
fold 3
Sample Data
Figure 2.1: Double sample splitting procedure. Each nuisance function is
estimated on a separate fold and used to create the pseudo-outcomes. The
remaining fold is used to estimate the final parameter.
In both cases, we can make use of cross-fitting, our third category. The idea behind
it is the following. Especially when we use non-parametric estimators like machine
learning methods we are prone to overfitting if we would use the full sample for the
training of our algorithms and the estimation. We can limit this resulting bias by using
a different sample for training and estimation. Due to the sample splitting, however,
we reduce the size of our sample and only use a subset (the M sample) of the available
data to estimate the treatment effect. This leads to a loss of efficiency. If we want
to make use of the full sample we can switch the roles of the sets and now use the A
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sample for training our models and the M sample for estimation. This approach can
be extended to not only two folds but F folds or subsets. We again would only use two
samples, A and M but assign e.g. (100 − 100
F
)% of the observations to the A sample
and (100
F
)% to the M sample. We then average the resulting estimates:
τ˜F (x) = 1
F
F∑
f=1 τˆf(x) (7)
The fourth category of estimators is the one where we repeat the estimation multiple
times and average the results by taking the median. We describe this approach in more
detail below.
2.3 Bias reduction due to specific sample splitting
Since we only partition our sample once in F folds we end up with a specific sample
used for estimation. Even if the splitting is random and if the specific partition has no
impact on the results asymptotically, in finite samples the effect of the specific partition
can lead to a bias. To see this we show the distribution over 50 estimates for the CATE
for 49 randomly selected observations from the test data in Figure 2.2. During the 50
iterations, we keep everything constant except the splitting of the sample data into
the A and M sample. The simulated data, in this case, has the following properties.
N = 2000, X = R10, e0(X) = 0.5, and τ(x) = X1 +X2 > 0 +W with W ∼ N(0,0.5).
While for most of the observations the distribution is concentrated on either positive
or negative values, some observations are centred around zero and hence show positive
and negative values, given a particular sample. The blue lines show the true treatment
effect for each observation. This shows that only the sample-splitting is responsible for
the variance in the final estimates, even if the nuisance functions are not complicated
(the propensity score is a constant and the treatment effect is linear).
We propose to average the estimates by taking the median over all iterations (B)
for each observation. This leads to a more stable conditional average treatment effect
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Figure 2.2: Distribution of estimated CATE for 49 randomly selected
individuals. Density is estimated over 50 bootstrap iterations on the test set.
function:
τ˜median(x) =median{τ˜b(x)}1∶B (8)
We neglect the subscript for the number of folds for readability. Here we show the
median estimator based on cross-fitting estimators. In our simulation, we also consider
the case of taking the median for the single estimator without cross-fitting.
3 Simulation Study
In the following, we describe the data generating process (DGP) and show the
variations that we consider. Since simulations can be biased towards a specific setting we
consider 12 different variations (A:F and G:L). We include two settings for randomized
control trials (one with a balanced treatment assignment and one where only 20% of the
observations are treated. In all the other settings we assume selection into treatment
and vary the difficulty to estimate the propensity score function as well as the treatment
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Data
Sample data (S) (3/4)
F-fold (1/F)
No cross-fitting
SingleMedian
Cross-fitting
SingleMedian
2-fold (1/2)
No cross-fitting
SingleMedian
Cross-fitting
SingleMedian
Test data (T) (1/4)
Figure 3.1: Structure of the different splitting and averaging scenarios.
effect function. We are interested in finite sample performance and evaluate all models
and configurations for N = 2000 and N = 500 observations, respectively.
Figure 3.1 shows the different splitting procedures that we consider in our study.
In the 2-fold setting, we split the data into equal parts and use one subset for training
and the remaining for estimation. When we use more than two folds we consider two
different strategies. First, we consider the setting where we split the sample data into
three folds. Next, we assign each of the three folds to train a specific nuisance function.
We group the nuisance function in 1. the propensity score, 2. the conditional mean
function (either for both, the treatment and control group or separately) and 3. the
regression of the pseudo outcome on the covariates. In the cross-fitting setting, we then
switch the roles of the three folds and repeat the process until each fold trained each
nuisance function.
The second strategy that we consider uses five folds. Here we do not split the training
and estimation sample into equal parts but use 4 out of the five folds for training the
nuisance functions and the remaining fold for estimation. In the cross-fitting setting, we
repeat this process until all of the five folds are used for the estimation of all nuisance
function. This process is similar to a cross-validation procedure. Algorithm 1 in the
Appendix shows the pseudo-code for the procedure of double cross-fitting with three
folds and median averaging.
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3.1 Data Generating Process
The basic model used in this simulation study is a partially linear regression model
based on Robinson (1988):
Y = τ(X)D + g(X) +U, E[U ∣X,D] = 0, (9)
D = e(X) + V, E[V ∣X] = 0, (10)
τ(X) = t(X) +W E[W ∣X] = 0, (11)
with Y being a continuous outcome variable (this can also be a binary variable
for all the methods we consider). τ(X) is the true treatment effect or population
uplift, while D is the treatment status. The vector X ∈ Rp = (X1, ...,Xp) consists of
p different features, covariates or confounders. U , V and W are error terms, which
follow a random normal distribution with mean zero and variance 1 (if not specified
otherwise).
Equation 10 is the propensity score. In the case of completely random treatment
assignment, the propensity score e(Xi) = c for all units (i = 1, ...,N). The scalar c
can take any value within the interval (0,1). In the simulation we consider c = 0.5
(balanced) and c = 0.2 (imbalanced). The imbalance in treatment assignment given a
RCT can often be observed in practice since treatment is in general costly.
We assume a correlation of the covariates through a uniform distribution of the
covariance matrix, which is then transformed into a correlation matrix. Correlated
characteristics are more common in real datasets and help to investigate the performance
of ML algorithms, especially the regularization bias, in a more realistic manner. Figure
A.1 in the Appendix shows the correlation matrix for 10 randomly selected covariates
to give an example of the correlation.
The function g(X) takes the following form:
g(X) =Xp/2 +Xp/10 +Xp/4 ×Xp/10. (12)
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In the simulation, we focus on different functions of the treatment assignment.
We use the CDF of the standard normal distribution to create probabilities, which are
then used in a Binomial function to create a binary treatment variable. The dependence
of covariates within the normal distribution function is defined as a(X), for which we
use a variety of functions, namely random assignment with balanced and imbalanced
groups, a linear dependence, interaction terms, and non-linear dependence.
e(X) = Φ(a(X) −E[a(X)]
σ[a(X)] ) , (13)
D
ind.∼ Bernoulli[e(X)] such that D ∈ {0; 1}. (14)
random assigment: e0(X) = c with c ∈ (0,1),
linear: a(X) =X2 +Xp/2 +Xp/4 −X8,
interaction: a(X) =X × b +Xp/2 +X2 +Xp/4 ×X8,
non-linear: a(X) =X × b + sin(Xp/2) +X2 + cos(Xp/4 ×X8).
The vector b = 1l with l ∈ {1,2, ..., p} represents weights for every covariate. The
treatment effect takes four different settings where we also vary the degree of
heterogeneity. It might not always be the case that there is significant heterogeneity in
the treatment effect which is why we also consider the case of a binary effect and even
no effect at all. We generate the four different settings as follows:
linear: τ(X) =X1 +X2 > 0 +W with W ∼ N(0,0.5),
binary: τ(X) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
2, ifXp > 0
1, otherwise,
non-linear: τ(X) = sin(X × b) +X5+p/2,
zero: τ(X) = 0.
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4 Simulation Results
For each meta-learner, we evaluate the splitting and averaging procedures based
on the mean squared error (MSE) from the test data. The data contains either 500
(if N = 2000) or 125 observations (if N = 500). We show the MSE for each of the B
iterations as well as an average of the MSE over all iterations.
MSEb = 1
N
N∑
i=1 [τ estb (x) − τ(x)]2 (15)
MSE = 1
B
B∑
b=1MSEb (16)
The estimator τ estb (x) refers to either, the single estimator without cross-fitting (ˆˆτf ),
the cross-fit estimator which takes the average over F folds (τ˜) or the median estimator
(τ˜median) which can result from an estimator with or without cross-fitting. While τ estb (x)
depends on the sample splitting and hence varies for each of the B repetitions, we fix
τ(x) such that it only varies across the scenarios. Table 4.1 summarizes the scenarios
and shows their DGP for which we will refer to in the results.
Table 4.1: DGP settings
Scenarios A/G B/H C/I D/J E/K F/L
N 2000/500 2000/500 2000/500 2000/500 2000/500 2000/500
Rp 20 20 20 20 20 20
P (D = 1) 0.5 0.2 linear interaction non-linear linear
τ(X) linear linear non-linear binary non-linear zero
Notes: Setting A to F have 2000 observations, while G to L only have 500 in total.
Investigation the performance for the different meta-learners we begin with the
DR-learner and show detailed results (Figures and Tables), while we put the remaining
Figures for the R- and X-learner in the Appendix.
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Figure 4.1 shows the MSE (on the y-axis) for each estimator based on the doubly-
robust learner. We plot lines for the median results to see if the MSE becomes stable
the more iterations we use (the x-axis). We also show some results for the T-learner
but only consider the 3-fold and the median estimator mostly since the recent literature
already found that the T-learner performs worse than other estimators that we consider,
but also because of readability of the plots. The former is especially true if there is
strong selection bias (as can be seen in settings C to F) but not so strong in randomized
control trials (as in setting A and B).
Partitioning the sample in three folds compared to two folds seems to increase
the MSE in all settings. This effect vanishes as soon as we apply cross-fitting which
decreases the MSE and results in more robust estimates. Averaging by taking the
median keeps this robustness in the results already after 10 iterations. The find the
lowest MSE over the 50 repetitions for estimators where we take the median. In
randomized control trials taking two folds seems to be sufficient. As soon as the
functions get more complex (especially now that the propensity score is a function
of X) we find that taking five-folds and the median shows the smallest MSE. Figure
4.2 shows the results for the 5-fold settings. It makes sense that the 2-fold and 5-fold
estimator performs better since they use more observations for training than the 3-fold
(where we only use one fold for training). Detailed results are shown in Table 4.2.
Table 4.3 shows the average MSE results for the R-learner. For the R-learner the
results are almost comparable with the DR-learner in settings where we generate a
randomized control trial. When we introduce selection bias the R-learner performs
better. The best estimator is again the one with cross-fitting and median averaging,
especially when we use more observations for training (the 5-fold estimator). While the
results with five folds and cross-fitting still show some variance, it is smaller compared
to the 2- and 3-fold estimator. For the median averaging we need about 30 iterations
to get stable results, especially for the randomized control trial in setting A. The
individual results are shown in Figure A.2 and A.3 in the Appendix.
Results for the X-learner are summarized in Table 4.4. We find that the MSE
is higher in all settings but the last one, compared to the doubly-robust and the
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Figure 4.1: MSE using the DR-learner on different splitting and averaging
settings for N = 2000.
R-learner. In the last setting, the X-learner is competitive with the two other learners.
Surprisingly, the 2-fold estimator without cross-fitting shows a smaller variance and
shows almost the same MSE as the cross-fit and median estimators. In all settings, we
find that the 2-fold estimator with median averaging performs best. Only in setting E
and F the 5-fold estimators with or without median averaging performs better. The
reason why the 2-fold estimator performs better in many cases might be that for the
X-learner we have to train a third nuisance function, the imputed treatment effects.
For this function we usually use the estimation sample which is smaller in the 3- and
5-fold settings compared to splitting the data only in two folds. The results for each
iteration are shown in Figure A.4.
When we only use 500 observations, we find that the performance decreases but
behaves almost comparable among the meta-learners and estimators as for 2000 ob-
servations. Especially the DR- and the R-learner show some high variance while for
the X-learner the MSE does not increase that much. This again motivates to take the
median when averaging over sample-splitting iterations and not the mean. The results
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Figure 4.2: MSE using the DR-learner for the 5-fold estimators and N =
2000. Here we consider taking 80% for training and 20% for the estimation.
Especially when selection bias is present, the more observations for training
benefit the performance of the T-learner and the doubly-robust learner.
for all settings and estimators with 500 observations are displayed in Figure A.6 to
A.10 in the Appendix.
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Table 4.2: Average MSE for the considered estimators based on the DR-learner.
Scenarios A/G B/H C/I D/J E/K F/L
DR 2-fold 0.47/1.00 0.43/1.35 0.79/1.12 0.47/3.12 1.57/2.80 0.53/1.12
DR 3-fold 0.54/1.39 0.59/2.30 0.87/1.81 0.58/3.10 2.13/3.19 0.80/1.81
DR 3-fold cross 0.41/0.66 0.39/1.10 0.72/0.88 0.38/2.81 1.46/2.09 0.57/0.88
DR 2-fold (median) 0.35/0.41 0.32/0.75 0.70/0.73 0.30/0.79 1.32/2.03 0.43/0.78
DR 3-fold (median) 0.41/0.52 0.36/0.78 0.71/0.81 0.35/1.01 1.43/1.40 0.48/0.81
DR 3-fold cross (median) 0.40/0.47 0.36/0.78 0.70/0.72 0.33/0.85 1.30/1.69 0.48/0.72
DR 5-fold cross 0.41/0.55 0.38/0.94 0.60/0.79 0.26/0.33 1.24/1.67 0.42/0.66
DR 5-fold cross (median) 0.40/0.52 0.38/1.05 0.61/0.73 0.21/0.27 1.35/1.44 0.34/0.57
T 3-fold cross 0.48/0.45 0.50/0.78 1.25/1.56 1.30/1.54 2.38/2.53 1.25/1.56
T 3-fold cross (median) 0.41/0.42 0.35/0.57 1.24/1.47 1.27/1.44 2.35/2.42 1.20/1.47
T 5-fold cross (median) 0.56/0.63 0.61/0.85 1.05/1.62 0.88/0.90 1.84/2.42 1.02/1.70
Notes: Averages over 50 repetitions. Lowest values are underlined. For the median we only take the
average over repetition 30 to 50. We evaluate the DR- and the T-learner separately.
Table 4.3: Average MSE for the considered estimators based on the R-learner.
Scenarios A/G B/H C/I D/J E/K F/L
R 2-fold 0.52/1.08 0.57/1.83 1.21/3.63 0.39/0.67 0.76/2.29 0.91/2.68
R 3-fold 0.54/1.24 0.57/1.75 1.28/2.89 0.42/0.63 0.71/1.96 1.68/3.22
R 3-fold cross 0.42/0.55 0.41/0.98 0.43/0.93 0.22/0.29 0.35/0.80 0.37/0.81
R 2-fold (median) 0.42/0.45 0.38/1.07 0.40/0.50 0.19/0.22 0.28/0.47 0.09/0.22
R 3-fold (median) 0.41/0.47 0.40/0.79 0.28/0.49 0.21/0.23 0.28/0.51 0.06/0.52
R 3-fold cross (median) 0.38/0.43 0.38/0.80 0.26/0.44 0.16/0.16 0.26/0.37 0.06/0.35
R 5-fold cross 0.43/0.54 0.42/0.98 0.29/0.53 0.21/0.26 0.29/0.73 0.13/1.21
R 5-fold cross (median) 0.41/0.44 0.39/0.78 0.18/0.41 0.18/0.19 0.20/0.34 0.02/0.56
Notes: Averages over 50 repetitions. Lowest values are underlined. If values are similar we don’t
underline. For the median we only take the average over repetition 30 to 50.
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Table 4.4: Average MSE for the considered estimators based on the X-learner.
Scenarios A/G B/H C/I D/J E/K F/L
X 2-fold 1.53/1.91 1.66/1.91 1.94/2.05 0.57/0.45 2.28/2.38 0.02/0.25
X 3-fold 1.60/2.08 1.66/1.83 2.31/3.30 0.60/0.82 3.32/3.23 0.21/0.67
X 3-fold cross 1.58/1.89 1.66/1.83 2.11/2.50 0.56/0.65 3.19/2.92 0.07/0.29
X 2-fold (median) 1.58/1.84 1.66/1.90 1.87/1.86 0.53/0.38 1.96/1.88 0.01/0.24
X 3-fold (median) 1.57/1.88 1.66/1.80 2.03/2.36 0.54/0.58 3.19/2.70 0.03/0.20
X 3-fold cross (median) 1.57/1.86 1.66/1.83 2.01/2.26 0.56/0.60 3.15/2.81 0.02/0.20
X 5-fold cross 1.68/1.72 1.70/1.93 1.93/2.20 1.23/1.44 1.92/2.97 0.03/0.38
X 5-fold cross (median) 1.66/1.88 1.67/1.92 1.89/2.20 1.21/1.20 1.87/2.84 0.00/0.30
Notes: Averages over 50 repetitions. Lowest values are underlined. If values are similar we don’t
underline. For the median we only take the average over repetition 30 to 50.
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5 Discussion
This paper studies the finite sample performance of estimators based on meta-
learners for the estimation of heterogeneous treatment effects. Such meta-learners rely
on the estimation of different nuisance functions which facilitates different ways of
sample splitting, cross-fitting and averaging. Samples can be equally or unequally split
into folds. The number of folds can be two or more. Each fold can be used to train
all nuisance functions or we can select different folds for each function. Given specific
folds, we can use cross-fitting to average the results. Furthermore, we can repeat this
process to generate new folds and take the median over a sufficiently large number of
iterations.
To study the aforementioned estimators we generate six different artificial datasets
that vary in their complexity of the propensity score and the treatment effect as well
as the number of observations. We use four popular meta-learners, the DR-learner,
the R-learner, the T-learner and the X-learner and apply all estimators based on the
splitting and averaging procedures on each of them independently. We find that for
all meta-learners the best-performing estimators are the 3- or 5-fold cross-fitting +
median averaging. Slightly differences occur when considering DGPs without selection
into treatment. Especially the competitive performance of the T-learner with the
DR-learner vanishes as soon as selection into treatment is present, leading to an up
to two times higher mean squared errors for the T-learner for different estimators.
Taking the median over at least 30 iterations decreases the MSE further compared to
other estimators. Especially for the R-learner, we find significant differences in the
performance when taking the median on top of a five-fold cross-fit estimator. The more
complicated the functions are and the more dependence we introduce, the harder it is
for the ML methods to learn the functions. This is why assigning more observations to
train the functions is especially helpful in such complicated settings. Using 80% of the
observations for training also decreases the bias from a particular sample. We see this
since the MSE decreases less when we take the median over the 5-fold sample instead
of the 3-fold sample (where we only use 33% for training).
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Based on our findings we recommend to not only rely on a specific sample split
but use multiple iterations and take the median, even if it is computationally costly to
safe that many models. In our simulation, we used 50 iterations and found that after
around 30 the result stabilized. We don’t assume that we would have seen surprisingly
differences if we would have taken 100 iterations, especially since we take the median.
If we have prior knowledge about the structural form (is the data based on an RCT or
is it an observational study where we would expect selection into treatment) we should
deviate from the 50:50 splitting and instead use more observations for the training of
the nuisance functions. How many observations we should use for training might also
depend on how many parameters we have to tune while training the nuisance functions.
We would expect, that the more tuning parameters we have, the more helpful it is to
assign more observations to the training and fewer observations for estimation.
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A Additional Plots
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Figure A.1: Correlation Matrix of Covariates. Correlation metric is Bravais-
Pearson.
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Figure A.2: MSE using the R-learner on different splitting and averaging
settings for N = 2000.
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Figure A.3: MSE using the R-learner for the 5 fold settings and N = 2000.
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Figure A.4: MSE using the X-learner on different splitting and averaging
settings for N = 2000.
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Figure A.5: MSE using the X-learner for the 5 fold settings and N = 2000.
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Figure A.6: MSE using the DR-learner on different splitting and averaging
settings for N = 500.
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Figure A.7: MSE using the DR-learner for the 5 fold settings and N = 500.
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Figure A.8: MSE using the R-learner on different splitting and averaging
settings for N = 500.
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Model X_5folds_cross X_5folds_cross (median)
Figure A.9: MSE using the R-learner for the 5 fold settings and N = 500.
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Figure A.10: MSE using the X-learner on different splitting and averaging
settings for N = 500.
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Model X_5folds_cross X_5folds_cross (median)
Figure A.11: MSE using the X-learner for the 5 fold settings and N = 500.
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B Supplementary
Pseudocode for the estimation procedure of the double-sample splitting
with cross-fitting and median averaging.
Algorithm 1: Cross-fitting and averaging
1 create hold out sample: Split data in k = 2 samples: S and T with S ⊍ T
2 for b=1 to B do
3 create folds: Split data S in F folds
4 for f in 1 to F do
5 regress Y di = µd(Xi) +Ui, with i ∈ S1
6 predict Yˆ di = µˆd(Xi), with i ∈ S3
7 regress Di = e(Xi) + Vi, with i ∈ S2
8 predict Dˆi = eˆ(Xi), with i ∈ S3
9 calculate ψˆf , with i ∈ S3 (see Table 2.1 for estimators)
10 regress ψˆf = l(Xi) +W with i ∈ S3
11 predict τˆf(Xi) = lˆ(Xi) with i ∈ T
12 cross-fitting: Assign S1, S2 and S3 to different folds than before
13 end
14 average: Take mean over F folds: τ˜i,b = 1F ∑ τˆi,f
15 end
16 average: Take median over B repetitions: τ˜i,median =median{τ˜i,b}
Y di contains either d =Di ∈ {0,1} for the two separate conditional mean functions or all observations
(like in the R-learner). The example shows the procedure for F = 3 folds.
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Pseudocode for the generation of correlated covariates
Algorithm 2: Generation of Covariates
1 Generate random positive definite covariance matrix Σ based on a uniform
distribution over the space k × k of the correlation matrix.
2 Scale covariance matrix This equals the correlation matrix and can be seen as
the covariance matrix of the standardized random variables Σ = Xσ(X) .
3 Generate random normal distributed variables XN×k with mean = 0 and
variance = Σ.
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