Introduction
Bifurcation is the study of branching in the equilibrium behaviour of a dynamical system in response to small changes in the parameters of the system. Deterministic bifurcation, using as foundations singularity theory, has been fairly successful at explaining a wide variety of such phenomena in fluid m-chanics, optics, elastic structures, laser physics and ecology [].
Nevertheless, the methods of deterministic bifurcation are extremely sensitive to the addition of small amounts of noise. Thus, in systems whose macroscopic description arises from an aggregation of microscopically fluctuating dynami'cs, thermodynamic systems for example, the predictions of deterministic bifurcation are incorrect. We seek in this paper to set down, to our knowledge for the first time, a theory of stochastic bifurcationi.e. bifurcation in the presence of small additive noise. We show repeatedly that, in the limit as the intensity of the additive noise tends to zero, the conclusions of this theory are rather different from those of deterministic (or no-noise) bifurcation.
In section 2 we discuss as motivation an example of. a thermodynamical phenomenon, isothermic phase transition in Van der Waals gases in which the predictions of deterministic bifurcation theory are incorrect.
We then indicate how the addition of small noise predicts the experimentally observed phase transition first studied by Maxwell [ 9] .
In passing we should mention that since the advent of quantum mechanics physicists have been concerned with the derivation of the Van der Waals equation from first principles (i.e. quantum statistical mechanics).
The derivation was first done rigorously in 1963 [7 1 , showing that the Van der Waals equation together with Maxwell's rule are consequences of the quantum theory.
In section 3 we compare deterministic and stochastic bifurcation.
We use Laplace's method of steepest descent to compare rigorously the two theories in the limit that the noise intensity goes to zero.
In section 4 we apply the theory of noisy.bifurcation to the study of noisy cons'rained or implicitly defined dynamical systems resulting from the singular perturbation of fast (or 'parasitic') dynamics on some coordinates of the system. The deterministic solution of these systems admit jump discontinuities, including possibly relaxation oscillations, as studied in [12] . The addition of noise however.
changes the nature of the jump and can in some instances result in the destruction of relaxation oscillations. This is shown explicitly in the case of the degenerate Van der Pol oscillator equation (see for example [15] ).
Phase Transitions for Van der Waals Gases
One of the models used in the study of phase transition from liquid to gas in thermodynamics is the Van der Waals equation [2 2 relating the pressure P, the volume V, and the absolute temperature T:
where a,b,r are positive constants depending on the gas. Loosely speaking, the surface satisfying (2.1) in (P,V,T) space (see figure 1) is a smooth two-dimensional manifold with two fold lines meeting in a cusp at (Pc,VcTc). Isotherms in the (P,V) plane are drawn in figure 2.
For temperatures less than T the upper left hand corner of figure 2 C represents the liquid phase. We study here phase transitions from liquid to gas phase at constant temperature:
Isothermic Phase Transitions
For temperatures above T c (supercritical) in figure 2 there is no phase transition (only gas phase). ANt the critical temperature Tc, the portion of the isotherm to the right (left) of (PcV ) re-presents the gas (liquid) phase. At subcritical temperatures phase transition is more subtle. If the liquid were allowed to expand 'quasistatically' and isothermally at T 2 by decreasing the pressure, the variation of pressure and volume is described by'
where f(t) is a negative function of time. Note that equations (2.2) anid (2.3) describe the variation in time of P and V so long as
since we may then obtain V(t) as a function of P(t) from the implicit function theorem applied to (2.3). At points (P 1 ,V 1 ), (P 2 ,V 2 ) shown in figure 2, (2.4) is not'satisfied and equation (2.3) is singular.
A regularization we suggest accounts for the fact that 'quasistatic' expansion of the .liquid neglects some 'fast' dynamics (see [12] for details):
The limit of the trajectories of (2.2) (2.5) as +-0 yields a discontinuous change (jump! in volume from (P 1 ,V 1 ) to (P 3 ,V 3 ) as shown by the dotted line in figure 2 . This is the predicted liquid to gas transition. For the converse phase transition choose f(t) to be positive and the jump transition predicted is from (P 2 ,V 2 ) to (P 4 ,V4).
Thus the predicted deterministic phase transitions are hysteretic 
Noisy Isothermic-Phase Transitions
To explain the observed phase transition we propose to account for noise in equations (2.2), (2.5)stemming from the fact that P, V are aggregations of microscopically stochastic behaviour. In section 4.2 we present rigorous results justifying the manipulations outlined here. We replace (2.2), (2.5) by
where §(') and n(-) are st;.-.:dard independent white noises and X > 0, P > 0 s,:ale their variance. For each E, 1, X the above equations generate a diffusion t.+ (P(t),V(t)) in the plane. The evolution of the corresponding probability density.p (P,V,t) is then given by the Fokker-Planck equation
To study (2.8) in the limit E + O, multiply (2.8) by £ and let E + 0.
Then the limit p of p provided it exists, satisfies 2 x 2 a2 Pp-
Xwhere k x ( and where k = k (P,t) and pI · -6-
Substituting back in (2.8) and then integrating over V yields k~c 2
We see therefore that in the limit £ + 0 the P process converges to a diffusion whose probability density k cX satisfies (2.11). Further in the limit £ + 0, the conditional density p (VIP) is given by
This is plotted in figure 4 for different values of P. Note that the critical points of p (VIP) are exactly the solutions (2.1) with T = TV. For P > P 2 there is only one critical point. For P < P, two additional critical points -a local minimum and -a local maximum -appear from a fold bifurcation. The new maximum grows in height so that for-P < P4 it is the global maximum. The old local maximum shrinks and annihilates the minimum again in a fold at P 6 . Now Laplace's method of steepest descent (next section) shows that as X + 0 the conditional density p (VIP) converges to delta functions supported at the global maxima of p (VIP); these 'densities' are plotted in figure 5 . The pressure at which the limiting conditional densities jump is the pressure P at whif. the two local maxima of p (VIP) are equal i.e.
Maxwell's equal-area rule. Thus the limiting behaviour of (2.6) (2.7)
as E + 0, VX+ 0, and i + 0, in that order, is the deterministic
where p is given by figure 5 for V < V 4 and V.> .V 4 and p(P 4 ) = V 4 or -1 V 4 with probability each.
Deterministic Bifurcation
Roughly speaking, bifurcation is the study of branching in the equilibrium behaviour of a dynamical system in response -to small changes in the parameters of the system. Consider, for example, the class of
with S(x,u) a smooth (Cc ) proper function growing sufficiently rapidly
It is well-known [ 6] that every trajectory of (3.1) converges to an equilibrium point of (3.1) and that every critical point of S(x,u o ) is an equilibrium point of (3.1).
Further, if for some uo, S(x,u ) is a Morse function [ 1] then every stable equilibrium of (3.1) is a strict local minimum of S(x,u o ) and conversely.
In several )p ictical problems [11] it is of interest to study the variation of the critical points of S(x,u) with the parameter u or, in other words, to study solutions of**
as u varies. If x* is a nondegenerate critical point of S(x,u o) 0 then there exists a smooth function x*(u) defined in a neighborhood
Here grad stands for gradient with respect to x. where ~(') is an n-dimensional standard white noise process and X is a positive constant scaling its variance. For each u in IR , equation Proof. The proof that X(u) -+ o (u) *pointwise in u is a slight modification of that appearing in [ 5] . For the L P convergence, use the dominated convergence and Egoroff's theorems.
0
We therefore see that bifurcations in the presence of small noise are obtained from the study of changes in (non-degenerate) global minima of S(x,u) as a function of u. In contrast to section 3.1, appearance and disappearance of global minima will be points of bifurcation in this context. We close this section with the remark that if the drift in equation (3.5) were not a gradient, then although the invariant density p (x,u) will not necessarily be of the form (3.7), it will be so asymptotically as X + 0, which is enough for the above theorem. This will be developed elsewhere. is not of full rank and f(x,y) is transverse to ~TM(x,y).
It would seem then that the trajectory should instantaneously jump off the manifold from (x,y) to some other point (x,y') on oM (x is constrained to vary continuously by (4.1)). (see figure 8) . This
intuition is made precise in [12] by interpreting solution trajectories of (4.1), (4.2) to be the 'degenerate' limit as £ + 0 of the trajectories of x = f(x,y) (4.1) 5) provided the limits exist. The resulting solution concept including jump discontinuities and applications are developed in [123. We illustrate the theory with an example.
Consider the system of equations in the plane given by x= y (4.6) 0 = -x--y3+y , (4.7) thb egenerate Van der Pol oscillator [15] . The phase portrait for the degenerate system including jumps from two fold singularities of the projection map n : (x,y) -x is shown in figure 9 . Note the relaxation oscillation formed by including the two jumps.
Noisy Constrained Systems
We add noise to the system (4.1), (4.5) to obtain = f(x,y) + /4 (t) x(O) = xo (4.8)
Here (') and n(-) ar -as before, independent IRn-valued and Rm-v.alued white noise processes and A, p scale their variance. For each i, A > 0 systems of this kind have been studied in the limit £ + 0 extensively by Papanicolaou, Strook and Varadhan [10] . Our contribution here is to study the behaviour of (4.8) (4.9) in the further limit For each e, A, P > 0, the evolution of the corresponding probability density PDX is governed by
where L*, L* are the formal adjoints of the operators L, L 1 given by 10 
E(t)
x(0)= xo in la, (which is all we need here), and t.-H assumpti(. on fE(x) ( [3] page 120).
Y.or step 2, take a C function 4 whose support in jxj < R an.
where f(~) is the directional "-'..ivative of ~ in the direction of the vector field f and A is the Laplacian. For each X > 0 this expression is a martingale and the idea is that the limit is also a martingale.
Note that to get the correct expression in the limit, one has to show th.a t E( if ( )(xX (s))-fo ()(x X (s))Ids) (4.11) goes to zero as X + 0. This follows from the fact that for all p sufficiently large there is a K > 0 depending only on p, a uniform bound for f(x), Ixl < R, 0 < X < X , and T, such that (4.11) is bounded by In figure 10 , (x) is plotted for X 1 > 2 > 0., 
