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FI-Ware project
The more interesting from the developer's point of view is FI-Ware project. FI-WARE is being developed as part of the Future Internet Public Private Partnership program launched by the European Commission in collaboration with the ICT Industry. The Reference Architecture of the FI-WARE platform is structured along a number of technical chapters, namely: Cloud Hosting, Data/Context Management, Internet of Things (IoT) Services Enablement, Applications/Services Ecosystem and Delivery Framework, Security and Interface to Networks and Devices. As per official document, FI-WARE will enable smarter, more customized/personalized and context-aware applications and services by the means of a set of assets able to gather, exchange, process and analyze massive data in a fast and efficient way (Figure 2 ). (FI-Ware, 2012a ).
Fig. 2. FI-WARE project
Data in FI-WARE refers to information that is produced, generated, collected or observed that may be relevant for processing, carrying out further analysis and knowledge extraction. A basic concept in FI-WARE is that data elements are not bound to a specific format representation. Actually the whole data model in FI-WARE has been described with the concept of NoSql systems in mind (Pokorny, 2011) . Data items could be named and presents themselves by just named collection of triples: <name, type, value>. What is important, that optionally, data elements could have meta-data (descriptions) associated with them. Meta-data elements could be described via collections of triples <name, type, value> too. The data-model described in FI-WARE is actually could be perfectly supported by distributed key-value systems (Lakshman, Malik, 2010) . Context in FI-WARE is represented through context elements. A context element extends the concept of data element by associating an EntityId and EntityType to it, uniquely identifying the entity (which in turn may map to a group of entities) in the FI-WARE system to which the context element information refers. In addition, there may be some attributes as well as meta-data associated to attributes that we may define as mandatory for context elements as compared to data elements (FI-Ware, 2012b) . It is very important that FI-WARE actually uses the same model for data and meta-data. It means that from the developer's point of view it should be possible to use the same model for persistence and search for both data and metadata. An event in FI-WARE is an act of creation a new element. It could be either data event (create data elements), or context event (creates context element). As an example, a sensor device measures some value and periodically creates and sends a new context element. The creation and sending of the context element is an event.
Because each event has got either data or context elements linked to, the whole system can see events via linked data. It makes the whole system much more uniform (homogeneous) comparing with M2M approach described below.
Discussion
At this moment we have a wide choice for real-time analytical systems based on key-value stores. For example, we can mention Google Percolator (Peng, Dabek, 2010) or Twitter Storm (Marz, 2011) . It is exactly the approach needed for processing data in FI-WARE model. For event publishing, FI-WARE roadmap suggests ContextML (Knappmeyer et al., 2010) and SPARQL (Sparql, 2012) . ContextML is light-weight XML based context representation schema in which context information is categorized into scopes and related to different types of entities (e.g. user, device). The schema is also applied for encoding management messages in order to allow for a flexible framework supporting gradual plug & play extendibility and mobility. ContextML is tailored to be used for REST-based communication between the framework components. SPARQL. RDF is a directed, labeled graph data format for representing information in the Web. And SPARQL specification defines the syntax and semantics of the query language for RDF. SPARQL can be used to express queries across diverse data sources, whether the data is stored natively as RDF or viewed as RDF via middleware. SPARQL contains capabilities for querying required and optional graph patterns along with their conjunctions and disjunctions. SPARQL also supports extensible value testing and constraining queries by source RDF graph. The results of SPARQL queries can be results sets or RDF graphs. O&M example. The obvious candidates here are standards activities from The Open Geospatial Consortium (OGC) that focus on sensors and sensor networks comprise (Botts, 2008 (Barros, 2012) . Universal Service-Semantics Description Language (USDL) can be used by service developers to specify formal semantics of web-services. Thus, if WSDL can be regarded as a language for formally specifying the syntax of web services, USDL can be regarded as a language for formally specifying their semantics. USDL is as formal service documentation that will allow sophisticated conceptual modeling and searching of available web-services, automated composition, and other forms of automated service integration. For example, the WSDL syntax and USDL semantics of web services can be published in a directory which applications can access to automatically discover services (Park, 2011) .
Open API for M2M
Why we think that it is a must to talk about M2M API here? Actually, in the many aspects, IoT and M2M applications are performing absolutely the same tasks. For example, both systems could be described as data collectors for the future processing. This section describes an Open API for M2M, submitted to ETSI. It is probably the most valuable achievement at this moment. Roadmap for FI-WARE highlights the plans for M2M General Enabler (Gateway). In the same time M2M Open API can benefits from more elaborated FI-WARE persistence and cloud offerings. The Open API for M2M applications are developed jointly in EURESCOM study P1957 and the EU FP7 SENSEI project. The Open API has been submitted as a contribution to ETSI TC M2M for standardization (ETSI, 2011) . Actually, in this Open API, we can see the big influence of Parlay specification. Parlay Group leads the standard, so called Parlay/OSA API, to open up the networks by defining, establishing, and supporting a common industry-standard APIs. Parlay Group also specifies the Parlay Web services API, also known as Parlay X API, which is much simpler than Parlay/OSA API to enable IT developers to use it without network expertise (Yim, 2006) . The goals are obvious, and they are probably the same as for any unified API. One of the main challenges in order to support easy development of M2M services and applications will be to make M2M network protocols "transparent" to applications. Providing standard interfaces to service and application providers in a network independent way will allow service portability (Gronbek, 2008) . At the same time, an application could provide services via different M2M networks using different technologies as long as the same API is supported and used. By this way, an API shields applications from the underlying technologies and reduces efforts involved in service development. Services may be replicated and ported between different execution environments and hardware platforms (Gronbek, Ostendorf, 2010) . This approach also lets services and technology platforms to evolve independently. A standard open M2M API with network support will ensure service interoperability and allow ubiquitous end-to-end service provisioning. The Open API provides service capabilities that are to be shared by different applications. Service Capabilities may be M2M specific or generic, i.e., providing support to more than one M2M application. Key points for Open API are: -it supports interoperability across heterogeneous transports -ETSI describes high-level flow and does not dictate implementation technology -it is message-based solution -it combines P2P with client-server model -and it supports routing via intermediaries At this moment, all point are probably not discussable except the message-based decision. Nowadays, publish-subscribe method is definitely not among the favorites approaches in the web development, especially for heavy-loading projects. Let us name the main Open API categories (Table 1 ) and make some remarks (Sneps-Sneppe, Namiot, 2012a). 
API contents Comments
Grouping A group here is defined as a common set of attributes (data elements) shared between member elements. On practice it is about the definition of addressable and exchangeable data sets.
Just note, as it is important for our future suggestions, there are no persistence mechanisms for groups.
Transactions
Service capability features and their service primitives optionally include a transaction ID in order to allow relevant service capabilities to be part of a transaction. Just for the deploying transactions and presenting some sequences of operations as atomic.
In the terms of transactions management Open API presents the classical 2-phase commit model. By the way, we should note here that this model practically does not work in the large-scale web applications. We think it is very important because without scalability we cannot think about "billions of connected devices".
Application Interaction
The application interaction part is added in order to support development of simple M2M applications with only minor application specific data definitions: readings, observations and commands.
Application interactions build on the generic messaging and transaction functionality and offer capabilities considered sufficient for most simple application domains.
Messaging
The Message service capability feature offers message delivery with no message duplication. Messages may be unconfirmed, confirmed or transaction controlled.
The message modes supported are single Object messaging, Object group messaging, and any object messaging; (it can also be Selective object messaging). Think about this as Message Broker.
Event notification and presence
The notification service capability feature is more generic than handling only presence. It could give notifications on an object entering or leaving a specific group, reaching a certain location area, sensor readings outside a predefined band, an alarm, etc.
It is a generic form. So, for example, geo fencing should fall into this category too. The subscriber subscribes for events happening at the Target at a Registrar. The Registrar and the Target might be the same object. This configuration offers a publish/subscribe mechanism with no central point of failure. Compensation Fair and flexible compensation schemes between cooperating and competing parties are required to correlate resource consumption and cost, e.g. in order to avoid anomalous resource consumption and blocking of incentives for investments. The defined capability feature for micro-payment additionally allows charging for consumed network resources.
It is very similar, by the way, to Parlay's offering for Charging API.
Sessions
In the context of OpenAPI a session shall be understood to represent the state of active communication between Connected Objects.
OpenAPI is REST based, so, the endpoints should be presented as some URI's capable to accept (in this implementation) the basic commands GET, POST, PUT, DELETE (See an example below). Note that because we are talking about server-side solution, there is no problem with so called sandbox restrictions. But it means of course, that such kind of request could not be provided right from the client side as many modern web applications do. In the same time FI-WARE authors, at least according to roadmap, pays attention to JSON and other client-side technologies. The reasons are obvious -the modern web-based technologies can save the development time.
The next section below is also devoted to client-side technologies.
Data persistence. Another area, where M2M API in the current form is weak by our opinion, belongs to data persistence. We should keep in mind that we are talking about the particular domain -M2M. In the most cases, all business applications here will deal with some metering data. As soon as we admit, that we are dealing with the measurements in the various forms, we should make, as seems to us a natural conclusion -we need to save the data somewhere. It is the core business for M2M -save data for the future processing. So, the question is very easy -can we talk about M2M applications without talking about data persistence? Again, the key question is M2M. It is not some abstract web API. We talk about the well-defined domain here. As seems to us, even right now, before the putting some unified API in place, the term M2M almost always coexists with the term "cloud". And as we can see, almost always has been accompanied by the terms like automatic database logging, backup capabilities, etc. So, maybe this question is more for the discussions or it even could be provocative in the some forms, but it is: why there is no reference API for persistence layer in the unified M2M API? It is possible in general to create data gathering API without even mentioning data persistence?
Web intents vs. Open API from ETSI
This section is devoted to the relatively new approach in the client-side web development -Web Intents. The first time Web Intents usage for M2M applications was proposed by Dmitry Namiot (Sneps-Sneppe, Namiot, 2012b). Let us start from the basic. Users use many different services on the web to handle their day to day tasks, developers use different services for various tasks. In other words, our environment consists of connected applications. And of course, all they expect their applications to be connected and to work together seamlessly. It is almost impossible for developers to anticipate every new service and to integrate with every existing external service that their users prefer, and thus, they must choose to integrate with a few select APIs at great expense to the developer. As per telecom experience, we can mention here the various attempts for unified API that started, probably, with Parlay. Despite a lot of efforts, Parlay API's actually increase the time for development. It is, by our opinion, the main reason for the Parlay's failure. Web Intents solves this problem. Web Intents is a framework for client-side service discovery and inter-application communication. Services register their intention to be able to handle an action on the user's behalf. Applications request to start an action of a certain verb (for example: share, edit, view, pick, etc.) and the system will find the appropriate services for the user to use based on the user's preference. It is the basic (Namiot, 2013) . Going to M2M applications it means that our potential devices will be able to present more integrated for the measurement visualization for example. The final goal of any M2M based application is to get (collect) measurements and perform some calculations (make some decisions) on the collected dataset. We can go either via low level API's or use (at least for majority of use cases) some integrated solutions. The advantages are obvious. We can seriously decrease the time for development. Web Intents example. Web intents put the user in control of service integrations and make the developers life simple. Here is the modified example for web intents integration for the hypothetical web intents example: 
Conclusions
This paper discusses the current state and development proposals for Smart Cities and Future Internet projects. Our goal was to analyze the current proposals from the developer's point of view. Software development companies and universities should start investigate tools used and proposed in the Future Internet roadmap right now. Also we discussed the possible extensions for the existing proposals and describe the add-ons that, by our opinion, let keep the future research inline with the modern approaches in the web development domain. Article proposes some new additions -web intents as add-on for the more traditional REST approach. The main goal for our suggestions is the simplifying of the development phases for new applications by support asynchronous calls and JSON versus XML data transfer.
