x n = [x(t n ), x(t n + 1), · · · , x(t n+1 )] , n = 0, · · · , N p(x(t n )) = N (µ n , σ 2 n ) p(x(t n + l)|x(t n + l − 1)) = N (ρ n x(t n + l − 1) + (1 − ρ n )µ n , σ 2 n (1 − ρ 2 n )), with
where we noted θ = {µ n , σ n , ρ n , n = 0, · · · , N }.
Inference problems and classical methods
Inference problems:
1. Learning: Infer on θ given a training set x and t;
2. Supervised estimation: Infer on t given x and θ:
3. Unsupervised estimation: Infer on t, θ or jointly on t and θ given x.
Classical Maximum Likelihood (ML) methods: Likelihood:
Estimate t and θ given x by ( t, θ) = arg max
• Priors:
• Inference: Estimate t and θ using p(t, θ|x, λ, N )
} from posterior and average to estimate the mean values
• p(ρ n |x, t) is not a classical law:
• Hasting-Metropolis MCMC
• Instrumental density: A Gaussian obtained by Laplace approximation
Sampling of p(t|x, θ):
• Gibbs sampler: t 0 = 1, Iterate t j ∼ p(t j |t j−1 , x), j = 1, · · · , N .
• Noting:
R(t, s) = p(x t:s |t, s in the same segment)
• and noting g(t j − t j−1 ) the a priori density of the interval between two changepoints, and G(t) its associated cumulative distribution function, we have:
Change point problem with HMM
• Hidden variables:
where
• Bernouilli-Gaussian process:
• Markov Chain process: {z(t), t = 1, · · · , T } forms a Markov chain:
Bernouilli-Gaussian process:
•
• The model is a mixture of Gaussians.
Simulation results
Change of the means
Change points • Detection of change points due to changes in the mean is easier than those due to changes in variances or changes in correlation coefficient.
• In this work, first we assumed to know the number N of change points.
• We also studied the role of the a priori parameter λ on the results.
• We are investigating the estimation of the number of change points in the same framework.
• Other modeling using other hidden variables than change point time instants are possible and are under investigation.
• We are also investigating the extension of this work to image processing (2D signals) where the change points are contours.
