Set similarity join is a fundamental and well-studied database operator. It is usually studied in the exact setting where the goal is to compute all pairs of sets that exceed a given similarity threshold (measured e.g. as Jaccard similarity). But set similarity join is often used in settings where 100% recall may not be important -indeed, where the exact set similarity join is itself only an approximation of the desired result set.
I. INTRODUCTION
It is increasingly important for data processing and analysis systems to be able to work with data that is imprecise, incomplete, or noisy. Similarity join has emerged as a fundamental primitive in data cleaning and entity resolution over the last decade [1] , [2] , [3] . In this paper we focus on set similarity join: Given collections R and S of sets the task is to compute
where sim(·, ·) is a similarity measure and λ is a threshold parameter. We deal with sets x, y ⊆ {1, . . . , d}, where the number d of distinct tokens can be naturally thought of as the dimensionality of the data.
Many measures of set similarity exist [4] , but perhaps the most well-known such measure is the Jaccard similarity, J(x, y) = |x ∩ y|/|x ∪ y| .
For example, the sets x = {IT, University, CPH} and y = {University, CPH, Denmark} have Jaccard similarity J(x, y) = 1/2 which could suggest that they both correspond to the same entity. In the context of entity resolution we want to find a set T that contains (x, y) ∈ R × S if and only if x and y correspond to the same entity. The * A full version of this paper is available at https://arxiv.org/abs/1707. 06814 quality of the result can be measured in terms of precision |(R λ S)∩T |/|T | and recall |(R λ S)∩T |/|R λ S|, both of which should be as high as possible. We will be interested in methods that achieve 100% precision, but that might not have 100% recall. We refer to methods with 100% recall as exact, and others as approximate.
A. Our Contributions
We present a new approximate set similarity join algorithm: Chosen Path Similarity Join (CPSJOIN). We cover its theoretical underpinnings, and show experimentally that it achieves high recall with a substantial speedup compared to state-ofthe-art exact techniques. The key ideas behind CPSJOIN are:
• A new recursive filtering technique inspired by the recently proposed ChosenPath index for set similarity search [5] , adding new ideas to make the method parameter-free, near-linear space, and adaptive to a given data set. • Apply efficient sketches for estimating set similarity [6] that take advantage of modern hardware. We compare CPSJOIN to the exact set similarity join algorithms in the comprehensive empirical evaluation of Mann et al. [7] , using the same data sets, and to other approximate set similarity join methods suggested in the literature. We find that CPSJOIN outperforms other approximate methods and scales better than exact methods when the sets are relatively large (100 tokens or more) and the similarity threshold is low (e.g. Jaccard similarity 0.5) where we see speedups of more than an order of magnitude at 90% recall. The finding that exact methods are faster in the case of high similarity thresholds, when the average set size is small, and when sets have many rare tokens, whereas approximate methods are faster in the case of low similarity thresholds and when sets are large, is consistent with theory and is further corroborated by experiments on synthetic datasets.
B. Related Work
Exact Similarity Join: Early work on similarity join focused on the important special case of detecting near-duplicates with similarity close to 1, see e.g. [8] , [3] . A sequence of results starting with the seminal paper of Bayardo et al. [9] studied the range of thresholds that could be handled. Recently, Mann et al. [7] conducted a comprehensive study of 7 state-of-the-art algorithms for exact set similarity join for Jaccard similarity threshold λ ∈ {0.5, 0.6, 0.7, 0.8, 0.9}. These algorithms all use the idea of prefix filtering [2] , which generates a sequence of candidate pairs of sets that includes all pairs with similarity above the threshold.
Prefix filtering uses an inverted index that for each element stores a list of the sets in the collection containing that element. Given a set x, assume that we wish to find all sets y such that |x ∪ y| > t. A valid result set y must be contained in at least one of the inverted lists associated with any subset of |x| − t elements of x, or we would have |x ∪ y| ≤ t. In particular, to speed up the search, prefix filtering looks at the elements of x that have the shortest inverted lists.
The main finding by Mann et al. is that while more advanced filtering techniques do yield speedups on some data sets, an optimized version of the basic prefix filtering method (referred to as "ALL") is always competitive within a factor 2.16, and most often the fastest of the algorithms. For this reason we will be comparing our results against ALL.
Locality-Sensitive Hashing: Locality-sensitive hashing (LSH) is a theoretically well-founded randomized method for generating candidate pairs [10] . A family of locality-sensitive hash functions is a distribution over functions with the property that the probability that similar points (or sets in our case) are more likely to have the same function value. We know only of a few papers using LSH techniques to solve similarity join. Cohen et al. [11] used LSH techniques for set similarity join in a knowledge discovery context before the advent of prefix filtering. They sketch a way of choosing parameters suitable for a given data set, but we are not aware of existing implementations of this approach. Chakrabarti et al. [12] improved plain LSH with an adaptive similarity estimation technique, BayesLSH, that reduces the cost of checking candidate pairs and typically improves upon an implementation of the basic prefix filtering method by 2-20×. Our experiments include a comparison against both methods [11] , [12] .
Distance Estimation: Similar to BayesLSH [12] we make use of algorithms for similarity estimation, but in contrast to BayesLSH we use algorithms that make use of bit-level parallelism. This approach works when there exists a way of picking a random hash function h such that
for every choice of sets x and y. Broder et al. [13] presented such a hash function for Jaccard similarity, now known as "minhash" or "minwise hashing". In the context of distance estimation, 1-bit minwise hashing of Li and König [6] maps minhash values to a compact sketch, often using just 1 or 2 machine words. Still, this is sufficient information to be able to estimate the Jaccard similarity of two sets x and y just based on the Hamming distance of their sketches.
II. PRELIMINARIES
The CPSJOIN algorithm solves the (λ, ϕ)-similarity join problem with a probabilistic guarantee on recall, formalized as follows:
Definition 1. An algorithm solves the (λ, ϕ)-similarity join problem with threshold λ ∈ (0, 1) and recall probability ϕ
A. Similarity Measures
Our algorithm can be used with a broad range of similarity measures through randomized embeddings. This allows it to be used with, for example, Jaccard and cosine similarity thresholds.
Embeddings map data from one space to another while approximately preserving distances, with accuracy that can be tuned. In our case we are interested in embeddings that map data to sets of tokens. We can transform any so-called LSHable similarity measure sim, where we can choose h to make (1) hold, into a set similarity measure by the following randomized embedding: For a parameter t pick hash functions h 1 , . . . , h t independently from a family satisfying (1) . The embedding of x is the following set of size t:
It follows from (1) that the expected size of the intersection f (x) ∩ f (y) is t · sim(x, y). Furthermore, it follows from standard concentration inequalities that the size of the intersection will be close to the expectation with high probability. The class of LSHable similarity measures is large, as discussed in [14] . If approximation errors are tolerable, even edit distance can be handled by our algorithm [15] , [16] .
III. OVERVIEW OF APPROACH
Our high-level approach is recursive and works as follows. To compute R λ S we consider each x ∈ R and either: 1) Compare x to each record in S (referred to as "brute forcing" x), or 2) create several subproblems S i λ R i with x ∈ R i ⊆ R, S i ⊆ S, and solve them recursively.
The approach of [5] corresponds to choosing option 2 until reaching a certain level k of the recursion, where we finish the recursion by choosing option 1. This makes sense for certain worst-case data sets, but we propose an improved parameter-free method that is better at adapting to the given data distribution. In our method the decision on which option to choose depends on the size of S and the average similarity of x to the records of S. We choose option 1 if S has size below some (constant) threshold, or if the average similarity of x and S, 1 |S| y∈S sim(x, y), is close to the threshold λ. In the former case it is cheap to finish the recursion. In the latter case many records y ∈ S will have sim(x, y) larger than or close to λ, so we do not expect to be able to produce output pairs with x in sublinear time in |S|.
If neither of these pruning conditions apply we choose option 2 and include x in recursive subproblems as described below. But first we note that the decision of which option to use can be made efficiently for each x, since the average similarity of pairs from R × S can be computed from token frequencies in time O(t|R| + t|S|). Pseudocode for a self-join version of CPSJOIN is provided in Algorithm 1 and 2.
A. Recursion
We would like to ensure that for each pair (x, y) ∈ R λ S the pair is computed in one of the recursive subproblems, i.e., that (x, y) ∈ R i λ S i for some i. In particular, we want the expected number of subproblems containing (x, y) to be at least 1, i.e.,
To achieve (2) for every pair (x, y) ∈ R λ S we proceed as follows: for each i ∈ {1, . . . , d} we recurse with probability 1/(λt) on the subproblem R i λ S i with sets
where t denotes the size of records in R and S. It is not hard to check that (2) is satisfied for every pair (x, y) with B(x, y) ≥ λ. Of course, expecting one subproblem to contain (x, y) does not directly imply a good probability that (x, y) is contained in at least one subproblem. But it turns out that we can use results from the theory of branching processes [17] to show such a bound. The properties of the CPSJOIN algorithm as a solution to the self-join version of the (λ, ϕ)-set similarity join problem are stated in Theorem 2. The analysis can be found in the full version of this paper [18] . 
IV. EXPERIMENTS We implement an optimized version of the CPSJOIN algorithm for solving the Jaccard similarity self-join problem and compare the join time against the approximate methods of MINHASH LSH [10] , [13] and BAYESLSH [12] , as well as the ALLPAIRS [9] exact similarity join algorithm. In the experiments we perform self-joins under Jaccard similarity for similarity thresholds λ ∈ {0.5, 0.6, 0.7, 0.8, 0.9}. The code for our experiments is written in C++ and uses the benchmarking framework and data sets of the recent experimental survey on exact similarity join algorithms by Mann et al. [7] . 
A. Setup
Similarity Estimation Using Sketches: We use 1-bit minwise hashing sketches for fast similarity estimation in the subroutines of the BRUTEFORCE step of the CPSJOIN algorithm. Given two sketches,x andŷ, we compute the number of bits in which they differ by going through the sketches word for word, computing the popcount of their XOR using the gcc builtin _mm_popcnt_u64 that translates into a single instruction on modern hardware. If the estimated similarity between x and y is below a thresholdλ ≈ λ, we exclude the pair from further consideration. Otherwise we compute the exact similarity and report the pair if J(x, y) ≥ λ.
Recall: In our experiments we aim for a recall of at least 90% for the approximate methods. In order to achieve this for the CPSJOIN and MINHASH algorithms we perform a number of repetitions after the preprocessing step, stopping when the desired recall has been achieved. This is done by measuring the recall against the recall of ALLPAIRS and stopping when reaching 90%. In practice this approach is not feasible as the size of the true result set is not known. However, it can be efficiently estimated using sampling if it is not too small. Another approach is to perform the number of repetitions required to obtain the theoretical guarantees on recall. Unfortunately, with our current analysis of the CPSJOIN algorithm the number of repetitions required to guarantee theoretically a recall of 90% far exceeds the number required in practice as observed in our experiments where ten independent repetitions always suffice.
Hardware: All experiments were run on an Intel Xeon E5-2690v4 CPU at 2.60GHz with 35MB L3,256kB L2 and 32kB L1 cache and 512GB of RAM. Table I shows the average join time in seconds over five independent runs, when approximate methods are required to have at least 90% recall. We have omitted timings for BAYESLSH since it was always slower than all other methods, and in most cases it timed out after 20 minutes when using LSH as candidate generation method. Since CPSJOIN is typically For a number of the datasets the CPSJOIN algorithm is slower than ALLPAIRS for the thresholds considered here. By inspecting the properties of the different data sets we find that CPSJOIN generally performs well on data where tokens are contained in a large number of sets on average (NETFLIX, UNIFORM, DBLP), but is beaten by ALLPAIRS on datasets that have a lot of "rare" tokens (SPOTIFY, FLICKR, AOL). This difference is showcased with the synthetic TOKEN data sets where tokens are drawn from {1, . . . , 1000} and placed randomly into a set until each token is placed in respectively, 10, 000 and 20, 000 different sets as denoted by the name.
B. Results

V. CONCLUSION
We provided experimental and theoretical results on a new randomized set similarity join algorithm, CPSJOIN, and compared it experimentally to state-of-the-art exact and approximate set similarity join algorithms. CPSJOIN is typically 2 − 4 times faster than previous approximate methods. Compared to exact methods it obtains speedups of more than an order of magnitude on real-world datasets, while keeping the recall above 90%. Among the datasets used in these experiments we note that NETFLIX and FLICKR represents two archetypes. On average a token in the NETFLIX dataset appears in more than 5000 sets while on average a token in the FLICKR dataset appears in less than 20 sets. Our experiments indicate that CPSJOIN brings large speedups to the NETFLIX type datasets, while it is hard to improve upon the perfomance of ALLPAIRS on the FLICKR type.
