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Abstract
Taking precautions before or during the start of a virus outbreak can heavily reduce the number of
infected. The question which individuals should be immunized in order to mitigate the impact of
the virus on the rest of population has received quite some attention in the literature. The dynamics
of the of a virus spread through a population is often represented as information spread over a
complex network. The strategies commonly proposed to determine which nodes are to be selected
for immunization often involve only one centrality measure at a time, while often the topology of
the network seems to suggest that a single metric is insufficient to capture the influence of a node
entirely.
In this work we present a generic method based on a genetic algorithm (GA) which does not rely
explicitly on any centrality measures during its search but only exploits this type of information to
narrow the search space. The fitness of an individual is defined as the estimated expected number
of infections of a virus following SIR dynamics. The proposed method is evaluated on two contact
networks: the Goodreau’s Faux Mesa high school and the US air transportation network. The GA
method manages to outperform the most common strategies based on a single metric for the air
transportation network and its performance is comparable with the best performing strategy for the
high school network.
Keywords: Complex networks; Genetic algorithm; Node centrality; SIR model; Damage control
1 Introduction
Many viruses spread through human population by means of personal contact between infectious indi-
viduals (those who carry the virus) and susceptibles (those who are not ill at the moment but can catch
the disease) [1, 2]. A concept that proved to be very valuable in order to gain a better understanding
of the virus spread process is the complex network [3]. Nodes within this graph structure represent
individuals and are associated with a certain state (e.g., susceptible or infectious). Edges between these
nodes account for social interactions. The percolation of the virus through the population (network) is
then predicated by a fixed set of rules [2, 4, 5, 6].
This approach has not only been employed in order to better understand the dynamics of such a
disease spread, but also gives rise to a field of research with a more proactive attitude: which individuals
in the population should be immunized to limit the spread of the virus most effectively? Or, to frame it
a bit differently, which nodes in the network should be protected in order to limit the damage done as
much as possible?
The concept commonly used in order to find those nodes that are in need of protection (or removed
in some cases) is node centrality1 [7, 8, 9, 10, 11, 12]. Node centralities express to what extent the
∗Corresponding author. Tel.: +7-965-073-0861. E-mail address: kashirin.victor@gmail.com.
1Measures for edge centrality exist as well, see [3].
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Fig. 1: A rather simple hypothetical network. The values in each node represent the node’s degree and
betweenness centrality, respectively.
node facilitates the spread of information over the network (note that information spread is, to some
extent, alike to a virus spread [13]). In this article we consider three common traditional variants2 used
in the literature, each of which formalizes the concept of centrality in a (slightly) different manner: 1)
degree centrality which is equal to the node’s degree, 2) betweenness centrality which focusses rather
on to what extent the node could influence the communication between other nodes in the network, and
3) eigenvector centrality which expresses the relative importance of a node in terms of importance of
its direct neighbors (a having a few connections with important nodes is more important than the one
having the same number of connections with less important ones). The definitions of these centrality
measures are given in section 2.3. The usual approach to locate those nodes that influence the spread of
information the most is to determine for all nodes in the network their score on one centrality measure
only. A fraction of nodes that scored the highest are then proposed to be immunized. This approach
has its drawbacks. Take, for example, the network in Fig. 1. It consists of two clusters connected by
one single node. If one would only use a ranking based on degree centralities (as it rather common in
the literature), one would start by immunizing several nodes in the clusters. The node in the center of
the graph is left untouched, while immunizing it at an early phase, would prohibit the virus to spread
from one cluster to the other. The importance of this node would be noted only when one would take
betweenness centralities into account as well. Of course, this example is rather simple and one would be
able to come up with such an analysis by simply examining the graph visually. When the network gets
large, however, (e.g., 500 nodes as in one of the networks examined later – see section 2.2) it is rather
hard to make these kinds of assertions and a more structural approach is required.
In this paper we propose a genetic algorithm [14] (GA) for finding those individuals that need to be
protected in order to limit the spread of the virus through the rest of the network as much as possible.
This heuristic search approach differs from the methods proposed in the literature, since the GA is
allowed to search through a wide range of subsets of nodes and does not rely explicitly on any kind of
centrality metrics during its search; centrality measures are only used to narrow the search space. Nodes
that score low on all measures of centrality most likely do not play an important role in the spread of the
virus and can, thus, be neglected.
In order to emulate the spread of the virus over the network we define an adapted version of one of
the most common models in epidemiology: the SIR model [1, 2, 3, 13]. The model was first introduced
in the twenties by Lowell Reed and Wade Hampton Frost. They proposed to divide the entire population
into the following three distinct classes:
• The susceptibles, S: the group of individuals who have not been infected but can catch the disease.
• The infectives, I: the group consisting of all individuals that are currently infected by the disease
and could infect others from the susceptible class.
• The removed, R (sometimes referred to in the literature as recovered): those who had the virus but
either recovered and gained immunity or died.
2More complicated centrality measures have been proposed as well, see, for example, [9, 11, 12].
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Note that an individual in the model can go through three strictly sequential phases: susceptible indi-
viduals can get infected by the virus and either recover or die; removed individuals never loose their
gained immunity3. In section 2.4 we discuss our adaptation of this model for simulating the spread on
networks.
The structure of the paper is organized as follows. In the following section we discuss the methods
used. First we define the optimization task at hand formally in section 2.1. Section 2.2 introduces the
two networks that are used for validation of the methods. We proceed with defining the three different
centrality measures discussed earlier in the text. In section 2.4 we formally define an adaption of the
traditional SIR compartmental model for network structures. Section 2.5 contains a detailed description
of the genetic algorithm for finding the optimal set of nodes that need to be protected using the various
centrality rankings. The results are presented in section 3. We finish this paper with our conclusions,
some discussion and a few pointers for future research.
2 Methods
2.1 The optimization task
The optimization task presented in the introduction can be expressed a bit more formally in the following
manner. Suppose we are dealing with a network G = 〈V,E〉 where V denotes the set of vertices in the
network and E is the set of (bidirectional) edges between pairs of nodes in V . The size of the network
is given by N = |V |. The number of nodes that can be protected is limited due to time and resource
constraints to a total of k nodes. We are, thus, interested in finding a k-subset of nodes I ⊆V that, when
protected, will most effectively limit the spread of the virus through the network G. This task is by no
means easy. The number of possible k-subsets of nodes is
(N
k
)
which, for most real-world networks, is
simply too large to brute-force. In addition, one is generally unaware where the virus starts which needs
to be accounted for when assessing the successfulness of a solution.
In the following sections we describe a method to find a (near-)optimal k-subset of nodes.
2.2 The data sets used for validation
In this paper we consider two contact networks to validate our approach, one social and one transporta-
tion network:
1. The Goodreau’s Faux Mesa high school network which is the result of a simulation of a in-school
friendship network based on data from a high school in the rural western United States [15]. The
network consists of 147 nodes and 202 undirected edges (representing mutual friendship). See
Fig. 4a for a visual representation of the graph.
2. The US air transportation network [16], which consists of 500 nodes (US airports with the highest
amount of traffic) and 2980 undirected edges (representing air travel connections). See Fig. 4b for
a visual representation of the graph.
Both data sets are freely available and can be found, respectively, at the website of the CASOS group4
and the Cx-Nets website5.
Please, note that the models, methods and measures discussed in the following sections can be
applied (or extended) to any network structure. The networks chosen here are only used as examples.
3Several extensions of the models exist, e.g., the SIRS model where recovered individuals can return to the susceptible
state. See the paper by H.W. Hethcote (2000) for a splendid overview of these so-called compartmental models.
4http://www.casos.cs.cmu.edu/computational tools/datasets/external/Goodreau/index11.php
5http://sites.google.com/site/cxnets/usairtransportationnetwork
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2.3 Node centrality
Measures for centrality try to formalize the (relative) importance of a node in the network. In this paper
we consider the following usual measures: 1) degree, 2) betweenness and 3) eigenvector centrality.
Degree centrality, CD, formalizes the importance of a node by setting it equal to the number of
neighbors the node has; the more connections, the more important the node:
CD(v) = deg(v). (1)
Betweenness centrality, CB, tries to capture a different kind of ‘importance’. The idea behind this for-
malism is that the importance of a node depends on to what extent it can influence the communication
between the other nodes in the network [3]. The measure is computed by determining the fraction of the
shortest paths between each pair of nodes in the network that contains the node v, i.e.:
CB(v) = ∑
s 6=v 6=t∈V
σs,t(v)
σs,t
, (2)
where σs,t is the number of the shortest paths between the nodes s and t and σs,t(v) returns the number
of shortest paths that passes through the vertex of interest, v. As one can imagine, this measure for
centrality is computationally rather hard to determine. In 2001 Ulrik Brandes presented a fast version
of the algorithm; computation time is upper bounded by O(|V ||E|). We will use this algorithm for
determining the betweenness centrality throughout this paper.
Eigenvector centrality,CE , distinguishes itself from the other measures discussed here, since it takes
the importance of its neighbors explicitly into account:
CE(v) =
1
λ ∑w∈V
av,wCE(w), (3)
where av,w is the (v,w)-entry of the adjacency matrix of the network in question. Rewriting this expres-
sion to matrix form yields
Ax= λx, (4)
where the i-th entry of x is equal to CE(i). In other words, the eigenvector centrality of a node v is the
v-th entry of the right eigenvector associated with the first eigenvalue λ of the adjacency matrix A of the
network.
2.4 An adaption of the SIR model for networks
The SIR model is one of the most often used models for simulating the spread of a virus through a
population. The original model in terms of a set of ordinary differential equations makes the assump-
tions that 1) the population size, N, is large and 2) the population is ‘fully mixed’, meaning that every
individual has the same number of (randomly picked) connections and have (approximately) the same
number of contacts at the same time [1, 2]. Of course, these assumptions are rather unsatisfactory and
can be overcome by extending the SIR model to networks [2, 3].
Suppose we have the following network G = 〈V,E〉 where the set V denotes the vertices of the
network and E is the set of bidirectional edges between pairs of vertices in V . Each node v in the set
of vertices V is associated with either the state S (susceptible), I (infectious) or R (removed) at each
moment in time, i.e., St(v, t) ∈ {S, I,R}. The initial state of the network is given by {S0, I0,R0}, i.e., the
sets of nodes who’s state at the start of the simulation, t = 0, are either S, I or R. The dynamics of the
virus are emulated by updating the state of all the nodes in the network simultaneously while stepping
forward in time. When the state of node v ∈ V at moment t is susceptible, i.e., St(v, t) = S, the state of
this node at the next time step is given by
St(v, t+1) :=
{
I with probability 1− (1−β )|Nv(I)|,
S otherwise,
(5)
4
V.V. Kashirin and L.J. Dijkstra (2013)
where β is the chance of the susceptible node to be infected by a single infectious neighbor. The function
Nv(I) returns the set of infectious neighbors in the direct vicinity of node v. The operator |.| returns the
cardinality of a set. Note that the chance of not becoming infected decreases exponentially with the
number of infectious neighbors.
When node v is at time t infective, its state becomes
St(v, t+1) :=
{
R with probability γ,
I otherwise,
(6)
where γ , thus, denotes the chance of recovering (or dying) from the virus during one time step. Since we
assumed that once a node reached the removed state R, it is either indefinitely immune for the virus or
dead, the state of that node will not change till the end of the simulation. The simulation ends when there
are no more infective nodes in the networks; the spread of the virus grinded to a halt and the number of
susceptible and removed nodes in the network will not change. The total number of casualties is equal
to the number of nodes in state R.
2.5 Genetic algorithm
In order to find a (near-optimal) set of nodes that need to be protected from the virus we employ a genetic
algorithm [14]. First, we compute the degree, betweenness and eigenvector centrality for each node in
the network (see section 2.3). By ranking the nodes according to their centrality scores, we obtain the
following three ascending rankings:
RD = {vD(1),vD(2), . . . ,vD(N)}, RB = {vB(1),vB(2), . . . ,vB(N)} and RE = {vE(1),vE(2), . . . ,vE(N)}, (7)
where RD, RB and RE are the rankings based on, respectively, the degree (1), betweenness (2) and
eigenvector (3) centrality. We limit the search space of the GA by taking into account that nodes with
low centrality scores on all three centrality measure do most likely not play an important role in spreading
the virus over the network. We, thus, keep only the first l < N nodes in each ranking, i.e.,
R′D = {vD(1),vD(2), . . . ,vD(l)}, R′B = {vB(1),vB(2), . . . ,vB(l)} and R′E = {vE(1),vE(2), . . . ,vE(l)}. (8)
The genetic algorithm will only search for an optimal k-subset of nodes in the union of these reduced
rankings:
R′ = R′D∪R′B∪R′E . (9)
Each individual in the GA is represented by a chromosome with k genes:
I = {v1,v2, . . . ,vk} where vi ∈ R′. (10)
The genes, thus, represent the nodes that need to be protected from the virus where we only take into
account those nodes that score relatively high on at least one of the centrality measures.
In order to determine the fitness of an individual, firstly we take the original network G = 〈V,E〉
and remove the nodes present in the chromosome I. (Removing nodes corresponds here to immunizing
the nodes from the virus). Secondly, in order to account for the fact that one is normally unaware
where the virus starts, we select one node at random in the new graph to be infectious while keeping
the other nodes susceptible. Thirdly, we apply the SIR model as described in section 2.4 and store the
number of removed individuals at the end of the simulation which we denote with Ncasualties. (Recall
that the simulation ends when there are no more infectious nodes in the network). Since the selection
of infectious individuals is a stochastic process we repeat the last two steps m times. The fitness of an
individual in the GA population is then defined as the expected number of casualties:
fitness(I) = E [Ncasualties]≈ 1m
m
∑
i=1
N(i)casualties (11)
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Table 1: Parameter settings.
Symbol Description Value range
β The chance of becoming infected by one infectious neighbor during one time step, see eq. (5) .3
γ The chance of recovering during one time step, see eq. (6) .3
k The number of nodes that are to be protected from the virus {10,50}
l The number of nodes with the highest scores on a centrality measure that should be kept, see section 2.5 {100,200}
m The number of SIR simulation runs for the determining the fitness of an individual in the GA, see eq. (11) 100
- The size of the GA population 100
- The number of generations simulated by the GA 100
- The size of the tournament used during tournament selection 4
- The mutation rate for a gene 1/k
where N(i)casualties is the number of recovered nodes at the end of the i-th simulation of the SIR model
applied to the updated graph G.
In summary, the objective of the GA is find that subset I∗ that minimizes the expected number of
casualties6:
I∗ = argmin
I⊆R′,|I|=k
fitness(I). (12)
The genetic algorithm simulates 100 generations each with a total of 100 individuals. Selection
for mating is performed by applying tournament selection where the tournament size is set to 4. As
crossover operator we use an adaptation of uniform crossover. Suppose we selected two parents to mate,
e.g., P1 = {1,2,3,4} and P2 = {3,4,5,6}. We then concatenate the chromosomes of these parents and
sort the resulting array. In our example, we find {1,2,3,3,4,4,5,6}. The chromosome of the first child,
C1, consists of the odd entries of the array; the chromosome of the second child, C2, consists of the even
entries, e.g., C1 = {1,3,4,5} and C2 = {2,3,4,6}. This approach guarantees the absence of duplicates
in the new chromosomes. The mutation rate per gene is set to 1/k, i.e., each chromosome undergoes
on average one mutation in one gene every generation. The mutation of a gene entails that its value is
randomly set to a node in the set R′ that is not in the individual’s chromosome already.
The initial population is randomly generated except for three individuals: their chromosomes are
set to the first k nodes in, respectively, the degree, betweenness and eigenvector centrality rankings as
given in eq. (8). In addition, we keep for every generation the 10 best performing individuals from the
previous generation in order not to loose good solutions that were found earlier.
3 Results
Table 1 provides an overview of the parameters used in the SIR model and the GA introduced earlier.
In addition, it presents the parameter settings that were used for producing the results presented in this
section.
Fig. 2 depicts the correlations between the degree, betweenness and eigenvector centralities for the
nodes in both the networks. The reported R2’s are determined by applying linear regression. Note that
in both cases degree centrality seems to correlate with its betweenness and eigenvector counterparts
while betweenness and eigenvector centralities do not seem to correspond. It is interesting to see that
degree and eigenvector centralities seem to correlate more for the air transportation network (e) than for
the high school network (b). This might be due to the higher number of edges in the air transportation
network (2980 against 500 nodes) in contrast to the high school network (202 edges against 147 nodes).
The main point of these figures is to show that there are discrepancies between the various centralities
measures, which the genetic algorithm from section 2.5 is set out to exploit in order to find a more
optimal set of nodes.
6Although it is more common to maximize a fitness function rather than minimizing it, we felt minimization would be more
appropriate, since we are dealing with the expected number of casualties.
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Fig. 2: The correlations between the degree, betweenness and eigenvector centralities in both networks.
The scatter plots (a)-(c) represent the data from the Goodreau’s Faux Mesa high school network, and the
scatter plots (d)-(f) depict the data from the air transportation network.
So, to what extent does combining centralities measures help in finding a more optimal set of nodes
that need to be protected from the virus? In order to answer this question, we compare four different
strategies:
1. Provide protection for the nodes with the highest degree centrality, see eq. (1);
2. Provide protection for the nodes with the highest betweenness centrality, see eq. (2);
3. Provide protection for the nodes with the highest eigenvector centrality, see eq. (3);
GA degree betweenness eigenvector no protection
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GA degree betweenness eigenvector no protection
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Fig. 3: The boxplots for the number of infected nodes found when various strategies are applied. GA
stands for the genetic algorithm. ‘degree’, ‘betweenness’ and ‘eigenvector’ stands for the cases when
only the nodes with the highest score on that particular centrality measure where protected from the
virus. ‘no protection’ refers to the case when no preparations were undertaken. The whiskers represent
the lowest datum still within 1.5 IQR of the lower quartile and the highest datum still within 1.5 IQR of
the upper quartile. (IQR stands for interquartile range). Outliers are denoted by a cross.
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(a) (b)
1
Fig. 4: The topology of the Goodreau’s Faux Mesa high school network (a) and the US air transportation
network (b). The nodes depicted with K are the nodes that were suggested by both the genetic algorithm
and the strategy based on degree centrality. The nodes denoted with  were only selected by the GA
and not the degree strategy. Symbol  denotes the nodes that were only selected by the degree strategy.
4. Provide protection for the nodes found be the genetic algorithm, see section 2.5.
In order to keep the comparison fair, each strategy is allowed to protect exactly k nodes. The parameters
k and l are set to 10 and 100, respectively, for the high school network and to 50 and 200 for the air
transportation network (see Table 1).
After applying a strategy on a network, we run 500 SIR simulations and count the number of nodes
that got infected by the virus. Before each SIR run we randomly select a single node to be infectious (the
others are susceptible) in order to account for the fact that one is normally unaware where the virus starts.
The results are presented in Fig. 3. The ‘no protection’ case represents the situation when no preparations
1 3 5 7 9
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Fig. 5: The degree distributions of the high school and air transportation networks. The bars marked
black denote the number of nodes with that particular degree that were targeted by the genetic algorithm.
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were undertaken. For both networks this would have disastrous consequences. In the air transportation
network, almost all nodes will definitely get infected. The genetic algorithm and the degree centrality
approach seem to be preferred for both networks. The GA seems to outperform the degree strategy, but
only slightly. The methods based on betweenness and eigenvector centralities do improve the situation,
but are clearly not optimal. Note that the performance of these two approaches switch places between
the graphs. The reason why eigenvector centralities might outperform the betweenness approach when
applied to the air transportation network might lie in the fact that degree and eigenvector centrality
expose a higher correlation in this graph than in the high school network, see Fig. 2b and 2e.
The genetic algorithm outperforms the strategy based on degree centrality only in the case of the
US air transportation network. For the high school network their performances are comparable. Fig. 4
presents the topology of both networks and the differences between the sets of nodes proposed by the
GA and the degree centrality strategy. The nodes depicted with K are the ones that were suggested by
both strategies. The nodes depicted with  were only selected by the GA and not the degree strategy.
Symbol  denotes the nodes that were only selected by the degree strategy. Note that the GA manages
to locate nodes that when protected will help to ‘separate’ clusters, i.e., it becomes harder for the virus
to move from one cluster to the next.
Fig. 5 depicts the degree distributions of both the high school and the air transportation network.
The bars marked black denote the number of nodes with that particular degree that were targeted by the
genetic algorithm. Note that the nodes selected by the GA are not all in the tail but also appear at the
beginning and in the middle of the degree distribution.
4 Conclusions & Discussion
The work presented in this paper was undertaken to design and evaluate the effectiveness of a heuristic
optimization method for virus spread inhibition, which, in contrast to earlier research [7, 8, 10, 11, 12, 9],
does not rely explicitly on any centrality measures during its search.
We found that the genetic algorithm proposed in this paper seems to outperform the standard ap-
proaches in the literature. This is a remarkable feat since the genetic algorithm searches through the
immense set of possible subsets of nodes and does not base its decision directly on various centrality
rankings. Fig. 4 shows that the genetic algorithm is able to find an adequate subset of nodes that need
to be protected: it is able to construct a set of nodes that not only scores high on degree, but also on
betweenness centrality. The virus is, thus, restricted in its movements within a cluster (degree) but also
from one cluster to the other (betweenness).
The degree distributions in Fig. 5 show the interesting result that the nodes with the biggest influence
on the spread of the virus over the network are not necessarily to be found in the tail of the degree
distribution; among them there are the nodes with no high degree at all, still, by being immunized,
they seem to reduce the number of infected significantly. Future research is required to identify why
exactly these nodes are of importance, and, most importantly, whether there are ways to simplify the
identification of these individuals. Perhaps (non-topological) node attributes can provide important clues
for the selection of individuals to be immunized? Being able to locate these individuals effectively
without the need for the full topology of the network will aid tremendously in mitigating the impact of
the virus on a population.
The developed method could be applied rather easily to a wide variety of situations that require
urgent computing since the method is not limited to a specific type of network: (near-)optimal solutions
can be found for both regular and heterogenous networks. In addition, one does not have to restrict to
one particular centrality measure. The search space of the genetic algorithm can be seamlessly extended
for various fields of applications, regardless of the type of metrics used.
The presented method is recommended for topologically heterogenous networks that are character-
ized by the absence of strong correlations between the various node centralities and the presence of
modularity. The authors expect that for homogenous networks the traditional degree centrality approach
(i.e., immunizing the nodes with the highest degree) is to be preferred. In addition, the GA requires
9
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more computation time. Especially when time is pressing, one is, therefore, recommended to resort to
the traditional and fast-to-compute strategies.
Further research might be done to explore different sets of metrics and heuristics in order to widen
or narrow the search space. In addition, it might be interesting to take edge centralities into account
as well, although the authors expect that this would not make a significant difference, since edge and
node centralities are often highly correlated. The parameters for the genetic algorithm were set rather
intuitively. Better results might be obtained when different parameter settings are applied. In this paper
we only explored one particular compartmental model, the SIR model (see section 2.4). The method
can be extended to different kind of models as well [1, 3]. It would be interesting to see how the method
proposed here would perform when different virus dynamics are taking into account. The applicability
and performance of other optimization methods such as simulated annealing might be a subject of future
research as well.
This paper has shown the promise of applying a genetic algorithm in order to mitigate the impact
of a virus attack on a population. The authors would like to express their hope that continuing research
along the lines set out in this paper will assist in gaining a better understanding of virus inhibition, and
will ultimately provide better ways to avert future epidemics.
Acknowledgements
The authors thank Prof. dr. A.V. Boukhanovsky from NRU ITMO for his insightful comments and
support. This work is supported by the Leading Scientist Program of the Russian Federation, contract
11.G34.31.0019.
References
[1] H. Hethcote, The Mathematics of Infectious Diseases, SIAM review 42 (4) (2000) 599–653.
URL http://epubs.siam.org/doi/abs/10.1137/S0036144500371907
[2] M. Newman, Spread of epidemic disease on networks, Physical Review E 66 (1) (2002) 1–11. doi:10.1103/
PhysRevE.66.016128.
URL http://link.aps.org/doi/10.1103/PhysRevE.66.016128
[3] M. Newman, Networks: An Introduction, Oxford University Press, Inc., 2010.
[4] S. Boccaletti, V. Latora, Y. Moreno, M. Chavez, D. Hwang, Complex networks: Structure and dynamics, Physics Reports
424 (4-5) (2006) 175–308. doi:10.1016/j.physrep.2005.10.009.
URL http://linkinghub.elsevier.com/retrieve/pii/S037015730500462X
[5] R. Pastor-Satorras, A. Vespignani, Epidemic Spreading in Scale-Free Networks, Physical Review Letters 86 (14) (2001)
3200–3203. doi:10.1103/PhysRevLett.86.3200.
URL http://link.aps.org/doi/10.1103/PhysRevLett.86.3200
[6] Z. Tao, F. Zhongqian, W. Binghong, Epidemic dynamics on complex networks, Progress in Natural Science (70471033).
URL http://www.tandfonline.com/doi/abs/10.1080/10020070612330019
[7] P. Holme, B. J. Kim, C. N. Yoon, S. K. Han, Attack vulnerability of complex networks., Physical review. E, Statistical,
nonlinear, and soft matter physics 65 (5 Pt 2) (2002) 056109.
URL http://www.ncbi.nlm.nih.gov/pubmed/12059649
[8] N. Memon, H. L. Larsen, Structural Analysis and Destabilizing Terrorist Networks, in: Conference on Data Mining
(DMIN’06), 2006, pp. 296–302.
[9] M. Kitsak, L. K. Gallos, S. Havlin, F. Liljeros, L. Muchnik, H. E. Stanley, H. A. Makse, Identification of influential
spreaders in complex networks, Nat Phys 6 (11) (2010) 888–893.
URL http://dx.doi.org/10.1038/nphys1746
[10] D. A. Bright, C. Greenhill, N. Levenkova, Dismantling Criminal Networks: Can Node Attributes Play a Role?, in: Illicit
Networks Conference, Vol. 2011, 2011, pp. 1–29.
[11] B. Hou, Y. Yao, D. Liao, Identifying all-around nodes for spreading dynamics in complex networks, Physica A: Statistical
Mechanics and its Applications 391 (15) (2012) 4012 – 4017. doi:10.1016/j.physa.2012.02.033.
URL http://www.sciencedirect.com/science/article/pii/S0378437112001999
[12] D. Chen, L. L, M.-S. Shang, Y.-C. Zhang, T. Zhou, Identifying influential nodes in complex networks, Physica A:
Statistical Mechanics and its Applications 391 (4) (2012) 1777 – 1787. doi:10.1016/j.physa.2011.09.017.
URL http://www.sciencedirect.com/science/article/pii/S0378437111007333
10
V.V. Kashirin and L.J. Dijkstra (2013)
[13] D. Daley, D. Kendall, Epidemics and Rumours, Nature 204 (1118).
[14] S. Sivanandam, S. Deepa, Introduction to Genetic Algorithms, 1st Edition, Springer Publishing Company, Incorporated,
2007.
[15] M. D. Resnick, P. S. Bearman, R. W. Blum, K. E. Bauman, K. M. Harris, J. Jones, et al., Protecting adolescents from
harm. Findings from the National Longitudinal Study on Adolescent Health, JAMA 278 (10) (1997) 823–7484.
[16] V. Colizza, R. Pastor-Satorras, A. Vespignani, Reaction-diffusion processes and metapopulation models in heterogeneous
networks, Nature Physics (2007) 1–22.
URL http://www.nature.com/nphys/journal/v3/n4/abs/nphys560.html
[17] U. Brandes, A faster algorithm for betweenness centrality*, Journal of Mathematical Sociology 25 (1994) (2001) 163–
177.
URL http://www.tandfonline.com/doi/abs/10.1080/0022250X.2001.9990249
11
