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ABSTRACT
In this work, we present EnzoMHD, the extension of the osmologial ode Enzo to
inlude the eets magneti elds through the ideal MHD approximation. We use a
higher order Godunov Riemann solver for the omputation of interfae uxes. We use
two onstrained transport methods to ompute the eletri eld from those interfae
uxes, whih simultaneously advanes the indution equation and maintains the diver-
gene of the magneti eld. A third order divergene free reonstrution tehnique is
used to interpolate the magneti elds in the blok strutured AMR framework already
extant in Enzo. This reonstrution also preserves the divergene of the magneti eld
to mahine preision. We use operator splitting to inlude gravity and osmologial ex-
pansion. We then present a series of osmologial and non osmologial tests problems
to demonstrate the quality of solution resulting from this ombination of solvers.
1. Introdution
Enzo is an adaptive mesh renement (AMR), grid-based hybrid ode (hydro + N-Body) whih
is designed to do simulations of osmologial struture formation. It uses the blok-strutured AMR
algorithm of Berger & Colella (1989) to improve spatial resolution where required, suh as in grav-
itationally ollapsing objets. The method is attrative for osmologial appliations beause it: 1)
is spatially- and time-adaptive, 2) uses aurate and well-tested grid-based methods for solving the
hydrodynamis equations and 3) an be well optimized and parallelized. The entral idea behind
AMR is to solve the evolution equations on a xed resolution grid, adding ner grids in regions
that require enhaned resolution. Mesh renement an be ontinued to an arbitrary level, based
on riteria involving any ombination of (dark-matter and/or baryon) over density, Jeans length,
ooling time, et, enabling users to tailor the adaptivity to the problem of interest. Enzo solves
the following physis models: ollisionless dark-matter and star partiles, using the partile-mesh
N-body tehnique (Hokney & Eastwood 1985); gravity, using FFTs on the root grid and multi-
grid relaxation on the subgrids; osmi expansion; gas dynamis, using the pieewise paraboli
method (PPM) (Colella & Woodward 1984) as extended to osmology by Bryan et al. (1995);
multi-speies non-equilibrium ionization and H2 hemistry, using bakward Euler time dierening
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(Anninos et al. 1997); radiative heating and ooling, using subyled forward Euler time dierening
(Anninos & Norman 1994); and a parameterized star formation/feedbak reipe (Cen & Ostriker
1993). Enzo has been suessfully used in many osmologial appliations, inluding star for-
mation (Abel et al. 2000, 2002; O'Shea et al. 2005; O'Shea & Norman 2007), Lyman-alpha for-
est (Bryan et al. 1999; Jena et al. 2005), interstellar medium (Kritsuk & Norman 2002, 2004) and
galaxy lusters (Bryan & Norman 1998; Loken et al. 2002; Motl et al. 2004; Hallman et al. 2006).
More informations about Enzo are available at http://la.usd.edu/projets/enzo
One important piee of physis that is missing from this list is a proper treatment of magneti
elds. Magneti elds have a broad range of impats in a broad range of physial situations, from
galaxy lusters to protostellar ore formation. Magneti fores an shape morphology of objets by
foring ow along the eld lines. They an alter the energy balane by providing soures of pressure
and energy. They an alter ooling rates by trapping eletrons. Alfven waves an redistribute
angular momentum throughout an objet. They reate X-ray avities seen in some galaxy lusters.
They aelerate osmi rays, whih play a ruial role in the energy balane of the galaxy and galaxy
lusters. They also play a role in galati star formation, potentially removing angular momentum
from ollapsing objets and launhing protostellar winds. Creating a funtional osmologial MHD
ode takes more than a single algorithm. The purpose of this paper is to doument the onstrution
and performane of the algorithms that will be used in MHD simulations with Enzo in the future,
as well as simulations that have already been done (Xu et al. 2008a,b)
EnzoMHD is also a purpose ode. In this paper, we will disuss it as a osmologial ode, but
all the same mahinery applies in non-osmologial mode. All algorithms used here redue to the
non-osmologial limit by setting a → 1, a˙ → 0, and a¨ → 0. This removes any frame dependent
terms in the equations.
We will desribe the numerial proedures in setion 2, present test problems in setion 3, and
present onlusions and future plans in setion 4. In appendix C we present a simplied shemati
to unify the piees of the solver, and in appendix A and B we expand on some of the more omplex
numerial proedures.
 3 
2. Numeris
2.1. Cosmologial MHD Equations
EnzoMHD solves the MHD equations in a omoving oordinate frame.
∂ρ
∂t
+
1
a
∇ · (ρv) = 0 (1)
∂ρv
∂t
+
1
a
∇ · (ρvv + p¯−BB) = − a˙
a
ρv− 1
a
ρ∇Φ (2)
∂E
∂t
+
1
a
∇ · [v(p¯ + E)−B(B · v)] = − a˙
a
(ρv2 +
2
γ − 1p+
B2
2
)− ρ
a
v · ∇Φ (3)
∂B
∂t
− 1
a
∇× (v ×B) = − a˙
2a
B (4)
with the equation of state
E =
1
2
ρv2 +
p
γ − 1 +
1
2
B2 (5)
p¯ = p+
1
2
B2 (6)
Here, ρ is the omoving density, p is the omoving gas pressure, v is the proper peuliar veloity,
B is the omoving magneti eld, E is the total peuliar energy per unit omoving volume, p¯ is the
total omoving pressure, γ is the ratio of the spei heats, Φ is the proper peuliar gravitational
potential from both dark-matter and baryons, a = (1 + zi)/(1 + z) is the expansion fator and t is
time.
In this formulation, the omoving quantities that are evolved by the solver are related to the
proper observable quantities by the following equations:
ρproper = ρ ∗ a(t)3 (7)
pproper = pcomoving ∗ a3 (8)
vproper = vcomoving − a˙x (9)
Φproper = Φ− 1
2
aa¨~x2 (10)
Bproper = Bcomovinga
−3
2
(11)
It should be noted that the relationship betweenBproper andBcomoving in equation 11 is dierent
than that stated in other osmologial MHD odes like Li et al. (2008). This is due to the additional
expansion fator that we use in equation 4. The proper magneti eld dereases proportional to
a−2 in all formulations of the osmologial MHD equations, but in the formulation we use one half
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power of a is inluded as a omoving soure term and is due to the redshifting of the photons that
arry the magneti eld.
For non-osmologial simulations, the same equations hold, but with with a = 1, a˙ = 0 and
a¨ = 0. This eetively removed eah appearane of a from the left hand side, and eliminates the
terms involving a˙ from the right. For ease of referene, these are:
∂ρ
∂t
+∇ · (ρv) = 0 (12)
∂ρv
∂t
+∇ · (ρvv + p¯−BB) = −ρ∇Φ (13)
∂E
∂t
+∇ · [v(p¯ + E)−B(B · v)] = −v · ∇Φ (14)
∂B
∂t
−∇× (v ×B) = 0 (15)
with the same equation of state, equations 5 and 6. Here, ρ is the density, p is the gas pressure,
v is the veloity, B is the magneti eld, E is the total energy per unit volume, p¯ is the total gas
pressure, γ is the ratio of the spei heats, Φ is the gravitational potential. The mehanism to
swith between the two systems of equations will be desribed in setion 2.6.
To solve these equations, we operator split eqns (1)-(4) into four parts: the left hand side of
equations (1)-(3), the left hand side of equation (4), the gravitational aeleration (the two terms
involving ∇Φ), and the expansion terms (the two terms involving a˙.) These will be disussed in
setions 2.6 - 2.7. In setion 2.10, we will disuss the dual energy formulation in Enzo for hypersoni
ows, and in setion 2.11 we will disuss the Adaptive Mesh Renement algorithm. We rst disuss
the data strutures used to arry all this data in setion 2.2
In the following, we will often have ause to separate the purely uid dynamial quantities
ρ,~v,E from the magneti eld ~B. Unless otherwise noted, 'uid quantities' will refer to the former
only.
For ease of referene, we have supplied a shemati summary of the steps involved in appendix
C.
2.2. Data Struture
In Enzo, both parallelism and AMR are done in blok deomposed manner. Eah path of spae,
alled a grid, is treated as a unique omputational problem with Dirihlet boundary onditions
whih are stored in a number of Ghost Zones (see setion 2.5.) The number of ghost zones depends
on the method used. The pure-hydro methods in Enzo, ZEUS and PPM, use 3 ghost zones. The
method we desribe here uses 5 ghost zones.
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Grids are arranged in a stritly nested hierarhy, with eah grid having a ell width half that
of its parent (pure hydro Enzo an take any integer renement, but the interpolation for MHD is
restrited to fators of 2.) See gure 1. Eah proessor keeps a opy of the entire hierarhy, while
only one of the proessors atual stores the data.
For all physis modules desribed in this paper, an individual grid ares not for where it sits
in spae or the hierarhy, and ommuniates with other grids only through boundary ondition lls
(setion 2.5) and the AMR yle (setion 2.11).
EnzoMHD in its default mode traks 14 elds, stored at 3 dierent points of the ell. The
5 hydrodynami quantities, ρ,v, Etotal are stored at the enter of the ell, denoted (i, j, k), and
represent the volume average of the respetive quantities. These are the same quantities stored in
non-MHD Enzo.
EnzoMHD traks 2 opies of the magneti eld and the eletri eld. One opy of the magneti
eld is stored in the fae of the ell perpendiular to that eld omponent, and represents the area
average of that eld omponent over that fae. This is the primary representation of the magneti
eld. So Bf,x is stored in the enter of the x fae, denoted (i − 12 , j, k), Bf,y in the y fae at
(i, j − 12 , k), and Bf,z in the z fae at (i, j, k − 12). It is this eld that remains divergene free under
the ell entered divergene operator:
∇ ·Bf = 1
∆x
(Bf,x,i+ 1
2
,j,k −Bf,x,i− 1
2
,j,k)+
1
∆y
(Bf,y,i,j+ 1
2
,k −Bf,y,i,j− 1
2
,k)+ (16)
1
∆z
(Bf,z,i,j,k+ 1
2
−Bf,z,i,j,k− 1
2
)
The magneti data strutures are one element longer in eah longitudinal diretion, so for an nx×
ny × nz grid path, the Bf,x struture is (nx+ 1)× ny × nz.
The seond representation of the magneti eld is entered with the uid quantities at the
enter of the ell. This eld is used wherever a ell entered magneti quantity is needed, most
notably in the hyperboli solver in setion 2.6. It's equal to the rst order average of the fae
entered magneti eld:
Bn+1c,x,i,j,k = 0.5 ∗ (Bf,x,i+ 1
2
,j,k +Bf,x,i− 1
2
,j,k)
Bn+1c,y,i,j,k = 0.5 ∗ (Bf,y,i,j+ 1
2
,k +Bf,y,i,j− 1
2
,k) (17)
Bn+1c,z,i,j,k = 0.5 ∗ (Bf,z,i,j,k+ 1
2
+Bf,z,i,j,k− 1
2
)
The nal data struture used in EnzoMHD is the Eletri Field, whih is stored along the
edges of the omputational ell. This represents a linear average of the eletri eld along that line
element. Eah omponent is entered along the edge its parallel to, so Ex lies along the x edge of
the ell at (i, j − 12 , k− 12), et. It is longer than the uid elds by one in eah transverse diretion,
so Ex would be nx× (ny + 1)× (nz + 1).
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Eah grid also stores one opy of eah of the above mentioned elds for use in assigning ghost
zones to subgrids. This is desribed further in 2.5. A temporary eld for uxes is also stored, whih
exists only while the hyperboli terms are being updated. This data struture is also stored on the
faes of the zone. There are three uxes for all 7 MHD quantities.
For other ongurations of EnzoMHD, more or fewer elds may be used. In purely isothermal
mode (whih is at present an option only in EnzoMHD, not in Enzo) the total energy eld is not
traked, and the isothermal sound speed is taken as a global salar quantity. This redues the
number of elds traked everywhere the total energy shows up. With dual energy formalism on (see
setion 2.10) an additional eld orresponding to either gas energy or entropy is stored, giving an
additional eld where needed. Future work will inlude multi-speies hemistry and more omplex
ooling, whih will inlude additional elds for eah speies.
2.3. Consisteny
In several plaes throughout the ow of Enzo, there may be more than one data struture using
and writing to a given variable at a given point in spae. Ghost zones and fae entered elds
(uxes and magneti elds) are examples of this. In EnzoMHD, it is imperative that all data at
a given point is idential, regardless of the data struture desribing it. This may seem like an
unneessary omment, but it isn't; in pure hydro simulations, numerial visosity will damp out
small perturbations aused by slight inonsistenies in data desription. Thus in pratie, espeially
in large, stohasti simulations, errors an go unnotied. Often these disrepanies are negligible,
other times not, espeially when one is onerned with the onservation of a partiular variable,
like ∇ · B. By onstrution EnzoMHD preserves ∇ · B to mahine preision, but it never fores
∇·B = 0; so if it's not zero at the beginning of a time step, it's not going to be at the end, either. It
is also worth mentioning that inonsistenies in any quantity will ause inonsistenies in the ow,
whih will in turn ause ∇ ·B issues. Thus any improper handling of any uid quantity will ause
errors in ∇ ·B that will persist and usually grow to atastrophi proportions in a relatively short
period of time.
There is a prominent redundany in the magneti eld, namely the eld on the surfae of the
ative zones of grids. See gure 2. Care is taken to inlude enough ghost zones, and frequent
enough ghost zone exhange between grids, that after a time step, two neighboring grids have
reahed exatly the same answer on the surfae between the two grids ompletely independently.
2.4. Time Stepping
Enzo uses hierarhial time stepping to determine it's time step. The minimum of 4 dierent
riteria is taken for eah level, whih will be desribed in setions 2.4.1 - 2.4.4. Timesteps are taken
in order of oarsest to nest, in a 'W' yle. See gure 3. Given 3 levels, level 0 takes the rst step
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of ∆t. Then level 1 takes a single step of ∆t/2. Then level 2 takes one step of ∆t/4. Then, given
that there are only three levels, it takes another timestep so it is temporally in line with the level
above. The last three steps repeat: level 1 then takes its seond and nal step of ∆t/2 so it is now
at the same time as level 0, followed by two steps on level 2.
In priniple, if a given level has a ell size ∆x and the next level of renement has ell size ∆xr ,
where r is the renement fator, the more rened grid will have, in priniple, time step size ∆tr . In
Enzo, the step size is hosen for eah level and eah subgrid time step. In pratie, owing to more
nely resolved strutures having slightly higher fast shok speeds, ne grids may in fat take more
than r time steps for eah parent grid step. In some rare ases, suh as osmologial expansion
limiting, a ner grid may take less than r steps.
2.4.1. Time Stepping: Hydro
For the hydrodynamis, the harmoni mean of the 3 Courant onditions is used. This was
demonstrated to be the most robust time stepping riterion possible for multi dimensional ows by
Godunov et al. (1961).
∆thydro =
1
1/tx + 1/ty + 1/tz
tx =min(
∆x
cf,x
) (18)
ty =min(
∆y
cf,y
)
tz =min(
∆z
cf,z
)
where the min is taken over the zones on a level, and cf,x, cf,y and cf,z are the fast MHD shok
speeds along eah axis:
c2f,x =
1
2
(
a2 +
B ·B
ρ
+
√
(a2 +
B ·B
ρ
)2 − 4a2B2x/ρ
)
(19)
and similar denition for the other two.
2.4.2. Time Stepping: Gravitational Aeleration
The time step is also restrited to be less than the time it takes for the gravitational aeleration
alone to move a parel of uid half of one zone.
∆taccel = min(
1
2
sqrt
∆x
ai
) (20)
where i = x, y, z and the min is taken of the zones on a level.
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2.4.3. Time Stepping: Cosmologial Expansion
An additional restrition omes from the osmologial expansion, requiring the timestep to be
less than the osmologial expansion timesale,
∆texpansion = η
a
a˙
(21)
where η is typially 0.01.
2.4.4. Time Stepping: Partile Motion
The fourth timestep riterion is based on restriting partile displaement in a single timestep
to be smaller than a single zone:
∆tparticles = min(
a∆x
vi,p
) (22)
where min is over veloity omponent i and partile p.
2.5. Boundary Conditions and Ghost Zones
Ghost Zones are lled in one of three means.
1. Copying. The dominant mehanism for lling ghost zones opying from ative zones that
oupy the same physial spae. This also takes into aount periodi boundary onditions.
For EnzoMHD, fae entered elds are opied from the faes of all ells, inluding those that
border on ative ells. This is somewhat redundant for reasons desribed in 2.3.
2. External Root grids that lie along the domain wall lled with the external boundary routine.
If the external boundary ondition is not periodi, the grids zones are lled by a predeter-
mined algorithm; for instane, outow boundary onditions set ghost zones to be equal to the
outermost ative zone, akin to a Neumann ondition of zero slope. These involve outow,
reeting, and a ompletely general 'inow'. Note that this is alled only on the root grid,
and not on subgrids that happen to lie on the edge. This an ause spurious waves at reet-
ing or outow boundaries with AMR. Also note for EnzoMHD, the only external boundary
onditions that have been tested are periodi and outow.
3. Interpolation The third mehanism is used on rened grids whose ghost zones do not oupy
the ative spae of another grid; these grids have their ghost zones lled by interpolation from
the parent grid. Sine Enzo uses hierarhial time stepping, subgrid steps that begin in the
middle of a parent grid step ll their ghost zones from a linear interpolation of the parent grid
time steps at tn and tn+1.
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2.6. Left Hand Side: Hyperboli terms
With the exeption of the 1/a term that appears in front of eah ∇· operator, the left hand side
of equations 1-4 are the familiar Ideal MHD equations. A form of equations (1) - (4) more relevant
for this treatment is the following:
∂V
∂t
+
∂F
∂x
= 0 (23)
where
V =


ρ
ρvx
ρvy
ρvz
By
Bz
E


(24)
F =


ρvx
ρv2x + p+B
2/2−B2x
ρvxvy −BxBy
ρvxvz −BxBz
Byvx −Bxvy = −Ez
Bzvx −Bxvz = Ey
(E + p+B2/2)vx −Bx(B · v)


(25)
p = (E − 1
2
ρv2 +
1
2
B2(γ − 1)) (26)
These form a hyperboli system of equations, whih have been studied extensively in the literature.
To take advantage of the work already done on this type of system of equations for our osmologial
algorithm, we rst multiply the ell width dx by the expansion fator a. This allows us to use any
non-osmologial solver for osmologial appliations. Upon ompletion of the solver, dx is divided
by a to restore dx to the original omoving value.
Equation 23 is solved by rst re-writing it in onservation form, that is taking suitable integrals
in time and spae. The resulting update is, in one dimension,
Vˆ n+1i,j,k = Vˆ
n
i,j,k −
∆t
∆x
(Fˆ
n+ 1
2
x,i+ 1
2
,j,k
− Fˆn+
1
2
x,i− 1
2
,j,k
) (27)
where Vˆ represents the spatial average of the onserved quantities, and Fˆ represents an spae and
time average of the ux, entered in time at t = t+∆t/2. Vˆ is the quantity we store in the ells,
and Fˆ omes from the hyperboli solver.
The solver we use to solve the hyperboli equations is that of Li et al. (2008), whih is omes
in three parts: spatial reonstrution, time entering, and the solution of the Riemann problem.
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Spatial reonstrution is done using pieewise linear monotonized slopes on the primitive vari-
ables (ρ,v, p,B). Time entering of the interfae states by ∆t/2 is performed using either the
MUSCL-Hanok (Li et al. 2008) or Pieewise Linear Method (Colella & Glaz 1985) integration.
The Riemann problem is then solved using either the HLLC Riemann solver of Li (2005), HLLD
solver of Miyoshi & Kusano (2005), or the isothermal HLLD solver of Mignone (2007). These uxes
are omputed for the onserved, ell entered variables (ρ, ρv, E,Bc). These uxes are then dier-
ened to obtain the update values of the uid quantities only. The uxes for the magneti eld are
stored for use in the Constrained Transport algorithm, disussed in setion 2.7. This is done in one
dimension on suessive sweeps along the x, y, and z diretions. To redue operator splitting error,
the order of the sweeps is permuted. For more details, see Li et al. (2008).
In isothermal mode, the same method is used, but the energy terms in V and F are removed,
and only the isothermal HLLD an be used.
2.7. Constrained Transport and the Divergene of B
One of the biggest hallenges for an MHD ode is to maintain the divergene free onstraint
on the magneti eld (∇ ·B = 0). Brakbill & Barnes (1980) found that non-zero divergene an
grow exponentially during the omputation and ause the Lorentz fore to be non-orthogonal to the
magneti eld. There are three major ways to assure the divergene remains zero. The rst is a
divergene-leaning (or Hodge Projetion) approah by Brakbill & Barnes (1980), whih solves an
extra Poisson's equation to reover ∇ ·B = 0 at eah time step. But Balsara & Kim (2004) found
that non-loality of the Poisson solver introdues substantial spurious small sale strutures in the
solution. Additionally, solving Poisson's equation on an AMR mesh is omputationally expensive.
The seond method involves extending the MHD equations to inlude a divergene wave, as done
by Powell et al. (1999), Dedner et al. (2002), whih then advets the divergene out of the domain.
As most of our solutions are done on periodi domains, this is also an undesirable solution. The
third method, and the one we have employed in Enzo, is the onstrained transport (CT) method of
Evans & Hawley (1988). This method enters the magneti eld on the faes of the omputational
ells and the eletri eld on the edges. One the eletri eld is omputed (more on this later) it's
url is taken to update the magneti eld. This ensures ∇ · B = 0 for all time, provided it's true
initially.
Bˆn+1
f,x,i− 1
2
,j,k
= Bˆn
x,i− 1
2
,j,k
−∆t( 1
∆y
(Eˆz,i− 1
2
,j+ 1
2
,k − Eˆz,i− 1
2
,j− 1
2
,k)+ (28)
1
∆z
(Eˆy,i− 1
2
,j,k+ 1
2
− Eˆy,i− 1
2
,j,k− 1
2
))
Plugging equation B12 into the divergene operator 16 to nd ∇·Bn+1f , one nds all terms are
eliminated exept the initial divergene ∇ ·Bnf .
The CT algorithm of Evans & Hawley (1988) was extended to work with nite volume methods
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by Balsara & Spier (1999). This method uses the fat that the MHD Flux has the eletromotive
fore as two of its omponents (see the 5th and 6th omponents of eqn. 25), so using these omponents
then inorporates all the higher order and shok apturing properties of the Godunov solver into the
evolution of the eletri eld. These omponents, whih are entered at the fae the omputational
ell, are then averaged to obtain an eletri eld at the edges of the ell. This was the rst CT
method applied to Enzo, so unless otherwise noted, the simulations presented here were done with
this method. The reader is enouraged to read Balsara & Spier (1999) for the full details.
Gardiner & Stone (2005) extended this idea to inlude higher order spatial averaging, whih
eliminates a number of numerial artifats present in Balsara & Spier (1999) and inreases the
auray of the method. This method uses the uxes from the Riemann solver, plus additional
information from the data in the ell to onstrut a linear interpolation from the ell fae to the ell
edge. The reader is enouraged to see that paper for the details.
After the url is taken and the fae entered eld Bf is updated, it is then averaged to obtain
Bc, via equation 17.
2.8. Right Hand Side: Gravitational Aeleration
In osmologial simulations, Enzo traks the proper peuliar gravitational potential.
∇2Φ = 4πG
a
(ρb + ρd − ρ0) (29)
where ρb and ρd are baryoni and dark matter omoving density respetively, and ρ0 is the omoving
bakground density. For non-osmologial simulations, the dark matter and bakground density are
ignored.
The gravitational potential Φ is solved in Enzo using a ombination of methods. First, the
root grid potential (whih overs the entire omputational domain) is solved for using a fast Fourier
transform. Then the subgrids (whih hopefully do not over the omputational domain) are solved
using a multigrid relaxation tehnique. This resulting potential Φ is then dierened to obtain the
aeleration g = ∇Φ. Speially,
gi =
1
2
(Φi+1 − Φi−1) (30)
As mentioned before, the uxes are omputed at the half time point t + 1/2∆t. In order to
keep the veloity and onsistent with this time entering, they are rst advaned by a half time
step:
v = v +
∆t
2
g (31)
After the uxes are dierened to obtain the new state vn+1x , these states are then updated
with the aelerations. For the veloity update, a density eld entered in time is used. We follow
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the same formulation used by Colella & Woodward (1984)
vx
n+1 = v′n+1x +∆t
1
2(ρ
n+1 + ρn)Ax
ρn+1
(32)
En+1 = E′n+1 − 1
2
ρn+1(vx
′n+1)2 +
1
2
ρn+1(vx
n+1)2 (33)
2.9. Right Hand Side: Expansion Soure Terms
The osmologial expansion soure terms are treated in muh the same way as the gravitational
soure terms. First, a half time step is added to the values before the ux is omputed.
v′n =vn − 1
2
∆t
a˙
a
ρn (34)
p′n =pn − 1
2
∆t
a˙
a
3(γ − 1)pn (35)
B′nc =B
n
c −
1
2
∆t
a˙
2a
Bnc (36)
The quantities v′n, p′n and B′n are then used in the rest of the solver desribed in setion 2.6.
After the uxes are dierened, the soure terms are then added to the uid quantities in full. This
is done in a semi-impliit manner, by averaging the quantities to be updated in time. For instane,
the expansion ontribution to the magneti eld is
∂B
∂t
= − a˙
2a
B (37)
whih is disretized
Bn+1
exp
−Bn+1 = − a˙
2a
(
Bn+1
exp
+Bn+1)
2
) (38)
and solving for Bn+1
exp
we have
x =
a˙
4a
(39)
Bn+1
exp
=
(1− x)
(1 + x)
Bn+1 (40)
Pressure and veloity are updated in a similar manner. See appendix C for the full update.
2.10. Dual Energy Formalism
Hypersoni ows are quite ommon in osmologial simulations. Due to the extremely large
gravitational fores, the ratio of kineti energy Ekinetic to gas internal energy Einternal an be as
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high as 108. This leads to problems when omputing the internal energy in this type of ow, as
the universe does math with innite auray, but omputers do not. Higher order Godunov ode
typially trak only the total energy (equation 5). Thus nding the internal energy from the total
energy traked by the software,
Einternal = Etotal −Ekinetic − Emagnetic
involves the small dierene of two (or three) large numbers, whih auses problems when the small
number (Einternal) is near the roundo noise of the original numbers (Etotal and Ekinetic+Emagnetic).
To overome this, we have implemented two algorithms that solve an additional equation to
trak the small numbers; the modied entropy equation given in Ryu et al. (1993) and the internal
energy equation given in Bryan et al. (1995). These two equations are:
∂S
∂t
+
1
a
∇ · (Sv) = −3(γ − 1)a˙
a
S (41)
∂ρe
∂t
+
1
a
∇ · (ρev) = −3(γ − 1)a˙
a
ρe+
p
a
∇ · v (42)
where S ≡ p/ργ−1 is the omoving modied entropy and e is the internal energy. The modied
entropy equation is valid only outside the shoks where the entropy is onserved. Use of either (not
both) of these equations is at the disretion of the simulator.
Through the ourse of the simulation, the ratio of internal energy to total energy is monitored.
When this ratio is less than some preset value η, one of the modied equations is used. As in
Li et al. (2008), we use η = 0.008. They note that reduing this parameter will ause a derease
in the volume lled by low temperature gas, as most of the gas aeted by the swith is old, high
veloity gas. The optimal hoie for this parameter is still an open question for the general situation.
Li et al. (2008) ompared this two approahes and found almost idential results.
2.11. Adaptive Mesh Renement
Strutured AMR, initially devised by Berger & Colella (1989), is a tehnique for inreasing res-
olution of a simulation in parts of a simulation that require higher resolution for inreased auray
or suppression of numerial artifats, while onserving memory and CPU yles in areas that don't.
Renement riteria will not be desribed here, as they vary from simulation to simulation. AMR
has four basi neessary parts:
1. Path Solver This is the algorithm that atually solves the nite volume PDEs in question, as
desribed by setions 2.6 - 2.10. The approximations used for the path solver are onservative
in a nite volume sense, and the rest of the hoies are made to preserve that onservation.
2. Renement Operator This is the routine that reates ne resolution elements from oarse
ones. In Enzo, we use onservative, volume weighted interpolation for the uid quantities
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ρ,E,~v. For the magneti elds, we use the method desribed by Balsara (2001), with some
slight modiations in implementation. This method onstruts a quadrati divergene free
polynomial, and area-weighted averages are used for the ne grid quantities. This is desribed
in more detail in appendix A.
3. Projetion Operator This is the routine that projets the ne grid data bak to the parent
oarse grid. For Enzo, the parent grid is simply replaed by a volume-weighted average of the
ne ells. For the fae entered magneti eld, this is an area weighted average, though in
pratie we don't expliitly average the magneti eld, as disussed in below and in appendix
A.1
4. Corretion Operator One the projetion operator replaes the solution on the oarse grids,
the evolution on the oarse grids is no longer onsistent with the underlying equations in the
manner they were disretized. That is to say, the total hange of any onserved quantity inside
the region is no longer equal to the ux aross its surfae. For the Enzo hydro elds, this is
orreted with the ux orretion mehanism. More details on this and the modiations in
EnzoMHD see appendix B
EnzoMHD does all of these steps for the uid quantities, but for the magneti eld it slightly
alters this proedure. In order to overome a shortoming in the original data strutures used in
Enzo, we ombined the projetion and orretion operations for the magneti elds in one step.
The net eet of the orretion operator is to ensure that all zones are updated by nest resolution
uxes available, even if they were updated by oarse data initially. For the magneti eld update,
we don't projet the atual magneti eld that is of interest, but rather the eletri eld (eetively
the 'ux' for Bf ), then take the url of the newly projeted eletri eld. Thus the oarse magneti
data o-loated with the ne grids get updated with the ne data, and the bounding zones don't
need orretion at all.
More detail on this proess an be found in appendies A and B
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Processor 1 Processor 2
ghost zone
Distributed hierarchy Grid zones
real grid
ghost grid
real zone
Fig. 1. A shemati of a parallel AMR hierarhy on two proessors (left) and a grid path with
ghost zones (right). Image ourtesy James Bordner, initially appeard in (Norman et al. 2007)
Grid1
Grid2
Fig. 2. Data redundany of the fae entered magneti elds: the fae entered eld denoted by
the stars are updated by both grid 1 and grid 2. Enough ghost zones are exhanged to ensure that
the entire stenil for the update of these elds is the same in both data strutures.
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Fig. 3. A depition of the timestep strategy in Enzo
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3. Numerial Experiments
EnzoMHD has many ongurations available. Here, we test some of the possible ongurations,
to indiate the quality of solution possible with EnzoMHD.
3.1. MHD Tests without AMR
We rst test our ode in unigrid (xed resolution) mode, in order to ensure onsisteny of the
path solver with the algorithm desribed in Li et al. (2008). We do two one dimensional osmology
tests (Caustis and Zel'dovih Panake), two one dimensional non-osmologial tests (Brio and Wu
and the Kim Isothermal), one 2d non-osmologial test (Orszag Tang) and one 3d osmologial test.
3.1.1. Brio and Wu shok tube
The shok tube dened by Brio & Wu (1988) is a standard test of any MHD solver, as it
displays a number of the important MHD waves, inluding a ompound wave. Compound waves
are not a property of pure hydrodynamis, beause the system is onvex. However, due do the more
omplex nature of the MHD equations, ertain initial onditions an ause ows in whih at one
point the shok speed in a given family is higher than the wave speed for that family, ausing a
shok, but lower in the post shok region, ausing a rarefation immediately following the shok.
This an be seen in gure 4. The problem was run with 800 zones to a time t = 0.2, using the
HLLD solver in Enzo. This shok tube shows, from left to right, a fast rarefation, slow ompound
(shok+rarefation), ontat, slow shok, and fast rarefation. It an be seen that this solver
aptures this shok tube problem quite well.
3.1.2. Isothermal Tests
One of the primary appliation areas of EnzoMHD will be in simulating turbulene and star
formation in old moleular louds. Due to the fast ooling time of these environments, an isothermal
equation of state is a good approximation a large portion of these proesses. In simulations done
by Kritsuk et al. (2007) using Enzo and other works by the same authors an isothermal equation of
state is approximated by using an adiabati solver and setting γ = 1.001.
To test if this approximation is appropriate for this ode, we ran the isothermal shok tube of
Kim et al. (1999). One an see from gure 5 that this approah works well, as shok jumps and
positions are all orret, and features are reasonably sharp. This test was run with 256 zones to a
time of 0.1.
However, in turbulent simulations with gravitational ollapse, the measured value of the sound
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Fig. 4. The shok tube of Brio & Wu (1988), showing from left to right a fast rarefation, slow
ompound (shok+rarefation), ontat, slow shok, and fast rarefation. T=0.08, and 800 zones
were used.
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speed,
√
p/ρ, is initially uniform, but after a few hundred timesteps an vary by as muh as 1000,
whih is far from isothermal. It is believed that the dierene between this ode and what has been
done in the past with Enzo stems from the Riemann solver. The HLL family of Riemann solvers
assumes a partiular wave struture in omputing the interfae ux. This wave struture, for HLLC
and HLLD, ontains a ontat disontinuity whih is not present in the isothermal Riemann fan,
and does not redue appropriately in the γ → 1 limit. To ombat this, we installed the Isothermal
variant of HLLD by Mignone (2007). The results of this ode on the Kim test are nearly idential
to that in gure 5 and not reprodued here. The problem seen are, of ourse, eliminated as the
sound speed is set as an input parameter.
3.1.3. One-dimension MHD Caustis
This test is taken from Li et al. (2008), whih initially derived from a pure hydro version from
Ryu et al. (1993). This problem is used to test the ability of the ode to apture shoks and to
deal with hypersoni ows. Initially, vx = −pi2 sin(2πx), ρ = 1 and p = 10−10. Caustis are formed
beause of the ompression by the veloity eld. The Mah number of the initial peak veloity is
1.2× 104. The pressure an easily beome negative for suh high Mah number ow.
We performed the test with same magneti eld settings as in Li et al. (2008). The magneti
eld in the x and z diretions are always zero while By = 0, 0.001, 0.02 and 0.05. The alulation
was done with 1024 ells and the results at t = 3 are shown in gure 6. Our results math the
results from CosmoMHD (Li et al. 2008) quite well, as expeted.
3.1.4. The Zel'Dovih Panake
The Zel'Dovih panake is a popular test problem for odes that inlude gravity in omoving
oordinates. The problem setups are taken from Li et al. (2008). This takes plae in a purely
baryoni universe with Ω = 1 and h = 12 . The initial sale fator ai = 1 orresponds to zi = 20.
The initial veloity eld is sinusoidal with the peak value 0.65/(1 + zi), and v = 0 at the enter
of the box. The initial omoving box size is 64h−1Mpc. The shoks forms at z = 1. The initial
baryoni density and pressure are uniform with ρ = 1 and p = 6.2× 10−8. The tests were run with
1024 ells, both with and without magneti elds. Our results are almost idential to the results
from CosmoMHD (Li et al. 2008), as expeted. Results an be seen in gure 7.
3.1.5. Orszag-Tang
The Orszag-Tang Vortex was originally developed by Orszag & Tang (1979) to demonstrate
that small sale struture an be generated by the nonlinearities in the MHD equations. It initially
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Fig. 5. The shok tube of Kim et al. (1999), run with 256 zones to t=0.1.
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Fig. 6. 1-D MHD austis at t = 3. Density, gas pressure, total pressure and By are plotted. For
the small eld runs, almost no hange an be seen, while larger eld runs derease the peak of the
density onsiderably due to the inreased pressure.
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Fig. 7. The Zel'Dovih Panake problem with various values of the magneti eld, at t = 0.
Inreasing the magneti eld strength inreases the entral magneti pressure, reduing the density
and hanging the overal solution struture. Results math those of Li et al. (2008).
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starts with a single large sale rotating veloity struture and two irular magneti strutures.
From these simple large sale initial onditions, substantial small sale struture is formed. It now
serves as a standard test problem to demonstrate the auray and diusivity of MHD odes.
The initial onditions are on a 2 dimensional periodi box, 256 zones on a side. v = v0(−sin(2πy)xˆ+
sin(2πx)yˆ,B = B0(−sin(2πy)xˆ + sin(4πx)yˆ), v0 = 1, B0 = 1/
√
4π, ρ0 = 25/(36π), p0 = 5/(12π),
and γ = 5/3 whih gives a peak Mah number of 1 and peak β = p0/(B
2
0/2) = 10/3. Figure 8
shows the density at t = 0.48, from whih one an see that the solution agrees with other solutions
to the problem in the literature.
3.1.6. 3D Adiabati Universe with MHD
We have also performed the 3D adiabati CDM Universe test desribed by Li et al. (2008) both
with and without magneti elds. We also ompared the non-magnetized results with the results
run using the PPM solver (Colella & Woodward 1984). Adiabati evolution of a purely baryoni
Universe was omputed with an initial CDM power spetrum with the following parameters: Ω =
Ωb = 1, h = 0.5, n = 1 and σ8 = 1 in a omputational volume with side length L = 64h
−1Mpc.
The transfer funtion from Bardeen et al. (1986) was used to alulate the power spetrum of the
initial density utuations. Evolution was done from z = 30 to z = 0. We used 2563 ells for eah
simulation. The omparisons are made at the nal epoh, z = 0. Though this test is idential to
that of Li et al. (2008), our results an't ompared with theirs diretly sine dierent random seeds
were used for the realization of the initial density and veloity.
Figure 9 shows a omparison of the mass-weighted temperature distribution, gure 10 is a
omparison of the volume-weighted density distribution. The disrepanies between PPM and
MHD solvers are small, indiating the two odes perform roughly the same. The nature of the
dierenes is expeted, sine PPM solver has third order auray while the MHD solver has seond
order auray and larger numerial diusion. This allows PPM to apture shoks in fewer zones,
whih auses the dense shoked gas to not only have a smaller volume fration, but also be hotter
and slightly less dense than in the MHD solver.
We have also done a similar run with the same initial onditions to the above, but with an initial
magneti eld, Bx = Bz = 0, By = 2.5 × 10−9 Gauss, whih is 4.32 × 10−7 in ode units. Figure
11 shows the saled divergene of the magneti elds, averaged over the entire box, as a funtion of
redshift. The saled divergene is < |h∇·B/|B|| >, where h = 1/256 is the spatial sale, and |B| is
the loal maximum magneti eld strength, is the most relevant measure of the potential numerial
eets of divergene. The divergene of the magneti elds is lose to the round-o error.
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Fig. 8. Density from the Orszag-Tang vortex, at t=0.48. Initial onditions are uniform density,
with a single rotating veloity struture and two irular magneti strutures. This generates
signiant small sale struture, whih has been used to ompare eetive resolution of dierent
MHD shemes.
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Fig. 9. Comparison of mass-weighted temperature histogram at z = 0 for the 3D purely baryoni
adiabati Universe simulation. The solid line is from the MHD ode and the dashed line is from
Enzo-PPM.
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 Universe simulation. The solid line is from the MHD ode and the dashed line is from
Enzo-PPM.
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Fig. 11. The saled divergen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elds for the 3-D simulations
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3.2. MHD Tests with AMR
To test the Adaptive Mesh Renement, we ran a sample of the tests from the previous setion
with AMR, to ensure no spurious artifats are introdued by the AMR. These are the Adiabati
Expansion test in setion 3.2.1 and the one dimensional austi and panake tests (setions 3.2.2
and 3.2.3).
3.2.1. Three-dimension MHD Adiabati Expansion
This test is taken from Bryan et al. (1995). This test uses a ompletely homogenous universe
with initial Ti = 200K and vi = 100km/s in the x-diretion at an initial redshift of zi = 20. In
the ode units, the initial density is 1.0 and initial veloity is 2.78 × 10−3 and the initial pressure
is 1.24 × 10−9. Additionally we have a uniform magneti eld Bx = By = Bz = 1 × 10−4 in ode
units, whih is 2.66 × 10−7G in gs.
The simulation used a 163 root grids with 2 levels of renement in the enter region and ran
to z = 0.
The expansion terms in eqns (1) - (4) operate like drag terms, so that in the absene of a
soure, the veloity dereases as v = via
−1
, the temperature as T = Tia
−2
and the magneti eld
should derease as a−1/2.
The temperature at z = 0 is 0.453406K, 0.024% below the analyti result of 0.453515K.
The veloity at z = 0 is 4.76176km/s, ompared to the analyti result 4.7619km/s, a 0.0029%
disrepany. The nal magneti eld strength is 6.03 × 10−10G (2.18 × 10−5 in the ode units), a
dierene of 0.0006% with respet to the analyti solution. Figure 12 shows the By as a funtion
of redshift, the solid line shows the theoretial value.
3.2.2. One-dimensional MHD Caustis with AMR
We also ran the the 1d MHD Causti test with AMR, using 256 root grid zones with 2 levels
of renement, again by a fator of 2, giving an eetive resolution is 1024 ells. Figure 13 shows
omparisons of density and gas pressure of non-AMR and AMR runs with dierent initial magneti
eld strengths, as desribed before. Figure 14 shows the omparisons of By for runs with dierent
initial values of By. In both plots, the AMR result is sampled to the nest resolution. The AMR
runs give almost idential results to the unigrid runs, while the CPU time and memory were greatly
saved in the AMR runs.
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Fig. 12. Magneti eld in the y diretion in the AMR MHD adiabati expansion test. The pluses
show the results of simulation and the solid line is the analyti result.
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Fig. 13. Comparisons of density and pressure in the MHD Causti tests, non-AMR vs AMR. The
left olumn shows density and the right olumn shows gas pressure. Initial magneti eld of eah
row from top to bottom is 0, 0.001, 0.02 and 0.05.
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Fig. 14. Comparison of By in the MHD Causti tests, non-AMR vs AMR. Initial magneti eld
of eah panel from top to bottom is 0.001, 0.02 and 0.05.
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3.2.3. Zel'Dovih Panake with AMR
We also ran the panake problem with AMR. The problem was set up with the same initial
onditions as the unigrid run, but with a root grid of 256 root ells and 2 levels of renement by 2.
We ompared these results having eetively 1024 ells to the results of our previous high resolution
whih atually had 1024 ells. Figure 15 shows omparisons of density and gas pressure between the
non-AMR and AMR runs, with dierent initial values for By. Figure 16 shows the omparisons of
By with dierent initial values. Again, the AMR omputation got very similar results, while saving
CPU and memory resoures.
3.2.4. MHD Galaxy Cluster Formations
Cluster formation (without MHD) has been studied intensively by researhers using Enzo
(Norman 2005; Bryan & Norman 1998; Loken et al. 2002; Motl et al. 2004; Hallman et al. 2006).
It is one of the most important appliations of Enzo's high dynami range. Many luster simula-
tions have been run with Enzo with a wide variety of physis (i.e. radiative ooling, star formation,
et) and we an ompare these results to similar simulations run with MHD. More information about
Enzo simulated luster an be found in Simulated Cluster Arhive at http://la.usd.edu/data/sa/.
Here, we present just one simulation to demonstrate the MHD ode.
This simulation uses a Lambda CDM osmology model with parameters h = 0.7, Ωm = 0.3,
Ωb = 0.026, ΩΛ = 0.7, σ8 = 0.928. The survey volume is 256 h
−1
Mp on a side. The simulations
were omputed from a 1283 root grid with 2 level nested stati grids in the enter where the luster
form. This gives an eetive resolution of 5123 ells (0.5 h−1 Mp per ell) and dark matter partile
mass resolution of 1.49×1010 solar masses initially in the entral region. Adaptive mesh renement
is allowed only in the region where the galaxy luster forms, with a total of 8 levels of renement
beyond the root grid, for a maximum spatial resolution of 7.8125 h−1kpc. While the baryons are
resolved at higher and higher spatial and mass resolution at higher levels, the dark matter partiles
maintain onstant mass so as not to add any additional noise. The simulations are evolved from
z = 30 to z = 0, and all results are shown at the redshift z = 0. We onentrate our study on a
luster of M = 1.2× 1015M⊙.
In order to isolate the eets of the numerial approximation from the eets of MHD, we rst
run the simulations adiabatially without additional physis and the magneti eld set to zero, and
ompare to a PPM run with idential parameters. In table 1, we list the basi parameters for the
lusters formed in eah solver. The viral radius, Rvir is alulated for an over density
δρ
ρ of 200.
Mvir, Mdm and Mgas are the total mass, mass of the dark matter and mass of the baryon inside
the virial radius, respetively. Tvir is the average of the temperature of the ICM inside the virial
radius. Evidently, there is very little dierene between the results from the two solvers.
Figures 17-19 show the images of the logarithmi projetions of the dark matter density, gas
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Fig. 15. Comparisons of density and pressure in non-AMR and AMR runs of the Panake test.
The left olumn shows density and the right olumn shows gas pressure. Initial magneti eld of
eah row from top to bottom is 0, 1.3e-6G, 2e-5G and 1e-4G.
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omponent in non-AMR and AMR runs of the Panake test.
Initial magneti eld of eah panel from top to bottom is 1.3e-6, 2e-5 and 1e-4G.
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density, and X-ray weighted temperature, respetively, at z = 0. Both PPM and MHD solvers show
very similar images in all three quantities, diering only slightly in the small sale details.
Figure 20-22 show the radial proles of dark matter density, gas density, and x-ray weighted
temperature. The proles math quite well in all three quantities, with only minor dierenes.
There is a slight deviation in the radial proles of dark matter density near the enter of the luster,
but this is near the resolution limit of the simulation, so not a trustworthy data point. In the density
prole, it an be seen that the MHD solver gives a slightly higher average density. The temperature
agreement is good enough to not worry about.
We have also run the simulations with non-zero initial magneti eld. A uniform initial magneti
eld of 9.72753× 10−10G (1× 10−7 in ode units) in the y diretion was added to the system at the
start of simulation at z = 30. Sine Dolag et al. (1999) has shown that the initial magneti elds
strutures are not important to the nal magneti elds strutures in their MHD SPH simulations,
no other initial magneti elds onguration will be used in this paper. Figure 23 shows 4 projetions
of the luster enter: gas density, temperature, magneti energy, and syntheti Faraday rotation
measurement RM = e
3
2pim2c4
∫ d
0 neBds. We an see that the gas density and temperature images
are almost idential to the MHD run with zero magneti elds. As expeted, the magneti energy
is onentrated in the luster ore. The maximum magneti elds is 1.0630270 × 10−8G. The RM
is about 2-3 radm−2 at the luster ore. Figure 24 shows omparison of the radial proles of the
simulations with and without initial magneti elds, while gure 25 depits the volume weighted
averaged radial proles of the magneti eld strength and plasma β. Sine β is quite large, these
small magneti elds ats as a passive traer of the plasma and has little eets on dark matter and
gas dynamis.
To further test our ode, we also ran a simulation with a relatively large initial magneti elds.
We also inluded radiative ooling, star formation, and stellar feedbak. The radiative ooling
models X-ray line and bremsstrahlung emission in a 0.3 solar metalliity plasma. The star formation
model turns old gas into ollisionless star partiles at a rate ˙ρSF = ηSF
ρb
max(τcool,τdyn)
, where ηSF
is the star formation eieny fator 0.1, and τcool and τdyn are the loal ooling time and free
fall time, respetively. Stellar feedbak returns a fration of stars' rest energy as thermal energy at
a rate ΓSF = ηSN ρ˙SF c
2
to the gas. We did two runs, one without initial magneti elds and the
Table 1: Cluster Properties
Parameter Hydro PPM MHD
Rvir(Mpc) 2.22946 2.22674
Mvir(M⊙) 1.26462e+15 1.25999e+15
Mdm(M⊙) 1.09746e+15 1.09683e+15
Mgas(M⊙) 1.67158e+14 1.6316e+14
Tvir(K) 8.68422e+07 8.66301e+07
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Fig. 17. Logarithmi projeted dark matter density at z = 0. The images over the inner 4
Mp/h of luster enters. The left panel shows the result from the PPM solver and the right panel
shows the result from the MHD solver. The olor bar is in M⊙ Mpc
−3
.
Fig. 18. Logarithmi projeted gas density at z = 0. The images over the inner 4 Mp/h of
luster enters. The left panel shows result from PPM solver and the right panel shows result from
MHD solver. The olor bar is in M⊙ Mpc
−3
.
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Fig. 19. Logarithmi projeted X-ray weighted temperature at z = 0. The images over the inner
4 Mp/h of luster enters. The left panel shows result from PPM solver and the right panel shows
result from MHD solver. The unit is Kelvin.
Fig. 20. Spherially averaged dark matter density radial prole at z = 0 from MHD solver and
PPM solver.
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Fig. 21. Spherially averaged gas density radial proles at z = 0 from MHD solver and PPM
solver.
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Fig. 22. Spherially averaged temperature radial proles at z = 0 from MHD solver and PPM
solver..
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Fig. 23. Images of gas density (M⊙ Mpc
−3
), temperature (K), magneti energy density (erg
cm−2) and rotation measure (rad m−2) of the galaxy luster simulation with an initial magneti
eld By = 9.72753 × 10−10G. Projetions are of the inner 4Mp/h of luster enter at z = 0.
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Fig. 24. Speially averaged radial proles of dark matter density, baryon density and temperature
of MHD simulations with zero and By = 9.72753 × 10−10G initial magneti elds.
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ally averaged radial proles of magneti eld strength and plasma β of MHD
simulation with By = 9.72753 × 1010G initial magneti elds.
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other is with a large initial magneti elds of By = 1.0×10−4 in ode units (9.72753×10−7Gauss.)
Figure 26 shows the radial proles of gas density and temperature of both runs and the magneti
eld strength and the plasma β of the run with magneti elds.
The magneti elds reahed 20 µ G in the ore region, a few times larger than the observations
(Carilli & Taylor 2002). In the enter where β reahes a minimum, the kineti energy is a few
perent of the thermal energy, as expeted from Iapihino & Niemeyer (2008). The magneti eld
has beome dynamially important in the luster enter. The eet is not signiant in the density,
as seen in the upper right plot in gure 26, but denitely notiable in the temperature eld, as
some of the thermal pressure that was balaning the ollapse is replaed by magneti pressure. In
this way, magneti elds may help to ool luster ores, giving a better math to observations.
Detailed analysis of the magneti eld struture and their inuene on the luster will be presented
in forthoming paper.
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Fig. 26. Radial proles of MHD simulations with zero and By = 9.72753×10−7G initial magneti
elds with radiative ooling, star formation and stellar feedbak.
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4. Conlusion
In this work, we have presented the implementation of MHD in the AMR osmology ode Enzo
in order to serve as a single omplete referene doument for future simulations done with EnzoMHD,
and a referene for future users of the ode. EnzoMHD is apable of multi-resolution osmologi-
al and non-osmologial astrophysial simulations using ideal MHD. Enzo uses blok strutured
AMR, whih solves they hydrodynami (and now magnetohydrodynami) PDEs on xed resolution
pathes, and ommuniates the nest resolution information between oarse and ne pathes in way
that is onservative in the volume-averaged quantities. This entails 4 basi omponents: the PDE
path solver, reation of ne grids (interpolation), ommuniation of ne data bak to oarse data
(projetion) and orretion of the interfae between oarse and ne grids (ux orretion). MHD
has the additional onstraint that the divergene of the magneti eld, ∇ · B, must be zero at all
times, whih requires additional mahinery to advane the PDEs (Constrained Transport) and some
modiations to the projetion and ux orretion steps. In addition to multi-resolution hydrody-
namis, EnzoMHD inludes the eets of gravitational aeleration and osmologial expansion,
and a modiation to the base PDE solver to aount for ows with large disparity between kineti
and thermal energies (dual energy formalism). In EnzoMHD, we used we use the PDE solver of
Li et al. (2008) to solve the ideal MHD equations (setion 2.6) for the path solver, whih is seond
order aurate in both time and spae. We use a slightly modied version of the AMR algorithm
proedure of Balsara (2001) to reate interpolate ne grids and projet the more aurate ne grid
data to the heaper oarse grid data (setion 2.11 and appendix A). We have used the CT methods
of Balsara & Spier (1999) and Gardiner & Stone (2005) to advane the indution equation while
maintaining the onstraint ∇·B = 0(setion 2.7. We have operator split the gravitational (2.8) and
osmologial expansion (2.9) terms; and inluded the dual energy tehniques of Ryu et al. (1993)
and Bryan et al. (1995).
In setion 3, we present the results of a broad array of tests to demonstrate the auray of the
hosen methods. These inlude the shok tube of Brio and Wu 3.1.1, the isothermal shok of Kim
3.1.2, on dimensional MHD Caustis 3.1.3, the famous Zel'Dovih Panake 3.1.4, the Vortex problem
of Orzag-Tang 3.1.5, an adiabati expanding universe 3.1.6. Some of these were additionally run
with AMR, and the results ompared to the unigrid ase. The results of these overall agree with
both what's been present in the literature before and omparisons with our existing PPM solver. As
an example of the apability and appliation area of this ode, we present some preliminary results
from a alulation of galaxy luster formation with magneti elds in setion 3.2.4
Currently underway are simulations involving protostellar ore formation, MHD Turbulene,
and galaxy luster formation and evolution with magneti elds. Work has begun to inlude osmi
ray aeleration, sink partiles for star formation, and ambipolar diusion into the ode.
This work has been supported in part by NSF grants AST-0708960 AST-0808184, AST-0807768
and by NASA grant NNX08AH26G. Additional support was supported by IGPP at Los Alamos
National Laboratory. Simulations desribed in this paper were performed at the San Diego Super
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Computing Center with omputing time provided by NRAC alloation MCA98N0202 and LANL
Institutional HPC lusters
5. Appendix
A. AMR MHD Reonstrution
A.1. MHD Reonstrution
For ompleteness, we will briey outline the AMR reonstrution used in EnzoMHD. The reader
is enouraged to see the details in the original paper by Balsara (2001).
In this appendix, we have dropped the subsript f from the fae entered elds, as the fae
entered eld is the only one in question.
Balsara's reonstrution method for the magneti eld is a 3 dimensional, quadrati reon-
strution of all 3 vetor elds simultaneously. If we let b be the polynomial t to the disrete fae
entered eld eld B, the general reonstrution is
bx(x, y, z) = a0 + axx+ ayy + azz + axxx
2 + axyxy + axzxz (A1)
by(x, y, z) = b0 + bxx+ byy + bzz + bxyxy + byyy
2 + byzyz (A2)
bz(x, y, z) = c0 + cxx+ cyy + czz + cxzxz + cyzyz + czzz
2
(A3)
The oeients are found by the following onstraints:
1. The analyti reonstrution should be divergene free.
2. At the faes of the parent ell, the reonstrution should redue to a bilinear reonstrution,
where the slopes are monotonized with the minmod slope limiter. For instane,
bx(x =
∆x
2
, y) = Bx,i+ 1
2
,j,k +
∆yBx,i+ 1
2
∆y
y +
∆zBx,i+ 1
2
∆z
z (A4)
where
∆yBx,i+ 1
2
= minmod(Bx,i+ 1
2
,j+1 −Bx,i+ 1
2
,j, Bx,i+ 1
2
,j −Bx,i+ 1
2
,j−1) (A5)
minmod(x, y) =


x, |x| < |y| and xy > 0
y, |y| < |x| and xy > 0
0, xy < 0
(A6)
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The minmod slope is used in order to minimize osillations. Area weighted averages over these
polynomials are then used to assign the ne grid values.
Often, a ne grid path will enroah on unrened territory. This results in the renement
of oarse zones that a.) share a fae with ne grids but b.) don't have orresponding ne grids
of their own. Balsara refers to this as Prolongation of the ne grid. To avoid generating any
divergene at the boundary of the fae, the interpolation polynomials need to math the old ne
data. The interpolation equations above (eqns A1 - A3) do not have enough degrees of freedom to
aommodate that many data points. In this ase, Balsara desribes a new polynomial that DOES
have enough degrees of freedom, by adding 3rd order ross terms to equations A1 - A3:
bx(x, y, z) =a0 + axx+ ayy + azz + axxx
2 + axyxy + axzxz
+ ayzyz + axyzxyz + axxzx
2z + axxyx
2y (A7)
by(x, y, z) =b0 + bxx+ byy + bzz + bxyxy + byyy
2 + byzyz
+ bxzxz + byyzy
2z + bxyzxyz + bxyyxy
2
(A8)
bz(x, y, z) =c0 + cxx+ cyy + czz + cxzxz + cyzyz + czzz
2
+ cxyxy + cyzzyz
2 ++cxzzxz
2 + cxyzxyz (A9)
The yet undetermined oeients are found by mathing the polynomial to a bilinear t on
the fae:
b(x =
∆x
2
, y, z) = Bx,i+ 1
2
,j,k +
∆yBx,i+ 1
2
∆y
y +
∆zBx,i+ 1
2
∆z
z +
∆yzBx,i+ 1
2
∆y∆z
yzp (A10)
and now the nite dierenes are taken from the nest grid:
∆yzBx,i+ 1
2
= 4((Bx,i+ 1
2
,j+ 1
2
,k+ 1
2
−Bx,i+ 1
2
,j− 1
2
,k+ 1
2
)−
(Bx,i+ 1
2
,j+ 1
2
,k− 1
2
−Bx,i+ 1
2
,j− 1
2
,k− 1
2
)) (A11)
∆yBx,i+ 1
2
= ((Bx,i+ 1
2
,j+ 1
2
,k+ 1
2
−Bx,i+ 1
2
,j− 1
2
,k+ 1
2
)+
(Bx,i+ 1
2
,j+ 1
2
,k− 1
2
−Bx,i+ 1
2
,j− 1
2
,k− 1
2
)) (A12)
where B is the eld on the ne grid. Note that sine this is now a entered dierene, the minmod
slope limiter is not used.
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A.2. Implementation in Enzo
In order to avoid ompliated book keeping routines to determine whih ells are being pro-
longed into, and from whih diretion, we formulate only one interpolation polynomial, given by
equations A7-A9. The neessary nite dierenes for a given renement region are taken from the
nest data available, as in equations A11 and A12. The last four terms in eah reonstrution
polynomial are there exlusively to ensure onsisteny of Old Fine Grid Data, so for faes that have
no Fine Data before the reonstrution, these are set to zero. Sine the reonstrution polynomial
exatly mathes the old ne grid data, this also eliminates the need to opy the old ne grid data
to the newly rened path.
B. Flux Corretion
At any given time in an AMR simulation, there are points in spae that are desribed by
more than one data struture. In a nite volume hydro alulation, with ell entered data elds,
this ours at the boundary between oarse and ne grids in the Flux elds,
~F . In an AMR MHD
alulation, with fae entered magneti elds, this ours at the same boundary, in the fae entered
magneti eld, and the edge entered eletri eld. Ensuring onsisteny between data is vital for
the onservation of quantities like mass, energy, momentum, and ∇·B. Flux Corretion is essential
for this onsisteny.
B.1. Conservation Form
It is useful to briey desribe the basi formulation of the methods used in Enzo and EnzoMHD
before moving on to the ux orretion mehanism.
Any onservative system, suh as ideal MHD, an be written in a dierential form as
∂V
∂t
+∇ · F = 0 (B1)
where V and F are suitably dened, in our ase by 24 and 25. Here we ignore any soure terms.
In nite volume methods, we store average quantities of V and F , and re-write the onservation
law in Conservation Form, using the Fundamental Theorem and Stokes Theorem. Starting with
eqn B1, and integrating, we get:
∫ t+∆t
t
∫
V
∂V
∂t
dV dt = −
∫ t+∆t
t
∫
A
F · dAdt (B2)
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where the volume V is taken from the point (x, y, z) to (x+∆x, y +∆y, z +∆z). Now let
Vˆ n =
1
∆V
∫
V
V (x, y, z, tn)dV (B3)
F˜x,I+ 1
2
,J,K =
1
∆y∆x
∫
∆y,∆z
F (x = I +
1
2
, y, z) · xˆdydz (B4)
where xˆ is the unit vetor in the x diretion. Similar denitions apply F˜y and F˜z , and
Fˆx =
1
∆t
∫
∆t
F˜xdt (B5)
The averaging here was taken expliitly in two steps to emphasize that ∆x,∆y and ∆z are possibly
funtions of t, as the are in osmologial hydrodynamis. Putting this all together, we get the
equations in their nal analytial form before disretization (also the last form we'll be using here)
Vˆ n+1I,J,K = Vˆ
n
I,J,K −∆t(
1
∆x
(Fˆx,I+ 1
2
,J,K − Fˆx,I− 1
2
,J,K)+
1
∆y
(Fˆy,I,J+ 1
2
,K − Fˆy,I,J− 1
2
,K)+ (B6)
1
∆z
(Fˆz,I,J,K+ 1
2
− Fˆz,I,J,K− 1
2
))
Note that equation B6 is an exat equation, sine only averages and the fundamental theorem of
alulus have been used up to this point. The trik in nite volume methods suh as our MHD is
nding appropriate approximations to Fˆ that are both aurate and stable.
B.2. Conservation Form and AMR: Enter Flux Corretion.
As mentioned at the beginning of the setion, an AMR simulation has multiple data strutures
representing a single point in spae. In entirely ell entered odes suh as PPM, the only suh
instane is at the surfae of a ne grid boundary, where both the ne grid and oarse grid represent
the ux at that point. Moreover, after the ne grid eld is projeted into the oarse, there's a
mismath on the oarse grid itself as to the value of the ux at the surfae. The value of that
disrepany an be easily found. After the projetion, a oarse grid at a point (I, J) has the value
(restriting to 2d, for larity)
Vˆ n+1I,J =
∑
i=I± 1
4
j=J± 1
4
qˆn+1i,j (B7)
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where lower ase quantities denote the value of the ne grid data. Expanding the time update for
qˆn+1 in spae and time, we nd that
Vˆ n+1I,J =
∑
i=I± 1
4
j=J± 1
4
qˆni,j−(
n+1∑
m=n
∑
x,j=J± 1
4
∆tm
∆V m
fˆm
I+ 1
2
,j
+ −
n+1∑
m=n
∑
x,j=J± 1
4
∆tm
∆V m
fˆm
I− 1
2
,j
) (B8)
−(y and z terms)
By onstrution of the interpolation polynomial (and projetion at the last timesteps) the rst term
is just equal to Vˆ nI,J , whih means that, by equation B6 VˆI,J eetively sees, at the point I +
1
2 ,
∆t
∆V
Fˆx =
n+1∑
m=n
∑
x,j=J± 1
4
∆tm
∆V m
fˆm
I+ 1
2
,j
:=< fx > (B9)
However, for the ell (I − 1, J), whih has no orresponding ne grid ux, FˆI+ 1
2
ome from the
disretization method on the oarse grid. There is absolutely no reason for the two to math, so we
have a disrepany in the desriptions of the data. This an be solved by simply replaing the less
rened data that VˆI+1,J used with the more rened average, given by equation B9:
VˆI+1,J,fc = VˆI+1,J +
∆t
∆V
Fˆx,I+ 1
2
,J −
∑
m
∑
j
∆tm
∆V m
fˆm
x,I+ 1
2
,j
(B10)
Now every plae Fˆx,I,J show up in our method, the exat same approximation is used.
B.3. Flux Corretion and MHD
A similar formalism to that desribed in B.1 is used for to advane the magneti elds in
EnzoMHD, but instead of using volume averages, we use area averages. The magneti evolution is
given by the indution equation:
∂ ~B
∂t
= −∇× ~E (B11)
When disretized, equation B11 yields the equation
Bˆn+1
x,I+ 1
2
,J
= Bˆn
x,I+ 1
2
,J
− ∆t
∆y∆z
(∆z(Eˆz,I+ 1
2
,J+ 1
2
,K − Eˆz,I+ 1
2
,J− 1
2
,K)+ (B12)
∆y(Eˆy,I+ 1
2
,J,K+ 1
2
− Eˆy,I+ 1
2
,J,K− 1
2
))
where
Bˆn
x,I+ 1
2
,J,K
=
1
∆y∆z
∫
A
~B(x = I +
1
2
, y, z, tn) · xˆdydz (B13)
Eˆn =
1
∆t
∫ t+∆t
t
1
∆x
∫
x
~E · dldt (B14)
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whih is also exat, and the main problem is nding a suitable approximation for Eˆ.
Again, after the area-weighted projetion of the ne grid eld bˆx into the oarse grid Bˆx, there's
a disrepany between the eletri eld at a rened point on the surfae of a rened grid, as it's
seen by both grids that have subgrids and grids that don't. In Balsara (2001), he suggests a similar
ux orretion mehanism to that of the standard hydro, desribed in B.2. However, due to an
issue with the initial implementation of ux orretion in Enzo (whih has sine been xed) and
ease of omputational logi, we hose a dierent route. In EnzoMHD, instead of projeting ne grid
magneti elds into oarse magneti elds and then orreting zones in the oarse grid, we projet
the eletri eld and then take the url of the entire oarse grid. Thus, all oarse grid magneti
elds see the most aurate data at the same time, and no a-posteriori orretion needs to be done.
Where there are no subgrids, the oarse grid sees an eletri eld that omes from the CT module
in setion 2.7, and where there are subgrids it sees
Eˆn
z,i− 1
2
,j− 1
2
,k
=
∆tn
∆t
(e
n+ 1
2
z,i− 1
2
,j− 1
2
,k− 1
4
+ e
n+ 1
2
z,i− 1
2
,j− 1
2
,k+ 1
4
)+
∆tn+
1
2
∆t
(e
n+ 3
4
z,i− 1
2
,j− 1
2
,k− 1
4
+ e
n+ 3
4
z,i− 1
2
,j− 1
2
,k+ 1
4
) (B15)
While a omplete ux orretion treatment would potentially save on memory and ops, in pratie
the extra memory is negligible ompared to the total memory and time used by the rest of Enzo, and
the extra oating point operations done here are oset by inrease ahe utilization of the data, as
the entire grid is done in a single stride one sweep instead of an essentially random aess pattern.
As desribed in setion 2.5, some of the subgrids get their boundary onditions updated from
the parent zones. Beause of this, the url of the magneti eld is atually taken twie. The rst
time is done immediately after the hyperboli update, in order to ensure that the parent zones are
up to date for the interpolation of the ghost zones of the subgrids that need it. The seond time
is after the subgrids projet their eletri eld to the parent, to ensure maximal auray of the
parent grids. This additional all takes negligible time, as the url has relatively few operations.
See appendix C for the details of this order of operations.
C. Shemati for the Cosmologial MHD Code
In this setion, we present a shemati of the MHD ode, for larity and easy referene.
Step 0. We start with onserved quantities density, total energy, and momentum (ρnBM , E
n
total ,p
n
DM ),
and primitive quantities veloity and gas pressure (vnBM , P
n
gas) for the baryoni matter; fae and
ell entered magneti elds (Bnc , B
n
f ); and Lagrangian dark matter mass, position, and veloity
(ρnDM ,x
n,vnDM ). These are all at time t
n
. Where needed, primitive quantities will be desribed
by U = (ρDM , Pgas,vDM ,B), and onserved quantities by V = (ρDM , Etotal,pDM ,B). Conversion
between the two is done as needed.
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Step 1. Solve Poisson's equation for the aeleration eld at tn+
1
2
φn ⇐=ρnBM + ρnDM (C1)
φn+1/2 =φn(1 +
∆tn
2∆tn−1
)− φn−1 ∆t
n
2∆tn−1
(C2)
g
n+1/2
i =
1
2an+1/2δxi
(φ
n+1/2
i+1 − φn+1/2i−1 ) (C3)
Step 2. Update partile positions and veloities. (Stritly speaking, this happens after the
Expansion step, but the narrative works better if it's here.)
v
n+1/2
DM = v
n
DM −
∆tn
2
a˙n+1/2
an+1/2
vnDM −
∆tn
2
gn+1/2 (C4)
xn+1DM = x
n
DM +∆t
n(v
n+1/2
i,DM /a
n+1/2) (C5)
vn+1i,DM = v
n+1/2
i,DM −−
∆tn
2
a˙n+1/2
an+1/2
v
n+1/2
i,DM −
∆tn
2
g
n+1/2
i (C6)
Step 3. Apply half of the gravitational and expansion update to the elds that require it, to
obtain the temporary state U˜ = (ρ, P˜ntotal, v˜
n
BM , B˜
n
c )
v˜nBM = v
n
BM −
∆tn
2
a˙n
an
vnBM −
∆tn
2
1
an
gn+1/2 (C7)
p˜n = pn − ∆t
n
2
2a˙n
an
pn (C8)
B˜nc = B
n
c −
δtn
4
a˙n
an
Bc (C9)
U˜ = (ρ, P˜ntotal, v˜
n
BM , B˜
n
c ) (C10)
Step 4. Compute interfae states at i± 12 , n+ 12 using linear spatial reonstrution and seond
order time integration:
U
n+ 1
2
i+ 1
2
,L
, U
n+ 1
2
i+ 1
2
,R
⇐= U˜i−1, U˜i, U˜i+1, U˜i+2 (C11)
Step 5. Compute approximation of the ux in equation 25 at the interfae i+ 12 . This is done
by solving the Riemann problem using one of the solvers mentioned in setion 2.6
Fˆ
n 1
2
i+ 1
2
= Riemann(U
n+ 1
2
i+ 1
2
,L
, U
n+ 1
2
i+ 1
2
,R
) (C12)
Step 6. Update the onserved quantities with the new uxes:
(V n+1i )MHD = V
n
i −
∆t
∆x
[Fˆi+ 1
2
− Fˆi− 1
2
] (C13)
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Step 7. Compute Eletri eld from Fluxes
E
n+ 1
2
i+ 1
2
,j+ 1
2
⇐= Fˆi+ 1
2
(C14)
Step 9. Update magneti elds from eletri elds for the rst time.
Bn+1f = B
n
f −
∆t
a
∇× En+
1
2
i+ 1
2
,j+ 1
2
(C15)
Step 8.Gravitational step for the baryoni matter, with time entered density
(pn+1i,BM )MHD ,Grav = (p
n+1
i,BM )MHD −∆tn
(ρn + ρn+1
MHD
)
2
g
n+1/2
i (C16)
Step 9.Expansion step for the baryoni matter,
(vn+1BM )MHD,Grav,exp =
1− (∆tn/2)(a˙n+1/2/an+1/2)
1 + (∆tn/2)(a˙n+1/2/an+1/2)
(vn+1BM )MHDGrav (C17)
pn+1 =
1− (∆tn)(a˙n+1/2/an+1/2)
1 + (∆tn)(a˙n+1/2/an+1/2)
(pn+1)
MHD
(C18)
Step 10. Reurse to ner grids. Integrate ne grids from tn to tn+1
V n+1F ineGrids ⇐= V nF ineGrids (C19)
Step 11.Flux orretion step for onserved baryon eld quantities
V n+1
MHD ,Grav,exp,fc
⇐= (Fˆn+1/2), (Fˆn+1/2)F ineGrids, V n+1MHDGrav,exp (C20)
Step 12.Projet onserved baryon eld quantities and eletri eld from ne grids to oarse
grids. This is done after the ux orretion step to avoid any bookkeeping errors. The average is
taken over ∆tn and the surfae of eah FineGrid.
V n+1ParentGrid = < V
n+1
F ineGrid >t,surface (C21)
E
n+ 1
2
ParentGrid = < E
n+ 1
2
F ineGrid >t,surface (C22)
Step 13. Update magneti elds from eletri elds for the nal time.
Bn+1f = B
n
f −
∆t
a
∇× En+
1
2
ParentGrid (C23)
Step 14. Apply expansion to the Fae Centered Fields
Bn+1f,exp =
1− (∆tn/4)(a˙n+1/2/an+1/2)
1 + (∆tn/4)(a˙n+1/2/an+1/2)
(Bn+1f ) (C24)
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Step 15. Compute ell entered magneti eld from fae entered (with the expansion subsript
from step 9 dropped for larity)
Bn+1c,x,i,j,k = 0.5 ∗ (Bf,x,i+ 1
2
,j,k +Bf,x,i− 1
2
,j,k)
Bn+1c,y,i,j,k = 0.5 ∗ (Bf,y,i,j+ 1
2
,k +Bf,y,i,j− 1
2
,k) (C25)
Bn+1c,z,i,j,k = 0.5 ∗ (Bf,z,i,j,k+ 1
2
+Bf,z,i,j,k− 1
2
)
Step 16. We have now nished an update of this level. Rebuild the hierarhy from this level
down.
V n+1New FineGrids ⇐=V n+1 (C26)
Bn+1f,New F ineGrids ⇐=Bn+1f (C27)
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