Applied polyhedral compilation by Verdoolaege, Sven
January 20, 2016 1 / 46
Polyhedral Compilation and Counting
Sven Verdoolaege
Polly Labs and KU Leuven
Sven.Verdoolaege@gmail.com
January 20, 2016


























Introduction January 20, 2016 4 / 46
Polyhedral Compilation
Polyhedral Compilation
Analyzing and/or transforming loop programs using
the polyhedral model
Polyhedral Model




compact representation based on polyhedra or similar objects
⇒ integer points in unions of parametric polyhedra
⇒ Presburger sets and relations
parametric
⇒ description may depend on constant symbols
[3, 5, 6]
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Polyhedral Model
Main constituents of program representation
Instance Set
⇒ the set of all statement instances
Access Relations
⇒ the array elements accessed by a statement instance
Dependences
⇒ the statement instances that depend on a statement instance
Schedule
⇒ the relative execution order of statement instances
[10]
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Illustrative Example: Matrix Multiplication
for (int i = 0; i < M; i++)
for (int j = 0; j < N; j++) {
S1: C[i][j] = 0;
for (int k = 0; k < K; k++)
S2: C[i][j] = C[i][j] + A[i][k] * B[k][j];
}
Instance Set (set of statement instances)
{ S1[i , j ] : 0 ≤ i < M ∧ 0 ≤ j < N;
S2[i , j , k] : 0 ≤ i < M ∧ 0 ≤ j < N ∧ 0 ≤ k < K }
Access Relations (accessed array elements; W : write, R: read)
W = { S1[i , j ]→ C[i , j ]; S2[i , j , k]→ C[i , j ] }
R = { S2[i , j , k]→ C[i , j ]; S2[i , j , k]→ A[i , k]; S2[i , j , k]→ B[k, j ] }
Schedule (relative execution order)
{ S1[i , j ]→ [i , j , 0, 0]; S2[i , j , k]→ [i , j , 1, k] }
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isl and Related Libraries and Tools
LLVM imath GMP







isl: manipulates parametric affine sets and relations
barvinok: counts elements in parametric affine sets and relations
pet: extracts polyhedral model from clang AST
PPCG: Polyhedral Parallel Code Generator
iscc: interactive calculator
isa: prototype tool set including derivation of process networks and
equivalence checker





+, − +, -
· *






∃v : exists v :
∀v : not exists v : not
4, ≺, <,  <<=, <<, >>=, >>
Note: constant symbols need to be explicitly declared
[10]
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Basic Operations
Given two binary relations A and B
Union (iscc: +)
A ∪ B = { i→ j : i→ j ∈ A ∨ i→ j ∈ B }
Intersection (iscc: *)
A ∩ B = { i→ j : i→ j ∈ A ∧ i→ j ∈ B }
Difference (iscc: -)
A \ B = { i→ j : i→ j ∈ A ∧ ¬(i→ j ∈ B) }
Domain (iscc: dom)
domA = { i : ∃j : i→ j ∈ A }
W = { S1[i , j ]→ C[i , j ]; S2[i , j , k]→ C[i , j ] }
domW = { S1[i , j ]; S2[i , j , k] }
⇒ statement instances writing any array element
Range (iscc: ran)
ranA = { j : ∃i : i→ j ∈ A }
ranW = { C[i , j ] }
⇒ written array elements
[10]
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Domain/Range Restriction
Given two sets, A and B, and a binary relation C
Product relation (iscc: ->)
A→ B = { i→ j : i ∈ A ∧ j ∈ B }
Domain restriction (iscc: *)
C ∩dom A = { i→ j : i→ j ∈ C ∧ i ∈ A }
= C ∩ (A→ (ranC ))
Range restriction (iscc: ->*)
C ∩ran A = { i→ j : i→ j ∈ C ∧ j ∈ A }
= C ∩ ((domC )→ A)
[10]
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Inverse Relation, Composition and Application
Given two binary relations A and B and set S
Inverse (iscc: ^-1)
A−1 = { j→ i : i→ j ∈ R }
W = { S1[i , j ]→ C[i , j ]; S2[i , j , k]→ C[i , j ] }
W−1 = { C[i , j ]→ S1[i , j ]; C[i , j ]→ S2[i , j , k] }
⇒ statement instances writing array element
Composition (iscc: after)
B ◦ A = { i→ j : ∃k : i→ k ∈ A ∧ k→ j ∈ B }
W−1 ◦W = { S1[i , j ]→ S1[i , j ]; S1[i , j ]→ S2[i , j , k];
S2[i , j , k]→ S1[i , j ]; S2[i , j , k]→ S2[i , j , k ′] }
⇒ pairs of statement instances that write same array element
Application (iscc: ())
A(S) = { j : ∃i ∈ S : i→ j ∈ A }
W ({ S1[0, j ] }) = { C[0, j ] }
⇒ elements written by instances S1[0, j ]
[10]
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Cardinality
Cardinality of a set (iscc: card)
⇒ number of elements in the set
⇒ may depend on constant symbols
cardS = { n : n = #S }
card { A[i ] : 0 ≤ i ≤ n; B[] } = n + 2
Cardinality of a binary relation (iscc: card)
⇒ for each domain element, number of corresponding images
cardR = { i→ n : n = # (R({ i })) }
R = { A[i ]→ C[i ] : 0 ≤ i ≤ n; B[]→ C[i ] : 0 ≤ i ≤ n }
cardR = { A[i ]→ 1 : 0 ≤ i ≤ n; B[]→ n + 1 }
⇒ not a Presburger formula
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Cardinality Examples
for (i = 0; i < N; ++i)
for (j = 0; j < N - i; ++j)
a[i+j] = f(a[i+j]);
How many times is the statement executed?
card{ [i , j ] : 0 ≤ i < N ∧ 0 ≤ j < N − i }
⇒ { N+N22 : N ≥ 1 }
How many times is a given array element written?
card
({ [i , j ]→ a[i + j ] : 0 ≤ i < N ∧ 0 ≤ j < N − i }−1)
⇒ { a[a]→ 1 + a : 0 ≤ a < N }
How many array elements are written?
card (ran { [i , j ]→ a[i + j ] : 0 ≤ i < N ∧ 0 ≤ j < N − i })
⇒ {N : N ≥ 1 }
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Illustrative Example: Matrix Multiplication
for (int i = 0; i < M; i++)
for (int j = 0; j < N; j++) {
S1: C[i][j] = 0;
for (int k = 0; k < K; k++)
S2: C[i][j] = C[i][j] + A[i][k] * B[k][j];
}
Number of statement instances
card { S1[i , j ] : 0 ≤ i < M ∧ 0 ≤ j < N;
S2[i , j , k] : 0 ≤ i < M ∧ 0 ≤ j < N ∧ 0 ≤ k < K }
card [M,N,K] -> { S1[i,j] : 0 <= i < M and 0 <= j < N;
S2[i,j,k] : 0 <= i < M and 0 <= j < N and 0 <= k < K };
Number of array elements accessed by each instance
card { S1[i , j ]→ C[i , j ]; S2[i , j , k]→ C[i , j ];
S2[i , j , k]→ C[i , j ]; S2[i , j , k]→ A[i , k]; S2[i , j , k]→ B[k , j ] }
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Exercise
int f1(int m, int n, int A[const static m][n])
{
int t = 0;




void f2(int m, int n, int A[/*.*/m][n][n], int B[/*.*/m][n])
{
for (int i = 0; i < m; ++i) {
S: B[i][0] = 0;
for (int j = 0; j < n; ++j) {
if (j == i)
continue;




How many instances of S and T are executed by f2?
m>n ? m*n-n+m : m*n
How many array elements accessed by each instance?
S[i]->1;T[i,j]->1+j
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Cardinality Examples (2)
How many times is S1 executed ?
for (i = max(0,N-M); i <= N-M+3; i++)
for (j = 0; j <= N-2*i; j++)
S1;
card{ [i , j ] : 0,N −M ≤ i ≤ N −M + 3 ∧ 0 ≤ j ≤ N − 2i }
−4N + 8M − 8 if M ≤ N ≤ 2M − 6











+ 1 if 0 ≤ N ≤ M ∧ 2M ≤ N + 6
N2





+ 1 if M ≤ N ≤ 2M ≤ N + 6
N
M
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Cardinality Representation
Integer quasi affine expression bx/2c+ 3N
⇒ Presburger term
That is, a term constructed from variables, constant symbols,
integer constants, addition (+), subtraction (−) and
integer division by a constant (b·/dc)
Rational polynomial expression x2 − N/2
⇒ a term constructed from variables, constant symbols,
rational constants, addition (+), subtraction (−) and multiplication (·)
Quasi polynomial expression (bx/2c+ 3N)2 − N/2
⇒ a rational polynomial expression with variables replaced by
integer quasi affine expressions
quasi affine/polynomial expression
⇒ a list of pairs of Presburger sets and quasi affine/polynomial
expressions E = (Si , ei )i , with Si disjoint
E (j) =
{
ei (j) if j ∈ Si
⊥/0 otherwise
Note: in practice, cardinality result has no nested integer divisions
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expressions E = (Si , ei )i , with Si disjoint
E (j) =
{
ei (j) if j ∈ Si
⊥/0 otherwise
Note: in practice, cardinality result has no nested integer divisions
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Basic Operations on Piecewise Expressions




I minimum (min), maximum (max)
I multiplication by constant (·d)
I division by constant (/d)
I remainder on integer division by constant (modd)
I floor (b·c)
I ceiling (d·e)





I exponentiation by positive integer constant (·d)
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Spaces
The elements of a set are of the form
n[i0, i1, . . . , id−1], with S1[0, 1]
I n an identifier
I d ≥ 0
I ij integers
n[j→ k], with [S1[0, 1]→ S2[3]]
I n an identifier
I j, k elements
Define
Space The space Si of an element i is
n/d S1/2
(n,S(j),S(k)) (·, S1/2, S2/1)
Values The value vector V i of an element i is
(i0, i1, . . . , id−1) (0, 1)
V(j)‖V(k) (0, 1, 3)
[10]
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Lexicographic Order
Given two integer vectors, a and b, two sets, S and T , and
two binary relations, A and B
Integer vectors






 ∧ ai < bi

Sets (iscc: <<)
S ≺ T = { i→ j : i ∈ S ∧ j ∈ T ∧ Si = Sj ∧ V i ≺ Vj }
Binary relations (iscc: <<)
⇒ binary relation on domains reflecting lexicographic order of images
A ≺ B = { a→ b : ∃c,d : a→ c ∈ A ∧ b→ d ∈ B ∧
Sc = Sd ∧ Vc ≺ Vd }
[10]
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Illustrative Example: Matrix Multiplication
for (int i = 0; i < M; i++)
for (int j = 0; j < N; j++) {
S1: C[i][j] = 0;
for (int k = 0; k < K; k++)
S2: C[i][j] = C[i][j] + A[i][k] * B[k][j];
}
S := { S1[i,j] -> [i,j,0,0]; S2[i,j,k] -> [i,j,1,k] };
S << S;
{ S2[i, j, k] -> S2[i’, j’, k’] : i’ >= 1 + i;
S2[i, j, k] -> S2[i, j’, k’] : j’ >= 1 + j;
S2[i, j, k] -> S2[i, j, k’] : k’ >= 1 + k;
S1[i, j] -> S2[i’, j’, k] : i’ >= 1 + i;
S1[i, j] -> S2[i, j’, k] : j’ >= 1 + j;
S1[i, j] -> S2[i, j, k]; S2[i, j, k] -> S1[i’, j’] : i’ >= 1 + i;
S2[i, j, k] -> S1[i, j’] : j’ >= 1 + j;
S1[i, j] -> S1[i’, j’] : i’ >= 1 + i;
S1[i, j] -> S1[i, j’] : j’ >= 1 + j }
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Lexicographic Optimization
Space-local operation
I Decompose set/relation along spaces (Si/Ri )
I Apply operation on each subset
I Take union of results
Lexicographic Minimum of Sets (iscc: lexmin)
lexminSi = { x : x ∈ Si ∧ ∀y ∈ Si : Vx 4 Vy }
I = { R[]; S[i , j ] : 0 ≤ i < 2 ∧ 0 ≤ j < 2; T[k] : 0 ≤ k < 2 }
lexmin I = { R[]; S[0, 0]; T[0] }
Lexicographic Maximum of Sets (iscc: lexmax)
lexmax Si = { x : x ∈ Si ∧ ∀y ∈ Si : Vx < Vy }
lexmax I = { R[]; S[1, 1]; T[1] }
Lexicographic Maximum of Relations (iscc: lexmax)
lexmaxRi = { x→ y : x→ y ∈ Ri∧∀x′ → z ∈ Ri : x=x′ ⇒ Vy<Vz }
W = { [i , j ]→ a[i + j ] : 0 ≤ i < N ∧ 0 ≤ j < N − i }
lexmax(W−1) = { a[a]→ [a, 0] : 0 ≤ a < N }
⇒ last statement instance writing array element
[10]
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Reuse Distance Computation
Given an access to a cache line `, how many distinct cache lines have been
accessed since the previous access to `?
⇒ Is the cache line still in the cache?
[1]
for (i = 0; i <= 7; ++i) {
a: A[i];
b: A[7-i];
if (i <= 3)
c: A[2*i];
}
Assume A[i] in cache line bi/3c
i 0 1 2 3 4 5 6 7
r a b c a b c a b c a b c a b a b a b a b
r@i 0 7 0 1 6 2 2 5 4 3 4 6 4 3 5 2 6 1 7 0
b(r@i)/3c 0 2 0 0 2 0 0 1 1 1 1 2 1 1 1 0 2 0 2 0
distance 0 0 2 1 2 2 1 0 1 1 1 3 2 1 1 3 3 2 2 2
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Reuse Distance Computation
for (i = 0; i <= 7; ++i) {
a: A[i];
b: A[7-i];









Assume A[i] in cache line bi/3c
I = { a[i ] : 0 ≤ i ≤ 7; b[i ] : 0 ≤ i ≤ 7; c[i ] : 0 ≤ i ≤ 3; }
R = { a[i ]→ A[i ]; b[i ]→ A[7− i ]; c[i ]→ A[2i ] } ∩dom I
S = { a[i ]→ [i , 0]; b[i ]→ [i , 1]; c[i ]→ [i , 2] }
C = { A[a]→ L[ba/3c] }
A = C ◦ R
T = ranS
next = S−1 ◦ ( lexmin ( (S ◦ (A−1 ◦ A) ◦ S−1) ∩ (T ≺ T )) ) ◦ S
before = S−1 ◦ (T < T ) ◦ S
after prev = before−1 ◦ next−1
distance = card (A ◦ (after prev ∩ before))
pair of statement instances that access same cache lineschedule time of pair of tement instances that ac ess same cache
line
schedul imes of pair of statement in tances that acc ss same cache
line such that first is executed before second
schedule times of stateme t ins ance d he n x statem nt instan e
that accesses same cache line
a statement ins ance nd th ext st emen i t nce th t ac ess s
same ca he line
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line
schedul imes of pair of statement in tances that acc ss same cache
line such that first is executed before second
schedule times of stateme t ins ance d he n x statem nt instan e
that accesses same cache line
a statement instance and the next statement instance that accesses
same cache line
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Reuse Distance Computation
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Bounds on Piecewise Quasi Polynomials — Example
for (i = 0; i < N; ++i)
for (j = i; j < N; ++j) {




How much memory is needed?
ub
{
i j + i − N + 1 if 0 ≤ i < N ∧ i ≤ j < N
ub [N] -> {[i,j] -> i*j+i-N+1: 0 <= i < N and i <= j < N};
Result: {
max(1− 2N + N2) if N ≥ 1
(exact maximum)
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Maximal Number of Live Memory elements
Assume each statement instance writes to at most one array element
⇒ Each live element can be identified by write instance
Compute dataflow relation D
⇒ Pairs of write instances and corresponding read instances
For each write instance compute last read
L = S−1 ◦ lexmax(S ◦ D)
For each statement instance i, count write instances that precede i
such that corresponding last read follows i
⇒ Number of live elements at i
N = card
(
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Maximal Number of Live Memory elements — Example
for (i = 0; i < N; ++i)
S1: t[i] = f(a[i]);
for (i = 0; i < N; ++i)
S2: b[i] = g(t[N-i -1]);
I = { S1[i ] : 0 ≤ i < N;S2[i ] : 0 ≤ i < N }
S = { S1[i ]→ [0, i ];S2[i ]→ [1, i ] }
D = { S1[i ]→ S2[N − 1− i ] : 0 ≤ i < N }
L = S−1 ◦ lexmax(S ◦ D)
= { S1[i ]→ S2[N − 1− i ] : 0 ≤ i < N }
N = card
(
((SS) ∩ran (dom L)) ∩
(
L−1 ◦ (S4S)))
= { S1[i ]→ i : 1 ≤ i < N;S2[i ]→ N − i : 0 ≤ i < N }
U = ubN
= {max(N) : N ≥ 1 }
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Incremental Counting
for (i = 0; i < N; ++i)
for (j = 0; j < N - i; ++j)
a[i+j] = f(a[i+j]);
How many times is the statement executed?
direct computation
card [N] -> { [i,j] : 0<=i<N and 0<=j<N-i };
incremental computation
card [N] -> { [i] -> [j] : 0<=i<N and 0<=j<N-i };
Result:
[N] -> { [i] -> (N - i) : i <= -1 + N and i >= 0 }
sum [N] -> { [i] -> (N - i) : i <= -1 + N and i >= 0 };
⇒ sum over all elements in domain
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Weighted Counting
G = F ◦ R
=
{
[x , y ]→ x
2 + y2
4
: 1 ≤ x , y ≤ 2
}
◦ { [x ]→ [x , y ] }
=
{
[x ]→ 5 + 2x
2
2
: 1 ≤ x ≤ 2
}
with F a piecewise quasi polynomial and R a Presburger relation
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Compositions with Piecewise (Folds of) Quasi polynomials
F ◦ R
or F (S)
R: D1 → D2 is a Presburger relation
S ⊆ D2 is a Presburger set
F : D2 → Q may be
I piecewise quasi polynomial
(result of counting problem)
⇒ take sum over (ranR) ∩ (domF )
or S ∩ (domF )
I piecewise fold of quasi polynomials
(result of upper bound computation)
⇒ compute bound over (ranR) ∩ (domF )
or S ∩ (domF )
(F ◦ R): D1 → Q of same type as F
F (S): Q of same type as F
if R is single-valued, then sum/bound is computed over a single point
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Example: Total Memory Allocation
for (i = 0; i < N; ++i)
for (j = i; j < N; ++j)
p[i][j] = malloc(i * j + i - N + 1);
/* ... */
for (i = 0; i < N; ++i)
for (j = i; j < N; ++j)
free(p[i][j]);
How much memory allocated in total?
F = { [i , j ]→ i j + i − N + 1 }
I = { [i , j ] : 0 ≤ i < N ∧ i ≤ j < N }











N4 : N ≥ 1
}
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Pointer Conversion
p = a;
for (i = 0; i < N; ++i)
for (j = i; j < N; ++j) {
p += 1 + j * ((j-i)/4);
*p = hard_work(i,j);
}
Can we parallelize this code?
⇒ No, (false) dependency through p
⇒ Compute closed formula for p p = a +
∑
(i ′,j ′)∈I
(i ′,j ′)4(i ,j)
1 + j ′
⌊
j ′ − i ′
4
⌋
I = { [i , j ] : 0 ≤ i < N ∧ i ≤ j < N }
F =
{





F ◦ (I < I ) = . . .
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Nested Relations
Assume that we want to count the number of statement instances
between any given pair of statement instances
⇒ we need to create a relation between a pair of statement instances
and a third statement instance
⇒ nested relations
Example:
{ (S [i]→ S [j])→ S [k] : i ≺ k ≺ j }
1D:
card{ [[i ]→ [j ]]→ [k] : 0 ≤ i < k < j ≤ n }
= { [[i ]→ [j ]]→ j − i − 1 : 0 ≤ i ∧ i + 2 ≤ j ≤ n }
[10]
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Wrapping, Unwrapping, Domain Map and Range Map
Given a set S and a binary relation R
Wrap (iscc: wrap)
WR = { [i→ j] : i→ j ∈ R }
Unwrap (iscc: unwrap)
W−1S = { i→ j : ∃n : n[i→ j] ∈ S }
Domain projection (iscc: domain_map)
dom−−→R = { [i→ j]→ i : i→ j ∈ R }
Range projection (iscc: range_map)
ran−→R = { [i→ j]→ j : i→ j ∈ R }
[10]
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Spaces
The elements of a set are of the form
n[i0, i1, . . . , id−1], with S1[0, 1]
I n an identifier
I d ≥ 0
I ij integers
n[j→ k], with [S1[0, 1]→ S2[3]]
I n an identifier
I j, k elements
Define
Space The space Si of an element i is
n/d S1/2
(n,S(j),S(k)) (·, S1/2, S2/1)
Values The value vector V i of an element i is
(i0, i1, . . . , id−1) (0, 1)
V(j)‖V(k) (0, 1, 3)
[10]
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Dynamic Memory Requirement Estimation
How much memory is needed to execute the following program?
void m0(int m) {
for (c = 0; c < m; c++) {
m1(c); /*S1*/
B[] m2Arr = m2(2*m-c);/*S2*/
}
}
void m1(int k) {
for (i = 1; i <= k; i++) {
A a = new A(); /*S3*/
B[] dummyArr = m2(i); /*S4*/
}
}
B[] m2(int n) {
B[] arrB = new B[n]; /*S5*/
for (j = 1; j <= n; j++)
B b = new B(); /*S6*/
return arrB;
}
I = { m0[m]→ S1[c] : 0 ≤ c < m;
m0[m]→ S2[c] : 0 ≤ c < m;
m1[k]→ S3[i ] : 1 ≤ i ≤ k ;
m1[k]→ S4[i ] : 1 ≤ i ≤ k ;
m2[n]→ S5[];
m2[n]→ S6[j ] : 1 ≤ j ≤ n }
Bm0 = { [m0[m]→ S1[c]]→ m1[c];
[m0[m]→ S2[c]]→ m2[2m − c] }
Bm1={ [m1[k]→ S4[i ]]→ m2[i ] }
[2]
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Dynamic Memory Requirement Estimation
How much (scoped) memory is needed?
⇒ compute for each method
retm size of memory returned by m
capm size of memory “captured” (not returned) by m
memRqm total memory requirements of m
retm + capm =
∑
p called by m
retp
memRqm = capm + max
p called by m
memRqp
⇒ summarize over iteration domain, i.e., compose with M = (dom−−→ I )−1
M = { m0[m]→ [m0[m]→ S1[c]] : 0 ≤ c < m;
m0[m]→ [m0[m]→ S2[c]] : 0 ≤ c < m;
m1[k]→ [m1[k]→ S3[i ]] : 1 ≤ i ≤ k ;
m1[k]→ [m1[k]→ S4[i ]] : 1 ≤ i ≤ k ;
m2[n]→ [m2[n]→ S5[]]; m2[n]→ [m2[n]→ S6[j ]] : 1 ≤ j ≤ n}
[2]
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Dynamic Memory Requirement Estimation
retm + capm =
∑
p called by m
retp
memRqm = capm + max
p called by m
memRqp
B[] m2(int n) {
B[] arrB = new B[n]; /*S5*/
for (j = 1; j <= n; j++)
B b = new B(); /*S6*/
return arrB;
}
retm2 = { [m2[n]→ S5[]]→ n : n ≥ 0 } ◦M
= { m2[n]→ n : n ≥ 0 }
capm2 = { [m2[n]→ S6[j ]]→ 1 } ◦M
= { m2[n]→ n : n ≥ 1 }
memRqm2 = capm2 + { m2[n]→ max(0) }
= { m2[n]→ max(n) : n ≥ 1 }
[2]
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return arrB;
}
retm2 = { [m2[n]→ S5[]]→ n : n ≥ 0 } ◦M
= { m2[n]→ n : n ≥ 0 }
capm2 = { [m2[n]→ S6[j ]]→ 1 } ◦M
= { m2[n]→ n : n ≥ 1 }
memRqm2 = capm2 + { m2[n]→ max(0) }
= { m2[n]→ max(n) : n ≥ 1 }
[2]
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void m1(int k) {
for (i = 1; i <= k; i++) {
A a = new A(); /* S3 */







retm2 is a function of the arguments of m2
We want to use it as a function of the arguments and local variables of m1
⇒ define parameter binding
retm1 = { m1[k]→ 0 }
capm1 =








k2 : k ≥ 1
}
memRqm1 = capm1 +
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How much memory is needed to execute the following program?
void m0(int m) {
for (c = 0; c < m; c++) {
m1(c); /*S1*/
B[] m2Arr = m2(2*m-c);/*S2*/
}
}
void m1(int k) {
for (i = 1; i <= k; i++) {
A a = new A(); /*S3*/
B[] dummyArr = m2(i); /*S4*/
}
}
B[] m2(int n) {
B[] arrB = new B[n]; /*S5*/
for (j = 1; j <= n; j++)
B b = new B(); /*S6*/
return arrB;
}
I = { m0[m]→ S1[c] : 0 ≤ c < m;
m0[m]→ S2[c] : 0 ≤ c < m;
m1[k]→ S3[i ] : 1 ≤ i ≤ k ;
m1[k]→ S4[i ] : 1 ≤ i ≤ k ;
m2[n]→ S5[];
m2[n]→ S6[j ] : 1 ≤ j ≤ n }
Bm0 = { [m0[m]→ S1[c]]→ m1[c];
[m0[m]→ S2[c]]→ m2[2m − c] }
Bm1={ [m1[k]→ S4[i ]]→ m2[i ] }
[2]
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