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Abstract
We study the possible eigenvalues, ranks and numbers of nonconstant invariant polynomi-
als of [· · · [[A,X1], X2], . . . , Xk], when A is a fixed matrix and X1, . . . , Xk vary. Then we
generalize these results in the following way. Let g(X1, . . . , Xk) be any expression obtained
from distinct noncommuting variables X1, . . . , Xk by applying recursively the Lie product
[· , ·] and without using the same variable twice. We study the possible eigenvalues, ranks and
numbers of nonconstant invariant polynomials of g(X1, . . . , Xk) when one of the variables
X1, . . . , Xk takes a fixed value in Fn×n and the others vary. © 2001 Elsevier Science Inc. All
rights reserved.
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1. Introduction
Some properties of the commutator [A,X] = AX −XA, when A is a fixed mat-
rix and X varies, have been studied. Suppose that F is a division ring and A ∈ Fn×n.
 Work done within the activities of the Thematic Term on Linear Algebra and Control Theory (C.I.M.).
Supported by Fundação Calouste Gulbenkian, Centro de Álgebra da Universidade de Lisboa and Praxis
Program (praxis/2/2.1/mat/73/94).∗ Corresponding author.
E-mail addresses: sbf@fep.up.pt (S. Furtado), enide@mat.ua.pt (E.A. Martins), fcsilva@fc.ul.pt
(F.C. Silva).
0024-3795/01/$ - see front matter  2001 Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 0 0 ) 0 0 3 3 4 - 7
82 S. Furtado et al. / Linear Algebra and its Applications 335 (2001) 81–93
The rank of [A,X], when X runs over Fn×n, was studied in [2]. The same problem,
when X runs over the set of the nonsingular matrices of Fn×n, was studied in [7].
Theorem 1 reproduces this result when F is a field different from {0, 1}. The ei-
genvalues of [A,X], when X runs over Fn×n and also when X runs over the set
of the nonsingular matrices of Fn×n, where F is an arbitrary field, were studied in
[4]. See Theorem 2. The possible numbers of nonconstant invariant polynomials of
[A,X], when X runs over Fn×n and also when X runs over the set of the nonsingular
matrices of Fn×n, assuming that F is a field where all the irreducible polynomials
in F [x] have degree  2, were studied in [5]. See Theorem 3.
The first purpose of this paper is to extend these theorems and study the possible
eigenvalues, ranks and numbers of nonconstant invariant polynomials of [· · · [[A,X1],
X2], . . . , Xk], when A is fixed and X1, . . . , Xk vary. Note that the answers to these
questions do not change when A is replaced by a similar matrix.
Then we shall consider an expression g(X1, . . . , Xk) obtained from distinct non-
commuting variables X1, . . . , Xk by applying recursively the Lie product [· , ·] and
without using the same variable twice. We study the possible eigenvalues, ranks and
numbers of nonconstant invariant polynomials of g(X1, . . . , Xk) when one of the
variables X1, . . . , Xk is fixed and the others vary.
From now on, let F be a field and A ∈ Fn×n. Let f1(x) | · · · | fr(x) be the non-
constant invariant polynomials of A and denote the number r by i(A). In [6], it was
proved that
i(A) = n− RF¯ (A),
where F¯ is an algebraic closure of F and
RF¯ (A) = min
λ∈F¯
rank(A− λIn).
Theorem 1. [2,7]. Suppose that F /= {0, 1}. Let ρ ∈ {0, . . . , n}. The following
statements are equivalent:
(a1) There exists X ∈ Fn×n such that rank[A,X] = ρ.
(b1) There exists a nonsingular matrix X ∈ Fn×n such that rank[A,X] = ρ.
(c1) One of the following conditions holds:
(i1) fr(x) is irreducible of degree 2 and ρ is even.
(ii1) fr(x) is irreducible of degree  3 and ρ /= 1.
(iii1) fr(x) is not irreducible of degree  2 and ρ  2RF¯ (A).
Theorem 2. [4]. Let c1, . . . , cn ∈ F . The following statements are equivalent:
(a2) There exists X ∈ Fn×n such that [A,X] has eigenvalues c1, . . . , cn.
(b2) There exists a nonsingular matrix X ∈ Fn×n such that [A,X] has eigenvalues
c1, . . . , cn.
(c2) The following conditions are satisfied:
(i2) c1 + · · · + cn = 0;
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(ii2) there exist at least max{0, 2i(A)− n} indices i ∈ {1, . . . , n} such that
ci = 0;
(iii2) if all the invariant polynomials of A have degree less than or equal to 2,
there exists a permutation σ of {1, . . . , n} such that
cσ(2j−1) + cσ(2j) = 0, j ∈ {1, . . . , n− i(A)},
cσ(i) = 0, i ∈ {2(n− i(A))+ 1, . . . , n}.
Theorem 3. [5]. Suppose that F is a field such that all the irreducible polynomials
in F [x] have degree 2. Let t ∈ {1, . . . , n}. The following conditions are equivalent:
(a3) There exists X ∈ Fn×n such that i[A,X] = t .
(b3) There exists a nonsingular matrix X ∈ Fn×n such that i[A,X] = t .
(c3) One of the following conditions holds:
(i3) fr(x) is irreducible of degree 2 and t is even.
(ii3) fr(x) is irreducible of degree 2 and t  n/2.
(iii3) fr(x) is not irreducible of degree 2 and 2i(A)  n+ t .
The following lemma was proved in [5], although it was not explicitly stated for
arbitrary fields.
Lemma 4. If X ∈ Fn×n, then 2i(A)  n+ i[A,X].
Proof. Let λ ∈ F¯ . Then RF¯ [A,X]  rank[A,X] = rank((A− λIn)X −
X(A− λIn))  2 rank(A− λIn). Therefore RF¯ [A,X]  2RF¯ (A), which is equiv-
alent to 2i(A)  n+ i[A,X]. 
2. Main results
As in the previous section, let F be a field and A ∈ Fn×n. Let f1(x) | · · · | fr(x)
be the nonconstant invariant polynomials of A and denote the number r by i(A). We
assume that the invariant polynomials are always monic.
Given a polynomial f (x) = xk + ak−1xk−1 + · · · + a0, with k  1, over F , we
denote by d(f ) the degree of f and by C(f ) the companion matrix of f ,
[
0 Ik−1
−a0 −a1 · · · − ak−1
]
.
It is well known that K = C(f1)⊕ · · · ⊕ C(fr), where ⊕ denotes direct sum, is
similar to A and that A is nonderogatory if and only if i(A) = 1.
Lemma 5. Suppose that F is infinite and that 2i(A)  n. There exists a nonsingular
matrix X ∈ Fn×n such that [A,X] is nonsingular and i[A,X] = 1.
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Proof. Note that either d(fr)  3 or d(f1) = · · · = d(fr) = 2. Then, according to
either [5, Corollary 7] or [5, Lemma 9], there exists a nonsingular matrix X ∈ Fn×n
such that zero is not an eigenvalue of [A,X] and [A,X] is nonderogatory. 
Theorem 6. Suppose that F is infinite. Let c1, . . . , cn ∈ F . The following conditions
are equivalent:
(a6) There exist matrices X, Y ∈ Fn×n such that [[A,X], Y ] has eigenvalues
c1, . . . , cn.
(b6) There exist nonsingular matrices X, Y ∈ Fn×n such that [[A,X], Y ] has ei-
genvalues c1, . . . , cn.
(c6) The following conditions are satisfied:
(i6) c1 + · · · + cn = 0.
(ii6) There exist at least max {0, 4i(A)− 3n} indices i ∈ {1, . . . , n} such that
ci = 0.
Proof. If A is a scalar matrix the result is trivial. Suppose that A is nonscalar.
(a6)⇒ (c6). Suppose that there exist matrices X, Y ∈ Fn×n such that [[A,X], Y ]
has eigenvalues c1, . . . , cn. Then (i6) is trivially satisfied. According to Theorem 2,
there exist at least µ = max{0, 2i[A,X] − n} indices i such that ci = 0. According
to Lemma 4, i[A,X]  2i(A)− n. Therefore, µ  max{0, 4i(A)− 3n}.
(c6)⇒ (b6). Suppose that (c6) holds in order to prove (b6).
Case 1. Suppose that 2i(A)  n. According to Lemma 5, there exists a nonsingu-
lar matrix X ∈ Fn×n such that i[A,X] = 1. According to Theorem 2, there exists a
nonsingular matrix Y ∈ Fn×n such that [[A,X], Y ] has eigenvalues c1, . . . , cn.
Case 2. Suppose that 2i(A) > n. The matrix A has at least 2r − n invariant poly-
nomials of degree 1. In fact, if s denotes the number of invariant polynomials of
degree 1 of A, we have s + 2(r − s)  n. Then the matrix A is similar to a matrix
of the form
aI2r−n ⊕ A0, where a ∈ F, A0 = C(f2r−n+1)⊕ · · · ⊕ C(fr). (1)
Note that i(A0) = n− r . According to Lemma 5, there exists a nonsingular mat-
rix X0 ∈ F (2n−2r)×(2n−2r) such that i[A0, X0] = 1 and [A0, X0] is nonsingular. Let
X = I2r−n ⊕X0. Then [A,X] = 02r−n ⊕ [A0, X0], i[A,X] = 2r − n and the non-
constant invariant polynomials of [A,X] are g1, . . . , g2r−n, where g1(x) = · · · =
g2r−n−1(x) = x, g2r−n(x) = xf (x) and f (x) is the nonconstant invariant polyno-
mial of [A0, X0]. Note that d(xf (x)) = 2n− 2r + 1  3 and there exist at least
max{0, 4i(A)− 3n} = max{0, 2i[A,X] − n} indices i such that ci = 0. Therefore,
according to Theorem 2, there exists a nonsingular matrix Y ∈ Fn×n such that
[[A,X], Y ] has eigenvalues c1, . . . , cn. 
Theorem 7. Suppose that F is a field such that all the irreducible polynomials in
F [x] have degree  2. Let t ∈ {1, . . . , n}. The following conditions are equivalent:
(a7) There exist matrices X, Y ∈ Fn×n such that i[[A,X], Y ] = t .
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(b7) There exist nonsingular matrices X, Y ∈ Fn×n such that i[[A,X], Y ] = t .
(c7) 4i(A)− 3n  t .
Proof. If A is a scalar matrix the result is trivial. Suppose that A is nonscalar.
(a7)⇒ (c7). Suppose that there exist matricesX, Y ∈ Fn×n such that i[[A,X], Y ]
= t . According to Lemma 4, we have 2i[A,X]  n+ i[[A,X], Y ] and 2i(A) 
n+ i[A,X]. Therefore, t = i[[A,X], Y ]  2i[A,X] − n  4i(A)− 3n.
(c7)⇒ (b7). Suppose that 4i(A)− 3n  t .
Case 1. Suppose that 2i(A)  n. According to Lemma 5, there exists a nonsingu-
lar matrix X ∈ Fn×n such that i[A,X] = 1. According to Theorem 3, there exists a
nonsingular matrix Y ∈ Fn×n such that i[[A,X], Y ] = t .
Case 2. Suppose that 2i(A) > n. As we have seen in the proof of Theorem 6, A is
similar to a matrix of the form (1). According to Lemma 5, there exists a nonsingular
matrix X0 ∈ F (2n−2r)×(2n−2r) such that i[A0, X0] = 1 and [A0, X0] is nonsingular.
Let X = I2r−n ⊕X0. Then [A,X] = 02r−n ⊕ [A0, X0]. We have i[A,X] = 2r − n
and therefore 2i[A,X] − n = 4i(A)− 3n  t . According to Theorem 3, there exists
a nonsingular matrix Y ∈ Fn×n such that i[[A,X], Y ] = t . 
Theorem 8. Suppose that F is a field such that all the irreducible polynomials in
F [x] have degree  2. Let t ∈ {1, . . . , n}. If k  2, the following conditions are
equivalent:
(a8) There exist matrices X1, . . . , Xk ∈ Fn×n such that
i[· · · [[A,X1], X2], . . . , Xk] = t. (2)
(b8) There exist nonsingular matrices X1, . . . , Xk ∈ Fn×n such that (2) holds.
(c8) 2ki(A)− (2k − 1)n  t .
Proof. If A is a scalar matrix, the result is trivial. Suppose that A is nonscalar. The
proof is by induction on k. The case k = 2 has been proved in Theorem 7. Suppose
that k > 2.
(a8) ⇒ (c8). Suppose that there exist matrices X1, . . . , Xk ∈ Fn×n such that (2)
holds. According to the induction assumption,
2k−1i(A)− (2k−1 − 1)n  i[· · · [[A,X1], X2], . . . , Xk−1].
According to Lemma 4,
2i[· · · [[A,X1], X2], . . . , Xk−1]  n+ t.
From the last two inequalities, it follows that 2ki(A)− (2k − 1)n  t.
(c8)⇒ (b8). Suppose that, 2ki(A)− (2k − 1)n  t .
Case 1. Suppose that 2i(A)  n. According to Lemma 5, there exists a nonsingu-
lar matrix X1 such that i[A,X1] = 1. Then
2k−1i[A,X1] − (2k−1 − 1)n  0  t.
According to the induction assumption, there exist nonsingular matrices X2, . . . , Xk
∈ Fn×n such that (2) holds.
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Case 2. Suppose that 2i(A) > n. We have seen in the proof of Theorem 6 that A is
similar to a matrix of the form (1). According to Lemma 5, there exists a nonsingular
matrix X0 ∈ F (2n−2r)×(2n−2r) such that i[A0, X0] = 1 and [A0, X0] is nonsingular.
Let X1 = I2r−n ⊕X0. Then [A,X1] = 02r−n ⊕ [A0, X0] and i[A,X1] = 2r − n.
Therefore,
2k−1i[A,X1] − (2k−1 − 1)n = 2ki(A)− (2k − 1)n  t.
According to the induction assumption, there exist nonsingular matrices X2, . . . , Xk
∈ Fn×n such that (2) holds. 
Theorem 9. Suppose that F is a field such that all the irreducible polynomials in
F [x] have degree  2. Let c1, . . . , cn ∈ F . If k  2, the following conditions are
equivalent:
(a9) There exist matrices X1, . . . , Xk ∈ Fn×n such that
[· · · [[A,X1], X2], . . . , Xk] (3)
has eigenvalues c1, . . . , cn.
(b9) There exist nonsingular matrices X1, . . . , Xk ∈ Fn×n such that (3) has eigen-
values c1, . . . , cn.
(c9) The following conditions are satisfied:
(i9) c1 + · · · + cn = 0.
(ii9) There exist at least max{0, 2ki(A)− (2k − 1)n} indices i such that
ci = 0.
Proof. If A is a scalar matrix, the result is trivial. Suppose that A is nonscalar. The
proof is by induction on k. The case k = 2 has been proved in Theorem 6. Suppose
that k > 2.
(a9) ⇒ (c9). Suppose that there exist matrices X1, . . . , Xk ∈ Fn×n such that
(3) has eigenvalues c1, . . . , cn. Condition (i9) is trivially satisfied. According to
Theorem 2, there exist at least
µ := max {0, 2i[· · · [[A,X1], X2], . . . , Xk−1] − n}
indices i such that ci = 0. According to Theorem 8,
2k−1i(A)− (2k−1 − 1)n  i[· · · [[A,X1], X2], . . . , Xk−1].
Then µ  max{0, 2ki(A)− (2k − 1)n}.
(c9)⇒ (b9). Suppose that (c9) holds.
Case 1. Suppose that 2i(A)  n. According to Lemma 5, there exists a nonsin-
gular matrix X1 such that i[A,X1] = 1. We have 2k−1i[A,X1] − (2k−1 − 1)n  0.
According to the induction assumption, there exist nonsingular matrices X2, . . . , Xk
∈ Fn×n such that (3) has eigenvalues c1, . . . , cn.
Case 2. Suppose that 2i(A) > n. We have seen in the proof of Theorem 6 that A is
similar to a matrix of the form (1). According to Lemma 5, there exists a nonsingular
matrix X0 ∈ F (2n−2r)×(2n−2r) such that i[A0, X0] = 1 and [A0, X0] is nonsingular.
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Let X1 = I2r−n ⊕X0. Then [A,X1] = 02r−n ⊕ [A0, X0] and i[A,X1] = 2r − n.
Then
2ki(A)− (2k − 1)n = 2k−1i[A,X1] − (2k−1 − 1)n.
According to the induction assumption, there exist nonsingular matrices X2, . . . ,
Xk ∈ Fn×n such that (3) has eigenvalues c1, . . . , cn. 
Lemma 10. Suppose thatF is infinite, 2i(A)  n and that the following exceptional
case is not satisfied:
(E10) F has characteristic 2, n = 2 and f1 is irreducible of the form x2 + a, with
a ∈ F .
Then there exists a nonsingular matrix X ∈ Fn×n such that [A,X] is nonderogatory
with reducible characteristic polynomial.
Proof. Clearly d(fr)  2.
Case 1. Suppose that d(fr)  3. Choose pairwise distinct elements c1, . . . , cn
∈ F such that c1 + · · · + cn = 0. According to Theorem 2, there exists a nonsingu-
lar matrix X ∈ Fn×n such that [A,X] has eigenvalues c1, . . . , cn. Clearly [A,X] is
nonderogatory with reducible characteristic polynomial.
Case 2. Suppose that d(fr) = 2 and n > 2. From the condition 2i(A)  n, it
follows that f1 = · · · = fr . Without loss of generality, assume that A = C ⊕ · · ·
⊕ C,whereC = C(f1). Recursively, choose Y1, . . . , Yr ∈ F 2×2 as follows: Accord-
ing to [5, Lemma 9], there exists a nonsingular matrix Yi ∈ F 2×2 such that Zi =
[C, Yi] is nonderogatory and does not have any eigenvalue in the set of the eigen-
values of the matrices Zj , with 1  j < i. Let X = Y1 ⊕ · · · ⊕ Yr . Then [A,X] =
Z1 ⊕ · · · ⊕ Zr is nonderogatory and has reducible characteristic polynomial.
Case 3. Suppose that F has characteristic /= 2 and n = 2. According to Theorem
2, there exists a nonsingular matrix X ∈ F 2×2 such that [A,X] has eigenvalues
1,−1. Clearly [A,X] is nonderogatory with reducible characteristic polynomial.
Case 4. Suppose that n = 2 and f1 is reducible. As 2i(A)  n = 2, we have
i(A) = 1, that is, RF¯ (A) = 1. According to [5, Lemma 11], there exists a nonsin-
gular matrix X ∈ Fn×n such that rank[A,X] = RF¯ [A,X] = 1. Then [A,X] is non-
derogatory and 0 is eigenvalue of [A,X].
Case 5. Suppose that n = 2 and f1 has the form x2 + bx + a, with b /= 0. As in
the previous case, i(A) = 1. Without loss of generality, suppose that
A = C(f1) =
[
0 1
−a −b
]
.
Choose λ ∈ F \ {−a, 1 − b}. Then
X =
[
1 1
λ 1 − b
]
is nonsingular and [A,X] is nonderogatory with eigenvalues λ+ a,−λ− a. 
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Lemma 11. Suppose that the exceptional case (E10) is satisfied. Then, for every
X1, . . . , Xk ∈ F 2×2, either [· · · [[A,X1], X2], . . . , Xk] is scalar or the characteris-
itic polynomial of [· · · [[A,X1], X2], . . . , Xk] is irreducible of the form x2 + b, with
b ∈ F .
Moreover, there exist nonsingular matrices X1, . . . , Xk ∈ F 2×2 such that [· · ·
[[A,X1], X2], . . . , Xk] is not scalar.
Proof. A direct calculation shows that, if F has characteristic 2, then a polynomial
of the form x2 + c, with c ∈ F, is reducible if and only if c is the square of an
element of F .
Without loss of generality, suppose that
A = C(f1) =
[
0 1
a 0
]
.
Suppose that k = 1. For any X ∈ F 2×2, a direct calculation shows that [A,X] has
the form[
λ µ
aµ λ
]
for some λ,µ ∈ F, and has characteristic polynomial h = x2 + λ2 + aµ2. Suppose
that [A,X] is not scalar. As x2 + a is irreducible, a is not the square of an element
of F . Then λ2 + aµ2 is not the square of an element of F . Consequentely h is
irreducible.
It is again a simple direct calculation to find a nonsingular matrix X1 ∈ F 2×2 such
that [A,X1] is not scalar.
An induction argument completes the proof. 
Theorem 12. Suppose that F is infinite. Let ρ ∈ {0, . . . , n}. The following condi-
tions are equivalent:
(a12) There exist matrices X, Y ∈ Fn×n such that rank[[A,X], Y ] = ρ.
(b12) There exist nonsingular matrices X, Y ∈ Fn×n such that rank[[A,X], Y ] =
ρ.
(c12) The following conditions are satisfied:
(i12) ρ  4n− 4i(A).
(ii12) If F has characteristic 2, n = 2 and f1 is irreducible of the form x2 + a,
with a ∈ F, then ρ /= 1.
Proof. If A is a scalar matrix, the result is trivial. Suppose that A is nonscalar.
(a12)⇒ (c12). Suppose that there exist X, Y ∈ Fn×n such that rank[[A,X], Y ] =
ρ. It follows from Theorem 1 that the inequality ρ  2RF¯ [A,X] is always true. That
is, ρ  2n− 2i[A,X]. Bearing in mind Lemma 4, (i12) follows easily.
Now suppose that F has characteristic 2, n = 2 and f1 is irreducible of the form
x2 + a, with a ∈ F . According to Lemma 11, either [[A,X], Y ] is scalar or the
characteristic polynomial of [[A,X], Y ] is irreducible. Hence ρ /= 1.
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(c12)⇒ (b12). Suppose that (c12) is satisfied.
Case 1. Suppose that 2i(A)  n.
Subcase 1.1. Suppose that (E10) is not satisfied. According to Lemma 10, there ex-
ists a nonsingular matrix X ∈ Fn×n such that [A,X] is nonderogatory with reducible
characteristic polynomial. Note that ρ  n  2RF¯ ([A,X]). According to Theorem
1, there exists a nonsingular matrix Y ∈ Fn×n such that rank[[A,X], Y ] = ρ.
Subcase 1.2. Suppose that (E10) is satisfied. If ρ = 0, take X = Y = In. If ρ = 2,
the proof follows from Lemma 11.
Case 2. Suppose that 2i(A) > n. As we have seen in the proof of Theorem 6, A is
similar to a matrix of the form (1). According to Lemma 5, there exists a nonsingular
matrix X0 ∈ F (2n−2r)×(2n−2r) such that i[A0, X0] = 1 and [A0, X0] is nonsingular.
Let X = I2r−n ⊕X0. Then [A,X] = 02r−n ⊕ [A0, X0]. We have i[A,X] = 2r −
n and therefore ρ  4n− 4i(A) = 2RF¯ [A,X]. Note that zero is a root of all the
invariant polynomials of [A,X]. According to Theorem 1, there exists a nonsingular
matrix Y ∈ Fn×n such that rank[[A,X], Y ] = ρ. 
Theorem 13. Suppose that F is a field such that all the irreducible polynomials
in F [x] have degree  2. Let ρ ∈ {0, . . . , n}. If k  2, the following conditions are
equivalent:
(a13) There exist matrices X1, . . . , Xk ∈ Fn×n such that
rank[· · · [[A,X1], X2], . . . , Xk] = ρ. (4)
(b13) There exist nonsingular matrices X1, . . . , Xk ∈ Fn×n such that (4) holds.
(c13) The following conditions are satisfied:
(i13) ρ  2kn− 2ki(A).
(ii13) If F has characteristic 2, n = 2 and f1 is irreducible of the form x2 + a,
with a ∈ F, then ρ /= 1.
Proof. If A is a scalar matrix, the result is trivial. Suppose that A is nonscalar. The
proof is by induction on k. The case k = 2 has been proved in Theorem 12. Suppose
that k > 2.
(a13) ⇒ (c13). Suppose that there exist X1, . . . , Xk ∈ Fn×n such that rank[· · ·
[[A,X1], X2], . . . , Xk] = ρ. It follows from Theorem 1 that the inequality ρ  2RF¯[· · · [[A,X1], X2], . . . , Xk−1] is always true. That is, ρ  2(n− i[· · · [[A,X1], X2],
. . . , Xk−1]). According to Theorem 8, 2k−1i(A)− (2k−1 − 1)n  i[· · · [[A,X1],
X2], . . . , Xk−1]. It is easy to deduce (i13).
Now suppose that F has characteristic 2, n = 2 and f1 is irreducible of the form
x2 + a, with a ∈ F . According to Lemma 11, either [· · · [[A,X1], X2], . . . , Xk] is
scalar or the characterisitic polynomial of [· · · [[A,X1], X2], . . . , Xk] is irreducible.
Hence ρ /= 1.
(c13)⇒ (b13). Suppose that (c13) is satisfied.
Case 1. Suppose that 2i(A)  n.
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Subcase 1.1. Suppose that (E10) is not satisfied. According to Lemma 10, there
exists a nonsingular matrix X1 ∈ Fn×n such that [A,X1] is nonderogatory with
reducible characteristic polynomial. According to the induction assumption, there
exist nonsingular matrices X2, . . . , Xk ∈ Fn×n such that (4) holds.
Subcase 1.2. Suppose that (E10) is satisfied. According to Lemma 11, there exist
nonsingular matrices X1, . . . , Xk−1 ∈ F 2×2 such that the characteristic polynomial
of [· · · [[A,X1], X2], . . . , Xk−1] is irreducible of the form x2 + b, with b ∈ F . Ac-
cording to Theorem 1, there exists a nonsingular matrix Xk ∈ F 2×2 such that (4)
holds.
Case 2. Suppose that 2i(A) > n. We have seen in the proof of Theorem 6 that
A is similar to a matrix of the form (1). According to Lemma 5, there exists a non-
singular matrix X0 ∈ F (2n−2r)×(2n−2r) such that i[A0, X0] = 1 and [A0, X0] is non-
singular. Let X1 = I2r−n ⊕X0. Then [A,X1] = 02r−n ⊕ [A0, X0] and i[A,X1]
= 2r − n. It follows that ρ  2k−1n− 2k−1i[A,X1]. According to the induction
assumption, there exist nonsingular matrices X2, . . . , Xk ∈ Fn×n such that
(4) holds. 
3. Generalization
Let X1,X2, . . . be pairwise distinct noncommuting variables. Let F be the sub-
set of the set of the polynomials in the variables X1,X2, . . . and coefficients in F
defined recursively as the smallest set satisfying the conditions:
1. Xi ∈F for every i ∈ {1, 2, . . .}.
2. If f (Xi1 , . . . ,Xir ), g(Xj1 , . . . ,Xjs ) ∈F and {i1, . . . , ir } ∩ {j1, . . . , js} = ∅,
then [f, g] = fg − gf ∈F.
In [1], it is shown that a square matrix C may be written as a commutator [X, Y ]
if and only if trace C = 0. See also [3, Theorem 4.5.2].
Now suppose that F is infinite and that either the characteristic of F is differ-
ent from 2 or n /= 2. Let h(X1, . . . ,Xt ) ∈F \ {X1,X2, . . .}. In this section, we
prove that a matrix C ∈ Fn×n may be written as h(X1, . . . , Xt ), for some matrices
X1, . . . , Xt ∈ Fn×n, if and only if trace C = 0. Then, assuming that F is infinite
and that the characteristic of F does not divide n, we study the possible eigenvalues,
ranks and numbers of nonconstant invariant polynomials of h(X1, . . . , Xt ), when
one of the matrices X1, . . . , Xt is fixed and the others vary.
The following lemma is adapted from [3, Theorem 4.5.2].
Lemma 14. Let C ∈ Fn×n. Suppose that F is infinite and that either the character-
istic of F is different from 2 or n /= 2.
If trace C = 0, then there exist matrices X, Y ∈ Fn×n such that C = [X, Y ] and
trace X = trace Y = 0.
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Proof. Suppose that trace C = 0. If C = 0, the result is trivial. Suppose that C /= 0.
Case 1. Suppose that C = cIn, with c ∈ F \ {0}. Then the characteristic of F
divides n. Let X ∈ Fn×n be the Jordan block with the entries (k, k + 1), k ∈ {1, . . . ,
n− 1}, equal to 1 and all the other entries equal to zero. Let Y be the matrix with its
entry (k + 1, k), k ∈ {1, . . . , n− 1}, equal to kc and all the other entries equal zero.
Then C = [X, Y ].
Case 2. Suppose that C is not scalar. According to [6, Lemma 3], C is similar
to a matrix with all its principal entries equal to zero. As the property of being a
commutator is similarity invariant, we assume, without loss of generality, that all
the principal entries of C are zero. Choose pairwise distinct elements a1, . . . , an
∈ F such that a1 + · · · + an = 0 and take X = diag(a1, . . . , an). Then the condi-
tions C = [X, Y ], trace Y = 0 are equivalent to a system of linear equations, in the
entries of Y, that has a simple solution. 
Example 1. If the characteristic of F is equal to 2 and n = 2, then a simple calcu-
lation shows that [X, Y ] is scalar, for every matrices X, Y ∈ F 2×2 with trace equal
to 0. Therefore the previous lemma is not true in this case.
Lemma 15. Suppose that F is infinite and that the characteristic of F does not
divide n. Let A,C ∈ Fn×n. If there exists X ∈ Fn×n such that C = [A,X], then
there exists Y ∈ Fn×n such that C = [A, Y ] and trace Y = 0.
Proof. Take Y = X − (trace X/n)In. 
Example 2. Suppose that the characteristic of F divides n. Let A ∈ Fn×n be a
Jordan block. If C = [A,X] = [A, Y ], then X − Y is a solution of the equation 0 =
[A,Z]. Any solution of this equation has all its main entries equal. Consequently,
trace X = trace Y . It is not hard to find matrices A,C,X such that C = [A,X] and
trace X /= 0. E.g., char F = n = 2,
A = C =
[
1 1
0 1
]
, X =
[
1 0
1 0
]
.
Therefore the previous lemma is not true when the characteristic of F divides n.
Let i ∈ {1, 2, . . .}. Define recursively the set Fi of the elements of F where Xi
appears as the smallest set satisfying the conditions:
1. Xi ∈Fi .
2. If f (Xi1 , . . . ,Xir ) ∈Fi , g(Xj1 , . . . ,Xjs ) ∈F and {i1, . . . , ir} ∩ {j1, . . . , js}=∅, then [f, g], [g, f ] ∈Fi .
If h ∈Fi , the depth of Xi in h, denoted i (h), is a nonnegative integer defined
recursively as follows:
1. i (h) = 0 if and only if h = Xi .
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2. If the depth of Xi in h is not zero, h = [f, g], with f = f (Xi1 , . . . ,Xir ), g =
g(Xj1 , . . . ,Xjs ) ∈F, {i1, . . . , ir} ∩ {j1, . . . , js} = ∅, and either i (f ) = δ − 1
or i (g) = δ − 1, then i (h) = δ.
Theorem 16. Suppose that F is infinite and that either the characteristic of F is
different from 2 or n /= 2. Let h(X1, . . . ,Xt ) ∈F \ {X1,X2, . . .} and C ∈ Fn×n.
Then the following conditions are equivalent:
(a16) There exist matrices X1, . . . , Xt ∈ Fn×n such that C = h(X1, . . . , Xt ).
(b16) There exist nonsingular matrices X1, . . . , Xt ∈ Fn×n such that C =
h(X1, . . . , Xt ).
(c16) trace C = 0.
Proof. (a16)⇒ (b16). For every i ∈ {1, . . . , t}, choose ai ∈ F such that Xi + aiIn
is nonsingular. Then C = h(X1 + a1In, . . . , Xt + at In).
(c16)⇒ (a16). The proof is by induction on the number µ of variables appearing
in h. If µ = 2, then h has the form [Xi1 ,Xi2 ]. In this case, the result has been proved
in Lemma 14. Now suppose thatµ > 2. Then h = [f, g], with f = f (Xi1 , . . . ,Xir ),
g = g(Xj1 , . . . ,Xjs ) ∈F, {i1, . . . , ir} ∩ {j1, . . . , js} = ∅. According to Lemma 14,
C = [X, Y ] for some matrices X, Y ∈ Fn×n with trace equal to zero. If f ∈F \
{X1,X2, . . .}, then, according to the induction assumption, X = f (Xi1 , . . . , Xir ),
for some matrices Xi1 , . . . , Xir ∈ Fn×n. If g ∈F \ {X1,X2, . . .}, then, according
to the induction assumption, Y = g(Yj1 , . . . , Yjs ) for some matrices Yj1 , . . . , Yjs ∈
Fn×n. The conclusion is immediate. 
The following theorem reduces the problems of studying the possible eigenvalues,
ranks and numbers of nonconstant invariant polynomials of h(X1, . . . , Xt ), when
one of the matrices X1, . . . , Xt is fixed and the others vary, where h(X1, . . . ,Xt ) ∈
F \ {X1,X2, . . .}, to the problems studied in Section 2.
Theorem 17. Suppose that F is infinite and that the characteristic of F does not
divide n. Let h(X1, . . . ,Xt ) ∈F, with δ := 1(h) > 0, and C,A1 ∈ Fn×n.
Then the following conditions are equivalent:
(a17) There exist matrices X2, . . . , Xt ∈ Fn×n such that C = h(A1, X2, . . . , Xt ).
(b17) There exist nonsingular matrices X2, . . . , Xt ∈ Fn×n such that C =
h(A1, X2, . . . , Xt ).
(c17) There exist matrices Y1, . . . , Yδ ∈ Fn×n such thatC = [· · · [[A1, Y1], Y2], . . . ,
Yδ].
Proof. (a17) ⇒ (c17). By induction on δ. Suppose that δ = 1. Then, either h =
[X1, g(X2, . . . ,Xt )] or h = [g(X2, . . . ,Xt ),X1] for some g(X2, . . . ,Xt ) ∈F.
Hence, either C = [A1, g(X2, . . . , Xt )] or C = [A1,−g(X2, . . . , Xt )].
Suppose that δ > 1. Then h = [f, g], with f = f (Xi1 , . . . ,Xir ), g = g(Xj1 , . . . ,
Xjs ) ∈F, {i1, . . . , ir} ∩ {j1, . . . , js} = ∅, and either1(f ) = δ − 1 or1(g) = δ −
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1. As the two cases are analogous, assume that 1(f ) = δ − 1. Without loss of gen-
erality, assume that ip = p, p ∈ {1, . . . , r}. According to the induction assumption,
there exist matrices Y1, . . . , Yδ−1 ∈ Fn×n such that f (A1, X2, . . . , Xr) =
[· · · [[A1, Y1], Y2], . . . , Yδ−1]. Then C = h(A1, X2, . . . , Xt ) = [[· · · [[A1, Y1], Y2],
. . . , Yδ−1], g(Xj1 , . . . , Xjs )].
(c17) ⇒ (b17). By induction on δ. As δ > 0, h = [f, g], with f = f (Xi1 , . . . ,
Xir ), g = g(Xj1 , . . . ,Xjs ) ∈F, {i1, . . . , ir} ∩ {j1, . . . , js} = ∅, and either1(f )=
δ − 1 or 1(g) = δ − 1. As the two cases are analogous, assume that 1(f ) = δ −
1. Without loss of generality, assume that ip = p, p ∈ {1, . . . , r}. If δ = 1, then
f = X1 and f (A1, X2, . . . , Xr) = A1 for any matrices X2, . . . , Xr ∈ Fn×n. If δ >
1, then, according to the induction assumption, there exist nonsingular matrices
X2, . . . , Xr ∈ Fn×n such that f (A1, X2, . . . , Xr) = [· · · [[A1, Y1], Y2], . . . , Yδ−1].
Case 1. Suppose that g ∈ {X1,X2, . . .}. Without loss of generality, g = Xr+1.
Take Xr+1 = Yδ + aIn, where a ∈ F is chosen so that Xr+1 is nonsingular. Then
C = [f (A1, X2, . . . , Xr),Xr+1] = h(A1, X2, . . . , Xt ) for any matrices Xr+2, . . . ,
Xt ∈ Fn×n.
Case 2. Suppose that g ∈F \ {X1,X2, . . .}. According to Lemma 15, there ex-
ists Y ∈ Fn×n such that trace Y = 0 andC = [f (A1, X2, . . . , Xr), Yδ] = [f (A1,X2,
. . . , Xr), Y ]. According to Theorem 16, there exist nonsingular matrices Xr+1, . . . ,
Xt ∈ Fn×n such that Y = g(Xj1 , . . . , Xjs ). Then C = [f (A1, X2, . . . , Xr), g(Xj1 ,
. . . , Xjs )] = h(A1, X2, . . . , Xt ). 
Example 3. Suppose that the characteristic of F divides n. Let A1 ∈ Fn×n be a
Jordan block. We have already seen that all the solutions of the equation, in Z,
C = [A1, Z] have the same trace. It is not hard to find matrices C,X ∈ Fn×n such
that C = [A1, X] and trace X /= 0. (See Example 2.) Then there exist no matrices
X2, X3 ∈ Fn×n such that C = [A1, [X2, X3]]. Therefore the previous theorem is not
true in this case.
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