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Study of the System of Quasilinear Equations 
for lsotachophoresis 
T.V. ALEKSEYEVSKAYA 
Academy of Science, Scientific Council for Cybernetics, Moscow, USSR 
In the present paper the system of n quasilinear equations for isotachophoresis is 
studied. For this system a geometrical construction of the characteristics and
Hugoniot adiabatic urves is given. The equations of the characteristics and Hugo- 
niot adiabatic urves are written explicitly. One of the main problems for quasilin- 
ear equations is the discontinuity splitting problem. Usually numerical methods are 
proposed to solve this problem. In the present paper the discontinuity splitting 
problem for the equations considered is solved explicitly. 0 1990 Academic press, I~C. 
INTRODUCTION 
Isotachophoresis one of the most efficient methods for separating any 
kind of organic or nonorganic ions, for example, peptides, nucleotides, 
acids, metals [4,8]. The sensitivity of the method is very high. 
Isotachophoresis used for: 
(1) analytic separation of different kinds of ions; 
(2) preparative separation of peptides from preparates of large volume, 
for example, 
(3) analytic separation of low concentrated solutions (due to the 
concentrating property of the method). Thus, the microquantities of a 
substance can be obtained in the zone of its concentration; 
(4) simple and exact determination of ions’ electrophoretic mobilities. 
During the isotachophoresis the ions with a single charge can be sepa- 
rated via their electrophoretic mobilities. Electrophoretic mobility is the 
velocity of movement of an ion in an electric field of unit intensity. 
In this paper we investigate a system of quasilinear equations describing 
isotachophoresis. In particular, we find explicitly the characteristics of this 
system and use them to solve (also explicitly) the important discontinuity 
splitting problem. 
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The solution of the discontinuity splitting problem makes it possible to 
investigate the non-stationary case of isotachophoresis. Usually at the 
initial moment during isotachophoresis there is a mixture of anions on some 
continuous segment. These anions must be separated. To the left of this 
segment there is only one type of anions and to the right of it there are only 
anions of a single other type. We have only one type of cations everywhere. 
Thus the initial data has two jumps. To study the process we need to solve 
the discontinuity splitting problem several times: two times at the initial 
moment and each time when the jumps collide. Since in this paper the 
discontinuity splitting problem is solved for any initial data it is also 
possible to study the more general case: when there are mixtures of anions 
to the left and to the right of the continuous segment. The geometrical 
construction given in the present paper represents the problem and its 
solution in a very clear and simple form. 
The results given below are of interest for several reasons. First, as was 
pointed out above, it may be possible to investigate isotachophoresis in the 
general case and also describe systems of ions which may be useful in 
biology, etc. Second, the system gives an interesting example of a hyper- 
bolic system of quasilinear equations that admits an explicit solution, in 
particular, an explicit solution of the discontinuity splitting problem. Third, 
the configuration f the system of characteristics constructed for the equa- 
tions considered is interesting from the geometric point of view. 
Let us describe the discontinuity splitting problem. Suppose a solution of 
a system of quasilinear equations has a jump at x = x0 at some moment 
t = t,. What will happen for t > to? For a moving jump, the values of the 
solutions to the left and to the right of the jump are compatible (that is to 
say, the shock-wave conditions hold). In this case, the jump preserves its 
form and the shock-wave conditions continue to hold. However, there are 
cases in which the shock-wave conditions fail at x = x0 when t = t,. This 
happens, for example, if at t = t,-, we have initial values (thus, in our case 
the ions’ charge densities pi(x, 0) = p; for x < 0 and pi( x, 0) = pl? for 
x > 0 are given). Another case is the collision ftwo shock waves. If this 
happens at the moment t = t,, the values for x < x,, are due to the first 
shock wave, while those for x > x,, are due to the second one and therefore 
are incompatible. The investigation of further behavior of such “incompati- 
ble” data is called the discontinuity splitting problem. Then for t > t, the 
solution will not longer move as a single shock, but decomposes into a 
system of n different solutions, called elementary. 
It is natural to restrict oneself to the following model problem: the initial 
value problem with different constant values for x < x0 and for x > x0. 
Note that in the paper [5], the existence of a solution of the discontinuity 
splitting problem for arbitrary quasilinear equations is proved only for 
sufficiently small jumps. In this paper the discontinuity splitting problem 
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for the equations considered is solved for an arbitrary jump of initial 
values. Note also that the discontinuity splitting problem is one of the main 
problems specific for quasilinear equations, as opposed to linear equations. 
Now a few words on the geometric aspect of the paper. The system of 
lines (characteristics) constructed here gives a nontrivial example of (n - 
1)-parameter family of lines in n-dimensional space. The study of the 
geometric properties of this family of lines is of interest by itself and we 
hope to return to this later. 
The main results of this work were announced in [l, 21. 
I. STUDY OF ISOTACHOPHORESIS EQUATIONS AND THEIR 
CHARACTERISTICS 
1.1. System of Quasilinear Equations for Isotachophoresis 
Consider a system of ions consisting of n types of anions of different 
electrophoretic mobilities and of cations of a single type. We are interested 
in the behavior of this system of ions in a constant electric field. 
Let pj(x, t) be the charge density of anions of the jth type (j = 1,. . . , n) 
at the point x and at the moment t, and let p,,(x, t) be the corresponding 
value for cations. Denote by p,,, pl,. . , CL, the electrophoretic mobilities of 
the corresponding ions. We assume pLg < 0 and pi < * * * < CL,,, i.e., that 
the following inequalities hold 
pLg < 0 < p1 < ** * < pn. (1.1.1) 
The system of ions for ion concentrations that are not too high is 
described in the one-dimensional case by the equations 
! 
apj a Pjc”j 
at 
- -zzy 
c Pilli’ 
j = 0,l ,***> n, (1.1.2) 
i=O 
I 
k Pj=O, 
j=O 
(1.1.3) 
where I is the current. Without loss of generality we may assume that I is 
constant. 
For a derivation of these equations ee [6]. 
Equations (1.1.2) (1.1.3) are quasilinear differential equations [3,7]. 
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Equations (1.1.2) (1.1.3) have a first integral 
(1.1.3) we obtain 
Indeed, from (1.1.2) and 
Hence 
is a first integral of (1.1.2), (1.1.3). Denote 
PI Pj- PO 
c -pi = W(X). 
j=l Pj 
(1.1.4) 
Let us simplify (1.1.2), (1.1.3). For this we introduce new unknown 
functions j = (pi - po)pjp;l, j = 1,. . . , n. Note that sj 2 0, j = 1,. . . , n. 
Equations (1.1.2), (1.1.3) now take the form 
aSj 
at 
_ -I-.& npjsj , j=l,...,n, (1.1.5) 
c pksk 
k-l 
and relation (1.1.4) reduces to 
i Sj(X, t) = W(X). 
j=l 
(1.1.6) 
We may assume w(x) = 1. To show this, let us make the following change 
of variables: 
2 = ixu(x’) dx’, ij(i, t) = Sj(X, t)[w(x)] -l. (1.1.7) 
Now Eqs. (1.1.5) preserve their form, while (1.1.6) takes the form 
5 ij(2, t) = 1. (1.1.8) 
j=l 
Note that it suffices toknow only w(x), i.e., the initial functions j(x,O), to 
pass to the new variables $j. Therefore, we can always confine ourselves to 
the relation (1.1.8). Inwhat follows we will write sj instead of $j. 
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Thus we will study the equations 
asj a Pjsj 
at+zYg n =o, j=l ,--., n, (1.1.9) 
c pksk 
k=l 
where the sj belong to the domain 
P = 
i 
(+..., s,):sj20, j=l,..., n, is,=1 
1 
. (I.1 .lO) 
j=l 
It is useful to rewrite Eiqs. (1.1.9) in matrix form, i.e., aS/at + 
A(S)( aS/dx) = 0, where S = (si,. . , s”), and A(S) = Ilajk(s)ll is of the 
form 
ajk(S) = zS-2(pjS6jk - ,.‘k,.‘jsj) (1.1.11) 
where ajk is Kroneker’s ymbol and 
n 
s = 1 /.lisi. (1.1.12) 
i=l 
Since the relation Cy-i,si = 1 holds for si 2 0, we introduce barycentric 
coordinates in an (n - l)-dimensional simplex P. 
Recall that barycentric oordinates in an (n - 1)-dimensional simplex 
are defined as follows. Let si, .. . , s,, si 2 0, Cj’clsj = 1 be the masses in the 
vertices of the simplex, the mass centre being at a point S. Then (sl,. . , s,) 
are the barycentric oordinates of S. Varying the values of masses we get 
barycentric oordinates of all points of the simplex. 
From (1.1.10) we see that (n - l)-dimensional simplex P lies in the 
hyperplane defined by CyC1,si = 1. 
1.2. Hyperbolicity of Zsotachophoresis Equations 
In this section we show that Eqs. (1.1.9) are hyperbolic in the domain P 
defined by (1.1.10). 
DEFINITION 1.2.1. A quasilinear system of differential equations, 
2 = e a,(u)% + fi(u, x, t), i=l ,*.., n, 
k=l 
is said to be hyperbolic in P if all the eigenvalues of the matrix A(u) = 
Ilaik(u)ll are real and distinct in this domain. 
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Returning to our Eqs. (1.1.9), define the matrix B(S) = IlbJS)ll as 
” 
Bjk = CLjSajk - pkpjsj> s = c pisi. (1.2.1) 
i=l 
Then the following relation holds: 
A(S) = Is-*B(S). (1.2.2) 
The eigenvalues Xi of A and the eigenvalues Ai of B satisfy a similar 
relation 
xi = ISK2Ai. (1.2.3) 
Observe that the matrix (B - AE) is the sum of the diagonal matrix 
Il(pjs - A)S,,ll and a rank one matrix 11 - pkpjsjll. The following lemma 
enables us to obtain the characteristic equation for B(S). 
LEMMA 1.2.2. Let a matrix B = llbjkll be the sum of a diagonal matrix and 
a rank one matrix, i.e., bjk are of the form bjk = ajbk + dj Sjk, where aj # 0, 
b, # 0, d, f 0 are arbitrarily numbers. Then 
det B = d, . . . . . d, 
. 
Therefore the characteristic equation for B(S) is given by 
det(B - AE) = 1 - i pf~~(p~s - A)-’ 
i=l 
* kfii(pks - A) = 0. 
(1.2.4) 
PROPOSITION 1.2.3. All the eigenvalues of the matrix B(S) for S in the 
interior ofP, i.e., S E int(P), are real and distinct. 
Proot Rewriting Eq. (1.2.4) as
k(jl bks - A) = i$l ( i+ik~ibks - ^I)? (1.2.5) 
it is easy to see that the numbers A = pjs, j = 1,. . . , n, do not satisfy 
(1.2.4) for S E int( P). Therefore (1.2.4) can be written as 
i 
Pfsi 
- = 1. 
i=l Pis - A 
(1.2.6) 
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FIG. 1. Graphical solution of Eq. (1.2.6). 
From (1.1.12) we see that A, = 0 satisfies (1.2.6). Itis easy to see that the 
other roots A,, . . . , A,-, of (1.2.6) are also real and satisfy the inequality 
pls -c A, < p2s < * * * < A,-, < Clns (1.2.7) 
for S E int(P), see Fig. 1. This proves the proposition. 
Remark 1.2.4. It is convenient o modify (1.2.6) so that the new equa- 
tion is satisfied by A,, . . . , A,-, but not by A, = 0. For this multiply (1.2.6) 
by s = C;Btpisi. We get sC~~~~~~~(~~S - A)-’ - C~~i~;si = 0. If A + 0, 
the equation takes the form 
i 
Pisi 
~ = 0. 
i=l Pis - A 
(1.2.8) 
Now we will investigate he eigenvalues of B(S) when S belongs to the 
boundary of (n - l)-dimensional simplex P. Let Pj, j = 1,. . . , n, be the 
faces of the simplex P, so that the face Pj corresponds to the equation 
sj = 0. 
PROPOSITION 1.2.5. Let S = (sr,. . , sj-i,O, sj+i,. ., s,) E Pj (1 Ij I 
n) be an arbitrary point. Then the number A = pjs is an eigenvalue of the 
70 T. V. ALEKSEYEVSKAYA 
matrix B(S), the other eigenvalues being determined by the equation 
c PLT’i p-1=0. 
i+j Pi’ - A 
(1.2.9) 
Proof: From the characteristic equation for B(S) in the form (1.2.5), we 
easily see that A = pjs satisfies the equation for sj = 0. Set fj = 0 in (US) 
and divide it by (pjs - A). Then we easily reduce the equation to the form 
(1.2.9). 
PROPOSITION 1.2.6. The eigenvalue A = pjs of B(S) is of multiplicity wo 
for S E Rj n Pj, where the (n - 3)-dimensional plane Rj is determined by 
the equalions 
c pisi(pi - py = 0, sj = 0, (1.2.10) 
i#j 
and j f (2,. . . , n - I). There are no other multiple eigenvalues of B(S) for 
any S E P. 
Proof: By Proposition 1.2.3, there are not multiple eigenvalues for 
S E int(P). Therefore we seek them only on the boundary. Now consider 
the face Pi (j = 2,..., n - 1). For S E int( Pj) all the roots of Eq. (1.2.9) 
are distinct. Aside from them there is only one eigenvalue A = pjs of B(S), 
S E Pi, that may be multiple (see Proposition 1.2.5). Inserting A = ,FL~S 
into the left-hand side of (1.2.9) we get I.LjS-lC;+jcLiSi(~i - pi)-‘. Thus, 
A = pjs satisfies (1.2.9) if and only if (1.2.10) holds for S E PJ. We have 
proved that A = pjs is of multiplicity wo for S E Pj f~ Rj, j = 1,. . . , n 
- 1, and that there are no other multiple igenvalues for S E int( Pj). It is 
not d&cult to show that the proposition is also true if S lies in a face of 
lower dimension. 
It remains to consider the cases S E P’ or S E P”. Note that since the 
summands in Ci, jpisi(pi - pj)-’ are of the same sign, the relation (1.2.10) 
fails and therefore the proof is complete. 
1.3. The Characteristics of Equations (1.1.9) 
In this section we study the characteristics of Eqs. (1.1.9) for points 
S E P, where P is defined by (1.1.10). It is shown that these characteristics 
are straight lines. The characteristics of these equations will be needed to 
construct he so called rarefaction waves (non-trivial continuous solutions). 
Recall the definition fcharacteristics. 
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Suppose we are given the following system of hyperbolic quasilinear 
equations: 
Assume that the real eigenvalues of the matrix A(u) = Ilaik(u)ll are dis- 
tinct. Let A,, . . . . h, be the eigenvalues of A and [r, .. . , .$,, be the corre- 
sponding eigenvectors, i.e., AEi = Aiti, ti = (<;r,. . , tin). The curve ~(7) 
= (u1(7), .. ., U,,(T)) in the phase space (ur, .. . , u,) is said to be a charac- 
teristic fits tangent vector at u is an eigenvector of A(u) = Ilaik(u)ll. In 
other words, characteristics arecurves satisfying the equations 
A du(d d4d 
- = X;(r)-jy. 
dr 
Since there are n eigenvectors atevery point u, one can show that exactly n
characteristics pa s through every point of the phase space. 
In order to construct characteristics of Eqs. (1.1.9), we need some 
propositions on the eigenvectors ofthe matrix A(S) of these equations (see 
(1.1.11)). 
PROPOSITION 1.3.1. Let x = {xi} be an eigenuector fA(S) (or B(S), 
see (R.2.2)), corresponding toan eigenvalue A, then 
xi = pisi(pis - A)-‘, i = l,..., n, (1.3.1) 
where A is the eigenvalue of B(S) determined by (1.2.1). 
Proof. By definition, an eigenvector of the matrix (1.1.11) satisfies the 
equation: pjsxj - j.kj~jC;=l~k~k = Axj, j = 1,. . . , n. This implies xj = 
~jsju(~js - A)-‘, where u = C[t=i~(~x~. Since an eigenvector is deter- 
mined only up to a multiple, we may set u = 1, i.e., E:[I=tj.kkxk = 1. 
Inserting the relation for xk into the last formula, we get the characteristic 
equation of B(S). Thus, the coordinates of any eigenvector of B(S) satisfy 
(1.3.1), where A satisfies (1.2.6). 
The following proposition is easy to prove. 
PROPOSITION 1.3.2. Let x = {xi} be an eigenuector fB(S) correspond- 
ing to the nonzero eigenvalue A. Then 
(1.3.2) 
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Given a point S E P, Proposition 1.3.2 implies that the point S + (YX lies 
in the hyperplane H : Cy- isi = 1 for any real a, where x is an eigenvector 
of B(S) with A # 0. 
PROPOSITION 1.3.3. Let S = (sl,. . , sJ E P be an arbitrary point. Then 
the eigenvector x = {xi} of B(S) corresponding tothe eigenvalue A = 0 is of 
the form xi = sjc, where c is a constant, i.e., S + ax + H for a # 0. The 
proof now follows from (1.3.1). 
Remark 1.3.4. Since we study Eqs. (1.1.9) only for S E P, the linear 
transformation corresponding to A(S) should be considered only on the 
invariant subspace Qs’,xi = 0. Therefore in what follows we may confine 
ourselves to eigenvectors corresponding to nonzero eigenvalues. By Remark 
1.2.4, we may use the characteristic equation of B(S) in the form (1.2.8). 
We need also some propositions on eigenvectors of A(S), where S is a 
boundary point. By Proposition 1.2.5, A = pjs is an eigenvalue of B(S) for 
s E Pj. 
PROPOSITION 1.3.5. Let S E Pi. Then the eigenvector x = {xi} corre- 
sponding to the eigenvalue A = pjs takes the form 
xi = pis(pi - pj)-l, i fj; xj = - CXi = - C/.fdjSi(/.bi - aj)-‘. 
i#j i+j 
(1.3.3) 
COROLLARY. S + CYXE Pjfora # 0. 
Proof. For the eigenvector x = {xi} of B(S) corresponding to the 
eigenvalue A = pjs we have pjsxj - ~isiC;pl~kx, - pjsxi = 0, i = 
1 ,***, n. It is easy to verify that the vector x defined by (1.3.3) satisfies these 
equalities. Since xi # 0 then S + CYX~ Pi. 
PROPOSITION 1.3.6. Let S E Pi and A f: pjs be an eigenvalue of B(S) 
and x is the corresponding eigenvector fB(S). Then S + ax E Pi. 
Since sj = 0, this follows easily from Proposition 1.3.1. 
We now prove the important 
PROPOSITION 1.3.7. Let S* E Pi and x = {xi} be the eigenvector of 
B(S*) with eigenvalue A* = pjs*. Denote by T(S*) the line T(S*) = {S : S 
= S* + ax}. Then for every point S E T(S*) the matrix B(S) has the 
eigenvalue A = A*. 
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ProoJ Let S E T(S*). Using (1.3.3), we obtain 
si = s* + “pisi*(pi - pj)-l, i #j; sj = -“&tis:(pi - pj)-l’ 
i#j 
(1.3.4) 
where (Y is some real number. 
Let us verify now that A* = pjs* satisfies the characteristic equation of 
B(S) : C:,lp~si(pis - A)-‘. For this express s via s*: 
s = 2 /.lisi = s* + a c - - 
pfs: Pisi* 
aPjC - = s*(1 + a). 
i=l i+j Pi - Pj i+j Pi - Pj 
Thus 
s=s*(1 +(u). (1.35) 
Inserting A = pjs* into the characteristic equation and using (1.3.4), (1.3.5), 
we obtain 
This completes the proof. 
Remark 1.3.8. Since A(S) = IS-~&S) (see (1.2.2)), Proposition 1.3.7 for 
A(S) reduces to the following one: for every point S E T(S*) the matrix 
A(S) has the eigenvalue 
A = Is-$ljs*. (1.3.6) 
LEMMA 1.3.9. Let S* E Pj and x* = {xi* } be the eigenuector fA(S*) 
with eigenvalue X = Ipj(s*)-‘. Then the line T(S*) = {S: S = S* + ax*} 
is a characteristic. 
Proof: Let S E T( S*) and x = {xi } be the eigenvector of A(S) with 
eigenvalue X = Ipjs*sC2. Then xi = pisi/(pis - pjs*), i= 1,. . . , n. From 
(1.3.4) (1.3.5), we may express i via si*: 
~L-s,* Pi@ + a) - Pj 
I I 
Pi - Pj Pisi* 
xi = 
/A;(1 + CY) - jkjs* = (/Ai - jAj)s* ’
i#j 
Pisi* 
-Pja C ~ 
i+j Pi - Pj 
xj = (Pj(l + CX) - pj)s* = - 
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By Proposition 1.3.5 the coordinates of x are 
Pisi* x.*=- Pisi* 
I pi-pjT l+j; 
xj* = - c - 
i#j Pi - Pj ’ 
We see that x and x* only differ by the multiple l/s*. The lemma is 
proved. 
THEOREM 1.3.10. The characteristics of Eqs. (1.1.9) are straight lines. 
Proof. Let S = (sr,..., sJ E P be an arbitrary point and x = {xi} be 
an eigenvector of B(S) with eigenvalue A # 0. The line T(S) = { s”: 5 = S 
+ ox } intersects two faces of P. Let Pi be one of them and S* = 
(SF,. . ., s,Y1,0, s,?g,. . , s,*) = T(S) n Pi. Then the coordinates of S* 
are s.* = s + (YX. i = 1 , . . . , n, where (Y is defined from the condition 
s* =b, i.e.1 (Y =‘)s.xT1. Let T(S*) = {f: $= S* + ax*}, where x* is 
the eigenvector of 8(S*) with eigenvalue A* = pjs*. By Lemma 1.3.9, 
T(S*) is a characteristic. We will now show that T(S) = T(S*). From 
Proposition 1.3.1 we have: xi = pisi(pis - A)-‘, i = 1,. . . , n, and from 
(1.3.3), 
IlisT x.*=- 
I pi - pj ) l #j; 
xi*= -xx;, 
i#j 
where A is an eigenvalue of B(S). We first show that A = A*. Note that 
s* = Apjl. Indeed 
s*= &= ~PljJi+a-=)=S+a~l~=S+a. 
i=l i=l I 
Then s* = s - .y.x:l = s - (pjs - A)p;l = Ap;l. Therefore, A* = pjs* 
= A. Now show’that x* is a multiple of x. For i # j we have 
x.* = Pi’: Pitsi + axi) -= 
Pi - Pj Pi - Pj 
PisiPj(Pis - A) - PfSi(Pjs - A) 
= 
Pj(Pis - ‘)(Pi - Pj) 
PiSiA Pisi 
= Pj(Pi’ - ‘) 
= -s* = x.s * 
pis - A ’ . 
Taking into account C~~ix: = 0 and Q-ixi = 0, we get x* = xs*. This 
implies T(S) = T(S*). Since T(S*) is a characteristic, the line T(S) is also 
a characteristic. This completes the proof of the theorem. 
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Now we will sum up this section. It was shown that (1) the characteristics 
of Eqs. (1.1.9) are straight lines; (2) an eigenvalue A of B(S) is constant 
along a characteristic; (3)for every point S* E Pi (j = 1,. . . , n) there is 
one eigenvalue A = pjs* such that the characteristic corresponding to A 
does not belong to the face Pi; (4) the characteristics pa sing through 
S* E PJ (j = l,..., n) corresponding to A # pjs* lie in Pi. 
From Proposition 1.3.7 it follows that for S* E Pj (j = 1,. . . , n) the 
characteristic passing through S* and corresponding to A = pjs* can be 
written explicitly (see also 11.1.). 
II. GEOMETRICAL CONSTRUCTION OF CHARACTERISTICS 
FOR EQS. (1.9) 
11.1. Geometrical Description of the Characteristics 
We have shown in I.3 that all the characteristics of Eqs. (I-1.9) are 
straight lines. Now we will divide them into n - 1 families so that only one 
characteristic of every family passes through every point S of the domain P 
(see (1.1.10)). 
Every characteristic in general position connects some two faces Pi and 
Pk. It will be shown in Theorem 11.1.1 that the characteristic passing 
through PJ can connect it only with Pj-’ or Pj+‘. Recall that the ordering 
of sj, i = l,.. . , n, is not arbitrary; itcorresponds to the ordering of pj, 
i=l ,---, n, so that: pi -C * ** < p,,. 
To formulate the theorem, we divide every face Pi into two parts, P{ 
and Pi, where 
p(= S:CBisi 
i i+j Pi - Pj 
<o,.sj=o ) 
1 
pi’= S:&E- 
i i+j Pi - Pj 
> 0, sj = 0 
i 
(11.1.1) 
j=2 ,...,n - 1; P; = PI, P; = P”. 
Note that the equation Xi + jpjsi(pi - pj)-l = 0 defines an (n - 3)- 
dimensional plane Rj (j = 2,. . . , n - l), introduced in Proposition 1.2.6. 
THEOREM 11.1.1. Let S* E Pk, k = l,..., n, andlet T(S*) = {S: S = 
S* + ax }, where x is the eigenvector f B( S*) with eigenvalue A = pks*. 
Then for S* E Pf, T(S*) fl Pi # 0, if and only if j = k - 1 and for 
S* E P[, T( S*) n Pi = 0 if and on& ifj = k + 1. 
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By Propositions 1.3.5 and 1.3.6, we will regard only the eigenvector x with 
eigenvalue A = bus*, since for other eigenvectors (S* + cwx) E Pk. 
Proof. We will now show that for S* E Pk, T( S*) n Pi # 0 if and 
only if j = k - 1 or j = k + 1. By (1.3.4) we have 
Pisi 
si = si* + a- i # k; 
Pisi* 
pi - pk ’ 
Sk= -ac - 
i#k pi - pk ’ 
where S = { si} E T(S*). The characteristic T( S*) crosses one more face, 
for example, Pj at some point S. Since Zj = 0, we get 
s”, = s,* pk(pi - PLi) pj - pk 
I 
’ pj(pi - pk) ’ 
i # k; s;, = 7 ,Fk -+-. (11.1.2) 
, r-ilk 
Consider two cases: 
1. Let j I k - 2; then Zi < 0 for j < i c k and therefore S”E P. 
-- 
2. Letjzk+2;then$<Ofork<i<jandSEP. 
Thereforeweseethatj=k-lorj=k+l. 
Let Z’(S*) n Pk-’ # 0. Then from (1.1.2) fi > 0 for any i Z k. Since 
fk > 0, from (11.1.2) we get ci+k,qi*&i - pk) < O. Therefore if f E Pk-‘, 
we have S* E P,k c Pk. Similarly if S E Pk+‘, then S* E Pf c Pk. 
The theorem is proved. 
COROLLARY 11.1.2. 
2TE P;+? 
If S* E P:, then $ E P2k-l and if S* E P,“, then 
We now orient the characteristics by choosing the direction along which 
the eigenvalue of matrix A(S) on the characteristic in reases. 
PROPOSITION 11.1.3. tit S* E Pj and let T(S*) = {S: S = S* + ax} 
be the characteristic andS = T(S*_ n P j+l Then the eigenvalue X of matrix . 
A(S) increases from point S* to S. 
Proof: From (1.2.3) we obtain X = IAs-*, where A = ~l;is* isconstant 
along the characteristic. On the other hand, A = ~~+~s. This implies 
if = (Pj/(Pj+l))S* < ’ *. Since s = C&tpisi is a linear function of coordi- 
nates, we see that s is monotonous decreasing from s* to s” and hence 
A = Ipjs*s-* increases from S* to S. 
DEFINITION 11.1.4. Let T be a characteristic such that T n Pj f 0 and 
T n pj+l # 0. Then T is said to be a characteristic of the jth farnib 
(j = 1,. . . , n - 1). 
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Let S E int(P) and Al,..., A,-, be nonzero eigenvalues of the matrix 
B(S). From (1.2.7) we have an unequahty: 
PROPOSITION 11.1.5. L.et he eigenualue A of B(S) satisfy the inequality 
pjs -c A -C pj+is. 
Then the corresponding characteristic passing through the point S is a charac- 
teristic of the jth family. 
Proofi Let x be an eigenvector of B(S) with eigenvahte A and T(S) = 
{S’ : S’ = S + ax} be the corresponding characteristic. Then for S’ E T 
we have 
Pisi 
s; = si + a- 
pis - A ’ 
i=l >..‘> n. 
Suppose T(S) crosses the faces P k and s” = T(S) fl Pk. Then S;, = 0 
and therefore (Y = (A - pks)pi’ and s/ = si(A(pi - pk)/pk(&s - A)), 
i=l ,---, n.Since~is-A<Ofori<jand~is-A>Ofori>j,the 
conditions Fi 2 0, i = 1,. . . , n, are satisfied only in two cases: k = j and 
k = j + 1. Thus T(S) is a characteristic of the jth family. 
COROLLARY 11.1.6. Precisely one characteristic of the jirst, 
second , . . . , (n - 1)th furnib passes through each point S E int( P). 
PROPOSITION 11.1.7. Let the characteristic of the jth family, j = 1, . . . , n 
- 1, connect the point S = { si} E Pi c Pj with the point S’ = { si} E 
P,i+’ c Pi+‘. Then 
Pj(Pi - Pj+l) 
s; = sipj+l(pi - pj) ’ 
i#j; s; = 
Pj+l - Pj 
Pj+l 
c- Pisi . (11.1.3) 
i+j Pi - Pj 
This follows from (11.1.2). 
Thus the characteristics of the jth family dejine an afine map (11.1.3) 
S % S’ of the domain Pi on Pi”. 
Remark 11.1.8. Let P be an arbitrary (n - 1)dimensiona.I simplex with 
given ordering of vertices and let the numbers pi < * - . -C CL, be given. 
Then we can construct he whole system of characteristics n this simplex. 
Indeed, introduce the barycentric coordinates si, i = 1,. . . , n, in P. Divide 
the face Pi (j = 2,..., n - 1) of P into two parts P/ and Pi by the 
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(n - 3)-dimensional plane 
Rj= s: c lJisi 
i i+j Pi - Pj 
=o,sj=o : 
I 
p,j= s:~~ 
i i+j Pi - Pj 
<o,s,=o ) 
1 
pi =- s: c 
i 
I-Lisi 
i+j Pi - Pj 
>o,s,=o . 
i 
Define the affine map of Pi on Pii+’ by formula (11.1.3), where S’ = 
(Si,...,Sj,O,S/1+*,..., S~)E Pi+l, S=(Sl,...,Sj_l,O,Sj+l,...,S,) E Pi. 
Recall that Pi = P’, P; = P”. Connect each point S with its image S’ by a 
line segment. These segments are the characteristics of the jth family in P. 
The characteristic of the jth family is defined explicitly b the formulas 
PisF 
si = s,* + -a 
Pi-P/ ’ 
i#j; (11.1.4) 
where (Y 2 0 is a parameter of the characteristic, and the numbers si* 
(i = l,..., n) define the characteristic and satisfy the conditions: 
s.*ro s?=O 
I ‘I ’ 
Note that the numbers ST are the coordinates of the fixed point S* E Pi c 
Pi through which the characteristic (11.1.4) passes (see (1.3.4)). 
11.2. Geometrical Construction of Characteristics in the Particular Cases 
n = 3,4,5. 
The propositions of II.1 yield a simple geometrical construction of the 
characteristics n the simplex P. As we have seen, the system of characteris- 
tics is completely determined by simplex P with numbered vertices and by 
the numbers pi < . a. < p,,. The geometrical construction of characteris- 
tics will be carried out here for n = 3,4,5, which corresponds to the 
construction of characteristics n two-dimensional, three-dimensional, nd
four-dimensional spaces. 
11.2.1. (n = 3) Consider a triangle P with the vertices defined by 1,2,3, 
and the numbers pi < p2 < ps (see Fig. 2). At the edge P* = (1,3) choose 
the distinguished point S’ with barycentric coordinates 
(s: + s: = 1). 
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FIG. 2. Characteristics n the triangle with the distinguished point S’. 
For the following construction we need only the point S’. Define the atline 
map 7i of the segment (1, S’) on the segment (2,3), i.e., 
T1 : (1, S’) -+ (2,3) 
and the affine map r2: 
r*: (3, s’) + (2,l). 
The segment which connects the point S E (1, S’) with the point riS E 
(2,3) is a characteristic of the first family. The characteristics of the second 
families are the segments connecting S E (3, S’) with r2S E (2,l). 
Thus the characteristics aredetermined by the triangle (1,2,3) and the 
distinguished point S’ E (1,3). 
Note the the side (2,l) and (3, S’) are characteristics of the first family 
and the side (3,2) and (S’, 1) are characteristics of the second family. 
Note also that the point S’ is a singular point of the system of 
characteristics and the eigenvalue A = p2s1 of the matrix B(S’), where 
s1 = C~xh~is! is of double multiplicity. 
11.2.2. (n = 4) This case is illustrated by the Figs. 3, 4. 
The domain P is a tetrahedron with vertices 1,2,3,4. At the edge (i, j), 
i <j choose the distinguished points Sikj, k = i + 1,. . . , j - 1, with 
barycentric oordinates defined as 
Sikj. s, = pj(pi - pk) pi(pj - pk) 
* I 
pk(pLi - pj> ’ 'j = pkbj - pi> ' 
s, = 0, l#i,l#j. (11.2.1) 
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P’ P2 P3 P4 
FIG. 3. Faces of the tetrahedron P divided by the lines RJ. 
It is easy to verify that si + sj = 1. In this case i = 1,2,3; j = 2,3,4. Draw 
the line R2 through the points S’23 and S’24. It divides the face P2 = (1,3,4) 
into two parts: Pf, P;. Draw the line R3 through the points S234, S134. It 
divides the face P3 = (1,2,4) into parts Pf, P;. Now construct affine maps 
of the domains, 
71 . . P’ + P1’, i.e., 7i : (2,3,4) + (1, S123, S124) 
72 . * PI2 + P1”, i.e., r2 : (3,4, S124, S123) + (2, S234, S134, 1) 
73 * * P2’ + P4, i.e., r3 : (4, S234, S134) --, (3,2,1). 
To construct a characteristic of the first family, we connect a point 
S E (2,3,4) with its image ~~5’ E (1, S123, S’“) by a segment. The charac- 
teristics ofthe second and third families are constructed similarly using r2 
and r3. Thus three families of characteristics n the tetrahedron are con- 
structed. 
FIG. 4. The tetrahedron P with the distinguished points. 
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In particular, all the edges of tetrahedron are characteristics, notably the 
edge (2, l), and segments (3, S’23), (4, S’“) are of the first family, the edge 
(3,2) and the segments (S 123, l), (S’24, S’34), (4, S234) are of the second 
family, and the edge (4,3) and the segments ( S234, 2), (S’34, 1) are of the 
third family. 
We observe that the system of characteristics n the tetrahedron is 
defined by the points S 234, S134, S’“, S’23. The points S134, S124 can be 
chosen arbitrarily atthe edge (1,4) and the points S234, S’23 are determined 
by them. To show this, consider the triangle (1,2,4) and the point S124 in it. 
Draw a characteristic in this triangle with a distinguished point through the 
point S’34 (see th e case n = 3). The second end of the characteristic defines 
the point S 234. To get the point S’23 consider the triangle (1,3,4) with 
distinguished point S’34. The point S123 is defined as the second end of the 
characteristic passing through the points S’24. 
Remark. We say that a point S is singular if the eigenvalues of matrix 
B(S) are multiple. All singular points lie on the segments R* = S124S’23 
and R3 = S234S’34. On the segment R* we have A, = A, = p2s and on R3 
we have A, = A, = p3s. 
Remark. We will show that the construction of characteristics n a 
tetrahedron can be reduced to that in triangles with distinguished points 
(i.e., tothe case, n = 3). Let Q, E (3,4) be an arbitrary point (see Fig. 5). 
In the triangle (2,3,4) with distinguished point S234 draw a characteristic 
QlQ2. In the triangle (1,3,4) with distinguished point S’34 construct 
similarly the characteristic Q,Q,. We get the triangle QiQ2Q3. The triangle 
Q,Q,Q, crosses the line S’24S’23 in some point ,!?. Draw two families of 
FIG. 5. Characteristic section QIQzQs of the tetrahedron P. 
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characteristics n the triangle Q1QzQ3 with distinguished point S. They will 
be the characteristics of the first and the second families of the tetrahedron. 
By changing the point Q, we can get all the characteristics of the first and 
the second families in the tetrahedron. We can similarly get all the charac- 
teristics ofthe third (and second) families of the tetrahedron if we choose 
the point Q, at the edge (1,2). Note also that the extreme positions of 
QlQzQ3, where Q, E (3,4), are the face (1,2,3) and the domain 
(4, s234, 934) c (1,2,4). 
11.2.3. (n = 5) In this case a nice geometrical construction appears. The 
domain P is an 4-dimensional simplex whose faces are five tetrahedrons 
P’, . . . ) P’, see Fig. 6. 
We mark the points Sikj, i< k <j, i, k, j E (1,. . ,5), see (11.2.1). Let 
us draw a plane R2 through the points S123, S’“, S’25. In the tetrahedron 
P3 draw a plane R3 through the points S’34, S135, S234, S235. From (11.2.1) 
we can see that these four points lie in one plane. Finally in P4 draw a 
plane through S 145, S”‘, S345. Now define four afline maps: 
71 * * P’ + P;, i.e., 7i : (2,3,4,5) + (1, S123, S124, S’25) 
72 * * P2’ + Pl’, i.e., r2 : (3,4,5, S123, S124, Slz5) 
--) (2, s234, s235, 1, 934, P) 
73 9 * P; + Pp, i.e., r3 : (4,5, S , , , 
234 ~235 $34 $35 ) 
--) (3, s345,2, s245, 1, P) 
74 - ’ P2” + P5, i.e., r4 : (5, S 145, 945, 945) + (4,1,2,3). 
Then a characteristic of the first family is the line segment connecting the 
point S E (2,3,4,5) with its image riS. Using the maps r2, r3, r4 we can 
similarly construct the characteristics of the second, third, and fourth 
families. 
Note that the polyhedra Pt and P[ give us all the types of polyhedra 
that can appear when we divide a tetrahedron into two parts by a plane in 
the general position. 
For the construction of the system of characteristics t suffices todistin- 
guish the points S’25, S135, S’45 at the edge (1,5) because the other points 
Sikj, i < k <j, i, j E (1,. ., 5) are uniquely defined by them (see the 
previous case, n = 4). 
We noticed that the construction f characteristics in a tetrahedron with 
distinguished points can be reduced to the construction f characteristics in 
its triangular sections Q,Q,Q,. Similarly, the construction f characteristics 
in a 4-dimensional simplex can be reduced to the construction f character- 
istics in its three-dimensional sections- tetrahedrons. The general inductive 
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4 
(a) 
P’ 
2 
1 
(c) 
FIG. 6. Faces of 4-dimensional simplex with the distinguished points. 
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construction of characteristics forarbitrary n is presented and used in 
Sections III and IV. 
Summarizing the cases n = 3,4,5, we may say that for the construction 
of characteristics n a triangle it is sufhcient to have a given triangie with a 
distinguished point at the edge (1,3). The system of characteristics n a 
tetrahedron is constructed if two points at the edge (1,4) are distinguished. 
The system of characteristics n a 4-dimensional simplex is constructed if 
three points at the edge (1,5) are distinguished. 
11.2.3. Some remarks for an arbitrary n. Let P be an arbitrary (n - l)- 
dimensional simplex with vertices 1,2,. . , n and let the numbers pi < . . . 
c p, be given. At the edge (i, j) we distinguish (j - i - 1) points Sikj, 
i < k <j, i, j E (1,. . , n). Their barycentric coordinates are defined as 
siki : si = Mikj, sj = 1 - si = Mjki, s, = 0, I # i, j, 
k=i+l,...,j-1, (11.2.2) 
where 
(pi - pk)pj 
Mikj = (p; - pj)pk * 
For the construction of characteristics it i important to find the sections 
of the face Pk by the “dividing” (n - 3)-dimensional plane Rk (k = 
2 ,***, n - 1). The planes Rk are defined by Eqs. (1.2.10). Geometrically, 
(n - 3)-dimensional plane Rk can be defined as the plane passing through 
the points S ikj for a fixed k and i < k < j. Indeed it is easy to show that 
alI these points Sikj he in one (n - 3)dimensionaI plane. 
The domain Rk fl Pk is a convex (n - 3)dimensionaI polyhedron 
spanned by the points S ikj for a fixed k and i c k < j, i.e., the polyhedron 
Rk n Pk has (k - l)( n - k) vertices. Since Sikj lies at the edge (i, j), then 
the plane Rk crosses (n - k)(k - 1) edges (i, j) such that i < k < j. 
As we have seen in particular cases, the points Sikj are determined by the 
points s lkn 1 < k -C n, at the edge (1, n). This statement can be proved 
from the relations for the numbers Mikj: 
Mikj + Mjki = 1 
Mikj . Mijk = 1 
Mikj, Mkji . Mjik = 1. (11.2.3) 
Note that if we have the numbers Mikj satisfying these relations, then we 
can find numbers pi, i = 1, . . . , n, such that (11.2.3) holds. 
To construct the families of characteristics, let us divide the face Pk, 
k = 2,..., n - 1, into parts Pf and Pl by an (n - 3)-dimensional plane 
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Rk. The polyhedra P[ and P[ are (n - 2)-dimensional convex polyhedra. 
Analytically P: and Pt are defined by (11.1.1). To define them geometri- 
cally, introduce Sikj notonlyfori<k<jbutalsofori<k<j:wewill 
assume that Siij is the jth vertex of the simplex P, i.e., S’*J = (j). We 
assume also S’fl = (i). Then P,k is (n - 2)-dimensional convex polyhedron 
with vertices Sikj for a fixed k and i < k <j, i, j E (1,. . , n) and Pf is 
the convex polyhedron with vertices Sikj for a fixed k and i I k < j, 
i, j E (1,. . , n). Thus in Pf, aside from points lying in Rk, we have k - 1 
vertices Sikk = (i), i < k, of the simplex P. Similarly in Pf, aside from 
vertices of Rk n Pk, we have n - k vertices Skkj = (j), j > k. Let us also 
set Pi = P’, P; = P”. 
Define the afhne maps rk : Pf + Pf+‘, k = 1,. . . , n - 1, as 
7k : SIki ,+ ,yik+lj, i<k<j. 
Then a characteristic of jth family is the line segment connecting the point 
S E P[ with its image rkS E P/+‘. 
The analytic expression of the map 7k is given by Eq. (11.1.3). 
We note also that the points S ikj is a singular point in the triangle 
(i, k, j) at the edge (i, j). llu ‘s means that Sikj is singular for characteris- 
tics lying in this triangle (see Fig. 2). In the triangle (i, k, j) there are other 
distinguished points Siij, i< 1 c j, I # k, but they are not singular in 
(i, k, j). The point Si’j is singular in the triangle (i, I, j). 
III. CHARACTERISTIC HYPERPLANES AND HUGONIOT ADIABATIC 
CURVES FOR THE EQS. (1.1.9) 
111.1. Study of Characteristic Hyperplanes 
In this section we introduce a family of (n - 2)-dimensional hyperplanes 
with the following interesting property. Let QY denote a hyperplane of our 
family and S E P n QT. Then the characteristics of (n - 2) families pass- 
ing through S lie in QY. The eigenvalue of B(S) corresponding to the 
characteristic of the remaining family can be written explicitly. 
Define the hyperplane QY by the equation 
i 
Pisi 
- = 0, 
i=l Pi - Y 
where 
pk < Y < pk+l, k= l,...,n - 1. 
(111.1.1) 
Denote also P(y) = P n Qy. 
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Thus a family of hyperplanes corresponds to each k, k = 1,. . . , n - 1. 
Now consider the case pi < y < p2, which will be used later for con- 
structing a solution of the discontinuity splitting problem for (1.1.9). 
THEOREM 111.1.1. Suppose QY satisfies (III.l.l), where p1 < y -C ~1~. 
(1) P( y ) is an (n - 2)-dimensional simplex. Its vertices are the intersec- 
tion points of QY with the edges (1,2), .. . , (1, n) of the simplex P. 
(2) One and only one hyperplane QY passes through every point S E P. 
(3) Let S E P(y). Then A, = ys, where s = CyC1~isi s an eigenvalue 
of B(S) and the corresponding characteristic is ofthe Jirst family. 
(4) Let S E P(y). Then the characteristics of the 2nd,. . . , (n - 1)th 
families passing through S lie in P(y). 
(5) Let the vertices ofthe simplex P(y) be ordered by 2,. . . , n and the 
numbers p2 < 9 9. < u,, be given. Then the characteristics constructed for 
P(y) are at the same time the characteristics of the simplex P of the 
2nd , . . . , (n - 1)th families. 
Proof (1) For the point S E (k, 1) we have sk Z 0, s, Z 0, si = 0, 
i # k, 1. Since in (111.1.1) the summands for i > 1 are nonnegative, QY can 
only intersect edges of the form (1, l), I= 2, . . . , n. From (111.1.1) we can 
see that QY intersects all these edges. Therefore P(y) is an (n - 2)- 
dimensional simplex. 
(2) Let S = { si} E P. If the numbers si, i = 1 , . . . , n are fixed, it is 
easy to see that Eq. (111.1.1) has one and only one solution y in the interval 
/J, -C y < EL*. The hyperplane defined by (111.1.1) with this y is the unique 
hyperplane of our family passing through S. 
(3) Let S E P(y). Substituting y = A,s-’ into (III.l.l), we obtain 
C~-‘,,(~jsi/(~is - A,)) = 0; i.e., A, is an eigenvahte of B(S) (see (1.2.8)). 
Sin= h < Y < p2, we obtain pls < A, -C p2s. From Proposition 11.1.4 we 
conclude that the characteristic corresponding to this eigenvalue is of the 
first family. 
(4) Let S E P(y). Let A be an eigenvahte of B(S) and x = {xi} the 
corresponding eigenvector. The characteristic equation for A # 0 can be 
written in two forms: 
Cl $$ = O (111.1.2) 
and 
(111.1.3) 
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(see Remark 1.2.4). The corresponding eigenvector x is of the form: 
xi = pisi(pis - A)-l. Denoting As-’ = y’ and substituting itinto (111.1.2), 
we obtain 
f 
Pisi 
- = 0. 
j=l Pi - Y’ 
(111.1.4) 
Since an eigenvector is defined up to a multiple, we can rewrite its 
coordinates 
P$i x =- I 
Pj - Y’ ’ 
i = l,..., n. 
Now we will prove that if y’ # y, then the corresponding characteristic T 
lies in P(y). Let S = {Fi} E T, then !j = si + ~(~isi/(~i - y’)) for some 
a. We have 
where A, = ys. 
Since A = y’s and A, = ys satisfy (111.1.3) we obtain C~=i(~Ji/ 
(Pi - Y>) = O. 
Thus it is shown that the eigenvectors x corresponding to A, = y’s,k = 
2 , . . . , n - 1, lie in the hyperplane QY. Since all the eigenvectors of B(S) 
are linearly independent, the eigenvector x with A, = ys does not he in QY. 
By (3) of this theorem the last vector is of the first family. Therefore we 
have shown that the characteristics of the 2nd,. . . , (n - 1)th families pass- 
ing through S lie in P(y). 
(5) By (1) of this theorem we know that QY intersects the edges 
(l,Q, * *. 9 (1, n). Let S*(y), . . ., S”(y) be the intersection points, i.e., the 
vertices of P(y). Since S“(y) E (1, k) and S“(y) satisfies (III.l.l), the 
coordinates of Sk(y) are 
k _ Pk(Y - l-4 
Sl - 
Ybk - PI) ’ 
s; = 1 - s,k, $1 3 kc0 1 # 1, k. (111.1.6) 
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Let S E P(y). To find the barycentric coordinates 
the simplex P(y), we will write S as S = 01$*(y) + 
from (111.1.6) we get 
and therefore the barycentric coordinates (Y~, i = 2,. . , n, of S in P(y) are 
siY(Pi - ILlI 
ai = Pl(Pi- Y) ’ 
i = 2,..., n. (111.1.8) 
We will prove that the roots A,, . . . , A,-, of the characteristic equation 
at the point S in the simplex P are at the same time the roots of the 
characteristic equation at the same point of the simplex P(y). Using the 
characteristic equation in the form (111.1.2), where y’ = A,s-‘, k = 
2 ,..., n - 1, we have 
e-= Pi’i El1 
j=l Pi - Y’ 
i &kpk(Y - PI> + f2 cp%-%$.;(-~;,, 
CL1 - Y’ i=2 Y(Pk - Pl> I I 
= Pl(Y - Y’) I3 Pi”i 
c- 
Y(P1 - Y’) j=* Pi - Y’ . 
Since y’ + y = AIs-‘, we obtain 
(a *, . . . , an) of S in 
8 . . +a,S”(y). Then 
i=2 ,‘.., n, 
(111.1.7) 
i 
Pi&i 
- = 0. 
j=* Pi - Y’ 
(111.1.9) 
Now we show that all the characteristics of P(y) are characteristics of 
the simplex P of the 2nd,. _ . , (n - 1)th families. Let S E P(y). Denote by 
y = {yi}, i = 2,..., n, an eigenvector at the point S in P(y) with eigen- 
value A, = y’s, k = 2,. . . , n - 1. Then yi = piQpi - y’)-I, i= 2,. . . , n. 
From (111.1.4) and (111.1.5) we obtain 
y! = yEL1(Pi - Y) Pisi =- 1 
‘Y(Pi - Pl> Pi - Y’ ’ 
i = 2,...,n; ilY/ = 03 
where y,‘, i = 1,. .., n are the coordinates of the vector y in P. From 
(111.1.3) we see that y is an eigenvector also for the simplex P and 
therefore the characteristics in P(y) are at the same time characteristics n 
P of the 2nd,. . . , (n - 1)th families. The theorem is proved. 
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PROPOSITION 111.1.2. Let P(y) = P n QY, where QY is dejned by 
(111.1.1). Then 
Iim P(y) = P’, lim P(y) = P;. 
y+*1+0 Y-+82-0 
ProofI Let Sk(y), k = 2,. . . , n be the vertices of P(y). 
1. Let y + pL1. If we rewrite (111.1.1) in the form pL1sl + C~~-2~isi(~Li - 
y)-l& - y) = 0, we see that km,,, s1 = 0. Therefore limy,,lP(y) c P’. 
We will show that lim y +,,P( y) = PI. From the proof of (5) of Theorem 
111.1.1, we have 
s,! = 0, i # 1, k. 
(111.1.10) 
When y + Pl, sl” --, 0, skk + 1 and therefore S“(y) + (k). 
2. Let y + pcL2. Modifying (111.1.1) tothe similar form 
C~~lPi~i(PLi - YnP* - Y) = 09 
we get s2 + 0 as y + ~1~. This means that limy,,zP(y) C P2. We will 
show that lim y+p2P(y) = Pf c P2. From (111.1.10) we see that the point 
S“(y) tends to the point 
Sk = 0 I i#l,k; k=3,...,n 
as y + p2 and S2 = (l,O,. .,O) for k = 2. 
We see that the point Sk E (1, k) for k = 3,. . . , n. On the other hand, 
from (1.2.10) it is easy to see that Sk E R2, k = 3,. . . , n. Therefore the 
points Sk, k = 3 ,-a., n, are the vertices of the polyhedron P2 17 R2. The 
plane R2 divides P2 into two parts, Pf and P;. It is easy to verify that 
S2 E P:. Therefore the points S2,. . . , S” are the vertices of Pf. Note, that 
this also follows directly from 11.2.3. The proof is finished. 
PROPOSITION 111.1.3. LA P(y’) = Qy, n P and P(y”) = Qy,, I? P, where 
Qyj and Qy,, satisfy (111.1.1) and p1 < y’ -C p2, pI < y” c p2. Then 
1. Any characteristic ofthe Jirst family intersects P(y’) and P(y”). 
2. L.et T be a characteristic of the Jirst family and let S’ = T n P(y’), 
S” = T n P(y”). Then the barycentric oordinates of S’ in P(y’) coincide 
with the burycentric oordinates of S” in P(y”). 
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Proo$ Any characteristic of the first family, as we know, intersects P’. 
Let S* = T fl P’. If S E T, then we have (see (11.1.4)) 
Pis? 
si = si* + p- 
Pis* 
pi - p1 ’ 
i=2 
‘--* , n; 
s,=-&- 
i=2 Pi - Pl’ 
(111.1.11) 
From (4) of Theorem 111.1.1, we know that T f~ Q, # 0. Let S = 
T n QT. Find now the barycentric coordinates oi, i = 2,. . . , n, of the point 
S in P(y). From (111.1.8) we have oi = (y(pr, - ~l)/~l(~i - y))s,, i= 
2 ,*--, n. Let us express i and y via si*. First we show that s = s*(l + B). 
Indeed, 
s = t pis; = s* + p f pfsi* - - &li$2& = s*(1 + /I). 
i=l i-2 Pi - Pl I 1 
Since A, is constant on the characteristic and equals A, = pis* at the 
point S*, we obtain 
y = h,s-’ = pls*s-’ = /.li(l + p)-‘. 
From this formula and (111.1.7) we have 
(y, = (Pi - Cl)(si* + PPPi*(Pi - Cl)-l) = s,* . 
I (1 + a,(/$ - &l + 8)-i) ’ ’ 1 = 2,..*, n. 
We see that the barycentric coordinates of S in P(y) coincide with the 
barycentric oordinates of S* E PI. Therefore the barycentric coordinates 
of S = T n Q, are nonnegative and hence S E P(y). We see also that the 
barycentric oordinates of S in P(y) do not depend on y. The proof is 
finished. 
Remark 111.1.4. Let S E P(y). Then the characteristic T of the first 
family passing through S can be written explicitly: 
PPi 
Fi = s; -I- -a 
Pi-Y ’ 
i=l ,***, n. 
Remark 111.1.5. It can be shown that for Q, defined by (III.l.l), where 
pk < y < pLk+r, 2 I k I n - 2, statements imilar to (2), (3), (4) of Theo- 
rem 111.1.1 are true; i.e., 
1. For any S E P one and only one hyperplane QY passes through S. 
2. Let S E P n Q,,. Then the number Ak = ys is an eigenvalue of 
B(S). The characteristic corresponding to it is of the kth family. 
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3. Let S E P n QY, then the characteristics of all families passing 
through S, except the kth, lie in P n QT. 
The section of P by Q, is not a simplex for p2 < y < pn- i. For 
pn-i < y < ~1, all the statements imilar to the statements in this section 
are true. 
Propositions 111.1.2 and 111.1.3 for QY defined by (111.1.1) where pk < y 
< pk+l, k = 2,..., n - 1, can be formulated as 
(1) lim y+lrk+OP(y) = P[, Cm,,,,+,-,P(y) = P[+‘, where PF = P”. 
(2) Let P(y) = P n QY and P(y’) = P n Q,,, where pk < y’ -C pk+i. 
Then 
(a) any characteristic of the k th family intersects P(y), P(y’); 
(b) let T be a characteristic of the kth family and let S = T n P(y), 
S’ = T n P(y’). Then the barycentric coordinates of S in P(y) coincide 
with the barycentric coordinates of S’ in P(y’). 
111.2. Shock Wave Condition and Hugoniot Adiabatic Curves: Explicit 
Construction of Hugoniot Adiabatic Curves. 
Systems of quasilinear equations in general have discontinuous solutions 
(shock waves in hydrodynamics, etc.). Even if the initial data are continu- 
ous, discontinuities (shock waves) can appear. For the process of isota- 
chophoresis, the discontinuities correspond to zones of ion concentration. 
We state now some well-known facts about discontinuous solutions that 
we will need later. 
Let S-= {s,: } and S+= {s,? }be the values of discontinuous solution to 
the left and to the right of a jump. For quasilinear equations in the form 
dS JfW o 
at+-= ax ’ s = (+..,s,), f(S) = (flbo~-~fn(~)) 
it is known [3,7] that the following n relations must be satisfied: 
-w(s+- s-) + f(S+) - f(s-) = 0. (111.2.1) 
Given S- and w it is possible to find S+. Thus for a fixed S- some point 
S+ in phase space corresponds to each w. Varying w, we get a curve of 
values of S+ (for a tixed S-). This curve is said to be the Hugoniot 
adiabatic urve. From (111.2.1) itis easy to get that the direction of the 
tangent to the Hugoniot adiabatic urve at the point S- is the direction of 
an eigenvector of A(K) = Ilaii(S-)ll, where aij(S) = i!lf,(S)/as,. 
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Thus a Hugoniot adiabatic urve is tangent at the point S- to a 
characteristic. 
We will now construct he Hugoniot adiabatic urve for (1.1.9). The 
Hugoniot adiabatic urve tangent to the k th eigenvector will be called the 
Hugoniot adiabatic urve of the kth family (k = 1,. . . , n - 1). 
It is known [3,7] that for the shock waves the condition 
A,+< 6J < A, (111.2.2) 
holds, where Xi, Xi are the eigenvalues of A(S) and A(P), and S-, S+ 
correspond to the shock wave of the k th family. 
THEOREM 111.2.1. (1) For Eqs. (1.1.9), Hugoniot adiabatic curoes coincide 
with the characteristics. 
(2) For a Hugoniot adiabatic urve S-, S’ of the kth family (k = 
1 7 . . . 9 n - 1) the eigenvalue h decreases from S- to S+. 
Thus the direction of a Hugoniot adiabatic urve is opposite to that of a 
characteristic. 
Proof. Let T be a characteristic of the jth family, for example, and let 
S* = T n Pi. Then for any points S-, S+ such that S-E T, S+E T, we 
have 
PisY 
s,?= si* + p- 
Pi - Pj’ 
i#j; 
For Eqs. (1.1.9) we have 
f/JS) = *, 
C Pisi 
i=l 
Then at the point S-, we have 
q= -ax x 
i#j Pi - Pj 
p -pc * 
i#j Pi - Pj . 
k= l,...,n. 
[(l + a)s*]-l, k #j, 
fj(fj-) = -ZpjaC p’s’ - - [(l + a)s*] -’ 
i+j Pi - Pj 
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and 
---+--) Ml+ Los*1 -I, k +j, 
I 
f,(s+) = -I/Jjpc lJisi - * [(l + p)s*] -l. 
i#j Pi - Pj 
To show that (111.2.1) issatisfied, verify that w which is defined from 
fk(S+) - fk(S-) - w(S+- S-) = 0 does not depend on k. For k # j, we 
have 
IPk~ijl + $ -) -IPks:jI + &) 
s*(1 + a) s*o + P) 
therefore 
'clj 
o = s*(l + a)(1 + j3) . 
Let k = j; then 
(111.2.3) 
-Ipi” c l!c 
i+j Pi - Pj 
IcLjfiC cLisi* 
+ 
i+j Pi - Pj 
s*(1 + a) s*(l + P) 
Pisi* 
+w ax- 
i i#j Pi - Pj 
-pc l-vi* =o 
i#j Pi - Pj i 
and we get the same formula (111.2.3) for o. Thus there is an w such that 
(111.2.1) issatisfied for any k. 
Show that (111.2.2) issatisfied for the points S-, S+. Using A = pjs*, 
s-= (1 + CY)s*, s+= (1 + /3)s* (see (1.3.5)), from (111.2.3) we can get 
(111.2.4) 
Since A = IAs-*, we also have 
w = (x-x+y*. (111.2.5) 
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From the last formula we conclude that the second shock-wave condition 
(11.2.2) issatisfied. 
The converse statement can be easily proved; i.e., any Hugoniot adiabatic 
curve is a segment of a characteristic w th the opposite orientation on it. 
The theorem is proved. 
IV. CONSTRUCTION OF ELEMENTARY SELFSIMILAR SOLUTIONS 
AND SOLUTION OF THE DISCONTINUITY SPLITTING PROBLEM 
IV.l. Construction of Elementary Rarefaction Waves and Elementary 
Shock Waves 
A solution S of the equations 
g + a(s)g = 0, s = (%,...,S,), A(S) = Ilaik(s)ll 
(IV.1 .l) 
is usually said to be selfsimilar if it is of the form S(x, t) = S(x/t). 
A selfsimilar solution of Eqs. (IV.l.l) which is continuous and has 
continuous derivatives of the first order is said to be an elementary 
rarefaction wave. 
We will now study elementary rarefaction waves for (IV.l.l). Substi- 
tuting si(x, t) = si(x/t) into (IV.l.l), we obtain -(x/t2)S’($) + 
(l/t)A(S)S’(<) = 0 or A(S)S’(t) = <S’(t). We see that the vector S’(E) is 
an eigenvector of A(S) for S’(5) + 0 and 5 is the corresponding eigen- 
value. Therefore S(5) (see 1.2.) is a characteristic of (IV.l.l) and the 
parameter 5 of the curve is an eigenvalue of A(S). Thus the following is 
true. 
PROPOSITION IV.l.l. (1) Let S(x/t) be an elementary rarefaction waue 
for (IV.l.1) deJined in the sector 4-1 x/t I 6’. Then in the phase space the 
curve S(5) dejines a segment of the characteristic connecting the points 
S-= S([-) and S+= S(.$‘). The parameter [ on the curve is an eigenvalue 
of A(S(6)). 
(2) Let S(t), 5-1 5 5 5’ be a segment of a characteristic, and let 5 be 
an eigenvalue of B( S(5)). Then the function S(x/t), 5-1 x/t I 5’ is an 
elementaly rarefaction wave. 
An elementary rarefaction wave S(x/t) is said to be of jth type for 
(1.1.9) if S(5) is a characteristic of the jth family. 
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PROPOSITION IV.1.2. An elementary rarefaction waue of jrh type (j = 
1 ,***, n - 1) for Eqs. (1.1.9) isdejined by 
si( ;)= 8,( y2 _ t $lPk13k9 
i = l,..*, ny ov-1*2) 
where pi are constant and satisfy the relations: 
1. pi<0 for i < j; Pj ’ O for i > j (IV.1.3) 
2. i&=0 (IV.l.4) 
i=l 
3. ilW. t PkPk = -I- (IV.1 s) 
k=l 
Proof: Let S(x/t) be an elementary rarefaction wave of jth type for 
(1.1.9). Then S(c) defines the equation of a characteristic w th eigenvalue 5
as parameter. A characteristic T of the jth family is determined by the 
equation (see (11.1.4)) 
Pi’i 
si=si*+a- pi-pjy l+j; 
PisF 
sj= -ac- 
i+j Pi - Pj ’ 
(IV.l.6) 
where S* E P-i and S E T. For the eigenvahte ,$ of A(S) we obtain, by 
(1.3.6), 5 = Ipjs*s-‘, where s = CyS1pisi, s* = Cymhpisi*, or, since s = 
s*(l + a) (see (1.3.5)), 
IPj 
5 = (1 + a)2s* . 
(IV.l.7) 
Hence a = (Ipj/s*c) ‘I2 - 1 Substituting this into (IV.1.6) we obtain . 
&St) = 5-m % 
i 1 
u2 pigi* 
Pist 
- - - 
Pi - Pj’ 
i#j 
Pi - Pj 
sj(() = -(-l/2 % 
( i 
l/2 
c /vi* + c I-vi* . (IV.l.8) 
i+j Pi - ELj i+j Pi - Pj 
Denote 
I/l, u2 
p.= (-) 
/.lis: l/2 
I s* K- ii% 
pj=- : 
( 1 
-@?k. 
i+j Pi - Pj 
(IV.1.9) 
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It is easy to see that X:-i& = 0. 
Express s* via &. We have C;=.i,cli& = (Z~i/s*)‘~2Ci,j~isi*(Z~js*)1~2. 
This implies s* = (C~~~ZA~&)~(Z~~)-‘. Then for i # j we have 
(IV.1.10) 
and 
c /Vt -= 
i+j Pi - Pj 
2 k$lPk& 
This implies 
’ 
i=l ,**-, n. (IV.1 .ll) 
Thus Eqs. (IV.1.8) take the form 
We will find the possible values of the parameters of &. We have already 
shown that (IV.1.4) holds. From the relation Cy=i,s;* = 1 and the first 
equation in (IV.1.10) we get (Zpi)-l . ~&l~k~k. ~~=J?i(~i - pj)Z.kL;l = 1
and therefore by (IV.1.4) we have c~-l~kpk . ~~i&t;’ = -I, i.e., (IV.1.5). 
Now from the conditions ST 2 0 we obtain pi I 0 for i < j and pi 2 0 for 
i > j; i.e., (IV.1.3) is satisfied. The proposition is proved. 
We will find the maximal sector in which an elementary rarefaction wave 
of jth type can be defined. This rarefaction wave is constructed by using 
the maximal segment of a characteristic of the jth family, i.e., by using a 
segment joining the face Pj with the face Pj+'. Substituting sj = 0 and 
then sj+i = 0 into (IV.1.2), we obtain the limits for 5 = x/t: 
This formula defines the maximal sector for an elementary rarefaction 
wave. 
If the rarefaction wave is constructed for the segment S-S+ of a 
characteristic of the jth family; then it is defined in the sector [;< 6 < ,$T/‘, 
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where 
[J= IA,(s- q= Ihi(s (IV.1.12) 
and SK= C~Bi~is,:, s+= C;=ipis,+. 
It can be verified that the parameters & which define this rarefaction 
wave are determined by 
pi = (&[;)“‘(s;- s;)[(<;)“’ - (<;)“2]-1. (IV.1.13) 
Thus the rarefaction wave corresponding to the segment S-S+ of a 
characteristic is defined by (IV.1.2), where the pi are defined by (IV.1.13) 
and 4; and .$!T are defined by (IV.1.12). 
Now consider an elementary shock wave. As we know, an elementary 
shock wave is constructed by using the Hugoniot adiabatic urve (HAC), 
which, for (1.1.9) is a segment of a characteristic with the opposite 
orientation. 
PROPOSITION IV.1.3. Let S-S’ be an HAC of the jth family and let .$; 
and 6; be the jth eigenvalues of A(S-) and A(S+), respectively. An 
elementary shock wave of jth type S(x, t) = S(t), where < = x/t, is defined 
in the sector z$,? < .$ < .$,y and is given by the formula 
forw < r < ,$,T, 
t 
(IV.l.14) 
where w = (&tEf )‘I*. 
As we know, S-, S+, w satisfy the shock-wave condition (111.2.1). 
Constants should be added to the elementary solutions. Finally, we have 
all the elementary solutions that we need to solve the discontinuity splitting 
problem: n - 1 types of elementary rarefaction waves, n - 1 types of 
elementary shock waves and constants. 
IV.2. Solution of the Discontinuity Splitting Problem 
The discontinuity splitting problem in the theory of qua&rear equations 
is to find the solution of equations 
g + A(S): = 0, s = (Sl,...,S,), A(S) = IIQik(S) II 
(IV.2.1) 
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FIG. 7. An example of solution of the discontinuity splitting problem. (R.w.-rarefaction 
wave, Sh.w.-shock wave.) 
with the initial data for 
t = 0, x < 0, S(x,O) = s-, 
for 
t = 0, x > 0, s(x,o) = s+. (IV.2.2) 
The Eqs. (IV.2.1) and the initial data (IV.2.2) are invariant under the 
transformation x’ = (YX, t’ = at. Therefore it is natural to look for the 
solution in the form S(x, t) = S(x/t). It is easy to see that any selfsimilar 
solution can be constructed using elementary rarefaction waves, elementary 
shock waves and constants. 
For Eqs. (1.1.9) with condition (1.1.10) the discontinuity splitting problem 
is to find the solution of (1.1.9) with initial values of the form (IV.2.2). 
We know that to any elementary rarefaction wave an oriented segment of 
a characteristic may be assigned and to any elementary shock wave a 
segment of a characteristic can also be assigned, but with the opposite 
orientation (i.e., HAC). In any sector located between two neighbouring 
rarefaction waves or between two shock waves or between a rarefaction 
wave and a shock wave, the function is constant and therefore one point in 
phase space corresponds to such a sector (see Fig. 7). 
We see that selfsimilar solutions for the discontinuity splitting problem 
can be described in phase space as follows. Two points S- and S+ are 
given. We must join them by an oriented polygonal line consisting of 
segments of characteristics and of I-MC. 
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As we have noticed, to any HAC there corresponds a ray in the 
(x, t)-plane and to any segment of a characteristic here corresponds a 
sector at the (x, t)-plane. Itmust be guaranteed that these sectors and rays 
do not overlap. This important condition for a polygonal line in phase 
space will be called the admissibility condition for the polygonal line. 
Let S be a point of a characteristic of the i th family. Denote by X(S) the 
corresponding eigenvalue of the matrix A( S ): 
DEFINITION IV.2.1. Suppose we have an oriented polygonal line in 
phase space consisting of segments of characteristics and of I-MC. This 
polygonal line is called admissible, if for any two of its neighbouring 
segments the following conditions are satisfied: 
1. If S’S is a segment of a characteristic of the ith family and SS” is a 
segment of a characteristic of the k th family, then 
b(S) < hk(S). (IV.2.3) 
2. If S’S is a segment of a characteristic of the ith family and SS” is 
an HAC of the k th family, then 
xi(s) < @k, (IV.2.4) 
where 
‘dk = [hk(S)hk(S’t)]1’2. 
3. If S’S is an HAC for the ith family and SS” is a segment of a 
characteristic of the k th family, then 
wi < hk(S), (IV.2.5) 
where 
q = [A;(s~)xi(s)]““. 
4. If S’S is an HAC of the ith family an SS” is an I-MC of the k th 
family, then 
wi < wk, (IV.2.6) 
where 
wi = [A,(S~)X,(S)]“‘, ‘dk = [~,(s)&(s”)]“2. 
Obviously an admissible polygonal line corresponds to any selfsimilar 
solution. The opposite is also true. Indeed, the admissibility condition 
means that the sectors corresponding to rarefaction waves and the rays 
corresponding to shock waves do not overlap. 
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We will need the following simple lemma. 
LEMMA IV.2.2. Let S’S be a segment of a characteristic or HAC of the 
kith farnib and SS” be a segment of a characteristic or of HAC of the k&h 
family. If k, < k,, then the polygonal ine (S’S, SY> is admissible. 
Proof: The following cases are possible: 
1. S’S is a segment of a characteristic of the kith family; SS” is a 
segment of a characteristic of the k,th family. 
2. S’S is a segment of a characteristic of the k&h family and SS” is an 
HAC of the k,th family. 
3. S’S is an HAC of the kith family and SS” is a segment of a 
characteristic of the k,th family. 
4. S’S is an I-MC of the kith family and SS” is an I-MC of the k,th 
family. 
Consider the following cases: 
1. By (IV.2.3) we must prove the inequality 
XkJS) < ~k,W (IV.2.7) 
From (1.2.3) we get X,JS) = IA,ls-2, X,JS) = ZAQ-~. Since k, c k,, 
we get A,, < Ak, and therefore (IV.2.7) holds. 
2. By (IV.2.4) we must prove X, (S) < wk,. By (1.2.3) and (111.2.4) at
the point S we have h,JS) = Ih,s-‘, wk, = IAk.Jss”)-l, and the admis- 
sibility condition reduces to the inequality 
(IV.24 
By Proposition 11.1.4, the following inequalities hold: 
P~,s’ < A,, < IL~,+IS’ (IV.2.9) 
pk,’ < ‘k, < pk,+ls (IV.2.10) 
pk2’ < ‘k2 < pk,+ls (IV.2.11) 
h$’ < Ak2 < i$+lS”. (IV.2.12) 
Since k, < k, and the numbers pi are ordered (see (1.1.1)) we get 
pk,+l s pk,- (IV.2.13) 
From (IV.2.13) (IV.2.10), (IV.2.12) we obtain 
Ak,s” < /+iss” I /L&’ < AQ; 
i.e., (IV.2.8) is satisfied. 
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3. By (IV.2.5) we must prove that wk, < hk,(S). Since wk, = 
IAkl(s’s)-‘, hk2 = IAk,sp2, the admissibility condition reduces to 
Ak,S -c Rk$ (IV.2.14) 
From (IV.2.13), (IV.2.9), (IV.2.11) we obtain Ak,s < pk,+&s I pkzS’S <
Akzs’; i.e., (IV.2.14) is satisfied. 
4. By (IV.2.6) we must prove that wk, -C wk,. Since wk, = IAkl(s’s)-l, 
wkz = IAkz(ss”)-l, then the inequality reduces to 
Ak,s” -C Ak$ 
From (IV.2.13), (IV.2.9) (IV.2.12), we obtain 
The lemma is proved. 
THEOREM IV.2.3. Let S-, S+ be arbitrary points in P. Then there exists 
an admissible polygonal line consisting of segments of characteristics and of 
HAC joining S- and S+. These segments, taken consequently, are of the 
lst, 2nd,. . . , (n - 1)th families. 
Proof: Let us construct he polygonal ine. At first through the point S+ 
take the hyperplane QY, defined by C~=i(~~Si/(~i - yl)) = 0, p1 < yl < p2 
(see the Theorem 111.1.1). As we showed, all the characteristics of the first 
family (and only they) intersect QY,. Draw a characteristic T of the first 
family through S-. As we know (see Proposition 111.1.3), T n P(n) # 0. 
Denote S’ = T n P(yl). 
For the simplex P(yl) and the points S’, S+ we have the same situation 
as for the simplex P and the points S-, S+, but the dimension of P(yJ is 
one less than that of P and only the characteristics of the 2nd, . . . , (n - 1)th 
families lie in P(y,). 
In the simplex P(yl) with the numbers p2,. . . , II,,, consider the hyper- 
plane Qyly2 defined by the equation 
i 
Piai 
- = 0, 
i=2 Pi - Y2 
CL2 < Y2 < P37 (IV.2.15) 
where the q are the barycentric coordinates in P(y,). We will choose y2 so 
that S+E Qnu,. Denote P(Y,, y2) = Q,, n P(yl). Through the point S1 
draw a characteristic T’ of the second family. It intersects P(yl, y2) (this 
follows from Proposition 111.1.3 applied to the simplex P(y,)). Let S2 = 
P(y,, yz) n T’. Now for the (n - 3)dimensional simplex P(yl, y2) and 
points S2, S+ we can use the same procedure. 
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Finally, we get a sequence of segments S-S’, S’S’, . . . , S-‘S’ of the 
lst, 2nd,. . . , (n - 1)th families, respectively. Each oriented segment is a 
segment of a characteristic or an HAC. Thus we get an oriented polygonal 
line joining the points S- and S+. To finish the proof we must show that 
this line is admissible. By Lemma IV.2.2 we see that any two neighbouring 
segments of the polygonal line are admissible; i.e., this line is admissible. 
Note that some segments may be of zero length. For example, the point S- 
may lie in P(yJ and then S’ = S-; i.e., the segment of the first family has 
zero length. The theorem is proved. 
COROLLARY IV.2.4. There exists a selfsimilar solution of the discontinuity 
splitting problem. 
Indeed, consider Eqs. (1.1.9) with initial data (IV.1.2). For the points 
S-, S+ we take the admissible polygonal line constructed in Theorem 
IV.2.3. This line consists of n - 1 segments S-S, S’S’,. . , S-‘S’. If 
Sj-‘Sj is a segment of a characteristic, we will associate with it the segment ‘. 
(gj(Sj-‘), tj(Sj)) of the &axis and, if SJ-‘SJ is an HAC, we will associate 
with it the segment (tj(SJ), tj(SJel)). Denote by Ii the segment at the 
&axis independently of the case. The admissibility condition means that the 
segments Ii, j = 1,. . . , n - 1, are ordered and do not overlap. We assume 
So = S-, S”-’ = S+. If Ii corresponds to a characteristic, then we con- 
struct a rarefaction wave for this segment. It is defined by (IV.1.2) 
(IV.1.12) (IV.1.13) where S- and S+ are substituted for Sj-’ and Sj. If Ij 
corresponds to an HAC, then define S(t) by (IV.1.14). At the left end of 
the segment Zj we have S(t) = Sj-’ and at the right end we have 
S( 0 = Sj. In the interval between Ii and Ii+ 1 we take S( [) to be constant 
and equal to S(t) = Sj. For 5 lying to the left of I1 we define S(t) = S- 
and for [ lying to the right of I,,- 1 we define S(5) = S+. Thus we get a 
solution which is discontinuous only at discontinuity points of elementary 
shock waves. 
Remark IV.2.5. Let Q,, Qnn, . . . , Q, _, y”-l be the hyperplanes con- 
structed in the proof of Theorem IV.2.3. Then the parameters yl, y2, . . . , Y, - 1 
are the roots of the equation 
n /.lis+ 
c - =o. 
i=l Pi - Y 
(IV.2.16) 
As we know yi (pi < yi < p2) satisfies (IV.2.16). The parameter y2 is 
determined (see (IV.2.15)) from the equation ~~~2(~i(Y+/(~i - y2)) = 0, 
p2 c y2 < p3, where cut, i= 2,. . . , n are the barycentric coordinates of S+ 
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in P(yi). Let us show that y2 also satisfies (IV.2.16). Using (111.1.8) we get 
Pia+ 5 - = ; Cl 
j=2 Pi - Y2 I 
(py~+;;;, “; ) 
I 1 2 
Yl(Y1 - l-5) n Pi” 
c- 
= Pl(Y1 - Y2) j=l Pi - Yl 
+ YdY2 - Pl) * Pd 
c- 
Pl(Y2 - Yl) j=l Pi - Y2 ’ 
Since yi satisfies C~~l,l(~is,?/(~i - y)) = 0, we see that 
n pia’ 
c 
Yl(Y2 - PI) n Pi’? 
-= 
c---- 
i=2 Pi - Y2 Pl(Y2 - Yl) j=l Pi - Y2. 
Thus, y2 satisfies (IV.2.16). Itcan be proved similarly that y3,. . , ynel 
satisfy (IV.2.16). The following inequalities are satisfied: pi< yi < pi+i, 
i=l ,...) n - 1. 
We will now show that there is only one admissible oriented polygonal 
line joining the points S- and S+. 
LEMMA IV.2.6. L-et S’S be a segment of a characteristic or an HAC of the 
kith farnib and let SS” be a segment of the k2th family. If the oriented 
polygonal ine (S’S, SS”) is admissible, then k, < k,. 
Proof First let k, # k,. Consider four cases: 
1. Let S’S and SS” be segments of characteristics. Since the polygonal 
line (S’S, SS”) is admissable, we have X,J S) < Xk2(S) and hence k, < k,. 
2. Let S’S be a segment of a characteristic and SS” be an HAC. For 
an admissible polygonal line we have X,JS) < akZ, where h,JS) = 
IAk,s-2, Ok, = IA k2(~~“)-1. Therefore, Ak,s” < Ak,s. For an I-MC SS”, 
we have s” > s. Hence A,, < Ak2, i.e., k, < k,. 
3. Let S’S be an HAC and SS” be a segment of a characteristic. Then
@k, < Xk2(S)7 where %, = Ihk,(S’S)-l, ALAS) = IAk2Sw2. TherefOre, hk,S 
< Akzs’. But we have s > s’ and hence Ak, < Ak2, i.e., k, < k,. 
4. Let S’S and SS” be HAC. Then we have wkl < wk,, where wk, = 
I&$‘s)-‘9 Ok2 = IAk2(ss”)-1, i.e., Ak,s” < Aks’. Since S’S and SS” are 
I-MC, we have s’ < s and s < s”. Therefore, Akl < AkZ, i.e., k, < k,. 
Let k, = k, = k. Again consider four cases. 
1. Let S’S and SS” be the segments of characteristics of the kth 
family. Then we must replace the corresponding rarefaction waves by one 
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rarefaction wave, i.e., consider one segment S’S” instead of two segments 
S’S and SS”. 
2. Let S’S be a segment of a characteristic of the kth family and SS” 
be an HAC of the kth family. Then s’ > s and s” > s. The admissibility 
condition takes the form X, < wk, where h, = IA&*, wk = IAk(ss”)-l, 
i.e., s > s”, which is impossible. 
3. Let S’S be an HAC of the kth family and SS” be a segment of a 
characteristic of the k th family. Then s > s’, s > s”. From the admissibil- 
ity condition we have wk < h,, where wk = IA,(s’s)-‘, A, = IAks-*, i.e., 
s’ > s, which is impossible. 
4. Let S’S and SS” be an HAC of the kth family. Then s” > s > s’. 
From the admissibility condition we have w; < w;l, where o; = IAk(s’s)-l, 
0 ;I = ZAk(ss”)-l, i.e., s’ > s”, which is impossible. 
The lemma is proved. 
THEOREM IV.2.7. Let S, S+ E P be arbitrary points. Then the admissible 
oriented polygonal line joining these points is unique. 
Proot Consider an admissible oriented polygonal ine joining the points 
S- and S+. Let the first segment be of the k,th family, the second be of the 
k,th family,. . , and the last segment be of the k,th family. Then from 
Lemma IV.2.6, we have k, -c k, < *. . < k,. Therefore the number of 
segments in a polygonal line is always I (n - 1). If this number is less 
than n - 1 we will add a polygonal ine with segments of zero length. Thus 
we can always assume that our polygonal ine consists of n - 1 segments of 
the first, second,. . , (n - 1)th families. 
Let ( S-S1, S’S*, . . . , Sn-*S’) and (S-S’, S’S*, .. . , ,?*S+) be two ad- 
missible lines. Let us show that they coincide. We first show that S’ = 9. 
Assume the converse: S1 # s”. Through the point S’ draw the hyperplane 
QY, defined by (111.1.1) where pL1 < yi < p2. Since S’ E P(yl) and S’S* is 
of the second family, by Theorem 111.1.1. we see that S?S* c P(n). Since 
S2S3 is a segment of the third family and S* E P(n), it follows that 
S2S3 E P(yJ, etc. Thus S”-*SC P(y,) and therefore S+E P(yl). If we 
draw a hyperplane QR through s”‘, then we can see similarly that SE 
P(y,). Since P(y,) n P($) = 0 for different y, we get y1 = yi. We now 
have S’ E P(yJ, S”’ E P(yl) and hence S’s c P(yJ. But this is impossi- 
ble. Indeed, S-S’ and S-s”’ are segments of the first family passing 
through the point S-. Therefore S’S’ is also of the first family. But the 
characteristics of the first family do not lie in P(yi). We have proved that 
s’ = 9. The polygonal lines (S1S2, S2S3, . . . , S”-‘S’) and 
(S’s”*, S2S3, . . _ , s”“-*S’) both lie in the simplex P(y,). For an (n - 2)- 
dimensional simplex P(yi), similar arguments yield S* = s”*, etc. The 
theorem is proved. 
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THEOREM IV.2.8. In the class of selfsimilar solutions with a Jinite number 
of discontinuities (inthe solution and its jirst order derivatives), thesolution of 
the discontinuity splitting problem for Eqs. (1.1.9) exists and is unique. 
Proof. The proof follows from Corollary IV.2.4 and Theorem IV.2.7. 
We will now write the formulas used for the inductive construction f the 
solution of the discontinuity splitting problem. 
We will now find the coordinates of the points S1,. . . , SnP2 of the 
admissible polygonal line. Consider the point S’. We know that S’ = T n 
QW where T is a characteristic of the first family passing through the point 
S- and the hyperplane Q, passing through S+. We can find yt from Eq. 
(IV.2.16) where pr < yt < ~1~. The coordinates of S’ satisfy the equations: 
EL;s; 
SW = s;+ -7 I pi-y1 ’ i=l ‘**.’ n; 
pe-)=o. 
i=l Pi - Yl 
Therefore sj’) = s;+(pis,:/(pi - y1))7, i= l,..., n, where 
Thus, to determine the barycentric coordinates of S’ in P we must know y1 
and the barycentric coordinates of S- in P. 
Let us find the coordinates of S2. We will now consider the simplex 
P(yJ instead of P and the point S’ instead of S-. We can find y2 from 
(IV.2.16), where p2 < y2 < p3. Then the barycentric coordinates @ of S’ 
in P(y,) (see (111.1.8.)) are
(q) = s(l’yl(Pi - PA 
r Phi - Yl) ’ 
i=2 ,***9 n. 
The barycentric coordinates q (2) of S2 in P(yJ are decked by the formulas 
p .a?) I I cup = ai + -7 i=2 T---T n, 
Pi - Y2 ” 
where 
Thus to determine the barycentric coordinates of S2 in P(y,) we must 
know yz and use the barycentric coordinates of S’ in P(yJ instead of its 
barycentric oordinates in P. 
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However, we need the barycentric coordinates j*) of S* in P. We can 
find them by using the following formulas (see (111.1.7)): 
s,(2) = a~2)~1(~i - YJ 
I 
’ Yl(pi - cl11 ’ 
i = 2,...,n, 
We will also find the coordinates of S3. Consider the simplex P(y,, y2) 
instead of P(n) and the point S* E P(y, y2). Through the point S+ draw 
the hrperplane QyIyzy3 in P(yl, y2), where y3 is defined by (IV.2.16), 
~1~ < y3 < p4. The barycentric coordinates /3/*) of S* in P(y,, y2) are given 
by 
p’ = a(*) Y*(Pi - P2) 
, 
( P2h - Y2) ’ 
i=3 ,-*-, n. 
Then the barycentric coordinates /3j3) of S3 in P(y,, y2) take the form 
where 
In order to get the barycentric coordinates of S3 in P, we can use the 
formulas, 
a<3) = @3)4Q - y*) 
, 
’ Y2(Pi - CL*)’ 
i=3 
‘.“’ 
n 
43) = f /3j3)~~~~: 1 :i or 43’ = 1 - 2 ‘yp 
i=3 I i=3 
and 
The coordinates of S4,. . . , S”-* are determined in a similar way. 
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We will now find the eigenvalues A of B(S) on the segments 
s-s’, s’s2 ,... of the admissible polygonal line. By (3) of Theorem 111.1.1 
we see that for S E S-S’ the corresponding eigenvalue A, of B(S) is 
A, = ylC~slpis!‘), where S’ = ($1(l), . . ., s,?). For the segment S’S2 we get 
A, = y2C~z2~ia$, where a:=), i= 2, . . . , n, are the barycentric coordinates 
of S2 in P(yJ. For S2S3 we get A, = y3E~-3~ij31(3), where p{‘), i= 3,. . . , n, 
are the barycentric coordinates of S3 in P(y,, y2). Here, as before, yl, y2, y3 
are the ordered roots of (IV.2.16). This procedure can be continued up to 
the point S+. 
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