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Abstract
We consider the problem of discriminating two finite points sets in the n-dimensional
space by a finite number of hyperplanes generating a piecewise linear function. If the
intersection of these sets is empty then they can be strictly separated by a max-min
of linear functions. An error function is introduced. This function is nonconvex piece-
wise linear. We discuss an algorithm for its minimization. The results of numerical
experiments using some real-world datasets are presented which show the effectiveness
of the proposed approach.
Key words: Classification, separability, nonconvex optimization, nonsmooth optimiza-
tion.
1 Introduction
The problems of supervised data classification arise in many areas including management
science, medicine, chemistry (see [23, 28, 38]). The aim of supervised data classification
is to establish rules for the classification of some observations assuming that the classes
of data are known. To find these rules, known training subsets of the given classes are
used. During the last decades many algorithms have been proposed and studied to solve
data classification problems. These algorithms are mainly based on statistical, machine
learning and neural networks approaches (see, for example, [21, 30, 31, 37]).
One of the promising approaches to data classification problems is based on mathe-
matical programming techniques. There are two main approaches to apply mathematical
programming techniques for solving supervised data classification problems. The first ap-
proach is an outer approach and is based on the separation of the given training sets by
means of a certain, not necessarily linear, function (see [1, 9, 10, 11, 12, 13, 14, 15, 27, 29,
39, 40]).
The second approach is an inner approach. In this approach the given training sets are
approximated by cluster centers. The new data vectors are assigned to the closest cluster
and correspondingly to the set which contains this cluster (see [6, 7]).
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In this paper we develop an algorithm based on an outer approach. We will consider
the problem of the separation of two sets, that is we assume that the dataset under
consideration contains two classes. Thus we are given two nonempty finite points sets A
and B in IRn. If the convex hull of these sets do not intersect, that is coA
⋂
coB = ∅
then they are linearly separable and there exists a hyperplane which separates these two
sets. Linear programming techniques can be used to construct such a hyperplane. If the
convex hulls of A and B intersect then linear programming techniques can be applied to
obtain a hyperplane which minimizes some misclassification measure. Algorithms based
on such an approach are developed in [10, 11, 15, 27].
In the paper [1] the concept of polyhedral separability was introduced. In this paper
the case when coA
⋂
B = ∅ was considered. The set A is approximated by a polyhedral
set. It is proved that the sets A and B are h-polyhedrally separable for some h ≤ |B|,
where |B| is the cardinality of the set B. Thus in this case the sets A and B can be
separated by a certain piecewise linear function. The authors introduce an error function
which is nonconvex piecewise linear function. An algorithm for minimizing this function
is proposed. The problem of the calculation of the descent direction in this algorithm is
reduced to a certain linear programming problem.
In this paper we introduce the notion of a max-min separability which can be considered
as a generalization of the polyhedral separability. If the sets A and B are disjoint then
they are max-min separable. We describe an error function for this case and discuss an
algorithm for its minimization.
It should be noted the most general nonsmooth classifiers have been introduced in
the paper [17]. Classifiers based on linear, polyhedral and max-min separability can be
considered as particular cases of those classifiers.
Some numerical experiments using real-world datasets have been carried out. We
present their results. These results show that classification algorithms based on the notion
of the max-min separability give better and sometimes considerably better results than
those based on the linear and polyhedral separability.
The structure of this paper is as follows. Section 2 provides some preliminaries. In
Section 3 the definition and some results related to the max-min separability are given.
The error function is described and studied in Section 4. An algorithm for minimizing the
error function is discussed in Section 5. Results of numerical experiments are presented
in Section 6. Section 7 concludes the paper.
2 Preliminaries
2.1 Linear separability
Let A and B be given sets containing m and p n-dimensional vectors, respectively:
A = {a1, . . . , am}, ai ∈ IRn, i = 1, . . . ,m, B = {b1, . . . , bp}, bj ∈ IRn, j = 1, . . . , p.
An algorithm for finding a hyperplane {x, y}, x ∈ IRn, y ∈ IR1 separating these two sets
is described in [11]. This hyperplane is the solution to the following problem:
minimize f(x, y) subject to (x, y) ∈ IRn+1 (2.1)
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where
f(x, y) =
1
m
m∑
i=1
max
(
0, 〈x, ai〉 − y + 1
)
+
1
p
p∑
j=1
max
(
0,−〈x, bj〉+ y + 1
)
where 〈·, ·〉 stands for a scalar product in IRn. It is shown in [11] that the problem (2.1)
is equivalent to the following linear program:
minimize
1
m
m∑
i=1
ti +
1
p
p∑
j=1
zj
subject to
ti ≥ 〈x, ai〉 − y + 1, i = 1, . . . ,m,
zj ≥ −〈x, bj〉+ y + 1, j = 1, . . . , p,
t ≥ 0, z ≥ 0,
where ti is nonnegative and represents the error for the point ai ∈ A and zj is nonnegative
and represents the error for the point bj ∈ B.
The sets A and B are linearly separable if and only if f∗ = f(x∗, y∗) = 0 where (x∗, y∗)
is the solution to the problem (2.1). It is proved that the trivial solution x = 0 cannot
occur.
2.2 Polyhedral separability
The concept of h-polyhedral separability was developed in [1]. The sets A and B are
h-polyhedrally separable if there exists a set of h hyperplanes {xi, yi}, with
xi ∈ IRn, yi ∈ IR1, i = 1, . . . , h
such that
1) for any j = 1, . . . ,m and i = 1, . . . , h
〈xi, aj〉 − yi < 0,
2) for any k = 1, . . . , p there exists at least one i ∈ {1, . . . , h} so that
〈xi, bk〉 − yi > 0.
It is proved in [1] that the sets A and B are h-polyhedrally separable, for some h ≤ p if
and only if
coA
⋂
B = ∅.
The problem of polyhedral separability of the sets A and B is reduced to the following
problem:
minimize f(x, y) subject to (x, y) ∈ IR(n+1)×h (2.2)
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where
f(x, y) =
1
m
m∑
j=1
max
[
0, max
1≤i≤h
{
〈xi, aj〉 − yi + 1
}]
+
1
p
p∑
k=1
max
[
0, min
1≤i≤h
{
−〈xi, bk〉+ yi + 1
}]
is an error function. Note that this function is a nonconvex piecewise linear function. It is
proved that xi = 0, i = 1, . . . , h cannot be the optimal solution. Let {x¯i, y¯i}, i = 1, . . . , h
be a global solution to the problem (2.2). The sets A and B are h-polyhedrally separable
if and only if f(x¯, y¯) = 0. If there exists a nonempty set I¯ ⊂ {1, . . . , h} such that
xi = 0, i ∈ I¯, then the sets A and B are (h − |I¯|)-polyhedrally separable. In [1] an
algorithm for solving problem (2.2) is developed. The calculation of the descent direction
at each iteration of this algorithm is reduced to a certain linear programming problem.
3 Max-min separability
In this section we develop the concept of max-min separability. Let H = {h1, . . . , hl},
where hj = {xj , yj}, j = 1, . . . , l with xj ∈ IRn, yj ∈ IR1, be a finite set of hyperplanes.
Let J = {1. . . . , l}. Consider any partition of this set Jr = {J1, . . . , Jr} such that
Jk 6= ∅, k = 1, . . . , r, Jk
⋂
Jj = ∅,
r⋃
k=1
Jk = J.
Let I = {1, . . . , r}. A particular partition Jr = {J1, . . . , Jr} of the set J defines the
following max-min-type function:
ϕ(z) = max
i∈I
min
j∈Ji
{
〈xj , z〉 − yj
}
, z ∈ IRn. (3.1)
Let A,B ⊂ IRn be given disjoint sets, that is A⋂B = ∅.
Definition 3.1 The sets A and B are max-min separable if there exist a finite number
of hyperplanes {xj , yj} with xj ∈ IRn, yj ∈ IR1, j ∈ J = {1, . . . , l} and a partition
Jr = {J1, . . . , Jr} of the set J such that
1) for all i ∈ I and a ∈ A
min
j∈Ji
{
〈xj , a〉 − yj
}
< 0;
2) for any b ∈ B there exists at least one i ∈ I such that
min
j∈Ji
{
〈xj , b〉 − yj
}
> 0.
4
Remark 3.1 It follows from Definition 3.1 that if the sets A and B are max-min separable
then ϕ(a) < 0 for any a ∈ A and ϕ(b) > 0 for any b ∈ B, where the function ϕ is defined
by (3.1). Thus the sets A and B can be separated by a function represented as a max-min
of linear functions.
Remark 3.2 Linear and polyhedral separability can be considered as particular cases of
the max-min separability. If I = {1} and J1 = {1} then we have the linear separability
and if I = {1, . . . , h} and Ji = {i}, i ∈ I we obtain h-polyhedral separability.
Proposition 3.1 The sets A and B are max-min separable if and only if there exists a set
of hyperplanes {xj , yj} with xj ∈ IRn, yj ∈ IR1, j ∈ J and a partition Jr = {J1, . . . , Jr}
of the set J such that
1)
min
j∈Ji
{
〈xj , a〉 − yj
}
≤ −1 for all i ∈ I and a ∈ A;
2) for any b ∈ B there exists at least one i ∈ I such that
min
j∈Ji
{
〈xj , b〉 − yj
}
≥ 1.
Proof: Sufficiency is straightforward.
Necessity. Since A and B are max-min separable there exists a set of hyperplanes {x¯j , y¯j}
with x¯j ∈ IRn, y¯j ∈ IR1, j ∈ J, a partition Jr of the set J and numbers δ1 > 0, δ2 > 0
such that
max
a∈A
max
i∈I
min
j∈Ji
{
〈x¯j , a〉 − y¯j
}
= −δ1
and
min
b∈B
max
i∈I
min
j∈Ji
{
〈x¯j , b〉 − y¯j
}
= δ2.
We put δ = min{δ1, δ2} > 0. Then we have
max
i∈I
min
j∈Ji
{
〈x¯j , a〉 − y¯j
}
≤ −δ, ∀a ∈ A, (3.2)
max
i∈I
min
j∈Ji
{
〈x¯j , b〉 − y¯j
}
≥ δ, ∀b ∈ B. (3.3)
We consider the new set of hyperplanes {xj , yj} with xj ∈ IRn, yj ∈ IR1, j ∈ J, defined
as follows:
xj = x¯j/δ, j ∈ J,
yj = y¯j/δ, j ∈ J.
Then it follows from (3.2) and (3.3) that
max
i∈I
min
j∈Ji
{
〈xj , a〉 − yj
}
≤ −1, ∀a ∈ A,
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max
i∈I
min
j∈Ji
{
〈xj , b〉 − yj
}
≥ 1, ∀b ∈ B,
which completes the proof. 4
Proposition 3.2 The sets A and B are max-min separable if and only if there exists a
piecewise linear function separating them.
Proof: Since max-min of linear functions is piecewise linear function the necessity is
straightforward.
Sufficiency. It is known that any piecewise linear function can be represented as a max-
min of linear functions of the form (3.1) (see [8]). Then we get that there exists max-min
of linear functions that separates the sets A and B which in its turn means that these sets
are max-min separable. 4
Now we consider particular cases where max-min separability takes place.
Proposition 3.3 Assume that the set A can be represented as a union of sets Ai, i =
1, . . . , q :
A =
q⋃
i=1
Ai
and for any i = 1, . . . , q
B
⋂
coAi = ∅. (3.4)
Then the sets A and B are max-min separable.
Proof: It follows from (3.4) that b 6∈ coAi for all b ∈ B and i ∈ {1, . . . , q}. Then, for each
b ∈ B and i ∈ {1, . . . , q} there exists a hyperplane {xi(b), yi(b)} separating b from the set
coAi, that is
〈xi(b), b〉 − yi(b) > 0,
〈xi(b), a〉 − yi(b) < 0, ∀a ∈ coAi, i = 1, . . . , q.
Then we have
min
i=1,...,q
{
〈xi(b), b〉 − yi(b)
}
> 0
and
min
i=1,...,q
{
〈xi(b), a〉 − yi(b)
}
< 0, ∀a ∈ A.
Thus we obtain that for any bj ∈ B, j = 1, . . . , p there exists a set of q hyperplanes
{xi(bj), yi(bj)}, i = 1, . . . , q such that
min
i=1,...,q
{
〈xi(bj), bj〉 − yi(bj)
}
> 0 (3.5)
and
min
i=1,...,q
{
〈xi(bj), a〉 − yi(bj)
}
< 0, ∀a ∈ A. (3.6)
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Consequently we have pq hyperplanes{
xi(bj), yi(bj)
}
, i = 1, . . . , q, j = 1, . . . , p.
The set of these hyperplanes can be rewritten as follows:
H = {h1, . . . , hl} , hi+(j−1)q =
{
xi(bj), yi(bj)
}
, i = 1, . . . , q, j = 1, . . . , p, l = pq.
Let J = {1, . . . , l}, I = {1, . . . , p} and
x¯i+(j−1)q = xi(bj), y¯i+(j−1)q = yi(bj), i = 1, . . . , q, j = 1, . . . , p.
Consider the following partition of the set J :
Jp = {J1, . . . , Jp} , Jk = {(k − 1)q + 1, . . . , kq} , k = 1, . . . , p.
It follows from (3.5) and (3.6) that for all k ∈ I and a ∈ A
min
j∈Jk
{
〈x¯j , a〉 − y¯j
}
< 0
and for any b ∈ B there exists at least one k ∈ I such that
min
j∈Jk
{
〈x¯j , b〉 − y¯j
}
> 0
which means that the sets A and B are max-min separable. 4
Corollary 3.1 The sets A and B are max-min separable if and only if they are disjoint:
A
⋂
B = ∅.
Proof: Necessity is straightforward.
Sufficiency. The set A can be represented as a union of its own points. Since the sets A
and B are disjoint the condition (3.4) is satisfied. Then the proof of the corollary follows
from Proposition 3.3. 4
Remark 3.3 For many cases the number of hyperlanes necessary for the max-min sep-
aration of the sets A and B are significantly less than pq, that is many hyperplanes are
redundant and this corresponds to some hyperplane that separates more than just one
point of B from the sets coAi, i = 1, . . . , q. The result from the next Proposition 3.4
confirm it.
Proposition 3.4 Assume that the set A can be represented as a union of sets Ai, i =
1, . . . , q and the set B as a union of sets Bj , j = 1, . . . , d such that
A =
q⋃
i=1
Ai, B =
d⋃
j=1
Bj
and
coAi
⋂
coBj = ∅ for all i = 1, . . . , q, j = 1, . . . , d. (3.7)
Then the sets A and B are max-min separable with no more than q · d hyperplanes.
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Proof: Let i ∈ {1, . . . , q} and j ∈ {1, . . . , d} be any fixed indices. Since coAi⋂ coBj = ∅
there exists a hyperplane {xij , yij} with xij ∈ IRn, yij ∈ IR1 such that
〈xij , a〉 − yij < 0 ∀a ∈ coAi
and
〈xij , b〉 − yij > 0 ∀b ∈ coBj .
Consequently for any j ∈ {1, . . . , d} there exists a set of hyperplanes {xij , yij}, i = 1, . . . , q
such that
min
i=1,...,q
〈xij , b〉 − yij > 0, ∀b ∈ Bj (3.8)
and
min
i=1,...,q
〈xij , a〉 − yij < 0, ∀a ∈ A. (3.9)
Thus we get a system of l = dq hyperplanes:
H = {h1, . . . , hl}
where hi+(j−1)q =
{
xij , yij
}
, i = 1, . . . , q, j = 1, . . . , d. Let J = {1, . . . , l}, I = {1, . . . , d}
and
x¯i+(j−1)q = xij , y¯i+(j−1)q = yij , i = 1, . . . , q, j = 1, . . . , d.
Consider the following partition of the set J :
Jd = {J1, . . . , Jd} , Jk = {(k − 1)q + 1, . . . , kq} , k = 1, . . . , d.
It follows from (3.8) and (3.9) that for all k ∈ I and a ∈ A
min
j∈Jk
{
〈x¯j , a〉 − y¯j
}
< 0
and for any b ∈ B there exists at least one k ∈ I such that
min
j∈Jk
{
〈x¯j , b〉 − y¯j
}
> 0,
that is the sets A and B are max-min separable with at most q · d hyperplanes. 4
Remark 3.4 One can expect that the numbers q and d are not large in many situations.
So in these cases the number of hyperplanes necessary for the max-min separation of the
sets under consideration is not large.
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4 Error function
In this section we introduce an error function and establish one more criterion for max-min
separability.
Given any set of hyperplanes {xj , yj}, j ∈ J = {1, . . . , l} with xj ∈ IRn, yj ∈ IR1 and
a partition Jr = {J1, . . . , Jr} of the set J , we say that a point a ∈ A is well classified if
the following condition satisfied:
max
i∈I
min
j∈Ji
{
〈xj , a〉 − yj
}
+ 1 ≤ 0.
Thus, we can define the classification error for a point a ∈ A as follows:
max
[
0,max
i∈I
min
j∈Ji
{
〈xj , a〉 − yj + 1
}]
. (4.1)
To a well-classified point this error is zero.
Analogously, a point b ∈ B is said to be well-classified if the following condition is
satisfied:
min
i∈I
max
j∈Ji
{
−〈xj , b〉+ yj
}
+ 1 ≤ 0.
Then the classification error for a point b ∈ B can be written as
max
[
0,min
i∈I
max
j∈Ji
{
−〈xj , b〉+ yj + 1
}]
. (4.2)
Thus, an averaged classification error function can be defined as
f(x, y) = (1/m)
m∑
k=1
max
[
0,max
i∈I
min
j∈Ji
{
〈xj , ak〉 − yj + 1
}]
+(1/p)
p∑
t=1
max
[
0,min
i∈I
max
j∈Ji
{
−〈xj , bt〉+ yj + 1
}]
(4.3)
where x = (x1, . . . , xl) ∈ IRl×n, y = (y1, . . . , yl) ∈ IRl. It is clear that f(x, y) ≥ 0 for all
x ∈ IRl×n and y ∈ IRl.
Then the problem of max-min separability is reduced to the following optimization
problem:
minimize f(x, y) subject to (x, y) ∈ IR(n+1)×l. (4.4)
Proposition 4.1 The sets A and B are max-min separable if and only if there exist a set
of hyperplanes {xj , yj}, j ∈ J = {1, . . . , l} and a partition Jr = {J1, . . . , Jr} of the set J
such that f(x, y) = 0.
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Proof: Necessity. Assume that the sets A and B are max-min separable. Then it follows
from Proposition 3.1 that there exists a set of hyperplanes {xj , yj}, j ∈ J and a partition
Jr = {J1, . . . , Jr} of the set J such that
min
j∈Ji
{〈xj , a〉 − yj} ≤ −1, ∀a ∈ A, i ∈ I = {1, . . . , r} (4.5)
and for any b ∈ B there exists at least one t ∈ I such that
min
j∈Jt
{〈xj , b〉 − yj} ≥ 1. (4.6)
Consequently we have
max
i∈I
min
j∈Ji
{〈xj , a〉 − yj + 1} ≤ 0, ∀a ∈ A,
min
i∈I
max
j∈Ji
{−〈xj , b〉+ yj + 1} ≤ 0, ∀b ∈ B.
Then from the definition of the error function we obtain that f(x, y) = 0.
Sufficiency. Assume that there exist a set of hyperplanes {xj , yj}, j ∈ J = {1, . . . , l} and a
partition Jr = {J1, . . . , Jr} of the set J such that f(x, y) = 0. Then from the definition of
the error function f we immediately get that the inequalities (4.5) and (4.6) are satisfied,
that is the sets A and B are max-min separable. 4
Proposition 4.2 Assume that the sets A and B are max-min separable with a set of
hyperplanes {xj , yj}, j ∈ J = {1, . . . , l} and a partition Jr = {J1, . . . , Jr} of the set J .
Then
1) xj = 0, j ∈ J cannot be an optimal solution to the problem (4.4);
2) if
(a) for any t ∈ I there exists at least one b ∈ B such that
max
j∈Jt
{
−〈xj , b〉+ yj + 1
}
= min
i∈I
max
j∈Ji
{
−〈xj , b〉+ yj + 1
}
, (4.7)
(b) there exists J˜ = {J˜1, . . . , J˜r} such that J˜t ⊂ Jt, ∀t ∈ I, J˜t is nonempty at least
for one t ∈ I and xj = 0 for any j ∈ J˜t, t ∈ I.
Then the sets A and B are max-min separable with a set of hyperplanes {xj , yj}, j ∈
J0 and a partition J¯ = {J¯1, . . . , J¯r} of the set J0 where
J¯t = Jt \ J˜t, t ∈ I and J0 =
r⋃
i=1
J¯i.
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Proof: 1) Since the sets A and B are max-min separable we get from Proposition 4.1 that
f(x, y) = 0. If xj = 0, j ∈ J then it follows from (4.3) that for any y ∈ IRl
f(0, y) = (1/m)
m∑
k=1
max
[
0,max
i∈I
min
j∈Ji
{−yj + 1}
]
+ (1/p)
p∑
t=1
max
[
0,min
i∈I
max
j∈Ji
{yj + 1}
]
.
We denote
R = max
i∈I
min
j∈Ji
{−yj}.
Then we have
min
i∈I
max
j∈Ji
yj = −max
i∈I
min
j∈Ji
{−yj} = −R.
Thus
f(0, y) = max [0, R+ 1] + max [0,−R+ 1] .
It is clear that
max [0, R+ 1] + max [0,−R+ 1] =

−R+ 1 if R ≤ −1,
2 if − 1 < R < 1,
R+ 1 if R ≥ 1.
Thus for any y ∈ IRl
f(0, y) ≥ 2.
On the other side f(x, y) = 0 for the optimal solution (x, y), that is xj = 0, j ∈ J cannot
be the optimal solution.
2) Consider the following sets:
I1 = {i ∈ I : J¯i 6= ∅},
I2 = {i ∈ I : J˜i 6= ∅}, I3 = I1
⋂
I2.
It is clear that J˜i = ∅ for any i ∈ I1 \ I3 and J¯i = ∅ for any i ∈ I2 \ I3.
It follows from the definition of the error function that
0 = f(x, y) =
1
m
m∑
k=1
max
[
0,max
i∈I
min
j∈Ji
{
〈xj , ak〉 − yj + 1
}]
+
1
p
p∑
t=1
max
[
0,min
i∈I
max
j∈Ji
{
−〈xj , bt〉+ yj + 1
}]
.
Since the function f is nonnegative we obtain
max
i∈I
min
j∈Ji
{
〈xj , a〉 − yj + 1
}
≤ 0, ∀a ∈ A, (4.8)
min
i∈I
max
j∈Ji
{
−〈xj , b〉+ yj + 1
}
≤ 0, ∀b ∈ B. (4.9)
11
It follows from (4.7) and (4.9) that for any i ∈ I2 there exists a point b ∈ B such that
max
j∈Ji
{
−〈xj , b〉+ yj + 1
}
≤ 0. (4.10)
If i ∈ I3 ⊂ I2 then we have
0 ≥ max
j∈Ji
{
−〈xj , b〉+ yj + 1
}
= max
{
max
j∈J¯i
{
−〈xj , b〉+ yj + 1
}
,max
i∈J˜i
{yj + 1}
}
which means that
max
j∈J¯i
{
−〈xj , b〉+ yj + 1
}
≤ 0 (4.11)
and
max
j∈J˜i
{yj + 1} ≤ 0. (4.12)
If i ∈ I2 \ I3 then from (4.10) we obtain
0 ≥ max
j∈Ji
{
−〈xj , b〉+ yj + 1
}
= max
i∈J˜i
{yj + 1} .
Thus we get that for all i ∈ I2 the inequality (4.12) is true. (4.12) can be rewritten as
follows:
max
j∈J˜i
yj ≤ −1, ∀i ∈ I2. (4.13)
Consequently for any i ∈ I2
min
j∈J˜i
{−yj + 1} = −max
j∈J˜i
yj + 1 ≥ 2. (4.14)
It follows from (4.8) that for any i ∈ I and a ∈ A
min
j∈Ji
{
〈xj , a〉 − yj + 1
}
≤ 0. (4.15)
Then for any i ∈ I3 we have
0 ≥ min
j∈Ji
{
〈xj , a〉 − yj + 1
}
= min
{
min
j∈J¯i
{
〈xj , a〉 − yj + 1
}
,min
j∈J˜i
{−yj + 1}
}
.
Taking into account (4.14) we get that for any i ∈ I3 and a ∈ A
min
j∈J¯i
{
〈xj , a〉 − yj + 1
}
≤ 0. (4.16)
If i ∈ I2 \ I3 then it follows from (4.15) that
min
j∈J˜i
{−yj + 1} ≤ 0
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which contradicts (4.14). Thus we obtain that I2 \ I3 6= ∅ cannot occur, I2 ⊂ I1 and
I3 = I2. It is clear that J¯i = Ji for any i ∈ I1 \ I2. Then it follows from (4.8) that for any
i ∈ I1 \ I2 and a ∈ A
min
j∈J¯i
{
〈xj , a〉 − yj + 1
}
≤ 0. (4.17)
From (4.16) and (4.17) we can conclude that for any i ∈ I and a ∈ A
min
j∈J¯i
{
〈xj , a〉 − yj + 1
}
≤ 0. (4.18)
It follows from (4.9) that for any b ∈ B there exists at least one i ∈ I
max
j∈Ji
{
−〈xj , b〉+ yj + 1
}
≤ 0.
Then from expression
max
j∈Ji
{
−〈xj , b〉+ yj + 1
}
= max
{
max
j∈J¯i
{
−〈xj , b〉+ yj + 1
}
,max
i∈J˜i
{yj + 1}
}
we get that for any b ∈ B there exists at least one i ∈ I such that
max
j∈J¯i
{
−〈xj , b〉+ yj + 1
}
≤ 0. (4.19)
Thus it follows from (4.18) and (4.19) that the sets A and B are max-min separable with
the set of hyperplanes {xj , yj}, j ∈ J0 and a partition J¯ of the set J0. 4
5 Minimization of the error function
In this section we discuss an algorithm for solving problem (4.4). The objective function
f in this problem has the following form:
f(x, y) = f1(x, y) + f2(x, y)
where
f1(x, y) =
1
m
m∑
k=1
max
[
0,max
i∈I
min
j∈Ji
{
〈xj , ak〉 − yj + 1
}]
, (5.1)
f2(x, y) =
1
p
p∑
t=1
max
[
0,min
i∈I
max
j∈Ji
{
−〈xj , bt〉+ yj + 1
}]
. (5.2)
The problem (4.4) is a global optimization problem. However, the number of variables
in this problem is large and the global optimization methods cannot be directly applied
to solve it. Therefore we will discuss algorithms for the finding of local minima of the
function f .
The functions f1 and f2 are nonconvex piecewise linear. These functions are Lipschitz
continuous and consequently subdifferentiable in sense of Clarke ([16, 18]). Moreover,
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both functions are semismooth (for the definition of the semismooth functions see [32]).
Therefore the function f is also subdifferentiable. The function f1 contains the following
max-min functions:
ϕ1k(x, y) = max
i∈I
min
j∈Ji
{
〈xj , ak〉 − yj + 1
}
, k = 1, . . . ,m
and the function f2 contains the following min-max functions:
ϕ2t(x, y) = min
i∈I
max
j∈Ji
{
−〈xj , bt〉+ yj + 1
}
, t = 1, . . . , p.
The differential properties of max-min functions are studied, for example, in [19, 35]. The
functions ϕ1k, k = 1, . . . ,m and ϕ2t, t = 1, . . . , p are not regular (for the definition of the
regular functions see, [16]). Then the functions f1, f2 and consequently the function f are
not regular, too. Therefore the calculation of subgradients of the function f is a difficult
task. This implies that the methods of nonsmooth optimization which use subgradients
at each iteration seem not to be effective for solving problem (4.4).
In the paper [24] optimization problems with twice continuously differentiable objective
functions and max-min constraints were considered and these problems were converted to
the problems with the smooth objective and constraint functions. However, this approach
cannot be applied to the problem (4.4).
Direct search methods of optimization can be used for solving problem (4.4). Among
such methods we mention here two widely used methods: the Powell’s method (see [36])
which based on a quadratic approximation of the objective function and the Nelder-Mead’s
simplex method [34]. As was mentioned in [36] the Powell’s method performs well when
the number of variables is less than 20. For the simplex method this number is even
smaller. Moreover, both methods are effective when the objective function is a smooth.
However, in the max-min separability problem the number of variables is (n+1)× l which
in many cases is greater than 20 and the objective function in this problem is a quite
complicated nonsmooth function.
In this paper we use the discrete gradient method to solve the problem (4.4). The
description of this method can be found in [3, 4] (see, also, [5]). The discrete gradient
method can be considered as a version of the bundle method ([22, 25, 26]). In this method
subgradients of the objective function are replaced by its discrete gradients.
The discrete gradient method uses only values of the objective function. It should be
noted that the calculation of the objective function in the problem (4.4) can be expensive.
We will show that the use of the discrete gradient method allow to significantly reduce the
number of the objective function evaluations. We will not describe the discrete gradient
method in this paper, however, we will give a description of the discrete gradient in order
to demonstrate that its computation in the problem (4.4) can be simplified.
5.0.1 Definition of the discrete gradient
Let f be a locally Lipschitz continuous function defined on IRn. Let
S1 = {g ∈ IRn : ‖g‖ = 1}, G = {e ∈ IRn : e = (e1, . . . , en), |ej | = 1, j = 1, . . . , n},
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P = {z(λ) : z(λ) ∈ IR1, z(λ) > 0, λ > 0, λ−1z(λ)→ 0, λ→ 0},
I(g, α) = {i ∈ {1, . . . , n} : |gi| ≥ α},
where α ∈ (0, n−1/2] is a fixed number.
Here S1 is the unit sphere, G is a set of vertices of the unit cube in IRn and P is a set
of univariate positive infinitesimal functions.
We define operators Hji : IR
n → IRn for i = 1, . . . , n, j = 0, . . . , n by the formula
Hji g =
{
(g1, . . . , gj , 0, . . . , 0) if j < i,
(g1, . . . , gi−1, 0, gi+1, . . . , gj , 0, . . . , 0) if j ≥ i. (5.3)
We can see that
Hji g −Hj−1i g =
{
(0, . . . , 0, gj , 0, . . . , 0) if j = 1, . . . , n, j 6= i,
0 if j = i.
(5.4)
Let e(β) = (βe1, β2e2, . . . , βnen), where β ∈ (0, 1]. For x ∈ IRn we consider vectors
xji (g, e, z, λ, β) = x+ λg − z(λ)Hji e(β), (5.5)
where g ∈ S1, e ∈ G, i ∈ I(g, α), z ∈ P, λ > 0, j = 0, . . . , n, j 6= i.
It follows from (5.4) that
xj−1i (g, e, z, λ, β)−xji (g, e, z, λ, β) =
{
(0, . . . , 0, z(λ)ej(β), 0, . . . , 0) if j = 1, . . . , n, j 6= i,
0 if j = i.
(5.6)
It is clear that H0i g = 0 and x
0
i (g, e, z, λ, β) = x+ λg for all i ∈ I(g, α).
Definition 5.1 (see [2]) The discrete gradient of the function f at the point x ∈ IRn is
the vector Γi(x, g, e, z, λ, β) = (Γi1, . . . ,Γ
i
n) ∈ IRn, g ∈ S1, i ∈ I(g, α), with the following
coordinates:
Γij = [z(λ)ej(β)]
−1 [f(xj−1i (g, e, z, λ, β))− f(xji (g, e, z, λ, β))] , j = 1, . . . , n, j 6= i,
Γii = (λgi)
−1
f(xni (g, e, z, λ, β))− f(x)− n∑
j=1,j 6=i
Γij(λgj − z(λ)ej(β))
 .
Remark 5.1 The discrete gradient is defined with respect to a given direction g ∈ S1.
We can see that for the calculation of one discrete gradient we have to calculate (n + 1)
values of a function f : at the point x and at the points xji (g, e, z, λ, β), j = 0, . . . , n, j 6= i.
For the calculation of the next discrete gradient at the same point with respect to any
other direction g1 ∈ S1 we have to calculate this function n times, because we have already
calculated f at the point x.
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Now let us return to the objective function f of the problem (4.4). This function
depends on (n + 1)l variables where l is the number of hyperplanes. The function f1
contains max-min functions ϕ1k which in their turn contain the following linear functions:
ψ1jk(x, y) = 〈xj , ak〉 − yj + 1, j ∈ Ji, i ∈ I.
We can see that for each j ∈ Ji, i ∈ I the function ψ1jk has own variables {xj , yj} and
these variables are not in any other linear function ψ1tk, t ∈ Ji, i ∈ I, t 6= j. In other
words for each j ∈ Ji, i ∈ I variables {xj , yj} belong only to one linear function. For a
given i = 1, . . . , (n+ 1)l we set
qi =
⌊
i− 1
n+ 1
⌋
+ 1, di = i− (qi − 1)(n+ 1)
where buc stands for the floor of a number u. We define by X the vector of all variables
{xj , yj}, j = 1, . . . , l:
X = (X1, X2, . . . , X(n+1)l)
where
Xi =
{
xqidi if 1 ≤ di ≤ n,
yqi if di = n+ 1.
It follows from the definition of the discrete gradient and (5.6) that for the calculation
of (n + 1)l − 1 coordinates Γji , j = 1, . . . , (n + 1)l, j 6= i, i ∈ I(g, α) of the discrete
gradient we have to change one coordinate of the previous point. In particular, for the
calculation of Γji , j ∈ {1, . . . , (n + 1)l}, j 6= i only j-th coordinate of the previous point
Xj−1i (g, e, z, λ, β) is changed. This variable belongs to one linear function, more exactly
to the function ψ1qjk. All other linear functions have the same value as in the point
Xj−1i (g, e, z, λ, β). The function ψ1qjk can be calculated at the point X
j
i (g, e, z, λ, β) using
the value of this function at the previous point Xj−1i (g, e, z, λ, β), j ≥ 1:
ψ1qjk(X
j
i (g, e, z, λ, β)) =
{
ψ1qjk(X
j−1
i (g, e, z, λ, β))− z(λ)akdjej(β) if 1 ≤ dj ≤ n,
ψ1qjk(X
j−1
i (g, e, z, λ, β)) + z(λ)ej(β) if dj = n+ 1.
(5.7)
In order to calculate the function f1 at the point X
j
i (g, e, z, λ, β) first we have to
calculate the functions ψ1qjk for all a
k ∈ A, k = 1, . . . ,m using (5.7), then to calculate
f1 using (5.1) and the values of all other linear functions at the previous point. Thus we
calculate the function f1 only at the point X + λg directly from (5.1).
The function f2 can be calculated in the same manner using a formula similar to (5.7).
Thus we calculate the function f only at the point X + λg directly from (5.1) and (5.2).
We can conclude that for the calculation of the first discrete gradient at a point X we
calculate the function f at two points: X and X0i (g, e, z, λ, β) = X + λg, g ∈ S1, λ > 0.
This function can be calculated at any other points by the simplified scheme using (5.7).
For the calculation of the next discrete gradient at the same point X with respect to any
other direction g1 ∈ S1 we calculate the function f only at the point: X + λg1. Since the
number of variables (n + 1)l in the problem (4.4) can be large this algorithm allows to
significantly reduce the number of the objective function evaluations.
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On the other hand the function f1 contains max-min-type functions and their com-
putation can be simplified using an algorithm proposed in [20]. The function f2 contains
min-max-type functions and a similar algorithm can be used for their calculation.
Results of numerical experiments show that the use of these algorithms allows one
to significantly accelerate the computation of the objective function f and its discrete
gradients. Since at each iteration of the discrete gradient method a few discrete gradients
are calculated we can say that the discrete method is effective for solving problem (4.4).
6 Numerical experiments
In this section we present results of numerical experiments with some real-world datasets.
The datasets used are the Wisconsin Breast Cancer Diagnosis (WBCD), the Wisconsin
Breast Cancer Prognosis (WBCP), the Cleveland Heart Disease (Heart), the Pima Indians
Diabetes (Diabetes), the BUPA Liver Disorders (Liver), the United States Congressional
Voting Records (Votes) and the Ionosphere. All datasets contain 2 classes. The description
of these datasets can be found in [33].
Our algorithm has been implemented in Lahey Fortran 95 on a Pentium 4 1.7 GHz.
First we take entire datasets and check their polyhedral or max-min separability consid-
ering various number of hyperplanes. Results of numerical experiments are presented in
Table 1. We use the following notation: m - is the number of instances in the first class,
p - is the number of instances in the second class, n - number of attributes, h number of
hyperplanes used for polyhedral separability, r is the cardinality of the set I and j is the
cardinality of the sets Ji, i ∈ I in the max-min separability. The sets Ji contain the same
number of indices for all i ∈ I. In our experiments we restrict r to 10 and j to 5. The
accuracy is defined as the ratio between the number of well-classified points of both A and
B and the total number of points in the dataset.
Table 1: Results of numerical experiments
Database m/p/n Linear Polyhedral Max-min
h accuracy r × j accuracy
WBCD 239/444/9 97.36 7 98.98 5× 2 100
Heart 137/160/13 84.19 10 100 2× 5 100
Ionosphere 126/225/34 93.73 4 97.44 2× 2 100
Votes 168/267/16 96.80 5 100 2× 3 100
WBCP 46/148/32 76.80 4 100 3× 2 100
Diabetes 268/500/8 76.95 12 80.60 7× 4 89.45
Liver 145/200/6 68.41 12 74.20 10× 2 87.83
From the results presented in Table 1 we can conclude that in none of the datasets
classes are linearly separable. Classes in heart, votes andWBCP are polyhedrally separable
and in WBCD they are “almost” polyhedrally separable. We considered different values
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for h in diabetes and liver datasets and present best results. These results show that
classes in these datasets are unlikely to be polyhedrally separable. Classes in WBCD,
heart, ionosphere, votes and WBCP are max-min separable with a presented number
of hyperplanes whereas classes in diabetes and liver datasets are likely to be max-min
separable with quite large number of hyperplanes. On the other side results for these
datasets show that the use of max-min separability allows to achieve significantly better
separation.
Then we applied our algorithm to solve data classification problems in above mentioned
datasets. Tenfold cross-validation, which consists in splitting the dataset into ten equally
sized pieces, has been used. So the algorithm ran ten times and each time nine pieces
have been used as the training set and the remaining one as the test set. The results are
presented in Tables 2-5. In these tables we also present results available from the literature
and obtained by a number of algorithms for comparison purposes. In particular, we
include results by the robust linear programming (RLP) [11], the hybrid misclassification
minimization (HMM) [15], the parametric misclassification minimization (PMM) [10, 27],
a single support vector machine (SVM) [9] and the h-polyhedral separability (with h = 2)
[1] algorithms. We report only results which have been obtained by using the same number
of instances in each classes.
We also report results obtained for linear separability and h-polyhedral separability
(with h ≥ 2) by the implementation of our algorithm. In our experiments we restrict r to
5 and the cardinality j of the sets Ji, i ∈ I to 2.
Table 2: Results for WBCD and heart datasets.
Database Algorithm Average training Average test
set correctness set correctness
WBCD RLP 97.73 97.21
HMM 97.87 97.36
PMM 98.57 96.47
SVM - 97.20
Linear 97.55 96.72
2-Polyhedral 98.40 96.92
5-Polyhedral 98.69 98.21
10-Polyhedral 98.83 98.66
2× 2-max-min 98.25 98.06
5× 2-max-min 98.69 98.51
Heart Linear 85.30 82.76
2-Polyhedral 88.21 84.48
5-Polyhedral 96.49 86.21
10-Polyhedral 99.93 94.48
2× 2-max-min 93.28 85.52
4× 2-max-min 99.89 94.83
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The results presented in Table 2 show that algorithms based on polyhedral and max-
min separability achieved good results in both training and test phases for WBCD and
heart datasets. For heart dataset they significantly improved the classification accuracy
in comparison with algorithms based on linear programming techniques.
Table 3: Results for ionosphere and WBCP datasets.
Database Algorithm Average training Average test
set correctness set correctness
Ionosphere RLP 94.90 86.09
HMM 96.56 88.36
PMM 98.42 87.52
Linear 94.48 86.18
2-Polyhedral 98.11 85.00
4-Polyhedral 99.68 88.53
2× 2-max-min 100 96.47
WBCP Linear 77.10 65.56
2-Polyhedral 92.39 71.11
4-Polyhedral 100 92.22
2× 2-max-min 100 88.33
4× 2-max-min 100 94.44
We can see from the results presented in Table 3 that for ionosphere dataset the
algorithm based on the max-min separability achieve a significantly better result than
all other algorithms. For WBCP dataset results obtained by the algorithms based on
polyhedral and max-min separability are comparable and they are considerably better
than those obtained by the linear separability.
Both diabetes and liver datasets have very complicated structure. Results presented
in Table 4 show that the algorithm based on max-min separability improves and in the
case of liver dataset significantly, accuracy in both training and test phases in comparison
with all other algorithms. These results again confirm that classes in these datasets are
unlikely to be polyhedrally separable.
The algorithms based on polyhedral and max-min separability achieved best results
for the votes dataset and their results are comparable.
7 Conclusions
In this paper we have developed the concept of the max-min separability. If finite points
sets A and B are disjoint then they can be separated by a certain piecewise linear function
presented as a max-min of linear functions. We have introduced the error function for
this case and proposed the algorithm for the separation of two sets based on max-min
separability. This algorithm has been applied to solve data classification problems in
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Table 4: Results for diabetes and liver datasets.
Database Algorithm Average training Average test
set correctness set correctness
Diabetes RLP 76.77 76.00
HMM 78.42 75.89
PMM 80.55 76.67
SVM - 77.60
Linear 76.56 75.79
2-Polyhedral 76.48 75.53
5-Polyhedral 78.27 73.16
12-Polyhedral 80.79 74.87
2× 2-max-min 80.77 78.03
5× 2 max-min 83.93 81.18
Liver RLP 68.99 66.93
HMM 72.21 66.64
PMM 74.85 68.37
SVM - 60.60
Linear 68.52 67.06
2-Polyhedral 74.66 69.95
5-Polyhedral 72.32 66.47
10-Polyhedral 74.53 66.77
2× 2-max-min 77.75 73.24
5× 2-max-min 86.59 79.12
some test datasets. Results from numerical experiment show the effectiveness of this
algorithm. However, this algorithm requires a significantly bigger computational effort
than algorithms based on linear programming techniques.
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