Introduction {#Sec1}
============

Metasurfaces are electrically-thin structures often manufactured by patterning a periodic ensemble of conducting shapes on a dielectric host medium. These structures have attracted high attention since they create specific and unusual electromagnetic (EM) properties enabling new technologies and addressing key challenges in various applications^[@CR1]--[@CR8]^. As an important feature of metasurfaces, they reflect an incident EM wave with a phase difference which varies, depending on the specific design, between +180° and −180° as function of frequency. This unique property paved the way for engineering surfaces with a desired reflection phase which has recently been shown to enable controlling the direction of the scattered fields^[@CR9]--[@CR16]^.

In stealth technology, a key objective is to reduce the radar cross section (RCS) of metallic objects such as missile and aircrafts. Basically, there are two main ways to achieve this objective. In the first approach, the object is covered with a radar absorbing material (RAM) converting the incident EM energy into heat^[@CR17]--[@CR19]^. Although, applying RAM has certain advantages, it has drawbacks including high overall material thickness, heavy weight, and high material and maintenance cost. In addition, in most cases RAM is inherently narrowband^[@CR20]--[@CR22]^. The second approach entails redirecting the scattered energy away from the radar receiver. This approach is traditionally implemented by controlling the geometrical features of the object at considerable cost as it also involves reconsideration of non-electromagnetic aspects of the design such as aerodynamics and mechanical integrity amongst others.

Recently, applying metasurfaces has been proposed as an effective technique for redirecting the scattered field by using a chessboard-like surface composed of artificial magnetic conductor (AMC) and perfect electric conductor (PEC) cells as a covering layer of a metallic object^[@CR23]^. Due to in-phase and out-of-phase reflections from adjacent PEC and AMC cells, the scattered fields are altered and the energy is redirected without changing the shape of the underlying object. The advantage of this technique is that the covering structure is thin, low profile and low cost; however, the RCS reduction occurs over a very narrow bandwidth of approximately 5%^[@CR23]^. To overcome this problem, a chessboard-like configuration formed by combining two AMC cells (as shown in Fig. [1](#Fig1){ref-type="fig"}) has been proposed, designed and fabricated^[@CR24]--[@CR26]^. In the chessboard-like surface concept, two AMC cells were designed to provide almost out-of-phase reflections (i.e., phase difference of 180 ± 30°) over a wider frequency bandwidth. In order to achieve a broader bandwidth, various works focused on the design of the cells in the chessboard-like structure^[@CR27]--[@CR29]^. In these studies, several unit cells with simple traditional shapes such as a square patch, a circular patch, and the Jerusalem cross were applied and their geometrical dimensions were optimized to maximize the bandwidth. In other works, instead of designing two unit cells and then forming a regular checkerboard surface as shown in Fig. [1](#Fig1){ref-type="fig"}, several unit cells providing different reflection phases are designed and then by an irregular formation of the cells a RCS reducer surface is achieved^[@CR30]^. However, the drawback of this strategy is that if the shape or dimensions of the underlying object are changed, the covering surface should be designed again.Figure 1Redirecting EM wave by a chessboard-like configuration formed by combining two AMC cells.

The chessboard-like surface has proven to be a powerful concept that is based on generating secondary sources (from the scatterers) that are expected to provide phase cancellation at electrically far distance from the surface. Ideally, one would expect that a PEC-PMC tiles combination to give the optimal solution. However, as previous publications have showed, this is not the case. In other words, not only the overall far-field phase is important but also the physical interaction of the near-fields is critical in mitigating the far field radiation. Which unit cell design, within each tile, provides maximum bandwidth is the main drive behind this paper. Such problem, to the best of the authors knowledge, cannot be posed analytically. Therefore, in this work, we develop a complete-cycle procedure to design the unit cell that gives optimal performance over a specified frequency band. Here, optimality is defined with respect to the specific optimization methodology used in this work.

Unit Cell Design Methodology {#Sec2}
============================

Figure [1](#Fig1){ref-type="fig"} shows a checkerboard-like surface composed of alternating tiles formed by two different types of unit cells such that each tile consists of 4 × 4 identical cells. Suppose that the surface is illuminated by a plane wave incident in a direction normal to the surface. If the reflections from the alternating tiles are out of phase, there will be cancellation in the direction normal to the surface, thus implying reduced reflected field. It is theoretically proven that a phase difference of 180 ± 37° between the reflections from two region provides at least 10 dB monostatic RCS reduction^[@CR28]^. For this end, two unit cells should be designed in a way that the reflections from the alternating tiles are almost out of phase. Since the structure is hosted by a low-loss dielectric substrate and backed by a metallic layer, the reflection amplitude is near unity. Since each tile consists of N × N cells (where N ≥ 4 in the example shown in Fig. [1](#Fig1){ref-type="fig"}), the reflection phase from each tile can be approximated by that from an infinite periodic structure of composed of identical cells. This approximation allow for efficient simulation by using a periodic boundary condition (PBC) applied only on one unite cell.

Figure [2](#Fig2){ref-type="fig"} shows a simple unit cell formed by printing a conducting square patch on a dielectric substrate. The size of the unit cell, the shape and the size of the conducting patch, and the dielectric constant and the thickness of the substrate all directly affect the reflection phase. It was shown that for lower operating frequency, a thicker substrate is needed^[@CR1],\ [@CR28]^. In this work, the desired operating frequency band is 3 GHz to 11 GHz, therefore a dielectric substrate having a thickness of 6 mm is required. However, PCB substrates thicker than 2.5 mm are not widely available. To overcome this problem, we used two-layers substrates of Rogers RO4003c and Teflon (PTFE) with dielectric constant of 3.38 and 2.2, respectively. The conducting patches are printed on a Rogers RO4003c board with thickness of 0.8 mm, then the board is glued on a PTFE sheet with thickness of 6 mm as shown in Fig. [2](#Fig2){ref-type="fig"}. The bottom surface of Teflon is covered with aluminum adhesive serving as the metallic backing.Figure 2A simple unit cell formed by printing a square patch on a two-layer dielectric substrate. The substrate is backed by a metallic sheet.

Preliminary Design {#Sec3}
------------------

Without loss of generality and for simplification of the design process, we consider the two cell sizes (where each cell is the constitutive element for each tile) to be identical. Next, the size of the square patch (see Fig. [2](#Fig2){ref-type="fig"}) for each cell is tuned using a simple trial-and-error procedure to maximize the bandwidth over which the reflections from the infinite periodic structures corresponding to each unit cells have a 180 ± 37° phase difference. It should be noted that our final objective is to maximize the operating bandwidth over the frequency range of 3 GHz to 11 GHz. EM simulations are carried out using the frequency domain solver of the CST microwave studio^[@CR36]^ by applying a periodic boundary condition and exciting the cell with Floquet ports as illustrated in Fig. [3](#Fig3){ref-type="fig"}. The values of the variables *a*, *b* ~1~ and *b* ~2~ were obtained as *a* = 14 mm, *b* ~1~ = 12.8 mm and *b* ~2~ = 6.4 mm. As indicated in Fig. [4](#Fig4){ref-type="fig"}, the reflections from two periodic structures composed of these unit cells provide the desired phase difference (180 ± 37°) in the frequency range of 2.8 to 6.1 GHz, corresponding to a 74% fractional bandwidth. We emphasize that our goals is to achieve a bandwidth of 3--11 GHz. This preliminary design is intended purely as an initial design for the PSO routine that will be discussed next.Figure 3Setup used for full-wave simulation of unit cells in the CST microwave studio. Figure 4Reflection phase from two unit cells formed by printing square patches on a two-layer dielectric substrate. *a* = 14 mm, *b* ~1~ = 12.8 mm and *b* ~2~ = 6.4 mm.

Topology Optimization {#Sec4}
---------------------

To obtain wider bandwidth, we employ an optimization routine to obtain the best possible shape of the copper patch for each unit cell (instead of a square shape). To this end, we first assume the overall sizes of the conductive patches are fixed to 12.8 × 12.8 mm^2^ and 6.4 × 6.4 mm^2^, which were obtained in the preliminary design for the two unit cells. Then the area of each square patch is divided into 16 × 16 = 256 pixels. A binary optimization algorithm is applied wherein each pixel is represented as a bit having a binary value of 1 or 0 indicating the presence or absence of copper on the top of dielectric substrate. To reduce the sensitivity of the structure to the polarization of the incident wave, full geometric symmetry (with respect to the lines that bisect the structure vertically, horizontally and diagonally) is enforced in the design of the unit cells. Therefore, as shown in Fig. [5](#Fig5){ref-type="fig"}, only the pixels located in one-eighth of the meshed areas (i.e., a total of 36 pixels for each cell) are considered in the optimization procedure. All other cells will be mirror images of these cells.Figure 5A schematic showing the pixelation of a square patch. The patch is divided into 256 pixels but only 36 pixels are independent (the pixels highlighted in yellow) to achieve geometric symmetry with respect to the lines that bisect the structure vertically, horizontally and diagonally.

The primary optimization procedure was based on binary particle swarm optimization (BPSO) code^[@CR31]--[@CR33]^. PSO is a global optimization algorithm finding the best solution of a problem by minimizing a cost function^[@CR34]^. The particles in the PSO (and BPSO) are the population of candidate solutions. The particles move around in the search space according to simple mathematical formulae that describe the particles' position and velocity. The movement of each particle is influenced by the local best known solution experienced by the particle, but is also guided toward the global best known solution founded from other particles. It is expected that the particles converge to the global best solution. More details about the optimization algorithm are provided in the Method section. The BPSO was applied to a string of 36 bits for each unit cell (a total of 72 bits were used in the code) to maximize the bandwidth of the out-of-phase reflection. To accelerate the convergence of the optimization algorithm, the initial values of the bits were set to 1 meaning that the initial shapes of the copper patches were those obtained from the preliminary design.
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To determine the *FBW*, the MATLAB optimization code is linked to the CST full-wave EM simulator. The design procedure flowchart is detailed in Fig. [6](#Fig6){ref-type="fig"}. The output of the optimization code is a string of bits. Subsequently, the two unit cells with metallic patterns corresponding to the string are built. As shown in Fig. [3](#Fig3){ref-type="fig"}, by applying a periodic boundary condition and exciting the unit cell with Floquet ports, the frequency domain solver of CST obtains the reflection coefficient of each unit cell in the frequency range of 3 GHz to 11 GHz. A data process module which is written in MATLAB collects the reflection coefficients, calculates the phase difference between them as a function of frequency, and finally determines the fractional bandwidth.Figure 6Flowchart of the unit cell topology optimization process.

By setting the swarm size of BPSO to 100, after approximately 200 iterations, the algorithm converged. The optimal values of the bits are$$\documentclass[12pt]{minimal}
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                \begin{document}$$\beta =\{\begin{array}{c}000001110000111000001000111011011101\\ 110001000010010100000000010000001000\end{array}\}$$\end{document}$$where the first and second lines of the string indicate the pixels of the first and second unit cells, respectively (the pixels are numbered in Fig. [5](#Fig5){ref-type="fig"}). The optimized cells are shown in Fig. [7(a)](#Fig7){ref-type="fig"}. It is important to keep in mind that while the unit cell size is uniform, the pixelation is not identical for cell 1 and cell 2 as shown in Fig. [7(a)](#Fig7){ref-type="fig"}.Figure 7(**a**) Optimized layout of the unit cells and (**b**) reflection phase from two unit cells.

The copper patch of these cells clearly do not have simple shapes such as squares, circles or crosses; however as plotted in Fig. [7(b)](#Fig7){ref-type="fig"} these two cells, when incorporated into the chessboard (tiles) structures, provide a phase difference of 180 ± 37° between their reflections in the frequency range of 3.6 GHz to 10.4 GHz, corresponding to a 97% fractional bandwidth. Therefor, by applying the topology optimization described, the out-of-phase reflection bandwidth is significantly increased from 74%, obtained from the preliminary design, to 97%.

AMC Checkerboard Design and Simulation Results {#Sec5}
==============================================

Once two unit cells providing out-of-phase reflections are designed, as shown in Fig. [8](#Fig8){ref-type="fig"}, a checkerboard-like metasurface is formed by 4 × 4 alternating AMC tiles where each tile consists of 4 × 4 identical unit cells. Considering that the size of each unit cell is 14 mm × 14 mm, the overall size of the RCS reducer surface is 224 mm × 224 mm.Figure 8Schematic of the designed RCS reducer surface.

Under the assumption of normal plane wave incidence, due to phase cancellation between the reflected waves from alternating AMC tiles, in the scattering pattern, the main reflected lobes are redirected from the direction of the incoming wave. Two approaches are considered here to analyse the electromagnetic scattering from the surface. In the first approach, the reflection from each AMC tile is approximated as the reflection due to an infinite periodic array of the composer unit cell of the tile. Applying this approach, the RCS reduction of the chessboard surface, compared to a PEC surface (in the direction normal to the surface), can be approximated by^[@CR28]^ $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\rm{RCS}}\,{\rm{Reduction}}=10\,\mathrm{log}[\frac{|{{\rm{\Gamma }}}_{1}\mathrm{|.}\,{{\rm{e}}}^{j\angle {{\rm{\Gamma }}}_{1}}+|{{\rm{\Gamma }}}_{2}\mathrm{|.}\,{{\rm{e}}}^{j\angle {{\rm{\Gamma }}}_{2}}}{2}],$$\end{document}$$where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${{\rm{\Gamma }}}_{1}=|{{\rm{\Gamma }}}_{1}|{{\rm{e}}}^{j\angle {{\rm{\Gamma }}}_{1}},{{\rm{\Gamma }}}_{2}=|{{\rm{\Gamma }}}_{2}|{{\rm{e}}}^{j\angle {{\rm{\Gamma }}}_{2}}$$\end{document}$ are the reflection coefficients from the infinite periodic array of unite cell 1 and unit cell 2, respectively. (Notice that, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$|{{\rm{\Gamma }}}_{1}|\approx |{{\rm{\Gamma }}}_{2}|\approx 1$$\end{document}$ and the reflection phases are given in Fig. [7(c)](#Fig7){ref-type="fig"}). The RCS reduction calculated by (4) is shown in Fig. [9](#Fig9){ref-type="fig"} by the blue dashes line. To have a more accurate analysis, the finite RCS reducer surface (exactly as shown in Fig. [8](#Fig8){ref-type="fig"}) is simulated using a full-wave simulation (time domain solver of CST microwave. The full-wave simulation result is also shown in Fig. [9](#Fig9){ref-type="fig"} by the solid red line. Clearly, the results are in an strong agreement. Furthermore, Fig. [9](#Fig9){ref-type="fig"} demonstrates a bandwidth from 4 to 10.5 GHz (90%). When compared to a metallic plate with identical size, the monostatic RCS of the RCS reducer surface is 10 dB lower. The maximum RCS reduction of 36.5 dB occurs at 7.3 GHz.Figure 9Simulated and estimated monostatic RCS of the RCS reducer surface normalized with respect to that of an equal size metallic plate.

The 3-D pattern of scattered field from the RCS reducer surface at the frequency where the maximum RCS reduction is achieved (7.3 GHz) is depicted in Fig. [10(a)](#Fig10){ref-type="fig"}. Clearly, appreciable RCS reduction is achieved in the YZ and XZ planes (*ϕ* = 0°, 90°). The simulation result shows that the main reflected lobes are redirected in the diagonal planes (*ϕ* = 45°, 135°, 225°, 315°) at elevation of *θ* = 20°. At 7.3 GHz, the RCS versus elevation angle (*θ*) in *ϕ* = 0° and *ϕ* = 45° planes is plotted in Fig. [10(b) and (c)](#Fig10){ref-type="fig"}, respectively, and are compared to those of a same size metallic plate. As shown in Fig. [10(b) and (c)](#Fig10){ref-type="fig"}, the maximum RCS of the RCS reducer surface in the principal (*ϕ* = 0°) and diagonal (*ϕ* = 45°) planes is 22.3 dB and 7.2 dB lower, respectively, than the maximum RCS of the metallic plate.Figure 10(**a**) 3-D pattern of scattered field from the RCS reducer surface, (**b**) RCS of the in the principal plane (*ϕ* = 0°), and (**c**) RCS in the diagonal plane (*ϕ* = 45°). All the results are for 7.3 GHz.

Figure [11(a) and (b)](#Fig11){ref-type="fig"} show the performance of the optimized RCS reducer surface under oblique incidence at different incident angles for TM and TE polarization. To gain insight into the performance of the designed surface, the fractional bandwidth of 10-dB RCS reduction is extracted from Fig. [11(a) and (b)](#Fig11){ref-type="fig"} and given in Table [1](#Tab1){ref-type="table"}. From Fig. [11](#Fig11){ref-type="fig"} and Table [1](#Tab1){ref-type="table"}, it is obvious that in the case of TM polarized incident wave, the surface works well for a wide range of incident angles; however, in the case of TE polarized incident wave, the operation bandwidth of the board decreased as the incident angle increased. Here we notice that the high sensitivity to the incident angle for the case of TE polarized incident wave is not only a challenge for our design but also for the other designs reported in the literature^[@CR27]--[@CR29]^.Figure 11Normalized RCS (with respect to a PEC place) of the optimized RCS reducer surface for oblique incidence. (**a**) TM incident polarization. (**b**) TE incident polarization. Table 1RCS reduction bandwidth for different incident angles.Incident Angle (*θ*)10-dB RCS Reduction Fractional BandwidthTM-PolarizationTE-Polarization10°88%89%20°85%60%30°82%52%40°70%30%

Experimental Verification {#Sec6}
=========================

Figure [12(a)](#Fig12){ref-type="fig"} shows the fabricated RCS reducer surface composed of 4 × 4 alternating tiles. The monostatic RCS reduction of the fabricated surface under normal incidence of a plane wave was measured in an anechoic chamber. Comparison is made to the response of an equal size PEC surface. The measurement setup used is shown in Fig. [12(b)](#Fig12){ref-type="fig"}. The fabricated board was supported on top of a polystyrene column in one side of the anechoic chamber. Two identical wideband horn antennas covering the frequency band of 1 to 18 GHz were placed in the opposite side of the chamber as transmitting and receiving antennas. The distance between the transmitting/receiving antennas and the RCS reducer surface was set to 7.5 meters to avoid near field effects. The transmitting and receiving antennas were connected to a vector network analyzer. A measurement reference was established by measuring the reflection from a metal plate with the same size as the RCS reducer surface. Figure [13](#Fig13){ref-type="fig"} shows the measured RCS of the fabricated board with respect to the metal plate which is also compared to the full wave simulation. Strong agreement is observed between measurements and simulation. We note that the measured 10 dB RCS reduction bandwidth (from 3.8 to 10.7 GHz corresponding to a 95% fractional bandwidth) is slightly broader than that obtained by simulation. In addition, it should be noted that there is no difference between the vertical and horizontal polarization of the incident field due to the symmetry of the cells, the pattern and the surface.Figure 12(**a**) Fabricated RCS reducer metasurface. (**b**) Schematic of the measurement setup. (**c**) Experimental measurement setup in an anechoic chamber. Figure 13Measured and simulated monostatic RCS of the RCS reducer surface normalized with respect to an equal size metallic plate.

Discussion and Conclusion {#Sec7}
=========================

A comparison between the performances of the state-of-the-art RCS reducer regular checkerboard surfaces under normally incident plane wave is provided in Table [2](#Tab2){ref-type="table"}. The comparison between the 10 dB RCS reduction bandwidth and the fractional bandwidth clearly shows that our optimized design approach considerably enhanced the operating bandwidth. Furthermore, Table [3](#Tab3){ref-type="table"} gives a comparison between the 10-dB bistatic RCS reduction bandwidth of the RCS reducer surfaces under an oblique incidence at 30° demonstrating an enhancement of the bandwidth. Hence, by applying a binary optimization algorithm and linking it to a full-wave simulation package, we developed a simple, robust and fully automated unit cell design approach. The simulation and experimental results showed that the RCS reducer surface designed provides excellent broadband properties in a way that its 10 dB RCS reduction bandwidth is appreciably wider than those of earlier works. Finally, even though the surface was not specifically designed for bistatic RCS reduction, full wave simulations showed that the optimized surface not only reduced the monostatic RCS under normal incidence of a plane wave, but also reduced the bistatic RCS under oblique incidence in a bandwidth wider than those reported in earlier works.Table 2Comparison of 10-dB monostatic RCS reduction bandwidth with similar works.ReferenceShape of Unit Cells10-dB monostatic RCS Reduction Bandwidth \[GHz\]Fractional Bandwidth \[%\][@CR26]Jerusalem Crosses14.4--21.841[@CR27]Patch-Patch and Loop-Cross9--1550[@CR25]Patch and Loop13.25--24.258.4[@CR28]Patch and Disk4.1--7.8563**This WorkPixelated Cells3.8**--**10.795** Table 3Comparison of 10-dB bistatic RCS reduction bandwidth under oblique incidence with similar works.ReferenceFractional Bandwidth for 30° Incident AngleTM-PolarizationTE-Polarization[@CR26]20%Not Reported[@CR28]Not Reported45%[@CR27]52%48%**This Work82%52%**Notice: ref. [@CR25] did not report result for oblique incidence.

Methods {#Sec8}
=======

Binary particle swarm optimization (BPSO) {#Sec9}
-----------------------------------------

Initially developed in 1995 by Kennedy and Eberhart^[@CR34]^, particle swarm optimization (PSO) is a search algorithm based on the social behavior of a swarm, such as birds or bees. This algorithm was compared to well known optimization techniques such as the genetic algorithm (GA) in the literature. According to^[@CR35]^, the convergence of PSO is faster than that of GA which makes it a good candidate for optimization problems which include large number of parameters. PSO works by having a population (called a swarm) of candidate solutions (called particles) which move around the search space. Assuming that the search space is *N*-dimensional (i.e. the number of optimization parameters is *N*), the position and vorticity of m^th^ particle are represented by two N-dimensional vectors $\documentclass[12pt]{minimal}
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                \begin{document}$${{\bf{V}}}_{m}=[{v}_{m\mathrm{,1}},{v}_{m\mathrm{,2}}\mathrm{,...,}{v}_{m,N}]$$\end{document}$, respectively. Notice that each particle's position is a candidate solution of the problem. Each particle adjusts its velocity according to its own experience and the best one explored by the swarm (i.e., the experiences of all other particles) in the search space. Hence, at t^th^ iteration of the algorithm, the vorticity of the m^th^ particle is updated by$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\bf{P}}}_{m}=[{p}_{m\mathrm{,1}},{p}_{m\mathrm{,2}}\mathrm{,...,}{p}_{m,N}]$$\end{document}$ (the personal best of the m^th^ particle) and $\documentclass[12pt]{minimal}
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                \begin{document}$${\bf{G}}=[{g}_{1},{g}_{2}\mathrm{,...,}{g}_{N}]$$\end{document}$ (the global best) are the best experiences for the m^th^ particle and the swarm, respectively, *w* is the inertia coefficient, *c* ~1~ and *c* ~2~ are positive constants and *η* ~1~ and *eta* ~2~ are random coefficients between 0 and 1 to ensure the random behavior of the optimization algorithm. To further accelerates the convergence, *w* varies from 0.9 at the beginning to 0.4 toward the end of the optimization and the suggested value for *c* ~1~ and *c* ~2~ is 2^[@CR33]^.

In a binary search space (where the optimization parameters are assigned a binary value of 0 or 1), each bit *x* ~*m*,*n*~ is binary-valued; while, according to 5, *v* ~*m*,*n*~s are real-valued. To map the real-valued of the velocities to the range of \[0, 1\], in the binary version of the PSO algorithm, namely BPSO^[@CR31]--[@CR33]^, the sigmoid limiting transformation is used as the following:$$\documentclass[12pt]{minimal}
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Finally the position of the m^th^ particle at t + 1^th^ iteration is updated as$$\documentclass[12pt]{minimal}
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                \begin{document}$${r}_{m,n}^{t}$$\end{document}$ is a random number with a uniform distribution in (0, 1). The iteration of the algorithm continues until the maximum iterations or minimum error criteria is met. The flowchart of BPSO algorithm is shown in Fig. [6](#Fig6){ref-type="fig"}.
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