We present an approach on training classifiers or regressors using the latent embedding of variational auto-encoders (VAE), an unsupervised deep learning method, as features. Usually VAEs are trained using unlabeled data and independently from the classifier, whereas we investigate and analyze the performance of a classifier or regressor that is trained jointly with the variational deep network. We found that models trained this way can improve the embedding s.t.
statistical performance analysis
Introduction
Deep learning (DL) methods became wide-spread after dataset sizes and computing power increased enough to allow for training several large layers.
Most methods rely on data with ground truth labels, and pre-trained networks exist for some domains (e.g. RGB data), that can be fine-tuned or otherwise 5 adapted to new problems. However, this is not available for sensing modalities that are novel, not widely used by the DL community, or limited/no training data is available (e.g. depth, audio, tactile, force-torque, hyperspectral, biochemical, etc.), as well as in novel application domains (e.g. space, medical, underwater, etc.). 10 An advantage of unsupervised methods is their capacity to learn efficient codings of unlabeled data instances or streams. One class of unsupervised methods that has recently gained a lot of interest is the variational auto-encoder (VAE), which gives more control of influencing the latent representation by incorporating a statistical prior on the underlying distributions. This prior can act as a 15 compensation for lack of data, focusing the learning problem to adjusting the representation rather than learning it from scratch.
In this paper we investigate further how additional semantic information of the data, e.g. labels, can aid in improving the latent representation for fulfilling a functional objective. Hence, we evaluate the effect of training classifiers or 20 regressors on the latent embedding of VAE jointly with the generative model. • We propose and evaluate the DLR-VAE concept in comparison with com- mon classification schemes that use VAEs as feature detectors or for inference.
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• We show the effects of regularization with a discriminative network on the latent embedding of variational auto-encoders in the scope of classification and regression problems. Our empirical evaluation shows performance that is comparable to state of the art results of similar models. For the MNIST [26] dataset we found that the model achieves a new state of the 35 art result for models that only use fully connected layers and do not use data augmentation/distortions.
• We demonstrate how DLR-VAE can be used for semi-supervised learning, where knowledge from labeled and unlabeled sets of samples is acquired incrementally, and compacted in the probabilistic latent representation.
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• Due to the relatively small differences between the decoupled and the jointly trained models, we employ statistical techniques to evaluate the significance of the improvement. We hope that this will aid others in the field, since results on benchmarks and test datasets get tighter as the 100% mark is approached with more complex/fine-tuned methods.
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The latent manifold of VAEs can be used efficiently for training classifiers or regressors. For this purpose the auto-encoder is usually trained separately in an unsupervised fashion and the encoder is used as a feature extractor, whereas in our approach we train the unsupervised model jointly with a supervised deep discriminative network. We draw our motivation for this approach from two 50 main assumptions: The stochastic nature of a variational auto-encoder acts as a regularization for the classifier when learning a low dimensional embedding of the input data and the gradients of the discriminative part of the model feed back into the latent embedding of the encoder of the variational auto-encoder.
We found that these models generalize better by a slight margin and can be 55 used for efficient classification and regression on streaming data in an online fashion.
We show empirical results on the MNIST, SEMEION [4] and SVHN [31] datasets, and evaluate the statistical significance of the improvement in classification accuracy in comparison to common variational models that can be 60 used for inference. The use of computer vision benchmarks is motivated by the fact that both fully connected and convolutional layers can be tested on them, and that the deep learning field is heavily focused on vision problems. However, MNIST and SEMEION type of data can easily come from pressure sensor, SVHN (Google's Street-View House Numbers) type e.g. from reading product labels, and the concept can be applied to many different data sources thanks to the end-to-end trained nature of deep learning, which allows it to be easily deployed in different domains.
The presented method was already used for material state/type classification by an industrial robot, based on structure-borne sound, with different applica-70 tion scenarios in the area of robust manipulation for autonomous manufacturing [32] . There, the latent representation that was learned while using data labels for a regularizing effect showed similar clustering and regressions properties to the reproducible examples on public data that is presented in this article.
This concise information representation enabled us to distinguish 8 materials in 75 the audio stream generated by touching or gripping different parts, and even to draw conclusions about geometric properties.
Related Works

Generative Autoencoder Architectures
The concept of using deep neural networks (DNN) for the training of vari-
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ational models has been proposed independently by two research groups. The principal contribution was the so called reparametrization trick, a mathematical trick in order to enable backpropagation through stochastic layers in deep neural networks [18, 35] .
A different concept of a generative autoencoder based on a cost function 85 using the Wasserstein distance has been shown to be effective by Tolstikhin et al. [36] .
Semi-supervised learning with Variational Autoencoders
Kingma et al. [19] semi-supervised learning inspired by the concept of ensembles of experts using variational autoencoders.
Flows
Kingma et al. [20] showed how to improve the ability of VAEs to model more complex data distributions by applying inverse autoregressive flow in a VAE with 100 multiple stages of stochastic layers in combination with residual blocks [12] for feature extraction. A similar concept is reported by Tomczak and Welling [37] for applying the Householder Flow to a VAE.
Generative Adversarial Networks
Generative adversarial nets (GAN) have been proposed by Goodfellow et al.
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[11] and they show that two competing neural networks, a classifier and a generator that tries to fool the former into misclassification, can learn a powerful generative model. Makhzani et al. [28] apply this concept of adversarial training to auto-encoders and show that it acts as a regularization on the latent coding.
Regularizing Variational Autoencoders
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A closely related idea to ours can be found in the work by Lamb et al. [25] , where a pre-trained classification network is used to regularize and refine the reconstruction of an unsupervised variational model. However, in contrast to the herein presented work, the regularization is performed on the whole network.
Normalization
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Exponetial linear units have been proposed in [7] as an alternative to the combination of using rectified linear units (RELu) and Batch Normalization [16] for speeding up convergence during training of deep neural networks. In [21] In summary, the DLR-VAE idea can be combined with a wide range of advancements in the DL field, depending on the application scenario and the available data.
Theoretical Foundations
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This section will lay out the mathematical and technical definitions of the model we are investigating in this work. We assume to be given N data pairs label to represented as one-hot vectors. We will omit the index i whenever it is clear that we refer to the corresponding formulation regarding only a single datapoint. Similar to [18] we define the generative model as follows:
where L(x; z, θ) is a suitable likelihood function depending on the nature of the underlying data model. Common models are the binary log cross entropy for
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Bernoulli distributions or the negative log likelihood for Gaussian distributed data. We use non-linear functions:
in order to estimate the moments of the underlying probability distributions.
These non-linear functions resemble the encoder and decoder of the variational auto-encoder and are learned by deep neural networks (DNN) with parameters 150 φ and θ respectively. Additionally, we define a discriminative DNN denoted by:
h((µ z , log(σ with parameters ξ which acts as a classifier or regressor. This discrimnative network receives as an input a concatenation of the statistical moments µ z and log(σ 2 z ) that are estimated by the recognition model f (x, φ). We train h((µ z , log(σ 2 z )), ξ) in a joint fashion with the recognition and generative net-155 works, respectively. Therefore, the discrimnative loss acts as an additional regularization on the moments of the recognition DNN. For classification we use the softmax activation:
for the last layer of the discriminative DNN, whereẑ represents the unscaled logits output of the last layer. Hence, in the case of a classification problem the 160 loss of the discriminative network is then defined as the cross entropy of the true class label y ∈ {0, 1} to the estimated probabilityŷ for class k ∈ L:
where p L represent the true probabilities of observing the classes and q L the probabilities of observing the predictions. The predictions are determined by the classifier, henceŷ = h((µ z , log(σ 2 z )), ξ).
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In the case of a regression problem we use the standard mean square error formulation as a loss function instead of (5). Note that both additional losses are not real probability measures however we found that they still act as regularizers in the loss formulation of the final model.
Variational Evidence Lower Bound (ELBO)
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Variational models in DL are based on the idea of approximating the marginal log-likelihood of an observable random variable x which can be rewritten as sum over the joint probabilities of x with an additional non-observable, latent variable z (where θ and φ are trained parameters):
By multiplying with q φ (z|x)/q φ (z|x), applying the chain rule and the Jensen 175 inequality, eq. 6 can be reformulated as follows:
Thus, per definition of the Kullback-Leibler (KL) divergence and the expectation operator, the ELBO is defined as:
This ELBO formulation can now be used as an optimization criterion where the required parameters of the probability distributions are estimated with DNNs.
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The ELBO as formulated above exhibits a large variance when used directly during training of a VAE, resulting in unstable or diverging training behavior. Kingma and Welling [18] and Rezende et al. [35] independently presented a differentiable procedure which they call the reparametrization trick by representing the stochastic variable z with a deterministic variable z = g θ ( , x),
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where is an auxiliary random variable usually drawn from a zero mean and unit variance normal distribution N (0, 1). Assuming that z is Gaussian dis-
leads to a stochastic gradient auto-encoding variational Bayes.
Discriminative Latent Manifold Regularization
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When applying the ELBO and the reparametrization trick, θ and φ are learned by DNNs. To perform classification or regression using VAEs as feature extractors one can:
1. Train the generative model with a VAE in an unsupervised fashion, learning the parameters φ and θ of the encoder/inference network and de- according to the chain rule, the cost/objective function to train the network is:
Hence, H(p L , q L ) acts as an additional regularizer on the encoder together with the KL divergence term. This should, in addition to the probabilistic prior p(z),
force the latent representation to converge to a task specific optimized topology.
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In accordance to [18] we draw one sample from p(z) in our experiments.
Model and Methods
The basic concept we propose is illustrated in fig. 1 . The discriminative part of the model is trained with the output of f (x, φ), which are the estimated moments µ z and the log-variance log σ too [24, 34] . We assume a normally distributed prior and posterior with zero mean and unit variance for the latent representation, therefore, an analytical solution for the KL divergence exists:
where J denotes the dimensionality of the latent manifold z. Depending on the data two different models for the reconstruction probability distributions can be applied. In the case of a multivariate Bernoulli distribution it takes the form:
wherex k are the estimated outputs of the last layer of the decoder network for one data sample transformed with the sigmoid activation function. When we 225 model the data as continuous Gaussian variables two final layers are fed with the output of the preceding layer in parallel in order to estimate the reconstruction parameters µ and log σ 2 required for the calculation of the log likelihood of a normal distribution with a diagonal covariance matrix:
Fully Connected Encoder and Decoder
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In analogy to the work of Kingma and Welling [18] and in order to make comparisons fair our baseline model consists only of fully connected layers for the encoder and decoder network. The encoder is a deep neural network with two fully connected layers with exponential linear units (ELU) as activation functions [7] throughout the whole network. We found ELU's to perform equally latent probability distribution with linear activation functions. In addition to using the estimated mean and log-variance for the reparametrization to form the stochastic representation z they are used to train the classifier jointly with 245 the variational auto-encoder. The decoder also consist of two fully connected layers with the same size as the encoder layers with one final layer to estimate either the reconstruction in the form of the Bernoulli distribution in accordance to eq. 11 or with two layers estimating the parameters of the Gaussian distribution for eq. 12. The convolutional variational auto-encoder (CVAE) we use consists of three convolutional layers in the encoder and four convolutional layers in the decoder.
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In the encoder the convolutions are followed by two fully connected layers in order to estimate the parameters of a Gaussian prior for the latent manifold z, similar to the architecture in sec. 4.1. The decoder first transforms the latent representation to an appropriate dimensionality using a fully connected layer. We use a combination of convolutional layers with 2 × 2 unpooling layers 265 [33] . We assume that RGB pixel values are of continuous normally distributed nature (except in the case of the MNIST dataset where data is assumed to be binary) we use two convolutional layers in order to estimate the parameters of the reconstruction probability distribution at the top of the variational autoencoder tower. Please see fig. 2 Here the CVAE for continuous normally distributed data is shown. In the case of binary data that underlies a Bernoulli distribution the decoder has only one last convolution layer with the sigmoid activation function according to eq. 11.
Semi-supervised Learning
An interesting feature of the DLR-VAE is that it can be used for semi- 
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• Train the model in the first step with the labeled subset. Then, in the same epoch, use the model to predict the labels of all remaining unlabeled training data. In a third step, the model is optimized in the same epoch using the predictions as labels for the unlabeled subset and applying the cost function of eq. 9. We call this model SS1. 
Experiments
We evaluated both approaches, the fully connected and convolutional DLR-VAE, on the common benchmark datasets MNIST and SVHN. For the experiments we trained all models for 1000 full training epochs. In order to achieve a fair comparison we kept the network fixed, therefore, the layer/neuron count 305 was exactly the same for the VAE+DNN and the DLR-VAE models with the only difference that the former was trained in a two stage training process and the later was trained jointly. We kept the learning rates fixed for each problem domain and used the same activation function (ELU) throughout all models.
As features the estimated µ z and log(σ 
MNIST
For MNIST we trained all models with the full training data of 60000 training 315 samples. For test evaluation we used only the test dataset which consists of 10000 samples. A batch size of 100 and a learning rate of 3e-4 was used.
Fully Connected Layers
For the fully connected model the VAE's encoder and decoder consisted of two fully connected layers with 600 neurons each. MNIST images are binary, 320 therefore we assume a Bernoulli distribution for reconstruction by the decoder.
The latent dimensionality was chosen to be 50. The discriminative part of the model consists of two layers with 50 neurons. The last layer's activation function is the softmax function whose output is used to calculate the logarithmic softmax-binary crossentropy as a classification loss. 
Convolutional Layers
The architecture of the CVAE follows the general model as shown in fig. 2 . function is used throughout the model.
Semi-supervised Learning
For an evaluation of the performance of the DLR-VAE in semi-supervised learning tasks we chose to use the fully connected model which was also used for the evaluation on the fully labeled MNIST training dataset. We randomly 340 draw class-balanced subsets of labeled data with 100, 600, 1000 and 3000 labeled examples for the experiment and repeated the training process four times. We then calculated the mean performance of the training process. The models were trained for 1000 epochs with a learning rate of 3e-4.
Computational Complexity
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As the training time is not a critical measure that has to be kept low when thinking about complexity in the application of DNNs, we regard only the computational complexity during the test phase in the following paragraph. We will in this section limit the theoretical complexity considerations to depend on the test sample count only as the amount of neurons and activations that need 
SVHN
On the SVHN dataset we used the training data in combination with the extra data which results in 604388 training samples. For testing we used the 26032 test samples. We preprocessed the training data with ZCA whitening with a regularization of = 0.01 and we chose not to apply any data augmentation, 365 therefore the input of the model was the 3072 whitened features of an SVHN RGB image.
Fully Connected Layers
The layers of the encoder and decoder consisted of 2000 neurons. The dimensionality of the latent manifold z was chosen to be 200. Again, we assume 
Convolutional Layers
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For the CVAE we used a similar architecture as for the MNIST CVAE experiments. However, the input now consists of RGB images, therefore, the input convolutions are applied on the 3 color channels. Two convolutional layers that output 3 color channels are used for the calculation of the reconstruction cost.
The dimensionality of the latent variable z was chosen to be 200. According
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to the other models presented in this work we set the neuron count for the discriminative network to 200, too.
Results
The test errors of all trained models are shown in tbl. 1. We compare the test error of the vanilla VAE when used as a feature extractor for classification 385 with a separate classifier, the DLR-VAE and the M2 model as proposed by Kingma et al. [19] . We chose the M2 model because it relies on a different evaluation scheme that follows the paradigms of Maximum Likelihood testing or Maximum a posteriori testing. According to the results we reason that the stochastic nature of the VAE leads to a regularization effect when training a 390 DLR-VAE. Using the fully connected model trained on MNIST the DLR-VAE (1.13% test error) models generally perform better than the decoupled trained vanilla VAE+DNN counterpart (1.73% test error), which can also be seen on the evolution of the test error during training of both models in fig. 3 (left) .
However, the DLR-VAE is outperformed on the MNIST classification task 395 by the M2 model when only fully connected layers are used for the encoder and decoder (however, the difference is not statistically significant since the bounds overlap). We reason that this might be due to the effect of the untangling of class and style information. On the other hand, when we do not preprocess the data 12.25%, VAE+DNN: 12.46%). This is also supported by the evolution of the error during training, shown in fig. 3 (middle).
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We preprocessed the SVHN dataset with ZCA whitening. Additionally, we investigated a model trained with data preprocessed by a principal component analysis (PCA) and dimensional reduction. In these experiments we reduced the feature dimensionality to 600 principle components. When trained on the reduced SVHN dataset using PCA the DLR-VAE achieves 13.65% test error,
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the VAE+DNN performs reasonably worse with 19.50% test error and the M2 model achieved 19.06% therefore being slightly better than the former. We reason that the loss of "locality" of the features when PCA is used leads to a slightly worse performance than when ZCA is used as preprocessing step. The bad test performance of the M2 model, however, when ZCA features are used 415 remains subject to further investigation.
We performed the experiments using CVAEs using only the vanilla VAE+DNN and the DLR-VAE models. The results show that the DLR-VAE outperforms the decoupled approach on the MNIST dataset with a test error of 0.74%, showing performance that is comparable to the state of the art. The vanilla 420 VAE+DNN, when trained in a two stage process, shows an error that is 1.01%.
Again, the evolution of the test error during training is shown in fig. 3 (right) .
On the SVHN dataset the differences between both models are more minute with only 0.03% of difference. Additionally, the performance using convolutional networks is only slightly better than when fully connected layers are used. Whether 425 this is due to the low-complexity convolutional architecture we used for the encoder and decoder or due to the assumption of a diagonal covariance matrix for the stochastic layer remains subject for further investigation. Because of architectural reasons it is difficult to compare the M2 model to the other two models in a fair manner, therefore, we omit the evaluation of the M2 model with 430 convolutional VAE's.
In order to validate the generalization ability of the models we tested the CVAE based models that were trained on MNIST on the SEMEION dataset.
SEMEION is an handwritten digits dataset similar to MNIST. The digits of the SEMEION dataset have been resized to 20×20 pixels using bilinear interpolation 435 and the center of mass according to the pixels of each image has been centered in a 28 × 28 image in order to adjust the format as given by the MNIST dataset.
However, during the creation of the original SEMEION dataset the aspect ratio of the images is not preserved. Moreover, the dataset consists of samples that were either written slowly and precise or quick with minimum precision. Many
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of the samples are also cropped. These factors make the dataset challenging to be tested with the models that were trained on MNIST, resulting in decreased performance, but in our opinion give a good indication of generalization performance. The convolutional DLR-VAE achieves 13.31% error on this independent dataset while the decoupled model 14.95%. 
Effects of Discriminative Regularization on the Latent Manifold
In order to illustrate the regularization effect of training a DLR-VAE we trained a vanilla VAE and a DLR-VAE model on the MNIST dataset with a latent variable z with two dimensions. The resulting latent manifold clusters of the training dataset are shown in fig. 4 (VAE, DLR-VAE with softmax and cross 450 entropy loss function for classification, and DLR-VAE performing regression on the class label, as an illustrative example). The latent coding of the DLR-VAE has been regularized by the classifier or regressor, respectively. We used a twolayer fully connected neural network with only one neuron per layer for the toy regression problem. The regularizing effect of this regressor forces the latent 455 manifold to sort the points according to the label on one of the axes of the latent variable. We reason that the shape/style-dependent variance of the data is mostly represented on the first dimension of the latent variable and the class dependent variance on the second.
Semi-supervised Learning
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The results of the experiments regarding semi-supervised learning are shown in fig. 5 . We compare our proposed models SS0 and SS1 to the models M1+M2
and standalone M2 according to the results shown in Kingma et al. [19] . It is interesting to note that the performance of model SS1 is significantly better than SS0 and comparable to the M2 model in the case of only 100 or 600 labels 465 used during training. We reason that the model is able to learn additional information from the "guessing" stage were the unlabeled data is evaluated with the current learning state according to the labeled data available.
In the case of 1000 available labels the M2 model performs slightly better than the SS1 model and in the case of 3000 labels the SS1 model outperforms 
Significance Evaluation
Since we see the same effect over different experiments, it is already a strong 480 indication that the results are not due to chance, but we also apply statistical methods to show this. The variance of the performance can be estimated by bootstrapping, and cross-validation can simulate the effect of new data, but the most important performance measure is the performance on independently acquired test data (the SEMEION dataset in our case). As classifiers get better,
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the offered improvements diminish, risking to be purely due to chance and not generalize. Therefore, approaches presented below can be of general use when evaluating different classifiers as well.
The most straightforward way to compare the performance of two methods, is to test whether their confusion matrices differ more than it would be expected 490 by chance. Thus, the null hypothesis is that the two methods produce the same proportion of values in the cells, which can be checked by performing Fishers's exact test [9, 10] . Since we are dealing with multiclass prediction, it has to be applied to the contingency tables (i.e. matrices which are larger than 2 × 2), but distribution of the data, practically meaning that the methods predict a fixed number of samples in the different classes (but this number can differ between the classes). This is not guaranteed in our case, but since the performance is so close to each other (and to 100%), it is only a minor deviation. Due to memory limitations we had to fall back to the approximation of the test results using a
500
Monte Carlo simulated hypergeometric test according to Mehta and Patel [30] .
Under certain conditions the Pearson-Cochran chi-square test is a very good and efficient approximation both for the binary and multiclass cases [6] .
Another option is to compare the values in the two contingency tables cell by cell, and check how much better they are for one method versus the other.
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Of course the values on the diagonal and the off-diagonal ones must be stored with different signs s.t. the pairwise differences indicate improvement in the same direction. This has some redundancy, as for example a difference in one misclassification is counted twice (once on the diagonal and once off-diagonal).
However, the general trend of the differences can be checked with a Wilkoxon plicable here because we have paired measurements of the same cells, and this test compares the median difference to a given value. In our case, we define the null hypothesis as the median difference being 0, and try to reject it with a one-sided test, in order to see how much better DLR-VAE is. This is a non-515 parametric test, i.e. it has no assumptions on the distribution of the data, but since the median is estimated, it is safest when the differences are symmetrically distributed around the median difference. Non-parametric tests have typically lower statistical power, meaning they are more conservative.
Lastly, one can also consider the true positive rate (TPR), more precisely, 520 how many test samples were classified correctly out of the total test set. To avoid the complications of dealing with the true underlying multinomial distributions (though that is also possible, but falls outside the scope of this paper), we can simplify this case as a set of Bernoulli trials. Assuming a balanced test set, the true probability of success is the real TPR, for which we obtained an 525 estimate by applying the method to the test data. The number of true positives we obtain by classifying the test set then follows a Binomial distribution, with the proportion parameter p = TPR. This parameter can be estimated in a
Bayesian way, including a credible interval for it, using for example the Jeffreys interval 1 [3, 5] . These intervals are shown for the results in tbl. 1. If the credible 530 intervals do not overlap, then for α = 5%:
These methods were applied to evaluate the proposed DLR-VAE models on multiple datasets, using their standard implementation in R's core libraries.
The different mechanisms and assumptions mean that they are better suited to detect certain types of differences than others. Fishers's exact test can detect 535 1 for more details please see Márton and Türker [29] , where the Jeffreys interval was used to derive the number of test cases needed to obtain certain bounds on the accuracy to the symmetry of the problem, it does not change anything if the error rate is used instead of the TPR).
The results of the different tests are shown in tbl. 2. As discussed above, not all tests detected a significant difference between the models, but in all cases at least one did. Therefore, even after controlling for multiple hypothesis testing
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(depending on its scope and method used), we can assume that we are observing a real effect, which can be more pronounced in more complicated tasks (since the largest difference being observed is on the SEMEION dataset: 1.6%, even though not statistically significant due to the smaller sample size).
Conclusion
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In this work we investigated the regularization effect of training a DNN classifier in combination with a variational auto-encoder. The methods are specially suitable for application when computational complexity is of concern.
Moreover, employing the DLR-VAE in semi-supervised scenarios remains an interesting topic. We also presented a general approach to test the statistical 555 significance of classification results, and used it to evaluate our models.
In-depth analysis of the performance of the presented approach and the influence of the regularization effect on the topology of the latent manifold in regression scenarios gives motivation for further research. Additionally, the combination of discriminative with adversarial regularization can provide a powerful 560 tool for shaping the latent representation by a Bayes prior (due to optimizing the lower bound), functional objectives (due to discriminative regularization) and arbitrary distributions (due to adversarial training).
Another potential application that exploits the underlying generalization power of the latent manifold is incremental learning: New samples (possibly
565
even from a different application domain) are added to a pre-trained network, reusing and refining the existing representation for the new task, thus reducing the amount of training data that is required.
We believe that such approaches are highly useful for a wide range of applications where raw sensor data needs to be interpreted, with a limited amount of
570
(partially) labeled data. Such an example application was already explored in the case of classification and regression based on structure-borne sound in the industrial manipulation domain [32] , and could prove useful when dealing with depth images as well.
