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We investigate the boundary value problem 
& Al 
-==~+u(l -u-m), 
br 
and 
u(-03, t) = u(Kl, I) = 0, u(co,t)= 1. 
u(--co, t) = ‘/ Vr > 0, 
where r > 0, b > 0, 7 > 0 and x E R. This system has been proposed by Murray as 
a model for the propagation of wave fronts of chemical activity in the 
Belousov-Zhabotinskii chemical reaction. Here u and u are proportional to the 
concentrations of bromous acid and bromide ion, respectively. We determine the 
global stability of the constant solution (u, L’) E (l,O). Furthermore we introduce a 
moving coordinate and for each fixed x E R we investigate the asymptotic behavior 
of u(x + ct, I) and u(x + cf, 1) as t + ~13 for both large and small values of the wave 
speed c > 0. 
1. INTR~DUC~ON 
In this paper we investigate the asymptotic (large time) behavior of 
solutions of a system of nonlinear partial differential equations which model 
the Belousov-Zhabotinskii chemical reaction. 
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25.4 KLAASEN AND TROY 
The Belousov-Zhabotinskii chemical reaction, discovered in 1959 by 
Belousov [2], is one of the most interesting and best understood chemical 
oscillators. The reaction consists of the cerium ion catalyzed oxidation by 
bromate ion of easily brominated organic materials. In a well-stirred 
medium, oscillations occur in the ratio of the oxidized and reduced forms of 
the metal ion catalyst. A redox indicator is used to make the oscillations 
visible as sharp color changes. 
In 1970 Zaikin and Zhabotinskii [ 15 ] discovered that travelling waves of 
chemical activity may form and propagate through’ the medium when the 
reagent is spread in a this layer on a flat surface such as a petri dish. 
in 1972 Field, KGriis, and Noyes [4] proposed a complex system of 10 
chemical reactions with 7 intermediates as a model for the phenomena 
described above. From this system Field and Noyes [5] abstracted a simpler 
model which appears to retain the important features of the complete system. 
Their simplification is given by 
A+Y+X, (l-1) 
x+ Y-P, U-2) 
BfX+2X+Z, (1.3) 
2X-+ Q, (l-4) 
Z-tfl. (1.5) 
A and B are reactants and P and Q are products. X, Y, Z represent he 
concentrations of the intermediates HBrO, (bromous acid), Br- (bromide 
ion) and Ce (IV) (cerium IV), respectively. In the model the concentrations 
of reactions and products are held constant which makes the system effec- 
tively open. The differential equations describing the dynamics of the model 
are obtained by applying the law of mass action to reactions (l.l)-(1.5): 
$=k,AY-k,XY+k,BX-2k4X2, 
g=-k,AY-k,XY+jk,Z, 
dZ 
-=k,BX-k,Z. 
dt 
(1.6) 
(1.7) 
(l-8) 
The kis denote the forward rate constants for reactions (l.l)-( 1.5). The 
numerical values of k, through k4, as well as A and B, were assigned by 
analogy to the full model. Their values are k, = 1.34 mole/liter set, k, = 
1.6 x lo9 mole/liter set, k, = 8 X lo3 mole/liter set, k4 =4 X 10’ mole/liter set, 
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and A = B = 0.06 mole/liter. The stoichiometric factor f and the rate 
constant k, are expendable parameters which are free to be varied. 
Field and Noyes [5] note that in the leading edge of a wave front of 
chemical activity the concentration of Ce (IV) is zero. Thus, setting Z = 0 in 
Eq. (1.8) they propose the following model for the propagation of travelling 
waves: 
a2X 
$k,AY-k,XY+k,AX-2k,X2+DT 
-=-k,AY-k,XY+Ds. 
3Y 
at 
(1.9) 
D > 0 denotes the diffusion constant and x is a one-dimensional spatial coor- 
dinate. Note that in the first of (1.9) we have replaced B with A since they 
both have the same numerical values. 
Murray [ 1 l] nondimensionalized Eqs. (1.9) by writing 
2k,X 
ll=w’ 
2k4 k, 
==k,k,’ 
kzY 
v=zJ7 
& t’ = k, At, 
(1.10) 
k2 
b=2k,’ 
where r is an artificial parameter introduced into the problem to reflect the 
fact that the bromide concentration far ahead of the wave front can be 
varied. 
From (1.10) it follows that Eqs. (1.9) becomes 
au a2v 
z=Lrv-t-u(l-u-rv)+-g, 
(1.11) 
Since L z 8.4 x lo-“, MZ 2.1 x 10m4, and u and v are O(l), then as a first 
approximation to Eqs. (1.11) Murray neglects Lrv and Mv and investigates 
the system 
au 2 
-=u(l-u-rv)+$, at 
-=-buv+!?. av 
at a2 * 
(1.12) 
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The constant solutions of Eq. (1.12) are given by (u, v) = (1,O) and 
(u, v) = (0, a) for each a E R. If a solution (u, v) is found which satisfies 
(u, v) + (0, a) as x--f co (or x + -co) for some ra > 0, then set r = ar, and it 
follows that (u, v”) = (u, v/a) satisfies (1.12) and (u, 6) -+ (0, 1) as x + +co 
(or x--t -a~). Therefore, without loss of generality Murray investigates the 
boundary conditions 
q--00, t) = v(c0, t) = 0, 
u(a7, t) = v(-co, t) = 1 
(1.13) 
for .each fixed t > 0. He finds appropriate initial conditions for which the 
problem (1.12~( 1.13) has a unique solution. He also gives arguments which 
indicate that if a travelling wave solution exists, then its speed, c = C(T, b), 
satisfies 
((r’ + 2b/3)“’ - r)(2(r + b))-“’ < c < 2. 
Troy [ 131 has proven the existence of travelling wave solutions of (1.12). Let 
z = x + ct and assume that u(x, t) = q(z) and U(X, t) = p(z). Then 
(1.12~(1.13) becomes 
ci’+cCj+q(1 -q-rp)=O, 
6’+ci-bpq=O, 
(1.14) 
and 
q(--co) = P(a) = a q(m) = p(-00) = 1. (1.15) 
where the dot = d/dz. We state the following 
THEOREM A (Troy [13]). If b E (0, l), then there are values 
c= c* E (0,2] and r = r* > 0 for which the probZem (1.14)-(1.15) has a 
solution. 
The purpose of this paper is to investigate the large time behavior of 
solutions of the system of partial differential equations (1.12) proposed by 
Murray. We determine the stability of the solution u = 1, v = 0. 
Furthermore, we introduce a moving coordinate, x = [ + ct, and investigate 
the large time behavior of u(C + ct, t) and ~(6 + ct, t) as t + co for small and 
large values of the wave speed c, where U(X, t) and v(x, t) solve (1.12). Our 
work is motivated by two noteworthy papers. Kolmogoroff, Petrovsky and 
Piscounoff [lo] present a thorough investigation of the well-known equation 
U, = u,, + u( 1 - U) which was developed by Fischer [7] as a model for the 
propagation of genes. The first equation of (1.12) reduces to Fischer’s 
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equations when r = 0. Subsequently Aronson and Weinberger [l] extended 
several of the results of Kolmogoroff, Petrovsky and Piscounoff to equations 
of the form ut = u,, + f(u) for quite general functions f(u). 
In Section 2 we develop an invariance and comparison principle for the 
system (1.12) which are necessary for our later work. In Section 3 we state 
our main results and briefly discuss some of their salient features. Section 4 
contains the proofs of the results stated in Section 3. 
2. PRELIMINARIES 
In this section we develop the main tools which are required to investigate 
the asymptotic behavior of solutions of the system 
u, = u,, + u( 1 - 24 - YU), (2.1) 
II,= v .x.x - bw (2.2) 
where Y > 0 and b E (0, 1). The domain of existence of solutions is 
(a”, 6) x R I, where R + is the set of positive real numbers and 
-co < a^ < 6 < co. Throughout this paper we assume that u(x, 0), v(x, 0), 
defined on (a”, 6) as well as u(& t), ~(4, t) and ~(6, f), ~(6, t) defined on R+ if 
a^ # --co, respectively, are bounded Holder continuous functions. This is 
sufficient to assure the existence, uniqueness and continuity of solutions u, D 
of the initial-boundary value problem for (2.1~(2.2) on (a^, 6) x R + [see 
Weinberger [ 12, p. 2981 for a discussion of these results]. 
PROPOSITION 1. Let y > 0 and suppose that u(x, t), v(x, t) solve 
(2.1~(2.2) on (a^, 6) x R+ with 0 < u(x, 0) < 1, 0 < V(X, 0) < y 012 @, 6), 0 < 
~(a”, t)< 1 and 0 < ~(a^, t)< y on Rf if a^+--co, and O<u(6, t)< 1, 
O<v(&t)<yonR+ if6#co. Then 
0 s u(x, t) s 1, osV(X,t)sy on (ciJ)xR+. 
Proof. Let S= {(u, v) ] 0 ,< u < 1, 0 < ZJ < yl. For each (u, v) E a,!$ let p 
denote the unit outward normal to &S at (u, v). It is not difficult to show that 
p - (u - u2 - ruv, -buv) Q 0 and hence a result of Weinberger [ 13, 
Theorem 1, p. 2981 guarantees that 0 < u(x, t) < 1, 0 < v(x, t) < y 
V(x,t)E(&6)xR+. 
Our next proposition, a comparison theorem for system (2.1~(2.2), is 
obtained from the following theorem proved by Fife [6]. 
For two vectors E, 6 E R” the symbol 5 < 6 means ai < bi for all i. Let Ei, 
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i= 1 ,**-, it be uniformly elliptic‘ linear second-order partial differential 
operators in m space variables, 
j,k=l 
with uniformly bounded coeffkients, defined in a closed space-time domain 
Q, where Q = a x (0, 7’) f or some T > 0, and for some (possibly unbounded) 
domain 0 c R”. Let F(x, t, q) and c(x, t, q), defined for (x, t) E 8 and 
VERn, satisfy F(x, t, II) > F(x, t, r) with F Lipschitz continuous in r, 
uniformly for (x, t) E Q. For each j, let -3 be nondecreasing in each 
Component qk with k # j. 
THEOREM (Fife [6, p. 1251). Let Ei) F, and F be as described above. Let 
u and 41 be continuous functions from & into R”, C2 in Q, bounded, and 
satisfying (for each i = l,..., n) 
Then u>u in Q. 
a, Ui - E,u~ ~ Fi(X, t, U), 
at% - E,h & 5(x, t, u), 
?.l>u for t=o, 
u>u for XEa?. 
PROPOSITION 2. For y > 0 let (u, u), (~7, 0) be solutions of (2.1~(2.2) on 
(&,d)xR+ withO,<zZ(x,O)<u(x,O)<l andO<u(x,O)<U(x,O),<yonR. 
If a^ # --co, suppose that 0 < zZ((a”, t) < ~(6, t) < 1 and 0 < ~(a^, t) < $6, t) < y 
for t > 0. Also if 6# co suppose that 0 ,< ii@, t) ,< u(b, t) < 1 and 
0 ( ~(6, t) < 17(6, t) < y for t > 0. Then u(x, t) > c(x, t) and v(x, t) < 17(x, t) 
V(x, t) E (a^, 6) x R +. Moreover, if 0 < 27(x, 0) ( u(x, 0) < 1 for x in some 
subinterval of (ci, b), then 0 < U(x, t) < u(x, t) < 1. 
ProojI Set w = y - v and rewrite system (2.1~(2.2) as 
4 - ux.x = u(1 - yr - u + rw) = FI(u, w), 
Wt - wxx = bu(y - w) 3 F2(u, w). 
Define &(u, w) = Ft(u, w) for i = 1,2. Note that aF,/aw = ru > 0 and 
3F2/3u = b(y - w) > 0 for 0 < u ,< 1 and 0 < w Q y. Furthermore, 
0 Q 15(x, 0) Q w(x, 0) < y on (a^, 6), where ~7 = y - B with the correct 
inequalities on the boundary sets in case a^ # -co or 6 # 03. Therefore from 
the above theorem of Fife it follows that 0 < E(x, t) < u(x, t) < 1 and 
O<u(x,t)<C(x,t)<yfor all (x,t)t)E(&,@XR+. 
REACTION-DIFFUSION EQUATIONS 259 
Finally, suppose that 0 < zi(~, 0) < U(X, 0) < 1 Vx E (c, d) for some subin- 
terval (c, d) E. (a^, 6). Let U, = ~7 - U, U, = v - 6 and define f(u) = u( 1 - u). 
Then from Eqs. (2.1) and (2.2) and the mean value theorem it follows tat 
there exists 6 = B(u, z.7) E (0, 1) such that U, and II I satisfy 
(Ul)t = (u,),, + (f’(ii + B(u - 27) - ru)u, + ?a,, 
(Q = (u,),, + bi2.$ - buu, . 
Let w = u r ekt and 7 = u I ekt. Then w and r satisfy 
w, = w,, + (f’(ti + B(u - ix) - ru + k)w - rz71, (2.3) 
Zt = 7f,, + b5w - 7(bu - k). (2.4) 
Let k 2 max+=,G,,E,,Gl TV -f(zi + f3(u - C)), bl, then the coefficients of w 
in Eq. (2.3) and t in (2.4) are nonnegative. Also w(x, 0) < 0 and 7(x, 0) Q 0 
Vx E (8,6), and from our previous discussion, w(x, t) < 0 and r(x, 1) < 0 
V(x, t) E (a^, 6) X R+. Since r7(x, 0) < U(X, 0) for all x E (c, d), then it follows 
that 
w(x, 0) < 0 vx E (c, d). P-5) 
Suppose that there exists x, E (a^, 6) and t, > 0 such that w(xI, tr) = 0. 
Choose a bounded interval (a,, b,) c (a”, 6) such that a, < x, < b, and 
(aI, b,) n (c, a> f 0. Then, w(a, 5 t) < 0, t(a,, t) < 0 and w(b,, r) < 0, 
7(6,, r) < 0 Vt E [0, tr] and w(x, 0) < 0, t(x, 0) ,< 0 Vx E [n,, b,]. Then a 
result of Protter and Weinberger [ 12, Theorem 13, p. 1901 implies that 
w(x, t) = 0 V(x, t) E [a,, b,] x [O, tl] 
V(x, t) E (6,6)x R+. 
contradicting (2.5). Therefore w < O 
The final proposition of this section is a useful tool for establishing the 
stability of the constant solution u = 1, v z 0 of the system (2.1)-(2.2). 
PROPOSITION 3. For y > 0 let q, p be solutions of the system of ordinary 
dlflerential equations 
qN + q( 1 - 4 - rp) = 0, cw 
p” - bpq = 0 P.7) 
in (a^,@, where -a,<a^<6,<00 and O<q<l, O<p<y on (a^,@, If 
a” > - co assume that q(d) = 0, p(C;) = y, and if6 < 00 assume that q(6) = 0, 
p(6) = y. Let u(x, t), v(x, t) denote the solution pair of (2.1 j(2.2) setisfying 
the initial conditions 
4x, 0) = 
41x) 
in (a^, 6), 
u(x, 0) = 
i 
P(X) in (CT, 6), 
o otherwise, Y otherwise. 
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Then u(x, t) and -v(x, t) are nondecreasing functions of t for each x E R. 
Moreover, 
f’; u(x, t) = T(X), f’z v(x, t) = u(x) _ 
uniformly in each bounded x interval, where f(x) and o(x) solve Eqs. (2.6) 
and (2.7) on R, with z > q and o < p on (&6), and 0 < t < 1, 0 <o < y on 
R. Furthermore if z,, o1 solve (2.6) and (2.7) on R, satisfy 0 < r, < 1, 
O~o,~yonRandz,~q,a,~pon(a^,6),thenz(z,,aZa,onR. 
ProoJ: We assume that a” > -co and 6 < co. The case a = --co or b = co 
is handled in a similar fashion. By Proposition 1, 0 < u < 1 and 0 < v < y on 
RxR+. Since q, p and u, v are both solution pairs of (2. I)-(2.2) on 
(a”, 6) x R + whose initial boundary conditions satisfy q(x) = u(x, 0), 
p(x) = v(x, 0) on (6, s> and 0 = q(a”) < u(&, t), 0 = q(6) < u(d t), y = ~(a”) > 
~(a”, t), y = p(8) > v(& t) for all t > 0, we conclude that q(x) < u(x, t), 
p(x) > v(x, t) on (6, 6) x Rf. Thus for any h > 0, u(x, h) > u(x, 0) and 
v(x, h) < v(x, 0) Vx E R. Let zIi(x, t) = u(x, t + h) and 0(x, t) = v(x, t + h). 
Then U; V solve Eqs. (2.1) and (2.2) on R X R+ and zI(x, 0) = u(x, h) > 
u(x, 0), 0(x, 0) = v(x, h) < V(X, 0) Vx E R. Thus Proposition 2 implies that 
U(.x, t) 2 u(x, t) and fi(x, t) < v(x, t) on R x R + and hence u and -v are 
nondecreasing in t for each x. Thus lirn,+, u(x, t) =7(x) and 
lim,, v(x, t) = u(x) exist on R. 
Let t, > 0 be fixed and define c,(x, t) = 1 - u(x, t) - rv(x, t), cz(x, t) = 
-bu(x, t) on R x [to, co). Then (2.1) and (2.2) may be viewed as uncoupled 
linear equations u, = uXX + c,u and v, = v,, f c2 v with bounded twice 
continuously differentiable coefficients c, and c2 on R X [to, co). Hence 
applying the inverse heat operator to each equation we conclude that uX, uXX, 
ut, vx, v,,, vt are all uniformly bounded on R X [to, co). Using the Schauder 
estimates for parabolic equations (see Friedman [8, p. 921) we conclude that 
on each bounded x interval the t parameterized families of functions uX, 
u,x, u,, v,, VXX? vt are equicontinuous in x and hence converge uniformly in t 
to 7x3 7,,, rt, ox, uxx, cr,, respectively. Thus 7, c satisfy Eqs. (2.6) and (2.7) 
onR,O~r~landO~a~yonR,andr~q,o,<pon(a”,6). 
To prove that r and CJ are minimal and maximal with respect o the above 
property, suppose 7, , 0, solve (2.3) and (2.4) on R, 0 < r1 < 1 and 
O<a, < y on R, and t, >q, or <p on (a^, 6). Then u(x,O) <r,(x), 
v(x, 0) > a,(x) on R and hence, by Proposition 2, u(x, t) < t,(x), 
v(x, t) > cl(x) on R x R’ and consequently r < tl, cr > u, on (a^, 6). 
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3. STATEMENT OF MAIN RESULTS 
From the comments preceding (1.13) it follows that we may assume 
without loss of generality that Y = 1. Thus we consider the system 
Ut=UXXfU(1-z4-u), (3.1) 
vt = v x.x - buv, (3.2) 
whereb>O, t>OandxER. 
We first determine a one-sided stability result for the steady state solution 
(u, u) = (LO). 
THEOREM 1. Let y E (0, 1) and b E (0, 1). If u sohction of Eqs. (3.1) and 
(3.2) satisfies 0 < u(x, 0) < 1, 0 < v(x, 0) < y and u(x, 0) f 0 Vx E R, therz 
En& (lo, t), v(x, t)) = (130) 
uniformly for x in bounded subsets of R. 
Recalling that 27 = k, Y/k,Ar we observe that the restriction 0 < U(X, 0) < 
I’, < l/r is equivalent o requiring that the concentration of the bromide ion 
Y satisfy 0 < Y(x, 0) < k,A/k, . Hence the initial concentration of the 
bromide ion must not be too large. 
Next, we introduce a moving coorinate by setting x = c + ct and we 
investigate solutions of the form u = ~(4’ + ct, t) and v = v(< $ ct, t). Then 
Eqs. (3.1) and (3.2) become 
ut = UC{ I- cl+ + u( 1 - 24 - v), 
v, = ulb -t- cvl - buv, 
(3.3 j
(3.4j 
whereO<b<l, t>,O,CER. 
THEOREM 2. Let c E (0,2) und y E (0, 1 - c2/4j. If (u, V) solves (3.1) 
and (3.2) on R x R+ with 0 < U(X, 0) < 1, 0 < v(x, 0) < y and u(x, 0) & 0 on 
R, then 
til (u([ + ct, t), u(( + ct, t)) = (1, io) 
uniformly for r in bounded subsets of R. 
THEOREM 3. Let c, > 2. There exists y = y(cJ > 0 such that ifu solution 
of Eqs. (3.1) and (3.2) satisfies 
(i) O<ti(x,O)< 1 and O<v(x,O)<y VxER, and 
(ii) u(x, 0) = 0 and u(x, 0) = y Vx 2 x,, for some x0 E R, 
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then for each c > c, 
i\z (a + 6 9, a- + cc, 0) = (0, y) 
uniformly for [ in subsets of R which are bounded below. 
Discussion. The parameter c which appears in Troy’s theorem (quoted in 
Section 2), and in Theorems 2 and 3,represents the speed of propagation of 
a disturbance. In Theorem 2 we choose c E (0,2) and let [E R be fixed. We 
determine a class of initial conditions such that an observer moving along 
the straight line x = [ + ct in the (x, t) plane would 
(i) be “overtaken” by the u component of the solution as t--f co, and 
(ii) “outrun” the u component of the solution as t + co. 
In Theorem 3 we consider values of c larger than 2. We prove that for a 
slightly more restrictive class of initial data an observer moving along the 
straight line x = 5 + ct would 
(iii) “outrun” the u component of the solution as t + co, and 
(iv) be “overtaken” by the ~1 component of the solution as t -+ co. 
Theorems 2 and 3 suggest hat there exists an intermediate value c* and an 
associated class of initial data which evolves as t + co into a wave front 
solution propagating with speed c*. 
The results described above are comparable to those obtained by 
Kolmogroff, Petrovsky and Piscounoff [lo], and Aranson and Weinberger 
[ I], for the single equation 
u, = u,, + u( 1 - u). (3.5) 
Introducing the moving coordinate x = C + cc, and setting b(<, t) = u({ -t ct, t), 
we obtain 
u; = l.& + cl-i< + zi(1 - C). (3.6) 
The associated steady state equation is 
Is,,+cls,+ii(l-C)=O (3.7) 
which may be rewritten as the first-order system 
q’= w, (3.8) 
w1 = cw + q( 1 - q). (3.9) 
Using phase plane analysis and the comparison theorem, Kolmogoroff, 
Petrovsky and Piscunoff [lo], and Aronson and Weinberger [ 11, prove the 
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existence and stability of a travelling wave front solution whose trajectory 
leads from (0,O) to (1,O) in the (4, w) plane. In addition they show that the 
asymptotic speed of propagation of a class of initial data is c = 2. 
Our proofs of Theorems 2 and 3 relay heavily on shooting techniques and 
the comparison methods developed in Section 2. First, we use shooting 
techniques to determine the behavior of solutions of the steady state 
equations 
q” + cq’ + q( 1 - q - p) = 0, 
PN + cp’ - bpq = 0. 
(3.10) 
(3.11) 
An appropriate application of the comparison theorem then allows us to 
show the asymptotic behavior as t -+ co of solutions of the partial differential 
equations (3.1) and (3.2). Since the analysis of the four-dimensional 
(q, q’, p, p’) phase space is considerably more difficult than that of the two- 
dimensional (q, w) phase plane of Eqs. (3.8) and (3.9), our results are not as 
extensive as those obtained by Kolmogoroff, Petrovsky and Piscunoff ]lO] 
and Aronson and Weinberger [ 11. In particular our techniques do not allow 
us to determine the asymptotic speed of propagation nor could we prove the 
stability of the travelling wave solution found by Troy [ 131. 
However, in a forthcoming paper the authors [9] were led by the resuits 
described above to investigate a model of the Belousov-Zhabotinskii reaction 
related to Eq. (1.9), namely, the system 
a2X 
f&=k,AY-k,XY+k,AX-2k4X2+Dg, (3.12) 
CYY 
-=-k,AY-k,XY+fk,Z,, 
at 
(3.13) 
where Z, > 0 is a constant. After justifying the validity of Eqs. (3.12) and 
(3.13) as a model of the Belousov-Zhabotenskii reaction we prove that for 
an appropriate range of values off, the stoichiometric parameter, Eqs. (3.12) 
and (3.13) have a travelling wave front solution. In addition we prove that 
the travelling wave solution is uniformly (with respect o all x E (-co, 00)) 
exponentially stable as t -+ co for a fairly wide class of initial data. 
In summary then, we have proved in Theorem 1 a one-sided stability of 
the constant solution (u, V) = (1,O) of Eqs. (3.1) and (3.2). In Theorems 2 
and 3 we examine propagation properties of solutions of the related system 
(3.3) and (3.4) for small and large values of the wave speed c. These kinds of 
results do not appear to have been previously attained for systems of 
reaction diffusion equations involving more than one dependent variable. 
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4. PROOFS 
We need to prove three technical lemmas in order to proceed with the 
proof of Theorem 1. 
Consider the system 
q/’ + q(l - q - p) = 0, (4.1) 
p” - bpq = 0. (4.2) 
LEMMA 1. Let y, E (0, 1) and 0 < E < min(y,, (1 - y,)/2}. There exists 
values a E (0, E], /3 E [yl - E, yl] such that if a solution of Eqs. (4.1) and 
(4.2) satisJies q(0) = a, q’(0) = 0, p(0) =p and p’(0) = 0, then there exists 
-YaJ E (0,2x/(1 - y,)) such that q’ < 0 and p’ > 0 Vx E (0, x,,& q’ > 0 and 
p’ < 0 ttx E (-x,*b, 0) and q(--x0,& = s(+J = 0, P(-x,,,) = P(~,,D) = yi. 
Proof. Suppose that 0 ( q < E and y, - E < p < yi Vx > 0. Then, from 
Eq. (4.1) we conclude that 
4” < nq (4.3) 
\Jx > 0, where II = E + y, - 1 < 0. Integrating (4.3), we obtain q’ < 
-J/S Vx > 0 and there is a value x, > 0 for which q(x,) = 0 and 
q’(x,) < - ?- -na2 < 0 which is a contradiction. 
Next, suppose that there exists a first x, > 0 for which q’(x,) = 0 and 
I < yl. Then 
q”(X,) > 0. 
If q(x,) E (0, a), then q”(x,) < q(x,)(e + y1 - 1) < 0, a contradiction, Also 
q(x,) # 0 since (q, q’) = (0,O) solves Eq. (4.1). Therefore for x > 0, q’ < 0 as 
long as q > 0 and p ,< yi. Similarly, p” > 0 and p’ > 0 for x > 0 as long as 
q > 0. 
From these observations we conclude that each a E (0, E] and 
/3 E [y, - E, yr) there is a value 2 = Z(a, /?) > 0 such that q’ < 0, 0 < q < E, 
and p’ > 0 Vx E (0, x3 and either 
(i) d-3 = 0, 4’(f) < 0, P(-fl < h, P’(Q > 0, or 
(ii) ~(-3 = yl, p’C-3 > 0, 4(fl E (0, El, 4’(f) < 0, or 
(iii) q(Z) = 0, q’(x3 < 0, p(Z) = y,, p’(Z) > 0. 
We need to find values a E (0, E] and /3 E [yl - E, yl) such that (iii) holds on 
the interval [0, Z(a, /I)]. A symmetry argument will then complete the proof 
of the lemma over the interval [-..?(a, /I), 01. 
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Consider the special case u = E and /I = y1 - E: and suppose that (i) holds. 
Keep a = E fixed and define the sets 
and 
B = (p E (y, - E, y,) / (ii) holds/. 
Continuity of solutions with respect o initial values, and the assumption that 
(i) holds if u = E, shows that /I E A if B - (yl - E) >- O is sufficiently small, 
and A and B are open. Obviously A fl B = 0. To show that B # 0 we let 
/I = I),. Since p’(O) = 0, p(O) = yr, then p”(O) > 0, 0 < q < E and p’ > 0 
‘Vx E (0, x,). This, and continuity of solutions with respect o initial values, 
imply that /I E B if yr -B > 0 is sufficiently small. Since (y! - E, yr) is 
connected, then A UB # (y, -E, yr) and there exists a = E and 
/? E ().‘, - E, y,) such that (iii) holds. 
Next, suppose that (ii) holds if a = E and /3 = y, - E. Keep B = y, - E fixed 
and define the sets 
A’ = (a E (0, E) / (ij holds} 
and 
B’ = { c( E (0, F) 1 (ii) holds }. 
The same arguments as those used earlier show that B’ # 0, and A’ and B’ 
are open. Obviously A’ f? B’ = 0. We need to prove that A’ # 0 in order to 
conclude that (ii) holds for some (;I E (0, E) and B = yr - e. Define 
0 = arctan(q’/q). For x > 0, as long as q’ < 0 and 0 < q < E, i3 is well defined 
and satisfies 
1 
dB = q + p - 1 -tan’(@). 
cos2(8) dx 
From (4.4) and the hypothesis of the lemma it follows that for x > 0 
-$<S<O 
and 
$a, (4.6) 
where q = (yl - 1)/2, as long as 0 < q < E, q’ < 0 and yr - E < p < 3~~. If
GI > 0 is sufficiently small, then Eq. (4.2), and continuity of solutions with 
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respect to initial values, imply that for x E (0, -z/q), as long as 0 < q < E, 
then 
(4.7) 
Thus, for a > 0 sufficiently small, either there exists a first X, E (0, --K/V) for 
which q(x,) = 0, q’(x,) < 0 and p(xl) < y,, or else 0 < q < E and 
y1 - E < p < yi Vx E (0, -rc/q). In the former case, if p(xJ = yi, then (iii) 
holds. However, if p(xJ ( yi, then A’ # 0 and again (iii) holds for some 
u E (0, E) and j3 = yi -E. Integrating (4.6) we obtain 0(x,) < -7r/2 at 
x, = -7c/(27). This contradicts the possibility that 0 <q < E and 
yi - E ( p < yi Vx E (0, -rr/q]. Finally, we determine an upper bound on 
x . Suppose that x,,~ >--z//r. Then 0 <q <E and yi-E <p <yl 
VFg (0, -z/r]. However, as before we integrate (4.6) and conclude that 
13(-~/r) < -7c/2, a contradiction. Therefore, it follows that x,,~ ,< --Z/Q and 
the proof of Lemma 1 is complete. 
Next, consider the system 
q” + cq’ + q(l - q - p) = 0, 
p” + cp’ - bpq = 0, 
(4.8) 
(4.9) 
where b > 0, c > 0. 
LEMMA 2. Let y1 E (0, 1). If a solution of Eqs. (4.8) and (4.9) satisfies 
0 < q < 1 and 0 < p < y1 Vx > 0, then either lim,,,(q, q’, p, p’) = (0, 0, a, 0) 
for some a E [0, yi] or else lim,,,(q, q’, p, p’) = (1, 0, 0,O). 
ProoJ Since 0 < q ( 1 and 0 < p < y1 Vx > 0, then Eq. (4.9) implies that 
p’ # 0 for all large x. Therefore lim,,, p(x) = y2 for some y2 E [0, y,]. 
We first consider the case y2 E (0, y,]. Let a, = lim -+a3 q(x) and a2 = - 
l%+* q(x). If a, E [0, 1 - yJ and a, < a,, then there exists a sequence 
MdN of relative minima for q(x) such that lim,,, x, = +co and 
lim,,, q(x,) = a,. Thus, for each positive integer n 
9’ (x,) = 0 and q”(X,) > 0. 
Since y2 < y, < 1 and a, < 1 - yz, then q(x,) + p(x,) - 1 < 0 for all large n; 
hence q”(x,) < 0 for all large rz, contradicting q”(x,) > 0. Therefore 
a,E[l-Yy,,l). If u,<a,, then by considering a sequence of relative 
maxima for q we may obtain a contradiction similar to that found above. 
Therefore a, = a, = lim,, q(x) E [0, 11. Suppose that lim,,, q(x) > 0. Then 
lim,, p(x) q(x) > 0 and from Eq. (4.9) it follows that &mX+co p’(x) > 0, and 
therefore lim,, p(x) = co, a contradiction. Thus lim,,, q(x) = 0 and 
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lim,_, p(x)q(x) = 0. From these observations, it easily follows from 
Eqs. (4.8) and (4.9) that lim,_, q’(x) = lim,,, p’(x) = 0. 
Arguments similar to those used above show that if yz = 0, then either 
lim,-,(q, q’, P, P’) = (I, 0, 0, 0) or lim,,(q, q’, P, P’> = (0, 0,4 0). 
LEMMA 3. Let c E [0, 2). Choose ?I > 0 to satisJy 0 < c < 2(1 - yr)“. if 
0 < b ( 1, yE (0, yl] and a solution of Eqs. (4.8) and (4.9) satisfies 
0 < q(O) < 1 and 0 < p(O) < y, then there exists xl E 0 such that 
(4(x,), P(d) g (0~ 1) x UA Y)* 
Proof. If 0 < q ( 1 and 0 < p < y Vx > 0, then Lemma 2 implies that 
either Iim .&q, q’, p, p’) = (0, 0, a, 0) for some a E [0, r] or else 
lim,-*,(q, q’, p, p’) = (1, 0, 0,O). We show that each of these possibilities 
leads to a contradiction. 
Case (i). 0 < q < I and 0 < p < y Vx > 0 and 
!*i (4, q’, p, p’) = (1, 0,070). 
We show that if 0 < q < 1 Vx E R, then there is a value xi E R for which 
p(xl) = y and p’(xJ < 0. We first consider the value c = 0. Then Eqs. (4,8) 
and (4.9) become 
q” + q( 1 - q - p) = 0, (4.10) 
p” - bpq = 0. (4.11) 
If we assume that p’(0) > 0, then from (4.1 l), p” > 0 ‘dx E R and therefore 
p’(x) < p’(0) Vx E 0. From this it follows that there is a first x, < 0 for 
which p(xJ = y and p/(x,) < 0. Similar arguments ifp’(0) > 0. 
Next we eliminate the possibility that c > 0. Consider the function 
h = p’ - mp, (4.12) 
where m E (-c, 0). By choosing -m > 0 sufficiently small we may suppose 
that h(0) < 0. If 
for some first J? < 0, then 
h(g) = 0 (4.13) 
h’(g) < 0. (4.14) 
However, from Eqs. (4.11 j(4.14) and the definition of m it follows that 
h’(f) = -mp(@(m + c) + bpq > 0, contradicting (4.13). Therefore, for x < 0. 
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p’(x) < mp(x) and we conclude that there is a first x, < 0 for whichp(x,) = 1’ 
and p’(x,) < 0. 
Case (ii). 0 < q < 1 and 0 < p < y Vx > 0, and 
lim (4, q’, p, p’) = (0, 0, a, 0) for some a E [0, y,]. x-cc 
Writing Eqs. (4.8) and (4.9) as a system of first-order equations and 
evaluating the Jacobian at (q, q’, p, p’) = (0, 0, a, 0) we obtain 
The eigenvalues of A are I, = 0, A, = -c, il, = (-c + dc” + 4(a - 1))/2, 
I, = (-c - d cz + 4(a - 1))/2. Note that A, and I, are complex since 
0 < c < 2(1 - yJ’*. 
Next we determine the direction of approach of (q, q’) to (0,O). If q’ 
oscillates as x--t co, then there exists a sequence {x,} of relative minima of q 
such that lim,+, x, = +co and 
4’M = 0 and q”(X,) > 0 (4.15) 
for all positive integers IZ. Since p(x,) -+ a as n -+ co, then from Eq. (4.8) we 
obtain q”(x,) = q(x,)(q(x,) + p(x,) - 1) < 0 for all large n, contradicting 
(4.15). Thus there exists x^ > 0 such that q’ < 0 and q’/q < 0 Vx > x^. Let 
s = q//q. Then s satisfies the equation 
s’=--s*-ccs+q+p-1 (4.16) 
- for all x > 2. If llm,a s(x)=Othen,sinceq+p-l-ta-l<Oasx-+co, 
it follows from (4.16) that s’ < (a - 1)/2 for all large x. Therefore 
lim,+, s(x) < 0. 
Since (q, q’, p, p’) + (0, 0, a, 0) as x -+ co, then q’/q approaches one of the 
eigenvalues &, AZ, d, or 1,. Since 1, > 0 and 1, and 1, are complex, then 
(1’14 + -c as x + co. However, from (4.18), if s(x) --f -c as x--f co, then 
s’ < (a - 1)/2 < 0 for all large x and lim,,, s(x) = -co, a contradiction. 
We now proceed with the proof of Theorem 1. Let h > 0. Since u(x, 0) f 0 
Vx E R, then Proposition 2 implies that u(x, h) > 0 Vx E R. Also, referring 
back to the proof of Proposition 2, if we set ti 3 0, 5 = y1 and assume that 
u(x, 0) > 0 for some xi E R, then uI(xl, 0) < 0. Therefore, if vi(xi, 0) = 0, 
then azul(x,, 0)/8x2 & 0 and we obtain &,(x1, O)/at = bu(x,, O)u,(x, 0) < 0. 
Proceding as in the proof that V, < 0 V(x, t) E (a”, 6) it follows that 
v(x, h) ( y, Vx E R. Choose E > 0 such that 0 < E < min{y,, (1 - y,)/2} and 
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U(X, h)> E, U(X, h) ,< yi -E for IX/< 27r/(l - yl). Then from Lemma 1 it 
follows that there exist solutions q(x), P(X) of Eqs. (4.1) and (4.2), and a 
value 2 E (0,27r/(l - yi)) such that q(a) = q(-2) = 0, p(~?) = ~(-2) = yr : 
and 0 <GEE, y1 --E Qp<yY1 VxE (-$,j?). Thus from Proposition 3 it 
follows that for each x E R, 
and 
g u(x, t) > 7(x) 
(4.17) 
T 
where t(.~), o(x) satisfy Eqs. (4.1) and (4.2) on R and 1 > r(x) > q(~)~ 
0 < c(x) < p(x) Vx E (--a, a). If we show that z(xj = 1 and a(x) = 0 Vx E R, 
then the proof of Theorem 1 is complete. Since 0 < r(x) < 1 for all x E R, if 
for some x1 E R, 5(x,) = 0, then i&i) =0 and hence rz 0 since 
(r, r[) = (0,O) solves Eq. (4.1). But t(0) = 0 < q(0) is a contradiction. Thus 
r(x) > 0 for all x E R. If there is an x, E R such that r(~r) = 1, then as 
before r’(x,) = 0 and r”(x,) < 0. But r”(xr) = 7(x1) a(xl) > 0; hence 
a(~,) = 0. From this we see that o’(xr) = 0 and so (T G 0 on R. But then 
7 = 1 on R and we are through. So we consider the remaining case that 
0 < r < 1 on R. By an argument similar to the above we can argue that 
CY < y, on R. Also if u(x,) = 0 for some xi E R, then D = 0 on R. This 
implies that 7 satisfies r” + 7( 1 - t) = 0. Aronson and Weinberger [1, p. 3 1 J 
eliminate this possibility and hence 0 < u < 11~ on R. But then Lemma 3 leads 
to a contradiction. Thus we can only conclude that t = 1 and (T = 0 on R and 
lim,, U(X, t) = 1, lim,, V(X, t) = 0 for each x G R. Moreover these limits 
are uniform on bounded subsets since the limits described in Proposition 3 
are uniform on bounded subsets and 7 E 1, u = 0. This completes the proof 
of Theorem 1. 
As with Theorem 1 the proof of Theorem 2 requires that we first prove 
several technical lemmas. 
Our goal in Lemmas 4 through 12 is to show that for each small E > 0 
there exist values 11, E (0, y), 12 > 0, j? < 0, x~,~ > 0 such that the solution of 
Eqs. (4.g) and (4.9) for which q(0) = 0, q’(0) = E, p(0) = yl, p’(0) = ,!? must 
satisfy 0 < q < E and 0 < p < yr Vx E (0, x$l and 17(x,-,J = 0, p(x,-,B) = I’,, 
s’(x,-.g> < 09 P’(X,,g) > 0. 
We assume that 0 < c < 2 and 0 < y < 1 - c2/4. Let k E (0: 
3(4 - 4y - c2)/16) and define 
x’ ZE 2x/(4 - 4y - c*)“*. 
Consider the equation 
4” + (cq’ + q(l - y - 4) = 0. (4.18) 
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LEMMA 4. Let 0 < E < k. There exists a > 0 such that t$O < a < a, then 
there is a value x, E [x1/2, 2x’] such that the solution of Eq. (4.18) for 
which q(0) = 0, q’(0) = a satisfies 0 < q < s/2 Vx E (0, x,), 4(x,) = 0 and 
q/(x,) < 0. Moreover,lim,_,+ supoGXGX,(q(x)~ = 0. 
ProoJ: Let q’ = z and recast Eq. (4.18) into the system 
(:)‘= (yO1 f)(z)+ (,9)* (4.19) 
Since the solution (i) = (,“) is an asymptotically stable spiral point for the 
linear part of Eq. (4.19), it is also a locally asymptotically stable spiral point 
for the nonlinear system. Therefore, it follows that lim,,,, supnao /q(x)1 = 0. 
In particular if a > 0 is sticiently small, then (9) spirals to (i) and also 
(q) < s/2 Vx E [0, co). Thus for such values of a there exist x, > 0 such that 
0 < q < c/2 Vx E (0, x,), q(x,) = 0 and q/(x,) < 0. It remains to estimate the 
size of x,. Let x0 E (0, x,) and set s = q//q. Then s satisfies the equation 
s’+sZ+cs+ 1-y-q=o. (4.20) 
Define so z s(xo) = q’(x,)/q(x,), where q is the solution of Eq. (4.18) with 
q(0) = 0 and q’(0) = a. Since 0 < q < e/2 Vx E (0, x,), then s also satisfies 
the inequalities 
s’+s*+cs+l-~>>>>‘+s*+cs+1-7-k (4.21) 
for all x E (0, x,). Let s1 and s2 denote, respectively, the solutions of the 
equations 
s’+s2+cs+ 1 -y=o and s’+s*+cs+l-y-k=0 
with s,(xo) = so = s*(x,,). Since we may solve for sI(x) and s*(x) exactly, then 
it follows from the companion theorem for first-order ordinary differential 
equations that 
21,~/(4 - 4y - c*)~* < x, < 2x/(4 - 4y - 4k - c’)l’*. 
Thus x1/2 < x, < 2~’ and the lemma is complete. 
Next we investigate the system 
q" + cq' + q(l - q - p) = 0, 
p” + cp’ - bpq = 0. 
(4.22) 
(4.23) 
LEMMA 5. Let 0 < E < k and let Ci > 0 satisfy Lemma 4. There exist 
6 > 0 such that if (q, p) solves Eqs. (4.22) and (4.23) with q(0) = 0, 
y < p(0) < y + 6, and q’(0) = a, where a E (0, a), then 
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(i) 0 < q < E fir x E (0, x1/2) as long as y < p < y i 6; 
(ii) for each compact interval [0, AJ C_ R, j q j < E as long as 
Y<P<YS& 
(iii) rf y < p < y + 6 Vx E [0,2x’], then there exists x^ E (x3/2, 2x’) 
such that q(g) = 0, q’(i) < 0 and 0 < q < e Vx E (0, 2). Moreouer~ 
xs;yxrI Idxl-rQ as ado+. 
Prooj From Eq. (4.22) it follows that q satisfies 
4” + cc!’ + 40 - Y - 9) = 4(P - y>* (4.24) 
Over a compact interval, q is bounded and lq(p - y)i is arbitrarily small if 
6 > 0 is sufficiently small and y < p < y + 8. Thus the lemma follows from a 
continuity argument, and Lemma 4, if 6 > 0, is sufficiently small. 
LEMMA 6. Let O<e<k and 6>0 as in Lemma5 Let ylE(y,yf&) 
and choose a > 0 such that /q(x)( < q < (yJ - y)cf2x’by, for x E [0,2x’] as 
long as y 6 p < yJ. If there exists x0 E (0,2x’) such that p(xO) = y and 
p’@,) = 0, then p(x) < y,, for all x E [x0, 2x’]. 
Proof. The existence of a follows from Lemma 5 since 
su~,,[~,~~~~ 14(x)1 -+ 0 as a --P 0 if y < p < y + 6 Vx 1E [0,2x11. Suppose that 
there is a value x0 E [0,2x’) such that p(xo) = y and p’(x,) = 0. If there 
exists x2 E (x0, 2x’) such that p(xz) = y1 and 0 < q < rl Vx E (x0, x2), then 
P” + CP’ < by, I? (4.25 j 
for all x E (x0, xJ. Integrating (4.25), we obtain p’(x) < by, r/c 
Vx E (.x0, xJ. From this, and the bound on y, it follows that y1 - y f 
by,q(x, - x0)/c < by, y2x,/c < y, - y, a contradiction. 
Throughout Lemmas 7-12 which follow we let E, 6, yr, a be fixed to 
satisfy Lemmas 4, 5, and 6. 
LEMMA 7. Let (q, p) denote a solution of Eqs. (4.8) and (4.9) such that 
(q(O), g(O), p(O), p’(0)) = (0, a, yJ, p) where p < 0.. There exists fi < 0 such 
that if /? < /? then, for some value x4 E (0,2x’), 0 < q < E and P: < 0 
Vx E (0, x’], and p(x”) = y. 
I’roof. Suppose that y < p < y + 6 Vx E [0,2x’], V,f3 < 0. Then, from 
Lemma 5, there exists yg E (x1/2, 2x’) such that 0 < q < E Vx E (0, JJ&), 
q(y,) = 0 and q’(y,) < 0. An integration of Eq. (4.9) shows that 
p’ < /!eecX + !?$ (1 - epcx) 
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Integrating again, we obtain 
by, EX’ 
p(x) < y, + f (1 - eecxy2) + 2~ vx E [O, x1/2]. 
From this it follows that if -B > 0 is sufficiently large and j? < ,f?, then 
p(x’/2) < 6, a contradiction. Therefore if /3 < ,l?, there exists xb E (0, 2x’) 
such that 0 < q < E Vx E (0, xD], and p(x4) = y. It follows from (4.26) that B 
can be chosen such that if /I < /!?, then p’ < 0 Vx E [0, x4]. 
LEMMA 8. rf -/3 > 0 is suflciently smaZZ and (q(O), q’(O), p(O), p’(0)) = 
(0, a, Y1, p), then there exists xq > 0 such that 0 < q < E and Y < p < Y + Y1 
Vx E [O, x0], I = Y1 and p’(x& > 0. 
Prooj We first consider the value p = 0. From Eq.-(4.23) and part (i) of 
Lemma 5 it follows that there exists x” > 0 such that 0 < q ( E and p’ > 0 
Vx E (0, x3. The lemma now follows from continuity of solutions with 
respect o the parameter /3 if -p > 0 is sufficiently small. 
Next, -we define the set 
B = {/3 < 0 ] if p < p < 0, then there exists xg > 0 such that 
p’ < 0 and y < p < ~~~ Vx E (0, xD), p’(xs) = 0, p”(x,) > 0). 
LEMMA 9. B is nonempty, open, and bounded below. 
ProojI Lemmas 7 and 8 imply that B is bounded below and nonempty, 
respectively. That B is open follows from continuity of solutions with respect 
to parameters together with the observations that p” = bpq > 0 when p > 0, 
q > 0, and p’ = 0. 
Define /I* = inf B. 
LEMMA 10. Let (q, p) denote the solution of Eqs. (4.8) and (4.9) such 
that (q(O), q’(0). p(O), p’(0)) = (0, a, Y, , p*). Then either 
(i) p’ < 0, y < p < YI Vx > 0 and there exists x2 E (0,2x’) such that 
0 < q < e Vx E (0, x2), q(xz) = 0, q’(x,) < 0, or 
(ii) there exists xz > 0 with y < p < y1 and p’ < 0 VX E (0, x2). 
p’(x,) = 0, P(xJ = y, or 
(iii) there exists x, E (0, 2x’) such that 0 < q < E, y < p < y, and 
P’ < 0 vx E (0, x2), q(xJ = 0, q’(x,) < 0, p’(x2) = 0, p(xz) > % 
ProoJ: If y < p < yl, and p’ < 0 Vx > 0, then (i) holds by Lemma 5. 
Suppose that neither (i) nor (ii) holds. Then there exists x* > 0 such that 
Y<P<YI, p’ < 0 Vx E (0, x*), p(x*) > y,, p/(x*) = 0 and p”(x*) = 
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bp(x*) q(x*) > 0. If q(x*) > 0, then continuity of solutions with respect to 
parameters implies that /I E B if p* - p > 0 is suffkiently small, violating the 
definition of ,!?*. Therefore q(x*) = 0 and (iii) easily follows, 
LEMMA Il. Let (q, p) solve (4.8) and (4.9) with (q(O), q’(O), p(Oj, 
p’(0)) = (0, a, yl,/3*). There exists x* > 0 such that 0 < q < E and y < p < yi 
vx E (0, X*> = 0, 4(x* 1, q’(x*) < 0, P(X*) < 71. 
ProoJ: The existence of x* follows if either part (i) or (iii) of Lemma IO 
holds. If (ii) of Lemma 10 occurs, then the result follows from Lemma 6. 
LEMMA 12. There exists /3 E (j?*, 0) and 2 = f(J) E (0,2x’) sUch that if 
(q(O), q’(O), p(O), P’(O)) = (0, a, y13 PI, hen 0 < 4 < 8 and y < p < h 
vx E (0, x”), q&f) = 0, q’(T) < 0, p(f) = 71, p’(z) > 0. 
ProofI For each p E @*, 0) it follows from Lemma 5 and the definition 
of B that there exists a value .e=.?@) > 0 such that either 
(i) 0 <q <E, y < p < y1 VxE (O,Z), q(x’)=O, q’(2) < 0, and 
~(~4 < yr, or 
(ii) 0 < q < E, y < p < y1 Vx E (0, Z), q(q > 0, P(f) = Y,, P’(z) > 0, 
or 
(iii) 0 < q < e, y < p < y, Vx E (0, Z), q(xl = 0, p(f) = yl, q’(Z) < 0, 
P’(4 > 0. 
Define the sets 
B,=(BE~*,O))if~<p<O,then (i)holds) 
and 
B2 = {/3 E @?*, 0) 1 if B < p < 0, then (ii) holds\, 
We show that B, and B, are nonempty, open and disjoint. Continuity of 
solutions with respect to parameters shows that B, and B1 are open. 
Lemma 11 and continuity imply that /I E B, if p--p* > 0 is sufficiently 
small. Lemma 8 and continuity show that /I E B2 if -p > 0 is sufficiently 
small. Therefore B, and B2 are nonempty. Obviously B, ~7 B, = $. Thus, 
since (/3*, 0) is connected, then B, U B2 f CIJ”, 0) and there exists 
p E B, U B2 such that (iii) holds. This completes the proof of Lemma 12. 
We now proceed with the proof of Theorem 2. Let h > 0 and assume that 
0 < v(x, 0) Q 1~ Vx E R. We note without proof that Propositions 1, 2, and 3 
hold for the systems (3.3~(3.4) and (4.8k(4.9). We omit their proofs since 
all details are the same. Therefore, since u(.x, 0) & 0, then the analogue of 
Proposition 2 for c > 0 shows that U(X, h) > 0 dx ER. Choose E > 0 
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sufficiently small so that U(X, h) > E for Ix]< 31 From Lemmas 4 through 
12 it folows that there exists yr E (y, y + S), E > 0, p < 0 and xg E (0,2x’) 
such that the solution (q, p) of Eqs. (4.8) and (4.9) for which q(6) = 0, 
q’(0) = (7, p(O)=?, and p’(O)=@ satisfies O<q<s and O<p<8 
Vx E (0, q) q(xB) = q(O) = 0, p(xg) = p(0) = ~1. Thus P(X) > y Vx E [O, qr]. 
If we require that 0 < U(X, 0) < y Vx E R, then U(X, 0) < p(x) for 0 <x < XB 
and it follows from the analogue to Proposition 3 for c > 0 that 
lim, u(x + ct, t) = r(x) and lim,,, V(X + ct, t) = o(x) where r(x) and c(x) 
satisfy Eqs. (4.8) and (4.9) with O< r(x)< 1 and O<a(x)< y, 
vx E (-co, co). 
The same arguments used in the proof of Theorem 1 show that t > 0 and 
CJ ( y1 Vx E R. From Lemma 3 it follows that r and c cannot satisfy 
0 ( r < 1 and 0 < c ( y, Vx E R. Therefore either r = 1 and u = 0 or else 
(r, a) leaves the set [O, I] x [0, y]. Again as a consequence of Proposition 3, 
lim,, u(x + ct, t) = 1 and lim,,, U(X + ct, t) = 0 uniformly on bounded 
subsets of R. This completes the proof of Theorem 2. 
For the proof of Theorem 3 we need several auxiliary results beginning 
with 
THEOREM B (Coddington and Levinson [3, p. 105, No. 321). Let L,x = 
xc”) + (a, + rl(t))x(“-l) + -me + (a, + r,(t))x = 0 where the ak (k = 1,2,..., n) 
are constants and 
I 
a; 1 rk(s)j ds < co (k = 1, 2 )...) n). 
Suppose that the solutions of A” + a,A”-’ + -. - + a,, = 0 are distinct and let 
lj be a root. Then Lx = 0 has a solution Qj such that 
fim, (@j@(t) - 1; eAjf) epajf = 0 (k = 0, l,..., II - 1) 
for j= 1, 2 ,..., n. 
LEMMA 13. If a solution of Eqs. (4.8) and (4.9) satisyes 0 < q < 1, 
p > 0, q’ < 0, p’ > 0 Vx > 0, then lim,,,(q, q’, p,p’) = (0, 0, y, 0) for some 
y> 0. 
ProoJ Let s = q’/q. From Eq. (4.8) it follows that s satisfies 
s’=-s*-ccs+q+p- 1 (4.27) 
and 
s<o (4.28) 
Vx > 0. Also, since p’ > 0 Vx > 0, then 0 < lim,, p(x) Q 00. 
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Case (i). lim,,, p(x) = co. Suppose that l&r,, S(X) < %6,, S(X) = 0. 
Then there is a sequence {x,),,,~ of relative maxima for s such that 
lim 11- x, = co, lim PI-X s(x,) = 0 and 
s/(x,) = 0, S”(X”) < 0 (4.29) 
Vx E lN. However, since lim,,, p(x,) = +co, then Eq. (4.27) implies that 
s’(x,) > 0 for all large n E R\l, contradicting (4.28). A similar contradiction 
arises if we assume that lim _ 7 s(x) = hm,,, s(x) = 0. Thus &,, s(xj < 0 
and there exists & < 0 suGh:t q’/q < 6 for all large x. From this it follows 
that there exists x0 > 0 such that 
A 
0 < q(x) < 4(x,) exp i 4 (x - -4 . I (4.30) 
Therefore q(x) --t 0 as x + co. In addition, since lim,,oo p(x) = +co, then, for 
sufficiently large x > 0, Eq. (4.8) implies that q” > 0 and we can easily show 
that lim x+cc 4’(x) = 0. 
Now consider the equation for p. namely, 
p” + cp’ - bpq = 0. (4.31) 
From (4.30) and Theorem B it follows that all solutions of Eq. (4.31) are 
bounded, contradicting the assumption that lim,,, p(x) = co. 
Case (ii). lim X- p(x) = m E (0, co). Let a = lim,X,, q(x), Suppose that 
a > 0. Then there is a value d > 0 such that q” + cq’ > bma/2 Vx > d. From 
this it follows that lim,,, q(x) = co, a contradiction. Thus we conclude that 
lim,,,(q, p) = (0, m) for some m > 0. It remaills_ to be proved that 
lim x-n q’(x) = lim,,, p’(x) = 0. Suppose that lim,, q’(x) < 0. Then 
lim,, q(x) = -co, a contradiction. Therefore fim,, q’(x) = 0. If 
lim --x”X q’(x) = q- < 0, then there is a sequence of {xninEN relative minima 
for q’ such that lim,,, x, = co, 
lim q’(x,) = q- < 0 
n-m 
and q”(X,) = 0 (4.32) 
for all n E N. However, since lim,,,(q, P) = (0, m), then 
lim X+ccI q(q + p - I) = 0 and therefore q”(x,) > --cqJ2 > 0 for all large n, 
contradicting (4.32). Thus lim,,, q’(x) = 0. Similarly it follows that 
lim,+, p’(x) = 0. 
LEMMA 14. Let CY E (0, b/2c). For each c > 2 there we values 
y = y(c) > 0 and /3, < 0 stlch that if q(0) = I, q’(0) =/I,, p(O) = 0, and 
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p’(O) = a, then 0 < q < 1 and 0 ( p ( y Vx E R ‘, and lim,,(q(x), p(x)) = 
(0, Y). 
Proof Consider a solution of Eqs. (4.8) and (4.9) such that 
q(O)= 1, 4’(O) = P, P(O) = 0, P’(0) = a, (4.33) 
where p < 0. From (4.33) and Eqs. (4.8) and (4.9) we make three obser- 
vations necessary for the proof of the lemma. 
(i) For x E (0, c/b), as long as 0 < q ( 1, then 0 < p < l/2. To prove 
this assertion note first of all that Eq. (4.9) implies that p’ > 0 for x > 0 as 
long as q > 0. Next, an integration of Eq. (4.9) shows that for x E (0, c/b), as 
long as 0 < q < 1 and 0 < p < l/2, then 
p(x) < (1 - emc”)(a - b/(2c))/c + bx/(2c). (4.34) 
Since u - b/(2c) < 0. then assertion (i) follows from (4.34). 
(ii) There exists p, ( 0 such that if /I </I,, then q = 0 for some 
xg E 10, c/b] and q’ < 0 Vx E [0,x,]. Assertion (i), together with an 
integration of Eq. (4.8), shows that 
q(x) < 1 + + (f? - 1/2c)( 1 - e- ‘,) + &x (4.35) 
Vx E [0, c/b] as long as 0 < q < 1. If /3 </I, and -j?, > 0 is sufficiently 
large, then 1 + (l/c)@ - 1/2c)( 1 - emcYb) + l/26 < 0 and there must exist a 
first xg E [O, c/b] such that q(x,) = 0 and q/(x,) < 0. Since (q, q’) = (0,O) 
solves Eq. (4.8), then q’(x,) < 0. 
(iii) There exists j? < 0 such that if /? ( /I ( 0 then q’ > pq for x > 0 as 
long as O<q< I. 
Define p = (-c + d-/2 and h(x) = q’ - /?q. Then h(0) = /3 - fi > 0 
since /I E @, 0). If there exists a first x’ > 0 such that h(x’) = 0 and 
q(x’) > 0, then 
h/(x*) ,< 0. (4.36) 
However, from Eq. (4.8) and the definition of /? it follows that h’(x’) = 
q(x’)(q(x’) + p(x’)) > 0, contradicting (4.36). 
Let a E (0,6/2c) be fixed and define the set 
F={p<OIifp</?, thenq=O beforeq’=Oj. 
From assertion (ii) it follows that F is nonempty. Continuity of solutions 
with respect o initial values implies that F is open. From assertion (iii) we 
conclude that F is bounded above by fi < 0. Define p, = sup F. Let q(0) = 0, 
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4’(O) = P,, P(O) = 0 and p’(0) = a. If there exists x2 > 0 such that q’ < 0 
Vx E [0, x2] and q(x”) = 0, then continuity of solutions with respect o initial 
conditions implies that j3 E F if ,8 - p, > 0 is sufficiently small, contradicting 
the definition of p,. Similarly it is not possible that q’ = 0 and q” > 0 before 
q = 0. If there exists x3 > 0 such that q/(x3) = q”(x3j = 0, 0 < 4(x3) < 1 and 
q’ < 0 Vx E [0,x3), then @(x3) > 0 and from Eq. (4.8) we obtain q”‘(x”j = 
(P’lX3MX3) > 07 a contradiction. Since (q, q’) = (0,O) Vx E R, then it is not 
possible that there exist a first x’ > 0 such that q(x”) = q/(x’) = 0. Therefore 
0 < q < 1, q’ < 0, p > 0 and p’ > 0 Vx > 0. Thus Lemma 13 implies that 
lim,,,(q, q’, p, p’) = (0, 0, y, 0) for some y > 0. 
We now proceed with the proof of Theorem 3. For c, > 2 let y, q(x) and 
p(x) satisfy Lemma 14. We assume that 0 < u(x, 0 < 1 and 0 < v(x, 0) < 7 
Vx E R. Then Proposition 1 implies that 0 < U(X, t) < 1 and 0 < ~(x, t) < y 
V(x,t)ER xR+. For a fixed pER let x=p+c,t and define iiip,t)r 
L&J + ci I, t) and z’@, t) = v@ + c1 t, t). Then U; rY satisfy the Cauchy problem 
Uf = u,, Jr c, ii, + U( 1 - a - r?), (4.31) 
Ut = Go, + c1 VP - buv, (4.383 
4P, 0) = u@, O), (4.39) 
2’@, 0) = V@, 0). (4.40) 
Thus, if p > x0, then ii@,O)=O<q@--xx,) and $p,O)=y>pp@-x,) 
where q and p satisfy Lemma 14. Finally, we note that it is easy to prove an 
analogue to Proposition 2 for the system (4.37~(4.40). Therefore we 
conclude that U@, t) < q@ -x0) and V(‘p, t) > p@ -x0) Vp 2 x0, t > 0. Now 
if c > c, and c E R, let p = [ + (c - cl)t, then 0 < u([ + ct, t) = u@ + c, t, t) = 
U@@-x0) and y>v(~+ct,t)=v@+clt,t)=i$p,t)>p@-x,) Vp>x, 
and t>O. Note that p=[+(c-cc,)t-+co as t-ta, and q@-x”o)-+O, 
p(r?-x,)+y as t-+ 03. Therefore lim t+m u(C + ct, t) = 0 and 
lim,,, v(< + CC, t) = y. Moreover, since lim,,(q(x), p(x)j = (0,~) for any 
To E R, lim,+a(U(< + ct, t), v(< + ct, t)) = (0, y) uniformly for < E [To, co )- 
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