In this paper, we analyze the topology and the content of a range of lexical semantic resources for the German language constructed either in a controlled (GermaNet), semi-controlled (OpenThesaurus), or collaborative, i.e. community-based, manner (Wiktionary). For the first time, the comparison of the corresponding resources is performed at the word sense level. For this purpose, the word senses of terms are automatically disambiguated in Wiktionary and the content of all resources is converted to a uniform representation. We show that the resources' topology is well comparable as they share the small world property and contain a comparable number of entries, although differences in their connectivity exist. Our study of content related properties reveals that the German Wiktionary has a different distribution of word senses and contains more polysemous entries than both other resources. We identify that each resource contains the highest number of a particular type of semantic relation. We finally increase the number of relations in Wiktionary by considering symmetric and inverse relations that have been found to be usually absent in this resource.
Introduction
Large-scale acquisition of lexical semantic knowledge from unstructured corpora has become a hot research topic, since numerous natural language processing tasks like semantic search, automatic word sense disambiguation or calculating semantic relatedness require large lexical semantic resources as a source of background knowledge. Expert-built lexical semantic resources (ELSR) like WordNet [1] or GermaNet [2] are hand-crafted in a controlled manner by linguists and have been extensively used for such applications. Keeping ELSRs up-to-date is however a costly and time-consuming process, which leads to limited coverage and thus insufficiency for obtaining high quality results in above tasks. Especially for languages other than English, ELSRs suffer from their small size.
With the evolution of the socio-semantic web, a new type of resources has emerged: collaboratively constructed lexical semantic resources (CLSR) like Wikipedia or Wiktionary, which are created by a community of (mainly) non-experts on a voluntary basis. As CLSRs are constantly updated by their community, they benefit from the wisdom of crowds and avoid the costly maintenance process of ELSRs. Zesch et al. [3] found that Wiktionary outperforms ELSRs when used as a source of background knowledge for calculating semantic relatedness.
Our assumption is that a combination of ELSRs and CLSRs would lead to better results, since it profits from the high quality of ELSRs and the broad coverage of CLSRs. The structural and content related properties of the latter are however largely unknown. We therefore perform a comparative study of Wiktionary, GermaNet and OpenThesaurus, in order to learn about their content as well as the individual strengths and weaknesses.
1
Previous studies regarded Wiktionary's lexical semantic relations at the term level, although they are generally marked with a certain word sense. For the first time, we analyze them at the word sense level, whereby an automatic word sense disambiguation algorithm is applied to relations without sense marker.
Description of Lexical Semantic Resources
We have chosen the three resources Wiktionary, GermaNet and OpenThesaurus for our study, because they cover well the range between ELSR and CLSR: GermaNet is fully expert-created, while Wiktionary is clearly a CLSR with a large community of volunteers. It is not controlled by an editorial board. OpenThesaurus is in between, as it is collaboratively constructed but has a much smaller community and is reviewed and maintained by an administrator [4] . In the following, we describe each individual resource and their representational units.
Our notation mainly follows [5] . A term is a word form that is characterized by a certain string, e.g., bass or read.
2 A lexeme is a term that is tagged with its part of speech, e.g., bass (noun) or read (verb) . Each lexeme can be used in one or more word senses that carry the meaning of a lexeme. For the lexeme bass (noun) there could e.g. be two word senses bass music and bass fish . Note that in this definition, a word sense is bound to a certain lexeme rather than representing a concept. The latter will be called a synset (short for synonymy set) that combines word senses with the same meaning but represented by different lexemes. The set {bass fish , perch, Percidae} is e.g. a synset for the meaning 'any of various marine and freshwater fish resembling the perch, all within the order of Perciformes' that consists of three synonymous word senses. We use the notation s ∈ S to indicate that word sense s is included in the synset S.
A relation is a pair (source, target ), where source and target denote word senses that the relation connects. Relations are directed from source to target and have a certain relation type [5] . The term bass has e.g. a synonymy relation
