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The inexact generalized Newton method is an iterative method for solving systems of
nonsmooth equations. In this paper, the iterative process with a relative residual control is
presented and the conditions for local convergence to a solution are provided. These results
can be applied to solve Lipschitz continuous equations under some mild assumptions.
Moreover, a globally convergent version of the algorithm with a damped approach based
on the Armijo rule is considered.
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1. Introduction
We consider the system of nonlinear equations
F(x) = 0 (1)
where F : D ⊆ Rn → Rn and D is an open set.
The classical Newtonmethod for solving (1) has twodisadvantages from thepractical point of view: it requires calculation
of the exact Jacobian matrices and solving exactly the Newton linear system of equations. Many Newton-like methods have
been developed in order to overcome the first drawback. For the second one the inexact Newton method becomes a very
attractive choice. In recent years, the various inexact approaches have been extended to the nonsmooth case; see for e.g.
[1–6]. Some results concerning convergence conditions relating to the forcing terms for the inexact Newton method were
presented in [7,8].
An important method for solving nonsmooth equations
x(k+1) = x(k) + s(k)
is the inexact generalized Newton method in which the step s(k) satisfies
Vks(k) = −F(x(k))+ rk with ‖rk‖F(x(k)) ≤ ηk, (2)
where Vk is taken from the B-subdifferential ∂BF(x(k)) and {ηk} is a sequence of forcing terms (such that 0 ≤ ηk < 1). The
primary version of the locally convergent inexact Newton method with the Jacobian of F for solving smooth equations was
introduced by Dembo et al. [9]. Since the convergence of the method has been obtained in the norm ‖y‖∗ =
F ′(x∗)y,
the results in [9] are unfortunately norm-dependent. Later, Eisenstat and Walker [10] considered the globally convergent
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inexact Newtonmethod for the smooth case with some framework which requires a suitable decrease ‖F‖ at each iteration
to make convergence to a solution likely. In the generalized version of this approach the iteration matrices Vk can be taken
from some subdifferential of F at x(k), e.g. B-subdifferential as in (2). A significant version of the inexact generalized Newton
method has also been introduced byMartínez and Qi [2] for semismooth equations under BD-regularity assumption. In turn,
Pu and Zhang [11] proposed the inexact generalized Newtonmethod for solving unconstrained optimization problemswith
objective functions having Lipschitz continuous gradients.
Some Newton-like methods are affine invariant in the sense that when they are used to solve the affinely transformed
problem
G(x) = 0, G = AF
where A is any nonsingular n × n matrix, they produce exactly the same sequence {x(k)} as they produce solving (1).
Therefore, any transformation of the above type will not affect the convergence or the divergence of Newton sequence [12].
Unfortunately, even if the method itself is affine invariant, the condition with the forcing terms (inexactness) is not affine
invariant. For the inexactNewtonmethods Ypma [13] replaced the standard residual control by the affine invariant condition
in the formF ′(x(k))−1rkF ′(x(k))−1F(x(k)) ≤ ηk for each k (3)
which assures the local convergence if ηk ≤ η < 1. In turn, Guo [14] presented a new Kantorovich-type semilocal
convergence theorem for the above condition. The local convergence of a scaled version of the inexact generalized Newton
method was also considered in [2] with scaling matrices taken from B-subdifferential.
For solving the smooth equationsMorini [15] considered a version of the inexact Newtonmethodwith the scaled residual
control based on any invertible matrices. Both proposed inexact methods (usual and modified) are linearly convergent
under some mild conditions. Recently, the convergence of the inexact Newton methods and Newton-like methods with
the modified relative residual control in an arbitrary vector norm was established by Chen and Li [4] for the smooth case
under weak Lipschitz conditions, by Zhu [16] for semismooth bound-constrained equations under the local BD-regularity
and by Li and Shen [17] for smooth equations on Banach spaces under the Hőlder condition.
In this paper,we consider the inexact generalizedNewtonmethodwith a scaled relative residual control proposed in [15]:
‖Pkrk‖PkF(x(k)) ≤ ηk for each k (4)
where {Pk} is a sequence of invertible matrices and {ηk} is a sequence of positive forcing terms. Adopting the variation in an
inexactness condition rests on two reasons: the first one is that the residual controls of this form are used in the iterative
methods if preconditioning is applied; the second one is that it leads to a relaxation on the forcing terms (as pointed out
in [15]). In the optimization methods it may be helpful to use affine scaling matrices.
The paper is organized as follows. In Section 2, we propose a fundamental version of the inexact generalized Newton
method with the scaled residual control and prove the local and linear convergence of the method. Further, we characterize
the order of convergence in terms of a sequence of scaled forcing terms. We prove that the method is even superlinearly
convergent if the forcing sequence is uniformly less than one under some mild assumptions. In Section 3, we show another
version of themethodwith the global convergence based on damped approachwith anArmijo line search. Section 4 presents
some conclusions.
2. Local convergence of the method
In whole work we assume that F satisfies the following conditions:
(i) F : D → Rn, where D is an open set, is locally Lipschitz continuous in the traditional sense i.e. there exists L > 0 such
that, for any x, y ∈ D it holds that
‖F(x)− F(y)‖ ≤ L ‖x− y‖ ;
(ii) there exists an x∗ ∈ D such that F(x∗) = 0 i.e. x∗ is a solution of (1);
(iii) S(x∗, r) = {x ∈ Rn : ‖x− x∗‖ ≤ r} ⊂ D and x∗ is the only solution of (1) in S(x∗, r).
If F is Lipschitz continuous the Rademacher’s theorem implies that F is almost everywhere differentiable. Let DF be a set of
points where F is differentiable. Then the B-subdifferential of F at x (introduced in [1]) is
∂BF(x) =

lim
xi→x
F ′ (xi) , xi ∈ DF

,
where F ′(x) denotes the usual Jacobian of F at x. The generalized Jacobian of F at x in the sense of Clarke is
∂F(x) = conv ∂BF(x).
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We say that F is BD-regular at x if F is locally Lipschitz at x and if all V ∈ ∂BF(x) are nonsingular. Qi proved (Lemma
2.6, [1]) that if F is BD-regular at x, then there exist a neighborhood N of x and a constant C > 0 such that for any y ∈ N and
V ∈ ∂BF(y), V is nonsingular andV−1 ≤ C .
First, we consider the Newton-like method with the residual control as in the following algorithm.
Algorithm 1 (The Inexact Generalized NewtonMethodwith the Scaled Residual Control). Assume that Pk is an invertiblematrix
for each k and {ηk} is a sequence of forcing terms such that 0 ≤ ηk < 1 for all k. Let x(0) ∈ Rn be an arbitrary starting point.
Given x(k), the steps for obtaining x(k+1) are:
Step 1: Find some ηk ∈ [0, 1) and s(k) that satisfy
Vks(k) = −F(x(k))+ rk, (5)
‖Pkrk‖ ≤ ηk
PkF(x(k)) (6)
where Vk ∈ ∂BF

x(k)

.
Step 2: Set
x(k+1) = x(k) + s(k).
It is easy to see that if Pk = I for each k then Algorithm 1 describes the standard inexact generalized Newton method
with the B-subdifferential (as e.g. in [2]).
Assumption A1. We say that the locally Lipschitz continuous function F satisfies A1 at x if there exist constants γ > 0 and
r > 0 such that, for any y ∈ S (x, r) and any Vy ∈ ∂BF(y), it holdsF(y)− F(x)− Vy(y− x) ≤ γ ‖y− x‖ . (7)
Remark. Semismoothness (introduced in [18]), C-differentiability (introduced in [19]) and H-differentiability (introduced
in [20]) are properties that imply A1. However, Tawhid [21] remarked that the Clarke generalized Jacobian of a locally
Lipschitz function, the B-subdifferential of a semismooth function and C-differential of a C-differentiable function are
particular instances of H-differential.
Now, we state one of our main results for the considered method.
Theorem 1. Assume that ‖V∗‖ ≤ µ for all V∗ ∈ ∂BF(x∗), F is BD-regular at x∗ and F satisfies Assumption A1 at x∗. Let
νk = ηkcond(PkVk)with νk < ν¯ < 1 and µ¯ = max{‖V∗‖ ,
V−1∗ }. Then there exists ε > 0 such that, for any x(0) ∈ S(x∗, ε), the
sequence {x(k)} generated by the inexact generalized Newton method with scaled residual control described in Algorithm 1 with
ηk ≤ η¯ < t < 1 for k = 0, 1, . . . is linear convergent to x∗.
Proof. From the assumptions of theorem we have that
1
µ¯
‖y‖ ≤ ‖V∗y‖ ≤ µ¯ ‖y‖ for y ∈ Rn, (8)
where V∗ is any matrix from ∂BF (x∗) and µ¯ ≥ µ. Moreover, there exists γ > 0 sufficiently small that
(γ + µ¯)[ν¯(γ + µ¯)+ 2γ ] < 1.
Let Vy denotes any matrix from ∂BF(y). Now, choose ε > 0 sufficiently small thatF(y)− F(x∗)− V∗(y− x∗) ≤ γ y− x∗ (9)Vy − V∗ ≤ γ (10)V−1y − V−1∗  ≤ γ (11)
if ‖y− x∗‖ ≤ µ¯2ε. Inequality (9) is implied by Assumption A1. If (10) is not true, then there is a sequence y(k) : y(k) ∈ DF
convergent to x∗ such that∇F(y(k))− V∗ > γ for all V∗ ∈ ∂BF(x∗).
By passing to a subsequence, we may assume that {∇F(y(k))} converges to V∗ ∈ ∂BF(x∗), which contradicts the above
inequality. Hence (10) holds. Inequality (11) is implied by (10) and Banach Perturbation Lemma [22].
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Assume that x(0) ∈ S(x∗, ε). The linear convergence will be proved by induction. Note that, by using (8) twice and the
induction hypothesis, we obtainx(k) − x∗ ≤ µ¯ V∗(x(k) − x∗) ≤ µ¯2 x(k) − x∗ ≤ µ¯2tk x(0) − x∗
≤ µ¯2tk x(0) − x∗ ≤ µ¯2ε.
So (9)–(11) hold with y = x(k).
Additionally, the kth stage of method is well defined in the sense that there exists s(k) which satisfies (5). So, we have
x(k+1) − x∗ = V−1k [rk + (Vk − V∗)(x(k) − x∗)− (F(x(k))− F(x∗)− V∗(x(k) − x∗))].
Furthermore, (11) impliesV−1k  ≤ γ + V−1∗  ≤ γ + µ¯. (12)
So, taking norms, we obtainx(k+1) − x∗ ≤ V−1k P−1k  ‖Pkrk‖ + V−1k  ‖Vk − V∗‖ x(k) − x∗+ F(x(k))− F(x∗)− V∗(x(k) − x∗)
≤ ηk
(PkVk)−1 ‖PkVk‖ V−1k F(x(k))+ (γ + µ¯) γ x(k) − x∗+ γ x(k) − x∗
using (6), (12), (10) and (9). Now, since
V−1k F(x
(k)) = V−1k [V∗(x(k) − x∗)+ F(x(k))− F(x∗)− V∗(x(k) − x∗)]
taking norms, we obtainV−1k F(x(k)) ≤ V−1k  ‖V∗‖ x(k) − x∗+ F(x(k))− F(x∗)− V∗(x(k) − x∗)
≤ (γ + µ¯) µ¯ x(k) − x∗+ γ x(k) − x∗
using (12), definition of µ¯ and (9). Therefore,x(k+1) − x∗ ≤ ν V−1k F(x(k))+ 2(γ + µ¯)γ x(k) − x∗
≤ ν(γ + µ¯)2 x(k) − x∗+ 2(γ + µ¯)γ x(k) − x∗
= (γ + µ¯)[ν(γ + µ¯)+ 2γ ] (x(k) − x∗) .
Now, the result follows from the choice of γ . 
Remark. Note that, for a given ν¯ < 1, at each iteration we have the upper bound ν¯/cond(PkVk) for ηk. An inverse
proportionality between each forcing terms ηk and cond(PkVk) is required in Theorem 1 (as in [15] for the smooth case).
Such a condition is sufficient for the convergence and may be overly restrictive for the upper bounds on {ηk}, if PkVk are bad
conditioned matrices.
Theorem 1 shows that the inexact generalized Newton method with a scaled residual control is locally convergent.
However, the order of convergence of the method could be also characterized in terms of the rates of the relative residuals.
For instance, Dembo et al. [9] proved that a usual inexact Newton method for solving smooth equations offers superlinear
convergence of the iteration sequence to the solution of nonlinear equation if and only if ‖rk‖ = o
F(x(k)) as k → ∞.
The same equivalence holds in our nonsmooth case, but under an assumption stronger than A1.
Assumption A2. We say that the locally Lipschitz continuous function F satisfies A2 at x if there exists a constant r > 0
such that, for any y ∈ S (x, r) and any Vy ∈ ∂BF(y), it holdsF(y)− F(x)− Vy(y− x) = o (‖y− x‖) . (13)
Remark. Really, it is easy to see that Assumption A2 is stronger than A1.
The following lemma will be needed to prove the superlinear convergence of our method.
Lemma 2. [Śmietański [6, Lemma 2]] Let
l = max

2β,
1
2β
+ Vy ,
where β = V−1y  , Vy ∈ ∂BF(y). If F is BD-regular at x∗ and satisfies Assumption A2 at x∗ then
1
l
y− x∗ ≤ ‖F (y)‖ ≤ l y− x∗
for all y ∈ Nx∗ , where Nx∗ is some neighborhood of x∗.
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Now, we characterize the order of convergence of the inexact generalized Newton method.
Theorem 3. Assume that the sequence {x(k)} generated by the inexact generalized Newton method (2) (i.e. Algorithm 1 with
Pk = I for each k) is convergent to x∗. If ‖V∗‖ ≤ µ for all V∗ ∈ ∂BF(x∗), F is BD-regular at x∗ and satisfies Assumption A2 at x∗,
then the convergence is superlinear if and only if
‖rk‖ = o
F(x(k)) as k →∞.
Proof. Assume that x(k) converges to x∗ superlinearly. Since
rk = [F(x(k))− F(x∗)− V∗(x(k) − x∗)] − (Vk − V∗)(x(k) − x∗)+ [V∗ + (Vk − V∗)](x(k+1) − x∗),
taking norms, we obtain
‖rk‖ ≤
F(x(k))− F(x∗)− V∗(x(k) − x∗)+ ‖Vk − V∗‖ x(k) − x∗+ (‖V∗‖ + ‖Vk − V∗‖) x(k+1) − x∗
= o(x(k) − x∗)+ o(1) x(k) − x∗+ [‖V∗‖ + o(1)]o x(k) − x∗
by Assumption A2, (10) and the superlinear convergence assumption.
Therefore
‖rk‖ = o
x(k) − x∗ = o F(x(k)) as k →∞,
by Lemma 2.
Conversely, assume that ‖rk‖ = o
F(x(k)). As in the proof of Theorem 1
x(k+1) − x∗ = V−1k [rk + (Vk − V∗)(x(k) − x∗)− (F(x(k))− F(x∗)− V∗(x(k) − x∗))]
so taking norms, we obtainx(k+1) − x∗ ≤ V−1∗ + V−1k − V−1∗  · ‖rk‖ + ‖Vk − V∗‖ x(k) − x∗+ F(x(k))− F(x∗)− V∗(x(k) − x∗)
= V−1∗ + o(1) · o F(x(k))+ o(1) x(k) − x∗+ o x(k) − x∗
by (11), (10) and Assumption A2. Thereforex(k+1) − x∗ = o F(x(k))+ o x(k) − x∗ = o x(k) − x∗ as k →∞
by Lemma 2. 
The following result indicates how the forcing sequence affects the rate of convergence of the inexact generalizedNewton
method with a scaled residual control.
Corollary 4. Assume that the sequence {x(k)} generated by the inexact generalized Newton method with a scaled residual control
described in Algorithm 1 is convergent to x∗. If ‖V∗‖ ≤ µ for all V∗ ∈ ∂BF(x∗), F is BD-regular at x∗ and satisfies AssumptionA2 at
x∗, then the convergence is superlinear if and only if
‖Pkrk‖ = o
PkF(x(k)) as k →∞.
Proof. The result follows from Theorem 3 by noting that if κ is a bound on the condition numbers of Pk in a neighborhood
of x∗, then
1
κ
‖rk‖F(x(k)) ≤ ‖Pkrk‖PkF(x(k)) ≤ κ ‖rk‖F(x(k)) . 
The rate of convergence of sequence {x(k)} to x∗ depends also on the rate of convergence of the forcing sequence {ηk} to
0. Algorithm 1 and the previous corollary immediately imply the following result, which gives another characterization of
the order of convergence.
Corollary 5. Let the assumptions of Corollary 4 be satisfied. Thereby the convergence is superlinear if and only if ηk → 0.
Finally, note that if we let Pk = V−1k then we obtain a generalized natural scalingV−1k rkV−1k F(x(k)) ≤ ηk (14)
with extreme properties
cond(PkVk) = 1 and ηk = vk,
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where vk is as in Theorem 1. Such a case of scaling was presented by Martínez and Qi [2] with a practical approach to the
computational verification of criterion (14). Earlier, the natural scaling for smooth equations was given by Ypma [13] as the
affine invariant condition (3). However, our presented approach with any matrices Pk is more general.
Besides, in practice it is worth considering the inexact generalized Newton equation
Vks(k) = −F(x(k))+ rk,
with both residual controls
‖rk‖ ≤ θk
F(x(k)) and ‖Pkrk‖ ≤ ηk PkF(x(k)) .
If we suppose that θkcond(Vk) = ηkcond(PkVk) for each k, i.e.
ηk = cond(Vk)cond(PkVk) θk = λθk
and if Pk is such that 1 ≤ cond(PkVk) ≤ cond(Vk), we obtain that λ ∈ [1, cond(Vk)] and ηk ∈ [θk, νk]. Hence ηk does
not depend on cond(Vk) but only on the conditioning of PkVk. Moreover, if cond(PkVk) decreases then ηk tends to the
maximum νk.
3. Global convergence
If the starting point x(0) is sufficiently close to x∗ and the forcing sequence {ηk} is uniformly bounded below 1, then a
sequence generated by Algorithm 1 is linearly convergent to x∗. If limk→∞ ηk = 0 then the convergence is superlinear.
However, since the convergence is still only local, the globalization procedure may be needed to solve some problems.
It is particularly important for the nonsmooth equations due to fact that the Newton direction does not provide necessary
descent directions for standardmerit functions. The purpose of this section is to introduce and analyze a globally convergent
version of the inexact generalized Newton method with the scaled residual control.
As in Eisenstat and Walker [10], we consider the framework which requires a suitable decrease ‖F‖ at each iteration to
make convergence to a solution likely. Furthermore, we show that a damped approachwith an Armijo condition can be used
to achieve the global convergence.
So, we consider a global convergent version of the inexact generalized Newton method with the scaled residual control
as follows:
Algorithm 2 (The General Inexact Generalized Newton Method with the Scaled Residual Control). Assume that β, t ∈ (0, 1)
are given, Pk is an invertible matrix for each k, {ηk} is a sequence of forcing terms such that 0 ≤ ηk < 1 for all k and αk is
a sequence of stepsize such that 0 < αk ≤ 1 for all k. Let x(0) ∈ Rn be an arbitrary starting point. Given x(k), the steps for
obtaining x(k+1) are:
Step 1: Find some ηk ∈ [0, 1) and s(k) that satisfy
Vks(k) = −F(x(k))+ rk, (15)
‖Pkrk‖ ≤ ηk
PkF(x(k)) , (16)
where Vk ∈ ∂BF

x(k)

, andF(x(k) + αks(k)) ≤ [1− tαk(1− ηk)] F(x(k)) . (17)
Step 2: Set
x(k+1) = x(k) + αks(k).
First, we give the lemma characterizing a sequence {F(x(k))} based on some property of the sequence generated by the
method. The lemma is similar to the first part of Theorem 3.4 given by Eisenstat and Walker [10].
Lemma 6. Assume that Algorithm 2 does not break down. If
∑∞
k=0 αk(1− ηk) is divergent then limk→∞ F(x(k)) = 0.
Proof. By (17),F(x(k+1)) ≤ [1− tαk(1− ηk)] F(x(k))
≤ F(x(0)) k∏
j=0

1− tαj(1− ηj)

≤ F(x(0)) exp−t k−
j=0
αj(1− ηj)

.
Since t > 0 and αj(1− ηj) ≥ 0 by Algorithm 2, the divergence∑∞k=0 αk(1− ηk) implies limk→∞ F(x(k)) = 0. 
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Now, we present the main global convergence theorem for the proposed globally convergent version of the method.
Theorem 7. Assume that {x(k)} is any sequence generated by Algorithm 2 such that limk→∞ F(x(k)) = 0. If x∗ is an accumulation
point of {x(k)} such that F is BD-regular at x∗ and satisfies Assumption A1 at x∗, then F(x∗) = 0 and the sequence {x(k)} converges
to x∗.
Proof. Clearly F(x∗) = 0. BD-regularity of F at x∗ implies that there exists γ = V−1∗ . By Assumption A1 and (11) there
exists δ > 0 such thatV−1y  ≤ 2γF(y)− F(x∗)− V∗(y− x∗) ≤ 12γ y− x∗
whenever y ∈ S (x∗, δ) as in the proof of Theorem 1.
So, for any y ∈ S(x∗, δ)we obtain
‖F(y)‖ ≥ V∗(y− x∗)− F(y)− F(x∗)− V∗(y− x∗)
≥ 1(V∗)−1 y− x∗− 12γ y− x∗
= 1
2γ
y− x∗ .
Hence y− x∗ ≤ 2γ ‖F(y)‖ (18)
whenever y ∈ S(x∗, δ).
Let νk = ηkcond(PkVk) with νk < ν¯ < 1. Let ε ∈ (0, δ/4) be given. Since x∗ is an accumulation point of {x(k)} and
F(x∗) = 0, there is a k sufficiently large that
x(k) ∈ Sx∗ =

y : y− x∗ < δ
2
and ‖F(y)‖ < ε
γ (1+ ν¯)

.
We have
s(k) = V−1k (−F(x(k))+ P−1k Pkrk).
Taking norms, we obtains(k) ≤ V−1k  F(x(k))+ (PkVk)−1 ‖Pkrk‖
≤ V−1k  F(x(k))+ ηk (PkVk)−1 ‖PkVk‖ V−1k F(x(k))
≤ V−1k  F(x(k))+ ν¯ F(x(k))
≤ 2γ (1+ ν¯) F(x(k))
< 2ε <
δ
2
.
Furthermore, we havex(k+1) − x∗ ≤ x(k) − x∗+ αk s(k) < δ.
Since F(x(k+1)) ≤ [1− tαk(1− ηk)] F(x(k))
< [1− tαk(1− ηk)] ε
γ (1+ ν¯)
<
ε
γ (1+ ν¯)
and, by (18),x(k+1) − x∗ ≤ 2γ F(x(k+1)) < 2ε
1+ ν¯ <
δ
2
,
it follows that x(k+1) ∈ Sx∗ . Thus x(k) ∈ Sx∗ ⊆ S(x∗, δ) for all sufficiently large k, and x(k) → x∗ from the assumption
F(x(k))→ 0 and (18). 
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Remark. Wepoint out that ηk ∈ [0, 1) is the important condition needed to assure the convergence of the iterative process.
The residual control (14) is affine invariant, which follows from the definition of B-subdifferential. Hence, the presented
theorems represent an affine convergence analysis of the inexact generalized Newton method with a natural scaling.
As in Eisenstat and Walker [10], we can give the following theorem (again without proof), which is complementary to
Theorem 7.
Theorem 8. Assume that Algorithm 2 does not break down. If x∗ is an accumulation point of {x(k)} such that there exists aΓ > 0
independent of k for whichs(k) ≤ Γ (1− ηk) F(x(k)) (19)
whenever x(k) is sufficiently near x∗ and k is sufficiently large, then the sequence {x(k)} converges to x∗.
Let g : Rn → R, defined by
g(x) = 1
2
F(x)T F(x),
be the merit function of F . The continuous differentiability of the merit function g for some kind of nonsmooth functions
was established by Ulbrich in the following lemma.
Lemma 9. [Ulbrich [23, Lemma4.2]] Assume that the function F : Rn ⊃ D → Rn is semismooth, or, stronger, p-order semismooth,
0 < p ≤ 1, then the merit function g(x) = 12 ‖F(x)‖2 is continuously differentiable on D with gradient ∇g(x) = V T F(x), where
V ∈ ∂F(x) is arbitrary.
Now, we can consider again the inexact generalized Newtonmethodwith the scaled residual control but with the Armijo
rule as a particular version of the globalization procedure.
Algorithm 3 (The Global Damped Inexact Generalized Newton Method with the Scaled Residual Control). Assume that β, σ ∈
(0, 1) are given, Pk is an invertible matrix for each k and {ηk} is a sequence of forcing terms such that 0 ≤ ηk < 1 for all k.
Let x(0) ∈ Rn be an arbitrary starting point. Given x(k), the steps for obtaining x(k+1) are:
Step 1: Find some ηk ∈ [0, 1) and s(k) that satisfy
Vks(k) = −F(x(k))+ rk,
‖Pkrk‖ ≤ ηk
PkF(x(k)) ,
where Vk ∈ ∂BF

x(k)

.
Step 2: Let αk = βmk , wheremk is the smallest nonnegative integerm such that
g(x(k) + βms(k))− g(x(k)) ≤ σβm∇g(x(k))T s(k). (20)
Step 3: Set
x(k+1) = x(k) + αks(k).
The following proposition shows that Algorithm 3 can be regarded as a special case of Algorithm 2 for some kind of
nonsmooth equations.
Proposition 10. If (15), (16) and (20) hold and the function F is semismooth, or, stronger, p-order semismooth, 0 < p ≤ 1, then
it holds the condition (17) with t = σ .
Proof. It follows from (20) and remark after Lemma 9 thatF(x(k) + αks(k))2 ≤ F(x(k))2 + 2σαkF(x(k))TVks(k),
where Vk ∈ ∂BF

x(k)

. Taking r = F(x(k))+ Vks(k), we obtain from (15) and (16) that
F(x(k))TVks(k) = F(x(k))T
−F(x(k))+ r
= − F(x(k))2 + F(x(k))TP−1k Pkr
≤ −(1− ηk)
F(x(k))2 ,
whenceF(x(k) + αks(k))2 ≤ [1− 2σαk(1− ηk)] F(x(k))2 .
Now, the left-hand side is nonnegative, so it must hold 2σαk(1− ηk) ≤ 1. Since
√
1− ϵ ≤ 1− ϵ/2 so long as |ϵ| ≤ 1, we
also obtainF(x(k) + αks(k)) ≤ [1− σαk(1− ηk)] F(x(k)) . 
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4. Conclusions
Themain objective of this paper is the presentation a new residual scaling inexact generalizedNewtonmethod for solving
systems of locally Lipschitzian equations. The most important examples of such equations are:
– reformulations of the nonlinear complementarity problems (NCP) based on the Fischer–Burmeister or other functions
(see e.g. [24–28]),
– transformations of the Karush–Kuhn–Tucker (KKT) systems equivalent to the nonlinear constrained optimization
problems (see e.g. [29–33]).
Motivated by the Martínez and Qi method [2] taking into account Morini’s research [15], we decided to introduce the
scaled relative residual control for an inexact generalizedNewtonmethod based on B-subdifferential and justify thismethod
from the local convergence viewpoint. Additionally, we proved the global convergence using the classic damped technique
(Armijo line search) which requires a suitable decrease of ‖F‖ at each iteration.
However, in the general case, the sequence of scaling matrices is not easy to construct and the sequence of forcing terms
is not easy to choose. Therefore, it seems to be most useful to match them for specific nonsmooth equations depending on
the source and properties of a problem to solve. The well-known and new strategies are presented by An, Mo and Liu [34].
Clearly, most of the strategies have to bemodified taking into account the nondifferentiability of functions. For example, we
can define ηk ∈ [0, 1) by
ηk =

Pk(F(x(k))+ Vks(k))PkF(x(k)) if F(x(k)) ≠ 0
0 otherwise
and
Pk = V−1k .
Then (15) holds with an equality and s(k) is acceptable in Algorithm 2 if and only if (16) holds.
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