A permutation on an alphabet Σ, is a sequence where every element in Σ occurs precisely once. Given a permutation π= (π 1 , π 2 , π 3 ,....., π n ) over the alphabet Σ ={0, 1, . . . , n−1 } the elements in two consecutive positions in π e.g. π i and π i+1 are said to form an adjacency if π i+1 =π i +1. The concept of adjacencies is widely used in computation. The set of permutations over Σ forms a symmetric group, that we call P n . The identity permutation, I n ∈ P n where I n =(0,1,2,...,n−1) has exactly n−1 adjacencies. Likewise, the reverse order permutation R n (∈ P n )=(n−1, n−2, n−3, n−4, ...,0) has no adjacencies. We denote the set of permutations in P n with exactly k adjacencies with P n (k). We study variations of adjacency. A transposition exchanges adjacent sublists; when one of the sublists is restricted to be a prefix (suffix) then one obtains a prefix (suffix) transposition. We call the operations: transpositions, prefix transpositions and suffix transpositions as block-moves. A particular type of adjacency and a particular block-move are closely related. In this article we compute the cardinalities of P n (k) i.e. ∀ k |P n (k) | for each type of adjacency in O(n 2 ) time. Given a particular adjacency and the corresponding block-move, we show that ∀ k | P n (k) | and the expected number of moves to sort a permutation in P n are closely related. Consequently, we propose a model to estimate the expected number of moves to sort a permutation in P n with a block-move. We show the results for prefix transposition. Due to symmetry, these results are also applicable to suffix transposition.
Introduction
Sets and multisets are collections of objects. Given an object o and a set S, one can only enquire whether o ∈ S. If one imposes order on the objects within a set then one obtains sequences; e.g. vectors, strings, permutations etc.. In a sequence T if x ∈ T then one can also query the position of x. A permutation on an alphabet Σ, is a sequence where every object in Σ occurs precisely once. In a string a symbol can repeat whereas in a permutation there is bijection from the positions to the symbols. Given a permutation π= (π 1 , π 2 , π 3 ,.....,π n ) over the alphabet Σ ={0, 1, . . . , n−1 } π i and π i+1 form an adjacency if π i+1 =π i +1, we call this as normal adjacency or type 1 adjacency. The concept of adjacencies is widely used computation. The set of permutations with n symbols is called a symmetric group that we denote with P n . The identity permutation with n symbols denoted by I n where I n =(0,1,2,...,n−1) has exactly n−1 adjacencies. Likewise, the reverse order permutation denoted by R n where R n =(n−1, n−2, n−3, n−4, ...,0) has no adjacencies. We say that π a ∈ P n (k) reduces to π b ∈ P n−k (0) if π b is obtained by eliminating all the adjacencies in π a . For example, (4, 5, 2, 1, 3, 0) in P 6 reduces to (4, 2, 1, 3, 0) in P 5 where (4, 2, 1, 3, 0) is irreducible. The algorithm for reduction identifies and eliminates all maximal blocks of consecutive adjacencies (> 0). Let the first symbol of one such block B be f and the last one be l then B is replaced by f and the value of every symbol with value >l is decreased by l−f. This process is repeated until all adjacencies are eliminated.
In this article, ∀k we compute the cardinalities of P n (k) that is, we compute ∀ k |P n (k)| in O(n 2 ) time. We call the classic adjacency as type 1 adjacency. We define three variations of it. The first variation is back-adjacency or simply b-adjacency or type 2 adjacency where in addition to the normal adjacencies if π n =n−1 then it forms an adjacency with (an imagined) π n+1 =n. The second variation of adjacency is called front-adjacency or simply f-adjacency or type 3 adjacency where in addition to the normal adjacencies if π 1 =0 then it forms an adjacency with (imagined) π 0 =−1. The third variation of adjacency is called front-and-back-adjacency or simply bf-adjacency or type 4 adjacency where in addition to the normal adjacencies if π n =n−1 then it forms an adjacency with (imagined) π n+1 =n and if π 1 =0 then it forms an adjacency with (imagined)π 0 = −1. P n (k) denotes the set of permutations in P n with exactly k adjacencies; the type of adjacency will be evident from the context. We compute ∀k |P n (k)| in O(n 2 ) time for any type of adjacency. When necessary we employ the notation P n (k, i) where i indicates the type of adjacency. We call two permutations π a and π b as mirrors of each other if they are corresponding permutations from two different alphabets. That is, (0, 2, 1) and (1, 3, 2) are mirrors of each other. Mirrors are equivalent; i.e. the numbers of adjacencies and the numbers of moves that are required to sort them are identical.
The concept of adjacencies is inherent in sorting by comparison algorithms. Quicksort seeks to reduce the inversions in a permutation by swapping two distant objects that form an inversion whereas bubble sort swaps adjacent objects that form an inversion and thus, it reduces exactly one inversion per swap. Adjacencies and inversions are inherently related. An inversion exists if and only if the total number of (type 1) adjacencies is less than n−1. All the algorithms terminate when n b-adjacencies are created [14] . Graham et al. study the related topics: ascents, cycles, left-to-right maxima and excedances in permutations [19] . Given π= (π 1 , π 2 , π 3 ,....., π n ) an ascent is defined as a position j where π j <π j+1 and the corresponding recurrence relation is given by α(n,k)= α(n−1,k)*(k+1) + α(n−1,k−1)*(n−k) [17, 19, 24] . α(n, k) denotes the number of permutations in P n that have exactly k ascents. The numbers thus generated are known as Eulerian numbers. The cycles in permutations correspond to Stirling numbers of the first kind [26, 19] . The left to right maxima corresponds to π j where ∀ i<j π i <π j [19] . A symbol π j in π is an excedance if j< π j [19] .
Transforming permutations with transpositions, and prefix transpositions has been well studied. The symmetric distance between two permutations α and β with a symmetric operation τ i.e. d τ (α, β) is the minimum number of τ operations required to transform α into β or vice versa. So, the transposition distance between α and β, i.e. d T (α, β) is the minimum number of transpositions required to transform α into β or vice versa. The concept of breakpoint was used in many articles, e.g. [2, 15] where a breakpoint denotes an absence of an adjacency. Bafna and Pevzner [2] studied sorting permutations in P n with transpositions and showed a lower bound of ⌊n/2⌋+ 1 and an upper bound of . They also gave a 1.5 approximation algorithm for the same. Eriksson et al. improved the upper bound to 2n 3 [16] and also showed that R n , the reverse order permutation can be sorted in n+1 2
transpositions. Dias and Meidanis [15] studied the prefix transposition distance over P n and showed that: (a) n−1 is an upper bound, (b) n 2 is a lower bound, and (c) R n , can be sorted in 3n 4 prefix transpositions. They conjectured that R n is the hardest permutation to sort. Recall the R n has no adjacencies. Chitturi and Sudborough improved the lower bound to 3n 4 [8] and the upper bound to n-log 9 2 n [9] . Labarre [20] improved the lower bound of prefix transposition distance over P n to . Recently, Chitturi [6] showed that an upper bound for the prefix transposition distance over P n is n − log 7 2 n. Sorting permutations with prefix reversals i.e. flips, also known as the pancake problem has been widely studied. The best known upper bound for this problem is 18n/11 + O(1) [7] . Cibulka showed that sorting a random stack of n pancakes can be done with at most 17n 12 +O(1) flips on average. The average number of flips of the optimal algorithm for sorting stacks of n burnt pancakes is shown to be between n+Ω( n logn ) and 7n 4 +O(1) and the author conjectures that it is n+Θ( n logn ) [13] . Bulteau et al. show that sorting permutations by transpositions is NP-hard [3] . Thus, it is desirable to estimate the expected number of moves to sort a permutation ∈P n with transpositions. It is believed that sorting permutations by either prefix or suffix transpositions is intractable. So, the model that estimates the expected number of moves to sort permutations with various block-moves is sought.
The block moves are studied on strings as well. The earliest known articles on transforming strings with transpositions and prefix transpositions are [12] and [4, 9, 8] respectively. Adjacent transpositions, where adjacent elements swap their positions, on permutations has a proven exact upper bound [1, 5, 21] whereas an efficient algorithm to count the exact number of adjacent transpositions required to transform one string to another string is presented in [10] . Further, cyclic short swaps and adjacent transpositions are studied on permutations in [18] .
The main contributions of this article are: (i) computing ∀ k |P n (k)| for any type of adjacency in O(n 2 ) time, (ii) a theoretical framework that forms a basis for models that estimate the expected number of block-moves to sort a permutation in P n (0) (and thus, in P n ). We were made aware of OEIS and [28] by an anonymous referee which lead to [27] . An examination of some intger sequences in OEIS reveals that our article provides an alternative explanation for some of the known integer sequences. To our knowledge, the current type of exploration of adjacencies in permutations and their applications are novel.
Regular adjacencies
Symbols π i and π i+1 form an adjacency if π i+1 =π i +1 in regular i.e. type 1 adjacencies. The sorted permutation with n symbols, i.e. I n where ∀ k π k = k, also called as the identity permutation, has the maximum number i.e. n−1 adjacencies. The reverse order permutation i.e. R n where ∀ k π k = n−k, has zero adjacencies. A permutation is reduced or irreducible if it has no adjacencies [9] . Let π a member of P 7 be (4 6 3 1 2 0 5) then (3 5 2 1 0 4) is the reduced form of π where (1 2) is reduced to 1 and all the symbols with a value greater than two are decremented by one. This process is repeated until all the adjacencies are removed from π.
Here, the resulting permutation is a member of P 6 .
The following theorem establishes a recurrence relation to compute |P n (k)| for the first type of adjacencies.
Theorem 1 Let P n (k) be the subset of P n where any π∈ P n (k) has exactly k type 1 adjacencies. Let f(n,k) be the cardinality of P n (k). Then f(n,k) = f(n−1,k−1)+ (n−1−k) * f(n−1,k) + (k+1)* f(n−1,k+1) where 0 ≤k<n.
The cardinalities of P 0 (n), P 1 (n) etc. occur in OEIS [25] with sequence numbers A000255, A000166 etc.. Tanny studied the cardinalities of the sets of permutations with n symbols and k successions (or type 1 adjacencies ) [27] . He gave the expression for f(n,k) as follows where D i is a derangement number for size i [27] . f(n,k)=
Tanny also studied circular successions where
denotes number of permutations with k circular successions [27] .
Roselle determined the cardinality of P(n,r,s) as P(n,r,s)= In type 2 adjacency or b-adjacency, in addition to the adjacencies in type 1 adjacency we imagine that π n+1 = n; i.e. if π n = n−1 then π n and π n+1 form an adjacency. The sorted permutation with n symbols, i.e. I n where ∀ k π k =k, also called as the identity permutation, has the maximum number i.e. n adjacencies. The reverse order permutation i.e. R n where ∀ k π k =n−k, has zero adjacencies. If π = (4 6 3 5 0 2 1 7) then (4 6 3 5 0 2 1) is the reduced form of it where π n is deleted because π n = n−1.
Theorem 2
Let f(i, j) denote the number of permutations in P i with exactly j adjacencies. Then the recurrence relation for f(i, j) is:
Type 3 adjacency
In type 3 adjacency or f-adjacency, in addition to the adjacencies in type 1 adjacency we imagine that π 0 =−1. That is, if π 1 = 0 then π 0 and π 1 form an adjacency. I n has the maximum number i.e. n adjacencies and R n has zero adjacencies. Type 2 and type 3 adjacencies are symmetrical.In addition to the adjacencies defined in type 1 adjacency, an adjacency is defined between π n and π n+1 in b-adjacency whereas the same is defined between π 0 and π 1 in the fadjacency. The recurrences governing ∀k |P k (n)| and their base values (i.e. n ≤ 4) are identical for type 2 and type 3 adjacencies. Thus, yielding identical values for |P k (n)| for f-adjacency and b-adjacency.
The cardinalities of P 0 (n), P 1 (n) etc. occur in OEIS [25] with sequence numbers A000166 denoting subfactorial or rencontres numbers, or derangements: number of permutations of n elements with no fixed points; A000240: rencontres numbers: number of permutations of [n] with exactly one fixed point etc..
Type 4 adjacency
Type 4 adjacency or bf-adjacency has additional adjacencies defined compared to type 1 adjacency. We imagine that π n+1 = n and π 0 = −1. That is if π n = n−1 then π n and π n+1 form an adjacency; likewise, if π 1 =0 then π 0 and π 1 form an adjacency. I n has the maximum number of adjacencies, i.e. n+1 and R n has zero adjacencies. If π = (0 4 6 3 5 2 1 7) then (4 6 3 5 2 1) is the reduced form of it where π n is deleted because π n = n−1 and π 1 is deleted because π 1 = 0.
The following theorem establishes a recurrence relation to compute |P n (k)| for bf-adjacency.
The cardinalities of P 0 (n), P 1 (n) and P 2 (n) occur in OEIS [25] with the following sequence numbers. A000757: Number of cyclic permutations of n symbols with no [i] immediately followed by [i+1] where [i] denotes i%n; A135799: second column (k=1) of triangle A134832 (circular succession numbers); A134515: third column (k=1) of triangle A134832, etc..
Theorem 3
A General Model for Block Moves
Transpositions, prefix transpositions and suffix transpositions are called as block-moves in this article. In the sequel a move refers to any of the above operations and its meaning is clarified by the context. If we are referring to a particular operation then the context clarifies the same. We assume that the permutation that we are sorting is irreducible. A prefix transposition can either create or destroy zero, one or two adjacencies. Likewise, a transposition can either create or destroy zero, one, two or three adjacencies. The moves that create one, two or three adjacencies are called a single, a double and a triple respectively. A move can also break adjacencies, however, because the permutation that is being sorted is irreducible we do not consider such moves. Bulteau et al. show that sorting permutations by transpositions is NP-hard [3] . Thus, it is desirable to estimate the expected number of moves to sort a permutation ∈P n with transpositions. It is believed that sorting permutations by either prefix transpositions or suffix transpositions is also hard. So, a model that estimates the expected number of moves to sort permutations with various block-moves is sought.
The first type of adjacencies can be used for estimating the expected number of moves to sort a permutation with any block-move, e.g. transposition, prefix transposition, suffix transposition, prefix/suffix transposition. However, the other types of adjacencies are more apt depending on the operation. For example, f-adjacency is applicable to prefix transpositions and the b-adjacency is applicable to suffix transpositions. The bf-adjacency is applicable for transpositions.
Christie [11] showed that d t (π,
is the transposition distance between A and B and π * is the reduced form of π. Similar to an optimal sequence of transpositions that sort a given permutation, an optimal sequence of prefix transpositions also need not break any adjacencies. It follows that
Theorem 4 Let S be the maximal set of permutations in P n (n−k) such that every permutation in S yields the same permutation in P k (0) upon reduction. If | S |= µ then for any given permutation π x ∈ P k (0) there are exactly µ permutations in P n that reduce to π x .
Proof: Consider P n (n−k), the set of all permutations ∈ P n whose reduced length is k. That is, for each π ∈ P n (n−k) there is a corresponding permutation π * ∈ P k (0). The numbers of the corresponding transposition based moves to sort π and π * are identical. Thus, we treat them as equivalent. Under this equivalence, we seek to show that P n (n−k) is a multiset composed
We first analyze type 1 adjacency. Consider P n (n−k) where n=3 and k=3 it consists of three permutations: {(021), (1 0 2),(2 1 0) } which is the same as P 3 (0). That is, for each distinct split of (0 1 2 3 4) one will have three permutations in P 5 . The number of such splits equals the number of integer solutions to the equation x1 + x2 +x3=5 i.e. 2 1 0) } which is the same as P 3 (0). First we note that if n − 1 is in the last position then if a permutation from P n−1 (n − k − 1) precedes it then effectively we have a permutation in P n (n − k). In the above example consider a split of (0 1 2 3) into three non empty substrings, say (0 1, 2, 3). This will yield (3 2 0 1 4) as a permutation in I 5 (2) where the trailing 4 remains in the last position. Thus, extending the above argument to a general k and a general n (n>k), there are n−1 k−1 +b copies of P n (n−k) in P n where b is the number of copies of P n−1 (n−k-1) in P n−1 . If one expands the recurrence then one obtains the total number of copies of of P n (n−k) in P n as c = n−k+1 n=1
That is, any member of P k (0) has exactly c occurrences in P n . Likewise, the same can be shown from f-adjacency.
Consider type 4 adjacency. Here, P 3 (0) ={ (2 1 1)} and B={ (2 3 4 1 0) } where both these sets in their reduced form are {(2 1 0)} which is the same as P 3 (0).
Let π ∈ P n and let π n = n − 1. We note that if a permutation from P n−1 (n − k − 1) precedes π n then effectively we have a permutation in P n (n − k). Likewise, if π 1 = 0 is in the first position then if a permutation from P n−1 (n − k − 1) succeeds it then effectively we have a permutation in P n (n − k). Note that here a permutation from P n−1 (n − k − 1) is a mirror permutation that is it is defined on the alphabet (1, 2, . . . n − 1). However, the above cases count the permutations that begin with 0 and end with n − 1 twice. The number of such permutations is
This recurrence relation has coefficients that are positive integers and the base case for this recurrence relation is | P k (0) | where the base case corresponds to one copy of P k (0). Thus, we can conclude that there are integral number of copies of P k (0) in P n (n−k).
We define the set of irreducible permutations in P n as the vector alphabet of P n and it is denoted by α(P n ). Note that α(P n ) is a set i.e. if any permutation π x ∈ P n reduces to an irreducible permutation π then only π will be a member of α(P n ). Let the offset denoted by δ be the term that must be added to n to obtain the maximum number of adjacencies possible for each type of adjacency. That is, δ = −1 for type 1 adjacency, δ = 0 for type 2 and type 3 adjacencies, and δ = 1 for type 4 adjacency. Furthermore, let P k (0) c k denote c k copies of the set P k (0) where c k ∈ Z + . The corollaries given below follow.
Corollary 4.1 α(P
Corollary 4.3 Let φ(P n (k)) denote the average number of moves to optimally sort all permutations in P n (k) with block moves. If φ(P k (0))=µ then φ(P n (n−k))= µ for n>k.
Model
Theorem 1 and Theorem 3 lead to the corresponding algorithms that compute ∀ k P n (k). Theorem 4 and Corollary 4.3 show that the distribution of P k (0) is uniform in P n for all n>k. That is, every π ∈ P k (0) has exactly some c (∈ Z + ) permutations in P n that reduce to it. For each of the operation we evaluate the probabilities of executing a single, a double, and a triple i.e. p 1 , p 2 , p 3 on a (uniformly) random permutation in P n (0). A prefix or a suffix transposition does not admit a triple. Based on these probabilities, we compute the expected number of adjacencies created per one move in P n , ψ. We employ ψ, the limiting value of ψ and the expected/estimated number of moves to optimally sort a permutations in P 2 (0) . . . P i−1 (0) to compute the estimated number of moves that are required to sort a π ∈ P i (0). For example it can be seen that the limiting value of ψ for prefix transpositions is 1.5 from Observation 5.
The goal of sorting a permutation is to obtain a permutation of size one (after reduction) by starting with a permutation in P n (0). Thus, our first measure for expected number of moves to sort a permutation in P n (0) is (n − 1)/ψ. The second measure computes the weighted average of the estimates for P n−x (0) and P n−x+1 (0) and adds one to it where n − x < n − ψ < n − x + 1.
The weighted average is based on the position of n − ψ in [n − x, n − x + 1]. In this measure, in one move the size of the permutation is presumed to be reduced by ψ and we add the expected number of moves to sort the permutation of the resultant size. Note that this is not an integer size, so, we compute the weighted average. The first measure mimics the future behavior of the expected number of moves and the second measure mimics the past behavior of the expected number of moves. We take the mean of the above two measures as the estimate for the expected number of moves to sort a permutation in P n (0). The following algorithm Move Count estimates the expected number of moves to sort a permutation π ∈P n (0). The average number of moves to sort a permutation π ∈P i (0) for i= (2.. We let X be the random variable that denotes the expected number of moves to sort a π∈ P n . Due to Theorem 4, E(X)= ∀ i Σ f i E(X i ) where X i is the random variable that denotes the expected number of moves required to sort a π∈ P n (i) and
. The estimate for E(X) is evaluated by algorithm Expected Value. Note that we use the appropriate definition for adjacency, and the corresponding algorithm Adjacency Countx is used (for the type of adjacency x, where x ∈1, 2, 4).
Algorithm Expected value
Intilization: for ( j= 2 ...limit) set E(X j ) from the branch and bound program. offset that determines the maximum possible adjacencies =−1 for x=1, =0 for x=2 or 3, =+1 for x=4.
for (i=limit+1,....n) do compute E(X j )by executing Move Count(j). \\Note that this order is important end for
\\ |P j (i)| is read from output of the appropriate Adjacency Countx end for Estimate of E(X) = Σ f i E(X i ).
end for
Algorithm Move Count uses the already computed averages for the number of moves required to sort all permutations with zero adjacencies of a given size, up to size eight. These numbers are used as base cases to compute the same for larger values of n. The following theorem establishes a lower bound for the fraction of permutations in P n that have exactly one adjacency. Note that a permutation π∈P n (k) where k≥1 can be reduced to π * ∈P n−k . Thus, if the results for optimally sorting all permutations for P i (i<n) are known then one need only look up the results for π * . So, the computation of optimal sequences is required only for irreducible permutations. From the following theorem it follows that for P n , approximately
n! e permutations require the computation of optimal moves.
where i is the type of adjacency ∈ {1,2,3,4 } and |P n (0)| be the corresponding magnitude of the set of irreducible permutations ∈P n . We have the following inequalities:
Proof: Consider the first type of adjacency. Recall that Σ={0,1,2,..., n−1}. The probability that n−1 is not present at a given position is n−1 n . Given that that n−1 does not occur at position i, the probability that an adjacency exists between π i and π i+1 is
, note that out of n−1 remaining symbols only π i+1 is favorable for position i+1. Thus, the probability that there is an adjacency between π i and π i+1 is = n−1 n
. Thus, the probability that there is no adjacency between π i and π i+1 is 1− 1 n . So, the probability that there is no adjacency between π i and π i+1 for 1≤i≤n−1, that we call p 1 
is a strict lower bound.
Consider the second type of adjacency. Similar to the first type of adjacency, the probability that there is no adjacency between π i and π i+1 for 1≤i≤n−1=(1− 1 n ) n−1 . Additionally , the probability that π n =n−1 is (1− 1 n ). So, p 2 (0), the probability that no adjacency exists is
. Note that instead of π n =n−1 here we require that π 1 =0 with the identical probability. Thus, p 2 (0)≤ 
A similar result was given by Whitworth in [28] . Whitworth evaluated the number of permutations without any adjacencies( of type 2 or type 3 ) as n!(e −1 n ) [28] . Where e −1 n denotes the summation of the first n+1 terms in the series expansion of e −1 .
The following observation directly follows from Observation 1. It states that the computation of the expected number of moves for P n (0) is the bottleneck in the computation of the same for P n , where |P n (0)| is equal to or approximately equal to |P n |/e for large values of n.
Observation 2 Let the number of moves of a particular block-move to optimally sort any permutation in P i ∀ i ≤ n − 1 be known. For computing the expected number of moves to sort P n with the same operation, one needs to compute the optimum moves (instead of looking up the answer) for approximately 
Prefix Transpositions
A transposition exchanges adjacent sublists; when one of the sublists is restricted to be a prefix then one obtains a prefix transposition. Given a permutation π that must be sorted, if π n = n−1 then in an optimal sorting sequence π n need not be moved again. Likewise, if π i = i−1 ∀ (i=n...k) then the last n-k+1 elements need not be moved again. This follows from a result in sorting transpositions by Christie [11] . Thus, type 2 adjacencies capture the adjacencies created by prefix transpositions. Likewise, type 3 adjacencies capture the adjacencies created by suffix transpositions and type 4 adjacencies capture the adjacencies created by transpositions.
A prefix transposition can either create or destroy zero, one or two adjacencies. The moves that create one, two or three adjacencies are called a single, a double and a triple respectively.
A move can also break adjacencies, however, because the permutation that is being sorted is reduced no adjacencies exist, so, we do not consider such moves. The following two observations are well known.
Observation 3
If π ∈ P n (n>1) is reduced then a single can always be executed. A permutation that has no adjacencies is said to be irreducible. Likewise, if π can be reduced then the length of the resulting permutation π * that cannot be reduced any further is called the reduced length of π. For n≥K, P n (k) denotes the subset of P n where the reduced length of any π ∈ P n (k) is K.
The following theorem evaluates the expected probability that a π ∈ P n (n) admits a double.
In a reduced permutation also a given symbol is equally likely in all positions. For n=3, i.e. for the set {(0 2 1), (1 0 2 
Theorem 5
The expected probability of π= (
. π is f, . . . , f − 1, a . . . where f = π 1 and a is the element succeeding f − 1. Let p be the probability of a double. Any permutation where f = π 1 and f − 1 ∈ an arbitrary position in [2, ..., n] occurs with a probability of
Proof : General form of
. Here f = π 1 with a probability . We analyze the cases where f = 0, . . . , n − 1. In each case the position of f − 1 forms a sub-case.
Here we denote the probability of a double where f = k (or f ∈ S, a set of symbols) as σ(k) (resp. σ(S)). Likewise, σ(k, j) (σ (S, j) ) is the probability of a double where f = k (resp. ∈ S ) and the position of f − 1 is j.
Here the moved prefix cannot create a new adjacency at the left end. Thus, a double is not possible.
Case(ii):
. The following subcases are partitioned as per the index of n-2, i.e. π −1 n−2 . Note that π n−2 is the element at the position n-2. Thus, the total probability of f, f − 1 and a being in their respective positions is µ = 1 n(n−1)(n−2)
• σ(n − 1, 2) = 0. The moved prefix i.e. n-1 cannot create an adjacency at the right end.
That is (n − 1) + 1 / ∈ Σ.
•
. Here one can execute a double if π 2 = a − 1. Here for a = 1, . . . , n − 3, π 2 = a − 1 with a probability of
. Note that out of n-3 positions only one position is favorable.
• σ(n − 1, 4) = 2µ n−3
. Here one can execute a double if π 2 = a − 1 or π 3 = a − 1. Here for a = 1, . . . , n − 3, π 2 = a-1 with a probability of . Thus the total probability for a particular value of a is the summation of the above probabilities. That is, 0 +
• Here a can take values from 1, 2, 3,......, n-3 (a cannot be f or f-1 
. This case is partitioned into two sub cases. Case (iii-a) f = 1. Case (iii-b) f > 1. Similar to Case(ii) the probability of f and f − 1 to be positioned in their respective positions equals
. Also, a occurs in its position with
probability.
Case (iii-a):
. Consider f = 1, f − 1 = 0 = π 2 and a = f + 1 = 2. Here one can move f in between f − 1 and a. Further, the same move works if f − 1 is any of the positions 3 . . . n − 1). Given these configurations the probability of a double is 1. So, the probability when a = f + 1 is
. So, for a particular value of a the probability is
Here a ∈ [4, 5, . . . , n − 1] (a / ∈ {0, 1, f + 1 = 2, f + 2 = 3}; f + 1 = 2 is analyzed above and f + 2 = 3 is analyzed below. So for all the n − 4 values the combined probability is (n−4) 2n(n−1)
. (B) When a = f + 2 = 3 and f − 1 = 0 = π 3 a double is infeasible because π = (1 2 0 3.....) is disallowed due to the presence of the adjacency 1 2. Recall that we only consider the reduced permutations. When f − 1 comes in the fourth position then for a double to be feasible a − 1 = 2 can be in the third position. So, given f and f − 1, the probability of a double is
Similarly the probabilities for the other positions of f − 1 are deduced. Recall that a − 1 = π 2 . So, the total probability for this subcase is
Thus, the total probability of case(iii-a) σ(1) = A + B + C − K where K is the probability corresponding to π n = a = n − 1. Note that in Type 2 adjacency π n = n − 1 creates an adjacency and we assume that the permutation is reduced, so, this scenario is not possible.
. The total probability of case(iii-a) equals σ(1)
• Type 2 adjacency includes an adjacency between π n = n − 1 and imagined π n+1 = n.
Thus . When this probability is also included then the total probability for Case (iii-a) is:
. The probability that f = π 1 and f − 1 = π j (for j =1) is
. The probability that
. When f − 1 immediately succeeds f then a must be f + 1. When a = f + 1, f − 1 can be in any of the positions [2 . . . n − 1]. Given this configuration the probability of a double is 1. So the total probability corresponding to f − 1 occupying all possible positions is
. (P ) If f − 1 = π 3 then for a double to be feasible a − 1 = π 2 . Given that f − 1 = π 3 , a − 1 = π 2 with a probability of
. The denominator is n − 3 because we exclude f, f − 1 and a. Similarly, for f − 1 = (π 4 . . . π n−1 ) we obtain the respective probabilities as (
, ...
). Thus, for particular values of f and a the probability of a double in this case is =
.
Here a can take n − 5 values which exclude 0, f, f − 1, a = f + 1 and a = f + 2 where a = f + 1 is considered above and a = f + 2 is analyzed below. Thus, the probability for all values of a is . So, the total probability for this case =
Recall that K is the probability corresponding to π n = a = n − 1. As the permutation is reduced this scenario is avoided. Here f can assume n − 3 values that remain after excluding 0, n−1, and 1. Total probability for a particular value of f in Case(iii-b) equals P +Q+R−K = 1 n(n−1)
− K= 2(n−2)+(n−5)(n−2)+(n−4) 2n(n−1)(n−2)
• Type 2 adjacency includes an adjacency between π n = n − 1 and the imagined π n+1 = n. . So, the total probability for all values of f for Case(iii-b) = (n−3)(n 2 −4n) 2n(n−1)(n−2)
. The total probability for Case(iii) that is partitioned into Case(iii-a) and Case(iii-b) is therefore
. We add the probability of case(ii) to this expression to obtain the final probability as:
. Thus, the total probability for all cases that is σ(Σ) = .
Observation 5
Let π ∈P n be reduced then the expected number of new adjacencies created per move is 1+σ.
Proof : A double can be executed with a probability of σ and it creates two new adjacencies and a single can be executed with a probability of (1-σ) and it creates one new adjacency. Thus, in a move the expected number of new adjacencies created= σ(2) + (1-σ)(1)= 1+σ. Note that from Theorem 5, for prefix transpositions, this measure ≈ 1.5 for large values of n.
Results and Conclusions
The average number of moves to sort all permutations in P n (0) for n 9 and the average number of moves to sort all permutations in P n for 1 < n 9 are computed and shown in Tables 3 and 4 show that sorting permutations by transpositions is NP-hard [3] . Thus, it is desirable to compute the expected number of moves to sort a permutation ∈ P n with transpositions. It is believed that sorting permutations by either prefix transpositions or suffix transpositions or prefix/suffix transpositions is also NP-hard. So, the computation of say E(P n ), the expected number of moves to sort permutations, with various block-moves is of interest. E(P n ) for a particular operation indicates the expected number of moves a packet from some source node u to some destination node v must traverse in the corresponding Cayley graph.
The main contribution of this article is the theoretical framework for estimating the expected number of moves, i.e. E(P n ) to sort permutations in P n with various block-moves in O(n 2 ) time;
given the computation of E(P i ) for some i < n. We employ a model based on the proposed framework to estimate E(P n ) in O(n 2 ) time for prefix transpositions. Due to symmetry, the corresponding results are applicable for suffix transpositions also. Based on this model, Pai and Kumarasamy worked on estimating E(P n ) with transpositions [22] . Current work is focused on exploring models for estimation. Table 1 . Values of | P n (k) | for the b-adjacency. These numbers hold for f-adjacency as well. 
Appendix
The proofs for Theorem 1-3 are deferred to the appendix. This is intended to improve the readability of the main text. The proof of Theorem 2 is similar to that of Theorem 3 and hence it is omitted.
Proof
We denote the number of adjacencies in a permutation π∈P n with α(π) and the number of permutations ∈P n having α(π) adjacencies with f(n, α(π)). Recall that Σ ={0,....,n−1 }. Thus, π * ∈P n−1 is composed of {0,....,n−2}and a member of P n additionally contains n−1. Let α(π * )=q for π * ∈P n−1 . When a π∈P n is formed from π * by inserting n−1 we have the following three cases: (i) α(π)=α(π * ), (ii) α(π)=α(π * )+1 and (iii) α(π)=α(π * )−1.
The element n−1 can create an adjacency only if it immediately succeeds n−2; however in such a case it cannot destroy an existing adjacency; i.e. α(π)=α(π * )+1 (Case (ii)). Thus, it is not possible to insert n−1 in any position where it simultaneously creates one adjacency and destroys one adjacency. Similarly, if n−1 is inserted between a, a+1 for some a then α(π)=α(π * )−1 (Case (iii)). Finally, if n−1 neither succeeds n−2 nor splits a, a+1 (for some a) then α(π)=α(π * ) (Case (i)). We determine the number of permutations π of P n with α(π)=k that can be generated from some permutations in P n−1 corresponding to each of these cases. Let (π * )= k. For a given π * we want to determine how many π∈P n exist such that α(π * )=α(π). In order to generate π∈P n from π * ∈ P n−1 one can insert n−1 in any of the n positions (n−2 internal and two extreme positions). However, in order to maintain the same number of adjacencies, k+1 positions are forbidden; where k positions correspond to existing adjacencies and one corresponds to the adjacency that can be created between n−1 and n. Thus, the contribution of f(n−1,k) to f(n,k) is (n−1−k) * f(n−1,k). Let α(π * )= k−1, we want to determine the contribution of f(n−1,k) to f(n,k). In order to create a π∈P n from π * where α(π)= k the only possibility is that n−1 is inserted to the immediate right of n−2. Thus, f(n−1,k) contributes to f(n,k) exactly f(n−1,k). Finally, we want to determine the contribution of f(n−1,k+1) to f(n,k). Here, any one of the k+1 adjacencies can be broken by inserting n+1 in between. Thus, the contribution of f(n−1,k+1) to f(n,k) is (k+1)* f(n−1,k+1). Note, that f(n,k) is restricted to the above cases. The corresponding algorithm, Adjacency Count, is given below. The theorem follows. 
