Many studies have questioned empirical utilization of accounting data as internal rates of return would be more consistent with the relevant economic concept. The paper investigates the dynamic relationships between different measures of accounting rates of return (ARRs) and different approximations for the internal rates of returns (IRRs). In contrast with the prevailing case-study investigations, one considers a panel for quoted Brazilian firms in the manufacturing industry along the 1988-3/2003-2 period. Granger causality tests are considered and even though the results are not completely clear cut, some discernible uni-directional patterns emerge. In particular, there seems to be informational content between economic and accounting rates of return, between ROA (Net Profits/Total Assets) and PM (Gross Profits/ Operational Income), and internal rates of return. This seems to indicate that there is some validity in using accounting rates of return in certain economic studies.
Introduction
A whole body of economic literature deals with the differences between economic and accounting rates of return. Seminal papers date back to Harcourt (1965) , Solomon (1966) , Fisher and McGowan (1983) and Salamon (1985) . The main conclusion is that there are fundamental differences between accounting and economics definition and measurement of rates of return. These differences arise from many sources: although advertising and research and development are considered investment from an economic viewpoint both are liabilities in the financial statement of firms; accounting depreciation is arbitrary, be it straight-line depreciation or reducing balance method and important intangible assets are not computed in financial statements (and are hard to compute economically).
Since then, many papers have dealt with empirical measures of economic and accounting rates of return [see e.g. Verma (1990) , Bosch (1990) , Chang et al (1994) , Feenstra and Wang (2000) , Taylor (1999) , Salvary (2005) ]. Some of those studies used this difference as a route towards the measurement of the real economic rate of return whereas others investigated the relationship between accounting and economic rates of return. The main results remain the same: there are irreconcilable differences between economic and accounting rates of return.
A disenchantment with the utilization of accounting rates of return for economic analysis became evident with the emergence of the so-called New Empirical Industrial Organization-NEIO that proposed indirect strategies of identifying market conduct without the need of marginal cost observability [see Bresnahan (1989) for an early account of that growing literature]. Nevertheless, the use of improved rates of return remains relevant in different contexts as for example in the case of regulatory schemes that rely heavily on accounting data such as cost-plus and earnings sharing regimes.
The investigation of the relationship between accounting and economic rates of return and therefore the contribution of the present paper can be motivated at least in two levels: a) In studies on the determinants of profitability a salient stylized fact refers to the robustness of the results with regard to different accounting rates of return [see Schmalensee (1989) ]. However there is a gap in the literature in what concerns the empirical behavior of improved rates of return that attempt to proxy the internal rate of return; b) Building on the previous point, one notes the absence of more systematic empirical studies that relate the aforementioned categories of rates of return as indeed the handful of related papers nearly have a case study character [see e.g. Taylor (1999)] The present paper aims at partially filling the referred gap by considering a more comprehensive analysis of the relationship between accounting and economic rates of return by means of econometric methods. Even though the long-run behavior of the different measures display strong co-movements, it is important to properly portray the short-run dynamic associations between the different measures of rates of return. Specifically, we consider a Granger causality analysis for a panel of quoted Brazilian industrial firms.
The paper is organized as follows. The second section introduces the conceptual aspects related to the calculation of the conditional IRRs necessary for the test, and the set of accounting rates of return to be considered. The third section presents the data construction procedures and the results for the rates of return in terms of the dynamic relationships among those indicators. The fourth section brings some final comments.
Accounting and Economic Rates of Return: Conceptual Aspects

The Conditional IRRs
To try to establish the long term relationship between accounting rates of return (ARRs) and the internal rate of return (IRR) the main problem is having the IRR to compare it to the ARRs. Let Y n be the revenue and I n the investment, then the IRR of a project is defined as the rate r that solves: 
The IRR is then the rate that equals the present value of the investment with the cash flow that it generates, thus turning the present value of the investment zero. It could be considered the economic depreciation (Schmalensee, 1989) , since depreciation distributes the value of investment over time. Thus the IRR can be considered a good proxy for the real unobserved economic return, since a project would only be viable if its IRR would be higher than a control parameterusually the cost of capital.
Although conceptually easy to follow, empirical measurement of the IRR is not simple to do. Three are the main reasons:
• Equation (1) is a n-polynomial with n possible solutions. Thus for nonconventional cash flows there would be multiple IRRs with no possible way to determine which one would be the proxy for the economic rate of return (Ross et alli, 1998) ;
• Investment projects with the same IRR may not be interchangeable, since investment decision contemplates other aspects such as uncertainty or the need for initial investment. Thus a project that needs less investment should be preferable to a project with the same IRR but higher initial investment.
• Since financial reports have many idiosyncrasies, and it is difficult to retrieve which information is essential to build Y n and I n . Salamon (1982 Salamon ( ,1985 and Taylor (1995) tried to estimate the IRR by using Ijiri's (1978 ) concept of Cash Recovery Rate (1978 to measure an indirect economic rate of return, and so we will follow those works and arrive at a IRR indirectly through the cash recovery rate (CRR).
The concept of the CRR was first developed by Ijiri (1978) as an alternative to the conventional ARRs. The rationale was that since the ARR did not measure cash flows in the economic sense, having the CRR would allow analysis of a firm's cash flow and thus would be complementary to the regular information presented in financial reports. The CRR then shows the pattern of recoveries from a firm and is defined as:
with DEPR being depreciation; INCBD the sum of income from operations; INTEXP interest expenses; ∆LTASS book-value of long-term assets disposed; TASS is the average total asset of the period considered. The numerator represents the firm's flow of recoveries, while the denominator is a stock variable. Thus the CRR reveal information on the recovery of the firm, with measures of flow and stock being considered. Taylor (1999) includes research and development and advertisement in the CRR to allow for better recovery estimates to the pharmaceutical industry that was being studied. Since R&D and advertisement expenditures are not always published in financial reports we considered manufacturing industrial sectors to calculate its respective CRRs and conditional IRRs. Examples of those sectors are steel, pulp, mining, fertilizers mechanical and electrical machines among others.
The choice was as ample as possible, contemplating any quoted company that did not operate in sectors with significant R&D and advertisement expenditures. Salamon (1982 Salamon ( ,1985 showed that under some circumstances the CRR could be a proxy for the IRR of a firm, and thus estimates the relationship between the CRR and IRR as:
with g being a constant that represents the growth of a firm's investment over time; exponentially. If b = 1, the recovery process is constant. Salamon (1985) argued that b could be estimated using information on past recoveries for the firms, but used ad hoc profiles of 0,8; 1,0; 1.1; and a random value between (0,8;1,1), arriving then at four conditional IRRs 1 .
Taylor (1999) derives a cash-flow profile for pharmaceutical firms based on the concept of summation point. The rationale is that investment processes are not perfectly perceived by financial reports due to the fact that it takes place over more than a year. The idea behind the summation point is thus at which point the firm starts to recover the investment is necessary to construct its cash-flow profile. For the pharmaceutical industry the number is 5 years -thus recoveries start at the start of the 5 th year of the investment process of the industry. The main problem with this approach is that it requires too much industry-specific information.
Since later in the paper we will consider a panel data approach for testing Granger causality test, Taylor's (1999) approach becomes untenable. In fact, it requires a detailed knowledge of each specific sector considered. That case study approach uses subjective information that is not readily available for a large number of sectors as in a panel data study. Although there will be ad hoc cash-flow profiles as 1 One important observation is that if the growth of investment is greater than the recoveries calculation of the IRR is impossible (Salamon, 1987) . This is straightforward, since any calculation in finance requires negative and positive values for present and future values -and if recovery is never greater, then all Y n -I n will be negative and thus will be impossible to derive a r that solves (1).
in Salamon (1985) we will construct a firm-specific cash-flow profile to have another conditional IRR to use in the causality test and to avoid the fact that if there is no recovery a conditional IRR can not be estimated. The cash-flow profiles will then use past firm information. The rationale is that if investments are growing more than recoveries then recoveries will need to grow more rapidly in the future for the firm to recover its investment, and thus will have an increasing ( Taking:
Substituting (4) into (3) implies that solving (3) in terms of r is:
To solve it we initially took r = 0 and iterated (5) to arrive at single conditional IRRs.
2,2-Accounting rates of returns
There is no previous information about a preferential ARR to try to establish the long term relationship between ARRs and IRR. Therefore, nine ARRs were constructed based on the most used ARRs. As table 1 indicates, the ARRs can be categorized as measures of return on assets, return on equity, profit margin, and asset turnover. Also, since there are three measures of profit in Brazilian financial reports: gross profit, earning before interest, taxes, depreciation and amortization (EBITDA) and net profit. For the first two categories we calculated three ARRs, while for return on equity we left out EBITDA.
INSERT TABLE 1 AROUND HERE
Thus nine ARRs were used for comparison with the conditional IRRs:
• ROA -Gross Profits /Total Assets (1),
• ROA -Net Profits/Total Assets (3),
• PM -Gross Profits/ Operational Income (4),
• ROE -Net Profits/Equities (7),
• ROE -Gross Profits/Equities (8),
• AT -Operational Income /Total Assets (9).
Next, the paper considers dynamic relationships among the different rates of return stressing aspects of stationarity and causality.
Empirical Analysis
3.1-Data construction
The data were obtained from Economatica, with quarterly financial reports for In their seminal study, Fisher and McGowan (1983) used ROA measures, while Long and Ravenscraft argued that Fisher and McGowan (1983) erred for not using profit margins, which is more commonly used. To prevent any such problems, no a priori ARR is considered the best one to compare it to the IRRs estimated, and therefore the Granger causality tests, later considered, will consider all ARRs and IRRs.
In the figure 1 the conditional IRRs clearly show co-movement, which was INSERT FIGURE 2 AROUND HERE.
Also, it is interesting to note that in many periods the average Net Profit
Margin (PM) presents a higher value than the Ebitda PM. This can be explained by long periods of very high interest rates, which implicates disinvestment processes, with profits from operations being transformed in interest payments. Usually financial considerations would not be so important in a analysis for a large number of firms, but Brazilian economy experienced some periods of real interest rates of over 20%, as from 1996-98.
3.2-Causality analysis
The previous graphical depiction of the different rates of return made clear that long-run co-movements are present among those variables. Nevertheless, we consider stationarity tests so as to rule out the possibility of spurious regressions in the later econometric analysis. In fact, we consider unit root tests for heterogeneous panels as proposed by Im, Pesaran and Shin-IPS (2003) . The corresponding results are reported in appendix 1 and largely favors the prevalence of I(0) variables and therefore one does not need to further pursue co-integration analysis.
Hence, we can focus on exploring short-term relationships between pairs of rates of return. However, unlike the usual time series setting for testing causality,
we face a data set with a panel structure that should be fully explored.
The Granger causality notion is by now well established in [see Granger (1969) ]. Let Y t and X t denote stationary stochastic processes observed through telecommunications. This latter work takes advantage of a GMM efficient estimator for dynamic panels. In fact, the asymptotic bias of utilizing traditional panel data estimators in dynamic models have legitimated alternative estimators with an instrumental variable structure. Among those, the GMM estimator proposed by Arellano and Bond-AB (1991) is an efficient estimator especially useful for short panels. Before proceeding with the Granger causality tests, it is important to consider auxiliary specification tests: a) In order to make consistency of the estimator tenable, one has to be assured that second order serial correlation is not present. For that purpose the test proposed by AB is useful.
b) The lagged variables in levels that are used instruments for the model estimated in first-difference must be deemed as valid. In that sense, a test of over-identifying restrictions along the lines of Sargan (1958) is relevant.
Under the null hypothesis of validity of the instruments the test statistic is distributed as χ 2 (r), where r denotes the difference between the instrument rank Z and the number of estimated coefficients.
The results for both specification tests are presented in the appendix 2 and were satisfactory indicating that we can safely proceed with the Granger causality tests. Granger causality from ARR to IRR between two ROAs measures (2 and 3), all PM measures (4,5,6), and ROE -Net Profits/Equities (7). Also there are unclear unidirectional Granger causality between some conditional IRRs and some ARRs, but there is no discernible pattern, since it would be expected that if there were causality it would be between all IRR for the same ARR. The only salient result is that IRRs 3 and 4 Granger cause ARR 8 (ROE -Gross Profits/Equities), and IRRs 1 and 3 against ARR 9 (Income from operations /Total Assets). Also, it is worth noticing that there are some bi-directional results, between IRR2 and ARRs 5 and 6.
The main result is then that there seems to be informational content between economic and accounting rates of return, in this case, between ROA and PM and internal rates of return. This seems to indicate that there is some validity in using accounting rates of return in economic studies, especially when long time series are considered.
Final Considerations
Many papers deal with differences between accounting and economic rates of return (e.g. Fisher and McGowan (1982) and Salamon (1985) among others).
The goal of the paper was to delve into the subject to verify whether within a dynamic structure of analysis, the differences between accounting and economic rates of return are so important to render accounting rates of return irrelevant for economic modeling. The paper contrasts with the previous literature by exploring the panel structure of the data set comprising different sectors and therefore departing from the previously adopted case-study framework. In particular, we try to verify if accounting rates of return could be salvaged on the grounds of being leading indicators of internal rates of return or vice-versa.
The main difficulty was estimating the IRRs, that in any case require strong hypothesis for being constructed. In order to undertake the investigation, we used a dynamic panel data approach with a GMM estimator for testing Granger causality. The motivation was to detect eventual informational content between series of internal rates of return and accounting rates of return so as to discern differences between the series and infer possible implications towards economic modeling.
Even though the results did not present completely clear cut patterns, it were interesting because showed at least a unidirectional causality between ROA and PM rates of return and the internal rates of return estimated.
The tendency in studies of market power assessment is to bypass the use of accounting data by considering indirect methods of conduct measurement based in oligopoly models. Nevertheless, the evidence obtained in present paper is in part encouraging for the use of accounting rates of return in economic analysis as for example in regulated settings that traditionally rely to a great extent in that type of data. s e t / 8 8 s e t / 8 9 s e t / 9 0 s e t / 9 1 s e t / 9 2 s e t / 9 3 s e t / 9 4 s e t / 9 5 s e t / 9 6 s e t / 9 7 s e t / 9 8 s e t / 9 9 s e t / 0 0 s e t / 0 1 s e t / 0 2 s e t / 0 3 
