Abstract. Given a dilation matrix A : Z d → Z d , and G a complete set of coset representatives of 2π(
Introduction
In this paper we present a general method to construct polynomial symbols associated with compactly supported refinable functions. Let A be a dilation matrix defined on R d , i.e., A is a d × d-matrix with integer entries and all its eigenvalues have modulus larger than 1. A compatible compactly supported refinable function is a compactly supported function ϕ ∈ L 2 (R d ) satisfying
for some finite sequence a = {a k } k∈Z d ∈ 0 (Z d ) called the mask of ϕ. A compactly refinable function may not exist for every dilation matrix A. In case ϕ exists and satisfies (1.1), the symbol M (ξ) associated with ϕ is given by M (ξ) = k∈Z d a k e i k,ξ . A refinable function ϕ is called interpolating if it satisfies the additional constraint ϕ(k) = δ 0,k for all k ∈ Z d . A refinable function is called nonseparable if it cannot be written as a product of univariate refinable functions.
Interpolating refinable functions are used frequently in computer aided design and play an important role as generators of biorthogonal wavelet bases. In the one dimensional case, with A = [2] , the construction of an interpolating function is a crucial intermediate step in the well known method to construct compactly supported orthonormal wavelets [11] , see also [21] . There is no straightforward generalization of method to construct wavelets in the univariate case to the multivariate case due to the unfortunate lack of a good substitute for the Fejér-Riesz factorization in R d for d ≥ 2. This has made the construction of compactly supported orthonormal multiwavelets a rather tedious and difficult task, and the contributions to date have dealt with somewhat limited contexts. Cohen and Daubechies [7] used univariate techniques to construct nonseparable wavelets in R 2 for the class of dilations with det(A) = ±2. The generators have an arbitrary number of vanishing moments, but are not even continuous. However, arbitrarly smooth bi-orthogonal wavelets were constructed in [7] for the dilation A = and A = 0 2 1 0 . Ayache [1] constructed arbitrarly smooth nonseparable wavelets for the isotropic dilations ±2I. Other specific examples of nonseparable wavelets can be found in, e.g., [5, 16, 14, 10, 20] . Haar-type wavelet bases for very general dilation matrices are considered in [17] . Smooth r-regular multivariate wavelets for arbitrary dilations with infinite masks are constructed in [4, 3] . The wavelets in [4, 3] do not have compact support.
Subdivision schemes and refinable functions in general are considered in the monograph [6] . Jia considered multidimensional interpolatory refinable functions induced by box splines [15] . The multidimensional case is also considered in [23] . Interpolatory functions resembling the one dimensional Daubechies construction is considered by Derado in [12, 13] . The smoothness of refinable functions is most often estimated by considering the decay of the Fourier transform of the function. A technique based on spectral methods to calculate the smoothness of refinable functions is considered in [9] . There are also estimates on the smoothness of refinable functions in [2, 7, 8, 13] .
The author considered a method to construct finite filters for orthonormal wavelets in [22] . The method in [22] is based on an integral representation of the symbol for the filter, and the purpose was to construct finite filters providing the best possible approximation to the Shannon filter. Integral representations of univariate wavelet filters were also considered by Lemarie-Rieusset [18] and by Lemarie-Rieusset and Zahrouni [19] . In the present paper we adapt the method in [22] to the multidimentional case, and discuss the problem of creating symbols satisfying certain Strang-Fix conditions. The main advantage of the method in the present paper is that it is explicit, flexible, and easy to implement. In fact, we show that any mask for an interpolatory refinable function can (in principle) be constructed using the method.
The structure of the paper is as follows. Section 2 contains some basic and wellknown material on refinable functions and their masks. In Section 3 we introduce a general method to construct masks for interpolatory subdivision schemes. Proposition 3.1 in Section 3.1 shows that one can generate non-negative polynomial symbols using polynomial convolution kernels, and the method works for arbitrary dilation matrices A. The polynomials obtained by this method unfortunately do not take on the value 1 at the origin, so there is no chance that they can be symbols of any convergent subdivision scheme. However, Proposition 3.5 in Section 3.2 will give a rather general method to "repair" the functions from Proposition 3.1 by an affine transformation so they take the value 1 at the origin. In Section 3.3 we show that the method from Sections 3.2 and 3.1 is completely general. Every finite mask associated with a refinable function (1.1) can be generated by the method. In the final section of the paper, Section 4, we show how to construct polynomial symbols satisfying Strang-Fix conditions of arbitrary order for a certain class of dilation matrices.
General Setting
For a given dilation matrix A :
we consider the refinement equation (1.1). The symbol M (ξ) associated with the mask {a k } from (1.1) is defined by
In the Fourier domain (1.1) becomes
with B := A (this notation will be used throughout the paper). The most successful approach to actually construct refinable functions ϕ satisfying (1.1) is inspired by (2.1) and the idea is to first design the mask M (ξ) and then simply define ϕ bŷ
Obviously, some constraints have to be put on the mask M for this to work. Let us recall here the well known sufficient conditions a symbol M has to satisfy to generate an interpolatory refinable function, see [13, 9] . For the given dilation matrix
The trigonometric polynomial M satisfies Cohen's condition (see [7] ) if there exists a compact set
Suppose that the symbol M satisfies
defines a interpolatory refinable functions satisfying (1.1), see [13] .
Symbols for interpolatory subdivision schemes
This section contains the basic machinery we use to construct symbols for interpolatory subdivision schemes.
3.1. Filters generated by convolution kernels. The first result will show that whenever we have any (perhaps very "rough") solution to (2.3), then we can easily generate polynomial solutions to (2.3).
Proposition 3.1. Consider a dilation matrix A :
a.e. Then for any non-negative trigonometric polynomial
is a non-negative trigonometric polynomial, with degree at most deg(P ), that satisfies
Proof. The fact that M is a non-negative trigonometric polynomial of degree at most deg(P ) follows from elementary properties of convolution operators. We have,
We will often use a "Shannon-type" filter as kernel K, and then an approximation to the identity as the polynomial P . This will ensure that the resulting filter M is a smooth approximation to the ideal Shannon filter with good frequency resolution. This imitates the construction of the Daubechies filters in the univariate case. The square of the Daubechies filters are know to approach the univariate Shannon filter
The following elementary lemma shows that we can always find a function K needed for Proposition 3.1.
is 2πZ
d -periodic and satisfies
Proof. A trivial computation shows that
Remark
Also notice that such K automatically satisfies Cohen's condition.
Let us now consider a first example of the approach. We consider the well-know quincunx dilation matrix, and use Proposition 3.1 with a product Fejér kernel.
Example 3.4. Consider the quincunx dilation (3.1)
It is clear that we can take
be the Fejér kernel and let P n (x, y) = F n (x)F n (y) be the associated product kernel. A direct computation shows that
, otherwise.
Thus we get the symbol S(ξ) = k b k e i k,ξ associated to P n with coefficients:
As an explicit example, let us consider n = 4. Then we get the 7 × 7 quadratic mask
given by (the constant term of the symbol is boxed):
One can check that the symbol for the filter has value ≈ 0.968 at 0, which makes the mask rather "useless", but we will show in the next section how to "repair" such symbols.
3.2. Affine transform of symbols. The major deficiency of the symbols obtained from Proposition 3.1 is that they never take on the value 1 at 0 (due to the fact that P is a polynomial and thus never identically zero on any region of non-zero measure) so they are not symbols of any convergent interpolatory subdivision scheme. The good news is that the deficiency can be "corrected" by an affine transform for a large number of such functions. We have the following result.
Proposition 3.5. Given a dilation matrix
Then we can define Proof. Notice that the inequality M (0)|G| > 1 implies that
soM is well-defined. ObviouslyM (0) = 1. The estimateM ≥ 0 follows from the fact thatM is given byM
We also have 
which corresponds to a symbolS that has value one at the origin. In terms of the symbols, Proposition 3.5 gives
3.3. On the generality of the method. The method presented so far boils down to the following two simple steps.
• Create an intermediary symbol S using Proposition 3.1.
• (If possible) Correct the symbol S using Proposition 3.5.
The question is how general the method presented is. We now want to demonstrate that the method can generate every possible finite mask satisfying (2.2) and (2.3). Let us define the following full collection of symbols for (1.1). Given a dilation
2) and (2.3)}.
First we prove the following simple but useful lemma.
Lemma 3.8. Given a dilation matrix A :
Hence, (3.4) yields
Proposition 3.9. Consider a dilation matrix A :
Given any symbolM ∈ M(A, G), there exist a positive kernel P and a symbol K such that Proposition 3.1 and Proposition 3.5 used successively recoverM .
Proof. We define a positive kernel by
where D n is the Dirichlet (product) kernel given by
and L is a large positive number ensuring that P ≥ 0. Notice that
Define M by Proposition 3.1 using the kernel P and K =M . Clearly,
and Lemma 3.8 shows that Proposition 3.5 recoversM .
Symbols satisfying Strang-Fix conditions
The smoothness of a refinable function generated by the symbol M depends to some extend on the behavior of M at the origin, see [9, 13] for a detailed discussion. To have smooth interpolatory function, it is thus necessary to be able to design symbols that satisfy Strang-Fix conditions of high order.
We want to use the method from Proposition 3.5 to construct the symbolM such thatM (ξ) = 1 − O( ξ r ) at the origin, which will imply that for each g ∈ G\{0},
Let us assume we have a symbol M with M (0) ≈ 1, satisfying the hypothesis of Proposition 3.5. From Proposition 3.5 we see that to haveM (ξ) = 1 − O( ξ r ) at the origin, it suffices to ensure that M (0) − M (ξ) = O( ξ r ) at the origin.
4.1.
A "rotation" method for nonseparable kernels. Let us first consider a variation on Proposition 3.1 that is sometimes useful to construct filters that satisfy Strang-Fix conditions.
Proof. We have,
LetM (ξ) := M (A ξ), and letK(u) = K(−A u). We notice thatM (ξ) = P * K(−ξ), soM (ξ) is a nonnegative trigonometric polynomial. Now, suppose
is a nonnegative trigonometric polynomial. 
be the square of the univariate Daubechies filter of length 2N . It was proved in [22] 
and define by (3.2) . Then S N (ξ) is normalized using Proposition 3.5 to get the symbolS
Example 4.2. Let us demonstrate the approach for N = 2, and A the quincunx dilation given by (3.1). We have U 3 (ξ) := 1/2 + 9/16 cos(ξ) − 1/16 cos(3ξ), and Proof. It is not hard to see that the only zeros ofS N are at ±(π, π). Thereforẽ S N satisfies the Cohen condition for the tile T = B −1 [−π, π] 2 . As explained in the introduction to this section, it suffices to prove that S N satisfies the Strang-Fix condition of order N . However, if s N (ξ) := S N (A ξ) = P N * K(−ξ) satisfies the condition, then S N also satisfies the condition. 
