Abstract-This paper presents hardware design of a family of soft cores that improve image quality on low cost digital displaying devices with limited color palette. The twoelement half-toning method proposed for gray-scale images [1] has been extended for color images. It also supports realtime video streams. Experimental results on Xilinx Spartan 3E1800 FPGAs show that frame rate for 512x512 video streams is more than 150fps.
INTRODUCTION
Digital halftoning is a method that has been initially designed for producing gray scale images by using only black and white dots [2] . Human eye blends halftone dots into smooth tones. Hence, different scales of gray can be obtained by merely changing the rate of black dots over a white surface or vice versa.
There have been several methods in the literature of halftoning. Methods incorporating error-diffusion are preferred due to their low computational complexity and good visual quality. Floyd Steinberg's method [3] is the first algorithm that combines a fairly good overall visual performance with a few operations. In this method, the grey value of an input pixel is compared against a palette which has different levels of gray. The closest value from the palette is selected as the output. The error between the input and the output signals is distributed to the 4 neighbors which have not been processed yet. The distribution coefficients are 7/16, 3/16, 5/16 and 1/16. However, the fixed coefficients cause visually unpleasant artifacts like worm effects in extreme gray levels, regular patches in some levels of gray, discontinuities between structured and unstructured areas.
Several variations have been proposed over Floyd Steinberg method. Among them, the ones that reduce computations are the most attractive for low-cost portable devices with reduced resources. The method proposed by Ostromoukhov [4] uses only three unprocessed neighbours to distribute error. By making some assumptions to reduce the artifacts, it has generated different coefficients for different intensity levels. The quality of the halftoned images is appreciably good in the test images. However its major drawback is the requirement of a memory space for saving different coefficients for three directions for each gray level. If 8-bit quantization is used for each tone, then the memory has to hold becomes 256x3=768 different coefficients.
Ostromoukhov's assumptions have been improved by incorporating a human vision filter in [1] . As a result, the error distribution direction has been reduced to two. Moreover, only one distribution coefficient for each tone is sufficient because the sum of two coefficients is unity. As a result, 256 memory locations is sufficient for an 8-bit system. Its performance PSNR is worse than Ostromoukhov's three-element method. However its visual performance is quite good and the artifacts are significantly reduced.
The soft cores presented in this paper process real time color images in low-cost digital displays by using the method proposed in [1] . Three different IPs 1 are implemented for different type of systems. The first one is for 12-bit color LCDs which are widely used on low-cost cellular phones. Second core is for 8-bit color LCDs which are used in GPS devices. The last one is for 4-bit color LCDs which are used in game console TFT's. Cores for 12-bit and 8-bit color LCDs are almost same but the 4-bit color one is slightly different from the others due to possible different palette selections. The common feature of all cores is their being independent from the size of the image. The cores have been implemented on a low-cost FPGA (Xilinx Spartan 3E1800) and the experimental results show that the frame rates are quite good: It is more than 150fps for 512x512, more than 2500fps for 128x128 streams. As a result, this core can be used for mobile TV applications on low-cost cellular phones.
The organization of the paper can be described as follows: The next section gives implementation details of the soft cores. Section III presents the resource utilization and performance characteristics of the cores when they are synthesized on the FPGAs. Section IV presents experimental results and the last section concludes the work.
II. IMPLEMENTATION
The method proposed in [1] uses serpentine (snake) tracing as shown in 
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same as the design which was olor design. The only difference comparison unit and a palette, palette 3, 3, 2-bit is used for tively. As a result, the depth of .
rent from the other two because by finding RGB values it color palette there can be cover of all colors. Our 4-bit seen on Table I . In this case, or has to be calculated for each he 4-bit palette 16 comparisons st RGB value from palette. The n is done for just finding closest he 12-bit color design. Table II Memory size of design is not mentioned here because memory size is depending on number of pixels used in the LCD. We simulated our placed and routed design on ModelSimSE. We also processed some images of different types and results are shown in the Table III. These images have 100x100 resolution.
Speed statistics shows that our design allows a high rate of video streaming (> 150 fps for 512x512) at a low system clock frequency (<50MHz). Thus, halftoning algorithm is not a limit for video streaming.
IV. EXPERIMENTS
S-CIELab differences of 12-bit images from 24-bit original images are calculated by device independent human vision perception coefficients. Results show that rms differences of halftoned images are generally less than that of nonhalftoned 12-bit images. Specifically, 9 of 13 halftoned images have less error than non-halftoned ones. Even 4 of 13 have bigger error but their error is diffused between pixels. However, in the 12-bit Non-halftoned 4-bit Image non-halftoned images some pixels have very high error. Hence halftoned images seem smoother even if they have grater S-CIELab error.
In our psychological experiments, we randomly selected 20 volunteers from the university population and asked their opinions on five different images (see Table V) of totally different scenes, with the resolution of 512x512, 473x662, 506x388, 512x512 and 100x100. We showed three versions of these images, respectively original, halftoned and regular 12-bit color image, to our volunteers, then allowed them to see previous images again and look anyway they want within the daylight environment via 15 inch regular computer LCD. During experiment people are asked to answer two questions. "Which 12-bit color is better?" and "How would you grade halftoned image as a choice of 'perfect (=5)', 'good (=4)', 'better than the regular 12-bit (=3)', 'no difference (=2)' and 'worse than the regular one (=1)' ". We used regular 24-bit color LCD instead of aimed 12-bit color LCD in order to avoid from 12-bit color devices' own processing algorithm. The statistics are shown in the Table IV . These results show us people generally prefer halftoned image to non-halftoned one in 12-bit color case. The average grade our halftoned images as 3,51 over 5. These statistics shows that halftoned images are regarded better than non-halftoned 12-bit images.
V. CONCLUSION
In this paper, we designed soft cores for low-cost digital displaying devices by using an algorithm with low computational complexity. We have carried out both psychological experiments and scientific calculations to show that the algorithm gives good results in color images. We have also demonstrated that our core can be used in processing real time video applications. 
