ABSTRACT
INTRODUCTION
Association
(X U Y) and its confidence is given by σ(X U Y)/σ(X).
In other words confidence of the association rule X=>Y is the conditional probability that a transaction contains Y, given that it contains X. A rule is said to be confident if its confidence is not less than user specified minimum confidence (minconf). Confidence denotes the strength of implication and support indicates the frequencies of the occurring patterns in the rule. In this definition of association rules, negation or missing items are not considered to be of interest. Given a set of transactions D, it is required to generate all association rules that satisfy certain user specified minimum thresholds for support (minsup) and confidence (minconf). An itemset with k-items is called a k-itemset. Support count, denoted by σ(X) is the frequency of occurrence of an itemset X in the transactions of the database. Support of an itemset X is also expressed as percentage of transactions in the database D.
An itemset X is said to be large or frequent if its support is not less than minsup. That is an itemset is called frequent if it occurs at least in some pre specified number of transactions of the database called minimum support (minsup) . A frequent itemset is said to be a maximal frequent itemset if it is a frequent itemset and no superset of this is a frequent itemset. Discovery of frequent itemsets from large transaction database has been a central component for mining association rules [2] [3]. Apriori [2] is one of the prominent algorithms for mining association rules. The task of mining association rules consists of two sub problems [1] [4]:
Step 1: Find all the large or frequent itemsets with respect to a pre specified minimum support. This step is computationally and I/O intensive. Given m items, there can be potentially 2 m itemsets, m ϵ Integer and m > 0. Efficient methods are needed to traverse this exponential itemset search space to enumerate all the frequent itemsets.
Step 2: Generate the association rules which are confident from the large itemsets discovered. This step is relatively straight forward. Rules of the form X\Y=>Y are generated for all the frequent itemsets X, where Y X subject to the condition that the rules have at least minimum confidence.
The performance of the mining association rules is determined by the efficiency of the method to solve the first problem in step 1 [2] . Research issues related to association rules include measures of interestingness and reduction of huge number of discovered rules. Support and confidence are two widely used measures of interestingness. Other parameters include correlation (or lift or interest) and conviction [5] .
With average inter itemset distance association rules are reinforced with additional meaning. The constraints support, confidence and average inter itemset distance are used conjunctively to reduce the number of association rules. In this paper a detail algorithm based on apriori algorithm is designed and implemented to calculate average inter itemset distance and discover the association rules with thresholds on average inter itemset distance along with support and confidence without scanning the database further. The apriori algorithm is also implemented and the results of both the methods are compared. Moreover, the necessary theoretical foundation for the calculation of average inter itemset distance is also put forward. The proposed algorithm applies a level wise approach of scanning like the apriori algorithm in which frequent n -itemsets become the seeds for generating the candidates for the next i. e. (n +1) th pass of the database and so on until no higher order itemset are found.
Inter Itemset Distance (IID)
Inter itemset distance (IID) of an itemset is the length of separation or gap within the lifespan of occurrence of an itemset in terms of the number of intervening transactions of non occurrence of the itemset between two successive occurrences of the same itemset in the transactions of the database. For an itemset with a solitary occurrence in the whole database, inter itemset distance cannot be defined. The minimum value of inter itemset distance of an itemset is zero if the itemset has occurred in two consecutive transactions and otherwise it is non zero. Since the occurrences of an itemset in the transactions of the database is random therefore, the lengths of various gaps between occurrences (i.e. the inter itemset distances) of an itemset are not identical between every pair of its occurrences in its lifespan. Therefore, the total inter itemset distance of an itemset is calculated. The average inter itemset distance of an itemset is calculated by dividing the total inter itemset distance of an itemset by the number of gaps of non occurrences of the itemset in its lifespan.
Average Inter Itemset Distance (IID) or Spread indicates how closely or sparsely an itemset occurs in the database within its lifespan. It gives insight about the distribution pattern of occurrence of an itemset across the database. Frequent itemset discovery algorithms have not considered this and the lifespan of occurrence of an itemset while counting support. The rules are generated without any information about such pattern of occurrences. Based on preliminary level of experimentation, this approach helped to reduce the number of association rules but a detail algorithm is not incorporated in [6] . Itemsets with identical support may not have the same Average Inter Itemset Distance. Together with support, Average Inter Itemset Distance or Spread is used as another measure for quality for association rules. The smaller the threshold for Average Inter Itemset Distance the closer will be the spacing between the successive occurrences of an itemset.
Outline of the Paper
The paper is divided into five sections excluding the introduction section in which the concept of association rule mining and average inter itemset distance is presented. In the "Related Works" section leading algorithms for association rule mining particularly the apriori algorithm and its improvisations are presented. Further, various recent works and techniques concerning reduction of association rules are studied and discussed. In section, "Theoretical Formulation of Inter Itemset Distance" the concepts related to average inter itemset distance or spread are defined and their mathematical formalisms are presented. The minimum and the maximum limits of the Average Inter itemset Distance (IID) are derived in this section. In the next section the detail algorithm is presented and explained for the mining association rules with average inter itemset distance along with support and confidence. In Implementation section, the results of the implementation of the proposed algorithm and the apriori algorithm are described and compared. The paper ends with concluding remarks.
RELATED WORKS
The Apriori algorithm [2] proceeds in a level wise manner in the itemset lattice with a candidate generation technique in which only the frequent itemsets found at a level are used to construct candidate itemsets for the next level. Over the last decade and a half many improvisations and incremental development of the apriori algorithm including parallel algorithms have been reported in the literature with a view to improve the computational performance. The partition algorithm [7] is one such algorithm which minimizes the database scans to only two by partitioning the database into small partitions so that each can be accommodated in the main memory. In the FP-growth algorithm [ 
THEORETICAL FORMULATION FOR INTER ITEMSET DISTANCE
In this section, a theoretical formulation for mining association rules with average inter itemset distance or spread is developed.
Basic Definitions
Some basic definitions in connection with average inter itemset distance for frequent itemsets are given below.
Definition1: Inter Itemset Distance (IID) of an itemset:
The Inter Itemset Distance (IID) or Spread of an itemset is defined as the number of intervening transactions in which the itemset is not present between two successive occurrences of the itemset.
Definition2: Total Inter Itemset Distance (IID) of an itemset:
The Total Inter Itemset Distance (IID) of an itemset among all successive occurrences of an itemset is defined as the sum of the number of all the intervening transactions in which the itemset is not present between every two successive occurrences of the itemset within the lifespan of the itemset.
Definition3: Lifespan of an itemset (l s ):
The life span (l s ) of an itemset is the number of transactions, starting with the first occurrence (TID first ) to the last occurrence of the itemset (TID last ) (inclusive of both the transactions of first and the last occurrences). It is assumed that the TIDs are numbered serially without any break. Thus, l s = TID last -TID first + 1 i.e. l s = n l -n i + 1, n l > n i (1)
Where for an itemset, n i is the TID of its first occurrence and n l is the TID of its last occurrence.
Ex. Let for an itemset n i = 51, n l = 87 then, l s = 87 -51 + 1 = 37.
Definition4: Average Inter Itemset Distance (IID) or Spread of an itemset:
The Average Inter Itemset Distance (IID) or Spread of an itemset among all successive occurrences of an itemset is defined as the sum of the number of all the intervening transactions in which the itemset is not present between every successive occurrences of the itemset within the lifespan of the itemset divided by the number of gaps of non occurrences of the itemset.
Definition5: Gap of non occurrences of an itemset:
A gap of non occurrence consists of all the transactions in which the itemset has not occurred between any two of its successive occurrences.
The length of a gap of non occurrence of an itemset is 0 (zero) when the itemset has occurred in two consecutive transactions and it is non zero when there is at least one transaction in which the itemset has not occurred between two successive occurrences of the itemset in its life span. A gap of non occurrence cannot be defined for an itemset whose support count is either 0 or 1. The total number of gaps of non occurrences of an itemset is one less than the support count of the itemset.
Range of Values for Average Inter Itemset Distance (IID) or Spread of an Itemset
Let n = |D| be the number of transactions in D and σ, the Specified support threshold in percentage. The support count (c) of an itemset is converted to percentage support (σ) by doing (c/|D|) * 100 i.e. (c/n) * 100. Therefore, range for percentage support (σ) is 0 ≤ σ ≤ 100
Similarly the range of Average IID or spread of an itemset X, denoted by Average IID (X) or spread (X) is given by
The lower limit on average IID or spread of an itemset is zero. The range for an average IID is specifiable at the beginning of the algorithm and based on this, the user input threshold for average IID or spread can be specified. At first all the frequent 1-itemsets having support higher than the input support threshold and which are also closely spaced are discovered. If calculated exclusively, then for σ = 50%, (average IID or spread) max = (n -nσ)/(nσ -1) = 1/ (1-2/n). If n is large, then 2/n → 0 and hence (average IID or spread) max = 1. Thus the proposition is consistent. This proposition is based on the fact that if an itemset has support = 50%, then the itemset is not present in 50% of the transactions. Calculating exclusively for such an itemset, we get the same result. (Average IID or spread) max = (n -nσ)/(nσ -1) = (n -n/2)/ (n/2 -1) = (n/2)/ (n/2 -1). For n = 100, (average IID/average spread) max = (100/2)/ (100/2 -1) = 1.024 ≈ 1.
Ex.2. If σ = 0%, i.e. when there is no presence of an itemset in the database, then (average IID or spread) max = (n -nσ)/(nσ -1) = -n. This is undefined since -n does not have any significance and hence the concept of inter itemset distance IID does not arise.
Ex.3. If
, that is when the itemset is present in all the transactions of the database, then the value of (average IID or spread) max is zero since there is no gap among the occurrences of the itemset. Thus (average IID or spread) max = (n -nσ)/(nσ -1) = (n -n)/ (n -1) = 0.
Average IID/Average spread in terms of lifespan of an itemset: For an itemset with given percentage support (σ) in a database of n transactions
Here, nσ is the support count.
Ex.4.
Let n l = 67, n i = 11 and σ = 40%, n = 100. Average IID or spread = (l s -nσ)/(nσ -1) = 17/39 = 0.45.
Closely Spaced -n Itemsets and Closely Spaced Frequent or Large -n Itemsets
The itemsets which satisfy input threshold for both support and Average Inter Itemset Distance or Spread are called Closely Spaced Frequent Itemsets (CSFI) or Closely Spaced Large Itemsets (CSLI). The itemsets of cardinality n which satisfy the input threshold for Average Inter Itemset Distance or Spread are called closely spaced n -itemsets. For Closely spaced n -itemsets the average inter itemset distance is less than or equal to the specified threshold.
Definition 6: Closely Spaced -n Itemset:
Let I = {i 1 , i 2 , i 3 , … …. …. i m } be a set of literals called items and D be a database of transactions, where each transaction T is a set of items such that T I. Given an itemset X I, a transaction T contains X if and only if X T. An itemset X of cardinality n (n is an integer) is said to be closely spaced n -itemset in its lifespan if its average IID or spread is less than or equal to the user specified threshold value for maximum average IID or spread (d). Thus for a closely spaced n -itemset Average IID (X) or Spread (X) ≤ d
Where, d is the user specified threshold value for maximum average IID or spread for an itemset. Where, σ is the threshold for minimum support and d is the threshold value for maximum average IID or spread for the itemset X. The range of d is given by (2) above.
When average inter itemset distance or spread is used as a measure of interestingness along with support for the discovery of closely spaced frequent itemsets, then threshold values must be provided as input for both the parameters. An itemset X of the database D may be closely spaced based on the user specified value of average inter itemset distance d without being frequent. Such closely spaced itemsets has other significance. Such an itemset though not frequent in the context of the whole database but occurs due to sudden event related to the concerned domain of the database. However, this problem needs to be studied differently. Discovering all closely spaced itemsets along with their average inter itemset distances and all the closely spaced frequent itemsets along with their supports and average inter itemset distances is a non trivial problem if the cardinality of I, the set of all the items of the database of transactions D is large. The problem is to identify which of the subsets of I are frequent and closely spaced. 
Calculation of Average Inter itemset Distance (IID) or Spread
Where, m is the TID of the transaction in which the itemset has its last appearance. The apriori algorithm is modified for the calculation of d and d i, i+1 . The lifespan of a frequent and closely spaced itemset is discovered without making any additional scan of the database. It is also observed that itemsets with same support and same size does not necessarily have the same average inter itemset distance or spread.
AN ALGORITHM FOR MINING ASSOCIATION RULES WITH AVERAGE INTER ITEMSET DISTANCE
Mining association rules with average inter itemset distance, support and confidence further refines the association rules discovered with support and confidence. An algorithm is designed based on the level wise approach of the apriori algorithm and is described below. We call the association rules which satisfy the pre specified values of support, confidence and average inter itemset distance as the closely spaced association rules to distinguish them from the conventional association rules.
Problem Decomposition
The problem of mining association rules with average inter itemset distance, support and confidence is decomposed into three broad steps:
Step 1: Find all the frequent itemsets having support greater than or equal to the user specified minimum support threshold σ.
(ii)
Step 2: Find the average inter itemset distance or spread (d) for each of the frequent itemsets discovered in step 1.
The actions of these two steps are performed in the same pass of the algorithm for each scan of the database. This process is continued till all the frequent n -itemsets and all the closely spaced frequent n -itemsets are discovered. This takes n scans over the database, the same as the number of scans in the apriori algorithm. The frequent n -itemsets and closely spaced n -itemsets are stored along with their support and average inter itemset distance.
(iii)
Step 3: Use the frequent and closely spaced itemsets to generate the association rules with respect to the pre specified threshold values. An algorithm by modifying the apriori algorithm is proposed below.
Proposed Algorithm
Based on the above problem decomposition, the proposed algorithm has the following segments: (ii) Mining Closely Spaced Large -k Itemsets (SL k )
The modified apriori algorithm to mine Closely Spaced Large k -Itemsets from transaction databases and to generate corresponding association rules with respect to thresholds for support, Average Inter Itemset Distance (IID) and Confidence from the discovered Closely Spaced Large Itemsets is given below. It contains algorithms to mine Closely Spaced Large k -Itemsets, Closely Spaced Large 1 -Itemsets [as in (i) above], to generate Candidate k -itemsets from Large (k-1) -itemsets, to prune Candidate-k itemsets (same as in apriori), and then to generate the Closely Spaced Large k -itemsets and finally to generate the association rules from the Closely Spaced Large k -itemsets. Output: SC k , the closely spaced candidate sets of size k which are actually candidate itemsets of size k for becoming large itemsets of size k (L k ) and closely spaced itemsets of size k (S k ) (k ≥ 2). From these candidate itemsets, the large k -itemsets L k based on input values of support (σ) and the closely spaced k -itemsets i.e. S k (k ≥ 2) based on the input values of Average Inter Itemset Distance (d) are discovered. Therefore, these candidate sets are called Closely Spaced Candidate k -itemsets (k ≥ 2) and denoted by SC k .
Steps:
if (k -2) of the elements in I and J are equal then 7.
SC k = SC k U ({I U J}; 8. } 9. } 10. Return (SC k ); 11. END.
(iv) Prune Candidate k -Itemsets (SC k ): Algorithm to Prune Candidate Itemsets (SC k ) generated in [3] above is as follows. 
Analysis of the Algorithm
The computational complexity of the proposed modified algorithm depends upon support threshold, number of items, number of transactions and the average width of the transactions in the dataset. The value of the Average Inter Itemset Distance threshold will not affect the computational complexity of the proposed algorithm since it is not required to make any extra pass of the dataset while counting the value of the Average Inter Itemset Distance of each candidate itemset.
Time Complexity of the Proposed Algorithm
(a) Generation of Frequent -1 and Closely Spaced -1 Itemsets: These two tasks are performed in the same loop of the algorithm and hence no extra scan of the database is required to calculate the Average Inter Itemset Distances of the Candidate -1 itemsets. In this step the frequent -1 (L 1 ) and Closely Spaced -1 (S 1 ) Itemsets are determined. Thereafter, the set of Closely Spaced Frequent -1 Itemsets are found by the intersection of L 1 and S 1 . If w is the average transaction width and n is the total number of transactions in the database then this operation requires O(nw) time.
(b) Candidate Generation: To generate candidate k-itemsets, pairs of frequent (k -1)-itemsets are merged to determine whether they have at least k -2 common elements. Each merging operations requires at most k -2 equality comparisons. In the best case, every merging step produces a viable candidate k-itemset. In the worst case scenario, the algorithm must merge every pair of frequent (k -1)-itemsets found in the previous iteration. Therefore, the overall cost of merging frequent itemsets is
During candidate generation a hash tree is also constructed to store the candidate itemsets. The cost for populating the hash tree with candidate itemsets is O( ∑ w k=2 k | C k |), where k is the maximum depth of the tree.
During candidate pruning, we need to verify that the (k -2) subsets of every candidate kitemset are frequent. Since the cost for looking up a candidate in a hash tree is O(k), the candidate pruning step requires O ( ∑ 
IMPLEMENTATION AND RESULTS
The apriori and the modified apriori algorithms are implemented in Java with windows XP operating system in a PC with Intel Core2 Duo Processor and 512MB of RAM. The data set used is the retail dataset of size 4.2MB available in the UCI repositories. The significance of Average Inter Itemset Distance is: the lesser the value of Average Inter Itemset Distance of an itemset, the nearer are the occurrences of the itemset in the transactions of the dataset. A closely spaced large itemset has to fulfill the two threshold values viz. the minimum support threshold and the maximum Average Inter Itemset Distance threshold. As a result, the number of qualified itemsets for rule generation reduces and hence the number of generated rules also reduces with the added meaning obtained from the Average Inter Itemset Distance for the rule. The quantity of reduction of frequent itemsets as compared to the conventional a priori approach depends on the threshold values of both the parameters. In the case of high support and small value of Average Inter Itemset Distance, the number of frequent sets discovered will be less as compared to low support and high value of Average Inter Itemset Distance.
(1)The following (table1) shows that the number of discovered large itemsets and the corresponding association rules in the modified version of the algorithm is reduced.
Table1: Number of Rules with apriori algorithm (min_ sup (2%) and min_conf (20%)) and modified apriori algorithm (min_ sup (2%) and min_conf (20%) and AverageIID=20.0).
As shown in the graph the modified algorithm efficiently reduces the number of association rules and the execution time required are comparable.
2. Behaviour with variation in minimum confidence threshold at constant minimum support and AverageIID: The following results are obtained as a result of comparison of the effect of varying minimum confidence on both the apriori and the modified apriori algorithms with fixed minimum support and fixed averageIID for a dataset of size 100kB(Table2). It is observed that in the case of apriori algorithm the number of rules decreases more rapidly with respect to different minimum confidence threshold as compared to the modified algorithm ( Figure 3) . Further, the execution time and their difference remain nearly constant for both the apriori and the modified algorithm for different minimum confidence threshold values (Figure 4 ).
Figure3:
Comparison of the association rules discovered with the apriori algorithm and the modified algorithm by varying the minimum confidence threshold at constant minimum support threshold. 3. The effect of varying averageIID with the Modified Algorithm at constant minimum support threshold (1%) and minimum confidence (20%) for a dataset of size 100kB is shown below ( Comparative Performance: The comparison of the conventional and the modified apriori algorithms shows that the number of discovered large itemsets and the association rules in the modified version of the algorithm is reduced with the introduction of the average inter itemset distance as a new measure of interestingness. We are calling such rules as the closely spaced association rules as these are discovered from the closely spaced large itemsets.
CONCLUSION
In this paper, a detail algorithm based on apriori algorithm is designed to discover frequent itemsets and association rules with Average Inter Itemset Distance along with support and confidence. A theoretical formulation is provided for Inter Itemset Distance and a range for values of Average Inter Itemset Distance for an itemset is worked out. Then both the algorithms are implemented and their results are compared while mining closely spaced frequent itemsets and the corresponding closely spaced association rules with average inter itemset distance along with the conventional measures of support and confidence. The results show that the number of generated rules is reduced in comparison to the conventional apriori algorithm. As future scope of work, the modified approach shall be extended to mine association rules integrated in database environment by using inter itemset distance.
