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ABSTRACT
Distant galaxies encapsulate the various stages of galaxy
evolution and formation from over 95% of the development
of the universe. As early as twenty-five years ago, little was
known about them, however since the first systematic survey
was completed in the 1990s, increasing amounts of resources
have been devoted to their discovery and research. This book
summarises for the first time the numerous techniques used
for observing, analysing, and understanding the evolution
and formation of these distant galaxies.
In this rapidly expanding research field, this text is an every-
day companion handbook for graduate students and active
researchers. It provides guidelines in sample selection, imag-
ing, integrated spectroscopy and 3D spectroscopy, which
help to avoid the numerous pitfalls of observational and
analysis techniques in use in extragalactic astronomy. It also
paves the way for establishing relations between fundamen-
tal properties of distant galaxies. At each step, the reader is
assisted with numerous practical examples and ready-to-use
methodology to help understand and analyse research.
Here is presented an excerpt of about 20% of the book con-
tent.
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Introduction
Galaxies are complex objects comprising hundreds of billions of stars,
multiple gas phases, and dust. Present-day galaxies are organized into
a well-defined sequence, the Hubble Sequence. Galaxy complexity
naturally increases with redshift, since distant galaxies are likely the
subject of transformation mechanisms. The study of distant galaxies
is particularly enthralling since the Cosmological Principle infers that
they are causally linked to the present-day ones.
There are considerable difficulties in studying distant galaxies.
The more distant they are, the more they bear witness to the earliest
stages of galaxy formation, but this is accompanied by faintness,
smallness, and redshifted emissions, all challenges for interpreting
their observation. Theoretical interpretations require the determi-
nation of stellar and gas mass, star formation, and heavy element
abundances, all of which are quantities obtained indirectly, and which
are afflicted by uncertainties and systematics both large and numer-
ous. Galaxies are also not homogeneously distributed in space, and
their spectral energy distributions are affected by redshift, stellar
ages, abundances and dust, thus complicating the rationale of their
selection.
This handbook includes a state-of-the-art description of the sam-
pling and selection effects, based on observations with current instru-
ments at large telescopes and using complementary approaches
including photometry, imagery, as well as integrated and spatially-
resolved spectroscopy. Such methods can be found in a myriad of
scientific papers or reviews, synthetized for the first time in a single
book. It aims to be a vital tool for teaching final-year undergraduate
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and postgraduate courses on the topics of “Galaxies” and Observa-
tional Cosmology. A number of illustrated examples will assist the
reader in deriving various galaxy physical quantities from observ-
ables. The book shows or proposes numerous methods to derive
physical quantities from observations, but also expresses reasonable
doubts about far-reaching conclusions made on minimal or insuffi-
cient data. Masters and PhD students are encouraged to use it while
preparing research projects, including telescope time proposals or
articles. Academics may inquire about the numerous aspects sur-
rounding their field of research, which they can better evaluate.
The first chapter establishes how a galaxy sample can be gath-
ered and the many associated caveats which may hamper theoretical
interpretations. It addresses the statistical completeness issue, the
redshift measurement, the luminosity function analysis, and finally
the possibility to causally link galaxy samples from different epochs.
The second chapter provides an overview of the basics of imagery
and photometry and their uncertainties, as well as the heightened
complexity of morphological analyses. A method to derive the lat-
ter analyses is proposed, which minimizes systematics while allowing
to derive stellar mass and star formation from the energy distribu-
tion. The third chapter provides a comprehensive basis for integrated
spectroscopy, showing how one can derive the heavy element abun-
dances of their gas phases and star formation rates (SFRs), as well
as determine the metal abundances from UV absorption lines and
constrain the stellar populations. In principle, velocity is the most
directly determined parameter for distant galaxies, and it is the role
of Chapter 4 to introduce the considerable limitations caused by
galaxy faintness and smallness. It then includes a full description
of existing methods for reducing data cubes with a comprehensive
treatment of sky residuals, and proposes a method to derive then
classify the dynamical state of galaxies, called “morpho-kinematics”.
Chapter 5 describes how to synthesize the numerous observations
provided for a single, distant galaxy, to determine its physical prop-
erties and allow its modeling. It addresses the important question of
stellar mass evaluation as well as that of the gas in its various phases.
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It finally shows the subsequent strengths and weaknesses of scaling
relations between mass, velocity, abundance, and star formation.
Chapter 1
Samples and Selection Effects
Here it is an excerpt of Chapter 1.
1.1 Pre-selection of a sample prior to redshift measurement
Cosmological variance plays an important role in studies of distant
galaxies. Variations of the galaxy density are expected at clustering
scales of 5 Mpc to 10 Mpc, implying a minimal size of a deep pen-
cil beam of ∼100 arcmin2. Nevertheless, large scale structures like
filaments are larger than that and some well-studied fields (e.g., the
GOODS-South field and the scientific results derived from them may
be significantly affected, see (Gilli et al., 2003, Vanzella et al.,2005,
Ravikumar et al., 2007).
Typical variations in luminosity density can be up to a factor
2 from one field to another and large scale structures may have a
considerably effect on the LF that one derives (see Sec. 1.4.2 and
example therein). This is a strong reason for one to consider more
than one field when studying distant galaxies. Generally an uneven
number of fields, from 3 to 7 is ideal to perform a redshift survey,
allowing a statistically valid check of cosmological variance effects.
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1.1.1 Depth of the photometry and selection effects related
to surface-brightness
Galaxies should be selected from a sufficiently deep photometric cat-
alog. The photometric catalog can be tested by the photometric
completeness to the deepest counts in the literature. It is gener-
ally accepted that the catalog should be complete down to ∼1–2
magnitudes fainter than the limit used to perform the galaxy selec-
tion in a redshift survey.
Doing otherwise can cause an important fraction of extended
sources with relatively low surface brightness to be missed, especially
at high redshifts where cosmological dimming effects become very
important. Additionally, selecting more distant galaxies is increas-
ingly difficult as they are many more intrinsically faint foreground
galaxies (see Sec. 1.6). These distant galaxies often need photo-
metric and spectroscopic measurements in NIR, which are further
affected by surface brightness dimming. The light from extended dis-
tant galaxies is affected significantly by cosmological dimming with a
factor of (1+z)−4 that applies to the surface brightness (bolometric)
luminosity of these objects. The strong redshift dependence of this
effect can significantly affect the fraction of light detected in the outer
isophotes of a galaxy, and can lead to galaxies being excluded from
the sample. Cosmological dimming strongly affects extended sources
as well as the faint sources at large redshifts. Deep photometry is
therefore required to pre-select galaxies in an unbiased way before
attempting to determine their redshifts from spectroscopy (see Ex.
Photometric depth to recover z = 0.9 spiral galaxies).
Example 1.1: Photometric depth to recover z = 0.9
spiral galaxies
Let us assume that most spiral-like galaxies at z = 0.9 have a
central surface brightness similar to that of local spiral galaxies
(µ0(B) = 21.5). Figure 1.1 shows that to recover most spiral-like
galaxies up to z ∼ 0.9 in a I = 22.5 limited sample, it requires
a photometry with a completeness up to I = 23.5. This also
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implies that detecting lower surface brightness galaxies requires
increasingly deeper photometry.
Distant galaxies are forming more stars than present day galaxies
and their intrinsic surface-brightness can be expected to be enhanced,
making these objects easier to detect. However, the fraction of low
surface brightness galaxies in the distant universe is unknown and
these objects are most likely to be excluded from a sample. It is
therefore crucial to begin by requiring deep photometry as a starting
point if one wants to avoid severe biases while selecting a sample of
distant galaxies.
Fig. 1.1: Photometry of distant galaxies and related surface brightness selection effects
(from the CFRS project, (Lilly et al., 1995), c©AAS, reproduced with permission). Left:
Number counts of objects with different exposure times. The CFRS reached down to
IAB = 22.5 (assumed to be IAB , vertical line) and all source counts are complete to
this limit, although only 4 h exposure (with CFHT) allow a completeness to IAB = 23.5
(compare it to the dashed line that represents the deepest counts). Right: Fraction of
IAB = 22.5 galaxies that are recovered by the CFRS image detection algorithm, as a
function of the central surface brightness. A large exposure time (3–4 h) is necessary to
recover ≥90% of objects with µ(I) = 24.5 that correspond to a face-on, L∗exponential
disk with a scale-length h = 6.6kpc at z = 0.9 and with a rest-frame central surface
brightness of µ0(B) = 21.5.
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1.1.2 Other selection effects: Malmquist bias, Eddington
bias, and lensing effects
There are several gotchas that can negatively affect the quality of a
sample of distant galaxies. Even when attempting to select a sample
of distant galaxies with a simple criterion, there are several selection
effects that can impact scientific results derived from that sample. It
is therefore necessary to carefully select the field, the limiting mag-
nitude and the sample size of a survey.
This also implies that one needs to avoid several selection crite-
ria, as the combination of the many related selection effects can be
complex and can very severely affect the representativeness and then
the whole scientific outputs derived from such a sample.
1.1.2.1 Malmquist bias
The Malmquist bias is probably the best known selection effect,
although it affects all average properties of galaxies, such as the
luminosity density, and therefore star formation or stellar density.
A survey that is limited by a simple apparent magnitude criterion
would be unable to detect intrinsically faint galaxies in its highest
redshift bin, while those would be included in the sample in the
lower redshift bins. This is illustrated in Fig. 1.2, which also indi-
cates (see the dotted lines) how to prepare a sample not affected by
the Malmquist bias. Neglecting this may lead to significant errors in
interpreting, for example, scaling relations (see Chapter 5).
Naturally, calculations of the luminosity density evolution need
to be corrected for this effect. At a given redshift bin, one can use
the immediately lower redshift bin to evaluate the contribution of
the galaxies that have absolute luminosity just below the luminosity
cut-off (see, e.g., Lilly et al., 1996). This approach however requires
a significant number of galaxies in relatively narrow redshift bins to
allow corrections that do not depend too much on evolution.
1.1.2.2 Eddington bias: magnitude errors near the magnitude limit
Even the most simple and secure case of a magnitude limited sample
can be affected by subtle selection effects. For example, consider a
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Fig. 1.2: Absolute, k-corrected Mr SDSS magnitudes of galaxies (black points) selected
from the GAMA survey as a function of redshift (adapted from (Rodrigues et al., 2015).
These absolute magnitudes are relatively good proxies for stellar mass. The solid and
dashed lines represent the GAMA selection with mr ≤ 19.8 and ≥ 14.5, respectively.
Selecting 0.05 < z < 0.2 galaxies between these two lines would cause an important
Malmquist bias, since for example, low luminosity galaxies with Mr >−20 are not
detected at z = 0.2, while they represent most of the sample at z = 0.05. Avoiding
such a bias requires selecting galaxies in the area delineated by the dotted lines (see also
the two vertical arrows), which eliminates the low luminosity galaxies lying within the
dashed area. The crosses represent two galaxies for which the horizontal, double arrows
indicate how Vmax can be calculated for establishing the LF (see Sec. 1.4.2 and Eq. (1.5)).
sample limited to the magnitude of m, and for which the error in
measuring the magnitude is δm. It is often true that the number of
fainter galaxies (those with m + δm) is larger than the number of
brighter galaxies with m − δm. For a random distribution of errors
between±δm, there will be more sources intrinsically fainter than the
limiting magnitude included in the sample than sources intrinsically
brighter: this is the Eddington bias. It may seriously affect a sample
or a part of a sample where the number count density is very steep.4
This is the case for example with rare luminous (L > L∗) galaxies at
4This happens when p > 1 for number count density following n ∼ f−pν .
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the highest redshift bin of a survey, or with any bright sources that
are barely detected at large distances.
The Eddington bias can become important when combined with
significant photometric errors.
To recover the actual number count, Monte Carlo simulations
accounting for the distribution of the noise signal can be compared
to the deepest observed counts (see Ex. The Eddington bias for inter-
mediate redshift LIRGs observed by ISO in 1998 ). This again shows
the need for accurate magnitude measurements, especially near the
magnitude limit of the galaxy sample.
Example 1.2: The Eddington bias for intermediate
redshift LIRGs observed by ISO in 1998
The satellite ISO detected for the first time the Luminous
InfraRed Galaxies (LIRGs) at intermediate redshifts, providing
the first estimate of the density evolution of the star formation
including both UV and IR wavelengths (Flores et al., 1999).
However ISO was significantly less sensitive than Spitzer and
these LIRGs were detected with S/N > 4 and > 3 for the
complementary list. Although LIRGs are much more abundant
at intermediate z than locally, they are still rare sources and
the slope of their number counts, as derived using Spitzer, is
p = 1.7. However number counts from ISO (see Fig. 1.3) result
in a steeper slope of p = 2.3 because objects with flux below 250
microJy are far more numerous than the brighter ones. This is
therefore a good demonstration of the effect of Eddington bias.
1.1.2.3 Effect of gravitational lensing near the magnitude limit
Gravitational lensing can also cause a somewhat similar selection
bias when a galaxy sample is obtained near the line-of-sight of a
mass density such as a galaxy cluster or a super-cluster.
Gravitational lensing affects the observed sources density since
it causes a brightening of background sources by δ log(fν) =
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Fig. 1.3: The number counts of ISO sources with S/N > 3 are shown by the histogram.
The dashed line corresponds to a slope p = 2.3 (n ∼ f−pν ) fitting approximately the
observed counts. However, deeper observations showed that the slope should be p = 1.7
(solid line). This effect is due to the Eddington bias, and approximately 25% of the
sources in this histogram are almost certainly below the ISO delection limit (250 microJy)
and have included into the sample as a result of their large flux calculations errors (from
Flores et al., 1999).
log(magnification) (or δm = −2.5× log(magnification)) while reduc-
ing the area behind the lens due to the convergence of the light beam
by a factor equals to (magnification)−1. This results in a factor of
log(n/n0) = (p − 1) × log(magnification), where n is the observed
galaxy number density, n0 is the source density if there were no
lensing, and p is the actual slope of the number density counts. As it
is the case with the Eddington bias, gravitational lensing especially
affects the brightest sources in a sample (or sub-sample) since the
latter often shows steep number counts.
1.1.3 K-correction and choice of the selecting magnitude
Last but not least, the preparation of a redshift survey requires a
careful choice of the wavelength at which apparent magnitudes are
used to perform the sample selection. As was discussed in Sec. 1.1.1,
the choice of the selecting wavelength λsel is crucial to (1) warrant
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a fair selection of galaxies independently of their rest-frame color
properties; (2) to accurately calculate the rest-frame luminosities.
In fact, most redshift surveys have the goal of comparing the
properties of distant galaxies at different redshifts within the survey
as well as with the properties of nearby galaxies, where optical filters
are defined from the B to the R band and also more recently up to
the K band.
Let us consider a redshift survey that is limited by a magnitude
limit defined by an observed filter centered at λsel, i.e., including all
galaxies with mλsel ≤ mmaxλsel . For each galaxy in the survey, a common
rest-frame absolute magnitude at a reference wavelength, λref , can
be computed as:
Mλref = mλsel − 5× log(dL(z))− k, (1.1)
where dL(z) is the cosmological luminosity distance and k is the
k-correction. When a source is observed at a redshift z in a filter
centered at λsel, this provides a direct estimate of the rest-frame
absolute magnitude at λsel/(1 + z), a wavelength that is generally
different than the desired λref (see Fig. 1.4).
The k-correction k has to be computed to account for this dis-
crepancy. If a galaxy happens to be at a redshift that is exactly
z = λsel/λref −1, one can compute Mλref and the k-correction is sim-
ply k = −2.5× log(1 + z) to account for the fact that the luminosity
Lν (or the flux fν that is related to AB magnitude, see Eq. (1.1)) is
not bolometric but a density per unit frequency5 (Hogg et al., 2002)
In most cases, however, a priori knowledge of the galaxy spectral
energy distribution (SED) is required to compute the k-correction.
The exact, and complex definition of the k-correction can be found
in (Hogg et al., 2002).
In practice, an estimate of the k-correction can be obtained with
a limited knowledge of the SED that only samples the rest-frame
wavelength range from λref to λsel/(1 + z). Estimating k-corrections
is simpler if all of the galaxies have actually been observed at λref in
5This assuming the energy conservation (E = ν × fν = ν0 × fν0 ), which leads to a flux
at rest fν0 that is equal to fν/(1 + z).
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Fig. 1.4: Spectral energy distribution fν(λ) of a CFRS galaxy at z = 0.5, observed
in B, V, I broad-band filters (see horizontal solid bars). Fluxes (fν) can be derived
from magnitudes using Eq. (1.1) and vice-versa. To derive mrestλref
(here the rest-frame
B magnitude at λref = 457nm, see the green, bold horizontal bar), one needs to adjust
the broad-band measurements using a spectrum (here a Sc type at z = 0.5, see the solid
line) extracted from a grid of templates (here with types ranging from Sb to Sd, see red
and blue dotted lines). Rest-frame (observed) characteristic wavelengths are indicated
on the top (bottom) of the figure, respectively (see also the vertical dot-dash lines).
Equation (1.3) provides directly the k-corrected absolute magnitude from mrestλref
.
addition to λsel, providing the very useful (mλref − mλsel) observed
color (see Fig. 1.4). The k-correction is then:
k = −2.5× log(1 + z)− (mrestλref −mλsel) (1.2)
and Eq. (1.1) simplifies to:
Mλref = m
rest
λref
− 5× log(dL(z)) + 2.5× log(1 + z), (1.3)
where mrestλref is the rest-frame magnitude that the galaxy would have
at λref in the rest frame. Figure 1.4 shows how it can be interpolated
from the (mλref −mλsel) color, which is used to assign an SED type
to each galaxy, using a grid of colors obtained from redshifted galaxy
synthesis models.
Other colors can be used to interpolate mrestλref and the k-correction,
but they should be defined over a wavelength range that includes6
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λref × (1 + z). It is however strongly recommended to avoid any
extrapolation that can lead to considerable errors in estimating
k-corrections.
For samples of galaxies spanning a small redshift range, the associ-
ated errors can be very small (∼0.05 mag) by setting λref accordingly
to the median redshift (zmed), i.e., λref ∼ λsel/(1 + zmed) (Hammer
et al., 2001). The calculations of magnitudes, colors and the use of
SED libraries are described in Chapter 2.
Old stellar populations (F, G, and K) have a strong signature at
400nm (the 400nm break) causing a strong decrease in luminosity at
λ < 400nm (see Chapter 2). This signature has to be accounted for
when defining λsel in redshift surveys that aim at comparing distant
galaxy properties with the properties of local galaxies. This allows
for a better determination of the stellar mass of a galaxy as the
galaxy mass can be dominated by old stars emitting most of their
light above 400nm rather than by young and blue stars with low
Mstellar/L ratio (see Ex. Selecting wavelength for comparing z = 0 to
z = 0.8 galaxies).
Example 1.3: Selecting wavelength for comparing
z = 0 to z = 0.8 galaxies
Figure 1.5 compares the k-corrections of a survey aiming at
characterizing the rest-frame B band properties of galaxies from
z = 0 to 0.8. If galaxies are selected in the observed B band,
with increasing redshift this band progressively samples the rest-
frame ultraviolet light (see, e.g., Fig. 1.4). This leads a very wide
range of k-corrections within the different SED types, that are
up to 4 mag at z = 0.75. This results in large uncertainties,
especially since the properties of the different galaxy types are
not very understood in the UV.
In contrast, a selection in the I band is an exact match to
the rest-frame B band at z = 0.82(λref = λB = λI/(1 + z) =
6For example, the V − I color may be used to interpolate the (reference) B mag from
z = 0.2 to 0.8 (see Fig. 1.4).
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λsel/(1+z)). The (B−I) color (equivalent to the (mλref −mλsel)
color) allows us to interpolate with a far better accuracy and
results in much smaller k-corrections all the way from z = 0 to
z = 0.82, because λB ≤ λI/(1 + z) ≤ λI . Figure 1.5 illustrates
that by selecting distant galaxies using the apparent B band
magnitude, one would exclude elliptical galaxies at high redshift,
since these galaxies are made of old and red stellar populations
with a low continuum emission in the UV. The I band selection
allows for a much more representative sample of galaxies up to
z = 0.82.
Fig. 1.5: Variations of the k-corrections in magnitude (from Lilly et al,., 1995), c©AAS,
reproduced with permission) for three types of galaxies, E, Sbc, and Irr, assuming the
LF is computed in absolute magnitude in B band (λref = 457nm). Left: Assuming that
galaxies have been selected from their observed B band magnitudes (λsel = 457nm).
Right: Assuming that galaxies have been selected from their observed I band magnitudes
(λsel = 832nm).
This further demonstrates how a selection in the I band (λsel =
832nm) is the best way to characterize the rest-frame B-band prop-
erties for a survey of z ≤ 0.8 galaxies.
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Surveys at z ≤ 2, 3, and 4 require a selection done in the J
(λsel = 1200nm), H (λsel = 1600nm) and K (λsel = 2100nm) band,
respectively.
When possible, it is even better to select objects in even redder
filters to sample the rest-frame properties of galaxies at wavelengths
that are not strongly affected by star formation and dust extinction,
such as the rest-frame R, I, or K bands.
Chapter 2
Imaging and Photometry
Here it is an excerpt of Chapter 2.
2.1 Galaxy Morphology
2.1.1 A pragmatic and conservative approach to classify
distant galaxies
Classifying the morphology of distant galaxies is usually with the
goal to study galaxy evolution. In order to do this, one must assume
that distant galaxies are indeed similar to nearby galaxies, i.e., that
their morphologies can be characterized using a similar sequence as
in the Local Universe. This conservative assumption is the only one
allowing to properly calibrate morphological evolution, and has been
demonstrated to be robust through comparison with kinematic stud-
ies (e.g., Neichel et al., 2008, Hammer et al.,09).
Example 2.1: How to classify a galaxy morphology
using a semi-empirical decision tree?
(1) Extract stamp and color images (see Ex. How to construct
a color image?) for all galaxies to be classified;
(2) Derive Rhalf for all galaxies to be classified (see Ex. Mea-
suring the surface brightness profile and basic properties of
a distant galaxy);
(3) Determine the compactness criterion: there is a limit below
which galaxies are too small to be reliably analyzed because
of the limited spatial resolution of the images. A strict
17
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lowest limit to the half-light radius is given by the PSF
size, i.e., Rhalf ∼ 0.5× FWHM. However, because the mea-
surement process of the other steps introduce an additional
intrinsic scatter, the real limit is larger. This limit must
therefore be derived empirically, by testing the whole deci-
sion tree on a test sample. In the case of z ∼ 0.6 galaxies
observed with HST/ACS images, (Delgado-Serrano et al.,
2010) found that this limit is Rhalf ∼ 1.33 × FWHM = 1
kpc, corresponding to 0.15 arcsec;
(4) Isolate compact galaxies in the sample using the compact-
ness criterion;
(5) Decompose all of the remaining galaxies into disk and bulge
(e.g., using GALFIT, see Ex. How to fit a galaxy with GAL-
FIT?);
(6) Assess the bulge/disk decomposition reliability using the
residual map and profile cut. Examine whether residu-
als show asymmetric and/or multiple components (see
Fig. 2.10). Check for off-centered bulges with respect to
the disk, i.e., whether the bulge and disk component are
consistent;
(7) With each reliable fit, derive the B/T flux ratio (e.g., as
given by GALFIT) and isolate sub-classes depending on the
B/T value (see Fig. 2.10);
(8) With each sub-class, examine the color maps to check
whether all peculiar sub-structures identified in the resid-
ual map and/or stamp image are associated with physically
distinct components. In cases of reliable bulge/disk decom-
position, check whether a central bulge (if present) is redder
than the disk, which is necessary to be able to classify a
galaxy as a spiral. This is similar to the appearance of spi-
ral galaxies in the local Universe and ensures that galaxies
classified as spirals are indeed comparable in terms of color
gradient at any redshift;
(9) Based on the result of the last step, assign a final morpho-
logical class to the galaxy;
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(10) Classify the whole sample using at least three different clas-
sifiers and compare the results;
(11) Repeat the classification until all classifiers agree on the
final morphological class, while keeping track of the initial
rate of disagreement, which will give an order of estimate
of the classification accuracy.
Fig. 2.10: Semi-Empirical morphological classification tree defined by Delgado-Serrano
et al. (Delgado-Serrano et al., 2010) to classify the morphology of z ∼ 0.6 galaxies.
Credit: Delgado-Serrano et al., 2010, A&A, 509, 78, reproduced with permission c©ESO.
Such a method was first developed by (Zheng et al., 2004, Zheng
et al., 2005, Neichel et al., 2008) for spiral galaxies, and extended
by (Delgado-Serrano et al., 2010) to early-type galaxies. It is a semi-
empirical method that relies on visual inspection of images using a
well defined sequence of procedures in order to limit the subjectivity
and improves the reproducibility of the classification. The sequence
of procedures is clearly defined and ordered according to a deci-
sion tree that must be followed every time a galaxy morphology is
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being classified (see Ex. How to classify a galaxy morphology using a
semi-empirical decision tree?). Specific decision trees must be created
based on what observables are available for the classification. As the
B/T light ratio is one of the most correlated parameter to the Hub-
ble sequence (e.g., De Lapparent et al., 2011), this parameter should
be at the core of any semi-empirical classification, as illustrated in
Fig. 2.10.
A decision tree based approach requires the following preliminary
steps:
(1) Ensure that all images are deep enough to avoid surface bright-
ness effects and sufficiently resolved to limit the fraction of com-
pact galaxies that are not properly resolved;
(2) Ensure that all quantities (B/T and Rhalf) are defined in an
optical rest-frame (i.e., at wavelengths larger than ∼500nm) as
well as the decomposition of the galaxy light profile to esti-
mate residuals, and scale lengths of the bulge and of the disk
components;
(3) Prepare at least one color map (see Ex. How to construct a color
image of a galaxy?).
It is only by combining all these different pieces of information
and by comparing the classifications established by three experienced
astronomers that one can achieve a robust galaxy morphological clas-
sification. Even simpler classifications compared to Fig. 2.10 can be
obtained by merging all peculiar galaxies in a single category, i.e.,
Peculiar. Indeed, it can be relatively difficult to detect merging fea-
tures such as tidal tails because they rapidly vanish within less than
few hundred years after the merger, they depend on the exact merger
orbit, and they correspond to extended and low-surface brightness
features strongly affected by cosmological dimming.
The decision tree (see Fig. 2.10), especially in the simplified form
described above, has been shown to lead to a morphological clas-
sification that is in good agreement with (1) manual classification
made by world experts in galaxy morphology (Van den Bergh 2002)
and (2) with a fully independent kinematic classification (Neichel et
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al., 2008). While the resulting classification is limited by the rela-
tively small size of the sample, it leads to a new and more modern
galaxy classification scheme, i.e., a morpho-kinematic classification
(Hammer et al., 2009 and see Sec. 4.5.4).
2.1.1.1 Color maps
Magnitude-scale color-images can be created by combining two
images in different bands (Abraham et al., 1999, Menanteau et
al., 2001, Zheng et al., 2004). A color image is only useful when
the spatial resolution of the original images is similar. Color maps
are clearly limited to objects that are properly resolved, i.e., with
sizes larger than 2–3 times the PSF size. For distant galaxies, such
images should be constructed using space telescope images. Since
the integration times of the respective band images are not neces-
sarily the same, a S/N image must also be generated to identify
reliable pixels in the color space (see Zheng et al., 2004 and Ex.
How to construct a color map of a galaxy?). The advantage of the
Zheng et al. (2004) method is that it allows one to also estimate
colors in fully extinguished regions. Color maps have a wide range
of applications, from pixel-by-pixel SED analysis (e.g., Abraham et
al., 1999, Menanteau et al., 2001, Zibetti et al., 2011), to morpholog-
ical classification (Zheng et al., 2004; Delgado-Serrano et al., 2010;
see Fig. 2.11).
Example 2.2: How to construct a color map?
(1) Construct two stamp images with the same physical size
in the two filters X and Y . You will need images that
include the sky background. Estimate their spatial resolu-
tions FWHM (see Ex.: How to estimate the spatial resolu-
tion of an image?). If for instance the spatial resolution in
X is larger than in Y , then convolve the Y image using a
Gaussian kernel of size W =
√
FWHM2X − FWHM2Y . The
IRAF task PSFmatch can be a useful tool for determining
the kernel W;
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(2) Determine the spatial shift and rotation between the two
images using at least three stars located as close as possible
to the target galaxy and align the two images. Both images
should be aligned down to a precision that is smaller than
one pixel in both directions;
(3) Construct the color map µX−Y defined as23:
µX−Y = −1
2
log
(
σ2X
F 2X
+ 1
)
+
1
2
log
(
σ2Y
F 2Y
+ 1
)
+log (FX/FY )
The associated noise within each pixel can be calculated
using Eq. (10) of Zheng et al. (2004):
σ2X−Y = log
(
σ2X
F 2X
+ 1
)
+ log
(
σ2Y
F 2Y
+ 1
)
Here, both the signal and noise include both the source and
background. These relation are based on the property that
σ2X and σ
2
Y are dominated by Poisson noise, which are close
to being Log-normal distributions, which therefore allows
one to estimate the associated S/N map as µX−Y /σX−Y .
(4) Threshold the color map using a relative threshold in S/N
to select reliable pixels, e.g., those with a S/N larger than
four times the mean S/N in the background.
23Note that the corresponding Eq. (9) of Zheng et al., (2004) misses a square factor
in the denominators, and that µX−Y is positive for Poisson statistics with at least two
counts.
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Fig. 2.11: Examples of B–z color maps for two z ∼ 0.6 galaxies from the IMAGES
survey. Credit: Neichel et al. 2008, A&A, 484, 159, reproduced with permission c©ESO.
Top panel: J033226.23-274222.8, which was classified as a spiral galaxy. The inner
red ellipse corresponds to ∼ Rhalf with B − z = 2.2, while the outer blue ellipse
corresponds to ∼ 2.Rhalf with B − z = 1.8. The B − z color between Rhalf and
2.Rhalf is found to be ∼1.5. This difference of color as a function of aperture size,
typical of z ∼ 0.6 spirals (see [Fig. 10] Neichel et al., 2008), can significantly bias
the photometric aperture corrections (see Ex. Biases in colors caused by uncon-
trolled aperture corrections); Bottom panel : J033224.60-274428.1, which was classified
as a peculiar galaxy because of the strong color gradient between the two bright-
est components, which could be indicative of the two progenitors of an on-going
merger.
Chapter 3
Integrated Spectroscopy
Here it is an excerpt of Chapter 3.
3.1 Emission lines
3.1.1 Proper methods for measuring emission lines
Before measuring the width or flux of the lines, the observed spec-
trum has to be set to the rest-frame. This can be done by dividing
the wavelength scale by (1 + z) and multiplying the fluxes Fλ by
(1 + z). Notice that Fν should be divided by (1 + z).
At low and moderate resolution, emission lines often display pro-
files compatible with a Gaussian distribution. The line is measured
by fitting a simple Gaussian model. In galaxy spectra, lines lie above
the continuum produced by the stars, and a continuum component is
added to the Gaussian model, usually a low polynomial order (a con-
stant or a line). The flux of the line is measured by integrating the
spectra between ±3σ of the central wavelength of the fitted Gaussian
(see Fig. 3.14).
For helium and hydrogen recombination lines, such as the Balmer
lines, the underlying continuum is more complex because the emis-
sion lines are superimposed on the absorption lines produced by the
same transition in stellar photospheres (see Fig. 3.15 and Example
Correct from underlying absorption). Not accounting for the under-
lying absorption when measuring the emission lines leads to the
important underestimation of their fluxes and thus induces a bias
for all the derived properties (Liang et al., 2004a).
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Fig. 3.14: Measure of the [O iii]5007 emission line in a z = 0.6 galaxy spectrum, using
IRAF. The line is composed of a main component at the systematic velocity of the galaxy
(dashed line), and a blue shifted broad component. The total emission flux from both
components can be measured with IRAF by integrating the spectra in the vicinity of the
two components (filled area).
Example 3.1: Correcting from underlying
absorption
The most efficient method to subtract the stellar component con-
sists in fitting a synthetic spectrum from a template library to the
spectrum of each galaxy. The starlight software is taken for
illustration but the steps are valid for all full spectrum fitting
softwares. For correcting the underlying absorption in Balmer
emission lines the steps are:
(1) Adjust the spectral resolution between the templates and
the observed spectrum. A majority of softwares automatically
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match the spectral resolution between the spectral templates
and the input spectrum. This works reasonably well in high
S/N spectra and when the difference between the two spectral
resolution is not too large (Cid Ferandes et al., 2005). However,
for S/N in the continuum under ten, it is highly recommended
to adjust the template spectral resolution prior to that of the
observed spectra, using a Gaussian deconvolution. Always use
templates with higher spectral resolution than the observations.
Mismatch on the resolution induces bias in the fluxes of Balmer
lines.
(2) Mask emission lines in the spectrum to be fitted. Regions
associated with emission lines have to be excluded from the fit.
In starlight this can be done by setting the weight flag to 0 in
the input file. Special attention has to be taken when excluding
the emission in Balmer lines: the wings of the absorption line,
not contaminated by the emission line, should not be masked
since these features give strong constraints on the fit. Strong sky
emission or absorption also need to be excluded, see the grey
vertical lines in Fig. 3.15.
(3) Create a library base. The measurement of the fluxes does
not strongly depend on the choice of template library. In gen-
eral, the stellar evolutionary population models are used as base
templates in the literature because of their completeness in the
Z-age grid and their wide wavelength coverage, but empirical
stellar or star cluster libraries can also be used. The only req-
uisite is that the templates spectra cover the wavelength range
of the input spectrum and that the spectral resolution is higher
than the observed spectrum.
(4) Fit and quality control. The fitting algorithm will find
the best mix of stellar populations from the template base that
adjusts the observed spectrum.1The quality of the fit is evalu-
ated by the χ2 value and a visual inspection of critical features,
such as the wings of the Balmer lines, the 4000A˚, break and the
G band, as well as the global slope of the synthetic spectrum. If
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the slopes of the observed and synthetic spectra do not match,
check the spectrophotometric quality of the input spectrum or
wherever a nebular continuum should be added in the template
base for extremely young objects.
(5) Subtract the synthetic spectrum to the observed spectrum.
The synthetic spectrum is subtracted directly to the observed
spectrum and emission lines can be measured in the continuum-
subtracted spectrum. The continuum of the final spectrum
should be flat and close to 0. In particular, check the quality
of the fit close to emission lines. A negative continuum means
that the absorption lines have been underestimated, while a
bump suggests that the underlying absorption has been over-
estimated. Should one of these problems arise, check that: (a)
the spectral resolution has been correctly matched between the
observed spectrum and the templates; (b) the Balmer emission
lines are correctly masked; (c) if the problem remains this can
be due to the template base used, e.g., a young stellar template
may be missing.
The estimation of the synthetic spectrum is sensitive to the
wavelength window available for the fit. For example, the spec-
tral window between [O ii]λ3727 and [O iii]λ5007 has several
strong absorption lines (e.g., Balmer lines and Ca lines) and
the 4000A˚, break, which give strong constraints on the fit. The
underlying absorption in Balmer lines can thus be accurately
constrained when fitting this wavelength interval.
There are many softwares designed to automatically measure
emission lines in large number of spectra and for which the stellar
continuum subtraction is included. They are generally based on the
assumption that emission lines have simple Gaussian profiles. Since
this is not always the case and that at increasing redshifts, galaxies
have more complex and disturbed kinematics (Yang et al., 2008),
8At this point, we strongly advise against using the fit results to formulate any conclu-
sion about star formation history, extinction, or stellar mass. The reader is referred to
Sec. 3.8 for a complete discussion on stellar population decomposition.
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Fig. 3.15: Correcting from underlying absorption in a spectrum of a z = 0.66 galaxy.
Up: The continuum of the rest-frame spectrum (black line) has been fitted using a
stellar library and the starlight software. The contribution from the stellar absorption
is plotted in red line. The insert box is a zoom on the Hβ line. The emission line and
the underlying absorption are clearly visible in the Hβ line. The regions affected by
sky lines and the strong O2 absorption feature from the atmosphere (at 7600A˚, in the
observed frames) are indicated by grey areas and have been masked during the fit. Down:
Final spectrum following subtraction of the stellar continuum, from which the flux of
the emission lines can be properly measured.
such measurements can lead to systematics (∼10%). Moreover the
Poisson noise can affect the profile of faint emission lines, which may
become difficult to detect with automatic algorithms. It is thus rec-
ommended to manually measure the lines, or at least to manually
check the fit accuracy during this process.
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3.1.2 Low S/N regime: measurement bias
In most distant galaxy spectra, some of the diagnostic lines are faint
and with low S/N. Here, we show why this problem has to be treated
and provide a solution for emission line ratios as well as limits on
undetected emissions. The profile signal-to-noise, can be defined as
the median S/N in a line:
S/Nline =
Fline
σc ×
√
N
, (3.1)
where Fline is the line flux, σc is the noise of the pseudo-continuum,
N the number of resolution elements over which the line spreads. If
the line has a Gaussian profile, N is equal to six times the emission
line width.
The statistical significance is generally evaluated as a function
of the equivalent fluctuation of a standard Gaussian stochastic vari-
able. A S/N above 3 implies that the line is detected within a 3σ
significance level, and thus with a probability above 96%. However,
the 3σ significance level criterion assumes that the detected sig-
nal lies above a known background, affected with pure Gaussian
noise. These assumptions are not valid in the case of galaxy spec-
tra, since the continuum is not known a priori, and it is not constant
as a function of wavelength due to the underlying stellar popula-
tions. Even after subtracting the stellar continuum (see Ex. Correct
from underlying absorption), the background still has residual sig-
nals arising from uncertainties in the flux calibration and templates
mismatches.
In an ideal case of Poisson noise and a Gaussian line shape with
unknown background, Rola et al., (1994) demonstrated that the inte-
grated flux and S/N of a narrow emission line can be described by a
lognormal probability distribution. This has a strong impact in the
low S/N regime:
• The fluxes from lines having observed S/N under 5 are systemat-
ically overestimated, because “At very low S/N an emission line
can be detected with the help of some chance positive flux fluctu-
ation, but never if it is a negative fluctuation. Most of the time,
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the observed line intensity is the true line intensity plus a noise
intensity under the line, thus the bias”;
• Observed S/N over 4–5 (respectively 2σ and 3σ confidence level)
are required to exclude false detections;
• As for color in imagery (see Chapter 2, Sec. 2.1.1.1), the resulting
noise of the logarithm of a line ratio follows a normal distribution
(see Appendix in Zheng et al., 2004).
Estimating the upper limit of the flux of an undetected line can
be very useful, including to set limits on line flux ratios. Figure 3.16
shows how this can be done by assuming that the undetected line has
a Gaussian line-profile with a width equals to the mean width (<δv>)
of other detected lines, and a height equals to the pseudo-continuum
noise σc. The line-integrated flux is then F =
√
2pi ·σc · <δv>, where√
2pi is coming from the integration of the Gaussian profile, σc is in
flux units (either fν or fλ), and <δv> is either in Hertz or Angstrom,
respectively.
Fig. 3.16: Portion of a FORS2 spectrum of a z ∼ 0.6 galaxy, which is shown at rest-
frame. The goal is to estimate a limit on the [O iii]λ4363A˚ line while Hγ is detected and
can be used to estimate the expected width of a line (<δv>). One has to evaluate the
noise in the pseudo-continuum (σc), and from the Gaussian surface (grey area) one may
derive the maximal line flux possessed by a line at 4363A˚ above the continuum (see the
Gaussian with a dotted line) represented by the horizontal full line.
Chapter 4
Integral Field Spectroscopy
Here it is an excerpt of Chapter 4.
4.1 Data reduction of IFU observations
4.1.1 Optimizing sky subtraction with NIR IFUs
In the NIR range, residuals from the subtracted skylines are so
intense that they can still affect the detection of target emission lines
(see Sec. 3.3.3). The target has to be carefully chosen in redshift so
as to avoid contamination of the galaxy emission lines by strong
skylines, otherwise the emission line moments cannot be measured.
Figure 4.15 demonstrates how spatial and temporal variations of the
OH skylines can alter the data and the validity of its reduction and
analysis. It is thus mandatory to scrutinize the raw data cube to
investigate the presence of undesirable OH skylines prior to data
reduction and analysis.
The following Ex. Optimizing emission line S/N in the near-IR at
moderate resolution presents KMOS/VLT J band observations of a
z = 0.649 galaxy. Figure 4.16 illustrates the considerable gain when
properly removing the skyline residuals. Combined with Fig. 4.15, it
demonstrates that an R of 3000 is hardly sufficient to properly remove
OH skylines. This is because such a spectral resolution translates into
a velocity resolution of 100 kms−1, which corresponds to a signifi-
cant fraction of the velocity gradient observed in galaxies, especially
those observed at moderate inclinations. This can be avoided using
resolutions larger than 9000 (see Fig. 4.8).
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Fig. 4.15: Spatial (and sometimes temporal) variations of the OH skylines within a
KMOS data cube. Although the target has been chosen to warrant Hα in a wavelength
range devoid of OH skylines, their variations at different positions in the KMOS IFU
jeopardizes the data reduction and analysis if not accounted for. It also evidences the
considerable temporal and spatial variations of OH skylines, which justify favoring instru-
ments with sufficiently high spectral resolution.
Example 4.1: Optimizing emission line S/N in the
near-IR at moderate resolution (KMOS)
Figure 4.16a shows the spectrum of a spaxel after data reduc-
tion: the Hα line at 1.082 µm (in blue) is hardly recognizable
within the numerous spikes of sky subtraction residuals. In many
spaxels, the S/N of the line is well below the detection threshold
if the sky residuals are taken into account in the noise determi-
nation. Figure 4.16b shows the resulting velocity field for such
a nonoptimized data reduction. The S/N has to be estimated in
a region free of skylines, because sky subtraction residuals arti-
ficially enhance the noise which then result in underestimated
S/Ns. The three-steps procedure to properly estimate the S/N
is as follows:
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(1) Extracting the mean spectrum of the data cube and cre-
ate a mask of the wavelength ranges affected by sky residuals.
Spikes (both positive and negative) are easy to detect with
a peak detection algorithm because they always exhibit the
same signature restricted to a single resolution element (see Fig.
4.16a): here, one negative spike followed by a positive spike. Flag
the regions to be masked ∼ ± 2 pixels around the spikes.1
(2) The masked data cube can then be used to properly esti-
mate the S/N in each spaxel. The data cube can be smoothed
spatially using a Gaussian filter of width similar to the PSF of
the observations. Spatial smoothing can significantly increase
the S/N of the lines at the cost of reducing the spatial resolu-
tion of the observation. A Gaussian smoothing should always
be applied in the cube after the spikes have been masked out,
otherwise the noise would propagate over many pixels in the
spectra. Here a Gaussian filter of 1.5 spaxel (0.3 arcsec) in a
3 × 3 spaxel box has been used for an observational seeing of
0.5 arcsec FWHM.
(3) Using the masked and smoothed data cube, the emis-
sion line of the object can be fitted with a Gaussian profile to
measure the position, width, and flux. The noise is computed
from the unmasked pixels on both sides of the line. Figure 4.16c
shows the final velocity field map obtained by using the spatial
smoothing and spike rejection algorithms.
4.1.2 Measuring emission lines: methods and error budget
The physical and chemical properties of the ionized gas phase
in the galaxies may be studied after measuring fluxes, positions,
and profile shapes of the most prominent emission lines, such
as [O ii]λλ3726,3729A˚, Hβ, [O iii]λλ4959,5007A˚, Hα, [N ii]
λλ6549,6584A˚, and [S ii]λλ6716,6731A˚. For a preliminary analysis
of a data cube, it is recommended to visualize by eye each individual
6This assumes that the spectral resolution is sampled by two pixels; the exact λ range
to be flagged depends on the spectral resolution, i.e., the higher is the better.
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Fig. 4.16: (a) Zoom on a spectrum provided by the sum of sky-subtracted spectra over
the spaxels covering a z = 0.649 galaxy. The S/N in the continuum is estimated on a
much larger spectral window as provided by KMOS. The numerous spikes from sky-
residuals are masked (yellow and red vertical lines) within ±2 pixels. (b) Velocity field
without masking residual spikes. (c) Same as (b) after masking the skyline residuals and
applying a 3× 3 Gaussian filter of 1.5 spaxel (0.3 arcsec).
spectrum to detect possible artifacts or contamination due to sky
correction residuals or unexpected faint skylines.
The following example illustrates how errors can be estimated
after a Gaussian fit, how they can be optimized in some configura-
tions, and finally how difficult it can be to derive accurate maps of
distant galaxy properties. In this case, the presence of gravitational
lensing allows robust constraints to be established on the metallicity
radial profile for a z = 2.49 source (see Fig. 4.17). In general, this
kind of study can only be achieved for the brightest distant galaxies
and only along an average radial profile because of the low S/N in
the external regions of the galaxy, and after using Voronoi binning
(see Sec. 4.3.4.1).
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Fig. 4.17: Top-left: HST F814W and F555W band color image of a galaxy at z =
1.49, which is gravitationally lensed by the MACS J1149.5+2223 cluster (from Yuan et
al., 2011), c©AAS, reproduced with permission). The white rectangular box shows the
4.8× 6.4 FoV of the Keck/OSIRIS IFU. Bottom-left: the detected Hα emission from the
OSIRIS datacube showing three rings in which the lines are searched. Right: detection
in each ring of Hα and [N ii]6548-6584 emission lines, allowing one to constrain the
metallicity, which decreases from the center to the outskirts.
Example 4.2: Fitting three lines together
Analyses of Keck/OSIRIS 3D data have used Gaussian profiles
to fit three emission lines ([N ii] λλ6548-6583 and Hα), simul-
taneously (Yaun et al., 2011). The search for emission struc-
tures with a multiple fit permits the detection of even weak
emissions (see Fig. 4.17). In the NIR, about one out of three
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lines unavoidably lies near a strong OH sky line and the proce-
dure needs to take into account the correspondingly higher noise
level. The line profile fitting was conducted using a χ2 minimiza-
tion procedure, and the result can be checked using the fiducial
ratio of the [N ii] lines ([N ii]6583/[N ii]6548 = 3). Notice that
in this particular example, the S/N is further enhanced by grav-
itational lensing.
Measurements of emission line fluxes are detailed in Sec. 3.1.1.
Here, we focus on how to measure the centroid and width of the
emission lines which are tracing the velocity and velocity dispersion
of the gas, respectively.
Measuring these properties requires adequate S/N over a large
enough number of resolution elements. The line profile S/N can be
defined as the mean value of the flux at a given emission as follows
(Flores et al., 2006):
S/N = Σni (Si/(
√
n× σcont)), (4.1)
where n is the number of spectral resolution elements in which the
emission is detected, Si is the emission line flux at a given voxel i,
and σcont is the noise measured on the continuum. Only spaxels with
sufficient S/N should be considered for further analysis. For a sin-
gle emission line (e.g., Hα), a S/N ≥ 5 should be considered (see
Sec. 3.1.1), while for a doublet such as [O ii], the lower threshold
S/N ≥ 3 can be considered acceptable (Flores et al., 2006).
At infrared wavelengths, the S/N varies strongly as a function
of wavelength due to the numerous OH skylines (see Fig. 4.8). The
total noise is not only due to the sky background continuum noise
but also to the spatial residues of the correction. These originate
from spatial and temporal variations of the sky emission lines (see
Fig. 4.15) and further complicate uncertainty estimates. Figure 4.8
further illustrates the need for high spectral resolution in removing
faint and narrow skylines that populate spectra at λ > 0.72 µm.
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