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Abstract. Neural network image reconstruction directly from measurement data is a growing field of research,
but until now has been limited to producing small (e.g. 128x128) 2D images by the large memory requirements of
the previously suggested networks. In order to facilitate further research with direct reconstruction, we developed a
more efficient network capable of 3D reconstruction of Radon encoded data with a relatively large image matrix (e.g.
400x400). Our proposed network is able to produce image quality comparable to the benchmark Ordered Subsets
Expectation Maximization (OSEM) algorithm. We address the most memory intensive aspect of transforming the data
from sinogram space to image space through a specially designed Radon inversion layer. We insert this layer between
an initial network segment designed to encode the sinogram input and an output segment designed to refine and scale
the initial image estimate to produce the final image. We demonstrate 3D reconstructions comparable to OSEM for 1,
4, 8 and 16 slices with no modifications to the network’s architecture, capacity or hyper-parameters on a data set of
simulated PET whole-body scans. When batch operations are considered, this network can reconstruct an entire PET
whole-body volume in a single pass or about one second. Although results in this paper are on PET data, the proposed
methods would be equally applicable to X-ray CT or any other Radon encoded measurement data.
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1 Introduction
Reconstructing a medical image by approximating a solution to the so-called ill-posed inverse
problem generally falls into one of three broad categories of reconstruction methods: analytical,
iterative and more recently deep learning. The first two methods are the most extensively stud-
ied, understood and deployed to clinical and research environments. They include a long list of
techniques, models and algorithms to maximize image quality and efficiency including the use of
regularization, anatomical priors, filtering, corrections, scanner geometry design and even the ad-
dition of deep learning components inside these traditional methods. Deep learning reconstruction
techniques directly from measurement data by contrast are a relatively recent development, and
although the research is growing rapidly, an efficient neural network capable of 3D reconstructions
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with image matrix sizes above 128x128 has been lacking. In this work we propose such a neu-
ral network for Radon encoded data, fully describe the architecture and training method and then
compare the image quality results with Ordered Subsets Expectation Maximization (OSEM).
As a precondition to this research it is reasonable to ask: is medical image reconstruction an
appropriate task for a neural network? The answer to this question is found in the understanding
that feed-forward neural networks have been proven to be general approximators of continuous
functions with bounded input under the Universal Approximation Theorem.1–3 This fact combined
with ever increasing computational resources leads us to believe the study of direct neural network
reconstruction is a worthy pursuit and will eventually lead to well defined algorithms with superior
image quality. The Universal Approximation Theorem however does not guarantee the required
number of neurons is practically feasible nor that the resulting network will efficiently learn or
generalize correctly. In the case of direct reconstruction, the space of all sinograms and images
and the mapping between them is a theoretically infinite space, but in practice if the max value
of a sinogram bin is bounded (even by a large number) the mapping reduces to a finite although
potentially very large space. This is why most research uses small images (e.g. 128x128) to
exponentially reduce the size of the underlying distributions thus reducing the required learning
capacity in the network. These critical aspects of practicality in computational resources, the ability
to learn from available data, and generalize to unseen data are the focus of our research.
The neural network described herein is composed of three distinct segments: an encoder that
takes sinograms as input, a domain transformation layer that maps from the sinogram domain to
the image domain and a refinement and scaling segment that transforms the initial image estimate
into the final output. With this architecture our second segment tackles the most computationally
challenging domain transformation aspect of direct reconstruction through a novel Radon inversion
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layer. It is this new layer design that enables us to demonstrate efficient direct reconstruction of 3D
volumes with 400x400 images. Overall the contributions of this work are summarized as follows:
1. A neural network architecture for efficient 3D direct image reconstruction of Radon encoded
data;
2. Comparison of the proposed network to Ordered Subsets Expectation Maximization (OSEM)
using absolute and perceptual image measures;
3. Experimental results on the impact of varying the size of the underlying training distribution
of PET whole-body data and reconstructing data from outside the learned distribution.
2 Related Work
The terms deep learning and image reconstruction are often used in conjunction to describe a sig-
nificant amount of recent research4 that most often falls into one of two categories: 1) combine
deep learning with an analytical or statistical method such as using a deep learning prior5 or regu-
larization term,6 or 2) use neural networks as a nonlinear filter for denoising,5, 7 artifact mitigation8
and other post reconstruction tasks. Neural network image formation directly from measurement
data by contrast is significantly less common.
Early research in this area was based on networks of fully connected multilayer perceptrons9–12
that yielded promising results, but only for very low resolution reconstructions. More recent efforts
have capitalized on the growth of computational resources, especially in the area of GPUs, and
developed deep neural networks capable of direct reconstruction. The AUTOMAP network13 is
one recent example that utilizes multiple fully connected layers followed by a sparse encoder-
decoder to learn a mapping manifold from measurement space to image space. This network is
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capable of learning a general solution to the reconstruction inverse problem, but this generality
causes inefficiency requiring a high number of parameters and limiting the application to small 2D
images (128x128). DeepPET14 is another direct reconstruction neural network with an encoder-
decoder architecture that forgoes any fully connected layers. They utilize convolutional layers
to encode the sinogram input (288x269) into a higher dimensional feature vector representation
(1024x18x17) that is then decoded with convolutional layers into a 2D image (128x128). While
both of these novel methods are significant advancements in direct neural network reconstruction,
memory space requirements severely limit the size of the images they can produce.
3 Methods
3.1 Network Architecture Overview
The proposed 3D reconstruction network illustrated in Figure 1 shows three distinct segments each
designed for a specific purpose. The encoding segment compresses the sinogram input into a lower
dimensional space. The domain transformation segment uses specially designed data masking
along with fully connected layers to convert the compressed sinogram into image space. Finally,
the refinement and scaling segment enhances and upsamples the initial image estimate to produce
the final image. In the following sections, each segment is described starting with the domain
transformation layer, which is the cornerstone of the improved network efficiency, followed by first
the encoder and then the refinement and scaling segment.
3.1.1 Domain Transformation
The computational cost of performing the domain transformation from sinogram space to image
space is a key challenge with direct neural network reconstruction. In previous research this was
4
Fig 1: The proposed 3D reconstruction neural network has three distinct segments each with a
specific task. The encoding segment in (a) is composed of convolutional layers that compress the
sinogram input. The domain transformation portion takes the compressed sinogram and applies
masks to filter the data into small fully connected networks for each image patch that are combined
to produce an initial image estimate. The final segment refines and scales the initial image estimate
using denoising and super-resolution techniques.
typically accomplished through the use of one or more fully connected layers where every input
element is connected to every output element. This results in a multiplicative scaling of memory
requirements proportional to the size of the input and the number of neurons or in our case the num-
ber of sinogram bins and the number of image pixels. Along these lines, Figure 2(a,b) illustrates a
simple single layer reconstruction experiment we conducted, where each bin in 200x168 sinograms
is connected to every pixel in 200x200 images. After training this small network to convergence
using a natural image data set, an examination of the learned activation maps in Figure 2(c) of a
single pixel (left) and cluster of pixels (right), reveals the fully connected layer did indeed learn an
approximation to the inverse Radon transform. Along with the sinusoidal distribution of the acti-
vation weights, the other key observation is the majority of weights in the activation map are near
zero meaning they do not contribute to the output image and are essentially irrelevant parameters.
With insight from this initial experiment we designed a more efficient Radon inversion layer to
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Fig 2: In (a) a single fully connected layer performing domain transformation is trained to conver-
gence on 200x200 images and associated 200x168 sinograms. In this single layer an image pixel is
the weighted sum of every sinogram bin as illustrated in (b). The resulting learned activation maps
shown in (c) illustrate the distinctive sinusoidal distribution expected from learning the inverse
Radon transform and additionally that most weights in a given activation map are near zero.
perform the domain transformation. We eliminated network connections that do not contribute to
the output image by creating small fully connected networks for each patch in the output image that
are only connected to the relevant subset of sinogram data. The activation maps from the simple
experiment described previously were used to create a sinogram mask for each patch in the image.
Each of these masks is then independently applied to the compressed sinogram and the surviving
bins fed to an independent fully connected network connected to the pixels in a given image patch.
These patches are then reassembled to create the initial image estimate. When a 3D volume is
reconstructed, the transformation is carried out independently for each 2D slice in the stack, and
the volume is reassembled at output of the segment. A detailed illustration of the domain transform
segment showing the use of the masks is shown in Figure 1(b).
The primary design decision for this segment is selecting the size of the image patch to consider,
and is a trade-off between speed of execution (this can be improved with neural network libraries
with improved parallel network execution during training) and memory consumption. Considering
a half-scale sinogram (200x168) is the input to the transformation segment and a half-scale image
estimate (200x200) is the output, on one end of the spectrum a patch size of a single pixel results in
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31,415 fully connected networks (we only count pixels in the field of view). On the other end of the
spectrum if the patch size equals the entire image, only a single fully connected network is required,
but this choice also requires the maximum 1.055 billion network parameters. In our research we
used 302 pixel patches as a baseline, but have empirically found that patches with 202 to 402 pixels
provide a good trade-off between speed and memory consumption. Table 1 shows the parameter
count related to patch size selection for 200x168 sinograms and 200x200 images and additionally
for comparison includes the parameter count for AUTOMAP and a single fully connected layer.
Table 1: The selection of patch size is directly related to the required number of parameters in the
transform segment and inversely related to the number of masks and associated networks impacting
the execution speed.
Network Patch Size Input Size Output Size Segment Parameters Number of Masks
AUTOMAP na 200 x 168 200 x 200 6,545,920,000 na
Single Fully Connected layer 2002 200 x 168 200 x 200 1,055,544,000 1
Radon Inversion Layer 602 200 x 168 200 x 200 627,224,400 16
Radon Inversion Layer 402 200 x 168 200 x 200 382,259,200 28
Radon Inversion Layer 302 200 x 168 200 x 200 353,583,000 52
Radon Inversion Layer 202 200 x 168 200 x 200 238,370,400 88
Radon Inversion Layer 102 200 x 168 200 x 200 209,706,900 336
After selecting an appropriate patch size, the learned activation maps for each pixel in a patch
are summed together. However, the raw activation maps are still somewhat noisy and applying a
simple threshold to generate a mask allows sinogram bins that should not contribute to a given im-
age patch. To overcome this, the activation maps are refined using a three step process of Gaussian
smoothing with a sigma of 4, applying morphological opening and closing operations with a disk of
radius 8 to remove noise and fill gaps and thresholding using Li’s iterative minimum cross entropy
method.15 Figure 3 illustrates the mask refining process. The resulting size of the learned mask
can also be tuned by adjusting the size of the Gaussian filter and the morphological structuring
element. A somewhat simpler approach that generates less memory efficient masks, but achieves
comparable results, is to create sinogram masks by forward projecting image patches surrounded
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by a small buffer.16
Fig 3: The mask creation process begins with summing the raw pixel activation maps for an im-
age patch and then under goes a process of smoothing, morphological opening and closing and
thresholding to produce the final mask.
3.1.2 Encoding
Despite the significant efficiency gains achieved in the domain transformation segment, the original
uncompressed sinogram is still too large to process with only modest computational resources. We
initially explored simple bilinear scaling and angular and line of response mashing, but achieved
superior performance allowing a convolutional encoder to learn the optimal compression given the
available capacity in the segment. The theory and motivation behind this segment is similar to that
found in an autoencoder17 where the convolutional kernels extract and forward essential informa-
tion in each successive layer learning a compressed representation of the input data. Figure 1(a)
shows a detailed diagram of the encoding segment illustrating its architecture and chosen hyper-
parameters consisting of four convolutional layers each with 128 3x3 kernels, a Parametric Recti-
fied Linear Unit (PReLU)18 activation function and no batch normalization. Spatial down-sampling
is accomplished by the third convolutional layer employing a kernel stride of two.
One side-effect of the transform segment mask design previously described is it enforces that
the compressed sinogram retains ”Radon like” properties. When we examine the input and output
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of this segment as shown in Figure 4, we see the learned filters reduce the Poisson noise and amplify
and sharpen the sinusoidal elements while breaking the 3D input into distinct components as noted
by the varying ranges of each output.
Fig 4: The original sinogram volume (a) is Poisson resampled to simulate a corrected version
from an imaging system and this becomes the input (b) to the encoder segment, which applies
multiple layers of 3x3 filters (c) to produce a compressed sinogram volume (d) as input to the next
network segment. In this case of four slice 3D reconstruction the encoder has learned to break the
compressed sinogram into various components as noted by the differing content and scales on the
output slices.
3.1.3 Refinement and Scaling
The final network segment is responsible for taking the initial Nx200x200 image estimate, remov-
ing the noise and scaling the image to Nx400x400. There is significant deep learning research in
the areas of denoising19 and super-resolution20 to draw from for this task. The refinement and scal-
ing segment as illustrated in Figure 1(c) uses a simple two stage strategy where each stage contains
convolutional layers followed by a series of ResNet21 blocks that include an overall skip connec-
tion. This strategy is employed first at the initial spatial resolution of Nx200x200 and then again at
Nx400x400 resolution after a sub-pixel transaxial scaling by a factor of two using the PixelShuf-
fle22 technique. These two major sub-segments are followed by a final convolutional layer before
the image volume is output. All layers in this segment use 3x3 convolutional kernels with PReLU
activation and no batch normalization.
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With the goal of this segment in mind, in Figure 5 we examine an example input and interme-
diate representations at two points along the network. The input to this segment is a recognizable,
albeit very noisy, representation of the initial image estimate. Note that although two channels are
shown for intermediate representations in the figure, there are actually 32 channels produced after
each layer except that last one. Interpreting and understanding the internals of deep networks is not
yet well understood with some progress in classification networks,23 but much less in the domain
of image generation. In the first intermediate representation extracted prior to scaling the data, the
output of the first filter contains fine details while the last filter output contains more broad struc-
tures with both positive and negative elements. In the intermediate representation shown near the
end of the segment, the two extracted outputs are more recognizable. The bottom representation is
similar to the final output and the top representation resembles an embossing of some of the con-
tours in the final image, which could be used to sharpen the details in the output. Despite having
access to all of the intermediate representations and learned kernels, in what is often referred to as
a ”black box”, definitive conclusions about the intermediate steps are hard to articulate.
Fig 5: An example input to the refinement and scaling segment is shown along with two interme-
diate representations at each end of each major sub-segment.
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3.2 Neural Network Training
The proposed neural network was implemented with the PyTorch24 deep learning platform and
trained on single and dual Nvidia Titan RTX GPU configurations. In our experiments training oc-
curred over 100 epochs with each epoch having 16,000 samples randomly drawn from the training
data in mini-batches of 16. The Adam optimizer25 was used with β1 = 0.5 and β2 = 0.999, which
is similar to traditional stochastic gradient descent but maintains a separate learning rate for each
network parameter. In addition to the optimizer, a cyclic learning rate scheduler26 is employed that
cycles the learning rate between a lower and upper bound with the amplitude of the cycle decaying
exponentially over time towards the lower bound. This type of scheduler aids training since the
periodic raising of the learning rate provides an opportunity for the network to escape sub-optimal
local minimum and traverse saddle points more rapidly. Our scheduler was set to travel half of the
learning rate cycle k over 1000 steps, which means at the end of each epoch the learning rate is ei-
ther at its high point or low point in the cycle and this is evident in the learning curves in the results
and experiments section. To determine the appropriate upper bound lrhigh and lower bound lrlow
for the learning rate an experiment was performed where the learning rate was slowly increased
and plotted against the loss. The results of this study led us to designate lrlow = 5 × 10−6 and
lrhigh = 6 × 10−5 and since the amplitude between the upper and lower bounds decreases expo-
nentially with each network update with the lower bound remaining fixed, after n network updates
the learning rate is:
lr =

k ≤ 1000, k
1000
× (lrhigh − lrlow)× 0.99995n + lrlow
k > 1000, 2000−k
1000
× (lrhigh − lrlow)× 0.99995n + lrlow.
(1)
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In addition to the learning rate, the loss function is the other top-tier contributor to the ability
of a neural network to learn. Previous research27 dedicated to loss functions for image generation
and repair suggested a weighted combination of the element-wise L1 loss, which is an absolute
measure, and a multi-scale structural similarity (MS-SSIM)28 loss, which is a perceptual measure.
We extended this idea eliminating the static weighting factor and developed a dynamically balanced
loss function where the calculated loss between ground truth x and a reconstructed image xˆ is,
L(xˆ, x) = (1− α) 1
k
k−1∑
i=0
|xˆi − xi|+ α (1− lM(xˆ, x)
M∏
j=1
cj(xˆ, x)sj(xˆ, x)) (2)
where the first term is the Mean Absolute Error (MAE) between image xˆ and ground truth x con-
taining k pixels and the second term is the MS-SSIM between the images calculated on a sliding
11 x 11 window where (lM ) is the luminance component, (cj) is the contrast component and (sj)is
the structure component:
lM(xˆ, x) =
2µxˆµx + C1
µ2xˆ + µ
2
x + C1
(3)
cj(xˆ, x) =
2σxˆσx + C2
σ2xˆ + σ
2
x + C2
(4)
sj(xˆ, x) =
σxˆx + C3
σxˆσx + C3
(5)
where µ is the mean, σ is the variance and σxˆx is the covariance of xˆ and x and where C1,C2 and
C3 are constants given by
C1 = (K1L)
2 , C2 = (K2L)
2 , C3 = C2/2 , (6)
and L is the dynamic range of values, K1 = 0.01 and K2 = 0.03, which are generally accepted
stability constants.
The balancing scalar α is calculated at each step as a running average of n samples of each type
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of loss:
α =
i+n−1∑
j=i
MAEj
i+n−1∑
j=i
MAEj +
i+n−1∑
j=i
MS-SSIMj
(7)
4 Experiments and Results
In this section we first explore the details of our training and test data sets, and then evaluate
the performance of the proposed reconstruction neural network in three areas. First we examine
the performance differences between reconstructing 1, 4, 8 and 16 slices with the same network
configuration. Next we compare the image quality of neural network reconstruction against the
traditional OSEM reconstruction algorithm with absolute and perceptual measures and finally we
briefly explore the affect of training on narrowed sub-distributions of whole-body PET data and the
consequence of performing reconstructions on data from outside the trained distribution.
4.1 Training and Validation Data
The data set used for this study is derived from 62 whole-body PET studies of typical scan duration
of 2-3 minutes per bed acquired on a Siemens Biograph mCT and reconstructed using their stan-
dard OSEM + PSF reconstruction with three iterations and twenty-one subsets including X-ray CT
attenuation correction and a 3x3 Gaussian filter. These images are the starting point and designated
ground truth for our research. At the outset six patients were set aside as test data resulting in 2292
slices in the test set and 22,942 slices in the original (non-augmented) training set with all slices
having 400x400 pixel dimensions.
Simulated 400x336 sinograms are generated by forward projecting the PET image volumes fol-
lowed by Poisson re-sampling with each sinogram bin as the mean of the distribution. An example
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of a forward projected sinogram before and after resampling is shown in Figure 4(a,b). With this
choice of data simulation, the input to the reconstruction neural network is stacks of 2D slices of
Radon encoded data. There are two significant implications to this design when processing raw
data directly from a PET scanner. First, the neural network assumes all the pre-reconstruction cor-
rections are applied such as gap filling, randoms smoothing, normalization, attenuation correction,
scatter correction, etc. Second, the current network does not yet support oblique planes and there-
fore the data would need to be either Fourier or single slice rebinned. Although it seems likely that
these corrections and adjustments could also be accomplish by a neural network, they are beyond
the scope of this paper.
Data augmentation is performed to increase the size of the training set using a data shaking
technique where the reconstructed patient volumes are randomly flipped vertically and horizontally,
intensity scaled by a factor between 0.9:1.1, rotated -10:10 degrees and shifted -20:20 pixels along
the horizontal and vertical axes. This augmentation technique helps prevents overfitting and aids
in generalizing to unseen data such as the test set. Ten rounds of augmentation were performed to
produce 560 patient scan realizations containing a total of 229,420 slices.
4.2 3D Volume Reconstruction
We trained our proposed neural network for 100 epochs independently on 1, 4, 8 and 16 slice recon-
struction without altering the architecture or hyper-parameters of the network with the exception of
the input and output layers to accommodate the increased number of slices. Volume reconstruction
does require more memory, but only to allow for the additional data passing through the network.
Figure 6 shows the performance for each slice configuration on the test set over the course of train-
ing. The plot begins after the fifteenth epoch to better zoom in on the performance differences and
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is smoothed with a running average of three to reduce some of the noise inherent in neural net-
work training. Our initial expectation was that a quality gap would exist for volume reconstruction
and that additional network capacity would be required to accommodate 3D data. In a somewhat
initially counter intuitive result, the neural network achieved similar reconstruction performance
across all axial slice depths on both absolute and perceptual measures with only a slight advan-
tage to single-slice and four-slice configurations. We hypothesized the performance increase for
the smaller slice configurations is because data similarity across the volume decreases as the axial
length increases requiring the neural network to reconstruct more information. Along the same line
of thinking it is also the likely reason that the 8 and 16 slice training curves contain more noise,
because the increase in variance across a larger axial volume is likely to lead to larger errors during
training and bigger steps in the gradient descent. These larger slice configurations may benefit from
a specifically tuned learning rate, longer training duration and more network capacity.
Fig 6: The mean absolute loss (a) and MS-SSIM (b) measures on the test set during training across
the range of volume depths shows the proposed network achieved similar results across all slice
configurations with the same network capacity.
Another aspect is how consistent the neural network is at reconstruction across a given volume.
Figure 7 shows the average performance on the test set across each slice in a volume for all con-
figurations. As one would expect, given how the neural network is trained to minimize loss, the
slices that are nearer the center, which are likely most correlated to the overall volume, tend to have
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slightly less reconstruction error. Another observation consistent across all 3D configurations is the
first slice tends on average to have the highest error in a given volume. We investigated a number
of potential causes for this such as a negative performance correlation to reconstructing end planes,
but were unable to pinpoint a definitive reason.
Fig 7: An average performance across the slices in a volume reconstruction for each of the con-
figurations (a-d) shows there is a slight increase in performance for the slices closer to the center,
which are likely to have a better overall correlation with the rest of the volume.
Lastly, one well known aspect of neural network reconstruction is the fast execution speed
once the neural network has been trained. Although we did not explore this aspect quantitatively
through experimentation, in the 16-slice configuration with a batch size around 24-28, we observed
our proposed neural network consistently reconstruct an entire whole-body volume in a single pass
of the network in around one second. The idea that neural network reconstruction is fast compared
to traditional methods holds true in this work.
4.3 Comparison with Ordered Subsets Expectation Maximization
In comparing the reconstruction results of our proposed network to a more traditional method,
we used unregularized OSEM from the TomoPy library29 with 8 subsets, 20 iterations and a post
reconstruction 3x3 Gaussian filter. Table 2 compares the average absolute and perceptual error
on the test set across all configurations. On the measure of mean absolute error, OSEM is slightly
better than the 8 and 16 slice configurations and slightly worse than the 1 and 4 slice configurations.
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On the measure of perceptual error, again OSEM outperformed the larger 3D configurations but
was outperformed by the 1 and 4 slice neural networks. While these results are promising it is
important to acknowledge the context and remember this only covers a limited distribution of PET
whole-body images and the network has been trained to specifically optimize for these measures.
With this in mind, a brief experimental look at the impact of the underlying data distribution is
discussed in the next section.
Table 2
OSEM NN 1 slice NN 4 slice NN 8 slice NN 16 slice
Mean Absolute Error 0.00182 0.00176 0.00179 0.00184 0.00194
MS-SSIM Error 0.00224 0.00215 0.00215 0.00250 0.00285
An example of a 4-slice volume reconstruction using OSEM and our proposed method (4-slice
configuration) along with the ground truth is shown in Figure 8. A comparison of the two recon-
struction methods reveals that the neural network produces smoother images, which is caused by
the averaging effect during loss function optimization. Exploring alternate loss function formula-
tions may improve the high frequency details for our proposed method. OSEM by contrast more
closely maintains the noise characteristics of the ground truth image and because of this through
close visual inspection has a texture more similar to the original data.
4.4 Varying the Data Distribution
One long term challenge to direct neural network reconstruction is understanding the boundaries
and limits of a trained network when the quality and content of a medical image is at stake. Since
deep learning is data driven with its foundation resting firmly on the underlying and unknown
distribution of data, we conducted experiments testing the ability of the network to learn underlying
distributions of various sizes and tested the impact of reconstructing data from outside the learned
distribution.
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Fig 8: An example of a 4-slice volume reconstruction for both OSEM and the proposed reconstruc-
tion neural network alongside the ground truth.
To test the network’s sensitivity to the underlying data space we first labeled each image from
our whole-body data set as originating from the ”head and neck”, ”chest” or ”abdomen”. We
then trained the neural network for 100 epochs on only chest data, then chest and abdomen and
finally all three starting the training over each time. With each experiment the network is required
to generalize to a larger underlying data distribution. The results during training on the test set
containing only samples from the trained distribution are shown in Figure 9(a) for absolute loss
and (b) for perceptual loss. The figures confirm that as the underlying distribution of data grows
and the network is required to generalize to a larger space, the performance by both absolute and
perceptual measures decreases.
Taking these experiments a step further, we took the proposed network trained only on the
18
Fig 9: A comparison of the reconstruction neural network trained on an increasing subset of the
data confirms the degradation of performance as the underlying data distribution increases.
PET chest distribution and reconstructed sinograms from varying points across the learned distri-
bution and beyond it. We then visualized our distribution of data by first extracting feature vectors
from all sinograms and images using a pre-trained ResNET-18 network and then used Isomap
projection,30 which is a non-linear dimesionality reduction technique, to view the distributions on
a two-dimensional plane. Figure 10 shows a sampling of results from this experiment. Various
points were selected in sinogram space and image space from each of the three sub-distributions
and reconstructed with the chest only trained network and the absolute loss was measured against
ground truth. Although not perfect, generally the points that fall within or nearer to the distribution
of chest data (red dots) had a lower reconstruction error. Additionally two samples from the head-
and-neck subset and one sample from the abdomen subset were located in both distributions and
the associated reconstructions are shown in the figure next to the ground truth.
5 Conclusion
We have presented a neural network capable of 3D direct reconstruction from Radon encoded data
applicable to X-ray CT and PET imaging. The network contains three distinct segments one for
encoding the sinogram, the second for converting to image space and the last for refinement and
scaling. This network overcomes the computational challenge of performing the domain trans-
19
Fig 10: The chest (red) distribution is the subset the proposed network was trained on and the
distribution of absolute reconstruction error across the entire whole-body distribution of sinograms
and images demonstrates the importance of analyzing the underlying distributions.
formation from sinogram to image space in a neural network through the use of a novel Radon
inversion layer.
We trained the proposed network on 1, 4, 8, and 16-slice configurations and compared the
reconstruction of our network to the traditional OSEM algorithm in mean absolute and perceptual
error. The results showed comparable performance between the methods with the neural network
creating smoother images and exhibiting some loss of high frequency details. We also performed an
experiment where we trained the neural network on subsets of our whole-body data set and showed
that as the underlying distribution is narrowed, the neural network performance increases on the
reduced distribution. Additionally, if data from outside the learned distribution is reconstructed,
the reconstruction performance degrades as the distance from the learned distribution grows.
20
Looking toward future work, there are many possibilities in network architecture, loss functions
and training optimization to explore, which will undoubtedly lead to more efficient reconstructions
and even higher quality images. However, the biggest challenge with producing medical images
is providing overall confidence on neural network reconstruction on unseen samples. While the
understanding of deep learning techniques is growing and becoming less of a black box, future
research should investigate the boundaries and limits of trained neural networks and how they
relate to the underlying data distribution.
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