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An experimental protocol is developed to directly measure the new material functions revealed by
medium amplitude parallel superposition (MAPS) rheology. This experimental protocol measures
the medium amplitude response of a material to a simple shear deformation composed of three sine
waves at different frequencies. Imposing this deformation and measuring the mechanical response
reveals a rich data set consisting of up to 19 measurements of the third order complex modulus at
distinct three-frequency coordinates. We discuss how the choice of the input frequencies influences
the features of the MAPS domain studied by the experiment. A polynomial interpolation method
for reducing the bias of measured values from spectral leakage and variance due to noise is discussed,
including a derivation of the optimal range of amplitudes for the input signal. This leads to the con-
clusion that conducting the experiment in a stress-controlled fashion possesses a distinct advantage
to the strain-controlled mode. The experimental protocol is demonstrated through measurements
of the MAPS response of a model complex fluid: a surfactant solution of wormlike micelles. The
resulting data set is indeed large and feature-rich, while still being acquired in a time comparable to
similar medium amplitude oscillatory shear (MAOS) experiments. We demonstrate that the data
represents measurements of an intrinsic material function by studying its internal consistency, its
compatibility with low-frequency predictions for Coleman-Noll simple fluids, and its agreement with
data obtained via MAOS amplitude sweeps. Finally, the data is compared to predictions from the
corotational Maxwell model to demonstrate the power of MAPS rheology in determining whether a
constitutive model is consistent with a material’s time-dependent response.
I. INTRODUCTION
The experimental protocols with which we study
the simple shear rheology of viscoelastic materials vary
widely. They include methods that measure time-domain
functions, such as stress relaxation upon the imposition
of a step strain or stress growth upon the imposition of
a steady shear rate [1], as well as methods that measure
frequency-domain functions, such as large amplitude os-
cillatory shear (LAOS) [2–5] and parallel superposition
(PS) [6–8]. Though these protocols are typically dis-
cussed in the context of controlling the shear strain and
measuring the shear stress, each can in principle be con-
ducted under stress control as well. The data taken from
each of these experiments in general looks quite differ-
ent, and represents distinct aspects of a material’s full
viscoelastic response space. Except in the limit of lin-
ear viscoelasticity, none of these experimental protocols,
nor the mathematical frameworks for interpreting their
data, give a result that can be used to directly predict
the data that will be obtained by another of those proto-
cols, however. This leaves experimental rheologists with
the choice between different measurement protocols that
probe different aspects of a material’s nonlinear viscoelas-
tic response under specific and difficult-to-generalize con-
ditions.
∗ Corresponding author; Electronic mail: jswan@mit.edu
In Part 1 of this work, we introduced a remedy to
address the issue of disparate experimental data in the
weakly nonlinear regime of simple shear flows through a
framework called Medium Amplitude Parallel Superpo-
sition (MAPS) rheology [9]. MAPS rheology describes
material functions that span the entire weakly nonlinear
response space of a viscoelastic material to an imposed
shear flow. Full knowledge of a MAPS material function
allows one to predict the response of that material un-
der an arbitrary, weakly nonlinear simple shear deforma-
tion, including all of the protocols listed previously. This
presents a new, comprehensive choice to the experimen-
tal rheologist: a single experimental framework capable
of providing data that generically describes the weakly
nonlinear response of an unknown material.
Part 1 of this work developed the mathematics of
MAPS rheology, including relationships between MAPS
and common experimental protocols such as medium am-
plitude oscillatory shear (MAOS) [10, 11] and PS. We
also presented theoretical studies of different constitu-
tive viscoelastic models. In this part, we develop a gen-
eral framework for experimental protocols that can ac-
cess the entire MAPS domain – that is, probe the en-
tire weakly nonlinear simple shear response space of vis-
coelastic materials. This experimental framework has
the distinct benefit that it produces data sampled from a
high-dimensional domain, and does so with high through-
put. We will show how parameters in the experimental
design can be varied to probe different regions of the do-
main covered by each response function, to yield data
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2that map closely to MAOS, PS, and steady shear flow
experiments, respectively.
Another distinct benefit of the experimental frame-
work for MAPS rheology developed herein is that it gen-
erates information-rich experimental data sets capable of
representing orders of magnitude more data when com-
pared to MAOS or PS tests that require comparable data-
acquisition time. In oscillatory rheological probes such
as MAOS or PS, the data-acquisition time is limited by
the time scale on which the material is studied, which
in turn is set by the fundamental oscillatory frequency
ω0. MAPS rheology takes advantage of the fact that we
are free to study the material response simultaneously at
faster time scales without increasing the data-acquisition
time. This can be easily accomplished by simultaneously
imposing multiple oscillatory tones at integer multiples
of ω0. With a modest number of input tones, the data
throughput of experiments can be increased tenfold or
more.
The development of the experimental framework for
MAPS rheology in this part proceeds as follows. After
a brief review of the key mathematical details of MAPS
rheology, the third order expansion for the shear stress is
written for an imposed strain signal consisting of three
sine waves of equal amplitude but different frequencies
imposed in parallel. This expansion demonstrates how
the output stress response can be directly translated
to discrete values of the third order complex modulus,
G∗3(ω1, ω2, ω3). We then consider how the specific choice
of the input tones influences the regions of the MAPS
domain that are probed by the experiment. To increase
the robustness of experimental measurements to noise,
a protocol for obtaining MAPS data via polynomial in-
terpolation is presented, followed by a discussion of how
to best balance the effects of variance from noise with
bias from higher-order responses. Finally, the developed
MAPS experimental framework is applied to measure-
ments of a model solution of wormlike micelles using the
stress-controlled version of the protocol. Though the dis-
cussion in this work is limited to three-tone input signals,
the experimental framework can be readily extended to
general multi-tone inputs. Discussion of the complexi-
ties and additional experimental design suited for general
multi-tone inputs is left to future studies.
Although we develop in detail the mathematics behind
the analysis of MAPS data in this work, a principal goal
of the development of the MAPS experimental framework
is to design experimental protocols that are simple and
easily accessible to the experimental rheologist. There
are two primary efforts that we have taken to this effect.
The first is to simplify the experimental design by reduc-
ing the number of experimental design variables to a min-
imal set, and to clearly identify the consequences of vary-
ing each parameter. In the case of a three-tone MAPS
experiment, this set of design variables is the fundamen-
tal frequency of the input signal, ω0, the set of integers
specifying the three input tones, {n1, n2, n3}, and the
maximal amplitude at which the experiment is run. The
first variable controls the longest time-scale texp ∼ 2pi/ω0
on which a material is studied, and can be freely chosen
by the user within the physical constraints of their ex-
perimental equipment and sample. The additional input
variables are subject to some constraints, and we discuss
examples and best practices for selecting these variables
in the present paper.
The second effort that we have taken to increase the
accessibility of MAPS experiments is to develop an open-
source software package, MITMAPS, to enable the analy-
sis of raw data output from commercial rheometers. The
responsibilities of an experimental rheologist are there-
fore focused on selecting appropriate experimental de-
sign variables, entering the resulting input signals into
the commercial software for their rheometer, and feeding
the output data into our software package for analysis.
The software directly outputs all obtainable values of the
MAPS material functions (G∗3(ω1, ω2, ω3), η
∗
3(ω1, ω2, ω3),
J∗3 (ω1, ω2, ω3), and φ
∗
3(ω1, ω2, ω3)) from the experimen-
tal data, either in tabular form or as a collection of Bode
and Nyquist plots. A version of this software package is
included in the Supplementary Material.
II. A VERY BRIEF REVIEW OF THE MAPS
FRAMEWORK
In simple shear rheometry, the shear stress is a nonlin-
ear functional of the time-dependent shear strain [12–14].
A Volterra series expansion of this functional relationship
is compactly expressed in the frequency domain with the
Fourier transform of the stress indicated by a caret:
σˆ(ω) =
∫ ∞
−∞
e−iωtσ(t) dt,
and correspondingly for transforms of the the shear
strain, γˆ(ω), and the strain rate, ˆ˙γ(ω). To cubic order in
the shear strain, the shear stress can be written as:
σˆ(ω) = G∗1(ω)γˆ(ω) (1)
+
1
(2pi)2
∫∫∫ ∞
−∞
G∗3(ω1, ω2, ω3)δ(ω −
3∑
j=1
ωj)
× γˆ(ω1)γˆ(ω2)γˆ(ω3) dω1dω2dω3 +O(γˆ(ω)5),
where G∗1(ω) is the complex viscosity familiar from lin-
ear response theory and G∗3(ω1, ω2, ω3) is called the third
order complex modulus. The third order modulus pos-
sesses two key symmetries that simplify manipulations
and measurement of this response function. First, the
third order modulus is permutation-symmetric:
G∗3(ω1, ω2, ω3) = G
∗
3(ω2, ω3, ω1) = G
∗
3(ω3, ω1, ω2)
= G∗3(ω3, ω2, ω1) = G
∗
3(ω2, ω1, ω3) = G
∗
3(ω1, ω3, ω2),
which allows for the interchange of arguments. Second,
it is Hermitian-symmetric:
G′3(−ω1,−ω2,−ω3) = G′3(ω1, ω2, ω3),
G′′3(−ω1,−ω2,−ω3) = −G′′3(ω1, ω2, ω3),
3which indicates that the real part of the third order mod-
ulus, G′3(ω1, ω2, ω3), describes an elastic response while
the imaginary part, G′′3(ω1, ω2, ω3), describes a viscous
response. A stress-controlled analog of equation 1 also
exists, in which case the relevant response functions are
the first and third order complex compliances, J∗1 (ω)
and J∗3 (ω1, ω2, ω3). The stress-controlled description of
MAPS rheology is presented in Section IIB of Part 1 of
this work.
The nature of the symmetries in the third order com-
plex modulus is easily understood by examining the
structure of this response function on a constant L1-norm
surface:
|ω1|+ |ω2|+ |ω3| = |ω|1. (2)
Such a surface is given by the faces of an octahedron
having vertices aligned with the Cartesian axes in three
dimensional frequency space (ω1, ω2, ω3). Figure 1 de-
picts the net of an octahedron by laying its faces flat in
the plane while preserving the connections among many
of the edges. On the (−1,−1,−1) face of the octahe-
dron, ω1, ω2, ω3 ≤ 0. The dashed lines on this face in-
dicate the lines of permutation symmetry across which
swapping any two arguments cannot change the value of
G∗3(ω1, ω2, ω3). While the (−1,−1,−1) and (1, 1, 1) faces
have three lines of symmetry passing through them, the
other faces have only one. The triangles labeled A, B,
C, D together describe 1/12th of the octahedral surface,
but can be reflected across the net using permutation
symmetry. Values of G∗3(ω1, ω2, ω3) on the (1, 1, 1) face
and its directly appended partners are related to those
values on the (−1,−1,−1) face and its partners through
the Hermitian symmetry of the function.
The consequence of these symmetries means that
G∗3(ω1, ω2, ω3) need only be measured in the identical tri-
angular subspaces labeled A, B, C, D and described by
the inequalities:
A: ω1 ≥ ω3 ≥ ω2, ω1, ω2, ω3 ≥ 0, (3a)
B: ω1 ≥ ω3 ≥ −ω2, ω1, ω3 ≥ 0 ≥ ω2, (3b)
C: ω1 ≥ −ω2 ≥ ω3, ω1, ω3 ≥ 0 ≥ ω2, (3c)
D: − ω2 ≥ ω1 ≥ ω3, ω1, ω3 ≥ 0 ≥ ω2. (3d)
These subspaces are hemiequilateral triangles in which
the third order complex modulus takes on distinct values.
As discussed in Part 1, G∗3(ω1, ω2, ω3) can be measured
directly at the vertices of these triangular subspaces using
the MAOS and PS techniques. Each subspace has two
vertices associated with the PS protocol and one associ-
ated with the MAOS protocol. The experimental proce-
dure discussed in this work enables measurement of the
third order modulus at other points on the perimeter or
in the interior of these subspaces.
To encode the coordinates within each triangular sub-
space, we use a barycentric coordinate system (Figure
2). A point within each triangle is described by a coor-
dinate (r, g, b) with r+ g+ b = 1, where r, g, b ∈ [0, 1] are
D C
B A
Hermitian symmetric faces
(1,1,1) face
(-1,-1,-1) face MAOS
PS (even)
PS (odd)
FIG. 1. The faces of the surface on which |ω1|+ |ω2|+ |ω3| is
constant – an octahedron – laid flat in the plane. Dashed lines
distinguish the permutation symmetry of G∗3(ω1, ω2, ω3). The
four triangular sub-regions: A, B, C, and D, pattern the faces
of the octahedron in ways that respect that permutation sym-
metry. Hermitian symmetry is enforced by substituting the
complex conjugate of G∗3(ω1, ω2, ω3) on the Hermitian sym-
metric faces.
the area fraction of the triangles formed by connecting
that interior point to each of the vertices. We use the
convention that b describes the relative area of the tri-
angle opposing the MAOS vertex, while the coordinate
g opposes the right angle. With this scheme, the third
order modulus, G∗3(ω1, ω2, ω3) can be specified in terms
of an alternate set of coordinates: {S, r, g, b, |ω|1}, where
S is the specific triangular subspace associated with the
point (ω1, ω2, ω3). While this may appear to be a more
complicated representation, it helps break the data into
physically distinct parts that are readily measurable and
then easily visualized. For example, the experimental
procedure discussed in Section III acquires values of the
third order modulus at certain barycentric coordinates
within the triangular subspaces regardless of the speci-
fied value of the frequency L1-norm, |ω|1. Thus, multiple
MAPS experiments might acquire data at different val-
ues of |ω|1 on the same barycentric coordinate, and the
value of the modulus at each barycentric coordinate can
be plotted as a function of |ω|1 much as with traditional
Bode and Nyquist plots of linear response data. The
data at different barycentric coordinates can be demar-
cated by different symbols or colors and measurements
of the modulus in different triangular subspaces plotted
separately to aid visualization. Extensive examples of
these visualization schemes are given in Part 1 and the
same methods are employed in this work.
Finally, many of the mathematical manipulations
needed to relate experimentally measured quantities to
the response functions in the Volterra series expansions
involve summations over three indices for each of the
components in frequency space. Throughout this work,
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FIG. 2. Depiction of a barycentric visualization scheme for
each triangular subspace. Within one of the four unique trian-
gular subspaces (here denoted A, B, C, D) a set of barycentric
coordinates (r, g, b) can be constructed. The position of data
within this triangle can be associated with a color using the
(r, g, b) coordinates as color channels or with a unique symbol.
we will employ the shorthand notations:
∑
j
⇐⇒
3∑
j=1
,
∑
j 6=k
⇐⇒
3∑
j=1
3∑
k=1
j 6=k
,
∑
j,k,l
⇐⇒
3∑
j=1
3∑
k=1
3∑
l=1
,
to make these calculations more compact.
III. EXPERIMENTAL PROTOCOL FOR MAPS
RHEOLOGY
A. Medium Amplitude Stress Response to a
Three-tone Strain
As we have seen, the Volterra series is a useful represen-
tation of the higher order nonlinearities in a material’s
viscoelastic stress or strain response. The form of the
third order complex modulus, viscosity, or their stress-
controlled equivalents can be derived for a wide range of
models of various complexity. Another distinct benefit of
the Volterra series representation is that the third order
response functions can be directly measured using widely
available tools. We have seen in Part 1 that subsets of
the complete third order response functions are currently
measured in MAOS and PS experiments. These tech-
niques, however, sample only from a few one-dimensional
manifolds embedded in the full three-dimensional domain
of the third order response functions. In other words,
current techniques do not exploit the data-rich nature
of nonlinear viscoelasticity, a richness that might prove
extremely valuable in data science driven tasks such as
material classification, model selection, and performance
evaluation and optimization.
In this section, our interest turns to developing a pro-
cedure for using commercial rheometers to collect data
sets that reflect the richness of a material’s full, weakly
nonlinear viscoelastic response space in simple shear. To
motivate such a procedure, we can consider the stress
response to a relatively simple, three-tone signal,
γ(t) = γ0
∑
j
sin(ω∗j t+ αj), (4)
where ω∗j and αj are the frequency and phase of the jth
tone, and γ0 is the amplitude of the signal. Note that
the input tones ω∗j are distinct from the arguments to the
third order complex modulus, (ω1, ω2, ω3). In particular,
though we have chosen here to explore signals with three
input tones, we are free to explore the weakly nonlinear
response to signals with more than three input tones us-
ing MAPS rheology; however, the third order complex
modulus will always have three arguments by definition,
regardless of the input signal under study. In the follow-
ing analysis, we will see that a multi-tone input signal
with input tones ω∗j probes values of the third order com-
plex modulus for which the arguments (ω1, ω2, ω3) each
take on a value from the set {−ω∗j , ω∗j }.
The Fourier transform of the strain signal in equation
4 is:
γˆ(ω) = −ipiγ0
∑
j
[
eiαjδ(ω − ω∗j )− e−iαjδ(ω + ω∗j )
]
= −ipiγ0
∑
j
2∑
p=1
spe
ispαjδ(ω − spω∗j ), (5)
with sp = (−1)p. The linear response to this signal is
given by substituting the above expression into equation
1 and considering only the first term in the expansion:
σˆ(ω) = −ipiγ0
∑
j
2∑
p=1
G∗1(spω
∗
j )spe
ispαjδ(ω − spω∗j ) (6)
= −ipiγ0
[
G∗1(ω
∗
1)e
iα1δ(ω − ω∗1)−G∗1(−ω∗1)e−iα1δ(ω + ω∗1) +G∗1(ω∗2)eiα2δ(ω − ω∗2)−G∗1(−ω∗2)e−iα2δ(ω + ω∗2)
+G∗1(ω
∗
3)e
iα3δ(ω − ω∗3)−G∗1(−ω∗3)e−iα3δ(ω + ω∗3)
]
The delta functions in the above expression are like dis-
crete channels along which data about the complex mod-
ulus is transmitted. For example, the term containing
δ(ω−ω∗1) in equation 6 multiplies G∗1(ω1), thus the stress
5response at frequency ω = ω∗1 carries information about
this particular element of the linear response. If the three
input tones are distinct, then:∫ ω∗1+
ω∗1−
σˆ(ω)dω = −ipiγ0eiα1G∗1(ω∗1).
Just as in a single-tone small amplitude oscillatory shear
(SAOS) experiment, the stress in the immediate vicinity
(±) of the first harmonic of an input tone measures an
element of the linear response. A three-tone input there-
fore produces three distinct measurements of G∗1(ω), one
at each input frequency [15]. Information about G∗1(ω)
also transmits along channels at negative frequency; how-
ever, the information on these channels is related to the
information transmitted on the positive channels by Her-
mitian symmetry. For this reason, information content at
negative frequencies is typically not considered in linear
viscoelasticity.
Note that here, we refer to the channels that corre-
spond to the frequencies of each input tone as ‘first har-
monic’ channels. In a single-tone experiment, the ‘first
harmonic’ of the input signal is synonymous to the ‘fun-
damental frequency’, thus these terms are often used in-
terchangeably. For multi-tone signals, however, we will
shortly demonstrate that the fundamental frequency ω0
is defined separately from the frequencies of each input
tone, thus the terms ‘first harmonic’ and ‘fundamental
frequency’ are no longer synonymous. In particular, there
exists a first harmonic channel for each input tone in a
multi-tone signal, corresponding exactly to the frequency
of that input tone, while there exists only one fundamen-
tal frequency for the multi-tone signal.
Now, considering both the first- and third order terms
upon substitution of equation 5 into equation 1, integra-
tion with respect to the primed frequencies yields the
Fourier transform of the weakly nonlinear shear stress
response:
σˆ(ω) = −ipiγ0
∑
j
2∑
p=1
G∗1(spω
∗
j )spe
ispαjδ(ω − spω∗j ) (7)
+
ipiγ30
4
∑
j,k,l
2∑
p,q,r=1
spsqsre
ispαj+isqαk+isrαl
×G∗3
(
spω
∗
j , sqω
∗
k, srω
∗
l
)
δ(ω − spω∗j − sqω∗k − srω∗l ).
The delta functions in the second term of the above ex-
pression reveal the channels on which data about the
third order modulus are transmitted. The term contain-
ing δ(ω−3ω∗1) coming from the sextuple sum in equation
7 multiplies G∗3(ω
∗
1 , ω
∗
1 , ω
∗
1), for example. This indicates
that the stress response at frequency ω = 3ω∗1 carries in-
formation about this particular element of the third order
response. Assuming that no other terms in the sextuple
sum transmit on this same channel, then:∫ 3ω∗1+
3ω∗1−
σˆ(ω)dω =
ipi3γ30
4
e3iα1G∗3(ω
∗
1 , ω
∗
1 , ω
∗
1),
and, as in MAOS, the stress in the immediate vicinity of
the third harmonic of an input tone measures an intrinsic
nonlinearity in the material response. Shortly, we will
describe the conditions that the input tones ω∗j must obey
for this assumption to hold.
Given that the three input tones are distinct, the sex-
tuple sum in equation 7 expands to a sum over 44 terms
each containing a distinct delta function of the form
δ(ω±ω∗i ±ω∗j ±ω∗k) for i, j, k ∈ {1, 2, 3}. Because of Her-
mitian symmetry, only 22 of those terms transmit unique
information about the third order response function. Ap-
plication of permutation symmetry to the response func-
tion can be used to write the Fourier transform of the
stress compactly in terms of the 22 unique channels:
σˆ(ω) = −ipiγ0
∑
j
G∗1(ω
∗
j )e
iαjδ(ω − ω∗j ) +
ipiγ30
4
∑
j
e3iαjG∗3(ω
∗
j , ω
∗
j , ω
∗
j )δ(ω − 3ω∗j )
+ 6ei
∑
j αjG∗3(ω
∗
1 , ω
∗
2 , ω
∗
3)δ(ω − ω∗1 − ω∗2 − ω∗3)− 6ei(α1+α2−α3)G∗3(ω∗1 , ω∗2 ,−ω∗3)δ(ω − ω∗1 − ω∗2 + ω∗3)
− 6ei(α1−α2+α3)G∗3(ω∗1 ,−ω∗2 , ω∗3)δ(ω − ω∗1 + ω∗2 − ω∗3) + 6ei(α1−α2−α3)G∗3(ω∗1 ,−ω∗2 ,−ω∗3)δ(ω − ω∗1 + ω∗2 + ω∗3)
+ 3
∑
j 6=k
[
ei(αj−2αk)G∗3(ω
∗
j ,−ω∗k,−ω∗k)δ(ω − ω∗j + 2ω∗k) + ei(αj+2αk)G∗3(ω∗j , ω∗k, ω∗k)δ(ω − ω∗j − 2ω∗k)
]
−3
∑
j
eiαjG∗3(ω
∗
j , ω
∗
j ,−ω∗j )δ(ω − ω∗j ) + 2
∑
j 6=k
eiαjG∗3(ω
∗
j , ω
∗
k,−ω∗k)δ(ω − ω∗j )
+ HSTs, (8)
which contains one half of the frequency response spec-
trum. The other half of the channels are denoted as
HSTs (Hermitian symmetric terms) and can be derived
by negating the frequencies in the delta functions and ap-
plying the principle of Hermitian symmetry to the corre-
sponding response functions. Even considering only the
22 terms that are unique by Hermitian symmetry, many
terms multiply values of the third order complex modulus
6ω
ω0
log
|
̂ σ(ω
)|
ω*1 = 5ω0
ω*2 = 6ω0
ω*3 = 9ω0
1 2 3 4 5 6 7 8 9 10 12 13 15 16 17 18 19 20 21 23 24 27
FIG. 3. An example MAPS response of a material to
a three-tone deformation of the form of equation 4 with
{ω∗1 , ω∗2 , ω∗3} = {5ω0, 6ω0, 9ω0}. The magnitude of the stress
response on each of the 22 channels given by equation 8 is
represented by a blue bar, and the response at the first har-
monic of each input tone is labelled. Because the magnitude
of the stress response is an even function of the frequency,
the Hermitian symmetric terms in equation 8 can be found
by reflecting each bar about the y-axis.
with negative frequency arguments. Therefore, consider-
ing both positive and negative frequencies is critical in
nonlinear rheology. Figure 3 depicts a specific example of
the 22 channels that are excited in a MAPS experiment
with {ω∗1 , ω∗2 , ω∗3} = {5ω0, 6ω0, 9ω0}, and is a graphical
depiction of equation 8 with delta functions represented
by blue bars.
The channels ω ∈ {ω∗1 , ω∗2 , ω∗3} carry information about
the linear response and a superposition of different values
of the third order complex modulus. This is made most
clear by examining the second set of square brackets in
equation 8, which contains terms like:
[G∗3(ω
∗
1 , ω
∗
1 ,−ω∗1)
+2G∗3(ω
∗
1 , ω
∗
2 ,−ω∗2) + 2G∗3(ω∗1 , ω∗3 ,−ω∗3)] δ(ω − ω∗1).
This linear combination of values of the third order com-
plex modulus can be determined as a single composite
group through regression using stress measurements at
different strain amplitudes as will be discussed in more
detail in the next sections. However, these particular
three superposed values cannot be separated using the
methods discussed in this work. In future work, we will
present a more sophisticated experimental design that is
able to segregate multiple values of the third order com-
plex modulus residing on the same frequency channel.
It is possible that other channels in the stress re-
sponse transmit information about commingled elements
of third order modulus. In any such cases, the experimen-
tal protocol discussed in this work is unable to segregate
the individual elements of the third order modulus that
reside on these channels, as is the case for those residing
on the first harmonic channels. The channels contain-
ing information about only a single element of the mod-
ulus are those whose frequency is a unique sum taken
over three values drawn from the set {±ω∗1 ,±ω∗2 ,±ω∗3}
[16, 17]. As discussed in the next section, it is possi-
ble to choose the three input tones as integer multiples
of a fundamental frequency ω0 such that the remaining
19 channels besides the first harmonic channels at ω∗1 ,
ω∗2 , and ω
∗
3 , respectively, satisfy this condition, and thus
transmit information about a single element of the third
order modulus. In principle, the 19 values of the third
order complex modulus that reside on these channels can
be directly inferred from a single measurement. However,
the measured values in this case would be highly prone to
error from noise and spectral leakage from the first har-
monic channels. A method for regressing the values of
the third order complex modulus at these channels from
discrete amplitude sweeps in order to minimize error is
presented in Section III B 2.
Out of the 19 elements of the third order modulus that
can be obtained from a three-tone experiment, three cor-
respond to points measurable in MAOS: G∗3(ω
∗
j , ω
∗
j , ω
∗
j ),
j = 1, 2, 3. The presence of higher harmonics of the input
tones in the output of a nonlinear system is a well-known
phenomenon, commonly called harmonic distortion. The
remaining 16 elements of the third order modulus mea-
sured from a three-tone experiment correspond to points
not measurable by either MAOS or PS. These points re-
side on either the edge or interior of the MAPS subspaces
labelled in Figure 1, and appear in the output at fre-
quencies that are triplet sums and differences of the in-
put tones. The phenomenon by which nonlinear systems
produce responses at these frequencies is called intermod-
ulation distortion, or simply intermodulation [18]. We
see from this simple three-tone example that intermod-
ulation reveals a much richer set of data than harmonic
distortion alone. Like harmonic distortion, however, the
time-scale at which intermodulation effects occur is al-
ways shorter than that set by the fundamental frequency
of the input signal, ω0. Though it may be unclear at this
point what we mean by the “fundamental” frequency of
a multi-tone input signal, we will see shortly that this
frequency can be easily defined and controlled. For now,
it suffices to say that ω0 is the minimum frequency res-
olution necessary to resolve all output channels, equal
to the greatest common denominator of the input tones.
Therefore, in principle the size of the measured data set
can be freely increased by adding higher frequency tones
to the input signal, thus increasing the number of in-
termodulation modes, without increasing the acquisition
time, which is set by the fundamental frequency ω0 or
the corresponding time scale texp ∼ 2pi/ω0.
From the discussion in this section, it is clear why the
multi-tone input signal set forth in equation 4 is appro-
priate for measurements in MAPS rheology. With only
three tones, this protocol can unambiguously access up
to 19 distinct points in the domain of the MAPS response
functions. At the same time, constructing such input sig-
nals is feasible in many commercial rheometers, and the
resulting data output by the rheometer requires only a
modest amount of data processing. The remainder of
this paper is dedicated to developing the experimental
protocol for MAPS rheology centered around the three-
tone input signal of equation 4. Though we focus on
7the three-tone signal here as an introduction to MAPS
rheological experimentation, the discussion in this sec-
tion can be amended to suit any number of input tones,
which can further increase the data-throughput of MAPS
experiments. The discussion of these more complex pro-
tocols is left to future work.
B. Design of MAPS Experiments With Three-tone
Input Signals
Equation 4 is perhaps the simplest example of a multi-
tone input signal that can be used in MAPS rheol-
ogy. This simplicity allows for such signals to be easily
implemented in many commercial rheometers using ei-
ther built-in multi-tone functionality, arbitrary waveform
tools, or a signal generator. Still, there is considerable
flexibility in selecting where in the three-dimensional fre-
quency space (Figure 1) a particular set of three tones
probes the third order response functions, and in choos-
ing which response function to probe. The flexibility of
the input signal is manifested in the design variables: γ0,
ω∗j , and αj , as well as the choice of imposing a controlled-
strain or controlled-stress deformation. Each of these de-
sign variables controls a distinct feature of the experimen-
tal study. In particular, γ0 modulates the measurement
error, the set of ωj controls the regions of three-frequency
space probed by the deformation, and the set of αj set
the peak values of the input signal and its derivative,
which are important for ensuring that the deformation
does not exceed the physical limitations of the rheome-
ter. Controlled-strain experiments will directly measure
the third order complex modulus (or complex viscosity),
while controlled-stress experiments directly measure the
third order complex compliance (or complex fluidity). In
this section, we explore the consequences of changing
each of these design variables, as well as the choice of
stress vs. strain control, and outline best practices for
selecting their values.
1. Selecting the Input Tones
For the three-tone input signal, a principal constraint
is that the set of tones {±ω∗1 ,±ω∗2 ,±ω∗3} contains only
unique frequency triplet sums so that the 19 elements of
the third order modulus not residing on first harmonic
channels can be independently calculated. In practice,
it is useful to choose the tones as integer multiples of a
fundamental frequency, ω0 so that:
ω∗j = niω0 for i = 1, 2, 3, n1 < n2 < n3. (9)
Ensuring unique frequency triplet sums becomes equiva-
lent to ensuring unique triplet sums of the set of integers:
{−n3,−n2,−n1, n1, n2, n3}. If this is the case, then the
19 channels listed in the first column of Table I are dis-
tinct, and the corresponding values of the third order
modulus listed in the second column can be determined
Channel Measured stress response /
(
ipiγ30/4
)
ω0(n1 + n2 + n3) 6e
i(α1+α2+α3) ×G∗3(ω0n1, ω0n2, ω0n3)
ω0(n1 + n2 − n3) −6ei(α1+α2−α3) ×G∗3(ω0n1, ω0n2,−ω0n3)
ω0(n1 − n2 + n3) −6ei(α1−α2+α3) ×G∗3(ω0n1,−ω0n2, ω0n3)
ω0(n1 − n2 − n3) 6ei(α1−α2−α3) ×G∗3(ω0n1,−ω0n2,−ω0n3)
ω0(2n1 + n2) 3e
i(2α1+α2) ×G∗3(ω0n1, ω0n1, ω0n2)
ω0(2n1 − n2) −3ei(2α1−α2) ×G∗3(ω0n1, ω0n1,−ω0n2)
ω0(2n1 + n3) 3e
i(2α1+α3) ×G∗3(ω0n1, ω0n1, ω0n3)
ω0(2n1 − n3) −3ei(2α1−α3) ×G∗3(ω0n1, ω0n1,−ω0n3)
ω0(2n2 + n1) 3e
i(2α2+α1) ×G∗3(ω0n2, ω0n2, ω0n1)
ω0(2n2 − n1) −3ei(2α2−α1) ×G∗3(ω0n2, ω0n2,−ω0n1)
ω0(2n2 + n3) 3e
i(2α2+α3) ×G∗3(ω0n2, ω0n2, ω0n3)
ω0(2n2 − n3) −3ei(2α2−α3) ×G∗3(ω0n2, ω0n2,−ω0n3)
ω0(2n3 + n1) 3e
i(2α3+α1) ×G∗3(ω0n3, ω0n3, ω0n1)
ω0(2n3 − n1) −3ei(2α3−α1) ×G∗3(ω0n3, ω0n3,−ω0n1)
ω0(2n3 + n2) 3e
i(2α3+α2) ×G∗3(ω0n3, ω0n3, ω0n2)
ω0(2n3 − n2) −3ei(2α3−α2) ×G∗3(ω0n3, ω0n3,−ω0n2)
3ω0n1 e
3iα1 ×G∗3(ω0n1, ω0n1, ω0n1)
3ω0n2 e
3iα2 ×G∗3(ω0n2, ω0n2, ω0n2)
3ω0n3 e
3iα3 ×G∗3(ω0n3, ω0n3, ω0n3)
TABLE I. Stress response channels and the corresponding
measured values of the third order complex modulus for a
three-tone strain signal. In the right column, the stress is
normalized by a constant prefactor and by the cube of the
strain amplitude.
directly from the material’s stress response on the corre-
sponding channel.
Based on this constraint alone, there are an infinite
number of integer triplets admissible for a MAPS exper-
iment. Not all of these combinations are practical, how-
ever. In particular, very high harmonics of the fundamen-
tal frequency will cause issues in both implementation
and data collection. For example, commercial rheome-
ters contain control software that will constrain the high-
est harmonic (n3) below a certain threshold, through a
low-pass filter, in order to avoid damaging the instru-
ment as it drives the oscillating tool. Because the high-
est frequency channel in the stress response is at three
times the highest frequency input tone, there are addi-
tional complications for the measurement. A large dis-
parity between the fundamental frequency (ω0) and the
highest frequency component (3n3ω0) will require both
a very high sampling rate and a long measurement du-
ration [16]. This can drastically expand the amount of
data needed to accurately evaluate the Fourier transform
of the stress response. To avoid all of these complications,
one should consider sets of positive integers for which n3
is sufficiently small.
Even if the maximum input tone is constrained to a
modest value, for example the 16th harmonic, there are
many options for the three-tone frequency set that meet
the uniqueness criterion. A brute force search finds that
there are 146 such positive integer triplets with a max-
imum member smaller than 16. We will not present an
exhaustive list of all possible combinations. Instead, we
consider a few examples that demonstrate important fea-
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FIG. 4. Different qualitative depictions of the points in the MAPS domain probed by an input signal given by equations 4
and 9 with {n1, n2, n3} = {1, 4, 16}. a) Depiction of points probed in the domain (ω1, ω2, ω3). Only points that fall into the
MAPS subspaces described in equation 3 are shown. b) The spread of points in the domain {S, r, g, b, |ω|1}, depicted as a
triangular prism with the triangular faces representing constant L1-norm MAPS surfaces laid flat as in Figure 2, scaled to the
same area, and the vertical dimension representing the frequency L1-norm: |ω|1. c) Projection of each measured point onto
the four triangular MAPS subspaces, equivalent to looking down from above the triangular prism shown in (b).
tures of these sets as they relate to the triangular sub-
spaces of the MAPS domain, and we provide guidelines
for selecting sets of tones for MAPS measurements.
Though each of these 146 three-tone input sets leads
to a stress response that samples unambiguously from
19 different points of the third order modulus, the spe-
cific values of n1, n2, and n3 significantly affect where
in the three-dimensional frequency space those 19 points
reside. Choosing {n1, n2, n3} = {1, 4, 16}, for example,
produces the distribution of points in R3 shown in Fig-
ure 4a. To more conveniently visualize the spread of the
points in the MAPS domain, we can project each point
onto the planar depiction of the MAPS subspaces along
different constant L1-norm surface as shown in Figure 2,
re-scale these surfaces to a constant size, then arrange
increasing L1-norm surfaces vertically to create a trian-
gular prism as shown in Figure 4b. This is an equivalent
representation of the data points, now in terms of the
coordinates {S, r, g, b, |ω|1}. The value of the frequency
L1-norm at which the points reside, represented by the
vertical scale in Figure 4b, can be adjusted freely through
the choice of ω0 (though the relative vertical spacing be-
tween points is fixed for a given choice of {n1, n2, n3}).
The effect of choosing different integers {n1, n2, n3} on
the distribution of the sampled data can be most clearly
viewed by projecting the points in the prism downward
onto a single triangular surface, as shown in Figure 4c.
These projections are determined directly by the choice
of {n1, n2, n3}, and are independent of the fundamental
frequency ω0 chosen for the input signal. These pro-
jections are quite different for different sets of integers,
and are a convenient visualization tool for assessing how
broadly and how densely these integer triplet sets probe
certain regions in the MAPS domain. Figure 5 depicts
similar projections for four different sets of integers.
These projections illuminate some similarities between
all integer triplet sets. First, each frequency set produces
only ten points in subspace A, four points in each of sub-
spaces B and D, and one point in subspace C. Second,
we see that the three measurements corresponding to the
third harmonics of the input tones always reside at the
same projected point in subspace A: the MAOS vertex.
Because these three measurements appear on different
L1-norm surfaces (as shown in Figure 4b), they represent
in essence a MAOS frequency sweep over three frequen-
cies. Third, there is always just one point per subspace
that is not located on an edge or vertex. This point
resides at the same barycentric coordinate within each
triangle. These same observations are general for any set
of three integers with unique triplet sums and can be de-
duced from the structure of the channels depicted in the
Fourier transform of the stress (equation 8), but they are
especially clear when considering examples graphically.
Besides these three general observations, different sets
of {n1, n2, n3} produce quite different spreads of points
within the triangles. The important characteristics of
the four example sets shown in Figure 5 are considered
below.
a. {1, 4, 16}
The case where {n1, n2, n3} = {1, 4, 16} is interest-
ing because the three input tones are evenly spaced
on a logarithmic scale. Therefore, the 19 MAPS
points tend to distribute themselves rather uniformly
throughout the triangles (particularly in triangle A,
which contains the most independent measurement
points). This is a good candidate signal for ob-
taining measurements near the PS vertices as well
as at a MAOS vertex. Due to the even logarith-
mic spacing of the tones, there are overlapping points
along the edges of the subspaces in barycentric space.
The pair of three-frequency coordinates (4, 1, 1)ω0 and
9(16, 4, 4)ω0 and the pair (4, 1, 4)ω0 and (16, 4, 16)ω0
are each located at the same barycentric coordinates
on edges of subspace A, as are the pair (4,−1, 4)ω0 and
(16,−4, 16)ω0 in subspace B and the pair (1,−4, 1)ω0
and (4,−16, 4)ω0 in subspace D. The multiplicity of
these projected points are indicated in Figure 5a. Be-
cause these points reside at different |ω|1, they do pro-
vide unique information about the underlying MAPS
response function. In a sense, these points repre-
sent a truncated “frequency sweep” at the respective
barycentric coordinate. However, having such overlap
decreases the density of sampled points in barycentric
space.
b. {1, 6, 14}
The integer set {1, 6, 14} is similar to the set {1, 4, 16},
in that the three input tones are spaced rather widely,
but the spacing is no longer uniform on a logarithmic
scale. Therefore, this set is still able to sample the
triangular spaces quite uniformly, with points near the
MAOS and PS vertices, while having no additional
overlapped points along the edges of the subspaces in
barycentric space. Thus this set is able to sample the
barycentric space more densely than did the triplet
{1, 4, 16}, but does not provide the same “frequency
sweep”-like data at certain barycentric coordinates.
c. {5, 6, 9}
In many cases, the integers in the admissible set
{n1, n2, n3} are not as spread out as in the above ex-
amples. One example of a more closely spaced set
is {5, 6, 9}. Because the maximum integer in this set
is only 9, this set might be easier to implement in a
rheometer than the two widely-distributed sets above.
However, sets in which the three harmonics are rela-
tively close in value tend to produce points that are
closely clustered around the MAOS vertices. There-
fore, the resulting data sets of the material response
will not capture the full spectrum of weakly nonlinear
behavior, especially pertaining to near-PS points.
d. {4, 15, 16}
The set {4, 15, 16} shows traits from both the widely
and closely spaced sets. Here, the highest two input
tones are close in value, but are much greater in fre-
quency than the lowest tone. Because of this, the pro-
jected points tend to cluster closely in groups of two or
three, but the clusters are spread across the subspaces.
Therefore, sets such as this can densely sample certain
areas near both the MAOS vertices and the PS ver-
tices, but cannot broadly sample the entire triangular
spaces.
The four example input tone sets considered above
illustrate the importance of choosing the proper input
tones to suit specific experimental goals. If the primary
goal is to sample a material’s third order response as
broadly as possible, one should use input tones that most
a)
c)
b)
d)
(ω0,4ω0,16ω0)
(ω0,6ω0,14ω0)
(5ω0,6ω0,9ω0)
(4ω0,15ω0,16ω0)
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FIG. 5. Projections of the 19 points of G∗3(ω1, ω2, ω3) mea-
sured by a three-tone strain-controlled experiment onto the
constant L1-norm triangular subspaces, for four different ex-
amples of integer triplet sets of input tones. Points are colored
based on the barycentric coloring scheme from Figure 2.
uniformly span the triangular subspaces. The uniformity
of a set in these spaces can be assessed visually, or by
some appropriate numerical measure, such as the aver-
age nearest-neighbor distance of points within a given
triangular subspace. If, however, the goal is to sample
particular sections of the response surfaces as densely as
possible, such as the regions near the MAOS vertices,
the most suitable input tones will not produce the most
uniform sampling but rather the densest sampling in the
desired region.
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2. The Vandermonde Method for Channel Estimation
Given a three tone input, let ω∗ be one of the 19 chan-
nels of interest in the Fourier transform of the shear stress
containing unique information about third order com-
plex modulus. Then in the limit of vanishingly small
strain amplitudes, the value of the stress measured in
this channel can, in principle, be used directly. There
are experimental complications, however, that make di-
rectly inferring values of the third order modulus from a
single experiment difficult. For one, rheometers have fi-
nite sensitivity. Thus the strain amplitude must be small
enough such that effects above third order are negligible,
but large enough that the third order response is measur-
able above the noise floor. Another complication is that
the present experimental design requires measurement of
third order features in the stress on channels very near
to others that carry the linear response. The linear re-
sponse has much greater magnitude than the third order
features, and spectral leakage from the linear response
can influence measured values of the third order complex
modulus on the nearby channels. For these reasons, di-
rectly inferring values of the third order modulus from a
single experiment is not recommended.
In other measurements of intrinsic nonlinearities in vis-
coelastic materials, such as MAOS, it is common to ap-
ply an amplitude sweep at a constant frequency, and fit
the response to a cubic polynomial to infer values of the
intrinsic material functions [10]. One could apply this
same methodology to MAPS to obtain estimates for the
third order modulus that are robust to noise and spec-
tral leakage. Though a thorough amplitude sweep will
improve the estimates of the third order modulus, this
procedure is quite time-consuming, and will drastically
decrease the data-throughput of the experimental tech-
nique. However, it has recently been shown that third
order measurements can be accurately segregated from
first order effects in MAOS with only two experiments at
different amplitudes, as long as both measurements are
taken within an amplitude range known to excite third
order nonlinearities without substantial higher order ef-
fects [19]. Here, we will develop a similar procedure for
isolating third order effects in MAPS from first order ef-
fects such as spectral leakage.
To do so, two strain amplitudes are selected, γa and γb,
to replace γ0 in the strain input expression in equation
4. In the weakly nonlinear limit, the Fourier transform
of the stress in the experiment with strain amplitude γa
on a channel of interest, ω∗, can be expressed as a third
order polynomial:
σˆa(ω
∗) = γaσˆ(1)(ω∗) + γ3aσˆ
(3)(ω∗),
and likewise for the stress resulting from the experiments
with strain amplitude γb. The terms σˆ
(i)(ω∗) are the
coefficients of the order γia contributions to the Fourier
transform of the stress. By convention, we choose the fol-
lowing relationship for the strain amplitudes in the two
experiments: γa = rγb, with 0 < r < 1. In the small am-
plitude limit, the coefficients of the stress, σˆ(i)(ω∗), are
common across experiments at different strain amplitude
and can be determined from the solution to a system of
linear equations:(
σˆa(ω
∗)
σˆb(ω
∗)
)
=
(
r r3
1 1
)(
γbσˆ
(1)(ω∗)
γ3b σˆ
(3)(ω∗)
)
. (10)
The coefficient matrix in equation 10, denoted V, is
termed the Vandermonde matrix [16, 20]. The L∞-norm
condition number of the Vandermonde matrix is:
‖V‖∞‖V−1‖∞ = 2 + 2r
r − r3 . (11)
The value of r that minimizes the condition number of the
Vandermonde matrix is: r = 12 , with minimal condition
number: 8. This means that relative uncertainties in the
stress coefficients are guaranteed to be smaller than eight
times the relative uncertainties in the measured stresses.
With this value of r, the experimental design is optimal
for estimating σˆ(i)(ω∗) from solution of equation 10. The
value of σˆ(1)(ω∗) found from solution of this equation
can be used to determine the linear response if ω∗ is
one of the three tones in the input strain. The value of
σˆ(3)(ω∗) determined from solution of equation 10 on all
the other channels of interest can be used to determine
the third order modulus by reading off the appropriate
row of Table I. For example, if ω∗ = ω0(2n1 + n2), then:
G∗3(ω0n1, ω0n1, ω0n2) =
4
3ipi
e−i(2α1+α2)σˆ(3)(ω0(2n1+n2)).
(12)
It is important to note that while this cubic regression
mitigates bias in third order measurements from linear
effects such as spectral leakage, it does slightly increase
the variance in the regressed result, and does not cor-
rect for bias from O(γnb ), n > 3 responses. This bias,
which is the systematic error resulting from approximat-
ing the stress response as only a third order polynomial,
can be quantified by computing the difference between
solutions of equation 10 using third order and fifth order
polynomials to generate the data for σˆa(ω
∗) and σˆb(ω∗).
The magnitude of the difference between σˆ(3)(ω∗) deter-
mined from the third and fifth order approximations is:
(5/4) γ2b |σˆ(5)(ω∗)|, where σˆ(5)(ω∗) is the coefficient of the
fifth order response that is neglected in the third order
expansion of the measured stress. As expected, the bias
grows with increasing imposed strain amplitude.
The variance in the inferred value of σˆ(3)(ω∗) arises
from the finite noise amplitude present in each channel,
which we denote (ω∗). The mean-squared value of the
stress on channels not carrying a first or third order non-
linearity can be used to estimate the noise in channels of
interest, or the noise amplitude may be measured a priori
as part of a detailed characterization of the rheometer.
Assuming the noise is normally distributed, the variance
in σˆ(3)(ω∗) using just two three-tone experiments is set
by the value of
√
eT2 (V
TV)−1e2, with e2 = (ω∗)×(0, 1).
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FIG. 6. The bias-variance trade-off in estimating the third
order stress response with a third order polynomial model.
The variance is an instrumental error and its power law decay
with strain amplitude does not depend on the fitting model.
The amplitude of the bias depends on the material under
study and its power law growth with strain is set by the third
order fit to the measured data. Any strain amplitude giving
a total bias and variance below a specified threshold can be
used to measure the third order response accurately.
With the optimal ratio of strain amplitudes, r = 12 , the
variance in σˆ(3)(ω∗) is (4
√
5/3) (ω∗)γ−3b . The variance
grows cubically with decreasing strain amplitude in the
MAPS experiments as noise will dominate the response
at small enough strain amplitudes. In contrast, the bias
determined above grows with increasing strain ampli-
tude. This results in a trade off between bias and variance
that defines the range of amplitudes appropriate for mea-
suring third order response in MAPS experiments using
two different input strain amplitudes.
The bias-variance trade off involved in inferring
σˆ(3)(ω∗) is illustrated graphically in Figure 6. From this
analysis it is clear that the strain amplitudes of the ex-
periments must be chosen carefully to introduce neither
systematic deviations from the third order approxima-
tion nor to magnify random errors in the measurement.
The bias-variance trade-off can be managed by selecting
a value of γb for which the summed magnitudes of the
bias and the variance are below a threshold tolerance.
The optimal strain amplitude can be found by minimiz-
ing this total error function. With just two three-tone
experiments, this optimal balance of bias and variance
suggests that the optimal strain amplitude is:
γb ≈ 1.3
(
(ω∗)
|σˆ(5)(ω∗)|
)1/5
. (13)
The minimal error in the inferred value of third order
response function resulting from equal bias and variance
is then approximately:
3.5 (ω∗)2/5|σˆ(5)(ω∗)|3/5. (14)
This value can serve as a useful a posteriori check
on whether the response function has been accurately
measured in the sense that its inferred magnitude ex-
ceeds significantly the expected error in the optimal
case. Here, the minimal error is slightly more sensi-
tive to the magnitude of the material response |σˆ(5)(ω∗)|
than to the instrumental noise characteristics (ω∗). If
one were to repeat this analysis for experiments with
three distinct strain amplitudes, instead using a fifth
order polynomial to infer the third order modulus, the
power law exponents in the minimal error would change:
(ω∗)2/5|σˆ(7)(ω∗)|3/5 → (ω∗)4/7|σˆ(7)(ω∗)|3/7. In the
case of a fifth order fit, the error would be more sensitive
to the instrumental response than the material response.
This analysis is conducted in detail in Appendix A.
3. Amplitude Selection in Strain vs. Stress Control
The Vandermonde method and analysis makes clear
the importance of choosing an appropriate input ampli-
tude in medium-amplitude experiments. The range of
appropriate amplitudes here has been defined as the am-
plitudes that produce a total error below a certain thresh-
old, as illustrated in Figure 6. In practice, the threshold
will be chosen relative to the desired measured quantity:
the third order modulus. Thus the range of appropri-
ate amplitudes depends on the instrument response and
both the third and fifth order features of the material re-
sponse. These material response features in general de-
pend on the measured frequency channel, and therefore
the appropriate range of amplitudes will be frequency-
dependent. The frequency dependence of an appropriate
range for the strain amplitude has recently been demon-
strated experimentally in strain-controlled MAOS [19],
which has shown that this range of strain amplitudes
can vary substantially with frequency, particularly in the
low-frequency regime.
Though the above analysis focuses on strain-controlled
experimentation, it can also be identically repeated in
the stress-controlled MAPS framework. In this case,
the results would be identical upon the substitutions
σˆm(ω
∗) → γˆm(ω∗), σˆ(i)(ω∗) → γˆ(i)(ω∗), and γm → σm.
In the stress-controlled case, the relevant MAPS response
function probed by experiments is the third order com-
plex compliance, J∗3 (ω1, ω2, ω3), rather than the third or-
der complex modulus. In a nonlinear viscoelastic sys-
tem, the frequency dependence of the strain response in
stress control is distinct from that of the stress response
in strain control. As a consequence, the frequency de-
pendence of the appropriate range of stress amplitudes
σb will differ from that of γb.
In strain-controlled MAOS, the optimal range for
strain amplitudes is used to inform MAOS frequency
sweeps, in which only two experiments at different strain
amplitude are performed at each frequency to infer the
third order intrinsic material functions akin to the pro-
cedure outlined above [19]. In strain control, however,
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FIG. 7. The bounds of the inequalities in equations 15 on the third harmonic in a MAOS experiment as a function of the
imposed frequency, in both (a) strain control and (b) stress control for the corotational Maxwell model, with an instrument
response function (ω0) = G0 × 10−4 in (a) and (ω0) = 10−4 s in (b). The blue lines represent the upper limit for either γb or
σb, above which the total error exceeds the threshold value due to bias. The red lines represent the lower limit, below which
the total error exceeds the threshold due to variance. The gray region represents the range of either γb or σb, respectively, for
which the total error is beneath the threshold value.
the strong dependence of the optimal range of strain am-
plitudes on the imposed frequency, particularly at low
frequency, introduces an experimental complication, in
that this range must be determined a priori at each fre-
quency to ensure an accurate frequency sweep. Given
this observation, it is reasonable to ask whether the same
difficulty arises in stress control. Below, we provide in-
sight to this question with a brief theoretical study of the
bias-variance trade-off in stress and strain control using
the corotational Maxwell model.
If we define the total error threshold to be half of the
magnitude of the measured third order stress response on
a channel ω∗, then the inequalities defining the region of
appropriate values of the stress or strain amplitudes in
stress- or strain-controlled experiments are, respectively:
4
√
5
3
(ω∗)
|γˆ(3)(ω∗)|σ
−3
b +
5
4
|γˆ(5)(ω∗)|
|γˆ(3)(ω∗)|σ
2
b ≤ 0.5, (15a)
4
√
5
3
(ω∗)
|σˆ(3)(ω∗)|γ
−3
b +
5
4
|σˆ(5)(ω∗)|
|σˆ(3)(ω∗)|γ
2
b ≤ 0.5. (15b)
In general, the third and fifth order elements of the mate-
rial response (either stress or strain) on a specific channel
ω∗ depend on the details of the deformation protocol. For
simplicity and the purpose of comparison with the results
of Ewoldt and co-workers [19], we consider measurements
of the third harmonic in a single-tone MAOS experiment,
where ω∗ = 3ω0 represents the third harmonic of the in-
put frequency ω0. In this case, we can obtain analytic
expressions for the third and fifth order elements of the
stress and strain response of the corotational Maxwell
model. The mathematical details of this solution are left
to Appendix B.
To find the roots γ∗b (3ω0) and σ
∗
b (3ω0) that result in
the equality in equations 15, we must specify a functional
form for the instrumental noise response, (ω∗). A simple
form of this function is the case of white noise, for which
the average instrumental response is constant, (ω∗) =
0. The roots of the equalities in equations 15 can be
found numerically, and are shown as a function of the
imposed frequency ω0 in Figure 7.
The behavior depicted in Figure 7a is in qualitative
agreement with that observed by Ewoldt and co-workers
[19]. At high frequency, the bias and variance reach a
plateau, so the region of optimal strain input γb becomes
constant. This corresponds to the onset of predominantly
elastic behavior, for which the stress responds propor-
tionally to the strain. At low frequency, we observe that
the bias and variance both decrease with frequency, cor-
responding to a viscous regime in which the stress re-
sponds proportionally to the strain rate. As a result, the
optimal region for γb is shifted progressively to higher
strains for lower frequencies, with γbω = γ˙b ≈ constant.
The behavior depicted in Figure 7b for stress control
is quite different than that for strain control. At high
frequency, we still observe a plateau regime in the optimal
region for σb. At low frequency, however, we find that the
upper bound of the region approaches a different plateau,
while the lower bound decays with decreasing frequency.
As a result, the optimal region for σb in fact expands as
the frequency decreases, in contrast to the limited zone of
validity in the low-frequency region under strain control.
A substantial consequence of the distinct trends noted
above for strain- and stress-controlled experiments is that
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if one wishes to conduct a frequency sweep spanning
both the low- and high-frequency regimes of a material in
strain control, one must first conduct experiments at each
frequency to determine the appropriate strain amplitude
to impose, in order that the result is neither dominated
by bias nor variance. This adds significant experimenta-
tion time to a medium-amplitude frequency sweep, and
this further decreases the data-throughput. In stress con-
trol, however, it is possible to choose a single input stress
amplitude that is within the optimal region at all fre-
quencies, as indicated by the gray shaded region between
the dashed black lines in Figure 7b. Such an amplitude
may be found by conducting a single stress-amplitude
sweep at a frequency ωτ > 1, and selecting an ampli-
tude on the lower side of the optimal region. This is
a significant advantage for stress-controlled experimen-
tal design, as an appropriate input stress amplitude need
only be determined once, and the same amplitude can
then be applied at all frequencies without substantially
affecting the total error. For this reason, the experiments
discussed in Section IV are all performed in the stress-
controlled mode.
4. Estimating Uncertainty in MAPS Measurements
In the experimental design developed in the previous
sections, a cubic fit to two three-tone experiments will be
exact, as we provide two degrees of freedom to describe
two data points on each frequency channel. The fit it-
self provides no estimate of the uncertainty of the mea-
sured third order MAPS point on a given channel, thus
any estimate of the uncertainty of measured quantities
must come from consideration of the bias and variance
presented in Section III B 2. This requires knowledge of
the fifth order material response and the instrument re-
sponse on that channel, which are in general not precisely
known. Thus any precise statement of the uncertainty of
measured MAPS quantities are difficult to make in the
present framework.
Another methodology for obtaining uncertainty esti-
mates on MAPS quantities is to add a third measure-
ment to the experimental design by implementing the
same three-tone input signal with amplitude γc. The
first and third order elements of the material response at
a channel ω∗ can now be determined by the least-squares
solution to the following system: σˆa(ω∗)σˆb(ω∗)
σˆc(ω
∗)
 =
 ra r3arb r3b
1 1
( γcσˆ(1)(ω∗)
γ3c σˆ
(3)(ω∗)
)
+ ∆σ(ω∗)
(16)
with ra = γa/γc, rb = γb/γc, and 0 < ra ≤ rb < 1. A
reasonable estimate for the error, due to bias and vari-
ance, is the residual root-mean-squared error: ∆σ(ω∗) =
1√
3
|∆σ(ω∗)|2. The uncertainty in the measured third
order element of the response on the channel is:
(∆σ(3)(ω∗))2 = eT2 (V
TV)−1e2, (17)
with e2 = ∆σ × (0, 1). The design variables ra and rb
can be used to optimally condition VTV to minimize
this uncertainty. The minimal error introduced by the
experimental design in this case occurs for ra = rb =
0.5, for which (∆σ(3)(ω∗))2 = 16(∆σ(ω∗))2/3. Using
this design, the uncertainty in the measured third order
element of the material response can be determined, and
subsequently propagated to the measured values of the
relevant MAPS material function.
5. Selecting the Input Phases
The last design variables for the three-tone MAPS ex-
periment to address are the phases of the input tones,
αj . The previous analysis has revealed that the specific
values of G∗3(ω1, ω2, ω3) probed by a three-tone MAPS
experiment are independent of the values of αj . So too
is the magnitude of the stress response on each output
channel, though the relative weight of the real and imag-
inary components of the response on each channel does
depend on the phases of the input tones (Table I). The
input phases therefore serve a distinct purpose in the ex-
perimental design, as a tool to control the peak value
of the strain, strain rate, or torque attained by the os-
cillating rheometer fixture. This control is especially im-
portant for multi-tone signals with moderate amplitudes,
which might operate near the safe limits of strain rate or
torque of the rheometer. For example, if all phases in
equation 15 were left at zero, then the peak strain rate
of such a signal would be γ0
∑
j ωj , which may be quite
large when considering high frequency tones. Even worse,
if the phases were each set to pi/2, then the peak accel-
eration would be γ0
∑
j ω
2
j . When large ωj and large
γ0 are employed, these peak values can quickly exceed
the instrumental limits. The same problem exists for
stress-controlled experiments, as rheometers can only im-
plement rapid changes in the stress with finite accuracy,
and large imposed stresses can also result in strain rates
or torques outside of the instrumental limits. Careful ad-
justments of the input phases, however, can dramatically
reduce the peak value of the input signal or its deriva-
tives, allowing one to operate within the instrumental
limits even at large amplitudes and high frequencies.
The dependencies of the peak value of multi-tone signal
and its derivatives on the input phases are all highly non-
linear. This problem has received much attention in fields
such as electronics, where multi-tone signals are widely
employed [21, 22]. The problem of choosing phases is of-
ten formulated in terms of minimizing the peak value of
the signal relative to the root-mean-squared value of the
signal, a measure known as the crest factor. Formally,
the crest factor is defined as follows:
CF (u) ≡ ||u||∞||u||2 , (18)
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with the L∞ norm:
||u||∞ ≡ sup
t
|u(t)|, (19)
and the L2 norm:
||u||2 ≡
(
1
T
∫ T
0
(u(t))2dt
)1/2
, (20)
where T is the period of the periodic input signal u(t).
Crest factor minimization for general multi-tone sig-
nals is quite difficult, so specific guidelines for selecting
input phases to minimize the crest factor are often heuris-
tic and are valid only for certain sets of input tones.
Fortunately, we have found that for three-tone signals
that probe asymptotic nonlinearities in viscoelastic ma-
terials, the required stresses and strain rates are often
much lower than the instrumental upper bounds. For the
results in Section IV, even at the maximum crest factor
for a given set of input tones, the signal always operates
within the rheometer’s operating limits. Therefore, we
will set αj = 0 for the remainder of this work. For the
set of input tones {1, 4, 16}, this results in a crest factor
of CF (u) = 2.30 for the input signal, and a crest fac-
tor of CF (u˙) = 1.76 for its time derivative. For the set
{5, 6, 9}, the resulting crest factor of the input signal is
CF (u) = 2.27 and a crest factor of CF (u˙) = 2.21 for its
derivative. With only three input tones, therefore, the
crest factor of the signal is not dramatically higher than
the crest factor for a single tone, which is equal to
√
2.
However, because this na¨ıve choice would result in the
peak value of the input signal and its derivative growing
quickly with the number of input tones, the problem of
crest factor minimization will be an important topic in
future explorations of multi-tone signals.
IV. MAPS RHEOLOGY OF A MODEL
COMPLEX FLUID
In designing an experimental protocol to measure
MAPS functions in a high-dimensional, high-throughput
manner, careful consideration was given to implementing
procedures that are accessible in commercial rheometers,
and to standardizing the procedure for data collection
and analysis. In this section, we demonstrate the experi-
mental design proposed in this work with measurements
on a model complex fluid: a surfactant solution of entan-
gled wormlike micelles [23, 24]. These experiments were
performed in stress control, due to the ease in implement-
ing a frequency sweep in this mode at fixed stress ampli-
tude (as discussed in Section III B 3). All measurements
were taken using a DHR-3 Discovery Hybrid Rheometer
from TA Instruments with inputs signals generated in
TRIOS v5.0.0.
Before we present the measured MAPS data, let us
review the procedure for experimental design, implemen-
tation, and data analysis developed in the preceding sec-
tions. A flowchart depicting the full MAPS experimen-
tal protocol for a three-tone input signal is presented in
Figure 8, and the steps in this protocol are enumerated
below.
1. With the stress-controlled mode selected, the ex-
perimental design consists principally of two steps.
The first is to select the input tones {n1, n2, n3}.
Here, we select {5, 6, 9} as an example of a set that
will study the regions in the vicinity of the MAOS
vertices, and {1, 4, 16} as an example of a set that
will broadly study the entire MAPS domain.
2. The second step in the experimental design is to
determine an appropriate input stress amplitude σb
that is suitable for experiments at all fundamental
frequencies. This requires some experimentation –
specifically, an amplitude sweep at a frequency for
which ωτ > 1. The characteristic relaxation time of
the material, τ , is easily determined from a SAOS
sweep, after which an appropriate frequency is se-
lected for an amplitude sweep and σb determined
from the analysis set forth in Section III B 2.
3. Next, the fundamental frequency ω0 for the MAPS
experiment is selected, and the three-tone wave-
forms entered into the rheometer’s control software
with amplitudes σb and at least one replicate of
σa = σb/2 (one replicate is sufficient to regress
the third order response, and a second replicate
with σc = σa will produce an estimate of its uncer-
tainty).
4. The raw time-series data for both the input stress
and output strain are then measured by the
rheometer over a duration of time sufficient to reach
a steady oscillatory state. By default, the soft-
ware package included with this work assumes that
the sample is allowed to complete at least five pe-
riods with respect to the fundamental frequency
(5 × (2pi/ω0)) once the steady oscillatory state is
reached.
5. Finally, the raw time-series data is input into a soft-
ware package that we have developed to process the
data. The first step in data processing is to com-
pute the discrete Fourier transform of both the in-
put and output time-series data, and identify the
magnitude and phase of the signal on each input
and output channel.
6. The software package then fits the data to a cu-
bic polynomial according to the procedure of either
Section III B 2 or III B 4, and uses Table I to asso-
ciate each channel to a discrete measurement of the
third order complex compliance.
7. The software package outputs the value of the
third order complex compliance in both tabular
and graphical forms. If linear response data is
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FIG. 8. Flowchart for the full three-tone experimental protocol for MAPS rheology in stress control. Experimental design
includes selection of the input tones {n1, n2, n3} (Section III B 1) and determining the optimal σb (Section III B 2). These
design variables are used to construct input signals according to σ(t) = σ0
∑
j sin(njω0t) with σ0 = σb and σ0 = σa = σb/2,
for some selected ω0, and these signals are implemented in a rheometer through its own arbitrary wave of multiwave control
software. The time-series stress and strain data are recorded, and fed into a stand-alone software package for data processing.
Data processing includes taking the discrete Fourier transform, regressing third order components of the response (Sections
III B 2 and III B 4), and associating each output channel to a discrete measurement of the third order complex compliance (Table
I). The results of this MAPS experiment can be added to Bode and Nyquist plots within the software, and the procedure can
then be repeated for different values of ω0 to sweep through a range of different values of the L
1-norm: |ω|1 = |ω1|+ |ω2|+ |ω3|.
available, the software converts the measured val-
ues of the third order complex compliance to corre-
sponding values of the third order complex modulus
and third order complex viscosity using the known
MAPS inversion relationships, and outputs these
values as well.
The final three of these steps have all been automated
by the MITMAPS software package, so that the user
need only input the time-series data from the rheometer,
the experimental design parameters: ω0 and {n1, n2, n3},
and the desired format for the output.
Once completed, the experimental protocol can be re-
peated for either different input tones {n1, n2, n3} or a
different fundamental frequency, ω0. For a particular set
of input tones, the software package allows the user to
merge data sets collected with different ω0 to create a
MAPS frequency sweep, which is conveniently depicted
through Bode or Nyquist plots. Frequency sweeps ob-
tained with different {n1, n2, n3} can also be merged by
the software, and these frequency sweeps can be depicted
on the same or separate figures.
Below, each step in the experimental protocol is
demonstrated in a study of a surfactant solution of worm-
like micelles. The resulting MAPS data is presented in
two forms: Bode plots of the third order complex com-
pliance as a function of the frequency L1-norm, obtained
directly from three-tone MAPS experiments, and Bode
plots of the third order complex viscosity, obtained us-
ing the data for the third order complex compliance in
conjunction with a fit to SAOS data and the inversion
formulas presented in Part 1 of this work. We choose to
show both forms of data to demonstrate the versatility
of the MAPS representation, in that it is capable of si-
multaneously describing both stress and strain control,
and because nonlinear rheological data and solutions to
viscoelastic constitutive models are very often obtained
in a strain-controlled fashion, thus the complex viscosity
representation may look more familiar to some readers.
We then compare the experimental MAPS data to the
predictions of the corotational Maxwell model and the
Giesekus model as a simple exercise in evaluating the
suitability of constitutive models for describing MAPS
data. Finally, this section concludes with a comparison
of the MAPS data to data obtained with MAOS ampli-
tude sweeps, as a means to validate that our three-tone
MAPS experiments have indeed measured an intrinsic
material response.
A. Experimental Details
The surfactant solution of wormlike micelles used in
this study was composed of cetylpyridinium chloride
(CPyCl), sodium salicylate (NaSal), and sodium chlo-
ride (NaCl) in deionized water at concentrations of 100
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FIG. 9. SAOS frequency sweep of the wormlike micellar solution in controlled stress, with σ0 = 0.1 Pa. Circles show
experimental values, lines represent the fit to a single Maxwell element plus an effective Newtonian solvent contribution (equation
21) with η0 = 25.7 Pa·s, τ = 0.64 s, and η∞ = 0.039 Pa·s. a) The complex modulus, G∗(ω) = 1/J∗(ω) = G′(ω) + iG′′(ω). b)
The complex compliance, J∗(ω) = J ′(ω)− iJ ′′(ω).
mM, 60 mM, and 33 mM, respectively (CPyCl and NaSal
supplied by Alfa Aesar, reagent grade NaCl purchased
from Sigma Aldrich). All experiments were conducted
with a 60 mm, 2◦aluminum cone with truncation gap of
58 µm and a bottom Peltier plate maintained at 25◦C.
To reduce solvent evaporation over the duration of each
experiment, the sample was sealed using a thin layer of
hexadecane oil.
B. SAOS Frequency Sweep
A stress-controlled SAOS frequency sweep was con-
ducted to measure the linear viscoelastic spectrum of the
solution of wormlike micelles. The sweep was conducted
over the range ω ∈ [0.1, 100] rad/s with five points per
decade, at a constant stress amplitude of σ0 = 0.1 Pa.
The resulting measurements of the storage and loss com-
pliances, J ′(ω) and J ′′(ω) (with J∗1 (ω) = J
′(ω)− iJ ′′(ω))
are shown in Figure 9, along with the corresponding val-
ues of the storage and loss moduli, G′(ω) and G′′(ω)
(with G∗1(ω) = G
′(ω) + iG′′(ω) = 1/J∗1 (ω)). At low and
moderate frequencies, the linear viscoelastic behavior of
this wormlike micellar solution is known to be close to
that of an ideal Maxwell model with a single relaxation
time [25, 26]. At high frequencies, the observed behav-
ior deviates from the predictions of the model due to the
presence of faster-relaxing Rouse modes. Over the range
for which SAOS data is available, the linear viscoelastic
response can be compactly represented by a single-mode
linear Maxwell element plus an effective Newtonian sol-
vent contribution:
G∗1(ω) =
1
J∗1 (ω)
=
η0iω
1 + iτω
+ η∞iω, (21)
with the parameters: η0 = 25.7 Pa·s, τ = 0.64 s, and
η∞ = 0.039 Pa·s.
C. Oscillatory Amplitude Sweep
Next, an oscillatory stress amplitude sweep was per-
formed at a frequency of ω0 = 5.12 rad/s, for which
τω = 3.27 > 1. The stress amplitude was swept over
the range σ0 ∈ [1, 30] Pa. At each imposed stress am-
plitude, the oscillatory strain output from the rheometer
was recorded as a function of time, and from the Fourier
transform of this strain signal, the magnitude of the third
harmonic strain response was computed. To assess the
magnitude of the error due to bias and variance, the third
harmonic signal was normalized by the cube of the im-
posed stress amplitude and plotted against the imposed
amplitude. The resulting data is shown in Figure 10,
which closely reflects the form of the theoretical bias-
variance plot shown in Figure 6. Figure 10 also shows
the linear (red), and fifth-order (blue) contributions of
a fit to the third harmonic strain data, which represent
approximately the variance and bias, respectively. The
horizontal dashed black line shows the regressed value of
the third order response, |γˆ(3)/σ30 |.
Figure 10 demonstrates that the SAOS frequency
sweep (σ0 = 0.1 Pa) was indeed performed at an ampli-
tude that was sufficiently small to excite predominantly
linear behavior. The data also reveals a range of inter-
mediate amplitudes over which the measured value of
the third harmonic signal is nearly equal to the regressed
third order response. The analysis of Section III B 3 in-
dicated that σb should be selected towards the lower end
of this optimal region, so that the same stress amplitude
can be used across a range of frequencies in a MAPS
frequency sweep. Therefore, the value of σb = 7 Pa is
selected for the forthcoming MAPS experiments, as indi-
cated with a vertical dotted line.
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FIG. 10. The magnitude of the third harmonic response,
|γˆ(3ω0)|, to a single tone oscillatory stress input at a fre-
quency ω0 = 5.12 rad/s with varying amplitude σ0. Circles
indicate experimental results, with the components of a fifth-
order polynomial fit shown by lines: the bias (linear) term in
blue, the variance (fifth-order) term in red, and the weakly
nonlinear (third order) term as a horizontal dashed line. The
ordinate is scaled by the cube of the imposed stress amplitude
to reflect the form of Figure 6. An input stress amplitude in
the optimal range is indicated with a vertical dotted line at
σb = 7 Pa.
D. MAPS Frequency Sweeps
Two MAPS frequency sweeps were performed with in-
put tone sets {n1, n2, n3} = {5, 6, 9} and {n1, n2, n3} =
{1, 4, 16}, sweeping over the fundamental frequencies
ω0 = 0.16, 0.32, 0.64, and 1.28 rad/s. These input tone
sets were selected to demonstrate the diversity of infor-
mation that can be obtained from MAPS experiments.
Specifically, the input tone set {5, 6, 9} is able to illus-
trate the sensitivity of MAPS data in a small region near
the MAOS vertices, while the {1, 4, 16} set probes how
MAPS data varies over the entire domain of the third or-
der response function. The fundamental frequencies were
selected to probe a window of time-scales surrounding
the characteristic time-scale of the material determined
from the linear response (τ = 0.64 s). It is especially
important to capture data at high frequencies (ωτ > 1)
because in this regime, the behavior of different consti-
tutive models has been shown to vary widely, while in
the low-frequency regime the behavior of different mod-
els is much more regular [9, 27]. High-frequency data is
therefore critical in assessing the capabilities of a spe-
cific constitutive model to accurately capture measured
experimental data, as will be shown in the following sec-
tion.
At each imposed ω0, values of the third order complex
compliance were determined using the procedure devel-
oped in Section III B 4. Specifically, input signals of the
form:
σ(t) = σ0
∑
j
sin(njω0t) (22)
were implemented using the Arbitrary Wave mode in the
TRIOS software provided by TA Instruments, with one
trial using a stress amplitude σb = 7 Pa, and two trials us-
ing a stress amplitude σa = 0.5σb = 3.5 Pa. These three
trials were implemented for each ω0 with both input tone
sets, resulting in a total of 24 trials. Each trial was run
for a time equal to 10 × (2pi/ω0), or 10 periods with re-
spect to the fundamental frequency, to allow the sample
to reach its steady oscillatory state. The sampling rate
was set such that at least 2000 data points were collected
per period with respect to the fundamental frequency,
to ensure that high-frequency channels would be distin-
guishable in the response. In general, the sampling rate
should be at least an order of magnitude larger than the
highest frequency expected in the weakly nonlinear re-
sponse. Setting the sampling rate much higher, however,
will result in file sizes that become large and computa-
tionally expensive to process. For more details on how
a MAPS frequency sweep should be implemented in the
TRIOS software for compatibility with the MITMAPS
software package, see the Supplementary Material. Note
that while we have used the Arbitrary Wave mode in
this work to generate the three-tone input signals, it may
be possible to generate the same signals using a built-in
multiwave functionality in the control software for the
rheometer by activating only the frequencies of interest.
However, any tests run in multiwave mode must still ex-
port the raw shear stress and shear strain time-series data
for subsequent data processing.
After all trials were completed, the measured stress
and strain time series were exported to a text file for pro-
cessing by the software. Data processing consists simply
of windowing the data to exclude the initial transient re-
sponse (done by removing the first five periods of the sig-
nal), taking the Fourier transform of the time series data,
computing the third order components of the response by
least-squares regression, and associating each peak with
a value of the third order complex compliance. Because
each combination of ω0 and {n1, n2, n3} results in 19
measured values of J∗3 (ω1, ω2, ω3), these two MAPS fre-
quency sweeps over four frequencies each produce a total
of 2× 4× 19 = 152 measurements of J∗3 (ω1, ω2, ω3) while
requiring less than 80 minutes of experimentation. Com-
pared to similar rheological techniques such as MAOS,
this data throughput is remarkably high.
After data processing, the MITMAPS software was
used to generate Bode plots of the frequency dependence
in the measured third order complex compliance, ac-
cording to the plotting scheme discussed in Section II.
These plots are shown in Figure 11 for the input tone set
{5, 6, 9}, and in Figure 12 for the input tone set {1, 4, 16}.
Though points are colored by their barycentric coordi-
nates in the respective MAPS subspace (cf. Figures 2
and 5), dashed lines have been added to connect points
of the same barycentric coordinates to help in identify-
ing trends with increasing |ω|1, and trends with changing
barycentric coordinates. We do not include Nyquist plots
of the data here because the real and imaginary parts of
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J∗3 (ω1, ω2, ω3) measured by the MAPS frequency sweeps
vary over orders of magnitude, thus much of the data is
indistinguishable on a linear-scaled Nyquist plot.
While this new rheological data may be challenging
to interpret on first inspection, it is possible to make a
few important general observations. First, we can clearly
see the diversity and density of data obtained by the
MAPS experimental protocol. In Figure 11, subspaces
B and D demonstrate that, although points are obtained
at barycentric coordinates in a small range near the first
harmonic MAOS vertex, curves at different barycentric
coordinates are clearly distinguishable both in magnitude
and phase. This is in contrast to subspace A, where
points obtained near the third harmonic MAOS vertex
show almost no variation with barycentric coordinates.
Thus, the weakly nonlinear rheological response of this
micellar solution across subspaces is quite different as
well. Figure 12 emphasizes these observations. In par-
ticular, it is clear that the behavior of the phase angle
in subspace D at points sampled near the odd PS ver-
tex (those closer to red in color) is distinct from points
sampled near the MAOS vertex (those closer to blue
in color) in the same subspace. It is the evident rich-
ness of these data sets that distinguishes MAPS rheol-
ogy from other weakly nonlinear experimental protocols,
which can probe points along only a very limited subset
of the curves shown in Figures 11 and 12.
Besides the richness and diversity of the data, Figures
11 and 12 demonstrate two key features that should in-
still confidence in the experimental results. Firstly, the
fundamental frequencies have been chosen to be exactly
factors of two apart, such that the frequency sweep with
the input tone set {1, 4, 16} produces multiple measure-
ments at the same point in the MAPS domain. For ex-
ample, the third order response coordinate (ω0, ω0, ω0)
with ω0 = 0.64 rad/s and the coordinate (4ω0, 4ω0, 4ω0)
with ω0 = 0.16 rad/s are one and the same. These points
serve as internal consistency checks for the experiment,
in that the two measurements on the same point should
be equal, or at least very nearly so. From Figure 12,
we see that this is indeed the case. In subspace A, con-
sistency checks exist along the blue, purple, and darker
green curves. Any variability between two points at the
same value of |ω|1 = ω1+ω2+ω3 in this subspace is small
compared to the variations in the data across the range
of |ω|1. In subspaces B and D, consistency checks exist
along the green and purple curves, respectively. In the
plots of the magnitude of the third order complex com-
pliance, differences between points at the same |ω|1 are
again very small. In the plots of the phase angle, exper-
imental variations are evident, but remain small. Given
the sensitivity of the measurements of the phase angle,
discrepancies that are so small compared to the range of
possible phase angles (∆argJ∗3 (ω1, ω2, ω3)/2pi < 0.03) are
still a good indicator of the precision of the experiments.
The second key observation about the data that re-
inforces the validity of the experimental results pertains
to the low-frequency behavior of the measured material
function. It has been shown that, in strain-controlled
experiments, the intrinsic nonlinearities measured by
MAOS follow a distinct low-frequency expansion [27].
This result has been extended to the third order complex
viscosity, η∗3(ω1, ω2, ω3) by the present authors [9]. In
particular, the third order complex viscosity for a simple
fluid, as defined by Coleman and Noll [12, 14], possesses
the low-frequency expansion:
η∗3(ω1, ω2, ω3) = a+ ib
∑
j
ωj +
c
2
∑
j 6=k
ωjωk + d
∑
j
ω2j .
(23)
Therefore, in the limit that τ |ω|1 → 0, η∗3(ω1, ω2, ω3) →
a. In other words, for the third order complex viscosity,
curves at every barycentric coordinate in all four sub-
spaces should approach the same constant, purely real
value, indicative of a purely viscous third order contri-
bution to the steady shear viscosity. This plateau should
occur at a characteristic scale set by the zero-shear vis-
cosity and characteristic relaxation time of the material:
a ∼ η0τ2. The same result could be extended to the third
order complex compliance and used to check the data in
Figures 11 and 12 for consistency with the expected low-
frequency behavior. However, one principal advantage of
the MAPS rheology representation is that it allows the
direct comparison of weakly nonlinear data obtained in
stress control to data obtained in strain control, through
the inversion formula:
G∗3(ω1, ω2, ω3) = (24)
− J
∗
3 (ω1, ω2, ω3)
J∗1 (ω1)J
∗
1 (ω2)J
∗
1 (ω3)J
∗
1 (
∑
j ωj)
.
To convert from the third order complex compliance
to the third order complex modulus only requires data
about the linear response at the frequencies ω1, ω2, ω3,
and ω1 + ω2 + ω3. Though SAOS data was not explic-
itly obtained at all of these frequencies, we can employ
the model given by equation 21 with the fit parameters
η0 = 25.7 Pa·s and τ = 0.64 s to interpolate at the re-
quired points. When equation 24 is combined with the
relationship between the third order complex modulus
and third order complex viscosity:
η∗3(ω1, ω2, ω3) = i
∏
j
ωj
−1G∗3(ω1, ω2, ω3), (25)
the data in Figures 11 and 12 can be reformulated in
terms of the third order complex viscosity, and directly
compared to equation 23. To demonstrate this salient
feature of MAPS rheology, we perform this intercon-
version, with the resulting Bode plots of η∗3(ω1, ω2, ω3)
shown in Figures 13 and 14.
From Figures 13 and 14, we indeed observe that many
of the curves at constant barycentric coordinates ap-
proach a constant value of approximately 20 Pa·s3 at
low |ω|1, though in some cases data is not available at
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FIG. 11. Values of the third order complex compliance, J∗3 (ω1, ω2, ω3), obtained from a MAPS frequency sweep with the integer
triplet {n1, n2, n3} = {5, 6, 9}, at frequencies of ω0 = 0.16, 0.32, 0.64, and 1.28 rad/s. The data is visualized according to the
procedure set forth in Section II, wherein the measured points are divided into four subspaces, and within each subspace points
are colored on the basis of their barycentric coordinates. The magnitude of the third order complex compliance, |J∗3 (ω1, ω2, ω3)|
plotted against the frequency L1-norm, |ω|1 = ω1+ω2+ω3, within each subspace is shown to the left, and the argument (phase)
of the third order complex compliance, arg J∗3 (ω1, ω2, ω3), plotted against the frequency L
1-norm within each subspace is shown
to the right. Circles indicate experimental results, with dashed lines connecting points associated with the same barycentric
coordinates within a subspace. Solid lines indicate predictions from the two parameter corotational Maxwell model plus a
Newtonian solvent mode, with η0 = 25.7 Pa·s, τ = 0.64 s, and η∞ = 0.039 Pa·s.
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FIG. 12. Values of the third order complex compliance, J∗3 (ω1, ω2, ω3), obtained from a MAPS frequency sweep with the integer
triplet {n1, n2, n3} = {1, 4, 16}, at frequencies of ω0 = 0.16, 0.32, 0.64, and 1.28 rad/s. The data is visualized according to the
procedure set forth in Section II, wherein the measured points are divided into four subspaces, and within each subspace points
are colored on the basis of their barycentric coordinates. The magnitude of the third order complex compliance, |J∗3 (ω1, ω2, ω3)|
plotted against the frequency L1-norm, |ω|1 = ω1+ω2+ω3, within each subspace is shown to the left, and the argument (phase)
of the third order complex compliance, arg J∗3 (ω1, ω2, ω3), plotted against the frequency L
1-norm within each subspace is shown
to the right. Circles indicate experimental results, with dashed lines connecting points associated with the same barycentric
coordinates within a subspace. Solid lines indicate predictions from the two parameter corotational Maxwell model plus a
Newtonian solvent mode, with η0 = 25.7 Pa·s, τ = 0.64 s, and η∞ = 0.039 Pa·s.
low enough frequencies to accurately determine a plateau
value. Indeed, we see that this plateau occurs at a
value consistent with the expected characteristic scale
of a ∼ η0τ2. In the cases where a low-frequency plateau
is evident, the phase angle does indeed tend to a value
of pi, indicating a purely viscous asymptotic nonlinear-
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FIG. 13. Values of the third order complex viscosity, η∗3(ω1, ω2, ω3), obtained from applying equations 24 and 25 to the data
in Figure 11, using a single mode Maxwell model with Newtonian solvent (equation 21) with η0 = 25.7 Pa·s, τ = 0.64 s, and
η∞ = 0.039 Pa·s for the linear response. The magnitude of the third order complex viscosity, |η∗3(ω1, ω2, ω3)| plotted against
the frequency L1-norm, |ω|1 = ω1 + ω2 + ω3, within each subspace is shown to the left, and the argument (phase) of the third
order complex viscosity, arg η∗3(ω1, ω2, ω3), plotted against the frequency L
1-norm within each subspace is shown to the right.
Circles indicate experimental results, with dashed lines connecting points associated with the same barycentric coordinates
within a subspace. Solid lines indicate predictions from the two parameter corotational Maxwell model, with η0 = 25.7 Pa·s
and τ = 0.64 s.
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FIG. 14. Values of the third order complex viscosity, η∗3(ω1, ω2, ω3), obtained from applying equations 24 and 25 to the data
in Figure 12, using a single mode Maxwell model with Newtonian solvent (equation 21) with η0 = 25.7 Pa·s, τ = 0.64 s, and
η∞ = 0.039 Pa·s for the linear response. The magnitude of the third order complex viscosity, |η∗3(ω1, ω2, ω3)| plotted against
the frequency L1-norm, |ω|1 = ω1 + ω2 + ω3, within each subspace is shown to the left, and the argument (phase) of the third
order complex viscosity, arg η∗3(ω1, ω2, ω3), plotted against the frequency L
1-norm within each subspace is shown to the right.
Circles indicate experimental results, with dashed lines connecting points associated with the same barycentric coordinates
within a subspace. Solid lines indicate predictions from the two parameter corotational Maxwell model, with η0 = 25.7 Pa·s
and τ = 0.64 s.
ity. Both of these observations are consistent with the
expected low frequency expansion in equation 23. We
also briefly note that, because the range of the phase an-
gle is constrained to (−pi, pi], the phase angle may appear
to jump discontinuously as in subsection D in Figure 14.
These jumps are purely reflective of the circular nature of
the phase angle, and do not represent any discontinuity
in the response functions. In fact, the phase angle pass-
ing through the value of either pi or −pi signifies that the
value of the imaginary part of the MAPS response func-
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tion, in this case η′′3 (ω1, ω2, ω3), is passing through zero
and changing sign. The same is true for the imaginary
part at a phase angle of zero, and sign changes in the
real part of the response function occur at phase angles
of ±pi/2.
The data presented in Figures 11 and Figures 12, or
alternatively in Figures 13 and 14, reveals the potential
richness of MAPS rheology. The MAPS experimental
protocol outlined in the previous sections are able to ob-
tain large data sets such as these in a relatively short
time. The data sets can be quite diverse internally (de-
pending on the values of {n1, n2, n3} selected), and ad-
justing experimental parameters such as the input tone
sets can probe features of the material response that are
evidently quite distinct. Moreover, some simple analy-
sis of the data reveals that the data sets are both in-
ternally consistent and also consistent with the expected
low-frequency behavior of a simple fluid. However, this
high-dimensional data is difficult to analyze on its own.
Fully understanding the variations in the magnitude and
phase angle of the MAPS response functions as a func-
tion of |ω|1 and of the barycentric coordinates within
each MAPS subspace requires accompanying constitutive
modelling. A detailed study of the nonlinear constitutive
modelling for this surfactant solution of wormlike micelles
is outside of the scope of this work, and will be a topic of
future study. However, it is still instructive to consider a
comparison of the data to two simple constitutive models
that are appropriate for describing the weakly nonlinear
rheology of wormlike micellar solutions, in particular to
validate that the trends observed in the data are indeed
consistent with typical viscoelastic behaviors. In the next
section, we consider the comparison of the data to both
the corotational Maxwell model and the Giesekus model.
E. Comparison to the Corotational Maxwell Model
Perhaps one of the simplest nonlinear viscoelastic con-
stitutive models possible that is consistent with the linear
response function given by equation 21 is one in which
the total stress consists of the linear combination of a
solvent stress (σS) and a viscoelastic extra stress (σE):
σ = σS + σE , (26)
where the solvent stress is Newtonian (σS = η∞γ˙) and
the extra stress is given by the corotational Maxwell
model [28]:
σE + τ
DσE
Dt = η0γ˙. (27)
In the corotational Maxwell model, Dσ/Dt represents
the corotational derivative of the stress tensor:
DσE
Dt ≡
DσE
Dt
+
1
2
{ω · σE − σE · ω}, (28)
with deformation rate and vorticity tensors:
γ˙ ≡ ∇u + (∇u)T , (29)
ω ≡ ∇u− (∇u)T (30)
that depend on the velocity profile u. In this model, the
solvent mode produces only a linear and additive contri-
bution to the total stress. The nonlinear strain-controlled
response is therefore entirely due to the nonlinearity of
the corotational Maxwell model. In Part 1 of this work,
we showed that the third order complex viscosity for the
corotational Maxwell model is:
η∗3(ω1, ω2, ω3) = −
ητ2
6
(
1
1 + iτ
∑
j ωj
)
(31)
×
∑
j
( 1
1 + iτ
∑
k 6=j ωk
)∑
k 6=j
(
1
1 + iτωk
) .
The third order complex compliance for the corotational
Maxwell model can be found by combining equation 31
with equations 25 and 24, using equation 21 as the linear
response function. Note that, because the linear response
includes the solvent mode, the third order complex com-
pliance is affected by the inclusion of the solvent, unlike
the third order complex viscosity. However, because the
solvent viscosity is much less than the zero-shear viscosity
from the polymeric contribution, this contribution to the
third order complex compliance does not become evident
until frequencies higher than those studied experimen-
tally in this work.
The corotational Maxwell model is especially simple
because it contains only two adjustable material parame-
ters, η0 and τ , which are directly determined from the lin-
ear viscoelastic response data alone. With these param-
eters, and the effective solvent viscosity η∞, determined
from a SAOS sweep as in the previous section, there are
no remaining adjustable parameters to fit the nonlinear
response. Therefore, the data obtained by MAPS fre-
quency sweeps can be directly compared to the predic-
tions of the corotational Maxwell model without the need
to supply any additional information. These comparisons
are shown in Figures 11 and 12 in terms of the third
order complex compliance, and in Figures 13 and 14 in
terms of the third order complex viscosity, with solid lines
representing the predictions of the corotational Maxwell
model.
The corotational Maxwell model evidently predicts the
general features of the weakly nonlinear response quite
well. This is especially remarkable given that the model
has no adjustable parameter to fit the MAPS data; the
predicted behavior is determined completely by the lin-
ear viscoelastic response. In plots of the phase angle,
the predictions of the corotational Maxwell model are in
near-quantitative agreement with the data, capturing the
trends with increasing |ω|1, with varying barycentric co-
ordinates, and across the different subspaces. Moreover,
the model captures the same trends in the magnitude of
either the third order complex modulus or third order
complex compliance. The largest discrepancy between
the model predictions and the data is that the model un-
derestimates the magnitude of both J∗3 (ω1, ω2, ω3) and
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of η∗3(ω1, ω2, ω3) by a factor of approximately two, which
appears to be constant across all barycentric coordinates
and values of |ω|1. Another discrepancy between the
model and data occurs for some very high values of |ω|1,
for example at the highest values measured in the A and
B subspaces in the {1, 4, 16} frequency sweep. At those
|ω|1, the magnitude and phase of J∗3 (ω1, ω2, ω3) appear
to deviate sharply from the trend of the lower-frequency
data. Though the exact origin of these deviations is un-
known, it is possible that they are due to the rotational
inertia of the cone-and-plate fixture that becomes impor-
tant at high frequencies in controlled-stress devices, or
due to the inertia of the fluid preventing a homogeneous
state of shear from fully developing in the sample gap on
the time-scales of these observations. This latter effect is
examined more closely in Appendix C, in the context of
the gap-loading limit.
At low values of |ω|1, it is perhaps unsurprising that
the qualitative behavior of the model and the data are
similar. Such an agreement should be expected for a con-
stitutive model and viscoelastic material that are both
Coleman-Noll simple fluids, as the same low-frequency
expansion (equation 23) will apply to both. The more in-
teresting observation is that the high-frequency behavior
of the model and data also agree quite well. For instance,
the corotational Maxwell model predicts both the low-
frequency and high-frequency limits of the phase angle
given by the MAPS response. It also predicts the cor-
rect high-frequency scaling of the data with |ω|1, namely
that |J∗3 (ω1, ω2, ω3)| plateaus and that |η∗3(ω1, ω2, ω3)| ∝
|ω|−31 at high frequencies. One significant consequence of
this observation is that many other models, which pos-
sess different high-frequency characteristics, are incon-
sistent with the data (see for example the recent exten-
sive study by Hyun and co-workers [29]). In Part 1 of
this work we explored the weak nonlinearities of multiple
constitutive models, and of those only time-strain sepa-
rable models with a Maxwellian linear response, of which
the corotational Maxwell model is one example, display
high-frequency characteristics consistent with these ob-
servations.
Notably, the Giesekus model is a constitutive model
that produces high-frequency behavior that is apparently
inconsistent with the observed trends in the experimental
data. The Giesekus constitutive model is similar in form
to the corotational Maxwell model [30]:
σE + τσE(1) +
ατ
η0
σE · σE = η0γ˙, (32)
with a single nonlinear mobility parameter α and the
upper convected derivative:
σE(1) =
DσE
Dt
− (∇u)T · σE − σE · (∇u). (33)
Other authors have reported that the Giesekus model
is suitable for describing the behavior of solutions of
wormlike micelles under LAOS deformation [31], or un-
der PS and orthogonal superposition deformation [32], in
part because (for suitable choices in the value of α) the
Giesekus model can also predict the formation of shear
bands that have been observed in solutions of wormlike
micelles [33–36]. However, it becomes clear from inspec-
tion of the MAPS signatures of the Giesekus model that
it fails to capture key features of the measured MAPS
response of this wormlike micellar solution. Figures 15
and 16 show how the predicted weakly nonlinear re-
sponse of the Giesekus model, which we have obtained
in Part 1 of this work, compares to that of the corota-
tional Maxwell model for MAPS experiments with in-
put tone sets {5, 6, 9} and {1, 4, 16}, respectively. While
the corotational Maxwell model predicts a high-frequency
plateau in the magnitude of the third order complex
compliance, consistent with the experimental data, the
Giesekus model predicts a continued decay at high fre-
quencies. The Giesekus model also predicts that, in sub-
space A of the {5, 6, 9} experiment (Figure 15), the phase
of the third order complex compliance should be approxi-
mately constant with variation in |ω|1 near a value of−pi2 ,
as opposed to the steady increase in phase from −pi2 to
0 predicted by the corotational Maxwell model. This in-
variant behavior predicted by the Giesekus model is again
inconsistent with the experimental data, which is mea-
sured to steadily increase in phase along these barycen-
tric coordinates. Although the Giesekus model uses a
different frame-invariant derivative than does the coro-
tational Maxwell model, its frequency-dependent MAPS
signatures arise directly from the inclusion of the σ · σ
term in equation 32. In fact, excluding this term (α =
0) reduces the Giesekus model to the upper-convected
Maxwell model, which produces a purely linear shear
stress response in simple shear at all strain amplitudes
and frequencies.
Figures 15 and 16 also reveal the importance of high-
frequency data (|ω|1τ > 1) in assessing the quantita-
tive ability of different constitutive models to describe
MAPS data. At low frequencies, the predictions of the
Giesekus and corotational Maxwell models are nearly in-
distinguishable. Both models in this regime possess the
same polynomial expansion, given in equation 23 for the
third order complex viscosity, thus their MAPS responses
differ only in the numerical values of the coefficients in
this expansion. At high frequencies, however, the predic-
tions diverge substantially, to the point where they pre-
dict nonlinearities that are completely out of phase with
one another, and scale differently with |ω|1. These dif-
ferences allow us to distinguish the corotational Maxwell
model as superior for describing the weakly nonlinear re-
sponse of this wormlike micellar solution to simple shear.
This section serves as a preliminary illustrative exer-
cise in evaluating the fit of a constitutive model to MAPS
data. Though the corotational Maxwell model is quite
simple and does not require fitting any model param-
eters to the MAPS data, it predicts the trends of the
data remarkably well. However, this nonlinear contin-
uum mechanics representation provides no insight into
the underlying microscopic physics governing the rheol-
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FIG. 15. Bode plots of the third order complex compliance J∗3 (ω1, ω2, ω3) at barycentric coordinates probed by a MAPS
experiment with the input tone set {5, 6, 9}, computed from the analytical solution to equation 26 with a Newtonian solvent
stress σS with viscosity η∞ = 0.039 Pa·s, and an extra stress σE given by either the corotational Maxwell model (solid lines)
with η0 = 25.7 Pa·s and τ = 0.64 s, or the Giesekus model (dashed lines) with η0 = 25.7 Pa·s, τ = 0.64 s, and α = 0.5.
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FIG. 16. Bode plots of the third order complex compliance J∗3 (ω1, ω2, ω3) at barycentric coordinates probed by a MAPS
experiment with the input tone set {1, 4, 16}, computed from the analytical solution to equation 26 with a Newtonian solvent
stress σS with viscosity η∞ = 0.039 Pa·s, and an extra stress σE given by either the corotational Maxwell model (solid lines)
with η0 = 25.7 Pa·s and τ = 0.64 s, or the Giesekus model (dashed lines) with η0 = 25.7 Pa·s, τ = 0.64 s, and α = 0.5.
ogy of the wormlike micelle solution, which is one of the
central purposes of constitutive modeling. Furthermore,
we have not explored here whether the predictions of the
corotational Maxwell model similarly match the response
of this wormlike micellar solution to different deformation
protocols, such as startup of steady shear. Moreover, it
is not clear whether the corotational Maxwell model is
able to accurately describe strongly nonlinear features
of the simple shear rheology of solutions of wormlike mi-
celles, such as the shear banding instabilities observed for
certain solutions including some CPyCl-based wormlike
micellar solutions [34–36]. In future work, we will address
these concerns through a more detailed study of CPyCl-
based wormlike micelles, including an examination of a
microstructural-based constitutive model specifically de-
rived for such materials [25].
F. Validation with MAOS Experiments
The close resemblance of the measured MAPS data
to a canonical nonlinear viscoelastic constitutive model,
as well as the internal consistency of the data sets and
adherence to the expected low-frequency expansion, il-
lustrate that the experimental protocol proposed in this
work enables us to systematically measure the intrinsic
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FIG. 17. Bode plots of the magnitude (left) and phase (right) of the dimensionless third order complex viscosity, plotted against
the Deborah number with respect to the frequency L1-norm, on the third harmonic MAOS vertex for which ω1 = ω2 = ω3.
Unfilled squares represent points obtained in the MAPS frequency sweep with the input tone set {5, 6, 9}. Unfilled triangles
represent points obtained in the MAPS frequency sweep with the input tones set {1, 4, 16}. Filled circles represent points
obtained from the MAOS amplitude sweeps. The prediction of the corotational Maxwell model (CRM) is indicated with a solid
blue line.
nonlinearities of viscoelastic materials. One potential
concern is, of course, that the measured nonlinearities
might instead reflect nonlinearities in the electromechani-
cal transfer function of the experimental equipment. Rec-
ognizing that the measurements closely reflect expected
viscoelastic behavior should assuage these concerns, as it
is unlikely that the transfer function of the instrument
produces the same type of nonlinearity. However, with
any new experimental protocol, it is beneficial to validate
results against a more established protocol for which it
is known that the instrument response is of little con-
cern. To validate MAPS data, MAOS is an obvious can-
didate. The procedure for obtaining MAOS data is well-
established, and MAOS data can be easily compared with
MAPS data because MAOS tests are, in fact, a subset of
MAPS.
MAOS data was obtained by running stress-controlled
amplitude sweeps with single tone oscillations at fre-
quencies ω0 = 0.32, 0.64, 1.28, 2.56, 5.12, and 10.24
rad/s. The amplitude of oscillation was varied in the
range σ0 ∈ [1, 30] Pa. The third harmonic strain response
γˆ(3ω0) for each combination of ω0 and σ0 was measured,
and regressed to a fifth-order polynomial:
γˆ(3ω0) = (3ω0) + σ
3
0 γˆ
(3)(3ω0) + σ
5
0 γˆ
(5)(3ω0), (34)
which assumes that there is negligible spectral leakage
from the first harmonic response at the third harmonic
peak. Note that the same assumption should not be made
for MAPS data, as many of the output channels reside
very close to at least one of the distinct first harmonic
peaks corresponding to each input tone, and therefore
warrant a linear spectral leakage term in their fit. Finally,
the value of γˆ(3)(3ω0) was used to compute the value of
J∗3 (ω0, ω0, ω0) = 4γˆ
(3)(3ω0)/ipi.
Both the MAPS frequency sweep with the input tone
set {5, 6, 9} and with the input tone set {1, 4, 16} mea-
sure points along the third harmonic MAOS vertex, i.e.
for coordinates where ω1 = ω2 = ω3. During experi-
mentation, it was observed that the combined duration
of the MAPS and MAOS experiments was long enough
that sample evaporation effects became evident, as de-
tected by small changes in the SAOS data before and af-
ter the set of medium amplitude experiments. Therefore,
it was necessary to replace the sample between the MAOS
and MAPS sweeps to fully eliminate the effects of sample
evaporation. While the duration of each of these sweeps
separately was short enough that evaporation effects be-
came negligible, as confirmed by comparing SAOS data
taken before and after the sweeps, the linear response
of the sample studied in the MAOS experiments differed
slightly from the sample studied during the MAPS exper-
iments, due to sample-to-sample variability. For the sam-
ple studied by the MAOS experiments, SAOS data was fit
to a single-mode Maxwell model plus effective Newtonian
solvent with η0 = 20.5 Pa·s, τ = 0.55 s, and η∞ = 0.044
Pa·s. To account for these small variations in the linear
viscoelastic response of the samples, the third order com-
plex compliance is made dimensionless by (η0/τ)
3, and
an appropriate Deborah number defined as:
De1 ≡ 3ω0τ (35)
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for MAOS experiments and
De1 ≡ |ω|1τ (36)
for MAPS experiments, with η0 and τ determined from
linear response data taken immediately before the respec-
tive experiment (i.e 25.7 Pa·s and 0.64 s for the MAPS
experiments, and 20.5 Pa·s and 0.55 s for the MAOS ex-
periment).
In Figure 17, the points on the third harmonic MAOS
vertex from each MAPS frequency sweep have been ex-
tracted, scaled with (η0/τ)
3, and the resulting magni-
tude and phase plotted against De1. The MAOS data
obtained by the amplitude sweeps have been made di-
mensionless and plotted as well. From this figure, it is
clear not only that the two MAPS frequency sweeps pro-
duce consistent measurements of the third order com-
plex modulus along the MAOS vertex, but also that the
MAOS experiment agrees quite well with the MAPS ex-
periments. This is an especially encouraging sign that
the MAPS experimental protocol measures true intrinsic
material nonlinearities. The relatively narrow spread of
data in Figure 17 is also indicative of the precision of our
proposed MAPS protocol.
The MAOS amplitude sweeps discussed in this sec-
tion also validate the conclusions of Section III B 3, in
which it was determined that by using stress-controlled
test inputs, a single stress amplitude was suitable to min-
imize bias and variance at all frequencies. To show this,
we construct from each amplitude sweep a plot identi-
cal to Figure 10. The threshold error is set equal to
the magnitude of the third order component of the re-
sponse. Thus, lower and upper bounds of the optimal
amplitude region can be approximated by the intersec-
tion of the red lines with the dashed black line, and of
the blue lines with the dashed black line, respectively.
Figure 18 plots these upper and lower bounds at each
imposed frequency. The results show qualitative agree-
ment with the prediction of the upper and lower bounds
of the same threshold for the corotational Maxwell model,
with η0 = 20.5 Pa·s and τ = 0.55 s, and with an instru-
ment noise level: (ω) = 10−5 s. The model overesti-
mates the upper bound for the optimal amplitude range,
probably because the corotational Maxwell model under-
estimates the magnitude of the fifth-order response that
is excited in the actual micellar test fluid. However, most
importantly, the observed bounds indeed reveal a range
of possible imposed-stress amplitudes that are optimal
for all frequencies under consideration. Though these
bounds will change slightly with small sample-to-sample
variations in η0 and τ , amplitudes near the center of the
optimal region, such as the value σb = 7 Pa selected for
our MAPS frequency sweeps, should remain comfortably
between the upper and lower bounds.
σb = 7Pa
ω (rad/s)
σ 0
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)
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Variance threshold
FIG. 18. The upper (high-bias) and lower (high-variance)
bounds for the imposed amplitudes of a MAOS experiment,
as measured by the magnitude of the third harmonic re-
sponse. Circles show values obtained from experimental
MAOS sweeps. Dashed lines show predictions from the coro-
tational Maxwell model with η0 = 20.5 Pa·s and τ = 0.55 s,
with white instrumental noise at (ω) = 10−5. The imposed-
stress amplitude (σb) selected for the MAPS experiments in
previous sections is indicated with a horizontal dashed black
line.
V. DISCUSSION
The mathematical framework of MAPS rheology re-
veals the fundamental richness of weakly nonlinear mea-
surements of complex fluids that is captured in the
form of the three-dimensional, complex-valued MAPS re-
sponse functions such as G∗3(ω1, ω2, ω3). However, there
have been no attempts until now to directly measure the
MAPS response functions or their time-domain analogs
across their entire domain [37]. The experimental de-
sign presented in this work therefore represents the first
attempt to fully exploit the richness of weakly nonlinear
shear rheometry, taking a major step forward both in the
dimensionality of the nonlinear rheological data obtained
and the data throughput. In the first part of this work
we noted that a MAOS experiment measures two com-
plex data points (corresponding to [e1](ω)+iω[v1](ω) and
[e3](ω)−iω[v3](ω)) embedded on a one-dimensional man-
ifold defined by the imposed oscillation frequency, ω. In
this same sense, the experimental protocol for MAPS rhe-
ology presented herein measures 19 complex data points
embedded on a three-dimensional manifold defined by the
coordinates (ω1, ω2, ω3). The difference in dimensional-
ity and data-throughput is striking, and it is even more
notable when we realize that by carefully separating the
fundamental frequency ω0 and input tones {n1, n2, n3}
in the experimental design, we can control the acquisi-
tion time of a MAPS frequency sweep to be comparable
to that of a MAOS frequency sweep. Furthermore, the
data obtained from a single three-tone MAPS experiment
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parallels the data throughput and dimensionality of even
highly nonlinear rheometric test protocols such as LAOS.
Though the increased complexity of the multi-tone de-
formation protocols discussed in this work affords high-
dimensional and high-throughput measurements, it does
at the same time introduce the possibility of additional
complications. Two complications emanate from the fact
that multi-tone signals can require rapid changes in strain
and strain rate. In the implementation of such signals, a
rheometer must impose large angular accelerations, and
therefore large torques. Even for modest strain ampli-
tudes, these large torques might exceed the capabilities
of the instrument. As we have briefly mentioned, one
strategy for minimizing the peak acceleration required in
such a signal is to adjust the phase of the input tones.
This problem is often formulated in terms of minimizing
the crest factor of the signal [21, 22]. Though fortunately
the risk of large accelerations is minimal in three-tone
signals with modest amplitudes, it will warrant closer at-
tention when considering more complex signals composed
of more than three tones.
In addition to the complication of implementing sig-
nals with rapid changes in strain rate, such signals also
present a difficulty in ensuring the linearity of the im-
posed flow profile in the gap, a critical kinematic as-
sumption in defining simple shear flow. This problem
amounts to ensuring that the transport of linear momen-
tum across the gap occurs on a time scale much less than
the observation time scale. This effect can be controlled,
to an extent, by adjusting the size of the sample gap;
however, the gap separation cannot be decreased indef-
initely due to alignment limits or the microstructure of
the test material. This places limitations on the range
of deformation protocols that will still ensure homoge-
neous kinematics. It is possible to solve analytically for
the limiting gap size for which the assumption of a linear
flow profile holds given an arbitrary shear deformation
protocol, which is often called the “gap loading limit”
[38]. This solution is presented in Appendix C. For the
large majority of the observations in this work, the as-
sumption of homogeneous kinematics clearly holds. For
the highest-frequency measurements, however, the gap
at the rim of the cone-and-plate fixture approaches the
same order of magnitude as the gap loading limit. This is
one possible explanation for the deviation of these mea-
surements from the lower-frequency trends. Because as-
sessing whether MAPS measurements are made within
the gap loading limit is an important step in all mea-
surements, we have included a feature in the MITMAPS
software package to compute an estimate of the gap load-
ing limit for a MAPS experiment based on a material’s
density and linear viscoelastic response.
At several points in our discussion we have alluded
to multi-tone experiments with more than three input
tones. The above discussion reveals that such protocols
require some additional considerations, such as crest fac-
tor minimization and close attention to the gap loading
limit. Additionally, the constraint that the input tone set
has only unique triplet sums becomes more prohibitive
as the number of input tones is increased. Therefore,
such experiments may indeed require a reformulation of
the experimental design. Given the already high data
throughput of a three-tone experiment, and the compli-
cations introduced by adding more tones, one might ques-
tion whether such experiments are worthwhile. Though
the ultimate feasibility of carrying out such experiments
is still unknown, let us briefly consider the potential re-
wards. While the three-tone experiments developed in
this work yield 19 complex-valued data points after mea-
surements at two amplitudes, a four-tone experiment
would produce as many as 60 distinct complex-valued
data points after measurements at five amplitudes, and a
five-tone experiment would produce as many as 110 com-
plex data points after measurements at six amplitudes.
Thus despite the additional complexity, the promise of
such rich data sets warrants future study.
VI. CONCLUSIONS
Part 1 of this work laid the mathematical foundations
for MAPS rheology, revealing a common language for
weakly nonlinear shear rheology in terms of a new mate-
rial function: the third order complex modulus. Through
existing rheometric techniques such as MAOS and PS,
rheologists have studied some projections of this mate-
rial function for years now, although only on the pe-
riphery of its domain (as discussed in Section III B 1).
In this second part of the article series, an experimen-
tal protocol was developed to access the interior of this
domain, allowing rheologists to study the entire contin-
uum of weakly nonlinear shear responses spanning be-
tween those projections captured by MAOS and PS for
the first time. The many levers that are available within
this new experimental design, such as the selected set of
input tones {n1, n2, n3} and the range of fundamental fre-
quencies ω0 imposed, allow rheologists the flexibility to
explore the nonlinear shear response space of viscoelas-
tic materials in regimes that suit their specific research
goals. Furthermore, such experiments allow rheologists
to obtain rich data sets from commercial rheometers in a
high-throughput manner. With only a modest number of
MAPS experiments it is possible, therefore, to begin con-
structing a more complete picture of a material’s weakly
nonlinear shear response space.
Though we hope that this accessible experimental pro-
tocol will facilitate the implementation of MAPS rheol-
ogy, there are still a number of questions about both
the mathematical and experimental framework yet to be
addressed. For instance, while the guidelines of Section
III B 1 demonstrate how different regions of the MAPS
domain can be studied by choosing different input tone
sets, it is not clear which regions are most important
to study for particular purposes. For example, certain
regions of the MAPS domain may be more strongly cor-
related with certain aspects of a given material’s molec-
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ular physics. Moreover, which data sets are most useful
for data-driven problem formulations, such as automated
material classification, is not yet known. Whether MAPS
data alone provides enough information to reliably dis-
tinguish materials whose rheological signatures differ in
other experiments is also an open question, as is the limit
to which weakly nonlinear data can accurately predict
a material’s response to even stronger deformations or
other flow types (e.g. planar elongation). Finally, in
Part 1 of this work we discussed briefly the possibility
that not all materials may possess a convergent Volterra
series approximation for infinite periodic inputs. It may
be the case that those classes of materials (which poten-
tially include thixotropic and yield stress materials whose
memory of past deformations does not necessarily fade
over time) are not amenable to the present experimental
protocol. Determining the context in which MAPS rhe-
ology applies to these materials, if it does at all, is an
interesting avenue for future exploration.
Each of the above challenges and open questions, along
with those discussed in Part 1 of this work, represents
a potentially rich area of study. We hope that future
work in this field will address many of these questions.
Although MAPS rheology is in its infancy, our illustra-
tive experiments with a wormlike micellar solution show
that it is already a powerful tool for studying and un-
derstanding the weakly nonlinear shear response space
of viscoelastic materials. By directly applying the same
experimental protocol developed in this work to study a
broad range of complex fluids and soft solids, rheologists
can begin to construct the same sort of large, rich data
sets that now drive innovation in many other fields.
SUPPLEMENTARY MATERIAL
A version of the MITMAPS software tool is include in
the Supplementary Material along with documentation,
links to the data files used to construct Figure 9 and
Figures 11 through 14, and a tutorial on how to construct
these figures as well as Figures 15 and 16.
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Appendix A: Fifth-order Vandermonde
Interpolation for MAPS
The experimental design in this paper focused on iso-
lating the third-order elements of a material’s response
using a cubic fit. This fit leaves the possibility of bias
due to fifth-order effects, which can be limited by care-
ful selection of the input amplitude. It is possible to
further correct for this bias by performing a fifth-order
fit to the material response along a given channel, ω∗,
thereby pushing the bias to higher-order effects, which
are weaker in the weakly nonlinear regime. To do so,
three strain amplitudes are selected, γa, γb, and γc and
the same three tone MAPS experiment is performed with
each of these amplitudes. The Fourier transformation of
the stress in the experiment with strain amplitude γa on
a channel of interest, ω∗, can now be expressed as a fifth
order polynomial:
σˆa(ω
∗) = γaσ(1) + γ3aσˆ
(3)(ω∗) + γ5aσˆ
(5)(ω∗),
and likewise for the stress resulting from the experi-
ments with strain amplitude γb and γc. By conven-
tion, we choose that: γa = raγc and γb = rbγc, with
0 < ra < rb < 1. The linear system representing these
sets of experiments is: σˆa(ω∗)σˆb(ω∗)
σc(ω
∗)
 =
 ra r3a r5arb r3b r5b
1 1 1
 γcσˆ(1)(ω∗)γ3c σˆ(3)(ω∗)
γ5c σˆ
(5)(ω∗)
 . (A1)
The L∞-norm condition number of the fifth-order Van-
dermonde matrix is:
‖V‖∞‖V−1‖∞ = 1 + ra − rb
rarb(1 + ra)(1− rb)(rb − ra) . (A2)
The values of ra and rb that minimize the condition num-
ber of the Vandermonde matrix are: ra = (
√
5− 1)/4 ≈
0.31 and rb = (
√
5+1)/4 ≈ 0.81, with minimal condition
number: 16.
This fifth order fit to the stress on the channel ω∗ ac-
complishes two tasks. First, it extracts and quantifies the
cubic nonlinearity, which is associated with the quantity
we want to measure. Second, at finite strain amplitude,
the channel may carry information about the next highest
nonlinearity in the stress, which is fifth order. Although
we do not investigate how this stress relates to a fifth
order modulus (and it may not relate uniquely), deter-
mining this fifth order component by regression prevents
the next highest order nonlinearity from influencing the
quantity of interest: σˆ(3)(ω∗). The polynomial regres-
sion reduces bias in the inferred value of σˆ(3)(ω∗) but in-
creases slightly the variance in the regressed result. The
bias in this fit is: (13/16) γ4c |σˆ(7)(ω∗)|, where σˆ(7)(ω∗) is
the coefficient of the seventh order response that is now
neglected in the expansion of the measured stress. The
variance in the inferred value of σˆ(3)(ω∗) with this fit is
set by the value of
√
eT3 (V
TV)−1e3, with e3 = (0, 1, 0),
and is (12
√
29/5) (ω∗)γ−3c .
If we repeat the bias-variance trade off analysis per-
formed for the cubic fit, we find that the optimal strain
amplitude is:
γc ≈ 1.4
(
(ω∗)
|σˆ(7)(ω∗)|
)1/7
. (A3)
The minimal error in the inferred value of the third order
response function resulting from equal bias and variance
is approximately:
7.8 (ω∗)4/7|σ(7)(ω∗)|3/7. (A4)
The minimal error is slightly more sensitive to the instru-
mental noise response than the material response cap-
tured with the fifth-order fit, in contrast to the cubic fit
(equation 14) where the power law exponents are 2/5 and
3/5, respectively.
Appendix B: Fifth-order Solution to the
Corotational Maxwell Model
The corotational Maxwell model can be expressed as
the following differential equation:
σ + τ
Dσ
Dt = η0γ˙, (B1)
where γ˙ = ∇u + (∇u)T is the rate-of-strain tensor, u is
the velocity field, and the corotational derivative is given
by:
Dσ
Dt ≡
Dσ
Dt
+
1
2
{ω · σ − σ · ω},
with the vorticity tensor ω = ∇u− (∇u)T . The plateau
modulus of the corotational Maxwell model is given by
G0 = η0/τ .
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In Part 1 of this work, we obtained the solution for
the first and third order complex viscosities in the coro-
tational Maxwell model:
η∗1(ω)
η0
=
1
1 + iτω
, (B2)
η∗3(ω1, ω2, ω3)
η0τ2
= −1
6
(
1
1 + iτ0
∑
j ωj
)
(B3)
×
∑
j
( 1
1 + iτ0
∑
k 6=j ωk
)∑
k 6=j
(
1
1 + iτ0ωk
) .
The solution for the fifth order complex viscosity can be
similarly obtained by asymptotic analysis. This solution
is:
η∗5(ω1, ω2, ω3, ω4, ω5)
η0τ4
=− 1
5!
(
1
1 + iτ0
∑5
j=1 ωj
)
×
5∑
j=1
(
1
1 + iτ0
∑
k 6=j ωk
)∑
k 6=j
(
1
1 + iτ0
∑
l 6=k,j ωl
)
(B4)
×
∑
l 6=k,j
(
1
1 + iτ0
∑
m 6=k,j,l ωl
) ∑
m 6=k,j,l
(
1
1 + iτ0ωm
)
.
These solutions for the first, third, and fifth order com-
plex viscosities can be easily converted to those for the
complex moduli via the relationship:
G∗n(ω1, ..., ωn) =
(
n∏
m=1
iωm
)
η∗n(ω1, ..., ωn). (B5)
The first, third, and fifth order elements of the stress
response at the fundamental frequency in a LAOS exper-
iment (γ(t) = γ0 sin(ω0t)) are:
σˆ(1)(ω0) = −ipiG∗1(ω0), (B6)
σˆ(3)(ω0) = −3ipi
4
G∗3(ω0, ω0,−ω0), (B7)
σˆ(5)(ω0) = −10ipi
16
G∗5(ω0, ω0, ω0,−ω0,−ω0). (B8)
With some algebra, it can be verified that these solutions
agree with those previously derived for the corotational
Maxwell model in strain-controlled LAOS [39]. Note that
in the expression for σˆ(5)(ω0), we have left the fraction
10/16 in non-reduced form. This was done to reflect that
the denominator arises directly from the 2n−1 term in the
frequency-domain Volterra expansion (see equation 4 of
[9]) for n = 5, and that the numerator is a permutation
symmetry factor (
(
5
2
)
= 10) related to the arguments of
the fifth order complex modulus.
The forms of the first, third, and fifth order complex
compliances can be found using the inversion relation-
ships:
J∗1 (ω) =
1
G∗1(ω)
, (B9)
J∗3 (ω1, ω2, ω3) = (B10)
− G
∗
3(ω1, ω2, ω3)
G∗1(ω1)G
∗
1(ω2)G
∗
1(ω3)G
∗
1(
∑3
j=1 ωj)
,
J∗5 (ω1, ω2, ω3, ω4, ω5) =−
1
G∗1(ω1)G
∗
1(ω2)G
∗
1(ω3)G
∗
1(ω4)G
∗
1(ω4)G
∗
1(
∑5
j=1 ωj)
[
G∗5(ω1, ω2, ω3, ω4, ω5) (B11)
− 1
20
∑
i,j,k,l,m∈{1,2,3,4,5}
G∗3(ωi, ωj , ωk + ωl + ωm)G
∗
3(ωk, ωl, ωm)
G∗1(ωk + ωl + ωm)
 .
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The resulting first, third, and fifth order elements of
the strain response at the fundamental frequency in a
stress-controlled LAOS experiment (σ(t) = σ0 cos(ω0t))
are therefore:
γˆ(1)(ω0) = piJ
∗
1 (ω0), (B12)
γˆ(3)(ω0) =
3pi
4
J∗3 (ω0, ω0,−ω0), (B13)
γˆ(5)(ω0) =
10pi
16
J∗5 (ω0, ω0, ω0,−ω0,−ω0). (B14)
Appendix C: The Gap Loading Limit for MAPS
Experiments
One of the critical assumptions made in cone-and-plate
or parallel-plate rheometry is that shear deformation is
homogeneous in the direction of the velocity gradient
across the sample gap. That is, the velocity profile in
the direction of the velocity gradient is linear throughout
the sample. Because measured properties, such as the
third order MAPS response functions, associate a mea-
sured stress with a measured strain or strain rate, accu-
rate measurements require that the shear rate and shear
stress transduced to the cone or plate must be indicative
of the state of deformation in the material throughout
the gap.
The assumption of a linear velocity profile in the gap,
or equivalently of a uniform shear rate, is equivalent to
the assumption that dynamic equilibrium is established
in the velocity profile on a time-scale much faster than
the shortest observation time-scale. For smaller gap sizes,
equilibrium is established quicker as linear momentum
needs to be transported over a shorter distance. Thus,
for any material and any time scale of observation, it
is possible to decrease the gap to a scale at which the
assumption of a uniform shear rate is valid (neglecting,
for now, other sources of flow inhomogeneity within the
fluid, such as shear banding). This limiting value of the
gap size is called the gap loading limit.
The gap loading limit can be derived by considering
the equation for momentum transport across the gap in
simple shear flow between parallel plates:
ρ
∂u
∂t
=
∂σ
∂y
, (C1)
with boundary conditions u(H, t) = γ0U(t) and u(0, t) =
0, which is obtained directly from the Cauchy momentum
equation with the assumption of incompressibility and
unidirectional flow in the x-direction that is independent
of x. In equation C1, σ ≡ σxy denotes the shear stress
within the material, u denotes the x-component of the
flow velocity, ρ denotes the material’s density, H is the
size of the gap, U(t) is some time-dependent function
that is O(1), and γ0 is an amplitude parameter for the
deformation. We will examine the Fourier transform of
this equation:
iωρuˆ(ω) =
∂
∂y
σˆ(ω), (C2)
with boundary conditions uˆ(H,ω) = γ0Uˆ(ω) and
uˆ(0, ω) = 0. In simple shear, for which the rate-of-strain
tensor is γ˙ = ∂u∂y , the shear stress can be written as a
Volterra series in the velocity gradient:
σˆ(ω) ≈ η∗1(ω)
∂uˆ(ω)
∂y
(C3)
+
∫∫∫ ∞
−∞
η∗3(ω1, ω2, ω3)δ(ω −
3∑
j=1
ωj)
3∏
j=1
∂uˆ(ωj)
dy
dωj .
With the Volterra series relating the shear stress to
the velocity profile, equation C2 can be solved asymptot-
ically. The velocity profile can be written as a perturba-
tion series in γ0:
uˆ(ω) = γ0uˆ
(1)(ω)+γ20 uˆ
(2)(ω)+γ30 uˆ
(3)(ω)+O(γ40). (C4)
At O(γ0), equation C2 reads:
iωρuˆ(1)(ω) = η∗1(ω)
∂2uˆ(1)(ω)
∂y2
. (C5)
The solution to this differential equation can be written
in the form:
uˆ(1)(ω) = A sinh ky +B cosh ky (C6)
with the complex wavenumber:
k =
√
iωρ
η∗1(ω)
. (C7)
Given the boundary conditions at the plates, it is
straightforward to show that B = 0 and A =
Uˆ(ω)/ sinh(kH). The important quantity, however, is
the wavenumber k, which determines the length scales
for variations in the velocity profile. In particular, the
wavenumber can be expressed in terms of a wavelength
λs and penetration depth ds [40]:
k =
2pi
λs
− i
ds
, (C8)
with:
λs =
2pi√
ωρ
|η∗1 (ω)| cos
δ
2
, ds =
1√
ωρ
|η∗1 (ω)| sin
δ
2
, (C9)
where δ ≡ tan−1(η′1(ω)/η′′1 (ω)) and |η∗1(ω)| =√
η′21 (ω) + η
′′2
1 (ω) are the phase and magnitude of the
complex viscosity, respectively.
In a small-amplitude oscillatory experiment, terms of
O(γ20) and above are negligible compared to the linear
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terms. Therefore, uˆ(ω) ≈ γ0uˆ(1)(ω), thus we need only
be concerned that the first-order velocity profile is linear.
Based on the above analysis, we see that a linear approx-
imation to equation C6 on the interval [0, H] is valid if
both H/λs  1 and H/ds  1.
In a medium amplitude experiment such as the one
outlined in this work, we must consider effects up to
O(γ30). Continuing the above analysis, we find that
the second-order component to the velocity profile obeys
the same homogeneous linear differential equation as the
first-order component, thus its solution is also of the form
of C6 with boundary conditions uˆ(0, ω) = uˆ(H,ω) = 0.
In general, these boundary conditions require that the
second-order velocity profile is zero everywhere, unless
kH = inpi for some integer n.
At third order, the velocity profile satisfies the inho-
mogeneous differential equation:
iωρuˆ(3)(ω) = η∗1(ω)
∂2uˆ(3)(ω)
∂y2
(C10)
+
∂
∂y
∫∫∫
η∗3(ω1, ω2, ω3)δ(ω −
3∑
j=1
ωj)
3∏
j=1
∂uˆ(1)(ωj)
∂y
dωj
again with the boundary conditions uˆ(3)(0, ω) =
uˆ(3)(H,ω) = 0. We will not solve analytically for the
full velocity profile here, but it is evident from equation
C10 what length scales govern the third-order solution.
The homogeneous portion of the solution obeys the same
linear differential equation as did the first-order profile,
thus is governed by the length scales λs and ds. The in-
homogeneity includes the product of three factors of the
first order solution. Because this solution depends expo-
nentially on y/λs and y/ds, we know that this product
will be governed by smaller length scales lj of the form:
1
l1
=
3
λs
,
1
l2
=
3
ds
,
1
l3
=
2
λs
+
1
ds
, ... (C11)
To ensure that the third-order profile is approximately
linear over the gap, the gap separation must be much
smaller than the smallest of these length scales, which is
set either by λs or ds:
lmax = min
(
λs
3
,
ds
3
)
. (C12)
Therefore, to be in the gap loading limit for a MAPS
experiment:
H  lmax. (C13)
One observation from this analysis is that the gap load-
ing limit lmax depends only on a material’s properties
through its density and linear viscoelasticity, but not on
weakly nonlinear viscoelastic effects. For a fluid with a
Maxwellian linear response, we know that:
η′1(ω) =
η0
1 + τ2ω2
+ η∞, η′′1 (ω) =
η0τω
1 + τ2ω2
. (C14)
Using these expressions, the maximum acceptable gap
height can be calculated for an observation timescale set
by ω once η0, τ , and ρ are specified. For the wormlike
micelle solution studied in this work, measurements show
that η0 = 25.7 Pa·s, τ = 0.64 s, and η∞ = 0.039 Pa·s, and
the density is assumed to be approximately that of water
(ρ ≈ 1000 kg/m3). The range of frequencies under study
in the MAPS experiments are ω ∈ [0.16, 61.44] rad/s. In
this range, both λs and ds are monotonically decreasing
functions of ω, therefore the minimum values occur for
the shortest timescale under study: ω = 61.44 rad/s. At
this point, we find that λs = 0.021 m, and ds = 0.077
m. Therefore, lmax = λs/3 = 0.0069 m. Because the
truncation gap size in the experiments was set to H = 58
µm, we indeed have that:
H = 5.8× 10−5 m lmax = 6.9× 10−3 m. (C15)
This indicates that the gap loading limit is valid for the
truncation gap of the cone-and-plate geometry. However,
due to the conical geometry, the gap increases radially
outwards along the radial coordinate of the cone. For the
2◦, 60 mm diameter cone, the maximum gap separation
at the edge of the sample is:
Hmax = 5.8× 10−5 m + (30× 10−3 m) tan(2◦)
= 1.1× 10−3 m < lmax, (C16)
The gap size in this case is still less than the gap load-
ing limit by a factor of six. However, for these highest-
frequency measurements when lmax is smallest, it is pos-
sible that the flow profile is not fully homogeneous at the
rim of the cone. Because this region has the most influ-
ence on the measured torque, high-frequency rheological
measurements for which Hmax is on, or near, the same
order of lmax may be influenced by these inertial effects.
This is one possible explanation for the abrupt deviations
of the very highest frequency measurements in Figures 12
and 14 from the lower frequency trends. For lower fre-
quency measurements, the gap loading constraint is less
severe, and it is likely that the effects of fluid inertia in
these measurements are negligible.
