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Imagerie des couches corticales
par résonance magnétique à 7 teslas
Résumé
Cette thèse présente le développement d’une méthodologie qui
permet d’analyser la structure en couches du cortex cérébral, en uti-
lisant l’imagerie par résonance magnétique en champ intense (IRM
à 7 teslas). Alors que l’architecture corticale est traditionnellement
étudiée par imagerie microscopique de coupes de tissu post-mortem,
l’utilisation d’une technique non invasive telle que l’IRM permet d’en-
visager d’étudier la lamination corticale in vivo, et ainsi de dépasser
les atlas architecturaux classiques comme celui de Brodmann.
Deux approches ont été utilisées pour l’acquisition d’images à
haute résolution. La première, développée pour l’imagerie in vivo,
utilise une reconstruction super-résolue à partir de coupes épaisses
acquises dans différentes géométries. La seconde, basée sur une sé-
quence tridimensionnelle optimisée pour l’imagerie post-mortem, a
permis l’acquisition d’images de pièces anatomiques.
La contribution principale de cette thèse réside dans le déve-
loppement d’un couple de méthodes permettant d’extraire automa-
tiquement, en chaque point du cortex, un profil caractérisant son
architecture en couches. Pour permettre l’extraction robuste de ces
profils, un modèle original de l’influence de la courbure corticale a
été développé et implémenté.
Ces méthodes ont été testées et validées sur plusieurs pièces ana-
tomiques. Ce travail permet d’envisager la caractérisation de l’archi-
tecture des aires corticales, voire leur délimitation automatique, en
utilisant l’IRM en champ intense.
Mots-clés : imagerie, résonance magnétique, IRM, 7 teslas, 7 T, champ
intense, haut champ, traitement d’image, cerveau, cortex, couches corticales,
lamination, colonnes corticales, architecture corticale, architectonie







with magnetic resonance at 7 teslas
Abstract
This thesis presents the development of a methodology for the analysis
of the layered structure of the cerebral cortex, using high-field magnetic
resonance imaging (7-tesla MRI). While cortical layers are traditionally
studied using microscopic imaging of post-mortem tissue slices, the use
a non-invasive technique such as MRI will enable in vivo studies, and
thus allow new approaches beyond the use of classical architectural atlases
such as Brodmann’s.
Two imaging methodologies have been used to acquire high-resolution
images. First, a method based on super-resolution reconstruction from
thick slices acquired in different geometries was developed for in vivo
imaging. Second, a three-dimensional imaging sequence optimized for
post-mortem tissue allowed imaging excised brain specimen.
The main contribution of this thesis consists of a pair of methods that
perform an automatic extraction of cortical profiles, which characterize
the laminar architecture at any cortical location. In order to allow robust
extraction of these profiles, an original model of the influence of cortical
curvature was developed and implemented.
These methods were tested and validated on multiple brain specimen.
This work allows envisaging an automatic microarchitectural charac-
terization of cortical areas, and even architectural parcellation, using
high-field MRI.
Keywords: imaging, magnetic resonance, MRI, 7 tesla, 7 T, high field, image
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Introduction
Dans un contexte où l’imagerie cérébrale est dominée par la ré-
sonance magnétique (IRM), les progrès de cette modalité sont un
moteur essentiel pour améliorer notre connaissance du cerveau hu-
main. Au cœur de cette course à l’image se trouve l’augmentation
constante des champs magnétiques, qui permet d’accéder à des struc-
tures de plus en plus fines, et à des contrastes de plus en plus riches.
Le centre de neuro-imagerie en champ intense NeuroSpin, où cette
thèse a été préparée, se positionne à la pointe de cette recherche, en
se dotant des aimants les plus puissants au monde : 7 T et bientôt
11,7 T en clinique, là où les hôpitaux disposent d’aimants de 3 T au
maximum.
Parmi les structures cérébrales qui sont rendues visibles par les
champs intenses, se trouvent les couches corticales. Ces couches su-
perposées, qui composent le cortex cérébral, se différencient par le
type de cellules et de connexions nerveuses qui les composent. Des
différences en terme d’épaisseur, de composition, ou de nombre de
couches, existent entre les régions du cortex. Le cortex est ainsi dé-
coupé en régions architecturales qui présentent une structure en
couches homogène, les frontières entre régions étant définies par un
changement de la structure en couches.
La perspective d’observer les couches corticales in vivo, de ma-
nière non invasive, est particulièrement intéressante dans la mesure
où la seule méthode disponible jusqu’à aujourd’hui était l’histologie,
c’est-à-dire l’étude, à l’aide d’un microscope, d’un tissu préalable-
ment extrait, fixé, et découpé. Les aires architecturales ont donc été
définies à partir de l’étude de quelques pièces anatomiques post-
mortem, et consignées dans des atlas qui décrivent la cartographie
d’un cerveau moyen. Ces atlas sont utilisés par les études d’imagerie
fonctionnelle, auxquelles ils servent de référence pour localiser les
activations cérébrales des sujet étudiés. Leur utilisation introduit
donc une incertitude, étant donné qu’ils ne représentent pas l’organi-
sation particulière du cerveau de chaque sujet, mais seulement celle
d’un cerveau moyen. L’imagerie non invasive des couches corticales
permettrait d’accéder à la carte des aires architecturales de chaque
individu, et ainsi de mieux appréhender le lien entre la structure et
la fonction de ces aires.
L’imagerie in vivo des couches corticales pourra également donner
lieu à des applications médicales, notamment en permettant la détec-
tion d’anomalies de la structure du cortex, liées à certaines maladies.

Le projet de cette thèse a consisté à mettre au point une mé-
thodologie permettant l’imagerie des couches corticales au moyen
de l’imageur clinique à 7 T installé à NeuroSpin, et l’analyse de ces
images pour permettre la caractérisation des régions architecturales.
Les travaux présentés dans la partie I, visent à acquérir des images
représentant les couches corticales avec la meilleure qualité possible.
Les essais réalisés en vue de l’imagerie in vivo sont présentés au cha-
pitre , mais seules les acquisitions post-mortem ont à ce jour atteint
une qualité suffisante. Une contribution de ce travail est la réalisation
d’une étude, décrite au chapitre , qui améliore la connaissance de la
cinétique de la fixation des pièces anatomiques, en vue d’optimiser
les protocoles d’imagerie post-mortem.
Les travaux visant à l’analyse des images sont présentés dans la
partie II. Deux contributions méthodologiques sont mises en avant :
un modèle cohérent de la microstructure corticale, basé sur des fon-
dements physiologiques, présenté au chapitre  ; et une méthode
permettant la construction de traverses corticales, présentée au cha-
pitre . Ces méthodes, utilisées conjointement, permettent d’extraire
des profils corticaux, qui caractérisent localement la structure en
couches du cortex. Ces profils pourront servir de base à des analyses
de plus haut niveau, qui permettront par exemple de localiser des
frontières entre les aires architecturales, d’y détecter des anomalies,
de les mettre en correspondance avec les aires qui figurent dans les
atlas architecturaux classiques, jusqu’à réaliser automatiquement la
cartographie d’un cerveau entier en aires architecturales, de manière
non invasive.
Si quelques-unes des difficultés méthodologiques liées à l’ima-
gerie des couches corticales par résonance magnétique ont pu être
résolues au travers de ces contributions, d’importantes difficultés sub-
sistent quant à l’acquisition d’images de qualité suffisante et à leur
segmentation. Ces étapes étant préliminaires à l’extraction de profils
corticaux, les méthodes présentées n’ont pu connaître qu’une mise
en application limitée, qui est présentée dans la partie III. D’autres
développements seront donc nécessaires pour pouvoir mener à bien











L’imagerie par résonance magnétique (IRM) utilise le spin nu-
cléaire des atomes d’hydrogène contenus dans le corps humain pour
en former des images. Cette technique, non invasive et n’utilisant pas
de rayonnements ionisants, s’est imposée comme la modalité de pré-
dilection pour l’étude de l’anatomie cérébrale, en pratique clinique
comme en recherche.
. Résonance magnétique
L’élément de base d’une expérience de résonance magnétique est
un champ magnétique statique, constant et homogène sur l’objet étu-
dié. Ce champ, noté ~B0, sert par convention de référence au système
de coordonnées utilisé, ainsi ~B0 = B0~uz . Ce champ engendre une ai-
mantation de l’échantillon étudié, en alignant partiellement suivant
z le spin des noyaux des atomes d’hydrogène contenus dans les tissus
(figure .). En effet, chaque noyau, qui possède un spin 12 car il est
constitué d’un unique proton, possède une configuration alignée avec
z, dite parallèle, et une configuration alignée avec −z, dite antiparal-
lèle. Le champ ~B0 engendre la séparation des niveaux d’énergie de
ces deux configurations, de sorte que l’équilibre thermique aboutisse
à un excès de configurations parallèles. Chaque proton se compor-
tant comme un dipôle magnétique élémentaire, cet excès crée une
aimantation nette ~M = M~uz en chaque point du tissu.
La résonance magnétique est rendue possible par la précession des
spins autour du champ statique ~B0, à la fréquence de Larmor f0 =
ω0
2pi
donnée par l’équation suivante, où γ est le rapport gyromagnétique
du proton (voir figure .).
~B0
· · · parallèle

































À l’état d’équilibre, la précession est inexistante car l’aimanta-
tion M est alignée avec l’axe de précession z. En effet, la précession
de chaque spin se fait avec une phase qui lui est propre. La dis-
tribution des phases étant incohérente, c’est-à-dire statistiquement
uniforme, les composantes de chaque dipôle élémentaire situées dans
le plan transversal xy s’additionnent vectoriellement en s’annulant
(figure .(a)). Si la distribution de phase est cohérente, la composante
transversale Mxy de l’aimantation n’est pas nulle, et est elle aussi en
précession à la fréquence de Larmor (voir figure .).
L’expérience de résonance magnétique consiste à faire entrer en
résonance les spins du tissu, basculant ainsi l’aimantation dans le
plan transversal, et à enregistrer ensuite la relaxation qui conduit au
retour à l’équilibre. La description quantique du système de spins
peut ici être abandonnée, à la faveur d’un formalisme classique por-
tant sur l’aimantation ~M. En effet, la densité de spins dans les tissus
étant de l’ordre de 1020/mm3, il est possible de définir un volume
élémentaire de tissu (parfois appelé isochromat []) qui soit à la fois
suffisamment grand pour rendre possible une description classique
des phénomènes collectifs quantiques, et suffisamment petit pour
être considéré comme infinitésimal à l’échelle macroscopique.
L’imageur peut manipuler l’aimantation de l’échantillon à l’aide
d’une onde radiofréquence (RF) à la fréquence de Larmor (table .).
Émise par le système via une antenne dédiée, une telle onde permet
de basculer l’aimantation ~M pour l’écarter de son état d’équilibre. En
effet, l’onde RF est composée notamment d’un champ magnétique
tournant ~B1, qui reste fixe dans le repère tournant avec ~M à la fré-
quence de précession de Larmor. L’aimantation de chaque isochromat
subit ainsi un couple ~Γ = ~M∧ ~B1 qui tend à la faire basculer. En ima-
gerie, cette onde RF est généralement appliquée sous la forme d’une











impulsion, de durée et d’énergie contrôlées pour basculer l’aimanta-
tion ~M d’un angle θ prédéterminé. Deux impulsions remarquables
sont l’impulsion d’excitation à θ = 90°, qui bascule au repos l’aimanta-
tion dans le plan transversal xy, et l’impulsion d’inversion à θ = 180°
qui transforme ~M en − ~M.
L’enregistrement de la relaxation passe lui aussi par une onde RF,
qui est cette fois générée par l’échantillon lui-même, et appelé signal
de résonance magnétique. En effet, la composante transversale de
l’aimantation Mxy crée un champ dipolaire tournant, et génère ainsi
une onde électromagnétique à la fréquence de Larmor. Cette onde
est captée par une antenne, qui peut être la même que celle utilisée
pour l’émission RF, et son amplitude et sa phase sont numérisées
et enregistrées par le système. L’amplitude est proportionnelle à
l’aimantation transversale Mxy , et la phase est proportionnelle à la
fréquence de précession f0, donc à l’intensité du champ statique B0.
. Localisation du signal
L’expérience de résonance magnétique décrite jusqu’à présent
considère l’échantillon dans sa globalité, en effet le signal enregis-
tré provient de l’ensemble de l’objet, sans possibilité de localiser sa
provenance. Pour permettre de former une image de l’objet étudié,
il est nécessaire de marquer différemment les signaux provenant de
différents points de l’objet.
L’outil utilisé pour localiser le signal est un gradient de champ ma-
gnétique. Un imageur possède plusieurs bobinages qui sont capables
de moduler l’intensité du champ B0, linéairement en fonction de la
position spatiale (voir figure .). Ces bobinages sont habituellement
au nombre de trois, pour permettre par combinaison linéaire de créer
un gradient selon un axe quelconque. Le champ magnétique local
~B(x,y,z) reste aligné selon z mais son intensité varie linéairement
selon la position sur l’axe du gradient. Par exemple, en présence d’un
gradient Gx suivant x, le champ local est donné par (.). Ainsi, la
fréquence de précession varie spatialement selon (.).
~B(x,y,z) = (B0 + Gxx) ~uz (.)





Première partie : IRM anatomique en champ intense
Les gradients peuvent être utilisés de multiples façons pour loca-
liser le signal : pour la sélection de coupe, le codage fréquentiel, et le
codage de phase.
Sélection de coupe
Un gradient peut être appliqué pendant l’excitation, accompagné
d’une impulsion RF dont le contenu spectral est localisé sur une
bande de fréquences déterminée. Ainsi, seuls les spins contenus dans
cette bande de fréquence entreront en résonance et seront affectés
par l’impulsion. Cela se traduit par l’excitation d’un plan de coupe
orthogonal à la direction du gradient, dont le profil de coupe est
identique au spectre fréquentiel de l’impulsion. Aucune aimantation
transversale n’est induite en dehors de la coupe excitée, donc seule
cette coupe générera un signal lors de la relaxation.
Ce type d’excitation est principalement utilisé par les séquences
d’imagerie 2D, qui forment ainsi l’image d’une seule coupe de tissu.
Codage fréquentiel
Un gradient peut également être appliqué durant l’enregistrement
du signal. Le signal reçu sera alors la somme de signaux émis par
chaque élément de volume de l’échantillon, chacun possédant une
fréquence dépendant de sa position le long du gradient. Les contribu-
tions de chaque section de l’objet le long de l’axe du gradient peuvent
alors être séparées par transformation de Fourier.
Autrement dit, le long de l’axe du gradient, noté x, il existe une
équivalence entre le temps t au cours de l’enregistrement du signal,
et la fréquence spatiale kx. Dans l’espace réciproque (k-space) chaque
fréquence spatiale correspond à une position le long de l’axe kx.
Ainsi, lorsqu’un gradient est appliqué, chaque mesure correspond à
un point de l’espace réciproque, ce point se déplaçant à une vitesse
proportionnelle à Gx tant que le gradient est appliqué. Ce forma-
lisme d’espace réciproque est très utilisé pour décrire la façon dont
chaque séquence d’imagerie échantillonne l’ensemble des fréquences
spatiales nécessaires à la reconstruction d’une image.
La résolution et le champ de vue selon l’axe de codage fréquentiel
dépendent de l’échantillonnage de l’espace réciproque : la largeur
du champ de vue est proportionnelle à la densité de l’échantillon-
nage, la résolution est proportionnelle à la fréquence maximale kx
échantillonnée.
Codage de phase
Le codage de phase consiste à appliquer un gradient entre l’excita-
tion et l’enregistrement du signal. Ce gradient, appliqué selon un axe
y, provoque un déplacement dans l’espace réciproque, proportionnel
à Gy∆t, produit de son intensité et de son temps d’application.
En répétant le processus, l’espace réciproque peut être échan-
tillonné de manière régulière, et la transformation de Fourier permet
de reconstituer la distribution du signal dans le domaine spatial.

Chapitre 1 : Imagerie par résonance magnétique
Cortex Substance blanche LCS
T1 (ms) 2132± 103 1220± 36 4425± 137 []
T2 (ms) 41,8± 1,7 35,8± 1,8 125,1± 9,2 []




tissus à 7 T
Comme pour le codage fréquentiel, le champ de vue et la résolution
suivant l’axe y dépendent du nombre de pas de codage de phase et de
la densité de l’échantillonnage selon ky .
. Relaxation
Comme introduit précédemment, une fois l’aimantation soumise
à une excitation par une onde RF, elle retourne à l’équilibre selon
un processus de relaxation. Cette relaxation est régie par plusieurs
constantes de temps décrites ci-après : T1, T2, et T∗2. Ces temps de
relaxation varient selon les tissus, et dépendent de l’intensité du
champ statique. Ils sont indiqués dans la table . pour B0 = 7T.
De manière équivalente, la relaxation est parfois décrite en terme













La composante longitudinale Mz a une valeur au repos M0 déter-
minée par l’équilibre thermique introduit § .. Lors de l’excitation,
l’aimantation est écartée de l’axe z, la composante Mz est donc dimi-
nuée, voire négative pour une excitation supérieure à 90°. Un échange
d’énergie entre le système de spins et son environnement provoque le
retour à l’équilibre avec une constante de temps T1, d’où l’appellation
de relaxation spin–réseau. Ainsi, l’aimantation longitudinale suit une
relaxation exponentielle selon (.) après avoir été excitée à t = 0.
Mz(t) = M0 − (M0 −Mz(t = 0))e−t/T1 (.)
À 7 T dans le système nerveux central, les valeurs de T1 sont de
l’ordre de 1 à 2 secondes.
Relaxation transversale, T2
L’aimantation transversale Mxy est nulle à l’équilibre. Suivant l’ex-
citation, elle revient à cette valeur d’équilibre par échange d’énergie
entre spins voisins, d’où le nom de relaxation spin–spin. La constante
de temps de ce processus exponentiel se note T2, et est typiquement
inférieure d’un ou deux ordres de grandeur à T1.
Mxy(t) = Mxy(t = 0) e
−t/T2 (.)

Première partie : IRM anatomique en champ intense
Champ B0 Fréquence de Larmor f0 Longueur d’onde
1,5 T 64 MHz 4,7 m
3 T 128 MHz 2,3 m
4,7 T 200 MHz 1,5 m
7 T 300 MHz 1,0 m
9,4 T 400 MHz 0,75 m
11,7 T 500 MHz 0,60 m
14,1 T 600 MHz 0,50 m






Effet des hétérogénéités, T∗2
Dans un échantillon réel, la décroissance de l’aimantation trans-
versale est souvent plus rapide que la relaxation spin-spin. Ceci est dû
au déphasage des moments magnétiques, induit par les hétérogénéi-
tés du champ statique B0 qui introduisent une variation spatiale de la
fréquence de Larmor. La relaxation résultante est alors approximée
par une loi exponentielle de constante de temps T∗2.
Mxy(t) = Mxy(t = 0) e
−t/T∗2 (.)
Pour annuler l’effet des hétérogénéités de champ et accéder à T2, il
faut utiliser une technique appelée écho de spin, introduite au § ..
Les causes des hétérogénéités de champ sont multiples, mais on
peut en distinguer deux types. Les hétérogénéités microscopiques,
dues notamment à des variations locales de susceptibilité magnétique,
sont utiles à la caractérisation des tissus car elles en traduisent une
caractéristique intrinsèque. En revanche, les hétérogénéités macrosco-
piques peuvent être dues au champ induit à distance par l’aimantation
de n’importe quelle partie de l’objet étudié, dépendant ainsi de la
géométrie macroscopique de l’échantillon. Ces hétérogénéités macro-
scopiques ne sont pas utiles à la caractérisation des tissus, et sont à
l’origine d’artéfacts pouvant aller jusqu’à la disparition du signal par
déphasage intra-voxel (voir figures .(a) et (b)).
. Spécificités des champs intenses
L’IRM couramment pratiquée en médecine clinique utilise un
champ de 1,5 T ou 3 T. Des imageurs en champ plus intense sont
actuellement au stade de prototypes, avec plusieurs imageurs 7 T déjà
installés en Europe. Quelques projets vont au-delà, le plus ambitieux
étant le projet d’installation à NeuroSpin d’un imageur clinique à
11,7 T.
Pour l’imagerie du petit animal il est plus facile d’obtenir un
champ intense car le volume d’intérêt est plus petit. Les imageurs à
7 T sont donc courants, NeuroSpin disposant également d’imageurs à
11,7 T et 17 T.
Ce travail a été mené sur l’imageur 7 T clinique installé à NeuroS-
pin. En effet pour obtenir la résolution et le contraste nécessaires à

Chapitre 1 : Imagerie par résonance magnétique
l’imagerie des couches corticales, il est avantageux de travailler avec
un champ intense.
Rapport signal à bruit
Le premier moteur de la course vers des champs magnétiques tou-
jours plus intenses est le rapport signal à bruit : il croît linéairement
avec l’intensité du champ magnétique [].
En effet, le signal S généré par une aimantation M tournant à
une fréquence f est proportionnel à f M. La fréquence de Larmor est
proportionnelle à B0 (.), et l’aimantation au repos M0 est elle aussi
proportionnelle à B0, d’où S ∝ B20. La modélisation du bruit est plus








Le rapport signal à bruit intrinsèque augmentant avec le champ,
un champ intense permet de diminuer la taille du voxel tout en
conservant un rapport signal à bruit exploitable. Les champs intenses
permettent donc d’atteindre une résolution spatiale plus fine.
Contraste de susceptibilité
La susceptibilité magnétique, notée χ, est une propriété intrin-
sèque d’un matériau, qui détermine son aimantation en réponse à
une excitation magnétique donnée (.), où µ0 = 4pi ·10−7 T m/A est









B pour |χ|  1 (.)
La susceptibilité magnétique de la plupart des tissus biologiques
est faible (inférieure à 10−4), ce qui justifie l’approximation précé-
dente (.). De plus, elle varie selon la composition des tissus. Par
exemple, le calcium stocké sous forme de phosphates Ca3(PO)4 est
diamagnétique, et présente une susceptibilité négative (χ < 0). À
l’inverse, les composés contenant du fer, notamment la désoxyhémo-
globine et la ferritine, sont paramagnétiques (χ > 0).
La distribution spatiale de susceptibilité dans le tissu se traduit
donc en une distribution d’aimantation. Or, cette aimantation est
elle-même à l’origine d’un champ magnétique : chaque volume infi-
nitésimal de tissu possède un moment magnétique ~m, qui génère en










Ce champ décroît comme le cube de la distance ‖~r‖ au diplôle, ses
effets se ressentent donc essentiellement au voisinage immédiat du
moment qui le génère. En conséquence, les fluctuations de suscepti-
bilité génèrent des fluctuations de champ localisées, qui génèrent en

Première partie : IRM anatomique en champ intense
(a) Amplitude (b) Phase
Coupe coronale d’un cerveau de babouin anesthésié, acquisition du  août  par
Béchir Jarraya. Écho de gradient 3D, TE = 32,33ms, TR = 70ms, résolution 0,3 mm





s’ajoutant au champ nominal B0 une distribution de champs effectifs
Beff à l’intérieur même de chaque voxel. Ceci entraîne une perte de
cohérence intra-voxel lors de la précession libre, et contribue donc à
raccourcir le temps de relaxation T∗2. Il a été mesuré que le taux de
relaxation correspondant R∗2 augmente linéairement avec B0 [].
Cependant, le champ généré par l’aimantation de l’échantillon
(.) n’est pas purement local, mais contribue également à distance
à la modification du champ statique. En fait, la distribution de Beff
est le résultat de la convolution de la distribution de susceptibilité
χ(~r), avec le champ produit par un moment magnétique (.). Or,
le champ B0 peut être mesuré en exploitant la phase d’une image
obtenue par écho de gradient (voir § .). Cette propriété est exploitée
par des méthodes de quantification de la susceptibilité [–] pour
remonter à la distribution spatiale de susceptibilité dans l’échantillon.
Les effets de susceptibilité (phase Beff et R∗2) produisent à 7 T et
au-delà un contraste suffisant pour distinguer les couches corticales,
que ce soit sur les images brutes de phase [, ] ou les images
quantitatives de susceptibilité [].
Hétérogénéité du champ statique
Les effets à distance de l’aimantation sont aussi à l’origine d’ar-
téfacts, qui sont d’autant plus visibles que le champ B0 est intense.
La présence d’interfaces entre des milieux de susceptibilité très diffé-
rente génère une perturbation du champ Beff qui peut aller jusqu’à
détruire le signal sur de grandes régions par déphasage intra-voxel.
Ce phénomène est le plus gênant en présence d’une interface air–
tissu. Il intervient in vivo, au voisinage des sinus aériens (cavités des
os du crâne remplies d’air), détruisant le signal dans les lobes tem-
poraux ; ou post-mortem, en présence de bulles d’air coincées dans
l’échantillon.
De plus, si les pertes de signal n’interviennent que lorsque la
variation de phase atteint 2pi par voxel, les variations plus faibles per-
turbent malgré tout les images de phase, les affectant d’un biais qui
dépasse de beaucoup l’amplitude du signal utile (voir figure .(b)).

Chapitre 1 : Imagerie par résonance magnétique
(a) 3 T (b) 7 T
Coupe coronale d’un même volontaire humain, séquence MPRAGE pondérée en T1.
À 3 T : TI = 900ms, TR = 2300ms, TE = 4,18ms, θ = 9°, résolution 1 mm isotrope. À
7 T : TI = 1100ms, TR = 2600ms, TE = 4,19ms, θ = 9°, résolution 1 mm isotrope.
Figure .
Hétérogénéités à
3 T et 7 T
Hétérogénéité radiofréquence
Un autre handicap des champs intenses est le défaut d’homogé-
néité de l’excitation RF. En effet, la fréquence de Larmor augmentant
avec le champ (.), la longueur d’onde associée λ = cf diminue (voir
table .). Tant que la longueur d’onde est grande devant la dimen-
sion du sujet étudié, l’excitation reste homogène sur l’ensemble du
volume d’intérêt. En revanche, lorsque la longueur d’onde diminue,
des interférences se manifestent de manière différenciée selon la posi-
tion : elles peuvent être constructives en un endroit, et destructives
ailleurs. Il devient ainsi difficile d’obtenir une excitation homogène
sur l’ensemble du volume d’intérêt. Cela signifie que l’intensité du
champ d’excitation B1 varie spatialement, et donc, que l’angle de
basculement θ varie lui aussi.
Il existe deux approches qui visent à rétablir l’homogénéité des
images acquises en champ intense. Des séquences spéciales, par
exemple les séquences AFI (arbitrary flip angle (AFI)), permettent
de mesurer l’angle de basculement θ qui est réellement appliqué en
chaque point, ce qui permet dans certains cas de corriger l’image
obtenue pour en retirer le biais. L’autre approche, connue sous le nom
de transmission parallèle, consiste à utiliser conjointement plusieurs
antennes pour émettre l’onde RF, de manière à contrôler la formation
d’interférences pour homogénéiser l’excitation.
Cette hétérogénéité RF, ainsi que les hétérogénéités de B0, em-
pêchent d’utiliser directement à 7 T les protocoles utilisées habituel-
lement à 3 T, car elles causent d’importantes variations d’intensité et
de contraste qui ne sont pas prises en compte par les méthodes de




Séquences pour l’IRM à
haute résolution
Ce chapitre présente les séquences qui ont été utilisées pour l’IRM
à haute résolution des couches corticales. Les séquences d’écho de
gradient (§ .) ont été choisies pour leur sensibilité aux effets de
susceptibilité. Des données provenant d’une séquence d’écho de spin
à angle variable (§ .), qui permettent l’imagerie à haute résolution
tout en étant moins sensibles aux artéfacts de susceptibilité, ont
également été utilisées.
. Écho de gradient
Les séquences d’écho de gradient sont les plus simples des sé-
quence d’IRM. Elles sont disponibles sur tous les imageurs, sous le
nom GRE (gradient recalled echo), FE (field echo), ou GE (gradient echo).
Elles consistent en la répétition du schéma présenté en figure ..
Chaque itération comporte les phases suivantes :
. émission d’une impulsion RF d’excitation, basculant l’aimanta-
tion d’un angle θ donné ;
. enregistrement du signal émis par l’échantillon après une durée
TE, appelée temps d’écho ;
. répétition de l’excitation  avec une période TR, appelée temps
de répétition.
Signal de précession libre et contraste
Le signal échantillonné est ainsi simplement le signal de préces-
sion libre (free induction decay, FID) suivant une excitation d’angle θ.
Le signal généré par un voxel dépend ainsi de l’aimantation longitu-










Première partie : IRM anatomique en champ intense













S ∝Mxy(t = TE) = Mexc sinθ e−TE/T∗2 . (.)
L’aimantation Mexc est égale à l’aimantation au repos M0 si la
relaxation longitudinale est complète à chaque répétition, autrement




1− cosθ e−TR/T1 (.)
Tout ceci suppose que l’aimantation ~Mexc soit purement longitu-
dinale. C’est le cas si la relaxation transversale est achevée lors de
l’excitation, autrement dit lorsque TE T2. Lorsque cette condition
n’est pas vérifiée, il est néanmoins possible d’annuler la contribution
de l’aimantation transversale au prix d’une complexification de la
séquence utilisant des gradients de dispersion (spoiler gradients) et
une variation de la phase des impulsions d’excitation (RF spoiling),
non détaillés ici. La séquence obtenue prend le nom FLASH (fast low-
angle shot), FFE (fast field echo), ou SPGR (spoiled gradient echo), selon
les constructeurs.
En résumé, le signal produit par une séquence d’écho de gradient
peut se mettre sous la forme (.).
S ∝M0 sinθ 1− e
−TR/T1
1− cosθ e−TR/T1 e
−TE/T∗2 (.)
En choisissant TE de l’ordre de T∗2, soit TE ≈ 30ms dans le cortex
à 7 T (voir table . page ), la sensibilité aux variations de T∗2 est
maximale (voir figure .). Pour le montrer, maximisons
∣∣∣∣ ST∗2 ∣∣∣∣ en

Chapitre 2 : Séquences pour l’IRM à haute résolution













= 0 ⇐= TE = T∗2 . (.)
Formation d’un écho
L’expérience décrite jusqu’ici ne fait pas intervenir les gradients,
et ne permet donc pas de former une image. En effet, la méthode
de localisation du signal introduite au § . (page ) passe par
l’échantillonnage de l’espace réciproque, qui permet ensuite de re-
tourner dans l’espace image par transformation de Fourier discrète.
La séquence d’écho de gradient utilise les trois techniques de codage
précédemment décrites : le codage fréquentiel, le codage de phase, et
éventuellement la sélection de coupe.
Spécifiquement, pour obtenir selon l’axe x une résolution ∆x sur
un champ de vue large de N points, il faut échantillonner l’espace
réciproque en N points allant de −kmax = −1/∆x à kmax = 1/∆x. La
trajectoire de balayage de l’espace réciproque doit donc inclure toutes
les fréquences comprises entre ces bornes. Or, juste après l’excitation
RF et en l’absence de gradients, c’est la somme des signaux prove-
nant de l’ensemble de l’échantillon qui est mesurée, autrement dit
la fréquence spatiale k = 0. Pour balayer les fréquences nécessaires
en utilisant le codage fréquentiel, la formation d’un écho de gradient
procède en deux temps (voir figure . selon kx) :
. un gradient est appliqué de manière à amener le système à la
fréquence spatiale −kmax de l’espace réciproque ;
. puis, un gradient constant est maintenu durant l’enregistrement
de la résonance, jusqu’à atteindre la fréquence kmax.
Pendant l’application du gradient de codage fréquentiel, le sys-
tème passe donc par toutes les fréquences spatiales de −kmax à kmax.
Le centre de l’espace réciproque k = 0 est échantillonné à mi-parcours,
par convention on appelle temps d’écho (TE) le temps écoulé entre
l’excitation et l’échantillonnage de la fréquence spatiale k = 0. En ef-
fet, les objets naturels possèdent tous une distribution de fréquences
spatiales très piquée en zéro. L’énergie du signal mesuré est donc
essentiellement concentrée autour de k = 0, d’où le terme « écho ».
On fait généralement l’approximation que le temps d’échantillon-
nage est petit devant TE, ainsi l’image obtenue est supposée repré-
senter l’état de l’aimantation après une précession libre de durée
TE.
Il est à noter que le signal est enregistré tant en amplitude qu’en
phase. La transformation de Fourier procède donc dans le domaine
complexe, et l’image obtenue dans le domaine spatial est également à
valeurs complexes. L’amplitude de chaque voxel correspond au signal
décrit par (.), alors que la phase représente l’avance ou le retard de
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précession moyen de l’aimantation. L’image de phase représente donc
la perturbation moyenne du champ statique ∆B0 en chaque voxel.
Écho de gradient 2D
La séquence d’écho de gradient 2D combine la formation d’un
écho de gradient par codage fréquentiel selon un axe x, avec un
codage de phase selon un axe y et une sélection de coupe selon un
axe z. L’image résultante est donc reconstruite par transformation de
Fourier 2D de chaque coupe dans le plan (xy).
Le diagramme de la séquence est présenté en figure .. La pre-
mière ligne représente l’activité RF en émission et en réception,
chaque ligne suivante représente une direction de gradient. On re-
trouve le codage fréquentiel décrit précédemment, avec un gradient
appliqué pendant la réception RF, précédé d’un lobe négatif qui
amène le point de mesure à −kmax. Le codage de phase peut être ap-
pliqué simultanément, puisque les gradients s’additionnent de façon
linéaire. Enfin, la sélection de coupe utilise un gradient appliqué
pendant l’excitation RF, suivi d’un lobe négatif qui remet en phase
l’aimantation sur kz = 0.
La trajectoire de l’écho de gradient 2D dans l’espace réciproque
est représentée figure .. Après l’excitation, l’application simulta-
née du gradient de phase et du lobe négatif du gradient de lecture
positionnent la mesure au début d’une ligne de l’espace réciproque.
Chaque ligne est lue lors d’une excitation. Après la lecture de chaque
ligne, le système poursuit son retour à l’équilibre jusqu’à la répétition
suivante, qui intervient avec une période TR.
Cette technique peut être utilisée pour acquérir un volume com-
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posé de plusieurs coupes parallèles. Les coupes sont alors acquises
avec un entrelacement : chaque coupe subit séquentiellement le
schéma excitation–TE–lecture, c’est-à-dire l’acquisition d’une ligne de
l’espace réciproque, les autres coupes étant acquises pendant le temps
de relaxation libre qui suit la lecture. Ceci permet des acquisitions
avec un temps de répétition TR long, puisqu’entre deux excitations
de la même coupe il faut attendre la lecture d’une ligne de chaque
autre coupe.
Écho de gradient 3D
L’imagerie 3D d’écho de gradient utilise une excitation non sé-
lective, ou l’excitation d’une bande de tissus épaisse. La localisation
spatiale dans la troisième direction est obtenue par un codage de
phase. La reconstruction de l’image fait donc appel à une transformée
de Fourier 3D.
Chaque excitation affecte l’ensemble de l’échantillon, contraire-
ment à la méthode 2D multi-coupe présentée précédemment. Il n’y
a donc plus d’entrelacement possible, et il faut utiliser un temps de
répétition TR court pour ne pas allonger le temps d’acquisition, en
effet un grand nombre de pas de codage de phase NyNz est nécessaire.
Le TR court introduit une pondération T1 (.).
. Écho de spin rapide à angle variable
Les séquences d’écho de gradient sont sensibles aux hétérogénéi-
tés de B0, ce qui est à la fois un avantage pour étudier l’effet de la
susceptibilité, et un inconvénient car cela les rend très sensibles aux
artéfacts dus aux discontinuités de susceptibilité, créés par les sinus
aériens, ou post-mortem par les bulles d’air.
Pour éviter ces artéfacts, une autre séquence a été utilisée, qui se
base sur le principe de l’écho de spin. Ce procédé permet d’annuler
l’effet des hétérogénéités de B0 sur le signal. Le diagramme de prin-
cipe est présenté figure .. Comparé à l’écho de gradient, la seule
































différence est l’adjonction d’une impulsion, dite de refocalisation, qui
est appliquée à l’instant TE/2.
La figure . montre l’évolution de l’aimantation transversale de
différents isochromats d’un même voxel, pendant la durée TE. Les
points (a) et (b) correspondent à l’évolution du système avant l’impul-
sion de refocalisation, et seraient donc identiques pour une séquence
d’écho de gradient. La fréquence de précession de l’aimantation des
différents isochromats n’est pas tout à fait identique, ce qui entraîne
une dispersion de leurs phases qui croît linéairement avec le temps.
Ce phénomène finit par produire un déphasage tel que la somme des
aimantations s’annule.
L’impulsion de refocalisation appliquée à l’instant TE/2 inverse la
composante My de l’aimantation. La phase φ de chaque isochromat
est ainsi inversée en −φ : l’avance de phase est convertie en retard de
phase, et réciproquement. Lors de la suite de l’évolution (figures .(c)
et (d)), les isochromats se resynchronisent donc pour revenir en phase
à l’instant TE. L’effet des hétérogénéités statiques de B0 est donc
annulé. Le déphasage intra-voxel qui provoquait la diminution du
signal n’existe plus, la seule contribution à la relaxation transversale
est donc la relaxation spin–spin, et le signal mesuré est pondéré par
T2.
La séquence d’écho de spin classique requiert une impulsion de
refocalisation de 180°, qui a l’inconvénient de déposer une grande
quantité d’énergie dans l’échantillon, ce qui pose des problèmes
d’échauffement. Une acquisition d’écho de spin 3D sur le modèle
présenté pour l’écho de gradient n’est pas envisageable pour cette
raison, car elle requerrait une impulsion de 180° pour chaque répéti-
tion. Il existe cependant des séquences dites rapides, qui sont basées

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sur le principe des échos multiples : chaque excitation est suivie d’un
train d’impulsions de refocalisation, dont l’angle peut être inférieur à
180°, qui sont chacune suivie de l’acquisition d’une ligne de l’espace
réciproque (figure .). Ces séquences prennent le nom RARE (rapid
acquisition with relaxation enhancement), FSE (fast spin-echo), ou TSE
(turbo spin-echo).
La séquence qui a été mise en œuvre utilise un train d’impulsions
dont l’angle varie au cours du train d’échos, ce qui permet d’établir un
état pseudo-stationnaire et d’utiliser un train d’échos très long. Cette
séquence 3D, nommée SPACE (sampling perfection with application
optimized contrasts using different flip angle evolution) [] permet
d’obtenir des images de haute résolution exemptes d’artéfacts de
susceptibilité. Le prix à payer est qu’en raison de la complexité de
la séquence, il est difficile d’analyser le contraste produit, qui peut





pour l’imagerie in vivo
L’approche initialement poursuivie pour l’acquisition d’images de
la lamination corticale était l’IRM in vivo chez le babouin anesthésié,
en utilisant une reconstruction super-résolue. Le travail effectué en
ce sens est présenté ici, même si cette approche n’a pas donné les
résultats escomptés.
Le temps nécessaire pour obtenir une image de résolution suffi-
sante à l’analyse des couches corticales est beaucoup plus long que
pour l’imagerie anatomique traditionnelle millimétrique, en raison
du grand nombre de voxels à acquérir qui augmente le nombre de
coupes à acquérir et le nombre de pas de codage de phase. Un temps
d’acquisition de plusieurs dizaines de minutes est ainsi nécessaire
pour former une image du cerveau entier. À titre de comparaison, une
image anatomique de résolution millimétrique du cerveau humain à
3 T peut être acquise en un temps de l’ordre de 5 minutes. À l’échelle
d’une acquisition de plusieurs dizaines de minutes, l’immobilité du
sujet devient très difficile à assurer, or le moindre mouvement au
cours d’une séquence longue produit des artéfacts : différentes par-
ties de l’espace réciproque sont acquises pour une position du sujet
différente, ce qui entraîne un flou (ghosting) dans l’image reconstruite.
Bien que des systèmes existent pour mesurer et compenser le mouve-
ment en temps réel durant l’acquisition, aucun de ces systèmes n’est
disponible sur l’imageur 7 T clinique de NeuroSpin.
L’approche super-résolue procède en fragmentant l’imagerie en
plusieurs acquisitions de durée plus courte, entre lesquelles le mou-
vement est autorisé. Une image à haute résolution est ensuite re-
construite en recombinant les informations acquises à plus basse
résolution. Cette technique a été appliquée à l’IRM par François
Rousseau (Université de Strasbourg) et ses collaborateurs, dans le
cadre de l’imagerie anténatale [, ]. Il est en effet impossible d’as-
surer l’immobilité d’un fœtus même pour une courte durée, dans ces
conditions les séquences 3D ou 2D multi-coupes sont inutilisables.
La mise au point du protocole d’acquisition super-résolue a été
effectuée sur des babouins anesthésiés, ce qui permet de longues
sessions d’acquisition, de l’ordre de 4 heures. Le mouvement est
normalement inexistant, ce qui fournit des conditions idéales pour
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mettre au point le protocole. Lorsque cela était possible, des cerveaux
de babouin post-mortem ont également servi aux mises au point car
la mise en œuvre est beaucoup moins complexe que pour un animal
anesthésié, et pour limiter le stress imposé aux animaux.
. La super-résolution, un problème inverse
La super-résolution consiste à reconstruire une image de haute
résolution à partir de multiples acquisitions de résolution plus faible.
Il s’agit d’un problème de déconvolution et de fusion d’informations,
auquel le formalisme d’un problème inverse est bien adapté : en effet,
si on considère connue la vérité terrain x (image de haute résolution),
il est relativement aisé de modéliser la formation d’une image à faible
résolution [].
yr = SrBrWr︸  ︷︷  ︸
Hr
x+nr 1 ≤ r ≤ N (.)
Le passage vers l’image de basse résolution peut être modélisé
linéairement (.), avec :
— x l’image de haute résolution, considérée comme vérité ter-
rain ;
— y1 . . . yN les images à basse résolution ;
— Sr une matrice de sous-échantillonnage, rectangulaire, tradui-
sant le fait que les images de faible résolution ont un échan-
tillonnage moins dense que x ;
— Br une matrice traduisant l’élargissement de la fonction de
dispersion du point (PSF, point spread function) dans les images
de basse résolution ;
— Wr une transformation rigide rendant compte de la géométrie
d’acquisition de chaque image de basse résolution, qui peut
être estimée par recalage ;
— nr un terme de bruit.
L’inversion du problème passe par la définition d’une fonction de
coût, dont la minimisation fournit la solution xˆ (.). Étant donnée la
nature mal posée du problème de super-résolution, un terme de ré-
gularisation est nécessaire. Celui-ci est choisi de la forme
∫
φ(∇x)dv,
avec φ une fonction croissante sur R+, de façon à pénaliser les varia-
tions importantes et ainsi empêcher l’amplification du bruit de haute
fréquence. L’algorithme utilisé implémente φ(t) = 2
√
1 + t2 − 2, qui
se comporte asymptotiquement comme une régularisation L1 ce qui
permet de mieux préserver les contours qu’une régularisation L2.
xˆ = argmin
x








Chapitre 3 : Approche super-résolue pour l’imagerie in vivo






Pour que la reconstruction super-résolue donne de bons résultats,
il faut que chaque image de basse résolution apporte des informations
complémentaires aux autres. Le fait d’acquérir N fois la même image
de basse résolution permet tout au plus d’augmenter le rapport signal
à bruit, mais en aucun cas d’augmenter la résolution.
Pour les applications à l’imagerie anténatale [], les images de
basse résolution sont des coupes de résolution 1 × 1 × 3mm3. Elles
sont acquises dans trois plans orthogonaux (voir figure .(b)) pour
reconstruire une image isotrope millimétrique.
Pour l’acquisition chez le babouin, une séquence d’écho de gra-
dient 2D multi-coupe a été utilisée pour former des images de résolu-
tion 0,25×0,25×1mm3, avec l’objectif de reconstruire une image iso-
trope de résolution 0,25 mm. Les géométries représentées figure .
ont été testées.
La géométrie parallèle (figure .(a)) utilise la même direction
pour tous les plans de coupe. Chacun des N jeux de coupes est acquis
avec un décalage ∆/N par rapport au précédent dans la direction de
l’épaisseur de coupe, où ∆ est l’épaisseur de coupe. Cette géométrie
est facilement mise en œuvre car la seule modification nécessaire
entre les jeux de coupes est une translation de l’acquisition, les autres
paramètres restant inchangés. C’est néanmoins une géométrie d’ac-
quisition très anisotrope : les hautes fréquences spatiales dans la
direction de l’épaisseur de coupe doivent être entièrement recons-
truites par déconvolution, alors que celles du plan de coupe sont
présentes dans les images brutes. Cette anisotropie peut se ressentir
sur les résultats (voir figure .).
La géométrie orthogonale (figure .(b)) permet une meilleure
isotropie, mais pose problème lorsqu’on cherche à atteindre une
très haute résolution spatiale. En effet, les hétérogénéités de B0 se
traduisent par une modification de la fréquence de résonance, qui
se transforme en décalage spatial lors du codage fréquentiel. La fi-
gure . montre le décalage produit par un changement de signe
du gradient de codage fréquentiel, qui inverse le sens du décalage,
toutes choses étant égales par ailleurs. Des déformations de l’ordre
du millimètre sont observées par endroits dans la direction du codage
fréquentiel, ici antéro-postérieure. Ces déformations empêchent de
réaliser un recalage rigide exact sur l’ensemble du volume, ou même
sur l’ensemble d’une coupe, or un recalage précis est indispensable
au bon fonctionnement de la super-résolution : le problème étant






(c) Différence signée (rouge
positif, bleu négatif.)
Coupe axiale d’un cerveau de babouin post-mortem, acquisition du  février . Écho de gradient 2D
multi-coupe TE = 30ms, TR = 5092,3ms, résolution 0,25× 0,25× 1mm3.
Figure . – Déformations dues au gradient de codage fréquentiel
mal posé, une erreur sur les données se traduit par un bruit qui est
amplifié par l’inversion. Le champ de déformation peut être connu en
mesurant ∆B0 par une image de phase, mais il n’est pas simple de le
prendre compte, car il ne peut pas être appliqué comme un recalage
par interpolation en raison de son effet sur la fonction de dispersion
du point (voir § .).
Pour s’affranchir des déformations dans la direction du codage
fréquentiel, une géométrie d’acquisition en éventail a été imaginée et
testée (figure .(c)). En plaçant le codage fréquentiel selon un axe
commun à tous les plans de coupe, les déformations dans cet axe
sont les mêmes pour toutes les acquisitions et un recalage précis est
à nouveau possible. Le sens du gradient de codage fréquentiel doit
donc être apparié entre les jeux de coupes. L’isotropie est meilleure
que pour la configuration parallèle, grâce à la répartition angulaire
des plans de coupe autour de l’axe commun.
. Résultats obtenus
De multiples essais d’acquisition super-résolue ont été réalisés
sur l’imageur 7 T clinique de NeuroSpin (voir table .). L’algorithme
mis en œuvre fait partie d’une collection d’outils appelée BTK (baby
brain toolkit), développée pour l’imagerie anténatale [] par François
Rousseau et ses collaborateurs.
Un premier essai a été réalisé sur un babouin anesthésié, dans une
géométrie parallèle, avec des plans de coupe axiaux. La reconstruc-
tion, effectuée avec l’aimable collaboration de François Rousseau, est
présentée en figure .. La coupe axiale semble bien résolue, de nom-
breux détails sont visibles. Néanmoins, le contraste des structures
orthogonales aux coupes est moins bon que celui des structures qui se
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Date Sujet Géométrie Codage fréq. Figure
 janvier  in vivo parallèle apparié .
er octobre  post-mortem parallèle
orthogonale
 janvier  post-mortem en éventail non apparié .
orthogonale .
 janvier  post-mortem en éventail non apparié
orthogonale
 février  post-mortem en éventail non apparié
orthogonale
 février  post-mortem en éventail apparié





situent dans le plan de coupe. Sur la coupe coronale, l’anisotropie de
l’image reconstruite apparaît clairement, avec une absence de détails
et une élongation des structures dans la direction orthogonale aux
coupes.
Sur les figures . et ., acquises respectivement avec une géomé-
trie en éventail et une géométrie orthogonale, on aperçoit clairement
l’intérêt d’une acquisition plus isotrope : les contrastes sont similaires
dans les deux plans de coupe représentés, il n’y a plus de direction pré-
férentielle. Néanmoins, des hautes fréquences parasites apparaissent
au niveau des discontinuités de susceptibilité, ici dues aux bulles
d’air. Ces discontinuités sont dues, comme mentionné au § ., aux
déformations causées par l’hétérogénéité locale de B0. L’introduction
de régularisation, illustrée aux figures .(c) et (c), améliore margina-
lement la situation en réduisant l’amplitude de ces hautes fréquences,
mais ne permet pas de les éliminer complètement. L’appariement des
gradients de codage fréquentiel a été mis en œuvre grâce à l’aide du
responsable technique de l’imageur Alexandre Vignaud, car il néces-
site de contrôler ce paramètre qui n’est pas directement accessible
dans les réglages de l’imageur. Il n’a malheureusement pas permis
d’améliorer notablement les résultats (non représentés).
. Discussion
La persistance de déformations malgré l’appariement des gra-
dients de codage fréquentiel pourrait être due à l’existence de défor-
mations selon l’axe de sélection de coupe, créées pendant l’excitation
par un processus similaire aux déformations du codage fréquentiel,
aboutissant à un défaut de planéité des coupes. La correction de ces
déformations nécessitera une correction a posteriori dont la mise en
œuvre est difficile, car l’amplitude des déformations dépend du temps
d’application du gradient de sélection de coupe et de son amplitude,
qui ne peuvent pas être réglés ni obtenus facilement sur l’imageur.
Cette correction a posteriori devra mesurer l’hétérogénéité de champ
au travers de la phase des acquisitions. La fonction de dispersion
du point, représentée par la matrice Br , devra être adaptée à chaque
voxel pour tenir compte du décalage dû au champ local ∆B0.
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(a) Coupe axiale (b) Coupe coronale
Cerveau de babouin anesthésié, acquisition du  janvier . 5 jeux de coupes axiales, écho de gradient
2D multi-coupe, TE = 32,03ms, TR = 4180ms, résolution 0,25× 0,25× 1mm3. Reconstruction avec λ = 0.
Figure . – Reconstruction super-résolue in vivo pour une géométrie parallèle
(a) Coupe axiale, λ = 0 (b) Coupe coronale, λ = 0
Cerveau de babouin post-mortem, acquisition du  janvier . Écho de gradient 2D multi-coupe,
TE = 30ms, TR = 4180ms, résolution 0,25× 0,25× 1mm3. Reconstruction avec λ = 0.
Figure . – Reconstruction super-résolue pour une géométrie en éventail
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(a) Coupe axiale, λ = 0 (b) Coupe coronale, λ = 0
(c) Coupe axiale, λ = 0,1 (d) Coupe coronale, λ = 0,1
Coupe axiale d’un cerveau de babouin post-mortem, acquisition du  janvier . Écho de gradient 2D
multi-coupe, TE = 30ms, TR = 4180ms, résolution 0,25× 0,25× 1mm3.
Figure . – Reconstruction super-résolue pour une géométrie orthogonale
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Une autre approche serait de conserver la géométrie parallèle,
qui permet de s’affranchir des déformations. Une meilleure isotropie
pourrait sans doute être obtenue en modélisant plus précisément
la fonction de dispersion du point, notamment en ce qui concerne
le profil de coupe. En effet, celui-ci dépend du profil fréquentiel
de l’impulsion RF utilisée pour l’excitation, pendant l’application
du gradient de sélection de coupe. Les séquences distribuées avec
l’imageur ne permettent pas de choisir directement le profil de l’im-
pulsion d’excitation, et elles utilisent par défaut un profil temporel
de sinus cardinal tronqué. L’algorithme de reconstruction de BTK ne
permettant de prendre en compte qu’un profil gaussien ou un profil
rectangulaire, la déconvolution est nécessairement imparfaite.
Étant données les incertitudes liées à la mise en œuvre de ces
corrections, il a été décidé de mettre de côté l’approche super-résolue,
qui n’était qu’un moyen pour obtenir les images des couches corti-
cales. Des images de meilleure qualité, obtenues post-mortem, étant
disponibles (voir chapitres ,  et ), le travail s’est alors concentré sur
le développement de méthodes permettant d’extraire l’information




Si l’IRM est avant tout dédiée à l’imagerie in vivo, rien n’empêche
de l’utiliser pour produire l’image de tissus post-mortem. Ces tissus
peuvent être utilisés pour mettre au point des protocoles destinés à
une application in vivo. Les principaux avantages sont la possibilités
d’acquisitions répétées, longues, et l’absence de mouvement.
. Intérêt des acquisitions post-mortem
Si les acquisitions sur volontaire sont limitées à quelques dizaines
de minutes, et sur un animal à quelques heures, les pièces anato-
miques post-mortem peuvent rester dans l’imageur jusqu’à plusieurs
jours. Ceci permet d’augmenter la durée des séquences pour amélio-
rer le rapport signal à bruit, ou de répéter l’acquisition en variant des
paramètres dans une optique d’optimisation du protocole. Une pièce
anatomique post-mortem est donc très utile pour la mise au point d’un
protocole lorsqu’un fantôme synthétique n’est pas suffisant, comme
cela a été présenté au chapitre .
Pour l’imagerie des couches corticales, l’imagerie post-mortem a
permis d’obtenir des images de qualité (voir chapitre ) en l’absence
d’un protocole au point pour l’imagerie in vivo. Au-delà de l’allon-
gement des durées d’acquisition, le principal avantage réside dans
l’absence de mouvement du spécimen, sous réserve d’un maintien
suffisant.
. Difficultés liées aux acquisitions
post-mortem
L’imagerie post-mortem présente de nombreuses facilités par rap-
port à l’imagerie in vivo, mais pose aussi quelques difficultés spéci-
fiques, qu’il convient de rappeler.
Tout d’abord, le système nerveux central baigne dans le liquide
cérébro-spinal (LCS, aussi connu sous l’ancien nom LCR, liquide
céphalo-rachidien). Ce liquide, qui remplit les méninges ainsi que
les ventricules, est essentiellement composé d’eau. Une fois le cer-
veau extrait et les méninges retirées, le tissu est fixé pour empêcher
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sa dégradation, généralement par trempage dans une solution de
formaldéhyde.
L’acquisition IRM peut se faire dans le liquide fixateur, mais cela
nécessite un contenant adapté, qui laisse subsister une quantité de
fixateur aussi faible que possible autour du cerveau. En effet, le liquide
produit un signal très intense, qui peut saturer le récepteur RF si le
liquide est présent en trop grande quantité. Une autre solution est
d’enlever tout liquide pour réaliser l’acquisition dans l’air, mais outre
le fait que le contact avec l’air peut provoquer le dessèchement des
tissus, la discontinuité de susceptibilité existant à l’interface air–
tissu produit d’importantes perturbations de B0. La solution retenue
à NeuroSpin est de tremper la pièce anatomique dans une huile
composée de fluorocarbures appelée Fluorinert, qui ne génère aucun
signal IRM car elle ne contient pas d’atomes d’hydrogène, et possède
néanmoins une susceptibilité magnétique proche de celle du liquide
cérébro-spinal.
Toute pièce anatomique imagée dans un liquide est susceptible
d’avoir emprisonné des bulles d’air qui perturbent localement le
champ statique B0 et créent ainsi des déformations ou pertes de
signal. Aucune méthode ne permet de s’en prémunir, et seule une
préparation minutieuse de l’échantillon permet de limiter la quantité
de bulles présentes. À défaut, les séquences basées sur le principe
d’écho de spin (§ .) permettent d’éviter les pertes de signal.
La température est un paramètre rarement pris en compte en
IRM, car l’acquisition in vivo se fait à la température corporelle, qui
est relativement constante. Les acquisitions post-mortem se font gé-
néralement à température ambiante, de l’ordre de 20 ◦C, mais il est
courant de réfrigérer les échantillons à 4 ◦C pour leur conservation.
La température modifie les temps de relaxation T1 et T2 ainsi que
le coefficient de diffusion (ADC, apparent diffusion coefficient) d’un
facteur 1,5 à 2 entre 4 ◦C et 20 ◦C []. Il est donc primordial de lais-
ser le tissu s’acclimater avant le début de l’acquisition, sous peine de
modifications qualitatives et quantitatives du contraste.
Un artéfact a également été rencontré, qui resté inexpliqué à ce
jour. Il s’agit d’une perte de signal localisée entre 3 et 8 mm de la
surface corticale, ne suivant pas les circonvolutions, apparaissant
notamment sur les images pondérées en T2 obtenues par séquence
SPACE (figure .). Des artéfacts similaires ont été décrits dans la
littérature [–], mais aucune hypothèse n’a été confirmée quant à
leur origine. Une image quantitative (figure .) montre que la perte
de signal est bien due à une diminution locale de T2, accompagnée
par endroits d’une diminution de la densité protonique. Cet artéfact
a été observé sur un cerveau obtenu dans le cadre d’une collaboration
avec le Prof. Christophe Destrieux, via le laboratoire d’anatomie de
l’Université François-Rabelais de Tours, extrait et fixé en juillet .
L’artéfact n’a pas évolué notablement entre le  décembre  et le
 février , ce qui suggère qu’il est stabilisé et que son apparition
remonte au début de la fixation, ou à l’extraction. Aucune étape du
protocole n’a à ce jour été identifiée, qui expliquerait la formation
d’un tel artéfact. Une hypothèse est l’utilisation d’un fixateur insuf-
fisamment concentré (formol saturé dilué à 5 %, sa concentration

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Coupe sagittale d’un cerveau humain post-mortem, séquence SPACE (écho de spin
rapide à angle variable), acquisition du  décembre . TE = 271ms, TR = 4000ms,





(a) T2 quantitatif (0 à 50 ms) (b) Densité protonique
Coupe sagittale d’un cerveau humain post-mortem, séquence EPI, acquisition du
 février . T1E . . .T
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initiale étant de 36 %, soit une concentration en formaldéhyde de
1,8 %). Il est à noter que cet artéfact n’apparaît pas sur toutes les
pièces post-mortem : la pièce anatomique décrite au chapitre  en est
dépourvue.
Indépendamment des problèmes évoqués précédemment, se pose
la question du protocole permettant d’obtenir une qualité d’image
optimale. La fixation par le formaldéhyde modifie les propriétés de
relaxation du tissu, ce qui nécessite d’adapter les paramètres des
séquences par rapport à l’imagerie in vivo. Pour assurer une conser-
vation optimale des tissus et améliorer la qualité des données, il est
également souhaitable de déterminer la durée optimale de la fixation,
et de l’éventuel rinçage préalable à l’imagerie. La section suivante
décrit une étude qui a été réalisée en ce sens.

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. Étude longitudinale de la fixation par le
formaldéhyde
Il est connu depuis longtemps [] que le décès, puis la fixation
par le formaldéhyde, altèrent les propriétés des tissus vis-à-vis de
la résonance magnétique. En particulier, une diminution de T1 et de
T2 a été observée d’abord par RMN d’échantillons à 2,35 T [] et à
0,25 T [], puis confirmée par l’imagerie de cerveaux entiers à 0,15 T
[] et de tronçons de moelle épinière à 1,9 T []. La cinétique de
ces modifications a d’abord été évaluée dans les premières  heures
de fixation sur un échantillon [], avant d’être mesurée sur une
douzaine de semaines sur un cerveau entier [], à 0,5 T. Ces résultats
ont par la suite été confirmés à 1,5 T et 3 T [].
Le processus de fixation progressive, depuis la surface vers l’in-
térieur des tissus, a été modélisé par un processus de diffusion du
formaldéhyde []. Plus récemment, une étude a montré à 3 T une
évolution non monotone de T2 au cours de la fixation dans les régions
profondes du cerveau, avec une décroissance suivie d’une remontée
avant d’atteindre un plateau []. Les auteurs l’expliquent par la com-
pétition entre le processus de fixation, et un processus de dégradation
des tissus ayant lieu avant leur fixation complète. Les effets du temps
écoulé entre le décès et la fixation ont également été analysés [, ].
Les protocoles d’imagerie post-mortem se sont récemment per-
fectionnés, avec l’introduction d’un rinçage du tissu par trempage,
préalablement à l’imagerie. Ce rinçage a pour but d’extraire les mo-
lécules libres de formaldéhyde du tissu, ce qui permet de retrouver
un temps de relaxation T2 plus long, et de regagner en rapport signal
à bruit pour de nombreuses séquences. Cependant, si ce rinçage a
été décrit pour l’IRM de coupes de tissu [], peu de données sont
disponibles pour le rinçage de pièces anatomiques entières [].
La détermination du temps optimal de trempage a été la motiva-
tion initiale de cette étude, qui a aussi permis d’étudier la cinétique
de la fixation.
Matériel et méthodes
Durant cette étude, plusieurs paramètres de relaxation et de diffu-
sion des tissus ont été mesurés au cours de la fixation puis du rinçage,
dans des cerveaux de brebis fraîchement extraits, permettant ainsi
d’éliminer la variabilité due à l’intervalle entre décès et fixation. Le
fixateur utilisé est une solution de formaldéhyde à 4 %, préparée à
partir de poudre de paraformaldéhyde dissoute dans une solution
isotonique tamponnée (PBS, phosphate-buffered saline). Par abus de lan-
gage, cette solution est désignée PFA (paraformaldéhyde). Le rinçage
a été effectué dans une solution saline isotonique à 0,9 %, additionnée
de 0,01 % d’azoture de sodium pour prévenir le développement de
micro-organismes.

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Obtention des cerveaux
Quatre brebis adultes de  ans (ovis aries femelles) ont été utili-
sées pour cette étude, dans le cadre d’une collaboration avec Élodie
Chaillou (INRA de Tours), en conformité avec la réglementation
sur l’expérimentation animale (autorisation A37801 du Ministère de
l’agriculture, et avis positif d’un comité d’éthique local). Les animaux
ont été euthanasiés par injection d’une dose massive de barbituriques,
après avoir reçu de l’héparine pour prévenir la coagulation. Après
séparation, la tête de l’animal reçoit une dose de 1 l de nitrite de
sodium, puis 4 l de PFA à 4 ◦C, par pompage péristaltique dans les
artères carotides. Cette procédure, appelée perfusion, a une durée
de 10 à 15 min et est effectuée dans les quelques minutes qui suivent
l’euthanasie. Le crâne est ensuite ouvert, le cerveau extrait et immergé
dans le PFA à 4 ◦C. La conservation a ensuite été faite à température
ambiante à partir de la première acquisition, pour éviter de répé-
ter les chocs thermiques étant donné que l’imagerie est réalisée à
température ambiante.
Acquisitions IRM
Chaque cerveau a été régulièrement scanné dans l’imageur 7 T
clinique, à l’aide d’une antenne dotée de  canaux en réception,
dédiée à l’imagerie cérébrale humaine. La fréquence des acquisitions
a été adaptée à la vitesse de variation des paramètres mesurés : ini-
tialement quotidiennes ou biquotidiennes, les sessions ont ensuite
été espacées. Un cerveau a été soumis au rinçage en solution saline,
puis scanné avec le même protocole. Les modalités suivantes ont été
répétées lors de chaque session d’acquisition.
Les acquisitions, ainsi que le traitement des données d’imagerie de
diffusion, ont bénéficié de l’implication de Benoît Schmitt, doctorant
à NeuroSpin.
Anatomie Une image anatomique a été acquise pour permettre le
recalage inter-session, en utilisant une séquence SPACE fournissant
un contraste pondéré en T2 (TR = 4000ms, TE = 275ms, résolution
0,8mm isotrope, train de 164 échos, durée d’acquisition 2 min 33 s.
Relaxométrie T1 La relaxométrie T1 utilise la technique VAFI (vari-
able flip angle–actual flip angle imaging) [], basée sur l’acquisition
d’images en écho de gradient utilisant différents angles de bascule.
L’acquisition avec angles multiples a été réalisée avec une séquence
pSSFP (partially-spoiled steady-state free precession), résolution 1 mm
isotrope, TE = 3ms, TR = 14ms, θ1 = 5°, θ2 = 20° ; la mesure de l’angle
de bascule réel a utilisé une séquence AFI (arbitrary flip angle) [], de
résolution 4 mm isotrope, TE = 3ms, TR = 130ms, n = 5, θ = 60°. La
durée totale d’acquisition est 12 min 7 s. La cartographie quantitative
a été reconstruite grâce à une implémentation de la méthode VAFI en
Python, réalisée avec Antoine Grigis, sur la base d’un code MATLAB
fourni par Alexandre Vignaud.






Relaxométrie T2 La relaxométrie T2 utilise une séquence EPI (echo-
planar imaging) sur écho de spin, répétée pour plusieurs valeurs de
TE, avec une résolution de 1,7 mm isotrope, T
1
E . . .T
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E = 15 . . .80ms,
TR = 17s, durée d’acquisition 11 min 45 s. La valeur de T2 a été déter-
minée par estimation au sens des moindres carrés d’un modèle de
décroissance exponentielle du signal en fonction de TE, à l’aide d’un
algorithme développé à NeuroSpin dans le paquet PTK.
Relaxométrie T∗2 La relaxométrie T∗2 utilise une séquence d’écho de
gradient multi-écho, à une résolution de 1 mm isotrope, T1E . . .T
12
E =
1,6 . . .21,5ms, TR = 30ms, durée d’acquisition 6 min 40 s. La valeur
de T∗2 a été déterminée, comme pour T2, par estimation au sens des
moindres carrés d’un modèle de décroissance exponentielle du signal
en fonction de TE, à l’aide d’un algorithme développé à NeuroSpin
dans le paquet PTK.
Diffusion La diffusion a été mesurée par une séquence EPI single
shot, à une résolution de 2 mm isotrope, avec b = 4500s/mm2, 256 di-
rections, TE = 82ms, TR = 9s, pour une durée d’acquisition de 39 min
18 s. Le coefficient de diffusion apparent (ADC), et l’anisotropie frac-
tionnelle (FA), ont été calculés par un modèle tensoriel d’ordre 1, en
utilisant le logiciel libre Dipy [].
Anatomie haute résolution En plus des sessions répétées mesurant
les paramètres quantitatifs, une session a servi à l’acquisition d’une
image de haute résolution, pour servir de référence anatomique. Une
séquence d’écho de spin rapide à angle variable a été utilisée pour
cela (SPACE, TR = 4000ms, TE = 273ms, résolution 0,33mm isotrope,
train de 144 échos, bande passante 181 Hz par pixel, durée d’acquisi-
tion 1 h 24 min). Cette acquisition a été réalisée une fois la fixation
stabilisée, lorsque les paramètres quantitatifs mesurés n’évoluaient
plus.
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Analyse en régions d’intérêt
Les données acquises sur deux cerveaux ont été analysées, repré-
sentant un total de  sessions d’acquisition. Pour chaque session, une
valeur moyenne de chaque paramètre a été calculée dans la substance
blanche, et dans la substance grise du noyau caudé. Pour ce faire, des
régions d’intérêt ont été placées manuellement, en utilisant l’outil de
dessin d’Anatomist [], dans la substance blanche sous-corticale et
dans le noyau caudé de chaque sujet, en se basant sur l’image anato-
mique de haute résolution 0,33 mm. Le noyau caudé a été choisi car
c’est une des structures grises les plus volumineuses du cerveau de
brebis. Il aurait été souhaitable de disposer de régions dans le cortex,
mais la résolution des acquisitions quantitatives est trop grossière
pour y faire des mesures dénuées d’effet de volume partiel, en raison
de sa faible épaisseur (1 mm à 2 mm).
Les régions d’intérêt ont été transformées dans le référentiel de
chaque carte quantitative, en excluant les voxels qui ne sont pas
contenus entièrement dans la région, pour éviter les effets de volume
partiel. La transformation géométrique à appliquer est déterminée
par la composée d’une transformation intra-session, obtenue par
les métadonnées fournies par l’imageur, et d’une transformation
inter-session obtenue par recalage rigide de chaque image SPACE sur
l’image de haute résolution, avec une fonction de coût basée sur le
rapport de corrélation (correlation ratio), en utilisant le logiciel FLIRT,
version . [, ].
Les deux autres cerveaux ont été imagés régulièrement mais les
données n’ont pas été analysées. Ils ont été imagés uniquement lors
de la phase de fixation. L’un a subi exactement le protocole ci-dessus
mais les régions d’intérêt n’ont pas été dessinées par manque de
temps, et du fait que l’apport vis-à-vis des résultats obtenus sur
les deux premiers cerveaux serait mineur. L’autre a été imagé, non
pas dans une huile sans hydrogène (Fluorinert, voir § .), mais
directement dans la solution de formaldéhyde, pour vérifier que cette
huile n’influence pas l’évolution de la fixation. Les données n’ont pas
été exploitées car des doutes persistent sur leur qualité, notamment
sur la présence d’une saturation du récepteur par le signal intense
généré par le milieu aqueux.
Résultats
Les résultats sont présentés sur la figure ., chaque cerveau étant
représenté par une courbe, et chaque point de mesure par une barre
d’erreur (moyenne ± écart-type dans la région d’intérêt considérée).
L’évolution temporelle des paramètres mesurés est présentée durant
10 semaines de fixation, et 10 semaines de trempage en solution
saline. Les courbes concernant les noyaux caudés (substance grise)
sont plus bruitées et contiennent quelques valeurs aberrantes, ce qui
est dû à la petite taille de cette région d’intérêt, en particulier pour les
acquisitions de faible résolution comme la diffusion, pour laquelle il
y a de nombreuses données manquantes (les régions contenant moins
de 2 voxels n’ont pas été représentées).

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Figure . – Évolution des paramètres au cours de la fixation, puis du trempage en solution
saline.

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Le T1 décroît lors des 8 premières semaines de fixation environ,
et ne recroît que marginalement lors du trempage en solution saline.
Les temps T2 et T∗2 évoluent de façon conjointe, avec une décroissance
lors de la première semaine de fixation, puis une recroissance vers
un plateau, qui est atteint après environ 6 semaines. Lors du trem-
page en solution saline, T2 et T∗2 croissent lors des deux premières
semaines, puis atteignent un plateau qui semble ensuite décroître très
lentement. La diffusivité moyenne (ADC) décroît lors de la première
semaine de fixation, et croît légèrement lors du rinçage. L’anisotropie
fractionnelle ne varie pas significativement pendant toute la durée
de l’expérience.
Discussion
Tout d’abord, on observe une bonne reproductibilité des résultats
entre les deux sujets, pour la partie de l’expérience où les deux sujets
sont présents (6 premières semaines de fixation).
La décroissance lente de T1 est cohérente avec les données de la
littérature [], ainsi que la décroissance de la diffusivité moyenne et
la stabilité de l’anisotropie fractionnelle [].
Le rebond de T2 et T∗2, en revanche, n’est mentionné que dans une
seule étude [], qui l’attribue à une dégradation des tissus profonds
incomplètement fixés. Cette hypothèse est peu vraisemblable dans
le cadre de la présente étude, qui utilise une fixation par perfusion,
qui est censée empêcher toute dégradation en exposant rapidement
l’ensemble des tissus à la solution de formaldéhyde. En revanche, le
vieillissement de la solution de formaldéhyde elle-même pourrait
expliquer ce résultat. En effet, le formaldéhyde en solution a ten-
dance à polymériser et à précipiter avec le temps, or il n’est actif
que sous forme monomérique []. La polymérisation progressive
aurait ainsi un effet similaire à une diminution de concentration de
la solution fixatrice en formaldéhyde, alors même que l’expérience
de rinçage n’a pas encore commencé. Pour tester cette hypothèse,
l’expérience devrait être répétée en remplaçant régulièrement la so-
lution de formaldéhyde par une solution fraîchement préparée, ou
bien en utilisant une solution préparée à base de formol, qui inclut
du méthanol pour limiter la polymérisation.
Le rinçage par trempage dans la solution saline a eu l’effet es-
compté, restaurant un temps T2 plus long d’environ 12 % dans la
substance grise, et 5 % dans la substance blanche. L’effet reste cepen-
dant modeste comparativement aux données publiées, qui décrivent
une augmentation de T2 de 55 % pour la substance grise, et 29 % pour
la substance blanche d’un cerveau entier [] ; et de 516 % dans une
coupe de cortex []. Cet effet limité peut s’expliquer par l’hypothèse
de diminution de concentration en formaldéhyde précédemment for-
mulée, puisque la concentration en formaldéhyde libre au début du
rinçage serait alors bien inférieure à 4 %.
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Conclusion
L’utilité du rinçage par trempage dans la solution saline est confir-
mée, en terme d’augmentation de T2, T∗2, et de la diffusivité, qui
permettent d’augmenter le rapport signal à bruit de nombreuses sé-
quences. La durée optimale de trempage est autour de 3 semaines
pour un cerveau de brebis, et la durée nécessaire à la stabilisation de
la fixation environ 8 semaines. Pour un cerveau humain, ces durées
devront être augmentées en raison du temps de pénétration plus long
lié à la plus grande épaisseur de la pièce anatomique. Ces résultats








Structure du cortex cérébral
Le système nerveux central est constitué de deux tissus princi-
paux : la substance grise et la substance blanche, qui se distinguent
nettement par leur couleur à la dissection (voir figure .). Sché-
matiquement, la substance grise contient les corps cellulaires des
neurones, alors que la substance blanche contient leurs axones, qui
établissent les connexions à distance. La substance grise est regroupée
en deux types de structures : les noyaux gris centraux, et le cortex.
Le cortex recouvre les hémisphères cérébraux, ainsi que le cervelet.
C’est une couche de substance grise dont l’épaisseur varie entre 1 mm
et 4,5 mm. Sous le cortex se trouve la substance blanche, qui assure
l’interconnexion entre les aires cérébrales. À l’extérieur se trouvent
les méninges, dont la plus interne est la pie-mère, une fine membrane
qui constitue l’interface entre le cortex et le liquide cérébro-spinal
(LCS). L’interface externe du cortex est donc désignée par le terme
d’interface piale.
Le cortex cérébral est une des dernières structures à s’être dévelop-
pées au cours de l’évolution des espèces. Il est tout particulièrement
développé chez l’homme, où il présente une surface très importante,
de l’ordre de 2600 cm2, grâce à un plissement très développé organisé











Deuxième partie : Lamination du cortex cérébral
(a) Face latérale (b) Face médiale
allocortex
isocortex

























. Structure laminaire du cortex
Le cortex est constitué d’une superposition de couches horizon-
tales, chacune possédant une composition et une structure propres. Sa
structure en couches, aussi appelée lamination, varie selon les régions.
Ainsi, le cervelet comme l’allocortex, qui sont évolutivement plus an-
ciens, possèdent une structure en trois couches. Chez l’homme, la
grande majorité du cortex est constituée d’une structure plus récente
dans l’évolution, appelée néocortex ou isocortex (voir figure .). Le
néocortex est l’objet d’un grand intérêt car il est le siège de nombreux
processus moteurs, sensitifs, sensoriels, et associatifs. Sa structure
histologique est connue depuis la fin du dix-neuvième siècle, grâce
notamment aux travaux de Camillo Golgi et Santiago Ramón y Cajal,
qui reçurent le prix Nobel en  pour ces travaux.
La méthodologie classique d’observation de la structure corticale
est l’histologie. Différentes colorations permettent de visualiser les
corps neuronaux et leurs prolongements au microscope. Ceci permet

Chapitre 5 : Structure du cortex cérébral
cytoarchitecture myéloarchitecture





de décrire la cytoarchitecture (aspect, taille, densité, répartition des
cellules) et la myéloarchitecture (organisation des fibres nerveuses)
d’une portion de cortex. Sur la base de ces observations, six couches
sont décrites au sein du néocortex (voir figures . et .). De l’exté-
rieur vers l’intérieur, le cortex adulte est composé de :
I. la couche moléculaire, qui contient peu de corps cellulaires,
mais contient essentiellement les prolongements des neurones
corticaux qui viennent s’y connecter ;
II. la couche granulaire externe, dense, qui contient essentielle-
ment des neurones granulaires mais aussi de petites cellules
pyramidales ;
III. la couche pyramidale externe, constituée de cellules pyrami-
dales de taille moyenne ;
IV. la couche granulaire interne, très dense, constituée de neurones
granulaires ;
V. la couche pyramidale interne, ou couche ganglionnaire, consti-
tuée de grandes cellules pyramidales ;
VI. la couche polymorphe, ou multiforme, formée de cellules de
petite taille, ainsi que de nombreuses fibres.
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Plexus d’Exner
Strie de Betcherew
Strie externe de Baillarger,
ou strie de Gennari
Fibres verticales
Strie interne de Baillarger
Fibres tangentielles profondes
Substance blanche





Durant l’embryogenèse il existe une septième couche sous la
couche polymorphe, appelée sous-plaque, qui disparaît peu après la
naissance.
Les couches myéloarchitecturales font également l’objet d’une
classification (voir figure .). Certaines d’entre elles sont particu-
lièrement remarquables, notamment la strie externe de Baillarger,
extrêmement développée dans le cortex visuel primaire où elle est
visible à l’œil nu, et prend le nom de strie de Gennari.
. Colonnes corticales
Un autre aspect de la microstructure corticale, complémentaire
de la structure en couches, est l’organisation verticale des neurones
en alignements appelés colonnes. Ces alignements sont notamment
visibles sur les coupes histologiques montrant les corps cellulaires
(exemple figure .). La direction des colonnes suit celle des fibres
verticales représentées à la figure .. Ainsi, chaque colonne est consti-
tuée de neurones fortement connectés entre eux.
L’hypothèse, formulée par Mountcastle [], selon laquelle la
colonne corticale est l’unité fonctionnelle de base du cortex, est au-
jourd’hui largement partagée. Les expériences de Hubel et Wiesel
[] ont démontré l’existence de colonnes spécialisées fonctionnelle-
ment au sein du cortex visuel primaire (prix Nobel ). Cependant,
l’existence de colonnes fonctionnelles bien délimitées n’est pas dé-
montrée sur l’ensemble du cortex []. La pertinence du concept de
colonne corticale est encore vivement débattue pour cette raison [].
Il n’en reste pas moins que les alignements de cellules observables
sur l’histologie représentent la direction des fibres verticales du cor-

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tex, et en sont donc une structure essentielle.
. Atlas cytoarchitecturaux classiques
L’idée que le cortex cérébral est organisé en aires, remplissant
chacune une fonction déterminée, trouva une première confirmation
expérimentale avec les travaux de Paul Broca, qui décrivit en 
le lien entre une aphasie et la lésion d’une aire cérébrale précise,
qui porte aujourd’hui son nom. La fonction de chaque aire cérébrale
ne pouvait à l’époque être connue que par l’étude des syndromes
associés à des lésions cérébrales localisées. En revanche, l’observation
histologique permit bientôt de distinguer des différences cytoarchi-
tecturales et myéloarchitecturales entre les régions corticales. L’his-
tologie s’imposa donc comme un moyen d’objectiver les frontières
des aires cérébrales, avec comme hypothèse sous-jacente que chaque
région architecturale correspondait à une fonction déterminée.
Des cartographies du cortex, aussi appelées atlas, ont ainsi été
construites sur la base de l’observation histologique du cortex. Un
des premiers atlas, qui est aussi le plus connu, est celui de Korbinian
Brodmann, publié en  [] (voir figure .). Il découpe le cortex
en quarante-trois régions, en se basant sur l’observation de coupes
horizontales d’un hémisphère cérébral, colorées pour faire apparaître
les corps cellulaires (voir figure .). Un seul cerveau a été utilisé
pour construire cet atlas [], et Brodmann n’a jamais révélé combien
de coupes en ont été étudiées [].
D’autres atlas ont suivi, avec notamment un opus par Constantin
von Economo et Georg N. Koskinas (figure .), publié en  [],
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(a) Face latérale
(b) Face médiale
Brodmann [], , domaine public, via Wikimedia Commons.
Figure . – Atlas de Korbinian Brodmann, 
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(a) Face latérale
(b) Face médiale
Economo [], , domaine public.
Figure . – Atlas de Constantin von Economo, 
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qui réalise une synthèse des travaux existants et de nouvelles obser-
vations originales, prenant en compte la variabilité interindividuelle,
pour définir 107 régions.
Les atlas cytoarchitecturaux, et surtout celui de Brodmann, ont
regagné de l’importance à partir des années  avec l’arrivée des
techniques d’imagerie structurale et fonctionnelle. En effet, avec l’ima-
gerie tridimensionnelle est apparu le besoin de représenter les posi-
tions des activations cérébrales dans un cadre stéréotaxique. L’atlas
de Talairach et Tournoux [] définit par exemple les coordonnées
stéréotaxiques de chaque aire de Brodmann, et a été utilisé comme
référentiel anatomique pour de nombreuses études fonctionnelles.
En particulier, l’exécution d’une fonction cognitive est habituelle-
ment décrite comme étant liée à l’activation d’une aire de Brodmann
donnée. Dans ce cas, la dénomination de l’aire ne correspond bien
entendu pas à une observation architecturale, mais simplement à la
position de l’activation dans un atlas 3D de référence. L’exactitude de
cet atlas conditionne donc la validité de l’étude en terme de relation
entre structure et fonction.
. Approches actuelles de l’architecture
corticale
Les atlas classiques présentent de nombreuses limites lorsqu’ils
sont utilisés comme référentiel pour l’imagerie tridimensionnelle
du cerveau. D’une part, les cartes sont définies uniquement sur des
vues latérales et médiales (voir figures . et .) et contiennent peu
d’information sur le cortex enfoui dans les sillons, qui représente
pourtant la grande majorité de la surface corticale. D’autre part, la
correspondance entre les marqueurs anatomiques que sont les circon-
volutions, et la position des régions architecturales, n’est décrite qu’au
voisinage des sillons principaux, comme par exemple le sillon central.
Ailleurs, cette correspondance n’est pas démontrée []. Ce fait, déjà
connu et concédé par Brodmann lui-même [], a dû être ignoré lors
de la mise au point des atlas tridimensionnels qui représentent la po-
sition stéréotaxique des aires de Brodmann, et sont distribués avec de
nombreux outils logiciels servant à l’analyse des expériences d’image-
rie fonctionnelle. Enfin, la variabilité interindividuelle n’est pas prise
en compte par les atlas classiques, sauf éventuellement dans le texte
qui accompagne les vues schématiques. Sa description n’est donc pas
facilement représentable sous forme d’un atlas 3D informatisé.
Atlas architecturaux probabilistes
Pour aller au-delà des atlas architecturaux classiques, une ap-
proche consiste à construire des atlas probabilistes, directement sous
forme informatique tridimensionnelle, à partir de l’étude histologique
d’un nombre suffisant de spécimens cérébraux. C’est l’approche choi-
sie par le Forschungszentrum Jülich, qui construit un atlas probabiliste,
proposé sous le nom JuBrain. 
. www.fz-juelich.de/JuBrain
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Cet atlas est construit, région par région, sur la base d’images
histologiques acquises numériquement. En plus des colorations clas-
siques faisant apparaître les corps cellulaires et les fibres [], des
techniques plus modernes sont utilisées, notamment la cartographie
de la densité de récepteurs à certains neurotransmetteurs []. Les
frontières entre régions sont détectées semi-automatiquement [] de
manière à ce qu’elles ne dépendent pas de l’interprétation subjective
d’un observateur humain (voir aussi le chapitre ). Chaque cerveau
ayant été imagé par IRM avant l’histologie, et recalé vers le référentiel
MNI,  les cartes individuelles sont ainsi transposées dans un espace
commun, permettant d’estimer la variabilité interindividuelle et de
construire une carte probabiliste de chaque région [, ].
Imagerie architecturale individuelle
Pour dépasser l’approche probabiliste et associer de manière dé-
terministe structure et fonction chez un individu, il est nécessaire de
connaître avec certitude la position des régions architecturales chez
ce sujet. Dans certaines régions particulières, il existe une corréla-
tion entre les structures anatomiques macroscopiques et les régions
architecturales ; il est par exemple connu que le sillon central cor-
respond à la frontière entre les aires motrices situées en avant, et
les aires sensitives situées en arrière. Dans tous les autres cas, il est
nécessaire d’observer directement la microstructure corticale. Dans le
cadre d’une étude fonctionnelle, réalisée in vivo, l’histologie ne peut
bien entendu pas être utilisée.
L’IRM permet, avec l’augmentation des champs magnétiques, de
former in vivo des images des couches corticales, même si celles-ci
restent bien moins résolues (typiquement 300 µm) que les images his-
tologiques (1 µm). Ce sujet donne actuellement lieu à de nombreuses
recherches [, ].
Plusieurs modalités sont utilisées, de nombreuses études se basant
sur la susceptibilité magnétique comme introduit au § . [, –],
d’autres sur les contrastes de pondération T1 [, –] ou T2 [,
], ou une combinaison des deux []. Plusieurs études s’intéressent
à relier les contrastes observés en IRM à des grandeurs mesurables
par histologie, notamment la concentration en fer ou le degré de
myélinisation [, , , , –]. Il est maintenant largement
admis que la concentration en fer est la principale source du contraste
T∗2 entre les couches, étant entendu qu’une grande partie du fer non
sanguin est colocalisé avec la myéline []. Le contraste T1 est, lui,
principalement causé par les variations de concentration en myéline
[]. Le contraste T2 est moins bien connu, mais est corrélé à la fois à
la myéline et à la densité neuronale [–].
Certaines de ces études sont menées post-mortem [, , , ]
mais d’autres permettent déjà d’obtenir des résultats in vivo [, –
, –, , ]. Néanmoins, si ces études montrent la faisabilité
. Le référentiel MNI est un référentiel stéréotaxique conçu au Montreal Neuro-
logical Institute, défini par le recalage tridimensionnel du cerveau sur une image
moyenne de nombreux cerveaux [].

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de l’imagerie des couches corticales in vivo, elles sont le plus sou-
vent menées sur des régions de petite taille et ne permettent pas
encore d’obtenir une cartographie du cortex à grande échelle. Une
des difficultés est liée à l’absence d’une méthodologie bien définie
pour extraire et analyser les caractéristiques architecturales du cortex
sur ces images.
En effet, les images de résonance magnétique posent des diffi-
cultés d’analyse spécifiques, bien différentes de celles posées par les
images histologiques. Elles possèdent une information plus complète,
puisqu’intrinsèquement tridimensionnelle, et géométriquement plus
robuste car elles ne subissent pas les déformations planes caractéris-
tiques de l’histologie. L’information est en revanche à la fois beaucoup
moins riche en terme de résolution (limitée à une centaine de micro-
mètres), et plus incertaine en terme de contraste (avec notamment des
artéfacts liés à la vascularisation). Une méthodologie d’analyse spéci-
fiquement adaptée à ces difficultés est donc indispensable pour tirer





Avant d’envisager une analyse architecturale automatique, il est
nécessaire de mettre au point un descripteur local de la lamination,
qui puisse être évalué en chaque point du cortex. Les descriptions
classiques de la lamination, introduites au chapitre , sont basées
sur le nombre de couches, leur épaisseur, et leur composition mi-
croscopique. En admettant qu’on dispose d’une image qui reflète la
composition microscopique des tissus, on peut décrire complètement
la lamination locale en extrayant de cette image un profil unidimen-
sionnel, transversal au cortex, qui traverse toute son épaisseur de la
surface piale à la substance blanche. Ce profil contient les informa-
tions concernant la position et l’épaisseur de chacune des couches
qui sont visibles dans l’image de départ, et peut ainsi être comparé
à un profil de référence, être utilisé directement comme un vecteur
d’observations dans une méthode de classification, ou servir de base
à un descripteur de plus haut niveau. Le trajet qui est utilisé pour
construire ce profil est appelé traverse corticale.
Cette méthodologie est utilisée par la quasi-totalité des études,
mentionnées au § ., qui cherchent à objectiver la lamination corti-
cale, qu’elles soient basées sur des images histologiques ou IRM. Ces
études diffèrent néanmoins par la méthode utilisée pour construire
les traverses corticales. Les méthodes les plus simples utilisent des
traverses rectilignes (§ .), qui conviennent à l’extraction de pro-
fils dans les régions de faible courbure. D’autres méthodes utilisent
des traverses curvilignes, anatomiquement plus pertinentes dans les
régions de forte courbure (§ .).
Toutes ces méthodes représentent chaque traverse sous la forme
d’une courbe de dimension , nécessitant une interpolation pour
accéder aux valeurs de l’image sous-jacente. Une méthode a été mise
au point pendant cette thèse, qui permet de générer des traverses
formant une partition volumique du cortex dans l’espace natif de
l’image, ce qui a l’avantage de préserver l’échantillonnage d’origine
des données (§ .).

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. Traverses rectilignes
La façon la plus simple de définir une traverse corticale est de
considérer un segment de droite, donc une extrémité correspond à
la surface piale et l’autre à l’interface gris–blanc. Les études utilisant
un petit nombre de profils corticaux définissent souvent les traverses
manuellement [, , , , ]. Cette méthode de création des pro-
fils convient dans les régions où la courbure du cortex est faible, car
les traverses peuvent être placées de manière sensiblement parallèle
aux colonnes corticales visibles sur l’histologie.
Des traverses rectilignes peuvent aussi être générées automatique-
ment. Dans une région de courbure nulle, cela ne présente pas de
difficulté : il suffit de sélectionner la direction orthogonale à l’une ou
l’autre des surfaces corticales. Cette méthode a été implémentée et
testée : la surface piale et la surface gris–blanc étant représentées par
des maillages triangulaires issus d’un algorithme de segmentation
corticale []. Chaque sommet du maillage étant associé à un vecteur
normal, il suffit dans ce cas de suivre sa direction jusqu’à intersection
avec l’autre surface. Cette méthode n’a pas donné de bons résultats,
étant donné que la direction des normales est assez bruitée.
Une méthode décrite dans la littérature permet la création ro-
buste de traverses linéaires sur une coupe histologique 2D []. Cette
méthode utilise un algorithme d’optimisation pour rechercher l’orien-
tation de chaque traverse, qui minimise sa longueur totale. Une heu-
ristique est de plus nécessaire pour éviter le croisement des traverses
adjacentes. Cette méthodologie a notamment été appliquée à l’analyse
de coupes acquises par IRM [, , ].
. Traverses curvilignes
L’utilisation de traverses rectilignes reste une approximation de
la géométrie corticale, notamment dans les zones de forte courbure.
Si on considère que les colonnes corticales sont les briques fonction-
nelles du cortex, il apparaît nécessaire de définir des traverses corti-
cales qui en suivent au plus près le trajet. Cela implique d’autoriser
des traverses curvilignes.
Équation de Laplace
De nombreuses études [, –] utilisent des traverses curvi-
lignes définies d’après un modèle géométrique obtenu par résolution
de l’équation de Laplace. Ce modèle a été introduit pour la mesure
de l’épaisseur corticale []. Dans le contexte des couches corticales,
il a d’abord été introduit sous un formalisme dit électrodynamique,
qui aboutit au même résultat [], puis sous le formalisme laplacien
décrit ci-après.
Considérons une segmentation en trois classes : substance grise
corticale, substance blanche, et LCS. Imaginons qu’on impose une
température T = 1 à la substance blanche, et T = 0 au LCS, le cortex
étant constitué d’un matériau uniforme. La température T en tout

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Figure sous droit d’auteur,
voir Schleicher et coll. [, p. ].
(a) Traverses curvilignes générées par
le modèle laplacien
(b) Micrographe représentant la



















La direction des colonnes corticales est alors modélisée par la
direction du gradient ~F de ce champ scalaire (.). Une représentation




Autrement dit, les traverses corticales correspondent aux lignes
de champ de ~F. On peut obtenir le trajet d’une traverse corticale
par advection d’un point dans le champ ~F, c’est-à-dire en déplaçant
un point par itérations successives, en suivant à chaque itération la
direction locale du champ ~F.
Les traverses obtenues ainsi ont la propriété de ne jamais se croi-
ser, ce qui est également le cas des colonnes corticales. L’équation de
Laplace est facilement résolue par application itérative de l’équation
de la chaleur en milieu homogène et isotrope (.), dont la résolu-
tion discrète s’implémente sans difficulté particulière, en utilisant
par exemple par la méthode d’Euler explicite avec les différences fi-
nies. Le modèle laplacien a, enfin, l’avantage de se baser uniquement
















Le principal défaut du modèle laplacien est que sa validation reste
à ce jour très incomplète. Schleicher et coll. [, p. ] montrent
un bon accord visuel entre le modèle laplacien et le trajet d’un micro-
vaisseau, qui est connu pour suivre le trajet des colonnes corticales
adjacentes (figure .). Cette validation utilise une résolution en 2D

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du modèle laplacien, qui est suffisante dans ce cas car la présence
du micro-vaisseau atteste que la coupe présentée est parfaitement
orthogonale au cortex, le terme 
2T
z2 y est donc nul. En revanche,
une validation dans le cas d’une coupe oblique nécessite la prise
en compte de la géométrie 3D du cortex, qui n’est pas reconstruite
dans la plupart des études histologiques publiées : aucune validation
n’a donc été publiée concernant des coupes obliques. Schmitt et
Birkholz [] montrent que le modèle laplacien, résolu en 2D, est
perfectible dans le cas de coupes obliques.
Une ébauche de validation sur un bloc histologique reconstruit
en 3D est présentée au chapitre .
Autres traverses curvilignes
Quelques études utilisent des traverses curvilignes générées avec
un modèle différent. Lorsqu’on analyse une image histologique où
apparaissent les colonnes corticales, l’orientation de celles-ci peut
être mesurée [], auquel cas aucun modèle n’est nécessaire. Cette
méthode n’est cependant pas utilisable en IRM, car les colonnes corti-
cales n’y sont pas visibles.
Ont également été utilisées [, ] des traverses définies par
leur orthogonalité à un jeu de surfaces intracorticales localement
équidistantes, définies par interpolation entre la surface piale et la
surface gris–blanc, par l’évolution d’une surface de niveau (level set).
Ce modèle est uniquement basé sur la géométrie corticale et peut donc
être utilisé sur des données IRM. Aucune validation histologique n’a
cependant été publiée à ce jour, concernant l’adéquation des traverses
générées avec les colonnes corticales.
. Traverses volumiques
Quelle que soit la modélisation choisie pour générer les traverses
corticales, les méthodes présentées jusqu’ici procèdent toutes de la
même manière pour construire un profil cortical. Une traverse corti-
cale est représentée par une courbe, qui est construite explicitement,
et les valeurs de l’image sous-jacente sont échantillonnées le long de
cette traverse. Cet échantillonnage nécessite d’interpoler les valeurs
de l’image, ce qui n’est pas idéal car cela modifie l’information de
manière irréversible.
En effet, l’information contenue dans une liste de profils rééchan-
tillonnés ne peut pas être équivalente à l’information contenue dans
les voxels originaux. Tout d’abord, l’interpolation introduit un lis-
sage qui n’est pas souhaitable, compte tenu du contraste déjà ténu
contenu dans les IRM de lamination corticale. De plus, l’information
portée par deux profils voisins est fortement redondante si ceux-ci
sont trop proches ; à l’inverse un trop grand éloignement des profils
conduit à ignorer l’information contenue dans les voxels intermé-
diaires. Des informations qui peuvent être extraites dans l’espace
image, comme par exemple l’appartenance d’un voxel à un artéfact,
sont difficiles à transcrire dans les profils extraits de cette manière.
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Tout ceci rend plus difficile l’analyse des profils, la significativité de
chaque échantillon n’étant pas facilement quantifiable.
Pour parer à ces inconvénients, le raisonnement peut être inversé.
Plutôt que de rééchantillonner les données de l’image pour les faire
entrer dans le cadre de profils déterminés arbitrairement, pourquoi
ne pas représenter les profils dans le référentiel naturel des données,
c’est-à-dire sous forme de voxels dans l’espace de l’image ?
Chaque traverse corticale est alors constituée d’une liste de voxels,
autrement dit une région de l’image. Pour représenter l’évolution de la
grandeur mesurée en fonction de la profondeur, il faut alors associer
une profondeur à chaque voxel de la région (voir chapitre , page ).
Un profil contient donc une liste de voxels, chacun représentant une
mesure dans l’espace de l’image, associée à sa profondeur au sein
du cortex. Là où le profil classique peut être représenté comme une
fonction approximant l’évolution du paramètre mesuré en fonction de
la profondeur avec un échantillonnage arbitraire, le profil volumique
peut être représenté sous forme d’un nuage de points, chaque point
correspondant à une mesure. Rien n’empêche de construire par la
suite une représentation de ce profil sous forme de fonction, si elle
s’avère plus facile à manipuler.
Reste donc à construire lesdites traverses volumiques, qui doivent
remplir plusieurs critères :
— respecter la géométrie des colonnes corticales, c’est-à-dire que
chaque traverse doit correspondre à un « bouquet » de colonnes
corticales qui lui est propre, disjoint de celui de ses voisines ;
— traverser toute l’épaisseur du cortex, pour en échantillonner
toute la profondeur depuis la surface piale jusqu’à l’interface
gris–blanc ;
— avoir une taille réduite, pour que le profil extrait reste local et
contenu entièrement dans une unique région architecturale.
Une contribution de cette thèse est un algorithme permettant de
créer des régions volumiques respectant ces critères. Cette méthode,
qui a été présentée en conférence internationale [p], est ici décrite en
détail. Le code informatique de cette implémentation est librement
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mis à disposition de la communauté. 
Cette méthode a comme point de départ, une segmentation de
l’image en trois classes : substance grise corticale, substance blanche,
et LCS. La segmentation doit respecter la topologie du cortex, qui
doit être -connexe, les deux autres classes étant -connexes. La
direction des couches corticales doit également être fournie, sous
forme d’un champ vectoriel ~F.
Le modèle laplacien a été utilisé dans cette implémentation pour
l’estimer, mais il pourrait facilement être substitué par un autre
modèle, la suite de l’algorithme ne dépendant que de la définition
d’un champ ~F définissant l’orientation locale des colonnes corticales.
L’équation de Laplace est ici résolue en imposant T = 0 au LCS et
T = 1 à la substance blanche, par application itérative de l’équation
de la chaleur (.). Le gradient normalisé ~F est ensuite calculé. Ces
deux grandeurs sont représentées sur la figure ..
L’algorithme procède ensuite aux étapes suivantes :
. Étiquetage des interfaces piale et gris–blanc.
. Échange des étiquettes d’une interface à l’autre, par advection
le long de ~F.
. Projection de chaque voxel cortical vers les deux interfaces par
advection le long de ~F, et regroupement en régions.
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Chaque étape de l’algorithme est illustrée de façon schématique,
ainsi que par le résultat réel de cette étape, appliquée au jeu de
données décrit au chapitre  (page ). Seule une coupe du résultat
réel est représentée, mais il faut garder à l’esprit que l’algorithme
procède dans l’espace 3D natif de l’image.
Étape  : étiquetage des interfaces
La première étape est l’extraction des bordures du cortex, et leur
étiquetage. À chaque voxel extérieur au cortex, et -connexe à un
voxel situé à l’intérieur du cortex, est attribuée une étiquette unique.
L’interface piale et l’interface gris–blanc sont donc représentées sous
forme volumique, et chacun de leurs voxels, qui correspond à un lieu
élémentaire de la frontière corticale, est identifié de manière unique
Notons que les bordures extraites sont situées à l’extérieur du cor-
tex, chaque voxel appartenant au cortex reste donc dans cette classe.
D’autre part, ces interfaces étant définies, il n’y a plus d’adjacence
entre le cortex et les classes extérieures (substance blanche et LCS).
Étape  : échange des étiquettes
L’objectif de cette étape est de grouper les voxels de chaque bor-
dure corticale, en de petites régions se faisant face. Ces régions ser-
viront ensuite d’extrémités pour définir les régions corticales dans
l’étape suivante.

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Dans les zones de forte courbure corticale, cela permet de grouper
les voxels situés à l’extérieur de la courbure, car de nombreux voxels
de la bordure externe font face à un même voxel de la bordure interne
(voir figure .). Les bases de la formation d’une région conique, à
l’étape suivante, sont ainsi posées. Les régions de faible courbure, à
l’inverse, ne donnent lieu qu’à peu de regroupement, posant ainsi les
bases de petites régions filiformes.
Reste à définir ce qu’on entend par « de petites régions se faisant
face ». Cela passe par une correspondance point à point entre la
surface piale et l’interface gris–blanc, qui est définie par le trajet des
colonnes corticales. C’est ici qu’intervient le champ ~F, modélisant
l’orientation des colonnes. Les lignes de champ de ~F définissent une
correspondance point à point entre les deux interfaces corticales. Il
suffit donc de suivre ces lignes de champ, afin de déterminer pour
chaque voxel en bordure du cortex, quel voxel de l’autre bordure lui
correspond.
Suivre les lignes de champ d’un champ vectoriel correspond à
un processus d’advection. On parle par exemple d’advection, pour
décrire le transport d’une particule qui est entraînée par un liquide
se déplaçant selon un champ de vitesse donné. L’advection d’un point
dans un champ vectoriel ~F, permet de construire le trajet d’une ligne
de champ. C’est également de cette façon que sont construites les
traverses curvilignes décrites au § ..
L’advection est ici implémentée simplement par la méthode d’Eu-
ler, c’est-à-dire que le point M0 est advecté par itérations successives
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Mn selon (.).
Mn+1 = Mn + δl ~F(Mn) (.)
Le pas d’advection δl est ici choisi constant, petit devant la réso-
lution de l’image. Le champ ~F doit être évalué aux coordonnées du
point Mn = (x,y,z), qui peuvent ne pas correspondre au centre d’un
voxel, et donc nécessiter une interpolation. Celle-ci est ici basée sur
le modèle d’interpolation trilinéaire de T, utilisant les huit voisins de
Mn de coordonnées {bxc,bxc+ 1} × {byc,byc+ 1} × {bzc,bzc+ 1}. Chaque
composante de F est obtenue par la dérivée partielle correspondante
du modèle d’interpolation trilinéaire.
Le critère d’arrêt de l’advection correspond à la sortie du cortex,
qui est détectée lorsque le point Mn se trouve dans un voxel hors du
cortex sur l’image de segmentation initiale. Un défaut apparaît ici :
le pas d’advection étant constant, il n’est pas garanti que le critère
d’arrêt se déclenche lors de la traversée d’un sillon qui, n’étant défini
qu’en -connexité, peut présenter des zones d’épaisseur nulle, où le
chemin d’advection peut « couper » le coin d’un voxel sans y entrer.
La conséquence de ce défaut peut être limitée en choisissant un pas
d’advection δl très petit, mais cela augmente le temps de calcul. Une
résolution propre de ce problème demanderait de tester le critère
d’arrêt à chaque fois qu’est franchie la limite d’un voxel, c’est-à-dire
une coordonnée demi-entière.
Une advection est réalisée en chaque voxel de la bordure du cortex,
selon la procédure qui vient d’être décrite, en initialisant l’advection
à M0 centre de ce voxel :
— chaque voxel de la bordure piale est advecté suivant ~F ;
— chaque voxel de la bordure gris–blanc est advecté suivant −~F.
Lors de l’arrêt de l’advection à l’itération N, l’étiquette initiale du
voxel le plus proche de MN est affectée au voxel de départ.
À la fin de cette procédure, les étiquettes qui étaient initialement
affectées à l’interface piale se retrouvent projetées sur la bordure
gris–blanc, et réciproquement. Au sein des régions de forte courbure,
où plusieurs voxels font face à un unique voxel, ceux-ci en reçoivent
tous l’étiquette, ils sont donc groupés dans une même région, confor-
mément à l’objectif fixé.
Un post-traitement est appliqué à ce résultat, qui consiste en une
séparation des régions en composantes connexes, pour garantir la
connexité de chaque région dans le résultat. Cela est utile notamment
dans le cas des sillons, dont l’épaisseur peut se limiter à un seul voxel :
chaque voxel fait face aux deux côtés du sillon, et son étiquette peut
ainsi se retrouver projetée en deux lieux disjoints (figure .), qui
correspondent cependant à des colonnes corticales différentes. Les
régions sont renumérotées à l’occasion de la détection de composantes
connexes.
Étape  : projection et groupement
L’étape précédente a posé les bases de régions élémentaires, cylin-
driques ou coniques selon la courbure du cortex. Cette étape donne
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corps à ces régions, en découpant le cortex sur cette base.
Une advection est cette fois réalisée au départ de chaque voxel
du cortex, ainsi que des bordures, dans les deux directions (voir
figure .(a)) :
— selon ~F, en direction de la bordure gris–blanc ;
— selon −~F, en direction de la bordure piale.
Comme précédemment, l’étiquette du voxel atteint est mémorisée,
un couple d’étiquettes (lpial, lblanc) est donc associé à chaque voxel du
cortex. Les coordonnées finales atteintes par l’advection (Ppial,Pblanc)
sont également mémorisées, et serviront lors de l’étape suivante.
Un découpage du cortex en régions est construit sur la base de ce
couple d’étiquettes : chaque fois que deux voxels se projettent vers
le même couple (lpial, lblanc), ils sont affectés à la même région (voir
figure .(b)).
Les régions obtenues au sortir de cette étape, respectent deux des
trois exigences fixées aux traverses volumiques (page ) : chaque
région est alignée avec les colonnes corticales, tous ses voxels appar-
tiennent à un « bouquet » de colonnes, dont l’extension est minimale.
La troisième exigence n’est pas satisfaite : les régions sont à ce stade
trop petites, et il n’y a aucune garantie qu’elles traversent toute l’épais-
seur du cortex. En particulier, de nombreuses micro-régions existent
là où l’advection mène au bord d’un voxel sur l’une ou l’autre des
bordures corticales (voir figure .(b) et (c)).
On peut remarquer que cette étape est la plus coûteuse en temps
de calcul, car elle nécessite deux advections itératives pour chaque
voxel : son coût croît linéairement avec le nombre de voxels du cor-
tex. On pourrait s’en passer en étiquetant au fil de l’eau les voxels
parcourus par les chemins d’advection de l’étape , cela nécessiterait
de résoudre l’ambiguïté qui apparaît lorsqu’un voxel est traversé par
plusieurs chemins d’advection. Cela nécessiterait également d’adap-
ter l’étape suivante, étant donné que les coordonnées (Ppial,Pblanc) ne
seraient plus disponibles.
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(a) Schéma de la projection (b) Schéma du groupement
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Étape  : fusion itérative des régions
Pour faire en sorte que toutes les régions traversent le cortex, les
régions obtenues à l’étape précédente sont fusionnées itérativement,
de manière à éliminer les régions trop petites qui ne parcourent pas
toute l’épaisseur du cortex.
Cette fusion de régions est faite de manière itérative et détermi-
niste, en se basant sur un facteur de qualité. Ce facteur est choisi pour
refléter ces deux exigences :
— la croissance doit se faire préférentiellement dans la direction
des colonnes corticales, pour permettre à la région de traverser
toute l’épaisseur du cortex ;
— la croissance latérale de la région doit être limitée au mini-
mum.
Facteur de qualité
Pour favoriser ce type de croissance, la qualité d’une région est
définie par (.), où V est le volume de la région, autrement dit le
nombre de voxels qui la composent, et S est une estimation de l’aire





L’estimation de l’aire S est réalisée à partir de la liste des projec-
tions Ppial et Pblanc obtenues à l’étape précédente. Sur chaque interface,

Chapitre 6 : Extraction de profils de lamination
les projections Pn = (xn, yn, zn) de chaque voxel de la région forment
un nuage de point (visible sur la figure .). Le diamètre de ce nuage




















Avec les moments centrés mcij définis par (.) pour i et j repré-






















La représentation du nuage de points par ses moments d’ordre
2 revient à l’approximer par une ellipsoïde. Si on note a, b, et c
(a ≥ b ≥ c) les valeurs propres, réelles et positives, de la matrice M, la
plus grande valeur propre a représente la dimension de l’ellipsoïde
selon son grand-axe. Seule la plus grande valeur propre est utilisée
pour estimer l’aire S de la projection de la région, pour favoriser
une croissance isotrope des régions. On montre aisément que des
points uniformément distribués sur un cercle de rayon r conduisent
à a = 14r
2, proportionnel à son aire pir2.
La « section » S est ainsi définie par S = apial + ablanc, c’est-à-dire
par la somme des aires de la projection de la région sur les deux
interfaces corticales, à un facteur de proportionnalité près.
Ordre de la fusion et critère d’arrêt
La fusion est réalisée de manière itérative. À chaque itération, une
région est candidate à la fusion. Chaque région voisine de la région
candidate (c’est-à-dire chaque région possédant un voxel -voisin de
la région candidate) est considérée tour à tour, et le facteur de qualité
Qfusion de la région résultant de la fusion est calculé. La combinaison
qui donne le meilleur facteur de qualité est sélectionnée, et la fusion
est effectivement réalisée.
Bien entendu, un critère d’arrêt est nécessaire pour stopper la
fusion, sans quoi toutes les régions seraient agrégées. À la base de
ce critère se trouve le diamètre maximal dmax au-delà duquel on ne
souhaite pas agrandir une région. Ce diamètre peut être transcrit
en terme de section S telle qu’utilisée pour le facteur de qualité, en




L’astuce utilisée pour imposer ce critère est d’estimer le critère de
qualité de la région initiale en remplaçant S par Smax (.), et de
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ne réaliser la fusion que si Qfusion > Qinit. Le remplacement de S par
Smax sous-estime la qualité d’une région plus petite que dmax, ce qui
favorise sa fusion ; et à l’inverse surestime la qualité d’une région





L’ordre dans lequel les régions deviennent candidates est fonda-
mental dans cette méthode, car toute fusion y est définitive. À chaque
itération, la région candidate est la plus petite région encore existante.
Pour imposer cet ordre, les régions sont maintenues triées par ordre
de volume dans une file de priorité. Chaque itération consiste à retirer
la région située au début de la file, puis éventuellement à la fusionner
avec une autre région, qui voit alors sa taille modifiée, la file étant
réordonnée en conséquence. La file de priorité est implémentée par
un tas binaire, qui présente une complexité en O(log N) pour ces
opérations, N étant le nombre de régions.
Chaque région n’étant candidate qu’une seule fois, l’algorithme
de fusion a une complexité en O(N log N). De plus, les moments
bruts sont additifs lors des fusions de régions, ce qui permet de les
précalculer ; le parcours des régions n’est donc pas nécessaire au cours
de la fusion, et la complexité algorithmique ne dépend pas de la taille
des régions.
Discussion
Cette méthode de création de traverses volumiques a été appli-
quée avec succès à deux jeux de données différents (chapitres  et
), les régions résultantes remplissant les critères initialement fixés
(page  : alignement avec les régions corticales, traversée du cortex,
compacité), à condition de bien choisir le paramètre dmax.
Le paramètre dmax est le seul réglage pouvant influencer le résultat
de cette méthode, le résultat des autres étapes dépendant uniquement
de la géométrie de l’image fournie. Son choix influe sur le respect du
critère de traversée complète de l’épaisseur corticale par les régions.
En effet, la réalisation de ce critère n’est pas garantie, mais seulement
favorisée, par la fusion finale des régions. Une valeur trop petite de
dmax conduit à une fusion très partielle, et les régions résultantes
peuvent ne pas traverser toute l’épaisseur du cortex. Pour garantir le
respect de ce critère, il faudrait tester explicitement la présence de
toutes les profondeurs corticales dans chaque région, ce qui nécessite-
rait un parcours explicite des régions et ralentirait considérablement
l’algorithme. L’approche basée sur l’estimation du diamètre permet,
moyennant un choix de dmax approprié, de conserver un algorithme
rapide.
La possibilité de choisir dmax peut également être utile, dans la
mesure où elle permet d’arbitrer entre un échantillonnage très dense
formé de petites régions, et un échantillonnage moins dense formé
de plus grandes régions, qui permettent d’augmenter la statistique





L’utilisation des traverses volumiques, introduites au § ., néces-
site d’associer à chaque voxel du cortex une mesure de sa profondeur.
Cette profondeur doit représenter la position de chaque voxel le long
de la colonne corticale à laquelle il appartient. Il est d’usage de me-
surer la profondeur sur une échelle allant de 0, correspondant à la
surface piale, à 1, correspondant à l’interface gris–blanc.
La définition de l’échelle de profondeur influence notamment la
position en abscisse de chaque couche sur les profils corticaux. Pour
qu’un profil cortical caractérise l’architecture de la région à laquelle
il appartient de façon pertinente, il est essentiel que chaque couche
corticale soit représentée à une profondeur constante dans une région
donnée. Autrement dit, au sein d’une région architecturale homogène
les couches corticales doivent correspondre à des surfaces de niveau
de la profondeur. Cela ne pose pas de difficulté lorsque le cortex est
sans courbure ; en revanche la présence de circonvolutions engendre
une courbure différente selon les couches corticales, qu’il convient de
modéliser.
Les différentes métriques qui ont été utilisées pour représenter la
profondeur intracorticale sont introduites dans la suite de ce chapitre.
Une implémentation répondant aux critères ci-dessus est proposée
au § .. Une évaluation comparative de ces métriques est présentée
au § ..
. Modèle équidistant
Les études utilisant des traverses unidimensionnelles, introduites
aux § . et ., procèdent à un échantillonnage selon chaque traverse
avec un pas constant, les profils étant ensuite représentés avec une
échelle régulière en abscisse. La métrique de profondeur qui corres-
pond à cette procédure est donc basée sur la distance euclidienne,
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La métrique euclidienne peut être calculée quelle que soit la forme
des traverses utilisées. Pour une traverse rectiligne la distance géo-
désique se résume à la distance euclidienne entre le point considéré
et l’intersection de la traverse avec les surfaces corticales. Pour une
traverse curviligne, la distance géodésique peut être calculée en addi-
tionnant la distance parcourue à chaque pas du parcours de la traverse
par advection. Cette dernière méthode a été implémentée pour des
traverses définies par le modèle laplacien. L’évaluation comparative
du § . montre que ce modèle n’est pas capable de représenter la
profondeur des couches dans les zones de forte courbure.
. Modèle des surfaces de niveau du laplacien
Cette métrique consiste simplement à utiliser la valeur T de la
solution de l’équation de Laplace comme valeur de profondeur pour
chaque voxel.
C’est une métrique particulière, dans le sens où aucune étude
publiée ne l’a utilisée pour construire des profils corticaux ; une seule
étude la mentionne [] et montre qu’elle ne permet pas de repré-
senter les couches corticales. Elle est néanmoins intéressante dans
la mesure où elle découle de l’hypothèse selon laquelle les couches
corticales seraient en tout point du cortex orthogonales aux colonnes
du modèle laplacien.
L’orthogonalité des couches et des colonnes corticales se vérifie
bien sûr dans les régions non courbées du cortex, et il est tentant de
généraliser cette propriété aux régions présentant une courbure. Les
surfaces qui vérifient cette propriété en tout point sont les surfaces
de niveau du champ scalaire T, car le gradient de T, qui représente
les colonnes dans le modèle laplacien, y est par définition orthogonal.
L’étude comparative du § . confirme que les surfaces de niveau
de T ne correspondent pas aux couches corticales, ce qui confirme les
résultats de l’étude sus-mentionnée []. Cela prouve indirectement,
dans la mesure où le modèle laplacien représente avec exactitude les
colonnes corticales, qu’il n’y a pas orthogonalité des couches et des
colonnes dans les régions courbées du cortex.
. Modèle équivolumique
Pour rendre compte de la courbure différenciée des couches corti-
cales, il faut faire appel à une modélisation basée sur l’observation
de la microstructure corticale. Wähnert et coll. [] ont récemment
présenté un modèle géométrique des couches corticales, basé sur une
observation anatomique publiée par S. Bok en  []. Une mé-
trique de profondeur, basée sur cette même observation anatomique
et sur la modélisation des colonnes corticales, a été mise au point et
implémentée.
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Figure sous droit d’auteur,









L’observation faite par Bok [] est que l’épaisseur des couches
corticales est régie par un principe de conservation de volume : les
proportions volumiques occupées par chaque couche corticales sont
équivalentes dans deux portions de cortex délimitées par les colonnes
cellulaires (voir figure .), appartenant à une même région cytoarchi-
tecturale. Autrement dit, la composition architecturale d’une colonne
corticale ne doit pas être considérée en terme de distance euclidienne,
mais en terme de volume.
Dans les régions de forte courbure, ce principe conduit à l’augmen-
tation de l’épaisseur des couches situées à l’intérieur de la courbure,
où la largeur des colonnes est plus faible : pour conserver un volume
équivalent, l’épaisseur de la couche doit être plus grande que dans
une colonne de largeur constante. Ce principe est représenté sur la
figure ..
Ce principe de conservation du volume est cohérent avec l’hypo-
thèse selon laquelle toutes les colonnes d’une même région architec-
turale sont construites sur un même modèle, voire implémentent un
circuit neuronal similaire : si le contenu de chaque couche est simi-
laire dans les colonnes voisines, il doit y occuper le même volume.
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Figure sous droit d’auteur,
voir Bok [, p. ].
(a) Couches équivolumiques
Figure sous droit d’auteur,
voir Bok [, p. ].





Implémentation de Wähnert et coll. []
L’équipe qui a proposé l’utilisation du principe équivolumique
pour modéliser les couches corticales en propose également une im-
plémentation, basée sur l’évolution de surfaces de niveau (level set).
Le principe équivolumique est mis en œuvre le long de traverses cor-
ticales générées orthogonalement à un jeu de surfaces intracorticales
localement équidistantes. La variation du diamètre d’une traverse est
estimée par les courbures des surfaces piale et gris–blanc, qui sont
interpolées linéairement le long de la traverse.
Des surfaces de niveau sont construites de manière à être posi-
tionnées à différentes fractions volumiques α ∈ [0;1], régulièrement
espacées, de la traverse ainsi modélisée. Chaque surface de niveau
correspond donc à une couche corticale fictive, qui reproduit la géo-
métrie d’une couche corticale réelle qui serait située à la même pro-
fondeur.
Implémentation proposée
Le principe équivolumique peut également se traduire sous forme
d’une métrique de profondeur intracorticale. En effet, au sein d’un
segment cortical tel que défini par Bok (figure .(a)), on peut mesurer
pour chaque couche corticale le volume Vpial contenu entre cette
couche et la surface piale d’une part, et le volume Vblanc contenu
entre cette couche et l’interface gris–blanc d’autre part. Il découle
du principe équivolumique que la proportion dvol de volume située






La grandeur dvol peut donc être utilisée comme une mesure de
profondeur intracorticale.














Le formalisme de l’advection, présenté au § . (voir page ),
peut être utilisé pour estimer les volumes Vpial et Vblanc en chaque
point du cortex. Ceci a été utilisé pour implémenter une métrique
de profondeur équivolumique, qui fournit une valeur de profondeur
pour chaque voxel du cortex. Le code informatique de cette implé-
mentation est librement mis à disposition de la communauté.  La
méthodologie associée a fait l’objet d’une soumission en conférence
internationale qui a été rejetée malgré des avis positifs [p], puis
d’une autre qui est a été acceptée [p].
La méthode proposée se base sur les mêmes données en entrée que
la création des traverses corticales volumiques (§ .), c’est-à-dire le
champ vectoriel ~F représentant la direction des colonnes corticales, et
la segmentation du cortex sous la forme d’une image de classification
(cortex, substance blanche, LCS). Comme précédemment, le champ
~F utilisé est issu du modèle laplacien, mais il pourrait être remplacé
par un champ vectoriel calculé selon un modèle différent, si un tel
modèle devait s’avérer plus précis que le modèle laplacien.
Pour chaque voxel du cortex, on considère un tube élémentaire,
formé par l’advection d’un petit élément de surface δS le long de
~F (voir figure .). Ce tube représente l’unité dans laquelle le prin-
cipe équivolumique est appliqué, c’est en quelque sorte une version
infinitésimale des segments corticaux utilisés par Bok.
Les coordonnées du voxel de départ sont notées M0. L’élément de
surface δS0 représente une surface infinitésimale orthogonale à ~F, son
aire est arbitrairement fixée à 1. Ce choix arbitraire n’influe pas sur le
résultat, car il se simplifie dans (.).
Considérons l’advection en direction de l’interface gris–blanc,
c’est-à-dire selon ~F, le raisonnement étant identique pour l’advection
vers la surface piale, suivant −~F. Chaque pas d’advection transforme
Mn en Mn+1 en effectuant un pas δl le long de ~F (.). L’élément de
surface δSn est lui aussi transformé en δSn+1, ce qui nécessite d’estimer
l’expansion ou la contraction de la surface liée au l’éloignement, ou
au rapprochement, des lignes de champ de ~F. Cette expansion peut
être obtenue via la divergence ∇ ·~F du champ vectoriel (.).
δSn+1 = δSn
(
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La preuve de (.) est obtenue en appliquant le théorème de
flux–divergence (aussi appelé théorème de Green–Ostrogradski) à la





D’une part, la portion de tube V étant de dimension infinitésimale,
on considère que le terme ∇ ·~F y est constant, et que son volume est
équivalent à celui d’un cylindre de longueur δl et de bases δSn et
δSn+1 : 
V








D’autre part, l’intégrale du flux de ~F est nulle au travers des bords













∇ ·~F = δSn+1 − δSn
δSn
1 + ∇ ·~F2 δl
 = δSn+1 1− ∇ ·~F2 δl

δSn+1 = δSn
1 + ∇·~F2 δl
1− ∇·~F2 δl
.
Un développement limité à l’ordre 1 par rapport à δl, donne
δSn+1 = δSn
1 + ∇ ·~F2 δl




1 +∇ ·~F δl
)
+ O(δl2)  (.)
Le volume Vblanc est obtenu en intégrant les valeurs successives
de δSn le long du chemin d’advection, par la méthode des trapèzes. Le
volume Vpial est estimé de la même façon. Ces volumes sont propor-
tionnels à la valeur arbitrairement choisie pour δS0, qui se simplifie
dans le calcul de la métrique finale (.).
Pour l’implémentation sur une grille discrète, la divergence de
~F a été calculée en deux temps : ~F a été calculé sur une grille demi-
entière à partir des différences finies de T (.), puis ∇·~F a été calculé
sur la grille d’origine par dérivation de ~F aux différences finies (.).

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Les valeurs de ∇ ·~F sont évaluées aux coordonnées non-entières par
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Pour calculer une valeur de ∇ · ~F en (x,y,z), ce mode de calcul
présente l’inconvénient d’utiliser les valeurs de tous les -voisins
de ce point. Cela produit des artéfacts au niveau des voxels situés en
bordure des sillons, car la topologie du cortex n’étant définie qu’en
-connexité, il se peut qu’un -voisin se trouve de l’autre côté du
sillon. Cet artéfact, qui reste mineur, n’a pas compromis la qualité des
résultats validés au § .. Pour résoudre cette question proprement,
il faudrait soit définir le cortex en -connexité et les sillons en -
connexité, soit détecter la topologie locale lors du calcul de ∇ · ~F et
appliquer un masque adéquat.
Discussion
Trois métriques de profondeur intracorticale ont été présentées :
la métrique équidistante, qui résulte d’un échantillonnage régulier ;
la métrique du laplacien, basée sur une hypothèse d’orthogonalité
entre colonnes et couches ; et la métrique équivolumique basée sur un
modèle anatomiquement vérifié. L’évaluation comparative du § .
montre que seule la métrique équivolumique rend compte de la forme
des couches corticales quelle que soit la courbure du cortex.
Une contribution de cette thèse est l’implémentation de la mé-
trique équivolumique par advection, qui vient d’être présentée. Com-
parativement à l’implémentation proposée par Wähnert et coll. [],
elle présente l’avantage d’être basée sur une modélisation des co-
lonnes corticales par un champ vectoriel, qui permet d’utiliser le
modèle laplacien, ou n’importe quel autre modèle qui s’avérerait plus
précis. Elle permet de calculer la profondeur exacte de chaque voxel
du cortex, sa précision n’étant limitée que par la taille du pas d’advec-
tion. L’approche de Wähnert et coll. [] étant formulée en termes
de surfaces de niveau, présente en revanche l’avantage de pouvoir
garantir la topologie des couches corticales, ce que ne permet pas
l’implémentation par advection. La comparaison directe des deux mé-
thodes n’a pas pu être menée, malgré la disponibilité publique  d’une
. www.cbs.mpg.de/institute/software/cbs-hrt/index.html






















version compilée de l’implémentation de Wähnert et coll. [], du
fait d’erreurs qui sont apparues lorsque les segmentations corticales,
transformées en surfaces de niveau par transformation en distance
signée, ont été utilisées en entrée.
La combinaison de la modélisation des colonnes par un champ vec-
toriel issu du modèle laplacien, et de la modélisation équivolumique
des couches, fournit un cadre théorique cohérent pour appréhender à
la fois la structure verticale, et la structure horizontale du cortex. Ce
cadre a servi de base aux implémentations mises au point pendant
cette thèse, qui permettent d’extraire des profils corticaux de manière
robuste.
Tous les éléments sont donc réunis pour permettre l’extraction
robuste de profils corticaux, à condition de disposer d’une image
présentant un contraste entre les couches corticales, et de la segmen-
tation associée. Le processus de création des profils corticaux est alors
schématisé à la figure .. Une fois que la profondeur équivolumique
de chaque voxel a été calculée, et que les traverses volumiques ont
été créées par la méthode décrite au § ., chaque traverse peut être
représentée sur un graphe représentant en abscisse la profondeur
équivolumique, et en ordonnée la grandeur mesurée, par exemple
l’intensité du signal IRM. Chaque voxel, formant une mesure indé-
pendante, est représenté indépendamment des autres par son couple
(profondeur,mesure) ; chaque profil peut donc être représenté par un
nuage de points. Il résume ainsi toute l’information concernant les
couches corticales, qui est contenue dans la traverse correspondante.
La représentation des profils corticaux sous forme de nuage de
mesures est certes plus difficile à appréhender que la représentation
classique, qui utilise l’interpolation pour échantillonner la grandeur
mesurée à un ensemble de profondeurs déterminées à l’avance. Ce-
pendant, elle permet de mieux conserver toute la richesse de l’infor-
mation contenue dans l’image, évitant le filtre de l’interpolation. La
distance entre un nuage de points et un profil représenté sous forme
de fonction (représenté sur la figure .) peut être calculée sans diffi-
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culté au sens des moindres carrés. La comparaison directe entre deux
profils représentés sous forme de nuages de points sera également
nécessaire. Dans le cas d’un algorithme de classification par exemple,
une définition de la distance entre deux profils devra être mise au
point. En dernier recours, il est toujours possible de transformer un
profil représenté par un nuage de mesures en un profil représenté
par l’échantillonnage d’une fonction, en réalisant par exemple une
moyenne glissante selon la profondeur.
La comparaison directe entre les profils corticaux est donc rendue
possible par la définition d’une métrique de profondeur adéquate.
Cela permettra de quantifier les différences architecturales entre les
régions corticales, et potentiellement de réaliser une parcellisation










Cette partie présente les données sur lesquelles ont été mises au
point et testées les deux méthodes principales développées pendant
cette thèse : partition du cortex en traverses volumiques (§ .) et
métrique équivolumique (§ .).
Pour envisager ces développements, et plus largement, toute ana-
lyse automatique de la lamination corticale, il était nécessaire de
disposer d’une image de haute résolution, assortie d’une segmenta-
tion du cortex. Cette segmentation a dû être construite en adaptant
les méthodes existantes conçues pour la segmentation du cortex sur
les images millimétriques acquises à 3 T en pondération T1, étant
donné qu’aucune méthode n’est conçue pour les images de haute
résolution. Il était donc essentiel de disposer d’images présentant des
caractéristiques similaires à celles-ci, c’est-à-dire un bon contraste
entre substance grise et substance blanche, ainsi qu’une bonne homo-
généité à l’intérieur de chaque classe. On peut noter que la nécessité
d’une homogénéité intra-classe est contradictoire avec l’obtention
d’un bon contraste entre les couches corticales, ce qui signifie que
deux acquisitions sont nécessaires : l’une pour construire la segmen-
tation, l’autre pour obtenir le contraste entre couches corticales.
Le premier jeu de données qui a été considéré correspondant
à ces critères, est une acquisition post-mortem d’un cerveau de fu-
ret, réalisée par Benoît Larrat et Sébastien Mériaux, dans le cadre
d’une collaboration avec Roberto Toro (Institut Pasteur), en mars
. Cette acquisition a été réalisée sur l’imageur dédié au petit
animal à 7 T, et comporte plusieurs images, dont des cartographies
quantitatives de T2 et T∗2.
. Segmentation
L’image quantitative de T2 a été choisie pour réaliser la segmen-
tation, car elle présente un bon contraste gris–blanc, et une bonne
homogénéité des niveaux de gris à l’intérieur de chaque classe (voir
figure .(a)). Sa résolution est de 120 µm isotrope. Il est à noter que
l’absence de contraste entre les couches corticales sur cette image

Troisième partie : Mises en œuvre




T2 chez le furet,
en coupe axiale
reste inexpliquée, étant donné que plusieurs études ont montré un
contraste entre couches en pondération T2 [, ].
La procédure de segmentation a été basée sur celle utilisée par
la chaîne de traitement Morphologist, développée à NeuroSpin [].
Cette méthode est conçue pour réaliser une segmentation de la surface
piale et de l’interface gris–blanc, sur des images millimétriques de
contraste T1, des adaptations ont donc été nécessaires.
Les étapes suivantes ont été mises en œuvre pour obtenir la seg-
mentation :
. Le biais d’intensité de l’image d’entrée est corrigé, en estimant
par minimisation d’un critère d’entropie, au moyen d’un recuit
simulé, un champ de biais multiplicatif variant lentement [].
L’aspect quantitatif de la modalité utilisée prévient tout biais
dû à l’acquisition, néanmoins l’homogénéité des classes est
améliorée par cette correction (voir figure .).
. Le contraste de l’image corrigée du biais I2 est inversé par la
formule I1 = max(100− I2,0), pour obtenir un contraste entre





Iblanc1 , voir figure .(a)).
. Dans le cadre de Morphologist, l’histogramme d’une image
pondérée en T1 est normalement analysé de manière à détecter
les pics correspondant à la substance grise et à la substance
blanche, en utilisant des cascades de singularités dans l’espace
d’échelle de l’histogramme []. Cette analyse a échoué sur
l’image I1, en raison de la trop faible séparation des pics et
de la proportion de substance blanche qui est nettement plus
faible que chez l’homme, ce qui complique la détection du

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pic correspondant (voir l’histogramme figure .(b)). La valeur
moyenne et l’écart-type des intensités de I1 au sein du cortex et
de la substance blanche ont donc été extraits manuellement.
. Un masque du cerveau est ensuite construit, par binarisation
de l’image utilisant un seuil déterminé manuellement, suivie
d’une fermeture morphologique de rayon 0,5 mm.
. Le masque du cerveau obtenu à l’étape précédente, est séparé en
trois classes : hémisphère droit, hémisphère gauche, et cervelet.
Cette séparation est réalisée par une érosion morphologique du
masque du cerveau, aboutissant à une graine au sein de chacune
des classes. Pour aider à la séparation des hémisphères, une dé-
coupe manuelle du masque a dû être réalisée préalablement.
Chaque hémisphère est ensuite reconstruit par dilatation ité-
rative conditionnellement au masque découpé puis au masque
complet, ce qui revient à réaliser le diagramme de Voronoï des
graines au sein du masque du cerveau (voir figure .(a)).
. Pour chaque hémisphère, l’interface gris–blanc est détectée par
l’évolution d’un modèle déformable homotopique basé sur la
méthode des points simples, sur la base des intensités de l’image
I1 et de l’analyse de son histogramme (étape ).
. Les sillons sont ensuite détectés, par la construction d’un sque-
lette au cours de la dilatation homotopique de l’interface gris–
blanc. La vitesse d’évolution de l’interface décroît avec la cour-
bure locale des isophotes de l’image I1, cette courbure étant
maximale pour les sillons. Lors de cette étape, tout contraste
à l’intérieur du cortex est susceptible de déclencher la forma-
tion d’un bras de squelette, à un endroit qui ne correspond pas

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à un sillon. C’est pourquoi une image présentant très peu de
contraste intracortical a été choisie.
. L’interface piale est ensuite détectée par la dilatation homoto-
pique de l’interface gris–blanc, conditionnellement au masque
du cerveau privé des sillons détectés à l’étape précédente.
. L’image finale de segmentation en trois classes (cortex, sub-
stance blanche, LCS) est construite en fusionnant l’interface
gris–blanc détectée à l’étape , et l’interface piale détectée à
l’étape  (voir figure .(b)). Sur cette image, le cortex possède
une topologie de sphère creuse en -connexité, son complémen-
taire (substance blanche et LCS) étant défini en -connexité.
. Un maillage triangulaire est construit à partir de chaque inter-
face, à des fins de visualisation (figure .).
. Développement du découpage en régions
À partir de cette segmentation, ont été effectués des premiers
tests de création de traverses corticales 3D, d’abord à partir des som-
mets et des normales aux maillages triangulaires générés à l’étape .
Le caractère bruité des normales, et surtout leur faible signification
anatomique dans les zones de forte courbure, ont conduit au dévelop-
pement du découpage en traverses volumiques, qui a été présenté au
§ ..
Des cartes de distance, à la substance blanche et au LCS respecti-
vement, ont été calculées dans un premier temps par la méthode fast
marching []. L’advection était réalisée en remontant le gradient de
la carte de distance vers les distances décroissantes, ce qui revient à
effectuer un trajet rectiligne vers le point le plus proche de l’interface
corticale. Cette méthode présente l’inconvénient de ne pas offrir une
correspondance bijective entre les deux interfaces du cortex : un point
A de la surface piale peut se projeter vers un point B de l’interface
gris–blanc, sans que la réciproque soit vraie (B se projette vers C sur
la surface piale, avec C , A).
Le modèle laplacien a ensuite été choisi car il définit théorique-
ment une bijection entre les deux surfaces, étant donné que l’advec-
tion est réalisée suivant un même champ, au signe près, pour les
deux sens de propagation. Cela permet d’éviter l’ambiguïté sur la

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définition des traverses qui apparaît avec les cartes de distance. En
pratique, la bijection n’est qu’approchée dans le domaine discret,
ce qui a nécessité l’étape de projection bilatérale et de groupement
(étape , décrite à la page ). Le caractère lisse du champ laplacien
en est un autre avantage, qui limite les erreurs dues à son interpola-
tion. Enfin, l’utilisation de ce modèle dans la littérature pour l’étude
de coupes histologiques 2D, et le début de validation évoqué au § .
(figure ., page ), sont des argument supplémentaire en faveur de
sa pertinence.
Les régions volumiques ont ainsi été construites comme détaillé
au § .. Différentes valeurs du paramètre dmax ont été utilisées,
qui permettent d’obtenir des régions plus ou moins larges, ce qui
a été validé en réalisant un histogramme du volume des régions
(figure .).
Des premiers essais de création de profils corticaux dans les tra-
verses volumiques ont été réalisés, en utilisant simplement la distance
au LCS ou la distance à la substance blanche comme mesure de la
profondeur corticale. Un profil généré ainsi dans une région occipi-
tale du cortex de furet, est présenté à la figure .. Chaque voxel y est
représenté deux fois : une fois repéré par sa distance au LCS, et une

Chapitre 8 : Cerveau de furet post-mortem
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fois par sa distance à la substance blanche, sur une échelle horizon-
tale inversée. Cette ambiguïté concernant la position en abscisse de
chaque voxel, a été résolue par la suite en utilisant les métriques de
profondeur introduites au chapitre .
Le développement des métriques de profondeur corticales n’a pas
été réalisé sur ces données, car le contraste entre les couches corticales
y est quasiment inexistant, y compris dans la cartographie de T∗2
(figure .). Le travail s’est plutôt concentré sur l’image d’un cerveau
humain post-mortem, qui est présentée dans le prochain chapitre, qui






Après le développement de la méthode de création des traverses
volumiques sur l’image de furet présentée au chapitre , les efforts
se sont portés sur une autre image, obtenue sur un cerveau humain
post-mortem. Cette image présente un bon contraste entre les couches
corticales, qui a permis d’y tester les métriques de profondeur pré-
sentées au chapitre .
L’acquisition a été réalisée le  juillet  par Fabrice Poupon
et Alexandre Vignaud, dans le cadre d’une collaboration avec Domi-
nique Hasboun (Université Pierre et Marie Curie). La pièce anato-
mique a été extraite après un intervalle d’au moins  jours suivant
le décès, trempée dans des bains de formaldéhyde de concentration
décroissante puis dans la solution saline, et enfin dans une huile
sans hydrogène (Fluorinert), le tout sur  heures. On peut noter que
cette durée est beaucoup plus courte que la durée de fixation qui a
été mesurée sur des cerveaux de brebis (§ .). Il est donc probable
que la pièce soit fixée de façon très partielle, uniquement près de sa
surface. L’artéfact de bande noire qui a été décrit au § . (figure .,
page ) n’a pas été constaté sur cette pièce anatomique. La pièce a
été maintenue dans un cylindre pendant l’acquisition, ce qui lui a fait
subir une déformation importante.
De nombreuses modalités ont été acquises sur cette pièce : T1
quantitatif, écho de gradient pondéré en T∗2, SPACE pondérée en T2,
diffusion. Les analyses qui suivent ont utilisé exclusivement l’image
acquise avec la séquence SPACE (voir § .). Cette image, repré-
sentée à la figure ., a été choisie car des couches corticales y
sont clairement visibles, et qu’elle présente peu d’artéfacts, un bon
contraste gris–blanc, ainsi qu’un bon rapport signal à bruit. Les prin-
cipaux paramètres d’acquisition sont : séquence SPACE, TE = 272ms,
TR = 6000ms, résolution 0,31× 0,31× 0,35mm3, train de 164 échos,
bande passante 340 Hz par pixel, 2 répétitions, durée d’acquisition
1 h 48 min.

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(a) Coupe axiale
(b) Coupe coronale
Figure . – Cerveau humain post-mortem, image SPACE

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Étant donné que l’image choisie ne présente pas un contraste
homogène au sein de la substance blanche et de la substance grise,
la méthode de segmentation utilisée au chapitre précédent n’a pas
pu être mise en œuvre. Le contraste global entre classes n’étant pas
exploitable, ce sont les contrastes locaux qui ont été utilisés : la seg-
mentation a été basée sur une détection de contours, ainsi que de nom-
breuses entrées manuelles. Étant donné la lenteur de cette méthode,
seul un lobe occipital a été segmenté, correspondant à 170 coupes
coronales. Les étapes de la segmentation sont les suivantes :
. Le biais d’intensité basse-fréquence est compensé, en utilisant
la méthode précédemment décrite [] (voir item ).
. Un détecteur de contours basé sur un filtre de Canny-Deriche
[] est appliqué à l’image, conservant seulement les maxima
locaux dans la direction du gradient (voir figure .).
Les contours situés sur l’interface gris–blanc sont ensuite sé-
lectionnés manuellement par seuillage. Ils sont préalablement
filtrés pour éliminer un certain nombre de contours non per-
tinents, sur la base des sillons détectés, en utilisant les étapes
suivantes :
a) Les sillons ont, dans cette image, la particularité de présen-
ter un double contraste. Là où les sillons contiennent en-
core du LCS, ils apparaissent en hypersignal relativement
au cortex. À l’inverse, ils apparaissent en fort hyposignal
là où ils contiennent du milieu d’acquisition (huile sans hy-
drogène Fluorinert), une bulle d’air, ou un vaisseau. Pour
faciliter la détection des sillons, une fermeture morpholo-
gique en niveaux de gris de rayon 1 mm est appliquée à
l’image, de manière à combler les zones d’hyposignal. Les
sillons apparaissent donc toujours en hypersignal sur cette
image.
b) La courbure moyenne des isophotes de cette image est
calculée. Les creux de cette courbure correspondent aux
sillons, qui sont détectés en seuillant cette courbure à −0,5.

Troisième partie : Mises en œuvre
c) Les sillons détectés à l’étape précédente sont filtrés, pour
éliminer les fausses détections qui se trouvent à l’inté-
rieur de la substance blanche. Pour cela, un masque est
défini par le seuillage de l’image originale corrigée du biais,
contenant les voxels présentant une intensité en dehors de
la plage occupée par la substance blanche et le cortex, et
qui sont donc situés dans les sillons. Après dilatation de ce
masque avec un élément structurant de 1,5 mm, seules les
composantes connexes des creux de courbure présentant
une intersection avec le masque sont conservées.
d) Les sillons filtrés subissent une dilatation morphologique,
reconstruisant ainsi un masque qui contient une partie
superficielle du cortex. Plusieurs rayons de dilatation ont
été utilisés, 1 mm et 2 mm.
e) Les contours détectés à l’étape  sont masqués avec chacun
des deux masques créés à l’étape précédente, produisant
ainsi deux images dans lesquelles les contours correspon-
dant aux couches corticales ont été masquées, ne laissant
subsister que le contour correspondant à l’interface gris–
blanc.
f) Le contour correspondant à l’interface gris–blanc est sé-
lectionné manuellement par morceaux, en utilisant Anato-
mist [] pour choisir un seuil sur la sortie du détecteur
de contour, et en s’aidant d’une tablette graphique avec
stylet pour sélectionner le contour ainsi seuillé, par ré-
gions connexes limitées en volume. Le seuil a été adapté
selon les régions, pour correspondre à l’intensité locale du
contour gris–blanc. La difficulté principale a été d’éviter la
connexion de contours parasites à l’interface sélectionnée.
Pour cela, les contours masqués présentés précédemment
ont été utilisés car ils excluent les contours intracorticaux
correspondant à la lamination. Des barrières ont également
été dessinées manuellement par endroits, pour casser la
connexité entre l’interface gris–blanc et le contour para-
site.
. L’interface ainsi sélectionnée a été retouchée et complétée ma-
nuellement, en utilisant la fonction de dessin 3D d’Anatomist.
Cela a tout d’abord été fait sur les coupes coronales, puis éga-
lement sur les coupes axiales et sagittales, afin de garantir la
cohérence 3D du contour dessiné. Cette étape est la plus longue
et la plus fastidieuse, étant donné que le bloc occipital segmenté
est constitué de près de 200 coupes dans chaque direction.
. L’interface gris–blanc étant définie sous la forme d’un masque
binaire, il reste à la transformer en un masque binaire volu-
mique de la substance blanche. Pour cela, le contour est dilaté
morphologiquement avec un élément structurant de 0,7 mm,
afin de combler les trous qui y subsistent immanquablement. La
composante connexe du complémentaire de ce contour corres-
pondant à l’intérieur de la substance blanche est sélectionnée,
puis érodée avec un élément structurant correspondant à la

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dilatation, afin de compenser le déplacement de l’interface in-
duit par cette dilatation. Tout ce processus correspond à une
fermeture morphologique de l’interface gris–blanc.
. Un masque du cerveau est construit par seuillage de l’image
initiale, suivi d’une ouverture morphologique de rayon 1 mm
ayant pour but d’exclure les structures parasites connectées au
cerveau, notamment la gaze située sur le lobe frontal. La plus
grande composante connexe correspond au masque du cerveau.
. Un découpage du cerveau en hémisphères (gauche, droit, et
cervelet) est réalisé sur une autre image millimétrique, acquise
conjointement, contrastée en densité protonique (écho de gra-
dient 3D, θ = 5°, TE = 3,06ms, TR = 14ms, résolution 1 mm
isotrope), à l’aide de l’étape correspondante de la chaîne de trai-
tement Morphologist []. Ce découpage, sous la forme d’une
image étiquetant chaque hémisphère avec une valeur qui lui est
propre, est rééchantillonné au plus proche voisin dans l’espace
de l’image SPACE, masqué avec le masque du cerveau construit
à l’étape précédente, puis complété en réalisant le diagramme
de Voronoï des hémisphères au sein du masque du cerveau.
. Le masque de l’hémisphère gauche est extrait, puis découpé
pour ne plus contenir que la région sur laquelle l’interface gris–
blanc a été segmentée.
. La topologie de l’interface gris–blanc est garantie, en faisant
évoluer dans le masque du cerveau, fermé morphologiquement
avec un rayon 5 mm, un modèle déformable homotopique de-
puis l’extérieur vers l’intérieur.
. Les sillons sont détectés, par construction d’un squelette au
cours de la dilatation homotopique de l’interface gris–blanc.
La vitesse de dilatation est basée sur la courbure moyenne des
isophotes, de l’image ayant préalablement subi une fermeture
morphologique en niveaux de gris, de rayon 1 mm, après le
masquage de la substance blanche pour éviter la connexion
des sillons avec des structures hyperintenses de la substance
blanche.
. La détection du squelette des sillons ayant produit quelques
fausses détections, les sillons ont été retouchés manuellement
dans la région de l’image qui a été analysée par la suite, c’est-à-
dire la fissure calcarine.
. L’interface piale est ensuite détectée par la dilatation homoto-
pique de la substance blanche, conditionnellement au masque
du cerveau privé des sillons retouchés. La segmentation est ainsi
mise sous la forme d’une image présentant trois classes : cortex,
substance blanche, et LCS (figure .). La topologie du cortex
est ainsi correcte en -connexité, sauf en bordure de la région
segmentée, au voisinage du plan de coupe.
. L’image de segmentation est maillée, de façon à permettre la
visualisation 3D des interfaces reconstruites (figure .).

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. Comparaison des métriques de profondeur
Cette image présentant un contraste très prononcé entre couches
corticales, a été utilisée pour tester et valider les métriques de pro-
fondeur introduites au chapitre . La validation a été menée dans
une région du cerveau qui présente une lamination particulièrement
prononcée, la scissure calcarine, qui contient l’aire visuelle primaire
(aire  de Brodmann, voir page ). La couche IV (couche granulaire
interne) y est tellement développée qu’elle est visible à l’œil nu sur la
coupe d’une pièce anatomique. Elle porte le nom de strie de Gennari,
et donne à cette aire cérébrale le nom de cortex strié.
La morphologie de la scissure calcarine au niveau de la région
étudiée est représentée sur la figure .. La segmentation a été particu-
lièrement soignée dans le voisinage de cette région, comme mentionné
au point , par une retouche manuelle des sillons. À partir de cette
segmentation a été calculée la profondeur de chaque voxel du cortex,
correspondant aux métriques dEucl (distance euclidienne le long de

Chapitre 9 : Cerveau humain post-mortem





(a) Image brute (b) Métrique euclidienne dEucl
(c) Valeur du laplacien T (d) Métrique équivolumique dvol
La ligne noire correspond pour chaque métrique à l’ensemble des voxels présentant
une valeur dans l’intervalle [0,4;0,6]. La segmentation est superposée (substance







traverses définies par le modèle laplacien), T (couches orthogonales
aux traverses du modèle laplacien), et dvol (modèle équivolumique),
telles qu’elles ont été définies au chapitre .
Les résultats sont représentés sur la figure ., sur une coupe
coronale au niveau du cortex strié. Une ligne d’égale profondeur y est
superposée, pour chaque métrique de profondeur.
La métrique euclidienne dEucl ne modélise pas correctement la
forme de la ligne de Gennari dans les régions de forte courbure
(flèches sur la figure .(b)). Cela confirme l’épaississement relatif

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des régions situées à l’intérieur de la courbure, qui est à la base du
principe équivolumique (voir figure ., page ).
La métrique T, qui définit les couches corticales comme orthogo-
nales aux colonnes du modèle laplacien, donne un résultat encore
moins bon que la métrique euclidienne. Cela permet de mettre en
doute l’orthogonalité des couches et des colonnes corticales. En effet,
même si la précision de la modélisation des colonnes par le laplacien
reste mal connue, elle est suffisante pour que de nombreuses études
en tirent des résultats, tandis que la modélisation des colonnes par T
est très clairement erronée.
La métrique équivolumique dvol, elle, représente la géométrie de
la ligne de Gennari avec précision, sans qu’aucun défaut ne soit détec-
table à la résolution utilisée. Il s’agit sans conteste du meilleur modèle
des couches corticales. La pertinence du principe équivolumique, qui
avait déjà été validé par Bok [] par des mesures manuelles sur des
coupes histologiques, se trouve ici confirmée.
La génération de profils corticaux a été testée sur cette image. Tout
d’abord, le cortex a été partitionné en traverses volumiques, par la mé-
thode décrite au § . avec dmax = 1mm (figures . et .). Un certain
nombre de traverses situées dans le cortex strié ont ensuite été sélec-
tionnées, et regroupées pour former une grande région (278 mm3)
contenant à la fois des zones de courbure concave (sillons) et convexe
















(c) Métrique équivolumique dvol
Figure . – Profils corticaux pour différentes métriques de profondeur
(circonvolutions enfouies). Un profil cortical, représentant la varia-
tion de l’intensité du signal avec la profondeur dans cette région,
a été construit pour chaque métrique, et représenté à la figure ..
Les profils sont représentés sous forme de nuages de points, dont les
points ont été rendus partiellement transparents pour permettre de
mieux visualiser les zones de forte densité.
On constate que la métrique équivolumique produit le profil le
plus resserré, c’est-à-dire la dispersion la plus faible. Sur ce profil
apparaît clairement un plateau d’intensité voisin de la surface piale,
suivi d’un creux représentant la ligne de Gennari, suivi d’une re-
monté de l’intensité, avant la transition vers la substance blanche
hypointense. La métrique euclidienne, et plus encore la métrique
de valeur du champ laplacien T, introduisent une dispersion arti-
ficielle, en assignant les voxels d’une même couche corticale à des
profondeurs différentes selon la courbure locale du cortex.
La métrique équivolumique présente donc la plus grande robus-
tesse aux variations de courbure, et est capable de construire des
profils de façon reproductible au sein d’une même région architectu-
rale.
Il serait bien sûr intéressant de comparer les profils pouvant
être extraits dans des régions architecturales différentes, pour aller
vers une délimitation automatique des frontières entre régions. Ce
travail n’a pas été effectué, notamment en raison de l’imperfection de
la segmentation hors de la fissure calcarine, par manque de temps
pour effectuer la retouche manuelle des sillons. Cette retouche est
nécessaire pour obtenir une définition précise de la surface piale, qui
est elle-même indispensable à une bonne estimation de la profondeur
intracorticale. Sans correction, la surface piale présente de nombreux
défauts, qui sont visibles sur la figure ..
L’adaptation des algorithmes de segmentation prévus pour les
images millimétriques acquises à 3 T trouve ici ses limites. Une nou-
velle approche de la segmentation automatique, robuste aux pro-
blèmes d’hétérogénéité et de contrastes parasites qui se posent à 7 T,
sera nécessaire pour réaliser l’analyse de la lamination corticale sur
de grandes régions.
Aucune méthode « clé en main » n’est aujourd’hui disponible pour

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segmenter une image telle que celle utilisée ici (SPACE à 7 T). Seule
une méthode récemment publiée, basée sur des modèles déformables
(level sets) [], propose de réaliser la segmentation d’images acquises
à 7 T avec une séquence bien précise appelée MP2RAGE, qui permet





Pour valider le modèle laplacien présenté au § ., l’IRM ne peut
pas être utilisée car elle ne permet pas de résoudre les colonnes
corticales. L’imagerie histologique est à ce jour la seule technique
disponible. Pour pouvoir résoudre le modèle laplacien en 3D, l’his-
tologie doit être réalisée sous forme de coupes sériées, reconstruites
dans un espace 3D cohérent. Un jeu de données présentant ces carac-
téristiques a été obtenu dans le cadre d’une collaboration avec Thierry
Delzescaux, l’imagerie histologique étant réalisée par Caroline Jan
(MIRCen, CEA Fontenay-aux-Roses).
Ce jeu de données est composé d’un ensemble de coupes coro-
nales d’un cerveau de macaque, ainsi que d’un bloc photographique
reconstruit en 3D. La méthodologie d’acquisition [] est décrite ici
dans les grandes lignes.
La pièce anatomique est découpée au microtome, pour former
des coupes coronales sériées épaisses de 40 µm. Toutes les quatre
découpes, la pièce est photographiée dans le plan de coupe. La pièce
anatomique se déformant peu, les photographies peuvent être conca-
ténées après un simple recalage rigide, pour former un bloc 3D cohé-
rent, présenté à la figure .. La résolution de ce bloc photographique
est ici de 50× 50× 160µm3.
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Une coupe sur seize subit une coloration marquant les neurones
(NeuN), puis est imagée au microscope à une résolution de 4,7 ×
4,7µm2. Les coupes histologiques subissent des déformations et des
déchirures durant leur découpe, leur manipulation, et leur fixation
sur une lame de verre : elles sont donc recalées dans l’espace du bloc
3D, par estimation d’une transformation non linéaire entre chaque
coupe histologique et la coupe photographique correspondante.
. Segmentation
La segmentation est réalisée sur le bloc photographique, qui pré-
sente un bon contraste gris–blanc et une bonne homogénéité de
chaque classe.
. Une classification voxel à voxel est construite dans un premier
temps, à partir d’un algorithme de segmentation couleur, dé-
veloppé à MIRCen. Pour ce faire, une région d’apprentissage
est sélectionnée dans chacune des classes (cortex, substance
blanche, sillons). L’algorithme apprend ensuite la distribution
des couleurs de chaque classe, sous la forme d’un modèle de mé-
lange de gaussiennes. Une classification point à point est enfin
construite en choisissant pour chaque voxel la classe présentant
le maximum de vraisemblance.
. Les régions obtenues sont retouchées, en dessinant manuelle-
ment les régions d’intérêt dans les zones où celles-ci n’ont pas
été correctement classées. Ces régions entrées manuellement
sont intégrées une première fois à la classification, où elles
remplacent les étiquettes attribuées automatiquement.
. L’image de classification subit alors un filtrage médian, avec
un élément structurant dont le diamètre est de 5 pixels dans le
plan coronal, et de 3 pixels dans l’épaisseur des coupes. Ce filtre
permet de lisser la classification, afin d’éliminer les mauvaises
classifications isolées sans avoir à les dessiner explicitement à
l’étape précédente.
. Les régions dessinées manuellement à l’étape  sont à nouveau
imposées à la classification filtrée, de manière à restaurer les
structures fines qui auraient été endommagées par le filtrage
médian.
. La substance blanche est propagée en direction du LCS par dila-
tation homotopique itérative, de manière à garantir la topologie
des sillons.
. La surface piale et l’interface gris–blanc sont maillées à des fins
de visualisation (figure .).
. Validation du modèle laplacien 3D
La segmentation réalisée permet de résoudre le modèle laplacien
en 3D, pour comparer la direction des colonnes prédites à la direction
des colonnes réelles, et ainsi quantifier la validité du modèle laplacien.

Chapitre 10 : Image histologique d’un cerveau de macaque










Cette validation n’étant pas achevée au moment de la rédaction de ce
mémoire, seuls des résultats très préliminaires sont présentés ici.
La figure .(a) représente le champ vectoriel ~F, qui modélise
la direction des colonnes corticales, par des vecteurs superposés sur
l’image de classification. Elle peut être comparée à la figure .(b),
qui représente la même coupe en histologie, où les colonnes corticales
sont visibles par endroits.
La superposition du champ vectoriel, tel qu’il est représenté à la
figure .(a), sur l’image histologique n’étant pas très lisible, certains
vecteurs ont été extraits pour reconstruire des colonnes corticales
fictives, à partir du champ ~F, et superposées sur l’image histologique
(figure .). On peut y constater que la direction globale des colonnes
corticales est correctement représentée, mais qu’il existe des écarts
locaux.
Il sera intéressant de quantifier les écarts au modèle laplacien, par
exemple en termes d’angle, et d’étudier leur localisation en terme de
couche corticale et de position le long des circonvolutions (dans le
fond des sillons, sur le mur sulcal, ou dans la couronne gyrale). Les
limites du modèle laplacien pourront ainsi être mieux comprises, et
un modèle plus précis éventuellement développé.

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Il ne faut pas tenir compte des orientations au
voisinage des bords de l’image : le résultat du
modèle laplacien y est faussé par la troncature
de la segmentation, car la température T = 0 est
imposée sur les bords.
(a) Direction ~F des colonnes corticales dans modèle laplacien
(b) Coupe histologique coronale en coloration NeuN
Figure . – Comparaison des colonnes corticales du modèle laplacien avec l’histologie

















Sur le chemin qui mène à l’analyse in vivo des couches corticales,
plusieurs obstacles méthodologiques ont été résolus, la contribution
la plus significative étant l’extraction robuste de profils corticaux,
basée sur la prise en compte de la microstructure corticale par le
modèle laplacien–équivolumique. Des progrès ont également été faits
en ce qui concerne la maîtrise des acquisitions post-mortem. De nom-
breuses difficultés ont néanmoins été rencontrées, notamment en ce
qui concerne l’acquisition d’images présentant un contraste suffisant
entre les couches corticales, et dont l’analyse ne soit pas empêchée
par la présence d’artéfacts. L’absence d’une méthode automatique, ou
semi-automatique, de segmentation de ces images a également été un
frein à la mise en œuvre à plus grande échelle des développements
réalisés.
Ces difficultés, qui ressortent au travers des mises en œuvre pré-
sentées dans la partie III, ont empêché de pousser plus loin l’analyse
des profils corticaux. Pour envisager cette analyse, une méthodologie
robuste d’acquisition et de segmentation des images devra être mise
au point. En raison des spécificités des images acquises en champ
intense, dues notamment aux hétérogénéités et aux effets de suscep-
tibilité, cela ne pourra être réalisé que de manière transversale, en
impliquant à la fois un travail sur les méthodes d’acquisition, et sur
les méthodes de traitement des images.
En ce qui concerne les acquisitions post-mortem, le travail réalisé
sur la cinétique de fixation (§ .), ayant permis de déterminer la
durée optimale de fixation et de rinçage préalablement à l’image-
rie, permettra d’améliorer les protocoles de préparation des pièces
anatomiques. Les séquences IRM destinées à l’imagerie post-mortem
pourront également être adaptées en conséquence, pour en optimi-
ser le contraste en prenant en compte les différences de temps de
relaxation par rapport à l’imagerie in vivo. Il restera également à
comprendre la cause de l’artéfact de bande sombre présenté au § .,
qui a empêché toute analyse des couches corticales sur une image par
ailleurs prometteuse.
Les acquisitions in vivo posent davantage de difficultés, et aucune
n’a plus été réalisée après l’échec de la mise en œuvre de la super-
résolution. L’analyse des couches corticales in vivo reste cependant un
objectif à considérer à moyen terme. Elle nécessitera la mise en œuvre
d’une méthode de compensation du mouvement appropriée. Si l’ap-
proche super-résolue s’est avérée particulièrement délicate à mettre
un œuvre, l’utilisation de systèmes de compensation du mouvement
en temps réel durant l’acquisition permettra peut-être de résoudre

ce problème plus efficacement. La durée limitée d’acquisition, et les
mouvements physiologiques liés à la respiration et à la pulsation car-
diaque, seront des facteurs déterminants qui limiteront la résolution
atteignable in vivo.
Si des acquisitions suffisamment robustes deviennent disponibles,
permettant à la fois de détecter un contraste entre les couches cor-
ticales, et d’en réaliser une segmentation de manière automatique
ou semi-automatique, alors l’objectif initial de caractérisation des
régions architecturales pourra être envisagé. Des profils corticaux
pourront être extraits automatiquement sur de larges portions de
cortex, en utilisant la méthodologie introduite aux chapitres  et .
Une méthodologie d’analyse de ces profils pourra alors être mise
au point. La détection d’anomalies de la lamination corticale pourrait
donner lieu à des applications cliniques, et aider à la compréhension
de maladies comme certaines formes sévères de dyslexie []. Une
étude à ce sujet est en cours de réalisation, au travers du travail
post-doctoral d’Olga Domanova à NeuroSpin.
Dans le cadre de l’étude du cerveau sain, ces profils pourront
servir à la détection de frontières entre les régions architecturales. La
parcellisation du cortex en aires architecturales pourrait être réalisée
en appliquant un algorithme de classification aux profils corticaux.
La correspondance entre la lamination détectable par IRM et les
couches corticales définies histologiquement pourra être étudiée sur
des pièces anatomiques post-mortem, permettant ainsi de faire le
lien entre les aires qui pourront être cartographiées par IRM, et les
atlas architecturaux. Les atlas probabilistes basés sur l’histologie
pourraient ainsi être recalés sur les aires architecturales détectées
par IRM, permettant de combiner la précision des atlas histologiques
avec la cartographie individuelle que permet l’IRM.
L’analyse des couches corticales par IRM pourra également servir
à étudier un grand nombre de cerveaux, y compris post-mortem, là
où l’histologie ne permet pas ce passage à l’échelle en raison de sa
difficulté de mise en œuvre et de son coût élevé. Cela pourra participer
à une meilleure compréhension de la variabilité interindividuelle des
aires architecturales, ainsi que de leur relation avec la morphologie





ADC apparent diffusion coefficient
AFI arbitrary flip angle
BTK baby brain toolkit
CEA Commissariat à l’énergie atomique et aux énergies alternatives
FA fractional anisotropy
FE field echo
FFE fast field echo
FID free induction decay
FLASH fast low-angle shot
FSE fast spin-echo
GE gradient echo
GRE gradient recalled echo
INRA Institut national de la recherche agronomique
IRM imagerie par résonance magnétique
LCR liquide céphalo-rachidien
LCS liquide cérébro-spinal
LNAO Laboratoire de neuro-imagerie assistée par ordinateur
MNI Montreal Neurological Institute
MP2RAGE magnetization prepared  rapid acquisition gradient echoes
PBS phosphate-buffered saline
PFA paraformaldéhyde
PSF point spread function
pSSFP partially-spoiled steady-state free precession
PTK Poupon toolkit
RARE rapid acquisition with relaxation enhancement
RF radiofréquence
RMN résonance magnétique nucléaire
SPACE sampling perfection with application optimized contrasts using different flip angle evolution
SPGR spoiled gradient echo
T1 temps de relaxation longitudinal
T2 temps de relaxation transversale
T∗2 temps de relaxation transversale effectif
TSE turbo spin-echo
Unati Unité d’analyse et de traitement des images
VAFI variable flip angle–actual flip angle imaging
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