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Abstract
Previous studies have shown that, contrary to expectations, the boreal forest at the
Norunda research site in central Sweden is acting as a carbon source. Therefore, the
aim of this study was to investigate the spatial and temporal variability of soil CO2
eﬄux (FSoil) in order to provide insights into its role for the net carbon balance of this
forest. The investigation is divided into three parts: (1) a general description of the
soils, (2) the analysis of the spatial variability and (3) the analysis of the temporal
variability of FSoil.
Soil samples were collected at 3 soil proﬁles and analysed for physical and chemical
properties. Measurements of FSoil and auxiliary, environmental data were carried out
at 90 plots in the forest. The impact of environmental factors on the spatial variability
of FSoil were investigated using a multiple, linear regression. Based on time series of
FSoil and net ecosystem exchange (NEE), which are continuously measured at the study
site, monthly and annual means of CO2 ﬂuxes were derived and the contribution of
soil respiration to ecosystem respiration was calculated. Furthermore, the correlations
between FSoil, soil temperature (TSoil) and gross primary production (GPP) were
investigated using the wavelet analysis.
Soil pH as well as total C and N stocks were in typical ranges for boreal forest soils.
The analysis of the spatial variability of FSoil yielded a coeﬃcient of variation of 46%.
Only soil temperature and moisture had a signiﬁcant eﬀect on FSoil, they explained
about 27% of its variance. Stone content of the soil, distance to and species of the
closest 3 trees were not found to be signiﬁcant. Annual means of FSoil were found to
be very high and are about 4-5 times as large as mean, annual NEE. Furthermore,
it was found that, on average, soil respiration contributes 70%-100% of ecosystem
respiration. While 70 % is in agreement with previous studies, a value of 100% appears
to be unrealistic and potential sources of errors should be further investigated. The
wavelet analysis revealed signiﬁcant correlations of FSoil, TSoil and GPP at the daily
and yearly cycle, as expected. Additional correlations with periods of several days to
weeks were found and are likely related to weather phenomena. An analysis of phase
diﬀerences revealed a time lag of 1-5 days between GPP and FSoil, conﬁrming ﬁndings
of previous studies.
The results of this study highlight the importance of FSoil for the carbon balance
of Norunda forest. However, in order to reliably estimate the contribution of soil
respiration to ecosystem respiration, further investigations are required to rule out
potential errors, as the results indicate that the continuously measured FSoil values are
comparatively high. Furthermore, the variability of FSoil at the spatial scale could only
be partly explained. Future studies on drivers of FSoil, which include more potential
predictor variables and apply a non-linear, multiple regression, might yield further
valuable insights.
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1 Introduction
1.1 Background
The boreal forest zone is the largest terrestrial biome and represents about 29% of
the world’s forests. Boreal forests play a major role in the global carbon cycle: It is
estimated that their annual carbon uptake is on average 0.5± 0.1PgCyr−1, which
equals about 1/5 of the total uptake of global forests (Pan et al., 2011). Forests store
approximately 861± 66PgC, of which 32-50% is stored in boreal forests (Malhi et al.,
1999; Pan et al., 2011). The soils of the boreal forest zone are of particular importance,
they make up for 60-86% of the storage of carbon in the whole biome (Malhi et al.,
1999; Pan et al., 2011). The accumulation of carbon in boreal forest soils is mainly the
result of low soil temperatures and/or poor drainage, inhibiting the decomposition of
soil organic carbon. Most of the carbon stored in high-latitude ecosystems is found
within peat bog and permafrost soils (Tarnocai et al., 2009).
Hence, boreal forests and particularly their soils are of major importance for the
climate system; they have a great inﬂuence on atmospheric CO2 concentrations, either
as a carbon source or sink. However, the inﬂuencing factors, which cause a forest
to be a source or a sink, are not yet fully understood. The net carbon exchange of
forested ecosystems and the atmosphere is the result of a delicate balance between two
large ﬂuxes: carbon uptake by plants (gross primary production, GPP) and carbon
emissions through autotrophic and heterotrophic respiration (ecosystem respiration,
REco) (Lindroth et al., 1998).
The most widely used method to investigate the vertical exchange of carbon with
the atmosphere is the eddy covariance technique (Goulden et al., 1996; Baldocchi,
2003). Standardised, continuous measurements of CO2 ﬂuxes and micrometeorological
variables in diﬀerent ecosystems are carried out within ﬂux monitoring networks, such
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as the global FLUXNET network and its regional sub-networks (Baldocchi et al., 2001).
Soil respiration (RSoil) causes a major ﬂux of CO2 within ecosystems as well as between
ecosystems and the atmosphere (Schlesinger and Andrews, 2000). Total ecosystem
respiration is found to be the main determinant of the carbon balance in forests
(Valentini et al., 2000). As soil respiration accounts for 30-80% of annual total
ecosystem respiration (Davidson et al., 2006b), it is largely inﬂuencing the net carbon
exchange of forests.
A variety of diﬀerent methods for the measurement of soil respiration exist, Pumpanen
et al. (2004) reviewed and compared twenty diﬀerent techniques. Most commonly, soil
respiration is measured by placing a chamber on the soil surface and (1) measuring
the increase in CO2 concentration over time, (2) measuring the diﬀerence in CO2
concentration between chamber inlet and outlet resulting from a ﬂow of measured
quantity of air through the system, or (3) measuring an integrated value of CO2 over a
certain time by using chemicals inside the chamber that absorb CO2 (e.g. soda lime)
(Ryan and Law, 2005).
The measurement of soil respiration may cause artefacts, since the process of measuring
itself often changes the conditions in the soil and interferes with the process of CO2
production and transport. Davidson et al. (2002) reviewed sources of errors among
widely used soil respiration measurement techniques. Some of the most important
ones are (1) the alteration of the natural CO2 gradient above the soil surface when
a non-steady state system is used, (2) disturbances of the soil due to the chamber
placement causing the release of CO2 from the soil pores, (3) pressure induced errors,
(4) a change of micro-climate in the chamber which changes the conditions for CO2
production and (5) non-random data collection (e.g. only at day-time, only during
non-rainy days, not on boulders, dead wood, etc.) (Janssens et al., 2000; Davidson
et al., 2002; Ryan and Law, 2005).
Carbon dioxide eﬄux from the soil originates from two main sources: autotrophic and
heterotrophic respiration, i.e. respiration from plants and microbial respiration. These
sources can be further divided into soil organic matter derived CO2 (basal respiration),
CO2 derived due to priming eﬀects, microbial respiration of dead plant residues,
rhizomicrobial respiration and root respiration (Kuzyakov, 2006). The separation
of these sources is of great importance to understand the biological and physical
mechanisms that drive CO2 ﬂuxes and to determine whether emitted CO2 originates
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from long-term carbon storages (i.e. resulting in a carbon loss of the soil) or if it is
derived from autotrophic respiration (i.e. carbon which was previously taken up by
plants). Reviews of the main approaches for the partitioning methods of soil CO2
ﬂux into its diﬀerent sources can be found in Hanson et al. (2000); Kuzyakov (2006)
and Subke et al. (2006) . They include root exclusion techniques, the application of
stable or radioactive isotope methods and the in situ measurement and integration
of components contributing to soil CO2 eﬄux. The ratio of each source to total soil
respiration varies between diﬀerent ecosystems and environmental conditions. It has
been found that, on average, root/rhizosphere respiration contributes about 50% of
total soil respiration in forests (Hanson et al., 2000; Högberg et al., 2001). Boreal
forests, however, tend to have a larger fraction of soil CO2 ﬂuxes that derive from
microbial decomposition than temperate and tropical forests (Subke et al., 2006).
The temporal and spatial variability of soil CO2 production and CO2 eﬄux (FSoil)
is controlled by a variety of biotic and abiotic factors, of which probably the most
important ones are soil temperature (TSoil) and soil water content (SWC) (Raich and
Schlesinger, 1992; Lloyd and Taylor, 1994; Davidson et al., 1998; Fang and Moncrieﬀ,
2001). The temperature dependence of soil respiration is mostly described using an
exponential function or an Arrhenius type equation (Davidson et al., 2006a). Soil
moisture is an important control on soil respiration, but its eﬀect is often confounded
with soil temperature, since soil temperature and soil moisture are often negatively
correlated due to the more rapid warming of a dry soil and an enhanced evaporation
from the soil at higher temperatures (Davidson et al., 1998). Soil respiration is reduced
under very dry and very moist conditions. Very low soil moisture has an inhibiting
eﬀect on soil respiration, because it reduces microbial decomposition of organic matter
(Borken et al., 2006; Sowerby et al., 2008). High soil water contents inhibit soil
respiration as they reduce the oxygen availability for microorganisms and decrease
the transport of CO2 to the soil surface (Gaumont-Guay et al., 2006). Photosynthesis
of trees is another important control on soil respiration rates in forests (Högberg
et al., 2001; Tang et al., 2005a; Kuzyakov and Gavrichkova, 2010). Carbohydrates,
supplied by photosynthetic activity of the vegetation, are transported to the roots and
then respired by roots and root-associated microorganisms. The correlation between
photosynthetically active radiation (PAR) or gross primary production (as derived from
eddy covariance measurements) with soil respiration is confounded by soil temperature,
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because solar radiation, temperature and thus also GPP are highly correlated (Kuzyakov
and Gavrichkova, 2010). Furthermore, the analysis of the correlation is complicated,
since soil respiration responds to photosynthesis with a time lag due to the transport of
carbohydrates from the leaves to the roots and, in case they are not released through
root respiration directly, transport from roots to respiring microorganisms (Davidson
and Holbrook, 2009; Kuzyakov and Gavrichkova, 2010). The time lag in forested
ecosystems is relatively long and can be ~4-5 days (Kuzyakov and Gavrichkova, 2010).
As a consequence of the inﬂuence of photosynthesis, soil respiration is controlled by solar
radiation or GPP (as a proxy for photosynthetic activity) on a temporal scale, while
on a spatial scale, it is dependant on the root biomass and biomass of root-associated
microorganisms. Other important controls of the spatial variability of soil respiration
are microbial mass, organic matter content, organic soil layer thickness and the nutrient
availability in soils (Rayment and Jarvis, 2000; Xu and Qi, 2001; Scott-Denton et al.,
2003).
Soil respiration and its inﬂuencing variables, such as soil temperature, irradiation and
photosynthetic activity of plants, have periodicities at many scales (e.g. the daily and
yearly scale). Thus, correlations between these variables are diﬃcult to analyse, as the
eﬀect of one variable might be masked by another variable due to the covariances among
predictor variables at diﬀerent scales (e.g. soil temperature and photosynthesis are
covarying at the daily and yearly scale). Furthermore, using a conventional regression
analysis, it might not always be possible to identify correlations due to time lags
between dependant and independent variables. Statistical methods to account for time
lags exist (e.g. cross-correlation), however, time lags can be present at more than one
scale – for example, a response of a dependant variable to an independent variable
might be delayed by several hours at the diurnal scale and several weeks at the seasonal
scale. The wavelet analysis is a relatively novel approach for the analysis of ecological
time series, that overcomes these mentioned shortfalls. Using the wavelet analysis, it
is possible to analyse the covariance of two time series at multiple temporal scales
and to identify time lags between the variables (Torrence and Compo, 1998; Cazelles
et al., 2008). The method has been successfully applied to investigate the relationships
at diﬀerent time scales between soil CO2 eﬄux, soil temperature, soil moisture and
photosynthetically active radiation (PAR) (Vargas et al., 2010, 2011). It proved to be
a very useful tool to visualise the spectral composition of time series and their shift in
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dynamic patterns over time, and to analyse the relationships between non-stationary,
periodic variables. A more comprehensive summary of the mathematical fundamentals
and practical applications of the wavelet analysis is provided in appendix A.
1.2 Aims and objectives
A meta-analysis of ecosystem exchange in European forests revealed that Norunda
forest, a boreal forest in central Sweden, is acting as a carbon source, as contrary to
all other monitored forests within the EUROFLUX network (Valentini et al., 2000).
This result is opposed to expectations – generally, healthy and normally growing
forests, without presence of disturbances such as ﬁres or diseases, are a carbon sink,
since trees take up carbon from the atmosphere for their growth. Hence, it can be
assumed that the lost carbon originates from the forest soils. One possible explanation
might be that the soils in Norunda are aﬀected by previous ditching, resulting in
a shift from anaerobic to aerobic conditions in the soil and, by this, favouring the
decomposition of old, previously protected carbon (Lindroth et al., 1998). In order
to better understand the role of soil respiration for the carbon balance of Norunda
forest, continuous measurements of soil CO2 eﬄux are carried out using an automatic,
non-steady state chamber system. However, despite the importance of soil respiration
for the carbon cycle of a forest, a comprehensive investigation of soil respiration and
the soil carbon cycle at the Norunda research site is still lacking.
The primary aims of this study are therefore to investigate the spatial and temporal
variability of soil CO2 eﬄux in Norunda forest and to identify environmental factors
that are controlling soil CO2 eﬄux. In detail, the objectives of the study are:
1. to describe general soil properties at three soil pits in representative locations in
the forest,
2. to analyse physical and chemical soil properties (bulk density, pH, C and N
content), and based on these values, to calculate the total carbon and nitrogen
content,
3. to investigate the spatial variability of soil respiration and analyse the impact of
environmental factors on soil respiration rates using a multiple, linear regression,
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4. to describe the temporal variability of soil respiration, ecosystem ﬂuxes (NEE,
GPP, REco) and environmental factors (soil temperature, soil moisture and PAR)
using monthly and annual statistical parameters,
5. to calculate the mean contribution of soil respiration to ecosystem respiration
and to investigate the temporal variability of the ratio RSoil/REco, and
6. to describe the spectral composition of the time series of soil CO2 eﬄux, soil
temperature and GPP, to analyse their correlations at diﬀerent temporal scale
and, if applicable, to identify their respective time lags, using the wavelet analysis.
6
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2.1 Site description
A comprehensive description of the study site can be found in Halldin et al. (1998);
Lindroth et al. (1998); Lundin et al. (1999) and Morén (1999). In the following, the
most relevant information will be summarised.
The Norunda research station is located in a mature boreal forest in central Sweden
(60◦5′N,17◦29′E, approximately 45m a.s.l.), between the villages Björklinge and Harbo,
ca. 30 km north of Uppsala (Fig. 2.1). The station is equipped with a 102m high
ﬂux tower, which is continuously measuring the CO2 exchange of the forest with the
atmosphere. Since its establishment in 1994, the research station has been part of
a number of international networks and measurement campaigns, such as NOPEX,
CarboEurope, FLUXNET, NECC, ICOS and IMECC (e.g. Halldin et al., 1998; Aubinet
et al., 1999; Valentini et al., 2000; Baldocchi et al., 2001; Lagergren et al., 2008).
The mean annual temperature in Uppsala is 5.5 ◦C (1961 - 1990), the mean annual
precipitation is 527mm and the Penman open-water evaporation is 459mm (1973 -
1998). Due to the proximity to the sea, the climate in Norunda is more maritime than
in other boreal forests. Winter conditions vary from mild, with only short periods
of snow fall, to extended cold weather periods. The growing season (temperature >
5.5 ◦C) lasts on average from mid-April to the second half of October (Lindroth et al.,
1998).
The forest is located at the southern edge of the boreal forest zone. Main tree species
are Scots pine (Pinus sylvestris) and Norway spruce (Picea abies), with a small fraction
of deciduous trees, mainly birch (Betula sp.). Ground vegetation is dominated by
mosses, shrubs and grasses. Stands within a 1 km range of the ﬂux tower vary in age
and height, but old (ca. 120 years) and middle-aged (ca. 70-90 years) trees of about
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25m height dominate. Leaf area index (LAI) is in the range of 3-6, but can reach 7 or
more in very dense stands (Lagergren et al., 2005).
The geology and soils of the region, in which the study site is located, are marked by
a series of glaciations. The glacier transported highly heterogeneous material which
was deposited as glacial till during times of retreat. Granite, sedimentary gneiss and
leptite dominate the bedrock. The surface is ﬂat, but can vary in altitude up to 10m
on a smaller scale, as material was deposited in diﬀerent stages resulting in hills and
depressions (Lundin et al., 1999).
A comprehensive description of the soils at the study site was carried out by Stähli et al.
(1995) and will be summarised in the following. The soils are very heterogeneous and
vary from ﬁne-grained clay to sandy and silty material, containing stones and boulders
of all sizes up to 80 cm diameter. Stähli et al. (1995) classiﬁed the soils as Dystric
Regosols FAO (1998), however, during the present study, the soils were classiﬁed as
Spodo-Dystric Cambisols (section 3.1). PH values range between 3 and 5. Stähli et al.
(1995) characterised the soils as very compact below 70 cm, containing only relatively
few roots in the compacted subsoil. As typical for the boreal forest zone, podsolisation
was found to be visible, but relatively weak, which was explained by a small content of
limestone in the parent material, a relatively dry climate and human activities in the
past. Ponds and peats can be found in low-lying areas with high contents of clay in
the subsoil.
Agriculture has been carried out in the region for more than 1000 years and the forest
in the study site has been managed for more than 200 years. The last clearcut was
done approximately 120 years ago. At about the same time, a large area around the
site was drained by ditching in order to lower the ground water table and to improve
productivity. As a result of soil drainage, an increase in decomposition of soil organic
matter can be expected and might still have an inﬂuence on soil respiration values. In
winter 2008/2009, thinning was undertaken within a 300m radius around the tower in
the older stand to study the ecosystem response to such management activities.
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Figure 2.1. Location and set up of the Norunda research site. On the left-hand side, the location of
the Norunda research station in Sweden is presented (source: Google maps). On the right
hand site, the set up of the station, including the locations of the flux tower, the chambers,
the three soil pits and the areas of short-term soil respiration measurements, are shown
(more information in sections 2.3 and 2.4).
2.2 Soil sampling and analysis
Three soil pits of 1m depth were excavated at representative locations at the study
site using a digging machine (Fig. 2.2): two in the thinned forest, of which one on
top of a hill (proﬁle T1) and one in a depression (proﬁle T2), and a third one in the
unthinned forest (proﬁle UT). The wall of each pit was manually smoothed using a
spade. Soil properties were documented based on international and German guidelines
(Ad-Hoc-AG, 2005; FAO, 2006), and a photo of each soil proﬁle was taken.
At each location, the litter layer and the soil at ﬁve diﬀerent depths were sampled,
based on the locations of the horizons, instead of ﬁxed depths. Four to ﬁve subsamples
of the same horizon and depth were combined to one mixed sample. The samples
were kept in sealable plastic bags in a cooling box until further processing. In the lab,
they were dried at 105 ◦C for 48 h and sieved at 2mm. Both the ﬁne (< 2mm) and
coarse fraction (> 2mm) were weighed, to provide a proxy for the content of small
9
2 Material and methods
Figure 2.2. Excavation of a soil pit using a digging machine
stones of each soil horizon. Soil pH was measured using a suspension of 1:2.5 soil to
1 M KCl solution (one measurement per subsample). For the measurement of carbon
and nitrogen content, one subsample per sample was ground in a mortar with a pestle
and analysed for total C and N using a CN analyser (Elementar analyser, model: mario
Max CN; one measurement per subsample).
Undisturbed bulk density samples were collected at two diﬀerent depths in the pro-
ﬁles T2 and UT by inserting a metal cylinder of deﬁned volume (209.3ml) horizontally
into the soil pit. Empty volume (e.g. by stones or soil that was lost when removing the
cylinder from the wall) was estimated and documented. The bulk density samples were
dried at 105 ◦C and sieved at 2mm. The coarse and ﬁne fraction was weighed. The
volume of the coarse fraction (i.e. the stones) was estimated by assuming an average
density of 2.7 g cm−3. The bulk density of the ﬁne soil was then calculated using the
following equation:
ρb =
mfine
Vcyl − Vempty − Vcoarse , (2.1)
where ρb is the bulk density, mfine the mass of the ﬁne soil, Vcyl the volume of the metal
cylinder, Vempty the estimated empty volume and Vcoarse the calculated volume of the
stones. This calculation is diﬀerent from the conventional equation, which is:
ρb =
mfine +mcoarse
Vcyl − Vempty , (2.2)
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but was chosen in this way, as otherwise the stone content would bias the calculation
of C and N content (Rytter, 2012). This way, the density of the ﬁne soil, which will
subsequently be used for the carbon and nitrogen upscaling, is calculated and the stony
fraction, which is free of carbon, is excluded.
The number of bulk density samples that could be collected was very low, as the high
stone content of the soil complicated the sampling. The collected samples do not allow
for an estimation of the variation of bulk density within the soil pits.At proﬁle T1,
even no bulk density sample could be taken because of the very high stone content.
The C and N content were upscaled using a linear interpolation of C, N and bulk
density values. An interpolation based method was chosen instead of a soil horizon
based distinction of soil properties, as the soil horizons were not clearly distinct from
each other and appeared to have transient properties. The measured values of C and
N content and bulk density were attributed to mean sampling depths (e.g. when the
sample was taken between 30 and 40 cm, the allocated sampling depth was 35 cm).
Between these deﬁned depths, the C and N content and bulk density were linearly
interpolated at 0.5 cm intervals up to the greatest sampling depth. Between the soil
surface and the ﬁrst sampling point, the values of the ﬁrst sampling point were assigned.
Subsequent to the interpolation, the total C and N content was calculated using the
following discrete integration over depth:
mtot =
n∑
i=1
ci · ρb,i · (100%− si) ·∆d, (2.3)
where mtot [g m−2] is the total content of carbon or nitrogen over the whole depth,
n the total number of 0.5 cm soil depth intervals, ci the interpolated C or N content
[mg g−1] at a speciﬁc 0.5 cm interval, ρb,i the interpolated bulk density [g cm−3] at the
speciﬁc depth, si the stone content [%] of the layer (which was visually estimated as
part of the soil proﬁle description) and ∆d = 5 · 10−3m the discrete depth interval.
Two soil depths were selected for the integration: (1) the standard Kyoto depth of
30 cm for soil carbon inventories, and (2) the deepest sampling point: 65 cm at both
proﬁles T2 and UT (at proﬁle T1, total C and N was not calculated due to missing
bulk density values). The deepest sampling point was less than 1m, because after one
day, the ground water table was visible at about 80-90 cm at proﬁles T2 and UT and
the deepest sampling depth was calculated as the mean of the deepest sampling depths
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(e.g. 60 to 70 cm). The sampling depths can be found in appendix C.2. The litter layer
was excluded from the calculation of total C and N content of the soil.
2.3 Analysis of the spatial variability of soil CO2 eﬄux
2.3.1 Data collection
Soil respiration data was collected in two diﬀerent time periods with diﬀerent methods:
(1) between 01.07. and 03.07.2012 (as a preliminary assessment of soil respiration
rates in Norunda) and (2) between 16.08. and 20.08.2012. The data of the second
measurement campaign was intended to be used for this study. A spatial sampling
scheme, which would allow for a statistical analysis of soil respiration in relation to
environmental factors and an upscaling of respiration data to the ecosystem level, was
chosen. During the subsequent data processing, however, it became apparent that
the data of the ﬁnal data collection campaign was erroneous and could not be used
for further analysis. Therefore, the sampling scheme will not be described in detail
here. Instead, the data collected during the preliminary measurement campaign in
July was used to investigate the spatial variability of soil respiration. In July, the
plots were within 200m distance from the eddy covariance tower and clustered in three
diﬀerent directions from the tower: to the west in the unthinned part of the forest, to
the south-east and east in the thinned part of the forest (Fig. 2.1). At each plot, soil
respiration data was collected at three subplots very close to each other (approximately
10-20 cm distance between subplots).
During both campaigns, soil respiration data was collected using a portable infrared gas
analyser (EGM-4, PP-Systems, Massachusetts, USA) in conjunction with a respiration
chamber (CPY-2, PP-Systems, Massachusetts, USA). The chamber has a volume of
2427 cm3 and covers an area of 167 cm 2 soil (Fig. 2.3). The measurements were carried
out directly on the ground, without using collars, as the manual of the widely used
LICOR 6000-09 soil respiration chamber explicitly states that measurements can be
carried out without using collars by gently inserting the edge of the chamber into the
soil.
The plots were prepared in two diﬀerent ways for both measurement campaigns. For a
12
2.3 Analysis of the spatial variability of soil CO2 eﬄux
Figure 2.3. Soil respiration measurements using a portable gas analyser in combination with a soil
respiration chamber (PP-Systems, EGM-4 and CPY-2 chamber). This picture shows the
measurement on a prepared plot during the July campaign. In August, the measurements
were conducted directly on the moss layer without prior removal of vegetation.
comparison of the two diﬀerent methods, which yielded data of very diﬀerent quality,
the methods are summarised in Table 2.1 and will be described in the following.
In July, ground vegetation was removed to exclude the eﬀect of photosynthesis on the
soil respiration measurement. After the removal of vegetation, the edge of the chamber
was pressed into the soil to create an imprint that allowed a better sealing during the
later measurements. Each plot was left for three to six hours before the measurement
to reach a new equilibrium between soil CO2 and atmospheric CO2 concentration
and to minimise the eﬀect of the disturbance of the soil. To reduce the inﬂuence
of decomposition of dead roots and other organic material that was aﬀected by the
removal of ground vegetation, each measurement was conducted on the same day as
the preparation of the respective plot (i.e. preparation of the plot in the ﬁrst half of
the day, measurements in the second half of the day). Ten plots were measured per
day, 30 plots (with three subplots each) within three days of measurements, resulting
in a total number of 90 measurement locations.
In August, instead of inhibiting photosynthesis by removing the ground vegetation,
the chamber was darkened by covering it with a black plastic bag in order to avoid
photosynthesis. Soil respiration was measured by gently placing the chamber on the
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vegetation cover. By this, the disturbances of the soil caused by the removal of ground
vegetation and the cutting of ﬁne roots were avoided. Larger plants (e.g. grasses,
shrubs) were trimmed, as they would otherwise reduce the volume of the chamber and
disturb the measurement.
Due to the diﬀerent plot preparation, the measured ﬂuxes in both campaigns were
diﬀerent: In July, only soil respiration was measured, whereas in August, soil respiration
and respiration by the ground vegetation was measured.
Prior to each measurement, the chamber was ﬂushed with ambient air for 15 s and
then placed on the ground. Before the actual start of the measurement, the device is
equilibrating for 5 s. Subsequently, CO2 concentrations were measured every 4.8 s for
120 s.
Both, in July and August, auxiliary data were measured. Soil temperature at 3 cm
depth and soil humidity at 0-5 cm depth were measured by inserting a thermometer
and a soil moisture sensor (Delta-T Devices, Thetaprobe ML2x) into the soil. Displayed
values of the moisture sensor in Volt were converted to soil water content of m3m−3
by the following empirical equation for organic soils:
θ =
[1.07 + 6.4V − 6.4V 2 + 4.7V 3]− a0
a1
, (2.4)
with θ being the volumetric water content [m3m−3], V the signal of the Thetaprobe
in Volt and a0 = 1.3 and a1 = 7.7 two empirical parameters derived for organic soils
(Delta-T Devices, Thetaprobe ML2x Manual). Stone content at the soil surface was
approximated by inserting a metal stick of 10 cm into the soil at three random locations
within one subplot and documenting the number of times the complete insertion of the
stick was restricted by a stone (i.e. 0 = free of stones, 3 = many stones). This is not a
quantitative value of stone content, but a qualitative proxy for the stone content of
the surface soil. Distance and species of the closest three trees to the plot centre were
measured with a measuring tape and documented per plot. A qualitative description of
each plot, particularly information on the local topography (on a hill, in a depression,
on a slope, in an even area), light conditions (open space, medium shaded, very shaded)
and moisture conditions (dry, medium, wet) together with a description of the local
vegetation, were documented, but not included in the statistical analysis, as they are
very subjective descriptions of the environmental properties.
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Table 2.1. Comparison of EGM measurement campaigns in July and August 2012
June 2012 August 2012 
Time: • 01.07. – 03.07.2012 • 16.08. – 20.08.2012
Preparation • Removal of ground vegetation
• Pressing metal frame into the soil to 
leave an imprint
• Leaving the plot for 3-6 hours 
before measurements 
• Larger plants were trimmed to 
obtain a nearly flat surface
• Chamber was placed on the ground 
vegetation, trying to avoid
disturbances
• Metal frame was not pressed into 
the moss or litter layer (to avoid 
release of CO2)
Subplots per plot • 3 • 3
Measurement time • 120 s per measurement (every 4.8 s) • 120 s per measurement (every 4.8 s)
Measurement of 
environmental 
factors 
For each subplot:
• soil temperature (3x)
• soil moisture (3x)
• stone content (3x)
For each plot:
• distance and species of next three 
trees
• vegetation (qualitative)
• local topology (categorical)
• light conditions (categorical)
• moisture regime (categorical) 
For each subplot:
• soil temperature (2x)
• soil moisture (3x)
• stone content (3x)
For each plot:
• distance and species of next three 
trees
• vegetation (categorical: grass, 
shrubs, moss)
• local topology (categorical)
• light conditions (categorical)
• moisture regime (categorical)
Advantages • Less leakage of air
• Relatively linear increase of CO2
concentration  reliable calculation 
of CO2 fluxes
• Short preparation time  more 
measurements per day under 
comparable conditions feasible
Disadvantages • Long preparation time  only few 
measurements per day feasible
• Removal of ground vegetation 
might cause longer disturbances 
than for a few hours
• Leakages of CO2 and releases of 
CO2 more complex CO2
concentration gradient, 
interpretation of results more 
difficult
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2.3.2 Data preparation
A linear regression was applied to values of CO2 concentration against time. The ﬁrst
30 and last 10 s of each measurement were excluded from the regression to minimise
the eﬀects of disturbances due to placement of the chamber on the soil and a decreased
slope to the end of the measurement due to an increase in CO2 in the chamber. The
slope mc [ppm s−1] of the linear regression was converted to CO2 ﬂux F [µmolm−2 s−1]
using the following equation (PP-Systems, EGM-4 Manual):
F =
mc
22.4 L
· P
P0
· T0
T
· Vch
Ach
· 1
1000 cm3 L−1
, (2.5)
F CO2 ﬂux [µmolm−2 s−1]
mc Slope of the linear regression [ppm s−1]
P Mean air pressure in the chamber during the measurement [hPa]
Po Standard pressure = 1013 hPa
T Mean air temperature in the chamber during the measurement [K]
T0 Standard temperature = 273.15K
Vch Volume of the chamber
Acm Area of the chamber
2.3.3 Method comparison
Both measurement methods were compared based on a visual inspection of the data
and on the obtained R2-values of the linear regression. The R2-value is an indicator
of the goodness of ﬁt of the data to a linear model and reﬂects, how close the values
are to the linear regression line. The higher the scatter around the linear regression
line, the lower the R2-value. A histogram of R2-values was created to visualise the
diﬀerence in data quality.
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2.3.4 Statistical analysis
The relationship between soil respiration and environmental factors was explored using
a multiple, linear regression. A particular focus was set on the link between soil
respiration (as the dependent variable) and soil temperature, soil moisture, stone
content of the soil and the distances and species of surrounding trees (as independent
variables).
For the statistical analysis, only the data of the measurement campaign in July was
used. Thirty plots with three subplots each were sampled, i.e. 90 measurements were
available. Incomplete rows of the data set were removed, resulting in a total number
of 81 measurements. Mean, standard deviation (STD) and coeﬃcient of variation
(CV) of soil respiration and all quantitative environmental variables were calculated.
Additionally, standard deviation and coeﬃcient of variation of soil respiration, soil
temperature and soil moisture were calculated plot-wise and subsequently averaged
over all plots. The obtained plot-wise variability was compared to the overall variability
of the data. Qualitative variables, such as tree species, were converted into numerical
data using dummy variables. The variables that were used for the regression and their
respective data type are described in Table 2.2.
Before applying the multiple, linear regression, scatter plots of all quantitative predictor
variables against soil respiration as well as between pairs of quantitative predictor
variables were created to visually investigate the respective relationships. Additionally,
a linear regression was applied to each of the pairs of predictor and output variables to
further highlight a possible correlation.1
The multiple, linear regression was started using a statistical model that includes the
complete set of predictor variables. As this model includes non-signiﬁcant variables, a
stepwise backwards regression was applied to the model. The stepwise regression is a
method to ﬁnd a good, statistical model by adding or removing predictor variables
to the previous model based on their capacity to improve model predictions. As an
index of the goodness of ﬁt and to decide which variable will be added or removed
1By applying a linear regression, it should not be implied that the relationship between the data
is necessarily linear; on the contrary, previous studies showed that the relationship between soil
respiration and certain environmental variables, e.g. temperature and soil moisture, are non-linear.
However, the linear regression was used, to highlight a potential correlation of the data (positive
or negative).
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Table 2.2. Dependent and independent variables used for the regression analysis. The variable name
is the short name used within the statistics software R. The scale describes the data type of
each variable.
Variables Variable name Unit Description Scale
Dependent
variable
Flux [µmolm−2 s−1] Soil CO2 eﬄux, measured 1x per
sub-plot
ratio
Independent
variables
Temp.mean [◦C] Soil temperature, mean of 3
measurements per subplot
interval
SWC.mean [m3m−3] Soil water content, mean of 3
measurements per subplot
ratio
Stone.content [-] Proxy for stone content (0–3) ordinal
T.dist.mean [m] Mean distance of the closest 3
trees, measured per plot
ratio
T.dist.min [m] Distance to closest tree,
measured per plot
ratio
Spec.most.s [-] Dummy variable for tree species
that is dominant among the
closest 3 trees: "spruce" (= 1) or
"pine" (= 0)
categorical
Spec.closest.s [-] Dummy variable for tree species
that is closest to the plot:
"spruce" (= 1) or "pine" (= 0)
categorical
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and at which point to stop, the Aikake information criterion (AIC) is used. The AIC
takes into account the predictive capacity of a set of independent variables as well
as their total number. The often used R2-value will always rise, when a variable is
added to a statistical model, regardless of whether this variable does indeed improve
model predictions or not. The AIC, however, calculates a penalty term for every
additional variable and, thus, reﬂects better the trade-oﬀ between the increase in
explained variability by adding more variables and the over-ﬁtting of a dataset. The
automatic stepwise regression stops, when the AIC is minimal. After ﬁnishing the
stepwise regression, the obtained statistical model was analysed and non-signiﬁcant
variables were manually removed, when necessary. The signiﬁcance level to reject the
null hypothesis (no correlation between two variables) was set as α = 0.05.
The linear regression is based on several assumptions about the residuals, which
have to be checked afterwards. Therefore, residuals were plotted against predicted
values, furthermore, a normal-Q-Q plot and a histogram of residuals were created.
The following criteria were inspected: (1) The error variance is independent from the
predicted values. (2) The mean of the residuals is constant over time. (3) Residuals
are independent from each other. (4) Residuals are normally distributed.
All the steps of the regression analysis and residual diagnosis were carried out using
the statistics software R.
2.4 Analysis of the temporal variability of soil CO2
eﬄux
2.4.1 Data collection
Net ecosystem exchange
The Norunda research station is equipped with a 102 m high tower, set up with eddy
covariance measurements (momentum, heat, CO2, H2O) at 33m and 97m (Fig. 2.4).
Eddy ﬂuxes are measured with a Metek USA-1 3D sonic anemometer (Metek GmbH)
and a LI-7000 closed-path infrared gas analyser (LiCor Inc.) at a sampling rate of 10Hz,
averaged over 30min intervals. A footprint analysis showed that the 33m instrument
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has its source area within the forest, while the instrument at 97m represents areas
extending beyond the forest, especially at night (Lindroth et al., 1998). Therefore only
data from 33m altitude was used. The raw data was corrected for sensor inclination
and signal time lag due to the length of the tube; corrections for air density ﬂuctuations
were carried out in accordance to Webb et al. (1980).
Data from 24.02.2007 to 31.12.2011 was selected for the analysis, since the data quality
was highest and the measurement method consistent.
Soil CO2 eﬄux, soil temperature, soil water content and PAR
Soil CO2 eﬄux is continuously measured in the thinned part of the forest using an
automatic chamber system (Fig. 2.5). The system consists of six chambers (after
the thinning 2008: ﬁve chambers) that are placed on metal frames, which have been
inserted into the soil. The locations of the chambers were chosen to reﬂect diﬀerent
conditions in the forest in terms of topography, abundance of stones and boulders,
moisture conditions and vegetation. Each chamber covers an area of 0.198m2 (area of
the metal frame), and has a volume of 0.105m3 (volume of the chamber plus part of the
metal frame above the soil surface). All chambers are are equipped with a PAR sensor,
a thermometer inserted approximately 3 cm into the soil and a soil moisture sensor
(Delta-T Devices, Thetaprobe ML2x) inserted about 5 cm into the soil. Furthermore,
all chambers are connected to a pump, a CR10X data logger (Campbell Scientiﬁc Inc.)
and a LI-820 gas analyser (LiCor Inc.).
The chamber system is controlled by the central data logger. One measurement cycle
for all the chambers has a duration of 30min, ﬁve minutes per chamber. During the
ﬁrst two of those ﬁve minutes, the air in the chamber is mixed by the fan while the
lid remains open to obtain ambient CO2 concentrations. At the same time, the air is
circulated to the gas analyser. After two minutes, the lid closes and for three minutes,
CO2 concentrations (in ppm) are measured every 10 s (18 measurements). The fan is
active during the measurement to obtain a well-mixed gas phase in the entire volume of
the chamber. After the measurement, the lid opens and soil temperature, soil moisture
and PAR at all six chamber locations are logged. Subsequently, the measurement of
the next chamber starts. Thus, for each chamber, soil CO2 eﬄux is measured every
30min; soil temperature, soil moisture and PAR every ﬁve minutes.
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Figure 2.4. Eddy covariance tower in Norunda. Measurement systems for ecosystem fluxes are installed
at 33m and 97m.
Figure 2.5. Automatic chamber in Norunda for the measurement of soil CO2 eﬄux, soil temperature,
soil moisture and PAR.
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Two measurement periods were selected for the analysis (for reasons of good data
quality and consistency of the measurement system): (1) 10.05.2007 to 08.06.2008 and
(2) 24.06.2010 to 30.06.2012. In the end of 2008, the forest was thinned, i.e. 20% of
the trees were cut. After the thinning, only ﬁve chambers were in use, because one of
the chambers was ﬂooded due to a higher water table in the forest.2
Soil CO2 eﬄux was calculated by applying a linear regression on the continuously
measured CO2 concentrations to obtain the slope mc [ppm/s], which equates to the
increase in CO2 concentration and thus the CO2 eﬄux from the soil. The ﬁrst three
and last one measurement point (equals ﬁrst 30 and last 10 s) were excluded from the
linear regression to reduce the eﬀect of disturbances by the closing and opening of the
lid.3 Equation 2.5 was used to convert the slope from ppm s−1 to µmolm−2 s−1. Soil
water content was derived from the raw data using equation 2.4.
2.4.2 Data preparation
As the data was in a raw format, it needed to be pre-processed before being used for
the analysis. The pre-processing included the creation of a common 30-min time step
that allows a comparison between the diﬀerent data sets, the ﬁltering of erroneous
data and gap-ﬁlling of the data. The pre-processing steps will be described in detail in
the following.
Creation of a common time step
Soil temperature, soil moisture and PAR were averaged over 30min intervals to create
a common time step with the other variables. The assigned time was the beginning
of a 30min averaging period (as similar to the eddy covariance measurements). The
time steps of the measurements of soil CO2 eﬄux were adjusted accordingly to match
2The cause of the higher water table after the thinning is not yet completely understood. Since the
flooding of low-lying areas, which previously were not flooded, is persistent, it does not seem to
be related to different precipitation conditions before and after the thinning. The thinning itself
is discussed as a possible cause: Through the reduction of trees, the uptake and evaporation of
ground water might be significantly reduced and through this, the ground water table is rising.
3After 2 min, the last measurement is carried out and the lid opens at the same time, therefore, the
last data point was excluded to avoid any potential inference of the measurement and the opening
of the lid.
22
2.4 Analysis of the temporal variability of soil CO2 eﬄux
this time step: each time was rounded down to the next 30min interval, e.g. every
measurement between 10:00 and 10:29 was attributed to 10:00. This allowed to compare
data falling into the same 30min interval.
Filtering of the chamber data
Soil CO2 eﬄux data was ﬁltered in three steps:
1. Removal of data points that are located in a sequence of empty data points:
When individual data points are located in a longer series of empty data points,
they are mostly artefacts. Therefore, this ﬁlter checked for each data point,
whether within a time window of ﬁve measurements (+/- 2 measurements around
the data point), more than three values were NaNs (not a number). If yes, then
the value in the centre of the time window was removed.
2. Removal of outliers:
For each data point, the mean and standard deviation were calculated within
a time window of one week (+/- 3.5 days). If the data in the centre of the
time window was an outlier (i.e. distance to mean greater than three times the
standard deviation), it was removed. This was carried out for both the time
series of soil CO2 eﬄux and for the corresponding R2-values. The reasoning for
this ﬁlter is, that no clear threshold for soil CO2 eﬄux and R2-values can be set
to select which data is erroneous. When photosynthesis occurs, R2-values can be
low although the measured ﬂux is correct. Therefore, the pattern of soil CO2 ﬂux
measurements in a time window of seven days were taken into account instead of
removing data below a certain R2 threshold.
3. Visual inspection of the data:
After the application of these ﬁlters, all the data were visually inspected and
remaining erroneous data removed. This was particularly the case for data on
soil CO2 eﬄux in winter 2010/2011, when ﬂux values were unrealistically high,
possibly due to snow in the chambers reducing their volume. These values could
not be corrected, therefore they were removed entirely in the period between
23.12.2010 and 27.03.2011.
For soil temperature, soil moisture and PAR, only the 2nd ﬁlter type was applied.
Outliers were not removed, as the data changes more rapidly. Visual examination
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revealed a very high data quality. In appendix B, the number of ﬁltered data points
per dataset are presented.
Gap-filling and flux-partitioning of ecosystem exchange and soil CO2 flux data
Gap-ﬁlled time series are required for the wavelet analysis. For NEE, a gap-ﬁlling
procedure based on Falge et al. (2001) and Reichstein et al. (2005) was used. A brief
description and an automated version of the algorithm is provided by the website of
the Max-Planck-Institute for Biogeochemistry (MPI-BGC Jena, Online eddy covari-
ance gap-ﬁlling and ﬂux-partitioning tool, accessed 16 April 2013, http://www.bgc-
jena.mpg.de/~MDIwork/eddyproc/index.php), where eddy covariance data can be
uploaded and is automatically quality-checked, gap-ﬁlled and, if requested, partitioned
into GPP and REco (see below). Net ecosystem exchange data was uploaded together
with u*4, air temperature and irradiation data. Data with critical u*-values were
automatically removed prior to gap-ﬁlling. Gap-ﬁlled NEE data for the complete years
2007-2011 were obtained.
A standard gap-ﬁlling procedure for soil ﬂux data that is consistently applied in diﬀerent
studies, has yet to be deﬁned. Since soil CO2 ﬂuxes behave very similarly to ecosystem
ﬂuxes, the same algorithm as for gap-ﬁlling of NEE data was applied (after preparation
to match the required format of the website mentioned above). The algorithm uses
bins of temperature and irradiation to identify similar environmental conditions and
to ﬁll gaps with mean values of these similar conditions. Therefore, before uploading,
soil temperature and PAR were multiplied by a constant factor (2.5 for temperature,
2 for PAR) to increase the sensitivity of the algorithm, as soil temperature and PAR
at the forest ﬂoor are less variable than air temperature and irradiation at the top
of the canopy. The data was re-converted afterwards. Gap-ﬁlled soil CO2 eﬄux, soil
temperature and PAR data were obtained for each chamber.
All gap-ﬁlled data was provided with a quality parameter “fqc” about the reliability of
the gap-ﬁlling for each value (0 = original data point, 1 = very high reliability 2 =
medium reliability, 3 = low reliability). An aggregated parameter “fqcOK” distinguishes
between high quality data (with a quality parameter of 0 or 1→ fqcOK = 1) and lower
4U* is a parameter for the turbulence and used to check for non-turbulent conditions during
night-time. Eddy-covariance data of those stable conditions are not reliable and are generally
removed.
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quality data (with a quality parameter of 2 or 3 → fqcOK = 0). In the present study,
the lower quality data is referred to as “critical gap-ﬁlled data”. The critical gap-ﬁlled
values will be highlighted in the results, when they contribute to an aggregated value,
e.g. calculation of a mean, or when they are used for the analysis of the relationship
between two variables. For further information on the quality parameters, please
refer to the website of the online eddy covariance gap-ﬁlling and ﬂux-partitioning tool
(MPI-BGC Jena).
Flux-partitioning of NEE and soil CO2 eﬄux into respiration and CO2 uptake was
carried out using the algorithm described in Reichstein et al. (2005). Soil respiration
and respiration of ground vegetation will be combined and referred to as soil respiration
only. The ﬂux partitioning algorithm is provided through the MPI-BGC-website.
It extrapolates night-time respiration data (distinguished by irradiation values and
cross-checked against sunrise and sunset data derived from the local time and standard
sun-geometrical routines) to the rest of the day based on an empirical temperature-
respiration-relationship. For NEE, air temperature was used; for soil CO2 eﬄux, soil
temperature.
A summary of the percentage of chamber data aﬀected by each pre-processing step,
especially the fraction of ﬁltered and gap-ﬁlled data in relation to the whole investigated
time periods, can be found in appendix B and will be summarised in the following.
The data quality for soil CO2 eﬄux is very good during the ﬁrst measurement period,
but less good for the second period: In the ﬁrst period, the data coverage with raw
data was about 97% and after pre-processing, only approximately 6% of the data
was gap-ﬁlled (only 0.43% critical gap-ﬁlling). The second period has a data coverage
with raw data of ca. 90%. After the pre-processing, around one quarter of the data
points (27%) were gap-ﬁlled, and 19% gap-ﬁlled with a low-quality ﬂag. This high
fraction of gap-ﬁlled values is due to the mentioned data gap of three months in winter
2010/2011. In order to obtain a longer, continuous time series, this period was not
divided into two separate time series, but was gap-ﬁlled instead. However, these values
should be used carefully and will be explicitly ﬂagged, when used. The results for
the auxiliary data are better: The data coverage of temperature, moisture and PAR
data (30-min-averages) is within the range of 97-100%. Only 2-4% of the ﬁnal data
are gap-ﬁlled, thus, having a marginal impact on results of the analyses. NEE data
of the whole time period has a ratio of gap-ﬁlled data of about 30%. This is mainly
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due to the removal of data which do not meet the u*-criteria (particularly night-time
data). Figure 2.6 shows the ratio of gap-ﬁlled data to total data for soil CO2 ﬂuxes
and ecosystem exchange for the respective time periods.
2.4.3 Data analysis
2.4.3.1 Monthly and annual statistics
For each month, the mean, standard deviation and coeﬃcient of variation of all data
was calculated (FSoil, soil CO2 uptake, RSoil, NEE, GPP, REco, TSoil, PAR, SWC) and
plotted in order to analyse soil CO2 eﬄux within the overall carbon cycle of the forest
and to investigate relationships between soil CO2 eﬄux and environmental conditions.
Annual means were calculated for two selected years: (1) 01.06.2007 – 31.05.2008
(before the thinning) and (2) 01.08.2010 – 31.07.2011 (after the thinning). These years
were selected to cover both time periods, before and after the thinning, and because
these time periods contained data from both the chamber and the eddy covariance
measurements.
Figure 2.6. Percentage of gap-filled data to total data for FSoil, PAR, TSoil and NEE
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2.4.3.2 Ratio of soil respiration to ecosystem respiration
Daily means of soil respiration values were plotted against daily means of ecosystem
respiration values for both time periods (before and after the thinning). Mean values,
that were derived from more than one third of critical gap-ﬁlled data, were excluded.
A linear regression, with the intercept forced to be zero, was applied to the data to
calculate the ratio of soil respiration to ecosystem respiration. The slope is the average
ratio of the two variables:
RSoil = m ·REco (2.6)
RSoil
REco
= m (2.7)
To analyse yearly ﬂuctuations of the ratio between soil respiration and ecosystem
respiration, R = RSoil
REco
was calculated for each day (using daily means of RSoil and REco
with less than one third critical gap-ﬁlled values) and plotted against time. Additionally,
the overall mean and median of this ratio R was calculated.
2.4.3.3 Wavelet analysis
A comprehensive description of the wavelet analysis, its mathematical fundamentals,
possible applications and practical examples are provided in appendix A. For a short
description of how to interpret wavelet diagrams, please refer to the subsection “Practical
examples”.
A wavelet analysis was carried out using hourly means of soil CO2 eﬄux, soil temperat-
ure and GPP. Soil CO2 eﬄux was used instead of the calculated soil respiration values,
since the ﬂux-partitioning algorithm derives day-time respiration values by applying a
temperature-respiration-relationship to night time respiration values. Therefore, the
day-time respiration values would simply follow the temperature gradient, masking
any relationship to other variables.
Soil moisture was not included in the analysis, since no clear relationship was found by
visual examination of the data, and because the data could not be gap-ﬁlled.
PAR was not included in the analysis, since it is very closely linked to GPP and would
be a redundant variable. GPP is more directly coupled with CO2 ﬂuxes as it is proxy
for the photosynthetic activity of plants, therefore, it was given preference.
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Existing and publicly available Matlab scripts for the wavelet analysis by C. Torrence
(ITT Visual Info. Solutions, Boulder, Colorado, USA), G. P. Compo (NOAA/CIRES
Climate Diagnostics Center, Boulder, Colorado, USA) and A. Grinsted (Arctic Centre,
University of Lapland, Finland) were adjusted in order to facilitate the usage and to
automatically produce diagrams. The main algorithm remained unchanged.
The wavelet analysis was applied to normalised time series of hourly mean values (after
gap-ﬁlling) using the Morlet wavelet. Normalisation was carried out using the following
equation:
x′(t) =
x(t)− x(t)
σx
, (2.8)
where x(t) is the mean value of x(t), σx the standard deviation of x(t). Before
application of the wavelet algorithm, the time series were zero-padded. For the
uni-variate wavelet sample plots, signiﬁcance testing was carried out against the
null hypothesis of an AR(1) model. For the wavelet coherency analysis, signiﬁcance
was tested using a Monte-Carlo simulation with a α = 0.05 signiﬁcance level and
300 repetitions (Torrence and Compo, 1998).
Wavelet sample plots and global wavelet spectra, describing the periodic patterns of
one variable, were created for:
• Soil CO2 eﬄux: measurement period 1 and 2
• Soil temperature: measurement period 1 and 2
• GPP: 2007-2011
Wavelet coherency plots, assessing the dynamical relationships between two variables,
were created for the following pairs of datasets:
• Soil CO2 eﬄux and soil temperature: measurement period 1 and 2
• Soil CO2 eﬄux and GPP: measurement period 1 and 2
• GPP and soil temperature: measurement period 1 and 2
After having investigated the wavelet coherency of soil CO2 eﬄux with both predictor
variables, it is of interest to attribute a speciﬁc covariation at a certain frequency to
one of the two independent variables. One way to explore, which spectral pattern can
be attributed to one speciﬁc predictor variable, is to compare the wavelet plots of the
two variable pairs (soil CO2 eﬄux + soil temperature and soil CO2 eﬄux + GPP)
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and to identify areas, that are signiﬁcant in one plot, but not in the other. Another
way, which is presented here, is to analyse the correlations that exist between the
environmental factors (GPP + soil temperature) by analysing their wavelet coherency
plot. If GPP and soil temperature are covarying in a certain area of the plot and
soil temperature does have a ﬂuctuation pattern in the same area of the plot, then
it would be diﬃcult or impossible to attribute this pattern to one of the predictor
variables. However, if there is no correlation of the two variables in the speciﬁc area
of the wavelet coherency plot, but a signiﬁcant correlation between soil CO2 ﬂux and
one of the environmental variables, then this pattern is likely to be attributable to
this speciﬁc variable. Therefore, the wavelet coherency was also calculated for the two
predictor variables.
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3.1 Soil sampling and analysis
In this section, the proﬁles of the chemical and physical examination of the soils in
Norunda is presented. Firstly, the soil pits, at which the samples were collected, will
be described. Subsequently, the results of the analysis of C and N content, pH and
bulk density as well as the calculated total C and N contents for the whole soil proﬁles
are presented and discussed.
3.1.1 Soil profile description
Soil sampling was carried out at three representative locations in the forest. The
sampling procedure was generally very diﬃcult due to the high stone content of the
soils. The use of a digging machine signiﬁcantly facilitated the process. Through this,
it was possible to excavate three soil pits of 1m depth.
At all three soil pits, the process of podsolisation was visible, but very weak. Podsolisa-
tion means the mobilisation of iron and aluminium oxides by organic acids (originating
from the litter layer) at top soil horizon, their transport through the soil and their
following immobilisation at deeper soil horizons with higher pH-values. This process
leads to the formation of a bleached eluviation horizon, poor in iron and aluminium
oxides (called sesquioxides), and a brownish-orange illuviation horizon, enriched in
sesquioxides. In Norunda, the eluviation horizon was generally very thin, ranging from
a few millimetres to a few centimetres. The following illuvial horizon was only vaguely
visible as a slightly darker brownish-orange colour, with a smooth transition to the
next horizon, a bruniﬁcation layer that is characterised by its brownish colour due to
the weathering of iron minerals. Altogether, as opposed to the ﬁndings of Stähli et al.
(1995), the soils were classiﬁed as Spodo-Dystric Cambisols.
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Photos of all three soil pits including a detailed description of the soil horizons can be
found in appendix C.1. In the following, the three individual soil pits will be described
brieﬂy.
Proﬁle T1 is located on a hill in the thinned part of the forest. Its soil has a sandy
texture throughout the whole soil proﬁle, is relatively dry and has a very high content
of stones and boulders. Soil sampling was very diﬃcult, due to the very high stone
content. Bulk density samples could not be taken.
Proﬁle T2 is located in a depression also in the thinned part of the forest, in proximity
to proﬁle T1. Its soil has a signiﬁcantly lower stone content and is characterised by
a very compact clay layer in the lower parts of the proﬁle. Above this layer, the soil
is more sandy and contains more stones. The ground water table is relatively high,
at about 90 cm below the soil surface. As contrary to expectations, a greyish soil
horizon with red mottles was found at ground water depth (therefore, it is not a typical
reduction horizon found in Gleysols, but rather indicates oxidation of iron oxides). The
soil horizon above the greyish-reddish horizon was without red mottles and appeared
more bleached. Therefore, this horizon could be an indicator for a Stagnosol. However,
there was no change in texture between the two soil horizons with and without red
mottles, both had a high clay content and were very compact, which is not typical for
the diagnostic Sw and Sd horizons of a Stagnosol. Therefore, the visible soil horizons
could not be clearly identiﬁed as characteristic Stagnosol or Gleysol horizons.
Proﬁle UT is located in the unthinned part of the forest, in a relatively low-lying area.
It contains a very high amount of stones and particularly boulders, making it diﬃcult
to take soil samples. In this proﬁle, a clayey layer was above a more stony-sandy layer.
At this proﬁle, too, the ground water table was relatively high, at about 80 cm depth,
however, the process of gleisation /as typical for a Gleysol) could not be identiﬁed.
It can be summarised that the soils in Norunda are very heterogeneous due to their
glacial history. They developed on very diﬀerent deposits with varying properties
and contain all grain sizes from large stones and boulders over sandy to clayey-loamy
substrates. On hills, the stone and boulder content appeared to be higher and the soils
drier and more sandy. In depressions, the soils seemed to have a higher clay content
and a lower stone content. Moreover, they were more humid, due to a better retention
of precipitation and a higher groundwater table in relation to the soil surface.
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3.1.2 Chemical and physical properties
C/N content and pH
Figure 3.1 presents the depth functions of C and N concentrations and pH-values in
the soil. The corresponding table with additional values for the litter layer and the
stone content of each soil sample can be found in appendix C.2.
The highest values of C and N content can be found near the soil surface, where the
input of organic matter from the litter layer is highest. They are in the range of
30.7-104.7mg g−1 for soil C and 1.6-5.0mg g−1 for soil N. With increasing depth, the C
and N concentrations decrease. Below a depth of about 30 cm, the values of C and N
concentration are below 10% of the C and N concentration at the soil surface and only
marginally contribute to the total C and N storage in the soil proﬁle. At these three
soil proﬁles, the decrease in concentrations of C and N appears to follow a power law.
This is, however, not a general rule, since the distribution of C and N depends on many
factors, such as the parental material (and potentially diﬀerent layers of substrates),
the transport of organic substances within the soil, the mixing of soil by the soil fauna,
the clay content in diﬀerent depths etc.
The pH of the soils varies in the range of 3-5, with lower values at the soil surface and
increasing pH with increasing depth. The parental material of the soil has a pH value
of approximately 5, as can be derived from the pH-values of the lowest sampling points.
The soil is acidifying from the top, through precipitation and the release of organic
acids by the litter layer. These acids are transported into the soil and neutralised by
diﬀerent buﬀering mechanisms. From the top, the soil loses its buﬀering capacity and
increasingly acidiﬁes. The increase in pH with increasing soil depth appears to follow
an exponential function. However, similar to the gradient of C and N content, this
cannot be generalised, as the soil pH depends on many diﬀerent factors.
When comparing the measured C and N concentrations and pH-values between the
thinned and unthinned part of the forest, the soil in the unthinned part of the forest
seems to have lower carbon and nitrogen contents and a higher pH, particularly close
to the soil surface. These diﬀerences might be caused by the thinning, as the thinning
increases the amount of litter on top of the soil (especially dead branches), which is
then releasing organic acids that are introduced into the soil and are visible as increased
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Figure 3.1. Soil C and N content and pH over soil depth. Samples were taken at 5 different depths
of each soil profile. Soil C and N were measured on the basis of a dried and ground
subsample, using a CN analyser (Elementar analyser, model: mario Max CN). Soil pH
was measured using a suspension of 1:2.5 soil to KCl solution. The derived C and N
contents and pH-values are marked by point markers with different shapes. The values
between the points are linearly interpolated. Per soil profile and depth, one mixed sample
of different locations (at the same depth) was collected and analysed, without repetition,
therefore no error bars are presented in the diagram.
C and N concentrations and decreased pH-values. However, since the number of soil
proﬁles in both areas of the forest is very small, a robust evaluation of the eﬀect of the
thinning is not possible.
The values for the C content and pH are aligned with the ﬁndings of Stähli et al. (1995).
In his study, pH-values in the range of 3-5 were found (with an increase of pH with
increasing soil depth). The organic C content, measured as loss on ignition, ranged
between 0.1 and 10.0%, and was thus of similar magnitude as values for C content
found in the present study.
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Bulk density of the fine soil
The table for the calculation of bulk density can be found in appendix C.3. At proﬁle T2,
bulk densities of 1.34 g cm−3 and 1.69 g cm−3 were calculated; at proﬁle UT, measured
bulk densities are 1.12 g cm−3 and 1.53 g cm−3. Due to the high stone content of the
soil, the uncertainty within these calculations is relatively high: Soil was lost, when the
cylinder was removed from the soil wall or stones, that were half in the cylinder and
half outside, had to be removed. The volume of the holes, that were not ﬁlled by soil,
had to be estimated, introducing a source of error. Additionally, bulk density is likely
to be very variable, due to a diﬀerent degree of compression of the soil by the glacier.
Therefore, more samples for the calculation of bulk density would be required to cover
this variability. However, because of the high stone content, the collection of further
samples was not possible and the carbon content was calculated based on these values.
3.1.3 Upscaling of C and N content
The interpolated values of soil C and N content, bulk density and the estimates of soil
stone content were used to calculate the total C and N content over (1) 30 cm and
(2) 65 cm. The total soil C content ranged between 35 and 76 t ha−1, total N content
was in the range between 2.2 and 4.2 t ha−1 (Table 3.1). The largest part was found
in the top soil: 73-86% of total C and N content was found in the ﬁrst 30 cm below
the soil surface. The obtained values for total carbon stocks are comparable to those
found in previous studies (Batjes, 1996; Rapalee et al., 1998; Callesen et al., 2003).
Table 3.1. Estimated soil C and N content of soil profiles T2 and UT. The values were calculated
based on a linear interpolation of C and N content over the soil depth (sampled at five
different depths per profile), a linear interpolation of bulk density (sampled at two different
depths per profile) and a visual estimation of the stone content of each soil horizon. The
total content was calculated for two depths: a) 30 cm (standard Kyoto depth) and b) 65 cm
(location of the deepest sampling point at both sites).
C content [t ha-1] N content [t ha-1]
T2 UT T2 UT
0-30 cm: 65.29 27.70 3.19 1.61
0-65 cm: 76.06 35.47 4.20 2.19
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Discussion of uncertainty
It is apparent, that proﬁle T2 contains about twice as much C and N as proﬁle UT.
The main explanation for the diﬀerence between the results is the stone content of the
two proﬁles. While proﬁle T2 contained relatively few stones and boulders and was
mainly characterised by a substantial clay layer, proﬁle UT was very rich in stones and
boulders, making it very diﬃcult to take soil samples. As the C and N content for each
diﬀerential soil layer is reduced by the volume of stones in this layer, the total content
is accordingly reduced. The stoniness was estimated based on a visual comparison
with drawings provided in the German guidelines for soil description (Ad-Hoc-AG,
2005). This estimation is very subjective and largely inﬂuences the outcome of the
calculation. Other methods of stone estimation exist, e.g. the rod penetration method,
and were evaluated for glacial till soils (Eriksson and Holmgren, 1996). However, for
soils with very high stone contents, surface penetration methods do not yield robust
results (Eriksson and Holmgren, 1996). A reliable method for reproducible estimates of
stone content of very stony soils as in Norunda has yet to be found. Additionally, even
if the estimate of stone content at a speciﬁc soil proﬁle was correct, the high variability
of stone content in Norunda would require a larger number of repetitions (i.e. a larger
number of soil pits) to reliably estimate the C and N content of the soils.
The diﬀerent sampling depths at both proﬁles are a further source of uncertainty.
At proﬁle T2, there is one large value of C and N content directly under the soil
surface, but the next sampling point is relatively low at 12.5 cm (Fig. 3.1). Through the
linear interpolation, this value contributes largely to the overall C content. Contrary
to this, there are two sampling points near the soil surface at proﬁle UT. Through
this higher “resolution”, the integrated C and N content over the same range of soil
depth is lower. The original idea was to sample the soils based on their respective soil
horizon distribution. However, since the horizons are not clearly distinguishable and
the transitions relatively smooth, it might have been a better choice to select ﬁxed
sampling depths (e.g. every 5 cm near the soil surface, and every 10 cm below a certain
depth). This would have increased the resolution of the C and N distribution within
the proﬁle and facilitated the comparison between diﬀerent soil pits.
Another possible method to allow for a better comparison between the sampling plots
could have been to apply a diﬀerent interpolation method. Instead of the linear
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interpolation, an interpolation based on the power law (f(x) = a · xb) could have been
used. In this speciﬁc case, as the decrease of C and N content appeared to follow
a power law, this approach might have been more realistic. The content of C and
N would have decreased more rapidly in the ﬁrst centimetres below the soil surface,
eliminating the impact of the diﬀerences in sampling depths.
3.2 Analysis of the spatial variability of soil CO2 eﬄux
In the following section, the results for the spatial variability of soil CO2 eﬄux in
relation to environmental conditions are presented. Soil CO2 ﬂux data was collected
using a portable gas analyser in July and August 2012. Two diﬀerent methods for
plot preparation and measurement were used and will be compared in terms of their
data quality. Observed causes of diﬀerences in data quality between the two datasets
will be discussed, and a measurement method for the given conditions (vegetation and
soil properties) will be suggested. Subsequently, the statistical properties of the data
collected during the July campaign and the results of the multiple, linear regression
are presented. The ﬁnal model will be discussed with respect to the goodness of ﬁt of
the model to the measured data and compared to the literature.
3.2.1 Method comparison
Visual inspection of the data obtained in August 2012 revealed that the data quality is
not suﬃcient for being used in a regression analysis. The measured CO2 concentrations
behave mostly in a non-linear way: They show a strong increase in the beginning of
the measurement, often followed by a falling of concentrations and an increase again
towards the end (as an example, see Fig. 3.2). This concentration gradient results in
very low R2-values for the linear regression, making it impossible to calculate a reliable
ﬂux value from the measured concentrations. In July, however, the data quality is very
high throughout the whole dataset and the measured increase in CO2 concentrations
follows a nearly perfect linear trend in most cases, resulting in very high R2-values
for the linear regression. The histogram of obtained R2-values of the ﬂux calculations
of both datasets, shown in Fig. 3.3, illustrates the diﬀerences in data quality. While
R2-values of the August dataset are more or less evenly distributed over the whole
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range of possible values (only 22.2% are above 0.9), in July most of the R2-values are
very high (84.9% are above 0.9).
Two possible factors for the non-linear CO2 concentration gradient in most of the
August measurements are:
1. No close sealing to the ground:
The vegetation is characterised by a thick and soft moss layer. Small holes
between the metal frame of the chamber and the moss cover allowed the air to
circulate between the chamber and the atmosphere, leading to a dilution of CO2
concentrations. The relative contribution of this eﬀect depends on the following
factors:
• The amount of holes or, in other words, the diﬀusion coeﬃcient for the
diﬀusion between the inside and outside of the chamber. This factor is
diﬀerent between subplots.
• The current wind speed: The higher the wind speed, the stronger the mixing
between the chamber and the atmosphere. This factor can be changing
during one measurement cycle.
• The gradient between the CO2 concentration in the chamber and the atmo-
spheric CO2 concentration. The higher the gradient, the higher the outwards
Figure 3.2. Example for the measured CO2 concentration during the August campaign
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Figure 3.3. Histogram of R2-values for all calculated fluxes of the July and August campaign (bin
width = 0.1). The R2-values were derived by applying a linear regression to measured
CO2 concentrations against time (30 to 110 s) for the flux calculation.
ﬂux. This eﬀect increases with an increase in CO2 concentrations within
the chamber.
2. Stable boundary layer of high CO2 concentrations:
Presumably there is a stable boundary layer of high CO2 concentrations within
the moss cover, as the moss cover is decreasing wind speed and reduces the
mixing of air with the atmosphere. When the chamber is placed on the moss
cover, the stored CO2 in the moss layer is released due to the disturbances by
the chamber placement and the fan. This leads to a strong increase in CO2
concentration in the chamber shortly after the beginning of the measurement and,
when the air is continuously mixed within the whole chamber volume, a decrease
in concentration. This eﬀect is also very diﬀerent between plots depending on
the ground cover. A general trend, at which points in time the rise and fall of
CO2 concentrations occur, could not be identiﬁed. The times are very diﬀerent
between plots. Moreover, ﬂuxes related to soil respiration are small compared to
this burst of CO2 and are not possible to be detected as they are masked by the
strong increase in CO2.
A general approach to correct for these mentioned factors cannot be developed, since the
spatial and temporal patterns of the diﬀerent inﬂuences are too diverse. Additionally,
the removal of data points with an R2-value below a certain threshold would introduce
38
3.2 Analysis of the spatial variability of soil CO2 eﬄux
a bias towards higher ﬂuxes into the dataset. Figure 3.4 shows the relationship
between calculated ﬂuxes and corresponding R2-values. Apparently a higher R2-value
is correlated with higher (absolute) ﬂuxes; lower R2-values occur, when the ﬂuxes are
low or near zero. Therefore, it can be concluded, that the data can neither be corrected
by looking at each measurement individually and adjusting the calculation of ﬂuxes,
nor is it possible to correct the whole dataset by selecting a subset of data with higher
data quality (i.e. higher R2-values).
These results show that the measurement of soil respiration without removing ground
vegetation and without the use of collars is not recommended when the vegetation
cover is relatively thick (e.g. a moss cover) and (1) is likely to hinder a close sealing
of the chamber with the soil and (2) might store high CO2 concentrations that are
released when the chamber is placed on the ground.
There are several suitable methods for preparing measurement plots for the measurement
with a portable gas analyser in forests, when soils are covered with mosses. One of
which would be to insert metal or plastic tubes, which can be connected to the chamber,
about 1.5-3 cm into the soil (not deeper, to avoid the cutting of ﬁne roots). This method
is the most commonly used (a few examples are Longdoz et al., 2000; Scott-Denton
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Figure 3.4. Measured fluxes and corresponding R2-values of EGM measurement campaign in August
2012. Linear regression was applied to the data. Low R2-values are more prominent at
low CO2 fluxes, implying that a correction by removing data with low R
2-values would
bias the results towards higher fluxes, and is therefore not a suitable method.
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et al., 2003; Epron et al., 2004; Søe and Buchmann, 2005; Khomik et al., 2006; Saiz
et al., 2006). In the LICOR 6000-09, it is stated that collars can be installed several
hours to one day before the measurement. However, generally it is recommended to
install the frames several weeks before the measurement to minimise eﬀects of the soil
disturbance and the cutting of ﬁne roots. The insertion of collars has the advantage
that the chamber is perfectly sealed to the ground, while ground vegetation is still
present and does not need to be removed. Additionally, measurements can be repeated
at the same plots over a longer time period. Disadvantages are the long preparation
time and the cutting of ﬁne roots that result in higher CO2 ﬂuxes due to decomposition
of dead, organic material and lower root respiration ﬂuxes. Another possible method
is the method described in the present study, which has been used during the July
campaign, i.e. the removal of ground vegetation and measurement directly on the
soil. This method is suitable for single measurement campaigns, when the time for a
complex plot-preparation is limited and when measurements are not required to be
repeated. However, the disadvantage is that the removal of ground vegetation might
cause an increased CO2 eﬄux due to the decomposition of cut roots and a decrease in
root respiration by ground vegetation.
3.2.2 Results of the multiple linear regression
Data description
A multiple regression was applied to the dataset obtained during the July campaign.
Table 3.2 provides an overview of the statistical properties of all measured, quantitative
data.
Compared to the measured data from the automatic chambers on 30.06.2012 (i.e. one
day before the start of the EGM measurements) between 8am and 8pm (excluding
night-time values), soil temperature and soil water content are of similar magnitude,
whereas ﬂuxes measured with the EGM are lower than ﬂuxes measured by the automatic
chambers. The mean soil temperature of 14.20± 0.96 ◦C is only slightly larger than
the average temperature measured by the chambers (13.66± 1.00 ◦C). The mean
soil water content is equally comparable: The manual measurements show a mean
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Table 3.2. Statistical parameters of soil respiration and quantitative, environmental factors measured
between 01.07. and 03.07.2012. The dataset consists of 81 data points with the following
variables: Flux is the measured soil CO2 eﬄux (1x per sub-plot), Tsoil.mean is the mean
soil temperature (3x per subplot) and SWC.mean the mean soil water content (3x per
subplot). T.dist.mean is the mean distance to the next 3 trees and T.dist.min is the distance
to the closest tree, both measured plot-wise, thus, being equal for each subplot. STD means
standard deviation and CV coefficient of variation of all 81 measurements. STD/plot and
CV/plot is the standard deviation and coefficient of variation per plot (i.e. of all three
sub-plots), averaged over all the 30 plots..
Flux Tsoil.mean SWC.mean T.dist.mean T.dist.min
[µmolm−2 s−1] [°C] [m3/m3 [m] [m]
Min. 0.66 12.00 0.001 1.07 0.30
Max. 9.11 16.45 0.545 5.47 4.60
Mean 3.81 14.20 0.218 2.83 1.75
Median 3.57 14.07 0.211 2.83 1.60
STD 1.77 0.96 0.100 0.92 0.95
CV 46.37% 6.78% 46.06% 32.55% 53.96%
STD / plot 0.89 0.29 0.031 - -
CV / plot 23.91% 2.05% 16.48% - -
value of 0.22± 0.10m3/m3 and the chamber measurements show a mean water content
of 0.27± 0.08m3/m3. Soil CO2 eﬄux, however, is very diﬀerent in both datasets:
The EGM measurements resulted in a mean ﬂux of 3.81± 1.77 µmolm−2 s−1, whereas
the chambers measured a mean ﬂux of 5.82± 3.77 µmolm−2 s−1. This is particularly
remarkable as ground vegetation was removed and, thus, photosynthesis of ground
vegetation was excluded, which should in principle lead to a higher measured net CO2
eﬄux (as photosynthesis would cause an uptake of CO2 and, by this, decrease the
net eﬄux). There are two possible explanations: Either, the diﬀerent measurement
systems yield diﬀerent ﬂuxes and should be calibrated against each other in a separate
study. Or the chambers are located in an area with relatively high soil respiration rates
as compared to the rest of the forest. This is a very likely case, as they are close to a
wet area which might be aﬀected by previous drainage.
Soil respiration has a coeﬃcient of variation of 46.37% over all plots. Reported values
of the spatial variability of soil respiration are relatively few and they diﬀer signiﬁcantly.
Rayment and Jarvis (2000) found a spatial variability of soil respiration of 87% in a
Canadian boreal forest, Hanson et al. (1993) measured coeﬃcients of variance of 28%
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to 42% in a deciduous oak forest. Khomik et al. (2006) found variation coeﬃcients
for soil respiration in a boreal mixedwood forest ranging between 4% (during winter)
and 74% (during summer). He found that the variability of soil respiration is not only
depending on speciﬁc environmental conditions at the measurement locations, but also
from the time of measurements.
Furthermore, the data reveals that the average plot-wise variation of soil respiration,
temperature and moisture is much lower than the variation over all data points. That
means, that the ﬂuxes and measured environmental data at three sub-plots within one
plot are more similar than the data between diﬀerent plots. This is an expected result,
since most often, properties of closer locations are more similar than properties of more
distant locations (for example, the geostatistical interpolation method called Kriging is
based on this assumption). However, this is not a trivial result, since in Norunda the
small-scale variability of soil properties is very high due to the random distribution
of stones and boulders and therefore, a very large small scale variability of ﬂuxes and
environmental conditions could have been expected. Beside similar environmental
conditions (e.g. soil type, stone content of the soil, distance and species of trees and
vegetation) which lead to similar measured data, the result can be explained with
the time diﬀerences between the measurements. The three subplots of one plot were
measured shortly one after another. The time diﬀerences between measurements at
diﬀerent plots were larger. The related diﬀerences in physical conditions are likely
to have the greatest impact on the similarity and dissimilarity of the data. One way
of reducing the latter inﬂuence would be to measure ﬂuxes on plots with diﬀerent
environmental conditions at similar times and plots with similar conditions at diﬀerent
times.
Relationships between the variables
Figure 3.5 shows the relationship of each of the quantitative, environmental factors with
soil respiration. Soil temperature and respiration appear to be positively correlated,
which is consistent with widely used empirical models of the link between the two
variables (Lloyd and Taylor, 1994; Fang and Moncrieﬀ, 2001; Davidson et al., 2006a).
A correlation between soil water content and respiration cannot be clearly identiﬁed.
It appears that at high soil moisture values, soil CO2 ﬂuxes and the scatter of CO2
ﬂuxes are relatively low, underlining that under wet conditions, soil moisture is the
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dominating eﬀect and inhibits soil CO2 eﬄux (Gaumont-Guay et al., 2006). In the
middle of the range of SWC (at about 0.2m3m−3), the measured ﬂuxes have a very
large scatter and seem to be inﬂuenced by other environmental variables. At low
moisture values, as contrary to previous ﬁndings (Borken et al., 2006; Sowerby et al.,
2008), the measured soil CO2 ﬂuxes appear to be relatively high. Altogether, the
R2-value of the linear regression between soil moisture and soil CO2 eﬄux is very low,
which indicates either a non-linear relationship or that the eﬀect of soil moisture is
masked by other, more dominant eﬀects. Mean tree distance does not appear to have a
signiﬁcant relationship with soil respiration, but the distance to the closest tree shows
a weak negative correlation: The closer the measurement plot to a tree, the higher
the respiration. This result has been found in previous studies and was explained by
a higher accumulation of organic matter near the tree and the higher concentration
of ﬁne root biomass close to a tree (Saiz et al., 2006). The relatively low respiration
measured at larger distances from trees (i.e. in open spaces) can be explained by low
root respiration rates and indirectly by very high soil moisture values. Only in very
wet areas, no trees were growing, therefore the distance to the next tree is an indirect
indicator of soil moisture (this relationship can also be found in Fig. 3.6). Therefore,
far from trees, soil respiration rates are very low, because high soil moisture inhibits
microbial decomposition of organic matter and a large distance to trees results in low
root respiration rates.
Relationships between predictor variables were checked for covariance and are presented
in Fig. 3.6. Except for a correlation between mean and minimum tree distance as
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Figure 3.5. Scatter plots of soil respiration against soil temperature, soil water content, mean tree
distance and minimum tree distance, including the trend line and equation of the linear
regression.
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well as between minimum tree distance and soil moisture (see above), no correlation
between two of the environmental variables were identiﬁed from the scatter plot matrix.
Model outcome of the multiple stepwise regression
Table 3.3 shows the results of the multiple regression using all potential predictor
variables. For each variable, the estimator of the linear parameter as well as the
corresponding p-value are presented. The p-value indicates the probability for the
occurrence of the given dataset under the assumption that no correlation exists between
the independent variable and the respective predictor variable. In other words, if the
p-value is below 0.05, the probability, that no correlation exists, is smaller than 5%,
indicating that a correlation of the two variables is likely. In such a case, the predictor
variable is called signiﬁcant.
The presented model, using all predictor variables, has only one signiﬁcant variable,
the soil temperature. However, the link between the dependent variable and other
environmental factors can be masked by the large amount of variables in the model.
Therefore, a stepwise regression was carried out to reduce the amount of input variables.
The results of each intermediate step of the stepwise regression can be found in
appendix D.1. The remaining statistical model after the stepwise regression is:
Flux = −5.2031+0.6885 ·Tsoil.mean−5.4349 ·SWC.mean+0.2952 ·Stone.content+ ǫ,
(3.1)
where ǫ denotes the residuals of the statistical model (compare detailed results in
appendix D.2).
This model was derived by comparing diﬀerent statistical models based on the AIC-
value. A further removal of any of the given variables would not have improved the
AIC. However, the variable “stone content” is not signiﬁcant at p = 0.05 and was
therefore removed manually from the model. The remaining model output is shown in
Table 3.5. The according model formula is:
Flux = −6.4646 + 0.7931 · Tsoil.mean− 4.5212 · SWC.mean + ǫ (3.2)
This is the ﬁnal result of the multiple, linear regression. Both, soil temperature and soil
water content have a signiﬁcant eﬀect (at p = 0.05) on soil respiration. The R2-value of
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Table 3.3. Results of the multiple linear regression including all candidates for predictor variables
Call:
lm(formula = Flux ˜ Tsoil.mean + SWC.mean + Stone.content + T.dist.mean +
T.dist.min + Spec.most.s + Spec.closest.s, data = data)
Residuals:
Min 1Q Median 3Q Max
-2.8986 -1.1198 -0.0854 0.8871 4.0708
Coefficients:
Estimate Std. Error t-value Pr(>|t|)
(Intercept) -4.67478 2.98769 -1.565 0.122
Tsoil.mean 0.64638 0.21125 3.06 0.0031 **
SWC.mean -4.1675 2.26805 -1.837 0.0702 .
Stone.content 0.28968 0.16341 1.773 0.0805 .
T.dist.mean 0.09463 0.31018 0.305 0.7612
T.dist.min -0.26953 0.32477 -0.83 0.4093
Spec.most.s -0.29816 0.46847 -0.636 0.5265
Spec.closest.s 0.18859 0.39856 0.473 0.6375
Significance codes:
0 ’***’ 0.001 ’**’ 0.01 ’*’
0.05 ’.’ 0.1 ” 1
Residual standard error: 1.543 on 73 degrees of freedom
Multiple R-squared: 0.313
Adjusted R-squared: 0.2471
F-statistic: 4.752 on 7 and 73 DF
p-value: 0.0001933
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Figure 3.6. Scatter plot matrix of the relationships among predictor variables. Soil temperature and
soil moisture were measured for each subplot individually, whereas the distances to the
next three trees were measured plotwise (i.e. they are the same for each subplot of one
plot). Therefore, the number of data points in the scatter plots of mean and minimum
tree distance is lower than the number of data points in the other scatter plots.
the statistical model is 0.2687, i.e. about 27% of the variance of soil respiration can be
explained by soil temperature and soil water content. In comparison, Xu and Qi (2001)
found in their study that soil temperature and soil moisture explain about 15% of the
(spatial) variance of soil respiration during the growing season, however, they carried
out a multiple, non-linear regression with the following equation: F = β0eβ1TW β2 , with
F being soil respiration, T soil temperature and W soil water content. Therefore, the
R2-values derived in both studies are not directly comparable.
Soil respiration is positively correlated with soil temperature and negatively correlated
with soil water content during the given measurement period. The result for soil
temperature is in agreement with literature data. The relationship between soil
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temperature and soil respiration are assumed to be exponential or following the
Arrhenius equation (Lloyd and Taylor, 1994; Fang and Moncrieﬀ, 2001; Davidson et al.,
2006a). Since the investigated temperature range is small, a linear function is likely to
approximate the relationship well and would have a positive slope, as it was found in
this study. For soil moisture, the relationship is often approximated using a quadratic
function with a maximum at medium soil respiration rates. In this study, a negative
correlation between soil moisture and soil temperature was found (compare also Fig. 3.5
). High moisture conditions clearly resulted in low soil respiration rates, however, very
dry conditions were characterised by very high ﬂuxes, as contrary to previous studies.
The relationship between soil moisture and soil respiration might be masked by the
eﬀect of tree distance, since soil moisture was found to be negatively correlated with
the distance to the next tree (Fig. 3.6). The lowest soil moisture values were found
close to trees where respiration rates are likely to be high due to organic matter content
and ﬁne root biomass (Saiz et al., 2006).
A statistically signiﬁcant correlation between soil respiration and the other environ-
mental variables, such as stone content of the soil and distance and species of the
closest trees, could not be identiﬁed. It does not necessarily mean that this relationship
does not exist, but it is small compared to the eﬀect of other environmental factors
and the overall scatter of soil respiration. Furthermore, the use of a linear model to
represent non-linear relationships between soil CO2 ﬂuxes and soil temperate / soil
moisture might mask the impact of the other inﬂuencing variables (compare “Regression
diagnostics”).
Previous studies investigated diﬀerent possible predictor variables and conclusions
drawn from these studies are diverse. As similar to the presented results, many studies
concluded that soil temperature and soil water content explain a part of the variability
of soil respiration (e.g. Buchmann, 2000; Xu and Qi, 2001; Scott-Denton et al., 2003;
Acosta et al., 2013). However, the inﬂuence of soil temperature and water content on
the spatial variability of soil respiration is weaker than on the temporal variability
(Xu and Qi, 2001). This is because the temporal variability of soil moisture and soil
temperature is much larger than the temporal variability of other environmental factors
that aﬀect soil respiration (e.g. organic matter content, distance to trees etc., see
below). Since many of the environmental factors, which are very variable at the spatial
scale, are almost not changing over time (at least not at time periods of months or
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Table 3.5. Results of the final model of the multiple linear regression
Call:
lm(formula = Flux ˜ Tsoil.mean + SWC.mean + Stone.content, data = data)
Residuals:
Min 1Q Median 3Q Max
-2.9682 -1.0578 -0.1265 0.9811 4.3759
Coefficients:
Estimate Std. Error t-value Pr(>|t|)
(Intercept) -6.4646 2.5968 -2.489 0.0149 *
Temp.mean 0.7931 0.1785 4.443 2.89E − 05 ***
SWC.mean -4.5212 1.7205 -2.628 0.0103 *
Significance codes:
0 ’***’ 0.001 ’**’ 0.01 ’*’
0.05 ’.’ 0.1 ” 1
Residual standard error: 1.54 on 78 degrees of freedom
Multiple R-squared: 0.2687
Adjusted R-squared: 0.2499
F-statistic: 14.33 on 2 and 78 DF
p-value: 5.01E − 06
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years), the relative importance of soil moisture and soil temperature is very high at
the temporal scale.
Organic soil layer thickness, ﬁne root biomass, soil chemical properties as well as
microbial biomass were also identiﬁed as explaining variables for soil respiration
(e.g. Xu and Qi, 2001; Scott-Denton et al., 2003; Saiz et al., 2006). Scott-Denton et al.
(2003) points out that many studies found a strong link between soil CO2 eﬄux and
microbial biomass, but that this ﬁnding is in contrast to the result found by many other
researchers that root respiration accounts for approximately 50% of soil respiration
(Hanson et al., 2000). This diﬀerence was explained with the fact that in many studies,
fungal biomass is included in microbial biomass (when measured by the chloroform
fumigation technique), but that in manipulation studies, e.g. when roots are trenched,
fungal respiration is included in root respiration (as both are closely linked to each
other) (Scott-Denton et al., 2003). It can therefore be assumed that a large part of the
correlation between microbial biomass and soil respiration is linked to fungal biomass.
Recent ﬁndings suggest that fungi play an important role in the carbon sequestration
in boreal forests (Clemmensen et al., 2013), therefore they are likely to have a large
impact on the spatial variability of soil respiration in boreal forests.
Regression diagnostics
Figure 3.7 shows the residual diagnosis plots for the ﬁnal model of the multiple linear
regression. The residuals plotted against predicted values reveal a slightly lower mean in
the centre of the predicted values compared to the edges. It indicates that a non-linear
or higher-degree model could match the values better, which is in agreement with
the literature (i.e. when the temperature-respiration-relationship is described using an
exponential model or Arrhenius function). However, the eﬀect is relatively small and
does not generally show a poor ﬁt of the model to the data.
The variance of the residuals is slightly increasing with increasing predicted values. This
could indicate that an explaining variable is missing. Again, this eﬀect is very small
and does not signiﬁcantly violate the assumptions on the properties of the residuals.
All the residuals appear to be independent from each other, i.e. there is no auto-
correlation of residuals.
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Figure 3.7. Residual diagnostics for the final model of the multiple linear regression. a) Residuals ǫ
plotted against predicted values for soil respiration. b) Normal-Q-Q-plot of the residuals.
c) Histogram of residuals.
The Normal-Q-Q plot and the histogram of standardised residuals show a good match
of the distribution of residuals to the normal distribution. In the Normal-Q-Q plot, a
positive deviation from the normal distribution can be identiﬁed at the edges, indicating
a slightly positive skew of the residuals distribution. It indicates that compared to the
normal distribution, the distribution of the residuals is slightly steeper to the left and
has a longer tail to the right, as can be seen in the third subplot. This is because the
residuals follow the shape of a quadratic function opening upward (see ﬁrst subplot).
A multiple, non-linear regression could be used to further investigate such relationships.
However, the interpretation of the statistical properties becomes more complex and
was therefore beyond the scope of the present study. Another method to incorporate
the non-linearity of the relationship between soil temperature and soil respiration into
the statistical model, would be to apply the multiple, linear regression on normalised
R10 values1 instead of the measured respiration values and to exclude temperature
from the model. By this, the non-linearity of the temperature-respiration-relationship
would already be incorporated in the analysed data. However, this was carried out
additionally to the presented regression and did not yield diﬀerent results. Moreover,
the introduction of a non-linearity into the respiration values entails a non-linearity of
the residuals of the model and complicates the statistical interpretation of the results.
For both reasons, the results are not presented here.
1R10 values are the soil respiration rates at a reference temperature of 10
◦C. They are calculated
based on the Q10 temperature sensitivity, which is derived from an exponential function fitted to
the measured soil temperature and soil respiration data.
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3.3 Analysis of the temporal variability of soil CO2
eﬄux
In the following section, the results of the analysis of the temporal variability of soil
CO2 ﬂuxes will be presented. In the ﬁrst part, the data of the chamber and eddy
covariance measurements will be described: monthly and annual means are presented
and compared to literature data. Subsequently, the ratio of soil respiration to ecosystem
respiration will be quantiﬁed and the changes of this ratio over time will be assessed.
In the last part, the results of the wavelet analysis, will be presented and discussed.
3.3.1 Statistical data description
Monthly means of ecosystem fluxes and chamber data
Monthly means (including 95% conﬁdence intervals) of ecosystem ﬂuxes (NEE, GPP,
REco and soil CO2 ﬂux) between January 2007 and July 2012 are presented in Fig. 3.8.
Monthly means that were derived of more than one third low-quality gap-ﬁlled values,
are marked with a cross. On the right hand side of the plot, the average yearly
cycle is presented. For a table of all monthly statistical properties, please refer to
appendices E.1 and E.3.
Ecosystem respiration and soil CO2 ﬂux follow a very similar cycle, with maxima in
July and August and minima in January and February. The maximum values for
soil CO2 ﬂuxes are in the range 7-10 µmolm−2 s−1, as compared to 10-12 µmolm−2 s−1
of total ecosystem respiration. Lowest monthly soil CO2 ﬂux rates in winter are
about 1.0 µmolm−2 s−1, whereas winter ecosystem respiration is lower (in the range of
0.5-1.0 µmolm−2 s−1). Hence, the seasonal variability of ecosystem respiration appears
to be higher than the variability of soil CO2 ﬂux. Gross primary production mainly
follows the yearly cycle of irradiation and has its maximum earlier in the year than
respiration values (in June and July), and its minima in winter between November and
February. The seasonal cycle of respiration is delayed by approximately 1-2 months in
time compared to gross primary production, due to the delayed warming of the soil.
The monthly means of soil CO2 ﬂux as well as the environmental data are presented
in Fig. 3.9 (the corresponding table can be found in appendix E.3). Soil temperature
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Figure 3.8. Monthly means (including 95% confidence interval of mean) of NEE, GPP, REco and soil
CO2 flux between January 2007 and July 2012. Since the direction of GPP is opposite to
the other fluxes and for reasons of better visibility, it is displayed as negative flux.
and PAR show a yearly cycle with maxima during summer and minima during winter
months. Monthly means of soil temperature are within the range of -0.8 and 17.0 ◦C
with maxima in July/August and minima between December and March. Monthly
mean values of PAR range between 0 and 80 µmolm−2 s−1 with maxima in June and
minima in winter between November and January. Soil water content does not have
a clear yearly cycle, as it is linked to precipitation events. However, it appears to
be inversely proportional to temperature and PAR, with relatively low water content
values during summer, when evaporation from the soil is highest (Davidson et al.,
1998).
Monthly means of partitioned soil CO2 ﬂuxes, i.e. of soil respiration and soil CO2
uptake, can be found in appendix E.2.
Information on monthly means of ecosystem ﬂuxes and similar environmental factors
could not be found in other studies, therefore no comparison with the literature was
possible.
Annual means of ecosystem fluxes and chamber data
For two diﬀerent years before and after the thinning, annual means were calculated and
are presented in Table 3.7 (after conversion to g Cm−2 yr−1). In 2007/2008, i.e. before
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Figure 3.9. Monthly means of soil CO2 flux, soil temperature, soil water content and PAR (with
95% confidence intervals of the mean) for the two time periods.
the thinning, soil CO2 eﬄux has a mean of 1.43± 1.07 kgCm−2 yr−1. After the
thinning, in 2010/2011, it has a mean of 1.57± 1.16 kgCm−2 yr−1. That means, after
the thinning, the CO2 eﬄux from the soil is larger. Ecosystem ﬂuxes, i.e. NEE, GPP and
REco, are all lower after the thinning. NEE went down from 0.36± 2.33 kgCm−2 yr−1
to 0.32± 2.01 kgCm−2 yr−1 The conclusions that can be drawn from the comparison
of the two years are limited and longer time series would be required to make reliable
statements. However, a part of the changes might be related to the thinning and a
possible explanation is given in the following.
The eﬀect of thinning is a combined result of a decrease in root respiration, an increase
in soil organic matter and changes in soil temperature and water.
Due to a lower tree density as consequence of the thinning, it can be expected that
more solar radiation reaches the ground and warms the soil (Jandl et al., 2007). This
is aligned with the chamber measurements: In the second year, soil temperature and
PAR were indeed higher in the ﬁrst year. Due to this, both photosynthesis of ground
vegetation and microbial decomposition of carbon in the soil are expected to increase,
as it was shown by the measurements. At the same time, above-ground respiration,
root respiration and photosynthesis of trees could be expected to decrease due to the
reduced tree density (Tang et al., 2005b). As root respiration presumably decreased,
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but soil respiration increased, it can be assumed that there was a shift towards a
higher fraction of heterotrophic respiration in the year after the thinning. This can be
explained by the warming of the soil and possibly by the decomposition of litter and
dead roots that were left after the thinning.
The measured increase in soil respiration should in theory be visible in the measurements
of total ecosystem respiration, since soil respiration contributes a high fraction of total
respiration. One possible explanation would be that above-ground respiration was
signiﬁcantly lower in the second year, causing total respiration to decrease. However, a
decrease in above-ground respiration that outweighs the increase in soil respiration is
unlikely to be caused by the thinning alone. Further investigations of the impacts of
the thinning would require longer complete time series and additional meteorological
data, such as air temperature and precipitation data.
Studies on the eﬀect of thinning on soil CO2 ﬂuxes and ecosystem ﬂuxes in forests are
scarce and show very diﬀerent results. Saunders et al. (2012) did not ﬁnd any eﬀect of
thinning on NEE and GPP in Sitka spruce forest, however, the non-existence of an
eﬀect was explained by diﬀerent climatic conditions before and after the thinning that
compensated for potential changes in ecosystem ﬂuxes. Peng et al. (2008) reviewed
the impact of diﬀerent forest management techniques on the carbon balance of forests
and described varying results for the eﬀect of thinning on soil CO2 ﬂuxes: Ohashi et al.
(1999) found higher soil CO2 ﬂuxes in the thinned part than in the unthinned part
of a Japanese cedar forest in the 3rd and 4th year after the thinning, Ma et al. (2004)
did not ﬁnd any diﬀerences and Tang et al. (2005b) even observed a decrease of soil
respiration by 15% after the thinning.
Annual mean soil respiration had a value of 1.53± 1.15 kgCm−2 yr−1 before the thin-
ning and 1.78± 1.26 kgCm−2 yr−1 after the thinning. When compared to literature
data, the measured soil respiration values appear very high. For example, in their
review, Raich and Schlesinger (1992) found a mean soil respiration rate for boreal
forests and woodlands of 0.32 kgCm−2 yr−1. In the summary of soil respiration rates
per biome presented by Raich and Tufekciogul (2000), only Brazilian forests have annual
respiration rates of equal magnitude. Other studies, which were carried out in boreal
forests, found mean annual soil respiration rates of 1.02 kgCm−2 yr−1 (Khomik et al.,
2006), 0.85 and 0.90 kgCm−2 yr−1 (Pumpanen et al., 2003). However, previous studies
at the Norunda site also showed extraordinarily high respiration values. Morén and
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Table 3.7. Comparison of annual mean values before and after the thinning. Half-hourly values of
fluxes [µmolCO2m
−2 yr−1] were averaged over two periods: a) 01.06.2007 – 31.05.2008
and b) 01.08.2010 – 31.07.2011 and then converted to kgCm−2 yr−1. The quality coefficient
QC is the mean of all quality coefficients “f_qcOK” of all values (QC 1 = highest quality,
QC = 0 lowest quality). All data with a QC below 0.67, i.e. with a contribution of at least
one third of critically gap-filled data, should be used with caution.
2007/2008 2010/2011
Variable Mean STD CV QC Mean STD CV QC
NEE [kgCm−2 yr−1] 0.36 2.33 646.9% 1.00 0.32 2.01 631.9% 1.00
GPP [kgCm−2 yr−1] 1.73 2.85 164.4% - 1.35 2.46 182.5% -
REco [kg Cm
−2 yr−1] 2.09 1.51 72.1% - 1.66 1.38 82.9% -
FSoil[kg Cm
−2 yr−1] 1.43 1.07 75.4% 1.00 1.57 1.16 74.2% 0.71
RSoil [kg Cm
−2 yr−1] 1.53 1.15 75.0% - 1.78a) 1.26 70.9% -
Soil CO2 uptake [kgCm
−2 yr−1] 0.10 0.33 325.8% - 0.25a) 0.64 255.1% -
PAR [µmolm−2 s−1] 11.54 36.74 318.5% 0.99 24.21 77.62 320.6% 0.97
SWC [m3/m3] 0.31 0.10 31.2% - 0.20 0.09 46.8% -
TSoil [°C] 6.68 4.88 73.1% 0.99 7.01 6.00 85.7% 0.97
STD - standard deviation, CV - coefficient of variation, QC - quality coefficient
a)For Jan and Feb 2011, no values for RSoil and soil CO2 uptake were available; the annual mean was
calculated without these months. Therefore, the difference between RSoil and CO2-uptake does not
equal annual soil CO2 eﬄux. The values for RSoil and CO2 uptake are expected to be lower, if the
two months were included.
Lindroth (2000) estimated a mean annual respiration rate of 1.23 kgCm−2 yr−1 at the
Norunda site for the year 1996. Widén (2002) measured CO2 ﬂuxes at the forest ﬂoor
in Norunda and obtained mean annual respiration values of 1.25 and 1.36 kgCm−2 yr−1
in two subsequent years (measured at the south west stand, similar to the current
chamber locations). Still, the measured values presented in this study are higher. The
data quality of the ﬁrst year is very good, however, the mean quality coeﬃcient of
the second year is comparatively low (0.71), i.e. ~30% of the data that was used for
calculating the annual mean were gap-ﬁlled values with a low-quality ﬂag. This is
due to the gap-ﬁlling in winter 2010/2011. The very high value of the second year
may be a result of the gap-ﬁlling process and should be used with caution. A more
comprehensive analysis of the eﬀect of the gap-ﬁlling procedure would be needed.
It should also be noted that the annual carbon balance of the forest site (a loss of
0.32-0.36 kgCm−2 yr−1) is higher than those found in previous studies. Annual mean
values of NEE between 1995 and 2002 ranged between -15 and 105 g Cm−2 yr−1, with
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a mean of 52 g Cm−2 yr−1 (Lagergren et al., 2008). For the time period from 2007 to
2011, annual mean NEE ranges between 303 and 522 g Cm−2 yr−1, with a total mean
of 396 g Cm−2 yr−1. These diﬀerences are possibly attributable to diﬀerent correction
methods and should be further investigated.
3.3.2 Contribution of soil respiration to ecosystem respiration
Figure 3.10 presents average soil respiration and ecosystem respiration for each month
of the year (including 95% conﬁdence intervals of means). In accordance with theory,
ecosystem respiration is generally greater than soil respiration, however, during the
winter months, when all ﬂuxes are very low, soil respiration is slightly larger than
ecosystem respiration. Possible explanations for the discrepancy between ecosystem
and soil respiration values are (compare Launiainen et al., 2005):
1. Soil respiration values measured by the chambers are not representative for the
entire ecosystem, as they only cover a small part of the forest. The overall mean
soil respiration in the forest might in fact be lower than the values measured by
the chambers, which is consistent with the results of the analysis of the spatial
variability of soil CO2 ﬂux (presented in section 3.2) and the comparison with
previous studies (Widén, 2002; Morén and Lindroth, 2000).
2. The ﬂux partitioning of soil CO2 eﬄux into soil respiration and soil CO2 uptake
yield unrealistic high values. Day-time respiration is calculated based on night-
time respiration data and upscaled using a temperature-respiration-relationship
(see “Gap-ﬁlling and ﬂux-partitioning of ecosystem exchange and soil CO2 ﬂux
data” on p. 23). Actual soil respiration rates during day-time might in fact
be lower than the calculated values. Lankreijer et al. (2009) compared day-
time soil respiration rates that were derived (a) by an upscaling of night-time
respiration data to day-time respiration based on the temperature dependency of
soil respiration (as done in this study), and (b) by the measurement of day-time
soil respiration with a dark chamber. In their study, they found that in Norunda
actual soil respiration rates during day time were on average 21-28% lower than
numerically derived day-time soil respiration (for the other investigated forest,
however, the diﬀerence was only 2%). The real temperature sensitivity of soil
respiration (Q10 ) in Norunda appears to be lower than the Q10 estimated based
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on night-time respiration values, resulting in an over estimation of day-time soil
respiration.
3. Ecosystem respiration values are very small during winter and might be below the
detection limit of the eddy covariance technique. Actual ecosystem respiration
might therefore in fact be higher than measured ecosystem respiration.
4. Horizontal or non-turbulent ﬂuxes, particularly at night, might cause that a
part of the emitted CO2 is not detectable for the eddy covariance technique
(Feigenwinter et al., 2008, 2010).
Figure 3.11 shows daily means of soil respiration plotted against daily means of
ecosystem respiration for both time periods before and after the thinning (only daily
means with a quality coeﬃcient >= 0.67 were selected). A linear regression was applied
to the data points of soil respiration against ecosystem respiration and was set to
pass through the origin.2 Before the thinning, the slope m equals 0.70, indicating
a contribution of soil respiration to ecosystem respiration of approximately 70%.
After the thinning, the slope is 0.98, which means that soil respiration and ecosystem
respiration are of similar magnitude. The scatter around the regression line, however, is
2The intercept was set to be zero, because the aim was to find the average contribution of soil
respiration to ecosystem respiration over the whole range of ecosystem respiration values, whereas
a linear regression with an intercept different to zero would only allow to investigate the average
increase of soil respiration with increasing ecosystem respiration. The analysis of the distribution
of scatter around the linear regression line, however, allows to determine under which conditions
the contribution of soil respiration to ecosystem respiration is higher or lower than the average.
Figure 3.10. Monthly means ecosystem respiration
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not evenly distributed. In both diagrams, close to the origin, i.e. at very low ecosystem
and soil respiration rates (mostly during winter), the data points tend to be above
the regression line. If the intercept was not set as zero, the ﬁtted intercept would
be greater than zero in both diagrams. This might be an indicator of the detection
limit of the eddy covariance technique. As mentioned above, when the ﬂuxes are very
low, particularly during winter, the measured soil respiration rates are relatively high
compared to ecosystem respiration. Further away from the origin, i.e. at higher ﬂux
rates, the positive and negative deviation from the regression line is larger. Data points
that are far below the trend line indicate a high contribution of other sources of CO2 to
ecosystem respiration. Data points above the regression line show that the contribution
of other ﬂuxes is relatively small. In many days, contrary to theory, soil respiration is
even higher than ecosystem respiration, possibles causes were discussed above.
In order to analyse the temporal variability of the contribution of soil respiration to
ecosystem respiration, R = RSoil,daily
REco,daily
is plotted in Fig. 3.12, divided into two plots
for both time periods, before and after the thinning. For each day, daily mean soil
respiration divided by daily mean of ecosystem respiration is calculated and plotted
a) b)
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Figure 3.11. Daily means of soil respiration against daily means of ecosystem respiration for the time
period before (a) and after (b) the thinning. A linear regression with an intercept of
zero was applied to the data. Only daily means with a quality coefficient >= 0.67 were
used. The plot reveals an average ratio of soil respiration to ecosystem respiration of
approximately 70% before the thinning and about 98% after the thinning.
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against time. Only daily means with a quality coeﬃcient >= 0.67 were used. The
diagram shows a very diﬀerent behaviour of R in both measurement periods. In
2007/2008, the ratio of soil respiration to ecosystem respiration is always in the range
between 0.34 and 1.42. The mean and median of R for the ﬁrst period is 0.73. During
the second period, the average value as well as the variability of R is much higher,
with values ranging between 0.54 and 9.71. The median of this period is 0.96 (which
is more reliable than the mean in this case, as it is less sensitive to outliers). During
winter 2010/2011, very high values of R occur. In these times, ecosystem respiration is
very low, near zero, causing the fraction of R to be very high.
The values ﬂuctuate at a scale in the range of 20-40 days (approximately), indicating
that the ratio might be inﬂuenced by weather phenomena which occur at these time
scales (e.g. weather fronts passing the region). However, it also might be that the
ﬂuctuations of R are rather a product of the periodic ﬂuctuations of the two input
variables, soil and ecosystem respiration. Ecosystem respiration is the sum of soil
respiration and above ground respiration (i.e. by trees). Both above ground and soil
respiration respond to variations in climatic conditions, such as temperature, PAR,
precipitation. If we assume that the response of both soil respiration and above ground
respiration is diﬀerent in amplitude and time lag, then the fraction of soil respiration to
ecosystem respiration (as sum of soil respiration and above ground respiration) would
itself be a periodic function. Therefore, it can be assumed that the ﬂuctuations of
R itself are mainly a reﬂection of the periodicity of the underlying variables. For a
visualisation, see Fig. 3.13. In the plot, the common wavelength of 5 (e.g. 5 days or
weeks) was chosen arbitrarily in order to show that the resulting fraction RSoil/REco
Table 3.8. Statistical properties of the fraction of soil respiration to ecosystem respiration (R =
RSoil,daily
REco,daily
) for both time periods, before and after the thinning.
Time period 1 Time period 2
Min 0.34 0.54
Max 1.42 9.71
Mean 0.73 1.17
Median 0.73 0.96
STD 0.15 0.68
CV 20.6% 58.4%
STD - standard deviation, CV - coefficient of variation
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Figure 3.12. The temporal variability of the ratio of soil respiration to ecosystem respiration. The
ratio of daily mean soil respiration to daily mean ecosystem respiration plotted against
time for both time periods, before and after the thinning. Only daily means with a quality
coefficient >= 0.67 were used.
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has the same periodicity as the underlying variables. That means when a periodicity of
20-40 days is visible in the plot of RSoil/REco against time, it can be assumed that this
is probably due to an underlying periodicity of 20-40 days in the underlying variables
RSoil and RPlant, as they respond to the same changes in meteorological conditions, but
with diﬀerent intensities and time lags.
Typically, soil respiration contributes 30-80% of annual total ecosystem respiration
(Davidson et al., 2006b). Hence, the ratio of soil respiration to ecosystem respiration in
the ﬁrst year is in agreement with ﬁndings of previous studies. A contribution of 100%
however, as found in the second time period, exceeds a realistic range, as this would
indicate that no aboveground respiration occurs. This indicates that either ecosystem
respiration is underestimated and/or soil respiration is under-estimated (possible
explanations are discussed further above). Potential errors in the measurement or
calculation of soil respiration and ecosystem respiration should be further investigated.
Davidson et al. (2006b) observed seasonal patterns of the ratio of soil to ecosystem
respiration, with minima in late winter/early spring and maxima in late autumn/early
winter. These seasonal patterns could not be found in this study. The ﬂuctuations
appear to be relatively evenly distributed over the whole year, with no distinct annual
cycle.
3.3.3 Wavelet analysis
Figures 3.8 on page 50 and 3.9 on page 51 illustrate the diﬃculties of determining the
environmental factors that drive soil CO2 ﬂux, since the predictor variables, particularly
soil temperature, PAR and GPP, are co-varying. These factors have an annual and
diurnal cycle, which is also true for soil CO2 ﬂux, therefore, the attribution of a speciﬁc
relationship to the variables is diﬃcult. PAR, GPP and soil temperature would have to
be manipulated separately under artiﬁcial conditions, in order to dissect their individual
contribution to soil CO2 ﬂux values (e.g. Högberg et al., 2001). The wavelet analysis
provides the potential of doing so in an indirect way by analysing the correlations
of variables at diﬀerent time scales. For example, it might be possible that, due to
weather phenomena, temperature ﬂuctuates at a several-week period. If soil CO2 eﬄux
is strongly coupled to soil temperature, it would also show the same ﬂuctuation pattern,
resulting in a high correlation at the speciﬁc frequency and time.
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Figure 3.13. Artificial periodic ecosystem fluxes with different mean values, amplitudes and time lags,
and the resulting fraction of soil respiration and ecosystem respiration. The diagram shows
that with two periodic variables, which respond to external factors (e.g. climatic conditions)
with different intensity and a time lag, the ratio of these variables will itself follow a
periodic curve. The following functions were used in this example: RSoil = 6+3·sin(x· 25π),
RP lant = 2 + 1 · sin(x · 25π), REco = RSoil +RP lant.
The following wavelet sample plots and wavelet coherency plots were created and will
be presented and described in detail in the text:
• Wavelet sample plots
– Soil CO2 eﬄux: measurement period 1 and 2
– Soil temperature: measurement period 1 and 2
– GPP: 2007-2011
• Wavelet coherency plots
– Soil CO2 eﬄux and soil temperature: measurement period 1 and 2
– Soil CO2 eﬄux and GPP: measurement period 1 and 2
– GPP and soil temperature: measurement period 1 and 2
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3.3.3.1 Wavelet sample plots
The wavelet sample plots of soil CO2 ﬂux, soil temperature and GPP are presented in
Figs 3.14 – 3.18 (pp. 63-67). Each plot contains three parts: (a) a plot of the original
time series including ﬂags for critical gap-ﬁlled data, (b) the wavelet sample spectrum
over the time and frequency domain including black outlines for the cone of inﬂuence
and areas of 95% signiﬁcance, and (c) the global wavelet spectrum, including the 95%
signiﬁcance line. A red area in the wavelet spectrum represents a strong presence of
a speciﬁc periodicity within the signal at a speciﬁc time. A blue area denotes low
presence of a speciﬁc periodicity to the signal at a speciﬁc time. The cone of inﬂuence
(outlined by a black line in the lower part of the wavelet spectrum) indicates the area
in the time-period-domain, where edge eﬀects are present. The area below the black
line should not be taken into consideration for the analysis of the wavelet diagrams.
The wavelet sample plots of soil CO2 ﬂux and soil temperature are subdivided into
two plots for both measurement periods (before and after the thinning). It should be
noted that both periods have diﬀerent lengths (period 1 is one year long, period 2 is
two years long), resulting in a diﬀerent maximum periodicity that is captured by the
wavelet analysis. Therefore, the time and period axis of the wavelet sample plots of
both measurement periods are diﬀerent.
Soil CO2 flux: Figures 3.14 and 3.15 show the wavelet sample diagrams of soil CO2
ﬂux for period 1 (before the thinning) and period 2 (after the thinning). Soil CO2 ﬂux
has a distinct diurnal ﬂuctuation pattern during the growing season, between May and
October each year. During winter, no strong daily cycles are visible. Between August
and September 2007, a strong contribution of a 30 to 60-day periodicity to the signal
can be seen in the diagram as well as in the original time series . When compared
to the graph of the signal, it can be identiﬁed as a real phenomena in the data, even
though it is not marked as signiﬁcant. Additionally, the yearly cycle is visible as a red
area in the lower part of both plots, though due to the short measurement periods, the
diagram does not include the 365-day-period.
Soil temperature: The wavelet diagrams of soil temperature (before and after the
thinning) can be found in Figs 3.16 and 3.17. Soil temperature has the most pronounced
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ﬂuctuations at the 1-day period, between April and October each year. In winter,
the daily pattern is not visible, since temperature values near 0 ◦C do not ﬂuctuate
(due to melting and freezing processes) and because the snow cover provides an
insulation, inhibiting large daily temperature changes. During the warmer months,
some ﬂuctuation patterns at diﬀerent periods are visible, especially at the 10-to-16-day
period. These are potentially linked to weather phenomena, e.g. weather fronts passing
the region. Similarly to CO2 ﬂuxes, in the plot for the ﬁrst measurement period,
between August and September 2007, a recognisable red area at the 32 to 64-day period
can be identiﬁed, which is, however, not signiﬁcant. The area reaches even into the
next year, until January 2008. However, in this plot, the area in September/October
2007, that is clearly identiﬁable in the soil CO2 ﬂux, is not as pronounced in the
temperature plots, indicating that this ﬂuctuation of CO2 values might be linked to
other environmental factors. Finally, soil temperature, similar to CO2 ﬂuxes, seems
to have a strong yearly cycle, identiﬁable as red areas in the lower part of both plots,
although it cannot be clearly derived from the diagram, as the 365-day period is not
included.
GPP: The wavelet diagram of GPP for the years 2007-2011 can be found in Fig. 3.18.
GPP has a distinct diurnal cycle during the warmer months (approximately between
April and October) and a strong yearly cycle, visible through red and orange areas.
There are further contributions of other periodic signals during warmer months, espe-
cially at the 32- to 64-day period in summer 2007 and 2008 (as comparable to soil CO2
eﬄux and soil temperature). However, these frequency contributions are not as distinct
as in the plots of soil CO2 ﬂux and soil temperature. The strongest ﬂuctuations are at
the daily and yearly scale.
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Figure 3.14. Wavelet sample spectrum of soil CO2 flux for time period 1: 10.05.2007 – 08.06.2008.
(a) Original time series of hourly means with flags for critical gap-filling. (b) Wavelet
sample spectrum with cone of influence and 95% significant areas. (c) Global wavelet
spectrum with 95% significance line.
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Figure 3.15. Wavelet sample spectrum of soil CO2 flux for time period 2: 24.06.2010 – 30.06.2012.
(a) Original time series of hourly means with flags for critical gap-filling. (b) Wavelet
sample spectrum with cone of influence and 95% significant areas. (c) Global wavelet
spectrum with 95% significance line.
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Figure 3.16. Wavelet sample spectrum of soil temperature for time period 1: 10.05.2007 – 08.06.2008.
(a) Original time series of hourly means with flags for critical gap-filling. (b) Wavelet
sample spectrum with cone of influence and 95% significant areas. (c) Global wavelet
spectrum with 95% significance line.
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Figure 3.17. Wavelet sample spectrum of soil temperature for time period 2: 24.06.2010 – 30.06.2012.
(a) Original time series of hourly means with flags for critical gap-filling. (b) Wavelet
sample spectrum with cone of influence and 95% significant areas. (c) Global wavelet
spectrum with 95% significance line.
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#
Figure 3.18. Wavelet sample spectrum of GPP for time period: 24.02.2007 – 31.12.2011. (a) Original
time series of hourly means with flags for critical gap-filling. (b) Wavelet sample spectrum
with cone of influence and 95% significant areas. (c) Global wavelet spectrum with 95%
significance line.
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3.3.3.2 Wavelet coherency plots
Subsequent to the analysis of the spectral composition of each signal individually, the
wavelet coherency analysis was carried out to investigate correlations between the
variables. The wavelet coherency plots are presented in Figs 3.19 – 3.24 (pp. 73-78).
Each plot contains three parts: (a) the original time series which were used for the
coherency analysis (critically gap-ﬁlled values are marked above each time series by
a vertical line), (b) the wavelet coherency spectra and (c) the original time series of
soil water content for a visual examination whether soil moisture has an eﬀect on
the coherency between the two other variables. In the wavelet coherency spectrum
(b), a red coloured area indicates a high covariance between both variables at the
speciﬁc wavelength and time. Blue areas represent low covariance of both variables at
a speciﬁc periodicity and time. Areas of signiﬁcant covariance (estimated based on
Monte-Carlo-simulations, with α = 0.05 and n = 300) are outlined in black.
The phase diﬀerence between the two signals, when a signiﬁcant correlation is visible,
is represented by an arrow as following (for a visualisation of the link between angle
and phase diﬀerence, please see also Fig.A.3 on p. VII):
• 0° (pointing to the right): in-phase relationship, no time lag
• 90° (pointing upwards): signal 1 follows signal 2 with a time lag of 1/4 wavelength,
e.g. if both variables covary at the diurnal cycle, then variable 1 follows variable 2
with a time lag of eight hours (= 1/4 of a day)
• 180° (pointing to the left): out-of-phase relationship, time lag of 1/2 wavelength
• 270° (pointing downwards): signal 2 follows signal 1 with a time lag of 1/4, e.g. if
both variables covary at the diurnal cycle, then variable 2 follows variable 1 with
a time lag of eight hours (= 1/4 of a day)
All wavelet plots are sub-divided into two plots for the separated periods of chamber
measurements (before and after the thinning). As for the wavelet sample plots, it
should be noted that both periods have diﬀerent lengths (period 1 is one year long,
period 2 is two years long), resulting in a diﬀerent maximum periodicity that is captured
by the wavelet analysis. Therefore, the time and period axis of the wavelet coherency
plots of both measurement periods are diﬀerent.
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Soil CO2 flux and soil temperature: The wavelet coherency plot of soil CO2 ﬂux
and soil temperature for the measurement period 1 (before the thinning) and period 2
(after the thinning) are shown in Figs 3.19 and 3.20. Soil CO2 ﬂux and soil temperature
show a strong covariance in a number of areas in the time-frequency-domain. In the
plot of measurement period 1, a large area is red and shows signiﬁcant correlations
at many times and periodicities. In the plot for measurement period 2, covering a
larger time and frequency range, an equally considerable area is red and was found to
be signiﬁcant. The most signiﬁcant correlation is probably at the diurnal cycle the
growing season, between April and October. This is an expected result, as both time
signals show a daily ﬂuctuation in their respective wavelet sample plots (Figs 3.14 –
3.17). However, there is no such strong diurnal correlation during the colder months
(December – March).
The beginning of a red area in the lower part of the wavelet coherency diagram in
Fig. 3.20 appears to reﬂect the yearly covariation of both variables.
In all three investigated years, a shift of correlation can be noted in October, when the
diurnal correlation pattern starts to cease and a correlation on many diﬀerent periods
between 1-day and 32-days becomes apparent. In 2007/2008, this correlation is visible
throughout the whole winter, even until May 2008. In 2010/2011, this covariance at
intermediate periods is visible for about 2-3 months. The covariance of soil respiration
at so many diﬀerent wavelengths highlights the strong link between soil temperature and
soil CO2 ﬂux and indicates, that the two variables are not just accidentally covarying,
because they follow the same diurnal and seasonal cycles, but rather that even under
diﬀerent conditions, induced for example by weather phenomena, the correlation is
strong.
In most signiﬁcant areas, the arrow points at 0°, indicating an in-phase relationship. In
many areas however, the arrow points to the right and a bit downwards (about 340° or
-20°), which indicates that temperature follows CO2 ﬂuctuations (-20°) with a relatively
short time lag, or there is a phase diﬀerence of 340° (i.e. a long delay in the response of
soil CO2 ﬂux to temperature). The latter could reﬂect that temperature and respiration
are not directly coupled, but are instead linked through diﬀerent mechanisms, so that
higher soil temperatures during some days trigger higher CO2 ﬂux rates a few days
later. At the diurnal cycle, however, the arrow is pointing in very diﬀerent directions,
therefore no clear time lag can be identiﬁed.
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An inﬂuence of soil moisture on the correlation between soil CO2 ﬂux and soil temperat-
ure cannot be clearly identiﬁed as it would be expected (e.g. a stronger link at medium
soil water contents and a less strong link under very dry or very wet conditions).
Rainfall events or longer dry periods did not seem to change the dynamics between
soil CO2 ﬂux and soil temperature.
Soil CO2 flux and GPP: The wavelet coherency plot of soil CO2 ﬂux and GPP
(before and after the thinning) are shown in Figs 3.21 and 3.22. The most signiﬁcant
correlation is probably at the 1-day period during the growing season, between April
and October, which is similar to the relationship between CO2 ﬂux and soil temperature.
At the daily scale, the arrow points to the left, indicating an out-of-phase relationship.
When GPP is highest, i.e. during the day time, then soil CO2 eﬄux has its minimum
due to the CO2 uptake of the ground vegetation.
Between June/July and September each year, there are additional correlations at the
2-day to 10-day period. These patterns of covariance are within a time, when CO2
ﬂux and GPP are relatively high, compared to the rest of the year, and could indicate,
that GPP and CO2 ﬂux are correlated at longer time scales. The arrows in these areas
most often point to the left, denoting an out-of-phase relationship. Therefore, the
time lag between GPP and soil CO2 ﬂuxes is approximately 1-5 days (i.e. half of the
wavelength of 2-10 days). Ekblad et al. (2005) showed a time lag of 1-4 days between
carbon uptake by photosynthesis and respiration by roots in forests, Kuzyakov and
Gavrichkova (2010) described a time lag of 4-5 days in forested ecosystems. Therefore,
the described time lag is in agreement with previous studies.
Soil water content appears to have an eﬀect on the relationship between soil CO2
ﬂux and GPP. After rain events (e.g. about July 2007, April 2008, June 2008), the
correlation between soil CO2 ﬂux and GPP at periodicities of 2-10 days seems to
become stronger, especially after a longer dry period. The following chain of eﬀects
might possibly be the cause: At the time of precipitation events, air temperature and
PAR are often relatively low. Low air temperatures decrease soil temperature with a
certain time lag and therefore cause lower soil respiration rates after some days. At the
same time, low PAR values decrease GPP. As GPP has an eﬀect on root respiration,
soil respiration is further decreased. Therefore, both GPP and soil CO2 eﬄux decrease.
Hence, the stronger link between GPP and soil CO2 eﬄux around precipitation events
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might be an indirect consequence of meteorological events.
GPP and soil temperature: Additionally to the coherency plots of soil CO2 eﬄux
with the two predictor variables, soil temperature and GPP, the coherency plots of both
predictor variables were created and are shown in Figs 3.23 and 3.24 (before and after
the thinning). GPP and soil temperature show a strong diurnal correlation between
March/April and October/November. This is an expected result, as both variables
individually show a diurnal pattern. Due to this, it is impossible to distinguish from
the wavelet analysis alone which variable drives daily ﬂuctuations in soil CO2 eﬄux. In
August 2007, there is a signiﬁcant area between the 32- and 64-day period, as was also
visible in the two other wavelet coherency plots. This signal is potentially attributable
to weather phenomena, which are inﬂuencing both temperature and irradiation (and
thus, indirectly, GPP). As those then correlate with soil CO2 ﬂuxes, it is not possible
to distinguish, what is driving soil CO2 eﬄux directly.
Soil moisture does not seem to have an eﬀect on the coherency between GPP and soil
temperature. Precipitation events or longer dry periods do not show a distinct pattern
in the wavelet coherency diagram.
Comparing all of the diagrams, it appears that correlations at the intermediate scale
(between the daily and yearly cycle) were visible in all of the coherency plots. This
leads to the assumption that these ﬂuctuations are related to weather phenomena, as
described above. Precipitation events are linked to lower PAR values due to clouds
(and thus, a decrease in GPP), lower air temperature and, delayed in time, a decrease
in soil temperature. A decrease in GPP and soil temperature consequently leads to
lower soil respiration values.
There are only very few studies, which used the wavelet analysis to investigate the
correlations between soil CO2 eﬄux and its driving variables at diﬀerent temporal
scales (e.g. Vargas et al., 2010, 2011). Furthermore, the time series used in previous
studies were shorter. Therefore, the comparison with the literature is complicated. In
the study of Vargas et al. (2011), the wavelet coherency analysis of soil respiration
with soil temperature and GPP showed a strong correlation at the diurnal scale, as
similar to the ﬁndings of the present study and in agreement with expectations. In
their study, the phase diﬀerence between GPP and soil respiration at the diurnal scale
was not found to be consistent, as contrary to the relatively constant out-of-phase
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relationship between the soil CO2 eﬄux and GPP found in this study. However, since
they investigated soil respiration (and not soil CO2 eﬄux which includes photosynthesis
of ground vegetation), the diurnal time lag between the two variables is expectedly
diﬀerent than in this study. The out-of-phase relationship during the growing season
found in the present study can be explained by a decrease of soil CO2 eﬄux during
day time, when both photosynthesis of the ground vegetation and GPP are highest.
When only soil respiration is measured, the values are expected to be highest during
day-time and would therefore rather cause an in-phase relationship with GPP.
In the study of Vargas et al. (2011), an analysis of the time lag between soil respiration
and soil temperature at the 1-day scale revealed, that soil respiration preceded soil
temperature by a few hours, i.e. an increase in temperature was measured after an
increase in soil respiration. This is against expectations, as it could be expected that
soil respiration follows the course of soil temperature with a little time lag due to the
assumed temperature dependency of soil respiration. In our study, the phase diﬀerence
between soil CO2 eﬄux and soil temperature was not found to be consistent, therefore,
no clear time lag between the two time series at the daily cycle could be identiﬁed.
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3.3 Analysis of the temporal variability of soil CO2 eﬄux
Figure 3.19. Wavelet coherency diagram of soil CO2 eﬄux and soil temperature for time period 1:
10.05.2007 – 08.06.2008. (a) Original time series of hourly means with flags for critical
gap-filling. (b) Wavelet coherency diagram with cone of influence and 95% significance
areas. (c) Original time series of soil water content.
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Figure 3.20. Wavelet coherency diagram of soil CO2 eﬄux and soil temperature for time period 2:
24.06.2010 – 30.06.2012. (a) Original time series of hourly means with flags for critical
gap-filling. (b) Wavelet coherency diagram with cone of influence and 95% significance
areas. (c) Original time series of soil water content.
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3.3 Analysis of the temporal variability of soil CO2 eﬄux
Figure 3.21. Wavelet coherency diagram of soil CO2 eﬄux and GPP for time period 1: 10.05.2007 –
08.06.2008. (a) Original time series of hourly means with flags for critical gap-filling.
(b) Wavelet coherency diagram with cone of influence and 95% significance areas. (c)
Original time series of soil water content.
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Figure 3.22. Wavelet coherency diagram of soil CO2 eﬄux and GPP for time period 2: 24.06.2010 –
31.12.2011. (a) Original time series of hourly means with flags for critical gap-filling.
(b) Wavelet coherency diagram with cone of influence and 95% significant areas. (c)
Original time series of soil water content.
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3.3 Analysis of the temporal variability of soil CO2 eﬄux
Figure 3.23. Wavelet coherency diagram of GPP and soil temperature for time period 1: 10.05.2007 –
08.06.2008. (a) Original time series of hourly means with flags for critical gap-filling.
(b) Wavelet coherency diagram with cone of influence and 95% significance areas. (c)
Original time series of soil water content.
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Figure 3.24. Wavelet coherency diagram of GPP and soil temperature for time period 2: 24.06.2010 –
31.12.2011. (a) Original time series of hourly means with flags for critical gap-filling.
(b) Wavelet coherency diagram with cone of influence and 95% significance areas. (c)
Original time series of soil water content.
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4 Conclusion
The present study was carried out to provide a comprehensive assessment of the spatial
and temporal variability of soil CO2 eﬄux in Norunda, with the purpose to better
understand the role that soil CO2 eﬄux plays for the net carbon balance of the forest.
The investigation was divided into three parts: (1) a general description of the soils and
an analysis of physical and chemical soil properties, particularly the organic carbon
content, (2) the analysis of the spatial variability of soil respiration, and (3) the analysis
of the temporal variability of soil respiration. The primary aims were to identify the
main drivers that are causing high respiration rates in the forest and to relate soil
respiration to total ecosystem ﬂuxes.
Description of the soils, total carbon and nitrogen content
The soils in Norunda were found to be very heterogeneous due to their glacial history,
containing very diﬀerent grain sizes from clayey to sandy and very stony substrates.
Podsolisation was visible, but very weak. The soils were classiﬁed as Spodic-Dystric
Cambisols.
Total C and N contents were calculated for two soil proﬁles and were in a typical range
for well-drained soils of boreal forests. The main part (75-85%) of total C and N was
found in the ﬁrst 30 cm below the soil surface. As the C contents of these soils were
relatively low, they are not likely to be the source of the high carbon losses in Norunda.
Wetlands, which are expected to have higher contents of carbon, are rather expected
to be the source of high CO2 ﬂuxes and could therefore be interesting to be further
investigated in future studies.
The result of total C and N was very sensitive to the estimated stone content, which was
at the same time the most subjective input parameter of the calculation. Other sources
81
4 Conclusion
of uncertainty included the diﬀerences in sampling depths, the number of repetitions
per sample and the number of repetitions per analysis step. For a robust estimation of
C and N stocks, the following points should be taken into account: (1) The variability
of soil properties should be captured by sampling at more locations (i.e. preparing more
soil pits of at least 30 cm depth). (2) A stratiﬁed sampling scheme should be applied,
i.e. the distinction of diﬀerent areas (e.g. by soil type) and the random sampling within
these areas. A precise number of soil pits cannot be provided and depends on the
required accuracy. (3) By collecting and analysing more samples per soil depth and
repeating each analysis step, information on the variability and uncertainty could be
derived. (5) A more standardised method to take soil samples (e.g. by sampling at
ﬁxed depths) and to estimate the stone content, could reduce diﬀerences in results due
to diﬀerent densities of sampling points and subjective estimates of stoniness.
Generally, it can be said that the estimations of soil C and N content presented in this
study contain a high level of uncertainty. However, there is always a trade-oﬀ between
the time and costs for the analysis and the accuracy of the results. A comprehensive
carbon inventory would have been beyond the scope of the present study, but the
mentioned points are recommendations for the planning of future studies on the soil
carbon stocks in Norunda.
Spatial variability of soil CO2 eﬄux
Soil CO2 eﬄux was measured in July and August 2012 using a portable gas analyser.
A comparison of the two diﬀerent methods used for the plot preparation revealed that
the quality of soil CO2 ﬂux data is very low when the measurement is carried out by
placing the chamber directly on the vegetation layer without using collars. It can be
concluded that this method should not be used on soils with a thick, soft vegetation
cover, as mostly found in boreal forests. Instead, two diﬀerent methods for soil CO2
ﬂux measurements are recommended to be used in future studies: Either, collars are
inserted into the soil several weeks before the measurement and the respiration chamber
is placed on the collar during the measurement, or ground vegetation is removed several
hours before the measurement and the measurement is carried out on the soil directly.
The coeﬃcient of variation of all the measurements was in agreement with previous
studies. As the variability of soil respiration within a forest is depending on the time
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of measurement, a long term investigation of the spatial variability of soil respiration
over time would be of interest.
The mean soil CO2 eﬄux measured with the portable gas analyser was notably lower
than the mean soil CO2 eﬄux measured by the chambers. This indicates that soil
CO2 eﬄux measured by the chambers is relatively high in comparison to mean soil
respiration rates within the forest. Further investigation, and more speciﬁcally, a direct
comparison of the ﬂuxes obtained by the portable gas analyser and the chambers would
be needed to relate the measurements of the spatial variability to the measurements of
the temporal variability of soil CO2 eﬄux.
A multiple, stepwise regression was carried out to investigate the relationships between
soil respiration and a number of environmental factors. In agreement with the literature,
soil temperature and soil water content were found to be signiﬁcant predictor variables
and explained about 27% of the variance. Stone content, tree distances and tree species
were not signiﬁcant. However, the eﬀect of these potential predictor variables might not
be visible in the data due to two reasons: (1) The application of a linear model does not
represent the non-linearity of the relationship between soil CO2 ﬂuxes and predictor
variables such as temperature and moisture. The resulting non-normally-distributed
residuals mask the eﬀect of other inﬂuencing variables. (2) Variables that were found
to be signiﬁcant in previous studies (e.g. thickness of organic litter layer), were not
measured in the present study and could also mask the impact of investigated variables.
In order to upscale soil respiration data to the ecosystem level as well as to understand
the high ecosystem respiration values, soil temperature and moisture are not suﬃcient
as predictor variables and further relationships should be investigated, ideally by
applying a non-linear, multiple regression. Previous studies suggested an impact of
vegetation type and root-associated fungi on soil respiration in boreal forests. Therefore,
the relationships between mycorrhizal fungi, vegetation types and measured soil CO2
eﬄux could be interesting to be analysed and might provide valuable insights into soil
respiration rates in Norunda.
The temporal variability of soil CO2 eﬄux and ecosystem fluxes
Monthly statistics were calculated for ecosystem ﬂuxes and chamber data (i.e. NEE,
GPP, REco, FSoil, RSoil, soil CO2 uptake, TSoil, SWC and PAR). The graphs of monthly
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values of chamber and eddy covariance data showed that all of the time series, except
for soil water content, follow a clear seasonal cycle. Peaks of soil CO2 ﬂux, ecosystem
respiration and soil temperature had a similar timing. The seasonal cycle of GPP and
soil CO2 eﬄux was delayed by 1-2 months.
Annual statistics were calculated for two diﬀerent, complete years before and after the
thinning. Both soil CO2 eﬄux and net ecosystem exchange of the forest were high
compared to previous measurements in Norunda and to measurements in other boreal
forests. The high NEE values compared to previous studies in Norunda could possibly
be linked to diﬀerent correction methods and should be further investigated.
It was found that all soil CO2 ﬂuxes (net CO2 ﬂux, soil respiration and CO2 uptake)
were higher after the thinning, while all ecosystem ﬂuxes (NEE, GPP and REco) were
lower. A possible impact of the thinning on these values could be shown and would
justify further investigations of the impact of thinning. However, the conclusions that
can be drawn from the comparison of the two years are limited, since the diﬀerences
could also be linked to the interannual variability of the data and diﬀerences in
meteorological conditions. Longer time series and additional meteorological data
would be needed. Additionally, statements about the contribution of diﬀerent sources
(i.e. root/rhizosphere respiration and microbial respiration) would require more detailed
investigations and the application of non-numerical partitioning methods, e.g. isotope
methods or root exclusion techniques.
Contribution of soil respiration to ecosystem respiration
Before the thinning, soil respiration contributed ~70% of ecosystem respiration. After
the thinning, however, its contribution was nearly 100%. The ﬁrst result is in agreement
with ﬁndings of previous studies, however, a percentage of nearly 100% is unrealistic
and indicates an underestimation of ecosystem respiration or an overestimation of soil
respiration, particularly during winter months when ecosystem ﬂuxes are very low.
Possible causes might be related to (1) non-representative locations of the chambers
within the forest (yielding too high soil CO2 ﬂuxes), (2) an overestimation of day-time
soil respiration due to the ﬂux-partitioning algorithm, (3) the detection limit of the eddy
covariance system and (4) horizontal and non-turbulent ﬂuxes which are not measured
by the eddy covariance system. Further investigations of the eddy covariance and
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chamber measurements and the numerical methods for data correction and partitioning
should therefore be considered.
The temporal analysis of the fraction RSoil/REco revealed a ﬂuctuation with a period
of 20-40 days. It could be shown that this ﬂuctuation is likely to be a result of the
periodicity of the underlying variables and their delay in responses to environmental
conditions, e.g. weather changes, and might not directly have a physical meaning in
itself. A seasonal cycle, as found in previous studies, could not be identiﬁed.
Wavelet analysis
The wavelet analysis was applied to time series of soil CO2 eﬄux, GPP and soil
temperature. For all of the variables, a diurnal cycling during the growing season
annual an annual cycle throughout the year could be identiﬁed in the wavelet sample
spectra. Additionally to the expected daily and yearly cycle, in some times of the
investigated measurement periods, soil CO2 eﬄux, soil temperature and GPP showed
ﬂuctuations at periods greater than one day, which might be explained by an inﬂuence
of weather phenomena.
The wavelet coherency analysis showed strong correlations of all variables at the diurnal
and yearly cycle, therefore these cyclic patterns of soil CO2 eﬄux could not be clearly
attributed to one speciﬁc environmental driver. During the growing season, soil CO2
eﬄux showed correlations with soil temperature and GPP at a number of diﬀerent
periods greater than one day, however, no clear pattern could be derived, which
highlights the complexity of the dynamic behaviour of the investigated variables. The
relationship between GPP and soil CO2 eﬄux appeared to be linked to soil moisture.
After precipitation events, a stronger correlation of soil CO2 eﬄux and GPP at periods
of several days could be seen. However, an eﬀect of soil moisture on the relationship
between soil temperature and soil CO2 eﬄux could not be identiﬁed as it would be
expected.
An analysis of the time lag revealed an out-of-phase relationship between GPP and soil
CO2 eﬄux at periods of 2-10 days, indicating a time lag of 1-5 days between GPP and
soil CO2 eﬄux. This result conﬁrms estimations of the time lag between photosynthesis
and root respiration in forested ecosystems derived in previous studies.
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The wavelet analysis proved to be a very useful tool for the visual examination of the
spectral patterns of soil CO2 eﬄux, GPP and soil temperature and their relationships
at diﬀerent temporal scales. It should be considered as an additional tool to the
conventional regression analysis, as it helps to visually identify correlations between
variables at diﬀerent temporal scales and facilitates the formulation of statistical
models. Furthermore, it can be used to analyse the goodness of ﬁt of a statistical
model by analysing the spectral pattern of its residuals and identifying areas in the
time-frequency-domain where the statistical model requires further improvements.
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A The wavelet analysis
General introduction
The wavelet analysis is a useful and relatively new tool to decompose a time series into
its spectral components. It is used in a wide range of applications, such as climatology,
geophysics, image and signal processing. Similar to the Fourier analysis, the wavelet
analysis deals with the expansion of functions using a set of basis functions. These
basis functions are so-called “wavelets”, continuous functions with speciﬁc properties
described in. section A, whereas the Fourier analysis is based on trigonometric functions
(Lee and Yamamoto, 1994). The advantage of the wavelet approach compared to the
Fourier analysis is that the time series is matched to wavelets for each point in time
as opposed to for the whole time period, permitting to identify shifts in the spectral
pattern of a signal. The wavelet analysis can therefore be thought as a temporally
explicit Fourier analysis. Whereas the Fourier analysis determines all the spectral
components embedded in a signal, the wavelet analysis allows for identifying the point
in time when speciﬁc periodicities are present. It is thus most interesting for the
analysis of ecological and environmental time series which are often driven by periodic
variables (e.g. temperature, irradiation) and characterised by non-stationary, complex
behaviour with changing dynamics triggered by external events (e.g. precipitation
events, heat waves) (Cazelles et al., 2008).
The mathematical fundamentals of the wavelet analysis
The wavelet analysis has been reviewed in detail in previous works (Daubechies, 1990;
Farge, 1992; Torrence and Compo, 1998; Cazelles et al., 2008). In the following, the
fundamentals of the wavelet analysis will be summarised to illustrate how and why
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this method can be advantageous for the analysis of soil respiration or other ecological
data.
The mother wavelet
The mother wavelet is a continuous function that is used to derive a set of wavelets,
which will then be used for analysing the spectral components of a time series. It
generally satisﬁes the following conditions (Lee and Yamamoto, 1994),:
• The mean of the function ψ(t) equals zero:
ˆ
∞
−∞
|ψ(t)| dt = 0 (A.1)
• The energy of the function ψ(t) equals one:
ˆ
∞
−∞
|ψ(t)|2 dt = 1 (A.2)
• The function ψ(t) must satisfy the admissibility criterion, a criterion of half-
diﬀerentiability, in order to obtain a stably invertible transform:
cψ = 2π
ˆ
∞
−∞
|Ψ(ω)|2
|ω| dω <∞, (A.3)
where Ψ is the Fourier transform of ψ.
Four examples for mother wavelets are shown in ﬁgure A.1. One of the most widely used
wavelets for the analysis of environmental time series is the complex, non-orthogonal
Morlet wavelet, which will also be used in the present study. It consists of a plane
wave localised by a Gaussian window:
ψ0(t) = π
−
1
4
(
eiω0t − e− 12ω20
)
e−
1
2
t2 , (A.4)
where ω0 is the central frequency of the Morlet wavelet (often set as ω0 = 6). The
constant term e−
1
2
ω2
0 is used for correcting the non-zero mean of the complex sinusoid,
and is negligible when ω0 > 5. Therefore the deﬁnition of the Morlet wavelet is often
given as following (Cazelles et al., 2008):
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ψ0(t) = π
−
1
4 eiω0te−
1
2
t2 (A.5)
Wavelet functions were developed for a wide range of applications, resulting in a large
amount of very diﬀerent functions. The choice of a wavelet function depends on the
type of the signal and the objective of the analysis. Considerations are whether to use
a complex or real-valued wavelet, a continuous or discrete set of wavelets, orthogonal
versus redundant decompositions (for further information on the choice of wavelet
functions, see Cazelles et al., 2008). In the present study, the Morlet wavelet is used
for its very good time and frequency resolution (Goupillaud et al., 1984). Complex
wavelet functions as the Morlet wavelet have the advantage to return information about
both amplitude and phase diﬀerence of the correlation of two time series (Vargas et al.,
2010).
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Figure A.1. Four examples of commonly used wavelet functions: (a) Haar wavelet, (b) Mexican hat
wavelet, (c) Morlet wavelet, (d) Meyer Wavelet.
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The wavelet transform
The set of daughter wavelets for the analysis is derived from the mother wavelet by
translations (i.e. shifting along the time axis) and dilutions (i.e. scaling in the temporal
dimension):
ψa,τ (t) =
1√
a
ψ0
(
t− τ
a
)
, (A.6)
where ψ0 is the mother wavelet, a the scaling factor characterising the dilution of the
wavelet and τ the translation factor moving the wavelet in the time dimension. Figure
A.2 shows diﬀerent daughter wavelets of the Morlet wavelet. The translations and
dilutions can be characterised by continuous or discrete factors, i.e. an inﬁnite or ﬁnite
amount of diﬀerent wavelets along the time and frequency domain. Each wavelet can
be regarded as a template function which is matched to the input signal, providing
information about the frequency distribution for each point in time.
The wavelet transform of a given signal x(t) is deﬁned as:
Wx(a, τ) =
1√
a
ˆ
∞
−∞
x(t)ψ∗0
(
t− τ
a
)
dt =
ˆ
∞
−∞
x(t)ψ∗a,τ (t)dt, (A.7)
or, for a signal with discrete measurement points xn with n = 1...N and a constant
Figure A.2. Deriving the wavelet functions by translating and diluting the mother wavelet. This figure
shows from the top to the bottom three dilutions of the original wavelet: a very short
wavelet (representing a high frequency) to a longer wavelet (representing a low frequency).
The translations are shown by moving the wavelet from the left to the right. In this way,
by diluting and translating the original wavelet, the complete time and frequency space is
covered. (Source: adapted from Cazelles et al., 2008)
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time spacing δt:
Wx(a, τ) =
√
δt
a
N∑
n′=1
xn′ψ
∗
0
(
n′ − τ
a/δt
)
=
N∑
n′=1
xn′ψ
∗
a,τ (n
′), (A.8)
where * denotes the complex conjugate, ψ0(t) the mother wavelet and a and τ scale
and translation factor. The equation shows that the wavelet transform is calculated
as a convolution of the input function with the scaled and translated wavelet. If the
signal and the wavelet show a good match, the real part of the wavelet transform
returns a large positive value. If the matching is low, the returned real value is low.
Continuous wavelet transforms (CWT) operate over every possible scale and translation
combination, whereas discrete wavelet transforms (DWT) only use a subset of scale
and translation values necessary to preserve all the information about the original
time series in the transformed function. Discrete decompositions are useful in signal
processing and ﬁltering, but in the present study the continuous wavelet transform is
used, as it provides a better image of the distribution of spectral components in the
time-frequency domain .
Wavelet power spectrum and global power spectrum
Using a complex-valued wavelet function, e.g. the Morlet wavelet, the wavelet transform
(eqs. A.7 and A.8) is complex-valued and can be divided into a real part (R {Wx(a, τ)})
and an imaginary part (I {Wx(a, τ)}), or into amplitude (|Wx(a, τ)|) and phase:
tan−1 (I {Wx(a, τ)} /R {Wx(a, τ)}). The phase can be used to analyse the phase
diﬀerence of two signals. The wavelet power spectrum is calculated as |Wx(a, τ)|2 and
is generally the output to be used for visually analysing the spectral composition of a
time series.
The global power spectrum is the integral of the wavelet power spectrum over the
whole time period T :
sx =
σ2x
T
ˆ T
0
|Wx(a, τ)|2 dτ (A.9)
The global power spectrum is comparable to the Fourier spectrum, as it represents the
contribution of diﬀerent periodicities to the whole time series. It does not provide any
information on when these periodicities occur.
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Wavelet coherency and phase difference
The wavelet coherency analysis is a useful method to analyse the correlations of two
time series in the time and frequency domain. Wavelet coherency is deﬁned as the
square of the cross-spectrum normalised by the individual power spectra:
Rx,y(a, τ) =
|〈Wx,y(a, τ)〉|
|〈Wx,x(a, τ〉|1/2 |〈Wy,y(a, τ)〉|1/2
, (A.10)
where 〈·〉 denotes a smoothing operator in both the time and frequency domain and
Wx,y(a, τ) the cross spectrum of two signals:
Wx,y(a, τ) =Wx(a, τ) ·W ∗y (a, τ), (A.11)
with ∗ denoting the complex conjugate. Using this deﬁnition, Rx,y(a, τ) lies between 0
and 1, with 1 denoting a perfect linear correlation between the two signals at a speciﬁc
frequency.
The wavelet coherency analysis allows to identify correlations of signals at diﬀerent
scales (e.g. daily or seasonal) and the timing of correlation patterns. It thus can provide
an insight into changing correlations between two variables which are dependent on
external non-stationary environmental factors. The wavelet coherence analysis can also
be employed to identify a delay between two signals. The phase diﬀerence is calculated
as following (Torrence and Webster, 1999):
φx,y(a, τ) = tan
−1 I {W (a, τ)}
R {W (a, τ)} (A.12)
It is represented as a value between 0 and 2π and represents the time lag of a sinus
function f(x) = sin(x · 2π · f) with a shifted function fφ(x):
fφ(x) = sin((x+ l) · 2π · f) (A.13)
= sin(x · 2π · f + l · 2π · f) (A.14)
= sin(x · 2π · f + φ), (A.15)
where l denotes the time lag in absolute terms, f the frequency and phi the time lag as
a ratio of a full wavelength multiplied with 2π. Figure A.3 illustrates the relationship
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between the angle φ and the time lag between two signals.
Wavelet scale and frequency
For certain wavelets, the scales used for the calculation of the wavelet transform can
be related to a corresponding frequency of a trigonometric function. The relationship
can be derived by calculating the wavelet transform of a pure sine wave with a known
Fourier period, and then identifying the scale at which the wavelet power spectrum
reaches its maximum. For the Morlet wavelet, the scale-frequency relationship is as
following:
1
f
=
4πa
ω0 +
√
2 + ω20
, (A.16)
where f is the frequency, a the scale and ω0 the central angular frequency of the Morlet
wavelet.
Normalisation
In order to compare the wavelet spectrum between diﬀerent scales, it is necessary
to normalise the data before applying the wavelet transform. The expectation value
for the wavelet transform of a white noise signal (a random signal) would in all the
scales and times be σ2, therefore one common way of standardising the wavelet power
spectrum is to divide the input signal by its variance σ2, showing the contribution of
spectral patterns relative to a random time series
Zero padding and cone of influence
The time series is padded with zeros before and after the signal, so that the wavelet
transform can be calculated near the edges, where the wavelet exceeds the limits of the
signal. In these areas, an error is introduced by the abrupt change from zero to the real
values of the signal. The cone of inﬂuence denotes the zone where these edge eﬀects
become important, and should therefore be used with caution for the interpretation of
the wavelet diagram (Torrence and Compo, 1998).
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Figure A.3. The relationship between the angle φ and the corresponding phase difference. The wavelet
coherency analysis calculates the strength of correlation as well as the phase difference
between two signals at a given time and frequency, represented as an arrow in the wavelet
coherency diagram. An arrow to the right displays perfect correlation, whereas an arrow
to the left means that the two signals are out of phase. An arrow to the top denotes that
signal 1 follows signal 2, whereas an arrow to the bottom means that signal 1 is followed
by signal 2.
Significance testing
The signiﬁcance testing is carried out by comparing the realised wavelet spectrum
against a time series with an assumed Fourier spectrum, mostly a white noise or red
noise spectrum (Torrence and Compo, 1998). Based on a Monte carlo simulation, the
wavelet power spectra of this background signal are calculated and compared to the
realised spectrum of the actual data. If a value in the time-frequency domain is greater
than 95% of the previously simulated values, it is signiﬁcant.
Practical examples
Figure A.4 shows the wavelet power spectra and the global power spectra of two
diﬀerent sinusoid signals with both a contribution of spectral components with the
periods p1 = 10 and p2 = 100. The ﬁrst function f1 is deﬁned as a shift from period p1
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to period p2 in the middle of the time period:
f1(x) =


sin(x · 2π · 1/10) x ≤ 500
sin(x · 2π · 1/100) x > 500
(A.17)
The second function f2 is a superposition of the two terms, so both periodicities are
present throughout the whole time period:
f2(x) = sin(x · 2π · 1/10) + sin(x · 2π · 1/100) (A.18)
The graphs for both functions are shown in the ﬁgure (sub-ﬁgures a and c). The sub-
ﬁgures b and d show the corresponding wavelet diagrams together with lines for regions
of signiﬁcance (signiﬁcance level: α = 0.05) and cone of inﬂuence. The 2D-diagram
represents the time and frequency space, the colours at the speciﬁc position represents
the strength of the contribution of a speciﬁc period at a speciﬁc point in time – red color
means high contribution and blue colour means no or low contribution. The advantage
of the wavelet sample diagram is that the occurrence of speciﬁc frequencies can be
determined in time, which is why the diagram of the ﬁrst function clearly displays a
transition of the frequency spectrum from period p1 = 10 to period p2 = 100, whereas
the second wavelet diagram reﬂects the presence of both frequencies throughout the
whole time period.
Additionally the global power spectra are displayed in the sub-ﬁgures c and f. Both
global spectra show a peak at the dominant periods, but do not contain any information
on when these spectral components are dominant. This diagram is comparable to the
Fourier diagram and presents similar information.
The cone of inﬂuence, i.e. the area in which edge eﬀects are dominant, can be seen in
the lower part of the diagram.
Figure A.5 presents an example of the wavelet coherency analysis. Two sinusoidal
functions are investigated, both being a superposition of sine curves of diﬀerent
frequencies and amplitudes and a random scatter. Their graphs are presented in
sub-ﬁgure (a). The two signals share a common period p = 30 and additionally have
further spectral patterns, which they do not have in common. The common periodicitiy
is visible both in the wavelet sample plots (as a red area) and the global power spectra
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Figure A.4. Example wavelet diagrams for two sinusoidal functions with similar spectral composition
of two periods. Presented are example wavelet diagrams for two sinusoidal functions with
the two periods: p1 = 10 and p2 = 100. The first function reflects a transition from period
p1 to period p2 in the middle of the time period. The second function is a superposition of
both components. The diagram shows the corresponding graphs (a and d), wavelet power
diagrams (b and e) and global power diagrams (c and f).
(as a peak) of each signal. Additionally, the other spectral patterns are visible. The
wavelet coherency plot clearly identiﬁes the common periodicity as a red, signiﬁcant
area throughout the whole time domain. Noticable are also other, smaller red areas,
which are due to the randomness of the underlying signals. This demonstrates that
the results of the wavelet coherency analysis have to be used carefully, particularly
when only small areas are red. The arrow at period p = 30 point to approximately 330°
(or -30°). This indicates an almost in-phase correlation, with a little delay of signal 2
compared to signal 1 (compare ﬁgure A.3).
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Figure A.5. Example wavelet coherency diagram of two sinusoidal functions. Presented are (a) the
graphs of the original time series, (b and c) the wavelet sample spectrum and global
power spectrum of signal 1, (d and e) the wavelet sample spectrum and global power
spectrum of signal 2, (f) the wavelet coherency diagram. The wavelet sample spectra of
both functions show the spectral composition of the two signals. Both functions share
a common period p = 30, which can also be identified as a peak in both global spectra.
In the wavelet coherency plot of both signals, the correlation at the 30-period is visible
over the whole time period and is marked with a red colour and outlined with a black line,
signifying 95%significance. The arrows point versus approximately 330°, indicating an
almost in-phase relationship, with a small delay of signal 2.
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B Summary of the steps of the
chamber data preparation
The following table presents an overview of the relevant numbers of the pre-processing
of the chamber data. The results indicate the relative importance of each pre-processing
step. The following numbers are displayed in the table:
• total number of time steps, i.e. the number of 30-min-intervals, for the whole
measurement period
• number of records before the data-preprocessing (as absolute number, as percent-
age of total number of time steps)
• number of ﬁltered values (as absolute number, as percentage of total number of
records, as percentage of total number of time steps)
• number of gap-ﬁlled values (as absolute number, as percentage of total number
of time steps)
• number of critical gap-ﬁlled values, i.e. with a low quality ﬂag according to the
MPI-BGC website that provides the gap-ﬁlling algorithm (as absolute number,
as percentage of total number of time steps)
The summary is divided into:
• the two time periods that were selected for the chamber data: period 1) 10.05.2007
- 08.06.2008 and period 2) 24.06.2010 - 30.06.2012
• the diﬀerent variables measured (FSoil, PAR, TSoil, SWC)
• the six chambers (CH1 - CH6) (There are no measurements for chamber 3 during
the second time period, therefore, the corresponding cells are empty.)
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C Soil properties
The following section contains the soil proﬁle description for the three soil proﬁles (T1,
T2, UT) as well as the results of the physical and chemical soil analysis.
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C.1 Soil profile description
Profile T1
General • Location: in the thinned part of the forest, on a hill
• Dry, sandy soil
• Very high stone content throughout the profile
(~ 60 - 90%)
• Very compact parental material
• Deepest roots at ~ 60 cm
O: +5 – 0 cm • Organic litter layer
• Raw humus: needles, twigs
Ae: 0 – 16 cm • Eluvial horizon: leaching of iron and aluminium oxides
• Colour: brownish-grey, some parts brighter grey
• Texture: loamy sand
• High root density (fine and coarse roots)
• High content in stones, many large stones: 50% (estimated)
Bs: 16 – 26 cm • Illuvial horizon: illuviation of iron and aluminium horizons
• Color: brownish-orange
• Texture: loamy sand
• High root density (fine and coarse roots)
• High content in stones, many large stones: 60% (estimated)
Bv: 26 – 36 cm • Brunification: weathering of iron minerals in the parental material
• Color: yellowish-brown
• Texture: loamy sand – sand
• Very high content in stones and boulders: 80% (estimated)
C: > 36 • Parental material: glacial till
• Color: grey
• Very compact layer, high bulk density
• Very high content in stones and boulders: 80% (estimated)
Ae
Bs
Bv
C
O
Sampling points (approximately)
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Profile T2
General • Location: in the thinned part of the forest, in a depression
• Humid soil with high clay content
• Sandy over clayer material
• Remarkably lower stone content in than the other profiles
• Very dense, clayey in the lower soil profile, inhibits water flow
• Deepest roots at ~ 60 cm
• High water table, at ~ 90 cm depth
O: +5 – 0 cm • Organic litter layer: partly decomposed mosses, needles, branches
Aeh: 0 – 5 cm • Humus horizon with signs of leaching of iron and aluminium 
oxides
• Colour: brownish-grey with bright-grey leaching layer
• Texture: sandy loam
• High root density (fine and coarse roots)
• Stone content: 30% (estimated)
Bs1: 5 – 28 cm • B-horizon with medium content of little stones, sandy
• Colour: orange-grey
• Texture: sandy loam
• A few coarse roots
• Stone content: 30% (estimated)
• Horizontal accumulation of stones in the lower end of the horizon
Bs2: 28 – 35 cm • B-horizon, same texture as C-horizon, but different colour
• Colour: bright-grey
• Texture: clay
• Low stone content: 10% (estimated)
• Very dense and compact
C: > 35 cm • C-horizon: parental material
• Colour: grey with red mottles  sign of oxidation of iron oxides
• Texture: clay
• Low stone content: 10% (estimated)
• Very dense and compact
Aeh
B1
B2
C
O
Sampling points (approximately)
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Profile UT
General • Location: in a sink in the unthinned part of the forest
• Signs of subsidence of the soil in that area (roots of the trees are 
exposed)
• Loamy over sandy material
• High stone content, many big boulders
• Deepest roots at ~ 60 cm
• High water table, at ~ 80 cm depth
O: +8 – 0 cm • Organic litter layer: partly decomposed moss
Ae: 0 – 2 cm • Eluvial horizon: leaching of iron and aluminium oxides
• Very thin layer
• High content in stones and boulders: 40% (estimated)
Bs: 2 – 8 cm • Illuvial horizon: illuviation of iron and aluminium horizons
• Colour: brownish-orange
• Texture: Clay loam
• High content in stones and boulders: 40% (estimated)
Bv: 8 – 45 cm • Brunification horizon
• Colour: brownish-orange
• Texture: clay loam
• Very high content in stones and boulders: 60% (estimated)
C: > 45 cm • Parental material
• Colour: grey
• Texture more sandy, but almost no soil
• Very high content in stones and boulders: 60% (estimated)
Ae
Bs
C
O
Bv
Sampling points (approximately)
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C.2 C and N concentrations, pH
The following table presents the results of the chemical analysis of the soil and litter sample for each soil profile. The variable dspl describes
the range of sampling depths, mean dspl the average of these sampling depths.
The soil pH was measured using a suspension of 1:2.5 soil to KCl solution. C and N content [mg/g] were measured on the basis of a dried
and ground subsample, using a CN analyser (Elementar analyser, model: mario Max CN).
The variables mcoarse and mfine specify the weight of the coarse (e.g. stones) and fine fraction after drying and sieving (at 2mm) of each
sample. % mcoarse describes the gravimetric percentage of stones to total sample, providing a proxy of the stone content within each sample.
As boulders and large stones are not included in the sampling process, this does not provide an accurate estimate of the stone content in the
soil, but approximates the content of small stones within a random, small soil sample.
Due to time constraints, only one analysis was carried out per sample and variable. Therefore, no range of uncertainty is provided in the
table.
X
IX
Profile ID Horizon dspl [cm] Mean dspl [cm] pH [-] C [mg C/g soil] N [mg N/g soil] C/N mcoarse [g] mfine [g] % mcoarse
T1 T1-L O +5 - 0 462.80 12.23 37.84
T1 T1-1 Ae 1 - 2 1.5 3.2 104.70 4.96 21.11 41.6 82.6 33.50%
T1 T1-2 Bs-Bv 20 - 30 25 4.4 11.16 0.59 18.92 137.1 214.2 39.00%
T1 T1-3 C 40 - 50 45 4.6 2.14 0.14 15.29 96.1 125.5 43.40%
T1 T1-4 C 60 - 70 65 4.8 1.19 0.10 11.90 153.1 212.3 41.90%
T1 T1-5 C 80 - 90 85 4.9 0.79 0.07 11.29 72.2 151.2 32.30%
T2 T2-L O +5 - 0 344.10 10.60 32.46
T2 T2-1 Aeh 1 - 2 1.5 3.2 81.30 3.90 20.85 24.2 95.1 20.30%
T2 T2-2 Bs1 10 - 15 12.5 4.3 5.76 0.22 26.18 44.2 141.7 23.80%
T2 T2-3 Bs1 20 - 24 22 4.4 3.14 0.22 14.27 98.3 172.2 36.30%
T2 T2-4 Bs2 25 - 35 30 4.8 2.41 0.22 10.95 6.9 370.6 1.80%
T2 T2-5 C 60 - 70 65 5.2 1.73 0.17 10.18 7.1 323.1 2.20%
UT UT-L O +8 - 0 428.80 10.42 41.15
UT UT-1 Ae 1 - 2 1.5 3.5 30.74 1.59 19.33 56.5 174.2 24.50%
UT UT-2 Bs 3 - 5 4 4.1 23.01 1.11 20.73 14.5 133.9 9.80%
UT UT-3 Bv 15 - 20 17.5 4.8 6.49 0.50 12.98 12.6 292.5 4.10%
UT UT-4 Bv 30 - 40 35 5.0 2.49 0.20 12.45 21.0 271.4 7.20%
UT UT-5 C 50 - 80 65 5.3 3.53 0.24 14.71 296.0 310.7 48.80%
X
X
C.3 Bulk density of the fine soil
The following table presents the results of the bulk density calculation. Four samples were taken at soil profiles T2 and UT (two samples
each). dspl denotes the sampling depths at which the samples were taken. Mean dspl is the mean of these depths. Vcyl is the volume of the
metal cylinder used for the sampling. Vfill specifies the volume of the soil sample in the cylinder (as the soil contained many stones, it was
almost impossible to fill the cylinder volume to 100%). mSoil is the weight of the dried and sieved (at 2mm soil. mstone is the mass of the
stones contained in the sample. Their volume Vstone was calculated based on an assumed stone density of 2.7 g cm
−3 and deduced from the
cylinder volume, yielding the actual volume Vtot. Bulk density BD was calculated as mSoil divided by Vtot.
Due to a very high stone content of the soils and time constraints, only four bulk density samples could be taken. Therefore, no range of
uncertainties is provided in the table.
Sample nr Profile Horizon dspl [cm] Mean dspl [cm] Vcyl[ml] Vfill [%] mSoil [g] mstone [g] Vstone [ml] Vtot [ml] BD [g/cm
3]
BD1 T2 Aeh-Bv 4 - 10 2 209.3 65% 165.4 35.2 13.0 122.99 1.34
BD2 T2 C 45 - 50 47.5 209.3 80% 283.0 0.0 0.0 167.42 1.69
BD3 UT Ae-Bs 1 - 8 4.5 209.3 82% 171.9 49.2 18.2 153.38 1.12
BD4 UT Bv 28 - 35 31.5 209.3 85% 272.8 0.3 0.1 177.77 1.53
X
X
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D Spatial variability of soil CO2 flux -
results of multiple, linear regression
D.1 Intermediate results of the stepwise regression
Iteration 1
Start: AIC = 77.83
Flux ˜ Tsoil.mean + SWC.mean + Stoniness + T.dist.mean + T.dist.min +
Spec.most.s + Spec.closest.s
Df Sum of Sq. RSS AIC
T.dist.mean 1 0.2216 174.00 75.931
Spec.closest.s 1 0.5330 174.31 76.076
Spec.most.s 1 0.9643 174.74 76.276
T.dist.min 1 1.6395 175.41 76.589
(Intercept) 173.77 77.828
Stoniness 1 7.4804 181.25 79.242
SWC.mean 1 8.0373 181.81 79.490
Tsoil.mean 1 22.2879 196.06 85.603
Iteration 2
Step: AIC = 75.93
Flux ˜ Tsoil.mean + SWC.mean + Stoniness + T.dist.min + Spec.most.s +
Spec.closest.s
Df Sum of Sq. RSS AIC
XXII
Spec.closest.s 1 0.5127 174.51 74.169
Spec.most.s 1 1.3433 175.34 74.554
T.dist.min 1 1.6270 175.62 74.685
(Intercept) 174.00 75.931
Stoniness 1 7.5529 181.55 77.373
SWC.mean 1 7.8241 181.82 77.494
Tsoil.mean 1 24.2487 198.24 84.499
Iteration 3
Step: AIC = 74.17
Flux ˜ Tsoil.mean + SWC.mean + Stoniness + T.dist.min + Spec.most.s
Df Sum of Sq. RSS AIC
Spec.most.s 1 0.9587 175.47 72.613
T.dist.min 1 1.7489 176.26 72.977
(Intercept) 174.51 74.169
SWC.mean 1 9.0767 183.59 76.277
Stoniness 1 9.0840 183.59 76.280
Tsoil.mean 1 24.6347 199.14 82.866
Iteration 4
Step: AIC = 72.61
Flux ˜ Tsoil.mean + SWC.mean + Stoniness + T.dist.min
Df Sum of Sq. RSS AIC
T.dist.min 1 1.1474 176.62 71.141
(Intercept) 175.47 72.613
Stoniness 1 8.9752 184.44 74.654
SWC.mean 1 11.2366 186.70 75.641
Tsoil.mean 1 23.6815 199.15 80.868
Iteration 5
XXIII
Step: AIC = 71.14
Flux ˜ Tsoil.mean + SWC.mean + Stoniness + T.dist.min
Df Sum of Sq. RSS AIC
(Intercept) 176.62 71.141
Stoniness 1 8.3750 184.99 72.894
SWC.mean 1 21.9160 198.53 78.616
Tsoil.mean 1 32.1530 208.77 82.689
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D.2 Statistical properties of the final model of the
stepwise regression
Call:
lm(formula = Flux ˜ Tsoil.mean + SWC.mean + Stone.content, data = data)
Residuals:
Min 1Q Median 3Q Max
-2.9755 -1.0297 -0.0736 0.9998 4.4232
Coefficients:
Estimate Std. Error t-value Pr(>|t|)
(Intercept) -5.2031 2.6378 -1.973 0.052139 .
Tsoil.mean 0.6885 0.1839 3.744 0.000347 ***
SWC.mean -5.4349 1.7582 -3.091 0.002776 **
Stone.content 0.2952 0.1545 1.911 0.059748 .
Significance codes:
0 ’***’ 0.001 ’**’ 0.01 ’*’
0.05 ’.’ 0.1 ” 1
Residual standard error: 1.514 on 77 degrees of freedom
Multiple R-squared: 0.3018
Adjusted R-squared: 0.2746
F-statistic: 11.09 on 3 and 77 DF
p-value: 3.93E − 06
XXV
E Temporal variability of soil CO2 flux
E.1 Monthly statistics of eddy covariance data
The following table presents the monthly statistical characteristics of the eddy cov-
ariance data: mean - monthly mean, STD - standard deviation, CV - coeﬃcient of
variation, QC - quality coeﬃcient. The quality coeﬃcient is the mean of all quality
coeﬃcients “f_qcOK” of all values (QC 1 = highest quality, QC = 0 lowest quality).
All data with a QC below 0.67, i.e. with a contribution of at least one third of critically
gap-ﬁlled data, should be used with caution.
In the lower part of the table, the mean of all monthly values is shown.
For monthly statistical properties of soil CO2 ﬂux, please refer to appendix E.3.
NEE [µmolm−2 s−1] GPP [µmolm−2 s−1] REco [µmolm
−2 s−1]
Time Mean STD CV QC Mean STD CV Mean STD CV
Jan-07 0.85 0.24 28.8% 0.0 0.23 0.47 203.9% 1.08 0.42 38.7%
Feb-07 0.84 0.50 59.9% 0.4 0.00 0.60 19729.5% 0.84 0.32 37.8%
Mar-07 -0.53 3.30 626.3% 1.0 2.33 3.58 153.8% 1.80 0.59 32.5%
Apr-07 -2.01 5.53 275.1% 1.0 5.22 5.98 114.6% 3.21 1.12 34.8%
May-07 -1.81 7.09 391.0% 1.0 7.35 7.51 102.1% 5.54 1.37 24.8%
Jun-07 -0.79 8.03 1021.6% 1.0 9.40 9.07 96.4% 8.62 2.11 24.5%
Jul-07 0.98 9.34 953.2% 1.0 10.93 10.45 95.6% 11.91 2.04 17.1%
Aug-07 2.72 9.45 347.9% 1.0 8.63 10.45 121.1% 11.35 2.17 19.1%
Sep-07 2.87 7.92 275.9% 1.0 6.50 8.71 134.0% 9.37 1.83 19.6%
Oct-07 2.85 4.62 162.1% 1.0 2.79 4.95 177.0% 5.64 1.67 29.7%
Nov-07 1.89 2.11 111.3% 1.0 0.80 2.20 277.1% 2.69 0.96 35.7%
Dec-07 1.72 1.41 81.9% 1.0 0.20 1.27 634.9% 1.92 0.75 38.8%
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NEE [µmolm−2 s−1] GPP [µmolm−2 s−1] REco [µmolm
−2 s−1]
Time Mean STD CV QC Mean STD CV Mean STD CV
Jan-08 1.56 1.40 89.8% 1.0 0.37 1.33 360.0% 1.93 0.47 24.2%
Feb-08 0.48 2.06 425.8% 1.0 1.13 2.18 193.4% 1.61 0.29 18.1%
Mar-08 0.44 2.75 630.8% 1.0 1.79 2.93 163.8% 2.23 0.68 30.7%
Apr-08 -1.43 5.16 360.9% 1.0 4.62 5.48 118.6% 3.19 1.00 31.2%
May-08 -1.96 7.15 365.6% 1.0 7.63 7.57 99.2% 5.67 1.55 27.3%
Jun-08 -1.21 9.12 753.2% 1.0 10.61 9.80 92.4% 9.39 2.13 22.6%
Jul-08 0.30 7.94 2619.4% 1.0 7.95 8.47 106.5% 8.25 1.45 17.6%
Aug-08 3.32 9.19 276.9% 1.0 7.64 9.68 126.7% 10.96 1.67 15.2%
Sep-08 2.57 6.39 248.6% 1.0 3.96 6.71 169.7% 6.53 1.97 30.2%
Oct-08 2.49 4.58 183.5% 1.0 2.33 4.65 199.3% 4.83 1.03 21.3%
Nov-08 1.91 2.01 105.1% 1.0 0.58 2.00 342.4% 2.49 0.67 26.9%
Dec-08 1.38 0.85 61.3% 1.0 0.13 0.83 624.0% 1.52 0.34 22.5%
Jan-09 0.93 0.63 68.2% 1.0 0.08 0.62 807.1% 1.01 0.41 40.9%
Feb-09 0.78 0.61 78.3% 1.0 0.12 0.71 596.7% 0.89 0.34 38.3%
Mar-09 0.71 1.21 169.5% 1.0 0.64 1.35 212.3% 1.35 0.31 23.3%
Apr-09 -0.75 3.71 498.1% 1.0 3.69 4.29 116.3% 2.95 1.16 39.4%
May-09 -0.75 5.32 713.6% 1.0 5.93 5.87 99.0% 5.19 1.35 26.1%
Jun-09 1.03 6.04 584.9% 1.0 6.41 6.66 104.0% 7.44 1.82 24.4%
Jul-09 2.07 7.86 379.8% 1.0 7.22 8.56 118.6% 9.29 1.45 15.6%
Aug-09 3.11 7.77 250.1% 1.0 7.08 8.72 123.1% 10.19 2.16 21.2%
Sep-09 3.25 6.43 197.8% 1.0 5.29 7.18 135.8% 8.54 2.14 25.1%
Oct-09 1.93 3.52 182.0% 1.0 2.03 3.83 188.4% 3.97 1.02 25.6%
Nov-09 2.88 1.73 60.1% 1.0 0.51 1.71 335.0% 3.39 0.60 17.7%
Dec-09 1.34 0.89 66.6% 1.0 -0.10 0.85 821.6% 1.24 0.67 53.7%
Jan-10 0.72 0.25 34.2% 0.7 -0.22 0.29 131.4% 0.50 0.21 41.5%
Feb-10 0.84 0.52 61.9% 1.0 0.03 0.56 1655.3% 0.87 0.30 34.5%
Mar-10 0.92 1.29 140.0% 1.0 0.62 1.47 235.0% 1.55 0.47 30.6%
Apr-10 -0.46 3.29 710.1% 1.0 2.94 3.59 122.2% 2.48 0.88 35.4%
May-10 -0.57 5.69 1003.3% 1.0 6.44 6.18 96.0% 5.87 2.12 36.1%
Jun-10 -0.12 6.89 5626.1% 1.0 8.18 7.28 89.0% 8.06 1.08 13.4%
Jul-10 1.96 8.15 416.5% 1.0 8.79 8.46 96.3% 10.74 1.38 12.8%
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NEE [µmolm−2 s−1] GPP [µmolm−2 s−1] REco [µmolm
−2 s−1]
Time Mean STD CV QC Mean STD CV Mean STD CV
Aug-10 2.70 8.18 302.7% 1.0 6.67 8.42 126.2% 9.37 2.03 21.7%
Sep-10 1.35 6.36 471.9% 1.0 3.67 6.36 173.2% 5.02 1.25 24.9%
Oct-10 1.53 3.89 254.1% 1.0 2.08 3.91 187.8% 3.61 0.74 20.4%
Nov-10 1.16 1.60 137.3% 1.0 0.55 1.64 298.7% 1.71 0.73 42.8%
Dec-10 0.79 0.65 82.4% 1.0 -0.10 0.67 678.6% 0.69 0.21 30.4%
Jan-11 1.23 0.72 58.8% 1.0 -0.01 0.77 14341.8% 1.23 0.38 31.1%
Feb-11 1.07 0.68 64.0% 1.0 -0.08 0.77 945.7% 0.99 0.47 47.3%
Mar-11 1.19 0.89 74.7% 1.0 0.34 1.03 301.1% 1.53 0.43 27.8%
Apr-11 -1.05 4.57 436.5% 1.0 4.16 5.03 121.0% 3.11 1.03 33.0%
May-11 -1.48 6.13 413.5% 1.0 7.04 6.70 95.2% 5.56 1.86 33.5%
Jun-11 0.23 7.79 3447.1% 1.0 9.27 8.40 90.6% 9.49 1.75 18.4%
Jul-11 1.35 8.76 650.1% 1.0 8.84 9.34 105.8% 10.18 2.20 21.6%
Aug-11 2.90 8.15 281.3% 1.0 7.12 8.94 125.6% 10.01 1.82 18.2%
Sep-11 3.69 6.78 183.6% 1.0 4.95 7.25 146.5% 8.64 1.34 15.5%
Oct-11 2.44 4.32 176.9% 1.0 2.57 4.56 177.4% 5.01 1.56 31.0%
Nov-11 2.50 2.36 94.3% 1.0 0.88 2.27 258.6% 3.38 1.00 29.7%
Dec-11 1.74 1.02 58.6% 1.0 0.35 1.02 296.8% 2.08 0.44 21.2%
Mean 1.04 4.38 481.4% 1.0 3.78 4.70 816.5% 4.83 1.13 27.8%
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E.2 Monthly values of partitioned soil fluxes and ecosystem respiration
The following table presents the monthly statistical properties of partitioned soil ﬂuxes (net soil CO2 ﬂux FSoil, soil CO2
uptake, soil respiration RSoil) as well as ecosystem respiration REco for the measurement periods of the chambers. Soil
respiration includes respiration includes respiration originating from the soil and respiration by ground vegetation. The
following statistical characteristics are included: mean - monthly mean, STD - standard deviation, CV - coeﬃcient of
variation, QC - quality coeﬃcient. The quality coeﬃcient is the mean of all quality coeﬃcients “f_qcOK” of all values
(QC 1 = highest quality, QC = 0 lowest quality). All data with a QC below 0.67, i.e. with a contribution of at least one
third of critically gap-ﬁlled data, should be used with caution.
FSoil [µmolm−2 s−1] Soil CO2 uptake [µmolm−2 s−1] RSoil [µmolm−2 s−1] REco [µmolm−2 s−1] RSoil/ REco
Month Mean STD CV QC Mean STD CV Mean STD CV Mean STD CV
May-07 4.07 1.20 29.5% 1.00 0.57 1.13 196.4% 4.64 1.25 26.9% 5.54 1.37 24.8% 0.84
Jun-07 5.69 1.54 27.0% 1.00 0.80 1.37 171.2% 6.49 1.51 23.3% 8.62 2.11 24.5% 0.75
Jul-07 6.96 1.63 23.5% 0.98 0.84 1.38 163.7% 7.80 1.55 19.9% 11.91 2.04 17.1% 0.65
Aug-07 8.36 2.90 34.7% 1.00 0.64 1.46 229.1% 9.00 2.83 31.4% 11.35 2.17 19.1% 0.79
Sep-07 6.83 1.43 20.9% 1.00 0.25 0.79 315.6% 7.08 1.30 18.4% 9.37 1.83 19.6% 0.76
Oct-07 4.67 1.46 31.2% 1.00 0.07 0.49 712.7% 4.74 1.46 30.7% 5.64 1.67 29.7% 0.84
Nov-07 2.27 1.06 46.7% 1.00 0.02 0.73 3862.4% 2.29 0.68 29.8% 2.69 0.96 35.7% 0.85
Dec-07 1.45 0.77 53.2% 1.00 0.01 0.29 5684.3% 1.45 0.65 45.0% 1.92 0.75 38.8% 0.75
Jan-08 1.25 0.45 36.0% 1.00 0.01 0.23 3240.0% 1.25 0.36 29.1% 1.93 0.47 24.2% 0.65
Feb-08 0.97 0.41 42.1% 1.00 0.04 0.29 718.8% 1.01 0.27 26.9% 1.61 0.29 18.1% 0.63
Mar-08 1.42 0.41 28.8% 1.00 0.06 0.23 358.0% 1.48 0.33 22.4% 2.23 0.68 30.7% 0.67
Apr-08 2.14 0.54 25.3% 1.00 0.12 0.31 248.5% 2.26 0.47 20.7% 3.19 1.00 31.2% 0.71
May-08 3.09 0.85 27.6% 0.97 0.37 0.68 183.1% 3.46 0.77 22.1% 5.67 1.55 27.3% 0.61
X
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FSoil [µmolm−2 s−1] Soil CO2 uptake [µmolm−2 s−1] RSoil [µmolm−2 s−1] REco [µmolm−2 s−1] RSoil/ REco
Month Mean STD CV QC Mean STD CV Mean STD CV Mean STD CV
Jun-08 3.77 1.01 26.9% 1.00 0.46 0.89 193.2% 4.23 1.13 26.6% 9.39 2.13 22.6% 0.45
Jun-10 5.83 1.87 32.0% 1.00 2.28 2.89 126.8% 8.11 2.40 29.7% 8.06 1.08 13.4% 1.01
Jul-10 7.88 2.81 35.7% 1.00 1.58 2.27 143.5% 9.46 2.23 23.5% 10.74 1.38 12.8% 0.88
Aug-10 10.29 2.92 28.4% 1.00 1.07 2.04 190.5% 11.36 2.34 20.6% 9.37 2.03 21.7% 1.21
Sep-10 6.72 1.55 23.1% 0.95 0.63 1.21 191.6% 7.35 1.09 14.8% 5.02 1.25 24.9% 1.46
Oct-10 4.06 1.59 39.1% 1.00 0.21 0.97 454.4% 4.28 1.28 30.0% 3.61 0.74 20.4% 1.18
Nov-10 2.85 1.49 52.1% 1.00 0.02 0.98 4517.2% 2.87 0.92 32.2% 1.71 0.73 42.8% 1.68
Dec-10 1.87 1.19 63.7% 0.92 0.12 0.69 582.4% 1.99 0.81 40.9% 0.69 0.21 30.4% 2.89
Jan-11 2.42 0.65 26.9% 0.00 NA NA NA NA NA NA 1.23 0.38 31.1% NA
Feb-11 1.93 0.58 30.3% 0.00 NA NA NA NA NA NA 0.99 0.47 47.3% NA
Mar-11 1.76 0.50 28.6% 0.35 -0.02 0.27 1429.5% 1.74 0.51 29.0% 1.53 0.43 27.8% 1.13
Apr-11 2.54 1.08 42.4% 1.00 0.20 0.58 297.0% 2.73 1.02 37.2% 3.11 1.03 33.0% 0.88
May-11 3.28 2.54 77.4% 0.99 1.50 2.32 154.7% 4.79 2.27 47.5% 5.56 1.86 33.5% 0.86
Jun-11 5.73 2.90 50.5% 0.99 2.20 2.78 126.5% 7.93 1.82 22.9% 9.49 1.75 18.4% 0.84
Jul-11 6.07 2.04 33.6% 0.34 1.46 2.08 142.7% 7.53 1.40 18.5% 10.18 2.20 21.6% 0.74
Aug-11 7.14 2.31 32.3% 0.80 1.08 2.19 202.7% 8.22 1.62 19.7% 10.01 1.82 18.2% 0.82
Sep-11 6.65 2.59 39.0% 0.80 0.96 1.50 157.3% 7.60 2.00 26.4% 8.64 1.34 15.5% 0.88
Oct-11 4.25 1.66 39.1% 0.83 0.24 0.90 371.2% 4.49 1.60 35.7% 5.01 1.56 31.0% 0.90
Nov-11 3.15 1.29 41.0% 1.00 0.10 0.47 469.1% 3.25 1.22 37.7% 3.38 1.00 29.7% 0.96
Dec-11 1.72 0.80 46.7% 1.00 0.03 0.42 1621.2% 1.75 0.66 38.0% 2.08 0.44 21.2% 0.84
Jan-12 1.20 0.69 57.1% 0.99 0.05 0.26 494.9% 1.26 0.59 47.4% NA NA NA NA
Feb-12 1.02 0.75 74.1% 1.00 0.11 0.49 433.8% 1.13 0.62 54.5% NA NA NA NA
X
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FSoil [µmolm−2 s−1] Soil CO2 uptake [µmolm−2 s−1] RSoil [µmolm−2 s−1] REco [µmolm−2 s−1] RSoil/ REco
Month Mean STD CV QC Mean STD CV Mean STD CV Mean STD CV
Mar-12 1.64 1.18 72.3% 1.00 0.14 0.54 379.0% 1.78 1.01 56.8% NA NA NA NA
Apr-12 2.36 1.30 54.9% 0.98 0.35 0.60 174.7% 2.71 1.23 45.4% NA NA NA NA
May-12 3.25 1.60 49.3% 0.71 1.54 1.60 103.8% 4.79 1.29 27.0% NA NA NA NA
Jun-12 4.88 3.01 61.7% 0.80 NA NA NA NA NA NA NA NA NA NA
X
X
X
I
E.3 Monthly statistics of chamber data
The following table presents the monthly statistical properties of the chamber data: mean - monthly mean, STD -
standard deviation, CV - coeﬃcient of variation, QC - quality coeﬃcient. The quality coeﬃcient is the mean of all
quality coeﬃcients “f_qcOK” of all values (QC 1 = highest quality, QC = 0 lowest quality). All data with a QC below
0.67, i.e. with a contribution of at least one third of critically gap-ﬁlled data, should be used with caution.
Flux [µmolm−2 s−1] TSoil [°C] PAR [µmolm
−2 s−1] SWC [m3/m3]
Time Mean STD CV QC Mean STD CV QC Mean STD CV QC Mean STD CV
May-07 4.07 1.20 29.5% 1.0 8.98 1.99 22.2% 0.8 26.04 52.35 201.0% 0.8 0.25 0.08 31.9%
Jun-07 5.69 1.54 27.0% 1.0 11.89 1.63 13.7% 1.0 35.16 87.41 248.6% 1.0 0.27 0.07 27.6%
Jul-07 6.96 1.63 23.5% 1.0 13.62 1.07 7.8% 1.0 24.39 49.39 202.5% 1.0 0.26 0.09 35.5%
Aug-07 8.36 2.90 34.7% 1.0 14.15 2.10 14.8% 1.0 14.60 24.06 164.8% 1.0 0.26 0.09 35.5%
Sep-07 6.83 1.43 20.9% 1.0 10.32 1.04 10.1% 1.0 8.66 15.70 181.2% 1.0 0.27 0.08 29.5%
Oct-07 4.67 1.46 31.2% 1.0 7.36 1.67 22.7% 1.0 4.06 7.35 180.9% 1.0 0.29 0.07 23.7%
Nov-07 2.27 1.06 46.7% 1.0 3.41 1.20 35.2% 1.0 1.33 3.20 240.5% 1.0 0.35 0.07 20.7%
Dec-07 1.45 0.77 53.2% 1.0 1.70 1.54 90.2% 1.0 0.51 1.30 257.4% 1.0 0.34 0.08 24.9%
Jan-08 1.25 0.45 36.0% 1.0 1.99 0.72 36.0% 1.0 0.83 2.30 275.8% 1.0 0.35 0.06 16.2%
Feb-08 0.97 0.41 42.1% 1.0 1.84 0.76 41.4% 1.0 2.54 4.87 191.8% 1.0 0.40 0.13 32.8%
Mar-08 1.42 0.41 28.8% 1.0 1.65 0.96 58.5% 1.0 6.40 11.58 180.9% 1.0 0.35 0.08 21.6%
Apr-08 2.14 0.54 25.3% 1.0 4.04 1.94 48.0% 1.0 14.56 24.42 167.6% 1.0 0.33 0.06 19.8%
May-08 3.09 0.85 27.6% 1.0 7.99 1.92 24.0% 0.9 25.23 55.40 219.5% 0.9 0.23 0.08 35.4%
Jun-08 3.77 1.01 26.9% 1.0 11.70 2.63 22.5% 0.8 30.21 80.20 265.5% 0.8 0.12 0.05 43.3%
Jun-10 5.83 1.87 32.0% 1.0 14.45 1.42 9.8% 0.8 79.52 147.45 185.4% 0.8 0.28 0.10 37.6%
X
X
X
II
Flux [µmolm−2 s−1] TSoil [°C] PAR [µmolm
−2 s−1] SWC [m3/m3]
Time Mean STD CV QC Mean STD CV QC Mean STD CV QC Mean STD CV
Jul-10 7.88 2.81 35.7% 1.0 16.98 1.56 9.2% 1.0 63.07 134.06 212.6% 1.0 0.16 0.07 46.3%
Aug-10 10.29 2.92 28.4% 1.0 15.83 1.55 9.8% 1.0 33.48 76.39 228.2% 1.0 0.20 0.09 43.2%
Sep-10 6.72 1.55 23.1% 0.9 11.78 1.16 9.8% 0.9 17.76 43.05 242.4% 0.9 0.18 0.08 46.5%
Oct-10 4.06 1.59 39.1% 1.0 6.92 2.01 29.0% 1.0 7.47 18.34 245.6% 1.0 0.20 0.09 46.9%
Nov-10 2.85 1.49 52.1% 1.0 3.12 1.42 45.5% 1.0 2.00 6.08 303.9% 1.0 0.25 0.09 35.6%
Dec-10 1.87 1.19 63.7% 0.9 0.74 0.72 97.9% 1.0 0.81 3.01 371.6% 1.0 0.19 0.08 39.0%
Jan-11 2.42 0.65 26.9% 0.0 1.01 0.49 48.2% 1.0 0.68 3.14 462.1% 1.0 0.22 0.08 36.8%
Feb-11 1.93 0.58 30.3% 0.0 0.66 0.60 90.2% 1.0 1.22 4.41 360.7% 1.0 0.21 0.09 40.5%
Mar-11 1.76 0.50 28.6% 0.3 0.60 0.41 67.7% 1.0 10.34 34.81 336.7% 1.0 0.22 0.08 37.6%
Apr-11 2.54 1.08 42.4% 1.0 4.44 2.60 58.5% 1.0 37.07 96.55 260.5% 1.0 0.28 0.12 42.6%
May-11 3.28 2.54 77.4% 1.0 9.00 2.08 23.1% 1.0 59.97 128.64 214.5% 1.0 0.20 0.09 43.2%
Jun-11 5.73 2.90 50.5% 1.0 13.84 1.66 12.0% 1.0 64.56 135.39 209.7% 1.0 0.14 0.06 44.7%
Jul-11 6.07 2.04 33.6% 0.3 15.69 1.30 8.3% 0.7 53.73 108.83 202.6% 0.7 0.10 0.03 34.3%
Aug-11 7.14 2.31 32.3% 0.8 15.15 1.22 8.1% 1.0 38.79 98.87 254.9% 1.0 0.15 0.09 60.6%
Sep-11 6.65 2.59 39.0% 0.8 12.76 1.12 8.7% 1.0 17.54 43.96 250.6% 1.0 0.21 0.09 41.2%
Oct-11 4.25 1.66 39.1% 0.8 8.60 1.82 21.2% 1.0 6.70 17.53 261.7% 1.0 0.23 0.08 36.0%
Nov-11 3.15 1.29 41.0% 1.0 6.05 1.59 26.3% 1.0 2.15 6.29 293.2% 1.0 0.23 0.08 32.2%
Dec-11 1.72 0.80 46.7% 1.0 2.70 0.88 32.4% 1.0 0.85 2.99 350.3% 1.0 0.28 0.08 30.1%
Jan-12 1.20 0.69 57.1% 1.0 0.29 0.46 159.8% 0.8 1.14 3.83 337.1% 0.8 0.26 0.10 39.5%
Feb-12 1.02 0.75 74.1% 1.0 -0.79 0.57 72.2% 0.8 6.12 18.07 295.2% 0.8 0.15 0.10 67.1%
Mar-12 1.64 1.18 72.3% 1.0 -0.41 0.30 72.9% 0.9 13.22 30.72 232.3% 0.9 0.31 0.14 46.7%
Apr-12 2.36 1.30 54.9% 1.0 1.85 2.04 110.3% 1.0 28.05 69.81 248.9% 1.0 0.26 0.08 30.6%
X
X
X
III
Flux [µmolm−2 s−1] TSoil [°C] PAR [µmolm
−2 s−1] SWC [m3/m3]
Time Mean STD CV QC Mean STD CV QC Mean STD CV QC Mean STD CV
May-12 3.25 1.60 49.3% 0.7 8.38 2.14 25.6% 1.0 52.29 122.43 234.1% 1.0 0.25 0.07 29.9%
Jun-12 4.88 3.01 61.7% 0.8 11.60 1.56 13.4% 1.0 46.78 105.69 226.0% 1.0 0.26 0.08 29.2%
X
X
X
IV
Institutionen för naturgeografi och ekosystemvetenskap, Lunds Universitet.  
 
Student examensarbete (Seminarieuppsatser). Uppsatserna finns tillgängliga på 
institutionens geobibliotek, Sölvegatan 12, 223 62 LUND. Serien startade 1985.  Hela 
listan och själva uppsatserna är även tillgängliga på LUP student papers 
(www.nateko.lu.se/masterthesis) och via Geobiblioteket (www.geobib.lu.se) 
 
The student thesis reports are available at the Geo-Library, Department of Physical 
Geography and Ecosystem Science, University of Lund, Sölvegatan 12, S-223 62 
Lund, Sweden. Report series started 1985. The complete list and electronic versions 
are also electronic available at the LUP student papers 
(www.nateko.lu.se/masterthesis) and through the Geo-library (www.geobib.lu.se) 
 
230 Cléber Domingos Arruda (2011) Developing a Pedestrian Route Network 
Service (PRNS) 
231 Nitin Chaudhary (2011) Evaluation of RCA & RCA GUESS and estimation of 
vegetation-climate feedbacks over India for present climate 
232 Bjarne Munk Lyshede (2012) Diurnal variations in methane flux in a low-
arctic fen in Southwest Greenland 
233 Zhendong Wu (2012) Dissolved methane dynamics in a subarctic peatland 
234 Lars Johansson (2012) Modelling near ground wind speed in urban 
environments using high-resolution digital surface models and statistical 
methods 
235 Sanna Dufbäck (2012) Lokal dagvattenhantering med grönytefaktorn 
236 Arash Amiri (2012)Automatic Geospatial Web Service Composition for 
Developing a Routing System 
237 Emma Li Johansson (2012) The Melting Himalayas: Examples of Water 
Harvesting Techniques 
238 Adelina Osmani (2012) Forests as carbon sinks - A comparison between the 
boreal forest and the tropical forest 
239 Uta Klönne (2012) Drought in the Sahel – global and local driving forces and 
their impact on vegetation in the 20th and 21st century 
240 Max van Meeningen (2012) Metanutsläpp från det smältande Arktis 
241 Joakim Lindberg (2012) Analys av tillväxt för enskilda träd efter gallring i ett 
blandbestånd av gran och tall, Sverige 
242 Caroline Jonsson (2012) The relationship between climate change and grazing 
by herbivores; their impact on the carbon cycle in Arctic environments 
243 Carolina Emanuelsson and Elna Rasmusson (2012) The effects of soil erosion 
on nutrient content in smallholding tea lands in Matara district, Sri Lanka 
244 John Bengtsson and Eric Torkelsson (2012) The Potential Impact of Changing 
Vegetation on Thawing Permafrost: Effects of manipulated vegetation on 
summer ground temperatures and soil moisture in Abisko, Sweden 
245 Linnea Jonsson (2012). Impacts of climate change on Pedunculate oak and 
Phytophthora activity in north and central Europe 
246 Ulrika Belsing (2012) Arktis och Antarktis föränderliga havsistäcken 
247 Anna Lindstein (2012) Riskområden för erosion och näringsläckage i Segeåns 
avrinningsområde 
248 Bodil Englund (2012) Klimatanpassningsarbete kring stigande havsnivåer i 
Kalmar läns kustkommuner 
249 Alexandra Dicander (2012)   GIS-baserad översvämningskartering i Segeåns 
avrinningsområde 
250 Johannes Jonsson (2012)  Defining phenology events with digital repeat 
photography  
251 Joel Lilljebjörn (2012) Flygbildsbaserad skyddszonsinventering vid Segeå 
252 Camilla Persson (2012) Beräkning av glaciärers massbalans – En metodanalys 
med fjärranalys och jämviktslinjehöjd över Storglaciären 
253 Rebecka Nilsson (2012) Torkan i Australien 2002-2010 Analys av möjliga 
orsaker och effekter  
254 Ning Zhang (2012) Automated plane detection and extraction from airborne 
laser scanning data of dense urban areas 
255 Bawar Tahir (2012) Comparison of the water balance of two forest stands 
using the BROOK90 model 
256 Shubhangi Lamba (2012) Estimating contemporary methane emissions from 
tropical wetlands using multiple modelling approaches 
257 Mohammed S. Alwesabi (2012) MODIS NDVI satellite data for assessing 
drought in Somalia during the period 2000-2011 
258 Christine Walsh (2012) Aerosol light absorption measurement techniques: 
A comparison of methods from field data and laboratory experimentation  
259 Jole Forsmoo (2012) Desertification in China, causes and preventive actions in 
modern time 
260 Min Wang (2012) Seasonal and inter-annual variability of soil respiration at 
Skyttorp, a Swedish boreal forest 
261 Erica Perming (2012) Nitrogen Footprint vs. Life Cycle Impact Assessment 
methods – A comparison of the methods in a case study. 
262 Sarah Loudin (2012) The response of European forests to the change in 
summer temperatures: a comparison between normal and warm years, from 
1996 to 2006 
263 Peng Wang (2012) Web-based public participation GIS application – a case 
study on flood emergency management 
264 Minyi Pan (2012) Uncertainty and Sensitivity Analysis in Soil Strata Model 
Generation for Ground Settlement Risk Evaluation 
265 Mohamed Ahmed (2012) Significance of soil moisture on vegetation 
greenness in the African Sahel from 1982 to 2008 
266 Iurii Shendryk (2013) Integration of LiDAR data and satellite imagery for 
biomass estimation in conifer-dominated forest 
267 Kristian Morin (2013) Mapping moth induced birch forest damage in northern 
Sweden, with MODIS satellite data 
268 Ylva Persson (2013) Refining fuel loads in LPJ-GUESS-SPITFIRE for wet-
dry areas - with an emphasis on Kruger National Park in South Africa 
269 Md. Ahsan Mozaffar (2013) Biogenic volatile organic compound emissions 
from Willow trees 
270 Lingrui Qi (2013) Urban land expansion model based on SLEUTH, a case 
study in Dongguan City, China 
271 Hasan Mohammed Hameed (2013) Water harvesting in Erbil Governorate, 
Kurdistan region, Iraq - Detection of suitable sites by using Geographic 
Information System and Remote Sensing 
272 Fredrik Alström (2013) Effekter av en havsnivåhöjning kring Falsterbohalvön. 
273  Lovisa Dahlquist (2013) Miljöeffekter av jordbruksinvesteringar i Etiopien 
274 Sebastian Andersson Hylander (2013) Ekosystemtjänster i svenska 
agroforestrysystem 
275 Vlad Pirvulescu (2013) Application of the eddy-covariance method under the 
canopy at a boreal forest site in central Sweden 
276 Malin Broberg (2013) Emissions of biogenic volatile organic compounds in a 
Salix biofuel plantation – field study in Grästorp (Sweden) 
277 Linn Renström (2013) Flygbildsbaserad förändringsstudie inom skyddszoner 
längs vattendrag 
278 Josefin Methi Sundell (2013) Skötseleffekter av miljöersättningen för natur- 
och kulturmiljöer i odlingslandskapets småbiotoper 
279 Kristín Agustsdottír (2013) Fishing from Space: Mackerel fishing in Icelandic 
waters and correlation with satellite variables 
280 Cristián Escobar Avaria (2013) Simulating current regional pattern and 
composition of Chilean native forests using a dynamic ecosystem model 
281 Martin Nilsson (2013) Comparison of MODIS-Algorithms for Estimating 
Gross Primary Production from Satellite Data in semi-arid Africa 
282 Victor Strevens Bolmgren (2013) The Road to Happiness – A Spatial Study of 
Accessibility and Well-Being in Hambantota, Sri Lanka 
283 Amelie Lindgren (2013) Spatiotemporal variations of net methane emissions 
and its causes across an ombrotrophic peatland - A site study from Southern 
Sweden 
 
