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In this paper, we consider the superquadratic second order Hamiltonian system
u′′(t) + A(t)u(t) + ∇H(t,u(t))= 0, t ∈R.
Our main results here allow the classical Ambrosetti–Rabinowitz superlinear condition to
be replaced by a general superquadratic condition, and 0 lies in a gap of σ(B), where B :=
− d2
dt2
− A(t). We will study the ground state periodic solutions for this problem. The main
idea here lies in an application of a variant generalized weak linking theorem for strongly
indeﬁnite problem developed by Schechter and Zou.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and main results
Let us consider the following second order Hamiltonian system
u′′(t) + A(t)u(t) + ∇H(t,u(t))= 0, t ∈R, (1.1)
where A(·) is a continuous T -periodic symmetric matrix, H :R×RN →R is T -periodic (T > 0) in its ﬁrst variable. Moreover,
we always assume that H(t, x) is continuous in t for each x ∈ RN , continuously differentiable in x for each t ∈ [0, T ] and
∇H(t, x) denotes its gradient with respect to the x variable.
Hamiltonian systems are physical systems in which forces are momentum invariant in classical mechanics, and they are
studied in Hamiltonian mechanics. Hamiltonian systems are systems of differential equations which can be written in the
form of Hamilton’s equations in mathematics, and they are usually formulated in terms of Hamiltonian vector ﬁelds on a
symplectic manifold or Poisson manifold. Hamiltonian systems are a special case of dynamical systems. The study of gas
dynamics, ﬂuid mechanics, relativistic mechanics and nuclear physics is very important.
Rabinowitz [20] established the existence of periodic solutions of (1.1) with A(t) = 0 under the following superquadratic
condition: there exist a constant μ > 2 and L > 0 such that
0 < μH(t, x)
(∇H(t, x), x), ∀|x| L, t ∈ [0, T ], (1.2)
where (·,·) denotes the inner product in RN . It is known as Ambrosetti–Rabinowitz superquadratic condition (AR-condition
for short). As we known that the AR-condition is very convenient in checking the mountain pass geometry and verifying
the Palais–Smale condition (PS-condition), for the associated Euler functional. Since then, this condition has been used
extensively in many literatures, see [1–3,5,7–9,14,15,21] and references therein.
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istence theorem of (1.1) with A(t) = 0 for all t ∈ [0, T ] and a superquadratic potential function H ∈ C1([0, T ],RN ), where
H does not satisfy the AR-condition. He and Wu [11], Luan and Mao [16] and Tao, Yan and Wu [26] studied (1.1) with
A(t) ≡ 0 by the local linking theorem (see [15]), and employed additional restrictive conditions, such as the positivity of
the potential function H , superquadratic behavior near the origin or additional growth restrictions near inﬁnity (see, for
example, hypothesis H ′3 in [16]). We should also mention that some authors studied systems with nonsmooth, locally Lips-
chitz potentials (hemivariational inequalities), see [4,18,19]. Barletta and Papageorgiou [4] assumed that the linearization of
(1.1) with a trivial negative part and used a nonsmooth version of the local linking theorem (see [13]). By using nonsmooth
critical point theory (see [10]), Motreanu and his partners [18] considered superquadratic systems and used a nonsmooth
version of the AR-condition, and the authors [19] considered systems with an indeﬁnite linear part and assumed that the
potential function was subquadratic near inﬁnity.
In this paper, our approach is based on an application of a variant generalized weak linking theorem for strongly indeﬁ-
nite problem developed by Schechter and Zou [24], see also [23,28], where the authors developed the idea of Monotonicity
Trick for strongly indeﬁnite problems, the original idea is due to [12,22]. To the best of our knowledge, this is the ﬁrst
work on superlinear second order periodic Hamiltonian systems by this method. Here, the classical AR-condition on ∇H is
replaced by a general superquadratic condition, and we are interested in the existence of ground state period solutions of
(1.1), that is, solutions corresponding to the least energy of the action functional of (1.1). There are some results concerning
the existence of ground state solutions for Schrödinger equations, see [25,31]. We should mention that some authors have
studied several different problems by the same method as our paper, see [29–31] and their references therein. Among these
problems are discrete Schrödinger equation with spectrum zero [29], Schrödinger equation with spectrum zero [30] and
Schrödinger equation without spectrum zero [31].
In this paper, we assume that 0 lies in a gap of σ(B), where B := − d2
dt2
− A(t), that is,
(L0) Λ := sup(σ (B) ∩ (−∞,0)) < 0 < Λ := inf(σ (B) ∩ (0,∞)).
To state our main result, we still need the following assumptions:
(H0) (∇H(t,u), v)(u, v) 0 uniformly in t .
(H1) |∇H(t,u)| a(1+ |u|p−1) for some a > 0 and p > 2.
(H2) |∇H(t,u)| = o(|u|) as |u| → 0 uniformly in t .
(H3)
H(t,u)
|u|2 → ∞ as |u| → ∞ uniformly in t .
(H4) H(t,u) 0 for all u ∈RN , 12 (∇H(t,u),u) > H(t,u) for all u ∈RN\{0}.
(H5) H(t,u) = H(t, v) and (∇H(t,u), v) (∇H(t,u),u) uniformly in t , if |u| = |v|.
(H6) (∇H(x,u), v) = (∇H(t, v),u) for any t ∈R, if |u| = |v| and (u, v) = 0.
As is shown in next examples, our assumptions are reasonable and there are cases in which the well-known Ambrosetti–
Rabinowitz superquadratic condition is not satisﬁed.
Example 1.1. Let H(t,u) = |u|p, where p > 2. Clearly, H(t,u) satisﬁes (H0)–(H6) and the well-known Ambrosetti–
Rabinowitz superquadratic condition.
Example 1.2. Let H(t,u) = g(t)(|u|p + (p − 2)|u|p−ε sin2(|u|ε/ε)), where g(t) > 0 is T -periodic in t , 0 < ε < p − 2 and p is
the parameter in (H1). Note that
∇H(t,u) = g(t)u
[
(p − 2)(p − ε)|u|p−ε−2 sin2
( |u|ε
ε
)
+
(
p + (p − 2) sin
(
2|u|ε
ε
))
|u|p−2
]
.
It is not hard to check that H(t,u) satisﬁes (H0)–(H6) but does not satisfy the Ambrosetti–Rabinowitz superquadratic
condition.
In the present paper, we study the existence of ground state period solutions for the second order Hamiltonian sys-
tem (1.1). Now, our main result reads as follows:
Theorem 1.1. If assumptions (L0) and (H0)–(H6) are satisﬁed, then (1.1) has at least one ground state T -periodic solution.
The rest of the present paper is organized as follows. In Section 2, we establish the variational framework associated
with (1.1), and we also give some preliminary lemmas, which are useful in the proof of our main result. In Section 3, we
give the detailed proof of our main result.
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Throughout this paper we denote by ‖ · ‖Lq the usual Lq(0, T ;RN ) norm. Let E := H1T be the Sobolev space deﬁned by
H1T :=
{
u : [0, T ] →RN ∣∣ u is absolutely continuous, u(0) = u(T ), and u′ ∈ L2(0, T ;RN)}
with the norm and the corresponding inner product deﬁned by
(u,u)E = ‖u‖2E :=
T∫
0
∣∣u(t)∣∣2 dt +
T∫
0
∣∣u′(t)∣∣2 dt.
By Proposition 1.1 in [17], we know there exists a constant a0 > 0 such that
‖u‖∞ := max
t∈[0,T ]
∣∣u(t)∣∣ a0‖u‖E , ∀u ∈ H1T . (2.1)
On E we deﬁne the functional
I(u) := 1
2
( T∫
0
∣∣u′(t)∣∣2 dt −
T∫
0
(
A(t)u(t),u(t)
)
dt
)
−
T∫
0
H
(
t,u(t)
)
dt
and
Ψ (u) :=
T∫
0
H
(
t,u(t)
)
dt.
The hypotheses on H imply that I and Ψ are continuously differentiable, and for all u, v ∈ E we have
〈
I ′(u), v
〉=
T∫
0
(
u′(t), v ′(t)
)
dt −
T∫
0
(
A(t)u(t), v(t)
)
dt −
T∫
0
(∇H(t,u(t)), v(t))dt,
〈
Ψ ′(u), v
〉=
T∫
0
(∇H(t,u(t)), v(t))dt.
Let B = − d2
dt2
− A(t) be the linearized operator deﬁed by Bx(t) = −x′′(t) − A(t)x(t) with T -periodic condition. Then B
has a sequence of eigenvalues
λ−m  λ−m+1  · · · λ−1 < 0 < λ1  λ2  · · · λk  · · ·
with λk → +∞ as k → ∞. Note that 0 may be not a eigenvalue in the last sequence. Let v j be the eigenvector of B
corresponding to λ j , j = −m,−m + 1, . . . ,−1,1,2, . . . ,k, . . . , setting
E0 = ker B,
E− = the negative eigenspace of B,
E+ = the positive eigenspace of B,
then E = H1T = E0 ⊕ E− ⊕ E+ . Throughout this paper, for any u ∈ H1T , we always denote by u0,u− and u+ the vectors in E
with u = u0 + u1 + u+ , u0 ∈ E0 and u± ∈ E± .
We remark that since 0 /∈ σ(B), so E0 = {0}. Evidently, there exists a constant c0 > 0 such that
±(Bu±,u±)E  c0∥∥u±∥∥2E , ∀u± ∈ E±.
Therefore, we have(
B
(
u+ + u−),u+ − u−)E  c0∥∥u+ + u−∥∥2E ,
which together with ‖u+ + u−‖E = ‖u+ − u−‖E implies∥∥B(u+ + u−)∥∥E  c0∥∥u+ + u−∥∥E .
For all u, v ∈ E , u = u+ + u− and v = v+ + v− , we can deﬁne an equivalent inner product 〈·,·〉 and the corresponding
norm ‖ · ‖ in E by
〈u, v〉 = (Bu+, v+) − (Bu−, v−) and ‖u‖ = 〈u,u〉 12 ,E E
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I(u) = 1
2
(∥∥u+∥∥2 − ∥∥u−∥∥2)− Ψ (u).
The hypotheses on H imply that I,Ψ ∈ C1(E,R) and a standard argument shows that nonzero critical points of I are
nontrivial solutions of (1.1).
The following abstract critical point theorem plays an important role in proving our main result. Let E be a Hilbert space
with norm ‖ · ‖ and have an orthogonal decomposition E = N ⊕ N⊥ , N ⊂ E is a closed and separable subspace. There exists
norm |v|ω satisﬁes |v|ω  ‖v‖ for all v ∈ N and induces an topology equivalent to the weak topology of N on bounded
subset of N . For u = v + w ∈ E = N ⊕ N⊥ with v ∈ N , w ∈ N⊥ , we deﬁne |u|2ω = |v|2ω +‖w‖2. Particularly, if (un = vn + wn)
is | · |ω-bounded and un |·|ω→ u, then vn ⇀ v weakly in N , wn → w strongly in N⊥ , un ⇀ v + w weakly in E (cf. [24]).
Let E := E− ⊕ E+ , z0 ∈ E+ with ‖z0‖ = 1. Let N := E− ⊕Rz0 and E+1 := N⊥ = (E− ⊕Rz0)⊥ . For R > 0, let
Q := {u := u− + sz0: s ∈R+, u− ∈ E−, ‖u‖ < R}
with p0 = s0z0 ∈ Q , s0 > 0. We deﬁne
D := {u := sz0 + w+: s 0, w+ ∈ E+1 , ∥∥sz0 + w+∥∥= s0}.
For I ∈ C1(E,R), deﬁne Γ := {h | h : [0,1] × Q¯ → E is | · |ω-continuous, h(0,u) = u, I(h(s,u))  I(u), ∀u ∈ Q¯ ; for any
(s0,u0) ∈ [0,1] × Q¯ , there is a | · |ω-neighborhood U (s0,u0) , such that {u − h(t,u): (t,u) ∈ U (s0,u0) ∩ ([0,1] × Q¯ )} ⊂ Eﬁn},
where Eﬁn denotes various ﬁnite-dimensional subspaces of E,Γ = 0 since id ∈ Γ .
The variant weak linking theorem is:
Lemma 2.1. (See [24].) The family of C1-functional {Iλ} has the form
Iλ(u) := J (u) − λK (u), ∀λ ∈ [1,2].
Assume that
(a) K (u) 0, ∀u ∈ E, I1 = I;
(b) J (u) → ∞ or K (u) → ∞ as ‖u‖ → ∞;
(c) Iλ is | · |ω-upper semicontinuous, I ′λ is weakly sequentially continuous on E. Moreover, Iλ maps bounded sets to bounded sets;
(d) sup∂Q Iλ < infD Iλ , ∀λ ∈ [1,2].
Then for almost all λ ∈ [1,2], there exists a sequence {un} such that
sup
n
‖un‖ < ∞, I ′λ(un) → 0, Iλ(un) → cλ,
where cλ := infh∈Γ supu∈Q Iλ(h(1,u)) ∈ [infD Iλ, supQ¯ I].
In order to apply Lemma 2.1, we consider
Iλ(u) := 1
2
∥∥u+∥∥2 − λ
(
1
2
∥∥u−∥∥2 +
T∫
0
H
(
t,u(t)
)
dt
)
. (2.2)
It is easy to see that Iλ satisﬁes conditions (a), (b) in Lemma 2.1. To see (c), if un
|·|ω→ u and Iλ(un) a, then u+n → u+ and
u−n → u− in E , going to a subsequence if necessary, un → u a.e. on [0, T ]. Using Fatou’s lemma, we know Iλ(u) a, which
means that Iλ is | · |ω-upper semicontinuous. I ′λ is weakly sequentially continuous on E is due to [27]. To continue the
discussion, we still need to verify condition (d). Indeed, we have:
Lemma 2.2. If assumptions (L0) and (H0)–(H6) are satisﬁed, then there hold:
(i) There exists ρ > 0 independent of λ ∈ [1,2] such that κ := inf Iλ(Sρ E+) > 0, where Sρ E+ := {z ∈ E+: ‖z‖ = ρ}.
(ii) For ﬁxed z0 ∈ E+ with ‖z0‖ = 1 and any λ ∈ [1,2], there is R > ρ > 0 such that sup Iλ(∂Q ) 0, where Q := {u := v + sz0:
s 0, v ∈ E−, ‖u‖ < R}.
Proof. (i) By (H1) and (H2), we know for any ε > 0 there exists Cε > 0 such that∣∣∇H(t,u)∣∣ ε|u| + Cε|u|p−1, (2.3)
which together with (H4) implies∣∣H(t,u)∣∣ ε|u|2 + Cε|u|p, (2.4)
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Iλ(u)
1
2
‖u‖2 − λε‖u‖2 − C ′ε‖u‖p,
which implies the conclusion.
(ii) Suppose by contradiction that there exist un ∈ E− ⊕R+z0 such that Iλ(un) > 0 for all n and ‖u‖ → ∞ as n → ∞. Set
wn = un‖un‖ = snz0 + w−n , then
0 <
Iλ(un)
‖un‖2 =
1
2
(
s2n − λ
∥∥w−n ∥∥2)− λ
T∫
0
H(t,un)
u2n
w2n dt. (2.5)
From (H4), we know H(t,u) 0 and have∥∥w−n ∥∥2  λ∥∥w−n ∥∥2 < s2n = 1− ∥∥w−n ∥∥2,
therefore, ‖w−n ‖ 1√2 and
1√
2
 sn  1.
Going to a subsequence if necessary, we have sn → s ∈ [ 1√2 ,1], wn ⇀ w in E and wn → w a.e. on [0, T ]. Hence w =
sz0 + w− = 0 and, since |un| → ∞ if w = 0, it follows from (H3) and Fatou’s lemma that
T∫
0
H(t,un)
u2n
w2n dt → ∞ as n → ∞, (2.6)
which contradicts with (2.5). 
Applying Lemma 2.1, we soon obtain the following facts:
Lemma 2.3. Under assumptions of Lemma 2.2, for almost all λ ∈ [1,2], there exists a sequence {un} such that
sup
n
‖un‖ < ∞, I ′λ(un) → 0, Iλ(un) → cλ ∈
[
κ, sup
Q¯
I
]
.
Lemma 2.4. Under assumptions of Lemma 2.2, for almost all λ ∈ [1,2], there exists a uλ such that
I ′λ(uλ) = 0, Iλ(uλ) sup
Q¯
I.
Proof. Let {un} be the sequence obtained in Lemma 2.3, write un = u−n + u+n with u±n ∈ E± . We will show that there exists
a constant δ > 0 such that
lim
n→∞
T∫
0
∣∣u+n ∣∣2 dt  δ. (2.7)
Indeed, if not, then limn→∞
∫ T
0 |u+n |2 dt = 0, which together with (2.1) implies
T∫
0
∣∣u+n ∣∣q dt  ∥∥u+n ∥∥q−2∞
T∫
0
∣∣u+n ∣∣2 dt → 0 as n → ∞, ∀q ∈ (2,∞).
That is, u+n → 0 in Lq(0, T ;RN ) for all q ∈ (2,∞). By Hölder inequality and (2.3), we know
T∫
0
∣∣(∇H(t,un),u+n )∣∣dt  ε
T∫
0
|un| ·
∣∣u+n ∣∣dt + Cε
T∫
0
|un|p−1
∣∣u+n ∣∣dt
 ε‖un‖L2
∥∥u+n ∥∥L2 + Cε‖un‖p−1Lp ∥∥u+n ∥∥Lp → 0 as n → ∞.
Therefore,
Iλ(un)
∥∥u+n ∥∥2 = 〈I ′λ(un),u+n 〉+ λ
T∫ (∇H(t,un),u+n )dt → 0 as n → ∞,
0
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I ′λ(un) → 0, Iλ(un) → cλ.
Since un is bounded, we can assume un ⇀ uλ , u+n ⇀ u+λ , un → uλ a.e. on [0, T ]. By (2.7) and u+n → u+λ in L2(0, T ;RN ), we
know u+λ = 0 and〈
I ′λ(uλ),ϕ
〉= lim
n→∞
〈
I ′λ(un),ϕ
〉= 0, ∀ϕ ∈ E.
Applying (H4) and Fatou’s lemma, we have
sup
Q¯
I  cλ = lim
n→∞
(
Iλ(un) − 1
2
〈
I ′λ(un),un
〉)
= lim
n→∞
T∫
0
(
1
2
(∇H(t,un),un)− H(t,un)
)
dt

T∫
0
(
1
2
(∇H(t,uλ),uλ)− H(t,uλ)
)
dt = Iλ(uλ).
The proof is ﬁnished. 
To continue the discussion, we need the following two lemmas:
Lemma 2.5. Let u, v ∈RN , s ∈R with s 1 and w := su + v = 0, and let t ∈ [0, T ]. If (H0) and (H4)–(H6) are satisﬁed, then(
∇H(t,u), s
(
s
2
− 1
)
u + (s − 1)v
)
+ H(t,u) − H(t,w − u) 0.
Proof. We ﬁx t ∈ [0, T ] and u, v ∈RN . For s 1, we put z = z(s) := (s−1)u+ v , so z = w−u, where w is as in Lemma 2.5.
Let
h(s) :=
(
∇H(t,u), s
(
s
2
− 1
)
u + (s − 1)v
)
+ H(t,u) − H(t, z).
We need to show h(s) 0 whenever w = su + v = 0. If (u, z) 0, since v = z − (s − 1)u, so we have
h(s) =
(
∇H(t,u), s
(
s
2
− 1
)
u + (s − 1)(z − (s − 1)u))+ H(t,u) − H(t, z)
=
(
− s
2
2
+ s − 1
)(∇H(t,u),u)+ (s − 1)(∇H(t,u), z)+ H(t,u) − H(t, z)
−1
2
(s − 1)2(∇H(t,u),u)+ (s − 1)(∇H(t,u), z)− H(t, z) 0, (2.8)
where we have used (H0) and (H4). Next we note that (H4) implies
h(1) = −1
2
(∇H(t,u),u)+ H(t,u) − H(t, z)−H(t, z) 0.
It is obvious to check that
lim
s→∞h(s) = −∞.
Moreover,
h′(s) = (∇H(t,u), z)− (∇H(t, z),u). (2.9)
Suppose that h attains its maximum on [1,∞) at some point s0 with h(s0) > 0. Then h′(s0) = 0, and (u, z) > 0 by (2.8).
Thus, by (2.9) and (H6), we have |u| = |z|, which together with (H4) and (H5) imply
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(
∇H(t,u), s0
(
s0
2
− 1
)
u + (s0 − 1)
(
z − (s0 − 1)u
))+ H(t,u) − H(t, z)
= (s0 − 1)
(∇H(t,u), z)+(− s20
2
+ s0 − 1
)(∇H(t,u),u)

(
s0 − 1− s
2
0
2
+ s0 − 1
)(∇H(t,u),u)
= −1
2
(s0 − 2)2
(∇H(t,u),u) 0,
which contradicts with h(s0) > 0. Therefore, h(s) 0 whenever w = su + v = 0. 
Lemma 2.6. Let {uλ} be the critical point of Iλ obtained in Lemma 2.4, we have
Iλ(w − uλ) Iλ(uλ) for any w ∈ Σ :=
{
suλ + v: s 1, v ∈ E−
}
, w = 0.
Proof. We rewrite Iλ by
Iλ(u) = 1
2
(
Bu+,u+
)
E +
λ
2
(
Bu−,u−
)
E − λ
T∫
0
H(t,u)dt. (2.10)
Since I ′λ(uλ) = 0, so we have
0=
〈
I ′λ(uλ), s
(
s
2
− 1
)
uλ + (s − 1)v
〉
= s
(
s
2
− 1
)(
Bu+λ ,u
+
λ
)
E + λs
(
s
2
− 1
)(
Bu−λ ,u
−
λ
)
E + λ(s − 1)
(
Bu−λ , v
)
E
− λ
T∫
0
(
∇H(t,uλ), s
(
s
2
− 1
)
uλ + (s − 1)v
)
dt.
Therefore, we have
s
(
s
2
− 1
)(
Bu+λ ,u
+
λ
)
E + λs
(
s
2
− 1
)(
Bu−λ ,u
−
λ
)
E + λ(s − 1)
(
Bu−λ , v
)
E
= λ
T∫
0
(
∇H(t,uλ), s
(
s
2
− 1
)
uλ + (s − 1)v
)
dt,
which together with the fact w = suλ + v , (2.10) and Lemma 2.5 imply
Iλ(w − uλ) − Iλ(uλ)
= 1
2
{(
B(s − 1)u+λ , (s − 1)u+λ
)
E −
(
Bu+λ ,u
+
λ
)
E
}
+ λ
2
{(
B
(
(s − 1)u−λ + v
)
, (s − 1)u−λ + v
)
E −
(
Bu−λ ,u
−
λ
)
E
}
+ λ
{ T∫
0
H(t,uλ)dt −
T∫
0
H(t,w − uλ)dt
}
= s
(
s
2
− 1
)(
Bu+λ ,u
+
λ
)
E + λs
(
s
2
− 1
)(
Bu−λ ,u
−
λ
)
E +
λ
2
(Bv, v)E + λ(s − 1)
(
Bu−λ , v
)
E
+ λ
{ T∫
0
H(t,uλ)dt −
T∫
0
H(t,w − uλ)dt
}
= λ
2
(Bv, v)E + λ
T∫ [(
∇H(t,uλ), s
(
s
2
− 1
)
uλ + (s − 1)v
)
+ H(t,uλ) − H(t,w − uλ)
]
dt0
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Lemma 2.7. Under assumptions of Lemma 2.2, there exists λn → 1 and sequence {uλn } such that
I ′λn (uλn) = 0, Iλn (uλn) sup
Q¯
I.
Moreover {uλn } is bounded.
Proof. The existence of {uλn } such that
I ′λn (uλn) = 0, Iλn (uλn) sup
Q¯
I
is the direct consequence of Lemma 2.4. To prove the boundedness of {uλn }, arguing by contradiction, suppose that
‖uλn‖ → ∞. Since Iλn (uλn )  0. we know ‖u+λn‖  ‖u−λn‖. Let vλn :=
uλn‖uλn ‖ , then ‖v
+
λn
‖2  12 , vλn ⇀ v in E and vλn → v
a.e. on [0, T ], after passing to a subsequence. In fact, there exists a constant δ > 0 such that
lim
n→∞
T∫
0
∣∣v+λn ∣∣2 dt  δ. (2.11)
Indeed, if not, then limn→∞
∫ T
0 |v+λn |2 dt = 0, which together with (2.1) implies
T∫
0
∣∣v+λn ∣∣q dt  ∥∥v+λn∥∥q−2∞
T∫
0
∣∣v+λn ∣∣2 dt → 0 as n → ∞, ∀q ∈ (2,∞).
That is, v+λn → 0 in Lq(0, T ;RN ) for all q ∈ (2,∞). By Hölder inequality and (2.4), we have
T∫
0
H
(
t,Mv+λn
)
dt → 0
for any M ∈R. Note that Lemma 2.6 implies Iλn (uλn ) Iλn (Mv+λn ) for any M  0. Therefore,
sup
Q¯
I  Iλn(uλn ) Iλn
(
Mv+λn
)= M2
2
∥∥v+λn∥∥2 − λn
T∫
0
H
(
t,Mv+λn
)
dt
 M
2
4
− 2
T∫
0
H
(
t,Mv+λn
)
dt → M
2
4
.
Thus, we arrive a contradiction if M is large enough. So (2.11) holds. By (2.11) and v+λn → v+ in L2(0, T ;RN ), we have
v+ = 0. So |uλn | → ∞ as n → ∞, which together with (H3) and Fatou’s lemma imply
T∫
0
H(t,uλn )
u2λn
v2λn dt → ∞ as n → ∞.
Therefore, we have
0 Iλ(uλn)‖uλn‖2
= 1
2
∥∥v+λn∥∥2 − λ
(
1
2
∥∥v−λn∥∥2 +
T∫
0
H(t,uλn)
u2λn
v2λn dt
)
→ −∞ as n → ∞,
which is a contradiction. Thus we have the conclusion. 
Lemma 2.8. If {uλn } is the sequence obtained in Lemma 2.7, then it is also a (PS) sequence for I satisfying
lim
n→∞ I
′(uλn) = 0, limn→∞ I(uλn) sup
Q¯
I.
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lim
n→∞ I(uλn ) = limn→∞
(
Iλn (uλn ) + (λn − 1)
(
1
2
∥∥u−λn∥∥2 +
T∫
0
H(t,uλn )dt
))
and noting that
lim
n→∞
〈
I ′(uλn),ϕ
〉= lim
n→∞
(〈
I ′λn(uλn ),ϕ
〉+ (λn − 1)
(〈
u−λn ,ϕ
−〉+
T∫
0
(∇H(t,uλn ),ϕ)dt
))
for any ϕ ∈ E , we obtain the conclusion. 
3. Proof of main result
Proof of Theorem 1.1. From Lemma 2.7, we know {uλn } is a bounded (PS) sequence for I . Since {uλn } is bounded, we can
assume uλn ⇀ u in E . In fact, there exists a constant δ > 0 such that
lim
n→∞
T∫
0
|uλn |2 dt  δ. (3.1)
Indeed, if not, then limn→∞
∫ T
0 |uλn |2 dt = 0, which together with (2.1) implies
T∫
0
|uλn |q dt  ‖uλn‖q−2∞
T∫
0
|uλn |2 dt → 0 as n → ∞, ∀q ∈ (2,∞). (3.2)
That is, uλn → 0 in Lq(0, T ;RN ) for all q ∈ (2,∞). Note that 〈I ′λn (uλn ),u+λn 〉 = 0, which together with (2.3), Hölder’s inequal-
ity and Sobolev embedding theorem imply
∥∥u+λn∥∥2 = λn
T∫
0
(∇H(t,uλn ),u+λn)dt
 ε
T∫
0
|uλn | ·
∣∣u+λn ∣∣dt + Cε
T∫
0
|uλn |p−1
∣∣u+λn ∣∣dt
 ε‖uλn‖ ·
∥∥u+λn∥∥+ C ′ε‖uλn‖p−1Lp ∥∥u+λn∥∥
 ε‖uλn‖ ·
∥∥u+λn∥∥+ C ′′ε‖uλn‖p−2Lp ‖uλn‖ · ∥∥u+λn∥∥
 ε‖uλn‖2 + C ′′ε‖uλn‖p−2Lp ‖uλn‖2, (3.3)
where p > 2 is the parameter in (2.3). Similarly, we have∥∥u−λn∥∥2  ε‖uλn‖2 + C ′′ε‖uλn‖p−2Lp ‖uλn‖2. (3.4)
From (3.3) and (3.4), we get
‖uλn‖2  2ε‖uλn‖2 + 2C ′′ε‖uλn‖p−2Lp ‖uλn‖2,
which means ‖uλn‖Lp  c for some constant c, it is a contradiction. So (3.1) holds. By (3.1) and the fact uλn → u in
L2(0, T ;RN ), we have u = 0. Since I ′(uλn ) → 0, so we have I ′(u) = 0.
Let K := {u ∈ E: I ′(u) = 0, u = 0} be the critical set of I and
C := inf{I(z): z ∈ K\{0}}.
For any critical point u of I , assumption (H4) implies that
I(u) = I(u) − 1
2
〈
I ′(u),u
〉=
T∫ (
1
2
(∇H(t,u),u)− H(t,u))dt > 0, if u = 0. (3.5)
0
G. Chen, S. Ma / J. Math. Anal. Appl. 379 (2011) 842–851 851Therefore, C  0. We prove that C > 0 and there is u ∈ K such that I(u) = C . Let u j ∈ K\{0} be such that I(u j) → C . Then,
the proof in Lemma 2.7 shows that {u j} is bounded, and by the concentration compactness principle discussion above we
know u j ⇀ u ∈ K\{0}. Thus we have
C = lim
j→∞
I(u j) = lim
j→∞
T∫
0
(
1
2
(∇H(t,u j),u j)− H(t,u j)
)
dt

T∫
0
(
1
2
(∇H(t,u),u)− H(t,u))dt = I(u) C,
where the ﬁrst inequality dues to (H4) and Fatou’s lemma. Therefore, I(u) = C and C > 0 because u = 0. 
References
[1] F. Antonacci, Existence of periodic solutions of Hamiltonian systems with potential indeﬁnite in sign, Nonlinear Anal. 29 (12) (1997) 1353–1364.
[2] T. Bartsch, M. Willem, Periodic solutions of nonautonomous Hamiltonian systems with symmetries, J. Reine Angew. Math. 451 (1994) 149–159.
[3] V. Benci, Some critical point theorems and applications, Comm. Pure Appl. Math. 33 (2) (1980) 147–172.
[4] G. Barletta, N.S. Papageorgiou, Nonautonomous second order periodic systems: Existence and multiplicity of solutions, J. Nonlinear Convex Anal. 8 (3)
(2007) 373–390.
[5] Y. Ding, C. Lee, Periodic solutions of Hamiltonian systems, SIAM J. Math. Anal. 32 (3) (2000) 555–571.
[6] G. Fei, On periodic solutions of superquadratic Hamiltonian systems, Electron. J. Differential Equations 2002 (08) (2002) 1–12.
[7] M. Girardi, M. Matzeu, Some results on solutions of minimal period to superquadratic Hamiltonian systems, Nonlinear Anal. 7 (1983) 475–482.
[8] M. Girardi, M. Matzeu, Solutions of minimal period for a class of nonconvex Hamiltonian systems and applications to the ﬁxed energy problem,
Nonlinear Anal. 10 (1986) 371–382.
[9] Z. Guo, J. Yu, Existence of periodic and subharmonic solutions for second-order superlinear difference equations, Sci. China Ser. A 46 (4) (2003) 506–
515.
[10] L. Gasin´ski, N.S. Papageorgiou, Nonsmooth Critical Point Theory and Nonlinear Boundary Value Problems, Chapman & Hall/CRC Press, Boca Raton, FL,
2005.
[11] X. He, X. Wu, Periodic solutions for a class of nonautonomous second order Hamiltonian systems, J. Math. Anal. Appl. 341 (2) (2008) 1354–1364.
[12] L. Jeanjean, On the existence of bounded Palais–Smale sequences and application to a Landesman–Lazer type problem set on RN , Proc. Roy. Soc.
Edinburgh Sect. A 129 (1999) 787–809.
[13] D. Kandilakis, N.C. Kourogenis, N.S. Papageorgiou, Two nontrivial critical points for nonsmooth functionals via local linking and applications, J. Global
Optim. 34 (2) (2006) 219–244.
[14] Y.M. Long, Multiple solutions of perturbed superquadratic second order Hamiltonian systems, Trans. Amer. Math. Soc. 311 (2) (1989) 749–780.
[15] S.J. Li, M. Willem, Applications of local linking to critical point theory, J. Math. Anal. Appl. 189 (1) (1995) 6–32.
[16] S. Luan, A. Mao, Periodic solutions for a class of nonautonomous Hamiltonian systems, Nonlinear Anal. 61 (8) (2005) 1413–1426.
[17] J. Mawhin, M. Willem, Critical Point Theory and Hamiltonian Systems, Springer-Verlag, New York, 1989.
[18] D. Motreanu, V.V. Motreanu, N.S. Papageorgiou, Periodic solutions for nonautonomous systems with nonsmooth quadratic or superquadratic potential,
Topol. Methods Nonlinear Anal. 24 (2004) 269–296.
[19] D. Motreanu, V.V. Motreanu, N.S. Papageorgiou, Two nontrivial solutions for periodic systems with indeﬁnite linear part, Discrete Contin. Dyn.
Syst. 19 (1) (2007) 197–210.
[20] P.H. Rabinowitz, Periodic solutions of Hamiltonian systems, Comm. Pure Appl. Math. 31 (2) (1978) 157–184.
[21] P.H. Rabinowitz, Multiple critical points of perturbed symmetric functionals, Trans. Amer. Math. Soc. 272 (2) (1982) 753–769.
[22] M. Struwe, Variational Methods: Applications to Nonlinear Partial Differential Equations and Hamiltonian Systems, Springer-Verlag, Berlin, 2000.
[23] A. Szulkin, W. Zou, Homoclinic orbits for asymptotically linear Hamiltonian systems, J. Funct. Anal. 187 (1) (2001) 25–41.
[24] M. Schechter, W. Zou, Weak linking theorems and Schrödinger equations with critical Sobolev exponent, ESAIM Control Optim. Calc. Var. 9 (2003)
601–619.
[25] A. Szulkin, T. Weth, Ground state solutions for some indeﬁnite variational problems, J. Funct. Anal. 257 (12) (2009) 3802–3822.
[26] Z.-L. Tao, S. Yan, S.-L. Wu, Periodic solutions for a class of superquadratic Hamiltonian systems, J. Math. Anal. Appl. 331 (1) (2007) 152–158.
[27] M. Willem, Minimax Theorems, Birkhäuser, 1996.
[28] M. Willem, W. Zou, On a Schrödinger equation with periodic potential and spectrum point zero, Indiana Univ. Math. J. 52 (2003) 109–132.
[29] M. Yang, W. Chen, Y. Ding, Solutions for discrete periodic Schrödinger equations with spectrum 0, Acta Appl. Math. 110 (3) (2010) 1475–1488.
[30] M. Yang, W. Chen, Y. Ding, Solutions for periodic Schrödinger equation with spectrum zero and general superlinear nonlinearities, J. Math. Anal.
Appl. 364 (2) (2010) 404–413.
[31] M. Yang, Ground state solutions for a periodic Schrödinger equation with superlinear nonlinearities, Nonlinear Anal. 72 (5) (2010) 2620–2627.
