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Abstract - -A  group of algorithms for the numerical solution of elliptic partial differential equations is 
presented. The differential equation is reduced to a Fredholm equation of the second kind, which in turn 
is discretized by means of the Nystr6m algorithm, leading to a dense large-scale system of linear algebraic 
equations. This linear system is solved by means of the generalized conjugate residual algorithm, which 
requires that the matrix of the system be applied to a sequence of recursively generated vectors. Since 
applying a dense matrix to a vector is a process of order n 2, where n is the dimension of the system, 
the resulting algorithms are usually not competitive with finite differences and finite elements in terms 
of CPU time requirements. However, it turns out that the matrices of linear systems resulting from many 
partial differential equations can be applied to vectors in a "fast" manner [i.e. for the cost proportional 
to n in some cases and to n • log (n) or n • (log (n)): in others], resulting in extremely efficient algorithms 
for the solution of certain elliptic partial differential equations. The performances of several such al- 
gorithms are illustrated by numerical examples. 
1. INTRODUCTION 
Fredholm integral equations of the second kind have been a popular analytical tool for more 
than a century. Due to Fredholm's theorems, reducing a problem to a second-kind integral 
equation (SKIE) is often equivalent to solving it, and the stability of the solution in such cases 
often follows from the same integral equation. Discretization of second-kind integral equations 
usually leads to well-conditioned linear systems, eliminating a number of numerical problems 
associated with the use of finite differences (FD) and finite elements (FEM) and permitting the 
use of conjugate-residual-type iterative algorithms without preconditioning. Despite these ob- 
vious advantages, integral equations are not widely used as a numerical tool for the solution of 
partial differential equations (PDEs), since they usually lead to dense systems of linear algebraic 
equations, making the resulting algorithms inferior to the FD and FEM approaches in terms of 
CPU time requirements. The only problems for which integral equations are presently considered 
a method of choice are exterior boundary value problems where discretizing the whole area of 
interest would be impractical (see [8, 9, 16]). In this paper we show that even though discre- 
tization of integral equations resulting from elliptic PDEs leads to linear systems with dense 
matrices, these matrices often can be applied to arbitrary vectors for a cost proportional to 
n • (log (n)) k, where n is the dimension of the linear system, and k is equal to 0, l or 2, 
depending on the nature of the original PDE. Combining such an algorithm with a conjugate 
residual type process in certain cases leads to asymptotic time estimates for the solution of the 
original PDE that are superior to those for FD and FEM. 
In [19] we give a detailed escription of such an algorithm for boundary value problems 
for the Laplace quation. The purpose of the present paper is to introduce this group of algorithms 
for more general PDEs. In Section 2 we reduce some of the standard boundary value problems 
for elliptic PDEs to integral equations of the second kind. In Section 3 we discuss the numerical 
solution of SKIEs by means of conjugate-residual-type processes. In Section 4 a one-dimensional 
version of the algorithm is discussed in detailmprimarily for the purposes of illustration. Finally, 
in Section 5 we present several two-dimensional numerical examples, demonstrating effective- 
ness of the approach for large-scale problems. 
2. REDUCTION OF ELL IPT IC  PDEs TO INTEGRAL EQUATIONS 
OF THE SECOND KIND 
2.1. Two-point boundara' vahte problem 
Suppose that a, 13, f :[0, 1] --~ R j are continuous functions. We will consider the following 
problem: Find a twice-differentiable function 6: [0, 1] ~ R ~ such that 
+"Ix) + act)" ,b'(x) + 13(x) • +(x) = f(x) (2.1) 
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for any x E (0, 1), and d~(0) = ¢b(1) = 0. Following [14, 15], we define the function G:[0, 
1] x [0, 1 ]~ R ~ by the formulae 
Ix . (y - 1) fo rx -<y,  (2.2) G(x, y) = (x - 1) .y  fo rx>-y ,  
and represent 6 by the expression 
fo 6(x) = G(x, t) • or(t) dt, (2.3) 
with cra new unknown function. As is well known, G is Green's function for the equation 
~" = 0,  t~(0) = ~(1)  = 0,  (2 .4 )  
on the interval [0, 1], and substituting (2.3) into (2.1), we obtain 
f0 ~ aG f0' ry(x) + or(x) or(t) ~x (x, t) dt + 13(x) if(t) G(x, t) dt = f(x). (2.5) 
Remark 2. I 
We could choose G instead of (2.3) to be Green's function for any equation of the form 
(2.1) for which it is available analytically. This would change the coefficients but not the form 
of (2.5). 
2.2. Interior boundary value problems for general elliptic PDEs 
Suppose that ~/:[0, 1] ~ R 2 is a twice-differentiable Jordan curve. The image o f - / in  R-' 
will be denoted by F, and the open interior of F will be denoted by Ft. For any t ~ F we will 
denote by Nx(t), Ny(t) the x and y coordinates of the interior normal N(t) to F at the point t; it 
will always be presumed that [[N(t)ll = 1. Suppose now that or, 13, % 8:1~ ~ R ~ are d-functions, 
and f: F ---, R l is a continuous function. We will consider the following problem: Find a function 
~b:l~ ~ R I such that + E cZ(Ft), ~ ~ c(~) and 
a__+ + 13a+ v2*  + '~ ax ~ + "Y+ = ~ (2.6) 
on f~, and 
0+ 
- -  = f (2 .7 )  
ON 
on F. 
This problem is known as the Neumann problem for Eq. (2.6) in the region ~,  and m 
order to reduce it to a set of SKIEs on ~,  F, we represent 6 by the formula 
d~(x) = fn G(x, "r) " ~("r)  d'r + fv G(x, t) " ×(t )  dt, (2.8) 
where G: ((R 2 x R2)\{(z~, Z2) :Z  1 = Z2} ) --9' R ~ is defined by 
G(zl, z2) = In (l[zl - z2D, (2.9) 
and o': I~ ~ R ~ and ×:F  ~ R ~ are new unknown functions to be determined. Substituting (2.9) 
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into (2.6) and (2.7) and noticing that (2.9) is the Green's function for the Laplace equation in 
R 2, we obtain the following integral equations: 
~r(z) + ff2 (et(z) • Gl(z, "r) + fS(z) • G2(z, "0 + "y(z) • G(z, "r)) cr("O dr 
+ fr (or(z) • Gl(z, t) + f3(z) • G2(z, t) + "y(z) • G(z, t))X(t) dt = ~(z) 
(2.10) 
for z E ~ and 
rr • X(t) + I -  (Nx(t) • Gl(t, "r) + Ny(t) • G2(x, "r)) • cr(,~) dr 
(2.11) t "  
+ lim ~ (Nx(t)Gl(v, w) + Ny(t) • G2(v, w))x(w) dw = f(t)  
J r  
when v approaches t ~ F from inside. In (2.10), (2.11) the functions Gt, G2:(R 2 x R2)\{(z~, 
z~):zl = z2} ~ R 1 are defined by the formulae 
0 
Gi((xl, YO, (x2, Y2)) = Ox2 (G(xj, Yl), (x2, Y2)), 
(2.12) 
a 
G2((xl, Y0, (X2, Y2)) = ~ (G(xl, YO, (x2, Y2)). 
Remark 2.2 
Obviously, (2.9) is Green's function for the Laplace equation in R 2. One could replace it 
with Green's function for any other elliptic PDE for which it is known analytically, and the 
form of Eqs (2.10), (2.11) would not change. 
Remark 2.3 
The integral equations of Subsections 2.1,2.2 are known in physics as Lippman-Schwinger 
equations in dimensions one and two. Their counterparts can be easily derived for both Dirichlet 
and Neumann problems for elliptic PDEs in R" with any natural n. Furthermore, the smoothness 
and continuity conditions we have imposed on the functions a, 13, % ~ and f can be significantly 
relaxed (see, for example, [4]). 
Remark 2.4 
Strictly speaking, (2.11) is not an integral equation, since 
lim,~, fr (N~(t) • G~(v, w) + NAt) • G2(v, w))x(w) dw (2.13) 
is not an integral operator but a limit of an integral operator, and no integral operator equal to 
this limit exists. However, Green's theorem can be used to show that the system (2.10), (2.11) 
is in fact a Fredholm system. 
2.3. Other equations of  mathematical physics 
If Green's function (~ for Eq. (2.6) in R z is known analytically, then, by setting G = (~, 
the volume term in Eqs (2.10), (2.11) can be eliminated, converting them into a single SKIE 
on F, and in this case the construction of the preceding subsection is applicable to exterior as 
well as interior problems. In classical potential theory the Dirichlet and Neumann problems for 
the Laplace equation are reduced to SKIEs on the boundary of the region (see, for example, 
[17]). The extension of the classical results to the case of the Helmholtz equation is also well 
known and can be found, for example, in Ref. [11]. Differential equations of acoustic scattering 
theory ("transmission problem") are reduced to a pair of coupled SKIEs on the boundary of 
the scatterer in [3. 12, 18]. However, the latter result does not appear to be a particular case 
of the Lippman-Schwinger quation. 
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3. NUMERICAL SOLUTION OF SKIEs 
3.1. The NystrOm algorithm 
We will define an n-point quadrature rule rl on the interval [0, L] as a finite sequence of 
pairs {x~, w~}, i = 1, 2 . . . . .  n, where x~ E [0, L] for all i ~ [1, n]. For a function ~:[0,  
L] ---* R ~ we will look upon the sum 
"q(d~) = ~ wi " c~(xi) (3.1) 
i= l  
as an approximation to the integral 
f i  d~(x) dx. (3.2) 
We will say that the family of quadrature formulae -q. = {xni, win}, ~ = 1, 2 . . . . .  n, has a 
convergence rate m (m -> 1) for the function ~b: [0, L] --* R * if there exist A > 0, N > 0 such 
that 
f0" A ['q.(~) - ~b(x) dx[ < n-'; (3.3) 
for all n > N. 
In order to solve the integral equation 
f0 ~(x) + K(t, x) • d~(t) dt = f(x), (3.4) 
the Nystr6m algorithm associated with an n-point quadrature formula r I = {x,, wi}, i = 1, 
2 . . . . .  n, replaces (3.4) with a system of linear equations 
~i + 2 wj • K(xj, xi) d~j = f(xi), (3.5) 
J= l  
with i = 1, 2 . . . . .  n. We will denote the matrix of the system (3.5) by A,. The solution £b, 
~2 . . . . .  ~, of this system will be looked upon as an approximation to the solution of (3.4) 
at the nodes xi, i = 1, 2 . . . . .  n. If (3.4) has a unique solution, then for a wide class of 
quadrature formulae -q the system (3.5) also has a unique solution as long as n is sufficiently 
large and the rate of convergence of the solution of (3.5) to the solution of (3.4) is the same 
as the rate of convergence of the quadrature formulae "qn (see Ref [2]). Furthermore, under 
fairly broad assumptions 
lim K(A) = a, (3.6) 
where 0 < a < ~ is some real number, and K(A,) denotes the condition number of An (see 
Ref. [2]). 
3.2. Iterative solution of SKIEs 
In this paper we utilize a scheme for the numerical solution of SKIEs, based on discretizing 
the original integral equation by means of the Nystr6m algorithm (see Ref [2]), with subsequent 
application of a generalized conjugate residual algorithm (GCRA) (see [10]) to the resulting 
system of linear algebraic equations. The following CPU time estimate for solving the SKIE 
by means of this scheme has been copied from [19]: If the original integral equation has a 
unique solution, n is the number of nodes in the discretization of the domain of this integral 
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equation, and e is the required accuracy of the solution of the discretized system of linear 
algebraic equations, then the CPU time T necessary to achieve such accuracy is bounded by 
the inequality 
T <- (aQ + bn log (e)) log (e), (3.7) 
where Q is the cost of applying the matrix of the discretized linear system to a vector, and the 
coefficients a, b are determined by the computer system, particular implementation of the 
algorithm, language, etc. 
3.3. CPU time estimates for  the equations of  Section 2 
In this subsection we apply (3.7) to the integral equations of Section 2 and compare the 
resulting estimates to the CPU times required to solve the underlying PDEs by means of FD 
or FEM. 
(a) When Eq. (2.5) is discretized by means of the Nystr6m algorithm based on the quad- 
rature rule {xi, wi}, i = 1,2, . . . , n, the resulting linear system assumes the form 
~b, + ~ wj .  K,:cbj = f,,  (3.8) 
j=l  
with K 0 defined by the formula 
a 
K o = 1 + a(x i ) ' - - "  G(xi, xfl + f3(x i ) 'G(xi ,  xj) (3.9) 
for any i, j = 1, 2 . . . . .  n. Since the matrix of system (3.8) is not sparse, applying it to a 
vector is a procedure of order n2; substituting Q = B • n 2 into (3.7), we obtain 
T <- (abn: + bn log (e)) log (~). (3.10) 
Since solving (2.5) by means of an FD scheme is a procedure of order n, it is clear that the 
algorithm of this paper is not competitive with the FD approach unless a way is found to apply 
the matrix of system (3.8) to a vector for a cost proportional to n. (See Section 4.) 
(b) Repeating the above calculation for Eqs (2.10), (2.11), we obtain the estimate 
T ~ (pN 2 + qn 2 + rNn + sN log (e) + tn log (e)) log (~), (3.11) 
where N is the number of nodes in the discretization of fL n is the number of nodes in the 
discretization of F, and p, q, r, s, t are the system-dependent coefficients. Clearly, estimate 
(3.1 1) is inferior to that for many FD and FEM schemes (see Refs. [5, 20]). However, when 
the free-space Green function for Eq. (2.6) is known (for the Laplace and Helmholtz equations, 
for example), (3.11) becomes 
T ~ (qn 2 + tn log (~)) log (~), (3.12) 
which is superior to CPU time estimates obtainable with FD and FEM schemes unless the shape 
of l /permits some kind of "'fast" solver to be used (see Ref. [5]). In the latter case the time 
estimate for FD and FEM algorithms effectively coincides with (3.12). 
It appears from the above that when an elliptic PDE can be reduced to an SKIE on the 
boundary of the region, algorithms based on SKIEs tend to be competitive with the FD-FEM 
group of methods. When the SKIE is over the entire region, SKIE-based algorithms appear to 
be substantially inferior to the classical FD-FEM approach. The high cost of applying a dense 
matrix to a vector is responsible for this pessimistic estimate of the efficiency of SKIEs as a 
numerical tool. 
In [ 19] an algorithm is constructed by applying the matrices resulting from the discretization 
of SKIEs of classical potential theory for the cost proportional to n, where n is the number of 
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nodes in the discretization of the boundary of the region. The resulting procedure for the solution 
of the original boundary value boundary problem is of the order 
T ~ (pn + qn log (~)) log (~). (3.13) 
Obviously, estimate (3.13) cannot be drastically improved, since any algorithm for the solution 
of (2.6), (2.7) will have to access each node in the discretization of the boundary. 
In Sec. 4 we describe in detail a similar fast solver for Eq. (2.5), and in Sec. 5, several 
numerical examples of applications of algorithms of this type to boundary value problems for 
elliptic PDEs in two dimensions are presented. 
4. ILLUSTRATION: TWO-POINT BOUNDARY VALUE PROBLEM 
In the preceding section we demonstrated that if the integral operator in Eq. (3.4) can be 
evaluated numerically for a cost proportional to the number of nodes in the discretization of 
the domain of (3.4), then algorithms based on SKIEs can be made competitive with FD-FEM- 
type algorithms, at least in terms of asymptotic CPU time estimates. In the present section we 
construct an algorithm for rapid application of the matrix A, in Eq. (2.5) to arbitrary vectors 
and illustrate the performance of the resulting scheme for the solution of (2.1) by a numerical 
example. 
4.1. Locally separable kernels 
We say that the kernel K in Eq. (3.4) is locally separable if there exist functions u~, vt, 
u2, v2:[0, L] ~ R ~ such that 
~ul(x) • vt(y) for x < y, (4.1) 
K(x, y) = L us(x) v,(y) fo rx>y.  
Observation 4.1 
Suppose that in the integral operator P:L2[0, 1] ~ L2[O, 1] defined by the formula 
f0 
1 
P(d))(x) = K(x, t) ¢b(t) dt, (4.2) 
the kernel K:[0, l] x [0, 1] ~ R ~ is locally separable. Suppose further that the interval [0, 
1] is discretized into nodes {x,}, i = 1,2 . . . . .  n. Then applying the operator (4.2) numerically 
is a process of order n. 
Indeed, in the formula 
P(+)(x) = fo l
= uffx)" fo 
K(x, t) • ~b(t) dt 
vt(t) • ¢b(t) dt 
ro ) + u2(x) • v2(t) • ~(t) dt - Vz(t ) • d~(t) dt . J 
(4.3) 
The numerical evaluation of the integrals 
" v,(t) • d~(t) dt, v2(t) • ~b(t) dt (4.4) 
can be performed recursively for i = 1, 2 . . . . .  n, making the numerical evaluation of (4.2) 
a process of order n. 
Clearly, the above observation is equivalent to the statement that if the kernel K in Eq. 
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(3.4) is locally separable, then the matrix An of system (3.5) can be applied to a vector for a 
cost proportional to n, at least for some quadrature formulae "q~. Differentiating (2.2) we also 
can see that the kernel in Eq. (2.1) is locally separable. 
Remark 4.1 
Since the Green's function for any equation of the form (2.1) is locally separable (see 
[15]), the above observation applies to any of the choices of G specified in Remark 2.1. 
Remark 4.2 
In dimensions two and three the definition of locally separable kernels has to be modified. 
Expression (4.1) is replaced with 
K(X, y) = ~ Uk(X) Vk(y), (4.5) 
k=0 
the expansion (4.5) converging rapidly in some cases (Laplace equation) and less so in others 
(Helmholtz equation). Rapid numerical evaluation of the integral operators in (2.10), (2.11) 
can be performed by truncating the expansion (4.5). 
4.2. Numerical example 
The following problem has been copied from [20]. Consider a two-point boundary value 
problem 
-y"  + 400y = -400  cos 2 ~rx - 2rr 2 cos 27rx, y(0) = y(1) = 0, (4.6) 
with an analytical solution 
e -2° I 
- -  e TM -t- - -  e -2°x -- cos  2 ~x.  y(x) = 1 + e -2° 1 + e -2° 
Solving (4.5) numerically tends to cause problems for the FD-FEM group of algorithms (see 
Ref. [20]). In our experiment (4.5) was converted into an integral equation by formulae (2.2), 
(2.3), (2.5), and the resulting equation of the form (2.5) was solved by means of the Nystrrm 
algorithm based on a fourth-order endpoint-corrected rapezoidal rule (see Ref. [I]). System 
(3.5) was solved by means of a standard GCRA (see Ref. [10]), and, in the process of solution, 
the matrix A~ had to be applied to several recursively generated vectors, which was accomplished 
by utilizing Observation 4.1. The following conclusions can be made from Table 1, where the 
results of this experiment are summarized. 
(a) The method gives qualitatively correct results even for very coarse discretizations. 
(b) For finer discretizations the number of iterations of GCRA is virtually independent 
from the number of nodes in the discretization. 
(c) The convergence rate of the algorithm coincides with the convergence rate of the 
underlying quadrature formula. 
(d) The algorithm is fairly slow compared to some of the more efficient FD schemes. 
Table 1. Solution of a two-point boundary value problem (4.5) by means of a volume integral algorithm 
Number of 
Nodes in the Accuracy Number of CPU Time on 
Discretization of the Iterations IBM-3033 
of the Interval Solution of GCRA (Seconds) 
10 0.224D-1 6 0.01 
20 0.456D-2 12 0.02 
40 0.430D-3 15 0.05 
80 0.317D-4 14 0.09 
160 0.206D-5 14 0.16 
320 0.130D-6 14 0.31 
640 0.809D-8 14 0.63 
1280 0.506D-9 14 1.29 
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Fig. 1. Lines of horizontal ir-current scattering from an obstacle of complicated shape. 
5. NUMERICAL EXAMPLES IN TWO DIMENSIONS 
In this section we present examples of application of the techniques described above to 
several problems in two dimensions. 
5.1. Exterior Neumann problem for the Laplace equation 
In Fig. 1 we depict the lines of horizontal air-current scattering from an obstacle of a 
complicated shape. The algorithm of Ref. [19] was used to solve this problem with 2048 nodes 
on the boundary. The GCRA took 19 iterations to converge to six digits, and the whole process 
took ! 1.2 seconds of CPU time on an IBM-3033. 
5.2. Interior Dirichlet problem for the Laplace equation 
Figure 2 depicts equipotential lines of the field generated by four equal changes inside a 
grounded square-shaped cavity. There, again, the algorithm of Ref. [ 19] was applied with 2048 
Fig. 2. Equipotential lines of the field generated byfive charges inside a grounded square. 
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Fig. 5. Three undulating layers in R-'. 
nodes on the boundary. Here, GCRA took eight iterations to converge to six digits, resulting 
in a total CPU time of 4.5 seconds on the IBM-3033. 
5.3. Acoustic scattering from a lens-shaped object 
A version of the algorithm of Ref. [19] has been developed for the Helmholtz equation. 
A program based on this algorithm has been applied to the situation depicted in Fig. 3. The 
speed of sound in the containing space is 5000 ft/s, and the speed of sound inside the scatterer 
is 4750 ft/s. Both upper and lower surfaces of the scatterer are circular with a radius of curvature 
of 1000 ft, so that the focal distance of the resulting lens is 9500 ft. Three cylindrically symmetric 
sources of strengths 1, 2 and 3 located at points I, II and III, respectively, have frequency 
F = 6366 Hz, resulting in wavelengths of hour = 0.7854 outside the scatterer and h~n = 0.7462 
inside the scatterer. The amplitude of the field generated by this configuration on the screen is 
depicted in Fig. 4. Clearly, the laws of geometrical optics should be applicable to this situation 
with a reasonable degree of accuracy since the lens is about 300 wavelengths in diameter, and 
a careful examination of Fig. 4 shows this to be the case. In order to produce Fig. 4 the lens 
in Fig. 3 was discretized by means of the algorithm described in Ref. [18] with 10 nodes per 
wavelength (6500 nodes on the surface of the lens), resulting in a dense system of complex 
linear algebraic equations of dimension 13,000. This system was solved by means of GCRA 
to five-digit accuracy, which took 73 seconds of CPU time on a CRAY-1S. 
5.4. 
We have also applied the algorithm for the solution of two-dimensional scattering problems 
to a more complicated problem depicted in Fig. 5. Here, three undulating layers are imbedded 
in a homogenous medium with density 2.2 and speed of sound of 7000 ft/s; it is bounded from 
above by a vacuum (medium with zero density). A monochromatic source of frequency 10 Hz 
is located at point A, and the dashed horizontal lines B and C indicate the location of points at 
which the pressure of the resulting field was evaluated (500 points per line). The physical 
parameters of the layers are given in Table 2. 
It took about 6000 nodes to discretize the boundaries of the layers at 12 nodes per wave- 
length, and the amplitudes of the pressures obtained along the lines B, C are plotted in Figs. 
6 and 7, respectively. It took about four minutes of CPU time on the CRAY-1S to solve the 
above problem with two-digit accuracy. 
Table 2. 
Speed of Sound Density 
Layer I 5000 ft/sec 1.0 
Layer II 4500 ft/sec 0.94 
Layer III 5200 ft/sec 1.08 
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