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Zusammenfassung
Topologische Invarianten sind von zentraler Bedeutung für die Interpretation vieler
Phänomene kondensierter Materie. In dieser Arbeit wird die erste Messung einer solchen
Invarianten vorgestellt. Dazu wird ein neu entwickeltes Messprotokoll mit ultrakalten
bosonischen Atomen in einem eindimensionalen optischen Gitter verwendet. Außer-
dem wird die Messung chiraler Meissner-Ströme in einer Leitergeometrie in einem
künstlichen Magnetfeld sowie die Präparation sogenannter "Resonating Valence Bond"-
Zustände (RVB) in vier Gitterplätze umfassenden Plaketten präsentiert. Das Haupt-
merkmal des experimentellen Aufbaus ist ein Paar orthogonaler Übergitter-Potentiale,
die es ermöglichen eine Vielzahl verschiedener Systeme zu simulieren. Die Modulation
des Übergitters mit einem weiteren Paar interferierender Strahlen ermöglicht zu dem
die Realisierung eines künstlichen Magnetfelds.
Die Zak-Phase ist eine Invariante, welche die topologischen Eigenschaften eines En-
ergiebandes charakterisiert. Sie ist definiert als die Berry-Phase eines Teilchens bei adia-
batischem Durchlaufen eines Pfades im Quasiimpulsraum durch die Brillouinzone. Ein
einfaches Beispiel für ein System mit zwei verschiedenen topologischen Klassen ist eine
eindimensionale Kette mit alternierender Tunnelkopplungsstärke. Im Experiment kön-
nen diese Klassen durch Messung der Differenz zwischen ihren Zak-Phasen ∆ΦZak ≈ pi
unter Verwendung von Bloch-Oszillationen und Ramsey-Interferometrie in Übergittern
unterschieden werden.
Der zweite Teil dieser Arbeit befasst sich mit der Messung chiraler Meissner-Ströme
von Bosonen in einer Leitergeometrie mit magnetischem Fluss, welche eines der einfach-
sten Modelle zur Beobachtung von Orbitaleffekten ist. Obwohl die Atome ladungsneu-
tral sind und daher keine Lorentzkraft auf sie wirkt, kann durch eine externe Mo-
dulation im Übergitter ein künstliches Magnetfeld erzeugt werden. Die dadurch her-
vorgerufenen Wahrscheinlichkeitsströme auf beiden Seiten der Leiter wurden sepa-
rat mit einer Projektionsmethode gemessen. Beim Ändern der Tunnelkopplung ent-
lang der Leitersprossen wurde, in Analogie zu einem Typ-II Supraleiter, ein Übergang
zwischen einer Meissner-artigen Phase mit gesättigtem maximalen chiralen Strom und
einer Vortex-Phase mit abnehmendem Strom beobachtet. Dieses System mit ultrakalten
Atomen kann auch als Analogon zur Spin-Bahn-Kopplung betrachtet werden.
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RVB-Zustände gelten als fundamental für das Verständnis von Hochtemperatur-
supraleitern. Der dritte Teil der Arbeit widmet sich mit der Realisierung eines Mini-
malbeispiels solcher Zustände auf einer Plakette bei halber Füllung. In diesem System
wurden die zwei RVB-Zustände mit s- und d-Wellen-Symmetrie sowie Superpositionen
der beiden Zustände präpariert.
Die in dieser Arbeit vorgestellten Experimente stellen einen neuen Ansatz dar, die
topologischen Eigenschaften von Bloch-Bändern in optischen Gittern zu untersuchen;
sie öffnen die Türen zur Erforschung von wechselwirkenden Teilchen in niedrigdi-
mensionalen Systemen in einem homogenen Magnetfeld sowie der Eigenschaften des
Grundzustandes des Heisenberg-Modells.
Abstract
The determination of topological invariants is of fundamental importance to interpret
many condensed-matter phenomena. This thesis reports on the implementation of a
newly developed protocol to measure these invariants for the first time, using ultracold
bosonic atoms in one-dimensional optical lattices. In addition, it deals with the mea-
surement of chiral Meissner currents in a ladder-like lattice geometry exposed to an
artificial magnetic field, and presents results on the preparation of Resonating Valence
Bond (RVB) states on plaquettes. The key feature of the experimental setup is a pair of
orthogonal superlattice potentials that permit a rich variety of systems to be simulated,
and that when combined with a pair of interfering beams which periodically modulate
the lattice allow the realization of artificial magnetic fields.
The Zak phase is an invariant that characterizes the topological properties of an
energy band, and is defined as the Berry phase that a particle acquires as it adiabatically
moves in the quasimomentum space across the Brillouin zone. A dimerized lattice – a
one-dimensional chain with alternating couplings – is a simple example of a system that
possesses two different topological classes. Using a combination of Bloch oscillations
and Ramsey interferometry in superlattices we measured the difference of the Zak phase
≈ pi for the two possible polyacetylene phases, which directly indicates that they belong
to different topological classes.
The second part of this thesis deals with the measurement of chiral Meissner currents
in bosonic ladders with magnetic flux, one of the simplest models to observe orbital ef-
fects. Although charge neutrality prevents atoms from experiencing the Lorentz force
when they are exposed to a magnetic field, employing lattice modulation techniques we
implemented an artificial magnetic field on a ladder created with optical lattices. By
using a projection technique, we were able to measure the probability currents on each
side of the ladder. When changing the coupling strengths along the rungs of the ladder,
we found, in analogy to type-II superconductors, a transition between a Meissner-like
phase with saturated maximum chiral current and a vortex phase with decreasing cur-
rents. Additionally, the flux ladder realizes spin-orbit coupling with ultracold atoms.
It is believed that RVB states are fundamental for the understanding of high-Tc super-
conductivity. The third part of this work describes our measurements on the preparation
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of minimum instances of RVB states with bosonic atoms in isolated four-site plaquettes
at half filling. These small systems possess two RVB states with s- and d-wave sym-
metry. Using atom manipulation techniques we prepared these two states, as well as a
quantum resonance between them.
The experiments in this thesis establish a new general approach for probing the topo-
logical structure of Bloch bands in optical lattices. Moreover, they open up the pathway
to exploring interacting particles in low dimensions exposed to uniform magnetic fields
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Ultracold atoms have proven to be a very useful and versatile tool for simulating con-
densed matter systems due to the high degree of control they offer over all relevant
parameters together with the very low number of imperfections in the system. In con-
trast to condensed matter, in cold atom experiments the Hamiltonian is well known and
can be controlled and dynamically modified with almost no limitations. Moreover, these
systems offer a large variety of tools to probe quantum states, like absorption and phase
contrast imaging [1], spectroscopic techniques [2, 3] and also the newly developed in-situ
high-resolution-fluorescence imaging [4, 5] that allows for single-site resolved detection
and manipulation of atoms in an optical lattice.
A fundamental achievement in the field was the first creation of a Bose-Einstein con-
densate (BEC) in dilute atomic gases in 1995 [6, 7], where all atoms occupy the same
quantum state. Since then, the field has undergone a remarkable development. Subse-
quent experiments successfully studied fundamental properties of superfluidity through
the creation of vortices [8–10], wave-matter interference of condensates to probe their
macroscopic phases [11], as well as confirmation of Bogoliubov’s theory for weakly in-
teracting particles [12, 13]. Important advances followed in 1999, when the first quantum
degenerate gas of fermionic atoms was realized [14]. Entering the strongly correlated
regime, where mean field theory is not valid and the interatomic interactions play a cru-
cial role, was achieved through the use of Feschbach resonances [15, 16], which permit
to freely tune the scattering length to enhance or fully suppress interactions by varying
an external magnetic field. This allowed to study the crossover between BEC and BCS
(Baarden-Cooper-Schrieffer) phases [17, 18].
Entering the strongly interacting regime for bosons using Feshbach resonances is
very challenging due to strong collisional losses. In this case, one solution came about
with the advent of optical lattices, which are created by the interference of laser beams
to produce a standing wave. Atoms in optical lattices play the role of the electrons
in a solid crystal, interacting with the optical lattices in a similar way as the electrons
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interact with the ions. Optical lattices decrease the kinetic energy scales, and at the
same time they strongly confine the wavefunctions which leads to an enhancement of
the interactions. This makes it feasible to enter a regime in which interactions set the
dominant scale. In a seminal paper, D. Jaksch and coworkers [19] proposed a method
to realize the Bose-Hubbard model [20] – a well known model in condensed matter
which describes the behavior of interacting bosons in a crystalline solid – using bosonic
atoms in optical lattices. Some of the first experiments which explored the physics of
this model in one-dimension were the study of Bloch oscillations [21] and Wannier stark
ladders [22].
A breakthrough in the field was the observation of the quantum phase transition
from a superfluid to a Mott insulating state of bosons in an optical lattice in 2002 by
M. Greiner and collaborators [23], a transition that was predicted for the Bose-Hubbard
model by Fisher and coworkers in 1989 [20]. Following this work, Mott insulators for
one- and two-dimensional systems were also created [24, 25]. Furthermore, a Tonks-
Girardeau gas [26, 27] and a band insulator for fermions were realized [28]. These
results marked the path towards the strongly interacting regime using optical lattices.
Recent developments in the field have enabled the Bose-Hubbard model to be ex-
tended to a variety of different lattice configurations. These geometries include cubic
lattices [23], superlattices [29, 30] as well as triangular [31], hexagonal [32] and kagome
lattices [33].
Even though ultracold atoms in optical lattices offer an ideal platform for the sim-
ulation of condensed matter systems, there is a limiting factor that prevents the direct
realization of a large variety of phenomena: unlike electrons, atoms are electrically neu-
tral. When placed in an external magnetic field, they do not experience the Lorenz
force that would otherwise be present for electrons in a real material. This prevents
for example the direct realization of the quantum Hall effect. In order to overcome this
limitation, there have been several theoretical proposals that allow the Hamiltonian of a
charged particle exposed to an external magnetic field to be artificially recreated. One
idea, which has already been experimentally realized, exploits the analogy between the
magnetic Lorenz force and the Coriolis force present in a rotating BEC [9, 34, 35]. How-
ever, the angular velocity necessary to enter into the physically interesting regime of
strong fields is too large to be experimentally realized. Other proposals involve the use
of Raman lasers to imprint Berry phases on moving particles [36–38]. In the context
of optical lattices, the key point to simulate magnetic fields is to be able to engineer
complex tunneling elements between different lattice sites in such a way that the corre-
sponding Peierls phases give rise to a non-zero magnetic flux. Along these lines, there
have been proposals using spin-dependent tilted lattices, where the tunneling along
the tilted direction is provided by Raman-assisted tunneling [39–41]. However, that
method involves the use of near-resonant light which induces heating on the atomic
3cloud and leads to atom losses and decoherence in the system. Other ideas make use of
time-periodic modulation in tilted lattices to induce laser-assisted tunneling, which in
contrast to Raman-assisted tunneling does not involve near-resonant light, avoiding un-
desired heating [42, 43]. Recently, using this and similar techniques, it has been possible
to experimentally realize artificial gauge fields in optical lattices with a large flux that is
almost impossible to produce for real materials [44–49].
Thanks to the progress in the field of ultracold atoms, the simulation of condensed
matter phenomena is becoming more and more common, and perhaps soon it will help
to solve problems that so far have been puzzling the scientific community. One particu-
lar problem, which is linked to the phenomenon of high-Tc superconductivity [50], is the
ground state solution of the antiferromagnetic Heisenberg Hamiltonian in two or more
dimensions, which so far due to its complexity has been out of reach even for numerical
simulations. This motivates the use of ultracold atoms to reproduce spin Hamiltonians
and use novel techniques to prepare and study its ground state. Heisenberg Hamilto-
nians are readily available in cold atoms, however one big experimental challenge is to
produce a Fermi gas at low enough temperature to enable the preparation of its ground
state.
With the advent of new experimental methods to engineer artificial magnetic fields,
and moreover experimentally simulate systems with band structures that have rich topo-
logical properties, a whole new branch of physics opportunities was opened, mainly due
to the experimental possibilities which are not available in condensed matter systems.
This thesis reports on the first experimental measurement of topological invariants in
one-dimensional systems using a newly developed interferometric protocol for Bloch
bands [51]. It also presents results on the measurement of chiral currents in a ladder
system exposed to an artificial magnetic field, which exhibit some analogies with the
Meissner effect in a type-II superconductor [52]. Furthermore, it describes the exper-
imental creation and manipulation of minimum instances of resonating valence bond
states in four-site plaquettes, which possess s- or d-wave symmetry [53].
Zak phases in a dimerized system
If a quantum system described by a Hamiltonian that depends on an external pa-
rameter is adiabatically evolved such that it describes a closed path in parameter space,
then the system returns to the original quantum state except for a phase. That phase
has a dynamical component which is due to the intrinsic time-evolution governed by
the Schrödinger equation, and a geometrical phase – the so-called Berry phase – which
is determined only by the geometry of the path and does not depend on how the path is
traversed [54]. This concept also applies to spatially periodic systems, where the states
are labeled by the quasimomentum and the parameter space is given by the Brillouin
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zone. The topological character of a Bloch band is defined by certain invariants that
can be expressed in terms of the Berry phase acquired by a particle during the motion
through the band. Non-trivial topological structures give rise to fundamental physi-
cal phenomena, as for example the integer quantum Hall effect [55] and topologically
protected surface edge states in topological insulators [56, 57]. The most well-known
topological invariant is the first Chern number, which is related to the Berry phase for
a contour enclosing the Brillouin zone and determines the quantized value of the Hall
conductivity of a filled two-dimensional band [55].
The measurement of topological invariants has so far only been realized in con-
densed matter systems, exploiting the relation between the Chern number and the
Hall conductivity for a filled band introduced by Thouless-Kohmoto-Nightingale-De
Nijs [55]. Cold atom systems offer a very clean playground for realizing Bloch bands,
however, it is very challenging to realize transport measurements to extract the topo-
logical invariants as is typically done in condensed matter systems. For cold atoms one
would need, for example, to connect a pair of reservoirs to the system in order to inject
and retrieve the particles. Recently there have been some proposals of how to measure
topological invariants using time-of-flight images [58, 59] or by measuring an anoma-
lous velocity in the classical dynamics of lattices exposed to an external force [60, 61].
In this thesis, we present a novel method that enabled us to experimentally extract the
Zak phase in a one-dimensional system [62]. The Zak phase is the Berry phase acquired
during the adiabatic motion of a particle across the Brillouin zone, which can be viewed
as an invariant that characterizes the topological properties of the band [63, 64].
In our experiment we implemented a protocol to measure the Zak phase on a one-
dimensional chain with alternating coupling J and J′ created by a superlattice potential.
This dimerized system models a polyacetylene chain [65], and possesses two topologi-
cally distinct phases, characterized by the difference in their Zak phases equal to pi [63].
In order to extract the phase difference we implemented a newly developed interfero-
metric protocol, which combines Bloch oscillations and Ramsey interferometry [51]. The
idea behind the protocol is to create a superposition state of two spin components that
have opposite magnetic moments and to drive Bloch oscillations in the dimerized lat-
tice, such that the two components explore the Bloch band in opposite directions. Then
after half of a Bloch period, when the two components encounter each other again, one
can extract their phase difference using Ramsey interferometry. As the two components
explore the band in opposite directions, the difference of the phases they pick up is
equal to the Zak phase of the band. In the experiment this interferometric idea was
implemented in an extended protocol that involved the two lowest bands and a sudden
change of dimerization, i.e. exchange of J and J′. These changes allowed to directly
extract the phase difference between the two topological classes, which directly reflects
their different topological character.
5There is a strong interest in realizing topological bands with ultracold atoms, moti-
vated by the possibility of measuring topological quantities for more general systems.
An extension to higher dimensions of the protocol used here allows the measurement of
other topologically relevant quantities [66], for example the pi Berry flux concentrated
around a Dirac cone [67, 68] or the Chern number of a band [60].
Chiral Meissner currents in a ladder-like lattice with magnetic flux
When a superconductor is exposed to a weak external magnetic field, a current ap-
pears on its surface that fully screens the field in the core of the material. This is known
as the Meissner effect and it is the hallmark feature of a superconductor subjected to a
magnetic field [69, 70]. In the case of a type-II superconductor, for a field smaller than
the critical value Hc1 the surface currents fully screen the field, and the superconductor
behaves as a perfect diamagnet. However, above the critical value the superconductor is
unable to fully screen the applied field and an Abrikosov vortex lattice phase is formed
in the system. Locally studying this phase transition, as well as the effect of interparticle
interactions, is quite challenging in condensed matter, which motivates the simulation
of systems that present similar features with ultracold atoms.
In order to measure an analogue of the Meissner effect, we implemented an optical
lattice to realize an array of isolated bosonic ladders exposed to an artificially engineered
magnetic field created by laser-assisted tunneling [39, 41, 42, 71]. In the experiment we
prepared the ground state of the flux ladder and measured the probability current on ei-
ther leg of the ladder by using a projection technique that instantaneously isolates pairs
of sites. The subsequent evolution of the populations on the sites allows the extraction
of the direction and strength of the average probability current on each leg. This idea is
similar to suddenly blocking the flow of a stream. By monitoring the current strength
as a function of the ratio of the transverse rung coupling to the coupling along the legs
of the ladder, we find evidence for a "Meissner phase" with maximal chiral currents
that are determined by the applied magnetic field. Below a critical coupling strength
we find a decreasing current, in agreement with the transition to the vortex phase. The
characteristic momentum distribution of the atoms in these two phases was studied in a
second series of measurements, where the two phases could also be well distinguished.
The flux ladder allows for not only the realization of a low-dimensional Meissner-like
effect, but it can also be mapped into a spin-orbit coupled system, where the legs of the
ladder play the role of pseudo spins.
Resonating valence bond states in four-site plaquettes
For certain materials superconductivity occurs at particularly high temperatures, and
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they are for this reason denominated high-Tc superconductors. The standard theory to
explain normal superconductivity, which describes the phenomenon as a result of the
pairing of fermions forming the so-called Cooper pairs that behave as Bosons [70], can-
not explain high-Tc superconductivity [72]. It is believed that on these materials super-
conductivity occurs on planes where spin one-half electrons at half-filling are in a Mott
insulating regime where they cannot tunnel, and the physics is dominated by the spin
degrees of freedom described by an antiferromagnetic Heisenberg Hamiltonian [50].
In 1987, Anderson suggested that the mechanism leading to superconductivity could
originate from the formation of a special state, called Resonating Valence Bond (RVB)
state, that contains singlet pairs which become mobile and superconducting under dop-
ing. RVB states had previously been introduced in the context of chemical bonds by
Pauling [73], and by Anderson [74] in condensed matter as candidates for ground state
solutions of the antiferromagnetic Heisenberg Hamiltonian in frustrated triangular lat-
tices.
In the experiment small instances of RBV states were created. An ultracold gas of
bosonic atoms was loaded into a two-dimensional superlattice potential which creates
an array of isolated four-site plaquettes. When populated with two internal states of
the atoms, and when choosing appropriate lattice depths to enter the Mott regime at
half-filling, the system is described by the Heisenberg Hamiltonian. In the total singlet
subspace of the plaquette system, the Hilbert space is spanned by two RVB states, one
with s-wave and the other with d-wave symmetry. In order to prepare these states, first
a special filtering technique was employed to be able to extract the signal just from the
plaquettes at half-filling, avoiding inconveniences produced by imperfect initial atom
loading. Singlet Triplet Oscillations (STO) [75] and spin changing collisions [76] were
then used to generate singlet states along the vertical bonds of the ladder, which were
the initial states for the experiments. Different protocols that involved adiabatic paths
or sudden changes of the vertical to horizontal coupling ratio in the ladder enabled us
to prepare the two RVB states as well as to create a resonance between them. To probe
these states STO and subsequent merging and band mapping techniques were used,
with the results being in good agreement with the theoretical predictions.
A key motivation for the preparation of RVB states on plaquettes is that for fermionic
atoms, one expects that the adiabatic connection of such isolated plaquettes could poten-
tially lead to the creation of a macroscopic RVB state on the two-dimensional lattice, and
furthermore be used to investigate the properties of the ground state of the Heisenberg
Hamiltonian under doping [77–79].
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• In chapter 2 a brief overview of ultracold atoms in optical lattices is given, where
the principle of Bose-Einstein condensation is introduced as well as the Bose-
Hubbard model used to describe atoms in a lattice. The experimental realization
of the optical lattices together with a short overview of the experimental setup is
also provided.
• Chapter 3 provides the theoretical background of geometric phases in quantum
mechanics and directly applies this theory to a periodic system. Here, the concept
of Zak phases is first introduced and is linked to topological invariants on Bloch
bands. Additionally, the relation between the Zak phase and the polarization
change in solids is discussed.
• Chapter 4 starts with a description of the two main tools used to measure the Zak
phase in optical lattices: Ramsey interferometry and Bloch oscillations. The imple-
mentation of a dimerized lattice that models polyacetylene or conjugated diatomic
polymers is then explained. Then the protocol to measure the Zak phase differ-
ence between the two phases of a dimerized system is given and the main results
of the experiment are presented. In the outlook strategies to use our protocol or
extensions of it to two-dimensional systems are discussed.
• Chapter 5 deals with the phenomenon of the Meissner effect in superconductors
and relates it to an analogous effect predicted in a ladder system exposed to a
large magnetic field. This last system is described and modeled in detail and it
is shown that it possesses two phases: a Meissner-like phase and a vortex phase.
The currents along the legs of the ladder are defined and calculated, and it is
demonstrated that they behave differently in the two phases. The chapter pro-
ceeds with the description of the momentum distribution of the atomic cloud after
time-of-flight expansion, which provides another experimental observable that re-
veals the distinction between the two phases. Finally, a mapping from the ladder
Hamiltonian to a system with spin-orbit coupling is given.
• In chapter 6 we report on the realization of a ladder with flux using artificially en-
gineered magnetic fields and optical lattices. There the lattice shaking technique
used to emulate magnetic fields on neutral atoms is discussed, and a projection
method to determine the chiral currents along the legs of the ladder is described.
The behavior of these currents is studied as a function of the leg to rung cou-
pling strength ratio. The last part deals with the measurement of the momentum
distribution of the cloud after free expansion.
8 1. Introduction
• In chapter 7 the concept of a quantum resonance in the context of chemical struc-
tures is discussed, and in connection to that the definition of Resonating Valence
Bond states (RVB) in condensed matter is reviewed. Here, the experimental re-
sults on the creation of minimum instances of RVB states on four-site plaquettes
are presented, which consists of three parts: the measurement of a valence bond
resonance and the creation of a RVB state with s-wave and with d-wave symmetry.
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Chapter 2
Ultracold Bosons in optical lattices –
Experimental setup
In our experiments a Bose-Einstein condensate of 87Rb atoms in optical lattices is used
to realize different quantum models. In this chapter we give a brief description of
the experimental setup employed to cool and trap the atoms and to create the optical
lattices. Then, the basics of the theory of Bose-Einstein condensates is discussed, as
well as the solutions to the Schrödinger equation for periodic potentials, where the
theory of Bloch bands is reviewed. Towards the end of the chapter, interacting BECs
in optical lattices are considered and the Bose-Hubbard model with its superfluid and
Mott insulator phases are described.
2.1 Experimental setup
2.1.1 Description of the machine and the cooling and trapping schemes
Our experimental machine was built around ten years ago in Munich by previous stu-
dents, and it has been moved to Mainz and back to Munich during that time, with-
out ever breaking the vacuum. The setup and the experimental sequence used to pre-
pare an atomic condensate have been described in detail in several previous PhD and
Diplom/Master thesis [80–87], and therefore we give here only a brief summary of them.
The experimental apparatus consists of two sections, one for the magneto optical trap
(MOT) and a second one containing the glass cell for BEC production and experiments.
These two sections are connected by a differential pumping tube and the whole appa-
ratus was designed in this way in order to have a large optical access in the glass cell
section. The MOT section consists of a vacuum chamber with a pressure of 10−9 mbar,
to which an oven is attached which releases the Rb atoms. The idea of the MOT is to
capture atoms from the background gas and cool them down to ≈ 20 µK by using six red
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detuned circularly polarized laser beams, and simultaneously confining them using a
magnetic trap created by a pair of coils in an anti-Helmholtz configuration [88–92]. The
MOT sequence lasts nearly 15 s, and produces 109 atoms in the
∣∣2S1/2, F = 1, mF = −1〉
state of the 87Rb atoms.
Connected to the MOT chamber there is a magnetic transport system that brings the
atoms to the glass cell. The transport setup consists of an L-shaped array of coils that
are sequentially turned on and off in such a way that the minimum of the magnetic
potential moves smoothly without strongly changing the volume of the trap to avoid
losses. The transport takes in total around 4 s, and the atom losses are on the order of
10− 20%.
At the end of the transport the atoms are transferred to a quadrupole trap (QT) inside
the glass cell, where the pressure is ≈ 10−11 mbar. Once in the QT, a blue detuned plug
beam [6] is switched on and the first evaporative cooling process takes place [91]. In that
process, called radio frequency evaporative cooling [1], radio frequency radiation that
resonantly transfers atoms at the edge of the trap to untrapped hyperfine states is sent
to remove the hottest atoms from the cloud. This causes a reduction in the temperature
of the cloud as the remaining atoms thermalize. This process takes in total 8.5 s, and the
function of the plug beam is to prevent the atoms to go to the center of the QT where the
magnetic field is zero, avoiding in that way atom losses due to Majorana spin flips [93].
After the radio frequency evaporation the atoms are loaded into a dipole trap (DT)
consisting of two red detuned laser beams with λ = 1064 nm and a power of 4.5W on
each of them. During the loading, the QT field is ramped down to almost zero, and
once the atoms are in the DT the plug beam is removed. To obtain a BEC, first gravity
and QT potentials are used to tilt the trap and induce forced evaporation [94, 95], and
then a further evaporation is performed by slowly decreasing the intensity of the dipole
trap beams for 8.5 s [96, 97]. At the end of this process we end up with a pure BEC
in the trap, at a temperature of ∼ 20 nK and containing about 5× 105 atoms. Finally
the lattice beams are turned on according to the specific experiment to be realized. The
entire cycle, starting from the MOT until the BEC production lasts 43 s. At the end of
the experiment the atomic cloud is released from the trap and is imaged with a resonant
beam (see appendix A).
2.1.2 Atom-light interaction: optical potentials
When neutral atoms are exposed to a light field two processes take place: a dissipa-
tive process where the atoms absorb photons and then release them by spontaneous
scattering, and a conservative process where the light interacts with the induced dipole
moment of the atom. While the latter one is the basic tool for creating trapping poten-
tials, the former is unwanted due to the additional heating that it induces on the cloud
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in the trap. The basic mechanism behind the optical trap relies on the induced dipole
moment on the atoms due to the oscillating field [98–100]. This dipole moment can be
written as
d = α(ω)E, (2.1)
where α is the complex polarizability of the atom, E is the electric field and ω its fre-
quency. The effective dipole potential of the induced dipole moment is determined by
time-averaging the potential energy d · E, which results in
Udip = −Re(α(ω))|E|2. (2.2)
This is proportional to the intensity of the light field I = 1/2ε0c|E|2. An explicit ex-
pression of the atomic polarizability can be obtained by modeling the atom as a two
level system interacting with a classical radiation field [92, 99]. From that semi-classical
















where Γ is the decay constant between the two states, h¯ω0 is the energy difference
between the atomic levels and ∆ = ω − ω0 is the detuning of the light field. The
right term is obtained by applying the rotating wave approximation, which is valid
for a detuning much smaller than the transition frequency. This effect is called AC-
Stark shift. By engineering spatially varying intensities in the light field one can create
trapping potentials [101, 102]. Additionally, by choosing a positive or negative detuning
one can make the potentials repulsive or attractive respectively.
The lowest energy levels for 87Rb are shown in Fig. 2.1. The transition lines D1 :
2S1/2 → 2P1/2 and D2 : 2S1/2 → 2P3/2 with transition frequencies λD1 = 795 nm and
λD2 = 780 nm respectively are the most relevant for the optical potentials. The nuclear
spin of this atomic species is 3/2, which leads to a hyperfine splitting of the atomic
ground state of about 6.8 GHz and a splitting of the excited state of a few hundred
MHz. To consider all these atomic levels one has to use an extended model instead of
the simple two-level system mentioned above. When the detuning is large compared to
the hyperfine splitting one can derive an expression for the dipole potential that includes












Here ∆D1/D2 are the detunings respect to the lines D1 and D2, gF and mF are the Landé
factors and the magnetic number, and P is a number that depends on the polarization

















Figure 2.1: Energy levels of 87Rb [103]. The ground state is 52S1/2, and the D lines are D1 :
2S1/2 → 2P1/2 and D2 : 2S1/2 → 2P3/2 with transition frequencies λD1 = 795 nm and λD2 =
780 nm, respectively. The hyperfine lines with the corresponding energy differences are also
illustrated.
of the field, which is equal to ±1 for σ± polarization and 0 for linearly polarized light.
In our experiment only linearly polarized light is employed to create the optical traps.
The dissipative process mentioned at the beginning of the section originates from the
imaginary part of the polarizability, which allows the atoms to absorb energy from the
radiation field and reemit it as dipole radiation. This process can also be calculated using









Here again the rotating wave approximation has been applied. The energy acquired by
the atoms due to spontaneous emission is typically very large compared to the trapping
potential, therefore, in the experiments one has to decrease Γsc as much as possible in
order to avoid undesired heating and subsequent atom losses. A comparison between
the dipole potential given in Eq. 2.3 and Γsc shows that by increasing ∆ and I(r) one can
decrease Γsc while still having a large amplitude Udip.
2.1.3 Dipole Trap potential
According to Eq. 2.3, a beam with a spatially varying amplitude that is red detuned
with respect to the atomic resonance (∆ < 0) can be used to trap atoms at the point of
maximum intensity. A common optical trap is created by a Gaussian beam, which has
an intensity profile given by
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Figure 2.2: Crossed dipole trap. Two red detuned Gaussian beams cross at their focuses, where
the atoms are located. The surface below illustrates the total dipole trap potential, with the









where the beam propagates along the z-direction and r is the distance from that axis to
the point r. The quantity wb is the beam waist, i.e. radius of the beam at its focus, I0 is












is the radius of the beam as a function of z. As it can be inferred from the equations
above, the Gaussian beam has a maximum intensity at the point (r = 0, z = 0) making
them very suitable for optical traps.
In our experiment we use a crossed dipole trap potential created by two perpendic-
ular Gaussian beams propagating along the x- and y-directions that cross at their focus
position, as illustrated in Fig. 2.2. The wavelength of the beams is λDT = 1064 nm and
their waists are approximately 160 µm, while the power in each arm is 4.5 W. The fre-
quency of the laser beams is shifted by 160 MHz with respect to each other such that the
atoms cannot follow the interference term and it averages out.
By approximating the potential at the bottom of the trap by a harmonic potential,








where m is the mass of the atoms. These frequencies depend on the beam parameters
and power, and are important when the lattices are present because the number of
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occupied lattice sites depends on them. As a general rule, the larger the frequencies
the smaller the number of occupied sites. However, it also depends on other factors
like the interaction energy. The calibrated values of the trap in our experiment are
ωx ≈ ωy ≈ 2pi ∗ 25 Hz and ωz ≈ 2pi ∗ 35 Hz, for a power of 0.4 W on each beam.
2.1.4 Lattice potentials
In all our experiments optical lattices are employed to reproduce the periodic potentials
that the electrons experience in a solid crystal due to the ions. In order to create a
lattice, two counter-propagating Gaussian beams with the same frequency are used,
which interfere and create a one-dimensional periodic potential. The way this is realized
in practice is by sending a forward beam towards the atoms, and retro-reflecting it with
a mirror such that the retro beam travels back towards the atoms and both beams share
the same path (see Fig. 2.3). The total potential seen by the atoms is
Vlatt(r) = V0 e
− 2r2
w2b · sin2(kz), (2.9)
where V0 is the potential depth of the optical lattice, wb is the beam waist, k = 2pi/λ and
λ is the wavelength of the lattice beam. Here the beams propagate along the z axis. For
a red detuned beam, the atoms are attracted towards the zones of maximum intensity,
while for a blue detuned one the opposite holds. The spacing between the different
lattice sites is d = λ/2. Note that for red-detuned lasers the atoms are also confined in





Figure 2.3: Lattice potential formed by the interference of two superimposed beams propagating
in opposite directions. In our experiment we realize the lattice by retroreflecting a laser beam
from a mirror as illustrated on the right. The atoms (black oval) are on the beam path and they
experience the lattice potential.








Figure 2.4: Superlattice potential created by the superposition of two single lattices of wave-
lengths λs and λl = 2λs. When the phase difference φ = 0 (left), the superlattice potential
creates an array of double wells. The inter- and intra-well tunneling can be independently con-
trolled by changing the amplitude of the short and long lattices. For φ 6= 0 (right) an energy
offset is introduced in each double well.
An extension to three dimensions is also possible by employing three non-interfering
mutually perpendicular lattices that cross at a single point. In that case, the total poten-
tial is the sum of the three individual potentials, resulting in a three-dimensional optical
lattice (as with the dipole trap, the interference terms between the beams are averaged
out by choosing a frequency difference of some tens of MHz between the beams).
In our setup we also use a special lattice configuration called superlattice. It consists
of a superposition of a short and a long lattice with wavelengths λs and λl = 2λs
respectively, which together give rise to the periodic potential
Vdip(r) = Vl e
− 2r2
w2b sin2(klz + φ/2) +Vs e
− 2r2
w2b sin2(2klz + pi/2). (2.10)
In this expression Vl/s are the strengths of the lattices, φ indicates their relative phase
and equal beam waist is assumed for both beams. Figure 2.4 displays some examples of
different superlattice potentials that can be achieved by changing the relative amplitude
of the lattices and the phase φ. In general one can create arrays of symmetric/tilted
double wells or one-dimensional lattices with staggered energy offset (see chapter 3).
In the experiment two perpendicular superlattices are installed, which combined allow
to create isolated four-site potentials (so-called plaquettes), or even a two-dimensional
potential with energy staggering in both directions.
The wavelengths used in our experiment are λs = 767 nm and λl = 1534 nm, and the
beam waists are ≈ 140 µm. For the long lattice a fiber laser is used, whose frequency is
stabilized with respect to a 767 nm Ti:Sa laser used to create the short lattice. In order
to do this, the 1534 nm light is frequency doubled with a PPLN crystal in a single pass
configuration and then it is offset locked to the Ti:Sa laser. By controlling the offset
lock frequency one can slightly change the relation λl/λs = 2 and with that control the
relative phase φ at the atom position, while still having a homogeneous lattice over the
entire cloud (for details see [82]).
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2.1.5 Running-wave beams for lattice shaking
In chapter 6 we will present an optical lattice system with an artificially engineered
magnetic field. In order to simulate the field, a running-wave potential is used to mod-
ulate an underlying lattice structure and induce laser-assisted tunneling [42, 104]. This
modulation modifies the tunneling terms between consecutive lattice sites making them
complex such that an effective Hamiltonian that recreates the physics of a charged parti-
cle in a magnetic field is realized. In this section the details of the running-wave potential
that was used to induce the magnetic field are described.
Consider two orthogonal beams propagating along the x and y direction with wave-
lengths λrx ≈ λry ≈ 1534 nm, that cross and interfere creating an optical lattice of the
form
VK(r) = V0K cos
2(q · r/2), (2.11)
where q = kx − ky, with ki = eˆi 2pi/λri the wavevectors of the beams, and V0K the lattice
strength (see Fig. 2.5). If the wavelengths are chosen to be slightly different such that
there is a frequency difference ω = ωx − ωy between the two beams, then the total
optical potential becomes
VK(r) = V0K cos
2(q · r/2+ωt/2). (2.12)
This is a running-wave potential, i.e. a lattice whose phase evolves linearly in time,
which modulates the local potential on each lattice site as a function of time. The choice
λrx ≈ λry ≈ λl = 1534 nm ensures that for a lattice spacing of λs/2 the time-dependent
modulation on each lattice site repeats every four sites in the x and y directions. It will
be shown in chapter 6 that this ensures a magnetic flux of pi/2 per plaquette.
2.2 Single particle in periodic potentials
2.2.1 Quantum mechanics of a single particle in a periodic potential
In this section the solutions of the Schrödinger equation for a single particle moving on
an infinitely long periodic potential are briefly discussed. Such a system underlies the
basis of all the experiments presented in this thesis. For a detailed description we refer
to the literature [105, 106].
Consider a single particle in a static three-dimensional periodic potential. Since the
corresponding Hamiltonian does not have crossing terms that couple the different direc-
tions, one can solve the system independently for each direction. For a one-dimensional
periodic system the Hamiltonian reads
2.2 Single particle in periodic potentials 19
Figure 2.5: Lattice potential formed by the interference of two beams propagating in orthogonal
directions. Both beams have a polarization perpendicular to the plane that they form, and
interfere creating a lattice potential depicted in the figure by the surface. By introducing a small
frequency difference between the two beams the standing wave forming the lattice becomes a





where pˆ = −ih¯ ∂x is the momentum operator and Vlat(x) is the periodic potential with
periodicity d, i.e. Vlat(x + d) = Vlat(x). Due to the translational symmetry of Hˆ, the
Bloch theorem tells us that the eigenstates of the system can be written as
ψn,k(x) = eikxun,k(x), (2.14)
where quantum number k is the so-called quasimomentum, which is contained in the
first Brillouin zone, i.e. k ∈ (−pi/d,pi/d), and n is a second quantum number denomi-
nated band index. The cell-periodic wavefunction un,k(x) satisfies
un,k(x + d) = un,k(x). (2.15)
By inserting the ansatz given in Eq. 2.14 into the Schrödinger equation, one obtains the
following eigenvalue equation for un,k(x)
Hˆun,k(x) = εnkun,k(x), with Hˆ =
( pˆ + h¯k)2
2m
+Vlat(x), (2.16)
where εnk are the eigenenergies. For a non-vanishing potential Vlat(x) this equation gives
as a result an energy spectrum which is separated in regions denominated energy bands,
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Figure 2.6: Energy bands and Bloch function density for a simple periodic potential. (a) Energy
bands for different lattice depths V0. For V0 = 0 Er the bands touch with each other and the
energy corresponds to a free particle energy spectrum. As V0 is increased a gap opens at the
edges of the Brillouin zone and the bands start to separate. For very large depths the lowest
bands become flatter, converging towards harmonic oscillator levels. (b) Wavefunction density
for the Bloch state ψn=1,k=0(x) for a lattice depth of 8 Er. The gray shaded area indicates the
depth of the potential and the light blue shaded area the density.
and that are labeled by the band index n. The properties of these bands depend on the
particular structure of the periodic potential.
Figure 2.6a shows the energy bands for the simplest case of a periodic potential
of the form Vlat(x) = V0 cos2(pix/d) for different lattice depths V0. When V0 is zero
the particle is in free space and the energy spectrum corresponds to a single parabola
(h¯k2/2m). As the depth is increased an energy gap opens up at the band edges, i.e.
k = ±pi/d, and the energy spectrum is split into bands. The energy is continuous as a
function of the quasimomentum k and each of these bands are isolated. The bandwidth
of the lowest lying bands decreases exponentially with the lattice depth. In the limit
of very high lattice depths each single well becomes more and more isolated and one
can approximate the periodic potential as an harmonic potential on each well, resulting
in an energy separation between the bands equal to h¯ωh, where ωh is the harmonic
frequency of the site. Figure 2.6b shows the density distribution |ψn=1,k=0(x)|2 of the
Bloch function for the lowest band. Due to the periodic structure, ψn=1,k=0(x) extends
over the entire system and its modulus also possesses the same periodicity.
A natural unit for the energy of a particle in the lattice is the recoil energy. It corresponds
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to the kinetic energy that the particle acquires due to the recoil motion after emitting a





This energy unit is also convenient for expressing the strength of a lattice, as it is the
characteristic energy scale set by the periodicity.
In our experiments, periodic potentials are realized through the use of the already-
mentioned optical lattices. While they in principle allow for the creation of a perfect
periodic potential, due to the harmonic confinement given by the Gaussian mode of the
beams, the potential is not an homogeneous and infinitely extended lattice, and therefore
one has to include this information to obtain more quantitative results. Another point
to consider is that the analysis presented here is only valid for non-interacting particles,
which is not the case for 87Rb atoms. However, under some conditions explained later
in the chapter one can make the interactions negligible.
2.2.2 Wannier functions
The Bloch functions are the eigenstates of a particle in a periodic potential, however,
they are not convenient for the description of the system in terms of local operators on
the different lattice sites. In that case a more appropriate basis set is formed by the
Wannier functions, introduced by G. H. Wannier [107, 108]. They are an orthogonal set
of functions that are localized on the different lattice sites. While they are not uniquely







where xj = j d with j integer are the lattice sites of the Bravais lattice where the Wannier
functions are located, n is the band index, N is the length of the system and the sum
runs over the N quasimomentum states k = 2pi j/(Nd), j ∈ [1, N] uniformly distributed
over the first Brillouin zone. Commonly one only refers to the Wannier functions of the
first Bloch band, and leaves out the band index n.
The inverse relation is also valid, and one can write the Bloch functions as a super-







These expressions are valid for the three independent directions, and the Wannier func-
tion on a single lattice site in the three dimensional system can be simply written as the
product of the Wannier functions along the three directions.














Figure 2.7: Wannier function density |w1xj(x)|2 for the lowest band and for different lattice depths.
The grey shaded area represents the periodic potential. As the depth is increased the Wannier
functions become more localized on a single lattice site. The tunneling between consecutive sites
depends on the overlap integral of the Wannier functions of the sites. Therefore, for large lattice
depths the tunneling probability decreases.
The spatial extension of the Wannier function depends on the lattice depth. In Fig-
ure 2.7 one can see that as the depth is increased the Wannier function becomes more
and more localized on a single lattice site. The tunneling between two consecutive lat-
tice sites depends on the overlap of the respective Wannier functions (see section 2.3.3).
Therefore, for larger depths the tunneling between lattice sites is strongly suppressed.
For periodic potentials with an internal structure, the Wannier functions as defined
above are localized on the unit cell. In the case of the one-dimensional superlattice
potential introduced in Fig. 2.4, the unit cell contains two different sites and the Wan-
nier function extends over both sites simultaneously. In order to define a Wannier-like
function that is localized on each single lattice site an extension of the definition is
needed [109–112].
2.3 Ultracold atoms in periodic potentials
2.3.1 Bose-Einstein condensates of non-interacting particles
The theoretical prediction of Bose-Einstein condensates (BEC) dates from 1927 [113],
when A. Einstein, following the work of N. Bose on the statistics of photons [114],
predicted that below a critical temperature Tc a gas of non-interacting massive bosons
would condense to the lowest single particle energy state. The first BEC for a dilute gas
of cold atoms was realized in the groups of W. Ketterle and E. A. Cornell in 1995 using
Sodium and Rubidium atoms, respectively [6, 7].
Statistical mechanics tells us that a thermalized system of non-interacting bosons has
a mean occupation number of
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Pn =
1
e(εn−µ)/kBT − 1 (2.20)
particles per single-particle eigenstate εn, where µ and T are the chemical potential and
temperature of the system, and kB is the Boltzmann constant. The chemical potential is
determined from the condition that the sum of the occupation numbers is equal to the
total number of particles N, and it always lies below the minimum energy state ε0 of the
system, such that Pn is always positive.
The principle of Bose-Einstein condensation can be understood from Eq. 2.20, and
relies on the fact that µ < ε0. An intuitive explanation is as follows. First, let us split the
number of particles N in two parts:
N = N0 + Nth, (2.21)
with N0 and Nth the number particles in the ground and the excited states, respectively.
For a given temperature, the number of particles in the excited states increases with µ,
but it is bounded as µ cannot exceed ε0. If that bound is larger than the total number
of particles N, then Eq. 2.21 can be satisfied for µ < ε0 and the occupation N0 is not
macroscopic, i.e. N0/N  1. However, if the bound is smaller than N, then µ has
to get closer to ε0. Since N0 diverges as µ → ε0, then the occupation number of the
ground state will be macroscopic. The possibility of having a BEC depends strongly on
the system, particularly its dimensionality and size, because it determines the single-
particle density of states which ultimately indicates the relation between the chemical
potential and Nth.
In our experiments a three-dimensional optical potential is used to create the trap
where the atoms are located. In that case a BEC is possible, and when the interactions
are neglected the transition temperature can be approximated by [1, 93, 115, 116]
kBTc ≈ 0.94h¯ωT N1/3, (2.22)
where ωT = (ωxωyωz)1/3 is the geometrical mean of the trapping frequencies along the









In the limit of zero temperature all the atoms occupy the lowest energy state. For the
typical experimental parameters only a very small fraction of atoms populates the ex-
cited states and it can be safely neglected.
When all the atoms are condensed in the lowest energy state the many-body wave-
function is
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where ψ0(ri) is the ground state single-particle wavefunction. An alternative description




which is proportional to the ground state wavefunction, and is normalized to the total
number of particles. The particle density is given by n(r) = |ψ(r)|2. Therefore, for non-
interacting particles, by solving the single-particle Schrödinger equation of the system
one can obtain the spatial density distribution.
2.3.2 Bose-Einstein condensates with weak interactions
In a real system atom-atom interactions due to van der Waals forces are also present,
and at low densities they are dominated by binary collisions [118]. In the framework
of quantum-mechanical scattering theory, for a given interatomic scattering potential
V(r), with r denoting the relative distance between the two particles involved in the
collision, one can use the following ansatz for the asymptotic wavefunction after the
elastic scattering process [119]




which consists of an incoming plane wave and an outgoing spherical wave, whose am-
plitude is f (θ), and θ is the scattering angle with respect to the direction of the incoming
wave. Here k is the momentum of the incident wave and for simplicity we have assumed
a spherically symmetric scattering potential V(r), which is a very good approximation.












where δ` is the phase shift that is acquired by the angular momentum component ` and







(2`+ 1) sin2(δ`). (2.28)
The phase shifts δ` are proportional to k2`+1, and therefore for collisions with a small
relative momentum only the component ` = 0 contributes to the cross section. This
situation holds for cold atoms, due to the low temperature of the system. In that case
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one can prove that f (θ) = −as, where as is called the s-wave scattering length, and the
total cross section simplifies to
σ ≈ 4pia2s , (2.29)
which is equal to the cross section of a hard sphere with radius as. For indistinguishable
bosonic particles the cross section is modified due to the spatially symmetric wavefunc-
tion, and takes the value σ ≈ 8pia2s . Therefore, the interaction is fully characterized by
the scattering length as. Its experimental value for the state used in our experiment
(|F = 1, mF = −1〉) is as = 103± 5 a0, where a0 = 0.05292 nm is the Bohr radius [120].
The interatomic potentials are very complex and can only be calculated for a very
few systems. However, due to the low momentum of the interacting particles, their de
Broglie wavelength is very large and the details of the particular potential are not impor-




δ3(r) = g · δ3(r), (2.30)
where m is the mass of the atoms and r their relative position. Here g = 4pih¯2as/m is
called the coupling constant. The diluteness of the sample is characterized by the ratio
|as|3n, where n is the density of atoms. Typically that value is on the order of 10−3.
The Hamiltonian of N interacting bosons confined by an external potential Ve(r) and















dr dr′ ψˆ†(r)ψˆ†(r′)V(r− r′)ψˆ(r)ψˆ(r′), (2.31)
where ψˆ†(r) is the bosonic field operator that creates a particle at position r. By replac-





Due to the high diluteness of the system, one can solve the problem using a mean
field approximation. This was done by Bogoliubov in 1947 [121]. In that description the
bosonic field operator is decomposed into two parts
ψˆ(r, t) = ψ(r, t) + δψˆ(r, t), (2.33)
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where ψ(r, t) = 〈ψˆ(r, t)〉 is the condensate contribution to the field operator and the
second component is called the fluctuating field operator and corresponds to the non-
condensed part. Neglecting the last term, one obtains the following modified Schrödinger









+Ve(r) + g|ψ(r, t)|2
)
ψ(r, t) . (2.34)
This non-linear equation is known as the Gross-Pitaevskii equation [122, 123]. Here, the
original interacting term has been replaced by the local wavefunction density |ψ(r, t)|2.
Due to the interaction term, the ground state solution of Eq. 2.34 is not the same
as the ground state of the non-interacting Hamiltonian, but it also has an overlap with
the excited states. This effect is called quantum depletion and is negligible for the
experiments presented in this thesis.
2.3.3 The Bose-Hubbard model
A gas of ultracold bosonic atoms with weak interactions placed in an optical lattice is
well described by the Bose-Hubbard model, which is a widely used model in solid state
physics [19, 20]. The starting point to derive the Hamiltonian of this model is Eq. 2.31
















dr dr′ ψˆ†(r)ψˆ†(r′)V(r− r′)ψˆ(r)ψˆ(r′). (2.35)




where ri are the sites of the Bravais lattice and aˆ†i are the bosonic creation operators for
a particle on the site i, which obey the canonical commutation relation [aˆi, aˆ†j ] = δij, and
wri(r) are the Wannier functions of the lowest Bloch band on the site ri. This expansion
assumes that all the contributions from the higher bands are being neglected, something
that is only valid if the energies involved in the dynamics of the system are much smaller
than the energy gap to the second band. For very low lattice depths (V0 < 5 Er) the
tunneling processes to the second and third lattice sites are non-negligible [124] and one
should also consider the Wannier functions corresponding to higher Bloch bands.
In the tight-binding approximation the Wannier functions overlap at different sites
just enough to correct the picture of isolated particles, but without fully loosing the
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picture of localized states. The standard approach is to only consider the overlap be-
tween nearest-neighbor sites. Under this approximation, one obtains the Bose-Hubbard
Hamiltonian by inserting expression 2.36 into Eq. 2.35:






U nˆi(nˆi − 1), (2.37)
where nˆi = aˆ†i aˆi is the number operator on the ith site and the first sum runs over
neighboring lattice sites. The first term is the kinetic energy, describing the hopping











Due to the discrete translation symmetry of the system, the value of J is independent of
the pair of neighboring lattice sites 〈i, j〉. However, for more general lattice geometries
it can depend on the particular sites considered.
The second term is the on-site interaction energy. Its amplitude U corresponds to






Note that for the geometry considered here, the Wannier functions are the same for
every site, and therefore the interaction energy does not depend on the site ri.
For a three-dimensional system the total Wannier function is equal to the product of
the independent Wannier functions along the three directions
wri(r) = wxi(x)wyi(y)wzi(z), (2.40)






By decreasing the lattice strength along one or two directions, or by fully removing the
lattice and leaving only the remaining harmonic confinement one can decrease the value
of the total interaction energy as this increases the extent of the Wannier function. For
the experiments presented in this thesis it was often necessary to have negligible inter-
actions. In order to achieve that we followed the latter approach. Another possibility to
suppress interactions is to decrease the scattering length as. This can be done by using
Feshbach resonances [16], where as can be almost arbitrarily controlled by an external
magnetic field. However, for 87Rb this is not simple, because its resonances are very
narrow and at very high magnetic fields, requiring an exceptional relative stability of
the field [125].
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The single-particle eigenenergies of the Bose-Hubbard model are given by
εk = −2J cos(kd), (2.42)
resulting in a bandwidth of 4J. Here k ∈ (−pi/d,pi/d) is the quasimomentum of the
states. For a finite size system, k is discretized according to k = n2pi/(dM), where M is
the total number of lattice sites.
The lattice potential created by interfering Gaussian beams also contains a weak
three-dimensional harmonic confinement, which was not taken into account for the
derivation of Eq. 2.37. When it is included, an extra term appears in the Bose-Hubbard
Hamiltonian that is important for the experiment as it influences the spatial extent of
the system:






U nˆi(nˆi − 1) +∑
i
(ε i − µ)nˆi. (2.43)
Here ε i = Vtrap(ri) is the energy offset given by the harmonic trap, and µ is the chemical
potential which fixes the total number of atoms in the system.
2.3.4 Superfluid and Mott insulator states
The Bose-Hubbard Hamiltonian without external confinement given in Eq. 2.37 is a
system where two competing energy scales are present, given by U and J. These two
parameters determine the kinetic and interaction energies, and therefore they affect the
properties of the ground state. In this section we will briefly describe the eigenstate
solutions of the Hamiltonian in the two extrema J/U  1 and J/U  1 for a system
size of M lattice sites, and for N atoms.
Superfluid state
In the limit J/U  1 the interaction term can be neglected and the ground state of
the system corresponds to all the atoms occupying the Bloch state for quasimomentum






)N |0〉 , (2.44)
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Figure 2.8: Representation of superfluid and Mott insulator states on a two-dimensional lattice.
In the superfluid state (left back) the occupation number on each lattice site is randomly dis-
tributed and has a mean value of n˜ = N/M, where N and M are the number of atoms and
lattice sites, respectively. The coherence through the system is large, resulting in a momentum
distribution with characteristic momentum peaks (left front) determined by the lattice period-
icity. For the Mott insulator state (right back) the occupation number on each site is equal to
n˜ on each site. The coherences are lost and the resulting momentum distribution shows no co-
herences (right front). The momentum distributions have been independently normalized to the
maximum value.
In this state the particles are delocalized over the entire lattice and have the same
phase. For large atom number, the state |ψ〉 is indistinguishable from the product of
















The coherent states |αi〉 are eigenstates of the operator aˆi with complex eigenvalue αi.
The number of particles on each lattice sites has a Poissonian distribution and an average
occupation number of n˜ ≈ N/M particles per site (see Fig. 2.8). This eigenstate is known
as superfluid state.
Mott insulator state
In the limit of dominating interactions J/U  1, the system minimizes the interaction
energy by decreasing the particle number fluctuations per site. Then, the particles are
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where n˜ = N/M is the mean occupation number, which in this case is considered to be
an integer. The number of particles per lattice site is fixed and equal to n˜, and it has
zero variance.
As the occupation per lattice site is fixed, the conjugate variable, i.e. the phase
on each lattice site, is random. Therefore, when the atomic cloud in the Mott state is
released from the trap no interference occurs (see Fig. 2.8), contrarily to the superfluid
state where strong interference peaks are expected (see also appendix A).
The quantum phase transition from the superfluid to the Mott insulator state de-
pends on the filling fraction and dimensions of the system. For a filling of n˜ = 1,
mean field theory predicts that the transition point occurs at U/J = 5.8 · z, where z is
the number of nearest neighbors of the site [20, 127, 128]. Beyond mean-field theory,
Quantum Monte Carlo simulations predict the transition point at U/J = 4.79 · z for a
three-dimensional optical lattice [129].
Chapter 3
Theory of Zak phase and its relation
to topological invariants
In this chapter, we review the concept of geometric phases in quantum mechanics
(Berry phases) and their relation to topological quantities. In particular, we discuss
geometric phases in periodic systems and give the definition of the Zak phase – the
Berry phase gained during the adiabatic motion of a particle across the Brillouin zone.
In connection to our experiments, we study the solutions of a dimerized system which
consists of a linear chain with alternating coupling strengths. This system models
polyacetylene, and when an on-site energy staggering along the chain is introduced,
it models conjugated diatomic polymers. At the end of the chapter we examine the
relation between the Zak phase and the theory of bulk polarization.
3.1 Geometric phases in quantum mechanics
A type of evolution of a physical system which is often of interest in physics is one in
which the state of the system returns to its original state after the evolution. We call
this a cyclic evolution. Any vector quantity that is transported around a closed loop
may acquire an angle with respect to its original orientation after completing the cycle.
This rotation angle is of geometrical origin, and is known as a geometrical phase. The
Foucault pendulum, originally conceived to demonstrate the rotation of the Earth, is
perhaps the most familiar classical system for which one can observe a geometric phase.
The pendulum, fixed at a point on the Earth, constantly oscillates on its plane of oscil-
lation (see Fig. 3.1a). As the Earth rotates, the center of mass position of the pendulum
is transported in space, describing a closed trajectory which is defined by the latitude
at which it is located on the Earth. After one day the pendulum is back to the original
point in space it started. However, its plane of oscillation has rotated by one half of
the solid angle subtended at the Earth’s centre by the described spatial trajectory (see










Figure 3.1: Geometric phases. (a) Geometric phase in the Foucault pendulum. After one day of
the Earth’s rotation, the pendulum is transported around a closed path defined by the latitude
line at which it was initially located. When the pendulum returns, it has been rotated by the
angle ϕ given by half of the solid angle enclosed by the path. (b) Geometric phases on general
surfaces. Consider a vector that is parallel transported around a closed path on a surface. After
completing the path the vector returns to the starting point, but rotated by an angle ϕ with
respect to its original orientation. This angle is known as the geometric phase, and depends on
the path and surface on which the transport takes place.
Fig. 3.1a). This angle is the geometric phase corresponding to the closed path around
which the transport took place. The concept of a geometric phase can be generalized
to any vectorial quantity, which when transported around a closed path on a surface,
returns rotated by a geometric phase after it completes the path (see Fig. 3.1b). The way
in which the vector is transported is called parallel transport, and roughly speaking it
means that as the vector is moved along the curve it stays parallel with respect to itself
and its magnitude stays constant (a proper definition involves the concept of “connec-
tion”, which is a common geometrical quantity that indicates how to transport vectors
[130–132]).
In quantum mechanics the concept of geometric phases was introduced by M. Berry
in 1984, when he considered the problem of the adiabatic transport of a quantum system
around a closed loop in parameter space [54]. In order to explain his work, consider a
Hamiltonian that depends on some parameters R = (X, Y, ...), and whose R-dependent
eigenstates and eigenvalues are denoted by |n(R)〉 and En(R), respectively. If initially
the state of the system is |n(R0)〉, and the parameter R is adiabatically moved around a
closed path C in parameter space, then the state will evolve according to the Schrödinger
equation
Hˆ(R(t)) |ψ(t)〉 = ih¯ d |ψ(t)〉
dt
, (3.1)
where R(t) parametrizes the path and R(t = 0) = R0. According to the adiabatic
theorem, if the eigenstate |n(R)〉 is not degenerate along the entire path, then the system
will always stay in that eigenstate [133–135]. Therefore, as the Hamiltonian is moved in
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parameter space, the wavefunction up to some phase will be |ψ(t)〉 = |n(R(t))〉.
At t = t f the full path C is completed and R(t f ) = R0. Then the system has returned









The first term is the dynamical phase factor, which is due to the time evolution of the
eigenstates determined by their energy. The second term is the geometric phase, which
is commonly referred to as the Berry phase. One can prove that this phase is geometric
in nature because it does not depend on the rate at which the path is travelled, it is
independent of the particular Hamiltonian H(R) chosen to produce the motion along
the path and because it is not conditioned to the particular way in which the eigenstates
|n(R)〉 are defined, i.e. it is not important what phases are chosen in the definition of
|n(R)〉.




An · dR, (3.3)
where the quantity An = i 〈n(R)| ∇R|n(R)〉 is named the Berry connection.
A gauge transformation of the form |n(R)〉 → eiα(R) |n(R)〉 modifies the Berry con-
nection by adding a new term:
An → An +∇R α(R). (3.4)
Even though the last expression shows a gauge dependence of the Berry connection, the
geometric phase is gauge independent. This can be better seen by using Stoke’s theorem




Ωn · dS, (3.5)
whereΩn = ∇R×An is called the Berry curvature and S is any surface whose boundary
is C. This shows that γn(C) is gauge independent because ∇R×∇R α(R) = 0. Note that
all the expressions above have been written assuming a three-dimensional parameter
space. However, they can be all generalized for any dimensionality of R.
The Berry curvature can also be expressed as follows
Ωn = −Im ∑
n 6=n′
〈n| ∇Hˆ |n′〉 × 〈n′| ∇Hˆ |n〉
(En − En′)2 , (3.6)
where for clarity reasons we have dropped the argument R [54]. This expression, which
is also gauge independent, will be used later in the chapter when calculating Berry
phases.




Figure 3.2: Schematic of the Aharonov-Bohm effect. A charged particle is initially located on
the left side and is coherently split into two components (blue and red balls). Each component
travels on independent paths, denoted by R(t) and R′(t), which together enclose the coil. The
coil produces a magnetic field B 6= 0 inside of it and B = 0 outside. At the end of the trajectories
the components are recombined and there is a phase difference γC which is the geometric phase
associated with the total flux enclosed by the combined path R(t) + R′(t).
The geometrical phase could seem unimportant as it is simply a phase factor that
multiplies the state. Due to that, it did not receive proper attention for many years.
However, this phase has physical consequences that can be seen experimentally using
interferometric techniques. One way, for example, is to coherently split the wavefunction
of the system in two parts, and send one part through the path R(t) and the other
through R′(t), where R(0) = R′(0) and R(t f ) = R′(t f ). The difference between the
adiabatic phases picked up by the two components is equal to the total geometric phase
associated with the closed loop enclosed by the paths R(t) and R′(t). A typical example
of this is the Aharonov- Bohm effect [136] (see Fig. 3.2), which has already been observed
in several experiments [137, 138]. There, a coherently-split wavefunction of a charged
particle is sent through two paths surrounding a solenoid and forming a closed loop,
where the solenoid contains a magnetic field inside and a negligible one outside. Despite
the fact that the two trajectories are in a field-free region, when the two parts meet on the
right side they have a phase difference associated with the total magnetic flux contained
in the loop, which is a geometric phase.
To conclude this section and gain a more practical interpretation of the Berry phase,
we will consider the example of a single spin-1/2 particle in an external magnetic field.
The Hamiltonian of the system reads
Hˆs = Bσ, (3.7)
where B is the magnetic field and σ denote the Pauli matrices (units have been omitted).
The eigenstates of the system are |±B〉, defined by
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Bσ |+B〉 = B |+B〉 and Bσ |−B〉 = −B |−B〉 , (3.8)
with B = |B|.
Now consider the parameter space defined by the three components of the magnetic
field, and take a closed curve C in that space such that along the curve B 6= 0 (the
point B = 0 has to be avoided because there the system becomes degenerate). A general
expression of the Berry phase for the curve C will be calculated. The Berry connection
for the state |−B〉 is
A(B) = i 〈−B| ∇B| − B〉. (3.9)




Ω(B) · dS, (3.10)
where S is any surface whose boundary is the loop C. To calculate Ω(B) one could
use the gauge dependent expression for the Berry connection given in 3.9, or directly







This result is very particular, because it shows that Ω(B) in B-space takes the same
form as the field generated by a point-like charge at the origin in real space. Therefore,
the Berry phase of the closed loop C is the flux of the monopole field at the origin
through the surface S, which corresponds to half of the solid angle subtended by the
curve (similar to the case of the Foucault pendulum discussed at the beginning of the
chapter).
Geometric phases have already been predicted and observed for several systems,
ranging from molecular physics [139–141], to NMR and spins [142–144] and light polar-
ization [145–148]. After the work of Berry, the concept of geometric phase was extended
to the case of non-adiabatic transport [149, 150], and an even more general geometrical
interpretation of the concept was recognized by Simon [151].
3.2 Geometric phases in condensed matter: topological invari-
ants
3.2.1 Geometric phases in periodic systems - the Zak phase
The general form of a single-particle spatially periodic Hamiltonian can be written as





where V(r + d) = V(r) is the periodic potential and d = (nxdx, nydy, nzdz) is any Bravais
lattice vector, with nµ an integer and µ ∈ (x, y, z). It was already discussed in chapter 2
that the eigenstates of Hˆ are the Bloch waves ψnk(r), which satisfy the boundary condi-
tion
ψn,k(r + d) = eik·dψn,k(r), (3.13)
where n is the Bloch band index and kµ ∈ (−pi/dµ,pi/dµ) is the quasimomentum. It
was also shown that the Bloch waves can be written as ψn,k(r) = eikrun,k(r), where the
cell-periodic wavefunction un,k(r) satisfies






The Hamiltonian given above depends on the parameter k, and therefore one can use
the k-space as a parameter space for the Berry phase formulation given in the previous
section and calculate geometric phases corresponding to closed loops in k-space. This
space, which is determined by the Brillouin zone, is periodic in the sense that any pair of
points connected by a reciprocal lattice vector are the same, i.e. kµ and kµ + 2pi/dµ refer
to the same quasimomentum. For example, for a one-dimensional system the space has
a circular shape, and for the case of a two-dimensional system it has a toroidal shape.
In terms of the Bloch states the Berry connection and curvature are expressed as
An(k) = i 〈un,k| ∇k|un,k〉 and Ωn,k = i∇k × 〈un,k| ∇k|un,k〉 . (3.16)
The Berry phase that is acquired for a straight path across the Brillouin zone con-
necting the points k0 and k1 = k0 + G with G a reciprocal lattice vector, is known as




〈un,k| ∇k|un,k〉 · dk . (3.17)
Note that this phase can only be defined due to the toroidal topology of the system,
otherwise it would not be possible to complete a straight closed path. It also has an
important role in the topology of the Bloch bands, as it will be discussed later in this
chapter.
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The Zak phase characterizes the topological properties of the Bloch bands, and is
related for example to the formation of Wannier stark ladders [108], as well as to the
polarization change in solids (see section 3.4). In general, non-trivial Zak phases un-
derlie the existence of protected edge states (see 3.3.4 and [63, 64]), fermion number
fractionalization [65, 152, 153] and irrationally charged domain walls between topologi-
cally distinct one-dimensional solids [154, 155].
3.2.2 Gauge dependence of the Zak phase
In his paper on the geometric phases in periodic systems [62] J. Zak showed that the Zak
phase is a gauge independent quantity in the sense that it is not affected by the choice
of the phase factors in the definition of |un,k〉. For the demonstration, he considered the














〈un,k| ∇k|un,k〉 · dk + i
∫ G/2
−G/2
(i∇kφ(k)) 〈un,k| un,k〉 · dk
= ϕZak,n + φ(−G/2)− φ(G/2) . (3.18)
Here G = 2pi/d, where d is the periodicity of the system. Due to the periodicity
of k-space, the points −G/2 and G/2 are the same, and the phase φ(k) must sat-
isfy φ(−G/2) − φ(G/2) = 2pim, with m an integer. Therefore, up to a phase 2pim,
ϕ′Zak,n = ϕZak,n , proving that the Zak phase is gauge invariant. This proof holds for a
one-dimensional system, and it can be readily extended to higher dimensions.
On the other hand, the Zak phase as defined in Eq. 3.17 is a gauge-dependent quan-
tity in the sense that it depends on the choice of the unit cell, i.e. the choice of the origin
of the coordinate system. The demonstration for a one-dimensional system is as follows
(the extension for higher dimensions is straightforward). From the Bloch theorem we
know that the Bloch functions satisfy ψn,k(x) = e−ikxun,k(x). Therefore, if the origin of
coordinates is shifted by x0, then the cell-periodic wavefunction transforms as
ψ′n,k(x) = e
−ikxu′n,k(x) = ψn,k(x + x0) = e
−ik(x+x0)un,k(x + x0)
→ u′n,k(x) = e−ikx0 un,k(x + x0). (3.19)






∣∣ ∂k|u′n,k〉 · dk = i ∫ G/2−G/2 〈un,k| ∂k|un,k〉 · dk + Gx0. (3.20)
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This general result shows that the value of the Zak phase depends on the origin of the
coordinate system.
3.2.3 The Chern number of Bloch bands
Consider an R-dependent Hamiltonian, such as the one described in section 3.1, and
assume that the n-th eigenstate is non-degenerate for all R in a closed surface S. The
Chern number is defined as the integral of the Berry curvature over this surface:




It can be shown that this quantity is an integer, and that its value is robust against small
changes of either the Hamiltonian or the surface. The Chern number is a topological
invariant and in order to change its value one has to modify the Hamiltonian such that
the energy becomes degenerate at some point on the surface [56, 60, 156, 157].
In periodic systems, the explicit form of the Chern number of the n-th Bloch band is










where the integration surface S is the entire Brillouin zone.
A hallmark manifestation of the Chern number is in the integer quantum Hall effect
(IQHE) [158], as explained by Thouless, Kohmoto, Nightingale and den Nijs in their
seminal paper from 1982 [55]. They found that when a lattice filled with fermions is
exposed to a commensurate magnetic field, i.e. one with rational flux per unit cell so





where the sum runs over the occupied bands and the Fermi energy lies in a gap.
It is important to note that the Chern number cannot be directly calculated by inte-
grating the Berry connection along the boundaries of the Brillouin zone. This is because
the Berry connection is a single valued vector field and therefore, given the torus topol-
ogy of the Brillouin zone, the line integral vanishes. This does not mean that the Chern
number is zero, but rather that the Stokes’ theorem cannot be applied to go from the
surface integral to the Berry phase line integral. The reason is that the Berry connection
could have vortex points on which the phase is not well defined and depends on the
direction from which one approaches the point. Therefore, a non-zero Chern number
indicates that the energy eigenstate |un,k〉 cannot be defined smoothly over the entire
Brillouin zone, i.e. there is no way of defining the phase of |un,k〉 such that it is smooth
everywhere. In that sense, the Chern number indicates the number of vortices in the
phase of |un,k〉 in the Brillouin zone.
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3.3 The SSH and Rice-Mele models and their Zak phases
3.3.1 The SSH and Rice-Mele models
A polyacetylene molecule, formed by the repetition of the unit (C2H2), consists of a one-
dimensional array of carbon atoms with alternating single and double bonds between
them (see Fig. 3.3a). Su, Schrieffer and Heeger (SSH), when studying solitons in this





′ aˆ†nbˆn−1 + h.c.
)
, (3.24)
where J, J′ denote modulated tunneling amplitudes within the unit cell and aˆ†n(bˆ†n) are
the particle creation operators for an atom on the sublattice an(bn) in the nth lattice cell
(see Fig 3.3a). As it will be shown in section 3.3.2, this system is known to possess two
different topological classes: D1, which corresponds to J > J′, and D2 for J < J′.
An extension of this system was studied by Rice and Mele, where they modeled
linearly conjugated diatomic polymers as a one-dimensional array of atoms with alter-











aˆ†n aˆn − bˆ†nbˆn
)
. (3.25)
Here 2∆ is the energy offset between neighboring lattice sites (see Fig. 3.3b). Note that
when ∆ = 0, one recovers the SSH Hamiltonian.
From the symmetry of the Hamiltonian, which possesses two types of lattice sites
denoted by an and bn, we write the ansatz for the eigenstates of HˆRM as a superposition
of two Bloch waves of the form
ψk(x) = eikxuk(x) =∑
n
αkeikxn wa(x− xn) + βkeik(xn+d/2)wb(x− xn − d/2), (3.26)
where xn = nd with n an integer and d the size of the unit cell, and wa,b(x) are the
Wannier functions for an and bn sites, respectively [108]. Here k ∈ (−G/2, G/2) is the
quasimomentum, where G = 2pi/d is the reciprocal lattice vector. In this notation, the
cell-periodic wavefunction uk can be viewed as a two-component spinor uk = (αk, βk).
Solving the Schrödinger equation for the proposed wavefunction leads to the follow-
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Figure 3.3: SSH and Rice-Mele dimerized models. (a) Polyacetylene molecule, where each line
represents a single/double bond. This configuration can be modeled by the SSH Hamiltonian
as shown in the figure. (b) Representation of the conjugate diatomic polymer system, described
by the Rice-Mele Hamiltonian. The yellow boxes in (a) and (b) denote the unit cell of size d.
where
ρk =Jeikd/2 + J′e−ikd/2 = |εk|eiθk , (3.28)
|εk| =
√
J2 + J′2 + 2J J′cos(kd). (3.29)
These equations can be also expressed in terms of the Hamiltonian
Hˆ(k) = B(k)σ, Hˆ(k)uk = ε˜kuk, (3.30)
with the "magnetic field" B(k) = ((J + J′)cos(kd/2),−(J − J′)sin(kd/2),∆). The solu-
tion of this equation yields two energy bands
ε˜k = ±|B(k)| = ±
√
∆2 + ε2k. (3.31)
Figure 3.4 displays the energy bands for two different sets of parameters. For ∆ = 0,
the band gap at the band edges (k = ±G/2) is given by 2|J − J′|, therefore for J = J′
the gap closes. This can be understood when considering that for J = J′ there is only
one kind of lattice site, and the periodicity of the system is d/2 instead of d, resulting
in a single energy band in a doubled Brillouin zone, i.e. with k ∈ (−G, G) instead of
k ∈ (−G/2, G/2).
The eigenstates uk = (αk, βk) can be calculated from Eq. 3.27, and must satisfy the
conditions αk+G = αk and βk+G = −βk (see appendix D). The solutions for the lower
and upper bands can be chosen as follows:























Figure 3.4: Energy bands. (a) Lower and upper energy bands for the Rice-Mele Hamiltonian.
(b) Energy bands for ∆ = 0 and J = J′. In this case there is a single energy band and the































(J − J′) sin(kd/2)
(J + J′) cos(kd/2)
. (3.33)
Here the expression for θk was obtained from Eq. 3.28. Figure 3.5 displays γk and θk for
different parameters. There one can see that for ∆ = 0 both Bloch wave components
have the same weight for every k.
In the case of the SSH model, i.e. ∆ = 0, the eigenstates of the system satisfy the
symmetry relation θD1k = −θD2k when the dimerization is changed from D1 to D2 (see
Fig. 3.5b). Using this relation at k = ±G/2 one can see that αD1−,±G/2 = −αD2+,±G/2 and
βD1−,±G/2 = −βD2+,±G/2, which means that at the edges of the Brillouin zone
uD1−,±G/2 = −uD2+,±G/2. (3.34)
In the next chapter it will be shown how this relation was used in the experiment to
extract the difference between the Zak phases for the two dimerized configurations.
3.3.2 The Zak phase in the SSH and Rice-Mele models
Using Eq. 3.17 one can calculate the Zak phase for the Rice-Mele model. In terms of
uk = (αk, βk) it takes the form


















Figure 3.5: Eigenvector angles plotted for different parameters. (a) Population fraction
sin(γk/2)2 of the Bloch wave corresponding to the an sites for J = 1, J′ = 2 and different
values of ∆. At ∆ = 0 the fraction is one half, and it tends to zero as ∆ is increased. (b) Angle θk
for ∆ = 0 as a function of J′/J. In the case J′ = J the periodicity of the system is changed and







By inserting the expressions for the eigenvectors (Eq. 3.32) one obtains the Zak phase















For the SSH Hamiltonian, where ∆ = 0, the expressions for the Zak phase take the
form








(θG/2 − θ−G/2), (3.37)









Therefore the Zak phase is the same for the upper and lower band. This can also be
understood in terms of the spinors uk (see Fig. 3.6a,b). As the two states in the upper and
lower bands are orthogonal, they point in opposite directions and therefore exhibit the
same winding when the quasimomentum is varied adiabatically. The Zak phases for the
upper and lower band are thus identical ϕD1Zak = pi/2. However, when the dimerization
is changed from configuration D1 to D2 the corresponding geometric phase changes to
ϕD2Zak = −pi/2, because of the opposite winding of the state with quasimomentum k. In
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Figure 3.6: Energy Bands and topology of the SSH and Rice-Mele models. (a) Exemplary curves
for the lower and upper energy bands (red and blue lines) and phase θk for dimerization D1 and
D2 (solid and dashed line) as a function of quasimomentum k. (b) Pseudo-spin representation of
the eigenstates u∓,k of the upper and lower energy bands for the two dimerization configurations
D1 and D2. The pseudo-spin vectors u∓,k point in opposite directions and exhibit the same sense
of rotation (winding) with quasimomentum k. In the phase D1 (D2) u∓,k evolve (anti-)clockwise
and therefore exhibit opposite winding. (c) Pseudo-spin representation of the eigenstates u∓,k of
the upper and lower energy bands when the on-site energy staggering ∆ is present. In that case
the pseudo-spin vectors move away from the equatorial plane and the value of the Zak phase is
fractional in units of pi.
the next sections it will be shown that the distinct topological character of the phases
D1 and D2 is reflected in the difference of their Zak phases, for which δϕZak = pi.
When the on-site energies are tuned to be different (∆ 6= 0), the system models
a linearly conjugated diatomic polymer. In this case the energy offset displaces the
pseudo-spin Bloch vectors away from the equatorial plane (see Fig. 3.6c) and the Zak
phase is fractional in units of pi and depends on the offset ∆ and the band index. Fig-
ure 3.7 displays the Zak phase for the upper and lower bands for different values of
∆ and for the two dimerizations. When J/J′ > 1 (D1) the phase lies within the (0,pi)
range, with ϕZak,+(∆) → pi when ∆ → +∞, and ϕZak,−(∆) → 0 when ∆ → −∞. On
the other hand, for J/J′ < 1 (D2) the Zak phase belongs to (−pi, 0) and the signs of
ϕZak,±(∆) are inverted.
In section 3.2.2 it was shown that the Zak phase is a gauge-dependent quantity which
depends on the choice of the unit cell, i.e. the origin of the coordinate system. Therefore,
the values presented above are for one particular unit cell, and are not universal. In
the remaining part of this section it will be shown that even though the Zak phase
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Figure 3.7: Zak phase for the Rice-Mele Hamiltonian as a function of the energy staggering for
the upper (blue) and lower (red) bands. For the dimerization D1 the Zak phase in the lower
(upper) band decreases (increases) with ∆ and tends to zero (pi) when ∆ tends to infinity. For
the dimerization D2 the same happens, but with reversed sign. For this calculation the hopping
terms used were J/J′ = 3/1 for D1 and J/J′ = 1/3 for D2.
on each band depends on the chosen unit cell, the Zak phase difference between two
independent Zak phases is independent of it [57, 159]. It means that the difference
between two Zak phases calculated for the same system but for different parameters
and/or bands is independent of the choice of the unit cell used for the calculation of
both phases. The demonstration is quite simple and follows from Eq. 3.20. Assume
that for a chosen unit cell the difference of the Zak phases for two sets of parameters is
δϕZak = ϕZak(∆1, J1, J′1)− ϕZak(∆2, J2, J′2). When the unit cell is changed by shifting the
coordinate system by x0, the difference is transformed according to
ϕ′Zak(∆1, J1, J
′
1)− ϕ′Zak(∆2, J2, J′2) = ϕZak(∆1, J1, J′1) + Gx0 − ϕZak(∆2, J2, J′2)− Gx0
= δϕZak , (3.38)
which proves that the Zak phase difference is a well defined quantity. In particular, it
proves that for the SSH model the Zak phase difference between the phases D1 and
D2 is gauge-independent and equal to pi. This is a very important result, because it
reflects the distinct topological character of the two phases and has many consequences
for the physics of the SSH model. For example, it is linked to the existence of protected
edge states (see section 3.3.4) and to the change in the polarization when the system
is externally modified (see section 3.4). One of the main objectives of the experiment
described in the next chapter was to measure the Zak phase difference between the two
phases of the SSH model using ultracold atoms in optical lattices [51].
3.3.3 Chiral symmetry
The SSH Hamiltonian possesses two kinds of lattice sites, denoted by an and bn. Using
this, one can define a chiral operator as the difference between the projectors on both
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|an〉 〈an| . (3.39)
An explicit form of this operator is
Σz = σz ⊕ σz ⊕ ......⊕ σz, (3.40)
where σz is the z-Pauli matrix. Due to this structure it is easy to verify that
Σ†zΣz = I,
Σ2z = I. (3.41)
Because of the absence of on-site energy terms in HˆSSH one can see that the chiral
operator anticommutes with HˆSSH
ΣzHˆSSHΣz = −HˆSSH. (3.42)
The action of the chiral operator on a state |ψ〉 = ∑n cn |an〉+∑n c′n |bn〉 is to simply
flip the sign of the cn terms, i.e. Σz |ψ〉 = −∑n cn |an〉+∑n c′n |bn〉. A direct consequence
of the chiral symmetry is that the spectrum of HˆSSH is symmetric. Any eigenstate |ψn〉
with energy εn has a conjugate state Σz |ψn〉 with eigenenergy −εn:
HˆSSH |ψn〉 = εn |ψn〉 ,
HˆSSHΣz |ψn〉 = −ΣzHˆSSH |ψn〉 = −Σzεn |ψn〉 = −εnΣn |ψn〉 . (3.43)
It means that for each eigenstate of HˆSSH with non-zero energy, by flipping the sign of
the wavefunction on the an sites one obtains another eigenstate with opposite energy.
This is consistent with the solutions shown in Eqs. 3.32, where for ∆ = 0 one directly
sees that u+,k is obtained from u−,k by flipping the sign of αk.
Another conclusion one can draw is that since for εn 6= 0 the two eigenstates |ψn〉
and Σz |ψn〉 have different energies, they are orthogonal, and therefore the state |ψn〉 has
the same projection on the sublattices an and bn:













Moreover, if the state |ψn〉 has zero energy then the state Σz |ψn〉 will also have zero
energy. From this it follows that
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Therefore one can always write each pair of zero energy states such that each of the
states has nonzero projection on only one type of sublattice. In the next section it will
be shown that zero energy eigenstates appear for finite size SSH systems, and that those
states are localized at the edges of the chain.
Note also that these results hold for any system without position-dependent on-site
energy, and are not limited to infinitely-long systems. For a finite size system the Hamil-
tonian possesses the same structure, and therefore it still anticommutes with the chiral
operator. Furthermore, the commutation also holds for Hamiltonians similar to HˆSSH,
but with spatially-dependent hopping terms, i.e. not only for alternating couplings
· · J · ·J′ · ·J · · but also for general couplings · · Jm · ·Jm+1 · ·Jm+2 · ·. We stress here that
the Rice-Mele Hamiltonian does not possess chiral symmetry due to the on-site energy
terms.
3.3.4 Zak phase and edge states in finite systems
Consider the SSH Hamiltonian for a finite size system with 2N sites (N unit cells). The
energy spectrum of that system is displayed in Fig. 3.8. There it can be seen that the
spectrum is symmetric in the sense that for each eigenstate with energy εn, a second
one with opposite energy exists. As explained above, this is expected due to the chiral
symmetry of the SSH Hamiltonian. Additionally, the figure shows that depending on
the dimerization, there are either zero (D2) or two states (D1) with zero energy. The fact
that the number of zero-energy states is even is also consistent with the chiral symmetry
of the Hamiltonian. Moreover, these two zero-energy states are localized at the edges of
the system and decay exponentially in the bulk.
The presence of the edge states is related to the value of the Zak phase of the sys-
tem [63]. In order to see this, it is better to calculate the Zak phase for a particular choice
of the unit cell, which is illustrated in Fig. 3.8. For this unit cell the Bloch function ex-
pansion takes the form
ψk(x) = eikxuk(x) =∑
n
αkeikxn wa(x− xn) + βkeikxn wb(x− xn − d/2), (3.47)
and the k-dependent Hamiltonian is










































































Figure 3.8: Energy and density plots for the different eigenstates for the dimerizations D1 (left)
and D2 (right) for a finite size system. In the D1 configuration one can see two eigenvalues with
zero energy that correspond to the edge states. The density plots of these states show that they
are localized at the edges of the system and that they decay very fast towards the bulk. For the
configuration D2 there are no states with zero energy and no localized states. These results were
numerically calculated for a system size of 80 lattice sites and for the couplings J = 1 and J′ = 2.
Hˆ(k) = B(k)σ, Hˆ(k)uk = ε˜kuk, (3.48)
with B(k) = (εkcos(θk), εksin(θk),∆) (see appendix D for the details). Here εk and ε˜k
are the same as given in Eqs. 3.31 and 3.28, because the energy spectrum is gauge
independent.
The expressions for the eigenvectors uk are the same as in Eq. 3.32, with the differ-
ence that due to the new choice of the unit cell the angle θk goes from −pi to pi instead
of −pi/2 to pi/2 as k travels across the Brillouin zone.
For each k, the internal structure of u±,k depends on the vector B(k), and therefore
it is interesting to study its behavior. We will focus now on the case ∆ = 0. Figure 3.9
shows the endpoints of B(k) for the two dimerizations. The trajectory forms a circle in
the xy plane. When J > J′ (D1) the origin of the coordinate system is contained in the
circle and the winding of the vector B(k) around the origin is one. On the other hand,














D2, Δ=0 D1, Δ=0 D1, Δǂ0
Figure 3.9: Trajectories of the vector B(k) for the dimerizations D2,∆ = 0 (left), D1,∆ = 0
(center) and D1,∆ 6= 0 (right). The green arrow illustrates the vector B(k), where its length
and angle are |εk| and θk. The Zak phase is given by the winding of B(k) as k varies across the
Brillouin zone. For D1 (D2) the winding is one (zero) because the origin is (not) contained in
the trajectory. In the special case of ∆ 6= 0, the trajectory is displaced from the xy plane, and the
winding number is not well defined. In that case the Zak phase can take fractional values.
when J < J′ (D2) the origin is not contained in the circle and the winding number is
zero.







Since the angle of B(k) is also θk, this tell us that the Zak phase is pi times the value of
the winding number. Then
ϕZak =
{
pi J > J′,
0 J < J′.
(3.50)
This shows that to change the value of the Zak phase one has to induce a topological
transition. There are two ways of doing it. The first one is by crossing the J = J′ point,
which closes the energy gap between the upper and lower bands. The second possibility
is to break the chiral symmetry of the system by putting ∆ 6= 0 (see Fig. 3.9). The latter
procedure displaces the trajectory along the z direction and the gap is not closed when
crossing the point J = J′.
This solution is valid for an infinite system. The eigenstates of the finite size system
can be built as a linear combination of the states u+,k, u−,k, u+,−k, and u−,−k. In this




(u±,k − u±,−k). (3.51)
These states must also satisfy the boundary conditions, which require that the wave-
function vanishes at the sites n = 0 and n = 2N + 1. One can prove [63] that these
boundary conditions can only be satisfied if
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Figure 3.10: Domain walls at the interface of two chains with different dimerization. There are
two ways of conecting two systems with opposite dimerizations: the D1-D2 configuration (top)
and the D2-D1 one (bottom). At the interface between the chains there is a single isolated site
(top) or three connected sites (bottom), and in both cases a domain wall forms.
sin(k(2N + 1)− θk) = 0. (3.52)
This restriction on k links the existence of edge states with the value of the Zak phase.
When N is large, it has N solutions for ϕZak = 0 and N − 1 for ϕZak = pi. Therefore, for
the dimerization D1 the system has only 2N − 2 solutions in the bulk (two times N − 1
because one has to consider the states in the lower and upper bands). The two missing
solutions are edge states, which are localized at the edges of the system.
Edges states not only appear at the ends of the finite size system, but they also
appear at the interface between two chains with different topology, i.e. different Zak
phase. This can be understood for example in the limit J′/J = 0. In that case, each chain
consists of an array of dimers, and when putting two chains with different dimerization
next to each other two things can happen at the interface: either there is a lattice site
that is completely isolated (J′ = 0), or there are three sites (trimer) that are connected
by hopping J (see Fig. 3.10). In the first case the isolated state has zero energy and its
wavefunction is clearly localized on only that site. In the second case, the odd super-
position of the two end sites of the trimer is a localized state with zero energy, and it
only populates one type of sublattice site. These localized states at the interfaces form
domain walls and separate the regions with different dimerization. On the other hand,
each of the isolated dimers in the bulk of the system has eigenstates with wavefunctions
localized simultaneously on both sites, and therefore these states have non-zero energy.
When one relaxes the condition J′/J = 0, the edge states spread out with an ex-
ponentially decaying tail towards the bulk. Interestingly, when two domain walls are
close enough such that their tails overlap with each other, the two edge states hybridize,
forming bonding and anti-bonding states with negative and positive energies. In this
situation, when the band is populated with fermions at half filling only the negative en-
ergy state is populated, and therefore the charge of the particle populating that state is
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delocalized between the two sites. This phenomena is known as charge fractionalization,
and it is a distinctive feature of topological insulators [65, 152, 153, 160–164].
3.4 Theory of bulk polarization in solids and its relation to the
Zak phase
3.4.1 Bulk polarization – definition and subtleties
In classical electromagnetism the polarization of a material is defined as a vector quan-
tity that describes the dipole moment per unit volume of the medium [100, 165]. Di-
electric media are characterized by a macroscopic polarization which is essential for any
phenomenological description of their properties. Even though it is such a fundamental
concept, its microscopic definition in the bulk was only recently given [60, 159, 166–169].
The standard picture is based on the Clausius-Mossotti model [170, 171], which con-
siders the dielectric divided into a set of independent polarizable units, and defines the
macroscopic polarization as the sum of the polarizations of all the units divided by the
cell volume. That picture is unfortunately not applicable to every system, and in partic-
ular for those materials for which the electronic wavefunction is not strongly localized
near the atomic position in the lattice [172, 173]. The problem behind the definition for
the bulk is that the boundary conditions are not given, and since the wavefunction is
typically periodic, then any particular condition leads to a different value of the po-
larization. For example, consider the linear atomic chain shown in Fig. 3.11a. If the
electronic wavefunctions are strongly localized near the atoms, then one can divide the
chain into units, each of them containing a single atom, and the macroscopic polar-
ization can be defined as the sum of the polarizations of each unit divided by the cell
volume. However, if the wavefunctions are totally delocalized (Fig. 3.11b), then the po-
larization is not well defined, because it strongly depends on how the units are chosen,
i.e. by displacing the units one can obtain different polarizations. This proves that the
Clausius-Mossotti model is not general enough and it fails.
One could take different approaches to define the bulk polarization that are not
based on small units, but on the density distribution of the electronic wavefunction. For





rρ(r) · dr, (3.53)
where ρ is the wavefunction density and the integral is performed over the volume V
of the sample. Such an approach also fails, as the integration also involves the edges
(surface) of the sample and not only the bulk, and disentangling the two contributions
is not trivial.
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Figure 3.11: Bulk polarization in a linear chain, where the circles with the plus signs represent
the atomic charge at the lattice positions and the ones with the minus sign the electronic charge
distributed in the wavefunction. The red arrows represent the polarization of the units. (a) For a
localized wavefunction one can split the sample into small unit cells (dashed boxes) and define
the total polarization as the sum of the individual polarizations. In that case a small displacement
of the units does not change the polarization. (b) If the wavefunction is totally delocalized, then
for every choice of the units one can obtain a different value for the polarization, as illustrated
by the two examples displayed in the figure.
As a conclusion, there is no proper definition of bulk polarization for a crystalline
solid with periodic and delocalized electronic charge distribution. Aside from this defi-
nition issue, there is a proper way of defining the polarization change in the bulk when
the system is adiabatically modified from one state to a different one. In the next section
we will prove that statement, and furthermore we will present the results obtained by
King-Smith and Vanderbilt [159], which show that the polarization change is propor-
tional to the difference between the Zak phases of the final and initial states.
3.4.2 Zak phase and its relation to bulk polarization change
Consider a system that is adiabatically brought from an initial to a final state by the
modification of an external parameter such as the strength of an electric field. During
this process, the wavefunction is modified and a charge flow appears. If the system is
totally isolated, i.e. the charge cannot leave the material, then the change in polarization
will be related to the charge redistribution. This can be seen as follows [60, 159]. The
polarization density is related to the charge distribution by the Maxwell equations
∇ · P(r) = −ρ(r). (3.54)
When combining this with the continuity equation
∂ρ(r)
∂t
+∇ · j = 0, (3.55)
one obtains that the change in polarization density is




dλ ji , (3.56)
where i indicates the vector component of the polarization and λ parametrizes the adi-
abatic transformation. This expression is correct up to a divergence-free part, which is
usually given by the magnetization current [174].
It is important to remark that this result proves that the polarization in the bulk is an
intrinsic quantity which is not related to the surface effects. Its value depends only on
what happens in the bulk. This approach of defining the polarization change is actually
closer to experiments, where quantities like piezoelectricity or permittivity are measured
which depend on the polarization change and not on its particular value [172, 173, 175–
179]. Furthermore, this explains why one cannot define the polarization as a quantity
that only depends on the density of the electronic wavefunction: the currents are linked
to the phase of the wavefunction, and that information was missing in the previous for-
mulations.
In 1993 King-Smith and Vanderbilt developed a formulation of the polarization
change where they proved that it is related to the Zak phase [159]. Here we will sketch
a proof of it for a one-dimensional system, based on the review of Xiao et al. [60]. These
results can easily be extended to higher dimensions.
In their theory they considered a time-dependent, spatially periodic Hamiltonian
which changes very slowly in time. They assumed that the Hamiltonian was also peri-
odic in time
Hˆ(t + T) = Hˆ(t), (3.57)
where T is the periodicity, and as t is changed the Hamiltonian always remains spa-
tially periodic with constant periodicity d. Under these conditions, the instantaneous
eigenstates of Hˆ are Bloch waves: |ψn(k, t)〉 = eikx |un(k, t)〉, where n is the band index.
Applying basic perturbation theory, they obtained that if the system is initially in the
state |un(k, t)〉 then after some time t it will be
|ψ(t)〉 = |un〉 − ih¯ ∑
n′ 6=n
|un′〉 〈un′ | ∂t |un〉
εn − εn′ . (3.58)
Here εn are the eigenenergies of the Bloch states and for simplicity we have omitted the
explicit k- and t- dependences. Using this expression they obtained that the expectation
value of the velocity operator takes the form
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The last term is the Berry curvatureΩn defined in Eq. 3.6, written for the two-dimensional





The total current is then obtained by integrating this expression over all the occupied
states. In the case of a filled band the integration is over the entire Brillouin zone, and






where the sum runs over all the filled bands. This result was first obtained by Thouless
et al. in their formulation of the quantum Hall effect [55, 180], and found many applica-













In this expression we have assumed that λ = λ(t) parametrizes the change of the Hamil-
tonian. Note also that it is written for a one-dimensional system, and therefore there is
only one component for the polarization density.
One should also remark that due to the periodicity in t and k, the integral given
above is over a torus manifold, and as discussed in 3.2.3 its value is the Chern number
which is quantized in units of 2pi. Therefore, after each cycle t = 0 → t = T there is
a quantized change in the polarization. In terms of particle transport, it tells us that
for every cycle there is a fixed number of transported particles, which depends on the
number of occupied bands and the Chern number in the (k, t)-torus. This is a very well
studied phenomena in the field of charge pumping [180–185].
To conclude, we now give a second expression for the polarization change in terms
of the Zak phase of the initial and final states. For a two-dimensional parameter space,
the Berry curvature takes the form
Ωnk,t = ∂kAnt − ∂tAnk . (3.63)
The term Ant can be chosen to be periodic in k, therefore the integral of ∂kAnt over the










For a single filled band, it says that the polarization change is proportional to the dif-
ference of the Zak phases between the initial and final states. One should note that this
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last expression does not consider the history of the path, but only the initial and final
states. Due to this, the polarization change obtained using the formula above does not
track how many times the system has cycled, and therefore its value is determined up
to a term of the form me/2, with m integer.
3.4.3 Polarization change in the Rice-Mele model
To conclude this chapter we will show how the Zak phase difference between the dimer-
izations D1 and D2 in the SSH model is related to a polarization change. The SSH
Hamiltonian can be written as
Hˆ(k) = B(k)σ, (3.65)
with B(k) = (εkcos(θk), εksin(θk),∆). Using the generic spherical angles θ0 and φ0 one
can rewrite the field as B(k) = B(sin(θ0)cos(φ0), sin(θ0)sin(φ0), cos(θ0)), where θ0 and
φ0 depend on the quasimomentum k, the hopping parameters J and J′ and the energy











− cos θ02 eiφ0
)
. (3.66)
Next we consider a process that modifies the Hamiltonian, and that is defined by
the functions ∆(λ) and J − J′ = δ(λ), where λ is used to parametrize the adiabatic
transformation. According to Eq. 3.62, the polarization change is given by the integral
of the Berry curvature along the Brillouin zone and along the path. The Berry connection
for the lower band is
Ak = 〈u−| ∂k |u−〉 = cos2(θ0/2)∂kφ0,
Aλ = 〈u−| ∂λ |u−〉 = cos2(θ0/2)∂λφ0. (3.67)





Upon integration the polarization-density change is obtained

































Figure 3.12: Polarization in the Rice-Mele Hamiltonian. The left graph displays the value of the
Zak phase as a function of the dimerization strength δ = J − J′ and the energy staggering ∆. In
this plot we have subtracted an offset equal to pi from the Zak phase so that it lies in the range
(−pi,pi). At δ = 0, ∆ = 0 there is a singularity, and the change in polarization density is equal to
e/2 if the closed path encloses it (P2) and zero if it does not (P1). On the right side of the figure
we show the Zak phase in a 3D plot, where one can appreciate the singularity at δ = 0, ∆ = 0.
The explicit expressions for θ0(k,λ) and φ0(k,λ) are obtained from Eqs. 3.66 and D.6:
θ0(k,λ) = γk,
φ0(k,λ) = −θk. (3.70)
Here the dependence on λ is implicit. Substituting this into Eq. 3.69 one arrives at
















Comparing this with the expression for the Zak phase (Eq. 3.36) one confirms that the
Polarization is indeed the difference of the Zak phase between the initial and final states.
Figure 3.12 displays the value of the Zak phase as a function of J − J′ = δ and ∆.
One can observe that at δ = 0, ∆ = 0 there is a singularity, which is due to the change in
the periodicity of the system, i.e. the size of the unit cell changes to d/2 and the upper
and lower bands touch each other. Thus, the polarization change depends on how many
times the path (δ(λ),∆(λ)) encloses the singularity. For example, for the paths shown
in the figure, one can have a change in the polarization density of 0 or e/2.
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Chapter 4
Measurement of the Zak phase in a
dimerized system
The direct measurement of geometric phases which allow to identify topological
properties of Bloch bands has been a long standing challenge, which has been for
the first time successfully addressed in this experiment using ultracold atoms in an
optical lattice. In this chapter we present the experimental setup and sequence used
to measure the Zak phase in a dimerized system using a combination of Bloch oscil-
lations and Ramsey interferometry. At the end of the chapter we discuss alternative
variants of the method as well as an extension to two-dimensional systems.
4.1 Theoretical proposals for measuring the Zak phase
4.1.1 Zak phase on a single band: theoretical proposal and limitations
The Zak phase of a single band can be extracted using a combination of Bloch oscil-
lations (see appendix E) and Ramsey interferometry (see appendix F). The theoretical
proposal is shown in Fig. 4.1 and consists of two steps:
Step 1: Start with an atom in the state |↓, k = 0〉 and bring it into a coherent superpo-
sition state (|↑, k = 0〉+ |↓, k = 0〉)/√2 using a MW pi/2-pulse. Here σ =↑, ↓ denotes
two spin states of the atom with opposite magnetic moment. Then apply a magnetic
field gradient to drive Bloch oscillations in opposite directions for the two spin com-
ponents. The atomic wavepacket thus evolves into the coherent superposition state
(|↑, k〉+ eiδϕ |↓,−k〉)/√2. When both spin components reach the band edge, the differ-
ential phase between the two states is given by
δϕ = ϕ↑,dyn + ϕ↑,Zeeman + ϕ↑,geom − ϕ↓,dyn − ϕ↓,Zeeman − ϕ↓,geom = ϕZak + δϕZeeman, (4.1)
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Figure 4.1: Experimental proposal for measuring the Zak phase on a single band, illustrated for
the case of the SSH Hamiltonian. Energy band, MW pulses and state evolution of a single atom
in a superposition of two spin-states with opposite magnetic moment (brown and green balls)
during the two-step echo sequence described in the text. The winding of the state vector with k
is given by θk.
where ϕσ,dyn is the dynamical phase acquired by the σ component when undergoing
a Bloch oscillation between k = 0 and the edge of the band, ϕσ,Zeeman are the Zeeman
phases and ϕσ,geom are the corresponding geometrical phases for the explored part of
the band. Note that for time-reversal invariant Hamiltonians (as is the case here), the
band structure is symmetric with respect to k = 0, and therefore the dynamical phase
acquired during the adiabatic evolution is equal for the two spin states and it cancels in
the phase difference.
Step 2: The sequence is completed by applying a second pi/2-pulse with a phase ϕMW
to interfere the two spin components and read out their relative phase δϕ through the
resulting Ramsey fringe.
The phase ϕZak is a gauge dependent quantity which is changed to ϕ′Zak = ϕZak +
G · a after a shift by a of the origin of coordinates (see section 3.2.2). However, such a
shift also affects the value of the Zeeman phase according to ϕ′Zeeman = ϕZeeman − G · a,
and therefore the experimental quantity δϕ is gauge invariant as expected. Note that
the particular value of a such that ϕ′Zeeman = 0 defines a coordinate system for which the
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relative phase δϕ is equal to the Zak phase.
A disadvantage of this protocol is that the phase δϕ depends on the magnetic field
offset due to the Zeeman phase. Therefore, if it is not well controlled (i.e. if the offset
is not the same for different experimental runs), then the protocol cannot be applied
experimentally. For example, for 87Rb the two internal states (F = 1, mF = −1) and
(F = 2, mF = −1) have a linear Zeeman energy difference of 1.4 kHz/ mG, which means
that for a phase noise smaller than pi/10 over 1ms one needs a stability of the magnetic
field offset of at least 0.1 mG. In our experimental setup the magnetic field stability does
not fulfill these stability requirements, and therefore we did not use this protocol.
This proposal is not limited to the Rice-Mele system, but it can be applied to any
Hamiltonian with time-reversal symmetry. Furthermore, even for the case of systems
without that symmetry, a small modification of the proposal allows the Zak phase to be
extracted (see section 4.3.3).
4.1.2 Proposal for measuring the Zak phase difference between the two dimer-
izations of the SSH model
The theoretical proposal presented in the previous section allows the measurement of
the Zak phase on a single band for a particular coordinate system which depends on the
magnetic field offset. For a dimerized finite size system, and for a particular choice of
the unit cell, the value of the Zak phase tells us whether the D1 and D2 phases possess
edge states, and therefore it indicates if they are topologically trivial or not. For our
experimental system, where there are no hard walls, the gauge-invariant phase differ-
ence δϕZak = ϕD1Zak − ϕD2Zak = pi is the quantity that indicates that the SSH model contains
trivial and nontrivial topological phases. In this section we present a protocol which
allows the measurement of δϕZak and is robust against magnetic field fluctuations. The
three-steps proposal is displayed in Fig. 4.2 and is described below:
Step 1: Start with an atom in the state |↓, k = 0〉 in the dimerization D1, and bring it
into a coherent superposition state (|↑, k = 0〉+ |↓, k = 0〉)/√2 using a MW pi/2-pulse.
Then apply a magnetic field gradient to create a constant force in opposite directions for
the two spin components which leads to Bloch oscillations. The atomic wavepacket
thus evolves into the coherent superposition state 1/
√
2(|↑, k〉 + eiδϕ |↓,−k〉). When
both reach the band edge, the differential phase between the two states is given by
δϕ = ϕZak + δϕZeeman (as in the previous protocol the dynamical phases cancel out).
Step 2: To eliminate the Zeeman phase difference, apply a spin-echo pi-pulse at this
point and also switch dimerization from D1→D2. For atoms located at the band edge
k = ±G/2, this non-adiabatic dimerization switch induces a transition to the excited
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Figure 4.2: Experimental proposal for measuring the Zak phase ϕD1Zak − ϕD2Zak = pi. Energy band,
MW pulses and state evolution of a single atom in a superposition of two spin-states with oppo-
site magnetic moment (brown and green balls) during the three-step echo sequence described in
the text. The winding of the state vector with k is given by θk (solid line dimerization D1, dashed
line dimerization D2).
band of the SSH model (see Eq. 3.34).
Step 3: The sequence is finally completed by letting the spin components further evolve
in the upper band until they return to k = 0. At this point in time, apply a final pi/2-
pulse with phase ϕMW to interfere the two spin components and read out their relative
phase δϕ through the resulting Ramsey fringe. The change in dimerization occurring
at the mid-point of the echo sequence is crucial in order not to cancel the Zak phase
in addition to the Zeeman phase. Due to the opposite windings of the Bloch states in
the upper and lower bands with quasimomentum k (Fig. 4.2), the resulting phase shift
encoded in the Ramsey fringe is thus given by: δϕ = ϕD1Zak − ϕD2Zak.
The spin-echo pi-pulse in the second step is important because it removes the Zeeman
phase and therefore it makes the full experimental sequence robust against magnetic
field fluctuations, provided that the field does not fluctuate on time scales comparable
to the Bloch oscillation time.
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Figure 4.3: Experimental setup for the realization of a dimerized system. (a) Two superimposed
standing waves of wavelengths λs/λl and relative phase φ create a superlattice potential (b).
That potential consists of an array of double wells with hopping terms J and J′. By adjusting
the relative phase φ, an energy offset ∆ can be introduced on each double well, allowing for the
realization of the SSH model (left, ∆ = 0) and the Rice-Mele Model (right, ∆ 6= 0).
4.2 Experimental measurement of the Zak phase
4.2.1 Experimental setup to realize the dimerized system
In order to realize the Hamiltonian of the SSH and Rice-Mele models, we loaded a
Bose-Einstein condensate of 87Rb atoms into a one-dimensional optical superlattice po-
tential. This potential was formed by superimposing two standing optical waves of
wavelengths λs = 767 nm and λl = 1534 nm that generate a lattice potential of the form
V(x) = Vlsin2(klx +φ/2) +Vssin2(2klx + pi/2), where kl = 2pi/λl and Vs/l are the cor-
responding strengths of the two standing waves (see Fig. 4.3a). By controlling the phase
φ between the two waves, different lattice configurations can be realized. For the phase
φ = 0 the SSH model is realized. In that case the optical potential corresponds to an
array of double wells, where the coupling between two consecutive double wells is J′
and between the wells of each single double well is J, and the length of the unit cell
is d = λl/2 (see Fig. 4.3b). In the directions transverse to the lattice there is only a
weak harmonic confinement on the order of 2pi · 25 Hz, and therefore the interactions





′ aˆ†nbˆn−1 + h.c.), (4.2)
which has been described in the previous chapter. If the phase φ = pi is chosen, then
the resulting potential is shifted by one lattice site towards one direction, swapping the
values of J and J′, which is equivalent to changing the dimerization from D1 to D2. Such
a swap is a necessary tool for implementing the second step of our protocol to measure
δϕZak. In the experiment, an instantaneous swap of the values of J and J
′ is implemented
by using a second lattice of wavelength λl = 1534 nm, which has a relative phase of φ′ =
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Figure 4.4: Experimental setup used to instantaneously swap the dimerization from D1 to D2.
It consist of a short lattice of wavelength λs and two long lattices of wavelength λl . The relative
phases φ and φ′ of the long lattices with respect to the short lattice can be independently con-
trolled. For φ = 0 the first long lattice in combination with the short lattice create a dimerized
system with dimerization D1. The second long lattice, with φ′ = pi, combined with the short
lattice realizes the D2 phase of the dimerized system.
pi respect to the lattice with λs = 767 nm. Therefore by switching off the original lattice
at λl = 1534 nm and switching on the second one, one can instantaneously perform the
swapping (see Fig. 4.4).
4.2.2 Experimental sequence
To implement the second protocol to measure the Zak phase we used the following ex-
perimental sequence:
We started by loading a Bose-Einstein condensate of about 5× 104 87Rb atoms in the
Zeeman state |F = 1, mF = −1〉 = |↓〉 in 200 ms into a dimerized 1D lattice of Vl = 13Er,l ,
Vs = 4Er,s and φ = 0, where Er,i = h2/2mλi, i = l, s. Thereafter, a magnetic field gradient
of f = 1.18(4) kHz/d was ramped up in 1.5 ms, and subsequently a 3-µs MW pi/2-pulse
coupling to the Zeeman state |F = 2, mF = −1〉 = |↑〉 was applied. After half of a Bloch
oscillation period (425 µs), when the atoms were at the edges of the band, a pi-pulse
was applied and the dimerization was swapped. After an additional half a Bloch period
the atoms returned to k = 0 and a final pi/2-pulse with a phase ϕMW was applied. At
the end of the sequence we measured the population fraction of each of the two spin
components by using time-of-flight imaging with a Stern-Gerlach gradient field applied
during the expansion to separate the different Zeeman states.
The dimerization swap was achieved by quickly switching off the first long lattice
with phase φ = 0 and ramping up the second long lattice with a phase φ′ = pi within
10 µs (see Fig. 4.4). As the dimerization swap time is much shorter than the Bloch
oscillation time, it can be considered instantaneous and therefore does not introduce
4.2 Experimental measurement of the Zak phase 63
1 2-1-2 1 2-1-2
ba

































Figure 4.5: Time-of-flight momentum distributions taken for different evolution times of the
spin-dependent Bloch oscillations in the lower (a) and upper energy band (b) used in the exper-
iment. Each momentum point is an average of three identical measurements.
any dynamical phase. Furthermore, even if this process were to induce an extra phase,
then it would be the same for both spin components and would cancel out in the Ramsey
interferometry. In section 4.3 the experimental results of the measurements of the Zak
phase in the Rice-Mele Hamiltonian will be presented, and it will be shown that within
the experimental uncertainty the dimerization swap does not induce any extra phase.
Figure 4.5 shows images of the momentum distribution of the atoms during the spin-
dependent Bloch oscillations in the lower and upper energy bands. Note the opposite
evolution in momentum space due to the opposite magnetic moments of the two spin-
states. Atoms in the upper energy band are characterized by a distinctively different
momentum pattern from atoms in the lower energy band (see also Fig. E.2). The Bloch
oscillation period of τBloch = 0.85(3)ms was chosen to be slow enough that non-adiabatic
Landau-Zener transitions at the band edge are negligible (< 1%), while still maintaining
an overall fast evolution time to minimize decoherence effects. Due to experimental
imperfections, a small fraction (less than 10%) was transferred to higher bands.
In the experiment, for each measured fringe we also took a reference fringe for which
the total geometric phase was zero. The sequence used to obtain these fringes consisted
of following the steps one to three of the protocol described above, with the difference
being that the dimerization was not swapped in the second step. As a consequence,
the spin components return to k = 0 in the lowest band and the geometrical phase is
cancelled out, i.e. δϕ = 0. The phase difference between the fringe and its reference is
directly equal to ϕD1Zak− ϕD2Zak. The reason why we took the reference fringe is because the
initial phase of the Ramsey fringe can also be affected by imperfections in the Ramsey
sequence (see below).
A typical result for the two Ramsey fringes obtained with and without dimerization
swapping during the state evolution can be seen in Fig. 4.6a. Each plotted value for a
























Figure 4.6: Determination of the Zak phase. (a) Following the sequence described in the text,
the atom number in the two spin states N↑,↓ is measured and the fraction of atoms in the |↑〉
spin state n↑ = N↑/(N↑ + N↓) is plotted as a function of the phase of the final microwave pi/2-
pulse. Blue (black) circles correspond to the fringe in which the dimerization was (not) swapped,
and the corresponding solid lines are sinusoidal fits to the data, where the free parameters
were the amplitude, offset and initial phase. The difference in phase of the two fits to the
Ramsey fringes yields the Zak phase difference δϕZak = ϕD1Zak − ϕD2Zak. In order to reduce the
effect of fluctuations, every data point is an average of five individual measurements and the
error bars show the standard deviation of the mean. The phase of the reference fringe (black)
is determined by a small detuning of the microwave pulse. (b) Measured relative phase for
14 identical experimental runs (left), which give an average value of δϕZak = 0.97(2)pi. The
corresponding histogram is shown on the right with a binning of 0.05pi. The 1σ-width of the
resulting distribution is σ = 0.07pi.
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given phase ϕMW is an average over five identical measurements in order to reduce the
effect of residual fluctuations. We performed a further statistical analysis by recording
14 independent Ramsey fringes for the two configurations. The phase differences ob-
tained are shown in Fig. 4.6b together with the corresponding histogram. From these
individual measurements we determine the geometric phase difference between the two
dimerized configurations to be
δϕ = 0.97(2)pi,
in excellent agreement with theory (as discussed in the previous chapter). The uncer-
tainty in the recorded value denotes the standard error of the mean obtained from the
distribution function (Fig. 4.6b) and it is mainly determined by experimental imperfec-
tions in the control of the underlying lattice potentials, particularly of the relative phase
φ between the two standing waves.
The initial phase of the measured fringes was affected by a reproducible 80-kHz drift
in the offset magnetic field during the time of a full Bloch oscillation. Due to this, the
three MW pulses were not all on resonance. The first (last) pi/2-pulse was detuned by
−40 kHz (40 kHz) and the intermediate pi-pulse was on resonance. This detuning also
leads to a reduced maximum contrast of the Ramsey fringes of 0.8(1). The drift in the
offset magnetic field also adds a constant value to the Zeeman phase ϕZeeman, which is
independent of the change of dimerization, and therefore it does not affect the phase
difference δϕ. The contrast of the Ramsey fringes is further reduced by the detuning
across the cloud created by the magnetic field gradient. The Fourier-transform limited
linewidth of the resonance is 150(20) kHz, which is about two times larger than the MW
coupling strength of 80 kHz, and therefore this could lead to a further reduction of the
contrast by 10-20%.
The two different Zeeman states used for the measurements have a different light
shift, and therefore the tunneling amplitudes are slightly different for both components.
However, as long as the relation J > J′ or J′ > J holds for each component, the Zak
phase is not affected, because as a topological invariant it is independent of the specific
values of J and J′, i.e. as long as the gap is not closed the Zak phase is not affected. On
the other hand, the dynamical phases are going to be different and they might not cancel
for both spin components. A calculation of the dynamical phases shows that one would
need a difference larger than 80% between the ratios J/J′ seen by the two components
to obtain a drift of the measured Zak phase on the order of the current experimental
error. This difference is much larger than the differential light shift for the involved
transitions, which is on the order of 0.1%, and therefore it can be safely neglected.
The quadratic Zeeman shift for the two spin components used in the experiment
could also affect the measured Zak phase. However, for the experimental magnetic field
offset of 4 G, the difference in the magnetic gradients for the two components gives a
Bloch oscillation time difference of 3 µs, which is an order of magnitude smaller than
66 4. Measurement of the Zak phase in a dimerized system
the experimental error of ±30 µs for the Bloch oscillation time. The effect of this is that
the two spin components arrive at the band edges at slightly different times which leads
to an imperfect atom transfer to the upper band, but it is still larger than 99%.
4.2.3 Edge states and trapping effects
In section 3.3.4 it was shown that for a finite size SSH system, the value of the Zak phase
underlies the presence of edge states. In order to observe this, one would need to realize
a finite size system limited by hard walls at the edges, something that is currently not
available in our setup. The new generation of experiments under construction will po-
tentially be able to recreate the hard-wall conditions and confirm the presence of edge
states. For those experiments, it is interesting to ask what would be the necessary power
law potential such that the system behaves as a finite size system. When a power law
potential (r/r0)γ is present, we find the absence or presence of edge states to still be
clearly visible down to power laws of about γ = 10− 12 compared to the ideal box-
potential confinement (see Fig. 4.7 for γ = 12). Such system should also clearly allow
one to observe charge fractionalization although the edge states spread out over a larger
region for lower gamma and will reduce the value of the measured fractional charge
(relative to the background density of 1/2 in a half filled band case). Clearly, a situation
with hard walls would be favorable for experiments.
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Figure 4.7: Density plot for the different eigenstates for the dimerizations D1 (a) and D2 (b) in a
finite size system with 80 lattice sites, coupling J/J′ = 1kHz/0.7kHz and trapping potential of
the form (r/r0)γ with γ = 12 and r0 = 20 lattice sites. The horizontal axis represents the lattice
sites and the vertical axis the eigenstate number. The insets show the energies as a function of
the eigenstate number up to 40. For the dimerization D1 there are two isolated eigenenergies
that correspond to the two visible localized edge states. For the dimerization D2 there is no
isolated eigenstate and no visible localized state.
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4.3 Experimental measurement of fractional Zak phases
4.3.1 Experimental sequence and results
The results presented in the previous section correspond to a dimerized lattice which
models polyacetylene, where the phase difference δϕZak = pi between the two possible
polyacetylene phases indicates that the two phases correspond to different topological
classes. In this section we will show our results for a dimerized lattice with staggering,
which corresponds to a linear conjugated diatomic polymer [155] and is captured by the
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n
(aˆ†n aˆn − bˆ†nbˆn). (4.3)
In this case, the energy offset ∆ displaces the pseudo-spin Bloch vectors away from the
equatorial plane, resulting in an additional dependence of the Zak phase on the offset ∆

















To probe the dependence of ϕZak on ∆, an experimental sequence similar to the one
described in the previous section was performed. However, instead of swapping the
dimerization from D1 to D2, an energy offset |∆| < 2J was introduced for one half of
the sequence (see Fig. 4.8). Thereafter, because of the spin-echo pulse, the wavepackets
return to k = 0 in the lowest band. Although the system completes a full Bloch oscilla-
tion in the lowest band, the total geometric phase acquired is not zero, because the Bloch
vector is displaced from the equatorial plane during one half of the sequence and the
Zak phase is changed from ϕZak to ϕZak(∆). The resulting phase in the Ramsey fringe
is thus given by δϕ = ϕZak − ϕZak(∆). A reference fringe with ∆ = 0 was also taken, for
which δϕ = 0. As before, the phase difference between these two fringes for atoms in
the lower band allows us to determine the relative phase ϕZak − ϕZak(∆).
During the non-adiabatic switching of the superlattice potential at step 2 of the ex-
perimental sequence, some of the atoms are transferred to the higher band and acquire
a different geometric phase. However, taking into account this contribution to the mea-
sured phase difference enabled us to extract the relative phase δϕ from our data (see
section 4.3.2). As shown in Fig. 4.9, we find good agreement between the measured and
predicted values of the fractional Zak phase. Moreover, for ∆ = 0 we find that within
experimental error ϕZak − ϕZak(∆) = 0, which indicates that the process of switching on
the second superlattice does not introduce additional phases.
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Figure 4.8: Fractional Zak phase. (a) Lattice potential without and with an on-site energy stag-
gering ∆. When ∆ = 0 the Zak phase is ϕZak(∆ = 0) = pi/2. As ∆ increases, the pseudo-spin
vectors move away from the equatorial plane and the value of ϕZak(∆) decays rapidly to zero.
The energy offset ∆ is achieved by choosing φ 6= 0 (see also Fig. 4.3). (b) Experimental sequence.
In the first step the atoms undergo Bloch oscillations in the lowest band until they reach the
band edge. In step 2 the spin is flipped and the staggering ∆ is introduced/removed. In the last
step the atoms return to k = 0 in the lowest band and a final MW pulse with a phase ϕMW is
applied. As illustrated at the bottom of the figure, for half of the measured points the sequence
started with an energy staggering ∆ 6= 0 that was changed to ∆ = 0 in step 2, and the other way
around for the second half. Note that for this sequence only the dimerization D1 was used.
4.3.2 Extracting the phase difference ϕZak − ϕZak(∆)
In this section we explain how the value of ϕZak − ϕZak(∆) was extracted from the mea-
sured fringes for Fig. 4.9. Due to a fraction of atoms transferred to the upper band
when ∆ 6= 0, the phase difference between the two Ramsey fringes deviates from
ϕZak − ϕZak(∆). The reason for this is that the fraction of atoms in the upper band
acquires a different geometric phase ϕZak,+(∆) = pi − ϕZak,−(∆) (see Eq. 3.36) than the
fraction in the lower band. Therefore, when measuring the Ramsey fringe, both phases



































Figure 4.9: Fractional Zak phase. Measured phase difference ϕZak − ϕZak(∆) as a function of
∆. Each individual point was obtained from four individual measurements. The vertical error
bars represent the standard error of the mean. The green line is the theoretical prediction and
the shaded area indicates the uncertainties in the calibration of the energy offset ∆. The insets
show a typical Ramsey fringe for ∆/J = −1.2 (left) and ∆/J = 1.2 (right), which were used
to extract the relative phase δϕ. The blue (black) fringes correspond to measurements with
(without) staggering.
come into play as explained below.
As described in section 4.3.1, for half of the measured points during the first part of
the Bloch oscillation the atoms evolve in the lower band of the dimerized system with
∆ = 0 (for the second half of the measured points the atoms start in the lower band with
∆ 6= 0, which gives essentially the same result). When they reach the edge of the band,
the wave function is
|ψ〉 = 1√
2
( |↑,−G/2〉− eiϕZak/2 + |↓, G/2〉− e−iϕZak/2),
where ϕZak = ϕZak,−(∆ = 0). For simplicity, the Zeeman phase is not written, as it
is in any case cancelled due to the spin-echo pi-pulse. When the energy offset ∆ is
introduced, a fraction of atoms is transferred to the upper band. The upper- and lower-
band populations n± after such a non-adiabatic turn on of the staggering ∆ can be
obtained by projecting the lower-band eigenstates with ∆ = 0 onto the states with ∆ 6= 0








where all the quantities here are defined for the final non-zero value of ∆ (Fig. 4.10).
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Figure 4.10: Theoretically calculated atom fraction in the lower band (n−) as a function of the
energy offset in units of J. As ∆/J increases, the fraction transferred to the upper band (n+) also
increases. In the limit ∆/J → ∞, n− → 0.5.
Then, when the MW pi-pulse is applied and the energy offset ∆ is quickly introduced,



















In the second half of the Bloch oscillation the particles return to k = 0 and the fraction in



















Finally, a pi/2-pulse with a MW phase is applied, which rotates the spins according to
|↑〉 → 1√
2
(e−iϕMW /2 |↑〉 + e+iϕMW /2 |↓〉) and |↓〉 → 1√
2
(eiϕMW /2 |↑〉 + e−iϕMW /2 |↓〉). After




{1+ n− cos(ϕZak − ϕZak,−(∆) + ϕMW) + n+ cos(ϕZak − ϕZak,+(∆) + ϕMW)} ,
(4.6)
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Figure 4.11: Measured phase difference ϕExp as a function of the energy offset in units of J. The
green line shows the predicted value of ϕZak − ϕZak(∆) when there is no population transfer to
the upper band.
and a similar expression for n↓. The Ramsey fringe is obtained by measuring the popu-
lation in each spin component as a function of the MW phase ϕMW .
For negligible n+ the phase of the Ramsey fringes directly corresponds to ϕZak −
ϕZak,−(∆). For any finite value of n+, one can recast Eq. 4.6 in the form A+ B cos(ϕExp +
ϕMW) and solve for ϕZak − ϕZak,−(∆) using the relation ϕZak,+(∆) = pi − ϕZak,−(∆) and
the theoretical values of n±, where ϕExp is the measured phase difference between the
Ramsey fringes. The resulting values of ϕZak − ϕZak,−(∆) are displayed in Fig. 4.9, and
the values of ϕExp are shown in Fig. 4.11.
4.3.3 Symmetries and generalizations of the measurement scheme
For the measurements presented here, we made use of special symmetries in our Hamil-
tonian that allowed us to extract the phase difference between the two topologically dis-
tinct phases. This was the simplest way to address the problem of fluctuating magnetic
fields in the laboratory. In principle, our scheme does not require the use of these spe-
cial symmetries if sufficiently stable magnetic fields are achieved. In that case, one could
directly implement the protocol presented in 4.1.1 and the dynamical phase would be
cancelled for any time-reversal invariant Hamiltonian. Furthermore, in the absence of
any symmetry in the band, the dynamical phase could be still isolated from the geomet-
ric phase by analyzing the Ramsey phase as a function of the Bloch oscillation velocity.
We also would like to note that while the Ramsey fringe only measures the Zak phase


























ϕzak1 - ϕzak2 = π
Figure 4.12: Generalization of the protocol to two-dimensional systems. (a) Brillouin zone of
a generic two-dimensional lattice. The Berry phase associated with the grey area is equal to
the difference between the Zak phases along the path 2 and 4, because the ones along 1 and
3 cancel with each other. Due to this, the change in the Zak phase along the ky direction as a
function of kx is related to the Chern number of the Band, i.e. the Chern number is equal to the
winding number of the Zak phase across the Brillouin zone (b) Energy dispersion relation of the
staggered flux lattice corresponding to the reference [45]. By measuring the Zak phase for the
highlighted paths one can obtain the pi Berry phase corresponding to the Dirac point.
modulo 2pi, a complete characterization can be achieved by evolving from a reference
Hamiltonian into a desired Hamiltonian without closing a gap in the energy spectrum
and monitoring the evolution of the Zak phase.
The protocol presented here to measure the Zak phase can be easily extended to two-
dimensional systems and used to fully characterize the band topology (see Fig. 4.12), a
proposal which has been developed by D. Abanin and collaborators [66]. The idea of the
protocol is to measure the Zak phase for different parallel paths and then use the relation
between the Chern number and the Zak phase to extract the Chern number from these
values. Furthermore, they propose using the technique to measure the pi Berry phase
for a trajectory enclosing a Dirac point, an idea that has been recently implemented in
graphene-like optical lattices [186].
4.4 Conclusion
In conclusion, we have presented a general approach for studying topological properties
of Bloch bands in optical lattices and demonstrated its versatility through a first mea-
surement of the topological invariant in topologically non-trivial Bloch bands. Topo-
logically distinct many-body phases can arise from such topologically distinct Bloch
bands when the bands are filled with fermions. Making use of the recently demon-
strated control of optical potentials at the single-site level [187], one could realize do-
main walls or sharp boundaries in the dimerized lattice that would allow the direct
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study of edge states [188, 189] and fractional charges for non-interacting fermions or
hardcore bosons [65, 152, 153, 190, 191].
Although in this work we focused on one-dimensional systems, our technique can
easily be extended to two-dimensional systems, where the change of the Zak phase in
the Brillouin zone gives the topological density of the Bloch band [66]. This enables
measurements of both the Chern number of topological bands and the pi-flux associated
with a Dirac point. Additionally, we expect that this idea could be extended to measure
the non-Abelian Berry phase in Bloch bands (such as in a system with the quantum spin
Hall effect [192]), to study Floquet states in periodically driven systems [104, 193, 194],
and to quasiparticles in unconventional superconductors, such as d-wave superconduc-
tors, which have a Dirac dispersion at the nodal points [195]. Overall, our work indicates
that cold atomic systems provide a versatile platform for studying topological states of
matter, and establishes a novel method for probing their properties.
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Chapter 5
Analog of the Meissner effect in flux
ladders
In this chapter, we begin with a short introduction to the Meissner effect in super-
conductors to then connect with an analog effect that is present in a ladder system
exposed to an artificial external magnetic field. It will be shown that the flux lad-
der possesses two different phases: the Meissner phase, where the system presents a
uniform chiral current along the legs of the ladder, and a vortex phase, where the cur-
rents in the ladder exhibit a vortex structure. These two phases have some analogies
with the Meissner and Abrikosov vortex phases present in a superconductor.
5.1 Introduction to the Meissner effect
The electrical resistivity of metals decreases with decreasing temperature. Despite vi-
brations, for an ideal crystal where there are no defects or impurities, the resistivity
vanishes at T = 0 and stays finite for finite temperatures. However, due to imperfec-
tions in the crystal, the transport relaxation times are finite even at zero temperature and
the conductivity stays finite even at zero temperature. It was therefore a big surprise
when in 1911, H. Kamerlingh Onnes observed that the resistivity of mercury dropped to
a very low value (zero within experimental error) at a temperature of around T = 4.2K
(see Fig. 5.1) [196]. This property, called superconductivity, for which the resistivity
dropped suddenly to zero at some critical temperature Tc, was later on confirmed to be
present in a large variety of metals.
The drop in resistivity was only one of the hallmark features defining the transition
to the superconducting state. In 1933, Meissner and Ochsenfeld observed another phe-
nomena appear in the superconducting phase: a superconductor behaves like a perfect
diamagnet [69]. When a superconductor at T > Tc is placed in an external magnetic
field, the field lines penetrate its core. However, when it is cooled below the critical tem-
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Figure 5.1: Temperature dependence of the resistivity of mercury. For T > 4.2K the resistivity
is finite, and when T is decreased to around Tc = 4.2K, the resistivity suddenly drops to zero
and the system enters into a superconducting phase. (Image extracted from H. K. Onnes’ Nobel
lecture [197]).
perature, it enters into the superconducting state and the superconductor fully repels
the magnetic field from its core (see Fig. 5.2a). This behavior can be explained by the
presence of currents in a thin layer on the surface of the superconductor, which are in-
duced by the external magnetic field. These currents create a magnetization that cancels
the applied field in the core of the superconductor. There are different types of super-
conductors [198, 199]. For a superconductor of type I (see Fig. 5.2b), when the applied
external magnetic field Hext is smaller than the critical field Hc1, the system finds itself
in the so-called Meissner state, where the magnetization M is proportional to Hext and
there is full screening of the applied field. For Hext > Hc1 the magnetization suddenly
drops to zero and the material is in a normal state. On the other hand, for a type II su-
perconductor (see Fig. 5.2c), there are two critical fields Hc1 and Hc2. If Hext < Hc1, the
material is in the Meissner state and the magnetization is proportional to the external
field. For Hc1 < Hext < Hc2, the system is in the Abrikosov-vortex phase [200], and the
surface currents only partially screen the applied field. In this case, the superconducting
state presents a vortex structure through which the external field can penetrate. Finally,
for Hext > Hc2, the system is in a normal state where no screening is present at all.
A full microscopic description of the Meissner effect and superconductivity is given
by BCS theory [70], which explains that at very low temperature, electrons with attrac-
tive interactions form the so-called Cooper pairs and behave like bosonic particles which
can undergo Bose-Einstein condensation. A more phenomenological description of the




























Figure 5.2: Meissner effect. (a) Magnetic field lines around a material in a normal state (left) and
superconducting state (right). (b), (c) Magnetization of a type I (b) and a type II (c) supercon-
ductor as a function of the applied field. For the type I case, when Hext < Hc1, the material is
in a superconducting state and there is full screening of the applied field, and when Hext > Hc1,
the material is in a normal state and the external field fully penetrates the sample. For a type
II superconductor there is an intermediate state that corresponds to Hc1 < Hext < Hc2 in which
the external field is only partially screened.
Meissner effect is provided by the London equations [201]. In 1935, the brothers Fritz
and Heinz London proposed the following system of equations to describe the electric










where n, m, e and j are respectively the density, mass, electric charge and current of the
particles in the superconducting state, and B and E are the magnetic and electric field
in the superconductor. The Maxwell equations tell us that 1µ0∇× B = j, which, together
with the second London equation, gives
∇×∇× B = − 1
λ2L
B, (5.2)
where λ2L = m/(ne
2µ0) is called the London penetration length. If we apply a uniform
magnetic field B0 in the z-direction to a system where half of the volume (x > 0) is filled
with a superconducting material and the other half (x < 0) with a normal material, then
the solution to Eq. 5.2 is
Bz(x) =
{
B0 x < 0,
B0e−x/λL x > 0.
(5.3)
It implies that the magnetic field decays exponentially fast inside the superconductor,
with a decay constant given by the London penetration length. Additionally, from the
Maxwell equations, one can obtain the corresponding current circulating in the super-
conductor:





which also decays exponentially inside the superconductor. This current is proportional
to the applied field and produces a field that screens the external field inside the super-
conductor, which explains the basic mechanism of the Meissner effect.
5.2 Meissner-like effect in a ladder
A ladder consists of two coupled one-dimensional systems and takes its name from its
geometrical aspect. When it is exposed to a magnetic field, very interesting physics
appears because it is the smallest possible system that exhibits topological properties
that are closely connected to the integer quantum Hall effect, i.e. the chiral modes of the
flux ladder are in correspondence with the edge states of the quantum Hall effect [202].
Previously, these ladder systems have been theoretically studied within the context of
Josephson junctions arrays, where it has been first suggested that there is an analogy
between this system and the Meissner effect [203–211] and also in the context of ultracold
atoms exposed to an artificial magnetic field [202, 211–214].
5.2.1 Ladder in a magnetic field
The ladder system considered here consists of non-interacting bosonic particles in an
infinitely extended two-leg ladder geometry subject to a magnetic flux φ per plaquette
(see Fig. 5.3). Along the horizontal direction, the coupling term is K, which is homoge-
neous through the system. Along the vertical direction, the spatially dependent complex
coupling term is J`;µ = Je±iϕ, where ` denotes the lattice site and µ = (L, R) stands for
the left and right leg of the ladder. The plus sign corresponds to the left leg and the












+ h.c. , (5.5)
where the operator aˆ`;µ annihilates a particle at site ` in the left or right leg of the ladder.
The complex phases in the coupling terms are called Peierls phases and are asso-
ciated with the magnetic field that pierces the system through the expression J`;µ =
|J`;µ|e−ie/h¯
∫ `+1
` A·dl, where B = ∇×A [215, 216]. Thus, if one considers a closed path on
a single plaquette as shown in Fig. 5.4, the total magnetic flux through the loop is
φ = ϕ1 + ϕ2 − ϕ3 − ϕ4, (5.6)




























Figure 5.3: Schematic of a ladder system. The ladder system with its corresponding coupling
terms is displayed on the left side. The ladder with the corresponding effective flux φ = 2ϕ
associated with the complex phases of the coupling terms is shown on the right side. The lattice
constants are given by dx,y.
 eiϕ1  eiϕ3
 eiϕ2
 eiϕ4
φ φ = ϕ1+ ϕ2− ϕ3− ϕ4
Figure 5.4: Single plaquette with complex phases to illustrate the total phase picked up by
a particle that travels along a closed loop around the plaquette. The corresponding effective
magnetic flux is then given by the sum of these phases.
and it is given in units of φ0/(2pi), where φ0 = h/e is the flux quantum. Using this
relation in our Hamiltonian, one can see that the magnetic flux is φ = 2ϕ.
The eigenstates of H can be calculated by introducing the momentum operators
aˆq;µ =∑
`
eiq`dy aˆ`;µ , (5.7)
and solving the Schrödinger equation for the ansatz
∣∣ψq〉 = (αq aˆ†q;L + βq aˆ†q;R) |0〉. The
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Figure 5.5: Energy bands for different values of K/J and constant flux φ = pi/2. For K = 0, the
two legs are isolated and the bands correspond to the independent bands of the two legs, shifted
from q = 0 due to the complex phases in the tunneling terms. When K > 0, a gap opens and
the two independent bands start mixing with each other. For K/J < (K/J)c , the lowest band
presents two minima at ±qK/J and for K/J > (K/J)c there exists a single minimum at q = 0.
The corresponding solution gives two energy bands:
εq = 2Jcos(qdy)cos(ϕ)±
√
K2 + 4J2sin2(ϕ)sin2(qdy) . (5.9)
The properties of the bands depend on the ratio K/J. When K = 0, the two legs are
completely isolated and the band structure of the system corresponds to the one of the
individual legs (see Fig. 5.5). Each of the legs is a one-dimensional periodic system and
possesses an energy band whose minimum is shifted from q = 0 due to the presence
of the complex tunneling terms J`;µ. For finite coupling K, a gap equal to 2K opens at
q = 0 and at q = ±(pi/dy) and the lowest band presents two minima located at ±qK/J ,
whose value depends on K/J and ϕ. When the ratio K/J is larger than the critical value
(K/J)c = 2sin2(ϕ)/cos(ϕ), the lowest band has a single minimum at q = 0.
The population fractions on the left and right side of the ladder are nµ = N−1
∑`〈aˆ†`;µ aˆ`;µ〉, where N is the total number of particles. For the eigenstate
∣∣ψq〉 = (αq aˆ†q;L +
βq aˆ†q;R) |0〉, one can write the population densities as nL = |αq|2 and nR = |βq|2, from
which one can see that these densities depend on the quasimomentum q, on K/J and on
ϕ. As a general characteristic, at q = 0 the relation nL = nR holds, and when decreasing
(increasing) q to negative (positive) values, the density on the left (right) leg increases.
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Figure 5.6: Population fractions on the legs of the ladder for different values of K/J as a function
of the quasimomentum q for the lowest band and for a fixed flux φ = 2ϕ = pi/2. For a given
value of K/J, the density on the left leg is larger (smaller) than the one on the right leg when
q < 0 (q > 0). As K/J is increased, the left-right population difference decreases.
In Fig. 5.6, one can see the left-right density fraction for different values of q and K/J
and for a fixed flux φ = 2ϕ = pi/2. When K/J  1, the difference between nL and nR is
more pronounced and gets smaller for higher values of K/J.
5.2.2 Currents in ladders
The Hamiltonian of a particle of charge e and mass m exposed to an electromagnetic





pˆ− eAˆ(rˆ, t)]+ eV0(rˆ, t) +U(rˆ), (5.10)
where pˆ = −ih¯∇ is the momentum operator and U(rˆ) is any other potential to which
the particle is exposed. For a given state ψ, the probability current can be expressed as
j(r) = Re{eψ∗(vˆψ)}, vˆ = 1
m
(
pˆ− eAˆ) . (5.11)
It is well known that the vector potential is a gauge dependent quantity in the sense
that any other vector potential of the form A′ = A+∇ f (r) produces the same magnetic
field B = ∇×A. However, this gauge dependence is not shared by the current because
the gauge transformation also affects the wavefunction and leaves the current gauge
invariant.
82 5. Analog of the Meissner effect in flux ladders
When the lattice potential of the ladder is present, i.e. when U(rˆ) is the periodic
potential that creates the ladder lattice structure, the current operators in the tight-















aˆ†`+1;µ aˆ`;µH`→`+1;µ − h.c.
)
, (5.12)
where H`;L→R = 〈0| a`;RHˆa†`;L |0〉 is the Hamiltonian matrix element connecting the sites
(`; L) and (`; R), and H`→`+1;µ = 〈0| a`+1;µHˆa†`;µ |0〉 is the matrix element connecting the
sites (`; µ) and (`+ 1; µ).

















Finally, one can define the chiral current in the ladder as the average of the differ-





(jy`;L − jy`;R), (5.14)
where Nleg is the length of the ladder and the sum runs over all the lattice sites of the
ladder.
Using the expressions given in Eq. 5.13, one can calculate the currents in the ladder
for the ground state. When K/J > (K/J)c , the ground state is
∣∣ψq=0〉 = (α0 aˆ†0;L +
β0 aˆ†0;R) |0〉. The currents for that state are













(|α0|2 + |β0|2)sin(ϕ). (5.16)
When K/J < (K/J)c , the lowest band presents two degenerate energy minima at
±qK/J and therefore the ground state is not unique. As it will be explained in the
next chapter, our experimental results are compatible with a population of a symmetric
superposition state of the form
∣∣ψg〉 = (∣∣ψqK/J〉+ eiθ ∣∣ψ−qK/J〉) /√2. (5.17)
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At the end of the next section, it will be shown that θ only shifts the wavefunction





[|αqK/J |2sin(dyqK/J + ϕ) + |α−qK/J |2sin(−dyqK/J + ϕ)






[|βqK/J |2sin(dyqK/J − ϕ) + |β−qK/J |2sin(−dyqK/J − ϕ)







[|αqK/J ||β−qK/J | − |α−qK/J ||βqK/J |] . (5.18)
To calculate the chiral current one can neglect the terms proportional to cos(dyqK/J(2`+
1)) because for K/J < (K/J)c , the quasimomentum qK/J cannot be zero nor pi/dy and
therefore those terms are negligible when averaging over the system size. Then, the




[|αqK/J |2sin(dyqK/J + ϕ) + |α−qK/J |2sin(−dyqK/J + ϕ)] , (5.19)
where the relations |α±qK/J | = |β∓qK/J | were used.
5.2.3 Meissner-like effect in the ladder
In this section we will show that a flux ladder possesses two phases which are dis-
tinguished by the current structure along the bonds. For K/J > (K/J)c , the system
is in a Meissner-like phase, where the currents are maximal and circulate in opposite
directions along the two legs of the ladder. When K/J < (K/J)c , the system is in a
vortex phase, where the currents along the bonds form a vortex structure. Furthermore,
we will show that for a fixed K/J, the chiral current increases with the flux like in the
Meissner phase in a superconductor, and if the flux is larger than some critical flux,
then the chiral current decreases like in the Abrikosov-vortex phase present in a type II
superconductor.
In order to understand the connection between the current behavior in the two
regimes and the Meissner effect, it is better to define a critical flux φc. Since the critical
ratio (K/J)c = 2sin2(ϕ)/cos(ϕ) depends on the flux, for a given K/J one can define the
critical flux as the flux that one needs in order to have (K/J)c = K/J. Under this defini-
tion, if φ < φc , then K/J > (K/J)c and Eq. 5.16 holds, and if φ > φc , then K/J < (K/J)c
and Eq. 5.19 holds.
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Figure 5.7: (a) Chiral current amplitude as a function of the flux. In the Meissner phase, the
current increases with flux until the flux reaches the critical value φc and the system enters
into the vortex phase where the current decreases with the flux. (b) Theoretically calculated
individual currents and particle densities for the different values of φ marked in (a) and for
K/J = 0.8. In the vortex phase, the wavefunction exhibits a vortex structure for the currents,
whose period decreases with the flux, and the atom density becomes modulated with the same
periodicity. In the Meissner phase, on the other hand, the size of the vortex is infinite and the
density is uniform. The thickness and length of the arrows denotes the current strength, which
is normalized to the maximum current for each flux. To clearly illustrate the modulation of the
density, a homogeneous offset was subtracted from the density and the remaining modulation
was renormalized for each flux.
Figure 5.7 shows the chiral current jC as a function of the flux for different values
of K/J. For φ < φc (K/J > (K/J)c), the ground state of the Hamiltonian exhibits
a Meissner phase with maximal and opposite currents along the legs of the ladder.
Increasing the flux leads to increasing edge currents up to the critical flux φc beyond
which the current abruptly starts to decrease. At this point the system enters a vortex
phase with decreasing edge currents. Such a behavior parallels the one of the Meissner
effect in a type-II superconductor and its transition into an Abrikosov vortex lattice
phase. In this case, φc is the flux associated with the critical field Hc1, and there is no




















Figure 5.8: Density of vortices per plaquette as a function of the flux for different values of K/J
showing the transition from the vortex-free Meissner phase to a vortex phase with finite vortex
density for φ > φc. In terms of K/J, when K/J < (K/J)c , there is a single infinitely large vortex
and the density of vortices is zero, and for K/J  1, the vortex density increases almost linearly
with the flux.
critical flux corresponding to Hc2.
It is important to remark on a fundamental difference between the flux ladder sys-
tem and the Meissner effect. In the former, due to the charge-neutrality of the atoms,
the current does not have any back-action onto the system and therefore there is no real
screening of the magnetic field. Furthermore, the solution corresponds to the ground
state of a single particle Hamiltonian, and therefore the current amplitude depends on
the density of particles in the system. On the other hand, in the Meissner effect, the
current screens the external magnetic field, and it is a many-body solution to the Hamil-
tonian. Other systems that present an analogy to the Meissner effect have been studied
within the context of rotating superfluids. In the Hess-Fairbank effect, a superfluid is
placed in a thin rotating annulus and there is a critical rotation frequency beyond which
vortex-line singularities appear in the superfluid [218].
The density of vortices in the ladder as a function of the flux can be estimated using
Eqs. 5.18 (see Fig. 5.8). In the Meissner phase, where the flux is smaller than the critical
flux, the density of vortices is zero because there is a single infinitely large vortex in
the system. In the vortex phase, the number of vortices increases rapidly with the flux.
In the limit of very large fluxes, the vortex density approaches the one of decoupled
ladders (K = 0) and increases linearly with the applied flux.
The Meissner to vortex phase transition can be also observed for a fixed flux by
changing the ratio K/J. Figure 5.9 shows a two-dimensional phase diagram of the
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Figure 5.9: Phase diagram of ladder currents. (a) Chiral current strength along the legs of the
ladder as a function of the flux and the ratio K/J calculated for the ground state of a ladder
with 300 sites and periodic boundary conditions. The solid line shows the critical boundary that
separates the Meissner and the vortex phase. The lower graph shows a profile of the current
for a fixed value of K/J = pi/2. In the Meissner phase, the current increases with flux, until a
critical flux φc is reached after which the system transitions into a vortex phase where the chiral
current decreases with flux. The graph on the right is a profile line for a fixed flux φ = pi/2,
as used in the experiment. In that case, the chiral current increases in the vortex phase when
increasing K/J until one enters the Meissner phase at the critical point (K/J)c where the current
saturates. (b) Theoretically calculated individual currents and particle densities for the different
values of K/J marked in (a), showing the same features for the currents as in Fig. 5.7b.
chiral current strength as a function of the flux and K/J. There, one can see that the
chiral current increases as a function of K/J and becomes saturated when entering into
the Meissner phase. Additionally, the current along the bonds has the same vortex
structure as for Fig. 5.7. In the next chapter it will be shown that in our experiment we
cannot easily change the flux. Then, to observe the transition from the Meissner to the
vortex phase a different strategy had to be followed, which consisted in measuring the
chiral current as a function of the rung-to-leg coupling ratio K/J.
As mentioned before, there are two degenerate ground states in the vortex phase
and therefore the ground state of the system is not unique. As can be seen in Fig. 5.10,
the ground state
∣∣ψqK/J〉 (∣∣ψ−qK/J〉) populates mostly the left (right) leg. On the other
hand, the superposition state
∣∣ψg〉 = (∣∣ψqK/J〉+ eiθ ∣∣ψ−qK/J〉) /√2 exhibits the already
mentioned vortex structure. The only role of the phase θ is to displace the entire wave-
function along the legs and therefore does not affect the value of the currents.
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Figure 5.10: Currents and densities for different ground states. (a) Current strength and popu-
lation density for the individual ground states
∣∣±qK/J〉 for K/J = 0.4. For smaller and smaller
values of K/J, the population gets increasingly concentrated on a single leg of the ladder, right
leg for
∣∣qK/J〉 and left leg for ∣∣−qK/J〉. (b) Current strengths and wavefunction density for
the superposition state calculated for different values of θ. The only effect of θ is to shift the
wavefunction without affecting the average current and density values. For a better illustration
of the spatial density modulation, a constant density offset was subtracted and the remaining
modulation was renormalized for each K/J.
5.2.4 Momentum distribution
It will be shown in the next chapter that, in the experiment, we have the possibility of
measuring the momentum distribution of the atomic state after a time-of-flight expan-
sion. In this section we explain the expected momentum distribution for the flux ladder
that we have experimentally realized.
For a given quasimomentum q, the momentum distribution of the eigenstate
∣∣ψq〉 =
(αq aˆ†q;L + βq aˆ
†
q;R) |0〉 has a single peak in the first Brillouin zone located at k = q. As
can be seen in Fig. 5.11a, in the Meissner phase, the system possesses a single minimum
in the lowest band structure at q = 0, and therefore the ground state has a single real
momentum peak at k = 0. In the vortex phase there are two minima at ±qKJ and





























































































Figure 5.11: Momentum distribution for the theoretical (a) and experimental (b) gauge. In
the theory gauge, there is a single real momentum peak in the Meisner phase and two peaks
in the vortex phase. In the experimental gauge, for each quasimomentum q, there are two
corresponding real momentum peaks. Therefore, in the Meissner and vortex phases, there are
two and four momentum peaks, respectively.
therefore the ground state
∣∣ψg〉 = (∣∣ψqK/J〉+ eiθ ∣∣ψ−qK/J〉) /√2 has two peaks at k =
±qKJ .
In the next chapter, we will present our experimental setup, where it will be shown
that we create a ladder system with a flux of pi/2 per plaquette but in a different gauge
(see Fig. 5.11b). In our experiment, the complex hopping terms are oriented along the
rungs of the ladder, while along the legs of the ladder, there is normal tunneling with
amplitude J. There are many observables that are gauge-independent, like the currents
and densities. However, the momentum distribution is a gauge-dependent quantity, and
therefore it has to be calculated for the experimental gauge.
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From the relation between the vector potential and the complex hopping terms, i.e.
J`,µ = |J`;µ|e−ie/h¯
∫ `+1
` A·dl, one can see that the vector potentials that produce the theoret-
ical and experimental gauges are AT =
φ0
8dxdy (0, 2x− dx, 0) and AE = −
φ0
8dxdy (2y, 0, 0), re-
spectively. These two quantities are related by a gauge transformation of the form AE =
AT +∇ f (x, y), and by definition they produce the same magnetic field B = φ08dxdy (0, 0, 2).
As it is known from quantum mechanics, a gauge transformation transforms the wave-
function according to ψ → eie f (x,y)/h¯ ψ. Then, the density of the wavefunction is not
affected but the momentum distribution could be modified. From AT and AE one can
obtain that f (x, y) = − φ08dxdy y(2x− dx). Therefore, the eigenstates are transformed to our
experimental gauge as follows:
∣∣ψq〉T = (αq aˆ†q;L + βq aˆ†q;R) |0〉 = αq∑
`
eiq`dy aˆ†`;L + βq∑
`
eiq`dy aˆ†`;R











From the equation above one can infer that in the experimental gauge, for each quasi-
momentum q, there are two real momentum peaks in the first Brillouin zone located
at k = q ± pi4dy , and their weights are αq and βq, respectively. Figure 5.11b shows the
expected momentum distribution in the experimental gauge for different values of K/J.
In the Meissner phase, there are two peaks at k = 0± pi4dy , and in the vortex phase, there
are four peaks at k = qK/J ± pi4dy and at k = −qK/J ± pi4dy .
5.3 Spin-orbit coupling mapping
Spin-Orbit Coupling (SOC) links a particle’s velocity to its quantum mechanical spin
and is essential in many condensed matter phenomena. SOC is crucial for the spin-Hall
effect [219, 220] and topological insulators [156, 192, 221]. In the last decade, it has
become a very active field of research since Kitaev [222] noticed that Majorana fermions
should not couple too much to external noise and should be protected from decoherence,
making them especially suited for quantum information and quantum memories. Spin-
orbit coupled superconductors in a magnetic field could host Majorana fermions [223],
which motivates experimentalists to push into that direction. In the context of ultracold
atoms, SOC has been only recently realized for bosons [224] and for fermions [225], but
only for one form of SOC. There are several theoretical proposals on how to engineer
more general forms of SOC, and it still remains a challenge for the experimentalists to
implement them in the lab.
A very well known example of SOC is the shift of the electron’s atomic energy level
due to the coupling between the electron’s spin and the magnetic field generated by the
atomic nucleus. In this example, the electrically charged nucleus produces an electric
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field E, which in the reference frame of the electron is seen as a magnetic field B = −v×Ec2 .
The magnetic moment energy of the electron −µ ·B then couples the electron’s spin with
the momentum, giving rise to the SOC term L · S. A more condensed-matter related
example is the Rashba effect [226], which takes place when a moving particle is placed
in the presence of a static electric field Eext. In the reference frame of the particle, which
has a momentum k, the electric field gives rise to a momentum dependent magnetic
field Bext(k) = (−ky, kx, 0)h¯Eext/mc2. As in the previous example, the SOC comes from
the energy of the particle’s magnetic moment in the magnetic field −µ · Bext, which is
proportional to kyσˆx − kxσˆy, where σˆi, i ∈ (x, y, z) are the Pauli matrices. Due to the





± αk , (5.21)
where α denotes the strength of the Rashba coupling term. In 2D solids, there is a
second type of SOC, known as Dresselhaus [227], which involves a term of the form
−kyσˆx − kxσˆy. When the Rashba and Dresselhaus terms are present and have the same







σˆz + αkxσˆy , (5.22)
where Bz represents a magnetic offset field along z. As can be seen in Fig. 5.12a, when
Bz = 0, the energy corresponds to the two shifted parabolas due to the SOC term.
When the magnetic offset Bz is increased, the two branches start to mix with each other
(mixing of the spin components due to σˆx) and a gap opens. In the very strong magnetic
offset regime, the SOC effect is less visible and the two spin components are completely
mixed.
The flux ladder system can be mapped onto a SOC system where the legs of the
ladder play the part of pseudo-spins [202, 228]. In order to see this, one can take the





with cˆ†q = (aˆ†q;L, aˆ
†
q;R) and the Hamiltonian matrix
H(q) = cos(ϕ)cos(q)Iˆ+ K
2J
σˆx + sin(ϕ)sin(q)σˆz. (5.24)
This Hamiltonian is very similar to 5.22, with the only difference being that due to the
lattice structure, it is written in quasimomentum space, and the momentum term k is
replaced by the velocity of the particle in the lattice, given by sin(q). In the flux ladder,









































Figure 5.12: Energy dispersion relation for a free particle with SOC (a) and the flux ladder
system (b). The blue-red color scale represents the population fraction of the spin/pseudo-
spin. For small offset field Bz (coupling ratio K/J) the energy corresponds to two shifted free
energy parabolas (a) and two shifted lattice dispersion relations (b). When the offset (coupling)
is increased, the two components mix with each other.
the ratio K/J plays the role of Bz in Eq. 5.22. For small K/J, the two legs of the ladder
are weakly coupled and the energy of the system corresponds to two lattice energy
bands shifted due to the flux (see Fig. 5.12). As K/J is increased, the two legs are more
and more coupled and therefore the two pseudo-spin components are more and more
mixed.
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Chapter 6
Measurements of chiral Meissner
currents in the flux ladder
In this chapter, we describe the experimental sequence used to prepare the ground
state of the flux ladder and then to measure the chiral Meissner currents by using a
projection technique. The results show that the current behaves very differently in
the Meissner and vortex phase, confirming our theoretical model. At the end of the
chapter, we present our results on the momentum distribution measured after time-
of-flight expansion, which also shows the transition from the vortex to the Meissner
phase.
6.1 Experimental realization of the flux ladder
In this experiment, laser-assisted tunneling to engineer the Peierls phases in the complex
tunneling terms was used, which created an artificial magnetic field in the ladders.
Within the context of this thesis, we will not discuss the details of the theory behind
the laser-assisted tunneling, but rather focus only on the physics that it allows us to
realize. A more detailed explanation of this method will be explained in the thesis of
M. Aidelsburger [229]. There, our previous experiments will be discussed where laser-
assisted tunneling was used to engineer artificial magnetic fields [45, 47, 230].
6.1.1 Experimental setup
In our experiment, we load a Bose-Einstein condensate of 87Rb bosonic atoms into a three
dimensional optical lattice potential. The lattice potential is composed of a standing
wave along the y direction with a wavelength of λs = 767 nm and a superposition of a
short and a long standing wave of λs and λl = 2λs along the x direction. Additionally, a
weak standing wave of λz = 844 nm along the z direction is used, which does not isolate




















Figure 6.1: Experimental setup used to create the flux ladder. (a) The experiment consist of
a one-dimensional array of ladders in the xy-plane with lattice constants given by dx,y. Along
the y direction, a single standing wave creates a lattice potential with coupling Jy. Along the x
direction, two standing waves are superimposed to create a superlattice potential, which forms
an array of isolated double wells with a left-right coupling and energy difference ∆ and Jx,
respectively. The long (short) standing wave is red (blue) detuned with respect to the atomic
transition, and their relative phase is denoted by ϕ [29]. (b) An effective homogeneous magnetic
field is realized in each ladder by using a pair of interfering beams (red arrows) whose frequency
difference is on resonance with the energy gap ∆, i.e. ω = ω2 − ω1 = ∆/h¯. The running-wave
modulates the on-site energy on each lattice site and through laser-assisted tunneling, restores
the left-right tunneling, resulting in the effective couplings K and J along x and y, respectively.
different planes. Along the x direction, this results in a superlattice potential of the form
V(x) = Vlxsin2(klx+ ϕ/2) +Vxsin2(ksx), where ki = 2pi/λi, i ∈ {s, l} and ϕ is the phase
difference between the long and short standing waves (see Fig. 6.1a). The values of Vlx/x
and the phase ϕ were chosen to have an array of isolated double well potentials along
x, where each individual double well corresponds to a single realization of the ladder.
By adjusting the phase ϕ, the double wells were tilted to have an energy difference
∆ between the left and right wells. In the limit of Jx  ∆, where Jx is the left-right
bare coupling, the tunneling inside each double well is inhibited. In order to induce
left-right tunneling inside each double well, we used a pair of far-detuned beams with
wavevectors k1,2 and frequency difference ω = ω2 −ω1 (see Fig. 6.1b and section 2.1.5).
These two beams create a running-wave that modulates the underlying lattice structure
and induces left-right laser-assisted tunneling. The mechanism behind the laser-assisted
tunneling is that whenever a particle on the left well (left leg of the ladder from now on)
hops to the right leg, it absorbs a photon from one of the beams and releases a photon
into the other one. The energy difference between these two photons bridges the left-
right energy gap ∆, i.e. h¯ω = ∆, and in addition, the particle receives a net momentum
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kick. When the hopping is in the opposite direction, i.e. from right to left, the direction
of the momentum kick is reversed. Therefore, the particle behaves like an electron in a
magnetic field.
The time-dependent Hamiltonian of a single ladder is
Hˆt = −Jy∑
`,µ
aˆ†`;µ aˆ`+1;µ − Jx∑
`




cos(ωt + φ`;µ)nˆ`;µ + h.c., (6.1)
where µ ∈ {L, R} denotes the left and right legs of the ladder, ` indicates the lattice
sites along the ladder and Jy is the bare tunneling along the y direction. The first and
second terms are simply the kinetic energies along the y and x direction, respectively.
The third term corresponds to the left-right energy difference ∆, and the last term is the
time dependent modulation of the potential given by the running-wave beams, where
V0k is the amplitude of the modulation and φ`;µ is the phase of the running-wave on
the different lattice sites. Here we neglect any kind of interparticle interaction (in sec-
tion 6.3.4 we present a discussion about the interaction energies in this system). Using




aˆ†`;µ aˆ`+1;µ − K∑
`
ei`pi/2 aˆ†`;L aˆ`;R + h.c. (6.2)
Here the effective coupling terms are
J = JyJ0(V0k /(
√
2∆)) ≈ Jy,
K = JxJ1(V0k /(
√
2∆)) ≈ JxV0k /(2
√
2∆), (6.3)
where Ji(x) denote the Bessel functions of the first kind. This effective Hamiltonian is
only valid in the limit Jx, Jy  ∆. The spatially-dependent phase factors ei`pi/2 have their
origin in the phases φ`;µ of the running-wave (see Fig. 6.2). The corresponding flux can
be obtained by considering a closed loop around a plaquette as was explained in the
previous chapter. For our system we obtain a flux of φ = (`+ 1)pi/2− `pi/2 = pi/2 per
plaquette. By changing the angle between the beams or changing their wavelength one
can in principle engineer any desired flux.





































Figure 6.2: Schematics of the effective ladder system. (a) The effective Hamiltonian corresponds
to an array of ladders in the xy-plane, where the effective coupling along the x and y direction
are J and K. Along the y direction there is an additional phase in the hopping terms that gives
rise to the artificial magnetic field. This phase comes from the original spatially-dependent phase
of the running-wave. (b) Diagram of the independent ladders with the corresponding hopping
terms and phases. The flux per plaquette is equal to pi/2.
6.2 Experimental sequence and projection into isolated double
wells
6.2.1 Experimental sequence
In order to measure the chiral currents in the flux ladder, it is first necessary to popu-
late the ground state of the system. The experimental sequence used to do this is the
following (see Fig. 6.3). A BEC of about 5× 104 87Rb atoms was first loaded adiabat-
ically in 200 ms into a three-dimensional lattice with Vlx = 25(1) Erl , Vy = 7.0(2) Ers
and Vz = 5.0(2) Erz, where Eri = h2/(2mλ2i ), i ∈ {s, l, z}. The tilted ladders were then
formed by ramping up the short lattice along x to its final value Vx = 3.2(1) Ers in
20 ms, where the phase ϕ of the superlattice along x was chosen such that the offset
was ∆/h = 5.57(4) kHz and all atoms ended up on the left side of the ladders. In the
next step, laser-assisted tunneling between the initially isolated legs of the ladders was
switched on by ramping up the running-wave beams to V0K = 4.1(2) ErK corresponding
to K/J = 2.1(1) in 10 ms, where ErK = h2/(2mλ2K) and λK = 2λs. After a holding time
of 5 ms that ensures an equal left-right distribution of atoms (see below), the running-
wave beams were changed to their final value within 10 ms. After a subsequent holding
time of 10 ms, the atoms were in the ground state of the flux ladder system. The initial
ramp of the running-wave beams amplitude to the value K/J = 2.1 is there to ensure
an initially equal population on both legs. During the following holding time, there is a
left-right population oscillation between the legs, which is completely damped after the



















Figure 6.3: Experimental sequence to prepare the ground state of the flux ladder. Initially all the
atoms are loaded into a three-dimensional lattice, where there are no double wells. Next, the
short lattice along x is ramped up, realizing an array of tilted ladders. Then, as shown in the
figure, the running-wave beams are ramped up to restore the left-right inter-leg tunneling and
populate the ground state of the flux ladder for a particular value of K/J.
holding time. The last ramp to the final value of K and subsequent holding time bring
the system to the ground state of the flux ladder for that particular K.
Once the ground state is populated, we project the wavefunction into isolated double
wells along the y direction and measure the average even-odd population oscillations,
from which we can extract the chiral current that corresponds to the original state before
the projection, as will be explained in section 6.2.2. The experimental sequence used for
the projection is shown in Fig. 6.4. It was done by suddenly switching off the running-
wave beams followed by ramping up a long lattice of wavelength λl along y to Vly =
18.0(8)Erl in 0.2 ms. During this same time, the short lattice along x was increased to
Vx = 10.0(3)Ers to isolate the legs of the ladders. Following a variable holding time
between 0 and 2 ms, where the atoms oscillate in the double wells, the even-odd atom
fraction on each leg was determined using the site-resolved band mapping technique
described in the next paragraph.
After the projection into isolated double wells along y, the system consists of an
array of isolated 2×2 plaquettes with negligible tunneling between the legs of the lad-
ders (see Fig. 6.5a). The occupation numbers in the four sites of each plaquette on
the even/odd and left/right (L/R) locations are denoted by Nodd;L, Nodd;R, Neven;L, and
Neven;R. These occupation numbers are extracted by transferring the populations to dif-
ferent Bloch bands, similar to the technique described in refs. [29, 53, 233, 234] (see





























Flux ladder Isolateddouble wells
ϕ→ 5.57kHz
Figure 6.4: Experimental sequence to project the ground state of the flux ladder into isolated
double wells along y. After preparing the ground state of the flux ladder (left grey shaded
area), the running-wave beams are switched off and a second superlattice along the y direction













Figure 6.5: (a) Schematic drawing of a four-site square plaquette labeled by the corresponding
occupation numbers. (b) Brillouin zones of the 2D lattice (kl = 2pi/λl). (c) Typical momentum
distribution obtained after the band-mapping sequence, measured after 10 ms of time-of-flight.
also appendix C). A subsequent band mapping allows us to determine the populations
in different Bloch bands by counting the corresponding atom numbers. The colors in
Fig. 6.5 illustrate the connection between the long-lattice Brillouin zones and the corre-
sponding lattice sites. The evolutions Nodd;L(t) and Neven;L(t) (Nodd;R(t) and Neven;R(t))
are used to evaluate the amplitude of the currents in the left (right) leg of the ladders
and nodd;µ(t) = Nodd;µ(t)/(Neven;µ(t) + Nodd;µ(t)) with µ = L, R.
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6.2.2 Relation between currents and oscillations in isolated double wells
After the ground state wavefunction has been projected into the isolated double wells
along the y direction, there is a subsequent even-odd population oscillation in each
double well, which depends on the coefficients of the projected wavefunction. Let us
assume that the wavefunction can be written as |ψ〉 = ∑` c`;L aˆ†`;L |0〉 + c`;R aˆ†`;R |0〉, and
let us consider the evolution on a single double well located between the sites ` and
`+ 1 on the left leg of the ladder. Directly after the projection, the wavefunction on that
double well is |ψ〉`;L = c`;L aˆ†`;L |0〉+ c`+1;L aˆ†`+1;L |0〉. The dynamics on each double well
is governed by the Hamiltonian
HˆDW = −JDW aˆ†`;L aˆ`+1;L + h.c., (6.4)
where JDW is the coupling between the even and odd wells. From there one can calculate
the time evolution of the populations in the double wells
|c`;L|2(t) = 12 [1+ {|c`;L|
2 − |c`+1;L|2}cos(2JDW t/h¯)− 2 Im(c∗`;Lc∗`+1;L)sin(2JDW t/h¯)].
(6.5)
The first term is proportional to the initial population imbalance. The amplitude of the












This is valid only because the Hamiltonian elements H`→`+1;µ of the flux ladder are real
and equal to J. It is important to remark here that we are considering the current that
corresponds to the ground state of the flux ladder, and therefore to calculate it, one has
to use the Hamiltonian terms of the flux ladder and not the ones after the projection. A
second important point is that if one performed this measurements with a Hamiltonian
in the theoretical gauge described in the previous chapter, then the Hamiltonian element
H`→`+1;L would be Je
ipi/4 and therefore the oscillation amplitude 2 Im(c∗`;Lc
∗
`+1;L) would
not be proportional to the current.
In the experiment, we do not have the possibility of measuring the time evolution on
each individual double well, but rather the average quantities neven;µ(t) = ∑` |c2`;µ|2(t)
and nodd;µ(t) = ∑` |c2`+1;µ|2(t), which are the even and odd average oscillation ampli-




[1+ {neven;L − nodd;L}cos(2JDW t/h¯)− jLJdy/h¯sin(2JDW t/h¯)], (6.7)
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with neven/odd;L = neven/odd;L(t = 0) and jL = N−1leg ∑` j
y
2`;L is the average current on
the left leg of the ladder and where an equivalent expression is valid for the right leg.
To obtain Eq. 6.7, only the double wells in which the wavefunction is projected were
considered, i.e. every other bond along the y direction, as shown in Fig. 6.4. This
explains why only the even terms appear in the definition of jL.
In order to extract the average current jµ one could look at the amplitude of neven;µ(t)
at the specific times t = pih¯/(2JDW), for which cos(2JDW t/h¯) is zero and sin(2JDW t/h¯)
is one [214]. This approach is difficult to follow in the experiment because during the
projection time, which is very short but finite, there could be some time evolution that
introduces some complication in the determination of the time t = 0.
A numerical calculation of the quantity neven;µ − nodd;µ for our experimental param-
eters predicts that this quantity is zero for the range of the ratio K/J and flux used in
the experiment. The vanishing of neven;µ − nodd;µ is due to the fact that it is an aver-
aged quantity over the different bonds along the legs, and therefore it averages out (the
wavefunction density is periodic along the legs and it does not favor any specific site).







which means that the oscillation amplitude is proportional to the average current.
It will be shown in the next section that due to experimental imperfections in the
system, the averaged population imbalance neven;µ − nodd;µ is very small but it does not
fully average out. This means that for small currents jµ, the time evolution of neven;µ(t)
will be more strongly affected by the population imbalance and its phase and amplitude
will be modified. However, if one assumes that the wavefunction density is the same
on both legs, i.e. neven/odd;L = neven/odd;R, which is a reasonable assumption considering
that the symmetric superposition solutions (Eq. 5.17) for the ground state of the flux
ladder exhibit that symmetry, then one can calculate the chiral current by
neven;L(t)− neven;R(t) = 12 [
jR
Jdy/h¯





where the population imbalance terms cancel with each other. Therefore, by subtracting
the oscillations on the left and right legs, one obtains an oscillation whose amplitude is
proportional to the chiral current jC, where here the chiral current runs only over the
projected double wells. A numerical calculation shows that for the parameters used in
our experiment, the difference between averaging over all the bonds and averaging over
every other bond is negligible. There is a regime at which the periodicity of the vortex
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structure is on the order of a single bond, and therefore in that case the chiral current
averaged over every other bond would depend on which bonds would be taken for the
projection. However, that regime is not accessed in our experiment.
6.3 Measurements of chiral Meissner currents
6.3.1 Rabi oscillations in double wells
Using the experimental sequence described in section 6.2.1, the system was prepared in
the ground state of the flux ladder with K/J = 330(20)Hz/150(10)Hz = 2.2(1), which
corresponds to the Meissner phase, and then by projecting into isolated double wells,
the corresponding even-odd time evolution of nodd;µ was measured. The results are
presented in Fig. 6.6a. The first thing to note is that both oscillations are out of phase
by pi, which indicates two things. The first one is that the current flows in opposite
directions along the legs of the ladder, indicating a non-zero chiral current, which is
expected from the theory calculations as shown in Fig. 5.9b. The second point is that
the fact that they are within the experimental error out of phase by pi indicates that
neven;µ − nodd;µ  jµ and therefore the oscillations are dominated by the current term.
Figure 6.6b shows the time evolution of nodd;µ when the flux is reversed to −pi/2. In
that case, the phases of nodd;L and nodd;R are also reversed. This demonstrates that the
flux ladder exhibits a chiral edge current in the ground state whose chirality is reversed































Figure 6.6: Time evolution of the population fractions nodd;L (dark blue) and nodd;R (light blue)
for K/J = 2.2(1) and for the fluxes φ = pi/2 (a) and φ = −pi/2 (b). When the flux is +pi/2
(−pi/2) the edge current flows counterclockwise (clockwise). The small initial phase offsets of
nodd;µ are caused by the finite projection time. Each experimental point is an average over three
measured values and the error bars depict the corresponding standard deviations. The solid
lines are sinusoidal fits to the experimental data, where the frequency was fixed to the calibrated
double well coupling 2JDW/h = 0.99(7) kHz.
The presence of chiral currents in the ladder is only due to the artificial magnetic
field. The ground state wavefunction of a ladder without flux is homogeneous through










































Figure 6.7: Experimental sequence and results for the ladder without flux. (a) Experimental
sequence for the ground state preparation and projection into double wells used for the lad-
der without flux. In this sequence, the running-wave beams were not used, and there was no
left-right energy tilt. (b) Schematic of the ladder without flux together with the experimental
results. Each experimental point is an average over three experimental measurements and the
error bars indicate the corresponding standard deviations. The solid lines are sinusoidal fits to
the experimental data, where the frequency was fixed to the calibrated double well coupling
2JDW/h = 0.99(7) kHz.
the ladder and no chiral currents are present. In order to confirm this, the currents for a
ladder without flux were also measured. The experimental sequence used was the same
as for the flux ladder, but with ∆ = 0, Vx = 11.0(3)Ers and without running-wave beams.
The resulting ladders had a bare coupling along the rungs of Jx/h = 250(10)Hz, and
the total flux was zero due to the absence of the Peierls phases in the hopping terms.
The projection sequence into isolated double wells in this case differed from the one
described in 6.2.1 in that Vx was ramped to 20Ers instead of 10Ers to prevent left-right
tunneling (see Fig.6.7a). The results are displayed in Fig. 6.7b, where one can see that
the oscillation amplitude is negligible within the experimental error. Moreover, there are
no out of phase oscillations which would be present for a system with non-zero chiral
current.
The lifetime of the currents in the flux ladder can be obtained by measuring the
amplitude of the chiral currents as a function of a holding time, which is directly be-
fore the projection into isolated double wells. The experimental results are shown in
Fig. 6.8, where the measurements were performed for K/J = 2.1(1), and the amplitude
of the chiral current was extracted from the individual oscillations nodd;L and nodd;R as
described in Eq. 6.9. Fitting an exponential decay to the data results in a lifetime of
39(7) ms. The two main mechanisms leading to the damping of the measured oscilla-


















Figure 6.8: Measured chiral current amplitude for K/J = 2.1(1) as a function of a holding time
before projecting into double wells. The data points were evaluated through jC = jL − jR ∝
|IL − ei∆ϕ IR|, where Iµ are the amplitudes of the oscillations nodd;µ and ∆ϕ their relative phase.
All data points were extracted from two individual measurements of nodd;L and nodd;R, where
we averaged the two independently fitted amplitudes Iµ and calculated the resulting standard
deviations to obtain the error bars. The solid line is a fit of an exponential decay to the data,
which gives a lifetime of 39(7) ms.
tions are most likely heating caused by the running-wave beams and decoherence or
inhomogeneous dephasing between the individual ladders relative to each other, as the
measured amplitude is averaged over the entire system.
6.3.2 Results of the measurements of the chiral Meissner currents
In order to probe the phase diagram shown in Fig. 5.9, we studied the change of the
chiral current amplitude when increasing the ratio K/J for a constant flux φ = pi/2.
On each leg of the ladder, we measured nodd;µ(t) and fitted its amplitude Iµ and phase
ϕµ for different values of K and constant J. As explained in section 6.2.2, to extract the
chiral current, we made use of the left-right symmetry of the wavefunction density, i.e.
neven/odd;L(0) = neven/odd;R(0), from which we obtain jC = jL − jR ∝ |IL − ei∆ϕ IR|, with
∆ϕ = ϕL − ϕR. As shown in Fig. 6.9a, in the vortex phase, the chiral current increases
when increasing K/J up to the critical point (K/J)c =
√
2 at which the system enters the
Meissner phase indicated by a saturation of the chiral current. For a comparison with
theory, we fitted the theoretically predicted behavior with amplitude and offset as free fit
parameters and find good agreement between theory and experiment. The amplitude
of the chiral current was found to be 14% of the theoretically expected value. Some
possible reasons for this reduction in amplitude are the inhomogeneities in the system,
imperfect projection of the ladder ground state into the double wells, interactions in the
system, heating produced by the running-wave beams, and also the presence of tubes
in the transverse (z) direction where there is a very weak lattice.
In Figure 6.9b we plot the phase differences ∆ϕ for the different values of K/J. There







































Figure 6.9: Chiral current as a function of K/J. (a) Average chiral current jC obtained from
sinusoidal fits to the individual oscillations of nodd;µ(t) for different values of K/J. The darker
(lighter) area indicates the vortex (Meissner) phase. The solid green line is a theory curve fitted
to the experimental data, which was calculated using the Hamiltonian of Eq. 6.2. The fitted
amplitude and offset were 0.14(1) and 0.001(2) respectively. The gray point was measured in a
ladder with φ = 0 where the chiral current is zero. The two insets above show the average of
three individual oscillations for K/J = 0.52(7) (i) and for K/J = 2.2(1) (ii). (b) Phase difference
∆ϕ between the oscillations nodd;L(t) and nodd;R(t) for different values of K/J. We observe that
∆ϕ ≈ pi for K/J > 1 and decreases when K/J . 1. All data points were extracted from three
individual measurements of nodd;µ(t). For the chiral current, the data points were evaluated
through |IL − ei∆ϕ IR|, where we averaged the three independently fitted amplitudes Iµ and cal-
culated the resulting standard deviations. For the phase measurements, we fitted the phase of
the average of the three independent oscillations and from the errors of the fits we determined
the error bars.
one can observe that when K/J > 1, the value of ∆ϕ is close to pi. This is to be expected,
as explained in Eqs. 6.8 and 6.9, when the averaged initial population imbalance on
neighboring sites on the double wells is negligible and a chiral current is present in the
system. For values of K/J < 1, we find that ∆ϕ decreases, most likely due to the fact
that the smaller and smaller leg currents for decreasing K/J lead to a larger effect of any
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Figure 6.10: Fraction of atoms in the right leg of the ladders for the current measurements shown
in Fig. 6.9. All data points are an average over three independent measurements, in which the
atom fraction was averaged over the entire evolution and the error bars indicate the standard
deviations. The inset shows the time evolution after the projection into the double wells for
K/J = 2.2(1), corresponding to the measurements shown in Fig. 6.6a. Each point is an average
over three individual measurements and the errors are the corresponding standard deviations.
initial population imbalance on the phase of the double well oscillations (see Eqs. 6.8
and 6.9).
In the previous chapter it was mentioned that the ground state in the vortex phase
is degenerate and that the distribution of currents on the bonds of the ladder depends
on the particular populated state. As it was shown in Fig. 5.10, the ground state
∣∣qK/J〉
(
∣∣−qK/J〉) has more population on the right (left) leg of the ladder, and therefore if in the
experiment only one of the states is populated, then the left-right leg population will not
be balanced. The site-resolved detection technique, which is used to determine the atom
number on the different sites of the plaquettes, allows for a simultaneous measurement
of currents as well as atom populations on the left and right legs of the ladders. Fig-
ure 6.10 shows the fraction of atoms on the right leg for the current measurements of
Fig. 6.9a, proving that the number of atoms is the same on both legs after the prepara-
tion of the final state, which started with all atoms initially in the left leg. In addition, no
changes in the left-right distribution were observed during the oscillations in the dou-
ble wells, which is expected since both legs are essentially decoupled during this time.
These results indicate that the experiment equally populates both ground states, either
in a coherent superposition state of the form
∣∣qK/J〉+ eiθ ∣∣−qK/J〉, or in a way such that
half of the ladders are in the
∣∣qK/J〉 state and the other half in the − ∣∣qK/J〉 state. The
state preparation, which is symmetric on all the ladders, should favor the population of
the superposition state.
In Figure 6.9a the results of the chiral current measurements are shown, which are
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Figure 6.11: Measured oscillation amplitudes Iµ on the left (dark blue) and right (light blue)
legs of the ladder. Each data point is an average over three individual measurements. The error
bars denote the standard deviation of the individual measurements. The solid line is the fit of
the theoretically calculated chiral current amplitude (divided by two) to our data from Fig. 6.9
of the main text. The experimental amplitudes are ∼ 14% of the predicted ones for a single
non-interacting ladder.
obtained from the individual oscillations nodd;µ. The corresponding amplitudes Iµ of
nodd;µ are displayed in Fig. 6.11, where one can see that typically IL > IR. One possible
reason could be that since the particles on the right leg are transferred to a higher band
along the x direction during the detection technique, an imperfection in the transfer
could produce some left-right asymmetry. Another possible reason is the eventual pres-
ence of a one-directional current in the ladder flowing downwards on both legs of the
ladder. Such a current would then enhance the current on the left leg and decrease it on
the right one. By writing jL = j0L + jdir and jR = j
0
R − jdir one can estimate from the ex-
perimental data the amplitude of a possible one-directional current jdir. This calculation
yields a value smaller than 20% of the maximum measured oscillation amplitude. The
presence of that current would not affect the chiral current, because for the chiral cur-
rent, the difference between the current on the left and right legs is calculated, canceling
any one-directional current.
When preparing the experimental sequence, we noted that when the weak lattice
along the z direction was removed, i.e. Vz = 0 Erz, then the currents in the ladder
without flux were not zero, but there was an in phase oscillation of nodd;L and nodd;R
whose amplitude depended on the holding time before projecting into isolated double
wells (see Fig. 6.12). This current was produced by a small sloshing of the entire atomic
cloud in the trap with lattice, and depending to the holding time, it resulted in a zero,
positive or negative current, but it never yielded an out of phase oscillation and therefore
no chiral current was present. The presence of the weak lattice along z helped to hold the
atomic cloud and extinguish the one directional currents as shown in Fig. 6.7; therefore,
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Figure 6.12: Measured oscillation amplitudes Iµ and phases ϕµ on the left (dark blue) and right
(light blue) legs of the ladders without flux and without transverse lattice along z as a function
of a holding time before the projection into isolated double wells. The amplitudes Iµ oscillate
in phase because of a sloshing of the entire atomic cloud in the trap with a lattice. Similarly,
the phases ϕµ change from positive to negative whenever the atomic cloud changes its direction
of movement. When the weak lattice of Vz = 5 Erz was present, the oscillation amplitudes Iµ
were zero, indicating that there was no one-directional current in the ladder. Each data point
corresponds to the amplitude of a single oscillation, and the error bars depict the errors of the
fits.
the weak lattice along z was kept on during the experimental sequence used for the
measurements of the chiral currents in the flux ladders.
6.3.3 Calibration of laser-assisted tunneling
The calibration of the value of the effective couplings K and J as a function of the
running-wave beam amplitude V0k was done as follows. For the effective coupling K,
we first performed a spectroscopy measurement to determine the value of the tilt ∆,
and then a left-right Rabi oscillation in isolated double well potentials to calibrate the
effective coupling (see Fig. 6.13a). For the spectroscopy measurements, we first loaded
the atoms into a three dimensional lattice configuration consisting of the short lattice
along the y direction with a strength Vy = 30(1) Ers, the lattice along z with Vz =
30(1) Erz and the long lattice along x with Vlx = 30(1) Erl . Then a filtering sequence was
performed which removed all the atoms from the double-occupied lattice sites, leaving
the system with either zero or one atom per lattice site [29, 76, 235, 236]. Next, the short
lattice along x was ramped up in 2 ms to Vx = 5.0(2) Ers, splitting the sites into double
well potentials with a tilt ∆. At this point in the sequence, each isolated double well
had a single atom loaded on the left well. Once in this configuration, the short lattice
was quickly decreased in 0.1 ms to the final value of Vx = 3.2(1) Ers and the running
wave beams were instantly ramped up to V0k and kept in this configuration for a holding
time τ = 600 µs. By measuring the atom fraction nright transferred to the right well as
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Figure 6.13: Experimental sequence for the calibration of K. (a) Experimental sequence used
for the spectroscopy/Rabi oscillation measurements. (b) Atom fraction transferred to the right
well as a function of the frequency of the running-wave beams as measured in the spectroscopy
sequence. For these measurements, the sequence shown in (a) was used, where the holding time
was fixed to τ = 600 µs and the frequency ω was varied. (c) Atom fraction transferred to the
right well as a function of the holding time for the fixed resonant frequency h¯ω = ∆. In this
case, the resonant frequency obtained in (b) was used and the holding time τ was varied.
a function of the frequency, we were able to determine the resonant frequency at which
h¯ω = ∆ (see Fig. 6.13b). The measured value of the tilt was typically ∆/h ∼ 5.6 kHz.
The right atom fraction was measured by transferring the atoms on the right to a higher
band along x and then applying a subsequent band-mapping technique (see end of
section 6.2.1).
To calibrate the value of K, exactly the same sequence as described above was used,
but instead of changing the frequency and fixing the holding time τ, we chose the
resonant driving frequency h¯ω = ∆ and measured the atom fraction nright transferred
to the right well as a function of the holding time (see Fig. 6.13c). The frequency of the
left-right Rabi oscillation is equal to twice the strength of the laser-induced coupling. By
repeating this measurement for different amplitudes V0k of the running-wave beams and
fitting the oscillation frequency, the calibration curve shown in Fig. 6.14 was obtained.
For a typical value of V0k = 4.1(2) ErK, with ErK = h
2/(2mλ2K), λK = 2λs, we obtain an
effective coupling K/h = 310(20)Hz.
From Eq. 6.3 one can see that J ≈ Jy, and that the deviation is larger for larger driving
amplitudes V0k . Since along the y direction there is only a single short lattice, one cannot
easily calibrate J in the same way as it was done for K. However, one can estimate the
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Figure 6.14: Calibration of laser-assisted tunneling K. For each value of V0k the frequency of
the left-right Rabi oscillation was fitted. The error bars are the errors of the fitted frequencies.
The solid line is a fit to the data of a Bessel function of the first kind J1(x) (see Eq. 6.3). For
each measured point we first performed a spectroscopy measurement to determine the resonant
frequency at which h¯ω = ∆, which was typically around 5.6 kHz. The calculated bare tunneling
in the double wells was Jx/h = 2.2(2) kHz.
relative deviation of J with respect to Jy. In order to do this, the experimental sequence
shown in Fig. 6.15a was used. First the atoms were loaded into a three dimensional
lattice with Vx = 30(1) Ers, Vz = 30(1) Erz and Vly = 18.0(7) Erl and then a filtering
sequence to remove double occupancies was performed. Next, by ramping the short
lattice along y to Vy = 20.0(7) Ers in 20 ms, each single lattice site was split into double
wells along y, where an initial tilt ∆y along that direction was used to load all the
atoms into the left well. Subsequently, the energy tilt ∆y was set to zero in 20 ms and
directly after this, the short lattice was ramped down in 0.1 ms to Vy = 7 Ers and the
atoms where held in this configuration during a holding time τ. During this time, the
running-wave beams were on with a frequency ω/h = 5.6(4) kHz, which was the typical
frequency used for all the chiral current measurements, and the atoms underwent left-
right Rabi oscillations. As above, the frequency of the oscillation is twice the effective
coupling. Therefore, by repeating this sequence for different values of V0k and fitting
the oscillation frequency, we were able to extract the ratio Jdw(V0k )/Jdw(0) and then
obtain the calibrated curve through J(V0k ) = Jy ∗ Jdw(V0k )/Jdw(0), where Jdw(V0k ) is the
measured coupling in the double well and Jy is the bare coupling along y in the flux
ladder system (see Fig. 6.15b).











































Figure 6.15: Experimental sequence for the calibration of J. (a) Experimental sequence used
for the Rabi oscillation measurements. (b) Calibration of coupling J. For each value of V0k , the
frequency of the Rabi oscillation was fitted. Each point was obtained from a single oscillation
and the error bars are the errors of the fitted frequencies. The solid line is a fit to the data of a
Bessel function of the first kind J0(x) (see Eq. 6.3). Inset: Rabi oscillation for the running-wave
amplitude V0k /h = 4.0(3) kHz. The solid line is a damped sinusoidal fit to the data. The typical
decay constant of the oscillations was 3 ms.
6.3.4 Interaction energy
The physics of the Meissner-like effect in bosonic flux ladders described in the previous
chapter is a single-particle effect, in the sense that any kind of interparticle interaction is
neglected. Therefore, in the experiment, the interactions have to be as small as possible
to be in the non-interacting regime. One possibility could be to use Feschbach reso-
nances to fully suppress the interactions, but unfortunately, that is not easily available
for the atomic species used in our experiment (87Rb). Another possibility is to deconfine
the wavefunction as much as possible along the z direction, such that the particles are
less likely to interact. In the experiment we followed this approach by using a weak
lattice along the z direction (more ideally, one could simply put a weak harmonic con-
finement along the z direction instead of a weak lattice, but as it will be explained in
Fig. 6.12, it was not experimentally convenient in our setup). In the mean field approxi-
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where ψ(x) is the wavefunction corresponding to a single lattice site of the three-
dimensional lattice, m is the mass of 87Rb and a is the scattering length. The inter-
action energy can be numerically calculated for an infinite three-dimensional lattice by
replacing ψ(x) with the product of the Wannier functions along the three directions, i.e.
ψ(x) = wx(x) ∗wy(y) ∗wz(z). For the lattice parameters of the ladder (see next section),
this gives a total interaction energy of 1.06(5) kHz.
One can then estimate the interaction energy per single lattice site of the ladder,
where by single site of the ladder we mean a site of the ladder together with all the sites
that lie in the same line along the z direction. A complete Thomas-Fermi numerical cal-
culation including the total number of particles (N = 5× 105), the trapping frequencies
along x, y and z (ωx = ωy ≈ 2pi ∗ 25 Hz, ωz ≈ 2pi ∗ 40 Hz) and the interaction energy per
lattice site 1.06(5) kHz yields a value of U2D/h = 50 Hz for the interaction energy in the
flux ladder. This results in a ratio U2D/J = 50 Hz/150 Hz = 1/3. In addition, owing to
the large particle number per single site tube, one can conclude that the system should
remain in the weakly interacting regime for the parameters used in the experiment. This
calculation also gives an effective system size of 35 lattice sites along z and 40 lattice sites
along x and y.
6.4 Measurements of the momentum distribution after free ex-
pansion
In a second series of measurements, we investigated the momentum distribution along
the y direction of the flux ladder system after time-of-flight expansion as a function of
K/J. In section 5.2.4, it was shown that in the experimentally realized gauge, each quasi-
momentum q has two real momentum components in the first Brillouin zone located at
ky = q±pi/(4dy) [228]. Therefore, for the Meissner phase where the lowest energy band
has a single ground state at q = 0, the momentum peaks are located at ky = ±pi/(4dy).
In the vortex phase, the energy band has two ground states at ± qK/J that depend on
the ratio K/J, and correspondingly four momentum peaks at ky = qK/J ± pi/(4dy) and
ky = −qK/J ± pi/(4dy) are expected (see Fig. 5.11 and Fig. 6.16). When K/J  (K/J)c ,
the two outer peaks at ky = ± qK/J ± pi/(4dy) vanish and the two inner peaks converge
to ky = 0.
In order to study the momentum distribution behavior, the same experimental se-
quence as for measuring the chiral currents was used, but instead of projecting into
isolated double wells along y, the atoms were directly released from the trap and the
momentum distribution after time-of-flight was determined. As displayed in Fig. 6.16b,
for the Meissner phase, we observe the two expected peaks, but in the vortex phase we
only observe the two inner peaks and cannot resolve the position of the outer peaks. The
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Figure 6.16: Measured and expected momentum distribution after time-of-flight expansion. (a)
Band structure and corresponding position of the momentum peaks along the y direction as
a function of the ratio K/J. (b) Time-of-flight images of the momentum distribution and (c)
theoretically calculated momentum distributions for K/J = 0.00(1) (left), 1.28(5) (center) and
2.1(1) (right). Along the x direction a simple Gaussian was assumed.
reason for this is that close to the critical point, the two peaks at ky = ± qK/J + pi/(4dy)
(and at ky = ± qK/J − pi/(4dy)) are too close to each other, and the band flatness com-
bined with the finite temperature do not allow to resolve the two peaks. On the other
hand, for K/J  (K/J)c , where one could expect to resolve them, the peaks are well
separated but the outer peaks vanish. In our experiment, we also observe interference
effects along the horizontal direction, which are caused by a residual coherence between
individual ladders (see last paragraph of this section).
For the analysis of the momentum distributions, we therefore fitted the position
of the two inner peaks and measured their relative distance as a function of K/J. In
the analysis, we first selected two boxes around the two peaks at the center (shown in
Fig. 6.16b) and integrated the signal along the horizontal direction for each box inde-
pendently. Then we fitted a Gaussian function to each of the two integrated signals and
extracted the two peak positions ky1 and ky2 and the widths σ1 and σ2. We discarded




2 > 0.4ky, for which the peak identification
was not reliable anymore, and then calculated the peak separations ky1 − kk2. As can
be seen in Fig. 6.17, we obtain a reasonable agreement with the theoretically calculated
peak separation, displaying an increasing peak separation in the vortex phase and a
saturated separation in the Meissner phase.
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Figure 6.17: Relative position of the momentum peaks. Experimental peak separation between
inner peaks as a function of K/J fitted from the time-of-flight images. Each point corresponds to
an average of 5-40 individual measurements and the error bars are the standard deviations. The
solid line is the theoretically calculated peak separation, where there is no free parameter. The
light green shaded area shows the peak separation calculated for a system with a density of 25
particles per single site of the ladder and for a temperature range from 10nK to 30nK. The inset
shows the expected momentum distribution along y as a function of K/J, and the black circles
highlight the measured peak separation.
The small reduction in amplitude can be explained by considering the finite tem-
perature of the system, which slightly reduces the separation of the momentum peaks.
There is a two-fold reason for the reduction in the separation due to finite tempera-
ture: Non-zero temperature implies population of a fraction of the energy band, which
means that, due to our experimental gauge, the maximum of the peaks are shifted closer
to each other (see caption in Fig. 6.18). The second reason is that the peaks get broader
and are then more strongly affected by the Wannier envelope in the time-of-flight ex-
pansion, which also shifts the peaks to a closer position (see caption in Fig. 6.19). To
quantitatively estimate the peak separation for the flux ladder with finite temperature,
we considered a ladder system with a density of 25 particles per single site of the lad-
der, and using a Bose-Einstein distribution, we calculated the occupation fraction of
the different quasimomentum states and the corresponding momentum distribution for
temperatures between 10 nK and 30 nK. The results are illustrated by the shaded green
area in Fig. 6.17, where the effect of the Wannier envelope was also included in the
calculation.


















































Figure 6.18: Finite temperature effect on the peak separation. When the quasimomentum q = 0
is populated there are two equally strong real momentum components at k = ±pi/(4dy) in the
first Brillouin zone. For q 6= 0 the two real momentum peaks are at ky = q ± pi/(4dy), but
they have different weights, given by |αq|2 and |βq|2 (see Eq. 5.20). For q < 0, |αq| > |βq| and
therefore the peak at k = q + pi/(4dy) is stronger than the one at k = q− pi/(4dy). The opposite
occurs for q > 0. For a finite temperature, the system populates a fraction of the band, and due
to this asymmetry in the weights of the peaks, when adding up all the contributions, the peak
separation is reduced.













Figure 6.19: Effect of the Wannier envelope on the measured peak separation. In the time-of
flight expansion, the momentum distribution of the wavefunction in the ladder is multiplied
by the Wannier envelope that corresponds to the lattice configuration used in the experiment
(see [18, 237] and appendix A). If the width of the momentum peaks is comparable to the one
of the Wannier envelope, then the peaks are shifted closer to each other. This effect is present in
our experiment, where due to the finite temperature of the system, the average experimentally
measured width of the momentum peaks is σ ∼ 0.32ky (see Fig. 6.20), which is comparable to
the measured width of the Wannier envelope σW ∼ 0.5ky.
In Figure 6.20, the measured width σ of the peaks as a function of K/J is shown. We
observed that it increases with K/J and has a maximum value near the critical point. We
attribute this to the presence of the outer peaks at ky = ±qK/J±pi/(4dy) that have a non-
negligible weight near the critical point. Additionally, the energy band becomes very
flat near (K/J)c, which combined with the finite temperature of the system, increases
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Figure 6.20: Width of the momentum peaks after time-of-flight expansion for the measurements
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Figure 6.21: Residual interference effects along the horizontal direction. A numerical calculation
of the momentum distribution (right image) due to the interference between the ground states of
the two types of ladder realizations in the system qualitatively explains the interference effects
observed along the horizontal direction (left image).
the width of the peaks.
The interference effects along the horizontal direction seen in the experimental im-
ages can be explained by considering a residual coherence between the individual lad-
ders after the state preparation. As one can see in Figure 6.2a, two types of ladders exist
which only differ by a global phase factor of pi for the coupling along the rungs. Due to
the residual coherence after the state preparation, these two types of ladders interfere,
yielding the peak structure seen in the experiment (see Fig. 6.21).
6.5 Conclusion
The experimental results presented here mark the first demonstration of a low-dimen-
sional Meissner-like effect and the first observation of chiral Meissner edge currents
for a bosonic lattice superfluid. This work also demonstrates a very efficient way to
implement one type of spin-orbit coupling in one-dimensional ultracold quantum gases.
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In future works, it would be intriguing to use the recently developed high resolution
imaging [4, 5] to measure the lattice currents in a spatially resolved way. This would
enable one to not only directly detect the vortices in the flux ladders, but also measure
their full current statistics [214]. Measuring the edge currents precisely would also
open intriguing avenues for exploring their connection to the edge states of an integer
quantum Hall insulator [228]. Furthermore, one could also hope to realize new many-
body phenomena in the strongly interacting limit of a Mott insulator [20, 23], where
the existence of chiral Mott insulators [238, 239] and a spin-Meissner effect for two-
component systems have been predicted [211]. Detecting the quantum fluctuations [240]
of a chiral Mott insulator would enable one to directly probe the chiral currents in this
topologically highly non-trivial insulating phase.
Chapter 7
Resonating valence bond states in
plaquettes
In this chapter, we discuss the realization of minimum instances of a Resonating
Valence Bond state (RVB) in four-well plaquettes. In the first part, the concept of RVB
states is reviewed, first within the context of chemical bonds and then in the context
of condensed matter as candidates for explaining high Tc superconductivity. Then
the spin model for atoms in plaquettes with dominating interactions is described as
well as the spin Hamiltonian and its physics. Finally, the experimental results on the
measurement of RVB states in plaquettes are given.
7.1 Introduction to resonating valence bond states
7.1.1 Quantum resonances in chemistry
In his theory of chemical bonds, L. Pauling [73, 241] developed a method to explain
the chemical structure and properties of certain organic molecules. In that theory he
introduced the concept of quantum resonance: a quantum superposition of resonant
structures with different arrangements of the quantum bonds. Benzene (C6H6) is a
particular molecular structure whose bond configuration is explained by this theory. It
consists of six C atoms forming a hexagonal pattern on the xy-plane, each of them in
turn connected to a H atom, as illustrated in Fig. 7.1. The electronic configurations of
C and H are 1S22S22P1x2P1y and 1S1, respectively. Therefore, the H atoms can share their
valence electron, and the C atom has to join to three other atoms, resulting three sp2
orbitals due to hybridization. The two more likely configurations that can be formed
are displayed in Fig. 7.1. Each of them consists of one C atom forming two σ and one Π
bonds with another two C atoms, and one σ bond with one H atom.
The shared electrons that form the valence bonds are in a singlet configuration,
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Figure 7.1: Benzene molecule. The two bond configurations of the molecule are illustrated,
which differ in a rotation by 60◦. The σ bonds CH are formed by the orbitals 1S and SP2, the σ
bonds CC by two SP2 orbitals and the Π bonds CC by two Pz orbitals. Independently, none of the
structures can explain the chemical properties of benzene; however, the quantum superposition
of them does.
meaning that their spin wavefunction is described as
|ψ〉 = 1√
2
(|↑〉1 ⊗ |↓〉2 − |↓〉1 ⊗ |↑〉2), (7.1)
where the subindexes indicate the particle number.
The chemical properties of benzene cannot be explained by the two independent
configurations, and since they only differ by a rotation of 60◦, there is no reason for the
system to choose one or the other configuration. The solution given by the resonance
theory is that the benzene is in a quantum superposition of the states that correspond




(|ψ〉Con f 1 + |ψ〉Con f 2), (7.2)
where |ψ〉Con f 1/2 are the wavefunctions of the configurations 1/2, and |ψ〉Benzene is the
wavefunction of the benzene. Therefore, the singlet electronic configurations on the
bonds are “resonating” between the two configurations.
7.1.2 RVB states in condensed matter
The Heisenberg Hamiltonian is used to describe a system of N particles that are site
localized in a lattice and that interact via spin-spin interactions, through which the
energy associated with them depends on whether they point in the same or in opposite
directions. The explicit form of the Hamiltonian of the Heisenberg antiferromagnet is
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Figure 7.2: Competing mechanism in the Heisenberg antiferromagnet model for different ge-
ometries. (a) Spins on a one-dimensional chain with Néel ordering (top) and singlet covering
(bottom). In this case, the Néel ordering is not energetically favored. (b) Frustration in a trian-
gular lattice. In order to minimize the energy the system tends to put neighboring spin with
antiparallel orientation. For the triangular lattice this cannot be satisfied for every pair of neigh-
boring spins, and the system is frustrated.
Hˆ = J ∑
〈i,j〉
~Si · ~Sj, (7.3)
where ~Si denotes the spin operator on the site i, J > 0 is the coupling constant and
〈i, j〉 are pairs of next neighbor sites. The ground state properties of this Hamiltonian
are not well understood except in the one-dimensional case, where the exact solution
is available, which is the so called Bethe ansatz [242]. For higher dimensions, different
mechanisms compete, and the solution depends also on the particular geometry of the
system. To understand this, let us consider the Heisenberg model for a one-dimensional
chain with S = 1/2. For a Néel state, where all the spins on even sites are up and the
ones on odd sites are down, the energy per site is given by −J/4 (see Fig. 7.2a). On
the other hand, for a state consisting of an array of singlet dimers consecutively ordered
on the chain, the total energy per site is −3J/8. According to this, the Néel state is not
energetically favored in the one-dimensional chain. For higher dimensions, this is not
always true, and the Néel state is sometimes favored. Consider for example the case of
a three-dimensional lattice. In this case, the energy per site of the Néel state is −3J/4,
while the array of dimers forming singlet bonds still has the same energy per site −3J/8,
and therefore it is not favored. However, for the case of two-dimensional lattices, the
energies per site are −J/2 and −3J/8, respectively, for the Néel state and the array of
dimers. Since these energies are comparable, the two states compete. In 1973, Ander-
son [74] studied the Heisenberg model in a two-dimensional triangular lattice with spin
s = 1/2. This system has the particularity that a perfect Néel state with opposite spins
on neighboring sites cannot exist due to the lattice geometry (see Fig. 7.2b), and the sys-
tem is frustrated, meaning that there are different ways of setting the spin orientations
on the sites in order to minimize the energy. Anderson proposed a certain type of states
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Figure 7.3: Resonating valence bond states in a two-dimensional crystal. RVB states are created
by a superposition of many lattice coverings as the ones shown here. Each covering consists of
a lattice with exactly one spin one-half particle per site, being each particle paired with exactly
a second particle, forming a singlet state. The bonds can be formed not only between next
neighbor particles, but also by particles located on any pair of sites.
called Resonating Valence Bond (RVB) states as candidates for the ground state of the
triangular lattice. RVB states are defined as a superposition of many singlet coverings
|ψα〉 on a lattice (see Fig. 7.3)
|ψRVB〉 =∑
α
cα |ψα〉 , (7.4)
where each singlet covering is defined as the product state of singlet states, i.e.
|ψα〉 = |sα1,α2〉 ⊗ |sα3,α4〉 ⊗ .....⊗ |sα(N−1),αN〉, (7.5)
with
∣∣si,j〉 = (|↑, ↓〉 − |↓, ↑〉)/√2 denoting a singlet state created by the spins on the
sites i and j, and (α1, ..., αN) being a permutation of the indexes (1, ..., N). Up to now,
besides the one-dimensional chain, there is no known spin Hamiltonian with full SU(2)
spin-rotational symmetry which is known to have a RVB ground state.
The concept of RVB states gained major importance shortly after the discovery of
high-Tc superconductivity by Bednorz and Müller in 1986 [243]. This phenomenon
cannot be explained by the conventional BCS theory [72], and it was suggested by An-
derson [50] that the mechanism leading to superconductivity could originate from the
singlet pairs in the RVB state which become mobile and superconducting under doping.
The idea was that in all the high-Tc superconductors, there is a layered structure made
up of one or more copper-oxygen planes, where superconductivity takes place. Each
of these planes is in a Mott insulator state, where conductivity is inhibited by electron-
electron repulsion and the particles are site localized. In this regime the physics is
purely dictated by the spin degrees of freedom. The Hubbard Hamiltonian for spin
one-half particles in the strongly interacting regime describes well the physics on the
planes. It can be proven (see next section) that at half-filling, this Hamiltonian can be
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mapped onto an antiferromagnetic Heisenberg Hamiltonian, as the one described in
Eq. 7.3. Even though the ground state of the Heisenberg Hamiltonian is not known in
general, it is believed that the ground state is the RVB state under doping [50].
7.2 Spin Hamiltonian with ultracold atoms in optical plaquettes
Let us consider an ultracold gas of bosonic atoms in two internal states loaded into a
two-dimensional superlattice structure whose elementary cell is a plaquette made out of
four wells arranged in a square pattern, as shown in Fig. 7.4. In the regime in which the
tunneling amplitudes between adjacent plaquettes is strongly suppressed, the system
can be regarded as a collection of independent replicas of a single plaquette, the object
of our study. The Hamiltonian describing the system is





σA aˆσB + aˆ
†









+ U/2 [nˆA(nˆA − 1) + nˆB(nˆB − 1) + nˆC(nˆC − 1) + nˆD(nˆD − 1)] , (7.6)
where aˆ†σµ are the creation operators for a particle with spin σ on the site µ, with σ =↑, ↓
and µ = A, B, C, D denoting the sites of the plaquette (see Fig. 7.4), and U is the spin-
independent on-site interaction energy. The hopping terms along the x- and y-directions
are given by J0x ≥ 0 and J0y ≥ 0, respectively.
At half filling and when the on-site interaction U dominates over the tunneling am-
plitudes J0x and J0y between wells in a plaquette, atoms are site localized one per site
and the physics is governed by the remaining four effective 12 -spins, which interact with
their next neighbors via a ferromagnetic Heisenberg interaction of the form J~Si ·~Sj, with
J = −4(J0)2/U and J0 being the bare hopping term connecting the sites i and j [30, 244–
247]. The effective spin- 12 operators are given by
Sxi = (aˆ
†





↑i aˆ↓i − aˆ†↓i aˆ↑i)/2,
Szi = (nˆ↑i − nˆ↓i)/2, (7.7)
and the total plaquette spin Hamiltonian is
Hˆ = Jx
(




~SB · ~SC + ~SD · ~SA
)
, (7.8)
with Jx = −4(J0x)2/U and Jy = −4(J0y)2/U.
To gain insight into the RVB states on a plaquette, it is convenient to write the Heisen-
berg interaction in terms of the swap operator Xˆij = 2~Si ·~Sj + 1/2, a unitary operator






Figure 7.4: Superlattice potential used to create an array of isolated four-site plaquettes. By
choosing the barrier between plaquettes high enough, each plaquette can be considered as an
independent system. On the right, one can see in detail the plaquette potential and the different
lattice sites. In the figure, J0x and J0y denote the bare hopping terms along the horizontal and
vertical directions, respectively.
that exchanges the states of the spins on the sites i and j. The plaquette Hamiltonian
then takes the form:
Hˆ = JxXˆx + JyXˆy, (7.9)
where Xˆx(y) involves exchanges of two spins along an x (y)-bond: Xˆx = (XˆAB + XˆCD)/2,
Xˆy = (XˆAD + XˆBC)/2. The total Hilbert space is spanned by the states |σ1σ2σ3σ4〉, where
σ1 is the spin on the site A, σ2 is the spin on the site B, etc, and where two of the spins
are |↑〉 and two |↓〉. The action of the exchange operators on these states are
Xˆx |σ1σ2σ3σ4〉 = |σ2σ1σ4σ3〉 ,
Xˆy |σ1σ2σ3σ4〉 = |σ4σ3σ2σ1〉 ,
Xˆxy |σ1σ2σ3σ4〉 = |σ3σ4σ1σ2〉 , (7.10)
with Xˆxy = Xˆx + Xˆy the exchange operator along the diagonals.
From now on, we consider solely the subspace of total spin zero, i.e. subspace of
states for which ∑µ=A,..,D ~Sµ |ψ〉 = 0. In this subspace, all spins are part of a singlet state
or valence bond and it is generated by two states which correspond to arrangements in
either vertical | 〉 or horizontal bonds | 〉 (see Fig. 7.5):
| 〉 = (|↑A↓D〉 − |↓A↑D〉)⊗ (|↑B↓C〉 − |↓B↑C〉)
= (|↑↑↓↓〉 − |↑↓↑↓〉 − |↓↑↓↑〉+ |↓↓↑↑〉), (7.11)
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Figure 7.5: Schematics of a single plaquette and energy levels at half filling. (a) Scheme of the
lattice potential in the x, y plane, created by a pair of bichromatic optical lattices. Here Jx and Jy
denote the spin superexchange coupling terms. (b) Energy levels of four atoms on a plaquette
in a Mott insulating state at half filling, with superexchange spin couplings along x (y) denoted
by Jx(Jy). For any ratio Jx/Jy, the highest energy state is a total spin- 12 singlet. In the case of
Jx/Jy = 0, it corresponds to the valence bond state | 〉, whereas for Jx/Jy = 1 it is the s-wave
RVB state |Φ+〉. The other total singlet for Jx = Jy, which is lower in energy, is the d-wave RVB
state |Φ−〉 = | 〉. (c) Symbols used for a singlet bond and for the s-wave and d-wave plaquette
RVB states.
| 〉 = (|↑A↓B〉 − |↓A↑B〉)⊗ (|↑C↓D〉 − |↓C↑D〉)
= (|↑↓↑↓〉 − |↑↓↓↑〉 − |↓↑↑↓〉+ |↓↑↓↑〉). (7.12)
These two states satisfy 〈 | 〉 = 1/2, and therefore they are not orthogonal.
Within this subspace and for identical superexchange couplings Jx = Jy ≡ J, the
Hamiltonian of Eq. 7.9 reduces to Hˆ = JXˆxy. As can directly be seen, this diagonal
exchange is equivalent to a 90-degree rotation of the plaquette and converts the state
| 〉 into | 〉 and vice-versa, giving rise to a resonance. The eigenstates are then the
coherent superpositions (see Fig. 7.5c):
|Φ+〉 = (| 〉+ | 〉)/
√
3,
|Φ−〉 = | 〉 − | 〉. (7.13)
These minimum instances of RVB states exhibit no local magnetic order and cannot
be distinguished from each other by measuring single-site spin observables. However,
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they are distinct with respect to an exchange of two spins along a diagonal: the s-wave
RVB state |Φ+〉 is symmetric, while the d-wave RVB state |Φ−〉 is antisymmetric due to
its singlet structure along the diagonals of the plaquette, |Φ−〉 = | 〉.
7.3 Experimental realization of the spin Hamiltonian in a pla-
quette
7.3.1 Loading in plaquettes at half filling
In order to reproduce the spin Hamiltonian given in Eq. 7.9 and prepare spin states with
two particles with spin |↑〉 and two with |↓〉, the following experimental sequence was
employed:
The experiments began with a quasi-pure Bose-Einstein condensate of about 5 ×
104 87Rb atoms in the Zeeman state |F = 1, mF = −1〉. The atoms were loaded into a
tetragonal optical lattice potential formed by three mutually orthogonal standing waves
with wavelengths λs = 767 nm (short lattices) along x and y, and λz = 844 nm along
z. Two additional standing waves with wavelengths of λl = 1534 nm (long lattices) that
were superimposed with the short lattices [29] along x and y were then used to realize a
three-dimensional periodic potential whose elementary cell is a plaquette (see Fig. 7.4).
The final lattice depths were chosen to access the Mott insulating regime with at most
one atom per lattice site for our total particle number. Due to the fact that imperfections
in the system can appear and there may be some plaquettes that are loaded with less
than four particles, a special filtering sequence (see appendix G) was employed to be
able to extract the signals only from the plaquettes with the right occupation number.
7.3.2 Preparation of the initial state
The initial state used for all the experiments described in this chapter is the singlet state
along the vertical bonds | 〉. To prepare this state, the experimental sequence displayed
in Fig. 7.6 was used. It started with the plaquettes at half filling with all the atoms
in the state |F = 1, mF = 0〉, a state obtained after the filtering sequence explained in
appendix G. First, on each plaquette, the sites along the vertical direction are merged and
a Spin-Changing Collisions (SCC) operation is applied [76]. This process brings atom
pairs originally in the state |F = 1, mF = 0〉 to the triplet state created by the internal
states |F = 1, mF = −1〉 and |F = 1, mF = 1〉. After that, the sites are split along the
vertical direction, creating the triplet state along the vertical bonds
| 〉 = (|↑A↓D〉+ |↓A↑D〉)⊗ (|↑B↓C〉+ |↓B↑C〉)
= (|↑↑↓↓〉+ |↑↓↑↓〉+ |↓↑↓↑〉+ |↓↓↑↑〉). (7.14)




Figure 7.6: Schematics of the preparation of an array of valence bond states | 〉 from a unit-filling
Mott insulator. The gray, brown and yellow balls represent the internal states |F = 1, mF = 0〉,
|F = 1, mF = −1〉 and |F = 1, mF = 1〉, respectively.
Finally, by applying a magnetic field gradient along the y-direction, Singlet-Triplet
Oscillations (STO) [75, 248] are induced, which lead to the following evolution of the
state on each plaquette
|ψ〉 = cos(ωGt)| 〉+ i sin(ωGt)| 〉, (7.15)
where 2h¯ωG is the energy splitting between the states |↑A↓D〉 and |↓A↑D〉 (and also
between the states |↑B↓C〉 and |↓B↑C〉) due to the magnetic field gradient. After a time
t = pi/2ωG the magnetic field gradient inducing the STO is removed and the resulting
state is the initial state | 〉 (see appendix H for details on the STO sequence). In total
we operate in parallel over about 103 identical plaquettes with unit atom filling. Lattice
depths of Vlx = Vly = 35 Erl and Vz = 40 Erz with Eri = h2/(2mλ2i ) ensure negligible
atom tunneling between plaquettes.
7.4 Measurements of the resonating valence bond states
7.4.1 Observation of the valence bond resonance
The valence bond resonance can be observed by initially preparing the state | 〉 with
Jy = 0 and then suddenly setting Jy = Jx. As explained in Eq. 7.13, this projects the
initial state into the Hamiltonian Hˆ = JXˆxy. Since Xˆ2xy = 1, the evolved quantum state
at time t is
|Ψ(t)〉 = cos ωt
2
| 〉 − i sin ωt
2
| 〉, (7.16)
and oscillates between the states | 〉 and | 〉 with frequency ω = 2Jx(y)/h¯ (see Fig. 7.7a).
To directly observe the valence bond resonance, the initial state | 〉 was prepared
and then the short-lattice depths were ramped down in 200 µs to Vx = Vy = 12 Ers,
resulting in equal couplings Jx ' Jy = −h× 120(10)Hz and a suppression of first order
tunneling as |J0x,y|/U ' 1/8.































Figure 7.7: Valence bond oscillations in plaquettes. (a) Schematics of the valence bond oscillation:
starting from | 〉, identical superexchange couplings along x and y are switched on, leading to
a coherent oscillation between | 〉 and | 〉. (b), (c) Fraction of band excitations nx,yexc (b) and STO
amplitude Ax,ySTO (c) as a function of the hold time t. The lattice depths were Vx = Vy = 12 Ers,
Vlx = Vly = 30 Erl , and Vz = 40 Erz.
To characterize the state evolution, the projections onto the two valence bond states
were measured:










which are expected to show oscillations of amplitude 3/4, since 〈 | 〉 = 1/2.
Within the subspace of total singlets, the observable Cx can be measured by em-
ploying two different methods. In the first method, by adiabatically removing the short
lattice along the x-direction, the pairs of double wells along x are merged. This process
transfers the original states in the double wells to the single wells of the long lattice,
populating the first and second band. It can be shown that the fraction of band excita-
tion satisfy nxexc = Cx/2 (see appendix H). This method can also be applied along the
y-direction.
For the second method, STO [75, 248] are induced along the x- (y-) direction by a
magnetic-field gradient and the amplitude AxSTO (A
y
STO) of the oscillation is measured
(see appendix H).
As shown in Fig. 7.7, by using the aforementioned methods, a coherent evolution of
both nx,yexc and A
x,y
STO was indeed observed. This dynamics corresponds to anti-correlated
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Figure 7.8: Valence bond oscillations for anisotropic couplings. (a) Frequency of the valence






VB) as a function of Jx/Jy, where
Ax,yVB is the initial amplitude of the valence bond oscillations as shown in Fig. 7.7b. The solid
lines are calculated from Eq. 7.9. The horizontal error bars represent the uncertainties in lattice
depths and the vertical ones represent the 1σ uncertainties of the fits to the STO traces.
oscillations of the projections Cx and Cy that reveal the periodic swapping of the valence-
bond direction. The measured oscillation frequency ω/2pi = 250(10)Hz is compati-
ble with twice the value of the superexchange couplings, in agreement with Eq. 7.16.
While the damping of the valence bond oscillation (1/e decay time of 6(1) ms) could
be attributed to inhomogeneities of the different plaquette parameters across the atomic
sample, the slow overall increase of nxexc and n
y
exc could be caused by decoherence within
a plaquette.
For the initial state | 〉, the measured STO amplitude is about one half of the ex-
pected value AySTO = 1/2 (see appendix G). This can be attributed to residual excita-
tions introduced by the site merging, to the residual spatial overlap after time-of-flight
between the atoms from the ground and first excited band, as well as to the presence of
residual holes in the plaquettes that do not contribute to the STO.
To provide further evidence of the valence-bond dynamics governed by superex-
change interactions, the dynamics for anisotropic couplings Jx 6= Jy was studied. As
shown in Fig. 7.8, the measured oscillation frequencies and amplitudes as a function of
Jx/Jy agree well with the values predicted from the Hamiltonian dynamics of Eq. 7.9.
Site-resolved population measurements were used to check that throughout the evolu-
tion, the four plaquette sites remained equally populated, proving that the dynamics
were entirely dominated by the spin degrees of freedom (see [29] and section 7.4.5).
7.4.2 Preparation of the s-wave RVB state
In order to create the s-wave RVB state |Φ+〉, one can make use of the fact that it is
adiabatically connected to the initial state | 〉 (see Fig. 7.5b). The experimental sequence
used to create |Φ+〉 followed this strategy. It started from the singlet state | 〉 in a
situation in which Vx = 22 Ers and Vy = 12 Ers. For these parameters, Jx/Jy is negligible


























Figure 7.9: Preparation of the s-wave RVB state. Scheme of the adiabatic conversion | 〉 →
|Φ+〉 → | 〉 or | 〉, together with STO for each state. The STO period along x is not constant
due to an increasing magnetic gradient field during the measurements that was caused by a
finite response time of the coils producing the magnetic-field gradient along x.
and | 〉 is an eigenstate of the Hamiltonian in Eq. 7.9. Then, using an exponential ramp,
Vx was decreased within 5 ms to 12 Ers, such that Jx = Jy. This process adiabatically
evolves the initial state and converts it into the s-wave RVB state.
In order to check the adiabaticity of the lattice-depth ramps, the short lattice along x
(y) was then increased to 22 Ers in 5 ms , transforming the RVB state back into a valence-
bond state | 〉 (or | 〉, respectively). By using STO, the singlet correlations along both
directions x and y were measured for the initial, intermediate and final states of the
ramp | 〉 → |Φ+〉 → | 〉 or | 〉 (see Fig. 7.9). The theoretical expectation amplitudes of
these oscillations can be calculated using Eq. H.14 for the corresponding states:
| 〉 → AySTO = 1/2,
|Φ+〉 → AySTO = 1/3,
| 〉 → AySTO = 0. (7.18)
As expected, for the initial state, oscillations close to maximum amplitude only along
y and none along x are observed. In the intermediate state, the oscillation amplitudes
are approximately equal, as expected for a non-degenerate eigenstate of the Hamiltonian
in Eq. 7.9 with symmetric couplings. After the second ramp, depending on whether the
superexchange coupling was decreased along x or y, singlet correlations mostly along
the direction of strong coupling are observed. The measured amplitude of STO in the
final state was found to be smaller than in the initial state, due to decoherence in our
atomic sample which occurred on a time scale of 30 ms in our setup (see section 7.4.4).
In the RVB state |Φ+〉, the projections on the valence bond states are given by Cx =
Cy = 3/4. They can be obtained from the STO amplitudes according to Cx,y = 1/4 +
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Figure 7.10: Projections Cx, Cy on the valence bond states as a function of the ratio Jx/Jy of
superexchange couplings, measured from the STO amplitudes. The latter were rescaled in order
to give the expected value of 0.5 for the valence bond states | 〉 and | 〉, using the data points
at Jx/Jy = 0.006(2) and Jx/Jy = 10(3). For the point at Jx/Jy = 200(50), the rate of change
of the couplings was the largest and adiabaticity was not maintained. The horizontal error
bars represent the uncertainties in lattice depths and the vertical error bars represent the 1σ
uncertainties of the fits to the STO traces. The solid lines are calculated from the eigenstates
of the Hamiltonian in Eq. 7.9. The shaded lines are calculated by modeling the experimental
ramps using the Schrödinger equation. Their widths represent the uncertainties in the lattice
calibration.
3/2 Ax,ySTO (see Eq. H.15). By averaging the measured STO amplitudes around Jx = Jy,
we obtain Cx = Cy = 0.76(7) (see Fig. 7.9), in good agreement with the theoretical
prediction.
To further probe the controllability of the system, the projections Cx, Cy were also
measured as a function of the coupling anisotropy Jx/Jy, by following the adiabatic
path | 〉 → |Φ+〉 →
∣∣ψ(Jx/Jy)〉. The ramping times of both paths was fixed to 5 ms
each. As shown in Fig. 7.10, the measurement results are in good agreement with the
theoretical values in the adiabatic limit (solid lines). The oscillation amplitudes Ax,ySTO
were rescaled in order to give the expected value of 0.5 for the valence bond states | 〉
and | 〉, using the data points at Jx/Jy = 0.006(2) and Jx/Jy = 10(3). The rescaling
factors were 3.2 and 2.3 for Cx and Cy, respectively. The small deviations observed
for the case of Jx/Jy  1 are explained by a model that includes the finite ramp time
(shaded lines), since adiabaticity is not maintained in this case.
7.4.3 Preparation of the d-wave RVB state
The d-wave RVB state |Φ−〉 = | 〉 is not connected by an adiabatic path to the initial
state | 〉. However, a different strategy can be used to create | 〉 by noting that this
state can be obtained from | 〉 by exchanging two spins along a bond in the x-direction:























Figure 7.11: Preparation of the d-wave RVB state. Schematics of the experimental sequence:
starting from the state | 〉, the superexchange coupling along x is suddenly switched on. The
d-wave RVB state |Φ−〉 is obtained at the pi time of the subsequent periodic evolution. Measured
STO are shown at the 0, pi and 2pi times of the evolution. For the lower right state, the coupling
direction at the pi time was inverted.
Xˆx| 〉 = 12 (XˆAB + XˆCD)| 〉 = | 〉. (7.19)
To implement this unitary operator we made use of the spin Hamiltonian given in Eq. 7.9
with Jy = 0.
The experimental sequence started by preparing the initial state | 〉 in the plaquettes
and then suddenly ramping the short lattices to Vx = 12 Ers and Vy = 22 Ers, resulting
in a negligible coupling ratio Jy/Jx. The subsequent state evolution is given by
|Ψ(t)〉 = cos ωt
2
| 〉 − i sin ωt
2
| 〉, (7.20)
with ω = 2Jx/h¯.
For a hold time t = pi/ω, the initial state evolves into | 〉 and is characterized
by Cx = Cy = 1/4 and reduced STO amplitudes AxSTO = AySTO = 1/8. As shown in
Fig. 7.11, in this state, the amplitude of the STO was indeed much reduced, in our case
below the noise level. However, the large STO amplitude along y, observed both in the
initial state and after one period of evolution (t = 2pi/ω), demonstrates the coherence
of the evolution and rules out a reduction of contrast at t = pi/ω due to decoherence.
Alternatively, after preparing the |Φ−〉 state, the coupling direction was inverted by
increasing the short-lattice depth along x to 22 Ers and decreasing the one along y to
12 Ers in 200 µs. As shown in Fig. 7.11, a coherent evolution to a state with a large
overlap with | 〉 was observed, according to the measured STO.
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7.4.4 Decoherences in the singlet subspace
In the measurements presented in sections 7.4.2 and 7.4.3, the experimental results
show that the amplitudes of the STO at the beginning and at the end of the processes
| 〉 → |Φ+〉 → | 〉 and | 〉 → |Φ−〉 → | 〉 are reduced. In order to understand this,
the decoherence of the highest energy total singlet state was investigated by measuring
the fidelity of the adiabatic sweep | 〉 → |Φ+〉 → | 〉 as a function of the total ramp
duration (see Fig. 7.12). The decrease in fidelity for small ramp durations is well ac-
counted for by a numerical calculation of the evolution of the quantum state during the
ramp, according to the Hamiltonian in Eq. 7.9. For the ramp duration of 10 ms used for
Fig. 7.10, the calculation predicts a fidelity of 0.97 (see inset in Fig. 7.12). The measured
decrease of fidelity for longer ramp durations illustrates a decoherence mechanism in
our system whose understanding would require further studies.

















Figure 7.12: Decoherence in the singlet subspace. STO amplitude after an adiabatic sweep
| 〉 → |Φ+〉 → | 〉 as a function of the total ramp duration. The solid line is the product of the
sweep fidelity expected without decoherence and of an adjustable exponential decay (1/e decay
time of 27(5) ms). The gray region indicates the ramp duration for the experiment described
in section 7.4.2. Inset: Sweep fidelity expected without decoherence, calculated by solving the
Schrödinger equation with the Hamiltonian shown in Eq. 7.9.
7.4.5 Population evolution during the dynamics
The parameter regime used for the experiments results in a Hamiltonian dominated by
the spin of the particles, and where the population on the different lattice sites should
remain constant throughout the spin evolution. In order to corroborate this, the atom
numbers on the different sites of the plaquette were detected by applying the mapping
sequences along the x and y direction described in appendix B. During this sequence, the
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Figure 7.13: Measured population fractions nq = Nq/(∑q′ Nq′), with q =A, B, C and D, on the
different lattice sites during the valence bond oscillations for the trace shown in Fig. 7.7. As
expected, in the Mott insulating regime, the particles are site-localized and the populations stay
constant all through the evolution.
populations Nq are transferred to different Bloch bands and a subsequent band-mapping
technique allows us to determine the population in the Bloch bands by counting the
atom numbers in different Brillouin zones. The population imbalance during the valence
bond oscillations is shown in Fig. 7.13, where it can be seen that the population in four
plaquette sites remained equally populated, proving the purely spin-dynamics during
the oscillation.
7.5 Conclusions
In conclusion, we have shown direct experimental evidence of a valence-bond quantum
resonance in an array of replicas of optical plaquettes by preparing and detecting mini-
mum versions of RVB states. The s-wave and d-wave plaquette states created here could
be used to encode a minimum instance of a topologically protected qubit. When stabi-
lized by a Hamiltonian H = J(Xˆx + Xˆy + Xˆxy), corresponding to a situation in which
superexchange interaction takes also place along the diagonal bonds, these two states
form a degenerate two level system which is immune to local decoherence arising, for
instance, from on-site fluctuations of the external magnetic field. Such an arrangement
could also be directly adapted to a setting of four coupled quantum dots to realize
protected qubits in a solid state setting [249]. Further extensions enabled by this work
include the adiabatic connection of the plaquette RVB and valence bond solid states, or
the study of their non-equilibrium dynamics upon instantaneous coupling in quantum
ladders or extended two-dimensional systems. Moreover, the plaquette tools developed
here could be used as building blocks for more complex protocols leading to a variety
of topologically ordered states, like Laughlin states or string net condensates [248, 250].
Finally, we note that all presented results could also be obtained using fermions instead
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of bosons, where the singlet valence bond is the true ground-state of a two-spin dimer.
In this case, the adiabatic connection of isolated RVB states could lead to the formation
of a d-wave superfluid upon doping [77–79].
134 7. Resonating valence bond states in plaquettes
Chapter 8
Conclusions and Outlook
In this thesis, new experiments that deal with the simulation of condensed matter sys-
tems with ultracold atoms were presented. Novel techniques to generate artificial mag-
netic fields, to measure currents along the bonds of a lattice and to determine topolog-
ical invariants in Bloch bands were studied. The methods presented here illustrate the
potential of ultracold atoms as a versatile platform to investigate topological states of
matter, as they allow for the extraction of observables that are otherwise inaccessible in
a real material.
The measurement of the Zak phase was enabled through the use of a one-dimensional
superlattice potential to recreate a dimerized system described by the SSH Hamiltonian,
which models polyacetylene molecules. This Hamiltonian has two different topolog-
ical phases that depend on the dimerization. A novel interferometric technique that
involves Ramsey interferometry and Bloch oscillations was developed to extract the Zak
phase of a Bloch band. The first approach to measure the Zak phase on a single band
using the interferometric protocol was hindered by the experimental instability of the
external magnetic field in the system. To overcome this difficulty, a modified protocol
that involves two Bloch bands in different dimerizations and the use of an echo pi-pulse
was developed. The modified protocol is robust against magnetic field fluctuations and
furthermore allows for the direct measurement of the Zak phase difference between
the two topologically distinct phases of the SSH model. The experimentally measured
value of the phase difference was 0.97(2)pi, in agreement with the theoretically expected
value of pi. This phase difference indicates the different topological character of the two
dimerizations.
By adding a staggered energy tilt along the superlattice potential, the Rice-Mele
Hamiltonian was realized, which models conjugated diatomic polymers. In this case,
the Zak phase is no longer quantized in units of pi. The interferometric protocol applied
to this system allows for the extraction of the fractional Zak phase as a function of the
strength of the energy staggering. The results of the measurements were quantitatively
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consistent with the theoretical calculations.
Making use of the recently demonstrated single-site-resolved detection and manip-
ulation techniques [4, 5] in a SSH model, sharp boundaries could be introduced in the
system which could enable the preparation and measurement of edge states [188, 189].
Moreover, it would also permit the study of domain walls and fractional charges for
non-interacting fermions or hardcore bosons [65, 152, 153, 190, 191].
One of the most challenging goals in the context of ultracold atoms is to imple-
ment experimental probes revealing non-trivial topological properties of energy bands.
One possible route to study this relies on the fact that the Berry curvature gives rise
to an anomalous velocity which can be monitored through in-situ images of the atomic
cloud [60, 61, 251]. This idea has been recently implemented in our experimental setup,
where a very accurate value for the Chern number was obtained [252]. Another pos-
sibility that has been pointed out recently is that time-of-flight images could be used
to reveal topological invariants [58, 59]. The protocol presented in this thesis, which
can be easily applied in two dimensional systems [66], offers the possibility to directly
extract the Berry phase, Berry curvature and Chern number of an energy band. Further-
more, due to the high controllability of the system, this protocol enables measurements
of a topological phase transition as a function of the lattice parameters. Our protocol
has recently being used to measure the pi flux associated with a Dirac cone in a two-
dimensional hexagonal lattice [186].
Further extensions of this idea allows for the measurement of non-Abelian Berry
phases in Bloch bands, such as in a system with the quantum spin-Hall effect [192]. Fur-
thermore, multiband extensions of the protocol can enable the measurement of Wilson
loops [253].
In the second project, the transition from a Meissner- to a vortex-like phase was
observed in a ladder-shaped optical superlattice exposed to an artificially engineered
magnetic field. For this experiment, superlattice potentials combined with lattice mod-
ulation techniques were employed to realize a ladder system with an artificial magnetic
field on it. The physics of this flux ladder resembles the Meissner effect in a type-II su-
perconductor. In this case, the ladder possesses two phases: a Meissner-like phase with
a maximal chiral current along the legs, and a vortex phase for which the currents along
the legs form a vortex structure. To measure the transition between these two phases, we
developed a projection technique that allowed us to extract the average chiral currents
along the legs as a function of the ratio of transverse rung coupling K to coupling along
the legs of the ladder J. The chiral current results showed evidence of the Meissner and
vortex phases, and it was possible to determine the transition point between the two
phases at the critical ratio (K/J)c , in good agreement with our theoretical expectations.
The momentum distribution of the in-situ atomic cloud measured after releasing
the atoms from the trap and letting them freely expand provided another experimental
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method to reveal the transition between the two phases. In this case, the observable
was the position of the momentum peaks which changes as a function of the ratio K/J,
providing another method to determine the critical ratio (K/J)c.
The flux ladder and the observation of an analogue of the Meissner effect, illustrate
the power of ultracold atoms to mimic condensed matter systems. This work marks the
first demonstration of a low-dimensional Meissner-like effect and the first observation of
this effect for a bosonic lattice superfluid. Furthermore, it also demonstrates an efficient
way to implement spin-orbit coupling in one-dimensional ultracold quantum gases.
In future experiments, it would be intriguing to use high resolution imaging tech-
niques [4, 5] to spatially reveal the currents along the bonds and furthermore to measure
the full current statistics [214]. Measuring the edge currents would also signal the path
to explore the connection between them and the edge states of an integer quantum Hall
insulator [202].
Quantum mechanical descriptions of charged particles in a magnetic field is very
rich. Future works could find very prolific to explore the intricate fractal single-particle
spectrum that arises in the two-dimensional limit of recent graphene experiments [254–
256]. Furthermore, one could also hope to realize new many-body phenomena in the
strongly interacting limit of a Mott insulator [20, 23], where the existence of chiral Mott
insulators and a Spin-Meissner effect have been predicted [211, 238, 239].
In the last project presented in this thesis, an array of isolated four-sites plaquettes
created by optical superlattices was used to prepare and detect minimum versions of
RVB states. For this, a loading and filtering technique was developed which allowed
for the preparation of plaquettes filled with four atoms in two internal states and in a
Mott regime dominated by interactions. The physics of the system was then governed
by the spin degrees of freedom, where next-neighbor spins interact via superexchange
coupling. Within the total singlet subspace, there are two states that span the Hilbert
space, which are the total singlets along the horizontal/vertical direction. The sum and
the difference of these two basis states yield the s- and d-wave RVB states, respectively.
By the use of lattice manipulation techniques, these two states and a resonance between
them were created. The detection of the spin correlations was achieved through the use
of induced singlet-triplet oscillations and a special merging and mapping technique that
allowed us to determine the singlet and triplet fraction on the bonds.
The s-wave and d-wave plaquette states created here could be used to encode a
minimum instance of a topologically protected qubit. When stabilized by a Hamilto-
nian H = J(Xˆx + Xˆy + Xˆxy), which corresponds to a situation in which superexchange
interaction also takes place along the diagonal bonds, these two states form a degener-
ate two level system which is immune to local decoherence arising, for instance, from
on-site fluctuations of the external magnetic field. Such an arrangement could also be
directly adapted to a setting of four coupled quantum dots to realize protected qubits
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in a solid state setting [249]. Further extensions enabled by this work include the adi-
abatic connection of the plaquette RVB and valence bond solid states or the study of
their non-equilibrium dynamics upon instantaneous coupling in quantum ladders or
extended two-dimensional systems. Moreover, the plaquette tools developed here could
be used as building blocks for more complex protocols leading to a variety of topologi-
cally ordered states, like Laughlin states or string net condensates [248, 250]. Finally, we
note that all presented results could also be obtained using fermions instead of bosons,
where the singlet valence bond is the true ground-state of a two-spin dimer. In this case,
the adiabatic connection of isolated RVB states could lead to the formation of a d-wave
superfluid upon doping [77–79].
Appendix A
Time of flight expansion and
absorption imaging
A.1 Time of flight expansion:
The main detection method for the experiments presented in this thesis is through
time-of-flight expansion and subsequent absorption imaging of the atomic cloud. This
method allows to reliably extract the initial momentum distribution of the atoms in the
trap before they are released.
When the atoms are released from the trap, their momentum distribution is automat-
ically projected into the free-space momentum base and it expands ballistically for some
time t before being imaged [18, 257–264]. The density distribution during the expansion





where w0 is the Fourier transform of the on-site Wannier function and k = mr/(h¯t),




Here aˆ†µ is the creator operator for a particle at the lattice site rµ. This expression shows
that the time of flight density contains information on the first order correlation function
〈aˆ†µ aˆν〉. For example, in a Mott insulator state the correlations decay exponentially to
zero for the off diagonal terms, and therefore the momentum distribution does not
present any special feature. On the other hand, for a superfluid state the correlations are
strong and a distinctive peak structure can be observed in the momentum distribution.
The Wannier term that appears in Eq. A.1 controls the width of the cloud. For a deep
lattice, where the particles are strongly localized on the sites, the Wannier function is
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very sharp (see Fig. 2.7) and therefore its Fourier transform is broad. In the experiment
presented in chapter 6, where we measured the momentum distribution after releas-
ing the atoms from the flux ladder, the Wannier envelope affected the position of the
momentum peaks as explained in Fig. 6.19.
Equation A.1 is only valid for large expansion times, because it is obtained after
a far-field approximation. The derivation of that equation is analogous to the theory
of optical diffraction. Each of the lattice sites emits an atomic wave, and after some
expansion time they interfere. The far field regime is obtained when the information of
the location of each of the lattice sites can be neglected [265]. It can be proved that the
far-field regime is accessed when the expansion time is larger than [237]
tFF ≈ mlcR0h¯ , (A.3)
where lc is the characteristic coherence length of the state and R0 is the size of the cloud
before the expansion. When not in the far-field regime, the diffracted peaks are affected
and they get broader. In typical experiments, the cloud size is about 30 lattice sites,
and the lattice spacing is 400 nm. For these parameters, and a coherence length equal to
the cloud size, one finds that tFF ≈ 100 ms, which is about 5− 10 times larger than the
typical expansion times used in our experiments. Therefore, we expect that for a state
with a coherence length on the order of the cloud size, the width of the peaks measured
in our experiments will be dominated by the short expansion time. On the other hand,
for a Mott insulator state, where the coherence length is close to a single lattice spacing,
the far-field regime is reached after a very short expansion time and therefore in that
regime the experiment is not limited by the finite cloud size.
A.2 Absorption Imaging:
The experimental method used to detect the atoms is through absorption imaging [1,
266, 267]. The method consists of shining the atoms with a resonant beam of large
diameter compared to the cloud size. The beam is absorbed by the atomic cloud as it
passes through it, being the transmission at each point of the cloud related to the local
3D atomic density by the formula
I(x, y) = I0(x, y)e−
∫
ρ(x,y,z)σdz, (A.4)
where the beam propagates along the z direction with a light intensity given by I0(x, y).
Here ρ(x, y, z) is the atomic density and σ is the absorption cross section of the atoms.
After the beam passes through the cloud it is redirected to a CCD camera where each
pixel detects the local distribution of light intensity which is related to the integrated
A.2 Absorption Imaging: 141
atomic density at that point. With this information one can obtain an image of the
integrated cloud. Further image processing is also required to take into account the
non-uniform distribution of the light intensity in the beam, and also to account for an
offset on each individual pixel [81, 82, 87].
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Appendix B
Detection of population fractions on
the plaquette
For the detection of the atomic populations on the left-right sites of the double wells we
use a special dumping sequence that allows us to transfer the populations initially on the
left and right wells of the superlattice to the first and third Bloch bands of a single long
lattice. After the dumping, we apply a band mapping technique that transfers the popu-
lations on the different Bloch bands to the different Brillouin zones [28, 45, 82, 233, 268–
271]. In this appendix we explain the details of the sequence, as well as its extension
used to measure the population fractions on a plaquette.
B.1 Dumping sequence:
The experimental sequence to transfer the atoms on the right well of the superlattice
to the third Bloch band of a single long lattice is as follows (see Fig. B.1a). We first
freeze the atoms in the lattice by ramping the long and short lattices to Vlx = 60 Erl and
Vx = 40 Erx respectively in 0.2 ms, crossing the transition to the Mott insulator state.
Thereafter, in 80 ms we apply a box ramp to change the phase φx between the short and
long lattices introducing an energy tilt that lift the energy of the right wells. During this
process, the atoms on the right wells pass non-adiabatically through an avoided crossing
between the groundstate of the right well (|R, g〉) and the first excited level of the left
well (|L, e〉), and they stay in the |R, g〉 state. Afterwards, in 0.7 ms we exponentially
ramp down the short lattice to zero, with a decay constant of τ = 0.3 ms. At the end
of this ramp the atoms originally on the left well are transferred to the first Bloch band
of the remaining long lattice, and the ones originally on the right to the third Bloch
band. During the last ramp the system pass trough an avoided crossing between the
states |R, g〉 and the fourth Bloch band, and therefore the ramp has to be slow enough
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Figure B.1: Dumping and band mapping in one dimension. (a) The dumping technique allows to
detect the atom populations on the left and right wells of the superlattice. Initially an energy tilt
that put in resonance the energy of the right well with the excited energy of the left well. Then the
short lattice is removed and the atoms that were initially on the left (right) well are transferred
to the first (third) Bloch band of the remaining long lattice. Finally a band mapping sequence
transfers the population in the first (third) band to the first (third) Brillouin zone. (b) The band
mapping sequence consists of turning off the long lattice slow enough such that the atoms stay
always in the same Bloch band, but fast enough that they do not have time to redistribute in
the lattice. After the lattice has been switched off, the dispersion relation corresponds to a free
particle, and the populations originally in the Bloch bands are transferred to the free momentum
components as shown in the image.
to transfer the atoms to the third Bloch band and not to the fourth one.
B.2 Band mapping sequence:
After the dumping sequence the atoms are populating the first and third Bloch bands
of a single lattice potential created by the long lattice. To detect the respective atomic
populations on each band and to be able to identify the initial left and right population
fractions, we slowly ramp down the lattice connecting the Bloch states to the free-particle
states. By slow ramp we mean slow compared to the band gap between the Bloch bands,
such that the atoms stay on the same band during the ramp. On the other hand, the
ramp has to be fast compared to the dynamics in the band, so that the atoms do not have
time to tunnel and redistribute in the lattice. Figure B.1b illustrates how the different
Bloch bands are mapped to the different free-particle momentum states. There one can
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see that atoms originally in the ith−Bloch band end up in the ith−Brillouin zone. Fig-
ure B.1a shows an absorption image after time-of-flight expansion, where the different
free-particle momentum states that are populated can be observed.
B.3 Dumping and band mapping in two directions:
In our experiment we used an extension of the sequence to four-site plaquettes [53]. The
idea is to do dumping in both directions to transfer the atoms to higher lying Bloch
bands. If one denotes by
∣∣nx, ny〉 the states for which the nthx - and the nthy -Bloch bands
along x and y are populated respectively, then the four states involved in the dumping
are:
∣∣1x, 1y〉, ∣∣1x, 3y〉, ∣∣3x, 1y〉 and ∣∣3x, 3y〉. Figure B.2 shows the plaquettes together with
the superlattice potential during the different stages of the dumping sequence. At the
end, the particles originally on the sites A, B, C and D are transferred respectively to the
bands
∣∣1x, 1y〉, ∣∣1x, 3y〉, ∣∣3x, 3y〉 and ∣∣3x, 1y〉. For the band mapping we used the experi-






















Figure B.2: Dumping and band mapping techniques in two dimensions. The dumping mecha-
nism is similar to the one-dimensional case. In this case the atoms in the plaquette are transferred
to the first and third Bloch bands along the x and y direction. Then, the particles originally in
the Blue sites are transferred to the first Bloch bands along the x and y directions, the ones in
the green sites to the third band along y and first along x, the ones in the violet sites to the first
band along y and third along x, and the ones in the brown sites to the third band along y and x.
The image shows a typical time-of-flight image after the dumping and band mapping sequences,
where one can see the different populations on the different Brillouin zones.
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Appendix C
Oscillations in double wells:
calibration of the hopping terms
The experimental value of the hopping term J can be theoretically estimated if one
knows the beam parameters of the lasers that create the lattice potentials, as well as the
power at the atom position and the reflectivity of the retro mirror used to retroreflect
the lattice beam. Instead of that, for the case of the superlattice one can also directly
calibrate the tunneling terms by measuring left-right oscillations of single particles in
isolated double wells. In that case, the oscillation frequency corresponds to twice the
amplitude of the tunneling term.
The experimental sequence is displayed in Fig. C.1. We first loaded in 200 ms a
Bose-Einstein condensate of about 105 87Rb atoms into a three-dimensional optical lat-
tice created by the long lattice along x, the short lattice along y and the transverse lattice
along z with the strengths Vlx = 35(1) Erl , Vy = 30(1) Ers and Vz = 30(1) Erz, respec-
tively. During that ramp the phase φx between the long and short lattices along x was
ramped up to produce a large energy offset on the right wells. Thereafter, a filtering
sequence was applied, which removes all the atoms from the double-occupied sites,
leaving the system with either zero or one atom per lattice site [29, 76, 235, 236]. After
that, the short lattice along x was increased in 20 ms to Vx = 30(1) Ers to adiabatically
split the sites into double well potentials. Due to the energy tilt, after this splitting only
the left sites were populated. In a subsequent 20 ms ramp, the phase φx is changed to
zero, removing the left-right energy offset. Once in that configuration, the short lattice
was quickly ramped down to Vx = 8.0(4) Ers in 0.1 ms to allow for left-right oscillations.
Finally, the atoms were left to evolve in that configuration during a holding time. Dur-
ing that time the atoms oscillate between the left and right wells, at a rate given by twice
the tunneling element connecting both sites.
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Figure C.1: Calibration of tunneling terms in double wells. The experimental sequence consists
of loading the atoms on the left well of the tilted double wells and then removing the tilt and
decreasing the barrier to induce left right bare tunneling. The figure on the right shows the
measured atom fraction on the right double wells as a function of a holding time for the exper-
imental parameters shown on the left sequence. The solid line is a damped sinusoidal fit to the
data. The oscillation frequency of the atom population is twice the left right tunneling term J.
Appendix D
Eigenstates of the Rice-Mele model
and the choice of the unit cell
D.1 Boundary conditions for αk and βk:
In this section it will be proved that for the choice of the unit cell indicated in section 3.3,
the eigenstates of the Rice-Mele Hamiltonian must satisfy the relation αk+G = αk and
βk+G = −βk.
The ansatz for the wavefunction given in Eq. 3.26 was
ψk(x) = eikxuk(x) =∑
n
αkeikxn wa(x− xn) + βkeik(xn+d/2)wb(x− xn − d/2),
from where one can rewrite the ansatz for uk(x) as
uk(x) =∑
n
αkwa(x− xn) + βkeikd/2wb(x− xn − d/2). (D.1)
From the Bloch theorem it is known that uk+G(x) = e−iGxuk(x). Applying this to the
expression for uk(x) leads to
∑
n
αk+Gwa(x− xn) + βk+Gei(k+G)d/2wb(x− xn − d/2)
=∑
n
αke−iGxn wa(x− xn) + βkeikd/2−iGxn wb(x− xn − d/2). (D.2)
Finally, using that Gxn = Gdn = 2pin and Gd/2 = pi, the relations αk+G = αk and
βk+G = −βk are obtained. These relations are a consequence of the choice of the unit
cell for our system. For example, if one chooses a unit cell shifted by a distance a, then
the wavefunction ansatz would be
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ψk(x) = eikxuk(x) =∑
n
αkeik(xn+a)wa(x− xn − a) + βkeik(xn+d/2+a)wb(x− xn − d/2− a),
and the eigenstates would satisfy the relations αk+G = e−iGaαk and βk+G = e−ipi−iGaβk.
D.2 Solutions of the Rice-Mele Hamiltonian for the choice of
the unit cell indicated in section 3.3.4:
The Bloch function expansion for the unit cell indicated in Fig. 3.8 takes the form
ψk(x) = eikxuk(x) =∑
n
αkeikxn wa(x− xn) + βkeikxn wb(x− xn − d/2). (D.3)
By inserting this ansatz into the Schrödinger equation one arrives to the following sys-














where for the SSH model one has to fix ∆ = 0. In this coordinate system ρ(k) =
J′ + Je−ikd = εkeiθk , and the k-dependent Hamiltonian is
Hˆ(k) = B(k)σ, Hˆ(k)uk = ε˜kuk, (D.5)
with B(k) = (εkcos(θk), εksin(θk),∆). Here εk and ε˜k are the same as given in Eqs. 3.31


























This solution has the same structure as in Eq. 3.32, but the angle θk is different compared
to the one given in Eq. 3.33 due to the different boundary conditions for αk and βk. This
condition leads to a drop of the factor 1/2 that multiplies k in the expression for the
angle:
θk = arctan
(J − J′) sin(kd)
(J + J′) cos(kd)
. (D.7)
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Thus, the angle θk goes from −pi to pi as k travels across the Brillouin zone.
The Zak phase also depends on the choice of the unit cell as discussed in chapter 3.
Using Eq. 3.20 one can see that its value is modified from ±pi/2 to 0 and pi, depending
on the dimerization.
152 D. Eigenstates of the Rice-Mele model and the choice of the unit cell
Appendix E
Theory of Bloch oscillations and the
phases acquired during the evolution
E.1 Bloch oscillations in lattices
The quantum theory of electrons in periodic potentials described by Bloch and Zener [272,
273] predicts that when electrons are placed in a periodic potential and exposed to a
constant force, they perform an oscillatory movement instead of simply moving in one
direction as a free particle would do. This oscillatory movement, known as Bloch os-
cillation, is very difficult to observe in real materials due to the high scattering rate of
the electrons in the material. Ultracold atoms in optical lattices provide an ideal sce-
nario to study this dynamics because they offer a defect-free system with a high degree
of controllability in their parameters. The first experimental measurement of Bloch os-
cillations with ultracold atoms was carried out in the group of C. Salomon [21], and
since then many other groups have observed this phenomenon. In that context, the life-
time of the Bloch oscillations is mainly limited by the atomic interactions, which lead to
decoherences in the system [274].
Bloch oscillations can be intuitively explained using the band theory of solids. Con-
sider a system initially prepared in the quasimomentum state q0 in the lowest band of
a one-dimensional periodic potential with period d. When an additional weak linear
potential F · x is applied, the system undergoes an evolution in which on each lattice
site xn = d · n the population stays constant and the phase of the wavefunction evolves
according to e−i(Fdn)t/h¯. That evolution in the phases is equivalent to a linear evolution
of the quasimomentum given by q(t) = q0 − Ft/h¯. Due to the periodicity of the Bril-
louin zone, i.e. q ∈ (−pi/d,pi/d), the quasimomentum evolves periodically populating
the eigenstates q(t) as illustrated in Fig. E.1. The oscillatory behavior of the quasimo-
mentum is translated into an oscillation of the velocity of the system




















Figure E.1: Bloch oscillations in a one-dimensional lattice. A quantum system in a one-
dimensional lattice exposed to a weak linear potential F · x undergoes a Bloch oscillation (left,
center), where the phase at each lattice site evolves as e−i(Fdn)t/h¯. Due to the linear potential, a
system which is initially in the lowest band (black) and in the quasimomentum q0 (q0 = pi/d
in the figure) evolves populating the states q = q0 − F · t/h¯. Because of the periodicity of the
Brillouin zone, the quasimomentum evolves periodically in time (right). If the strength of the











where εk = −2J cos(kd) is the energy for each quasimomentum k, with J being the
hopping constant between consecutive lattice sites. Consequently, the center of mass





The amplitude of the oscillation is equal to 2J/F, which is typically a few lattice sites.
For this explanation only the lowest band was considered, and any transition to a
higher band was neglected. This approximation is valid as long as the probability of
transferring atoms to a higher band is sufficiently small. This is not the case for a large
linear potential, where the Landau-Zener probability of transferring atoms to the higher
band is non-negligible, mainly close to the edges of the Brillouin zone where the energy
gap gets smaller.
E.2 Phase evolution during the Bloch oscillations
In the following we will derive the dynamical equations for the Bloch oscillations in the
dimerized lattice, and the phase that one atom picks up as it evolves and completes one
cycle will be calculated. This derivation, as well as many theoretical aspects discussed
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in this project, were obtained by the theory group around E. Demler, and in particular
by D. Abanin.
Consider the dimerized lattice given in Eq. 3.25 subjected to an external force, de-
scribed by the Hamiltonian
HˆF = HˆRM − F∑
n
{






with xn = nd.
The eigenstates of HˆRM are Bloch waves with energies ±ε˜k = ±
√
∆2 + ε2k. For the













where N is the total number of sites in the lattice. This operator simply creates two Bloch
waves, one on the even sites and one on the other on the odd sites with amplitudes α±,k
and β±,k, respectively. For finite F one needs to solve the Heisenberg equation of motion
d
dt Ψˆ
†(t) = ih¯ [HˆF, Ψˆ
†(t)].
As explained above, we expect the quasimomentum to change at a constant rate, and
therefore the following ansatz is used

































[Hˆ, cˆ†−,q] = ε−,q cˆ†−,q − F√N ∑n
[
α−,q(xn − x0)eiqxn aˆ†n





and multiplying the equation of motion on the right and left by the vacuum state |0〉
and by 〈0| c−,k0−vt = e−i(k0−vt)x 〈u−,k0−vt| respectively, we find that the ansatz in Eq. E.4
provides a solution of the Heisenberg equation of motion when v = f = F/h¯ and
−iA˙ = ε−,k0− f t A/h¯ + f x0A− f Ai 〈u−,k0− f t|∂ku−,k0− f t〉
− f Bi 〈u−,k0− f t|∂ku+,k0− f t〉 (E.5)






























Figure E.2: Bloch oscillations in lower (a) and upper band (b). As the particle moves along the
energy band the quasimomentum evolves linearly in time. The real momentum distribution
consists of peaks separated by pi/d, where the weights of each peak depend on the band.
and a similar equation for B. The last term in Eq. E.5 describes non-adiabatic mixing of
the bands, which can be neglected for a weak external force. Assuming that the atoms
occupy only the lower band (B = 0 and |A| = 1) and taking A(t) = eiϕtot(t), one arrives
to:
ϕ˙tot = ε−,k0− f t/h¯ + f x0 −
f
i
〈u−,k0− f t|∂ku−,k0− f t〉. (E.6)
The first term in Eq. E.6 describes the dynamical phase contribution, which depends
on the time that the system spends on each point of the band structure. The second
term is the Zeeman phase, which is also a dynamical phase and it is due to the total
contribution of the local energies F · (xn − x0). We call it Zeeman phase because in the
experiments we use a magnetic field gradient to create a site dependent Zeeman energy
which produces a force on the system (see section 4.1). The last term can be recognized
from Eq. 3.17, as its integral gives the Zak phase. Integrating Eq. E.6 over a period of
the Bloch oscillations gives the total phase
ϕtot = ϕdyn + ϕZeeman + ϕZak, (E.7)
where ϕZak is defined as the Zak phase that corresponds to choosing the origin of
the coordinate system at x = x0, i.e. such that the driving force can be written as
F(xn + d/2− x0).
From Eqs. 3.32, E.3 and E.4 one can calculate the corresponding momentum distri-
bution of the state Ψˆ†(t) |0〉 for the lowest and highest bands. From Eq. E.3 one can
see that the wavefunction has two components, given by two different sublattice sites.
Each of these components has momentum peaks located at k + pin/d, and according to
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the relative phase between α±,k and β±,k, those peaks interfere constructively or destruc-
tively. For the lowest band the interference yields peaks located at k + 2pin/d, and for
the highest band at k + pi/d+ 2pin/d. The strength of each of those peaks is modulated
by the momentum distribution of the wavefunction on each lattice site, i.e. the Wannier
function, as is displayed in Fig. E.2.




Ramsey interferometry is an interferometric method developed by Norman Ramsey to
measure the transition frequency of atoms using magnetic resonances [275]. The method
is nowadays used in many different contexts and for more general purposes. In this
section we will focus exclusively on how the method can be used to extract a relative
phase between two spin components.
Consider a two-level system with states denoted by |g〉 and |e〉 and energy differ-
ence h¯ω0, exposed to a resonant microwave (MW) field V(t) = V0 cos(ω0t− pi/2) that








where the rotated basis is |↑〉 = |e〉 e−iω0t/2 and |↓〉 = |g〉 eiω0t/2. For an initial state |↓〉,
the time evolution of the system is
|ψ〉 (t) = cos(ωt/2) |↓〉+ sin(ωt/2) |↑〉 , (F.2)
where ω = |V0|/h¯ is the Rabi frequency. A pi-pulse is defined as a pulse of the external
field for a time pi/ω, after which the system encounters itself in the state |↑〉, and a
pi/2-pulse is a pulse of duration pi/2ω, after which the system is in the superposition


















Figure F.1: Ramsey interferometry on a two-level system. (a) Two level system with states |g〉 and
|e〉 and energy difference h¯ω0. The MW radiation is represented by the red arrow. (b) Ramsey
sequence consisting of two pi/2-pulses separated the the time interval t0. For the second pulse
the phase of the MW field is changed to ϕMW .
Consider the sequence shown in Fig. F.1b, which consists of two pi/2-pulses sep-
arated by a time interval t0. For an initial state |↓〉, the first pulse transforms it to
(|↓〉+ |↑〉)/√2. During the time t0 the MW field is off and the state stays constant (in
the rotating frame). Then, when the second pulse is applied the state is transformed to
|↑〉. If for the second pulse the phase of the MW field is shifted, i.e. V0 cos(ω0t−pi/2)→








(−eiϕMW /2 |↓〉+ e−iϕMW /2 |↑〉), (F.4)
and therefore the state after the time t0 is transformed to









(−eiϕMW /2 |↓〉+ e−iϕMW /2 |↑〉)
]
=− ieiϕMW /2sin(ϕMW/2) |↓〉+ e−iϕMW /2cos(ϕMW/2) |↑〉 . (F.5)
By measuring the occupation fraction on the two levels as a function of the phase ϕMW
a so-called Ramsey fringe is obtained.
Now, consider the situation in which during the time between the two MW pulses
the system acquires an extra relative phase ϕ0. In that case, the state of the system
directly before the second pulse is
(eiϕ0/2 |↓〉+ e−iϕ0/2 |↑〉)/
√
2. (F.6)
The extra phase could be acquired for example due to some perturbation in the system
that takes place between the two pulses. In the following sections we will show that in













Figure F.2: Ramsey fringes. The population fraction in the state |↓〉 oscillates as a function of the
MW phase ϕMW . When during the time between the two MW pulses the system is not perturbed
the phase of the fringe is zero (blue curve). On the other hand, if a phase ϕ0 is acquired during
that time, then the phase of the fringe is shifted by the same phase (green curve).
our experiment such a phase is the geometric phase of a Bloch band and it is picked up
during the Bloch oscillations in the band.
After the second pulse, the state is transformed to
|ψ〉 (t) = −ieiϕMW /2sin((ϕMW − ϕ0)/2) |↓〉+ e−iϕMW /2cos((ϕMW − ϕ0)/2) |↑〉 . (F.7)
This shows that the extra phase acquired during the evolution shifts the phase of the
entire Ramsey fringe and therefore it can be easily obtained from a fit to the fringe (see
Fig. F.2).
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Appendix G
Sequence for the preparation of
initial states in plaquettes
G.1 Filtering sequences
The study presented in chapter 7 relies on the loading of plaquettes at half filling, i.e.
with four atoms in total per plaquette. Despite the preparation of the atomic sample in
a Mott insulator state at unit filling, defects are relatively likely in our system. In order
to isolate the signal from correct configurations, a filtering sequence was performed that
consists in transferring the atoms in plaquettes with incorrect fillings into different hy-
perfine states, which are not probed in the final atom imaging (see Fig. G.1a,b). Starting
with the atoms loaded in the plaquettes in the internal state |F = 1, mF = −1〉, radio fre-
quency adiabatic passage was used to transfer all the atoms to the state |F = 1, mF = 0〉.
For the filtering sequence, first pairs of sites are merged along x and spin-changing col-
lisions (SCC) are performed to convert pairs of atoms in |F = 1, mF = 0〉 to the Zeeman
states |F = 1, mF = 1〉 and |F = 1, mF = −1〉. A microwave pulse then transfers the re-
maining atoms in |F = 1, mF = 0〉 to the state |F = 2, mF = 0〉. Then SCC are used to
transfer back atom pairs in |F = 1, mF = 0〉. With another microwave pulse we trans-
fer the remaining atoms in |F = 1, mF = 1〉 due to finite SCC fidelity to |F = 2, mF = 2〉.
Then the sites along x are split. The rest of the sequence is identical to the one described
in Fig. 7.6, i.e. pairs of sites along y are merged and SCC are performed. As shown in
Fig. G.1, the plaquettes with one atom per site end this filtering sequence in the desired
configuration. On the contrary, a hole in the initial configuration leads to the transfer of
one atom to the F = 2 hyperfine state, and finally to a configuration with one atom per
site in |F = 1, mF = 0〉 before the final SCC. Therefore no atom is transferred to the state
|F = 1, mF = 1〉 that we probe at the end of the experiment. Similar conclusions can be
obtained for the configurations with additional holes or particles. In total about 10% of
the atoms end the filtering sequence in |F = 1, mF = 1〉 (see Fig. G.1c).
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Figure G.1: Schematics of the filtering sequence for plaquettes at half filling. (a), (b) Filtering
sequence applied to a plaquette initially filled with 4 atoms (a) and 3 atoms (b). In the case
of 3 atoms per plaquette no atom is eventually transferred in the Zeeman state |F = 1, mF = 1〉
that we probe at the end of the experiment. (c) Evolution of the atom fraction in |F = 1, mF = 1〉
(within the F = 1 manifold) during the three successive SCC used for the filtering sequence.
Appendix H
Singlet and triplet states: oscillations
and detection
H.1 Detection of singlet and triplet fractions
In order to measure the fraction of atoms in the singlet and triplet states a projection
technique was employed, which is described here. Consider a double well potential
with two particles that can have either spin |↑〉 or |↓〉, and such that both particles can
neither be in the same well nor have the same spin. The corresponding Hilbert space is
spanned by the states
|L, ↑; R, ↓〉 = |ψL(r)1, ↑1〉 ⊗ |ψR(r)2, ↓2〉 ,
|R, ↑; L, ↓〉 = |ψR(r)1, ↑1〉 ⊗ |ψL(r)2, ↓2〉 ,
|L, ↓; R, ↑〉 = |ψL(r)1, ↓1〉 ⊗ |ψR(r)2, ↑2〉 ,
|R, ↓; L, ↑〉 = |ψR(r)1, ↓1〉 ⊗ |ψL(r)2, ↑2〉 , (H.1)
where the subindexes 1 and 2 label the particle number, and |ψL(r)〉 and |ψR(r)〉 indicate
the spatial wavefunction on the left (L) and right (R) well respectively. For bosonic
particles, one can only consider the states that are symmetric under particle exchange,
which are given by
|s〉 = 1
2
(|ψL(r)1;ψR(r)2〉 − |ψR(r)1;ψL(r)2〉)⊗ (|↑1; ↓2〉 − |↓1; ↑2〉)
|t0〉 = 12 (|ψL(r)1;ψR(r)2〉+ |ψR(r)1;ψL(r)2〉)⊗ (|↑1; ↓2〉+ |↓1; ↑2〉). (H.2)
These wavefunctions are denominated singlet and triplet states, due to their spin con-
figuration.












Figure H.1: Schematics of the projection method used to determine the singlet/triplet population
fractions. Initially the atoms are in the double wells, where their spin is in a singlet or triplet
state. Then the double wells are merged and the atoms populate the two lowest energy bands of
the single wells. In the case of atoms originally in a triplet state, after the merging they end up
in the lowest band. On the other hand, for atoms initially in the singlet state, half of them end
up in the excited band. By using a band mapping technique (see appendix B) the population in
the bands are mapped into the first and second Brillouin zone.
The projection method consists in adiabatically merging within 10 ms the sites of
the double well into a single one, and extracting the atom fraction in the singlet and
triplet states by measuring the populations in the two lowest bands of the single well
(see Fig. H.1). The connection between these populations and the atom fractions in |s〉
and |t0〉 can be seen by writing all the possible bosonic states of the single well system:
|1〉 = |ψE0(r)1;ψE0(r)2〉 ⊗ (|↑1; ↓2〉+ |↓1; ↑2〉)/
√
2,
|2〉 = (|ψE0(r)1;ψE1(r)2〉+ |ψE1(r)1;ψE0(r)2〉)⊗ (|↑1; ↓2〉+ |↓1; ↑2〉)/2,
|3〉 = (|ψE0(r)1;ψE1(r)2〉 − |ψE1(r)1;ψE0(r)2〉)⊗ (|↑1; ↓2〉 − |↓1; ↑2〉)/2,
|4〉 = |ψE1(r)1;ψE1(r)2〉 ⊗ (|↑1; ↓2〉+ |↓1; ↑2〉)/
√
2. (H.3)
A full calculation of the states of the system as a function of the coupling between the
two wells [75] shows that the singlet and triplet states |s〉 and |t0〉 are adiabatically
connected to the states |3〉 and |1〉, respectively. Since |1〉 has population only on the
lowest band, when applying the band mapping technique described in appendix B one
obtains that all the atoms originally in |t0〉 populate the first Brillouin zone. On the
other hand, for the atoms originally in |s〉, one obtains that after the band mapping
half of the atoms are mapped to the second Brillouin zone because the state |3〉 has one
atom in the lowest band and one in the excited band. As a consequence, for an initial
state |ψ0〉 = α |s〉 + β |t0〉, one obtains that the fraction of band excitation is equal to
nexc = |α|2/2.
H.2 Singlet-triplet oscillations in isolated double wells 167
In the experiment we used the method described here for a plaquette system, which
consists of four sites. Let us consider a projection along the y-direction. In that case the
lattice depths are chosen such that the plaquette consists of two isolated double wells
along that direction, and the physics can be still described in terms of the single double-
well operators. By denoting
∣∣sy〉 and ∣∣ty〉 as the singlet and triplet states along one bond
in the y-direction, one can write a general state in the plaquette as
|ψ〉 = (α ∣∣sy〉+ β ∣∣ty〉)⊗ (α′ ∣∣sy〉+ β′ ∣∣ty〉), (H.4)
where the expression on the left (right) side of ⊗ corresponds to the sites A and D
(B and C). For example, the vertical singlet and triplet states on the plaquette can be
written as | 〉 = ∣∣sy〉⊗ ∣∣sy〉 and | 〉 = ∣∣ty〉⊗ ∣∣ty〉.
The fraction of band excitations along y is given by the expectation value of the
operator
Nyexc =
[∣∣sy〉 〈sy∣∣⊗ I] /4+ [I⊗ ∣∣sy〉 〈sy∣∣] /4. (H.5)
For the state given in Eq. H.4, the fraction of band excitation is
nyexc = 〈ψ|Nyexc |ψ〉 = 14 |α|
2(|α′|2 + |β′|2) + 1
4
|α′|2(|α|2 + |β|2). (H.6)
For the particular case of the singlet subspace, where the most general state can be
written as |ψ〉 = a| 〉+ b| 〉, the fraction of band excitation can be written as
nyexc = |〈Ψ(t)| 〉|2 /2 = Cy/2 = |a|2/2+ |b|2/4. (H.7)
A similar analysis for the case of projecting along the x-direction leads to analogous
expressions.
H.2 Singlet-triplet oscillations in isolated double wells
The most important tool to detect the state correlations used in our experiments con-
sists of the measurement of the singlet-triplet oscillation amplitude ASTO in the isolated
plaquettes. In this section the method used to induce the oscillations on a single double
well is described, and the calculations for the oscillation amplitudes in the plaquettes
are presented.
Consider the spin Hamiltonian of two particles with opposite spin in a double well
exposed to an external magnetic gradient
Hˆ = −J~SL · ~SR + ∆G/2(SˆzL − SˆzR), (H.8)
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Figure H.2: Schematics for singlet-triplet oscillations in a double well. (a) Double well potential
exposed to a magnetic field gradient. The eigenstates and eigenvectors are plotted on the right
as a function of the gradient strength ∆G. For ∆G = 0 the eigenstates are the singlet and triplet
states |s〉 and |t0〉. For |∆G|  J the gradient dominates the system and the eigenstates are |↑, ↓〉
and |↓, ↑〉. (b) STO as a function of time, measured used the projection method described in the
previous section. A band excitation fraction of one half (zero) corresponds to a singlet (triplet)
state.
with J > 0. Here it is assumed that the two spin components have opposite magnetic
moments and that the energy cost of moving one particle with spin |↑〉 (|↓〉) from the
left to the right site is −∆G (∆G). Given that the two atoms are in the two internal
states |↑〉 and |↓〉, the total Hilbert space is spanned by the states |↑, ↓〉 and |↓, ↑〉. When
∆G = 0 the eigenstates of the system are the singlet and triplet states |s〉 and |t0〉, being
|s〉 higher in energy by J (see Fig. H.2). On the other hand, in the extreme case of
∆G  J, the degeneracy between the states |↑, ↓〉 = (|L, ↑; R, ↓〉+ |R, ↓; L, ↑〉)/
√
2 and
|↓, ↑〉 = (|L, ↓; R, ↑〉+ |R, ↑; L, ↓〉)/√2 is lifted, and they become the new eigenstates of
the system, whose energy difference is 2∆G.
Starting from the state |s〉 or |t0〉 in the spin Hamiltonian with ∆G = 0, one can
induce singlet-triplet oscillations by suddenly switching on the gradient to ∆G  J.
This process automatically projects the initial state into the Hamiltonian for which the
ground states are |↑, ↓〉 and |↓, ↑〉. Therefore, the subsequent time evolution is given by
|ψ〉 (t) = (e−it∆G/2h¯ |↑, ↓〉 ± eit∆G/2h¯ |↓, ↑〉)/
√
2, (H.9)
which results in a singlet-triplet oscillation with frequency ∆G/h¯, and where the ±
sign corresponds respectively to the initial states |t0〉 and |s〉 (note that one can write
|s〉 = (|↑, ↓〉 − |↓, ↑〉)/√2 and |t0〉 = (|↑, ↓〉+ |↓, ↑〉)/
√
2).
STO in plaquettes are induced in the same way, either along the x- or y-direction. Let
us calculate the state evolution during the STO along the y-direction and for a general
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initial state
|ψ〉 = a| 〉+ b| 〉. (H.10)
Since the gradient is along y, the state | 〉 does not evolve during the STO, and the
state | 〉 evolves according to
(cos φ
∣∣sy〉+ i sin φ ∣∣ty〉)⊗ (cos φ ∣∣sy〉+ i sin φ ∣∣ty〉)
= cos2 φ
∣∣sy〉⊗ ∣∣sy〉+ i cos φ sin φ ∣∣sy〉⊗ ∣∣ty〉
+ i cos φ sin φ
∣∣ty〉⊗ ∣∣sy〉− sin2 φ ∣∣ty〉⊗ ∣∣ty〉 , (H.11)
where φ = t∆G/2h¯. From here one can infer that the time evolution of |ψ〉 is
|ψ〉 (t) = a cos2 φ| 〉+ b| 〉+ ai cos φ sin φ ∣∣sy〉⊗ ∣∣ty〉
+ ai cos φ sin φ
∣∣ty〉⊗ ∣∣sy〉− a sin2 φ| 〉. (H.12)
As it was explained in the previous section, the experimental observable is the fraction
of atoms in the excited band after merging the pair of double wells along one of the
directions. When the merging is done along the y-direction, this observable takes the
form Nyexc =
[∣∣sy〉 〈sy∣∣⊗ I] /4+ [I⊗ ∣∣sy〉 〈sy∣∣] /4.
The four terms appearing in Eq. H.12 are orthogonal, and therefore the observable
Nyexc is equal to the sum of the contributions from each term. Their contributions are,
respectively
(a∗ cos2 φ〈 |+ b∗〈 |)Nyexc(a cos2 φ| 〉+ b| 〉) = 12 |a cos
2 φ+ b/2|2
(−a∗i cos φ sin φ 〈sy∣∣⊗ 〈ty∣∣)Nyexc(ai cos φ sin φ ∣∣sy〉⊗ ∣∣ty〉) = a2 cos2 φ sin2 φ/4
(−a∗i cos φ sin φ 〈ty∣∣⊗ 〈sy∣∣)Nyexc(ai cos φ sin φ ∣∣ty〉⊗ ∣∣sy〉) = a2 cos2 φ sin2 φ/4
(a∗ sin2 φ〈 |)Nyexc(a sin2 φ| 〉) = 0. (H.13)
By adding the four contributions the following expression results for the observable
Nyexp:
nyexc = 〈ψ(t)|Nyexp |ψ(t)〉 = 12
[|b/2|2 + cos2 φ(|a|2 + Re(ab∗))] . (H.14)
From this one obtains that the amplitude of the STO is AySTO = (|a|2 + Re(ab∗))/2. For




3. This can be related to the value of nyexp, which was used in the
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