Abstract. -Given a prime p, a number field K and a finite set of places S of K, let K S be the maximal pro-p extension of K unramified outside S. Using the Golod-Shafarevich criterion one can often show that K S {K is infinite. In both the tame and wild cases we construct infinite subextensions with bounded ramification using the refined Golod-Shafarevich criterion. In the tame setting we achieve new records on Martinet constants (root discriminant bounds) in the totally real and totally complex cases. We are also able to answer a question of Ihara by producing infinite asymptotically good extensions in which infinitely many primes split completely.
More precisely, by starting with an infinite tower K S {K, we cut (quotient) G S in order to produce three kind of results:
piq We cut by Frobenii; this allows us to produce asymptotically good extensions where the set of places that split completely is infinite: this was an open question of Ihara [17] ; piiq We cut by powers of the generators of tame inertia groups; this allows us to improve upon the results of Hajir-Maire [14] in the totally complex case and Martin [25] in the totally real case concerning Martinet constants (root discriminants) in infinite towers of number fields (also see [26] ). Our improvements towards the GRH lower bounds in the totally complex and totally real cases are, by one metric, about 7.55% and 4.36%. In contrast, the improvements made in [14] over [26] were, respectively, 16.27% and 6.54%; piiiq In the wild ramification context, we cut by local commutators and powers of generators of the inertia group. As an application, let K be a totally imaginary number field of degree at least 12 and let K Sp be its maximal pro-p extension ramified only at primes above p. Then, for infinitely many primes p (assuming a recent conjecture of Gras concerning p-rational fields [8] ), the extension K Sp {K contains an infinite unramified tower of number fields. In the context of pure pro-p group theory, Wilson in fact used the idea of cutting in [36] . If we translate his result to our Galois context, we obtain the existence of an infinite subextension in K S {K for which all the Frobenius elements are torsion.
Recall that for a number field K with rK : Qs " n, the root discriminant of K, denoted rd K , is |DiscpKq| 1{n . There are absolute lower bounds, improved over the years, that include terms that go to 0 as n Ñ 8. These lower bounds depend on the signature of K and have been achieved by analytic methods. The best lower bounds depend on the GRH.
The term that goes to 0 with increasing degree makes it natural to consider towers of number fields and take the lim sup of the root discriminants. For the p-power cyclotomic tower it is an exercise to see this lim sup is 8. It is also an exercise to see that root discriminants are constant in unramified extensions. Thus the work of Golod and Shafarevich establishing the existence of infinite Hilbert Class Field towers also immediately gave a rich supply infinite towers with bounded root discriminants. Recall Euler's constant γ :" lim nÑ8`p ř n k"1 1 k q´log n˘. The current GRH lower bounds for infinite towers are 8πe γ « 44.763 for totally complex fields and 8πe γ`π 2 « 215.33 for totally real fields. See [29] for a nice history of this work up until 1990.
It is also natural to seek explicit examples of infinite towers with small lim sup of the root discriminants. As mentioned above, Martinet and then Hajir-Maire gave totally real and totally complex infinite towers with small root discriminant. Hajir-Maire introduced the idea of allowing tame ramification. One can show the relevant Galois groups are infinite using the Golod-Sharafevich criterion, and the root discriminants can be bounded by tame ramification theory. In this paper we establish that our technique of cutting works well in both the tame and wild cases.
Notations:
We fix a rational prime p.
Given a Z-module M, we denote by d p M the dimension over F p of F p b M: it is the p-rank of M.
We fix a number field K. By abuse, we identify prime ideals p Ă O K and places v of K. For a place v of K, we denote by K v the completion, and by U v the local units. For v is finite, we denote by π v an uniformizer and by v the corresponding valuation. For a prime ideal p Ă O K , we put Nppq :" #pO K {pq its absolute norm.
We fix now a finite set S of finite places of K. For p P S, not dividing p, one assumes that Nppq " 1 mod p. When all p P S are prime to p we call S tame. The set of all p Ă O K dividing ppq is denoted S p . If L{K is a finite extension, we also denote by S the set of places of L above S.
The maximal pro-p extension of K unramified outside S is denoted K S . Note K H is the maximal everywhere unramified pro-p extension of K. The Galois group of K S {K is denoted G S .
All cohomology groups of G S have coefficients in Z{p, and we denote by d " dpG S q and
More generally for a finitely generated pro-p group G, we denote by d p G :" dpGq its p-rank.
. It is well-known that when S is tame:
For a number field L the root discriminant of L, denoted rd L , is |DiscpLq| 1{rL:Qs . If J is an infinite algebraic extension of Q, we set rd J :" lim sup L |DiscpLq| 1{rL:Qs where the limit is taken over all number fields L Ă J. In the relative setting, e.g L{K, we compute discriminants to K and use the degree over K when taking roots.
Depth of relations and the Theorem of Golod-Shafarevich
Good references are [22, Appendice] and [20] .
1.1. The Zassenhaus filtration. -Consider a finitely generated pro-p group G. Denote by I :" I G the augmentation ideal of the completed algebra F p vGw, i.e., I G :" kerpF p vGw Ñ F p q. The powers I n of I are closed ideals and topologically finitely generated over F p . Definition 1.1. -Given x P G, x ‰ 1, denote by ωpxq :" maxtn, x´1 P I n u. We call the integer ωpxq the depth or level/weight of x. Put ωp1q " 8.
Recall the Zassenhaus filtration of G: piq For x P G, ωpx p q ě pωpxq. Hence, if x P G n , then x p P G np ; piiq For x P G n and y P G m , one has rx, ys P G n`m ; piiiq For x, y P G, ωpxyq ě minpωpxq, ωpyqq.
Proof. -See §7.4 of [20] .
Hence ω is a restricted filtration following the terminology of Lazard (see [22, 1.2. The inequality. -Let G be a finitely generated pro-p group of p-rank d. Let
be a minimal presentation pPq of G: here F is a free pro-p group on d generators with its Zassenhaus filtration ω. Suppose that R can be generated by tρ i , i " 1,¨¨¨u as a normal subgroup of F. We denote R " xρ i , i " 1,¨¨¨y
and assume each r k is finite. Usually one assumes that r k " 0 for large k, but this is not necessary and we will not do so in Theorem 2.8. We denote by
the Golod-Shafarevich polynomial (in fact series) associated to this presentation. If we have no information about the depth of the relations of R, then we take P P ptq " 1´dtr t 2 , where r " d p H 2 pGq (when it is finite). [35] ). -If G is finite, then
Theorem 1.4 (Vinberg
Proof. -Adapt the proof of [20] , or see [1] . See also Anick [2] .
Remark 1.5. -One may have partial information on the depth of the relations. For example, assume that one has only ωpρ k q ě a k for all k. Then as 1´dt`ř ρ k t a k ě P P ptq (coefficient by coefficient), if 1´dt`ř ρ k t a k has a root on s0, 1r, then G is infinite. When one has to assume all relations are depth two, we obtain the Golod-Shafarevich inequality 'r ď d 2 {4' that guarantees G is infinite. We say that G passes the Golod-Shafarevich test if there exists t 0 Ps0, 1r such that P P pt 0 q ă 0. Observe that if P P pt 0 q " 0 then G is infinite, but for many of our applications we need some t 0 such that P P pt 0 q ă 0. Finally, it is known that if G passes the G-S test and d ě 2, then G is not analytic. 
Proof. 
Given g P G and x P F such that ϕpxq " g. Often, one wants to detect the depth of x P F.
Proof. -piq Recall that G 2 " G p rG, Gs. piiq Consider the p-central descending series G pnq . Then G pnq Ă G n for all n ě 1 (see for example §7 of [20] ). Hence, if g P G p3q " G p 2 rG, G 2 s, then g P G 3 which is equivalent to ω G pgq ě 3, and then ω F pxq ě 3. piiiq Clearly Φ 2 pGq " G 2 and as Φ n`1 pGq " pΦ n pGqq p rΦ n pGq, Φ n pGqs Ă G 2 n .
1.4.
On some special quotients of a pro-p group G. -We study some infinite quotients of G.
Suppose that G is given by a minimal presentation pPq with Golod-Shafarevich polynomial P P ptq. Then for the natural minimal presentation
Much of what we need follows from this easy proposition: Proposition 1.10. -Let G be a finitely presented pro-p group with a minimal presentation pPq and Golod-Shafarevich polynomial P P ptq of G (following a given minimal presentation pPq). Suppose that P P pt 0 q ă 0 for some t 0 Ps0, 1r. Then for suitable k ě 2
and k 1 ě 2 we have P P pt 0 q`t k 0 ă 0 and P P pt 0 q`t
Proof. -Let us start with a minimal presentation 1 ÝÑ R ÝÑ F ϕ ÝÑ G ÝÑ 1 of G. piq. When one adds a relation of depth at least k ě 2, the p-rank does not change. Thus P P 1 ptq " P P ptq`t k and k is chosen so P P 1 pt 0 q ă 0. Theorem 1.4 gives that Γ is infinite. piiq. Put Γ :" G{ϕpxf i , iy N q. First, as the elements
Take now the following minimal presentation pP 1 q of Γ:
where R 1 " xρ j , f i , i, jy N , the ρ j being some generators of R as normal subgroup of F. Now, the polynomial of Golod-Shafarevich for Γ and pP 1 q can be written as (thanks to Proposition 1.9):
which is negative at t " t 0 by assumption. Apply Theorem 1.4 as in piq.
Sometimes one can say a little bit more. As usual, let d and r be the number of generators and relations of G. Set a " 2r{d. Suppose a ą 1 and put
Choose now m P Z ě2 such that 
Proof. -Put Γ :" G{ϕpxf j,k , j, ky N q. As before the new relations all have depth at least two so
Here, the Golod-Shafarevich polynomial P P 1 of Γ can be taken as
As λ ă 2r{d, the series converge in the neighborhood of t 0 " d{2r. Hence, one has:
and Theorem 1.4 applies. Proof. -Let P P ptq be the Golod-Shafarevich polynomial of G S . Let x 1 , x 2 , . . . be an enumeration of all Frobenii of primes not in S. We know P P pt 0 q "´δ ă 0 for some t 0 Ps0, 1r. Using Proposition 1.2 piq and Proposition 1.10 we can add in a relation corresponding to a suitable p-power of x 1 so that the new Golod-Shafarevich polynomial with this relation imposed is P P ptq`t k 1 and P P pt 0 q`t k 1 0 ă´δ{2. Now add in a suitable relation corresponding to a power of x 2 and the new Golod-Shafarevich polynomial with this relation imposed is P P ptq`t k 1`t k 2 and P P pt 0 q`t
Infinitely many splitting in
Continuing on with powers of x 3 , x 4 etc. the resulting series,P P ptq satisfiesP P pt 0 q ď´δ{2 ă 0 so the corresponding quotient of G S , fixingK, is infinite. By construction, the Frobenius of any unramified prime in this quotient is torsion.
Remark 2.2. -For extensions for which Frobenius elements have uniformly bounded orders see Checcoli [4].
Remark 2.3. -Note that every p-adic analytic quotient of the infinite quotient that appears in Theorem 2.1 is finite: this is more or less obvious, due to the fact that an infinite p-adic analytic group has an open subgroup of finite cohomological dimension and is then torsion free (note here, we can do the same operation with G Sp ).
2.2.
The case of the center. -Using Proposition 1.10, one can also cut G S by some special commutators. As we will see, this shows the limits of our method.
Let G S be as usual and let ta 1 ,¨¨¨, a d u be a minimal system of generator of G S with Zassenhaus filtration ω G . Let x be a non-trivial Frobenius element in G S . Then ω G prx, a i sq ě 1`ω G pxq. Hence, assuming that G S passes the Golod-Shafarevich test (r ă d 2 {4), we are guaranteed that when ω G pxq is large then Γ :" G S {xrx, a i s, i " 1,¨¨¨dy N is also infinite.
Proposition 2.4. -The class of the Frobenius element x in Γ is non-trivial and is in the center ZpΓq of Γ.
Proof. -In Γ, the class of x commutes with the class of a i , for i " 1,¨¨¨, d, and thus with every element as the a i 's topologically generate Γ. That ω G prx, a i sq ą ω G pxq implies x is not trivial in Γ.
Now let us remark that xrx, a i s, i " 1,¨¨¨, dy Ă xxy N , hence
Here for the infiniteness of Γ one has to check if
has a root in s0, 1r. For the quotient Γ 1 , one has to check if
has a root in s0, 1r. Some easy algebra shows that p2q is stronger than p1q: in other words, to prove that Γ is infinite it is better to use the criteria for Γ 1 . Indeed, when pd, rq " p9, 21q and k " 3, the polynomial 1´9t`20t
2`t3 has a root in s0, 1r but 1´9t`20t 2`9 t 4 does not, so the Golod-Shafarevich test gives Γ 1 is infinite and we can only conclude that Γ is infinite as it has Γ 1 as a quotient. Note: Proof. -Clearly #Γ 1 " 8 ùñ #Γ " 8. Let N and N 1 be the kernels of the maps G S ։ Γ and
is a number field and K
S is a finitely generated tamely ramified abelian p-extension. By class field theory such extensions are always finite so K N S {K is finite and thus Γ is finite.
This situation shows that some cuts may be not optimal. Using Proposition 1.10, we will exhibit an asymptotically good extensionK{K in which the set of primes that split completely is infinite. Remark 2.9. -As in Theorem 2.1, the pro-p group GalpK{Kq is not finitely presented.
Proof. -The proof is almost identical to that of Theorem 2.1.
2 as the Golod-Shafarevich polynomial, and note that P P pd{2rq " 1´d 2 {4r ă 0. We will apply Proposition 1.10 piiq with t 0 " d{2r Ps0, 1r and k 1 as given there. We will take the quotient by infinitely many Frobenii x i of unramified primes whose depth is at least k 1`i in G S . For i ě 2, denote by G i the image ϕpF i q; Proposition 1.6 gives that G i is also the Zassenhaus filtration of G S . Now, for i ě 0, choose a prime ideal p i of O K such that its Frobenius x i P G S is in G k 1`i (in fact a conjugacy class there), and such
. The quotient Γ of G S by the normal subgroup generated by the Frobenius x i of the primes
Denote byK Ă K S the fixed field by xx i , i ě 0y N ; GalpK{Kq » Γ. By Proposition 1.10 piiq, the pro-p extensionK{K is infinite, and each prime p i has trivial Frobenius inK and thus splits completely. Recall an another estimate given by Ihara [17] . See also Tsfasman-Vladut [34] . 
Definition 2.15. -Let G :" G S tame and infinite. For a prime p R S, denote by x p the Frobenius at p in G S . Define for i ě 1,
Recall pro-p extensions of a number field that are tamely ramified at a finite set of places are always asymptotically good. One can produce some asymptotic good extensions where the set of splitting is infinite, and in particular, by our construction, the series ÿ iě2 log N i ? N i converges. 
Proof.
. Then Lemma 1.11 implies thatK{K is infinite: it is an asymptotically good extension where each prime p i,k splits completely. Put β k,m :" λ k`m . Then by the estimation of Ihara (Theorem 2.13) forK{K, one has:
The constants of Martinet
In this section we set new records for root discriminants in asymptotically good totally complex and totally real towers.
3.1.
Tame towers with finite ramification-exponent. -We will again use Proposition 1.10. The set S will consist of p with Nppq " 1 mod p. q{ logpd{2rqs. Then, for k ě log p pk 0 q, the extension K rks S {K is infinite. Proof. -We follow the notations of Proposition 1.10. We have chosen k 0 so that P P 1 ptq " 1´dt`rt 2`tk 0 is negative at t " d{2r. Take as x a generator of the inertia group at p in K S {K, cut by x p k and apply Proposition 1.10 piq.
Recall the root discriminant of a number field K is denoted by rd K . The interest of extensions as above is the following: Proof. -The result follows from the basic theory of tame ramification.
In [13] it is shown, by taking the limit in the above Proposition, that the root discriminant of K S {K " K r8s S {K is bounded by rd K¨`N ppq 1 rK:Qs˘.
We can now give an answer to a central question of [12] :
Proof. -Observe that wlog we can assume that S " tpu contains only one prime. By hypothesis, r ă d 2 {4, so for large k, the extension K rks S {K is infinite. The inertia group at p is a quotient of Z{p k Z. By changing the base field, there exists a finite extension L{K such that K rks S {L is unramified and infinite.
3.2. Some set up. -Let K be a number field and S a finite set of finite places of K. For v P S let K v be the completion of K at v and recall δ F,p " 1 if F contains the pth roots of unity and δ F,p " 0 otherwise. Let V S " tx P Kˆ| x P Kˆp v for v P S, and vpxq " 0 mod p, @ vu and let B S to be the character group of V S {Kˆp. Recall the exact sequence
where each term on the right is just Z{pZ or 0 depending on δ Kv,p " 1 or 0; observe also that when δ K,p ‰ 0, global reciprocity implies the image of the right map lies in the hyperplane of terms that sum to zero. From Chapter 11 of [20] we know
and there is a natural injection X 2 S ãÑ B S which is an isomorphism if S contains all primes of K dividing p. Remark 3.6. -Numerically showing the injection above is not an isomorphism in explicit tame cases would likely lead to strong improvements in root discriminant bounds in asymptotically good towers.
When S is tame software will allow us to explicitly compute d p G S in many cases, thus giving d p B S exactly and the upper bound rpG S q ď
Examples and records. -For various computations of H
1 s and ray class groups we have used the software packages PARI/GP [31] and MAGMA [3] . We take always p " 2 in this subsection. 2 has no root so we cannot conclude G H is infinite. There are two primes above 43 in K, both having norm 43
2 . Take S to be either of these. We write S " tp 43 2 u. Software gives that d 2 G S " 5 so d 2 B S " 6 and rpG S q ď 6`1´1 " 6. In this case the Golod-Shafarevich polynomial 1´5t`6t 2 has a root in s0, 1r. As The Golod-Shafarevich polynomial 1´7t`13t 2 has no root so we set S to be the one prime p 9 above 3. It has norm 9 and software gives d 2 G S " d 2 G H " 7 so τ p 9 is of depth at least 2 by Proposition 1.8 piiiq and τ 2 p 9 has depth at least 4. One sees that d 2 B S " 12 and rpG S q ď 12. As 1´7t`12t 2 has a root in s0, 1r, G S is infinite. After cutting by τ p 9 , our Golod-Shafarevich polynomial 1´7t`12t 2`t4 has a root in s0, 1r so G The polynomial 1´6t`12t 2 is always positive so we cannot conclude that the maximal pro-2 quotient of G H is infinite. Here rd K ă 68.3636. Now take S " tp 9 u, the unique prime above 3 of norm 9. Software gives d 2 G S " 7 so d 2 B S " 12 and we have the bound rpG S q ď 12`1´1 " 12. The polynomial 1´7t`12t 2 has a root in s0, 1r so 2 and has no root in s0, 1r so we cannot conclude G H is infinite, though we suspect it is. The Golod-Shafarevich polynomial for G S is 1´9t`20t 2 which has a root in s0, 1r. As 
3.3.4.
Comments. -In the example above, a hope would be that τ p 13 has depth greater than two in G S . In that case we could cut by the relation τ p 13 and the corresponding Golod-Shafarevich polynomial would be at most 1´9t`20t 2`t3 which has a root in s0, 1r. One would then have that K has infinite 2-Hilbert Class Field Tower and the totally real root discriminant record would be ă 770.644. We do not see how to check the depth of τ p 13 in G S . See also the beginning of §5. The totally complex record was 82.1004 with a GRH lower bound of 8πe γ « 44.763. For the totally real case, the record was 913.4927 and the GRH lower bound is 8πe γ`π 2 « 215.33. One should probably take the ratio and then logs to measure distance to the GRH bounds. Then for a number field K, let us define BpKq " logpRd K {αq where α " 44.763 if K is totally imaginary or α " 215. 33 Recall that for S " S p , the pro-p group G S is of cohomological dimension 2 and rpG S q " dpG S q´r 2´1 . (For p " 2, S must contain all the infinite places, a vacuous condition in the totally complex case). evfv`2 . We compute its discriminant over K v by using the conductor-discriminant formula, namely we take the product of the conductors of all quadratic characters of K v . Note there is exactly one character for each quadratic extension, so the discriminant equals the conductor in this case. It is elementary to compute an upper bound on the discriminant of a quadratic field, so by taking the product over all quadratic fields we obtain an upper bound for our local discriminant. There are 2 evfv`2´1 quadratic extensions of K:
‚ 2 evfv`1´1 extensions corresponding to extracting the square root of a unit. These have conductor dividing 4 " π 2ev . One extension is unramified and has conductor 1. ‚ 2 evfv`1 extensions corresponding to extracting the square root of the uniformizer times a unit. These have conductor π 2ev`1 .
For more details see for example [9, Chapter II, Proposition 1.6.3]. Thus the discriminant of the maximal elementary abelian 2-extension of K divides
Taking the 2 evfv`2 th root, we get the root discriminant is
This is the local contribution. The norm of v is 2 fv so in the global root discriminant we get a the factor 2 fvp2`1 ev´1 2 ev fv q . Now sum over v|p and take the 1{rK : Qsth root. 3 . Also p 2 is not principal and thus its Frobenius in G H has depth 1. In this totally complex wild case, global duality implies the natural injection X 2 S ãÑ B S from §3.2 is an isomorphism and r " rpG S q " d´1´r 2 " 3. Recall that the decomposition group at p 2 in G S has at most 4 generators, as a quotient of G p " GalpK p {K p q this last group being isomorphic to the Demushkin group with 4 generators (here K p is the maximal pro-p extension of the complete field K p ). Denote by xx, y, z, ty these generators viewed in G S . The structures of G ab H " G H {rG H , G H s and of G ab S show that the elements x, y, z, t can be choosen such that t (Frobenius) has depth 1 as does x, a generator of inertia. The other variables, y and z, have depth at least 2. Then ‚ rx, ts has depth at least 2, ‚ rx, ys, rx, zs, rt, ys, rt, zs have depth at least 3, ‚ and ry, zs has depth at least 4.
If we cut G S by the local commutators, the Golod-Shafarevich polynomial to test becomes:
which has a root in s0, 1r. Then, G {Kq, the maximal pro-2 extension of K unramified outside 2 and locally abelian is infinite (in fact not p-adic analytic). Now, we can apply Proposition 1.10 to cut the ramification at a certain depth. Here G r2s,p´ab S is infinite: indeed the polynomial 1´5t 2`4 t 2`4 t 3`4 t 4 has a root in s0, 1r. In this case the root discriminant in K 2,p´ab S {K is bounded by rd K¨2 9{8 ă 161.1592, thanks to Theorem 4.2.
-
In this example we demonstrate the effectiveness of using a mixed strategy of simultaneous tame and wild cutting. Take K to be the Hilbert Class Field of the cyclic cubic extension of conductor 163. The number field K is of degree 12 over Q with equation given by x 12´2 3x 10`1 25x 8´2 31x 6`1 25x 4´2 3x 2`1 " 0. Here for v|2, f v " 3. Take S " tv|2, 3, 5, 7u. Software and some basic theory give ‚ there are 4 primes in K above above 2, 3 and 7. There are 6 primes above 5. ‚ d 2 G S " 18, and Equation (3) implies B S " 0 so X 2 S " 0 as well ‚ rpG S q ď 17 so the Golod-Shafarevich polynomial is 1´18t`17t 2 , which is very negative on s0, 1r.
We are going to cut by ‚ the local commutators of each place above 2, i.e. by 4¨10 elements of depth at least 2, ‚ the square of the generators of the abelian local inertia at the wild places (observe that we can take a generator of order 2), i.e by 12 elements of depth at least 2, ‚ the fourth of the generators of the inertia at three places dividing 5, ‚ the square of the generators of the inertia of the other eleven places dividing 3¨5¨7. Proof. -Let p ą 2. As p splits completely in K, µ p Ć K v and G v is a free pro-p group on 2 generators x v , τ v , where x v can be chosen as the Frobenius and τ v as a generator of the inertia group. Suppose moreover that G :" G Sp is p-rational. Then we cut the free pro-p group G on r 2`1 generators by all the commutators rx v , τ v s for all v|p, to obtain a pro-p extension K p´ab Sp {K corresponding to the maximal local abelian extension at every v|p of K unramified outside p; here r 2 is the number of complex embeddings of K. Put Γ :" GalpK p´ab Sp {Kq. A naive presentation pPq of Γ allows us to obtain the Golod-Shafarevich polynomial
As r 2 ě 6, we easily compute that P P is negative on s0, 1r, and so for a large given k, if we cut by the powers τ
{K is infinite. As Z{p k maps onto the inertia group of all p|p, one concludes by a changing the base field.
Recall that if a pro-p group G passes the test of Golod-Shafarevich, then G is not p-adic analytic (when d ě 3) and, by Lubotzky-Mann [24] , the p-rank of the open subgroups U of G tends to infinity with rG : Us. In fact, one has the following due to Jaikin-Zapirain (see [18] Suppose that G H has P as Golod-Shafarevich polynomial for a certain minimal presentation pPq. Then with S " tpu, p coprime to p, and when µ p Ă K, the group G S has parameters pd, r´1q, or pd`1, rq. If r ą 1, it is easy to see G S is infinite in either case. Suppose now that the generator of inertia at p, τ p , has depth at least k in G S . If we cut G S by xτ p y, the Golod-Shafarevich polynomial becomes 1´dt`pr´1qt 2`tk , and for large k it has a root. In this case we can introduce the relation τ p and observe K H {K is infinite. For pd, rq " p9, 21q we need k ě 3. piq for large |T | with size depending on |H| (thanks to a bound given by Ozaki [30] , see also [16] ), we are guaranteed that OL ,T b F p , and then also V T L {Lˆp by (4), contains a nontrivial free F p rHs-submodule. But the bound for |T | is very bad; piiq by Kummer theory, and by an appropriate choice of T , we are guaranteed that V T L {Lˆp contains a nontrivial free F p rHs-submodule. This is the method we will use.
A result. -We prove the following
Theorem 5.6. -Let K be a number field. Then given k ą 0 there exists two different primes q and p, coprime to p, such that ωpτ p q ě k in GalpK tqu tpu {Kq. As we will see the proof of Theorem 5.6 can be reduced to the next Proposition. One concludes by noting that
The Kummer radical R T of the maximal p-elementary extension of L 1 , unramified outside T , is a subgroup of V T L 1 {pL 1ˆqp (remember that T is coprime to p). Hence by Lemma 5.8 we get
where˚denotes the reflection action following ∆. By taking the ∆-invariant, Proposition 5.7 holds by noting that`V
Proof. -(of Theorem 5.6). Given k ą 0, write n " rlog 2 ks. Let L " pK H q ΦnpG H q and put H " GalpL{Kq. By Proposition 5.7, choose a prime q, coprime to p and that splits completely in L{K, such that Remark 5.9. -The reader may wonder why one can't, for instance in the totally real example of §3.3.2, simply apply Theorem 5.6 for some p whose τ p will have depth 3 for some q. The difficulties are that first G tqu tpu may have many more relations imposed by the splitting condition, and second if one removes the splitting condition, the kernel of the map G tpu ։ G tqu tpu might contain elements of depth 2, so the preimage of τ p may have depth 2.
