The adequacy of 11 metrics for measuring linguistic complexity was evaluated by applying each metric to language samples obtained from 30 different adult speakers, aged 60-90 years. The analysis then determined how well each metric indexed age-group differences in complexity. In addition, individual differences in the complexity of adults' language were examined as a function of these complexity metrics using structural equation modeling techniques. In a follow-up study, judges listened to sentences in noise, rated their comprehensibility, and attempted to recall each sentence verbatim. Hierarchical multiple regression was used to evaluate the structural equation model, derived from the language samples, with respect to sentence comprehensibility and recall. While most of the metrics provided an adequate account of age-group and individual differences in complexity, the amount of embedding and the type of embedding proved to predict how easily sentences are understood and how accurately they are recalled. 
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As evidence for this linkage between working memory and the production of embedded sentences, Kemper and Rash (1988) computed the Yngve depth (Yngve, 1960 ) of a sample of adults' sentences. Yngve (1960) assumed that the production of a sentence imposed demands on a limited-capacity working memory in order to retain planned but not yet articulated grammatical constituents. The depth of any word in a sentence represents the number of planned grammatical constituents that have not yet been realized during the left-to-right production of the sentence. In general, sentence embedding, particularly left-branching embedding, increases the Yngve depth of sentences since words within the embedded sentence are at greater depth than words in the main clause.
Kemper and Rash (1988) showed that Yngve depth declines with the age of the speaker. They also found that Yngve depth is correlated with adults' backward digit span (Wechsler, 1958) . Kemper et al. (1989) found that adults' backward digit is correlated with MCU and the production of leftbranching clauses; adults with larger backward digit spans produce sentences with more embedded clauses, particularly left-branching clauses, and greater Yngve depth. This finding implies that the age-related decline in adults' production of complex sentences, particularly left-branching sentences, is due to age-related declines in the capacity of working memory, as measured by backward digit span. Frazier (1985) challenged Yngve depth as a valid measure of syntactic complexity and suggested an alternative metric which was explicitly motivated by considerations of the complexity of sentence-processing operations. Frazier's account differs from Yngve depth in two ways: first, sentence embeddings are explicitly acknowledged as sources of complexity and, hence, increase the complexity of a particular sentence; second, the complexity is computed over three-word sequences such that a cluster of many processing decisions contributes more to the complexity of a sentence than a distributed sequence of processing decisions.
Experiment 1 was undertaken in order to compare Yngve depth to Frazier's alternative as well as to other complexity metrics. Following a survey of the literature on language processing and language acquisition, a set of 11 complexity metrics was chosen according to two criteria. First, clear rules or procedures for computing each metric were given in the original source, and second, each metric was, in principle, applicable to a wide range of sentences. This last criterion excluded metrics that apply to limited types of sentences such as relative clauses (Clancy, Lee, & Zoh, 1986) or multiclause sentences with missing complement subjects (Hsu, Cairns, & Fiengo, 1985) .
The measures were: MLU in words, traditionally used in the child language literature to measure linguistic development (Miller & Chapman, 1981) ; MCU, used by Kemper et al. (1989) to measure adults' linguistic development; Developmental Sentence Scoring (DSS), developed by Lee (1974) Scarborough (1990) to scale children's grammatical development; Developmental Level (DLevel), used by Rosenberg and Abbeduto (1987) to evaluate the grammatical competence of retarded adults; Directional Complexity (DComplexity), based on the Botel and Granowsky (1972) formula (developed as an alternative to readability formulas) to measure the linguistic difficulty of texts; two alternative ways of measuring Yngve depth; and two variants of Frazier's node count. In addition, Propositional Density (PDensity), based on Kintsch and Keenan's (1973) analyses of text difficulty, was also computed in order to assess whether semantic content covaries with grammatical complexity.
Experiment 1 was designed to compare the reliability of these complexity metrics and their utility as models of language change in adulthood. Each metric was evaluated as to its adequacy for describing both age-group and individual differences in linguistic complexity. Experiment 2 then provided converging evidence as to the selection of an adequate complexity metric for predicting the relative comprehensibility and verbatim recall of sentences.
EXPERIMENT 1
In order to compare alternative ways of measuring linguistic complexity, 11 different complexity measures were applied to language samples obtained from 30 different adults. The analysis then determined how well each measure indexed age-group differences in complexity. Finally, individual differences in linguistic complexity were examined as a function of each metric. At issue was which metric(s) would provide the best account of both age-group and individual differences in complexity.
The metrics differ in three regards. First, some of the metrics are sensitive to sentence length: MLU, obviously, provides a measure of sentence length, and one each of the Yngve and Frazier metrics must necessarily increase as sentences increase in length, since these metrics are computed by summing scores assigned to each word in a sentence. To the extent that syntactically complex constructions involve more words and more word types, such as complementizers and subordinating conjunctions, MCU, DLevel, DSS, and DComplexity will also increase with sentence length. Hence, one issue is whether there are age-group and individual differences in complexity when sentence length (or MLU) is held constant.
Second, several of the measures explicitly assume that some grammatical constructions are more complex than others; DSS, DComplexity, DLevel, and both Frazier metrics award more points per sentence to embedded clauses (particularly those producing left-branching structures) and subordinate clauses. For these metrics, multiple levels of sentence embedding and subordination must lead to higher scores. Thus, a second issue is whether age-group and individual differences in complexity due to the occurrence of particular types of embedding and subordination will be found even when MCU (or the amount of embedding and subordination per se) is held constant.
Finally, 10 of the metrics assess differences in grammatical form, whereas 
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PDensity attempts to measure information load (or semantic content). The third issue is whether age-group and individual differences in complexity will be obained when PDensity, or semantic content, is held constant. The relationships among amount of embedding, type of embedding, and semantic content as alternative sources of complexity were evaluated by comparing a series of structural equation models of the data.
Method
Language samples. The language samples were taken from the oral narratives analyzed by Kemper et al. (1990) . The narratives were collected from adults aged 60-90 years. Ten narratives were selected from each age group with the requirement that each contained at least 50 sentences; short narratives containing less than 50 sentences were excluded. There were 10 narratives from adults aged 60 to 69 years, 10 from adults aged 70 to 79 years, and 10 from adults aged 80 to 90 years. Each narrative was told by a native speaker of English. The vocabulary score of each speaker and each speaker's forward and backward digit span scores from the Wechsler Adult Intelligence Scales (WAIS) (Wechsler, 1958) 5. DLevel. Eight developmental levels were used to classify the sentences. The original scale, developed by Rosenberg and Abbeduto (1987) specified seven levels of complex sentences; a zero level was added to this system to classify simple, one-clause sentences (42% of the corpus). The eight levels, therefore, were: (0) simple, one-clause sentences; (1) complex sentences with embedded infinitival complements, (2) complex sentences with whpredicate complements, conjoined clauses, and compound subjects, (3) complex sentences with relative clauses modifying the object noun phrase or with predicate noun phrase complements, (4) complex sentences with gerundive complements or comparative constructions, (5) complex sentences with relative clauses modifying the subject noun phrase, subject noun phrase complements, and subject nominalizations, (6) complex sentences with subordinate clauses, and (7) complex sentences with multiple forms of embedding and subordination. The average DLevel for each speaker was calculated.
6. DComplexity. The rules given by Botel and Granowsky (1972) were applied to each sentence to determine DComplexity. These rules assign 0,1, 2, or 3 points to various sentence patterns and structures. 0-point structures include subject-verb, subject-verb-object, and subject-verb-infinitive constructions; interrogative sentences; and coordinate clauses joined by and. 1-point structures include sentences with both direct and indirect objects; noun modifiers such as adjectives and possessives; adverbials; coordinate clauses joined by but, or, and so forth; gerunds used as subjects; and infinitive complements to subject-verb-object clauses. 2-point structures include comparatives, subordinate clauses, infinitives used as subjects, and passives. 3-point structures include wh-and that clauses used as subjects. The average DComplexity of each speaker's utterances was calculated. Many of the speakers* sentences began with conjunctions, usually and; consequently, Yngve depth would also be inflated by treating these sentence-initial conjunctions as branches originating from the root of the tree structure. Such conjunctions inflate Yngve depth by 1 since three branches (i.e., the conjunction, the subject noun phrase, and the verb phrase) originate from the root of the tree. To avoid inflating Yngve depth, sentence-initial conjunctions were not included in its computation.
Two Yngve depth measures were determined for each sentence: (a) Maximal Yngve depth is the largest number associated with any word in the sentence, and (b) Total Yngve depth is the sum of all depth counts for each word in the sentence. Maximal Yngve depth was, therefore, a "local" measure that was independent of sentence length, whereas Total Yngve Applied Figures 3 and 4 illustrate the calculation of the Local Frazier and Total Frazier counts. The Frazier counts were based on a surface phrase structure analysis in which all (nonterminal) nodes in the phrase structure of the sentence were assigned a point value of 1 except for sentence nodes and sentence-complement nodes, which were assigned a point value of 1.5. Counts for each word were then determined by summing up the points assigned to all the nodes dominating each word in the sentence.
As implied by the analyses given in Frazier (1985) , nodes in the phrase structure of a sentence were counted as if the sentence was being parsed from left to right in a deterministic manner, as in the parser developed by Marcus (1980) and discussed by Berwick and Weinberg (1984) . Consequently, nodes were assigned to possessive markers and deleted noun phrases that introduce new syntactic constituents or that are required in order to connect each new word to the preceding structure. For example, a gerund is used as the subject of the main sentence in the left-branching Reliability. One coder analyzed all 1,500 sentences; the sentences were randomized such that sentences from the same narrative or the same speaker were not analyzed consecutively. A second coder independently analyzed 100 sentences using 10 of the metrics; intercoder reliability was high for all these measures: MLU = 100%; MCU = 100%; DSS = 98%; IPSyn = 92%; DLevel = 100%; DComplexity = 94%; Maximal Yngve = 100%; Total Yngve = 100%; Local Frazier = 95%; Total Frazier = 94%. Ten of the language samples had been previously propositionalized as part of a prior analysis of adults' narrative structure (Kemper et al., 1990) ; for this analysis, two coders independently analyzed each language sample, and intercoder agreement for PDensity was 94%. Split-half reliabilities for 10 of the measures were high, ranging from 92% for Total Frazier to 98% for DLevel; the split-half reliability for PDensity was somewhat lower, 85%.
Results
The 11 complexity measures were compared by performing a MANOVA with age group of the speaker as the between-subjects factor. The multivariate effect of age group was significant, F(2, 270) = 19.83, p < .01, and 8 measures produced significant age effects: MCU, DSS, DLevel, DComplexity, Maximal Yngve Depth, Total Yngve Depth, Local Frazier count, and Total Frazier count. The univariate Fs are listed in Table 1 . For these metrics, the linear component of the age effect was significant in each case; the higher order polynomial trends were not significant. No significant age group differences were found for the remaining 3 measures, MLU, IPSyn, and PDensity. Figure 5 plots age-group differences for each measure. Table 2 presents the matrix produced by correlating the 11 complexity measures with the speakers' age, educational level, vocabulary, and digit span scores. Individual differences in complexity appear to reflect an agerelated decline in working memory in producing sentences with multiple levels of embedding since speaker age was negatively correlated with MCU, DSS, DLevel, DComplexity, both Yngve Depth measures, and both Frazier counts, and since digit spans were positively correlated with these same Table 3 presents the matrix of correlations among the 11 complexity measures.
To further examine age-group and individual differences in linguistic complexity as a function of length, the amount and type of embedding, and semantic content, structural equation modeling using EQS (Bentler, 1989 ) was used to test the fit of various models of linguistic complexity. The series of models was designed to clarify the relationship of amount of embedding, type of embedding, and semantic content as alternative sources of linguistic complexity.
The input to the structural equation models was a variance-covariance matrix including: speaker age, WAIS vocabulary, WAIS digit span (summed forward and backward span), educational level, and the average score on each of the 11 complexity metrics. Each structural model was evaluated using the maximum likelihood chi-square approach which measures the goodness-of-fit of the covariance matrix predicted by the model to the observed, input matrix. EQS fits both a measurement model, including factor loadings and measurement errors, and a structural equation model of the relations among the endogenous or independent variables (age, vocabulary, digit span, and education) and the dependent variables (the complexity metrics), which define latent factors. The fit of a series of structural equation models was then tested against the input covariance matrix. The series of models specified different latent factors, measured by various combinations of the complexity metrics.
The first model to be tested is summarized in Figure 6 . In this model, Linguistic Complexity was assumed to be a single dependent latent factor which was measured by 11 metrics; Verbal Ability Agc was also assumed to be an independent latent variable which reflected the common variation among age, educational level, vocabulary, and digit span; in other words, this variable is the age-related component of verbal ability as measured by education, vocabulary, and digit span. This model specified that Verbal Ability Agc determines Complexity. A significant chi-square, ^(90) = 1036.90, p < .001, was obtained. This indicates that the model does not fit the observed variance-covariance matrix and can be rejected.
A series of further models were then specified by defining additional latent factors by measured variables and the paths holding between the latent factors. The goal was to find a model, using maximum likelihood estimation procedures, that fits the data as well as the saturated model in which each measured variable corresponds to a latent factor and each factor is correlated with all the other factors. The series of models is summarized in Table 4 .
The second model tested differed from the first in specifying two corre- proximation to the data, but it still does not reproduce the observed variance-covariance matrix. The third model specified both Verbal Ability Age and Working Memory Agc as correlated factors, as in model 2, and distinguished two dependent factors, Length measured by MLU and Complexity measured by the remaining 10 metrics. Both Length and Complexity were specified as determined jointly by Verbal Ability Age and Working Memory Agc . This model, therefore, tested whether there are differences in linguistic complexity due to age-related changes in the speakers' verbal ability and working memory apart from those associated with sentence length. This model also does not fit the data.
The fourth model assumed two correlated factors, Verbal Ability Age and Working Memory Age , and three dependent factors: Length, measured by MLU; the Amount of Embedding, measured by MCU; and Complexity, measured by DSS, DLevel, DComplexity, both Yngve metrics, and both Frazier metrics. PDensity and IPSyn were specified as loading on a Content factor which was predicted by the Verbal Ability Age factor. Length was also predicted by Verbal Ability Age , whereas Embedding was specified as determined by Working Memory Agc . This model provides a close approximation to the data.
The fifth and final model is summarized in Figure 7 ; this model fits the data by specifying two correlated factors, Verbal Ability Agc and Working Stimuli. One hundred sentences were selected from the language samples analyzed by Kemper et al. (1990) . Five sentences were selected from each of 20 different speakers. These sentences were analyzed by both the primary and the secondary coder and scored on each of the 11 complexity metrics; intercoder reliability was better than 95% for each metric. The sentences were audiorecorded, in a random order, by a female speaker. The recording was then mixed with white noise. The sentences were presented binaurally over speakers in an audiometric room at 75 db with a -15 db signal-tonoise ratio. A 30-second pause, filled by white noise, occurred after each sentence.
Procedure. The judges were tested simultaneously. The judges received test booklets in which to record their responses, and rated each sentence on a 10-point scale ranging from (1) very easy to understand to (10) very difficult to understand. After rating each sentence, the judges then attempted to write down the sentence verbatim.
Two measures were obtained for each sentence: the mean comprehensibility rating, averaged over the five judges, and the mean proportion of words, recalled by the five judges. These measures were somewhat correlated, r(3) = + .58, p > .10, indicating that they were not independent responses. The comprehensibility ratings and recall scores were then correlated with the 11 measures of syntactic complexity obtained in Experiment 1. The matrix of correlations is presented in Hierarchical multiple regression was then used to identify the best set of complexity metrics for predicting sentence comprehensibility and recall. In the analyses, a hierarchical procedure was used in which sets of variables were sequentially added to regression equations for predicting comprehensibility or verbatim recall; the steps were ordered to reflect the structural equation model obtained in Experiment 1. At each step, the best predictor of a set of one or more intercorrelated variables, defining a latent factor, was entered into the regression equation. At each step, only those variables were entered into the equation whose partial correlation with comprehensibility and recall (with the effects of all previously entered variables controlled) was significant at p < .05 or better for the F-to-enter statistic. Then, at each step, any improvement in prediction of the resulting regression equation reflects the contribution of that step after the effects of all previously entered variables have been partialed out. Hierarchical multiple regression was used to avoid problems associated with multicollinearity since these measures of syntactic complexity are highly intercorrelated.
In step 1, semantic Content, measured by PDensity and IPSyn, was initially used to predict comprehensibility and recall. In step 2, sentence Length, measured by MLU, was added. In step 3, the Amount of Embedding, measured by MCU, was entered into the regression model. In step 4, Type of Embedding, measured by DSS, DLevel, and DComplexity, was added. In step 5, overall Complexity, measured by both Yngve and both Frazier metrics, was added. The results are summarized in Table 6 .
In these analyses, PDensity, DLevel, and Maximal Yngve Depth were selected as the best predictors of Content, Type of Embedding, and overall Complexity, respectively. As Table 6 This model of linguistic complexity was validated by Experiment 2. How easily sentences are understood and how accurately they are recalled cannot be predicted on the basis of the content and length of sentences as measured by PDensity and MLU, respectively. Rather, sentence comprehensibility and recall reflect the amount of embedding, as measured by MCU, and type of embedding, as measured by DLevel. The resulting regression formula with four predictors -content, length, amount of embedding, and type of embedding -accounts for 78% of the variance in comprehensibility and 76% of the variance in recall.
Applications
In looking for the determinants of sentence processing difficulties, psycholinguists have identified many contributing syntactic factors either by systematically contrasting sentences with different syntactic properties, or by developing formulae for ordering sentences as to their overall complexity. The choice of a complexity metric for research purposes will depend on practical considerations. For most language samples, MLU and MCU can be easily computed; however, MLU, while widely used to scale children's language acquisition, shows little variation over the adult years and may not be sensitive to developmental differences once the basics of morphology and syntax have been mastered (Kemper et al., 1989; Klee & Fitzgerald, 1985) . MCU has limited utility for the study of the early stages of language acquisition, since young children do not begin to master the syntax of embedding until rather late in the acquisition period (Limber, 1973) .
While MLU and MCU can be computed with some ease, the other complexity metrics require skilled analysis for their application. DSS, DLevel, and DComplexity require that the researcher carefully examine each sentence for a wide range of different syntactic constructions and assign appropriate point values to these constructions. The Yngve and Frazier metrics require the researcher to perform a surface phrase structure analysis of the sentence. The Frazier analysis is more difficult to execute than the Yngve analysis, since it attempts to emulate a deterministic, left-to-right parser. The analysis must detect and fill in gaps in the structure of the sentence whenever noun phrases have been deleted or fronted. For example, a gap occurs in "The students tried to learn" since the subject of the infinitive ("the students"), which is coreferential with the subject of the main clause, has been deleted. This gap contributes to the complexity of the sentence according to the Frazier analysis, although it makes no contribution to any of the other analyses.
The most difficult metric to compute is PDensity. The reliable identifica-74 tion of individual propositions requires extensive training. The process of propositionalizing an entire language sample is also slow; for adult speakers, PDensity averages approximately 43 and can range from 20 to 80 (Kemper et al., 1990) . Thus, for a sample of 100 words, between 20 and 80 propositions may have to be identified. For these reasons, MCU may provide an adequate index of linguistic complexity for many purposes; this measure can be easily calculated, it appears to be a central determinate of age-related and individual differences in linguistic complexity, and it correlates strongly with comprehensibility and verbatim recall. Additional control over linguistic complexity can be gained by computing DLevel.
