One of the fundamental requirements for visual surveillance with Visual Sensor Networks (VSN) is the correct association of camera's observations with the tracks of objects under tracking. In this paper, we model the data association in VSN as an inference problem on dynamic Bayesian networks (DBN) and investigate the key problems for efficient data association in case of missing detection. Firstly, to deal with the problem of missing detection, we introduce a set of random variables, namely routine variables, into the DBN model to describe the uncertainty in the path taken by the moving objects and propose the high-order spatio-temporal model based inference algorithm. Secondly, for the problem of computational intractability of exact inference, we derive two approximate inference algorithms by factorizing the belief state based on the marginal and conditional independence assumptions. Thirdly, we incorporate the inference algorithm into EM framework to make the algorithm suitable for the case when object appearance parameters are unknown. Simulation and experimental results demonstrate the effect of the proposed methods.
Introduction
Consisting of a large number of cameras with nonoverlapping field of view, Visual Senor Networks (VSNs) have been frequently used for surveillance of public locations such as airports, subway stations, busy streets, and public buildings. The visual nodes in VSN are not working independently; instead, they can transmit information to a processing centre or communicate with each other. Typically, in the region covered by the VSN there are several moving objects (persons, cars, etc.), presenting in one camera at a certain time and reappearing in another after a certain period. The visual information captured by VSN can be used for interpreting and understanding the activities of moving objects in the monitored region. One of the basic requirements for achieving these goals is to accurately associate the observations produced by the visual node with the track of each object of interest. It is interesting to note that a similar problem also arise, in the multitargets tracking (MTT) research, where the goal is to associate the several distinct track segments produced by the same target. For example, Yeom et al. [1] proposed a track segments association technique for improving the track continuity in airborne early warning system using discrete optimization on the possible matching pairs of track segments given by forward prediction and backward retrodiction. However, the target motion model used in multitargets tracking is not available in VSN, as large blind regions always exist between camera nodes.
Appearance information can be used to associate the observation with object's track, provided the characteristics of the object appearance are known or have been learnt. However, the appearance observations of the same object generated by different visual nodes may vary dramatically due to changes in the illumination of scene or the photometric property of cameras. Despite the huge amount of effort to overcome these difficulties using intercamera color calibration [2] or appearance similarity models [3] , the association performance based solely on appearance cues is still unsatisfactory. On the other hand, the spatiotemporal observations such as the time of object visiting the specific camera and the location of that camera, combined with the structural knowledge of monitored region, can be used to improve the accuracy of data association. Representing the prior knowledge of the object's characteristics and the monitored region by a graphical probabilistic model, the data 2 EURASIP Journal on Advances in Signal Processing association problem can be solved by Bayesian inference [4] [5] [6] [7] [8] .
However, the introduction of spatiotemporal information greatly complicates the association problem in the following two aspects. First, as the spatiotemporal observations of the same object from cameras in the VSN are inter-dependent, and the number of the association hypothesis usually increases exponentially with the accumulation of observations, rendering the exact inference algorithm intractable. In fact, intractability is an intrinsic property of the data association problems, no matter in VSN or in traditional multitargets tracking [9] . In traditional MTT community, data association problem can be solved by approximate algorithms such as Multiple Hypothesis Tracking (MHT) [10] , Probabilistic Multiple Hypothesis Tracking (PMHT) [11] , and Joint Probability Data Association (JPDA) [12] . However, the assumption of motion smoothness in traditional MTT is not available in VSN. Second, the performance of the spatiotemporal observationbased association algorithms is more vulnerable than that of the appearance-based methods to the unreliable detection, including false measurement and missing detection. In practice, unreliable detection is difficult to avoid due to the bad observation condition or the occlusion of the object of interest. The problem of false measurement can be alleviated by deleting the observations with low likelihood. However, missing detection is more difficult to handle as it is not easy to know whether an object is miss detected based on the information on a single camera. Moreover, missing detection can result in very low posterior probability of the true object trajectory, as most spatiotemporal model-based inference algorithms rely on the assumption that the object can be detected reliably. Therefore, in this paper we focus our attention on the problem of missing detection and assume that there is no false or clutter measurement.
In fact, unreliable detection may also be encountered in traditional MTT applications such as low elevation sea surface target (LESST) tracking, where the SNR at receiver can be dramatically reduced due to the presence of multipath fading. For example, Wang and Mušicki [13] present a series of integrated PDA type filters which can output not only target state estimate but also a measure of track quality, taking into account the existence of target and the SNR of sensor. Godsill and Vermaak [14] deal with the problem of unreliable detection by incorporating a new observation model based upon a Poisson assumption for both targets and clutter into the variable rate particle filter framework.
In this paper, we present a novel method for data association in VSN based jointly on appearance and spatiotemporal observation, overcoming the difficulties mentioned above. After a brief review of the related works, in Section 3 we model the data association problem with dynamic Bayesian networks, where a set of routing variables are introduced to overcome the problem of missing detection. In Section 4 we present the forward and backward exact inference algorithms for data association in DBN and show their intractability when the number of objects grows. To reduce the computational burden, in Section 5 we derive two kinds of approximation inference algorithms by factorizing the joint probability distribution based on different independence assumptions. To apply the algorithms when objects appearance model is unavailable, in Section 6 we incorporate the proposed inference algorithms into EM framework, where the data association and parameter estimation problems are solved simultaneously. Simulation and experimental results are presented in Section 7 and conclusions are given in Section 8.
Related Works
The data association in VSN can be considered as the process of partitioning the set of observations collected by all cameras in VSN into several exhaustive and exclusive subsets, such that the observations belonging to each subset are believed to come from a single object. Then the data association problem can be solved by finding the partition with the highest posterior probability. Usually, the joint probability of partitions and observations is encoded by some graphical model. Pasula et al. [4] proposed a graphical model to represent the probabilistic relationships between the assignments variables, observations, and the hidden intrinsic and dynamic states of the objects under tracking. The introduction of hidden states in [4] avoids the combinatorial explosion in the number of the model parameters. Kim et al. [7] provided a first-order Markov model describing the activity topology of the camera networks, with so-called super nodes of the ordered entry-exit zone pairs and directional edges weighted by the likelihood of transition between cameras and the travel time. The model is superior in distinguishing traffic patterns compared with conventional activity topology models. Zajdel and Kröse [6] used dynamic Bayesian networks (DBNs) as generative model of observations from a single object. Every partition of the entire observations translates into a specific structure of a larger network that comprised multiple disconnected DBNs. The authors provided an EM-like approach to select the most likely structure and learn the model parameters. In the works mentioned above, although the association performance has been studied as a function of the increasing observation noise, none of them considered the problem of missing detection explicitly in their models. Van De Camp et al. [8] modeled the behavior of a single person by a Hidden Markov Model (HMM), with the hidden state representing the location of the person under tracking. In [8] , each camera was represented by two states to be able to model the case of a person passing a camera without being detected.
In the above works, the complexity nature of data association reflects in the intractability of the partition space, which expands combinatorially with the number of observations. In [4, 7] , the authors resort to Markov Chain Monte Carlo (MCMC) sampling method to represent the partition space by a set of samples with high posterior probability. Although MCMC-based method has been widely used in data association [15] and object tracking [16] problems and is simple to implement, it is usually computational intensive and rather sensitive to initial samples. In [6] , the authors EURASIP Journal on Advances in Signal Processing 3 approximate the full partition space by a Multiple Hypothesis Tracker-(MHT-) like approach, preserving the several most likely partitions and extending each partition with the subsequent observations. However, it is questionable if the true partition is also discarded as unlikely ones by a simple threshold value.
An alternative way to solve data association problem in VSN is to assume an imaginary label for each observation, indicating which object it comes from. As the label cannot be observed, it is treated as a hidden random variable. By inferring the posterior distribution of the imaginary label based on all available evidences, the object corresponding to each observation can be determined without explicit enumeration of the partitions of observations. In [5] , the imaginary label is identified by probabilistic clustering the observations with an extension of Gaussian Mixture Model (GMM), where a set of hidden pointer variables are introduced to capture Markov dependencies between spatiotemporal observations generated by the same Gaussian kernel. However, the state space of the auxiliary hidden variables grows exponentially with the number of objects. This makes it very difficult to marginalize these variables out. The author solves the problem by Assumed Density Filtering (ADF) algorithm [17] , where the joint distribution is replaced with a factorial approximation. Following the same way, in [18] the author presents a hybrid graphical model with discrete states identifying objects labels and continuous states underlying appearance and spatiotemporal observations. The model parameters are treated as a part of the state, allowing them to be learnt automatically with Bayesian inference. However, the inference is still difficult in that the posterior joint distribution take the form of mixtures of an intractable number of components due to the inherent association ambiguity.
In our work we also use the auxiliary pointer variables in [5, 18] to indicate the last observation of each object directly before the current one, but our work is differentiated from them in the following two aspects. First, the model in [5, 18] is based on the assumption that the objects cannot be miss detected by cameras. If this assumption is violated, as is often the case in practice, the association accuracy of the algorithm decreases significantly. In our work we tackle this problem by introducing another set of hidden variables indicating the path taken by the object from one camera to another. By considering all possible paths with limited length between camera nodes, the robustness of the algorithm against missing detection is greatly improved. Second, in [5, 18] the author factorized the joint distribution into the product of distributions of the label variable and single pointer variable to avoid the combinatorial explosion of state space. However, as the Markov transition process of the pointer variable is deterministic, the mixing rate of the process is zero. Theoretically, for this case the accumulated approximation error bound is infinite [17] . In contrast, we propose another scheme of factorization of the joint distribution based on the conditional independence between the pointer variables given the imaginary label. The proposed approximate inference demonstrates better association performance in simulation and experiment.
There are also other ways to solve the data association problems in VSN. It is very interesting to note that Loy et al. [19] proposes a novel approach for modeling correlations between activities observed by multiple nonoverlapping cameras. After decomposing each camera view into semantic regions according to the similarity of local activity patterns, the correlation structure of the semantic regions is discovered automatically by Cross Canonical Correlation Analysis. The resulting correlation structure can be used to improve data association performance by reducing the searching space and resolving the ambiguities arisen from similar visual features presented by different objects. Song and Roy-Chowdhury [20] propose a multiobjective optimization framework combining short-term feature correspondences across the cameras with long-term feature dependency models. The overall solution strategy involves adapting the similarities between features observed at different cameras based on the longterm models and finding the stochastically optimal path for each object. Based on activity topology graph, Kettneker and Zabih [21] transform the multicamera tracking problem into a linear assignment problem, which can be solved in polynomial time. However, since the weighted assignment algorithm uses correspondences between only two observations, other useful information such as the length and the frequency of path should be decomposed into "between-two-cameras" terms with a decomposable assumption. A high-order transition model can be used to associate the observations [22] , but it turns the problem into multidimensional assignment problem.
Bayesian Modeling
In this section we formulate the problem of data association in VSN with missing detections and show that it can be solved by inference on dynamic Bayesian networks. Suppose that K objects are moving in the region monitored by M cameras, as shown in Figure 1 . We use A = {a uv } M u,v=1 to denote the parameter matrix of the VSN, each element of A consists of three components, that is, a uv = (π uv , t uv , s uv ), π uv is the transition probability of object moving from camera u to camera v, and π uv = 0 means there is no edge between camera u and v. t uv and s uv are the mean and variance of the traveling time between u and v, respectively. Since we focus on camera-to-camera trajectory, we do not analyze the maneuvers of an object within the FOV of a single camera. The duration of object's presence in a viewing field is assumed to be significantly shorter than the travel times between cameras. Therefore, we will represent the interval within a camera field as a single timestamp and derive a "virtual" observation y i = {o i , d i , c i }, automatically or manually, from the sequence of frame captured by the camera once an object passed by. Here, o i is the measurement of object appearance characteristics, and it can be the average of measurements on different frames, or just the measurement on a single fame; d i is the time when observation was made, and it can be the time instant of object entry or departure, or the median of them; c i is the camera at which the observation was made. All the generated observations are collected to a data processing center and reordered according to their generating time, that is, d i < d j if i < j for any two observations y i and y j .
For each observation we introduce a labeling random variable x i ∈ {1, . . . , K}; x i = k indicates that the observation y i is originated from the object k. In addition, we introduce another set of auxiliary random variables 
The prior probability p(x i ) can be assumed to follow a uniform distribution if no prior knowledge about x i is available. It should be noticed in above model that if x i−1 and z i−1 are given, the value of z i is determined. Specifically, if the observation y i−1 is produced by object k, that is,
takes value of i − 1 and other components in z i remain unchanged, that is,
where [g] ≡ 1(0) if and only if the logical variable g is true (false).
Observation Model.
The observation includes appearance measurement and spatiotemporal measurement. We assume that they are conditionally independent given the current state, and both of them follow Gaussian distribution. The appearance observation model of a given object is
where μ k and σ 2 k are mean and variance of the appearance of the kth object. The appearance observation is independent of the state z i . The spatiotemporal observation is dependent on x i , z i and past observations y 0:i−1 , as follows:
Note that the spatiotemporal observation only depends on z
i if x i = k. As the observation y 0 is undefined, we set the likelihood in the case of l = 0 to a constant value c.
Missing Detection.
At each monitoring camera, missing detection is unavoidable due to the unfavourable observing conditions. When the object of interest is miss detected, the true trajectory of that object cannot be expressed in terms of any sequence of state variable z
This will introduce unpredictable errors in the likelihood evaluation according to (4) and hence deteriorate the performance of data association algorithm significantly. To deal with this problem, we introduce another set of random variable, namely, routing variables ω i = {ω
, to describe the uncertainty in the object moving path. The routing variable ω
indicates the path with maximum length of L taken by an object moving from camera u to v. It is a discrete random variable taking values in the set {1, . . . , R L uv }, where R L uv is the number of path form u to v not longer than L. The path length here is the number of camera nodes between u and v; L = 0 means that u and v are connected directly. The choice of L depends on the rate of missing detection, larger L for a higher missing detection rate, and vice versa. ω i is a very large set of variables as it enumerates all pairing of cameras in the VSN. It seems that this will bring a huge computational burden in the inference computation. Fortunately, it turns out in Section 4 that most of the routing variables can be summed out during inference and the introduction of routing variable increases the computational burden very slightly. Treating (x i , z i , ω i ) as hidden state, the state transition model can be written as
Note that z i is independent of ω i−1 given x i−1 and z i−1 , and x i , z i and ω i are assumed to be mutually independent. When there is no observation to be conditioned on, the prior probability of ω i is determined by the topological structure of the camera networks. So it is reasonable to assume that the random variable ω i is independent of x i and z i . However, when ω i is conditioned on y 0:i , it is dependent on x i and z i through the spatiotemporal model (7) . The prior probability of object moving path p(ω i ) can be calculated according to the transition probabilities along that path. We use ω
L−1 , v) to denote the rth path of length L from u to v, where w (r) is the intermediate nodes. Then the prior probability of object taking the rth path from u to v is
The spatiotemporal observation model changed to
Based on the Gaussian assumption, the mean and variance parameters in (7) can be calculated directly from the parameter matrix A of the VSN. The mean time of the object moving from u to v along path r is
The variance of travelling time of the object moving from u to v along path r is
Equations (6), (8), and (9) uv . If the Gaussian assumption does not hold, the composite parameter matrix A cannot be constituted directly from A. In this case, A should be established manually. For example, if we assume that the traveling time between two directly connected cameras follows the log-normal distribution, which is useful for modeling the object's long stay between cameras, the total traveling time along a specific path has no closed-form expression, but can be reasonably approximated by another log-normal distribution. A commonly used approximation is obtained by matching the mean and variance [23] .
The model defined by (5)- (7) can be considered as a high-order probabilistic model in that it is capable of describing object's transitions between nonadjacent nodes in the camera networks. The order of the model is determined by the path length L.
Graphical Representation
. Dynamic Bayesian networks model probabilistic time series as a directed graph, where the nodes represent random variables and directed edges correspond to conditional probability distributions. Figure 2 shows the dynamic Bayesian networks model of the data association problem in VSN.
In Figure 2 the arrows directed to z i are defined by (2); the arrows directed to y i are defined by (3) and (7). To complete the model, we set z
Exact Inference
Based on the dynamic Bayesian networks model shown in Figure 2 , data association problem in VSN can be solved by inferring the posterior marginal distribution of labeling variable p(x i | y 0:i ) from the observations and selecting the label with the highest posterior probability. In this section we present the exact inference algorithms, including forward pass and backward pass, then show the intractability of the exact inference when the number of objects is large. Figure 2 we can see that ω i plays a role within a single time slice in DBN model, thus we define the belief state as the joint posterior probability of x i and z i and update it recursively based on the observation y i at each time instance. Having the state transition model and observation model in hand, this is a standard state estimation problem. From Bayesian rule, the forward pass belief state can be written as
Forward Pass for Exact Inference. From
where
is the normalizing constant. The appearance and spatiotemporal information are injected into the model through the terms λ i and η i , respectively, which are defined as follows:
Note that the probability items corresponding to all elements in ω i except ω
are summed to one and ω
is completely encapsulated in the term η i . It turns out at this point that introducing ω i results in a mixed spatiotemporal observation model, as it can be expressed in terms of a weighted sum of probabilities conditioned on different paths. To calculate the predictive probability of z i , we first calculate the predictive probability of the joint state (z i , x i−1 ) and then marginalize x i−1 out. It can be written as
where z
i . From the deterministic relationship of (2), if x i−1 = j, the summands in the first line of (12) are nonzero only when z
. The last line of (12) ensures that all z 
Backward Pass for Exact Inference.
In backward inference, future observations can be used to further modify the estimation of current state. Following the similar manner of derivation in [24] , and exploiting the conditional independency encoded in the DBN model shown in Figure 2 , the backward belief state can be written as
Note that the normalizing constant in (13) is already available and z
i+1 is a function of x i and z
i , which is defined by (2) .
Although the deterministic relation in (2) has simplified the inference computation significantly, it is clear in (10) and (13) that maintaining both forward and backward belief state is still intractable as the joint state space is the Cartesian product of the state space of x i and K spaces of all z (k) i . At step i of forward passing, for example, there are Ki K elements which need to be evaluated for updating the belief state. To make the inference practicable, we have to resort to approximate inference.
Approximate Inference
The basic idea of approximate inference is factorization. By factorizing the joint belief state into the product of several distributions of smaller sets of random variables, the memory and computational resources required for storing and updating belief state can be reduced. Inevitably, this factorization will introduce errors in belief state representation if the random variables in different sets are not indeed independent. However, Boyen and Koller [17] showed that, in terms of the Kullback-Leibler divergence, the inference error introduced by factorized representation of the belief state of discrete stochastic process is not accumulated infinitely over time. Furthermore, if the factorization is tailored to the specific structure of the process, the error has a bound determined by the minimum mixing rate of the involved subprocesses and the interaction among them. Theoretical results in [25] showed that using conditional independent clusters for approximate representation yields tighter bound. Although the theoretical results have not been extended to general stochastic process including continuous variables and to the case of reasoning backward in time, it is clearly suggested that for approximate inference, the structure of DBN may be exploited for computational gain in these circumstances. Following this line, in this section we present two kinds of factorization schemes based on the structure of DBN shown in Figure 2 and provide the corresponding forward and backward algorithms. The effect of the algorithms is shown in Section 7 with simulations and experiments.
The intractability of exact inference of our problem comes from the interdependency between variables. "Active path" [26] is a convenient tool for analyzing the dependence structure in belief networks: an active path from node i to j given node set K is a simple trail between i and j, such that every node with two incoming arcs on the trail is or has a descendant in K and every other node on the trail is not functionally determined by K. Two nodes are interdependent if they are connected by an active path. In Figure 2 we can identify the following two kinds of active paths: (a) active paths within a single time slice, z 
i , and the longer paths z
i , and so on. It should be noticed, however, that the active paths between z (k) i s can be disconnected if the value of x at proper time slice is given. For example, z
is given, and so on.
In Section 5.1, we present a simple approximate inference approach based on the marginal independence assumption which naively neglects all the active paths mentioned above. In Section 5.2 we propose another approximate inference which neglects the active paths across the past time slices and preserves the path within the current time slice and factorizes the joint belief state based on the assumed conditional independence. In simulations the second approximate inference demonstrates better compromise between inference accuracy and computational efficiency. In Section 5.3 we discuss the problem of choice of active path for approximate inference in more detail and the relationship with other works.
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Approximate Inference I.
In the first factorization scheme, the joint belief state is naively decomposed into the product of marginal distributions of x i and z 
There are two kinds of predictive distributions in (15) and (16), one is over single z (k) i , and the other is over the pair (z
We first calculate the joint predictive probabilities of them with x i−1 , then marginalize x i−1 out. The joint predictive distribution of (z
The joint predictive distribution of (z
Note that the independence assumption in (14) plays its role in the last line of (17) and (18) . To update the belief state at step i using (15)- (18), we only need to evaluate the probabilities of K + Ki different configurations. The computation is greatly simplified. The forward pass algorithm for approximate inference I is depicted graphically in Figure 3 .
Backward Pass in Approximate Inference I.
The derivation of backward pass algorithm is straightforward. We first substitute (14) into (13), obtaining
Note that in approximate inference the normalization con- (20) and the marginal distribution of z where the terms λ i+1 , η (k) i+1 , and φ i+1 are defined as
Approximate Inference II.
In the second factorization scheme, we preserve the interdependence between x i and z i and assume that z
are conditional independent given x i . Then the joint belief state is decomposed as
The process of forward and backward pass is the same as before, except for the approximation manner of the belief state. 
Forward Pass in
Based on the independence assumption in (25) , the two predictive distributions in (17) and (18) are redefined as
When belief state is updated by (26)-(28) at step i, K + K 2 i elements need to be evaluated. The forward pass algorithm for approximate inference II is depicted graphically in Figure 4 . Although the computational burden increases to some extent compared with approximation inference I (but still much less than that in exact algorithm), simulation results show that the inference accuracy is improved significantly, approaching that of the exact algorithm.
Backward Pass in Approximate Inference II.
As before, to derive the backward pass algorithm for approximate inference II, we substitute (25) into (13), obtaining
then calculate the marginal distribution of x i
and the marginal distribution of (x i , z i+1 are defined by (22) and (23) . ψ i+1 is defined as
5.3. Discussion. In this section we will discuss the problem of choosing active path for approximate inference in more detail. Here we define the belief state as the joint distribution of (z 1:K i , x 1:i ) and the exact forward inference can be reformulated as p z
where λ i and η i are defined in (11) . Note that the joint predictive distribution of z
is completely decomposable given x 1:i−1 . In exact inference using (33), we have to enumerate in the sampling space of x 1:i−1 . This just shifts the problem from the intractable enumeration of z 1:K i to that of x 1:i−1 . For tractable inference, we must discard some of the conditioning variables x 1:i−1 . Discarding all x 1:i−1 leads to the proposed approximate inference II.
Formulation (33) provides a clearer view of the "relative significance" of active path corresponding to variable x τ , τ = 1 : i − 1. Note that with some probability δ τ , z
is functionally determined by x τ . In other words, the τth active path is disconnected by x τ with probability δ τ . Thus we can use δ τ as a measure of the "relative significance" of the τth active paths. It is easy to show that δ τ decreases exponentially as τ varying from i − 1 to 1. In fact, for time slice i, the relative significance of i − 1th path is , and so on (we omit the conditioning variables y 0:i−1 temporally for clarity). This fact implies that the "recent" active paths are far more important than the "ancient" ones for accurate inference as they are less likely to be disconnected. We delete the conditioning variables x τ in (33) one by one from τ = 1 to i−1, resulting in a set of approximate inference algorithms and compare them with the proposed approximate inference II. We observed in simulations that the conditioning variables x τ earlier than i − 1 have much less effect on inference accuracy than x i−1 and including x i−1 can only improve the inference accuracy to a limited extent, but at the cost of a significant increase in computational burden.
It is interesting to relate our works with [27] , where an approximate variational inference approach is proposed based on conditional entropy decomposition. As evaluating the negative entropy term in the objective function of the optimization problem is intractable if the graph size is large, and the authors decompose the full model into a sum of conditional entropies using the entropy chain rule, and then restrict the number of conditioning variables by discarding some of them. Since removing conditioning variables cannot decrease the entropy, this approximation leads to an upper bound of the objective function. In fact, in [27] the approximation of inference manifests in replacing the joint distribution of interest with a product of conditional distributions and discarding some of the conditioning variables based on the assumed conditional independence, which is just the same scheme used in our approximate inference II. The authors in [27] point out that the more conditioning variables preserved, the tighter the bound is. This is also consistent with our results. However, it is not clear in [27] how to choose the conditioning variables in an optimal way. Besides, our approximate inference (I and II) is similar with the Factored Frontier algorithm [28] in that both of them factorize the joint belief state. But there is one important difference: our algorithms update the factored belief state from time t − 1 to t exactly before computing the marginals in t, whereas Factored Frontier computes the approximate marginals directly based on additional independence assumption, resulting in more errors in calculation.
It is tempting in application that the independence structure can be discovered automatically. This enables the algorithm to choose the approximation scheme adaptively according to changing situations. We notice that in [29] an incremental thin junction tree algorithm is proposed which can adaptively choose a set of clusters and separators, that is, a junction tree, at each time step to approximate the belief state. We plan to incorporate this idea into our method in the future.
EM Framework for Unknown Appearance Parameters
In the previous discussion, we assumed that the appearance models of the objects under tracking are available. However, in typical scenarios of practical interests, the parameters of the appearance model are usually unknown and need to be estimated from observations. If we had known the label of each observation, that is, the object from which the observation is generated, the parameter estimation is straightforward. But the labels are also unknown and need to be estimated with data association algorithms. Considering the hidden labels as missing data, the problems of parameter estimation and data association can be solved simultaneously under the EM framework [30] . In this paper, the appearance observations are assumed to be generated from Gaussian mixture model, and the Estep and M-step in the EM framework take a very intuitive and simple form. We use
to denote the model parameters, where α k p(x i = k) is the prior probability of the label k, μ k and σ k are mean and variance of appearance of object k. In E-step, based on the old guess of the model parameters Θ old , we calculate the ownership probability of each observation, that is, the posterior probability of the hidden label corresponding to each observation, p(x i |y 0:N , Θ old ), with the data association algorithm presented in previous sections. Note that if we use forward passing algorithm for inference, the ownership probability is p(x i |y 0:i , Θ old ). In M-step, the model parameters are updated as in classical EM algorithm for Gaussian mixture model [31] 
The EM framework presented above is shown in Figure 5 . It can be thought of as a generalization of the classical EM algorithm for the GMM [31] in that it calculates the ownership probabilities with inference algorithms based on both appearance and spatiotemporal information, instead of calculating them with Bayes rule based solely on the current appearance observation. Note that the EM proposed above can only work in an offline manner. Yet the learnt EURASIP Journal on Advances in Signal Processing model can be used for online data association using forward inference algorithms. In the future, we plan to investigate how to incorporate the inference engine into online EM such that both model learning and data association can be accomplished simultaneously on the fly. It is interested if we could estimate the parameters in the spatiotemporal model using EM as well. However, in M step, it is difficult to find an algorithm similar to (34) to update the guessed value of spatiotemporal parameters due to the existence of missing detections. the standard deviation of travel time is assumed to be proportional to its mean value. In each simulation, for the kth object, we choose its starting node randomly in Figure 1 , then generate its moving trajectory according to the transition probabilities π uv . On each node along the trajectory of the kth object, the spatiotemporal observations d i and appearance observations o i are drawn from the assumed Gaussian model. We assume that at each time instance, there is only one object being observed by a camera. The observations of all objects are collected together and reordered according to the time observation, resulting in the data set {y i }.
Results
Evaluation Criteria.
The criterion we use is the data association accuracy, denoted as q:
where K is the number of objects of interest and |·| indicates the number of elements in a set. The term Y k indicates the "ground truth" set of observations of object k, and Y k is the set of observations of object k determined by the data association algorithms. To evaluate the complexity of algorithms, we simply use the running time of the Matlab implementation on a 1 GHz desktop PC.
Effect of Higher-Order Spatiotemporal Model in Case of
Missing Detection. To examine the effect of spatiotemporal model (7) described in Section 3.3 in the case of missing detection, we compare the performance of data association using exact inference under different missing detection rates and spatiotemporal model orders. Note that the zero-order model is equivalent to the original spatiotemporal model (4) . We first generate a data set consisting of 40 observations from 4 objects, delete certain number of observations from it randomly, and then apply on it the exact forward and backward inference algorithms described in Section 4. The process is repeated 200 times, and the mean data association accuracy is shown in Table 1 . It can be seen from Table 1 that as the number of missed observations increases, the accuracy of 0-order modelbased inference algorithm decreases obviously. And the performance of backward inference is even worse than that of the forward. When the missing detection rate is high, for example, 4 or 8 missed, the 2-order model gives the best results. In our simulation we note that the model with order higher than 3 does not give better performance. This may be due to the following. (i) The consecutively missing detection of a single object rarely occurs in the simulations; (ii) the higher the model order, the higher the variance of traveling time; (iii) as shown in (11), the higher-order model weakens the effect of spatiotemporal observation by distributing the information to multiple path according to the coefficients p(ω
). If other information indicating the path taken by the object is available, such as the entry or exit direction, the performance of higher-order model-based inference may be improved. The additional computational burden introduced by higher-order model is the construction of the composite parameter matrix A, which only needs to be calculated once. The difference of running times of inference algorithms based on different order model is negligible. It should be noticed that here our focus is on the effect of high-order model on missing detection. Hence in Table 2 we only list the results using exact inference. The results given by approximate inference are similar, as shown in the following discussions. Figure 6 shows the marginal distributions of the labeling variable in forward and backward pass in a sample run. It can be seen clearly in Figure 6 (a) that, after the missing detections occurred in steps 24 and 34, a large number of observations have been mislabeled in the following steps, resulting in a low association accuracy of 73.61% in the forward inference with 0-order model. In contrast, the forward pass with the 1-order spatiotemporal model gives a perfect association after step 24, as shown in Figure 6(b) , improving the accuracy to 92.73%. We note that, in the backward pass with 0-order model as shown in Figure 6 (c), the number of mislabeled observations increases compared with that in Figure 6 (a), resulting in the accuracy of 41.67%. This may be attributed to the further mistakes introduced by the backward inference on the incomplete data. However, it is shown in Figure 6 (d) that the backward inference with 1-order model achieves a 100% correct association.
In Figure 7 we compare the marginal distributions of the labeling variables in exact forward and backward inference with spatiotemporal model of different orders. Note that object 2 is miss detected consecutively at steps 8 and 13 and observations 32 and 33 are missed consecutively. Data association using 0-order model results in the accuracy of 63.45% and 80.56% in forward and backward pass, respectively, as shown in 
(36) Figure 6 shows the KL divergence caused by approximate inference in forward and backward pass. We run the algorithms on the data set of 100 observations. The simulation is repeated 1000 times. The KL divergence data in each simulation are recorded, and 10 of them are concatenated into a long vector, which is depicted in Figure 8 . Form Figure 8 we observe that the appr.I inference has a much higher KL divergence, averaging at 0.3933 for forward pass and 1.1727 for backward, than that of the appr.II inference, averaging at 0.0127 for forward pass and 0.0129 for backward. Moreover, the KL divergence of appr.I inference has much more spikes than that of appr.II, both in forward and backward pass. However, it is shown that neither the error of appr.I nor that of appr.II appears to grow over the length of run.
To examine the robustness of inference algorithms against appearance and traveling time observation noise, we compare the association accuracy between the exact and approximate inference algorithms under different noise level and depict the results in Figures 9 and 10 . The statistics under each noise level is summarized from the results of 200 sample runs on observation sets generated from 4 objects.
Observations are deleted randomly according to the missing detection rate. Figure 9 depicts the behavior of the mean accuracy under different appearance variation, where the standard deviation of traveling time is set to 10% of the mean value. Figure 8 depicts the behavior of the mean accuracy under different traveling time noise, where the variance of appearance is set to 4.
It can be seen from Figure 9 that the accuracy of inference algorithms decreases with the increasing appearance noise level. However, as shown in Figure 9 , the accuracy of appr.I inference drops much faster than that of the exact and appr.II inference when the appearance noise increases. The accuracy of backward appr.I inference drops very fast and is equal to 52.28% when the appearance variance increases to 3. It is shown in Figure 10 that the accuracy of inference algorithms decreases with the increasing noise of traveling time. When the standard deviation increases to 70% of the mean value, the accuracy of forward exact and appr.II inference drops to 65.68% and 65.12% and that of the backward exact and appr.II inference drops to 65.32% and 64.10%, respectively. In Figures 9 and 10 , it is clear that the performance of appr.I inference is obviously inferior to the other two methods and the performance of appr. II inference is comparable to that of the exact inference in terms of association accuracy. But the former is much faster than the latter, as shown in Table 4 . The results shown in Figures 9 and 10 are consistent with the KL divergence analysis above. Figure 11 shows the marginal distributions of the labeling variable in a sample run of different forward and backward inference algorithms with 1-order spatiotemporal model. We can see that the label's marginal distributions given by appr.II inference, shown in Figures 11(c) and 11(f) , are almost the same as these given by the exact inference, shown in Figures 11(a) and 11(c) . In this sample run, the appr.II inference has the same labeling accuracy as that of exact, 97.50% in forward pass, and 100% in backward pass, respectively. On the other hand, due to the larger distribution representation error in appr.I inference, the resulting marginals, shown in Figures 11(b) and 11(e) are much inconsistence with those given by exact inference. In this sample run, the forward appr.I inference has an accuracy of 86.11%, and the backward is even worse, of 62.41%.
To illustrate the scaling property of the inference algorithms we record the performance of algorithms on data sets of different scales. The rate of missing detection is 10%, and the variance of appearance observation is 2. The results are shown in Tables 3-4 .
From Table 3 we can see that, except MCMC, the accuracy of each inferences algorithm is consistent on data sets of varying scales. The exact and appr.II inference give the best results. However, the computational burden of exact inference grows exponentially as the data increase, rendering it inexcusable due to the memory limitation when the data set contains 4 × 20 observations or more. The appr.I inference is very fast, but its accuracy in backward pass is unacceptable. The appr.II inference is slower than appr.I, but it is still much faster than exact inference, achieving a better compromise between computational simplicity and inference accuracy. 
Comparison with MCMC Method.
We also compare the proposed algorithms with Markov Chain Monte Carlo method, which is widely used in data association problems [1, 15, 16] . MCMC is a sampling method for finding a good approximate solution to a complex distribution. It draws samples ω from a distribution π on a space Ω by constructing a Markov chain. The transition in Markov chain may be set up in many ways as long as ergodicity is ensured. We use Metropolis-Hastings algorithm for MCMC sampling, where a transition from ω to ω follows the proposal distribution q(ω |ω) and the move is accepted with the acceptance probability
In our application, the sample space Ω consists of all possible partitions of the observation set Y into a fixed number of mutually exclusive subsets {Y k }, such that each subset Y k contains all observations believed to come from a single object. The stationary distribution π is the posterior p(ω|Y ). The transition from ω to ω is implemented with update move; please refer to [7] for details. In each simulation, we run the MCMC 10 times independently with randomly chosen initial sample and then find the partition ω with the maximum posterior probability. The number of samples in each MCMC run is set to 10 4 . The original MCMC method is unsuitable in case of missing detection. For fair comparison we implement MCMC which use the 1-order spatiotemporal model (7) in the evaluation of posterior of each trajectory instead. The accuracy and running time of MCMC are shown in Tables 3 and 4 . It can be seen that the accuracy of MCMCbased data association algorithm is lower than that of the inference algorithms presented in this paper. In our simulations, we note that MCMC method is unsuitable for recovering long trajectories. As shown in Table 3 , the association accuracy of MCMC drops rapidly when the number of observations of each object increases. In contrast, our methods show consistent performance on data sets of varying scale. Moreover, the running time of MCMC is longer due to the large number of samples needed to be generated to cover the sample space.
Inference with Unknown Parameters.
We also study the performance of the proposed inference algorithms in EM framework when the prior probability of the label of observations α k , the mean and variance of appearance μ k and σ k are unknown. Setting the mean of appearance as [7, 10.5, 13.5, 17] and the variance as 2, we generate the observation set of 4 objects. Firstly we use the standard EM for GMM model [31] to learn the parameters and determine the hidden label of each observation. The ownership probability of each observation in standard EM is calculated as
In standard EM only appearance information is used, and observations are assumed to be mutually independent. To exploit the spatiotemporal information, we replace (38) with different inference algorithms presented before. With random initialization, the parameter learning curves of standard EM and EM using different inference engines are shown in Figure 12 .
As shown in Figure 12 , in this sample run, the learning curves of EM with exact inference and EM with appr.II inference converge to the true parameter values. However, the learning curves of standard EM and EM with appr.I inference are stuck in local maximums. In simulations we find that the EM with exact inference and appr.II inference is more likely to converge to the true parameter value than the standard EM and EM with appr.I inference. This suggests that the effective use of spatiotemporal information can improve the robustness of EM against the problem of local traps. Table 5 shows the mean accuracy of data association of different inference algorithms in EM framework on data sets of various scales. The statistics are obtained from 200 sample runs. Comparing Tables 5 and 3 we find that the mean accuracy of appr.I inference drops significantly. We observe that, in some simulation runs, the parameter estimate of EM with appr.I inference does not converge to the true value, thus resulting in low association accuracy.
Application on Multiple Persons Tracking with VSN
7.2.1. Setup. We test the presented methods on real world human observations that were collected by cameras at 6 disjoint locations in an office building. The building plan and the corresponding topological model of VSN are shown in Figure 13 .
In total we gather 75 observations of 5 persons, with an equal number of observations per person. Each observation consists of the appearance feature of the captured person, the median time of the person's present in front of the camera, and the moving direction of the person in the camera's FOV. For this observation set we manually resolve the data association to obtain the "ground truth" partition, as shown in Figure 14 . In this data set, we delete randomly chosen 10 from the total 75 observations, which are depicted by dashed boxed in the figure. Note that consecutive missing detections occurred in the trajectory of person E.
7.2.2.
Observations. The appearance feature summarizes person appearance information contained in a sequence of frames during the person's presence in a camera field of view. To extract the appearance feature, we first manually segment the interested person from the frames and then compute the color means (RGB) over three regions of the person images. The regions are selected heuristically as in [18] , and the resulting features provide a simple way to summarize color while preserving partial information about geometrical layout. Thus the appearance feature in each observation is a 9D vector. To suppress the effect of the illumination, we transform the original RGB representation to a channel normalized space [32] .
In practice, the walking speeds of different persons may be quite different. Moreover, occasional stops may occur during person's moving from one camera to another. These factors increase the variance in the spatiotemporal model and weaken the discriminative power of traveling time measurement. To overcome this difficulty, the moving direction of persons in the camera's FOV can be used as additional spatiotemporal feature. The moving direction features are represented by the borders via which the person arrives to and departs from the camera's FOV [18] . The modified spatiotemporal model can be easily incorporated into the Bayesian inference framework.
Evaluation Criteria.
For a good multiobject tracking or trajectory recovering algorithm, it is desirable that [18] (i) observations assigned to the same trajectory correspond to a single object; (ii) all observations of a single object belong to the same trajectory. Correspondingly, we use the following three criteria to evaluate various algorithms. The precision
The recall
The F1-measure
where K is the number of objects under tracking and | · | indicates the number of elements in a set. The term C i indicates the "ground truth" trajectory of object i, and C s is the sth trajectory generated by the tracking algorithms. Note that F1-measure is the harmonic mean of the precision and recall.
Experimental Results.
Firstly, we apply K-means clustering on the observations set shown in Figure 14 to obtain Table 6 that, using the fixed appearance model given by K-means clustering, none of inference algorithms can give satisfactory result. However, if we use the K-means clustering results as initial value and update the appearance parameters using EM with different inference, the performance can be improved, especially in the case of approximate inference II. The results in Table 6 clearly demonstrate the power of the combination of EM and spatiotemporal based inference. Figure 15 shows the behavior of the Euclidean distance in the channel normalized space [32] between the estimated and true appearance mean of the five persons during EM iterations using different inference algorithms. The distance at iteration t is calculated as
where μ k and μ k (t) are the true and estimated appearance mean of the kth person, respectively. It can be seen form Figure 15 that the EM using approximate inference II can always achieve the most accurate estimate of the appearance parameters rapidly. In contrast, the EM using appearancebased inference, EM using approximate inference I and EM using MCMC inference, may result in an estimate even worse than that given by K-means clustering. Figures 16-21 show the trajectories recovered by EM with appearance based inference, EM with MCMC inference, EM with forward approximate inference I, EM with backward approximate inference I, EM with forward approximate inference II, and EM with backward approximate inference II, respectively. It can be seen form Figure 16 that due to the varying observing condition, the appearance of the same person changes significantly at different cameras and the algorithm based solely on appearance information gives a very poor recovering performance. Although the spatiotemporal information is used, the recovering performance is still unsatisfactory due to the inaccuracy in MCMC and approximate inference I, as shown in Figures 17-19 
Conclusions
In this paper we address the problem of data association in visual sensor networks. We consider data association as an inference problem in dynamic Bayesian networks, where a higher-order spatiotemporal model is used to describe the probabilistic dependency between observations. As the exact inference on DBN is intractable, we present two kinds of approximation schemes of the exact belief state and derive the corresponding forward and backward inference algorithms. Finally we incorporate the proposed model and algorithms into EM frameworks to account for the unavailability of prior knowledge about object appearance. Simulation and experimental results show that the higherorder spatiotemporal model leads to improved association accuracy in case of missing detection. The approximation inference algorithms are much faster than exact inference in case of large scale data set, and the inference algorithm based on the second approximation schemes has better performance in terms of association accuracy.
There are two interesting directions deserving further investigation. First, in our method the number of objects under tracking is assumed to be known a priori. However, in many applications this is not true. In this case, the observation set should be explained with an infinite mixture model, the parameters of which can be estimated using the theory of Dirichlet process [33] . Second, the proposed method is a centralized approach in that it needs to collect all data into a data processing center. This is unsuitable for large-scale visual sensor networks. Nowadays, smart camera emerges which is not only able to capture videos, but also to memorize and process the information and communicate with each other [34] . It is desirable that global data association is achieved through the local information processing on each camera nodes and the information exchange between them. We are working in theses directions.
