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ABSTRACT 23 
GENETIC STRUCTURE AND CONNECTIVITY OF THE EDNANGERED KANGAROO 24 
RAT (DIPODOMYS INGENS) IN A HETEROGENEOUS ENVIRONMENT 25 
Nathan Alexander 26 
 27 
 28 
 29 
 Movement ecology and dispersal are important aspects of species’ life histories that can 30 
inform conservation and management. Dispersal is often cryptic and difficult to detect, but recent 31 
advances genetic technology and applications have provided new approaches to identifying and 32 
describing dispersal patterns. Giant kangaroo rats (Dipodomys ingens) are an endangered 33 
heteromyid that appear to persist in small subpopulations in a heterogeneous environment of 34 
their northern range, the Ciervo-Panoche Natural Area, California. Previous work suggested high 35 
levels of genetic diversity between populations with genetic distances not being correlated to 36 
geographic distances. Here, I identified landscape population structure through clustering 37 
programs STRUCTURE and TESS, as well as a Moran Eigenvector Map. I identified straight-38 
line geographic distance between related individuals using the program COLONY. Finally, I 39 
evaluated parameterization and combinations of hypothesized costs created from precipitation, 40 
slope, vegetation, and roads for Isolation by Resistance and least cost path using mantel and 41 
partial mantel tests. TESS and STRUCTURE identified 3-4 subpopulations, but this structure is 42 
most likely due to Isolation by Distance effects. I identified a full-sibling pair 5.52km apart. The 43 
best model suggested that straight-line geographic distance as well as slopes greater than 10 44 
degrees negatively influenced dispersal. Conservation and de-listing of giant kangaroo rats will 45 
be dependent on habitat protection and creation rather than corridor protection. 46 
 47 
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Introduction 176 
Dispersal is an informative and important aspect of understanding species’ movement 177 
ecology, which informs our understanding of species persistence (Turchin 1998; Nathan 2001; 178 
Scribner et al. 2005; Holyoak et al. 2008; Nathan et al. 2008). However, dispersal is often 179 
difficult to observe directly. Landscape genetics and gene flow can offer insight into successful 180 
dispersal events, informing movement ecology theory (Nathan 2001) while offering guidance to 181 
conservation and management (Scribner et al. 2005).  182 
Landscape genetics is a growing field that helps elucidate hierarchical, or multi-scale, 183 
population structure (Sunnucks 2000; Balkenhol et al. 2014), evolutionary history (Nathan 2001; 184 
Ficetola et al. 2007; Blair & Melnick 2012), disease ecology (Biek & Real 2010; Nobert et al. 185 
2016), and landscape features that impact gene flow, or successful dispersal and exchange of 186 
genetics between populations, and movement (Nathan 2001; Adriaensen et al. 2003; McRae et 187 
al. 2008). Graph theoretic network models, where locations are connected between weighted 188 
line-segments, or edges, allow assessment of species’ interactions with landscape features, and 189 
allow for identification of landscape barriers or resistances to species’ movements. Using 190 
genetics to provide support for movement models focuses on understanding movements related 191 
to genetic exchange (Yannic et al. 2014), which provides insight into fragmented, yet connected, 192 
populations. 193 
 An initial step to understand gene flow in a metapopulation is to understand a species’ 194 
current genetic composition on a landscape to determine if there are genetically distinct 195 
subpopulations. This requires consideration of temporal effects of potential barriers, and relative 196 
resistances of environment clines and gradients (e.g. precipitation gradients; Kershenbaum et al. 197 
2014; Richardson et al. 2014). For example, Ficetola et al. (2007) found that the genetic 198 
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diversity and egg mortality in populations of the Italian agile frog (Rana latastei) was best 199 
explained by distance from glacial refugia combined with isolating effects of distance between 200 
populations. Similarly, Lugon-Moulin & Hausser (2002) found that genetic structure of a race of 201 
the common shrew (Sorex araneus) was influenced by distance from glacial refugia as well as 202 
contemporary barriers such as the Rhône River, with genetic signatures being ascribed to 203 
potential founder effects. 204 
 The interactions an animal has with habitat within its home range varies from how it 205 
interacts with habitat during dispersal (Clobert et al. 2009; Lookingbill et al. 2010; Centeno-206 
Cuadros et al. 2011; Parks et al. 2013; Elliot et al. 2014; Pflüger & Balkenhol 2014; Peled et al. 207 
2016). Expert opinion is often used to assign resistance costs, or quantified relative landscape 208 
hindrances to dispersal of an organism, to environmental parameters believed to influence 209 
movement (Spear et al. 2010).The use of expert opinion to parameterize resistance costs has 210 
been criticized for being too subjective (Spear et al. 2010; Sawyer et al. 2011; Shafer et al. 211 
2012). While habitat modeling, Resource Selection Functions, or other habitat-use metrics offer 212 
more empirical methods (e.g. Shafer et al. 2012; Peterman et al. 2015), these models may miss 213 
important landscape features (Storfer et al. 2007) and may not adequately represent gene flow 214 
(Peterman et al. 2015).  215 
Resistance costs are estimated either through least cost paths (LCP; Adriaensen et al. 216 
2003), or isolation by resistance (IBR; McRae et al. 2008). LCP identifies a single, linear path 217 
between two points that minimizes the movement cost to an individual, whereas IBR 218 
incorporates multiple paths between two points. LCP and IBR offer two ends of the spectrum of 219 
hypothesizing how a species interacts with the environment during dispersal (Spear et al. 2010). 220 
A singular path may work for distinctly fragmented populations (Shafer et al. 2012; Trumbo et 221 
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al. 2013; Kershenbaum et al. 2014), but if populations exist along clines, it may not accurately 222 
represent connectivity and movement (Hamilton et al. 2006; Kershenbaum et al. 2014). 223 
Dispersing individuals may move across different paths to get between two locations; this has 224 
been demonstrated for wide ranging (McRae & Beier 2007), generalist (Munshi-South 2012), 225 
and even for some specialist species (Centeno-Cuadros et al. 2011; Peled et al. 2016). In these 226 
cases, IBR can increase robustness by incorporating more than one possible path (Alagador et al. 227 
2012) and may perform better for gradient landscape features or clinal populations 228 
(Kershenbaum et al. 2014).  229 
While relying on expert opinion to create resistance surfaces from landscape features is 230 
inherently subjective, these resistance surfaces can be supported and assessed empirically with 231 
correlation to genetic data (Zeller et al. 2012). Researchers have increasingly turned to using 232 
genetic distances as a proxy for rates of gene flow. Microsatellites are often used to identify 233 
distinct populations and estimate connectivity because they are neutral (no direct impact on 234 
fitness; Womble 1951; Epperson & Li 1997; Holderegger et al. 2006) and have a high mutation 235 
rate that allows for more rapid divergence from isolation (Balloux & Lugon-Moulin 2002). 236 
Unlike mitochondrial DNA (mtDNA), which can be applied to understand phylogeography and 237 
more historic events, microsatellites can offer insight into more recent movement and isolation 238 
(Wang 2010; Epps & Keyghobadi 2015).  239 
With microsatellites, one can identify areas with unique genetic signatures through 240 
population clustering methods relying on Monte Carlo methods (Pritchard et al. 2000; Corander 241 
et al. 2003; Manel et al. 2005; Chen et al. 2007). However, for species where all populations are 242 
unknown or where populations do not exhibit uniform dispersion, pairwise genetic distances 243 
between individuals are informative and help account for inconsistent patch-based population 244 
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assignments (Coulon et al. 2006; Waples & Gaggiotti 2006; Jombart et al. 2008; Wasserman et 245 
al. 2010; Orozco-Ter-Wengel et al. 2011; Cushman et al. 2013). Barrier effects are identified by 246 
clustering individuals into populations, and then cline or environmental gradient costs can be 247 
identified using individual pairwise distances (Segelbacher et al. 2010), offering further insight 248 
into environmental resistance costs (Landguth et al. 2012).  249 
 Giant kangaroo rats (GKR; Dipodomys ingens) in the Ciervo-Panoche Natural Area 250 
(36°35'30" N, 120°40'30" W; CPNA) offer a unique opportunity to employ landscape genetics to 251 
understand how environmental factors impact gene flow of small mammals, which is poorly 252 
understood (Waits et al. 2016). GKR dispersing in the CPNA face a strong north-south 253 
precipitation gradient, topographic complexity, multiple vegetation communities, and roads. 254 
GKR dispersal events are difficult to detect, especially among juveniles. Previous work 255 
suggested that geographic distance did not explain genetic variation of GKR populations (Good 256 
et al. 1997; Loew et al. 2005; Blackhawk et al. 2016), indicating that landscape features may 257 
influence genetic composition and gene flow. 258 
 The underlying social structure and life history of GKR is critical for understanding 259 
dispersal. GKR are territorial, and individual burrow mounds are spaced approximately 10 260 
meters apart, with neighbors of the opposite sex (Cooper & Randall 2007), often with neighbor-261 
mate preference (Murdock & Randall 2001). During breeding, Dipodomys spp. increase mate-262 
search distances around burrows without sex bias (Steinwald et al. 2013). Dipodomys spp., 263 
including GKR, are territorial against other small mammals (Hawbecker 1944; Frye 1983; 264 
Valone et al. 1995), and conspecific aggression has been noted in other Dipodomys spp. 265 
(Germano 2010). GKR and Dipodomys spp.do not have sex-biased dispersal distance (Skvarla et 266 
al. 2004; Edelman 2011; Blackhawk et al. 2016). Loew et al. (2005) estimated average GKR 267 
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dispersal events of females and males to be 99 and 120 meters respectively, but also noted one 268 
individual dispersed 700 meters using mark-recapture data.  269 
 Endemic to central California, GKR have a fairly limited distribution (Williams & 270 
Kilburn 1991; Figure 1), and were listed under the California Fish and Game Commission as 271 
state Endangered in 1980, and under the Federal Endangered Species Act in 1987 due to habitat 272 
loss (Williams & Kilburn 1991). Understanding how GKR dispersal is shaped by the landscape 273 
will ideally inform this species’ conservation and management (Loew et al. 2005). Previous 274 
studies have suggested that the GKR in the CPNA may be structured into three or more sub-275 
populations located in the Panoche Valley, Tumey Hills, and Ciervo Hills (Loew et al. 2005; 276 
Figure 2) with evidence that patchy distribution of GKR in the northern range has persisted prior 277 
to anthropogenic-caused range contractions (Grinnell 1932). There is likely very low individual 278 
natal and mating dispersal, and the CPNA has previously been identified as having at least 3 279 
subpopulations from mtDNA, representing a more historic population structure (Good et al. 280 
1997). The Panoche Valley population is likely the oldest in the area, and is likely a centroid for 281 
genetic diffusion across patches, while the Tumey Hills population and Ciervo Hills population 282 
are more recent (Good et al. 1997). 283 
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 284 
Figure 1: Geo-referenced occurrences of GKR from the Global Biodiversity Index Database (red 285 
circles, n=210; GBIF 2016), and 2013 and 2014 trapping data confirmed GKR from 286 
genetic analysis (white circles, n=121). The study area of the CPNA is depicted in 287 
yellow. 288 
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 289 
Figure 2: Locations of Panoche Valley, Tumey Hills, and the Ciervo Hills within the study area 290 
(red). 291 
 292 
I identified four parameters as potential influences on GKR dispersal from existing 293 
literature and the landscape features of the CPNA: precipitation, slope, vegetation, and roads. 294 
The CPNA is a topographically complex landscape with a strong north-south moisture and 295 
precipitation gradient (Bean et al. 2014a), which is a driving factor in GKR habitat suitability 296 
(Bean 2012). While areas with slope less than 10 degrees have been identified as being important 297 
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for GKR habitat (Grinnell 1932; Shaw 1934; Bean et al. 2014b), slope is also a tangible dispersal 298 
cost, and may influence gene flow and individual movement due to direct energetic costs. 299 
 Historically, the CPNA was dominated by native bunch grasses (Grinnell 1932; Shaw 300 
1934; Hawbecker 1944), but these have been replaced by invasive annual grasses, primarily red 301 
brome (Bromus madritensis rubens; Germano et al. 2001, 2011) which may impact movement 302 
by creating more dense groundcover (Germano et al. 2001). Native annual grasses are an 303 
important predictor of GKR presence (Bean et al. 2014b), and GKR may select pathways that 304 
have food resources or exhibit natal-preference dispersal.  305 
Roads provide an interesting parameter for GKR dispersal. GKR burrows have been 306 
found in berms 2m from roads, but not in compacted soils (Harris et al. 1987). Brock & Kelt 307 
(2004) found that there was higher individual turnover for Stephen’s kangaroo rats (Dipodomys 308 
stephensi) along dirt roads, possibly indicating migrating individuals use roads as dispersal 309 
corridors, or that roads are population sinks with higher mortality and individual replacement. 310 
There are also two creeks, Panoche Creek and Silver Creek, which may act as corridors and aid 311 
in GKR dispersal (Loew et al. 2005), or act as a barrier if GKR cannot cross these creeks easily 312 
during dispersal events (Good et al. 1997).  313 
 In this study, I describe the impacts of landscape parameters on GKR genetic structure 314 
and gene flow while comparing techniques often used in landscape genetic analyses. First, I 315 
assessed genetic-spatial clustering of GKR populations in the CPNA and assessed genetic 316 
variance between the proposed populations to determine if genetically unique populations were 317 
identifiable and could help define barriers between GKR populations. Second, I identified 318 
genetic structure of individuals across the landscape. Third, I identified related individuals and 319 
calculated straight-line geographic distance between them to determine dispersal. Fourth, I 320 
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assessed the correlation between hypothesized cost maps (IBR and LCP) and individual genetic 321 
distances (proportion of shared alleles, codominant marker distance) to determine landscape 322 
features that influence gene flow. Fifth, I assessed which model, LCP or IBR, best explained 323 
GKR genetic variation. I predicted that there would be 3 populations identified from clustering 324 
methods that coincided with previously identified populations, that there would be high genetic 325 
variation of individuals across the landscape, and that there would be low to no dispersal distance 326 
between related individuals. I predicted that non-grassland vegetation, high slope, absence of 327 
roads, and high precipitation negatively impact GKR connectivity. I predicted that GKR 328 
movement would be diffuse due to multiple paths being passable for GKR, meaning that IBR 329 
would better describe GKR gene flow than LCP. 330 
 331 
Methods 332 
 Field researchers target trapped at GKR burrow entrances in a continuous sampling 333 
design across the CPNA from 2013-2015, collecting hair samples for genetic analyses. We used 334 
extra-long Sherman live traps baited with millet (Valone et al. 1995; Thibault et al. 2010), 335 
focusing mostly along roads due to accessibility. We set between 4 and 61 traps per site, with 336 
trap sites at least 100 m apart (Bean et al. 2014b). Traps were opened at 18:00-21:00 (after 337 
sunset) and checked at 3 hour intervals. Traps were closed after midnight. Each site was trapped 338 
for 3-5 days (Bean et al. 2014b). Each kangaroo rat was ear tagged and hair follicles were 339 
collected in accordance with U.C. Davis protocols for genetic analysis (T. Bean pers. comm. 340 
2014, L. Hernandez pers. comm. 2015). Two hair samples were collected from each back haunch 341 
of a kangaroo rat using latex gloves and tweezers. The hair was then placed in a centrifuge tube 342 
filled with a 95% alcohol solution. Between individuals, the tweezers were sterilized with a 10% 343 
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bleach solution and then rinsed with water or an isopropyl wipe. U.C. Davis performed 344 
microsatellite amplification and identification for 15 loci for the 2013 and 2014 genetic samples. 345 
I collected 34 geo-referenced GKR genetic samples from 2014 to complement the 87 samples 346 
obtained in 2013 (Bean et al. unpublished data), leading to a total sample size of 121 geo-347 
referenced individuals and a total of 123 individuals with genetic data (2 individuals had genetic 348 
data but were not geo-referenced; Figure 3).  349 
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 350 
Figure 3: Genetic sample locations of GKR (n=121) from 2014 (white circles) and 2013 (black 351 
squares) 352 
 353 
 354 
Hardy-Weinberg Proportions 355 
Hardy-Weinberg Proportion (HWP) and Linkage Disequilibrium (LD) were evaluated 356 
using exact tests with 20 batches of 10,000 iterations and a dememorization of 10,000 in 357 
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GENEPOP 4.2 (HWE; Raymond & Rousset 1995; Rousset 2008) with p-values adjusted for 358 
multiple testing using a false discovery rate (Benjamini & Hochberg 1995) of alpha= .05. LD 359 
was evaluated by randomly assorting individuals into 2 populations (A and B). If LD was 360 
identified for both populations A and B, then the paired loci would be assumed to be linked, and 361 
would be removed. if LD was identified in either population A or B but not the other, the paired 362 
loci would be assumed to not be linked and that the apparent linkage would be considered due to 363 
sampling and population structure (Waples 2015, L. Hall pers. comm. 2016). 364 
Assuming a single population for GKR, 6 Loci (dst1318, dst1567, dst2887, dst3158, 365 
dst3268, and dst3646) significantly deviated from HWP using the adjusted p-values due to a 366 
deficiency in heterozygosity. To determine if this was a Wahlund effect (Wahlund 1928), where 367 
loci were not in proportion due to fixation in subpopulations, or null alleles, where HWP 368 
violation is due to failure to amplify all alleles, HWP heterozygosity between all individuals and 369 
within the populations identified by TESS (see Population Structure methods and Population 370 
Structure results) was calculated. Locus dst1318 appeared to be heterozygous-deficient for all 371 
three populations and was removed due to null alleles (Waples 2015, Hall pers. comm. 2016). 372 
Even when dividing individuals based on population, Population 2 had a remarkable number of 373 
heterozygous deficient loci (dst2887, dst3268, and dst3646 deviated from HWP at p-value < 374 
.0001 after dst1318 was removed) even though it had the largest sample size (n=82). To 375 
determine if this was a response of hierarchical genetic structure, TESS was re-run only 376 
including population 2. However, based on individual assignment probabilities (Figure 4), 377 
splitting this subpopulation into two subpopulations was not accepted. The remaining 5 loci that 378 
significantly deviated from HWP were most likely due to violating HWP’s assumption of large 379 
population size and migration, and the failure of population clustering programs to identify 380 
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genetic subgroups. None of the loci were in linkage disequilibrium and 14 loci were kept in the 381 
individual pairwise analyses. 382 
 383 
Figure 4: Individual cluster assignment from TESS of GKR within population 2 arranged from 384 
West to East (K=2: simulations=100, permutations=1,000,000 burn in=100,000, K=3: 385 
simulations=58, permutations=1,000,000 burn in=100,000) under the CA 386 
 387 
Population Structure 388 
I used individual genetic samples to assess GKR population structure within the CPNA. I 389 
relied on two common approaches to describe population genetic structure, TESS (Chen et al. 390 
2007) and STRUCTURE (Pritchard et al. 2000; Falush et al. 2003; Hubisz et al. 2009). Program 391 
TESS, which predicts spatial Bayesian clustering through tessellations and Markov Chain Monte 392 
Carlo, is a promising alternative to STRUCTURE. The main difference between STRUCTURE 393 
and TESS is that STRUCTURE minimizes divergence from Hardy-Weinberg Proportions and 394 
Linkage Disequilibrium while TESS highlights genetic-spatial auto-correlation ((François & 395 
Durand 2010). TESS incorporates geospatial referencing (Chen et al. 2007), and can better 396 
describe clustering of individuals with limited movement (Coulon et al. 2006). This makes it a 397 
potentially better approach for GKR population delineation. TESS has low mis-assignments, can 398 
handle migrants, and is good at detecting a recent contact zone and/or weak genetic 399 
differentiation under the assumptions of populations overlapping between 2 to 30%, although 400 
uneven sampling across a genetic cline creates difficulty in identifying true population 401 
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boundaries (Chen et al. 2007). STRUCTURE can identify unique populations better than TESS 402 
when population boundary overlap is 40%, and did better at identifying boundaries along allele 403 
frequency clines (Chen et al. 2007). Although STRUCTURE may not perform as well given the 404 
trapping methodology (Chen et al. 2007; Hubisz et al. 2009), it is a common method in the 405 
literature. I used all 15 loci to identify genetic clusters, all 123 individuals for STRUCTURE, and 406 
the 121 georeferenced individuals for TESS. 407 
For TESS, neighborhood trees and Voronoi cells were created for the geo-referenced 121 408 
individuals, and a codominant admixture (CAR) model was run, clustering individuals into 2 409 
through 7 populations (K) using geographic location as a prior (n=100 simulations/cluster, 410 
permutation=1,000,000, burn in=100,000). Admixture models increase robustness in identifying 411 
genetic fusion and fission processes (François & Durand 2010), and are more common in nature 412 
(Jay et al. 2011). One hundred seventy simulations were run for K=2 at the same settings instead 413 
of 100 due to a computer restarting mid-run and the code being executed again. The simulations 414 
were merged for each K using the R package pophelper (Francis 2016) and CLUMPP version 415 
1.1.2 (Jakobsson & Rosenberg 2007). The number of subpopulations (K) was inferred based on 416 
individual assignment probability plots. 417 
For STRUCTURE, the full sample (n=123) was run with no location-informed prior. 418 
Between 2 and 7 populations (K) were analyzed (n=100 simulations/K, permutation=100,000, 419 
burn in=1000) with a CAR model. Selected number of clusters was determined by the Δ K 420 
Method (Evanno et al. 2005). The 100 simulations/K were merged and the Δ K Method (Evanno 421 
et al. 2005) was conducted using the R package pophelper (Francis 2016). STRUCTURE was 422 
also run with only the 121 individuals used in the TESS analysis to determine if omitting 2 GKR 423 
would bias the results. 424 
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 To better understand how individual genetics were arranged spatially, I estimated genetic 425 
distances using proportion of shared alleles (Dps; Bowcock et al. 1994; Galpern et al. 2014) to 426 
create a Moran Eigenvector Map (MEM) using the R package memgene (Galpern et al. 2014), 427 
and looked at spatial autocorrelation for Dps and codominant marker distance (GenAlEx; 428 
Smouse & Peakall 1999; Peakall & Smouse 2006, 2012). Genetic MEMs allow visual display of 429 
cryptic genetic neighborhoods (Galpern et al. 2014) while accounting for space and produce 430 
genetic eigenvalues from genetic distance matrices that are not auto-correlated (Borcard & 431 
Legendre 2002). Dps often represents more fine scale genetic structure and can elucidate genetic 432 
variation between individuals (Laurence et al. 2013), increasing the amount of variation 433 
displayed by the MEM.  434 
 435 
  436 
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Dispersal 437 
I identified all full- and half-siblings and measured the straight-line geographic distance 438 
between their capture locations to assess dispersal distances between related individuals. I used 439 
COLONY v. 2.0.6.1 (Jones & Wang 2010; Wang 2012, 2016), a Bayesian model that optimizes 440 
maximum likelihood for full- and half-sibling assignment simultaneously (Wang 2004; Jones & 441 
Wang 2010), to infer full- and half-sibling pairs. All individuals were simultaneously considered 442 
potential offspring and potential parents. Potential fathers consisted of the known males (n=60) 443 
and unknown sex (n=7), and potential mothers consisted the known females (n=52) and 444 
unknown sex, with all loci assumed to not have null alleles from HWP testing (n=14) included 445 
for parentage analyses.  446 
Polygamy was assumed for both males and females with the potential for inbreeding. No 447 
prior was used, and the probability of having a father or mother parent in the dataset was set to 448 
0.5 with genotyping error probability set to .02 (e.g. Wang 2004 turtle dataset). COLONY is 449 
robust to marker error rates, but marker error rates are necessary for the parameter searching 450 
algorithms, or else spurious sibling inferences are made (Wang 2004). Allele frequencies were 451 
scaled by sib-ship with 3 “Long” runs set to “High” likelihood. Allele frequencies and sib-ship 452 
scaling were set to update during the model runs. Siblings and half-siblings were considered true 453 
if the mean probability minus one standard deviation was above .9 and .95, respectively, 454 
calculated from ten COLONY outputs. 455 
Connectivity Modeling 456 
 I generated a series of connectivity models and determined their correlation to genetic 457 
distance matrices using Dps and codominant marker distance. I created resistance surfaces, 458 
rasters of quantitative costs of parameters, incorporating: slope (U. S. Geological Survey 2014), 459 
17 
 
 
 
mean annual precipitation (U. S. Geological Survey 2006), vegetation type (U.S. Forest Service 460 
2010), and roads (U. S. Census Bureau 2008a; b).  461 
Increasing the difference between parameter costs in resistance surfaces offers more 462 
insight into landscape-genetic associations, and influences model selection (Koen et al. 2012). In 463 
order to verify models were parameterized correctly, I created alternative hypotheses on how 464 
cost assignment of each parameter could impact GKR dispersal including: 465 
Precip Linear: Cost increases as annual precipitation increases 466 
  𝐶𝑜𝑠𝑡 =
𝑃𝑟𝑒𝑐𝑖𝑝𝑖𝑡𝑎𝑡𝑖𝑜𝑛
𝑚𝑎𝑥𝑖𝑚𝑢𝑚(𝑝𝑟𝑒𝑐𝑖𝑝𝑖𝑡𝑎𝑡𝑖𝑜𝑛)
∗ 1000 467 
Precip Thresh 300: Cost is a threshold at 300 mm of annual precipitation (less than 468 
 cost=1, equal to or more than cost=1000) 469 
Precip Thresh 250-350: There is an optimum precipitation range between 250 and 350  470 
  mm (cost between 250 and 350 mm=1, less than or more than cost=1000) 471 
Slope Linear: Cost continuously increases as slope increases 472 
  𝐶𝑜𝑠𝑡 =
𝑆𝑙𝑜𝑝𝑒
𝑚𝑎𝑥𝑖𝑚𝑢𝑚(𝑆𝑙𝑜𝑝𝑒)
∗ 1000 473 
Slope Thresh 5: Cost is a threshold at 5 degrees (less than=1, more than=1000) 474 
Slope Thresh 10: Cost is a threshold at 10 degrees (less than=1, more than=1000) 475 
Veg Multi: Vegetation type has varying levels of costs (see Appendix A for   476 
  classification) 477 
Veg Binary: Grass, pastures, and barren areas have essentially no resistance (cost=1)  478 
  while all other habitat types are costly (cost=1000) 479 
Road Conductance: Roads facilitate movement (road cost=1, non-road cost=1000) 480 
Road Resistance: Roads hinder movement (road cost=1000, non-road cost=1) 481 
 482 
For additive models, categorical variables were assigned a resistance cost based on 483 
available literature (Appendix A), and then each hypothesized cost map was constrained (divided 484 
by the maximum cell value). The constrained value can offer a way to compare between models 485 
effectively (Trumbo et al. 2013; Kershenbaum et al. 2014) because cost distances are relative to 486 
the maximum landscape variance of the parameter (Legendre et al. 2015, see Mateo-Sánchez et 487 
al. 2015).  488 
 Raster resolution was set to approximately 28 square meters based on the minimum 489 
freely available data cell size. The precipitation raster was originally 800 square meters, but was 490 
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resampled to the resolution of the other parameters using nearest-neighbor in the “resample” 491 
command from the package raster version 2.5-2 in R (Hijmans 2015). To test the sensitivity of 492 
parameter selection, I created multiple models of precipitation, slope, vegetation, and roads 493 
based on power functions (e.g. Epps et al. 2013) ranging between 0-2, increasing by .5 per trial. 494 
Because movement costs may not be linear, I modeled exponential impacts of landscape effects 495 
by 100^(Cost surface) and 100-100^(1-Cost surface; Trumbo et al. 2013). I calculated cost 496 
surfaces based on the full model: 497 
Full: Gene flow ~ Precipitation + Slope + Vegetation + Road 498 
Working under the null models of Isolation by Distance:  499 
IBR: Gene flow ~ Standardized Cost Surface (cost=50, e.g. Zeller et al. 2016)  500 
LCP: Gene flow ~ Straight-Line Geographic Distance  501 
 502 
 I also employed a more empirical method assigning quantitative costs to a resistance 503 
surface using the niche-modeling program, MaxEnt (Phillips et al. 2006). Creating a cost surface 504 
from a habitat model offers an empirical method for determining cost values that resolves some 505 
of the criticisms of using expert driven models (Wang et al. 2008; Spear et al. 2010), as well as 506 
patch cohesion possibly influencing connectivity (Cushman et al. 2012). Using the vegetation, 507 
road, precipitation, and slope parameters in iterative combinations, a MaxEnt model was 508 
generated using GKR site occurrences from 2011-2015 trapping in the CPNA (n=99 unique 509 
presence locations). Smoothing parameters (betas) ranging from 1 to 4 were evaluated with the 510 
models as well. Model selection was executed using Akiake’s Information Criterion corrected 511 
for small sample size (Burnham & Anderson 2002) in ENMTools (Warren et al. 2010; Warren & 512 
Seifert 2011). The MaxEnt model selected for all variables with 26 parameters and a smoothing 513 
coefficient of 1 (Δ AICc = 68.76 to next model, Appendix B). The MaxEnt habitat suitability 514 
model was analyzed as a “conductance” (1/resistance), inverting the MaxEnt raster in the 515 
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resistance raster generation, and as a resistance, where the MaxEnt habitat suitability was 516 
assumed to equate to resistance, in Circuitscape (McRae et al. 2013) because suitable habitat 517 
may be easy to move through (see Schwartz et al. 2009; Shafer et al. 2012), or these areas may 518 
not be viable dispersal routes due to territoriality of local animals, or the dispersers may settle in 519 
these areas, limiting the rate of gene flow.  520 
Next, I compared these connectivity models to individual genetic distances. I conducted 521 
pairwise correlation analyses between IBR cost distances and individual genetic distances 522 
through partial mantel tests (Smouse et al. 1986) with bootstrapping without replacement 523 
(1,000,000 permutations, 1000 bootstrap; e.g. (Kershenbaum et al. 2014) using the mantel 524 
function from the R-package ecodist (Goslee & Urban 2007). Partial mantel tests account for the 525 
influence of geographic distance while estimating the correlation between genetic and 526 
environmental dispersal cost distance. A mantel test (Mantel 1967) with genetic distance and the 527 
null models were included (Jenkins et al. 2010). All pairwise connections were considered in the 528 
models because full networks are more robust (Naujokaitis-Lewis et al. 2013). 529 
To ensure that the cost surface accurately explains the genetic distance without spurious 530 
correlations, I employed causal modeling (Wang & Summers 2010; Cushman et al. 2013) to 531 
determine if cost surfaces would explain genetic variance while accounting for other 532 
hypothesized resistances. Causal modeling relies on partial mantel tests where, instead of 533 
geographic distance being accounted for, another statistically significant model is used. If a 534 
model is still statistically significant after accounting for the other hypothesized costs, it is 535 
accepted. Causal modeling and partial mantel tests have the advantage that there is little effect of 536 
number of individuals sampled on the magnitude of the Pearson’s correlation, although the 537 
predictive power increases (Landguth et al. 2012; Zeller et al. 2016).  538 
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To ensure that sampling extent did not mask fine-scale genetic structure, I calculated cost 539 
surface distances between individuals within 3km from each other (Row et al. 2010; Keller et al. 540 
2013; van Strien et al. 2015). Three km was used because genetic distances were more highly 541 
correlated within 3km than expected at random using GenAlEx (3km; Peakall & Smouse 2006, 542 
2012; Banks & Peakall 2012). Because genetic variation becomes constant and is not influenced 543 
by immediate dispersal, cost surfaces and isolation by distance can be masked due to sampling 544 
extent.  545 
 546 
Results 547 
Population Structure 548 
 STRUCTURE identified four populations from the Δ K Method (n1=34, n2=20, n3=19, 549 
n4=39, with 11 individuals that were assigned a high level of admixture and no discernable 550 
population of origin; Figure 5-7), and TESS identified three populations (n1=22, n2=82, and 551 
n3=17; Figure8-9) from visual display of population assignment probabilities. Both 552 
STRUCTURE and TESS had low Fst values between the identified populations (553 
 554 
Figure 11: Individual cluster assignment of geo-referenced GKR (n=121) arranged from West to 555 
East (simulations/K=100, permutations=100,000, burn in=1,000) under the CAR admixture 556 
model. Number of Clusters was inferred from the Δ K Method to K=3. 557 
 558 
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  559 
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 560 
 561 
Table 1-2), and high credible intervals around individual assignment probabilities (Appendix C), 562 
and a high level of admixture. When the two additional individuals were omitted from 563 
STRUCTURE, STRUCTURE identified only 3 populations through the Δ K Method (Figure 564 
10), with a high level of admixture in the eastern population (Figure 11). 565 
 TESS did not identify the Panoche Hills population that STRUCTURE did. 566 
STRUCTURE is more likely to identify family groups when full-siblings are included, but is 567 
relatively robust to the inclusion of half-siblings (Anderson & Dunham 2008). When full-568 
siblings (n=4) and half-siblings assigned with a greater than 95% probability (n=10) were 569 
removed, and re-analyzed (n=109) in STRUCTURE and TESS, STRUCTURE still identified 4 570 
populations using the Δ K Method, but TESS clustered individuals into one population based on 571 
visual display of individuals’ assignment probabilities. Mean allelic richness for identified 572 
populations ranged between 8.29 and 12.79 for STRUCTURE and 9.57 and 13.5 for TESS 573 
(Appendix D) 574 
Genetic distances between individuals were not auto-correlated to straight-line 575 
geographic distance, but they were correlated at ranges less than 3km for both Dps (Figure 12) 576 
and codominant marker distance (Figure 13). The MEM depicts the spatial correlation of genetic 577 
structure (Figure 14), with the first principle component of the individual genetic distance 578 
ranging between -.15 and .15. 579 
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 580 
Figure 5: From observing the delta K, we see that 4 clusters optimize the change in Log 581 
Likelihood according to the Δ K Method. 582 
 583 
Figure 6: Individual cluster assignment of GKR (n=123) arranged from West to East 584 
(simulations/K=100, permutations=100,000, burn in=1,000) under the CAR admixture 585 
model. Number of Clusters was inferred from the Δ K Method to K=4. 586 
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 587 
Figure 7: The population assignments for Panoche Valley (red diamonds), Panoche Hills (green 588 
squares), Tumey Hills (purple triangles), and Ciervo Hills (blue circles) from 589 
STRUCTURE. 590 
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 591 
Figure 8: individual cluster assignment from TESS of GKR (n=121) arranged from West to East 592 
(simulations/K=100, permutations=1,000,000 burn in=100,000) under the CAR 593 
admixture model. Given the high assignment probabilities for individuals for K=3 594 
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 595 
Figure 9: The population assignments for Panoche Valley (red diamonds), Tumey Hills (purple 596 
triangles), and Ciervo Hills (blue circles) from TESS. 597 
  598 
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 599 
Figure 10: From observing the delta K omitting the 2 non-georeferenced GKR, we see that 3 600 
clusters optimize the change in Log Likelihood according to the Δ K Method. 601 
 602 
Figure 11: Individual cluster assignment of geo-referenced GKR (n=121) arranged from West to 603 
East (simulations/K=100, permutations=100,000, burn in=1,000) under the CAR 604 
admixture model. Number of Clusters was inferred from the Δ K Method to K=3. 605 
 606 
  607 
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 608 
 609 
Table 1: Fst values between the 3 identified populations from TESS. Fst values were calculated 610 
in GenAlEx (excluding locus dst1318, permutations=9999, bootstrap=999; Peakall & 611 
Smouse 2006, 2012). 612 
Population A Population B Fst P-value 
Ciervo Hills Panoche Valley 0.024 0.001 
Ciervo Hills Tumey Hills 0.036 0.001 
Panoche Valley Tumey Hills 0.029 0.001 
 613 
 614 
Table 2: Fst values between the 4 identified populations from STRUCTURE. Fst values were 615 
calculated in GenAlEx (excluding locus dst1318, permutations=9999, bootstrap=999; 616 
Peakall & Smouse 2006, 2012). 617 
Population A Population B Fst P-value 
Panoche Valley Panoche Hills 0.030 0.001 
Panoche Valley Tumey Hills 0.032 0.001 
Panoche Hills Tumey Hills 0.042 0.001 
Panoche Valley Ciervo Hills 0.020 0.001 
Panoche Hills Ciervo Hills 0.027 0.001 
Tumey Hills Ciervo Hills 0.029 0.001 
 618 
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 619 
Figure 12: Individual Dps distance based on 14 loci is not autocorrelated to straight-line 620 
geographic distance at greater than 3km, however there is slight autocorrelation at less 621 
than 3 km (GenAlEx; Peakall & Smouse 2006, 2012; Banks & Peakall 2012). 622 
 623 
Figure 13: Individual codominant marker distance based on 14 loci is not autocorrelated to 624 
straight-line geographic distance at greater than 2.5 km, however there is slight 625 
autocorrelation at less than 3 km (GenAlEx; Peakall & Smouse 2006, 2012; Banks & 626 
Peakall 2012). 627 
 628 
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 629 
Figure 14: Genetic differences of individuals (n=121) across geographic space based on the first 630 
Moran eigenvector from a Dps distance matrix. Locus dst1318 was not used in the 631 
analysis. Circles of similar size and color denote genetically similar scoring of 632 
individuals on the first Moran eigenvector, with placement being geographic location 633 
(Universal Transverse Mercator Zone 10). 634 
 635 
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Dispersal 636 
 COLONY output identified 4 full-siblings (Probability ≥ 0.9, Figure 15-16, Table 3), and 637 
31 half-siblings (10 at a probability≥ 0.95, 31 at a probability ≥ 0.9; Figure 15,Figure 17, Table 638 
3). No parent-offspring pairs were identified. A full-sibling pair was 5.52km apart and a half-639 
sibling pair was 19.64 km apart, although most siblings (3 pairs) and half-siblings (12 pairs) 640 
were located at the same site. The inbreeding coefficient calculated with COLONY, analogous to 641 
Wright’s FIS, was estimated to be 0.109 for all 10 runs. 642 
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 643 
Figure 15: Geographic locations of half siblings identified (red thin line, n=10, probability ≥ 644 
0.95, black dotted line, n=21, probability: .95> probability ≥ .9) and full-siblings 645 
identified (red thick line, n=4, probability ≥ 0.9), but only 1 full-sibling pair was caught 646 
at different sites.  647 
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Individual Pairwise Comparison for Full-Siblings
Figure 16: Pairwise full-sibling probabilities and standard deviations generated from 10 runs of COLONY with 
the threshold (probability=. 9) used to identify “true” full-siblings (red). 
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Table 3: GKR full-sibling and half-sibling pairs that were considered pairs with mean 651 
probability of being related and standard deviation from 10 COLONY runs 652 
Type Pair ID Distance (km) Mean Probability SD 
 Full-Siblings K-0030:K-0041 0 1 0 
 K-0045:K-0070 5.52 0.998 0 
 K-0171:K-0182 0 0.93 0.019788 
 K-0037:K-0056 0 0.9212 0.024399 
Half-Siblings K-0049:K-0069 0 0.9851 0.000316 
 K-0067:K-0099 16.93 0.9836 0.000516 
 K-0071:K-0081 1.02 0.9827 0.000483 
 K-0046:K-0045 0 0.9717 0.001567 
 K-0096:K-0105 0 0.971 1.17E-16 
 K-0005:K-0029 4.56 0.9706 0.000966 
 K-0047:K-0080 0.43 0.9699 0.003542 
 K-0090:K-0096 0 0.969 0.001633 
 K-0033:K-0230 0.39 0.9658 0.004686 
 K-0027:K-0040 0 0.9626 0.001838 
 K-0065:K-0078 0.73 0.9509 0.003213 
 K-0099:K-0101 0 0.9479 0.000568 
 K-0199:K-0076 4.27 0.9472 0.000919 
 K-0038:K-0036 0 0.947 0.001414 
 K-0005:K-0022 1.73 0.946 0.001414 
 K-0093:K-0103 0 0.9415 0.002461 
 K-0014:K-0026 0.28 0.9414 0.000966 
 K-0159:K-0202 0 0.9404 0.000516 
 K-0044:K-0082 13.35 0.9396 0.000699 
 K-0091:K-0105 0 0.9352 0.000919 
 K-0040:K-0230 0.38 0.9279 0.000994 
 K-0046:K-0070 5.52 0.9275 0.002593 
 K-0068:K-0103 11.42 0.9269 0.000568 
 K-0062:K-0040 3.58 0.9252 0.001317 
 K-0064:K-0095 3.58 0.9252 0.003458 
 K-0074:K-0211 19.64 0.9243 0.002908 
 K-0021:K-0024 5.5 0.9242 0.0027 
 K-0072:K-0102 16.93 0.9129 0.005384 
 K-0079:K-0156 6.28 0.9129 0.002183 
 K-0034:K-0057 0 0.9096 0.002119 
 K-0053:K-0069 0 0.9079 0.001663 
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 653 
Figure 17: Pairwise half-sibling probabilities and standard deviations generated from 10 runs of 654 
COLONY with the threshold (probability= .95) used to identify “true” half-siblings (red). 655 
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Connectivity Modeling 657 
 For determining the impact landscape features have on connectivity, I identified from 658 
partial mantel tests that a slope greater than 10 degrees being assigned a high cost value 659 
compared to Dps was supported (mantel r=.14 p-value=.001; Table 4, Figure 18; mantel r = .09 660 
p-value=.049;Figure 19). None of the parameters were significant when using the codominant 661 
marker distance genetic measure, although Slope Thresh 10 still had the highest mantel r (.0835) 662 
and lowest p-value (.096). Slope Thresh 10 was significant for both and could be considered 663 
significant at an α =.10 for codominant marker distance (p-value=.095). IBD models were both 664 
significant for the Dps and codominant marker distance genetic measures, with a mantel r 665 
correlation coefficient of .15 (p-value < .0011) and .10 (p-value < .001) respectively.  666 
  667 
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Table 4: Partial Mantel correlation for hypothesized costs of parameters for IBR. Isolation by 668 
Distance measures are genetic distances correlated to the IBR null model using a mantel 669 
test. 670 
Genetic Measure Model Mantel r p-value Lower 2.5% Upper 97.5% 
Dps IBD 0.153351 1.00E-06 0.131578 0.177872 
 Slope Thresh 10 0.139977 0.00102 0.10002 0.161762 
 Slope Thresh 5 0.044089 0.15175 0.006762 0.078341 
 Slope Linear 0.042363 0.15926 0.005002 0.075853 
 Precip Thresh 300 0.041233 0.16745 0.011026 0.070131 
 Road Conductance 0.034128 0.21209 -0.00246 0.064995 
 Road Resistance 0.025946 0.26657 -0.00778 0.050738 
 Precip Linear 0.020414 0.31291 -0.01201 0.051841 
 Veg Multi -0.00113 0.52034 -0.03155 0.026602 
 Precip Thresh 250-350 -0.03777 0.81256 -0.07193 -0.00243 
 Veg Binary -0.09476 0.99869 -0.12162 -0.06648 
codominant  IBD 0.109421 8.70E-05 0.086525 0.133708 
marker distance Slope Thresh 10 0.083501 0.095827 0.023285 0.109809 
 Veg Multi 0.027299 0.333785 -0.01203 0.062336 
 Slope Linear -0.00296 0.520168 -0.04967 0.03974 
 Road Conductance -0.00538 0.532345 -0.05098 0.035175 
 Precip Linear -0.01367 0.585784 -0.04866 0.022447 
 Slope Thresh 5 -0.02291 0.638811 -0.06525 0.017844 
 Precip Thresh 300 -0.02291 0.641697 -0.06846 0.020333 
 Road Resistance -0.02583 0.653235 -0.06055 0.015433 
 Veg Binary -0.08241 0.962575 -0.1238 -0.0467 
 Precip Thresh 250-350 -0.10924 0.965256 -0.14445 -0.07567 
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 672 
 673 
Figure 18: Current flow, or probability that an individual will pass through a pixel, identified for 674 
pairwise distances in Circuitscape under the hypothesis that slope greater than 10 degrees 675 
is a higher cost to movement than slope less than or equal to 10 degrees.  676 
  677 
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 678 
Table 5: Partial Mantel correlation for hypothesized costs of parameters for LCP. Isolation by 679 
Distance measures are genetic distances correlated to the LCP null model using a mantel 680 
test. 681 
Genetic Measure Model Mantel r p-value Lower 2.5% Upper 97.5% 
Dps IBD 0.052731 0.031814 0.029944 0.078247 
 Slope Thresh 10 0.093492 0.049198 0.048049 0.139047 
 Road Resistance 0.022115 0.287734 -0.01042 0.055803 
 Veg Binary 0.01429 0.337588 -0.01211 0.044664 
 Slope Linear 0.021515 0.349368 -0.01512 0.06094 
 Slope Thresh 5 0.011569 0.417571 -0.02854 0.047469 
 Veg Multi 0.008727 0.438278 -0.02621 0.060349 
 Precip Thresh 300 -0.00189 0.503181 -0.04206 0.037026 
 Road Conductance -0.01874 0.608624 -0.05197 0.018198 
 Precip Linear -0.01765 0.628298 -0.04112 0.011597 
 Precip Thresh 250-350 -0.06515 0.8528 -0.09886 -0.02472 
codominant  Slope Thresh 10 0.093492 0.049626 0.045272 0.135326 
marker distance IBD 0.029189 0.229417 -0.00501 0.06003 
 Road Resistance 0.022115 0.288058 -0.0107 0.058854 
 Veg Binary 0.01429 0.33776 -0.01271 0.043933 
 Slope Linear 0.021515 0.348309 -0.01468 0.066354 
 Slope Thresh 5 0.011569 0.417526 -0.02413 0.04653 
 Veg Multi 0.008727 0.437543 -0.03138 0.05798 
 Precip Thresh 300 -0.00189 0.502502 -0.04072 0.036324 
 Road Conductance -0.01874 0.608949 -0.052 0.018259 
 Precip Linear -0.01765 0.628029 -0.0421 0.010988 
 Precip Thresh 250-350 -0.06515 0.852552 -0.09945 -0.0241 
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 683 
Figure 19: Least Cost Paths identified for pairwise distances in “ecodist” under the hypothesis 684 
that slope greater than 10 degrees is a higher cost to movement than slope less than or 685 
equal to 10 degrees. 686 
 For IBR and LCP with codominant marker distance, there were not enough significant 687 
models to conduct causal modeling. However, for LCP with Dps, causal modeling was used to 688 
determine significance. When all the significant models were offset by the most correlated 689 
model, none of the correlations were significant. The top model, offset by the initially significant 690 
models, was also not significant. 691 
 For individuals within 3km of each other, only Road Conductance, where non-roads had 692 
a higher cost than roads, was significantly correlated to genetic distances (mantel r = .062, p-693 
value= .0357) although the correlation was small. Within 3km, IBD was significant for all cost 694 
measures, with the highest correlation being IBR with Dps (mantel r = .30, p-value < .001). 695 
 696 
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Discussion 697 
In this study, I identified a single population adhering to IBD, which created three to four 698 
genetically weak clusters from TESS and STRUCTURE within the CPNA GKR metapopulation 699 
located in Panoche Valley, the Southern Ciervo Hills, and the Tumey Hills near the I-5 corridor. 700 
There is likely a fourth genetic subpopulation signature in the Panoche Hills. Distance followed 701 
by a threshold slope, where individuals can easily traverse if the slope is less than 10 degrees, 702 
best explained individual genetic distances, while precipitation, vegetation, roads, habitat 703 
suitability (MaxEnt) and non-linear models did not correlate significantly to individual genetic 704 
distances. Dps identified stronger and more correlations than codominant marker distance for 705 
giant kangaroo rats, and may capture more fine scale genetic structure than codominant marker 706 
distance. 707 
Population Structure 708 
The subpopulations identified seem to correlate to the Panoche Valley, Tumey Hills, and 709 
Ciervo Hills subpopulations identified by Good et al. (1997) and Loew et al. (2005). However, 710 
rather than being discrete subpopulations, these subpopulations appear to exist along clines with 711 
contact zones and overlap between the populations. Good et al. (1997) and Loew et al. (2005) 712 
trapped at discrete locations, whereas I trapped continuously throughout the CPNA, highlighting 713 
that what was previously thought as unique populations is more likely due to isolation by 714 
distance effects. TESS and STRUCTURE both provided reasonable interpretation of genetic 715 
clusters based on geographic location. The difference in identified subpopulations is partly due to 716 
STRUCTURE having 2 additional individuals that were caught within the more central 717 
populations, and STRUCTURE not being well suited to identify clinal genetic variation such as 718 
isolation by distance (Hubisz et al. 2009). Although STRUCTURE with the same individuals as 719 
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TESS identified 3 clusters, the admixture and credible intervals indicate that these are most 720 
likely not distinct subpopulations. 721 
TESS clustered the population in the Northern Panoche Hills with the Panoche Valley 722 
population, whereas STRUCTURE determined that it was unique. Because TESS uses 723 
geographic distance derived from Delaunay triangulation as a prior, but does not take topological 724 
complexity into account, this population is most likely as distinct as the other subpopulations 725 
because it is isolated by steep slopes. Both TESS and STRUCTURE clustered individuals into a 726 
Panoche Valley subpopulation and a Ciervo Hills subpopulation, with a third subpopulation to 727 
the east, just west of Interstate 5, the Tumey Hills subpopulation. However, TESS and 728 
STRUCTURE show these 3 subpopulations intermingling in the Northern Tumey Hills, 729 
indicating contact zones. While the separate populations are in line with the observations made 730 
by Loew et al. (2005) and Good et al. (1997), these subpopulations may reflect kinship groups or 731 
weak genetic separation. STRUCTURE identified the same populations when related individuals 732 
were removed, but TESS did not. TESS may incorporate gradations more accurately than 733 
STRUCTURE. Because TESS clustered into a single population after related individuals were 734 
removed, the relatively high genetic admixture of individuals, and the apparent clinal genetic 735 
structure of GKR, STRUCTURE and TESS most likely recovered some level of kinship groups, 736 
or related individuals, without identifying demographically independent populations. 737 
 However, also of note is the temporal resolution that this clustering can inform. Good et 738 
al. (1997) used mtDNA haplotypes to identify their population structure, whereas Loew et al. 739 
(2005) and I used microsatellites. Because mtDNA mutates more slowly than microsatellites 740 
(Wang 2010; Epps & Keyghobadi 2015), and my collections were conducted 20 years later than 741 
Good et al. (1997), these clusters should be viewed as temporally stable populations. One 742 
43 
 
 
 
possibility is there are overlapping population boundaries from population range expansion post 743 
bottlenecks (Chen et al. 2007). If sampling occurred during population range expansion, there 744 
may be evidence that previously identified populations by Good et al. (1997) and Loew et al. 745 
(2005) are source populations. 746 
 With these clusters, we can also address the hypothesis that Panoche and Silver Creek act 747 
as barriers to dispersal. Because genetic grouping did not isolate individuals on either side of the 748 
rivers, it does not appear that the creeks act as a barrier. The results from STRUCTURE and 749 
TESS appear more indicative of a barrier by sampling design, where arbitrary boundaries and 750 
genetic clusters identified by the programs are representative of breaks in sampling rather than 751 
genetically isolated subpopulations (Ramey II et al. 2007). STRUCTURE identifies the highest 752 
level of genetic segregation present in the sample area (Evanno et al. 2005; Cercueil et al. 2007), 753 
and, when coupled with the probable Wahlund Effect from HWP testing, indicates that there may 754 
be further population subdivision into kinship groups at smaller scales based on the admixture of 755 
the entire population. This is further supported by the gradient landscape genetic structure shown 756 
by the Moran Eigenvector Map. 757 
Dispersal 758 
COLONY indicates that GKR are capable of large-scale movement not previously 759 
reported. A full-sibling pair was found 5.52 km apart, and 10 half-siblings were found from 0-760 
19.64 km apart. Whereas the previously recorded maximum distance from Loew et al. (2005) 761 
was 700m, this observed increase is most likely due to difficulty noting natal and juvenile 762 
dispersal of burrowing rodents.  763 
Genetic samples were obtained during drought years in California, and during “harsher” 764 
years, some species may become centralized in areas of high habitat suitability (Auger et al. 765 
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2016; Koen et al. 2016). Furthermore, dispersal is likely negatively related to density, where 766 
Dipodomys spp. will cohabitate burrows at high population density and disperse farther during 767 
population declines (Edelman 2011; Meshriy et al. 2011). By having this plasticity in social 768 
interactions and cues for dispersal, it may be that GKR dispersal is determined by demographics 769 
or at-site environmental parameters rather than between-site parameters. It is possible that 770 
satellite populations condensed into the areas of higher habitat suitability, or vice-versa where 771 
central populations emitted dispersers to satellite populations, convoluting genetic signature.  772 
GKR Connectivity 773 
 Landscape resistance defined by a threshold slope was most correlated to GKR 774 
population structure after IBD, but it was a relatively weak correlation. While habitat models 775 
may estimate gene flow for certain species (e.g. Shafer et al. 2012), the MaxEnt model created 776 
here did not represent GKR connectivity well. While habitat suitability models may identify key 777 
habitat features for GKR abundance (Bean et al. 2014b), high abundances may negatively impact 778 
dispersal (Peterman et al. 2015), making habitat suitability models uninformative for GKR 779 
connectivity (see Mateo-Sánchez et al. 2015).  780 
There did not appear to be a correlation between genetic distances and roads, either. 781 
Barrows et al.( 2006) found that desert kangaroo rats (Dipodomys deserti) were negatively 782 
impacted by roads at a fine scale, hypothesizing that road grading and water runoff may compact 783 
soil. The response of kangaroo rats to roads may vary based on road type (e.g. paved, dirt, 784 
gravel; Brock & Kelt 2004), mortality risk (Barrows et al. 2006), or impact to social systems 785 
(Shier et al. 2012). Brehme et al. (2013) noted that Dulzura kangaroo rats (Dipodomys simulans) 786 
did not avoid roads, and suggested, though with small sample size, that dirt roads were more 787 
permeable than the surrounding habitat to kangaroo rats. In the CPNA, roads are predominantly 788 
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dirt roads that have limited access, although Little Panoche Road and part of Panoche Road are 789 
paved and have higher traffic. Roadkill GKR, Heermann kangaroo rats (Dipodmoys heermanii), 790 
and a McKittrick pocket mouse (Perognathus inornatus neglectus) have been observed along 791 
paved roads, indicating that mortality occurs at some level due to traffic. 792 
With GKR, I identified 4 potential reasons why there is weak genetic signatures. GKR 793 
genetic signatures may be (1) GKR mating and dispersal behaviors, (2) driven by at-site 794 
ecological drivers than by between-site environments, (3) temporal and stochastic environmental 795 
variance, or (4) the statistics used to determine gene flow. 796 
 797 
Mating and Dispersal Behavior 798 
GKR and Dipodomys spp. have been noted to have a highly flexible social structure. 799 
Source-sink metapopulation dynamics can impact demography (Gundersen et al. 2001; 800 
Cosentino et al. 2014) without genetic effects (Cosentino et al. 2015).GKR demonstrate 801 
neighbor recognition (Murdock & Randall 2001) and have a variable mating and reproductive 802 
cycle [e.g. Meshriy et al. (2011) state the breeding season is March-April, but I found juveniles 803 
and a copulate plug in August], which might be the cause of low genetic variation, and low 804 
correlation to environmental predictors.  805 
If GKR prefer to mate with known individuals (Murdock & Randall 2001), then the 806 
effects of environmental parameters on gene flow may be swamped by GKR mating behavior. 807 
Using IBR and LCP to understand the interaction between the landscape and GKR may violate 808 
the assumption of constant flow of individuals (Carroll et al. 2012), and large-scale dispersal 809 
may be just as or more variable as within site dispersal.  810 
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Finally, dispersal may be more of a “generalist” behavior for a habitat “specialist” rodent 811 
(Centeno-Cuadros et al. 2011; Peled et al. 2016). Peled et al. (2016) found that a habitat 812 
specialist gerbil had higher gene flow than a habitat generalist gerbil. GKR, while being habitat 813 
specialists, may be generalists during dispersal. Skvarla et al. (2004) found that habitat matrix 814 
had a low impact on connectivity of banner-tailed kangaroo rats (Dipodomys spectabilis), which 815 
seems consistent with my findings of GKR. If an organism relies on a specific habitat type, not 816 
responding to environmental factors during dispersal could be adaptive for colonization of 817 
fragmented habitats (Centeno-Cuadros et al. 2011).  818 
 819 
At-Site Ecological Drivers 820 
It appears difficult to see any distance metric that would explain genetic variance well. 821 
The genetic composition observed from STRUCTURE may be more influenced by patch size 822 
than gene flow between patches and patch configuration (Cushman et al. 2012; Jackson & Fahrig 823 
2016). Overlapping generations decrease the impact of genetic drift, and the genetic composition 824 
may be driven by effective population size (Ne) rather than connectivity. 825 
Genetic distances account for the colonization history and drift as well as connectivity 826 
(Marko & Hart 2011; Moilanen 2011). Because drift is a function of effective population size 827 
(Ne), and most connectivity studies don’t include demographics, Ne can vary across the 828 
landscape, with that variance being attributed to dispersal costs (Richardson et al. 2016; Waits & 829 
Storfer 2016). Busch et al. (2007) did not see a signature of genetic bottlenecking after a severe 830 
demographic decline in banner-tailed kangaroo rats. Even if alleles are lost during population 831 
declines, the increase in long-distance dispersers during these events may act as an offset. With 832 
quick replacement of alleles, the number of rare alleles will remain constant and there will be not 833 
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be a genetic signature of a mode shift (Busch et al. 2007). Cosentino et. al (2014; 2015) 834 
determined that banner-tailed kangaroo rat demographics were influenced by connectivity, but 835 
that founder effect or colonization genetic structure was not present. 836 
 837 
Stochastic Environment 838 
GKR may be evolutionarily adapted to highly stochastic environments, which is reflected 839 
in their plastic mating systems and dispersal. This high level of variance in dispersal and social 840 
arrangement may be indicative of large scale gene flow variance due to temporal effects on 841 
environmental parameters, and response to environment may not be apparent with high 842 
stochasticity in environmental pressures (Sexton et al. 2014). The variance in climatic and 843 
weather conditions may correlate to GKR impact on arid grassland communities (Prugh & 844 
Brashares 2012), and this highly variable climate most likely impacts dispersal as well. 845 
Kangaroo rats also have temporal and spatial responses to vegetation and available food, 846 
including temporal species composition shifts (Auger et al. 2016; Bean et al. 2016), as well as 847 
precipitation (Thibault et al. 2010); dominant vegetation can vary from year to year due to timing 848 
of rainfall (Bartolome et al. 2007), and green-ups of vegetation can increase reproductive success 849 
in Dipodomys spp. (Grinnell 1932; Lightfoot et al. 2012). Precipitation thus creates stochastic 850 
boom and bust dynamics in food availability. This stochastic environment could mean that the 851 
static conditions used in creating the cost maps do not accurately represent the current pressures 852 
on dispersal because the environmental limitation on dispersal changes from year to year. While 853 
slope and road presence are most likely constant, the precipitation regime and vegetation 854 
community may not be indicative of current pressures. 855 
 856 
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Statistics 857 
Mantel tests and partial mantel tests depend on identifying linear relationships between 858 
environmental cost distances and genetic distances, and if the environment is too heterogeneous 859 
(Legendre & Fortin 2010; Kierepka & Latch 2015), not fragmented enough, or costs aren’t 860 
variable enough, mantel tests may perform poorly (Zeller et al. 2016). If there is an inconsistent 861 
genetic response to environmental distances, mantel tests may not accurately identify influential 862 
landscape features (Keller et al. 2013; Legendre et al. 2015), and this was observed with the 863 
increase in IBD correlation at 3km compared to IBD for the full extent of the study area. 864 
However, causal modeling tends to be robust at identifying influential parameters (Castillo et al. 865 
2014; Mateo-Sánchez et al. 2015). Causal modeling also probably performed poorly due to lack 866 
variation between some models (Zeller et al. 2016), so if one was offset by a model of the same 867 
parameters at different powers, there was probably high correlation and they explained similar 868 
variance. Also, most connectivity studies, including this one, analyze connectivity over one 869 
landscape, and, without repetition across areas, it is difficult to draw general conclusions (Short 870 
Bull et al. 2011). 871 
There are also inherent pitfalls of using genetic data; Orozco-Ter-Wengel et al. (2011) 872 
found that genetic signatures varied when less than 30 microsatellites were used. Along with this, 873 
while the field of landscape genetics has been growing and novel landscape modeling techniques 874 
have been developed, a genetic measure specific to determine connectivity is still lacking (Waits 875 
& Storfer 2016).  876 
LCP identified 36 models with a p-value<.05, although the mantel r correlations were 877 
less than 0.1, indicating that while correlation was statistically significant, the environmental 878 
parameters were not highly correlated to the genetic distances. IBR had a higher correlation to 879 
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genetic distances than LCP. This suggests that GKR use multiple pathways for dispersal across 880 
the study area, and is most likely due to homogenous habitat between individuals in the 881 
respective valleys. In addition, Slope Thresh 10 identified Panoche Creek as a potential area of 882 
high dispersal probability for both IBR and LCP. 883 
 884 
Management Implications 885 
 GKR are a species requiring careful management considerations, for a solar farm in the 886 
CPNA is currently under construction and climate change may require GKR to move to new 887 
areas where they were not historically present. First, there are no identified gene flow barriers 888 
between occupied sites, and the genetic structure identified by STRUCTURE and TESS should 889 
be considered as Isolation by Distance effects rather than as genetically distinct populations. 890 
Connectivity is an important consideration for both of the potentially fragmenting effects of solar 891 
farms and climate change on GKR populations. GKR dispersal in the CPNA is not strongly 892 
impacted by environmental parameters, and the sibling/halfsibling results of COLONY tend to 893 
support that this is due to high mobility rather than an artifact of sampling extent. I identified a 894 
full-sibling pair that was 5.52 km apart, whereas previous literature on GKR dispersal identified 895 
a max distance of .7 km with a mean around .1km. GKR should be able to recolonize extinct 896 
patches as long as there are source populations emitting dispersers, thus node-centric 897 
connectivity estimates should be considered.  898 
While the population structure, dispersal, and connectivity of GKR all align with an 899 
isolation by distance population, connectivity and population genetics are only part of the 900 
picture, and management should be determined based off of the full life history of GKR. For 901 
GKR, continued persistence will most likely depend on suitable habitat availability, and GKR 902 
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habitat protection and creation will be the driving actions for species persistence, although it is 903 
worth noting that anthropogenic barriers to dispersal aside from roads were not considered.   904 
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Appendices 1273 
Appendix A: The cost assignments of vegetation communities used in the additive models and 1274 
 the parameterization of Veg Multi, and the cost assignment of roads used for additive 1275 
 models 1276 
Vegetation Community Cost Assignment 
Barren 0.001 
Pasture 0.1 
Grassland 0.2 
Chaparral 0.3 
Scrub 0.3 
Sagebrush 0.3 
Alkali Desert Scrub 0.3 
Crop 0.4 
Orchard 0.5 
Oak 0.6 
Hardwood 0.6 
Irrigated Row Crop 0.7 
Riparian 0.8 
Wet Meadow 0.8 
Urban 1 
Lacustrine 1 
Riverine 1 
Roads  
Road Present 0 
Road Absent 0.3 
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Appendix B: Maxent model selection table used to determine the habitat suitability model used 1279 
 as a resistance and conductance (bold) with the included parameters, smoothing 1280 
 coefficient (Beta), log likelihood, number of parameters, and the Akiake's Information 1281 
 Criterion corrected for small sample size 1282 
Included Parameters Beta Log Likelihood 
Number of 
Parameters AICc score 
Precipitation Slope Vegetation Roads 1 -6349.56825 26 12754.1365 
Precipitation Slope Vegetation  1 -6383.948395 26 12822.89679 
Slope Vegetation Roads 1 -6416.257738 23 12880.85942 
Precipitation Slope Vegetation Roads 2 -6425.021599 23 12898.38715 
Precipitation Slope Vegetation Roads 3 -6463.876376 15 12958.75484 
Slope Vegetation  1 -6461.865782 17 12959.01458 
Slope Vegetation Roads 2 -6478.844967 21 13001.64342 
Precipitation Slope Vegetation  2 -6486.356439 18 13010.14985 
Precipitation Slope Vegetation Roads 4 -6503.561497 16 13040.26107 
Precipitation Slope Roads 1 -6511.655158 18 13060.74729 
Slope Vegetation  2 -6523.554764 16 13080.2476 
Slope Vegetation Roads 3 -6534.261241 15 13099.52457 
Precipitation Slope Roads 2 -6546.273837 14 13121.42267 
Slope Vegetation Roads 4 -6549.786422 12 13124.22015 
Precipitation Slope  1 -6555.672142 18 13148.78126 
Slope Vegetation  3 -6566.310566 10 13153.07568 
Precipitation Slope Roads 3 -6569.017023 11 13160.58063 
Precipitation Slope Vegetation  3 -6566.273701 15 13163.54949 
Precipitation Slope Roads 4 -6576.681869 9 13171.73487 
Slope Vegetation  4 -6591.563308 10 13203.58116 
Precipitation Slope Vegetation  4 -6593.958147 12 13212.5636 
Precipitation Slope  2 -6599.725793 12 13224.09889 
Precipitation Slope  3 -6638.91782 9 13296.20677 
Slope Roads 1 -6648.407126 16 13329.95233 
Slope Roads 2 -6678.890655 12 13382.42861 
Precipitation Slope  4 -6685.458807 10 13391.37216 
Slope Roads 3 -6687.247393 10 13394.94933 
Slope Roads 4 -6700.181626 6 13412.53538 
Precipitation Vegetation Roads 1 -6732.858193 16 13498.85446 
Precipitation Vegetation  1 -6778.190487 12 13581.02828 
Precipitation Vegetation Roads 2 -6805.955616 13 13638.66799 
Vegetation Roads 1 -6818.080834 10 13656.61621 
Precipitation Vegetation Roads 3 -6841.778298 10 13704.01114 
Precipitation Roads 1 -6852.477739 6 13717.12761 
Precipitation Vegetation Roads 4 -6854.848112 8 13725.99252 
Precipitation Vegetation  2 -6854.868562 14 13738.61212 
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Included Parameters Beta Log Likelihood 
Number of 
Parameters AICc score 
Precipitation Roads 2 -6867.098243 6 13746.36862 
Vegetation Roads 2 -6867.100892 13 13760.95854 
Precipitation Roads 3 -6881.030853 5 13772.18441 
Precipitation Roads 4 -6898.979281 5 13808.08126 
Vegetation Roads 3 -6902.4123 6 13816.99673 
Vegetation Roads 4 -6912.51243 5 13835.14756 
Precipitation Vegetation  3 -6912.659426 6 13837.49098 
Precipitation Vegetation  4 -6945.901249 4 13899.88413 
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Appendix C: Individual assignment probabilities to a discrete population with confidence 1285 
intervals from a single k=4 STRUCTURE run 1286 
Individual ID Pop 1 Pop 2 Pop 3 Pop 4 Pop 1 CI Pop 2 CI Pop 3 CI Pop 4 CI 
K-0002 0.01 0.06 0.64 0.29 (0, 0.15) (0, 0.72) (0, 1) (0, 1) 
K-0005 0.01 0.03 0.71 0.25 (0, 0.14) (0, 0.31) (0, 1) (0, 1) 
K-0008 0.05 0.03 0.72 0.2 (0, 0.52) (0, 0.35) (0, 1) (0, 1) 
K-0011 0.01 0.07 0.91 0.01 (0, 0.09) (0, 0.99) (0, 1) (0, 0.13) 
K-0014 0.01 0.06 0.93 0.01 (0, 0.1) (0, 1) (0, 1) (0, 0.07) 
K-0021 0.01 0.02 0.79 0.18 (0, 0.14) (0, 0.25) (0, 1) (0, 1) 
K-0022 0.01 0.01 0.76 0.23 (0, 0.11) (0, 0.11) (0, 1) (0, 1) 
K-0023 0.01 0.04 0.83 0.11 (0, 0.17) (0, 0.47) (0, 1) (0, 1) 
K-0024 0.01 0.05 0.92 0.01 (0, 0.14) (0, 0.99) (0, 1) (0, 0.14) 
K-0025 0.02 0.07 0.9 0.02 (0, 0.18) (0, 0.98) (0, 1) (0, 0.18) 
K-0026 0.02 0.07 0.9 0.01 (0, 0.24) (0, 1) (0, 1) (0, 0.15) 
K-0027 0.01 0.92 0.05 0.01 (0, 0.12) (0, 1) (0, 1) (0, 0.15) 
K-0028 0.08 0.09 0.68 0.15 (0, 0.61) (0, 0.97) (0, 1) (0, 1) 
K-0029 0.03 0.02 0.77 0.18 (0, 0.33) (0, 0.25) (0, 1) (0, 1) 
K-0030 0.07 0.91 0.02 0.01 (0, 0.89) (0, 1) (0, 0.16) (0, 0.07) 
K-0031 0.31 0.59 0.08 0.02 (0, 1) (0, 1) (0, 0.95) (0, 0.27) 
K-0032 0.01 0.71 0.16 0.13 (0, 0.13) (0, 1) (0, 1) (0, 1) 
K-0033 0.01 0.91 0.06 0.02 (0, 0.07) (0, 1) (0, 0.99) (0, 0.24) 
K-0034 0.14 0.25 0.22 0.39 (0, 0.79) (0, 1) (0, 1) (0, 1) 
K-0036 0.01 0.62 0.08 0.29 (0, 0.16) (0, 1) (0, 0.98) (0, 1) 
K-0037 0.01 0.01 0.01 0.98 (0, 0.09) (0, 0.07) (0, 0.09) (0.82, 1) 
K-0038 0.04 0.28 0.05 0.62 (0, 0.42) (0, 1) (0, 0.97) (0, 1) 
K-0039 0.01 0.68 0.07 0.24 (0, 0.16) (0, 1) (0, 0.99) (0, 1) 
K-0040 0.03 0.82 0.09 0.07 (0, 0.3) (0, 1) (0, 1) (0, 0.8) 
K-0041 0.09 0.89 0.02 0.01 (0, 0.93) (0, 1) (0, 0.16) (0, 0.07) 
K-0042 0.89 0.07 0.02 0.03 (0.33, 1) (0, 0.59) (0, 0.18) (0, 0.33) 
K-0043 0.03 0.88 0.07 0.02 (0, 0.37) (0, 1) (0, 0.99) (0, 0.2) 
K-0044 0.03 0.02 0.05 0.91 (0, 0.35) (0, 0.16) (0, 0.97) (0, 1) 
K-0045 0.07 0.59 0.29 0.04 (0, 0.98) (0, 1) (0, 1) (0, 0.64) 
K-0046 0.01 0.3 0.6 0.09 (0, 0.11) (0, 1) (0, 1) (0, 0.99) 
K-0047 0.02 0.89 0.07 0.02 (0, 0.22) (0, 1) (0, 0.96) (0, 0.19) 
K-0048 0.05 0.21 0.08 0.66 (0, 0.47) (0, 1) (0, 0.97) (0, 1) 
K-0049 0.01 0.02 0.03 0.94 (0, 0.1) (0, 0.27) (0, 0.34) (0.5, 1) 
K-0051 0.03 0.03 0.27 0.67 (0, 0.36) (0, 0.34) (0, 1) (0, 1) 
K-0052 0.01 0.03 0.18 0.78 (0, 0.16) (0, 0.29) (0, 1) (0, 1) 
K-0053 0.01 0.02 0.01 0.96 (0, 0.11) (0, 0.17) (0, 0.15) (0.69, 1) 
K-0054 0.03 0.92 0.03 0.02 (0, 0.3) (0.36, 1) (0, 0.42) (0, 0.25) 
K-0055 0.01 0.03 0.08 0.89 (0, 0.07) (0, 0.33) (0, 0.98) (0, 1) 
K-0056 0.01 0.01 0.04 0.95 (0, 0.07) (0, 0.11) (0, 0.34) (0.63, 1) 
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Individual ID Pop 1 Pop 2 Pop 3 Pop 4 Pop 1 CI Pop 2 CI Pop 3 CI Pop 4 CI 
K-0057 0.04 0.44 0.38 0.14 (0, 0.38) (0, 1) (0, 1) (0, 1) 
K-0058 0.01 0.91 0.06 0.02 (0, 0.13) (0, 1) (0, 0.99) (0, 0.24) 
K-0059 0.01 0.97 0.02 0.01 (0, 0.09) (0.75, 1) (0, 0.17) (0, 0.08) 
K-0061 0.01 0.94 0.04 0.02 (0, 0.13) (0.06, 1) (0, 0.8) (0, 0.19) 
K-0062 0.02 0.03 0.12 0.83 (0, 0.24) (0, 0.37) (0, 1) (0, 1) 
K-0064 0.01 0.44 0.06 0.49 (0, 0.11) (0, 1) (0, 0.81) (0, 1) 
K-0065 0.01 0.3 0.15 0.54 (0, 0.12) (0, 1) (0, 1) (0, 1) 
K-0066 0.02 0.89 0.05 0.03 (0, 0.26) (0, 1) (0, 0.85) (0, 0.35) 
K-0067 0.09 0.83 0.05 0.03 (0, 0.75) (0, 1) (0, 0.78) (0, 0.36) 
K-0068 0.1 0.84 0.04 0.02 (0, 0.79) (0, 1) (0, 0.82) (0, 0.18) 
K-0069 0.01 0.02 0.01 0.96 (0, 0.17) (0, 0.17) (0, 0.13) (0.67, 1) 
K-0070 0.1 0.58 0.27 0.06 (0, 0.99) (0, 1) (0, 1) (0, 0.71) 
K-0071 0.12 0.49 0.38 0.02 (0, 0.75) (0, 1) (0, 1) (0, 0.2) 
K-0072 0.04 0.04 0.49 0.44 (0, 0.41) (0, 0.42) (0, 1) (0, 1) 
K-0073 0.04 0.01 0.13 0.82 (0, 0.44) (0, 0.14) (0, 1) (0, 1) 
K-0074 0.03 0.03 0.06 0.87 (0, 0.4) (0, 0.4) (0, 0.97) (0, 1) 
K-0075 0.08 0.76 0.09 0.07 (0, 0.65) (0, 1) (0, 0.99) (0, 0.85) 
K-0076 0.01 0.96 0.03 0.01 (0, 0.1) (0.64, 1) (0, 0.29) (0, 0.08) 
K-0078 0.01 0.94 0.05 0.01 (0, 0.08) (0, 1) (0, 0.98) (0, 0.13) 
K-0079 0.04 0.01 0.17 0.78 (0, 0.47) (0, 0.13) (0, 1) (0, 1) 
K-0080 0.01 0.65 0.3 0.04 (0, 0.12) (0, 1) (0, 1) (0, 0.54) 
K-0081 0.02 0.59 0.33 0.06 (0, 0.21) (0, 1) (0, 1) (0, 0.9) 
K-0082 0.19 0.02 0.05 0.74 (0, 0.89) (0, 0.16) (0, 0.82) (0, 1) 
K-0083 0.92 0.01 0.04 0.03 (0.46, 1) (0, 0.15) (0, 0.39) (0, 0.37) 
K-0084 0.9 0.03 0.03 0.04 (0.4, 1) (0, 0.29) (0, 0.32) (0, 0.45) 
K-0085 0.86 0.02 0.05 0.07 (0.29, 1) (0, 0.27) (0, 0.45) (0, 0.51) 
K-0086 0.92 0.03 0.04 0.02 (0.48, 1) (0, 0.28) (0, 0.44) (0, 0.19) 
K-0087 0.98 0.01 0.01 0.01 (0.84, 1) (0, 0.07) (0, 0.09) (0, 0.07) 
K-0088 0.02 0.04 0.07 0.87 (0, 0.27) (0, 0.54) (0, 0.85) (0, 1) 
K-0090 0.98 0.01 0.01 0.01 (0.82, 1) (0, 0.09) (0, 0.1) (0, 0.09) 
K-0091 0.94 0.03 0.02 0.01 (0.54, 1) (0, 0.34) (0, 0.18) (0, 0.17) 
K-0092 0.95 0.02 0.02 0.01 (0.63, 1) (0, 0.19) (0, 0.25) (0, 0.13) 
K-0093 0.96 0.01 0.01 0.02 (0.69, 1) (0, 0.12) (0, 0.14) (0, 0.22) 
K-0094 0.53 0.23 0.16 0.08 (0, 1) (0, 1) (0, 0.92) (0, 0.62) 
K-0095 0.04 0.09 0.72 0.16 (0, 0.38) (0, 1) (0, 1) (0, 1) 
K-0096 0.98 0.01 0.01 0.01 (0.86, 1) (0, 0.07) (0, 0.06) (0, 0.06) 
K-0097 0.01 0.04 0.82 0.13 (0, 0.12) (0, 0.5) (0, 1) (0, 1) 
K-0098 0.01 0.08 0.36 0.55 (0, 0.17) (0, 0.94) (0, 1) (0, 1) 
K-0099 0.95 0.02 0.01 0.01 (0.63, 1) (0, 0.26) (0, 0.16) (0, 0.17) 
K-0100 0.36 0.18 0.42 0.05 (0, 1) (0, 1) (0, 1) (0, 0.57) 
K-0101 0.97 0.01 0.01 0.01 (0.72, 1) (0, 0.08) (0, 0.17) (0, 0.17) 
K-0102 0.91 0.01 0.02 0.06 (0.25, 1) (0, 0.13) (0, 0.17) (0, 0.68) 
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Individual ID Pop 1 Pop 2 Pop 3 Pop 4 Pop 1 CI Pop 2 CI Pop 3 CI Pop 4 CI 
K-0103 0.96 0.01 0.01 0.01 (0.71, 1) (0, 0.16) (0, 0.14) (0, 0.14) 
K-0104 0.87 0.03 0.03 0.07 (0.35, 1) (0, 0.36) (0, 0.29) (0, 0.56) 
K-0105 0.98 0.01 0.01 0.01 (0.85, 1) (0, 0.06) (0, 0.06) (0, 0.09) 
K-0106 0.04 0.23 0.3 0.43 (0, 0.47) (0, 1) (0, 1) (0, 1) 
K-0107 0.96 0.01 0.01 0.02 (0.68, 1) (0, 0.16) (0, 0.11) (0, 0.26) 
K-0108 0.08 0.07 0.07 0.78 (0, 0.62) (0, 0.74) (0, 0.95) (0, 1) 
K-0109 0.1 0.05 0.05 0.8 (0, 0.65) (0, 0.52) (0, 0.91) (0, 1) 
K-0110 0.07 0.05 0.05 0.83 (0, 0.72) (0, 0.72) (0, 0.84) (0, 1) 
K-0111 0.05 0.02 0.04 0.89 (0, 0.59) (0, 0.25) (0, 0.86) (0, 1) 
K-0112 0.02 0.02 0.09 0.87 (0, 0.2) (0, 0.27) (0, 1) (0, 1) 
K-0113 0.02 0.1 0.15 0.73 (0, 0.19) (0, 1) (0, 1) (0, 1) 
K-0117 0.03 0.03 0.1 0.85 (0, 0.33) (0, 0.33) (0, 1) (0, 1) 
K-0153 0.03 0.48 0.09 0.39 (0, 0.35) (0, 1) (0, 1) (0, 1) 
K-0155 0.02 0.79 0.09 0.1 (0, 0.26) (0, 1) (0, 1) (0, 0.98) 
K-0156 0.47 0.02 0.04 0.47 (0, 1) (0, 0.22) (0, 0.57) (0, 1) 
K-0158 0.01 0.39 0.11 0.49 (0, 0.12) (0, 1) (0, 1) (0, 1) 
K-0159 0.02 0.78 0.07 0.12 (0, 0.27) (0, 1) (0, 1) (0, 1) 
K-0160 0.01 0.75 0.09 0.15 (0, 0.16) (0, 1) (0, 1) (0, 1) 
K-0161 0.19 0.55 0.05 0.2 (0, 1) (0, 1) (0, 0.85) (0, 1) 
K-0162 0.4 0.07 0.09 0.44 (0, 1) (0, 0.83) (0, 0.96) (0, 1) 
K-0163 0.02 0.83 0.12 0.03 (0, 0.26) (0, 1) (0, 1) (0, 0.33) 
K-0167 0.01 0.04 0.06 0.89 (0, 0.09) (0, 0.51) (0, 0.81) (0, 1) 
K-0170 0.01 0.03 0.05 0.91 (0, 0.12) (0, 0.37) (0, 0.52) (0.32, 1) 
K-0171 0.01 0.05 0.92 0.03 (0, 0.09) (0, 0.99) (0, 1) (0, 0.28) 
K-0175 0.06 0.05 0.15 0.74 (0, 0.52) (0, 0.57) (0, 1) (0, 1) 
K-0177 0.26 0.18 0.12 0.44 (0, 1) (0, 1) (0, 1) (0, 1) 
K-0179 0.03 0.6 0.33 0.04 (0, 0.35) (0, 1) (0, 1) (0, 0.51) 
K-0182 0.01 0.04 0.91 0.04 (0, 0.06) (0, 0.99) (0, 1) (0, 0.91) 
K-0189 0.11 0.04 0.03 0.82 (0, 0.63) (0, 0.57) (0, 0.33) (0, 1) 
K-0197 0.01 0.02 0.05 0.93 (0, 0.11) (0, 0.21) (0, 0.62) (0.24, 1) 
K-0198 0.02 0.92 0.05 0.02 (0, 0.19) (0, 1) (0, 0.9) (0, 0.17) 
K-0199 0.01 0.69 0.29 0.02 (0, 0.1) (0, 1) (0, 1) (0, 0.18) 
K-0202 0.09 0.8 0.07 0.03 (0, 0.77) (0, 1) (0, 1) (0, 0.39) 
K-0204 0.01 0.75 0.07 0.18 (0, 0.06) (0, 1) (0, 1) (0, 1) 
K-0206 0.91 0.02 0.05 0.03 (0.48, 1) (0, 0.2) (0, 0.41) (0, 0.32) 
K-0211 0.11 0.05 0.04 0.81 (0, 0.94) (0, 0.7) (0, 0.41) (0, 1) 
K-0214 0.05 0.19 0.04 0.72 (0, 0.51) (0, 1) (0, 0.46) (0, 1) 
K-0219 0.02 0.02 0.05 0.91 (0, 0.24) (0, 0.24) (0, 0.54) (0.09, 1) 
K-0230 0.01 0.86 0.11 0.02 (0, 0.13) (0, 1) (0, 1) (0, 0.19) 
K-0234 0.02 0.03 0.83 0.12 (0, 0.24) (0, 0.41) (0, 1) (0, 1) 
K-0060 0.15 0.1 0.07 0.69 (0, 1) (0, 0.97) (0, 0.99) (0, 1) 
K-0143 0.2 0.17 0.08 0.55 (0, 1) (0, 1) (0, 1) (0, 1) 
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Appendix D: Population size (N), mean allelic richness (NA), number of private alleles, 1287 
inbreeding coefficient (FIS; 1-Ho/He), observed heterozygosity (Ho) and expected 1288 
heterozygosity (He) across the study area and for each population identified by Tess and 1289 
STRUCTURE with means ± the standard error 1290 
 1291 
 N NA 
Private 
alleles FIS Ho He 
Total 120.86 ± 0.1 14.36 ± 1.05 na 0.11 ± 0.02 0.73 ± 0.04 0.82 ± 0.04 
 
TESS       
Panoche Valley 82 ± 0 13.5 ± 1.02 25 0.1 ± 0.02 0.74 ± 0.04 0.82 ± 0.04 
Tumey Hills 16.86 ± 0.1 9.57 ± 0.66 3 0.16 ± 0.05 0.64 ± 0.05 0.78 ± 0.04 
Ciervo Hills 22 ± 0 10.64 ± 0.77 6 0.05 ± 0.04 0.75 ± 0.04 0.8 ± 0.04 
 
STRUCTURE       
Panoche Valley 41 ± 0 12.79 ± 0.84 13 0.06 ± 0.03 0.77 ± 0.04 0.82 ± 0.04 
Panoche Hills 22 ± 0 10.5 ± 0.73 2 0.11 ± 0.04 0.73 ± 0.04 0.82 ± 0.03 
Tumey Hills 38.86 ± 0.1 11.71 ± 0.82 11 0.13 ± 0.03 0.71 ± 0.04 0.81 ± 0.04 
Ciervo Hills 19 ± 0 8.29 ± 0.72 1 0.07 ± 0.04 0.7 ± 0.06 0.75 ± 0.05 
