Regularities analysis for prescriptions is a significant task for traditional Chinese medicine (TCM), both in inheritance of clinical experience and in improvement of clinical quality. Recently, many methods have been proposed for regularities discovery, but this task is challenging due to the quantity, sparsity and free-style of prescriptions. In this paper, we address the specific problem of regularities discovery and propose a graph embedding based framework for regularities discovery for massive prescriptions. We model this task as a relationprediction in which the correlation of two herbs or of herb and symptom are incorporated to characterize the different relations. Specifically, we first establish a heterogeneous network with herbs and symptoms as its nodes. We develop a bipartite embedding model termed HS2Vec to detect regularities, which explores multiple relations of herbherb, and herb-symptom based on the heterogeneous network. Experiments on four real-world datasets demonstrate that the proposed framework is very effective for regularities discovery.
Introduction
With the continual and rapid development of the distinctive methodology and approach for diagnosing and treating disease, traditional Chinese medicine (TCM) has been playing a vital role in health care for several thousand years, and is well-know because of its unique curative effect and less side effect for complicated diseases (e.g., SCLC/NSCLC, HIV/AIDS) [Wen et al., 2018] . As the essence of TCM doctors' clinical experiences, prescriptions plays the most important role in TCM clinic. A TCM prescription mainly consists of patient's symptoms for disease and various kinds of herbs. Based on this, a mainly goal of discovering regularities for prescriptions is to investigate the complex correlations between herbs composition and corresponding symptoms. These regularities are beneficial to inheritance of * Contact Author clinical experience and clinical practices [Yao et al., 2018; . For example, incompatible herb-pair detection is important to reduce the accidents due to adverse drug reactions unexpectedly [Zhu et al., 2018] .
Despite its value and significance, discovering regularities for TCM prescriptions remains in its infancy due to the following challenges: Massive prescriptions. With rapid development on the TCM research, massive prescriptions are expressed and collected with handwritten or electronic version, which is a critical task in prescriptions mining. Sparsity of prescription. Because of the personalised views of TCM doctors and heavy workload, some herbs/symptoms would not be recorded in the clinical data if they were considered as having no value for diagnosis and treatment. The lack of digitalization and formalization of TCM prescriptions leads to the problems of sparsity. Free-style. Prescriptions are represented as natural language and in free-text format. Different from natural language sentences, TCM prescriptions have their own way to organize the herbs and symptoms, which are often put in a weakly ordered form. For example, the herb in the front of the prescription may be connected with the very last herb instead of the surrounding ones. Furthermore, because the various terms used in prescriptions, the cooccurrence of terms contains crucial semantic information. This is in opposition to the current "one target, one drug" approach for relations discovering in biomedicine [Olayan et al., 2018] . In summary, to better detect regularities in prescriptions, it is highly desirable to develop methods that comprehensively consider the heterogeneous data and special semantics and jointly learn the relations of different objects.
Motivated by the aforementioned challenges, we study a heterogeneous graph embedding problem and propose a bipartite framework, which is termed HS2Vec. Due to the specific natural language pattern and sparsity, previous works based on natural language processing (NLP) performed bad in discovering regularities in prescriptions [Yao et al., 2018; Wan et al., 2015] . To avoid this issue, we first establish a TCM heterogeneous network according to the co-occurrence relations among herbs and symptoms. Two objects (herbs/symptoms) are connected if they co-occur in some prescriptions. Considering the existing complex relations comprehensively among terms, we propose a bipartite embedding strategy to analyse and predict latent relations. Comparing with existing heterogeneous graph embedding models [Fu et al., 2017; Huang and Mamoulis, 2017] , the local-structure and global-semantics are considered simultaneously in our model. Inspired by graph embedding for social relationship extraction Tu et al., 2017] , we use unsupervised bipartite model with two autoencoders to cope with the node embedding based on structural and semantic relations respectively. Specifically, each autoencoder learns the distance between a input node and its recombination as the output of autoencoder based on local structure. Meanwhile, we learn the distance between two input nodes from two autoencoders based on semantic. By jointly optimizing them in the proposed unsupervised model, we can learn a robust representation of TCM network. Then, We utilize clustering and HCMNed prediction to determine the correlations, which can discover the herbs composition and corresponding symptoms. The proposed method HS2Vec is tested on four real-world TCM datasets and compared to state-of-the-art methods and to TCM doctors. The contributions of this paper are listed as follows:
• To our best knowledge, this is the first attempt to discover regularities in TCM prescriptions using heterogeneous graph embedding. • We develop a bipartite embedding model based on autoencoder termed HS2Vec to preserve the structure and semantics of TCM graph, to complete the heterogeneous nodes embedding. • We demonstrate the effectiveness of our proposed model via heterogeneous network mining tasks on four TCM datasets such as node clustering, linked prediction, and clinical tasks, outperforming the state-of-the-art.
Related Works
Knowledge discovering has become a hot topic in healthcare and biomedicine . More recent works focus on discovering relations among medical objects. presented a low-rank matrix approximation and randomized algorithms to predict drug-disease relations. [Fout et al., 2017] proposed a neighborhood-based graph convolution methods to determine interfaces between proteins. [Zhao et al., 2016] proposed a syntax drug embedding method and used convolutional neural network to detect relations among these drugs. Compared with knowledge discovery research in modern biomedicine, TCM regularities discovery just becomes popular in recent years because of the lack of digitalization and formalization [Yao et al., 2018; . A number of works have been devoted to detect herbs regularities. [Zhu et al., 2018] incorporated two important herb attributes and their correlation to characterize the incompatible relations among herbs via matrix-factorization. [Yao et al., 2018] proposed a novel topic model to characterize the generative process of prescriptions. proposed a seq2seq framework enhanced with masking and coverage mechanism to generate prescriptions. [Ji et al., 2017] developed a novel multi-content model based on latent dirichlet G(V,E) the Graph G, nodes V and edges E for HCMN τ the node types of HCMN ξ the edge types of HCMN ρ a meta-path of HCMN the meta-path set of HCMN K the number of layers C k a cluster T= {t i } n i=1 the adjacency matrix of HCMN x i ,x i the initial data and re-encode data y 
the proximity of two nodes v i , v j et al., 2015] proposed a novel approach to collectively and globally extract correlations from TCM literature based on HIN. Although these models are actually effective in TCM exploration, these models are limited to the traditional data mining methods or the characteristics of TCM data. Different from these existing NLP based models, our approach deals with prescriptions with multiple heterogeneous nodes and relations, and uses graph embedding to discover the regularities.
Problem Definitions and Preliminaries
In this section, we provide basic notations and formulate the problem of HCMN embedding. We first give the notation presented in Table 1 .
represents the all herbs or symptoms of the co-occurrence network, E = {e i } m i=1 denotes the all types edges among these nodes. ω is a set of weight values of all edges, ω ij 0.
In HIN, two nodes can be connected via different semantic paths, which are called meta-paths [Fu et al., 2017] . In HCMN, meta-path preserves the semantics and structure of TCM prescriptions. Definition 2 TCM Meta-path. A TCM meta-path ρ is defined as the path sequence of node types τ 1 ,· · · ,τ n connected by edge types ξ 1 ,· · · ,ξ n−1 as follows:
An instance of the meta-path ρ is a path sequence in the HCMN, which conforms to the pattern of . For example,
is a meta-path in the HCMN, which defines the semantics that two herbs can cure a symptom.
Definition 3 TCM Meta-path based Proximity. The TCM meta-path based proximity for each pair of nodes v i , v j ∈ V is denoted as:
where ρ is one meta-path of node pair (v i , v j ); | | is the number of meta-path between two nodes; and s(v i , v j | ρ) is the proximity w.r.t. the meta-path ρ. Note that the proximity of two nodes equals the sum of the proximity w.r.t. all meta-paths. It's obvious that this can preserve all kinds of correlations between the two nodes.
Definition 4 TCM graph embedding. Given the HCMN defined as G={V, E}, our goal is to develop a mapping:
The function f is to get the lowdimensional representations of all nodes. Note that, although there are various types of nodes in HCMN, their representations are mapped into the same latent space. The embedding vectors preserve the semantics in HCMN.
Methodology

Overview
Given a dataset of graphs, HS2Vec considers preserve the whole information of HCMN in a low-dimensional embedding space. Different from general graph, HCMN has multitypes of nodes, and two nodes v i , v j may be connected via multi-types of paths. Conceptually, each path represents a specific direction or composite semantics between nodes. So, we use meta-path based proximity to obtain pairwise similarities of nodes. Meanwhile, we attempt to capture and reconstruct its neighborhood information for each node to preserve the local-order proximity. Accordingly, to optimize the proximity in the process of model learning, HS2Vec can preserve the highly-nonlinear local-sturcture and global semantics well and is robust to other graph. Getting the lowdimensional embedding space of herbs, symptoms, we can use clustering to detect the groups of herbs and symptoms and use linked prediction to obtain the correlations (i.e. herbherb, herb-symptom). The remainder of this section, we will present a detailed introduction to HS2Vec. The framework of HS2Vec is shown in Figure 1 .
PRM Proximity Calculation
According to Definition 3, in order to compute the meta-path based proximity that semantics between node v i and v j , we need to accumulate the corresponding meta-path based proximity w.r.t. each meta-path ρ. In this paper, we employ transition probability to define the proximity s(v i , v j |ρ vi→vj ). Based on a meta-path ρ:H→S→H, a herb node v 1 may walk to any node of the next three symptom nodes via weighted edges. Then, one of three symptom nodes transports to a herb node v 2 via the only weighted edge. So, the transition probability from v 1 to v 2 is accumulation of probability s(v 1 , v 2 |ρ v1→v2 )= 0.25. This approach is a random walk statistics based on meta-path instance ρ to estimate the transition probability of nodes. Now, we formulate the probability computation as follows:
where µ (vi,vj ) is the unnormalized transition probability between nodes v i and v j , and Z is the normalizing constant. For the case of meta-path based proximity, we have the following property.
Next, the proximity based on random walk path, which is restricted by meta-path instance ρ (PRM), can be defined as follows:
where l is a length threshold, ρ[i : j] is the subsequence of path instance ρ from the node v i to the node v j , and ρ[2 : l] is a length l − 1 path instance. Summing over all the length-l path instances for Eq.(4), we get the final metapath based proximity, which is a dynamic programming approach to calculate all proximity. Note that, shorter metapaths are more informative than longer ones, because longer meta-paths edge more remote objects, which are less related semantically [Huang and Mamoulis, 2017] . Accordingly, we set the length threshold to enhance the estimation of proximity.
Objective Functions
We introduce the objective functions of HS2Vec. We first describe how the HS2Vec preserves the second-order proximity that structre. The second-order proximity describes the similarity of neighborhood structures between two nodes. Obviously, the higher second-order proximity denotes that two nodes share more common neighbors for they are more similar. Accordingly, we require our autoencoder to maintain all neighborhoods of each node. For HCMN, the network structures and semantics including global and local information can be described by the adjacency matrix T. For example, in T, the i-th row, t i ={x ij } n j=1 , gives the first-order proximity between nodes v i and v j .
The autoencoder attempts to capture the second-order proximity via reconstructing the input data x i . In detail, an autoencoder is composed of two parts, encoder and decoder. The encoder, consisting of multiple non-linear activation functions, maps the x i into the latent representation space. The decoder is similar to a reversed encoder, reconstructing latent representation to reconstructed input space. Given the initial x i , the hidden representations for each layer are shown as follows: y
Proceedings of the Twenty-Eighth International Joint Conference on Artificial Intelligence (IJCAI-19) where δ is the sigmoid function. Using the generalized y (k) i , we can obtain the outputx i via reversing the calculation process of the encoder. The goal of the autoencoder is to play a mini-game that minimizes the reconstruction error of the output and the input. In addition, some nodes contain a small number of edges in HCMN, which results in the sparsity disaster of HCMN. That is because the number of zero elements of the adjacency matrix T is much more than that of nonzeroin elements, which may degrade the performance of reconstruction. The autoencoder component would be inclined to reconstruct more zero elements to outputx i . Therefore, the weighted Binary Cross Entropy as loss function is employed to impose more penalty on the reconstruction error of the non-zero elements than zero elements. For all types of nodes, the second-proximity objective function can be defined as follows:
(5) where λ ij indicates the weight coefficient of the penalty imposed to each elements. If x ij = 0, λ ij = 1, else λ ij = ω ij > 1. With the objective function J 1 , the latent space can maintain the global structures. It is not only necessary to preserve the global network structure, but also essential to capture the local structure [Huang and Mamoulis, 2017]. The first-order proximity is the general approach to preserve the local structure. However, because the multi-types of nodes and edges have their own special characteristics, we utilize PRM proximity to capture the local information, which can learn unique latent spaces for different node and edge types. To preserve the PRM proximity, a distinct goal is to minimize the distance of these two probability distributions between x i andx i . In our work, we use Kullback-Leibler divergence as the distance metric. Then the objective function for this goal is defined as follows:
where δ is the sigmoid function. To preserve both global and local proximity of HCMN, we jointly minimize the objective function by training the Eq.(5) and Eq.(6) simultaneously as follows:
We utilize the asynchronous stochastic gradient descent (ASGD) algorithm [Recht et al., 2011] to optimize HS2Vec. In detail, we aim to calculate the partial differential function, ∂J/∂W (k) and ∂J/∂W (k) . In addition, to address the problem that meta-path based algorithm may converge to a trivial solution [Huang and Mamoulis, 2017] , we sample multiple negative nodes to enhance the influence of positive nodes. For each pair of nodes with non-zero path based PRM proximity s(v i , v j ), we redefine object function J 2 as follows:
where m is the times of sampling, and P r(v) is some noise distribution of node v i . 
Baseline Methods
To evaluate the performance of HS2Vec for testing tasks, we compare the following baselines:
• CPM : It proposes a novel probabilistic model to capture the asymmetric causal correlations of symptoms, diseases, and herbs. 
Quantitative Evaluation
For the primary purpose of herb-herb and herb-symptom relations discovery, we first compare the effectiveness of different heterogeneous graph embedding methods at a task of herbs and symptoms clustering, which aims to identify candidate sets for relations discovery. In addition, we use the normalized mutual information (NMI) to evaluate the performance of each method. Finally, in order to ensure that HS2Vec can accurately detect the strong herb-herb, herb-symptom correlations, we use the mean average precision (MAP) to evaluate HS2Vec for linked prediction. We report the results of NMI and MAP in Table 2 . For clustering, all the embedding methods perform bad on TCMGeDIT, but they have a better performance on the other two datasets. On TCMGeDIT, our model HS2Vec gets the best performance than others, and Motif-CNN achieves relatively well results. On TCMSP, HS2Vec has a better performance than others. On TRE, HS2Vec outperforms all other methods. Overall, we can observe that HS2Vec outperforms all the other methods in the task of clustering. For the herbsymptom linked prediction, we can observe that the performance of HIN2Vec and HINE is relatively poor in linked prediction. On all the datasets, graph convolutional neural network based embedding methods Motif-CNN obtain better performance than HIN2Vec and HINE, which is very close to that of our proposed model. This is probably because deep neural network can extract the feature of network effectively.
As a result, HS2Vec achieves significant improvements over the baselines. It demonstrates that the learned embeddings of HS2Vec have strong predictive power for linked prediction.
Case Evaluation
For the clinical task to generate the effective prescriptions, we first obtain clusters including herbs and symptoms for specific disease conditions or particular patient groups based on the node embedding. In each cluster, we use linked prediction to detect the strong correlation between herbs and symptoms. We now evaluate correlations learned from over 5, 000 lung cancer records via HS2Vec. The Micro-F1 and Macro-F1 are employed as the evaluation metrics. CPM, TM, HIN2Vec and HINE were employed as the comparative models. Table 3 shows the results comparison of herb recommendation based on symptoms. We can see that HS2Vec achieves high Micro-F1 and Macro-F1 scores, and all other approaches have quite good performance. To show this in detail, recommended prescriptions via HS2Vec based on some symptoms of lung cancer were vertified by two experienced TCM doctors. Table 4 gives the comparations of prescription recommendation. We note that HS2Vec prescribed sixteen herbs are in common with the herbs prescribed by the TCM doctors, which are marked by bold in this table. HS2Vec also recommended five herbs not prescribed by the doctor. A doctor verified that these some of them are all known to be associated with lung tumor. For example, "Platycodon grandiflorus" and "Paris polyphylla" have the similar function.
Parameter Sensitivity
In this section, we discuss the influence of the parameters dimension d of the latent space and the penalty coefficient α in the Eq.(7). We conduct experiments on a clustering task.
The parameter d measures the appropriate number of embedding dimensions. Figure 2(a) shows the performances of our method w.r.t the varying d. We can observe that the increasing value of dimension improves the performance of HS2Vec in the early. Intuitively, this is because more vectors can encode more useful information in latent space. However, when the value of the dimension over 100, the performance began to drop slowly. The result suggests that excessive dimension values bring noises, which impacts on the performance. Generally, determining the value of the dimension is very important to graph embedding, but HS2Vec is less sensitive to d. The parameter α measures a well-balanced point between PRM proximity and Figure 2(b) shows how the value of α affects the performance of HS2Vec. When the value of α equals 0, only the second-order proximity is to determine the performance. The performance with α between 0.1 and 0.3 is better than α equaling 0, demonstrating the importance of PRM proximity. When the value is over 0.4, the performance became stable. In summary, both the PRM proximity and the second-order proximity are necessary for HS2Vec to maintain network information.
Scalability and Stability
To testify the scalability, we test node representations with default parameter for TCMSP with increasing number from 100 to 1, 000, 000 nodes. Figure 2(c) shows the test time w.r.t the number of nodes. We can observe that the test time scales linearly with the increased number of nodes. Meanwhile, we examine the stability of HS2Vec on the TRE dataset via metric AvgEntropy [Shi et al., 2014] . Figure 2(d) shows the comparison of AvgEntropy w.r.t each iteration on different types of nodes, herbs and symptoms. We can see that HS2Vec performs better than HINE and HIN2Vec in all conditions. The reason is that HS2Vec effectively preserves more information from the network. Overall, these results show that HS2Vec is quite scalable and steady.
Conclusion
We proposed a novel bipartite model HS2Vec to investigate the relations among herbs and symptoms via graph embedding. HS2Vec consists of a local-structure preserving component and a global-semantics preserving component. Using autoencoder with Binary Cross Entropy, we obtain heterogeneous nodes that herbs and symptoms embedding. To better leverage available semantics, we proposed the PRM algorithm to capture semantics among nodes. We then employed Kullback-Leibler divergence to obtain nodes embedding based on semantics. We obtain the node-embedding space from above two embedding approachs, and discover regularities in TCM prescriptions via clustering and linked prediction. Extensive experiments demonstrated the superiority of HS2Vec. TCM empirical evaluations also confirmed that HS2Vec is helpful for TCM clinical development.
