Deep neural networks (DNNs) are famous for their high prediction accuracy, but they are also known for their black-box nature and poor interpretability. We consider the problem of variable selection, that is, selecting the input variables that have significant predictive power on the output, in DNNs. We propose a backward elimination procedure called SurvNet, which is based on a new measure of variable importance that applies to a wide variety of networks. More importantly, SurvNet is able to estimate and control the false discovery rate of selected variables, while no existing methods provide such a quality control. Further, SurvNet adaptively determines how many variables to eliminate at each step in order to maximize the selection efficiency. To study its validity, SurvNet is applied to image data and gene expression data, as well as various simulation datasets.
of variable selection, FDR is the (expected) proportion of false positives among all variables called significant; for example, if 20 variables are selected (called significant), and two of them are actually null, then the FDR is 2/20 = 0.1. However, no variable selection methods for neural networks so far have tried to estimate FDR or keep FDR under control. Second, among these methods, many were developed for specific types of networks, especially very shallow networks, and they do not work, or work inefficiently, for deeper networks. Third, many of the methods are not applicable to large datasets, on which their computational loads can be prohibitively high.
In this paper, we develop a method called SurvNet for variable selection in neural networks that overcomes these limitations. It is an embedded method that gradually removes least relevant variables until the FDR of remaining variables reaches a desired threshold. When eliminating a variable, its corresponding input neuron and all outgoing connections of this neuron are removed from the network. After this, SurvNet estimates the FDR of the original variables that remain in the model. If the estimated FDR is greater than the pre-set threshold, SurvNet will go back to the step of training the (updated) network; otherwise, the elimination stops, and all remaining surrogate variables are removed before the final model is trained. Note that each updated network is trained using the values of weights in the last trained network as initial values for a "warm start".
There are three major novelties in this backward elimination procedure of SurvNet. First, it proposes a new measure/score of variable importance, which works regardless of the type of problems (classification or regression), the number of output neurons (one or multiple), and the number of hidden layers (one or multiple) in neural networks. In fact, this score can be readily computed for networks with arbitrary depths and activation functions. Second, SurvNet proposes an easy and quick way of estimating FDRs. Statistical estimation of FDRs requires obtaining the null distribution of the importance scores, that is, the distribution of the scores of irrelevant variables [17] . This is often done by permuting the output values of samples and training multiple independent models in parallel, each of which corresponds to a permuted dataset, but the computational cost is typically unaffordable for neural networks. SurvNet proposes a distinct way. It generates a set of null variables which serve as surrogates of the (unknown) null original variables to obtain the null distribution. With the introduction of surrogate variables, an estimate of FDR can be given by a simple mathematical formula without training a large number of networks at each step. Third, instead of eliminating one variable or any pre-specified number of variables at each step, SurvNet is able to adaptively determine an appropriate number of variables to eliminate by itself.
This number, expressed in a concise mathematical formula, makes the elimination highly efficient while having the FDR well controlled on the desired level. The formula includes a parameter called "elimination rate", which is a constant between 0 and 1 and controls the "aggressiveness" of elimination. When this parameter is chosen to be 1, the elimination is the most aggressive.
Put together, SurvNet is a computationally efficient mechanism for variable selection in neural networks that needs little manual intervention. After setting the initial network structure, an FDR cutoff η * (0.1 is the most commonly used value), and an elimination rate ε (1 is often an acceptable choice), the elimination procedure will automatically determine how many and which variables to eliminate at each step and stop when the estimated FDR is no greater than η * .
Data and results
We applied SurvNet to digits 4's and 9's in the MNIST database (Dataset 5), a single-cell RNA-Seq dataset (Dataset 6), as well as four simulation datasets (Datasets 1 ∼ 4).
10,000 testing images of ten handwritten digits from 0 to 9. Each image contains 28 × 28 = 784 pixels, which are treated as 784 input variables.
Single-cell RNA-Seq [19] is a biological technique for measuring gene expression in cells.
Along with other single-cell techniques, it was recognized as the "2018 Breakthrough of the Year" by the Science magazine on account of its important applications in biomedical and genomic research. In single-cell RNA-Seq data, the samples are the cells, the inputs are expression levels of individual genes, and the output is the cell type. Biologically, it is often believed that the cell type is determined by a small set of genes, and thus single-cell RNA-Seq data can be a good choice to study variable selection.
The classification accuracy of SurvNet for these real data was evaluated by several criteria, including initial test loss, initial test error, final test loss and final test error. Here "test loss" and "test error" refer to the cross-entropy loss and the misclassification rate on the test data, respectively; and their "initial" and "final" values were derived by using the network with all original variables and with selected variables only, respectively. See Supplementary
Materials for details about how they were calculated.
For these real datasets (Datasets 5 ∼ 6), however, it is unknown which variables are truly significant. Hence we relied on simulated data to quantitatively assess the accuracy of selected variables, the most important aspect of SurvNet. Four datasets were simulated under different schemes. Datasets 1 ∼ 3 were for classification and Dataset 4 was for regression.
Except for the MNIST data, each dataset was divided into a training set and a test set, with 80% of the samples in the training set and 20% in the test set, and 30% of training samples were further separated for validation (used to decide when to stop training, see
Supplementary Materials).
SurvNet was implemented on TensorFlow 1.8 [20] . For each dataset, we used a common and simple network structure with two hidden layers, which consisted of 40 and 20 nodes respectively. The ReLU activation function was used, together with a batch size of 50 and a learning rate of 0.05 (0.01 for the regression problem).
In our experiments, Datasets 1 ∼ 4 were simulated 25 times, and the results of variable selection using SurvNet are averaged over these 25 simulations. For Dataset 1, we demonstrate how SurvNet works step by step to look into its behavior, and we also study the influence of the elimination rate by setting ε to different values. On other simulation datasets, results are similar and thus are not given.
Dataset 1: simulated data with independent variables
We simulated a 10, 000 × 784 matrix X, with
, where U means uniform distribution, and treated its rows and columns as samples and variables respectively. The samples were randomly assigned into two classes C 1 and C 2 of equal size. Then p ′ = 64 variables were chosen at random and their values in one class were shifted: for each of these variables, we generated a shift value
with its direction having equal probability of being positive and negative. More precisely,
) and Ω p ′ was the set of p ′ randomly chosen variables. In this way, the 784 variables were independent from each other, and the 64 variables were significant because each of them had different mean values in the two classes. This "independent-variable differential-mean" scheme is a very widely used simulation scheme for studying variable selection.
We ran SurvNet on this dataset with an FDR cutoff η * = 0.1 and an elimination rate ε = 1. To demonstrate how SurvNet works step by step, Figure 2a shows, in one instance of simulation, the number of original variables and surrogate variables left at each step of a selection process as well as the corresponding estimated FDR. The number of variables to be eliminated in the subsequent step is also displayed, and notice that our algorithm was efficient: it eliminated a large number of variables at the beginning and gradually slowed down the elimination as the number of remaining variables decreased and the estimated FDR got closer to the desired value. When the estimated FDR became less than 0.1, the selection process stopped, and the final model turned out to contain all the 64 truly significant variables. On the same data, we studied the influence of elimination rate, and the results of using ε = 1 and ε = 0.5 are shown in Figure 2b and 2c. It is found that while a larger elimination rate led to a faster selection process with fewer steps, the number of variables left at the end of the selection was almost the same (Figure 2b ). Moreover, regardless of elimination rate, our method gave an accurate estimate of FDR, and the true value of FDR was well controlled throughout the selection process (Figure 2c ).
The overall performance of SurvNet under η * = 0.1 and ε = 1 was summarized in Table   1 . The test loss and test error on the model with selected variables were both less than those are shown in Table S1 .
Dataset 2: simulated data with correlated variables
We considered correlated variables in this simulation dataset. It is well known that variable dependence often makes FDR estimation difficult [21, 22] , and we wondered whether SurvNet was still valid in this case. Images are perfect examples of data with correlated variables, as the value of a pixel usually highly depends on the value of its surrounding pixels. Here we used all images of digit 0 in the MNIST data and randomly assigned them into two classes, and all variables were supposed to be non-significant for classification at this time. Then we picked p ′ = 64 variables and shifted their mean values in one class in the same way we did in Dataset 1. Table 1 shows the performance of SurvNet under η * = 0.1 and ε = 1. Similar to that on Dataset 1, the test loss decreased after variable selection. The test error before and after variable selection were both zero, possibly due to the positive correlation between pixels, which reduced the difficulty of the classification problem. Although SurvNet identified slightly fewer significant variables (59.36 of the 64 significant variables) than it did in Dataset 1, the FDR 0.107 was still very close to the desired cutoff, and its estimated value 0.094 was accurate as well. For results under different sets of parameter values, see Table S2 .
Dataset 3: simulated data with variance-inflated variables
The third simulation scheme is very challenging. Unlike in the previous two datasets, the significant variables did not differ in the mean values of the two classes; instead, they differed only in the variances. Same as in Dataset 1, we simulated a 10, 000×784 matrix X whose element x ij ∼ i.i.d. U(0, 1) and divided the samples into two equal-size classes C 1 and C 2 . But then, to make p ′ = 64 randomly chosen variables significant, we let The results of applying SurvNet with η * = 0.1 and ε = 1 were shown in Table 1 , and the first thing to notice is the dramatic improvement of classification accuracy on the test set. While the test error given by the network with all 784 vriables was 49.42%, it dropped to 0.47% after variable selection by SurvNet; that is, from an almost random guess to an almost perfect classification. This implies that the variable selection gives back to the DNN the ability of utilizing all types of information useful for classification, which was masked by the overwhelming irrelevant variables. Among the selected variables, 23.00 were truly significant variables, and 3.40 were false positives. Although only 36% of the significant variables were successfully identified, the FDR of the remaining variables, 0.114, was close to the cutoff, and the estimated FDR was acceptably accurate.
We then scrutinized the selection process of SurvNet on this dataset, and found that the reason only a proportion of significant variables were retained was that the initial network that made almost random guesses could not accurately determine the importance of variables and thus many significant variables were removed. As the selection proceeded, the network gained higher classification accuracy and also stronger ability to distinguish the significant variables. When we used a smaller elimination rate, say ε = 0.5, SurvNet was able to keep a larger proportion of significant variables (see Table S3 for details).
Dataset 4: simulated regression data
Suppose the data matrix is X = (x ij ) 10,000×784 , and each x ij ∼ U(−1, 1). Of the 784 variables, 64 were randomly chosen as significant variables (denoted by x k j , j = 1, . . . , 64), and y was set to be the linear combination of x k j or its nonlinear functions, plus a few interaction terms and a random error term:
where 
Dataset 5: digits 4 and 9 in MNIST
After four simulation datasets, we applied SurvNet to the MNIST data. Here we only used the images of two digits that look alike (4 and 9), as they are similar in most pixels and are only different in pixels in certain regions. In Figure 3a , we show two representative From left to right, Figure 3b shows the pixels that were selected by SurvNet under four combinations of FDR cutoffs (η * = 0.1 or 0.01) and elimination rates (ε = 1 or 0.5). The colors display the relative importance, defined by equation 2 (see Methods), of the selected pixels, and a darker color means greater importance. We found that different parameter settings gave quite consistent results, and they all picked out the four regions that were speculated to be significant. genes for further analysis, and used log(TPM + 1) for measuring gene expression levels,
where TPM standed for "transcripts per million".
With η * = 0.01 and ε = 1, SurvNet selected 145 genes in one realization. Figure 4 shows Further, the functional interpretations of the selected genes match the biological characteristics of OPCs and MOs. We conducted Gene Ontology (GO) analysis using DAVID 6.8 pro-gram [25, 26] , and found that these genes were likely to play an important role in a number of biological processes, for example, substantia nigra development (with p-value 8. 
Conclusions and discussion
We have presented a largely automatic procedure for variable selection in neural networks This indicates that for this dataset, the randomness brought by surrogate variables was much less than that by the training of networks. And (hopefully) as peace of mind, some other well-known techniques for statistical tests and variable selection, such as permutation tests and bootstrap tests (and especially, parametric bootstrap tests), also have extra randomness caused by permutations or random number generations, but they are still very widely used.
Next we discuss how many surrogate variables should be generated. In all experiments in this paper, we simply set the number of surrogate variables (q) to be the same as the number of original variables (p). A larger q may lower the randomness brought by the surrogate variables and thus give a more stable selection of variables and a more accurate estimate of FDR. These improvements can be noticeable and worth pursuing when the number of original variables is small. On the other hand, a larger number of surrogate variables may increase the computational load. As a rule of thumb, we recommend using q = p for datasets with moderate to large sample size, and q can be a few times larger than p if p is small and be smaller than p if p is very large.
Although variable selection is critical to many real applications and is often considered one of the most fundamental problems in machine learning [33, 34] , it is worth noting that this task does not apply to certain problems or certain types of DNNs. As an example, for some image datasets like ImageNet [35] , deep convolutional neural networks are often a good choice due to their translation invariance characteristics, as the object of interest, such as a dog, may appear at any position in an image and thus theoretically every pixel should be relevant. Also, in the area of natural language processing, where recurrent neural networks are often used, the number of input variables (i.e. the length of input sequence) is not fixed and variable selection makes little sense.
The main aim of variable selection is to identify significant variables, which may, for example, shed light on the mechanisms of biological processes or guide further experimental validation. Apart from that, an additional aim may be to improve the classification accuracy.
Although we did observe an improvement of generalization accuracy on all our simulated and real datasets, such an improvement is not guaranteed even if the variable selection procedure works perfectly. In some datasets, except for a set of significant variables, all other variables are almost completely irrelevant to the outcome, and variable selection may give extra power in prediction. However, in some other datasets, the relevances of variables are not polarized; there are many variables each having a very small influence on the output, but their accumulative contribution is non-negligible. For these datasets, such variables are likely to be ruled out during selection since it is hard to confidently determine their individual significance, but ignoring all of them could cause a loss of prediction power.
Methods

Measures of variable importance Notation
We use a tuple (x,y) to represent the input and the output of the network, with y being either one-dimensional or multi-dimensional. x j denotes the j th component of x, namely the j th variable, and (x (i) ,y (i) ) (i = 1, . . . , n) is the i th sample, where n is the total number of samples (in the training set). Given a proper form of the loss L(·, ·), the loss function 
Existing measures
Many statistics have been proposed to measure the importance of variables in neural networks, and they generally fall into two categories [36, 37] .
One category of methods estimate the importance of x j , denoted by S j , based on the magnitudes of the connection weights in the network [38, 39, 40, 41, 42] . A simple example is the sum of absolute values of input weights [38] , but larger values of weights in the input layer do not mean greater importance if connections in hidden layers have small weights, and a better alternative is to replace the input weights with the products of the weights on each path from this input to the output [39] . These measures were developed for networks with only one hidden layer, and they are unlikely to work well for deeper networks as the outgoing weights of a neuron does not reflect its importance once the neuron is inactive (e.g., when the input of a sigmoid neuron is far from zero or the input of a ReLU neuron is negative).
The other category of methods estimate S j by the sum of influences of the input weights on the loss function, i.e. S j = k∈Ω j δL * k , where Ω j is the set of outgoing weights from the j th input neuron, and δL * k is the increment of the loss function caused by the removal of weight w k [36] . δL * k can be approximated by a Taylor series of the loss function using first-order terms [43, 44] or second-order terms [45, 46, 47] . However, it is unclear why S j equals the (unweighted) sum of δL * k 's. Apart from these two major categories of measures, it was also proposed to use S j = ∂f ∂x j , i.e. S j = ∂y ∂x j , when the output y is one-dimensional [48, 49] . But it is unclear how S j should be defined when there are multiple output units. Let y 1 , . . . , y K be the output values of K output units, and one definition of S j was given by
. However, using this summation seems problematic in some cases, especially when y 1 , . . . , y K are the outputs of softmax functions.
Our new measure
We propose a simple and direct measure of the importance of variable j based on is a function of the tuple (x,y), and hence it is natural to estimate it by its mean over all observations in the training set. To avoid cancellation of positive and negative values, we measure the importance of x j by the mean of absolute values
or the mean of squares
where
at the i'th training sample.
The importance scores given by equation 1 and equation 2 implicitly assume that all the input values have similar range, which is typically the case for DNNs, since it is common practice to standardize/scale the variables before supplying them to the network for the sake of faster and more stable training of the network [51, 52] . If this is not the case, we suggest the score in equation 1 be multiplied by the (sample) standard deviation of x j and the score in equation 2 be multiplied by the (sample) variance of x j .
Note that in the case of multiple linear regression, L = 1 2
where y is a scalar response and β j is the j th regression coefficient, then
Thus, S j is defined as
by (1) and (2) respectively, where
Note that S j is proportional to |β j | or β 
Elimination procedure with FDR control
In this section, we first introduce how we estimate FDR and then talk about how we use this estimate to determine the number of variables to eliminate at each step.
Introduction of surrogate variables
The key of estimating FDR [17] is to estimate/generate the null distribution of the test statistic. In our case, it is to obtain the distribution of the importance score S j defined by equation 2 or equation 1 for variables that are not significant. Since the network is a complicated and highly nonlinear model, a theoretical distribution that applies to various network structure and various types of data may not exist. This null distribution needs to be obtained for the network and the data in hand.
However, it is usually unknown which variables are truly null. If we construct the null distribution by permuting the output values of the data, it seems inevitable to train multiple networks from scratch in parallel. For this reason, we propose to introduce/add a number of variables that are known/generated to be null. We call these variables "surrogate null variables" (or "surrogate variables" for short). These variables will be concatenated with the original variables to form a larger data matrix.
To be precise, suppose there are p original variables and n training samples (including validation samples). Then after we add q surrogate variables, the new data matrix will be of size n × (p + q), which binds the original n × p data matrix X with a n × q data matrix for surrogate variables X s . It is assumed that the original variables are distributed in similar ranges or have been standardized, which is a suggested pre-processing step as it benefits the training of the network, and the elements in X s are sampled with replacement (or without replacement when q ≤ p) from the elements in X. As a result, the q surrogate variables are null, and their importance scores give the null distribution.
We recommend q to be on the same scale as p (see Conclusions and Discussion for a more detailed discussion about the choice of q). For convenience, q takes the same value as p in all experiments in this paper. In this case, the elements in X s can be generated by permuting the elements in X.
The selection procedure of SurvNet starts with using all p + q variables as inputs. Then at each step, it eliminates a number of least important variables, including both original variables and surrogate variables. The remaining variables are used to continue training the network, and the elimination stops once the FDR falls below the cutoff.
FDR estimation
Then we consider how to estimate FDR at any given time of the selection process. Suppose Thus, an estimate of the FDR of the r − r 0 original variables is given bỹ
In practice, however, p 0 is unknown, and a common strategy is to replace it with its upper bound p [17] . Hence we have the following estimated FDR,
Apparently, whenη is controlled to be no greater than a pre-specified threshold η * ,η is guaranteed to be no greater than η * as well. When q = p,η can be simplified as
Determination of the number of variables to eliminate
If the estimated FDRη (given by equation 4) is less than or equal to the FDR cutoff η * , the variable selection procedure stops. Otherwise, the procedure proceeds, and we want to decide how many variables to eliminate among the r variables that are still in the model.
Let this number be m, and the determination of m is based on the following considerations.
On one hand, we expect that the elimination process is time-saving and reaches the FDR threshold quickly; on the other hand, we want to avoid eliminating too many variables at each step, in which case the FDR may fall much lower than the threshold. We have 
where r 0 is the number of surrogate variables that are in the model before this step of elimination.
Proof. Suppose there are m 0 surrogate variables among the m variables to be eliminated, 0 ≤ m 0 ≤ m, then according to equation 4,η will be updated tô
Note thatη new is monotonically decreasing with respect to m 0 for any fixed m, we have
Equation 4 indicates that ) · r 0 may not be "safe" anymore. Taking both into consideration, we choose the step size to be
where ⌈·⌉ denotes "ceiling", i.e. the smallest integer that is no less than ·. Notice that when η > η * , which is the premise of continuing to eliminate variables, 1 − η * η > 0, and r 0 > 0 as well sinceη is positive. Thus m is ensured to be no less than 1 at each step of variable elimination.
This form of m seems to be quite reasonable for the following reasons. First, if there still remain a great number of surrogate variables in the network, clearly more of them should be taken out. As r 0 decreases, m will be smaller, and this makes sense since one should be more careful in further elimination. Second, whenη is much higher than η * , one will naturally expect a larger m so that the updated estimated FDR will approach this cutoff.
Using the m determined by equation 8, there is a chance that the estimated FDR will get to the cutoff in only one step. Many times such a fast pace is not preferred as removing too many inputs at a time may make our warm start of the training not warm any more. Hence we may introduce an "elimination rate" ε, which is a constant between 0 and 1, and take 
