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3Abstract
The diffusion of ions within a battery material is inherently important to
its capacity to charge and discharge electrons through a circuit during its nor-
mal operation. Understanding the pathways ions use to diffuse within a crystal
structure, identifying where the barrier to movement is small, can inform the
direction of future battery research. Two crystalline materials, Na0.8CoO2 and
Li0.29La0.57TiO3, have been studied using a combination of experimental and
computational techniques due to their promising characteristics.
NaxCoO2 is closely related to the commercially dominant LixCoO2 cathode
material. They are intercalation materials with rigid CoO2 layers that the Na or
Li ions can diffuse between. The effect of ordering of the Na ions within a layer
on the diffusion rate has been studied with molecular dynamics simulations by
first principles density functional theory calculations using CASTEP. Clustering
of ions is observed to enhance the diffusion rate by opening up short range path-
ways with a greatly reduced energy barrier to diffusion. The diffusion rate of
Na0.8CoO2 was measured using quasi-elastic neutron scattering with the signal
varying according to the self-correlation function, effectively providing a value for
the average time an ion stays in one site between ’hops’.
Li0.29La0.57TiO3 is a solid electrolyte with ionic conduction rates equivalent to
liquid and polymer based systems. The use of a solid electrolyte has significant
advantages, particularly its improved stability and safety. Using single crystal
X-ray diffraction, structures of several crystals have been identified, including a
completely novel Ruddlesden-Popper structure previously unreported in litera-
ture. Quasi-elastic neutron scattering over a large temperature range is used to
measure the diffusion rate and activation energy. The hopping geometry is found
to be consistent with the predictions of molecular dynamics simulations.
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1 Background
1.1 Battery Materials
The demand for portable energy storage has greatly increased with advances in
technology. The key requirements are for stability, re-usability and energy density.
Ionic batteries are the only realistic solution to this problem, with extensive research
aimed at improving their characteristics. Lithium ion batteries dominate the market
for portable devices [1] due to their unmatched combination of high energy and power
density [2].
There is demand for better performance batteries for portable electronics with, for
example, improved cyclability and safety. Furthermore, electric vehicles will require a
large increase in battery production. Renewable energy industries, such as solar and
wind power, will require energy storage on a much larger scale. Currently pumped
hydro storage accounts for 99% of the total installed energy storage, however it has
a very high capital cost, requires special geographic sites and has a very low energy
density. Li-ion battery is considered a major candidate in future large-scale energy
storage systems due to their high energy and power density, although has significant
disadvantages such as high initial cost and requirement for sophisticated balance and
charge control management[3].
Other potential systems particularly for medium scale usage, such as vehicles, in-
cludes fuel cells which are gaining popularity due to their high efficiency, cleanliness
and cost-effective supply of power[4]. In comparison to Li-ion batteries, although a
significant advantage of the hydrogen fuel cell is its energy density, meaning that a
power pack can be smaller and lighter, they also have a much lower operating volt-
age of around 1.2V[5]. A significant problem is also the necessity to store hydrogen
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under high pressures to achieve high energy densities. Metal organic frameworks are
considered appealing due to their high surface areas which facilitate the reversible ad-
sorption of H2 without the necessity of keeping the low density gas under pressure.
Unfortunately there is a limitation, wherein the largest surface areas correspond to the
heaviest MOF structures and therefore there is a trade-off between the volumetric and
gravimetric capacities[6]. Hydrogen fuel cells continue to form an interesting an viable
alternative to battery materials with significant advantages and disadvantages, but are
not yet at a stage of maturation to replace Li-ion batteries in most situations.
However, further development of replacement systems is spurred on by the impend-
ing shortages of lithium [7]. Even if supply can keep up with demand [8], the price of
Li is expected to multiply a factor of five between 2010 and 2020 [9]. Further complica-
tions occur as Li reserves are geographically more concentrated than oil which creates a
considerable risk to societal infrastructure, which leads to a strong recommendation by
Kushnir et al[10]. that alternatives are brought up to competitive readiness to mitigate
this risk. Replacements will need an equivalent magnitude of capacity. The increased
use of batteries in large scale static power storage devices, in conjunction with local
and national power grids, opens up the possibility for cheaper battery materials with
lower energy densities.
A battery can be divided simply into three separate parts; the anode, the cathode
and the electrolyte. The anode and cathode are connected via an electrolyte which
allows the movement of ions but inhibits the movement of electrons. When a circuit
external to the electrolyte is connected, Figure 1, the anode oxidises and electrons move
through the device, powering it, towards the cathode. In response, positive ions migrate
across the electrolyte from the anode towards the cathode. If a power supply is inserted
in place of the device, the system charges causing the cathode to oxidise and ions to
migrate into the anode.
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Figure 1: A layout of a simple rechargeable battery, with electrons discharging across a device
between the anode and cathode. In response positive ions, red circles, migrate from the anode
to the cathode material.
The key consideration for a battery system is how much energy it can store which is
generally considered either in terms of the energy density per mass unit or the energy
density per volume unit. There are three main electrochemical reactions used in ionic
batteries to store energy. In the first two, energy is stored by alloying a material and by
conversion, however despite their good capacities they are often not used due to their
large volume expansion and irreversibility, respectively [11]. The third reaction is via
intercalation which involves inserting ions into a solid host material. The suitability
of the host material is decided by its ability to absorb electrons and ions, i.e. change
valence states, and the availability of sites to store the intercalating ions.
The energy density of a rechargeable battery is determined by the specific capacity of
the electrodes and the differential potential between them. This potential corresponds
to the open circuit voltage which depends upon the electrochemical potentials of the
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anode and cathode materials. The choice of electrolyte also plays a role as they have a
usable voltage range, called the electrolyte window, and any charge/discharge outside
of this window will result in the formation of a surface layer [12]. The ionic conduction
of a material is inherently linked to the diffusion. Determining the mechanisms that
result in the fast uninhibited movement of ions in novel materials will identify those
with the highest current output and will allow for the prediction of future materials.
1.1.1 Li Battery Materials
LixCoO2 is the first and commercially most successful intercalation material used
as a transition-metal-oxide (TMO) battery electrode. The layering of the compound
is labelled according to the Delmas notation [13]. O3-LixCoO2 consists of a repeating
stack of three octahedral LiO6 layers, shown in Figure 2a. The structure has trigonal
symmetry with the Li ions able to move easily between the 2D planes and is considered
to be very reversible as the CoO2 layers maintain their structure for a wide range of Li
concentrations.
The cathode material is considered the limiting factor in the capacity of a battery
and, therefore, this is the focus of the majority of current research. A common anode
material is graphite which has a high theoretical specific charge of 372 mAh/g [14]. In
comparison, LixCoO2 has a theoretical specific capacity of 274 mAh/g [2]. LixCoO2 was
originally introduced in 1980 by Mizushima et al. [15]. Research since then has been
focussed on finding materials with equivalent or higher capacities, while improving the
thermal stability, recyclability and cost.
A variety of substitutions have been considered in place of the Co, for example
LixNiO2 [16] and LixMnO2 [17] which have equivalent theoretical specific capacities of
275 and 285 mAh/g, respectively. Both of these materials have tendencies for the tran-
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(a) Unit cell of O3-LiCoO2.
(b) Unit cell of P2-Na0.8CoO2.
Figure 2: The widely used battery material O3-LiCoO2, a), contains three octahedral LiO6
layers per repetition unit perpendicular to the layers, while the related P2-Na0.8CoO2, b),
contains two prismatic NaO6 layers per repetition unit perpendicular to the layers, according
to the Delmas notation [13]. Polyhedra are drawn around the CoO tetrahedra, with the Co
coloured green and the O coloured yellow. In a) the Li ions are coloured pale blue while in
b) the Na ions are coloured either red or blue dependent on whether they are in a high or
low energy site, respectively. The high energy site in b) is occupied only when the total Na
concentration per formula unit is < 1.
sition metal to drift into the Li plane during Li extraction changing the overall structure
[18], which significantly effects reversibility. To improve the stability of these materials
it was found that doping with different transition metals helped. LixNi0.8Co0.15Al0.05O2
has a capacity equivalent to LixCoO2 at 279 mAh/g and greater stability than LixNiO2
which has ensured its commercial success.
Research is also aimed at finding novel suitable electrolyte materials. A key consid-
eration can be the ionic diffusion rate which has an effect on charge and discharge rates.
For this reason common electrolytes are liquid based. Unfortunately there are inherent
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safety concerns using liquids as they may leak if the battery becomes damaged and the
solutions can be corrosive. A general review of the electrolytes for Li based batteries is
contained in Ref. [19]. One particular compound, LiLaTiO3, shows great promise and
has been studied greatly. At certain Li concentrations the diffusion rate is equivalent
to liquid and polymer based systems [20].
Fast diffusion depends on the level of ordering within the system. The ionic con-
ductivity has been studied with respect to the shared La/Li site [21] and it was found
that the ordering negatively affected the conductivity. It has been suggested that the
TiO6 octahedra may deform and tilt opening up channels that would influence the Li
ionic conductivity [22].
1.1.2 Na battery materials
Na+ is a possible replacement for Li+ ion [23]; it has a higher natural abundance
than Li bringing down production costs. The Na+ redox potential, Eo(Na+/Na) = -2.71 V,
is only 0.3 V above lithium[24] which, combined with the heavier nucleus of Na, means
that the energy densities are typically lower. However, Na may find a role in large
scale energy storage and level loading where it is not necessary to physically move the
material. Where the energy density is crucial, such as in microelectronics [25], Li will
most likely still dominate. However, some Na ion batteries are approaching the energy
densities of mainstream Li technology and, therefore, may be economically viable with
costs expected to be at least 10% cheaper [26].
Initially Na battery materials were restricted to high temperatures, for example the
NASICON materials [27]. Over time research into new materials has allowed them to
operate at room temperature. Gains have particularly been made in the field of Na
TMO’s which follow the formula NaxMO2 where M is one or more transition metals.
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A variety of Na TMO’s are discussed as cathodes in a recent review article [28] as
well as Na ion batteries in general [24, 29]. Electrochemical studies have been carried
out on various compounds including Na2/3MnyCo1−yO2 [30], NaxNi1/3Co1/3Fe1/3O2 [31],
NaxNi1/3Fe1/3Mn1/3O2 [32], as well as Na0.67Fe0.5Mn0.5O2 which was found to have an
energy density comparable to LiFePO4 [33]. Anode materials are discussed in [26].
NaxCoO2 is another viable TMO cathode material that has generated great interest
[30, 34, 35]. Unlike the LixCoO2 system, NaxCoO2 forms a P2-structure which has a
repeating stack of two prismatic NaO6 layers, Figure 2b. There are two energetically
inequivalent sites for the Na ions; which, for compositions of x < 1 [36], allows the
formation of a kaleidoscope of superstructures as Na ions spread out effectively in
the layers. A useful comparison of Na TMO capacities can be found in [37] with a
key figure shown in Figure 3. There is significant room for improvement in Na TMO
capacities given the greater capacities of Li based materials (large right hand ellipse).
The relatively small difference in standard potential between Li+ and Na+ results in only
a small theoretical drop, as shown by the dashed ellipse. The structural dependence of
the Na concentration has been investigated electrochemically [38] as well as by in situ
X-ray [39] and de-intercalation by Bromine [40]. The concentration dependence has
been discussed in relation to diffusion within the compound [41, 42, 43]. The properties
of NaxCoO2 have been improved by using doped compositions, for example Ca doped
[44] and Mn doped [45].
1.2 Solid State Diffusion
Solid state diffusion concerns the movement of ions within a fixed crystal structure.
At temperatures far below the melting point of a crystal, ions may make non-periodic
stochastic movements from one stable position to another. The temperature of the
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Figure 3: Comparison of the potentials of different Na based TMO compounds vs. their
reversible capacities, created by Jian et al.[37]. NaxCoO2 is displayed in black. For reference,
a region giving the potentials and reversible capacities of typical Li-rich layered oxides is
outlined along with the optimal region for Na-rich layered oxides.
crystal will give rise to a distribution of ionic energies that are typically expressed
via phonons and other displacements. An ion site is a potential energy well, so any
movement away from the equilibrium position results in a restoring force. If an ion has
sufficient energy that it can overcome the barrier between neighbouring sites, then a
hop becomes possible.
The activation energy of a hop will be influenced by the general structure of the
crystal; how closely packed the ions are, the presence of natural channels or planes
for movements and the effect of vacancies in the material, causing variations in the
local environment. The packing of the ions will be determined by the scale of their
ionic radius and the strength of bonding present. NaxCoO2 and LixCoO2 are examples
of crystal structures that have a layered structure. The bonds between layers are
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weak and therefore the Na ions move within this layer but are prohibited from moving
perpendicular to layers. Similarly in a LiLaTiO3 crystal, the presence of the much
larger La distorts the TiO6 octahedra lowering the energy of some channels, reducing
the barrier to Li migration.
For some structures diffusion can only occur when vacancies are present; if all sites
are occupied within the crystal lattice then ions are unable to move. Typically this
is because any possible interstitial sites are too close to neighbouring sites to allow
their occupation. If vacancies are introduced onto the sites of the hopping species then
immediately the neighbouring ions have somewhere to hop to.
1.2.1 Stochastic Diffusion
The diffusion of ions can be described as being stochastic, meaning that a probability
distribution can be created to describe the development of the system with time. For
solid state diffusion it is necessary to identify a set of all possible states. The probability
of a single process is described by P1(a1t1), where process a1 occurs at time t1. Joint
probabilities can be used to describe each possible sequence of states: Pn(a1t1; ...; antn),
where a1 occurs at time t1, followed by a2 occuring at t2, and so on. A complete
description can be found in the book of Hempelmann which has been used as a guide
for this section [46].
A stochastic process is a Markov process, meaning that each transition event is in-
dependent of previous events. Any sequence can therefore be described by a starting
single process probability and a sequence of conditional probabilities linking the possi-
bility of a further event happening if a prior event has already occurred. The equation
describing the sequence becomes:
Pn(a1t1; ...; antn) = P1(a1t1)p(a1t1|a2t2)...p(an−1tn−1|antn), (1)
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where each conditional probabilities is given by a different factor p(...|...), which de-
scribes the probability of starting in an initial state, first half of the bracketed term, and
ending in a final state, second half of the bracketed term. To take account of multiple
pathways between initial and final sites it is necessary that the conditional probability
obeys the Chapman-Kolmogoroff equation [47]. The conditional probability is adapted
to sum over different intermediate steps, a′:
P2(ainitial, tinitial|afinal, tfinal) =
∑
a′
p(ainitial, tinitial|a′t′)p(a′t′|afinal, tfinal). (2)
The Markov property allows this to be rewritten so that the probability of an ion being
in a certain position after some time depends only on the combined probabilities of it
being in an intermediate state at an initial time and the probability of the hop between
the intermediate and final state. This can be expressed as:
P1(afinaltfinal) =
∑
a′
p(a′t′|afinal, tfinal)P1(a′t′). (3)
The differential with respect to time yields a jump rate of ions.
δP1(afinaltfinal)
δt
=
∑
a′
p˙t(a
′, afinal)P1(a′, t) =
∑
a′ 6=a
{
Γa′aP (a
′, t)− Γaa′P (a, t)
}
, (4)
where Γ indicates a transition rate from a first state into a second state. The right hand
side is known as the master equation and can be derived given that p˙t(a
′, afinal) = Γa′a
and that the probability of a state occurring at a certain time is negatively affected by
it having already occurred. In the context of jump diffusion between sites, the master
equation accounts for any differences in site energy between forward and back motions,
as the hopping rates are governed by the detailed balance condition.
1.2.2 Diffusion Rates
The derivation of the jump rate of ions, Γ, from stochastic motions allows for the
calculation of a diffusion rate. The mass of the diffusing particle, Li or Na ions, is
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considered large enough that hops only occur by thermally activated classical processes.
A general equation for rate processes involving a potential barrier was proposed by
Eyring who used a statistical interpretation [48]:
Γ =
kbT
h
F ′
F
exp
(−Ea
kbT
)
, (5)
where T is temperature, kb is the Boltzmann constant, h is the Planck constant, E0 is
the potential barrier given by the energy difference between the ground and activated
states and F ′ and F are partition functions for the activated and initial state respec-
tively. The partition functions are defined according to a quasi-chemical equilibrium
between the ground and activated states wherein an equilibrium constant determines
the fractional occupancies in each state. As a result the second factor describes the
migration entropy, as the partition functions describe the states in thermodynamic
equilibrium and therefore at maximum entropy, and the third factor describes the mi-
gration enthalpy. The partition functions can be rewritten in terms of the phonon
frequency, v, along the hopping direction [49]:
Γ =
kbT
h
(
1− exp
(−hv0
kbT
))
exp
(−Ea
kbT
)
, (6)
which in the limit of a small frequency, such that hv0 << kT , reduces to:
Γ = v0exp
(−Ea
kbT
)
, (7)
where v0 is equivalent to a jump rate constant Γ0. The inverse of the jump rate describes
the mean residence time, τ , of an ion remaining on one site before hopping, which is
thermally regulated by the exponential factor, obeying the Arrhenius law:
τ = τ0exp
(
Ea
kbT
)
, (8)
where τ0 is a pre-exponential factor. Each possible hop has its own Ea dependent
on local ordering. Reasons for variation include the local energy map dependent on
1 Background 25
the arrangement of nearest neighbours, the presence of multiple energetically distinct
sites, and vibrational modes creating a dynamic ground state for the hopping ion.
The Arrhenius law is considered to be macroscopic and is linked to diffusion by the
Einstein-Smoluchowski relation:
DE−S =
l2
2dτ
, (9)
where d is the dimensionality of the process and l is the average jump length. In gas
or liquid systems l refers to the mean free path, however for crystalline materials l is
controlled by the distance between sites.
1.2.3 Diffusion Mechanisms
Several mechanisms have been proposed by which diffusion is able to occur within
crystalline materials [50]. The simplest is the vacancy mechanism in which ions diffuse
by moving into neighbouring vacant lattices. An example is shown for a simple square
lattice in Figure 4a. The red ion moves into an adjacent vacant site which has an equiv-
alent energy. In a system with a high concentration of ions there is a high probability
of sites being blocked so self-diffusion of a single ion will be low while self-diffusion of
the hole will be much larger.
The interstitial method involves the presence of a secondary lattice of interstitial
sites. An interstitial ion can hop from one interstice to another around the ions of the
regular lattice. The hop of the red ion in Figure 4b is an example. As the ion moves
on a secondary lattice there is a low probability of site blocking. Consequently this
mechanism typically leads to fast diffusion rates.
A more complicated method is the interstitialcy mechanism, shown in Figure 4b.
Initially the red ion, on the interstitial lattice, and the light blue ion, on the regular
lattice, are neighbouring. They move in unison with the red ion assuming the light blue
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ions site on the regular lattice and the light blue ion hopping on to a new interstitial
site. The disturbed ion can then displace another ion from the regular lattice via the
interstitialcy mechanism.
(a) Vacancy Hop
Mechanism
(b) Interstitial Hop
Mechanism
(c) Interstitialcy
Hop Mechanism
Figure 4: A regular square lattice is formed by the blue ions. In a) the vacancy mechanism
is displayed with the red ion hopping to a neighbouring vacant site. In b) the interstitial
mechanism is displayed with the red ion hopping between sites on an interstitial lattice. In
c) the interstitialcy mechanism is displayed. An ion on the interstitial lattice, red, displaces
an ion on the regular lattice, light blue. The displaced ion hops onto an interstitial site.
1.2.4 Correlations
It is necessary to consider the effect of concentration on the diffusion of ions across
a lattice. In a near empty lattice ion hops can be considered to be uncorrelated. As the
concentration increases, a non-negligible chance is introduced that a neighbouring site
will be blocked by another ion. The directionality of the next hop is dependent on the
probability of sites being available. For the interstitial and interstitialcy mechanisms,
all hop directions are equivalent in probability. For the vacancy mechanism, however,
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the reverse hop is always immediately available, increasing the probability of a hop in
this direction. Compaan and Haven [51] introduce a factor, f , describing the correlation
between successive jumps modifying the Einstein-Smoluchowski diffusion, Eq. (9), in
comparison to the random walk diffusion, so that DE−S = fDRW. The correlation factor
is given as:
f =
1 + 〈cosθi,i+1〉
1− 〈cosθi,i+1〉 =
〈l2〉
〈l2random〉
, (10)
where θi,i+1 is the angle between two successive steps of a particle and 〈cosθi,i+1〉 is the
average of the angle between all individual successive hops. Values of f are typically less
than 1 due to the always unblocked backward hop which results in a negative average.
As a result, microscopic measurements, such as QENS, can overestimate diffusion rates
in comparison to macroscopic measurements, such as tracer diffusion. Effectively the
microscopic measurements observe every motion individually, forward and back, while
the macroscopic measurements observe the net motion.
Equation (10) concerns only the spatial correlations between hops. An assumption
of stochastic diffusion is that each hop is temporally uncorrelated as the mean residence
time between hops is far greater than the hop time. In effect after each hop the ion
stabilises on its new site. However, a molecular dynamics investigations by Morgan
and Madden [52] into the relationship between atomic diffusion and ensemble transport
mechanisms has shown a strong temperature dependence of f for certain crystal struc-
tures. Successive hops results in chains which are defined as being short and closed
if they are strongly correlated, or as long and open if the hops are weakly correlated
or uncorrelated. Temporal correlations lead to series of hopping events, known as cas-
cades. The correlations within a system need to be judged carefully, particularly when
comparisons are being made between microscopic and ensemble transport mechanisms.
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2.1 Crystallography
An energetically favourable arrangement of ions can be formed by any repeating
unit cell, containing all of the ions necessary to describe the system. Crystallography is
the science of the determination of crystalline atomic structures. The shape of the unit
cell, and arrangement of ions within, sets the level of symmetry present in the crystal
which is used to identify and describe every system. Inherently every crystal must have
translational symmetry due to the periodic structure. Additionally almost all crystals
will be described by other symmetry operations such as reflection, rotation, glide plane
and screw axes. The methodology and notation to be used when determining crystal
structure is contained within the International Tables of Crystallography [53].
The basic unit cell is described by one of 14 Bravais lattices that link all equivalent
positions. The unit cell, and the distance between lattice points, is described by the
three vectors a, b, c or by a combination of three scalars a, b, c and three angles
α, β, γ. These are the lattice parameters of the system. The relationships between the
different lattice parameters leads to 7 primitive lattice systems: Triclinic, Monoclinic,
Orthorhombic, Tetragonal, Rhombohedral, Hexagonal and Cubic. The arrangement of
ions within the unit cell gives further symmetry properties, dividing the classification
of crystals into a total of 230 space groups [54]. The unit cell is typically chosen to
describe the system using the minimum number of atoms or so that a high level of
symmetry is preserved.
The position of any atom can be described as a discrete translation to obtain its
lattice position and then its position within the unit cell itself, as shown in Figure 5.
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Figure 5: The atom position is described in terms of the unit cell vectors a, b, c. The position
can be split into two parts; the location inside the unit cell and the location of the unit cell
in the lattice.
Algebraically this can be written as:
R = rlattice + rposition = (x+m)a + (y + n)b + (z + o)c, (11)
where x, y, z are integer numbers and 0 ≤ n,m, o < 1, as shown in Figure 5. Due to
the equivalence of points it is only necessary to discuss one unit cell and therefore the
position of atoms need only be described by rposition. It is usually not necessary to
describe the location of every atom in a system as all equivalent symmetrical positions
in a lattice are described by the Wyckoff positions [55]. Each different Wyckoff position
is labelled by a letter with later letters indicating increasing numbers of symmetrical
sites.
2.1.1 Crystal Growth
Extensive efforts go into creating crystals for experiments. A variety of methods
are used to grow samples however as neutron experiments need large single crystals, a
floating zone furnace [56] is used at Royal Holloway, shown in Figure 6a. The floating
zone furnace consists of several heating lamps and elliptical mirrors that focus the light
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into a very small common region. Due to the highly localised heating a single crystal
can be drawn out from a starting seed crystal by slowly moving a rod like sample
through the focus.
(a) Floating Zone Furnace
.
(b) A NaxCoO2 crystal.
Figure 6: a) The floating zone furnace at Royal Holloway and b) a crystal grown using the
floating zone furnace, that has subsequently been cleaved into a large single crystal of ∼ 4
cm.
The rod is grown from precursor chemicals, of high purity, which contain the appro-
priate ratios of elements that react to form the compound with the required stoichiome-
try. The polycrystalline sample is ground into a homogeneous fine powder before being
heated in a box furnace above a certain temperature in a controlled atmosphere; this
is known as calcination. The high temperature will allow the precursor compounds to
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break down, mix and form new bonds. At this point certain gases, such as CO2, may
form from the precursor elements and evaporate from the system. The sample may
then be reground and the calcination process repeated.
After several cycles the powder will be homogeneously mixed and additional ele-
ments will have been removed leaving only the required crystal structure. The sample
is compressed into a rod to remove air bubbles and other pockets that would impede
the growth of a large single crystal from a single grain. Prior to the final growth, the
crystal grains are enlarged by sintering the rod at high temperatures. The sample rod,
known as the feed rod, and a chemically similar seed rod are placed so that the ends
are in the focussed beam.
The brightness of the lamps is increased until the tips of the feed and seed rods begin
to melt. The rods are then brought into close proximity and an interface forms between
the two at the focal point of the lamps. The seed rod provides the initial crystal grain;
the focus is slowly moved up the feed rod and, ideally, a single grain encompassing
the whole of the sample crystallises on top of the seed. The growth of the structurally
related LixCoO2 by our group is explained in [57]. Sometimes it is necessary to cleave
the sample by breaking it up along crystal faces. This is done to break apart separate
crystallites and ensure that each piece is its own crystal, Figure 6b.
2.2 Scattering Cross-Sections
Thermal Neutron Scattering provides a powerful probe of atomic structures. The
wavelength can be tailored to the order of inter-atomic distances by moderating the
energy. Understanding the scattering allows the visualisation of the static and dynamic
correlations in a sample material.
Scattering from a single nucleus is spherically symmetric when the wavelength of
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Figure 7: Spherical scattering, ψscattered, of a plane wave, ψplane, from a point-like object.
the probe is far greater than the size of the nucleus, Figure 7, i.e. the nucleus appears
point-like. For elastic scattering of a plane wave, ψplane = exp(ikx), the spherically
symmetric scattered wave function is described by:
ψscattered = − b
r
exp(ikr), (12)
where the scattering length, b, determines the strength of the scattering, k is the
wavevector, and r is a real space position. Neutrons lack a charge, therefore effectively
ignoring the electron shells of atoms and instead scatter from the nuclei themselves via
the strong force. The scattering length depends upon the isotope of the nucleus and
varies seemingly randomly, which is why the lengths are determined experimentally
[58]. For ions with unpaired electrons, scattering can also be caused by interactions
between the magnetic moments of the atom and the neutron.
X-rays scatter from the electron cloud due to electromagnetic interactions. The
strength of the scattering is determined by the size of the cloud and hence larger ions
scatter more.
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2.2.1 Total Scattering Cross-Section
The magnitude of the scattering by a sample is described by the cross section of the
interaction. The total scattering cross section, σTotal is the number of particles scattered
in all directions divided by the initial flux. The differential of solid angle and energy
is applied to the total scattering cross section to provide information about the spatial
and temporal correlations, respectively [59]. The solid angle is described as a cone of
area increasing away from the scattering focal point, Figure 8.
Figure 8: The scattering of an initial wave from a sample, blue, can be described by cones of
solid angle dΩ in directions given by dθ and dφ, where the initial wave has a wavevector ki
and an energy E and the final wave has a wavevector kj and an energy E + dE.
The total scattering cross section can be written algebraically as:
σTotal =
∫ E+dE
E
∫
all directions
d2σ
dΩ dE
dΩ dE, (13)
where dσ is the cross section of scattering into a solid angle of dΩ with an energy
change of dE. From the Van Hove formalism, the double differential cross section can
be expressed for a system of N identical atoms of the same isotope as [60]:
d2σ
dΩ dE
= b2
kf
ki
N S(Q, ω). (14)
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S(Q,ω) is the scattering function of the system and details the level of scattering ob-
served at particular point in reciprocal space, Q, with the wave having energy E = ~ω.
Q is the change in momentum given by Q = ki−kf and the frequency ω provides the
energy change dE = ~ω = ~2
2mneutron
(k2i − k2f ) for neutron scattering. The scattering
of any event can be described graphically in reciprocal space by a triangle of vectors,
Figure 9. A description of the scattering in terms of reciprocal space is useful as this is
what is measured, and it can be straight forwardly related to real space.
Figure 9: An initial wave, ki, scattered in a direction kf will have a Q given by the difference
of their vectors and an energy change proportional to the difference in the square of the
magnitude of the vectors.
Q can be related to the real space planes of the crystal for elastic scattering by the
formula:
Q = 4pi sin
(
θ
λ
)
, (15)
where λ = 2pi|ki| =
2pi
|kf | for elastic scattering and θ is the angle of the incident and final
wave vectors with respect to the plane normal, hence the scattering has a deflection
angle of 2θ. The coherence between atoms and the coherence of an atom with itself is
best described by the pair correlation function G(r,t), of which the scattering function
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is the Fourier transform. The two are related by the equation:
S(Q, ω) =
1
2pi~
∫ ∫
G(r, t)exp( i (Q · r− ωt))drdt. (16)
2.2.2 Separation of Cross-sections
In a crystal system, it is not necessary to sum over all ions, since the calculation is
simplified by factorisation by the unit cell. The scattering amplitude is then multiplied
by a factor indicating the number of unit cells. This uses the concept of the crystal
lattice which was discussed in section 2.1 as a way of describing a large system made
up of a repeating arrangement of atoms. The pair correlation function is unaffected as
the correlations between ions are preserved by the averaged cell. The elastic scattering
for such a system at a point Q can be expressed as:
dσ
dΩ
=
∣∣∣∣∣∑
j
bj exp(iQ · rj)
∣∣∣∣∣
2
, (17)
where for each ion j at position rj, bj is their scattering length.
Overall the crystal structure will have fixed sites, however those sites can be occupied
by different isotopes according to some probability dependent on the system and the
particular site. The introduction of random factors into the placement of ions leads
to a separation of the total scattering function into a coherent and an incoherent part.
Similarly, isotopes with non-zero nuclear spin states will have a random spin direction
at temperatures above ∼1 K which will interact with the neutron spin.
The two scattering components provide information about different properties of
the studied system. Coherent scattering provides a visualisation of interference effects
within the material. These can be from Bragg scattering from the static crystallographic
planes or they could be from collective motions within the material such as lattice
vibrations. Incoherent scattering in comparison provides information about deviations
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from the average system and therefore can be used to study individual atoms [59].
Equation (17) provides a starting point to algebraically separate the coherent and
incoherent cross sections. By taking the complex conjugate, the equation can be rewrit-
ten to express the scattering from the sum of pairs of sites:
dσ
dΩ
=
∑
j
∑
j′
〈bjbj′〉 exp(iQ · (rj − rj′)) (18)
where 〈bjbj′〉 is the ensemble average for a random arrangement of isotopes on equivalent
sites. The combination of the summations have two possibilities; either j = j′ or j 6= j′.
In the first case 〈bjbj′〉 becomes 〈bjbj〉 = 〈b2〉 and in the second case 〈bjbj′〉 becomes
〈bj〉〈bj′〉 = 〈b〉2. Using these relationships equation (18) can be rewritten as:
dσ
dΩ
=
∑
j,j′
〈b〉2 exp(iQ · (rj − rj′)) +
∑
j
(〈b2〉 − 〈b〉2). (19)
Equation (19) is separated into two parts; the first summation is dependent on the
overall average scattering length of the system and therefore provides the coherent term.
The second summation is over the mean squared difference between scattering lengths
providing the incoherent term. The magnitude of the incoherent scattering depends on
the range of isotopic scattering lengths for isotope incoherence and the nuclear spin for
spin incoherence. It is easy to see how this second term would disappear if all isotopes
were the same or if there was no magnetic moment due to nuclear spin. It would only
be possible to get the first term to disappear if the average was close to 0. In reality
this is only approximately the case with certain atoms such as vanadium which has a
very low coherent scattering length.
2.2.3 Coherent Elastic Scattering
Coherent Scattering depends on the correlation between different nuclei at different
times, and also for self-correlation the positions of the same nuclei at different times,
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making it important in highly ordered structures where the periodicity of the structure
leads to interference effects. The level of scattering is determined as if all nuclei had
the same scattering length b, written as σcoh = 4pi(b¯)
2. A structure factor F (Q) can be
written which entails the sum of the different scattering components within a unit cell.
F (Q) =
∑
j
bjexp(−iQ · rj). (20)
Using kinematic theory [61] the coherent scattering cross section can be expressed as:
dσ
dΩ
=
N(2pi)3
V
∑
τ
|F (Q)|2δ(Q− τ), (21)
where the prefactor N(2pi)
3
V
provides density information as N is the number of unit cells
and V is the volume of each individual unit cell. There is a new summation over the
quantity τ which is contained in a delta function that arises from the Fourier transform
of an infinitely repeating crystal lattice. It ensures that Bragg scattering only occurs
when Q = τ , where τ is a reciprocal lattice point given by ha* + kb* + lc*. As a
result diffraction occurs at points on a 3 dimensional grid corresponding to the integer
spacings of the reciprocal lattice, as shown in Figure 10.
The reciprocal lattice point corresponds to scattering from a crystallographic plane
of the lattice. The typical convention is to use Miller indices to express the planes [62].
A plane, is expressed as {h, k, l} where h, k and l are integer multipliers of a, b and c,
respectively, describing the vector orthogonal to the plane, as shown in Figure 11. This
notation gives a direct link between the position of the reciprocal lattice point and the
spacing of repeating crystallographic planes.
Eq. (20) and Eq. (21) refer to systems at zero temperature. In a realistic crystal
system, for non-zero temperatures, atoms are not fixed in space but instead oscillate
around their equilibrium positions. The Debye-Waller factor is introduced to account
2 Experimental Techniques 38
Figure 10: Bragg peaks from elastic scattering are shown by red circles on a 2D plane. A unit
cell is underlayed by dashed black lines with the a* and b* vectors shown in red. Bragg peaks
only occur at integer numbers of a*,b* and c*. The Miller indices of several Bragg peaks are
shown in blue.
(a) {100} plane (b) {110} plane (c) {111} plane
Figure 11: Crystallographic planes given by their Miller Indices. The integer numbers refer
to the reciprocal lattice vector orthogonal to the plane.
for the variations from the ideal system, particularly the variations in atomic position
from the infinitely repeating crystal lattice as defined by the delta function of Eq. (21).
The Debye-Waller factor alters the zero-temperature formula of Eq. (21) to give[63]:
dσ
dΩ
=
[
dσ
dΩ
]
T=0
× exp
(
−αTQ
2
2
)
, (22)
where α defines the variance of the atomic variations and T is the temperature of
the system. Accordingly, the oscillations of atoms around their equilibrium positions
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suppress the scattering intensity in comparison to the ideal zero temperature system.
As temperature increases the level of suppression increases exponentially. Importantly
for scattering purposes, the Debye-Waller factor describes the suppression of scattering
intensity as Q increases. As a result, measurements taken at high Q have a lower flux
and, therefore, require longer measurement times.
Equation 22 describes a system of atoms that oscillate in a spherically symmetric
manner around their equilibrium position. It should be appreciated that the structure of
the crystal system may distort the oscillations of the ions from a spherical distribution.
The anharmonicity can be compensated for by generalizing the exponents of the Debye-
Waller factors to represent ellipsoids in Qx, Qy and Qz[63]. Different atoms will also
vibrate differently, for example due to their relative masses, which is compensated for
by altering the constant α.
2.2.4 Incoherent Scattering
For crystals coherent scattering provides extremely focussed streams of neutrons
corresponding to the reciprocal lattice vectors. In comparison, the incoherent scatter-
ing provides a general background of neutrons in all directions. This is because the
incoherent scattering is dependent on random variations in the crystal structure and
therefore only on the correlation of the position of the same nuclei at different times.
In the case of a static system, the Fourier transform of a delta function at the origin,
gives completely flat scattering that is independent of Q. The incoherent cross section
of a material is given by σinc = 4pi(b2 − (b)2). The contrast in intensities between the
incoherent and coherent scattering can lead to incoherent effects being overshadowed
especially near to Bragg peaks.
The variations from the average scattering function can come as a result of either
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isotopic variation or an isotope having a non-zero spin state. Isotopic variation does not
typically disrupt the unit cell of a material because a material’s structure is dominated
by its electronic nature. The addition or removal of extra neutrons from an ion will
not change its position in a crystal structure as it will only cause a small change in
the mass of the nucleus. This means isotopes will order randomly as the ground state
energy will not be affected by their positions. For incoming neutrons, which interact
via nuclear forces, the scattering length is different for each isotope.
2.2.5 Inelastic Scattering
As a probe interacts with the system, energy can be received or imparted through
inelastic collisions. The energy transferred is related to the incoming and outgoing
wave vectors of the probe. Neutrons are a particularly useful probe as for wavelengths
equivalent to lattice spacings, their energy can be tailored to the energy of phonon
excitations within the material. In comparison X-rays of the same wavelength will have
energies 5 or 6 orders of magnitude larger [64]. The energy exchanged in an inelastic
collision can be calculated easily for neutron scattering using the following equation:
~ω =
~2
2mn
(k2i − k2f ). (23)
For coherent scattering the change of energy is related to the correlated motions of
ions. These are generally lattice vibrations which are determined by the bonding within
the crystal structure. These oscillatory motions cause scattering in specific areas of
reciprocal space determined by the phonon dispersion. These regions are fixed because
the incoming neutrons effectively gain or lose energy equivalent to the resonance of the
atomic vibration.
The incoherent scattering depends only on correlations between the same particle
at different times. These local motions depend upon the vibration of individual ions
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and occasional hops to vacant adjacent lattice sites.
2.3 Neutron Experimentation
An explanation of the quasi-elastic neutron scattering technique used within this
thesis is described along with an explanation of the production of neutrons and the
instrumentation necessary to analyse the scattering.
2.3.1 Quasi-Elastic Neutron Scattering
Quasi-Elastic Neutron Scattering (QENS) is a probe of the self-correlation function
of the ions of the sample. That is the probability, P(r,t), that an atom in a position, r,
will be in a position, r′, at a later time, t. At a significantly low temperature, the ions
in the sample will be largely immobile, as vibrations have been damped, so the self-
correlation function will not be dependent on time. Higher temperatures increase the
motions of the ions, including jumps between sites, adding a time-dependent component
to the self-correlation function.
Incoherent QENS probes the stochastic motions of the ions, described in Section
1.2.1. The master equation, Eq. (4), can be expressed to describe simple translational
jump diffusion by inserting a common mean residence time that ions reside in sites
before hopping [46].
δP (r, t)
δt
=
−1
zτ
z∑
j=1
{
P (r, t)− P (r′j, t)
}
, (24)
where r′j is the new site location, after a hop with a jump vector lj = r
′
j − r, τ is the
mean residence time an ion stays on a site between hops and the summation is over all
possible hops up to the coordination number z. Hence the jump rate is related to the
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mean residence time by Γ = 1
zτ
. Using the Fourier transform∫
P (r, t) exp(i Qr) dr = P (Q, t), (25)
the master equation can be converted to Fourier space, providing the self-part of the
intermediate scattering function.
P (Q, t) = Iself(Q, t) = exp
(
−t
zτ
z∑
j=1
(
1− exp(−i Q.lj)
))
. (26)
Considering Iself(Q, t), a distinction can be made between rotational and transla-
tional diffusion. While for Iself(Q, 0) contributions to the scattering from rotational
and translational diffusion are indistinguishable as the Iself(Q, t) equals unity; however,
when t goes towards infinity for the contribution from rotational diffusion converges to
a finite value while the contribution from translational diffusion converges to zero.
This occurs as for rotational motion the hops are spatially restricted and the number
of sites is finite, and hence this is referred to as localised motion. The Fourier transform
of the localised motion consists of both elastic and quasi-elastic terms, while the Fourier
transform of the translational motion with respect to time, of Eq. (26), yields only
a quasi-elastic term for the incoherent scattering function at the heart of a QENS
measurement.
Sincoherent(Q, ω) =
1
pi
Γ(Q)
Γ(Q)2 + ~2ω2
. (27)
The importance of this equation is that it describes the scattering signal using
only one parameter, the Lorentzian function Γ(Q). Ideally the presence or lack of a
elastic component can be used to identify whether the system comprises translational
or rotational motion, however elastic components can also arise from other static ions
in the crystal lattice. The Lorentzian function Γ(Q) which is directly related to the
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mean residence time and the hop vector.
Γ(Q) =
~
zτ
z∑
j=1
(
1− exp(−i Q.lj)
)
. (28)
Lorentzians are used to calculate the quasi-elastic components associated with both
the localised and translational. Specifically for localised motion, a function called the
elastic incoherent structure factor (EISF) is used to determine the fraction of quasi-
elastic intensity contained in the elastic peak[46]. Approximately this can be calculated
by fitting any neutron spectra with a single Lorentzian plus the elastic contribution,
however this approach can be limited due to the presence of other static incoherent
scattering ions.
The description of the incoherent scattering pattern due to translational ionic dif-
fusion was first formulated by Chudley and Elliot [65]. Initially the model was for
simple liquid systems where diffusion would occur via uncorrelated instantaneous hops,
between equivalent sites independent of other motions within the system. The model
provides a very good approximation for the diffusion mechanisms in simple crystalline
materials.
For a crystalline material, possible hopping vectors can often be identified by in-
spection, noting the availability of adjacent sites and any beneficial distortion along
hopping paths. Figure 12a shows three of the simplest possible hops for the Na0.8CoO2
system. The dot products of each individual hop with Q gives a different sinusoidal
component. At low Q all of the Lorentzian widths go to zero producing scattering that
appears elastic. Away from Q=0, the width goes to zero in a manner that depends upon
the hopping lattice in real space. The amplitude of the oscillations in width depends
upon the mean residence time between hops. Short range hops will have a much large
oscillation period in reciprocal space.
For a powder or polycrystalline sample, the crystallites, and therefore the hop vec-
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(a) Possible hop vectors (b) Resulting Lorentzian
Figure 12: a) Hop vectors for a Na ion in a single crystal moving from a high energy site,
red, to a low energy site, blue, with a purple line denoting the Q-cut direction, i.e. a line in
Q space measured by detectors in real space. b) the resulting Lorentzian width predicted by
the Chudley-Elliot model as a function of Q along the directions shown in a).
tors, are randomly orientated. The resultant Lorentzian is a spatial average of all hops
dependent on the mean residence time and the magnitude of the hop vectors. For a
single hop length, this simplifies Eq. (28) to:
Γ(Q) =
~
τ
(1− sin(Ql)
Ql
). (29)
Figure 13a shows an example of two different length hops, while Figure 13b shows
how the resultant Lorentzian would appear based on Eq. (29). The time constant τ is
kept the same for both hops, therefore differences in the magnitude and periodicity are
solely caused by the hop length. The green hop has a shorter periodicity given that the
direction of the hop is in the same direction as the Q-cut, whereas the other two hops
have only a fraction of their motion in the direction of the Q-cut so appear to have a
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(a) Short and long hop vectors (b) Resulting Lorentzian
Figure 13: The resultant signal from QENS powder scattering according to the Chudley-Elliot
formulism. The scattering is spherically symmetric from the sample depending only on the
magnitude of Q. The scattering depends upon two factors; the hop length and the residence
time, τ .
shorter hop.
If there are multiple types of hops, with different τ and hop lengths, then each
can be described by its own Lorentzian function. Inequivalent site energies are caused
by the local environment. If the hop length is unchanged then it will not be possible
to separate out contributions and instead τ should be considered an average of mean
residence times.
2.3.2 Neutron production from ISIS
ISIS is a world-class pulsed-neutron and muon source which has been operating for
over 30 years with over 1000 proposals received annually in a wide variety of scientific
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fields [66]. Continual investment has seen the capabilities of ISIS increase greatly,
particularly with the construction of a second target station and its instruments [67, 68].
Figure 14 shows the arrangement of the ISIS facility.
A description of the components of the spallation source is contained in reference
[69]. However to summarise, H− ions are created at an ion source before being bunched
together using a radio frequency quadrupole accelerator. The discrete bundles are
inserted into a linear accelerator, shown in red at the top of Figure 14, and the particles
are accelerated to 70 MeV. The H− ions are stripped of their electrons upon entering
the synchrotron, which then accelerates them, as protons, up to 800 MeV. Fifty pulses
a second leave the synchrotron with 40 of them going to target station 1 and 10 of them
going to target station 2.
The protons collide with the tungsten target, chipping off spallation neutrons at
high speed before absorbing into the nuclei of the target. The chipped off neutrons are
at too high an energy to be useful for most applications however the absorbed protons
promote neutrons to excited states. After a short period of time these neutrons can
’sweat’ out, de-exciting the nuclei. These neutrons are at thermal energies and are then
moderated to a particular temperature. Neutrons then travel along beam guides to the
instruments.
2.3.3 OSIRIS
OSIRIS is an indirect geometry instrument [70] used for QENS experiments. The
sample is exposed to the full range of neutrons produced at target (known as a white
beam), although a chopper is used to prevent pulse overlap. Due to the pulsed nature of
ISIS, the time the neutrons leave the target marks the fixed beginning of a measurement.
The velocity of the neutrons will be dependent upon their thermal energies. This allows
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Figure 14: The ISIS facility at the Rutherford Appleton Laboratory [69]. A linear accelerator
pumps protons into a synchrotron ring in bunches before they are guided towards either of
the target stations. The protons collide with the targets producing neutrons which travel
towards the instruments along the beam guides.
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them to be sorted by monitoring the time it takes for them to reach the detectors from
the target. The incident beam on OSIRIS is moderated by Hydrogen at 25 K. The
long beam guide, 34 m, allows them to spread out in real space dependent on their
respective velocities.
Figure 15: The OSIRIS instrument at ISIS [71]. The sample area is surrounded by collimators
that reduce the background from the sample environment hitting the detectors. A bank of
pyrolytic graphite Bragg scatters a single wavelength of neutrons into the detector banks
located beneath the instrument. A diffraction setup is also present to allow characterisation
of the sample.
OSIRIS has two completely different detector set ups as shown in Figure 15. It
can run as a diffractometer due to a ring of detectors placed in a near backscattering
position around the incident beam. By altering the chopper settings to change the
energy range of the white beam, a large Q range can be measured which can be used
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to identify crystal structures.
The second setup involves a bank of 42 3He detectors which are arrayed from 11o
to 148o in 2θ. These are the detectors that allow OSIRIS to function as a very low
energy spectrometer which is its primary function. For spectroscopic measurements it
is necessary that both ki and kf can be determined. Indirect spectrometers determine
these by using an analyser crystal that can be aligned in such a way that it will Bragg
scatter a certain wavelength towards the detectors. In the case of OSIRIS this is made
of pyrolytic graphite which makes use of the [002] and [004] planes to scatter neutrons
of 1.84 or 7.38 meV energies respectively. The reflection used is chosen by changing the
chopper speed and phase to select a different section of the moderated pulse from the
target. The setup is shown in Figure 16.
By knowing kf and the time of flight, it is possible to determine ki and any energy
transfers that must have taken place. Any neutrons that have gained energy in interac-
tions will arrive at the detector after, and any that have lost energy will arrive before
elastically scattered neutrons.
Neutrons are reflected from a bank of analyser crystals into an array of detectors
below the sample in close to back-scattering geometry, in order to achieve narrow reso-
lution in energy transfer. Figure 17a shows the coverage of reciprocal space for elastic
scattering for two orientations of the crystal. Although the Q position of each indi-
vidual detector is equally spaced along the curve, there are more points at high |Q|.
Re-emphasising Figure 12; the orientation of the hopping pathways with respect to Q
can lead to a large difference in the scale of the observed Lorentzian function, Figure
17b. The positioning of Aluminium powder Bragg lines are also shown as an example
of how structural scattering may impede the measurement. Similarly Bragg peaks are
possible at vertices of each hexagon in the grid.
Figure 17a is a prediction using the PG004 analyser reflection. Changing to the
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Figure 16: A distance vs time graph showing the energy selection of neutrons by the com-
ponents of an indirect geometry spectrometer. The neutrons begin at a specific time at the
target source. A specific range of velocities are chosen by the Chopper to prevent overlap.
The neutrons hit the sample and scatter elastically and inelastically. The analyser crystal
is aligned so that a strong Bragg reflection directs a single wavelength of neutrons into the
detectors.
PG002 reflection will limit the Q range avoiding any elastic scattering due to planes
with a spacing < 3.5 A˚. This has the advantage of lowering the background from
multiple scattering, and this is beneficial when the QENS signal is small. Another
advantage of this change is to improve the resolution of the system from 99 µeV to 25.4
µeV which is extremely useful in cases with small energy broadening. The disadvantage
is that the Lorentzian width increases as Q2 for all models for small Q, and if the Q
range is too short it will be difficult to distinguish between different hopping vectors.
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(a) 2 possible Q cuts with a
hexagonal grid underlayed.
(b) Resulting Lorentzian from a Single Crys-
tal
Figure 17: a) Two trajectories for elastic scattering in Q on OSIRIS using the PG004 analyser
reflection. b) The resulting Lorentzian widths predicted by the Chudley-Elliot model for the
hops shown in Figure 12a given a crystal in this orientation. Aluminium lines are shown in
red.
2.4 X-ray Experimentation
X-ray diffraction is used in Chapter 7 to measure the crystal structure of several
powder samples. Diffraction depends upon coherent scattering from crystal planes. An
overview of the theory with respect to X-rays is given along with a description of the
working of the Xcalibur Diffractometer used for these experiments.
2.4.1 X-ray Scattering
The interaction between X-rays and atoms is dependent upon electromagnetic forces
between the probe and the orbital electrons. The scattering from X-rays is not point-
like, differing from neutrons, and instead scatters off of the whole electron cloud. The
formulation of the structure factor therefore depends not on the scattering length of
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the atoms, as in Eq. (20), but on the Q dependent atomic form factor [72]:
f(Q) = Zg(Q)re, (30)
where Z is the atomic number, re is the Thomson scattering length and g(Q) is the
Fourier transform of the electron charge cloud. The magnitude of the scattering de-
creases monotonically with increasing θ and decreasing X-ray λ. Analytical approxima-
tions to Zg(Q) for each atom are contained within the Volume C of the International
Tables of Crystallography [73].
Simply put the electron cloud cannot be described as a point like object, particularly
as the wavelength decreases, and therefore this changes the coherence of propagated
waves. This contrasts heavily with the neutron scattering which is typically invariant
with Q although a similar phenomenon is observed at high temperatures described by
the Debye-Waller factor, which accounts for the loss of intensity due to the movement
of ions around their nominal sites.
2.4.2 Xcalibur - Xray diffractometer
The Xcalibur X-ray diffractometer is a lab based source that produces X-rays from
a Mo source. An image of the Xcalibur setup is shown in Figure 18. The X-rays are
generated by accelerating electrons through a potential difference of the order of 10’s
of keV before colliding them into a metal target. Electrons in excited states then relax
into lower states emitting X-rays at a specific energy according to the characteristic
lines of the metal. An almost monochromatic beam is created by carefully tailoring
the accelerating voltage [64]. Xcalibur uses the Kα line, 2p to 1s, of Mo which gives an
almost monochromatic beam centred on 0.71069 A˚.
To enable the measurement of the total scattered volume, a goniometer with 4 axes
of rotation is used which enables a sample to be rotated to almost any angle with respect
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Figure 18: A picture of the Xcalibur X-ray diffractometer. The beam is generated in the
housing on the left, while the CCD detector is on the right. The sample is mounted on the
goniometer in the middle which is viewed by the camera, top right. Temperature is controlled
via the CryoJet, top left.
to a detector [74]. Samples are typically measured in transmission mode and are up to
0.5 mm in size to enable transmission measurements. It is also possible to measure in
reflection mode which allows larger samples, however it also severely limits the volume
of reciprocal space that can be measured. A CCD camera is used to capture images of
the scattered X-rays. Sequences of frames are analysed using the CrysAlisPro software
to identify and analyse diffraction patterns from the recorded peaks.
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3 Computational Techniques
The use of sophisticated programs and high performance computers allows for the
modelling of complex systems in condensed matter. Individual experimental techniques
are limited to determining a few bulk or nano-scale properties at a time and, therefore,
it is necessary to build up a picture of interactions within a system from a number of
different techniques. The advent of ab initio calculations make it possible to model the
interactions between atoms over small length scales without relying on experimentally
determined parameters. The information gained can provide insight into processes
and can help to explain interesting physical phenomena that are only hinted at in
experiments.
Condensed matter physics, at low energies, is governed by the quantum mechanics
of electrons and nuclei. Quantum electrodynamics is the best theory for describing the
quantum mechanical interactions of phenomena not dependent on nuclear or gravita-
tional forces. In principle any system can be modelled quantum mechanically by solving
the Schro¨dinger equation:
HΨ = (HK +HP)Ψ = (ET)Ψ, (31)
where H is the Hamiltonian of the Schro¨dinger equation, HK is the kinetic energy
operator, HP is the potential energy operator and Ψ is the many body wave function
for all particles, Ψ(r1, r2, ..., rN), both electrons and nuclei. The kinetic energy can
be calculated separately for each particle as a function of the wave function by the
Equation:
HK = −
N∑
i=1
~2
2mi
∇2i , (32)
where for each particle, i, the mass is given by mi and ∇i is a Laplace operator giving
the derivative of the wave function with respect to position [75]. The potential energy
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of the system is more complex, depending upon the Coulomb interactions between
particles. Its calculation can be summarised as follows:
HP =
∑
i 6=j
e2
4pi0
ZiZj
|ri − rj| , (33)
where Zi,j contains the scale and sign of each particle. If the two particles are both
nuclei or both electrons then the interaction is repulsive whereas, if they are a nucleus
and an electron, then the interaction is attractive. Studying Eq. (32) and Eq. (33) it is
clear to see why almost all systems are analytically impossible to calculate. Although
the kinetic energy contributions scale linearly with particle number, the potential en-
ergy contributions scale combinatorially. Additionally calculations of the Schro¨dinger
equation must be carried out repeatedly throughout the real space volume of any system
to completely specify state. This leads to the complete specification of the many-body
wave function in Eq. (31), requiring NNelectrons+Nnucleipoints complex numbers [75]. Sampling
every 0.35A˚ across the unit cell of NaCoO2 requires calculating at ∼ 3000 points and
as the compound contains 8 nuclei and 108 electrons, this would require 10403 complex
terms. This cost is obviously so prohibitive that only the simplest systems have been
solved.
3.1 Density Functional Theory
Over the years there have been numerous attempts to simplify the solution to Eq.
(31) so that materials can be studied effectively. Shortly after the formulation of the
Schro¨dinger equation, Thomas [76] and Fermi [77] proposed independently a statistical
model that represented the electronic structure as a density which was uniform over
each small volume unit but varied from each volume unit to the next allowing the
approximation of non-uniform electron distributions. Small improvements were made
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over the following decades. However it was not until 1964 that Density Functional
Theory was introduced when Hohenburg and Kohn showed that the external potential
of an inhomogeneous electron gas could be uniquely determined by the electron density
and a constant [78].
When everything is in its ground state, the energy of the system depends only
on the electron density making it a functional of the density, E = F (n), and giving
rise to the name Density Functional Theory (DFT). Fifty years after the publication
by Hohenburg-Kohn paper, over 100,000 articles have been published using DFT in a
wide range of fields indicating the unparalleled impact of DFT on the application of
quantum mechanics to chemistry and physics [79]. Although there are many different
implementations of DFT, this chapter will focus on the plane-wave basis set protocol
used by the CASTEP code [80].
3.1.1 Approximations of the Schro¨dinger equation
Before the contributions of Hohenburg, Kohn and Sham can be explained, a number
of approximations will be introduced to the Schro¨dinger equation. The clamped nuclei
approximation [75] states that in comparison to the electrons the nuclei are considered
to be stationary, therefore the kinetic energy of the nuclei terms can be removed. As a
result of the negligible kinetic energies of the nuclei, the nucleus-nucleus repulsion terms
are considered to be constant. For convenience this constant is subtracted from the total
energy by introducing a final energy, E = ET−Vˆn−n. Clearly this approximation can
only be valid for time independent calculations and the kinetic energy of nuclei is very
important in MD and phonon calculations. It is useful to rewrite Eq. (31) in terms
of the electron kinetic energy, the electron-electron repulsion,Vˆe−e, and an external
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potential due to the electron-nuclei interaction,Vˆext:(
N∑
i=1
1
2
∇2i +
∑
i 6=j
1
2
1
|ri − rj| +
∑
i,I
ZI
|RI − ri|
)
Ψ = EΨ, (34)
where i and j are lists of all electrons, I and RI is the list of nuclei and their positions.
The range of constants preceding the kinetic and potential terms, Eq. (32) and Eq. (33),
are simplified by converting into Hartree atomic units via the relationship, EHartree =
e2
4pi0a0
. The units were created to eliminate various universal constants and to avoid
high powers of 10 in numerical work [81].
The second major assumption is the way that the wave functions are handled.
In 1927, Hartree formulated an approximation where instead of using a many-body
Hamiltonian, the interactions between electrons would be neglected and instead an ap-
proximate potential is added to correct for the lack of repulsive forces between electrons
[82]. In effect the many-body wave function is replaced with a series of non-interacting
single-electron wave functions and a compensating Hartree potential which depends on
the total electronic density. Eq. (34) becomes:(
N∑
i=1
∇2i
2
+
∫
dr ′
n(r ′)
|r ′ − r| +
∑
i,I
ZI
|RI − ri|
)
φi = Eφi, (35)
where the second term of the LHS is the Hartree potential dependent on the electron
density, n(r ′) =
∑
i |φi(r)|2 for all occupied states and φi is the single electron wave
function of the ith electron related to the many body wave function by:
Ψ(r1, ..., rn) = φ1(r1)...φn(rn). (36)
The treatment of the electrons as independent of each other, obtains the lowest
ground state energy by filling one electron at a time from the lowest ground state
eigenvalue available. This method of filling preserves the Pauli Exclusion Principle.
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The wave functions of the electrons, including the spin, are described using a Slater
determinant matrix. Each electron has a wave function which is described in the matrix
by its quantum numbers n, m, ml, ms, and its real space coordinates and spin state
[83].
The Hartree-Fock equation is obtained by adding an extra potential to Eq. (35)
which prevents two electrons from occupying the same quantum state. The right hand
potential is non-local as it involves an integration over r′, complicating the solution. A
derivation can be found in [75] however the Schro¨dinger equation becomes:(
N∑
i=1
∇2i
2
+
∫
dr ′
n(r ′)
|r ′ − r| +
∑
i,I
ZI
|RI − ri|
)
φi −
∑
j
∫
dr′
φ∗j(r
′)φj(r)φi(r ′)
|r − r ′| = Eφi,
(37)
where the sum of the final term is over occupied states with the same spin as φi. It
should also be noted that the second term contains an integration over r′ however this
term describes the mean field and is local.
This presence of the non-local potential makes the solution to the Hartree-Fock equa-
tions too complex and instead in 1965 Kohn and Sham [84] postulated that the electrons
could be replaced by a system of non-interacting electrons of the same density with an
unknown additional term Vxc containing the exchange and correlation contributions
within which would also contain any other differences that arise between the two in-
terpretations, for example from the kinetic energy being modelled as a non-interacting
system. The Kohn-Sham equations are expressed as a series of single electron wave
functions, φi, that minimise the energy functional:(∇2i
2
+ VH(r) + Vext(r) + Vxc(r)
)
φi = Eiφi. (38)
The final term of the LHS contains everything that is not explained by the independent-
electron approximation and has the form Vxc =
δExc(n)
δn
∣∣∣
n(r)
. In theory there is an exact
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Exc that would describe any system. However, in practice, this is unknown and instead
there are multiple approaches to creating the best match for the required calculation.
3.1.2 Exchange-Correlation Correction
The simplest method to model the contribution from exchange and correlation is
the Local Density Approximation, LDA, which was first described by Ceperley and
Alder [85]. LDA calculates the exchange correlation energy at different points using
the assumption that the energy per electron is equal to the same energy that electron
has if it were in a homogeneous electron gas of the same energy [84], stated as:
Exc
[
n(r)
]
=
∫
xc
(
n(r)
)
n(r) dr. (39)
The correlation term, xc, needs to be numerically calculated using a Monte Carlo
method. It is considered that this produces an accurate representation except where
the density varies rapidly. A detailed description of the early progress in defining
suitable Exc values for the local density approximation is given in a review article by
Jones and Gunnarsson [86].
Comparisons of the ground state potentials derived from exact numerical and LDA
calculations have shown a substantial systematic error in the LDA value although the
error in the exchange-correlation energy is smaller, typically underestimated by around
10% [87]. This error leads to over-binding of bonds [88]. For accurate modelling of
systems it is necessary to use better approximations to the ground state potential. A
widely used solution is the Generalised Gradient Approximation, GGA, which models
the differential of the density at each point.
GGA considers the gradient of the electron density allowing for non-locality in
the description of exchange and correlation [89]. GGA first developed as a gradient
correction to the LDA method [90]and there have since been many approaches to model
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the density. The methods of calculating the parameters differ between approaches and
can be a source of additional bias. The order of the equation which calculates the
density fluctuation also changes between approaches. However, typically, they tend
not to go beyond second order equations. The Exchange-Correlation energy can be
expressed as:
EGGAxc
(
n(r)
)
=
∫
xc
(
n(r),∇n(r)) n(r) dr. (40)
The calculations contained in this thesis used the spin polarised Perdew-Burke-Ernzerhof
generalized gradient approximations [91]. More functionals have been proposed creat-
ing a ladder of functional forms increasing in complexity of which LDA and GGA are
the two lowest rungs respectively [92].
3.1.3 Bloch’s theorem
The use of periodic boundary conditions removes the necessity to have a large num-
ber of ions to simulate a near infinite cell. Instead the smallest number of ions that
represent the properties of the system are chosen and then replicated. For the direct,
real space, lattice the repeating unit is the unit cell. For the reciprocal space the re-
peating unit is the Brillouin zone. The origin of the repeating unit in reciprocal space
is the Brillouin zone centre, and the border between repeating units is the Brillouin
zone boundary. Interactions continue across the boundaries creating an infinite vol-
ume. Using Bloch’s Theorem, the electron wave functions can be described according
to its repeated position within the lattice as:
φk(rposition + r lattice) = exp(ik(r lattice)φk(rposition), (41)
where r lattice is the lattice position and rposition is the position within that repeated unit
cell, defined in Section 2.2. The same point in two adjacent unit cells is therefore scaled
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only by a exponential factor that depends on the value of r lattice. To enhance the speed
of calculations the Hamiltonian of the Kohn-Sham equation is rewritten in terms of cell
periodic quantities. A periodic function uk(r) is introduced which allows Eq. (41) to
be restated as:
φk(rposition) = exp(ik .rposition)uk(rposition). (42)
The wave vector k features prominently in these equations and therefore it makes sense
to consider the reciprocal lattice of the simulated cell. In Section 2.1 the reciprocal
lattice is discussed in relation to diffraction. The energy of the system is sampled at
regular positions across reciprocal space, known as k points, according to the shape and
size of the Brillouin zone. These are chosen using the Monkhorst and Pack formalism
[93] which uses a regular grid in 3D space. A compromise is needed when modelling a
system between the quality of the sampling and the calculation time. Increasing the
number of k points increases the accuracy in the energy, but takes longer to calculate.
Larger real space cells require fewer k points than smaller cells, as the size of the
Brillouin zone in reciprocal space is smaller.
3.1.4 Plane Wave Basis Set
It is essential to have a well described electron orbital as this will directly affect
bond lengths and other interactions. Basis sets are used to model the single electron
wave function as they are easily combined to create a numerical representation of an
orbital.
uk(r) =
N∑
i=1
ck,i fi(r), (43)
where for each single electron wave function, a series of functions fi, up to a finite
number i = N , are used to describe the orbital. The periodic function, uk, naturally
fits into this formulation to ensure the periodic boundary conditions of the system
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are maintained. There are several different functions that can be used as basis sets,
however, only the plane wave basis set is discussed here:
uk(r) =
∑
G
ck(G) exp(iG.r), (44)
where G is a regular grid of points in reciprocal space related to integer value spacings
of the reciprocal lattice. The greatest advantage of the plane wave basis set formalism
is that basis sets have the same form as a Fourier series. If Eq. (44) is substituted into
Eq. (42) then an equation for each orbital in terms of plane waves is derived:
φk(r) =
|G|<Gmax∑
G
ck(G) exp(i(k +G) . r). (45)
Gmax is a limiting value that can be altered to converge the system energy to a desired
accuracy. This truncation is possible as the coefficients of the plane wave with small
kinetic energy have a much greater contribution than those with large kinetic energy.
The relationship with a Fourier series allows for the quick transformation into real
space coordinates as required by the Kohn-Sham equations. In reciprocal space, Eq.
(38) becomes:∑
G′
( |k +G|2δGG′
2
+VH(G−G′) +Vext(G−G′) +Vxc(G−G′)
)
ci,k+G = Eici,k+G. (46)
The Hamiltonian matrix can be solved by diagonalisation [94]. The use of Fast Fourier
Transforms, first proposed by by Cooley and Tukey, greatly speeds up calculation of
the matrix by reducing the number of procedures in a N × N matrix proportionally
from N2 to NlogN [95]. A description of the Fast-Fourier-Transform method and its
history is given by Cooley et al. [96].
The limiting factor Gmax is often written in terms of a plane-wave cut-off energy
that is given by:
Ec =
~2G2max
2me
. (47)
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In reciprocal space this draws a boundary similar to that of the Ewald sphere within
which any lattice point G producing energies less than Ec is kept.
3.1.5 Pseudopotentials
The accurate modelling of electron wave functions is of paramount importance in
determining the bonding between ions. Early in the 20th century the work of Lewis
[97], and others, suggested that the chemical bonding could be described by a non-
interacting kernel of electrons surrounded by a shell of interacting electrons. Today,
this reasoning forms the basis of the theory for pseudopotentials which was proposed
in 1959 by Phillips and Kleinman [98].
(a) Orbital probability distributions. (b) Electron charge density.
Figure 19: Approximations of the probability distributions for the electron orbital wave func-
tions of a Na atom, adapted from [99]. Na ions have a total of 11 electrons, arranged with
2, 2, and 6 electrons into the core 1s, 2s and 2p orbitals respectively, while the single valence
electron is in the 3s orbital. The charge density of the core electrons is shown to be centred
close to the nuclei while the density of the valence electron is centred further out.
Approximations of the electron orbital wave functions of an isolated Na atom are
shown in Figure 19a. Different electron orbitals localise over a wide range of distances
3 Computational Techniques 64
from the nuclei. Typically though, the higher the orbital the further it localises away.
Figure 19b splits these orbitals into core, tightly bound, and valence, non-local, orbitals.
In this case the 1s, 2s and 2p orbitals form the core and the valence region is formed
by the single electron in the 3s orbital. In most ions the core contains the majority of
electrons and is considered to have a negligible role in bonding and can be removed or
neglected by the use of pseudopotentials, speeding up calculations.
A pseudopotential is created by defining a pseudization region, from the nucleus
origin to a cut-off value rc, within which the wave function is modelled by a smooth
and nodeless function, while outside it agrees with the all electron wave function [99].
This pseudo-wave function is defined to be a solution of the Kohn-Sham equations,
given a particular pseudopotential. The contribution of the core electrons is contained
within the pseudo-wave function, and therefore a condition is that the electron density
between 0 < r < rc is equivalent to that calculated by the all electron wave function.
The value of rc must be carefully chosen to reflect the distinction between core and
valence electrons. A low value may create a more accurate but expensive calculation
while a high value may be inaccurate, leading to poor modelling of bonds between ions.
The value depends on the locality of the orbitals involved in bonding determined by
calculating the all electron wave function in isolation. Beyond the cut-off the potential
should coincide with the Coulomb potential of the nucleus with a charge state given by
the number of valence electrons [99].
Pseudopotentials are designed with a given hardness in mind. This can be inter-
preted as how well the pseudopotential matches the real wave function particularly
close to the nuclei. In general a hard pseudopotential will require a larger number of
plane waves to describe it and therefore a higher cutoff energy. A soft pseudopotential
can be effective in describing a system if the interactions between neighbouring ions
are sufficiently damped at the distance at which the real wave function begins to differ
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from that of the pseudopotential.
In this thesis Vanderbilt type [100] ultrasoft pseudo-potentials have been used. They
are designed to minimise the amount of computational resources used by having a low
cut-off energy, being highly transferable and being able to produce metallic, ionic and
covalent bonding behaviour. The low calculation cost is achieved by neglecting the
condition that the electron density between 0 < r < rc is equivalent for the all electron
wave function and the pseudo-wave function. Instead an augmentation charge is added
that represents the missing density, and has non-zero values only within 0 < r < rc.
The augmentation charge however leads to some further complications when it comes
to defining the plane wave cutoff Gmax. For this purpose a standard grid is used in
relation to the G values of the pseudopotential and a larger fine grid is used in relation
to the augmentation charge.
3.2 CASTEP
CASTEP is one of the leading codes for the calculation of the properties of materials
from first principles. It has been used to simulate a wide range of properties including
structure, energetics, vibrational and electronic response [101]. In this thesis CASTEP
has been useful in calculating the ground state structures of materials and carrying
out molecular dynamics and transition state search calculations. The following is a
description of the underpinnings of the various types of calculation necessary for this
task.
3.2.1 Single Point Energy Calculation
Single Point Energy Calculations are the simplest of the tasks carried out in CASTEP
and the methods used underpin all other calculations. Their purpose is to calculate the
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energy of a fixed system of ions by creating a self-consistent solution that minimises
the Kohn-Sham functional.
The procedure for solving the Kohn-Sham equations begins by stating the coordi-
nates of the nuclei and calculating the nuclear potential. A first guess for the electron
density is then added based on the densities expected for completely isolated ions
[75]. The total potential can be calculated from the resultant Hartree and exchange-
correlation potentials. The solutions of the Kohn-Sham equation provide the wave
functions that are then used to create the next electronic density. The Self Consistent
Field (SCF) cycles continue until the new density equals the old density to a given
accuracy, known as the electron energy tolerance.
The method of electronic relaxation used by CASTEP based on iterative SCF cy-
cles is described fully in Ref.[102]. The number of cycles is reduced by introducing a
stabilising mixing term. After each renewal of the cycle a portion of the old electronic
density is mixed in with the newly calculated density. This serves to prevent the system
oscillating between two slowly converging positions. The mixing proportion should be
carefully chosen as it is dependent on the particular atoms of the system. The possible
mixing schemes are Linear, Kerker, Broyden and Pulay mixing with Pulay being the
most efficient. In the Pulay scheme the new input density is obtained from a linear
combination of several previous steps. It is controlled by the mixing amplitude, the cut
off Gmax, and the number of previous steps.
In metallic systems the occupation of bands can change depending on the position
within the Brillouin zone. Unlike with insulators, it is necessary to include partial
occupancies to eliminate discontinuous changes that occur in the energy when an energy
band crosses the Fermi surface. In CASTEP this is handled by applying a Gaussian
smearing to each energy level. The occupancy of each level is determined dependent on
how much of the Gaussian is above the Fermi level. This effectively gives the electrons
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a finite temperature [103].
To test the accuracy of any calculation it is necessary to investigate the values used
to define the simulation. In section 3.1.4 the necessity of a suitable cut off energy, Ec,
is stated given it affects the generation of wave functions built from plane wave basis
sets. The outputs of calculations with differing Ec can be compared, and the value
considered rigorous if the outputs are converged within a suitable criterion. Similarly,
tests are carried out on the size of the standard grid, the fine grid and the spacing of k
points along each reciprocal lattice vector.
Parameters associated with the mixing of the electronic and spin properties of the
material between SCF cycles are also tested. Instead of converging with respect to the
total energy, the convergence will be with respect to the number of SCF cycles. This
is particularly important for simulations where many similar calculations are being
carried out, which all involve their own series of SCF cycles, for example at each step
of a molecular dynamics simulation.
3.2.2 Geometry Optimisation
A Geometry Optimisation calculation attempts to optimise the positions of all nuclei
to find the global ground state. The atoms are moved according to the forces applied
on to them by the neighbouring atoms. The forces can be calculated as a derivative of
the total energy with respect to the ionic positions:
F I = −dEtotal
dRI
. (48)
Importantly this is the derivative of the total energy including the electrostatic repulsion
between ions, Vn−n, that was subtracted from the Kohn-Sham equations previously. The
Hellmann-Feynman theorem [104, 105] proved that the force could be calculated from
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the derivative of the average energy of the system, Eˆ=
∫
φ∗Hφdr, as follows:
dEtotal
dRI
=
∫
φ∗
∂H
∂RI
φ dr +
∫
∂φ∗
∂RI
Hφ dr +
∫
φ∗H
∂φ
∂RI
dr. (49)
Using the property of the Hamiltonian as a self adjoint operator it can be shown that
the last two terms will cancel each other out. The derivative of the Hamiltonian is then
related to the potential by ∂H
∂RI
= ∂V
∂RI
, therefore the force can be rewritten solely in
terms of an integral of the derivative of the potential:
F I = −
∫
φ∗
∂H
∂RI
φ dr = −
∫
φ∗φ
∂V
∂RI
dr = −
∫
∂V
∂RI
dr. (50)
Applying this to the Kohn-Sham equations stated earlier, only two potentials are found
to provide contributions to the force; the electrostatic potential between ions, Vn−n,
and the external potential:
F I = −
∫
dr
dVext
dRI
n(r)− dVn−n
dRI
. (51)
In CASTEP, the optimisation of ionic positions is carried out using the Broyden-
Fletcher-Goldfarb-Shannon, BFGS, algorithm to find the minimum energy geometry
[106]. This method uses a quasi-Newtonian method to simultaneously relax the inter-
nal coordinates and lattice parameters of a crystal under pressure while preserving the
symmetry of the structure.
The BFGS algorithm calculates the inverse of the Hessian matrix that approximates
the shape of the enthalpy surface around a minimum. The exact nature of this matrix
is unknown; therefore a guess is iteratively improved with each step. After each shift
in the ionic coordinates a new SCF cycle is begun to calculate the new electron density
and consequently the new forces. It is important to have a good starting point as it is
possible for a calculation to become trapped in a local minimum if the starting setup
is not close enough to the global minimum.
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It is possible to apply constraints to a system undergoing a geometry optimisation.
These can include preventing the movement of particular ions in certain directions.
Generally, they involve fixing the lattice parameters of the simulated cell. A reason for
this might be to enforce an experimentally discovered unit cell. There are many other
methods to calculate the minimum energy geometry, however, the low memory version
of the BFGS method [107] is the only other method used in this thesis.
3.2.3 Transition State Searches
Diffusional events in a crystalline material occur by discrete hopping events where
both the start and end points are local minima. A Transition State Search can be
applied to diffusional processes to find the minimum path energy between two local
minima. The increase in the total energy of the system when the transitioning ion is
at the saddle point of the path is equivalent to the activation energy of the hop event.
For a successful calculation it is necessary that both end points are at minima which
can be achieved by carrying out geometry optimisations of an initial and final guess.
The simplest method to find a transition state would be to sample the potential
energy between the respective positions. If this method were to take into account devi-
ations from the straight through path then the calculation could easily become intensive.
Several methods have been proposed to reduce the resources required, for example the
Nudged Elastic Band, NEB, method [108] which applies geometry optimisations, with
certain constraints, to several positions along the predicted pathway. The advantage
of this system is that it relies on information that is readily available in a typical DFT
calculation and that it provides a nice output of the shape of the energy barrier.
Further efficiency savings are made by methods that limit the amount of calcula-
tions away from saddle point. The synchronous-transit method constructs a predicted
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pathway to identify the rough position of the saddle. The transition state is then
progressively bound by optimising intermediate structures above and below the saddle
point [109]. The most successful methods use a combination of a linear interpolation
to provide an accurate guess for the saddle point before using quadratic interpolation
to refine the position [110]. An in-depth discussion of the various methods is given in
Ref. [111].
3.2.4 Molecular Dynamics
The prime motivation for using CASTEP in this thesis is to carry out Molecular
Dynamics (MD) simulations. The motions in a system are simulated by studying the
positioning of ions during a series of steps in time, ideally revealing correlated and
uncorrelated behaviour. The velocity of the ions is dependent on their kinetic energy,
and the temperature of the system, while the potential energy landscape determines the
forces acting of the ions. New ionic positions are calculated at each time step, typically
a few fs, from Newton’s equations of motion using the Velocity Verlot algorithm [112].
Over a suitably long simulation time the natural oscillations of the system should
be apparent, including the phonon displacements of nuclei, as well as any diffusive
processes.
The system at each time step can be considered a different microscopic state, with
a probability distribution given by the statistical ensemble. From statistical mechanics,
physical quantities can be calculated by taking arithmetic averages of the instanta-
neous values generated from the molecular dynamics trajectories [113]. Ideally as the
simulation time increases the calculated quantity will converge towards the measured
thermodynamic property. In practice the simulation time is limited by the size of the
simulated cell and the desired accuracy of the model. Additionally, the simulation time
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needs to be significantly longer than the physical process in question in order to study
it.
There are two general methods for performing ab initio MD simulations; the Born-
Oppenheimer and the Car-Parrinello methods, which differ in how they generate new
electronic wave functions at each step. In the Car-Parrinello approach the electronic
wave function is propagated over each step as classical degrees of freedom [114]. In
comparison the Born-Oppenheimer method solves the Kohn-Sham equations at each
time step allowing for longer time steps, which has a competitive overall efficiency
despite taking slightly longer to calculate each individual time step [115] . The Born-
Oppenheimer method is considered more accurate due to the recalculation of the wave
function at each step in comparison to the approximate wave function used by the
Car-Parrinello approach [116].
Improvements to the Born-Oppenheimer approach have been made, and applied
to CASTEP, by extrapolating both the wave function [117] and the charge density
[118] between steps. The extrapolations provide a major increase to the speed of the
calculations by providing a good starting point at each time step. A consequence of
this is that the quality of the starting point will be related to the length of the time
step. This leads to longer time steps resulting in longer calculations.
MD calculations in this thesis were carried out in the canonical ensemble, preserving
the number of ions, volume of the cell and temperature of the system. The temperature
is controlled isothermally via a Langevin Thermostat [119]. CASTEP also offers NVE,
NPH, and NPT ensembles, however, the first two were excluded as thermal control
was required, and the last was considered too computationally expensive as it would
require the varying of the lattice parameters, which causes additional complications due
to altering the k-point and fine grid spacing.
A choice was made to regulate the temperature of the system by the Langevin
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method which applies a correction factor to Newton’s equations resulting in stochastic
dynamics instead of a Nose´-Hoover chain [120] which attaches a chain of non-interacting
particles to each interacting particle. The rate over which the Langevin correction is
applied corresponds to a time factor which is set to be longer than the interesting
dynamics.
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4 Review of Ordering in NaxCoO2
4.1 Hexagonal Structure
The structure of NaxCoO2 has been extensively studied as a function of both concen-
tration and temperature. As well as being a viable battery material, NaxCoO2 has been
investigated for its favourable thermoelectric properties [121], its interesting charge or-
der dependent magnetic structures [122] and due to the presence of superconductivity
in certain hydrated samples [123]. This chapter contains an extensive review of the
prior studies of the concentration and temperature dependent structure of NaxCoO2.
The basic structure depends upon CoO2 layers, and can form different stacking
sequences dependent on the growth conditions [124]. Four single phase structures are
possible; O3, O’3, P’3, and P2; with the O3 phase closely resembling the commonly
used battery material, LixCoO2. Using first principles and Monte Carlo approaches,
Wang et al. [125] have shown that for concentrations of Na between 0.336 < x < 0.876,
the P2 structure is energetically favourable.
The P2 structure has hexagonal symmetry, P63/mmc, which is the space group 194
[126] shown in Figure 20. The Na ions are sandwiched between octahedral CoO2 layers.
The fully occupied Na1CoO2 system has all Na ions situated on the 2d Wyckoff position
giving the stacking order ACBCABCB as shown in Figure 20c. This site is labelled the
Na2 site conventionally and will be coloured blue in all diagrams.
The introduction of Na vacancies enables the possibility of a second stable site
between adjacent Co ions, which is equally spaced between the 6 neighbouring O ions.
This site is the 2b Wyckoff position and is labelled as the Na1 site and will be coloured
red in all diagrams. The occupancies of the two sites are unequal due to the proximity
of the Co ions. It is impossible for a Na1 ion to be directly next to a Na2 ion due to
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(a) Na0.8CoO2
unit cell.
(b) Na0.8CoO2
horizontal plane.
(c) Na0.8CoO2
vertical plane.
Figure 20: A unit cell of Na0.8CoO2 in the disordered phase is shown in a). The horizontal
plane, b), and the vertical plane, c), are shown with the stacking order labelled alongside.
The structure is P2 hexagonal with P63/mmc symmetry. Partial occupancies of Na ions are
shown with ions stable on the lower energy sites, blue, or the higher energy sites, red. This
is due to the symmetrical positioning of oxygen ions, yellow, adjacent to them. The red sites
are higher in energy due to the adjacent Co ions.
Coulomb repulsion [127]. The Coulomb repulsion also stops Na ions from moving into
the symmetrical site between the oxygen positions.
4.2 Ordering Principles
There is an increase in potential energy for an Na ion in the Na2 site compared to
the Na1 site, due to the proximity of the Co ions, leading to a clear preference for the
majority of ions to be on the Na2 site. The promotion of Na ions from Na2 sites to Na1
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sites can lead to an increase in average Na-Na distances, resulting in an overall lower
potential energy. At low temperatures, systems order into ground states minimising
the potential energy contributions from the Na-Na bonds by ordering into long range
repeating structures.
(a) Di-vacancy formation energy (b) Tri-vacancy formation energy
Figure 21: Graphs detailing the energy loss due to the formation of vacancy clusters [36].
The potential energies associated with different ionic arrangements are given, outlining the
formation energies of Di-vacancy clusters a) and tri-vacancy clusters b).
Roger et al. [36] have shown in Figure 21a that an energy reduction is caused by
promoting a single Na2 ion to the Na1 site. Two vacancies are required to be neighbours
and therefore this is termed a di-vacancy cluster. The energy reduction occurs as the
increased energy due to the Co ions adjacent to the Na ion is smaller than the decreased
energy caused by the increased separation of the Na ion nearest neighbours.
Figure 21b shows the formation of a tri-vacancy cluster which involves the proximity
of 3 vacancies and the promotion of 3 Na ions into Na1 sites. The energy reduction is
less than in the di-vacancy case due to the interaction between the promoted ions. The
Figure shows that the energy of the cluster is slightly higher than simply separating
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out the vacancies. At very high concentrations of Na it would not be expected that
tri-vacancy clusters form. For suitably high temperature systems, the thermal energies
could allow these clusters to form for short periods of time.
(a) In-plane ordering
of Na ions in the stripe
phase
(b) In-plane ordering
of Na ions in the dis-
ordered stripe phase
(c) In-plane example
distribution of Na in
the disordered phase
Figure 22: Na0.8CoO2 forms superstructures at low temperatures, reducing the overall energy
of the system. Beneath 280K the system is in the stripe phase, a). The Na ions arrange
into stripes of tri-vacancy clusters that are ordered both parallel and perpendicular to the
stripe. At 280K, the ordering perpendicular to the stripes is lost, moving the system into the
disordered stripe phase, b). Above 380K, the system enters the disordered phase, c), which
is characterised by a lack of long range coherence.
Although in isolation tri-vacancy clusters may be energetically unfavourable, they
are possible as part of superstructures. In Na0.8CoO2, the arrangement of tri-vacancy
clusters into long chains, Figure 22a, has been found to be favourable by Morris et al.
[128]. The forming of stripes of tri-vacancy clusters is deemed to alter the topology of
the electronic conduction pathways. A phase transition occurs at 280 K leading to a
partial disordering, Figure 22b. Above 380 K a second phase transition occurs, Figure
22c, and the long range ordering breaks down. There is still some local ordering causing
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the formation of di vacancy and tri-vacancy clusters.
4.3 Ordering and Dynamics
4.3.1 Temperature Dependence
The ordering arrangements of Na0.8CoO2 are strongly linked to the dynamics of
the system. NMR measurements, by Weller et al. [129], show that above 280 K the
system becomes super-ionic. This coincides nicely with the transition from the ordered
stripe phase to the disordered stripe phase seen by Morris et al. [128]. Figure 23a
shows the temperature dependence of the NMR signal seen by Weller. The 23Na spin-
lattice relaxation rate is approximately flat up to 200 K, at which point it begins to
increase slowly. At 280 K the rate is seen to jump by an order of magnitude becoming
super-ionic.
Figure 23b shows the peak intensity of two satellite peaks, observed by Morris et
al. [128], corresponding to the ordered stripe and disordered stripe phases. At the
transition point one peak is observed to appear and the other disappears. A certain
amount of hysteresis is visible in the transition, but the temperature of the transition
centres on 280 K in line with the NMR results.
A second NMR study by Carlier et al. [130] concludes that the Na ions are not all
mobile at room temperature. This would agree with the presence of an intermediate
disordered phase. A loss of coherence between tri-vacancy clusters of different stripes is
observed, while the coherence of tri-vacancy clusters along stripes is maintained. The
dynamic movement observed by NMR would reinforce that in this intermediate phase,
the clusters are able to move along the stripes. The static nature of some Na ions can
be explained by the rows of ions separating each stripe.
Further evidence for temperature dependent diffusion regimes can be seen in the
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(a) NMR spin-lattice relaxation
rates against temperature [129]
showing that Na0.8CoO2 becomes
super-ionic at 280K.
(b) Intensity of Bragg peaks with
increasing temperature associated
with the ordered and disordered
stripe phases of Na0.8CoO2 [128].
Figure 23: The appearance of super-ionic behaviour shown in the NMR data, a), coincides
with b) a phase transition observed in Na0.8CoO2.
experiment by Medarde et al. [131]. They carried out high resolution neutron powder
diffraction measurements of a Na0.7CoO2 sample at different temperatures. The lattice
parameters of the basic unit cell were refined and the hexagonal symmetry was observed
to be broken in low temperature phases. From the refinements they are able to create
Fourier maps in each phase describing the scattering density across the whole unit cell
volume.
The positioning of scattering density informs us of the nature of the diffusion events
occurring. In the lowest temperature phase, Figure 24a, only small amounts of scatter-
ing density are observed away from the Na1 and Na2 sites which is interpreted as the
system showing no diffusive motions between different sites. When the temperature
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is increased to 350K they note the development of scattering density along a pathway
corresponding to continuous Quasi-1D motion of ions between Na1 and Na2 sites, Fig-
ure 24b. The directionality of the hops is determined by the symmetry of the system
which makes the accessible pathways shorter.
At 450 K the system symmetry is hexagonal and the diffusion becomes 2D as all Na1
to Na2 hop lengths are equivalent, Figure 24c. The diffusion in all cases is from Na1
to the Na2 sites and vice versa. No intensity pathways are seen elsewhere, although
a small intensity is visible in the 1D diffusion phase between the O ions. Although
the concentration is different than the Na0.8CoO2 stripe system, the temperature de-
pendence of dynamic processes are determined by the activation barrier between hops
so the diffusion rates should be broadly similar. The change in symmetry resulting in
shorter path lengths may serve to lower the activation energy, enhancing diffusion rates.
Figure 24: Fourier maps of the scattering density of Na0.7CoO2 in the Na plane, studied by
Medarde et al. [131]. Clear changes in the location of scattering density with temperature
are attributed to different dynamic regimes.
4 Review of Ordering in NaxCoO2 80
4.3.2 Concentration Dependence
The ordering of Na as a function of concentration has been studied numerous times
by different groups. A variety of techniques have been used to probe the superstructures,
including electron diffraction of the Na0.5CoO2 concentration [132], and more generally
over the the range 0.15 < x < 0.75 by Zandbergen et al. [133]. Zandbergen notes that
the structural principle for the ordering schemes results in the presence of lines of Na
ions, rather than simply maximising Na-Na separations. The superstructures of x =
0.71 and x = 0.84 have also been studied by both X-ray [134] and electron diffraction
[135], identifying peaks associated with
√
12a and
√
13a periodic structures. These are
interpreted in relation to vacancy clustering and a model is provided of the Na ion
positions.
Computational techniques have been used to identify the superstructure of NaxCoO2
as they are effective in simulating the ground state energy of different possible structural
arrangements. Zhang et al. [136] have shown DFT simulations that agree well with
the electron diffraction experiments of Zandbergen et al.[133]. They indicate that the
driving forces are screened electrostatic interactions and that the Co ions electronic
structure plays no role in determining the Na ordering. Instead, it is the intra-planar
Na-Na interactions that have the largest effect.
Calculations have also been carried out by Hinuma et al. [137] which have identified
different superstructures above the x = 0.50 concentration. Figure 25 shows some of
the structures calculated by Ceder for these concentrations. At x = 0.50, Hinuma
predicts the experimentally observed superstructure consisting of alternating Na1 and
Na2 occupied sites. At increased concentrations, different arrangements of di-vacancy
clusters are observed with decreasing ratios of Na1/Na2 ions. Hinuma calculates that
the first tri-vacancy cluster dominated structures will appear for Na concentrations of
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(a) The predicted Na0.71CoO2 phase. (b) The predicted Na0.67CoO2 phase.
(c) The predicted Na0.56CoO2 phase. (d) The predicted Na0.50CoO2 phase.
Figure 25: The in-plane ordering of Na ions for several phases of NaxCoO2, based on pre-
dictions by Hinuma et al. [137]. The concentrations are chosen to coincide with the Na
concentration range shown in Figure 26.
0.77 and greater. It is also stated that above x = 0.81 the lowest energy arrangements
are in the O3-NaxCoO2 formations.
The different arrangements of Na ions in Na1 and Na2 sites can be interpreted as
hindering or helping long range diffusion. In the x = 0.50 system, the structure lends
itself to having dynamic corridors of Na ions separated from each other by static Na2
ions. The diffusion of ions, or holes, is favourable in the vertical direction of Figure 25c
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due to the continuous lower overall Na concentration. The x = 0.71 structure, Figure
25a, by contrast has no corridors for diffusion. A possibility is that diffusion of ions
would occur between the chains of di-vacancy clusters, however the arrangement of the
Na2 ions inhibits this in most directions.
Figure 26: PITT measurement reproduced from Shu and Chou [41]. Each point marks a step
in the potential difference applied between the cathode and anode. Ions move in response to
the field, generating a current. For small potential steps the current is proportional number
of charge carriers that diffuse between the electrodes. The time it takes the system to equalise
the potential and the number of ions in motion provides a measure of the diffusion rate.
An electrochemical Potentio-static Intermittent Titration Technique, PITT, exper-
iment of a bulk NaxCoO2 sample by Shu and Chou [41] determined the ionic diffusion
behaviour as a function of concentration. The NaxCoO2 sample was mounted between
platinum plates and placed in an electrolyte solution as a cathode. A very small po-
tential difference is created between the cathode and anode resulting in the sample
intercalating or de-intercalating ions in the same way a battery would as it charges or
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discharges. In response to the movement of ions a small current is generated which
declines over time as the potential difference is equalised. For a small concentration
change, the current can be integrated over time to give the total charge, equivalent to
the number of ions which have entered or left the system. The time it takes to equalise
the potential difference provides a measure of the diffusion rate.
Figure 26 shows their main result of the diffusion rate against concentration. There
is a general decrease, around an order of magnitude, in the diffusion rate with decreasing
concentration. Greater dips of several orders of magnitude are seen at specific concen-
trations corresponding to the superstructures predicted by Hinuma. In particular the
superstructures at concentrations of x = 0.5 and x = 0.71 are seen to have a large effect
while the concentration of x = 0.56 has a much smaller effect which supports the idea
that certain arrangements may impede the diffusion of ions due to a lack of available
pathways.
The broadness of certain dips may be linked to the presence of incommensurate
phases. Above x = 0.5 several structure formations are predicted and experimentally
an incommensurate region has been observed by Manoj Pandiyan in his thesis [40] for
Na concentrations between 0.54 < x < 0.61. This manifests as a region in which the
Bragg reflections were seen to move continuously as the sample was de-intercalated.
4.4 Diffuse Scattering
Short range local ordering of ions leads to diffuse scattering. The coherence between
ions contributes to constructive interference in the scattered wavefunction similar to the
coherent elastic scattering that causes the sharp Bragg peaks. However, as there is no
long range ordering the intensity is scattered diffusely in reciprocal space, hence the
name. Diffuse intensity is observed in specific regions in reciprocal space, according to
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the dimensionality and orientation of the ordering in real space. From the location of
the scattered intensity, and generally with regard to the Bragg peaks, an approximation
of the local ordering can be determined.
In the disordered phase of Na0.8CoO2 there is short range coherence resulting from
the tri-vacancy and di-vacancy clusters. These give visible diffuse scattering in both X-
ray, such as Figure 27, and neutron diffraction patterns. A technique for determining
the structure of the local ordering is Reverse Monte Carlo (RMC) which makes it
possible to model the necessary arrangements of ions needed to create the diffraction
pattern.
In RMC simulations, a system modelled on the basic unit cell is replicated many
times and populated with a large number or ions and vacancies, such that it mimics
the long range ordering while allowing for short range ordering without self-coherent
effects occurring across boundary conditions. The atoms are refined from their starting
positions by moving them and re-evaluating the diffraction pattern. If the new calcu-
lated diffraction pattern is a better match to the experimental pattern then the change
is kept. If it is not, then there is an acceptance probability that the change is not
accepted.
This method encourages the system to refine towards better matching structures,
however the use of the acceptance probability allows the system to escape local ground
states. Over time the acceptance probability is reduced, converging the system to a
ground state by making it less likely to escape. This process is repeated over many
steps until a suitable match is achieved. Additionally, the whole simulation is typically
run from a significant number of different starting positions with the results of each
simulation compared.
The Bragg peaks of a superstructure will match with a commensurate hexagonal
grid of a*/N where N is an integer multiplied by the simple hexagonal lattice param-
4 Review of Ordering in NaxCoO2 85
Figure 27: X-ray diffraction data measured using the in-house Xcalibur Diffractometer, at
Royal Holloway[138], modelled using Reverse Monte Carlo techniques. Three temperatures
are shown corresponding to three phases of Na0.8CoO2. The left hand column displays the
X-ray data in the hk7 plane. The central column shows the arrangement of Na ions from
RMC refinements that best reproduce the data. The right hand column shows the calculated
diffraction pattern.
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eter. Using a suitably sized RMC simulation it is possible to recreate the long range
ordering seen in diffraction patterns. The size of the cell will need to be large enough
to negate finite boundary conditions. RMC has been used to verify the superstructures
of Na0.8CoO2 [139] and also of Ca substituted NaxCoO2 [140].
In Figure 27, calculations of the different superstructures of Na0.8CoO2 which have
been primarily calculated by Dan Porter at Royal Holloway[138] are shown. The first
column displays X-ray diffraction data in the {hk7} plane at 100K, 300K and 400K
corresponding to the stripe phase, disordered stripe phase and disordered phase, re-
spectively. Most notably, with each phase transition, at increasing temperature, the
number of Bragg peaks reduces, signifying the loss of long range ordering. The hexag-
onal lattice corresponds to the simple hexagonal structure inherent in each phase. The
Bragg peaks associated with this hexagonal lattice don’t disappear. Importantly, at
400K we see the appearance of diffuse rings of intensity in regions between the hexag-
onal lines where there is no intensity in the lower temperature phases.
The second column shows the results of the RMC simulations to model the respective
phases and the third column shows the calculated diffraction patterns that are used for
comparison. At 100K a highly ordered phase is observed with coherence between the
tri-vacancies in each stripe and between different stripes, as shown by the line of green
arrows. As a result the calculated diffraction pattern predicts all of the diffraction peaks
seen in the experiment.
In the disordered stripe phase, the ordering of the tri-vacancies between stripes is
lost, as shown by the disjointed green arrows. Finally in the with the first columns
reading by the RMC simulations show that as the temperature increases the level of
ordering decreases. A green arrow in the central column shows how ordering along
stripes is preserved while the ordering between stripes is lost. Interestingly, with the
loss of coherence between stripes the calculated diffraction pattern loses the additional
4 Review of Ordering in NaxCoO2 87
peaks seen in the stripe phase.
As the crystal enters the disordered phase, the superstructure Bragg peaks disappear
and instead broad diffuse rings are observed around the hexagonal Bragg peak locations.
In comparison to the disordered stripe phase, the main intensity shifts away from the
main hexagonal unit cell lines and into the spaces between. The RMC simulations shows
clear clusters of Na1 ions and that these clusters can be in large connected groups. The
simulation does not support the regular occurrence of single isolated Na vacancies on
the Na2 site.
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5 NaxCoO2 Computational Modelling
The structural scattering of NaxCoO2 provides key insight to allow the setup of
simulations of ground state superstructures and dynamics. Reverse Monte Carlo pro-
vides further predictions for the correct ground state of Na0.8CoO2. By creating MD
simulations based on our understanding of the structure of NaxCoO2 and using DFT,
via CASTEP, it is possible to observe on a microscopic scale the ionic motions. The
theory behind DFT has been explained in Chapter 3, with a particular focus on the
CASTEP code.
The stochastic motions can be simulated using MD. Previously, Na0.8CoO2 vibra-
tional motions have been studied by phonon calculations in the square phase system,
which showed large rattling modes of certain Na ions [121]. Molecular dynamics cal-
culations are extremely expensive and, therefore, it is necessary to carefully plan the
simulations to fully explore the dynamics as efficiently as possible. The disordered
stripe and the disordered phases of Na0.8CoO2 are studied extensively with relation to
the clustering of ions.
5.1 Introduction
The NaxCoO2 system has previously been studied using first principles calculations
by Lee et al. [141]. Using the experimental galvanostatic intermittent titration tech-
nique, they investigated the diffusion behaviour between Na concentrations of 0 and
2/3 and observed a reversible transition from P2 to O2. The Na diffusion, in the P2
structure, proved to be faster than the Li ion diffusion in the O3 structure. The barriers
to diffusion were then calculated via a nudged elastic band method and discovered to
be < 200 meV for ions moving between Na1 and Na2 sites.
Mo et al. carried out molecular dynamics and transition-state-search calculations of
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the NaxCoO2 system involving potentials created using DFT code [142]. They studied
Na concentrations of x = 0.56, 0.69 and 0.75 in the P2 structure. At the x = 0.56
concentration they observed a range of activation energies from 10 meV to 170 meV
which were strongly linked to the difference in numbers of neighbours and nearest-
neighbours. They conclude that the P2 system outperforms the O3 system due to
the low energy barriers associated with the honeycomb sub lattice inherent in the P2
system.
Prior to these investigations, calculations of NaxCoO2 have studied the structure
and thermal properties of the material. A study by Tada et al. [143], for example,
generated interaction potentials from ab initio methods which were then used in an MD
simulation. The goal of their work was to simulate the atomic vibrations at elevated
temperatures. They measured the Na0.5CoO2 system and observed remarkably high
mean squared displacements as Na ions hopped.
Transition state searches of the O3-NaxCoO2 structure and other transition metal
oxides have been compared by Li et al. [144]. In the O3 system, there is only one
equivalent Na site, and hops calculated between adjacent sites were found to have ac-
tivation energies of 0.45, 0.54, 0.46 and 0.67 eV for NaMO2 with M = V, Cr, Co and
Ni, respectively. They also calculated the activation energy for LixCoO2 at 0.36 eV
suggesting a slight over-estimate given the experimental observation of 0.32 eV [145]
which is attributed to the lower c lattice parameter of the almost fully occupied sys-
tems. Alternatively, Van der Ven et al. [146] observed that the activation energy is
strongly dependent on the local lithium-vacancy configuration. In particular, a diva-
cancy mechanism mediates the diffusion process; if this is present then it would explain
the overestimation. Out of the Na-ion systems, Co and V have the lowest activation
energies. The low V activation energy is attributed to the large c lattice parameter,
perpendicular to the plane. The low activation energies of NaxCoO2 and LixCoO2 are
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suggested to be due to a reduced repulsion from Co ions in comparison to the other
transition metals. Another study has carried out first principles calculations of the
activation energies of NaxCoO2 against NaNi1/3Co1/3Mn1/3O2 and concludes that the
Na migration is about 10 times faster in the doped material [147].
Increasingly, first principles calculations are being carried out on prospective battery
materials. This is a relatively new development, particularly for Na battery ions. Re-
sults have also been published on other crystalline systems such as Na1+xZr2SixP3−xO12
[148], Na2M2TeO6 [149], Na2Ni2TeO6 [150], Na3PSe4 [151], Na3Ti2P2O10F [152] in the
past few years. The same techniques are also in use in organic liquid systems [153]
demonstrating their flexibility to analyse dynamics in almost all situations.
The research undertaken in this thesis furthers the understanding of Na dynamics
in layered transition-metal oxides by applying molecular dynamics techniques to the
ordered structures that exist for Na0.8CoO2. These novel calculations are able to expand
upon the mechanisms within NaxCoO2 that give it good conductivity and make it a
promising cathode material.
The optimisation of ionic positions provides a good starting position for MD simu-
lations by limiting the amount of relaxations that occur as the system heads towards
equilibrium. Geometry optimisation cells are also necessary to provide the beginning
and end points to transition state searches, which are a simple way to calculate the
activation energies of hops. In total there were 6 starting set ups; a single stripe phase,
a square phase, two sets of enlarged double stripe phase cells with additional vacancies,
an isolated vacancy arrangement and a locally ordered arrangement in the disordered
phase.
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5.2 Simulation Parameters
Prior to running MD calculations it is necessary to optimise the parameters that
control the rigour of the simulations. There are several parameters that determine
the bonding between ions, including the electronic energy tolerances. To determine the
correct values it is necessary to run several series of test single point energy calculations.
The value of a parameter is considered to be acceptable when the total energy of the
system, and the forces between ions, is converged to within a designated range.
The k-points are also converged by increasing the number of k-points and plotting
against the total energy and the forces on each ion as shown in Figure 28. The figure
shows the k-point convergence for a stripe phase cell. The total energy is observed
to oscillate around a single value with the oscillations decreasing as the number of k-
points increases along each reciprocal lattice vector. The force convergence has been
plotted as the change in force between the k-point number and the previous k-point
number with each circular point marking a different ion. A line has been added at
0.001 eV/A˚ marking the acceptable convergence criteria. The simulated stripe cell has
lattice parameters of 8.55A˚, 13.06A˚, 10.8A˚, 90o, 90o and 109.11o. Convergence happens
quickly in all directions given the scale of the lattice parameters. With an energy
convergence criteria of 0.0005 eV, the k-points can be set as 322. The force convergence
needs a higher number of k-points to be below the blue line, with the values set at 423
points.
It is necessary to displace the finite grid to see the scale of the difference in total
energy. Ideally the total energy dependent on the grid will not change if it is moved,
but if it does then it would be necessary to reduce the size of the grid. Cells of the
square and disordered phases were also created as well as a larger cell made up of two
stripe cells. Calculations of the necessary number of k-points found that the distance
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(a) Total energy convergence
(b) Force convergence
Figure 28: Convergence of the forces and energies dependent on the number of k-points used
to model a stripe phase supercell. The notation to describe the number of k-points in a
simulation, involves three numbers describing the number of k-points in along each reciprocal
lattice vector. A standard system is created with three k-points along each direction, which
will have the notation 333. a) Total energy of systems with varying numbers of k-point for
each vector in turn, such that if x = 4 then 33x = 334 k-points. b) Change in the force acting
on ions. Each graph varies the number of k-points along a different vector in turn. Points
shown are the difference in forces on each atom between the x and x + 1 k-point, such that
if x = 4 then the difference in forces between the 334 and 335 k-points sets is calculated. A
convergence criterion of 1 meV/A˚ is shown by the blue line.
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between points in reciprocal space was about 0.25 A˚−1.
5.3 Stripe Phase
The first cell to be studied was the partially ordered stripe system. The fast dy-
namics in this region require the use of molecular dynamics simulations to visualise
how ions are moving on an ionic level. From structural scattering it is known that the
system is still ordered in stripes, however, the coherence between stripes is lost. An MD
simulation will enable the natural process by which the stripes lose their coherence with
each other to be visualised. To provide the best starting point for MD and transition
state search calculations it is necessary to geometry optimise the cell.
Geometry optimisation calculations determine the energetically favourable positions
of all ions within a cell. The geometry optimised cells are comparable to the refine-
ments of ion positions from diffraction patterns observed for static systems. Although
disordered systems can be optimised, the boundary conditions can lead to a false pic-
ture being presented, as it is not possible to simulate fractional occupancies without an
extremely large cell containing hundreds or thousands of ions. It is important to look
for evidence of self interference across boundaries that may misrepresent the dynamics
of the system.
The initial ionic positions of the stripe phase supercell are shown in Figure 29. The
two parts show the top and bottom Na layers of the system with the positions of the
Co and O ions shown beneath. Ideally the Na1 ions will sit between the Co ions while
the Na2 ions are in a gap with no immediate neighbour’s perpendicular to the plane.
After the geometry optimisation, slight distortions can be seen for the Na ions close to
the tri-vacancy clusters. These distortions are in the plane towards regions empty of
ions, for example the Na2 ion at the point between tri-vacancy clusters.
5 NaxCoO2 Computational Modelling 94
(a) Lower Na layer (b) Upper Na Layer
Figure 29: Geometry Optimised stripe phase supercell of Na0.8CoO2. Initial ionic positions of
a) the bottom Na layer and b) the top Na layer. Ions are plotted with Oxygen ions as yellow,
Cobalt ions as green and the Na ions as red or blue dependent on whether they are on the
Na1 or Na2 site, respectively. The cell boundaries are shown by the black line.
5.3.1 Molecular Dynamics
An MD simulation of a single stripe phase cell, shown in Figure 29, was carried
out at 350 K for 12 ps with a time step of 5 fs. The cell has dimensions of 8.55A˚,
13.06A˚, 10.8A˚, 90o, 90o and 109.11o and consisted of 24 Na ions split over 2 layers,
and then 60 O ions and 30 Co ions. The temperature was chosen as 350 K as this is
within the disordered stripe phase experimental temperature range without being too
close to either of the boundaries. The calculation was carried out in the NVT canonical
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ensemble, therefore the volume of the cell is constricted throughout the simulation.
The fastest vibrations in the Na0.8CoO2 stripe phase system, from phonon calcu-
lations [154], have an energy of ∼ 80 meV which corresponds to an oscillation time
period of ∼ 50 fs. It is standard practice to choose a time step approximately 8 to 10
times smaller than the period of the fastest oscillation. Several time steps were tested
to determine the optimum ratio of simulated time/ calculation time. As expected lower
time steps completed each step faster, but the need to calculate more steps increased
the time of the overall calculation. A time step of 5 fs was selected as being the most
efficient use of computational resources. The total time of the simulation was con-
stricted by budget, therefore it was decided that a 10 ps simulations with an initial 2
ps equilibrating time were acceptable.
Figure 30 provides a representation of the dynamics of the Na ions in the lower layer
of the simulation. The initial ionic positions and a trace map of the Na ion trajectories
integrated over the total simulation time are shown in Figure 30a. The Na ions can
clearly be divided into two groups: a band of dynamic hopping ions close to and within
the tri-vacancy clusters, and a band of largely static ions that away from the clusters
that act to separate the stripes.
Figure 30b shows the root-mean-squared (RMS) displacements, within the plane, of
Na ions from their original positions. This graph emphasises that major displacements
only occur for a few ions. Large displacements are also quantised, meaning that these
must be due to hops between different stable ionic sites. The magnitude of the hop
distance is comparable to the separation between adjacent Na1 and Na2 sites (1.65 A˚).
However, distortions in the vicinity of tri-vacancy clusters mean that there is unlikely
to be exact correspondence. Figure 30d shows the component of the ionic displacement
parallel to the stripe. Apart from thermal vibration, no net movement is seen in this
direction.
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(a) Na Ion trajectories (b) RMS displacement of Na ions
(c) Cumulative Na-ion hops (d) Displacement parallel to the stripe
Figure 30: The lower Na layer of a MD simulation of the stripe phase superstructure cell at
T = 350K. a) is a trace of the Na positions integrated over the total time with the initial
Na ion positions plotted as large circles. The simulation cell boundaries are shown as black
lines. b) shows the root-mean squared displacement of ions from their original position with
time. c) shows the cumulative number of transitions between sites for Na ions. d) shows the
displacement of ions parallel to the stripe.
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The cumulative number of hops experienced by all Na ions over the total simulation
time is displayed in Figure 30c. In total four hops are observed in the system, although
on inspection five can be seen in Figure 30a. Hops are identified dependent upon their
position in relation to the original placements of the O and Co ions. A two dimensional
map is created wherein each Na ion is recorded as being closest to the in-plane position
of a O ion in the alternate layer of the P2 structure (if its in a Na2 position), or being
closest to a Co ion position (if its in a Na1 position). At each step of the simulation, Na
ions are re-evaluated to determine whether they are closest to a Co or alternate layer
O ion and, therefore, whether they have undergone a hop. To prevent over counting of
hops, a time factor is introduced which states the condition that if the ion returns to
its original site within 0.5 ps then a hop has not occurred. In the graph this can be
seen by increases in cumulative hop that are subtracted a short time later.
Figure 31 shows the top layer of the same stripe cell simulation. The same bands of
’static’ and ’dynamic’ ions can be observed in this layer. In contrast to the lower layer
where all movements were perpendicular to the stripe, in this layer one ion is observed
to move along the stripe. In the displacement graphs the ion is coloured green. The
ion hops at around 5 ps, however a short time later at 6 ps it moves back to its original
position.
5.4 Square Phase
The square phase was selected as an interesting candidate to compare with the
stripe phase. The identical concentration and presence of tri-vacancy clusters could
provide similar dynamic behaviour. The crucial difference between the two systems is
the proximity of tri-vacancy clusters to each other. In the square phase clusters are
separated by rows of Na2 ions in all directions. Studying the relative levels of diffusional
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(a) Na ion trajectories (b) RMS Displacement of ions
(c) Cumulative Na Hops. (d) Displacement parallel to the stripe.
Figure 31: The upper Na layer of a Molecular Dynamics simulation of the stripe phase
superstructure cell at T = 350K. a) is a trace of the Na positions integrated over the total
time with the initial Na ion positions plotted as large circles. The simulation cell boundaries
are shown as black lines. b) shows the root-mean squared displacement of ions from their
original position with time. c) shows the cumulative number of transitions between sites for
Na ions. d) shows the displacement parallel to the stripe.
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events in each system will determine the effect of interconnected clusters.
(a) Lower Na layer (b) Upper Na layer
Figure 32: Geometry Optimised square phase supercell of Na0.8CoO2. Initial ionic positions
of a) the bottom layer of the ideal square superstructure and b) the top layer with a vacancy
on one of the Na1 sites. Ions are plotted with Oxygen ions as yellow, Cobalt ions as green and
the Na ions as red or blue dependent on whether they are on the Na1 or Na2 site, respectively.
The cell boundaries are shown by the black line.
The ionic positions of the square phase supercell are shown in Figure 32. The
bottom layer is the standard arrangement with a tri-vacancy cluster separated from
neighbouring clusters by rows of Na2 ions. Slight in plane distortions are also observed
in this system with the Na2 ions distorted towards the cluster. The Na1 ions are
distorted away from their Na1 neighbours. The top layer of the square phase has had
an ion removed from the tri-vacancy cluster in preparation for an MD simulation. Very
weak binding between Na layers means that the two levels can be considered pseudo-
independent simulations.
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(a) Na ion trajectories (b) RMS displacement (c) Cumulative Na-ion hops
Figure 33: The lower Na layer of a MD simulation of an ideal square phase superstructure
cell at T = 350 K. a) The trace of the Na ion positions integrated over the total time, with
the initial Na ion positions plotted as large circles. The simulation cell boundaries are shown
as black lines. b) The RMS displacement of Na ions from their original position with time.
c) The cumulative number of transitions between sites for Na ions.
5.4.1 Molecular Dynamics
The Molecular Dynamics simulation for the square phase cell ran for a total of 10 ps
plus 2 ps equilibration time. The cell has lattice parameters of 10.2758 A˚, 10.2758 A˚,
10.8 A˚, 90o, 90o, 87.7958o and contains 60 O ions, 30 Co ions and 23 Na ions due to the
additional vacancy in the top layer. A time step of 5 fs was used, consistent with the
stripe phase MD calculation. Voneshen et al. [121] calculates that the shortest phonon
period is 50 fs for the square phase, and has confirmed that the period is similar in
the stripe phase [154]. Even though this structure is only stable up to T ∼ 280K, the
temperature was set at T = 350 K for direct comparison with the MD simulation of
the stripe phase.
Figure 33 is of the lower layer of the MD simulations of the ideal square phase. This
layer is fully occupied and consists of one tri-vacancy cluster and a large cluster of Na2
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ions which encloses the tri-vacancy cluster. The cell boundaries are translated relative
to Figure 32a. The ion trajectories in Figure 33a show very little movement away from
the original positions. In fact, looking at Figure 33b, only 3 RMS displacements exceed
0.5 A˚, and none of these are for long periods of time. At no point does any ion move
closer to a different neighbouring ion. Hence the cumulative hops in Figure 33c are zero
throughout.
(a) Na ion trajectories (b) RMS displacement (c) Cumulative Na ion hops
Figure 34: The upper Na layer of a Molecular Dynamics simulation of a square phase super-
structure cell with one Na1 ion removed at T = 350 K. a) The trace of the Na ion positions
integrated over the total time, with the initial Na ion positions plotted as large circles. The
simulation cell boundaries are shown as black lines. b) The RMS displacement of Na ions
from their original position with time. c) The cumulative number of transitions between sites
for Na ions.
The top Na layer of the simulation is shown in Figure 34. In this layer an additional
vacancy has been added by removing one Na1 ion of the tri-vacancy cluster. Figure
34a shows the initial positions and the trajectories of the Na ions. One ion, coloured
green, makes a hop after 1.5ps from a Na1 site to a Na2 site. After this hop the ion
remains in its new site, however with some thermal vibrations as shown in Figure 34b.
This contributes the one hop seen in Figure 34c. No other ion is observed to displace
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far from its original site.
5.5 Extended Stripe Cell
Two large cells were created to model the stripe phase with additional vacancies.
This allowed longer range hops and also ensured that there were no coherent effects
between tri-vacancy clusters. The lattice parameters of these cells are 17.1 A˚, 13.06 A˚,
10.8 A˚, 90o, 90o, 109.1071o. Figure 35a and 35b show the bottom and top layers of
the first cell, respectively. An additional vacancy is placed in each cell to examine the
effect of additional disorder on diffusion. In the bottom layer the vacancy was actually
placed in one tri-vacancy cluster to allow the transfer of an ion from one cluster to the
next in a transition state search or an MD simulation. The vacancy in the top layer
was placed in the, typically stationary, Na2 ions near to a cluster.
Figures 35c and 35d are a second set of stripe cells with additional vacancies. In
the bottom layer an additional vacancy has been placed in the other possible distinct
position of a tri-vacancy cluster. This is in preparation for a MD simulation to determine
the dependence of diffusion on where the vacancy begins. In the top layer a vacancy
has been placed in amongst the Na2 ions as far away as possible from the tri-vacancy
clusters.
5.5.1 Molecular Dynamics
The extended stripe cells contain 226 ions each with 23 Na ions in each layer of each
simulation. This leads to a far more expensive calculation at each step and this was
why the series of MD simulations were limited to 10 ps of time. The temperature was
kept at 350 K as this is a simulation of dynamics in the disordered stripe phase. An
additional vacancy was added to non-equivalent positions in each level as described in
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(a) Lower layer of the first cell (b) Upper layer of the first cell
(c) Lower layer of the second cell (d) Upper layer of the second cell
Figure 35: Two stripe superstructures cells, each with additional vacancies. The ionic posi-
tions are shown according to colour. The Oxygen ions are yellow, the Cobalt ions are green
and the Na ions are red or blue dependent on whether they are on the Na1 or Na2 site,
respectively. The cell boundaries are shown by the black line. For the first cell a) one of the
Na1 ions is removed and b) a Na2 ion next to the stripe is removed. For the second cell c) a
different Na1 ion is removed and d) a Na2 ion away from the stripe is removed.
the previous section.
Figure 36 is a layer containing an additional vacancy within one of the two tri-
5 NaxCoO2 Computational Modelling 104
(a) Na ion trajectories (b) RMS displacement of Na ions
(c) Cumulative Na-ion hops (d) Displacement parallel to the stripe
Figure 36: The MD simulation for the stripe cell with an additional Na1 vacancy, as shown in
Figure 35a, at T = 350 K. a) The trace of the Na ion positions integrated over the total time,
with the initial Na ion positions plotted as large circles. The simulation cell boundaries are
shown as black lines. b) The RMS displacement of Na ions from their original position with
time. c) The cumulative number of transitions between sites for Na ions. d) The component
of the displacement of ions parallel to the stripe.
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vacancy clusters, as shown in Figure 35a. The trace of ionic trajectories in, Figure
36a, shows a large number of short Na1-Na2 hops, with the motion of each ion colour
coded. Initially the closest ions move towards the vacancy and then subsequent waves
of movement follow. The movements include Na1 ions and Na2 ions adjacent to the
stripe.
The RMS displacements, in Figure 36b, show that most ions move in short hops
away from their initial site. In two cases ions have multiple hops, in these cases making
transitions from Na2-Na1-Na2. The transitions are not continuous and instead the ions
do remain on the Na1 sites for a short amount of time. After a short while on the new
Na2 site they do move back to the Na1 site.
Studying Figure 36d, of displacement along the stripe, all ion hops are in one direc-
tion except for one short red ion’s movement which is quickly reversed. This means a
total of 6 ions have taken a coherent series of motions in the same direction along the
stripe. Alternatively this could be viewed as a vacancy moving along the stripe in the
opposite direction. Throughout the simulation a consistent increase of cumulative hops
is observed, Figure 36c, although it does appear that the hop rate is slowly decreasing.
In the initial configuration corresponding to Figure 35b, a vacancy was inserted into
the band of Na2 ions next to the stripe. The fact that the vacancy was placed close
to the tri-vacancy stripe may be expected to increase the potential for diffusion of ions
along the stripe. Figure 37a shows the trace of the ion trajectories with the initial
ionic positions. The red and light blue coloured ions are observed to move towards
the vacancy along the available Na2-Na1 pathways. Similarly their neighbouring ions,
magenta and green, follow them moving parallel along the stripe towards the initial site
of the additional vacancy.
The RMS displacements in Figure 37b, show a large number of short hops of several
ions starting near the beginning of the simulation. Combining this with the displace-
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(a) Na ion trajectories (b) RMS displacement of Na ions
(c) Cumulative Na-ion hops (d) Displacement parallel to the stripe
Figure 37: The MD simulation for the stripe cell with an additional Na2 vacancy next to the
stripe, as shown in Figure 35b, at T = 350 K. a) The trace of the Na ion positions integrated
over the total time, with the initial Na ion positions plotted as large circles. The simulation
cell boundaries are shown as black lines. b) The RMS displacement of Na ions from their
original position with time. c) The cumulative number of transitions between sites for Na
ions. d) The component of the displacement of ions parallel to the stripe.
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ment along the stripe in Figure 37d, it appears that the majority of the hops are
perpendicular to the stripe. A total of five ions move towards the site of the addi-
tional vacancy within the first picosecond. Of these only the two coloured red and light
blue move parallel to the stripe. After a short time, 1.5 ps, the green ion follows. Its
positioning completes a quadri-vacancy structure involving six ions on Na1 sites. A
magenta ion does follow at ∼ 7 ps but it returns to its original site quickly.
Figure 37c displays the cumulative hops. Initially in response to the additional
vacancy, a series of five motions occur within 1 ps. The structure then assumes a
relative stability before a second series of hops at around 6 ps. This corresponds to the
movements of the pink ion and also a move by the green ion. Ions in the tri-vacancy
clusters also move in response.
In the initial configuration corresponding to Figure 35c a different Na1 ion was re-
moved so that a vacancy has been added in one of the tri-vacancy clusters at the vertex
of the triangle, perpendicular to the stripe. The initial positions and the Na ion trajec-
tories integrated over the simulation time are shown in Figure 38a and interconnected
diffusion pathways are observed for multiple ions.
The RMS displacements in Figure 38b, show that many multiple ions move away
from their original sites. Three ions, coloured magenta, red and yellow, move a par-
ticularly large distance. The magenta ion moves first and settles in a site around 3 A˚
from its original position. This corresponds to a hop of a Na1 ion onto a neighbouring
Na2 site, then a further hop to a different vacant Na1 site (The Na1-Na1 distance is
2.85 A˚). Again, distortions in the vicinity of disorder means that there is unlikely to be
exact correspondence.
The displacement parallel to the stripe, Figure 38d, shows clearly that after the
magenta ion moves, the yellow ion follows shortly, after 1 ps. At regular intervals of 2
ps, a red and then a light blue coloured ions then follow. The trace of ion trajectories
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(a) Na ion trajectories (b) RMS displacement of Na ions
(c) Cumulative Na-ion hops (d) Displacement parallel to the stripe
Figure 38: The MD simulation for the stripe cell with an additional Na1 vacancy, as shown in
Figure 35c, at T = 350K. a) The trace of the Na ion positions integrated over the total time,
with the initial Na ion positions plotted as large circles. The simulation cell boundaries are
shown as black lines. b) The RMS displacement of Na ions from their original position with
time. c) The cumulative number of transitions between sites for Na ions. d) The component
of the displacement of ions parallel to the stripe.
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shows that the magenta ion hops to the site of the additional vacancy. This moves
the vacancy within the stripe and the other Na1 ion in this tri-vacancy cluster, yellow,
then moves towards it. Shortly after making a Na1-Na2 hop, the red ion makes a
Na2-Na1 hop to the initial site of the yellow ion. There is a series of correlated hops:
magenta, yellow, red, light blue and black, which are all directed towards the original
vacancy resulting in a large net movement of ions, as each individual ion moves towards
a neighbouring vacant region.
Overall this can be interpreted as the added vacancy moving within the stripe and
then moving along the stripe with each subsequent ions hop. The graph of cumulative
hops, Figure 38c, increases in a consistent way up until 7 ps at which point the rate of
increase slows.
Finally, for the initial position with a Na2 vacancy furthest from the tri-vacancy
clusters, Figure 35d, the MD simulation is presented in Figure 39. The additional va-
cancy is inserted on a Na2 site symmetrically between 2 clusters on the stripe. It is
separated by a row of Na2 ions from the clusters in all directions. The RMS displace-
ment in Figure 39b shows relatively low levels of diffusion on all ions. Small movements
are associated with ions within the stripe vacancy clusters and there are no significant
displacements parallel to the stripes, Figure 39d. The level of dynamic behaviour is
much less that when vacancies are introduced in the vicinity of stripes, and instead
resembles the ideal stripe superstructure.
5.6 Isolated Vacancies in the Disordered Phase
The disordered phase was modelled by creating a super cell of 5x5x1 basic hexagonal
unit cells of Na0.8CoO2 giving a total of 200 ions with 100 O ions, 50 Co ions and 50
Na ions in the fully occupied cell. The total cell had lattice parameters of 14.2855 A˚,
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(a) Na ion trajectories (b) RMS displacement of ions
(c) Cumulative Na-ion hops (d) Displacement parallel to the stripe
Figure 39: The MD simulation for the stripe cell with an additional Na2 vacancy away from
the stripes, as shown in Figure 35d, at T = 350 K. a) The trace of the Na ion positions
integrated over the total time, with the initial Na ion positions plotted as large circles. The
simulation cell boundaries are shown as black lines. b) The RMS displacement of Na ions
from their original position with time. c) The cumulative number of transitions between sites
for Na ions. d) The component of the displacement of ions parallel to the stripe.
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(a) Lower Na layer (b) Upper Na layer
Figure 40: Disordered phase cell made up of 5x5x1 basic hexagonal cells with vacancies
isolated from each other. Ions are plotted with Oxygen ions as yellow, Cobalt ions as green
and the Na ions as red or blue dependent on whether they are on the Na1 or Na2 site,
respectively. The cell boundaries are shown by the black line. The initial positions are shown
for a) the lower layer and b) the upper layer.
14.2855 A˚, 10.8 A˚, 90o, 90o, 120o. In each Na layer there are a total of 25 Na2 sites, all
of which were fully occupied when the cell was geometry optimised. Firstly five Na2
ions were removed from each layer. The placement of the vacancies created a system
of isolated vacancies, all separated by at least one other Na2 ion. The arrangement of
both the top and bottom Na layers are shown in Figure 40.
5.6.1 Molecular Dynamics
A MD simulation of the disordered phase at 80% concentration was set up with
the vacancies arranged to be isolated from each other. In the starting set up, all Na1
positions are blocked by neighbouring Na2 ions. Any hops observed must therefore
be Na2-Na2 hops. The exception to this is if vacancies become neighbours, which will
unblock Na1 sites. The MD simulation ran at a simulated temperature of 550 K for
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(a) Na ion trajectories (b) RMS displacement (c) Cumulative Na hops
Figure 41: The lower Na layer of a Molecular Dynamics simulation of a disordered system
with isolated vacancies, as shown in Figure 40a, at T = 550 K. a) The trace of Na ion positions
integrated over the total time, with the initial Na ion positions plotted as large circles. The
simulation cell boundaries are shown as black lines. b) The RMS displacement of Na ions
from their original position with time. c) The cumulative number of transitions between sites
for Na ions.
10 ps after an initial 2 ps equilibration time.
Figure 41a shows the Na ion trajectories of the lower layer, Figure 40a, with the
initial Na positions underlayed as blue circles. All ions appear to stay close to their
initial locations. Only one ion in Figure 41b, coloured light blue, appears to make any
significant motion away from its original site. At a maximum displacement of 1.45 A˚,
the motion is almost enough to get the ion to a neighbouring Na1 site. However, this
site is blocked and the ion returns to its original location. Figure 41c, the cumulative
hops graph shows zero due to the lack of any ions hopping.
The simulated behaviour of the top layer of Na ions, Figure 40b, is shown in Figure
42. A single clear Na2-Na2 hop is observed. The ion is coloured yellow and takes a
curved path to get between the start and end points of the hop, Figure 42a. The path
is curved due to the O ions which repulse the Na ion from the shortest path. Figure
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(a) Na ion trajectories (b) RMS displacement (c) Cumulative Na hops
Figure 42: The upper Na layer of a Molecular Dynamics simulation of a disordered system
with isolated vacancies. a) is a map of the Na ionic density integrated over the total time
with the initial Na ion positions plotted as large circles. The simulation cell boundaries are
shown as black lines. b) shows the root-mean squared displacement of ions from their original
position with time. c) shows the cumulative number of transitions between sites for Na ions.
42b shows the RMS displacement of the ions from their original positions. The yellow
ion is observed to take a rapid continuous motion between sites. This coincides with
a temporary displacement of a neighbouring black ion. The Na trajectories, Figure
42a, show that the black ion moves in a direction perpendicular to the hop direction.
Presumably this ion moving out of the way, lowers the barrier for the Na2-Na2 ion hop.
Figure 42c, the cumulative hop graph, double counts the hop as the yellow ion passed
very close to a Na1 site on its curved path before heading to its final site.
5.7 Local Ordering in the Disordered Phase
A second simulation was performed for the disordered phase based on the same
5×5×1 supercell. Five Na ions were again removed from each layer. However, the
remaining ions were rearranged with some being promoted from Na2 to Na1 sites to
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create local ordering. The lower layer consists of a tri-vacancy and a di-vacancy cluster
that are separated by Na2 ions, shown in Figure 43a. The upper layer consists of a
tri-vacancy cluster with an additional vacancy close by, and another vacancy isolated,
shown in Figure 43b.
(a) Lower Na Layer (b) Upper Na Layer
Figure 43: Disordered phase cell made up of 5×5×1 basic hexagonal cells with ions arranged
to include di-vacancy and tri-vacancy clusters. Ions are plotted with Oxygen ions as yellow,
Cobalt ions as green and the Na ions as red or blue dependent on whether they are on the
Na1 or Na2 site, respectively. The cell boundaries are shown by the black line. The positions
are shown for a) the lower and b) the upper Na layers.
5.7.1 Molecular Dynamics
The second disordered phase MD simulation ran at 550 K for 10 ps with an initial
2 ps equilibration time. The aim of this simulation was to investigate the effect of the
presence of multi-vacancy clusters on diffusion. In the lower layer of the simulation,
Figure 43a, a tri-vacancy cluster and a di-vacancy cluster have been created. The only
initial hops available are those of Na1 ions out of the clusters and onto Na2 sites. Any
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chained diffusion motions will then require a second ion from somewhere else to move
in response. This may be another Na1-Na2 hop or a Na2-Na1 hop.
(a) Na ion trajectories (b) RMS displacement (c) Cumulative Na hops
Figure 44: The lower Na layer of a MD simulation of a disordered system with local ordering of
vacancies, shown in Figure 43a, at T = 550 K. a) The trace of the Na ion positions integrated
over the total time, with the initial Na ion positions plotted as large circles. The simulation
cell boundaries are shown as black lines. b) The RMS displacement of Na ions from their
original position with time. c) The cumulative number of transitions between sites for Na
ions.
In Figure 44a the trace of Na ion positions shows large variations from the clusters
towards the surrounding Na2 sites. In particular in the case of the tri-vacancy, the
ions are only able to move away. The RMS displacements of the Na ions from their
original sites are shown in Figure 44b. The four Na1 ions associated with the clusters
are observed to move large distances of around 1.4 A˚ although none remain in place for
longer than 0.5 ps. No Na2 ions are observed to make large displacements at all. This
leads to zero hops being recorded in the cumulative hop graph, Figure 44c.
Figure 45 shows the graphs detailing the behaviour of Na in the top layer of the
simulation, Figure 43b. Figure 45a shows the ion trajectories with the ions’ initial
positions underlayed as pale circles. The initial setup involved a tri-vacancy cluster
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(a) Na ion trajectories (b) RMS displacement (c) Cumulative Na hops
Figure 45: The upper Na layer of a MD simulation of a disordered system with local ordering
of vacancies, shown in Figure 43b, at T = 550 K. a) The trace of the Na ion positions
integrated over the total time, with the initial Na ion positions plotted as large circles. The
simulation cell boundaries are shown as black lines. b) The RMS displacement of Na ions
from their original position with time. c) The cumulative number of transitions between sites
for Na ions.
surrounded by Na2 ions except for one site which was vacant. Another vacancy was
placed further away separated by Na2 ions. The ion trajectories shows large movements
of all the ions near to the cluster. Additionally, one ion near to the isolated vacancy
is observed to have a large displacement towards the vacancy. The movement of ions
in the cluster echoes that of the earlier simulations with all the displacements being
away from the centre of the tri-vacancy cluster. The Na2 ions surrounding the vacancy
adjacent to the cluster are observed to move towards the vacancy to Na1 sites. Their
neighbours are seen to move too, typically towards their initial positions.
Figure 45b shows the RMS displacements of the ions. The yellow and light blue
ions neighbouring the adjacent Na2 vacancy are seen to move immediately. Similarly
the green ion of the tri-vacancy cluster is observed to move almost immediately. This
then moves back to its original position before moving in a different direction as shown
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by the ionic density map. This is the only example of two ions of the same cluster
diffusing in the same direction. At 8 ps the black ion at the top of the cluster moves
which judging from the displacement graph is in response to large vibrations of the
yellow Na ion at 7 and 8 ps.
The cumulative hop graph, Figure 45c, shows an initial flurry of hops in the first
picosecond in response to the nearby vacancy which is then followed by a long period
of continual hops. The mid region of the simulation appears to be stabilised by the
formation of a quadri-vacancy cluster which involves 6 ions promoted to Na1 sites.
5.8 NaxCoO2 Transition State Search
Although the MD simulations are ideal for determining the type of dynamical pro-
cesses in these systems, they require very long times simulation times to properly analyse
diffusion rates and activation energies. To understand the barriers to diffusion it is nec-
essary to look at averages over all the possible states. The arrangement of neighbouring
ions in respect to any hop will affect its activation energy.
To understand why the short hop is so dominant in the MD simulations, a series of
three hops including a short-range Na2-Na1 hop, a medium-range Na2-Na2 hop and a
long-range cluster to cluster hop were considered. To determine the activation energy
between start and end points of a hop, both positions must be optimised so that they
are in their local ground states. A transition state search then moves ions between the
two states, searching for a saddle point in energy. It is necessary to have true ground
energy states when determining the size of the barrier to the hop. All ions are allowed
to shift away from the direct path between states to allow the true saddle point to be
found.
Transition state searches (TSS) were run using the Complete LST QST protocol
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of CASTEP, described in Ref. [111]. The algorithm initially identifies the transition
saddle point using a Linear Synchronous Transition (LST) search before switching to
a Quadratic Synchronous Transition (QST) search using the result of the LST as a
guess. This is a highly robust method to discover the saddle points of transitions and
is described in more depth in Chapter 3.
5.8.1 Na2-Na1 Short-Range Hop
The short-range hop of a Na ion from a Na2 to a Na1 site was carried out in the ideal
stripe phase system. The only ion available to make this hop is the Na2 ion directly
between clusters. Figure 46 shows the geometry optimised initial positions of the Na
layer containing the hop. The hopping ions initial position is coloured black, the final
position is coloured white, and the saddle point of the hop is coloured yellow.
Figure 46: The positions of ions for a short-range Na2-Na1 hop in a stripe phase system. The
initial ionic positions are shown according to their Na1, red, and Na2, blue, sites. The initial
position of the hopping ion site is shown in black, the final site is shown in white and the
transition-state saddle point is shown in yellow.
The ground state energy of the initial stripe system is set to be 0 in energy. When
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the Na2 ion is promoted to the final state Na1 site, the energy increases by 81.9 meV.
The saddle point of the TSS has an energy of 94.2 meV in comparison to the ground
state. The discrepancy in site life-times, which is linked to the activation energy barrier
of the hop, will lead to the two states having a large difference in average occupancy
over time. The reverse hop from Na1 to Na2 site has a barrier of 12.3 meV which
is an order of magnitude smaller. This may explain the large amount of immediate
reverse hops seen in MD simulations as a lower activation energy signifies a shorter
mean residence time for ions and, consequently, a faster hop rate.
5.8.2 Na2-Na2 Medium-Range Hop
A TSS for a Na2-Na2 hop was set up in the disordered phase where these are
predicted to occur to some extent. A supercell of 4x4x1 hexagonal cells was created to
simulate the diffusional process. The initial state is shown in Figure 47, with all ions
in Na2 positions except for isolated vacancies. The transitioning ion is shown in black
in its initial position, white in its final position and yellow at the saddle point of the
transition. The chosen transition to study involved a vacancy isolated by Na2 ions.
Similarly, the final position of the vacancy is surrounded by Na2 ions.
The initial and final states are not symmetric due to a change in the number of
next-nearest neighbour Na ions. This leads to a small discrepancy in the geometry
optimised ground state energies. The final state is 57 meV lower in energy than the
initial state. The saddle point of the transition has an energy of 375 meV from the
initial state and 432 meV from the final state. The similarity in the size of the barrier
from the two positions will mean that there will only be a small difference in average
site occupancy. As there is no quick hop back to the initial state, it may be more likely
that other ions can hop into this vacancy.
5 NaxCoO2 Computational Modelling 120
5.8.3 Na1-Na1 Long-Range Hop
A long-hop simulation was developed to look at the possibility of very long range
pathways between adjacent clusters. Using a supercell equivalent to the 2x1x1 stripe
cells used in MD simulations, initial and final cells were geometry optimised by removing
a single ion from adjacent clusters. The TSS is shown in Figure 48 with the ions coloured
according to Na1 and Na2 sites. The transitioning ion is shown in black in its initial
position, white in its final position and yellow at the saddle point of the transition.
This long hop involves a long curved path between the initial and final states. Due
to the symmetry between the initial and final states, their ground state energies differ
by only 1.6 meV. The saddle point is found almost exactly half way between the two
sites and has a prohibitive energy ∼1300 meV higher than the end points.
Figure 47: The positions of ions of a medium range Na2-Na2 hop in a 80% concentration dis-
ordered phase system with isolated vacancies. The initial ionic positions are shown according
to their Na1 and Na2 sites. The initial position of the hopping ion is shown in black, the final
site is shown in white, and the saddle point of the TSS is shown in yellow.
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5.9 Summary
The ionic diffusion mechanisms of NaxCoO2 have been studied by a series of MD
simulations. The interactions between ions, controlling the dynamics, have been mod-
elled using the DFT implementation of CASTEP. Constrained by the calculation time
and cost, the range of simulations was chosen to provide a broad sampling of the possi-
ble ionic arrangements. Subsequent TSS of candidate hops provide an estimate of the
activation energy.
Clear distinctions in the level and type of dynamic behaviour were observed between
different simulations. These could be linked to the arrangement of ions in the cell, in
particular to presence of Na ions on the Na1 site. Their presence leads to local regions
of lower ionic density that promote motion of neighbouring Na ions.
The formation of Na1 ions into tri-vacancy clusters for Na0.8CoO2 leads to regions
of very mobile ions. The positioning of the clusters relative to each other; as well as
Figure 48: The positions of ions of a long-range Na1-Na1 hop between adjacent clusters. The
initial ionic positions are shown according to their Na1 and Na2 sites. The initial position of
the hopping ion is shown in black, the final site is shown in white and the transition state is
shown in yellow.
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changing the level of dynamics observed, also, affects the coherence between subsequent
hops. It is necessary to consider the coherence between hops even though this is a dif-
ficult process to simulate, particularly over short timescales. An attempt to determine
the scale of the coherence between hopping events was made by plotting the graphs of
the cumulative number of Na hops between different sites. A rapidly increasing num-
ber of hops, in relation to the background, indicates a series of correlated hops. These
show up particularly in the extended stripe cell where additional vacancies lead to a
significant cascade in the initial picosecond. Cascades of hops are observed to happen
at later points in many simulations.
The simulations of the ideal stripe, Figure 30, and square phase, Figure 33, are
informative. Both show dynamic events of the ions in the clusters. However, only the
stripe system with its connected clusters shows large scale motions and also secondary
ions away from the clusters moving. This sequence in which the ions hop while pe-
riodically reforming tri-vacancy clusters at different points along the stripe has been
identified as the method by which the ions within stripes lose coherence with the ions
of neighbouring stripes. Figure 49 demonstrates this by showing the arrangement of
ions for the ideal stripe system at the beginning and end of the MD simulation.
The movement of a tri-vacancy cluster along a stripe only requires hops perpen-
dicular to the stripe. This does not lead to any net diffusion of ions as all ions are
simply moving back and forth between two sites. To stimulate diffusion along the
stripe channels additional vacancies were added. The placement of the new vacancy
greatly affected the dynamics of the system. If the vacancy was placed on either of
the non-equivalent tri-vacancy cluster Na1 ion sites, Figure 36 or Figure 38, then the
diffusion was greatly increased and coherent effects were seen with many hops along the
stripes. These processes can, therefore, contribute to bulk diffusion along the stripe.
Placing a vacancy in the Na2 ions close to a vacancy cluster, Figure 37, also made
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(a) Initial tri-vacancy cluster position (b) Final tri-vacancy cluster position
Figure 49: The positions of a tri-vacancy cluster in the disordered stripe phase near the start
and end of an MD simulation, showing the translation of the tri-vacancy cluster along the
stripe.
many ions move. Finally, a vacancy was added in a location separated from the tri-
vacancy clusters, Figure 39, to investigate whether an additional vacancy away from
the stripes would also increase dynamic events. This simulation showed that having a
vacancy in this location suppressed the movement of ions. The Na2 ions form barriers
to diffusion, leaving one-dimensional channels along the stripes. Hence in the disor-
dered stripe phase there is very little bulk diffusion close to ideal stoichiometry. The
introduction of additional vacancies leads to one-dimensional bulk diffusion along the
stripes.
The next step was to analyse the motions of ions when there is no superstructure
present. Two simulations were carried out; one containing isolated vacancies and one
with some local ordering. From diffraction measurements, the presence of glassy mix-
tures of multi-vacancy clusters has been observed.
Far more events were seen for the locally ordered system, Figure 45, than for the
isolated vacancy system, Figure 42. This is attributed to the availability of short range
hops which are blocked in the isolated vacancy case. Despite the higher temperature,
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only one hop is observed in the entire isolated vacancy simulation. This would in-
dicate that the presence of multi-vacancy clusters continues to be important at high
temperature for diffusion in the disordered phase.
After identifying the dominant hops in the Na0.8CoO2 system, TSS were setup to
verify why the short hop was dominant. These consisted of a short Na2-Na1 hop similar
to those observed in most simulations, a medium-range hop observed in the isolated
vacancy simulations and a long-range hop proposed as a possibility to create very fast
diffusion rates along the stripes.
The activation energy of the short-range Na2-Na1 hop was calculated to be 94.2
meV with its reverse hop having a smaller barrier of 12.3 meV. In comparison the cost
of a Na2-Na2 hop is ∼ 400 meV, a factor four increase at best. Even as a rough estimate
of the activation energies of all hops of these types, the difference is scale will lead to
the dominance of the short range hop. The pathway traced by the Na2-Na2 hop passes
very close to a Na1 site. This may also inhibit the occurrence of longer hops as ions in
a system where the Na1 site is available may always remain at the Na1 site for a short
time. The long range hop was calculated to have an activation energy of ∼ 1300 meV
which almost certainly prohibits the possibility of Na ions diffusing by this process.
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6 Na0.8CoO2 QENS on OSIRIS
Quasi-Elastic Neutron Scattering is a powerful probe to study short range dynamics
of crystalline systems. The time dependency of incoherent motions coupled with struc-
tural knowledge provides a realistic snapshot of the range of dynamics present. The
theory behind QENS has been discussed in Chapter 2.
The similarities of NaxCoO2 to LixCoO2 make it an incredibly interesting and rele-
vant battery material. As discussed in section 1 and shown in Figure 2, the two systems
share a similar layered structure with the mobile Na and Li ions sandwiched between
static layers of Co and O ions. The structures differ in that the Hexagonal symmetry
of the P2-NaxCoO2 opens up a second stable site, allowing new shorter pathways in
comparison to the O3-LixCoO2.
The NaxCoO2 does have slightly larger (in plane) a and b lattice parameters at
2.855 A˚in comparison to LixCoO2’s 2.816 A˚, however this is expected to have only a
marginal effect in contrast to the additional pathways and positioning of the O ions.
Perpendicular to the plane there is a larger difference with an inter-planer Co distance
of ∼ 5.4 A˚for NaxCoO2 and only ∼ 4.7 for LixCoO2. As a result the O ions are more
spaced out in the NaxCoO2 which may lead to lower activation energies for the Na ion,
although this may be negated by the Li ions smaller ionic radius.
Subsequent to the initial experiments given in this thesis, a different research group
has shown preliminary QENS investigations of NaxCoO2 [155]. The paper by Juranyi
et al. shows the presence of Lorentzian broadening at elevated temperatures however
the data is insufficient to establish a Q or Temperature dependence.
Voneshen et al. have seen large vibrational rattling modes associated with the
disordered stripe phase [121]. The direction of the vibration coincides strongly with
the direction of a Na1-Na2 hop and therefore may act to enhance the diffusion effect of
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ions out of tri-vacancy clusters.
The following chapter contains experiments carried out on the time-of-flight indirect
geometry instrument OSIRIS and details the analysis that provides an understanding of
the diffusion mechanisms of Na0.8CoO2. Although the use of bulk measurements allows
an estimate of the diffusion rate, they often underestimate diffusion due to boundary
effects between crystallites. QENS experiments determine the diffusion from processes
happening within each crystallite, therefore are not hindered by boundary effects mak-
ing them an excellent probe.
6.1 Experimental Setup
The ordering of Na0.8CoO2 with temperature has been discussed widely in Chapter
4. The dynamic regime begins at 280 K as the sample enters the disordered stripe
phase. Above 600 K the crystal structure softens and the crystal structure begins to
melt [156]. Samples were mounted in a top loading pulse tube cryofurnace which has
an operating window of 4 K to 673 K, covering the useful range of the sample.
In the initial experiment, a 1.96 g single crystal was mounted on an Al plate using
Al wire so that the hk0 plane of the sample coincided with the horizontal plane of
the detectors. Al was used due to its low incoherent cross section, minimising its
contribution to background. It was necessary to carefully clean all mounts to remove
all possibilities of hydrogen due to its large incoherent cross section and its mobility
which would have created a large secondary QENS signal. The powder experiment used
an Al container; in this case a cylinder of 14 mm diameter and 50 mm height.
The maximum amount of sample is chosen according to the absorption and scat-
tering cross sections, which are given in Table 1 for the relevant ions. The absorption
cross sections given are for thermal neutrons, however the low energy of the hydrogen
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moderated neutrons leads to an increased absorption cross section. Li has been in-
cluded for reference with Na, Al has been included to show why it is a useful sample
environment material, and H has been included to show why the any contamination
has to minimised.
The diameter of the sample was chosen to maximise the scattered proportion of
neutrons. Although having a larger sample would increase the scattering, it would also
increase the absorption and as such the scattered portion is below 10%. Additionally,
this is significantly below the threshold at which multiple-scattering events significantly
effect the measured signal. The height of the cylinder is slightly larger than the beam
size as this allows for a small error in the vertical position while still ensuring that the
beam interacts with the maximum amount of sample. Al heat shields with a 10 cm
diameter were placed around the samples to enable heating to higher temperatures. The
collimation on OSIRIS removes the majority of the scattering signal of these shields.
The useful scattering power is determined by the amount of Na ions and their
incoherent cross section of 1.62 barns. The Co, Al and O ions create an incoherent
static background due to their non-zero incoherent cross-sections of 4.8, 0.0082 and
0.0008 barns respectively [58]. The relative scale of the cross sections makes it clear
that the overwhelming majority of the background signal comes from the Co despite
the far greater mass of Al in the sample mounts. There are also 5 Co ions for every 4 Na
ions therefore at most 21.1% of the total incoherent signal is from the Na. It is necessary
to have large counting times to compensate for the large signal to background ratio. To
ensure there was no contamination from hydrogen, which has a cross section of 80.26
barns, the sample containers were carefully handled and washed with acetone. Once
in place the sample was heated above the boiling point of water, while the atmosphere
was pumped out, to remove any water vapour that may have condensed on the system.
An initial scan of the powder sample was carried out for 12 hours at 200K, signifi-
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Isotope bcoh (fm) binc (fm) xscoh (barn) xsinc (barn) xsscat (barn) xsabs/ barn
Na 3.63 3.59 1.66 1.62 3.28 0.53
Co 2.49 -6.2 0.779 4.8 5.6 37.18
O 5.803 4.232 0.0008 4.232 0.00019
Li -1.9 0.454 0.92 1.37 70.9
Al 3.449 0.256 1.495 0.0082 1.503 0.231
H -3.7390 1.7568 80.26 82.02 0.3326
Table 1: Relevant neutron scattering lengths and cross sections for Na0.8CoO2, as reported in
[58]. The columns are, from left to right: bound coherent scattering length, bound incoherent
scattering length, bound coherent cross-section, bound incoherent cross-section, total bound
scattering cross section and absorption cross-section. The absorption cross-section is given
for neutrons at 2200 m/s.
cantly below the temperature onset of diffusive processes, before being compared to a
vanadium Background. The scattering pattern was determined to be static within the
instrumental resolution. Limited knowledge of the diffusion rate made it necessary to
take long measurements over the entire dynamic range.
Twelve hour measurements at 350 K and 450 K showed only small differences when
compared directly to the resolution limited function. For later twelve hour measure-
ments at 500 K, 550 K and 600 K the difference became much greater. To provide a
large temperature base line for analysis of the diffusion mechanisms, further measure-
ments at 200 K, 350 K and 450 K were carried out for a total of 36 hours. This reduced
the statistical uncertainty significantly making differences between the dynamic and
static regimes readily apparent. Additional one hour measurements were taken in the
disordered stripe and ordered stripe phase. Low diffusion rates made it preferable to use
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the PG002 reflection of the analyser bank which has a resolution of 25.4 µeV; an almost
4 factor improvement compared to the 99.0 µeV of the PG004 reflection resolution.
Figure 50: The scattered intensity for a powder sample of Na0.8CoO2 at 200K using the
OSIRIS diffractometer. The Neutron powder diffraction profile is shown in green, while the
predicted diffraction patterns of the hexagonal phase and stripe phase of Na0.8CoO2 and the
aluminium background are shown in red, blue and yellow, respectively.
The Q range drops from 0.37-3.6 A˚ to 0.18-1.8 A˚ with the change from the PG004
to the PG002 reflection. Without a long baseline in reciprocal space, it is challenging
to fit an accurate dependence to the hop length particularly when that hop length is
short. The higher the Q value; the more likely the occurrence of Bragg peaks which
lead to a large amount of elastic scattering, obscuring the QENS signal. For the single
crystal system the Na0.8CoO2 Bragg peaks can be avoided by careful orientation of the
sample, however it is impossible to avoid the Bragg lines from the Al and the powder
system.
Figure 50 shows the diffraction pattern of Na0.8CoO2 at 200K measured with the
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OSIRIS diffractometer. Additionally, predicted diffraction patterns from the Na0.8CoO2
hexagonal phase and the stripe phase are shown. The predicted diffraction pattern from
the aluminium sample environment is also shown. Consistency is observed between the
positions of the largest peaks of the stripe and hexagonal phases which line up with
the largest peaks observed experimentally. At high Q values, the aluminium causes two
large Bragg peaks however given the small unit cell there are no peaks at low values.
There are a number of low intensity peaks that are not explained by the simple
hexagonal Na0.8CoO2 cell; most of these can be explained by scattering from the super-
cell of the ordered stripe phase, given by the blue line. These are much smaller than
the peaks associated with the hexagonal cell. A few additional peaks, for example at 3
A˚−1 may be due to contaminates such as Al2O3. Given the density of peaks at high Q,
it makes sense to use the PG002 reflection to study a region in higher resolution away
from potential sources of interference. The exception to this is the [002] Bragg peak
from Na0.8CoO2 at 1.16 A˚
−1. The detectors affected by scattering from this Bragg peak
will be discounted and not included in any fitting.
Thermal conductivity is another key consideration of the experiments. Accurate
knowledge of the temperature difference between the sample and the temperature con-
trol is necessary to produce accurate temperature dependences. At low temperature,
beneath 380 K, the thermal equilibration is enhanced by the presence of a small amount
of helium exchange gas, however at higher temperatures it is necessary to place the sam-
ple under vacuum to avoid softening or melting the seals on the cryofurnace. The low
surface area in contact between the single crystal and sample mount meant that there
was a significant difference particularly at high temperature. Sample temperature is
measured by a nearby copper thermometer however this cannot be in direct contact
with the sample as it would also scatter and therefore an additional error is introduced
into the system because of this distance. In contrast the powder sample had a large
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surface in contact and it was possible to attach the thermometer near the top of the
mount greatly reducing the problem. At temperatures beneath 450 K the temperature
difference was within a few K which then rose to 20 K at 600 K.
6.2 Energy Lineshape
The incident neutrons of each pulse are recorded as counts in a series of time bins
associated with each detector. Data reduction used the MANTID software package
[157], with Q assigned based on the detector position and analyser reflection used. The
time of flight necessary for a neutron to arrive at a specific bin informs on the amount
of energy that must have been lost or gained in through its interaction with the sample.
The zeroth bin is defined as fulfilling elastic scattering and the surrounding time bins
are set according to the difference between incident and final energy of the neutrons.
The number of neutron events per energy bin can be plotted on a single graph called
the energy lineshape. For a sample with static ions, the profile is the resolution of
the instrument defined by a combination of the incoming neutron beam energy range,
determined by the moderator, and the viable scattering pathways from the analyser
crystal through the collimator’s. The data can be re-binned, by grouping detectors or
energy bins, reducing numerical noise but losing instrument resolution. A measurement
of a vanadium sample is used to calibrate the efficiency of each individual detector.
The 200 K, blue curve, of Figure 51 shows the asymmetric resolution function while
the 550 K, red curve, shows the dynamically broadened curve. The small difference is
caused by the comparatively large incoherent contribution of the Co atoms and made
it necessary to have long count times. Despite this, the change is noticeable between
high and low temperature.
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Figure 51: A comparison of the energy lineshape of the static regime at 200 K, blue, and the
dynamic regime at 550 K, red. The green shaded region covers the quasi-elastic region. The
inset shows a magnified version of the quasi-elastic region emphasising the difference between
the low and high temperature regimes and showing the intensity level in the background
region.
6.2.1 Intensity Analysis
The first analysis is a study of the integrated intensities of different regions of the
energy lineshape. Figure 51 is divided into an elastic, quasi-elastic and background re-
gion, dependent on the change in energy from the zeroth energy transfer position. The
elastic region, centred on zero energy transfer, contains the bulk of the intensity partic-
ularly in static regimes. As temperature increases it is expected that the intensity will
drop linearly due to the Debye-Waller effect, caused by ions vibrating around their nor-
mal positions. If the system develops ionic hopping motions then the subsequent QENS
signal will further reduce the intensity departing from the linear behaviour expected
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from Debye-Waller. Although this bears some resemblance to the EISF technique, the
presence of the Co signal prevented attempting to divide the Na signal into elastic and
quasi-elastic components. Instead this simply calculates the change of total intensity
in each region as a function of temperature for a fixed Q.
The wings of the energy profile, shown as green in Figure 51, will increase in intensity
in the presence of QE scattering. If the sample was static then as temperature rises
the intensity will decrease due to Debye-Waller. However, an increase will occur due
to a rising background level caused by scattering from the phonon density of states.
The background level at each temperature can be subtracted by calculating its scale
suitably far out from the elastic peak. The boundary of the quasi-elastic region was
defined as starting at 1.5 times the HWHM of the PG002 resolution limited function
and extending out to 300 µeV. The background level is then obtained from the intensity
between 300 µeV and 450 µeV.
Figure 52 shows the normalised intensity dependence on temperature of the elastic
and the quasi-elastic regions for the powder and single crystal experiments. The bound-
ary of the QE region for the single crystal experiment starts at 1.5 times the HWHM
of the PG004 resolution and ends at 740 µeV. The background range then runs from
750 µeV to 1000 µeV. All data sets have been calibrated using the 200 K data as a
reference point to remove biases in intensity between different detectors caused by the
sample geometry.
In the ordered stripe phase, the behaviour of the curves is essentially flat with the
single crystal measurements showing a slight change beginning at 250 K. In the powder
experiment a smaller change recorded at 300K however the experiments are consistent
within the error bars. As the samples enter the disordered stripe phase a consistent
linear increase begins that continues into the disordered phase, particularly for Figure
52b. In the quasi-elastic case, Figure 52a, the increase in intensity appears to be tailing
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(a) Quasi-elastic intensity, integrated between ±19 µeV < Energy < ±300 µeV. The
single crystal measurement uses a larger range and is normalised by the 200 K data
(b) Elastic intensity integrated between -19 µeV < Energy < 19 µeV. The single
crystal measurement uses a larger range and is normalised by the 200 K data set.
Figure 52: The integrated intensities of the quasi-elastic and elastic regions as a function of
temperature for powder and single crystal measurements. The integration ranges are given
for the powder PG004 reflection with the single crystal PG004 having a range ∼ 4 times as
big and then having been renormalised based off of the 200 K and 500 K data. The Q range
for both is from 0.3 A˚−1 to 1.8 A˚−1.
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off above 500K giving a complete behaviour that can approximately be modelled by a
sigmoid function, dashed blue line. This behaviour, in conjunction with the continual
loss of intensity from the elastic peak, is consistent with a quasi-elastic signal exiting
the viable range of the instrument.
6.2.2 Fitting the Energy Transfer Lineshape
The energy transfer lineshape of all the temperature and Q values can be explained
by determining the underlying functions that describe the level of broadening. In
the ideal case, the profile is described by the equations given in Section 2.1.6. If the
resolution function is known then it is easy to calculate the profile by first splitting the
signal into static and dynamic contributions. The static contribution is described by a
delta function and the dynamic contribution is described by a Lorentzian function that
narrows into a delta function as the temperature drops and the diffusive motions stop.
The two contributions can then be convolved with the resolution function to give the
exact profile.
Signal(x) = Resolution(x)⊗ (Static(x) +Dynamic(x)). (52)
The contributions are normalised to unity and a mixing factor is applied determining
the proportion from each regime, with a further multiplication by an amplitude factor
to restore the correct intensity. An additional background constant is also added as this
helps the fitting of data far away from the elastic peak preventing anomalously wide
Lorentzian widths.
Figure 53 shows the energy lineshape of a mid-range Q, 1.37 A˚−1, and high temper-
ature, 560 K, as an example of the fitting routines. It is necessary to create a fitting
routine that can accurately and reliably fit multiple data sets at all temperatures and
Q. Figure 53a shows an attempt to fit the data by scaling the resolution-limited func-
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(a) Fitting using only the resolution function with a fitted intensity.
(b) Fitting with a resolution and convolved Lorentzian-resolution
function with a fitted width and intensity.
Figure 53: An example energy lineshape at 560 K and 1.37 A˚−1. a) simply fits the resolution
function to the high temperature data. b) introduces a fixed 21.1% dynamic component with
a variable width and intensity. Both graphs have a small background level visible as a blue
line with a levels of ∼ 0.0002 Arbitrary units.
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tion to the high temperature data. The fit is systematically too high near the elastic
peak and too low in the Quasi-Elastic wings.
Figure 53b introduces a dynamic component, 21% of the total intensity, decided
by the amount of Na in the system, that allows the fitting of the Na ion hops. The
dynamic component is formed of a Lorentzian, whose freely varying width allows for
fitting of the wings, which is then convolved with the resolution-limited function. The
remaining 79% is given by the resolution limited static function.The total intensity of
the static and dynamic components are then fitted using a freely varying amplitude
factor. The final figure shows much better agreement over the whole of the lineshape.
The fixing of the fraction of dynamic and static contributions was necessary to ensure
reliable intensities particularly at low Q where the broadening is smaller. This assumes
that all Na’s are mobile in the disordered phase as long range correlations have broken
down.
The behaviour of the background and the amplitude of the fitted lineshape are shown
in Figure 54. The background has been fitted as a sloping line due to a higher intensity
on the positive side of the ETP, however the gradient is so small that this is almost flat.
The intensity parameter is the amplitude factor necessary to scale the unity normalised
static and dynamic components to the data. The intensity is dominated by the Q points
where Bragg lines occur, most significantly the [002] and also at the highest Q. Other
problems occur at low Q, which is likely to be caused by low counting statistics and
interference from the straight through beam. These low points are also seen as being
anomalous in the fits of the Lorentzian HWHM at all temperatures and therefore have
been excluded from later analysis.
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(a) Background parameters fitted at each Q position.
(b) Intensity parameter fitted at each Q position.
Figure 54: The fitted parameters for all Q positions of the 550 K data set. The background
is fitted by a sloping line with the gradient and level shown in a). The Intensity parameter
fits the amplitude of the Lorentzian broadened profile to the actual data.
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6.2.3 Q Dependence
Section 2.3.1 discusses the theory behind the Chudley-Elliot model used to fit the
Q dependence of the HWHM. The model fits the average residence time before a hop,
which is inversely proportional to the observed Lorentzian HWHM. The model takes
into account the possible hops inherent in 2D hexagonal planar diffusion.
The initial single crystal experiment suggested the presence of QE broadening in
Na0.8CoO2 however the resolution of the PG004 analyser reflection and the low sample
mass makes it difficult to determine reliable Q dependencies. The second experiment
using the powder sample focussed on the higher resolution PG002 analyser reflection.
The crystals of a powder are randomly orientated in all directions in 3 dimensional
space and the vectors of the diffusion mechanisms are lost. The hop mechanisms in a
powder resemble an isotropic liquid with hops happening in all directions with a hop
length decided by the local environment, although in the crystalline powder case the
length is heavily constrained. The Q dependence can be expressed by Eq. (29), restated
here:
Γ(Q) =
~
zτ
z∑
j
(1− exp(−iQ.lj), (53)
where the Lorentzian width, Γ, depends on the average residence time, τ , and each hop,
lj with z being the coordination number, determined by the number of available hop
pathways [46]. At each temperature, a time parameter is fitted along with a hop length
which can either be assumed or fitted. The possible hops, lj, correspond to forward and
backward motions between red and blue sites. The orientation of the crystallites with
respect to the detectors determines the behaviour of the exponential term. A powder
average can be represented by numerically averaging the summation for all orientations
of crystallites within the irreducible wedge, assuming an even distribution of crystallite
orientations in all directions.
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For short Q ranges it is extremely difficult to discern between different length hops
as the Q position of the maximum Lorentzian width is related to the reciprocal of
the hop length. Although the behaviour of each curve diverges at high Q, for the
majority of the experimental Q range there is almost no difference in the predicted
line shape. The analysis of the computational simulations however clearly indicates
a strong preference for the short range Na1 to Na2 site hops. Although evidence for
the longer range hops was observed in some simulations, they were significantly less
frequent and had a larger activation energy inhibiting their contribution. The diffuse
scattering observed at high temperatures also strongly indicates the existence of local
ordering which exists in the form of tri and di-vacancies clusters. The combination
of these two factors provides the basis for the assumption that the diffusion is caused
by the short range diffusion. An attempt was made to model the dependence using a
combination of the two hops however in all cases the time parameters of the hops were
fitted so that one hop contributed nothing while the other actually fitted the Lorentzian
width.
The Q dependence of the Lorentzian widths, at all temperatures, are modelled
with a fixed hop length of 1.65 A˚ and a varying average residence time, τ . The fitted
temperature graphs are shown in Figure 55. At all temperatures the Lorentzian widths
fitted from the energy line shapes are displayed at their Q position. The Q dependence
is then fitted to these Lorentzian widths and it is clear that it is small or zero at low Q
and then rises through the mid Q range. At high Q there is a suggestion that it begins
to plateau however the scale of the error does not confirm this.
The scale of the fitted dependence increases with temperature, as shown in the
final graph of Figure 55 and this corresponds to a decreasing residence time. In the
disordered stripe phase the level of broadening is low compared to the scale of the error
bars but it does visibly increase with Q especially for the 350K data. As the sample
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Figure 55: The fitted Lorentzian half width half maximums for each temperature measured
using the PG002 analyser reflection. The final plot compares the fitted lines with each line
colour coded to match the individual temperature plots. The lines are fitted, using variable
time and fixed hop length parameters, according to the Chudley-Elliot Model for powders.
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transitions into the disordered phase, the broadening increases. A large jump is seen at
510K which is similar to the temperature at which diffuse scattering is seen to diminish.
The final two temperature graphs are again very similar suggesting there is only a small
increase in diffusion rate. Alternatively at the highest temperature, the diffusion may
be becoming too fast for the instrument and therefore merging with a background.
6.3 Diffusion rate
The change in the average residence time, τ , with temperature is determined from
the final graph of Figure 55. The progression of τ is important in revealing how quickly
the rate of diffusion is occurring. If the ions are spending less time on average in each
site then they must be diffusing quicker though the sample material. The rate at which
τ changes with temperature is linked to a parameter known as the activation energy,
Ea, which defines the energy barrier between stable sites. If Ea is known then τ(T ) can
be calculated using the following formula:
τ(T ) = τ0exp(
Ea
kbT
), (54)
where τ0 is a constant to which τ(T) converges as temperature increases. This equation
is used to fit the rate of increase in both the disordered stripe and disordered phase,
shown in Figure 56. The series of 5 points in the disordered phase allow a real fit to
be carried out however as there are only 2 point in the disordered stripe phase this is
not possible. Instead the errors in Ea and τ0 must be estimated based off of the scale
of the errors in τ(300 K) and τ(350 K).
In the disordered phase values are calculated for Ea as 84(5) meV and τ0 as 13(2) ps.
The red line of Figure 56 provides a good fit to the τ values and appears to be plateauing
which is predicted by the equation. In the disordered stripe phase Ea is calculated as
170(20) meV and τ0 as 0.7(1) ps. Consequently the Ea which is almost doubled leads to
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Figure 56: The values of τ fitted in the curves of Figure 55. The temperatures are divided
into the disordered stripe phase, blue, and the disordered phase, red, with each region fitted
by its own curve according to Eq. (54).
a much lower predicted plateau that is an order of magnitude faster. This is shown by
the much steeper blue line which predicts the rapid slowdown of hopping as the sample
approaches the ordered stripe phase.
The diffusion, at each temperature, is calculated based off of the hop length, l,
and the dimensionality of the available hops in the system, known as the coordination
number d, given by the equation:
D0 =
l2
2dτ0
. (55)
For a hexagonal planar system with diffusion consisting of short range hops the coor-
dination number is 3 which is multiplied by a factor of 2 for forward and backward
motions. D(T ) can then be calculated using a formula similar to Eq. (54). This
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means as the temperature increases the exponential goes to 1 and the the diffusion rate
plateaus at D0. The diffusion constant is 3.4(4)× 10−6 cm2 s−1 and 6.1× 10−5 cm2 s−1
in the disordered stripe and stripe phase respectively.
Figure 57: An Arrhenius diffusion plot of Na0.8CoO2 based off of the Chudley-Elliot fitted
Q dependence of the Lorentzian widths at each Temperature. The blue line is fitted in the
disordered stripe phase and the red line is fitted in the disordered phase.
An Arrhenius diffusion plot is used to display the diffusion rate as a function of
Temperature. The log of the diffusion rate is compared against an inverse temperature.
This produces a straight line for the diffusion rate where the activation energy does not
change. Figure 57 shows the linear relation of the diffusion rate in the disordered stripe,
blue, and the disordered phase, red. A clear change in gradient can be seen between
the two phases.
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6.4 Discussion
QENS measurements of Na0.8CoO2 have been carried out at a range of tempera-
tures, covering the three main phases, to investigate their respective levels of diffusion.
The onset of diffusion as the sample enters into the disordered stripe phase has been
confirmed by simple intensity analysis of the energy transfer profiles. The intensity of
the quasi-elastic region is observed to increase with the onset of the disordered stripe
phase. A later plateau is observed at high temperatures in the disordered phase. The
diffusion rate at 300 K has a value of 6.5(8)× 10−8 cm2 s−1 which is in close agreement
with the rates obtained using PITT measurements at concentrations of Na > 0.5, DPITTNa
= 1.2(5)× 10−7 cm2 s−1 [41]. For comparison, in Li > 0.5 in LixCoO2 the diffusion rates
are much lower at DPITTLi = 6.4× 10−12 cm2 s−1 [158]. This is more equivalent to the
diffusion coefficients extracted by the Na PITT experiment when the system is in a
constricting super structure.
More complex fitting of the QE behaviour, using the Chudley-Elliot formulation,
has shown similar behaviour with the development of large Lorentzian widths coincid-
ing with the phase transition to the disordered stripe phase. At higher temperatures
the fitted diffusion rate appears to level off. This behaviour of the diffusion rate in
the disordered phase is easily modelled by a straight line in the Arrhenius diffusion
plot, Figure 57. The Arrhenius dependence indicates that the dominant mechanism of
diffusion is unchanged throughout this phase. If a second mechanism became dominant
then it is expected that it would depend on a different activation energy resulting in a
deviation from the linear fit. A deviation is observed between the disordered stripe and
disordered phase suggesting the change in ordering results in a larger activation energy.
The level of ordering in the sample and the diffusion behaviour in each phase is
linked, with the reduction in the number of additional superstructure peaks as the
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sample enters the disordered stripe phase being interpreted as the loss of coherence
between tri-vacancies of different stripes [128], as Na ions are allowed to move perpen-
dicular to the stripes. The movement of ions around the tri-vacancies, resulting in their
translation along the stripes, has been observed in the MD simulations of Chapter 5.
The Na ions for the disordered stripe phase can roughly be divided into either a mobile
or static group dependent on their proximity to the tri-vacancy clusters. This lowers
the proportion of dynamic incoherent scattering ions. Given the energy costs of forming
a tri-vacancy structures [36], the increase in activation energy observed in comparison
to the disordered phase could be attributed to the effort necessary to disrupt the stripe
phase.
As the sample enters the disordered phase the stripe ordering completely breaks
down. Diffuse scattering has been observed up to temperatures of ∼500 K indicating
the continued presence of clustering. The disruption of the ordering indicates that all Na
ions can now be considered involved in the diffusion mechanism. The presence of clusters
allows the diffusion to continue to operate by the short Na1-Na2 hop mechanism. If
the clusters were to completely break down then hops would only occur via Na2-Na2
hops which have a larger activation energy.
QENS has been considered for many years as a probe for understanding the diffusion
mechanisms in battery materials, particularly for Li-ions [159]. It is only in recent years,
at similar times to the experiments described in this thesis, that the first successful
experiments have been carried out although these concern Li ions [160, 161]. The
experiment described in this Chapter goes beyond the cited work by analysing the Q
dependence at multiple temperatures to provide an activation energy that is directly
comparable to bulk and computational methods.
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7 Li0.29La0.56TiO3 Structure and Dynamics
Since the discovery of fast ionic conductivity in Li0.34La0.51TiO2.94 by Inamuga et
al. [162], interest into the compound and related structures has led to a vast amount of
research. The system is based on a simple perovskite unit cell with a shared site for the
La and Li ion, surrounded by TiO6 octahedra. The formula for the occupancies of Li
and La in the system is given as Li3xLa 2
3
−x 1
3
−2xTiO3, where  indicates the number
of vacancies. This formula preserves the number of outer shell electrons in the system,
as 3 Li+ ions balance a single La3+ ion. The high conductivity, initially explained by
the large amount of equivalent sites, was quickly replaced by explanations involving the
tilting of TiO6 octahedra [163].
The fast diffusion is also linked to the large free volumes that the Li ions have to
migrate through, caused by the comparatively large ionic radius of the La. The La
ions have an ionic radius of 1.032 A˚ while the radius of the Li ions is smaller at 0.76 A˚
[164]. Studies doping the La site with Sr, which has a larger ionic radius, found that
the ionic conductivity increased [165]. Similarly when the La site was exchanged for a
different lanthanide ion with a smaller ionic radius, the Li ion conductivity was observed
to decrease [166]. The Li-oxygen coordination number has also been investigated, and
comparisons of different Li3xLa 2
3
−x 1
3
−2xTiO3 structures show that the fastest diffu-
sion occurs when the Li ions are situated at the centre of the A site, sharing the site
occupancy with the La ions[20]. In this positions the Li ions are 12 fold coordinated,
whereas away in off center positions they only are 4 fold coordinated.
Ordering of the La ions was also investigated for its effect on the diffusion rate. It has
been proposed that ordering the La into alternating layers promotes the diffusion within
the layers while inhibiting the diffusion perpendicular to the layers. The relationship of
La ordering with Li diffusion is not linear [167, 168]. Instead high Li diffusion rates are a
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compromise between the proximity of vacancies, enhancing diffusion, and an increasing
activation energy due to constriction of the layer, inhibiting diffusion.
The idea of alternating La rich and La poor layers is supported by X-ray and neutron
powder diffraction which is commonly refined as a tetragonal cell with the symmetry
P4/mmm [169, 170, 171]. The tetragonal cell contains two full perovskite cells with
some distortion created by an imbalance in the occupancies of the La/Li site. An early
study by Fourquet et al. [172] linked the tetragonal distortion along the c axis to the
concentration of Li. Above x = 0.08, they observed that the tetragonal distortion of
the c lattice parameter diminishes so that the ratio of c/2a is close to 1, allowing the
formation of domains with a 90o orientation that preserve the anionic network.
In addition to the tetragonal cell, the literature also describes various cubic and
orthorhombic cells. The simplest system is cubic, containing only one perovskite cell
and therefore a completely random distribution of Li, La and vacancies. The system
was observed by Harada et al. [21] to occur for particular values of x and has also
been observed for samples that are quenched from high temperatures [167]. Quenching
achieves the simple cubic system as above 800oC the La ions are mobile and above
1200oC they are completely disordered for all values of x [173].
A larger orthorhombic system was proposed by Inaguma et al. for Li0.16La0.61TiO3.01
which contained a 2×2×2 arrangement of perovskite cells [174]. They carried out a
refinement on neutron diffraction data which showed additional peaks, some of which
were later confirmed to be very weak, but present, in their X-ray diffraction data.
They associated the structure with distortion and tilting of the TiO6 octahedra, which
restricted their choice of space group to Cmmm or Cm2m. The first of these has
higher symmetry and therefore was adopted for their study. They conclude that the
expansion of the cell along the three vectors is caused by tilting along the b axis,
alternatively arranged La along the c axis and Li in two equivalent off-centre positions.
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They further suggest that the ionic conduction occurs two dimensionally due to the
structural features.
The diffusion behaviour has been investigated using conductivity spectroscopy as
the frequency dependence of the technique allows the separation of the signal into dif-
fusion rates in the bulk, grain boundary and at the electrode surface [175]. Deviations
from a strict Arrhenius diffusion relation are observed over the temperature range of
150 K − 600 K which are attributed to different pathways becoming active with increas-
ing temperature. Observations are made that the tilting of the TiO6 is enhanced in the
ab plane in comparison to the c direction, allowing Li diffusion at lower temperatures.
Further study by the same group measured activation energies of 0.33, 0.33 and 0.34
eV for x values of 0.08, 0.1 and 0.12, respectively, in a low temperature regime up to
400K. It was expected that the energy corresponds to Li motions from cage to cage. At
higher temperatures the activation energies lowered to 0.19, 0.21, and 0.13 eV, which
is explained by a second frequency diffusion process becoming active [176].
To obtain an improved idea of the processes by which Li ions move around in the
sample and the extent to which the tilting of the O ions affects the process, it is
necessary to carry out computational simulations of the system. Mori et al. [177] have
modelled neutron powder diffraction data using Reverse Monte Carlo. They identify
three different types of Oxygen bottlenecks through which Li ions must pass to migrate
between perovskite cages. Using the bond valence sum approach the most numerous
type of bottleneck is determined to also be the most beneficial to diffusion.
Recently Molecular Dynamics simulations have provided a more in depth description
of Li diffusion. As well as predicting an optimal x value of 0.067, Chen and Du [178]
observed that when Li ions diffuse through the bottlenecks, the bottlenecks expand by
8-10%. The flexibility of the O ions to move from their nominal sites is clearly important
for the diffusion which may explain why certain pathways are thermally activated. A
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different MD study by Jay et al. [179] investigated the link between ordering of La into
layers and the conductivity. The optimal level of ordering involved a difference in La
concentration of 20% between the two layers. The migration of Li was observed to
occur as both isolated events and as concerted chains of motion of several ions.
7.1 X-ray Diffraction
Despite the extensive literature, no single crystal X-ray or neutron diffraction exper-
iments exist. The only diffraction experiment to use a single crystal was analysed as a
powder, emphasising the orthorhombic distortion [180]. A true single crystal diffraction
study provides additional information by separating the powder lines into distinctive
Bragg peaks in 3 dimensional reciprocal space. Their relative intensities can be mea-
sured to provide additional information about the level of symmetry in the system.
Efforts were made to grow Li0.29La0.56TiO3 in a single crystal form using a floating
zone furnace. The difficulty of the process meant that it was not possible to grow single
crystals with dimensions larger than ∼ 0.4 mm. Sample crystals were pre-screened to
check their quality, which involved looking for distinctive strong peaks and the absence
of additional peaks due to secondary crystallites. Three inequivalent crystal structures
were identified from the diffraction patterns; an orthorhombic system and a cubic sys-
tem made up of 2×2×2 simple cubic perovskite unit cells and a large tetragonal cell
with a Ruddlesden-Popper (RP) structure.
Diffraction data sets were measured at room temperature over a large volume in
reciprocal space, exceeding the minimum volume needed to observe the complete sym-
metric pattern. CrysalisPro software was used to identify the peaks throughout recip-
rocal space and index them according to their position and intensity. This information
is transferred to JANA2006 which refines the ionic positions to match the diffraction
7 Li0.29La0.56TiO3 Structure and Dynamics 151
Cell Size Peak Refinement Ion Positions
a / A˚ b / A˚ c / A˚ Symmetry Rint La Conc. R(all) ωR(all)
1×1×1 3.8784 - - P-43m 0.046 66.0 3.13 3.92
1×1×2 3.8754 - 7.7635 P4/mmm 0.039 66.3 4.47 5.00
2×2×2 7.7557 - - Pm-3m 0.064 57.6 12.75 8.07
2×2×2 7.7531 7.7517 7.7511 Cmmm 0.041 66.3 8.94 6.86
1×1×4 3.845 - 14.786 C2/m 0.243 - - -
1×1×7 3.8601 - 26.40 C2/m 0.359 - - -
Table 2: Refinement of LLT diffraction peaks according to different multiples of the simple
perovskite cell using CrysalisPro. The ionic positions and La concentrations of the top four
structures have also been refined using JANA2006.
pattern. A range of symmetries were tested for each system to ensure that the best fit
was found. The symmetry constrains the flexibility of the ionic coordinates that could
be refined in JANA2006. Less constraint is placed upon the atomic displacement pa-
rameters, ADP, which were allowed to vary anharmonically and the La site occupation
which was also allowed to vary.
7.1.1 Orthorhombic Cell Refinement
The hk0 plane of the orthorhombic system is shown in Figure 58. There are clear
peaks associated with the reciprocal lattice spacings of the simple perovskite unit cell,
shown by the grid. In addition there are peaks visible at the half and quarter positions
along the grid lines. This suggests the presence of a larger superstructure involving
multiple perovskite cells.
Different supercells are described as multiples of the simple perovskite cell as listed
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Figure 58: A diffraction pattern in the hk0 plane of the orthorombic cell of LLT.
in the first column of Table 2. Refinements of the lattice parameters and the optimal
symmetry are shown along with Rint values that provide a measure of the fit. The
first four rows have very good levels of Rint which is most likely caused by the strong
peaks associated with the simple perovskite. The high values for the 1×1×4 cell is
most likely caused by weak scattering at large Q values. The 1×1×7 cell was tested for
a later comparison with the large tetragonal cell. For the systems with low Rint values,
attempts were then made to refine the ionic positions.
Using JANA2006, the ions within the cells are refined to provide the best fit to the
indexed peaks. The symmetry of the system defines the ways in which ions can move
dependent on their Wyckoff position. In addition to this each ion will have its atomic
displacement parameters refined to determine how the ions move around their nominal
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sites. The concentration of the La ion is also refined, which is possible due to its
large X-ray scattering cross section. Across three of the structures, a La concentration
of approximately 66.2% is refined indicating a low Li content. Orthorhombic cells of
Li3xLa 2
3
−xTiO3 have been observed previously for low values of x [174]. It is not possible
to refine the Li concentration directly due to its low atomic number which gives a very
small scattering cross section. A token 29% occupancy has been fixed on the La sites
for all refinements; however this will be almost invisible next to its larger neighbour.
This value was used as it is the expected concentration given the synthesis parameters.
(a) Visualisation of
the ADPs of the
1×1×1 refinement.
(b) Visualisation of
the ADPs of the
1×1×2 refinement.
(c) Visualisation of
the ADPs of the
2×2×2 refinement.
Figure 59: The shape of the ADP parameters are shown centred on their refined positions.
The Ti and O are within octahedra with the the O coloured red. The La is coloured green.
The smaller 1×1×1 and 1×1×2 are replicated to have the same total volume as the 2×2×2
system. Each unit cell is outlined by a black lines.
JANA2006 only refines the ionic positions according to the peaks that have been
indexed for that unit cell, ignoring all other peaks. The 1×1×1 system has low R
values showing that the system is approximated quite well by the average structure of
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the perovskite cell. Although the refinements of the 1×1×2 and 2×2×2 systems have
higher R values, they capture a more in depth view of what is happening within the
system. Figure 59 shows the refined ionic positions and their ADPs for the 1×1×1,
1×1×2 and 2×2×2 system in their ac planes. In the 1×1×1 system the O ions ADPs
are flat plates in the plane of the La/Li ions, Figure 59a, while in the 2×2×2 system
the O ions has elongated ellipsoid ADPs which are angled towards lower occupancy La
sites, Figure 59c. The La ions in each system are shown by the green spheres. The low
occupation La sites have larger ADPs comparably with the higher occupation sites.
The ADPs of the 1×1×2 system, Figure 59b, show clear differences based on their
proximity to the different La occupation sites. The system shows high occupation at
the top and bottom and low occupation in the central La site. Although the general
shape is a flat plate for all O ions, similar to the 1×1×1 system, the flatness of the
plate is related to its position. A thick plate is observed between high occupation sites
while a negligibly thin plate is observed between the low occupation sites, which is why
it is represented as a square plate. The O ions between the layers are equivalent in size
to those of the 1×1×1.
The flat plate like structure of the ADPs in the 1×1×1 and 1×1×2 systems may
come about as a way of trying to model the directionality that is observed in the 2×2×2
system. The directionality is linked to the distortions of the perovskite cells and the
La concentrations. The O ions are drawn towards the high occupation La site in the
centre of Figure 59c. Comparing the different figures, it is clear that the ADPs of ions
in the 2×2×2 system must be averaged out into plates to attempt to describe all the
different directions at once, as is necessary in the 1×1×1 system. The R values of the
2×2×2 system may be worse as there is a greater number of parameters, but it may
give a better glimpse of the actual make-up of the system.
Comparisons of the cubic and the orthorhombic refinements of the 2×2×2 system
7 Li0.29La0.56TiO3 Structure and Dynamics 155
(a) Refinement of a Li0.29LayTiO3 cell us-
ing Pm-3m symmetry.
(b) Refinement of a Li0.29LayTiO3 cell us-
ing Cmmm symmetry.
Figure 60: Refined Ion positions and La concentration for the orthogonal LLT system. The
La ions are multi-coloured to make clear their symmetrical partnering while the O, red, and
Ti, blue, ions are encapsulated in octahedra.
show distortions of the TiO6 octahedra, Figure 60. The orthorhombic case has larger
distortions of over 0.1 A˚. In both systems, the Ti is distorted from its central position.
The cubic systems La occupation varies strongly between sites, with the central site
almost fully occupied while a low occupation is observed on the corner site and the
high symmetry face and edge sites have 66% occupancy. The orthorhombic refinement
shows the La mixes into layers of high occupancy, dark green and yellow, and low
occupancy, light green and pink, sites with occupancies of 78% and 55% respectively.
Due to the symmetry constraints and consequently the Wyckoff positions of the cubic
system it is not possible to have alternating layers of La which may explain why the R
values are higher.
7.1.2 Cubic Cell Refinement
The second system has a similar diffraction pattern to the first however the peaks
at the halfway position are diffuse in appearance suggesting a higher level of disorder.
The diffraction pattern of the {hk0} plane is shown in Figure 61 with clear strong peaks
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shown for the simple perovskite cell. The peaks were identified and indexed according
to the unit cells listed in Table 3.
Figure 61: A diffraction pattern in the hk0 plane of the cubic cell of LLT.
The refinements of the 1×1×1, the 1×1×2 and 2×2×2 cells give similar values of
Rint while the 1×1×4 cell gives a value an order of magnitude higher. The value for
c and 2a is consistently at ∼7.767 A˚ regardless of the symmetry. Only the 1×1×4
refinement shows significant deviations which may in part be the cause of its large
Rint value. The first four systems were transferred into JANA2006 to refine the ionic
structure. The concentration of the 2×2×2 cells are close to the expected value and
are also the only ones that are within the allowed range of 0.5<Lax <0.666 which is
determined by the amount of electrons.
In comparison to the last structure, the occupation of La is evenly spread across
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Cell Size Peak Refinement Ion Positions
a / A˚ b / A˚ c / A˚ Symmetry Rint La Conc. R(all) ωR(all)
1×1×1 3.8836 - - Pm-3m 0.041 75.7 2.85 3.64
1×1×2 3.8844 - 7.765 P4/mcc 0.036 43.7 5.58 7.09
2×2×2 7.7676 - - Fm-3m 0.049 54.4 8.95 9.98
2×2×2 7.7653 7.768 7.7677 Cmmm 0.034 56.5 10.27 9.90
1×1×4 3.900 - 14.552 P4/mmm 0.428 - - -
Table 3: Refinement of LLT diffraction peaks according to different multiples of the simple
perovskite cell using CrysalisPro. The ionic positions and La concentrations of the top four
structures have also been refined using JANA2006.
(a) Refinement of a Li0.29LayTiO3 cell us-
ing Pm-3m symmetry.
(b) Refinement of a Li0.29LayTiO3 cell us-
ing Cmmm symmetry.
Figure 62: Refined Ion positions and La concentration for the cubic LLT system. The La ions
are multi-coloured to make clear their symmetrical partnering while the O, red, and Ti, blue,
ions are encapsulated in octahedra.
all sites with no variations greater than 1%. Deviations from the predicted structure
are also low with the maximum O distortion in both cases being 0.007 A˚ away from
its nominal site. There is almost no difference between the Fm-3m and the Cmmm
systems except a slight drop in concentration between the two of 2.2%. In comparison
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to the refined 1×1×1 system there is a difference of 20% however the positioning of
ions is almost exactly the same. The difference between the 2×2×2 and 1×1×1 systems
occurs because they contain different lists of indexed peaks due to the size of the recip-
rocal lattice. The refinements differ in their representations of the atomic displacement
parameters, particularly the O ions which are flat circular plates for the 1×1×1 system
and spheres for the 2×2×2 systems. The scale of the ADPs for the La and Ti ions also
increase from the 1×1×1 to the 2×2×2 system. By not indexing smaller peaks, the
1×1×1 system fits a much simpler cell ignoring the disorder within the system.
The lack of refined distortions in the 2×2×2 systems could be explained by the
presence of a single tetragonal crystal with a 1×1×2 tetragonal cell with interlocked
90o domain boundaries. Evidence for such a system has been observed by electron
diffraction [181]. By having at least 3 domains of a 1×1×2 tetragonal structure the
diffraction pattern would resemble a 2×2×2 cubic system. The ADP parameters will
then adjust to mimic the distortions of the tetrahedra in the different domains. In
contrast the 1×1×1 refinement would not be able to mimic a two layer system as it
cannot predict peaks at halfway positions.
7.1.3 Ruddlesden-Popper Cell Refinement
The diffraction patterns from a large tetragonal cell are shown in Figure 63. The
{hk0} plane has regularly spaced peaks that correspond to the lattice spacing of the
simple perovskite unit cell, see Figure 63a, while in the {0kl} planes there are many
extra peaks which occur parallel to c*, however with a spacing ∼ 7 times smaller, see
Figure 63b. This suggests a larger supercell consisting of 1×1×7 simple perovskite cells.
Attempts were made to refine the diffraction pattern using the smaller 1×1×1 and
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(a) A diffraction pattern in the hk0 plane
of the tetragonal cell of LLT.
(b) A diffraction pattern in the 0kl plane
of the tetragonal cell of LLT.
Figure 63: Diffraction patterns in the two inequivalent planes of the RP cell of LLT.
1×1×2 unit cells however only the 1×1×7 cell produced a reasonable Rint value, Table
4. The proximity of the peaks to each other, in contrast to the system resolution and
mosaic spread, may be responsible for the slightly higher Rint value as some peaks are
almost overlapping. That the 1×1×1 provides a particularly poor fit shows the strength
of these 1×1×7 peaks which are comparable in some cases to the 1×1×1 peaks. A slight
increase in the a lattice parameters of the tetragonal cell is observed in comparison to
the orthorhombic cell. The c lattice parameter is refined to be equivalent to 6.8xa lattice
parameter. Refinements of the ionic positions carried out using a 1×1×7 arrangement
of simple perovskite cells produced poor fits, as is shown by the large R factors in 4.
An alternative ionic structure was proposed and refined by a collaborator [138]. The
refinement was based on the Ruddlesden-Popper structure which was first proposed for
the related Sr3Ti2O7 [182]. The systems contains alternating sets of perovskite cells. A
general formula is given for RP phases, written as An−1A′2BnX3n+1 where A,A
′, and B
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Cell Size Peak Refinement Ion Positions
a / A˚ b / A˚ c / A˚ Symmetry Rint La Conc. R(all) ωR(all)
1×1×1 3.856 - 3.904 P4/mmm 0.380 48.3 24.44 29.63
1×1×2 3.874 - 7.702 Pccm 0.207 51.5 19.00 25.03
1×1×7 3.838 - 26.343 P4/mmm 0.072 38.4 81.22 84.54
RP 3.862 - 26.343 I4/mmm 0.052 64.7 4.21 5.49
Table 4: Refinement of LLT diffraction peaks according to different multiples of the simple
perovskite cell using CrysalisPro. The ionic positions and La concentrations of the top four
structures have also been refined using JANA2006.
are cations, X is an anion and n is the number of octahedra in each set. Values for n
range from 1-3 for stoichiometric samples [183].
The refined RP cell is shown in Figure 64 while parameters are given in Table
4. Greatly improved R factors are achieved using the RP cell. The refined chemi-
cal formula is Li1.4La2Ti3O10 which, for comparison, reduces to a chemical formula of
Li0.47La0.67TiO3.3 [138]. In contrast to the earlier examined cells, this novel RP cell
separates out the Li and La onto distinct sites. The placement of the Li ions within the
planes separating the different sets of perovskites cells opens up interesting possibilities
for two-dimensional diffusion.
7.2 Calculations
To supplement the diffraction measurements, the arrangements of La and Li ions
in the 2×2×2 systems were investigated by calculating the geometry optimised ground
states of different starting arrangements of ions using CASTEP. The smaller 1×1×2
system was not studied as it would not be possible to reflect the Li and La concentrations
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Figure 64: Refined ion positions and La and Li concentrations for the RP LLT system [138].
The La ions are coloured dark green, the Li ions are pale green, while the O, red, and Ti,
blue, are encapsulated in octahedra.
using only one unit cell. Other groups have studied larger generic layered systems [179],
and it was felt that there was no point replicating their work.
7.2.1 Cubic Cell Ion Ordering
A fully occupied LaTiO3 cubic system containing a 2×2×2 arrangement of basic
perovskite cells was geometry optimised to create a template calculation with no site
specific biases. The system contained a total of 40 ions, including 8 La, 8 Ti and 24 O
ions. A PBE exchange correlation functional was used in combination with the LBFGS
method. A high plane wave basis cut-off of 800 eV was used to ensure the rigour of the
electron interactions and similarly high convergence tolerances were given for changes
in energy, force and position.
With eight La sites in the system it was decided to have 2 Li ions, 5 La ions and one
vacancy to achieve close to the nominal concentrations of Li0.29 and La0.56. A total of
24 arrangements were trialled; the arrangements were constructed based on two layers
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with a +6 charge in each layer. In the first layer there were 3 La ions and one vacancy
while in the second layer there were 2 Li ions and 2 La ions. The trial cells were then
individually geometry optimised and analysed to see how the energy of the system
depended on the initial and final ionic positions of the system.
A clear relationship is seen of lower ground state energies associated with large
distortions of the perovskite cells, Figure 65. The shape of the octahedra, in each
geometry optimised system, was analysed according to the scale of the bond lengths
and the angle of the bond with respect to the cubic system. For an ideal octahedron,
each O ion will line up with one axis of the cubic cell. Canting occurs as the directions
of the Ti-O bonds no longer line up with the lattice parameters of the cell.
Figure 65a shows the Ti-O bond lengths versus the ground state energy of each
optimised system. In all systems there is some form of distortion from the ideal system
resulting in the lengthening and shortening of different bonds. The lowest energies are
observed for systems with the widest range of Ti-O bond lengths indicating a large
distortion of the octahedra for those systems. Low energy differences, of a few 10’s
of meV, make it likely that all of these highly distorted systems can co-exist in the
real crystal structure which would explain the disorder observed in diffraction patterns.
Systems with low distortions have very large energy increases, of > 500 meV, shown in
Figure 65a which effectively rules them out as possible ground states.
The association of large distortions with low energy arrangements is further empha-
sised by Figure 65b which show the canting angle of the O ions away from their ideal
position. In the ideal case each Ti-O bond will be parallel to a lattice parameter of
the cubic cell. Whereas the Ti-O bond lengths inform about the size of the octahedra,
and distortions must be inferred from differences in bond lengths; the canting angle
measures any twisting or shifting of the Ti ion away from its central position. The
result is the same with large canting angles observed for the lowest energy systems,
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(a) The scale of the Ti-O bond lengths in comparison to the total ground state energy for
each geometry optimised LLT cubic system.
(b) Canting of the O ion away from the ideal octahedra positions displayed in comparison to
the total ground state energy for each geometry optimised LLT cubic system.
Figure 65: The profiles of the Ti-O octahedra are analysed in terms of their relative distortions
from the ideal octahedron. In each system there are 8 Ti ions surrounded by 6 O each leading
to multiple data points for each global system energy. Data points are coloured according to
their system.
while small angles are observed for high energy systems.
A visual comparison of the highest and lowest energy geometry optimised systems
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(a) The lowest energy arrangement stud-
ied of La and Li ions in the 2×2×2 cell.
(b) The highest energy arrangement stud-
ied of La and Li ions in the 2×2×2 cell.
Figure 66: A visual comparison of the lowest and highest energy geometry optimised systems.
The La ions are coloured dark green, the smaller Li ions are light green, and octahedra are
drawn around the Ti, blue, and O ions, red.
is shown in Figure 66. The octahedra clearly show a large amount of twisting in the
low energy case, while in the high energy case they are almost in their ideal positions.
The main difference between the high and low energy geometry optimised systems is
that in the low energy system the Li ions are neighbours and there is a fully occupied
La layer. The direction of the twisting of the octahedra appears to be towards the fully
occupied La layer in the centre, where there is a Li ion nearby, and away from the fully
occupied layer on the edges, where the neighbours are La ions. The neighbouring Li
ions cause this distortion to continue in the next octahedra forming a channel through
the structure. In the high energy system channels don’t form as the next ion after a Li
or a vacancy in any direction is always a La.
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7.3 QENS
The fast rate of Li ion diffusion in Li0.29La0.56TiO3 makes it an interesting candidate
to study using QENS. By studying the temperature dependence of the average residence
time between hoping motions, the diffusion rate in the bulk material is obtained. The
rate can be compared to other methods, such as conductivity spectroscopy [176], to
establish the connection between bulk electrochemical measurements and diffusion on
the atomic scale. The measurement will also look for the presence and scale of any
change in diffusion behaviour away from a strict Arrhenius increase. Changes from 2D
to 3D diffusion have been reported between 200 K and 400 K [20].
7.3.1 Experimental Setup
As there is some ambiguity about the temperature of a change in the diffusion
behaviour, it was decided to use as low a temperature as possible to measure the
resolution-limited function, to ensure there is no visible Lorentzian broadening. From
this base temperature of 10 K, measurements were made every 100 K up to 700 K.
Prior to any measurements the sample was heated to 400 K while the atmosphere was
pumped out as a precaution to remove any residual moisture in the cell.
A pulse tube top loading cryostat was used for the experiment to allow a large
temperature range from 10 K to 780 K, which covers a large portion of the dynamic
range of the sample without needing to switch to a furnace. The advantage is that the
background from the sample environment remains the same for all measurements. The
15 g powder sample was contained in a cylinder made of Niobium instead of Aluminium
as it has a higher melting point. It does have a slightly increased coherent scattering
cross section although the incoherent cross section is reduced, as shown in Table 5.
To improve the signal to noise ratio of the powder sample, an enriched isotope of Ti
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Isotope bcoh (fm) binc (fm) xscoh (barn) xsinc (barn) xsscat (barn) xsabs/ barn
Li -1.9 0.454 0.92 1.37 70.9
La 8.24 8.53 1.13 9.66 8.97
Ti -3.438 1.485 2.87 4.35 6.09
O 5.803 4.232 0.0008 4.232 0.00019
Nb 7.054 -0.139 6.253 0.0024 6.255 1.15
Al 3.449 0.256 1.495 0.0082 1.503 0.231
H -3.7390 1.7568 80.26 82.02 0.3326
Table 5: Relevant neutron scattering lengths and cross sections for LLT, as reported in [58].
The columns are, from left to right: bound coherent scattering length, bound incoherent
scattering length, bound coherent cross-section, bound incoherent cross-section, total bound
scattering cross section and absorption cross-section. The absorption cross-section is given
for neutrons at 2200 m/s.
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was used to lessen its incoherent scattering contribution. By changing to a 95% enriched
48Ti the incoherent scattering cross section dropped from 2.87 to 0.144 barns. Unfor-
tunately La has a significant incoherent cross section and was too expensive to enrich.
With a La cross section of 1.13 barns and a Li cross section of 0.92 barns, the propor-
tion of incoherent scattering from Li, from a sample composition of Li0.29La0.56TiO3, is
25.6% which is slightly larger than in the Na0.8CoO2 experiment.
Using OSIRIS’ diffractometer, the total scattering from the powder sample was
measured, Figure 67. It covered most of the Q range significant to the spectroscopy
detectors, but not the lowest Q values. The Bragg powder lines interfere with the
background and consequently the QENS signal and therefore these regions are usually
avoided. The diffraction data is shown in black with the fitted pattern shown by
open red circles. It is clear that above 2.2 A˚ there is a large concentration of peaks.
Spectroscopy measurements therefore used the PG(002) analyser as this has a Q range
from 0.18 to 1.8 A˚.
The fitting was carried out using the crystal structures of the background materials
Al and Nb, as well as the RP-phase LLT and the 1×1×2 LLT structures by Dan
Porter [138]. It was determined that the scattered proportions from each sample were
10.7%, 2.3%, 9.8%, and 77.2% for the Al, Nb, RP-phase and 1×1×2-phase structures,
respectively. The lack of a [110] peak in the 2×2×2 system, which is predicted at 1.15A˚,
indicates that the correct structure of the majority of the powder is the tetragonal
1×1×2 cell and not the 2×2×2 cell which accounts for no additional peaks in the
measurement.
Additionally, scattering from the container and the Aluminium heat shields is lim-
ited to high Q so will not be a factor if the PG(002) analyser is used. The distance of
the heat shields from the centre of the sample leads to a splitting of the peaks due to
differing path lengths of neutrons interacting with the front and back walls. This may
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Figure 67: Neutron powder diffraction pattern of the 15 g Li0.29La0.56TiO3 sample measured
using the OSIRIS diffractometer bank. The powder data (black) is fitted (red) using the
crystal structures of Al (blue), Nb (red ), the LLT RP-phase (green) and the LLT 1×1×2
phase (magenta) [138]. The difference between the powder and fitted patterns is shown by
the final blue line.
lead to the, sometimes large, differences observed between the experimental and fitted
patterns. Another cause could be the presence of small impurities, such as La2O3, that
occur during the growth process.
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7.3.2 Intensity Analysis
The reduction of the data is carried out in the same way as the Na0.8CoO2 exper-
iment using the MANTID software package. The energy transfer profiles of all the
temperature data sets are calculated from the time of events occurring at each detec-
tor. The data is reduced according to time and Q bins. For gross measurements of
the shape of the profiles large Q bins were used which effectively grouped 21 detectors
together. For later data analysis this is reduced to groups of two detectors to allow a Q
dependence to be resolved. The width of the time bins is fixed so that it is equivalent
to 4µeV. The data is normalised by a vanadium scan to account for detector efficiency.
Figure 68: Comparison of the energy lineshape of the 10 K resolution limited function and
a 500 K high temperature data set. The data is averaged in both cases over a range of Q
centred on 1.27 A˚−1.
A comparison of the energy transfer profiles of the base temperature, resolution
limited, 10 K data and a high temperature, dynamic, 500 K data set is shown in Figure
68. A clear drop in intensity is observed between the two measurements in the elastic
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peak. The change in peak shape between the low and high temperature measurements
leads to the relative increase in intensity in the wings of the profile. Further analysis
of the data at all temperatures is carried out by isolating elastic, quasi-elastic and
background regions and measuring their relative intensities.
Figure 69: The intensity of the elastic region of the energy lineshape for each temperature
data set measured with the LLT powder sample.
The intensity of the elastic region at each temperature is shown in Figure 69. At
low temperatures, beneath 300 K very little changes which indicate that the diffusion
at these temperatures is either too slow with respect to the resolution of the analyser
or is not thermally activated yet. From 300 K a steady decrease in the intensity is
observed with a total drop of 5% recorded between highest and lowest temperatures.
The relative counting times at each temperature can be inferred from the scale
of the error bars of Figure 69. Only 6 hours of experimental time were invested in
the measurements at 100 K and 200 K as the changes in profile were predicted to be
limited in comparison to the 10 K data set. At 10 K and initially at high temperatures,
measurements were undertaken for 12 hours as the whole experiment depended upon
a good approximation of the resolution limited function and the highest diffusion rates
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were expected at higher temperatures. Extra measurements were carried out at 500 K
to improve the errors in this data set. At 300 K and 400 K the measurements ran for
6 hours as it was considered less important to measure here. At 780 K, a reduced data
set of 6 hours was also recorded due to a lack of experiment time.
Figure 70: The intensity of the background region of the energy lineshape for each temperature
data set measured with the LLT powder sample.
The background level increases by a factor of 4 between 10 K and 780 K, although
the absolute level is pretty small in comparison to the intensity in the QE wings and
at the peak. At 780 K where the ratio of the maximum elastic intensity over the
background intensity is smallest, the maximum elastic intensity is still 1000x larger.
Nevertheless the background level has been subtracted from the QENS region so that
it does not bias the temperature progression.
With the background subtracted almost no intensity changes in the quasi-elastic
region are observed until 300 K, Figure 71. At this temperature a large step increase
is observed which then continues up until 600 K. A slight increase in the intensity is
observed for the 700 K and 680 K measurements however the change is well within
the errorbars. This could suggests a limit to the diffusion rate or the experimental
7 Li0.29La0.56TiO3 Structure and Dynamics 172
Figure 71: The quasi-elastic intensity of the energy lineshape for each temperature data set
measured with the LLT powder sample. It has been fitted with a sigmoid function to help
visualise the progression with temperature.
equipment and its ability to measure QENS. Returning to the background measurement,
it appears that a small step increase in intensity is observed at 700 K which could
indicate that the quasi elastic intensity has flattened into the background.
7.3.3 Q Dependence
As with the Na0.8CoO2 sample, the low level of broadening requires certain parame-
ters to be fixed. In this case the hop length has been fixed at 3.875 A˚which corresponds
to the distance between the different Li/La sites. The ratio of static to dynamic inco-
herent scattering has also been fixed at 25.6%, determined by the respective ratio of Li
to La in the system.
Unfortunately phonon scattering occurring close to the Q positions of the Bragg
lines has added an unwanted background, as shown in Figure 72. The additional in-
tensity at non zero energy transfer makes it difficult to measure the resolution as there
is no longer a regular shape that can simply be scaled to fit any higher temperature
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Figure 72: A colour map of the neutron scattering flux in terms of detector and energy
transfer for the 10K dataset. At high Q there are phonons observed which create an additional
background signal. Blue indicates a low intensity while red indicates a high intensity. The
detectors are evenly spaced from 11o to 148o which corresponds to a Q range of 0.18-1.8A˚−1.
non-dynamic system. This hinders the fitting of quasi-elastic broadening at higher tem-
peratures as the convolution can no longer be carried out without separately modelling
and subtracting the phonon scattering. For this reason, the detectors above 1.4 A˚ have
been ignored. The first three detectors have also been ignored as there is considerable
scattering from the straight through beam.
The fit of each energy lineshape consisted of three parts; a background level, a
static resolution function modelled on the 10 K data set and a dynamic Quasi-Elastic
function consisting of a Lorentzian convolved with the resolution function. The width of
the Lorentzian and the background level were allowed to vary at each detector grouping.
The detectors were paired and the data rebinned into 4 µeV sections over a total range
of ± 0.5 meV.
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Figure 73: The Lorentzian fitting of the quasi-elastic broadening at each Q value is shown for
each temperature data set. The fitted widths are shown by blue markers with the Q position
then modelled by a line according to the Chudley-Elliot model. The fitted lines are compared
in the final graph with the colour of the line matching the respective temperature.
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The fitted Lorentzian widths of each detector grouping are shown in separate graphs
for all temperatures in Figure 73. At 200 K the system appears to be almost static. In
comparison to the 10 K measurement, the level of broadening of any Q position is no
greater than one standard deviation of the Lorentzian widths fit. At 300 K increases in
some of the Lorentzian widths are observed, with the errors small enough to separate
them from the 0 value. At higher temperatures, the scale of the Lorentzian fit increases
further although it is in some ways erratic. From 500 K, there is greater stability in
the fitting making it easier to visually see a progression with Q.
An apparent early increase in width is observed for the first three data points shown.
If the Lorentzian width were to peak twice over this short Q range, it would correspond
to a hop of ∼ 9 A˚ which is clearly unfeasible given the perovskite structure. Despite
this there is a clear consistent increase in the level of quasi-elastic broadening with
temperature, as shown by the HWHM comparison. The progression of the broadening
with Q is modelled using the Chudley-Elliot model. This allows the fitting of a time
parameter at each temperature, indicating the average residence time of Li ions in one
site between hops.
7.3.4 Diffusion Rate
The average residence times are plotted as a function of temperature in Figure 74.
A clear exponential decay is observed with measured mean residence times of the order
of hundreds of picoseconds. The exception is at low temperature as the mean residence
time at 200 K is an order of magnitude higher. The time parameters are converted to
the Arrhenius diffusion rate to allow easier comparison with other methods.
Calculating the Arrhenius diffusion requires converting from the mean residence
time to a diffusion rate by making use of the hop distance which was fixed at 3.875 A˚.
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Figure 74: The average site residence times of Li ions between hops for temperatures from
300 K.
Considering the layered structure inferred from the diffraction pattern, the diffusion
is expected to be two dimensional. A logarithm of the diffusion rates versus one over
temperature is plotted, Figure 75, and a straight line is fitted to establish an activation
energy and a diffusion constant. The diffusion constant and the activation energy can
be used to calculate the diffusion rate at any temperature.
Over the range from 200 K to 780 K a straight line, red, has been fitted with a
diffusion constant of 1.7(2)× 10−6 cm2 s−1 and an activation energy of 49(3) meV. This
gives a Li diffusion rate at room temperature of 2.6(4)× 10−7 cm2 s−1. Although no
clear diversion from the Arrhenius diffusion is visible in this graph it may be that the
resolution of the instrument is not great enough to determine the change given the
size of the error bars. At high temperatures it does appear that the experimental data
points plateau.
It has been suggested by Bohnke et al. [163] that non-Arrhenius measurements of
LLT can be explained by modelling using a Vogel-Tamman-Fulcher type relationship.
They state that VTF behaviour accounts for a thermally assisted mechanism of con-
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Figure 75: The Arrhenius diffusion rate calculated for LLT from 200K to 780K. The red
line fits an Arrhenius dependence while the blue line is a fit using a Vogel-Tamman-Fulcher
type relationship. The experimental conductivity measurements of Bohnke et al. [163] has
also been added as green crosses with a line marking a temperature dependence according to
the VTF formula. Diffusion rates from MD simulations by Jay et al. [179] at four different
temperatures are shown as black crosses.
duction dependent upon the opening and closing of bottlenecks between the O of the
octahedra. The calculation of the diffusion rate is changed by inserting a temperature
offset, T0 so that Eq. (8) becomes:
D(T ) = D0exp
( −E ′a
kb(T − T0)
)
, (56)
where T0 marks the temperature at which the VTF behaviour becomes apparent and
E ′a is a pseudo-activation energy. Their experimental conductivity measurements, of
a Li0.21La0.60TiO3 sample, have been converted to diffusion coefficients and added to
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Figure 75. The VTF line uses an activation energy of 75 meV and a temperature offset
of 210 K. This is consistent with other experiments which show changes in diffusion
behaviour between 200 K and 400 K [20].
To relate the ensemble transport mechanisms, given by the ionic conductivity, with
the motions of individual ions, given by diffusion rates, it is necessary to use the Nernst-
Einstein equation, discussed in Section 1.2.4:
σ
D
=
nq2
kbT
fNE, (57)
where n is the number density of ionic charge carriers, q is their charge and fNE is
the Nernst-Einstein factor which deviates from unity when ionic motion is correlated
[52]. The difference in Li and La concentration in these experiments makes a rigorous
comparison difficult. For the purpose of converting the measurement of Bohnke et al.
[163] to a diffusion rate, a factor of fNE = 1 was used. Implicitly, this assumes that the
motions in the Bohnke system are highly correlated. This would therefore be expected
to underestimate the diffusion coefficient as there will be some level of uncorrelated
motion which is not detected in conductivity experiments.
Only at values around 400 K is a reasonable level of agreement observed between
the QENS diffusion rates and the converted rates of Bohnke. At higher tempera-
tures an order of magnitude difference is observed while at lower temperatures the two
measurements diverge rapidly. In silver iodide, Morgan and Madden [52] observe for
stoichiometric systems that fNE decreases exponentially from high temperature values
where it is close to 1. The Nernst-Einstein factor heads to zero in structures where
short closed chains of hops occur. The discrepancy occurs because although diffusion
events occur, there is no long range ionic movement.
In the Li0.29La0.56TiO3 the availability of channels with temperature may effectively
shift the diffusion of ions from a closed to an open chain system. Evidence of non-
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Arrhenius behaviour associated with the opening of new channels at elevated temper-
atures has been reported previously [175]. This is not inconsistent with the behaviour
that the VTF formalism attempts to model.
7.4 Discussion
The structure and diffusion mechanisms of Li0.29La0.56TiO3 have been investigated
through diffraction, simulation and QENS measurements. The structures of several
diffraction patterns have been investigated and compared to the literature.
A novel tetragonal structure has been examined and corresponds to a RP perovskite-
like unit cell. The RP system refines to have an interesting structure with clear planes
for two-dimensional diffusion of Li. The concentrations of Li and La are higher than
expected, compared to the optimal growth concentration of Li0.29La0.56TiO3. However,
the separation into distinct Li and La sites means that there are more vacancies available
for Li diffusion.
The other structures observed from X-ray scattering have coincided with 2×2×2
arrangement of pervoskite cells. Previous literature has observed the phenomenon of
domains interlocked at 90o in the previously reported 1×1×2 system. The single crystal
diffraction pattern would not be able to easily distinguish between these scenarios.
Refinements of the ionic positions and also simulations of the structure have favoured
a layered structure of La ions. The lowest energy simulations have completely filled La
layers and then layers with Li and vacancies and one La ion. Several arrangements of
the lower layer have similar energies suggesting that they can coexist together. Long
range diffusive motions are also more likely if there is only a small energy difference
between the different perovskite cells as then all hops are similarly likely.
The powder sample was specially synthesised for the QENS measurement using a
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95% isotopically pure form of 48Ti, increasing the relative contribution of incoherent
scattering from Li. A layered 1×1×2 system was identified as being the dominant
structure although contamination from RP crystallites was also observed.
Using a fixed hop length, determined by the distance between Li/La sites, a dif-
fusion constant of 1.7(2)× 10−6 cm2 s−1 and an activation energy of 49(3) meV were
calculated. In comparison to literature the activation energy is around a third lower
than reported previously [162, 179]. Lower activation energies have been calculated
by Bohnke et al. [163] and Ivanov-Schitz et al. [22] when they used a Vogel-Tamman-
Fulcher type relationship which accounts for a thermally activated diffusion mechanism.
This VTF relationship is disputed by Rivera et al. [184] who state the diffusion coeffi-
cients predicted do not correctly model their low temperature measurements.
At room temperatures, using a Nernst-Einstein factor of 1, the conductivity derived
from the QENS diffusion rate is 3.0(3)× 10−3 S cm−1 which is an equivalent order of
magnitude to rates observed experimentally using electrochemical methods [162, 185,
177]. Further agreement is seen when comparing to computational studies. A MD
study by Katsumata et al. [186] of Li0.2La0.6TiO3 using a partially ionic model to
describe interactions, predicted a diffusion rate of ∼ 10−7 cm2 s−1 at 500K. Later studies
by the same group calculated that Li diffusion gets as high as 1.11× 10−6 cm2 s−1 at
temperatures up to 1000K [187].
Conductivities have been presented by Jay et al. for high temperatures between
600K and 1000K [179], presented in Figure 75. They calculated values between 10−1 S cm−1
and 10−3 S cm−1 dependent on the structure and La layering. They observe an increase
in conductivity between randomly layered and alternating rich-poor layered structures
which is an order of magnitude larger when combined with special potentials. This
further adds to the consensus that layering is important in enhancing the diffusion rate
and conductivities.
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The difference in the activation energy between the QENS measurement and other
bulk measurements could be caused by the limited temperature baseline of this experi-
ment. Although measurements were made over a wide range of temperatures, beneath
300K the low levels of QE broadening meant that the fitted Lorentzian widths had
error bars that were overlapping the zero line. An effective estimate of the activation
energy requires a large temperature baseline and although the fit is very good at high
temperature, that only comprises a small range. The reported onset of a second dif-
fusion rate may also confuse matters. A change in diffusion behaviour, caused by the
thermal activation of new channels, would alter the observed QE broadening away from
the Arrhenius fit.
In comparison to the Na0.8CoO2 experiment the diffusion rate is slightly faster
despite a longer average residence time. For comparison the experimentally deter-
mined residence time at 500K for Li0.29La0.56TiO3 is 430(50) ps while for Na0.8CoO2
it is 93(6) ps. The faster diffusion rate comes from the longer hop length in the
Li0.29La0.56TiO3 which is controlled by the perovskite structure. The channelling of
ions between different pervoskite cells enhances the diffusion rate making this structure
an interesting fast ionic conductor.
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8 Conclusions and Future Outlook
The experiments in this thesis aimed to understand diffusion within certain crys-
talline materials, to advance the development of battery technology by identifying
favourable processes for the next generation of materials. The cathode material NaxCoO2
and solid-state electrolyte Li3xLa2/3−xTiO3 are ideal candidate materials for study.
The similarity of NaxCoO2 to the market dominating LixCoO2 coupled to its inter-
esting range of concentration and temperature dependent superstructures provided an
opportunity to examine the relation of ionic diffusion with the short and long range
ordering of Na ions.
QENS measurements allowed the diffusion rate of Na ion in Na0.8CoO2 to be ex-
perimentally determined over a temperature range encompassing all three phases of
the composition. The diffusion behaviour is interpreted based upon the fitted activa-
tion energies and mean residence time for hopping processes. NMR experiments [129]
have shown that the Na ions are super-ionic above 280 K, which corresponds to the
sodium reordering phase change from the low temperature ordered stripe phase to the
medium temperature disordered stripe phase [128]. No significant changes to the en-
ergy lineshape were observed within the temperature range of the ordered stripe phase,
suggesting that there is no super-ionic motion of Na ions, in agreement with the NMR
measurements. Above the transition into the disordered phase the energy lineshape
changes in a manner consistent with the presence of quasi-elastic energy broadening,
indicative of translational ionic hop motions.
Reverse Monte Carlo simulations of X-ray scattering patterns of Na0.8CoO2 in the
low temperature phase have resolved repeating stripes of tri-vacancy clusters. Coher-
ence between tri-vacancies in different stripes is lost in the disordered stripe phase.
We have shown in MD simulations that tri-vacancy clusters are able to translate along
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stripes via a series of Na1 to Na2 site hops, even when there is an ideal superstructure.
These results are consistent with the Fourier difference maps from powder neutron
diffraction data, which suggest hops in one dimension [131]. The MD show that for the
precise stoichiometry x=0.8 a significant proportion of hop motions do not contribute
towards long range diffusion. PITT measurements, by Shu and Chou [41], over a range
of Na concentrations have shown that at the precise concentrations corresponding to
particular superstructures there are large reductions in the diffusion rates. Fully or-
dered structures are detrimental to the bulk diffusion rate, promoting ionic motions
in closed loops. Non-stoichiometric Na0.8CoO2 systems have been studied using MD
simulations by introducing additional vacancies. If the vacancies are in the vicinity of
the stripes, this leads to a large increase in diffusive motions parallel to the stripe. The
diffusion rate at T = 300 K determined via QENS has a value of 6.5(8)× 10−8 cm2 s−1,
which is reasonably consistent with the bulk diffusion rate for x > 0.5 determined using
PITT measurements of DPITTNa = 1.2(5)× 10−7 cm2 s−1 [41].
The role of clusters to enhance the diffusion rate has also been studied by MD sim-
ulations in the disordered phase. Two separate simulations were created with clusters
in one and isolated vacancies in the other. The simulations ran for the same time, and
only in the system with clusters were significant numbers of hopping events seen. In
the isolated vacancy system only the longer distance Na2-Na2 hop is available. TSS of
candidate hops have shown that the activation energy for isolated vacancies is a 4-fold
increase in comparison to the shorter Na2-Na1 hop. At least in the temperature range
of the QENS experiment, the longer range Na2-Na2 mechanism does not play a signif-
icant role, and instead the diffusion occurs by the shorter hops. Our MD simulations
show how short-range ordering of multi-vacancy clusters facilitate the hopping of ions
between Na1 and Na2 sites. The presence of interconnected pathways could lead to
bulk diffusion via this mechanism. Additional evidence for glassy mixtures of multi-
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vacancy clusters comes from Monte Carlo simulations of X-ray scattering patterns in
the disordered phase. Diffuse scattering is observed between Bragg reflections, which is
modelled by clustered arrangements of Na1 and Na2 ions with no long range ordering.
Even at high temperature, when the diffuse scattering weakens, no change in behaviour
is observed in the Arrhenius dependence of the QENS.
In the Li3xLa2/3−xTiO3 system, superstructures have been measured using single
crystal X-ray diffraction. Three systems were identified, two of which had strong simi-
larities to those mentioned in the wider literature [20]. The new structure consisted of a
tetragonal cell with a Ruddlesden-Popper structure. Refinements of the diffraction pat-
terns in all cases determined partial occupancies of La and Li on their shared site. The
X-ray refinements showed TiO6 octahedra which were distorted away from La ions. A
consequence of the distortions is the widening of bottlenecks between octahedra, which
have been determined to improve the Li diffusion by lowering the activation energy
[175, 176]. The Ruddlesden-Popper structure opens up the possibility for new diffusion
pathways which should be investigated further using experimental and computational
techniques.
The commercial role of Li3xLa2/3−xTiO3 as a solid electrolyte requires a fast dif-
fusion rate of Li. QENS measurements were carried out to compliment the existing
electrochemical and computational studies in the literature. The QENS data were con-
sistent with the hopping distance predicted in MD simulations. An Arrhenius fit to the
diffusion rates determined by QENS provided a good approximation to the observed
rates over the temperature range from 200 K - 780 K. A slight curvature to the tem-
perature dependence was observed, Figure 75, which prompted a second fitting using
a Vogel-Tamman-Fulcher type relationship. The fit tries to model the relaxation of
bottlenecks with temperature, which enhances Li diffusion. If certain bottlenecks are
thermally activated then this might result in a change from closed to open chains of
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hops. Bulk conductivity and atomic scale diffusion measurements are only equivalent
when ionic motion is strongly correlated leading to long open hop chains. In short
closed chains, hops in a direction restoring the initial state result in net diffusion ∼
0. A Nernst-Einstein factor is a convenient way to relate the degree of the correlation
between hops, where a factor 6= 1 indicates that the mass and charge transport rates
are inequivalent. At 300 K the QENS diffusion rate is larger than the corresponding
conductivity measurement when a factor of 1 is used. The limiting of the diffusion to
a two dimensional plane between La rich layers could limit the length of hop chains.
The measured residence time of 1.0(2)× 10−9 s, at 300K, is on the very edge of the
QENS instrument’s capability. Processes are only visible if their frequency is of an
equivalent magnitude to the thermal distribution of neutron velocities. New instru-
ments with improved resolutions will allow the measurement of QE signals particularly
at the onset of the diffusional processes where the broadening will always be low. Ideally
this will be combined with large Q ranges improving the baseline of any dependence.
An existing instrument that has only recently achieved its full potential is the direct
geometry cold neutron spectrometer LET at ISIS [188]. A large position sensitive detec-
tor bank is combined with a multi-chopper system, crucially allowing the simultaneous
measurement of scattering from multiple distinct incident energy pulses. This allows
the simultaneous study of diffusional processes with different residence timescales. An
alternative design is the upcoming indirect geometry instrument CAMEA, at SINQ,
that similarly attempts to separate out different energy pulses but in this case does it
by a series of analyser banks [189]. When combining QENS and bulk measurements,
slight differences in synthesis methods can easily cause variations in the quality of sam-
ples resulting in unreliable comparisons. In situ methods combining conventional bulk
with neutron scattering techniques allow the same sample to be measured under the
same test conditions. This would allow accurate determination of correlation factors.
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The QENS experiments and simulations of this thesis examine the diffusion mech-
anisms in prototypical battery materials from a variety of perspectives. The materials
were chosen for their promising characteristics and the interest shown in them by the
wider community. The QENS techniques can be applied widely to Li and Na-ion sys-
tems since both diffusing species have significant incoherent scattering cross sections.
Careful selection of isotopes to avoid spin or isotope incoherence in the other ions is nec-
essary to ensure favourable signal-to-noise ratios, but with advances in instrumentation
more challenging systems with smaller samples or slower diffusion can be studied. Con-
tinual improvements in computational resources and modelling theory also increase the
complexity of the systems that can be studied. Next steps for this research involve the
substitution of the La site of Li3xLa2/3−xTiO3 with different lanthanides. New QENS
experiments should look for connections between diffusion rate and composition, and
ideally be able to relate this to the increase in hop length and size of bottlenecks. In
the Na0.8CoO2 system, the availability of short hops was clearly favourable for diffusive
motions due to the reduced activation barrier. Limitations at low temperature occurred
due to the formation of superstructures. Research should be directed towards materials
with the P2 structure but not the Na+ ordering. A disordered P2 Na-TMO is created
by choosing a combination of transition metal ions with very similar ionic radii but
substantially different redox potentials versus Na. For example, P2-Na0.6Cr0.6Ti0.4O2
which was found to be completely disordered at any Na concentration and displayed
excellent cycle performance [190]. Using isotopically pure 52Cr and 48Ti this compound
would be an excellent candidate for a QENS experiment.
Further in the future, research needs to be directed towards completely novel sys-
tems. High throughput computational screening has allowed, amongst others, the rapid
analysis of potential Li-ion cathode[191] and anode materials[192]. The most promising
of the predicted systems can be selected for neutron studies to identify interesting and
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useful dynamic behaviour. In addition to Li and Na, other alkali metals such as K, Mg
and Al are being investigated, with the advantage of better sustainable chemistries[193].
The techniques used in this thesis are ideal to investigate how the dynamics in structures
change for different dynamic ions.
The techniques used are also applicable to research beyond conventional battery
materials. One promising avenue for improving the characteristics of battery materials
is the use of nanomaterials. For example, research on Li-ion batteries has used nano-
composites and nanometre-thick coatings to optimise ionic and electronic conduction
pathways, and block undesired irreversible side reactions[194]. QENS studies of the
optimised systems may lead to the greater understanding of the ionic pathways, and
inform on how to further improve the nano-structured materials. Another promising
avenue is flow-battery technologies which are characterised by the spatial separation of
the electrolyte and the electrode; where the redox reaction usually occurs on the elec-
trode surface and, therefore, does not rely on intercalation mechanisms which can lead
to damage of the internal structure[195]. Although QENS has been applied in this the-
sis to study the diffusion of ions in intercalation materials; it can potentially be applied
to a wide range of research, and is not restricted to solid structures. Understanding
the diffusion of ions through the aqueous solution of the flow-battery and at the surface
of the electrode could result in the improved stability. Furthermore, coupling studies
of the ion dynamics with computational studies may help flow-battery technologies to
achieve their potential.
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