Introduction
An n-by-n (n ≥ 3) weighted shift matrix A is one of the form In Section 2, we give necessary and sufficient conditions for two n-by-n weighted shift matrices A and B with weights a 1 , . . . , a n and b 1 , . . . , b n , respectively, to be unitarily equivalent. More specifically, it is shown that if A has at most two zero weights, then B is unitarily equivalent to A if and only if, for some fixed k, 1 ≤ k ≤ n, |b j | = |a k+j | (a n+j ≡ a j ) for all 1 ≤ j ≤ n, and a 1 · · · a n = b 1 · · · b n . In Section 3 below, we solve the problem when a weighted shift matrix is reducible, that is, when it is unitarily equivalent to the direct sum of two other matrices. We obtain a complete characterization of reducibility in terms of the weights. It roughly says that a weighted shift matrix is reducible when it has at least two zero weights or its weights are periodic. We take up the numerical ranges of weighted shift matrices in Section 4. We have known that the numerical range of an n-by-n matrix A is completely determined by its Kippenhahn polynomial p A (x, y, z) = det(xRe A + yIm A + zI n ),
where Re A = (A+A * )/2 and Im A = (A−A * )/(2i) are the real and the imaginary part of A, respectively, and I n denotes the n-by-n identity matrix (cf. [3, Theorem 10] ). We
give an explicit expansion of p A (x, y, z) in terms of the weights of an n-by-n weighted shift matrix A. Finally, let A and B be n-by-n weighted shift matrices with weights a 1 , . . . , a n and b 1 , . . . , b n , respectively, we give necessary and sufficient conditions for A and B to have the same numerical range. More specifically, it is shown that the following statements are equivalent: (a) W (A) = W (B); (b) p A (x, y, z) = p B (x, y, z);
(c) a 1 · · · a n = b 1 · · · b n and S r (|a 1 | 2 , . . . , |a n | 2 ) = S r (|b 1 | 2 , . . . , |b n | 2 ) for all 1 ≤ r ≤ ⌊n/2⌋, where S r 's are the circularly symmetric functions (see [7, P. 496 ]) for more details).
For any nonzero complex number z = x + iy (x and y real), arg z is the angle θ, 0 ≤ θ < 2π, from the positive x-axis to the vector (x, y). For an n-by-n matrix A, let A * denote its adjoint and σ(A) its spectrum. Throughout this paper, if a 1 , . . . , a n are the weights of an n-by-n weighted shift matrix, we always assume that a n+j ≡ a j and a j−n ≡ a j for all 1 ≤ j ≤ n.
Unitary equivalence
In [6] , the authors gave sufficient conditions for unitary equivalence of two n-by-n weighted shift matrices (cf. [6, Lemma 2] ). For the convenience of the reader we repeat this result without proofs, thus making our exposition self-contained.
Lemma 2.1. [6] Let A and B be n-by-n weighted shift matrices with weights a 1 , . . . , a n and b 1 , . . . , b n , respectively.
(a) If, for some fixed k, 1 ≤ k ≤ n, b j = a k+j (a n+j ≡ a j ) for all j, then A is unitarily equivalent to B.
(b) If |a j | = |b j | for all j, then A is unitarily equivalent to e iψ k B, where ψ k = (2kπ + n j=1 (arg a j − arg b j ))/n for 0 ≤ k < n.
Let A and B be n-by-n weighted shift matrices with weights a 1 , . . . , a n and b 1 , . . . , b n , respectively. It is natural to ask whether the converse of Lemma 2.1 (a) is true. In this section, we give the affirmative answer and show that if A has at most two zero weights, then A is unitarily equivalent to B if and only if, for some fixed k,
for all j, and a 1 · · · a n = b 1 · · · b n . We first give necessary conditions for unitary equivalence of two n-by-n weighted shift matrices in the next proposition.
Proposition 2.2. Let A and B be n-by-n weighted shift matrices with weights a 1 , . . . , a n and b 1 , . . . , b n , respectively. If A is unitarily equivalent to B, then the following statements hold.
Proof. (a) A simple computation shows that AA * = diag (|a 1 | 2 , . . . , |a n | 2 ) and
. Thus the singular values of A (resp., B) are |a 1 |, . . . , |a n | (resp., |b 1 |, . . . , |b n | ). Since A is unitarily equivalent to B, A and B have the same singular values, hence {|a 1 |, |a 2 |, . . . , |a n |} = {|b 1 |, |b 2 |, . . . , |b n |} (counting multiplicities) as desired.
(b) An easy computation shows that det A = (−1) n+1 a 1 · · · a n and det B =
(c) From Lemma 2.1 (a), we may assume that l = 1. By assumption, there exists an n-by-n unitary matrix
Since U is unitary, then the first row of U must have a nonzero entry, that is, u 1k = 0 for some k, 1 ≤ k ≤ n. Now, we consider the (1, k)-entry of (A j A j * )U and U(B j B j * ), respectively. Note
for all j. For j = 1, since u 1k = 0, we deduce that |a 1 | = |b k | from Equation (1). For j = 2, since u 1k = 0 and |b k | = |a 1 | = 0, by Equation (1), we infer that |a 2 | = |b k+1 |.
Repeating this argument gives us |a t | = |b (k−1)+t | for t = 1, 2, . . . , m + 1. On the other hand, since
and (
The following theorem is our main result in this section.
Theorem 2.3. Let A and B be n-by-n weighted shift matrices with weights a 1 , . . . , a n and b 1 , . . . , b n , respectively. Suppose that A has at most two zero weights.
Then A is unitarily equivalent to B if and only if a 1 · · · a n = b 1 · · · b n and, for some
Proof. The sufficiency is a consequence of Lemma 2.1 (a) and (b), we only need prove the necessity. Clearly, we have a 1 · · · a n = b 1 · · · b n from Proposition 2.2 (b). If all a j 's are nonzero, that is, a 1 · · · a n = 0, our assertion follows from Proposition 2.2 (c). If A has exactly one zero weight, by Lemma 2.1 (a), we may assume a n = 0 and a 1 · · · a n−1 = 0. By Proposition 2.2 (c), we have |a j | = |b k+j | for all 1 ≤ j ≤ n, for some fixed k, 1 ≤ k ≤ n and we are done. Now, if A has exactly two zero weights, by Lemma 2.1 (a), we may assume that a 1 · · · a m−1 = 0, a m+1 · · · a n−1 = 0 and a m = a n = 0 for some m, 1 < m < n.
Since a 1 · · · a m−1 = 0, Proposition 2.2 (c) implies that, for some fixed k, 1 ≤ k ≤ n, Moreover, we have |b Consequently, we have actually proved that a n/2 = a n = b
On the other hand, since b ′ j = 0 for all j = (n/2) + 1, . . . , n − 1, Proposition 2.2 (c) yields that there exists a fixed t, 1 ≤ t ≤ n, such that |b
But the zero weights of A are exactly a n/2 and a n , we infer that either t = n or t = n/2. If t = n then |b ′ j | = |a n+j | = |a j | for j = n/2, . . . , n, as asserted. For the latter case, t = n/2 implies that |b ′ j | = |a (n/2)+j | = |a j | for j = n/2, . . . , n. This completes the proof.
We remark that if A has more than two zero weights, then the necessity of Theorem 2.2 is not true in general. For example, let A be the 6-by-6 weighted shift matrix with
then B is the 6-by-6 weighted shift matrix with weights 1, 0, 3, 0, 2, 0. It is obvious that A is unitarily equivalent to B, but there is no any k,
We now consider the case of weighted shift matrices with at least three zero weights. Let A be an n-by-n weighted shift matrices with weights a 1 , . . . , a n . If A has at least three zero weights, by Lemma 2.1 (a) and (b), we may assume that a n = 0 and a j ≥ 0 for all j. In this case,
where A i is a k i -by-k i weighted shift matrices with exactly one zero weight for all 1
, we known that B is unitarily equivalent to A. The next theorem shows that its converse is also true, more precisely, if B be an n-by-n weighted shift matrices with nonnegative weights and B is unitarily equivalent to A,
Here, for any n-by-
shift matrices with weights a
an n-by-n weighted shift matrix. Then B is unitarily equivalent to A if and only if |B|
for some permutation τ : {1, . . . , m} → {1, . . . , m}.
For the proof of Theorem 2.4, we need the following lemma.
Lemma 2.5. Let A (resp., B) be an m-by-m (resp., n-by-n) weighted shift matrix with weights a 1 , . . . , a m−1 , 0 (resp.,
Proof. By assumption, we have (
and
Thus the (i, j)-entry of (A
and a i−j · · · a i−1 = 0, we deduce that u ij = 0 for all 1 ≤ j < i ≤ r. Therefore, if m = n then U is a diagonal matrix. This completes the proof of (b).
For the other cases, if r = n < m, then B n = 0 and U(B * n B n ) = 0. But
and all a j 's are nonzero, we obtain that u ij = 0 for all n < i ≤ m and 1 ≤ j ≤ n. We now check that u ii = 0 for all 1 ≤ i ≤ n. Indeed, for 1 ≤ i ≤ n, by a direct computation, we have
and 0, respectively. Since (
) and a n−i+1 · · · a n = 0, it forces that u ii = 0 for all 1 ≤ i ≤ n, hence we conclude that U = 0. Similarly, if r = m < n,
we also obtain that U = 0. This completes the proof of (a).
For the proof of (c) and (d), we may assume that m = n and U = diag (u 11 , . . . , u nn ) from (b). For 1 ≤ i ≤ n − 1, the (i, i + 1)-entry of AU and UB are a i u i+1,i+1 and
Similarly, the (i + 1, i)-entry of A * U and UB * are a i u ii and
2 j = 1 and u jj = 0. Consequently, we have u ii = 0 for all 1 ≤ i ≤ n by Equation (2) . This completes the proof of (c). On the other hand, if A = B then a i = b i for all i, it follows that u 11 = u 22 = · · · = u nn from Equation (2) . Hence U = u 11 I n , completing the proof.
We are now ready to prove Theorem 2.4.
Proof of Theorem 2.4. The sufficiency follows from Lemma 2.1 (b) and a suitable permutation matrix, we only need prove the necessity. Assume that B is unitarily equivalent to A. Since A has zero weights, by Lemma 2.1 (b), we may assume that all weights of A are nonnegative. After a permutation of A i 's, we may assume that 
We need to check that {A 1 , . . . , A m } = {B 1 , . . . , B m } (counting multiplicities).
be a n-by-n unitary block matrix so that AU = UB, where
This contradicts to the fact that U is unitary. Thus we deduce that 
where α ij 's are complex numbers and U ′ is a (n − sk 1 )-by-(n − rk 1 ) matrix. Since U is unitary, the column vectors and the row vectors of U are orthonormal, respectively, it forces that s = r. Therefore, we conclude that 
Reducibility
A matrix is reducible if it is unitarily equivalent to the direct sum of two other matrices. Let A be an n-by-n weighted shift matrix with weights a 1 , . . . , a n . In [6] , the author shown that A is reducible if and only if one of the following cases holds: 
where ω = e iπ/3 . A direct computation shows that
Hence A is reducible.
In this section, we give a criterion for a weighted shift matrix A to be reducible.
We will show that A is reducible if and only if one of the following cases holds: (a) a i = a j = 0 for some 1 ≤ i < j ≤ n, (b) A has periodic weights.
We first consider the weighted shift matrices with nonzero weights. 
Proof. (a)⇒(b)
. Since A is reducible, there exists an n-by-n orthogonal projection
i,j=1 such that P A = AP . It follows that P A * = A * P , consequently,
On the contrary, suppose that the weights of A are not periodic. We claim that for any 1 ≤ i < j ≤ n, there exists
This implies that A has periodic weights, a contradiction. Therefore, for any 1 ≤ i < j ≤ n,
. . , α n ) where α t = |a t a t+1 · · · a t+(k−1) | 2 for all 1 ≤ t ≤ n, and the (i, j)-entry of (A k A k * )P and P (A k A k * ) are α i p ij and p ij α j , respectively. Since (A k A k * )P = P (A k A k * ) and all a j 's are nonzero, hence α i p ij = p ij α j or p ij = 0. From this and P = P * , we conclude that P is a diagonal matrix, that is, P = diag (p 11 , . . . , p nn ) and p jj = 0 or 1 for all 1 ≤ j ≤ n. Moreover, AP − P A = 0 implies that a 1 (p 11 − p 22 ) = a 2 (p 22 − p 33 ) = · · · = a n (p nn − p 11 ) = 0, since all a j 's are nonzero, we deduce that P = 0 or P = I n . This contradicts the fact that A is reducible. Therefore, A has periodic weights.
(b)⇒(c). LetÃ be the n-by-n weighted shift matrix with weights |a 1 |, |a 2 |, . . . , |a n |.
By Lemma 2.1 (b), we obtain that A is unitarily equivalent to e iθÃ
, where θ = ( n i=1 arg a j ) /n. We want to construct an n-by-n unitary matrix U such that U * Ã U = B ⊕ ωB ⊕ · · · ⊕ ω m−1 B where ω = e 2πi/n , m = n/k and B is the k-by-k weighted shift matrix with weights
. . , m − 1 and U be the n-by-n matrix
We now check that U is unitary. Indeed, for any 1
. . .
Thus UU * = I n or U is unitary.
Next, we check that U(B ⊕ ωB ⊕ · · · ⊕ ω m−1 B)U * =Ã. Write B = B 1 + B 2 where B 1 (resp., B 2 ) is the k-by-k weighted shift matrix with weights |a 1 |, . . . , |a k−1 |, 0 (resp., 0, . . . , 0, |a k |). A simple computation shows that V j BV *
¿From above, we obtain
(c)⇒(a). This implication is trivial.
Let A be an n-by-n weighted shift matrix with weights a 1 , . . . , a n . The next proposition shows that if A has exactly one zero weight, then A is irreducible.
Proposition 3.2. Let A be an n-by-n weighted shift matrix with weights a 1 , . . . , a n−1 , 0,
Proof. Let {e 1 , . . . , e n } be the standard basis for C n , and M be a nontrivial reducing subspace of A. We want to show that
T be a nonzero vector in M, and x j 0 be the first nonzero entry of x. Then A * (n−j0) x = a j 0ā j 0 +1 · · ·ā n−1 x j 0 e n , it follows that e n ∈ M. Consequently, we have A j e n ∈ M for all j = 1, . . . , n − 1. Since A j e n = a n−j a n−j+1 · · · a n−1 e n−j for j = 1, . . . , n − 1, hence {e 1 , . . . , e n } ⊆ M and A is irreducible.
We now give a complete characterization of n-by-n weighted shift matrices A which are reducible.
Corollary 3.3. Let A be an n-by-n (n ≥ 2) weighted shift matrix with weights a 1 , . . . , a n . Then A is reducible if and only if one of the following cases hold:
Proof. Assume that A is reducible. From Proposition 3.2, we infer that either there are at least two weights of A being zero, or all a j 's are nonzero. Therefore, A is either in case (a) or in case (b) from Theorem 3.1.
To prove the converse, we first assume that a i = a j = 0 for some i, j, 1 ≤ i < j ≤ n. By Lemma 2.1 (a), we may assume that j = n and 1 < i < n.
where A 1 and A 2 are the weighted shift matrices with weights a 1 , . . . , a i−1 , 0 and a i+1 , . . . , a n−1 , 0, respectively. This shows that A is reducible. For case (b), if all a j 's are nonzero, then our assertion follows from Theorem 3.1. If a j = 0 for some j, since A has periodic weights, then a k+j = a j = 0 for some k, 1 ≤ k ≤ ⌊n/2⌋. Hence A is reducible from case (a). This completes the proof.
We conclude this section by remarking that [5, Theorem 1 (a)] is an immediate consequence of Theorem 3.1.
Numerical ranges
Recall that the numerical range of an n-by-n matrix A is by definition the set In recent years, properties of the numerical ranges of weighted shift matrices have been intensely studied (cf. [5, 6, 7] ). It was obtained that the numerical range of an n-by-n weighted shift matrix A has the n-symmetry property, that is, W (A) = e 2πi/n W (A) (cf. [4, Theorem 2.3]). Moreover, if A has at least one zero weight, then W (A) is a circular disc centered at the origin. In this case, Stout [7] gave a formula for the radius of the circular disc W (A). His formula involves the circularly symmetric functions. In this section, we will give the expansion of the Kippenhahn polynomial of A in terms of the circularly symmetric functions. Therefore, here we give a brief review of the circularly symmetric functions, following Stout [7] .
Let a 1 , . . . , a n be complex numbers and r be a nonnegative integer. S 0 is defined to be 1, while for r ≥ 1, S r (a 1 , . . . , a n ) = r k=1 a π(k) |π : (1, . . . , r) → (1, . . . , n) , where π(k) + 1 < π(k + 1) for 1 ≤ k < r, and if π(1) = 1 then π(r) = n}. These have a nice description: imagine a regular n-gon with vertices labeled a 1 through a n . Draw a convex r-gon in it, with vertices among the a j with the restriction that it can not use an edge of the original polygon. Each term in S r (a 1 , . . . , a n ) is the product of the vertices of such an r-gon.
These functions satisfy many identities. By [7, P. 496], we have the following: (4.1) S 1 (a 1 , . . . , a n ) = n k=1 a k if n > 1, (4.2) S r (a 1 , . . . , a n ) = 0 if r > n/2, (4.3) S r (a 1 , . . . , a n ) = S r (a 2 , . . . , a n , a 1 ), (4.4) S r (a 1 , . . . , a n , 0) = S r (a 1 , . . . , a n , 0, 0), (4.5) S r+1 (a 1 , . . . , a n+1 , 0) = S r+1 (a 1 , . . . , a n , 0) + a n+1 S r (a 1 , . . . , a n−1 , 0).
In particular, we need the following identities.
Proposition 4.1. Let S r (a 1 , . . . , a n ) be the circularly symmetric function defined as above. Then (a) S r (a 1 , . . . , a n , 0) = S r (a 2 , . . . , a n , 0) + a 1 S r−1 (a 3 , . . . , a n , 0), and (b) S r (a 1 , . . . , a n ) = S r (a 1 , . . . , a n , 0) − a 1 a n S r−2 (a 3 , . . . , a n−2 , 0).
Proof. By the definition of the circularly symmetric function, it is clear that S r (a 1 , . . . , a n , 0)
(a) Note that {π : (1, . . . , r) → (1, . . . , n)|π(k) + 1 < π(k + 1) for 1 ≤ k < r} = {π : (1, . . . , r) → (1, . . . , n)|π(k) + 1 < π(k + 1) for 1 ≤ k < r and π(1) = 1} ∪ {π : (1, . . . , r) → (1, . . . , n)|π(k) + 1 < π(k + 1) for 1 ≤ k < r and π(1) = 1} = {π : (1, . . . , r − 1) → (3, . . . , n)|π(k) + 1 < π(k + 1) for 1 ≤ k < r − 1} ∪ {π : (1, . . . , r) → (2, . . . , n)|π(k) + 1 < π(k + 1) for 1 ≤ k < r} .
Hence S r (a 1 , . . . , a n , 0) = S r (a 2 , . . . , a n , 0) + a 1 S r−1 (a 3 , . . . , a n , 0).
(b) By definition, we have S r (a 1 , . . . , a n , 0) − S r (a 1 , . . . , a n ) = r k=1 a π(k) |π : (1, . . . , r) → (1, . . . , n) 
= a 1 a n S r−2 (a 3 , . . . , a n−2 , 0)
as asserted. Here, for any subset △ of C, △ ∧ denote its convex hull, that is, △ ∧ is the smallest convex set containing △. Therefore, the numerical range W (A) is completely determined by the Kippenhahn polynomial p A (x, y, z).
The next theorem gives the expansion of the Kippenhahn polynomial p A (x, y, z)
of an n-by-n weighted shift matrix A in terms of its weights.
Theorem 4.2. Let A be an n-by-n (n ≥ 3) weighted shift matrix with weights a 1 , . . . , a n . Then Lemma 4.3. Let A be an n-by-n weighted shift matrix with weights a 1 , . . . , a n−1 , 0.
Then
Lemma 4.4. Let A be an n-by-n weighted shift matrix with weights a 1 , . . . , a n−1 , 0.
Proof. LetÃ be the n-by-n weighted shift matrix with weights a 1 (x − iy), a 2 (x − iy), . . . , a n−1 (x − iy), 0. It is easily seen that ReÃ = xRe A + yIm A. Therefore, by Lemma 4.3, we have
as asserted.
We are now ready to prove Theorem 4. entry of xRe A + yIm A + zI n in xRe A + yIm A + zI n , j = 1, n − 1. The expansion of the determinant d 1,n (resp., d n−1,n ) along its last row (resp., its last column) yields
where
Hence det(xRe
By Lemma 4.4, we obtain that
Moreover,
We now restrict our attention to the Kippenhahn polynomial of a weighted shift matrix. Let us recall some other known properties of curves in the complex projective plane CP 2 . Let p(x, y, z) be a degree-n homogeneous polynomial and Γ be the dual curve of p(x, y, z) = 0. It is clear that p(αx, αy, αz) = α n p(x, y, z) for some scalar α.
A point λ = a + ib, a, b real, is called a real focus of Γ if p(1, ±i, −(a ± ib)) = 0 is satisfied. Consequently, the eigenvalues of an n-by-n matrix T are exactly the real foci of the dual curve of p T = 0 (cf. [3, Theorem 11]). Moreover, for any θ ∈ R, since
Re (e iθ T ) = (cos θ)Re T − (sin θ)Im T and Im (e iθ T ) = (cos θ)Im T + (sin θ)Re T , then p e iθ T (x, y, z) = det ((x cos θ + y sin θ)Re T + (−x sin θ + y cos θ)Im T + zI n ) = p T (x cos θ + y sin θ, −x sin θ + y cos θ, z).
Among other things, if
A and B are n-by-n matrices so that A is unitary equivalent to B, then p A (x, y, z) = p B (x, y, z).
Let A be an n-by-n weighted shift matrix with weights a 1 , . . . , a n . Lemma 2.1 (b) says that A is unitarily equivalent to ω j n A for all 1 ≤ j ≤ n, where ω n = e 2πi/n . Thus
, where B is the k-by-k weighted shift matrix with weights |a 1 |e iθ , . . . , |a k |e iθ , k is a factor of n and θ = ( n i=1 arg a j )/n. Consequently, we have
where θ j = 2(j − 1)π/n for j = 1, . . . , n/k. For an n-by-n matrix T , we known that if
T is reducible then p T is also reducible. But the converse is not true in general. The next proposition shows that if p A is reducible then p A must be of the form described above. q(x cos θ j + y sin θ j , −x sin θ j + y cos θ j , z), where θ j = 2(j − 1)π/n for j = 1, . . . , n/k.
Proof. For abbreviation, we let q j (x, y, z) = q(x cos θ j + y sin θ j , −x sin θ j + y cos θ j , z)
for j = 1, . . . , n. Note that q 1 (x, y, z) = q(x, y, z). We first check that q j (x, y, z)
is a factor of p A (x, y, z) for all 1 ≤ j ≤ n. Indeed, since q is a factor of p A , then p A (x, y, z) = q(x, y, z)r(x, y, z) for some homogeneous polynomial r(x, y, z). Note that A is unitarily equivalent to e iθ j A for all 1 ≤ j ≤ n, hence
= p A (x cos θ j + y sin θ j , −x sin θ j + y cos θ j , z) = q(x cos θ j + y sin θ j , −x sin θ j + y cos θ j , z)r(x cos θ j + y sin θ j , −x sin θ j + y cos θ j , z), = q j (x, y, z)r(x cos θ j + y sin θ j , −x sin θ j + y cos θ j , z)
for all 1 ≤ j ≤ n. Therefore, q j is a factor of p A for all 1 ≤ j ≤ n.
Next, we want to show that n is divisible by k. For each j = 1, 2, . . . , n, let Γ j be the dual curve of q j (x, y, z) = 0 and E j be the set of all real foci of Γ j . We claim that E j = e iθ j E 1 for all 1 ≤ j ≤ n. Indeed, if λ = a + ib ∈ E 1 , where a and b are real, then e iθ j λ = (a cos θ j − b sin θ j ) + i(a sin θ j + b cos θ j ), and q j (1, ±i, − ((a cos θ j − b sin θ j ) ± i(a sin θ j + b cos θ j ))) = q(cos θ j ± i sin θ j , − sin θ j ± i cos θ j , −(cos θ j ± i sin θ j )(a ± ib)) = (cos θ j ± sin θ j ) k · q(1, ±i, −(a ± ib)) = 0.
Note that every real focus of Γ j is an eigenvalue of A, and every eigenvalue of A is simple, it follows that all real foci of Γ j are distinct. Hence E j = e iθ j E 1 for all a 1 , . . . , a n and b 1 , . . . , b n , respectively. Then the following statements are equivalent: The next example shows that the answer is negative.
Example 4.8. Let A and B be the 3-by-3 weighted shift matrices as in Example 4.7, respectively, andÃ andB be 6-by-6 weighted shift matrices with weights1, √ 2/2, √ 30/4, 1, √ 2/2, √ 30/4 and √ 2, √ 3/2, √ 10/4, √ 2, √ 3/2, √ 10/4, respectively. By Theorem 3.1,Ã (resp.,B) is unitarily equivalent to A ⊕ (e πi/3 A) (resp., B ⊕ (e πi/3 B)).
Example 4.7 yields that W (Ã) = W (B). ButB is neither unitarily equivalent toÃ nor unitarily equivalent toÃ * from Theorem 2.3.
