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by Sung-Uk Jung 
 
Visual  surveillance  finds  increasing  deployment  for  monitoring  urban 
environments. Operators need to be able to determine identity from surveillance 
images and often use face recognition for this purpose. Unfortunately, the quality 
of the recorded imagery can be insufficient for this task.  
This study describes a programme of research aimed to ameliorate this limitation. 
Many face biometrics systems use controlled environments where subjects are 
viewed directly facing the camera. This  is  less likely to occur in  surveillance 
environments, so it is necessary to handle pose variations of the human head, low 
frame rate, and low resolution input images.  
We describe the first use of gait to enable face acquisition and recognition, by 
analysis of 3D head motion and gait trajectory, with super-resolution analysis.  
The face extraction procedure consists of three stages: i) head pose estimation by 
a 3D ellipsoidal model; ii) face region extraction by using a 2D or a 3D gait 
trajectory; and iii) frontal face extraction and reconstruction by estimating head 
pose and using super-resolution techniques.  
The  head  pose  is  estimated  by  using  a  3D  ellipsoidal  model  and  non-linear 
optimisation. Region- and distance-based feature refinement methods are used and 
a  direct  mapping  from  the  2D  image  coordinate  to  the  object  coordinate  is 
developed. In face region extraction the potential face region is extracted based on  
  ii 
the 2D gait trajectory model when a person walks towards a camera. We model a 
looming field and show how this field affects the image sequences of the human 
walking. By fitting a 2D gait trajectory model the face region can then be tracked. 
For the general case of the human walking a 3D gait trajectory model and heel 
strike  positions  are  used  to  extract  the  face  region  in  3D  space.  Wavelet 
decomposition is used to detect the gait cycle and a new heel strike detection 
method is developed. In face extraction a high resolution frontal face image is 
reconstructed  with  low  resolution  face  images  by  analysing  super-resolution. 
Based on the head pose and 3D ellipsoidal model the invalid low resolution face 
images are filtered and the frontal view face is reconstructed. By adapting the 
existing super-resolution the high resolution frontal face image can be synthesised, 
which is demonstrated to be suitable for face recognition.  
The contributions of this research include the construction of a 3D model for pose 
estimation from planar imagery and the first use of gait information to enhance the 
face extraction and recognition process allowing for deployment in surveillance 
scenarios. 
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Chapter 1 
Introduction 
 
1.1   Motivation and Scope 
 
As Closed-Circuit TeleVision (CCTV) becomes more widespread, it can be used 
for authentication, visual surveillance, and monitoring; however, developments 
have yet to meet application requirements. For example, the police use manual 
search  tactics  to  find  a  criminal  in  CCTV  images  and  airports  depend  on 
documents,  although  biometrics  is  becoming  more  prevalent.  Automatic  face 
recognition  potentially  has  a  major  role  to  play  in  surveillance,  information 
security, and access control applications. To date, automatic face recognition has 
mainly used two dimensional frontal face pattern and texture information. Even 
when  these  are  confined  to  indoor  surroundings,  the  resulting  recognition 
capability is not perfect, although performance continues to improve. However, 
one  of  the  main  reasons  for  this  improvement  has  been  the  use  of  very  high 
resolution  frontal  face  images  in  constrained  environments  [1].  In  contrast,  in 
(visual) surveillance environments, a camera is in an elevated position to achieve 
the widest field of view. Many of these cameras have low resolution and low 
frame  rate.  Therefore,  there  are  many  constraints  to  adapting  existing  face 
tracking /recognition algorithms.  Chapter 1 Introduction                                                                                           2 
 
                                                                                                    
 
Figure 1.1: Front-face acquisition process 
 
In  this  research,  we  focus  on  the  specific  but  also  one  of  the  most  general 
environments in visual surveillance where the subject is viewed walking towards a 
camera. We suppose that the image sequences are recorded at low frame rate and 
low resolution. To overcome these constraints, a 3D ellipsoidal head pose model 
is built, and we estimate 3D head pose using non-linear optimisation. However, 
the head pose model can fail to track the head when there is large head pose 
variation and changes in illumination. Thus, we use additional information – the 
gait trajectory.  The  gait  trajectory  can be obtained from  the  movement of the 
corresponding  points  between  frames.  Analysing  the  gait  trajectory  allows  the 
system to detect the approximate face regions.  In these face regions the detection 
rate can be higher. Accordingly, this is the first work which uses gait to enhance 
face acquisition and extraction.  
Figure 1.1 describes the whole process of frontal face extraction; preprocessing, 
gait trajectory model generation, head pose estimation, and frontal face extraction.  
 
Image 
Sequence 
Preprocessing 
Gait Trajectory 
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3D Head Position 
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Silhouette extraction 
Background subtraction 
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Gait model building 
Model fitting 
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Feature refinement 
Motion vector 
calculation 
Face image filtering 
Error correction 
Frontal face image 
reconstruction 
High resolution 
image generation Chapter 1 Introduction                                                                                           3 
 
In preprocessing, we first remove the redundant parts from the input images and 
calculate the relationship between the object movements according to the frame 
number. The silhouette image is generated for every frame. Then, the background 
is  subtracted  to  remove  the  invalid  region.  By  using  Scale  Invariant  Feature 
Transform (SIFT) [40] feature extraction, the Homography matrices between all 
of the images are calculated to track the movement of the specific pixel’s position 
from the first frame.  
We extract the approximate region which is most likely to contain the face by 
using 2D and 3D gait trajectory models. By using the trajectory calculated by the 
Homography  matrix  this  approach  can  be  robust  to  low  image  resolution  and 
frame rate compared with previous face detection algorithms which used the face 
pattern. The movement of the upper body between the frames is calculated using 
the  Homography  matrix.  The  gait  trajectory  models  are  applied  to  extract  the 
accurate gait trajectory enabling the approximate face region to be extracted.  
For head position estimation, we estimate the head pose from the approximate 
face  regions.  The  tracking  result  can  be  a  closer  fit  than  applying  the  pose 
estimation  algorithm  directly  to  the  raw  image.  First,  the  SIFT  corresponding 
points are filtered by region- and distance-based refinements. Then, the head pose 
is calculated by non-linear optimisation which minimises the objective function 
consisting of unknown rotation and translation vectors. Finally, optical flow and 
texture map from a 3D ellipsoidal model are used to correct errors in the estimated 
head pose.  
For  frontal face extraction we extract or generate the best quality frontal face 
image. Our target is to derive images of the face suited to front view automatic 
face  recognition  algorithms  or  for  use  by  human  observers.  Considering  the 
rotation of the head and the resolution of the face image, first we remove the low 
resolution face images with large head rotation. Then, we reconstruct the frontal Chapter 1 Introduction                                                                                           4 
 
view face from the images. Finally, a High Resolution (HR) image is generated 
from the selected Low Resolution (LR) images by super resolution analysis.  
 
1.2   Related Work 
1.2.1  High Resolution Face Image Reconstruction 
There are many approaches applied to obtain the HR face images. Medioni et al. 
[2]  detected  a  person  and  located  their  face  using  a  fixed  ultrahigh-resolution 
camera at a distance. Using the face region, they framed and reconstructed a 3D 
face model and recognised a face within it. Wheeler et al. [3] initialised LR face 
images  using  an  Active  Appearance  Model  (AAM)  [22]  and  Bilateral  Total 
Variation (BTV) [36] to generate HR images. This process was tested with an 
outdoor  video  using  a  Pan-Tilt-Zoom  (PTZ)  camera  and  a  commercial  face 
recognition system (FaceIt - Identix). Mortazavian et al. [4] described an example-
based  Bayesian  method  for  3D-assisted  pose-independent  face  texture  super-
resolution. They used a 3D Morphable Model (3DMM) [14] to map facial texture 
from  a  2D  face  image.  Jia  and  Gong  [5]  proposed  learning-based  face  Super 
Resolution (SR) techniques to generate a HR image of a single facial modality 
such as a fixed expression, pose and illumination from given LR images.  
Other studies have learned the relation between HR and LR image, and utilised 
the relationship to recognise the LR face images from visual surveillance data. 
Hennings-Yeomans [6] proposed LR face image recognition when there is a HR 
training  set  available.  Unlike  conventional  methods,  the  face  features  such  as 
Eigen-faces  or  Fisher-faces  are included in  a super-resolution  method as  prior 
information. Zou [7] proposed a nonlinear face super resolution algorithm from 
surveillance video which learns the nonlinear relationship between LR and HR 
face image in nonlinear kernel feature space. Li [8] showed the coupled mappings Chapter 1 Introduction                                                                                           5 
 
method which projects the face images with different resolution into a unified 
feature  space  which  favours  the  task  of  classification  without  using  a  super 
resolution algorithm.  
For the above approaches it is necessary to align the LR images for applying the 
SR algorithm. In other words, if there is variation between the LR images the 
quality of the HR images could be degraded. Also, the HR generation process is 
greatly affected by the SR algorithm performance. 
 
1.2.2 3D Face Model based Face Reconstruction 
Three  dimensional  model-based  approaches  have  been  developed  to  obtain  an 
accurate face model [9, 10]. Park and Jain [11] initialised face images using an 
AAM and synthesised a 3D frontal face from 2D low resolution images. They 
demonstrated performance using commercial recognition software (FaceVACS – 
Cognitec)  and  the  Face  In  Action  (FIA)  database.  This  system  was  a  single 
camera-based system, requiring initialisation. Duhn et al. [12] generated a 3D face 
model using three 2D images and tracked a face using an AAM. In the tracking 
stage, a generic model was adapted to the different views of the faces. However, 
this  method  still  needed  automatic  initialisation  for  tracking.  Given  2.5D  face 
laser scan images, Lu et al. [13] constructed a 3D head model by fitting the laser 
scan data with the pre-trained face texture and shape. They used Iterated Closest 
Points (ICP)-based surface matching to construct the 3D model; however, this 
approach  suffered  from  the  computational  costs  of  3D  data  acquisition  and 
processing. The most representative method of 3D face modeling is a 3DMM [14] 
wherein  a  3D  face  model  was  constructed  by  using  a  form  of  3D  Principal 
Components Analysis (PCA). The coefficients of texture and shape are used for 
face recognition. However, both training and test images need to be manually 
labeled and the cost of 3D data acquisition and processing is high. Liao et al. [15] Chapter 1 Introduction                                                                                           6 
 
built a 3DMM based on a single image to recognise a person. They generated 
synthetic 2D images in the training stage and recognised a face using a Support 
Vector Machine (SVM) with imposter rejection by local linear embedding. In the 
CHIL project [16] the goal of the project was to acquire information about the 
(smart) room by video surveillance of the people in it and their interaction. The 
tasks of this project included person tracking, person identification, and head pose 
estimation, and the recognition rate of individuals was from 66.2% to 75.9% using 
low resolution face images. 
 
1.2.3 Face and Gait Fusion 
There are other approaches in visual surveillance using multi-modal biometrics – 
face and gait. Since the most distinguishable feature in these environments is the 
human gait, earlier approaches tried to combine these two modalities to improve 
recognition. Kale et al. [17] discussed the fusion of face and gait cues for a single 
camera, based on sequential importance sampling. Gait recognition was used to 
reduce the set of candidates for face recognition. The results of fusion experiments 
were demonstrated on the National Institute of Standards and Technology (NIST) 
database which had outdoor gait and face data of 30 subjects [18] and suggested 
that a multi-modal biometric could achieve a higher recognition rate than a single-
modal  biometric.  Shakhnarovich  et  al.  [19]  developed  a  view-normalisation 
approach to multi-view face and gait recognition. In this approach, the Image-
Based Visual Hull (IBVH) was computed from a set of monocular views and used 
to render virtual views. Zhou et al. [20] combined cues of face profile and gait 
silhouette  from  a  single  camera  video  sequence.  They  reconstructed  a  high 
resolution  face  profile  image  and  then  used  a  Gait  Energy  Image  (GEI)  to 
characterise human walking properties.  Chapter 1 Introduction                                                                                           7 
 
The above approaches use gait biometrics as a parallel module to complement the 
face  recognition  algorithm  and  enhance  the  recognition  rate.  Therefore,  score 
fusion between the face and the gait recognition can be another issue.  
 
1.3 Databases 
Several  databases  have  been  used  for  demonstrating  the  performance  of  the 
proposed methods. As representatives of controlled environments, the Biometric 
tunnel database [21] and the Boston face dataset [24] are used. For examples of 
the representing uncontrolled environments, we use the CAVIAR database [45] 
and the PETS 2006 data [46]. 
1.3.1 Biometric Tunnel Database 
The Multi-Biometric tunnel [21] has been specifically designed as a non-contact 
biometric access portal, providing a constrained environment for people to walk 
through, whilst facilitating recognition. It contains 12 synchronised IEEE 1394 
cameras  for  gait  analysis  and  two  cameras  for  face  and  ear  images.  The  gait 
cameras have a resolution of 640 × 480 pixels and capture at a rate of 30 FPS 
(Frames per Second). The resolution of a face image is 1600 × 1200 pixels and 10 
FPS. The dataset consisted of a total of 2705 samples from 227 subjects. Of the 
subjects, 67% were male, the majority were aged between 18 to 28 years old, and 
70% were of European origin [44].  
In  Chapters  3  and  6,  the  frontal  camera  images  are  used  to  evaluate  the  gait 
trajectory model and synthesise the high resolution face image. The images from 
the gait camera are used for detecting heel strike position and extracting the head 
region in Chapters 4 and 5. Figure 1.2 shows a data capture environment – the 
Multi-Biometric tunnel and sample data from the different views.  
 Chapter 1 Introduction                                                                                           8 
 
 
 
 
     
(a) Multi-Biometric tunnel  
 
         
         
(b) Sample images from a face camera 
 
 
(c) Sample images from a gait camera 
Figure 1.2: Biometric tunnel and the sample data 
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1.3.2 Boston Dataset 
The Boston face dataset [24] aims to test 3D head pose estimation algorithms in 
the presence of large head rotation (-40~+40 in pitch, yaw, roll direction). It 
consists  of  45  image  sequences  for  uniform-light  environments  and  27  image 
sequences  for  varying-light  environments.  All  image  sequences  were  taken 
indoors at a fixed distance from a camera. In addition, this dataset provides image 
sequences with the ground truth data. The image size is 320 × 240 pixels and the 
frame rate is 30 FPS. In Chapter 2, we deploy this dataset to verify the head pose 
estimation algorithm. Figure 1.3 shows some sample data. 
 
 
(a) Rotation in roll direction 
 
(b) Rotation in yaw direction 
 
(c) Rotation in pitch direction 
Figure 1.3: Sample data of the Boston face dataset  
 
1.3.3 CAVIAR Database 
For the CAVIAR project a number of video clips were recorded acting out the 
different scenarios of interest. These include people walking alone, meeting with 
others, window shopping, entering and leaving shops, fighting and passing out Chapter 1 Introduction                                                                                           10 
 
and last, but not least, leaving a package in a public place [45]. In this research we 
used the second set of data for evaluating the heel strike detection algorithm in 
Chapter 4.  
The second set of data used a wide angle lens along and across the hallway in a 
shopping centre in Lisbon. For each sequence, there are two time-synchronised 
videos, one with the view across the hall and the other with the view along the 
hallway. The resolution is 384 × 288 pixels and the frame rate is 25 FPS.  
 
    
(a) The 2
nd set of data in CAVIAR       (b) The 4
th camera image in PETS06 
Figure 1.4: Sample data of the CAVIAR and the PETS06 dataset 
 
1.3.4 PETS 2006 Database 
The aim of this dataset is to use existing systems for the detection of left (i.e. 
abandoned) luggage in a real-world environment. The scenarios are filmed using 
multiple  cameras  and  involve  multiple  actors  [46].  This  database  consists  of 
Datasets S1 to S7 and each dataset was recorded in four different environments. 
The image resolution is 768 × 576 pixels and the frame rate is 25 FPS.  
In Chapter 4 we use  an image sequence from  camera 4 of Dataset S1 in this 
database  to  evaluate  the  performance  of  heel  strike  detection  in  a  realistic 
surveillance. Figure 1.4(b) shows the capturing environment.  Chapter 1 Introduction                                                                                           11 
 
1.4 Contributions 
Several new methods for extracting the frontal face image by using human gait 
characteristics are developed in this study. The major contributions of this study 
are as follows:  
  We propose a new method for estimating head pose using a 3D ellipsoidal 
model  and  a  non-linear  optimisation  method  [A][D].  Based  on  the  3D 
ellipsoidal model we develop new feature refinement methods and a direct 
mapping  from  2D  image  coordinate  to  object  coordinate.  The  Levenberg-
Marquardt is used to calculate the motion vector which minimises the error 
function.  
 
  We propose a new method for extracting the face region based on a 2D 
gait trajectory model when a person walks towards the camera [A][F]. We 
describe a looming field and show how this field affects the image sequences 
of  the  human  walking.  Based  on  the  looming  field  we  define  a  2D  gait 
trajectory  model  which  can  estimate  the  face  region  regardless  of  image 
constraints  such  as  low  frame  rate,  low  image  resolution,  and  changes  in 
illumination. 
 
  We propose a new method for extracting the face region by  a 3D gait 
trajectory model which is not constrained by the walking speed and direction 
[C][G]. This method is based on the analysis of the movement of the human 
upper body and the heel strike position in 3D space [B][E]. We analyse the 
upper  body  movement  using  wavelet  decomposition  and  develop  a  new 
method of heel strike detection. 
 
   We propose a new method for reconstructing a high resolution frontal 
face image by analysing super-resolution [F]. Based on the head pose and the Chapter 1 Introduction                                                                                           12 
 
3D  ellipsoidal  model  we  remove  large  head  motion  face  images  and 
reconstruct  frontal  view  face  images.  Then,  by  using  the  super-resolution 
techniques, we synthesise a high resolution frontal face image from the pose-
corrected low resolution images. 
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Chapter 2  
3D Head Pose Estimation 
 
2.1 3D Head Pose Model 
 
Calculating  the  3D  head  pose  is  a  fundamental  process  for  unconstrained 
automatic  face  recognition  systems.  The  3D  head  pose  describes  not  only 
direction but also basic information such as the size and position of the head.  
Accurate information of the head pose is also essential for face recognition. In the 
case of 2D face recognition the variation of the head pose results in a different 
recognition rate. Also, in the case of 3D face recognition, it indicates the position 
in a 3D space. Therefore, if the information is not accurate, it can result in a low 
recognition rate [76].  
Basically,  estimating  the  head  pose  requires  calculation  of  the  translation  and 
rotation  information  in  3D  space.  There  are  two  main  categories  in  existing 
methods: using an actual 3D head model or using an approximate head model. In 
the case of using actual 3D head models such as 3D AAM [22] and 3DMM [14], 
the advantage of these models is to be able to obtain accurate 3D texture and face 
shape. There are however some disadvantages; for example, exact initialisation is 
required and imperfect initialisation can cause tracking errors. Unlike the actual Chapter 2 3D Head Pose Estimation                                                                    14                       
 
 
models, the approximate head models such as 2D plane, 3D cylinder, and 3D 
ellipsoid cannot generate the actual shape and texture of a face. However, the 
model can be simple to implement and the computational load of a fitting process 
is  much  lower  than  the  actual  model  methods.  Also,  the  initialisation  can  be 
automatic.  
To estimate 3D head pose using an approximate head model, Liu et al. [41] used 
SIFT  features  [40]  to  match  the  corresponding  feature  points  between  two 
adjacent  views.  Using  Epipolar  geometry  [29],  the  fundamental  matrix  was 
calculated to convert the fundamental matrix into the essential matrix to obtain the 
pose information; however, this method needs a frontal face as a reference image 
to obtain accurate rotation angles.  Hager et al. [23] generated a 2D plane model 
using a single camera and Lucas-Kanade tracking. However, this method was not 
robust enough for a large out-of-plane rotation and a movement in depth. Cascia 
et al. [24] generated a 3D cylinder model, where 3D head motion was treated as a 
linear combination of motion templates and orthogonal illumination templates. 
The system was initialised automatically using a simple 2D face detector.  Basu et 
al.  [25] interpreted the  optical  flow in  terms  of the possible rigid  motion  and 
applied it to heads with a variety of shapes and hair styles, using a 3D ellipsoidal 
model. They tested the sequence of images including low and high frame rate and 
noisy camera images. Xiao et al. [26] used a 3D cylinder model to track the head. 
An Iteratively Re-weighted Least Squares technique (IRLS) was adapted to fit the 
face to the model. Also, the templates were updated to diminish the effects of self-
occlusion  and  gradual  lighting  changes  while  tracking.  Jang  and  Kanade  [27] 
initialised  the  face  using  the  Bayesian  Tangent  Shape  Model  (BTSM)  face 
alignment method. SIFT and normalised correlation methods were used to extract 
and match the feature points. The method removed outliers using Weighted Least 
Squares (WLS) and estimated the motion using a Kalman filter.  Chapter 2 3D Head Pose Estimation                                                                    15                       
 
 
There are three main approximate head models. The 2D plane model is simple but 
not effective for the human head since it does not represent curved surfaces and is 
not  robust  to  out-of-plane  rotations.  The  3D  cylinder  model  can  represent  a 
vertically  curved  surface  well,  although  it  is  less  accurate  than  an  ellipsoidal 
model because the ellipsoidal model approximates better the top and the bottom of 
the  head.  Also,  a  more  accurate  unfolded  face  image  (as  used  to  correct  the 
tracking error) can be generated from the fit of the ellipsoidal model than can be 
generated by  the cylinder model and the  flat  model. So, we  shall  use the 3D 
ellipsoidal model to represent the human head.  
The 3D ellipsoidal model is defined by the following: 
A point on the 3D object Po can be represented by [Xo Yo Zo]. There is a simple 
relationship between Po and the angles (,) shown in equation (2.1). 
                Xo = rx sin sin    Yo = ry cos       Zo = rz sin cos                         (2.1) 
where rx, ry, rz are the radius of the object along each axis. 
Each angular resolution is one degree, so that total number of model components 
is 360  360. The Scale Invariant Feature Transform (SIFT) [32] is deployed to 
find corresponding points between adjacent images.  We calculate a 3D rotation 
and translation matrix from the SIFT points matched between adjacent images 
later.  
In figure 2.1(a) the yellow dots represent the visible 3D points and the red dots are 
the extracted corresponding points between the adjacent images. The green cross 
line depicts the centre line of the model ( = +90 and β = 0 in the visible parts). 
Figure 2.1(c) shows the unfolded image from the fitted model (0 ≤  ≤ +360,     
-180 ≤ β ≤ +180). Unlike the cylinder model the ellipsoidal model considers the 
distinguishable part of the face excluding the background. 
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(a) The sample of model fitting 
   
(b) 3D ellipsoid model  (c) Unfolded image 
Figure 2.1: The 3D ellipsoidal model 
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2.2 Feature Extraction 
2.2.1 Feature Extraction in Pose and Size Variation  
Feature extraction is the fundamental step for analysing an object’s movement in 
video. In visual surveillance images there might be large pose and size variations, 
so  features  should  be  invariant  to  image  scale,  rotation,  and  affine 
transformations.  Further,  the  features  detected  in  successive  images  should  be 
robust against changes in illumination and 3D viewpoint, and to noise. In this 
thesis, the first step of 3D head pose estimation and gait trajectory calculation is to 
extract  the  corresponding  points  between  the  target  images.  There  are  many 
approaches for local feature extraction [30, 40, 69-72]. Among them, two state of 
the  art  feature  extraction  methods  are  deployed:  Scale-Invariant  Feature 
Transform (SIFT) [40] and Speeded-Up Robust Feature (SURF) [30].  
Currently,  the  target  object  of  this  thesis  is  a  human  face  and  the  target 
environment is where a person walks towards a camera with the ultimate aim of 
an unconstrained surveillance environment. Thus, in the environment, there are 
head pose and image size variations. For example, the size of the head becomes 
larger when a person walks towards the camera and the captured face image can 
change with the direction of head. 
To compare the performance between the above two feature extraction methods, 
first,  the  features  are  extracted  from  frontal  face  images.  The  experimental 
samples are the frontal faces from the XM2VTS face database [73] and each size 
is 692 × 548 pixels. The feature extraction method is SIFT. In figure 2.2 the green 
points show extracted interest points and the lines display the matched points. 
There are many matching points in the high resolution images. In total, there are 
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the image is of sufficiently high resolution, enough corresponding points can be 
extracted. 
 
 
 
 
 
   (a) 157 key point match         (b) 193 key point match             (c) 173 key point match 
Figure 2.2: Feature extraction between same person and size 
 
         
       (a) 692 548 to 100 80              (b) 692 548 to 200 160            (c) 692 548 to 300 240 
Figure 2.3: Feature matching between same person and different size Chapter 2 3D Head Pose Estimation                                                                    19                       
 
 
 
        (a) 18 key point match                   (b) 23 key point match                 (c) 4 key point match                                                                           
 
        (d) 39 key point match                  (e) 28 key point match                  (f) 3key point match                        
Figure 2.4: Feature matching between same person and different pose 
    
In the second case, three different resolution images are tested again using the 
XM2VTS face database. First, the images are reduced by Bicubic image resizing 
[74]. Then, the corresponding points are extracted by SIFT as shown in figure 2.3. 
As a result, the number of interest points is 1906 in the High Resolution (HR) 
image, 30 in the Low Resolution (LR) image, and 133 matching points in figure 
2.3(a). In figure 2.3(b), there are 1906 points in the HR image and 126 points in 
the LR image, and the number of matching points is 202. In figure 2.3(c), there 
are 1906 points in the HR image, 274 points in the LR image, and 272 matching 
points. The result shows that over-fitting can take place during matching. In the 
first  and  second  cases  the  number  of  matching  points  exceeds  the  number  of 
interest points extracted from the LR image. Although this result depends on a 
threshold  value  within  SIFT,  it  demonstrates  that  there  are  difficulties  in 
extracting corresponding points if images are of significant different sizes.  
The last experiment concerns pose variation. The Sheffield face database [75] is 
used, and two cases are tested: small pose and large pose variation. As shown in 
the results, the matching result can be reasonable in the case of a small pose 
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between  the  frontal  and  the  profile  faces  (Figure  2.4(c),(f)).    This  is  because 
SURF and SIFT are based on using a 2D image homography to determine the 
corresponding points. For a 3D shape like a face, occlusion or pattern distortion 
results from pose variation when the shape is projected into a 2D image. 
From the above three experiments, we can conclude that it is reasonable to use 
SIFT and SURF methods if a high image frame rate is guaranteed or the object 
does not have a large movement. In other words, the point feature can be used if 
there are small head pose variations between frames, and the apparent variation in 
size of a head is not large. 
2.2.2 Performance Comparison of Local Features  
There  are  a  number  of  methods  that  can  be  applied  to  estimate  local  feature 
performance  [42,  43].  The  Repeatability  Score  [42]  estimates  how  well  the 
detector determines corresponding scene regions. This is measured by comparing 
the ground truth transformation and detected region overlap. The ground truth is a 
homography that projects points onto the reference frame. Figure 2.5 shows the 
process of the estimation method [42].  
 
Figure 2.5: An example of the repeatability score 
 
 
                100%                             67%                    50%             40%          33%      28%     25% 
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Two  corresponding  regions  have  an  overlap  defined  by  the  ratio  of  their 
intersection/union. If the region detected in the first image is A and in the second 
one is B, then                         
                                       E=Region(A∩B) / Region(A∪B)                             (2.2) 
If E is bigger than 40% the corresponding features are considered as matching 
points.  The  Matching  Score  [42]  is  another  way  to  estimate  local  features.  It 
compares the number of labeled regions corresponding with those in the ground 
truth. Matches are the nearest neighbours in the descriptor space. Recall vs. 1-
precision [43] is another estimation method. Recall is the number of correctly 
matched regions with respect to the number of corresponding regions between two 
images  of  the  same  scene.  The  number  of  false  matches  relative  to  the  total 
number  of  matches  is  represented  by  1-  precision.  However,  all  of  the  above 
methods are the cases of 2D transformations. Thus, these estimation methods are 
insufficient to apply to a face, since a face is a 3D shape and does not include 
many textures. Therefore, in this thesis, we use the number of extracted interest 
points  and  matched  points  as  a  measure  to  compare  two  feature  extraction 
methods by using different size face images. 
To investigate the relative performance of SIFT vs. SURF we assume that there is 
no affine transform between the face images. As such, the inliers and outliers can 
be easily distinguished by analysing distance between matching points.  Figure 
2.6 shows samples of the resized images. The frontal faces from the XM2VTS 
database are used and reduced in the eight step sizes. The test database consists of 
287 subjects and each subject contains eight resized images. However, to avoid 
over-fitting the reduced image is resized again to the same size as the reference 
image by two different interpolation algorithms: Bicubic and Nearest neighbour.  
 Chapter 2 3D Head Pose Estimation                                                                    22                       
 
 
 
Figure 2.7: Experimental process 
Figure 2.7 describes the experimental process. The original size image and resized 
image are compared. The green points are inliers, and the red points represent 
outliers. The matching process is conducted between the original sized image and 
the reduced images. The distance between the matching points decides whether 
the  point  is  an  inlier  or  an  outlier.  The  matching  result  is  displayed  in  the 
following  tables  and  figure  2.8.  Tables  2.1-2.4  display  the  number  of  interest 
points in the original image, matching points, inliers and outliers.  As shown, the 
number of extracted interest points becomes smaller according to reduction in 
image size. Comparing SURF with SIFT,  SIFT can extract more than five times 
as many interest points so that the number of  matching points is much higher than 
that for SURF.   
Figure  2.8  displays  the  ratio  between  matching  points  and  interest  points 
according to image size and ratio between inliers and matching points. Basically, 
the ratios become smaller when the reduction increases. Further, the ratios are 
almost 30% higher than those of SIFT. In other words, although SIFT can extract 
more interest points, many of them are mismatches. This means that SURF can 
extract the feature more efficiently than SIFT. In this thesis, however, we apply 
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many features. In visual surveillance environments the quality of the image could 
be low, such as low resolution, blurring, and changes in illumination. Thus, the 
approach which selects the most points appears most appropriate. 
 
 
 
(a)  SIFT and SURF performance comparison using Bicubic interpolation 
 
(b) SIFT and SURF performance comparison using Nearest neighbour interpolation 
Figure 2.8: Performance comparison 
 
 Chapter 2 3D Head Pose Estimation                                                                    24                       
 
 
TABLE 2.1: Test results of SURF with size variation using Bicubic sampling 
SURF point  67%  50%  40%  33%  28%  25%  22% 
Num. total points  16510  16510  16508  16510  16510  16510  16510 
Num. total matches  13769  13448  12483  11615  10323  9710  8655 
Num. inlier   10150  9775  10126  8840  3337  4668  4301 
Num. outlier  3619  3673  2356  2775  6986  5042  4354 
 
TABLE 2.2:  Test results of SIFT with size variation using Bicubic sampling 
SIFT point  67%  50%  40%  33%  28%  25%  22% 
Num. total points  78538  78538  78538  78538  78538  78538  78538 
Num. total matches  46144  37839  27944  24149  18772  16675  13996 
Num. inlier   37828  27417  20337  15731  5108  6084  5118 
Num. outlier  8316  10422  7607  8418  13664  10591  8878 
 
TABLE 2.3: Test results of SURF with size variation using Nearest neighbor sampling 
SURF point  67%  50%  40%  33%  28%  25%  22% 
Num. total points  16510  16505  16498  16488  16499  16499  16505 
Num. total matches  13576  13721  12673  12358  11491  10640  10135 
Num. inlier   9589  9247  7455  7099  4704  2987  2911 
Num. outlier  3987  4474  5218  5259  6787  7653  7224 
 
TABLE 2.4: Test results of SIFT with size variation using Nearest neighbor sampling 
SIFT point  67%  50%  40%  33%  28%  25%  22% 
Num. total points  78538  78538  78538  78538  78538  78538  78538 
Num. total matches  38921  32501  24960  22744  17856  16208  13527 
Num. inlier   27579  20649  13352  11623  6347  3916  3258 
Num. outlier  11342  11852  11608  11121  11509  12292  10269 
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2.3 Head Pose Estimation using Non-linear Optimisation 
2.3.1 Feature Refinements  
The goal of this chapter is to calculate a 3D rotation and translation matrix from 
the matched SIFT points [40]. If the 3D corresponding points exist and there is a 
small movement between images, the transformation matrix could be calculated 
by using optical flow or the twist representation [28]. For the twist representation 
let  points
T ] [ t t t t z y x  x ,
T
1 1 1 1 - t ] [     t t t z y x x  at  time  t  and  t-1  respectively. 
Thus,  the  estimated  transform  matrix  can  be  calculated  in  the  following 
relationship, 
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where  z y x Δθ Δθ Δθ represent  Euler  rotation  angles  and  z y x t t t    represent 
translations for each x, y, z axis.  
 
Another way of calculating the motion vector is to use Epipolar geometry [29]. 
This method needs camera calibration to obtain the essential matrix from which 
the  rotation  and  translation  information  can  be  extracted.  Let  2 1,x x be  the 
corresponding points for each image. The pose information can be obtained by 
following relationship, 
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                                              (2.4) 
where  F,K,R,E  represent  the  fundamental,  camera,  rotation  and  essential 
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The optical flow can only be calculated precisely when the texture of the images 
is clear. Also, the twist representation method calculates the motion vector based 
on  angular  approximation  in  3D  space.  Using  Epipolar  geometry  could  be 
unstable if the corresponding points used to calculate the fundamental matrix lie 
on the same plane. Accordingly, none of the above methods is suitable for our 
application, motivating us to apply a new way to estimate the head pose. First of 
all, the model-based feature extraction method is described. Then, a motion vector 
is  estimated  based  on  an  objective  function  which  describes  the  relationship 
between reconstructed 3D points and 2D corresponding points by using non-linear 
optimisation.  Finally,  the  error  is  corrected  by  the  analysis  of  the  2D 
representation of the 3D model. 
Once the initialisation process is complete, which requires manual specification of 
the rotation and translation of the model in the first frame, the invalid features 
should be removed. Figure 2.9(a) shows the extracted SIFT features. The green 
crosses depict the SIFT points which are matched to the following frame whilst 
the  blue  crosses  represent  the  unmatched  points.  The  corresponding  points 
selected by the SIFT descriptor are refined by a region-based and a distance-based 
measure because misalignment could occur since matching with only the SIFT 
descriptor considers the pattern around the extracted SIFT point. Therefore, first, 
the SIFT matching points only within  50° from the centre point ( = 90,  =0 
in the ellipsoidal model shown in figure 2.1) are considered. We assume that the 
region is a confidential region since the reconstructed 3D position of SIFT point 
from the outside of the region can be inaccurate (The 3D model is ellipsoidal). 
Figure 2.9(c) displays the region. The yellow region is the fitted model, the red 
region shows the region within  50° from the centre point, and the white cross in 
the model is the centre point. As shown in the figure, the red region can cover the 
facial components (eyes, nose and mouth) which hold rich information concerning 
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The second is to filter the invalid matching points based on the distances between 
each  pair  of  potential  corresponding  points.  The  distances  can  show  the 
distribution of the head translation movement in 2D image plane. In a histogram 
of the distances, the misaligned points can be easily detected and removed. In an 
alternative representation, the distribution of  the histogram  can be modeled as 
Gaussian  (X~N(µ,  σ
2)).  The  SIFT  points  are  taken  between  µ-2σ  and  µ+2σ, 
covering 68.2% of the  Gaussian distribution. Figure 2.9(d) shows the distance 
distribution from each pair of matched SIFT points. The final valid features are 
shown in figure 2.9(b). 
 
   
(a) Features before filtering  (b) Features after filtering 
   
(c) Confidence region  (d) Distance histogram 
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2.3.2 3D Position Reconstruction using Direct Mapping  
After feature filtering, the 3D positions of SIFT points in the object coordinates 
are reconstructed by direct mapping. As shown in figure 2.10, the 3D point on the 
ellipsoidal model is mapped to the 2D point in the image via rotation, translation, 
and projection. 
 
(a) object coordinate   (b) camera coordinate             (c) image coordinate 
Figure 2.10: Direct mapping from 2D image plane to 3D space 
In figure 2.10, a point Po is mapped to the point Pc by changing from the object 
coordinates to the camera coordinates. Then, it is mapped to the point P1 in the 
image plane by projection using a camera matrix. Conversely, if the point P1 is 
known the point Po (in the object coordinates) can be found directly. Therefore, 
assuming that the point P1 is an extracted SIFT point, the 3D position in the object 
coordinate can be calculated.  
Practically, the ellipsoidal model Eo and Ec have 360  360 (spherical) points. For 
the  projected  ellipsoidal  model  E2D  only  180    360  points  are  valid  due  to 
invisible parts.  An extracted SIFT point could  be one  from the model  E2D or 
between points. Therefore, to reconstruct an exact 3D position in the model Eo we 
approximately linearise the position using the distance ratio between the extracted 
SIFT point and around nine points on the model. First, the closest point of the 
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chosen. Then, the distance ratios between the SIFT point and around the points are 
calculated.  The  same  procedure  is  applied  to  find  3D  position  in  the  object 
coordinates  as  the ratio should be  consistent.  The  corresponding points  in  the 
object coordinates for all the 2D points can be found. Then, using the distance 
ratio, the approximate 3D position of the 2D SIFT points can be calculated. 
 
 
                                   (a)                                                      (b)        
Figure 2.11: Extracted SIFT point and around points in (a) 2D and (b) 3D  
Figure 2.11 shows this relationship: Xo and Pn are an extracted SIFT point and the 
nine points in the model E2D. Xo
' and Pn
' are the corresponding points in the model 
Eo.  Let the distance between Xo and Pn be dn; thus 
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The 3D position Xo
' can be calculated by  
                                             
o
1
n
kk
k
r

   XP                                                             (2.6) 
From the above relationship the 3D position is reconstructed and this 3D position 
will be used to calculate the motion vector in the next Section.  
 Chapter 2 3D Head Pose Estimation                                                                    30                       
 
 
2.3.3 Motion Vector Calculation using Non-linear Optimisation  
The  Levenberg-Marquardt  algorithm  is  one  of  the  non-linear  optimisation 
algorithms which can provide the numerical solution to  minimise an objective 
function.  It  can  be  thought  of  a  combination  of  Gauss-Newton  and  Gradient 
Descent optimisation. When the current solution is far from the correct one, the 
algorithm  behaves  like  a  Gradient  Descent  method;  slow,  but  guaranteed  to 
converge. When the current solution is close to the correct solution, it becomes a 
Gauss-Newton method [77]. 
To  explain  the  Levenberg-Marquardt  algorithm  the  Gauss-Newton  method  is 
introduced.  Let  the  objective  function  (or  error  function)  be  defined  by  the 
following equation, 
                                           
 
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( ) ( , )
m
ii
i
S y f x

  vv                                           (2.7) 
where (xi, yi) represents given independent and dependent variables and v is the 
initial parameter vector which need to be optimised.  
The  Levenberg–algorithm  Marquardt  uses  an  iterative  procedure  to  find  the 
minimum. In each iteration step, the parameter vector, v, is replaced by a new 
estimate, v+δ.  To determine δ, the functions f(xi, v) are approximated by a first 
order Taylor series 
                                           
( , ) ( , ) i i i f x f x J    v δ v δ                                       (2.8) 
where Jacobian  J is the gradient of f with respect to v. 
To determine a minimum of S(v) the gradient of the object function with respect 
to δ should be zero. 
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 It results in the following relationship of the vector notation for the Jacobian 
matrix J:  
                                         (J
TJ)δ = J
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This  equation  is  the  Gauss-Newton  method.  In  the  Levenberg-Marquardt 
algorithm,  the  normal  equations  (J
TJ)δ = J
T[y  -  f(v)]  are  replaced  by  the 
augmented normal equations (J
TJ +λI)δ = J
T[y - f(v)] for some value of λ that 
varies between iterations where I is the identity matrix. When λ is very small, the 
method is essentially the same as the Gauss-Newton iteration. On the other hand, 
when λ is large, then the normal equation matrix is approximated by λI, and the 
normal equation become λδ = J
T[y - f(v)]. This is similar to the Gradient Descent 
method. 
Thus, to use the Levenberg-Marquardt algorithm, we define the objective function 
to extract the motion information in the following equation:  
                                   
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 
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k
k d k d
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, 3 , 2
' ) ( min arg T Rp K p
T R
                                  (2.11) 
where p
'
2d,k are the SIFT points in the next frame, and p3d,k is the reconstructed 3D 
points from the 2D SIFT points in the current frame.  The rotation matrix (R) 
contains Δθx, Δθy, Δθz and the translation matrix (T) contains Δx, Δy, Δz.  n is the 
total number of the pairs. So, the initial vector v in equation 2.7 contains these six 
parameters (Δθx, Δθy, Δθz, Δx, Δy, Δz) and in the first frame these parameters are 
chosen manually to fit the model to face. In each iteration step, the initial vector v 
is changed into v+δ. The initial translation and rotation matrices in the first frame 
are given manually. 
In equation (2.11), p3d,k is a position of point in the object-oriented coordinate and 
p
'
2d,k
 is a position of SIFT point in the image coordinate. Also, we assume the 
camera matrix (K) is given. Basically, equation (2.11) determines the rotation and 
translation matrices which minimise the distance between matched points in 2D 
space. The term K(RP3d,k +T) in equation (2.11) converts the point from the 3D 
space coordinate into 2D image space. The motion information is extracted by the 
Levenberg-Marquardt algorithm. In this way, the rotation and translation matrix 
can be updated using the previous motion information for each image frame. Chapter 2 3D Head Pose Estimation                                                                    32                       
 
 
2.4 Error Correction 
2.4.1 Correction by Optical Flow  
An error correction module is necessary since the model used is approximate (the 
assumption that the head shape is ellipsoidal) and an accumulated tracking error 
and initialisation error can occur.  
First, assuming that the difference between the potential motion vectors calculated 
previously and the real motion vector is quite small, optical flow can be used to 
correct the motion vector.  
Under small motion variation and no illumination change the velocity relationship 
between 2D and 3D motion can be described as the following equation [47], 
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Z
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 
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t
R I P
r                        (2.12) 
where  Ix,  Iy  and  It  are  image-intensity  gradients  with  respect  to  x,  y,  and  t 
respectively. Po is a point in the object coordinates. R, Δt, and Δr are the 3D 
rotation matrix and instantaneous translation and rotation, respectively. [I   o []   P ] 
is a matrix formed by concatenating I and  o []   P . []× denotes a skew-symmetric 
matrix. I is the identity matrix and f is the focal length.  
To deploy equation (2.12) the rotation matrix R is changed into Rp which is the 
calculated  rotation  matrix  described  in  Section  2.3.3.  Thus,  the  instantaneous 
rotation  vector  can  be  small.  Therefore,  even  though  there  is  huge  variation 
between  motion  vectors,  equation  (2.12)  can  be  used  to  correct  the  potential 
motion vector. A linear equation can be made by adapting equation (2.12) to all 
visible pixels. Then, a least squares solution is used to calculate the translation 
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2.4.2 Correction by Texture Map  
Another correction method is based on the texture map.  Our model is the 3D 
ellipsoidal model whose resolution is one degree. Once the model is fitted to the 
image plane a 2D texture map can be obtained by unfolding the 3D ellipsoidal 
model per frame.  
                                
                         (a) frame 1             (b) frame 2 
Figure 2.12: Unfolded images 
Figure 2.12 shows the unfolded image in the range of 0 ≤  ≤ 180, -90 ≤  ≤ 
90. This is only dependent on angles so that the image size is 180×180 pixels 
regardless of the actual head size. Ideally, if the frame rate is high enough, the 
adjacent unfolded images could have the same texture.  
Using  these  texture  maps,  a  2D  similarity  transformation  matrix  between  the 
adjacent  images  can  be  calculated.  The  procedure  is  similar  to  that  used  to 
calculate the 3D motion vector by using the corresponding SIFT points and non-
linear optimisation. First, the corresponding points are extracted using SIFT on 
the confidence region ( 50 from the centre point). Then, the parameters of the 
similarity transform are calculated by using non-linear optimisation. When x and 
x
'  are  corresponding  points,  the  similarity  transform  (Hs)  and  the  objective 
function are described as follows [29],  
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where Hs is a 3×3 homogeous matrix, s2D is a scaling factor , R2D is a 2×2 rotation 
matrix,  T2D is a translation 2- vector, and 0 is a null 2-vector.  
There is a relationship between the 2D motion vector and the 3D motion vector. 
Let the 2D and the 3D motion vectors be M2D and M3D : 
                 2 2 2 2 2 [ , , , ] D D Dx Dy D s t t   M
                                                             (2.15) 
                      3 3 3 3 3 3 3 [ , , , , , ] D Dx Dy Dz Dx Dy Dz t t t     M
                                                 (2.16)
 
The corrected motion vector is 
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Here, the y axis translation in 2D (t2Dy) is a variation in the direction of the x axis 
rotation  in  3D  space,  the  x  axis  translation  in  2D  (t2Dx)  is  a  variation  in  the 
direction of the y axis rotation in 3D space. The scaling factor (s2D) is directly 
matched to the z axis translation.  
 
2.5 Experimental Results   
To verify the performance of face tracking we used the Boston face database [24] 
which  has  45  image  sequences  plus  the  ground  truth  of  3D  head  pose.  The 
experimental  procedure  is  as  follows.  First,  corresponding  SIFT  points  are 
extracted and 3D points in the first frame are calculated by given a motion vector. 
Then,  the  potential  motion  vector  is  calculated  using  non-linear  optimisation 
between the 2D SIFT points and the corresponding 3D SIFT points. From every 
motion vector, the unfolded image is generated from the fitted ellipsoidal model. 
Then, the final motion vector is corrected by optical flow and the similarity matrix. Chapter 2 3D Head Pose Estimation                                                                    35                       
 
 
 
 
Subject Jam1 
 
Roll direction tracking 
 
Subject Jim1 
 
Yaw direction tracking 
 
Subject Llm6 
 
Pitch direction tracking 
Figure 2.13: Examples of tracking results of roll, yaw, and pitch directions; the 
first column shows the fitting results and the second column displays the tracking 
results 
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TABLE 2.5: Error of the each direction  
Subject  Roll ()  Yaw ()  Pitch ()  Average () 
Jam1  2.57  3.96  2.28  2.93 
Jam2  1.08  2.73  1.72  1.84 
Jam3  1.50  2.47  2.64  2.20 
Jam4  1.34  2.39  1.76  1.83 
Jam5  1.43  2.74  2.97  2.38 
Jam6  2.47  2.55  8.83  4.61 
Jam7  1.74  2.26  1.27  1.75 
Jam8  3.51  4.37  3.59  3.82 
Jam9  3.34  7.15  1.56  4.01 
Jim1  1.39  7.21  2.93  3.84 
Jim2  0.68  2.41  4.06  2.38 
Jim3  0.91  0.90  2.99  1.60 
Jim4  1.61  1.44  3.56  2.20 
Jim5  1.65  1.95  3.19  2.26 
Jim6  2.73  5.19  2.46  3.46 
Jim7  2.93  3.07  3.39  3.13 
Jim8  2.01  3.54  4.69  3.41 
Jim9  1.93  7.61  3.19  4.24 
Lim1  1.91  3.17  2.71  2.59 
Llm2  1.75  2.95  5.35  3.35 
Llm3  2.13  3.59  4.37  3.36 
Llm4  2.06  7.89  4.80  4.91 
Llm5  5.17  2.58  3.85  3.86 
Llm6  1.97  2.48  2.92  2.45 
Llm7  1.28  1.29  1.62  1.39 
Llm8  2.25  2.14  2.19  2.19 
Llm9  2.35  4.18  4.77  3.76 
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Ssm2  0.45  1.93  4.55  2.31 
Ssm3  1.09  2.48  3.04  2.20 
Ssm4  3.23  5.57  5.22  4.67 
Ssm5  1.94  3.64  5.09  3.55 
Ssm6  2.31  1.39  4.91  2.87 
Ssm7  2.15  5.90  3.20  3.75 
Ssm8  3.54  1.48  4.00  3.00 
Ssm9  2.98  1.92  3.24  2.71 
Vam1  1.05  1.41  1.85  1.43 
Vam2  2.11  3.80  2.11  2.67 
Vam3  1.89  4.42  4.72  3.67 
Vam4  2.44  4.92  6.58  4.64  
Vam5  4.81  5.86  5.28  5.31 
Vam6  1.59  5.55  3.07  3.40 
Vam7  2.69  5.92  6.03  4.88 
Vam8  1.83  4.17  7.39  4.46 
Vam9  1.85  3.12  4.45  3.14 
 
TABLE 2.6: Comparison with previous methods   
  Proposed method  An’s method [47]  Xiao’s method [26] 
Database  45 image seq. [24]  45 image seq. [24] 
45 image seq. [24]  
+ 5 image seq. [26]  
Illumination  Uniform light  Uniform light 
uniform (45 seq.) and 
varying (5 seq.) light  
Model  3D ellipsoidal 
model 
3D partial 
ellipsoidal model  3D cylinder model 
Image size 
(pixels)  320240  320240  320240 
Average error 
(Roll,Yaw,Pitch)  2.1, 3.6, 3.7  2.8, 3.9, 4.0  1.4, 3.2, 3.8 
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In figure 2.13, the first column shows the fitting result and the second column 
displays the tracking result for an image sequence. In the first column, the yellow 
dots represent the model and the red dots are the selected SIFT features. In the 
second column, the blue line represents the ground truth and the red line shows 
the test results. Table 2.5 shows the error in degrees for each direction for each 
subject.  The  translation  error  is  not  displayed  here  because  the  Boston  face 
database  does  not  provide  the  camera  information.  In  addition,  the  object 
translation can be covered by the later gait trajectory model in Chapters 3 and 5. 
The average error across the whole database in each direction is shown in table 
2.6. The difference within the comparator results can be viewed as illusory in the 
sense that tracking results can depend on initialisation. All methods show good 
performance (less than 4 error in each direction). However, the accuracy of the 
comparator  results  may  be  compromised  by  the  desire  to  achieve  video-rate 
processing  and  these  methods  assume  there  are  small  variations  of  head  pose 
between frames.  
 
2.6 Conclusions 
We can estimate a 3D head pose by SIFT-based local feature matching and a 3D 
ellipsoidal model. We introduced region- and distance-based feature refinements. 
In addition, we generated a 3D feature position by the direct mapping method. 
The approaches have been demonstrated with the Boston face database showing 
that the tracking error was less than 4. The method differs from the previous 
methods in two aspects. First, we calculated 3D information from 2D information 
only using  a single camera.  A further difference is  that  we  could  remove the 
assumption in the 3D position calculation that there should be a small variation 
between images. However, this result is confined in the constrained environments. 
To generalise this method to moving people we need to use their gait information.   
  39 
 
Chapter 3  
Face Region Estimation by 2D 
Gait Trajectory  
 
3.1 Looming Field 
 
From the previous Chapter, the head pose can be calculated using a 3D face model 
in a controlled environment particularly when the distance between the object and 
the camera is fixed. In reality, however, in visual surveillance environments, there 
are many changes in illumination and large head movements. Also, a low frame 
rate could affect a detection rate. For example, the head movement might not be 
continuous and the illumination could change frame by frame, especially in a low 
frame-rate video. Unfortunately, most public CCTV installations have the above 
limitations. To overcome these difficulties we use not only the head pose but also 
use alternative biometric information: gait. 
Before describing the face region estimation method by a gait trajectory we need 
to  explain  a  looming  effect.  The  looming  effect  occurs  when  a  subject  walks 
towards a camera resulting in a non-linear increase in apparent subject size [31]. Chapter 3 Face Region Estimation by 2D Gait Trajectory                                   40                       
 
 
 
(a) Chosen points 
     
 (b) The trace of y position at the fixed x   (c) The trace of x position at the fixed y 
Figure 3.1: Tracking results at the specific points 
Under  the  pinhole  camera  model,  the  relationship  in  perspective  projection  is 
following [30]; x = fX/Z, y = fY/Z where (x,y) is a point in image plane, (X,Y,Z) is a 
point in 3D space, and f is focal length. Therefore, when the walking position Z is 
changed the projected position (x,y) is changed in non-linear way. 
To show this phenomenon we extract a trajectory around the head in the following 
way.  First,  the  background  subtraction  image  is  extracted  [32],  then  the 
corresponding  SIFT  points  between  adjacent  images  are  extracted.  The  same 
feature refinement methods are applied as in Section 2.3 (the region- and distance-
based  methods).  To  determine  the  potential  trajectory  of  a  specific  point  we Chapter 3 Face Region Estimation by 2D Gait Trajectory                                   41                       
 
 
calculate  the  2D  Homography  relationship  for  each  adjacent  image.  Then,  as 
shown in figure 3.1(a), the x position is fixed in the first frame and then, the 
successive  corresponding  y  axis  trajectories  are  extracted  by  using  the 
Homography matrices. Also, the y position is fixed and the trajectories of the 
successive corresponding x positions are found. Figure 3.1(b) and (c) show the 
trajectories  of  the  above  points.  These  are  affected  by  the  looming  effect 
otherwise it is supposed to be shown in linear increase. During walking, from 
some position, here we call ‘looming centre’, the trajectory can vary in non-linear 
manner.  
The trajectory of the looming centre shows the constant variation (the gradient is 
around zero) and the variation according to the frame number shows dependency 
proportional to the distance between the looming centre and the chosen points. For 
example, the position of a point with a lower position than the centre decreases. 
Conversely, the higher position of the centre increases. In the case of figure 3.1, 
we found that the looming centre is located in around (780, 800) in the x and y 
axes respectively. Note that the looming centre is not the centre of the image (the 
image size is 1280 × 1024 pixels). 
 
3.2 Gait Feature Extraction 
 
To understand the looming effect, we need to describe the gait trajectory. When a 
person is walking the movement of the head must be large and sinusoidal [33]. 
When a person walks in the first half of the gait cycle, the hip is in continuous 
extension as the trunk moves forward over the supporting limb. In the second half, 
once the weight has been passed onto the other limb, the hip flexes in preparation 
for the swing phase. As such, specific points such as human joints also show 
sinusoidal variation in position [34].  Chapter 3 Face Region Estimation by 2D Gait Trajectory                                   42                       
 
 
 
 
   
Figure 3.2: A sample gait trajectory and SIFT points of the human body 
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Figure 3.3: Horizontal variation of the neck point Chapter 3 Face Region Estimation by 2D Gait Trajectory                                   43                       
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                        Subject 2584                                                  Subject 5181 
Figure 3.4: Vertical variation of the neck point 
Figure 3.2 represents the trajectory of the head position according to each frame. 
As the person walks towards the camera, the variation of the head movement in 
the vertical (y) direction increases. It also reveals that there is periodic movement 
in the y direction. To clarify these facts we extract the exact human trajectory 
using  some  manually  chosen points such as  the points  below the neck or the 
points in the chest. We use 36 samples (26 males and 10 females, with around 40 
images in each sequence) chosen randomly from the Biometric tunnel database 
and extract the corresponding points for all frames. Figure 3.2 also shows the 
results for the corresponding points between two images where the green points 
represent  the  corresponding  points.  Here,  we  could  choose  the  centre  point 
immediately below the line joining the two labeled neck points.  Chapter 3 Face Region Estimation by 2D Gait Trajectory                                   44                       
 
 
Figures 3.3 and 3.4 show the results for the horizontal and vertical trajectories, 
respectively. As shown in these figures, the vertical gait trajectory has a consistent 
trend.  Its  nature  depends  on  the  distance  between  the  looming  centre  and  the 
position  of  the  tracked  pixel.  Unlike  the  vertical  trajectory  the  horizontal  gait 
trajectory changes with a subject’s gait. Also, the variation between each point in 
the vertical trajectory is much larger than the variation in the horizontal trajectory 
shown in figure 3.4. Therefore, we shall ignore the variation of the horizontal gait 
trajectory.  In  the  next  section  we  shall  generate  a  model  of  the  vertical  gait 
trajectory  and  show  the  performance  of  model  fitness  using  a  non-linear 
optimisation method. 
 
3.3 2D Gait Trajectory Model Definition 
 
To define the gait trajectory model we use the following assumptions:  
1.    The variation of the z direction (walking direction) should be much larger  
       than that in the x and y directions. 
2.    The walking speed is constant. 
3.    The sampling rate is constant. 
4.    The testing area does not change. 
In Section 3.2 the gait trajectory can be divided into two parts: a periodic factor 
and a scaling factor. Under the above constraints, the periodic factor increases or 
decreases in the same ratio; however, the scaling factor is unknown. Therefore, 
the gait trajectory model could be defined in the following way, where the vertical 
position y(t) is a function of gait frequency ω and  ( ), ( ) p t r t  are the periodic factor 
and the scaling factor. First of all, the general case is  
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As  mentioned  before,  under  the  pinhole  camera  model,  the  relationship  in 
perspective projection [30] is 
                                      
/
/
x fX Z
y fY Z                                                               (3.2)                                
where (x, y) is a point in the 2D image plane, (X, Y, Z)  are the coordinates in 3D 
space, and f is focal length. This is a conversion between 3D camera coordinates 
and 2D image coordinates.  
Assuming that a person is walking towards a camera at a consistent speed we can 
approximate the relationship between the walking direction and the time linearly:  
                                      ( ) , 0 ( ), 0 Z t t Z t t                                       (3.3) 
where Z(t) represents the distance from the camera, µ is a track length, δ is a 
walking speed, and t is time or frame number.  
In 3D space, the height of the human is constant and the trajectory of the upper 
body shows a periodic function. Therefore, the vertical trajectory can be modeled,  
                                          12 ( ) sin( ) Y t C t C                                               (3.4) 
Substituting equations (3.3) and (3.4) into equation (3.2), we can obtain a simple 
relation as shown in equation (3.5), 
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tt
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                          (3.5)             
where θ is the initial phase, λ is a total time, λ= µ / δ and Cn ,kn are constants. 
Therefore, the scaling and the periodic factor can be defined from equation (3.5).  
Equation (3.5) describes the general case of gait trajectory. It describes a sine 
wave with non-linear magnitude; however, this equation does not handle the case 
when  a  tracked  point  is  located  around  the  looming  centre  (in  figure  3.1,  the 
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scaling factor can be modeled as  
                             : ( ) c o o scaling factor g t C t I                                  (3.6) 
where Co is almost zero and Io is the initial vertical position of the trajectory. 
Generally, average adult walking velocity on level surfaces is approximately 80 
metres/minute. For men, it is about 82 m/min, and for women, about 79 m/min 
[37].  While investigating the gait trajectories we can find that one period of gait 
trajectory  has  four  to  five  gait  trajectory  points  in  the  case  of  using  10  FPS 
camera. For example, in figure 3.2, there are four or five sampling points in a gait 
cycle. So, we set the constraint of gait frequency between 1/5 and 1/4 because the 
size of the biometric tunnel is around 6 m.  
To evaluate the performance of the model we normalise all of the extracted gait 
trajectories in order to express the error as a percentage. After fitting using the 
Levenberg-Marquardt algorithm, R-squared and Sum of Squares Error (SSE) are 
evaluated (equations (3.7) and (3.8)). Figure 3.5 shows the model fitting results 
for a typical gait trajectory. The blue points are the gait trajectory and the red line 
is the result of model fitting. We also calculate the autocorrelation of fitting error 
in figure 3.6 which shows no periodic components for the error. Since the gait 
trajectory has a periodic factor, we need to verify whether the error contains a 
period factor.  
The experimental result shows that there is no specific pattern of the noise.  Also, 
another advantage of this model is that it can express the trajectory between the 
trajectory points. Table 3.1 shows the errors of model fitting for 36 subjects from 
the Biometric tunnel database. The average value of the R-squared fitting metric 
for all samples is greater than 0.98, and the average for the SSE error metric is 
0.037. So, we consider that the model correctly describes the gait trajectory. 
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Figure 3.5: Fitting results between the actual data and the model 
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where  i y  and  i y ˆ are the normalised values of the ground truth and the test result 
at i
 th position of gait trajectory, respectively.  y  is the mean of the observed data. 
 
TABLE 3.1: Database performance analysis 
Subject  SSE  R-squared  Subject  SSE  R-squared 
1603  0.0183  0.9930  6932  0.0724  0.9647 
2345  0.0857  0.9526  2359  0.0866  0.9503 
2393  0.0031  0.9985  2415  0.0843  0.9578 
2431  0.0238  0.9868  5129  0.0370  0.9835 
2452  0.0757  0.9720  395  0.0255  0.9883 
2512  0.0292  0.9832  2441  0.0130  0.9892 
2575  0.0952  0.9474  2465  0.0425  0.9866 
2589  0.0203  0.9892  2481  0.0035  0.9974 
2635  0.0247  0.9865  2498  0.0123  0.9931 
2653  0.0236  0.9886  2522  0.0260  0.9858 
4992  0.0459  0.9748  2584  0.0194  0.9915 
5019  0.0067  0.9971  2671  0.0563  0.9618 
5080  0.0619  0.9734  5271  0.0366  0.9868 
5181  0.0111  0.9953  5303  0.0129  0.9946 
5194  0.0640  0.9662  6052  0.1167  0.9073 
5252  0.0162  0.9911  6005  0.0107  0.9950 
5461  0.0052  0.9975  6182  0.0310  0.9836 
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3.4 Experimental Results   
In initialization, the Homography matrix is calculated for each frame using the 
matched SIFT points. Then, a specific point such as the centre of the face, or the 
neck, is chosen manually so that a potential trajectory can be obtained. After that, 
the gait trajectory model is applied to the potential trajectory.  
Unlike the potential trajectory, the constructed gait trajectory is continuous and 
can  be  interpolated.  Since  the  Homography  relationship  and  the  trajectory 
between frames are known, the approximate face region of each frame  can be 
extracted to initialise the height and width of the face region. In tracking, first the 
3D ellipsoidal model was applied in the first frame using a given motion vector. 
In the 2D projection area from a 3D ellipsoidal model the SIFT points can be 
extracted so that the outliers which result in mismatching can be removed.  For the 
next frame, the face is tracked using a calculated motion vector in the previous 
frame. Also, the motion vector is calculated using the valid area mentioned above.  
By this procedure, we tested the 36 sequences from the Biometric tunnel database. 
Figure 3.7 shows the experimental results. The first row per subject in figure 3.7 
shows  the  result  of  extracting  the  approximate  face  regions  by  using  the  gait 
trajectory. The second row shows the tracking results of the 3D model fitting in 
image sequences. As shown in figure 3.7, the background changes; however, the 
centre of the face and the size of the face are not changed as the subject walks. 
The face region can be extracted regardless of pose variation, illumination change, 
and  low  resolution.  The  face  region  is  clearly  extracted  well,  especially  the 
comparison with the data from which it was extracted (figure 1.2(b)). Note in 
particular  the  fourth  and  fifth  images  where  the  pose  of  the  subject  changes 
considerably instead of looking forward. The subjects look right or downwards. 
Despite this, there is still an excellent fit of 3D model to the data. Chapter 3 Face Region Estimation by 2D Gait Trajectory                                   50                       
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Figure 3.7: Examples of the approximate face region by gait trajectory and fitting 
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To confirm the effectiveness of using the gait trajectory for face acquisition we 
test the face detection ratio with and without the gait trajectory model. Basically, 
the 3D ellipsoidal model cannot be applied directly to the raw image due to the 
image resolution. To use the ellipsoidal model, a minimum image size should be 
guaranteed. So, in the above experiment we resize the approximate face region.  
An alternative way is to deploy the Viola-Jones front face detection system [57] 
implemented using the OpenCV library [79]. We test three cases; i) face detection 
ratio with raw images using [57], ii) one with the approximate face regions using 
[57], and iii) one using only the gait trajectory. Table II shows the results of face 
detection.  
TABLE 3.2: Test results with/ without the gait trajectory 
  1
st test  2
nd test  3
rd test 
Image size (pixels)  1600×1200 
(Raw image) 
300×300 
(Approximate face 
region) 
1600×1200 
(Raw image) 
Aalgorithms  Viola & Jones face 
detector 
Viola & Jones  
face detector  New method 
Detection rate (%)  80.8% 
(957/1185) 
94.0% 
(1114/1185) 
98.0% 
(1161/1185) 
 
As shown in Table 3.2, using the gait trajectory shows a better face detection 
performance. Comparing  all the tests  (with and without the gait trajectory), it 
shows a 17.2% improvement beyond the use of Viola-Jones face detection. The 
second test shows detection aided by the gait trajectory. Ideally, the results of first 
and second test should show the same result. However, even though the resizing 
ratio  is  the  same  (the  default  is  1/1.2),  the  number  of  resized  pixels  differs. 
Therefore, this result also indicates the usefulness of the gait trajectory model. 
The differences between the second and the third test are caused by variation in 
head pose and illumination, confirming that the new method is indeed more robust 
than the conventional approaches.  Chapter 3 Face Region Estimation by 2D Gait Trajectory                                   52                       
 
 
3.5 Conclusions  
We have proposed a new method for estimating the face region by  a 2D gait 
trajectory model when a person walks towards a camera. Moreover, we included 
the looming effect in the gait trajectory model based on a characteristic of human 
gait:  there  is  conspicuous  sinusoidal  movement  in  the  vertical  direction.  We 
demonstrated the performance using the Biometric tunnel database. It shows that 
this  method  can  extract  the  face  region  well  regardless  of  head  pose,  image 
resolution and changes in illumination. Moreover, we can apply a method of 3D 
head pose estimation in Chapter 2 to the approximate face regions. Otherwise, 
there are many difficulties related to applying the head pose estimation method 
directly to raw data. This approach has the limitation in that the speed of the 
object  should be constant  and the walking direction is  supposed be the same, 
although this method can be used in the constrained environments such as corridor 
and airport portal. In the next two chapters, we will describe a generalised gait 
trajectory model which can be applied in less constrained environments. 
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Chapter 4  
Heel Strike Detection  
 
4.1 Introduction 
 
Heel strike detection is a basic yet important process in non-invasive analysis of 
people at a distance, especially for human motion analysis and recognition by gait 
in a visual surveillance environment. Since the gait periodicity, stride and step 
length  can  be  calculated  directly  from  the  position  of  the  heel  strikes;  this 
information can be used to represent the individual characteristics of a human, the 
walking  direction,  and  the  basic  3D  position  information  (given  a  calibrated 
camera). This heel strike detection method will be used to extract the face region 
within an unconstrained environment in Chapter 5. 
There are two key observations concerning heel strike detection. During the strike 
phase, the foot of the striking leg stays at the same position for nearly half a gait 
cycle (when the foot is in contact with the floor), whilst the rest of the human 
body moves forward [48]. Also, when the left and right feet cross, the head is at 
its highest position. Conversely, when the stride is at its largest, the head is at its 
lowest position in a gait cycle. We develop our new heel strike detection method 
based on these observations.  Chapter 4 Heel Strike Detection                                                                           54                       
 
 
Generally, heel strike detection is a preliminary stage in gait recognition or model-
based human body  analysis and visualisation. Previously, two major strategies 
were used for the detection of heel strike. The first is the model-free  strategy 
which uses low level data such as silhouettes and edges to detect gait motion. 
Bobick and Johnson [49] recovered static body and stride parameters of subjects 
using the action of walking to extract relative body parameters. BenAbdelkader et 
al. [50] identified people from low resolution video by estimating the height and 
stride parameters of their gait. Jean et al. [51] proposed an automatic method of 
detecting body parts using a human silhouette image. A five-point human model 
was  detected and tracked. They solved  for  self-occlusion  of the feet  by  using 
optical  flow  and  motion  correspondence.  Bouchrika  and  Nixon  [48]  built  an 
accumulator map of all corner points using the Harris corner detector [69] during 
an image sequence. Then, the heel strike position was estimated using the density 
of proximity of the corner points.  
The alternative strategy is model-based; this uses prior information such as 3D 
shape, position and trajectory of body motion. The heel strike position is a part of 
this analysis. Vignola et al. [52] fitted a skeleton model to a silhouette image of a 
person. Each limb was fitted independently to speed up the fitting process. Zhou 
et al. [53] extracted full-body motion of walking people from video sequences. 
They proposed a Bayesian framework to introduce prior knowledge into a system 
for extracting human gait. Sigal and Black [54] estimated human pose using an 
occlusion-sensitive local image likelihoods method. Zhang et al. [55] presented a 
three-level hierarchical model for localising human bodies in still images from 
arbitrary viewpoints. They handled self-occlusion and large viewpoint changes 
using Sequential  Monte Carlo optimisation. Sundaresan et  al. [56]  proposed a 
graphical  model  of  the  human  body  to  segment  3D  voxel  data  into  different 
articulated chains.  Chapter 4 Heel Strike Detection                                                                           55                       
 
 
Many approaches, however, consider only the fronto-parallel view of a walking 
subject wherein the subject walks in a direction normal to the camera’s plane of 
view. Also, in the model-based approaches, there is much computational load in 
initialisation and tracking. Moreover, in the visual surveillance environment, the 
image quality could be low and the image sequences derived from a single camera 
only are available. Therefore, an alternative heel strike detection method is needed 
which is robust to low resolution, foot self-occlusion, and camera view point, and 
suitable for a single camera.  
In this chapter, to overcome the above constraints, we propose a novel method of 
heel strike detection using the gait trajectory model. The frame in which the heel 
strike takes place can be extracted even when the foot is hidden by another leg and 
the image quality is low. The model is applied to detect the key frame in which 
the heel strikes occur. The silhouette image at the key frame is used to remove 
background data and determine the Region of Interest (ROI). Then, we calculate 
the  heel  strike  position  from  the  process  of  the  candidate  detection  and 
verification.  
 
4.2 Key Frame Calculation 
 
The basic characteristics of gait are used to find the moment of a heel strike. 
When people walk there is conspicuous sinusoidal head movement in the vertical 
plane [33]. As mentioned above, the highest point in a gait cycle is when both feet 
cross (stance) and the lowest point is when the gait stride is the largest (heel 
strike). Therefore, the vertical position is a cue for gait cycle detection. We define 
the  key  frames  when  the  highest  and  the  lowest  positions  of  the  vertical  gait 
trajectory in a gait cycle occur. In Chapter 3, we constructed the gait trajectory Chapter 4 Heel Strike Detection                                                                           56                       
 
 
model and fitted it with the actual data. After this procedure, we analyse the gait 
trajectory to determine the key frames. 
The key frame can be calculated after the construction of the model. The highest 
points  of  trajectory  are  calculated  from  gait  frequency  f 
f n t    2 / ) ) 2 / 1 2 (( (    , where n is any integer). Figure 4.1 shows a sample 
of the key frame extraction process. In figure 4.1(a) the highest position of y is 
when the left foot and the right foot cross (here, the key frame number is 97). 
Figures 4.1(b) and (c) are the original and the silhouette image at the key frame. In 
figure 4.1(b) the head is in the highest position when the feet cross. In the next 
stage, the silhouette image is used for filtering the accumulator map to extract the 
ROI since the accumulator map is constructed by using all of the images in a 
sequence and the filtered accumulator map must contain at least one heel strike.  
 
 
(b) Original image at the key frame 
 
(a) Trajectories of y position for left, right feet 
     and the head 
(c) Silhouette image at the key 
     frame 
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4.3 Heel Strike Detection 
4.3.1 Heel Strike Candidate Extraction  
As a pre-processing step, we calculate the silhouette image [32] from the intensity 
and the colour difference (between the background image and foreground image) 
at each pixel. Then, the accumulator map of a silhouette is the total number of 
silhouette pixels in the (i, j)
th position. Low pass filtering is deployed to smooth 
the accumulator surface. 
                   
#
( , ) ( , )
of images
Accumulator i j Silhouette i j                           (4.1) 
Figure  4.2  shows  an  accumulator  map  and  filtering  result s  by  a  key  frame 
silhouette  image. The  colour  in  the  figure s  indicates  the  number  of  silhouette 
pixels from blue (few) to red (many). As shown in figure 4.2(a), the heel strike 
region can clearly be distinguished from other body part regions. 
The filtered accumulator map shows the distribution of the number of silhouette 
pixels. It reveals that the position of heel strike has a relatively higher distribution 
than other regions. Using the characteristic, we extract a Region of Interest (ROI) 
and smooth it before applying the Gradient Descent algorithm. Figure 4.3 shows 
the process for finding the heel strike positions from the accumulator map. The 
accumulator  map shown  in figure 4.3(a)  is  filtered  by  Gaussian  functi on (filter 
size 1212, σ = 2.0). Then, the approximate heel region, which is one eighth of a 
person’s  silhouette  height  from  the  bottom  of  silhouette,  is  extracted  (figure 
4.3(a)).  Accordingly,  the  heel  strike  position  can  be  extracted  by  Gradient 
Descent. Figure 4.3(b) shows the three dimensional view of the extracted ROI. 
Figure 4.3(c) shows the result of analysing the approximate heel strike region as 
shown in figure 4.3(b) using the Gradient Descent. The small arrow in the figure 
is the point where the orientation changes. Figure 4.3(c) shows convergence to the 
local maximum. Chapter 4 Heel Strike Detection                                                                           58                       
 
 
 
(a) Accumulator map for a walking image sequence 
 
            t+7              t+25            t+43                   t+61 
 
            t+79                               t+97                      t+115                  t+133 
(b) Filtering result using silhouette image at the key frames 
Figure 4.2: Accumulator map and filtering results 
 
     
   
       (a) ROI extraction               (b) 3D view of ROI          (c) Result of Gradient Descent 
Figure 4.3: Procedure of heel strike candidate detection Chapter 4 Heel Strike Detection                                                                           59                       
 
 
4.3.2 Heel Strike Position Verification  
This  section  describes  a  heel  strike  verification  process.  In  our  method  the 
silhouette  image  is  used  when  the  feet  cross,  so  it  is  possible  to  extract  the 
candidates from the foot of the heel strike and also for another foot. For example, 
in the second heel strike of figure 4.4(a), the candidates are detected from both 
feet. To remove the invalid candidates, other key frames are selected when the 
vertical position of the gait trajectory is lowest within a cycle (figure 4.1(a)) and 
the  same  procedure  is  executed  in  Section  4.3.1  to  find  other  heel  strike 
candidates. Since the moment at the lowest vertical position is when the gait stride 
is largest, the feet are in contact with the floor, and the feet are separated, so the 
candidates  from  other  key  frames  are  considered  as  the  potential  heel  strikes. 
These  candidates  are  deployed  to  remove  the  invalid  candidates.  Simply,  the 
distance  between  these  two  groups  of  candidates  (at  the  highest  and  lowest  y 
coordinates) is calculated. Then, the candidates within a fixed distance (here, 5 
pixels) are selected from the group of candidates of lowest values for y. As shown 
in figure 4.4(b), after this filtering process, the invalid candidates from another 
foot are removed.  
The accumulator map depends on the camera view. Once the camera is calibrated 
the invalid candidates could be removed using  the back projection from a 2D 
image plane into a 3D world space. Using 3D projection the candidate which is 
the  closest  to  the  camera  is  selected.  Since  a  single  camera  is  used  in  our 
approach, we assume a ground floor is known, i.e. that z = 0 (the z axis is in the 
vertical position). This enables calculation of the intersecting points between the 
projection ray from 2D image points and the ground floor. The closest heel strike 
to the floor is considered as the final heel strike position, thereby filtering the 
invalid positions. Figure 4.4 shows a result of the filtering process. The invalid 
points in figure 4.4(a) are removed to give the final result in figure 4.4(c). Figure 
4.5 shows the example of the candidate filtering. Figure 4.5(a) is the sample of Chapter 4 Heel Strike Detection                                                                           60                       
 
 
candidate extraction when the gait trajectory is the highest and the lowest in a gait 
cycle. Figure 4.5(b) describes the filtering method using the relationship between 
3D coordinate and 2D image plane. The white crosses in figure 4.5(a) are the heel 
strike candidates.  
 
 
     
(a) Heel strike candidates         (b) Result of first filtering      (c) Result of second filtering    
Figure 4.4: Verification process 
 
         
(a) Candidates filtering using          (b) Candidate filtering using 3D projection from 
     two group’s candidates            2D image plane   
Figure 4.5: Candidate filtering 
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Once 3D heel strike positions have been calculated we can estimate the direction 
and  the  position  of  walking.  First,  we  define  a  walking  direction  vector  (ik) 
between k
th heel strike position Hk and k+1
th heel strike position Hk+1  
                                          11 ( )/ k k k k k     i H H H H                                     (4.2) 
Then, the position at ground plane  k P (Z = 0 plane) is  
                        ( ) ( / ) kk t stridelength samplenumber t    Pi                  (4.3) 
 
4.4 Experimental Results   
To  evaluate  the  heel  detection  system,  we  test  three  different  environments 
offered by visual surveillance databases. One is a controlled  environment (the 
Biometric tunnel database [21]) and the others are uncontrolled databases (the 
PETS 2006 database [46] and the CAVIAR dataset [45]). The test set from the 
Biometric  tunnel  data  consists  of  25  samples  (18  males  and  7  females,  with 
around 130 images in each sequence) and each sample has two views of image 
sequences.  The  database  was  recorded  in  a  controlled  environment  (such  as 
lighting illumination, walking direction and camera calibration). We choose 10 
samples from an image sequence of the PETS 2006 dataset which is recorded at 
an  indoor  train  station.  In  the  dataset,  each  sample  has  a  different  walking 
direction  with  around  80  images  in  each  sample  sequence.  The  test  set  from 
CAVIAR dataset consists of 15 samples (11 males and 4 females, with around 
100 images in each sequence) and are resized to 640480 pixels. Each sample has 
a random  walking direction. This  database was recorded  in a shopping  centre 
corridor.  To  calculate  a  camera  projection  matrix  we  estimate  (perspective) 
corresponding  points  based  on  provided  ground  truth  position  (15  pairs  of 
corresponding points are used).  Chapter 4 Heel Strike Detection                                                                           62                       
 
 
Figure 4.6 shows the detection results for three different environments. The white 
crosses in the figure represent the points detected as the heel strike positions. As 
shown  in  figure  4.6  the  proposed  method  can  detect  the  heel  strike  position 
regardless of the camera view since the method uses the basic characteristic of 
gait: its periodic factor. In the cases of samples from the Biometric tunnel data and 
the PETS 2006 data (figure 4.6 (a), (b)) the subjects walk in a series of straight 
lines. To confirm that our method works when the walking direction changes, the 
image sequences from the CAVIAR data are tested, where the subject is walking 
randomly  along  a  corridor  (figure  4.6  (c)).  Even  when  the  walking  direction 
changes the new method still follows the position of heel strike.  
Table 4.1 shows the test environment and the detection rate. A total of 470 heel 
strikes from 75 subjects were tested. For the evaluation of the performance we 
measured  the  distances  between  the  test  results  and  the  ground  truth.  For  the 
Biometric tunnel, given calibration, the detected 3D heel strike positions were 
compared with the ground truth. Unlike the Biometric tunnel, the PETS 2006 data 
does not provide camera information. Therefore, the detection rate is calculated 
based on 2D image coordinates. For the CAVIAR dataset, the camera projection 
matrix can be constructed using the provided coordinates in 3D space, but it does 
not  provide  ground  truth  in  3D  space.  For  this,  we  applied  the  two  filtering 
methods  (Section  4.3.2,  the  2D  distance  and  3D  geometry  measure)  to  the 
Biometric tunnel data and the CAVIAR data to remove the invalid candidates and 
to obtain 3D heel strike position. For the PETS2006 data we applied one filtering 
method which uses the 2D distance between the candidates of two groups, given 
the lack of camera calibration information. Besides that, to calculate the detection 
rate, we consider as ‘detected’ when the distance between 3D heel strike positions 
of the test results and the ground truth is within 10 cm for the Biometric tunnel 
case. The others were counted as ‘detected’ when the distance is within  5 pixels 
in the 2D image coordinate. Chapter 4 Heel Strike Detection                                                                           63                       
 
 
 
 
(a)  Heel strike detection results of the Biometric tunnel data 
 
  
 
 
(b) Heel strike detection results of the PETS 2006 data 
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(b) (Continued.) Heel strike detection results of the PETS 2006 data 
 
 
 
 
 
(c) Heel strike detection results of the CAVIAR data 
Figure 4.6: Heel strike detection results within different environments Chapter 4 Heel Strike Detection                                                                           65                       
 
 
TABLE 4.1: Test results of the different databases in heel strike detection 
Database  Biometric Tunnel  PETS 2006  CAVIAR 
# of subject  25 2 views  10  15 
Walking direction  Straight  Straight & Random  Straight & Random 
Image size (pixels)  640480  720576  Resized to 640480 
Filtering method  2D & 3D filtering  2D filtering only  2D & 3D filtering 
Environment  Controlled tunnel  Train station  Shopping centre 
corridor 
Decision method   10 cm in 3D   5 pixels in 2D   5 pixels in 2D 
Detection rate (%)  95.6 (285/298)  93.4 (57/61)  93.7 (104/111) 
 
Table 4.1 shows the detection rate for all the databases. The detection rate for the 
Biometric tunnel database is slightly higher than for the PETS 2006 database and 
the  CAVIAR  dataset  since  the  environment  of  the  Biometric  tunnel  is  more 
controlled. The overall detection rate is 94.9% (446/470). 
 
 
4.5 Conclusions   
To deploy automatic gait recognition in unconstrained environments, we need to 
develop new techniques for analysis. This section describes new techniques for 
heel strike estimation which are robust to self-occlusion and change in camera 
view. The approach to heel strike estimation combines human walking analysis 
with characteristics of the heel strike. The approach has been demonstrated on 
visual  surveillance  databases,  and  on  one  for  biometrics,  with  a  heel  strike 
detection rate exceeding 94%. We make a strong assumption that the walking 
speed is constant and that the foot area can be seen. Also, since this method is 
based on the silhouette accumulator for all frames, it could be affected by the 
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view  is  large,  the  system  error  reduces.  This  model  can  be  applied  in  many 
facilities such as corridors, lobbies, and the entrances of building. Also, it is a 
basic step in improving visual surveillance. As such, heel strike analysis can be 
used for basic gait analysis and derivation of walking direction estimation, and 
this  approach  provides  a  new  and  more  generalised  approach  for  surveillance 
environments. 
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Chapter 5  
Face Region Estimation by 3D 
Gait Trajectory  
 
5.1 Introduction 
 
Determining the position of the head is a basic step in automatic face recognition 
and can also be used in privacy-aware surveillance (to mask the head region) or to 
improve person location in tracking and behaviour analysis applications. In visual 
surveillance  there  are  many  constraints  on  the  ability  to  detect  and  recognise 
people.  Depending  on  which  CCTV  technology  is  used,  the  illumination 
conditions, the frame rate, and the resolution can differ. In addition, if the Region 
of Interest (ROI) is considerably smaller than the captured image, conventional 
approaches could fail. Even though Viola’s method [57] is well known for its 
ability to detect faces, the above constraints could result in possible failure when 
detecting people in a visual surveillance environment. An alternative is to use gait, 
and this is immediately beneficial since the body comprises a larger ROI than the 
human face.  Chapter 5 Face Region Estimation by 3D Gait Trajectory                                   68                       
 
 
There are many approaches to detect a human in visual surveillance. Face region 
detection is one sub-category of a human detection. Previous human detection 
methods can be classified into two main approaches. The first is a 3D-assisted 
approach which uses view geometry and a 3D human shaped model. Mohedano et 
al.  [58]  built  a  multi-camera  geometry-based  3D  tracker  which  uses  multi-
dimensional background subtraction and human template correlation. This method 
detected people even when they were occluded by static foreground objects.  Li 
and Leung [59] defined the Human Perspective Context according to the camera 
tilt  angle.  Then,  using  Model  Estimation-Data  Tuning  the  human  shape  and 
head/foot positions were detected. Saboune and Laganiere [60] generated a human 
upper  body  3D  model  and  a  likelihood  function.  Then,  Explorative  Particle 
Filtering was applied to detect people and for 3D tracking. In another approach, 
Jean et al. [61] used the 2D trajectories of both feet and the head extracted by 
using the silhouettes. After that, the fronto-parallel normalised view trajectory was 
generated from a homography transformation based on the 3D walking plane.  
An alternative approach is a local feature-based approach which uses an object’s 
information such as the pattern of a face or skin colour. Li et al. [62] estimated the 
number of people in surveillance scenes using a mosaic image difference-based 
foreground segmentation and Histograms of Oriented Gradients for head-shoulder 
detection. Yang et al. [63] detected basic human actions such as placing objects 
and  pointing  using  a  set  of  motion  edge  history  images  and  tree-structured 
boosting classifiers. Leykin and Hammound [64] tracked a subject’s body and 
estimated the visual attention field from head-pose estimation by combining a 
skin colour detector with the direction of motion. Chen and Chen [65] proposed a 
novel  cascaded  structure  called  meta-state  to  boost  the  performance  of  the 
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Our approach has a different starting point. We focus on detecting the head region 
based on the characteristics of a human walking. In other words, we propose a 
gait-based face region detection method. First,  we calculate the potential head 
trajectory  between  frames  by  using  a  Homography  relationship.  Wavelet 
decomposition  is  deployed  to  detect  the  component  which  contains  a  specific 
frequency of human walking. By analysing this component the gait cycle can be 
calculated. Based on the gait period and the (known) camera projection matrix, 
the heel strike position and walking direction in 3D are calculated by using the 
method in Chapter 4. After that, we define an objective function which can be 
used to fit the 3D gait trajectory model with the actual data by comparing a 2D 
potential gait trajectory with a projected 3D gait trajectory which minimises the 
error of objective function. In this way, we can estimate the region of the head in 
3D space.  
 
5.2 Gait Period Estimation 
 
The gait period provides key information to generate heel strike position and 3D 
trajectory correction. In Chapter 4, we described the human walking characteristic; 
when  a  person  walks  there  is  conspicuous  sinusoidal  head  movement  in  the 
vertical plane. The highest point in a gait cycle is when both feet cross and the 
lowest point is when the gait stride is the largest. Therefore, finding the highest 
and lowest points in the gait trajectory enables us to calculate the gait period. We 
use the same way of calculating the potential gait trajectory as in Chapter 3. First, 
the Homography relationship between the adjacent images is calculated and then 
the potential trajectory is extracted. By wavelet packets analysis [78], different 
frequency signals can be decomposed. These contain a signal with the same gait 
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The  Fast  Fourier  Transform  (FFT)  can  analyse  the  main  frequencies  within  a 
signal;  although  it  can  only  be  localized  in  frequency,  not  in  time.  In  our 
assumption the walking speed can change so that the main walking frequency can 
be varied in the frequency domain. In other Autocorrelation is generally applied to 
find repeating patterns, such as a periodic signal corrupted by noise. This method 
is also not suitable here because the gait trajectory contains a non-linear scaling 
factor. Given a model, the frequency can be found using curve fitting. However, 
this method needs an accurate model in advance. Wavelet decomposition can be 
localised in both time and frequency so we use this method to detect the gait 
period.  Since  the  walking  period  changes  with  the  speed  of  walking,  a  more 
specific  method  is  needed  for  generalised  analysis.  Ladetto  et  al.  [66] 
reconstructed the gait walking signal using the wavelet decomposition to refine 
the signal. In this research we analyze more about the walking signal and use the 
method to detect the gait period. 
Wavelet packets analysis can be considered as a combination of high frequency 
filter banks h(k)  and low frequency  filter banks  g(k) [78]. A signal  S  can be 
divided  into  approximation  coefficients  cAj  and  detail  coefficients  cDj  by  the 
convolution of high and low frequency filters as shown in figure 5.1 where c is a 
constant. The ‘meyer’ type of mother wavelet [67] is used to construct the filter 
banks.   
 
Figure 5.1: Wavelet packets analysis 
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Figure 5.2: Five scale full wavelet packets analysis 
The signals A1-A5 and D1-D5 are the decomposition results of the original signal 
(signal S). As shown in figure 5.2, as the decomposition step becomes higher, the 
extracted  signals  become  smoother.  For  example,  the  detail  coefficient  D1 
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component.  Generally,  as  previously  mentioned,  the  average  adult  walking 
velocity on level surfaces is approximately 80  m/min. For men, it is about 82 
m/min, and for women, about 79 m/min. Therefore, the walking signal has a fixed 
range  of  frequency  so  that  the  signal  including  the  walking  frequency  can  be 
extracted by wavelet decomposition. In this research, the frame number is chosen 
as a key frame when the highest and lowest points of the gait trajectory occur. 
Therefore, the gait period can be detected by  finding the peak position of  the 
signal  in  a  particular  frequency  band  which  is  suitable  for  passing  the  gait 
frequency.  
 
Figure 5.3: Spectrum splitting of gait trajectory 
Figure 5.3 shows the results of the four-scale filter bank. From the original signal 
S, the sub-band signal can be divided. In this experimental environment the frame 
rate is 30 FPS and the human walking has a fixed range of speed. By experiments 
we can infer that a gait frequency Gw belongs to the sub-band frequency between 
signals  D3  and  D4  as  shown  in  figure  5.3.  Therefore,  the  gait  period  can  be 
detected as follows. First, high frequency components (detail coefficients D1 and 
D2  in  figure  5.2(b))  are  removed  from  an  original  signal  (signal  s)  since  the 
original signal contains high frequency noise components. Then, the signal which 
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by subtraction between the noise-filtered signal (signal A2) and the low frequency 
signal (signal A4). Thus, it only contains the gait frequency. Finally, from the 
signal,  we  can  detect  the  maximum  and  minimum  points  per  cycle  when  the 
gradient is zero since the signal is smooth and continuous. Figure 5.4 shows the 
procedure of the gait period detection from the original signal to the detection 
results.  The  red  crosses  in  figure  5.4(c)  depict  the  detected  maximum  and 
minimum points in a cycle. Figure 5.4(d) shows the points that correspond with 
those in figure 5.4(c).  
 
 
(a) Original signal (signal S) 
 
(b) Noise-filtered signal (signal A2) 
 
(c) High frequency component  
(signal A2 - A4) 
 
(d) Gait period per each cycle 
Figure 5.4: Gait period detection procedure Chapter 5 Face Region Estimation by 3D Gait Trajectory                                   74                       
 
 
To confirm the performance of the gait detection period we tested 30 samples 
from  the Biometric  tunnel database [21]. Each sample consists of around 120 
frames. The camera used has a resolution of 640 × 480 pixels and captures at a 
rate of 30 FPS as shown in figure 1.2(c). The average distance between the ground 
truth and the calculated data is measured (the distance unit is a frame). We choose 
the ground truth at the moment when the feet cross and the stride is largest in a 
cycle. The average error of all samples is 1.48 frames. This means that the time 
difference between the actual heel strike and the calculated heel strike is 48.76 ms 
(the frame rate is 30 FPS). Considering that the heel strike stays on the floor for 
around five frames, the results infer that the method can be a way of calculating 
the  gait  period.  This  method  is  the  first  use  of  wavelet  decomposition  in 
calculating the gait period. Table 5.1 shows the time errors for each subject from 
the Biometric tunnel database.  
TABLE 5.1: Time gaps between the actual heel strike and the calculated results  
Subject  Frame difference 
(frame)  Time (ms)  Subject  Frame difference 
(frame)  Time (ms) 
395  2.00  66.0  2584  1.38  45.5 
1603  0.75  24.8  2589  0.64  21.1 
2345  0.70  23.1  2635  1.00  33.0 
2359  3.58  118.1  5019  1.50  49.5 
2393  1.40  46.2  5080  1.58  52.1 
2415  1.75  57.8  5181  4.13  136.3 
2431  1.17  38.6  5194  1.42  46.9 
2441  1.64  54.1  5252  1.80  59.4 
2452  1.42  46.9  5303  1.60  52.8 
2465  2.42  79.9  5562  1.67  55.1 
2481  1.08  35.6  6005  1.58  52.1 
2498  1.00  33.0  6052  1.17  38.6 
2512  0.88  29.0  6929  1.17  38.6 
2522  1.17  38.6  6932  0.64  21.1 
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5.3 Trajectory Calculation in 3D Space 
5.3.1 Head Position While Changing Walking Direction  
The gait trajectory in 2D space contains a non-linear factor; the looming effect [68] 
which  can  affect  the  accuracy  of  the  gait  trajectory.  Therefore,  the  domain  is 
changed  from  the 2D image plane into 3D space using the camera projection 
matrix  since  in  3D  space  there  are  many  advantages  such  that  the  height  of 
walking person is constant and the looming effect can be ignored. In addition, it 
can provide not only the walking direction but also the walking speed. Therefore, 
in this section, a 3D gait trajectory model is built based on the pre-calculated 3D 
heel strike position and the gait period. Then, this model is fitted to actual data in 
order  to  estimate  the  3D  position  of  head  using  Levenberg-Marquardt 
optimisation. 
Before defining the 3D gait trajectory,  we need to investigate the relationship 
between walking direction and head position because the walking trajectory is not 
always the same as the trajectory of the head. For example, if a person changes the 
walking direction, a half gait cycle gap takes place between walking trajectory and 
head trajectory.  
Generally, the head position is located directly above the heel strike position at the 
moment the feet cross. Figure 5.5(a) shows a sample of this relationship. In this 
figure, the lower white dot is the detected heel strike position and the higher white 
dot represents a potential centre position of the head. As shown in figure 5.5(a), 
the angle between the ground floor and the line of the two points is perpendicular. 
Figure  5.5(b)  presents  the  head  trajectory  from  all  frames.  This  is  one  of  the 
results  discussed  in  the  next  section,  where  a  3D  gait  trajectory  model  is 
constructed and the 3D gait trajectory is projected into 2D space. The trajectory 
shows sinusoidal movement with a fixed height.  Chapter 5 Face Region Estimation by 3D Gait Trajectory                                   76                       
 
 
 
 
(a) Positions of head and heel strike          
             
 
(b) Head trajectory 
Figure 5.5: 3D head position when walking in different direction Chapter 5 Face Region Estimation by 3D Gait Trajectory                                   77                       
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Figure 5.6: Head position and walking direction change 
 
Figure 5.7: Heel strike position and the middle position 
Another factor to be considered is when people change their walking direction. 
Figure 5.6 shows the moment of change in a walking direction. As shown in this 
figure, first, a person looks at the direction of walking. Then, a half gait cycle later, 
the direction of the feet changes. In other words, the moment that a head turns is 
when the gait stride is the largest. Therefore, the middle position of the 3D heel 
strike is used (assuming the middle position of heel strike is when a gait stride is 
the  largest).    Figure  5.7  presents  a  sample  of  the  heel  strikes  and  the  middle 
positions. The blue asterisk point represents the 3D head position. The red asterisk 
and green triangle point are 3D heel strike position and the middle of heel strike, 
respectively.   Chapter 5 Face Region Estimation by 3D Gait Trajectory                                   78                       
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5.3.2 3D Gait Trajectory Model  
Given the gait periods and the 3D heel strike positions, a gait trajectory can be 
modeled by a series of simple sinusoidal waves which have the same magnitude 
and height. The potential 2D trajectory could be inaccurate since error could occur 
within the Homography matrix and the camera projection matrix. Therefore, the 
gait  trajectory  needs  to  be  corrected.  In  this  Section,  we  introduce  a  3D  gait 
trajectory model to fix the gait trajectory in the 3D space. Further, the head region 
can  be  estimated  by  fitting  the  model  with  actual  data  using  the  non-linear 
optimisation method.  
The 3D gait trajectory model can start from equations (4.2) and (4.3). In Section 
4.3 we define a walking direction vector k i and position Pk at ground plane. Here, 
the world coordinate system is shown in figure 5.8(a). The vertical direction is Z 
direction and the main walking direction is along the X axis.  
The vertical position can be defined as 
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The objective function is  
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First, we define a 3D gait trajectory per gait period G3D,k which consists of x, y 
position Pk(t) and Z position Zk(t) based on the gait period fk and the middle heel 
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strike position Hk. Then, the 3D gait trajectory T3D is constructed by adding each 
gait  trajectory  per  cycle.  Equations  (4.2),  (4.3),  and  (5.2)-(5.4)  represent  the 
details  of  this  procedure  where  pn  is  a  period  of  each  gait  cycle  and  Rk  is  a 
windowing function. The objective function is equation (5.5) where T2D(t) is the 
potential gait trajectory in 2D image plane, T3D(t) is the 3D gait trajectory from 
the model, and K is a camera projection matrix. The purpose of equation (5.5) is 
to calculate the magnitude C1 and height C2 in equation (5.2) which minimise the 
value  of  the  objective  function.  The  objective  function  is  an  error  function 
between  2D  potential  trajectory  and  the  projected  trajectory  from  the  3D  gait 
trajectory model. To calculate the parameters of the model in equation (5.5), the 
Levenberg-Marquardt algorithm is applied. After finding the magnitude C1 and 
the height C2 the 3D gait trajectory can be reconstructed. 
 
 
(b) x position fitting 
 
(a) 3D gait trajectory model  (c) y position fitting 
Figure 5.8: 3D gait trajectory model fitting Chapter 5 Face Region Estimation by 3D Gait Trajectory                                   80                       
 
 
Figure 5.8 displays the sample of the fitting results using the 3D gait trajectory 
model. Figure 5.8 (a) shows the reconstructed 3D gait trajectory. The blue line is 
the trajectory of the head and the red line is the direction of head movement. 
Figure  5.8  (b)  and  (c)  show  2D  image  plane  fitting  after  the  optimisation 
procedure. The blue curve is the ground truth data which is selected manually and 
the red line is the fitting result.  
5.4 Experimental Results  
To evaluate the proposed 3D head region estimation method, we analysed the 
samples from the CAVIAR dataset [45]. The dataset consists of 23 samples (17 
males and 6 females, with around 100 images in each sequence) and are resized to 
640 × 480 pixels. Each sample has a random walking direction and speed. To 
calculate the camera projection matrix we estimate (perspective) corresponding 
points based on provided ground truth position (15 pairs of corresponding points 
are used). 
Figure 5.9 shows the detection results with different environments; the Biometric 
tunnel [21] and a shopping centre from the CAVIAR dataset [45]. The yellow 
region is a 2D projected face region from the 3D estimated face region. The white 
cross is the result of back projection from the 3D heel strike position and the 
white  arrow  represents  the  walking  direction.  As  shown  in  figure  5.9,  the 
proposed method can estimate the head region regardless of the walking direction 
and  speed  since  the  method  uses  the  basic  characteristic  of  gait:  heel  strike 
position. Table 5.2 shows the errors between the potential 2D gait trajectory and 
the projected gait trajectory from 3D trajectory extracted by 3D gait trajectory 
model for 23 samples. We use Root Mean Square Deviation (RMSD) to evaluate 
the performance in equation (5.6). The average error in the x, y axis is 3.73 pixels Chapter 5 Face Region Estimation by 3D Gait Trajectory                                   81                       
 
 
and  1.59  pixels,  respectively  as  shown  in  table  5.1.  Compared  to  the original 
image sizes, this value is under 1%, suggesting good accuracy. 
 
5.5 Conclusions  
This chapter describes new techniques for head region estimation in 3D space, 
which are less constrained than previous approaches and can handle any direction 
of walk, even away from the camera. The approach to head region estimation 
combines 3D geometry information with human walking characteristics. In other 
words,  from  the  movement  of  the  head  we  can  estimate  the  heel  strike,  the 
walking  direction,  and  the  3D  head  region.  The  new  approaches  have  been 
demonstrated with the samples from the CAVIAR database. The results show the 
head region estimation method is accurate even with changes in walking direction 
and speed. As such, gait analysis can be used to derive the head region invariant to 
the view of the camera, leading to a more versatile method of finding the human 
head in surveillance applications.    
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(a) Sample results from the Biometric tunnel database 
 
 
(b) Sample results from the CAVIAR database 
Figure 5.9: Detection result with different walking direction Chapter 5 Face Region Estimation by 3D Gait Trajectory                                   83                       
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TABLE 5.2: Fitting errors  
Object  X pos. error 
(pixels) 
X pos. / image 
width (%) 
Y pos. error 
(pixels) 
Y pos. / image 
height (%) 
Obj1  6.2780  0.9809  1.8997  0.3958 
Obj2  5.9324  0.9269  2.3385  0.4872 
Obj3  4.5952  0.7180  2.7985  0.5830 
Obj4  2.6370  0.4120  1.8765  0.3909 
Obj5  3.0777  0.4809  1.9592  0.4082 
Obj6  4.8614  0.7596  1.5488  0.3227 
Obj7  2.5864  0.4041  0.8252  0.1719 
Obj8  8.2737  1.2928  1.5397  0.3208 
Obj9  4.0387  0.6311  1.5106  0.3147 
Obj10  2.8128  0.4395  1.1381  0.2371 
Obj11  1.5620  0.2441  1.3598  0.2833 
Obj12  1.7742  0.2772  1.1616  0.2420 
Obj13  2.4818  0.3878  1.2760  0.2658 
Obj14  3.0018  0.4690  2.3580  0.4913 
Obj15  3.6817  0.5753  1.7399  0.3625 
Obj16  2.2598  0.3531  0.9040  0.1883 
Obj17  4.0278  0.6294  1.1021  0.2296 
Obj18  5.8818  0.9190  1.8274  0.3807 
Obj19  4.5899  0.7172  1.2580  0.2621 
Obj20  2.0599  0.3219  1.6304  0.3397 
Obj21  3.5919  0.5612  1.2405  0.2584 
Obj22  3.8329  0.5989  1.7415  0.3628 
Obj23  1.9018  0.2972  1.5309  0.3189 
Average  3.7279  0.5825  1.5898  0.3312 Chapter 5 Face Region Estimation by 3D Gait Trajectory                                   84                       
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Chapter 6  
Frontal Face Extraction  
 
6.1 Introduction 
 
Face image extraction is a basic step in automatic face recognition. In the previous 
Chapters, we extracted the approximate face regions and calculated the position of 
the  face  based  on  the  3D  ellipsoidal  model  and  the  gait  trajectory  model. 
Deployment depends on the imaging scenario. For example, the Boston database 
was recorded under uniform illumination and at fixed distance. Even though the 
variation of head pose is large, the frontal face can be extracted since every image 
sequence contains the front pose of the face image. Thus, in this database, the 
head inclination is the main factor to consider when registering face image. In the 
case of the Biometric tunnel database where a person walks towards the camera, 
the image resolution of the face changes with time. Normally, when the person 
walks, the head rotates less than  15 from the walking direction. Thus, the most 
important consideration is the resolution of the extracted face image rather than 
face rotation.  
To remove the invalid face images from image sequences we apply a method of 
head  pose  estimation  in  Chapter  2.  Based  on  the  head  pose,  the  invalid  face Chapter 6 Frontal Face Extraction                                                                      86                       
 
 
images  over  10  from  axis  of  view  of  the  camera  are  removed.  Usually,  in 
surveillance video, the resolution of the extracted face image is low so that the 
filtered face image within 10 from the axis of view of the camera can be used to 
generate a HR face image which is suitable for face recognition.  
To improve the resolution of the face images we have deployed Super Resolution 
(SR) methods. Basically, SR can be divided into single and multiple-frame based 
methods. Given the Biometric tunnel environment, we shall focus on the latter 
because the face image sequences are taken from a video. The SR process consists 
of three parts: registration, interpolation, and deblurring. In registration, the scene 
motion should be estimated for each image with reference to one particular image 
to align following images. Since the shifts in Low Resolution (LR) image frames 
are unknown, interpolation is necessary to match up High Resolution (HR) grid. 
Lastly, the reconstructed HR image usually could be blurred so that a deblurring 
process is needed. In many surveillance images the face region occupies less than 
one tenth of the whole image so that the SR method is necessary to clarify the face 
pattern  and  texture  for  human  interpretation.  The  SR  method  can  be  used  to 
magnify  the  input  image  so  that  pre-processing  algorithms,  such  as  the  noise 
filtering and the background extraction which need enough resolution to obtain 
the accurate data, can work properly. Also, SR can be deployed to extract more 
face  features  from  the  resized  face  image  and  to  reconstruct  an  accurate  face 
image from the synthesised frontal face images which are generated by the view 
change in the 3D face models.  
Considering all possibilities, in this Chapter we will describe the three-step pre-
processing extraction methods leading to face recognition analysis. 
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6.2 Pose-based Face Image Filtering 
There are many factors which must be considered in face extraction such as the 
resolution of the face image, facial expression, illumination, or facial obstacles. In 
this  research,  we  assume  that  there  are  no  illumination  changes,  no  facial 
obstacles, and no facial expressions. We are only concerned with the relationship 
between head pose, image resolution, and face recognition. Ideally, a best sample 
for face recognition is a face image in which the face is looking directly towards 
the camera and the distance is the closest among all the images. In other words, 
the three axis angles (θ3Dx, θ3Dy, θ3Dz) are near zero and translation (t3DZ) in the z 
axis direction is the smallest in equation (2.16).  
 
Figure 6.1: Pose-based image selection 
 
 
 
Figure 6.2: Examples of  the reconstructed frontal face images Chapter 6 Frontal Face Extraction                                                                      88                       
 
 
Figure  6.1  shows  sample  motion  data  from  the  Boston  face  database.  In  this 
sample, the roll and yaw directions show a great deal of variation, but the pitch 
direction  only  shows  small  variation.  Here,  we  choose  the  frame  numbers  in 
which  the  rotation  along  the  three  axes  is  within  10  as  being  suitable  for 
registration,  choosing  samples  from  1  to  56  frames  and  103  to  121  frames. 
Distance  is  not  considered  since  its  variation  according  to  frame  number  is 
minimal. In this way, we can remove the face images which are invalid for face 
recognition.  
Next, the SR algorithms are applied to enhance the quality of the image after 
pose-based  filtering.  The  LR  image  sequences  in  the  visual  surveillance 
environments could be used to reconstruct the HR image. However, there could be 
a movement of the face and/or changes in illumination. Therefore, a robust SR 
method is necessary.  
In Chapter 2, we describe a way of calculating the motion vector using the 3D 
ellipsoidal model. Here, we extract and reconstruct the frontal face image which 
was  projected  into  the  2D  image  plane  from  the  fitted  3D  ellipsoidal  model. 
Basically, if there is a large change in head pose, the reconstructed face image 
might become greatly distorted since our model is not based on an actual face 
model such as 3DMM. Thus, we only consider the face images with pose within 
10,  consistent  with  walking  subjects,  and  where  the  frontal  face  can  be 
reconstructed.  Figure  6.2  shows  the  results  of  the  reconstructed  frontal  face 
images for images which have pose variation within 10 from the first frame. 
The total number of images is around 40 images per subject. As seen in figure 6.2, 
the sharpness and pattern of the images become clear from the left to the right 
images since they are taken when a person walks towards a camera. Among the 
reconstructed  face  images,  the  first  10  frames  are  used  as  an  input  to  a  SR 
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6.3 High Resolution Image Reconstruction 
SR is the process of combining a sequence of LR noisy blurred images to produce 
a HR image or sequence. The common notations are used to formulate the SR 
problem in the pixel domain [39] shown as follows. Basically, this is an inverse 
problem where HR image is generated from multiple LR frames.  
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where Fk is the geometric motion operator between the HR frame X and k
th LR 
frame Yk which are rearranged in lexicographic order. The camera’s point spread 
function  (PSF)  is  modelled  by  the  blur  matrix
cam
k H ,  and  Dk  represents  the 
decimation operator. Vk is the system noise and N is the number of available LR 
frames.  
 
 
   
Figure 6.3: HR image quality comparison from normal images (1
st row) and pose 
corrected images (2
nd row) using IterNorm1 method [37]  
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To ensure that our method is reasonable we apply the SR method [37] to the 
approximate face region from Chapter 3 (figure 3.7) and the pose-corrected face 
images from the previous section (figure 6.2). As seen in figure 6.3, there are 
distinct differences between the results. Unlike the second row images, the upper 
images are blurred and the texture is not clear. In addition, the background is not 
distinguishable. The amount of blur and clarity depends on the variation of the 
head pose between frames. The left sample in the figure does not have much head 
movement in frames. Thus, the HR image is of similar quality to the original 
image. On the other hand, the middle subject has slight head movement in the 
vertical direction; the subject on the right has much head movement in the roll and 
pitch directions. Despite this, the SR reconstructions appear reasonably accurate. 
This result indicates that the reconstructed image quality is similar when there is 
not significant head movement. However, other cases show that the HR image 
which  comes  from  the  pose-corrected  images  shows  less  blurring  and  more 
accurate face pattern. Normally, there is a variation of head movement when the 
person walks so a method which can handle this variation is highly desirable.  
To synthesise a HR image from the LR images, we applied four of the existing SR 
methods  to  the  LR  images:  Bilateral  Shift  and  Add  (BSA),  Iterative  Norm  1 
(IterNorm1), Median Shift and Add (MSA), Shift and Add (SA) [37-39].  
The SA method involves calculation of the differential shifts of the images. The 
images  are  then  shifted  back  to  a  common  centre  and  added  together.  This 
provides an image with higher resolution. Here, we deploy SA method from [38]. 
The BSA is similar to the SA, with an additional pre-processing outlier detection/ 
removal algorithm from [39]. The MSA is conducting the SA using the Median 
operator  from  [39].  The  IterNorm1  method  is  using  L1  norm  minimization 
criterion to solve equation 6.2 with regularization factor and iteration from [36]. 
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(a) BSA  (b) IterNorm1  (c) MSA  (d) SA  (e) Last frame 
Figure 6.4: Results of the HR images and the last frame of the image sequences; 
HR images which are generated by (a) Bilateral Shift and Add method, (b) Iteration 
Norm 1 method, (c) Median Shift and Add method, and (d) Shift and Add method 
(e) Last frame of the image sequence 
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The size of the LR images is approximately from 70 × 90 to 100 × 130 pixels (the 
distance between eye centres is around 30 to 40 pixels). They contain changes in 
illumination and pose variations. To ease alignment all LR images are resized to 
be  100  ×130  pixels.  The  resulting  HR  images  are  two  times  larger  in  each 
direction than the original LR images.  
Figure  6.4  shows  the  synthesised  HR  images  for  each  method  and  the 
approximate face region in the last frame (figure 6.4(e)).  Since these HR images 
are made by the pose-corrected face images, there is little difference between the 
synthesised HR images, except in the bottom left sample is generated improperly 
due to disarrangement of the LR images. Figure 6.4(e) is the highest resolution 
image acquired from the sequence as the subject is closest to the camera, and it 
was not used to derive the HR images. The last frame is shown for comparison 
between HR images and a real image. As shown in figure 6.4(e), some of subjects 
look forward towards the camera, while others look to the right, or downwards, 
and some of the subjects even close their eyes. These images in which the subjects 
do not face the camera cannot be used for recognition since depending on head 
pose the recognition rate can vary [76]. However, the pose-corrected HR image 
can be used for recognition. As seen in this result, the synthesised HR image has a 
very similar pattern to that in the last frame. 
 
6.4 Experimental Results  
Basically, it is not an easy task to evaluate the quality of the HR image since it is 
much bigger than a LR image. Also, SR methods use de-convolution to remove 
image noise. Thus, texture and image illumination could be changed  and it is 
unknown whether this has an adverse effect or not on recognition. Also, there is 
no ground truth to compare this with. In addition, the normalisation method can 
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indirect measures are used. We evaluate the possibility of comparing the HR faces 
to the LR ones for automatic face recognition.  
To evaluate recognition performance, we analysed one sequence of around 40 
images for each of 34 subjects. The first test aims to explore whether the HR 
image  can  represent  the  characteristics  of  LR  images.  Accordingly,  we  then 
evaluate  the  face  recognition  capability  between  each  HR  image  which  is 
generated by different SR algorithms (BSA, IterNorm1, MSA, and SA method) 
and the 10 LR image frames used to construct each HR image. So the gallery set 
consists  of  136  HR  images  and  probe  set  consists  of  340  LR  images  for  34 
subjects  (each  subject  has  four  HR  images  and  10  LR  images).  We  test  four 
methods  such  as  Principal  Component  Analysis  (PCA),  Speeded  Up  Robust 
Features (SURF) [30], Scale Invariant Feature Transform (SIFT) [40], and Cross 
Correlation. Figure 6.5 shows the recognition results. Note that several methods 
can classify all faces correctly; the SIFT was generally of the lowest performance 
and  Cross  Correlation  was  of  the  highest  performance.  All  the  correct 
classification methods represent the characteristics of LR images sufficiently for 
good recognition capability. The average rates in BSA, IterNorm1, MSA, and SA 
are 97.1, 97.1, 97.8, and 97.8, respectively. Thus, this confirms that there 
is little difference between them as observed previously. 
The  second  test  aims  to  explore  whether  the  HR  image  can  capture  the  face 
structure in images which were not used in HR reconstruction. In this case, we use 
PCA-based  recognition  only  as  a  test  basis  since  it  explores  the  recognition 
capability. Other approaches could be used or the PCA method could be refined, 
but our purpose is to demonstrate whether there is an advantage in this new HR 
from gait method. PCA-based recognition was also one of the best performing 
algorithms in the previous image comparison. We compare the HR image with the 
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images. The gallery set consists of 502 pose-corrected images extracted from the 
same video  and the  probe set  contains  136 HR images.  Figure  6.6 shows the 
resulting recognition rate between the HR images and the LR images. Of the super 
resolution  techniques,  generation  by  SA  shows  the  highest  recognition  rate 
(88.2%) and generation by MSA shows the lowest recognition rate (79.4%). The 
average  recognition  rate  is  84.6%.  This  indicates  that  the  HR  images  can  be 
successfully  generated  from  the  LR  images  with  fidelity  that  is  sufficient  for 
recognition purposes.   
In order to confirm that using our approach is more effective for face recognition 
than using the LR images, we test the recognition rate between 340 LR images 
which are used to generate the HR images and  the remaining 502 LR images 
which are not used to generate the HR images. The column furthest on the right in 
figure 6.6 shows the resulting recognition rate. The resulting recognition is 58.8% 
which is around 30% lower than that for HR images, confirming the advantages of 
this new approach.  
The  average  recognition  rate  is  over  84%  for  the  HR  images.  Considering 
constraints  such  as  large  changes  in  illumination  and  low  resolution,  the 
recognition  rate  is  high.  In  addition,  there  are  no  directly  comparable  results 
generated  by  other  techniques  since  this  is  the  first  approach  to  apply  SR 
techniques using a 3D face model and gait from image sequences in a surveillance 
environment. 
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Figure 6.5: Recognition rate between four HR images made by different SR 
methods and the LR images used to build the HR images. 
 
 
 
Figure 6.6: Recognition rate between four HR images made by different SR 
methods,  and  the  rest  of  LR  images  which  were  not  used  to  build  the  HR 
images, using PCA based recognition 
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6.5 Conclusions  
In  this  chapter,  we  showed  a  way  of  extracting  the  frontal  face  from  image 
sequences.  Based  on  head  position  information  we  filtered  the  invalid  face 
images.  Then,  using  the  pose-corrected  LR  images,  an  HR  face  image  was 
generated. We adapted the existing four SR algorithms to synthesise the HR face 
image. In addition, the quality of HR images was evaluated by using the indirect 
approach;  PCA-based  recognition.  The  result  indicates  that  the  generated  HR 
image is much more suitable for face recognition than the LR image. However, in 
this method, we only consider face images within 10 from the camera view 
since our method is based on an approximate model (3D ellipsoidal model). 
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Chapter 7  
Overall Conclusions   
 
In this thesis we have shown how head movement can be modeled by gait motion 
to allow for accurate face extraction when a subject walks towards a camera. This 
thesis describes new techniques for head pose estimation and for gait trajectory 
analysis.  The  new  approach  to  head  pose  estimation  combines  an  ellipsoidal 
model with SIFT-based low-level feature extraction. In addition, we modeled the 
gait trajectory in 2D and 3D space to extract an approximate face region including 
analysis  of  a  looming  effect.  The  usefulness  of  the  proposed  methods  was 
demonstrated using a variety of databases. For the controlled environments the 
Biometric tunnel database [21] and the Boston face dataset [24] were used. For 
the uncontrolled environments, we used the CAVIAR database [45] and PETS 
2006 data [46].  
Three basic modules were developed and tested: 3D head pose estimation, gait 
trajectory  modeling,  and  frontal  face  extraction.  First  of  all,  the  3D  head  pose 
estimation method was tested using the Boston face database and a 3D ellipsoidal 
model applied to fit a face. We formulated the objective function between actual 
3D SIFT points and 2D SIFT points based on  the 3D ellipsoidal model. Then, 
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space. The test result showed that average errors in roll, yaw, and pitch direction 
are less than 4. The next step was to undertake gait trajectory modeling. The gait 
trajectory  model  was  constructed,  and  proved  the  effectiveness  of  tracking  a 
walking object’s movement by 2D and 3D gait trajectory analysis. The fit of the 
model with actual data was verified by Levenberg-Marquardt optimisation. This 
showed that the fitting result was over 98%. Also, invalid face images are filtered 
based on the position of a head. Then, to improve the resolution of LR images, SR 
methods of monochrome image sequences were applied to reconstruct a HR frontal 
face images. PCA-based recognition was used as a measurement to evaluate the 
quality of the HR images. By the new method the overall recognition performance 
is over 84% whereas it was around 54% for the images from which the super-
resolution images were derived.  
Our  main  contribution  in  this  research  has  been  to  present  a  new  method  of 
extracting  the  frontal  face  image  within  visual  surveillance  environment.  This 
thesis  evolved  from  a  simple  observation  that  when  a  person  walks  there  is 
sinusoidal movement in the vertical direction. Analysing this observation we can 
extract the face region, detect the heel strike position, and reconstruct the 3D region 
of the face. Based on that, we can generate the frontal view face image by adding 
3D  pose  estimation  and  adapting  SR  method.  This  is  the  first  use  of  gait 
information to enhance the face extraction process.  
In the future we aim to translate these approaches to analyse surveillance data in 
order to provide a high resolution face image from a surveillance video’s data in 
which  a  subject’s  movement  is  unconstrained.  To  achieve  this  there  are  many 
modules  to  develop  a  more  generalised  automatic  system  for  analysing  video 
scenes.  
For pre-processing, a silhouette extraction method which is robust to changes in 
illumination  needs  to  be  built  in  order  to  apply  our  approach  to  outdoor Chapter 7 Overall Conclusions                                                                            101                       
 
 
environments.  Also,  multiple  object  tracking  should  be  one  of  modules  in  the 
system.  In  the  thesis,  we  assume  that  there  is  only  one  subject  so  that  a 
Homography  relationship  based  on  local  feature  matching  can  be  calculated. 
However, to generalise our system this factor should be considered. 
For head motion estimation, a more accurate face model needs to be built. In this 
thesis, we use a 3D ellipsoidal model to estimate the head position in 3D space. 
Even though it can track the head motion precisely, the frontal face image cannot 
be derived directly from a fitting model since the model is an approximate one. If 
the head motion is significant, a synthesised frontal face image could be distorted. 
Therefore, an actual face model such as 3DMM or 3D AAM should be considered. 
Moreover,  automatic  initialisation  is  another  factor  that  needs  to  be  considered 
when building an automatic system. 
For  gait  trajectory  extraction,  3D  data  of  the  human  can  be  used  to  enhance 
modeling of gait motion. In this research, all data are 2D-based data even though 
the analysis was conducted by 3D models such as the 3D ellipsoidal face model 
and the 3D gait trajectory model. We seek to obtain 3D information from 2D 
planar imaginary. Therefore, the initialisation and fitting process is very important 
in order to avoid the potential tracking error. Given 3D data of human motion, 
such as voxel data, the 3D gait trajectory can be calculated more accurately.  
For frontal face extraction, another goal is to develop a method which can evaluate 
the illumination quality from an image sequence. During SR processing, it shows 
that the LR images, which are highly affected by changes in illumination, decrease 
the recognition rate. Using this method, the invalid LR images can be removed 
before  the  SR  process,  which  could  help  to  improve  recognition  performance. 
Further, a more accurate 2D frontal face image needs to be generated. From each 
valid LR image which is selected by the image quality module, a 3D actual model 
can be applied to each LR image. Then, we can analyse each actual 3D face model Chapter 7 Overall Conclusions                                                                            102                       
 
 
and synthesise the more standard actual 3D face model for each person which does 
not have an illumination effect. Accordingly, more accurate 2D face models can be 
generated from the projection of the actual 3D face models which are suitable for 
face recognition purposes. 
Further,  extending  these  methods,  a  full  model  of  the  human  motion  can  be 
modeled  under  visual  surveillance  environments.  Based  on  new  methods 
introduced in this thesis and in suggestions for future work, the surveillance video 
can be analysed in unconstrained environments. This analysis can be applied to 
human computer interaction, surveillance monitoring, access control system and 
gesture recognition system.  
In  summary,  future  work  should  concentrate  both  on  improvement  of  the 
automation of the system and development of the image quality with the standard 
actual  3D  model  under  the  visual  surveillance  environment.  Also,  we  seek  to 
extend this technique to, and evaluate its potential in, practical applications such as 
forensics research. 
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Appendix A  
More Experimental Results  
 
A.1 Full Image Sequence Experiment 
 
In the main body of this thesis, we presented sections of the results from full 
sequence experiments. In this Chapter, we will show the full sequence results 
from Chapters 2 to 5.  
First  three  figures  (figures  A.1-A.3)  are  one  of  full  image  sequence  results 
presented in Chapter 2 based on the Boston face database. The frame rate is 30 
FPS. The middle three figures (figures A.4-A6) are the results from Chapter 3, 
which show the approximate face region extracted and 3D head-pose tracking by a 
2D gait trajectory model. The frame rate of this database is 10 FPS. The last two 
figures (figures A.7 and A.8) are the results from Chapter 5. The results present the 
extracted approximate face region by 3D gait trajectory model. The frame rate is 
around 30 FPS. 
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Figure A.1: An original image sequence from the Boston face dataset 
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Figure A.2: Face tracking results in the Boston face dataset 
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Figure A.7: Face region estimation by a 3D gait trajectory in the Biometric tunnel 
dataset 
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Figure A.8: Face region estimation by a 3D gait trajectory in the CAVIAR dataset 
 