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ABSTRACT
Development and Analysis of a Vibration Based Sleep Improvement Device
Benjamin John Himes
Department of Mechanical Engineering, BYU
Master of Science
Many research studies have analyzed the effect that whole-body vibration (WBV) has on
sleep, and some have sought to use vibration to treat sleep disorders such as insomnia. It has
been shown that low frequencies (f < 2Hz) are generally sleep inducing, but oscillations of this
frequency are typically difficult to achieve using electromagnetic vibration drives. In the
research that has been performed, optimal vibration parameters have not been determined, and
the effects of multiple vibration sources vibrating at different frequencies to induce a low
frequency traveling wave have not been explored.
Insomnia affects millions of people worldwide, and non-pharmacological treatment
options are limited. A bed excited with multiple vibration sources was used to explore beat
frequency vibration as a non-pharmacological treatment for insomnia. A repeated measures
design pilot study of 14 participants with mild-moderate insomnia symptom severity was
conducted to determine the effects of beat frequency vibration, and traditional standing wave
vibration on sleep latency and quality. Participants were monitored using high-density
electroencephalography (HD-EEG). Sleep latency was compared between treatment conditions.
Trends of a decrease in sleep latency due to beat frequency vibration were found (p ≤ 0.181 for
AASM latency, and p ≤ 0.068 for unequivocal sleep latency). Neural complexity during wake,
N1, and N2 stages were compared using Multi-Scale Sample Entropy (MSE), which
demonstrated significantly lower MSE between wake and N2 stages (p ≤ 0.002). Lower MSE
was found in the transition from wake to N1 stage sleep but did not reach significance (p ≤
0.300). During N2 sleep, beat frequency vibration shows lower MSE than the control session in
the left frontoparietal region. This indicates that beat frequency vibration may lead to a decrease
of conscious awareness during deeper stages of sleep. Standing wave vibration caused reduced
Alpha activity and increased Delta activity during wake. Beat frequency vibration caused
increased Delta activity during N2 sleep. These preliminary results suggest that beat frequency
vibration may help individuals with insomnia symptoms by decreasing sleep latency, by
reducing their conscious awareness, and by increasing sleep drive expression during deeper
stages of sleep. Standing wave vibration may be beneficial for decreasing expression of arousal
and increasing expression of sleep drive during wake, implying that a dynamic vibration
treatment may be beneficial. The application of vibration treatment as part of a heuristic sleep
model is discussed.

Keywords: whole body vibration, beat frequency vibration, multi-scale sample entropy, EEG,
scanning laser doppler vibrometer, power Spectral Density, insomnia, sleep
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1. INTRODUCTION

1.1

Background
An estimated 10% of the population suffer from clinically significant sleep disorders [1,

2]. Literature indicates that 20-30% of adults have reported symptoms of insomnia [3], and the
prevalence of insomnia among university students has been shown to be as high as 61.6% [4].
Compromised sleep is a risk factor for increased disease, depression, anxiety disorders,
substance abuse, pregnancy complications, neurobehavioral and cognitive impairment, and an
increased risk for accidents and falls [2, 3].
While there are a variety of medications which have been clinically evaluated and widely
used to treat insomnia, the only non-pharmacological treatment that has been clinically tested
and used as a primary treatment for insomnia is cognitive behavioral therapy (CBT) [2, 5]. One
benefit to non-pharmacological treatments over their counterpart is that they can produce longlasting results with a lower chance of producing side effects [5]. For this reason, it is important to
continue to search for viable non-pharmacological treatments to insomnia and other sleep
disorders.
Researchers have recently begun investigating the effects that mechanical stimulations
such as whole-body vibration (WBV) and rocking have on sleep. The concept of using
mechanical stimulation to induce or improve sleep largely stems from the fact that vibrating
environments (such as trains or cars) and rocking environments (such as a baby being rocked to
1

sleep) have been shown to lead to higher levels of drowsiness [6-8]. Low frequency WBV (0.25
Hz – 4 Hz), has been shown to cause drowsiness, decrease the time to fall asleep (sleep latency),
and improve sleep quality, [6, 9, 10]. It has also been shown that continuous rocking can
decrease sleep latency and improve sleep quality [11, 12]. Despite multiple studies to ascertain
the effects of vibration and rocking on sleep quality, only single frequency systems have been
considered and optimal amplitudes and frequencies have not been reported. In the previous
studies, the mechanical bed systems used to vibrate, or rock participants have been relatively
complicated, involving heavy and expensive frames, and large motors which either lift or rock
the bed [8-11, 13].
In this study, a novel bed vibration system which superimposes vibration waves at two
different frequencies has been developed. The superposition of two vibration waves at different
frequencies creates a new wave that oscillates at the average frequency of the two waves but that
is amplitude modulated at a frequency equal to the difference between the two waves. This
difference frequency is referred to as the beat frequency. An example of a 100 Hz sine wave and
a 120 Hz sine wave being superimposed to create an amplitude modulated wave at the beat
frequency of 20 Hz is shown in Figure 1-1. This process of superimposing two different
frequencies to create a beat frequency is sometimes referred to as heterodyning. Throughout this
thesis, the act of combining two vibration frequencies will be referred to as superposition, and
the resulting vibration pattern will be referred to as beat frequency vibration.
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Figure 1-1: Superimposing two sinusoidal waves (100 Hz and 120 Hz) form the harmonic
response labeled Sum. The beat frequency is equal to the difference in the two inputs,
which would be 20 Hz in this case.

To help visualize the effect of superimposing multiple frequencies in an object, a
MATLAB simulation of multiple vibration inputs can be seen in Figure 1-2. A plate with the
dimensions of a twin-size bed (38’’ x 75’’) was excited at 26.5 Hz on one side, and 27 Hz on the
other side. The deflection peaks travel laterally across the bed over the course of the three
images. There are no nodes or anti-nodes present. This displacement wave has been referred to in
the literature as a traveling wave [14], and will be referred to as such in this thesis.
Electromagnetic vibration drives generally have difficulty generating low frequency (f < 7
Hz) vibration. However, using wave superposition, conventional vibration drives can be used to
make the low frequency vibration shown to be effective for improving sleep.
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Figure 1-2: MATLAB simulation of deflection (in inches) due to four vibration inputs. The
progression of the traveling wave can be seen across the images from top to bottom.
4

When beat frequency vibration is induced into the bed system, it produces a traveling wave.
The effect of beat frequency induced traveling wave vibration on sleep and brain activity has not
been reported. It has been hypothesized that beat frequency vibration may induce the positive sleep
benefits of both WBV and rocking, thus providing a more effective means of treating sleep
disorders through non-pharmacological methods. The bed vibration system is notably simpler and
easier to adapt to an existing bed than other systems used in previous studies. One of the main
purposes of this thesis will be to evaluate the effect that beat frequency vibration has on sleep and
other physiological responses.

1.2

Prototype Sleep Improvement System
A novel dual frequency vibration bed system was created for use in this study. The

system consists of four custom steel mounts containing ButtKicker® Concert vibration
transducers. These vibrating mounts were placed under each corner of the box spring of a twin
sized bed (see Figure 1-3). The signals for each transducer are produced by a Rigol DG812 dual
channel waveform generator, and the signals are amplified using XTi series Crown amplifiers.
Each transducer is controlled independently, allowing for many vibration combinations. During
this study there were two frequency combinations that were used and tested. In the first, all four
transducers are driven at 26.75 Hz. This combination will be referred to as standing wave
vibration. The second combination was produced by driving one half of the bed (divided
laterally) at 26.5 Hz, and the other half at 27 Hz. This combination results in a 0.5 Hz beat
frequency and will therefore be referred to as beat frequency vibration.

5

Figure 1-3: (Top) Bed vibration system. A - under each corner of the box spring is an
independently driven mounted vibration transducer. B – Isolation pads were placed
underneath each vibration mount to reduce noise and prevent the propogation of
mechanical vibrations through the ground. (Bottom) Transducer, mount, and isolation
pad.
To better understand the effect that these two frequency combinations would have on the
user, a Polytec PSV-500-3D scanning laser Doppler vibrometer (SLDV) was used to visualize
the vibration wave propagation in the bed. The SLDV was mounted perpendicular to the surface
of the mattress (See Figure 1-4) and time scans were obtained.
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Figure 1-4: Scanning laser doppler vibrometer (SLDV) being used to measure vibration
wave propagation through the mattress

Figure 1-5 shows a time scan of the bed with all four mounts vibrating at 26.75 Hz. It
shows the node/anti-nodes that the system continuously produces. This steady state response is
typical of standing wave vibration. Figure 1-6 shows a time scan with superimposed vibration
inputs, where one side of the bed is excited at 26.5 Hz, and the other side is excited at 27 Hz (see
Figure 1-3 for the vibration input locations). It can be seen that during the two second cycle, the
peak amplitude of the vibration (red zone) travels across the bed and then returns to its original
state (i.e. t = 0 seconds and t = 2 seconds are the same). This unique travelling wave is what
differentiates beat frequency vibration from standing wave vibration. As far as we know, the
propagation of a traveling vibration wave has not been visualized in previous literature.
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Figure 1-5: SLDV time scans of the bed system with all four transducers driven at 26.75
Hz. The standing wave response continuously oscillates between the top and bottom states
shown above
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Figure 1-6: SLDV time scans of the progression of the traveling wave through the bed. The
driving frequencies are 26.5 Hz and 27 Hz (see input locations in Figure 1-2). The numbers
in the top corner indicate the time (in seconds) of the cycle. Note that the cycle length is 2
seconds, which is why t=0s and t=2s have the same plot.

The frequencies used in this study were chosen from a frequency response analysis of the
bed. The bed was excited with pseudo random noise and the SLDV was used to measure the
velocity over the surface of the bed. Figure 1-7 shows a plot of these data in the frequency
domain. Three frequency peaks that elicit the largest responses in the bed vibration system are
clearly shown. It was desired to select a frequency that would maximize the output to input ratio
while causing significant vibration responses to occur along as much of the bed as possible.
9

While 15 Hz elicits the greatest response, the operating shape of the bed at this point primarily
targets the head and foot of the bed, while producing a smaller reaction in the middle of the bed
(see Figure 1-8). A 27 Hz input produces a large output to input ratio, and it does so in a
relatively uniform fashion along the length of the bed (see Figure 1-9). Therefore, it was decided
to use standing wave and beat frequency combinations induced by vibration with frequencies
near 27 Hz. Literature has shown that oscillations of 2 Hz and lower are generally most effective
at inducing/improving sleep [7], [9-13]. Therefore, it was desired to select a beat frequency
somewhere in this range.

Figure 1-7: Fast Fourier transform results of vibrating bed system. Largest responses
occur around 15, 21, and 27 Hz.
10

Figure 1-8: Operating deflection shape of the bed vibrating at 15 Hz. Dark red and dark
blue regions represent a greater response.

Figure 1-9: Operating deflection shape of the bed vibrating at 27 Hz. Dark red and dark
blue regions represent a greater response.
To select the exact beat frequency and amplitude combinations that would be used during
the study, participants were recruited to lay in the vibrating bed for a few minutes and
subjectively rate the comfort appeal of the system as the vibration frequencies and amplitudes

11

were adjusted. It was found that most participants preferred a beat frequency of 0.5 Hz, and a
peak acceleration of 0.2 m/s2 RMS. This amplitude is comparable to other studies which
investigate the effect of vibration on sleep, as they typically use 0.2 to 0.3 m/s2 RMS [6, 15, 16].
It is worth noting that using a beat frequency induced traveling wave allows for a simpler
method of producing slow oscillations than the methods used in previous studies. In reference
[9], the bed vibration system is comprised of custom made metal frame, a linear motor, urethane
rollers, and a counter weight system involving slider cranks and two pantograph units. In
reference [10], the vibration bed was similarly designed with a custom metal frame, and a large
motor which turns a pulley connected to a piston which raises and lowers the bed. The
mechanical systems designed for rocking beds are similarly complicated [8, 11, 13]. It is
expected that the system described in this section could be used with most bed systems and
would not require large motors or customized bed frames. Ideally, the system could be further
refined for commercial use.

1.3

Measurements and Models Used
Various polysomnography tools were used to measure the effect of vibration on sleep and

brain wave activity during this study. These included electroencephalography (EEG),
electrooculography (EOG), electromyography (EMG), and electrocardiography (EKG). Figure
1-10 shows the EEG cap that was used in this study, as well as the placement of the external
leads. In addition to polysomnography, subjective ratings about the effects of the vibration bed
system were collected from participants. The following sections of this chapter describe different
metrics used to quantify the effects of vibration type on brain activity and sleep. Understanding
these effects can help create predictive models for the effect that vibration has on sleep. One goal
12

of this research is to apply these findings to the heuristic model of sleep-wake states defined by
Dr. Daniel Kay in [17].

Figure 1-10: 64-channel EEG cap with four integrated bipolar leads for vertical and
horizontal EOG (VEOG, HEOG), EMG, and EKG. VEOU: Above left eye (above the
eyebrows), VEOL: Below left eye (between eye and top of the cheek), HEOL: Outer left eye
(between eye and temples), HEOR: Outer right eye (between eye and temples), M1:
Mastoid left (bone behind the ear), M2: Mastoid right (bone behind the ear), EMG1- left
side of the chin, EMG2- right side of the chin, EKGR- subclavian artery, EKGL- right side
on top of the Jugular notch.
1.3.1 Hypnogram Data
One of the primary purposes of collecting EEG data was to score the participant’s sleep
stages throughout the study. Visual sleep scoring was performed according to the sleep staging
rules from the American Academy of Sleep Medicine (AASM) scoring manual version 2.3.
Figure 1-11 shows examples of raw EEG data in selected electrodes during different stages of
sleep. Hypnogram data was obtained and used to analyze two metrics: sleep latency, and the
amount of time in deeper sleep stages. Two definitions of sleep latency were used. The first
definition is the AASM standard, which is defined as the amount of time from lights off to the
first occurrence of a 30 second epoch classified as non-wakefulness [18]. The second definition
13

of sleep latency was defined as the amount of time from lights off to the first 30 second epoch
classified as non-wakefulness, followed by at least two minutes of continued sleep. This may
also be referred to as unequivocal sleep [19]. Deep sleep was considered to be any amount of
time that the participant spent in stage N2 or N3 sleep during the first hour after the first
occurrence of a 30 second epoch classified as non-wakefulness.
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Figure 1-11: Ten second samples of recorded EEG data (y-axis in 𝝁𝝁v) during different
stages of sleep in the selected electrodes (FP1, FP2, C1, C2, P1, P2, PO3, and PO4). The
stages shown are wake, N1, N2, and N3 (top to bottom).
1.3.2 Power Spectral Density
Power spectral density (PSD) analysis was performed on the EEG data to determine the
effect of vibration on drowsiness and brain wave patterns in general. A Fast Fourier Transform
(FFT) was performed for every five second window of EEG data from lights off to lights on. It
was desired to track the power spectrum of the different brain wave types over the course of the
testing session. Brain wave frequency ranges were defined as Delta 0-3.99 Hz, Theta 4-7.99 Hz,
15

Alpha 8-13 Hz, and Beta greater than 13 Hz. One purpose of this analysis is to serve as an
additional objective measure of drowsiness, as a decrease in beta wave power can represent a
decrease in normal alert consciousness. Another purpose was to look for general trends in the
effect that the vibration had on the different types of brain waves.

1.3.3 Multi-Scale Sample Entropy
One factor that affects a person’s sleep-wake state is their level of conscious awareness
[17]. Conscious awareness can be quantified by the complexity or entropy of an EEG waveform.
Entropy quantifies the irregularity of time series data signals. Entropy is lower for predictable
signals (such as a regular sine wave), and higher for signals with low predictability [20]. In this
study, multi-scale sample entropy (MSE) will be used as a measure of complexity.
MSE is a variation of sample entropy (SampEn), a time-series analysis method
introduced in reference [21]. SampEn is a function of run length m, tolerance window r, and
number of samples N. It is calculated as the negative logarithm of the conditional probability that
two sequences similar to m points remain similar at the next point [22]. This is done using the
following steps [21, 22]:
a) Given N data points from a time series {𝑥𝑥(𝑛𝑛)} = 𝑥𝑥(1), 𝑥𝑥(2), … , 𝑥𝑥(𝑁𝑁). Form 𝑁𝑁 − 𝑚𝑚 + 1
m-vectors 𝑋𝑋𝑚𝑚 (1), 𝑋𝑋𝑚𝑚 (2), … , 𝑋𝑋𝑚𝑚 (𝑁𝑁 − 𝑚𝑚 + 1) defined by 𝑋𝑋𝑚𝑚 (𝑖𝑖) = [𝑥𝑥(𝑖𝑖), 𝑥𝑥(𝑖𝑖 +
1), … , 𝑥𝑥(𝑖𝑖 + 𝑚𝑚 − 1), 𝑖𝑖 = 1, … , 𝑁𝑁 − 𝑚𝑚 + 1. These vectors represent m consecutive x
values, commencing with the 𝑖𝑖𝑖𝑖ℎ point.

b) Define the distance between 𝑋𝑋(𝑖𝑖) and 𝑋𝑋(𝑗𝑗), 𝑑𝑑[𝑋𝑋(𝑖𝑖), 𝑋𝑋(𝑗𝑗)], as the maximum norm defined
in equation (1-1.
𝑑𝑑[𝑋𝑋(𝑖𝑖), 𝑋𝑋(𝑗𝑗)] = max (|𝑥𝑥(𝑖𝑖 + 𝑘𝑘 − 1) − 𝑥𝑥(𝑗𝑗 + 𝑘𝑘 − 1)|)
𝑘𝑘=1,…,𝑚𝑚
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(1-1)

c) For a given 𝑋𝑋𝑋𝑋(𝑖𝑖), count the number of 𝑗𝑗(1 ≤ 𝑗𝑗 ≤ 𝑁𝑁 − 𝑚𝑚, 𝑗𝑗 ≠ 𝑖𝑖), denoted as 𝐵𝐵𝑖𝑖 , such
that the distance between 𝑋𝑋𝑚𝑚 (𝑖𝑖) and 𝑋𝑋𝑚𝑚 (𝑗𝑗) is less than or equal to 𝑟𝑟. Then, for 1 ≤ 𝑖𝑖 ≤
𝑁𝑁 − 𝑚𝑚,
𝐵𝐵𝑖𝑖𝑚𝑚 (𝑟𝑟) =

1
𝐵𝐵
𝑁𝑁 − 𝑚𝑚 − 1 𝑖𝑖

(1-2)

d) Then calculate 𝐵𝐵 𝑚𝑚 (𝑟𝑟), which is the probability that two sequences will match for 𝑚𝑚
points.
𝐵𝐵

𝑚𝑚 (𝑟𝑟)

𝑁𝑁−𝑚𝑚

1
=
� 𝐵𝐵𝑖𝑖𝑚𝑚 (𝑟𝑟)
𝑁𝑁 − 𝑚𝑚

(1-3)

𝑖𝑖=1

e) Increase the dimension to 𝑚𝑚 + 1 and calculate 𝐴𝐴𝑖𝑖 as the number of 𝑋𝑋𝑚𝑚+1 (𝑖𝑖) within 𝑟𝑟 of
𝑋𝑋𝑚𝑚+1 (𝑗𝑗), where 𝑗𝑗 ranges from 1 to 𝑁𝑁 − 𝑚𝑚 (𝑗𝑗 ≠ 𝑖𝑖). 𝐴𝐴𝑚𝑚
𝑖𝑖 (𝑟𝑟) is then defined as

1
(1-4)
𝐴𝐴
𝑁𝑁 − 𝑚𝑚 − 1 𝑖𝑖
f) Then calculate 𝐴𝐴𝑚𝑚 (𝑟𝑟), which is the probability that two sequences will match for 𝑚𝑚 + 1
points.
𝐴𝐴𝑚𝑚
𝑖𝑖 (𝑟𝑟) =

𝑁𝑁−𝑚𝑚

1
𝐴𝐴𝑚𝑚 (𝑟𝑟) =
� 𝐴𝐴𝑚𝑚
𝑖𝑖 (𝑟𝑟)
𝑁𝑁 − 𝑚𝑚

(1-5)

𝑖𝑖=1

g) Sample entropy is then calculated as

𝐴𝐴𝑚𝑚 (𝑟𝑟)
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑚𝑚, 𝑟𝑟, 𝑁𝑁) = −ln [ 𝑚𝑚 ]
𝐵𝐵 (𝑟𝑟)

(1-6)

A visual example of calculating SampEn can be seen in Figure 1-12, which was made
available by [23-26]. The following description of Figure 1-12 comes from reference [26]: “The
simulated time series u shows the procedure for calculating SampEn. A run length of m = 2 and
tolerance window r = 20 were used. Dotted horizontal lines around points 𝑢𝑢[1], 𝑢𝑢[2], and 𝑢𝑢[3]
represent 𝑢𝑢[1] ± r, 𝑢𝑢[2] ± r, and 𝑢𝑢[3] ± r, respectively. Two points match each other if the

absolute difference between them is ≤ r. All green points represent data points that match the
data point 𝑢𝑢[1]. Similarly, all red and blue points match the data points 𝑢𝑢[2] and 𝑢𝑢[3],

respectively. Consider the 2- component green-red template sequence (𝑢𝑢[1], 𝑢𝑢[2]) and the 317

component green-red-blue (𝑢𝑢[1], 𝑢𝑢[2], 𝑢𝑢[3]) template sequence. For the segment shown, there
are two green-red sequences, (𝑢𝑢[13], 𝑢𝑢[14]) and (𝑢𝑢[43], 𝑢𝑢[44]), that match the template

sequence (𝑢𝑢[1], 𝑢𝑢[2]) but only one green-red-blue sequence that matches the template sequence
(𝑢𝑢[1], 𝑢𝑢[2], 𝑢𝑢[3]). Therefore, in this case, the number of sequences matching the 2-component
template sequences is two and the number of sequences matching the 3-component template
sequence is 1. These calculations are repeated for the next 2-component and 3-component
template sequence, which are, (𝑢𝑢[2], 𝑢𝑢[3]) and (𝑢𝑢[2], 𝑢𝑢[3], 𝑢𝑢[4]), respectively. The numbers of

sequences that match each of the 2- and 3- component template sequences are again counted and
added to the previous values. This procedure is then repeated for all other possible template
sequences, (𝑢𝑢[3], 𝑢𝑢[4], 𝑢𝑢[5]), . . . , (𝑢𝑢[𝑁𝑁 − 2], 𝑢𝑢[𝑁𝑁 − 1], 𝑢𝑢[𝑁𝑁]), to determine the ratio between
the total number of 2-component template matches and the total number of 3-component

template matches. SampEn is the natural logarithm of this ratio and reflects the probability that
sequences that match each other for the first two data points will also match for the next point.”

Figure 1-12: SampEn process. Image used from reference [26].
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One issue with SampEn is that it only calculates entropy on a single time scale.
Physiological systems are characterized by varying waveforms, the complexity of which is best
characterized over various time scales [20]. To demonstrate the importance of using multiple
time scales, consider three time series signals: white noise, 1/f (pink) noise, and a sine wave of
constant frequency and amplitude. White noise is characteristic of maintaining a relatively
constant power spectral density (see Figure 1-13), while 1/f noise has a power spectral density
that is inversely proportional to frequency (see Figure 1-14). The power spectral density plot of a
perfect sine wave would result in a singular spike at the frequency of the wave. Based on these
spectral results, we know that 1/f noise should have higher complexity than white noise [27], and
that both of these signals should have significantly higher complexity than a sine wave. Figure
1-15 shows these three signals plotted over twenty different time scales. Calculating SampEn as
described above would only result in the values shown for the first time scale. This could lead to
the erroneous conclusion that white noise has higher entropy than 1/f noise. However, Figure
1-15 confirms that 1/f noise has higher entropy than white noise for higher time scales. This
demonstrates the importance of considering entropy on multiple time scales.
To calculate MSE, the SampEn is calculated for multiple time scales 𝜏𝜏. This is

accomplished by applying a coarse-graining procedure to the original time series. Coarsegraining is performed by dividing the original time series into nonoverlapping windows of length
𝜏𝜏, and then averaging each of these windows (see Figure 1-16). Each element of the new coarse-

grained series (𝑦𝑦1 , 𝑦𝑦2 , etc.) is calculated using equation 7. The SampEn is then calculated for the
new coarse-grained time series for the given 𝜏𝜏. SampEn(𝜏𝜏) is then plotted against 𝜏𝜏, as was

demonstrated in Figure 1-15. For 𝜏𝜏 = 1, the original time series is used.
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Figure 1-13: PSD of white noise on a log scale. Note that the PSD remains nearly constant
as frequency increases.

Figure 1-14: PSD of 1/f (pink) noise on a log scale. Note that the PSD is inversely
proportional to the frequency.
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Figure 1-15: Sample entropy calculated over twenty scale factors for white noise, 1/f (pink)
noise, and a sine wave of constant frequency and amplitude

Figure 1-16: Illustration of coarse-graining process for time scales 𝝉𝝉 = 𝟐𝟐 and 𝝉𝝉 = 𝟑𝟑. Image
adapted from [28]
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(𝜏𝜏)

𝑦𝑦𝑗𝑗

1
=
𝜏𝜏

𝑗𝑗𝑗𝑗

�

𝑖𝑖=(𝑗𝑗−1)𝜏𝜏+1

𝑥𝑥𝑖𝑖

(1)

MSE as a method of analyzing EEG is relatively new. Because of this, there is no
universal standard for comparing MSE plots between different data sets. In reference [29] it was
determined to report MSE as the SampEn value at a timescale of 𝜏𝜏 = 10. In reference [30] the
entirety of the SampEn vs. 𝜏𝜏 plots were compared between conditions. In reference [31] it is

suggested that the SampEn values over the range of 𝜏𝜏 be summed to represent the area under the

curve. In this study it was decided to report MSE as the average SampEn of time scale 𝜏𝜏 = 20 to
𝜏𝜏 = 30 because this is the value at which most SampEn vs. 𝜏𝜏 plots plateau, as demonstrated in

Figure 1-17. Additionally, taking the average helps decrease the effects of outlying values that
may occur at any given time scale.

Figure 1-17: SampEn vs. 𝝉𝝉 plots for each test condition in the FP1 electrode for participant
1 during wake
This method for calculating MSE was used in the clinical study and shown to be effective
at differentiating between sleep stages. This will be detailed in chapter 2. The objective of using
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MSE is to quantify a patient’s conscious awareness at any given moment. This helps to
determine the effect that different types of vibration have on conscious awareness, allowing for
vibration to be used as a non-pharmacological method for treating sleep disorders.

1.4

Thesis Objectives
The primary objective of this thesis is to determine the effects of beat frequency vibration

on sleep and other physiological responses. This will help determine the efficacy of a beat
frequency vibration system as a non-pharmacological treatment for persons suffering from sleep
disorders. The individual objectives of this thesis are listed in Table 1-1.

Table 1-1: Thesis Objectives
#

Objective

Design and build a system that can induce standing wave vibration and beat frequency
1 vibration into a bed. Use vibration measurement methods, previous research, and
subjective test results to determine optimal vibration parameters for testing.
2

Conduct a controlled experiment using the bed vibration system to obtain
polysomnography data on participant test subjects while they sleep in the vibrating bed.

3

Use polysomnography data to compare the effects of standing wave vibration and beat
frequency vibration on sleep latency and quality of sleep.

4

Analyze EEG data to determine how standing wave vibration and beat frequency vibration
may fit into a predictive model of sleep.
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2. SLEEP IMPROVEMENT USING SUPERIMPOSED VIBRATION FREQUENCIES

The following article was written based on the “Whole-Body Vibration and Sleep Onset
Latency Pilot Study” which was approved by the Brigham Young University Institutional
Review Board on November 4th, 2019 (IRB# F19226). It is intended for the article to be
submitted to Transactions on Neural Systems and Rehabilitation Engineering (TNSRE), a journal
of the Engineering in Medicine and Biology Society (EMB). The title of the article is: The effect
of beat frequency vibration on sleep latency and neural complexity: a pilot study.

2.1. Abstract
Insomnia affects millions of people worldwide, and non-pharmacological treatment
options are limited. A bed excited with multiple vibration sources was used to explore beat
frequency vibration as a non-pharmacological treatment for insomnia. A repeated measures
design pilot study of 14 participants with mild-moderate insomnia symptom severity was
conducted to determine the effects of beat frequency vibration, and traditional standing wave
vibration on sleep latency and quality. Participants were monitored using high-density
electroencephalography (HD-EEG). Sleep latency was compared between treatment conditions.
Trends of a decrease in sleep latency due to beat frequency vibration were found (p ≤ 0.181 for
AASM latency, and p ≤ 0.068 for unequivocal sleep latency). Neural complexity during wake,
N1, and N2 stages were compared using Multi-Scale Sample Entropy (MSE), which
demonstrated significantly lower MSE between wake and N2 stages (p ≤ 0.002). Lower MSE
1

was found in the transition from wake to N1 stage sleep but did not reach significance (p ≤
0.300). During N2 sleep, beat frequency vibration shows lower MSE than the control session in
the left frontoparietal region. This indicates that beat frequency vibration may lead to a decrease
of conscious awareness during deeper stages of sleep. Standing wave vibration caused reduced
Alpha activity and increased Delta activity during wake. Beat frequency vibration caused
increased Delta activity during N2 sleep. These preliminary results suggest that beat frequency
vibration may help individuals with insomnia symptoms by decreasing sleep latency, by
reducing their conscious awareness, and by increasing sleep drive expression during deeper
stages of sleep. Standing wave vibration may be beneficial for decreasing expression of arousal
and increasing expression of sleep drive during wake, implying that a dynamic vibration
treatment may be beneficial.
Index Terms - Whole Body Vibration, Beat Frequency Vibration, Multi-Scale Sample Entropy,
HD-EEG, Scanning Laser Doppler Vibrometer, Insomnia, Sleep

2.2. Introduction
An estimated 6% of the population has been clinically diagnosed with insomnia, with as
many as 15-30% reporting symptoms of insomnia at any given time [32, 33]. The prevalence of
insomnia symptoms among university students has been shown to be as high as 61.6% [4].
Insomnia symptoms are linked to increased disease risk [3, 34], depression [35, 36], anxiety
disorders [37], substance abuse [38], pregnancy complications [39], neurobehavioral and
cognitive impairment [40], and an increased risk for accidents and falls [41].
While there are a variety of medications that have been clinically evaluated and widely
used to treat insomnia, the only commonly prescribed non-pharmacological treatment is cognitive
2

behavioral therapy for insomnia (CBTI) [2, 5]. One benefit to non-pharmacological treatments
over their counterpart is that they can produce long-lasting results with a lower chance of
producing side effects [5]. Although CBTI is evidence based, preferred by patients over
medications, and shown to benefit as many as 80% of patients, this treatment is has significant
variability in the magnitude of treatment response [5]. For this reason, it is important to broaden
the number of non-pharmacological treatment options for insomnia.
Research has recently begun investigating the effects of mechanical stimulations such as
whole-body vibration (WBV) and rocking on sleep. Vibrating environments (such as trains or cars)
and rocking environments (such as a baby being rocked to sleep) have been shown to lead to higher
levels of drowsiness [6-8]. Low frequency WBV (0.25 Hz – 4 Hz), has been shown to cause
drowsiness, decrease the time to fall asleep (sleep latency), and improve sleep quality, [6, 9, 10].
Recently Kimura et al. reported that participants subjected to low frequency vibrations on a
mechanical bed had a significant decrease in sleep latency (time from wakefulness to sleep) when
compared to those who did not receive vibration treatment. reference [9].
It has also been found that a continuous rocking motion can provide sleep benefits. In one
study in which participants took 45-minute naps it was shown that rocking reduces sleep latency
and may enhance sleep by boosting slow oscillations and spindle activity [12]. In another study in
which participants were continuously rocked during the entire night, it was found that sleep latency
was reduced, and a deeper sleep with fewer arousals was achieved [11].
Despite multiple studies to ascertain the effects of vibration and rocking on sleep quality,
only single frequency systems have been considered and optimal amplitudes and frequencies have
not been reported. In previous studies, the mechanical bed systems used to vibrate, or rock

3

participants at low frequencies (f < 4 Hz) have been relatively complicated, involving heavy and
expensive custom frames, and large motors which either lift or rock the bed [8-11, 13].
In this study, a novel bed vibration system which superimposes vibration waves at two
different frequencies has been developed. The superposition of two vibration waves at different
frequencies creates a new wave that oscillates at the average frequency of the two waves but that
is amplitude modulated at a frequency equal to the difference between the two waves. This
difference frequency is referred to as the beat frequency. An example of a 100 Hz sine wave and
a 120 Hz sine wave being superimposed to create an amplitude modulated wave at the beat
frequency of 20 Hz is shown in Figure 2-1. This process of superimposing two different
frequencies to create a beat frequency is sometimes referred to as heterodyning. Throughout this
paper, the act of combining two vibration frequencies will be referred to as superposition, and the
resulting vibration pattern will be referred to as beat frequency vibration.

Figure 2-1: Two superimposed sinusoidal waves (100 Hz and 120 Hz) form the harmonic
response labeled Sum. The beat frequency is equal to the difference in the two inputs,
which would be 20 Hz in this case.

4

Electromagnetic vibration drives generally have difficulty generating low frequency (f < 7
Hz) vibration. However, using wave superposition, conventional vibration drives can be used to
create the low frequency vibration shown to be effective for improving sleep. The bed vibration
system is notably simpler and easier to adapt to an existing bed than other systems used in previous
studies.
When vibration waves are superimposed in the bed system, it produces a displacement
wave which propagates along the length of the bed. This vibration wave has been referred to in the
literature as a traveling wave [14]. The effect of a beat frequency vibration induced traveling wave
on sleep and brain activity has not been reported. It has been hypothesized that beat frequency
vibration may induce the positive sleep benefits of both WBV and rocking, thus providing a more
effective means of treating insomnia through non-pharmacological methods. This hypothesis
stems from the fact that beat frequency vibration can efficiently produce low-frequency highamplitude waves, which are consistent with delta brain waves. Delta waves are typical during
deeper stages of NREM sleep [42]. Another potential benefit of beat frequency vibration is that it
may decrease brain activity or conscious awareness. Conscious awareness is high during
wakefulness, and must be decreased in order to successfully enter NREM sleep [17, 42]. In healthy
people, an inhibitory process is used to reduce the firing of neurons in the ascending reticular
activating system [42]. In individuals with insomnia, this inhibitory process may not function
properly [17], causing conscious awareness to remain high. We hypothesized that beat frequency
vibration, which is inherently more complex than standing wave vibration, may enhance the
inhibitory processes, thus reducing conscious awareness.
The primary objective of this study was to determine and compare the effects of beat
frequency vibration and traditional standing wave vibration on sleep electrocortical activity. We
5

aimed to determine the efficacy of a beat frequency vibration system as a non-pharmacological
treatment for individuals with insomnia and help to determine if the interventions and metrics used
can feasibly be adapted into a larger study.

2.3. Methods

2.3.1. Participants
For this study 14 undergraduate college students (8 female, 6 male, mean age 22.2 ± 3.0)
were recruited. Approval for this study was received from the Institutional Review Board (IRB)
at Brigham Young University (IRB#: F19226). Written informed consent was received from all
subjects. Participants were compensated for completion of the sessions and surveys. The data
from three participants were excluded due to non-related factors that may have impacted sleep
and premature ending of multiple test sessions. One participant was excluded due to ending two
sessions early to use the bathroom, which did not allow the full required hour of data collection.
Another was excluded due to not having slept the night before the control session. The 3rd
participant was excluded due to self-report in the diary of a menstruation period which reportedly
greatly affected sleep during the final session, which led to premature ending of the session.
In order to maximize the measured effects of vibration treatment, the selected subjects
had to have at least subthreshold insomnia (ISI > 7) according to the Insomnia Severity Index
[43]. Subjects with clinically diagnosed sleep disorders such as shift work sleep disorder, sleep
apnea, and circadian sleep disorders were not accepted into the study. For safety concerns,
subjects were also screened if they had a history of neck pain, diseases of the cervical spine or
musculoskeletal disorders. To reduce the amount of possible confounding variables, subjects
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were also screened based on drug, alcohol, and excessive caffeine use, as these have been shown
to affect sleep [44, 45]. Table 2-1 shows the demographic and sleep features of the sample
population. In summary, most participants have self-reported clinical insomnia of moderate
severity according to the ISI. Participants had an average self-reported sleep latency of over 40
minutes with high variability during the 22-day period over which the study took place.
Table 2-1: Participant Demographic Table

2.3.2. Beat Frequency Vibration Bed System
A novel dual frequency bed vibration system was created for use in this study. The
system consisted of four custom steel mounts containing ButtKicker® Concert vibration
transducers. These vibrating mounts were placed under each corner of the box spring of a twin
sized bed (see Figure 2-2). The signals for each transducer were produced by a Rigol DG812
dual channel waveform generator, and the signals were amplified using XTi series Crown
amplifiers. Each transducer was controlled independently, allowing for many vibration
combinations. During this study there were two frequency combinations that were used and
7

tested. In the first, all four transducers are driven at 26.75 Hz. This combination will be referred
to as “standing wave vibration.” The second combination was produced by driving one half of
the bed (divided laterally) at 26.5 Hz, and the other half at 27 Hz. This combination results in a
0.5 Hz beat frequency and will therefore be referred to as “beat frequency vibration.”

Figure 2-2: (Left) Bed vibration system. A - under each corner of the box spring is an
independently driven mounted vibration transducer. B – Isolation pads were placed
underneath each vibration mount to reduce noise and prevent the propogation of
mechanical vibrations through the ground. (Right) Transducer, mount, and isolation pad.
When vibrating the bed with the four actuators, different vibration patterns known as
operating deflection shapes (ODSs) develop at different frequencies. In this study, we used a
Polytec PSV-500-3D scanning laser Doppler vibrometer to measure the frequency response and
determine the ODSs of the bed. Figure 2-3 shows the overall frequency response of the bed. It is
noted that the largest bed responses occur at 15 Hz, 21 Hz, and 27 Hz. The spatial vibration
response of the bed when all four vibration drivers were vibrating at 15 Hz is shown in Figure 2-4.
While 15 Hz elicited the greatest response, the ODS of the bed at this frequency primarily targets
the head and foot of the bed, while producing a smaller reaction in the middle of the bed. With all
four drives vibrating at 27 Hz, the ODS targets the entire bed (see Figure 2-5). Therefore, it was
decided to use standing wave and beat frequency combinations near 27 Hz. Literature has shown
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that oscillations of 2 Hz and lower are generally most effective at inducing/improving sleep [7, 913]. Therefore, it was desired to select a beat frequency somewhere in this range for clinical testing.

Figure 2-3: FFT results of vibrating bed system. Largest responses occur around 15, 21,
and 27 Hz.

Figure 2-4: Operating deflection shape of the bed vibrating at 15 Hz.
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Figure 2-5: Operating deflection shape of the bed vibrating at 27 Hz.

2.3.3. Recording Characteristics and Instrumentation
The bed vibration system was placed in a sound isolated chamber (Industrial Acoustics,
double wall) that exceeded standards for audiometric testing as set forth by the American
National Standards Institute [46]. Participants were asked to lay in the bed, close their eyes, and
sleep if possible. Each participant did this for up to two hours, or until they woke up from a nap
and did not feel that they would fall asleep again. This process was repeated over the course of
four sessions. Brain activity was measured using the Compumedics Neuroscan high-density
electroencephalography (HD-EEG) system with the SynAmpsRT 64-channel amplifier and
recorded using the EEG software: Curry 7©. A sampling rate of 1 kHz was used during
recording.
A 64-channel Quick-Cap with 4 integrated bipolar leads for vertical and horizontal EOG
(VEOG, HEOG), EMG, and EKG were used. Brain activity was recorded with sintered Ag/AgCl
electrodes (Compumedics Neuroscan EEG, Charlotte, NC) with the SynAmpsRT 64-channel
amplifier and recorded with the EEG software: Curry 7©. The electrodes placement follows the
10

internationally accepted 10-20 placement system of the sensor net’s electrodes (electrodes are
placed at 10% and 20% along lines of latitude and longitude). Figure 2-6 shows the locations of
the cranial electrodes that were used during analysis. Some of the electrodes in the temporal
region were excluded due to noise.

Figure 2-6: Locations of HD-EEG cranial electrodes that were used for analysis
2.3.4. Testing Procedure
Prior to any measurements being taken, each subject was instructed on the study purpose
and protocol. They were informed of the possible risks associated with the research and signed a
university approved consent form. Consent forms were stored in a secure (password-protected)
platform: Box©. Participants were given research identification numbers and all data were stripped
11

of unique identifiers. To prevent any type of placebo effect, participants were not told the
hypothesis of this study.
Throughout the course of the study, participants were required to fill out a sleep diary every
morning and evening. The sleep diary contained questions about the participant’s sleep patterns
and the activities that they performed throughout the day. This allowed for tracking of general
sleep patterns and identification of potential confounding variables. Additionally, participants
were required to come to the four in-lab sessions. Each of these sessions was separated by one
week.
The first in-lab session was a habituation session, in which participants were acclimated to
sleeping in the lab’s bed with the cap on. The next three sessions had one of three conditions
applied: control, standing wave vibration, or beat frequency vibration. The control session was
always third, and the two vibration conditions were randomly assigned to be the second or fourth
session for each participant. During the control session, the vibrating mounts were removed from
under the bed and placed on vibration isolation pads so that no mechanical vibration would be
transferred to the participant, but they were still turned on to achieve the same noise level as during
the two vibration sessions.
To select the exact frequency and amplitude combinations for the two vibration sessions,
participants were recruited to lay in the vibrating bed for a few minutes and subjectively rate the
comfort appeal of the system as the vibration frequencies and amplitudes were adjusted. It was
found that most participants preferred a beat frequency of 0.5 Hz, and a peak acceleration of 0.2
m/s2 RMS. This amplitude is comparable to other studies which investigate the effect of vibration
on sleep, as they typically use 0.2 to 0.3 m/s2 RMS [6, 15, 16].
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During the standing wave vibration session, the vibrating mounts were all driven at 26.75
Hz. During the beat frequency session, one half of the bed (divided laterally) was driven at 26.5
Hz, and the other was driven at 27 Hz. During both vibration sessions the bed was driven with a
peak acceleration of 0.2 m/s2 RMS.
The in-lab sessions took place in the afternoon at the same time of day across all four
sessions. After the vibration sessions, participants were asked to subjectively rate their experience
using a Likert scale survey. They were asked about the comfort of the system, whether or not the
vibration helped them to fall asleep faster, whether it improved the quality of their sleep, and
whether or not they would prefer to use it over an entire night of sleep.

2.3.5. HD-EEG Data Processing
The HD-EEG data were visually scored with Curry 7© using 30-second epochs according
to the sleep staging rules of the AASM Scoring manual criteria [47]. To remove artifacts from the
bed vibration system and any other sources of interference, all data were filtered using a high pass
filter set at 1 Hz and a low pass filter set at 30 Hz, as well as a band-stop filter centered at 26.75
Hz with a width of 4.0 Hz and a slope of 1 Hz. Additional artifact removal was performed using
the MATLAB toolbox EEGLAB [48] in conjunction with MATLAB code created in-house.
Artifacts were defined as any occurrence of HD-EEG activity caused by external events such as
eye blinks or other movement. All naturally occurring events such as k-complexes and sleep
spindles were included in the analyses.
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2.3.6. Multi Scale Sample Entropy
One factor that affects a person’s sleep-wake state is their level of conscious awareness
[17]. Conscious awareness is linked to the level of brain activity, which is related to the rate of
neurons fired in the ascending reticular activating system [42]. Conscious awareness may be
quantified by the complexity or entropy of the HD-EEG waveform. Entropy quantifies the
irregularity of time series data signals. Entropy is lower for predictable signals (such as a regular
sine wave), and higher for signals with low predictability [20]. In this study, multi-scale sample
entropy (MSE) was used as a measure of complexity.
MSE is a variation of sample entropy (SampEn), a time-series analysis method introduced
by Richman et al. [21]. SampEn is a function of run length m, tolerance window r, and number of
samples N. It is calculated as the negative logarithm of the conditional probability that two
sequences similar to m points remain similar at the next point [22]. This is done using the following
steps [21, 22]:
a) Given N data points from a time series {𝑥𝑥(𝑛𝑛)} = 𝑥𝑥(1), 𝑥𝑥(2), … , 𝑥𝑥(𝑁𝑁). Form 𝑁𝑁 − 𝑚𝑚 + 1
m-vectors 𝑋𝑋𝑚𝑚 (1), 𝑋𝑋𝑚𝑚 (2), … , 𝑋𝑋𝑚𝑚 (𝑁𝑁 − 𝑚𝑚 + 1) defined by 𝑋𝑋𝑚𝑚 (𝑖𝑖) = [𝑥𝑥(𝑖𝑖), 𝑥𝑥(𝑖𝑖 +
1), … , 𝑥𝑥(𝑖𝑖 + 𝑚𝑚 − 1), 𝑖𝑖 = 1, … , 𝑁𝑁 − 𝑚𝑚 + 1. These vectors represent m consecutive x
values, commencing with the 𝑖𝑖𝑖𝑖ℎ point.

b) Define the distance between 𝑋𝑋(𝑖𝑖) and 𝑋𝑋(𝑗𝑗), 𝑑𝑑[𝑋𝑋(𝑖𝑖), 𝑋𝑋(𝑗𝑗)], as the maximum norm defined
in equation 8.
𝑑𝑑[𝑋𝑋(𝑖𝑖), 𝑋𝑋(𝑗𝑗)] = max (|𝑥𝑥(𝑖𝑖 + 𝑘𝑘 − 1) − 𝑥𝑥(𝑗𝑗 + 𝑘𝑘 − 1)|)
𝑘𝑘=1,…,𝑚𝑚

(2)

c) For a given 𝑋𝑋𝑋𝑋(𝑖𝑖), count the number of 𝑗𝑗(1 ≤ 𝑗𝑗 ≤ 𝑁𝑁 − 𝑚𝑚, 𝑗𝑗 ≠ 𝑖𝑖), denoted as 𝐵𝐵𝑖𝑖 , such
that the distance between 𝑋𝑋𝑚𝑚 (𝑖𝑖) and 𝑋𝑋𝑚𝑚 (𝑗𝑗) is less than or equal to 𝑟𝑟. Then, for 1 ≤ 𝑖𝑖 ≤
𝑁𝑁 − 𝑚𝑚,
𝐵𝐵𝑖𝑖𝑚𝑚 (𝑟𝑟) =

1
𝐵𝐵
𝑁𝑁 − 𝑚𝑚 − 1 𝑖𝑖

d) Then calculate 𝐵𝐵 𝑚𝑚 (𝑟𝑟), which is the probability that two sequences will match for 𝑚𝑚
points.
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(3)

𝑁𝑁−𝑚𝑚

1
𝐵𝐵 𝑚𝑚 (𝑟𝑟) =
� 𝐵𝐵𝑖𝑖𝑚𝑚 (𝑟𝑟)
𝑁𝑁 − 𝑚𝑚

(4)

𝑖𝑖=1

e) Increase the dimension to 𝑚𝑚 + 1 and calculate 𝐴𝐴𝑖𝑖 as the number of 𝑋𝑋𝑚𝑚+1 (𝑖𝑖) within 𝑟𝑟 of
𝑋𝑋𝑚𝑚+1 (𝑗𝑗), where 𝑗𝑗 ranges from 1 to 𝑁𝑁 − 𝑚𝑚 (𝑗𝑗 ≠ 𝑖𝑖). 𝐴𝐴𝑚𝑚
𝑖𝑖 (𝑟𝑟) is then defined as
𝐴𝐴𝑚𝑚
𝑖𝑖 (𝑟𝑟) =

1
𝐴𝐴
𝑁𝑁 − 𝑚𝑚 − 1 𝑖𝑖

(5)

f) Then calculate 𝐴𝐴𝑚𝑚 (𝑟𝑟), which is the probability that two sequences will match for 𝑚𝑚 + 1
points.
𝑁𝑁−𝑚𝑚

1
𝐴𝐴𝑚𝑚 (𝑟𝑟) =
� 𝐴𝐴𝑚𝑚
𝑖𝑖 (𝑟𝑟)
𝑁𝑁 − 𝑚𝑚
𝑖𝑖=1

g) Sample entropy is then calculated as

𝐴𝐴𝑚𝑚 (𝑟𝑟)
]
𝐵𝐵 𝑚𝑚 (𝑟𝑟)

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑚𝑚, 𝑟𝑟, 𝑁𝑁) = −ln [

(6)

(7)

One issue with SampEn is that it only calculates entropy on a single time scale.
Physiological systems are characterized by varying waveforms, the complexity of which is best
characterized over various time scales [20]. To demonstrate the importance of using multiple
time scales, consider three time series signals: white noise, 1/f (pink) noise, and a sine wave of
constant frequency and amplitude. White noise is characteristic of maintaining a relatively
constant power spectral density, while 1/f noise has a power spectral density that is inversely
proportional to frequency. The power spectral density plot of a perfect sine wave would result
in a singular spike at the frequency of the wave. Based on these spectral results, we know that
1/f noise should have higher complexity than white noise [27], and that both of these signals
should have significantly higher complexity than a sine wave. Figure 2-7 shows these three
signals plotted over twenty different time scales. Calculating SampEn as described above would
only result in the values shown for the first time scale. This could lead to the erroneous
conclusion that white noise has higher entropy than 1/f noise. However, Figure 2-7 confirms that
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1/f noise has higher entropy than white noise for higher time scales. This demonstrates the
importance of considering entropy on multiple time scales.

Figure 2-7: Sample entropy calculated over twenty scale factors for white noise, 1/f (pink)
noise, and a sine wave of constant frequency and amplitude
To calculate MSE, the SampEn is calculated for multiple time scales 𝜏𝜏 . This is

accomplished by applying a coarse-graining procedure to the original time series. Coarse-graining

is performed by dividing the original time series into nonoverlapping windows of length 𝜏𝜏, and
then averaging each of these windows (see Figure 2-8). Each element of the new coarse-grained

series (𝑦𝑦1 , 𝑦𝑦2 , etc.) is calculated using equation 7. The SampEn is then calculated for the new
coarse-grained time series for the given time scale 𝜏𝜏. SampEn(𝜏𝜏) is then plotted against 𝜏𝜏, as was

demonstrated in Figure 2-7. For 𝜏𝜏 = 1, the original time series is used. To produce a quantifiable
value to represent the MSE for a given time series, the values from 𝜏𝜏 = 20 to 𝜏𝜏 = 30 were

averaged. This method for quantifying MSE was determined acceptable for this study because the
SampEn vs. time scale plots level off around 20, and taking the average helps decrease the effects
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of outlying values at any given time scale. SampEn was calculated using 𝑚𝑚 = 2 and 𝑟𝑟 = 0.15 ∗
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 (𝑆𝑆𝑆𝑆), as this has been shown to be acceptable in previous studies [21],

[30].

Figure 2-8: Illustration of coarse-graining process for time scales τ=2 and τ=3. Image
adapted from [30]

(𝜏𝜏)
𝑦𝑦𝑗𝑗

1
=
𝜏𝜏

𝑗𝑗𝑗𝑗

�

𝑖𝑖=(𝑗𝑗−1)𝜏𝜏+1

𝑥𝑥𝑖𝑖

(8)

2.3.7. Analysis
Sleep Latency. One of the metrics obtained from the filtered HD-EEG data was sleep
latency. Two definitions of sleep latency were used. The first definition is the AASM standard,
which is defined as the amount of time from lights off to the first occurrence of a 30 second
epoch classified as non-wakefulness [18]. The second definition of sleep latency was defined as
the amount of time from lights off to the first 30 second epoch classified as non-wakefulness
followed by at least two minutes of continued sleep. This will be referred to as unequivocal
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sleep. A similar definition of unequivocal sleep was used by Littner et al. [19], in which 3
continuous epochs of stage N1 sleep was required.
MSE Validation. To verify the effectiveness of MSE for tracking changes in brain
activity, the average MSE values were compared between wake, N1 sleep, and N2 sleep. This
was done by taking the average control session data for all participants and plotting the MSE
values on a topographic HD-EEG head plot for the three sleep-wake states mentioned. The head
plots were created using MATLAB code adapted from Martinez-Cagigal [49].
MSE Analysis. Average MSE values during wake, N1 sleep, and N2 sleep were
calculated during each session and then plotted on topographic HD-EEG plots. The results from
the standing wave and beat frequency vibration sessions were then compared to the control
session to determine the effects that vibration type has on neural complexity.
Power Spectral Density Analysis. Power spectral density (PSD) analysis was performed on
the EEG data to determine the effect of vibration on the expression of sleep and wake drive. A
Fast Fourier Transform (FFT) was performed for every five second window of EEG data. It was
desired to track the power spectrum of the different brain wave types over the course of the testing
session. Brain wave frequency ranges were defined as Delta 0-3.99 Hz, Theta 4-7.99 Hz, Alpha 813 Hz, and Beta greater than 13 Hz. Alpha rhythms are more prominent during wakefulness [42]
and are strengthened during tasks requiring mental arithmetic and visual imagery [50]. Therefore,
relative Alpha PSD will be used as a measure of the expression of arousal (or wake drive).
Additionally, relative Delta PSD will be used as a measure of the expression of sleep drive, as
Delta waves are typical during deeper stages of NREM sleep [42].

18

Subjective Ratings. A subjective questionnaire was given to participants after the
standing wave and beat frequency vibration sessions. These results were used to analyze user
preferences between the two vibration types.
Statistical Analysis. For all statistical analyses, a linear mixed models analysis of variance
with blocking on subjects was performed to determine significance. This analysis is appropriate
due to the expected deviation in baseline sleep characteristics between subjects. The variance was
estimated using the restricted maximum likelihood (REML) approach. Significance was
determined at the p ≤ 0.05 level, except where otherwise specified in the results section. For
example, some values at the p ≤ 0.1 were considered in the Multi Scale Sample Entropy section.

2.4. Results

2.4.1. Sleep Latency, Sleep Stages, and Subjective Results
The average AASM sleep latencies for each condition are shown in Figure 2-9. The
variance (in 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 2 ) for the control, standing wave vibration, and beat frequency vibration

sessions are 36.7, 26.9, and 10.7, respectively. Figure 2-10 shows the box plot comparisons of the
three conditions.

The average unequivocal sleep latencies for each condition are shown in Figure 2-11. The
variance (in 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 2 ) for the control, standing wave vibration, and beat frequency vibration

sessions were 64.8, 27.9, and 11.0, respectively. Figure 2-12 shows the box plot comparisons of
the three conditions.

19

Figure 2-9: Mean AASM sleep latency in minutes for each of the three conditions. The
error bars show the standard error for each condition. For the control group the average
sleep latency in minutes was 6.95 ± 1.83 (mean ± SEM), for the standing wave vibration
session it was 6.80 ± 1.56 (mean ± SEM), and for the beat frequency vibration session it was
4.94 ± 0.99 (mean ± SEM).

Figure 2-10: Box plot comparison of the AASM sleep latency for the three conditions.
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Figure 2-11: Mean unequivocal sleep latency in minutes for each of the three conditions.
The error bars show the standard error for each condition. For the control group the
average sleep latency in minutes was 8.73 ± 2.43 (mean ± SEM), for the standing wave
vibration session it was 6.92 ± 1.59 (mean ± SEM), and for the beat frequency vibration
session it was 5.18 ± 1.00 (mean ± SEM).

Figure 2-12: Box plot comparison of unequivocal sleep latency for the three conditions
Statistical analysis was run as described in the analysis section to determine if there is a
difference in means between the three conditions. Table 2-2 shows the two tailed p-values and the
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upper and lower bounds for 95% confidence intervals comparing the two vibration treatment
sessions to the control session.

Table 2-2: Two tailed P-values calculated for determining whether there is a difference
between the mean sleep latency during the control session and the two vibration
sessions. The 95% confidence interval upper and lower bounds for the
difference between the control and vibration sessions are also
reported. For example, the beat frequency vibration upper
bound for AASM latency suggests that beat frequency
vibration causes participants to fall asleep 5.058
minutes faster than during the control session.
Sleep Latency Type

AASM

Unequivocal Sleep

Standing Wave Vibration

Beat Frequency Vibration

p ≤ 0.915

p ≤ 0.181

Upper CL = 3.197

Upper CL = 5.058

Lower CL = -2.882

Lower CL = -1.022

p ≤ 0.336

p ≤ 0.068

Upper CL = 5.657

Upper CL = 7.399

Lower CL = -2.024

Lower CL = -0.281

Table 2-3 shows a percentage breakdown of the average amount of time that participants
spent in each stage during the first hour of the session. The first hour of each session was used for
analysis. Note that the participants did not enter REM sleep during the first hour, so it is not
included in the table.
Table 2-3: Wake-Sleep Percentages. Percentage of each sleep state
during the first hour for each condition

22

2.4.2. Multi Scale Sample Entropy Validation Results
The control session MSE values during the first minutes of wake, N1, and N2 sleep stages
were averaged for all participants (see Figure 2-13). MSE drops in 44 of the 52 electrodes when
transitioning from wake to N1 sleep, but the difference is not statistically significant. MSE then
drops again significantly from N1 to N2 sleep. The difference in MSE between wake and N2 is
statistically significant with p ≤ 0.002 for all electrodes. This shows that neural complexity drops
significantly when transitioning from wake to N2.
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Figure 2-13: MSE topographical HD-EEG plots for wake (top), N1 (middle), and N2
(bottom). Data were averaged across all participants from the control session. About two
minutes of data were used. The scale bar was modified to remain consistent between stages.

2.4.3. Multi Scale Sample Entropy Results
The MSE topographical HD-EEG plot comparisons for wake, N1, and N2 stages can be
seen in Figure 2-14, Figure 2-15, and Figure 2-16 respectively. MSE values were averaged across
all participants. Analysis was performed on the first two minutes of each sleep stage, excluding
any artifacts. Analysis of N3 sleep was not included because too few participants entered this stage
of sleep during each session for a statistical analysis to be made.
The color scales used are relative to the stage of sleep being analyzed (Figure 2-14 - Figure
2-16). This means that the color scales are different for each stage of sleep but are the same between
sessions within their respective sleep stage. This allows for observation of subtle differences in
MSE between conditions for each sleep stage. Therefore, the color scales between sleep stages
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should be noted. For example, the MSE scale during N2 sleep (1.78 to 1.98) is significantly lower
than the MSE values during wake and N1 sleep (2 to 2.18 and 2 to 2.16 respectively).
Upon observation of the color plots and scales it can be seen that overall MSE dropped
slightly from wake to N1 sleep, and then dropped significantly from N1 to N2 sleep. Wake MSE
is generally lower in the frontal regions during both vibration conditions than during the control,
and MSE is lower during the beat frequency vibration condition in the medial parietal region (see
electrode CPZ) than the other conditions (Figure 2-14). Stage N1 sleep MSE is generally higher
during beat frequency vibration, although electrode CPZ is still notably lower than the other two
regions (Figure 2-15). Stage N2 sleep MSE is generally higher during the control session
throughout the entire central region than both of the vibration conditions (Figure 2-16).
Table 2-4 shows the electrodes which underwent a significant change between the control
session and the two vibration treatment sessions. P-values were obtained using a linear mixed
models analysis of variance with blocking on subjects as described previously. In Table 2-4, both
electrodes which are significant at the p ≤ 0.05 level (bolded) and significant at the p ≤ 0.1 level
(non-bolded) are shown. It was determined that significance at the p ≤ 0.1 level would also be
considered due to the fact that this is a pilot study, and while significance at the p ≤ 0.1 is not
conclusive, it is suggestive of a trend [51].
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Figure 2-14: Averaged MSE topographical EEG plots during wake for control (top),
standing wave vibration (middle), and beat frequency vibration (bottom) sessions
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Figure 2-15: Averaged MSE topographical EEG plots during N1 for control (top), standing
wave vibration (middle), and beat frequency vibration (bottom) sessions
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Figure 2-16: Averaged MSE topographical EEG plots during N2 for control (top), standing
wave vibration (middle), and beat frequency vibration (bottom) sessions
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Table 2-4: Significant Changes in MSE. HD-EEG electrodes which differ
significantly in MSE from the control session during wake, N1, and N2
sleep. Two-tailed p-values are shown. Bolded values are significant at
the p ≤ 0.05 level. Non-bolded values are significant at the p ≤ 0.1
level. For example, electrode CP5 had a significantly higher
value of MSE (p ≤ 0.034) during wake in the standing wave
vibration session than during wake in the control session.
The electrode F7 had a significantly lower value of MSE
(p ≤ 0.041) during N2 sleep in the beat frequency
vibration session than during
the control session.

During the wake stage, 29 of the 52 electrodes analyzed showed an average decrease in
MSE during the standing wave vibration session, and 27 of the 52 electrodes showed an average
decrease in MSE during beat frequency vibration session. MSE significantly increased in eight
electrodes and decreased in four electrodes during the standing wave vibration session. MSE
significantly increased in three electrodes during the beat frequency vibration session (see Table
2-4). Figure 2-17 shows a plot of the electrodes which underwent a statistically significant
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change for the two vibration conditions. In general, decreases in MSE during this stage occurred
in the parietal region, while increases occurred in the frontal region.

Figure 2-17: Electrodes which differ in MSE significantly during wake from the control
session in the standing wave vibration session (left) and beat frequency vibration session
(right). Yellow electrodes indicate increased MSE, and blue electrodes indicate decreased
MSE. Darker colors are significant at the p ≤ 0.05 level, and light colors are significant at
the p ≤ 0.1 level. See Table 2-4 for specific p-values.
During stage N1 sleep, 40 of the 52 electrodes analyzed showed an average decrease in
MSE during the standing wave vibration session, and 1 of the 52 electrodes showed an average
decrease in MSE during beat frequency vibration session. One electrode was found to decrease
in MSE during standing wave vibration, and one electrode increased in MSE during beat
frequency vibration (see Figure 2-18). Due to a general lack of significance, differences observed
between sessions (Figure 2-15) may be due to outlying data.
During the stage N2 sleep, 49 of the 52 electrodes analyzed had a lower average MSE
during standing wave vibration than during the control session, and 47 of the 52 electrodes had a
lower average MSE during the beat frequency session than during the control session. MSE did
not significantly change in any of the electrodes during the standing wave vibration session.
MSE significantly decreased in seven electrodes during the beat frequency vibration session
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which can be seen plotted in Figure 2-19. All seven of these electrodes were in the left
hemisphere of the brain.

Figure 2-18: Electrodes which differ in MSE significantly during N1 sleep from the control
session in the standing wave vibration session (left) and beat frequency vibration session
(right). Yellow electrodes indicate increased MSE, and blue electrodes indicate decreased
MSE. Darker colors are significant at the p ≤ 0.05 level, and light colors are significant at
the p ≤ 0.1 level. See Table 2-4 for specific p-values.

Figure 2-19: Electrodes which differ in MSE significantly during N2 sleep from the control
session in the standing wave vibration session (left) and beat frequency vibration session
(right). Yellow electrodes indicate increased MSE, and blue electrodes indicate decreased
MSE. Darker colors are significant at the p ≤ 0.05 level, and light colors are significant at
the p ≤ 0.1 level. See Table 2-4 for specific p-values.
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2.4.4. Power Spectral Density Results
The relative Beta, Alpha, Theta, and Delta PSD during the first two minutes of wake, N1,
and N2 sleep were compared across all conditions. For all conditions, the PSD results followed
typical trends such as higher occurrence of Beta waves during wake, higher Alpha during wake
(especially in the parietal regions) and increasing Theta and Delta waves as participants went
deeper into sleep.
Standing wave vibration was shown to significantly decrease Alpha rhythms in frontal and
central regions (see Figure 2-20) and increase Delta rhythms throughout much of the frontal and
left central and parietal regions (see Figure 2-21) during wake. Beat frequency vibration was
shown to increase Delta rhythms in the left frontal region during stage N2 sleep (see Figure 2-22).
The electrodes affected and their corresponding p-values are shown in Table 2-6 through Table
2-9.

Figure 2-20: Average relative Alpha PSD during wake of the standing wave vibration
session. The black electrodes have significantly lower Alpha PSD than during the control
session. Significant electrodes and their p-values are listed in Table 2-7.
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Figure 2-21: Average relative Delta PSD during wake of the standing wave vibration
session. The black electrodes have significantly higher Delta PSD than during the control
session. Significant electrodes and their p-values are listed in Table 2-9.

Figure 2-22: Average relative Delta PSD during N2 sleep of the beat frequency vibration
session. The black electrodes have significantly higher Delta PSD than during the control
session. Significant electrodes and their p-values are listed in Table 2-9.
2.4.5. Subjective Ratings Results
Table 2-5 contains the results of the Likert scale questions given to participants after the
vibration test sessions. These questions are focused on the comfort of the vibration, and whether
it caused a faster transition to sleep or higher quality of sleep. On average, participants rated the
beat frequency vibration session as being more comfortable, helping them to fall asleep faster,
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and improving the quality of their sleep during the entire sleep session. However, these
differences were not statistically significant.
Table 2-5: Subjective Rating Results

Average subjective ratings comparing the two vibration conditions. The questions were asked on a Likert scale,
where 1=strongly disagree, 2=disagree, 3=neither agree nor disagree, 4=agree, and 5=strongly agree

2.5. Discussion
In this study we aimed to show that beat frequency vibration induced by superimposing
two different vibration sources could be a viable non-pharmacological treatment for insomnia.
We compared the effect that beat frequency vibration of 0.5 Hz and traditional standing wave
vibration have on different physiologic and subjective metrics.

2.5.1. Sleep Latency
Sleep latency results are suggestive of a modest decrease in the amount of time that it
took participants to fall asleep when subjected to the beat frequency vibration session. In
particular, the unequivocal sleep latency results are indicative of this trend. Between the two
definitions of sleep latency described in this article, unequivocal sleep may be considered more
appropriate, as it represents the amount of time for a person to achieve lasting sleep, which is the
goal of devices to treat individuals with insomnia.
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In addition to having a lower mean than the control and standing wave vibration sessions,
the beat frequency vibration session had a much lower variance. This implies that beat frequency
vibration may produce more consistently low sleep latency times with fewer outliers.
Sleep latency (by both definitions) was relatively low (average of less than 10 minutes)
for all sessions. This was somewhat unexpected when considering that participants were
recruited from a population of persons having moderate to severe self-reported insomnia. This
may in part be explained by the fact that testing took place in the early afternoon, which is
known to be a time when sleep drive peaks. Regardless of the cause, the generally low sleep
latencies result in a floor effect, which can complicate the process of identifying strong statistical
evidence of a difference between groups. We predict that a future study with a higher number of
subjects, as well as additional consideration for varying effects between males and females
would increase the significance of these results.

2.5.2. Multi Scale Sample Entropy Validation
MSE during N2 sleep was shown to be significantly lower than during wake and N1
sleep. MSE values were lower during N1 than during wake, but not significantly. This trend is
consistent with other literature. Shi et al. reported that the difference in MSE between wake and
N2 is much larger than the difference between wake and N1 [52]. In some cases, wake and N1
may have nearly the same value of MSE [52]. This shows that MSE is an effective tool for
quantifying changes in neural complexity as a person transitions from wake to deeper stages of
sleep. Because deeper stages of sleep such as N2 are associated with lower brain activity, it
stands to reason that MSE may be used to represent a person’s conscious awareness.
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2.5.3.

Multi Scale Sample Entropy

During the wake stage, it was found that for both vibration conditions, nearly half of the
electrodes had a higher average MSE, and nearly half had lower MSE. In general, the decreases
in MSE occurred in the frontal regions, and the decreases occurred in the parietal and occipital
regions. This discrepancy between the frontal and parietal/occipital regions is likely due to the
fact that alpha waves, which are common during resting wake, occur predominantly in the
parietal/occipital regions of the brain [53]. Because standing wave vibration shows decreased
MSE in some frontal regions, there is some cause to believe that this may decrease conscious
awareness during wake. However, the electrodes do not line up well with regions that have been
shown to be associated with conscious awareness. It is therefore difficult to conclude significant
changes in conscious awareness during the wake stage.
During N1 sleep, there were no electrodes which demonstrated a significant change in
MSE at the p ≤ 0.05 level, and only two showed a significant change at the p ≤ 0.1 level
(between both vibration conditions). This makes it difficult to conclude the effects that either
type of vibration may have on MSE during N1 sleep. This may in part be explained by the fact
that MSE during N1 can resemble MSE during wake, as shown in Figure 2-13 and discussed in
[52].
During N2 sleep, most electrodes showed a decrease in MSE during both vibration
conditions. However, only the beat frequency vibration condition caused a significant difference.
All significant electrodes are in the left hemisphere of the brain (Figure 2-19). One possible
explanation for this is due to the fact that insomnia has been linked to altered glucose metabolism
in left frontoparietal heteromodal cortices, showing smaller NREM sleep-wake differences in
these areas [54]. The significant frontal electrodes (FP1, AF3, F7, F5, and FC5) and CP3 map
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into this frontoparietal area. This could mean that beat frequency vibration is able to counteract
the disruptive processes which impede healthy NREM activity in individuals with insomnia.
Additionally, neuroimaging studies have shown that conscious awareness may be associated with
brain activity in the left middle frontal gyrus [55]. Electrodes FC5 and F5 lie in this region,
which indicates that beat frequency vibration may lead to reduced conscious awareness during
deeper stages of sleep.

2.5.4

Power Spectral Density

While there were multiple HD-EEG electrodes that underwent significant changes in
each frequency band, the Alpha and Delta bands were of most interest due to their use as
measures for expression of arousal and sleep drive respectively. During wake, standing wave
vibration lowered the relative Alpha PSD in the central and frontal regions, and increased
relative Delta PSD throughout most of the left and frontal regions of the brain. This suggests that
during wake, standing wave vibration may reduce the expression of arousal, as well as increase
the expression of sleep drive. These changes do not manifest during sleep, implying that these
benefits do not persist.
Beat frequency vibration was shown to increase relative Delta PSD during stage N2
sleep, which suggests that this vibration treatment may increase sleep drive expression during
deeper stages of sleep. This finding is consistent with the MSE findings, in which beat frequency
vibration was shown to reduce neural complexity. This adds to the hypothesis that beat
frequency vibration may be of benefit to those who suffer from poor sleep quality, particularly in
deeper stages of sleep.
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These PSD results indicate that standing wave vibration may cause faster transition into
sleep (although this is not supported by the sleep latency results), and that beat frequency may
produce more benefits during N2 sleep. This implies that the use of different vibration types may
be appropriate based on a given patient’s needs and their current sleep-wake state.

2.5.5

Subjective Ratings

Participants generally found both vibration types to be comfortable and reported that it
may improve their sleep. There was a slight inclination towards beat frequency vibration over
standing wave vibration, although more participants would be needed to show significance.

2.6 Conclusion
In this study beat frequency vibration demonstrated a trend towards decreasing sleep
latency, particularly when defined as achieving unequivocal sleep. Beat frequency vibration also
shows more consistently low latencies with fewer outliers than the control and standing wave
vibration conditions.
Because the underlying frequency of the beat frequency vibration is exactly 26.75 Hz (the
same frequency used for the standing wave vibration session), it is inferred that the difference in
outcome between the standing wave vibration and beat frequency vibration conditions is due to
the presence of the 0.5 Hz traveling wave.
MSE was shown to be effective at quantifying the difference in neural complexity
between wake and deeper stages of sleep and shows a general decrease in complexity between
wake and N1 sleep. Both standing wave and beat frequency vibration caused changes in all
sleep-wake states that were analyzed, although primarily during wake and N2. Standing wave
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vibration may decrease complexity in the frontal region, while both standing wave and beat
frequency may cause increased complexity in the parietal/occipital regions. Varied MSE values
and locations of significant electrodes during wake and N1 sleep make it difficult to conclude
vibration’s effect on conscious awareness during these stages.
During N2 sleep, beat frequency vibration led to reduced MSE in the left frontoparietal
area of the brain. The location of some of these electrodes are known to relate to conscious
awareness, and to show smaller NREM sleep-wake differences in individuals with insomnia.
This indicates that beat frequency vibration may reduce conscious awareness in these individuals
during deeper stages of sleep.
Based on changes in relative PSD, standing wave vibration may lead to decreased
expression of arousal and increased sleep drive during wake, although these changes do not
persist into sleep. Beat frequency vibration may cause higher expression of sleep drive during
stage N2 sleep. This suggests that the use of different vibration types may be appropriate based
on a given patient’s needs and their current sleep-wake state.
In summary, these preliminary results suggest that beat frequency vibration may help
individuals with insomnia by decreasing sleep latency, by reducing their conscious awareness,
and by increasing sleep drive expression during deeper stages of sleep. Standing wave vibration
may be beneficial for decreasing expression of arousal and increasing expression of sleep drive
during wake, implying that a dynamic vibration treatment may be beneficial. Additional research
is recommended to compile sufficient empirical data to efficiently use vibration as a nonpharmacological treatment for people with symptoms of insomnia.
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2.7 Appendix
Table 2-6: Relative Beta PSD Changes. HD-EEG electrodes
which differ significantly in relative Beta PSD from the
control session during wake, N1, and N2
sleep. Two-tailed p-values are shown.

Table 2-7: Relative Alpha PSD Changes. HD-EEG
electrodes which differ significantly in relative
Alpha PSD from the control session during
wake, N1, and N2 sleep. Two-tailed
p-values are shown.
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Table 2-8: Relative Theta PSD Changes. HD-EEG
electrodes which differ significantly in relative
Theta PSD from the control session
during wake, N1, and
N2 sleep. Two-tailed
p-values are shown.
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Table 2-9: Relative Delta PSD Changes. HD-EEG
electrodes which differ significantly in relative
Delta PSD from the control session during
wake, N1, and N2 sleep.
Two-tailed p-values
are shown.
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3

MODELING THE EFFECT OF VIBRATION ON SLEEP

3.1 Heuristic Sleep Model
One of the primary purposes of this research is to lead to the development a physiological
model which can predict the neural and sleep phase shifts based on a given vibration input. Such
a model could serve as a valuable resource for prescribing vibration as a non-pharmacological
treatment for persons suffering from insomnia.
In [17], Kay proposes a novel heuristic model of sleep-wake states in which three
indicators may be used to determine a patient’s sleep-wake state. These three indicators include:
arousal, sleep drive, and conscious awareness. Kay represents these indicators and their
corresponding sleep-wake states graphically as the tri-axial model shown in Figure 3-1. Each
indicator can be considered either high or low. The black arrow pointing toward the top of the
circle represents increasing arousal. The black arrow pointing toward the right of the circle
represents increasing sleep drive. The two blue-lined arrows pointing to the left side of the circle
represent higher conscious awareness. To help visualize the conscious awareness factor in
relation to the other two factors in the model, the + symbols represent sectors where conscious
awareness is higher, and the - symbols represent sectors where conscious awareness is lower.
This allows for eight possible sleep-wake states (indicated by sector numbers). Four of these
states are healthy and normal states, indicated by blue boxes. These include active wakefulness
(AW in sector 1), quiet wakefulness (QW in sector 2), rapid-eye movement sleep (REM in sector
1

3), and non-rapid eye-movement sleep (NREM in sector 4). The other four sectors (5, 6, 7, and
8) are unhealthy states experienced by persons with primary insomnia (PI), indicated by red
boxes.

Figure 3-1: Heuristic model of sleep-wake states, adapted from reference [17].
The curved black arrows represent the hypothesized state shifts experienced by patients
with PI relative to healthy sleepers. Patients with PI may have altered states across sleep-wake
states due to reduced activation in brain regions involved in conscious awareness during the
wake states and heightened brain activation in these regions during sleep [17].
Arousal is influenced by circadian processes, ultradian rhythms, environmental stimuli
(e.g. loud noise and bright lights), and motivation that activate the ascending arousal systems.
Some amount of arousal is present across all sleep wake states, but it is typically highest during
active wake and REM sleep (sectors 1 and 3 of Figure 3-1).
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Sleep drive describes the biological or psychological need for a person to sleep and is
typically associated REM and NREM sleep states. Sleep drive is not merely the absence of
arousal, as it is normal to maintain high arousal and sleep drive during REM sleep (sectors 3 of
Figure 3-1).
Conscious awareness describes the awareness of self, space, time, memories, thoughts,
body functions, and environment. In healthy people, high levels of conscious awareness should
generally only occur during states of wake (sectors 1 and 2 of Figure 3-1). However, research has
shown that patients may report having been awake while they were in deep stages of sleep [56,
57]. This occurrence of high conscious awareness can lead to the unhealthy sleep states shown in
sectors 6 and 8 of Figure 3-1.
Determining where a subject lies on any of the three given axes remains a challenge and
is often dependent on subjective self-reporting. To use this model in practice, it becomes
necessary to link quantifiable physiological metrics to the three axes of interest. It has been
proposed that arousal may be related to the amount of relative beta and or alpha wave activity,
particularly in the brainstem, midbrain, and basal forebrain, as these are regions associated with
ascending arousal systems [58]. Sleep drive may be quantified by the amount of relative delta
wave activity. Finally, conscious awareness may be quantified by the complexity of neural
activity, particularly in the posterior cingulate/precuneus, anterior cingulate, anterior insula, and
left middle frontal gyrus [55]. If these metrics can be shown to reliably quantify a patient’s
location on the arousal, sleep drive, and conscious awareness axes, then the heuristic model may
be used to determine the patient’s exact sleep-wake state.
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3.2 Combining Present Study with Heuristic Sleep Model
When coupled with physiological metrics to quantify a patient’s location on each axis,
the heuristic model described in section 3.1 is helpful for diagnosing a patient’s sleep-wake state.
By understanding the effect that vibration has on the three axes, the model becomes increasingly
beneficial as a tool for treating insomnia. For example, if a patient were in a state of low arousal
and high sleep drive, but were to maintain high conscious awareness, this would put them in an
unhealthy sleep-wake state (sector 8 of Figure 3-1). If a vibration treatment could be prescribed
which would lower conscious awareness, the patient would transition from the unhealthy sleepwake state to non-REM sleep (sector 4 of Figure 3-1). Similarly, if a specific type of vibration
were shown to increase delta wave activity, it could be used to transition a patient from an
unhealthy PI state in sectors 5 or 7 to sectors 3 or 4 (REM and NREM respectively) by
increasing their sleep drive.
In the study described in chapter 2, it was found that beat frequency reduced EEG
complexity (measured with MSE) during stage N2 sleep in the left frontoparietal region of the
brain. This implies that that beat frequency vibration may lead to reduced conscious awareness
during deeper stages of sleep. Beat frequency vibration could potentially be used to transition a
patient from sector 6 to sector 3 (REM sleep), or from sector 8 to sector 4 (NREM sleep). For
example, a patient with insomnia may be in a state of high sleep drive and low arousal, but still
have high conscious awareness (sector 8). This would mean that while the patient may actually
be in a deep stage of sleep, they would believe themself to be awake, leading to a less restful
sleep. Inducing a beat frequency vibration could lower conscious awareness, therefore
transitioning the patient to a healthy NREM sleep state. This could lead to higher sleep
satisfaction and reduce the amount of discrepancies between sleep and perceived sleep.
4

3.3 Additional Research
In future research, it would be beneficial to gather additional empirical data to describe
the effect that different types of vibration have on MSE in each region of the brain and during
different stages of sleep. This information would increase the usefulness of the heuristic model
as a method for prescribing vibration treatment. I recommend that an additional study be
performed with the following changes to the testing protocol described in chapter 0:
A. Shorten the test sessions
One change that could greatly simplify the study and increase the feasibility of running
more subjects would be to reduce the amount of time during each test session to 20 minutes. The
present study had relatively long sessions, typically lasting one to two hours. This was done to
ensure that participants would have enough time to fall asleep, and to maximize the chance of
entering deeper stages of sleep. However, much of the most relevant data are likely to occur
within the first 20 minutes of the session. It was found that even among our subjects with mild to
severe self-reported insomnia, the average sleep latency was less than 10 minutes by both
definitions of sleep latency used. 20 minutes would also be sufficient to measure all required
metrics (see next section).
It would also be beneficial to keep the amount of testing time equal between all
participants. The testing time varied between participants in the present study. A two-hour cap
was included, but participants were encouraged to advise us if they could not fall asleep, or if
they woke up early and spent a significant amount of time laying in the bed without sleeping.
Additionally, some participants had to finish early due to other reasons, such as needing to use
the bathroom, or discomfort from wearing the EEG cap for a prolonged period. Setting all
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sessions to be 20 minutes long would allow for easier comparison between subjects, and
eliminate problems associated with varying session lengths.
B. Additional and improved metrics
MSE, sleep latency, and any relevant information from hypnogram data should still be
included in this study. In addition to these, a full power spectral density analysis, a before and
after alpha attenuation test, a self-reported sleep evaluation, and heart rate variability analysis
should be included in future studies.
A power spectral density analysis of every five second epoch during the 20-minute
session would allow for the tracking of predominant brain wave types (Delta, Theta, Alpha, and
Beta). This would allow for an additional measure of drowsiness, as slower EEG waves are
typically associated with higher levels of drowsiness. Another benefit to PSD information is that
it may serve as a method for quantifying a patient’s location on the arousal and sleep drive axes
in Kay’s heuristic model, as described in section 3.5.
Another measurement of wakefulness level may be described by the alpha attenuation
test (AAT) [15, 59-61]. The AAT would be performed by obtaining and comparing the alpha
attenuation coefficient (AAC) directly before and after the vibration/control session. The AAC is
defined as the ratio of the mean power spectral value of waves when the eyes are closed to when
they are open [61]. A higher AAC indicates a higher wakefulness level. Thus, by comparing the
decrease in AAC from before the session to after the session across different vibration/control
treatments would provide an objective measure of decrease in wakefulness. It was originally
intended to include this metric in the present study but was determined that it would be irrelevant
due to the varying time lengths between sessions.
6

A self-reported sleep awareness questionnaire would greatly add to the value of this
study. Awareness questionnaires ask the patient detailed questions about their experience
napping in the bed, including whether they fell asleep. It is useful to note any discrepancies
between when the patient says that they fell asleep, and when they fall asleep according to visual
scoring of the EEG data. Such discrepancies are commonplace among those with sleep disorders,
and it would be valuable to look for ways that vibration may affect this discrepancy.
Heart rate variability (HRV) has also been shown to be useful as an objective measure of
drowsiness [6] and is commonly reported on when investigating physiological responses during
sleep [62, 63]. There are multiple methods for calculating HRV, including using MSE [28]. The
ideal method of calculating and reporting on HRV is unknown, but it would be beneficial to
better understand the effect that vibration has on HRV and to have an additional metric of
drowsiness.
MSE was an important metric used in the present study. It would be beneficial in future
work to explore other methods of calculating MSE, as this could allow for subtle changes in
complexity caused by vibration (or other stimuli) to be more easily identified. These alternative
methods could include using different tolerance windows (r). Reference [52] suggests that
tolerance windows of 𝑟𝑟 = 0.5𝑆𝑆𝑆𝑆 or 𝑟𝑟 = 5𝑆𝑆𝑆𝑆 can increase the difference in MSE between wake
and N1 sleep. Another change could be to modify the artifact removal process. For example,

naturally occurring events such as vertex sharp waves, k-complexes, and sleep spindles could be
excluded from the analysis, leaving only the baseline EEG waveforms.
C. Conduct all sessions during the same week
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In the present study, each of the participant’s four test sessions were performed on the
same day and time of the week. This means that it took 22 days for any participant to complete
the study. This was done to ensure consistency of the participant’s routine on the day of testing,
and to remove confounding effects from taking multiple two-hour naps in the same week. Given
that the new study was to only include 20-minute naps during test sessions, it would be simpler
to conduct all test sessions during the same week if possible. This would allow participants to
move through the study much faster and would remove any confounding variables associated
with sleep affecting lifestyle or medical changes that may occur over the course of the 22 day
test period.
D. EEG cap adjustments
During the present study, it was found that when participants laid down in the bed, some
electrodes could shift slightly or lose connection. This may be solved by using an elastic retainer
such as Spandage ®, which can help hold electrodes in place and improve contact with the scalp.
It would also be prudent to note the position of each participant as they lay in the bed (e.g. on
their back, on their side, etc.). In the present study it was not noted what position each participant
took. Documenting this for each subject would help to ensure that sleep position does not
produce any confounding variables.
E. Register the study
There are an increasing number of journals that require clinical trials to be registered
before the manuscript may be submitted. Studies must be registered at or before the testing of
subjects begins. The Journal of Clinical Sleep Medicine, Sleep Medicine, and Journal of Medical
and Biological Engineering are examples of journals that are relevant to this research which
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require official registration of studies before testing. Registering the study before commencement
of enrolling and testing participants would greatly increase the number of journals that would
publish the research.
F. Participant changes
It may be beneficial to consider testing healthy subjects as opposed to self-reported
insomniacs as was done in the present study. This would increase the number of available
participants and may reduce confounding variables that occur due to the wildly varying sleep
schedule that is characteristic in many insomniacs. If statistical significance is found in a healthy
population, the study could be modified to include only clinically diagnosed insomniacs.
G. Improve vibration system
The end goal of this research may be to treat insomnia through the development of a bed
vibration system which can be easily applied to any patient’s bed. It would be beneficial to
continue exploring options for practical, non-destructive, and cost-efficient ways to induce beat
frequency vibration into a most types of beds.
It should be noted that the current vibration system can be relatively noisy if the user
places their ear to the pillow. Because the vibration is intended to produce mechanical vibration
and not audible noise, methods for dampening the audible noise should be investigated.
H. Rely sparingly on commercial sleep monitors
It was originally intended to use a commercial sleep monitor known as the EMFTIT QS ®
to identify sleep stages and measure other biomarkers such as sleep latency, HRV, autonomic
nervous system balance, etc. It was found that hypnogram results obtained from the EMFIT
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differed significantly from the results obtained from EEG measurements, which is generally
referred to as the gold standard for sleep measurement. Because of this, the EMFIT data was not
reported on, and it was decided to use only measurement techniques which are well understood
and strongly supported in existing literature.
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4

CONCLUSION

The conclusions and outcomes of this thesis will be reviewed in the order of the thesis
objectives from section 1.4.

4.1 Build a Beat Frequency Vibration System
Thesis objective 1 was to “design and build a system that can induce standing wave
vibration and beat frequency vibration into a bed. Use vibration measurement methods, previous
research, and subjective test results to determine optimal vibration parameters for testing.” A
novel multiple input vibration bed system was designed and built. By driving the sides of the bed
at different frequencies a beat frequency was induced, which can be felt in the form of a slow
(0.5 Hz) traveling wave. Electromagnetic vibration drives typically cannot achieve vibration at
low frequencies (f < 7 Hz), so the fact that the vibration system used in this study can achieve
these lower frequencies demonstrates that superimposing multiple vibration sources can be an
efficient replacement for more complicated systems that are often used to achieve low frequency
oscillations.
The SLDV was shown to be useful for visualizing and tracking the traveling wave
propagation through the bed. As far as we know, traveling waves have not been visualized in
previous literature. The SLDV was also used to measure the bed’s operating deflection shapes at
its resonance frequencies, thus determining which frequencies would yield the largest response
1

in the locations of interest. Subjective feedback from participants were obtained, which led to a
preferred beat frequency (0.5 Hz beat induced by a 26.5 and 27 Hz input), and acceleration (0.2
m/s2 RMS).

4.2 Conduct a Clinical Study
Thesis objective 2 was to “conduct a controlled experiment using the bed vibration
system to obtain polysomnography data on participant test subjects while they sleep in the
vibrating bed.” A clinical pilot study was designed, approved by the IRB, and conducted on the
BYU campus. The original goal was to test 15 participants, which was nearly accomplished
except that one participant dropped out, leaving 14 tested participants. It was shown that even
when mechanical vibration is applied to a participant, the vibration signal can be filtered out of
the EEG data so that it may be scored and analyzed. Appropriate metrics were identified that
should be used in future studies such as alpha attenuation (the AAT), power spectral density
analysis, HRV, and awareness questionnaires. It was found that unproven sleep monitoring
devices such as the EMFIT should not be relied on as a primary measurement tool. A list of other
improvements for future studies was compiled, as given in section 3.7.

4.3 Compare the Effects of Vibration Type on Sleep
Thesis objective 3 was to “use polysomnography data to compare the effects of standing
wave vibration and beat frequency vibration on sleep latency and quality of sleep.” The EEG
sleep data were visually scored, and sleep latency was obtained using the AASM and
unequivocal sleep definitions. Beat frequency vibration was shown to have a lower mean sleep
latency time than the control and standing wave vibration sessions. Beat frequency vibration
differed from the control with p ≤ 0.181 for the AASM definition and p ≤ 0.068 for the
2

unequivocal sleep definition. Beat frequency also had lower variance than the other sessions by
both definitions of sleep latency, indicating that beat frequency vibration may cause consistently
lower sleep latency times. It is likely that significance was not achieved at the p ≤ 0.05 level due
in part to floor effects, and that a full clinical study with a larger sample size would yield more
statistically significant results.

4.4 Incorporate Vibration into Sleep Model
Thesis objective 4 was to “analyze EEG data to determine how standing wave vibration
and beat frequency vibration may fit into a predictive model of sleep.” A procedure was
developed for calculating MSE from the raw EEG sleep data and spatially plotting these values
on a topographical EEG electrode plot of the head. The MSE code was shown to produce similar
results of white and 1/f noise when compared with the literature. Head plots were created using
the average MSE values of all control sessions during wake, N1, and N2 sleep. These results
were also shown to align well with results found in previous literature.
The average MSE for most electrodes was lower during standing wave vibration and beat
frequency vibration sessions than in the control session during stage N2 sleep. Beat frequency
vibration was shown to lower MSE in the left frontoparietal region of the brain (F7 p ≤ 0.0411,
FP1 p ≤ 0.0867, FC5 p ≤ 0.0948, CP3 p ≤ 0.0561, O1 p ≤ 0.0767, AF3 p ≤ 0.0840, F5 p ≤
0.0646). This shows a trend of beat frequency vibration causing lower neural complexity during
deeper stages of sleep. Dr. Kay’s heuristic model of sleep was identified as a starting point model
through which insomnia patients could be diagnosed and treated using vibration. Beat frequency
vibration may fit into this model as a tool for lowering conscious awareness during deeper stages
of sleep, allowing for a transition from unhealthy PI states to REM or NREM sleep.
3
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