We study two calibration problems for the lognormal SABR model using the moment method and some new formulae for the moments of the logarithm of the forward prices/rates variable. The lognormal SABR model is a special case of the SABR model [1]. The acronym "SABR" means "Stochastic- " and comes from the original names of the model parameters (i.e., , ,
Introduction
We study two calibration problems for the lognormal SABR model using the moment method and some new formulae for the moments of the logarithm of the forward prices/rates variable. The lognormal SABR model is a special case of the "Stochastic- " model which has become known under the acronym of SABR model [1] . The SABR model is widely used in the theory and practice of mathematical finance, for example, it is widely used to price interest rates derivatives and options on currencies exchange rates.
Let be a real variable that denotes time and t t x , t , be real stochastic processes that describe, respectively, the forward prices/rates and the associated stochastic volatility, as a function of time. The SABR model [1] assumes that the dynamics of the stochastic processes t v 0, t  x , t , , is defined by the following system of stochastic differential equations: 
where  denotes the expected value of  and is a constant known as correlation coefficient. The initial conditions 0  1,1    x  , 0 are random variables that are assumed to be concentrated in a point with probability one. For simplicity, we identify these random variables with the points where they are concentrated. We assume 0 (with probability one) so that Equation (2) implies that (with probability one) for . Note that the initial stochastic volatility 0 and the stochastic volatility t ,
, cannot be observed in the financial markets. That is, 0 must be regarded as a parameter of the model together with The corresponding model (6) , (2) , (3) , (4) is known as the normal SABR model. This model has a forward prices/rates process whose increments are stochastic normally distributed, that is, the increments are normally distributed with mean zero and a stochastic standard deviation lognormally distributed. This permits to the forward prices/rates t x , , to become negative. Usually this is not a desirable property. In fact, in financial applications most of the times prices/rates are supposed to be positive. However, in some anomalous circumstances negative quantities such as negative interest rates can be considered. 0 t  The choice 1 2   in (1) gives the following forward prices/rates process: 
The model (7), (2) , (3), (4) can be seen as a stochastic volatility version of the CIR model with no drift. The CIR model is a short term interest rate model introduced by Cox, Ingersoll and Ross (CIR) in [2] . In the CIR   the volatility is governed by (2) . I SABR l (7), (2) when the initial conditions (3), (4) are positive (with probability one) negative forward prices/rates can be avoided.
Finally, the choice 1 n the mode   in (1) produces:
(8), (2) , (3), (4) is know The m SA odel n as lognormal BR model. It is a stochastic volatility version of the Black model. The Black model is a special case of the Black-Scholes model [3] obtained when the drift parameter of the Black-Scholes model is equal to zero. In the Black model the underlying asset price is modeled as a geometric Brownian motion. Unlike in the Black model, where the volatility is a constant, in the lognormal SABR model the volatility is a stochastic process itself (see (2) ). Note that model (8) , (2), (3), (4) rmal SABR model is motivated by the fact that the lognormal model is the most used SABR model in the practice of the financial markets. Moreover, after the normal SABR model (that has been studied in [4] ) the lognormal SABR model is mathematically the simplest model in the class of the SABR models (1)- (4) .
Note that in the SABR model the forward pr dom variable is represented as a compound random variable and that the SABR model can be seen as a stochastic state space model [5] . Compound random variables and state space models are widely used in science and engineering. This means that the methods and the results presented here to study the lognormal SABR model can be extended outside mathematical finance to a wide class of problems.
In this paper we conc rmal SABR model (8), (2), (3), (4), i.e., in (1) we choose 1 lognormal SABR model. The formulation of the calibration problems corresponding to these two sets of data is based on some new closed form formulae for the moments of the logarithm of the forward prices/rates variable. Using these formulae the calibration problems considered are formulated as constrained nonlinear leastsquares problems. The moments formulae are deduced extending to the lognormal SABR model a method introduced in [4] in the study of the normal SABR model. Note that the data set used in the first calibration proble proach to study the calibration proble least-squares pr hat, extending the results presented in [4] , it is po significance levels in this paper. of the moments of the lo f the Lognormal SABR Model oments of the es of the lognormal m, that is, a data sample made of observations at a given time on multiple trajectories, is hardly available in the financial markets. In fact, in the financial markets usually it is not possible to repeat the "experiment" as done routinely in contexts where observations are made in experiments carried out in a laboratory. This implies that the first calibration problem although realistic in several fields of science and engineering has limited applications in finance. Instead, the second calibration problem is of practical use in finance since single trajectory data samples are easily available in the financial markets and can be identified with time series of observed forward prices/rates. An alternative ap m for the lognormal SABR model corresponding to the single trajectory data sample consists in extending the method proposed in [6, 7] to study a similar calibration problem for the Heston model and for some of its variations. This method is based on the idea of maximizing a likelihood function. However, the use of closed form moment formulae (see Formulae (65)-(68)) rather than the use of a likelihood function involving the transition probability density function of the differential model and the solution of a kind of Kushner equation (see [6, 7] ) gives to the method based on the moment formulae presented here a substantial computational advantage in comparison to the method suggested in [6] , [7] . A similar statement holds when the method presented here is compared to methods where averages of quantities implicitly defined by the differential model (such as the moments) are computed using statistical simulation.
The numerical solution of the nonlinear oblems that translate the calibration problems considered can greatly benefit from the availability of a good initial guess to initialize the optimization algorithm. In Section 3 we discuss briefly how to exploit the first moment formula obtained in Section 2 to build the initial guesses needed.
Note t ssible to define ad hoc statistical tests that can be used to associate a statistical significance level to the parameter values obtained as solution of the calibration problems. We do not consider statistical tests and statistical
The remainder of the paper is organized as follows. In Section 2, new formulae for some garithm of the forward prices/rates variable of the lognormal SABR model are derived. In Section 3, the calibration problems for the lognormal SABR model corresponding to the two data sets discussed previously are formulated as constrained nonlinear least-squares problems. Finally, in Section 4 we solve numerically the calibration problems presented in Section 3 and we discuss the results obtained in numerical experiments on synthetic and on real data. The real data studied are time series of euro/U.S. dollar exchange rates.
Formulae for the Moments o
Let us deduce closed form formulae for the m logarithm of forward prices/rat SABR model. Let us consider the model given by:
with ositive initial conditions (3) assumption (5) . That is, we assume p , (4) and the 0 x   (with 0 probability one) and 0 0 v   (with probability one), so that Equations (9), (10) 
Starting from the expression transition robability density fun pr
obtained in [8] 
where is the imaginary unit and we have  
Formulae (15) 
We distinguish two cases, that is: the case and the case When 0 n  . 0 n  we have:
where  is the Dirac's delta. From (18) we have:
Using formula (29) on page 146 of [12] 
and this implies that: 
From Formula (24) on page 197 of [12] it follows that:
(2 on page 92 of [12] we can conclude
4)
From Formulaes (23) and (24) and using formula (37) that 
Formula (25) is equivalent to Formula (23) and shows at in order to have a convergent integral we must choo-
When using Formulaes (15) and (18) in the definition (19) we have: 
Note that for when with respect to zero of the variables t  [13] , however in [13] no explicit integral representation formula for the moments like Formula (26) is given.
Note that when 1 n  and 0 m  formula (??) gives
The procedure used here to calculate the moments (27) generalizes the procedure used in [4] to calculate m 7 the oments with respect to zero of the variables t x , t v , 0 t  , of the normal SABR model.
Substituting (15) into (27) and using the prope ies f ourier transform we have:
Let us consider now the mo , , 0,1, , n m ments
Let us calculate the integrals contained in (28). For let
. To simplify the notation we have omitted in ous formula, and we will omit from now on, the dependence of L g and of
(28) can be .

We restrict our attention to rewritten as follows: 
where
and
We have [8] is the solution of the following initial value problem ):
Equation ( Integrating both sides of (34)
When 0 k  , Equations (36), (37) reduce to:
Equations ( 
 , problem (38), (39) can be rewritten as follows:
The solution of (40), (41) is given by:
wh re e     
ntegral (42) 
From (45) it follows that and considering the change of variable 
and when 2,3,
Moreover, from (49), (50) 
Let us assume that
 . The solution of (52)-(55) can be written as follows:
where we have defined
Let us give the explicit expressions of
, and of . Recall that
, e 1 e , , , 
,
The moments depend on the parameters of the log del given by:
, In [4] , Formu ae analogous to (65)-(6 ) f r th moments of the forward prices/rates variable of the normal SABR model (6), (2), (3), (4) are derived and used to solve calibration problems.
Two Calibration Problems for the Lognormal SABR Model
Let us study the calibration problems of the lognormal SABR model (11)- (14) annou ed in Section 1. Recall that the parameters  ,  , e unknowns and are th that we want to determine these parameters starting from the knowledge of a set of data. We consider the sets of data specified previously. The corresponding calibration problems are formulated using the closed form Formulaes (65)-(68) for the moments of the logarithm of the forward prices/rates variable and are solved numerically.
Let us begin formulating the first calibration problem. Let be given. We consider multiple traj f the lognormal SABR model (11), (12) asso itial conditions (13), (14) is th rates observe t T  in this set of trajectories. In particular, letting be a positive integer, we consider independen pies
is the data sample used in the following calibration pr the data set defined in (69), rec ues of the para ers given by (65)-(68) with the estimates of these moments obtained from the sample 1  of the observed data. It is easy to see that the random variables:
are unbiased estimators of, respectively, 
The unknown parameters  ,  , 0 v  of the normal SABR model can be determined as solutions of the following constrained nonlin r least-squares problem:
s bject to the const ea ( u raints: (72), (73) we take a closer look to the explicit expression of Formulae (65)-(68). In particular, we consider the (f ula (65)) when be su with der appr le increases and this should ake easi so atisfactorily the Cal ration problem 1.
The numerical experience shows that the const nlinear least-squares problem (72), (73) has many local minimizers with similar objective functio . This means that the solution of problem (72), (73) 
Some Numerical Experiments
In this section we discuss three numerical experiments.
In the first numerical experiment we solve the Calibration problem 1 using synthetic data. In the second and third numerical experiments we solve the Calibration problem 2 using, ctively, synthetic and real data. The real data studied the da belonging to a time series of exchange rates between currencies (euro/U.S. llar exc ange rates).
The numerical experiments presented in this section can be "interpreted" as follows. As already said, the num ical experiment can be seen as a "physical experiment" done in the context of a scientific laboratory where make repeated observations of the same quantity. This type of experimen usually is based on a respe are ta do h first er it is possible to t gno l ha al m the n o more accurate value of the parameters can be obtained increasing the numerousness of the data sample used in ib n probl erim an b pr ing and to hedge y important to eters. In some setting of the first numerical ex "physical model" (i.e. in this case the lo rmal SABR model) where the parameters of the mode ve a precise physic eaning (i.e. they are masses, charges, ...). In these circumstances the main scope of a calibration problem (such as Calibration problem 1) is to determine umerical values of these parameters in the best possible way. N te that in this kind of experiments usually a the cal ratio em. The second and third numerical exp ents c e seen as experiments in finance or in a different context where it is not possible to make repeated observations of the same quantity. Note that in mathematical finance the model and its parameters are mainly an auxiliary tool. In fact, the model is simply an instrument to interpret the data or to forecast future data. In the practice of the financial markets the calibrated financial models (such as the calibrated lognormal SABR model) are used to do option's ic portfolios. In these contexts it is not reall know the exact values of the model param sense even the existence of "exact" values for the model parameters can be debated. In mathematical finance the key fact is to show that the calibrated model is able to interpret the observations, that is, for example, to show the consistency of the option prices computed using the calibrated model with the option prices observed in the market.
Let us describe the periment. Let 0 T  be given and n , m be positive integers. Let t T m   be the time increment and
where rand is a random entry taken from a uniform distribution on the interval   ,1 . Table 3 . Table 3 shows mean relative errors greater than the corresponding mea elative errors of the first numerical experiment. The calibration problem studied in the second experiment is more difficult than th n r problem studied in the first one quantity of the data and abov qu ng deduced from the data sample 2   e calibration . This is due e all to the quality o es problem ed a in , to the f the antities enteri in the nonlinear least-squar when compared, for example, to the quantity of data contain in the data sample observations. There is no a similar effect in Calibration problem 2.
In the context of finance the natural way of f w ve e th a n re or ex h n the Heston m e logn odel this p ho ur purpos is paper. der a tim series of e nge rate n the p rates con .S. dollars and are the closing value of the day (in New year is m tr ing days and that a month is made of about 21 trading days. Figure 1 shows the euro/U.S. dollar currency's exchange rate as a function of time. T own in Figu s available at [15] .
We use lognormal SABR mo interpret the data show Figure 1 . In order to u model in the he logarithm of the data shown ormulating a ne rsion of Calibration problem 2 (i.e. a "single trajectory" calibration probl m) that defines more accurat model ely the parameters is to acquire at e observation times not only the forward prices/rates data, but also the data relative to the prices of one or of several options having as underlying the forward prices/rates. This last problem is a "single trajectory" calibration problem th t exploits more deeply than Calibratio problem 2 the information contained in the prices. We do not consider this problem he . F ample, w e odel is used instead of th ormal SABR m roblem has been studied in [6] .
Note that the FMINCON routine of Matlab used to solve problems (72), (73) and (75), (73) is an elementary local minimization routine. Higher quality results can be obtained solving problems (72), (73) and (75), (73) using global minimization methods. Moreover, the explicit moment formulae that define the objective functions (72), (75) can be used to develop ad c minimization algorithms to solve problems (72), (73) and (75), (73). This is beyond o es in th In the third numerical experiment we consi e xchange rates between currencies (euro/U.S. dollar excha s) i eriod going from September 14th, 2010, to July 20th, 2011. The exchange sidered are daily exchange rates expressed in U York) of one euro expressed in U.S. dollars. Recall that a ade of about 252 ad he data set sh re 1 i the del to n in se the form (11)-(14) we take t in Figure 1 . That is, we solve the Calibration problem 2 using a window of 20 consecutive observations as data and we study the stability of the solution found with respect to shifts of the data along the time series. The model resulting from the calibration can be used to fore- cast exchange rates and to compute option prices on exchange rates.
We solve Calibration problem 2 using the real data of Figure 1 associated to a time window made of 1 20 M   consecutive observation times, that is the observations corresponding to 20 consecutive trading days, and we move this window across the data set discarding the datum corresponding to the first observation time of the window and inserting the datum corresponding to the next observation time after the window. The calibration problem (75), (73) . Note that a data window made of twenty data has too few points to implement satisfactorily the asymptotic analysis of the moment formulae discussed in Section 3. Note that to make possible the effective numerical solution of problem (75), (73) the independent variables in (75), (73) have been rescaled.
The reconstructions of the parameters obtained moving the data window along the data set of Figure 1 are shown in Figure 2 . In Figure 2 the abscissa corresponds to the data window used to reconstruct the model parameters. The data windows are numbered in ascending order beginning with one according to the order in time of the first day of the window considered. In particular, 
