I. INTRODUCTION
Special functions appear as a natural tool in many areas of theoretical physics; in quantum physics, Hermite polynomials are the natural basis to describe the behavior of the quantum harmonic oscillator. The Euler and Bernoulli polynomials are ubiquitous in number theory and combinatorics; in physics, they appear in various ways, such as in their association with zeta functions and in their rich interplay with particle physics; see [7] for examples such as the Casimir effect and string theory.
Bernoulli and Euler polynomials also appear in the field of non-commutative operators in quantum physics, in more subtle ways; for example, the Bernoulli numbers appear in the the linear term of the celebrated Baker-Campbell-Hausdorff formula. Their role in quantum algebras is also detailed in [10] . This paper describes three distinct contexts of quantum physics in which the Bernoulli and Euler polynomials play an important role.
Define the commutator of two operators p and q as as a consequence, the exponential generating functions of these two sequences are
In the sequel, we will consider the more particular case where the non commutative operators p and q satisfy the identity
where ı 2 = −1. A more rigorous notation would be
where I is the identity operator, but in the absence of ambiguity, we will systematically use the simplified notation (I.1). For example, take q = ı d dx and p = x in the sense that q and p act on any differentiable function f as follows
and
Then (qp − pq) f = ıf so that indeed
in the sense that, for any differentiable function f,
However, we wish to prove the results stated in the next sections in the general case of two arbitrary operators p and q, assuming only that p and q satisfy (I.1). Let us introduce moreover another operator, the Hamiltonian operator H, as
Our aim in this paper is to study three types of identities on specific commutators and anticommutators; the first one was studied by Bender and Bettencourt [2] , and links the n−nested anticommutator of the operators q and H to a simpler anti-commutator of q and a polynomial version of H. This result was not proved, but only inferred by these authors. Only recently, a proof was provided in [5] , based on the integral representation of operators, more precisely the generalized Weyl transform. Our approach consists in first transforming Bender and Bettencourt's identity into a simpler form, and then in providing two different proofs, one algebraic and another based on the properties of some operators. A third, purely analytic proof, is obtained by realizing the considered operators and looking at their action on a sufficiently large set of functions.
The second identity studied in this paper was introduced recently by Pain [3] : it expresses the commutator of monomials in operators p and q as a linear combination of their anti-commutators. We show that the use of generating functions not only gives a simple proof of this result, but also allows to derive the converse identity, expressing the anti-commutator of monomials of p and q as a linear combination of their commutators. In both cases, the Euler and Bernoulli polynomials play an important role.
The third identity appears in the context of non-Hermitian Hamiltonian systems, as studied by Figuieira de Morisson and Fring in [9] : the real and imaginary part of the non-Hermitian Hamiltonian can be shown, under assumptions that will be detailed later, to be related by a linear identity involving Euler numbers.
One of the main intents of this paper is to show that for a given identity on non-commutating operators, a variety of different proofs -each pertaining to a different area of mathematics -can be exhibited. On the way of each of these proofs, some interesting results, of either combinatorial, algebraic or analytical nature, may appear.
Proof. The fact that the Euler polynomials satisfy
can be deduced from the generating function (II.2). The fact that this is an equivalence can be checked as follows: starting from
which shows that P n (x) is of degree n, and writing
is also the leading term of E n (x) . Then applying the same argument to the new polynomial
shows by induction on n that both polynomials P n and E n coincide.
Another proof of this Lemma uses the integral representation of Euler polynomials that can be found as formula 24.7.6 in [8] ,
Start expanding
Substitute x → ıu − 1 2 + x in both sides and integrate again the function sech (πu) , giving
Using the property (II.5) of Euler polynomials, deduce
Let us introduce next the symbolic notation, with a ∈ R,
and the convention {q, H} 0 = q. We will need the following identity, the proof of which is elementary.
Lemma 2. For a ∈ R and n ∈ N,
Proof. Take the exponential generating function on both sides. On the left-hand side
while on the right-hand side
so that both generating functions coincide. Since they are analytic functions, the corresponding sequences coincide.
Using both previous lemmas, we can now deduce the following equivalence.
Proposition 3. An equivalent form of identity (II.1) (or (II.3)) is
Proof. Assume first that
where we have used the property (II.5) of Euler polynomials. Reciprocally, assume that
holds. As can be checked from their generating function (II.2), the Euler polynomials are Appell polynomials, i.e. they satisfy
hence we have
and to show that their sum is equal to
By Lemma (2), the first sum is
and similarly
so that the sum equals
where we have used (II.5) again. The last sum is now identified by Lemma (2) as
and this is the desired result.
We conclude that proving (II.1) is equivalent to be proving the following result.
Theorem 4. If p and q are two operators that satisfy (I.1) and H is the associated Hamiltonian defined as in (I.2), then for any integer n ≥ 0,
with the symbolic notation ({q, H} + a) n as defined in (II.7).
Example 5. The case n = 1 reads 
which is the desired result.
C. An algebraic proof
The first proof of Thm 4 (and thus of Bender's identity (II.1)) is given in the case n even only, replacing n by 2n in (II. 
We thus need to show that
Differentiating the identity n k=0 2n 2k
i times with respect to x and j times with respect to y, and then evaluating at x = y = 1 gives n k=0 2n 2k
A straightforward computation gives b 0 = b 2n = 2 2n−1 . This concludes the proof.
D. An operator-based proof
Another version of the proof of Thm 4 is obtained now by identifying the nested commutators and anti-commutators [q, H] k and {q, H} k as powers of simple operators.
Define the operators A H and B H acting on q as
We first verify the following identities.
Lemma 7.
The operators A H and B H satisfy, for k ∈ N,
Moreover, A H and B H commute.
Proof. The identities (II.9) and (II.10) are easily proved by induction on k. Moreover,
We obtain the final identity using (II.9) and (II.10) as follows:
E. Another Proof: an analytic approach
The third proof of Thm 4 is purely analytic: we choose the realization
This is a faithful realization [1]: any result proved with this realization holds for any other operators p and q that satisfy the commutation relation (I.1).
Next we consider the Hermite functions defined by the Rodrigues formula
These functions satisfy the differential equation
or equivalently
so that they are eigenfunctions of the Hamiltonian. Since they form a basis of L 2 (R) , it is sufficient to verify (II.8) on this set of functions. But it is easily verified that
with, from (II.11),
and with
We deduce
and accordingly
which proves the result.
III. IDENTITIES ON COMMUTATORS AND ANTI-COMMUTATORS OF MONOMIALS A. Introduction
In this second part, we change notations compared to the first part: in order to follow J.-C. Pain's notations, we assume now that the operators p and q satisfy the more general commutation relation 
where E k (0) is the Euler polynomial [? ] of degree k evaluated at 0, as defined by (II.2).
The proof given in [3] relies on the fact that if the identity
holds for some sequence {v k } , then these numbers v k should satisfy (see [3] )
which, with v 0 = 1, characterizes exactly these numbers as
B. A proof using generating functions
We give here another proof based on generating functions: consider the bivariate exponential generating function of the left-hand side of (III.2)
For the right-hand side, we have the bivariate generating function m,n≥0
and we deduce, denoting z = cuv,
But since [p, q] = c, using McCoy's identity [4, Formula (14) ]
with f (p) = exp (up) and f (q) = exp (vq), we deduce Identifying with (III.3) gives
Hence we need to prove that
We will prove the following more general result.
Theorem 10. The following identity holds
As a consequence, the Euler polynomials satisfy the identity
The particular case z = 0 gives the desired identity (III.9).
It is found in [9] that all even-index κ 2n numbers vanish and that
Proof. By linearity, this result needs only be proved for monomials f (z) = z n : it then reduces to identity (II.5).
We are now in position to prove the following results. The corresponding value of the Hamiltonian h is
Hence the coefficients λ n in (IV.4) and κ n in (IV.3) are respectively equal to κ n = 0, n = 0 −E n (0) , n > 0 and λ n = 2 n E n 1 2 , n ≥ 0.
Proof. Rewrite first the right-hand side of (IV.7) as h 1 = ıh 0 − ıe qE h 0 e −qE ; deduce h 1 + e q h 1 e −q = ıh 0 − ıe qE h 0 e −qE + e q ıh 0 − ıe qE h 0 e −qE e −q = ı h 0 + e q h 0 e −q − ı e qE h 0 e −qE + e q(E+1) h 0 e −q(E+1) .
Applying (IV.6) with z = 0 and the function f (E) = e qE h 0 e −qE reduces the second term in the right-hand side to 2h 0 so that Expanding the exponentials in the formula gives the result (IV.8).
V. CONCLUSION
We have studied three identities on commutators and anti-commutators in which the Euler and Bernoulli numbers play a fundamental role. An open problem and desirable result at this point would be to link these identities with the combinatorial meaning of the Euler numbers: see [10] for a possible application.
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