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1. INTR~DUCTI~N Let X be a Banach space and B(X) the algebra of all bounded linear operators on X. A one-parameter family {C(t); t > 0} in B(X) satisfying C(0) = Z(the identity operator) and C( t + s) + C( t -s) = 2C( t) C(s) for all t > s 3 0 is called a cosine operator function on X. If for each x in X, C(t) x is strongly continuous in t, C( .) is called a strongly continuous cosine operator function on X. The associated sine function S(. ) is defined as S(t)x=I&C( ) d s x s, XE X, t > 0. Strongly continuous cosine operator functions have been studied e.g. in [19] , [4] , ][S], [ 131, [21] , [12] .
Let X* denote the dual space of X, and suppose {D(t); t >/ 0} is a cosine operator function on X*, which is weakly* continuous in the sense that (1) for each t >O D(t) is a w*-w*-continuous operator on X*; (2) for each x* E X*D( .) x* is a weakly* continuous function in X*.
We call such D( .) a w*-continuous cosine operator function on X*.
The purpose of this paper is to present some results about w*-continuous cosine operator functions. The investigations comprise basic properties, infinitesimal comparison theorems and ergodic theorems.
The basic concept is that of the w*-generator B of D(. ), which is defined as Bx* := w* -lim,,,+ 2t--'(D(t) x* -x*) for those x* EX* for which this weak* limit exists in X*.
In Section 2, we first observe that a w*-continuous cosine operator function is just the function of dual operators of some strongly continuous cosine function on X. Thus usually a property of a strongly continuous cosine operator function gives rise to a corresponding property in w*-sense of a w*-continuous cosine operator function, but not always conversely. This section also serves as a preparation for work in later sections.
In Section 3, we try to interpret the infinitesimal relations between two w*-continuous cosine operator functions O1(.) and D,(.), such as, IID*(Dl(t)ll=U(f2)(t~O), IID2(t)x*-D,(t)x*(I=O(t*)(t+O), in terms of the relations between their w*-generators B, and B,. The main results are Theorems 3.2, 3.4, 3.5, and 3.9. They are cosine function analogues of some results in [l; 14, Sect. 1.10; 9, p. 5033.
In Section 4, we establish some ergodic theorems for (C, 1) and (C, 2) averages of w*-continuous cosine oprator functions. Theorems 4.2, 4.4, 4.8, and 4.10 are counterparts of some reuslts [ 15, 161 on semigroups. Theorem 4.12 is a local ergodic theorem for w*-continuous cosine functions. As an application of this theorem, it is deduced that every strongly continuous cosine operator function C( .) on a Grothendieck space with Dunford-Pettis property is uniformly continuous (Theorem 4.13). Also proved is that on such a space a strongly ergodic C(' ) satisfying (1 C(r) S(u)([ = o(t)(t + co) for all u > 0 is uniformly ergodic (Theorem 4.5). These two theorems are similar to recent results of Lotz [ 111 on (C,)-semigroups and discrete semigroups, respectively.
BASIC PROPERTIES
First, we identify w*-continuous cosine operator functions with dual cosine operator functions. This is true due to the following lemma, a proof of which using the bipolar theorem on graphs can be found in [14, p. 601. LEMMA 2.1. A linear operator K in X* is w*-densely defined and w*-w*-closed tf and only tf it is the dual of a strongly defined, strongly closed operator H in X. Moreover, D(K) = X* tf and only tf D(H) = X, and in this case, both H and K are bounded and (I H/I = II K (I. 
Proof
Suppose that D( * ) is a w*-continuous cosine operator function on X*. It follows from the condition (1) of the definition and Lemma 2.1 that there are bounded operators C(t) on X such that D(r) = C(t)*. Clearly, C( . ) satisfies C(0) = Z and C( t + s) + C( t -s) = 2C(s) C(t) for all t > s 2 0. The condition (2) implies that for every x E X, C( .) x is weakly continuous and hence strongly measurable, by Pettis' theroem (see L-8, p. 731). That is, C( .) is strongly measurable. Also, by the argument in [19,2.8 and 2.91, using the weak continuity of C(.), we see that C(t) C(s) = C(S) C(t) for all s, t > 0. Hence C(. ) is strongly continuous on (0, co) (cf. [2] ). This fact in turn implies the strong continuity at 0; C(f) = 2C(s) C(s + t) -C(2s + t) -+ ECU -C(2s) = Z strongly as t-+0+. Therefore C( . ) is a strongly continuous cosine operator function on X. The converse of the first assertion is obvious.
(a) 3 (b) follows from the definition of B and the uniform boundedness principle. In fact, one has supO< IK 1 t-' I/ D(t) x* -x* (/ < 00. (b) * (c) is trivial.
(c) 3 (a). If (c) holds, then by the Alouglu theorem, there is a sequence t, + O+ such that 2t;*(D(t,) x* -x*) converges weakly* to some y* E X*. Finally we note that in the above argument we have actually proved that B=A*.
Remark. It is easily deduced from Theorem 2.2 or from Theorem 2.7 that a strongly continuous cosine function C( . ) on a reflexive space X, with the strong generator A, is also a w*-continuous cosine function on x= (x*)*, with A its w*-generator. Thus Theorem 2.2 implies that x E D(A) if and only if 11 C(t) x -x (1 = o(t')(t -+ 0). But this is false if X is not reflexive. For example, take X= BUC(R) = (f: R + R If is bounded and uniformly continuous}, C(t)./-(s) = S<f(s + t) +f(s -t)), (j-E x, t, s E R).
Then D(A) = {f~ C'(R); f; S', f" E A'>, but 1) C(t)f-f )( = 0(t') (t -+ 0) if and only if fc {g~~l(w;g,g'~x I g'(s)-g'(t)1 dKls-t( for all s, t E IF! and some K> 0} 3 D(A).
It is known [19] that a linear operator A in X is the generator of a strongly continuous cosine operator if and only if A is strongly densely defined, strongly closed, and there are constants A4 > 0, w > 0 such that for A> w, A2 is in the resolvent set p(A) of A and
Combining
this theorem and 2.1, 2.2, and noting
is a (n + l)-degree polynomial of (A*Z-A)-' [4, 12, 171, we easily deduce the following generation theorem for w*-continuous cosine operator functions. We shall use the notations S(t) and T(t) for the operators defined by S(t) x := s; C(S) x ds and T(t) x := jh (t -s) C(s) x ds, respectively. Then we have for x E X and x* E X*, (x, S*(t) x*> =jh (x, D(s) x*) ds, or equivalently, S*(t) x* = w* -j& D(s) x* ds. Similarly, T*(t) X* = W* -j; (t-s) D(s) x* ds (x* E X*).
The following facts are known in the theory of strongly continuous cosine operator functions:
(1) C(t)D(A)cD (A) and (d2/dt2) C(t)x=AC(r)x=C(t)Ax(x~ WA)).
(
The next lemma collects the corresponding properties of D(. ); some of them have been given in [13, Lemma 11 . Recall that a function g( ) in X* is said to be w*-differentiable at t if there is a y, E X* such that for every x E X (x, g(.)) is differentiable at t and (d/&)(x, g(t)> = (x, y,). This uniquely determined vector y, is called the w*-derivative of g( .) at t and is denoted by w* -
ii) S*(t) D(B) c D(B) and w* -(d/d?) D(r) x* = B,S*(t) x* = S*(t) Bx*(x* E D(B)).
(iii) T*(t) X* c D(B) and BT*(t) x* = D(t) x* -x*(x* E X*); T*(t) Bx*=D(t)x*-x* (x*eD(B)).
Proof Let x* E D(B). We have for all x E D(
(Ax, S*(t) x*) = (S(t) Ax, x*> = (AS(t) x, x*) = (x, S*(t) Bx*).
Hence D(t) x* and s*(t) x* belong to D(B), and BD(t) x* = D(t) Bx*, BS*(t) x* = S*(t) Bx*. This proves parts of (i) and (ii). Next, for all x* E X* and x E D(A) one has
which shows the first part of (iii). If x* E D(B), then
for all x E X, so that r*(t) Bx* = D(t) x* -x*. Moreover, we have that
= (x, S*(t) Bx*) and = (C(t)x, Bx*) = (x, D(t) Bx*), which completes the proof.
The following lemma gives a useful suflicient condition for a subspace 9 of D(B) to be a w*-core for B. By this we mean that B is equal to the w*-closure of its restriction to 9. Proof. Since XxX is the dual space of X* x X*, equipped with the w* x w*-topology, to show that {(x*, Bx*); x* EC?~} is w* x w*-dense in the graph of B, it suffices to show that if (x1, x2) E Xx X is such that (x1,x*)+ (x2, Bx*) =0 for all x*E~, then it also holds for all x* E D(B). In fact, using Lemma 2.5 and the assumption that D(t) 9 t 9, we have that for all x* E 9
Since T*(t) and D(t) are w* -w*-continuous and 9 is w*-dense in D(B), the above equality also holds for all x* E D(B). Now, letting t -+ 0, we finally obtain that (x1, x*) + (x,, Bx*) = 0 for all x* E D(B).
This lemma applies in particular to the set D(B,) in the following theorem to yield assertion (iii) of it. This theorem is a cosine function analogue of Proposition 1.4.7 in [2] . Assertions (i) and (ii) have been proved in [13] . (iii) B, is equal to the largest restriction of B with range in X0, and B is the w*-closure of B,.
(iv) For each t 2 0 D(t) is the w*-closure of Do(t).
INFINITESIMAL COMPARISON
Suppose that Dl(. ) and Dz(. ) are two w*-continuous cosine operaor functions on X*, with w*-generators B, and B,, respectively, and suppose C,( . ) and C,( . ) are the corresponding strongly continuous cosine functions on X, with strong generators A r and A,, respectively. That is, Di( .) = C*(. ) and B, = AT, i = 1,2. In this section we consider the question that under what conditions on B, (resp. Ai) the relations:
x and g(s) = C,(t -s) C,(s) x + A 2 S,( t -s) S,(s) x. These functions are strongly differentiable with
Now taking integrations from 0 to t gives the asserted expressions.
THEOREM 3.2. (i) Zf D(A,)cD(A,), then II(C,(t)-C,(t))xi\=0(t') (t-+O)for all XED(A~).
(ii) If D(A,) cD (A,) and A2 -A, is bounded on @A, ), then II C,(t) -C,(t)11 = Ott*) (t --) 0). The proof is complete.
It can be proved that j( C,(t) -C,(t)(( = O(t') (t + 0) and D(A,) c D(A,) imply the boundedness of A, -A, on D(A,), but it would seem doubtful that the converse statements of (i) and (ii) of Theorem 3.2 would be valid in general. Nevertheless, as we shall see, they are valid for w*-continuous cosine functions and hence in particular for strongly continuous cosine functions on reflexive spaces. To deal with w*-continuous cosine functions we need the following lemma, which is a w*-version of Lemma 3.1. The following corollaries are easily deduced from Theorems 3.5 and 3.2. Since a cosine operator function on a reflexive space is strongly continuous if and only if it is the dual of a strongly continuous cosine function on the dual space (cf. Theorem 2.7) Theorems 3.4 and 3.5 show that the converse of Theorem 3.2 holds provided that the space X is reflexive. This with the fact that a bounded operator defined on a strongly dense subspace has a unique bounded extension to the whole space, and also with the perturbation theorem in [6] and [13] , yields COROLLARY 3.8. Let C,( .) be a strongly continuous cosine operator function on a reflexive space, with generator A 1. Then C,( ' ) is a strongly continuous cosine function satisfying 11 C,( t ) -C,(t) I/ = 0( t*) (t -+ 0) if and only tf it is the cosine function generated by A, + P for some P E B(X); C,(t) x= f U,(t) x with U,(t) = C,(t), n=O U,(t)=l'S(t-s)PU,~,(s)xds,n=1,2 ,....
0
We conclude this section with the following theorem, which is similar to a theorem of Kato [9] on semigroups. 
ERG~DIC THEOREMS
Ergodic theorems for strongly continuous cosine operator functions have been established in [7] and [ 181. The present section is devoted to a study of ergodic properties of w*-continuous cosine functions.
Let D(. ) = D( .; B) be a w*-continuous cosine operator function on X* and C(. ) = C( .; A) the associated strongly continuous cosine function on X, i.e., the predual of D( .). Let S(t) and T(t) be as defined in Section 2. Then t-Is*(t) and 2t-2T*(t), t>O, can be considered as (C, 1) and (C, 2) Cesaro averages of D( .). We are interested in the convergence of t-Is*(l) x* and 2t-*T*(t) x* as t tends to cc or 0, in the senses of strong, weak, and weak* topologies.
We denote by Q$*) (resp. Qc), Q,(l)) the operator which sends x to s-lim,,, tP'S*(t)x* (resp. w-lim,,, t.-'S*(t)x*, w*-lim r+m tr'S*(t)x*) for th ose x* for which the strong (resp. weak, weak*) limit exists. Similarly, Qi*), Q','), and Q'," will stand for the corresponding limit operators for (C, 2) averages. N(L) and R(L) denote the null space and the range of a linear operator L.
First, we prove the following lemma, which characterizes N(B) and R(B). 
It is known that S( t + s) + S( t -s) = 2S( t) C(s) and S( t + s) -S( t -s) = 2C(t) S(s)
, t > s 2 0 (see, e.g., [21] ). Therefore
S(t)(C(s)-z)=;[(S(f +s)-S(t))-((S(t)-qt-s))] = [C(t + s/2) -C(t -s/2)] S(s/2).
We shall often use these identities in the sequel.
(*I These facts and Lemma 4.1 imply that Q'," is a projection and R(Qt)) c N(B). Also we have proved that R(Q',l)) = R(Q',") = R(Q':') = N(B). Next, we prove N(Qz)) CR(B) and N(Q$') c w* -cl(R(B)). Taking w*-integrals of the identity: D(t) x* -x* = BT*(t) x*, we obtain that I 1 t-'S*(qx*-x*=t-'w*-BT*(s) x* ds. 0
Since T*(. ), as well as 7'(. ), is continuous in operator norm and B is w* -w*-closed, we can bring B out of the integral so that t-'S*(t)x*-x*=Bt-' I ' T*(s) ds x* E R(B)
for all t > 0. 0 Now, if X*E N(Q!,!)) (resp. X*E N(Qi')), then tm 'S*(t) x* -+O weakly (resp. weakly*) and so x* E w-cl(R(B)) = R(B) (resp. x* E w*-cl(R(B)). Since N(Q!+')) is strongly closed, to show that span{ R(D(t) -I); t > 0) c N(Qi)) (resp. N(QL'))) it suffices to show that R(l)(t)--Z)c N(Qg') (resp. N(Q6'))) for all t > 0. But this follows from condition (b) (resp. (b'));
This finishes the proof. The condition (a) implies that for any x* E X* there is a ,v* E X* such that y* = w*-lim, _ m t;'S*(t,) x* exists for some sequence t, + co. In view of the above inclusions, we now only have to show that y* E N(B) and x* -y* E R(B). In [18] we have proved that if C(.) is a strongly continuous cosine operator function on a Banach space X such that /) S(t)/1 = O(t)(t + co) and such that so-lim,, m t-'[C(t+u)-C(t-u)] S(u)=0 for all u>O, then the operator P: x -+ s-lim, _ m t-IS(t) x is a bounded projection with R(P) = N(A), N(P) = R(A) and D(P) = N(A)@ R(A).
We say that C( . ) is strongly (C, 1 )-ergodic if D(P) = X, and uniformly (C, 1 )-ergodic if (( t-IS(t) -P (I --) 0 as t + co. In the following we shall deduce from Corollary 4.3 and the cited theorem a strong ergodic theorem and a uniform ergodic theorem. The next theorem is a cosine function analogue of the author's earlier result [16] on semigroups. Proof Suppose that C( . ) is strongly (C, 1 )-ergodic. Then (a) follows from the uniform boundedness principle, and (b) holds because so-lim tt'C(t) S(U)=tso-llima t -'(S(t+u)-S(t-u))=i(P-P)=O.
, + cc2
Since clearly Q ','I is now equal to P*, it follows from the cited theorem and 
Conversely, if (a), (b), and (c) hold, then PE B(X), by Theorem 4.4. Since R(P) = ,Tr,O N(C(t) -I) is fixed by t -'S( t) for all t > 0, we may assume that P = 0 without loss of generality.
Let V,,:= K'S(~). We claim that {V,) satisfies the two conditions of Lemma 4.6. In fact, by assumption we have that s-lim, _ m V,,x = Px = 0 for all XE X, so that for any bounded sequence {xz} in X* the sequence { V,*x,*} converges weakly* and hence weakly to 0, X being a Grothencheck space. Also, Corollary 4.3 implies that Qjl)x* = Qt)x* = P*x* =0 for all x* E X* so that whenever {xn} is bounded. Now Lemma 4.6 implies tible for sufficiently large n.
Therefore we have that s-lim,, a3 V,*x* = w-lim, j co V, x, = 0 that V, -I is inver-
But the identity (*) and the condition (b) imply that for all s > 0 1) t -lS( t)( C(s) -I) I/ < t -I II C( t + s/2) Q/2) )I + t -l )I C( t -s/2) S(s/2) II -0 as t-co.
Hence Lebesgue's dominated convergence theorem applies to show that t-',!?(t) converges to 0 in the uniform operator topology, and the proof is completed.
Remark. Theorem 4.5 shows that if X is a Grothendieck space with the Dunford-Pettis property and if C( .) satisfies (a) and (b), then the strong ergodicity implies the uniform ergodicity. This is similar to a result of Lotz [ll] on discrete semigroups. We note that in quite the same way as above one can use Lemma 4.6 and the strong ergodic theorem in [ 161 to prove a similar assertion for locally integrable semigroups.
Next, we turn to consider the (C, 2)-ergodicity. COROLLARY 4.9. Let X be a Grothendieck space, and D(. ) a w*-continuous cosine operator function on X*. Zf 11 T( t)lj = 0( t')(t -+ co) and w*-lim, _ co t-*D(t) T*(u) x* = 0 for all x* EX* and u>O, then R(Q!$') = N(B), N(Qr') = R(B), D(Qr') = X*. Moreouer, if so-lim,, o3 t-*D(t) T*(u) = 0 for all u > 0, then D(. ) is strongly (C, 2)-ergodic. Since the w*-continuity of D(.) implies w*-lim,,, t-'S*(t) x* =x* for all x* E X*, Theorem 4.12 shows that in case X is a Grothendieck space, D( .) has to be strongly (C, l)-ergodic at 0 with G = Z. If, in addition, X has the Dunford-Pettis property, D( .), as well as C( .), has to be continuous in the uniform operator topology. This is the content of the following theorem. We note that the same assertion has been proved by Lotz [ 111 for (C,)-semigroups. THEOREM 4.13. Every strongly continuous cosine operator function on a Grothendieck space X with the Dunford-Pettis property is uniformly continuous.
Proof
Let V,, = nS(l/rz) -I. Since both C(. ) and C*(. ) are strongly (C, 1)-ergodic at 0 to Z, V, and I',* are strongly convergent to 0 as n -B co. Hence ( I',} satisfies conditions (1) and (2) of Lemma 4.6 and we have that nS( l/n) = V, + Z is invertible for large n. Using this fact and the identity (*) we obtain II C(t) -III G II W/n)-' II II S(l/n)(C(t) -411 which tends to 0 with t, by the uniform continuity of S( .). Hence C( .) is uniformly continuous on [O, co )(cf. [ 10, 20) ).
