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ABSTRACT 
We first present aconstructive matrix procedure to assign an arbitrary nonderoga- 
tory matrix by state feed+& Specificaliy, given a controllable pair (M, c*), the 
procedure finds a vector f and a trausforming matrix L such that the closed loop 
matrix M - cTjr is similar to a pmwsigued arbitrary nonderogatory matrix such as 
the Jordan, companion, !klwarz, or triangular. The method is direct in the sense that 
it does not require knowledge of eigenvahws aud eigenvectors of M, or solution of any 
matrix equation, or even computation of the characteristic polynomial. We then 
propose an algorithm to assign au arbitrary normalized Hessenberg matrix. Given a 
controllable pair (M, cT) and a nonnaked upper Hessenberg matrix B, the algorithm 
computes au upper Maugular matrix L ~(2~~) with lli,j Q 1 and a vector f such that 
L(M - cTf)L-’ = B. The algorithm seems to be computationally more effective than 
the former, and in particular cau be used to assign most of the important cauonical 
forms above and a given set of eigenvalues a  well. 
I. INTRODUCTION 
Let ME Rnxn and cT E R”. Then it is well known [2,24] that, if the pair 
(M, cT) is controllable [that is, rank(M, Ah?‘, Me&. . . , Mn-‘cT) = n], then a 
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vector f; can always be chosen such that the closed loop system matrix 
M--c~~’ has a desired spectrum SZ= {Qi,& ,..., a,,}, where Q,,f& ,..., Q2, 
are n arbitrary complex_numbers appearing in conjugate pairs. The problem 
of finding the vector f is known as the pole assignmfmt or eigenvalue 
assignment problem and is one of the central problems in control theory [2, 
7, lo]. In fact, much more than assigning poles can be achieved. It is possible 
to choose f such that the closed loop matrix M - crf can be made similar to 
an arbitrary preassigned nonderogatory matrix. Note that the controllabih~_ 
of (n/r, cr) implies the controllability of (A4 - cTf, cT) [9, lo]. Thus, M - cTf 
is also nonderogatory. 
Eigenvalue assignment problems have been widely studied in the control 
literature. Among the best-known methods for solving the single input 
problem are the eigenvalue and eigenvector ap: .,.,xw~, the matrix equation 
approach (Bhattacharyya nd De Souza [4]), QR type methods (Miminis and 
Paige [13], Pate1 and Misra [18, 19]), solution via the real Schur form 
obtained by Varga [22] and Konstantinov et al. [12], the Bass-Gum formula 
[lo], Ackerman’s formula [lo], the linear system method of Murdoch and 
Shriba [15], and a simple recursive method of Datta [6]. There also exist 
methods especially designed to solve multiinput problems [l, 111, etc. Some 
parallel algorithms have also been suggested [S]. It seems that the above 
methods, primarily designed to assign arbitrary eigenvalues (or the character- 
istic polynomial of M - cT$), cannot be readily extended to give M - cTf an 
appropriate Jordan canonical form or any of certain other canonical forms. 
An exception to this is the matrix equation approach of Bhattacharyya nd 
De Souza [4]. However, their approach requires knowledge of whether two 
matrices have common eigenvalues or not. 
In this paper, we first present a constructive procedure for finding a_ 
vector f and a nonsingular transforming matrix such that the matrix M - cTf 
is similar to a preassigned nonderogatory matrix, such as a companion, a 
Schwarz, a triangular, or an appropriate Jordan matrix. The methods in 
particular can be used to solve the eigenvalue assignment and the characteris- 
tic polynomial assignment problems. 
This constructive procedure uses an initial reduction of the controllable 
pair (M, cT) to the Hessenberg-controller fo m (H, bT) [13], which is a 
numerically effective procedure, and this might suggest a numerical algo- 
rithm. However, the method involves divisions by superdiagonal entries of 
the matrix N, it requires olution of a linear system, and there is a possibility 
of the growth of roundoff errors &ring the construction of the transforming 
matrix. 
In Section IV we present yet another procedure to assign an arbitrary 
normalized Hessenberg matrix. The method seems to be computationally 
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more effective than the above. It requires neither divisions by super-diagonal 
entries of H nor solution of any linear system. Moreover, it is formulated in 
such a way that the columns of the transforming matrix can be scaled to have 
unit lengths. Note that the class of normalized Hessenberg matrices contains 
important canonical forms such as the companion, the Schwarz, the Routh, a 
Jordan matrix associated with a single eigenvalue, or any bidiagonal matrix 
having its eigenvalues on the diagonal. The method, thus, in particular can be 
used to assign all these important canonical forms and also an arbitrary set of 
eigenvalues. Indeed, the method can be considered as an extension (or 
generalization) of the single-input eigenvalue assignment algorithm recently 
proposed by the first author [6]. After the initial reduction to the Hessenberg 
form, the method only requires evaluation of a snnple recursion, which 
becomes extremely simplified in all the above important cases. It is also 
extremely easy to program on the computer. As an eigenvalue assignment 
procedure, a theoretical operation count suggests that the method is more 
efficient than the best known existing ones for the problem. 
II. A FEW LEMMAS 
LEMMA 1. Let M be an arbitray n x n matrix, and cT be a column 
vector such that (M, cT) is contillable. I’X satisfies 
XM=MX, (24 
then (M, Xc=) is controllubk iff X is nonsingular. 
I’mof. Rank(Xc=, MXc=, MeXcT,. . . , M”‘‘XcT) = Rank[X(c=, MC=, 
M%= ,..., Mn-%=)I ( since XM = MX). Since (M, cT) is controllable, X can 
be nonsingular iff (M, XC=) is controllable. 
COROLLARY. Let A be an unreduced upper [Eower] Hessenberg matrix 
that commutes u*ith X; that is, 
XA=AX. (2.2) 
Then X is nonsingular ifl (A, XeT = XT) [(A, Xe: = xi}] is controllable. 
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Proof. Observe that if A is an unreduced upper Hessenberg matrix, 
then (A, e[) is controllable. Similarly, if A is an unreduced lower Hessenberg 
matrix, (A, e:) is controllable. 
LEMMA 2. 
let X&XT 
Let A = (aij) be an unreduced lower Hessenberg matrix, and 
2,..., xz be the n successive columns of a matrix X that commutes 
with A. Then: 
(i) xf can be chosen arbitrarily. 
(ii) The columns x?;_ 1 through XT can be computed recursively from 
1 
+----- ( AX;+,-U 
T 
a 
i+l,i+l’i+l- ‘** -‘n,i+l XT), n 
i,i+l 
iEn-- 1,n - 2 ,..., 3,2,I. (2.3) 
Proof Similar to the one given in [8]. 
III. ASSIGNMENT OF CANONICAL FORMS 
TNE>RZM 1. Given a controllubb pair ( M, cT), there alwuys exists a 
vector f such that the closed loop matrix M - cTf is simikr to an arbitrary 
preassigned nonderogatory matrix. 
We present below a constructive proof of the theorem. The procedure 
actually constructs the vector J’ and the transforming matrix that transforms 
the matrix M - cTf to the desired form. 
First, transform the pair (M, cT), by orthogonal similarity, to the pair 
(A, bT), where PMP T = A is a lower Hessenberg matrix 
(211 a12 0 . . . 0 
a21 a22 a23 
. . . 0 
. . . * 
. . . . 
. . . . 
an-l,l an-l,2 Q.-l.3 ..* an,n-1 
a nl a n2 a n3 . . . a nn 
(34 
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The controIlabiIity of (M, c*) guarantees that cLi,i+ 1Z 0; that is, A is an 
unreduced lower Hessenberg matrix [19, 131. The following procedure now 
finds a vector f sueb that A - b*f has the desired canonical form, and the 
transforming matrix L. Once f is found, the required f in M - c*$ can be 
easily computed from the relation 
f=jP'. 
Step 1. Set B in the desired canonical form: Jordan, companion, Schwarz, 
or any other nonderogatory matrix possible to assign. 
Step 2. Choose a cohnnn vector ZT such that (ST, 1:) is controllable. In 
case B is an unreduced I-Iessenberg matrix such as a companion matrix 
‘0 1 0 0 l ** 0’ 
0 0 1 0 .‘* 0 
. . . . . 
BE : : : : 0 0 0 0 *a* b 
0 0 0 0 “. 1 
\hl b, b3 b4 ... b,,, 
or is a Schwarz matrix 
B = 
-“b. 0 1 0.. 1 0 l * . 0 
0 -b”-1 010 ’ 0 
. . . . . . . 
. . . . . . 
. . . . . . 
0 0 0 0 0 -bz -lb1 
(34 
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or is a Jordan canonical matrix of the form 
B= 
x 1 0 0 0 *a- 0 0 
0 x 10 0 l ** 0 0 
0 0 x 1 0 *a* 0 0 
. . . . . . . 
. . . . . . . 
6 ii 6 i 6 . . . I; i 
0 0 0 0 0 *** 0 x 
, (3.5) 
then I, can be chosen as the first row of the n X n identity matrix. In case B 
has the Jordan canonical form 
where each Ji is a pi X pi matrix of the form (3.5) and no LWO JOX%UI blocks 
have common eigenvalues, then one can choose 
bi being a pi-vector of the form (l,O,...,O). Thus, in particular if B = 
40 x 1, 2 ,..., A,), X,+X, for i#j; then Z,=(l,l,l,..., 1). 
Step 3. Construct a matrix L having the rows Z,, Is,. . . , I,, with 1, ie 
same as chosen in step 2, and 
zi+l= - 
a 
’ (ZiB-UilZ,-QizZ!!- ‘*’ -UiiZi), i=1,2 ,..., n-l. 
i,i+l 
(3.8) 
Step 4. Compute the last row r,, of AL- LB. 
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dL=r,. (3.9) 
Step 6. Compute 
d 
=- 
f a’ 
(3.10) 
The proof is divided into the three parts. 
Part I. The vector 2, in step 2 always exists. Since B is nonderogatory, 
it is always possible to choose a column vector 1: such that ( BT, lf) is 
controllable. 
Part PI. Controihbility of (BT, 1:) implies thut L is nonsinguZur. The 
equation (3.8) can be written as 
13 =-!-(12*-a2111-a,12) 
a23 
1 
= -ZZ,+ -l,(B - a,,I)(B - a&) 
a12%3 
=- 
1 
- Z,B2 
a12a23 
and in general 
1 
= 
a,,%3 ( alla22 hl +a22)4B + - a12a23 
1 i+l= 
1 
a12ca * l l ai,i+l 
11Bi-‘+(*)llB’-2+( 
a21 
-- 
1 
1 
a23 
1, 
*)zlBi-3 + * * - + (*)11, 
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where * denotes ome appropriate scalars of no significance to us. Thus, 
11 
* 
%’ 
12 * 
L= . = . . 
,in, 1 
. 
* 
\ 
0 
1 
a12 
* 
. 
. 
. 
* 
‘4 
P - . . . 
\ Z,B”-’ 
. . . . . 
0 . . . . 
1 
- 0 . . . 
a,2%3 
. . . 
. . . . 
. . . 
* . . . . 
0 
0 
0 
Since Ui,i+l # 0 for each i and ( BT, IF) is controllable, we have that L is 
nonsingular. 
Part III. Find part. From 
AL-LB= R, 
we have 
A-RL-‘= LBL-‘. 
From the construction of the matrix L in step 3, it is clear that the matrix R 
is a matrix whose first n - 1 rows are zero. So 
b= 
RL-’ = -rnL-’ = 
b= 
a 
;d=b=f. 
Thus, 
A - RL-‘= A - b=f = LBL-‘. 
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Since B has been set in the desired canonical form, the theorem is now 
proved. 
AN ILLUSTRATIVE EXAMPLE. Let 
11 10 0 
A= I 1 1 10 
1 1 1 1 
1 1 1 1 
, b== 0 0 
i I 0 -2 
Let the required Jordan canonical form be 
lo 1 0 o\ 
B= I 0 0 0 0 I 
0011’ 
   1 
Step 2: Choose I, = (l,O, l,O). 
Step 3: Construct he matrix L: 
I, = (LO, LO), 
I, = -t&B 
Q12 
- a,&)=(- UOJ), 
13 =-!-(12B--a,12-a2111)=(0, -2, -l,O), 
a23 
4 =&B -a&- a& -a,Z,)=(O, 1, -1, - 2). 
a34 
Step 4: Compute r4 =(last row of ALLB)=(0,0,0,2). 
Step 5: Solve the system dL = r,: d = [6,6,4,2]. 
Step6: f=d/~y=(-3, -3, -2, -l)= -(3,3,2,1); 
has the desired Jordan canonical form. 
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In many practical instances, the given matrix M may already be in 
Hessenberg form (for example, a companion or Schwarz matrix). In this case, 
constructions of similarity matrices to transform M and C to the desired form 
are not desirable. However, from the proof of the theorem it is clear that, 
unless the vector c has the special structure of b (all but the last entry is 
zero), which cannot be expected in general, the constructive proof outlined 
above cannot be applied. Some modifications are necessary. 
Given an unreduced lower Hessenberg matrix A and an urbitmry vector 
cr with the property that (A, cr) is controllable, the following methods finds 
a row vector f such that A - c” has the desired canonical form: 
Steps 3-4 are the same as in method 1. 
S&q 5. Find a matrix S such that SA = AS, setting the last column 
st = cr and computing the columns sz_i through s’f using the recursive 
relations (2.3). 
Step 6. Solve for o: vL = r,,. 
Step 7. Solve for f: fS = v. 
Then 
THEOREM 2. A - cTf has the desired canonical jbm. 
Proof. Define 
H=SL. (3.11) 
Then 
AH - HB = ASL - SLB = SAL - SLB = S( AL- LB) = SR = cTr,, (3.12) 
(since R is a matrix whose first n - 1 rows are zero). Now, by the Corollary 
of Lemma 1, S is nonsingular, and in the proof of the Theorem 1, L has been 
shown to be nonsingular. Thus H = SL is nonsiqular. 
From (3.12), we have 
A - c%,,H- 1 = HBH- l, 
that is, 
A - cTf = HBH-? 
Theorem 2 is now proved. 
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REMARKS. 
I. Observe that above the method reduces to the constructive procedure 
of Theorem 1 when the given vector c is the nth unit vector 
(0’ 
0 
. 
’ . 
ti 
,l 
For, in this case, it is easy to see, using the recursion (2.3), that the matrix S 
constructed in step 5 is just an identity matrix. 
II. In step 5 of the above method, if the construction of a commuting S 
is replaced by the construction of a symmetrizer S of A (a symmetrizer is a 
symmetric solution S of SA = A%) and all other steps remain the same, then 
the efficiency of the resulting method can be slightly improved. In this case, 
one can take advantage of the symmetry of S during its construction. A 
symmetrizer S of A can be constructed row by row [S]. Thus, setting 
s,=(last row)=c (gl ‘ven vector), the other remaining rows s,_ i through s1 
can be computed recursively using the relations 
si =l(si+lA-ui+l,i+lsi+~..' -an.i+lSn)~ a i,i+l 
*- t -n-l,n-2 ,..., 3,2,1. 
Also, the results of Lemma 1 and its Corollary remain valid when A is 
replaced by AT. That is, if S is a symmetrizer of an arbitrary matrix, then S is 
nonsingular iff (AT, SC’) is controllable. In particular, if A is an unreduced 
lower Hessenberg matrix, then (AT, cT) is controllable if S is nonsingular. 
This means if we start with an observable pair (A, cr), rather than a 
controllable pair, then the symmetrizer constructed in step 5 will be nonsin- 
gular, and the resulting vector f will be such that AT - czf will have the 
desired canonical form. 
IV. AN ALGORITHM TO ASSIGN A NORMALIZED 
HESSENBERG MATRIX 
In the following, we formulate an algorithm specifically designed to assign 
a normalized upper Hessenberg matrix B, that is, a Hessenberg matrix I3 
with bi,i_l- - 1. A companion matrix, a Schwarz matrix, a unit triangular 
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matrix, and a Jordan matrix associated with a single eigenvalue are special 
cases of such a matrix. The algorithm does not involve divisions by superdiag- 
onal entries of the matrix A, nor does it require solution of a linear system. 
(Note that in the constructive procedure in S&ion III, divisions by super- 
diagonal entries cannot be avoided even when the matrix B to be assigned is 
a normalized matrix.) Moreover, the columns of the transforming matrix 
L = ( Zi j) are SC&d SO that lZijl< 1, After the initial reduction Of the pair 
(M, c) to controller-Hessenberg form (A, b), the proposed algorithm can be 
implemented using matrix-vector multiplications only. 
In the rest of the paper, the lowercase x stands for the column vector. 
Transform (M, c) to the controller-Hessenberg form (A, b) as in the 
previous sections. 
Stq 1. Construct a set of normalized column vectors { Zk } such that 
I, = e, = 1st colum., of the 2, >: n identity matrix I. 
For i = 1 to n - 1 do 
i-l 
~+l=(AT-biil)Zi- C 
j=l aj 
.~~~ _l, 
i 
Compute 
n-l 
Z =(AT-bJ)Zn- c 
bjnzj 
n+ 1 . 
j-1 apj+1 *** an_1 
Stej3 2. Compute 
f+!, 
nn 
where I,, is the (‘n, n) entry of L. 
THEOREM 3. A - bf T has the desired canonical form; that is, it has the 
same canonical form as the matrix B. 
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Proof. 
B*= 
Then 
Let L = (Z1, Z,,. . . , 1,). Set 
b 11 
a1 
0 
b 12 
. . 
QIl 
b, fk . 
a2 
. . 
. . 
. 
. . 
. . 
. 
. . 
%a-1 
X\ 
=R, 
b In 
qy2”’ a,__1 
b 2n 
a2a3 *.* (Y”_l 
. 
. 
. 
. 
b nn 
. 
(4.1) 
and Z,+,=r,, = the last column of the matrix R. 
The matrix L is an upper triangular matrix with 
i 
1, %, a;z; ,.,,, a12a23 ” ’ an-l.n 
a1 cYp2 l * a,,_1 1 
as the diagonal. Thus, L is nonsingular [note that the controllability of 
(M, cT) guarantees that A is also an unreduced Hessenberg matrix]. From 
(4.1), we now have 
AT- RL-1s LB*L-‘, 
that is, 
AT- r,p,$-l= LB*L-1. 
Taking the transpose on both sides, we get 
A-(LT)-‘enr,T=(LT)-kT*LT, 
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where e, is the last column of the ft X n identity matrix. That is, 
or 
b 
A -- 
a 
IT n+l 
I=A- nn 
bfT= (LT) -‘BT*LT. 
But 
B = DB*D-‘, 
WE-s. In case the canonicaI form to be assigned is not an unreduced 
Hessenberg matrix but is some other type of nonderogatory matrix such as a 
Jordan matrix of the form (3.6), the technique used in this section does not 
apply. For example, if I3 is a diagonal matrix with distinct diagonal entries, 
the matrix L such that ATL - LB* = R cannot be determined in terms of a 
preassigned vector, so the matrix L cannot be expected to be nonsinguk. 
Wne Important Special Cases 
Case 1. Assigning chamcteristic &!vwmial. Suppose it is required to 
assign the characteristic polynomial 
f(x) = X” - c,xn-‘ - cn_ ix+1 l * * - cgx - Cl. 
In this case, we have the 
(1) I,=(l,o,...,o)T. 
(2) Construct I, through 
following algorithm: 
1,: for C=~,...,Q- 
c+i= AT&, 
1 do 
1 
c &+, i+l 
(+l=Ilfi+lll=T’ 
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(4) Compute f- k,+l/aZ,,. 
Ci.zse 2. A&g&g eigenwdues~ Let the eigenvalues to be assigned be 
(X,, ~~~-*, X,}, where the set is assumed to be closed under complex 
conjugation. In this case B can be set to 
Q n-1 A, 
and we have the following algorithm to assign the eigenvalues X,, X,, . . . , A,: 
0) 
(2) 
(3) 
(4) 
Z,=(l,O ,...I O)? 
Construct lsthm@Z,:fori=1,2 ,..., n-ldo 
t+I= (AT- hJ)l,, 
Construct I,,+,. = (AT - h,I)Z,. 
Compute f= I,, Jai,,. 
Cave 3. Assigning the .bdizn mwnical fimn 
/ 
ho**--0 
lXO***O 
1 . . . . 
i 
. . . . 
. . . . 
. 
l 0 
0 1 x 
Thisisjust9specialcaseofcase2. 
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REMARKS. 
(1) Similar simplifications are possible in case the canonical form to be 
assigned is a Schwarz or Routh matrix or any other unit bidiagomd matrix in 
upper Hessenberg form. 
(2) Several of the above problems, such as assigning the characteristic 
polynomial or the Jordan canonical form, are known to be ill conditioned. An 
important feature of the algorithm presented here is that we can either 
compute or estimate the smallest and the largest singular value of L, thus 
obtaining the condition of the problem. 
(3) It would be ideal from a numerical point of view to have L an 
orthonormal matrix. This may not be possible for any arbitrary normalized 
Hessenberg matrix B. For example, it is well known [23] that a matrix in 
general cannot be transformed to a companion matrix by orthogonal similar- 
ity. It will be interesting to see how B can be chosen to have an orthonormal 
L such that A - 6fT = LTBL. 
Numerical Examples 
Note that after the reduction of the pair (M, c) to the pair (A, b), where 
A and b are respectively given by (2.1) and (3.2), the remaining steps of the 
algorithm amount to finding a row vector f such that when the last row of 
the transformed Hessenberg matrix A is replaced by a multiple of this vector 
f, the resulting matrix will have the desired canonical form. 
In Example 1, we first reduce a randomly generated 10X 10 matrix M to 
the upper Hessenberg form A, then compute its characteristic polynomial, 
and then, removing its last column and filling it in with zeros, apply the 
algorithm to this reduced matrix with the coefficients of the computed 
characteristic polynomial as the ones to be assigned. In exact arithmetic, the 
coefficients of the computed vector f thus need to be the negatives of those 
of the last column of the matrix A. The results are quite satisfactory. 
Example 2 was constructed to have an ill-conditioned controllability 
problem. The matrix A is an 4 X4 Hessenberg matrix with three sm& 
superdiagonal entries, each being equal to 10B5. The vector b is taken to be 
(O,O,O, UT. 
According to a criterion of Boley [25], both of the problems we consider 
here are ill-conditioned controllability problems. We believe that the condi- 
tioning of the canonical form assignment problem is closely related to the 
conditioning of the related controllability problem. In fact, ill~nditioning of 
the problems in each case was reflected by ill-conditioning of the matrix E. 
We contend that the results in both these cases were remarkable in spite 
of the ill-conditioning of the problems. Another example of the performance 
of our eigenvalue assignment algorithm on a possibly illconditioned controlla- 
bility problem of order 40 has appeared in [S]. 
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All computations were petiormed on a VAX 11/750 using MATLAB, an 
interactive software package, designed by Cleve Moler [14]. 
EYtAMPLE 1. 
A- 
COLMNS 
0.2113 
-1.8672 
0 
0 
0 
0 
0 
0 
0 
0 
1 THRU 8 
-1.2276 -0.7425 
3.3433 2.1046 
2.1130 0.8586 
0 0.9240 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
-0.1182 0.0017 0.3132 0.0036 -0.0984 
0.1220 -0.2769 0.4137 -0.0433 0.0595 
0.0975 0.2882 0.0378 0.3?76 -0.0066 
-0.0189 0.0004 -0.5806 0.0333 0.3975 
-0.7334 -0.2766 -0.4802 0.0850 0.2371 
0 0.4736 -0.1870 -0.2092 0.0875 
0 0 -0.7391 -0.0399 -0.3826 
0 0 0 0.3009 -0.1059 
0 0 0 0 0.2533 
0 0 0 0 0 
COLUMNS 9 THRU 10 
-0.0110 0.1334 
-0.4039 0.0308 
0.1395 0.1278 
-0.3498 -0.0836 
-0.2887 -0.4005 
0.2031 -0.2845 
0.0648 0.0513 
-0.1868 -0.4721 
0.0461 0.2396 
-0.2233 0.5268 
Coefftcients of the characteristic polynomial to be assigned: 
0.0194 
-0.0447 
0.2398 
-0.1903 
-0.6372 
-0.0323 
0.8644 
2.0306 
3.1337 
4.3378 
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L - 
COLUMNS 1 THRU 8 
1 .oooo 0.1125 0.2897 0.2835 
0 -0.9937 -0.8227 -0.8542 
0 0 -0.4891 -0.4267 
0 0 0 -0.0893 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
COLUMNS 9 THRU 10 
0.2847 0.2847 
-0.8524 -0.8524 
-0.4313 -0.4313 
-0 -0788 -0.0788 
0.0108 0.0108 
0.0010 0.0010 
-0.0001 -0.0001 
-0 .oooo -0.0000 
-0 .QOOO -0.0000 
0 O.OROO 
Condition Number of Lis 7.9566d+07 
ALPHA = (alphaCf)~normClhat(i+l)) 
1.8792 
4.2931 
5.0587 
5.0409 
5.0469 
5.0456 
5.0459 
5.0459 
5.0459 
PI 
-0.1334 
-0.0508 
-0.1278 
0.08’36 
0.4005 
0.2845 
-0.0515 
0.4721 
-0.2596 
-0.5268 
0.2848 0.2846 0.2847 0.2846 
-0.8518 -0.8526 -0.8524 -0 -8524 
-0.4324 -0.4310 -0.4313 -0.4313 
-0.0779 -0.0789 -0.0788 -0.0788 
0.0130 0.0106 0.0108 0.0108 
0 0.0012 0.0010 o.oo‘lo 
0 0 -0.0002 -0.0001 
0 0 0 -0 .oooo 
0 0 0 c 
0 0 0 0 
CANONICAL FORM ASSIGNMENTS 179 
The lower bound of the size of the perturbation eeded to change the 
system (assumed ?a be controllable) to an uncontrollable one (Boley’s crite- 
rion) is given by 
0.0265206 
P, = 
4(5.06649+ 1)lO 
= 9.47162X lo-? 
(Note that the flnonn of A is 5.088499 and the product of t <e a+liagonal 
entries of A is 0.0265208.) 
EhMPLE2. Let 
1.oQooo O.OmOl 0 
l.cNK)oo OdwOl 
l.OOODO 1.cmw l.ooooo Mm00 
Then 
iUORM ( A) = 2.879, 
EIGS TO BE ASSIGNED= 
1. 0.7071000 - 0.832046 
I; 2 1. - 0.7071OuO Q..Yi470!5 
0 0 OJ)DDOo~O - ,-: ,i :I ,;,cQ 
0 0 0 ~:“,5’~~~~ 
CQND (L I= 9.766195d + 10, 
1 , 
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COND (A-SF I= 9.41193d +20. 
Lower bound on controllability measure (Boley’s Criterion): 
PL, = 4.444d - 18. 
V. OPERATION COUNT AND COMPARISON OF EFFICIENCY 
A simple operation count shows that the pj ‘posed algorithm to assign a 
preassigned normalized Hessenberg matrix reqt, res only 2n3 + O(n2) opera- 
tions, starting from an arbitrary pair (M, c). Tkris operation count includes 
construction of the feedback vector f as well as the transforming rratrix i. If 
the starting point is, however, the Hessenberg-controller fo m (A, b), then 
this count reciucr-.., to only in” + 0(n2). The algorithm is therefore quite 
efficient. 
When applied to assign the characteristic polynomial or eigenvalues, the 
method needs only in3 operations tarting with the pair (A, b) or yn3 
starting with the pair (M, c). This couut compares very favorably with the 
best known existing methods for the eigenvalue assignment and the charac- 
teristic polynomial assignment problems. The Mimi&Page method [13] 
requires j$a3 operations to compute the vector f alone; if the transforming 
matrix has to bc: computed, the operation count will be much higher. The 
method recently proposed by Barnett, Cox, and Johnson [3] requires in3 
operations to assign the characteristic polynomial only. Though this later 
method can be applied to assign eigenvalues, the count will be much higher 
still in this case, since the characteristic polynomial has to be computed from 
the given spectrum. 
We are thankfil to the referee for their comments and helpfil sugges- 
tions for improvement. We also thank Dr. S. Sarkar and Mr. Mark Arnold for 
camping out the numerical computations. 
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