Abstract-In this paper, a modeling technique for CMOS gates, based on the reduction of each gate to an equivalent inverter, is presented. The proposed method can be incorporated in existing timing simulators in order to improve their accuracy. The conducting and parasitic behavior of parallel and serially connected transistors is accurately analyzed and an equivalent transistor is extracted for each case, taking into account the actual operating conditions of each device in the structure. The proposed model incorporates short-channel effects, the influence of body effect and is developed for nonzero transition time inputs. The exact time point when the gate starts conducting is efficiently calculated improving significantly the accuracy of the method. A mapping algorithm for reducing every possible input pattern of a gate to an equivalent signal is introduced and the "weight" of each transistor position in the gate structure is extracted. Complex gates are treated by first mapping every possible structure to a NAND/NOR gate and then by collapsing this gate to an equivalent inverter. Results are validated by comparisons to SPICE and ILLIADS2 for three submicron technologies.
I. INTRODUCTION

I
T has been extensively pointed out that with shrinking device dimensions and increasing number of transistors on integrated circuits in the submicron era, the difficulty in performing accurate and fast simulations of these circuits is increasing. In contrast to numerical approaches for calculating propagation delay and power dissipation, analytical methods can offer a significant speed improvement, assuming that accurate models which can describe the behavior of transistor structures exist. Many efforts have been made for modeling the operation of the CMOS inverter which have resulted in accurate analytical expressions for output waveform, propagation delay, and power consumption [1] - [3] . However, the field of CMOS gates is still unexplored because of the intrinsic difficulties in the analysis of gates with multiple nodes and inputs.
Generally there are two approaches in modeling CMOS gates. The first one, which corresponds to the generalization of the inverter model, is based on a fully mathematical analysis of the gate structure. This approach leads to high mathematical complexity and, thus, the requirements for computational power are significantly increased. In addition, some approximations have to be applied in order to solve the system differential equations of complex structures such as the transistor chain, reducing the overall accuracy of the method. In this way, Kang and Chen [4] used linear approximations for the output voltage waveform of the transistor chain trying to model the propagation delay in domino gates and only step inputs and long-channel devices were considered. Cherkauer and Friedman [5] performed their analysis using a simplified long-channel model and applying step inputs in order to optimize channel widths for low power consumption. Each of the nonsaturated devices was replaced by an effective resistance which was calculated assuming negligible body effect.
Shih and Kang in [6] presented a fully mathematical solution of general MOS circuit primitives and in [7] a tool named ILLIADS has been developed on this solution. However, this method presents high complexity and is based on quadratic form models such as the Shichman-Hodges model and, therefore, depends on their deficiencies. Moreover, serially connected transistors are collapsed to an equivalent transistor using a simple transconductance reduction, resulting in limited accuracy. An improved method has been presented in [8] where current expressions for short-channel devices are transformed to the required quadratic form expressions. Their analysis requires the solution of nonlinear algebraic equations in order to obtain the time point of region crossings, thereby reducing the efficiency of the method.
The second approach in CMOS gate modeling utilizes the well-established theory of inverters and research has focused on the development of sophisticated methods for collapsing a CMOS gate to an effective equivalent inverter, whose output response will reflect accurately that of the gate. The accuracy of this approach is comparable to that of the previous one, while the mathematical complexity is kept low. According to this approach, Sakurai and Newton [9] developed their analysis for the CMOS inverter and extension to gates was made by a delay degradation factor. Nabavi-Lishi and Rumin [10] presented a semiempirical method for collapsing gates to an inverter model, however, only NAND/NOR structures were considered. The proposed model employs empirical constants which are difficult to extract and for practical cases ends up in the conventional -times transconductance reduction for an -transistor chain, resulting in limited accuracy. In the same way, Daga et al. [11] developed their analysis for an inverter macro-model and gates were treated by defining an equivalent drivability factor using simplified assumptions for the operation of the transistors in the chain.
Recently, in [12] - [14] , many of the characteristics of complex structures, such as the transistor chain, have been pointed out from a macromodeling point of view. However, poor theoretical support is offered for the calculation of the effective chain transconductance and the starting point of conduction of a gate, while the same ramp input is applied to all inputs. The parasitic behavior of the transistor chain is not discussed and only a subgroup of complex gates is examined.
In this paper, a method for modeling CMOS gates by an equivalent inverter is proposed. Key points in the behavior of CMOS gates are modeled analytically in order to improve the accuracy of the final equivalent inverter, whose transistor's widths are calculated efficiently taking into account the mode of operation of the transistors in the gate. Such key points are the starting point of the gate conduction, which has a significant impact on the output waveform, the form of the internal node voltages, the parasitic behavior of the chain, and the weight of each transistor position in the chain. Finally, a very efficient algorithm for reducing every possible input pattern of a gate to an effective single equivalent input that can be applied to an inverter model, is introduced.
In order to obtain the output voltage evolution of CMOS gates, the serially and parallel connected transistors have to be replaced by an equivalent one. The technique which is used for the replacement of serially connected transistors by an equivalent one is presented in Section II, while in Section III the time point when such a structure starts conducting is calculated. The parasitic behavior of the chain in gate operation is analyzed in Section IV and the input mapping algorithm is described in Section V. Parallel transistors are discussed in Section VI. The application of all results to complex gates is examined in Section VII and implementation details of the proposed technique are described in Section VIII. Finally we conclude in Section IX.
II. TRANSISTOR CHAIN MODEL
In order to analyze the operation of the transistor chain when it is conducting, let us consider the circuit in Fig. 1(a) , where the parasitic drain/source node capacitances are also shown, and assume that an input ramp with transition time is applied to the gates of all transistors in the chain (1) The parasitic behavior of the chain will be discussed later.
The -power law model proposed in [2] , which takes into account the carrier velocity saturation effect of short-channel devices, is used for the transistor currents cutoff region -linear region -saturation region.
where -is the drain saturation voltage [2] , are the transconductance parameters which depend on the width to length ratio of a transistor, is the carrier velocity saturation index, and is the threshold voltage which is expressed by its first-order Taylor series approximation around as (3) where is the source-to-substrate voltage. The Taylor series is calculated at since this voltage was found to lie close to the midpoint of the voltage swing of the source node of the top-most transistor which is of primary importance to the proposed analysis.
While the input is applied and assuming that the internal node capacitances are initially discharged, the top-most transistor in the chain , begins its operation in saturation mode and then enters the linear region when -The rest of the transistors operate in the linear region without ever leaving this region [5] . For the time interval during which the top-most transistor is in saturation and the input is rising, its current and, consequently, the voltages at the internal nodes are increasing. When the input reaches and until the top-most transistor exits saturation, its current and, therefore, the internal node voltages remain constant. That is because a further increase of the internal node voltages would decrease the gate-to-source voltage of the topmost transistor and, therefore, its current, leading in a decrease of the node voltages. On the other hand a decrease of the node voltages would increase the of the top-most transistor and, consequently, its current, leading in an increase of the internal node voltages. Therefore, these voltages remain constant until the top-most transistor exits saturation. During this time interval the parasitic currents due to drain/source node capacitances and gate-to-drain/source coupling capacitances are eliminated because the voltages at the corresponding nodes remain constant. Therefore, during this state, which is known as the "plateau" state [4] , the same current flows through all transistors in the chain. According to the previous analysis, the plateau state is apparent only for fast input transitions (Fig. 2) . Fast and slow inputs are determined according to the position of the time point , when the top transistor in the chain exits saturation: in case , the input is slow, otherwise it should be considered fast. It should be mentioned that the previous analysis about the plateau voltage ignores channellength modulation which forces the current of the top-most transistor to depend on its drain-to-source voltage, even when the top-most transistor is in saturation. However, its effect is insignificant and the validity of the above discussion has been proved by simulation results.
In order to calculate the plateau voltage at the source of the top-most transistor of the chain, let us consider the circuit of Fig. 1(a) . Although the analysis here refers to fast input ramps where the plateau state appears, the derived results are also valid for slow inputs. A first approximation is used for the width of the equivalent transistor in Fig. 1(b) , which replaces all nonsaturated transistors and is given by (4) The plateau voltage occurs at the end of the input ramp when the current ceases to increase. Thus, can be calculated by setting the saturation current of the top transistor equal to the current of the bottom transistor which operates in linear mode (5) The above equation can be solved with very good accuracy using a second order Taylor series approximation.
In the following analysis all internal nodes of the chain are considered to be discharged at time
In case some of the internal nodes are initially charged (trapped charges), the output waveform which will result by the proposed method, should be appropriately shifted [4] , since the charges in the internal nodes may cause an additional delay in the output response.
In addition, the source voltage of the top transistor in the chain is considered linear for the interval between time where the chain starts conducting and time (fast inputs) or time (slow inputs) where the top transistor exits saturation. This observation is based on SPICE simulations and leads to highly accurate results (Fig. 2) . Time points are calculated later in this section and in the Section III, respectively. Since time and are known (see Section III) and for fast inputs the plateau voltage occurs at time , the slope of is also known. For slow inputs the plateau voltage cannot be calculated as previously. However, it has been found that when the output load is sufficiently increased (which corresponds to the case of a fast input ramp), the slope of remains almost the same (Fig. 3) . Therefore, considering a larger load capacitance, would occur at time and would be calculated as previously, by (5) . The independence of on the load capacitance which is required in order for the previous proposition to be valid, is obvious from (5) . In this way the slope of for the case of slow inputs can be obtained. It is obvious that a single equivalent transistor will have the same output response with the complete chain if it successfully manages to reproduce the combined behavior of the nonsaturated devices with the dual operation of the top-most transistor, in saturation and the linear region. For the time interval where the top transistor in the chain is saturated, the current through that transistor is the bottleneck for the current that is flowing through the chain [5] . Therefore, in order to obtain the width of the single equivalent transistor [ Fig. 1(c) ] the currents through transistor of the complete chain and transistor should be set equal (6) The above equation can be solved for several values of yielding corresponding values. For the time interval during which the top transistor in the chain operates in saturation, plotted against time has the form of Fig. 4 . In order to find an average effective value for time point has to be calculated. This is achieved by solving the following differential equation at the output node:
The above equation can be solved since time point occurs in the region where is linear (slow inputs) or has reached the plateau voltage (fast inputs).
Time is calculated by equating the drain saturation voltage to the actual drain-to-source voltage of transistor -
It must be mentioned that in the estimation of , the influence of the parasitic short-circuit current of a parallel MOS transistor structure, which is the case of CMOS gates, has been neglected. This parasitic current acts as an additional charge which has to be removed through the chain, resulting in an extension of the saturation region and thus affecting the effective value of in this region. In order to obtain higher accuracy in the estimation of the expression of the MOS current should be inserted in (7), increasing the mathematical complexity of the proposed method.
However, for simplicity, is calculated by (7) and (8) and the effective value of is selected in such a way, so that the errors which are introduced by the underestimation of the bound of the saturation region be compensated. It has been observed by SPICE simulations that the appropriate value of depends on the input waveform slope and the load capacitance. This is reasonable since the short-circuit current increases as the input transition time increases and as the output load capacitance decreases [15] . A very good approximation for which has been found to be valid for a wide range of input slopes and load capacitances, is to calculate its value from (6) at for fast inputs and at for slow inputs, where is the time when the transistor chain starts conducting and is calculated in Section III. The calculated value of in this region of operation will be referred to as and was found to be very accurate for the modeling of CMOS gates.
It should be noted that for gates which have no shortcircuit current such as dynamic logic with nonoverlapping precharge and evaluation phases, should be calculated at [16] . When all transistors operate in the linear region, the transistor chain can be considered as a voltage divider with a uniform distribution of the output voltage among all drain/source nodes. According to this, the width of the equivalent transistor for this region can be calculated as in case of nontapered transistor chains.
Consequently, since the effective transistor width for each operating condition is known, the chain can be modeled by a single equivalent transistor whose width from time to time is and for the rest of the time equal to However, since the aim was to provide an equivalent width that would match the existing inverter models, the above two width values should be efficiently merged into one. This can be accomplished by calculating the fraction of charge that is discharged to ground during the time in which the top transistor in the chain operates in saturation over the total charge that is stored initially in the output load and has to be discharged. The output voltage when the top transistor exits saturation, is known from (7) and (8) and can be calculated as (9) A saturation coefficient can now be calculated as (10) Consequently, the corresponding coefficient when all transistors operate in linear mode, is equal to Since the calculated coefficients act as the "weight" of each mode of operation on the overall output voltage temporal evolution, the width of the single equivalent transistor can be calculated as (11) The output waveform of a four-input NAND gate for three submicron technologies (0.5-m HP, 0.35-m HP and 0.25-m) and pF is compared to that of the proposed equivalent inverter for several input transition times and is shown in Fig. 5(a) , (c), and (e). The input transition time to which each output corresponds is also shown. The parallel transistors of the gate have been replaced by an equivalent one with its transconductance multiplied by the number of transistors. As it can be observed, the proposed method presents very good accuracy for all three submicron technologies. In Fig. 6 the output waveform of a four-input NAND gate is compared to that of an equivalent inverter whose width is calculated according to the proposed method and in the conventional way (where the transconductance of the equivalent transistor is reduced by the number of transistors in the chain) for two technologies (0.5 and 0.35 m) and for several input transition times. The superiority of the proposed method compared to the conventional equivalent inverter is obvious.
In Fig. 5 (b), (d), and (f), output waveform results from a widely used dynamic timing simulator, ILLIADS2 [17] , are also shown and compared to the actual output waveform of the NAND gate which is obtained using SPICE. In the same plots the output waveform of an equivalent inverter whose transistor widths are calculated according to the proposed method and which is simulated using ILLIADS2 is also shown. It is clear that the improvement that is gained when the proposed additional step is added in order to calculate more efficiently the width of the equivalent transistor that replaces serially connected transistors is significant. The insufficiency that is present when the proposed analysis is incorporated in ILLIADS2 as we move to deep submicron cases is probably due to the inadequacy in modeling the equivalent inverter of the primitive macromodel that is being used by ILLIADS2.
Once the output waveform of a gate is obtained, propagation delay can be calculated as the time from the halfpoint of the input to the halfpoint of the output. Propagation delay results for NAND4 gates are also shown in Table I together with percentage errors of each method. Similar errors for ILLIADS have also been reported in [13] .
III. STARTING POINT OF CONDUCTION
In a transistor chain with initially discharged internal nodes and the same input applied to the gates of all transistors, the closer to the output transistors start conducting later because of a gradual increase in their source and threshold voltage. In order to model efficiently the chain by an equivalent transistor, the starting point of conduction of the chain which is actually that of the top-most transistor, has to be estimated.
Let us consider the example of a six-transistor chain with all internal nodes initially discharged, where the same input is applied to all transistors. Fig. 7 shows a representation of the drain voltages of the five lower transistors together with the common input. Because of coupling capacitance between transistor gates and the drain/source nodes, drain voltages tend to follow the input ramp until all lower transistors start conducting. Initially the transistors are in the cutoff region and the coupling capacitance is calculated as the sum of the gate-to-source and gate-to-drain overlap capacitances of the upper and lower transistors respectively, in each node. These overlap capacitances are given by where is the transistor width and are the gateto-drain and gate-to-source overlap capacitances per micron which are determined by the process technology. Until the time where the transistor below a node starts conducting, the voltage waveform of that node, as it is isolated between two cut-off transistors, is derived by equating the current due to the coupling capacitance of the node with the charging current of the parasitic node capacitance (12) After the time at which all transistors below the node start to conduct and until the time at which the complete chain starts to conduct this node is subject to two opposite trends. One tends to pull the voltage of the node high and is due to the coupling capacitance between input and the node and is intense for fast inputs and high coupling to node capacitance ratio. The other tends to pull its voltage down because of the discharging currents through all lower transistors and is more intense for nodes closer to the ground.
When a transistor starts to conduct, e.g., transistor it operates initially in saturation. Therefore, since its gate-todrain coupling capacitance is very small, the second (except for the case of very fast inputs) from the above mentioned trends dominates after time and the voltage at node decreases. This continues until time when transistor starts conducting and enters saturation. Transistor since its continues to increase after time while its decreases, will enter the linear region close to From this point on, the gate-to-source coupling capacitance of transistor increases by and the gate-to-drain coupling capacitance of transistor increases by Because of this increased coupling capacitance at node the two previously mentioned trends are counterbalanced and for simplicity the node voltage is considered constant and equal to its value at . This observation has also been verified by SPICE simulations. The node voltages start to rise again when the complete chain starts conducting at time Additionally, the slope of the voltage waveform during is considered the same for each node and the voltage expression of node 1 during this period can be calculated by solving the differential equation which results from the application of Kirchhoff's current law at node 1 ( Fig. 8 ) (13) where the transconductance is measured on thecharacteristics for very low values of and and, for simplicity, the velocity saturation index is considered one.
Since is known and is given by (12) , the expression of during is derived and can be used in order to calculate the time when the next transistor further up starts conducting, by solving Having time points and the corresponding drain voltage values of the bottom transistor, the average slope of each node voltage waveform during can be obtained. According to the above analysis, the time point at which the transistor in the chain starts conducting can be found by solving (14) which results in the recursive expression (15) From the above expression, the time at which the chain starts conducting can be easily obtained. Constants result from (3) by calculating the Taylor series approximation of the threshold voltage around for higher accuracy in this region. According to the previous analysis, the starting point of conduction can be calculated with very good accuracy as shown in Fig. 9 which is a comparison between the calculated and the actual time which is obtained from SPICE simulations.
IV. MODELING THE PARASITIC BEHAVIOR OF THE TRANSISTOR CHAIN
With the term parasitic behavior of the transistor chain during output switching of a CMOS gate, we refer to its parasitic effect on the output voltage evolution. The parasitic behavior results in a short-circuit current which reduces the rate of charging/discharging of the output load and increases the propagation delay.
Let us consider a NAND gate where all MOS transistors have been replaced by an equivalent one with its transconductance multiplied by the number of the transistors. (Parallel transistors will be discussed in Section VI.) In this way the parasitic behavior of an MOS transistor chain will be modeled. The case of a MOS chain is symmetrical. A falling ramp input with transition time is considered to be applied to the gates of all transistors (16) The MOS device starts conducting when the input reaches the threshold voltage at time From this time on, current is flowing through the MOS device and the load capacitance charges. Since the MOS devices are on when the MOS transistor starts conducting, a shortcircuit current is flowing through the gate from to the ground until time when the MOS transistors cease to conduct. First, because the output voltage is small while the gate-to-source voltage of the MOS devices is large, all these transistors start their operation in linear mode. As the output voltage rises, the voltages at the internal nodes of the chain are also increasing. All MOS transistors have almost equal (voltage divider) while the top is biased by the smallest (since its source voltage has the largest value from all internal nodes). This means that this transistor at some time point will enter saturation and after this time, the current in the chain will decrease and consequently the voltages at the internal nodes of the chain will also decrease, keeping all other devices in linear mode.
A significant amount of the parasitic current is also flowing through the coupling capacitances between the gates of the MOS transistors and the corresponding drain/source diffusion areas. In order to perform an accurate modeling of the gate when the chain behaves parasitically, an equivalent capacitance that would draw the same current as the coupling capacitances at all nodes of the chain has to be inserted between the input terminal and the output node of the corresponding MOS transistor in the equivalent inverter. Although the dual operation of the top-most transistor is also present during the parasitic operation of the chain, conventional estimation of the width of the equivalent transistor as has been found to give sufficiently accurate results if the effect of the parasitic capacitances is modeled properly.
The coupling capacitance between gate and drain/source diffusion areas consists of the overlap capacitance of the transistor and a channel capacitance whose value depends on the operation region [18] . Thus, the coupling capacitance for each node except for the output node in the transistor chain is calculated as the sum of the above four capacitances and denoted as . For the output node only the contribution of the MOS device is taken into account: when the top transistor of the chain operates in linear mode its gate-to-drain coupling capacitance is equal to while during saturation it can be neglected, because is almost equal to zero [18] and the overlap capacitance is very small.
Since the MOS transistor starts its operation in saturation, the output load will be charged by a current of the form If we ignore the parasitic contribution of the MOS transistor currents, the rate of the output voltage increase during is given by (17) where is the time when the top transistor in the MOS transistor chain enters saturation and is approximated by , where is the time when the MOS transistors cease to conduct , which is a reasonable approximation according to SPICE simulations. It should be mentioned that the MOS transistor until time operates in saturation, since the time point when it exits saturation for most of the cases is larger than . Considering the whole chain as a voltage divider for the interval to , the slope of each internal node voltage can also be found assuming a uniform distribution of the output voltage slope.
The current that each coupling capacitance is drawing during time interval is equal to (18) where is the number of the transistors in the chain, is the slope of the input and the slope of the voltage waveform at the internal node By summing the currents through all coupling capacitances of the chain and equating the sum with the current that must flow through the equivalent coupling capacitance of the equivalent transistor, is obtained
A constant value for can be obtained if an average value for is calculated by integrating the MOS current in This value corresponds to the average slope of the output voltage waveform until . When the node voltages are decreasing during , the equivalent coupling capacitance can be found in a similar way. By symmetry, the same slope (with opposite sign) results for the voltage waveforms of the internal nodes.
Setting the equivalent coupling capacitance for the two time intervals can be written as (20) If the contribution of the gate-to-drain coupling capacitance of the top-most transistor in the chain is neglected during and the average slope of the output node is taken equal to the input waveform slope (with opposite sign) the above equivalent capacitances diminish to (22) (23) which express directly their dependency on the number of transistors in the chain.
The improvement that is gained by inserting this coupling capacitance to the equivalent inverter model of a gate is significant as shown in Fig. 10 which is a comparison of the output response of a four-input NAND gate and that of the corresponding equivalent inverter with and without the calculated coupling capacitance, when the transistor chain acts parasitically.
V. WEIGHT CALCULATION AND INPUT MAPPING ALGORITHM
Since all transistors of a chain are collapsed to a single equivalent one, the problem that arises is how to map all input signals that are applied to all transistor gates and might have different starting points and transition times, to a single input signal that will be applied to the equivalent transistor gate. The problem of misaligned multiple transitions has also been identified in [19] for existing gate collapsing techniques at the gate level approach. As shown in the previous analysis, in case all inputs in the chain are the same, the single equivalent input will also be the same. From this point on, input ramps which are applied to the transistors of a chain and have the same transition time and starting time, will be referred to as normalized inputs and the single equivalent one as normalized input. Additionally, every set of input ramps (less than which have the same transition time and the same starting point, will be referred to as equal ramps. Therefore, the problem focuses on how to map any arbitrary number of different input ramps and DC voltages to normalized inputs, which when applied to the chain will cause the same output response.
One method for calculating a single effective input ramp was proposed in [10] and states that for all input ramps that are in transition after the starting time of the latest one, the equivalent ramp starts at the initial point of the ramp that starts first and ends at the last ending point of all ramps. This simplified algorithm introduces large errors for most of the cases, especially when some signals have a much smaller transition time than others or when the starting point of some signals differ significantly. In [20] , the single equivalent input is taken as the one which reaches the threshold level last between all input ramps and even larger errors than in [10] are present.
An analytical method that can extract a single equivalent input is very difficult to develop, since the influence of each input ramp to the equivalent one depends on a number of factors. As it is obvious, the starting point of the last changing input plays an important role since the chain does not conduct before that point. Consequently, inputs which start at a time point which has a large distance in time from the last starting point, contribute less to the single equivalent input than signals which start close to the last changing input. A second factor that is important is the position of each input in the chain. Transistors further up in the chain (closer to the output node) have a lower gate-to-source voltage and a larger threshold voltage, thus their inputs result in a slower output response. The single equivalent input also depends on the slope of each ramp, the relation of its slope to the slope of other input ramps and its relative position in time to other signals.
According to the above, the proposed algorithm aims at the extraction of normalized input ramps for each possible input pattern, so that when the normalized inputs are applied to the transistor gates of the chain, the chain will have the same output response with that of the actual inputs. Before the proposed algorithm can be applied, the "weight" of each transistor in the chain has to be calculated, i.e., a coefficient which corresponds to the position of each switching input (or combination of inputs). Using only one set of simulations for each technology, these weight coefficients can be obtained as follows: Equal ramp(s) are applied to one or more transistors in the chain whose weight coefficient is to be measured and the rest of the transistors receive a voltage (pattern CASE). In order for two different input patterns to be equivalent, the output response when these patterns are applied as inputs to a circuit must be identical. This means that for the chain of Fig. 1 the discharging rate of the load capacitance must be the same. Therefore, for each input pattern consisting of equal input ramps and DC voltages, the amount of charge that is discharged through the chain from time where the chain starts conducting until the input has reached its final value at time is measured. If the same ramp input is applied to all transistors in the chain (pattern ALL) the rate of discharging slows down and the charge which is discharged in the same time interval will be a fraction of that of pattern CASE. Thus it is (24) where is the current that is flowing through the bottom transistor for each case and is the corresponding current when all inputs are ramps. The fractional coefficient can be easily obtained, for example with SPICE, by calculating both integrals of the current through the bottom transistor.
For each case, the aim is to find the corresponding normalized inputs (pattern NORM) which start at the same point with the applied equal ramps of pattern CASE, but have a transition time , so that the system has the same output response with that of pattern CASE. It is obvious that is has to be . When two transistor chains have the same output response, the currents of the bottom transistors are equal at each time. Therefore, where is the current through the bottom transistor when the normalized inputs are applied to all transistors in the chain. Although the above calculation is performed for a specific transition time of the inputs the obtained weight coefficients have been found to be valid for a wide range of input transition times. Consequently, these coefficients can be obtained running only one simulation for each combination of inputs for the calculation of the fractional coefficient in (24). It should be mentioned that the calculated coefficients are according to (26) independent of the transistor widths. The "weight" coefficient for a four-transistor chain is given in Table II for a 0.5 m HP technology. It should be noted that nonsimultaneous inputs might create a conducting path from the output to some internal nodes. The effect of the introduced charges on the output evolution is incorporated in the calculation of the weight coefficients.
The next three steps of the mapping algorithm should be applied for every possible input pattern (here presented for the case of an MOS chain).
Step 1: Inputs which efficiently act and should be treated as voltages have to be identified. In order to achieve this, every input ramp which at time has a value larger than should be considered for the following steps. Time occurs when the last ending input ramp reaches In case two or more inputs end at the same time, is measured on the one that starts last.
Step 2: The ramp inputs that remain from Step 1 have to be transformed to equal ramps. The starting point of these equal ramps is taken as where are the starting point of all input ramps in the chain. This is reasonable since the chain does not conduct current before the starting point of the last changing input. In order to take into account the slope as well as the time during which an input is in transition after time the transition time of the the equal ramps is taken as (28) where is the voltage that each input ramp has reached at the initial time and is the time point at which each of the input ramps reaches Obviously, because of Step 1, for all of the inputs. According to (28), inputs which start at the initial time will have the major influence on since the corresponding multiplication factor will be one.
Step 3: The resulted input pattern from Step 2 which consists of equal ramp inputs and inputs can be mapped to an equivalent normalized one consisting only of ramp inputs using the corresponding weight coefficients. Thus, the transition time, of the normalized inputs which are applied to the chain at time is
The normalized ramp input is finally applied to the single equivalent transistor. It should be mentioned that the normalized input which has been derived for the conducting part of a gate will also be applied to the parasitic part of that gate. The above algorithm presented very good accuracy for inputs with a wide range of transition times and relative distances in time of their starting points. In Fig. 11, a comparison of the output responses of a four transistor chain to the actual and normalized input patterns is presented, which shows the accuracy and efficiency of the proposed algorithm.
The implementation of the algorithm is explained in Fig. 12(a) for the case of an MOS transistor chain. The algorithm is applied symmetrically for a MOS transistor chain. Since at each stage of the circuit the inputs are known (they are either primary inputs or extracted from a previous stage) simulation can be performed in an event driven manner by defining phases instead of time points. A phase is defined by the starting and ending point of each input. An MOS transistor chain starts conducting when the requirement that all transistors are conducting is satisfied. Then, at the end of all inputs which switch during this phase it is checked whether any input has returned to a low value. In that case a glitch may be formed but the output does not change state. Otherwise, the algorithm is performed on the inputs as explained previously and the resulting input is fed to the inverter macromodel.
VI. PARALLEL TRANSISTOR STRUCTURE
The parallel transistor structure is less complicated than the serial one, since if an equal transistor width is assumed (as in the case of a NAND/NOR gate) and the same input ramp is applied to the gates of all transistors, the currents flowing through each transistor will be identical. That is because all the devices operate under the same conditions, i.e., they have the same drain-to-source and gate-to-source voltage. Consequently, the parallel transistor structure can be replaced by an equivalent one with its width multiplied by the number of the transistors.
In case the applied input ramps are not normalized, the extraction of a single equivalent input ramp out of two inputs according to the algorithm presented in [20] leads to sufficiently accurate results. However, another step should be added in order to increase the accuracy. Therefore, before applying the algorithm, the inputs which act as DC voltages (voltages which keep the corresponding transistors in cutoff) should be identified and should not take part in the algorithm. For example, in the extraction of a single equivalent input out of two falling inputs for parallel MOS transistors, if the last ending input at the time when the other one reaches has a value larger than and its transition time is larger than twice the transition time of the other one, it should be considered as voltage. This extra step has been found to increase the overall accuracy of the algorithm significantly.
The application of the algorithm for the case of a group of parallel MOS transistors is shown in Fig. 12(b) . In that case the output can change state even when a single transistor is conducting. Whenever a new phase begins all inputs which are changing state during this phase are taken into account and the one which ends first is selected. In the next step inputs which effectively act as are ignored. In case only one input remains, this input is also selected as the input to the inverter macromodel and only the corresponding transistor will be taken into account. If more than one inputs are switching, the algorithm [20] is performed repeatedly until only one switching input (and transistor) is left as input to the inverter macromodel.
It is obvious that the starting point of conduction for a structure of parallel transistors is the same with the starting point of conduction for each one of them and is calculated, e.g., in the case of MOS transistors as the time when
The parasitic behavior of a parallel transistor structure is modeled accurately by a single equivalent transistor with multiplied width, since the effect of the coupling capacitances is captured by the increased coupling capacitance of the equivalent transistor. Thus, no further action is required for the modeling of the parasitic behavior of transistors connected in parallel.
VII. COMPLEX GATE MODELING
The aforementioned model is valid for NAND/NOR gates and in order to perform an analysis for more complex gates, these gates have to be mapped to an equivalent NAND/NOR gate. An algorithm for such a reduction has been proposed in [13] and [14] , which was based on simple conventional collapsing of transistors, i.e., the transconductance of the equivalent transistor of a transistor structure is a multiple or submultiple of the transistor transconductances, for parallel or serially connected transistors, accordingly. In this paper, the proposed algorithm takes into account the dual operation (saturation and linear region) of the transistors attached to the output node.
After finding the conducting path from the output node to the power supply, an efficient merging technique is applied reducing the complex gate to an equivalent NAND or NOR structure. Only transistors which belong to the conducting path are considered in the reduction algorithm. The rest are ignored but the contribution of their drain/source capacitances on the internal nodes is taken into account. According to the proposed merging technique, all parallel branches within a gate are reduced (starting from the inner branches) to an equivalent transistor by gradually collapsing the serially and parallel connected transistors within the branches to an equivalent one. This reduction is performed in the conventional way except for the case when the parallel branches are attached to the output node.
For branches which are attached to the output node, the transistors which are attached to that node will operate in saturation for some time and then enter the linear region. If the branches are identical, these transistors will operate under the same conditions and they will enter the linear region at the same time point. When the parallel branches are not identical, each transistor will exit saturation at a different time point. However, it has been observed from SPICE simulations that the time interval during which the transistors of nonidentical branches attached to the output node operate in saturation is almost the same. It has also been observed that for both cases (identical and nonidentical branches) and most of the practical cases, the two time intervals (saturation and linear region) for the transistors which are attached to the output node, are almost equal.
Consequently, for each branch an equivalent transistor width is estimated for each of the above two operating regions and an average value is used for the single equivalent transistor which replaces each parallel branch. When the transistors which are attached to the output node operate in linear mode, the equivalent transistor is extracted in the conventional way. For the operation in saturation, the equivalent transistor of serially connected transistors within a branch where the top-most is attached to the output node, is estimated by the method shown in Fig. 13 . According to this, all transistors which operate in linear mode are treated as resistors, the body effect is neglected and the velocity saturation index of the current model is set equal to unity (good approximation for submicron devices). Ignoring the body effect is a compromise to enable further analysis in a simple and input-independent manner. However, the effect of this assumption at this level is limited as will be shown in output waveform results of complex gates. The tranconductance of the equivalent transistor results easily by equating the currents which flow through the top-most transistor and the equivalent one, taking into account the above assumptions. Finally, the width of the equivalent transistor of the parallel branches results by summing the width of the resulted transistor for each branch. The input waveform for each equivalent transistor during this reduction algorithm is extracted by applying the mapping algorithms mentioned in Sections V and VI.
For the transistor block of the complex gate which acts parasitically, the width of the equivalent transistor is estimated in the conventional way. It is obvious that only transistors which contribute to the parasitic behavior of the block are taken into account. In other words, transistors for which their counterpart in the conducting block belongs to a conducting path are taken into account; all others are considered as shortcircuits. It should be noticed that the exact time point when the complex gate starts conducting has to be calculated. In order to determine , the shortest conducting path from power supply to the output node has to be identified. Then, the node capacitances on this path have to be estimated, and the starting point of conduction is calculated as described in Section III.
The proposed reduction algorithm has been applied in many complex gates with various input patterns and has been found to give sufficiently accurate results for most of the practical cases. Better results are obtained for the complex gates as the number of the serially connected transistors in the equivalent NAND/NOR gates, after the application of the reduction algorithm in the complex gate, approaches the number of the transistors in the longest path (from the output node to a power rail) of the complex gate. In Fig. 14 the output waveforms of two complex gates and their equivalent inverters are compared for three submicron technologies. The results prove the efficiency of the complete proposed modeling technique. In Table III propagation delay results for other complex gates (XOR, MUX, and AOI) are also given.
VIII. IMPLEMENTATION ISSUES
Macromodeling for timing simulation can be considered as a two-step process: In the first step complex gates are mapped to a primitive macromodel and in the next step analysis of the primitive macromodel is performed. It should be mentioned that the proposed method aims mainly at the improvement of existing gate modeling techniques which are based on elementary primitives such as the inverter [13] or generic MOS circuit primitives [6] , [7] , [17] , [21] , [22] . As it has been explained in previous sections the main advantage of the proposed technique is the reduction of serially and parallel connected transistors of static and dynamic CMOS gates in an efficient and accurate way and the extraction of an accurate equivalent input signal. (Dynamic gates can be seen as a special case of complex static CMOS gates.) Consequently, this method does not introduce new ways of obtaining output or internal node waveforms of elementary primitives. Therefore, if the incorporation of the proposed method in a timing simulator is the case, simulation of basic primitives is performed exactly as in existing modeling techniques used in dynamic timing simulators (ILLIADS2 [17] and IDSIM2 [22] ). The implementation of the proposed method is briefly outlined in the rest of the section.
Having a netlist description of a circuit the first step is circuit partitioning (Fig. 15) where individual gates have to be identified taking advantage of the unidirectional nature of MOS digital circuits. In other words, since signals applied to the gates of MOS transistors affect drain and source voltage but drain and source voltages have no effect on the transistor gate terminal voltage the circuit is first partitioned into individual MOS gates (similar to DC-connected blocks (DCCB's) in [17]). In order to determine these individual MOS gates all circuit nodes which are connected by source-drain DC paths are grouped together. Whenever a "boundary" node is reached (i.e., a power supply node or a gate terminal) no other nodes are included in this group beyond this node. For each node, paths to power supply and ground are determined. Transistors which participate in both of these paths correspond to pass transistor logic and are not included in gates.
The flowchart in Fig. 15 explains the treatment of static and dynamic CMOS gates according to the analysis that has been presented. Circuits which contain feedback loops such as cross-coupled inverters can be modeled according to the methodology of strongly connected components (SCC's) [17] , [22] and applying waveform relaxation (WR) [23] . Passtransistor topologies can be handled by mapping them to an equivalent charge sharing primitive [17] , [22] . The next step (Fig. 15) is the detection of the next phase where an input starts switching. Since all inputs at a given stage (Fig. 16 ) of a circuit are known, moving directly to the next phase improves simulation runtime. If the switching inputs lead to a conducting path from the output node to power supply or ground, the end of the input transition is determined otherwise the program moves to the next phase. At time the condition of a conducting path is checked again in order to determine whether the output will change state or a glitch will occur.
In case the output of a complex gate switches (i.e., conducting criteria are fulfilled at the beginning and the end of a phase), the gate has to be mapped to an equivalent NAND/NOR gate prior to transient simulation taking into account only transistors which belong to conducting paths. Merging of serial and parallel transistor structures begins from the inner loops (Fig. 16 ) of the complex gate and the process is repeated until a NAND/NOR gate has been formed. The order in which loops are selected for merging is shown in Fig. 17 . An equivalent input is obtained and finally the parameters of the equivalent inverter are calculated. This information is stored for the resulting transistors and is used when transient simulation of the elementary primitives begins.
It has to be noted that at each stage of the circuit the waveforms which are extracted as outputs are mapped to equivalent ramp inputs in order to feed them to the next stage. An equivalent ramp has a slope which is equal to 70% of the slope of the original waveform at the 50% point of the waveform [1] . The only timing information that is transferred to the transient analysis of the inverter macromodel (or analytical model) in addition to the inverter input is the starting point of conduction.
Simulation at elementary primitive level is performed exactly as in existing dynamic timing simulators [7] , [17] , [22] . An efficient and widely accepted timing simulator is ILLIADS2 which employs regionwise quadratic modeling (RWQ) for capturing of submicron MOS current models. The main shortcoming of fast timing simulators such as ILLIADS2 in the manipulation of complex gates are the large errors which are introduced by the merging of serially connected transistors. The proposed techniques can improve the accuracy of any dynamic timing simulator by handling more efficiently complex and NAND/NOR logic gates. Since the main algorithmic part of existing simulators will still be used and only a small overhead is added to improve merging of CMOS gates to an equivalent inverter the time penalty for this extra step is limited as shown in Table IV . In this table average execution times for SPICE, ILLIADS2 and the proposed method are given for two NAND gates and the two complex gate examples of Section VII. The time penalty indicates the percentage by which execution time is increased compared to ILLIADS2.
IX. CONCLUSIONS
In this paper, an efficient and accurate methodology for modeling CMOS gates is presented. The proposed method can be incorporated in existing timing simulators in order to improve their accuracy. The two basic structures of CMOS gates, serially and parallel connected transistors are examined. For each case an equivalent transistor is calculated so that each NAND/NOR gate can finally be replaced by an inverter whose output response matches that of the gate. The exact time point when each structure starts conducting is calculated, which has a significant effect on the accuracy of the model. Additionally, the parasitic behavior of parallel or serially connected transistors when they are conducting only the short-circuit current is modeled very efficiently. An input mapping algorithm which reduces every possible input pattern to an equivalent input signal is also introduced and the required weights of the transistor positions in a transistor chain are calculated. Finally, a method is presented for collapsing complex CMOS gates to equivalent NAND/NOR gates which then are further collapsed to an equivalent inverter. Comparisons with SPICE and ILLIADS2 have been presented to show the accuracy of the method and the improvement that can be gained by incorporating the reduction scheme in existing timing simulators. Results for deep submicron technologies (0.25 m) show the effectiveness of the method for future processes.
