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Abstract
The Navier-Stokes-Maxwell-Stefan system describes the dynamics
of an incompressible gaseous mixture in isothermal condition. In this
paper we set up an artificial compressibility type approximation. In
particular we focus on the existence of solution for the approximated
system and the convergence to the incompressible case. The existence
of the approximating system is proved by means of semidiscretization
in time and by estimating the fractional time derivative.
1 Introduction
The Navier-Stokes-Maxwell-Stefan system is used to describe the dynam-
ics of a multicomponent gaseous mixture, where the velocity of the mixture
is described via the classical Navier-Stokes equations while the diffusion of
the species, that compose the mixture, is given by the Maxwell-Stefan equa-
tions, that describes a non linear cross diffusion. For the time being it is well
known that in some situation this type of description is much more realistic
than a standard Fick’s diffusion, since with the last one, it is not possible
to model behaviours that may occur in a multicomponent mixture, see [15],
[26]. One of the possible application of the Maxwell-Stefan equations is for
example the case of a patient who has respiratory problem in the lower part
of the lung, like asthma, and a mixture of helium and oxygen is used to
help him. In this case, the Maxwell-Stefan equations predicts a benefit for
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the patient while the Fick’s law does not. For a detailed discussion on this
argument we refer to [5].
The Navier-Stokes-Maxwell-Stefan system is set up in the following way.
We consider a system of N + 1 ideal gases, in isothermal and isolated con-
ditions, with mass densities ρi, molar mass Mi and velocity ui. The molar
masses could be also different. The total mass density is ρ∗ =
∑N+1
1 ρi and
the barycentric velocity is u = (
∑N+1
i=1 ρiui)/ρ
∗.
Then the continuity equation is given by
∂tρi + div (ρiui) = 0.
For our purpose it is better to describe the velocity of a particle with respect
to the barycentric velocity, so we define the mass fluxes Ji = ρi(ui − u) and
the continuity equations can be written as
∂tρi + div (Ji + ρiu) = 0. (1.1)
Here we consider the incompressible case, where we assume ρ∗ = const.,
and for simplicity of notation we set ρ∗ = 1. Summing up (1.1) for i =
1, . . . , N + 1 we infer that
div u = 0. (1.2)
Using the fact that ρ∗ = 1, the conservation of linear momentum for the
barycentric velocity, with external forces fi = f equal for all the particles, is
given by
∂tu+ (u · ∇)u = div (−pI + σ) + f,
where −pI+σ is the tensor that describes the stresses acting on the boundary,
p is the usual pressure and σ is the viscous stress tensor. Setting σ =
ν∗(∇u+∇uT ), where for simplicity of notation we consider ν∗ = 1, we have
that
∂tu+ (u · ∇)u−∆u+∇p = f. (1.3)
To close the above relations we need equations for the velocities ui or, and
this is the case, for the mass fluxes Ji. The Maxwell-Stefan equations models
a cross-type diffusion that relates the mass fluxes Ji to the densities ρi in
a nonlinear way. In a famous experiment Duncan and Toor, see [15],
proved that the predictions of the equations fits very well with experimental
data. In particular the Maxwell-Stefan equations are very useful to describe
the uphill diffusion that simplest models, such as Fick’s diffusion, can not
describe. To write down the equations, we define the molar fractions as
xi =
ρi/Mi∑N+1
k=1 ρk/Mk
=
ρi
cMi
, (1.4)
where c =
∑N+1
k=1 ρk/Mk, and in general is not a constant. Notice that by
definition it holds that
∑N+1
i=1 xi = 1.
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In our particular case of ideal, isolated and isothermal conditions with equal
forces acting on the mixture, the Maxwell-Stefan equations are given by
∇xi = −
N+1∑
k=1
ρkJi − ρiJk
c2MiMkDik
, i = 1, . . . , N + 1, (1.5)
where Dij are the diffusion coefficients. For a detailed discussion on the
thermodynamical derivation of the Maxwell-Stefan equations we refer to [3],
but them can be also derived from a BGK-type collision operator, see [1].
The Navier-Stokes-Maxwell-Stefan system is given by the following set
of equations:
∂tρi + div (Ji + ρiu) = 0, in Ω, t > 0 (1.6)
∇xi = −
N+1∑
k=1
ρkJi − ρiJk
c2MiMkDik
, i = 1, . . . , N + 1, (1.7)
∂tu+ (u · ∇)u−∆u+∇p = f, (1.8)
div u = 0, (1.9)
where Ω ⊂ Rd (d ≤ 3) is a bounded domain. The initial and boundary
conditions are
ρi(·, 0) = ρ0i , u(·, 0) = u0 in Ω,
∇ρi · ν = 0, u = 0 on ∂Ω.
(1.10)
The system (1.6)-(1.9) was analysed by Chen, Jüngel and Stelzer in [7] and
[18]. They have obtained the existence of global weak solution and expo-
nential decay to the stationary state. The main idea of their paper is to
introduce the so called entropy variables, to prove lower and upper bounds
for the densities without using maximum principles.
In this paper we will study the system (1.6)-(1.9) from a different point
of view. Since it is well known that the incompressibility constraint (1.9)
is very expensive for numerical simulation, we construct an approximation
which relaxes the condition (1.9). In fact Chorin [8], [9], Témam [23], [24]
and Oskolkov [21] introduced the so called artificial compressibility method
in a bounded domain. The idea is to consider the pressure as function of
the density and linearize this relation. Then, writing down the continuity
equation in terms of the pressure, and considering only the linear part we
obtain that
ε∂tp+ div u = 0,
where ε has the dimension of the Mach number.
Notice that since we lose the divergence free condition, we may have some
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problem such as the increase of the total energy. Therefore, in order to avoid
this paradox, we need to change the other equations of the system and we
add some corrections terms that in the limit as ε→ 0 will vanish.
The goal of this paper is to show the convergence as ε → 0 of the weak
solutions of the artificial compressibility system (2.12)-(2.15) towards the
weak solutions of the Navier-Stokes-Maxwell-Stefan system (1.6)-(1.9).
The main stumbling block in the proof of this convergence result is to get
the compactness in time for the velocity field. As we will see later on, this
will be done by estimating the fractional time derivative of the velocity u.
It is important to point out that we will deal directly with the different quo-
tient, without introducing a linear interpolation of the discretized solution,
as usually done (see for example [25]).
For completeness we mention that the artificial compressibility approx-
imation was also used in the case of the whole domain [10] and exterior
domain [12] for the Navier-Stokes equation, and modified in a suitable way
in the case of the Navier-Stokes-Fourier system [11] and the MHD equations
[13].
The paper is organized as follows. In Section 2 we first rewrite the
system (1.6)-(1.9) in a more convenient way and then we set up the arti-
ficial compressibility approximation system (2.12)-(2.15). Then we state the
main results: Theorem 2.1, where we prove the global existence for the ap-
proximated solution and Theorem 2.2, where we get the convergence of the
approximated system to the original one.
In Section 3 we recall some mathematical result that we need. In partic-
ular in (3.8) we recover the entropy variables and their properties.
In Section 4 we prove Theorem 2.1 via semidiscretization in time, that
for the approximated Navier-Stokes equations is of interest by itself.
Finally, Section 5 is devoted to the proof of Theorem 2.2.
2 Statement of the problem and main results
The aim of this paper is to define the artificial compressibility approxima-
tion for the system (1.6)-(1.9). First of all, we rewrite the equations (1.6) and
(1.7) in order to be handled in a more easier way. Define ρ = (ρ1, . . . , ρN+1)
T
and similarly J and x. Then we write (1.6) and (1.7) as follows
∂tρ+ (u · ∇)ρ+ div (J) = 0, (2.1)
∇x = −A(ρ)J, (2.2)
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where the matrix A(ρ) = (Aij)
j
i , setting dij = 1/(c
2MiMjDij), is defined as
Aij = −dijρi if i 6= j, i, j = 1, . . . , N + 1,
Aii =
N+1∑
k=1,k 6=i
dikρk if i = 1, . . . , N + 1.
(2.3)
In addition it is possible to reduce (2.1) and (2.2), to the firstN species, using
the relation ρN+1 = 1 −
∑N
i=1 ρi. Define ρ
′ = (ρ1, . . . , ρN ) and similarly x
′
and J ′. Introduce the following auxiliary matrix
P = IN+1 + eN+1 ⊗ e˜, P−1 = IN+1 − eN+1 ⊗ e˜ (2.4)
where {ei}N+1i=1 is the canonical basis of RN+1, as column vectors, and we
set e˜ =
∑N
i=1 ei. Now let v ∈ RN+1 such that vN+1 = 1 −
∑N+1
i=1 vi, then
it holds that Pv = (v1, . . . , vN , 0)
T . So applying on the left P , to equations
(2.1) and (2.2), using the linearity of the operators and the incompressibility
condition, a standard computation shows that (2.1) and (2.2) are equivalent
to the following,
∂tρ
′ + (u · ∇)ρ′ + div J ′ = 0, (2.5)
∇x′ = −A0(ρ′)J ′, (2.6)
where the matrix A0(ρ
′) = (A0ij)
j
i , recalling that dij = 1/(c
2MiMjDij), is
given by
A0ij = −(dij − di,N+1)ρi if i 6= j, i, j = 1, . . . , N,
A0ii =
N∑
k=1,k 6=i
(dik − di,N+1)ρk + di,N+1 for i = 1, . . . , N.
(2.7)
Hence the Navier-Stokes-Maxwell-Stefan system in the incompressible case,
when reduced to the first N species, is the following
∂tρ
′ + (u · ∇)ρ′ + div J ′ = 0, in Ω, t > 0 (2.8)
∇x′ = −A0(ρ′)J ′, (2.9)
∂tu+ (u · ∇)u−∆u+∇p = f, (2.10)
div u = 0. (2.11)
Now we are ready to set up the artificial compressibility approximation
for (2.8)-(2.11). For the Navier-Stokes part (2.10)-(2.11) we consider the
usual approximation, as in [25], while in the equation for densities (2.8), to
control the growth of the entropy functional, we need to add a new term.
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Finally, the artificial compressibility approximation system, written for
the first N species, reads as
∂tρ
′
ε + uε · ∇ρ′ε + (div uε)ρ′ε + div (J ′ε) = 0, in Ω, t > 0, (2.12)
∇x′ε = −A0(ρ′ε)J ′ε, (2.13)
∂tuε + uε · ∇uε + 1
2
(div uε)uε −∆uε +∇pε = f (2.14)
ε ∂tpε + div uε = 0, (2.15)
where Ω ⊂ Rd (d ≤ 3) is a bounded domain with the following initial and
boundary conditions
ρε,i(·, 0) = ρ0i , uε(·, 0) = u0 pε(·, 0) = p0 in Ω,
∇ρε,i · ν = 0, uε = 0 on ∂Ω.
(2.16)
As we will see the two corrections terms (div uε)ρ
′
ε and (1/2)(div uε)uε
will allow us to control the growth of the entropy functional and will avoid
the increase of the total energy respectively, both due to the loss of the in-
compressibility constraint (2.11).
In this paper we prove the existence of solutions for the system (2.12)-(2.15),
via semidiscretization in time, that for the approximated Navier-Stokes equa-
tions as far as we know has some new aspect. Then we prove the convergence,
as ε→ 0, to the system (2.8)-(2.11).
Before stating our main theorems, we introduce the following spaces.
Let Ω ⊂ Rd be a bounded domain with ∂Ω ∈ C1,1 and let
D(Ω;Rn) = { ϕ ∈ C∞0 (Ω;Rn), for n ∈ N } ,
H =
{
u ∈ L2(Ω,Rd) : div u = 0, u · ν
∣∣∣ ∂Ω = 0 } ,
V =
{
u ∈ H10 (Ω,Rd) : div u = 0
}
,
V2 = V ∩H2(Ω,Rd),
H˜2(Ω,RN ) =
{
q ∈ H2(Ω,RN ) : ∇q · ν ∣∣ ∂Ω = 0 } ,
Hγ
(
0, T ;H10 (Ω), L
2(Ω)
)
=
{
u : ‖u‖L2(0,T ;H1
0
(Ω)) + ‖|s|γ uˆ‖L2(0,T ;L2(Ω)) < +∞
}
,
(2.17)
where uˆ is the Fourier transform in time defined as
uˆ(s) =
∫
R
e−2πistu(t)dt. (2.18)
Theorem 2.1 (Global existence). For any ε > 0, let d = 1, 2, 3, T >
0, Dij = Dji > 0, for i, j = 1, ..., N + 1, i 6= j. Suppose that f ∈
L2(0, T ;H−1(Ω)), u0 ∈ H, p0 ∈ L2(Ω) and take ρ01, ..., ρ0N+1 ∈ L1(Ω) be
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nonnegative functions which satisfy
∑N+1
1 ρ
0
i = 1 and h(ρ0) < +∞, where
ρ0 = (ρ
0
1, ..., ρ
0
N ) and h is defined in (3.7). Then there exists a global weak
solution (uε, pε, ρε,1, ..., ρε,N+1)) to (2.12)-(2.15) (in the sense given in (4.1),
(4.3)) such that ρε,i ≥ 0,
∑N+1
1 ρε,i = 1 in Ω× (0, T ), and
uε ∈ L∞(0, T ;L2(Ω)) ∩Hγ(0, T ;H10 (Ω), L2(Ω)), for any 0 < γ < 1/4,
ρε,i ∈ L2(0, T ;H1(Ω)), ∂tρε,i ∈ L2(0, T ; H˜2(Ω)′), i = 1, ...N + 1,
pε ∈ L∞(0, T ;L2(Ω)), ∂tpε ∈ L2(0, T ;L2(Ω)).
The hypothesis on h(ρ0) means we are assuming finite entropy initial
condition. The Theorem 2.1 will be proved in Section 4 via semidiscretiza-
tion in time of the system (2.12)-(2.15). For the densities we will follow
the idea of Chen, Stelzer and Jüngel, [7], [18] that is to introduce the
entropy variables and prove the existence via fixed point and compactness
arguments, without using a maximum principle.
The convergence theorem that justify the approximation is stated as
follows.
Theorem 2.2 (Convergence to the original system). There exists a sequence
{uε′ , pε′ , ρε′} of weak solution to the problem (2.12)-(2.15), given by Theorem
2.1, such that for ε′ → 0 we have that
uε′ → u in L2(0, T ;L2(Ω)) strongly,
L2(0, T ;H10 (Ω)) weakly,
∇pε′ ⇀ ∇p in L2(0, T ;H−1(Ω)) weakly,
ρε′ → ρ in L2(0, T ;L2(Ω)) strongly,
L2(0, T ;H1(Ω)) weakly,
where (u, ρ) is some weak solution to (2.8)-(2.11), and p denotes the associ-
ated pressure to the Navier-Stokes equations.
The Theorem 2.2 will be a consequence of some uniform in ε estimates
that we obtain while proving the existence of the approximating solutions,
and we prove it Section 5.
Before proving these results, in the next section we recover some mathe-
matical properties that we need in the sequel.
3 Mathematical Tools
We divide the discussion into two subsection, we begin by recalling some
general mathematical result and then we recover important mathematical
properties specific of the model under consideration.
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3.1 General mathematical result
First of all we define an operator and state some property of it, for the
detailed discussion we refer to [25, Chapter III, §8]
Definition 3.1. Let Ω ⊂ Rd a bounded domain. Given u ∈ H10 (Ω) and
v,w ∈ H1(Ω), we define the following trilinear form:
bˆ(u, v, w) =
∫
Ω
(u · ∇v) · w dz + 1
2
∫
Ω
(div u)v · w dz. (3.1)
Then the operator bˆ has the following properties.
Lemma 3.2. Let Ω ⊂ Rd a bounded domain. Given u ∈ H10 (Ω) and v, w ∈
H1(Ω), then we have the following properties:
bˆ(u, v, w) =
1
2
(∫
Ω
(u · ∇v) · w dz −
∫
Ω
(u · ∇w) · v dz
)
, (3.2)
bˆ(u, v, w) ≤ C(Ω)‖u‖H1
0
(Ω)‖v‖H1(Ω)‖w‖H1(Ω), (3.3)
bˆ(u, v, w) = −bˆ(u,w, v), (3.4)
bˆ(u, v, v) = 0. (3.5)
We recover also a consequence of the Brouwer’s fixed point theorem.
Lemma 3.3. Let X be a finite dimensional Hilbert space, with scalar product
〈·, ·〉 and norm ‖·‖. Let P : X → X a continuous map such that
〈P (x), x〉 > 0 for ‖x‖ = k > 0.
Then there exist x¯ ∈ X with ‖x¯‖ < k such that
P (x¯) = 0.
This Lemma will be useful in the proof of existence for the Navier-Stokes
part of our system.
The compactness in time for the velocity is proved by the Fourier trans-
form. In particular we will need to control the behaviour at infinity of the
Fourier transform of a compactly supported function. In general we have
the Paley-Wiener Theorem, but here we state and prove only the particular
case that we will use.
Lemma 3.4. Consider ϕ ∈ C∞0 (R) and assume that supp ϕ ⊂ [−R,R].
Then for any N > 0 it holds that
|ϕ̂(s)| ≤ CR(1 + |s|)−N .
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Proof. By definition of the Fourier transform, we have that for any N > 0,
(−2πis)N ϕ̂(s) =
∫ R
−R
dN
dtN
(e−2πist)ϕ(t)dt = (−1)N
∫ R
−R
e−2πistϕ(N)(t)dt,
where with ϕ(N) we denote de N -th derivative. So we have that
|ϕ̂(s)| ≤ C(1 + |s|)−N
∫ R
−R
|ϕ(N)(t)|dt ≤ CR(1 + |s|)−N ,
where the last inequality is true since ϕ(N) ∈ C∞0 (R).
Next we state here the version of Leray-Schauder fixed point Theorem
that we use for the existence of the densities.
Theorem 3.5 (Leray-Schauder fixed point theorem). Let X be a Banach
space and T : X × [0, 1] → X a compact map such that
• T (x, 0) = 0 for each x ∈ X,
• there exists a constant M > 0 such that for each pair (x, γ) ∈ X× [0, 1]
which satisfies x = T (x, γ), we have
‖x‖ < M.
Then x is a fixed point of the map T1 : X → X given by T1y = T (y, 1), y ∈
X.
Now we recall also a classical compactness theorem involving fractional
derivatives.
Theorem 3.6. Let X, B and Y be Banach spaces such that the embedding
X →֒ B is compact and the embedding B →֒ Y is continuous. Let K ⊂ R be
a compact set.
Then for any γ > 0, Hγ(K;X,Y ) is compactly embedded in L2(K;B).
For details see [22, Corollary 5], or [25, Ch.III, §2, Theorem 2.2].
Finally we present a version of the Aubin-Lion’s Lemma given by M.
Dreher and A. Jüngel in [14, Theorem 1], that is very useful for the
compactness in time for the densities. The notation will be the following, let
T > 0, N ∈ N, τ = T/N , and set tk = kτ , k = 0, . . . , N . Furthermore, let
(Shu)(x, t) = u(x, t− h), t ≥ h > 0,
be the shift operator.
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Theorem 3.7. Let X, B and Y be Banach spaces such that the embedding
X →֒ B is compact and the embedding B →֒ Y is continuous. Furthermore,
let either 1 ≤ p < ∞, r = 1 or p = ∞, r > 1, and let {vτ} be a sequence of
functions, which are constant on each subinterval (tk−1, tk), satisfying
1
τ
‖vτ − Sτvτ‖Lr(τ,T ;Y ) + ‖vτ‖Lp(0,T ;X) ≤ C0 for all τ > 0, (3.6)
where C0 > 0 is a constant which is independent of τ . If p < ∞, then {vτ}
is relatively compact in Lp(0, T ;B).
If p = ∞, there exists a subsequence of {vτ} which converges in each space
Lq(0, T ;B), 1 ≤ q <∞, to a limit which belongs to C0([0, T ];B).
This theorem is an extension of the Aubin-Lion’s particularly useful for
proof involving discretization in time, because we do not need estimates on
the shifting uniform in τ . It is enough to consider Sτuτ and not Shuτ as
in the Aubin-Lion’s Lemma. In particular Theorem 3.7 avoids to construct
explicitly a linear interpolation of uτ necessary for the classical Aubin-Lion’s
Lemma.
3.2 Mathematical properties of the model
We recover some useful properties of the system (2.12)-(2.15), for the
proofs and a detailed discussion we refer to [7] and [18].
Lemma 3.8. The matrix A0 is invertible and the elements of its inverse
A−10 are uniformly bounded in ρ1, . . . , ρN ∈ [0, 1]
This Lemma follows by using the Perron-Frobenius theory, see [18, Lemma
2.1, Lemma 2.3].
Now we define the entropy variables, we start by introducing the entropy
density, or Gibbs free energy, that is
h(ρ′) = c
N+1∑
i=1
xi lnxi, (3.7)
where xi is defined in (1.4), c =
∑N+1
k=1 ρk/Mk, that is not a constant, and
thanks to the relation ρN+1 = 1−
∑N
k=1 ρk, we interpret the last species as
function of the previous one.
The entropy variables are defined as the derivative of h with respect to the
densities ρi.
Lemma 3.9. The entropy variables are given by
wi =
∂h(ρ′)
∂ρi
=
lnxi
Mi
− lnxN+1
MN+1
, i = 1, . . . , N. (3.8)
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The equality (3.8) follows from a standard computation.
It can be proven that we can invert the relation (3.8), and also the definition
of the molar concentrations, that we recall is xi = ρi/(cMi), can be inverted.
These two properties are given in [7, Lemma 6, Lemma 7], and by combining
these results we get the following.
Lemma 3.10. Let w = (w1, . . . , wN ) ∈ RN be given. Then there exists
unique (ρ1, . . . , ρN ) ∈ (0, 1)N satisfying
∑N
i=1 ρi < 1 such that (3.8) holds
for ρN+1 = 1 −
∑N
i=1 ρi, xi = ρi/(cMi) and c =
∑N+1
i=1 ρi/Mi. In addition
the mapping RN → (0, 1)N , ρ′(w) = (ρ1, . . . , ρN ), is bounded.
Remark 3.11. Observe that we can invert (3.8) to obtain only positive
densities.
A characterization of the Hessian of h(ρ′) with respect to the densities is
given by
Hij :=
∂2h(ρ′)
∂ρi∂ρj
=
∂wi
∂ρj
=
δij
Miρi
+
1
MN+1ρN+1
− 1
c
(
1
Mi
− 1
MN+1
)(
1
Mj
− 1
MN+1
)
,
(3.9)
for i, j = 1, . . . , N , and where δij is the Kronecker delta.
The following Lemma states the convexity of the entropy, for the proof see
[7, Lemma 9].
Lemma 3.12. The matrix (Hij), whose elements are defined in (3.9), is
symmetric and positive definite for all ρ1, . . . , ρN > 0 satisfying
∑N
i=1 ρi < 1
Now we define the following matrix, that represent the derivative of wi
with respect to xj,
Gij :=
∂wi
∂xj
=
1
MN+1xN+1
+
δij
Mixi
= c
(
1
ρN+1
+
δij
ρi
)
, i, j = 1, . . . , N.
(3.10)
Then we recall an important Lemma given in [7, Lemma 10].
Lemma 3.13. It holds for all ρ1, . . . , ρN > 0 satisfying ρN+1 = 1−
∑N
i=1 ρi >
0:
(i) The matrix G(ρ′) = (Gij) and its inverse G
−1(ρ′) are positive definite.
(ii) ∇w(ρ′) = G(ρ′)∇x′(ρ′).
(iii) The elements of the N × N matrix dρ′/dx′ = (∂ρi/∂xk) are bounded
by a constant which depends only on the molar masses Mi.
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(iv) The N × N matrix B(ρ′) = A−10 (ρ′)G−1(ρ′) is symmetric, positive
definite, and its elements are uniformly bounded.
Remark 3.14. Notice that thanks to Lemma 3.8, we can plug the equation
(2.13) into (2.12), and rewrite it in terms of the entropy variables, namely
∂tρ
′(wε) + uε · ∇ρ′(wε) + (div uε)ρ′(wε)− div (B(wε)∇wε) = 0. (3.11)
We point out that because of [Lemma 3.13, (iv)], we have the positiveness
of the matrix B(w), while for the matrix A−10 (ρ
′) in general we do not have
such a strong property. In addition it is possible to be very precise on the
positiveness of B(w) in a relevant particular case.
Lemma 3.15. Let w ∈ H1(Ω). Then there exists a constant CB > 0, only
depending on the coefficients Dij and Mi such that∫
Ω
∇w : B(w)∇w dz ≥ CB
∫
Ω
|∇√x|2 dz. (3.12)
For the proof see [7, Lemma 12].
Finally we have the computation that justify the introduction of the
new term in the equation (2.12).
Lemma 3.16. Let wi given as in (3.8), w = (w1, . . . , wN )
T and ρ′(w) ob-
tained by Lemma 3.10. Then if w ∈ H1(Ω), for any u ∈ H10 (Ω) we have
that
bˆ(u, ρ′(w), w) +
1
2
∫
Ω
div u
(
ρ′(w) · w)dz = − ∫
Ω
div u
(
lnxN+1(ρ
′(w))
MN+1
)
dz,
(3.13)
where bˆ is defined in (3.1) and xN+1(ρ
′(w)) is given by Lemma 3.10.
Remark 3.17. From the Lemma 3.16 it is now more clear how the addition
of the term (div u)ρ′, in the equation (2.12), helps to overcome the loss of the
divergence free constraint. In fact the left hand side of (3.13) is estimated
by a reminder term that, as we will see later on, is bounded in some suitable
space.
Proof. By the definition of bˆ given in (3.1) and the property (3.4), we infer
that
bˆ(u, ρ′(w), w) +
1
2
∫
Ω
div u
(
ρ′(w) · w)dz = − ∫
Ω
(u · ∇w) · ρ′(w)dz. (3.14)
Now we handle the right hand side of (3.14). By using (3.8) and (1.4), we
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get
−
∫
Ω
(u · ∇w) · ρ′(w)dz = −
N∑
i=1
∫
Ω
(u · ∇wi)ρi(w)dz
= −
N∑
i=1
∫
Ω
ρi(w)u ·
( ∇xi
Mixi
− ∇xN+1
MN+1xN+1
)
dz
= −
N∑
i=1
∫
Ω
cu · ∇xidz +
∫
Ω
N∑
i=1
ρi(w)
u · ∇xN+1
MN+1xN+1
dz.
(3.15)
Then, since
N∑
i=1
ρi = 1− ρN+1 and
N+1∑
i=1
xi = 1, we have that
∫
Ω
N∑
i=1
ρi(w)
u · ∇xN+1
MN+1xN+1
dz =
∫
Ω
(
1− ρN+1(w)
MN+1xN+1
)
u · ∇xN+1
=
1
MN+1
∫
Ω
u · ∇(lnxN+1)dz −
∫
Ω
cu · ∇xN+1dz
= −
∫
Ω
div u
(
lnxN+1
MN+1
)
dz +
N∑
i=1
∫
Ω
cu · ∇xidz.
(3.16)
Combining (3.15) and (3.16), we end up with
−
∫
Ω
(u · ∇w) · ρ′(w)dz = −
∫
Ω
div u
(
lnxN+1
MN+1
)
dz. (3.17)
Now we are ready to prove the Theorems.
4 Proof of Theorem 2.1
Let us define the notion of weak solution for the system (2.12)-(2.15).
Definition 4.1. We say that (uε, pε, ρε) is a weak solution to (2.12)-(2.15)
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if for any v ∈ C∞0 (Ω × [0, T );Rd), r ∈ C∞0 (Ω× [0, T );R) we have that
−
∫ T
0
∫
Ω
uε · ∂tv dzdt+
∫ T
0
bˆ(uε, uε, v) dt+
∫ T
0
∫
Ω
∇uε : ∇v dzdt
+
∫ T
0
∫
Ω
∇pε · v dzdt =
∫
Ω
u0 · v(·, 0) dz +
∫ T
0
∫
Ω
f · v dzdt, (4.1)
−ε
∫ T
0
∫
Ω
pε∂tr dzdt+
∫ T
0
∫
Ω
(div uε)r dzdt =
∫
Ω
p0w(·, 0) dz. (4.2)
While ρ has to satisfy that for any q ∈ C∞0 (Ω¯×[0, T );RN ) with ∇q ·ν|∂Ω = 0,
−
∫ T
0
∫
Ω
ρ′ε · ∂tq dzdt+
∫ T
0
∫
Ω
∇q : A−10 (ρ′ε)∇x′(ρ′ε) dzdt
+
∫ T
0
bˆ(uε, ρ
′
ε, q) dt+
1
2
∫ T
0
∫
Ω
div uε
(
ρ′ε · q
)
dz
=
∫
Ω
(ρ′)0 · q(·, 0)dz.
(4.3)
where (ρ0)
′ = (ρ01, ..., ρ
0
N ) and the matrix A0 is defined in (2.7).
Observe that thanks to Lemma 3.8, we plug equation (2.13) into (2.12)
and then define the notion of weak solution.
To prove the Theorem 2.1, we firstly set up the semidiscretization in time
for the whole system and prove the existence of an approximating solution.
Then we prove a priori estimates and finally we pass to the limit.
4.1 Approximated problems
From now on we will use the following notation, let u, v ∈ Rn and A,B ∈
R
n×n, for any n ∈ N, then∫
Ω
u · v dz = 〈u, v〉,
∫
Ω
A : B dz = 〈A,B〉.
Consider M ∈ N and set τ = T/M . Let k = 1, . . . ,M . Define
fk−1 =
1
τ
∫ kτ
(k−1)τ
f(t, ·)dt, for any k = 1, . . . ,M. (4.4)
Since we want to solve our problem via entropy variables, in order to have
some regularity properties we have to define a regularized semidiscretization
version of the equation (3.11). For the equation (2.14) and (2.15), we proceed
as for the Navier-Stokes. Hence the semidiscretization for the system (2.12)-
(2.15) is defined as follows.
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Given uk−1ε ∈ L2(Ω;Rd), pk−1ε ∈ L2(Ω;R) and wk−1ε ∈ L∞(Ω;RN ), we
want to solve the following problems: for any v ∈ H10 (Ω;Rd), r ∈ L2(Ω;R)
and q ∈ H˜2(Ω;RN )
〈u
k
ε − uk−1ε
τ
, v〉+ bˆ(ukε , ukε , v) + 〈∇ukε ,∇v〉+ 〈∇pkε , v〉 = 〈fk, v〉, (4.5)
ε〈p
k
ε − pk−1ε
τ
, r〉+ 〈div ukε , r〉 = 0, (4.6)
〈ρ
′(wkε )− ρ′(wk−1ε )
τ
, q〉+ 〈∇q,B(wkε )∇wkε 〉+ bˆ(ukε , ρ′(wkε ), q)
+
1
2
〈(div ukε)ρ′(wkε ), q〉+ λ
[〈∆wkε ,∆q〉+ 〈wkε , q〉] = 0.
(4.7)
Our first purpose is to prove the existence of a solution (ukε , p
k
ε , w
k
ε ) to
(4.5)-(4.7), and then define the approximated solution in time.
We will obtain estimates on the velocity field by only using the equations
(4.5) and (4.6). To prove the existence of a solution for the equation (4.7),
it will be sufficient to have an H10 (Ω) bound for the velocity u
k
ε . For this
reason we start by proving the existence of a solution (ukε , p
k
ε) to equations
(4.5) and (4.6).
4.1.1 Existence of (ukε , p
k
ε)
We resume the existence result in the following proposition.
Proposition 4.2. Let uk−1ε ∈ L2(Ω) and pk−1ε ∈ L2(Ω). Then there exist a
solution (ukε , p
k
ε) to (4.5) and (4.6) such that u
k
ε ∈ H10 (Ω), pkε ∈ L2(Ω).
Proof. We use the Galerkin procedure. Consider an orthonormal basis {vi}
ofH10 (Ω;R
d), where vi ∈ D(Ω;Rd), and an orthonormal basis {ri} of L2(Ω;R),
with ri ∈ D(Ω;R), and D(Ω; ·) is defined in (2.17)1.
For each m ∈ N, we define an approximating solution ukε,m, pkε,m by projec-
tion on the first m-elements of the basis,
ukε,m =
m∑
i=1
αiε,mvi, for α
i
ε, m ∈ R
pkε,m =
m∑
j=1
βjε,mrj, for β
j
ε,m ∈ R.
In the following computations, for simplicity of notation, we omit the sub
index ε.
For any v ∈ span{v1, . . . , vm} and r ∈ span{r1, . . . , rm}, we have to find
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a solution of
〈u
k
m − uk−1
τ
, v〉+ bˆ(ukm, ukm, v) + 〈∇ukm,∇v〉+ 〈∇pkm, v〉 = 〈fk, v〉, (4.8)
ε〈p
k
m − pk−1
τ
, r〉+ 〈div ukm, r〉 = 0, (4.9)
We observe that (4.8) and (4.9) are nonlinear equations for the coefficients
of ukm and p
k
m. We will use Lemma 3.3 to solve it. Define
X = span{v1, . . . , vm}, Y = span{r1, . . . , rm},
then X × Y , equipped with the scalar product induced in the standard way,
is a finite dimensional Hilbert space. Then for any (φm, ψm) ∈ X × Y , we
define the following map, P : X × Y → X × Y ,
P
(
φm
ψm
)
=

πX
(φm − uk−1
τ
+ (φm · ∇)φm + (1/2)(div φm)φm +∇ψm −∆φm − f
)
πY
(
ε
ψm − pk−1
τ
+ div φm
)

 ,
where πX and πY are the projections from H
1
0 (Ω;R
n) and L2(Ω;R) onto X
and Y respectively. P is continuous since it is the composition of continuous
operators.
In order to check the hypothesis of Lemma 3.3, let us take ξm = (φm, ψm) ∈
X × Y . Thanks to property (3.5) of bˆ and by integration by parts, we have
that
〈P (ξm), ξm〉X×Y =〈φm − u
k−1
τ
, φm〉+ bˆ(φm, φm, φm) + 〈∇ψm, φm〉
+ 〈∇φm,∇φm〉 − 〈fk, φm〉
+ ε〈ψm − p
k−1
τ
, ψm〉+ 〈div φm, ψm〉
=
1
τ
‖φm‖2 + ε
τ
‖ψm‖2 + ‖∇φm‖2
− 1
τ
〈uk−1, φm〉 − ε
τ
〈pk−1, ψm〉 − 〈fk, φm〉.
Then we get that
〈P (ξm), ξm〉X×Y ≥ 1
τ
‖φm‖
(‖φm‖−‖uk−1‖−τ‖fk‖)+ ε
τ
‖ψm‖
(‖ψm‖−‖pk−1‖).
(4.10)
Now by choosing properly1 a constant C > 0, that depends only on given
quantities, we get that
〈P (ξ), ξ〉 > 0 for ‖ξ‖X×Y = ‖φm‖X + ‖ψm‖Y = C. (4.11)
1To choose properly the constant C, observe that if we impose to zero the right hand
side of (4.10), for any fixed ε > 0 we have an equation like x(x− a) + εy(y− b) = 0, with
a, b > 0 given. But this equation represent an ellipse, and so the condition in (4.11) is
reduced to find a constant C > 0, such that the straight line x+ y = C, for x, y > 0, lies
entirely in the exterior of the ellipse, and this is possible since the ellipse is bounded.
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Then by Lemma 3.3 there exist a point ξ¯ = (φ¯, ψ¯) such that P (ξ¯) = 0. This
means that ξ¯ is a solution for (4.8)-(4.9), then set (ukm, p
k
m) = ξ¯ .
To perform the limit m → ∞, we need some uniform estimate on m
for (ukm, p
k
m). We test (4.8) against u
k
m and (4.9) against p
k
m and sum up. By
using (3.5) and integrating by parts, we have that
〈ukm − uk−1, ukm〉+ ε〈pkm − pk−1, pkm〉+ τ‖∇ukm‖2 = τ〈fk, ukm〉,
Then by using the relation
2〈a− b, a〉 = ‖a‖2 − ‖b‖2 + ‖a− b‖2,
we get that
‖ukm‖2 + ε‖pkm‖2+2τ‖∇ukm‖2 + ‖ukm − uk−1‖2 + ε‖pkm − pk−1‖2
= ‖uk−1‖2 + ε‖pk−1‖2 + 2τ〈fk, ukm〉
≤ ‖uk−1‖2 + ε‖pk−1‖2 + 2τCp‖fk‖‖∇ukm‖
≤ ‖uk−1‖2 + ε‖pk−1‖2 + C2pτ‖fk‖2 + τ‖∇ukm‖2,
(4.12)
where the last inequalities follows from Poincaré and Young’s inequalities.
So as m→∞, we have that up to subsequences,
ukmj → ukε strongly in L2(Ω),
weakly in H10 (Ω),
pkmj ⇀ p
k
ε weakly in L
2(Ω).
Hence (ukε , p
k
ε) is a solution of (4.5)-(4.6).
4.1.2 Existence of wkε
In this section we prove the existence of a solution for (4.7), where ukε is
the solution to (4.5) and (4.6) given by Proposition 4.2.
First of all we notice that due to Lemma (3.10), we can invert the entropy
variables to obtain strictly positive densities, for this reason we need to
introduce a new space.
For 0 < α < 1 and define
Yα =
{
q = (q1, . . . , qN ) ∈ L∞(Ω;RN ) : qi ≥ α for i = . . . , N,
qN+1 = 1−
N∑
i=1
qi ≥ α
}
.
First we prove the existence of an approximating solution in the case of
strictly positive initial densities, then we will see how to overcome this re-
striction.
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Lemma 4.3. Let αk−1 ∈ (0, 1) and ρk−1 ∈ Yαk−1 with ρk−1 = ρ′(wk−1).
Then there exist αk ∈ (0, 1) and wkε ∈ H˜2(Ω;Rn) which solves (4.7) satisfying
ρ′(wkε ) ∈ Yαk .
Remark 4.4. The result that we obtain has the same structure of the one
obtained by Chen, X. and Jüngel, A. in [7], and we will follow the same
outline to prove it. But in our case we have to deal with the div uε, since we
do not have the divergence free condition. In the proof it will be more clear
why it is essential to add the term (div uε)ρ
′
ε in (2.12) to bound the entropy
variables.
Proof. We have to solve the implicit problem (4.7). For this purpose we will
set up a fixed point procedure. We define a map T : X × [0, 1] → X, in a
suitable Banach space X, that associates to the fixed unknowns the solution
that we find by means of the Lax-Milgram lemma. Finally we conclude by
checking the hypothesis to apply the Leray-Schauder fixed point Theorem
3.5, for the map T . For this part will be important the term that we have
introduced to balance the presence of the divergence of the velocity field.
Let w¯ ∈ L∞(Ω;RN ) and γ ∈ [0, 1]. For any w, q ∈ H˜2(Ω;Rn), we
define
a2(w, q) = λ
[〈∆w,∆q〉+ 〈w, q〉]+ 〈∇q,B(w¯)∇w〉, (4.13)
F2(q) = −γ
τ
〈ρ′(w¯)− ρk−1, q〉
−γ
[
bˆ(ukε , ρ
′(w¯), q) +
1
2
〈(div ukε)ρ′(w¯), q〉
]
.
(4.14)
We want to prove that there exists a unique w ∈ H˜2(Ω;Rn) which solves
a2(w, q) = F2(q) for any q ∈ H˜2(Ω;Rn). (4.15)
From (4.14), we deduce that F2(·) is a linear operator. To prove that it is
bounded, first we notice that ukε is in H
1
0 (Ω), then we use the boundedness of
ρ′(w¯) and the continuity of bˆ, given in Lemma 3.10 and in (3.3) respectively.
From (iv) in Lemma 3.13 we have that the bilinear form a2(·, ·) is bounded
and that B(w¯) is positive definite. So it follows that
a2(w,w) ≥ C‖w‖H2(Ω),
hence a2(·, ·) is a bounded bilinear coercive operator. Then the Lax-Milgram
Lemma provides the existence of a unique solution w in H˜2(Ω;Rn) to the
equation (4.15).
To conclude the proof of Lemma 4.3, we apply the Leray-Schauder fixed
point Theorem 3.5. Define a map T : L∞(Ω;RN )× [0, 1] → L∞(Ω;RN ),
T (w¯, γ) = w, where w solves (4.15).
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By construction, T (w¯, 0) = 0 for all w¯ ∈ L∞(Ω;RN ). Recalling that H2(Ω)
is compactly embedded in L∞(Ω), we have also that T is compact.
To apply Leray-Schauder Theorem 3.5, it remains to prove that there exists
a constant C > 0 such that ‖w‖L∞(Ω) ≤ C for all (w, γ) ∈ L∞(Ω;RN ) ×
[0, 1] satisfying the fixed point problem w = T (w, γ). Such fixed point w ∈
L∞(Ω;RN ) solves (4.15) with w¯ replaced by w. Take w ∈ H˜2(Ω;RN ) as a
test function and from Lemma 3.16 we get
F2(w) =− γ
τ
〈ρ′(w)− ρk−1, w〉
− γ
[
bˆ(ukε , ρ
′(w), w) +
1
2
〈(div ukε)ρ′(w), w〉
]
=− γ
τ
〈ρ′(w)− ρk−1, w〉
+
γ
MN+1
〈div ukε , lnxN+1(ρ′(w))〉,
(4.16)
and we point out that here is where we strongly use the new term in equation
(2.12). Now by using (4.16), the relation a2(w,w)−F2(w) = 0 is equivalent
to
γ
τ
〈ρ′(w)− ρk−1, w〉 + λ‖w‖2H2(Ω)
+ 〈∇w,B(w)∇w〉 = γ
MN+1
〈div ukε , lnxN+1(ρ′(w))〉.
(4.17)
By Lemma 3.12 the entropy density h, defined in (3.7), is convex. So we get
h(ρ′(w))− h(ρk−1) ≤ ∂h
∂ρ′
∣∣∣∣
ρ′(w)
· (ρ′(w)− ρk−1) = w · (ρ′(w)− ρk−1), (4.18)
where the last equality follows from (3.8).
Combining the positiveness of B(w) and (4.18) with (4.17), we get
γ
∫
Ω
h(ρ′(w))dz + λτ‖w‖2H2(Ω) ≤ γ
∫
Ω
h(ρk−1)dz
+ γτ
∫
Ω
div (ukε )
ln
[
xN+1(ρ
′(w))
]
MN+1
dz
.
(4.19)
By the definition of h(ρ′(w)) given in (3.7), and the fact that ρ′(w) ∈ Yα, for
some α > 0, we get that h(ρ′(w)) is well defined and bounded, therefore we
can perform the following estimate,
λτ‖w‖2H2 ≤γ
∣∣∣∣
∫
Ω
h(ρk−1)dz
∣∣∣∣ + γ
∣∣∣∣
∫
Ω
h(ρ′(w))dz
∣∣∣∣
γτ
∣∣∣∣
∫
Ω
div (ukε)
ln
[
xN+1(ρ
′(w))
]
MN+1
dz
∣∣∣∣
≤ C + C1‖ukε‖H1(Ω)‖ln
[
xN+1(ρ
′(w))
]‖L2(Ω)
≤ C,
(4.20)
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where the last inequality follows because, by Lemma 3.10, we have that
0 < xN+1(ρ
′(w)) < 1, and we assume finite initial entropy. By (4.20) we
have the uniform bound for w in H2(Ω), hence in L∞(Ω) (observe that this
bound is independent from ε).
By Leray-Schauder fixed-point Theorem 3.5, there exist a fixed point
w ∈ H˜2(Ω;Rn) solution of T (w, 1) = w. Then wkε = w is a solution of (4.7).
To conclude the proof we have to show that ρ′(wkε ) ∈ Yαk for a proper αk. By
Lemma 3.10, we know that given wkε there exist a unique (ρ1(w
k
ε ), . . . , ρN (w
k
ε )) ∈
(0, 1)N such that ρN+1(w
k
ε ) := 1−
∑N
i=1 ρi(w
k
ε ) > 0. So we can define
αk = min
1≤i≤N
essinfΩρi(w
k
ε ) > 0.
Therefore we conclude that ρ′(wkε ) ∈ Yαk .
4.2 Uniform estimates
In order to perform the limit (λ, τ)→ 0, we need uniform estimates with
respect to (λ, τ).
For the velocity and pressure some bounds will be a direct consequence of
the inequalities proved in the previous section. While for the densities it
will be more involved. We need also estimates that guarantees compactness
in time, since we want strong convergence for the nonlinear terms. For this
reason we have to control also the time derivative of our quantities.
We proceed as follows, first we give the estimates regarding the approxi-
mated Navier-Stokes equation and then we will control the densities.
4.2.1 Uniform estimates for the approximated Navier-Stokes equa-
tions
In the following Lemma we prove uniform bounds for the velocity and
the pressure, that essentially follows from previous computations.
Lemma 4.5. It holds that
sup
1≤k≤M
[‖ukε‖2L2(Ω) + ε‖pkε‖2L2(Ω)] ≤ C(u0, p0, f), (4.21)
τ
M∑
j=1
‖∇ujε‖2L2(Ω) ≤ C(u0, p0, f). (4.22)
Proof. By the lower semicontinuity of the norm, from (4.12) we get that
‖ukε‖2 + ε‖pkε‖2 + τ‖∇ukε‖2 ≤ ‖uk−1ε ‖2 + ε‖pk−1ε ‖2 + Cτ‖fk‖2, (4.23)
summing up (4.23) for k = 1, . . . , s, we get that
‖usε‖2 + ε‖psε‖2 + τ
s∑
j=1
‖∇ujε‖2 ≤ ‖u0‖2 + ε‖p0‖2 + Cτ
s∑
j=1
‖f j‖2, (4.24)
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The inequality (4.21) follows from (4.24). Summing up (4.23) for k =
1, . . . ,M , we have that
τ
M∑
j=1
‖∇ujε‖2 ≤ C(u0, p0, f). (4.25)
We point out that since we need to pass into the limit in nonlinear terms
for the velocity, we need to prove compactness in time. Hence we proceed
by estimating the fractional derivative in time for the velocity, which will
allow us to apply Theorem 3.6. Therefore we introduce the following step
functions,
u(τ)ε : [0, T ]× Ω→ Rd
u(τ)ε (t, ·) = uk−1ε (·) for (k − 1)τ ≤ t < kτ, k = 1, . . . ,M,
(4.26)
similarly for p
(τ)
ε , f (τ), where we recall the definition of fk−1 given in (4.4).
Then we define an operator that approximates the time derivative via a
difference quotient, namely, consider a function g, then
∂τt g(t) :=
g(t)− g(t− τ)
τ
. (4.27)
We rewrite the equations (4.5) and (4.6) using our definitions, in the following
way
〈∂τt u(τ)ε , v〉+ bˆ(u(τ)ε , u(τ)ε , v) + 〈∇u(τ)ε ,∇v〉+ 〈∇p(τ)ε , v〉 = 〈f (τ), v〉, (4.28)
ε〈∂τt p(τ)ε , r〉+ 〈div u(τ)ε , r〉 = 0, (4.29)
for any t ∈ [τ, T ]. In the interval [0, τ) we have simply the initial data.
Now Lemma 4.5, in terms of our step functions, reads as
u(τ)ε ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H10 (Ω)) (4.30)√
εp(τ)ε ∈ L∞(0, T ;L2(Ω)), (4.31)
but being the time interval finite, we also know that u
(τ)
ε ∈ L1(0, T ;L2(Ω))
and
√
εp
(τ)
ε ∈ L1(0, T ;L2(Ω)). Which means that the Fourier transform in
time of those functions is well defined (after extending the functions to zero
outside the interval [0, T ]). Now we define the following linear operator
φ(τ) : [0, T ]×H10 (Ω)→ R
φ(τ)(·, v) = 〈f (τ), v〉 − bˆ(u(τ)ε , u(τ)ε , v) − 〈∇u(τ)ε ,∇v〉,
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and we observe that thanks to the continuity of the operator bˆ (see (3.3)),
we have
‖φ(τ)(t)‖H−1 ≤ ‖f (τ)(t)‖H−1 + C‖u(τ)ε (t)‖2H1
0
+ ‖u(τ)ε (t)‖H1
0
,
and so by (4.30), and hypothesis on the force field f , we get that
φ(τ) ∈ L1(0, T ;H−1(Ω)). (4.32)
By using φ(τ) we rewrite again the equations (4.28) and (4.29) in the following
way
〈∂τt u(τ)ε , v〉+ 〈∇p(τ)ε , v〉 = 〈φ(τ), v〉, (4.33)
ε〈∂τt p(τ)ε , r〉+ 〈div u(τ)ε , r〉 = 0, (4.34)
for any t ∈ [τ, T ].
For any function g, the Fourier transform of the discretized time deriva-
tive, is given by
∂̂τt g(s) =
(
1− e−2πiτs
τ
)
ĝ(s). (4.35)
Remark 4.6. Observe that, formally, if in (4.35) we Taylor expand the
exponential at the first order, we recover that the Fourier transform of the
derivative means multiplication by a factor 2πis, but in our case is not
exactly like that because we are approximating the derivative. Later we will
overcome this problem.
Now we are ready to take the Fourier transform in time for the equation
(4.33) and (4.34), (extending also φ(τ) to zero outside [0, T ]), and we obtain
that (
1− e−2πiτs
τ
)
〈û(τ)ε , v〉+ 〈∇p̂(τ)ε , v〉 = 〈φ̂(τ), v〉, (4.36)
ε
(
1− e−2πiτs
τ
)
〈p̂(τ)ε , r〉+ 〈div û(τ)ε , r〉 = 0. (4.37)
Take now v = û
(τ)
ε and r = p̂
(τ)
ε and sum up the equations (4.36) and (4.37),
to obtain(
1− e−2πiτs
τ
)(
‖û(τ)ε (s)‖2L2(Ω) + ε‖p̂(τ)ε (s)‖2L2(Ω)
)
= 〈φ̂(τ), û(τ)ε 〉. (4.38)
We notice that for |s| < 1/(2τ),
|τs| ≤ ∣∣1− e−2πiτs∣∣,
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and so we get
|s|
(
‖û(τ)ε (s)‖2L2(Ω) + ε‖p̂(τ)ε (s)‖2L2(Ω)
)
≤ |〈φ̂(τ), û(τ)ε 〉|, for |s| < 1/(2τ).
We focus only on the velocity, by (4.32) and property of the Fourier trans-
form, we know that φ̂(τ) ∈ L∞(R;H−1(Ω)), so we have the following inequal-
ity
|s|‖û(τ)ε (s)‖2L2(Ω) ≤ C‖û(τ)ε (s)‖H10 (Ω) for |s| < 1/(2τ). (4.39)
With this estimate we can state the following lemma.
Lemma 4.7. It holds that∫
R
|s|2γ‖û(τ)ε (s)‖2L2(Ω)ds ≤ C for any 0 < γ < 1/4, (4.40)
Remark 4.8. Lemma 4.5 and Lemma 4.7, means that
u(τ)ε ∈ Hγ
(
0, T ;H10 (Ω), L
2(Ω)
)
,
and so we are in the hypothesis of Theorem 3.6. In particular we get com-
pactness, as τ → 0, in L2(0, T ;L2(Ω)).
Proof. To prove (4.40), first of all we have to provide also a bound when
|s| ≥ 1/(2τ), but since our function u(τ)ε is compactly supported step function
in time, we can use Lemma 3.4. So we observe that
|s|2γ ≤ 2 1 + |s|
1 + |s|1−2γ , for any s ∈ R and for any 0 < γ < 1/4.
Then get∫
R
|s|2γ‖û(τ)ε (s)‖2L2ds ≤ 2
∫
R
1 + |s|
1 + |s|1−2γ ‖û
(τ)
ε (s)‖2L2ds
≤ 2
∫
R
‖û(τ)ε (s)‖2L2ds+ 2
∫
R
|s|
1 + |s|1−2γ ‖û
(τ)
ε (s)‖2L2ds
≤ 2‖u(τ)ε ‖2L2t (H10 ) + 2
∫
R
|s|
1 + |s|1−2γ ‖û
(τ)
ε (s)‖2L2ds,
(4.41)
where the last inequality follows by Plancharel and the fact that u
(τ)
ε ∈
L2(0, T ;H10 (Ω)) by (4.22). So we have only to bound the last term in the
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right hand side. To do that we split the integral in the following way∫
R
|s|
1 + |s|1−2γ ‖û
(τ)
ε (s)‖2L2ds
=
∫
|s|<1/(2τ)
|s|
1 + |s|1−2γ ‖û
(τ)
ε (s)‖2L2ds+
∫
|s|≥1/(2τ)
|s|
1 + |s|1−2γ ‖û
(τ)
ε (s)‖2L2ds
≤C
∫
|s|<1/(2τ)
‖û(τ)ε (s)‖H1
0
1 + |s|1−2γ ds+ CT
∫
|s|≥1/(2τ)
|s|
1 + |s|1−2γ (1 + |s|)
−2Nds,
(4.42)
where we have used (4.39) and Lemma 3.4. Now we notice that choosing N
big enough
CT
∫
|s|≥1/(2τ)
|s|
1 + |s|1−2γ (1 + |s|)
−2Nds ≤ C˜T,
so we have to bound just the remaining term, that we control as follows
∫
|s|<1/(2τ)
‖û(τ)ε (s)‖H1
0
1 + |s|1−2γ ds ≤
∫
R
‖û(τ)ε (s)‖H1
0
1 + |s|1−2γ ds
≤
(∫
R
1
(1 + |s|1−2γ)2 ds
)1/2(∫
R
‖û(τ)ε (s)‖2H1
0
ds
)1/2
≤ C‖u(τ)ε ‖L2t (H10 ),
(4.43)
where the last is true since γ < 1/4. Putting together (4.41), (4.42) and
(4.43), we get∫
R
|s|2γ‖û(τ)ε (s)‖2L2ds ≤ C‖u(τ)ε ‖L2t (H10 )(1 + ‖u
(τ)
ε ‖L2t (H10 )) ≤ C˜,
Finally by (4.29) and the L2(0, T ;H10 (Ω)) bound for u
(τ)
ε , see (4.30), we
have that
‖ε∂τt p(τ)ε ‖L2(0,T ;L2(Ω)) ≤ C, (4.44)
which gives us sufficient conditions to pass into the limit in the linear equa-
tion (4.29).
4.2.2 Uniform estimates for the densities
In order to prove the estimates for the densities, let us overcome the
problem of a general initial value introducing another parameter, that in the
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end we can send to zero.
Let ρ0 = (ρ
0
1, . . . , ρ
0
N+1) satisfying ρ
0
i ≥ 0 for i = 1, . . . , N + 1 with the
condition
∑N+1
i=1 ρ
0
i = 1. Let be 0 < α
0 < 1/(2(N + 1)) and define
ρα
0
i =
ρ0i + 2α
0
1 + 2α0(N + 1)
, i = 1, . . . , N + 1, (4.45)
one can check that ρα
0 ∈ Yα0 .
Now let be w0 ∈ L∞(Ω;RN ) defined by (3.8). By iterating the application
of Lemma 4.3 and starting from ρα
0
, we obtain a sequence of approximate
solutions wkε ∈ H˜2(Ω;RN ) to (4.7) such that ρ′(wkε ) ∈ Yαk where αk ∈ (0, 1).
In the following, we set ρkε = ρ
′(wkε ) for k ≥ 0. In the next Lemma we
give some uniform estimates in the time integral of the discretized solutions.
Lemma 4.9. For any 1 ≤ k ≤ M and sufficiently small α0 > 0, it holds
that ∫
Ω
h(ρkε)dz +CBτ
k∑
j=1
‖∇
√
x(ρjε)‖2L2(Ω) + λτ
k∑
j=1
‖wjε‖2H2(Ω)
≤
∫
Ω
h(ρ0)dz + 1 + C(u0, p0, f)T,
(4.46)
where
√
x(ρjε) = (
√
x1(ρ
j
ε), . . . ,
√
xN+1(ρ
j
ε)), xi(ρ
j
ε) = ρ
j
ε,i/(cMi) for i =
1, . . . , N + 1, c =
∑N+1
k=1 ρ
j
ε,k/Mk, CB is obtained from Lemma 3.15.
Proof. Combining (4.17), (4.18) and using Lemma 3.15, after summation
over j = 1, . . . , k it follows that∫
Ω
h(ρk)dz + CBτ
k∑
j=1
‖∇
√
x(ρjε)‖2L2(Ω) + λτ
k∑
j=1
‖wj‖2H2(Ω)
≤
∫
Ω
h(ρα
0
)dz + τ
k∑
j=1
C1‖uε‖H1
0
(Ω)‖ln
[
xN+1(ρ
j
ε)
]‖L2(Ω)
≤
∫
Ω
h(ρα
0
)dz + C(u0, p0, f)T.
(4.47)
In the bound (4.47) there is still a dependence on α0, but by (3.7) |h| is
bounded and h is a continuous function. Therefore, recalling that we are in
a bounded domain, by dominated convergence theorem, we have
lim
α0→0
∫
Ω
h(ρα
0
)dz =
∫
Ω
h(ρ0)dz,
hence for sufficiently small α0 > 0,∫
Ω
h(ρα
0
)dz ≤
∫
Ω
h(ρ0)dz + 1. (4.48)
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By combining (4.47) and (4.48), we get that
∫
Ω
h(ρk)dz + CBτ
k∑
j=1
‖∇
√
x(ρjε)‖2L2(Ω) + λτ
k∑
j=1
‖wj‖2H2(Ω)
≤
∫
Ω
h(ρ0)dz + 1 + C(u0, p0, f)T.
Remark 4.10. It is important to point out that despite the lack of the
incompressible constraint, (see [7, Lemma 14]), we can still recover an L2
bound in time for the gradient of the discretized densities and molar concen-
trations.
Lemma 4.11. It holds that
τ
M∑
k=1
‖∇x(ρkε)‖2L2(Ω) + τ
M∑
k=1
‖∇ρkε‖2L2(Ω) ≤ C(u0, p0, ρ0, f).
For the proof we refer to [7, Lemma 15], just notice that now we have
that the constant depends on p0.
Since we have nonlinearities also in the equation (2.12), we need an es-
timates on the discrete time derivative of the densities, in order to employ
the compactness result given by Dreher and Jüngel in [14], see Theorem
3.7.
Lemma 4.12. It holds that
τ
M∑
k=1
∥∥∥∥ρkε − ρk−1ετ
∥∥∥∥2
H˜2(Ω)′
≤ C(u0, ρ0, p0, f). (4.49)
Proof. The proof will follows the same lines of argument as in [7, Lemma
15], but again we point out the importance of the additional term (div uε)ρ
′
ε
introduced in the equation (2.12), compared to the original system.
To prove (4.49), first of all we observe that, thanks to Hölder inequality,
Sobolev embeddings and by using (4.21), we have
bˆ(ukε , ρ
k
ε , q) +
1
2
∫
Ω
div ukε(ρ
k
ε · q)dz
≤ (C‖uε‖H1
0
(Ω)‖∇ρkε‖L2(Ω) +C‖uε‖H1
0
(Ω)‖ρkε‖L2(Ω)
)‖q‖H1(Ω)
≤ C0(u0, p0, f)
(‖∇ρkε‖L2(Ω) + ‖ρkε‖L2(Ω))‖q‖H1(Ω).
(4.50)
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In addition by Lemma 3.8 we have the boundedness of the elements of
A−10 (ρ
k
ε). Then from (4.7), we deduce that for q ∈ H˜2(Ω), we have
∣∣〈ρkε − ρk−1ε
τ
, q〉∣∣ ≤‖A−10 ‖L∞(Ω)‖∇x(ρkε)‖L2(Ω)‖q‖H2(Ω)
+ C0(u0, p0, f)
(‖∇ρkε‖L2(Ω) + ‖ρkε‖L2(Ω))‖q‖H1(Ω)
+ λ‖wkε‖H2(Ω)‖q‖H2(Ω),
so we get that
∣∣〈ρkε − ρk−1ε
τ
, q〉∣∣ ≤ C(‖∇x(ρkε)‖L2(Ω) + ‖∇ρkε‖L2(Ω)
+ ‖ρkε‖L2(Ω) + λ‖wkε‖H2(Ω)
)‖q‖H2(Ω),
where C is a constant that depends only on u0, p0, f and the elements of
A−10 . Taking the square on both sides, we get that∥∥∥∥ρkε − ρk−1ετ
∥∥∥∥2
H˜2(Ω)′
≤ 4C2(‖∇x(ρkε)‖2L2(Ω)+‖∇ρkε‖2L2(Ω)+‖ρkε‖2L2(Ω)+λ‖wkε‖2H2(Ω)).
(4.51)
By Lemma 4.11, we observe that we have
τ
M∑
k=1
(‖∇ρkε‖2L2(Ω) + ‖ρkε‖2L2(Ω)) ≤ C(u0, p0, ρ0, f) + τ M∑
k=1
‖ρkε‖2L2(Ω)
≤ C(u0, p0, ρ0, f) + CT.
Multiplying by τ and summing up (4.51) for k = 1, . . . ,M , we have that
τ
M∑
k=1
∥∥∥∥ρkε − ρk−1ετ
∥∥∥∥2
H˜2(Ω)′
≤ 4C2τ
M∑
k=1
(‖∇x(ρkε)‖2L2(Ω) + ‖ρkε‖2H1(Ω) + λ2‖wkε‖2H2(Ω))
≤ C(u0, p0, ρ0, f),
(4.52)
where we have used Lemma 4.11, and (4.46) for the estimate on λwkε .
With the uniform estimates in τ and λ that we got in this section, we
are ready to pass into the limit and to get our solutions.
4.3 Passage to the limit
We start with the definition of the approximations of the solutions that
we are looking for. We recall the definition of the piecewise constant function
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given in (4.26),
u(τ)ε : [0, T ] × Ω→ Rd
u(τ)ε (t, ·) = uk−1ε (·) for (k − 1)τ ≤ t < kτ, k = 1, . . . ,M,
and in the same way it is defined for p
(τ)
ε , f (τ), ρ
(τ)
ε , w
(τ)
ε .
Recall also that the difference quotient, defined in (4.27), is given by
∂τt ρ
(τ)
ε (t) =
ρ
(τ)
ε (t)− ρ(τ)ε (t− τ)
τ
for t ∈ [τ, T ],
and similarly for ∂τt p
(τ)
ε .
From the Lemmas 4.5,4.7, 4.12 and from (4.44), we get the following
uniform estimates:
‖u(τ)ε ‖L∞(0,T ;H1
0
(Ω)) + ‖u(τ)ε ‖Hγ(0,T ;H1
0
(Ω),L2(Ω)) ≤ C, (4.53)√
ε‖p(τ)ε ‖L∞(0,T ;L2(Ω)) + ‖ε∂τt p(τ)ε ‖L2(0,T ;L2(Ω)) ≤ C, (4.54)
‖x(ρ(τ)ε )‖L∞(0,T ;L∞(Ω)) + ‖x(ρ(τ)ε )‖L∞(0,T ;H1(Ω)) ≤ C, (4.55)
‖ρ(τ)ε ‖L∞(0,T ;L∞(Ω)) + ‖ρ(τ)ε ‖L2(0,T ;H1(Ω)) + ‖∂τt ρ(τ)ε ‖L∞(0,T ;H˜2(Ω)′) ≤ C,
(4.56)√
λ‖w(τ)ε ‖L2(0,T ;H2(Ω)) ≤ C, (4.57)
where all the constants that appear on the right hand side, depends only on
the boundedness of the initial datum and the domain. We want to underline
that in the constants is important only that h(ρ0) < +∞, see (4.46), and it
does not matter if some initial density is zero.
As a consequence of (4.53), (4.54) and (4.56), and Theorem 3.6, up to
subsequences, as τ → 0 we obtain
u(τ)ε ⇀ uε weakly in L
2(0, T ;H10 (Ω)), (4.58)
u(τ)ε → uε strongly in L2(0, T ;L2(Ω)), (4.59)
p(τ)ε
⋆
⇀ pε weakly star in L
∞(0, T ;L2(Ω)), (4.60)
ρ(τ)ε ⇀ ρ
′
ε weakly in L
2(0, T ;H1(Ω)). (4.61)
In addition (4.56), using Theorem 3.7, we have that as τ → 0
ρ(τ)ε → ρ′ε strongly in L2(0, T ;L2(Ω)). (4.62)
Moreover the strong convergence of {ρ(τ)ε } and the boundedness of the ele-
ments of A−10 and x
′ imply
A−10 (ρ
(τ)
ε )→ A−10 (ρ′ε) strongly in Lp(0, T ;Lp(Ω)),
x(ρ(τ))→ x(ρ′ε) strongly in Lp(0, T ;Lp(Ω)),
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for any p <∞.
For the sequence {∇x′(ρ(τ)ε )}, thanks to (4.55), we have at least weak con-
vergence, so we infer that
∇x(ρ(τ)ε ) ⇀ ∇x(ρ′ε) weakly in L2(0, T ;L2(Ω)).
Finally, thanks to (4.57), we notice that as (λ, τ) → 0
λw(τ)ε → 0 strongly in L2(0, T ;L2(Ω)). (4.63)
Now we rewrite the weak formulations of the Definition 4.1 for our piecewise
constant functions. For any v ∈ C∞0 (Ω × [0, T );Rd), r ∈ C∞0 (Ω × [0, T );R)
and q ∈ C∞0 (Ω¯× [0, T );RN ) with ∇q · ν|∂Ω = 0, we have that∫ T
0
∫
Ω
∂τt u
(τ)
ε · v dzdt+
∫ T
0
bˆ(u(τ)ε , u
(τ)
ε , v) dt+
∫ T
0
∫
Ω
∇u(τ)ε : ∇v dzdt
+
∫ T
0
∫
Ω
∇p(τ)ε · v dzdt =
∫ T
0
∫
Ω
f (τ) · v dzdt,
ε
∫ T
0
∫
Ω
∂τt p
(τ)
ε r dzdt+
∫ T
0
∫
Ω
(div u(τ)ε )r dzdt = 0,
∫ T
0
∫
Ω
∂τt ρ
(τ)
ε · q dzdt+
∫ T
0
∫
Ω
∇q : A−10 (ρ(τ)ε )∇x(ρ(τ)ε ) dzdt
+
∫ T
0
bˆ(u(τ)ε , ρ
(τ)
ε , q) dt+
1
2
∫ T
0
∫
Ω
div u(τ)ε
(
ρ(τ)ε · q
)
dz
= −λ
∫ T
0
∫
Ω
(∆w(τ)ε ·∆q + w(τ)ε · q)dzdt.
Before passing to the limit, observe that by a change of variable and the
compact support of the test functions, we have that∫ T
0
∫
Ω
∂τt u
(τ)
ε · vdtdz =−
∫ T
0
∫
Ω
u(τ)ε (t) · ∂−τt v(t)dtdz
−
∫
Ω
u0 ·
[
1
τ
∫ τ
0
v(t)dt
]
dz,
the same holds for p
(τ)
ε , ρ
(τ)
ε .
Observe that in the terms with bˆ, before taking the limit, we have to use
the property (3.4), that is crucial, because otherwise the strong convergence
result that we have would not be sufficient to pass into the limit.
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Thanks to the strong and weak convergence results (4.58)-(4.62) we obtain
−
∫ T
0
∫
Ω
uε · ∂tv dzdt+
∫ T
0
bˆ(uε, uε, v) dt+
∫ T
0
∫
Ω
∇uε : ∇v dzdt
+
∫ T
0
∫
Ω
∇pε · v dzdt =
∫
Ω
u0 · v(·, 0) dz +
∫ T
0
∫
Ω
f · v dzdt,
−ε
∫ T
0
∫
Ω
pε∂tr dzdt+
∫ T
0
∫
Ω
(div uε)r dzdt =
∫
Ω
p0w(·, 0) dz,
−
∫ T
0
∫
Ω
ρ′ε · ∂tq dzdt+
∫ T
0
∫
Ω
∇q : A−10 (ρ′ε)∇x′(ρ′ε) dzdt
+
∫ T
0
bˆ(uε, ρ
′
ε, q) dt+
1
2
∫ T
0
∫
Ω
div uε
(
ρ′ε · q
)
dz
=
∫
Ω
(ρ′)0 · q(·, 0)dz.
Then according to the Definition (4.1), (uε, pε, ρε) is a weak solution to
(2.12)-(2.15).
Finally, notice that all the estimates (4.53)-(4.57) are independent from α0,
then thanks to the finite entropy assumption, h(ρ0) < +∞, we can perform
the limit as α0 → 0 and conclude the result for a general initial data.
5 Proof of the Theorem 2.2
Notice that all the estimates given in (4.53)-(4.56) are independent from
ε. Then, by the lower semicontinuity of the norm, we have the same type
of bounds for the solution (uε, pε, ρε) and for x(ρε). We resume here the
estimates that we have
‖uε‖L∞(0,T ;H1
0
(Ω)) + ‖uε‖Hγ(0,T ;H1
0
(Ω),L2(Ω)) ≤ C, (5.1)√
ε‖pε‖L∞(0,T ;L2(Ω)) + ‖ε∂tpε‖L∞(0,T ;L2(Ω)) ≤ C, (5.2)
‖x(ρ′ε)‖L∞(0,T ;L∞(Ω)) + ‖x(ρ′ε)‖L∞(0,T ;H1(Ω)) ≤ C, (5.3)
‖ρ′ε‖L∞(0,T ;L∞(Ω)) + ‖ρ′ε‖L2(0,T ;H1(Ω)) + ‖∂tρ′ε‖L∞(0,T ;H˜2(Ω)′) ≤ C. (5.4)
From (5.1)-(5.4), we infer that, up to subsequence,
uε′ ⇀ u in L
2(0, T ;H10 (Ω)) weakly,
L∞(0, T ;L2(Ω)) weakly star,
(5.5)
√
ε′pε′
⋆
⇀ χ in L∞(0, T ;L2(Ω)) weakly star, (5.6)
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ρε′ ⇀ ρ in L
2(0, T ;H1(Ω)) weakly. (5.7)
Due to Theorem (3.6) and Aubin-Lion’s Lemma, we have
uε′ → u in L2(0, T ;L2(Ω)) strongly, (5.8)
ρε′ → ρ in L2(0, T ;L2(Ω)) strongly. (5.9)
In addition, by the boundedness of the elements of the matrix A−10 and x
′
we have that
A−10 (ρε′)→ A−10 (ρ) strongly in Lp(0, T ;Lp(Ω)),
x′(ρε′)→ x′(ρ) strongly in Lp(0, T ;Lp(Ω)),
for any p <∞. Moreover we also have
∇x′(ρε′) ⇀ ∇x′(ρ∗) in L2(0, T ;L2(Ω)) weakly.
Now we are ready to pass to the limit for ε′ → 0.
In the weak formulation (4.2) we take a test function r ∈ C∞0 (Ω ×
[0, T );R) of the form r(x, t) = r˜(x)ψ(t) where r˜ ∈ C∞0 (Ω) and ψ ∈ C∞0 ([0, T )).
Then we have∫ T
0
ψ(t)
[
ε′
d
dt
∫
Ω
pε′ r˜ dz+
∫
Ω
(div uε′)r˜ dz
]
dt = 0 for any ψ ∈ C∞0 ([0, T )).
(5.10)
As ε′ → 0, by using (5.5) and (5.6), from (5.10), we get that∫
Ω
(div u)r˜dz = 0, for any r˜ in C∞0 (Ω),
which implies,
div u = 0.
Hence u ∈ V. Let us check that (u, ρ) is a weak solution to (2.8)-(2.11).
Let v ∈ C∞0 (Ω × [0, T );Rd) with div v = 0 as test function in (4.1), we
get
−
∫ T
0
∫
Ω
uε′ · ∂tv dtdz +
∫ T
0
∫
Ω
∇uε′ : ∇v dtdz +
∫ T
0
bˆ(uε′ , uε′ , v) dt
=
∫
Ω
u0 · v(·, 0) dz +
∫ T
0
∫
Ω
f · v dtdz, for all v ∈ V.
(5.11)
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For the densities ρε′ , taking q ∈ C∞0 (Ω¯× [0, T );RN ) with ∇q · ν|∂Ω = 0, the
weak problem (4.3) is
−
∫ T
0
∫
Ω
ρε′ · ∂tq dzdt+
∫ T
0
∫
Ω
∇q : A−10 (ρε′)∇x′(ρε′) dzdt
+
∫ T
0
bˆ(uε′ , ρε′ , q) dt+
1
2
∫ T
0
∫
Ω
div uε′
(
ρε′ · q
)
dz
=
∫
Ω
(ρ′)0 · q(·, 0)dz,
(5.12)
Now we can pass to the limit thanks to the weak convergence results
(5.5), (5.7) and the strong one (5.8), (5.9), and we obtain that the equation
(5.11), as ε′ → 0, becomes
−
∫ T
0
∫
Ω
u · ∂tv dtdz +
∫ T
0
∫
Ω
∇u : ∇v dtdz
+
∫ T
0
bˆ(u, u, v) dt
=
∫
Ω
u0 · v(·, 0) dz +
∫ T
0
∫
Ω
f · v dtdz, for all v ∈ V.
(5.13)
While for the densities, taking the limit as ε′ → 0, in the equation (5.12),
we get
−
∫ T
0
∫
Ω
ρ · ∂tq dzdt+
∫ T
0
∫
Ω
∇q : A−10 (ρ)∇x′(ρ) dzdt
+
∫ T
0
bˆ(u, ρ, q) dt+
1
2
∫ T
0
∫
Ω
div u
(
ρ · q)dz
=
∫
Ω
(ρ0)′ · q(·, 0)dz.
(5.14)
By the definition of the operator bˆ given in (3.1), since div u = 0, we observe
that (5.13) and (5.14) are exactly the weak formulations for the system (2.8)-
(2.11).
Finally to prove the result for the gradient of the pressure, notice that if
we test (4.1) against a function v such that div v 6= 0, we have that∫ T
0
∫
Ω
∇pε · v =
∫ T
0
∫
Ω
uε · ∂tv dzdt+
∫
Ω
u0 · v(·, 0)dz −
∫ T
0
bˆ(uε, uε, v)dt
−
∫ T
0
∫
Ω
∇uε : ∇v dzdt+
∫ T
0
∫
Ω
f · v dzdt,
and as ε → 0 the right hand side converges in H−1(Ω) to a function that,
comparing with (2.10) is ∇p.
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