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HOMOTOPY THEORY OF INFINITE DIMENSIONAL 
MANIFOLDS? 
RICHARD S. PALAIS 
(Received 23 Augrlsf 1965) 
IN THE PAST several years there has been considerable interest in the theory of infinite 
dimensional differentiable manifolds. While most of the developments have quite properly 
stressed the differentiable structure, it is nevertheless true that the results and techniques 
are in large part homotopy theoretic in nature. By and large homotopy theoretic results 
have been brought in on an ad hoc basis in the proper degree of generality appropriate for 
the application immediately at hand. The result has been a number of overlapping lemmas 
of greater or lesser generality scattered through the published and unpublished literature. 
The present paper grew out of the author’s belief that it would serve a useful purpose to 
collect some of these results and prove them in as general a setting as is presently possible. 
$1. DEFINITIONS AND STATEMENT OF RESULTS 
Let V be a locally convex real topological vector space (abbreviated LCTVS). If V is 
metrizable we shall say it is an MLCTVS and if it admits a complete metric then we shall 
say that it is a CMLCTVS. A half-space in V is a subset of the form {v E V(l(u) L 0} 
where 1 is a continuous linear functional on V. A chart for a topological space X is a map 
cp : 0 + V where 0 is open in X, V is a LCTVS, and cp maps 0 homeomorphically onto 
either an open set of V or an open set of a half space of V. An atlas for X is a family 
{cp.: 0, -P V,) of charts for X such that the 0, cover X. A topological manifold with boundary 
is a Hausdorff space X which admits an atlas. We note that this is the case if and only if 
each point of X has a neighborhood homeomorphic to a convex open set either in a LCTVS 
or in a half-space of a LCTVS. For simplicity we shall shorten “topological manifold with 
boundary” to “manifold” in this paper. Actually, as we shall see, almost all of our results 
continue to hold for the more general class of spaces which are locally homeomorphic to 
convex (not necessarily open) sets in a LCTVS. If {cp, : 0, + V,} is an atlas for X then we 
shall say that {V,} is a family of models for X or that X can be modelled on {V,} ; if each 
V, is an MLCTVS (respectively, a CMLCTVS) then we shall say that X is locally metrizable 
(respectively, locally complete metrizable). It is well known [4, Theorem 6.71 that a LCTVS 
is metrizable if and only if it satisfies the first axiom of countability, hence a manifold X is 
TAn earlier and condensed version of this paper was presented as an Arbeitstagung lecture, Bonn, 
June, 1964. Research partially supported by the National Science Foundation. 
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locally metrizable if and only if X satisfies thefirst axiom of countability, and then given any 
chart q : 0 -P Yfor Xit follows that Vis first axiom, hence a MLCTVS. If Xcan be modelled 
on {V,} where each V, is a Banach space then X is called a Banach mantfold. 
Our results will be concerned almost entirely with metrizable manifolds. The proof 
of the following metrizability criterion, as well as all other theorems stated in this section, 
will be given in subsequent sections. 
THEOREM 1. A manifold is metrizable tfand only ifit satis-es theJirst axiom of countabil- 
ity (i.e. is locally metrizable) and is paracompact. More generally a Hausdorff space is 
metrizable tf and only tf it is locally metrizable and paracompact. 
THEOREM 2. A locally metrizable manifold is paracompact (and hence metrizable) if 
and only if it admits an atlas of the form fi {q, : 0, 3 Va}.EB, where O,, n 0, = 0 tf a, 
n=l 
a’ E B. and a #a’. More generally a HausdorfSspace X is paracompact if X = 5 u 0, 
n=l asB, 
where 0, is an open paracompact subspace of X and 0, n 0,. = % ifa, a’ E B,, and a # a’. 
The following special case was pointed out to me by A. Douady. 
COROLLARY 1. A locally metrizable manifold X is paracompact (and hence metrizable) 
provided each component admits a countable atlas. 
COROLLARY 2. If each component of a manifold X satisjes the second axiom of countability 
then X is metrizable. 
We note in passing that it follows easily from Theorem 2 that Banach space bundles 
over metrizable manifolds are themselves metrizable manifolds. 
For certain purposes it is useful to know when a manifold admits a complete metric. 
THEOREM 3. A mantfold admits a complete metric tf and only tf it is paracompact and 
locally complete metrizable. More generally a Hausdor- space admits a complete metric 
if and only tfit is paracompact and each point has a neighborhood which admits a complete 
metric. 
COROLLARY. Every paracompact Banach mantfold admits a complete metric. 
Definition. Let X be a metrizable space. We say that X is an absolute retract (AR) if 
given a closed subset A of a metrizable space Y and a continuous map f : A -+ X, there is a 
continuous map F : Y + X which extends J We say that X is an absolute neighborhood 
retract (ANR) if given A, Y, and f: A + X as above, there is a neighborhood U of A in Y 
and a continuous map:F : U + X which extends f. 
We emphasize that we do not require AR’s and ANR’s to be separable. 
We shall say that a space X is locally AR (respectively, locally ANR) if each point has 
a neighborhood which is an AR (respectively, an ANR). The following is an immediate 
consequence of a Theorem of Dugundji [I]. 
THEOREM 4. A metrizable convex subset of a LCTVS is an AR, hence each locally 
metrizable mantfold is locally AR. 
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THEOREM 5. A paracompact Hausdorff space which is locally ANR is an ANR. Hence 
a metrizable manifold is an ANR. More generally a metrizable space is an ANR if each 
point has a neighborhood homeomorphic to a convex set in a LCTVS. 
A special case of Theorem 5 is due to 0. Hanner; namely that a separable metric 
space is an ANR provided it is locally ANR, [2, Theorem 3.21. 
COROLLARY. Every paracompact Banach manifold is an ANR. 
Defkition. Let A be a closed subspace of a space X. We say that A has the homotopy 
extension property (HEP) in X with respect to a space Y if each continuous map of (X x 
(0)) u (A x Z) into Y can be extended to a continuous map of X x Z into Y (i.e. given 
a map f : X + Y, each homotopy offlA : A + Y can be extended to a homotopy off : X-r 
Y). If A has the HEP in X with respect to all spaces Y then A is said to have the absolute 
homotopy extension property (AHEP) in X. 
The following three theorems are well-known in their second formulations. 
THEOREM 6. Let Y be a metrizable manifold. Zf A is a closed subspace of a metrizable 
space X then A has the HEP in X with respect to Y. More generally the same is true tf Y is 
any ANR. 
THEOREM 7. Let X be a metrizable mantfold and let A be a closed subspace of X which 
is also a mantfold. Then A has the AHEP in X. More generally if X is an ANR and A is a 
closed subspace of X which is also an ANR then A has the AHEP in X. 
THEOREM 8. A metrizable manifold is an AR if and only tf it is contractible. More 
generally an ANR is an AR tf and only ifit is contractible. 
THEOREM 9. Let 71 :E-+X be a locally trivial jibre bundle with fibre F a contractible, 
metrizable mantfold F and whose base space X is a metrizable space. Let A be a closed sub- 
space of X and let s : A +E be a continuous section of E over A. There is then a continuous 
extension of s to a global section of E. More generally the same holds tfF is an AR. 
Let H be a closed subgroup of a topological group G. It is well-known and trivial that 
the canonical map rr : G + G/H is locally trivial, and hence a principal H-bundle, if and 
only if it admits a continuous local section in some neighborhood of the identity coset, 
and that the fibration is trivial if and only if there is a continuous global section. The follow- 
ing sufficient conditions are special cases of a theorem of E. Michael. Because of their 
frequent and important applications it seems worthwhile to note them here. 
THEOREM 10. Let H be a CMLCTVS, considered as a topologicaI group under vector 
addition. Zf H is a closed subgroup of a metrizable topological group G then the canonical 
map n : G --f G/H admits a global section and hence is a trivialprincipal H-bundle. In particular 
G is homeomorphic to G/H x H, and since H is contractible G and G/H have the same 
homotopy type. 
THEOREM 11. Let B* denote the group of units of a Banach algebra B with unit e. Let J 
be a closed two sided ideal in B and let H denote the topological group B* n (e + J). Zf H is 
a closed subgroup of a metrizable topological group G then the canonical map 7~: G + G/H 
admits local sections and hence is a principal H-bundle. 
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Next let % be a family of topological space which is directed under the relation “is a 
subspace of”, i.e. given X, YE % there exists Z E % such that both X and Y are subspaces 
of 2. We define the inductive limit, L = lim X, of the family % to be u X with the 
-+ xc5 xs9 
finest topology such that for each X E % the inclusion X--f L is continuous. If % = {X,} we 
shall also write lim X, to denote the inductive limit. Note that S G L is open (closed) in L 
if and only if S TX is open (closed) in X for each X E % and that a functionf: L + Y, with 
Y a topological space, is continuous if and only iff] X : X -+ Y is continuous for each X E %. 
Recall that a finite dimensional real vector space has a unique topology (the “natural” topol- 
ogy) which makes it a topological vector space; namely the least fine topology making each 
linear functional continuous. If E is any real vector space and % is the family of finite 
dimensional subspaces of E, each with the natural topology, then % is directed under 
“is a subspace of” and U X = E. Thus E can be topologized as the inductive limit of its 
XE9F 
finite dimensional subspaces with their natural topologies, and the resulting topology is 
called the jinite topology for E (Note: as we shall see E is a topological vector space in its 
finite topology if and only if E has countable dimension, and in that case E is actually a 
LCTVS in the finite topology, each open set of which is paracompact). 
The next theorem shows that the weak homotopy type of an open set in a LCTVS V 
can be determined solely from the linear structure of I’. 
THEOREM 12. Let Vhe a LCTVS and E a dense linear subspace of V with itsjinite topology. 
Given 0 open in V let 0 = 0 n E as a subspace of E. Then the inclusion map i : d + 0 is a 
weak homotopy equivalence. 
COROLLARY. Let VI and V, be LCTVS and let f: VI -+ V, be a continuous linear map of 
V, onto a dense linear subspace of V,. Given 0 open in V, let d = f-‘(O) and p= f/a. 
Then f : d + 0 is a weak homotopy equivalence 
Recall that a space Y is said to dominate a space X if there exist maps .f: X + Y and 
g : Y + X such that g 0 f: X + X is homotopic to the identity map of X. We shall call a 
subset X of a topological vector space Vsemi-locally-convex if each x’ E X has a neighborhood 
U, relative to X which is a convex subset of V. 
Special cases of the following theorem have been proved by 0. Hanner [2, p. 3991 and 
A. Dold (unpublished). 
THEOREM 13. A paracompact, semi-locally-convex subset of a topological vector space 
is dominated by a simplicial complex. 
THEOREM 14. A metrizable manifold is dominated by a simplicial complex. More generally 
an ANR is dominated by a simplicial complex. 
Added in proof: Let X and Y be spaces and U a neighborhood of the diagonal in 
X x X. We say that X is U-dominated by Y if there are continuous maps fi X + Y and 
g: Y -_, X such that g 0 f is homotopic to the identity by a homotopy h, such that (x, h,(x)) E 
U for all x E X and all t E I. Call a subset X of a topological vector space V locally convex 
if each x E X has a basis of X-neighborhoods which are convex subsets of V. Then our proof 
HOMOTOPY THEORY OFlNFINITE DIMENSIONAL MANIFOLDS 5 
of Theorems 13 and 14 in fact proves the following stronger result (due also to 0. Hanner 
in the separable ANR case) which is useful for fixed point theory. 
THEOREM. !f X is an ANR or else a paraconzpact, locally convex subset of a topological 
vector space, then for each neighborhood U of the diagonal in X x X, X is U-dominated by a 
simplicial complex. 
THEOREM 15. Let X and Y be metrizable manifolds. Then any weak homotopy equival- 
ence f : X -+ Y is in fact a homotopy equivalence. More generally the same is true if X and Y 
are ANR’s. 
COROLLARY. If X is a metrizable manifold then the following are equivalent: 
(1) 7r,(X)=O,n=O, 1,2, . . . . 
(2) X is contractible. 
(3) X is an AR. 
More generally the same is true if X is an ANR. 
THEOREM 16. Let VI and V2 be LCTVS and let f : VI -+ Vz be a continuous linear map of 
VI onto a dense linear subspace of V,. Given 0 open in Vz let d = f -l(O) and y= f/a. 
Assume that VI and V, are metrizable or, more generally, that d and 0 are paracompact. 
Then f : 0” -+ 0 is a homotopy equivalence. 
THEOREM 17. Let V be a LCTVS and let E be a vector subspace of V having countable 
dimension and dense in V. Give E its finite topology, andfor 0 open in V let 0” denote 0 n E 
considered as a topological subspace of E. Then tf V is metrizable or, more generally, if 0 is 
paracompact then the inclusion map 0” -+ 0 is a homotopy equivalence. 
COROLLARY. Let V be a LCTVS and let {E,,} be an increasing sequence offkite dimen- 
sional subspaces of V such that v E, is dense in V. Given 0 open in V let 0, = 0 n E,, and let 
0, = lim 0, Then if V is metrizable or, more generally, if 0 is paracompact the inclusion 
map Or+ 0 is a homotopy equivalence. 
A very special case of the above corollary was proved by the author in [7, Theorem A]. 
$2. PARACOMPACTNESS AND METRIZABILITY: PROOF OF THEOREMS l-3 
Theorem 1 of $1 is due to Yu. M. Smirnov [S]. As far as we know, no proof has 
appeared outside the Russian literature and we therefore give one here. 
2.1 LEMMA. Let 0 be an open set in a space X. If d is a bounded metric for 0 then there 
is a continuous pseudometric p for X such that p(x, y) = 0 for x, y E X - 0, and I$X E 0 and 
p(x, y) is suficiently small then y E 0 and p(x, y) = d(x, y). 
Proof. In what follows the distance of a point in a bounded metric space from the 
empty set is taken to be the diameter of the space. If A is defined on 0 x 0 by A(x, y) 
= d(x, 0 - 0) + d(O - 0, y) then A is symmetric and satisfies the triangle inequality and 
it follows that p(x, y) = min{d(x, y), A(x, y)} is a metric for 0. We extend p to X x X 
by defining p(x, y) = 0 if x, y E X - 0 and 
if xEO,yEX-0 
if XEX-O,YEO 
6 RICHARD S. PALAIS 
That p is symmetric and p(x, x) = 0 is clear. The triangle inequality p(x, y) I p(x, z) + 
p(z, y) is obvious if x, y E 0 or if x, y E X - 0. IfxEOandyEX-Owemustshowthat 
d(x,&0)rp(x,z)+-p(z,y). IfzeX- 0 this is clear. If z E 0 then we must show that 
d(x, 0 - 0) 5 min{d(x, z), d(D - 0, x) + d(O - 0, z)} + d(z, 0 - 0) 
When d(x, z) >_ d(x, d - 0) + d(z, 0 - 0) this is clear. If not then we must show that 
d(x, 0 - 0) I d(x, z) + d(z, 0 - 0). If 0 - 0 is empty the latter is trivial. If not choose 
P,, E 0 - 0 so that d(z,p,) + d(z, 0 - 0). Then d(x, 0 - 0) I d(x,p,) 5 d(x, z) + d(z,p,) 
and letting it + cc we get the desired inequality, and the triangle inequality is proved. Thus 
p is a pseudometric for X and clearly, given x E 0, if p(x, y) < d(x, 0 - 0) then y E 0 and 
p(x, y) = d(x, y). Finally suppose x,-+x in X. If x E 0 then eventually x, E 0 and 
d(X”, x) < d(x, 0 - 0) so p(x,, x) = d(x,, x) + 0. If x E X - 0 then eventually x, E X - 6 
so p(x., x) = 0. Finally if x E 0 - 0 then, since p(xn, x) = 0 for x, E X - 0, we can 
assume x, E 0, so p(x,, x) = d(x,, 0 - 0) I d(x,, x) -+ 0. Thus p is continuous. Q.E.D. 
2.2 Proof of Theorems 1 and 3 
Let X be a paracompact space and suppose each point of X has a neighborhood which 
admits a (complete) metric. We shall construct a (complete) metric for X. Since a (closed) 
subspace of a (complete) metric space is (complete) metric the open sets 0 of X such that 0 
admits a (complete) metric is a base for the topology of X, hence there is a locally finite open 
cover {O.}_, of X such that each 0, admits a (complete) metric d,. For each a E A use the 
above lemma to construct a pseudometric pal for X and define p = C p,. Given (xo, yO) 
WA 
E Xx X let U and v be neighborhoods of x0 and y0 respectively such that A = 
{u~AIiIlnO,f@} and A”={ a E Al V n 0, #a} are finite and hence A* = A’ u A” is 
finite. Then in U x V p = c poI and it follows that p is a continuous pseudometric for 
CEA* 
X. If p(x, y) = 0 choose c( E A with x E 0,. Then p.(x, y) = 0 hence y E 0, and d,(x, y) = 
p.(x, y) = 0 so x = y and p is a metric. We must show that p is admissible, and since it is 
continuous this means that if p(x,, x) --) 0 we must show x, --f x. Choose a E A with x E 0, 
and E > 0 so that par (x, y) < E implies y E 0, and dJx, y) = p,(x, y). Choose N so that 
n > N implies p(x,, x) < E. Since pa I p, if IE > N then da(x,, x) = pa(x,, x) + 0 and, since 
d, is an admissible metric for Oa,, x, -+ x in Da,, hence x, + x in X. Finally suppose 0, is 
complete with respect o d,. Given x E X choose a with x E 0, and E > 0 so that pa(x, y) -C E 
implies y E 0, and dJx, y) = pa(x, y). Let B denote the closed s-ball about xin the metricp. If 
{x,} is a p-Cauchy sequence in B then, since p 2 pa, {x,} is d,-Cauchy and hence x, + x E 0 
and clearly XE B. Thus B is p-complete. The following lemma thereforecompletes the proof. 
2.3. LEMMA. Zf (X, p) is a metric space in which each point has a complete neighborhood, 
then there is an admissible complete metric p' for X. 
Proof. Let {V,} be a locally finite open cover of X such that FY is p-complete, and let 
(W,} be an open cover with mY c I’, [4, V, p. 1711. Let ‘p,, : X + Z be a continuous mapwith 
support in V, and with q,,l W, = 1. Put 
P’k Y) = P(X, Y) + c k&(x) - cp,(Y)l. 
Y 
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Clearly p’ is an admissible metric for X. Let {x,} be a p’-Cauchy sequence. We can suppose 
p/(x,, x,) < 1. Choose y with xi E WY, so (py(xl) = 1. Then 1 cpy(xn) - (p&x1)1 < p’(xnr x1) < I, 
so cp,(x,) # 0 and x, E P,,. Since p < p’ {x”} is p-Cauchy, hence there is an x in P7 so that 
X” -+ x. Q.E.D. 
We shall need the following lemma of J. Milnor several times in what follows. Recall 
that the (covering) dimension of a space X is the least integer n such that each open cover 
of X has an open refining cover {Oa}a6A such that O,, n . . . n O,_ = Iz/ whenever m > n 
and a,, . . . , cc, are distinct (i.e. dim Nerve ((0,)) I n). If no such n exists then dim X = co. 
2.4. LEMMA. Let {Ua}rraA be an open cover of a paracompact space X. There is a locally 
finite open cover {G,},,,~, i = 0, 1, 2, . . . rejining {U,} such that G, n Gia’ = 0 if fi # j?‘. 
Moreover if dim X = n < 00 then we can assume Bi = @for i > n. 
Proof. By an initial refinement we can assume that (17,) is locally finite and, if dim 
X = n < 00, that U,, n . . . n Ugn+, = @ if a,, . . . , cc,,+ 1 are distinct. Let Bi be the set of 
i + 1 element subsets /I = {a,, . . . , ai} of A. Let {(P~}~~~ be a partition of the unity with 
support (par z CJ, and for /I E Bi let 
Gip = {x E Xiv,(x) > 0 if a E 8, and qY(x) < q,(x) if CI E p, y # /I}. 
Near each x E X only a finite number of cpoI are not zero so G, is open. Clearly G, n 
Gv’ = ,@ if j3 # /3’ and G, = % if i >n. Since G, c n U,, {Gia} refines {U,}. Given x0 
@J 
let ao, . . . , ai, . . . , a, be the indices such that rp,(x,) > 0, ordered so that 
%,(x0) = ... = (P&o) >‘%i+l (x0) 2 *** 2 %,(X0). 
Then x0 E Git,,,...,,i), and the G, cover X. Finally if 0 is a neighborhood of x0 such that 
{a E Al U,, n 0 # a} is a finite set A’ then Gip n 0 = @ unless b E _4’ and there are only 
finitely many such /I, so {Gu} is locally finite. Q.E.D. 
2.5. Proof of Theorem 2 
Let X = fi U 0, as in Theorem 2. Since 0, is open and paracompact, hence 
II= 1 asB, 
normal, hence regular, and regularity is a local property, X is regnlar. If {VP} is an open 
cover of X {V, n 0,} is an open cover of 0, and so there is an open locally finite cover 
{uY)yEror of 0, which refines it. Then since 0, n O,, = @ if c( # a’, { Vy}yar., where I-, = U I-. 
WB, 
is a locally finite cover of U 0, and hence { VY}ysr, where r = fi I,, is a a-locally finite 
CEB, It=1 
cover of X. By [4, Theorem 28, (f) * (a)] X is paracompact. The first part of Theorem 2 
now follows immediately from the above and from Milnor’s Lemma 2.4 (note that if 
cp : 0 + V is a chart for a locally metrizable manifold, then V is metrizable, hence 0 is 
metrizable and hence paracompact). Q.E.D. 
2.6. Proof of Corollaries 1 and 2 of Theorem 2 
Since a manifold is locally connected it is the topological sum of its components, and 
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we can assume Xis connected. If {q,, : 0, + V,,}npz is a countable atlas for X then in Theorem 
2 we can take B,, = {n} and Corollary 1 follows. If Xsatisfies the second axiom of countabil- 
ity it a fortiori satisfies the first and so is locally metrizable, so Corollary 2 follows from 
Corollary 1 and Lindeliif’s Theorem [4, Theorem 151. 
$3. ANR’s: PROOFS OF THEOREMS 48 
We first note some trivial facts about ANR’s. 
3.1. LEMMA. A retract of an ANR, an open set in an ANR, and a topological sum of 
ANR’s are all ANR’s. 
In proving the third statement one needs to know that if a closed set A of a metric 
space (X, p) is a topological sum, c A,, then there are disjoint open sets 0, of X with 
A, c 0,. Define 0, = {x E XJ p(x, AZ)< p(x, X - A,)}. 
The following facts are proved in [2] with the understanding that ANR’s are separable, 
however separability is not used essentially in the proofs. 
3.2. LEMMA. Let X be a metric space. 
(1) If X = X, v X, where Xl and X, are open ANR’s then X is an ANR. 
(2) If X = Xl u X, where Xl and X, are closed ANR’s, and if Xl n X, is also an ANR 
then X is an ANR. 
(3) If X = fi X, where each X, is open and an ANR then X is an ANR. 
n=l 
Proof. [2, Theorem 3.31. 
3.3. Proof of Theorem 4 
As remarked in $1, Theorem 4 is an immediate consequence of a theorem of J. Dugundji 
[l] which states that if V is a LCTVS, A a closed subset of metrizable space X and 
f : A + Vis a continuous map, then there is a continuous map F : X -+ Vextending f such 
that F(X) is included in the convex hull of f(A). 
3.4. Proof of Theorem 5 
Let X be a paracompact Hausdorff space which is locally ANR (hence locally metri- 
zable). By Theorem 1 X is metrizable. Let (U,} be an open cover of X by ANR’s and let 
(Lemma 2.4) {GiS}PEBi i = 0, 1, . . . be a locally finite open cover of X refining {U,} such that 
G, n G,, = @ if b # p’. Each G, being an open set in an ANR (some U,) is an ANR by 
Lemma 3.1. Then G, = U B, being the disjoint union of the open sets G, is a topological 
BEBi m 
sum of ANR’s hence an ANR. But then X = U Gi being a countable union of ANR’s is an 
i=O 
ANR by (3) of Lemma 3.2. Q.E.D. 
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3.5. Proof of Theorem 6 (Borsuk’s Theorem) 
LetT=(Xx {O})u(AxI). Givenf’:T + Y since Y is an ANR _f extends to a 
continuous map H : U --) Y where U is a neighborhood of Tin X x I. Since I is compact 
there is a neighborhood V of A in X with Vx I E U. Choose rp : X-t I with support 
cp E V and ~1.4 = 1. Extend f to a continuous map F: X x Z-+ Y by F(x, t) = 
Hb, cpW). Q.E.D. 
3.6. Proof of Theorem 7 
Let Tbe as above. It will suffice to define a retraction p : X x I-+ T. Clearly A .Y I 
is an ANR (I is an AR and a product of ANR’s is an ANR) and so are X x (0) and 
(X x (0)) n(A x Z) = A x {0}, hence by (2) of Lemma 3.2 T is an ANR. Now apply 
Theorem 6 with Y = T and f = identity map. Q.E.D 
3.7. Proof of Theorem 8 
Let Y be an ANR. Given a closed subset A of a metric space X and a continuous 
mapf, : A + Y it follows from Theorem 6 that if a mapf; : A + Y homotopic to f. admits 
a continuous extension Fl : X-+ A then f. admits a continuous extension F0 : X+ A (in 
fact with F. homotopic to Fl). But if Y is contractible and p E Y then f. is homotopic 
tofr, a HP, which has the continuous extension Fl, x t-‘p. Hence f. has a continuous 
extension F o : X-+ Y and Y is an AR. Conversely if Y is an AR then the map f : (Y x 
{WU({P) x0uCY;x {1})-tYdefinedbyf(y,O)=y,f(p,t)=p,f(y,l)=pcanbe 
extended to a map F : Y x 1-t Y, i.e. there is a contraction of Y to p keeping p fixed. 
Q.E.D 
$4. FIBRE BUNDLES: PROOFS OF THEOREMS 9-11 
4.1. Proof of Theorem 9 
Let {U,} be an open cover of X such that E is trivial over each r/,. By Milnor’s Lemma 
2.4 there is an open cover {GiP}BEs,, i = 0, 1, . . . of X refining U, such that Gi, n G,, = 0 
if p # 8’. Let {Ov>ss~i be an open cover of X with 8, E G, [4, V, p. 1711. Let Gi = 
U G, and let Oi = IJ 0,. By local finiteness oi = u (5,, E Gi. Clearly E is trivial 
,V=Bi PEBi BEBi 
over Gi, hence over ii,. Put A,, = A and inductively define A i = Ai_1 u 6i_1. Since sections 
of E over 8,_, can be identified with continuous maps of (5,_ 1 into F, any section of E 
over Ai_1 can be extended to a section of E over Ai. By induction we can extend s0 = s 
to a section Si of E over Ai so that si extends s~_~. Let S = c si. Given x E X we must 
i=O 
show that S is continuous at x. But x belongs to some Oi, hence to the interior of Ai+l, 
SO S agrees with Si+ 1 in a neighborhood of x. Q.E.D. 
4.2. Proof of Theorems 10 and 11 
See Theorem 7.2 of [6] and the remarks (1) and (3) which immediately precede that 
theorem. 
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$5. WEAK HOMOTOPY TYPE: PROOF OF THEOREM 12 
In the following let V be a LCTVS, E a dense linear subspace of V, and let E have the 
finite topology. Let 0 be open in V and let d = 0 n E considered as a subspace of E. 
5.1. LEMMA. Let K be a compact subset of 0. If W is a suficiently small neighborhood 
of zero in V and if K n h (ki + W) # @, k, E K, then the convex hull of $I1 (k, + W) is 
i=l 
included in 0. 
Proof. For each k E K let U, be a neighborhood of zero in V with k + U, c 0, and 
let W, be a neighborhood of zero with W, + W, E U,. Let K c 6 (1, + W,J and let W, 
i= 1 
be a convex neighborhood of zero with W, E h Wti. Then K + W, c 0, for if v E k + WI 
i=l 
then, since k E If + Wt*, v = li + (V - k) + (k -ZJ e li + W, + Wt, ~1~ + Wti + Wti E Ii + 
Uti s 0. Now suppose W so small that W + (- W) E W, and suppose k E A (k, + W), 
i= 1 
k,k,EK. Ifv,okl+ W,i=l,...,nwemustshowthat i tivioOifti>Oand i ti=l. 
i=l i=l 
Since k + W, G 0 it will suffice to show that ( i tiVi> - k = i ti(vi - k) E W,, and since 
i= 1 i=l 
W, is convex it will suffice to show that vi - k E W,. But k - ki E Wand vi - k = (vt - k*) 
-(k-ki)E W+(-W)G W,. Q.E.D. 
5.2. LEMMA. If S is a linearly independent subset of E then S is closed in E and, in the 
topology induced from E, S is discrete. 
Proof. If X is a finite dimensional subspace of E then S n X is finite, hence closed in 
X, so S is closed in E. Since each subset of S is linearly independent, and hence closed in 
E, S is discrete. Q.E.D. 
5.3. LEMMA. Each compact subset L of E is contained in aJinite dimensional subspace 
of E. 
Proof. Let S be a maximal inearly independent subset of L (Zorn’s Lemma), and let 
X be the subspace of E spanned by S, so L c X and it will suffice to prove that S is finite. 
But by 5.2 S is on the one hand discrete, and on the other hand S is closed in L and hence 
compact. Q.E.D. 
5.4. LEMMA. Let K be a compact subset of 0 and suppose L c K n E is a compact 
subset of E. Then there is a deformation h, : K --f 0 of K in 0 such that h,lL is the identity and 
such that h1 is a continuous map of K into E. 
Proof. By 5.3 let E1 be a finite dimensional subspace of E with L E El and, by the 
Tietze extension theorem, extend the identity map of L to a continuous map g: K + El and 
let U. = (k E K/g(k) - k E W), where W is chosen as in 5.1, so that U, is a neighborhood 
ofL in K. Let U,, . . . , U,, be an open cover of K - U. with Ut disjoint from L and of the 
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form U, =K n (ki + fi) where @ is a neighborhood of zero, fly W. Let cpo, . . . , cp,, be a 
partition of unity for K with support vi E Ui and define 
h,(k) = (1 - t)k + t(ao(k)s(k) + i$lBi(k)ei) 
where ei E (k, + @) n E c (ki + W) n E (recall E is dense in I’). Then clearly h, is a defor- 
mation of K in V. If k EL then q,,(k) = 0 for i 1 1, since Ui nL = a, so 
‘p,, (k) = 1 and, since g(k) = k, h,(k) = k. Let E, be the finite dimensional space spanned 
by El and e,, . . . . e,. Then hl maps K continuously into E, and, since E2 is a topological 
subspace of E, hl maps K continuously into E. It remains to show Ithat h,(k) E 0. For a 
given k arrange the indices so that q,(k) > 0 i = 1, . . . . m and vi(k) = 0 i > m. Then 
kE(k+W)n; UiE(k+W)n;(ki+W). 
i=l i=l 
Now (1 -t) + t f q,(k) = 1 so by 5.1 it will suffice to show that k and the el belong to 
i= 1 
(k + W) u fi (k, + W), and that if q,(k) > 0 so does g(k). But k E k + W, e, E k, + W 
i=l 
and if q,(k) > 0 then k E U. and so g(k) E k i- W. Q.E.D. 
5.5 LEMMA. Let A be a closed subspace of a compact space X and let f. : X + 0 be a con- 
tinuous map such that foj A is a continuous map of A into 0. Then there is a homotopy f, : X--t 0 
off0 such that fi is a continuous map of X into d and such that f,jA =fojA 0 I t 5 1. 
Proof. In Lemma 5.4 take K = fo(X) and L = So(A) and put f, = h,.f,. 
5.6. Proof of Theorem 12 
Let n 2 0 and let CI E n,(O), say GI = [lo] where f0 : S” -+ 0. Let f, : S” + 0 be a 
homotopy off0 with fi : S” -+ 0” a continuous map (Lemma 5.5). Then we can consider 
[fi] E n,,(6) and &VI] =a, hence i, : n,(o) -q,(O) is surjective. Now suppose c1 E n,(d) 
and i,a = 0. Then there exists fO: D”+l + 0 such that fJS”: S” + 0 is continuous and in 
fact a = vb]S”]. By Lemma 5.5 again there is a homotopy f, : D"+l -+ 0 of f0 with fl 
continuous map of Dn+l into 0” and f, IS” =foJS”. Then a = [filS”] and, since fi : D”” + 0” 
is continuous, a = 0 so i, : x,(G) -w,(O) is also injective. Q.E.D. 
5.7. Proof of Corollary of Theorem 12 
Let K=kerf, x: VI ---) VI/K the canonical map, f = g 0 n the canonical factoring of 
f, and O* = g-‘(O). Then it will suffice to show that rc]6 : O--+0* and g] O* : O*+O 
are each weak homotopy equivalences. In other words, since n is surjective and g is 
injective it will suffice to prove the corollary of Theorem 12 in the following two cases. 
Case 1. f is injective. 
Without loss of generality we can assume VI is a dense linear subspace of Vz with a 
finer topology and that f is the inclusion map, so 0” = 0 n VI as a subspace of VI. Let 
E = VI with the finite topology and let O* = 0 n E as a subspace of E. Let i : O* + 0” and 
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j : O* -+ 0 be the inclusion maps which by Theorem 12 are weak homotopy equivalences. 
Since the diagram 
d 
f 
V 
/ 
0*/ / \ 
\ 
j\ 
L ! 
0 
is commutativef is also a weak homotopy equivalence. Q.E.D. 
Case 2. f is surjective. 
Let Ei = Vi with the finite topology, G = 0 as a subspace of V,, e = d as a subspace 
of VI and define g : G”-+G by g = f (6. Since a linear map between vector spaces, each 
with the finite topology is clearly continuous, g is continuous and we have a commutative 
diagram 
I 
G-O 
where the identity maps i and j are weak homotopy equivalence by Theorem 12. Thus it 
will suffice to prove that g is a weak homotopy equivalence. Let CL E n,(G), say a = [h] 
where h: S” -+ G is continuous and hence h(F) is included in a finite dimensional subspace 
X of E2 by 5.3. Let e,, . . . . e, be a basis for X. Since f is surjective we can find 5i E El with 
f(4) = ei. Let h(q) = i h,(q)e, and define h: S” + El by h(g) = i hi(q)~i. Clearly f 0 !; = h 
i=l i= 1 
so h : S”-+ G” and g*[t?] = a, so g * : n,,(g) ---t n,(G) is surjective. Next let p E n,(G) with g&I) = 
0, say fi = [k] with k : SE--+(?. By 5.3 again, k(S”) is included in a finite dimensional sub- 
space Y of El. Let ur, . . . v, be a basis for Y with v,+r, . . . v, a basis for Y n ker cf), so 
that fir =f(v,), . . ., ii, =f(v,) is a basis for f( Y). Let k(q) =i ki(q)vi. Since f( i ki(q)vt + 
i=l i= 1 
t i ki(q)vi) =f(k(q)) for any t E R it follows that k is homotopic in G” =f -‘(f(G)) to 
i=m+l 
q-+ f ki(q)vi, i.e. we can suppose that II? = 12. Sinceg,(/?) = 0 we can find K : Dnfl -+ G 
i=l 
say K(q) =i$‘lKi(g)fii, such that KIS” = g ok and SO K,IS” = ki. Then g ~~lK,(q)Vi is a 
continuous extension of k to a map of D”+’ into r!?, so p = 0 and g* : nn(@-,n,(G) is 
injective. 
Q.E.D. 
$6. DOMINATION BY SIMPLICIAL COMPLEXES: PROOFS OF THEOREMS 13-17 
Given an indexing set A we define R (“) to be the real vector space having A as a basis, 
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i.e. RCA) consists of all functions f: A --) R such that {a E A/f(a) # 0} is finite, where we 
identify a E A with the characteristic function of {a}. We give RCA) the finite topology. 
Let K be an abstract simplicial complex; i.e. a hereditary collection of finite subsets 
of a set V called the vertices of K. An n-simplex of K is an element 0 = {v,, . . ., v,} of K 
with u,, . . . . U, distinct. Given such a c we define a subspace 1~1 of R(“) by: 
IoI = (i$OriuiIti t 0 and iiOli = I), 
i.e. 161 is the convex hull of {u,,, . . . . v,,}, and we define a subspace IKI of R”‘), called the 
geometrical realization of K, by IKI = s ,4? 14. A P ace of the form IKI is called a simplicial 
complex. 
We note that a function f : (Kj +X, where X is a space, is continuous if and only it 
j-1 101 is continuous for each o E K, and since R(“) x R . . . R(““tpol), where p. $ V, an 
indexed family of maps h, : jK[ -+X(t E I> . IS ;L homotopy if and only if f,l 161: Ial -+X is 
a homotopy for each o E K. 
6.1. LEMMA. Let V be a topological vector space and E a real vector space in its finite 
topology. Then every linear map T : E -+ V is continuous. 
Proof. Let X be a finite dimensional subspace of E. Then T(X) is a finite dimensional 
subspace of V and is a topological subspace of V in its natural topology. Since every linear 
map between finite dimensional real vector spaces is continuous in their natural topologies, 
TIX : X+ T(X) is continuous, hence TIX : X --) V is continuous, and therefore T : E-+X 
is continuous. 
6.2..LEMMA. @“{W.}._, is an open cover of a paracompact space X then there is a locally 
finite open cover (Ofl>ssB of X such that if ,%, Ofli # $3 then ,iI Ooi _ C W,forsomeaEA. 
Proof. By an initial refinement we can suppose that { Wa}aeA is locally finite. Let { U.}asA 
be an open cover of X with On c W, [4, V, p, 1711. Since the oa are closed and locally 
finite, for each x E X u { UJx # Da} is a closed subset of X which does not contain x, 
hence V, = n { W,lx E on} - u{ DJx r$ D=} is a neighborhood of x. Note that for each 
x E X and all a E A if V, n Da # @ then x E Da so V, 5 W,. Suppose A V,, # a, say 
i=l 
x E 6 V,:. Choose a so that x E Da. Then V,, n Da # $3 hence V,, E W,, hence 
I=1 
fi Vxi c W,. It is now clear that any locally finite open cover {O,},,, which refines { Vx}xcx 
I=1 
will satisfy the conclusion of the lemma. Q.E.D. 
If {OkA is an open cover of a space X then the nerve of { OJasA is the abstract simplicial 
complex N whose set of vertices is A and whose n-simplices are the sets {a,, . ., a,} of distinct 
vertices such that { O,, # @ Now suppose {Oa}zEA ’ IS locally finite and let {up,}.,” be a 
i=O 
partition of unity for X with support qa E 0,. We define a function f :X-, JN( called the 
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barycentric map determined by ((P.J~~,, by : 
f(x) = p&b. 
Given x E X let U be a neighborhood of x in X such that U n 0, # @ only if a =a1 . . ., a, 
and let W be the finite dimensional subspace of RCA) spanned by ai, . . . . a,. Then clearly f 
is a continuous map of U into Wand, since W is a subspace of RCA), f : X + R(“) is continuous. 
Also if ao, . . . . a,, are the distinct vertices such that qa(x) > 0 then x E 6 Omi and (r = {a0 . . ., 
i=o 
a,} is a simplex of N. Clearlyf(x) E 101 so f maps X into INI. 
6.3. Proof of Theorem 13 
Let X be a paracompact space which is a semi-locally convex subset of a topological 
vector space V and let { WJaEA be a collection of subsets of X whose interiors cover X 
and such that each W, is a convex subset of V. By Lemma 6.2 we can find a locally finite 
open cover {O,},,, of Xsuch that if { Oji # @then the convex hull of 6 OBi is included 
i=l 1=1 
in x. Let i4DJ~d3 be a partition of unity for X with support qps E 0, and let f : X+ Ii%‘1 
be the corresponding barycentric map, where N is the nerve of (O,},,,. For each /I E B 
let x(/3) E 0,. Since B is a basis for R (B) there is a unique linear map T : RcB) -+ V such that 
T(p) = x(/l), and by 6.1 Tis continuous Hence g = T( INI is a continuous map of IiVI into V. 
Note that if y E INI, say y = $_ t,Qi with ti Z- 0 and 2 ti = 1, where (/IO, . . ., /3.} is an 
i=o I=0 
n-simplex of ZV, then g(y) = i t, x(pJ. Now t Obi # @ so the convex hull of b Ofli 
i=o i=o i=o 
is included in X and, since x(/Ii) E O,i, it follows that g(y) E X and we have a continuous 
map g : INI +X. It remains to show that gf is homotopic to the identity map of X. Let x E X 
andletpo, . . . . /I, be the distinct vertices with cps,(x) > 0. Then x E ,io O,, and hence b O,, 
l=O 
has its convex hull in X. Since x and the x(/Ii) are all in ; 0,; it follows that for 
I=0 
O<t<l 
Mx) = (1 - 9x + ti~o%&)x(br) 
is in X, so clearly h, : X+X is a deformation of X. But 
df(x)) = 9 ( i$opP,(x)BI) 
= h,(x) Q.E.D. 
Now let X be a metrizable space and choose a bounded metric p for X. Let B(X) denote 
the Banach space of bounded continuous real valued functions on X with llfll = Sup{lf(x)\ 
Ix E X}. Let K: X+ B(X) denote the Kuratowski embedding of X defined by: 
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K(W) = Pk Y). 
By a trivial application of the triangle inequality it follows that K is an isometric embedding 
of X in B(X), and by a simple argument [9, p. 1871 which Wojdyslawski attributes to S. 
Eilenberg K(X) is closed in its convex hull. Thus 
6.4. LEMMA. Every metrizable space can be embedded as a closed subspace of a convex 
subset of a Banach space. 
6.5. Proof of Theorem 14 
Let X be an ANR. By 6.4 we can assume that X is a closed subset of a convex set S 
in a Banach space V. Since X is an ANR the identity map of X extends to a continuous map 
p : 0 +X, where 0 is an open neighborhood of X in S, i.e. X is a retract of 0 and a fortiori 
X is dominated by 0. Since “A is dominated by B” is clearly a transitive relation, it will 
suffice to prove that 0 is dominated by a simplicial complex. Since 0 is open in S, given 
v E 0 we can find a neighborhood U of v in V such that U n S c 0, and since V is locally 
convex we can assume U is convex. Since S is also convex U n S is convex, hence 0 is 
semi-locally-convex. As a subspace of the metrizable space V, 0 is metrizable hence para- 
compact and Theorem 13 completes the proof. 
Q.E.D. 
Added in proof: We note here the modifications of the above proofs necessary to 
deduce the theorem added in proof after the statement of Theorem 14 in 01. 
In 6.3, if we assume that Xis locally convex then for any neighborhood U of the diagonal 
in X x X we can assume that for each of the convex sets W, we have W, x W, C_ U. Then 
we have x and the x(/Ii) all in 6 OPi E W, (by 6.2) and hence h,(x) E W, so (x, h,(x)) E 
i=O 
W, x W= --f U, proving that the domination f: X+ INJ and g: INI --, X is a U-domination. 
In 6.5 if X is an ANR embedded as a closed subset of a convex at S in a Banach space 
V and U is a neighborhood of the diagonal in X x X, then since X is closed in S there is a 
neighborhood U’ of the diagonal in S x S such that U’ n X x X = U. Let p: 0 + X be a 
retraction where 0 is a neighborhood of X in S. The argument of 6.5 shows that 0 is a 
locally convex subset of V, hence if U” = U’ n 0 x 0 then U” is a neighborhood of the 
diagonal in 0 x 0 and by what has just been proved there is a U”-domination of 0 by a 
simplicial complex K, say f: 0 + K, g : K -+ 0. Then clearly SIX: X-+ K and f 0 g : K-P X is 
a U domination of X by K. 
We next recall a famous theorem of J. H. C. Whitehead [lo, Theorem 11. 
6.6. LEMMA. If X and Y are spaces dominated by simplicial complexes (or more gener- 
ally by C W complexes) then any weak homotopy equivalencef: X+ Y is in fact a homotopy 
equivalence. 
6.7. 
6.8. 
Proof of Theorem 15 
Immediate from Theorem 14 and 6.6. 
Proof of Corollary of Theorem 15 
The equivalence of (2) and (3) is Theorem 8. That (2) =+ (1) is trivial so it remains to 
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show that (1) a (2). Let p E A’ and i : p -+A’ the inclusion map. Then by (1) i is a weak 
homotopy equivalence, and hence by Theorem 15 a homotopy equivalence, i.e. the unique 
mapf: X + p is such thatf = if is homotopic to the identity map of X, i.e. X is contractible. 
Q.E.D. 
6.9. Proof of Theorem 16 
lmmediate from the Corollary of Theorem 12, Theorem 13 and 6.6 (note that since 6 
and 0 are open in LCTV’s they are semi-locally convex). 
6.10. LEMMA. Let E be u real vector space of countable dimension in itsfinite topology. 
Then E is a LCTVS and each open set of E is paracompact. 
Proof. By choosing a countable basis for E we can identify E with the space R” of all 
finitely non-zero sequences of real numbers. Let R” = {x E Rmjxi = 0 if i > n}. Since every 
finite dimensional subspace of R” is included in some R”, R” = lim R”. Given a sequence 
{ci} of positive numbers and x0 E R” let N(x”, {ci}) ={x E V( jxl- xiol< &i for all i}. 
Clearly N(xO, {Ed}) is a convex neighborhood of x0. If U is any neighborhood of x0 then 
U n R” is a neighborhood of x0 in R” (for n large) so there is a 6, > 0 such that if ltil < 6, 
i=l 3 . . . . n then (tI - xIo, . . . . t, -- x,O, 0, . . . ) E U, hence if ei = min(&, . . . . Si) then 
N(xO, { ci}) E U. Thus N(x”, { EJ) is a basis of convex neighborhoods for R”, and it follows 
easily that R” is a LCTVS, hence regular. If 0 is open in R” then 0 is regular and g- 
compact (since each R” is a-compact) so every open cover of 0 has a countable subcover. 
Since a countable cover is n fortiori c-discrete it follows from [4, Theorem 28, (e) * (a)] 
that 0 is paracompact. Q.E.D. 
Remark. It has been shown by Klee and Kakutani [3] that if E is a real vector space 
of uncountable dimension then in its finite topology E is not a topological vector space, 
and in fact the addition map E x E---t E is not continuous. 
6.11. Proof of Theorem 6 
Immediate from Theorem 16 and 6.10. 
6.12. Proof of Corollary of Theorem 17 
Let E =U E,, with the finite topology. Then E has countable dimension and 0, = 
0 n E as a s&pace of E’ and the corollary follows. 
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