This paper considers multi-derivative general linear methods and thus presents some second and third derivative general linear methods of orders 5, 7 and 10 in its output methods for computing the solution of stiff initial value problems in ordinary differential equations. The methods derived which is of a simple output structure possesses the special property of Runge-Kutta stability.
INTRODUCTION
Consider the numerical solution of the stiff problem (1) using the multi-derivative GLM (MD GLM), , Y s )) T are the first and second stage derivatives computed in step n and the matrices defining the structure of the method in (3a) are A (1) = {a ij (1) } ∈ ℜ (s × k) , A (2) = {a ij (2) } ∈ ℜ (s × k) , B (1) = {b ij (1) } ∈ ℜ (k × k) , B (2) = {b ij (2) }∈ ℜ (k × k) , U = {u ij }∈ ℜ (s × s) , and V = {v ij }∈ ℜ (k × s) respectively. Here, Y i is y(x n + c i h), i = 1, 2, …, s up to the stage order q, and y [n] is the approximate linear combinations with coefficients α ir , up to the order p, for the purposes of having (3) in Nordsieck form see [13] . The c = [c 1 , …,c s ] T is a vector of the stage abscissas. Examples of the SD-GLM (3) are in [1] , [2] , [4] and [16] . The aim of this paper is to construct a new GLM that have the properties of high order and L-stability that are important among other properties needed when applied to stiff problems of (1) . The choice of p = q makes it possible to write the MD-GLM (3) in Nordsieck form because of the quantities that passes between steps during 
(1) computation process. Nordsieck implementation approach which is in [6] [7] [8] [9] [10] allow for ease of changing the step size in Adams methods, and this idea has since been adapted in the implementation of GLM. To convert MD-GLM (3) to Nordsieck form introduce the vectors (3a)
and relate the two formulations (3) and (3a) by where . The method in (3) now becomes (3b)
For a MD-GLM (3) the stability matrix is and the stability function is
The (2) is one of the possible generalizations of the GLMs introduced in [1] , [4] , [16] . This class of GLM employ multiderivatives in its input vector unlike the classical GLM of Butcher [3] 
consideration is the fact that they attain larger stability region at very high order than the RKM of comparable stage number. In fact, the addition of multiderivatives in (3) improves the stage order of GLM [3] in general which is particularly important to minimize errors in the stages and avoid overwhelming the accuracy of the solution output y [n] . The generalisation (3) provides a unification in a sense of Butcher [3] for a wide range of multi-derivative methods amongst others [10] . When = 1 in (2) is the GLM of Butcher [6] and if = 2 which is of particular interest yields the SD-GLM [4] whose partition matrix reduces now to,
This GLM employs the use of second derivative in its stages and output. An example is the SD-GLM which is implicit, Also see [1] , [2] , and [4] for further examples. This implicit method is A-stable. Analogously to the GLM in [6] and [10] , we give the following definitions.
Definition 1: The MD-GLM (3) is said to possess Runge-Kutta stability if the stability polynomial has the form where R(z) is a rational function which has the same significance as the stability function of a RK method, see [11] .
(1) This paper is organised as follows. Section 2 of this paper considers the construction of the multi-derivative linear multistep collocation method, while section 3 discuss the transformation of the hybrid to MD-GLM. In section 4, we apply a new MD-GLM to stiff problems to demonstrate the application of the methods.
MULTI-DERIVATIVE COLLOCATION METHODS
A class of multi-derivative collocation methods can be defined in the following way. Given the abscissa points {c 1 ,...,c s } such that 0 ≤ c j ≤ 1; j = 1(1)s and suppose the solution values y n ,..., y n−k+1 along its functional value f n ,..., f n−k+1 are known at the points x n , x n+1 ,..., x n−k+1 respectively. Then an interpolation and collocation polynomial U(x) of degree ( )s + 2k−1 can be constructed as follows (4) The solution of the IVP (1) following [10] and [14] is now (5) In the interpolation requirement (4) it is assumed that the functional values at are unknown. This is therefore a multiderivative Hermite interpolation with incomplete data, collocating at and interpolating at . The 
formulas of this collocation polynomial U(x) is by no means trivial as [10] has acknowledged. To define the polynomial U(x), let , so that x = x n + th and the nodal points are now
Of particular interest is the case when = 2. This gives rise to a MD-GLM, by the above (4), U(x) is therefore given as
The interpolating polynomial U(x) in (4) and completely specified in (4) and (5) may not exist, however in the case it exists, setting t = c i in (6) and
and using the collocation conditions
Then the SD-RK collocation methods
.
can be obtained where t = 1 in (7) gives the output y n + 1 . For simplicity, (8) is readily seen to be representable as the MD-GLM in (3a), where
MD-GLM WITH RK-STABILITY
The MD-RK-LM collocation method of interest herein is
The order of the method in (9) 
(1) ( , ) .
[ 1]
where,
The vectors U and V in (9) are respectively. The order of the method in (24) is p = s + k 1 + k 2 − 1. By introducing the terms (f n−k2 , f n−k2+1 ,..., f n , f n+1 ) as well as carrying them along from step to step, allows the construction of methods having RK-stability. [ 1] 
, , =1
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However, the focus is on the case when k 1 = k 2 = 1, s ≥ 1 and seek the implementation of (9) 
respectively.
Derivation of the Methods
This section considers methods with (8) with a simple structure for U and V that readily gives RK-stability. To derive the schemes we use the polynomial interpolant (4), [16] , the necessary equations similar to (4) are set up to obtain the coefficients of the polynomial interpolant and following the approach in [17] yields a continuous coefficient method of (6) . Inserting the resulting value(s) of c j into the continuous schemes (6) gives the discrete version (9) of the stage and output formulas respectively. The following subsections will highlight these processes.
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The MD-GLM with Two Stages
The first is the MD-GLM (9) of order of p = 5 and is of two stages. This is the case when
The continuous coefficient method is (11) where, and 
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Setting , ,
, and inserting , c 2 = 1 and t = 1 into (11) yields the output method as (13) The order of (12) and (13) is p = q = 5. The composition of (12) and (13) forms the representation (14) The stability function is . Its stability plot is in Fig. 1 . The algorithm (14) is L-stable. In like manner, when k 1 = k 2 = 1, s = 2, = 3 in (9), the two stage third derivative formula is
n c n c
n n n n c n c n c n c 
where, 
, c 2 = 1 and into the coefficients yields the first stage formula as
, c 2 = 1 and t = 1 into (15) gives For abscissa vector in (15) we found that p > q but for an abscissa vector the methods in (16) and (17) have order p = q = 7.
The third-derivative GLM (TD-GLM) is now, The abscissa vector is . The stability function of the TD-GLM (18) is
The method is L(83 0 )-stable, see Fig. 2 .
MD-GLM with Three Stages
When k 1 = 1, k 2 = 1, s = 3, and = 2 in (9), 
where, The vector of c values is [c 1 , c 2 , c 3 ] T . The continuous coefficients of the method in (19) shows that the order 7 SD-GLM has infinite number of stable methods provided c 1 ≠ c 2 and 0 < c i ≤ 1, i = 1 (1) Similarly, fixing ,
, c 3 = 1 and t = 1 yields the output method
The stage abscissa is . The stages (20), (21) and the output method are of order q = p = 7. Then is the method
Here,
Thus having RK-stability property and is L(89 0 )-stable, see definition 1. The eigenvalues of matrix V in (23) is {0, 1}, see, Fig. 3 .
Similarly, when k 1 = 1, s = 3, = 3 in (9), the three stages, third derivative method is 
(1) 23
3 10 The resulting third derivative GLM is now 
(1) 
MULTI-DERIVATIVE GLM STARTERS
To start the methods (10) and simultaneously progress the integration step forward, the starting method should be a two-output Runge-Kutta method (RK) as well. For input the value of y(x 0 ) is available, the method to be derived in this section gives suitable approximations to y(x 0 + h) and hy′(x 0 + h) in a single step when carrying out the starting process. That is,
A general MD-GLM starter for (3) is Here,
, U -and V -are (1, 1,…, 1) T , and (1, 0, …, 0) T respectively. In particular, a starter for (14) is (30) The internal stages of the method is 
[0]
=1
(1) 0 (2) 12 The GLM in (39) is of order p = q = 6 with an abscissa vector .
IMPLEMENTATION AND CONCLUSION
The methods of this paper are higher order extension of [3] [4] [5] [6] . We will demonstrate the application of the MD-GLM (14) and (18) 
(1) [19] To solve the nonlinear system of equations arising from the implicit stages when (3) is applied to these stiff IVPs of (1) The M is the Jacobian matrix of the method. For the Newton process our starter is Table 1 . The results for the MD-GLM (14) and (18) Continuation of Table 2 MD-GLM ( Table 4 shows the accuracy of the MD-GLM in (14) and (18) respectively when applied on problem 4. When |L| ≥ 10 3 the problem is very stiff and the methods give less accurate results than when |L| ≤ 10 2 for step size Continuation of Table 3 MD-GLM ( Continuation of Table 4 x Error in MD-GLM (14) Error in MD-GLM(18) Conclusively, it is shown that it is possible to obtain highly stable methods with high order from the multi-derivative general linear methods in (9) . In fact, the methods have shown worthwhile performance on the practical stiff problems considered with respect to accuracy as can be seen from Tables 1-4 . Further interest will be to consider MD-GLM (9a) in Nordsieck form for efficient variable stepsize implementation, and this is achievable when a reliable error estimator to compute the error at each step is available.
