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Cyclic cohomology of an entwining structure
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Abstract
In this paper, we introduce and study a cyclic cohomology theory for an entwining structure (A,C, ψ) over a
field k.
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1 Introduction
An entwining structure, as introduced by Brzezin´ski and Majid [4], consists of an algebra A, a coalgebra C and
a map ψ : C ⊗ A −→ A ⊗ C satisfying certain conditions. Together, an entwining structure (A,C, ψ) behaves
like a bialgebra or more generally, a comodule algebra over a bialgebra, as pointed out by Brzezin´ski [6]. There is
also a well developed theory of entwined modules, with applications to diverse objects such as Doi-Hopf modules,
Yetter-Drinfeld modules and coalgebra Galois extensions (see, for instance, [1], [2], [5], [7], [8], [9], [11], [12]).
In [6], Brzezin´ski introduced the Hochschild complex C •(A,C, ψ) of an entwining structure and proceeded to construct
Gerstenhaber like structures on the homology groups. The starting point of this paper was to find a corresponding
cyclic cohomology theory HC•(A,C, ψ) for an entwining structure. Similar to the classical approach of Connes [10],
we take the “cyclic complex” to be a certain subcomplex of the Hochschild complex C •(A,C, ψ) of Brzezin´ski. In
[10], it is shown that the cyclic cocycles of an algebra A can be described using traces on differential graded algebras
over A. Accordingly, we show that the cocycles in our theory can be expressed as characters of “entwined traces”
applied to dg-entwining structures over (A,C, ψ). This paper is part of our effort to study further the homology
theories of an entwining structure, begun in [3].
2 Cyclic cohomology of an entwining structure
Let k be a field. Throughout this section and the rest of this paper, we let A be an algebra over k and let C be a
coalgebra over k. The coproduct ∆ : C −→ C ⊗ C will always be expressed using Sweedler notation ∆(c) = c1 ⊗ c2
for any c ∈ C. The counit on C will be denoted by ǫ : C −→ k. For the sake of convenience, we will denote the
tensor powers A⊗n of the algebra A simply by An. Similarly, an element of C ⊗ A⊗n will be denoted simply by
(c, a1, ..., an). We now recall the notion of an entwining structure, introduced by Brzezin´ski and Majid in [4].
Definition 2.1. Let k be a field. An entwining structure (A,C, ψ) over k consists of a k-algebra A, a k-coalgebra C
and a map ψ : C ⊗A −→ A⊗ C satisfying the following conditions
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ψ(c⊗ µ(a⊗ b)) = ψ(c⊗ ab) = (ab)ψ ⊗ c
ψ = aψbψ ⊗ c
ψψ = ((µ⊗ 1) ◦ (1⊗ ψ) ◦ (ψ ⊗ 1))(c⊗ a⊗ b)
(1⊗∆)(ψ(c⊗ a)) = aψ ⊗∆(c
ψ) = aψψ ⊗ c
ψ
1 ⊗ c
ψ
2 = ((ψ ⊗ 1) ◦ (1⊗ ψ))(∆(c) ⊗ a)
aψε(c
ψ) = ε(c)a 1ψ ⊗ c
ψ = 1⊗ c
(2.1)
Here, the summation has been suppressed by writing ψ(c⊗ a) = aψ ⊗ c
ψ for any c ∈ C and a ∈ A.
Given an entwining structure (A,C, ψ), Brzezin´ski [6] introduced the Hochschild complex C •((A,C, ψ);M) of
(A,C, ψ) with coefficients in an A-bimodule M .
C nψ ((A,C, ψ);M) = Hom(C ⊗A
n,M) δn : Hom(C ⊗An,M) −→ Hom(C ⊗An+1,M)
δn(f)(c, a1, ..., an+1) = a1ψ · f(c
ψ, a2, ..., an+1) +
n∑
i=1
(−1)if(c, a1, ..., aiai+1, ..., an+1)
+ (−1)n+1f(c, a1, ..., an) · an+1
(2.2)
The cohomology of this complex will be denoted by HH•((A,C, ψ);M). In particular, when M = A∗ = Hom(A, k)
made into an A-bimodule as follows
(afa′)(a′′) := f(a′a′′a) f ∈ A∗ = Hom(A, k) a, a′, a′′ ∈ A (2.3)
this complex will be denoted by C •(A,C, ψ) and its cohomology groups by HH•(A,C, ψ). It is immediate that an
element f ∈ C nψ (A,C, ψ) = Hom(C ⊗A
n, A∗) may also be expressed as a linear map g : C ⊗An+1 −→ k by setting
g(c, a1, ..., an+1) = f(c, a1, ..., an)(an+1) (2.4)
We now define a subspace C nλ (A,C, ψ) ⊆ C
n(A,C, ψ) = Hom(C ⊗ An, A∗) by taking the collection of all f ∈
Hom(C ⊗An, A∗) that satisfy
f(c, a1, ..., an)(an+1) = (−1)
nf(cψ, a2, ..., an+1)(a1ψ) (2.5)
for every (c, a1, ..., an+1) ∈ C ⊗A
n+1. Equivalently, using (2.4), the space C nλ (A,C, ψ) may also be described as the
collection of all g ∈ Hom(C ⊗An+1, k) such that
g(c, a1, ..., an+1) = (−1)
ng(cψ, a2, a3, ..., an+1, a1ψ) (2.6)
Theorem 2.2. Let (A,C, ψ) be an entwining structure. Then, (C •λ (A,C, ψ), δ
•) is a subcomplex of the Hochschild
complex of (A,C, ψ).
Proof. We consider f ∈ C nλ (A,C, ψ). We need to verify that δ
n(f) ∈ C n+1λ (A,C, ψ), i.e.,
δn(f)(c, a1, ..., an+1)(an+2) = (−1)
n+1δn(f)(cψ , a2, ..., an+2)(a1ψ) (2.7)
Using the description of the differential in (2.2) and the A-bimodule structure of A∗ described in (2.3), we see that
δn(f)(c, a1, ..., an+1)(an+2) = f(c
ψ, a2, ..., an+1)(an+2a1ψ) +
n∑
i=1
(−1)if(c, a1, ..., aiai+1, ..., an+1)(an+2)
+ (−1)n+1f(c, a1, ..., an)(an+1an+2)
δn(f)(cψ, a2, ..., an+2)(a1ψ) = f(c
ψψ, a3, ..., an+2)(a1ψa2ψ) +
n+1∑
i=2
(−1)i−1f(cψ, a2, ..., aiai+1, ..., an+2)(a1ψ)
+ (−1)n+1f(cψ, a2, ..., an+1)(an+2a1ψ)
(2.8)
Applying condition (2.5), we obtain
n∑
i=2
(−1)if(c, a1, ..., aiai+1, ..., an+1)(an+2) = (−1)
n+1
n∑
i=2
(−1)i−1f(cψ, a2, ..., aiai+1, ..., an+2)(a1ψ) (2.9)
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as well as
(−1)n+1f(c, a1, ..., an)(an+1an+2) = (−1)
n+1(−1)nf(cψ, a2, ..., an+1an+2)(a1ψ) (2.10)
Finally, using (2.5) as well as the properties of an entwining structure in (2.1), we obtain
− f(c, a1a2, ..., an+1)(an+2) = (−1)
n+1f(cψ, a3, ..., an+2)((a1a2)ψ) = (−1)
n+1f(cψψ, a3, ..., an+2)(a1ψa2ψ) (2.11)
The result is now clear from (2.8), (2.9), (2.10) and (2.11).
Definition 2.3. Let (A,C, ψ) be an entwining structure. Then, we will say that (C •λ (A,C, ψ), δ
•) is the cyclic
complex of (A,C, ψ) and the cyclic cohomology groups will be denoted by HC•(A,C, ψ). The cocyles and coboundaries
in (C •λ (A,C, ψ), δ
•) will be denoted respectively by Z•λ(A,C, ψ) and B
•
λ(A,C, ψ)
It is clear that the Hochschild complex C •(A,C, ψ) may be rewritten with terms Hom(C ⊗A⊗n+1, k). In that case,
the Hochschild differential may be expressed as follows
C nψ (A,C, ψ) = Hom(C ⊗A
n+1, k) δn : Hom(C ⊗An+1, k) −→ Hom(C ⊗An+2, k)
δn(g)(c, a1, ..., an+2) = g(c
ψ, a2, ..., an+1, an+2a1ψ) +
n+1∑
i=1
(−1)ig(c, a1, ..., aiai+1, ..., an+2)
(2.12)
3 Entwining of the universal differential graded algebra
We continue with (A,C, ψ) being an entwining structure over k. We begin this section by considering an entwining
structure where the algebra is differential graded.
Definition 3.1. Let (R•, D•) be a differential (non-negatively) graded unital k-algebra and let C be a k-coalgebra.
A dg-entwining structure over k consists of a map
Ψ• : C ⊗R• −→ R• ⊗ C
of degree zero such that
(1) Ψ• : (C ⊗R•, C ⊗D•) −→ (R• ⊗ C,D• ⊗ C) is a morphism of complexes, i.e.,
Dn(rΨ)⊗ c
Ψ = (Dn ⊗ C)(Ψ(c⊗ r)) = Ψ(c⊗ dn(r)) = Dn(r)Ψ ⊗ c
Ψ
for c ∈ C, r ∈ Rn.
(2) The tuple (R,C,Ψ) is an entwining structure.
Definition 3.2. Let (A,C, ψ) be an entwining structure. A dg-entwining structure over (A,C, ψ) consists of a dg-
entwining ((R•, D•), C,Ψ•) and a (not necessarily unital) k-algebra morphism ρ : A −→ R0 such that we have a
commutative diagram
C ⊗A
ψ
−−−−→ A⊗ C
C⊗ρ
y yρ⊗C
C ⊗R0
Ψ0
−−−−→ R0 ⊗ C
(3.1)
Given the k-algebra A, we now consider the algebra A˜ := A⊕ k with multiplication given by
(a+ µ) · (a′ + ν) = (aa′ + µa′ + νa) + µν
for a, a′ ∈ A and scalars µ, ν ∈ k. It is clear that A˜ is also a unital algebra, with 1 ∈ k being the unit. However,
we note that the canonical inclusion A →֒ A˜ of algebras is not necessarily unital. We also see that the morphism
ψ : C ⊗A −→ A⊗ C may be extended to a morphism that we continue to denote by ψ:
ψ : C ⊗ A˜ −→ A˜⊗ C ψ(c⊗ (a+ µ)) = aψ ⊗ c
ψ + 1⊗ µc (3.2)
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It may be easily verified that (A˜, C, ψ) is still an entwining structure in the sense of Definition 2.1.
We now consider the universal differential graded algebra (ΩA, d) associated to A (see [10, § II.1]). As a graded
vector space, it is given by ΩA = A˜ ⊗
(
∞⊕
i=0
A⊗i
)
. An element in A˜ ⊗ A⊗n is a linear combination of terms of the
form
(a0 + µ)da1...dan ai ∈ A, µ ∈ k (3.3)
The multiplication in ΩA is determined by
a0da1....dan = (a0) · (da1) · ... · (dan) (da) · a
′ = d(aa′)− a · (da′) (3.4)
for a, a′, a0, ..., an ∈ A. More generally, for elements p0, ...., pi, q0, ..., qj ∈ A and µ, ν ∈ k, we have
((p0 + µ)dp1...dpi) · ((q0 + ν)dq1...dqj)
= (p0 + µ)
(
dp1....dpi−1d(piq0)dq1...dqj +
i−1∑
l=1
(−1)i−ldp1...d(plpl+1)...dpidq0dq1...dqj
)
+(−1)i(p0 + µ)p1dp2...dpidq0dq1...dqj + ν(p0 + µ)dp1...dpidq1...dqj
(3.5)
The differential on ΩA is determined by setting
d((a0 + µ)da1...dan) = da0da1...dan (3.6)
We also define a morphism
ψˆ : C ⊗ ΩA −→ ΩA⊗ C ψˆ(c⊗ ((a0 + µ)da1...dan)) = (a0ψda1ψ ...danψ)⊗ c
ψn+1 + µ(da1ψ ...danψ)⊗ c
ψn (3.7)
In particular, we have (da)ψ ⊗ c
ψ = ψˆ(c⊗ da) = daψ ⊗ c
ψ .
Proposition 3.3. Let (A,C, ψ) be an entwining structure. Then, ((Ω•A, d•), C, ψˆ) is a dg-entwining structure over
(A,C, ψ).
Proof. From (3.6) and (3.7), it is evident that ψˆ is a morphism of complexes. It is also clear that
ψˆ(c⊗(a0)·(da1)·...·(dan)) = ψˆ(c⊗a0da1....dan) = (a0ψda1ψ...danψ)⊗c
ψn+1 = ((a0ψ)·(da1ψ)...·(danψ))⊗c
ψn+1 (3.8)
Further, we have
ψˆ(c⊗ ((da) · a′)) = ψˆ(c⊗ d(aa′)) − ψˆ(c⊗ (a · (da′)))
= d(aa′)ψ ⊗ c
ψ − (aψda
′
ψ)⊗ c
ψψ
= d(aψa
′
ψ)⊗ c
ψψ − (aψda
′
ψ)⊗ c
ψψ
= ((daψ) · a
′
ψ)⊗ c
ψψ = ((da)ψ · a
′
ψ)⊗ c
ψψ
(3.9)
Together, (3.8) and (3.9) show that ψˆ is well behaved with respect to the multiplication on ΩA. The other conditions
in (2.1) for (ΩA,C, ψˆ) to be an entwining structure may also be verified by direct computation. Finally, it is clear
that the maps ψˆ0 : C ⊗ A˜ = C ⊗ (ΩA)0 −→ (ΩA)0 ⊗ C = A˜ ⊗ C and ψ : C ⊗ A −→ A ⊗ C are well behaved with
respect to the canonical inclusion A →֒ A˜. This proves the result.
Theorem 3.4. Let ((R•, D•), C,Ψ•) be a dg-entwining structure over (A,C, ψ) consisting of a k-algebra homomor-
phism ρ : A −→ R0. Then, there is an induced morphism ρˆ : (Ω•A, d•) −→ (R•, D•) of dg-algebras such that
ρˆ|A = ρ : A −→ R0 and we have a commutative diagram
C ⊗ ΩA
ψˆ
−−−−→ ΩA⊗ C
C⊗ρˆ
y
yρˆ⊗C
C ⊗R
Ψ
−−−−→ R⊗ C
(3.10)
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Proof. For the sake of convenience, we will suppress the morphism ρ and often write ρ(a) ∈ R0 simply as a for
any a ∈ A. From the universal property of (Ω•, d•) (see [10, § II.1]), we know that there is a unique morphism
ρˆ : (Ω•A, d•) −→ (R•, D•) of dg-algebras such that ρˆ|A = ρ : A −→ R0. In particular, ρˆ is described as follows
ρˆ((a0 + µ)da1...dan) = (a0) · (Da1) · ... · (Dan) + µ(Da1) · ... · (Dan) (3.11)
where the products on the right hand side are taken in R. We now compute
((ρˆ⊗ C) ◦ ψˆ)((a0 + µ)da1...dan) = (ρˆ⊗ C)((a0ψda1ψ...danψ)⊗ c
ψn+1 + µ(da1ψ...danψ)⊗ c
ψn)
= (a0ψ) · (Da1ψ) · ... · (Danψ)⊗ c
ψn+1 + µ(Da1ψ) · ... · (Danψ)⊗ c
ψn
(Ψ ◦ (C ⊗ ρˆ))((a0 + µ)da1...dan) = Ψ(c⊗ ((a0) · (Da1) · ... · (Dan)) + c⊗ (µ(Da1) · ... · (Dan)))
= ((a0)Ψ · (Da1)Ψ · ... · (Dan)Ψ)⊗ c
Ψn+1 + (µ(Da1)Ψ · ... · (Dan)Ψ)⊗ c
Ψn
= ((a0Ψ) · (Da1Ψ) · ... · (DanΨ))⊗ c
Ψn+1 + (µ(Da1Ψ) · ... · (DanΨ))⊗ c
Ψn
= ((a0ψ) · (Da1ψ) · ... · (Danψ))⊗ c
ψn+1 + (µ(Da1ψ) · ... · (Danψ))⊗ c
ψn
where the replacement of Ψ by ψ in the last equality follows from the commutativity of (3.1). We have now shown
that the diagram (3.10) is commutative.
4 Entwined traces and classes in cyclic cohomology
In this section, we will show that cocycles in (C •λ (A,C, ψ), δ
•) correspond to certain kinds of traces on dg-entwining
structures over (A,C, ψ). We continue to suppress the morphism ρ : A −→ R0 when working with a dg-entwining
structure ((R•, D•), C,Ψ•) over (A,C, ψ). We begin by introducing the notion of an entwined trace.
Definition 4.1. Let ((R•, D•), C,Ψ•) be a dg-entwining structure. An n-dimensional closed graded entwined trace
for ((R•, D•), C,Ψ•) consists of a linear morphism
T : C ⊗Rn −→ k (4.1)
satisfying the following conditions
(1) For any c ∈ C and r ∈ Rn−1, we have
T (c⊗D(r)) = 0 (4.2)
(2) For r ∈ Ri, r′ ∈ Rj with i+ j = n and any c ∈ C, we have
T (c⊗ rr′) = (−1)ijT (cΨ ⊗ r′rΨ) (4.3)
Definition 4.2. Let (A,C, ψ) be an entwining structure. An n-dimensional entwined cycle over (A,C, ψ) is a tuple
((R•, D•), C,Ψ•, T, ρ) (4.4)
where
(1) ρ : A −→ R0 is a (not necessarily unital) morphism of k-algebras making ((R•, D•), C,Ψ•) a dg-entwining
structure over (A,C, ψ).
(2) T : C ⊗Rn −→ k is an n-dimensional closed graded entwined trace on ((R•, D•), C,Ψ•).
Proposition 4.3. Let (A,C, ψ) be an entwining structure and let g : C ⊗A⊗n+1 −→ k be a linear morphism. Then,
the following are equivalent.
(1) There is an n-dimensional entwined cycle ((R•, D•), C,Ψ•, T, ρ) over (A,C, ψ) such that
g(c, a0, ..., an) = T (c⊗ (ρ(a0) ·Dρ(a1) · ... ·Dρ(an))) ai ∈ A, c ∈ C (4.5)
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(2) There exists a closed graded entwined trace t : C ⊗ ΩnA −→ k of dimension n on ((Ω•A, d•), C, ψˆ) such that
g(c, a0, ..., an) = t(c⊗ a0da1....dan) ai ∈ A, c ∈ C (4.6)
Proof. (1) ⇒ (2) : By Theorem 3.4, we obtain a morphism ρˆ : (Ω•A, d•) −→ (R•, D•) of dg-algebras extending
ρ : A −→ R0. We define t : C ⊗ ΩnA −→ k by setting
t(c⊗ ((a0 + µ)da1...dan)) = T (c⊗ ρˆ((a0 + µ)da1...dan))) (4.7)
In particular, when µ = 0, we get
t(c⊗ a0da1...dan) = T (c⊗ (ρ(a0) ·Dρ(a1) · ... ·Dρ(an))) = g(c, a0, ..., an) (4.8)
We have to verify that t satisfies the conditions (4.2) and (4.3) in Definition 4.1. First, we note that
t(c⊗ d((a0 + µ)da1...dan−1)) = t(c⊗ 1da0...dan−1) = g(c, 0, a0, ..., an−1) = 0 (4.9)
This proves the condition (4.2). Now, for α ∈ ΩiA and α′ ∈ ΩjA with i + j = n and for any c ∈ C, we have
t(c⊗ α · α′) = T (c⊗ ρˆ(α · α′)) = T (c⊗ ρˆ(α) · ρˆ(α′)) = (−1)ijT (cΨ ⊗ ρˆ(α′) · ρˆ(α)Ψ)
= (−1)ijT (cψˆ ⊗ ρˆ(α′) · ρˆ(α
ψˆ
)) = (−1)ijT (cψˆ ⊗ ρˆ(α′ · α
ψˆ
))
= t(cψˆ ⊗ (α′ · α
ψˆ
))
where the equality cΨ ⊗ ρˆ(α′) · ρˆ(α)Ψ = c
ψˆ ⊗ ρˆ(α′) · ρˆ(α
ψˆ
) follows from the commutativity of the diagram in (3.10).
This shows that t also satisfies the condition (4.3).
(2) ⇒ (1) : Let ι : A −→ A˜ = Ω0A be the canonical inclusion. From Proposition 3.3, we already know that
ι : A −→ A˜ makes ((Ω•A, d•), C, ψˆ) into a dg-entwining structure over (A,C, ψ). Since t : C ⊗ΩnA −→ k is a closed
graded entwined trace of dimension n, it follows that ((Ω•A, d•), C, ψˆ, t, ι) is an n-dimensional entwined cycle over
(A,C, ψ). We also have
t(c⊗ ι(a0) · dι(a1) · ... · dι(an)) = t(c⊗ a0da1...dan) = g(c, a0, ..., an)
for c ∈ C and ai ∈ A.
Theorem 4.4. Let (A,C, ψ) be an entwining structure and let g : C ⊗ A⊗n+1 −→ k be a linear morphism. Then,
the following are equivalent.
(1) There is an n-dimensional entwined cycle ((R•, D•), C,Ψ•, T, ρ) over (A,C, ψ) such that
g(c, a0, ..., an) = T (c⊗ (ρ(a0) ·Dρ(a1) · ... ·Dρ(an))) ai ∈ A, c ∈ C (4.10)
(2) There exists a closed graded entwined trace t : C ⊗ ΩnA −→ k of dimension n on ((Ω•A, d•), C, ψˆ) such that
g(c, a0, ..., an) = t(c⊗ a0da1....dan) ai ∈ A, c ∈ C (4.11)
(3) g ∈ Znλ (A,C, ψ).
Proof. From Proposition 4.3, we already know that (1) and (2) are equivalent.
(3) ⇒ (2) : We know that g ∈ C •λ (A,C, ψ). We define t : C ⊗ Ω
nA −→ k by setting
t(c⊗ (a0 + µ)da1....dan) := g(c, a0, a1, ..., an) (4.12)
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for c ∈ C, ai ∈ A and µ ∈ k. We note that
t(c⊗ d((a0 + µ)da1....dan−1)) = t(c⊗ da0...dan−1) = g(c, 0, a0, ..., an−1) = 0 (4.13)
We now consider elements (p0 + µ)dp1...dpi ∈ Ω
iA and (q0 + ν)dq1...dqj ∈ Ω
jA with i+ j = n. Using the expression
for the product on ΩA given in (3.5), we obtain
t(c⊗ ((p0 + µ)dp1...dpi) · ((q0 + ν)dq1...dqj))
= g(c, p0, p1, ..., pi−1, piq0, q1, ..., qj) +
i−1∑
l=1
(−1)i−lg(c, p0, p1, ..., plpl+1, ...pi, q0, q1, ..., qj)
+(−1)ig(c, p0p1, p2, ..., pi, q0, ..., qj) + (−1)
iµg(c, p1, p2, ..., pi, q0, ..., qj) + νg(c, p0, p1, ..., pi, q1, ..., qj)
(4.14)
On the other hand, we have
t(cψˆ ⊗ ((q0 + ν)dq1...dqj) · ((p0 + µ)dp1...dpi)ψˆ)
= t(cψ
i+1
⊗ (q0dq1...dqj) · (p0ψdp1ψ ...dpiψ)) + νt(c
ψi+1 ⊗ (dq1...dqj) · (p0ψdp1ψ...dpiψ))
+µt(cψ
i
⊗ ((q0 + ν)dq1...dqj) · (dp1ψ...dpiψ))
(4.15)
We need to verify that
t(c⊗ ((p0 + µ)dp1...dpi) · ((q0 + ν)dq1...dqj)) = (−1)
ijt(cψˆ ⊗ ((q0 + ν)dq1...dqj) · ((p0 + µ)dp1...dpi)ψˆ) (4.16)
For this, we compare one by one the terms in (4.14) and (4.15) using the relations (4.12), (4.13), the product on ΩA
described in (3.5) and the property of g ∈ C nλ (A,C, ψ) from (2.6). First, we note that
µt(cψ
i
⊗ ((q0 + ν)dq1...dqj) · (dp1ψ ...dpiψ)) = µg(c
ψi , q0, q1, ..., qj , p1ψ, ..., piψ)
= (−1)ij(−1)iµg(c, p1, p2, ..., pi, q0, ..., qj)
(4.17)
Next, we have
νt(cψ
i+1
⊗ (dq1...dqj) · (p0ψdp1ψ ...dpiψ)) = (−1)
jνg(cψ
i+1
, q1, ..., qj , p0ψ, ..., piψ)
= (−1)ijνg(c, p0, p1, ..., pi, q1, ..., qj)
(4.18)
We also have
t(cψ
i+1
⊗ (q0dq1...dqj) · (p0ψdp1ψ...dpiψ))
= g(cψ
i+1
, q0, ..., qj−1, qjp0ψ, p1ψ, ..., piψ) +
j−1∑
l=1
(−1)j−lg(cψ
i+1
, q0, q1, ..., qlql+1, ...qj , p0ψ, ..., piψ)
+(−1)jg(cψ
i+1
, q0q1, q2, ..., qj , p0ψ, ..., piψ)
= (−1)nig(cψ, p1, ..., pi, q0, ..., qj−1, qjp0ψ) +
j−1∑
l=1
(−1)j−l(−1)n(i+1)g(c, p0, p1, ..., pi, q0, q1, ..., qlql+1, ...qj)
+(−1)j+n(i+1)g(c, p0, ..., pi, q0q1, q2, ..., qj)
(4.19)
The result of (4.16) now follows from the fact that g ∈ Znλ (A,C, ψ) satisfies δ(g) = 0, where δ is the Hochschild
differential as described in (2.12).
(2) ⇒ (3) : We have an n-dimensional entwined cycle ((R•, D•), C,Ψ•, T, ρ) over (A,C, ψ) such that
g(c, a0, ..., an) = T (c⊗ (ρ(a0) ·Dρ(a1) · ... ·Dρ(an))) ai ∈ A, c ∈ C (4.20)
To show that g ∈ Znλ (A,C, ψ), we have to verify that
δ(g)(c, p1, ..., pn+2) = 0 g(c, p1, ..., pn+1) = (−1)
ng(cψ, p2, ..., pn, p1ψ) (4.21)
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for any pi ∈ A and c ∈ C. Here, δ denotes the Hochschild differential as described in (2.12). We now have
g(c, p1, ..., pn+1)− (−1)
ng(cψ, p2, ..., pn, p1ψ) = t(c⊗ p1dp2...dpn+1)− (−1)
nt(cψ ⊗ p2dp3...dpn+1dp1ψ)
= t(c⊗ p1dp2...dpn+1) + t(c⊗ (dp1)(p2dp3...dpn+1))
= t(c⊗ d(p1p2)dp3...dpn+1) = 0
(4.22)
Applying (4.22), we can now reverse the arguments in (4.19) to see that
t(cψ
n+1
⊗ (pn+2) · (p1ψdp2ψ...dp(n+1)ψ)) = (−1)
ng(cψ, p2, ..., pn+1, pn+2p1ψ) (4.23)
Similarly, we can reverse the arguments in (4.14) to see that
t(c⊗ (p1dp2...dpn+1)(pn+2)) = g(c, p1, ..., pn+1pn+2) +
n−1∑
l=1
(−1)n−lg(c, p1, p2, ..., pl+1pl+2, ..., pn+2)
+(−1)ng(c, p1p2, ..., pn+1, pn+2)
(4.24)
From (4.23) and (4.24) and the fact that t(c⊗ (p1dp2...dpn+1)(pn+2))− t(c
ψn+1 ⊗ (pn+2) · (p1ψdp2ψ...dp(n+1)ψ)) = 0,
it now follows that δ(g) = 0.
References
[1] J. Y. Abuhlail, Dual entwining structures and dual entwined modules, Algebr. Represent. Theory 8 (2005), no. 2, 275–295.
[2] M. Balodi, A. Banerjee, and S. Ray, Entwined modules over linear categories and Galois extensions, Israel Journal of Mathematics
(to appear).
[3] M. Balodi, A. Banerjee, and A. Naolekar, Weak comp algebras and cup products in secondary Hochschild cohomology of entwining
structures, arXiv:1909.05476 [math.RA].
[4] T. Brzezin´ski and S. Majid, Coalgebra bundles, Comm. Math. Phys. 191 (1998), no. 2, 467–492.
[5] T. Brzezin´ski, On modules associated to coalgebra Galois extensions, J. Algebra 215 (1999), no. 1, 290–317.
[6] , The cohomology structure of an algebra entwined with a coalgebra, J. Algebra 235 (2001), no. 1, 176–202.
[7] , The structure of corings: induction functors, Maschke-type theorem, and Frobenius and Galois-type properties, Algebr.
Represent. Theory 5 (2002), no. 4, 389–410.
[8] D. Bulacu, S. Caenepeel, and B. Torrecillas, Frobenius and separable functors for the category of entwined modules over cowreaths,
II: applications, J. Algebra 515 (2018), 236–277.
[9] S. Caenepeel and E. De Groot, Modules over weak entwining structures, New trends in Hopf algebra theory (La Falda, 1999),
Contemp. Math., vol. 267, Amer. Math. Soc., Providence, RI, 2000, pp. 31–54.
[10] A. Connes, Noncommutative differential geometry, Inst. Hautes E´tudes Sci. Publ. Math. 62 (1985), 257–360.
[11] L. Jia, The sovereign structure on categories of entwined modules, J. Pure Appl. Algebra 221 (2017), no. 4, 867–874.
[12] P. Schauenburg, Doi-Koppinen Hopf modules versus entwined modules, New York J. Math. 6 (2000), 325–329.
8
