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INTRODUCTION 
The goal of a maize breeder is to produce stable high yielding 
varieties that are superior to contemporary commercial varieties in 
one or more traits. The first limitation to varietal performance is 
stand establishment. Therefore, one of the initial requirements for 
superior performance is uniform, dependable, stand establishment under 
various environmental conditions. 
The environmental conditions present during germination and early 
seedling growth have been changing over the last few decades. Early 
planting has increased. Theoretically, this results in higher yields 
due to the coincidence of maximum light intensity periods and grain 
fill (Mock and Pearce, 1975). Acreage cultivated under some form of 
conservation or reduced tillage also have increased, emphasizing 
emergence problems because surface residues cause soils to remain 
cooler and wetter later into the growing season (Newhouse, 1984). 
Additionally, growing regions are expanding into more northern latitudes 
and higher elevations. These changes in planting environments require 
the development of material possessing rapid, uniform emergence and 
normal growth under cool, moist conditions. 
There have been numerous studies designed to investigate cold 
tolerance. The need for cold tolerant varieties is not new. As early 
as 1922, breeders were aware of the importance of cold tolerance and 
released Golden Glow, a variety noted for this character. Cold 
tolerance is a quantitative trait which can be subdivided into a number 
of components. These components can be categorized into: (1) emergence 
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percentage and (2) rate of growth. 
Results of studies investigating the type of gene action involved 
in cold tolerance have been inconsistent. Some authors attributed the 
gene action to additive effects (Grogan, 1970; Eagles, 1982) and others 
to dominant or nonadditive gene action (McConnell and Gardner, 1979a). 
Maternal effects (Grogan, 1970; Eagles and Hardacre, 1979a; 1979b) and 
reciprocal effects (Ventura, 1959; Pollmer et al., 1979) also have 
been found important in the expression of cold tolerance. In one 
study, maternal effects were eliminated with the use of a fungicide 
treatment (Chang, 1966). Another study found paternal effects of 
greater importance than maternal effects but these disappeared in the 
F2 generation (Eagles, 1982). 
More recently, studies have been designed to establish whether 
sufficient genetic variability existed for cold tolerance in maize 
populations to facilitate improvement of the trait. These studies 
established that there was sufficient genetic variability within both 
adapted Com . Belt populations (Mock and Eberhart, 1972; Mock and 
McNeill, 1979) and unadapted or exotic maize populations (Miedema, 
1979; Eagles et al., 1983). 
A breeding program designed to increase cold tolerance requires the 
selection of lines or hybrids with rapid, uniform emergence, plus 
vigorous growth and rapid dry-matter accumulation. Successful selection 
requires the existence of heritable variation, and the type of breeding 
program implemented depends upon the type of genetic systems controlling 
cold tolerance. Therefore, several biometrical parameters are of 
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interest to the breeder; (1) mean performance, (2) the relative 
magnitudes of the additive, dominant, epistatic, maternal, and 
reciprocal genetic variance, (3) genotype x environment interaction 
variance, (4) heritabilities, and (5) genetic correlations. 
Two studies have been designed to establish the amount and type of 
genetic variance for cold tolerance within a population (Eagles and 
Hardacre, 1979a; 1979b), They found that nonadditive or maternal 
variance was present in the CIMMYT Pool 5 population. Genetic and 
phenotypic correlations have been calculated in some studies but 
results have been inconsistent, depending upon the material examined 
(Mock and Skrdla, 1978; Crosbie et al., 1980), No estimates of 
additive genetic correlations have been reported. Genotype x environ­
ment interactions have been considered an important bias in variance 
estimates by some authors (Andrew, 1954; Mock, 1979), while in other 
studies they were found to be nonsignificant (Mock and Bakri, 1976; 
Hardacre and Eagles, 1980). 
This research study was, therefore, initiated to improve our 
understanding of the genetic control of cold tolerance. Eighty-eight 
random S2 lines from the cycle 5 of the maize population BS13SCT were 
crossed in a North Carolina Design II (Comstock and Robinson, 1948; 
1952). The reciprocal crosses also were made. Fullsib progeny then 
were evaluated in the field for their cold tolerance performance, as 
defined by: (1) emergence percentage at 200 and 400 growing degrees, 
(2) seedling and plot dry weight at 400 growing degrees, (3) rate of 
emergence on a day and a growing degree basis, and (4) seedling vigor 
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at 400 growing degrees- The primary objectives of this research were: 
(1) to estimate the amount and types of genetic variance for cold 
tolerance in the maize population BS13SCT(C5), 
(2) to determine the importance of maternal and reciprocal effects 
for cold tolerance, 
(3) to study the importance of genotype x environment interactions 
in the breeding and evaluation of material for cold tolerance, 
C4) to estimate the genotypic correlations between the components 
of cold tolerance, and 
C5) to propose effective breeding strategies for increasing cold 
tolerance. 
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LITERATURE REVIEW 
Estimation of Genetic Variance 
Estimates of genetic variance and heritability help the breeder 
answer the following questions that are important in a plant breeding 
program (Dudley and Moll, 1969): 
(1) Is the variability observed attributed to genetic differences? 
(2) Is sufficient genetic variability present to allow improvement 
in the characters of importance? 
(3) What are the types and relative amounts of genetic variance 
present? 
(4) How extensively (in terms of years, locations or replications) 
must the breeding material be evaluated? 
(5) Which breeding procedure will most efficiently and rapidly 
improve the desired characters? 
For any trait, the amount of variation present within a population 
can be expressed as a variance if the values measured are expressed as 
deviations from the population mean. Fisher (1918) first expressed the 
2 2 phenotypic variance (Cp) as the sum of the genetic (cr^) and the 
2 
environmental (a^) variance. He then demonstrated that the genetic 
2 
variance could be partitioned into an additive component (o^) due to 
2 the average effects of alleles at a locus, a nonadditive component (a^), 
2 
and an epistatic (o^) component. Dominance variance, due to allelic 
interactions, is the variance of dominance deviations or dominance 
effects. Epistatic variance is the variance of nonallelic interactions. 
Cockerham (1954) and Kempthome (1955) have demonstrated that the 
6 
epistatic variance can be subdivided into different types representing 
the various interactions possible between the additive and dominance 
effects at differing loci. Falconer (1981) defined as the variance 
of breeding values; the breeding value of an individual is calculated 
as twice the mean deviation of its progeny from the population mean. 
The deviation is doubled because the parent in question contributes only 
half the genes in the progeny, and the other half is a random sample 
from the population. Additive genetic variance does not imply additive 
gene action or indicate that the genes involved show neither dominance 
nor epistasis (Falconer, 1981). In fact no assumption about the type of 
2 gene action is made and can arise from genes with any types of 
dominance or epistasis (Falconer, 1981). Additive genetic variance is 
of primary importance to breeders because it is a breeder's measure of 
the heritable portion of observable variation. 
Genetic components of variance may be estimated with systematic 
mating schemes designed to assess several types of relatives. The 
mating designs most often used to calculate the covariance among 
relatives, can be analyzed by standard statistical procedures. Covari-
ances of relatives can be used in the estimation of variance components. 
The expectation of these covariances as linear functions of the genetic 
variance components has been demonstrated theoretically by Cockerham 
(1954) and Kempthome (1973). For example, the covariance of half-sibs 
is defined as: 
COVES = (^ )a^  + (^ )"a^  + , 
and the covariance of full—sibs is defined as: 
7 
COVFS •) ajj + (-1 + F O 
where F is the coefficient of inbreeding and is equal to 0 for noninbred 
individuals and equal to 1 for completely inbred individuals. 
The choice of mating design depends on; (a) the mode of repro­
duction and ease of mating of the species, (b) the objectives in 
estimating the genetic variance, (c) the reliability of the estimates, 
and (d) the ease of analysis and interpretation. Cockerham (1963) has 
provided a thorough summary of methods for estimating genetic 
variances. However, a number of these methods do not provide estimates 
2 2 
of some of the parameters desired in this study: a^, maternal and 
reciprocal variances. This section of my literature review will be 
limited, therefore, to reviewing the advantages and limitations of two 
designs from which these parameters can be estimated; (1) diallel 
(Sprague and Tatum, 1942), and (2) Design II (Comstock and Robinson, 
1948, 1952). 
Diallel 
Lush (1945) reported that the first use of a diallel was by Schmidt 
in 1919. In plant breeding, a complete diallel is commonly thought of 
as a crossed design, characterized by all possible matings among 
individuals including both reciprocals and selfs. The complete 
diallel can be modified to include ; (a) only single crosses, or (b) 
only single crosses and reciprocals, or (c) only single crosses and 
selfs. For dioecious species, where selfing or reciprocal crosses are 
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not possible, only a modification can be utilized. Diallels which do 
not include the parents are commonly used in maize breeding to determine , 
the suitability of selected lines for hybrid combination. Population 
diallels also are used as an aid in determining a populacion's relative 
potential as breeding material or in evaluating the response to 
different recurrent selection schemes. In these cases, information 
concerning the performance of the individual population and the crosses 
is important and the partitioning of the comparison, parents vs crosses, 
is a test of heterosis (Hallauer and Miranda, 1981). 
Sprague and Tatum (1942) first introduced the terms general combin­
ing ability (GCA) and specific combining ability (SCA). They defined 
GCA as the average performance of a line in hybrid combination, and SCA 
as the deviations of specific crosses from that expected based on the 
average performance of the lines involved. Their purpose was to 
evaluate the relative importance of genes contributing to GCA and SCA 
in the yield of selected corn single crosses. Working with a specific 
2 
set of lines they estimated the GCA variance » and SCA variance 
2 (Qsca^> for each line. They concluded: (a) the relative magnitudes of 
GCA and SCA indicated the relative importance of genes with additive 
and nonadditive effects, respectively, (b) small estimates of GCA 
indicated a line had average performance, while large values resulted 
when a line was above or below average, and (c) small SCA values 
indicated that hybrids involving that line would perform as expected 
from its GCA and large values indicated that some specific combinations 
did better and others worse than expected. Sprague and Tatums' (1942) 
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experiment involved a selected set of individuals and therefore their 
results referred only to the lines involved in the experiment. 
Although Sprague and Tatum (1942) first introduced and defined 
the concepts of GCA and SCA in terms of gene effects, they did not 
present an exact genetic interpretation of the combining ability 
effects and variances. Griffing (1956a) used the methods outlined by 
Fisher (1918) to demonstrate the relationship between the diallel 
crossing scheme and the covariances between relatives and to express 
them in terms of additive and nonadditive genetic variances. For 
completely inbred lines (F = 1), he demonstrated the following: 
'^GCA ~ + l/4a^ + ... which is equal to the COVHS; 
and that 
COVFS - 2(COVHS). Matzinger and Kempthome (1956) also demonstrated 
this relationship for the general model with arbitrary inbreeding: 
COVHS = ; 
and 
COVFS = (^ 2 + (^ 2 
for experiments repeated over years and locations. 
"The diallel mating design has been used and abused more exten­
sively than any other in maize and other plant species'* (Hallauer and 
Miranda, 1981). The diallel, as well as other designs, can be misused 
if researchers utilize incorrect assumptions and extrapolate conclusions 
beyond the scope of the design. Several papers dicusss the theory and 
analysis of diallel crosses (Hayman, 1954a, 1954b; Kempthorne, 1956). 
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Kempthome (1956) discussed the following assumptions for use of a 
diallel to estimate the genetic parameters of a population; (a) lines 
are obtained without artificial or natural selection, (b) diploid 
segregation, (c) no difference between reciprocal crosses, (d) arbitrary 
epistacy, (e) an arbitrary number of alleles at each locus, (f) parents 
at the same level of inbreeding, and (g) the phenotypic expression is 
equal to the sum of a genotypic and an environmental contribution, 
the latter being associated at random with the genotype. This was an 
extension of the theory such that the following previous assumptions were 
unnecessary; two alleles per locus, no epistacy, and selected inbred 
lines (Hayman, 1954b; 1958; 1960). Kempthorne (1956), however, 
demonstrated that only under the assumption of no epistacy could the 
diallel table provide any information concerning the intrinsic 
properties of the original population. 
Griffing (1956b) presented a detailed examination of the concept 
of combining ability in relation to diallel crossing schemes. He 
provided the linear models, expectations of the mean squares, 
appropriate tests of significance, estimation of effects and their 
standard errors, as well as estimates for variance components for each 
of four diallel crossing schemes; (1) a complete diallel = parents, 
single crosses and reciprocals, (2) parents and single crosses, (3) 
single crosses and reciprocals, and (4) single crosses. Each of the four 
crossing schemes was examined using two models: (a) genetic effects 
fixed and (b) genetic effects random. Models I and II, respectively 
(Eisenhart, 1947). When the experimental material is a selected group 
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of individuals. Model I, the individuals are the reference population. 
When the experimental material is a random sample of individuals from 
a population. Model II, the results are applicable to the population 
from which the individuals are obtained, and variances rather than 
effects can be estimated. To obtain unbiased estimates of the additive 
and nonadditive genetic variance, crossing methods 3 or 4, in which the 
parents are not included in the combining ability analysis, must be 
used (Griffing, 1956b). Griffing's (1956b) linear model for method 3 
evaluated in one environment was : 
_ ij =1 ... p 
X. = li + g. + g. + s + r + e k = 1 ... b 
^ * 2 = 1 ... c 
where: all effects except u are random variables; 
= the mean performance of the cross of the i^^ and 
individual; 
y = the population mean; 
g^ and gj = the GCA effects of the i'^ and parents 
respectively; 
= the SCA effect for the cross between the i^^ and the 
parents such that s.. = s..; 
r.. = the reciprocal genotypic effect such that r.. = -r..; and 
X3 
— 
e. . = the error effect peculiar to the ij mean such that • ij • • 
®ij.. " 
The analysis of variance for Griffing's method 3 (1956b), Model II, 
with the expectation of the mean squares (EMS) expressed in terms of 
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2 the covariances of relatives (GOV) and variance components (a ), is 
shown in Table 1. 
Griffing's (1956b) treatment of the diallel only dealt with 
experiments conducted in one environment, however, other authors have 
extended the analysis to include experiments conducted over several 
years and locations (Rojas and Sprague, 1952; Matzinger and Kempthome, 
1956; Matzinger, Sprague, and Cockerham, 1959). These authors only 
evaluated single crosses and therefore the analysis involved GCA and 
SCA effects and their interactions with locations and years. 
The assumption of no reciprocal effects can be investigated 
experimentally if the reciprocal crosses, Griffing's (1956b) method 1 
or 3, are included in the analysis. Several authors have evaluated 
this situation, including in their analysis GCA, SCA, reciprocal and 
maternal effects (Yates, 1947; Cockerham, 1963; Jowett, 1968; Cockerham 
and Weir, 1977; Keuls and Garretsen, 1977; Van Sanford and Matzinger, 
1982). Maternal effects are defined as the overall differences 
between a parent's average performance as a male and as a female or the 
general reciprocal effect (GRE). When maternal effects are included 
in the analysis, the reciprocal effect is a deviation, defined as the 
difference between the reciprocal crosses from pairs of parents, or 
the specific reciprocal effect (SRE). Jowett (1968) presented two 
analyses which may be applied when crosses and their reciprocals are 
included in the experiment, shown in Table 2. It can be seen that 
analysis b is identical to Griffing's (1956b) method 3. 
Table 1. Analysis of variance for Griffing's (1956b) Method 3 (Crosses and Reciprocals) Model II 
Sums of Mean EMS 
Source DF squares squares Model II GOV 
GCA n-1^ S M + 20^ + 2(n-2)a^ + 2(C0VFS - 2C0VHS) + 2(n-2)COVHS 
SCA n(n-3)/2 + 20g + 2(C0VFS - 2C0VHS) 
Reciprocal n(n-l)/2 + 2a^ + 2ff^ 
2 2 
Error m S M a a 
e a 
^Where n = the number of parents. 
Table 2. Comparison of diallel analysis including and neglecting maternal sources (Jowett, 1968) 
(a) Including maternal (b) Neglecting maternal 
Source DF EMS DF EMS 
GCA n-1 + 2ra^ + r(n-2)a^ + 2ra^ n-1 + 2ra^ + 2r(n-2)a^ 
s m g s g 
SCA (,2 ^ n(n-3) 1 ^ ^^^2 
2 2 2 
Maternai n-1 o + ro + ma 
r m 
Reciprocal ("-l)(n-2) 1 ^ ^^2 nÇn^^OJ ï ^ ^^2 
Error (r-1)(n^-n-1) (r-1)(n^-n-1) 
\here = error variance, = reciprocal variance, = maternal variance, Og = SCA 
variance, = GCA variance, n is the number of parents, and r Is the number of replications. 
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Both Cockerham and Weir's (1977) and Keuls and Garretsen's (1977) 
analysis included reciprocal and maternal effects, but their models 
did differ. Keuls and Garretsen's (1977) model was: 
^ijk = ^ + \ + X. + s.. + S. + e. + r.j + e., 
where: 
Y. „ = the response of the k^^ replicate of the cross between the 
IJ K. 
i^^ female and the male, 
V = the overall mean; 
Ai(Xj) = the GCA effect of the i^^ (j^^) parent; 
Sj^j = the SCA effect of the cross between the i^^ and 
parent; 
ô^(e^) = the GRE due to the i^^ female (j^^ male); 
r.. = the SRE due to the cross between the i^^ female and the 
male; and 
e. = the error term. 
The analysis they used is shown in Table 3. Cockerham and Weir (1977) 
presented a different model; 
- « + Si + Sj + + ry + 
®ij ^ 
where: 
Y. = the observation on an offspring of maternal parent i mated 3-jK 
to paternal parent j, i ^  j; 
y = the mean; 
= the maternal effect for i, (M^) plus the parental effect 
for i, (Pj^) divided by 2; 
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gj = the same as g^ except for the jparent; 
Sj^j = the interaction of maternal i and paternal j , (MP)„ plus 
paternal i x maternal j, (MP).^, divided by 2; 
= (M^ - Pj_)/2; and 
r^j = [(MP)_ - (MP)_]/2. 
Their analysis is shown in Table 4. 
These examples demonstrate how the expectations of the mean squares 
differ from author to author. This is not a presentation of correct 
versus incorrect interpretations, but rather evidence that depending upon 
an author's definition and expression of maternal effects, the expecta­
tions for the sources of variation will differ. This in turn makes a 
direct comparison of the models which include maternal effects difficult. 
However, when maternal effects are neglected, the resultant EMS are 
more consistent. 
Several authors have discussed critical issues involved in the use 
of the diallel analysis (Sokal and Baker, 1977; Baker, 1978; Hallauer 
and Miranda, 1981). These authors only considered two modified diallel 
forms, methods 2 and 4. Most criticisms involved the basic assumptions 
made by the experimenter. One important concern was whether the 
parents were to be considered a selected or random group. Hallauer 
and Miranda (1981) state that experimenters do not need to apologize 
for using a select group and estimating GCA and SCA effects, since 
these are more informative than components of variance for a model I 
analysis. The problem arises, as with any mating design, when selected 
individuals are used and variance components are estimated. Kempthorne 
17 
Table 3. Keuls and Garretsen's (1977) analysis and EMS for a diallel 
including reciprocal crosses 
Source Mean squares EMS 
GCA % 2 a + 2 ^r + n-2a^ + 2(n-2)a^ m g 
SCA «2 
2 
o + 
2 
^r 
+ 2o^ 
s 
GRE 
^3 a" + 
a2 
r 
+ na2 
m 
SEE 
^4 a" + 
a2 
r 
Error 
^5 
a2 
Table 4. Cockerham and Weir's (1977) analysis and EMS for a diallel 
analysis including reciprocals 
Mean 
Source squares 
GCA n-1 
^1 a" + 2ra^ + 2r(n-2)o^ s g 
SCA n(n-3) 
2 '^ 2 
2 
a + 2ra^ 
s 
Maternal n-1 M3 + 
2 2 2ra + 2 mer 
r m 
Reciprocal (n-1)(n-2) 
2 ^4 
a2 + 2raJ 
Error n(n-l)(r-1) 
^5 
a2 
18 
(1956), in reference to other author's estimation of variance components 
from a selected set of lines (Hayman, 1954b; Jinks, 1954), had the 
following comments: "The diallel cross must be interpreted in terms of 
some population which has given rise to the homozygous parents by 
inbreeding. If such a population does not exist then the whole analysis 
envisaged above is likely to lead to nowhere. From quite another view­
point one may question the value of estimating additive variance, 
dominance variance and so on, however they may be defined, unless the 
estimated quantities are measures of the characteristics of a definite 
population. The estimates will only have relevance to a particular 
population and will not be constant from population to population. If 
these considerations be accepted the scientific or logical value of 
removing some of the parents from the diallel table and considering* 
the remainder (Jinks, 1954) appears to be nil. Even if the remainder 
should exhibit no epistacy by particular tests and one then goes ahead 
and estimates additive variance and dominance variance, the real 
question remains as to what population the estimates are applicable-
Even if there is a case for regarding the whole set of parents as a 
random sample of the lines which could be obtained by inbreeding a 
population, there does not appear to be any logical basis for regarding 
a subset of the parents, chosen on the basis of their performance, as 
being a random sample derived from another population." 
Two other assumptions which are critical to obtaining unbiased 
variance component estimates from the diallel are no epistacy and 
independent distribution of genes in the parents, i.e., linkage equilib­
rium. Kempthorne C1956) demonstrated that the assumption of no 
19 
epistasis must be upheld for unbiased estimates of variance components 
to be obtained from the diallel analysis. This, however, may not be a 
realistic assumption (Sokal and Baker, 1977; Baker, 1978; Hallauer and 
Miranda, 1981), and the result would be that the estimates obtained are 
biased by epistasis as follows: 
= COVES = ; 
and 
4cA - COWS - 2(C0VHS) - + 
• 
2 2 Therefore, is biased by all additive types of epistasis, and 
is biased by additive, additive x dominance, and dominance epistasis. 
The second assumption, linkage equilibrium, is also critical to obtaining 
unbiased, accurate estimates, and may not bê valid when small numbers of 
parents are included in the diallel (Baker, 1978; Hallauer and Miranda, 
1981)- Both authors stated that unless a minimum of 2° parents were 
included, independent genes at n loci could not occur. Linkage in 
either the coupling or repulsion phase can bias estimates of the 
components of variance. Dominance variance would always be biased 
2 
upwards regardless of the linkage phase and would be overestimated 
when genes are in coupling phase linkage and underestimated when genes 
are linked in repulsion (Comstock and Robinson, 1952; Hallauer and 
Miranda, 1981). In view of these concerns. Baker (1978) concluded that 
most diallel experiments should be restricted to estimation of GCA and 
SCA mean squares and effects. 
20 
Design II 
Comstock and Robinson's (1948, 1952) Design II (DU) was outlined 
as a factorial mating design where different sets of parents were used 
as males and females and crosses made among the two sets. The sources 
of variation commonly used in the literature for DII are males, females, 
and males x females (Comstock and Robinson, 1948, 1952; Cockerham, 1963; 
Gardner, 1963; Jowett, 1968; Garretsen and Keuls, 1978; Hallauer, 1981; 
Hallauer and Miranda, 1981). The expectation of the mean squares 
corresponding to the sources of variation presented by Comstock and 
Robinson (1948,.1552), expressed in terms of the covariance of relatives 
is shown in Table 5. These covariances were expressed as linear 
functions of the components of genetic variance (Cockerham, 1954; 
Comstock, 1955; Kempthome, 1973) as follows: 
GOV paternal HS(COVSS^) = (^ ^  ^)g^ + (^ ^  "^ * * * 
COV maternal HS(COVHS^) = (^ ^  ^)a^ + (^ ^  F)2p2^ + . 
and 
cows . + 
Therefore, as demonstrated by Comstock and Robinson (1948, 1952): 
and 
2 
Table 5. Analysis of variance demonstrating the relationship between the expectation of the mean 
squares and the covariance among relatives for a DII 
Mean 
Source DF squares EMS GOV 
Males m-1^ 
^^1 
«2 + 2 ^ , 2 o2 + COVFS - COVHS -
m 
COVHSj + COVHS 
m 
Females f-1 
^2 
a2 + 2 , 
"MF + 
2 
rmop a2 + COVFS - COVHS -
m 
COVHS^ + COVHS^ 
Males X Females (m-1)(f-1) 
^3 + "MP + COVFS - COVHS -m COVHSJ 
Error (r-1)(mf-1) 
^4 
o2 a2 
^Where m = number of males, f = number of females, and r = number of replications. 
22 
It can be seen that the DII provided the researcher with two unique 
2 2 
estimates of a, and an estimate of A • D 
Comstock and Robinson (1948, 1952) listed, and discussed the 
following assumptions necessary to permit unbiased estimations of the 
variance components to be made from their mating designs : 
Ca) random choice of individuals mated for production of 
experimental progenies; 
Cb) random distribution of genotypes relative to variation in 
the environment; 
Cc) no nongenetic maternal effects; 
Cd) regular diploid behavior at meiosis; 
(e) population gene frequencies of 0.5 at all loci where there 
is segregation; 
Cf) no multiple allelism; and 
(g) no correlation of genotypes at separate loci, i.e., no linkage, 
or linkage equilibrium among genes affecting the character 
studied. 
This is the original list of assumptions. However, e and f, p=q=0.5 
and no multiple alleles respectively, are unnecessary. Kempthorne 
(1973), Jacquard (1974), and Cockerham (1983) have shown that regardless 
of the number and frequency of alleles per locus, the following is true: 
COVES = + • • • ? 
and 
COVES = (1_±_Z),2 + + 
A + F^4 2 
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The other assumptions are similar to those required to obtain unbiased 
estimates from the diallel, and as with the diallel, the failure to meet 
these assumptions would result in biased estimates. The results of the 
failure of these assumptions were discussed in the section covering the 
diallel analysis. 
The assumption of no nongenetic maternal effects can be examined 
experimentally with inclusion of reciprocal crosses. However, my 
literature search revealed only one example of a DII with reciprocals, and 
this was with Drosophila (Cockerham and Weir, 1977). Their model was: 
''«k - w + «1 + + (MP)y + , 
where 
= the observation on an offspring of maternal parent i mated to 
paternal parent j ^ i; 
p = the mean; 
M = the total maternal effect; 
P = the total paternal effect; and 
CMP) = the interaction effect. 
and P^, and (MP)^^ and (MP)^^ shared common nuclear genes and the 
resultant covariances were designated as and respectively. 
Crosses and reciprocals were analyzed separately and the covariances 
were computed from the corresponding marginals and interactions from the 
separate factorial analyses. The combined analysis is shown in Table 6. 
The relationship between the covariances among relatives and the 
variance and covariance components is shown in Table 7. 
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Table 6. Cockerham and Weir's (1977) DU analysis for crosses and 
reciprocals 
Mean square 
Source DF or mean product EMS 
Maternal 2(N-1)^ 
^M 
2 2 2 
^ + r^MP + ^ ^°M 
Paternal 2(N-1) 
^P 
Maternal x Paternal 2(N-1)2 
^MP 
2 ^  2 
Error 2N^Cr-l) 2 a 
2(N-1) Sip 
(N-l)2 
SlxP S^lxP 
^Where n = the number of males and females and r = the number of 
replications. 
Table 7. The relationship between the covariances of relatives and the 
variance and covariance components presented by Cockerham and 
Weir (1977) 
Covariances of relatives Variance and covariance.components 
COVFS = = full sibs 2 . 2 , 2  
°M *P ^MP 
COVRFS = reciprocal full sibs 
^SlP SlxP 
COVES-
M 
= maternal half sibs 2 
^M 
COVHSp = paternal half sibs 2 
^P 
COVES^ = reciprocal half sibs Sip 
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Cockerham and Weir (1977) also fit the same data to the model for a 
diallel designed to partition maternal and reciprocal effects by using 
least squares. This model, the corresponding analysis and expectations, 
were identical to that shown for their diallel in the previous section. 
This analysis was accomplished by first performing a factorial analysis . 
on the sums and then subsequently on the differences of the reciprocals. 
The method proposed by Cockerham and Weir (1977) to evaluate a DII with 
reciprocals was not the most simple or straight-forward approach possible. 
An orthogonal partitioning of the sources of variation into male, female, 
male x female, maternal and reciprocal effects is possible, and will be 
explained in the materials and methods section. 
Comparison of DII and diallel 
The genetic information obtained from the diallel and DII are very 
similar: 
and 
4cA = *2 = *f = COVES 
2 2 
OgcA = CTjif = COVFS - 2(COVES) = COVFS - COVHS^ - COVSSg 
The designs, however, are very different. In the diallel, the same set 
of parents is used both as males and females, while in a DII different 
sets of parents are used as males and females. As the number of parents 
used increases, the number of crosses increases in both designs, but 
there are considerably fewer crosses made in producing a DII. As the 
number of parents increases from 1 to », the ratio of crosses (DII/ 
diallel) decreases from 0.67 to 0.50 (Hallauer and Miranda, 1981). For 
the same number of crosses, twice as many parents can be evaluated in 
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the DU. This is a major advantage of the DII, especially when estimates 
of the genetic parameters of a population are desired. For both designs 
a greater number of parents can be evaluated by subdividing the parents 
into sets, but the DII still has the advantage of being able to 
evaluate twice as many parents per set. 
2 
Another advantage of the DII is that two estimates of are 
obtained, compared to one in a diallel. This also provides two narrow 
2 2 
sense heritability (o^/op) estimates, and an estimate obtained from 
pooling the male and female sums of squares. 
The DII is also useful when male-sterile and restorer lines are to 
be evaluated (Hallauer and Miranda, 1981). However, when a small select 
sample is evaluated, the DII has no advantage over the diallel for 
estimating genetic effects, and the same information can be obtained 
from both. 
The initial assumptions presented for both designs were very similar. 
As stated earlier several assumptions presented for the DII are not 
necessary, and when removed the two sets of assumptions are identical. 
Both analyses can be used to estimate maternal and reciprocal effects 
or variances. However, the partitioning of the entry sums of squares is 
different. The partitioning is orthogonal in the DII and nonorthogonal 
for the diallel. Therefore, with the DII the sources can be fit in any 
order, while with the diallel they must be fit in sequence. 
It appears that the DII is the better design for estimating the 
genetic variances in the population. The diallel has been the most 
common design used for estimating the genetic effects of the parents 
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(GCA) and their crosses (SCA), however, when a selected set of parents 
is to be evaluated, either design may be used. 
Cold Tolerance Genetic Studies in Maize 
Early studies primarily were concerned with evaluation of genetic 
variability among inbreds as measured by percentage germination or 
emergence (Haskell and Singelton, 1949; Neal, 1949; Pinnell, 1949; 
Andrew, 1954; Ventura, 1959; Pesev, 1969; 1970; Grogan, 1970). Haskell 
and Singelton (1949) concluded that cold resistance of sweet, flint, 
and dent com was due to polygenic factors influencing the behavior of 
the embryo. Pinnell (1949) found that the maternal parent influenced 
the seed's ability to germinate in cool, wet soils, and attributed the 
differences observed in reciprocal crosses to the endosperm. He 
concluded that inheritance was complex due to complementary gene 
interactions between embryo and endosperm genotypes. Neal (1949) 
suggested that the genotype of the embryo controlled germination under 
cool, moist soil conditions. Andrew (1954) also found differences 
among reciprocal hybrids and attributed these to pericarp and endosperm 
factors- Ventura (1959) reported a strong maternal influence on 
emergence under cool, moist conditions, and his data, based on popula­
tion mean performance, were best explained by an overdominant model. 
Other researchers also have observed a strong maternal influence 
on both germination and emergence ability under cool temperatures 
(Tatum, 1942; Mortimore, 1949; Rossman, 1949; Wortman, 1950; Helgason, 
1953; Schaaf, 1954; Pesev, 1970). Mortimore (1949), Wortman (1950), 
Schaaf (1954), and Ventura (1959) detected differences in the of 
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reciprocal crosses, and suggested that this provided evidence for 
cytoplasmic effects. Schaaf (1954) and Wortman (1950) both suggested 
that the interaction of genotype and cytoplasm conditioned cold 
resistance. Pesev (1970) suggested that the maternal effect was 
associated with either the double contribution of the female to the 
endosperm, or the quality and quantity of the endosperm. 
Inbred or hybrid performance has also been evaluated in recent 
studies. Cal and Obendorf (1972) and Maryam and Jones (1983a) found 
that low-temperature sensitivity in reciprocal crosses was influenced 
primarily by the maternal parent. Gubbels (1974), measuring spring 
vigor, found differences among cultivars and checks in visual field 
evaluations six weeks after planting and lab germination experiments. 
Mock (1979) evaluated 34 inbreds for percent of emergence (%E), 
emergence index (EI) and seedling dry weight (SDW) in several environ­
ments to investigate the importance of genotype x environment inter­
action for cold tolerance. He evaluated the selection efficiency of a 
modified and a rank summation index. Identical results were obtained 
for both indices when data were averaged over all environments. 
Inbred x year and inbred x year x location interactions were significant 
for %E. The inbred x location interaction was significant for EI and 
SDW, while the inbred x year and inbred x year x location interactions 
were highly significant. Mock concluded that the most precise 
evaluation of similar maize genotypes would require testing in more 
than one year. 
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Mock and McNeill (1979) evaluated inbred lines for several cold 
tolerance and agronomic traits. They found significant genetic 
variability for each of the cold tolerance traits. They reported the 
following significant correlations among the traits %E, EI and SDW: 
r(%E, EI) = -0.60, r(%E, SDW) = 0-62 and r(EI, SDW) = -0.36. They 
suggested these correlations were of sufficient magnitude to permit 
selection for cold tolerance as an aggregate of the three traits. 
Correlations of the three seedling cold tolerance components with 
agronomic traits were low. However, SDW was significantly correlated 
with grain yield, (r = 0.48). Genotype x environment interactions were 
large and significant, indicating evaluations should be conducted in 
more than one environment. 
Grogan (1970) presented a thorough review of cold tolerance studies 
prior to 1970. He used a generation means analysis to investigate the 
gene effects involved in germination and rate of growth for crosses and 
reciprocals of two high and two low germinating parents. Although no 
data were presented, he reported additive effects were important for both 
characters and that epistatic and cytoplasmic effects influenced 
germination, but not rate of growth. He concluded that the inheritance 
involved multiple-factors, and a recurrent selection scheme would be 
the best approach to take advantage of the additive, dominant, and 
epistatic gene contributions. 
Several other studies have utilized the generation means analysis 
to acquire information on the gene effects for cold tolerance 
components. McConnell and Gardner C1979a) found all types of epistatic 
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effects to be important for lab germination, percent field emergence 
and seedling vigor, with dominant x dominant (d x d) being detected as 
significant approximately four times more frequently than additive x 
additive (a x a) and two-four times more frequently than additive x 
2 dominant (a x d) gene interactions. The small a x a R values for lab 
germination and field emergence percentage were a further indication 
that the other forms of epistasis were responsible for the majority of 
the variation observed. Dominance effects were significant two times 
more frequently than additive effects for lab germination, twice as 
often for percent field emergence and four times more frequently for 
seedling vigor. Genotype x year interactions were highly significant 
for lab germination, nonsignificant for field emergence and significant 
for seedling vigor. Genotype x location interactions were nonsignificant 
for both field emergence and seedling vigor and genotype x year x 
location interactions were significant for field emergence and 
nonsignificant for seedling vigor. They concluded that inheritance 
was quantitative, and that most of the genetic variability was 
nonadditive. 
Eagles (1982) utilized a generation means analysis with reciprocals 
and complete and diallels between two rapidly emerging CIMMYT 
Pool 5 lines and two elite Corn Belt dent inbreds (A619 and A632) to 
investigate the gene effects of importance for emergence time, 
conversion ratio, seed loss, efficiency of endosperm utilization, 
seedling growth and rate of seedling growth. For time to emergence 
and seedling growth, he found that reciprocal differences in the F^ 
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attributed to the paternal parent disappeared in the F2. He suggested 
this indicated that the interaction between embryo and endosperm was of 
greater importance than the genotype of the maternal parent for these 
characters. For rate of seedling growth, additive and dominant effects 
were most important. He suggested, that, for emergence time, 
conversion ratio, seed loss, and efficiency, the similarity between 
combining ability estimates for the different generations indicated 
high heritability for these seedling growth parameters. For both F^ 
and F2 diallels, GCA effects were significant. In each of the studies 
the genotype x environment interaction was nonsignificant. Based on 
the results of all three experiments he concluded that additive effects 
were of primary importance for the characters measured. 
" Maryam and Jones Cl983b), in two independent studies involving 
Cambridge and Com Belt material, respectively, found additive effects 
to be of primary importance for lab germination at fluctuating 
temperatures. However, in crosses between the two sources the 
additive-dominant model was inadequate, suggesting either epistasis 
or genotype x environment interactions were involved. 
Research efforts from the mid 1970s to the present have been 
primarily interested in establishing whether sufficient genetic 
variability existed within maize populations to permit successful 
selection for cold tolerance. Both exotic and adapted Com Belt popula­
tions were evaluated in these studies. Mock and Skrdla (1978) evaluated 
144 plant introductions for %E, EI and SDW. Their results, based on growth 
chamber evaluations, indicated sufficient genetic variability existed 
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for these characters, and heritabilities were such, that selection 
2 2 for cold tolerance would be possible (h %E = 0.84, h EI = 0.66, and 
2 h SDW = 0.49). Highly significant genotypic correlations among the 
three characters also were observed: r(%E, EI) = 0.64, r(%E, SDW) = 
0.49, and r(EI, SDW) = -0.74. No estimates of genotype x environment 
interactions were obtained, so variance and heritability estimates 
could have been inflated by this bias. 
Miedema (1979) evaluated CIMMYT material for seedling growth 
under low temperature conditions, and found genetic variability 
existed among and within all populations. Hardacre and Eagles (1980), 
Eagles and Brooking (1981) and Eagles et al. (1983) also evaluated 
CIMMYT germplasm for various cold tolerant characters. 
Hardacre and Eagles (1980) found sufficient genetic variability 
for the ability to survive and grow autotrophically below 13°C. They 
also found genotype x growth chamber interaction to be nonsignificant. 
Eagles and Brooking (1981) observed significant genetic 
variability, for time to emergence and percent emergence, among exotic 
Mexican populations, and within populations, for time to emergence. 
They also found rapid emergence was associated with high percent 
emergence, with all populations detected as highly significant for 
emergence time also being highly significant for emergence percent, as 
compared to the Corn Belt dent composite check. Of the Mexican 
populations which emerged rapidly, all but one possessed highland 
germplasm. They suggested that the superior emergence characters 
observed in the exotic material was a result of natural selection for 
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emergence at cool soil temperatures, or evolution of metabolic systems 
required for general adaptation to cool conditions. 
Eagles et al. (1983) evaluated CIMMTT Pool 5, and suggested it 
was a valuable source of genes for cold tolerance. They based their 
selection on a seedling growth index, which estimated seedling growth 
independent of seed weight, and time to emergence. Growth index 
estimates were the residuals obtained from the multiple regression of 
log seedling weight on log seed weight and time to emergence. Selected 
families exhibited more rapid, reliable emergence at low temperatures. 
The genetic variability within Com Belt populations also has been 
evaluated. Mock and Eberhart (1972) evaluated two Corn Belt populations, 
BSSS2 and BSSS13 for %E, EI and SDW in two cold environments: early 
field planting and 10°C growth chamber. They found that the genotypic 
variances within each population were large for each trait. However, 
the genotype x environment interaction was also large and significant, 
resulting in low heritability and genotypic variance estimates from the 
data combined across environments relative to estimates in a single 
environment. In the field evaluation of BSSS13, all three traits were 
highly correlated, while in the population BSSS2, SDW was not correlated 
with either %E or EI. Traits measured on growth chamber plantings also 
were more highly correlated in BSSS13 than in BSSS2. They indicated 
that index selection improvement of these traits should be more 
efficient in BSSS13 than in BSSS2. Correlations of the three cold 
tolerance components with stand and tasseling in normal planting date 
environments were low, indicating that the genetic systems conditioning 
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these responses were independent. They also suggested field selection 
would be more efficient than growth chamber selection. 
Mock and Bakri (1976) evaluated the same two populations following 
several cycles of recurrent selection for the cold tolerance 
components %E, EI and SDW. They found more progress from selection 
for cold tolerance components was realized in BSSS13(SCT), substantiating 
the conclusions of the previous study. They observed consistent 
improvement for %E in BSSS13(SCT) only, and suggested EI and SDW 
should therefore receive larger economic weights relative to %E. They 
attributed the apparent small selection response to: cold tolerance 
being a complex trait, simultaneous selection for three traits, and 
the limited number of selection cycles completed. They suggested the 
lack of improvement of EI and SDW in a severe early planting environ­
ment was because these components were more temperature dependent than 
%E, and additional selection cycles would be needed before improvement 
would be observed. Based on their results, and the lack of meaningful 
economic weights, they concluded using a modified selection index would 
result in the greatest selection advance. This index was proposed by 
Pesek and Baker (1969) and uses the differences between ultimate goals 
for improvement of the traits and the trait means in the base 
population as estimates of desired gains. 
McConnell and Gardner (1979b) also evaluated the progress from 
recurrent selection for cold tolerance in two populations: Iowa Stiff 
Stalk Synthetic and Pioneer Cold Tolerant Synthetic. Their selection 
procedure was a combination of lab and field selection. Seeds were 
35 
evaluated for germination in the lab at 7.2°C, and the top 20% trans­
planted to the field at the end of April or early May. At harvest 
the selfed ears of.the 60 agronomically superior plants were harvested, 
equal numbers of seed were bulked and the population recombined. The 
cycles C0-C4 were evaluated for the cold tolerance components %E and 
seedling vigor, and the agronomic traits; grain yield, moisture, stay 
green, stalk lodging, mature plant height, number of ears per plant, 
test weight and grain quality. No differences among cycles of selection 
for either population were observed in the field, which they attributed 
to the warm spring weather conditions. This suggests the necessity of 
the proper environmental conditions to allow genotypic differences to 
be discerned. Large differences were observed in the lab and they 
suggested that the ability to germinate and grow after germination 
were controlled by separate genetic mechanisms. They suggested progress 
could be expected for cold tolerance in these com populations, and 
selection might be improved by the use of an index including: %E, 
rate of emergence, plant height and SDW measured in the field and rate 
of germination measured in the lab. 
Two studies have attempted to determine the type of genetic 
variability present. Eagles and Hardacre (1979a) derived S^, full-sib 
(FS) and paternal half-sib (HS) families from the CIMMYT Pool 5 popula­
tion, and evaluated them for percent germination C%G), %E, time to 
emergence at 10°C (TE), and seed weight CSW). The FS and HS families 
were produced using a North Carolina DI (Comstock and Robertson, 1948, 
1952) and the S^ families were produced by selfing the male parents. 
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Dominance variance estimates were significant and much larger than 
additive variance for %E and TE, but this may have been biased by 
extra-nuclear inheritance, linkage disequilibrium, or triploid 
endosperm constitution. Nonadditive or maternal variance were 
significant for %G and SW. They also suggested that the lack of 
inbreeding depression observed for SW and %G strongly indicated 
maternal inheritance- A greater amount of genetic variation was 
observed within families than within FS families for all traits 
except SW, which could be explained by segregation of genes with 
dominance effects. %G, %E and TE were all highly correlated while SW 
was uncorrelated. Based on these results they suggested selection 
would be an efficient method of improving germination and emergence 
characters because it utilized both seed and maternal plant genetic 
variances. 
Eagles and Hardacre (1979b) evaluated these same families for 
coleoptile emergence time, shoot weight, leaf number and visual 
assessment of chlorophyll concentration. The female within male 
variance was larger and significant more frequently than the variance 
among males, indicating maternal or nonadditive genetic variance was 
important. Genotypic correlations between time to emerge, shoot weight 
and leaf number were significant and approximately equal to the 
phenotypic correlations. Therefore, in the two studies involving 
CIMMTT Pool 5 Germplasm, which evaluated the type of genetic variability 
present, nonadditive genetic variability appears to be more important 
than additive, and maternal variance appears to be important for 
certain traits. 
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From this review of the literature concerning cold tolerance in 
maize, it is obvious cold tolerance is a quantitative trait, and that 
sufficient genetic variability exists within adapted Com Belt and 
exotic material to enable cold tolerance to be increased within the 
material examined. Investigations of the type of gene action present 
have been less consistent, with additive, nonadditive, maternal and 
reciprocal effects reported as significant in some but not all studies. 
Nonadditive and maternal variances also were reported as significant 
in some studies. Correlations among cold tolerance components have 
not been consistently significant, depending upon the material 
examined. A number of studies could not estimate the magnitude of the 
genotype x environment interactions (g x e) and therefore their 
results could have been biased. In studies where g x e was estimated, 
the results vary. All field studies, with sufficiently cold conditions 
present to enable significant differences among entries to be detected, 
reported g x e as significant. Where precise, repeatable lab conditions 
could be maintained, g x e was nonsignificnt, in all other studies it 
was significant. The importance of adequate cold stress conditions 
during evaluation to allow differentiation among genotypes also was 
demons trated. 
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MATERIALS AND METHODS 
Genetic Material 
The population evaluated in this study was BS13. BS13 is the Iowa 
Stiff Stalk Synthetic (BSSS) population which was improved by seven 
cycles of half-sib selection using the double-cross Iowa 13 as the 
tester [BSSS(HT)C7] (Penny, 1968). In 1979, Dr. J. J. Mock initiated S^ 
recurrent selection in BS13 for cold tolerance (BS13SCT). The first two 
cycles of selection utilized the Smith-Hazel index, incorporating the 
following three traits: percent emergence (30 days after planting), 
emergence index, and seedling dry weight (42 days after planting). A 
10% selection intensity was used and 288 and 144 plants were evaluated 
in the cycle 1 (CI) and C2 respectively. The selection index utilized 
for C3 through C5 was the desired gains index proposed by Pesek and Baker 
(1969). The number of lines evaluated in C3, C4, and C5 were 100, 144, 
and 144, respectively. Eighty-eight random plants were obtained from the 
C5 of BS13(SCT) and selfed for two generations (Sg). These S2 lines were 
used as parents in the mating design to evaluate BS13SCT(C5). 
Cold Tolerance Evaluation 
Experimental technique 
The eighty—eight S2 lines were assigned at random to 11 sets, con­
sisting of 8 parents each, and crossed in a North Carolina DII mating 
design CComstock and Robinson, 1948). Reciprocal crosses also were 
produced. Therefore, each set contained 32 entries-
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The field layout was an incomplete block design in which the entries 
were replicated 3 times, and replicates were nested within sets. The 
entries were randomized within each replication and the sets within each 
environment. Each set contained the same entries in all environments. 
Experiments were machine planted in the United States and hand 
planted in Italy, as early as field conditions would permit. A plot 
consisted of a single row 5.2 meters long, with 0.77 meters between 
rows. Twenty seeds were planted per plot. 
Environments 
The six environments utilized in this experiment are listed in 
Table 8. The four locations included two Iowa sites: (1) the Agronomy 
and Agricultural Engineering Research Center near Ames, Iowa, and (2) 
the Northern Research Station near Kanawha, Iowa, and (3) the Garst 
Research Station near Sleepy Eye, Minnesota, and (4) the research plots 
of the Universita' di Bologna near Bologna, Italy. 
Table 8. The six environments and location,, year combinations utilized 
to evaluate the cold tolerance in BS13SCT(C5) 
Environment Location Year 
1 Ames, Iowa 1982 
2 Bologna, Italy 1982 
3 Bologna, Italy 1983 
k Ames, Iowa 1984 
5 Kanawha, Iowa 1984 
6 Sleepy Eye, Minnesota 1984 
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With the possible exception of Italy 1982, all locations could be 
considered cold stress environments. However, the type and timing of 
the stress periods differed in each environment. In 1982, 20 cm of 
snow fell the day after planting and remained for 10 days at Anes, while 
in Italy, the conditions were relatively warm and moist. In 1983, the 
conditions were cool and moist in Italy. All locations had snow 
following planting in 1984. At Ames and Kanawha, snow fell approximately 
five days after planting and remained for several days in Ames and a week 
in Kanawha. At Minnesota, snow fell over a week after planting and 
remained for several days. 
Traits measured 
Mock and Eberhart (1972) state that cold tolerance should not be 
simply a measure of germination and emergence percent, but also account 
for continued growth and dry matter production. Therefore, seven 
components were chosen to characterize the population's ability to 
rapidly emerge and accumulate dry matter under cool moist planting 
conditions and provide a measure of the dependability of stand establish­
ment. The seven seedling characters used to evaluate the cold tolerance 
of the breeding material were: percent emergence at 200 and 400 
growing degree days, rate of emergence on a day and growing degree 
basis, dry weight per plant and per plot at 400 growing degrees, and 
seedling vigor at 400 growing degrees. 
Growing degrees were used to adjust plant measurements across 
environments. Growing degrees are defined as the number of "C the mean 
daily temperature exceeds a base minimum growth temperature, where the 
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minimum and maximum temperatures are adjusted to a given critical 
minimum or maximum temperature if they exceed the critical temperature 
for each respective measurement. The choice of 200 and 400 growing 
degrees to measure traits relates to the use of 30 and 42 days as 
measurement times in previous studies (Mock and Eberhart, 1972; Mock 
and Bakri, 1976). From the average of the 20 previous years, these two 
day measurements approximately corresponded to 200 and 400 growing 
degrees. Growing degrees were measured as: 
S(daily minimum temperature + daily maximum temperature) -
2 
base temperature °C, 
where: the base temperature- for com is 10"C; and limitations were 
placed on the daily minimum and maximum temperature such that minimum 
temperatures below the base temperatures were adjusted to the base 
temperature and temperatures above the optimum maximum temperature 
(48°C) were set at 48°C» 
Percent emergence was measured as; 
total plants emerged 
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at 200 and 400 accumulated growing degrees. 
Number of plants emerged for each entry were recorded every two days 
from emergence to harvesting. These counts were used to compute rate 
of emergence on a day and a growing degree basis using a modification 
of Smith and Millett's (1964) formula. Rate of emergence on a day 
basis (RE) was calculated as: 
gg _ Z(number of plants emerged on a day)(number of days after planting) . 
total number of plants emerged at harvest ' 
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.number of plants emerged on..number of growing degrees . 
_ accumulated growing degrees accumulated after planting 
total number of plants emerged at 400 growing degree days 
Plants were hand harvested at 400 growing degrees using thinning 
spades. Plants were cut off at ground level and dried at 37.8°C for 
approximately one week. Plants were weighed to the nearest 0.01 gram 
using an electronic scale. Dry weight per plant (SDW) was calculated as: 
Sjjy = dry weight per plot ÇPWP) 
total number of plants per plot ' 
and DWP = total dry weight per plot. 
A visual assessment of seedling vigor was taken at 400 growing 
degrees. This rating was based on the overall leafiness, green color, 
height, and stand of the plot. Values ranged from 1-9 with 1 being 
the least vigorous. 
Statistical analysis 
The model used for the combined analysis over all 6 environments 
was : 
\ + Sj + CZS)y + + Fy + + MTy -
«.j + + 
CEMI) • 
where: 
^ijk£m ~ value of the designated plot; 
y = the population mean; 
= the effect of the i^^ environment, i = 1 ... 6; 
Sj = the effect of the jset, j = 1 ... 11; 
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(ES)^j = the interaction effect of the i^^ environment with 
the set; 
= the effect of the replication within the i^^ 
environment and the set, r = 1 — 3; 
F-. = the effect of the 2^^ female within the set, 
& = 1 .... 4; 
= the effect of the male within the jset, m = 
1 ... 4; 
CFM) = the interaction of the 2^^ female with the m^^ male 
within the set; 
MT . = the maternal effect of the parent when used as a 
female within the j set; 
= the maternal effect of the m*"^ parent when used as a 
male within the set; 
^^2.mj ~ reciprocal effect of the cross of the 2^^ female 
with the m^^ male within the set; 
CEF)... = the interaction effect of the i^^ environment with 
the 2^^ female within the jset; 
CEM). . = the interaction effect of the i^^ environment with the 
unj 
m^^ male within the set; 
(EFM) .„ . = the interaction effect of i^^ environment with the 2^^ 
xZmj 
female and the m^^ male within the set; 
C E M T ) =  t h e  i n t e r a c t i o n  e f f e c t  o f  t h e  i ^ ^  e n v i r o n m e n t  w i t h  t h e  
maternal effect of the parent when used as a 
female within the set; 
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(EMT). . = the interaction effect of the i^^ environment with the imj 
maternal effect of the m^^ parent when used as a male 
within the set; 
(ERC) .. . = the interaction effects of the i^^ environment with 
xJlmj 
the reciprocal effect of the cross of the female 
with the male within the set; and 
^ijkAm ~ residual deviation of the designated plot. 
In this analysis, maternal effects were defined as half the 
difference in average performance of a line when used as a female and 
a male. Reciprocal effects were the deviation of the mean for a 
specific cross from the predicted value based on male, female, male x 
female interaction and maternal effects. 
The combined analysis of variance over all environments and 
expectation of the mean squares are shown in Table 9. to were 
tested with M^, My and Mg with Mg and Mg to M^^ with 
Using the following assumptions: (1) linkage equilibrium, (2) 
random choice of individuals mated for production of experimental 
progenies, (3) random distribution of genotypes relative to variation 
in the environment, (4) regular diploid behavior at meiosis, and C5) 
no epistasis, a number of genetic parameters may be calculated: 
2 2 2 
additive genetic variance for males (o^) and females , 
2 2 dominance genetic variance (o^), maternal variance Ccr^) , reciprocal 
2 
variance genotype x environment interactions, heritabilities and 
genetic correlations. 
Table 9. Combined analysis of variance over all six environments and 
expectation of the mean squares 
Source DF 
Mean 
square EMS 
Environment, ENV 
Set, S 
Env X S 
Rep (Env x S) 
Entries (S) 
Males (S) 
Females (S) 
Males X Females (S) 
Maternal (S) 
Reciprocal (S) 
Env X Entries (S) 
Env X Males (S) 
Env X Females (S) 
Env X Males X Females (S) 
Env X Maternal (S) 
Env X Reciprocal (S) 
Error 
5 
10 
50 
132 
341 
33 
33 
99 
77 
99 
1705 
165 
165 
495 
385 
495 
4092 
M, 
M, 
M, 
M, 
Mc 
M^ 
M-
Mr 
M, 
M, 10 
.^11 
+ 
(p- + 
2 2 
' + :*RCE; + 
2 2 
* + :*RCE + 
a^H-
2 ^ 2 
^ + ^ °RCE 
M. 12 
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. (Expectation of the mean squares) 
^^OTE + + refoZ 
^•^MFE •*" ^®^MF 
•^^ MTE "*" ®^®Kr 
2 
+ ^ ^^E + ^ FE ^ 
2 ^ .2 
^^MFE + rf*ME 
^^MFE ™*FE 
_2 
^ MFE 
^"^MTE 
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The additive genetic variance can be calculated from the variance 
2 2 due to males, o^, and the variance due to females, ap, as follows: 
4-4' • 
individuals were selfed to produce S2 lines, and since the gamete 
output of the individual is equal to the line, F = 1/2. Therefore, the 
1 + 1 / 2 2  2  2  ^ 1  ~  ^ 3  ~  ^7  ^ ' ^ 9  COVES = (—^——)o^ or 3/8a^. where r = the 
number of replications, e = the number of environments and f = the 
2 — Mg - + Mg g 
number of females. Therefore, ) '-g. Similarly, 
2 M2 - - Mg + Mg g 
a .J. = ( ) '-T, where m = number of males. The variance 
Af rem 3 
of these estimates was calculated as: 
-r 2 , _ .8.2 1 /^ l^  (M3) (%;) 
^ Am-* ^3^ *(ref)2-2^dfM^ dfM2+2 dfM^+2 dfMg+2J 
and 
2  « 0 1  ( M _ ) ^  ( M _ ) 2  ( M  ) 2  ( M  
where dfMa was the degrees of freedom for the corresponding mean square, 
2 M, a = 1 - 12. The standard errors were calculated as SE[a^] = 
[VCa^)]^^^ and SE[o^] = [VCa^)]^/^. 
2 The variance estimate for the male x female interaction, is 
equal to the COVFS - COVHS^ - COVHS^. The COWS = ^ ^  ^  ^ 
in the absence of epistasis, therefore, COVFS - COVHS^ - COVES^ = 
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2 For F = 1/2 this then becomes 9/16a^. 
2 16 3^ ~ ^ 9 2 2 
Therefore, (—— ). The variance of o^, VfOg], was obtained 
2 16 2 1 (Mg)^ 
using the following formula: V[a^] = (y) g'^^dfM +2 + dfM +2^' 
(re) 3 9 
2 * 2 1/2 The standard error of was calculated as [VCo^)] 
2 2 The maternal variance, a , and the reciprocal variance, a 
estimates were obtained by the following two formulae, respectively: 
2 4^ ~ ^ 10 2 5^ ~ ^ 11 
= C ) and = ( — ) . The variances of these estimates 
2 12 
were calculated in the following manner: ~ (—) *^f'dfM~+2 
(Miq)^ 2 1 2 (^5)^ (^11)^ 
dfM^O+2-' = W -^tdfïÇPI + dfM^3_+2^- standard error of 
sad or^,; = [V(cr|c) ]l/2. 
Three heritability estimates were calculated on an entry mean basis : 
2 2 2 2 2 2 CD using and (H^), (2) using and (H^) , and (3) using 
the minimum variance estimate for the additive and additive x environment 
2 2 2 2 
variances, a— and O"^, respectively, was calculated as: 
h2 = 
m 2 
a 
ref 
+ a RCE 
ef 
+ a MTE 
ef 
Am 
2 ? 
+ + 0 DE 
ef 
A£m 
2 2 2 2 
f f f 
49 
where: 
2 
a = the error variance and is equal to 
2 
^RCE ~ environment x reciprocal variance is estimated as 
^11 " %2 
r 
2 M - M 
'^MTE ~ maternal x environment variance, estimated as 10 12 ; 
r 
2 
o = the dominance x environment variance and is estimated as 
16r^9 " ^12 
çT-t—;—] ; 
2 
"^AEm ~ additive x environment variance for males, estimated by 
: 
the remaining components were calculated as explained previously. 
2 2 2 
was calculated similarly except and were used as 
estimates of the additive and additive x environment variances. The 
2 2 
minimum variance estimates of and were calculated as follows: 
2 "["if] 2 . 2 (J = — a. 4- — " - " 
2 ^ ^^*AEf] 2 2 
9 Q 9 1 9 
where: V[a^^] = (3) • (—) + dfM^^+2^ 
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? A ? 1 9 (Mj)^ 
AEm^ '^rf^ *^^dfM^+2 dfM^^+Z^ * Therefore, 
h2 - Û 
i + ^ RCE + + 4e •*• ""RC + ''D 4 
^4" "ir 14" "i" ~r ~r ~ 
2 2 The standard errors of the heritability estimates (SEH^, SEH^, and 
2 SEH ) were calculated as follows; 
mv 
. 
" ^ r n  9 2  2  2 9 2 2 2 2 '  
-2-^  ^RCE ^MTE ^  ^DE •*• 2^ fRC ^ *D 
ef ef ef e f f f 
,^2 '^'4) 
• F  9 9  2  2  - 2  2 2 2 2  
^ ^RCE •*" °MTE ^DE ^AE *^MT ^A 
refm 
em 
 
+ °m + ""AE + "RC 
•""ra + 4 
em em e m m m 
o SECai) 
SEH = ^ 
2L + <"LE + ^âlE + + *MT + *D + *%: 
~iÂ~ ~i4~ "iA" ~ T" ~ 4" 
Additive genetic correlations (r^) were calculated using the 
following general formula: 
a 
r = 
A 
x,_2_ 
* [oj ' *1 
where a is the additive genetic covariance of traits x and y; 
x,y 
2 2 
a. is the additive genetic variance for trait x; and a. is the 
X 7 
additive genetic variance for trait y. 
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Phenotypic correlations (rp) were calculated using the following 
general formula: 
Z (x - x) (y - y) 
r = 
^ /[Z(% - x)^Z(y - y)^] 
where x and y are the sample means of x and y. 
The model used for the analysis over the four Corn Belt environments 
was : 
\ + S. + (ES)J. + + Fy + + Mly -
<Em).y - (EMT)^. + (EKC).^„j + . 
where all terms are defined as in the model for the analysis over all 6 
environments, and i = 1 — 4. 
All variances and their variances and standard errors, 
heritabilities and their standard errors, and additive genetic and 
phenotypic correlations were calculated as demonstrated previously with 
e = 4 instead of 6. 
The analysis of variance and expectation of the mean squares is 
shown in Table 10. 
The model used for the analysis over the 2 Italy environments was; 
- % + :i + Sj + + ^ ijk + ^ -
+ '^>1M + + 
(EMT)^y - ' 
where all terms were defined previously, and i = 1 — 2. 
Table 10. Combined analysis of variance and expectation of the mean 
squares for the four Corn Belt environments 
Source DF 
Mean 
square EMS 
Environment, ENV 
Set, S 
Env X S 
Rep (Env x S) 
Entries (S) 
Males CS) 
Females CS) 
3 
10 
30 
88 
341 
33 
33 M„ 
Males X Females (S) 
Maternal CS) 
Reciprocal CS) 
Env X Entries (S) 
Env X Males CS) 
Env X Females CS) 
Env X Males x Females CS) 
Env X Maternal CS) 
Env X Reciprocal (S) 
99 
77 
99 
1023 
99 
99 
297 
231 
297 
M, 
M, 
M, 
M, 
m, 
M, 
m, 10 
M. 11 
0^4. 
+ 
* '"icE + 
+ "rce + 
+ 
+ 
2 2 
° ^^RCE 
Error 2728 M 12 
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(Expectation of the mean.squares) 
^^MFE 
^^OTE + ™"FE + + remap 
^^MFE ^®^MF 
^^MTE ^®°MT 
2 
r**RC 
^MTE ^MFE ™^FE "'' 
^^MFE "*" ^^^ME 
^"^MFE "*" ™^FE 
^^MFE 
__2 
MTE 
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All estimates were calculated as previously illustrated with 
e = 2. 
The analysis of variance and expectation of the mean squares is 
shown in Table 11. 
The model used for the analysis' of the individual environments 
was : 
" + Sj + *jk + + «ÎJ - =mj + 
^^2mj ^jk&m * 
where all terms were defined previously. 
The analysis of variance and the expectation of the mean squares 
used to analyze each individual environment is shown in Table 12. 
and were tested with and were tested with 
The,additive genetic variances were calculated as follows: 
2 ^1 ^3 8 
®Am rf ' 3 ' 
2 ^ ^ 2 ~ ^ 3 , 8 
^Af ~ rm 3 
The variances and standard errors of the additive genetic variances 
were calculated in the following manner: 
2 8 2 1 2 04)^ 
= (#) '2tdfa-+2 + dfa-fi] ; 
Table 11. Analysis of variance and expectation of the mean squares 
for the 2 Italy locations 
Source DF 
Mean 
square EMS 
Environment, ENV 
Set, S 
Env X S 
Rep (Env x S) 
Entries (S) 
Males (JS) 
Females (S) 
Males X Females (S) 
Maternal (S) 
Reciprocal (S) 
Env X Entries (S) 
Env X Males (S) 
Env X Females (S) 
Env X Males x Females CS) 
Env X Maternal (S) 
Env X Reciprocal (S) 
Error 
1 
10 
10 
44 
341 
33 
33 
99 
77 
99 
341 
33 
33 
99 
77 
99 
1364 
M, 
M. 
M. 
M, 
M, 
M, 
M. 
M, 
M. 10 
M 11 
M. 12 
+ 
+ 
+ 
+ ^ RCE + 
+ 
+ 
2 ^ 2 
^ + ^ ^RCE 
+ 
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(Expectation of the mean squares) 
^^OTE + ^ FE + + ^ ®™^F 
^^MFE ^®^MF 
^MTE '*' 
2 
^"^KTE ^ ^^MFE ™^FE "*" ^^^ME 
^^MFE "*" 
^^E + ™^FE 
™MFE 
^^MIE 
Table 12. Analysis of variance and expectation of the mean squares for each individual 
environment 
Mean 
Source DF square EMS 
S 10 
R (S) 22 
Entries (S) 341 
Males (S) 33 M, + rof^ rfo. 
MF M 
Females (S) 33 Mg + ra^ + rma^ 
Males X Females (S) 99 M„ + ra^ 
J MF 
Maternal (S) 77 M^ + ro^^ 
Reciprocal (S) 99 M^ + ro^^ + 
Error 682 M^ 
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SE(a^) = . 
2 2 
The minimum variance estimate of a., a— was calculated as 
A A 
demonstrated previously. 
2 2 The estimate of was calculated using resulting in: 
4 ' f  -  •  
2 The variance and standard of were obtained in the following manner 
SEta^) - . 
2 2 The estimates of and a,» were calculated as: 
.2 "4 -"6 . 
MT r 
2 *5 - *6 
^Rc - ; • 
Heritability estimates were calculated on an entry mean basis as 
f ollows: 
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+ 0%! + 
r4 — — — 
The standard errors of the heritabilxty estimates were calculated as 
demonstrated previously. 
The additive genetic and phenotypic correlations were calculated 
in the same manner as demonstrated previously. 
Two environments, 5 and 6, had no significant differences among 
entries, these were dropped, and an analysis was conducted over the 
remaining four environments. 
The model, definitions, variances, heritabilities, additive 
genetic and phenotypic correlations were calculated exactly as those 
for the analysis over the four Com Belt environments (1, 2, 5, 6). 
The analysis of variance and expectation of the mean squares is 
identical to that in Table 10-
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RESULTS AND DISCUSSION 
Each individual environment was distinctly different from all 
others in this study and representative of the range of environments a 
breeder might encounter when evaluating cold tolerance. Results of the 
individual analyses will be presented because of the large environmental 
effects on cold tolerance traits. Results from the combined analyses 
also will be presented and discussed. All discussions will cover the 
analyses of variance, including variance component estimates, means, 
heritabilities, and phenotypic and genotypic correlations. The terms 
"analyses of variance" and "anovas" will be used interchangeably in the 
discussions. 
Analyses of the Individual Environments 
Ames, 1982 environment 
Environment 1 was the most severe cold stress environment 
encountered in this study. The temperature and moisture conditions 
present made it an excellent environment for cold tolerance evaluation. 
Eight inches of snow fell the day following planting and remained on 
the ground for over two weeks. Air temperatures dropped to below 0°C 
several days after planting and the daily low temperatures did not rise 
above 10°C until four weeks after planting. Plants did not emerge 
until approximately 160 growing degrees, which compared to a normal 
growing degree requirement of 120. Overall, this environment was 
representative of one a breeder would like for cold tolerance 
evaluation. 
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The anovas for the Ames, 1982 environment are presented in Table 
13. In this and subsequent anovas sources of variation were identified 
as nonsignificant (ns) or significant at the 0.05 (*) or 0.01 (**) 
levels, as tested by F statistic. However, in the discussion sources 
were referred to only as significant or nonsignificant. All sources of 
variation were significant for the traits seedling vigor (SV), dry 
weight per plot (DWP), percentage emergence at 200 growing degrees 
(PE 200), and percentage emergence at 400 growing degrees (PE 400), 
except for reciprocals within sets [Rc (S)]. Rate of emergence on a day 
basis (RE) and on a growing degree basis (HEE) are similar traits as 
shown in their analyses. The only significant sources were entries 
within sets [En (S)] and males x females within sets [MF (S)] for HRE 
and En (S), MF (S), and maternais within s^ts [Mt (S)] for RE. All 
En (S) subdivisions were nonsignificant for seedling dry weight (SDW). 
The lack of significant genotypic differences for SDW indicates that the 
variability observed for DWP was primarily due to differences in 
emergence. 
The variance component, heritability, and mean estimates are 
presented in Table 14. In this and all other tables, variance component 
estimates were presented only if the corresponding source of variation 
was significant. Likewise, variance component estimates were considered 
significant if the variance was greater than twice its standard error. 
Estimates of the additive, dominance, and maternal genetic variance 
were significant for the traits SV, DWP, PE 200, and PE 400. Estimates 
of maternal genetic variance were larger thai either the additive or 
Table 13. The analyses of variance for the Ames, 1982 environment for all cold tolerance traits 
Mean squares 
sources or 
variation df SV DWP SDW PE 200 PE 400 RE HRE 
1-9 g 8 % % days growing 
degrees 
Set (S) 10 116.64 41.13 0.1379 7528.82 7266.40 56.76 13075.07 
Rep (S) 22 13.70** 17.00** 0.0721** 1829.97** 1420.74** 16.91 ns 2548.11 ns 
En (S) 341 5.90** 2.75** 0.0172* 478.57** 743.48** 43.21** 3234.86** 
M (S) 33 11.27** 5.26** 0.0219 ns 1046.20** 1382.88** 40.77 ns 2966.75 ns 
F (S) 33 8.71** 4.20** 0.0205 ns 567.66* 1198.73** 71.47 ns 4676.13 ns 
MF (S) 99 3.26** 1.45** 0.0167 ns 267.45** 416.89** 45.08** 3633.03** 
Mt (S) 77 8.56** 3.76** 0.0165 ns 698.15** 1120.79** 37.20** 2065.60 ns 
Rc (S) 99 0.8918 ns 0.4711 ns 0.0047 ns 79.28 ns 101.50 ns 11.73 ns 932.57 ns 
Error 682 1.39 0.8548 0.0145 152.89 154.87 14.05 2037.49 
ns, *, **Nonsignifleant at the 5% and significant at the 5% and 1% level of probability, 
respectively, when tested by the F statistic. 
Table 14. Variance component, heritability and mean estimates for the Ames, 1982 environment for 
all cold tolerance traits 
SV DWP SDW PE 200 PE 400 RE HRE 
1-9 g g % % days growing degrees 
2 
0 . 
Am 
1.78 + 0.61 0.85 ± 0.28 a 173.06 ± 56.20 214.66 ± 74.61 
2 
°Af 1.21 ± 0.48 0.61 ± 0.23 —— 66.71 ± 31.29 173.74 ± 65.00 —— 
2 
1.43 ± 0.37 0.70 + 0.18 — 91.88 ± 27.34 191.40 ± 49.01 — 
2 1.11 ± 0.28 0.36 + 0.12 67.89 ± 22.83 143.42 ± 35.21 18.39 ± 3. 79 948.11 ± 309.88 
2 
°MT 2.39 ± 0.45 0.97 ± 0.20 . 181.75 ± 37.13 315.31 ± 59.53 7.71 ± 1. 99 — —  
2 
®RC — —  
— —  
— — " 
m 
0.65 ± 0.22 0.70 ± 0.23 0.71 ± 0.23 0.64 ± 0.22 — 
4 0.56 ± 0.22 0.62 ± 0.23 0.49 + 0.23 0.58 ± 0.22 
— 
4 0.60 ± 0.16 0.66 ± 0.17 0.57 ± 0.17 0.61 ± 0.16 
X 4.58 2.51 0.24 31.53 51.31 34.99 213.54 
^Variance components and herltabillties were not estimated when the corresponding source of 
variation was nonsignificant. 
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dominance genetic variance estimates, and dominance genetic variance 
estimates were smallest. Therefore, in this environment, the effect 
of the maternal genotype appeared to be of primary importance, followed 
by additive and then dominance genetic variance for the traits SV, DWP, 
PE 200, and PE 400. The performance of a line as a female was not 
always consistent with its performance as a male. Generally 75% of 
the cross comparisons performed better as a female than as a male. 
However, in two sets all crosses performed better when the line was 
used as a male than when used as a female parent. When a set of crosses 
with a common female did very poorly, the comparative crosses with that 
parent as a male performed better. Therefore, in environments similar 
to Ames, 1982, selection which capitalizes on the maternal genotype and 
additive genetic variance such as recurrent selection or a combination 
of $2 recurrent selection and testcross evaluation would successfully 
increase SV, DWP, PE 200, and PE 400. When restcrosses are to be made, 
the line to be evaluated should be used as a female. Both dominance and 
maternal genetic variance estimates were significant for RE. However, 
the dominance genetic variance estimate was twice as large as the estimate 
of maternal genetic variance. Dominance genetic variance was the only 
significant variance component for HEE- Therefore, dominance genetic 
variance appears to be of primary importance for both RE and ERE in 
this environment. 
Heritabilities were presented only for traits which had significant 
males within sets [M CS)] or females within sets [F CS)J. Heritabilities 
were considered significant if they were greater than twice their 
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standard errors. Heritabilities were estimated only for SV, DWP, PE 200, 
and PE 400 (Table 14). All heritabilities were significant and of 
2 
moderate size = 0.57 to 0.66. All heritability estimates using the 
additive genetic variance calculated from F (S) were smaller than those 
estimated from M (S), but the differences were not significant. Means 
for each trait showed that Ames, 1982 was a cold stress environment 
(Table 14). Therefore, a breeder might expect moderate heritabilities 
for the traits SV, DWP, PE 200, and PE 400 in a similar cold stress 
environment. 
Phenotypic correlations were calculated among all traits regardless 
of the presence or absence of significant genetic differences- The 
absence of significant genotypic differences provides no indication of 
either the sign or magnitude of the phenotypic correlation. However, 
correlations calculated among traits with no significant genetic 
variability will not be discussed. Phenotypic correlations will only be 
referred to as significant or nonsignificant. Additive genetic correla­
tions were assummed important when the corresponding phenotypic correla­
tions were significant. In this and all other analyses, additive 
genetic correlations were larger than the phenotypic correlations 
(Table 15). The phenotypic correlations among SV, DWP, PE 200, and 
PE 400 were significant and ranged from 0.79 to 0.89. These results 
indicate that selection based on one of the traits, SV, DWP, PE 200 or 
PE 400, would improve other cold tolerance traits if selection were 
performed in environments similar to the one that occurred in Ames, 1982. 
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Table 15. Additive genetic and phenotypic correlations among cold 
tolerance traits for the Ames, 1982 environment 
SV DWP SDW PE 200 PE 400 RE 
1-9 g g % % days 
DWP rp 0.80** 
rgm 0.96 
rgf 0.95 
rgv 0.95 
SDW rp 0.23** 0.51** 
rgm —— 
rgf ——— —-— 
rgv ——— 
PE 200 rp 0.79** 0.85** 
rgm 1.00 0.95 
rgf 0.95 0.999 
rgv 0.95 0.98 
PE 400 rp 0.89** 0.83** 
rgm 0.97 0.96 
rgf 0.91 0.91 
rgv 0.93 0.93 
RE rp 0.07 ns -0.01 ns 
rgm 
—'~ 
rgf 
rgv 
HRE • rp -0.10 ns -0.19** 
rgm — 
rgf " 
rgv 
0.30** 
0.15** 0.83** 
—— 0.95 
——— 0.90 
——— 0.92 
0.07 ns -0.09 ns 0.13* 
-0.13** -0.32** -0.001 ns 0.90** 
^rp = phenotypic correlation, rgm = additive genetic correlation 
using aAjj^, rgf = additive genetic correlation using aA^, and rgv = 
minimum variance correlation. 
^Correlations were not calculated when the corresponding sources of 
variation were nonsignificant. 
ns, *, **Nonsignificant at the 5% and significant at the 5% and 1% 
level of probability, respectively, when compared to the table r values. 
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Cold tolerance selection prior to this study had been based on an 
index, composed of seedling dry weight, percentage emergence 30 days 
after planting, and rate of emergence. Results from the analyses for 
this environment indicate that when breeders have an environment 
similar to Ames, 1982 they might expect moderate heritabilities for and 
high correlations among a visual vigor rating, dry weight per plot and 
percentage emergence at 200 or 400 growing degrees. Therefore, if this 
type of environment were available, a visual vigor rating taken 400 
growing degrees after planting would be the most efficient way for a 
breeder to evaluate cold tolerance. 
Italy, 1982 environment 
Environment 2 was the least severe cold stress environment and was 
almost too mild. Air temperatures were moderate and the daily low soil 
temperature was consistently above 10°C from planting to harvest. 
Planting was later than normal with emergence beginning between 80 and 
90 growing degrees. By 200 and 400 growing degrees there were essentially 
no significant genotypic differences. This environment was borderline 
between adequate cold stress conditions and conditions which were too 
warm for cold, tolerance evaluation. 
All sources of variation were significant for DWP, SDW, RE, and 
HRE, except for Rc (S) (Table 16). PE 200 and PE 400 are similar traits 
as shown in their analyses. MF (S) and Mt (S) were the only significant 
En CS) subdivisions for both traits. In addition, replications within 
sets [R CS)] were nonsignificant in the PE 400 analysis. The only 
nonsignificant sources of variation for SV were Mt (S) and Rc (S). 
Table 16. The analyses of variance for the Italy, 1982 environment for all cold tolerance traits 
Sources of Mean squares oources oi 
variation df SV DWP SDW PE 200 PE 400 RE HRE 
1-9 g g % % days growing 
degrees 
Set (S) 10 1.15 1345.76 46.47 137.82 62.36 11.28 1140.49 
Rep (S) 22 2.66** 741.98** 1.83** 54.43** 24.08 ns 4.97** 171.54** 
En (S) 341 1.20** . 70.32** 0.39** 73.65** 54.90** 1.55** 56.43** 
M (S) 33 1.37** 149.61** 0.71** 61.80 ns 41.71 ns 2.71* 98.31** 
F (S) 33 1.89** 135.43* 0.49** 103.34 ns 68.61 ns 3.30** 117.36** 
MF (S) 99 1.14** 65.44** 0.39** 73.83** 58.72** 0.98** 36.58** 
Mt (S) 77 0.97 ns 52.20* 0.36** 63.05** 49.52** 1.73** 62.76** 
Rc (S) 99 0.34 ns 12.75 ns 0.09 ns 23.46 ns 17.49 ns 0.31 ns 11.35 ns 
Error 682 0.8302 38.84 0.11 24.03 20.92 0.47 16.17 
ns, *, **Nonsignifleant at the 5% and significant at the 5% and 1% levels of probability, 
respectively, when tested by the F statistic. 
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These results were quite different from those obtained for environment 1 
(Table 13). We can, therefore, conclude that genotype x environment 
interactions may be biasing the individual analyses. 
Estimates of the additive, dominance, and maternal genetic variance 
were significant for the traits DWP, RE, and HRE (Table 17). Estimates 
of maternal and dominance genetic variance were significant for SDW, 
PE 200, and PE 400. Estimates of dominance genetic variance were con­
sistently larger than the maternal genetic variance estimates for DWP, 
SDW, PE 200, and PE 400 and the additive genetic variance estimates for 
SV and SDW, but equal to the additive genetic variance estimate for 
DWP. We can conclude, therefore, that dominance genetic variance may 
be of primary importance for SV, SDW, PE 200, and PE 400 in this type 
of environment. Estimates of the additive, dominance, and maternal 
genetic variance were not different for RE and HRE. On the average, 
lines performed better as a female than as a male. Therefore, selection 
which capitalizes on the additive or maternal variance, such as S^ 
recurrent selection and a topcross evaluation with the line as a 
female would be effective for increasing DWP, RE, and HRE. No additive 
genetic variance was observed for PE 200 or PE 400. When the raw data 
were evaluated, larger differences among entries were observed at 
earlier counts, i.e., PE 100, however, by 200 and 400 growing degrees 
differences were less pronounced. Therefore, it is possible that in 
similar environments, counts made prior to 200 growing degrees would 
detect differences more precisely. 
Table 17. Variance component, herltabillty, and mean estimates for the Italy, 1982 environment for 
all cold tolerance traits 
SV DWP SDW PE 200 PE 400 RE HRE 
1-9 g g •i / i days growing 
degrees 
V 0.05 ± 0.08 18.70 ± 8.21 0.07 ± 0.04 — — 0.38 ± 0.15 13.72 ± 5.35 
"L 0.17 ± 0.11 15.55 ± 7.48 0.02 ± 0.03 
— 
— 0.51 ± 0.18 17.95 ± 6.34 
4 0.09 ± 0.06 16.98 ± 5.52 0.04 ± 0.02 — — 0.44 ± 0.11 15.48 ± 4.09 
4 0.18 ± 0.10 15.76 ± 5.60 0.16 ± 0.03 29.52 ± 6.20 22.40 + 4.94 0.31 + 0.08 12.10 ± 3.09 
V a 4.45 ± 2.86 0.08 ± 0.02 13.01 ± 3.37 9.53 ± 2.65 0.42 ± 0.09 15.53 ± 3.34 
°EC — — — 
"m 
0.37 ± 0.59 0.75 ± 0.33 0.51 ± 0.28 — — 0.64 ± 0.25 0.64 ± 0.25 
»£ 0.66 ± 0.42 0.72 ± 0.35 0.26 ± 0.31 — — 0.71 ± 0.25 0.70 ± 0.25 
"m 
0.52 ± 0.36 0.74 ± 0.24 0.37 ± 0.21 — — 0.68 ± 0.18 0.66 ± 0.18 
X 6.06 37.93 1.97 95.01 96.74 16.46 100.54 
^Variance components and heritabillties were not estimated when the corresponding source of 
variation was nonsignificant. 
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Because of the lack of significant additive genetic variability, 
heritabilities were not calculated for PE 200 or PE 400 (Table 17). 
Heritability estimates for DWP, RE, and HEE were significant and ranged 
from 0.66 to 0.74, but those for SV and SDW were nonsignificant. The 
nonsignificant heritabilities occurred because of the large standard 
errors on the additive genetic variance estimates for SV and SDW. 
Environment 2 had less severe cold stress than did Ames, 1982 (Table 
17, Table 14). For example, the DWP mean for environment 2 was 37.9 
compared to 2.5 for environment 1. Therefore, in a mild environment 
similar to environment 2, heritabilities would be expected to be somewhat 
higher than those in a more severe environment and significant for DWP, 
EE, and ERE. 
Phenotypic correlations were consistently lower than those in 
Ames, 1982 (Table 18, Table 15). In this and subsequent tables additive 
genetic correlations greater than plus one or less than negative one were 
presented, even though the parameter range for correlation coefficients 
is —1 < r < 1. The presence of values outside of the correlation 
coefficient range may have resulted because of large standard errors on 
the additive genetic covariance estimates. Both SV and SDW had large 
standard errors on their estimates of additive genetic variance, 
therefore, it is possible that the additive genetic covariance standard 
errors were also large, resulting in inaccurate correlations. The 
phenotypic correlation of SV with DWP was significant and moderate, 
rp = 0.52. However, the correlations of SV with each of the other traits 
were significant but low. Therefore, a correlated response would not be 
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Table 18. Additive genetic and phenotypic correlations among cold 
tolerance traits for the Italy, 1982 environment 
SV DWP SDW PE 200 PE 400 RE 
g % % days 1-9 S 
DWP rp^ 0.52** 
rgm 0.96 
rgf 0.93 
rgv 0.92 
SDW rp 0,38** 0.87** 
rgm 0.99 1.03 
rgf 1.28 1.09 
rgv 1.12 1.03 
PE 200 rp 0.54** 0.20** 
rgm ——~ 
rgf —— — 
rgv 
PE 400 rp 0.51** 0.18** 
rgm - •  '  ~  "  
rgf — 
rgv 
RE - rp -0.24** -0.34** 
rgm 0.76 0.23 
rgf -0.30 -0.34 
rgv 0.45 0.18 
HRE rp -0.21** —0.45** 
rgm 0.75 0.25 
rgf -0.30 -0.33 
rgv 0.46 0.20 
0.09 ns 
0.03 ns 0.88** 
-0.31** -0.27** -0.14** 
-0.39** -0.23** -0.11* 0.93** 
^rp = phenotypic correlations; rgm = additive genetic correlation 
using aAjjj; rgf = additive genetic correlation using aA^; and rgv = 
minimum variance correlation. 
^Correlations were not calculated when the corresponding sources of 
variation were nonsignificant. 
ns, *, **Nonsignificant at the 5% and significant at the 5% and 1% 
level of probability, respectively, when compared to the table r values. 
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expected in any other trait when SV was selected in this or similar 
environments. SDW and DWP and RE and HRE are very similar traits; 
therefore, the high and significant correlations between these two 
pairs of traits would be expected (rp = 0.87 and 0.83, respectively). 
In environments with temperature and moisture regimes similar to 
Italy, 1982 significant and moderate to high heritabilities for DWP, 
RE, and HRE would be expected. Correlations similar to those observed 
in Italy, 1982 also would be expected. In environments similar to 
Italy, 1982 in which conditions were relatively warm and moist for cold 
tolerance evaluation, earlier emergence counts may be more important 
than later counts. This environment was a borderline cold tolerance 
evaluation environment. .If a breeder encounters an environment similar 
to Italy, 1982 and decides to evaluate cold tolerance, selection based 
on plot dry weight and rate of emergence on a growing degree basis would 
be most successful. 
Italy, 1983 environment 
Environment 3 was more representative of an environment in which 
cold tolerance could be successfully evaluated. However, in comparison 
to environment 1 this was a mild cold stress environment. Italy, 1983 
was planted two weeks earlier than environment 2 (March 22). The 
environmental conditions following planting were cool and moist. Soil 
temperatures were below 10*C for a week, after planting. One to two 
weeks after planting, heavy rains occurred resulting in standing water 
on the field. Plants emerged in approximately the same number of 
growing degrees as in environment 2. However, the plants were much 
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smaller than the previous year and larger genotypic differences were 
detected for percentage emergence-
The analyses of PE 200 and PE 400 show the similarity in the two 
traits (Table 19). All sources of variation except for Mt (S) and 
Rc (S) were significant for these two traits. The analyses of RE and 
HKE were identical, with MF (S) the only significant En (S) subdivision. 
All sources of variation were significant for SV, DWP, and SDW, except 
for Rc (S). These results are very different from those obtained in 
environments 1 and 2. In this environment M (S) and F (S) were 
significant and Mt (S) were nonsignificant for PE 200 and PE 400, while 
just the opposite occurred in Italy, 1982. The same is true for the 
analyses of RE and HRE. The M (S), F (S), and Mt (S) sources of 
variation were nonsignificant in Italy, 1983 and significant in Italy, 
1982. Therefore, genotype x environment interactions may be biasing 
the results. 
The estimates of the minimum additive, dominance, and maternal 
genetic variance were significant for SV (Table 20). Estimates of the 
additive and dominance genetic variance were approximately equal for 
SV and the maternal genetic variance estimate was smaller. The results 
for DOT and SDW show the similarity in the two traits (Table 20). The 
minimum additive, dominance, and maternal genetic variance estimates 
were all significant. The estimates of the maternal and additive 
genetic variance were not significantly different but the estimate of 
the dominance genetic variance was twice as large as either of the two 
previous estimates. Therefore, dominance genetic variance appears to 
Table 19. Analyses of variance for the Italy, 1983 environment for all cold tolerance traits 
Sources of 
variation 
1 Mean squares 
df sv DWP SOW PE 200 PE 400 RE HRE 
1-9 g g % % days growing 
degrees 
Set (S) 10 46.74 4056.65 12.46 497.73 428.84 28.08 1912.73 
Rep (S) 22 3.86** 144.45** 0.38** 262.62** 228.57** 4.35** 292.07** 
En (S) 341 1.84** 70.79** 0.20** 131.49** 114.06** 0.90** 60.53** 
M (S) 33 2.87* 142.33* 0.41** 272.03** 203.16* 1.17 ns 79.32 ns 
F (S) 33 3.62** 125.34* 0.32** 248.17** 221.03* 1.49 ns 100.04 ns 
MF (S) 99 1.63** 68.01** 0.18** 109.81* 104.22** 0.89** 59.63** 
Mt (S) 77 1.49** 58.88** 0.18** 88.89 ns 82.97 ns 0.68 ns 45.86 ns 
Rc (S) 99 0.46 ns 13.13 ns 0.04 ns 30.65 ns 25.66 ns 0.22 ns 14.94 ns 
Error 682 1.01 19.97 0.05 81.88 74.88 0.60 40.74 
ns, *, **Nonslgnlfleant at the 5% level and significant at the 5% and 1% level of 
probability, respectively, when tested by the F statistic. 
Table 20. Variance component, heritability, and mean estimates for 
the Italy, 1983 environment for all cold tolerance traits 
sv DWP SDW 
1-9 g g 
Am 0.27 ± 0.16 16.51 ± 7.85 . 0.05 ± 0.02 
2 
^Af 0.44 ± 0.20 12.74 ± 6.99 0.03 ± 0.02 
4 0.34 ± 0.13 14.41 ± 5.22 0.04 ± 0.01 
4 0.37 ± 0.14 28.47 ± 5.71 0.08 ± 0.02 
MT 0.16 ± 0.08 12.97 ± 3.14 0.04 ± 9.43 X 10~ 
RC 
^m 
0.61 ± 0.36 0.59 ± 0.28 0.60 ± 0.27 
0.72 ± 0.32 0.53 ± 0.29 0.48 ± 0.28 
4, 0.66 ± 0.24 0.56 ± 0.20 0.54 ± 0.19 
X 5.20 23.28 1.32 
^Variance components and heritabilities were not estimated when 
the corresponding source of variation was nonsignificant. 
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PE 200 PE 400 RE ERE 
% % days growing 
degrees 
36.05 ± 14.85 21.99 ± 11-27 * 
30.75 ± 13.62 25.96 ± 12.19 
33.17 ± 10.04 23.82 ± 8.28 
16.55 ± 9.53 17.38 ± 9.02 0.17 ± 0.08 11.19 ± 5.14 
0.83 ± 0.34 0.75 ± 0.39 
0.81 ± 0.36 0.78 ± 0.37 
0.82 ± 0.25 0.77 ± 0.27 
86.11 87.75 23.86 154.93 
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be of primary importance for DWP and SDW in this environment. The results 
for PE 200 and PE 400 also were similar, yet very different from the 
results obtained in environment 2. In this environment, estimates of the 
additive genetic variance were significant and larger than the nonsig­
nificant dominance genetic variance estimates for both PE 200 and 
PE 400 (Table 20). Therefore, additive genetic variance was of primary 
importance for PE 200 and PE 400 in environment 3 and similar environ­
ments, while dominance genetic variance was important for these traits 
in environment 2. In this type of environment, selection which 
capitalizes on additive genetic variance such as or Sg recurrent 
selection should successfully increase the traits SV, PE 200 and PE 400. 
Dominance genetic variance was the only variance important for RE and HEE. 
Due to the lack of significant additive genetic variance for RE and 
HEE, heritabilities were not calculated (Table 20). All heritability 
estimates presented were significant, except when additive genetic 
variance estimates were nonsignificant. Minimum variance heritabilities 
were moderate for SV, DWP, and SDW (0.54 to 0.66) and high for PE 200 
and PE 400 (0.82 and 0.77, respectively). Based on the means, environ­
ments 1 CTable 14) and 2 (Table 17) represented the entire range of 
cold stress environments that were examined. The means for all traits 
for environment 3 were comparable to those of environment 2 and, 
therefore, environment 3 had a mild cold stress (Table 20, Table 17). 
Environment 3 was, however, a more severe environment than Italy, 1982 
and the heritabilities estimated were significant and larger than those 
obtained in environment 2. Therefore, it appears that environments 
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similar to Italy, 1983 would be more desirable for cold tolerance 
evaluation than a milder environment, characteristic of Italy, 1982. 
The phenotypic correlations among SV and all other traits with 
significant additive genetic variability were moderate, ranging from 
0.53 to 0.71 (Table 21). The correlation of DWP with SEW was very high 
(rp = 0.97), as was the correlation of PE 200 with PE 400 (rp = 0.95) 
and RE with HEE (rp = 0.99). All other correlations, however, were low, 
such that a correlated response would not be expected. In environments 
with conditions similar to Italy, 1983, moderate to high heritabilities 
could be expected for the visual vigor rating, dry weight and percentage 
emergence traits. With these heritabilities and the moderate correla­
tions, breeders who encounter environments with temperatures and 
moisture regimes similar to Italy, 1983 could successfully increase 
several cold tolerance components through the use of a single early 
vigor visual evaluation. 
Ames, 1984 environment 
Ames, 1984 was an excellent environment for cold tolerance 
evaluation. Several inches of snow fell four days after planting and 
remained on the soil for several days. The daily low temperatures were 
consistently below 10°C until emergence, approximately four weeks after 
planting. Minimum soil temperatures at 5 cm also were consistently 
below 10°C. A total of 129 growing degrees had accumulated by 
emergence, consistent with the normal growing degree requirement of 120. 
This environment was representative of one a breeder would like for cold 
tolerance evaluation. 
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Table 21. Additive genetic and phenotypic correlations among cold 
tolerance traits for the Italy, 1983 environment 
SV DWP SDW PE 200 PE 400 RE 
1-9 S g % % days 
DWP rp 
rgm 
rgf 
rgv 
0.67** 
0.79 
0.94 
0.87 
SDW rp 
rgm 
rgf 
rgv 
0.53** 
0.62 
0.75 
0.69 
0.97** 
0.97 
0.95 
0.96 
PE 200 rp 
rgm 
rgf 
rgv 
0.68** 
0.84 
0.89 
0.87 
0.38** 
0.39 
0. 66 
0.51 
0.17** 
0.12 
0.41 
0.18 
PE 400 rp 
rgm 
rgf 
rgv 
0.71** 
0.76 
0.83 
0.79 
0,34** 
0.30 
0.57 
0.40 
0.12* 
0.05 
0.29 
0.06 
0.95** 
1.02 
0.995 
1.01 
EE - rp 
rgm 
rgf 
-0.39** —0.69** -0.65** —0.37** -0.26** 
HRE 
rgv 
rp 
rgm 
-0.39** -0.69** —0.37** -0.25** 0.999** 
rgf 
rgv —— —— 
^rp = phenotypic correlations; rgm = additive genetic correlation 
using aAjjj; rgf = additive genetic correlation using aA^; and rgv = 
minimum variance correlation. 
^Correlations were not calculated when the corresponding sources 
of variation were nonsignificant. 
ns, *, ^^Nonsignificant at the 5% and significant at the 5% and 
1% level of probability, respectively, when compared to the table r 
values. 
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The anovas for environment 4 are shown in Table 22. The sources of 
variation significant in these analyses were identical to those for 
Ames, 1982 (Table 13). All En (S) subdivisions were nonsignificant for 
SDW. Therefore, as in Ames, 1982, the differences observed for DWP 
were primarily due to emergence percentages. This is quite different 
from the Italy 1982 and 1983 environments. This indicates that genotype 
X environment interactions may be biasing the results and that different 
gene complexes may be important in the Ames compared to the Italian 
environments. The relative magnitudes of the variance component 
estimates in this environment differed from environment 1 (Table 23). 
Estimates of the dominance genetic variance were larger and the maternal 
genetic variance estimates were smaller than the minimum additive genetic 
variance estimates for SV. The estimates of the dominance genetic 
variance were larger than the maternal genetic variance estimates for 
RE. Dominance genetic variance was the only variance present for HRE. 
Therefore, as in environment 1, dominance genetic variance appears to 
be of primary importance for RE and HRE. Both estimates of the dominance 
and maternal genetic variance were smaller than the minimum additive 
genetic variance estimate for DWP, PE 200, and PE 400. The estimates of 
the maternal genetic variance were the smallest variance component 
estimates for the traits SV, DWP, PE 200, and PE 400. This is in direct 
contrast to environment 1, where maternal genetic variance estimates 
were larger than either the minimum additive or dominance genetic 
variance estimates. It may be that as the severity of the environment 
increases, maternal genetic variance becomes more important- The 
Table 22. The analyses of variance for the Ames, 1984 environment for all cold tolerance traits 
Mean squares 
Dources  or 
variation df SV DWP SDW PE 200 PE 400 RE HRE 
1-9 g g % % days growing 
degrees 
Set (S) 10 116.64 41.13 0.14 7528.82 7266.40 56.76 13075.07 
Rep (S) 22 13.70** 17.00** 0.072** 1829.97** 1420.74** 16.91 ns 2548.11 ns 
En (S) 341 5.90** 2.75** 0.017* 478.57** 743.48** 43.21** 3234.86** 
M (S) 33 11.27** 5.26** 0.022 ns 1046.20** 1382.88** 40.77 ns 2966.75 ns 
F (S) 33 8.71** 4.20** 0.021 ns 567.66* 1198.73** 71.47 ns 4676.13 ns 
MF (S) 99 3.26** 1.45** 0.017 ns 267.45** 416.89** 45.08** 3633.03** 
Mt (S) 77 8.56** 3.76** 0.017 ns 698.15** 1120.79** 37.20** 2065.60 ns 
Rc (S) 99 0.89 ns 0.47 ns 0.005 ns 79.28 ns 101.50 ns 11.73 ns 932.57 ns 
Error 682 1.39 0.85 0.015 152.89 154.87 14.05 2037.49 
ns, *,**Nonsignifleant at the 5% level and significant at the 5% and 1% level of probability, 
respectively, when tested by the F statistic. 
Table 23. Variance component, heritability, and mean estimates for the Ames, 1984 environment for 
all cold tolerance traits 
3V DWP SDW PE 200 PE 400 RE HRE 
2 
"^Am 
1-9 
0.45 + 0.19 
g 
2.37 ± 0.81 
g 
a 
% 
181.78 ± 59.13 
% 
156.37 ± 53.94 
days growing degrees 
2 
°Af 0.21 ± 0.13 1.14 ± 0.53 115.89 ± 43.62 67.91 ± 33.31 
2 0.29 ± 0.11 1.50 ± 0.44 139.11 ± 35.10 92.33 ± 28.34 
2 0.34 ± 0.12 1.20 ± 0.37 65.80 ± 24.20 84.13 ± 25.23 0.35 ± 0.28 69.42 ± 56.25 
2 
°MT 0.14 ± 0.07 0.73 ± 0.25 — —  53.60 ± 17.90 47.80 ± 16.05 0.11 ± 0.16 
«m 0.74 ± 0.31 0.80 ± 0.27 0.83 ± 0.27 0.80 ± 0.27 
"f 0.58 + 0.36 0.66 ± 0.30 — —  0.76 ± 0.29 0.63 ± 0.31 
4 
X 
0.65 ± 0.24 
5.77 
0.72 ± 0.21 
5.54 0.42 
0.79 ± 0.20 
50.08 
0.70 ± 0.21 
64.68 29.56 214.39 
Variance components and heritabillties were not estimated when the corresponding source of 
variation was nonsignificant. 
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additive genetic variance estimates calculated from F (S) were smaller 
than those using M (S), for the traits SV, DWP, PE 200 and PE 400, 
however, these differences were not significant. Cross performance was 
generally superior when a line was used as a female as compared to 
a male. Therefore, selection which capitalizes on additive and maternal 
genetic variance such as $2 and testcross evaluation would successfully 
increase SV, DWP, PE 200, and PE 400 and the line to be evaluated should 
be used as a female in testcross selection scheme. 
Heritabilities were not calculated for SDW, RE, or SEE due to the 
lack of significant additive genetic variability (Table 23). Minimum 
variance heritabilities for all other traits were significant and 
moderate to high, ranging from 0.65 to 0.79. The heritabilities 
estimated using the âdditive genetic variance calculated from F CS) 
were always smaller than those using M (S), but these differences were 
not significant. These results are similar to those obtained in 
environment 1, however, the heritabilities were higher in Ames, 1984 
than in Ames, 1982 (Table 22, Table 14). Means for each trait were 
comparable to those obtained in Ames, 1982. Therefore, Ames, 1984 was 
a more severe cold stress environment than either Italy, 1982 (Table 
17) or Italy, 1983 (Table 20). With environmental conditions similar 
to Ames, 1984, a breeder may expect realistic and moderate to high 
heritabilities for SV, DWP, PE 200, and PE 400. 
The correlations among SV, DWP, PE 200, and PE 400 were all 
significant, ranging from 0.79 to 0.85 (Table 24). These results 
indicate that selection based on one of the traits SV, DWP, PE 200, or 
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Table 24. Additive genetic and phenotypic correlations among cold 
tolerance traits for the Ames, 1984 environment 
SV DWP SDW PE 200 PE 400 RE 
1-9 g g % % days 
DWP rp 
rgm 
rgf 
rgv 
0.85** 
0.94 
0.99 
0.97 
SDW rp 
rgm 
rgf 
rgv 
0.49** 0.70** 
PE 200 rp 
rgm 
rgf 
rgv 
0.79** 
0.93 
0.78 
0.81 
0.82** 
0.85 
0.79 
0.81 
0.36** 
PE 400 rp 
rgm 
rgf 
rgv 
0.79** 
0.90 
0.78 
0.81 
0.81** 
0.85 
0.72 
0.75 
0.17** 0.85** 
0.93 
0.84 
0.86 
RE rp 
rgm 
rgf 
-0.40** —0.43** —0.48** —0.64** -0.23** 
HRE 
rgv 
rp 
rgm 
-0.41** —0.43** —0.48** -0.65** -0.23** 0.996** 
rgf 
rgv 
^rp = phenotypic correlations; rgm = additive genetic correlation 
using ctAJJJ  rgf = additive genetic correlation using oA^; and rgv = 
minimum variance correlation. 
^Correlations were not calculated when the corresponding sources 
of variation were nonsignificant. 
ns, *, **Nonsignificant at the 5% and significant at the 5% and 1% 
level of probability, respectively, when compared to the table r values. 
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PE 400, would improve other cold tolerance traits if selection were 
performed in environments similar to the one that occurred in Ames, 
1984. These correlations were comparable to Ames, 1982 and larger 
than those obtained in the Italy, 1982 or 1983 environments- Therefore, 
it appears that the more severe the environment the higher the correla­
tion among the traits. A breeder who encounters an environment similar 
to Ames, 1984 could expect high heritabilities and correlations among a 
visual vigor rating, the plot dry weight, and percentage emergence at 
200 or 400 growing degrees. Therefore, the most efficient means of 
increasing cold tolerance in similar environments would be to use a 
visual early-vigor rating. 
Kanawha, 1984 environment 
From all appearances during the growing season, Kanawha, 1984 
seemed to be an excellent environment for cold tolerance evaluation. 
Over two inches of snow fell two, three, and nine days after planting. 
The daily minimum air temperature was consistently below 10"C until 
emergence at 160 growing degrees. The minimum soil temperatures at a 
depth of five centimeters also were consistently below 10°C until 
emergence, almost four weeks after planting. The results, however, were 
very disappointing (Table 25). There was no significant genotypic 
variation for the traits SV, DWP, SDW, and PE 400- The Mt (S) source of 
variation was the only significant En (S) subdivision for PE 200, RE, 
and HRE. The sums of squares for En (S) were subdivided into the five 
sources of variation in all analyses. This subdivision was planned prior 
to each analysis and is consistent with standard statistical procedures. 
Table 25. The analyses of variance for the Kanawha, 1984 environment for all cold tolerance traits 
Sources of ' Mean squares ouuices ux. 
variation df SV DWP SDH PE 200 PE 400 RE HRE 
1-9 g g % % days growing 
degrees 
Set (S) 10 13.10 63.18 0.168 8050.80 1272.44 288.62 50981.07 
Rep (S) 22 2.06** 7.55** 0.018** 1697.37** 158.43 ns 47.96** 8279.01** 
En (S) 341 0.996 ns 1.27 ns 0.003 ns 243.26 ns 154.03 ns 5.63** 967.89** 
M (S) 33 1.12 ns 1.41 ns 0.003 ns 243.96 ns 178.11 ns 6.36 ns 1097.77 ns 
F (S) 33 0.990 ns 0.96 ns 0.003 ns 187.83 ns 102.41 ns 3.53 ns 606.61 ns 
MF (S) 99 0.963 ns 1.00 ns 0.002 ns 185.64 ns 137.73 ns 4.75 ns 825.71 ns 
Mt (S) 77 0.857 ns 1.42 ns 0.003 ns 286.39* 151.40 ns 7.09** 1217.52** 
Rc (S) 99 0.347 ns 0.44 ns 0.001 ns 91.43 ns 56.57 ns 1.90 ns 324.77 ns 
Error 682 0.911 1.23 0.003 227.99 155.64 4.35 755.39 
ns, *, *&Nonslgnificant at the 5% and significant at the 5% and 1% level of probability, 
respectively, when tested by the F statistic. ' 
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The Rep (S) source of variation was significant for all traits, except 
for PE 400. 
The estimates of the maternal genetic variance were significant for 
RE and HRE, but nonsignificant for PE 200 (Table 26). The mean values 
fell between those for the two extreme environments (1 and 2) (Table 14, 
Table 17). Thus, the lack of significance was not due to environment 5 
being too extreme or mild a cold stress environment. The error mean 
squares were smaller than those in environment 1 (Table 13), except for 
DWP and PE 200. Therefore, the lack of significance was not related to 
a lack of precision. Planting errors could have occurred, resulting in 
a random and untraceable assignment of genotypes to sets, however, this 
is unlikely. 
Phenotypic correlations were presented, however, because no 
significant additive genetic variability was present, these will not be 
discussed (Table 27). In any environment similar to Kanawha, 1984, no 
successful selection could be practiced. 
Minnesota, 1984 environment 
Minnesota, 1984 also had the potential for an excellent cold 
tolerance evaluation environment. Several inches of snow fell a week 
after planting. Daily low air temperatures did not get consistently 
above 10°C until the week of seedling harvest. Plants did not emerge 
until 170 growing degrees, consistent with the other Corn Belt environ­
ments. However, planting and machinery problems caused a large experi­
mental error, resulting in a masking of any observable genotypic 
differences. 
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Table 26. Variance component and mean estimates for the Kanawha, 1984 
environment for all cold tolerance traits 
sv DWP SDW PE 200 PE 400 RE HRE 
1-9 S S % % days growing 
degrees 
Am 
a 
— 
— 
°Af ——— — —— 
4 — —— 
—— 
4 19.46 ± 15.74 0.92 ± 0.38 154.04 ± 65.99 
4c 
X 6.28 4.44 0.26 75.08 86.68 29.39 232.89 
^Variance components and heritabiliti.es were not estimated when the 
corresponding source of variation was nonsignificant-
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Table 27. Phenotypic correlations among all cold tolerance traits for 
the Kanawha, 1984 environment 
SV. DWP SDW PE 200 PE 400 RE 
DWP 
1-9 
0.64** 
g S % % days 
SDW 0.47** 0.92** 
PE 200 0.72** 0.71** 0.53** 
PE 400 0.62** 0.53** 0.16** 0. 66** 
RE -0.53** -0.61** -0.63** -0. 81** -0. 18** 
HEE -0.53** —0.61** —0.63** -0. 81** -0. 18** 0.99** 
**Significant at the 1% level of probability when compared to the 
table r values. 
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The results for environment 6 (Table 28) were equally as disap­
pointing as those for environment 5 (Table 25). SV was the only trait 
with significant En (S), M (S), and F (S) sources of variation. All 
En (S) subdivisions were nonsignificant for each of the other traits. 
Rep (S) were significant for all traits, except for RE and ERE. 
Both estimates of the additive genetic variance and heritabilities 
for SV were nonsignificant (Table 29). The means for all traits were 
between the means of the two extreme environments, suggesting that 
environmental conditions were neither too mild nor extreme for cold 
tolerance evaluation. Error mean squares were larger than those in 
environment 1 for SV, DWP, PE 200, and PE 400. Therefore, the lack of 
significant genetic differences were likely due to large experimental 
error. 
Phenotypic correlations were presented in Table 30. However, 
these"data will not be discussed because of the lack of significant 
additive genetic variability for all traits. The lack of significant 
genetic variability or heritability estimates precludes successful 
selection in this environment. It does, however, demonstrate the need 
for proper experimental control to enable successful selection among 
genotypes. 
Conclusions from individual environment analyses 
Each environment encountered in this study was unique and repre­
sentative of the type of environments a breeder may encounter when" 
evaluating cold tolerance. The sources of variation found significant 
in each of the individual analyses were not consistent over the six 
Table 28. The analyses of variance for the Minnesota, 1984 environment for all cold tolerance 
traits 
Sources of 
variation df SV 
Mean squares 
DWP SDW PE 200 PE 400 RE HRE 
1-9 days growing 
degrees 
Set (S) 10 7.48 40.63 1.57 1962.97 1526.25 14.34 4167.91 
Rep (S) 22 6.30** 4.69** 0.010** 411.17* 285.87* 4.85 ns 1409.46 ns 
En (S) 341 2.21* 1.33 ns 0.003 ns 273.31 ns 211.20** 3.69 ns 1072.82 ns 
M (S) 33 2.39** 1.92 ns 0.005 ns 244.07 ns 202.04 ns 2.21 ns 641.61 ns 
F (S) 33 2.87** 1.55 ns 0.004 ns 271.09 ns 240.18 ns 4.75 -ns 1381.74 ns 
MF (S) 99 1.87 ns 1.36 ns 0.004 ns 297.40 ns 178.66 ns 3.65 ns 1059.91 ns 
Mt (S) 77 1.85 ns 1.00 ns 0.003 ns 210.07 ns 190.47 ns 3.51 ns 1020.65 ns 
Rc (S) 99 0.82 ns 0.41 ns 0.001 ns 98.92 ns 80.36 ns 1.30 ns 378.37 ns 
Error 682 1.91 1.23 0.003 255.60 169.47 3.34 971.64 
ns, *, ^^Nonsignificant at the 5% and significant at the 5% and 1% level of probability, 
respectively, when tested by the F statistic. 
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Table 29. Variance component, heritability and mean estimates for the 
Minnesota, 1984 environment, for all cold tolerance traits 
SV DWP SDW • PE 200 PE 400 EE HRE 
1-9 g g % % days growing 
degrees 
2 a  G 0.12 i 0.14 —— —— —— —— —— 
Am 
2 
Af 
2 
A 
„2 _ _ 
D 
MT 
2 _ _ _ __ 
RC 
2 
H 0.67 — 0.81 — — 
~ 
2 0.79 — 0.58 
2 0.73 — 0.49 
X 5.46 3.49 0.23 56.55 76.37 32.57 266.37 
^Variance components and heritabilities were not estimated when 
the corresponding source of variation was nonsignificant. 
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Table 30. Phenotypic correlations among all cold tolerance traits for 
the Minnesota, 1984 environment 
SV DWP SDW PE 200 PE 400 RE 
DWP 
1-9 
0.51** 
g g % % days 
SDW 0.34** 0.88** 
PE 200 0.52** 0-52** 0.29** 
PE 400 0,46** 0.47** 0.01 ns 0. 62** 
RE -0.25** -0.25** -0.35** -0. 70** 0.08 ns 
HRE -0.25** -0.25** -0.35** -0. 70** 0.08 ns 1.00** 
ns, **Nonsignificant at the 5% and significant at the 1% level of 
probability, respectively, when compared to the table r values. 
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environments. However, the reciprocal source of variation was consis­
tently nonsignificant. Therefore, we can conclude that genotype x 
environment interactions bias the individual analyses results. 
A summary of the percentage of the genetic variance, the 
heritabilities, and means for each trait in each environment are shown 
in Table 31. Although this is not evident from Table 31, Ames, 1982 
(Table 17) had the largest variance component estimates for all traits, 
except for DWP. Therefore, there was not a positive relationship 
between mean values and variance component estimates. In the most 
severe cold stress environment, Ames, 1982, maternal genetic variance 
composed the largest genetic variance percentage for all traits, except 
for RE and HRE. However, in environments 2, 3, and 4 additive and 
dominance genetic variance appear to be of primary importance for the 
traits SV and DWP and for the trait ?E 400 in environments 3 and 4. 
Additive genetic variance was of primary importance for PE 200 in 
environments 3 and 4. Dominance genetic variance was of primary 
importance in environments 1, 3, and 4 for RE and HBE, for SDW in 
environments 2 and 3, and for PE 200 and PE 400 in environment 2. In 
environment 2 additive, dominance, and maternal genetic variance were 
of equal importance for the traits RE and ERE. Eagles and Hardacre 
(1979a, 1979b) used a Design I (Comstock and Robinson, 1948) to evaluate 
a CIl-IMYT Pool 5 maize population and found that nonadditive or maternal 
genetic variance was of much greater importance for percentage emergence, 
seedling dry weight, and time to emergence than additive genetic 
variance. This agreed with results for SDW from environments 2 and 3, 
Table 31. Summary of the proportion of the genetic variance present, heritabilities, and means for 
each trait in each environment 
SV 
0.29^ 0.33 0.39 0.38 — 1.00 
A 
Op 0.23 0.67 0.43 0.44 
Oj^ 0.48 0.18 0.18 — —-
0.60 0.52 ns 0.66 0.65 ^ 0.73 ns 
4.58 6.06 5.20 5.77 6.28 5.46 
DWP 
SDW 
El E2 E3 E4 E5 E6 
Ames, 1982 Italy, 1982 Italy, 1983 Ames, 1984 Kanawha, 1984 Minnesota, 1984 
0.34 0.46 0.26 0.44 
A 
0.18 0.42 0.51 0.35 
D 
0^ 0.48 0.12 0.23 0.21 
0.66 0.74 0.56 0.72 
X 2.51 37.93 23.28 5.54 4.44 3.49 
2 
0*7" ——— 0,14 0*25 —— A 
Ojj ——— 0.57 0,50 —— —— 
0^^ ——— 0,29 0.25 ——— ——— ——— 
— 0,37 ns 0,54 —— — —— 
X 0.24 1.97 1.32 0.42 0,26 0.23 
PE 200 
2 
°Â 
2 
D 
2 
MT 
2 
MV 
PE 400 
2 
2 
D 
2 
MT 
2 
MV 
0.27 
0 .20  
0.53 
0.57 
31.53 
0.29 
0 . 2 2  
0.49 
0.61 
51.31 
0.69 
0.31 
95.01 
0.70 
0.30 
97.74 
0.67 
I 
0.33 
0 .8 2  
86.11 
0.58 
0.42 
0.77 
87.75 
0.54 
0.25 
0.21 
0.79 
50.08 
0.41 
0.38 
0.21 
0.70 
64.68 
1.00 
75.08 56.55 
86.68 76.37 
a 2 
o-r = minimum variance additive genetic variance; = dominance genetic variance; 
2 2 -
°MT ~ maternal genetic variance; = minimum variance heritability; and X = mean. 
^Variance components were expressed as a percent of the total genetic variability. 
^If the source of variation from which a variance component was calculated was nonsignificant, 
the corresponding estimate was assumed to be 0. 
^Herltablllties were not estimated if the corresponding source of variation was nonsignificant. 
"^Nonsignificant, a heritability was considered nonsignificant if less than twice its standard 
error. 
Table 31. (Continued) 
RE 
2 
2 
2 
°MT 
2 
"mv 
X 
HUE 
2 
"Â 
2 
% 
"m 
I  
El E2 E3f E4 E5 E6 
Ames, 1982 Italy, 1982 Italy, 1983 Ames, 1984 Kanawha, 1984 Minnesota, 1984 
——— 0.38 
0.70 0.26 1.00 
0.30 0.36 
— —  0 . 6 8  — — —  
34.99 16.46 23.86 
0.76 ——— ——— 
0.24 1.00 
29.56 29.39 32.57 
1.00 0.28 1.00 1.00 
0,36 —— ——— 1,00 ——— 
213.54 100,54 154.93 214.39 232.89 266.37 
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DWP, PE 200, and PE 400 results from environments 1 and 2, and RE and 
HRE results from environments 1, 3, 4, and 5 (Table 31). As in the 
analyses of the individual environments. Eagles and Hardacre Cl979a, 
1979b) could not estimate the. relative importance of genotype x environ­
ment interactions and their results may, therefore, be biased. 
In all environments, when the cross performance of a line used as a 
female was compared to its use as a male, the line performed better as 
a female. Therefore, in all environments when lines are evaluated in 
a topcross they should be used as females. It also appears that as the 
severity of the environment increases the greater the importance of the 
maternal genotype. Additive or maternal genetic variance was present 
for all traits in all environments, except for HRE in environments 1, 
3, 4, and 5, and RE in environments 3 and 5. Therefore, in all 
environments or Sg recurrent selection or selection with a testcross 
evaluation of the lines used as female should increase SV, DWP, SDW, 
PE 200, and PE 400. With a testcross nursery, the lines per se could 
be evaluated for cold tolerance before testcrossing and poor 
performers subsequently eliminated. 
Heritabilities were moderate and consistently significant for all 
environments (Table 31). These heritabilities were comparable to 
estimates obtained in previous single environment analyses (Mock and 
Eberhart, 1972; Mock and Skrdla, 1978; Eagles and Hardacre, 1979a; 
1979b; Dolstra and Jongmans, 1982). The mean values in each individual 
environment show that environments 1 and 2, the two Ames environments, 
were severe cold stress environments. Therefore, breeders could expect 
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moderate to high heritabilities in environments with similar moisture 
and temperature regimes. Environment 2 was a very mild environment for 
cold tolerance evaluation. In this environment, heritabilities were 
nonsignificant or unable to be estimated for SV, SDW, PE 200 and PE 400. 
Therefore, if a mild environment similar to Italy, 1982 were encountered 
the only realistic heritabilities would be for DWP, RE, and HRE. 
Correlations among SV, DWP, PE 200, and PE 400 were higher in the two 
most extreme cold stress environments, Ames, 1982 and Ames, 1984, than 
in the two mildest environments, Italy, 1982 and Italy, 1984. Therefore, 
a breeder could expect higher correlations among these traits as the 
severity of the environment increases. In environments similar to 
those encountered in Ames, 1982 and 1984, selection based on one of 
the traits, SV, DWP, PE 200, or PE 400, would improve other cold 
tolerance traits. In a mild environment similar to Italy, 1984 
correlated responses in PE 200 or PE 400 would not be expected. 
Adequate cold stress conditions were required for cold tolerance 
evaluation. When a breeder encounters temperature and moisture regimes 
similar to those encountered in Ames, 1982 and 1984 and Italy, 1983, 
use of a visual early—vigor rating should accurately and efficiently 
identify cold tolerant material. However, when the environment 
encountered is similar to the moderate, moist conditions encountered in 
Italy, 1982, use of plot dry weight and rate of emergence on a growing 
degree basis would be necessary to increase cold tolerance. 
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Combined Analyses 
Six environments 
Environment (E) x En (S) subdivisions were significant for all 
traits (Table 32). The M (S), F (S), and Mt (S) subdivisions of En (S) 
were significant for SV and PE 400. The traits DWP and SDW are 
similar, as shown by their analyses. The M (S), F (S), and MF (S) 
sources of variation were the only significant En (S) subdivisions for 
DWP and SDW. Ail sources of variation were significant for PE 200, 
except for Rc (S). The traits BE and HBE are very similar, as shown 
in their analyses. The only significant En (S) subdivision was F (S) 
for both RE and HRE. 
The environment means for all cold tolerance traits are shown in 
Table 33. An LSD CO.05) was-calculated using the E x S mean square to 
test the differences among environment means. Ames, 1982 and Italy, 
1982 were the most and the least severe cold stress environments, 
respectively. The two Italian environments (2 and 3) were different 
from the four Corn Belt environments (1, 4, 5, and 6) for all traits, 
except for SV. An example was the comparison of SDW means. The SDW 
means in the two Italian environments were 1.97 and 1.32, respectively, 
and in the four Com Belt environments the range was 0.23—0.42. SV 
was the only trait in which the means for the Italian environments fell 
within the range defined by the four Com Belt environments. This may 
be because SV is a visual score and the values are relative within each 
environment- Mr. Landi rated the plots in Italy and I rated them in 
the United States. The absolute ratings were different among raters. 
Table 32. The combined analyses of variance over six environments for 
all cold tolerance traits 
Sources of 
variation 
Mean squares 
df SV DWP SDW 
1-9 g g 
Environments (E) 5 402.25** 223088.90** 570.02** 
Sets (S) 10 42.18 ns 1689.65* 6.1617* 
E X S 50 29.70** 780.60** 2.30** 
Rep (E X S) 132 5.08 155.46 0.3932 
En (S) 341 3.08** 37.24** 0.1522** 
M (S) 33 5.34** 95.59** 0.3824** 
F (S) 33 5.49** 85.95** 0.2589** 
MF (S) 99 2.39 ns 30.56* 0.1478** 
Mt (S) 77 3.55** 26.75 ns 0.1226 ns 
Rc CS) 99 1.67 ns 16.43 ns 0.0674 ns 
E X En (S) 1705 2.13** 23.01** 0.0944** 
E X M es) 165 3.41** 44.00** 0.1586** 
E X F CS) 165 2.87** 38.22** 0.1224** 
E X MF CS) 495 1.57** 22.22** 0.0906** 
E X Mt es) 385 2.65** 20.36** 0.0928** 
E X RC CS) 495 1.62** 13.78** 0.0686** 
Error 4092 1.14 10.75 0.0312 
ns, *, **Nonsignificant at the 5% and significant at the 5% and 1% 
level of probability, respectively, when tested by the F statistic. 
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PE 200 
% 
603847.38** 
6610.87* 
2999.49** 
799.52 
335.53** 
691.27** 
559.78** 
273.71** 
342.49* 
198.44 ns 
257.34** 
455.49** 
324.38** 
188.61** 
297.91** 
206.11** 
152.33 
Mean 
PE 400 
% 
297942.18** 
4666.60* 
1953.70** 
429.52 
343.40** 
799.71** 
497.74** 
236.22 ns 
417.88** 
189.09 ns 
264.48** 
441.71** 
387.09** 
191.33** 
336,85** 
181.41** 
125.08 
squares 
RE 
days 
47343.06** 
67.51 ns 
72.27** 
13.90 
11.55** 
10.75 ns 
26.46** 
10.12 ns 
10.51 ns 
9.10 ns 
9.55** 
10.16** 
13.52** 
9.68** 
9.28** 
8.12** 
4.23 
HBE 
growing degrees 
3748620.80** 
14999.54 ns 
12501.14** 
2271.12 
1236.47** 
1308.52 ns 
2720.66** 
1109.46 ns 
1070.34 ns 
973.92 ns 
1013.69** 
1070.07** 
1232.15** 
1029.77** 
970.73** 
939.40** 
724.63 
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Table 33. Means for all cold tolerance traits for each of six 
environment s 
SV DWP SDW PE 200 PE 400 RE HRE 
1-9 g g % % days growing 
degrees 
El, Ames 82 4.58 2.51 0.24 31.53 51.31 34.99 213.54 
E2, Italy 82 6.06 37.93 1.97 95.01 96.74 16.46 100.54 
E3, Italy 83 5.20 23.28 1.32 86.11 87.75 23.86 154.93 
E4, Ames 84 5.77 5.54 0.42 50.08 64.68 29.56 214.39 
E5, Kanawha 84 6.28 4.44 0.26 75.08 86.68 29.39 232.89 
E6, Minnesota 84 5.46 3.49 0.23 56.55 76.37 32.57 266.37 
Grand Mean 5.56 12.87 0.74 65.73 77.26 27.81 197.11 
LSD CO.05) 0.48 2.45 0.13 4.79 3.87 0.74 9.79 
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resulting in the similarity for the SV mean in all environments. The 
mean values for RE and HRE were lower in the two Italian environments, 
compared to the four Com Belt environments. The smaller value for RE 
and HRE indicated more rapid emergence. Therefore, the RE and HRE mean 
values in Italy were consistent with these two environments being 
comparatively mild cold stress environments. 
The interaction variance component estimates were significant and 
larger than their corresponding variance component estimates for all 
traits (Table 34). This indicates that genotype x environment inter­
actions were important for each trait. The estimates of the additive x 
environment interaction variance calculated from E x M (S) was consis­
tently larger than estimates calculated from E x F (S), except for RE 
and HRE. In general, the estimates of the additive and maternal 
genetic variance were nonsignificant and the dominance genetic 
variance estimates were significant. 
Additive genetic variance was present for all traits CTable 34). 
The only estimate of the additive genetic variance for RE and HRE was 
that calculated from F (S). The lack of significance for M CS) might 
have been due to sampling error, because if either the F CS) or M CS) 
source of variation was significant the other source of variation 
also would be expected to be significant. The estimates of the 
additive genetic variance calculated from M (S) were greater than the 
estimates calculated from F CS) for DWP, SDW, PE 200, and PE 400, but 
these differences were not significant. In addition to additive 
genetic variance, maternal genetic variance was present for SV, PE 200, 
Table 34. Variance component and heritability estimates from the 
combined analyses over the six environments for all cold 
tolerance traits 
SV DWP SDW 
1-9 S S 
2 
a. Am 0.041 ± 0.051 1.602 
+ 0.880 0.006 + 0.004 
"if 0.066 ± 0.051 1.459 
+ 0.793 0.003 0.003 
4 0.053 ± 0.036 1.523 
+ 0.589 0.004 + 0.002 
a 0.823 ± 0.112 0.006 ± 0.001 
„2 
MT 0.050 ± 0.053 
— — 
2 
^RC 
— — 
_2 
AEm 0.410 ± 0.086 4.840 
+ 1.11 0,015 + 0.004 
"Lf 0.290 ± 0.073 3.554 
+ 0.981 0.007 ± 0.003 
0.340 ± 0.056 4.115 + 0.736 0.010 + 0.003 
0.253 ± 0.081 6.798 ± 1.561 0.035 + 0.006 
2 
MTE 0.501 ± 0.101 3.202 ± 0.886 0.021 
+ 0.004 
"RCE 0.160 ± 0.039 1.001 
+ 0.548 0.013 + 0.003 
«m 0.21 ± 0.26 0.48 + 0.26 0.45 + 0.26 
=£ 0,33 ± 0.25 0.49 ± 0.27 0.32 + 0.27 
H» 0.26 ± 0.18 0.48 ± 0.19 0.37 + 0.19 
Variance components and heritabilities were not estimated when 
the corresponding source of variation was nonsignificant. 
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PE 200 PE 400 RE ERE 
% % days growing 
degrees 
5.581 ± 6.550 11.60 ± 7.406 
5.567 ± 5.322 2.436 ± 4.837 0,463 ± 0.246 52.18 ± 25.27 
5.572 ± 4.130 5.175 ± 4.05 
8.405 i 0.996 — ——— 
2.477 ± 5.90 4.502 ± 7.449 
59.31 ± 11.39 
30.17_ ± 8.32 
40.31 ± 6.72 
21.50 ± 8.16 
48.53 ± 8.67 
17.93 ± 4.28 
0.23 ± 0.28 
0.29 ± 0.28 
0.27 ± 0.20 
55.64 ± 11.08 
43.50 ± 9.79 
48.83 ± 7.34 
39.26 ± 10.17 
70.59 ± 11.88 
18.78 ± 4.31 
0.38 ± 0.24 
0.13 ± 0.25 
0.23 ± 0.19 
0.106 ± 0.282 
0.853 ± 0.356 
0.394 ± 0.221 
3.23 ± 0.60 
1.68 ± 0.34 
1.30 ± 0.19 
0.48 ± 0.26 
8.96 ± 29.80 
44.97 ± 33.30 
24.97 ± 22.20 
567.48 ± 51.80 
299.53 ± 26.52 
289.08 ± 24.13 
0.46 ± 0.22 
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and PE 400. The estimate of the maternal genetic variance was 
approximately equal to the minimum additive genetic variance estimate 
for SV and PE 400 and smaller for PE 200. Therefore, from the results 
of the six environment combined analyses, selection which takes 
advantage of additive and maternal genetic variance would successfully 
increase all traits. Dominance genetic variance was present for the 
traits DWP, SDW, and PE 200. Estimates of the dominance genetic 
variance were smaller than the minimum additive genetic variance 
estimate for SDW and larger for DWP and PE 200. Therefore, results of 
the six environment combined analyses suggest that dominance genetic 
variance may be important for DWP and PE 200. 
The heritabilities were low to moderate and consistently nonsig­
nificant, ranging from 0.26 to 0.48 (Table 35). The nonsignificant 
heritabilities occurred because of the large standard errors on the 
additive genetic variance estimates. The only significant estimates 
2 2 
were for HEE and DWP (E^ = 0.48 and = 0.46, respectively). These 
heritabilities were low compared to those from the individual analyses. 
There may be several reasons for the low heritability values: 1) 
genotype x environment bias in the individual analyses estimates, 2) 
the inclusion of the two environments with essentially no additive 
genetic variability in the combined analyses, and 3) the combination of 
the two distinct sets of environments, i.e., the Corn Belt and Italy, 
causing lower heritabilities than if the sets were evaluated separately. 
The phenotypic correlations of SV with PE 200 and SV with PE 400 
were significant and high (rp = 0.73 and 0.77, respectively (Table 35). 
109 
Table 35. Additive genetic and phenotypic correlations among cold 
tolerance traits for all six environments 
SV DWP SDW PE 200 PE 400 EE 
1-9 S g % % days 
DWP rp 
rgm 
rgf 
rgv 
0.28** 
0.37 
0.99 
0.58 
SDW rp 
rgm 
rgf 
rgv 
0.11* 
-0.002 
1.03 
0.17 
0.94** 
0.95 
1.01 
0.99 
PE 200 rp 
rgm 
rgf 
rgv 
0.73** 
1.05 
0.95 
0.99 
—0.02 ns 
-0.30 
0.68 
-0.11 
-0.17** 
-0.69 
0.60 
-0.56 
PE 400 rp 
rgm 
rgf 
rgv 
0.77** 
0.94 
0.76 
0.82 
-0.07 ns 
-0.11 
0.73 
-0.006 
-0.26** 
-0.43 
0.89 
0.29 
0.83** 
0.96 
0.65 
0.73 
RE rp -0.18** 
b 
-0.19** -0.14** -0.39** -0.03 ns 
rgm 
rgf 
rgv 
-0.95 -0.89 -0.77 -0.90 -0.02 
HRE rp 
rgm 
rgf 
rgv 
-0.30** 
0.77 
-0.83 
0.26 
-0.13** 
0.65 
-0.70 
0.34 
—0.09 ns 
0.32 
-0.51 
0.16 
-0.57** 
0.36 
-0.85 
-0.18 
-0.14** 0.93** 
0.74 —— 
-0.03 1.02 
0.46 ———— 
^rp = phenotypic correlations; rgm = additive genetic correlations 
using aAjn; rgf = additive genetic correlations using CTA^; rgv = 
minimmn variance correlation. 
^Additive genetic correlations were not calculated when the 
corresponding source of variation was nonsignificant. 
ns, *, **Nonsignificant at the 5% and significant at the 5% and 1% 
levels of probability, respectively, when compared to the table r 
values. 
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The correlations between SV with each of the other traits were signifi­
cant but low. Therefore, a correlated response would not be expected 
in any other trait when SV was selected. As expected, the correlation 
of DWP with SDW was high and significant (rp = 0". 94) as was the 
correlation of PE 200 with PE 400 (rp = 0.83) and RE with SEE (rp = 
0.93). The correlations among EE and HEE and all other traits were 
negative, which is desirable. However, the only correlation of useful 
size was the correlation of PE 200 with HEE (rp = -0.57). 
The combined analyses of the six environments were useful in 
estimating the amount and type of genotype x environment interaction 
variances. However, cold tolerance is a very different trait than, for 
example, grain yield. It may be that the results from the individual 
analyses or the combined analyses of the Com Belt and Italian environ­
ments may be more informative than an overall combined analysis. In 
this 3et of six environments, when the heritabilities and correlations 
were evaluated. DWP and HEE were identified as the traits to use for 
cold tolerance evaluation. However, three of the six environments 
had no significant additive genetic variance for SV, PE 200, or PE 400. 
Therefore, the results from the combined analyses reflect the inclusion 
of those environments with no significant additive genetic variability. 
I feel the traits used to evaluate the individual environments should 
be selected based on the results from the individual environments. It 
is understood, however, that genotype x environment interactions bias 
the results. Therefore, in environments similar to Ames 1982 and 1984, 
and Italy 1983, selection based on a visual early-vigor rating should 
Ill 
successfully identify cold tolerant material. In addition, if plots 
are to be thinned, 10 plants could be saved from each plot and used to 
evaluate DWP. This would, however, involve more labor and depend upon 
the breeder's desire to select directly or indirectly for DWP. In 
environments similar to Italy, 1982, DWP and HRE must be used to 
successfully increase cold tolerance. In that type of environment use 
of SV as a cold tolerance selection criterion would be unsuccessful. 
Four U.S. Com Belt and two Italian environments 
The six environments encountered in this study could be subdivided 
into two groups based on geographic location and environment means 
(Table 36). Therefore, combined analyses were carried out separately 
on the four Com Belt and two Italian environments. The population 
evaluated in this study, BS13SCT(C5), had been selected for cold 
tolerance in the Com Belt. Bologna is located in the Poe River Valley 
in Italy, one of the largest com producing areas in southern Europe. 
Hybrids such as B73 x Mol7 are well adapted to both sets of environments 
and cold tolerant breeding material would improve hybrid performance in 
both areas. Therefore, it was of interest to see if the parameter 
estimates were comparable when the material was evaluated in the Com 
Belt versus in Italy. The two sets of environments will be discussed 
separately and compared at the end of the discussion of the two Italian 
environments. 
In the four Corn Belt environment analyses, all E x En (S) 
subdivisions were significant, except for E x Rc (S) for SDW (Table 37). 
The Rc (S) source of variation was consistently nonsignificant for all 
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Table 36. Means for all cold tolerance traits for the Corn Belt and 
Italian environments 
Environments. SV DWP. SDW . . PE 200 PE 400 RE HRE 
1-9 S 8 % days growing 
degrees 
Com Belt 5.52 3.99 0.29 53. 31 69. 76 31.63 231.80 
Italy 5.63 30.61 1.65 90. 56 92. 25 20.16 127.74 
LSD (0.05) 0.29 1.49 0.08 1. 46 1. 18 0.46 5.99 
traits. The analyses for SV, DWP, SDW, and PE 200 were similar, with 
both the MF (S) and Rc (S) sources of variation nonsignificant. The 
M (S) and Mt (S) sources were the only significant En (S) subdivisions 
for the trait PE 400. EE and HRE were similar traits as their analyses 
show and F (S) was the only significant En (S) subdivision for both traits. 
The E-and E x S sources of variation were significant for all traits. 
There were no significant differences among sets for SV, DWP, RE, and 
HRE, indicating that for these four traits there was little field 
variability. These results were very different from those from 
combined analyses of six environments. We can conclude, therefore, that 
genotype x environment interactions were important, and that the Corn 
Belt and Italian environments may be very distinct cold tolerance 
evaluation environments. 
All interaction variance component estimates were signifient 
except the additive x environment interaction variance for RE and HRE, 
and larger than their corresponding variance component estimates CTable 
38). The additive x environment interaction variance calculated from 
Table 37. The combined analyses of variance over the four Com Belt 
environments for all cold tolerance traits 
Sources of Mean squares 
variation df SV DWP SDW 
1-9 g g 
Environments (E) 3 535.70** 1774.23** 9.05** 
Set (S) 10 45.73 ns 67.53 ns 0.29** 
E X S 30 32.35** 40.90** 0.089** 
Rep (E X S) 88 5.99 11.58 0.037 
En CS) 341 3.29** 3.32** 0.011** 
M CS) 33 5.68** 6.31** 0.017** 
F (S) 33 4-64* 5.37** 0.016** 
MF (S) 99 2.55 ns 2.61 ns 0,0089 ns 
Mt CS) 77 4.33** 3.82* 0.0105* 
Rc (S) 99 0.138 ns 0.146 ns 0.0006 ns 
E X En CS) 1023 2.47** 2.62** 0.008** 
E X M CS) 99 4.16** 5.79** 0.0126** 
E X F CS) 99 3.42** 3.63** 0.0122** 
E X MF CS) 297 1.64** 1.87** 0.0074** 
E X Mt CS) 231 3.13** 2.61** 0.0082** 
E X Rc es) 297 1.91** 1.97** 0.0063 ns 
Error 2728 1.25 1.42 0.0066 
ns, *, **Nonsignificant at the 5% and significant at the 5% and 1% 
level of probability, respectively, when tested by the F statistic. 
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Mean squares 
PE 200 PE 400 RE HEE 
% 
341036.83** 
9271.29* 
3900.49** 
1120.02 
416.12** 
828.91** 
557.18* • 
340.85 ns 
444.99* 
20.61 ns 
333.65** 
601.99** 
424.51** 
230-76** 
389.82** 
273.14** 
202.02 
% 
244991.24** 
6199.09* 
2581.60** 
581.11 
425.04* 
953.86** 
519.64 ns 
293.22 ns 
528.10** 
17.69 ns 
357.27** 
603.17** 
541.30** 
245.57** 
452.65** 
251.48** 
163,67 
days 
7565.99** 
101.36 ns 
96.04** 
18.52 
15.12 ns 
11.90 ns 
30.63** 
14.77 ns 
12.56 ns 
1.06 ns 
13.92** 
15.25** 
19.55** 
13-96** 
13.59** 
11.80** 
6 .08  
growing degrees 
645198.70** 
23612.35 ns 
16946.55** 
3290.77 
1697.33 ns 
1621.59 ns 
3401.31** 
1596.84 ns 
1260.61 ns 
118.34 ns 
1496.87** 
1619.88** 
1754.23** 
1521.76** 
1438.42** 
1390.65** 
1072.71 
Table 38. Variance component and heritability estimates from the 
combined analyses over the four Corn Belt environments 
for all cold tolerance traits 
SV DOT SDW 
1-9 S g 
c l  0.034 ± 0.08 0. 019 ± 0.10 1. 67 X 10-4 ± 2. 57 X 10-4 
2 
^Af 0.017 ± 0.07 0. 056 ± 0.08 1. 52 X 
10-4 + 2. 48 X 10-4 
2 0.024 ± 0.05 0. 028 + 0.06 1. 60 X 10-4 + 1. 78 X 10-4 
2 a 
— — 
2 
*^MT 0.10 ± 0.05 0. 10 ± 0.57 5. 48 X 
10-4 + 4. 60 X 10-3 
2 
'^RC 
— — 
2 
^AEm 
0.56 ± 0.13 0. 87 + 0.18 1. 15 X 10-3 + 4. 47 X 10-4 
2 
^AEf 0.40 ±0.11 0. 39 ± 0.12 1. 07 X 
10-3 + 4-47 X 10-4 
2 
^AE 
0.46 ± 0-09 0. 53 ± 0.10 1. 11 X 10-3 ± 2. 90 X 10-4 
2 
^DE 
0.23 ± 0.08 0. 26 ± 1.56 4. 95 X 10-4 ± 0. 01 
2 
^MTE 0.63 ± 0.10 0. 40 ± 0.89 5. 35 X 
10-4 ± 4. 07 X 10-3 
2 
^RCE 0.22 ± 0.04 0. 18 ± 0.55 
— 
0.12 ± 0.29 — 0.23 + 0. 35 
4 0.08 ± 0.30 0. 22 + 0.32 0.22 + 0. 26 
4, 0.09 ± 0.21 
— 0.23 ± 0. 25 
^Variance components and heritabilities were not estimated when 
the corresponding source of variation was nonsignificant. 
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PE 200 PE 400 RE HRE 
% % days growing degrees 
6.49 ± 12.26 16.84 ± 13.71 
1.25 ± 8.54 0.57 ± 0.45 57.33 ± 48.83 
2.96 ± 7.01 1,81 ± 7.17 
4.60 ± 5.90 6.29 ± 7.45 
82.50 ± 19.28 
43.06 ± 13.92 
56.57 ± 11.29 
17.03 ± 8.16 
62.60 ± 8.67 
23.71 ± 4.28 
0.17 ± 0.32 
0.06 ± 0.38 
0.11 ± 0.25 
79.47 ± 19.38 
65.72 ± 17.51 
71.89 ± 12.99 
48.54 ± 10.17 
96.33 ± 11.88 
29.27 ± 4,31 
0.34 ± 0.28 
0.29 ± 0.54 
1.24 ± 0.66 
0.67 ± 0.42 
4.67 ± 0.60 
2.50 ± 0.34 
1.91 ± 0.19 
0,42 ± 0.33 
21.80 ± 57.71 
51.66 ± 61.43 
35.80 ± 42.06 
266.10 ± 51,80 
121.90 ± 26,52 
105,98 ± 24.13 
0.69 ± 0,39 
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E X M (S) was larger than that calculated from E x F (S), except for RE 
and HRE. These differences, however, were significant only for DWP and 
PE 200. Therefore, genotype x environment interactions were important 
for all traits, and there was a greater interaction of the average 
performance of males with environments than the average performance of 
females with environments for DWP and PE 200. This indicates that it 
would be better to use the line as a female compared to as a male in 
testcrosses. All variance component estimates were nonsignificant. Two 
of the four environments analyzed had essentially no significant genetic 
variability for all traits. The large standard errors on the variance 
component estimates were not unexpected. Both additive and maternal 
genetic variance were present for SV, DWP, SDW, PE 200, and PE 400, and 
the estimate of the maternal genetic variance was always larger than the 
minimum additive genetic variance estimate. Therefore, in this set of 
environments, the effect of the maternal genotype appeared to be of 
primary importance, followed by additive genetic variance for the 
traits SV, DWP, SDW, PE 200, and PE 400. Only additive genetic variance 
was important for RE and HRE. In this set of environments, selection 
which capitalizes on additive and maternal genetic variance should 
successfully increase all traits. The lack of significant MF CS) or 
Rc CS) sources of variation indicates that dominance and reciprocal 
genetic variance were of limited importance in the four Com Belt 
environments. The dominance x environment and reciprocal x environment 
interaction variances were significant. Because of the large degrees 
of freedom involved in the F test, 297 and 2728 (.Table 37), an F value 
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of 1.11 was considered significant. Therefore, those interaction 
variances may have tested significant primarily because of the large 
degrees of freedom involved in the test. 
Heritabilities were nonsignificant for all traits and ranged from 
0.09 to 0.69 (Table 38). The nonsignificant heritabilities occurred 
because of the inclusion of the two environments with essentially no 
genetic variability and the resulting large standard errors on the 
additive genetic variance estimates. 
Additive genetic correlations occurred which were outside of the 
correlation coefficient range (Table 39). These may have been due to 
large error variances of the additive genetic covariances. The additive 
genetic covariances would be expected to have variances similar to 
additive genetic variances. This would have contributed to the 
inaccurate estimates. The phenotypic correlations among SV, DWP, PE 200, 
and PE 400 were significant and high, ranging from 0.66 to 0.81. These 
results indicated that selection based on one of the traits, SV, DWP, 
PE 200, or PE 400, would improve other cold tolerance traits if 
selection were performed in environments similar to this set. As 
expected, the correlation of DWP with SDW and RE with HEE were high 
Crp = 0.72 and 0.92, respectively). The correlations of ERE or RE with 
all other traits were negative and the correlations involving HEE tended 
to be higher than those involving RE. However, the only correlation in 
which a correlated response may be expected was that of PE 200 with HRE 
(rp = -0. 53) . 
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Table 39. Additive genetic and phenotypic correlations among cold 
tolerance traits for the four Com Belt environments 
SV DWP SDW PE 200 PE 400 RE 
1-9 g S % % days 
DWP rp^ 
rgm 
rgf 
rgv 
0.75** 
0.99 
0.78 
0.98 
SDW rp 
rgm 
rgf 
rgv 
0.32** 
-0.79 
2.32 
-0.08 
0.72** 
0.94 
1.33 
0.99 
PE 200 rp 
rgm 
rgf 
rgv 
0.77** 
1.43 
0.54 
0.88 
0.74** 
0.86 
0.61 
0.76 
0.31** 
-1.10 
0.21 
-0.92 
PE 400 rp 
rgm 
rgf 
rgv 
0.81** 0.66** 
0.72 
0.06 ns 
-0.82 
0.80** 
0.87 
RE rp 
rgm 
-0.18** -0.31** —0.27** —0•44** -0.07 ns 
rgf —0.20 —0.46 —0.30 —0.47 ——— 
HEE rp -0.33** -0.44** -0.40** -0.63** -0.19** 0.92" 
rgf —0.16 —1.09 —0.60 —1.05 1.03 
^rp = phenotypic correlations; rgm = additive genetic correlation 
using oA^; rgf = additive genetic correlation using CTA^; rgv = minimum 
variance correlation. 
^Additive genetic correlations were not calculated when the 
corresponding source of variation was nonsignificnt. 
ns, **Nonsignificant at the 5% and significant at the 1% 
levels of probability, respectively, when compared to the table r 
values. 
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The results from the analyses of this set of environments 
indicated that the Com Belt environments may have been distinctly 
different from the Italian environments. Results from these analyses 
were similar to environments 1 and 4, however, dominance genetic 
variance was found unimportant in the combined analyses. It may 
have been that genotype x environment interactions resulted in an 
upward bias in the dominance genetic variance in the individual analyses. 
Two environments included in these analyses had, essentially, no 
significant genetic variability. Selection, therefore, would have been 
unsuccessful in these environments. The estimates of the genetic 
variance and heritabilities also reflected the inclusion of those two 
environments. Therefore, I feel the results from the individual 
analyses were more important than the combined analyses. In Com Belt -
environments similar to Ames, 1982 and 1984, selection for cold tolerance 
using a visual early—vigor rating should successfully identify cold 
tolerant material. Additionally, if plots were thinned, a measure of 
plot dry weight could also be used. 
The anovas for the two Italian environments are presented in Table 
40. The E X En (S) subdivisions were significant for all traits, with 
the exceptions of E x M (S) for SV, DWP, and SDW and E x Mt (S) for HEE. 
The similarity of the traits SDW and DWP was shown in their analyses. 
All En (S) subdivisions were significant for both traits, except for 
Rc (S). M (S) and F (S) were the only significant En (S) subdivisions 
for SV, PE 200, PE 400, RE, and HRE. In addition. En (S) were nonsig­
nificant for PE 200 and PE 400. Environments were significant for all 
Table 40. The combined analyses of variance over the two Italian 
environments for all cold tolerance traits 
Mean squares 
sources ox 
variation df SV DWP SDW 
1-9 g S 
Environments (E) 1 387.80** 113289.18** 220.29** 
Set (S) 10 25.02 ns 4872.69** 15.56** 
E X S 10 22.86** 529.72 ns 1.55 ns 
Rep CE X S) 44 3.26 443.22 1.11 
En es) 341 1.86** 95.26** 0.384** 
M CS) 33 3.15** 247.71** 0.949** 
F es) 33 3.60** 199.11** 0.607* 
MF (S) 99 1.61 ns 77.97** 0.371** 
Mt CS) 77 1.33 ns 73.33** 0.315** 
Rc CS) 99 0.24 ns 6.85 ns 0.0298 ns 
E X En CS) 341 1.18** 45.85** 0.025** 
E X M CS) 33 1.09 ns 44.23 ns 0.170 ns 
E X F CS) 33 1.91** 61.66** 0.211** 
E X MF CS) 99 1.16* 55.48** 0.198** 
E X Mt (S) 77 1.24* 39.35* 0.225** 
E X Rc CS) 99 1.80** 63.00** 0.373** 
Error 1364 0.92 29.41 0.0804 
ns, *, **Nonsignificant at the 5% and significant at the 5% and 1% 
levels of probability, respectively, when tested by the F statistic. 
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Mean squares 
PE 200 PE 400 RE HRE 
% % days growing degrees 
41792.63** 42687.04** 28868.59** 1563041.49** 
309.12 ns 272.01 ns 24.97 ns 2131.22 ns 
326.43* 219.20 ns 14.40** 922.00** 
158.52 126.33 4.66 231.80 
103.72 ns 86.04 ns 1.42** 68.14** 
163.03* 135.29* 2.31** 107.22** 
176.48* 150.19** 3.19** 148.81** 
84.74 ns 76.77 ns 1.01 ns 51.99 ns 
80.20 ns 72.38 ns 1.14 ns 50.98 ns 
15.34 ns 10.84 ns 0.16 ns 7.93 ns 
101.41** 82.92** 1.03** 48.82** 
170.80** 109.58** 1.58** 70.40** 
175.03** 139.45** 1.60** 68.59** 
98.90** 86.16** 0.86** 44.22** 
83.40** 66.89* 1.29** 8.65 ns 
131.38** 111.92** 1.55** 73.93** 
52.95 47.90 0.5342 28.45 
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traits, indicating that there were differences among the two environ­
ments- There were no significant differences among sets for all 
traits, except for DWP and SDW. This indicated that there was little 
field variability for SV, PE 200, PE 400, RE, and HRE. The interaction 
of environments x sets was nonsignificant for DWP, SDW, and PE 200, 
indicating that the sets performed similarly in 1982 and 1983. The 
anova results for SV, DWP, and SDW were similar to the individual 
Italy analyses. However, the results for PE 200, PE 400, RE, and HRE 
were very different. Genotype x environment interactions may have 
biased the individual analyses for all traits and it may have had 
a larger effect on PE 200, PE 400, RE, and HRE than on SV, DWP, and SDW. 
The male and female additive x environment interaction variances 
were nonsignificant for all traits (Table 41). The minimum variance 
additive genetic x environment interaction variances were larger than 
their corresponding variance component estimates for PE 200, PE 400, 
RE, and HRE. The estimates of the dominance and maternal x environment 
interaction variances were nonsignificant for SV, as was the PE 400 
maternal x environment interaction variance estimate. All other 
interaction variances were significant. The estimates of the inter­
action variances were much larger than their corresponding variance 
component estimates for PE 200, PE 400, RE, and HRE and approximately 
the same size for SV, DWP, and SDW. This indicated that genotype x 
environment interactions may have had a greater influence on the traits 
PE 200, PE 400, RE, and HRE. Italy, 1982 was a moderate and moist 
environment and essentially all plants were emerged by 200 growing 
Table 41. Variance component and heritability estimates from the 
combined analyses over the two Italian environments for all 
cold tolerance traits 
sv DWP SDW 
1-9 S g 
2 
"^Am 0.18 ± 0-09 20.11 ± 6.79 0.07 ± 0.03 
0.14 ± 0.11 12.77 ± 5-67 0.02 ± 0.02 
•"1 0.15 ± 0.07 15.79 ± 4.35 0.04 ± 0.01 
2 a 6.66 ± 3.99 0.05 ± 0.02 
2 
MT 5.66 ± 2.21 0.02 ± 0.01 
.2 
RC 
^2 
AEm 
„2  
AEf 0.17 ± 0.11 1-37 ± 3.71 2.74 X 10~^ ± 0.01 
cl-
0.14 ± 0.10 15.45 ± 4.67 0.07 ± 0.02 
,2 
MTE 
0.11 ± 0.07 3.31 ± 2.12 0.05 ± 0.01 
4cE 0.29 ± 0.09 11.20 ± 2.98 0.10 ± 0.02 
< 0.71 ± 0.37 0.82 ± 0.28 0.70 ± 0.27 
4 0.48 ± 0.37 0.67 ± 0.30 0.42 ± 0.31 
4 0.63 ± 0.27 0.75 ± 0-21 0.55 ± 0.21 
Variance component estimates were not estimated when the 
corresponding source of variation was nonsignificant. 
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PE 200 PE 400 RE • HRE 
% % days growing degress 
0.71 ± 6.41 3.90 ± 4.78 0.06 ± 0.08 3-23 ± 3.50 
1.73 ± 6.73 2.24 ± 5.57 0.16 ± 0.10 8.05 ± 4.43 
1.20 ± 4.64. 3.20 ± 3.63 0.10 ± 0.06 5.08 ± 2.75 
15.98 ± 9.59 5.20 ± 6.41 0.16 ± 0.09 , 5.82 ± 3.99 
16.92 ± 9.80 11.84 ± 7.88 0.16 ± 0.09 5.42 ± 3.90 
16.44 ± 6.85 7.85 ± 4.98 0.16 ± 0.06 5.62 ± 2.79 
27.23 ± 8.33 22.67 ± 7.27 0.20 ± 0.07 9.34 ± 3.74 
10.15 ± 4.47 6.33 ± 3.60 0.25 ± 0.07 
26.14 ± 6.20 21.34 ± 5.28 0.34 ± 0.07 15.16 ± 3.49 
0.06 ± 0.50 0.39 ± 0.47 0.30 ± 0.36 0.35 ± 0.38 
0.12 ± 0.47 0,19 ± 0.47 0.52 ± 0.31 0.58 ± 0.32 
0.09 ± 0.34 0.30 ± 0.34 0.41 ± 0.24 0.47 ± 0.25 
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degrees. The moderate temperatures and adequate moisture resulted in 
very rapid emergence. Counts also were initiated later than desired. 
In contrast, Italy, 1983 was much cooler, counts were begun earlier, 
and differences were detected more easily. Therefore, the traits 
PE 200, PE 400, RE, and HRE may have been influenced more by genotype x 
environment interactions in the combined analyses of these two environ­
ments than the other traits. The estimates of the minimum additive 
genetic variance were significant for SV and SDW, as were the dominance 
and maternal genetic variance estimates for SDW, and all variance 
estimates for DWP (Table 41). All other variance component estimates 
were nonsignificant. Additive genetic variance was the only important 
variance for SV, PE 200, PE 400, RE, and HRE. Therefore, for these 
traits selection which capitalizes on additive genetic variance should 
be successful in environments similar to the Italian environments. 
Additive, dominance, and maternal genetic variance were present for DWP 
and SDW. However, the relative importance of the components were 
different for DWP as compared to SDW. The estimates of the dominance 
and maternal genetic variance were of similar size for DWP and the 
minimum additive genetic variance estimate was significantly larger. 
However, estimates of the minimum additive and dominance genetic 
variance were of similar size and larger than the maternal genetic 
variance estimate for SDW. Therefore, dominance and maternal genetic 
variance may be important for DWP and SDW in this set of environments. 
Additive genetic variance, however, was always of equal or greater 
importance than dominance or maternal genetic variance. Therefore, 
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in environments similar to Italy, 1982 and 1983, selection which 
capitalizes on additive genetic variance should also increase DWP and 
SDW. Cross performance was better when a line was used as a female 
compared to its use as a male. Therefore, when testcrosses are made 
the lines to be evaluated should be used as a female. In the individual 
analyses, dominance genetic variance was much more important than in the 
combined analyses. Therefore, genotype x environment interactions may 
have inflated the dominance genetic variance estimate in the individual 
analyses. This was similar to the results observed in the Com Belt 
combined analyses. 
Minimum variance heritabilities were significant for SV, DWP, and 
SDW, with values of 0.63, 0.75, and 0.55, respectively (Table 41). 
All heritabilities were low and nonsignificant for PE 200, PE 400, RE, 
and HEE, The nonsignificant heritabilities occurred because of the 
large" standard errors on the additive genetic variance estimates for 
these traits. 
Additive genetic correlations were not calculated among PE 200 or 
PE 400 and all other traits because both traits had nonsignificant 
En (S) sources of variation (Table 42). The phenotypic correlations 
of SV with DWP and SDW were significant and moderate (rp = 0.65 and 
0.53, respectively). These results indicated that selection based on 
one of the traits, SV, DWP, or SDW, would improve other cold tolerance 
traits if selection were performed in a similar set of environments. 
As expected, due to the similarity of traits, the correlations of SDW 
with DWP and RE with HRE were high and significant (rp = 0.95 and 
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Table 42. Additive genetic and phenotypic correlations among cold 
tolerance traits for the two Italian environments 
• SV DWP SDW PE 200 PE 400 SE 
1-9 g g % % days 
DWP rp^ 
rgm 
rgf 
rgv 
0.65** 
-0.17 
1.10 
0.93 
SDW rp 
rgm 
rgf 
rgv 
0.53** 
0,75 
1.16 
0.96 
0.95** 
0.96 
1.00 
0.98 
PE 200 rp 
rgm 
rgf 
0.64** 
b 
0.25** 0.11* 
PE 400 
rgv 
rp 
rgm 
rgf 
0.66** 0.23** 0.07 ns 0.93** 
RE 
rgv 
rp 
rgm 
rgf 
rgv 
-0.29** 
0.95 
-0.27 
0.46 
—0.48** 
0.54 
-0.43 
0.25 
-0.43** 
0.38 
—0.46 
0.19 
-0.25** —0.14** 
HRE rp 
rgm 
rgf 
rgv 
-0.37** 
0.76 
-0.33 
0.37 
-0.59** 
0.39 
-0.49 
0.17 
-0.53 
0.22 
-0.54 
0.08 
-0.25** —0.16** 0.97** 
1.02 
1.02 
1.02 
rp = phenotypic correlations; rgm = additive genetic correlations 
using oAg^; rgf = additive genetic correlations using oA^; rgv = 
minimum variance correlation. 
^Additive genetic correlations were not calculated when the 
corresponding source of variation was nonsignificant. 
ns, *, **Nonsignificant at the 5% and significant at the 5% and 1% 
levels of probability, respectively, when compared to the table r 
values. 
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0.097, respectively). The phenotypic correlations of either RE or HRE 
with all other traits were negative and low. The only correlations where 
a correlated response might have been expected to occur were the 
correlation of DWP with HRE (rp = -0.59) or that of SDW with HSE 
(rp = -0.53). 
The analyses of the two Italian environments indicated that they 
were a set of environments distinct from the Com Belt. Additive and 
maternal genetic variances were of primary importance in the four Corn 
Belt environments. In contrast, primarily additive genetic variance 
was important for all traits in Italy, with dominance and maternal 
genetic variance important also for DWP and SDW. Therefore, it appears 
that additive genetic variance was important for all traits in all 
environments. However, as the severity of the cold stress environment 
increased, as in the Com Belt environments, the importance of maternal 
genetic variance increased. This would be logical. In the Corn Belt 
plants emerged around 150 growing degrees, while in Italy emergence was 
around 90 growing degrees. Therefore, plants in the Com Belt were at 
an earlier developmental stage than those in Italy and likely were 
influenced more by the maternal genotype. It also was possible that 
different gene complexes were important in the Com Belt compared to 
the Italian environments. From the results of both combined analyses, 
I concluded that the importance of dominance genetic variance was 
biased upwards by genotype x environment interactions in all individual 
analyses. 
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The two Italian environments were distinctly different. Therefore, 
I felt that the traits to use for cold tolerance evaluation should be 
dictated by the results from the individual analyses. In a mild 
environment, characteristic of Italy, 1982 a plot dry-weight and growing 
degree rate of emergence measure would be most useful. Plant counts 
could be made beginning at emergence on a daily basis and the plot dry 
weight could be evaluated at thinning. In contrast, in environments 
similar to Italy, 1983 a visual early-vigor rating would be most 
efficient and effective in increasing cold tolerance. 
Ames and Italian environments 
The E X En (S) sources of variation and all subdivisions were 
significant for all traits, except E x M (S) for RE and HRE and 
E X F (S) for SDW (Table 43). As in all of the previous individual and 
combijied analyses, the RC CS) source of variation was nonsignificant 
for all traits. The analyses of SV, PE 200, and PE 400 were identical, 
with the sets and M (S) sources of variation nonsignificant. The 
similarity of the traits RE and HRE was shown in their analyses. The 
sets, M CS) and Mt CS) sources of variation were nonsignificant for 
both RE and HRE and MF (S) also was nonsignificant for RE. 
The sources of variation S and Mt (S) were nonsignificant for DWP. The 
means for all traits also were significantly different (Table 44). 
It is apparent that Ames and Italy provided two distinct sets of 
environments. These results are most similar to those from the combined 
analyses of the six environments. These analyses includes two distinct 
environmental sets, Ames and Italy, and results would be expected to 
Table 43. The combined analyses of variance over the two Ames and two 
Italian environments for all cold tolerance traits 
Sources of Mean squares oources oi 
variation df sv DWP SDW 
1-9 S g 
Environments (E) 3 499.84** 288006.65** 688.12** 
Set (S) 10 57.88 ns 2227.18 ns 7.93* 
E X S 30 37.40** 1087.22** 3.13** 
Rep (E X S) 88 5.53** 230.13** 0.5827** 
En CS) 341 3.68** 55.43** 0.2265** 
M (S) 33 7.31** 145.40** 0.5674** 
F (S) 33 7.56** 126.82** 0.3825* 
MF es) 99 2,46 ns 43.89** 0.2174** 
Mt (S) 77 3.58** 39.41 -as • 0.1825** 
Rc es) 99 0.14 ns 2.04 ns 0.0083 ns 
E X En (s) 1023 2-28** 31.41** 0.1305** 
E X M CS) 99 3.86** 55.62** 0.2001** 
E X F es) 99 2.99** 49.23** 0.1604** 
E X MF es) 297 1. 65** 31.81** 0.1260** 
E X Mt CS) 231 3.27** 28.32** 0.1310** 
E X Rc es) 297 1.38** 19.40** 0.1014** 
Error 2728 1.01 15.51 0.0453 
ns, *, **Nonsignificant at the 5% and significant at the 5% and 1% 
levels, respectively, when tested by the F statistic. 
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PE 200 
% 
945989,93** 
4831.42 ns 
2254.37** 
672.14** 
396.32** 
991.24** 
690.94** 
240.27 ns 
414.21** 
16.63 ns 
236.44** 
496.48** 
344.12** 
164.48** 
278.91** 
152.79** 
107.59 
^ Mean 
PE 400 
% 
458637.30** 
4603.73 ns 
2344.22** 
533.20** 
458.97** 
1178.49** 
775.79** 
255.93 ns 
515.56** 
18.60 ns 
280.53** 
483.20** 
438.27** 
206.85** 
383.46** 
154.02** 
106.34 
squares 
RE 
days 
66471.66** 
39.86 ns 
28.68** 
7.65** 
15.10** 
17.79 ns 
32.27** 
13.50 ns 
12.53 ns 
0.93 ns 
11.64** 
11.73** 
17.83** 
12.21** 
10.80** 
9.63** 
4.42 
HRE 
growing degrees 
3137828.30** 
7803.77 ns 
4850.82** 
984.56** 
1343.07** 
1915.12 ns 
2714.30** 
1232.89* 
563.63 ns 
82.28 ns 
973.71** 
1001.45** 
1392.92** 
1046.61** 
837.11** 
858.07** 
655.18 
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Table 44. Means for all cold tolerance traits for the Ames and 
Italian environments 
Environments SV DWP SDW PE 200 PE 400 RE ERE 
1-9 8 g % 'A days growing 
degrees 
Italian 5.63 30.61 1.65 90. 56 92. 25 20.16 127.74 
Ames 5.18 1.49 0.33 40. 81 58. 00 32.28 213.97 
LSD (0.05) 0.34 1.73 0.09 3. 39 2. 74 0.53 6.92 
be similar to the combined analyses over all environments. 
All interaction variances were significant and larger than their 
corresponding variance component estimates (Table 45). The additive x 
environment interaction variance calculated from E x M CS) was larger 
than the interaction variance calculated from E x F (S) for all traits 
except for RE and HRE. The estimate of the minimum additive genetic 
variance was the only significant variance component for SV, PE 200, 
and PE 400. All variance component estimates were significant for 
DWP and nonsignificant for RE and HRE. The estimates of the minimum 
variance and male additive genetic variance and the dominance genetic 
variance were significant for SDW. The additive genetic variance 
calculated from M CS) was greater than the variance calculated from 
F CS) for DWP, SDW, PE 200, and PE 400; however, these differences 
were not significant. The estimates of the additive genetic variance 
were the largest variance component estimates for all traits. This 
was similar to the results observed in both the Com Belt and the 
Italian environments. Maternal genetic variance also was present for 
Table 45. Variance component and heritability estimates from the 
combined analyses of the two Ames and two Italian 
environments for all cold tolerance components 
SV DWP SDW 
2 
^Am 
1-9 
0.15 ± 0.10 4.32 
S 
+ 2.01 0.02 
S 
± 7.88 X 10-3 
2 
^Af 0.21 ± 0.10 3.64 ± 1.76 0.01 ± 5.42 X 10"^ 
2 0.18 ± 0.07 3.93 + 1.32 0.01 ± 4.47 X 10"^ 
2 a 1.79 + 0.99 0.01 ± 4.78 X 10-3 
2 
^MT 0.03 ± 0.05 0.92 ± 0.57 0.0043 ± 2.62 X 
10-3 
2 
^RC 
2 
"^AEm 0.49 ± 0.12 5.29 ± 1.83 0.02 ± 6. 66 X 
10-3 
2 
^AEf 0.30 ± 0-10 3.87 ± 1.64 
2 
^AE 
0.37 ± 0.08 4.51 ± 1.22 
2 
^DE 
0.38 ± 0.08 9.66 ± 1.56 0.05 ± 6.15 X 10-3 
2 
^MTE 
0.75 ± 0.10 4.27 ± 0.89 0.03 ± 4.07 X 10-3 
2 -
"^RCE 0.12 ± 0.04 1.30 ± 0.55 0.0188 ± 2.8 X 
10-3 
< 0.39 ± 0.27 0.60 ± 0.28 0.53 ± 0.27 
4 0.53 ± 0.27 0.59 ± 0.28 0.55 ± 0.29 
4, 0.47 ± 0.19 0.59 
+ 0.20 0.55 ± 0.21 
^Variance components and heritabilities were not estimated when 
the corresponding source of variation was nonsignificant. 
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PE 200 PE 400 RE HEE 
% % days growing degrees 
23.28 ± 13.85 35.90 ± 16.22 
15.06 ± 9.74 16.02 ± 11.04 0.73 ± 0.46 63.06 ± 38.87 
17.78 ± 7.97 22.32 ± 9.13 
11.27 ± 5.90 11.01 ± 7.45 
27.60 ± 28.66 
73.78 ± 15.81 61.41 ± 15.57 
39.92 ± 11.17 51.43 ± 14.21 1.26 ± 0.60 76.96 ± 47.53 
51.19 ± 9.12 55.96 ± 10.50 
33.71 ± 8.16 59.56 ± 10.17 4.61 ± 0.60 231.96 ± 51.80 
57.11 ± 8.67 92.37 ± 11.88 2.13 ± 0.34 60.64 ± 26.52 
15.07 ± 4.28 15.90 ± 4.31 0.82 ± 0.19 67.63 ± 24.13 
0.44 ± 0.26 0.55 ± 0.25 
0.41 ± 0.27 0.37 ± 0.26 0.47 ± 0.30 0.57 ± 0.35 
0.42 ± 0.19 0.44 ± 0.18 
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the traits SV, DWP, SDW, PE 200, and PE 400. The maternal genetic 
variance estimate was consistently the smallest variance component 
estimate. Dominance genetic variance was present for the traits DWP 
and SDW. As in the Italian combined analyses, the estimate of the 
dominance genetic variance was less than the additive genetic variance 
estimate for DWP and equal to the additive genetic variance estimate for 
SDW. Therefore, these results have similarities to both the Com Belt 
and Italian combined analyses. The traits SV, PE 200, PE 400, RE, and 
HRE were similar to the results from the Com Belt combined analyses and 
the DWP and SDW results were similar to the results from the Italian 
combined analyses. From these results, selection which capitalizes on 
additive and maternal genetic variance should successfully increase all 
components of cold tolerance. However, it may have been that individual 
or combined analyses over similar environments would have been more 
useful than a combined analyses over two such distinct sets of 
environments. 
Minimum variance heritabilities were significant and moderate for 
SV, DWP, SDW, PE 200, and PE 400, ranging from 0.42 to 0.59 (Table 45). 
Heritabilities for RE and HRE were nonsignificant. The nonsignificant 
heritabilities occurred because of the large standard errors on the 
additive genetic variance estimates for RE and HRE. 
The phenotypic correlations of SV with PE 200 and PE 400 were 
significant (rp = 0.74 and 0.77, respectively) (Table 46). Correla­
tions of SV with all other traits were significant but low. These 
results indicated that in this or a similar set of environments. 
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Table 46. Additive genetic and phenotypic correlations among cold 
tolerance traits from the combined analyses over the two 
Ames and two Italian environments 
SV DWP SDW PE 200 PE 400 RE 
1-9 g g % % days 
DWP rp^ 0.33** 
rgm 0.54 
rgf 0.94 
rgv 0.69 
SDW rp 0.14** 0.94** 
rgm 0.17 0.95 
rgf 0.79 0.85 
rgv 0.32 0.89 
PE 200 rp 0.74** 0.04 ns -0.13** 
rgm 0.90 -0.03 -0.30 
rgf 0.95 0.81 0.78 
rgv 0.94 0.13 -0.27 
PE 400 rp 0.77** -0.04 ns -0.22** 0.88** 
rgm 0.99 0.15 -0.16 0.97 
rgf 0.83 0.51 0.45 0.82 
rgv 0.90 0.28 0.11 0.86 
RE rp -0.13** -0.25** -0.19** -0.21** 0.04 ns 
rgf -0.71 -1.12 -0.93 0.79 -0.18 
ERE rp -0.26** -0.21** -0.15** -0.42** -0.01 ns 0.92** 
rgf -0-66 -0.97 -0.81 -0.75 -0.17 1.03 
^rp = phenotypic correlations ; rgm = additive genetic correlations 
using aA^; rgf = additive genetic correlations using oA^; rgm = minimum 
variance correlation. 
^Additive genetic correlations were not calculated when the 
corresponding source of variation was nonsignificant. 
ns, **Nonsignificant at the 5% and significant at the 1% levels 
of probability, respectively, when compared to the table r values. 
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selection based on one of the traits, SV, PE 200, or PE 400 would have 
improved other cold tolerance traits. The correlations of DWP with 
SDW and RE with HEE were significant and high, rp = 0.88 and 0.92, as 
expected. All correlations of either RE or HRE with the other traits 
were negative and too low to expect a correlated response from selection. 
Results from the combined analyses of the Ames and Italian 
environments indicated that it may have been more desirable to base an 
evaluation on a combined analyses of similar environments or individual 
environment analyses. Correlations were lower than those in the Com 
Belt and Italian combined analyses. This indicated that Ames and 
Italy were two distinct sets of environments and that different gene 
complexes may have been important in the different environments. 
Conclusions from the combined analyses 
In each set of combined analyses, different sources of variation 
were found significant. When the subdivisions of En (S) were examined, 
the M (S) and F (S) sources of variation were significant for all 
traits in all analyses. Thus, additive genetic variance was important 
for all traits. The Rc (S) source of variation was nonsignificant for 
each trait in all combined analyses. The E x En (S) subdivisions were 
consistently significant. Therefore, genotype x environment inter­
actions were important for all traits, and these interactions did bias 
the results in the individual analyses. This bias tended to inflate 
the importance of dominance genetic variance in the individual analyses. 
The findings agreed with other studies CMock and Eberhart, 1972; Mock 
and McNeill, 1979) where genotype x environment interactions were found 
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important for emergence percentage, seedling dry weight, and emergence 
index. 
Table 47 shows the percentage of the variance attributable to 
additive, dominance, and maternal genetic variance, the heritability 
estimates and means for all traits, in each combined analyses. 
Additive genetic variance was consistently important for all traits in 
each set of analyses and was the only variance important for RE and 
HSE. These results were similar to those for other important traits 
in maize (Robinson and Comstock, 1955; Gardner, 1963; Sprague and 
2 Eberhart, 1977; Hallauer and Miranda, 1981). The importance of for 
all traits is not surprising. Substantial gains in cold tolerance have 
been demonstrated using recurrent selection (Mock and Bakri, 1979; 
Crosbie et al., 1980; Hoard, 1984). This type of recurrent selection 
capitalizes on the additive genetic variance, and our findings were 
consistent with their results. 
When the results from the combined analyses were compared, it was 
obvious that the four Com Belt and two Italian environments represented 
distinct sets of environments. Different gene complexes may also have 
been important in the two sets of environments. In the analyses over 
the four Com Belt environments, matemal and additive genetic variance 
were important for SV, DWP, SDW, PE 200, and PE 400, but only additive 
genetic variance was important for RE and HRE. In the analyses over 
the two Italian environments, only additive genetic variance was 
important for SV, PE 200, PE 400, RE, and HRE, while additive, dominance, 
and matemal genetic variance were important for DWP and SDW. 
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Table 47. Summary of the percentage of the genetic variance present, 
heritafailities and means for each trait in each combined 
analyses 
6 .Environments . 4 Corn Belt 2 Italian 4 Ames and Italian 
SV 
0.51^ 0.19 1.00 0.86 
2 c 
0,49 0.81 0.14 
X 5.56 5.52 5.63 5.41 
DWP 
SDW 
0.26 ns 0.09 ns 0.63 0.47 
o|- 0.65 0.22 0.56 0.59 
0.35 0.24 0.27 
0.78 0.20 0.14 
0.48 0.22 ns 0.75 0.59 
X 12.87 3.99 30.61 16.05 
a-T 0.40 0.23 0.36 0.41 
A 
0.60 0.46 0.41 
o^ 0.77 0.18 0.18 
X 0.74 0.29 1.65 0.99 
0.37 ns 0-23 ns 0.55 0.55 
a 2 2 
a-r = minimum variance additive genetic variance; a = dominance 
2 2 genetic variance; = maternal genetic variance; = minimum 
variance heritability; and X = mean. 
^Variance components were expressed as a percent of the total 
genetic variability. 
^If the source of variation from which a variance component was 
calculated was nonsignificant, the corresponding estimates was assumed 
to be 0. 
^^Nonsignificant, a heritability was considered nonsignificant if 
less than twice its standard error. 
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Table 47. (Continued) 
6 Environments . . 4 . Com Belt . 2 . Italian 4 Ames and Italian 
PE 200 
c4 0.34 0.39 1.00 0.61 
A 
2 
0.15 0.61 0.39 
0.27 ns 0.11 ns 0.09 ns 0.42 
X 65.73 53.31 90.56 65.69 
PE 400 
a-j 0.53 0.22 1.00 0.67 
2 
0.47 0.78 0.33 
0.19 ns 0.34 ns 0.30 ns 0.44 
X 77.26 69.76 92.25 75.13 
RE 
(Â~ 1.00 1.00 1.00 1.00 A 
2 
2 __ 
MT 
0.48 ns 0.42 ns 0.41 ns 0.47 ns 
HRE 
27.81 31.63 20.16 26.22 
o-| 1.00 1.00 1.00 0.70 
2 
Og 0.30 
«2 
MT 
2 0.46 0.69 ns 0.47 ns 0.57 ns 
X 197.11 231.80 127.74 170.86 
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In addition to the overall importance of additive genetic variance, 
maternal genetic variance also was important in three of the four sets 
of analyses for SV, DWP, SDW, PE 200, and PE 400. Each of the three 
sets of combined analyses involved environments with severe cold stress. 
Therefore, it appeared that maternal genetic variance became more 
important as the severity of the cold stress increased. Several 
authors have reported the importance of maternal effects for percentage 
germination (Tatum, 1942; Pinnell, 1949; Rinke, 1953; Andrew, 1954; 
Pesev, 1970; Eagles and Hardacre, 1979a; 1979b) and seed weight (Leng, 
1949; Eagles and Hardacre, 1979a; 1979b). Other studies have reported 
nonadditive or maternal genetic variance to be important for percentage 
emergence and seedling dry weight (Burris, 1975; Eagles and Hardacre, 
1979a; 1979b). Hable (1985) has demonstrated that seed weight 
increased from the CO to C5 in this population. The maternal effect 
on seed weight and seedling vigor is easy to visualize, especially if 
the increase in weight is due to an increase in endosperm. In maize 
the endosperm to embryo ratio and chemical composition of the seed are 
influenced more by the female than the male parent (Garwood et al., 
1970). If these factors influence seedling vigor, it is understandable 
that the effect of the maternal parent or maternal variance would be 
important for this trait. Enzymes necessary for germination also are 
synthesized within the maize endosperm (Harvey and Oaks, 1974). The 
maize endosperm also contains two sets of genes from the female and 
one set from the male. Therefore, the influence of the maternal parent 
is not surprising. In the four Com Belt environments, emergence 
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occurred at 150 growing degrees compared to 90 growing degrees in the 
Italian environments. Therefore, plants in the Com Belt were less 
developmentally mature than those in the Italian environments. The 
maternal genotype would, therefore, be more important in the more severe 
cold stress environments in the Com Belt than in Italy. Maternal 
genetic variance was not the only genetic variance measured for PE 200 
and PE 400. Emergence percentage depends on both germination and 
subsequent growth through the soil. Therefore, nuclear genotypic 
differences also were important to emergence percentage. 
There were only two instances, PE 200 and HRE, where dominance 
genetic variance was important for any of the traits SV, PE 200, PE 400, 
RE, or HRE. Previous studies have reported the possible influence of 
nonadditive genetic variance on emergence time and percentage emergence 
(Eagles and Hardacre, 1979a; 1979b). However, these were conducted in 
one environment and exotic material was evaluated. The individual 
analyses results also had dominance genetic variance present for 
PE 200, PE 400, RE, and HRE. However, it has been shown that genotype x 
environment interactions tend to bias the estimates of the dominance 
genetic variance. In the individual sets of analyses, dominance genetic 
variance was consistently significant for all traits. However, this 
importance disappeared in the combined analyses. 
This bias, as well as the difference in material evaluated in 
Eagles and Hardacre (1979a; 1979b) study, may explain the greater 
importance of additive genetic variance for PE 200, PE 400, RE, and 
HRE in our study. Dominance genetic variance also was important for 
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SDW and DWP. These results are in agreement with other studies (Eagles 
and Hardacre, 1979a; 1979b). 
Reciprocal genetic variance was not important for any trait (Table 
31 and Table 47). The reciprocal x environment variance was, however, 
consistently significant for all traits. This may have been due to the 
large degrees of freedom involved in the F tests. Pollmer et al. (1979) 
found both reciprocal and reciprocal x environment interactions were 
nonsignificant for early-vigor and highly significant for other traits. 
They stated reciprocal effects were: (1) unstable, (2) of small 
magnitude relative to nuclear effects, (3) not easily exploitable, and 
(4) that significant differences observed may have been due to extra-
nuclear inheritance, maternal effects or cytoplasmic genetic inter­
actions. Our findings of nonsignificant reciprocal variance were 
consistent with their findings for early vigor. 
"Heritabilities were low in the combined analyses of the four Com 
Belt environments and moderate in the combined analyses of the two Italian 
as well as the combination of two Ames and two Italian environments 
(Table 47). Minimum variance heritabilities were generally smaller than 
those from the individual analyses, indicating the bias of genotype x 
environment interactions in the individual analyses. The inclusion of 
the two environments with essentially no detectable genetic variability 
and the large standard errors on the additive genetic variance estimates 
resulted in lower heritabilities in the combined analyses of the six and 
four Com Belt environments. Overall, the heritability estimates of SDW, 
RE, and HEE were lower than the repeatability estimates reported for a 
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set of public inbred lines (Mock and McNeill, 1979) and larger than 
those from the CO of BS13SCT (Mock and Eberhart, 1972) and for CIMMTT 
Pool 5 material (Eagles and Hardacre, 1979a). The heritabilities for 
PE 200 and PE 400 were lower than those reported in other studies (Mock 
and Eberhart, 1972; Mock and McNeill, 1979). The low heritabilities 
in the two Italian combined analyses for PE 200 and PE 400 were because 
of the large standard errors on the additive genetic variance estimates 
and the nonsignificant En (S) source of variance for these two traits. 
Counts made prior to 200 growing degrees would be beneficial in 
environments similar to Italy, 1982 and 1983. 
We can conclude, from the results of the correlations among traits, 
that the four Com Belt and two Italian environments were distinct sets 
of environments. Correlations, which were high and significant in the 
two sets, were low when combined. For example, the phenotypic correla­
tion of SV with DWP was rp = 0.65 and 0.75, in the two Italian and two Com 
Belt environments, respectively. However, when these environments were 
analyzed together the correlations were rp = 0.28 and 0.33. Similar 
results also were obtained for other correlations- Correlations of 
either RE and ERE with all other traits were consistently negative in 
both the combined and individual analyses, which is desirable. These 
correlations were higher in the Italian combined analyses compared to 
the Com Belt analyses. Overall, correlations with HRE were consis­
tently higher than those with RE. RE and HRE are similar traits. The 
difference is that HRE is more comparable across environments. In 
contrast, RE is calculated on a day basis, and the total days at harvest 
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varied from environment to environment. In this study, correlations of 
PE 200 with HRE were comparable, while those of SDW with HRE were lower 
than those reported in other studies (Mock and Eberhart, 1972; Mock and 
Skrdla, 1978; Mock and McNeill, 1979). 
Correlations were consistently positive among SV, DWP, SDW, PE 200, 
and PE 400 in both the individual and combined analyses. The correlation 
of SV with DWP was consistently higher than that of SV with SDW. SV is 
a visual rating and obtained rapidly. Under those circumstances, the 
overall plot value would more likely correspond to the SV rating rather 
than to the individual plant height. The correlations of SDW with the 
other traits were consistently lower than those with DWP. SDW herita— 
bilities also were low and the variance component estimates had 
relatively large standard errors when plants were very small. There­
fore, we can conclude there was greater error in measuring SDW than DWP, 
and that DWP provided a better estimation of a lines potential to 
accumulate dry matter. 
Cold tolerance is a complex trait, consisting of several components. 
In 1972, Mock and Eberhart C1972) proposed simultaneous selection for 
percentage emergence, seedling dry weight and rate of emergence using 
the Smith-Hazel index. However, Mock $nd Bakri (1979) concluded this 
index placed too much weight on percentage emergence and recommended 
and initiated use of the desired gains index. In 1980, Crosbie, Mock, 
and Smith evaluated these and other indexes as to their efficiency for 
cold tolerance improvement. They concluded that the rank summation 
index, Elston weight free index or Baker's modification of Elston's index 
147 
combined: (1) simplicity of use, (2) freedom from need to estimate 
genetic parameters, and (3) good selection differentials and predicted 
gains in each trait and the aggregate genotype across cycles. Based on 
the observed increase in percentage emergence and rate of emergence when 
selecting for dry weight per plot, they recommended the sole use of dry 
weight per plot data collected at several locations, rather than an 
index biased by genotype x environment interactions. Results from this 
study indicated that when the cold stress was severe, a visual early-
vigor rating would successfully identify cold tolerant breeding material 
and improve other cold tolerance traits such as plot dry weight and 
emergence percentage. In addition to this, if plots are to be thinned 
dry weight could also be evaluated by weighing 10 plants from each 
plot. In moderate environments, characteristic of Italy, 1982, measures 
of plot dry weight and rate of emergence on a growing degree basis 
woul<f be necessary to increase successfully cold tolerance. In a 
recurrent selection program, recurrent selection plus testcross 
evaluation in which the line is used as a female should be successful 
in all environments. 
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SmiMARY AND CONCLUSIONS 
The amount and type of genetic variability present for cold 
tolerance in the population BS13SCTC3 was evaluated in this experiment. 
Random Sg lines from the population were crossed in a Design II. 
Reciprocal crosses also were produced. The fullsib progeny then were 
evaluated in six environments. The traits used to measure the cold 
tolerance of the population were: (1) seedling vigor, (2) dry weight 
per plot and per plant, (3) percentage emergence, all at 400 growing 
degrees, (4) percentage emergence at 200 growing degrees, and (5) rate 
of emergence on a day and growing degree basis. 
Based on the results of this experiment, I concluded, that the 
Com Belt and Italian environments were two distinct sets of environ­
ments. Additive genetic variance was important for all traits in all 
environments. However, in the Com Belt, maternal genetic variance 
was important for all traits except for the two measures of rate of 
emergence. Therefore, I concluded that as the severity of the cold 
stress increased the importance of maternal genetic variance also 
increased. In the two Italian environments, dominance and maternal 
genetic variance also were important for seedling and plot dry weight. 
Genotype x environment interactions were important for all 
traits. The result of this was on upward bias in the importance of 
dominance genetic variance in the individual analyses. Therefore, cold 
tolerance should be evaluated in several environments. Large experi­
mental error also masked differences and the need for proper 
experimental control was evident. 
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Cold tolerance is a very environmentally dependent trait. Cold 
stress conditions were necessary for proper evaluation of all cold 
tolerance components. The environments encountered in this study were 
representative of the environments a breeder might encounter. Therefore, 
the results from the individual analyses were veiry important. From 
those results, we concluded that when the environment encountered is 
sufficiently severe, as were the environments Ames, 1982 and 1984, the 
use of visual early-vigor rating at 400 growing degrees would 
effectively and efficiently increase cold tolerance. Selection for 
early-vigor in these environments also would improve plot dry weight 
and percentage emergence. If more rapid gains in dry weight were 
desired 10 plants could be saved at thinning and used to evaluate the 
plot dry weight. This, however, involves more labor and its use 
depends upon how rapidly a breeder wishes to increase dry weight. 
When the environment encountered was very mild, characteristic of 
Italy, 1982, the use of plot dry weight and growing degree rate of 
emergence should improve cold tolerance. 
In all environments, lines performed better as females than as 
males in crosses. Therefore, for traits where maternal genetic 
variance was important, the female in a cross should be relatively 
high in those characters. This also indicated that when testcrosses 
were made, the lines to be evaluated should be used as a female. 
Selection which capitalizes on additive and maternal genetic variance 
such as S^ or S^ should effectively increase cold tolerance in all 
environments. Therefore, in severe cold stress environments $2 
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recurrent selection based on an early-vigor rating and other 
agronomically desirable traits would identify cold tolerant 
agronomically superior lines. In mild environments, S2 recurrent 
selection based on plot dry weight, rate of emergence on a growing 
degree basis and agronomically desirable traits would also identify 
similar lines. 
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