The multiprocessor computing is composed of more than one central processing units (CPU) 
Introduction
Task scheduling [1, 2, 3 and 4] can be defined as assigning the task to a processor for executing at a particular time. An execution of task scheduling depends upon the following components [5, 6] .
 No. of processors  Performance of processors  Mapping the task to the processors  Sequence of task for execution on a particular processor.
All the above components highly depend on each other"s and compute the optimized results. They all are work together so no one considered individual. Parallel processing is an energetic form of information processing, in which problem or task is cleft into parts, which are executed simultaneously each on its individual processor. The processors may be arranged in homogeneous and heterogeneous environment. Task scheduling algorithms can be represented by Directed Acyclic Graphs (DAG). The objectives of this study include the 21 different algorithms under the categories of UNC, BNP, TDB and APN. Parallel task scheduling algorithms are classified into four different groups:
Bounded Number of Processors (BNP) Scheduling Algorithms
These algorithms [7] schedule the DAG to a bounded number of processors precisely. The processors are imagine to be fully-connected. The resting paper is systematized as follows: First, the introduction of task scheduling and their algorithms are discussed. In Section 2, we can represent a direct acyclic graph (DAG) and also explain DAG based scheduling algorithm. In Section 3, performance parameters are discussed. Lastly, conclusion and future scope is demonstrated in Section 4. In Figure 2 , shows the vertex with a weight that represents task processing time and edges represent the communication and dependency time betwixt the tasks [12, 3] . The DAG Graph (G) is defined as G = (V, E), locus V is set of vertex/node and E is set of edges. The starting node (also called source node) of the graph is called the parent node or and end node (also called sink node) of the graph is called the child node. In Figure 5 , shows that G1, G2, G3, G4, G5, G6, G7 and G8 all are the node of the graph. G1 is a starting node because it has no parent node and G8 is an end node, with no child node [8, 9] .
Classification of DAG Scheduling Algorithm
An edge weighted DAG is also called a task graph or macro-data flow graph [13, 4] . The DAG based scheduling can be classified into four groups [14, 9] , as exhibit in Figure 3 . In this section, we can discuss BNP, UNC, TDB, and APN DAG scheduling algorithms [15, 4 and 11] 
BNP Scheduling Algorithm:
BNP stands for the Bounded number of processors [13] . It is based on the list scheduling techniques [16, 17, 18 and 15] . The BNP algorithms schedule the DAG to a bounded number of processors directly. The processors are counterfeited to be full connected. List scheduling is a class of scheduling heuristics in which the nodes are assigned in priorities and placed in a list arranged in a descending order of priority. The node with a higher priority will be examined for scheduling first rather than a node with a lower priority. All the BNP scheduling algorithms are explained in Table 2 .
Two considerable attributes for accrediting priority are the t-level (top level) and blevel (bottom level). The t-level of a node "n" is the length of the longest path from an entry node to "n" node in the DAG excluding "n" node. The t-level of "n" is also known as earliest start time, denoted by T (n), which is determined by "n" is scheduled to a processor. The b-level of a node "n" is the length of the longest path from node "n" to an exit node. In b-level, only the weights of the nodes are considered not weights of the edges while measured. The b-level of a node is bounded by length of the critical path.
A critical path of a DAG is a path from an entry node to an exit node, whose length is a maximum. There are various notations that can be used in these algorithms are as illustrated in Table 1 . Most scheduling algorithms attempt to minimize the start-time of a node for assigning a node to a processor. This is a greedy strategy. But in Non greedy, the algorithms do not minimize the start-time of a node but consider other factors as well. [13, 15] . The UNC algorithms schedule the DAG to a bounded number of bunches. The processors are pretended to be entirely connected. The technique hired by the UNC algorithms is also called clustering.
Symbol Description
 At the starting point of the programming process, particular node is considered as a group.
 In the next stage, two groups are merged if the merger minimize the completion time.
 This procedure continues until no cluster can be merged.
The main goal of these algorithms is to reduce the number of clusters. In Table 2 , we discuss some UNC scheduling algorithms.
TDB Scheduling Algorithm:
TDB stands for Task Duplication Based scheduling algorithm [13, 19, 20 and 15] . TDB is scheduled the DAG to an unbounded number of clusters but hires duplication method to reduce the completion time. The main purpose of this algorithm is to reduce the communication overhead by allocating a redundant task to different processors. This different strategy can be used to select parent nodes for duplication. We survey some of the TDB scheduling algorithms. We describe six TDB scheduling algorithms in detail: the PY, LWB, DSH, BTDH, LCTD, and CPFD algorithm as shown in Figure 4 . And detail demonstrates in Table 2 . 
APN Scheduling Algorithm:
APN stands for Arbitrary Processor Network scheduling algorithm. These algorithms perform scheduling and mapping task on processors and passing message via a network of arbitrary topology. The algorithms in this category include specific architectural features such as the number of processors as well as their interconnection topology. Scheduling of messages may be reliant on the routing scenario used by the underlying network. The mapping, including the temporal dependencies, is therefore implicit -without going through a separate clustering phase. In Table 2 , we discuss some APN algorithms and also shown in Figure 5 . [39] 1994
The Dominant Sequence is the CP of the partially scheduled DAG. A distinctive feature of the algorithm is that in order to lower the time complexity. 
Performance Metrics
The Performance is constantly a central factor in determining the smash of any system. We must early choose some criteria. Those are called metrics for performance evaluation [1, 40, 41, 42 and 43] . There are different metrics used for measure the performance of the various parallel scheduling algorithms. For the comparative analysis of BNP algorithm the following criteria is use [44, 41, 18, 15, 45] . The results include the makespan time of the algorithm, scheduled length ratio (SLR), speed up and processor utilization by the algorithm as shown in Table 3 [43]. The UNC algorithm compare with their own classes, the comparison are made using the following criteria [46, 15] : -the normalized schedule length (NSL) [43] , Processors utilizations, average running time and overall performance of the algorithm as shown in Table 4 . 
MCP
To analyse the performance of task duplication based parallel algorithms. We can use the NLS, processors utilizations, makespan, overall performance, and speed up criteria for comparing the algorithms in table 5 [19, 47, 15] . 
LWB
     2. LCTD   NA   3. DSH      4. BTDH   NA   5. PY      6. CPFD     
Note: L -low, H-High
The APN scheduling algorithm can be fairly complicated because they take into account more parameters. In table 6 show the comparison of APN based classes of algorithm [46, 48, 15] . 
Conclusions
Parallel task scheduling is a key factor for achieving the high performance in a multiprocessor system. The multiprocessor scheduling can be explained with DAG model. A taxonomy of DAG scheduling algorithms is studied in this paper which classifies the algorithms into four categories: the UNC (unbounded number of clusters) scheduling, the BNP (bounded number of processors) scheduling, the TDB (task duplication based) scheduling, and APN (arbitrary processor network) scheduling. The objective of task scheduling is to map tasks in parallel on the multiprocessors and order their execution so that a minimum schedule length. These algorithms have been compared against each other based on the following parameters: Processors utilizations, makespan, speed up, overall performance, Normalized schedule length etc. In this survey, it has been observed that various researchers are proposed various task scheduling algorithms with heuristics. Hence, the future work will focus on developing efficient task scheduling algorithms for higher performance by applying heuristic methods and evolutionary algorithm for better optimization in the task scheduling that will reduce the schedule length. 
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