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I. INTRODUCTION

A. Motivation
This paper is motivated by the need to characterize the ability of a sensor network with randomly deployed unreliable sensor nodes to track the trajectory of a moving target in the sensor field. Since the nodes are randomly deployed, a suitable point process in a d-dimensional metric space, typically ℜ d or Z d , can be used to describe the location of the sensor nodes. In this paper we will assume a spatial Poisson process for the distribution of sensor locations. A sensor node can detect events or perform measurements over a 'sensing area' or a 'footprint.'
The coverage area of each sensor is described by a suitable sequence of random d-dimensional sets. Thus analyzing the coverage by the sensor network involves the analysis of an equivalent stochastic coverage process. Coverage analysis usually takes the form of obtaining statistics of the fraction of the volume of a d-dimensional set that is covered by k or more sensors, e.g., as
in [3] .
Tracking a moving target by a sensor network involves trajectory estimation from a sequence of position estimates of the target. The quality of the trajectory estimate will depend on the parts of the trajectory that is available for position estimates, i.e., the parts of the path that are 'covered' by the sensor network.
We will thus need to analyze the coverage of a path in the sensor field i.e., the coverage of a one dimensional set in ℜ d . More generally, we need to analyze the induced coverage of a d ′ -dimensional set, by a coverage process in d-dimensions
The sensor nodes are assumed unreliable in the sense that they toggle between two states-'available' and 'not available.' Hence some of the sensors that are covering the target as it is moving along the path could become unavailable during the coverage of the target. There are many reasons for this. A sensor could be turned off for energy saving or even energy restoration in the battery. Alternatively, a sensor may have temporarily failed. It could also be that the radio environment is such as to prevent a sensor from communicating with its neighbors, effectively making it unavailable for the sensing process. Since the nodes are unreliable, the coverage of the path during the motion of the target is a random process in time that is determined by the switching of the sensor states that could have covered the path. Thus we need to explicitly model the temporal behavior of the induced-coverage process of the path.
As we have mentioned earlier, tracking or trajectory estimation algorithms require a sequence of position estimates. Position estimators will require that at the instant that the estimate is being obtained, it has to be 'covered' by k or more sensors with the value of k being determined by the estimator used. Thus the temporal behavior of the induced k-coverage process of a point moving along the path is of interest.
B. The Markov-Boolean Model
Let P := {X i , i = 1, 2, . . .} be a point process with X i ∈ ℜ d with the points X i being indexed in any systematic order. We assume that P forms a stationary spatial Poisson process in ℜ d of density λ. The points of P can be thought of as locations of sensors in a random sensor network.
Let C be a random set in ℜ d independent of P and having an arbitrary distribution. Let C i be i.i.d. copies of C; The coverage process C ≡ {X i + C i , i ≥ 1} is called the Boolean model [3] .
Now let {Y t } t∈ℜ be a {0, 1}-valued continuous time stationary process. Let {Y t i }, i ≥ 1 be i.i.d. copies of Y t . Y t i = 1 can be interpreted to mean that sensor i is 'on' at time t and is available for sensing and Y t i = 0 means that it is 'off' at time t and not available for sensing. Define the Markov-Boolean model C t := {Y t i (X i + C i ), i ≥ 1}. C t represents the coverage process by the available sensors at time t. Now, consider a straight line path L in ℜ d of length L units, and an object moving along it with a constant velocity of c units per second. The object starts moving at time t = 0. For any positive integer k, let ζ k (t) be the indicator function for the object being 'covered,' to be made more precise later, by k or more sensors at time t. The objective of this paper is to characterize the ζ k (t) and T 0 ζ k (t)dt.
C. Previous Work
Direct coverage with reliable nodes, where nodes are always in the 'available' state, have been elaborated in both applied mathematics and sensor network literature. See [3] for a good comprehensive first study and [1] , [6] for some recent results. In all of these, only almost sure [13] , [11] , [12] , [5] . In [13] , R is a square of side l and C are circles of unit radius. It is shown for this Boolean model, that if λ is given by
and if c l → ∞ as l → ∞, then R is almost surely asymptotically k-covered. These papers do not provide results for a fraction of ℜ d that is k-covered. Approximate results and estimates for the fraction of R that is k-covered is considered in [12] . [5] considers finite networks.
Sensor networks with unreliable sensor nodes have been studied in [10] , [4] . In [10] n unreliable sensor nodes are placed at the √ n × √ n grid points of a unit square. At any time, a sensor node is available for sensing, with probability p(n), independent of the availability of all the other nodes. C is assumed to be circle of radius r(n). It is shown that if p(n)r 2 (n) = O log n n then as n → ∞, the unit square is 1-covered with probability one. A similar problem is considered in [4] except they consider the Boolean model with C being a circle of radius r and R being the unit square. At any epoch, a sensor node may be unavailable with probability (1 − p). It is shown that if λ satisfies λpπr
for a monotonically and slowly increasing function φ(λp) then, as λ → ∞, R is almost surely
In the analysis of coverage by an unreliable sensor network at an arbitrary epoch, the stationary probability of a sensor node not being available essentially 'thins' the original deployment process and a standard analyzes with the thinned process applies. Thus (2) above is a re-statement of the result known for reliable nodes with λ replaced by λp. However, for applications like target tracking or intruder detection, we need to know the behavior of the coverage process during the movement of the target. When the sensor nodes are unreliable, a node that was sensing the object may switch from being available to becoming unavailable, or vice versa. This implies that the coverage of the point is not independent either in space or in time. Thus we need to consider the dynamics of the transitions from availability to non availability of the sensors in the spatio-temporal analysis of the coverage of the path.
The coverage of a line by a two-dimensional Boolean model was investigated in [8] . A stronglaw for the fraction of a line that is k-covered was derived and a central limit theorem for 1-coverage was derived in [8] . Other results in [8] include a strong law of large numbers for the number of vacancies in a finite line of length L, and the length-to-first 1-sense on a line of finite length L. Coverage of a line by a non homogeneous two-dimensional sensor network was considered in [7] .
D. Organization of the Paper and Summary of Results
We begin by describing the additional assumptions of the model and also deriving some preliminary results in the next section. Although our eventual interest is the characterization of the coverage of a moving point on a path by the Markov-Boolean process defined earlier, it is instructive to first consider the k-coverage of an arbitrary Borel set R ∈ ℜ d , by the Boolean model C t at an arbitrary instant. R could correspond to the operational area of the sensor network.
Specifically, in Section III we characterize 'direct' k-coverage in d-dimensions. At an arbitrary instant, let V k (R) be the volume of an arbitrary d-dimensional set R ∈ ℜ d that is not covered by k or more sensors. We obtain the following results.
• A weak law of large numbers for V k (R) (Theorem 1).
• A central limit theorem that characterizes the convergence of V k (R) (Theorem 2).
• A strong law of large numbers for V k (R). (Theorem 3).
The above are obtained assuming that the coverage areas of each of the sensors are i.i.d. random sets. We reiterate that although there has been some work on k-coverage, this process has not been studied with level of generality and detail, especially in the obtaining of the scaling laws, that we present here. In the later half of Section III we consider the special case when the coverage areas are circles of radius r. We analyze the relation between λ and r and obtain a strong law of large numbers for the critical radius required for complete k−coverage. (Theorem 5). We remark here that for the k = 1, [3] has obtained the above results and our results are an extension of these results. An approximation for
, the fraction of R that is covered by k or more sensors, is derived in [12] and more recently, [5] obtains α k in finite heterogeneous networks. For any measurable set C ⊂ ℜ d , C denotes the Lebesgue volume of C. Also, the primary interest in [4] was for α k = 1, while our results are useful to analyze the case of 0 < α k ≤ 1. This is useful in applications such as tracking ships and submarine movements by placing sonars in the ocean, the distribution is very sparse.
In Section IV we consider induced coverage at an arbitrary instant of R, a set defined in
we had left open the question of the equality between the fraction of an arbitrary area that is almost surely k-covered and the fraction of an arbitrary path that is almost surely k-sensed. In this paper we show that the equality holds. Specifically, using the results from Section III, we obtain the following results.
• A strong law of large numbers for α k of a one dimensional path in ℜ 2 (Theorem 7).
• A central limit theorem for α k of a one dimensional path in ℜ 2 (Theorem 8).
Generalizations to higher dimensions, i.e., for 1 ≤ d ′ < d, are straightforward and follow as in [8] .
Finally, in Section V, we consider Markov-Boolean model defined earlier for unreliable sensors. We analyze the path coverage for a moving target that is in the sensor field for T units of time. Without loss of generality, let this interval be (0, T ). Let V k,T be the total time in (0, T ) that the target is not tracked by k or more sensors. For pedagogic convenience we consider k = 1 and obtain the following results.
• A weak law of large numbers result for V 1,T (Theorem 9).
• A central limit theorem for V 1,T (Theorem 10).
• A strong law of large numbers result for V 1,T (Theorem 11).
The proof techniques of Sections III and IV can be combined with those of Section V to extend the results to the case of k > 1. We have separated k−coverage from the Markovian on-off dynamics to maintain clarity of exposition. Each of these two components operate independently in the computations and the expressions involving k−coverage are at times lengthy.
We remark here that the results that we obtain in Sections III and IV is essentially the kcoverage when the process P has intensity λ thinned by the stationary probability of a sensor being 'on.' These results are of independent interest without the reference to the Y t i -the former represents a significant generalization to the coverage results of [3] and other recent work, and the latter is developed because of the importance of path coverage by 'area-covering' sensors.
Hence, in Sections III and IV, we drop the reference to the thinning of P by Y t i . Finally, all of the results are also of independent interest because coverage processes have applications in military, medical and other physical processes for spatial phenomena. However, much of the discussion here will be motivated by coverage analysis of sensor networks.
II. PRELIMINARIES
The Boolean model and the Markov-Boolean models have been defined earlier. In this section we describe some additional assumptions and also provide some preliminary results. As in [3] , the C i will be called shapes to distinguish them from the sets (X i + C i ) that denotes the areas in ℜ d that are covered by the sensors.
Throughout the paper we assume that for some fixed τ > 0, almost surely x < τ < ∞ for all x ∈ C, i.e., C is almost surely contained in B 0,τ , a closed ball of radius τ centered at the origin. τ will be called the maximum radial distance of C. We will also assume that the C i have non-zero volume almost surely non-empty, i.e., C > 0 with probability 1.
For a point x ∈ ℜ d , let χ m (x) be the indicator variable that x ∈ X i + C i for exactly m points in P, i.e.,
Clearly, for a randomly deployed sensor network χ m (x) is a random variable. We obtain its characterization next. The following is easy to see.
The last equality follows from the homogeneity and symmetry of P and is just the probability that the origin is covered by m sensors and can be obtained as the probability of m Poisson points lying in C. We perform this calculation next.
Recall that C is bounded and C ⊂ B 0,τ . Place the volume B 0,τ and a random shape distributed as C centered at the origin. Distribute N points uniformly in B 0,τ . Then, for N ≥ m, conditioned on N, the probability that exactly m points lie in S has the binomial distribution,
When the sensors are deployed according to a Poisson process, N is a Poisson distributed random variable with mean λ B 0,τ . Therefore, the unconditional probability that exactly m points are in C is given by
Thus,
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be the d-dimensional volume of the part covered by at most k − 1 random sets of C, i.e.,
The indicator variable for the k-vacancy of a point x will be denoted by
Since R is arbitrary, we will omit the reference to it in the notation and write V k (R) as V k .
Recall that our interest is in the k-coverage of R, a Borel subset of
Boolean process. We derive our coverage results by analyzing the k-vacancy defined earlier. Some of the early derivations mimic that in [3] and we give it here for the sake of completeness.
From (4) and Fubini's theorem,
We now derive the variance of
Similarly, if x is not covered by X i then X i ∈ x−C c i where the superscript c denotes the standard set complement, i.e., C c = ℜ d − C. We use this to first obtain the probability that two points x 1 and x 2 are covered by exactly m and n sensors respectively which is then used to obtain the variance of V k . We make the following observations regarding the location of X i relative to points x 1 and x 2 .
• If X i covers x 1 and x 2 , then
1 has the same distribution as B 1 where
• If X i covers x 1 and not
• Similarly, if X i does not cover
We will suppress the argument of B j and B i j unless required. Observe that the B i defined above are mutually disjoint sets. Further, B 2 and B 3 will have the same distribution. Also,
We can proceed as in the derivation of (3) and (4) and consider a volume A ′ that contains
If N sensors were thrown into A ′ , the probability that (m−l) sensors cover x 1 only and (n−l) cover x 2 only and l sensors cover both
. Hence the unconditional probability that (m − l) sensors cover x 1 only and (n − l) cover x 2 only and l sensors cover both is
Hence from above calculations,
9
The last equality is obtained by realizing that E(
and
We are now ready to obtain the scaling laws by scaling the shapes by δ. Let C(δ, λ) be the Boolean model C in which the shapes are scaled by δ, i.e., the shapes have the same distribution
THEOREM 1: Consider the scaled coverage process
where
Proof: (10) follows from (6) by noting that λE( δC ) = λδ d β.
To prove the next two parts of the theorem, we first prove that VAR(V k ) → 0. For any fixed
sufficiently small values of δ. Note that δ d λ converges to a finite constant, as λ → ∞. Hence from (14), (15) and the above arguments we get λ B 1 (x 1 − x 2 ) → 0, and λ B 2 (x 1 − x 2 ) → C , almost surely, and hence Cov (χ m (x 1 ), χ n (x 2 )) → 0 as λ → ∞. This means that every term in the r.h.s. of the first equality in (8) goes to 0. Hence, by bounded convergence theorem, for
is uniformly bounded and hence VAR(V k ) → 0. By Chebyshev's inequality, this implies that
theorem on (9), we have (11) . (12) follows from (7)- (9) if λ R×R Cov (χ m (x 1 ), χ n (x 2 )) dx 1 dx 2 converges to the product of the integral on the r.h.s of (13) and ρ R e −2ρβ . This is shown below.
Making the change of variable x = x 1 and y = x 1 − x 2 in (8), we get
where,
As in the arguments above that showed that VAR(V k ) → 0, for small δ, the region of integration for the r.h.s. above is B 0,2τ . Hence,
Therefore, by dominated convergence theorem,
as λ → ∞. This proves (12) .
We now derive a central limit theorem for the k-vacancy under the same assumptions as in Theorem 1.
in distribution where σ 2 is as defined in (13) . 
where V (i) is the k-vacancy within the region A i . Under the assumptions of the theorem, as δ → 0, the cubes get finer. Further the number of spacings is less than R /(rτ δ) d . Since the volume of the 'spacings' is (τ rδ) d−1 × (2τ δ), we have From (16), we get
where the last inequality follows from (17). From the inequality above and (18), we get
From (18) and (19), we also get
Thus, for any ǫ > 0, we can choose r arbitrarily large so that VAR V (2) < ǫ, for all λ sufficiently large. Hence in order to obtain the central limit theorem that we are seeking, we need to concentrate on V (1) and obtain a central limit theorem for it. Since λVAR(V k ) → σ 2 from (12), we need to show the following.
Let n = n(λ) denote the number of cubes of side-length τ rδ in A 1 , and let D i denote the i-th
Under the scaling regime, each shape is contained in B 0,τ δ and the spacing between the cubes is 2τ δ apart, and so no shape can intersect more than one cube. Hence, given λ, the U ′ i s are independently distributed and we have
Let D be a d-dimensional cube of side τ r with the same orientation as D 1 . For any two real sequences a n , b n a n ∼ b n implies that a n /b n → 1 as n → ∞. From (7), (8) and (9) we can write
Also, by noting that
we have
Dividing both sides of the above inequality by
Recall that n is the number of cubes of side τ rδ in A 1 . Under the scaling regime of λ → ∞ and δ → 0 as δ
The first part of (22) now follows from an application of the Lyapunov's central limit theorem [2] .
We now prove the second part of (22).
The last identity above is from Cauchy-Schwarz inequality. The second part of (22) now follows from (12), (20), (21) and (24).
Our next aim is to obtain a strong law for k-vacancy under the same scaling regime as above. To obtain the required result, first note that for the k-vacancy in a unit cube D, V k (D), the expectation is given by E(V k (D)) = e −ρα k−1 j=0
. Now observe that the two scaling regimes-(1) R is fixed with λδ d → ρ and (2) δ = 1, R l = lR, and l → ∞ with sensor deployments being from a Poisson point process of intensity ρ are equivalent. See Section 3.4 of [3] for more discussion on this. We can then follow the same steps as in the proof of Theorem 3.6
in [3] and state the following theorem for the same scaling regimes as Theorem 1.
A. Complete k-Coverage
It follows from Theorem 3 that if δ d λ → ∞, then V k → 0 almost surely. However, note that Theorems 1 and 3 do not guarantee complete coverage with high probability for large enough λ. We now consider such a requirement. It is instructive to consider the case where the coverage area of each sensor is a circle. For such a process, we obtain the critical radius for complete k-coverage of R with as high probability as we wish.
Define the event Z λ (r λ ) = (V k (λ, r λ ) > 0). [13] considers an arbitrary cube of side length ℓ and for the case when the sensing area of the sensors is one, i.e., πr 2 = 1. The following inequality is derived as Theorem 1 in [13] .
Here we have taken ℓ = 1, and also included the straightforward generalization to arbitrary sensing radius 0 ≤ r ≤ 1/2. The above inequality is an extension of Theorem 3.11 of [3] for k > 1. From (25), we get the following result. THEOREM 4: Let r 2 λ = log λ+k log log λ+c(λ) πλ
Theorem 4 gives the critical radius required for complete k-coverage with probability approaching 1 in two dimensions. We now show that by taking the radius to be a bit larger than that obtained from (4), we can get a stronger and more stable complete coverage regime. The following discussion will become easier if we assume λ = n where n is an integer. To make the above notion of strong complete coverage more precise define the critical complete coverage radius as
where V k,s is the k-vacancy in the unit square.
THEOREM 5: Let d = 2, and let V k,s be the vacancy in the unit square. Let r * n be as defined above. Then, almost surely,
Remark: Let 0 < ǫ < 1. The above result implies that by taking the radius r n = (1 + ǫ) log n + k log log n πn ,
the unit square will be almost surely, completely k-covered for all n large enough. Thus, if n is large, by taking the above r n , which is larger than the one given in Theorem 2, we can ensure a complete a k-coverage regime that will not see vacancies even if the number of sensors is increased (with corresponding decrease in r n ). Further, the above result gives a strong threshold in the sense that if
then the unit square will not be completely k-covered for all large enough n, almost surely.
Proof: Suppose we show that for the choice of r n as in (28), we have Pr (Z n infinitely often ) = 0, then it follows that
On the other hand, for the choice of r n as in (29), if we show that Pr (Z c n infinitely often ) = 0, then we can conclude that
First we show (30). Take subsequence n j = j a , where a > 0 will be chosen appropriately later.
Define the events
where ζ is some constant and we use only the leading term on the right hand side of the inequality in (25).
Since n j /n j+1 → 1, as j → ∞, a simple calculation shows that Pr (Y j ) is asymptotically bounded by ζ(j + 1) −aǫ . Thus for a large enough we get ∞ j=1 Y j < ∞. By the Borel-Cantelli Lemma, Y j happens only finitely often almost surely. By the definition of Y j , this implies that Pr (Z n infinitely often ) = 0.
Similarly using the lower bound for Pr (Z n ), we can prove (31). This completes the proof of the theorem.
IV. INDUCED COVERAGE
To motivate the study of induced coverage, consider a random two-dimensional sensor network deployed for tracking targets that move along 'paths'. A typical trajectory estimation algorithm for tracking of a moving target would require that at least a specified number of, say k, sensors to provide some information, e.g., some combination of range and direction. This information is then processed to obtain point estimates of the location are obtained. The point estimates are filtered to estimate the trajectory. Clearly, the quality of the trajectory estimates will depend on the fraction of the trajectory that is being sensed by a specified minimum number of sensors, which therefore is a measure of the tracking ability of the sensor network. If the complete trajectory is not being sufficiently sensed, then we would be interested in the 'length to first sense,' i.e., the distance traveled by the target before it is sensed. An alternative interpretation of this distance is that it is the time to detect an intruder in an intrusion detection network.
The statistics discussed above are essentially those that describe the coverage of a path rather than the coverage of an area. Thus, in measuring the tracking properties of the random sensor network, we need to obtain the coverage induced on a one-dimensional path by the two-dimensional coverage process. This will be the focus in this section-we obtain k-coverage properties of paths induced by an area coverage process. Of course, direct and induced coverages will clearly be intimately related because non-trivial coverage of a two dimensional (or, more generally, d-dimensional) area will be required to obtain non-trivial coverage of a one dimensional
However the nature of this relationship, first explored in [8] , is not clear. We explore this relationship further here. We will obtain asymptotic results for the k-coverage process of the one dimensional path under the same limiting regime as that required for obtaining non-trivial coverage results for a two dimensional area process. Note that induced coverage in non homogeneous networks have been analyzed in [7] .
We continue to assume that the sensor nodes are deployed according to homogeneous spatial Poisson process of intensity λ. In this section we assume that the sensing area of sensor i is a circle of random radius R i . Further, we assume that R i are i.i.d. and have the same distribution as the random variable R whose density is f R (r). We also assume that f R (r) has compact support.and E(R) = β. Further, without loss of generality, we assume that the radius has support
We analyze the properties of the k-coverage process on an arbitrary straight line path.
While the straight line path was chosen for simplicity, the asymptotic scaling laws that we derive are applicable to curvilinear paths too.
A. Sensing Process on a Straight Line Path
We begin by deriving the sensing process induced on a straight line path. We omit the proofs in this section for they follow as in [8] .
Let {X i } be a spatial Poisson process in ℜ 2 . Let X i = (X is shift invariant and hence, without loss of generality, we let L be one of the coordinate, say the X 1 -axis.
We construct the following point process on X 1 -axis. Mark the sensors i for which X 2 i < R i . LetX k denote the X 1 -coordinate of the k-th marked sensor. LetR k denote the sensing range on the X 1 -axis of the k-th marked sensor, i.e., the interval
axis is sensed by k-th marked sensor. Using our notation from the previous sections, we can
and the path coverage process isC ≡ {X k +C k , k ≥ 1}. The following characterization ofC is obtained in [8] .
THEOREM 6: 1) {X k } is a Poisson arrival process with intensityλ = 2λβ.
2)R k are independent ofX k and have the same distribution as the random variableR of density
Further, E R = πE(R 2 ) 4β .
3) The processC has the same law as the Boolean model where theC k = [0, 2R k ]. This allows us to invoke the results from infinite server queues.
B. k-Sensing of L
We now address the k-coverage induced on L and also the relation between the fraction of an arbitrary area that is almost surely k-covered and the fraction of the path that is almost surely kcovered. First, we quote the Theorem 2 from [8] which was derived by interpreting the coverage
is the fraction of L that is k-covered.
Then, with probability 1,
Note that the above theorem is a strong law while Theorem 1 gives us only a weak law. Now from Theorem 1 and the closing remark of previous section, we deduce that
any finite L in the limiting regime. Theorem 2 gives a central limit theorem for the length of the L that is not k-covered V k (L). We can adapt it to obtain the following central limit theorem for α k (L).
and FR(·) is the distribution function ofR from Theorem 6.
For the proof note that δλ →ρ. Also the terms in 13 simplify as
(1 − FR(y)dy).
C. Length to First k-Sense
Let LF k = inf x≥0 {x : V k (x) = 0}, i.e., LF k is the first point on the X-axis after X = 0 that is k-sensed. For the case of LF 1 this is a fairly straightforward-LF k will have an exponential distribution with meanλ. In the following, for the case of R = r, we provide an expression for the distribution of LF k which may be used for numerical calculations.
Fix 0 ≤ t ≤ L. We derive an expression for Pr (LF k (L) ≤ x) . Consider the induced Boolean
representing the intervals over which the sensors track the target trajectory.
Observe that the target can be k-sensed in [0, x] only by the sensors whose projections have left end points,X i ∈ (−2r, x]. The number of such sensors will be Poisson with intensitỹ λ x = 2λr(x + 2r). Let there be j ≥ k such sensors. This happens with probability p j = exp(−λ x )λ j x /j!. LetX 1 ≤X 2 ≤ · · · ≤X j be the ordered locations of the left end points of the covering intervals. The joint distributions of these points is that of the order statistics of j uniform random variables on (−2r, x). Let f j denote the joint density of (X 1 ,X 2 , · · · ,X j ). Let R i be i.i.d. random variables denoting the half lengths of the sensing intervals associated with theX i , i = 1, 2, . . . , j. Recall that fR is the density of theR i 's. Then,
where f j (u 1 , . . . , u j ) is the distribution of the order statistics of j uniformly distributed random variables in (0, x) and A j is the set of allowable u that can result in there being a k-covered point before x.
V. PATH COVERAGE IN THE MARKOV-BOOLEAN MODEL
Recall that {Y t } t∈ℜ is a {0, 1}-valued continuous time stationary Markov process. Let µ 0 be the transition rate from the 0-state to the 1-state and µ 1 the transition rate from 1-state to the 0-state. This of course means that in each visit, Y t is in the 0 and 1 states for exponentially distributed times with parameters µ 0 and µ 1 respectively. Then, (see [9] , Chapter 6), the stationary probability of the sensor being in state j is given by,
The time-dependent transition probabilities between the states is defined by p t (j, k) := Pr (Y s+t = k|Y s = j) for j, k ∈ {0, 1}. It can be shown that
where γ = µ 0 + µ 1 and p t (j, k) = 1 − p t (j, j) for j, k ∈ {0, 1} and j = k. Now, consider a target moving on a straight line path in ℜ d of length L units with a velocity of c units per second. As in the previous section, we will let
Since the {X i } form a homogeneous Poisson process, the coverage process is invariant under rotations. Hence, without loss of generality, we can consider the target to be moving along a coordinate axis, say X 
The effect of the transitions of Y t i makes the study of V T interesting. We first calculate the expectation and variance of V T . Since the Y t i are stationary, the expectation of V T is straightforward and is given by
The second moment of V T can be obtained from
We now evaluate this integral. Define 
. a 1 is the probability that a sensor can cover both of s 1 and s 2 and is active at either s 1 or s 2 . It is product of probabilities of a sensor lying in B 1 and making the desired transition of states. The first probability is
The second probability is obtained as follows:
Pr (a given sensor is on at s 1 or s 2 ) = Pr (the sensor is on at s 1 ) +Pr (the sensor is off at s 1 and on at s 2 )
The remaining a i s are even simpler to obtain by similar calculation. So we calculate the Pr (X 1 = 0, X 2 = 0, X 3 = 0, X 4 = N) and then take expectation over N. Hence,
Hence,
Observe from (37) that the expected coverage depends neither on the shapes of the sensing regions of the sensors or the transition probabilities of the on-off process. Their effects are picked up only in the variance of the coverage as can be seen in (38).
We can now delineate the scaling laws. Let C t (δ, λ) be the process C t in which the shapes C are scaled by δ. In addition, the parameters of the Markov chain governing the on-off process will also be made to depend δ. More precisely, let µ 1 (δ), µ 2 (δ) be such that µ 1 (δ)/µ 2 (δ) ≡ µ 1 /µ 2 for all δ. Hence the scaled stationary probability is p i (δ) ≡ p i and the scaled transition probabilities
As we shall see in the following theorems, this gives rise to different rates for the convergence of variance unlike in the case of reliable sensor networks.
We will first state the three main theorems for the Markov-Boolean model and provide their proofs after a brief discussion.
THEOREM 9: Consider the scaled coverage process C t (δ, λ). Let δ → 0 as λ → ∞ such that δ d λ → ρ where 0 ≤ ρ < ∞ and δγ(δ) → a 0 , where 0 ≤ a 0 ≤ ∞.
Let E( C 2 ) < ∞. Then,
THEOREM 10: Let the assumptions be as in Theorem 9.
• Let 0 ≤ a 0 < ∞. Then,
in distribution, as δ → 0.
• Suppose that δγ(δ) → ∞, but δγ(δ) ǫ → 0, for some ǫ > 0. Then, as δ → 0,
in distribution.
THEOREM 11: As T → ∞,
A. Discussion
The scaling δ of the shapes and increase of intensity can also be viewed as follows: If the velocity of the target increases by 1/δ, then time it shall spend in the region of a sensor shrinks by δ but it shall travel a larger distance and hence be seen by more sensors. But the sensors shall see it for a lesser amount of time. In light of this remark, one can view the scaling results in the unreliable sensor networks case as tracking of a high-velocity target in a highly fluctuating sensor network. This is rather the worst-case scenario when the sensors turn on and off very rapidly but have to track a very fast target.
Observe that
Thus when a 0 = 0, i.e., when the shapes shrink faster compared to the rates of transition of the sensors between the on and the off states, the transition probabilities have no effect in the limit. The target sees only the stationary probabilities. Transitions have an effect only when δγ(δ) → a 0 ∈ (0, ∞). Now consider the other extreme when a 0 = ∞. In this case the limiting variance of the scaled vacancy is given by,
This is the case when the transition rates are very fast compared to shrinking of the shapes, only the expected area covered by the shape matters in the limit. This implies that in the limit the effect of different sensing regions does not show up even in the second order fluctuations.
B. The Proofs
PROOF OF THEOREM 9: (39) is straightforward. For (40), as in the proof of (11) , it suffices to show that the variance converges to 0. Putting s = s 2 − s 1 in (38) and the expression for p s 2 −s 1 (0, 0) and simplifying, we get
We write the above equation in two ways, the first by replacing s by sδ and the second by substituting for s by s/γ(δ).
In both the equations, the range of integration of the inner integral goes to ∞ and the limits of the integrand is as described in (41) and (42). We can justify the convergence to limits by using the inequality e x − 1 ≤ xe x on the integrand and then use the dominated convergence theorem.
We omit the details as they have been elaborated in the proofs of corresponding results in case of k-coverage. . PROOF OF THEOREM 10: We shall first prove (43). The proof of (44) is along similar lines and we will indicate the necessary changes for the last few steps. Proofs follow the same idea used for proving the central limit theorem in case of direct k−coverage.
Choose a large constant r. Divide [0, T ] into alternating intervals of lengths rδτ (type 1) and 2δτ /c (type 2), where c is the velocity of the target. Truncate the interval containing T at T . Denote the union of type 1 intervals by A 1 and the union of type 2 by A 2 . Let the vacancies arising in A 1 be denoted by V 1 and that in A 2 by V 2 . Now,
→ 0 as r → ∞. In (45), the inner integral converges and hence it is bounded. Applying it when the range of integration is A i , we get
Hence, we need to show the following to prove the central limit theorem. 
Hence the first part of (48) follows from the Lyapunov's central limit theorem and the second part as derived in the proof of central limit theorem for k-coverage.
To prove (44), use (46) to obtain an expression for VAR(V 1 ) . Make the change of variable from s 1 to s 1 /δ. The estimate in (49), with 2(1 + ǫ) instead of 3, will be O(δγ(δ) ǫ ) which converges to 0.
PROOF OF THEOREM 11 : Choose n, m such that n + m = ⌊cT /2τ ⌋ and 0 ≤ n − m ≤ 1.
We dividing the interval [0, T ] into intervals of length 2τ /c where the number of odd numbered intervals is n and the number of even numbered intervals are m. Let U 1[s / ∈ C s ] ds, the strong law follows by noting that n/T, m/T → 1/4τ as T → ∞. .
VI. DISCUSSION AND CONCLUSION
In this paper we introduced the Markov-Boolean model for coverage and obtained scaling laws for path coverage by such a model. Towards this, in Section III we first provided weak and strong laws and also a central limit theorem for the k-coverage of an arbitrary region in ℜ d . We remark here that the other theorems of [3] could also be generalized similarly but we restrict ourselves to these two theorem as they illustrate the applications the best.
As a second step, in Section IV, we applied these results to study the k-coverage induced on a straight line path by a two-dimensional coverage process. Some useful extensions are obvious. quite straightforward and follows along the same lines as described in [8] An obvious generalization to the results of Section V would be to let Y t i have more than two states, each state representing a different sensing strength. However this will be more difficult to analyse since we don't have closed form expressions for the transition probabilities. 
