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Abstract
This paper deals with the computation of the eigenvalues of Sturm–Liouville problems with parameter dependent potential and
boundary conditions. We shall extend the domain of application of the method based on sampling theory to the case where the
classical Whittaker–Shannon–Kotel’nikov theorem is not applicable. A few numerical examples will be presented.
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1. Introduction
We shall extend the method based on sampling theory [1] (see also [2–4]) to compute the eigenvalues of Sturm–
Liouville problems with parameter dependent potential and boundary conditions (for motivations, see for example
[5,6,10,11], for more on sampling theory see [12]). Consider the Sturm–Liouville problem{−y′′ + q(x, )y = 2y, x ∈ [x0, x1],
A(y(x0), y′(x0), y(x1), y′(x1))T = 0, (1.1)
where q(x, )=q0(x)+q1(x)+q2(x)2, q0, q1, q2 are complex valued functions belonging to L1(x0, x1), the matrix
A =
(
a11 a12 a13 a14
a21 a22 a23 a24
)
has rank 2, and the aij are functions of .
Note that if the right-hand side of the differential equation is of the form 2w(x)y we can just add 2(1 − w(x))y
to both sides of the differential equation and include the w(x) term in q2(x). This fact will allow us avoid using
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the Liouville transformation [7,8,13] to eliminate the w(x) term. Note also that this will allow us tackle indeﬁnite
Sturm–Liouville problems as particular cases of this class of problems.
We introduce as usual yc(x, ) and ys(x, ) solutions off the base problems{−y′′ + q(x, )y = 2y, x ∈ (x0, x1],
y(x0) = 1, y′(x0) = 0 (1.2)
and {−y′′ + q(x, )y = 2y, x ∈ (x0, x1],
y(x0) = 0, y′(x0) = 1, (1.3)
respectively.
It is well known that if the potential q is independent of , ys(x, ) and yc(x, ) − cos((x − x0)) belong to the
Paley–Wiener space PW where  = x1 − x0 and
PW = {f entire, |f (z)|c exp[|Im z|], f ∈ L2(R)}.
The sampling method consists in recovering ys(x1, ) and yc(x1, ) − cos((x1 − x0)) using the well-known WSK
theorem.
Theorem 1 (Whittaker–Shannon–Kotel’nikov, Zayed [12]). Let f ∈ PW then
f () =
∞∑
k=−∞
f
(
k

)
sin ( − k/)
( − k/) , (1.4)
where the series converges uniformly on compact subsets of IR and also in L2d.
We shall consider in the remaining of the paper the case where the potential q depends on .
2. Main result
In what follows we shall need the known estimates.
Lemma 2. | sin z/z|1e|Im z|/(1+ |z|) and | cos z|e|Im z| where 1 is a positive constant (we may take 1 = 1.72).
We claim the following:
Theorem 3. yc(x, ), ys(x, ), y′c(x, ) and y′s(x, ) are entire as functions of  for each ﬁxed x ∈ (x0, x1] and satisfy
the growth conditions
|yc(x, )|, |ys(x, )|, |yc(x, ) − cos((x − x0))|,∣∣∣∣ys(x, ) − sin((x − x0))
∣∣∣∣ ,
|y′c(x, ) +  sin((x − x0))|, |y′s(x, ) − cos((x − x0))|0e(x)||
for some positive constant 0 and (x) = 1
∫ x
x0
|q2()| d + (x − x0) + ,  being a small positive number.
Proof. First we transform (1.2) and (1.3) into the integral equations
ys(x, ) = sin (x − x0)

+
∫ x
x0
sin (x − 	)

q(	, )ys(	, ) d	 (2.1)
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and
yc(x, ) = cos (x − x0) +
∫ x
x0
sin (x − 	)

q(	, )yc(	, ) d	, (2.2)
respectively. It is clear that ys(x, ) and yc(x, ) are entire in  for each x ∈ (x0, x1]. Using the above lemma and
multiplying by e−(x−x0)|Im | we get the result, after using Gronwall’s lemma and multiplying back by e(x−x0)|Im |, for
some positive constant 0 and (x)= 1
∫ x
x0
|q2()| d+ (x − x0)+ ,  being a small positive number. The remaining
four inequalities follow from the ﬁrst two. 
The general solution of{−y′′ + q(x, )y = 2y, x ∈ (x0, x1],
y(x0) = 
1, y′(x0) = 
2 (2.3)
and its derivative are therefore
y(x, ) = 
1yc(x, ) + 
2ys(x, ),
y′(x, ) = 
1y′c(x, ) + 
2y′s(x, ).
The boundary condition gives after separating 
1 and 
2,

1Aw1 + 
2Aw2 = 0, (2.4)
where
w1 = (1, 0, yc(x1, ), y′c(x1, ))T, (2.5)
w2 = (0, 1, ys(x1, ), y′s(x1, ))T. (2.6)
Thus, a necessary and sufﬁcient condition for  = 2 to be an eigenvalue is that  satisﬁes the characteristic equation
B() = det(Aw1|Aw2) = det[A(w1|w2)] = 0 where B is the characteristic function
B() = (a11() + a13()yc(x1, ) + a14()y′c(x1, ))(a22() + a23()ys(x1, ) + a24()y′s(x1, ))
− (a21() + a23()yc(x1, ) + a24()y′c(x1, ))(a12() + a13()ys(x1, ) + a14()y′s(x1, )). (2.7)
A central issue in Whittaker–Shannon–Kotel’nikov sampling theorem is that the functions to be recovered from their
samples must be in a Paley–Wiener space, thus they must be square integrable over the real line. Hence this theorem
is not applicable in our case. However, in a recent paper [9] the authors presented a sampling series representation for
functions which are not in L2(R). More speciﬁcally:
Theorem 4. Suppose that f is an entire function satisfying one of the following growth conditions:
(1 + |y|)|f (z)|C exp(	|x| + |y|) (2.8)
some C, , 	> 0 and any z = x + iy ∈ C.
(1 + |x|)|f (z)|C exp(	|x| + |y|) (2.9)
some C, , 	> 0 and any z = x + iy ∈ C. Then, we have a sampling series representation for f,
f (z) =
∑
n∈Z
f (n)
sin (z − n)
(z − n)
cosh(	z)
cosh(	n)
+
∑
n∈Z
f (n)
sinh 	(z − n)
	(z − n)
sin(z)
sin(n)
(2.10)
which converges uniformly on any compact subset of C, the set of complex numbers, n and n being deﬁned by
n = (2n + 1)i/2	 and n = n/.
Hence,
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Theorem 5. The functions yc(x1, ), ys(x1, ), yc(x1, )−cos((x1−x0)), ys(x1, )−sin((x1−x0))/, y′c(x1, )+
 sin((x1 − x0)), y′s(x1, ) − cos((x1 − x0)) satisfy the growth conditions (2.8) (and (2.9)) and can be recovered
from their samples using the expansion (2.10).
In view of the above theorem, the characteristic function B can be recovered using (2.7).
3. Numerical examples
In this section, we shall ﬁrst describe our method and then illustrate its effectiveness on a few examples. For all
practical purposes, the series involved are truncated as
∑N
−N for N large enough. Several values of N have been taken
to show how the absolute and relative errors depend on these values while  and 	 are related to the growth of the entire
functions involved.  and 	 were taken equal to (x1) (see Theorem 3) and left unchanged in each example.
The method presented in this paper consists of the following steps:
• Choose , 	 and N.
• Compute the sampling values ofyc(x1, )−cos((x1−x0)), ys(x1, )−sin((x1−x0))/, y′c(x1, )+ sin((x1−
x0)), y′s(x1, ) − cos((x1 − x0)) for  = n and  = n, n = −N, . . . , N where yc and ys are the solutions to
the initial value problems (1.2) and (1.3), respectively. yc and ys were computed using the Fehlberg 4–5 order
Runge–Kutta method with 20-digits accuracy.
• Recover the functions yc(x1, ) − cos((x1 − x0)), ys(x1, ) − sin((x1 − x0))/, y′c(x1, ) +  sin((x1 −
x0)), y′s(x1, ) − cos((x1 − x0)) from the above sampling values and using the truncated version of (2.10) to
n = −N, . . . , N .
• Recover the boundary function B as a function of  using (2.7).
• Compute the eigenvalues as the square of the zeros of B which were obtained using Newton’s method.
By way of illustration, we shall consider simple examples for which we can exhibit the characteristic function. This
will allow us compare our computed eigenvalues with the exact ones. Needless to say that our method does not depend
on the availability of the exact characteristic (boundary) function! We have computed only the real eigenvalues, the
complex ones can also be computed using the recovered boundary functionB. A detailed error analysis will be presented
in a future paper.
Example 3.1. Consider the Sturm–Liouville problem given by
{−y′′ + 2 cos(2x)y = 2y, x ∈ [0, 1],
y(0) = 0,
y′(0) + y(1) + ey′(1) = 0.
The general solution to the differential equation is
y(x, ) = c1 MathieuC(2, 2/2, x) + c2 MathieuS(2, 2/2, x).
Taking into account the boundary conditions we obtain at once the eigenvalues as the square of the zeros of the
characteristic equation B() = 0 where the characteristic function is given by
B() = MathieuC(2, 2/2, 0)(MathieuS(2, 2/2, 1) + MathieuSPrime(2, 2/2, 0)
+ e MathieuSPrime(2, 2/2, 1)) − MathieuS(2, 2/2, 0)(MathieuCPrime(2, 2/2, 0)
+ MathieuC(2, 2/2, 1) + e MathieuCPrime(2, 2/2, 1)).
The ﬁrst four real eigenvalues computed by our method are displayed in Table 1 along with the exact ones, their
absolute and relative errors for N = 15, 20, 25, 40. We have taken 	 =  = 1.46.
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Table 1
The ﬁrst four real eigenvalues for Example 3.1 (all with multiplicity 1) with (a) N = 15, (b) N = 20, (c) N = 25 and (d) N = 40
Index Exact Our method Absolute error Relative error
(a)
1 3.93469493825633 3.9346949382562866616 3.95792 × 10−14 1.00590 × 10−14
2 43.5201764383986 43.520176438180651186 2.17943 × 10−10 5.00788 × 10−12
3 131.033528648936 131.03353155204315893 2.90317 × 10−6 2.21555 × 10−8
4 265.281032095518 265.27426634099715049 0.006766 0.0000255
Index Our method Absolute error Relative error
(b)
1 3.9346949382563260751 1.657 × 10−16 4.21 × 10−17
2 43.520176438398315964 2.79049 × 10−13 6.4120 × 10−15
3 131.03352865016474435 1.22842 × 10−9 9.37482 × 10−12
4 265.28103084063440779 1.25488 × 10−6 4.730394 × 10−9
Index Our method Absolute error Relative error
(c)
1 3.9346949382563260710 1.698 × 10−16 4.31 × 10−17
2 43.520176438398293234 3.01780 × 10−13 6.934 × 10−15
3 131.03352865047737805 1.54105 × 10−9 1.176 × 10−11
4 265.28103008086110289 2.01466 × 10−6 7.594 × 10−9
Index Our method Absolute error Relative error
(d)
1 3.934694938256326 1.69767 × 10−16 4.31461 × 10−17
2 43.52017643839829 3.01777 × 10−13 6.93419 × 10−15
3 131.0335286504773 1.541013 × 10−9 1.17604 × 10−11
4 265.2810300809522 2.014566 × 10−6 7.59408 × 10−9
Example 3.2. Consider the Sturm–Liouville problem given by
{−y′′ + 2x2y = 2y, x ∈ [0, 1],
y(0) = 0,
y′(0) + cosh()y(1) = 0.
The characteristic function is given by
B() = 1 − 2
1−/2e−/2 cosh ()( 12 ((1 − )/2 + 2))(2/2
√
1F1((1 − )/4; 12 ;) −
√
2( 12 ((1 − )/2 + 1))H(−1)/2(
√
))
(− 1)√√( 12 ((1 − )/2 + 1))
,
where H, 1F1 and  are, respectively, the Hermite function, the hypergeometric function and the gamma function.
The ﬁrst four real eigenvalues computed by our method are displayed in Table 2 along with the exact ones, their
absolute and relative errors for N = 15, 20, 25, 40. We have taken 	 =  = 2.
Example 3.3. Consider the Sturm–Liouville problem given by
⎧⎨
⎩
−y′′ + (cos(2x) + 2H(/2 − x))y = 2y, x ∈ [0, ],
y(0) = 0,
y() = 0,
where H is the Heaviside function.
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Table 2
The ﬁrst four real eigenvalues for Example 3.2 (all with multiplicity 1) with (a) N = 15, (b) N = 20, (c) N = 25 and (d) N = 40
Index Exact Our method Absolute error Relative error
(a)
1 14.6337121993752 14.633712199374530933 6.84578 × 10−13 4.67809 × 10−14
2 58.7210793536021 58.72107935776022834 4.15807 × 10−9 7.08105 × 10−11
3 136.143278681951 136.14337404177459823 0.0000954 7.004372 × 10−7
4 245.470325193463 245.43149738304448973 0.038828 0.0001582
Index Our method Absolute error Relative error
(b)
1 14.633712199375215515 4 × 10−18 3 × 10−19
2 58.72107935360200991 1.4985 × 10−13 2.5519 × 10−15
3 136.14327626110034512 2.42085 × 10−6 1.77816 × 10−8
4 245.47135205913878133 0.00103 4.18326 × 10−6
Index Our method Absolute error Relative error
(c)
1 14.633712199375215493 1.8 × 10−17 1.3 × 10−18
2 58.72107935360214948 1.028 × 10−14 1.751 × 10−16
3 136.14327868175605377 1.9493932 × 10−10 1.43187 × 10−12
4 245.44897546123008578 0.0213497 0.00008697
Index Our method Absolute error Relative error
(d)
1 14.633712199375215493 1.8 × 10−17 1.3 × 10−18
2 58.72107935360214948 1.029 × 10−14 1.752 × 10−16
3 136.14327868175591914 1.9507 × 10−10 1.43286 × 10−12
4 245.47032526422752831 7.07648 × 10−8 2.88283 × 10−10
The solution to the initial value problem
⎧⎨
⎩
−y′′ + cos(2x)y = 0, x ∈
[
0,

2
]
,
y(0) = 0,
y′(0) = 1
is
y = MathieuS(0,
1
2 , x)
MathieuSPrime(0, 12 , 0)
so that the solution to the initial value problem
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−y′′ + cos(2x)y = 2y, x ∈
[
2
, 
]
,
y
(
2
)
= MathieuS(0,
1
2 ,/2)
MathieuSPrime(0, 12 ,0)
,
y′
(
2
)
= MathieuSPrime(0,
1
2 ,/2)
MathieuSPrime(0, 12 ,0)
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Table 3
The ﬁrst four real eigenvalues for Example 3.3 (all with multiplicity 1) with (a) N = 15, (b) N = 20, (c) N = 25 and (d) N = 40
Index Exact Our method Absolute error Relative error
(a)
1 0.86434269501877 0.8643426950185659085 2.128594 × 10−13 2.46267 × 10−13
2 9.37183835979274835 9.371838360685102595 8.92354 × 10−10 9.52166 × 10−11
3 25.3795756667664512 25.379573545530975615 2.12124 × 10−6 8.35804 × 10−8
4 49.38164317897164489 49.383764921986950500 0.002122 0.00004297
Index Our method Absolute error Relative error
(b)
1 0.8643426950187788356 6.76 × 10−17 7.83 × 10−17
2 9.371838359792461696 2.86655 × 10−13 3.05868 × 10−14
3 25.379575667465160073 6.98709 × 10−10 2.75304 × 10−11
4 49.381642456406704040 7.22565 × 10−7 1.46323 × 10−8
Index Our method Absolute error Relative error
(c)
1 0.8643426950187787682 2 × 10−19 2 × 10−19
2 9.371838359792748509 1.58 × 10−16 1.69 × 10−17
3 25.379575666766143495 3.0773 × 10−13 1.21251 × 10−14
4 49.381643179270272266 2.9863 × 10−10 6.04734 × 10−12
Index Our method Absolute error Relative error
(d)
1 0.8643426950187787680 2 × 10−19 3 × 10−19
2 9.371838359792748351 5.4 × 10−17 5.8 × 10−18
3 25.379575666766451225 5.140 × 10−14 2.0252 × 10−15
4 49.381643178971644892 2.901613 × 10−11 5.87589 × 10−13
leads to the characteristic function deﬁned by B() = y() written explicitly as
B() = B1()
B2()
,
where
B1() = MathieuC
(
2,
1
2
, 
)
MathieuSPrime
(
0,
1
2
,

2
)
MathieuS
(
2,
1
2
,

2
)
+ MathieuCPrime
(
2,
1
2
,

2
)
MathieuS
(
0,
1
2
,

2
)
MathieuS
(
2,
1
2
, 
)
− MathieuC
(
2,
1
2
, 
)
MathieuS
(
0,
1
2
,

2
)
MathieuSPrime
(
2,
1
2
,

2
)
− MathieuC
(
2,
1
2
,

2
)
MathieuS
(
2,
1
2
, 
)
MathieuSPrime
(
0,
1
2
,

2
)
and
B2() = MathieuSPrime
(
0,
1
2
, 0
)(
MathieuCPrime
(
2,
1
2
,

2
)
MathieuS
(
2,
1
2
,

2
)
−MathieuC
(
2,
1
2
,

2
)
MathieuSPrime
(
2,
1
2
,

2
))
.
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Table 4
The ﬁrst four real eigenvalues for Example 3.4 (all with multiplicity 1) with (a) N = 15, (b) N = 20, (c) N = 25 and (d) N = 40
Index Exact Our method Absolute error Relative error
(a)
1 12.823875805158 12.82387580515817138068178 6.048266 × 10−16 4.716410 × 10−17
2 68.31527217945 68.31527217946079688235713 1.260079 × 10−12 1.8445052 × 10−14
3 168.247788337931 168.2477883302912970764577 7.640195 × 10−9 4.541037 × 10−11
4 312.591748075261 312.5917109151605905772101 0.00003716 1.188774 × 10−7
Index Our method Absolute error Relative error
(b)
1 12.823875805158170749866179 2.598903 × 10−17 2.0266128 × 10−18
2 68.315272179459507277157884 2.952645 × 10−14 4.322086 × 10−16
3 168.247788337907154577594939 2.433708 × 10−11 1.446502 × 10−13
4 312.591748057825565536663468 1.743565 × 10−8 5.577769 × 10−11
Index Our method Absolute error Relative error
(c)
1 12.823875805158170749852656 2.600255 × 10−17 2.02766 × 10−18
2 68.315272179459507185789499 2.961782 × 10−14 4.33546 × 10−16
3 168.247788337906941096217785 2.455056 × 10−11 1.45919 × 10−13
4 312.591748057471629144393299 1.778958 × 10−8 5.69099 × 10−11
Index Our method Absolute error Relative error
(d)
1 12.8238758051581707498526569 2.60025 × 10−17 2.02766 × 10−18
2 68.3152721794595071857913153 2.96178 × 10−14 4.33546 × 10−16
3 168.2477883379069410995020365 2.45505 × 10−11 1.45919 × 10−13
4 312.59174805747163278859055206 1.77895 × 10−8 5.69099 × 10−11
The ﬁrst four real eigenvalues computed by our method are displayed in Table 3 along with the exact ones, their
absolute and relative errors for N = 15, 20, 25, 40. We have taken 	 =  = 3.
Example 3.4. Consider the Sturm–Liouville problem given by
{−y′′ = 2xy, x ∈ [−1, 1],
y(−1) = 0,
y(1) = 0.
The general solution to the differential equation is
y(x, ) = c1Ai(−2/3x) + c2Bi(−2/3x),
where Ai and Bi are the Airy functions solutions to y′′ − xy = 0. Taking into account the boundary conditions we
obtain at once the eigenvalues as the square of the zeros of the characteristic equation B()=0 where the characteristic
function is given by
B() = Ai(2/3)Bi(−2/3) − Ai(−2/3)Bi(2/3).
The ﬁrst four real eigenvalues computed by our method are displayed in Table 4 along with the exact ones, their
absolute and relative errors for N = 15, 20, 25, 40. We have taken 	 =  = 4.
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4. Conclusion
Sturm–Liouville problems with parameter dependent potential and boundary conditions give rise to functions which
are not square integrable over the real line. This led us in this paper to improve on the method based on sampling theory
which was originally based on the classical Whittaker–Shannon–Kotel’nikov theorem. Indeﬁnite Sturm–Liouville
problems are seen as particular cases of this class of problems. A few numerical examples were presented to illustrate
our method.
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