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Abstract
Graph neural networks (GNNs) rely on graph convolutions to extract local features
from network data. These graph convolutions combine information from adjacent
nodes using coefficients that are shared across all nodes. As a byproduct, coeffi-
cients can also be transferred to different graphs, thereby motivating the analysis
of transferability across graphs. In this paper we introduce graphon NNs as limit
objects of GNNs and prove a bound on the difference between the output of a GNN
and its limit graphon-NN. This bound vanishes with growing number of nodes if
the graph convolutional filters are bandlimited in the graph spectral domain. This
result establishes a tradeoff between discriminability and transferability of GNNs.
1 Introduction
Graph neural networks (GNNs) are the counterpart of convolutional neural networks (CNNs) to
learning problems involving network data. Like CNNs, GNNs have gained popularity due to their
superior performance in a number of learning tasks (Bronstein et al., 2017; Defferrard et al., 2016;
Gama et al., 2018; Kipf and Welling, 2017). Aside from the ample amount of empirical evidence,
GNNs are proven to work well because of properties such as invariance and stability (Gama et al.,
2019a; Ruiz et al., 2019), which are also shared with CNNs (Bruna and Mallat, 2013).
A defining characteristic of GNNs is that their number of parameters does not depend on the size (i.e.,
the number of nodes) of the underlying graph. This is because graph convolutions are parametrized
by graph shifts in the same way that time and spatial convolutions are parametrized by delays and
translations. From a complexity standpoint, the independence between the GNN parametrization and
the graph is beneficial because there are less parameters to learn. Perhaps more importantly, the fact
that its parameters are not tied to the underlying graph suggests that a GNN can be transferred from
graph to graph. It is then natural to ask to what extent the performance of a GNN is preserved when
its graph changes. The ability to transfer a machine learning model with performance guarantees is
usually referred to as transfer learning or transferability.
In GNNs, there are two typical scenarios where transferability is desirable. The first involves
applications in which we would like to reproduce a model trained on a graph to multiple other graphs
without retraining. This would be the case, for instance, of replicating a GNN model for analysis
Preprint. Under review.
ar
X
iv
:2
00
6.
03
54
8v
1 
 [c
s.L
G]
  5
 Ju
n 2
02
0
of NYC air pollution data on the air pollution sensor network in Philadelphia. The second concerns
problems where the network size changes over time. In this scenario, we would like the GNN model
to be robust to nodes being added or removed from the network, i.e., for it to be transferable in a
scalable way. An example are recommender systems based on user similarity networks in which the
user base grows by the day.
Both of these scenarios involve solving the same task on networks that, although different, can
be seen as being of the same “type”. This motivates studying the transferability of GNNs within
families of graphs that share certain structural characteristics. We propose to do so by focusing on
collections of graphs associated with the same graphon. A graphon is a bounded symmetric kernel
W : [0, 1]2 → [0, 1] that can be interpreted a a graph with an uncountable number of nodes. Graphons
are suitable representations of graph families because they are the limit objects of sequences of graphs
where the density of certain structural “motifs” is preserved. They can also be used as generating
models for undirected graphs where, if we associate nodes i and j with points ui and uj in the unit
interval, W(ui, uj) is the weight of the edge (i, j). The main result of this paper (Theorem 2) shows
that GNNs are transferable between deterministic graphs obtained from a graphon in this way.
Theorem (GNN transferability, informal) Let Φ(G) be a GNN with fixed parameters. Let Gn1
and Gn2 be deterministic graphs with n1 and n2 nodes obtained from a graphon W. Under mild
conditions, ‖Φ(Gn1)−Φ(Gn2)‖ = O(n−0.51 + n−0.52 ).
An important consequence of this result is the existence of a trade-off between transferability and
discriminability, which is related to a restriction on the passing band of the graph convolutional
filters of the GNN. Its proof is based on the definition of the graphon neural network (Section 4), a
theoretical limit object of independent interest that can be used to generate GNNs from a common
family. The interpretation of graphon neural networks as generating models for GNNs is important
because it identifies the graph as a flexible parameter of the learning architecture and allows adapting
the GNN not only by changing its weights, but also by changing the underlying graph.
The rest of this paper is organized as follows. Section 2 goes over related work. Section 3 introduces
preliminary definitions and discusses GNNs and graphon information processing. The aforementioned
contributions are presented in Sections 4 and 5. In Section 6, transferability of GNNs is illustrated in
a numerical experiment where the performance of a recommender system is analyzed for networks
of growing size. We finish with concluding remarks on Section 7. Proofs are deferred to the
supplementary material.
2 Related Work
Graphons and convergent graph sequences have been broadly studied in mathematics (Borgs et al.,
2008, 2012; Lovász, 2012; Lovász and Szegedy, 2006) and have found applications in statistics (Gao
et al., 2015; Wolfe and Olhede, 2013; Xu, 2018), game theory (Parise and Ozdaglar, 2019), network
science (Avella-Medina et al., 2018; Vizuete et al., 2020) and controls (Gao and Caines, 2018). Recent
works also use graphons to study network information processing in the limit (Morency and Leus,
2017; Ruiz et al., 2020; Ruiz et al., 2020). In particular, Ruiz et al. (2020) study the convergence of
graph signals and graph filters by introducing the theory of signal processing on graphons. The use of
limit and continuous objects, e.g. neural tangent models (Jacot et al., 2018), is also common in the
analysis of the behavior of neural networks.
A concept related to transferability is the notion of stability of GNNs to graph perturbations. This is
studied in (Gama et al., 2019a) building on stability analyses of graph scattering transforms (Gama
et al., 2019b). These results do not consider graphs of varying size. Transferability as the number
of nodes in a graph grows is analyzed in (Levie et al., 2019a), following up on the work of Levie
et al. (2019b) which studies the transferability of spectral graph filters. This work looks at graphs as
discretizations of generic topological spaces, which yields a different asymptotic regime relative to
the graphon limits we consider in this paper.
2
3 Preliminary Definitions
We go over the basic architecture of a graph neural network and formally introduce graphons and
graphon data. These concepts will be important in the definition of graphon neural networks in
Section 4 and in the derivation of a transferability bound for GNNs in Section 5.
3.1 Graph neural networks
GNNs are deep convolutional architectures with two main components per layer: a bank of graph
convolutional filters or graph convolutions, and a nonlinear activation function. The graph convo-
lution couples the data with the underlying network, lending GNNs the ability to learn accurate
representations of network data.
Networks are represented as graphs G = (V, E ,W), where V , |V| = n, is the set of nodes, E ⊆ V×V
is the set of edges andW : E → R is a function assigning weights to the edges of G. We restrict
our attention to undirected graphs, so thatW(i, j) =W(j, i). Network data are modeled as graph
signals x ∈ Rn, where each element [x]i = xi corresponds to the value of the data at node i (Ortega
et al., 2018; Shuman et al., 2013). In this setting, it is natural to model data exchanges as operations
parametrized by the graph. This is done by considering the graph shift operator (GSO) S ∈ Rn×n,
a matrix that encodes the sparsity pattern of G by satisfying [S]ij = sij 6= 0 if and only if i = j
or (i, j) ∈ E . In this paper, we use the adjacency matrix [A]ij = W(i, j) as the GSO, but other
examples include the degree matrix D = A1 and the graph Laplacian L = D−A.
The GSO effects a shift, or diffusion, of data on the network. Note that, at each node i, the operation
Sx is given by
∑
j|(i,j)∈E sijxj , i.e., nodes j shift their data values to neighbors i according to their
proximity measured by sij . This notion of shift allows defining the convolution operation on graphs.
In time or space, the filter convolution is defined as a weighted sum of data shifted through delays
or translations. Analogously, we define the graph convolution as a weighted sum of data shifted to
neighbors at most K − 1 hops away. Explicitly,
h ∗S x =
K−1∑
k=0
hkS
kx = H(S)x (1)
where h = [h0, . . . hK−1] are the filter coefficients and ∗S denotes the convolution operation with
GSO S. Because the graph is undirected, S is symmetric and diagonalizable as S = VΛVH, where
Λ is a diagonal matrix containing the graph eigenvalues and V forms an orthonormal eigenvector
basis that we call the graph spectral basis. Replacing S by its diagonalization in (1) and calculating
the change of basis VHH(S)x, we get
VHH(S)x =
K−1∑
k=0
hkΛ
kVHx = h(Λ)VHx (2)
from which we conclude that the graph convolution H(S) has a spectral representation h(λ) =∑K−1
k=0 hkλ
k which only depends on the coefficients h and on the eigenvalues of G.
Denoting the nonlinear activation function ρ, the `th layer of a GNN is written as
xf` = ρ
F`−1∑
g=1
hfg` ∗S xg`−1
 (3)
for each feature xf` , 1 ≤ f ≤ F`. The quantities F`−1 and F` are the numbers of features at the
output of layers ` − 1 and ` respectively for 1 ≤ ` ≤ L. The GNN output is yf = xfL, while the
input features at the first layer, which we denote xg0, are the input data x
g with 1 ≤ g ≤ F0. For a
more succinct representation, this GNN can also be expressed as a map y = Φ(H;S;x), where the
setH groups all learnable parameters hfg` asH = {hfg` }`,f,g .
In (3), note that the GNN parameters hfg` do not depend on n, the number of nodes of G. This means
that, once the model is trained and these parameters are learned, the GNN can be used to perform
inference on any other graph by replacing S in (3). In this case, the goal of transfer learning is for the
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model to maintain a similar enough performance in the same task over different graphs. A question
that arises is then: for which graphs are GNNs transferable? To answer this question, we focus on
graphs belonging to “graph families” identified by graphons.
3.2 Graphons and graphon data
A graphon is a bounded, symmetric, measurable function W : [0, 1]2 → [0, 1] that can be thought of
as an undirected graph with an uncountable number of nodes. This can be seen by relating nodes i
and j with points ui, uj ∈ [0, 1], and edges (i, j) with weights W(ui, uj). This construction suggests
a limit object interpretation and, in fact, it is possible to define sequences of graphs {Gn}∞n=1 that
converge to W.
3.2.1 Graphons as limit objects
To characterize the convergence of a graph sequence {Gn}, we consider arbitrary unweighted
and undirected graphs F = (V ′, E ′) that we call “graph motifs”. Homomorphisms of F into
G = (V, E ,W) are adjacency preserving maps in which (i, j) ∈ E ′ implies (i, j) ∈ E . There are
|V||V′| = nn′ maps from V ′ to V , but only some of them are homomorphisms. Hence, we can define
a density of homomorphisms t(F,G), which represents the relative frequency with which the motif
F appears in G.
Homomorphisms of graphs into graphons are defined analogously. Denoting t(F,W) the density of
homomorphisms of the graph F into the graphon W, we then say that a sequence {Gn} converges
to the graphon W if, for all finite, unweighted and undirected graphs F,
lim
n→∞ t(F,Gn) = t(F,W). (4)
It can be shown that every graphon is the limit object of a convergent graph sequence, and every
convergent graph sequence converges to a graphon (Lovász, 2012, Chapter 11). Thus, a graphon
identifies an entire collection of graphs. Regardless of their size, these graphs can be considered
similar in the sense that they belong to the same “graphon family”.
A simple example of convergent graph sequence is obtained by evaluating the graphon. In particular,
in this paper we are interested in deterministic graphs Gn constructed by assigning regularly spaced
points ui = (i− 1)/n to nodes 1 ≤ i ≤ n and weights W(ui, uj) to edges (i, j), i.e.
[Sn]ij = sij = W(ui, uj) (5)
where Sn is the adjacency matrix of Gn. An example of a stochastic block model graphon and of
an 8-node deterministic graph drawn from it are shown at the top of Figure 1, from left to right. A
sequence {Gn} generated in this fashion satisfies the condition in (4), therefore {Gn} converges to
W (Lovász, 2012, Chapter 11).
3.2.2 Graphon information processing
Data on graphons can be seen as an abstraction of network data on graphs with an uncountable
number of nodes. Graphon data is defined as graphon signals X ∈ L2([0, 1]) mapping points of the
unit interval to the real numbers (Ruiz et al., 2020). The coupling between this data and the graphon
is given by the integral operator TW : L2([0, 1])→ L2([0, 1]), which is defined as
(TWX)(v) :=
∫ 1
0
W(u, v)X(u)du. (6)
Since W is bounded and symmetric, TW is a self-adjoint Hilbert-Schmidt operator. This allows
expressing the graphon in the operator’s spectral basis as W(u, v) =
∑
i∈Z\{0} λiϕi(u)ϕi(v) and
rewriting TW as
(TWX)(v) =
∑
i∈Z\{0}
λiϕi(v)
∫ 1
0
ϕi(u)X(u)du (7)
where the eigenvalues λi, i ∈ Z \ {0}, are ordered according to their sign and in decreasing order
of absolute value, i.e. 1 ≥ λ1 ≥ λ2 ≥ . . . ≥ . . . ≥ λ−2 ≥ λ−1 ≥ −1, and accumulate around 0 as
|i| → ∞ (Lax, 2002, Theorem 3, Chapter 28).
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Similarly to the GSO, TW defines a notion of shift on the graphon. We refer to it as the graphon shift
operator (WSO), and use it to define the graphon convolution as a weighted sum of at most K − 1
data shifts. Explicitly,
h ∗W X =
K−1∑
k=0
hk(T
(k)
W X)(v) = (THX)(v) with
(T
(k)
W X)(v) =
∫ 1
0
W(u, v)(T
(k−1)
W X)(u)du
(8)
where T (1)W = TW and T
(0)
W = I is the identity operator (Ruiz et al., 2020). The operation ∗W stands
for the convolution with graphon W, and h = [h0, . . . , hK−1] are the filter coefficients. Using the
spectral decomposition in (7), TH can also be written as
(THX)(v) =
∑
i∈Z\{0}
K−1∑
k=0
hkλ
k
i ϕi(v)
∫ 1
0
ϕi(u)X(u)du =
∑
i∈Z\{0}
h(λi)ϕi(v)
∫ 1
0
ϕi(u)X(u)du
(9)
where we note that, like the graph convolution, TH has a spectral representation h(λ) =
∑K−1
k=0 hkλ
k
which only depends on the graphon eigenvalues and the coefficients hk.
4 Graphon Neural Networks
Similarly to how sequences of graphs converge to graphons, we can think of a sequence of GNNs
converging to a graphon neural network (WNN). This limit architecture is defined by a composition
of layers consisting of graphon convolutions and nonlinear activation functions, tailored to process
data supported on graphons. Denoting the nonlinear activation function ρ, the `th layer of a graphon
neural network can be written as
Xf` = ρ
F`−1∑
g=1
hfg` ∗W Xg`−1
 (10)
for 1 ≤ f ≤ F`, where F` stands for the number of features at the output of layer `, 1 ≤ ` ≤ L. The
WNN output is given by Y f = XfL, and the input features at the first layer, X
g
0 , are the input data
Xg for 1 ≤ g ≤ F0. A more succinct representation of this WNN can be obtained by writing it as
the map Y = Φ(H;W;X), whereH = {hfg` }`,f,g groups the filter coefficients at all layers. Note
that the parameters inH are agnostic to the graphon.
4.1 WNNs as generating models for GNNs
Comparing the GNN and WNN maps Φ(H;S;x) [cf. Section 4] and Φ(H;W;X), we see that they
can have the same set of parameters H. On graphs belonging to a graphon family, this means that
GNNs can be built as instantiations of the WNN and, therefore, WNNs can be seen as generative
models for GNNs. We consider GNNs Φ(H;Sn;xn) built from a WNN Φ(H;W;X) by defining
ui = (i− 1)/n for 1 ≤ i ≤ n and setting
[Sn]ij = W(ui, uj) and
[xn]i = X(ui)
(11)
where Sn is the GSO of Gn, the deterministic graph obtained from W as in Section 3.2, and xn
is the deterministic graph signal obtained by evaluating the graphon signal X at points ui. An
example of a WNN and of a GNN instantiated from it in this way are shown in Figure 1. Considering
GNNs as instantiations of WNNs is interesting because it allows looking at graphs not as fixed GNN
hyperparameters, but as parameters that can be tuned. In other words, it allows GNNs to be adapted
both by optimizing the weights inH and by changing the graph Gn. This makes the learning model
scalable and adds flexibility in cases where there are uncertainties associated with the graph.
Conversely, we can also define WNNs induced by GNNs. The WNN induced by a GNN Φ(H;Sn;xn)
is defined as Φ(H;Wn;Xn), and it is obtained by constructing a partition I1 ∪ . . .∪ In of [0, 1] with
5
WNN GNNH
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x8
Figure 1: Example of a graphon neural network (WNN) given by Φ(H;W;X), and of a graph
neural network (GNN) instantiated from it as Φ(H;S8;x8). The graphon W, shown on the top left
corner, is a stochastic block model with intra-community probability pcici = 0.8 and inter-community
probability pcicj = 0.2, and the graphon signal X is plotted on the bottom left corner. The graph
G8 (top right corner) and the graph signal x8 (bottom right corner) are obtained from W and X
according to (11). Note that the parameter setH is shared between the WNN and the GNN.
Ii = [(i− 1)/n, i/n] to define
Wn(u, v) = [Sn]ij × I(u ∈ Ii)I(v ∈ Ij) and
Xn(u) = [xn]i × I(u ∈ Ii) (12)
where Wn is the graphon induced by Gn and Xn is the graphon signal induced by the graph signal
xn. This definition is useful because it allows comparing GNNs with WNNs.
4.2 Approximating WNNs with GNNs
Consider GNNs instantiated from a WNN as in (11). For increasing n, Gn converges to W, so we can
expect the GNNs to become increasingly similar to the WNN. In other words, the output of the GNN
Φ(H;Sn;xn) and of the WNN Φ(H;W;X) should grow progressively close and Φ(H;Sn;xn)
can be used to approximate Φ(H;W;X). We wish to quantify how good this approximation is for
different values of n. Naturally, the continuous output Y = Φ(H;W;X) cannot be compared with
the discrete output yn = Φ(H;Sn;xn) directly. In order to make this comparison, we consider the
output of the WNN induced by Φ(H;Sn;xn), which is given by Yn = Φ(H;Wn;Xn) [cf. (12)].
We also consider the following assumptions.
AS1. The graphon W is A1-Lipschitz, i.e. |W(u2, v2)−W(u1, v1)| ≤ A1(|u2 − u1|+ |v2 − v1|).
AS2. The convolutional filters h are A2-Lipschitz and non-amplifying, i.e. |h(λ)| < 1.
AS3. The graphon signal X is A3-Lipschitz.
AS4. The activation functions are normalized Lipschitz, i.e. |ρ(x)− ρ(y)| ≤ |x− y|, and ρ(0) = 0.
Theorem 1 (WNN approximation by GNN). Consider the L-layer WNN given by Y = Φ(H;W;X),
where F0 = FL = 1 and F` = F for 1 ≤ ` ≤ L − 1. Let the graphon convolutions h(λ)
[cf. (9)] be such that h(λ) is constant for |λ| < c. For the GNN instantiated from this WNN as
yn = Φ(H;Sn;xn) [cf. (11)], under Assumptions 1 through 4 it holds
‖Yn − Y ‖L2 ≤ LFL−1
√
A1
(
A2 +
pinc
δc
)
n−
1
2 ‖X‖L2 +
A3√
3
n−
1
2
where Yn = Φ(H;Wn;Xn) is the WNN induced by yn = Φ(H;Sn;xn) [cf. (12)], nc is the
cardinality of the set C = {i | |λni | ≥ c}, and δc = mini∈C(|λi − λni+sgn(i)|, |λi+sgn(i) − λni |, |λ1 −
λn−1|, |λn1 − λ−1|), with λi and λni denoting the eigenvalues of W and Wn respectively.
From Theorem 1, we conclude that a graphon neural network Φ(H;W;X) can be approximated
with performance guarantees by the GNN Φ(H;Sn;xn) where the graph Gn and the signal xn are
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obtained from W and X as in (11). In this case, the approximation error ‖Yn−Y ‖L2 is controlled by
the transferability constant LFL−1
√
A1 (A2 + (pinc)/δc)n
−0.5 and the fixed error term A3/
√
3n.
The fixed error term is unrelated to the GNN architecture and measures the difference between the
graphon signal X and the graph signal xn. The transferability constant depends on the graphon,
the parameters of the GNN, and the size of the graph. The dependence on the graphon is given by
the Lispchitz constant A1, which is smaller for graphons with less variability. The dependence on
the architecture happens through the numbers of layers and features L and F , as well as through
the parameters of the graph convolution A2, nc and δc. Although these parameters can be tuned,
note that, in general, deeper and wider architectures have larger approximation error. For better
approximation, the convolutional filters h should have limited variability, which is controlled by
both the Lipschitz constant A2 and the length of the band [c, 1]. The number of eigenvalues nc
should satisfy nc  n (i.e. nc <
√
n) for asymptotic convergence, which is guaranteed by the fact
that the eigenvalues of WGn converge to the eigenvalues of W (Lovász, 2012, Chapter 11.6) and
therefore δc → mini∈C |λi − λi+sgn(i)|, which is the minimum eigengap of the graphon for i ∈ C.
Finally, WNNs are increasingly transferable with the size of the graph Gn, as expected from the limit
behavior of convergent graph sequences.
5 Transferability of Graph Neural Networks
The main result of this paper is that GNNs are transferable between graphs of different sizes associated
with the same graphon. This result follows from Theorem 1 by the triangle inequality.
Theorem 2 (GNN transferability). Let Gn1 and Gn2 , and xn1 and xn2 , be graphs and graph signals
obtained from the graphon W and the graphon signal X as in (11), with n1 6= n2. Consider the
L-layer GNNs given by Φ(H;Sn1 ;xn1) and Φ(H;Sn2 ;xn2), where F0 = FL = 1 and F` = F for
1 ≤ ` ≤ L− 1. Let the graph convolutions h(λ) [cf. (2)] be such that h(λ) is constant for |λ| < c.
Then, under Assumptions 1 through 4 it holds
‖Yn1 − Yn2‖L2 ≤ LFL−1
√
A1
(
A2 +
pin′c
δ′c
)(
n1
− 12 + n2−
1
2
)
‖X‖L2 +
A3√
3
(
n
− 12
1 + n
− 12
2
)
where Ynj = Φ(H;Wnj ;Xnj ) is the WNN induced by ynj = Φ(H;Snj ;xnj ) [cf. (12)],
n′c = maxj∈{1,2} |Cj | is the maximum cardinality of the sets Cj = {i | |λnji | ≥ c}, and
δ′c = mini∈Cj ,j∈{1,2}(|λi − λnji+sgn(i)|, |λi+sgn(i) − λ
nj
i |, |λ1 − λnj−1|, |λnj1 − λ−1|), with λi and
λ
nj
i denoting the eigenvalues of W and Wnj respectively.
Theorem 2 compares the vector outputs of the same GNN (with same parameter set H) on Gn1
and Gn2 by bounding the L2 norm difference between the graphon neural networks induced by
yn1 = Φ(H;Sn1 ;xn1) and by yn2 = Φ(H;Sn2 ;xn2). This result is useful in two important ways.
First, it means that, provided that its design parameters are chosen carefully, a GNN trained on a
given graph can be transferred to multiple other graphs in the same graphon family with performance
guarantees. This is desirable in problems where the same task has to be replicated on different
networks, because it eliminates the need for retraining the GNN on every graph. Second, it implies
that GNNs are scalable, as the graph on which it is trained can be smaller than the graphs on which
it is deployed, and vice-versa. This is helpful in problems where the graph size can change, e.g.
recommender systems with a growing customer base. In this case, the advantage of transferability is
mainly that training GNNs on smaller graphs is easier than training them on large graphs.
When transferring GNNs between graphs, the performance guarantee is measured by the transfer-
ability constant LFL−1
√
A1(A2 + pin
′
c/δ
′
c)(n1
−0.5 + n2−0.5) and the fixed error term A3(n−0.51 +
n2
−0.5)/
√
3. The fixed error term measures the difference between the graph signals xn1 and xn2
through their distance to the graphon signal X . Therefore, its contribution is small if both signals
are associated with the same data model. The transferability constant depends on the the graphs
Gn1 and Gn2 and, implicitly, on the graphon through the Lipschitz constant A1, which measures
its variability. It also depends on the width F and depth L of the GNN, and on the convolutional
filter parameters A2, n′c and δ
′
c. These are design parameters, which can be tuned. In particular, if
we make n′c <
√
n1, Theorem 2 implies that a GNN trained on the graph Gn1 is asymptotically
transferable to any graph Gn2 in the same family where n2 > n1. This is because, as n1, n2 →∞,
the term δ′c → mini∈Cj ,j∈{1,2} |λi − λi+sgn(i)|, which is a fixed eigengap of W. On the other hand,
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Figure 2: Relative RMSE difference on the test set for the GNNs Φ(H;Wn;Xn) and
Φ(H;WU ;XU ). Average over 50 random splits. Error bars have been scaled by 0.5.
the restriction on n′c reflects a restriction on the passing band of the graph convolutions, suggesting a
trade-off between the transferability and discriminability of GNNs.
6 Numerical Results
To illustrate Theorem 2, we simulate the problem of transferring a GNN-based recommender system
between user networks of different sizes using the MovieLens 100k dataset (Harper and Konstan,
2016). This dataset contains 100,000 integer ratings between 1 and 5 given by U = 943 users to
M = 1682 movies. Each user is seen as a node of a user similarity network, and the collection of
user ratings to a given movie is a signal on this graph. To build the user network, a U ×M matrix R
is defined where [R]um is the rating given by user u to movie m, or 0 if this rating does not exist.
The proximity between users ui and uj is then calculated as the pairwise correlation between rows
rui = [R]ui: and ruj = [R]uj :, and each user is connected to its 40 nearest neighbors. The graph
signals are the columns vectors rm = [R]:m consisting of the user ratings to movie m.
Given a network with n users, we implement a GNN1 with the goal of predicting the ratings given by
user 405, which is the user who has rated the most movies in the dataset (737 ratings). This GNN has
L = 1 convolutional layer with F = 32 and K = 5, followed by a readout layer at node 405 that
maps its features to a one-hot vector of dimension C = 5 (corresponding to ratings 1 through 5). To
generate the input data, we pick the movies rated by user 405 and generate the corresponding movie
signals by "zero-ing" out the ratings of user 405 while keeping the ratings given by other users. This
data is then split between 90% for training and 10% for testing, with 10% of the training data used
for validation. Only training data is used to build the user network in each split.
To analyze transferability, we start by training GNNs Φ(Hn;Sn;xn) on user subnetworks consisting
of random groups of n = 100, 200, . . . , 900 users, including user 405. We optimize the cross-entropy
loss using ADAM with learning rate 10−3 and decaying factors β1 = 0.9 and β2 = 0.999, and keep
the models with the best validation RMSE over 40 epochs. Once the weightsHn are learned, we use
them to define the GNN Φ(Hn;SU ;xU ), and test both Φ(Hn;Sn;xn) and Φ(Hn;SU ;xU ) on the
movies in the test set. The goal here is to assess how the performance difference ‖Φ(H;Wn;Xn)−
Φ(H;WU ;XU )‖, i.e. the difference between the test RMSE obtained on the subnetwork and on the
full user network, changes with n. The evolution of the difference between these RMSEs, relative to
the RMSE obtained on the subnetworks Gn, is plotted in Figure 2 for 50 random splits. We observe
that this difference, which is proportional to ‖Φ(H;Wn;Xn)−Φ(H;WU ;XU )‖, decreases as the
size of the subnetwork increases, conforming with the transferability bound of Theorem 2.
1We use the GNN library available at https://github.com/alelab-upenn/graph-neural-networks
and implemented with PyTorch.
8
7 Conclusions
We have introduced WNNs and shown that they can be used as generating models for GNNs.
We have also demonstrated that GNNs can be used to approximate WNNs arbitrarily well, with
an approximation error that decays asymptotically with O(n−0.5). This result is used to prove
transferability of GNNs on deterministic graphs associated with the same graphon. The extent to
which a GNN is transferable depends on the graphon, the parameters of the learning architecture, and
the number of nodes of both graphs. In particular, GNN output difference decays asymptotically with
O(n−0.51 + n−0.52 ) for graph convolutional filters with small passing bands, suggesting a trade-off
between representation power and stability. Finally, GNN transferability was demonstrated in a
numerical experiment where we observe that a recommender system trained on a subnetwork of users
and deployed on the full user network is increasingly transferable with the size of the subnetwork.
Broader Impact
A very important implication of GNN transferability is allowing learning models to be replicated
in different networks without the need for redesign. This can potentially save both data and compu-
tational resources. However, since our work utilizes standard training procedures of graph neural
networks, it may inherit any potential biases present in supervised training methods, e.g. data
collection bias.
References
M. Avella-Medina, F. Parise, M. Schaub, and S. Segarra. Centrality measures for graphons: Accounting for
uncertainty in networks. IEEE Transactions on Network Science and Engineering, 2018.
C. Borgs, J. T. Chayes, L. Lovász, V. T. Sós, and K. Vesztergombi. Convergent sequences of dense graphs I:
Subgraph frequencies, metric properties and testing. Advances in Mathematics, 219(6):1801–1851, 2008.
C. Borgs, J. T. Chayes, L. Lovász, V. T. Sós, and K. Vesztergombi. Convergent sequences of dense graphs II.
multiway cuts and statistical physics. Annals of Mathematics, 176(1):151–219, 2012.
M. M. Bronstein, J. Bruna, Y. LeCun, A. Szlam, and P. Vandergheynst. Geometric deep learning: Going beyond
euclidean data. IEEE Signal Processing Magazine, 34(4):18–42, 2017.
J. Bruna and S. Mallat. Invariant scattering convolution networks. IEEE Transactions on Pattern Analysis and
Machine Intelligence, 35(8):1872–1886, 2013.
M. Defferrard, X. Bresson, and P. Vandergheynst. Convolutional neural networks on graphs with fast localized
spectral filtering. In Neural Inform. Process. Syst. 2016, Barcelona, Spain, 5-10 Dec. 2016. NIPS Foundation.
F. Gama, A. G. Marques, G. Leus, and A. Ribeiro. Convolutional neural network architectures for signals
supported on graphs. IEEE Trans. Signal Process., 67(4):1034–1049, 2018.
F. Gama, J. Bruna, and A. Ribeiro. Stability properties of graph neural networks. arXiv:1905.04497 [cs.LG],
2019a. URL https://arxiv.org/abs/1905.04497.
F. Gama, A. Ribeiro, and J. Bruna. Stability of graph scattering transforms. In Neural Inform. Process. Syst.
2019, Vancouver, BC, 8-14 Dec. 2019b. NIPS Foundation.
C. Gao, Y. Lu, and H. H. e. a. Zhou. Rate-optimal graphon estimation. The Annals of Statistics, 43(6):2624–2652,
2015.
S. Gao and P. E. Caines. Graphon control of large-scale networks of linear systems. arXiv:1807.03412
[math.OC], 2018. URL https://arxiv.org/abs/1909.01865.
F. M. Harper and J. A. Konstan. The movielens datasets: History and context. ACM Transactions on Interactive
Intelligent Systems (TiiS) - Regular Articles and Special issue on New Directions in Eye Gaze for Interactive
Intelligent Systems, 5:1–19, Jan. 2016.
A. Jacot, F. Gabriel, and C. Hongler. Neural tangent kernel: Convergence and generalization in neural networks.
In Neural Inform. Process. Syst. 2018, Montreal, QC, 3-8 Dec. 2018. NIPS Foundation.
T. N. Kipf and M. Welling. Semi-supervised classification with graph convolutional networks. In 5th Int. Conf.
Learning Representations, Toulon, France, 24-26 Apr. 2017. Assoc. Comput. Linguistics.
9
P. D. Lax. Functional Analysis. Wiley, 2002.
R. Levie, M. M. Bronstein, and G. Kutyniok. Transferability of spectral graph convolutional neural networks.
arXiv:1907.12972 [cs.LG], 2019a. URL https://arxiv.org/abs/1907.12972.
R. Levie, E. Isufi, and G. Leus, Kutyniok. On the transferability of spectral graph filters. arXiv:1901.10524
[cs.LG], 2019b. URL https://arxiv.org/abs/1901.10524.
L. Lovász. Large networks and graph limits, volume 60. American Mathematical Society, 2012.
L. Lovász and B. Szegedy. Limits of dense graph sequences. Journal of Combinatorial Theory, Series B, 96(6):
933–957, 2006.
M. W. Morency and G. Leus. Signal processing on kernel-based random graphs. In Eur. Signal Process. Conf.,
pages 365–369. IEEE, 2017.
A. Ortega, P. Frossard, J. Kovacˇevic´, J. M. F. Moura, and P. Vandergheynst. Graph signal processing: Overview,
challenges, and applications. Proceedings of the IEEE, 106(5):808–828, 2018.
F. Parise and A. Ozdaglar. Graphon games. In Proceedings of the 2019 ACM Conference on Economics and
Computation, pages 457–458. ACM, 2019.
L. Ruiz, F. Gama, G. Marques, and A. Ribeiro. Invariance-preserving localized activation functions for graph
neural networks. IEEE Trans. Signal Process., 58:127–141, Nov. 2019.
L. Ruiz, L. F. O. Chamon, and A. Ribeiro. The Graphon Fourier Transform. In 2020 IEEE International
Conference on Acoustics, Speech and Signal Processing (ICASSP), pages 5660–5664, 2020.
L. Ruiz, L. F. O. Chamon, and A. Ribeiro. Graphon signal processing. arXiv:2003.05030 [eess.SP], 2020. URL
https://arxiv.org/abs/2003.05030.
A. Seelmann. Notes on the sin 2Θ theorem. Integral Equations and Operator Theory, 79(4):579–597, 2014.
D. I. Shuman, S. K. Narang, P. Frossard, A. Ortega, and P. Vandergheynst. The emerging field of signal
processing on graphs: Extending high-dimensional data analysis to networks and other irregular domains.
IEEE Signal Process. Mag., 30(3):83–98, May 2013.
R. Vizuete, F. Garin, and P. Frasca. The Laplacian spectrum of large graphs sampled from graphons.
arXiv:2004.09177 [math.PR], 2020. URL https://arxiv.org/abs/2004.09177.
P. J. Wolfe and S. C. Olhede. Nonparametric graphon estimation. arXiv:1309.5936 [math.ST], 2013. URL
https://arxiv.org/abs/1309.5936.
J. Xu. Rates of convergence of spectral methods for graphon estimation. In Proceedings of the 35th International
Conference on Machine Learning, 2018.
Proof of Theorem 1
To prove Theorem 1, we interpret graphon convolutions as generative models for graph convolutions. Given the
graphon W(u, v) =
∑
i∈Z\{0} λiϕi(u)ϕi(v) and a graphon convolution Y = THX written as
(THX)(v) =
∑
i∈Z\{0}
h(λi)ϕi(v)
∫ 1
0
ϕi(u)X(u)du
we can generate graph convolutions yn = Hn(Sn)xn by defining ui = (i− 1)/n for 1 ≤ i ≤ n and setting
[Sn]ij = W(ui, uj)
[xn]i = X(ui)
Hn(Sn)xn = V
H
nh(Λn)V
H
nxn
(13)
where Sn is the GSO of Gn, the deterministic graph obtained from W as in Section 3.2, xn is the deterministic
graph signal obtained by evaluating the graphon signal X at points ui, and Λn and Vn are the eigenvalues
and eigenvectors of Sn respectively. It is also possible to define graphon convolutions induced by graph
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convolutions. The graph convolution yn = Hn(Sn)xn induces a graphon convolution Yn = THnXn obtained
by constructing a partition I1 ∪ . . . ∪ In of [0, 1] with Ii = [(i− 1)/n, i/n] and defining
Wn(u, v) = [Sn]ij × I(u ∈ Ii)I(v ∈ Ij)
Xn(u) = [xn]i × I(u ∈ Ii)
(THnXn)(v) =
∑
i∈Z\{0}
h(λni )ϕ
n
i (v)
∫ 1
0
ϕni (u)Xn(u)du
(14)
where Wn is the graphon induced by Gn, Xn is the graphon signal induced by the graph signal xn and λni and
ϕni are the eigenvalues and eigenfunctions of Wn.
Theorem 1 is a direct consequence of the following theorem, which states that graphon convolutions can be
approximated by graph convolutions on large graphs.
Theorem 3. Consider the graphon convolution given by Y = THX as in (9), where h(λ) is constant for
|λ| < c. For the graph convolution instantiated from TH as yn = Hn(Sn)xn [cf. (13)], under Assumptions 1
through 3 it holds
‖Y − Yn‖L2 ≤
√
A1
(
A2 +
pinc
δc
)
n−
1
2 ‖X‖L2 +
2A3√
3
n−
1
2 (15)
where Yn = THnXn is the graph convolution induced by yn = Hn(Sn)xn [cf. (14)], nc is the cardinality
of the set C = {i | |λni | ≥ c}, and δc = mini∈C(|λi − λni+sgn(i)|, |λi+sgn(i) − λni |, |λ1 − λn−1|, |λn1 − λ−1|),
with λi and λni denoting the eigenvalues of W and Wn respectively. In particular, if X = Xn we have
‖Y − Yn‖L2 ≤
√
A1
(
A2 +
pinc
δc
)
n−
1
2 ‖X‖L2 . (16)
Proof of Theorem 3. To prove Theorem 3, we need the following three propositions.
Proposition 1. Let W : [0, 1]2 → [0, 1] be an A1-Lipschitz graphon, and let Wn be the graphon induced by
the deterministic graph Gn obtained from W as in (5). The L2 norm of W −Wn satisfies
‖W −Wn‖L2([0,1]2) ≤
√
‖W −Wn‖L1([0,1]2) ≤
√
A1√
n
.
Proof. Partitioning the unit interval as Ii = [(i− 1)/n, i/n] for 1 ≤ i ≤ n (the same partition used to obtain
Sn, and thus Wn, from W), we can use the graphon’s Lipschitz property to derive
‖W −Wn‖L1(Ii×Ij) ≤ A1
∫ 1/n
0
∫ 1/n
0
|u|dudv +A1
∫ 1/n
0
∫ 1/n
0
|v|dvdu = A1
2n3
+
A1
2n3
=
A1
n3
.
We can then write
‖W −Wn‖L1([0,1]2) =
∑
i,j
‖W −Wn‖L1(Ii×Ij) ≤ n
2A1
n3
=
A1
n
which, since W −Wn : [0, 1]2 → [−1, 1], implies
‖W −Wn‖L2([0,1]2) ≤
√
‖W −Wn‖L1([0,1]2) ≤
√
A1√
n
.
Proposition 2. Let T and T ′ be two self-adjoint operators on a separable Hilbert spaceH whose spectra are
partitioned as γ ∪ Γ and ω ∪ Ω respectively, with γ ∩ Γ = ∅ and ω ∩ Ω = ∅. If there exists d > 0 such that
minx∈γ, y∈Ω |x− y| ≥ d and minx∈ω, y∈Γ |x− y| ≥ d, then
‖ET (γ)− ET ′(ω)‖ ≤ pi
2
‖T − T ′‖
d
Proof. See (Seelmann, 2014).
Proposition 3. Let X ∈ L2([0, 1]) be an A3-Lipschitz graphon signal, and let Xn be the graphon signal
induced by the deterministic graph signal xn obtained from X as in (11) and (13). The L2 norm of X −Xn
satisfies
‖X −Xn‖L2([0,1]) ≤
A3√
3n
.
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Proof. Partitioning the unit interval as Ii = [(i− 1)/n, i/n] for 1 ≤ i ≤ n (the same partition used to obtain
xn, and thus Xn, from X), we can use the Lipschitz property of X to derive
‖X −Xn‖L2(Ii) ≤
√
A23
∫ 1/n
0
u2du =
√
A23
3n3
+
A3
n
√
3n
.
We can then write
‖X −Xn‖L2([0,1]) =
∑
i
‖X −Xn‖L2(Ii) ≤ n
A3
n
√
3n
=
A3√
3n
.
We first prove the result of Theorem 3 for filters h(λ) satisfying h(λ) = 0 for |λ| < c. Using the triangle
inequality, we can write the norm difference ‖Y − Yn‖L2 as
‖Y − Yn‖L2 = ‖THX − THnXn‖L2 = ‖THX + THnX − THnX − THnXn‖L2
≤ ‖THX − THnX‖L2 (1) + ‖THn (X −Xn)‖L2 (2)
where the LHS is split between terms (1) and (2).
Writing the inner products
∫ 1
0
X(u)ϕi(u)du and
∫ 1
0
X(u)ϕni (u)du as Xˆ(λi) and Xˆ(λ
n
i ) for simplicity, we
can then express (1) as
‖THX − THnX‖L2 =
∥∥∥∥∥∑
i
h(λi)Xˆ(λi)ϕi −
∑
i
h(λni )Xˆ(λ
n
i )ϕ
n
i
∥∥∥∥∥
L2
=
∥∥∥∥∥∑
i
h(λi)Xˆ(λi)ϕi − h(λni )Xˆ(λni )ϕni
∥∥∥∥∥
L2
.
Using the triangle inequality, this becomes
‖THX − THnX‖L2 =
∥∥∥∥∥∑
i
h(λi)Xˆ(λi)ϕi − h(λni )Xˆ(λni )ϕni
∥∥∥∥∥
L2
=
∥∥∥∥∥∑
i
h(λi)Xˆ(λi)ϕi + h(λ
n
i )Xˆ(λi)ϕi − h(λni )Xˆ(λi)ϕi − h(λni )Xˆ(λni )ϕni
∥∥∥∥∥
L2
≤
∥∥∥∥∥∑
i
(h(λi)− h(λni )) Xˆ(λi)ϕi
∥∥∥∥∥
L2
(1.1)
+
∥∥∥∥∥∑
i
h(λni )
(
Xˆ(λi)ϕi − Xˆ(λni )ϕni
)∥∥∥∥∥
L2
(1.2)
where we have now split (1) between (1.1) and (1.2).
Focusing on (1.1), note that, because TW−Wn is a Hilbert-Schmidt operator, we can write the inequality
λi ≤
√∑
i |∆λi|2 = ‖W −WG‖L2 using the definition of the Hilbert-Schmidt norm. This inequality,
together with the filter’s Lipschitz property and the Cauchy-Schwarz inequality, allow us to write∥∥∥∥∥∑
i
(h(λi)− h(λni )) Xˆ(λi)ϕi
∥∥∥∥∥
L2
≤ A2‖W −Wn‖L2
∥∥∥∥∥∑
i
Xˆ(λi)ϕi
∥∥∥∥∥
L2
and, using Proposition 1, ∥∥∥∥∥∑
i
(h(λi)− h(λni )) Xˆ(λi)ϕi
∥∥∥∥∥
L2
≤ A2
√
A1√
n
‖X‖L2 . (17)
For (1.2), we use the triangle and Cauchy-Schwarz inequalities to write∥∥∥∥∥∑
i
h(λni )
(
Xˆ(λi)ϕi − Xˆ(λni )ϕni
)∥∥∥∥∥
L2
=
∥∥∥∥∥∑
i
h(λni )
(
Xˆ(λi)ϕi + Xˆ(λi)ϕ
n
i − Xˆ(λi)ϕni − Xˆ(λni )ϕni
)∥∥∥∥∥
L2
≤
∥∥∥∥∥∑
i
h(λni )Xˆ(λi)(ϕi − ϕni )
∥∥∥∥∥
L2
+
∥∥∥∥∥∑
i
h(λni )ϕ
n
i 〈X,ϕi − ϕni 〉
∥∥∥∥∥
L2
≤ 2
∑
i
‖h(λni )‖L2‖X‖L2‖ϕi − ϕni ‖L2 .
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Using Proposition 2 with γ = λi and ω = λni , we then get∥∥∥∥∥∑
i
h(λni )
(
Xˆ(λi)ϕi − Xˆ(λni )ϕni
)∥∥∥∥∥
L2
≤ ‖X‖L2
∑
i
‖h(λni )‖L2
pi‖TW − TWn‖
di
where di is the minimum between min(|λi − λni+1|, |λi − λni−1|) and min(|λni − λi+1|, |λni − λi−1|) for each
i. Since δc ≤ di for all i and ‖TW − TWn‖ ≤ ‖W −Wn‖L2 (i.e., the Hilbert-Schmidt norm dominates the
operator norm), this becomes∥∥∥∥∥∑
i
h(λni )
(
Xˆ(λi)ϕi − Xˆ(λni )ϕni
)∥∥∥∥∥
L2
≤ pi‖W −Wn‖L2
δc
‖X‖L2
∑
i
‖h(λni )‖L2
and, using Proposition 1,∥∥∥∥∥∑
i
h(λni )
(
Xˆ(λi)ϕi − Xˆ(λni )ϕni
)∥∥∥∥∥
L2
≤ pi
√
A1
δc
√
n
‖X‖L2
∑
i
‖h(λni )‖L2 .
The final bound for (1.2) is obtained by noting that |h(λ)| < 1 and h(λ) = 0 for |λ| < c. Since there are a total
of nc eigenvalues λni for which |λni | ≥ c, we get∥∥∥∥∥∑
i
h(λni )
(
Xˆ(λi)ϕi − Xˆ(λni )ϕni
)∥∥∥∥∥
L2
≤ pi
√
A1
δc
√
n
‖X‖L2nc. (18)
A bound for (2) follows immediately from Proposition 3. Since |h(λ)| < 1, the norm of the operator THn is
bounded by 1. Using the Cauchy-Schwarz inequality, we then have ‖THn(X −Xn)‖L2 ≤ ‖X −Xn‖L2 and
therefore
‖THn(X −Xn)‖L2 ≤
A3√
3n
(19)
which completes the bound on ‖Y − Yn‖L2 when h(λ) = 0 for |λ| < c. For filters in which h(λ) is a
constant for λ < c, we obtain a bound by observing that h(λ) can be constructed as the sum of two filters: an
A2-Lipschitz filter f(λ) with f(λ) = 0 for |λ| < c, and a bandpass filter g(λ) with g(λ) constant for |λ| < c
and 0 otherwise. Hence, by the triangle inequality
‖Y − Yn‖L2 = ‖THX − THn‖L2 ≤ ‖TFX − TFnXn‖L2 + ‖TGX − TGnXn‖L2 .
The bound on ‖TFX − TFn‖L2 is the one we have derived, and for ‖TGX − TGnXn‖L2 , we use |g(λ)| ≤ 1
and the fact that g(λ) is constant in [0, c] with 0 < c ≤ 1 to obtain
‖TGX − TGnXn‖L2 ≤ ‖X −Xn‖L2 ≤
A3√
3n
(20)
where the last inequality follows from Proposition 3.
Putting together (17), (18), (19) and (20), we arrive at the first result of the theorem as stated in (15). The second
result [cf. (16)] is obtained by observing that, forX = Xn, bound (2) in (19) simplifies to ‖THn(X−Xn)‖L2 =
0; and, similarly in (20), ‖TGX − TGnXn‖L2 ≤ ‖X −Xn‖L2 = 0.
Proof of Theorem 1. To compute a bound for ‖Y − Yn‖L2 , we start by writing it in terms of the last layer’s
features as
‖Y − Yn‖2L2 =
FL∑
f=1
∥∥∥XfL −Xfn,L∥∥∥2
L2
. (21)
At layer ` of the WNN Φ(H; W;X), we have
Xf` = ρ
F`−1∑
g=1
hfg` ∗W Xg`−1
 = ρ
F`−1∑
g=1
T
H
fg
`
Xg`−1

and similarly for Φ(H; Wn;Xn),
Xfn,` = ρ
F`−1∑
g=1
hfgn,` ∗W Xgn,`−1
 = ρ
F`−1∑
g=1
T
H
fg
n,`
Xgn,`−1
 .
We can therefore write ‖Xf` −Xfn,`‖L2 as∥∥∥Xf` −Xfn,`∥∥∥
L2
=
∥∥∥∥∥∥ρ
F`−1∑
g=1
T
H
fg
`
Xg`−1
− ρ
F`−1∑
g=1
T
H
fg
n,`
Xgn,`−1
∥∥∥∥∥∥
L2
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and, since ρ is normalized Lipschitz,
∥∥∥Xf` −Xfn,`∥∥∥
L2
≤
∥∥∥∥∥∥
F`−1∑
g=1
T
H
fg
`
Xg`−1 − THfg
n,`
Xgn,`−1
∥∥∥∥∥∥
L2
≤
F`−1∑
g=1
∥∥∥∥THfg
`
Xg`−1 − THfg
n,`
Xgn,`−1
∥∥∥∥
L2
.
where the second inequality follows from the triangle inequality. Looking at each feature g independently, we
apply the triangle inequality once again to get∥∥∥∥THfg
`
Xg`−1 − THfg
n,`
Xgn,`−1
∥∥∥∥
L2
≤
∥∥∥∥THfg
`
Xg`−1 − THfg
n,`
Xg`−1
∥∥∥∥
L2
+
∥∥∥∥THfg
n,`
(
Xg`−1 −Xgn,`−1
)∥∥∥∥
L2
.
The first term on the RHS of this inequality is bounded by (16) in Theorem 3. The second term can be
decomposed by using Cauchy-Schwarz and recalling that |h(λ)| < 1 for all graphon convolutions in the WNN
(Assumption 1). We thus obtain a recursion for ‖Xf` −Xfn,`‖L2 , which is given by∥∥∥Xf` −Xfn,`∥∥∥
L2
≤
F`−1∑
g=1
√
A1
(
A2 +
pinc
δc
)
n−
1
2 ‖Xg`−1‖L2 +
F`−1∑
g=1
∥∥Xg`−1 −Xgn,`−1∥∥L2 (22)
and whose first term,
∑F0
g=1 ‖Xg0 −Xgn,0‖L2 =
∑F0
g=1 ‖Xg−Xgn‖L2 , is bounded as
∑F0
g=1 ‖Xg0 −Xgn,0‖L2 ≤
F0A3/
√
3n by Proposition 3.
To solve this recursion, we need to compute the norm ‖Xg`−1‖L2 . Since the nonlinearity ρ is normalized
Lipschitz and ρ(0) = 0 by Assumption 2, this bound can be written as
∥∥Xg`−1∥∥L2 ≤
∥∥∥∥∥∥
F`−1∑
g=1
T
H
fg
`
Xg`−1
∥∥∥∥∥∥
L2
and using the triangle and Cauchy Schwarz inequalities,
∥∥Xg`−1∥∥L2 ≤
F`−1∑
g=1
∥∥∥THfg
`
∥∥∥
L2
∥∥Xg`−1∥∥L2 ≤
F`−1∑
g=1
∥∥Xg`−1∥∥L2
where the second inequality follows from |h(λ)| < 1. Expanding this expression with initial conditionXg0 = Xg
yields
∥∥Xg`−1∥∥L2 ≤ `−1∏
`′=1
F`′
F0∑
g=1
‖Xg‖L2 . (23)
and substituting it back in (22) to solve the recursion, we get∥∥∥Xf` −Xfn,`∥∥∥
L2
≤ L√A1
(
A2 +
pinc
δc
)
n−
1
2
(
`−1∏
`′=1
F`′
)
F0∑
g=1
‖Xg‖L2 +
F0A3√
3
n−
1
2 . (24)
To arrive at the result of Theorem 1, we evaluate (24) with ` = L and substitute it into (21) to obtain
‖Y − Yn‖2L2 =
FL∑
f=1
∥∥∥XfL −Xfn,L∥∥∥2
L2
≤
FL∑
f=1
(
L
√
A1
(
A2 +
pinc
δc
)
n−
1
2
(
L−1∏
`=1
F`
)
F0∑
g=1
‖Xg‖L2 +
F0A3√
3
n−
1
2
)2
.
(25)
Finally, since F0 = FL = 1 and F` = F for 1 ≤ ` ≤ L− 1,
‖Y − Yn‖L2 ≤ L
√
A1
(
A2 +
pinc
δc
)
n−
1
2FL−1 ‖X‖L2 +
A3√
3
n−
1
2 . (26)
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Proof of Theorem 2
Theorem 2 follows directly from Theorem 1 via the triangle inequality.
Proof of Theorem 2. By the triangle inequality, we can bound ‖Yn1 − Yn2‖L2 as
‖Yn1 − Yn2‖L2 = ‖Yn1 − Y + Y − Yn2‖L2 ≤ ‖Yn1 − Y ‖L2 + ‖Y − Yn2‖L2 .
Theorem 1 gives a bound for both ‖Yn1 − Y ‖L2 and ‖Y − Yn2‖L2 . Setting n′c = maxj∈{1,2} |Cj |, Cj =
{i | |λnji | ≥ c}, and δ′c = mini∈Cj ,j∈{1,2}(|λi − λ
nj
i+sgn(i)|, |λi+sgn(i) − λ
nj
i |, |λ1 − λnj−1|, |λnj1 − λ−1|), we
arrive at the theorem’s result.
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