In this paper we present an input-output point of view of certain optimal control problems with constraints on the processing of the measurement data. In particular, considering linear controllers and plant dynamics, we present solutions to the tl, 3t" and 3t2 optimal control problems under the so-called one-step delay observation sharing pattern. Extensions to other decentralized structures are also possible under certain conditions on the plant. The main message from this unified input-output approach is that, structural constraints on the controller appear as linear constraints of the same type on the Youla parameter that parametrizes all controllers, as long as the part of the plant that relates controls to measurements possesses the same offdiagonal structure required in the controller. Under this condition, l', 3t" and 3t2 optimization transform to nonstandard, yet convex problems. Their solution can be obtained by suitably utilizing the Duality, Nehari and Projection theorems respectively.
Introduction
Optimal control under decentralized information structures is a topic that, although it has been studied extensively over the last forty years or so, still remains a challenge to the control community. The early encounters with the problem date back in the fifties and early sixties under the framework of team theory (e.g., [16, 19] .) Soon it was realized that, in general, optimal decision making is very difficult to obtain when decision makers have access to private information, but do not exchange their information [37] . Nonetheless, under particular decentralized information schemes such as the partially nested information structures [12] certain optimal control problems admit trackable solutions. Several results exist by now when exchange of information is allowed with a one-step time delay (which is a special case of the partially nested information structure.) To mention only a few we refer to [ In this paper, in contrast to the state-space view-point of the works previously referenced, we undertake an input-output approach to optimal control under the quasiclassical information scheme known as the onestep delay observation sharing pattern (e.g., [2] ). Under this pattern measurement information can be exchanged between the decision makers with a delay of one time step. In the paper we define and present solutions to three optimal control problems: t', ' H* and 'H2 (or LQG) optimal disturbance rejection. The key ingredient in this approach is the transformation of the decentralization constraints on the controller to linear constraints on the Youla parameter used to characterize all controllers. Hence, the resulting problems in the input-output setting are, although nonstandard, convex. These problems resemble the ones appearing in optimal control of periodic systems when lifting techniques are employed [8,34], and can be solved by suitably utilizing the Duality, Nehari and Projection theorems respectively. Other structured control problems can also be dealt similarly provided that the part of the plant that relates controls to measurements possesses the same off-diagonal structure required in the controller. This condition is crucial in transforming linearly structural constraints. If it is satisfied, problems with n-step delay observation sharing patterns where R > 1, or with fully decentralized operation can be solved in a similar fashion.
The paper is organized as follows: section 2 provides background on input-output characterizations and on certain key theorems; section 3 defines precisely the problems of interest; section 4 provides their solution; section 5 is devoted to several concluding comments and discussions.
Problem Definition
The standard block diagram for the disturbance rejection problem is depicted in Figure 1 . In this figure, P denotes some fixed linear causal plant, C denotes the 0-7803-3970-8197 $1 0.00 0 1997 IEEE compensator, and the signals w, z , y, and U are defined as follows: w, exogenous disturbance; z , signals to be regulated; y, measured plant output; and U , control inputs to the plant. P can be thought as a four block matrix each block being a linear causal system.
In what follows we will assume that both P and C are LTI systems; we comment on this restriction on C later in section 5. Furthermore, we assume that there is a predefined information structure that the controller C has to respect when operating on the measurement signal y. The particular information structure is precisely defined in the sequel.
2.1
The one-step delay observation sharing pattern To simplify our analysis we will consider the case where the control input U and plant output y are partitioned into two (possibly vector) components zll , 212 and y1, y2 respectively, i.e., U = (u1 2 1~)~ and y = (y1 y~)~. The first two problems are deterministic: w is assumed to be any la disturbance with a = m , 2 and we are interested in minimizing the worst case ea norm of z . Namely, our objective can be stated as (OBJ,): Find C such that the resulting closed loop system is stable and also the induced norm llTtw 11 over La for a = CO, 2 is minimized.
The third problem we want to solve is stochastic: we assume that w is a stationary zero mean Gaussian white noise with E[ww*] = I and we seek to minimize the average noise power in z . This i s nothing else but a LQG problem. So our objective is stated as (OBJLQG): Find C such that the resulting closed loop system is stable and also M-1 is minimized. This assumption has the implication that the system of Figure 1 is well-posed [11, 9] . More important than this, however, is the fact that it allows for a convenient characterization of the structural constraints on the controller as we shall see in the following section.
problems defined earlier is the convenient characterization of all controllers that are in S . This is done in the sequel.
Parametrization of all stabilizing controllers and feasible maps
Since we have assumed that P is finite dimensional with a stabilizable and detectable state space description we can obtain a doubly coprime factorization (dcf) of P22 using standard formulas (e.g., [11, 36] ) i.e., having P22 associated with the state space description P22 -( A , B2, C2,D22) the coprime factorization such as in [11, 36] Fact 3.1 All la-stabilizing LTZ controllers C (possibly not in S) of P are given by
where Q E &,(la).
The above fact characterizes the set of all stabilizing controllers in terms of the so-called Youla parameter Q. The set S of interest is clearly a subset of the set implied by Fact 3.1 and is characterized by the constraint that the feedforward term of C should be block diagonal i.e.,
However, a simple characterization is possible as the following lemma indicates Lemma 3.1 All la-stabilizing controllers C in S of P are given by
where Q E &r(lQ) and Q(0) is block diagonal.
Using In fact, as it can be seen from the proof of Lemma 3.1, the constraint on Q remains unchanged even if we relax Assumption 2.2 to requiring a block diagonal 0 2 2 instead of 0 2 2 = 0 (which is of course block diagonal.) More generally, as long as P22 has the same offdiagonal structure as the one required on C , then the Youla parameter Q will have to have the same structure. Hence, structural constraints on C transform to linear structural constraints on Q via the parametrization of Fact 3.1 provided P22 satisfies the same structural constraints as C. If on the other hand Assumption 2.2 is completely relaxed allowing for fully populated D22, then, the constraints on Q will no longer be linear or convex and hence the resulting optimization problem is hard t o solve.
Equivalent problem formulation
We start solving the problems stated in Lemma 3.2
by first trying to transform the constraints on Q(0)
to constraints on the closed loop. As a first step, we perform an inner outer factorization [ll] for U , V to obtain
where the subscript i stands for "inner" and o for "outer"; i.e.
, U ? ( X -l ) U i ( X ) = I and K(A-')GT(X) =
I . We will also make the simplifying technical assumption that U ( X ) , V ( X ) do not lose rank on the unit circle 
Concluding Remarks
In this paper we presented the solutions to the optimal l l , 'Xm and 3t2 disturbance rejection problems in the case of a one-step delay observation sharing pattern.
We took an input-output point of view that enabled us to convert structural constraints on the controller to linear constraints on the Youla parameter characterizing all possible controllers. In the optimal l1 disturbance rejection problem, the key observation was that we can obtain a finite number of linear constraints (functionals) to account for the constraint on the Youla parameter. These functionals combined with the functionals of the unconstrained problem can be used exactly as in the standard l1 problem t o yield a tractable linear programming problem. The 3tm problem was solved using the Nehari's theorem whereas in the 'H2
problem the solution was obtained using the Projection theorem. In particular, the 'H* problem was solved by modifying the standard Nehari's approach in order to account for the additional constraint on the compensator. This modification yielded a finite dimensional convex optimization problem over a convex set that needs to be solved beforc applying the standard solution to the Nehari problem. The solution t o the above convex finite dimensional problem can be obtained easily using standard programming techniques. In the x 2 case the solution was obtained from the optimal (standard) unconstrained problem by projecting only the feedforward term of the standard solution to the allowable subspace.
It should be realized that the key element in obtaining convex problems through the Youla parametrization approach was thc assumption that, the part of plant that connects controls to measurements, i.e., P22 in Figure 1 , has the same structure as the one that is required in the controller, i.e., a block diagonal feedthrough term. This is what makes the key Lemma 3.1 work. Note also that the other parts of the plant, i.e., P11, P12 and P21 can have arbitrary structure. then, the same methods presented herein are applicable. For example, if P22 is of the form where A is the unit right shift operator (i.e., the unit delay) and mij are nonnegative integers, then any imposed controller structure of the form can be dealt similarly as long as 1212 5 m12 and n21 5 mgl. This can be for a example the case of observation patterns with multiple delays. For this type of problems one can use lifting techniques (e.g., [13, 8, 34] ) as a preliminary step to transform the problem to an equivalent one that imposes linear structural constraints only on the feedthrough term of the lifted controller. This latter problem is similar to the one-step delay observation sharing pattern dealt in this work. Also, the fully decentralized case where nij = mij = CO for some i , j is a convex problem; yet, one needs to resort to approximating schemes since the number of structural constraints in now infinite. One such approach will be to solve the problem for naj = N < CO to obtain a (super)optimal Youla parameter Q N . Then let N grow sufficiently to get arbitrarily close to the optimal performance. This generates an increasing sequence of lower bounds on the optimal performance. Moreover, one can get a sequence of upper bounds by using a truncated Q N , i.e., l I N Q~, which completely satisfies the structural constraints. Hence, one can get arbitrarily close to the optimal with ariori accuracy. However, the convergence details of such an approach need to be further investigated.
In the development herein we assumed that the admissible controllers were LTI. This may or may not be restrictive depending on the particular measure of interest. For the X 2 , or more precisely LQG, problem for example, it is well known (e.g., [la] ) that it admits a linear optimal solution. A similar result has not established so far for the 'Hm case with state-space methods; yet there are related results (e.g., [10, 30, 29] ) that can possibly lead to such a conclusion. Using input-output averaging arguments however [23] , it can be shown that the optimal controller is indeed linear. For the @ problem it can be shown that, in the unconstrained case, nonlinear controllers may [31] outperform linear ones. Thus, it seems likely that this will be the case for the constrained problem as well. Nonetheless, in both the 7 -P and problems one can show using the exact same arguments as in [23] that linear time varying controllers do not outperform LTI ones.
In addition to purely discrete time problems, sampled data (i.e., continuous plant-discrete controller) problems with the same information patterns can also be dealt in a similar fashion using generalized lifting methods [35] . Also, problems involving decentralized constraints on more than two control and output components can be considered in an analogous manner.
The input-output approach presented herein for optimal control design provides an interesting and unifying point of view of certain standard problems with quasiclassical information patterns. However, it is not clear whether it can lead to a trackable synthesis method in the case of nonclassical information structures. The work in [32] for the fully decentralized case using such an approach is promising and could be useful in computing (near) optimal performance levels. More work is still needed however to investigate the benefits, if any, of input-output methods. It is hoped that these techniques can complement existing state-space approaches (e.g., [17, 33] ) to decentralized design. 5 
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