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Abstract
In this paper, we generalise the construction of the Bloch-Kato exponential map to complete discrete
valuation fields of mixed characteristic (0, p) whose residue fields have a finite p-basis. As an application
we prove an explicit reciprocity law, generalising The´ore`me IV.2.1 in [CC99]. This result relies on the
calculation of the Galois cohomology of a p-adic representation V in terms of its (φ,G)-module.
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1 Introduction
1.1 Statement of the main results
Throughout this paper, let p be an odd prime. Let BdR and Bmax be the period rings of Fontaine [Fon90],
and let V be a de Rham representation of GF , where F is a finite extension of Qp and GF denotes its absolute
Galois group. In [BK90], Bloch and Kato have constructed an exponential map
expF,V : DdR(V )→ H
1(F, V ), (1)
which is obtained by taking GF -cohomology of the fundamental exact sequence
0 ✲ V ✲ V ⊗Qp B
φ=1
max
✲ V ⊗Qp BdR/B
+
dR
✲ 0.
The Bloch-Kato exponential map is the composition of the connecting homomorphism DdR(V )/D
+
dR(V ) →
H1(F, V ) and the quotient map DdR(V )→ DdR(V )/D
+
dR(V ). If V = Qp ⊗Zp T , where T is the p-adic Tate
module of a p-divisible group G defined over F , then V is a de Rham representation of GF , and expF,V
agrees with the exponential map on the tangent space of G: as shown in Section 3.10.1 in [BK90], there is
a commutative diagram
tan(G(F ))
expG✲ Q⊗Z G(OF )
DdR(V )/D
+
dR(V )
∼=
❄ expF,V
✲ H1(F, V )
δ
❄
where δ is the Kummer map. The cup product gives a perfect pairing
H1(F, V )×H1(F, V ∗(1))
∪
✲ H2(F,Qp(1)) ∼= Qp,
and one can use it to ‘dualise’ (1) to obtain the dual exponential map
exp∗F,V : H
1(F, V ∗(1)) ✲ DdR(V
∗(1)).
An important application of the dual exponential map is the explicit reciprocity law of Cherbonnier and
Colmez (The´ore`me IV.2.1 in [CC99]): An unpublished theorem of Fontaine (c.f. The´ore`me II.1.3 in [CC99])
states that the group lim
←−
H1(Fn, V ), where the inverse limit is taken with respect to the corestriction maps
in the cyclotomic tower, is canonically isomorphic to a submodule of the overconvergent (φ,Γ)-module of
V . The´ore`me IV.2.1 in [CC99] shows that if V is a de Rham representation of GF , then the inverse of this
isomorphism can be described in terms of the dual exponential map.
In this paper, we generalise the Bloch-Kato exponential map to discrete valuation fields of mixed charac-
teristic with imperfect residue field. Let L be such a field with residue field kL. Assume that [kL : k
p
L] = p
d−1.
Kato [Kat99] and Brinon [Bri06] have defined analogues of Fontaine’s rings of periods for the imperfect residue
field case, and in [Bri06] Brinon shows the existence of a fundamental exact sequence
0 ✲ V ✲ V ⊗Qp B
∇φ=1
max
✲ V ⊗Qp B
∇
dR/B
∇+
dR
✲ 0, (2)
where B∇dR/B
∇+
dR has the exact resolution
0 ✲ V ⊗Qp B
∇
dR/B
∇+
dR
✲ V ⊗Qp BdR/Fil
0
BdR
∇
✲ V ⊗Qp BdR/Fil
−1
BdR ⊗K Ω
1
K
∇
✲ . . .
∇
✲ V ⊗Qp BdR/Fil
1−d
BdR ⊗K Ω
d−1
K
✲ 0.
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In Section 5, we define de Rham cohomology groups HidR(V ) for any p-adic representation V of GL, and
we show that (2) gives rise to exponential maps
exp(i),L,V : H
i−1
dR (V )⊕H
i
dR(V )
✲ Hi+1(L, V ) (3)
for 1 ≤ i ≤ d. Analogous to the classical case, one can dualise (3) to obtain dual exponential maps
exp∗(i),K,V : H
d+1−i(L, V ∗(d)) ✲ Hd−idR (V
∗(d)) ⊕Hd−i−1dR (V
∗(d)).
In the case when V ∼= Qp ⊗Zp T , where T is the p-adic Tate module of a p-divisible group G defined over L,
the Hodge-Tate weights of V are contained in the set {0, 1}, which implies that exp(i),L,V and exp
∗
(i),L,V are
the zero maps unless i = 0, 1. Furthermore, one can show that exp(0),L,V agrees via the Kummer map with
the exponential map on the tangent space of G. We will study this case in detail in a forthcoming paper.
As an application of this construction, we prove the following result, which can be seen as a generalisation
of The´ore`me II.1.3 in [CC99].
Theorem 1.1. Let V be a de Rham representation of GL. Then for n≫ 0 and for all 1 ≤ i ≤ d, we have a
commutative diagram
Hi(GL,D
†,n(V )ψ=1)
φ−n
✲ Hi(L,B∇dR ⊗ V )
Hi(L, V )
δ(i)
❄ exp∗(d−i),V ∗(d),K
✲ Hi−1dR (V )⊕H
i
dR(V )
∼=
❄
The map δ(i) will be defined in Section 6.3.
The construction of the maps δ(i) relies on the calculation of the Galois cohomology groups Hi(L, V )
in terms of the (φ,GL)-module of V : if C
•(D(V )) denotes the continuous cochain complex calculating the
GL-cohomology of D(V ), then by Theorem 3.3 in [AI07] the absolute Galois cohomology of V is isomorphic
to the cohomology of the mapping cone T •φ (D(V )) of C
•(D(V ))
φ−1
✲ C•(D(V )). If L is a finite extension of
Qp, then GL is isomorphic to an open subgroup of Zp and hence topologically generated by one element,
which makes the mapping cone T •φ (D(V )) comparatively easy to handle (c.f. [Her98]). In the general case
however, the groupGL is a non-commutative p-adic Lie group of dimension dimL. In Section 6.2 we calculate
the GL-cohomoloy of D(V ) via the Koszul complex, which enables us to prove the crucial result that the
submodule D(V )ψ=0 has trivial GL-cohomology (c.f. Proposition 6.8). As an application, we show that the
Galois cohomology of V is also be calculated via the complex T •ψ (D(V )), where ψ is a left inverse of φ.
In a forthcoming paper, we shall generalise the results of this paper to the relative situation (c.f. [And06]).
Acknowledgements. I am very grateful to Guido Kings for his interest and for his invitation to Regensburg
in Spring 2007 when the results of this paper were proven. I also thank James Cranch for answering my
questions about the Koszul complex and David Lo¨ffler for many useful discussions and for the careful reading
of the manuscript.
1.2 Notation
• If A is perfect ring of characteristic p, denote by W (A) its ring of Witt vectors. For a ∈ A, denote by
[a] ∈W (A) its Teichmu¨ller representative.
• For a field F , denote by OF its ring of integers. If F is a local field of characteristic 0, denote by kF
its residue field. Also, denote by F¯ a separable closure of F .
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• For a local field K of mixed characteristic (0, p), denote by CK the completion of an algebraic closure
of K. Also, denote by Cp the completion of an algebraic closure of Qp.
• We denote by vp the p-adic valuation on Q¯p and by |∼|p the induced norm, normalised as | p |p= p
−1.
• LetG be a profinite group andM a topological abelian group with a continuousG-action. ByH•(G,M)
we always mean continuous group cohomology. Write C•(G,M) for the continuous cochain complex
with coefficients in M (c.f. Section II.3 in [NSW00]).
• Let K be a field and K¯ a separable closure. If M is an abelian group with a continuous action of
Gal(K¯/K), denote by Hi(K,M) the ith Galois cohomology group Hi(Gal(K¯/K),M).
• For a profinite group G, denote by Λ(G) its Iwasawa algebra, which is defined as the inverse limit
lim
←−
Zp[G/U ], where U runs over all open normal subgroups of G.
2 The Iwasawa tower
Let L be a complete discrete valuation field of characteristic 0 with residue field kL of characteristic p.
Suppose that [kpL : kL] = p
d−1. Let X1, . . . , Xd−1 ∈ L be a lift of a p-basis X1, . . . , Xd−1 of kL. Choose a
subfield K of L with the same residue field kL in which p is a uniformizer. Then the extension L/K is finite
of degree eL, where eL is the absolute ramification index of L. Note that if d > 1, then K is not unique.
For n ≥ 1 define Kn = K(µpn , X
1
pn
1 , . . . , X
1
pn
d−1), and let K∞ =
⋃
nKn. Let Ln = LKn and L∞ = LK∞.
Then L∞ contains the fields L
(0)
∞ = L(µp∞) and L
(i)
∞ = L
(0)
∞
(
X
1
p∞
1 , . . . , X
1
p∞
i
)
for all 1 ≤ i ≤ d − 1.
Define the Galois groups ΓL = Gal(L
(0)
∞ /L), H
(i)
L = Gal(L
(i)
∞ /L
(i−1)
∞ ) and HL = Gal(L∞/L
(0)
∞ ). Also, let
GL = Gal(L∞/L), GL = Gal(K¯/L) and HL = Gal(K¯/L∞). We identify ΓL via the quotient map with the
subgroup Gal(L∞/L
′
∞) of GL, where L
′
∞ = lim−→
L(X
1
pn
1 , . . . , X
1
pn
d−1).
Note. (1) For all 1 ≤ i ≤ d− 1, H
(i)
L
∼= Zp via some character ηi.
(2) The cyclotomic character χ identifies ΓL with an open subgroup of Z
×
p .
Lemma 2.1. We have GL ∼= ΓL ⋊ HL, so GL is a non-commutative p-adic Lie group of dimension d.
Moreover, for all 1 ≤ i < d, we have H
(i)
L
∼= Zp(1) as a Γ-module.
Let γ be a topological generator of Γ, and for all 1 ≤ i ≤ d let hi be a topological generator of Hi.
Corollary 2.2. For all 1 ≤ i ≤ d− 1, we have
γhi = h
χ(γ)
i γ.
The following standard result will be important in Section 6.2
Lemma 2.3. The Iwasawa algebra Λ(HL) is isomorphic to the power series ring Zp[[Y1, . . . , Yd−1]].
Note. If x ∈ Λ(HL), say x =
∑
I∈Zd−1 aIY
I where for I = (i1, . . . , id−1) we write Y
I for Y i11 . . . Y
id−1
d−1 , then
x is invertible in Λ(HL) if and only if a0 ∈ Z
×
p .
We write M for the unique maximal ideal of Λ(HL).
3 Theory of p-adic representations
3.1 Fields of norms
We follow the construction in [And06] and [Sch06]. Then the tower (Kn)n≥1 is strictly deeply ramified, so
there exists n0 ∈ N and 0 < |ξ|K < 1 such that for all n ≥ n0 the p-power map OKn+1/ξ → OKn/ξ is a
surjection.
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Definition. Let E+K = lim←−n≥n0
OKn/ξ, where the inverse limit is taken with respect to the p-power maps.
Then E+K is a complete discrete valuation ring of characteristic p independent of n0 and ξ. Let p¯i be a
uniformizer of E+K , and let EK = E
+
K [p¯i
−1] be the fraction field of E+K . We call EK the field of norms of
the tower (Kn). Note that EK is quipped with a natural action of GK which commutes with the Frobenius
operator φ. Let vE be the discrete valuation on EK normalised by vE(p¯i) = 1.
One can show (c.f. Section 4.3 in [And06]) that E+K is a subring of the ring E˜
+
K which is defined as follows:
Let K̂∞ be the p-adic completion of K∞, and define E˜
+
K to be the ring
E˜+K =
{
(x(0), x(1), . . . , x(i), . . . ) | x(i) ∈ K̂∞,
(
x(i+1)
)p
= x(i)
}
,
where the transition maps are defined by raising to the pth power, the multiplicative structure is induced by
the one on K̂∞ and the additive structure is defined as
(. . . , x(i), . . . ) + (. . . , y(i), . . . ) =
(
. . . , lim
in→+∞
(x(i+n) + y(i+n))p
i+n
, . . .
)
.
Let E˜+ = lim
←−
OCK , where the inverse is given by the p-power map. Then E˜
+ is a complete valuation ring,
with the ring structure defined as above, of characteristic p. Let E˜ be its field of fractions. Extend vE to a
map vE : E˜→ R ∪ {+∞} by
vE(x) = max
{
n ∈ Q | x ∈ p¯inE˜+
}
.
For every finite extension K ′ of K, EK′ is a finite separable extension of EK of degree [K
′
∞ : K∞]. Let
E =
⋃
K′ EK′ ⊂ E˜.
Theorem 3.1. There is an isomorphism of toplogical groups
Gal(E/EK) ∼= Gal(K¯/K∞).
Proof. Corollary 6.4 in [And06].
For K ′ a finite extension of K, let EK′ = E
Gal(K¯/K′∞). Note that E =
⋃
K′ EK′ .
For all n ≥ 1 let ε(n) be a primitive pnth root of unity such that
(
ε(n)
)p
= ε(n−1). Define ε =
(1, ε(1), ε(2), . . . ) and xi = (Xi, X
1
p
i , . . . ) for 1 ≤ i ≤ d − 1, which are elements in E
+
K . One can show
that ε− 1 is a uniformizer of EK . From now on, we let p¯i = ε− 1.
Proposition 3.2. We have EK ∼= kK((p¯i)). The isormorphism is given by identifying xi with the element
Xi.
Proof. See Section 2.3 in [Sch06].
3.2 (φ,GK)-modules
Define A˜K =W (E˜K) (resp. A˜) to be the ring of Witt vectors of E˜K (resp. E˜). Then A˜ is equipped with two
topologies - the strong p-adic topology, and the weak topology which is defined as follows: consider on E˜ the
topology having {p¯inE˜+} as a fundamental system of neighbourhoods of 0. On the truncated Witt vectors
Wm(E˜) we consider the product topology via the isomorphism Wm(E˜) ∼= (E˜)
m. The weak topology is then
defined as the projective limit topology W (E˜) = lim
←−m
Wm(E˜).
Proposition 3.3. There exists a subring AK of A˜K which is complete and separated for the weak topology
and is stable under the actions of GK and of Frobenius φ and such that AK/pAK ∼= EK .
Proof. Appendix C in [And06].
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Explicitly, AK can be constructed as follows: for 1 ≤ i ≤ d − 1, let Ti = [xi] be the Teichmu¨ller
representative of xi. Also, let pi = [ε]−1. Then as shown in Section 2.3 in [Sch06], the ring AK is isomorphic
to the p-adic completion OK((pi))
∧ of OK((pi)) via identifying Xi with Ti. Define A
+
K = OK [[pi]].
Definition. For a finite extension K ′ of K, define AK′ to be the unique AK-algebra lifting the finite e´tale
extension EK′ over EK . Let A be the closure of
⋃
K′ AK′ in A˜ for the p-adic topology.
Proposition 3.4. For every finite extension K ′ of K, AK′ is complete and separated for the weak topology.
Proof. Immediate from Proposition 3.3.
Corollary 3.5. As a toplogical group, AK′ is the projective limit of additive discrete p-groups.
Proof. A basis of neighbourhoods of 0 in the weak topology is given by Um,n = p
nAK′+pi
mA+K′ for m,n ≥ 0.
Then AK′ modUm,n has the discrete topology, and AK′ = lim←−
AK′/Um,n.
By construction, A is equipped with an action of HK which commutes with φ, and one can show (c.f.
Proposition 7.9 in [And06]) that for any finite extension K ′ of K one has AHK′ = AK′ . Let B = A[p
−1] and
BK′ = AK′ [p
−1].
Definition. Let Rep(GL) (resp. RepZp(GL)) be the abelian tensor category of finite dimensional Qp-vector
spaces (resp. finitely generated Zp-modules) with a continuous action of GL. Let (φ,GL) −ModBL (resp.
(φ,GK)−ModAL) be the abelian tensor category of finite dimensional vector spaces D over BL (resp. finitely
generated AL-modules) equipped with
(i) a semi-linear action of GL;
(ii) a semi-linear action of a homomorphism φ commuting with GL.
For a p-adic representation V ∈ Rep(GL) (resp. T ∈ RepZp(GL)), define
D(V ) =
(
V ⊗Zp A
)HL
(resp. D(T ) =
(
T ⊗Zp A
)HL
).
Then D(V ) is a finite dimensional vector space over BL (resp. an e´tale finitely generated AK-module)
endowed with a semi-linear action of GL = GL/HL. The homomorphism φ on A defines a semi-linear action
of φ on D(V ) commuting with the action of GL.
For an object D ∈ (φ,GL)−ModBL , define
V(D) =
(
B⊗BL D
)φ=1
(resp. V(D) =
(
A⊗AL D
)φ=1
),
which is a finite-dimensional Qp-vector space (resp. finitely generated Zp-modules) with a continuous action
of GL induced from the action of GL on A and the action of GL on D.
Definition. An element D ∈ (φ,GL) − ModAL (resp. D ∈ (φ,GL) − ModBL) is e´tale if D is generated
by φ(D) as an AL-module (resp. if D contains an e´tale AL-sublattice). Denote by (φ,GL) −Mod
e´t
AL
(resp.
(φ,GL)−Mod
e´t
BL
) the category of e´tale (φ,GL)-modules over AL (resp. BL).
Theorem 3.6. The functors D and V are inverse to each other and define an equivalence of abelian tensor
categories between Rep(GL) and (φ,GL)−Mod
e´t
BL
(resp. between RepZp(GL) and (φ,GL)−Mod
e´t
AL
).
Proof. Theorem 7.11 in [And06].
The following result will be important in Section 6.2.
Proposition 3.7. Let V ∈ RepZp(GL). As a topological group, D(V ) is the projective limit of additive
discrete p-groups.
Proof. The result follows from Corollary 3.5 since D(V ) is a finitely generated AL-module.
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3.3 Rings of periods
3.3.1 The ring BdR
Most of the results of this section are quoted from [Kat99] and [Bri06]. Define θ : B˜+ → CK by
θ :
∑
k≫−∞
pk[zk]→
∑
k≫−∞
pkz
(0)
k .
Note that θ is surjective.
Lemma 3.8. ker(θ) is a principal ideal, generated by ω = [ε]−1
[ε
1
p ]−1
.
Definition. Define B∇+dR to be the separated completion of B˜
+ for the ker(θ)-adic topology.
By Lemma 3.8, the ring B∇+dR is a discrete valuation ring with uniformizing element
t = log([ε]) =
+∞∑
k=1
(−1)k+1
(
[ε]− 1
)k
k
.
Define B∇dR = B
∇+
dR [t
−1] to be the fraction field of B∇+dR . Note that B
∇
dR is equipped with an action of GK and
a separated and exhaustive decreasing filtration fil• defined by filr B∇dR = t
rB∇+dR for r ∈ Z.
The ring homomorphism θ : A˜+ → OCK extends to a homomorphism θL : OL ⊗Z A˜
+ → OCK .
Definition. Let A(OCL/OK) be the separated completion of OL ⊗ A˜
+ for the topology defined by the ideal
generated by p and ker(θL). Let θL : A(OCK/OL)[p
−1]→ CK denote the induced homomorphism. Define B
+
dR
to be the separated completion of A(OCK/OL)[p
−1] for the ker(θL)-adic topology. Define BdR = B
+
dR[t
−1].
Notation. For 1 ≤ i ≤ d− 1, denote by ui the image of Xi ⊗ 1− 1⊗ [xi] ∈ OL ⊗Z A˜
+ in B+dR.
Proposition 3.9. The homomorphism B∇+dR [[u1, . . . , ud−1]]→ B
+
dR is an isomorphism of A˜
+-algebras.
Proof. See Proposition 2.1.7 in [Bri06].
Action of GL. The continuous action of GL on B
∇
dR extends to a continuous action on BdR, and one can show
the following results:
Lemma 3.10. We have H0(L,BdR) = L and H
0(L,B∇dR) = F , where F is the maximal algebraic extension
of Qp contained in L.
Proof. Proposition 2.1.13 in [Bri06].
A more general version of this result was proven by Kato [Kat99] (c.f. Lemma 5.1).
Filtration on BdR. Observe that B
+
dR is equipped with the filtration fil
• defined by filr B+dR = ker(θL)
r for
r ∈ N. The ideal ker(θL) is generated by t, u1, . . . , ud−1. Define a filtration Fil
• on BdR be putting
Fil0 BdR =
∞∑
n=0
t−n filn B+dR = B
+
dR[t
−1u1, . . . , t
−1ud−1],
Filr BdR = t
r Fil0 BdR for r ∈ Z.
One can show (c.f. Proposition 2.2.1 in [Bri06]) that the filtration (Filr BdR) is decreasing, separated and
exhaustive and stable under the action of GL.
Connection on BdR. By Proposition 3.9, we know that B
+
dR = B
∇+
dR [[u1, . . . , ud−1]]. For i ∈ N define
ΩiOK = lim←−
ΩiOK/Z/ p
nΩiOK/Z,
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and let ΩiK = Qp ⊗Zp Ω
i
OK
. Note that the K-vector space Ω1K has the basis {d logXi}1≤i<d, so Ω
j
K = 0 for
all j ≥ d. For 1 ≤ i ≤ d− 1, let Ni be the unique continuous B
∇+
dR -derivation on B
+
dR such that Ni(uj) = δij .
Then Ni(t) = 0, so Ni extends to a continuous B
∇
dR-derivation on BdR. Define the connection ∇ on BdR by
∇ : BdR ✲ BdR ⊗K Ω
1
K
x ✲
d−1∑
i=1
Ni(x)⊗ d log(Xi).
Lemma 3.11. We have
(
B+dR
)∇=0
= B∇+dR and
(
BdR
)∇=0
= B∇dR.
Proof. Proposition 2.2.8 in [Bri06].
Proposition 3.12. For all r ∈ Z, the connection ∇ gives an exact sequence
0→ filr B∇dR → Fil
r
BdR → Fil
r−1
BdR ⊗K Ω
1
K → · · · → Fil
r+1−d
BdR ⊗K Ω
d−1
K → 0.
Proof. Proposition (2.1.10) in [Kat99].
Corollary 3.13. The connection ∇ gives exact sequences
0→ B∇dR
✲ BdR
∇
✲ BdR ⊗K Ω
1
K
∇
✲ . . .
∇
✲ BdR ⊗K Ω
d−1
K → 0.
Proof. Immediate from Proposition 3.12 by passing to the direct limit over r.
de Rham representations. Let V be a p-adic representation of GL. Define DdR(V ) =
(
V ⊗ BdR
)GK
and
D∇dR =
(
V ⊗ B∇dR
)GK
. Then DdR(V ) (resp. D
∇
dR(V )) is a finite dimensional vector space over L (resp. over
F ) of dimension ≤ dimQp V .
Definition. A p-adic representation V of GL is de Rham if dimL DdR(V ) = dimQp V .
The vector space DdR(V ) is equipped with a filtration Fil
• and a connection ∇ : DdR(V )→ DdR(V )⊗K
Ω1K . Moreover, it follows from Lemma 3.11 that D
∇
dR(V ) =
(
DdR(V )
)∇=0
.
Notation. To simplify the notation, we will write DrdR(V ) for Fil
r
DdR(V ).
3.3.2 The ring B∇max
Let A∇max be the separated completion in the p-adic topology of the sub-A˜
+-algebra of A˜+ generated by
p−1 ker(θ). Note that t ∈ A∇max.
Definition. Define B∇+max = A
∇
max[p
−1] and B∇max = B
∇+
max[t
−1].
It is clear from the definition that Amax inherits from A˜
+ a continuous action of GK and of the Frobenius
operator φ, and it is easy to see that φ(t) = pt and g(t) = χ(g)t. These actions therefore extend to actions
of GK and φ on B
∇
max.
Lemma 3.14. We have H0(L,B∇max) = F0, where F0 is the maximal unramified extension of Qp contained
in F .
Proof. Corollary 2.4.11 in [Bri03].
Definition. For a p-adic representation V of GL, define D
∇
max(V ) =
(
V ⊗Qp B
∇
max
)GL
, which is a finite
dimensional F0-vector space of dimension ≤ dimQp V .
The following result is crucial in the construction of the exponential maps.
Proposition 3.15. The natural inclusion B∇φ=1max → B
∇
dR induces a short exact sequence of GL-modules
0 ✲ Qp ✲ B
∇φ=1
max
✲ B∇dR/B
∇+
dR
✲ 0. (4)
Proof. Proposition 2.4.16 in [Bri06].
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4 Overconvergent (φ,GK)-modules
4.1 Construction
The rings of overconvergent series were defined in [AB06]. For r ∈ Q>0, let A˜
(0,r] be the set of elements
z =
∑∞
k=0 p
k[zk] of A˜ such that
lim
k→+∞
rvE(zk) + k = +∞.
Note that if r < r′, then A˜(0,r
′] ⊂ A˜(0,r]. Let B˜(0,r] = A˜(0,r][p−1], A˜† =
⋃
r A˜
(0,r] and B˜† = A˜†[p−1].
Define A(0,r] = A˜(0,r] ∩ A, and B(0,r] = B˜(0,r] ∩ B, where the intersection is taken in B˜. Note that φ induces
maps A(0,r] → A(0,pr] and B(0,r] → B(0,pr]. Put A† =
⋃
r A
(0,r] = A˜†∩A and B† =
⋃
r B
(0,r] = B˜†∩B. Finally,
for a finite extension L of K, put A
(0,r]
L =
(
A(0,r]
)HL
, B
(0,r]
L =
(
B(0,r]
)HL
, A†L =
(
A†
)HL
and B†L =
(
B†
)HL
.
Using the isomorphism AK ∼= OK((pi))
∧, we can give an explicit (geometric) description of A
(0,r]
K . For
r > 1, let A
(0,r]
K be the algebra of power series F (Z) =
∑
k∈Z akZ
k with ak ∈ OK which converges on the
annulus
{
Z ∈ CK : 0 < vp(Z) ≤ r
}
and is bounded.
Proposition 4.1. Suppose that r > 1. Then the map which to F ∈ A
(0,r]
K associates F (pi) gives an isomor-
phism between A
(0,r]
K and A
(0,r]
K .
To prove Proposition 4.1, we follow the strategy in Section II in [CC98] and start by proving the following
result: For z =
∑∞
k=0 p
k[zk] ∈ A˜ and k ∈ Z, define v
≤k
E (z) = infi≤k vE(zi).
Lemma 4.2. Let z =
∑∞
k=0 p
k[zk] ∈ A˜. Then
lim
k→+∞
rvE(zk) + k = +∞ if and only if lim
k→+∞
rv≤kE (z) + k = +∞.
Proof. Suppose that limk→+∞ rv
≤k
E (z)+k = +∞. It is clear from the definition that rv
≤k
E (z)+k ≤ rvE(zk)+k
for all k, so certainly limk→+∞ rvE(zk) + k = +∞.
Conversely, suppose that limk→+∞ rvE(zk) + k = +∞. For all k let ik ≤ k such that vE(zik) = v
≤k
E (z).
Then certainly limk→+∞ rvE(zik)+ik = +∞. But this implies the result since rvE(zik)+ik ≤ rvE(zik)+k.
As shown in the proof of Proposition 4.3 in [AB06], the map v≤kE has the following properties:
(1) v≤kE (z) =∞⇐⇒ z ∈ p
k+1A˜;
(2)v≤kE (y + z) ≥ inf
(
v≤kE (y), v
≤k
E (z)
)
with equality if and only if v≤kE (y) 6= v
≤k
E (z);
(3) v≤kE (yz) ≥ infi+j≤k
(
v≤iE (y) + v
≤j
E (z)
)
;
(4) v≤kE (φ(z)) = pv
≤k
E (z);
(5) v≤kE (g(z)) = v
≤k
E (z) for all g ∈ GK .
Note that Proposition 4.1 can be reformulated as follows.
Lemma 4.3. Let z =
∑
i∈Z aipi
i ∈ AK . Then the following two conditions are equivalent:
(i) z ∈ A
(0,r]
K ;
(ii) limk→−∞ rvK(ak) + k = +∞.
Proof. Note first that z =
∑
i∈Z aipi
i ∈ A
(0,r]
K if and only if z
′ =
∑
i<0 aipi
k ∈ A
(0,r]
K . For k ∈ N, define
yk = p
−k
∑
i<0,vK(ai)=k
aipi
i and ik = inf{i < 0 | vK(ai) = k}. By Lemma II.2.3 in [CC98], z
′ ∈ A
(0,r]
K if and
only if limj→−∞ vE(yj) + rj = +∞. It follows from the definition that yk = [p¯i]
iku, where
u =
aik
pk
(pi
p¯i
)ik(
1 +
∑
i>ik,vK(ai)=vK(aik )
ai
aik
pii−ik
)
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is a unit in A˜. We therefore deduce that v0E(yk) = ik and v
≤j
E (yk) ≥ vE(yk) − j for all j > 1. On the other
hand, since z′ =
∑+∞
j=0 p
jyj , we have v
≤k
E (z
′) ≥ inf0≤j≤k v
≤k
E (p
jyj) = inf0≤j≤k v
≤k−j
E (yj) with equality if
v≤kE (yk) < v
≤k−j
E (yj). Now the formula v
0
E(yk) = ik implies that the following two conditions are equivalent:
(1) limk→+∞ v
≤k
E (yk) + rk = +∞;
(2) infvK(aj)=k rvK(aj) + j → +∞ as k→ +∞.
Since there is only a finite number of j < 0 such that vK(aj) = k for every k, condition (2) is equivalent to
the condition that limk→+∞ rvK(ak) + k = +∞, which finishes the proof.
Define A = A+K
[[
p
pip−1
]]
. Let x ∈ AK . For n ∈ N, let ωn(x) be the smallest integer k such that
x ∈ pi−kA+ pn+1AK . The following result will be useful in Section 4.2:
Lemma 4.4. Let x =
∑
k∈Z akpi
k ∈ AK for some ak ∈ OK . Then x ∈ A
(0,r]
K if and only if ωn(x)− n
(
r
p−1 −
1
)
→ −∞ as n→ +∞.
Proof. Consequence of Proposition 4.1 and the definition of ωn.
Let V ∈ Rep(GL) (resp. T ∈ RepZp(GL)), and define
D†(V ) =
(
V ⊗Zp A
†
)HL
(resp. D†(T ) =
(
T ⊗Zp A
†
)HL
),
so D†(V ) (resp. D†(T )) is a finitely generated module over B†L (resp A
†
L) endowed with commuting semi-linear
actions of φ and GL. Also, define D
(0,r](V ) =
(
V ⊗Zp A
(0,r]
)HL
.
Theorem 4.5. For any V ∈ Rep(GL) (resp. T ∈ RepZp(GL)), we have
D(V ) = BL ⊗B†
L
D†(V ) (resp. D(T ) = AL ⊗A†
L
D†(T )),
so D(V ) (resp. D(T )) has a basis of overconvergent elements.
Proof. Theorem 4.42 in [AB06].
Note. Since V is finite-dimensional, there exists rV > 0 such that D(V ) = BL ⊗B(0,rV ]
L
D(0,rV ](V ).
The rings B(0,r] are important since they are the bridge between the world of (φ,GL)-modules and the
world of de Rham representations.
Lemma 4.6. An element
∑∞
k=0 p
k[zk] converges in B
∇+
dR if and only if
∑∞
k=0 p
kz
(0)
k converges in CK .
Proof. If
∑∞
k=0 p
k[zk] converges in B
∇+
dR , then
∑∞
k=0 p
kz
(0)
k = θ
(∑∞
k=0 p
k[zk]
)
is well-defined. Conversely,
suppose that
∑∞
k=0 p
kz
(0)
k converges in CK . If ak denotes the integer part of vE(zk), then ak + k → +∞
as k → +∞. We can therefore write pk[zk] as p
ak+kuk(p
−1[p˜])ak , where uk ∈ A˜
+ and p˜ ∈ E˜+ satisfies
p˜(0) = p. Note that p−1[p˜] ∈ 1 + ker(θ). Since B∇+dR is complete in the (p, ker(θ))-adic topology, this finishes
the proof.
Proposition 4.7. Let nr ∈ N be such that p
−nr < r. Then for all n ≥ nr the map φ
−n defines an injection
φ−n : B˜(0,r] ✲ B∇+dR .
Proof. Since B˜(0,r] = A˜(0,r][p−1], it is sufficient to show that φ−n defines an injection A˜(0,r] → B∇+dR . Let
x =
∑∞
k=0 p
k[zk] ∈ A˜
(0,r], so by definition we have limk→+∞ rvE(zk) + k = +∞, which implies that
lim
k→+∞
rp−nvE(zk) + k = +∞. (5)
Now φ−n(x) =
∑∞
k=0 p
k[φ−n(zk)], and vE(φ
−n(zk)) = p
−nvE(zK), so
∑∞
k=0 p
kz
(n)
K converges in CK by (5),
which finishes the proof by Lemma 4.6.
Corollary 4.8. Let V ∈ Rep(GL), and let n ∈ N such that p
−n < rV . Then φ
−n defines an injection
φ−n : D(0,r](V ) ✲
(
V ⊗ B∇dR
)HL
.
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4.2 The ψ-operator
We have seen in Section 3.2 that φ defines a map B → B. In fact, B is a finitely generated vector space
over φ(B) of dimension pd. Explicitly, a basis of B over φ(B) is given by
{
(1 + pi)i0T i11 . . . T
id−1
d−1
}
, where
0 ≤ i0, . . . , id−1 ≤ p− 1. Define
ψ : B ✲ B
x 7→
1
pd
φ−1
(
TrB/φ(B)(x)
)
.
The following properties of ψ are immediate:
(i) ψ ◦ φ = id;
(ii) ψ commutes with the action of GL;
(iii) ψ
(
B†
)
⊂ B†; more precisely, ψ
(
B(0,r]
)
⊂ B(0,pr] for all r > 0.
Since ψ commutes with the action of GL, for any V ∈ Rep(GL) the modules D(V ) and D
†(V ) inherit an
action of ψ which commutes with the action of GL.
The main result of this section is Proposition 4.11 below. In order prove it, we closely follow the strategy
of the proof of Proposition III.3.2 in [CC99]. We need a couple of preliminary results, whose proofs are
identical to the 1-dimensional case (c.f. [CC99]). As in Section 5.1, define A = A+K
[[
p
pip−1
]]
. Let x ∈ AK .
For n ∈ N, let ωn(x) be the smallest integer k such that x ∈ pi
−kA + pn+1AK . It is easy to check that ωn
has the following properties:
(1) ωn(x+ y) ≤ sup{ωn(x), ωn(y)};
(2) ωn(xy) ≤ supi+j=n{ωi(x) + ωj(y)} ≤ ωn(x) + ωn(y);
(3) ωn(φ(x)) ≤ pωn(x).
Lemma 4.9. (i) If k ∈ N, then φ(pik) ∈ A+K and ψ(pi
−k) ∈ pi−kA+K .
(ii) ψ(A) ⊂ A.
Proof. See Lemma I.6.1 in [CC98].
Corollary 4.10. If x ∈ AK and n ∈ N, then ωn(ψ(x)) ≤ 1 +
[ωn(x)
p
]
≤ 1 + ωn(x)p .
Proof. See Corollary I.6.3 in [CC98].
Proposition 4.11. For any V ∈ Rep(GL) or RepZp(GL) there exists r
′
V > 0 such that
D(V )ψ=1 ⊂ D(0,r
′
V ](V ).
Proof. Let T be a GL-stable sublattice of V (which is equal to V if V ∈ RepZp(V )). Since V is overconvergent,
there exists a basis e1, . . . , em of D(T ) over AK such that ei ∈ V ⊗A
(0,r] for some r > 0. If Φ = (ai,j) denotes
the matrix defined by ej =
∑m
i=1 aijφ(ej), then the entries of Φ are elements of A
(0,r]
K . If we define ωk(φ) to
be the supremum of ωk(ai,j), then
ωk(Φ)− k
( r
p− 1
− 1
)
✲ −∞ as k → +∞ (6)
by Lemma 4.1. Let y ∈ D†(V )ψ=1, and write y =
∑m
i=1 yiφ(ei). To prove the proposition it is sufficient to
show that yi ∈ A
(0,r]
L for all i. The relation y = ψ(y) then translates as yi =
∑m
j=1 aijψ(yj), which implies
that
ωn(yi) ≤ sup
1≤j≤m
{ωn(aij) + ωn(ψ(yj))}
≤ ωn(Φ) +
ωn(y)
p
+ 1
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for 1 ≤ i ≤ m. We deduce that ωn(y) ≤ ωn(Φ) +
ωn(y)
p + 1 and hence ωn(y) ≤
p
p−1 (ωn(Φ) + 1). It follows
therefore from (6) that
ωk(y)− k
( r′V
p− 1
− 1
)
✲ −∞ as k → +∞,
where r′V =
p
p−1r − 1.
5 The exponential maps and their duals
5.1 Construction
To simplify the notation, let BrdR = Fil
r
BdR. The construction of the higher exponential maps relies on the
following result of Kato.
Proposition 5.1. Let V be a de Rham representation of GL, and let k ≤ l. Then
Hi(L, V ⊗Qp B
k
dR/B
l
dR) =
{
DkdR(V )/D
l
dR(V ) if i = 0, 1
0 otherwise
Moreover, the isomorphism DkdR(V )/D
l
dR(V )
∼= H1(L, V ⊗ BkdR/B
l
dR) is given by taking cup product with
logχ.
Proof. Proposition (2.3.3) in [Kat99].
Corollary 5.2. Let V be a de Rham representation of GL. Then
Hi(L, V ⊗Qp BdR) =
{
DdR(V ) if i = 0, 1
0 otherwise
Moreover, the isomorphism DdR(V ) ∼= H
1(L, V ⊗ BdR) is given by taking cup product with logχ.
Proof. Since BdR = lim−→
t−kB0dR, it is sufficient to show that the result holds when BdR is replaced by B
0
dR.
But B0dR = lim←−
B0dR/B
l
dR, so the result follows from Lemma 5.1, observing that the topology on B
0
dR is weaker
than the t-adic topology.
Definition. By Corollary 3.13 the connection ∇ on BdR induces an exact sequence of GL-modules
0→ B∇dR → BdR
∇
✲ BdR ⊗K Ω
1
K
∇
✲ . . .
∇
✲ BdR ⊗K Ω
d−1
K → 0, (7)
which gives rise to a spectral sequence Em,n1 ⇒ H
m+n(L,B∇dR⊗V ), where E
m,n
1 = H
n(L, V ⊗QpBdR⊗KΩ
m
K).
Corollary 5.3. The spectral sequence Em,n1 ⇒ H
m+n(L,B∇dR ⊗ V ) degenerates at E2.
Proof. Immediate since Hi(L, V ⊗Qp BdR ⊗K Ω
m
K) = 0 for all i ≥ 2 and m ≥ 0 by Lemma 5.1.
Definition. For a p-adic representation V , define the de Rham cohomology H•dR(V ) of V to be the coho-
mology of the complex
0 ✲ DdR(V )
∇
✲ DdR(V )⊗K Ω
1
K
∇
✲ . . .
∇
✲ DdR(V )⊗K Ω
d−1
K
✲ 0.
Note that for all i ≥ 0, HidR(V ) is a filtered L-vector space.
Notation. For all 1 ≤ i < d− 1, define
X iV = Im
(
∇ : V ⊗Qp BdR ⊗K Ω
i−1
K → V ⊗Qp BdR ⊗K Ω
i
K
)
= ker
(
∇ : V ⊗Qp BdR ⊗K Ω
i
K → V ⊗Qp BdR ⊗K Ω
i+1
K
)
.
Remark. For all 1 ≤ i ≤ d− 1 we have a short exact sequence of GL-modules
0 ✲ X i−1V
✲ V ⊗Qp BdR ⊗K Ω
i−1
K
∇
✲ X iV
✲ 0. (8)
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Lemma 5.4. For all 2 ≤ i ≤ d, we have an isomorphism
coker
(
∇ : H1(L, V ⊗Qp BdR ⊗K Ω
i−2
K )→ H
1(L,X i−1V )
)
∼= Hi(L, V ⊗Qp B
∇
dR).
Proof. Clear from Corollary 5.3.
Lemma 5.5. For all 1 ≤ i ≤ d, the spectral sequence gives rise to maps
f iV : H
i
dR(V )→ H
i(L, V ⊗Qp B
∇
dR),
giV : H
i(L, V ⊗Qp B
∇
dR)→ H
i−1
dR (V ).
Proof. By Lemma 5.4, it is sufficient to construct maps
f˜ iV :H
i
dR(V )→ H
1(L,X i−1V ),
g˜iV :H
1(L,X i−1V )→ H
i−1
dR (V ),
such that g˜iV factors through the image of H
1(K,V ⊗Qp BdR ⊗K Ω
i−2
K ) (under ∇).
To construct the maps for i = 1, observe that we have a short exact sequence
0→ V ⊗Qp B
∇
dR → V ⊗Qp BdR → X
1
V → 0.
Taking GL-cohomology defines maps f
1
V : H
1
dR(V ) → H
1(L, V ⊗Qp B
∇
dR) and g
1
V : H
1(L, V ⊗Qp B
∇
dR) →
H1(L, V ⊗Qp BdR)
∼= DdR(V ). Since ∇(g(x)) = 0, it follows that in fact g
1(x) ∈ D∇dR(V ) for all x ∈
H1(L, V ⊗Qp B
∇
dR).
In the general case, define f˜ iV to be the connection map H
i
dR(V ) → H
1(L,X i−1V ) obtained by taking
GL-cohomology of (8). To construct g˜
i
V , note that the inclusion X
i−1
V → V ⊗Qp BdR ⊗K Ω
i−1
K induces a
map giV : H
1(L,X i−1V ) → H
1(L, V ⊗Qp BdR ⊗K Ω
i−1
K ). By Lemma 5.1, g
i
V can be interpreted as a map
H1(L,X i−1V )→ DdR(V )⊗K Ω
i−1
K . More precisely, we have a commutative diagram
H1(L, V ⊗Qp BdR ⊗K Ω
i−1
K )
∇
✲ H1(L,X iV ) ✲ H
1(L, V ⊗Qp BdR ⊗K Ω
i
K)
DdR(V )⊗K Ω
i−1
K
∼=
❄
∇
✲ DdR(V )⊗K Ω
i
K
∼=
❄
The exactness of (8) implies that in fact giV (x) ∈ H
0(L,X i−1V ) ⊂ DdR(V )⊗K Ω
i−1
K . Define g˜
i
V (x) to be the
image of giV (x) under the natural quotient map H
0(L,X i−1V )→ H
i−1
dR (V ). To see that g˜
i
V factors though the
image ofH1(L, V ⊗QpBdR⊗KΩ
i−2
K ), it is now sufficient to observe that the image ofH
1(L, V ⊗QpBdR⊗KΩ
i−2
K )
in DdR(V )⊗K Ω
i−1
K is equal to Im
(
∇ : DdR(V )⊗K Ω
i−2
K → DdR(V )⊗K Ω
i−1
K
)
.
Lemma 5.6. The map f iV : H
i
dR(V )→ H
i(L, V ⊗Qp B
∇
dR) gives rise to an injection
f iV : H
i
dR(V )
✲ Hi(L, V ⊗Qp B
∇
dR).
Proof. By Lemma 5.4, it is sufficient to show that if y = f iV (x) is in the image of H
1(L, V ⊗Qp BdR⊗K Ω
i−2
K )
under ∇, then x = 0. Taking GL-cohomology of (8) shows that the image of f
i
V (x) in H
1(L, V ⊗Qp BdR ⊗K
Ωi−1K ) is zero. Now H
1(L, V ⊗Qp BdR ⊗K Ω
i−2
K )
∼= DdR(V )⊗K Ω
i−2
K , so y can be represented by a cocycle of
the form g → logχ(g)∇(z) for some z ∈ DdR(V )⊗K Ω
i−2
K . We have a commutative diagram
H1(L, V ⊗Qp BdR ⊗K Ω
i−2
K )
∇
✲ H1(L,X i−1V )
✲ H1(L, V ⊗Qp BdR ⊗K Ω
i−1
K )
DdR(V )⊗K Ω
i−2
K
∼=
❄
∇
✲ DdR(V )⊗K Ω
i−1
K
∼=
❄
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which implies that the image of y in H1(L, V ⊗Qp BdR ⊗K Ω
i−1
K ) is trivial if and only if ∇(z) = 0 and hence
y = 0. Since f iV gives an injection H
i
dR(V ) → H
1(L,X i−1V ) by construction, this implies that x = 0, which
finishes the proof.
Proposition 5.7. For all 1 ≤ i ≤ d, we have a split short exact sequence
0→ HidR(V )
fiV✲ Hi(L, V ⊗Qp B
∇
dR)
giV✲ Hi−1dR (V )→ 0.
Proof. We have already seen that Im(giV ) ⊂ H
i−1
dR (V ). In order to prove the proposition it is therefore
sufficient to construct a map hiV : H
i−1
dR (V )→ H
i(L, V ⊗Qp B
∇
dR) such that g
i
V ◦ h
i
V = id.
Define the map hiV : H
0(L,X i−1V ) → H
i(L, V ⊗Qp B
∇
dR) by follows: for an element x ∈ H
0(L,X i−1V ), let
hiV (x) be the image in H
i(L, V ⊗Qp B
∇
dR) of the cohomology class [σ → x logχ(σ)] under the surjective map
H1(L,X i−1V )
∼= Hi(L, V ⊗Qp B
∇
dR). It is clear from Lemma 5.4 that h
i
V factors through
hiV : H
i−1
dR (V )→ H
i(L, V ⊗Qp B
∇
dR)
and that giV ◦ h
i
V = id, which finishes the proof.
Corollary 5.8. For all 1 ≤ i ≤ d, νiV = f
i
V ⊕ h
i
V gives a decomposition of H
i(L, V ⊗Qp B
∇
dR) as
HidR(V )⊕H
i−1
dR (V )
∼= Hi(L, V ⊗Qp B
∇
dR).
Note. We can consider this decomposition as a Hodge decomposition. By construction, HidR(V ) is a
subquotient of H0(L, V ⊗Qp BdR ⊗K Ω
i
K), and H
i−1
dR (V ) arises (under the isomorphism of Lemma 5.1)
as a subquotient of H1(L, V ⊗Qp BdR ⊗K Ω
i−1
K ).
Tensoring (4) with V and taking GL-cohomology gives rise to connection homomorphisms H
i
(
L, V ⊗Qp
B∇dR/B
∇+
dR
)
→ Hi+1(L, V ) for all i ≥ 0. Composing them with the natural maps Hi(L, V ⊗Qp B
∇
dR) →
Hi(L, V ⊗Qp B
∇
dR/B
∇+
dR ) gives maps δi : H
i(L, V ⊗Qp B
∇
dR)
✲ Hi+1(L, V ).
Definition. For 1 ≤ i ≤ d, define the higher exponential map
exp(i),L,V : H
i
dR(V )⊕H
i−1
dR (V )→ H
i+1(L, V )
to be the composition δi ◦ ν
i
V . Also, define the higher dual exponential map
exp∗(i),L,V : H
d−i(L, V ∗(d))→ Hd−idR (V
∗(d))⊕Hd−i−1dR (V
∗(d))
as the composition ofHd−i(L, V ∗(d))→ Hd−i(L, V ∗(d)⊗QpB
∇
dR) induced by the natural map V → V ⊗QpB
∇
dR
and the inverse of νd−iV ∗(d).
Remark about the filtration. By construction, it is clear that exp(i),L,V factors through H
i
(
L, V ⊗B∇dR/
B∇+dR
)
. In [Kat99], Proposition (2.1.10) Kato shows that (7) can be refined to
0→ B∇dR/B
∇+
dR → BdR/B
0
dR
∇
✲ BdR/B
−1
dR ⊗K Ω̂
1
K
∇
✲ . . .
∇
✲ BdR/B
1−d
dR ⊗K Ω̂
d−1
K → 0. (9)
Define the filtered de Rham cohomology H•dR,fil(V ) of V to be the cohomology of the complex
0 ✲
(
V ⊗ B∇dR/B
∇+
dR
)GK ✲ DdR(V )/D0dR(V ) ∇✲ DdR(V )/D−1dR(V )⊗ Ω1K ∇✲ . . .
∇
✲ DdR(V )/D
1−d
dR (V )⊗ Ω
d−1
K
✲ 0.
A close analysis of the above construction then shows that exp(i),L,V factors through
exp(i),L,V : H
i
dR,fil(V )⊕H
i−1
dR,fil(V )→ H
i+1(L, V ).
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5.2 Duality
Notation. We keep the notation of Section 5.1. Let eiV : H
1(L, V ⊗Qp B
∇
dR)→ H
i
dR(V ) be the left inverse of
f iV . As in the proof of Lemma 5.5, e
i
V is induced from a map e˜
i
V : H
1(L,X i−1V )→ H
i
dR(V ). Let µ
i
V = e
i
V ⊕g
i
V ,
so µiV ◦ ν
i
V = ν
i
V ◦ µ
i
V = id.
Lemma 5.9. For all 1 ≤ i ≤ d, the wedge product gives a pairing
HidR(V )×H
d−i−1
dR (V
∗(d))→ Hd−1dR (Qp(d)).
Proof. It is clear that the wedge product gives a pairing
H0(L,X iV )×H
0(L,Xd−i−1V ∗(d) )→ H
0(L,Xd−1
Qp(d)
).
If x ∈ H0(L,X iV ) is of the form x = ∇(z) for some z ∈ H
0(L,X i−1V ), then for any y ∈ H
0(L,Xd−i−1V ∗(d) ) we
have x ∧ y = ∇(z ∧ y).
Lemma 5.10. The spectral sequence gives an isomorphism ιL,V : H
d−1
dR (V )
∼= Hd(L, V ⊗Qp B
∇
dR).
The main result of this section is Proposition 5.14 below. We first need a couple of preliminary lemmas.
Lemma 5.11. We have short exact sequences
0→ X iV → V ⊗Qp BdR ⊗K Ω
i
K → X
i+1
V → 0, (10)
0→ Xd−i−2V ∗(d) → V
∗(d)⊗Qp BdR ⊗K Ω
d−i−2
K → X
d−i−1
V ∗(d) → 0, (11)
0→ Xd−2
Qp(d)
→ BdR(d)⊗K Ω
d−2
K → BdR(d)⊗K Ω
d−1
K → 0 (12)
Proof. Clear from Proposition 5.3.
Corollary 5.12. We have an isomorphism
ιQp(d) : coker
(
∇ : DdR(Qp(d)) ⊗K Ω
d−2
K → DdR(Qp(d))⊗K Ω
d−1
K
)
∼= H2(L,Xd−2Qp(d)).
Proof. The exact sequence (12) in Lemma 5.11 induces an isomorphism
coker
(
∇ : H1(L,BdR(d)⊗K Ω
d−2
K )→ H
1(L,BdR(d) ⊗K Ω
d−1
K )
)
∼= H2(L,Xd−2Qp(d))
The above isomorphism is therefore an immediate consequence of Lemma 5.1.
Lemma 5.13. Taking the wedge product of (10) with Xd−i−2V ∗(d) gives an exact sequence
0→ X iV ∧X
d−i−2
V ∗(d) → V ⊗Qp BdR ⊗K Ω
i
K ∧X
d−i−2
V ∗(d) → X
i+1
V ∧X
d−i−2
V ∗(d) → 0.
Proof. Since X iV ∧X
d−i−2
V ∗(d) ⊂ X
d−2
Qp(d)
and V ⊗Qp BdR ⊗K Ω
i
K ∧X
d−i−2
V ∗(d) ⊂ Qp(d)⊗ BdR ⊗K Ω
d−2
K , by (12) we
only have to show surjectivity. Let x ∧ y ∈ X i+1V ∧X
d−i−2
V ∗(d) , and choose x˜ ∈ V
∗(d)⊗Qp BdR ⊗K Ω
d−i−2
K such
that ∇(x˜) = x. Then x˜ ∧ y ∈ V ⊗Qp BdR ⊗K Ω
i
K ∧ X
d−i−2
V ∗(d) , and ∇(x˜ ∧ y) = x ∧ y since y ∈ X
d−i−2
V ∗(d) and
hence ∇(y) = 0.
Proposition 5.14. For all 1 ≤ i ≤ d, the maps νiV and µ
d−i
V ∗(d) are dual to each other. More precisely, for
all x ∈ HidR(V )⊕H
i−1
dR (V ) and y ∈ H
d−i(L, V ∗(d)⊗Qp B
∇
dR) we have ν
i
V (x) ∪ y = ιQp(d)(x ∧ µ
d−i
V ∗(d)(y)).
Proof. In view of the construction of the maps νiV and µ
d−i
V ∗(d) it is sufficient to show that the following two
statements are true.
(i) for all x ∈ Y iV and y ∈ H
1(L,Xd−i−1V ∗(d) ) the image of f˜
i
V (x) ∪ y in H
2(L,Xd−2
Qp(d)
) is ιQp(d)(x1 ∧
g˜d−i,V ∗(d)(y));
(ii) for all z ∈ Y i−1V and y ∈ H
1(L,Xd−i−1V ∗(d) ) the image of h˜
i
V (z) ∪ y in H
2(L,Xd−2
Qp(d)
) is ιQp(d)(z ∧
e˜d−i,V ∗(d)(y));
Write µd−iV ∗(d)(y) = (u1, u2), so y = f
d−i
V ∗(d)(u1)+h
d−i
V ∗(d)(u2). It is then easy to see that f
i
V (x)∪f
d−i
V ∗(d)(u1) =
h˜iV (z) ∪ h
d−i
V ∗(d)(u2) = 0.
Proof of (i). By the preceding observation, f˜ iV (x)∪y = f˜
i
V (x)∪ h˜
d−i
V ∗(d)(u2). Recall that h˜
d−i
V ∗(d)(u2) is given by
the cocycle u2 logχ. Now f˜
i
V arises as a connection homomorphism of Galois cohomology, so we deduce from
the properties of the cup product that f˜ iV (x)∪ h˜
d−i
V ∗(d)(u2) = δ
(
(x∧u2) logχ
)
, where δ is the connection map
H1(L,X iV ∧X
d−i−1
V ∗(d) )→ H
2(L,X i+1V ∧X
d−i−1
V ∗(d) ). We therefore have to show that the image of δ
(
(x∧u2) logχ
)
in H2(L,Xd−2
Qp(d)
) is equal to ιQp(d)(x ∧ u2). But this is immediate from the construction of ιQp(d).
Proof of (ii). Arguing as above, we have h˜iV (z) ∪ y = h˜
i
V (x) ∪ f˜
d−i
V ∗(d)(u1). The result therefore follows by
similar arguments as in (i).
Proposition 5.14 has the following important consequence, which establishes a duality between exp(i),L,V
and exp∗(i),L,V .
Corollary 5.15. Let 1 ≤ i ≤ d. Then for all x ∈ Yi(V ) and for all y ∈ H
d−i(L, V ∗(d)) we have
exp(i),L,V (x) ∪ y = δd(x ∧ exp
∗
(i),L,V (y)).
6 The explicit reciprocity law
6.1 Galois cohomology of B∇
dR
The aim of this section is the proof of Proposition 6.6, which allows us to descend from V ⊗Qp B
∇
dR to
(V ⊗Qp B
∇
dR)
HL . To prove the propoisition, we closely follow the strategy in Section IV in [Col98], using
results from [Bri03] and [AI07]. The starting point are the following two results.
Proposition 6.1. For all i ≥ 1, we have Hi(L∞,CK) = {1}.
Proof. See [Hyo86].
Proposition 6.2. For all i, n ≥ 1, we have Hi(L∞,GLn(CK)) = {1}.
Proof. See the remark after the proof of Lemma 4 in [Bri03].
Lemma 6.3. For all k ∈ {1, 2, . . . ,+∞}, we have
H1(L∞,GLn(B
∇+
dR / fil
k
B∇+dR )) = {1}.
Proof. The case k = 1 corresponding to B∇+dR / fil
1
B∇+dR
∼= CK is shown in Proposition 6.1. The case k = +∞
can be obtained from the case k ∈ N by passing to the direct limit. On the other hand, if k ≥ 1, then we
have a short exact sequence
1→ 1 +Mn
(
filk B∇+dR / fil
k+1
B∇+dR
)
→ GLn
(
B∇+dR / fil
k+1
)
→ GLn
(
B∇+dR / fil
k
)
→ 1.
Taking HL-cohomology reduces the result to showing that
H1
(
L∞, 1 +Mn(fil
k
B∇+dR / fil
k+1
B∇+dR )
)
= {1}. (13)
16
Since we have an isomorphism of HL-modules 1 +Mn(fil
k
B∇+dR / fil
k+1
B∇+dR )
∼= Mn(CK), (13) follows from
Proposition 6.1 above.
As a corollary, we obtain the following result, which is an analogue of The´ore`me IV.2.1 in [Col98].
Proposition 6.4. If V is a p-adic representation of GL, then (B
∇+
dR ⊗ V )
HL is a free (B∇+dR )
HL-module of
rank dimQp V .
Proof. By choosing a basis e1, . . . , en of V over Qp we can consider the representation as a continuous 1-
cocycle τ → Uτ : HK → GLn(Qp) ⊂ GLn
(
B∇+dR
)
. But this cocycle is trivial by Proposition 6.2, which
implies that the HL-module B
∇+
dR ⊗ V is isomorphic to (B
∇+
dR )
n.
Corollary 6.5. If V is a p-adic representation of GL, then (B
∇
dR ⊗ V )
HL is a (B∇dR)
HL-vector space of
dimension dimQp V .
Proposition 6.6. Let i ≥ 1. Then
(i) Hi
(
L∞, V ⊗Qp B
∇+
dR / fil
k
B∇+dR
)
= {1} for all k ∈ {1, 2, . . . ,+∞}.
(ii) Hi
(
L∞, V ⊗Qp B
∇
dR/B
∇+
dR
)
= {1}.
(iii) Hi
(
L∞, V ⊗Qp B
∇
dR
)
= {1}.
Proof. By Proposition 6.4, the HL-module B
∇+
dR ⊗ V is isomorphic to (B
∇+
dR )
n. It is therefore sufficient to
prove the results when V = Qp. If k is finite, then (i) follows from the observation that B
∇+
dR / fil
k
B∇+dR
∼= CkK
as HL-modules. The case when k = +∞ follows from the finite case by taking inverse limit, observing
that the natural topology on B∇dR is weaker than the t-adic topology. (ii) can be deduced from (i) using
the isomorphism between fil−k(B∇dR/B
∇+
dR ) and t
−k(B∇+dR / fil
k
B∇+dR ) and passing to the direct limit over k.
Similarly, (iii) can be deduced from (i) by writing B∇dR = lim−→
t−kB∇+dR .
Corollary 6.7. For all i ≥ 1, the inflation map gives an isomorphism
Hi(L,B∇dR ⊗Qp V )
∼= Hi(GL, (V ⊗Qp B
∇
dR)
HL).
Proof. Immediate consequence of (iii) in Proposition 6.6 and the Hochschild-Serre spectral sequence.
6.2 Galois cohomology of D(V )ψ=0
To simplify the notation, throughout this section we drop the indices of ΓL and HL. Let V be a p-adic
representation of GK . The main result of this section is the following proposition, which can be seen as a
generalisation of Proposition I.5.1 in [CC99].
Proposition 6.8. D(V )ψ=0 has trivial GL-cohomology.
A crucial ingredient in the proof is the following result from [AB06].
Proposition 6.9. The module D(V )ψ=0 admits a decomposition of GL-modules
D(V )ψ=0 = D(V )0 ⊕ · · · ⊕ D(V )d−1
such that (1) γ − 1 is invertible on D(V )0, and
(2) hi − 1 is invertible on D(V )i for 1 ≤ i ≤ d− 1.
Proof. Proposition 4.44 in [AB06].
Remark 6.10. In fact, the proof of Proposition 4.46 in [AB06] shows that there exists r′V > 0 such that for
all r ≤ r′V , we have (γ−1)
−1 (resp. (hi−1)
−1 for 1 ≤ i < d) gives a continuous map D(0,r](V )0 → D
(0,r](V )0
(resp. D(0,r](V )i → D
(0,r](V )i).
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Lemma 6.11. For all 0 ≤ i ≤ d − 1, D(V )i is isomorphic as a topological group to the projective limit of
additive discrete p-groups.
Proof. It is sufficient to show that D(V )i is complete in the weak topology. Since ψ is continuous for the
weak topology, D(V )ψ=0 is a closed subgroup of D(V ) and hence by Proposition 3.7 complete in the weak
topology. As shown in the proof of Proposition 4.44 in [AB06], D(V )i is defined as the kernel of a continuous
map D(V )ψ=0 → D(V )ψ=0 and hence is closed and complete in the weak topology.
In order to prove Proposition 6.8, it is therefore sufficient to show that D(V )i has trivial GL-cohomology
for all 0 ≤ i ≤ d − 1. We first prove the result for i = 0. By the Hochschild-Serre spectral sequence it is
sufficient to show that for all 0 ≤ i ≤ d − 1, Hi(H,D(V )0) has trivial Γ-cohomology (c.f. Corollary 6.16
below), which is equivalent to the statement that the map γ − 1 : Hi(H,D(V )0) → H
i(H,D(V )0) is an
isomorphism for all i. The proof of this result relies on the observation that the H-cohomology of D(V )0
can be calculated using the Koszul complex.
Definition. Let M be a module equipped with a continuous action of H . For 1 ≤ i ≤ d − 1, define the
complex
T •i (M) : 0
✲ M
hi−1
✲ M ✲ 0.
Then the Koszul complex K•(M) of M with respect to h1 − 1, . . . , hd−1 − 1 is the tensor product in the
category of R-complexes of the complexes T •i (M). Note that K
•(M) ∼=M ⊗Λ(H) K
•(Λ(H)). (For a detailed
exposition, see Section 4.5 in [Wei94]).
Proposition 6.12. If M is a continuous H-module which is isomorphic (as topological group) to the pro-
jective limit of additive discrete p-groups, then Hi(K•(M)) ∼= Hi(H,M) for all 1 ≤ i ≤ d− 1.
Proof. Note that (h1 − 1, . . . , hd−1 − 1) is a regular sequence in Λ(H), so K
•(Λ(H)) is a free resolution of
Λ(H)H ∼= Zp. It follows that the complex C(H,M) = HomΛ(H)
(
K•(Λ(H)),M
)
calculates the continuous
H-cohomology of M (c.f. equation (18) in [Laz65]). But the symmetry of the Koszul complex implies that
Hi(C(H,M)) ∼= Hd−i−1(K
•(M)) for all 0 ≤ i ≤ d− 1, which finishes the proof.
Explicitly, the Koszul complex can be constructed inductively in the following way (c.f. [Eis95]): let
K•1(M) : M
h1−1
✲ M . For i ≥ 2, define K•i (M) to be the mapping cone of K
•
i−1(M)
hi−1
✲ K•i−1(M). Then
K•(M) = K•d−1(M). Note that by construction the complex K
•(M) looks like
0 ✲ M
F1
✲ M⊕
(
d−1
1
)
F2
✲ M⊕
(
d−1
2
)
F3
✲ . . .
Fd✲ M ✲ 0,
where the maps Fj are defined as follows: For 0 ≤ i < d, let ni =
(
d−1
i
)
, and let Ai be the collection of
all subsets of the set {1, . . . , d − 1} of cardinality i. Note that since #Ai = ni, we can index M
⊕ni by
Ai, i.e. M
⊕ni =
⊕
A∈Ai
M , and if m ∈ M⊕ni , then m = (mA)A∈Ai . Fix 1 ≤ j ≤ d. For C ∈ Aj, say
C = {k1, . . . , kj}, define fC :M
⊕nj−1 →M,
(mA)A∈Aj−1 ✲
j∑
l=1
(−1)kl(hkl − 1)mC\{kl}
Define Fj =
⊕
C∈Aj
fC . From this description of the Koszul complex, it is easy to see that the following
lemma is true.
Lemma 6.13. Let h′1, . . . , h
′
d−1 ∈ Λ(H) such that hi differs from h
′
i by an element in Λ(H)
× for all
1 ≤ i < d. Then the Koszul complexes K•(M) and K′•(M) obtained from h1, . . . , hd−1 and h
′
1 . . . , h
′
d−1 are
quasi-isomorphic. Moreover, for all 0 ≤ j ≤ d there exists G(j) =
(
G
(j)
A∈Aj
)
∈
(
Λ(H)×
)⊕nj
such that the
18
quasi-isomorphism is given by
0 ✲ M
F ′1✲ M⊕
(
d−1
1
)
F ′2✲ M⊕
(
d−1
2
)
F ′3 ✲ . . .
F ′d ✲ M ✲ 0
0 ✲ M
G(0)
❄ F1
✲ M⊕
(
d−1
1
)G
(1)
❄
F2
✲ M⊕
(
d−1
2
)G
(2)
❄
F3
✲ . . .
Fd
✲ M
G(d)
❄
✲ 0
Lemma 6.14. Let M be a module with a continuous action of GK . If γ − 1 is invertible on M , then so is
γω − 1 for any ω ∈ Λ(H)×.
Proof. Assume without loss of generality that ω ∼= 1 mod M, where M denotes the unique maximal ideal
in Λ(H). Note that
γω − 1 = (γ − 1)ω
[
1 + (γ − 1)−1
ω − 1
ω
]
,
so it is sufficient to show that 1 + (γ − 1)−1(1 − ω−1) is invertible on M , i.e. that the formal expansion of(
1 + (γ − 1)−1(1− ω−1)
)−1
converges on M . But this is immediate since ω − 1 ∈M and the action of GK
on M is continuous.
Proposition 6.15. For all 0 ≤ j ≤ d− 1, the cohomology group Hj(H,D(V )0) has trivial Γ-cohomology.
Proof. To simplify the notation, let M = D(V )0. The action of γ defines a homomorphism of complexes
0 ✲ M
F1
✲ M⊕
(
d−1
1
)
F2
✲ M⊕
(
d−1
2
)
F3
✲ . . .
Fd
✲ M ✲ 0
0 ✲ M
γ
❄ F ′1✲ M⊕
(
d−1
1
)γ ❄
F ′2✲ M⊕
(
d−1
2
)γ ❄
F ′3 ✲ . . .
F ′d ✲ M
γ
❄
✲ 0
where the lower complex is the Koszul complex with respect to elements h′1, . . . , h
′
d−1 ∈ Λ(H) such that h
′
i
differs from hi by a unit in Λ(H) for all 1 ≤ i < d. But by Lemma 6.13 the lower complex is quasi-isomorphic
to the original complex K•(M) via maps G(j) =
(
G
(j)
A
)
A∈Aj
∈
(
Λ(H)×
)⊕nj
. The action of γ on K•(M) is
therefore given by
0 ✲ M
F1
✲ M⊕
(
d−1
1
)
F2
✲ M⊕
(
d−1
2
)
F3
✲ . . .
Fd
✲ M ✲ 0
0 ✲ M
γG(0)
❄ F1
✲ M⊕
(
d−1
1
)γG
(1)
❄
F2
✲ M⊕
(
d−1
2
)γG
(2)
❄
F3
✲ . . .
Fd
✲ M
γG(d)
❄
✲ 0
so γ − 1 acts on Hj(H,M) by sending an element m = (mA)A∈Aj ∈ M
⊕nj which satisfies Fj(m) = 0 to
(γG(j) − 1)m =
(
(γG
(j)
A − 1)mA
)
A∈Aj
. Define a map ∆ : M⊕nj → M⊕nj by sending n = (nA)A∈Aj to(
(γG
(j)
A − 1)
−1mA
)
A∈Aj
.
Claim. ∆ factors through Im(Fj−1) and is an inverse of γ − 1 on H
j(H,M).
Proof of claim. It is clear from the definition that if ∆ factors through Im(Fj−1) and restricts to a map
Hj(H,M)→ Hj(H,M), then it is an inverse of γ− 1. Suppose that n = Fj−1(l) for some l = (lC)C∈Aj−1 , so
for all A ∈ Aj, say A = {k1, . . . , kj}, we have nA =
∑j
i=1(−1)
ki(hki − 1)lA\{ki}. Explicit calculation shows
that
(γG
(j)
A − 1)
−1(hki − 1) = (hki − 1)(γG
(j)
A\{ki}
− 1)−1,
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which implies that ∆ factors through Im(Fj−1).
Suppose now that m = (mA)A∈Aj satisfies Fj(m) = 0, so for all C ∈ Aj+1, say C = {k1, . . . , kj+1}, we
have
∑j+1
i=1 (−1)
ki(hki − 1)mC\{ki} = 0. Again, explicit calculation shows that
(hki − 1)(γG
(j)
C\{ki}
− 1)−1 = (γG
(j)
C − 1)
−1(hki − 1),
so ∆ restricts to Hj(H,M)→ Hj(H,M).
Corollary 6.16. D(V )0 has trivial GL-cohomology.
Proof. Since cdp(Γ) = 1, the Hochschild-Serre spectral sequence degenerates to give a short exact sequence
0→ H1(Γ, Hi−1(H,D(V )0)) ✲ H
i(G,D(V )0) ✲ H
i(H,D(V )0)
Γ → 0
for all 1 ≤ i ≤ d. The result is therefore an immediate consequence of Lemma 6.15.
Assume now that i > 0. Let Hi = 〈hi〉.
Proposition 6.17. D†(V )i has trivial H-cohomology for all 1 ≤ i < d.
Proof. To simplify the notation, assume without loss of generality that i = 1, and let M = D(V )1. A
special case of Proposition 6.12 implies that the H1-cohomology of M is given by the complex M
h1−1
✲ M ,
so by Proposition 6.9 M has trivial H1-cohomology. Note that H =
⊕d−1
j=1 Hj . For 1 ≤ k ≤ d − 1 let
Hk1 =
⊕k
j=1Hj , so H
k
1 /H
k−1
1
∼= Hk. Then for all 1 ≤ j ≤ k the Hochschild-Serre degenerates to the short
exact sequence
0 ✲ H1(Hk, H
j−1(Hk−11 ,M))
✲ Hj(Hk1 ,M)
✲ Hj(Hk−11 ,M)
Hk ✲ 0.
Induction on k therefore implies that M has trivial Hk1 -cohomology, which finishes the proof.
Corollary 6.18. D(V )i has trivial G-cohomology.
Proof. Since cdp(Γ) = 1, the Hochschild-serre spectral sequence degenerates to give a short exact sequence
0 ✲ H1
(
Γ, Hj−1(H,D(V )i)
)
✲ Hj(GK ,D(V )i) ✲ H
j(H,D(V )i)
Γ ✲ 0
for all 1 ≤ j ≤ d. The result is therefore an immediate consequence of Proposition 6.17.
Remark 6.19. Let 1 ≤ i ≤ d, and c : G×iL → D(V )
ψ=0 be a continuous cocycle with values in D(0,r](V )ψ=0
for r ≤ r′V . The proof of Proposition 6.8 and Remark 6.10 then imply that c is equal to a coboundary db,
where b : G×i−1L → D
(0,r](V )ψ=0.
6.3 The explicit reciprocity law
Let V be a p-adic representation of GL. For f = φ of ψ, write T
•
f (D(V )) for the absolute complex of the
mapping cone associated to f − 1 : C•(GL,D(V )) ✲ C
•(GL,D(V )). Denote by Z
i(GL,D(V )) (resp. by
Zif (GL,D(V ))) the group of continuous i-cocycles of the complex C
•(GL,D(V )) (resp. T
•
f (D(V ))). Define
Bi(GL,D(V )) and B
i
f (GL,D(V )) to be the respective groups of i-coboundaries. Also, denote the differentials
of the complex C•(GL,D(V )) by ∂
i.
Proposition 6.20. For all 0 ≤ i ≤ d+ 1 we have a canonical isomorphism
Hi
(
T •ψ (D(V ))
)
∼= Hi
(
T •φ (D(V ))
)
∼= Hi(L, V ).
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Proof. The isomorphism Hi
(
T •φ (D(V ))
)
∼= Hi(L, V ) is the content of Theorem 3.3 in [AI07] (see also Theo-
rem 1.1 in [Mor08]. It therefore remains to construct an isomorphism αi : H
i
(
T •ψ (D(V ))
)
∼= Hi
(
T •φ (D(V ))
)
.
By construction, an element in Hi
(
T •ψ (D(V ))
)
is given by a pair (x, y) with x ∈ Bi−1(GL,D(V )) and
y ∈ Zi(GL,D(V )) such that (ψ − 1)y = ∂
i−1(x). Then (φψ − 1)y ∈ Zi(GL,D(V )
ψ=0). By Proposi-
tion 6.8, there exists a continuous map z : Ci−1(GL,D(V )
ψ=0) such that ∂i−1(z) = (φψ − 1)y. Define
αi(x, y) = (−φ(x) + z, y). It is easy to check that (φ − 1)y = ∂
i−1
(
− φ(x) + z
)
. If y = ∂i−1(y′) and
x = (ψ − 1)y′ + ∂i−2(x′) for some x′ ∈ Ci−2(GL,D(V )) and y
′ ∈ Ci−1(GL,D(V )), then
αi(x, y) =
(
− φ ◦ (ψ − 1)y′ − φ ◦ ∂i−2(x′) + (φψ − 1)y′, ∂i−1(y′)
)
=
(
(φ − 1)y′ + ∂i−2(φ(x′)), ∂i−1(y′)
)
.
It therefore follows that αi gives a map H
i
(
T •ψ (D(V ))
)
→ Hi
(
T •φ (D(V ))
)
. It remains to show that αi
is an isomorphism. Let u ∈ Bi−1(GL,D(V )) and v ∈ Z
i(GL,D(V )) satisfy (φ − 1)v = ∂
i(u). Define
βi(u, v) = (−ψ(u), v). It is easy to see that βi defines a map H
i
(
T •φ (D(V ))
)
→ Hi
(
T •ψ (D(V ))
)
. If (x, y)
defines an element in Hi
(
T •ψ (D(V ))
)
, then βi ◦ αi(x, y) − (x, y) = (−ψ(z), 0) = (0, 0) since z has values in
D(V )ψ=0. Similarly, if (u, v) defines a cohomology class in Hi
(
T •φ (D(V ))
)
, then
αi ◦ βi(u, v)− (u, v) =
(
(φψ − 1)(u) + z, 0
)
.
Now w = (φψ− 1)(u)+ z has values in D(V )ψ=0 and satisfies ∂i−1(w) = 0, so by Proposition 6.8 there exists
w′ ∈ Ci−2(GL,D(V )
ψ=0) such that w = ∂i−2(w′). But then by definition (w, 0) is a coboundary and hence
zero in Hi
(
T •φ (D(V ))
)
. We deduce that αi ◦ βi = βi ◦ αi = id, which finishes the proof.
The isomorphism Hi
(
T •φ (D(V ))
)
∼= Hi(L, V ) is explicitly given as follows: let (α, β) be an i-cochain of
T •φ (D(V )), which is given by an element in C
i−1(GL,D(V ))× C
i(GL,D(V )). Define
cα,β = β + (−1)
id
(
σ(α)
)
,
where σ is a left inverse of φ−1 (c.f. Appendix II in [AI07]). Recall that the derivation on T •φ (D(V )) is given
by d
(
(α, β)
)
=
(
(−1)i(φ− 1)β + dα, dβ
)
. We deduce that dcα,β = 0, so cα,β is a cocycle in C
i(GL,D(V )). It
is easy to check that (φ− 1)cα,β = 0, so in fact cα,β has values in V . As shown in Section 3.4 in [AI07], the
isomorphism in Proposition 6.20 is given by the map (α, β)→ cα,β .
An important corollary of Proposition 6.20 is the following Proposition:
Proposition 6.21. For all 1 ≤ i ≤ d, we have a canonical homomorphism
δ(i) : Hi(GL, D(V )
ψ=1) ✲ Hi(L, V ).
Proof. If β˜ is a cocycle representing a cohomology class in Hi(GL,D(V )
ψ=1), then the pair (0, β˜) defines an
element in the ith cohomology group of the complex T •ψ (D(V )).
Remark. Explicitly, a cocycle representing δ(i)(β˜) is constructed as follows: the map β = (φ − 1)β˜ is a
cocycle with values in D(V )ψ=0 and defines a cohomology class in Hi(GL,D(V )
ψ=0). But D(V )ψ=0 has
trivial GL-cohomology by Proposition 6.8, so β is equal to a coboundary d(α), where α is a continuous map
G
×(i−1)
L → D(V )
ψ=0. Then (α, β) is an i-cochain of T •φ (D(V )) and hence defines an element in H
i(L, V ) by
Proposition 6.20. Explicitly, if σ is a left inverse of φ− 1, then δ(i)(c) is given by the cocycle
cα,β = β + (−1)
id
(
σ(α)
)
.
Lemma 6.22. Let r ≤ rV , and choose α such that Im(α) ⊂ D
(0,r](V ) (c.f. Remark 6.19). Then Im(σ(α)) ⊂
V ⊗Qp A˜
(0,pr].
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Proof. See the proof of Proposition 8.1 in [AI07].
Theorem 6.23. Let V be a de Rham representation of GL, and let n ∈ N such that p
−n < max{rV , r
′
V }.
Then for all 1 ≤ i ≤ d, we have a commutative diagram
Hi(GL, D(V )
ψ=1)
φ−n
✲ Hi(GL, (V ⊗ B
∇
dR)
HL)
Hi(L, V )
δ(i)
❄
V → V ⊗ B∇dR ✲ Hi(L, V ⊗ B∇dR)
inf
❄
Proof. Let c be a cocycle representing an element in Hi(GL,D(V )
ψ=1). In the notation of the remark
following Proposition 6.21, the image of c under δ(i) is given by the cocycle cα,β = β + (−1)
id
(
σ(α)
)
. Let
r = max{rV , r
′
V }. Then both β and σ(α) have values in V ⊗ A
(0,r], so both φ−n(β) and φ−n(σ(α)) can be
seen as cocycles with values in V ⊗B∇dR, and c
′
α,β = φ
−n(α) as a cocycle with values in V ⊗B∇dR which differs
from the cocycle
(g1, . . . , gi)→ φ
−n
(
β(g1, . . . , gi)
)
by the coboundary (g1, . . . , gi)→ φ
−n
(
dσα(g1, . . . , gi)
)
.
By Corollary 6.7 the inflation map gives an isomorphism Hi(GL, (V ⊗ B
∇
dR)
HL) ∼= Hi(L, V ⊗ B∇dR). In
terms of the relative dual exponential maps, Theorem 6.23 can be restated as follows.
Theorem 6.24. Let V be a de Rham representation of GK , and let n ∈ N such that p
−n > max{rV , r
′
V }.
Then for all 1 ≤ i ≤ d, we have a commutative diagram
Hi(GL, D(V )
ψ=1)
φ−n
✲ Hi(L, V ⊗ B∇dR)
Hi(L, V )
δ(i)
❄ exp∗(d−i),K,V ∗(d)
✲ HidR(V )⊕H
i−1
dR (V )
∼=
❄
References
[AB06] Fabrizio Andreatta and Olivier Brinon. Surconvergence des repre´sentations p-adiques: le cas relatif.
(preprint), 2006.
[AI07] Fabrizio Andreatta and Adrian Iovita. Global applications of global (φ,Γ)-modules. (preprint),
2007.
[And06] Fabrizio Andreatta. Generalized ring of norms and generalized (φ,Γ)-modules. Ann. Sci. E´cole
Norm. Sup. (4), 39(4):599–647, 2006.
[BK90] Spencer Bloch and Kazuya Kato. L-functions and Tamagawa numbers of motives. In The
Grothendieck Festschrift, Vol. I, volume 86 of Progr. Math., pages 333–400. Birkha¨user Boston,
Boston, MA, 1990.
[Bri03] Olivier Brinon. Une ge´ne´ralisation de la the´orie de Sen. Math. Ann., 372:793–813, 2003.
[Bri06] Olivier Brinon. Repre´sentations cristallines dans le cas d’un corps re´siduel imparfait. Ann. Inst.
Fourier (Grenoble), 56(4):919–999, 2006.
22
[CC98] Fre´de´ric Cherbonnier and Pierre Colmez. Repre´sentations p-adiques surconvergentes. Invent.
Math., 133(3):581–611, 1998.
[CC99] Fre´de´ric Cherbonnier and Pierre Colmez. The´orie d’Iwasawa des repre´sentations p-adiques d’un
corps local. J. Amer. Math. Soc., 12(1):241–268, 1999.
[Col98] Pierre Colmez. The´orie d’Iwasawa des repre´sentations de de Rham d’un corps local. Ann. of Math.
(2), 148(2):485–571, 1998.
[Eis95] David Eisenbud. Commutative algebra; with a view toward algebraic geometry, volume 150 of
Graduate Texts in Mathematics. Springer-Verlag, New York, 1995.
[Fon90] Jean-Marc Fontaine. Repre´sentations p-adiques des corps locaux. I. In The Grothendieck
Festschrift, Vol. II, volume 87 of Progr. Math., pages 249–309. Birkha¨user Boston, Boston, MA,
1990.
[Her98] Laurent Herr. Sur la cohomologie galoisienne des corps p-adiques. Bull. Soc. Math. France,
126(4):563–600, 1998.
[Hyo86] Osamu Hyodo. On the Hodge-Tate decomposition in the imperfect residue field case. J. Reine
Angew. Math., 365:97–113, 1986.
[Kat99] Kazuya Kato. Generalized explicit reciprocity laws. Adv. Stud. Contemp. Math. (Pusan), 1:57–126,
1999. Algebraic number theory (Hapcheon/Saga, 1996).
[Laz65] Michel Lazard. Groupes analytiques p-adiques. Inst. Hautes E´tudes Sci. Publ. Math., (26):389–603,
1965.
[Mor08] Kazuma Morita. Galois cohomology of a p-adic field via (φ,Γ)-modules in the imperfect residue
field case. (preprint), 2008.
[NSW00] Ju¨rgen Neukirch, Alexander Schmidt, and Kay Wingberg. Cohomology of number fields, volume
323 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical
Sciences]. Springer-Verlag, Berlin, 2000.
[Sch06] Anthony J. Scholl. Higher fields of norms and (φ,Γ)-modules. Doc. Math., (Extra Vol.):685–709
(electronic), 2006.
[Wei94] Charles A. Weibel. An introduction to homological algebra, volume 38 of Cambridge Studies in
Advanced Mathematics. Cambridge University Press, Cambridge, 1994.
Sarah Livia Zerbes
Department of Mathematics
Imperial College London
London SW7 2AZ
United Kingdom
email: s.zerbes@imperial.ac.uk
23
