The purpose of this work is to develop a unified approach to study the dynamics of a single-degree-of-freedom system excited by both periodic and random perturbations. As a prototype, we consider the noisy Duffing-van der Pol-Mathieu equation and achieve a reduction by developing rigorous methods to replace, in a limiting regime, the original complicated system by a simpler, constructive,a n dr a t i onal approximation -a lowerdimensional model of the dynamical system. To this end, we study the equations as a random perturbation of a two-dimensional weakly dissipative time-periodic Hamiltonian system. We achieve the model-reduction through stochastic averaging and the reduced Markov process takes its values on a graph with certain glueing conditions at the vertex of the graph. Examination of the reduced Markov process on the graph yields many important results, namely, mean exit times, probability density functions, and stochastic bifurcations.
Introduction
This paper deals with the nonlinear response of a single-degree-of-freedom system under both periodic and stochastic excitations. The general form of the equations studied here is given bÿ q t + ∂U ∂q (q t )+G(q t ,q t )q t =(µ 0 cos(νt)+µ 1 ξ(t))q t + µ 2 η(t) ,
where q ∈ R represents a generalized coordinate and the potential U : R → R has a single well. More precisely, we require that U ∈ C ∞ (R; R + ), lim |x|→∞ U (x)=∞ , that {x ∈ R : U (x)=0}={x∈R: U( x )=0}=0, (1), G represents dissipative terms and ξ and η represent mean zero, stationary, independent Gaussian white noise processes. For convenience, we shall define
Since an exact solution of (1) is not known, the purpose of this paper is to develop a reduction procedure to approximate the solutions of (1) by a graph-valued Markov process.
In the absence of time-dependent perturbations (both periodic and noisy; i.e. µ 0 = µ 1 = µ 2 = 0), Eq. (1) reduces to the well-known Lienard system with a nonlinear potential. There are many physical problems whose dynamics are described by such autonomous equations (see for example, Guckenheimer and Holmes [13] ). This equation consists of both linear and nonlinear restoring and dissipative terms which allow one to model various problems in mechanical and structural dynamics. In this model, a sustained oscillation may arise from a balance between energy generation at low amplitude and energy dissipation at large amplitude as in the Duffing-van der Pol equation.
In the absence of noisy perturbations (i.e. µ 1 = µ 2 = 0), Eq. (1) represents the nonlinear vibration of a mechanical system which has a single degree of freedom and which is subjected to harmonic parametric excitation. This has been studied extensively in the literature (see for example, Bolotin [3] and Nayfeh and Mook [32] ). It is well known that a small parametric excitation can produce a large response when the excitation frequency ν is close to twice the natural frequency ω of the system (subharmonic resonance). The problem of parametric resonance arises in many branches of physics and engineering. One of the important problems is that of dynamic instability of mechanical [32] and elastic systems [3] under periodic loads.
On the other hand, in the absence of periodic perturbations (i.e. µ 0 = 0), (1) represents random vibration of a mechanical system which has a single degree of freedom and which is subjected to both parametric and additive white noise excitations. The additive noise case has been extensively studied in the literature (see for example, Lin [23] and Bolotin [4] ). Although parametrically excited nonlinear systems have not received similar attention, there are a number of papers in the literature (see, for example, the work of Namachchivaya and co-workers [22] , [24] , Noisy Nonlinear Mathieu-Type Systems 3 [25] , [27] , [28] and Arnold and co-workers [1] , [2] and the references therein) that deal with such problems.
Our interest is the behavior of q in a certain limiting regime. Namely, we assume that both dissipation and time-dependent terms are small. Let us introduce a detuning parameter λ and suppose that ν is of the form ν = ω 0 (1 + ελ). This will allow us to investigate the detuning effects near a reference frequency ω 0 (for example, to study subharmonic resonance, we would let ω 0 be 2ω). In order to incorporate the detuning parameter λ in the the equation of motion, we rescale time by ν. Equation (1) Over finite time intervals, the limiting dynamics of the state (q ε ,q ε )a sε→0 a r esimply those of the unperturbed system (i.e. ε = 0), but over a long time the effects of the perturbations can be significant. In order to understand their effects on longer time scales, one should look for a slowly-varying quantity and exploit the separation of scales to find an appropriate lower-dimensional description of the system.
In the absence of dissipation and random perturbations (i.e. G ≡ 0a n d µ 1 =µ 2 =0 ) ,Eq. (1) represents a non-integrable system due to the time-periodic perturbations (the Mathieu term). Thus it is in general not possible to apply standard results from the theory of random perturbations of Hamiltonian systems [11] as done in Namachchivaya et al. [27] , [28] and Sowers. [34] However, by appropriate scaling of the nonlinear term ∂U h ∂q in (1), the solution (q ε ,q ε ) over any finite interval converges in probability, as ε → 0, to the solution of an averaged equation which has a conservation law. The averaged equation has certain nontrivial (yet generic) types of fixed points. The evolution of the first integral (conservation law) is examined on a rescaled time interval. The outcome will be a lower-dimensional model of single-degree-of-freedom mechanical systems under dissipation and time-dependent perturbation and a greatly-enhanced understanding of its stability and dynamics.
In Sec. 2, we state the mathematical structure of the problem and introduce the concept of the martingale problem. We also apply the classical averaging results of Khasminskii [18] to identify the conservation law or the first integral. We discuss the Hamiltonian structure of the averaged equations and derive the evolution of the first integral. In Sec. 3, we recast our problem on an abstract setting which focuses on the laws of processes. In this setting, we state the basic idea of the martingale problem and the main theorem. In Sec. 4, we provide a rigorous proof of the main theorem. Our main technique is to use the martingale problem. In Sec. 5, we apply the main results to the Noisy Duffing-van der Pol-Mathieu oscillator. We appeal to the results of Khasminskii [20] and Namachchivaya and Sowers [29] to complete the averaging procedure with isolated fixed points. We make use of more recent stochastic averaging results on graphs developed by Freidlin and Wentzell [11] , Freidlin and Weber [12] and Sowers and Namachchivaya [35] to complete the problem with saddle points. Here the reduced Markov process takes its values in a graph with certain glueing conditions defined at vertices connecting the edges of the graph.
Statement of the Problem
Let us start by transforming (2) . Using the following transformations q = x 1 cos(κt)+x 2 sin(κt) ,q = −κx 1 sin(κt)+κx 2 cos(κt) , we can write the evolution of (q ε ,q ε t ) in the standard forṁ
where the vector fields are obtained by the usual transformations.
Since we assume that the noise terms ξ(t), η(t) represent independent Gaussian white noise processes, we can rewrite (2 as the Ito stochastic differential equation
where the vectors b 1 , b 2 and the matrix σ are given by
and where x • is a fixed initial condition (which will remain fixed throughout). In (4), b 1 , b 2 and σ are 2π-periodic in the third argument (time), and W is a R 2 -valued Wiener process given on some probability space (Ω • , F • , P • ); as usual, we let E
• denote the expectation operator with respect to P • . We attach the superscript • to denote that this is the original probability triple.
The effects of the dissipation and noise can be understood via a diffusive generator and a symbol. For future reference, we define these operators. 
for all x =(x 1 ,x 2 ) ∈ R 2 and t ≥ 0, where
The operator · , · is known as the symbol of L .W en o t et h a ti fΦ∈C 2 ( R )a n d
for all x ∈ R 2 and t ≥ 0. Ito's rule tells us that for any f ∈ C 2 (R 2 ),
where
for all t ≥ 0; we note that M ε,f is a martingale with quadratic variation
It is important to realize that there are several scales in (4). The 2π-periodicity of the coefficients appears on time intervals of order 1. The drift term b 2 and the diffusion cause fluctuations of order ε and ε 2 , whereas the drift term b 1 causes fluctuations of order ε. Our interest here is when the periodic fluctuations of the coefficients in a sense cancel out the fluctuations due to b 1 , leaving us with fluctuations of order ε 2 . Hence, in this paper, we outline a unified framework to study nonlinear systems with both periodic and stochastic perturbations. First, let us make some definitions
We shall enforce Assumption 2.3. (Averaged Integral of Motion) We suppose that there is an
Our goal is to study the behavior of Z ε under this assumption. Using Ito's rule, we see that
Thus H(Z ε ) is slowly-varying. To see its fluctuations, we need to look at a time scale of order 1/ε. Namely, consider next the stochastic differential equation
then the law of {Z ε t ; t ≥ 0} is the same as the law of {Ẑ ε t/ε ; t ≥ 0}.W ea l s os e e f rom (6) that
It turns out that under Assumption 2.3, the behavior ofZ ε is trivial on time scales of order 1 (equivalently,Ẑ ε is not interesting on time scales of order 1/ε). To see this, let z be the flow generated by∇H; i.e.
Then we have Theorem 2.4. (Khasminskii [18] ) Assume that H and b 1 are bounded with bounded first and second derivatives. For any T>0 ,{Z ε t ;0≤t≤T}c o n verges in probability to {z t (x • ); 0 ≤ t ≤ T }; i.e. for any δ>0 ,
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Furthermore, if we define ζ
)/ √ ε for t ≥ 0 and ε>0,then the law of ζ ε convergence in law to a Gaussian Markov process ζ 0 satisfying
whereσ is a 2 × 2 matrix such that
The proof is given in Appendix A. Thus, to see the fluctuations of H, we need to look at an even longer time scale. Guided by Theorem 2.4, we write thatZ
We then expectZ ε t to noticeably deviate from z t (x • ) only on time scales which are of order at least ε −1 . Thus, we make another (final) rescaling. Consider the SDE
Then the law of {Z ε t ; t ≥ 0} is the same as the law of {Z ε t/ε ; t ≥ 0} (which is in turn the same as the law of {Ẑ ε t/ε 2 ; t ≥ 0}). We now have that
R o u g h l y , o u r goal is to study (11) and show that as ε tends to zero, the dynamics of H(Z ε ) tends to a lower-dimensional Markov process and to identify the generator of the limiting law. Our aim is to do this via the martingale problem. The underpinning of our result is the separation of time scales so that the state variables of fast time scales can be averaged while the equations of the slow variables are fixed. Again, we see that there are three time scales. The periodic fluctuations of the coefficients occur over time scales of order ε 2 . The drift due to b 1 is of order 1/ε (thus its effects can be seen on time scales of order ε). The drift and diffusion coefficients of Z ε are of order 1. Not surprisingly, we will need to perform two averaging steps, one to average out the periodic behavior of the coefficients, and one to average out the effect of b 1 . Since (9) represents an integrable Hamiltonian system, the nature of its dynamics effects the dynamics of the final reduced stochastic model.
A typical form of H(x), introduced in Eq. (9), is
where H U (x) is the contribution from the nonlinear potential U h ; an example of which is given in (31) for the noisy Duffing-van der Pol oscillator. There are a number of interesting and interrelated effects at play in our problem. The first effect is possible bifurcation in (9) as the unfolding parameters λ and µ are varied. For the problem under consideration, if λ<− µthen the Hamiltonian H is fairly simple with a single isolated elliptic critical point (H is shaped something like a paraboloid), and the reduced process is simply a Markov process on a line: a classical result (Khasminskii [20] ). For λ>−µ,the Hamiltonian H has multiple critical points and the reduced state space is a graph (which encodes the Morse data of H).
The vertices of this graph represent the homoclinic or heteroclinic orbits of (9) . At the vertices, glueing conditions need to be added in order to completely specify the reduced model; the analysis at the vertices (i.e. the critical points of H)i ss o m ewhat subtle. Making use of the martingale formulation, Freidlin and Wentzell [11] , Freidlin and Weber [12] , and Sowers and Namachchivaya [35] identified some of the issues relating to boundary-layer behavior close to the homoclinic orbits of (9) . Similar rigorous results at elliptic are given by Namachchivaya and Sowers [29] .
It is important to realize that there are three time-scales involved in (11) . The reduction to a graph-valued process will only be possible if each of these time scales is fully exploited while averaging. The random motions of (11) consist of very fast oscillations (with period ε 2 ) in the quantities that contain time explicitly, fast rotations (with period ε) along the unperturbed trajectories Z ε of the system, and slow motion across these trajectories. The random motion across the unperturbed trajectories is approximated by a Markov process obtained by averaging with respect to both the fast oscillations and the invariant measure concentrated on the closed trajectories of (9) . Thus in this paper, we shall consider in detail the dynamics of (11) away from any fixed points of (9) , and appeal to the results of Namachchivaya and Sowers [29] and Sowers and Namachchivaya [35] to complete the analysis relating to boundary-layer behavior close to the elliptic and saddle points of H, respectively.
Problem Formulation and the Main Result
It should, of course, be apparent by now that we are interested only in laws of various processes, and issues of convergence of such laws. The martingale problem provides an ideal formulation for such investigations (see [7] , [36] ). Although our initial problem does not demand recourse to the full martingale problem, we will later in Sec. 5 consider some generalizations which do (viz. in those problems the limiting process will not be representable by an SDE). For purposes of comparison, we have written the proof of Theorem 2.4 in Appendix A in a more standard way.
Martingale problem
We will consider a (stopped) Markov process on R 2 .F o re a c hϕ∈C 2 ( R 2 ), the generator for the Markov process (11) on R 2 is given by
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Let us begin by extracting the laws of various processes; in particular, we will fix a common (canonical) event space and consider the laws of the Z ε 's on this space. Define the event space Ω def = C([0, ∞); R 2 ). Define the coordinate functions
s ≤ t }a n dd efine a sigma-algebra on Ω by F def = t≥0 F t .F o re a c hε>0, let P ε ∈ P(C([0, ∞); R 2 )) be the law of {Z ε t ; t ≥ 0}; i.e.
Note that we have made no assumptions on the structure of H at infinity, nor do we want to. Fix H * >H * anddefine
Let e be thefi r s tt i m et h a tXleaves S; i.e.
We now convert (a slight generalization of) (6) to our setting. Let f ∈ C 2 (R 2 × R) be 2π-periodic in its last argument. Then
is a martingale with respect to the filtration {F t ; t ≥ 0} under the probability measure P ε with quadratic variation
The second form (14) of the martingale property simply relies upon the fact that functions of the form n j=1 ϕ j (X rj ) generate F 's. The value of the martingale problem is that, under certain natural assumptions, it allows us to uniquely identify P ε .
Remark 3.1. It is very important to realize that (14) is the starting point for the rest of our analysis. We will never again need to refer to the original probability space with measure, P • or to the stochastic differential equation (11) for Z ε . Rather, we will only need (14) ; this is a reflection of claim of the martingale problem that (14) completely characterizes P ε .
Since our goal is to show that the law of H(Z ε ) converges to an identifiable limit, let us also convert this to our canonical setting. We note that H(S)=I , where 
Our goal is to verify the existence and identify the limit
this limit being in the Prohorov topology on P(C([0, ∞);Ī)) (the space of probability measures on C([0, ∞);Ī), equipped with its natural Borel sigma algebra).
In line with other results on averaging (see Namachchivaya and Sowers [29] and Sowers [34] ), we should set up some notation. Although this is a minor detour, we think that it is useful to use this opportunity to show that the "general" structure of averaging can be used here. Of course the topology whichĪ inherits from R is the same as the topology induced by the map x → H(x) fromS toĪ.W ealsonotethat I can be written asĪ = {H * }∪I∪{ H * } ;o fc ourse I is a one-dimensional open C ∞ manifold. We also have thatĪ is a stratified space if we enforce the ordering {H * }≺I and {H * }≺I.The connection of stratified spaces to averaging seems to be a general one, and emphasizes the behavior of the limiting process at boundaries. Finally, we note that of courseĪ is Polish (by using the standard metric inherited from R).
Let us next define an averaging operator. For any ϕ ∈ B(S), we define Aϕ ∈ B(I)b y
for all x ∈ S,w h e r eH 1 is one-dimensional Hausdorff measure and T • : I→R + is defined by
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Of course A: C(S) → C(Γ). The limiting behavior of Y under P ε (or alternately the dynamics of the coordinate process under P † ) will reflect both the time-averaging operator M of Definition 2.2 and A. To start to specify this generator, first define
for all x ∈ R 2 and t>0. We note the easily-seen and important fact that K is 2π-periodic in its last argument (time) since
Next, define the drift and diffusion coefficients
for all h ∈I.W ethendefine the second-order operator
for all h ∈I.Let us start to write down things for our main result.
Definition 3.2. (Limiting Domain and Generator) Define
for all h ∈I,and we define L † f at H * and H * by continuity, the definition of D † allowing us to do so.
Our main theorem is thus
Theorem 3.3. The P ε, † 's tend to the unique solution P † of the martingale problem with generator L † with domain D † and with initial condition δ H(x • ) . This means the following. Firstly that
The proof of this result will be given in the next section.
Remark 3.4. We have incorporated into the definition of D † the fact that the process X † is killed upon hitting either H * or H * .
Proof of the Main Theorem
We will prove Theorem 3.3 in three steps. First, we will assert that the P ε, † 's are tight; by Prohorov's theorem, there must thus be at least one cluster point in the weak topology of probability measures on C([0, ∞);Ī) (the proof of tightness will be deferred until the end of the section since it uses some other results which we will develop). Then we prove that any such cluster point of the P ε, † 's satisfies the martingale problem with domain and generator satisfying (20) . This will take some work, as shown in Sec. 4.2. Finally, we will show in Sec. 4.3 that there is only one probability measure on (Ω † , F † ) which satisfies (20), thus finishing the proof of the main theorem.
Tightness
Logically, the first step is to show that some cluster points of the P ε, † 's exist; this follows from tightness of the P ε, † 's (by Prohorov's theorem).
Proposition 4.1. (Tightness) For each δ>0and T>0 ,
Thus, the P ε, † 's are tight in the Prohorov topology on P(C([0, ∞);Ī)).
The proof will be deferred until the end of the section.
The Martingale problem
We now know that the P ε -laws of {Y t ; t ≥ 0} are tight. Next we need to show that any limit point satisfies (20) , and the following result does this.
be the associated expectation operator. Then (20) holds; in other words, any cluster point of the P ε, † 's satisfies the martingale problem associated with L † .
Here we will gather together the ideas leading to this result. Our starting point is clearly Definition 3.2, so we should try to connect elements of
We would like to use (14) with the test function f • H and develop various limit theorems to prove (20) . Note the following:
The proof is given in Appendix B. Unfortunately, the limit theorems we will develop require a bit more smoothness than is available (viz. we will need bounds on the first five derivatives of f ). Thus we need to approximate f . The following result will do this. Let us fix a smoothing exponent ν such that
Then we have
The proof of this result is in Appendix B.
Applying the generator to f ε • H, we now define
for all x ∈ R 2 and t ≥ 0. Our main calculation is Proposition 4.5. We have that
The proof of this result will be given at the end of this section. We then have
Proof of Proposition 4.2. Fix r j 's, s, t and ϕ j 's and f as in Theorem 3.3. Then
It is easy to see that lim ε→0 f ε •H −f •H C(Ī) = 0. By this and by Proposition 4.5, we have that (20) thus holds. For any closed set not containing H(x • ), we have that
Let us decompose L ε into two parts;
for all t>0a n dx∈R 2 .W es hould be able to implement standard averaging techniques on L ε 1 . First, we would like to average out the fastest variation; the oscillation of coefficients (which has period ε 2 ), and then we would like to average over the orbits of z (these oscillations have period ε). Specifically, we should have
for all h ∈I .W ew ill make all of this precise; the first approximation will be analyzed in Lemma 4.6 and the second one will be studied in Lemma 4.8. The analysis of L ε 2 is slightly more delicate since it contains large fluctuations (which we will show are on average of order 1 (by using (17) ; this will be done in Lemma 4.10. This is the origin of the A(M(b 1 , ∇K)) term in the drift coefficient b. Let us first of all average the quickly-varying periodic coefficients. Lemma 4.6. There is a constant C>0s u ch that for any ϕ ∈ C 2 (R 2 × R) which is 1-periodic in the last argument,
Proof. Define
for all x ∈ R 2 and t ≥ 0. Then Φ ϕ is a bounded element of C 2 (R 2 × R) which is 2π-periodic in its last argument. In fact, we note that there is a constant C>0 such that
for all t>0andx∈R 2 .Applying the martingale problem to (x, t) → ε 2 Φ ϕ (x, t/ε 2 ), and making use of the generator (13), we have that
where M ε is a P ε -martingale with quadratic variation
for all t ≥ 0. Substituting (25, and rearranging the terms yields
for all t ≥ 0. Standard bounds, such as the Burkholder-Davis-Gundy inequality (see [17] ) give us the desired result.
We next define a function similar to that of (24) which will be used in the proof of the averaging result for the orbits of z. It is clear that T
• is bounded from below away from zero onĪ sinceS does not contain any fixed points of∇H. Secondly, T
• ∈ C 2 (Ī) sinceS is compact and all the quantities in (15) are infinitely smooth on appropriate compact sets.
for all x ∈ S. Then Ψ ϕ ∈ C 2 (S) and
for all x ∈S.F i n a ll y,there is a constant C which does not depend on ϕ such that
Proof. Let us check (27) . Fix x ∈S and t ∈ R, we can write
On the other hand, we can replace x by z t (x) in (26) to get that
differentiation with respect to t yields
It is fairly clear that Ψ ψ ∈ C 2 (S) and that it has the stated bound.
Let us use this to average over the orbits of z. The proof is similar to that of Lemma 4.6. We need to be slightly careful, however, since the fast motion (of (9)) is not exactly∇H, but rather b 1 .
Lemma 4.8. There is a constant C>0s u ch that for any ψ ∈ C 3 (R 2 ),
Proof. Let us consider the function Ψ ψ (x) from Lemma 4.7. We now apply the martingale problem to the function x → εΨ ψ (x). We get that
for all t ≥ 0, where M ε is a martingale with quadratic variation
We thus get that there is a constant C>0s uch that
We now use Assumption 2.3 and Lemma 4.7 (making use of (27) ) to see that
for all x ∈S. Thus by Lemma 4.6, we have that there is a constant C>0s uch that
for all ε>0.W ealsonote that there is a constant C>0s uch that
so putting everything together, we get the stated result.
We can now prove Lemma 4.9. There is a constant C>0s u ch that for any ϕ ∈ C 3 (R 2 × R) which is 2π-periodic in its last argument
Proof. Combine Lemmas 4.6 and 4.8.
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This will allow us to honestly carry out the approximations of (23).
Let us now get back to Proposition 4.5 and consider the average of L ε 2 .Th ek ey ob servation is that (17) implies that the ε −1 term is something of a ghost, whose real effect is of order 1.
Lemma 4.10. There is a constant C>0s u ch that for any ϕ ∈ C 3 (R),
Proof. We apply the martingale problem to (x, t) → εK(x, t/ε 2 )ϕ(H(x)). We have that
We now note that
for all t>0a n dx∈R 2 .U sing this and the standard techniques to bound all the terms of order ε or smaller, we get that there is a C>0s uch that
To get the claimed result, we will use Lemma 4.6 to average the first term on the right-hand side. We note that in view of (17)
for all x ∈ R 2 . Thus, there is a constant C>0s uch that
The stated result now follows.
We can now prove Proposition 4.5.
Proof of Proposition 4.5. Let us first use Lemma 4.10 to get effectively replace L ε 2 by something of order 1. Definẽ
for all x ∈ R 2 and t ≥ 0. From Lemma 4.10 we find that there is a constant C>0 such that
From Lemma 4.4, there is a constant C>0s uch that f ε C 3 (mathcalI) ≤ Cε −5ν for all ε>0 ;thus lim ε→0 ε f ε C 3 (Ī) = 0. We now use Lemma 4.9. We get that there is a constant C>0s uch that
We see that there is a constant C>0s uch that L ε C 3 (S×R) ≤ Cε −5ν , which implies that lim ε→0 ε L ε C 3 (S×R) =0.W eth usha v ethat
for all h ∈I.W euse the second claim of Lemma 4.4 to complete the proof.
Uniqueness
To be rigorous, we finally need to prove Proposition 4.11. (Uniqueness) There is only one solution P † of the martingale problem of (20) .
Proof. This is entirely standard. We use [7, Theorem 4.2.2] . It is clear that D † is clearly dense in C(Ī). Secondly, since L † is an elliptic operator and in view of the boundary conditions in D † at H * and H * , weha v ethatL † satisfy the positive maximum principle. Finally, the range of L † − λ is dense in C(Ī) for all λ>0due to standard PDE calculations (see [9] and [10] ).
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Finally, let us go back to the issue of tightness.
Proof of Proposition 4.1. Let us write down a formula for the increments of H(X t∧e ). We have that
for all 0 ≤ t ≤ e,w h e r e
and where M 1 is a P ε -martingale with quadratic variation
for all 0 <t<e.Applying now the martingale problem to εK(x, t/ε), we have that
and M 2 is a P ε -martingale with quadratic variation
for all 0 <t<e.Itiseasy to see that for any δ > 0a n dT>0, we have that
for i ∈{1,2}.T oprovethe stated result, let us take δ = δ/5. Then some straightforward calculations show that
We of course also have that
so the desired result is true.
Noisy Duffing van der Pol Mathieu Oscillator
Although the method developed in this paper is applicable for more general equations of motion (1), we will consider in detail the prototypical example of the case of the noisy Duffing-van der Pol-Mathieu oscillator ; i.e. where
for all q ∈ R,w h e r eβ 0 and β 2 are some fixed parameters. This example represents many interesting engineering applications,
More specifically, when β 2 =0andµ 2 =0,(29)represents a typical application in structural mechanics: the transverse vibration of a uniform elastic beam subjected to fluctuating axial end load [31] .
Remark 5.1. The calculations given below can be easily adopted to other examples such as Duffing-Rayleigh oscillator ; i.e. where
In the absence of time-dependent perturbations (both periodic and noisy) the equation reduces to the well-known Duffing-van der Pol equation which represents the generic normal form of the double zero codimension two bifurcation if one allows both ω and β to be bifurcation parameters [15] , and there are many physical problems whose dynamics are described by the above equation for some parameter values. This equation consists of both linear and nonlinear restoring and dissipative terms which allow one to model various mechanical and structural dynamics problems. In this model, a sustained oscillation arises from a balance between energy generation at low amplitude and energy dissipation at large amplitude. It has been shown that mechanical systems, such as aircraft at high angles of attack, exhibit such codimension two instabilities. It has also been shown (Holmes and Rand [15] )
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that this equation represents the motion of a thin panel under supersonic airflow. This equation also describes the dynamics of a single-mode laser with a saturable absorber as pointed out by Velarde and Antoranz [37] . Furthermore, Knobloch and Proctor [21] suggest that this equation describes the evolution of the amplitudes of the dominant velocity mode in an overstable convection when the frequency of oscillation is small. Introducing the detuning parameter λ and rescaling time by ν (as in (2)), (29) can be written as
By making use of the following transformations
we write (30) in a standard form as in (3) are given by
+2µx 2 cos(2κt + t)−2µx 1 sin(2κt−t)−2µx 1 sin(2κt + t) 
Fixed points, stability, and phase portraits of the averaged system
It is clear that the averaged system is integrable and for most initial conditions the solutions will be periodic, filling out the whole phase space. First, we identify the conservation law or the first integral corresponding to (3). The explicit form of the Hamiltonian, associated with the flow (9), is
Next, the averaged equations, corresponding to the the Hamiltonian (31), have certain nontrivial (yet generic) types of fixed points. The equilibrium or fixed points of the system can be determined from
First, note that the origin, (0, 0), denoted by E 0 , is a fixed point for all parameter values. The system also has two pairs of fixed points which exist only for certain parameter ranges. One pair of fixed points, denoted by E −µ ,i sg i v e nb y is given by
Similarly, this pair of fixed points only exists for (λ − µ)/α ≤ 0. It is worth pointing out that E ±µ denote the nontrivial fixed points branching at the corresponding bifurcating points λ = ±µ. The value of the Hamiltonian at the fixed points E 0 and E ±µ , are respectively
The linear stability of each of these fixed points is determined by the eigenvalues of the Jacobian of (32) evaluated at that fixed point. First, consider E 0 , the fixed point at the origin, since the trace is zero for Hamiltonian systems and the stability condition is given by the determinant of the Jacobian, i.e. |λ| >µ.Comparing this with the existence criteria for the other two fixed points E −µ and E +µ , the fixed point at the origin is stable (eigenvalues on the imaginary axis) if either both E −µ and E +µ exist, or neither E −µ nor E +µ exist. If only one of E −µ and E +µ exists, then E 0 is unstable (at least one eigenvalue on the right half-plane). Next, consider the fixed point E ±µ , at which the system Jacobian has the determinant
Thus, the fixed point E −µ is stable if α>0a n dE + µ is stable if α<0.Note that if both E −µ and E +µ exist, then exactly one of them must be stable and the other unstable. Consider the phase portrait for a fixed value of λ.
Assumption 5.2. (Positive Cubic Stiffness)
Since α represents the nonlinear stiffness, in the subsequent sections we assume that α>0,which is of interest in most applications. Then the value of the Hamiltonian at the fixed points E 0 and E ±µ can be ordered
with the elliptic fixed points E −µ having the least energy.
Hence for α = 1, a complete phase portrait can be drawn for the system. Consider the case where µ>0. Then E ±µ does not branch out from E 0 for any value while λ<−µ.The fixed point E 0 is a stable center, and is surrounded by a family of periodic orbits. A representative phase portrait, for a fixed value of µ,i ss h o w n i nF i g. 3.
Now, allow the parameter λ to vary but keep α =1 .I f− µ>λ>µ ,t h e n E − µ appears and the fixed point E 0 has become an unstable saddle, with a pair of homoclinic orbits. Meanwhile fixed points E −µ are stable centers, surrounded by families of periodic orbits. There are three fixed points: a saddle at the origin, and two centers along the x-axis. A pair of homoclinic orbits, symmetric about the 24 N. Sri Namachchivaya & R. B. Sowers x-axis, connects the saddle at the origin to itself. There are continuous families of periodic orbits both inside and outside the homoclinic orbits. A representative phase portrait, for a given value of µ, is given in Fig. 4 .
Finally, if λ>µ ,t h e nb o t hE − µ and E +µ appear. The fixed point E 0 has once again become a stable center. Fixed points E +µ are unstable saddles, with four heteroclinic orbits connecting them to each other. Fixed points E −µ remain as stable centers, within two of the heteroclinic orbits. This case is shown in Fig. 5 where there are five fixed points: a center at the origin, two centers along the x 1 -axis, and two saddles along the x 2 -axis. In this case, there are two pairs of heteroclinic orbits (four overall) connecting the saddle points to each other. One pair of orbits surrounds just the center at the origin. The origin also has a continuous family of periodic orbits bounded by this pair of heteroclinic orbits. The other pair of heteroclinic orbits surrounds the centers on the x-axis. There is also a continuous family of periodic orbits surrounding these centers, bounded by the heteroclinic orbits. Finally, there is a continuous family of periodic orbits outside of all of the heteroclinic orbits. A representative phase portrait, for a given value of µ,i sg i v e n i nF i g. 5.
Let us define the points where the level sets intersect the x 1 -axis in the first quadrant as
and the point where the level sets have vertical tangency, i.e. dx 1 /dx 2 =0,as
The energy levels corresponding to the nontrivial fixed points E −µ (stable centers) and E +µ (unstable saddles) respectively are given by
In addition, the minimum energy level h 2 for the vertical tangency is given by
Then, we parametrize the level sets by the variable x 1 using
as follows.
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1. If λ ≤−µ,t h e nf o rh≥0t h el e v e ls ets in the first quadrant are given by
) . When h = 0, the level set in the plane consists of the equilibrium point at origin, and the level sets for h>0are closed orbits around the origin (Fig. 3) . 2. If −1 <λ≤1a n d (a) if h 1 (λ) ≤ h<0, the level sets in the first quadrant are given by
, the level sets in the first quadrant are given by
) . When h = h 1 (λ, the level set in the plane consists of two nonzero equilibrium points on the x 1 -axis. Level sets for h 1 (λ) <h<0arepairs of closed orbits, the level set for h = 0 is a figure-8 double homoclinic loop, and level sets for h>0 are large closed orbits around all three equilibrium points (Fig. 4) .
,thelevel sets in the first quadrant are given by
) and
) . When h = h 1 (λ), the level set in the plane consists of two nonzero equilibrium points on the x 1 -axis, level sets for h 1 (λ) <h<h 3 ( λ )a r epairs of closed orbits, the level set for h = h 3 (λ) is a double heteroclinic cycle, level sets for h 3 (λ) <h<0are the unions of a small closed orbit around the origin and a large closed orbit around all five equilibrium points, the level set for h =0isthe union of the origin and a large closed orbit, and level sets for h>0are large closed orbits. The level sets for this case (λ>µ )f or the values λ =2 δ,µ=2 , α=4/3, are shown in Fig. 2 . In Secs. 5.3.3 and 5.3.2, we shall use these facts in the evaluations of the drift and diffusion coefficients of the graph valued Markov process. The basic idea is that for small perturbations of a Hamiltonian system, we can determine the reduced Markov process, which takes its values on a graph, based on solutions of the unperturbed Hamiltonian system, which in many situations can be explicitly determined. 
Time-averaging
We have pointed out that there are three time-scales involved in such problems (11) . The reduction to a graph valued process will only be possible if each of these time scales is fully exploited while averaging. The random motions (11) consist of very fast oscillations (1/ε 2 ) in the quantities that contain time explicitly, fast rotations (1/ε) along the unperturbed trajectories Z ε t of the system, and slow motion across these trajectories. The random motion across the unperturbed trajectories is approximated by a Markov process obtained by averaging with respect to both the Lebesgue measure of the fast oscillations and invariant measure concentrated on the closed trajectories of H(x). Hence our first task according to the theory presented in the previous section, is to average the periodic fluctuations of the coefficients and obtain the expressions for
where, we have made use of the expression for the Hamiltonian (31). We shall make use of (35) and (36) appropriately in evaluating the drift and diffusion coefficients of the graph valued process.
Graph valued process
In this section we extend the results of Theorem 3.3 to allow for Hamiltonians H having critical points. If H only has an elliptic critical point, this involves some of the calculations of Namachchivaya and Sowers [29] while if H has saddle points, this involves the calculations of Freidlin and Weber [12] , and Sowers and Namachchivaya [35] . The averaged system will in general take values in a stratified space.
Stratified space
The stratified space is exactly the chain components of the chain recurrent set of (9). We will follow [33] in our notation. We say that there is a δ-chain of length T>0f rom x ∈ R 2 to y ∈ R 2 if there is a sequence (z j ; j =1 ,2 ,...,n)o fp o i n t s and a sequence of times 0 = t 0 <t 1 <··· <t n =T such that z 0 = x and z n = y and such that z tj −tj−1 (z j−1 ) − z j <δfor all 1 ≤ j ≤ n. We note that for each point x ∈ R 2 and each T>0, there is a δ-chain of length T >T from itself to itself for each δ>0-t h ec h a i nrecurrent set of (9) is all of R 2 (this is clearly true if x is on a periodic orbit of (9); it is also fairly easy to see it for centers and saddles). We then define an equivalence relation ∼ (chain equivalence) on R 2 by saying that x ∼ y if for each T>0a n de a c hδ>0t here is a δ-chain of length T >T from x to y and a δ-chain of length T >T from y to x. This is the "correct" general equivalence relation in that two points are equivalent if a combination of a small diffusive perturbation and the fast drift takes one point to the other and back again. Define = {y ∈ S: y ∼ x} be the equivalence class of x (the chain components of R 2 ) and we define
where c i are the fixed points, the i 's are closed orbits whose union is ∂S,andeach Γ i is the π-image of a maximal open subset of R 2 which does not intersect any of the [c i ]'s or i 's. We can treat M as a stratified space [14] and in fact M is Polish [34] . The significance of the stratified space in the context of averaging is that it decomposes the state space into a collection of open manifolds (the Γ i 's), on which we can define diffusive generators, and edges or points where we need to specify boundary conditions -at the [c i ]'s we need to specify glueing conditions and at the i 's we need to kill the process.
To make our analysis slightly easier, let us take advantage of the fact that M looks like a bunch of intersecting lines. Let us map each Γ i into an interval
this being interpreted as a disjoint union. To make this rigorous, we need a nontrivial topology on G which reflects the fact that various ends of differentĪ i 's should be identified (since they should be considered as the [c i ]'s, where different π −1 (Γ i )'s meet. Instead of directly setting up this topology, let us first define a notion of continuous functions. We give each I i its standard topology. We say that f : G → R is in C(G)i ff I i is uniformly continuous on I i (i.e. it has limits at the ends of I i ) and if furthermore
for all x ∈ π −1 (Γ i ) ∩ π −1 (Γ j ). We can then define the topology on G as the smallest topology with respect to which all elements of C(G) are continuous (see also [8] ). We then want to find a Markov process on G which represents the limiting dynamics of [X] . To this end, we define for each 1
for all h ∈I i ,w h e r eσ 2 i and b i are as (18) with x restricted to π −1 (Γ i ). We want to put these L i 's together to get a Markov process on G with generator L † G and domain D † G . Finally, For notational convenience, when N ≥ 2, we also define
5.3.2.
Stochastic averaging on a line [20] , [29] For the problem under consideration, for λ ≤− µ ,t he Hamiltonian H is fairly simple with a single elliptic critical point at o def =( 0 ,0) (H is shaped something like a paraboloid). Thus (9) has a nondegenerate center at o. Here,
and the stochastic averaging result is fairly classical (Khasminskii [20] ). The limiting domain for this case is
and for f ∈ D † , the generator is
for all h ∈Ī, where the averaged drift and diffusion coefficients are given by
where C(h) represents closed curve of the energy level H(x)=hand T(h)i st h e p e r i o do fthe periodic orbit.
5.3.3.
Stochastic averaging on graphs [12] , [35] For λ>− µthe Hamiltonian system (9) has multiple fixed points. The first extension of averaging to include multiple fixed points with homoclinic orbits was given by Freidlin and Wentzell [11] . As we have discussed in Sec. 5.1, there are two distinct cases for the parameter values −µ ≤ λ ≤ µ and λ>µ,and for each of this case the reduced Markov process is defined, as in [35] , on a stratified space M.
Noisy Nonlinear Mathieu-Type Systems 31 Case 1. Three fixed points. For −µ ≤ λ ≤ µ, the Hamiltonian system (9) has three fixed points: a saddle, c 0 , at the origin, and two centers, c 1 , c 2 , along the x 1 -axis. A pair of homoclinic orbits, symmetric about the x 1 -axis, connects the saddle at the origin to itself. There are continuous families of periodic orbits both inside and outside the homoclinic orbits. Here the reduced state space is M =
and c i 's are the critical points. Let us define the value of the Hamiltonian at the saddle as h s def = H(c 0 )=0. Case 2. Five fixed points.F o rλ>µ,the Hamiltonian system (9) has five fixed points: a center, c 0 , at the origin, two centers, c 1 , c 2 , along the x 1 -axis, and two saddles, c 3 , c 4 , along the x 2 -axis. In this case, there are two pairs of heteroclinic orbits (four overall) connecting the saddle points to each other. One pair of orbits surrounds just the center at the origin. The origin also has a continuous family of periodic orbits bounded by this pair of heteroclinic orbits. The other pair of heteroclinic orbits surrounds the centers on the x 1 -axis. There is also a continuous family of periodic orbits surrounding these centers, bounded by the heteroclinic orbits. Finally, there is a continuous family of periodic orbits outside all the heteroclinic orbits. Here the reduced state space is M =
, c i 's are the critical points and x ± 1 (c 3 )a n dx ± 2 ( c 3 )are defined by (33) and (34), respectively. Once again define the value of the Hamiltonian at the saddle as h s def = H(c 3 )=H(c 4 )=h 3 .
W e present the results of the reduced process for both cases by denoting the number of legs of the graph by N : N =3and4forthecases−µ≤λ<µand λ>µ, respectively. As explained in Sec. 5.3.1, for each 1 ≤ i ≤ N ,l e tI i def = Hπ −1 (Γ i ).
We can then treat M as
this being interpreted as a disjoint union. The limiting domain for this case is
where the "+" sign is taken if the coordinate h on the leg I i is greater than h s and the "−"' sign is taken otherwise. Then for f ∈ D † G , the generator is
for all h ∈Ī i , where the averaged drift and diffusion coefficients on each leg I i are given by
where (L i f i )(h)e x i s t s∀i at each fixed point c i ,a n d 3 . the process is killed when the energy reaches H * . 4. the glueing condition roughly means the following. Define The glueing conditions are evaluated for the following two cases. Case 1. Three fixed points. Here C i (h) represents closed curve of the energy level H, which corresponds to a specific edge I i of the graph, and T i (h)i st h ep e r i o d o fthe periodic orbit. Then the glueing condition for the vertex (saddle point) O is explicitly given by
andthe "+" sign is taken if the coordinate h on the leg Γ i is greater than H(O)=0 and the "−" sign is taken otherwise. The coefficients in the glueing condition are defined explicitly as
It is important to realize that C i (O)f o ri=1 ,2a r ethe left and right homoclinic orbits of the figure-8 double homoclinic loop, while C 3 (O) represents the whole figure-8 double homoclinic loop (Fig. 4) . Case 2. Five fixed points. The integrals I i (h) are defined in (39) and once again C i (h) represents closed curve of the energy level H, which corresponds to a specific leg Γ i of the graph, and T i (h) is the period of the periodic orbit. The the glueing condition for the vertex (saddle point) O is explicitly given by
, once again the "+" sign is taken if the coordinate h on the leg Γ i is greater than
2 /12α and the "−" sign is taken otherwise. The coefficients in the glueing condition are defined explicitly as
where the integrals
It is important to realize that C i (O) for i =1 , 2a r ethe left and right heteroclinic orbits of the double heteroclinic cycle, while C 3 (O) represents the heteroclinic closed orbit around the origin and C 4 (O) represents the double heteroclinic cycle which orbits around all three center equilibrium points (Fig. 5) . 
for all h ∈I i ,where we have used Definition 2.1 for the symbol dH, dH .T h e na t the regular nondegenerate elliptic fixed points h 
Noisy Nonlinear Mathieu-Type Systems 35 due to the fact that ∇H = 0 and the period is finite at the fixed points h c i . However, at the saddle fixed point h s , ∇H goes to zero exponentially fast as t →±∞and a i,j is bounded for all t. Hence the following integrals over the homoclinic or heteroclinic orbits exists and are not necessarily zero,
Convergence of such intergrals is discussed in Guckenheimer and Holmes [13] in the context of Melnikov functions.
Probability Density and Mean Exit Time
We now look at various quantities of engineering interest; to do so, we start with thefactthatifE(h)
H(x 1 ,x 2 )=h}and h = H(x, y)andη=x 2 are the new independent variables, then a double integral is transformed as
where the length of arc s of the curve E(h) is the new variable of integration. In
Hence the usual definition of the inner product with respect to the Lebesgue measure can be transformed to an appropriate inner product in the local coordinate h as
where A (h) is the area bounded by E(h). Equation (44) can also be defined using the relation A (h)=T H ( h )( where the prime denotes differentiation with respect to the energy level, h), and (43. We shall make use of this inner product in the local coordinate h in deriving the Fokker-Planck equation.
Fokker Planck equation (FPE)
We shall now derive the Fokker-Planck equation for the density of {ȟ t∧ě ; t ≥ 0}. We present a rigorous derivation which takes care of the killed process at H * and examine the stationary behavior of the Fokker-Planck equation when H * = ∞.W e assume that there is a p ∈ C ∞ ((0, ∞) ×
where "+" sign is taken if the coordinate h on the edge I i is greater than h s = H(O) and the "−" sign is taken otherwise, and p(t, ·)a n dp ( t )are the density of the law ofȟ t∧ě relative to Lebesgue measure on N i=1 I i and a Dirac mass at H * .I n ( 45), h c i for i =1,2,...,N −1, denotes the energy associated with the elliptic fixed point on leg I i and h c N = H * . Since we killȟ at H * , mass may accumulate there, necessitating a Dirac measure at H * . Differentiating (45) with respect to time yields
On the other hand
From (46) and (47) and making use of the properties of D † G , and integrating the right-hand side of (47) by parts yields
is the probability flux or current at z at time t in leg I i . Hence, for f ∈ D † G , the boundary condition for p i is derived from
The solution of (48) is obtained as
where the 2N constants C i 's and D i 's are yet to be determined. The zero-flux conditions at the exterior vertices indicated by h c i , =1,2,. ..,N −1a n dJ H n ( ∞ )=0, guarantee that the C i 's are identically zero. Upon applying the n − 1 continuity conditions of p i (h)a tt h ev e r t e xO ,w eo b t a i n 
Mean first passage time
Define the mean exit time u ε (x)
. Since e is a function of or loosely a function of H(X), we thus have that lim ε→0 u ε (x)=E[ e](torigorously confirm this, we need to verify that e and χ {e≥t} can be approximated by continuous functions of S-valued paths and similarly thatě and χ {ě≥t} can be approximated by continuous functions of the paths ofȟ -we leave this to the reader). In order to find the mean time to reach either z 1 ,z 2 ,...,o rz n ,i.e. E[ě], we find the unique bounded solution of the elliptic PDE
with the boundary and glueing conditions u i (z i )=0 for i=1,2,...,N and 
Thus, we have six boundary conditions for determining uniquely the mean first passage time. Imposing the boundary conditions at h = z 1 ,z 2 ,...,z n the solution of (50) is given by ds σ 2 i (η) for η ∈ Γ i . Thus the mean exit time is determined by imposing the glueing condition and the fact (51).
Conclusions
In this paper a nonstandard method of stochastic averaging is developed to reduce the dimension of a single degree of freedom nonlinear system under both periodic and stochastic excitations. The reduction to a graph valued process was possible due to the three time scales involved in this problem, and each of which is fully exploited while averaging. We considered in detail the reduction of (11 in R 2 \ fixed points, and appeal to the rigorous results given by Namachchivaya and Sowers [29] and Freidlin and Weber [12] (see also, Sowers and Namachchivaya [35] ) to complete the analysis relating to boundary-layer behavior close to the center and saddle fixed points, respectively. The most striking feature is the fact that the original single-well potential evolves under periodic parametric excitation into a multi-well potential (depending on the unfolding parameters λ and µ), and the effect of noise on the original system is governed by the structure of this multi-well potential. The deterministic problem depends on two unfolding parameters, namely the amplitude of the periodic perturbation µ and the value of the detuning parameter λ. As one of these parameters is varied, stochastic averaging yields a reduced Markov process which takes its values on a graph or a line. We determined the generator and its domain for each of these cases. In addition, results are obtained for several important problems such as the determination of the mean first passage time and stationary probability density. In this paper, we have presented the main results, the proofs of the main theorem and the application to noisy Duffing-van der PolMathieu oscillator. A shorter version of this paper without the proofs was presented in Namachchivaya et al. [30] .
In this context it is also important to point to the work of Borodin and Freidlin [5] and Cogburn and Ellison [6] , where they considered fast oscillating random perturbations of dynamical systems with first integrals. Here, under suitable regularity and ergodicity conditions, it was shown that the evalution of first integrals in an appropriate time scale is given by a diffusion process. The main emphasis in these papers is the mixing properties of fast oscillating random perturbations. The method used in our paper and the assumptions on the noise terms are different, and the presence of Mathieu-type terms exhibits subharmonic resonance. Numerical evaluation of the mean first passage time and stationary probability density for noisy Duffing-van der Pol-Mathieu oscillator under both real and white noise excitations, with application to elastic beam subjected to fluctuating axial force is considered in [31] .
It is important to note that the averaged Hamiltonian under Assumption 2.3 has homoclinic orbits and the deterministic time-dependent perturbations at the higher order are not Hamiltonian. Even though one sees homoclinic orbits in the averaged equations, after a time rescaling, the higher order time-dependent (deterministic) perturbations become rapidly oscillatory. Hence, even in the determinstic context (in the absence of noise) the Melnikov type of integrals leads in general to exponentially small quantities after intergration. Thus the standard Melnikov results [13] do not apply. Hence one needs to appeal to the results of Holmes et al. [16] where it was shown that exponentially small splitting of the separatrics; region of chaos is exponentially small in ε. Therefore it was not necessary to discuss the effects of noise on chaos and vice versa.
Finally we note that in this paper we have examined only one particular type of scaling: noise and periodic perturbations are of the order ε while damping is of the order ε 2 . However if the periodic excitations are of the order ε 2 ,t h e nw e can use the results of Khas'minskii [19] to obtain a different limiting process as in Namachchivaya [26] . Furthermore, if the original nonlinearities are of the the order one, then we have to consider an infinite number of parametric resonances and discuss the effects of noise on chaos and vice versa, which is beyond the scope of this study. Let us now fix a mollifier function η ∈ C ∞ c (R; R + ) such that R η(z)dz = 1. Let F ∈ C c (R) be an extension of L
• f , and define
