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Abstract
We present a systematic treatment of perfect fluids with translation and rotation sym-
metry, which is also applicable in the absence of any type of boost symmetry. It involves
introducing a fluid variable, the kinetic mass density, which is needed to define the most gen-
eral energy-momentum tensor for perfect fluids. Our analysis leads to corrections to the Euler
equations for perfect fluids that might be observable in hydrodynamic fluid experiments. We
also derive new expressions for the speed of sound in perfect fluids that reduce to the known
perfect fluid models when boost symmetry is present. Our framework can also be adapted to
(non-relativistic) scale invariant fluids with critical exponent z. We show that perfect fluids
cannot have Schro¨dinger symmetry unless z = 2. For generic values of z there can be fluids
with Lifshitz symmetry, and as a concrete example, we work out in detail the thermodynamics
and fluid description of an ideal gas of Lifshitz particles and compute the speed of sound for
the classical and quantum Lifshitz gases.
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1 Introduction
Perfect fluids are fluids that at rest are completely described in terms of their energy den-
sity E and pressure P . The energy-momentum tensor in the rest frame of a fluid element
then takes a particularly simple form with the energy and pressure on the diagonal elements
(assuming rotational symmetry). One can then describe the fluid in a moving frame by
introducing Lorentz or Galilei boost velocities vi, and impose the conservation laws of the
energy-momentum tensor due to translational symmetry in space and time. Similarly there
may be additional conserved currents, expressing the conservation of particle number, electric
charge, baryon number etc. Supplemented with an equation of state, one derives a consistent
set of equations that determines the system. The perfect fluid description has found many
applications in physical systems, both in the relativistic and non-relativistic cases. For a
general treatment, see e.g. the classic textbook by Landau and Lifshitz, volume 6, [1].
Many systems, however, do not have boost symmetry. In particular the boost symmetry
can be broken as soon as there is a preferred reference frame, a medium with respect to which
the fluid moves. Let us recall that boost symmetry allows us to relate all inertial frames,
i.e. observers moving with respect to each other with constant velocity. In the Galilean
(non-relativistic) and Lorentzian (relativistic) cases, such boosts look like
Galilei boost : ~x
′
= ~x− ~v t , t′ = t , (1.1)
Lorentz boost : ~x
′
= γ(~x− ~v t) , t′ = γ
(
t− ~v · ~x
c2
)
, (1.2)
where ~v is the boost velocity between the different inertial frames, and the Lorentz factor is
given by γ = (1 − v2/c2)−1/2. At low velocities v2  c2, the Lorentz boost reduces to the
Galilei boost, and this is the non-relativistic limit. In the absence of boost symmetry, one
has to study the fluid in each inertial frame, characterized by ~v. Hence we will give a fluid
description where the velocity ~v is a parameter that cannot be set to zero by boost symmetry.
The case ~v = 0 is of course the rest frame.
There are many systems in which boost symmetry is broken. A well-known example from
biology is the fluid description of bird flocks moving through the air (the medium). Another
example is an electron gas moving in a lattice of atoms, where the electron-phonon interactions
break boost invariance. At small length scales, the medium itself can break translation and
rotation symmetry, and as a consequence also boost symmetry. At larger distances, e.g. at
distances larger than the lattice spacing, translation symmetry can effectively be restored,
but boost symmetry may remain absent. Throughout this article, this will be our working
assumption. In other words, we will assume that observers at rest see an isotropic and
homogeneous fluid, but without boost symmetry. Another class of examples that we will
discuss in detail are the Lifshitz fluids. On top of translation and rotations, they obey scale
symmetry characterized by a dynamical exponent, but they do not have any boost symmetry.
The main aim of our work is to give a systematic analysis of fluids in which there is trans-
lational and rotational symmetry, but no boost symmetry. Certain aspects of hydrodynamics
without boost symmetry have, often in particular examples, been studied before, such as e.g.
[2] and references therein, but most often this is done in the rest frame, without keeping track
of all the velocity (frame)-dependence. Here we aim for a unified framework and treatment
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that applies to both systems with and without boost, and that holds any frame. In this paper,
we focus on perfect fluids. A more complete treatment of general fluids and hydrodynamics
without boost symmetry will be given in accompanying work [3, 4]. A general consequence of
the absence of boost symmetry is that different inertial frames are no longer related by boost
transformations, and our fluid description therefore has to include the boost velocity to keep
track of the different inertial frames. As we will show, this can easily be done by treating the
boost velocity as a chemical potential. A further consequence, in contradistinction with the
relativistic case, is that the energy-momentum tensor is no longer symmetric, i.e. T 0i 6= T i0.
This will lead to a new fluid variable that we call the kinetic mass density, ρ, which has the
dimension of a mass-density1. For the standard Galilean invariant fluids, this kinetic mass
density is proportional (up to factors of c) to the particle density n times mass of the fluid
particle m, while for Lorentz-invariant fluids it is proportional to the enthalpy density E +P .
In the absence of boosts, this relation will be broken, and one treats ρ as an independent fluid
variable. As a consequence, the equation of state involves one more parameter to completely
specify the system, so that for example the energy density E(s, n, ρ) not only depends on
entropy density s and particle density n, but also on the kinetic mass density ρ. Alterna-
tively, this means that the pressure P (T, µ, v2) has an extra non-trivial dependence on the
fluid velocity.
The first main result of this paper is to show how the kinetic mass density enters the
formulation of perfect fluids, and to find an explicit form of the energy-momentum tensor in
the absence of boost symmetry. As a consistency check, imposing boost symmetry on our new
energy-momentum tensor, we can reproduce the known relativistic and Galilean cases, since
these symmetries dictate a relation between ρ and different variables. Moreover, we also find
the form of a perfect Carrollian, or ultra-relativistic, fluid, which can be obtained by taking
c → 0 in the Lorentzian case. Therefore, our analysis provides a unified framework that can
be applied to all these cases separately. In general, as we will show, the kinetic mass density
can be computed from the pressure of the fluid in a boosted frame.
An important characteristic quantity that can be computed for a perfect fluid is the speed
of sound vs. It can be obtained from the fluctuation analysis of the energy-momentum tensor.
Since our energy-momentum tensor is modified due to broken boost invariance, the analysis
of the sound modes needs to be reinvestigated. Furthermore, the sound speed needs to be
computed for arbitrary background fluid velocities, since one cannot rely on the Doppler effect
that relates the sound speeds in different frames. This analysis is performed in this paper
and is the second of our main results. A third important general result is a no-go theorem for
perfect Schro¨dinger fluids and furthermore an extension to the case of fluids with hyperscaling
violation and the presence of a charge anomalous dimension.
We illustrate our general description of perfect fluids by studying an ideal gas of Lifshitz
particles. In general, critical systems with Lifshitz symmetry have scale invariance of the form
t→ Λzt , ~x→ Λ~x . (1.3)
1It is interesting to note that the quantity ρ was previously seen in the context of Lifshitz holography,
namely it appeared in the holographic perfect fluid description of a new class of moving Lifshitz black branes
[5] in the Einstein-Proca-dilaton model. This is yet another example of the power of holography to predict
new aspects of hydrodynamics.
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Here z is the so-called dynamical critical exponent. One typically has z ≥ 1 and not necessarily
any type of boost symmetry2. Using our general framework, we derive the speed of sound for
an ideal gas of Lifshitz particles. We furthermore review several thermodynamical quantities
such as heat capacities, equations of state, and for the quantum Lifshitz gas, the conditions
for Bose-condensation to take place. In the rest frame, some of the results can be found at
various places in the literature, but we also extend it to other frames. The results of this
paper are thus expected to be of relevance to systems with critical scaling behavior set by a
dynamical exponent z, including strongly coupled quantum critical systems.
The organization of this paper is as follows. In Section 2, we present our general description
of perfect fluids starting from a thermodynamical partition function that includes the fluid
velocity as a chemical potential. As a consistency check, we rederive the known cases by
imposing boost symmetry, and we discuss models with Lifshitz and Carroll symmetries. In
Section 3, we derive expressions for the speed of sound, in the rest frame, and present the
case for general background fluid velocity ~v0 in Appendix A. In Section 4, we study an ideal
gas model of Lifshitz particles, with classical, bosonic, and fermionic statistics. As a proof of
principle we compute the speed of sound for those models. We end with an outlook in Section
5.
2 Perfect fluids
We will give a universal definition of a perfect fluid (on flat space-time) assuming only time
and space translational symmetries as well as rotational symmetries. In particular we will
not assume that there are boost symmetries. These may or may not be broken. We will
discuss how this universal definition incorporates all known cases of relativistic and non-
relativistic (Galilean and Carrollian) perfect fluids as well as more novel fluids that have
no boost symmetries such as Lifshitz perfect fluids. The discussion in this paper holds in
arbitrary number of spatial dimensions d, and we label them by i = 1, ..., d.
2.1 Thermodynamics and kinetic mass density
Let us start with a thermodynamic system described by a partition function Z in a grand
canonical ensemble that depends on temperature T , volume V , a chemical potential for vari-
able particle number µ and (importantly) a velocity vector vi. We assume thermal equilibrium
and treat the velocity as a chemical potential constant in spacetime, to describe the fluids in
different inertial frames.
In quantum mechanical language, the grand canonical partition function and thermal
density matrix can be written as (β = (kBT )
−1),
Z = Tr
(
e−β(Hˆ−µNˆ−~v· ~ˆP )
)
, ρβ ≡ e
−β(Hˆ−µNˆ−~v· ~ˆP )
Z , (2.1)
2Boosts are possible if one also adds a U(1) current with the scaling weight z − 2. Such systems are then
said to have Schro¨dinger symmetry. They can be studied using the traditional fluid dynamics, and so we will
not pay any particular attention to them. Moreover, we will show in later sections that no Schro¨dinger perfect
fluids exist with z 6= 2.
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with mutually commuting operators, the Hamiltonian Hˆ, particle number Nˆ and (total)
momentum ~ˆP with conjugate position operator ~ˆQ. The velocity ~v is also the average total
velocity and we have the relations
~v = 〈 ˙ˆ~Q〉 = i
~
〈[Hˆ, ~ˆQ]〉 =
〈
∂Hˆ
∂ ~ˆP
〉
. (2.2)
The last equal sign can also directly be shown using a complete set of momentum eigenstates
and the defining relation for the expectation value of an operator in a thermal state, 〈Oˆ〉 =
Tr(ρβOˆ).
From the grand potential Ω, defined as
Ω = −kBT logZ(T, V, µ, vi) , (2.3)
we can compute entropy S, pressure P , and the expectation values of particle number N and
momentum Pi via
dΩ = −SdT − PdV − Pidvi −Ndµ . (2.4)
We assume that the grand potential is an extensive quantity, from which it follows that
Ω = −PV . Furthermore, one can derive the expression Ω = E − TS − viPi − µN , where E is
the energy, E = 〈Hˆ〉 = Tr(ρβHˆ). It then follows that
E = TS − PV + viPi + µN , dE = TdS − PdV + vidPi + µdN . (2.5)
In terms of the densities
E = E
V
, Pi = Pi
V
, n =
N
V
, s =
S
V
, (2.6)
we easily derive
E = Ts− P + viPi + µn , dE = Tds+ vidPi + µdn . (2.7)
We have introduced a chemical potential vi with the dimensions of velocity whose conjugate
variable is the total momentum density of the system Pi. Since there is only one vector and
we assume rotational symmetry, we can say without loss of generality that
Pi = ρvi , (2.8)
for some function ρ that has the dimensions of a mass density. Since this function plays an
important role in this paper, we will introduce a name for it, and call it the kinetic mass
density.
The pressure P can be seen as function of the temperature, chemical potential and velocity,
P (T, µ, v2), as follows from
dP = sdT + ndµ+
1
2
ρdv2 . (2.9)
So another way to compute the kinetic mass density is by
ρ(T, µ, v2) = 2
(
∂P
∂v2
)
T,µ
. (2.10)
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The kinetic mass density is a new thermodynamic quantity3. For boost invariant cases, it
will reduce to other known quantities, such as the usual mass density ρ = mn in the non-
relativistic Galilean case, or it will relate to energy and pressure in the relativistic case, as we
will see later. In general, in the absence of boost symmetry, a new equation of state for ρ needs
to be provided to determine the system, or, as a different way to state the same fact, one can
compute the velocity dependent terms in the pressure function and take the derivative as in
(2.10). The kinetic mass density expresses the relation between momentum and velocity. In
Galilean single particle dynamics, the relation between momentum and velocity is of course
a simple mass factor, and in the Lorentzian case, it is the mass times the Lorentz factor.
In general, this relation can be more complicated and defines the kinetic mass. An explicit
example will be given in Section 4, when we discuss the Lifshitz ideal gas.
We have here written the pressure P and the kinetic mass density ρ as functions of
(T, µ, v2). The entropy and particle number density s and n are then derived quantities
and also depend on (T, µ, v2), via e.g. s = (∂P/∂T )µ,v2 . Similarly for the energy density
E . We can use these relations to switch variables and write the pressure as a function of
different variables. Later, in Section 3 for instance, we will write the pressure as a function of
P (E , n, v2) or we will choose the energy density as a function E(s, n, v2). The thermodynamic
relations allow us to do so at our convenience. But as usual, one must specify carefully which
quantities are kept constant upon partial differentiation. What is important is that the equi-
librium system with rotation symmetry can be described in terms of three functions. For the
perfect fluid, these can be chosen to be energy, pressure, and kinetic mass density.
This completes the thermodynamical analysis of systems without boost invariance. The
discussion is generally applicable to any system in thermal equilibrium. We now turn to the
fluid description, in which we eventually perturb away from global equilibrium by varying all
quantities in space and time. We do this for perfect fluids, i.e. maintaining local equilibrium,
whose energy-momentum tensor we define in the rest or laboratory frame. In [3, 4] we consider
deviations from local equilibrium due to transport effects such as viscosity and conductivity.
2.2 A new energy-momentum tensor
As mentioned in the introduction, we assume that the fluid enjoys time H and space Pi
translation as well as rotational Jij invariance. Furthermore we will assume that there is a
global U(1) symmetry generated by a charge Q. The corresponding conserved quantity can
be electric charge or particle number like baryon number. We don’t need to specify this in
subsequent analysis. The conserved currents that generate these symmetries are Tµ0 for H,
Tµi for Pi, x
iTµj−xjTµi for Jij and Jµ for Q and the conservation equations read ∂µTµν = 0,
T ij = T
j
i and ∂µJ
µ = 0. For example, if the fluid admits a Lagrangian description we assume
that there exist improvements of the Noether currents such that the above statements are true.
At this stage we will not assume the presence of scale symmetries. This will be done later.
3It has appeared in the literature before, such as [2] (see Eqn.(459) in Section 5.4.5 in this reference,
where is was called ”equilibrium susceptibility”), but only its v-independent part. In [2], some aspects of
non-relativistic hydrodynamics are also studied, but no systematic development of the velocity dependence
was given. In particular, the relation between the kinetic mass density and the pressure given in (2.10) has
not appeared before in the literature.
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It should be clear that, even though we use (µ, ν) indices, there is no Lorentz symmetry.
Similarly, we cannot raise or lower indices with some spacetime metric, so the natural position
of indices on the energy-momentum tensor is one upper and one lower, denoted as Tµν . As
usual, this matrix will have one negative eigenvalue, namely minus the energy.
We will use a static coordinate system (x0 = t, xi), the laboratory or LAB frame, in which
an observer only moves in time along ∂0. This means that the observer is at rest with respect
to the effective medium in which the fluid flows. We assume that the space-time symmetries
are generated by the Hermitian operators Hˆ = i∂0, Pˆi = −i∂i and Jˆij = −i(xi∂j − xj∂i). All
commutators vanish except the ones between Pˆi and Jˆij ,
[Jˆij , Pˆk] = iδikPˆj − iδjkPˆi . (2.11)
Classically, the generators are realized by
H = −
∫
V
ddxT 00(x) , (2.12)
Pi =
∫
V
ddxT 0i(x) , (2.13)
Jij =
∫
V
ddx
(
xiT 0j(x)− xjT 0i
)
, (2.14)
Q =
∫
V
ddxJ0(x) . (2.15)
The currents Tµν and J
µ transform in representations of the group generated by H, Pi, Jij
and Q.
We will now define what we mean by a perfect fluid in the LAB frame. The time compo-
nents of the energy Tµ0, momentum T
µ
i and charge J
µ currents are equal to minus the total
energy density E , the total momentum density Pi and the charge density n, respectively. The
spatial components of these same currents are equal to the fluxes plus terms involving the
pressure. In the LAB frame the charges E , Pi and n flow with velocity vi. We thus define a
perfect fluid to have the following energy-momentum tensor and U(1) current
T 00 = −E , T 0j = Pj , T i0 = − (E + P ) vi , T ij = Pδij + viPj , (2.16)
J0 = n , J i = nvi . (2.17)
We have added pressure in the usual way. The flow of energy is (E + P )vi as a result of
work done by the fluid. The stress is given by Pδij + v
iPj due to pressure and momentum
flow. If there is no U(1) current, then the form of the energy-momentum tensor (2.16) still
holds. Notice further that this is not the most general form for the energy-momentum tensor
compatible with the symmetries. In general one can have five scalar quantities appearing
in the energy-momentum tensor, and similarly we could have a different scalar in the J i
component than in the J0. However, in thermodynamic equilibrium all charges move with
the same average velocity. This requirement reduces the number of free functions in the
energy-momentum tensor from five down to three, and to one in the U(1) current.
What we mean by saying that the charges E , Pi and n flow with velocity vi is that for
constant velocity vi (but with all other quantities E , ρ and n functions of space and time) we
can go to a moving coordinate system in which all the fluxes are zero and in which the charges
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are: Pi for momentum, n for charge density and E−viPi, which equals Ts+µn−P and which
we refer to as the internal energy, for the energy current. The coordinate transformation that
sets the fluxes to zero and for which the time components of the energy Tµ0, momentum T
µ
i
and charge Jµ currents are equal to minus the internal energy E − viPi, total momentum Pi
and charge n density is simply given by the coordinate transformation
xi = x′i + vit′ , t = t′ , (2.18)
and takes the form of a Galilean boost (note that this is in general not a symmetry of the
system). In other words for fluids with a constant velocity vi in the primed frame (x′0 = t′, x′i)
the energy-momentum tensor and U(1) current take the form4:
T ′00 = −
(E − viPi) , T ′0j = Pj , T ′i0 = 0 , T ′ij = Pδij , (2.19)
J ′0 = n , J ′i = 0 . (2.20)
Let us denote the internal energy E˜ ≡ E−viPi. We can write the thermodynamic relations
(2.7) as5
E˜ = Ts+ µn− P , dE˜ = Tds+ µdn− 1
2
ρdv2 , (2.21)
where we used the definition of ρ, i.e. Pi = ρvi. From this one derives another relation for
the kinetic mass density, namely
ρ(s, n, v2) = −2
(
∂E˜
∂v2
)
s,n
. (2.22)
We can also trade the entropy density for energy density and write the mass density as a
function ρ(E˜ , n, v2). Similarly, we can write the pressure as a function P (E˜ , n, v2) which we
will use in the next section.
One may wonder how it is possible that we see a momentum but no momentum flux in
these coordinates. To see better what is happening let us consider the equation of momentum
conservation ∂µT
µ
j = 0 which reads in LAB frame components(
∂0 + v
i∂i
)Pj + ∂jP + Pj∂ivi = 0 . (2.23)
For constant velocity in the primed frame this becomes
∂′0Pj + ∂jP = 0 , (2.24)
where ∂′0 = ∂t′ . Hence the momentum flux for constant vi can be transformed away and the
only contribution to the force ∂′0Pj is the negative gradient of the pressure. In other words
we do not need momentum flux in the primed system because the time t′ rate of change of
the momentum is fully determined by the pressure only.
4The quantities Tµν and J
µ transform as tensors under general coordinate transformations. Therefore,
if we perform a coordinate transformation from the LAB system to any other (primed) system of the form
xµ = xµ(x′), the energy-momentum tensor and U(1) current in the new (primed) system take the form
T ′µν =
∂x′µ
∂xρ
∂xσ
∂x′ν
T ρσ , J
′µ =
∂x′µ
∂xρ
Jρ .
5This agrees with the holographic perfect fluid [5] in which there is no U(1). To see this one needs to
identify E˜ = ERef. [5] − 12ρV 2, where V is what is called v in the present paper.
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2.3 Entropy current and Euler equation
The conservation equations ∂µT
µ
ν = 0 are given by
0 =
(
∂0 + v
i∂i
) E + (E + P ) ∂ivi + vi∂iP , (2.25)
0 =
(
∂0 + v
i∂i
)Pj + ∂jP + Pj∂ivi . (2.26)
By contracting the second equation with vj and using this to eliminate vi∂iP from the first
equation we obtain(
∂0 + v
i∂i
) E − vj (∂0 + vi∂i)Pj + (E + P − vjPj) ∂ivi = 0 . (2.27)
Using the thermodynamic relations (2.7) as well as the conservation equation
∂µJ
µ = ∂0n+ ∂i
(
nvi
)
= 0 , (2.28)
we obtain the following conserved entropy current
∂0s+ ∂i
(
svi
)
= 0 . (2.29)
Perfect fluids have therefore no entropy production and are thus non-dissipative.
From (2.26), we can derive a generalized Euler equation
∂0~v + (~v · ~∇)~v = −1
ρ
~∇P − ~v
ρ
[
∂0ρ+ ∂i(ρv
i)
]
. (2.30)
When ρ is the mass density in a Galilei-fluid, ρG = mn, the last term vanishes and the equation
reduces to the well-known (sourceless) Euler equation by means of (2.28). In the absence of
boost invariance, one needs to have more information about the kinetic mass density to further
determine the correction to the Euler equation. For perturbations away from a Galilei fluid
that break boost symmetry, we can parametrize ρ = ρG + δρ, we find deviations to the Euler
equation,
∂0~v + (~v · ~∇)~v + 1
ρG
~∇P = δρ
ρ2G
~∇P − ~v
ρG
[
∂0(δρ) + ∂i(δρ v
i)
]
. (2.31)
Similarly for the relativistic case, which we discuss in the next section.
The Navier-Stokes equation is an extension of the Euler equation to include viscosity and
diffusion. This is beyond the level of the perfect fluid description and will be discussed in [3].
Although this paper focuses on symmetries of the underlying theory of which we are
making a fluid approximation, that show up in Ward identities and transformation properties
of the currents, it is interesting to study symmetries of the perfect fluid equations of motion.
For this we refer to [6] and references therein.
2.4 Boost invariant equations of state
We have d+4 variables E , P , ρ, n and vi and only d+2 conservation equations ∂µTµν = 0 and
∂µJ
µ = 0. In order to have a solvable system we need one equation of state P = P (T, µ, v2)
from which we can obtain ρ and n via (2.9) and E via the usual Euler relation. The expression
for ρ either follows from boost invariance or needs to be supplied by hand in such a way that
it obeys (2.9).
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2.4.1 Lorentz boost invariance
Consider the fluid in the static coordinates (2.16) and (2.17). In these coordinates the current
corresponding to the Lorentz transformations is J ρµν = xµT ρν − xνT ρµ, and the conservation
law ∂ρJ ρµν = 0 leads to Tµν = Tνµ, where indices are lowered and raised by the Minkowski
metric ηµν = diag(−1, 1, ..., 1), and we set the speed of light c = 1. In particular this leads to
T i0 + T
0
i = 0, from which it follows that
Pi = ρvi = (E + P ) vi . (2.32)
The thermodynamic relation (2.7) becomes
(E + P ) (1− v2) = Ts+ µn , (2.33)
so that it is natural to define a new energy E˜ (internal energy) such that
(E + P ) (1− v2) = Ts+ µn = E˜ + P , (2.34)
consistent with its previous definition E˜ = E − viPi. From equations (2.32) and (2.34) it
follows that ρ is given by
ρ = E + P = E˜ + P
1− v2 . (2.35)
Using the first equation in (2.26), the generalized Euler equation (2.30) applied to this case
then becomes that of the standard relativistic form,
∂0~v + (~v · ~∇)~v = −1− v
2
E˜ + P
(
~∇P + ~v ∂0P
)
(2.36)
We thus see that the expression for ρ contains information about the properties of the
system under boost transformations. Writing out the first law (2.21) in terms of E˜ , we obtain
dE˜ = Tds+ µdn− 1
2
E˜ + P
1− v2dv
2 . (2.37)
We can remove the term with dv2 by redefining T , s, µ and n as follows
T = (1− v2)1/2T˜ , s = s˜
(1− v2)1/2 , (2.38)
µ = (1− v2)1/2µ˜ , n = n˜
(1− v2)1/2 . (2.39)
We then find
E˜ + P = T˜ s˜+ µ˜n˜ , dE˜ = T˜ds˜+ µ˜dn˜ . (2.40)
This shows that E˜(s˜, n˜) is independent of v2, and therefore so is the pressure P (T˜ , µ˜), as also
follows from
dP = s˜dT˜ + n˜dµ˜ . (2.41)
Of course this independence is a consequence of boost invariance.
Using the expression for ρ in the LAB frame we obtain
T 00 = −(E˜ + P ) 1
1− v2 + P , (2.42)
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T i0 = −
(
E˜ + P
) vi
1− v2 , (2.43)
T ij =
(
E˜ + P
) vivj
1− v2 + Pδ
i
j , (2.44)
J0 =
n˜
(1− v2)1/2 , (2.45)
J i =
n˜
(1− v2)1/2 v
i . (2.46)
This is the standard form of a relativistic energy-momentum tensor and U(1) charge current
of a perfect fluid. If we reinstate factors of c the energy-momentum tensor and U(1) current
of a relativistic perfect fluid take the following form
T 00 = −(E˜ + P ) 1
1− u2
c2
+ P , T i0 = −(E˜ + P ) u
i
1− u2
c2
, (2.47)
T 0i =
E˜ + P
c2
ui
1− u2
c2
, T ij =
E˜ + P
c2
uiuj
1− u2
c2
+ Pδij , (2.48)
J0 =
n˜(
1− u2
c2
)1/2 , J i = n˜ui(
1− u2
c2
)1/2 (2.49)
where we denote the velocity by ui. This can be written more compactly in terms of the
covariant velocity Uµ = dx
µ
dτ where x
µ = (t, xi) and where τ is the proper time −c2dt2+d~x2 =
−c2dτ2. Note that sometimes the 4-velocity is defined with x0 = ct but here we take x0 = t.
The components of Uµ are
U0 =
1(
1− u2
c2
)1/2 , U i = ui(
1− u2
c2
)1/2 , (2.50)
U0 =
−c2(
1− u2
c2
)1/2 , Ui = ui(
1− u2
c2
)1/2 , (2.51)
so that UµUµ = −c2. The covariant expressions for the energy-momentum tensor and U(1)
current then reduce to the well-known expressions
Tµν =
E˜ + P
c2
UµUν + Pδ
µ
ν , J
µ = n˜Uµ . (2.52)
The other boost invariant cases can be obtained as limits of the relativistic case. We will
discuss these cases next.
2.4.2 Carroll boost invariance
The generator of Lorentz boosts (with c included) reads Li =
1
cx
i∂0+ct∂i. This generator acts
on the coordinates and induces the infinitesimal transformation δxµ = iLi x
µ. Sending c to
zero (the Carrollian limit) we obtain the generator Ci = x
i∂0 ≡ Cµi ∂µ which generates Carroll
boost transformations t′ = t+ v¯ixi and x′i = xi where v¯i is a constant vector with dimensions
of an inverse velocity. When there is Carroll boost invariance we have the additional conserved
current
∂µ (T
µ
νC
ν
i ) = ∂µ
(
Tµ0x
i
)
= T i0 = 0 . (2.53)
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Equation (2.16) tells us that in this case E = −P . From (2.7) it follows that −viPi =
Ts+µn. Hence we have −viPi = E˜+P so that Ts+µn = E˜+P . We thus obtain an equation
of state for which
ρ = −E˜ + P
v2
. (2.54)
The first law (2.21) in terms of E˜ becomes
dE˜ = Tds+ µdn+ 1
2
E˜ + P
v2
dv2 . (2.55)
We can remove the dv2 term by defining
T =
√
v2T˜ , s =
1√
v2
s˜ , µ =
√
v2µ˜ , n =
1√
v2
n˜ , (2.56)
so that
dE˜ = T˜ds˜+ µ˜dn˜ , E˜ + P = T˜ s˜+ µ˜n˜ . (2.57)
We thus see that the thermodynamics is indepenent of v due to the presence of a boost
symmetry.
In the LAB frame (2.16) and (2.17) we find
T 00 = P , (2.58)
T i0 = 0 , (2.59)
T 0j = −(E˜ + P )v
j
v2
, (2.60)
T ij = Pδ
i
j − (E˜ + P )
vivj
v2
, (2.61)
J0 =
n˜√
v2
, (2.62)
J i =
n˜√
v2
vi . (2.63)
It is interesting that some non-trivial fluid description survives in this limit, but it would be
nice to have some more concrete and intuitive examples of these Carrollian fluids.
2.4.3 Massless Galilei boost invariance
Sending c to infinity in the Lorentz generator −iLi = 1cxi∂0 + ct∂i we obtain the generator
of Galilean transformations Gi = t∂i = G
µ
i ∂µ. In the case of a massless Galilean theory the
boost Ward identity is
∂µ (T
µ
νG
ν
i ) = ∂µ (T
µ
it) = T
0
i = 0 . (2.64)
This means that the momentum vanishes and thus we have an equation of state for which
ρ = 0 . (2.65)
In this case the thermodynamic relations (2.7) become
E = Ts+ µn− P , dE = Tds+ µdn , (2.66)
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and there is no need to redefine the energy and the other thermodynamic variables. In the
LAB frame the form of the energy-momentum tensor reads
T 00 = −E , (2.67)
T 0i = 0 , (2.68)
T i0 = −(E + P )vi , (2.69)
T ij = Pδ
i
j , (2.70)
J0 = n , (2.71)
J i = nvi . (2.72)
This can be obtained by sending c to infinity in (2.47)–(2.49).
The equations of motion ∂µT
µ
ν = 0 and ∂µJ
µ = 0 do not involve any time derivatives of
the velocity vi and so we will not consider this case further.
2.4.4 Massive Galilei boost invariance
In the case of a Bargmann (massive Galilean) invariant theory we have the boost Ward identity
T 0i = mJ
i [7, 8, 9, 10, 11, 12] so that
ρ = mn , (2.73)
where m is a mass parameter of the theory. Hence ρ is really a mass density, the mass times
the particle number density. Now the thermodynamic relations (2.21) become
E˜ = Ts− P + µmn , dE˜ = Tds− 1
2
mndv2 + µmdn . (2.74)
We can remove the dv2 terms by defining the variables
Eˆ = E˜ + 1
2
mnv2 = E − 1
2
mnv2 , µˆ = µ+
1
2
mv2 , (2.75)
so that
Eˆ = Ts− P + µˆn , dEˆ = Tds+ µˆdn . (2.76)
Here Eˆ is the internal energy and 12mnv2 is the kinetic energy of a fluid element with mass
density mn and velocity vi.
The energy-momentum tensor and U(1) current in the LAB frame read
T 00 = −
(
Eˆ + 1
2
mnv2
)
, (2.77)
T i0 = −
(
Eˆ + P + 1
2
mnv2
)
vi , (2.78)
T 0i = mnv
i , (2.79)
T ij = Pδ
i
j +mnv
ivj , (2.80)
J0 = n , (2.81)
J i = nvi . (2.82)
The corresponding equations of motion agree with the standard expressions for a non-relativistic
fluid such as the Euler equation of motion and the equation of continuity. We see that the
12
Ward identity ρ = mn makes mass a conserved quantity. The U(1) current Jµ in this case is
interpreted as the mass current of the theory.
In all cases (Lorentz, Carroll, Galilei and Bargmann) discussed so far there are additional
currents resulting from boost invariance from which we can determine ρ. In the case with no
boost symmetries we thus need to supply by hand an expression for ρ in terms of the other
fluid variables that is consistent with (2.9).
2.5 Scale invariance
We can add scale symmetries in which case the equation of state for P follows from the
existence of a dilatation current ∂µ (T
µ
νD
ν) = 0, where−iD = zt∂t+xi∂i generates dilatations
t → λzt and xi → λxi with dynamical exponent z. The Ward identity associated with scale
symmetry is thus
∂0
(
ztT 00 + x
jT 0j
)
+ ∂i
(
ztT i0 + x
jT ij
)
= zT 00 + T
i
i = 0 , (2.83)
which implies an equation of state for the pressure P :
dP = zE − viPi = zE − ρv2 = zE˜ + (z − 1)ρv2 . (2.84)
This equation still holds in the absence of boosts, and the total symmetry algebra is the
Lifshitz algebra consisting of time and spatial translations, rotations and Lifshitz dilatations.
If we also add the boosts, it must be that the dilatation current D forms a closed algebra
with the other currents H, Pi, Jij and the generator for boosts. For Galilean, Bargmann or
Carrollian boosts this algebra exists for any value of z. However in the case of Lorentz boosts
this only works for z = 1.
Let us consider the Lorentz invariant case in which ρ = E˜+P
1−v2 with both P and E˜ inde-
pendent of v2 as discussed in the previous subsection. This is only compatible with scale
invariance if we set z = 1 in agreement with the known fact that we can only add scale sym-
metries to the Poincare´ algebra for z = 1. If we consider the Galilean case with ρ = 0 there is
no restriction on what z should be. For Carroll boost symmetries we have ρ = −(E˜ + P )/v2
with E˜ and P independent of v2. The equation of state (2.84) gives (d + z − 1)P = E˜ which
is independent of v2 for any z. Hence we can have scale symmetries with any value of z for
Carroll boost invariant perfect fluids. This is consistent with the fact that we can add dilata-
tions to the Carroll algebra with any z. For the Bargmann case, something special happens,
and we discuss this in a separate subsection next.
2.6 No-go theorem for perfect Schro¨dinger fluids
Finally, let us consider the Bargmann case. In this case we have ρ = mn 6= 0 with Eˆ = E˜+ 12ρv2
the internal energy that together with P is v2 independent. From (2.84) we learn that
dP = zEˆ + z − 2
2
ρv2 . (2.85)
From (2.76) it follows that P is a function only of T and µˆ. Since s =
(
∂P
∂T
)
µˆ
and n =
(
∂P
∂µˆ
)
T
and since Eˆ = Eˆ(s, n) it follows that the combination (dP − zEˆ)/n is a function of T and µˆ
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and not of v2. We conclude that this is compatible with scale symmetries only for z = 2. On
an algebraic level, in the case of the Bargmann algebra, we can add scale symmetries with
general z leading to the Schro¨dinger algebra with general z. Here we see that we cannot form
a perfect Schro¨dinger fluid with z 6= 2 that fulfils our basic assumptions of having H, Pi and
Jij symmetries. Hence we have derived a no-go theorem.
We now give some further arguments as what the physical origin of this no-go theorem is.
In the notation of e.g. [13], the Schro¨dinger algebra with z 6= 2 has the following non-vanishing
commutation relations
[D,H] = −izH , [D,Ga] = i(z − 1)Ga ,
[H,Ga] = iPa , [D,Pa] = −iPa ,
[D,N ] = i(z − 2)N , [Pa, Gb] = iδabN , (2.86)
where D,Ga, Pa, N,H stand for dilatations, Galilei-boosts, translations, number operator,
and Hamiltonian. There are also rotation generators that simply rotate all generators with a
vector index and commute with D,N,H.
In a system with scale invariance, there is a danger that the spectrum is continuous
and therefore the partition function is not well-defined. This does not happen in conventional
systems, because once we put the system in finite volume the spectrum becomes discrete which
makes the partition function well-behaved. To make the spectrum discrete it is important
that there is a relation between energy and momenta. Similarly, in this case we expect to
need two relations which make the spectrum of both H and N discrete in finite volume in
order to have well-defined thermodynamics.
Let’s try to find operators A in the theory which commute with all generators except D
and have a well-defined scaling dimension under D. If the scaling dimension of A is non-zero,
we can consistently impose A = 0. If the scaling dimension is zero, we can consistently impose
A = c1 for any constant c. As said above, without such restrictions, it seems hard to construct
a representation where the spectrum of both H and N is not continuous.
The most general rotationally invariant operators is a combination of H, N , P 2, G2, and
P ·G. One can easily check that such an operator can only commute with H and Pa if it does
not depend on G2 and P ·G. In order for the operator to commute with Ga, it must be built
from N and 2NH − P 2 having weights z − 2 and −2 under dilatations respectively.
We therefore see that for z = 2 we can impose N = const and 2NH − P 2 = 0. If the
spectrum of P is discrete, the spectrum of both N and H will also be discrete and the partition
functions may be well-defined.
For z 6= 2, if we wish to impose two constraints, we can only impose N = 2NH −P 2 = 0,
but then P 2 = 0 and the representation is pathological.
If we wish to impose only one constraint, we can impose N = 0, but then we are back in
the Galilean case. We can also impose 2NH − P 2 = 0, but then only the spectrum of NH is
constrained. Finally, we can also impose (we could call this combination the Casimir of the
Schro¨dinger algebra for z 6= 2)
N
2
z−2 (2NH − P 2) = const (2.87)
but again this does not constrain both N and H.
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One can for example get (2.87) if we start with a particle in one-dimension higher and
interpret N and H as the two light-cone components of this higher dimensional momenta.
Then (2.87) can be rewritten as
(nρp
ρ)
2
z−2 (ηµνp
µpν) = const (2.88)
with nµ a null vector and we can build a unitary representation of the Schro¨dinger algebra
with z 6= 2 on a single-particle Hilbert space in one dimension higher. But clearly, if we put
the system in a finite volume in one dimension lower, then the spectrum of energies remains
continuous because the momentum in the additional dimension remains continuous. We could
choose to discretize this additional momentum, but then the thermodynamics will probably
no longer be extensive in the original volume once we take the continuum limit.
Interestingly, the Schro¨dinger algebra with z 6= 2 also appears in [14] where it has the
name DISIMb(2). A single particle action with this symmetry is given in equation (17) in
that paper6, and the dispersion relation in (18) which has exactly the form (2.88).
The conclusions seems to be that while unitary representations of the Schro¨dinger algebra
with z 6= 2 exist with energies bounded from below, these representations typically have
continuous spectrum and therefore there is no well-defined partition function in finite volume
which respects the full Schro¨dinger symmetry7.
One might suggest that black branes in Schro¨dinger space-times with z 6= 2 and their holo-
graphically dual finite temperature field theories are a counterexample to our no-go theorem.
However on closer inspection one sees that all cases of such black branes violate one of our
assumptions. Either the dimensionality of the problem has changed because the Schro¨dinger
part of the metric depends explicitly on one of the internal coordinates as in [15, 16], or be-
cause the metric is not rotationally symmetric like the one in [17], or because the geometry
is only conformally Schro¨dinger in Einstein frame [18] so that there is hyperscaling violation
and thus no strict scale invariance. This latter case also includes the work [19].
We mention that in our derivation of the above no-go results we assumed that ρ 6= 0.
This is physically motivated because we wish to consider systems with nonzero momentum.
However, as we discussed at the end of the previous subsection, there are no restrictions on
z if we consider systems with massless (ρ = 0) Galilean symmetries. For a concrete example
see [20].
2.7 Hyperscaling violation and charge anomalous dimension
We can generalize our no-go theorem by going away from scale invariant fluids to local ther-
modynamical systems that have a notion of scale covariance where the scale symmetry is
6The deformation parameter b in [14] is related to the dynamical exponent via b = (1 − z)−1, and their
dilatation operator is called N and is related to D by (1− z)N = D.
7It is possible to write down field theories with both Galilean boost and dilatation symmetries for general
z. An example is
L = −ϕα
(
∂tθ +
1
2
∂iθ∂iθ
)
− 1
2
∂iϕ∂iϕ , α = 2
d− z + 2
d+ z − 2 . (2.89)
The scaling dimensions of the two real scalars are [ϕ] = (d + z − 2)/2 and [θ] = z − 2. This model has full
Schro¨dinger symmetries for general z. For z = 2, it becomes the usual Schro¨dinger model with φ = 1√
2
ϕeiθ
the Schro¨dinger wavefunction. For z 6= 2 the quantisation of the model seems more problematic. It would be
interesting to study this further.
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broken due to the presence of a nonzero hyperscaling violation exponent θ or an anomalous
dimension α for the charge current. Hyperscaling violation means that in all the scalings of
the extensive thermodynamic quantities we replace the dimension of space d by d− θ where
θ is the hyperscaling violation exponent. This means that the entropy density would scale
as δs = (d − θ)λs when we scale space and time as δxi = −λxi and δt = −zλt. A nonzero
θ can e.g. be observed in critical systems above their upper critical dimension or e.g. when
there are gapless fermionic excitations above a d− 1 dimensional Fermi surface. It effectively
changes the thermodynamic dimensionality of the system. The value of θ can be negative
and positive. Another scaling relation that can be modified is that of the charge density n
by including an anomalous scaling dimension. If we consider a system with vanishing θ the
standard scaling of the charge density is simply δn = dλn. When we include an anomalous
scaling α this is modified to δn = (d− α)λn. See e.g. [21] for field theory realizations of this
and [22] for a proposal of its relevance for cuprate superconductors. The parameters θ and α
were found in holography in [23, 24] and [25, 26], respectively.
When we turn on both of these scaling parameters we have the following scalings of the
intensive variables T , µ, v2 and the pressure P ,
δT = zλT , δµ = (z + α)λµ , δv2 = 2(z − 1)λv2 , δP = (d− θ + z)λP . (2.90)
It then follows from the Gibbs–Duhem relation (2.9) as well as the Euler relation (the first
equation of (2.21)) that the equation of state is
(d− θ)P = zE˜ + αµn+ (z − 1)ρv2 . (2.91)
Let us next see when this can be compatible with Galilean boost symmetry for which ρ = n.
Here we set the mass parameter m relating ρ and n in the Bargmann case equal to one.
Writing the equation of state in terms of Eˆ and µˆ, defined in (2.75), we obtain
(d− θ)P = zEˆ + αµˆn+ z − 2− α
2
nv2 . (2.92)
Since P , Eˆ , µˆ and n are independent of v2 for a Galilean invariant system we find that for
n 6= 0 the equation of state (2.92) is only consistent for α = z − 2. For this specific value of
α the charge density n scales as δn = (d + 2 − z)λn so that the total charge N in a volume
V scales as δN = (2 − z)λN . This is precisely the scaling dimension of the mass or particle
number operator in the Schro¨dinger algebra for general z. Hence, for α = z− 2 we can find a
realization of the Schro¨dinger transformations for general z on the fluid variables that leaves
the equation of state invariant. We do however not have a Ward identity (conserved current)
for dilatations due to the nonzero values of θ and α.
Whereas systems with a suitable value of α are compatible with Galilean boost invariance
there is no such statement for the hyperscaling violation exponent θ. In other words if α 6= z−2
there is no value of θ for which the system is compatible with Galilean boost symmetry and vice
versa hyperscaling violating and Galilean boost symmetric thermodynamic systems require
α = z−2. The black branes of [18] are of this type since they have z 6= 1, θ 6= 0 and α = z−2.
It is also interesting to study what happens for z = 1 because this is a special case. For
z = 1 we can write (2.91) in terms of the Lorentzian quantities µ˜ and n˜, defined in (2.39), as
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(d− θ)P = E˜ + αµ˜n˜ which consists entirely of v2 independent quantities so that any value of
θ and α is consistent with Lorentz boost symmetry.
Our no-go theorem of the previous subsection can thus be generalized to the following
statement. If one observes scaling exponents (z, θ, α) with z 6= 1 and α 6= z − 2, in the
presence of a nonzero ρ, the system cannot be Galilean boost invariant8.
2.8 Geometry and Equilibrium Partition Function
The geometry on which fluids without boosts are defined is the geometry of Aristotelian or
absolute spacetime where ‘absolute’ is meant in the sense of the existence of an absolute rest
frame. This is described by the following metric objects: τµ and hµν that do not transform
under any kind of local tangent space transformation. The signature of hµν is (0, 1, . . . , 1).
This is different from (torsional) Newton–Cartan geometry in which hµν transforms under
local Galilean boosts. In Carrollian geometry it is τµ but not hµν that transforms under local
Carrollian boosts. In Lorentzian geometry both τµ and hµν transform under local Lorentz
transformations in such a way that γµν = −τµτν + hµν remains invariant. One could say that
torsional Newton–Cartan, Carrollian and Lorentzian geometries are all special cases of the
geometry of absolute spacetime in which τµ and hµν are assigned specific local tangent space
transformations.
Because of the signature of hµν we can decompose it into vielbeins hµν = δabe
a
µe
b
ν , where
a = 1, . . . , d and µ takes d + 1 values. The spatial vielbeins eaµ transform under local SO(d)
transformations. The square matrix (τµ, e
a
µ) is invertible and its inverse will be denoted by
(−vµ, eµa) where we have
vµτµ = −1 , vµeaµ = 0 , eµaτµ = 0 , eµaebµ = δba . (2.93)
The completeness relation is −vµτν + eµaeaν = δµν . The determinant of (τµ, eaµ) will be denoted
by e, i.e. e = det(τµ, e
a
µ), and we also define h
µν ≡ eµaδabeνb which satisfies hµρhρν = δµν +vµτν .
The general framework of this absolute spacetime geometry can be derived from [27, 28].
Let us assume that the background described by τµ and hµν has a time-translation symme-
try (but is otherwise arbitrary) generated by the vector βµ which satisfies the Killing equations
Lβτµ = 0 , Lβhµν = 0 . (2.94)
The vector βµ leads to a preferred choice of local temperature and velocity defined by
T ≡ 1/(τµβµ) , uµ ≡ Tβµ , (2.95)
where the velocity uµ satisfies uµτµ = 1.
In order to construct the hydrostatic partition function [29, 30] we write the most general
expansion in derivatives of the background fields τµ and hµν where we assume that the Killing
equations (2.94) are obeyed and where we treat βµ as a fixed vector that is not varied when
computing the variation of the partition function. At zeroth order in derivatives there are
two scalars that one can be build. These are
T , u2 , (2.96)
8As an application of this result we conclude that the relations suggested in [22] for which z = 4/3, θ = 0
and α = 2/3 (called −Φ in [22]) are incompatible with a boost symmetry.
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where we defined u2 = hνρu
νuρ.
Let us consider the hydrostatic partition function up to zeroth order in derivatives9, i.e.
S =
∫
dd+1xeP (T, u2) . (2.97)
Restricting to zeroth order is sufficient at the level of perfect fluids. Going beyond this
will be discussed in [3, 4]. Since we vary the background sources keeping βµ fixed we have
δT = −Tuµδτµ and δuµ = −uµuρδτρ. Using further that δe = e
(−vµδτµ + 12hµνδhµν). We
define the responses Tµ and Tµν as follows
δS =
∫
dd+1xe
(
−Tµδτµ + 1
2
Tµνδhµν
)
. (2.98)
We then find
Tµ = Pvµ +
(
∂P
∂T
)
u2
Tuµ + 2
(
∂P
∂u2
)
T
u2uµ , (2.99)
Tµν = Phµν + 2
(
∂P
∂u2
)
T
uµuν . (2.100)
We now take P to be the pressure and using the thermodynamic relations
(
∂P
∂T
)
u2
= s,(
∂P
∂u2
)
T
= 12ρ, sT + ρu
2 = E + P as well as uµ = −vµ + hµρhρνuν , which follows from the
completeness relation and τµu
µ = 1. Then we obtain
Tµ = Euµ + Phµρhρνuν , (2.101)
Tµν = Phµν + ρuµuν . (2.102)
The energy-momentum tensor Tµν is given by
Tµν = −Tµτν + Tµρhρν , (2.103)
which can further be written as
Tµν = −(E + P )uµτν + Pδµν + ρuµuρhρν . (2.104)
This is the spacetime covariant form of our new perfect fluid energy-momentum tensor. In
the LAB frame with vµ = −δµ0 , τµ = δ0µ, h0µ = 0, h0µ = 0, hij = δij , hij = δij and ui = vi the
expressions (2.101)–(2.103) become equal to (2.16).
3 Speed of sound
In this section, we derive new formulas for the speed of sound. As we will show, the standard
“Landau-Lifshitz” formula for the sound speed no longer holds in the absence of boost symme-
try, and needs to be generalized. In our theory, this is because the fluctuations of the perfect
fluid energy-momentum tensor involves also the fluctuations of the kinetic mass density.
We first consider fluids at rest and derive a universal formula for the speed of sound
without assuming a particular form for an equation of state. This means we expand the fluid
9We thank Kristan Jensen for useful discussions about the construction of the hydrostatic partition function.
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velocity as vi = vi0 + δv
i, E = E0 + δE , P = P0 + δP, ρ = ρ0 + δρ with vi0 = 0. The extension
to boosted fluids with vi0 6= 0 is given in the appendix. For the purpose of comparing with
boosted fluids, we will write everything in terms of the internal energy E˜ , but notice that for
fluids at rest we have E˜0 = E0, and δE˜ = δE . The fluctuation equations that follow from (2.25)
and current conservation are
0 = ∂0δn+ n0∂iδv
i , (3.1)
0 = ∂0δE˜ +
(
E˜0 + P0
)
∂iδv
i , (3.2)
0 = ρ0∂0δv
i + ∂iδP . (3.3)
Notice that δρ does not appear here, because the fluid is at rest in equilibrium. We will
write P = P (E˜ , n, v2) so that we have δP =
(
∂P0
∂E˜0
)
n0
δE˜ +
(
∂P0
∂n0
)
E˜0
δn where we dropped the
dependence on v2 because at leading order vi0 = 0 and δv
2 = 0 up to first order. Going
to Fourier space, using δE˜ = e−iωt+ikixiδE˜(ω, k) and similarly for δvi and δn, and defining
δv‖ = k
i
k δv
i we can derive the following equation for δv‖
ρ0ω
2δv‖ − k2
[(
E˜0 + P0
)(∂P0
∂E˜0
)
n0
+ n0
(
∂P0
∂n0
)
E˜0
]
δv‖ = 0 , (3.4)
so that the speed of sound v2s is
v2s =
E˜0 + P0
ρ0
(
∂P0
∂E˜0
)
n0
+
n0
ρ0
(
∂P0
∂n0
)
E˜0
. (3.5)
This can be rewritten as follows. From general thermodynamics with P = P (E˜ , n, v2)
using the first law for δE˜ as well as the fact that E˜ + P = sT + µn we can show that(
∂P
∂n
)
s
n
,v2
=
E˜ + P
n
(
∂P
∂E˜
)
n,v2
+
(
∂P
∂n
)
E˜,v2
. (3.6)
Applying this to perturbations around a zero velocity thermodynamic configuration we find
that the speed of sound (3.5) can be written as
v2s =
n0
ρ0
(
∂P0
∂n0
)
s0
n0
. (3.7)
This generalizes the “Landau-Lifshitz” formula for the speed of sound, v2s =
(
∂P0
∂ρ0
)
s0
n0
that
holds for the case when there is Galilei boost symmetry with ρ = mn.
When we are dealing with a scale invariant system, because vi0 = 0, we can use that
dP0 = zE˜0. It follows that
(
∂P0
∂n0
)
E˜0
= 0 so that for a Lifshitz perfect fluid the speed of sound
is given by
v2s =
z
d
E˜0 + P0
ρ0
. (3.8)
If on the other hand we do not assume scale invariance and also remove the U(1) current we
find
v2s =
E˜0 + P0
ρ0
(
∂P0
∂E˜0
)
, (3.9)
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which reduces for the relativistic case to the well-known expression (with c = 1) v2s =
(
∂P0
∂E˜0
)
.
In the appendix, we extend our results to the case of a boosted fluid, and study the speed
of sound propagating in a fluid that has some velocity vi0 in some inertial frame.
4 Ideal gas of Lifshitz particles
In this section we consider Boltzmann, Bose, and Fermi gases of identical Lifshitz particles
moving in d spatial dimensions. The one-particle Hamiltonian has the form
H1 = λ
(
~k 2
) z
2
, (4.1)
where λ has the dimensions of (kg)1−z(m/s)2−z. We assume that z ≥ 1. For z = 1 the
Hamiltonian (4.1) describes a massless relativistic particle with λ = c. Another special case is
when z = 2 and λ = 1/(2m) in which case the system also includes Galilean boost symmetry.
For arbitrary z, there is no boost symmetry, so it provides a concrete example illustrating
the main ideas of our paper. Instead of boost symmetry, there is Lifshitz scale symmetry,
manifested by the anisotropic (between time and space) scaling relations t → αzt, ~x → α~x.
The dimensionful parameter α has no scaling weight, so that the Hamiltonian (4.1) obeys the
Lifshitz scaling property of an energy, H → α−zH. The Lagrangian of the Lifshitz particles
takes the form
L = λ(z − 1)
(
~k 2
) z
2
, (4.2)
which for z = 2 reduces to the known result L = ~k 2/2m. The relation between momentum
and velocity is given by
~k =
(
1
λz
) 1
z−1 1
(~v 2)
z−2
2(z−1)
~v , (4.3)
which reduces to ~k = m~v for z = 2, λ = 1/(2m).
The Lagrangian scales in the same way as the Hamiltonian, such that the action S =
∫
dt L
is indeed invariant under Lifshitz rescalings. The dynamics of free Lifshitz particles is of course
very simple; they move on straight lines given by
~x(t) = ~v0 t+ ~x0 , ~v0 = z E
~k0
k20
, (4.4)
where the constants of motion, energy E and momentum ~k0, are set by the initial conditions,
and E = λ
(
~k 20
) z
2
is the dispersion relation.
The Lifshitz scale symmetry strongly constrains the thermodynamics of the Lifshitz gas
and the form of certain hydrodynamical quantities such as the speed of sound. Sound modes
arise in the linear dispersion relation of the energy density fluctuations, with k ≡ |~k|,
ω = vsk . (4.5)
This can be contrasted with the dispersion relation of a particle with Lifshitz scaling, i.e.
ω = cz k
z, for some constant cz that has no scaling weight. The speed of sound vs therefore
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must have a scaling weight: as ω → α−zω and k → α−1k, we must have vs → α1−zvs. Such a
scaling behavior can only arise if vs has the right dependence on the temperature T and on λ
to restore the correct SI units for a velocity. For instance, if there are no other scales in the
problem other than λ and kBT (e.g. in the absence of a chemical potential), we must have
vs = # (kBT )
z−1
z λ
1
z , (4.6)
for some numerical constant denoted by #. In the next subsections, we compute this constant
explicitly below for a Boltzmann, Bose, and Fermi gas of Lifshitz particles at finite density.
Some of the formulae presented in the remainder of this section can be found back in
various places in the literature, or are rather straightforward generalizations of known results.
We give references below. To the best of our knowledge, the formulae for the speed of sound
are new however, as well as all velocity dependence of the partition function and kinetic mass
density formula.
4.1 Boltzmann gas
The canonical partition function for a gas of N non-interacting identical particles is given by
Z(N,T, V,~v ) =
1
N !
[Z1(T, V,~v )]
N , (4.7)
where Z1(T, V,~v) is the single-particle partition function
Z1(T, V,~v ) =
V
hd
∫
dd~k e−βH1+β~v·~k . (4.8)
Here β = 1kBT is the inverse temperature, Planck’s constant h is written to make the parti-
tion function dimensionless, and we introduced a velocity vector as a chemical potential as
discussed in Section 2. The volume is V and the number of spatial dimensions is d. The
result (4.7) is only valid when all particles occupy different states, so no two or more particles
occupy the same energy level. This happens when the number of particles is much less than
the number of thermally accessible energy levels in the system, which can be formulated as
N  Z1. This happens for sufficient low concentration and high temperature, where the gas
behaves as a classical system. For a discussion, see e.g. [31].
At zero velocity ~v = 0, we can explicitly evaluate
Z1(T, V,~v = 0) =
2V
z
(√
pi
h
)d Γ [dz ]
Γ
[
d
2
] (kBT
λ
) d
z
. (4.9)
Notice that this partition function is scale invariant under T → α−zT combined with V →
αdV , which are the correct Lifhsitz scaling laws. The condition on low concentration can
now be translated in terms of a thermal wavelength λth as follows. The average interparticle
spacing in the gas is set by the length scale (V/N)1/d. Requiring N  Z1 is then equivalent
to [32]
λth 
(
V
N
) 1
d
, λ−dth ≡
Z1
V
=
2
z
(√
pi
h
)d Γ [dz ]
Γ
[
d
2
] (kBT
λ
) d
z
. (4.10)
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When the thermal wavelength becomes of the same order as the interparticle distance, the gas
can no longer be treated classically and one resorts to the Bose-description of the quantum
Lifshitz gas, which we do in the next subsection.
The energy of the system follows from
U0 ≡ 〈E˜0〉 = −∂ lnZ
∂β
=
d
z
NkBT . (4.11)
This is the equipartition theorem for Lifshitz particles, saying that the average kinetic energy
is (d/z)kBT per particle. The subscript denotes that we are at zero velocity, v = 0. We extend
this to non-zero velocities below. The dimensionless heat capacity formula then follows from
CV =
(
∂U
∂T
)
V
, CˆV ≡ CV
NkB
=
d
z
, (4.12)
independent of the temperature. For d = 3, z = 2 this leads to the famous factor of 3/2 in
the heat capacity of non-relativistic mono-atomic ideal gases. The generalization to arbitrary
dimension just follows from counting degrees of freedom, and here we add also the extension
to other values of z, which is a consequence of the simple scaling law in (4.9).
By taking differentials of the partition functions, we can derive all the thermodynamic
quantities and rediscover the ideal gas law and energy densities E˜0 = U0/V = 〈E˜0〉/V
PV = NkBT , E˜0 = d
z
P0 . (4.13)
The last relation is in fact the z-trace Ward identity for the energy-momentum tensor. The
Lifshitz weight for the pressure is then −z − d, i.e. it scales like P → α−z−dP .
The entropy of the Lifshitz gas can be easily computed from S = kB(βU + lnZ) and
from this and the ideal gas law, we can compute the dimensionless heat capacity at constant
pressure
CP = T
(
∂S
∂T
)
P
, CˆP ≡ CP
NkB
=
d
z
+ 1 , (4.14)
leading to the adiabatic index
γ ≡ CP
CV
= 1 +
z
d
. (4.15)
The adiabatic index appears in the relation
PV γ = constant , (4.16)
which holds during adiabatic expansion or compression of the gas. The constant is a num-
ber determined from the initial volume and pressure. After the expansion or compression,
the volume has changed with a fraction, and one then computes the pressure from (4.16).
This equation is consistent with Lifshitz scaling, as PV γ has zero scaling weight. For large
temperatures, the entropy behaves as
S
T→∞
= kBN
d
z
lnT . (4.17)
For non-zero velocities ~v, the evaluation of the partition function in the canonical ensemble
is less easy. For generic values of z ≥ 1, one can integrate term by term in the power expansion
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of v ≡ |~v|, and the result is10
Z1(T, V,~v ) =
2V
z
(√
pi
h
)d
(λβ)−
d
z
∞∑
n=0
(
−βv2
)2n
n!
Γ
[
d+2n
z
]
Γ
[
d+2n
2
] (λβ)− 2nz
= Z1(T, V,~v = 0)
(
1 +
1
2d
Γ
[
d+2
z
]
Γ
[
d
z
] ( vβ
(λβ)1/z
)2
+ · · ·
)
. (4.18)
This series correctly reproduces the textbook results for z = 1 and z = 2 respectively, as one
can easily check.
The grand-canonical partition function is given by
Z(µ, T, V,~v ) =
∞∑
N=0
eβµNZ(N,T, V,~v ) =
∞∑
N=0
1
N !
(
eβµZ1(T, V,~v )
)N
, (4.19)
where µ is the chemical potential. It follows that
logZ(µ, T, V,~v ) = eβµZ1(T, V,~v ) , (4.20)
and as before, we define the grand potential Ω as
Ω(µ, T, V,~v ) = −kBT logZ . (4.21)
We first restrict to zero velocities, ~v = 0. The grand potential can then be computed explicitly,
and the result is
Ω0 = −2V
z
(√
pi
h
)d
λ−
d
z
Γ
[
d
z
]
Γ
[
d
2
] β−1− dz eβµ . (4.22)
For non-zero velocities, one can again write the grand potential in terms of a power se-
ries, using (4.20) and (4.18). Taking derivatives then gives all thermodynamic quantities
in the grand-canonical ensemble, for instance the kinetic mass density is computed from
Pi = −(∂Ω/∂vi)T,V,µ = ρV vi, which at zero velocity is
ρ0 =
2
zd
(√
pi
h
)d Γ [d+2z ]
Γ
[
d
2
] β(λβ)−( d+2z )eβµ . (4.23)
For this result, we explicitly needed the v-dependence of the partition function to lowest order
in equation (4.18). Similarly we can compute the pressure from Ω = −PV , and energy from
(4.13). Using the formula for the speed of sound derived in (3.9) we then find
v2s = (d+ z)
Γ
[
d
z
]
Γ
[
d+2
z
] (kBT )2( z−1z )λ 2z , (4.24)
which is consistent with (4.6). Notice that the chemical potential dropped out of this ex-
pression. For z = 1 and z = 2 this formula reproduces the well known results v2s =
c2
d and
v2s =
d+2
d
kBT
m respectively.
10We used the formula Γ(n+ 1
2
) = (2n)!
4nn!
√
pi.
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Using these formula, for general z, we can write the expansion for the partition function
also as an expansion in v/vs:
Z1(T, V,~v ) = Z1(T, V,~v = 0)
(
1 +
d+ z
2d
v2
v2s
+
1
8
(d+ z)2
d(d+ 2)
Γ
[
d
z
]
Γ
[
d+4
z
]
Γ
[
d+2
z
]2 v4v4s + · · ·
)
.(4.25)
The particle number density is different from the kinetic mass density and given by (at
zero velocity)
n0 ≡ N0
V
= eβµ
2
z
(√
pi
h
)d Γ [dz ]
Γ
[
d
2
] (kBT
λ
) d
z
= eβµλ−dth , (4.26)
where we computed N from the relation N = −(∂Ω/∂µ)(T,V,~v). The relation with the kinetic
mass density is
ρ0 =
d+ z
d
kBT
v2s
n0 =
z
d
E0 + P0
v2s
. (4.27)
The second equality is of course a rewriting of (3.9) which, using the adiabatic index, can be
rewritten as
P0 =
v2s
γ
ρ0 , (4.28)
which is also familiar from mono-atomic gases. Notice that this not the so-called isothermal
sound-speed, in which the temperature is kept fixed and the sound-speed is computed from
(∂P/∂ρ)T . Instead it is the adiabatic sound speed, in which the entropy is kept fixed while
the gas adiabatically expands. The two sound-speeds are known to differ by a multiplicative
factor γ1/2, which is also visible in (4.28). In other words, adiabatic sound waves move γ1/2
times faster than isothermal sound waves.
For finite velocity, we can determine the kinetic mass density as a power series, and find
to leading order in v/vs
ρ = ρ0
(
1 +
1
2
(d+ z)
(d+ 2)
Γ
[
d
z
]
Γ
[
d+4
z
]
Γ
[
d+2
z
]2 v2v2s + · · ·
)
. (4.29)
The number density at finite velocity is given by
n = eβµ
Z1
V
= n0
(
1 +
d+ z
2d
v2
v2s
+ · · ·
)
, (4.30)
and for the pressure we find, using (4.18),
P = P0
(
1 +
1
2d
Γ
[
d+2
z
]
Γ
[
d
z
] ( vβ
(λβ)1/z
)2
+ · · ·
)
. (4.31)
An equation of state at finite velocity relating ρ and n is harder to read off now. Of course,
we still have that (2.10) holds.
Finally, we mention, as a consistency check, that we have verified the z-trace condition on
the energy-momentum tensor for any value of the velocity.
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Large z-limit
There is an interesting limit, in which we take the dynamical exponent to be large, keeping
λ˜ ≡ λ−1/z , (4.32)
constant. This is a well defined combination in the large z-limit and has dimension of kg m/s.
One easily finds that the sound speed grows linearly with z for large z, and so does the
adiabatic index γ,
v2s → z
d+ 2
d
(
kBT
λ˜
)2
, γ → z
d
. (4.33)
The kinetic mass density in this limit is related to the number density, at zero velocity, by
ρ0 =
β λ˜2
d+ 2
n0 , (4.34)
and one can check that the ideal gas law P0 = (kBT )n0 is still satisfied.
For finite velocity, it is still difficult to sum the series even in the large z-limit. But we can
work in perturbation theory, and find the velocity dependent corrections to e.g. the pressure,
P = P0
[
1 +
β2λ˜2v2
2(d+ 2)
+ · · ·
]
, (4.35)
consistent with taking the limit on (4.31).
4.2 Quantum gases
The previously discussed ideal gas is at low density. For higher densities, spin statistics
influences the allowed occupation of states. For a given state, labelled by momentum ~k, the
grand canonical partition function is given by
Z~k =
∑
n~k
e−n~kβ(E1(~k)−~v·~k−µ) . (4.36)
Here n~k denotes the occupation number, and E1 is the energy for a single particle. For bosons
this number spans n~k = {0, 1, 2, ..}, whereas for fermions this is restricted to n~k = {0, 1}. We
can perform the sum and find
Z
B/F,~k
=
(
1∓ e−β(H1(~k)−~v·~k−µ)
)∓1
, (4.37)
where bosons (fermions) correspond to the upper (lower) sign. To avoid singularities, we
restrict to µ < 0, for bosons, in other words 0 < eβµ < 1. For fermions we allow 0 < eβµ <
∞. For non-interacting particles, multi-particle states all contribute to the grand canonical
partition function in a factorized way, and we get
ZB/F =
∏
~k
Z2s+1
B/F,~k
, (4.38)
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where s denotes the spin multiplicity. The grand potential is then obtained by
ΩB/F ≡−
1
β
log
(ZB/F )
=± (2s+ 1) 1
β
∑
~k
log
(
1∓ e−(βH1(~k)−β~v·~k−βµ)
)
≈± (2s+ 1) 1
β
V
hd
∫
dd~k log
(
1∓ e−(βH1(~k)−β~v·~k−βµ)
)
,
(4.39)
where in the third line we approximated the sum by an integral, which is valid as long as
λth  L ≡ V 1/d. This requirement will fail for low temperatures, since λdth ∼ T−d/z. We will
discuss this later.
Evaluating the integral in (4.39) we obtain
ΩB/F =∓ (2s+ 1)V λ−dth
Γ
[
d
2
]
Γ
[
d
z
] 1
β
∞∑
n=0
(βv)2n
(2n)!
(2n− 1)!!
2n
Γ
[
d+2n
z
]
Γ
[
d
2 + n
](λβ)− 2nz Li d+2n
z
+1−2n
[
±eβµ
]
=ΩB/F (T, V, µ,~v = 0)
1 + 1
2d
Γ
[
d+2
z
]
Γ
[
d
z
] ( βv
(λβ)
1
z
)2 Li d+2
z
−1
[±eβµ]
Li d
z
+1 [±eβµ]
+ · · ·
 ,
(4.40)
where Lin(z) denotes a polylogarithm and where
ΩB/F (T, V, µ,~v = 0) =∓ (2s+ 1)V λ−dth
1
β
Li d
z
+1[±eβµ] . (4.41)
For eβµ  1, so low density or high temperature, the result in (4.40) coincides,11 as can be
seen from (4.39), with the result from the Boltzmann gas from (4.18), up to an overall factor
of (2s + 1). The particle number and pressure (from which the internal energy density can
be obtained by using the z-deformed trace condition) can be computed using thermodynamic
identities related to the grand potential, for which we for simplicity consider ~v = 0,
NB/F,0 = ±(2s+ 1)V λ−dth Li d
z
[±eβµ] , (4.42)
PB/F,0V =NB/F,0kBT
Li d
z
+1[±eβµ]
Li d
z
[±eβµ] . (4.43)
Notice that the last line can be regarded as a deformation of the ideal gas law.
We shall now compute Cˆ
B/F
V and Cˆ
B/F
P . We use (4.42) to compute ∂Tµ at fixed N and
V . This step is needed in order to find a closed expression. We motivate the finite N by
having switched to a canonical setup. In the thermodynamic limit of large N the canonical
and grand canonical ensembles however coincide. The Cˆ
B/F
V becomes, defined by (4.12),
Cˆ
B/F
V =
d
z
[(
1 +
d
z
) Li d
z
+1(±eβµ)
Li d
z
(±eβµ) −
d
z
Li d
z
(±eβµ)
Li d
z
−1(±eβµ)
]
, (4.44)
11Using that Lin(x) ≈ x for x 1.
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In combination with equations (4.42) and (4.43) we compute, using definition (4.14),
Cˆ
B/F
P =
(
1 +
d
z
) Li d
z
+1(±eβµ)Li d
z
−1(±eβµ)[
Li d
z
(±eβµ)
]2
[(
1 +
d
z
) Li d
z
+1(±eβµ)
Li d
z
(±eβµ) −
d
z
Li d
z
(±eβµ)
Li d
z
−1(±eβµ)
]
.
(4.45)
The results for d = 3 and z = 2 for CˆP and CˆV agree with the findings of [33] for the
bosonic case. For the fermionic case we check the low temperature behavior of CˆFV , using the
Sommerfeld expansion
−Lin(−eβµ) = (βµ)
n
Γ(n+ 1)
(
1 +
pi2
6
n(n− 1)
(βµ)2
+ . . .
)
, (4.46)
which results into
CˆFV =
d
z
pi2
3
T
TF
. (4.47)
Here TF is the Fermi temperature, defined via the Fermi energy EF that can be found using
(4.42) and taking T → 0 and µ(T → 0) = EF ,
TF ≡ EF /kB = λ~
z
kB
[
nd2d−1pid/2
2s+ 1
Γ [d/2]
] z
d
. (4.48)
The expressions above coincide with the known results for d = 3, z = 2 and s = 1/2.
For quantum gases, the adiabatic index is not defined by the ratio of the heat capacities.
Instead one defines it via the relation PV γ = constant, and, as for the classical case, it is
fixed by Lifshitz scale symmetry to be
γ = 1 +
z
d
. (4.49)
It is well known for the Bose gas that there exists the possibility to form a Bose-Einstein
condensate, in which the ground state becomes a highly occupied state. We can see this by
considering (4.42). As we keep N and V constant and lower T towards zero, the value of the
polylog should increase in order to compensate for the decreasing value of λ−dth ∼ T d/z. For
d > z, however, the polylog is bounded from above,
Lin(1) = ζ(n) , (4.50)
for n > 1. For n ≤ 1 the function diverges. Thus, as we arrive at some T = Tc > 0 the polylog
attains its maximal value. The value of Tc, which is computed using (4.42) and e
βµ → 1, is
kBTc = λ
[
N
V
z
2
(
h√
pi
)d 1
ζ
(
d
z
) Γ [d2]
Γ
[
d
z
] ]z/d . (4.51)
Using the expression for the particle number density, we can rewrite this equation as
T
Tc
=
[
ζ(dz )
Li d
z
(eβµ)
]z/d
, (4.52)
which can be used to trade βµ for T/Tc.
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By approximating the sum of discrete momenta with an integral, we fail to take into
account contributions of the ground state properly for T < Tc. From [32], it is known that
no Bose-Einstein condensation takes place for z ≥ d. For z → d, we get from ζ(1) = ∞
that Tc → 0. The case z = d is also special from other points of view, e.g. in the relaxation
behavior of Lifshitz theories at strong coupling, see e.g. [34].
We can remedy failing to take into account the ground state, by explicitly taking
ΩT≤Tc =− 1
β
log (ZB)
=(2s+ 1)
1
β
∑
~k 6=0
log
(
1− e−(βH1(~k)+β~v·~k−βµ)
)
+ (2s+ 1)
1
β
log
(
1− e−(βH1(~k)−β~v·~k−βµ)
)∣∣∣
~k=0
≈(2s+ 1) 1
β
V
hd
∫
dd~k log
(
1− e−(βH1(~k)−β~v·~k−βµ)
)
+ (2s+ 1)
1
β
log
(
1− eβµ
)
.
(4.53)
If we now compute N for T ≤ Tc, this results in
N = (2s+ 1)V λ−dth Li d
z
[eβµ] + (2s+ 1)
eβµ
1− eβµ . (4.54)
For large N as T ≤ Tc we find that eβµ ≈ 1 − (2s + 1)/N in order for equation (4.54) to be
self-consistent at leading order. If we define N0 ≡ (2s+ 1)eβµ/(1− eβµ) as the particles in the
groundstate we can derive using the formula above
N0
N
=1− (2s+ 1)V
N
λ−dth ζ
(
d
z
)
+O(1/N2)
=1−
(
T
Tc
)d/z
,
(4.55)
where in the first line we used Tc as defined in (4.51).
Using that eβµ ≈ 1− (2s+ 1)/N for T < Tc we can simplify ΩT≤Tc to
ΩT≤Tc = −(2s+ 1)V λ−dth
1
β
ζ
(
d
z
+ 1
)
+ (2s+ 1)
1
β
log
(
2s+ 1
N
)
+O(1/N) . (4.56)
We can now compute the pressure from
P T≤Tc =
N
V
kBT
ζ
(
d
z + 1
)
ζ
(
d
z
) ( T
Tc
)d/z
, (4.57)
where in the second line we used (4.55). Applying the z-trace identity (at ~v = 0) we obtain
the internal energy
E˜T≤Tc =N
V
kBT
ζ
(
d
z + 1
)
ζ
(
d
z
) ( T
Tc
)d/z
. (4.58)
The heat capacity is given by
CˆT≤TcV =
d
z
(
1 +
d
z
)
ζ
(
d
z + 1
)
ζ
(
d
z
) ( T
Tc
)d/z
. (4.59)
These results agree with [35], in which it is also noted that when comparing (4.59) and (4.44)
near T = Tc is only continuous when z < d ≤ 2z. The first inequality follows from the
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requirement of having a Tc in the first place, the second follows from (4.50). When d > 2z
then CV is discontinuous across Tc. This is to be expected from the kinks in the internal
energy density E˜ .
The isobaric heat capacity CˆT≤TcP becomes undefined since fixing pressure and deriving
with respect to temperature is inconsistent, as can be seen from writing out P T≤Tc . However,
CˆP above Tc, as approaching Tc, diverges if d ≤ 2z. Beyond that point, for d > 2z, CˆP obtains
some finite value.
In order to compute the speed of sound, we need ρB/F . The result is
ρB/F,0 = −
ΩB/F (T, V, µ,~v = 0)
V
1
d
Γ
[
d+2
z
]
Γ
[
d
z
] ( β
(λβ)
1
z
)2 Li d+2
z
−1
[±eβµ]
Li d
z
+1 [±eβµ]
, (4.60)
using the same formula as described above (3.9), supplied with (4.40). The superscript zero
denotes that v = 0. Using the formula for the speed of sound (3.9), we end up with
v2B/F = v
2
Boltzmann
Li d
z
+1
[±eβµ]
Li d+2
z
−1 [±eβµ]
. (4.61)
Contrary to the speed of sound of the Boltzmann gas (4.24), the dependence on the chemical
potential does not drop out of the expression. It is clear that for z = 1, we find v2B/F =
v2Boltzmann. When e
βµ  1, we find v2B/F = v2Boltzmann. Comparing the results for the speed of
sound in the Boltzmann gas to the quantum gas we furthermore notice that
0 ≤ v2B ≤ v2Boltzmann ≤ v2F . (4.62)
In contrast to CV and CP , the definition of ρ does not involve derivatives of the grand
potential with respect to temperature. One can therefore take the T > Tc expression and
simply replace, eβµ ≈ 1 − (2s + 1)/N with large N , without the risk of glossing over terms.
This leads to the following expression for the speed of sound for the gas of particles (the
contributions of the particles in the condensate are suppressed by large N)(
vT≤TcB
)2
= v2Boltzmann
ζ
[
d
z + 1
]
ζ
[
d+2
z − 1
] , (4.63)
with the requirement that d > 2(z − 1). For z < d ≤ 2(z − 1) we find that the speed of
sound goes to zero below Tc. For d = 3 and z = 2 we reproduce the known result given in for
instance [35]. We illustrate the behavior of the speed of sound in Figures 1 and 2.
When restricting to d ≤ 3 above Tc, we find new results for z > 2. In the case of T ≤ Tc
we are restricted to d > z, so when considering in addition to d ≤ 3 we are forced to z < 3.
This means that for integer values of z we do not find results for z > 2 under Tc. In other
words, for d ≤ 3 we only have novel (i.e. z > 2) predictions above Tc. Notice that for d = 3,
the allowed range of z is 5/2 ≤ z < 3. We stress that all these results are for ideal gases. It
would be interesting to see what the effects of adding interactions would be.
5 Discussion and outlook
With the general theory of perfect fluids for non-boost invariant systems presented in this
paper, a natural and important next step is to consider the derivative expansion of the con-
served currents in terms of relevant fluid variables and study transport corrections. The case of
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speed of sound as in (4.61)
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1)
Figure 1: We give a representation of the speed of sound of the Bose gas for T ≤ Tc. There
are three distinct regions: speed of sound as in (4.63), speed of sound is zero v2B = 0, and no
critical temperature and thus speed of sound as in (4.61).
1
d = 3, z = 2ζ(5/2)
ζ(3/2)
d = 3, z = 5/2
T/Tc0 1
v2B/v
2
Boltzmann
Figure 2: We present two different situations for the speed of sound of the Bose gas. The
upper line (d = 3 and z = 2) corresponds to a finite speed of sound in the condensate phase
(for T > 0), whereas the lower line (d = 3 and z = 5/2) corresponds to a speed of sound that
is equal to zero anywhere in the condensate phase.
linear perturbations around a global thermodynamic system at rest and corresponding hydro-
dynamic modes will appear in [3], while a more general first order analysis at non-zero finite
velocity will be treated in [4]. Beyond this, there are a host of potentially interesting aspects to
consider further, such as momentum dissipation, turbulence, shock waves, surface phenomena
and many other analogues of well-studied aspects of boost-invariant hydrodynamics.
We have discussed in detail the case of a free gas of Lifshitz particles as an illustration
of general perfect fluids. Here, an interesting follow-up is to consider interacting Lifshitz
particles by adding potentials that depend on the intra-particle distances. An example of
such a system is given by the N -particle Hamiltonian
H = λ
N∑
i=1
(
~p 2i
) z
2 +
N∑
i 6=j
g
|~xi − ~xj |z , (5.1)
with coupling constant g.
Another direction pertains the study of field theory models for cases with non-integer z.
In this connection, the results of [36], which considers ripplons on domain walls between two
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different superfluids, may be relevant. By integrating out the gapless modes of the superfluids
one finds non-local kinetic terms, which in Fourier space correspond to dispersion relations
with fractional powers. This suggests more generally that non-integer z might imply non-local
kinetic terms.
It will also be worthwhile to further develop a holographic fluid/gravity correspondence
for field theory systems with Lifshitz symmetry12 (i.e. without boost symmetry) building on
our results. In this connection, we note that for theories with z = 2 Schro¨dinger symmetries a
version of (conformal) non-relativistic fluid/gravity correspondence was developed in Refs. [38,
39, 40, 41]. Specific examples of Lifshitz hydrodynamics and their holographic description
have subsequently been considered in Refs. [42, 43, 44] and aspects of non-Galilean invariant
hydrodynamics have also been treated in the context of momentum dissipation in holography
(see e.g. [45, 46, 2]). Hydrodynamics of certain Lifshitz theories with z = 2 has furthermore
been holographically studied in a bulk Einstein-Maxwell-dilaton (EMD) model [47, 19] in
which there is an extra bulk U(1) symmetry. Since the dilaton runs logarithmically close to
the boundary, there is a new scaling exponent on top of the dynamical exponent z in these
models. For the Einstein-Proca-dilaton (EPD) model, 4-dimensional z = 2 Lifshitz black
branes with nonzero linear momentum have been constructed [5], providing a holographic
realization of a non-boost invariant fluid without a U(1) symmetry. This is another interesting
setting in which one can holographically compute equations of state and first-order transport
coefficients for the systems considered in this paper. Finally, hydrodynamics for theories with
Horˇava-Lifshitz gravity in the bulk [48, 49] may also be a relevant case to consider.
To conclude, it will be very interesting to examine experimental consequences of the re-
sults of this paper, and make an inventory of the type of fluid systems in nature that are
homogeneous and isotropic, but for which boost symmetry is broken. In particular, we em-
phasize that the speed of sound in such situations is given by the general expression (3.5)
which presents a potentially measurable quantity. We also stress that our theory leads to
specific corrections to the known form of the Euler equation for perfect fluids (see the gen-
eralized Euler equation (2.30)) which may be observable in hydrodynamic fluid experiments.
In particular, the correction terms involves the kinetic mass density ρ(T, µ, v2), for which one
could imagine determining the velocity profile (along with the T, µ dependence) using experi-
mental data. Moreover, we note that as fluids play an essential role in cosmology, there could
be useful applications in that arena as well.
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A Speed of sound for a boosted fluid
In this appendix, we study the speed of sound propagating in a fluid which is moving at some
velocity vi0 6= 0, contrasting the case we have studied up to now where we considered a fluid
at rest, i.e. vi0 = 0. This computation, although more lengthy, is carried out analogously to
the prior computation where vi0 = 0. The linearized fluid equations can be written in the
following form
ρ0(∂t + v
i
0∂i)δv
j + vj0(∂t + v
i
0∂i)δρ+ ρ0v
j
0∂iδv
i + ∂jδP = 0 , (A.1)
(∂t + v
i
0∂i)δE˜ + (E˜0 + P0)∂iδvi + ρ0vj0(∂t + vi0∂i)δvj = 0 , (A.2)
(∂t + v
i
0∂i)δn+ n0∂iδv
i = 0 . (A.3)
The last equation can be ignored if we do not consider an additional conserved current. In
order to find the speed of sound in the moving fluid we express P and ρ in terms of E˜ , v2,
and n.
Let us perform a Galilean boost to a coordinate system (t′, x′i) where ∂t′ = ∂t + vi0∂i and
∂′i = ∂i. Next we Fourier transform δE˜ = e−iω
′t′+ik′ix′iδE˜(ω′, k′). Let us define δv2 = 2vi0δvi
and k′iδvi = k′δv‖. There are d − 2 modes with zero frequency ω′ = 0 that are orthogonal
to both vi0 and k
′i. By contracting the Fourier transformed version of (A.1) once with vi0
and once with k′i we obtain together with the two other equations, the following four coupled
equations
0 = −1
2
ρ0ω
′δv2 − v20ω′
[(
∂ρ0
∂E˜0
)
n0,v20
δE˜ +
(
∂ρ0
∂n0
)
E˜0,v20
δn+
(
∂ρ0
∂v20
)
E˜0,n0
δv2
]
+ρ0v
2
0k
′δv‖ + vi0k
′i
[(
∂P0
∂E˜0
)
n0,v20
δE˜ +
(
∂P0
∂n0
)
E˜0,v20
δn+
(
∂P0
∂v20
)
E˜0,n0
δv2
]
, (A.4)
0 = −ρ0ω′k′δv‖ − vi0k′iω′
[(
∂ρ0
∂E˜0
)
n0,v20
δE˜ +
(
∂ρ0
∂n0
)
E˜0,v20
δn+
(
∂ρ0
∂v20
)
E˜0,n0
δv2
]
+ρ0v
i
0k
′ik′δv‖ + k′2
[(
∂P0
∂E˜0
)
n0,v20
δE˜ +
(
∂P0
∂n0
)
E˜0,v20
δn+
(
∂P0
∂v20
)
E˜0,n0
δv2
]
, (A.5)
0 = −ω′δE˜ +
(
E˜0 + P0
)
k′δv‖ −
1
2
ρ0ω
′δv2 , (A.6)
0 = −ω′δn+ n0k′δv‖ . (A.7)
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By using the last two equations to eliminate δv2 and δv‖ in favor of δE˜ and δn we obtain two
coupled equations that take the following form(
A B
C D
)(
δE˜
δn
)
= 0 , (A.8)
where
A = ω′ +
2
ρ0
v20ω
′
(
∂ρ0
∂v20
)
E˜0,n0
− 2
ρ0
vi0k
′i
(
∂P0
∂v20
)
E˜0,n0
− v20ω′
(
∂ρ0
∂E˜0
)
n0,v20
+vi0k
′i
(
∂P0
∂E˜0
)
n0,v20
, (A.9)
B = −E˜0 + P0
n0
ω′ − 2
ρ0
v20
E˜0 + P0
n0
ω′
(
∂ρ0
∂v20
)
E˜0,n0
+
2
ρ0
E˜0 + P0
n0
vi0k
′i
(
∂P0
∂v20
)
E˜0,n0
−v20ω′
(
∂ρ0
∂n0
)
E˜0,v20
+ vi0k
′i
(
∂P0
∂n0
)
E˜0,v20
+
ρ0
n0
v20ω
′ , (A.10)
C =
2
ρ0
vi0k
′iω′
(
∂ρ0
∂v20
)
E˜0,n0
− 2
ρ0
k′2
(
∂P0
∂v20
)
E˜0,n0
− vi0k′iω′
(
∂ρ0
∂E˜0
)
n0,v20
+k′2
(
∂P0
∂E˜0
)
n0,v20
, (A.11)
D = − 2
ρ0
E˜0 + P0
n0
vi0k
′iω′
(
∂ρ0
∂v20
)
E˜0,n0
+
2
ρ0
E˜0 + P0
n0
k′2
(
∂P0
∂v20
)
E˜0,n0
−vi0k′iω′
(
∂ρ0
∂n0
)
E˜0,v20
+ k′2
(
∂P0
∂n0
)
E˜0,v20
− ρ0
n0
ω′2 +
ρ0
n0
vi0k
′iω′ . (A.12)
Let us define
V =
E˜0 + P0
ρ0
(
∂P0
∂E˜0
)
n0,v20
+
n0
ρ0
(
∂P0
∂n0
)
E˜0,v20
=
n0
ρ0
(
∂P0
∂n0
)
s0
n0
,v20
, (A.13)
X = 1 +
E˜0 + P0
ρ0
(
∂ρ0
∂E˜0
)
n0,v20
+
n0
ρ0
(
∂ρ0
∂n0
)
E˜0,v20
= 1 +
n0
ρ0
(
∂ρ0
∂n0
)
s0
n0
,v20
, (A.14)
Y =
(
∂P0
∂E˜0
)
n0,v20
− 2
ρ0
(
∂P0
∂v20
)
E˜0,n0
= − 2
ρ0
(
∂P0
∂v20
)
s0
n0
,n0
, (A.15)
Z =
(
∂ρ0
∂E˜0
)
n0,v20
− 2
ρ0
(
∂ρ0
∂v20
)
E˜0,n0
= − 2
ρ0
(
∂ρ0
∂v20
)
s0
n0
,n0
. (A.16)
The second equalities can be obtained by replacing the variable E˜0 by s0/n0. The equations
(A.8) have a nontrivial solution if and only if AB − CD = 0. One solution is for ω′ = 0 and
the other solution obeys(
1− v20Z
)
ω′2 + (X + Y ) vi0k
′iω′ + (V Z −XY ) (v20k′2 − (vi0k′i)2)− V k′2 = 0 . (A.17)
This quadratic equation for ω′ has two solutions that are related by sending vi0 → −vi0 and
ω′ → −ω′. The equation AB − CD = 0 thus has one zero frequency mode and one sound
mode. Since δv2 and δv‖ are related to δE˜ and δn via a linear transformation (see equations
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(A.6) and (A.7)) it follows that the linear equations satisfied by δv2 and δv‖ again only have
a nontrivial solution if and only if AB − CD = 0 so that the solutions to this equation have
multiplicity two. Before performing the Fourier transformation we performed a Galilean boost
so that ∂t′ = ∂t + v
i
0∂i and ∂
′
i = ∂i. This means that in LAB frame we have ω = ω
′ + vi0k′i
and ki = k′i. The LAB frame speed of sound vs is then given by ω = vsk. If we define the
angle θ via vi0k
i = v0k cos θ then the speed of sound is
vs = −
(
X + Y
2(1− v20Z)
− 1
)
v0 cos θ
+
1
2(1− v20Z)
[
(X + Y )2v20 cos
2 θ + 4(1− v20Z)(V Z −XY )v20 cos2 θ
+4V (1− v20Z)2 + 4v20(1− v20Z)XY
]1/2
, (A.18)
where we chose the sign so that vs = V
1/2 for v0 = 0.
We will now show that this formula for the speed of sound gives the expected expressions
for the Bargmann and Lorentz invariant cases. Starting with the Bargmann case we have
ρ0 = n0 and P0 = P0(Eˆ0, n0) where Eˆ0 = E˜0 + 12n0v20. It follows that X = Y = Z = 0, so that
vs = v0 cos θ + v˜s , (A.19)
where
v˜2s = V =
Eˆ0 + P0
n0
(
∂P0
∂Eˆ0
)
n0
+
(
∂P0
∂n0
)
Eˆ0
=
(
∂P0
∂n0
)
s0
n0
. (A.20)
This is the expected result from the velocity addition formula for a Galilean boost invariant
system.
For a Lorentz invariant system we have ρ0 =
E˜0+P0
1−v20
and n0 =
n˜0
(1−v20)1/2
with P0 =
P0(E˜0, n˜0). This leads to V = (1 − v20)X, Y = X and Z = 11−v20 (X − 1) where X = v˜
2
s
with
v˜2s =
(
∂P0
∂E˜0
)
n˜0
+
n˜0
Eˆ0 + P0
(
∂P0
∂n˜0
)
E˜0
. (A.21)
It can be shown by squaring vs+
(
X+Y
2(1−v20Z)
− 1
)
v0 cos θ and using the expressions for V,X, Y, Z
that we have (
1
v˜2s
− 1
)
1
1− v20
(vs − v0 cos θ)2 + v2s − 1 = 0 . (A.22)
Let us define (ω˜, k˜i) so that v˜2s =
ω˜2
k˜2
. Then, using v2s =
ω2
k2
, we obtain(
k˜2 − ω˜2
) 1
ω˜2
1
1− v20
(ω − v0k cos θ)2 + ω2 − k2 = 0 . (A.23)
This can be written as the Lorentz invariant statement
ω˜2 − k˜2 = ω2 − k2 , (A.24)
if we define
ω˜ =
1
(1− v20)1/2
(ω − v0k cos θ) = 1
(1− v20)1/2
(
ω − vi0ki
)
. (A.25)
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We conclude that (ω˜, k˜i) are related to the LAB frame frequency and momentum (ω, ki) by a
Lorentz transformation with parameter vi0. This means that v˜
2
s is the speed of sound in the
comoving frame. The frequencies ω˜ and ω are related by the relativistic Doppler effect.
For a Lifshitz scale invariant system we have P0 =
z
d E˜0 + z−1d ρ0v20. This implies the
following two relations among V,X, Y, Z,
V =
z
d
E˜0 + P0
ρ0
+
z − 1
d
v20(X − 1) , (A.26)
Y = −z − 2
d
+
z − 1
d
v20Z . (A.27)
In the LAB frame when vi0k
i = 0 the speed of sound v2s =
ω2
k2
is given by
v2s =
z
d
E˜0 + P0
ρ0
− z − 1
d
v20 +
1
d
v20
1− v20Z
X . (A.28)
When vi0k
i = v0k we have on the other hand,
0 = (1− v20Z)(vs − v0)2 +
(
−z − 1
d
(1− v20Z) +
1
d
+X
)
v0(vs − v0)
−z
d
E˜0 + P0
ρ0
− z − 1
d
v20(X − 1) . (A.29)
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