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ON THE FOURIER COEFFICIENTS OF MEROMORPHIC JACOBI FORMS
RENE´ OLIVETTO
Abstract. In this paper, we describe the automorphic properties of the Fourier coefficients
of meromorphic Jacobi forms. Extending results of Dabholkar, Murthy, and Zagier [6], and
Bringmann and Folsom [1], we prove that the canonical Fourier coefficients of a meromorphic
Jacobi form ϕ(z; τ ) are the holomorphic parts of some (vector-valued) almost harmonic Maass
forms. We also give a precise description of their completions, which turn out to be uniquely
determined by the Laurent coefficients of ϕ at each pole, as well as some well known real analytic
functions, that appear for instance in the completion of Appell-Lerch sums [12].
1. Introduction and statement of results
The theory of Jacobi forms was first extensively studied by Eichler and Zagier [7]. A Jacobi
form is an automorphic form in two or more variables, one of which is defined on H, usually
denoted by τ , and is called the modular variable. The other variables are called elliptic, which
are defined in C and in the case that there is precisely one, we denote it by z. As well as
automorphic and elliptic properties (for details see Definition 3.1), Jacobi forms must satisfy a
growth condition and they are required to be holomorphic in both of the variables.
As described in detail in [7] the space of Jacobi forms of given index and weight is isomorphic
to a certain space of vector-valued modular forms of half-integral weight. More precisely, given
a holomorphic Jacobi form of weight k ∈ Z and index m ∈ N, it is possible to write it in the
form
(1.1) ϕ (z; τ) =
∑
ℓ (mod 2m)
hℓ(τ)ϑm,ℓ (z; τ) ,
where the functions ϑm,ℓ, independent of ϕ, are the usual level m Jacobi theta functions (3.4),
while the functions hℓ are essentially the Fourier coefficients of ϕ as a function of z (3.5). Because
of the modular properties of ϕ and ϑm,ℓ, it follows that (hℓ)ℓ (mod 2m) is a vector-valued modular
form of weight k − 12 for SL2(Z). Decomposition (1.1) is called the theta decomposition of ϕ.
During the last decade the study of other fascinating mathematical objects, including mock
theta functions [12] and Kac-Wakimoto characters [1], put the attention on meromorphic Jacobi
forms. Such a function satisfies all the transformation laws of a classical Jacobi form, but it is
allowed to be meromorphic as a function of z, and weakly holomorphic in τ , i.e., with no poles
in the upper half plane. A theta decomposition as in (1.1) clearly does not make sense in the
meromorphic case, since the right hand side is holomorphic in z. Since hℓ should be morally
thought of as the Fourier coefficients of ϕ, this does not make sense in general if a function
is meromorphic. On the other hand, it is possible to consider a local Fourier expansion of ϕ
by defining the so-called “canonical Fourier coefficients”, and to define the “finite part” ϕF of
ϕ in terms them. The difference between ϕ and ϕF essentially consists of the contribution of
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the residues of the poles of ϕ, since it represents the difference between the Fourier expansions
defined in two different regions. For this reason it is called the “polar part”.
The idea of splitting a meromorphic Jacobi form into two parts was originally due to Zwegers
[12]. Motivated by the fact that most of the fifth-order mock theta functions can be given as
Fourier coefficients of certain quotients of ordinary Jacobi theta series, Zwegers investigated
the modularity of the Fourier coefficients of meromorphic Jacobi forms. In order to do so, he
gave a decomposition of a meromorphic Jacobi form into two non-holomorphic pieces, one of
which was given as a theta decomposition as in (1.1), whose Fourier coefficients turned out to
be non-holomorphic modular forms.
Another important field where meromorphic Jacobi forms play a fundamental role is the quan-
tum theory of black holes. In their recent paper, Dabholkar, Murthy, and Zagier [6] explained
the relation between the wall-crossing phenomenon and the mock modularity of the generating
functions of certain quantum black holes. Of particular interest to the purposes of this paper,
they described the structure of meromorphic Jacobi forms with poles of order at most two. Their
work improved upon Zwegers’s work by separating ϕ into two natural parts; one holomorphic
and well understood and the other constructed directly from the poles of ϕ. To be more precise,
they constructed a canonical decomposition
(1.2) ϕ = ϕF + ϕP
where ϕF turned out to be a mock Jacobi form (see Section 3 for the definition), and ϕP was
a finite linear combination of Appell-Lerch sums with modular forms as coefficients. Decompo-
sition (1.2) was defined as allude to before. They then completed explicitly both of the pieces
obtaining a new decomposition
(1.3) ϕ = ϕ̂F + ϕ̂P ,
where both of the summands satisfied the same modular property of the original Jacobi form ϕ.
Equivalently, they proved that the canonical Fourier coefficients hℓ (defined in (5.1)) were mock
modular forms.
A more general construction of a completion for ϕF led to a new type of modular object,
as Bringmann and Folsom discovered in [1]. Considering the irreducible sℓ(m|n)∧ modules of
highest weight Λ(ℓ) for the affine Lie superalgebra sℓ(m|n)∧, Bringmann and Folsom investigated
the modularity of its specialized characters trLm,n(Λ(ℓ)) (given by Kac and Wakimoto in [8]),
extending a previous result of Bringmann and Ono [2] for the special case n = 1. This led them
to study the structure of the generating function
trLm,n :=
∑
ℓ∈Z
trLm,n(Λ(ℓ))e
2πiℓz,
for −Im(τ) < Im(z) < 0, which turned out to be essentially the meromorphic Jacobi form
ϕ (z; τ) :=
ϑ
(
z + 12 ; τ
)m
ϑ (z; τ)n
,
where m,n ∈ Z and ϑ (z; τ) := ∑ν∈ 1
2
+Z e
πiν2τ+2πiν(z+ 12) is the classical Jacobi theta function.
Notice that in this particular case the function ϕ has the advantage to have poles in Zτ +Z. On
the other hand, the poles have arbitrary order n, which makes the situation more complicated
respect to the case n ≤ 2. Bringmann and Folsom’s investigation of the functions hℓ led to the
definition of a new type of modular object. In essence, they showed that the canonical Fourier
coefficients can be completed to obtain “almost harmonic Maass forms” (see Definition 2.2).
Using the same approach as in [1] we prove that any meromorphic Jacobi form with poles in
Qτ +Q allows a decomposition as in (1.3) and that the canonical Fourier coefficients hℓ can be
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canonically completed to almost harmonic Maass forms. This naturally generalizes the results
in [1] and [6].
Theorem 1.1. The canonical Fourier coefficients of a meromorphic Jacobi form with poles in
Qτ +Q are the holomorphic parts of vector–valued almost harmonic Maass forms.
Remark 1. The proof of Theorem 1.1 will be done assuming integral weight and positive integral
index. Furthermore, it is assumed that the modularity is satisfied for the full modular group
SL2(Z). We point out that the result extends naturally to half–integral weight, half–integral
index, and for congruence subgroups. An example of the more general case in described in the
author’s Ph.D. thesis [10].
The remainder of the paper is organized as follows. In Section 2, we describe the main
automorphic objects involved in the proof of Theorem 1.1, in particular giving the definition of
almost harmonic Maass forms. In Section 3, we describe and recall some results on Jacobi forms.
In Section 4, we investigate the properties of a particular function that plays a key role in this
work. In Section 5, we recall the decomposition (1.2) of a meromorphic Jacobi form in the sense
of Dabholkar, Murthy, and Zagier. Furthermore, we describe how to obtain a decomposition as
in (1.3) for any meromorphic Jacobi form, i.e., how to complete the two functions that arise in
the previous decomposition in order to obtain a new decomposition whose summands transform
well. Finally, we prove Theorem 1.1 in Section 6.
2. Almost harmonic Maass forms
In this section we give the definition of new automorphic objects recently introduced by
Bringmann–Folsom [1], called almost harmonic Maass forms. In order to do that we also re-
call other automorphic objects including harmonic weak Maass forms and almost holomorphic
modular forms.
For a fixed k ∈ 12Z, we define
Γ :=
{
SL2(Z) if k ∈ Z,
Γ0(4) if k /∈ Z.
Let f : H → C be a smooth function. For each γ = ( a bc d ) ∈ Γ we define the weight k ∈ 12Z
slash–operator |k by
f |kγ(τ) := j(γ, τ)−2kf(γτ),
where as usual
j(γ, τ) :=
{√
cτ + d if k ∈ Z,√
cτ + dε−1d
(
c
d
)
if k /∈ Z,
with
εd :=
{
1 if d ≡ 1 (mod 4),
i if d ≡ 3 (mod 4),
and where
(
c
d
)
denotes the Jacobi symbol. Throughout for τ ∈ H, we let τ = u + iv, where
u, v ∈ R, and set q := e2πiτ . The weight k hyperbolic Laplacian is defined by
∆k := −v2
(
∂2
∂u2
+
∂2
∂v2
)
+ ikv
(
∂
∂u
+ i
∂
∂v
)
.
Definition 2.1. A smooth function f : H → C is called a weak Maass form of weight k ∈ 12Z,
Dirichlet character χ and Laplace eigenvalue s ∈ C on a congruence subgroup Γ˜ of Γ if the
following conditions hold:
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(1) For all γ =
(
a b
c d
) ∈ Γ˜
f |kγ(τ) = χ(d)f(τ).
(2) The function f is an eigenfunction for ∆k with eigenvalue s, i.e.,
∆k(f) = sf.
(3) The function f has at most linear exponential growth at the cusps.
Furthermore, if s = 0 we call f a harmonic weak Maass form.
It is well known (see for example Section 3 in [5]) that a harmonic weak Maass form f
canonically splits into a holomorphic part, called a mock modular form, and a non-holomorphic
part, which can be written as a q-series in terms of the incomplete Gamma-function. More
precisely let
Γ(α;x) :=
∞∫
x
e−ttα−1dt
be the incomplete Gamma-function. The integral converges for α > 0, and it can be holomor-
phically continued in α (for x 6= 0). If we set
H(t) := e−tΓ(1− k,−2t),
extended by continuity according to the incomplete Gamma-function, then for k 6= 1
f(τ) = c−f v
1−k +
∑
n≫−∞
c+f (n)q
n +
∑
n≪0
c−f (n)H(2πnv)e(nu).
If k = 1 then the first term must be replaced by c−f log (v).
The other ingredient needed to define almost harmonic Maass forms is an automorphic object
first defined by Kaneko-Zagier [9], the so-called almost holomorphic modular form. Such a
function is a special kind of non-holomorphic modular form which can be written as a polynomial
in 1
v
with holomorphic coefficients. Here, accordingly as in [1], we consider a slight modification
of this definition, allowing weakly holomorphic coefficients (i.e., it is allowed a principal part in
the Fourier expansion at the cusps). Special examples, that emphasize the importance of this
automorphic object, are the non-holomorphic Eisenstein series E∗2 , and the non-holomorphic
derivative of holomorphic modular forms. Furthermore we call the holomorphic part of an
almost holomorphic modular form, i.e., its constant term, a quasimodular form.
Finally, for each k ∈ 12Z, we recall the Maass raising operator of weight k defined by
Rk := 2i
∂
∂τ
+
k
v
.
This operator acts on the space of Maass forms, and in particular it sends a Maass form of
weight k and Laplace eigenvalue s to a Maass form of weight k+2 and Laplace eigenvalue s+k.
Therefore, it is natural to define the iterations of Rk for any positive integer n as
Rnk := Rk+2(n−1) ◦ · · · ◦Rk+2 ◦Rk.
We also denote with R0k the identity operator.
Definition 2.2. A smooth function f : H → C is called an almost harmonic Maass form of
weight k ∈ 12Z and depth r ∈ N ∪ {0} for a congruence subgroup Γ˜ of Γ and character χ if the
following conditions hold:
(1) For all γ =
(
a b
c d
) ∈ Γ˜
f |kγ(τ) = χ(d)f(τ).
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(2) The function f can be written as a finite linear combination of objects of the form
(2.1)
ri∑
j=1
gj,iR
j−1
k+2−νi
(hi) ,
where the hi’s are harmonic weak Maass forms of weight k + 2 − νi, νi ∈ 12Z are fixed,
and gj,i are almost holomorphic modular forms of weight νi − 2j. The depth r of f is
defined as the maximum power of the raising operator, i.e, r := maxi{ri} − 1.
Remark 2. We modify the original definition in [1] to also allow sums of objects of the form
(2.1).
Remark 3. Each summand in (2.1) is an automorphic object for some congruence subgroup of
Γ˜.
Remark 4. For each automorphic object it is possible to generalize the definition allowing it
to be vector-valued. With that we mean that, for a positive integer N , the vector of functions
f(τ) := (fj(τ))j (mod N) satisfies
f(γτ) = (cτ + d)kU(γ)f(τ),
for all γ =
(
a b
c d
) ∈ SL2(Z), where U(γ) is a certain N ×N matrix.
3. Jacobi forms
3.1. Holomorphic and mock Jacobi forms. Here we recall the basic definitions and prop-
erties of holomorphic and mock Jacobi forms. For an extensive description of the holomorphic
case we refer to [7], while for a more general theory of mock Jacobi forms see for instance [3].
Throughout, for z ∈ C, we let z = x + iy, where x, y ∈ R, and define ζ := e2πiz . Furthermore,
for any w ∈ C, we denote e(w) := e2πiw.
Definition 3.1. A function ϕ : C × H → C which is holomorphic in both of the variables is
called a holomorphic Jacobi form of weight k ∈ Z and index M ∈ N for SL2(Z) if the following
conditions hold:
(1) For all λ, µ ∈ Z,
(3.1) ϕ (z + λτ + µ; τ) = e
(−M (λ2τ + 2λz))ϕ (z; τ) .
(2) For all γ =
(
a b
c d
) ∈ SL2(Z),
(3.2) ϕ
(
z
cτ + d
; γτ
)
= (cτ + d)ke
(
Mcz2
cτ + d
)
ϕ (z; τ) .
(3) The function ϕ has a Fourier development of the form∑
n≥ r
2
4M
c(n, r)qnζr.
Remark 5. One can extend the definition in the usual way to include Jacobi forms with multi-
pliers, as well as half-integral weight, for congruence subgroups, or vector-valued Jacobi forms.
As mentioned in the introduction, one of the most interesting properties of a holomorphic
Jacobi form is that it can be written as
(3.3) ϕ(z; τ) =
∑
ℓ (mod 2M)
hℓ(τ)ϑM,ℓ(z; τ),
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where
(3.4) ϑM,ℓ(z; τ) :=
∑
λ∈Z
λ≡ℓ (mod 2M)
q
λ2
4M ζλ,
and
(3.5) hℓ(τ) := q
− ℓ
2
4M
1∫
0
ϕ(z; τ)ζ−ℓdz
is the ℓ-th component of a vector-valued modular form. Notice that this decomposition essen-
tially follows from the fact that ϕ is holomorphic and satisfies the elliptic transformation law,
which implies that hℓ only depend on ℓ modulo 2M . The modularity of hℓ comes from the
modularity of both ϕ and ϑM,ℓ.
One can also consider holomorphic functions as in Definition 3.1 that satisfy the first and
the third properties, but no longer the modular one. Instead, they satisfy a weaker modular
condition that we next explain. From (3.1) and from the holomorphicity it follows that ϕ still
allows a theta decomposition as in (3.3). We call ϕ a mock Jacobi form if its Fourier coefficients
hℓ are mock modular forms. In particular one can consider its (non-holomorphic) completion
defined as a theta decomposition, where the mock modular forms hℓ are replaced by their
associated harmonic weak Maass forms ĥℓ. In this way the function
ϕ̂(z; τ) :=
∑
ℓ (mod 2M)
ĥℓ(τ)ϑM,ℓ(z; τ)
satisfies both the transformation laws of a Jacobi form.
Important examples of mock Jacobi forms come from the so-called Appell functions, well
described by Zwegers [11], [12]. Here we recall two of such important examples needed in our
work.
For all positive integers n we define the multivariable Appell function by
(3.6) µn(u,v; τ) :=
eπiu∏n
j=1 ϑ(vj ; τ)
∑
k∈Zn
(−1)|k|q 12‖k‖2+ 12 |k|e (k · v)
1− e(u)q|k| ,
where u ∈ C r (Zτ + Z), v = (vj)j ∈ (C×)n, τ ∈ H, and where we denote |k| :=
∑n
j=1 kj and
‖k‖2 := ∑nj=1 k2j . Furthermore, for all 0 ≤ ℓ ≤ n − 1 we define the shifted multivariable Appell
functions by
(3.7) µn,ℓ (u,v; τ) := (−1)ℓq−
ℓ2
2n e
(
− ℓ
n
(u− |v|)
)
µn (u+ ℓτ,v; τ) .
As described in [11], (µn,ℓ)ℓ=0,...,n is a vector-valued multivariable mock Jacobi form, whose
completion is given by
µ̂n,ℓ (u,v; τ) := µn,ℓ (u,v; τ)− i
2
R
(
u− |v| − n+ 1
2
;nτ
)
,
where the real-analytic function R is defined by
R(u; τ) :=
∑
ν∈ 1
2
+Z
{
sgn(ν)− E
((
ν +
Im(u)
v
)√
2v
)}
(−1)ν− 12 q− ν
2
2 e(νu),
with E(t) := 2
t∫
0
e−πu
2
du. The following proposition states the modular and elliptic transforma-
tion laws for µ̂n,ℓ as described by Zwegers in [11].
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Proposition 3.2. Let u ∈ Cr (Zτ +Z), v = (vj)j ∈ (C×)n, τ ∈ H, and assume λ1, ν1 ∈ Z and
λ2, ν2 ∈ Zn such that λ1 − |λ2| ∈ nZ. The following are true:
(1) µ̂n(u, v; τ) = (−1)λ1+|λ2|+ν1+|ν2|e− 2πin (λ1−|λ2|)(u−|v|)q− 12n (λ1−|λ2|)2
×µ̂n(u+ λ1τ + ν1, v+ λ2τ + ν2; τ),
(2) µ̂n,ℓ(u, v; τ + 1) = e
−πi
n (ℓ−
n
2 )µ̂n,ℓ(u, v; τ),
(3) µ̂n,ℓ
(
u
τ
, v
τ
;− 1
τ
)
= in+1
√
−iτ
nτ
e−
πi
nτ
(u−|v|)2 ∑
r (mod n) e
2πirℓ
n µ̂n,r (u, v; τ) .
The second function we need to describe is
(3.8) f (M)w (z; τ) :=
∑
α∈Z
(−1)2Mα q
Mα2e(2Mαz)
1− e(z − w)qα ,
where M ∈ 12Z, and z, w ∈ C such that z − w /∈ Zτ + Z. Defining for all ℓ ∈ Z the function
(3.9) RM,ℓ(w; τ) := −ie(w(M − ℓ))q−
(ℓ−M)2
4M R
(
2Mw − 1
2
+ τ(ℓ−M); 2Mτ
)
,
it turns out that its completion
(3.10) f̂ (M)w (z; τ) := f
(M)
w (z; τ) −
1
2
∑
ℓ (mod 2M)
RM,ℓ(w; τ)ϑM,ℓ(z; τ)
transforms like a 2–variable Jacobi form of index
(
M 0
0 −M
)
and weight 1 for SL2(Z) [12].
Proposition 3.3. The function f̂
(M)
w (z; τ) satisfies the following transformation properties:
(1) For all γ =
(
a b
c d
) ∈ SL2(Z)
f̂
(M)
w
cτ+d
(
z
cτ + d
; γτ
)
= (cτ + d)e
(
Mc
(
z2 − w2)
cτ + d
)
f̂ (M)w (z; τ) .
(2) For all λ, µ ∈ Z
f̂ (M)w (z + λτ + µ; τ) = e
(−M (λ2τ + 2λz)) f̂ (M)w (z; τ) ,
and
f̂
(M)
w+λτ+µ (z; τ) = e
(
M
(
λ2τ + 2λw
))
f̂ (M)w (z; τ) .
3.2. Meromorphic Jacobi forms. As stated before, a meromorphic Jacobi form ϕ is a func-
tion that satisfies both of the transformation properties in Definition 3.1, but that is meromorphic
in the elliptic variable z, and weakly holomorphic in τ , i.e., meromorphic at infinity. Here we
fix the notation and describe the basic properties of the poles of ϕ.
For each fixed τ ∈ H denote by S(τ) the set of poles of z 7→ ϕ(z; τ). Notice that this set has a
nice symmetric structure. Indeed, from the elliptic transformation property of ϕ it follows that
each pole in S(τ) is equivalent to a pole in S
(τ)
0 := S
(τ) ∩ P after translating by Zτ + Z, where
P := [0, 1)τ + [0, 1). Moreover, since P is bounded and ϕ is meromorphic, S
(τ)
0 is finite. We let
also
(3.11) S(τ) :=
{
(α, β) ∈ Q2 : ατ + β ∈ S(τ)
}
,
and for each s ∈ S(τ) denote the relative pole by zs(τ) = zs ∈ S(τ). Finally we define S(τ)0 by
replacing S(τ) by S
(τ)
0 in (3.11).
7
For each γ =
(
a b
c d
) ∈ SL2(Z) and for each s ∈ S(γτ), one has the relation
zs(γτ) =
zsγ(τ)
cτ + d
,
which implies
(3.12) S(τ) = (cτ + d)S(γτ)
and
(3.13) S(γτ)γ = S(τ).
For each Jacobi form of weight k and index M on SL2(Z), and for each α and β ∈ Q, Theorem
1.3 of [7] implies that the function qmα
2
ϕ(ατ + β; τ) is a modular form of weight k on the finite
index subgroup
Γα,β :=
{(
a b
c d
) ∈ SL2(Z) : (a− 1)α + cβ, bα+ (d− 1)β, m (cβ2 − bα2 + (d− a)αβ) ∈ Z}
of SL2(Z). Therefore, if we define the finite index subgroup Γϕ of SL2(Z) by
Γϕ :=
⋂
(α,β)∈S
(τ)
0
Γα,β,
then for all γ ∈ Γϕ, and for each s ∈ S(τ), zs(γτ) ∈ S(γτ). This fact, together with (3.13) and
the modular law of ϕ, implies that S(τ) is Γϕ-invariant (for right multiplication). In fact, it is
straightforward to prove that for each γ ∈ Γϕ, the map
S
(τ)
0
// S(τ) // S
(τ)
0
s // sγ // sγ (mod Z2)
is the identity map.
4. The function F (s)(ε; τ)
In this section we describe the function F (s)(ε; τ), which plays a fundamental role in our
work for two reasons: firstly, it relates the Laurent coefficients of a meromorphic Jacobi form to
some almost holomorphic modular form, whose non-holomorphic parts can be given as a linear
combination of the Laurent coefficients themselves. Secondly, it allows us to relate the image
of a certain class of functions under the differential operator ∂
∂ε
to the image under the Maass
raising operator.
For s = (α, β) ∈ Q2, ε ∈ C, and τ ∈ H we define
F (s)(ε; τ) := e
Mπε2
v e(Mαβ + 2Mαε)qMα
2
.
Notice that F (s) is holomorphic in ε and non-holomorphic in τ .
Remark 6. The function e
Mπε2
v = F (0,0)(ε; τ) appears in [1]. In fact, s represents an element of
S
(τ)
0 , and the function studied in [1] has a unique pole 0 ∈ S(τ)0 .
A straightforward computation gives the following transformation properties for F (s).
Lemma 4.1. The function F (s) (ε; τ) satisfies the following transformation laws:
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(1) For all γ =
(
a b
c d
) ∈ SL2(Z)
F (s)
(
ε
cτ + d
; γτ
)
= e
(
− cM
cτ + d
(zsγ + ε)
2
)
F (sγ) (ε; τ) .
(2) For all λ, µ ∈ Z
F (s+(λ,µ)) (ε; τ) = e (M (αµ − βλ)) e (M (λ2τ + 2λ(zs + ε)))F (s)(ε; τ).
Let ϕ be a meromorphic Jacobi form, and denote by zs = ατ + β one of its poles, where
s = (α, β) ∈ Q2. Then we define the Laurent coefficients D˜(s)j of ϕ relative to zs by
ϕ(ε + zs; τ) =
ns∑
j=1
D˜
(s)
j (τ)
(2πiε)j
+O(1),
where ns denotes the order of the pole. Furthermore, we define the functions D
(s)
j as the Laurent
coefficients of F (s)ϕ in the elliptic variable, namely
(4.1) F (s)(ε; τ)ϕ(ε + zs; τ) =
ns∑
j=1
D
(s)
j (τ)
(2πiε)j
+O(1).
Proposition 4.2. The functions D
(s)
j (τ), defined in (4.1), are almost holomorphic modular
forms of weight k− j on Γϕ. Furthermore, their holomorphic part is uniquely determined by the
D˜
(s)
λ (τ)’s.
Proof: Firstly, we prove the modularity. From the definition of Jacobi forms and from Lemma
4.1 it follows that for each γ ∈ Γϕ
F (s)
(
ε
cτ + d
; γτ
)
ϕ
(
ε
cτ + d
+ zs(γτ); γτ
)
= (cτ + d)kF (sγ)(ε; τ)ϕ(ε + zsγ ; τ).
Using the elliptic transformation properties of both F (s) and ϕ, we shift sγ to s by virtue of our
discussion in Subsection 3.2, say
s = sγ + (λ, µ),
for some (λ, µ) ∈ Z2, obtaining
(cτ + d)kF (sγ)(ε; τ)ϕ(ε + zsγ ; τ) = e(M(αµ − βλ))(cτ + d)kF (r)(ε; τ)ϕ(ε + zr; τ).
Notice that since γ ∈ Γϕ, the coefficient e(M(αµ − βλ)) is in fact equal to 1. In particular,
writing both the right and the left hand sides in terms of the Laurent expansion, we obtain
D
(s)
j (γτ) = (cτ + d)
k−jD
(s)
j (τ),
which proves the modular property. It remains to prove that they can be written as polyno-
mials in 1
v
with weakly holomorphic coefficients. Clearly, each of the D
(s)
j (τ) can be written as
combinations of the Laurent coefficients of ϕ(ε + zs; τ) and F
(s)(ε; τ) in ε = 0. More precisely,
it is easy to see that
D
(s)
j (τ) =
ns−j∑
λ=0
1
(2πi)λλ!
D˜
(s)
λ (τ)
∂j−λ
∂εj−λ
[
F (s)(ε; τ)
]
ε=0
.
It is straightforward to show that ∂
n
∂εn
[
F (s)(ε; τ)
]
ε=0
is equal to qα
2M times a polynomial in
1
v
with coefficients in C. Furthermore, its constant term is given by (4πiMα)n. From these
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observations it follows that D
(s)
j (τ) is an almost holomorphic modular form, whose holomorphic
part is given by
qα
2Me(Mαβ)
ns−j∑
λ=0
D˜
(s)
λ (τ)(4πiMα)
j−λ.

The second and most important property of F (s) states that if a smooth function g(ε; τ) is
annihilated by the level M heat operator
HM := 8πiM
∂
∂τ
+
∂2
∂ε2
for some integer M , then the image of g under the raising operator is related to the image of
the ratio of g with F (0,0) under the operator ∂
∂ε
. The precise version of this statement is given
below. Here and throughout δε denotes the differential
1
2πi
∂
∂ε
.
Proposition 4.3. Let g(ε; τ) be a smooth function in both the variables such that for some
M ∈ Z
(4.2) HM [g(ε; τ)] = 0,
then for all j ≥ 0 one has
(4.3) δ2jε
[
g(ε; τ)
F (0,0)(ε; τ)
]
ε=0
=
(
M
π
)j
Rj1
2
(g(0; τ)) ,
and
(4.4) δ2j+1ε
[
g(ε; τ)
F (0,0)(ε; τ)
]
ε=0
=
(
M
π
)j
Rj3
2
(δε [g(ε; τ)]ε=0) .
Proof: We only give a sketch of the proof since it is rather technical, and it follows essentially
the computation used in Theorem 3.5 in [1]. There the authors proved (4.4) in the case of
g(u; τ) = RM,ℓ(u; τ). Notice that the operator Dε used in [1] is equivalent to the left hand side
of (4.4). We point out that in their computation the only property that they need is that RM,ℓ
is annihilated by the heat operator.
We prove (4.3). Similarly one can prove (4.4). From (4.2) we know that
δ2kε [g(ε; τ)]ε=0 =
(
2iM
π
)k ∂k
∂τk
[g(0; τ)] .
It follows that the left hand side of (4.3) equals
(4.5) δ2jε
[
e−
Mε2
v g (ε; τ)
]
ε=0
=
j∑
k=0
(
2j
2k
)
δ2kε [g (ε; τ)]ε=0 δ
2j−2k
ε
[
e−
Mε2
v
]
ε=0
=
(
M
π
)j j∑
k=0
(2j)!
(2k)!(j − k)! i
k23k−2jvk−j
∂k
∂τk
[g (0; τ)] .
If we set
αk,j :=
(2j)!
(2k)!(j − k)! i
k23k−2j
and
gj(τ) :=
j∑
k=0
αk,jv
k−j ∂
k
∂τk
[g (0; τ)] ,
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then (4.5) can be written as
δ2jε
[
e−
Mε2
v g (ε; τ)
]
ε=0
=
(
M
π
)j
gj(τ).
A straightforward calculation gives
g1(τ) = R 1
2
(g(0; τ)) ,
and then by induction one can show that
gj+1(τ) = R2j+ 1
2
(gj(τ)) ,
which proves the proposition. 
5. Decompositions of a meromorphic Jacobi form
In this section we recall the canonical decomposition of a meromorphic Jacobi form as made
by Dabholkar, Murthy, and Zagier [6]. In their work the modular property of each summand is
proved for poles of order at most 2. In the last part of this section we provide a second decom-
position into two non-holomorphic Jacobi forms, that allows us to understand the modularity
in the general case.
5.1. The canonical splitting. In [6], the authors faced and solved the problem of defining a
theta decomposition of meromorphic Jacobi forms. The basic idea was to construct an analogue
of the Fourier coefficients hℓ preserving the structure and the fundamental properties. In order
to do so, they defined the canonical Fourier coefficients of the meromorphic Jacobi form ϕ of
weight k and index M as
(5.1) hℓ(τ) := q
− ℓ
2
4M
− ℓτ
2M
+1∫
− ℓτ
2M
ϕ(z; τ)ζ−ℓdz.
Remark 7. In the integral above the path of integration is the straight line if there are no poles
on it. If ϕ has poles on this line, then hℓ is not well defined. For details about this case refer to
[6].
The key of this definition is that the canonical Fourier coefficients depend just on ℓ modulo
2M , i.e.,
hℓ+2M (τ) = hℓ(τ).
Note that they are essentially the local Fourier coefficients of ϕ in a certain region. This implies
the possibility of defining the finite part of ϕ as a theta expansion, namely
ϕF (z; τ) :=
∑
ℓ (mod 2M)
hℓ(τ)ϑM,ℓ(z; τ).
Notice that if ϕ is holomorphic then ϕF coincides with ϕ. The main difference in the meromor-
phic case is that the coefficients hℓ are no longer modular, as well as ϕ
F . On the other hand
the polar part ϕP := ϕ− ϕF has a nice structure that allows us to understand how far are the
canonical Fourier coefficients from being modular. Equivalently we are able to complete hℓ in
order to obtain a modular object, in a canonical way.
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In the following proposition we describe the structure of ϕP . The result and its proof are
analogous to the ones in Theorem 3.3 in [1]. In order to state it, we define the Laurent expansion
of ϕ at each of its poles zs by
(5.2) ϕ (ε+ zs; τ) =
ns∑
j=1
D˜
(s)
j (τ)
(2πiε)j
+O(1).
While computing ϕP , the mock Jacobi form in (3.8) and a theta-like decomposition with
coefficients
(5.3) ξ
(α,β)
M,ℓ (u; τ) :=
∑
r∈Z
r≡ℓ (mod 2M)
sgn
(
r + 12
)− sgn (r + 2Mα)
2
q−
r2
4M e(−ru)
naturally appear.
Proposition 5.1. For each pole zs ∈ S0 let D˜(s)j as in (5.2), f (M) as in (3.8) and ξ(s)M,ℓ as in
(5.3). Then the polar part of ϕ can be written as
ϕP (z; τ) = −
∑
zs∈S
(τ)
0
ns∑
j=1
D˜
(s)
j (τ)
(j − 1)!δ
j−1
ε
f (M)zs+ε(z; τ) − ∑
ℓ (mod 2M)
ξ
(s)
M,ℓ(ε+ zs; τ)ϑM,ℓ(z; τ)

ε=0
.
Proof: Here we give a sketch of the proof. For details see the analogous proof of Theorem 3.3
in [1]. Let z˜ := Aτ +B ∈ C be fixed, where A, B ∈ Q. Since both ϕ and ϕF are meromorphic
then it is not a restriction to assume Im(z) = Im(z˜) = Av. Therefore, defining h
(z˜)
ℓ by
h
(z˜)
ℓ (τ) := q
− ℓ
2
4M
∫ z˜+1
z˜
ϕ (z; τ) ζ−ℓdz,
we can write
(5.4) ϕP (z; τ) = ϕ (z; τ)− ϕF (z; τ) =
∑
ℓ∈Z
(
h
(z˜)
ℓ (τ)− hℓ(τ)
)
q
ℓ2
4M ζℓ.
Let Pz˜ be the parallelogram of vertices {z˜, z˜ + 1, − ℓτ2M , − ℓτ2M + 1}, and
S(τ,z˜) := Pz˜ ∩ S(τ),
where as before S(τ) is the set of poles of z 7→ ϕ (z; τ). Applying the residue theorem to (5.4)
we obtain
(5.5) ϕP (z; τ) = 2πi
∑
ℓ∈Z
∑
zs∈S(τ,z˜)
Res
z=zs
[
ϕ (z; τ) ζ−ℓ
]
ζℓ.
Since any pole in S(τ,z˜) is equivalent to a pole in S
(τ)
0 modulo Zτ + Z, then writing the residue
as
Res
ε=0
[ϕ (zs + ε; τ) e (−ℓ(ε+ zs))] =
ns∑
j=1
D˜
(s)
j (τ)
2πi(j − 1)!δ
j−1
ε [e (−ℓ(ε+ zs))]ε=0 ,
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and using the elliptic transformation law of ϕ, we obtain
ϕP (z; τ) = −
∑
zs∈S
(τ)
0
ns∑
j=1
D˜
(s)
j (τ)
(j − 1)!δ
j−1
ε
[∑
λ∈Z
qMλ
2
e (2Mλz)
×
∑
ℓ∈Z
sgn (−α+ λ+A) + sgn (ℓ+ 2Mα)
2
qℓλe (ℓ (z − ε− zs))
]
ε=0
,
where zs = (α, β). To conclude the proof it is enough to notice that the argument of the
differential operator is in fact
f
(M)
zs+ε(z; τ) −
∑
ℓ (mod 2M)
ξ
(s)
M,ℓ(ε+ zs; τ)ϑM,ℓ(z; τ).

5.2. The completed splitting. The splitting showed in the previous subsection does not differ
from the one in [6]. So far the only difference is the way we express the polar part. Using this
decomposition as a starting point, we provide a second decomposition adding and subtracting a
non holomorphic term to ϕF and ϕP respectively, in order to obtain the two modular completions
ϕ̂F and ϕ̂P .
Analysing the representation of ϕP in Proposition 5.1 it is natural to define its completion by
(5.6) ϕ̂P (z; τ) := −
∑
zs∈S
(τ)
0
ns∑
j=1
D
(s)
j (τ)
(j − 1)!δ
j−1
ε
[
f̂
(M)
zs+ε(z; τ)
F (s)(ε; τ)
]
ε=0
,
where D
(s)
j (τ) are the almost holomorphic modular forms associated to the Laurent coefficients
D˜
(s)
j (τ) of ϕ(ε + zs; τ), as described in Proposition 4.2, and F
(s) is the function described in
Section 3.
Proposition 5.2. The completion of the polar part (5.6) can be written as
ϕ̂P (z; τ) = ϕP (z; τ) +
∑
zs∈S
(τ)
0
ns∑
j=1
D
(s)
j (τ)
(j − 1)!
×
∑
ℓ (mod 2M)
δj−1ε
 12RM,ℓ(ε+ zs; τ)− ξ(s)M,ℓ(ε+ zs; τ)
F (s)(ε; τ)

ε=0
ϑM,ℓ(z; τ).
Proof: Along the proof of Proposition 5.1 one can see that it is also possible to write ϕP in
terms of D2j instead of D˜2j . More precisely, one can divide and multiply the argument of the
residue in (5.5) by F (s)(ε; τ). Considering now the Laurent expansion of F (s)(ε; τ)ϕ(ε + zs; τ)
instead of ϕ(ε + zs; τ) and proceeding with the same computation as is Proposition 5.1 one
obtains
ϕP (z; τ) = −
∑
zs∈S
(τ)
0
ns∑
j=1
D
(s)
j (τ)
(j − 1)!δ
j−1
ε
f (M)zs+ε(z; τ) −∑ℓ (mod 2M) ξ(s)M,ℓ(ε+ zs; τ)ϑM,ℓ(z; τ)
F (s)(ε; τ)

ε=0
.
It is enough to use (3.10) to conclude the proof. 
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Using Lemma 4.1 and Proposition 5.2 we define the completion of the finite part as
ϕ̂F (z; τ) :=
∑
ℓ (mod 2M)
ĥℓ(τ)ϑM,ℓ(z; τ),
where the functions ĥℓ are defined as the completion of the canonical Fourier coefficients hℓ:
ĥℓ(τ) := hℓ(τ)−
∑
zs∈S
(τ)
0
ns∑
j=1
D
(s)
j (τ)
(j − 1)!δ
j−1
ε
 12RM,ℓ(ε+ zs; τ)− ξ(s)M,ℓ(ε+ zs; τ)
F (s)(ε; τ)

ε=0
.
Proposition 5.3. The functions ϕ̂F and ϕ̂P satisfy the same transformation properties as ϕ.
Furthermore
(
ĥℓ(τ)
)
ℓ (mod 2M)
transforms as a vector-valued modular form of weight k − 12 for
SL2(Z).
Proof: The elliptic transformation property follows from the analogous transformation for
f̂
(M)
zs+ε(z; τ). In order to show the modularity property, for all γ =
(
a b
c d
) ∈ SL2(Z) we now
consider
ϕ̂P
(
z
cτ + d
; γτ
)
= −
∑
zs(γτ)∈S
(γτ)
0
ns∑
j=1
D
(s)
j (γτ)
(j − 1)! δ
j−1
ε
cτ+d
 f̂
(M)
zsγ(τ)+ε
cτ+d
( z
cτ+d ; γτ)
F (s)
(
ε
cτ+d ; γτ
)

ε=0
.
Using Lemma 4.1, Proposition 4.2, and the transformation properties of f̂
(M)
zs+ε(z; τ) in Proposi-
tion 3.3, we can write it as
−(cτ + d)ke
(
cMz2
cτ + d
) ∑
zsγ(τ)∈S
(τ)
0
ns∑
j=1
D
(sγ)
j (τ)
(j − 1)! δ
j−1
ε
 f̂ (M)zsγ+ε(z; τ)
F (sγ)(ε; τ)

ε=0
.
Notice that the sum over zs(γτ) ∈ S(γτ)0 is the same as the sum over zsγ(τ) ∈ S(τ)0 by virtue of
(3.12).
Finally, the modularity of
(
ĥℓ(τ)
)
ℓ (mod 2M)
follows since its components are the theta-
coefficients of ϕ̂F (z; τ), which transforms as a standard Jacobi form. 
6. Proof of the main Theorem
In this section we prove Theorem 1.1, which follows from Theorem 6.1 below.
Theorem 6.1. The functions ĥℓ(τ) are (vector–valued) almost harmonic Maass forms of weight
k − 12 and depth
[
N−1
2
]
for SL2(Z), where N is the highest order of the poles of ϕ.
In order to prove Theorem 6.1 we need the following result, that allows us to write ĥℓ in terms
of the raising operator.
Lemma 6.2. Let RM,ℓ as in (3.9) and ξ
(s)
M,ℓ as in (5.3), then for all s = (α, β) ∈ Q2 we have
δ2jε
 12RM,ℓ(ε+ zs; τ)− ξ(s)M,ℓ(ε+ zs; τ)
F (s)(ε; τ)

ε=0
=
(
M
π
)j
Rj1
2
(
e (−mαβ) q−Mα2
(
1
2
RM,ℓ(zs; τ)− ξ(s)M,ℓ(zs; τ)
))
,
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and
δ2j+1ε
 12RM,ℓ(ε+ zs; τ)− ξ(s)M,ℓ(ε+ zs; τ)
F (s)(ε; τ)

ε=0
=
(
M
π
)j
Rj3
2
(
δε
[
e (−mαβ − 2Mαε) q−Mα2
(
1
2
RM,ℓ(ε+ zs; τ)− ξ(s)M,ℓ(ε+ zs; τ)
)]
ε=0
)
.
Proof: According to Proposition 4.3 it is enough to prove that
HM
[
e(−2Mαε)q−Mα2
(
1
2
RM,ℓ(ε+ zs; τ)− ξ(s)M,ℓ(ε+ zs; τ)
)]
= 0.
By virtue of [4] the first term is annihilated, namely
HM
[
e(−2Mαε)q−Mα2RM,ℓ(ε+ zs; τ)
]
= 0,
while for the other term it is just a straightforward computation. 
Finally, we need to define a vector-valued harmonic weak Maass form, whose non-holomorphic
part is essentially
1
2
RM,ℓ(ε+ zs; τ)− ξ(s)M,ℓ(ε+ zs; τ).
In order to do so, for s = (α, β) ∈ Q2 r {(0, 0)} we consider the function
̺
(s)
M,ℓ(u; τ) := e(−Mαβ)e (−2Mαu) q−Mα
2
×
(
µ2M,ℓ−M (2M(u+ ατ + β),v; τ) + ξ
(s)
M,ℓ(u+ ατ + β; τ)
)
,
where v :=
(−12 , 12 , . . . ,−12 , 12), ξ(s)M,ℓ is the function defined in (5.3), and µ2M,ℓ−M is the Appell
function defined in (3.7).
Similarly, for s = (0, 0) we set
̺
(0,0)
M,ℓ (u; τ) := µ2M,ℓ−M
(
2Mu+
τ
2
,w; τ
)
+ ξ
(0,0)
M,ℓ (u; τ),
where w := v+
(
τ
2 , 0, 0, . . . , 0
)
. Finally, we define their completions by
̺̂(s)M,ℓ(u; τ) := e(−Mαβ)e (−2Mαu) q−Mα2 µ̂2M,ℓ−M (2M(u+ ατ + β),v; τ)
and
(6.1) ̺̂(0,0)M,ℓ (u; τ) := µ̂2M,ℓ−M (2Mu+ τ2 ,w; τ) ,
respectively.
Remark 8. From [11] it follows that
̺̂(s)M,ℓ(u; τ) = ̺(s)M,ℓ(u; τ) + e(−Mαβ − 2Mαε)q−α2M (12RM,ℓ(ε+ zs; τ)− ξ(s)M,ℓ(ε+ zs; τ)
)
,
where RM,ℓ is defined in (3.9).
From the following lemma and from the transformation properties of µ̂ℓ,2M we construct two
(vector-valued) harmonic weak Maass forms, for each finite set S ∈ Q2 preserved by the action
of Γ˜ modulo Z2, where Γ˜ is a congruence subgroup of SL2(Z). With this we simply mean that
for each s ∈ S and for each γ ∈ Γ˜, there exists λ ∈ Z2 such that s = sγ+λ. The following lemma
follows from a straightforward calculation using the elliptic property of µ̂2M,ℓ (see Proposition
3.2).
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Lemma 6.3. If s ∈ Q2, then for all (λ, µ) ∈ Z2̺̂(s+(λ,µ))M,ℓ (u; τ) = e (M(−αµ + βλ)) ̺̂(s)M,ℓ(u; τ).
By a direct calculation, from Lemma 6.3 and from Proposition 3.2, we obtain the following
result.
Proposition 6.4. If S ∈ Q2 is a finite set preserved by the action of a congruence subgroup Γ˜ of
SL2(Z) modulo Z
2, then the functions
(̺̂(s)M,ℓ(0; τ))
ℓ (mod 2M)
and
(
∂
∂ε
[̺̂(s)M,ℓ(ε; τ)]
ε=0
)
ℓ (mod 2M)
are vector-valued harmonic weak Maass forms of weights 12 and
3
2 , respectively, for Γ˜ ∩ Γ(2).
Proof of Theorem 6.1: We have already seen in Proposition 5.3 that ĥℓ(τ) transforms like a
(vector-valued) modular form of weight k− 12 for SL2(Z). Furthermore, according to Lemma 6.2
and Remark 8, we can rewrite it in terms of the raising operator, namely
ĥℓ(τ) = hℓ(τ) +
∑
zs(τ)∈S
(τ)
0
[ns−12 ]∑
h=0
D
(s)
2h+1(τ)
(2h)!
(
M
π
)h
Rh1
2
(
̺
(s)
M,ℓ(0; τ)
)
+
∑
zs(τ)∈S
(τ)
0
[ns2 ]−1∑
h=0
D
(s)
2h+2(τ)
(2h + 1)!
(
M
π
)h
Rh3
2
(
δε
[
̺
(s)
M,ℓ(ε; τ)
]
ε=0
)
−
∑
zs(τ)∈S
(τ)
0
[ns−12 ]∑
h=0
D
(s)
2h+1(τ)
(2h)!
(
M
π
)h
Rh1
2
(̺̂(s)M,ℓ(0; τ))
−
∑
zs(τ)∈S
(τ)
0
[ns2 ]−1∑
h=0
D
(s)
2h+2(τ)
(2h+ 1)!
(
M
π
)h
Rh3
2
(
δε
[̺̂(s)M,ℓ(ε; τ)]
ε=0
)
.
Notice that Proposition 6.4 and Proposition 4.2 tell us that the last two sums are (vector-valued)
almost harmonic Maass forms of weight k − 12 . In fact, a computation similar to the proof of
Proposition 5.3 tells us that these objects transform with respect to Γ(2). Therefore, the only
thing that remains to prove is that the function
hℓ(τ) +
∑
zs(τ)∈S
(τ)
0
[ns−12 ]∑
h=0
D
(s)
2h+1(τ)
(2h)!
(
M
π
)h
Rh1
2
(
̺
(s)
M,ℓ(0; τ)
)
+
∑
zs(τ)∈S
(τ)
0
[ns2 ]−1∑
h=0
D
(s)
2h+2(τ)
(2h + 1)!
(
M
π
)h
Rh3
2
(
δε
[
̺
(s)
M,ℓ(ε; τ)
]
ε=0
)
is the ℓ-th component of a vector-valued almost holomorphic modular form of weight k − 12 for
Γ(2). Clearly this function is a polynomial in 1
v
with weakly holomorphic coefficients, since D
(s)
j
are almost holomorphic modular forms, ̺
(s)
M,ℓ is weakly holomorphic and the action of the raising
operator to a weakly holomorphic function gives a polynomial in 1
v
with weakly holomorphic
coefficients. It remains to prove that it transforms like a (vector-valued) modular form. By
definition this function can be written as
ĥℓ(τ) + Σ 1
2
,ℓ +Σ 3
2
,ℓ,
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where
Σ 1
2
,ℓ :=
∑
zs(τ)∈S
(τ)
0
[ns−12 ]∑
h=0
D
(s)
2h+1(τ)
(2h)!
(
M
π
)h
Rh1
2
(̺̂(s)M,ℓ(0; τ))
and
Σ 3
2
,ℓ :=
∑
zs(τ)∈S
(τ)
0
[ns2 ]−1∑
h=0
D
(s)
2h+2(τ)
(2h+ 1)!
(
M
π
)h
Rh3
2
(
δε
[̺̂(s)M,ℓ(ε; τ)]
ε=0
)
.
We already know that (ĥℓ(τ))ℓ (mod 2M), (Σ 1
2
,ℓ)ℓ (mod 2M), and (Σ 3
2
,ℓ)ℓ (mod 2M) transform as
vector-valued modular forms of weight k − 12 for Γ(2). We claim that the 2M × 2M matrices
associated to these three functions are the same. From Proposition 6.4, and more generally from
the transformation properties of µ̂ℓ,M , it follows that
δε
[̺̂(s)M,ℓ(ε; γτ)]
ε=0
= (cτ + d)
3
2
∑
p (mod 2M)
aℓ,p(γ)δε
[̺̂(sγ)M,p(ε; τ)]
ε=0
and ̺̂(s)M,ℓ(0; γτ) = (cτ + d) 12 ∑
p (mod 2M)
aℓ,p(γ)̺̂(sγ)M,p(0; τ)
for some coefficients aℓ,p(γ). Since they are both harmonic Maass forms, and hence modular,
applying the raising operator R2h∗ yields a form with the same transformation law (same multi-
pliers and characters), with the weight increased by 2h. Indeed, it is a well known fact that the
raising operator commutes with the slash-operator as
Rk (f |kγ) = Rk (f) |k+2γ.
On the other hand
D
(s)
j (γτ) = (cτ + d)
k−jD
(sγ)
j (τ).
From that it follows that the entries of the transformation matrices for (Σ 1
2
,ℓ)ℓ (mod 2M) and
(Σ 3
2
,ℓ)ℓ (mod 2M) are the same, namely aℓ,p(γ). On the other hand, we already know that
ĥℓ(γτ) = (cτ + d)
k− 1
2
∑
p (mod 2M)
bℓ,p(γ)ĥp(τ).
To finish the proof it is enough to point out that bℓ,p(γ) = aℓ,p(γ). Indeed, from (4.2) in [11] it
is straightforward to see that ∑
ℓ (mod 2M)
̺̂(s)M,ℓ(0; τ)ϑM,ℓ(z; τ)
transforms as a Jacobi form of weight 1 and indexM for Γ0(2), exactly as ϕ̂
F (z; τ). In particular
their Fourier coefficients are the functions ̺̂(s)M,ℓ(0; τ) and ĥℓ(τ), respectively, and they transform
as vector-valued modular forms with respect to the same transformation matrix. This prove the
theorem since an almost holomorphic modular form is an almost harmonic weak Maass form. 
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