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weak in the sense that the sizes of the corresponding covariance spikes are below the phase transition threshold studied in Baik et al (2005) . We derive a simple analytical expression for the maximal possible asymptotic probability of correct detection holding the asymptotic probability of false detection fixed. To accomplish this derivation, we establish what we believe to be a new formula for the Harish-Chandra/Itzykson-Zuber (HCIZ) integral U (p) e tr(AU BŪ ′ ) (dU ), where A has a deficient rank r < p. The formula links the HCIZ integral over U (p) to an HCIZ integral over a potentially much smaller unitary group U (r). We show that the formula generalizes to the integrals over orthogonal and symplectic groups. In the most general form, it expresses the hypergeometric function 0 F This limit equals the phase transition threshold studied in Baik et al (2005) . In a recent paper, Onatski et al (2012) show that not all is lost below the threshold.
They consider the case of a single non-sparse signal in high-dimensional noisy data and establish sharp non-trivial limits for the asymptotic power, as both the data dimensionality and the number of observations go to infinity, of statistical tests for signal detection when the signal may be arbitrarily weak.
This paper extends Onatski et al (2012) to the case of multiple non-sparse arbitrarily weak signals when the data are complex-valued. Complex-valued data are of interest in signal processing (Schreier and Scharf, 2010) , wireless communication (Telatar, 1999, Tulino and Verdu, 2004) , and the spectral analysis of economic and financial time series (Onatski, 2009 ). Considering the case of multiple signals is important for applied work because the constraint that there is no more than one signal can rarely be justified in practice. We derive a simple analytical expression for the maximal possible asymptotic probability of correct detection, based on the sample covariance eigenvalues of the data, holding the asymptotic probability of false detection fixed.
We find that the asymptotic probability of detection may be close to one even in cases where the strength of all signals is substantially below the phase transition threshold. This finding is, perhaps, surprising in light of the fact (Péché, 2003) that in such cases, sometimes referred to as the sub-critical regime, the asymptotic behavior of any finite number of the largest sample covariance eigenvalues is not different from their behavior when the data are pure noise. We show that in these difficult cases, the detection power lies not in the different behavior of a few of the largest eigenvalues, but in the small deviations of the empirical distribution of all the eigenvalues from the Marchenko-Pastur limit (Marchenko and Pastur, 1967) .
Let us discuss our findings in more detail. We assume that data consist of n independent observations of p-dimensional complex-valued Gaussian vectors X t with mean zero and covariance matrix σ 2 I p + V HV ′ , where I p is the p-dimensional identity matrix, σ is a real scalar, H is an r × r real diagonal matrix with elements h j ≥ 0 along the diagonal, and V is a (p × r)-dimensional complex parameter normalized so thatV ′ V = I r . Such a spiked covariance model was proposed by Johnstone (2001) as a simple model of a situation, often observed in applications, where a few eigenvalues of the sample covariance matrix, corresponding to signals, are relatively large, whereas the rest of the eigenvalues are relatively small and tightly clustered. In our notation, the size of the spikes is regulated by the values of h j , and the signal space is spanned by the columns of matrix V .
Let λ 1 ≥ λ 2 ≥ ... ≥ λ p be the ordered eigenvalues of XX ′ /n, where X = [X 1 , ..., X n ], and let λ = (λ 1 , ..., λ m ) , where m = min {n, p}. We are interested in the asymptotic power of tests for signal detection based on the information contained in λ when p, n → ∞ so that p/n → c with 0 < c < ∞. Our null hypothesis is H 0 : h 1 = ... = h r = 0 (no signals), and our alternative is H 1 : h i > 0 for some i = 1, ..., r. The matrix V is left as an unspecified nuisance parameter. In this framework, signal detection tests can also be interpreted as tests of sphericity.
We consider both cases of specified and unspecified σ 2 . For the purpose of brevity, in the introduction, we will discuss only the case of specified σ 2 = 1. First, we study the likelihood ratio L (h; λ) , defined as the ratio of the densities of λ corresponding to unrestricted h and restricted h = 0, the densities being evaluated at the observed value of λ. We show that L (h; λ) can be represented in the form of the determinant of an r ×r matrix with entries equal to contour integrals of elementary functions. We use Laplace approximations to these contour integrals to show that for anyh such that 0 <h < √ c, with √ c being the value of the phase transition threshold, the sequence of log-likelihood processes {ln 
Here the index λ in the notation L λ (h) is used to distinguish the limiting log-likelihood process in the case of specified σ 2 = 1, from that in the case of unspecified σ 2 , which we denote by L µ (h). preliminary analysis indicates that the asymptotic power of the likelihood ratio test based on the information contained in λ is close to the asymptotic power envelope. In contrast, we find that the asymptotic powers of various previously proposed tests are well below the envelope.
The central technical result of this paper is the contour integral representation of the likelihood ratio. To derive such a representation, we establish what we believe to be a novel formula for the hypergeometric functions of two matrix argu-
, where a p × p matrix A has rank r < p, so that, without loss of generality, only its upper-left r × r block A is non-zero. Such functions appear as a key term in the explicit expressions for the joint density of the eigenvalues of Wishart matrices with spiked covariance parameter. In Lemma 1, we show that
where Z = diag (z 1 , ..., z r ) is an auxiliary matrix, and ω (α) (·) is a simple function of A, B, and Z. This formula expresses the hypergeometric function of highdimensional arguments as a repeated contour integral of a hypergeometric function of low-dimensional arguments, which is convenient for analysis.
For the special case r = 1, (1) reduces to the formula that has been recently derived in Mo (2011) and, independently, in Wang (2012) and Onatski et al (2012) (see also Forrester, 2011 for a short derivation). Our method of proof is different from the methods used by these authors. It is based on the orthogonality of Jack polynomials with respect to the torus scalar product (Macdonald (1995) , Chapter VI, §10).
Although our analysis of signal detection in complex data requires only the formula for 0 F
0 (A, B) , we establish (1) for all α = 2/β, where β is a positive integer. 2 The importance of finding "serviceable approximations" to 0 F and Collins andŚniady (2007). We hope that the reduction of HCIZ integrals over large group G (α) (p) to those over smaller group G (α) (r) that follows from (1) will be useful in a wide spectrum of applications.
The rest of this paper is organized as follows. In Section 2, we derive explicit formulae for the likelihood ratios. Section 3 establishes relationship (1). Section 4 uses (1) to derive contour integral representations for the likelihood ratios. Section 5 applies Laplace approximations to the contour integrals in the derived represen-tation to obtain the asymptotics of the likelihood ratio process. This asymptotics is then used along with the Neyman-Pearson lemma and Le Cam's third lemma to establish a simple analytical formula for the maximal possible asymptotic probability of correct signal detection holding the asymptotic probability of false detection fixed. Section 6 concludes. All proofs are relegated to the Appendix.
Likelihood ratios
As mentioned above, we assume that data consist of n independent observations of p-dimensional complex-valued Gaussian vectors X t ∼ N C (0, Σ). This means that X t = Y t + iZ t , where i denotes the imaginary unit, and the joint density of Goodman, 1963) . Further, we assume that the covariance matrix Σ equals 
Hence, we consider tests based on µ. Note that the distribution of µ does not depend on σ 2 , whereas if σ 2 is specified, we can always normalize λ dividing it by σ 2 .
Therefore, in what follows, we will assume without loss of generality that σ 2 = 1.
Let h = (h 1 , ..., h r ), and let us denote the joint density of λ 1 , ..., λ m as p λ (x; h) ,
whereγ depends only on n and p; (2) and integrating s out, we obtain
where
Consider the likelihood ratios: (2) and (3) imply the following Proposition.
Proposition 1 Let U (p) be the set of all p × p unitary matrices. Denote by (dG) the invariant measure on the unitary group U (p) normalized to make the total
Our analysis of the asymptotic power of tests for signal detection is based on a study of the asymptotic properties of the likelihood ratio processes {L (h; λ) ; h ∈ (R + ) r }
and {L (h; µ) ; h ∈ (R + ) r }. First, we will focus on the key terms in the expressions (4) and (5), which are the integrals over the unitary group. These integrals are special cases of the complex hypergeometric function 0 F 
normalized Jack polynomials (Macdonald, 1995 , chapter VI, §10), and the inner sum runs over all partitions κ of k, that is over all non-increasing sequences of non-
Note that 0 F (α) 0 (A, B) depends on A and B only through a and b. Therefore, in what follows, without loss of generality, we will consider only diagonal matrices A = diag (a 1 , ..., a p ) and B = diag (b 1 , ..., b p ) . We will allow a j and b j to be complex, thus extending definition (6) to complex diagonal matrices A and B.
As was mentioned in the introduction, for α = 2, 1 and 1/2, hypergeometric
where and B, such a representation follows from the fact that
(see Proposition 5.5 of Gross and Richards, 1987) , and the fact that
, which follows from (7). For complex diagonal A and B, the representation holds by the analytic continuation because both parts of equality (8) are complex analytic functions of the diagonal elements of A and B.
The main result of this section is as follows.
, where a j and b j are real or complex numbers. Assume that a j = 0 for 1 ≤ j ≤ r and a j = 0 for r < j ≤ p, and denote the upper left block of A, diag (a 1 , ..., a r ) , as A. Further, let Z =diag (z 1 , ..., z r ) , where z j are complex variables, and let K be a contour in the complex plane that encircles b 1 , ..., b p counter-clockwise. Finally, let α = 2/β, where β is a positive integer. Then, assuming that p − r + 1 is an even integer in cases where β is odd, and without this additional assumption in cases where β is even, we have
The proposition reduces 0 F (A, Z) = e a 1 z 1 and (1) becomes
For α = 2, this formula has been established by Mo (2011) , who used it to analyze the asymptotic behavior of the largest eigenvalue of a rank-one perturbation of a real Wishart matrix. He gives two proofs of the formula. One of the proofs uses Jack polynomial expansions and requires that p be an even integer (consistent with our requirement that p − r + 1 is even). The other proof, which Mo (2011) calls geometric, allows for odd p.
Similar to the first proof of Mo, our proof of Lemma 1 uses Jack polynomial expansions. In contrast to that proof, we do not rely on the simplification of the Jack polynomials for top-order partitions, but use Jack polynomials' orthogonality with respect to the torus scalar product (Macdonald, chapter VI, §10). It is likely that our requirement that p − r + 1 is even in cases where β = 2/α is odd can be lifted without affecting relationship (1). This would require a different proof of the proposition, which is left for future research.
For α = 2 and α = 2/β with even β, formula (9) has been independently established by Wang (2012) . He uses the formula to study the asymptotic distribution of the largest eigenvalue of the real, complex and quaternionic Wishart matrices perturbed by matrices of rank one. Wang's proof is similar to the first proof of Mo (2011) (see Forrester, 2011 , for an alternative proof). For α = 2, formula (9) has also been independently established by Onatski et al (2012) . Their proof is based on the properties of the so-called Lauricella function.
In contrast to (9), the general relationship (1) contains special functions on both left-and right-hand sides. However, for α = 1, it is possible to further simplify the right-hand side of (1) using Harish-Chandra/Itzykson-Zuber formula (see Harish-Chandra, 1957, and Itzykson and Zuber, 1980)
where V r (A) = r j>i (a j −a i ) and V r (Z) = r j>i (z j −z i ) are the Vandermonde determinants associated with the diagonal elements a 1 , ..., a r of A and the diagonal elements z 1 , ..., z r of Z, respectively. Using (10) in (1), noting that one of the terms in the definition of ω (1) (A, B, Z) equals V r (Z) 2 , and applying Andreief's identity
we obtain the following Corollary.
Corollary 1 Under assumptions of Lemma 1,
An alternative way of deriving (11) is to apply l'Hôpital's rule to the Harish-
the right-hand side of which is degenerate because A is rank-deficient. We include a proof of (11) that uses this approach in the Supplementary Appendix. The proof is elementary in the sense that it does not rely on properties of Jack polynomials.
Likelihood ratios as contour integrals
Combining Proposition 1 and Corollary 1 leads to useful contour integral representations of the likelihood ratios L (h; λ) and L (h; µ). We now introduce new notation to express such representations in a convenient form. For any z ∈ K, let us define a random variable
where at zero, where c p = p/n, and density
Finally, for any permutation ρ of the sequence (1, 2, . .., r) and any vector z = (z 1 , ..., z r ), let
Proposition 2 Let the contour K that encircles λ 1 , ..., λ p counter-clockwise be chosen so that for any z ∈ K, Re z < r j=1
where i denotes the imaginary unit, the summation in (19) is over all permutations ρ of the sequence (1, 2, ..., r),
In the next section, we perform the asymptotic analysis of L (h; λ) and L (h; µ)
that relies on the Laplace approximations of the contour integrals in (18) and (19) after the contours are suitably deformed without changing the value of the inte- (20)- (21)).
Asymptotic analysis
Consider contours K i with i = 1, ..., r which are obtained by deforming the contour K defined in Proposition 2 so that K i passes through Figure 1 illustrates the choice of K i .
It is possible to verify that, when 0 < h i < √ c p , the derivative of f i (z) equals zero at z i0 . Therefore, choosing contours of integration so they pass through z i0 allows us to use the method of steepest descent in the asymptotic analysis of the corresponding integrals in (18) and (19) . The next lemma shows that the change of contours in (18) and (19) does not lead to a change in the value of the corresponding integrals.
Lemma 2 Suppose that the null hypothesis is true, and leth be an arbitrary number such that 0 <h < √ c. Suppose further that h i ≤h for all i = 1, ..., r. Then, as n, p → ∞ so that c p → c ∈ (0, +∞) ,
...
Our next lemma establishes Laplace approximations to the contour integrals in (18) and (19) after the change of the contours. The lemma uses some new notation that we introduce now. When f i (z) is analytic at z i0 , let f is with s = 0, 1, ... be the coefficients in the power series representation
When f i (z) is not analytic at z i0 , let the coefficients f is be arbitrary numbers for all s ∈ N.
Lemma 3 Under the conditions of Lemma 2,
and (23)
where O p (1) is uniform in h 1 , . .., h r ∈ 0, h , and z 0 = z ρ(1)0 , ..., z ρ(r)0 . The branch of the square root in formulae (23) and (24) is chosen so that (−1) 1/2 = −i.
Using Lemma 3, we establish the following theorem.
Theorem 1 Suppose that the null hypothesis is true (h = 0). Leth be any fixed number such that 0 <h < √ c and let C 0, h r be the space of real-valued continuous functions on 0, h r equipped with the supremum norm. Then, as n, p → ∞ so that p/n = c p → c ∈ (0, +∞) , we have
where the
and ln L (h; µ) , viewed as random elements of C 0, h r , converge weakly to L λ (h) and L µ (h) with Gaussian finite-dimensional distributions such that, for any h,h ∈ Let β λ (h) and β µ (h) be the asymptotic powers of the asymptotically most powerful λ-and µ-based tests of size α of the null h = 0 against a point alternative h = (h 1 , ..., h r ) with h j < √ c, j = 1, ..., r. We have Theorem 2 Let Φ denote the standard normal distribution function. Then, For r = 2, Figure 2 shows the contour plots of the power envelope β λ (h) (left panel) and of the asymptotic power of the likelihood ratio test based on λ. We chose parameterh so that it is very close to the threshold √ c, preciselyh = c(1 − e −36 ).
We see that the contours of β λ (h) and of the asymptotic power of the λ-based LR test corresponding to the same value of these functions are relatively close to each other, which suggests that the LR test has good asymptotic power properties.
More detailed analysis of the asymptotic and finite sample power of the LR test is, however, beyond the scope of this paper, and is left for future research.
In contrast to the LR test, the popular signal detection procedures based on the information in a few of the largest eigenvalues of XX ′ /n (see, for example, is not different from their behavior when the data are pure noise (Péché, 2003) .
As was mentioned above, signal detection tests can be interpreted as tests of sphericity. Vice versa, previously proposed sphericity tests, can, in principle, be used for signal detection. In the Supplementary Appendix, we use Theorem 1 along with Le Cam's third lemma to derive asymptotic powers of several such tests against "spiked covariance" alternatives. The derived asymptotic powers turn out to be much lower than the asymptotic power envelopes β λ (h) and β µ (h).
However, we feel that this comparison is somewhat unfair to the sphericity tests because they are typically designed against general alternatives, as opposed to "the spiked covariance" alternatives. Therefore, and to save space, we do not report these results here. for α = 2, it can, potentially, be used to extend the analysis of this paper to the case of real-valued data. Such an extension is currently under investigation.
Appendix
Proof of Lemma 1.
Let f (Z) and g(Z) be functions defined on the r-dimensional torus {|z j | = 1, for j = 1, ..., r} . Consider the scalar product, sometimes called the torus scalar product,
where the contours of integration are the unit circles in the complex plane. Our proof relies on the orthogonality property of Jack polynomials:
for κ = τ (Macdonald, chapter VI, §10). 
We will need the following lemmata.
Lemma A1. For the torus scalar product of C (α) κ with itself, we have
Proof: Macdonald (1995, Chapter VI, §10) establishes the orthogonality of "P " normalizations of Jack polynomials, P
κ , with respect to the torus scalar product.
His formula (10.37) gives an explicit expression (up to a constant that can be evaluated using (10.38)) for P
(see (10.16) ).
On the other hand,
(see, for example, Table 6 (
The series on the right-hand side of this equality converges uniformly over Ω ρ = {Z : max j≤r |z j | ≤ ρ −1 } , for any ρ > max s≤p |b s |.
Proof: Macdonald (1995, Chapter VI, §10) shows that
κ . This result together with (35) imply (36) . The uniform convergence in (36) follows from the fact that func-
We are now ready to prove Lemma 1. Consider the right-hand side of (1), which we will denote as RHS. We will assume that max s≤p |b s | < 1 and that the contour K is the unit circle in the complex plane. That these assumptions are without loss of generality follows from the fact that the value of RHS does not change under the transformation Z → ϕZ, B → ϕB, and A → ϕ −1 A, where ϕ is any positive number, and under a deformation of K into the unit circle (because such a deformation leaves the contour in the region of the analyticity of the integrand). With these assumptions, and noting that the component
where β is any positive integer, in the form of the torus scalar product (6) and (36) in the series of Jack polynomials, and interchanging the order of integration and summation, which is possible because the series converge uniformly over the unit torus, we obtain
]. Note thatτ is well defined for α = 2/β, where β is an even integer. If β is an odd integer, we need to assume that p − r + 1 is even. Therefore, using the orthogonality of the Jack polynomials with respect to the torus scalar product, we have
Using Lemma A1, (37) , and equality
we get after some cancellations
wherẽ
In the above expression forγ (α) , substitute C 
A variant of this formula, that uses the generalized Pochhammer symbol, can be found, for example, in Dumitriu et al (2007 , Table 5 ). Then, after cancellations, we getγ
. Now consider the last ratio of the products in the above expression. For the product term in the numerator that corresponds to square s in the position (i, j)
in the diagram of τ , there exists exactly the same term in the denominator, which corresponds to square s in the position (i, j + (p − r + 1) /α − 1) in the diagram ofτ . Therefore, we can writẽ
, whereτ is the partition that consists of r identical parts (p − r + 1) /α − 1.
Finally, note that
Therefore,γ (α) = 1 and the statement of the lemma follows from (6) and (38) .
Proof of Proposition 2
Proposition 1 and Corollary 1 directly imply (18) and the following formula for
where R is an r × r matrix with
Let us write det R as
or equivalently as
Using this representation, we have
Since the contour K is chosen so that for any z ∈ K, Re z < 
Combining this with (40), we get (19) .
Proof of Lemma 2
The lemma can be proven using arguments very similar to those in the proof of Lemmas 4 and 6 in Onatski, Moreira and Hallin (2012) (OMH in what follows), and we omit the proof to save space.
Proof of Lemma 3.
To save space, we will only establish (23), relegating a conceptually similar but more technical proof of (24) to the Supplementary Appendix. Lemma 5 in OMH implies that
where g (z) = exp − S − z i0 with probability approaching 1 as n, p → ∞. Precisely, for such general g (z) we have
with
|g (z)| , and (45)
where C 1 and C 2 are some positive constants, andB is a closed ball with center at z i0 and radius r i /2. (44) and (45),
Turning to the analysis of Ψ 3 , note that by definition of f i (z) and g (z) ,
For z ∈ K i2 ∪K i2 , we have (z − λ j ) −1 < (3z i0 ) −1 , and z (z − λ j ) −1 < 2, for any j = 1, ..., p. Therefore, using (48), we get
On the other hand, for any h i ∈ 0,h , h i < √ c p for sufficiently large n and p, and
Indeed, using the definition of z i0 and the fact, established in OMH's Lemma 11, that
The right hand side of this equality equals 0 at h i = 0 and has a non-negative derivative with respect to h i for all 0 ≤ h i ≤ √ c p . Therefore,
−p e −nf i0 , and thus,
with (43) and (47), we obtain (23).
Proof of Theorem 1
Proposition 2 and Lemma 3 imply that
As is shown in OMH (see their Lemma 11 and (A8)) 3 , for h i ≤h,
Moreover, by OMH's Lemma A2, exp
Using these facts and the definition of k 1 given in Proposition 2, we get after some algebra
Applying Stirling's formula
we get
, which implies (25) .
Turning to the proof of (26), Proposition 2 and Lemma 3 imply that
Using the definition of q ρ (z 0 ) and of z i0 , we get
Further, using the definition of g j z ρ(j)0 , the fact that ρ sgn ρz Substituting (52) and (53) into (51), and using (49) and (50) , which implies (26) .
To establish the rest of the statements of Theorem 1 we will need the following lemma.
Lemma A3. Suppose that our null hypothesis holds. Denote The fact that Eζ = 0 follows directly from Theorem 1.1 iii) of Bai and Silver-butions with means and covariance matrices characterized by (27) (28) (29) (30) .
To complete the proof of Theorem 1, we need to establish the tightness of ln L (h; λ) and ln L (h; µ), viewed as random elements of the space C 0, h r , as n, p → ∞ so that p/n → c. Formulae (25) (26) 
Proof of theorem 2
To save space, we only derive the asymptotic power envelope for the relatively more difficult case of real-valued data and µ-based tests. According to the NeymanPearson lemma, the most powerful test of the null h = 0 against a point alternative h = (h 1 , ..., h r ) is the test which rejects the null when ln L (h; µ) is larger than a critical value C. It follows from Theorem 1 that, for such a test to have asymptotic size α, C must be is (32) .
