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Abstract—Modern mobile devices are equipped with high-
performance hardware resources such as graphics processing
units (GPUs), making the end-side intelligent services more
feasible. Even recently, specialized silicons as neural engines are
being used for mobile devices. However, most mobile devices
are still not capable of performing real-time inference using
very deep models. Computations associated with deep models for
today’s intelligent applications are typically performed solely on
the cloud. This cloud-only approach requires significant amounts
of raw data to be uploaded to the cloud over the mobile wireless
network and imposes considerable computational and communi-
cation load on the cloud server. Recent studies have shown that
the latency and energy consumption of deep neural networks
in mobile applications can be notably reduced by splitting the
workload between the mobile device and the cloud. In this
approach, referred to as collaborative intelligence, intermediate
features computed on the mobile device are offloaded to the cloud
instead of the raw input data of the network, reducing the size
of the data needed to be sent to the cloud. In this paper, we
design a new collaborative intelligence friendly architecture by
introducing a unit responsible for reducing the size of the feature
data needed to be offloaded to the cloud to a greater extent, where
this unit is placed after a selected layer of a deep model. This
unit is referred to as the butterfly unit. The butterfly unit consists
of the reduction unit and the restoration unit. The outputs of
the reduction unit is offloaded to the cloud server on which
the computations associated with the restoration unit and the
rest of the inference network are performed. Both the reduction
and restoration units use a convolutional layer as their main
component. The inference outcomes are sent back to the mobile
device. The new network architecture, including the introduced
butterfly unit after a selected layer of the underlying deep model,
is trained end-to-end. Our proposed method, across different
wireless networks, achieves on average 53× improvements for
end-to-end latency and 68× improvements for mobile energy
consumption compared to the status quo cloud-only approach
for ResNet-50, while the accuracy loss is less than 2%.
Index Terms—deep learning, collaborative intelligence, mobile
computing, cloud computing, feature compression
I. INTRODUCTION
Recent advances in deep neural networks (DNNs) have con-
tributed to the state-of-the-art performance in various artificial
intelligence (AI)-based applications such as image classifi-
cation [1], [2], object detection [3], speech recognition [4],
natural language processing [5], and so forth. Consequently,
mobile and internet of things (IoT) devices are increasingly
relying on theses DNNs to improve their performance in such
AI-based applications. However, the storage and computation
requirements of most of the state-of-the-art deep models limit
the fully deployment of the inference network on mobile
devices. Therefore, as the most common way for deployment
of most of the DNN-based applications on mobile devices, the
input data of DNN is sent to cloud servers, and the compu-
tations associated with the inference network are performed
fully on the cloud side [6].
One of the downsides of the cloud-only approach is the fact
that it requires the mobile edge devices to send considerable
amounts of data, which can be images, audio, and video, over
the wireless network to the cloud. This leads to notable latency
and energy overheads on the mobile device. Furthermore, in a
scenario where a large number of mobile devices send a vast
amount of simultaneous bit streams to the cloud server, the
imposed computation workload of simultaneously executing
numerous deep models could become a bottleneck on the cloud
server.
Recently, inspired by the progress in the computation power
and energy efficiency of mobile devices, there has been a
body of research studies investigating the strategy of pushing
a portion of the workload from cloud servers to mobile
edge devices, where both the mobile and cloud execute the
inference network collaboratively. As a result, a concept
named collaborative intelligence has been introduced [6]–
[12]. In collaborative intelligence, the deep network is split
at an intermediate layer between the mobile and cloud. In
other words, instead of sending the original raw data from
the mobile device to the cloud and executing the inference
network fully on the cloud side, the computations associated
with the initial layers are performed on the mobile side. Then,
the computed feature tensor of the last assigned layer on the
mobile side could be sent to the cloud for executing the
remained computation layers of the inference network. By
allocating a portion of the inference network to the mobile
side, the imposed workload on the cloud reduces, where this
results in the increased throughput on the cloud. Furthermore,
in some deep models which are based on convolutional neural
networks (CNNs), e.g. AlexNet [1], the feature data volume
generally shrinks as we go deeper in the model, and it might
become even less than the model input size after a number
of layers [6], [7], [9]. Therefore, by computing a few layers
on the mobile, the amount of data needed to be sent to the
cloud in the collaborative intelligence framework can decrease
compared to the cloud-only approach. This can lead to reduced
energy and latency overheads on the mobile side.
According to a recent study done in [9] for different
hardware and wireless connectivity configurations, the optimal
operating point for the inference network in terms of latency
and/or energy consumption is associated with dividing the
network between the mobile and cloud, and not the common
cloud-only approach, or the mobile-only approach (in case the
deep model is able to be executed fully on the mobile device).
The optimal point of split depends on the computational and
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Fig. 1. The butterfly unit. It takes a tensor with D channels and shrinks it
into a tensor with Dr channels using the reduction unit, where Dr  D. It
outputs a tensor with the same dimension as input using the restoration unit.
data characterization of DNN layers and is usually at a point
deep in the inference network. The approach [7] has extended
the work of [9] and included model training and additional
network architectures. The network is again split between the
mobile and cloud, but the data can flow in both ways in order
to optimize the efficiency of both the inference and training.
In summary, in the research works studying the collaborative
intelligence framework, a given deep network is split between
the mobile device and the cloud without any modification to
the network architecture itself [6]–[12].
In this paper, we investigate the problem of altering a given
deep network architecture before the partitioning of it between
the mobile and cloud. For this purpose, on the mobile side, we
introduce a reduction unit right before uploading the feature
tensor to the cloud. The reduction unit is stacked to the end
of the computation layers assigned to the mobile side. The
computation associated with the reduction unit is also done
on the mobile side. The purpose of this unit is reducing the
feature data volume needed to be sent to the cloud via the
wireless network to a greater extent, since the latency and
energy overheads associated with the wireless upload link in
state-of-the-art approaches for collaborative intelligence still
contribute to the major portion of the energy consumption
of the inference network on the mobile side and end-to-end
latency [7]. Accordingly, on the cloud side, we introduce
a restoration unit which is stacked before the computation
layers assigned to the cloud. Both the reduction and restoration
units use a convolutional layer as their main component. The
dimension of the convolution layers used in reduction and
restoration units are set in a way so that the dimension of the
input tensor of the reduction unit is equal to the dimension
of the output tensor of the restoration unit. We refer to the
combination of reduction and restoration units as the butterfly
unit (see Fig. 1). The new network architecture, including the
introduced butterfly unit after a selected layer of the underlying
deep model, is trained end-to-end, while in other works which
have considered compression for reducing the feature data
volume needed to be sent to the cloud, they have added non-
learnable compression techniques (e.g. JPEG) to an already
trained model [6], [11], [12].
The rest of the paper is structured as follows: Section II
elaborates more on the details of the proposed butterfly unit
and the proposed DNN partitioning algorithm. Section III
provides the obtained improvements in terms of end-to-end
latency and the mobile energy consumption. It also discusses
the flexibility of network partitioning point based on the load
level of the cloud and mobile, and the wireless network
conditions. Finally, Section IV concludes the paper.
II. PROPOSED METHOD
A. Butterfly Unit
The butterfly unit, as shown in Fig. 2, consists of two
components: 1) the reduction unit, and 2) the restoration unit.
The input to the reduction unit is a tensor of size (batch size,
width, height, D). A convolution filter of size (1, 1, D, Dr)
is applied to the input, producing a tensor of size (batch size,
width, height, Dr) as the output of the reduction unit. The
output tensor of the reduction unit is the shrunk representation
of its input along the channel axis (Dr  D), and it is the
tensor which is uploaded to the cloud server. On the cloud
side, in the restoration unit, by applying a convolution filter
of size (1, 1, Dr, D), we restore the dimension of the original
input of the butterfly unit to proceed the rest of the inference.
The butterfly unit is placed after one of the layers in a DNN.
The intuition behind decreasing the tensor dimension along the
channel axis in the reduction unit is the fact that typically each
channel preserves the visual structure of the input. Therefore,
we can expect this non-expensive 1×1 convolution can keep
enough information of the feature data. In addition, depending
on the architecture of the underlying deep model, the feature
tensor size varies layer by layer, typically increasing in channel
sizes. Therefore, as we go deeper in the model, more channels
would be required in the output of the reduction unit, Dr, for
maintaining the accuracy of the model.
From the perspective of the mobile device, the location of
the butterfly unit is desired to be closer to the input layer
so that the mobile device computes fewer layers. However,
from the perspective of the cloud server, we want to push
more computations towards the mobile device in order to
reduce the data center workloads. Particularly, when the cloud
server and/or the wireless network are congested, pushing
computations towards the mobile device is advantageous. As
a result, there is a trade-off in choosing the location of the
butterfly unit in the inference network.
B. Partitioning Algorithm
The proposed algorithm, for choosing the location of the
butterfly unit and the proper value of Dr, comprises three
main steps: 1) Training, 2) Profiling, and 3) Selection. In
the training phase, we train M models, where each model
is associated with placing the butterfly unit after a different
arbitrary layer among the total N layers of the inference
network (M ≤ N ). For each model, via linear search,
we find and choose the minimum Dr for the butterfly unit
that reaches a pre-defined acceptable accuracy. During the
profiling phase, for each of M models, we measure the latency
values corresponding to the computation of layers assigned
to the mobile side, the reduction unit, the wireless up-link
of the shrunk feature data to the cloud, the restoration unit,
and the computations of layers assigned to the cloud side.
Furthermore, for energy consumption, we measure the values
associated with the computation of layers assigned to the
mobile side, the reduction unit, and the wireless up-link of
the shrunk feature data. These measurements vary for each of
M models, and the current load level of the mobile, cloud, or
wireless network conditions. In the end, in the selection phase,
depending on whether the target is minimizing the end-to-end
latency or the mobile energy consumption, we select the best
partitioning among M available options.
The full procedure for choosing the location of the butterfly
unit and the proper value of Dr is shown in Algorithm 1.
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Fig. 2. The butterfly unit architecture. It consists of the reduction unit on the
mobile side, and the restoration unit on the cloud side.
Algorithm 1: The proposed DNN partitioning algorithm
1 Inputs:
2 N : number of layers in the DNN
3 M : number of partitioning points in the DNN (M ≤ N )
4 {Pj |j = 1..M}: location of each partition point
5 {Fi|i = 1..N}: feature data size at each layer
6 {Ci|i = 1..N}: output channel size of each layer
7 Kmobile: current load level of mobile
8 Kcloud: current load level of cloud
9 tmobile, pmobile(j,Kmobile)|j = 1..M : latency and power
on the mobile corresponding to partition j and load Km
10 tcloud(j,Kcloud)|j = 1..M : latency on the cloud
corresponding to partition j and load Kcloud
11 NB: wireless network bandwidth
12 PU : wireless network up-link power consumption
13 Output: Best partitioned model
14
15 // Training phase
16 for j = 1; j ≤M ; j = j + 1 do
17 for k = 1; k ≤ CPj ; k = k + 1 do
18 Place butterfly unit of Dr = k after Pj
19 Train()
20 if accuracy is acceptable then
21 Store as jth partitioned model
22 break
23 end
24 end
25 end
26
27 // Profiling phase
28 for j = 1; j ≤M ; j = j + 1 do
29 TMj = tmobile(j,Kmobile)
30 PMj = pmobile(j,Kmobile)
31 TCj = tcloud(j,Kcloud)
32 TUj = FPj/NB
33 end
34
35 // Selection phase
36 if target is min latency then
37 return argminj=1..M (TMj + TUj + TCj)
38 end
39 if target is min energy then
40 return argminj=1..M (TMj × PMj + TUj × PU)
41 end
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Fig. 3. The proposed method overview. A shallow model and the reduction
unit on the mobile device extracts a dense representation of the input, which
is uploaded to the cloud. Then, on the cloud, after applying the restoration
function on the dense representation, the rest of the inference procedure is
followed.
III. EVALUATION
A. Experimental Setup
We evaluate our proposed method on NVIDIA Jetson
TX2 board [13], which is equipped with NVIDIA Pascal™
GPU which fairly represents the computing power of mo-
bile devices. Our server platform is equipped with NVIDIA
Geforce® GTX 1080 Ti GPU, which has almost 30x more
computing power compared to our mobile platform. The
detailed specifications of our mobile and server platforms are
presented in Table I and Table II, respectively. We measure
the GPU power consumption on our mobile platform using
INA226 power monitoring sensor with a sampling rate of
500 kHz [14]. For our wireless network settings, the average
upload speed of different wireless networks, 3G, 4G, and Wi-
Fi, in the U.S. are used in our experiments [15], [16]. We use
the transmission power models of [17] for wireless networks,
which have estimation errors less than 6%. The power level for
up-link is Pu = αutu+β , where tu is the up-link throughput,
and αu and β are regression coefficients of power models.
The values for our power model parameters are presented in
Table III.
We prototype the proposed method by implementing the
inference networks, both for the mobile device and cloud
server, using NVIDIA TensorRT™ [18], which is a platform
for high-performance deep learning inference. It includes a
deep learning inference optimizer and run-time that delivers
low latency and high-throughput for deep learning inference
applications. TensorRT is equipped with cuDNN [19], a GPU-
accelerated library of primitives for DNNs. TensorRT supports
three precision modes for creating the inference graph: FP32
(single precision), FP16 (half precision), and INT8. However,
our mobile device does not support INT8 operations on its
GPU. Therefore, we use FP16 mode for creating the inference
graph from the trained model graph, where for training itself
single precision mode (32-bit) is used. As demonstrated in
[20], 8-bit quantization would be enough for even challenging
tasks like ImageNet [21] classification. Therefore, we quantize
FP16 data types to 8 bits only for uploading the feature tensor
to the cloud. We implement our client-server interface using
Thrift [22], an open source flexible RPC interface for inter-
process communication. To allow for flexibility in the dynamic
selection of partition points, both the mobile and cloud host
all possible M partitioned models. For each of M models,
the mobile and cloud store only their assigned layers. At run-
time, depending on the load of the mobile and cloud, wireless
network conditions, and the optimization goal (minimizing
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Fig. 4. ResNet-50 architecture and its 16 residual blocks. The solid lines represent identity shortcuts, and the dashed lines represent projection shortcuts.
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Fig. 5. Input image size of the model and the size of output feature tensor
of each residual block in ResNet-50.
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Fig. 6. Residual block architecture with (a) identity and (b) projection
shortcut.
for latency or energy), only one of M partitioned models is
selected. Given a partition decision, execution begins on the
mobile device and cascades through the layers of the DNN
leading up to that partition point. Upon completion of that
layer and the reduction unit, the mobile sends the output
of the reduction unit from the mobile device to the cloud.
Cloud server then executes the computations associated with
the restoration unit and remaining DNN layers. Upon the
completion of the execution of the last DNN layer on the
cloud, the final result is sent back to the mobile device.
We evaluate the proposed method on one of the promising
and mostly used DNN architectures, ResNet [2]. DNNs are
hard to train because of the notorious vanishing/exploding
gradient issue, which hampers the convergence of the model.
As a result, as the network goes deeper, its performance gets
saturated or even starts degrading rapidly [23]. The core idea
of ResNet is introducing a so-called identity shortcut connec-
tion that skips one or more layers. The output of a residual
block (RB) with identity mapping will be y = F (x,W ) + x
instead of traditional y = F (x,W ). The argument behind
ResNet’s good performance is that stacking layers should not
degrade the network performance, because we could simply
stack identity mappings (layers that do nothing, i.e., y = x)
upon the current model, and the resulting architecture would
perform the same. It indicates that the deeper model should not
produce a training error higher than its shallower counterparts.
They hypothesize that letting the stacked layers fit a residual
mapping is easier than letting them directly fit the desired
underlying mapping. If the dimensions change, there are two
cases: 1) increasing dimensions: The shortcut still performs
identity mapping, with extra zero entries padded with the
increased dimension. 2) decreasing dimensions: A projection
shortcut is used to match the dimensions of x and y using the
formula of y = F (x,W ) +Wsx, as shown in Fig. 6.
ResNet architecture comes with flexible number of layers
(e.g. 34, 50, 101, etc.). In our experiments, we use ResNet-
50. There are 16 residual blocks in ResNet-50 [2]. Using
Algorithm 1, we obtain 16 models where each model is
corresponding to placing the butterfly unit after one of 16
residual blocks. The detailed architecture, and the data size
of layer outputs of ResNet-50 are demonstrated in Fig. 4,
and Fig. 5, respectively. As indicated in Fig. 5, the size of
intermediate feature tensors in ResNet-50 are larger than the
input size up until RB14, which is relatively deep in the model.
Therefore, merely splitting this network between the mobile
and cloud for collaborative intelligence may not perform better
than the cloud-only approach in terms of latency and mobile
energy consumption, since a large portion of the workload is
pushed toward the mobile.
We evaluate the proposed method on miniImageNet [24]
dataset, a subset of ImageNet dataset, which includes 100
classes and 600 examples per each class. We use 85% of whole
dataset examples as the training set and the rest as the test set.
We randomly crop a 224×224 region out of each sample for
data augmentation and train each of the models for 90 epochs.
TABLE I
MOBILE DEVICE SPECIFICATIONS
Component Specification
System NVIDIA Jetson TX2 Developer Kit
GPU NVIDIA Pascal™, 256 CUDA cores
CPU HMP Dual Denver + Quad ARM® A57/2 MB L2
Memory 8 GB 128 bit LPDDR4 59.7 GB/s
TABLE II
SERVER PLATFORM SPECIFICATIONS
Component Specification
GPU NVIDIA Geforce® GTX 1080 Ti, 12GB GDDR5
CPU Intel® Xeon® CPU E7- 8837 @ 2.67GHz
Memory 64 GB DDR4
TABLE III
WIRELESS NETWORKS PARAMETERS
Param. 3G 4G Wi-Fi
tu (Mbps) 1.1 5.85 18.88
αu (mW/Mbps) 868.98 438.39 283.17
β (mW) 817.88 1288.04 132.86
B. Latency and Energy Improvements
The accuracy of ResNet-50 model for miniImageNet dataset
without the butterfly unit is 76%. We refer to this accuracy
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Fig. 7. Accuracy levels when choosing different Dr values in the butterfly unit for all of its 16 possible locations in ResNet-50 (i.e. after RB1 to RB16). In
this figure, only the results corresponding to Dr values of 1-5 are presented. However, RB14, RB15, and RB16 require the minimum Dr of 10 to maintain
the accuracy of the proposed method at or above 74% (less than 2% accuracy loss).
as the target accuracy. The accuracy results of the proposed
method by placing the butterfly unit after each of the 16
residual blocks are demonstrated in Fig. 7. According to Fig. 7,
as we increase the number of channels in the reduction unit,
accuracy improves but larger feature tensors are needed to be
transferred to the cloud. By assuming an acceptable error of
2% compared to the target accuracy, placing the butterfly unit
after residual blocks 1-3, 4-7, 8-13, and 14-16, requires the
Dr of 1, 2, 5, and 10, in order to maintain the accuracy of
the proposed method at or above 74% (less than 2% accuracy
loss), respectively.
Table IV presents the latency and mobile energy consump-
tion associated with placing the butterfly unit with proper
Dr size (with the accuracy loss less than 2%) after each
residual block, for different wireless networks when there is
no congestion in the mobile, cloud, and wireless network.
Table V shows the selected partition points by our algorithm
for the goal of minimum end-to-end latency and mobile
energy consumption, while the acceptable 2% accuracy loss
is reached, across three different wireless configurations (3G,
4G, and Wi-Fi) and when there is no congestion on the mobile,
cloud, and wireless network (These selected partitions are
also highlighted in Table IV). Note that the best partitioning
for the goal of minimum end-to-end latency is the same as
the best partitioning for the goal of minimum mobile energy
consumption in each wireless network settings. This is mainly
due to the fact that end-to-end latency and mobile energy
consumption are proportional to each other since the dominant
portion of both of them are associated with the wireless
transfer overheads of the intermediate feature tensor. Obtained
results for cloud-only and mobile-only approaches are also
provided in Table V.
Latency Improvement - As demonstrated in Table V, using
our proposed method, the end-to-end latency achieves 77×,
40×, 41× improvements over the cloud-only approach in 3G,
4G, and Wi-Fi networks, respectively.
Energy Improvement - As demonstrated in Table V,
using our proposed method, the mobile energy consumption
achieves 80×, 54×, and 71× improvements over the cloud-
only approach in 3G, 4G, and Wi-Fi networks, respectively.
In the case of 4G and Wi-Fi, the mobile device is only
required to compute DNN layers upon the completion of the
RB1 and the reduction unit. In the case of 3G, the mobile
device should compute DNN layers upon the completion of
the RB8 and the reduction unit.
C. Server Load Variations
Data centers typically experience fluctuating load patterns.
High server utilization leads to increased service times for
DNN queries. Using our proposed method, by training multi-
ple DNNs split on different layers and storing corresponding
partitions in the mobile and cloud, the best model can be
selected at run-time by the mobile, based on the current
server load level, by periodically pinging the server during
the mobile idle period. This leads to avoiding long latencies
of DNN queries caused by high user demands. If the server is
congested, we can move the partition point into deeper layers
which this pushes more of the workload towards the mobile
device. As a result, the computation load of the mobile device
will increase. In summary, depending on the server load, the
partition point can be changed while preserving the accuracy
and still offloading less data than raw input.
Consequently, this new compute paradigm not only reduces
the end-to-end latency and mobile energy consumption but
also reduces the workload required on the data center, leading
to the shorter query service time and higher query throughput.
D. Comparison to Other Feature Compression Techniques
In the collaborative intelligence works which have con-
sidered the compression of intermediate features before up-
loading them to the cloud, the obtained compression ratios
are significantly less compared to our work. For instance,
as reported in [6], the maximum achieved compression ratio
is reported as 3.3×. However, with the proposed trainable
butterfly unit, we achieve up to 256× compression ratio when
the butterfly unit is placed after RB1 (in which the channel
size is reduced from 256 to 1). This shows that in collaborative
intelligence framework, the compression using the proposed
learnable butterfly unit can significantly perform better than
traditional compressors.
IV. CONCLUSION AND FUTURE WORK
As the core component of today’s intelligent services, DNNs
have been traditionally executed in the cloud. Recent studies
have shown that the latency and energy consumption of DNNs
in mobile applications can be considerably reduced using
collaborative intelligence framework, where the inference net-
work is divided between the mobile and cloud and intermediate
features computed on the mobile device are offloaded to the
cloud instead of the raw input data of the network, reducing
the size of the data needed to be sent to the cloud. With
these insights, in this work, we develop a new partitioning
scheme that creates a bottleneck in a neural network using the
proposed butterfly unit, which alleviates the communication
costs of feature transfer between the mobile and cloud to a
greater extent. It can adapt to any DNN architecture, hardware
platform, wireless connections, and mobile and server load
levels, and selects the best partition point for the minimum
TABLE IV
THE END-TO-END LATENCY, MOBILE ENERGY CONSUMPTION, AND OFFLOADED DATA SIZE FOR DIFFERENT PARTITION POINTS IN RESNET-50 USING
THE PROPOSED METHOD
Layer RB1 RB2 RB3 RB4 RB5 RB6 RB7 RB8 RB9 RB10 RB11 RB12 RB13 RB14 RB15 RB16
Offloaded Data (KB) 3.1 3.1 3.1 1.6 1.6 1.6 1.6 1.0 1.0 1.0 1.0 1.0 1.0 0.5 0.5 0.5
Latency 3G (ms) 23.7 24.7 25.6 15.0 15.9 16.8 17.7 14.3 15.4 16.2 17.1 17.9 18.8 16.1 17.1 17.9
Energy 3G (mJ) 21.6 22.4 23.3 13.7 14.4 15.4 16.2 13.1 13.9 14.7 15.5 16.4 17.2 14.8 15.7 16.6
Latency 4G (ms) 5.2 6.1 6.9 5.8 6.7 7.6 8.5 8.6 9.6 10.5 11.2 12.1 13.1 13.1 14.2 15.1
Energy 4G (mJ) 9.8 11.6 13.2 10.9 12.7 14.3 15.9 12.6 13.1 14.3 15.2 16.3 17.0 14.4 16.8 17.2
Latency Wi-Fi (ms) 2.4 3.3 4.1 4.3 5.2 6.1 7.0 7.7 8.6 9.4 10.7 11.1 12.2 12.9 13.8 14.7
Energy Wi-Fi (mJ) 4.8 6.8 8.7 9.1 11.2 13.1 14.9 12.1 12.7 13.9 14.8 15.5 16.3 14.1 16.1 16.6
TABLE V
COMPARISON OF THE PROPOSED METHOD WITH MOBILE-ONLY AND CLOUD-ONLY APPROACHES
Setup Latency (ms) Energy (mJ) Butterfly Unit Location Offloaded Data (B) Accuracy
Mobile-only - 15.7 20.5 - 0 76.1
Cloud-only
3G 1101 1047.4 - 150528 76.1
4G 208.4 528.3 - 150528 76.1
Wi-Fi 98.1 342.1 - 150528 76.1
Collaborative
3G 14.3 13.1 After RB8 980 74.0
4G 5.2 9.8 After RB1 3136 74.1
Wi-Fi 2.4 4.8 After RB1 3136 74.1
end-to-end latency and/or mobile energy consumption at run-
time. The new network architecture, including the introduced
butterfly unit after a selected layer of the underlying deep
model, is trained end-to-end. Our proposed method, across
different wireless networks, achieves on average 53× im-
provements for end-to-end latency and 68× improvements for
mobile energy consumption compared to the status quo cloud-
only approach for ResNet-50, while the accuracy loss is less
than 2%.
As a future work, the extent of reduction in the feature
data size which is transferred between the mobile and cloud
can be explored. Furthermore, the efficacy of the proposed
method can be investigated for different DNN architectures
and mobile/server load variations. Additionally, collaborative
intelligence frameworks by considering the advent of revolu-
tionary 5G technology can be studied.
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