Abstract-This paper proposes a novel ridge-adding-based approach for handling singularities that are frequently encountered in the powerful SVMpath algorithm. Unlike the existing method that performs linear programming as an additional step to track the optimality condition path in a multidimensional feasible space, our new approach provides a simpler and computationally more efficient implementation, which needs no extra time-consuming procedures other than introducing a random ridge term to each data point. Contrary to the existing ridgeadding method, which fails to avoid singularities as the ridge terms tend to zero, our novel approach, for any small random ridge terms, guarantees the existence of the inverse matrix by ensuring that only one index is added into or removed from the active set. The performance of the proposed algorithm, in terms of both computational complexity and the ability of singularity avoidance, is manifested by rigorous mathematical analyses as well as experimental results.
On the SVMpath Singularity classification problem is as follows:
where C > 0 is a cost parameter that controls the tradeoff between the regularization effect and the empirical risk minimization, φ : R n → H is a function that maps the feature points x i onto a high-dimensional Hilbert space H, and (·) T is the transpose of a vector or a matrix. To emphasize the role of regularization, we rewrite the objective function in (1) as follows:
where the regularization parameter λ is 1/C. Conventionally, the regularization term λ (or the cost C) is regarded as a genuine nuisance parameter and a default value is used as a common practice even though it is not the optimal choice. Several reliable numerical implementations have emerged to fit the SVM model for a particular choice of the regularization parameter λ [6] , [7] . Actually, the value of λ plays an important role in capacity control by maintaining a proper balance between empirical loss and regularization level. Therefore, the choice of λ can be critical to the performance of SVM training, and finding a suitable λ is by no means a trivial task. A straightforward approach is to solve SVM problems for every value of λ and then select the model that has the highest performance. The massive computation involved in the exhaustive search, however, makes this simple approach intractable for real applications.
To reduce the computational cost in the SVM regularization parameter selection, more recently, Hastie et al. [8] proposed a novel algorithm that was referred to as the SVMpath algorithm in his research. The SVMpath algorithm is capable of fitting the entire path of SVM solutions for every value of the regularization parameter, with essentially the same computational cost as fitting one SVM model. This is based on the piecewise linear structure of the solutions with respect to λ. The SVMpath algorithm provides such an important tool for obtaining the entire piecewise linear regularization path that it is extended to other related problems, such as support vector regression (SVR) [9] , [10] , l 1 -minimization [11] , compressed sensing [12] , and multiple-input and multiple-output precoder optimization [13] .
The SVMpath algorithm employs the active set method for solving the quadratic programming (QP) problem associated with SVM. Efficiently implemented active-set methods are successfully applied to SVM training, which offer high precision and incremental training. As previously reported in the literature, active-set methods, however, must deal with the problem of potential singularities [5] , [14] , [15] . The SVMpath algorithm, which relies on the active-set method to identify the search direction in each iteration, suffers from a lack of provision for singularity. It will result in algorithmic instability when the data set contains duplicate data points, nearly duplicate points, or points that are linearly dependent in the kernel space [8] , [16] . Such data sets are quite common among many real-world data, especially if either nominal features are present or complex kernel functions are used or both.
An improved SVMpath algorithm, termed as the ISVMP algorithm, was proposed to deal with singular data set in [16] . It differs from the SVMpath algorithm in that a multidimensional feasible space for the optimality conditions is adopted to solve the tracking problem, rather than assuming the tracked path is of one dimension. Such treatment allows the algorithm to derive a search direction strictly satisfying the optimality conditions even a singular active matrix is encountered. Nevertheless, the main drawbacks of this technique are as follows: 1) the procedure of multidimensional feasible space determination is rather complicated, and an additional linear programming is required to track the optimality conditions, therefore, it is much more time consuming than the SVMpath algorithm and 2) the convergence to global optimality is not theoretically guaranteed, thus resulting in possible cycling and algorithmic instability.
In this paper, we aim at proposing a novel approach to handle the singularity problem in the SVMpath algorithm. Unlike the ISVMP algorithm involving a rank-degeneracy testing and an additional linear programming, our new method introduces a random ridge term to each data point to avoid the occurrence of singularity in the SVMpath algorithm. Although it is a common technique for regularization of ill-posed problems, the existing ridge-adding method will fail to prevent singularities if the ridge tends to zero. This is due to the nature that the reconstructed matrix may have a bad condition number. In this paper, we propose a novel way of adding a random ridge term to ensure that only one index is added into or removed from the active set, rather than directly modifying a singular matrix to guarantee the existence of the inverse matrix. Thus, our approach is different from the conventional ridge-adding methods. To demonstrate that the new approach works and no active matrix having a bad condition number occurs, we are going to proceed through the following three steps.
1) We first establish a sufficient condition of avoiding singularities based on a rigorous mathematical argument. 2) We then present our strategy of adding random ridges to satisfy the sufficient condition. 3) We finally prove that the active set never chooses a data point that makes the new active matrix low-ranked.
With no burdens of rank-degeneracy test and extra linear programming, the proposed method possesses significant advantages over the ISVMP algorithm in terms of both simpler implementation and lighter computational load. The rest part of this paper is organized as follows. Section II briefly reviews the conventional SVMpath algorithm and discusses the singularity problem. Section III presents our improved method for handling such singularities. Section IV verifies the validity of our method on singular data sets. Finally in Section V, we summarize our main findings and draw our conclusion of this paper.
II. REVIEW OF THE SVMPATH ALGORITHM
To facilitate our discussion and make this paper selfcontained, in this section, we briefly review the conventional SVMpath algorithm and the associated singularity problem. For a detailed description of this algorithm, the readers are referred to [8] and [16] .
Given the SVM classification problem (2), we can construct its Lagrangian dual form, which is a QP problem as follows:
is the kernel function and α i is the Lagrange multiplier. The objective function can also be rewritten in a matrix form as follows:
As the kernel matrix K is a constant symmetric matrix, it can be decomposed as K = D T D. Then, the dual problem (3) becomes the following:
It is noteworthy that the decomposition of K is nonunique and the introduction of D is only for the purpose of easy exposition and explanation. Actually, our method does not require the explicit expression of D. All computations will be done using the kernel function K (x i , x j ) rather than D.
Following the convention in [8] , we partition all data points, based on values of the associated α's, into three subsets, R, E, and L, which correspond to the index sets containing right, elbow, and left points, respectively. Specifically
where the set E is also referred to as active set. The Karush-Kuhn-Tuchker (KKT) optimality conditions of the dual form (5), in terms of these new definitions, are as follows:
where μ λb. It is well known that the KKT optimality conditions play a critical role in determining the optimal solution. If α satisfies all these conditions (6)-(10), it must be an optimal solution to the SVM dual problem.
A. SVMpath Algorithm
The general principle undergirding the SVMpath algorithm is to trace the solution path along the KKT optimality conditions, parameterized by λ, while evolving the parameter from an initialized λ (0) , whose corresponding solution is known as α (0) , to a desired one. For notational compactness, we rewrite the KKT conditions in the form of matrix multiplication, that is, for ∀i ∈ E
where D E is a matrix with columns corresponding to the indexes in E. It is easy to see that [μ α] T is linear in either λ or C. Differentiating both sides of (11) with respect to λ yields the following:
where μ = dμ/dλ and [α ] i = dα i /dλ. As each point in R ∪ L remains in its original set with a sufficiently small change of λ, its derivative must be zero
Therefore, we can rewrite (12) by the following:
Let
If A E is of full rank, the SVMpath algorithm obtains a search direction corresponding to the movement of μ α E as follows:
Then, μ and α E are updated as follows:
where (·) (l+1) is the updated version of (·) (l) after the occurrence of the lth event (dropping event or adding event).
Using (16) 
where α
can be determined by the following:
The SVMpath algorithm starts with a large initialized λ (0) and recursively computes λ (l) , l = 1, . . ., in decreasing value of λ, therefore the candidates of λ must be negative. By examining this condition, the smallest value of | λ| for which one of the above events first occurs is selected to obtain the following:
The SVMpath algorithm updates sets R, E, and L, and goes back to calculate (15) in an iterative way. Thus, the SVMpath algorithm proceeds to track the KKT optimality conditions in 1-D space until termination.
B. Singularity Problem in the SVMpath Algorithm
As the SVMpath algorithm is an active-set method, it might suffer from a lack of provision for potential singularities when solving for the search direction at each iteration. This is due to the rank deficiency of the matrix A E .
As mentioned in Section II-A, the SVMpath algorithm has to assume the matrix A E is of full rank to obtain the updated directions μ and α E based on the inverse of A E . A violation of this assumption will result in algorithmic instability and thus failure of the SVMpath algorithm. Unfortunately, the assumption of full rank is not always valid, especially in the data set having duplicate data points, or points that are linearly dependent. The presence of such data set is common among real-world data, and becomes more prominent in largescale applications [16] . As shown by the examples provided in Section III of [16] , in situations where singular A E exists, the SVMpath algorithm will halt because of the failure in calculating (15) .
III. HANDLE THE SINGULARITY PROBLEM
IN THE SVMPATH ALGORITHM In this section, we present our method to handle the singularity problem in the SVMpath algorithm. Unlike the ISVMP algorithm adopting an additional linear programming to track the optimality condition path in a multidimensional feasible space, our new approach provides a simpler and more computationally efficient implementation, which does not need extra procedure except introducing a random ridge term to each data point. For ease of exposition, we proceed as follows. We begin in Section III-A by proposing a sufficient condition under which singularities can be avoided. In Section III-B, we show that introducing a random ridge term to each data point guarantees the proposed sufficient condition. Next, in Section III-C, we clarify the difference between our ridge-adding method and the existing method. Finally, in Section III-D, we derive a computational speedup method using a QR decomposition with column pivoting.
A. Sufficient Condition of Singularities Avoidance
Before providing a sufficient condition under which singularities are avoided in Theorem 2, we first present some auxiliary results. Throughout the rest part, the phrase sufficient condition refers always to that established in Theorem 2, unless otherwise specified. We start from introducing Lemma 1 below, which establishes a relationship between the ranks of A E (l) and the matrix as follows:
Lemma 1: The matrix A E (l) is of full rank, if and only if the matrix M l is column full rank.
Proof: See Appendix I. With the assistance of Lemma 1, we are capable of deriving an interesting rank property of A E (l) in the following theorem.
Theorem 1: Assume A E (l) is of full rank. If there is only one index entering or leaving the active set E (l) at λ (l+1) , A E (l+1) will retain full rank as long as E (l+1) is nonempty.
Proof: According to Lemma 1, the full rankness of A E (l+1) is ensured by showing that the column rank of M l+1 is full, when there is only one index entering or leaving the active set at λ (l+1) .
We first assume the dropping event happens. As M l is column full rank at λ (l) , the matrix M l+1 that consists of the columns of the original matrix is also column full rank as long as E (l+1) is nonempty.
We next assume the adding event happens. Obviously, E (l+1) is nonempty. Without loss of generality, let E (l) = {1, 2, . . . , m} and (m + 1) be the new index entering E (l) . The result of column full rankness will be achieved in a contradiction manner as follows. Assume there exists a nonzero vector β such that
where D i: j is a submatrix spanned from the i th to the j th columns of D, and d m+1 is the (m + 1)th column of D. Then, based on whether or not m i=1 β i = 1, the following two scenarios can happen. 1)
According to the KKT condition (9) or (11) at λ = λ (l+1) , we have the following:
Using (21) and the assumption of
which contradicts the KKT condition for the (m + 1)th
From the KKT conditions at λ = λ (l) , we have the following:
which means that the (m + 1)th data point has already entered the active set E (l) at λ = λ (l) . This contradicts the theorem assumption that
is column full rank. Therefore, the assumption in (21) 
remains column full rank when the adding event happens.
Remark 1:
The way to obtain initializations (
, and L (0) ) was described in [8] , and a much more efficient method for the initial configuration with imbalanced classes was provided in [17] . Using these initial configuration methods, we are always able to obtain an initial A E (0) with a full rank.
Remark 2: The dropping event allows an empty E (l+1) . The empty case, however, does not invalidate the proof of Theorem 1. If this occurs, we can resort to the initial configuration methods described in [8] and [17] to calculate λ (l+2) and E (l+2) , and then obtain the corresponding A E (l+2) with a full rank.
Considering the above remarks, Theorem 1 can be reformulated as follows:
Theorem 2: If there is only one index entering or leaving the active set with the change of the value of λ at one time, the active matrices A E (l) , l = 1, 2, . . . , retain full rank.
According to Theorem 2, the sufficient condition for avoiding singularities is that only one index is added into or removed from the active set at one time. This condition, however, is not always satisfied in practical implementations. If the smallest value of | λ|, determined by (18) or (19) , is nonunique, more than one indexes will simultaneously enter in or leave out of the active set. Under this circumstance, some strategies must be adopted to guarantee the uniqueness of the smallest value of | λ|.
B. Guarantee the Sufficient Condition by Adding Random Ridges
As just remarked, to satisfy the sufficient condition, it suffices to make the smallest value of | λ| unique so that only one index is added into or removed from the active set 
This is equivalent to modifying each data point by adding a small random ridge. With the modified matrixD, the dual SVM classification problem (5) turns to the following:
s.t. 
whereD,α, andμ tend to D, α, and μ, respectively, as i, j → 0. Then, the corresponding search direction can be calculated from the following:
Because of the randomness of i, j , the smallest value of | λ|, similarly calculated from (18) or (19) , is unique almost surely (with probability one). Thus, only one index corresponding to the smallest value of | λ| is chosen, and it will be either removed from the active set [if the smallest | λ| comes from (18) ] or added into the active set [if the smallest | λ| comes from (19) ].
To verify the validity of our method of adding random ridges, a simple example is in order, where the data set contains both linearly dependent points and duplicate points. 1 Consider a 2-D data set with six points in the form of (i : y i , x i ) as follows: Under this setup, it is easy to check that points 2 and 3 are duplicates of each other, and points 1, 2 (or 3), 4, and 5 are linearly dependent.
Table I(a) shows the path finding steps of the SVMpath algorithm with the candidate λs that are obtained from the 5) are removed from the active set, and meanwhile, three points (2, 3, and 6) are added into the active set. Clearly, the sufficient condition for avoiding singularities at λ (1) is invalid. In such situation, let us further check the rank of the active matrix. As points 2 and 3 are exact duplicates of each other, the matrix
is singular. From Lemma 1, we obtain that the active matrix A E (1) is also singular. Therefore, the SVMpath algorithm is disturbed when calculating the new search direction [in (15) ] for the next event. In other words, the SVMpath algorithm may fail when the sufficient condition is invalid. The similar results can be found in the examples of [16] . It is of interest to see what will happen in the presence of random ridges. We generate a ridge matrix from a normal distribution, whose MATLAB-based expression is via 10 −6 · randn(2, 6). Table I(c)] . Whatever sequence occurs, the associated active matrices are all nonsingular and the SVMpath algorithm thus proceeds smoothly until λ = 0, which is consistent with Theorem 2. Moreover, the cost of the SVM problem (5) in the presence of random ridge is very similar to the one without random ridge. 3 The reason is that the random ridge term is negligible small compared with the values of data points.
C. Difference Between Our Method and the Existing method
Ridge adding is a common technique that is employed in dealing with singular matrix inversion and optimization. The most obvious way to remove singularities is to manipulate the singular active matrices directly. Specifically, it tries to modify the singular matrix A E (l) for some l by adding a ridge term (l) as follows:Ā
(l) can be chosen as a random matrix, as well as a constant one, e.g., I, where is a small constant. Clearly, the inverse matrix ofĀ E (l) exists, as long as the added ridge is sufficiently large, and then an approximate search direction can be obtained. This kind of method may avoid the singularity problem in practice, but it has at least two major drawbacks as follows.
1) It is very challenging to choose the elements of (l) suitably in practice. If the elements of (l) are too large, the approximately obtained search direction could deviate far from the optimal one, and hence substantially deteriorates the performance of SVMpath. On the other hand, if the elements of (l) are too small,Ā E (l) could have a bad condition number, resulting in possible algorithmic instability. 2) Even though the elements of (l) are properly chosen, the effect of the added ridge will gradually accumulate along the solution path as more singular events occur (because the added ridge cannot be arbitrarily small). Therefore, the resultant solution path could again diverge a lot from the optimal one, especially for large data sets. Unlike the above naive method, which directly modifies each singular matrix to guarantee the existence of the inverse matrix, our method adopts a distinctly different strategies, which ensures that only one index is added into or removed from the active set through ridge addition. Now, a natural question arises: does our way of adding ridges suffer the same drawbacks as the existing method? We answer this question with the assistance of the following theorem.
Theorem 3: IfÂ E (l) is of full rank,Â E (l+1) will be of full rank for arbitrarily small random ridge.
Proof: The proof is provided in Section III-E. With Theorem 3, we claim that our method can overcome the two aforementioned drawbacks as follows.
1) Per Theorem 3, the active set never selects a data point that makes the new active matrix have a bad condition number. In other words, even if the random ridges i, j ∀i, j , defined in (25), tend to zeros, our method is still capable of avoiding potential singularities. Hence, the choice of random ridges is no longer challenging. A reasonable accuracy can be maintained by choosing sufficiently small random ridges, e.g., O(10 −n ) with n ≥ 6. 2) At the beginning of fitting the path of SVM solutions, our method modifies the data set by adding random ridges for just once. Therefore, the accumulated effect of the added random ridge can be greatly suppressed, if not completely eliminated. Actually, the generated solution path of (26) is almost identical to that of (5), as long as the ridge terms are sufficiently small. Specifically, if we choose sufficiently small random ridges, e.g., O(10 −n ), the problem (26) can be rewritten as follows:
Obviously, the distance between the optimal solutions to (26) and (5) is of order O(10 −n ) for every value of the regularization parameter λ.
D. Computational Speedup
With Theorem 3, we further claim that there are at most M + 1 margin vectors (corresponding to indices in E) for any value of regularization parameter if the data feature point is mapped into M-dimensional space. Otherwise, the matrix
is singular, and so is the active matrixÂ E by Lemma 1. This result is consistent with the one in [20] . The nondegenerate case mentioned in [20] corresponds to the case of one index entering or leaving the set E (l) at each and everyλ (l) . Considering this claim mathematically, we have the following:
Corollary 1: There are at most M + 1 margin vectors (corresponding to indexes in E) for any value of regularization parameter if the data feature point is mapped into M-dimensional space.
According to Corollary 1, we are able to derive a computational speedup method especially for a large M. When M is large, the most computationally expensive part in the proposed algorithm is the inverse ofÂ E in (30). An alternative to solving the (30) is to perform a QR decomposition ofÂ E (e.g.,Â E = QR) so that
Then, the search direction can be efficiently obtained by Gaussian elimination. It is well known that whenÂ E is changed only by an addition/deletion of a row/column, insertion/deletion can be used to return the new matrices Q and R without recomputing the QR decomposition from scratch. Such formulas are able to reduce the computational cost substantially up to one order
is very large. As the QR update decomposition is very well addressed in the literature (e.g., [21] , [22] ), its discussion is omitted here. The Q R update formula discussed here is similar to the one in [16] . We will verify this computational reduction when radial basis function (RBF) kernel is used (see the results of Simulation 2 in the next section). The reason is that RBF kernel maps the data feature point into a very high dimensional space.
E. Proof of Theorem 3
As the proof for the dropping event is trivial, we only show that Theorem 3 holds true for the adding event. Without loss of generality, let E (l) = {1, 2, . . . , m} and (m + 1) be the new index entering into the active set at λ = λ (l+1) . The rest proof will be achieved in a contradiction manner.
Proof: Assume thatÂ E (l+1) has a bad condition number. According to Lemma 1, there must exist a nonzero vector β such that
or, equivalently
where τ is a vector determined by the random ridge (τ → 0 as i, j → 0). β is independent on the random ridge, which is uniquely determined by (21) . Letα (l+1) andα (l+1) + be the optimal solutions to the problem (26) at λ =λ (l+1) and λ (l+1) + , respectively, where subscript + is the state just after the event (e.g.,λ (l+1) + =λ (l+1) + δ). Then,α (l+1) + can be rewritten as follows: 
where
From (28), the left side of (37) can also be rewritten as follows:
Hence, we obtain the following:
Using (34), we have the following:
To gain some insight, we rewrite (41) and ( 
According to (43), we claim the following:
whose reason follows directly from (30) and thatÂ E (l) is of full rank. With these results, we are going to deduce a contradiction.
On the one hand, the KKT optimality condition for the index (m + 1) at λ =λ (l+1) + is as follows:
where (47) follows from (39). Then, we have the following:
As i, j → 0, (48) becomes the following:
On the other hand, the KKT optimality condition for the index (m + 1) atλ (l+1) − ( λ (l+1) − δ) is as follows:
Note thatd
thus, (50) leads to
which contradicts (49). The proof above exploits the special structure of the KKT optimality conditions, therefore it can be possibly extended to similar problems such as v-SVM, SVR [9] , and regularization parameter selection [23] .
IV. SIMULATION RESULTS
In this section, we run some simulations to illustrate the correctness and performance of our proposed method. The computer codes are developed in MATLAB 2009 and run on an Intel Core 2 processor E5400 @ 2.7 GHz with 4 GB RAM under the Windows 7 operation system. Nine real data sets are obtained from the University of California at Irvine repository [24] , whose characteristics are given in Table II . Each feature vector is normalized to have zero mean and unit variance. Two commonly used kernels are tested on these data sets as follows: 1) linear kernel where K i, j = x T i x j and 2) RBF kernel where
. To verify that the new approach works and no active matrix has a bad condition number under real data set, Simulation 1 gives the whole path finding steps with respect to the candidate λs for the data set balloons, where linear kernel and RBF kernel are used with an added ridge 10 −6 · randn( seed , 0). As shown in Table III , (where | · | and κ(·) are, respectively, the cardinality and the condition number), the SVMpath algorithm fails to work because of many duplicate points in the data set of balloons. Tables IV and V show that our method ensures only one data point moving from one set into another one with the change of λ, and the active matrix never has a bad condition number. Moreover, from Table IV, we also see that the cardinality of the active matrix ≤ 5 when linear kernel is used. As the dimension of the data set balloons is M = 4, it is easy to verify the correctness of Corollary 1, which implies that the size of the active matrix is at most M + 1(= 5). Fig. 1 shows the cost performance obtained by the proposed method, which is done by evaluating the cost, −1/(2λ)α T D T Dα+1 T α, with respect to λ. The result shows that our method and the CVX method (directly computing for each and all λ using CVX, a package for specifying and solving convex programs [18], [19] ) achieve the same performance, which demonstrates that our method maintains a reasonable accuracy.
In Simulation 2, we consider a large number of real data sets, on some of which the active matrix is often singular or the KKT optimality conditions are often violated (e.g., inosphere, wbc, Hillvalley, and German [16] ). This simulation shows that both the proposed method and ISVMP are able to properly handle data sets in which SVMpath fails. Tables VI and VII show the results achieved by ISVMP and the proposed method for linear and RBF kernels, respectively. The quantities |E| max , l max , N LP , and N KKT are the maximal cardinality of the set E, the total number of events among the path from λ = 10 −2 to 10 3 , the number of times of activematrix singularity, and the number of times of KKT condition violation, respectively. The quantities t SVD , t INV , and t UD are the CPU times used for SVM training (excluding the time for initialization, computation of kernel matrix, and writing to output file) using SVD, inverse, and the QR update formula. Several observations are obtained from Tables VI and VII as follows: 1) the computational time for RBF kernel is in general higher than that for linear kernel. This can be explained by the larger cardinality |E| for the RBF kernel, which is determined by the dimension of the mapped space (Corollary 1); 2) for linear kernel, the QR update formula costs a slightly longer time because of the small value of M; whereas for RBF kernel, the QR update formula reduces significantly the amount of computational cost. These results are consistent with the discussions in Section III-D; 3) the total number of events required by our method is often larger, because our method allows only one index entering or leaving the active set, rather than allowing several indexes as in [16] ; and 4) our method is much faster than that in [16] , although it requires a large number of events. The reason is that our method needs no test of rank degeneracies as well as an additional linear programming among a multidimensional feasible space when a singular active matrix is encountered. Figs. 2 and 3 compare the cost performances between our method and ISVMP for linear kernel and RBF kernel, respectively. The coincident of the two curves demonstrates that our method always achieves the global optimal solution. This, in return, verifies numerically that the search direction obtained by our method is optimal for each λ.
In Simulation 3, we run some Monte Carlo simulations to show the performance and runtime of our method, where the data set spambase is used and all the methods employ the QR update formula. Figs. (4)- (6) show the number of events, average of |E|, and runtime of each method versus the sample size N for linear kernel and RBF kernel, respectively, where the N data points are uniformly chosen from the data set spambase. Each curve is obtained by averaging the results over 100 trails. All the figures reaffirm the following: 1) our method requires more events to determine the whole path of SVM; 2) the number of margin vectors is always smaller than M + 1; and 3) our method has significant advantages over the ISVMP algorithm in terms of implementation simplifiction and computating time reduction.
V. CONCLUSION
This paper proposed a novel method of adding random ridges to fill the gap in handling the singularity problem of the SVMpath algorithm. Unlike the state-of-the-art ISVMP algorithm that adopted rank-degeneracy testing and additional linear programming to track the optimality condition path in a multidimensional feasible space, our new approach provided a simpler and computationally more efficient implementation, which did not need extra procedures except introducing a random ridge term to each data point. Theoretical analyses and experimental results demonstrated that the new approach worked well in occurrence of singular active matrix. We also proved that there were at most M + 1 margin vectors (corresponding to indices in E) for any value of regularization parameter if the data feature point was mapped into M-dimensional space. According to this result, we further proposed a QR update formula that substantially reduced the computational cost up to one order when M is very large. The one limitation of our method was that its ability in handling the singularity problem was with probability one, which meant that, in some rare cases, it might fail to work. However, in such case, we just needed to change the added ridges with another random seed. The other limitation was that the proposed method did not apply to those SVM training methods whose active sets were randomly chosen.
