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0110 11001 11100 11・・・
が送信され，










例えば 11001 1 1001 1 1001 1 (4個の情報ヒ・ットと 8個の検査ピット)を送信して， 1 1001 1 
















うな長さ η のピット列全体 Cを線形 [π，k]符号という .Cに含まれるピット列は Cの符号語と
呼ばれる.
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先に図で述べたようにしてできる長さ 5のピット列の全体を αとしよう.α は線形[.5，4] 
符号である.それは 4個の情報ピット XIX2X3X4(Xiは Oまたは 1)に，一次式
Xl + X2 + X3 + X4 + X5 = 0 
で定まる検査ピット X5(0または 1)を付加してできるピット列 XIX2X3X4X5の全体だからであ
る.ただし，集合 {O，l}上の足し算は
|+ 10111 
1o 10 11 1 
|1 11 1 0 1 
で与えられるものとする.すなわち，例えば，
1 + 0 + 1 + 1 + 0 = 1， 1 + 0 + 1 + 1 + 1 = 0， 
などとなる.さらに，集合 {O，l}上の掛け算を
|110 11 1 
|0110101 ・
11110 11 1 
と定める.このような足し算と掛け算をそなえた集合 {O，l}をこれからは F とかくことにしよ
う.Fでは X+X=Oだから -X=Xであることに注意する.
長さ η のピット列 XIX2・ zπ をベクトノレのように:z:= (Xl，X2，・.， Xπ)と表すこともある(た
だしもとの記法も併用する).その全体を F = {(Xl，X2，・.， Xn)I Xl ， X2 ，. ・ • ，Xn E F}とかく.
F司にはあきらかに 2n個のピット列が含まれる.
ベクトノレの記号を用いたついでにピット列 :z= (Xl， X2，・.，Xn)とピット列 y= (Yl， Y2，・.，Yn) 
の和を，
:Z:+ν = (Xl + Yl， X2 + Y2， ・ ，Xπ+Yn)，
また内積:z:.yを，
:z . y = XIYl + X2Y2 +・ +XπYn
で定める.この和と内積については:z:. (ν+ z) = :z . y + :z. zが成り立ちすぐ後で利用される.
これらの取り決めのもとでは，回を次のように述べることができる.
(l，l，l，l，l).:Z: = 0をみたすヒーット列:z:= (Xl，X2，X3，X4，X5)の全体が，先に述べた C5である.
F5には 25= 32個， C5には 24= 16個のピット列が含まれる.C5の符号語 zを送信する.C5 
の符号語でない長さ 5のピット列 UεF5，すなわち， (1，1，1，1，1). Y =f.0なる Uを受信したら，




ット列 Z向 Z山に，検査ピ・ット Z向 Xrを，次の一次式
X2 + X3 + X4 + X5 = 0 
Xl + X3 + X4 + X6 = 0 
Xl + X2 + X4 + Xr = 0 
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で定め，長さ 7のピット列 x= (Xl， X2， .・" Xi)にする.このようにしてできたヒ'/ト列 zの全
体を C7とかく.C7は線形 [7，4]符号で， 2元ハミング [7，4]符号として知られるものである.
例えば 1001に付け加える検査ビット XSX6X7は，Xl = 1， X2 = 0， X3 = 0， X4 = 1であること
から，上の式を用いて
Xs = X2 + X3 + X4 = 1， X6 = Xl + X3 + X4 = 0， Xi = Xl + X2十X4= 0 
と計算でき， 1001は， 1001100 E Ciと符号化される.
いま，
p=  (0，1，1，1，1，0，0) 
q= (1，0，1，1，0，1，0) 
r = (1，1，0，1，0，0，1) 
とおく.すると， Csを内積により表したように，C7も
C7 = { xE F7 I p. x = q・x=r・x= O} 









































el = (1，0，0，0，0，0，0) 
e2 = (0，1，0，0，0，0，0) 
e7 = (0，0，0，0，0，0，1) 










































































































3 4 .J 6 7 
が得られる. 誤りが l箇所だけなら，この表をみて，次の例のように訂正できる.すなわち，
情報ピット (1，0，1，1) ー→ ε=(1，0，1，1，0，1，0) 符号化)































































となる. しかし， 7ピットの送信中 2箇所で誤りを発すると情報 4ピットを誤って復号する.
問2 次を符号化せよ.
(1) 1000 (2) 0100 (3) 0010 (4) 0001 (5) 1010 (6) 1101 
問3 次の受信ベクトルを復号化せよ.









~ 2.1簡単な暗号系 最も単純な暗号系は文字 A-Zとその順序をランダムに入れかえたものと
の対照表を用いるものであろう.この対照表がこの場合の暗号化鍵・解説鍵である.しかしこれは
鍵を外部に漏らさずに保有するのが難しい.それよりもむしろ， A-Zを並びのまま 3字うしろ
へずらす(うしろへはみ出した x-Zは A-Cに対応させる)ほうが機動性に富んでいる2 例




{O， 1， 2， 3， "'， 24，25} 
の上に，a， b E Z26に対して，
α+bは，通常の α+bを 26で寄lった余り，
αbは，通常の αbを 26で割った余り
なる足し算と掛け算を定義したものである.Aには 0，Bには 1，Cには 2，・ Zには 25を対応
させておく.文字に対応する数値zに対して Z26でy=x+3を行うのが暗号化，x=ν+23 = y-3 
を行うのが解読である.例えば，
Y → 24 → 24 + 3 = 1 → B 暗号化)
B → 1 → 1 + 23 = 24 → Y 解読)
2少し時間を稼げばよい場合は.
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で解読する.もちろん a-1は Z26の αc= 1なる C のことである.これができるためには，
gcd(α，26) = 1としておけばよい.ここに， gcd(s， t)は sとtの最大公約数を表し， gcd(s， t) = 1 
のとき sとtは互いに素，sはtと素，あるいは， tは sと素という.この方法では，KE= (α， b)
が暗号化鍵，KD = (α-1， -a-1b)が解読鍵である.これはアフィン暗号と呼ばれる.
通常，メッセージは単語と単語の問のスペースがなければ読みにくいし，コンマやピリオド，数





h字組 スペースも 1字と見て，平文を例えば3字単位で分割する (k= 3). このひと区切りの
文字列 AoA1A2に数値 α0，α1，向が対応するとき4 この区切りに x=α2N2+α1N+α。なる数
値 Z を対応させる.長さ 3の区切りは N3通りあるが，こうすれば，それらに ON2+ON+0 = 0 
から (N-1)N2 + (N -l)N + (N -1) = N3 - 1までの N3通りの数値が 1対 1に対応する.
αが N と素であるような α，b ξ Z(N3)を一組決めておいて，Z(N3)で y=ω +bを計算する.
次に， ν(0~ y < N3)の3桁の N 進表示 y= b2N2 + b1N + bo = (b2b1bo)Nを求めて，数値
bo， b1， ~に対応する文字列 BoB1B2 に暗号化する.こうすれば文字の頻度分析はかなり難しく
なる.これが3字組に拡張されたアフィン暗号化である.
この方法を多くの人が使えるためには，少なくとも，使用できる N 文字の指定と， 0から N-1
までの数値との対応表は，規格として認められている必要がある.その上で，例えば k字組に拡
張されたアフィン暗号ならば， αが N と素であるような α，b εZ(Nk)を他人に知られないよう






















公開鍵暗号の一つに， Rivest， Sha.mir， Adlema.nの 3人が作った RSA暗号がある.それは，
整数に関する次の有名な定理に基づくものである.
フヱルマ・オイラーの定理 1，2， .・ nの中の zで gcd(x，n)= 1をみたすものの個数を t.p(η)
とかく.すると， gcd(α，n) = 1をみたす任意の整数 αに対して a<p(n)ー 1は πで割り切れる1
問3 Pが素数のとき t.p(p)= p -1を示せ.
問4 p， qが相異なる素数のとき t.p(pq)= (p -l)(q -1)を示せ.
t.p(π)はオイラーの関数とよばれ， gcd(m，π) = 1ならば ψ(mn)= t.p(m)t.p(n)という性質も持つ
ている.
RSA暗号における公開鍵の作り方 メッセージに使用できる文字N個とそれらの Oから N-1
までの数値との対応付けは規格化されているものとする.さらに，Nk， Nlが 10進でそれぞれ
200桁位になるような整数 k，1 (kく l)を，これも規格として，設定しであるものとする.
鍵の作成者は， 100桁位の素数の中から Nk<pqく Nlをみたす十分に離れた 2つの素数 p，q 
を密かに選び， π=pqを計算する.
次に，公式 ψ(n)= (p -l)(q -1)により t.p(π)を計算し， gcd(e， t.p(n) = 1なる整数 e(1く
eく ψ(π))を適当に選び，Z(<p(π))における d= e-1を計算する.
そして，暗号化鍵として KE= (e，η)を公開し，KD = (d，n)の dを鍵の作成者だけの秘密と
する.作るときに用いた pや qや t.p(n)は忘れてしまってもよい.
以上のことは計算機を使えばすべて容易にでき，一方，KEの eとπから t.p(n)を，したがっ
て dを求めることが8 ほとんど絶望的であることがポイントである. 100桁位の整数が素数であ
るかなし、かを判定するのは計算機を使えば簡単であるのに対して， 100桁位の最小素因数をもっ
合成数 η を素因数分解したり，伊(n)の値を求めるのは，よほど幸運なときを除き現在のところ膨




ー問 1では m=10だが m がいくら大きくてもユークリッドの互除法を計算機上で実行すればたちどころである.
7この定理の証明は省略するがそんなに難しくはない.この話での眼目の一方は πが2つの素数 p，qの積であると
きp，qを知っている者(鍵の作成者)にとっては ψ(π)の計算が次の間4の公式を使って簡単にできることである.
8rp(π)が知られてしまえば dはeからユークリアドの互除法(これは鍵の作成者が Z(¥O(π)) でd= e-Iを計算す
るのに用いるアルゴリズムである)で簡単に求められてしまう.









E2 ひと区切りの文字列 AoAl...Aト 1に対応する数値 α0，al，.・1αk-lから数値 x=α0+
αlN+・ +αト lNk-1を計算する o~三 x < Nk < nだから Z はそのまま Znの元とみなせる.
E3 送りたい相手Bの公開した暗号化鍵 KE= (e，n)を用い，Zπの中で y= xeを計算する11
E4 YをN進表示する.0 ~y <η く Nlだから，y = (bl-1・ b1bo)N= bo+b1N+・+bl_1NI-1
なる数値 bo，b1，..，bl-1が得られる.
E5 0 ~三 bj ~ N -1 (0壬j~ 1-1)であることを用いて，数値 bo，b1，・・，bl-1を規格により対
応する文字列 BoBl...Bl-lに直し送信する.メッセージがまだ残っていれば Elに戻る.
暗号化に Znでの y= xeを用いたことに注意しよう.解読には Zπ での z=ydを用いるので
ある.これらの合成 z= (xe)d = xedがみにおける恒等変換





Dl 受け取った長さ lの文字列 BoBl・ Bl-l (もちろん意味不明の文字列である)を対応する
数値 bo，b1， . . . ，bl-1に直す.
D2 数値 y= bo + b1N +・ +bl_1NI-1を計算する.これはAが E3で作った νである.
D3 O~y く n となるはずだから，これを Zn の元とみて， Zπ で z= 〆を計算する.これに
自分だけが知っている解読鍵 KD= (d，n)の dを用いる.
D4 上に述べた事実から，この zはAが E2で計算した数値 Z となる.0孟zく Nkのはずだか
ら，xの N進表示 x=(αト 1・ α1αO)N=α0+αlN+・ +αk_lNk-1を求めて，0 ~α<三 N-1
(0 ~三 i ~三 k -1)なる数値向，α1，.・ 1αk-lを得る.




郎 A暗号では， A， B， C， ーがそれぞれ暗号化鍵 KkA)= (白川A)，KkB) = (仏句)， 
K1C) = (ec， nc)， ...を公開してどの 2人もお互いを除く他人には秘密にメッゼ二一ジをやりとり
できる. AIこ暗号文を送るときは皆がKkA)= (eA，πA)で暗号化する.Aは誰から暗号文を受け




いのだから， AとB以外には漏れない.もし何らかの危険を感じたらAはKkA)= (eA， nA)と
K1A) = (dA， nA)を作り直して新しい Kr)を公開すればよい.他の公開鍵暗号でも使い方は同
じである.
命題 p と qを相異なる素数とし， η =pqとする. e， dを Z(ψ(π)) で ed= 1なる整数
(1く eく ψ(π)，1く dくザ(π))とする.このとき，任意の整数 x(0孟x< n)に対して，Zπ で
xed = xが成り立つ.
[証明]dは，Z(<p(n) の元として ed= 1が成り立つようにとったのだから，普通の整数として
は ed= 1 + r.p(η)t (tは整数)とかける.よって xed= xl+<p(π)t = x(げ(π))tである.
さて， gcd(x， n) = 1の場合は，フエノレマ・オイラーの定理から，げ(π)= 1 +ns (sは整数)と
かける.これを前の式に代入して t乗を展開すれば，xedを η で劃った余りは x，すなわち，Zπ
で xed= xであることがわかる.
gcd(x，n) > 1の場合は.n =pqであったから x;60なら gcd(x，n) = pまたは gcd(x，n) = q 
である.x=Oのとき xed= X はあきらかだから.x;60として，例えば.gcd(x， n) = qとす
る.このときあきらかに gcd(x，p)= 1である.ψ(p)= p -1であるからフエノレマ・オイラーの
定理により xp-1= 1 + p1. (1.は整数)とかける.このことはむしろフェノレマの小定理としてよ
く知られている.ψ(π)= r.p(pq) = (p -l)(q -1)より， ed = 1 + r.p(η)t = 1 + (p -l)(q -l)tだ
から xed= x(♂ー1)(q-l)t = x(l +仰 )(q-l)tで，これを展開して zを引けば，Xed -Xは pで害IJ
り切れることがわかる.一方， gcd(x， n) = qなる仮定から，xは qで割り切れるから xed-xは
qで割り切れる.よって xed_X は pq=πで割り切れる.よって xedをnで割った余りは zで
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