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Abstract—This paper proposes a new state-regularized (SR) and 
QR decomposition based recursive least squares (QRRLS) 
algorithm with variable forgetting factor (VFF) for recursive 
coefficient estimation of time-varying autoregressive (AR) 
models. It employs the estimated coefficients as prior 
information to minimize the exponentially weighted observation 
error, which leads to reduced variance and bias over traditional 
regularized RLS algorithm. It also increases the tracking speed 
by introducing a new measure of convergence status to control 
the FF. Simulations using synthetic and real speech signals show 
that the proposed method has improved tracking performance 
and reduced estimation error variance than conventional TVAR 
modeling methods during rapid changing of AR coefficients. 
I. INTRODUCTION 
Autoregressive (AR) modeling of signals is frequently 
employed in applications such as speech analysis, denoising 
and enhancement, vocal identification, spectrum estimation, 
biomedical engineering, vibration analysis, etc. In practice, the 
signal under consideration may be time-varying (TV) and 
hence the model coefficients are also time-varying. For 
instance, in AR modeling of speech signals, significant non- 
stationarity is encountered during transitions from one 
phoneme to the other. In conventional AR modeling of speech 
signal, the time variation is usually assumed to be small in a 
short time interval and hence the speech signal is usually 
windowed, inside which the AR coefficients are assumed to be 
fixed and estimated using covariance or autocorrelation 
methods [1]. This is also known as the classical piecewise-
constant AR linear prediction (LP), which implies that within 
each analysis interval, the signal is assumed to be stationary. 
In reality, however, the vocal tract is continually changing, 
either slowly or rapidly.  
To partially reconcile the time-varying nature of the vocal 
tract, one can divide the signal into smaller segments. 
However, it may lead to ill-posed problems [2] due to 
insufficient number of samples. Therefore, it is more natural to 
use TVAR model with time-varying AR coefficients for better 
approximation of real vocal tracts [3][4]. A way to implement 
this idea is to expand each AR model coefficient using a basis 
function, such as a polynomial. The coefficients of the basis 
functions are then obtained by using least squares error 
estimation such as time-varying LP (TVLP) [4]. However, 
when the signal changes rapidly, the accuracy will be severely 
degraded. This usually leads to instability problem especially 
when the true poles are close to the unit circle. On the other 
hand, several online or recursive estimation methods [5][6] 
were proposed to handle the TVAR modeling of speech 
recently. In [5], particle filtering was used for modeling and 
enhancement of speech signals, while in [6], the TVAR model 
is identified by using a maximum a posteriori estimation. 
They are more suitable for time-varying system identification 
and tracking than TVLP. However, they are usually very 
computationally expensive.   
Another useful approach is to employ efficient adaptive 
filtering algorithms, such as the RLS algorithm, to estimate the 
AR coefficients recursively. To deal with the TV nature of the 
AR coefficients, the VFF approach is usually employed to 
achieve fast tracking and low steady state mean square error [7] 
[8]. However, in case of rapidly changing AR models, the 
VFF RLS algorithm may lead to large estimation variance if a 
small FF is used. To address this issue, a new state-based 
regularized RLS algorithm with VFF is proposed. First, a 
novel state regularization, which employs current estimated 
coefficients as prior information to minimize the observation 
errors, is developed. The concept is intimately connected to 
the Kalman filter and the least mean squares algorithm, except 
that infinite number of measurements is employed. This SR 
prevents significant fluctuation of the estimated TVAR 
coefficients due to small FF or insufficient observations. 
Moreover, based on the VFF framework in [9], we propose a 
VFF scheme using a new measure of convergence status to 
update the FF. This further improves the tracking speed, when 
the vocal tracts change rapidly. The proposed algorithm can 
also be implemented by the QRD structure which has the 
advantages of low roundoff error and efficient hardware 
realization over the direct implementation. The arithmetic 
complexity is O(p2), where p is the order of the AR model. Its 
effectiveness is demonstrated by computer simulations and 
comparison with classical TVLP algorithm in [4]. 
II. TVAR MODEL AND THE QRRLS ALGORITHM 
In the TVAR model, the nonstationary discrete-time signal 
x(n) at time instant n is modeled as: 
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TABLE I   THE R-QRRLS/VR-QRRLS ALGORITHM 
Initialization:
 IR δ=)0( , δ  is a small positive constant; 
0=)0(u , 0=)0(w  are null vectors. 
Recursion:
Given R (n-1), u(n-1), w(n), x(n) and x(n), compute at time n: 
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The second update (regularized RLS algorithms only): 
a) For the L2 regularization 
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b) For the state-based regularization 
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where Q(1)(n) and Q(n) are calculated by Givens rotation to obtain 
the left hand side of each equation above and μ(n)=κ(n)p. For the 
QRRLS algorithm, R(1)(n)= R(n). 
 (ii). )()()( 1 nnn uRw −=  (back-substitution). 
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where p is the order of the model, ),(),([)( 21 nanan =a  
T
p na )](,"  is the coefficient vector, ),...,1([)( −= nxnx  
Tpnx )]( −  is the signal vector, and g(n) is the modeling error 
which is usually assumed to be a zero-mean white Gaussian 
process with variance 2ησ . 
In this work, we propose to track recursively the TVAR 
coefficients using a novel VFF SR QRRLS adaptive filtering 
algorithm. Let the weight vector of the adaptive filter be 
w(n)=[w1(n), w2(n),…,wp(n)]T , which serves as an estimate of 
the unknown TVAR coefficients )(na . The adaptive filter 
aims to minimize the estimation error e(n) = x(n) - x T(n)w(n) 
recursively. In the RLS algorithms, the following least squares 
cost function is minimized 
)()()( 20 iennJ
n
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where ninnn inin <≤−= −−− 0),1()()( 1λλλ  serves the purpose 
of an exponential window which puts less weight to errors at 
distant past. Here, λ0(n)=1 and λ(n) is the FF used at the time 
index n, which usually satisfies 0<λ(n)<1. For example, λn-i(n) 
can be chosen as λn-i, where λ is a constant in conventional 
RLS algorithm or updated adaptively as in VFF algorithms. 
By setting the first partial derivative of J(n) with respect to 
(w.r.t.) w(n) to zero, one finds that the optimal weight vector 
satisfies the following normal equation: 
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x(i)x(i) are the covariance matrix of x(n) and the cross- 
correlation vector of x(n) and x(n), respectively. Applying the 
matrix inversion lemma to (3), the following RLS algorithm 
can be obtained [10] 
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where P(n) is the recursive update of )(1 nXX
−R  and I is an 
identity matrix with appropriate dimension. Eqn. (4) can also 
be efficiently implemented using a QR-based algorithm [11] 
as summarized in Table I with the first update only. This 
QRRLS algorithm is mathematically equivalent to but has a 
higher numerical stability than the direct implementation. The 
arithmetic complexity is of order O(p2). 
III. STATE-REGULARIZED VFF QRRLS ALGORITHM 
A. The State-Regularized QRRLS Algorithm 
In speech analysis and related applications, the input to the 
adaptive filter may not be persistently exciting when the input 
data is insufficient. This may also occur when a small FF is 
used to track rapidly changing vocal tracts. Consequently, the 
covariance matrix RXX(n) may be ill-conditioned and a large 
estimation error variance will result. To address this problem, 
a regularization term on adaptive filter coefficients, κ(n) 
2
2||)(|| nw , is usually imposed on the objective function in (2) 
to limit the variation in w(n). The solution, instead of (3), will 
be modified to 
)()())()(( nnnn XXX pwDR =+ κ , (5)
where κ(n) is a regularization parameter and D is a positive 
definite matrix. We note that the rank-one update of RXX(n) = 
RXX(n-1)+x(n)xT(n) in conventional QRRLS can be efficiently 
implemented by updating the Cholesky factor R(n) of RXX(n) 
recursively using the QRD as shown in recursion (i) of Table 
I. The update of the term κ(n)D in (5) is however complicated 
since it is of full rank. According to [11], an L2 regularized 
can be applied successively using QRD. In particular, QRD is 
executed once for the data vector [xT(n), x(n)] and once for 
the regularization vector ]0,)([ ln dμ  at each time instant, 
where dl is the l-th row of the regularization matrix D and 
μ(n)=κ(n)p. If the vector is sequentially applied, then l=(n 
mod p)+1. Therefore, the complexity is twice that of the RLS 
algorithm. If the regularization parameter κ(n) is made 
variable at each iteration, it yields the variable L2 regularized 
QRRLS algorithm. In [11], the regularization parameter κ(n) 
was proposed to balance between bias and variance errors as: 
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input power over the whole duration while )(2 nxσ  is the short 
term averaged input power which can be estimated by using a 
FF, and 220 |||| w  is the norm of the system channel which is 
usually assumed to be known a priori. By using L2 
regularization, the ill-conditioned problem can be improved 
significantly. It can be seen from (5) that L2 regularization 
introduces a bias to the true solution, especially when a 
largeκ(n) is used. To solve this problem, let us rewrite (3) as 
)()()()())()(( nnnnnn XXX wpwIR κκ +=+ , (7)
where D has been chosen as an identity matrix. First, it can be 
seen that the optimal solution to (7) is identical to that of (3). 
Secondly, the matrix RXX(n)+κ(n)I for a sufficiently large κ(n) 
is positive definite and hence invertible. Therefore, the 
regularization in (7) is unbiased and depends on the state w(n). 
To iteratively solve (7), the weight vector w(n) on the right 
hand side is approximated by its values in the previous 
iteration, i.e. w(n-1). Hence, the algorithm is asymptotically 
unbiased. The relationship between this simplified version of 
(7) and the LMS algorithm can be seen by considering a 
single measurement, x(n), at time instant n. In this case, RXX(n) 
≈ x(n)xT(n), pX(n) ≈ x(n)x(n), and hence it is unable to obtain 
a unique solution to (7). However, the relaxation w(n) ≈ w(n-
1) allows us to utilize the prior information obtained up to the 
(n-1)-th iteration and the current information. Actually, Eqn. 
(7) after some manipulations, can be rewritten as 
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where ep(n)=x(n)-xT(n)w(n-1). One immediately recognizes 
that Eqn. (8) is a variable step-size LMS algorithm with the 
step-size 1))()()(()( −+= nnnn T xxκμ , which can also be 
viewed as a normalized LMS algorithm with unity step-size. 
Thus, the relaxed form of (7) will reduce to the LMS 
algorithm when one measurement is used. This partially 
explains the improved performance of the LMS algorithm 
when the input changes considerably. On the other hand, in 
order to avoid an excessive bias during tracking, the number 
of measurements used in the RLS algorithm should be 
reduced by using a small FF. In this case, the RLS algorithm, 
without using the prior state information, w(n-1), may 
become unstable. Moreover, in a stationary environment, a 
large FF can be used together with the QRD to utilize all the 
available measurements. Since the regularization in (7) 
involves changing the covariance matrix to RXX(n)+κ(n)I and 
the cross correlation vector to pX(n)+κ(n)w(n-1), which is a 
function of the previous state vector, we shall call it “state 
regularization”. In fact, the relaxation now becomes 
)1()( −≈⋅ nn wwI , (9)
after removing the 1st term on both sides of (7). One can view 
(9) as a state equation, w(n)=w(n-1)+gw(n) with gw(n) being 
the state noise, which requires the current weight vector to 
stay close to the previous weight vector in case the number of 
relevant measurements is limited at nonstationary environment. 
Finally, we note that the variable regularization parameter 
described in (6) can be used together with the proposed state 
regularized QRD to overcome the problem due to non-
persistent excitation. To solve the relaxed form of (7) 
recursively, we need to find the QRD of the matrix 
(RXX(n)+κ(n)I). This can be implemented in a similar way as 
the L2 regularized QRRLS. To implement the last term at the 
right hand side of (7), we found, instead of appending 
]0,)([ ln dμ  to the second QRD, the state regularization can be 
approximately implemented by appending the row vector 
)]1()(,)([ −nwnn ll μμ d  to the second QRD successively, 
where wl(n-1) is the l-th element of w(n-1). The regularization 
parameter κ(n) can also be updated as in (6). This yields the 
proposed state-regularized QRRLS (SR-QRRLS) algorithm, 
as shown in Table I ((i).b).  
B. SR-QRRLS Algorithm with Variable Forgetting Factor 
As mentioned earlier, the FF plays an important role in the 
performance of RLS algorithms [7][8]. Intuitively, the FF 
controls how the measurements are used in estimation. Less 
number of measurements should be used if the estimation 
variance increases due to nonstationary inputs or systems. 
Here, we propose a measure of the estimation variance of w(n) 
to determine the number of measurements and hence FF to be 
used. It is known from classical performance analysis of the 
LMS algorithm for Gaussian inputs [12] E[x(n)e(n)] = 
E[x(n)(xT(n)(w0(n)-w(n))+η(n))]= RXXE[v(n)], where v(n) = 
w0(n) - w(n) is the weight error vector. Therefore, a good 
measure of convergence status is the norm of its time average: 
=)(2 nexσ )()()1()1(
2 nnn e
T
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where eλ  is a forgetting factor and xe(n) is averaged from 
x(n)e(n) over a time window of length Ts so as to suppress the 
effect of background noise on )(2 nxeσ . By adopting the 
approach in [9], we propose to estimate the exponential 
window size of the algorithm, L(n), at each time instant from 
the measure in (10) as follows: 
)}))](((1[{)( LUNL LLnGgLroundnL −−+= , (11)
where 20
2 /)()( σσ nnG xeN =  with 
2
0σ  the average of the first 
Ts0-th estimates of )(2 nxeσ  at the beginning of adaptation, the 
operator {.}round  rounds its argument to the nearest integer, 
LL and LU are respectively lower and upper bounds of L(n), 
and g(x)=min{x,1} is a clipping function which keeps its 
positive argument x within the interval [0, 1]. From (11), the 
factor then can be estimated as: 
)(/11)( nLn −=λ . (12)
Eqns. (10)-(12) yield the proposed VFF scheme for SR-
VFF- QRRLS. It can be seen that if the system changes, 
)(2 nexσ  comparable to or larger than 
2
0σ  is experienced, and a 
small FF will be used to obtain fast tracking speed while at the 
steady state, )(nGN  is usually small and a larger FF will be 
employed to obtain a smaller MSE. Therefore, 20σ  serves as a 
reference for )(2 nxeσ  to control the FF through (11) and (12). 
To reduce the effect of input power on 20σ , we assume that an 
approximate nominal signal level 2ˆ xσ , is available. By 
recording the signal level during the computation of 20σ ,
2
0ˆ xσ , 
a correction factor 20
2 ˆ/ˆ xx σσδ =  for 20σ can be used. 
IV. SIMULATION RESULTS 
A. Simulation Results with Synthetic Signal 
To evaluate the proposed recursive algorithm for TVAR 
modeling of speech signals, a synthetic data generated by all-
pole filters with known time-varying coefficients is first used 
so as to compare with the ground truth. It is synthesized by 
filtering a white Gaussian noise through a second-order digital 
resonator. The sampling frequency is 8 kHz and the speech 
segment is 0.1 second. The proposed algorithm and the 
classical TVLP using covariance power method without 
windowing [4] are examined.  
The first set of test involves the response to a “formant-
like” signal with step changes in the center frequency of the 
generated TVAR model, which is shown in the top left panel 
of Fig. 1. The TVLP uses a 4-order TVAR model with each 
coefficient being a quadratic power series (q=2). From 
experiments, the following parameters for VFF scheme are 
recommended so as to achieve satisfactory performance under 
a wide range of conditions: a short window length Ts = 20 and 
λe = 0.9 are used to achieve a quick response when the system 
changes rapidly and a longer window Ts0 = 50 is used to 
estimate a more reliable reference for the convergence status 
2
0σ  and the correction factor δ is chosen to be 5. LL and LU are 
chosen as 2 and 50, respectively, so that the minimum and 
maximum FFs are around 0.5 and 0.98. The performance in 
this setting w.r.t. the coefficients and pole trajectories, is also 
presented in Fig. 1. It can be seen from the coefficient 
trajectories that the SR-VFF-QRRLS algorithm has much 
better tracking performance than the conventional TVLP 
method. It also shows the TVLP result usually deviates 
substantially from the true values (at the 0.02 and 0.09 second) 
in order to fit fast changing tracts, which may cause the 
problem of instability (i.e. poles are outside the unit circle), as 
shown in the top right panel of Fig. 1. The SR-VFF-QRRLS 
algorithm, on the other hand, uses the SR to reduce the 
variance of the estimated coefficients, and thus helps to avoid 
poles of the AR model from getting out of unit circle, except 
during fast tracking when extremely large FF is used. 
B. Simulation Results with Real Speech 
A similar simulation is carried out by using a speech 
segment “tea” from [13] with a length of 0.1 second, which is 
shown in the top left panel of Fig. 2. It was downsampled to 2 
kHz in order to focus on low frequency formants. A 12-order 
model is applied to both algorithms and power series with q=4 
is used for TVLP. Other settings are identical to that in the 
previous example, except λe = 0.9 are used to track fast power 
changing in real data and the regularization parameter needs to 
be multiplied with a constant factor around 5 to reflect the 
increase in noise power. Results are presented in Fig. 2. The 
spectrogram only shows the first and second tracts. The 
estimated tracts of the proposed algorithm agree well with the 
real one while the conventional TVLP algorithm suffers from 
slow tracking and significant deviation. As for the pole 
trajectories, the TVLP have many poles near or even outside 
the unit circle, which may cause instability. 
V. CONCLUSION 
A new SR-VFF-QRRLS algorithm has been presented for 
the TVAR modeling of speech signal. It stabilizes the update 
using previous estimated filter coefficients and selects the 
number of measurements adaptively by means of VFFs. 
Improved tracking performance and reduced variance over 
TVLP modeling can be achieved. Its effectiveness for speech 
modeling has been demonstrated by computer simulations and 
real speech signals. 
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Fig. 1. Convergence performance for a “formant-like” synthetic signal (p=4). 
 
Fig. 2. Convergence performance for real speech signal (p=12). 
