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1. Introduction
Let D = (V(D), E(D)) denote a digraph of order nwith vertex set V(D) and arc set E(D). Loops are
permitted butmultiple arcs are not. The adjacencymatrix ofD is the n × nmatrix A(D) = (aij), where
aij = 1 if there is an arc from i to j, and aij = 0 otherwise. Conversely, we can deﬁne the associated
digraph D(A) of an n × n Booleanmatrix A. The notation u k→ v indicates that there is a u → vwalk (a
walk from u to v) of length k. For a positive integer l, the lth power of D, denoted by D(l), is the digraph
on the same vertex set V(D) and with an arc from i to j if and only if i
l→ j in D.
A nonnegative square matrix A is primitive if some power At > 0 (that is, At is entrywise positive).
Equivalently, a digraph D is primitive if there exists a positive integer t such that u
t→ v for every
u, v ∈ V(D). The least such t is called the exponent of A (or D), denoted by exp(A) (or exp(D)). Let Pn
denote the set of all primitive digraphs of order n. It is well known that D is primitive if and only if D
is strongly connected and the greatest common divisor of the lengths of its cycles is 1 [12].

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In the theory of communication, we once considered a memoryless communication system [5],
which is represented by a digraph D on n vertices. Let λ,μ be integers with 1 λ,μ n. Suppose
that at time t = 0, λ vertices of D each holds one bit of information with no two of the information
bits the same. At time t = 1, each vertex with some information passes the information to each of its
neighbors and then forgets its information, but it may receive information from some vertices. The
system continues in this way. If D is primitive, it is assured that there is a ﬁrst time at whichμ vertices
know allλ bits of the information. A problem deserving investigation is: how long is the shortest (resp.
longest) ﬁrst time to do this? To characterize this problem, we introduce the deﬁnition of generalized
scrambling indices.
Deﬁnition 1.1. Let D ∈ Pn, and let λ,μ be integers with 1 λ,μ n. For X ⊆ V(D), let k(μ)X (D) be
the smallest positive integer m such that there exist μ vertices w1, w2, . . . , wμ of D such that x
m→wi
(i = 1, 2, . . . ,μ) in D for every vertex x of X . Then
h(D, λ,μ) := min
{
k
(μ)
X (D)|X ⊆ V(D) and |X| = λ
}
and
k(D, λ,μ) := max
{
k
(μ)
X (D)|X ⊆ V(D) and |X| = λ
}
are called the λth lower and upper μ-scrambling indices of D, respectively.
Remark 1. From Deﬁnition 1.1, in a memoryless communication system represented by a primitive
digraph D of order n, h(D, λ,μ) and k(D, λ,μ) characterize the shortest and longest ﬁrst time at which
μ vertices know all λ bits of the information, respectively.
Remark 2. For convenience, let kX(D) := k(1)X (D), h(D, λ) := h(D, λ, 1) and k(D, λ) := k(D, λ, 1). In
[1], Akelbek andKirkland studied a useful parameter called the scrambling index k(D) ofD ∈ Pn, which
is the smallest positive integer k such that for every pair of vertices u and v, there exists a vertex w
such that u
k→w and v k→w inD. It follows fromDeﬁnition 1.1 that k(D, 2) = k(D). For this reason, we
call h(D, λ,μ) and k(D, λ,μ) the generalizedμ-scrambling indices, h(D, λ) and k(D, λ) the generalized
scrambling indices of D ∈ Pn.
Remark 3. Recently, Kim [9] introduced the m-competition index c(D, m) of a primitive digraph D,
which is the smallest positive integer k such that the k-stepm-competition graph of D (which has the
same vertex set of D and an edge between vertices x and y if and only if there are distinct m vertices
v1, . . . , vm inD such that x
k→ vi and y k→ vi for i = 1, . . . , m) is a complete graph. By Deﬁnition 1.1, the
generalized μ-scrambling indices are generalizations of the m-competition index, since k(D, 2, m) =
c(D, m).
For the research on scrambling index and competition index, please refer to [1–3,7,13] and [6,8,9],
respectively. In this paper, we investigate the generalized scrambling indices of primitive digraphs.
We obtain some exact lower (resp. upper) bounds for the generalized scrambling indices of various
classes of primitive digraphs, e.g. primitive digraphs of order n and girth s, primitive digraphs with d
loops, primitive symmetric digraphs, fully indecomposable digraphs, nearly decomposable digraphs,
primitive Cayley digraphs, primitive circulant digraphs, and primitive tournaments, etc.
2. Generalized scrambling indices
Let n, λ be integers with 1 λ n. The λ-point exponent of D ∈ Pn, denoted by exp(D, λ), is the
smallest power of A(D) for which there are λ rows with no zero entry [5,12]. Let AT denote the
transposed matrix of A, and let DT be the associated digraph of AT .
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Proposition 2.1. Let D ∈ Pn. Then h(D, λ) k(D, λ) exp(DT , 1).
Proof. Let A be the adjacency matrix of D. Note that exp(DT , 1) is the smallest power of AT for which
there is 1 row with no zero entry. Since (Aexp(D
T ,1))T = (AT )exp(DT ,1), there is 1 column with no zero
entry for Aexp(D
T ,1). Then by Deﬁnition 1.1, the inequality h(D, λ) k(D, λ) exp(DT , 1) holds. 
It can be seen that h(D, λ) and k(D, λ) can be characterized as follows.
Proposition 2.2. Let A be the adjacency matrix of D ∈ Pn.
(1) h(A, λ) = h(D, λ) is the smallest power of A for which there exist λ rows and 1 column each of whose
entries equals 1.
(2) k(A, λ) = k(D, λ) is the smallest positive integer k such that any λ rows of Ak have at least one
positive element in a coincident position.
By Deﬁnition 1.1 or Proposition 2.2, it is easy to see that
Proposition 2.3. Let D ∈ Pn. Then h(D, 1) = k(D, 1) = 1 and h(D, n) = k(D, n).
In the following, we may assume that n and λ are integers with n λ 2. Now the generalized
scrambling indices of various classes of primitive digraphs are investigated.
2.1. Primitive digraphs with n vertices and girth s
Let Jn be thematrixoforderneachofwhoseentriesequals1.Notice thatD(Jn) ∈ Pn andh(D(Jn), λ) =
k(D(Jn), λ) = 1, it is not difﬁcult to obtain that
Proposition 2.4. Let D ∈ Pn. Then h(D, λ) 1 and k(D, λ) 1. The bounds can be attained as shown by
the digraph D(Jn).
Let RDt (X) denote the set of all those vertices each of which can be reached by a walk of length t in
D starting from some vertex of X ⊆ V(D). Clearly, RD0 (X) = X .
Lemma 2.5. Let D ∈ Pn with girth s. Then h(D, λ) 1 + s(λ − 2).
Proof. Let t = 1 + s(λ − 2). By Deﬁnition 1.1, we need to show that there exists X ⊆ V(D)with |X| =
λ such that ∩x∈XRDt ({x}) /= ∅, equivalently, there is a vertex v ∈ V(DT ) such that
∣∣∣RDTt ({v})
∣∣∣ λ.
Since DT ∈ Pn and with girth s, assume that Cs is a directed cycle of length s in DT . Let z be a vertex
in Cs such that d
+(z) 2, where d+(z) denotes the outdegree of z ∈ V(DT ). In DT , suppose that there
are arcs from z to the vertices x and y, where x ∈ V(Cs). Then RDT1 ({z}) ⊇ {x, y}. Now we consider the
strongly connected digraph (DT )(s) whose vertices are the same as those as DT and arcs correspond to
the walks of length s in DT . In (DT )(s), x is a loop vertex and there is an arc from x to y. It follows that∣∣∣∣R(DT )(s)λ−2 ({x, y})
∣∣∣∣ λ. Therefore, ∣∣∣RDTt ({z})
∣∣∣ ∣∣∣RDTs(λ−2)({x, y})
∣∣∣ =
∣∣∣∣R(DT )(s)λ−2 ({x, y})
∣∣∣∣ λ. 
Let Ds,n denote the digraph consisting of a Hamilton cycle 1 → 2 → · · · → n − 1 → n → 1 and
a cycle 1 → 2 → · · · → s − 1 → s → 1 of length s.
Lemma 2.6. Suppose that gcd(s, n) = 1. Then h(Ds,n, λ) = 1 + s(λ − 2).
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Proof. Since gcd(s, n) = 1, then Ds,n ∈ Pn. By Lemma 2.5, h(Ds,n, λ) 1 + s(λ − 2).
Let t = s(λ − 2). Since Ds,n ∼= DTs,n, it will sufﬁce to show that
∣∣∣RDs,nt ({v})∣∣∣ < λ for every vertex
v ∈ V(Ds,n), where λ 2. It is easy to check that
∣∣∣RDs,nt ({s})∣∣∣ = λ − 1 and ∣∣∣RDs,nt ({i})∣∣∣ λ − 1 for i /= s.
Hence h(Ds,n, λ) = 1 + s(λ − 2). 
Combining Lemmas 2.5 and 2.6, we have the following theorem.
Theorem 2.7. Let D ∈ Pn with girth s. Then h(D, λ) 1 + s(λ − 2), and the bound can be attained as
shown by the digraph Ds,n with gcd(s, n) = 1.
Let D∗n−1,n be the digraph obtained from Dn−1,n by inserting an arc n → 2.
Lemma 2.8
h
(
D∗n−1,n, λ
)
=
{
1, if λ = 2,
(n − 1)(λ − 2), if λ 3.
Proof. When λ = 2, it is obvious that h
(
D∗n−1,n, 2
)
= 1.
When λ 3, let t = (n − 1)(λ − 2). Note that D∗n−1,n =
(
D∗n−1,n
)T
, it will sufﬁce to show that
there is a vertex v ∈ V
(
D∗n−1,n
)
such that
∣∣∣∣RD∗n−1,nt ({v})
∣∣∣∣ λ, and
∣∣∣∣RD∗n−1,nt−1 ({u})
∣∣∣∣ < λ for any vertex u ∈
V
(
D∗n−1,n
)
. On one hand, considering the vertex n ∈ V
(
D∗n−1,n
)
, we have
∣∣∣∣RD∗n−1,nt ({n})
∣∣∣∣ = λ. On the
other hand, it is not difﬁcult to verify that
∣∣∣∣RD∗n−1,nt−1 ({1})
∣∣∣∣ = λ − 2 and
∣∣∣∣RD∗n−1,nt−1 ({i})
∣∣∣∣ = λ − 1 for i /= 1.

Theorem 2.9. Let D ∈ Pn. Then h(D, 2) = 1 and h(D, λ) 1 + (n − 1)(λ − 2) for λ 3, with equality
if and only if D is isomorphic to Dn−1,n.
Proof. Whenλ = 2, sinceD ∈ Pn, there is a vertex vwith indegree d−(v) 2. Suppose there exist arcs
from the vertices u1, u2 to vertex v. Hence h(D, 2) k{u1 ,u2}(D) = 1. Combining this with Proposition
2.4, we obtain that h(D, 2) = 1.
Let s be the girth of D ∈ Pn. When λ 3, if s n − 2, then by Lemma 2.5,
h(D, λ) 1 + (n − 2)(λ − 2) < 1 + (n − 1)(λ − 2);
if s = n − 1, then D ∼= Dn−1,n or D∗n−1,n. By Lemmas 2.6 and 2.8, we have
h
(
D∗n−1,n, λ
)
= (n − 1)(λ − 2) < h(Dn−1,n, λ) = 1 + (n − 1)(λ − 2).
The proof of Theorem 2.9 is ﬁnished. 
Theorem 2.10. Let D ∈ Pn with girth s. Then k(D, λ)
⎧⎪⎨
⎪⎩
(n − s) + s
⌊
n(λ−1)
λ
⌋
, if λ s,
(n − s) + s
⌊
n(s−1)
s
⌋
, if λ > s.
Proof. Let Cs be a directed cycle of length s in D. Let u1, u2, . . . , um (1m s) be any m different
vertices of Cs. We ﬁrst show that k{u1 ,u2 ,...,um}(D) s
⌊
n(m−1)
m
⌋
.
1802 Y. Huang, B. Liu / Linear Algebra and its Applications 433 (2010) 1798–1808
Considering the digraphD(s), u1, u2, . . . , um are loop vertices in D
(s). Thenwe have
∣∣∣∣∣RD(s)⌊ n(m−1)
m
⌋({ui})
∣∣∣∣∣

⌊
n(m−1)
m
⌋
+ 1,where i = 1, 2, . . . , m.Hence
∣∣∣∣∣∩mi=1RD(s)⌊ n(m−1)
m
⌋({ui})
∣∣∣∣∣m
(⌊
n(m−1)
m
⌋
+ 1
)
− n(m − 1)
 1. Therefore, there exists a vertex w ∈ V(D(s)) such that
ui
⌊
n(m−1)
m
⌋
−→ w in D(s), where i = 1, 2, . . . , m.
In other words, there is a vertex w ∈ V(D) such that
ui
s
⌊
n(m−1)
m
⌋
−→ w in D, where i = 1, 2, . . . , m.
It follows that
k{u1 ,u2 ,...,um}(D) s
⌊
n(m − 1)
m
⌋
.
For any λ vertices vi ∈ V(D), there is a walk of length n − s from vi to a vertex wi of Cs, where i =
1, 2, . . . , λ. If λ s, then |{w1, w2, . . . , wλ}| λ; if λ > s, then |{w1, w2, . . . , wλ}| s. Consequently,
we conclude that k(D, λ)
⎧⎪⎨
⎪⎩
(n − s) + s
⌊
n(λ−1)
λ
⌋
, if λ s,
(n − s) + s
⌊
n(s−1)
s
⌋
, if λ > s.

Lemma 2.11. Suppose that λ|n − 1. Then k(Dn−1,n, λ) = 1 + (n − 1)
⌊
n(λ−1)
λ
⌋
.
Proof. Since λ|n − 1, by Theorem 2.10, k(Dn−1,n, λ) 1 + (n − 1)
⌊
n(λ−1)
λ
⌋
.
Let t = (n − 1)
⌊
n(λ−1)
λ
⌋
= (n−1)2(λ−1)
λ
. It will sufﬁce to show that there exists X ⊆ V(Dn−1,n)
with |X| = λ such that kX(Dn−1,n) > t. Notice that
n, 1, 2, . . . ,
n − 1
λ
/∈ RDn−1,nt ({n}),
j(n − 1)
λ
+ 1, j(n − 1)
λ
+ 2, . . . , (j + 1)(n − 1)
λ
/∈ RDn−1,nt
({
j(n − 1)
λ
})
,
where j = 1, 2, . . . , λ − 1. Let X =
{
n, n−1
λ
,
2(n−1)
λ
, . . . , (λ−1)(n−1)
λ
}
. Since ∩x∈XRDn−1,nt ({x}) = ∅ and
|X| = λ, hence kX(Dn−1,n) > t. It follows that k(Dn−1,n, λ) = t + 1. 
Theorem 2.12. Let D ∈ Pn. Then
k(D, λ)
{
1 + (n − 1)
⌊
n(λ−1)
λ
⌋
, if λ n − 1,
1 + (n − 1)(n − 2), if λ = n.
When λ n − 1, the bound can be attained if D ∼= Dn−1,n and λ|n − 1. When λ = n, the equality holds
if and only if D ∼= Dn−1,n.
Proof. Let s be the girth of D ∈ Pn. Obviously, s n − 1.
If λ n − 1, then by Theorem 2.10, k(D, λ) 1 + (n − 1)
⌊
n(λ−1)
λ
⌋
. Combining this with Lemma
2.11, the bound can be attained if D ∼= Dn−1,n and λ|n − 1.
If λ = n, then k(D, n) = h(D, n) by Proposition 2.3. It follows from Theorem 2.9 that k(D, n) 1 +
(n − 1)(n − 2), with equality if and only if D ∼= Dn−1,n. 
Y. Huang, B. Liu / Linear Algebra and its Applications 433 (2010) 1798–1808 1803
2.2. Primitive digraphs with d loops
Let d be an integer with 1 d n. Let Pn(d) denote the set of primitive digraphs with n vertices
and d loops. Denote by Hn,d (1 d n) the digraph with vertex set V = {1, 2, . . . , n} and arc set E ={(i, j)|i /= j} ∪ {(i, i)|n − d + 1 i n}.
Proposition 2.13. Let D ∈ Pn(d). Then h(D, λ) 1 and k(D, λ) 1, and the bounds can be attained as
shown by the digraph Hn,d.
Let Ln,d (1 d n)be thedigraphwith vertex setV = {1, 2, . . . , n} andarc setE = {(i, i + 1)|1 i
n − 1} ∪ {(n, 1)} ∪ {(i, i)|n − d + 1 i n}.
Theorem 2.14. Let D ∈ Pn(d). Then h(D, λ) λ − 1, and the bound can be attained as shown by Ln,d.
Proof. Since D ∈ Pn(d), there exists a loop vertex w, and there is a set X∗ of λ − 1 vertices whose
distances tow are atmost λ − 1. Let X∗ ∪ {w} = X ⊆ V(D). Then |X| = λ. Moreover, sincew is a loop
vertex, we have x
λ−1→ w for each vertex x ∈ X . It follows from Deﬁnition 1.1 that h(D, λ) λ − 1.
Ontheotherhand,note that
∣∣∣∣R(Ln,d)Tλ−2 ({v})
∣∣∣∣ λ − 1 foranyvertexv ∈ V((Ln,d)T ). SinceLn,d ∼= (Ln,d)T ,
we have ∩x∈XRLn,dλ−2({x}) = ∅ for any X ⊆ V(Ln,d) with |X| = λ. Then by Deﬁnition 1.1, h(Ln,d, λ) >
λ − 2, and it leads to h(Ln,d, λ) = λ − 1. 
Lemma2.15 [10]. Let D ∈ Pn and∅ /= X ⊆ V(D). Then for nonnegative integers i, j, t, k, we have RDi (X) =
RDi−j(RDj (X)) for i j, and | ∪kt=0 RDt (X)|min{|X| + k, n}.
Theorem 2.16. Let D ∈ Pn(d). Then k(D, λ) n −
⌈
d
λ
⌉
. The bound is best possible as shown by Ln,d.
Proof. For any u1, u2, . . . , uλ ∈ V(D) (λ 2), since D ∈ Pn(d) ⊆ Pn, by Lemma 2.15,∣∣∣∣∣∪n−
⌈
d
λ
⌉
t=0 RDt ({ui})
∣∣∣∣∣ n −
⌈
d
λ
⌉
+ 1, where i = 1, 2, . . . , λ.
Hence
∣∣∣∣∣∩λi=1
[
∪n−
⌈
d
λ
⌉
t=0 RDt ({ui})
]∣∣∣∣∣ λ
(
n −
⌈
d
λ
⌉
+ 1
)
− n(λ − 1) n − d + 1. Note that D ∈ Pn(d)
contains exactly d loops. There exists a loop vertex w ∈ ∩λi=1
[
∪n−
⌈
d
λ
⌉
t=0 RDt ({ui})
]
, in other words,
ui
n−
⌈
d
λ
⌉
−→ w, where i = 1, 2, . . . , λ. Therefore, k(D, λ)max{k{u1 ,u2 ,...,uλ}(D)} n −
⌈
d
λ
⌉
.
Besides, it can be directly veriﬁed that k(Ln,d, λ) = n −
⌈
d
λ
⌉
. This completes the proof. 
2.3. Primitive symmetric digraphs
A symmetric digraph D is a digraph such that for any vertices u and v, (u, v) is an arc if and only if
(v, u) is an arc. Let Sn denote the set of primitive symmetric digraphs of order n [4].
Proposition 2.17. Let D ∈ Sn. Then h(D, λ) 1 and k(D, λ) 1, and the bounds can be attained as shown
by the digraph D(Jn).
Let Gn be the digraph with the set V = {1, 2, . . . , n} of vertices and the set E = {(i, i + 1), (i +
1, i)|1 i n − 1} ∪ {(1, 1)} of arcs.
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Theorem 2.18. Let D ∈ Sn. Then h(D, λ) λ − 1, and the bound can be attained as shown by Gn.
Proof. Since D ∈ Sn, then DT = D and there is an odd cycle Cr in DT , where r ( n) is an odd positive
integer. For a vertex v ∈ V(Cr), it is easy to verify that
∣∣∣RDTi ({v})
∣∣∣ i + 1, where i = 1, 2, . . . , n − 1.
Then
∣∣∣RDTλ−1({v})
∣∣∣ λ. Equivalently, there exists X ⊆ V(D)with |X| = λ such that∩x∈XRDλ−1({x}) /= ∅.
Hence h(D, λ) λ − 1. Since Gn ∈ Sn, we have h(Gn, λ) λ − 1. It can be seen that
∣∣∣RGnλ−2({1})
∣∣∣ =
λ − 1 and
∣∣∣RGnλ−2({i})
∣∣∣ λ − 1, where i = 2, 3, . . . , n. Therefore, h(Gn, λ) = λ − 1. 
Lemma 2.19. Let D ∈ Sn and there is an odd cycle of length r ( n) in D. Then
k(D, λ)
{
n − r +
⌊
r(λ−1)
λ
⌋
, if λ r,
n − 1, if λ > r.
Proof. LetCr be anodd cycle of length r ( n) inD, and let t =
⌊
r(m−1)
m
⌋
. For anym (1m r)different
verticesu1, u2, . . . , um ofCr , note that
∣∣∣RDt ({ui})
∣∣∣ t + 1, where i = 1, 2, . . . , m.Hence ∣∣∣∩mi=1RDt ({ui})
∣∣∣
m(t + 1) − r(m − 1) 1. It follows that k{u1 ,u2 ,...,um}(D) t =
⌊
r(m−1)
m
⌋
. For anyλvertices vi ∈ V(D),
there is a walk of length n − r from vertex vi to a vertex wi of Cr , where i = 1, 2, . . . , λ. If λ r,
then |{w1, . . . , wλ}| λ; if λ > r, then |{w1, . . . , wλ}| r. Consequently, we obtain that k(D, λ){
n − r +
⌊
r(λ−1)
λ
⌋
, if λ r,
n − r + (r − 1), if λ > r. 
It is not difﬁcult to verify that k(Gn, λ) = n − 1. Then by Lemma 2.19,
Theorem 2.20. Let D ∈ Sn. Then k(D, λ) n − 1, and the bound is best possible as shown by Gn.
2.4. Nearly decomposable digraphs
Let r, n be integers with 1 r < n. An n × n Boolean matrix A is called r-indecomposable (shortly,
r-inde) if it contains no k × l zero submatrix with k + l = n − r + 1. If A is r-inde, D(A) is said to
be r-inde. Let Bn,r be the set of all r-inde digraphs of order n. It is known that Bn,r ⊇ Bn,r+1 (1 r <
n − 1), and every r-inde digraph (r  1) is primitive [18]. Fn := Bn,1 is also called the set of fully
indecomposable digraphs of order n. A nearly decomposable digraph D is a digraph such that D ∈ Fn,
and D − e /∈ Fn for any e ∈ E(D). Let NFn be the set of all nearly decomposable digraphs of order n.
Proposition 2.21. Let D ∈ Bn,r (r  1) (or D ∈ NF2). Then h(D, λ) 1 and k(D, λ) 1. The bounds can
be attained as shown by D(Jn).
LetWn (n 3) be the digraph with vertex set V = {1, 2, . . . , n} and arc set E = {(1, i), (i, 1), (i, i)|2
 i n}. Clearly,Wn ∈ NFn. Let σ(A) denote the number of positive entries of a Boolean matrix A.
Lemma 2.22 [15]. Let A ∈ NFn (n 3). Then σ(A) 3n − 3.
Theorem 2.23. Let D ∈ NFn (n 3). Then
(1) h(D, λ) 1 for 2 λ n − 1, and h(D, n) 2,
(2) k(D, 2) 1, and k(D, λ) 2 for 3 λ n.
The bounds can be attained as shown by the digraph Wn.
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Proof
(1) Case 1. 2 λ n − 1. Such case is obvious since h(Wn, λ) = 1, where 2 λ < n.
Case 2.λ = n. On onehand,wehaveh(Wn, n) = 2. On the other hand,we show thath(D, n) 2
by contradiction. Suppose that there is a digraph D∗ ∈ NFn such that h(D∗, n) = 1, then A(D∗)
has the following properties: (I) There exists 1 column each of whose entries equals 1; (II)
Every column of A(D∗) contains at least two positive entries. (Otherwise, A(D∗) contains an
(n − 1) × 1 zero submatrix.) Then σ(A(D∗)) n + 2(n − 1) = 3n − 2, which contradicts to
Lemma 2.22.
(2) Firstly, we have k(D, 2) 1 by Proposition 2.4, and k(Wn, 2) = 1. Secondly, it can be checked that
k(Wn, λ) = 2, where 3 λ n. Now by contradiction, suppose that there is a digraph D∗ ∈ NFn
such that k(D∗, λ) = 1, where 3 λ n. By Proposition 2.2, any λ( 3) rows of A(D∗) have at
least one positive element in a coincident position. Moreover, every column of A(D∗) contains
at least two positive entries. It follows that σ(A(D∗)) 3n − 2, a contradiction to Lemma 2.22.

Lemma 2.24 [17]. Let r be an integer with 1 r < n. Then D ∈ Bn,r if and only if |RD1 (X)| |X| + r for
any X ⊆ V(D) with 1 |X| n − 1.
Lemma 2.25. Let D ∈ Bn,r (r  1). Then h(D, λ)
⌈
λ−1
r
⌉
.
Proof. Since D ∈ Bn,r , then DT ∈ Bn,r . Let t =
⌈
λ−1
r
⌉
. By Lemma 2.24, we have
∣∣∣RDTt ({v})
∣∣∣ ∣∣∣RDTt−1({v})
∣∣∣+ r  · · · |{v}| + tr = 1 +
⌈
λ − 1
r
⌉
r  λ.
It follows that h(D, λ)
⌈
λ−1
r
⌉
by Deﬁnition 1.1. 
Let Qn be the digraph with vertex set V = {1, 2, . . . , n} and arc set E = {(i, i + 1), (i + 1, i)|1 i
n − 1} ∪ {(1, 1), (n, n)}. Note that h(Qn, λ) = λ − 1, by Lemma 2.25, we conclude that
Theorem 2.26. Let D ∈ Fn (or D ∈ NFn). Then h(D, λ) λ − 1, and the bound can be attained as shown
by the digraph Qn.
Lemma 2.27. Let D ∈ Bn,r (r  1). Then k(D, λ)
⌈
1
r
⌊
n(λ−1)
λ
⌋⌉
.
Proof. Let t =
⌈
1
r
⌊
n(λ−1)
λ
⌋⌉
. For any u1, u2, . . . , uλ ∈ V(D) (λ 2), since D ∈ Bn,r (r  1), it follows
from Lemma 2.24 that∣∣∣RDt ({ui})
∣∣∣ ∣∣∣RDt−1({ui})
∣∣∣+ r  · · · |{ui}| + tr  1 +
⌊
n(λ − 1)
λ
⌋
,
where i = 1, 2, . . . , λ. Therefore, we have
∣∣∣∩λi=1RDt ({ui})
∣∣∣ λ
(
1 +
⌊
n(λ − 1)
λ
⌋)
− n(λ − 1) 1.
So we conclude that there is a vertex w ∈ V(D) such that ui t→w for i = 1, 2, . . . , λ. Consequently,
k(D, λ)max{k{u1 ,u2 ,...,uλ}(D)} t =
⌈
1
r
⌊
n(λ−1)
λ
⌋⌉
. 
It is not difﬁcult to verify that k(Qn, λ) =
⌊
n(λ−1)
λ
⌋
. Then by Lemma 2.27, we have
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Theorem 2.28. Let D ∈ Fn (or D ∈ NFn). Then k(D, λ)
⌊
n(λ−1)
λ
⌋
, and the bound can be attained as
shown by the digraph Qn.
2.5. Primitive Cayley digraphs
Let G be a multiplicative group of order n with identity element e, and let A = {a1, a2, . . . , ap} be
a subset of G. The (right) Cayley digraph [18] is the digraph Cay(G, A) = (V, E), where V = G and
E = {(x, y)|x−1y ∈ A}.
Lemma 2.29 [18]. Let A = {a1, a2, . . . , ap} (1 p n) be a subset of an Abelian group G. If Cay(G, A) is
primitive, then Cay(G, A) is
⌈
p
2
⌉
-inde.
By Lemmas 2.25 and 2.29, we obtain that
Corollary 2.30. Let A = {a1, a2, . . . , ap} (1 p n) be a subset of an Abelian group G. If Cay(G, A) is
primitive, then h(Cay(G, A), λ)
⌈
(λ − 1)/
⌈
p
2
⌉⌉
.
Let P = (pij) ∈ Bn be the permutation matrix with pi,i+1 = pn1 = 1 for i = 1, . . . , n − 1. A primi-
tive circulantmatrix C = C〈a1, . . . , ap; n〉 is amatrix of the form C = Pa1 + · · · + Pap , where 0 a1 <· · · < ap < n and p 2. It is known that D(C) is Cay(Zn, {a1, . . . , ap}) [18].
Corollary 2.31. Let C = C〈a1, . . . , ap; n〉 be a primitive circulant matrix. Then
h(D(C), λ)
⌈
(λ − 1)/
⌈
p
2
⌉⌉
 λ − 1, where p 2.
Let CPn denote the set of all primitive circulant digraphs of order n. It is easy to see that Ln,n ∈ CPn,
and h(Ln,n, λ) = λ − 1 by Theorem 2.14.
Corollary 2.32. Let D ∈ CPn. Then h(D, λ) λ − 1, and the bound is best possible as shown by Ln,n.
For the λth upper scrambling index, we have the following corollaries.
Corollary 2.33. Let A = {a1, a2, . . . , ap} (1 p n) be a subset of an Abelian group G. If Cay(G, A) is
primitive, then k(Cay(G, A), λ)
⌈⌊
n(λ−1)
λ
⌋/ ⌈
p
2
⌉⌉

⌊
n(λ−1)
λ
⌋
.
Corollary 2.34. Let D ∈ CPn. Then k(D, λ) n −
⌈
n
λ
⌉
, and the bound can be attained as shown by Ln,n.
2.6. Primitive tournaments
A tournament is a digraph D such that each pair of distinct vertices i and j is joined by exactly one
of the arcs (i, j) or (j, i), and no vertex is joined to itself by an arc. Let Tn denote the set of all primitive
tournaments of order n. It is well known (see [11,14]) that a tournament D ∈ Tn if and only if n 4 and
D is irreducible (i.e. strongly connected). Note that T1 = T2 = T3 = ∅, and there are exactly 1 and 6
non-isomorphic irreducible tournaments of order 4 and 5, respectively (see [16]). It is not difﬁcult to
computing the generalized scrambling indices of D ∈ T4 (resp. D ∈ T5), and we omit them here. Now
we investigate the λth lower scrambling index of D ∈ Tn for n 6.
Theorem 2.35. Let D ∈ Tn (n 6). Then h(D, λ) = 1 for 2 λ
⌈
n−1
2
⌉
.
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Proof. It is obvious that h(D, λ) 1 for λ 2. It will sufﬁce to show that there is a vertex v ∈ V(DT )
such that
∣∣∣RDT1 ({v})
∣∣∣ λ. SinceDT ∈ Tn (n 6), considering a vertex zwithmaximumoutdegree inDT ,
we have
∣∣∣RDT1 ({z})
∣∣∣ ⌈ (n2)
n
⌉
=
⌈
n−1
2
⌉
 λ immediately. 
When n( 7) is odd, let Γn be the digraph with vertex set V = {1, 2, . . . , n} and arc set E ={
(i + 1, i), (i + 2, i), . . . ,
(
i + n−1
2
, i
)
(mod n)
∣∣∣ 1 i n}; when n( 6) is even, let Γn be the digraph
with vertex set V = {1, 2, . . . , n} and arc set E =
{
(i + 1, i), (i + 2, i), . . . ,
(
i + n
2
, i
)
(mod n)
∣∣∣
1 i n
2
}
∪
{
(i + 1, i), (i + 2, i), . . . ,
(
i + n−2
2
, i
)
(mod n)
∣∣∣ n
2
+ 1 i n
}
. Let βn (n 6) be the di-
graph with vertex set V = {1, 2, . . . , n} and arc set E = ({(i, j)|1 i < j n} \ {(1, n)}) ∪ {(n, 1)}.
Theorem 2.36. Let D ∈ Tn (n 6). Then 1 h(D, λ) 2 for
⌈
n−1
2
⌉
+ 1 λ n − 2, and the lower and
upper bounds can be attained as shown by βn and Γn, respectively.
Proof. Obviously, h(D, λ) 1 can be attained as shown by βn (n 6).
Now let z be a vertex with maximum outdegree in DT . Suppose
N+(z) := {j ∈ V(DT )|(z, j) ∈ E(DT )}, N−(z) := {j ∈ V(DT )|(j, z) ∈ E(DT )}.
Clearly, |N+(z)| + |N−(z)| = n − 1 since DT ∈ Tn (n 6).
Claim 1. For any vertex u ∈ N−(z), u ∈ RDT1 (N+(z)). Let u be any vertex of N−(z). By contradiction,
suppose u /∈ RDT1 (N+(z)). Since DT ∈ Tn, there are arcs from u to all vertices of N+(z). Since u ∈ N−(z),
|RDT1 (u)| > |N+(z)|, a contradiction.
Claim 2.
∣∣∣RDT1 (N+(z)) ∩ N+(z)
∣∣∣ |N+(z)| − 1. If u∈RDT1 (N+(z)) for anyu ∈ N+(z), then
∣∣∣RDT1 (N+(z))
∩N+(z)∣∣ = |N+(z)| > |N+(z)| − 1. Otherwise, there exists a vertex u ∈ N+(z) such that u /∈
RD
T
1 (N
+(z)). Since DT ∈ Tn, there are arcs from u to all vertices of N+(z) \ {u}. Hence
∣∣∣RDT1 (N+(z))∩
N+(z)
∣∣ |N+(z)| − 1.
Since RD
T
2 ({z}) = RDT1 (N+(z)), by Claims 1 and 2, we have∣∣∣RDT2 ({z})
∣∣∣ = ∣∣∣RDT1 (N+(z))
∣∣∣ |N−(z)| + |N+(z)| − 1 = n − 2 λ.
It follows that h(D, λ) 2 for D ∈ Tn (n 6). Moreover, it can be veriﬁed that h(Γn, λ) = 2. Conse-
quently, the bound h(D, λ) 2 can be attained as shown by Γn. 
Lemma 2.37 [11]. Let D ∈ Tn (n > 6). Then exp(D, 1) 3.
Letαn (n > 6) be the digraphwith the set V = {1, . . . , n} of vertices and the set E = ({(i, j)|1 i <
j n} \ {(1, n), (2, n − 1)}) ∪ {(n, 1), (n − 1, 2)} of arcs.
Theorem 2.38. Let D ∈ Tn (n > 6). Then h(D, n) = 3, and 2 h(D, n − 1) 3, the lower and upper
bounds can be attained as shown by αn and βn, respectively.
Proof. Since D ∈ Tn (n > 6), DT ∈ Tn. By Proposition 2.1 and Lemma 2.37,
h(D, λ) exp(DT , 1) 3 for λ = n − 1 and n, where n > 6.
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Note that the length of the shortest walk from a vertex w ∈ V(D) to w itself is at least 3, hence
h(D, n) 3, and then h(D, n) = 3 for D ∈ Tn (n > 6). Considering the digraph βn (n > 6), for any
vertex v ∈ V(βTn ), we have
∣∣∣∣RβTn2 ({v})
∣∣∣∣ n − 2 < n − 1. Therefore, h(βn, n − 1) = 3.
In addition, it is easy to see that
∣∣∣∣RαTn2 ({n})
∣∣∣∣ = n − 1, and
∣∣∣∣RαTn1 ({v})
∣∣∣∣ n − 2 < n − 1 for any vertex
v ∈ V(αTn ). Hence h(αn, n − 1) = 2 (n > 6). It will sufﬁce to show that h(D, n − 1) 2 for D ∈ Tn
(n > 6). By contradiction, suppose there is a digraph D∗ ∈ Tn such that h(D∗, n − 1) = 1. Thus there
exist n − 1 rows and 1 column each of whose entries equals 1 for A(D∗), which implies that there is
vertex v ∈ V(D∗) such that d+(v) = 0, where d+(v) denote the outdegree of v. It is a contradiction to
the connectivity of D∗ ∈ Tn (n > 6). The proof is ﬁnished. 
Finally, the λth upper scrambling index of D ∈ Tn for n > 6 is studied.
Theorem 2.39. Let D ∈ Tn (n > 6). Then k(D, λ) 3, and the bound is best possible as shown by βn.
Proof. On one hand, by Proposition 2.1 and Lemma 2.37, we obtain that
k(D, λ) exp(DT , 1) 3, since DT ∈ Tn and n > 6.
On the other hand, it is not difﬁcult to verify that R
βn
2 ({n}) = {2, 3, . . . , n − 1} and Rβn2 ({n −
1}) = {1}. Hence we can choose X = {u1, u2, . . . , uλ} ⊇ {n, n − 1} with |X| = λ ( 2). Note that
∩λi=1Rβn2 ({ui}) = ∅, then we have kX(βn) > 2 (n > 6). Hence k(βn, λ) = 3. 
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