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A NEW REM CONJECTURE
G. BEN AROUS, VE´RONIQUE GAYRARD, AND A. KUPTSOV
Abstract. We introduce here a new universality conjecture for levels of ran-
dom Hamiltonians, in the same spirit as the local REM conjecture made by
S. Mertens and H. Bauke. We establish our conjecture for a wide class of
Gaussian and non-Gaussian Hamiltonians, which include the p-spin models,
the Sherrington-Kirkpatrick model and the number partitioning problem. We
prove that our universality result is optimal for the last two models by showing
when this universality breaks down.
1. Introduction
S. Mertens and H. Bauke recently observed ([Mer00], [BM04], see also [BFM04])
that the statistics of energy levels for very general random Hamiltonians are Pois-
sonian, when observed micro-canonically, i.e. in a small window in the bulk. They
are universal and identical to those of the simplest spin-glass model, the Random
Energy Model or REM, hence the name of this (numerical) observation: the REM
conjecture or more precisely the local REM conjecture.
This local REM conjecture was made for a wide class of random Hamiltonians
of statistical mechanics of disordered systems, mainly spin-glasses (mean field or
not), and for various combinatorial optimization problems (like number partition-
ing). Recently, two groups of mathematicians have established this conjecture in
different contexts : C. Borgs, J. Chayes, C.Nair, S.Mertens, B.Pittel for the num-
ber partitioning question (see [BCP01], [BCMN05a],[BCMN05b]), and A. Bovier,
I. Kurkova for general spin-glass Hamiltonians (see [BK06a], [BK06b]).
We introduce here a new kind of universality for the energy levels of disordered
systems. We believe that one should find universal statistics for the energy levels of
a wide class of random Hamiltonians if one re-samples the energy levels, i.e. draws a
random subset of these energies. Put otherwise, our conjecture is thus that the level
statistics should also be universal, i.e Poissonian, when observed on a large random
subset of the configuration space rather than in a micro-canonical window. We
establish this new universality result (which could be called the re-sampling REM
universality or the REM universality by dilution) for general (mean-field) spin-glass
models, including the case of number partitioning and for large but sparse enough
subsets. This approach has the following interesting property: the range of energies
involved is not reduced to a small window as in the local REM conjecture. Thus
we can study the extreme value distribution on the random subset, by normalizing
the energies properly. Doing so we establish that the Gibbs measure restricted to
a sparse enough random subset of configuration space has a universal distribution
which is thus the same as for the REM, i.e. a Poisson-Dirichlet measure.
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To be more specific, we specialize our setting to the case of random Hamiltonians
(HN (σ))σ∈SN defined on the hypercube SN = {−1, 1}N . We want to consider a
sparse random subset of the hypercube, say X , and the restriction of the function
HN to X . We introduce the random point process
PN =
∑
σ∈X
δH′
N
(σ), (1.1)
with a normalization:
H ′N (σ) =
HN (σ) − aN
bN
(1.2)
to be chosen. Our conjecture specializes to the following: the asymptotic behavior
of the random point process PN is universal, for a large class of Hamiltonians HN ,
for appropriate sparse random subsets X , and appropriate normalization.
We will only study here the simplest possible random subset, i.e. a site perco-
lation cluster X = {σ ∈ SN : Xσ = 1}, where the random variables (Xσ)σ∈SN are
i.i.d. and Bernoulli:
P(Xσ = 1) = 1− P(Xσ = 0) =: pN = 2
M
2N
. (1.3)
Thus the mean size of X is 2M and we will always assume that X is not too small,
e.g. that logN = o(2M ). We will sometimes call X a random cloud.
In order to understand what the universal behavior should be, let us examine the
trivial case where the HN(σ) are i.i.d centered standard Gaussian random variables,
i.e. the case of the Random Energy Model. Then, standard extreme value theory
proves that if
aN =
√
2M log 2 + 2 log bN − log 2 and bN =
√
1
M
, (1.4)
then PN converges to a Poisson point process with intensity measure
µ(dt) =
1√
π
e−t
√
2 log 2dt. (1.5)
We will now fix the normalization needed in (1.2) by choosing aN and bN as in (1.4).
The basic mechanism of the REM universality we propose is that the influence of
correlations between the random variables H ′N (σ) should be negligible when the
two-point correlation (the covariance) is a decreasing function of the Hamming
distance
dH(σ, σ
′) = #{i ≤ N : σi 6= σ′i} (1.6)
and when the random cloud is sparse enough. We first establish this universality
conjecture for a large class of Gaussian Hamiltonians. This class contains the
Sherrington-Kirkpatrick (SK) model as well as the more general p-spin models. It
also contains the Gaussian version of the number partitioning problem.
Consider a Gaussian Hamiltonian HN on the hypercube SN = {−1, 1}N such
that the random variables (HN (σ))σ∈SN are centered and whose covariance is a
smooth decreasing function of the Hamming distance or, equivalently a smooth
increasing function ν of the overlap R(σ, σ′) = 1N
N∑
i=1
σiσ
′
i :
cov(HN (σ), HN (σ
′)) = ν(R(σ, σ′)) = ν
(
1− 2dH(σ, σ
′)
N
)
. (1.7)
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We will always assume that ν(0) = 0 and that ν(1) = 1. The first assumption is
crucial, since it means that the correlation of the Hamiltonian vanishes for pairs of
points on the hypercube which are at a typical distance. The second assumption
simply normalizes the variance of HN (σ) to 1.
This type of covariance structure can easily be realized for ν real analytic, of the
form:
ν(r) =
∑
p≥1
a2pr
p. (1.8)
Indeed such a covariance structure can be realized by taking mixtures of p-spin
models. Let HN,p be the Hamiltonian of the p-spin model given by
HN,p(σ) =
1
N (p−1)/2
∑
1≤i1,i2,...,ip≤N
gi1,i2,...,ipσi1σi2 . . . σip , (1.9)
where random variables (gi1,i2,...,ip)1≤i1,i2,...,ip≤N are independent standard Gaus-
sians defined on a common probability space (Ωg,Fg,P). Then
HN (σ) =
1√
N
∑
p≥1
apHN,p(σ) (1.10)
has the covariance structure given in (1.7)-(1.8) Let us recall that the case where
ν(r) = r is the Gaussian version of the number partitioning problem ([BCP01]),
the case where ν(r) = r2 is the SK model, and more generally, ν(r) = rp defines
the pure p-spin model.
Let us normalize HN as above (see (1.4)):
H ′N (σ) =
HN (σ)− aN
bN
, (1.11)
and consider the sequence of point processes
PN =
∑
σ∈X
δH′
N
(σ). (1.12)
Theorem 1.1 (Universality in the Gaussian case). Assume that M = o(
√
N) if
ν′(0) 6= 0, and that M = o(N) if ν′(0) = 0. Then, P-almost surely, the distribution
of the point process PN converges weakly to the distribution of a Poisson point
process P on R with intensity given by
µ(dt) =
1√
π
e−t
√
2 log 2dt. (1.13)
Remark 1.2. The condition logN = o(2M ) is needed in order to get P-almost sure
results.
We extend this result, in Section 5, to a wide class of non-Gaussian Hamiltonians
(introduced in [BCMN05a] for the case of number partitioning).
The theorem has the following immediate corollary. Let us fix the realization of
the random cloud X. For configurations σ belonging to the cloud we consider the
Gibbs’ weights GN,β(σ) of the re-scaled Hamiltonian H
′
N (σ)
GN,β(σ) =
e−βH
′
N (σ)∑
̺∈X
e−βH
′
N
(̺)
=
e−β
√
MHN (σ)∑
̺∈X
e−β
√
MHN (̺)
. (1.14)
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Reordering the Gibbs’ weights GN,β(σ) of the configurations σ ∈ X as a non-
increasing sequence (wα)α≤|X| and defining wα = 0 for α > |X | we get a random
element w of the space S of non increasing sequences of non negative real numbers
with sum less than one.
Corollary 1.3 (Convergence to Poisson-Dirichlet). If β >
√
2 log 2 then P-almost
surely under the assumptions of Theorem 1.1 the law of the sequence w = (wα)α≥1
converges to the Poisson-Dirichlet distribution with parameter m =
√
2 log 2
β on S.
The fact that Theorem 1.1 implies Corollary 1.3 is well-known, see for instance
[Tal03] (pp.13-19) for a good exposition.
It is then a natural question to know if our sparseness assumption is optimal.
When the random cloud is denser can this universality survive? We show that our
sparseness condition is indeed optimal for the number partitioning problem and for
the SK model, and that the universality does break down.
Theorem 1.4. [Breakdown of Universality for the number partitioning problem]
(i) Let ν(r) = r. Suppose that lim sup M(N)√
N
< ∞. Then P-almost surely, the
distribution of the point process PN converges to the distribution of a Poisson point
process if and only if M = o(
√
N).
[Breakdown of Universality for the Sherrington-Kirkpatrick model]
(ii) Let ν(r) = r2. Suppose that lim sup M(N)N <
1
8 log 2 . Then P-almost surely, the
distribution of the point process PN converges to the distribution of a Poisson point
process if and only if M = o(N).
We prove this theorem in Section 4 by showing that the second factorial moment
of the point process does not converge to the proper value. The case of pure p-spin
models, with p ≥ 3, or more generally the case where ν′(0) = ν′′(0) = 0 differs
strongly (see Theorem 4.7). The asymptotic behavior of the first three moments
is compatible with a Poissonian convergence. Proving or disproving Poissonian
convergence (or REM universality) in this case is still open, as it is for the local
REM conjecture.
The paper is organized as follows. In Section 2 we establish important combina-
torial estimates about maximal overlaps of ℓ-tuples of points on the random cloud.
We give a particular care to the case of pairs (ℓ = 2) and triples (ℓ = 3) which
are important for the breakdown of universality results. In Section 3 we establish
the universality in the Gaussian case (Theorem 1.1). We then prove, in Section 4,
the breakdown of universality given in Theorem 1.4. Finally we extend the former
results to a wide non-Gaussian setting in Section 5.
2. Combinatorial estimates
In this section we fix an integer ℓ ≥ 1 and study the maximal overlap
Rmax(σ
1, . . . , σℓ) = max
1≤i<j≤ℓ
|R(σi, σj)|. (2.1)
For fixed N ∈ N and R ∈ [0, 1) let us define the following subsets of SℓN
Uℓ(R) = {(σ1, . . . , σℓ) : Rmax(σ1, . . . , σℓ) ≤ R} (2.2)
A NEW REM CONJECTURE 5
and
Vℓ(R) = {(σ1, . . . , σℓ) : Rmax(σ1, . . . , σℓ) = R}. (2.3)
More generally, let the sequence RN ∈ [0, 1) be given (respectively, the correspond-
ing sequence of Hamming distances dN =
N
2 (1−RN )) and introduce the sequence
of sets Uℓ(RN ) and Vℓ(RN ) which we denote for simplicity of notation by UN,ℓ and
VN,ℓ respectively.
For a set Y ⊂ SℓN we denote by Y X its intersection with Xℓ. In the following
theorem we study the properties of the sets
UXN,ℓ = {(σ1, . . . , σℓ) ∈ Xℓ : Rmax(σ1, . . . , σℓ) ≤ RN} (2.4)
and
V XN,ℓ = {(σ1, . . . , σℓ) ∈ Xℓ : Rmax(σ1, . . . , σℓ) = RN}. (2.5)
In order to state the main result of this section (Theorem 2.1) we define the function
J (x) =
{
1−x
2 log(1− x) + 1+x2 log(1 + x) if x ∈ [−1, 1],
+∞ otherwise. (2.6)
Theorem 2.1. Let the sequence RN be such that NR
2
N →∞.
(i) Then P-almost surely
|UXN,ℓ| = E|UXN,ℓ|(1 + o(1)). (2.7)
(ii) If RN = o(1) and M(N) ≥ logN then there exists α ∈ [0, 1) and C > 0,
depending only on ℓ, such that P-almost surely
|V XN,ℓ| ≤ C eαNJ (RN )E|V XN,ℓ|. (2.8)
Proof. The proof is based on standard inequalities for i.i.d. random variables that
result from exponential Chebychev inequality. We formulate them without proof:
let (Xi)1≤i≤n be i.i.d. Bernoulli rv’s with P(Xi = 1) = 1 − P(Xi = 0) = p and let
Z =
n∑
i=1
Xi. Then, for t > 0,
P(Z − EZ ≥ tEZ) ≤ e−n
(
p(1+t) log(1+t)+(1−p(1+t)) log 1−p(1+t)1−p
)
, (2.9)
P(Z − EZ ≤ −tEZ) ≤ e−n
(
p(1−t) log(1−t)+(1−p(1−t)) log 1−p(1−t)1−p
)
. (2.10)
If p = p(n)→ 0 and t = t(n)→ 0 as n→∞, the above inequalities imply that, for
large enough n,
P
(|Z − EZ| ≥ tEZ) ≤ 2e−npt2/4, (2.11)
whereas if p(n)→ 0, t(n)→ ∞, and p(n)t(n) → 0 we get from (2.9) that for large
enough n
P(Z − EZ ≥ tEZ) ≤ e− 12np(1+t) log(1+t). (2.12)
The proof of Theorem 2.1 relies on the following elementary lemma that again
we state without proof.
Lemma 2.2. (i) For any sequence RN ∈ [0, 1)
|UN,ℓ| ≥ 2Nℓ
(
1− 2
(
ℓ
2
)
e−
1
8NR
2
N
)
. (2.13)
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(ii) Suppose RN satisfies NR
2
N → ∞ and RN = o(1). Then for some C > 0
depending only on ℓ,
|VN,ℓ| = 2Nℓ C√
N
e−NJ (RN )(1 + o(1)). (2.14)
As an elementary consequence of part (i) of Lemma 2.2 one can prove that:
Corollary 2.3. P-a.s. max
σ,σ′∈X
|R(σ, σ′)| ≤ δN , where δN ≡ 4
√
M(N) log 2
N +
logN
N .
The proof of part (i) of Theorem 2.1 then proceeds as follows. Let us first express
the size of the random cloud |X | as a sum of i.i.d. random variables
|X | =
∑
σ∈SN
1Xσ=1. (2.15)
Using (2.11) and the assumption that logN = o(2M ), we see that P-almost surely
|X | is given by its expected value, i.e. |X | = 2M (1 + o(1)). Therefore |Xℓ| =
2Mℓ(1 + o(1)).
Since UXN,ℓ ⊂ Xℓ and E|UXN,ℓ| = pℓN |UN,ℓ| = 2Mℓ(1 + o(1)), then proving part (i)
of Theorem 2.1 is equivalent to proving that the set UXN,ℓ coincides, up to an error
of magnitude o(2Mℓ), with the set Xℓ. Let us rewrite UXN,ℓ as
UXN,ℓ =
⋂
1≤j<j′≤ℓ
(UXN,ℓ)jj′ , (2.16)
where we defined
(UXN )jj′ =
{
(σ1, . . . , σℓ) ∈ Xℓ : |R(σj , σj′ )| ≤ RN
}
. (2.17)
If we prove that every set (UXN,ℓ)jj′ coincides, up to an error of order o(2
Mℓ), with
the set Xℓ, then the representation (2.16) implies part (i) of the theorem. We
therefore concentrate on proving that
|(UXN,ℓ)jj′ | = E|(UN,ℓ)Xjj′ |(1 + o(1)), P-a.s. (2.18)
Without loss of generality we can consider the case of j = 1 and j′ = 2. By definition
of (UXN,ℓ)jj′ we get
|(UXN,ℓ)12| =
( ∑
σ1,σ2∈SN :
|R(σ1,σ2)|≤RN
1Xσ1=11Xσ2=1
)( ∑
σ∈SN
1Xσ=1
)ℓ−2
=
( ∑
σ1∈SN
1Xσ1=1
∑
σ2:|R(σ1,σ2)|≤RN
1Xσ2=1
)( ∑
σ∈SN
1Xσ=1
)ℓ−2
. (2.19)
As we already noted, the sum in the second factor of (2.19) concentrates on its
expected value and is equal to 2M(ℓ−2)(1+o(1)). Let us thus turn to the first factor
in (2.19).
Introduce the set (UXN,ℓ)σ1 = {σ2 ∈ X : |R(σ1, σ2)| ≤ RN}. Then
|(UXN,ℓ)σ1 | =
∑
σ2:|R(σ1,σ2)|≤RN
1Xσ2=1 (2.20)
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The summands in this sum are i.i.d. and it follows from part (i) of Lemma 2.2
that their number is at least 2N(1 − 2e− 18NR2N ) = 2N(1 + o(1)). Applying (2.11)
together with the assumption that logN = o(2M ) we obtain from Borel-Cantelli
Lemma that P-a.s., for any σ1 ∈ SN ,
|(UXN,ℓ)σ1 | = (1 + o(1))E|(UXN,ℓ)σ1 |. (2.21)
From (2.19), (2.20) and (2.21) we immediately conclude that
|(UXN,ℓ)12| = (1 + o(1))E|(UXN,ℓ)12|, P-a.s. (2.22)
This finishes the proof of part (i) of Theorem 2.1.
The proof of part (ii) is quite similar to the proof of part (i). By definition of
V XN,ℓ we get
V XN,ℓ ⊆
⋃
1≤j<j′≤ℓ
(V XN,ℓ)jj′ , (2.23)
where
(V XN,ℓ)jj′ =
{
(σ1, . . . , σℓ) ∈ V XN,ℓ : |R(σj , σj
′
)| = RN
}
. (2.24)
We claim that it suffices to prove that P-almost surely
|(V XN,ℓ)jj′ | ≤ eαNJ (RN )E|(V XN,ℓ)jj′ |. (2.25)
Indeed, from (2.23) and from the above inequality we obtain that
|V XN,ℓ| ≤
∑
1≤j<j′≤ℓ
|(V XN,ℓ)jj′ | ≤
∑
1≤j<j′≤ℓ
eαNJ (RN )E|(V XN,ℓ)jj′ |. (2.26)
Using part (i) of Lemma 2.2 it is easy to establish that for all 1 ≤ j < j′ ≤ ℓ
|VN,ℓ| = |(VN,ℓ)jj′ |
(
1 + o(1)
)
, (2.27)
and therefore
E|V XN,ℓ| = E|(V XN,ℓ)jj′ |(1 + o(1)). (2.28)
Since (2.26) and (2.28) imply the result we concentrate on the proof of (2.25).
Without loss of generality we can take j = 1 and j′ = 2. Then, by definition of
(V XN,ℓ)jj′ , we get
|(V XN,ℓ)12| =
( ∑
σ1,σ2∈SN :
|R(σ1,σ2)|=RN
1Xσ1=11Xσ2=1
)( ∑
σ∈SN
1Xσ=1
)ℓ−2
=
( ∑
σ1∈SN
1Xσ1=1
∑
σ2:|R(σ1,σ2)|=RN
1Xσ2=1
)( ∑
σ∈SN
1Xσ=1
)ℓ−2
. (2.29)
As in the proof of part (i) we see that the second part of (2.29) concentrates on its
expected value and equals to 2M(ℓ−2)(1 + o(1)). We are thus left to treat the first
part. Introducing the set
(V XN,ℓ)σ1 = {σ2 ∈ X : |R(σ1, σ2)| = RN} (2.30)
it is clear that
|(V XN,ℓ)σ1 | =
∑
σ2:|R(σ1,σ2)|=RN
1Xσ2=1 (2.31)
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There are 2
(
N
dN
)
i.i.d. terms in the above sum. Applying (2.12) with t + 1 =
eαNJ (RN ) where α ∈ [0, 1) will be chosen later, we obtain
P(|(V XN,ℓ)σ1 | ≥ eαNJ (RN )E|(V XN,ℓ)σ1 |) ≤ e−
1
2E|(VXN,ℓ)σ1 |(1+t) log(1+t). (2.32)
From Stirling’s formula we see that for some C > 0,
E|(V XN,ℓ)σ1 | = 2pN
(
N
dN
)
= 2M
C√
N
e−NJ (RN )(1 + o(1)), (2.33)
and thus the exponent in (2.32) is
1
2
E|(V XN,ℓ)σ1 |(1 + t) log(1 + t) =
C
2
√
N
2Me−(1−α)NJ (RN ) αNJ (RN )(1 + o(1))
=
αC
2
eM log 2−(1−α)NJ (RN )−
1
2 logNNJ (RN )(1 + o(1)). (2.34)
If for every σ1 ∈ SN the set (V XN,ℓ)σ1 is empty then there is nothing to prove.
Otherwise, by Corollary 2.3 we obtain that P-almost surely RN < δN , and since
J (x) = 12x2(1 +O(x2)) near the origin we can choose α ∈ [0, 1) in such a way that
M log 2− (1− α)NJ (RN )− 1
2
logN > γ logN (2.35)
for some γ > 0. Hence
∑
N
e−
1
2E|(VXN,ℓ)σ1 |(1+t) log(1+t) <∞, and we obtain from (2.32)
and Borel-Cantelli Lemma that P-almost surely
|(V XN,ℓ)σ1 | ≤ eαNJ (RN )E|(V XN,ℓ)σ1 |. (2.36)
It is easy to see that (2.36) and (2.29) imply (2.25). This concludes the proof of
Theorem 2.1. 
In part (ii) of Theorem 2.1 we studied the properties of the sets V XN,ℓ ⊂ Xℓ for
arbitrary ℓ ≥ 2. For ℓ = 2 we can improve on Theorem 2.1.
Theorem 2.4. Suppose that lim sup MN < 1.
(i) If for some c1 >
1
2
J (RN ) ≤ M log 2
N
− c1 logN
N
, (2.37)
then P-almost surely
|V XN,2| = (1 + o(1))E|V XN,2|. (2.38)
(ii) If for positive constants c1, c2
M log 2
N
− c1 logN
N
≤ J (RN ) ≤ M log 2
N
+
c2 logN
N
(2.39)
then there is a constant c such that P-almost surely
|V XN,2| ≤ N c E|V XN,2|. (2.40)
(iii) If for some c2 >
3
2
J (RN ) > M log 2
N
+
c2 log 2
N
, (2.41)
then the set V XN,2 is P-almost surely empty.
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Proof. (i) By definition of V XN,2,
|V XN,2| =
∑
σ1∈SN
1Xσ1=1
∑
σ2∈SN :|R(σ1,σ2)|=RN
1Xσ2=1. (2.42)
Using (2.30) the inner sum is |(V XN,2)σ1 |. Since it is a sum of i.i.d. random variables
then for all t = t(N) = o(1) we get from (2.11) that
P
(||(V XN,2)σ1 | − E|(V XN,2)σ1 || ≥ tE|(V XN,2)σ1 |) ≤ 2e−t2E|(VXN,2)σ1 |/4. (2.43)
Using Stirling’s approximation
√
2πnn+
1
2 e−n+
1
12n+1 < n! <
√
2πnn+
1
2 e−n+
1
12n (2.44)
we obtain that
E|(V XN,2)σ1 | = 2pN
(
N
dN
)
= O
(eM log 2−NJ (RN )√
N(1−R2N )
)
. (2.45)
Further, from (2.37) and Corollary 2.3 we obtain that E|(V XN,2)σ1 | ≥ CN c1−1/2 for
some positive constant C > 0. Choosing t = N−γ for some small enough γ > 0 in
(2.43), we conclude from Borel-Cantelli Lemma that
|(V XN,2)σ1 | = E|(V XN,2)σ1 |(1 + o(1)), P-a.s. (2.46)
Using (2.42), (2.46), and the fact that P-almost surely there are 2M (1 + o(1))
configurations in the random cloud X proves (i).
(ii) The proof is similar to the proof of part (i). In particular, from the repre-
sentation (2.42) it is easy to see that it suffices to prove that
|(V XN,2)σ1 | ≤ N c E|(V XN,2)σ1 |, P-a.s. (2.47)
Choosing 1 + t = N c we get from (2.45) that for some positive constant C
1
2
E|(V XN,2)σ1 |(1 + t) log(1 + t) ≥ CN c−c2−1/2 logN. (2.48)
Choosing c large enough and applying (2.12) together with Borel-Cantelli Lemma
proves part (ii).
(iii) We again use the representation (2.42). Clearly it is enough to prove that
for all σ1 ∈ X the set (V XN,2)σ1 is P-almost surely empty. By (2.45) E|(V XN,2)σ1 | ≤
CN−c2−1/2 for some positive constant C. Thus, choosing 1 + t = 1
E|(V X
N,2
)σ1 |
→ ∞
we obtain from (2.12)
P
(|(V XN,2)σ1 | ≥ 1) = P (|(V XN,2)σ1 | ≥ (1 + t)E|(V XN,2)σ1 |) ≤ (t+ 1)−1/2. (2.49)
By definition of t and by condition (2.41) we get
(t+ 1)−1/2 ≤ C1/2N−c2/2−1/4. (2.50)
Applying Borel-Cantelli Lemma proves (iii). 
In order to estimate the third moment in Theorems 4.1, 4.2, and 4.7 we give a
result similar to Theorem 2.4 but for ℓ = 3, i.e. for a given sequence of vectors
(RN12, R
N
23, R
N
31) we estimate the cardinal of the set
WXN,3 =
{
(σ1, σ2, σ3) ∈ X3 : R(σ1, σ2) = RN12, R(σ2, σ3) = RN23, R(σ3, σ1) = RN31
}
.
(2.51)
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Below we omit the explicit dependence of the sequence (RN12, R
N
23, R
N
31) on N and
instead of RN12, R
N
23 and R
N
31 will write R12, R23 and R31 respectively. In order to
formulate the theorem we introduce the following function on R3 :
J (2)(x, y, z) = 1 + x+ y + z
4
log(1 + x+ y + z) +
1 + x− y − z
4
log(1 + x− y − z)
+
1− x+ y − z
4
log(1 − x+ y − z) + 1− x− y + z
4
log(1− x− y + z)
(2.52)
if |1 + x| ≥ |y + z| and |1− x| ≥ |y − z| and J (2)(x, y, z) = +∞ otherwise.
Theorem 2.5. Suppose lim sup MN < 1.
(i) If for some c1 >
1
2 the sequence R12 satisfies (2.37), and if for some c
(2)
1 > 1
J (2)(R12, R23, R31) ≤ M log 2
N
+ J (R12)− c
(2)
1 logN
N
, (2.53)
then P-almost surely
|WXN,3| = (1 + o(1))E|WXN,3|. (2.54)
(ii) If for positive constants c
(2)
1 , c
(2)
2 ,
M log 2
N
+ J (R12)− c
(2)
1 logN
N
≤ J (2)(R12, R23, R31)
≤ M log 2
N
+ J (R12) + c
(2)
2 logN
N
, (2.55)
then there is a constant c such that P-almost surely
|WXN,3| ≤ N cE|WXN,3|. (2.56)
(iii) If for some c
(2)
2 >
3
2
J (2)(R12, R23, R31) > M log 2
N
+ J (R12) + c
(2)
2 log 2
N
, (2.57)
then P-almost surely the set WXN,3 is empty.
Proof. ¿From Lemma 2.6 stated below it follows that, for arbitrary configurations
σ1, σ2, σ3 ∈ SN , the function J (2)(R12, R23, R31) is well defined. This lemma,
whose proof we will omit, is a direct consequence of the fact that the Hamming
distance on SN satisfies triangle inequality.
Lemma 2.6. For arbitrary configurations σ1, σ2 and σ3 ∈ SN we have 1 +R12 ≥
|R23 + R31| and 1−R12 ≥ |R23 −R31|.
The proof of the Theorem 2.5 is similar to that of Theorem 2.4. We begin by
writing the size of the set WXN,3 as
|WXN,3| =
∑
σ1∈SN
1Xσ1=1
∑
σ2∈SN :
R(σ1,σ2)=R12
1Xσ2=1
∑
σ3∈SN :
R(σ2,σ3)=R23
R(σ1,σ3)=R31
1Xσ3=1 (2.58)
Let us first estimate the number of terms in the last sum. This means that, given
σ1, σ2 ∈ SN with overlap R(σ1, σ2) = R12, we have to calculate the number of con-
figurations σ3 with R(σ2, σ3) = R23 and R(σ
3, σ1) = R31.Without loss of generality
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we can assume that all the spins of σ1 are equal to 1. Further, let C(σ1, σ2, σ3) be
a 3 × N matrix with rows σ1, σ2, σ3. For a column vector δ ∈ {−1, 1}3 we let nδ
be the number of columns of the matrix C that are equal to δ, i.e.
nδ =
∣∣{j ≤ N : (σ1j , σ2j , σ3j ) = δ}∣∣. (2.59)
Then the overlaps can be written in terms of nδ, namely

n(1,1,1) + n(1,1,−1) − n(1,−1,1) − n(1,−1,−1) = NR12,
n(1,1,1) − n(1,1,−1) − n(1,−1,1) + n(1,−1,−1) = NR23,
n(1,1,1) − n(1,1,−1) + n(1,−1,1) − n(1,−1,−1) = NR31,
n(1,1,1) + n(1,1,−1) + n(1,−1,1) + n(1,−1,−1) = N.
(2.60)
Solving this system of linear equations we find

n(1,1,1) =
1
4N(1 +R12 +R23 +R31),
n(1,1,−1) = 14N(1 +R12 −R23 −R31),
n(1,−1,1) = 14N(1−R12 −R23 +R31),
n(1,−1,−1) = 14N(1−R12 +R23 −R31).
(2.61)
We notice that specifying the configuration σ3 is equivalent to specifying the num-
bers n(1,1,1), n(1,1,−1), n(1,−1,1), and n1,−1,−1. Therefore the number of configura-
tions σ3 ∈ SN with overlaps R(σ2, σ3) = R23, and R(σ3, σ1) = R31 is(
n(1,1,1) + n(1,1,−1)
n(1,1,1)
)(
n(1,−1,1) + n(1,−1,−1)
n(1,−1,1)
)
=
(
n(1,1,1) + n(1,1,−1)
)
!
n(1,1,1)!n(1,1,−1)!
(
n(1,−1,1) + n(1,−1,−1)
)
!
n(1,−1,1)!n(1,−1,−1)!
. (2.62)
Applying Stirling’s approximation to (2.62) one obtains that the number of terms
in the last summation in (2.58) is of order
2NeNJ (R12)−NJ
(2)(R12,R23,R31)
√
1−R212
N
√
P (R12, R23, R31)
,
where P (x, y, z) = (1+ x+ y+ z)(1 + x− y− z)(1− x+ y− z)(1− x− y+ z). The
rest of the proof essentially is a rerun of the proof of Theorem 2.4. We skip the
details. 
3. Proof of Theorem 1.1
As in [BK06a] and [BCMN05a],[BCMN05b], the proof of the Poisson convergence
is based on the analysis of factorial moments of the point processes PN defined in
(1.12).
In general, let ξN be a sequence of point processes defined on a common prob-
ability space (Ω,F ,Q) and let ξ be a Poisson point process with intensity mea-
sure µ. Define the ℓth factorial moment E(Z)ℓ of the random variable Z to be
EZ(Z − 1) . . . (Z − ℓ+1). The following is a classical lemma that is a direct conse-
quence of Theorem 4.7 in [Kal83].
Lemma 3.1. If for every ℓ ≥ 1 and every Borel set A
lim
N→∞
EQ(ξN (A))ℓ = (µ(A))
ℓ, (3.1)
then the distribution of (ξN )N≥1 converges weakly to the distribution of ξ.
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Applying Lemma 3.1 to the sequence of point processes PN =
∑
σ∈X
δH′
N
(σ) the
following result proves Theorem 1.1.
Theorem 3.2. Under the assumptions of Theorem 1.1, for every ℓ ∈ N and every
bounded Borel set A
lim
N→∞
E(PN (A))ℓ = (µ(A))ℓ, P-a.s., (3.2)
where µ is defined in (1.13).
Proof. We start with the computation of the first moment of PN (A) :
EPN (A) =
∑
σ∈X
P(H ′N (σ) ∈ A). (3.3)
As we saw in the proof of Theorem 2.1 the size of the random cloud |X | is P-
almost surely 2M (1+o(1)). Since H ′N (σ), σ ∈ SN , are identically distributed normal
random variables with mean −aN/bN and variance 1/bN , the sum in (3.3) can be
written as
2M
e−a
2
N/2√
2π
bN
∫
A
e−x
2b2N/2−aN bNxdx (1 + o(1)), P -a.s. (3.4)
By the dominated convergence theorem and the definition of aN it follows from
(3.4) that the limit of the first moment is µ(A).
To calculate factorial moments of higher order we follow [BCMN05a] and rewrite
the ℓth factorial moment of PN (A) as
E(PN (A))ℓ =
∑
σ1,...,σℓ
P
(
H ′N (σ
1) ∈ A, . . . , H ′N (σℓ) ∈ A
)
(3.5)
where the sum runs over all ordered sequences of distinct configurations (σ1, . . . , σℓ) ∈
Xℓ. To analyze it we decompose the set SℓN into three non-intersecting subsets
SℓN = Uℓ(RN ) ∪
(
Uℓ(δN )\Uℓ(RN )
) ∪ (Uℓ(δN ))c, (3.6)
where Uℓ is defined in (2.2), δN is defined in Corollary 2.3 and the sequence RN is
chosen such that:
RN → 0,Mν(RN)→ 0, NR2N →∞. (3.7)
This is possible since we have assumed thatM = o(
√
N) if ν′(0) 6= 0 andM = o(N)
if ν′(0) = 0. We recall here that the function ν is defined in (1.7)-(1.8).
Having specified RN , let us analyze the contribution to the sum (3.5) coming
from the intersection of Xℓ with the sets Uℓ(RN ), Uℓ(δN )\Uℓ(RN ), and (Uℓ(δN ))c.
Firstly, by Corollary 2.3 the intersection of the set (Uℓ(δN ))
c with Xℓ is P-a.s.
empty and therefore its contribution to the sum (3.5) is zero. Next, let us show
that P-a.s.
lim
N→∞
∑
σ1,...,σℓ
P
(
H ′N (σ
1) ∈ A, . . . , H ′N(σℓ) ∈ A
)
= (µ(A))ℓ, (3.8)
where the sum is over all the sequences (σ1, . . . , σℓ) ∈ Uℓ(RN ) ∩Xℓ.
For every ℓ ∈ N let B(σ1, . . . , σℓ) denote the covariance matrix of random vari-
ables HN (σ
1), . . . , HN (σ
ℓ). By (1.7) its elements, bij , are given by
bij = ν(Rij) (3.9)
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where we wrote R(σi, σj) = Rij . Since RN = o(1) the matrix B(σ
1, . . . , σℓ) is
non-degenerate. We therefore get for (σ1, . . . , σℓ) ∈ Uℓ(RN ) ∩Xℓ that
P
(
H ′N (σ
1) ∈ A, . . . , H ′N (σℓ) ∈ A
)
=
bℓN
(2π)ℓ/2
√
detB
×
∫
A
. . .
∫
A
e−(~x,B
−1~x)b2N/2−aN bN (~x,B−1~1)−a2N (~1,B−1~1)/2d~x, (3.10)
where B = B(σ1, . . . , σℓ), ~x = (x1, . . . , xℓ)
t and ~1 = (1, . . . , 1)t. From the definition
of aN we further get from (3.10) that
P
(
H ′N (σ
1) ∈ A, . . . , H ′N (σℓ) ∈ A
)
=
1
2Mℓ
e(ℓ−(~1,B
−1~1))(M log 2−1/2 logM)
√
detB
× 1
(
√
π)ℓ
∫
A
. . .
∫
A
e−(~x,B
−1~x)b2N/2−aNbN (~x,B−1~1)d~x. (3.11)
Since the matrix B−1 is positive definite and since aNbN →
√
2 log 2 we con-
clude from the dominated convergence theorem that for all bounded Borel sets A,
uniformly in (σ1, . . . , σℓ) ∈ Uℓ(RN ) ∩Xℓ,
1
(
√
π)ℓ
∫
A
. . .
∫
A
e−(~x,B
−1~x)b2N/2−aNbN (~x,B−1~1)d~x
→ 1
(
√
π)ℓ
∫
A
. . .
∫
A
e−
√
2 log 2(~x,~1)d~x = (µ(A))ℓ. (3.12)
To evaluate e(ℓ−(~1,B
−1~1))(M log 2−1/2 logM) in (3.11) we look at (ℓ−(~1, B−1~1)) detB
as a multivariate function of (bij)1≤i<j≤ℓ. It is a polynomial of degree ℓ with co-
efficients depending only on ℓ and without constant term. It implies that |ℓ −
(~1, B−1~1)| = O(ν(RN )) and therefore, by (3.7),
e(ℓ−(~1,B
−1~1))(M log 2−1/2 logM) = 1 + o(1). (3.13)
Combining (3.11), (3.12), and (3.13) we may rewrite the sum (3.8) as
∑
σ1,...,σℓ
1
2Mℓ
(µ(A))
ℓ
(1 + o(1)) =
|Uℓ(RN ) ∩Xℓ|
2Mℓ
(µ(A))
ℓ
(1 + o(1)). (3.14)
Now it follows from Theorem 2.1 (i) and Lemma 2.2 (i) that |Uℓ(RN ) ∩ Xℓ|
concentrates around its expected value, namely 2Mℓ(1 + o(1)), so that (3.14) im-
plies (3.8).
Next, let us establish that the contribution from the second set in (3.6) is negli-
gible, i.e. let us prove that
lim
N→∞
∑
σ1,...,σℓ
P
(
H ′N (σ
1) ∈ A, . . . , H ′N(σℓ) ∈ A
)
= 0, (3.15)
where the sum runs over all the sequences (σ1, . . . , σℓ) ∈ (Uℓ(δN )\Uℓ(RN )) ∩ Xℓ.
To do this we first bound the righthand side of (3.11). By definition (2.1) and
Corollary 2.3, Rmax(σ
1, . . . , σℓ) ≤ δN = o(1). Therefore following the same rea-
soning as above we obtain from (3.11) that for some constant C > 0 and for all
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(σ1, . . . , σℓ) ∈ (Uℓ(δN )\Uℓ(RN )) ∩Xℓ
P
(
H ′N (σ
1) ∈ A, . . . , H ′N (σℓ) ∈ A
) ≤ eCMν(Rmax)
2Mℓ
(µ(A))ℓ(1 + o(1)). (3.16)
For fixed N the overlap takes only a discrete set of values
KN =
{
1− 2k
N
: k = 0, 1, . . . , N
}
. (3.17)
We represent the set Uℓ(δN )\Uℓ(RN ) as a union of sets Vℓ(RN,k), where we denoted
RN,k = 1− 2kN ∈ KN ∩ (RN , δN ). Let us fix k and bound the contribution from the
set Vℓ(RN,k) ∩Xℓ, i.e.∑
(σ1,...,σℓ)∈
Vℓ(RN,k)∩Xℓ
P
(
H ′N (σ
1) ∈ A, . . . , H ′N (σℓ) ∈ A
)
. (3.18)
We obtain from Lemma 2.2 (ii) that
|Vℓ(RN,k)| = 2Nℓ C√
N
e−NJ (RN,k)(1 + o(1)). (3.19)
In the caseM(N) ≤ logN we can choose the sequence RN in such a way that the
set Uℓ(δN )\Uℓ(RN ) is empty. Therefore we can assume without loss of generality
that M(N) ≥ logN. Applying part (ii) of Theorem 2.1 we further conclude that
|Vℓ(RN,k) ∩Xℓ| ≤ 2Mℓ C√
N
e−(1−α)NJ (RN,k), P-a.s. (3.20)
Using (3.16) and the last inequality we bound the sum (3.18) by
C√
N
e−(1−α)NJ (RN,k)eCMν(RN,k). (3.21)
One can easily check thatMν(RN,k) = o(NR
2
N,k) for RN,k ∈ (RN , δN). Together
with J (x) ≥ x2/2 it implies that for some positive constants C1 and C2 we can
further bound (3.21) by
C1√
N
e−C2NR
2
N,k . (3.22)
As a consequence, we obtain an almost sure bound∑
RN,k∈
KN∩(RN ,δN )
∑
(σ1,..,σℓ)∈
Vℓ(RN,k)∩Xℓ
P
(
H ′N (σ
1) ∈ A, . . . , H ′N (σℓ) ∈ A
)
≤ C1√
N
∑
RN,k∈
KN∩(RN ,δN )
e−C2NR
2
N,k . (3.23)
Introducing new variables yN,k =
√
NRN,k we rewrite the above sum as
C1
2
∑
yN,k
e−C2y
2
N,k
2√
N
, (3.24)
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where the summation is over the discrete set
√
NKN ∩ (
√
NRN ,
√
NδN ). Since
NR2N → ∞, then for arbitrary C > 0 and for large N we can further bound this
sum by
C1
2
∑
yN,k≥C
e−C2y
2
N,k
2√
N
. (3.25)
Interpreting the last sum as a sum of areas of nonintersecting rectangles with one
side equal e−C2yN,k and the other 2√
N
we bound it with the integral
∞∫
C− 2√
N
e−C2y
2
dy (3.26)
Since the constant C is arbitrary we get that (3.15) is o(1). This finishes the proof
of Theorem 3.2 and therefore of Theorem 1.1. 
4. Proof of Theorem 1.4.
In order to prove the breakdown of universality in Theorem 1.4 we use a strategy
similar to that used in [BCMN05b] to disprove the local REM conjecture for the
number partitioning problem and for the Sherrington-Kirkpatrick model when the
energy scales are too large. We prove that P-a.s. for every bounded Borel set A
(1) the limit of the first factorial moment exists and equals µ(A);
(2) the second factorial moment E(PN (A))2 does not converge to (µ(A))2;
(3) the third moment is bounded.
These three facts immediately imply that the sequence of random variables PN (A)
does not converge weakly to a Poisson random variable and so the sequence of
point processes PN does not converge weakly to a Poisson point process. Part (i)
of Theorem 1.4 is thus obviously implied by the following
Theorem 4.1 (Breakdown of Universality for the number partitioning problem).
Let ν(r) = r. For every bounded Borel set A
limE(PN (A))1 = µ(A), P-a.s. (4.1)
Moreover, if lim sup M(N)√
N
= ε <∞ then P-a.s.
(i) lim supE(PN (A))2 = e2ε2 log2 2(µ(A))2,
(ii) lim supE(PN (A))3 <∞.
Similarly, part (ii) of Theorem 1.4 is implied by the following
Theorem 4.2 (Breakdown of Universality for the Sherrington-Kirkpatrick model).
Let ν(r) = r2. For every bounded Borel set A
limE(PN (A))1 = µ(A), P-a.s. (4.2)
Moreover, if lim sup M(N)N = ε <
1
8 log 2 then P-a.s.
(i) lim supE(PN (A))2 = (µ(A))
2√
1−4ε log 2 ;
(ii) lim supE(PN (A))3 <∞.
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Remark 4.3. Condition ε < 18 log 2 in not optimal and could be improved. The
reason for such a choice is that for ε < 18 log 2 the third moment estimate is quite
simple.
We will prove in detail Theorem 4.2 but omit the proof of Theorem 4.1 as it is
very similar and much simpler.
Proof of Theorem 4.2. We successively prove the statement on the first, second,
and third moment.
1. First moment estimate.
Since all the random variables H ′N (σ), σ ∈ SN , are identically distributed then
E(PN (A))1 = |X |P(H ′N (σ) ∈ A). (4.3)
We saw in the proof of Theorem 2.1 that for M(N) satisfying logN = o(2M ),
|X | = 2M (1 + o(1)) P-a.s. Combined with (3.11), the definition of aN , and the
dominated convergence theorem this fact implies that P-a.s.
E(PN (A))1 = 2M (1 + o(1)) 1
2M
1√
π
∫
A
e−x
2b2N/2−aN bNxdx = µ(A)(1 + o(1)). (4.4)
Hence (4.2) is proven.
2. Second moment estimate. Next assume that lim sup M(N)N = ε. We now want
to calculate lim supE(PN (A))2. For this we rewrite the second factorial moment as
E(PN (A))2 =
∑
σ1,σ2
P
(
H ′N (σ
1) ∈ A,H ′N (σ2) ∈ A
)
, (4.5)
where the summation is over all pairs of distinct configurations (σ1, σ2) ∈ X2. We
then split the set S2N into four non-intersecting subsets and calculate the contri-
butions from these subsets separately (these calculations are similar to those of
Theorem 3.2).
(1) We begin by calculating the contribution from the set SX1 , where
S1 =
{
(σ1, σ2) ∈ S2N : |R(σ1, σ2)| ≤ τN
}
(4.6)
and where the sequence τN is chosen in such a way thatNτ
4
N → 0 and e−Nτ
2
N decays
faster than any polynomial: this can be achieved by choosing e.g. τN =
1
N1/4 logN
.
First, we get from (3.11) for ℓ = 2
P
(
H ′N (σ
1) ∈ A,H ′N (σ2) ∈ A
)
=
1
22M
e
2b12
1+b12
(M log 2−1/2 logM)√
1− b212
× 1
(
√
π)2
∫
A
∫
A
e−(~x,B
−1~x)b2N/2−aN bN (~x,B−1~1)dx1dx2, (4.7)
where b12 = cov(H
′
N (σ
1), H ′N (σ
2)) = R212. If (σ
1, σ2) ∈ S1 then b12 = o(1) and
we get from (3.12) that uniformly in (σ1, σ2) ∈ S1 the second line in (4.7) is just
(µ(A))2(1 + o(1)).
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Next, we represent the set S1 as a union of sets V2(RN,k) with RN,k = 1− 2kN ∈
KN ∩ [0, τN ]. Applying Theorem 2.4 (i) we get that
|V2(RN,k) ∩X2| = 2
√
2
πN
22Me−NJ (RN,k)(1 + o(1)). (4.8)
Therefore, up to a multiplicative term of the form 1 + o(1), the contribution from
the set SX1 to the sum (4.5) is∑
RN,k
1
22M
e
2b12
1+b12
(M log 2−1/2 logM)
(µ(A))22
√
2
πN
22Me−NJ (RN,k)
= 2
√
2
πN
(µ(A))2
∑
RN,k
e−NJ (RN,k)e
2b12
1+b12
(M log 2−1/2 logM). (4.9)
Since b12(RN,k) = R
2
N,k > 0 the last sum is monotone inM. As we will see below
due to this fact it is sufficient to calculate the upper limit of E(P(A))2 for sequences
of the form M(N) = εN with ε ∈ (0, 18 log 2 ). Thus let M = εN, ε ∈ (0, 18 log 2 ). We
obtain
2b12
1 + b12
(M log 2− 1/2 logM) = 2εNR2N,k log 2 +O(NR4N,k). (4.10)
The choice of τN guarantees that for RN,k ≤ τN the last term in the rhs of (4.10)
is of order o(1). Moreover, for x < 1 we observe that J (x) = 12x2 +O(x4). Thus
NJ (RN,k) =
NR2N,k
2
+ o(1). (4.11)
Using (4.10) and (4.11) the sum (4.9) becomes
2
√
2
πN
(µ(A))2
∑
RN,k
e−
1
2NR
2
N,k(1−4ε log 2)(1 + o(1)), (4.12)
where the summation is over RN,k ∈ KN∩[0, τN ]. Introducing new variables yN,k =√
NRN,k we further rewrite (4.12) as√
2
π
∑
yN,k
2√
N
e−
y2
N
2 (1−4ε log 2)(1 + o(1)). (4.13)
It is not difficult to see that for ε < 14 log 2 the sum in (4.13) converges to the integral
∞∫
0
e−
y2
2 (1−4ε log 2)dy =
1√
1− 4ε log 2
√
π
2
. (4.14)
Therefore the contribution from the set SX1 is
(µ(A))2√
1−4ε log 2 (1 + o(1)).
We can extend this result to the case when M(N) = εN + o(N) with ε < 18 log 2 .
Indeed, assume that εn ↑ ε as n → ∞. Then using the above calculation for
M = εnN together with the monotonicity argument we have that for all n ≥ 1
E(PN (A))2 ≥ (µ(A))
2
√
1− 4εn log 2
. (4.15)
Taking the limit in n we obtain a lower bound. With exactly the same argument
we prove the corresponding upper bound.
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(2) Next, we estimate the contribution from the set SX2 , where
S2 =
{
(σ1, σ2) ∈ S2N : |R(σ1, σ2)| > τN and R(σ1, σ2) satisfies (2.37)
}
. (4.16)
Since the set A is bounded an elementary computation yields that for a constant
C = C(A), uniformly in (σ1, σ2) ∈ S2,∫
A
∫
A
e−(~x,B
−1~x) b2N/2−aNbN (~x,B−1~1)dx1dx2 ≤ C. (4.17)
For fixed N we let R1N to be the largest value of the overlap satisfying condition
(2.37). Then representing S2 as a union of sets V2(RN,k), where RN,k = 1 − 2kN ∈
KN ∩ [τN , R1N ], and using Theorem 2.4 (i), we conclude that the contribution from
the set SX2 is, up to a multiplicative term of the form 1 + o(1), bounded by∑
RN,k
2
√
2
πN(1−R2N,k)
C√
1− b212
e−NJ (RN,k)+
2b12
1+b12
M log 2. (4.18)
This quantity is monotone in M. As a consequence, to show that it is negligible
in the limit N →∞ it suffices to show this fact under the assumptionM(N) = εN.
Thus, letting M = εN and using that J (x) ≥ 12x2, we can bound the exponent in
(4.18) by
−N
(
J (RN,k)− 2b12
1 + b12
ε log 2
)
≤ −1
2
Nx2(1 − 4ε log 2). (4.19)
Since 1− b212 ≥ 1/N and since the number of terms in (4.18) is at most N, we can
further bound it, for some positive constant C > 0, by
CN 2
√
2
π
e−
1
2Nτ
2
N(1−4ε log 2). (4.20)
Since ε < 18 log 2 the contribution from the set SX2 is negligible by definition of τN .
(3) We now analyze the contribution from the set SX3 , where
S3 =
{
(σ1, σ2) ∈ S2N : R(σ1, σ2) satisfies (2.39)
}
. (4.21)
Let R2N be the largest overlap value satisfying condition (2.39). To bound the
contribution from the set S3 we represent it as a union of sets V2(RN,k), where
RN,k = 1 − 2kN runs over the set KN ∩ [R1N , R2N ]. Proceeding as in (2) and using
Theorem 2.4 (ii), we bound it by
∑
RN,k
2
√
2
πN
N c
C√
1− b212
e
2b12
1+b12
M log 2−NJ (RN,k). (4.22)
Again, the sum is monotone in M and thus it is enough to bound it for M = εN.
For RN,k satisfying condition (2.39) we can bound the exponent in (4.22) as follows:
2b12
1 + b12
εN log 2−NJ (RN,k) ≤ 2b12
1 + b12
εN log 2−Nε log 2− c1 logN
= −1− b12
1 + b12
εN log 2− c1 logN ≤ −CNε log 2− c1 logN, (4.23)
where C is some positive constant.
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Since 1− b212 ≥ 1/N and since there are at most N terms in the sum (4.22), we
can bound the latter by N c+1−c1 exp
(−CNε log 2). Therefore, P-almost surely the
contribution from the set SX3 is negligible as N →∞.
(4) To finish the second moment estimate it remains to treat the set
S4 =
{
(σ1, σ2) ∈ S2N : R(σ1, σ2) satisfies (2.41)
}
. (4.24)
But by Theorem 2.4 (iii), the set SX4 is P-almost surely empty. This finishes the
proof of assertion (i) of Theorem 4.2.
3. Third moment estimate. To analyze the third factorial moment we use that,
by formula (3.5) and definition (2.51), it can be written as
E
(PN (A))3 = ∑
R12,R23,R13
|WXN,3|
23M
√
detB
e(3−(~1,B
−1~1))(M log 2−1/2 logM)
×
∫
A
∫
A
∫
A
e−(~x,B
−1~x)b2N/2−aN bN (~x,B−1~1)d~x, (4.25)
whereB = B(σ1, σ2, σ3), the covariance matrix of the vector (HN (σ
1), HN (σ
2), HN (σ
3)),
is the matrix with elements bij = R
2
ij , 1 ≤ i, j ≤ 3, and where the summation runs
over all triplets of overlaps (R12, R23, R31) ∈ K3N . To estimate this sum we rely on
three auxiliary lemmas whose proofs we skip since they are simple.
Lemma 4.4. If ε < 18 log 2 then
lim sup
N→∞
max
σ1,σ2,σ3∈X
∫
A
∫
A
∫
A
e−(~x,B
−1~x)b2N/2−aNbN (~x,B−1~1)d~x <∞, P-a.s. (4.26)
Lemma 4.5. P-almost surely for all configurations σ1, σ2, σ3 ∈ X
3− (~1, B−1~1) ≤ 2(R212 +R223 +R231). (4.27)
Lemma 4.6. For all σ1, σ2, σ3 ∈ SN
J (2)(R12, R23, R31) ≥ 1
4
(
R212 +R
2
23 +R
2
31
)
. (4.28)
We are now ready to estimate sum (4.25). In the same spirit as for the second
moment calculation, we will split (4.25) into four parts and show that every each
of them is bounded. Moreover, by monotonicity argument similar to that used in
calculation of the second moment we can restrict our attention to the case when
M = εN.
(1) We first calculate the contribution to (4.25) coming from the set
S1 =
{
(σ1, σ2, σ3) ∈ S3N : max
{|R12|, |R23|, |R31|} ≤ τN}, (4.29)
where τN =
1
N1/4 logN
. Using Theorem 2.5 (i) and Lemma 4.5, we obtain that the
contribution from S1 is at most of order
1
N3/2
∑
R12,R23,R31
e−NJ
(2)(R12,R23,R31)+2(R
2
12+R
2
23+R
2
31)M log 2, (4.30)
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where the summation is over R12, R23, R31 ∈ KN ∩ [−τN , τN ]. Expanding in Taylor
series we obtain that for |R12|, |R23|, |R31| ≤ τN
J (2)(R12, R23, R31) = 1
2
(
R212 +R
2
23 +R
2
31
)
+O(τ4N ), (4.31)
and thus (4.30) is bounded by
1
N3/2
∑
R12,R23,R31
e−
1
2N(R
2
12+R
2
23+R
2
31)+2εN(R
2
12+R
2
23+R
2
31) log 2
=

 1√
N
∑
RN∈KN∩[−τN ,τN ]
e−
1
2NR
2(1−4ε log 2)


3
<∞. (4.32)
(2) We next calculate the contribution from the set
S2 =
{
(σ1, σ2, σ3) ∈ S3N :R12, R23, R21 satisfy (2.53)
and max
{|R12|, |R23|, |R31|} > τN}. (4.33)
Without loss of generality we can assume that |R12| > τN . Then, using Theorem
2.5 (i) and Lemma 4.6, the contribution from this set is at most of order
∑
R12,R23,R31
e−NJ
(2)(R12,R23,R31)
N3/2P (R12, R23, R31)
e2(R
2
12+R
2
23+R
2
31)M log 2, (4.34)
where P (x, y, z) = (1 + x + y + z)(1 + x − y − z)(1 − x + y − z)(1 − x − y + z)
and where the sum is over the triplets (R12, R23, R31) ∈ K3N satisfying (2.53) and
|R12| > τN . Then, from Lemma 4.5, we further get that the sum (4.34) is bounded
by
∑
|R12|>τN
e−
1
4N(R
2
12+R
2
23+R
2
31)
N3/2P (R12, R23, R31)
e2(R
2
12+R
2
23+R
2
31)M log 2
=
∑
|R12|>τN
e−
1
4N(1−8ε log 2)(R212+R223+R231)
N3/2P (R12, R23, R31)
(4.35)
Since the number of terms in the sum is at most (N+1)3, and since e−
1
4 (1−8ε log 2)Nτ2N
decreases faster than any polynomial it follows that the sum is of order o(1).
(3) We now turn to the contribution from the set
S3 =
{
(σ1,σ2, σ3) ∈ S3N : R12, R23, R31 satisfy (2.55)
}
. (4.36)
By Lemma 2.5 (ii) the contribution from this set is at most of order
∑
R12,R23,R31
N c E|WXN,3|
23M
√
detB
e(3−(~1,B
−1~1))(M log 2−1/2 logM), (4.37)
where the summation is over the triplets (R12, R23, R31) ∈ KN satisfying (2.55).
Since E|WXN,3| is of order
23Me−NJ
(2)(R12,R23,R31)
N3/2P (R12, R23, R31)
(4.38)
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we obtain, using Lemmas 4.5 and 4.6, that the sum (4.37) is bounded by
∑
R12,R23,R31
N ce−
1
4N(R
2
12+R
2
23+R
2
31)
N3/2P (R12, R23, R31)
e2εN log 2(R
2
12+R
2
23+R
2
31). (4.39)
It is easy to show that the triplet (R12, R23, R31) that satisfy (2.55) must satisfy
either |R23| > τN or |R31| > τN . Therefore we can further bound the contribution
from the set S3 by the sum∑
|R23|>τN or |R31|>τN
N ce−
1
4N(R
2
12+R
2
23+R
2
31)
N3/2P (R12, R23, R31)
e2εN log 2(R
2
12+R
2
23+R
2
31), (4.40)
which is o(1) by the same argument as in part (2).
(4) To finish the estimate of the third factorial moment we have to estimate the
contribution to (4.25) coming from the set
S4 =
{
(σ1, σ2, σ3) ∈ S3N : R12, R23, R21 satisfy (2.57)
}
. (4.41)
By Theorem 2.5 (iii) the set SX4 is P-a.s. empty and therefore its contribution is
P-a.s. zero. This finishes the proof of assertion (ii) of Theorem 4.2. The proof of
Theorem 4.2 is now complete. 
For comparison with the cases ν(r) = rp for p = 1 and p = 2, we give here the
asymptotic behavior of the first three factorial moments for the case ν(0) = ν′(0) =
0, i.e for instance for the case ν(r) = rp of pure p-spins when p ≥ 3. This behavior
is compatible with a Poisson convergence theorem.
Theorem 4.7. Assume that ν(0) = ν′(0) = 0. For every bounded Borel set A
limE(PN (A))1 = µ(A), P-a.s. (4.42)
Moreover, if lim sup M(N)N <
1
8 log 2 then P-a.s.
(i) limE(PN (A))2 = (µ(A))2;
(ii) limE(PN (A))3 = (µ(A))3 <∞.
We do not include a proof of this last statement, which again follows the same
strategy as the proof of Theorem 4.2.
5. Universality for Non-Gaussian Hamiltonians
In this section we extend the results of the previous sections to the case of non-
Gaussian Hamiltonians. We are able to make this extension only for the pure p-spin
models, i.e. ν(r) = rp. In this case we recall that the Hamiltonian is defined as
HN (σ) =
1√
N
HN,p =
1√
Np
∑
1≤i1,...,ip≤N
gi1,...,ipσi1 . . . σip . (5.1)
Our assumptions on the random variables (gi1,...,ip)1≤i1,...,ip≤N in (5.1) are the
same as were made in [BCMN05a] and [BCMN05b] for the number partitioning
problem. That is, we assume that their distribution function admits a density ρ(x)
that satisfies the following conditions:
(1) ρ(x) is even;
(2)
∫
x2ρ(x)dx = 1;
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(3) for some ǫ > 0
∞∫
−∞
ρ(x)1+ǫdx <∞; (5.2)
(4) ρ(x) has a Fourier transform that is analytic in some neighborhood of zero.
We write
− log ρˆ(z) = 1
2
(2π)2z2 + c4(2π)
4z4 +O(|z|6). (5.3)
Note that the inequality E(X4) ≥ E(X2)2 implies that necessarily c4 < 112 .
Under these assumptions we will show, using the method introduced by C. Borgs,
J. Chayes, S. Mertens and C. Nair in [BCMN05b], that Theorems 1.1 and 1.4 still
hold.
5.1. Proof of Universality. In this subsection we fix p ≥ 1 and prove the analog
of Theorem 1.1 in the non-Gaussian case assuming that the Hamiltonian is given by
(5.1), and that the random variables (gi1,...,ip)1≤i1,...,ip≤N satisfy conditions (1)−(4)
above.
Theorem 5.1 (Universality in the Non-Gaussian case). Assume M(N) = o(
√
N)
for p = 1 and M = o(N) for p ≥ 2. Then P-almost surely the sequence of point
processes PN converges weakly to a Poisson point process P on R with intensity
given by
µ(dt) =
1√
π
e−t
√
2 log 2dt. (5.4)
To prove Theorem 5.1 we essentially prove a local limit theorem. More precisely,
for any fixed N let us introduce the Gaussian process ZN on SN that has the same
mean and covariance matrix as the process H ′N (σ) defined in (1.2). We will prove in
Theorem 5.2 that P-a.s., for all sequences (σ1, . . . , σℓ) ∈ Xℓ, the joint density of the
random variables H ′N (σ
1), . . . , H ′N (σ
ℓ) is well approximated by the joint density of
ZN(σ
1), . . . , ZN (σ
ℓ).
Theorem 5.2. Assume M(N) = o(
√
N) for p = 1 and M = o(N) for p ≥ 2. Then
P-almost surely for every ℓ ≥ 1 and every bounded Borel set A there exists c > 0
such that uniformly in (σ1, . . . , σℓ) ∈ Xℓ
P(H ′N (σ
j) ∈ A, j = 1, . . . , ℓ) = P(ZN(σj) ∈ A, j = 1, . . . , ℓ)
×
(
1 +O(Rmax(σ
1, . . . , σℓ)) +O
(M2
Np
))
+O(e−cN
p
). (5.5)
Applying Theorem 5.2 together with Theorem 1.1 we get from formula (3.5) that
E(PN (A))ℓ = (µ(A))ℓ(1 + o(1)) +O(2Mℓe−cN
p
)→ (µ(A))ℓ, (5.6)
which, by Lemma 3.1, implies weak convergence of the sequence of point processes
PN to a Poisson point process with intensity measure µ, thus implying Theorem
5.1. We therefore focus on the proof of Theorem 5.2.
Proof. First, we obtain from the definition of H ′N (σ) that{
H ′N (σ) ∈ (x, x + △x)
}
=
{ ∑
1≤i1,...,ip≤N
gi1,...,ipσi1 . . . σip ∈
(aN + xbN , aN + (x+ △x)bN )
√
Np
}
. (5.7)
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Following [BCMN05b] we get an integral representation of the indicator function
1H′
N
(σ)∈(x,x+△x)
= △x bN
√
n
∞∫
−∞
sinc
(
f△xbN
√
n
)
e2πif
∑
gi1,...,ipσi1 ...σip− 2πifαN
√
ndf, (5.8)
where, for brevity, we wrote n = Np, αN = aN+bN(x+△x/2), sinc(x) =
sin(πx)
πx , and
where the sum in the exponent runs over all possible sequences 1 ≤ i1, . . . , ip ≤ N.
Changing the integration variable in (5.8) from f to −f and applying the re-
sulting formula to the product of indicator functions we arrive at the following
representation
ℓ∏
j=1
1H′
N
(σj)∈(xj,xj+△xj) =
ℓ∏
j=1
△xj bN
√
n
×
∫∫∫ ∞
−∞
ℓ∏
j=1
sinc
(
fj△xjbN
√
n
)
e
−2πifj
∑
gi1...ipσ
j
i1
...σj
ip
+2πifjα
(j)
N
√
n
dfj , (5.9)
where α
(j)
N = aN + bN (xj + △xj/2). Introducing the variables
vi1,...,ip =
ℓ∑
j=1
fjσ
j
i1
. . . σjip , (5.10)
we rewrite the integral in the above formula as∫∫∫ ∞
−∞
∏
1≤i1,...,ip≤N
e−2πigi1...ipvi1,...,ip
ℓ∏
j=1
sinc
(
fj△xj
√
n
)
e2πifjα
(j)
N
√
ndfj . (5.11)
To get an integral representation of the joint density
P
(
H ′N (σ
1) ∈ (x1, x1 + dx1), . . . , H ′N (σℓ) ∈ (xℓ, xℓ + dxℓ)
)
(5.12)
we have to take the expectation of (5.9) and then let △xj → 0 for all j = 1, 2, . . . ℓ.
As was proved in [BCMN05a] (see Lemma 3.4), the exchange of expectation and
integration for p = 1 is justified when the rank of the matrix formed by the row
vectors σ1, . . . , σℓ, is ℓ. To justify the exchange in our case we introduce an ℓ by
Np matrix, Cp(σ
1, . . . , σℓ), defined as follows: for any given set of configurations
σ1, . . . , σℓ, the j-th row is composed of allNp products, σji1σ
j
i2
. . . σjip over all subsets
1 ≤ i1, . . . , ip ≤ N. By generalizing the arguments from [BCMN05a] the exchange
can then be justified provided that the rank of the matrix Cp(σ
1, . . . , σℓ) is ℓ. As
we will see in Lemma 5.3 below this holds true P-almost surely when M = o(N).
Given a vector δ ∈ {−1, 1}ℓ let nδ be the number of times the column vector δ
appears in the matrix Cp :
nδ = nδ(σ
1, . . . , σℓ) =
∣∣{j ≤ Np : (σ1j , . . . , σℓj) = δ}∣∣ . (5.13)
With this notation we have:
Lemma 5.3. Suppose M = o(N). Then there exists a sequence λN = o(1) such
that P-almost surely for all collections (σ1, . . . , σℓ) ∈ Xℓ
max
δ∈{−1,1}ℓ
∣∣∣nδ − n
2ℓ
∣∣∣ ≤ nλN . (5.14)
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Proof. We first prove by induction that the following simple fact holds true: if
for a given sequence of configurations (σ1, . . . , σℓ) ∈ SℓN the matrix C1(σ1, . . . , σℓ)
satisfies condition (5.14) then necessarily the matrix Cp(σ
1, . . . , σℓ) satisfies (5.14)
for all p ≥ 1.
For p = 1 there is nothing to prove. We now assume that the statement is true
for the matrix Cp−1(σ1, . . . , σℓ) and prove it for Cp(σ1, . . . , σℓ).
Let σµ, 1 ≤ µ ≤ N denote the columns of the matrix C1(σ1, . . . , σℓ). For every
column vector σµ let us construct a matrix C
µ
p−1 = C
µ
p−1(σ
1, . . . , σℓ) with entries
(Cµp−1)ij = (σµ)j (Cp−1)ij . (5.15)
For future convenience let nµδ denote the variable nδ for the matrix C
µ
p−1. ¿From
the inductive assumption it follows that for all 1 ≤ µ ≤ N
max
δ
∣∣∣nµδ − Np−12ℓ
∣∣∣ ≤ Np−1λN . (5.16)
Now note that the ℓ×Np matrix Cp(σ1, . . . , σℓ) can be obtained by concatenating
N matrices Cµp−1(σ
1, . . . , σℓ) each of size ℓ ×Np−1. Therefore for any sequence of
configurations (σ1, . . . , σℓ) with matrix C1(σ
1, . . . , σℓ) satisfying (5.14) we have
∣∣∣nδ − Np
2ℓ
∣∣∣ ≤ ∣∣∣nµ1δ − Np−12ℓ
∣∣∣+ · · ·+ ∣∣∣nµNδ − Np−12ℓ
∣∣∣ ≤
≤ Np−1λN + · · ·+Np−1λN = NpλN (5.17)
and the induction is complete.
To prove Lemma 5.3 it is thus enough to demonstrate that P-almost surely there
are no sequences (σ1, . . . , σℓ) ∈ Xℓ such that C1(σ1, . . . , σℓ) violates condition
(5.14). Let us prove this by induction in ℓ.
For ℓ = 1 let us introduce the sets
TN =
{
σ ∈ S : max
δ∈{−1,1}
∣∣∣nδ − N
2
∣∣∣ ≤ NλN
}
. (5.18)
Then by Chernoff bound
|T cN | = 2
∑
i≥NλN
(
N
N
2 + i
)
≤ 2N+1e− 12N((1+λN ) log(1+λN )−λN ). (5.19)
Let us choose λN = o(1) in such a way that M = o(Nλ
2
N ) and logN = o(Nλ
2
N ).
Then using (2.12) we obtain that∑
σ∈T c
N
1σ = 0, P-a.s. (5.20)
which proves the statement for ℓ = 1. Now assume that P-a.s. for all sequences
(σ1, . . . , σℓ−1) ∈ X(ℓ−1) the matrix C1(σ1, . . . , σℓ−1) satisfies condition (5.14). Since
there is only a countable number of sequences (σ1, . . . , σℓ−1) we fix (σ1, . . . , σℓ−1) ∈
X(ℓ−1) and prove that P-almost surely there are no configurations σℓ such that
C1(σ
1, . . . , σℓ) violates (5.14).
Let δ ∈ {−1, 1}ℓ be given. Define δ1(δ) ∈ {−1, 1}ℓ−1 as (δ1)i = (δ)i for 1 ≤ i ≤
ℓ− 1 and also define δ2(δ) ∈ {−1, 1} as δ2 = (δ)ℓ. Let us also introduce, for given
δ1 ∈ {−1, 1}ℓ−1, the set
Nδ1 = {j ≤ N : (σ1j , . . . , σℓ−1j ) = δ1}. (5.21)
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By the inductive assumption we conclude that for all δ1 ∈ {−1, 1}ℓ−1∣∣∣|Nδ1 | − N2ℓ−1
∣∣∣ ≤ NλN . (5.22)
From the definition of Nδ it is not hard to see that for all δ ∈ {−1, 1}ℓ
nδ =
∣∣{j ∈ Nδ1(δ) : σℓj = δ2(δ)}∣∣. (5.23)
Using the above relation together with (2.11) and the assumptions on λN we get
that P-almost surely ∣∣∣nδ − |Nδ1(δ)|
2
∣∣∣ ≤ NλN
2
. (5.24)
Therefore from (5.22) and (5.24)∣∣∣nδ − N
2ℓ
∣∣∣ ≤ ∣∣∣nδ − |Nδ1(δ)|
2
∣∣∣+ ∣∣∣ |Nδ1(δ)|
2
− N
2ℓ
∣∣∣ ≤ NλN
2
+
NλN
2
= NλN . (5.25)
The induction is now complete and the lemma is proved. 
Lemma 5.3 implies that P-almost surely, for all (σ1, . . . , σℓ) ∈ Xℓ,
nmin(σ
1, . . . , σℓ) = min
δ∈{−1,1}ℓ
nδ =
n
2ℓ
(1 +O(λN )), (5.26)
and hence, for sufficiently large N , the rank of the matrix Cp(σ
1, . . . , σℓ) is ℓ. The
exchange of integration and expectation is thus justified.
Using once again Lemma 5.3, condition (5.2), and the dominated convergence
theorem we obtain that the joint density is
P
(
H ′N (σ
j) ∈ (xj , xj + dxj) for j = 1, . . . , ℓ
)
=
ℓ∏
j=1
bN
√
n dxj
×
∫∫∫ ∞
−∞
∏
1≤i1,...,ip≤N
ρˆ(vi1,...,ip)
ℓ∏
j=1
e2πifjα
(j)
N
√
ndfj , (5.27)
where we redefined α
(j)
N = aN + bNxj . We remark for future use that α
(j)
N = O(aN )
for all 1 ≤ j ≤ ℓ.
It is straightforward at this point to adapt the saddle point analysis used in
[BCMN05b] to calculate the integrals of such type. The only difference is that
instead of the matrix C1(σ
1, . . . , σℓ) with rows formed by row vectors σ1, . . . , σℓ,
we use the matrix Cp(σ
1, . . . , σℓ). By analogy with Lemma 5.3 from [BCMN05b]
we first approximate the integral in (5.27) by an integral over a bounded domain,
i.e. for some c1 > 0 depending on µ1 > 0
∫∫∫ ∞
−∞
∏
i1,...,ip
ρˆ(vi1,...,ip)
ℓ∏
j=1
e2πifjα
(j)
N
√
ndfj =
∫∫∫ µ1
−µ1
∏
i1,...,ip
ρˆ(vi1,...,ip)
ℓ∏
j=1
e2πifjα
(j)
N
√
ndfj +O(e
−c1nmin). (5.28)
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We next rewrite the integral in the r.h.s. of (5.28) as∫∫∫ µ1
−µ1
e2πinf ·α
∏
δ∈{−1,1}ℓ
ρˆ(f · δ)nδ
ℓ∏
j=1
dfj , (5.29)
where α =
(α(1)
N√
n
, . . . ,
α
(ℓ)
N√
n
)
, f = (f1, . . . , fℓ), and where α · f = α1f1 + · · ·+αℓfℓ is
the standard scalar product.
Using Lemma 5.3 again we can apply Lemma 5.4 from [BCMN05b] to conclude
that given µ1 there are constants c1(µ1) > 0 and µ2 > 0 such that the following
equality holds whenever η1, . . . , ηℓ is a sequence of real numbers with
∑
j |ηj | ≤ µ2
and ηjα
(j)
N ≥ 0 for all j = 1, . . . , ℓ
∫∫∫ µ1
−µ1
∏
δ
ρˆ(f · δ)nδ
ℓ∏
j=1
e2πinfjα
(j)
N dfj (5.30)
=
∫∫∫ µ1
−µ1
e2πn(if ·α−η·α)
∏
δ
ρˆ(f · δ + iη · δ)nδ
ℓ∏
j=1
dfj +O(e
− 12 c1nmin).
The values of the shifts η1, . . . , ηℓ are determined by the following system:∑
δ
nδ
n
δjF
′(iδ · η) = 2πiα
(j)
N√
n
, j = 1, . . . , ℓ, (5.31)
where we wrote F = − log ρˆ.
Since max
σ,σ′∈X
|R(σ, σ′)| is P-almost surely of order o(1) when M = o(N) we can
apply Lemma 5.5 from [BCMN05b] and obtain that this system has a unique solu-
tion
η(α) =
1
2π
B−1α
(
1 +O
(||α||22)). (5.32)
Moreover, for sufficiently small µ1,∫∫∫ µ1
−µ1
e2πn(if ·α−η·α)
∏
δ
ρˆ(f · δ + iη · δ)nδ
ℓ∏
j=1
dfj
= e−nGn,ℓ(α)
(
1
2πn
)ℓ/2(
1 +O(n−1/2) +O(a2N/n) +O(Rmax)
)
, (5.33)
where
Gn,ℓ(α) =
∑
δ
nδ
n
F (iδ · η(α)) + 2πη(α) · α. (5.34)
Therefore
P
(
H ′N (σ
j) ∈ (xj , xj + dxj) for j = 1, . . . , ℓ
)
=
(
bN√
2π
)ℓ
e−nGn,ℓ(α)
ℓ∏
j=1
dxj
× (1 +O(n−1/2) +O(a2N/n) +O(Rmax))+O(bℓNnℓ/2e− 12 c1nmin). (5.35)
Expanding Gn,ℓ we get the approximation
nGn,ℓ(α) =
n
2
(α, B−1α) +O
(a4N
n
)
. (5.36)
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By definition aN = O(
√
M). Under the assumptions of Theorem 5.2 we get that
aN = o(
4
√
N) for p = 1, that aN = o(
√
N) for p ≥ 2, and thus that a4N = o(n).
It implies that asymptotically the joint density (5.12) is Gaussian. More pre-
cisely, it follows from the equations (5.35) and (5.36) that P-a.s., for all collections
(σ1, . . . , σℓ) ∈ Xℓ,
P
(
H ′N (σ
j) ∈ (xj , xj + dxj) for j = 1, . . . , ℓ
)
=
(
bN√
2π
)ℓ
e−n(α,B
−1α)/2
×
ℓ∏
j=1
dxj
(
1 +O(Rmax) +O
(a4N
n
))
+O(bℓNn
ℓ/2e−
1
2 c1nmin). (5.37)
By Lemma 5.3 the term O(bℓNn
ℓ/2e−
1
2 c1nmin) is of order o(e−cN
p
) as N →∞. This
finishes the proof of Theorem 5.2. 
5.2. Breakdown of Universality. In this subsection we follow the same strategy
as we used in the proof of Theorem 1.4 – we fix a bounded set A and study the first
three factorial moments of the random variable PN (A). In the case of the number
partitioning problem the following theorem implies that the Poisson convergence
fails as soon as lim supM/
√
N > 0.
Theorem 5.4 (Number partitioning problem). Fix p = 1 and let the Hamiltonian
be given by (5.1). For every bounded Borel set A we have
limE(PN (A))1 = µ(A)e−4c4ε
2 log2 2, P-a.s. (5.38)
Moreover, if lim sup M(N)N = ε <∞ then P-a.s.
(i) lim supE(PN (A))2 = e2ε2 log 2−32c4ε2 log2 2(µ(A))2;
(ii) lim supE(PN (A))3 <∞.
Therefore the limit of the ratio of the second factorial moment to the square of
the first is
E(PN (A))2
E(PN (A))21
→ e2ε2 log2 2−24c4ε2 log2 2 = e2ε2 log2 2(1−12c4). (5.39)
Taking into account that c4 <
1
12 we conclude that the ratio is strictly larger than
one and thus there is no Poisson convergence for ε > 0.
And in the case of the Sherrington-Kirkpatrick model the failure of Poisson
convergence follows from
Theorem 5.5 (Sherrington-Kirkpatrick model). Fix p = 2 and let the Hamiltonian
be given by (5.1). For every bounded Borel set A
limE(PN (A))1 = µ(A)e−4c4ε
2 log2 2, P-a.s. (5.40)
Moreover, if lim sup M(N)N = ε <
1
8 log 2 then P-a.s.
(i) lim supE(PN (A))2 = e−32c4ε
2 log2 2√
1−4ε log 2 (µ(A))
2;
(ii) lim supE(PN (A))3 <∞.
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The ratio of the second factorial moment to the square of the first moment is
E(PN (A))2
E(PN (A))21
→ e
−24c4ε2 log2 2
√
1− 4ε log 2 . (5.41)
For ε > 0 the above ratio is strictly larger than one and thus convergence to a
Poisson point process fails.
We will give the proof of Theorem 5.5 only since the case p = 1 is based on
essentially the same computations.
Proof of Theorem 5.5. As in the proof of Theorem 4.2 we successively prove the
statement on the first, second, and third moment. To simplify our computations
we will assume thatM = εN (Using the monotonicity argument, the case of general
sequences M(N) can be analyzed just as in Theorem 4.2 of Section 4.).
1. First moment estimate.
Following the same steps as in Subsection 5.1 we approximate the density of
H ′N (σ) by
e−nGn,1(αN )
1√
2π
(
1 +O
( 1√
N
)
+O
(a2N
n
))
+O(e−c1n), (5.42)
where according to the notation introduced above n = N2.
In the case M = εN we need a more precise approximation of the function Gn,ℓ
than given by formula (5.36). Expanding the solution of the system (5.31) as
η(α) =
1
2π
B−1α+
4c4
2π
∑
δ
nδ
n
(δ, B−1α)3B−1δ +O(||α||5) (5.43)
and applying (5.43) we obtain from (5.34) and (5.3) that
Gn,ℓ(α) = − (2π)
2
2
∑
δ
nδ
n
(δ · η)2
+ c4(2π)
4
∑
δ
nδ
n
(δ · η)4 + 2π(η ·α) +O(||α||6)
=
1
2
(α, B−1α) + c4
∑
δ
nδ
n
(δ, B−1α)4 +O(||α||6). (5.44)
Using the approximation for Gn,1 given by formula (5.44), we obtain
nGn,1 =
α2N
2
+ c4
α4N
n
+O
(a6N
n2
)
, (5.45)
where αN = aN + bN x. Since α
4
N/n = 4c4ε
2 log2 2(1 + o(1)), we see that up to an
ε-dependent multiplier the density of H ′N (σ) is given by the normal density, more
precisely, the density of H ′N (σ) is
1√
2π
e−α
2
N/2 e−4c4ε
2 log2 2
(
1 +O
( 1√
N
)
+O
(α2N
n
))
+O(e−c1n). (5.46)
Therefore the first factorial moment of PN (A) is
µ(A)e−4c4ε
2 log2 2(1 + o(1)) + o(1) (5.47)
and (5.40) is proven.
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2. Second moment estimate. When analyzing the second moment
E(PN (A))2 =
∑
(σ1,σ2)∈X2
P
(
H ′N (σ
1) ∈ A,H ′N (σ2) ∈ A
)
, (5.48)
it is useful to distinguish between “typical” and “atypical” sets of configurations
(σ1, . . . , σℓ) ∈ Xℓ, a notion introduced in [BCMN05a].
Take some sequence θN → 0 such that Nθ2N →∞ and consider the ℓ×n matrix
Cp(σ
1, . . . , σℓ), introduced in Subsection 5.1. Then all but a vanishing fraction of
the configurations (σ1, . . . , σℓ) ∈ SℓN obey the condition
max
δ∈{−1,1}ℓ
∣∣∣nδ − n
2ℓ
∣∣∣ ≤ nθN . (5.49)
When M = o(N), Lemma 5.3 guarantees that for a properly chosen sequences
θN , P-almost surely, all the sampled sets (σ
1, . . . , σℓ) ∈ Xℓ obey condition (5.49).
It is no longer the case whenM = εN and thus we have to consider the contribution
from the sets violating (5.49).
Fix p = 2 and ℓ = 2. Let a sequence θN → 0 be given, and define
I =
∑
σ1,σ2
P
(
H ′N (σ
1) ∈ A,H ′N (σ2) ∈ A
)
, (5.50)
where the sum runs over all pairs of distinct configurations (σ1, σ2) ∈ X2 satisfying
condition (5.49) (the so called “typical” configurations). Also define
II =
∑
σ1,σ2
P
(
H ′N (σ
1) ∈ A,H ′N (σ2) ∈ A
)
, (5.51)
where the sum is over all pairs of distinct configurations (σ1, σ2) ∈ X2 violating
(5.49) (the “atypical” configurations). For later use we introduce the quantities
Ig and IIg – the analogs of the variables I and II in the case where the random
variables (gi1,i2)1≤i1,i2≤N are i.i.d. standard normals.
Lemma 5.6. Let θN =
1√
N log2 N
. If ε ∈ (0, 14 log 2 ) then P-almost surely II = o(1)
and
I =
e−32c4ε
2 log2 2(µ(A))2√
1− 4ε log 2 (1 + o(1)). (5.52)
Proof. To prove that II is o(1) let us bound the quantity II by IIg and show that
IIg is almost surely negligible for θN =
1√
N log2 N
. We start with the proof of the
second statement, for which we will need the following simple observation.
Consider a sequence λN → 0 such that NλN → ∞ and define the set of config-
urations σ ∈ {−1, 1}N with almost equal number of spins equal to 1 and to −1 :
TN =
{
σ ∈ SN :
∣∣#{σi = 1} −#{σi = −1}∣∣ ≤ NλN}. (5.53)
It is not hard to prove that configurations σ1, σ2 ∈ TN with overlap |R(σ1, σ2)| ≤
λN must satisfy (5.49) with θN = λ
2
N . Therefore the set of pairs (σ
1, σ2) ∈ X2
violating condition (5.49) with θN = λ
2
N is contained in the set{
(σ1, σ2) ∈ X2 : |R(σ1, σ2)| > λN or σ1 ∈ T cN or σ2 >∈ T cN
}
. (5.54)
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Thus to prove that IIg is o(1) for θN =
1√
N log2 N
it suffices to prove that∑
σ1,σ2
P(H ′N (σ
1) ∈ A,H ′N (σ2) ∈ A) = o(1), (5.55)
where the summation is over all pairs of distinct configurations contained in the set
(5.54) with λN =
√
θN =
1
N1/4 logN
.
Let us prove (5.55). Since we already proved in Section 4 that the contribution
from the set {
(σ1, σ2) ∈ X2 : |R(σ1, σ2)| > λN
}
(5.56)
to the sum (5.48) is negligible, it is enough to consider the sum (5.48) restricted to
the set {
(σ1, σ2) ∈ X2 : σ1 or σ2 ∈ (T cN )X and |R(σ1, σ2)| < λN
}
. (5.57)
By Stirling’s formula we obtain that |T cN | =
√
2
πN 2
Ne−NJ (λN )(1 + O(λ2N )) and
using this fact one can prove, proceeding as in part (i) of Theorem 2.4, that
|(T cN )X | = E|(T cN )X |(1 + o(1)) =
√
2
πN
2Me−NJ (λN )(1 + o(1)). (5.58)
Thus for large enough N the contribution from the set (5.57) to the sum (5.48) is
bounded by
2
√
2
πN
22Me−NJ (λN )
C
22M
e
2b12
1+b12
(M log 2−1/2 logM), (5.59)
where the constant C is from (4.17). Using that NJ (λN ) = 12Nλ2N + O
(
1
log4 N
)
we can further bound (5.59) by
2C
√
2
πN
e−
1
2Nλ
2
N (1−4ε log 2), (5.60)
which is o(1) by the choice of λN and ε.
Our next step is to bound the sum II by IIg. For this purpose we need to give
an estimate of the joint density of H ′N (σ
1), H ′N (σ
2) that would be valid also for
pairs (σ1, σ2) violating condition (5.49). As we already noted for such (σ1, σ2) the
results of Subsection 5.1 cannot be applied directly since it is no longer true that
max
σ,σ′∈X
|R(σ, σ′)| is o(1). Fortunately, we have only 2×2 covariance matrix B(σ1, σ2)
and using this fact we can easily adapt the results of Subsection 5.1 to the case
where max
σ,σ′∈X
|R(σ, σ′)| is not o(1). We start with formula (5.27) which, in the case
ℓ = 2, can be rewritten as
P
(
H ′N (σ
j) ∈ (xj , xj + dxj) for j = 1, 2
)
= b2Nn dx1dx2
∫∫ ∞
−∞
∏
1≤i1,i2≤N
ρˆ(vi1,i2)e
2πi
√
n
(
f1α
(1)
N
+f2α
(2)
N
)
df1df2. (5.61)
We can rewrite the integral in the above expression as∫∫ ∞
−∞
∏
δ
ρˆ(f · δ)nδ e2πinf ·αdf1df2, (5.62)
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where δ ∈ {−1, 1}2. Since the function ρˆ is even we obtain∏
δ
ρˆ(f · δ)nδ = ρˆ(f1 + f2)n(1,1)+n(−1,−1) ρˆ(f1 − f2)n(1,−1)+n(−1,1) . (5.63)
One obvious relation between n(1,1), n(−1,−1), n(1,−1) and n(−1,1) is
n(1,1) + n(−1,−1) + n(1,−1) + n(−1,1) = n. (5.64)
The other one we obtain by noting that
n(1,1)+n(−1,−1) − n(−1,1) − n(1,−1) =
∑
i,j
σ1i σ
1
jσ
2
i σ
2
j = nR
2
12. (5.65)
Therefore {
n(1,1) + n(−1,−1) = 12n(1 + R
2
12),
n(1,−1) + n(−1,1) = 12n(1− R212).
(5.66)
By Theorem 2.4 we conclude that P-a.s. max
σ,σ′∈X
|R(σ, σ′)| < 1 and therefore, for
some positive constant c,
n(1,1) + n(−1,−1) ≥ n(1,−1) + n(−1,1) ≥ cn. (5.67)
The above inequality allows us to approximate (5.62) by∫∫ µ1
−µ1
e2πn(if ·α−η·α)
∏
δ
ρˆ(f · δ + iη · δ)nδ df1df2 +O
(
e−c1n
)
. (5.68)
Adapting the proof of Lemma 5.5 from [BCMN05b] we get∫∫ µ1
−µ1
e2πn(if ·α−η·α)
∏
δ
ρˆ(f · δ + iη · δ)nδ df1df2
= e−nGn,2(α)
√
detB(σ1, σ2)
2πn
(
1 +O
( 1√
n
)
+O
(a2N
n
))
. (5.69)
Finally, we obtain that
P
(
H ′N (σ
j) ∈ (xj , xj + dxj) for j = 1, 2
)
= dx1dx2 bne
−nGn,2(α)
×
√
detB
2π
(
1 +O
( 1√
n
)
+O
(a2N
n
))
+O
(
b2Nne
−c1n). (5.70)
From (5.44) we see that for some constant C
nGn,2 =
n
2
(α, B−1α) +
16c4
(1 +R212)
3
α4N
n
+O
(a6N
n2
)
≥ n
2
(α, B−1α) + C, (5.71)
and thus the joint density of H ′N (σ
1), H ′N (σ
2) is bounded by
b2N
√
detB
2π
e−n(α,B
−1α)/2−C
(
1 +O
( 1√
n
)
+O
(a2N
n
))
+O
(
b2Nne
−c1n). (5.72)
This last bound for the joint density clearly implies that the sum II could be
bounded by IIg plus an error resulting from the second term. But the cumulative
error coming from the second term is of order O
(
22Mb2Nne
−c1n) which is negligible
even in the case lim supM/N > 0.
To prove the second statement of the lemma we will approximate the sum I by
Ig, which was already calculated in Section 4. We first notice that for sequences
(σ1, . . . , σℓ) satisfying condition (5.49) Rmax(σ
1, . . . , σℓ) = O(θN ). Furthermore,
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for configurations (σ1, . . . , σℓ) obeying condition (5.49) it is possible to derive from
(5.44) that
Gn,ℓ(α) =
1
2
(α, B−1α) + c4ℓ(1 + 3(ℓ− 1))a
4
N
n
+O
(a6N
n3
)
+O
(a2N
n2
θN
)
. (5.73)
For the details of the derivation we refer to Subsection 5.4 of [BCMN05b] and
in particular to formula (5.57) in there. Using formula (5.73) with ℓ = 2 and
substituting it into (5.35) we obtain that
I = Ig e
−32c4ε2 log2 2
(
1 +O
( 1√
n
)
+O
(α2N
n
))
. (5.74)
This finishes the proof of Lemma 5.6. 
To conclude the calculation of the second moment we notice that summing I
and II we get the second factorial moment
E(PN (A))2 = e
−32c4ε2 log2 2(µ(A))2√
1− 4ε log 2 (1 + o(1)). (5.75)
Assertion (i) of Theorem 5.5 is thus proven.
3. Third moment estimate. To deal with the third moment
E(PN (A))3 =
∑
(σ1,σ2,σ3)∈X3
P
(
H ′N (σ
1) ∈ A,H ′N (σ2) ∈ A,H ′N (σ3) ∈ A
)
, (5.76)
we use the same strategy as we used to calculate the second moment. In particular,
we fix ℓ = 3 and split the sum (5.76) in two parts:
I =
∑
σ1,σ2,σ3
P
(
H ′N (σ
1) ∈ A,H ′N (σ2) ∈ A,H ′N (σ3) ∈ A
)
, (5.77)
where the sum runs over all sequences of distinct configurations (σ1, σ2, σ3) ∈ X3
satisfying condition (5.49), and
II =
∑
σ1,σ2,σ3
P
(
H ′N (σ
1) ∈ A,H ′N (σ2) ∈ A,H ′N (σ3) ∈ A
)
, (5.78)
where the sum is over all sequences of distinct configurations (σ1, σ2, σ3) ∈ X3
violating (5.49).
By exactly the same argument as in the calculation of the second moment the
contribution from the “typical” collections, I, is bounded. We therefore concentrate
on the analysis of the contribution from the “atypical” collections, II. Since we are
interested only in the estimate of the third moment from above it suffices to bound
the joint density P
(
H ′N (σ
j) ∈ (xj , xj + dxj) for j = 1, 2, 3
)
. We start with formula
(5.27) which, in the case ℓ = 3, can be rewritten as
P
(
H ′N (σ
j) ∈ (xj , xj + dxj) for j = 1, 2, 3
)
= b3Nn dx1dx2dx3
×
∫∫∫ ∞
−∞
∏
i1,i2,i3
ρˆ(vi1,i2,i3)e
2πi
√
n
(
f1α
(1)
N
+f2α
(2)
N
+f3α
(3)
N
)
df1df2df3. (5.79)
We can rewrite the integral in the above expression as∫∫∫ ∞
−∞
∏
δ
ρˆ(f · δ)nδ e2πinf ·αdf1df2df3, (5.80)
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where δ ∈ {−1, 1}3. Since the function ρˆ is even we obtain∏
δ
ρˆ(f · δ)nδ = ρˆ(f1 + f2 + f3)n1 ρˆ(f1 + f2 − f3)n2
× ρˆ(f1 − f2 + f3)n3 ρˆ(f1 − f2 − f3)n4 , (5.81)
where 

n1 = n(1,1,1) + n(−1,−1,−1),
n2 = n(1,1,−1) + n(−1,−1,1),
n3 = n(1,−1,1) + n(−1,1,−1),
n4 = n(−1,1,1) + n(1,−1,−1).
(5.82)
By definition of the matrix C2(σ
1, σ2, σ3) we have

n1 + n2 − n3 − n4 = nR212,
n1 − n2 − n3 + n4 = nR223,
n1 − n2 + n3 − n4 = nR231,
n1 + n2 + n3 + n4 = n.
(5.83)
Solving the system 

n1 =
1
4n(1 +R
2
12 +R
2
23 +R
2
31),
n2 =
1
4n(1 +R
2
12 −R223 −R231),
n3 =
1
4n(1 −R212 −R223 +R231),
n4 =
1
4n(1 −R212 +R223 −R231).
(5.84)
From Theorem 2.4 we obtain that P-almost surely
lim sup
N→∞
max
σ1,σ2∈X
J (R(σ1, σ2)) ≤ ε log 2. (5.85)
Since the function J is monotone we obtain from (5.85) and from assumption
ε < 18 log 2 that P-a.s.
lim sup
N→∞
max
σ1,σ2∈X
|R(σ1, σ2)| < 1
2
. (5.86)
It implies that min{n1, n2, n3, n4} ≥ cn for some positive constant c. It allows us
to approximate the integral in (5.79) by∫∫∫ µ1
−µ1
e2πn(if ·α−η·α)
∏
δ
ρˆ(f · δ + iη · δ)nδ df1df2df3 +O
(
e−cn
)
. (5.87)
Adapting the proof of Lemma 5.5 from [BCMN05b] we get∫∫∫ µ1
−µ1
e2πn(if ·α−η·α)
∏
δ
ρˆ(f · δ + iη · δ)nδ df1df2df3
= e−nGn,3(α)
√
detB(σ1, σ2)
(2πn)3/2
(
1 +O
( 1√
n
)
+O
(a2N
n
))
. (5.88)
Next, after a little algebra, one can derive from (5.44) that for some constant C
nGn,3 ≥ n
2
(α, B−1α) + C (5.89)
and this estimate is enough to bound the joint density of H ′N (σ
1), H ′N (σ
2), H ′N (σ
3)
by the joint density of ZN(σ
1), ZN (σ
2), ZN (σ
3). Thus Theorem 5.5 is proved. 
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