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Abstract
The ability to manipulate interfacial properties of biomaterials holds great po-
tential for various medically-oriented applications, such as medical implants and
bionic devices. One critical component to this prospect is understanding the ad-
sorption of biomolecules such as proteins and peptides at aqueous biomaterial
interfaces, at the molecular level. What research in this field has been able to
confirm thus far is that biomolecular adsorption at aqueous material interfaces
is a very complex process, relying on an intricate interplay between biomolecule
sequence, structure, and binding.
This thesis aims to advance our atomistic understanding of the key factors that
influence the adsorption of biomolecules at aqueous biomaterial interfaces, and
reveal how this adsorption may be controlled at the molecular level. The aqueous
interface of two widely-used, but very different biomaterials was studied; titania
(TiO2) and the organic conduction polymer poly(3,4-ethylenedioxythiophene) or
PEDOT. Molecular dynamics (MD) simulations were used to study the binding
mode and affinity of biomolecules including amino acids (AAs) and TiO2-binding
peptides at the negatively-charged aqueous rutile TiO2 (110) interface. On a
more fundamental level, vdW-DF density functional theory (DFT) calculations
were used to provide the initial foundations of the modelling of biomolecular
adsorption at the tosylate-doped PEDOT (PEDOT:Tos) interface which to date
is almost completely unexplored.
Herein, the binding mode and affinity of histidine and six AA analogues at the
TiO2 was investigated using MD simulations in partnership with well-tempered
metadynamics. The adsorption strength and mechanism of two very different
12-mer TiO2-binding peptide sequences, Ti-1 and Ti-2, at the TiO2 interface,
were studied using replica exchange with solute tempering (REST) combined with
metadynamics MD simulations. For the first time, the positional impact of His
protonation on the structure and binding of a TiO2-binding peptide (Ti-2) to TiO2
was investigated using REST MD simulations. vdW-DF DFT calculations were
used to develop a credible structural model of crystalline PEDOT:Tos bulk and,
for the first time, the PEDOT:Tos interface. Binding energies of small biologically-
relevant molecules at the PEDOT:Tos interface were calculated in vacuo, paving
the way for building the first purpose-built force-field specifically design to model
biomolecular adsorption at the PEDOT:Tos interface.
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Chapter 1
Introduction
Biomaterials, materials that can be safely introduced into the body,23–26 can be
hard, such as metals and alloys, or soft, such as polymers and gels.23,27–29 Ex-
ploiting biomaterials for various critical applications, such as medical implants,
bionics and drug delivery, demands that these materials possess high biocompati-
bility and the ability to support and promote the growth of a specific cell type or
tissue.27,29–33 Despite decades of research in the field of biomaterials science,23,34–36
there remains ambiguity regarding the exact definition of the term ‘biocompati-
bility’.26,27,37,38 The most recent, widely cited definition of biocompatibility is that
of David Williams,27 which is:
“the ability of a biomaterial to perform its desired function with respect
to a medical therapy, without eliciting any undesirable local or systemic
effects in the recipient or beneficiary of that therapy, but generating the
most appropriate beneficial cellular or tissue response in that specific
situation, and optimising the clinically relevant performance of that
therapy”.
However, with the continuous advancement of biomaterials and their functions,
it is likely that the term ‘biocompatibility’ will take on a broader definition in
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the future, and continue to assume different meanings in diverse fields. Given the
uncertainty associated with the meaning of ‘biocompatibility’ in the literature,
for the purpose of this thesis and to better reflect the scope of this work, ‘bio-
compatibility’ is used to refer to the ability of a biomaterial to coexist in the body
without causing negative chemical or biological responses, and integrate with the
surrounding tissue by providing a substrate for cell adhesion via the adsorption of
biomolecules such as proteins and peptides. Furthermore, throughout this thesis,
‘bio–material’ is used to refer to ‘biomolecule–material’.
The biocompatibility of biomaterials is highly dependent on the interaction
and adsorption of biomolecules, such as proteins and peptides, at biomaterial
interfaces in an aqueous environment.33,39–42 One way to realise the full po-
tential of biomaterials is through protein-based surface coatings.29,36,41–45 Here,
biomolecules are attached either covalently or non-covalently to biomaterial sur-
faces to manipulate the biological response of the body to implanted biomaterials.
However, eliciting bespoke biological responses to biomaterials requires a funda-
mental, molecular-level understanding of how a peptide or protein sequence influ-
ences its material-binding affinity and/or selectivity—an understanding that re-
mains under-developed.1,30,31,40,41,46–52 Here, binding affinity refers to the strength
with which a biomolecule adsorbs to a material surface, whereas binding selectiv-
ity describes the ability of biomolecules to bind to a given material substrate in
preference over another. However, it is clear now that the binding affinity of a
peptide to a material surface is not merely the sum of the affinities of the pep-
tide’s individual residues.53,54 Instead, it is the specific sequence of a peptide (i.e.,
the type and order of residues) that determines its affinity as different sequences
impact peptide structure differently, which in turn influences the peptide’s selec-
tivity and affinity. A more-detailed comprehension of the phenomena governing
peptide–materials recognition and interaction is therefore essential to advancing
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technologies that are based on bio–material interfaces.
Investigating biomolecule–biomaterial interactions at the atomistic level is very
challenging in an experimental setting (see Section 1.2). Computer simulation of-
fers a valuable complementary tool to gain molecular-level insights into the factors
that govern such complex interactions.42,48,51,52,55,56 To obtain meaningful results,
however, a bio–material system must be modelled in aqueous environment for
long periods of time, sufficient to capture biomolecular processes such as adsorp-
tion/desorption. The first condition requires an explicit representation of all com-
ponents of a bio–material system including water molecules, which significantly
increases system size (number of degrees of freedom) and thus the complexity of a
simulation (see Section 1.3.1). Molecular Dynamics (MD) simulation is an effec-
tive, direct method that can be used to characterise large bio–material systems.
The method utilises a set of mathematical functions (also known as a force-field)
to describe all atom–atom interactions and the overall potential energy of the
system55 (see Section 1.3 for more details on MD simulation and force-fields).
MD simulations of systems containing millions of atoms,57 and carried out for
trajectories of millisecond time-scales,58–60 are now possible.
In this work, cutting-edge molecular simulation techniques, as well as elec-
tronic structure theory, namely density functional theory (DFT) calculations,
were used to investigate biomolecular adsorption at the interface of two promis-
ing, well-studied, but very different biomaterials: titania (TiO2) and poly(3,4-
ethylenedioxythiophene) (PEDOT). The following sections provide a description
of titania and PEDOT, examples of their applications, and the current under-
standing and challenges inherent to investigating their interactions with biomolecules.
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1.1 Bio–Material Interfaces: Applications and
Prospects
In addition to their role in recognition, transportation, and structural support of
biological systems,49,61,62 proteins and peptides have been observed in naturally-
occurring biomaterials to be involved in the controlled formation of structured,
inorganic nanoscale architectures with extraordinary mechanical properties at am-
bient temperatures and pressures.50,61–67 This complex process, known as ‘biomin-
eralisation’, is thought to rely on specific molecular recognition events via non-
covalent interactions between material surfaces and biomolecules.61,62,65,67 Bones,
teeth, and shells are a few examples of complex biomaterials that can be formed
in vivo through the agency of biomolecules.61,64
The advancement of various fields such as engineering, physical sciences, and
molecular biology has allowed a better understanding of bio–material interactions
in the quest to uncover the underlying mechanisms behind the structure and
function of such natural systems.49,68 Success in this regard, although limited, has
spurred the design and development of innovative materials and systems inspired
by structural and functional features of biosystems in nature, a field referred to
as ‘Molecular Biomimetics’.30,49,61,69,70
Titania-binding peptides are of interest to many fields of research, particu-
larly medicine, where these peptides are utilised to improve the biocompatibility
of titanium-based implants.29,43,44,71–73 The use of titanium in medical implants
has been increasing for the last twenty years, and is now one of the most widely
used materials in medical implants, particularly in dental and orthopaedic applica-
tions.26,74–76 Despite having ideal mechanical and chemical properties for use as a
load-bearing implant material,24,26,71,75,77 titanium—which forms a thin, strongly-
adherent oxide layer on the metal surface when exposed to air or solution—
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typically lacks biofunction.45,73,75,78,79 Like biocompatibility, the term ‘biofunction’
or ‘bioactivity’ is used in various contexts to mean different things. However, bio-
function often refers to “the ability of a biomaterial to interact with the biological
environment in the body and elicit specific biological responses”.24,25,29,36,45,80 In
the context of load-bearing implants (such as titanium implants), biofunction nor-
mally denotes the ability of the implant material to bind to bone and induce the
formation of bone tissue, a process commonly known as ‘osseointegration’.72,75,81
An implant lacking a favourable biofunction can result in undesired biochem-
ical reactions inside the body, causing implant failure and the need for replace-
ment.23,31,75,79 The replacement of faulty implants presents a great deal of physical
and financial suffering to millions of people around the world. For instance, it is
estimated that in 2011 there were 1,167,449 and 400,806 hip and knee replace-
ments in the USA and Germany, respectively, with a revision replacement rate
of ∼10% on average.82 Furthermore, according to the Australian Orthopaedic
Association National Joint Replacement Registry, 91,393 hip and knee implants
were registered in Australia in 2014, with ∼10% of these being revision replace-
ments.83 One promising strategy to tackle titanium’s lack of biofunctionality relies
on the biofunctionalisation of implant surfaces using peptides to confer desirable
bioactivities (such as antimicrobial properties) and stimulate implant integration
into bone tissue.31,41,44,45,71 However, this requires the identification and compre-
hension of the factors governing peptide binding to titania so that peptide–TiO2
interactions can be controlled, improving the material’s biocompatibility by elic-
iting specific implant–tissue responses.
While titanium’s properties make for an ideal implant material for load-bearing
applications,36,43,76,84 other medical implants and devices demand biomaterials
that possess a different set of properties. Organic conducting polymers (OCPs)
are another class of biomaterials with enormous potential, possessing different ma-
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terial properties than metal oxides such as TiO2. Since the discovery that organic
polymers with conjugated backbones (i.e. repeating single and double bonds) can
be made electrically conducting via doping, many applications of materials science
were revolutionised.85–88 Being conductive, lightweight, chemically and environ-
mentally stable, transparent, and processable in aqueous environment saw OCPs
become integral components in bionics, biosensors, medical devices, optoelectron-
ics, photovoltaic cells, among others.85,86,88–94 In addition, biomimetic polymeric
nanocomposites have been designed and fabricated for applications in regenera-
tive medicine.95–101 Peptide sequences with selective affinity to natural and syn-
thetic polymers have been identified.1,102,103 Although crucial, identification of
material-binding peptide sequences is only the first step towards the exploitation
of peptide–material interfaces for nanobiotechnological applications. Peptide ad-
sorption to the surface of a biomaterial can alter the structure and function of the
peptide and/or the material surface, changing the material’s chemical and physical
properties.61,65,67,70,104 As mentioned earlier, MD simulation is a valuable method
for modelling the complex process of biointerfacial adsorption in atomistic detail.
However, before discussing how peptide–material interactions can be investigated
via computer modelling, a description of the experimental techniques commonly
used to study peptide adsorption to material interfaces is first provided.
1.2 Selection and Characterisation of Material-
Binding Peptides
The identification and characterisation of peptide sequences capable of recog-
nising specific material surfaces has seen an enormous surge since the pioneer-
ing work of Stanley Brown, who employed peptide library screening based on
cell-surface display to identify gold-binding peptide sequences.105 Since then, nu-
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merous studies have identified peptide sequences that can bind metals, oxides,
semi-conductors, and polymers, to name a few.90,106–123 Central to the systematic
development of applications based on peptide–material interactions is the identifi-
cation of material-binding peptide sequences, knowledge of their adsorbed peptide
conformations, and a quantitative estimation of their binding strength at aqueous
material interfaces. Below is an overview of the common experimental techniques
used for these purposes.
1.2.1 Peptide Selection
Phage display105 and cell-surface124 display are two biocombinatorial techniques
currently used to identify peptide sequences capable of binding different materials.
While the use of phage display (PD) may be more common than cell-surface
display (CSD) for identifying material-binding peptides, both of these in vivo
techniques share similar principles (see Figure 1.1). In PD, random sequences of
DNA are placed into the genome of a phage (i.e. a virus that infects bacteria) or
a cell (for CSD), corresponding to a protein expressed on the phage or cell surface.
Accordingly, peptides composed of different sequences (typically 7–12 amino acids
long)1,66,125 are displayed on the surface of each different phage or cell. This creates
a combinatorial library of peptides containing billions of unique sequences. Next,
the phages or cells are brought into contact with the target material, where those
entities that present suitable binding sequences will attach to the material surface,
while unbound phages or cells will be washed away. After an iterative binding–
elution process (known as biopanning) to remove weak binders, attached phages
or cells are removed and amplified or multiplied. Finally, the genome of the
strongest material-binding phages or cells is sequenced to identify the amino acid
sequence of the corresponding material-binding peptide displayed on the surface
of the phage or cell.
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Figure 1.1: Schematic depicting the screening process for a phage-displayed peptide
library. Reproduced with permission from Sawada et al. 1
While very useful, both techniques have drawbacks.126 Compared to phages,
cells are more sensitive and less resistant to shear stress, which may arise during
cell or phage binding to the target substrate.50 A major disadvantage of both PD
and CSD is their reliance on the genome of the host to construct the library of
peptide sequences. This process is restricted by the transformation efficiency of
the phage or cell (i.e. the number of phages or cells that accept the inserted DNA).
Consequently, PD and CSD libraries often contain no more than 1010 unique pep-
tide sequences.126 This seemingly large number, for example, is only 0.1% of the
1013 theoretically-possible peptide sequences that can be obtained for a decapep-
tide.126 In addition, PD and CSD are amenable to biases in the construction of
the peptide library and the expression involving living cells.126 Some amino acids
are expressed by multiple synonymous codons (the three-nucleotide sequence in
DNA or RNA that corresponds to a certain residue during protein synthesis)
and thus the probability of generating different residues varies depending on the
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corresponding number of codons that express these residues.126 Another bias is
associated with the preferential use of certain codons in different organisms, which
results in varying expression levels for certain codon sequences.126 Moreover, the
size of a peptide library can be limited by the introduction of stop codons, which
causes the termination of the protein synthesis process, resulting in immature
peptides lacking the full peptide sequence.
An alternative to PD and CSD is Ribosome display (RD),127 where a stop
codon-free DNA library of peptide sequences fused to the C-terminal region of
coat or surface proteins can be generated in vitro. With RD, libraries of 1014–
1015 unique peptide sequences can be built. Furthermore, the technique is less
sensitive to biases common to in vivo expression, can accommodate non-natural
amino acids, and is more susceptible to multiple rounds of mutagenesis. However,
RD is more challenging to perform, and pre-made libraries are not commercially
available.126 Despite the limitations of CSD and PD, they remain widely used for
the identification of material-binding peptide sequences due to their less-complex
implementation and the commercial availability of off-the-shelf libraries.
1.2.2 Measuring Peptide Affinity to Material Surfaces
Although challenging, different experimental techniques can be used to study pep-
tides at solid/liquid interfaces, to measure or infer information such as the free
energy of adsorption. To this end, three techniques are commonly used: Surface
Plasmon Resonance (SPR) spectroscopy, Quartz Crystal Microbalance (QCM)
measurements, and Atomic Force Microscopy (AFM). SPR spectroscopy is an op-
tical technique where the surface of a glass prism is covered or placed in close
proximity to a thin film of the substrate of interest (Figure 1.2). Surface electrons
in this material (typically gold or silver) are excited as a result of light passing
through the prism, reflecting it outward. Different media at the film interface
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Figure 1.2: Schematic illustrating the setup of SPR spectroscopy. Reprinted with
permission from Zaera.2 Copyright (2016) American Chemical Society.
result in different refraction indices, resulting in unique resonance frequencies of
the surface plasmons. Accordingly, the change in the resonance frequency can be
used to determine the mass of material adsorbed at the substrate as a function
of time. SPR spectroscopy is sensitive to small changes in thickness, fluctua-
tions in density, and adsorption/desorption events at the interface.2 For example,
changes in the order of 10−4 in the refractive index resulting from the adsorption
of submonolayer amounts of protein to the sensor surface can be detected.126 The
drawback of SPR is that it measures the “dry” mass of the adsorbed materials
only (i.e. not in solution) and does not offer clear molecular details about the ad-
sorption process.128 The fact that the thin film on the outside of the prism needs
to be of a metal that supports surface plasmons, such as Au and Ag, is another
limitation.2 However, advances have been made that allowed the utilisation of
various inorganic materials in SPR. For instance, Oren et al.114,129 used SPR to
measure the binding affinity of quartz-binding peptides by covering the surface of
a SPR gold sensor with a very thin layer of SiO2.
Unlike SPR spectroscopy where optical properties are measured, QCM mea-
sures changes in mass based on the piezoelectric effect (Figure 1.3). A typical
QCM setup involves a quartz crystal sandwiched between two gold films. The
gold surface is coated with a layer of the target substrate before biomolecules
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(in solution) are introduced into the flow cell and passed over the surface. Bind-
ing of biomolecules to the substrate causes changes in mass which in turn alter
the resonance frequency of the oscillating quartz surface (an increase in adsorbed
mass will result in a decrease in the oscillating frequency). Accordingly, quantita-
tive biomolecule–substrate binding profiles can be obtained in real-time, and the
association and dissociation constants can be determined by fitting the binding
profiles, if applicable, to the Langmuir adsorption isotherm. QCM has the ad-
vantage of being able to detect extremely small changes in mass (ng cm−2), in a
label-free manner.126,130–132 However, interpreting QCM data can be challenging
when variations in interfacial parameters, such as surface charge and roughness,
are involved.131 Furthermore, with QCM only average information about the inter-
face can be obtained, without insight into extensive molecular-level details.2 The
main limitation of QCM, however, is the viscous damping of the shear oscillation
in aqueous environment and the dissipation of the crystal’s oscillation energy.2,133
Monitoring the dissipation is now possible using the QCM with dissipation mon-
itoring (QCM-D) technique. QCM-D is advantageous for the study of biological
systems, as it can measure both the mass and the viscoelastic properties of the ad-
sorbed materials in their native, hydrated state,134,135 which is particularly useful
for proteins as they often produce a different viscoelastic profile depending on the
specific molecular conformation they adopt following adsorption to a surface.128
Moreover, the ability of QCM-D to probe adsorption processes in real time enables
the technique to investigate dynamic events at the liquid/solid interface, which is
important for the study of peptides and proteins which experience conformational
changes upon adsorption to a surface.
AFM, on the other hand, is a powerful tool that can be used to infer the
strength of non-covalent interactions between biomolecules and material surfaces.
The technique involves a nanoscale tip (typically 5–20 nm in radius) functionalised
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Figure 1.3: a) Piezoelectric effect: the pressure applied on a quartz crystal causes an
electric field (E) between deformed surfaces. b) Typical experimental setup of QCM.
(c) Illustration of a quartz crystal oscillation in the fundamental thickness shear mode.
Reproduced from Casero et al. 3 with permission of the Royal Society of Chemistry.
with the target biomolecule, often via a molecule that acts as a linker between the
target biomolecule and the tip (see Figure 1.4 for an example). The tip is then
brought into contact with the surface such that the target biomolecule adsorbs
onto it. When the tip is retracted, the force (which is often in the order of pN)
required to pull the target biomolecule off the surface is recorded. Moreover, the
reflection of a laser beam aimed at the flexible cantilever holding the tip measures
the distance between it (and thus the target biomolecule) and the surface. The
forces measured by AFM can be used to infer the binding affinity of biomolecules
adsorbed at material surfaces.
In earlier experiments, inference of the adsorption free energy from the des-
orption force measured by AFM was challenging due to the need to determine
the contribution of the tip to the measured force and the number of biomolecules
attached to the tip that were actually in contact with the substrate. The first chal-
lenge can be addressed with the use of long cross-linking molecules that can tether
the target biomolecule to the AFM tip. Various approaches have been proposed
to overcome the latter problem. For example, Wei and Latour4,136 developed
a method utilising AFM to measure adsorption forces for host-guest TGTG-X-
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GTCT peptide sequences (where T, G, and C are the one-letter codes for amino
acids threonine, glycine, and cytosine, respectively, and X is a variable residue) on
alkanethiol self-assembled monolayers (SAMs). After measuring the adsorption
free energy of the same peptide sequences on the SAMs interface using SPR, the
results displayed a linear correlation with the desorption forces measured using
AFM. This allowed the use of AFM to estimate the adsorption free energy of
peptides at substrates not applicable for study using SPR or QCM techniques.137
For example, Friddle et al.138 proposed a model to explain how the force re-
quired to break a bond (e.g. between an adsorbate and a surface) in AFM force
spectroscopy experiments depends on the “loading rate”, which is the rate of the
applied force. This model can indirectly be used to estimate the adsorption free
energy from the desorption forces measured using AFM force spectroscopy exper-
iments, taking into account the influence of the loading rate. Recently, Meißner et
al.139 estimated the adsorption free energy of a tetrapeptide (GCRL) at an aque-
ous amorphous SiO2 interface at neutral pH using different approaches. Meißner et
al.139 used the Friddle model to estimate the adsorption free energy of the peptide
from steered molecular dynamics pulling simulations of the GCRL tetrapeptide
performed at different speeds, which approximately corresponds to conducting dy-
namical force spectroscopy experiments. Due to the small size of the tetrapeptide,
the AFM experiments carried out in this study were performed on the (GCRL)15
polypeptide. When an adsorbed molecule is pulled away from the substrate due
to an applied external force, desorption occurs along a non-equilibrium energy
path, resulting in a nonlinear dependence of the desorption peak force on the
loading rate. Based on the Friddle model, free energy of adsorption, ∆Gads, can
be estimated using the formula:139
∆Gads =
F 2eq
2 · 〈keff〉 (1.1)
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Figure 1.4: Exemplar AFM-peptide linkage. The peptide is attached to an AFM tip
via a poly(ethylene glycol) (PEG) cross-linker. The N -hydroxysuccinimide (NHS) end
of the PEG was covalently bound to amines on the tip before the peptide was linked to
the pyridyldithio-propionate (PDP) end through Cys. Reprinted with permission from
Wei and Latour.4 Copyright (2016) American Chemical Society.
where Feq is the limit of the average desorption peak force for zero loading rates
and keff is the effective spring constant. Using different approaches, the authors
reported that the most reliable estimates of the adsorption free energy of the their
polypeptide were obtained via REST+MetaD simulations (see Section 2.3.3 and
Section 2.4.3 for details on REST and REST+MetaD simulations) and by fitting
of AFM-based force spectroscopy results with the Friddle model.
1.2.3 Probing Surface-Adsorbed Peptide Conformations
Experimentally
Investigating the structure of peptides and proteins adsorbed at aqueous material
interfaces at the molecular level is a necessary step to allow the inference of links
between a peptide/protein sequence and its material-binding affinity. Various
experimental techniques have been utilised to probe the secondary structure of
peptides and proteins in solution in the absence of a surface.2,131 However, results
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from such experiments performed in solution cannot be extrapolated to determine
peptide secondary structure in the adsorbed state. The grand challenge in charac-
terising the structure of biomolecules while adsorbed at an interface is distinguish-
ing between the few atoms that are actually at the interface and the majority of
atoms that are in the bulk phases. Many experimental techniques used to study
liquid/solid interfaces utilise particles such as ions or electrons, which are best
suited for vacuum environments and have not yet been optimised to probe aque-
ous interfaces.2 For peptide/nanoparticle suspensions, Circular Dichroism (CD)
spectroscopy is one technique that is widely used to determine conformational
changes resulting from peptide adsorption to material surfaces. Different protein
secondary structure motifs such as β-sheets, α-helices, etc. give rise to unique CD
spectra in the Ultra Violet (UV) region.131 By monitoring adsorbed peptides in
the far-UV CD spectrum and comparing their CD spectra against databases of
proteins of known structures, the approximate percentage of a secondary structure
can be determined, although this process is not very effective for short peptides.131
However, measured spectra are often insufficient to determine the folding state of
a peptide because, at an aqueous interface, all possible conformations of peptides,
adsorbed and free in solution, exist at the same time.140 Accordingly, the CD sig-
nal represents an ensemble average and cannot be used to identify which residues
correspond to particular secondary structures.131 Because nanoparticles are not
often chiral in nature, they do not impact the CD spectra of the protein/peptide,
particularly if the nanoparticles are small in size.131 However, to avoid affect-
ing the CD spectra for non-nanoparticle samples the substrate is required to be
optically transparent (i.e. very thin).
Nuclear Magnetic Resonance (NMR) is one of the most promising spectro-
scopic techniques that can be used to characterise the conformations of peptides
adsorbed at aqueous material interfaces. This technique relies on the emission of
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signals from nuclei excited as a result of applied radiofrequency pulses after the
target molecule has been placed in a magnetic field to align the spins of its nu-
clei. The frequency of these signals depends on the molecular environment of the
nuclei in the molecule. By using pulses of different characteristics (frequencies,
shapes, and durations) different types of information about the target molecule
can be obtained. In multi-dimensional NMR, multiple pulses and frequencies are
applied. Though powerful, the application of NMR to study solid/liquid interfaces
suffers from limitations. First, large samples are needed to compensate for the
weak NMR signals.2 Second, unlike other techniques, NMR lacks surface sensi-
tivity and thus cannot easily differentiate between adsorbed molecules and those
free in solution.2 This hinders the use of NMR for liquid/solid systems except
for substrates with high surface areas such as nanostructured or porous materi-
als. Furthermore, while useful for determining the structure of adsorbed peptides,
many NMR techniques do not offer insights into the interactions between the pep-
tides and the inorganic surfaces.141 Solid-state NMR (ssNMR) is another NMR
technique that can be used for structure determination of peptides and proteins
at inorganic surfaces.142,143 However, the technique is limited by the typical need
for isotopically labeled peptides, lower resolution (due to broader NMR signals),
and more complex data analysis141–143
Another commonly used technique to study the structure of biomolecules at
liquid/solid interfaces is sum frequency generation (SFG) spectroscopy. Here a
SFG spectrum is obtained following the projection of two photons at a surface;
one infrared (IR) photon from a tunable IR laser, and another photon in the visi-
ble region from a second laser source with fixed frequency. Vibrational transitions
are generated due to the resonance of the second order susceptibility (χ) of the
system, and are distinguished by an increase in signal of the photons reflected off
the surface. Because χ becomes zero in the bulk, the generated SFG intensity
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only corresponds to the interface, allowing this technique to selectively probe the
interface. Despite its great potential, SFG spectroscopy has some caveats. The
technique is expensive and requires complex setup and data analysis.2 Further-
more, applying SFG spectroscopy to surfaces that are hydrophilic, non-flat, or
non-reflecting remains challenging.2,67 As highlighted above, despite the continu-
ous advancement of various experimental techniques,130,141,144–146 the experimental
characterisation of biomolecular adsorption at the liquid/solid interface in atom-
istic details remains challenging, and thus complementary approaches are needed
to gain deeper insights into interfacial processes.
1.3 Modelling Liquid/Solid interfaces: Essential
Concepts
Computational methods such as MD simulation can be used to reliably describe
biomolecule–material interfaces and probe biointerfacial processes such as peptide
adsorption.51,52,56 Information such as adsorption-induced conformational changes
and the free energy of adsorption can be obtained, addressing some of the chal-
lenges associated with experiment, while offering complementary data. A detailed
description of the specific computational methods used in this work to study bio–
material interfaces is provided in the next chapter. However, this section intro-
duces key concepts helpful for contemplating related computation-based studies
in the literature presented herein. These highly interconnected concepts relate to
how all the inter-atomic/particle interactions in a system (such as a peptide at
the aqueous TiO2 interface) are described, and how relevant conformations are
predicted.
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1.3.1 Potential and Free Energy Surfaces
The potential energy of a given arrangement of atoms or particles is dependent
on the inter-atomic distances between all the atoms. A system’s potential energy
surface (PES) comprises all possible conformations (spatial arrangements) of the
interacting atoms/molecules in that system, as a function of the energy of each
arrangement. The potential energy of a system can be expressed as a function of
atomic positions in three-dimensional space, represented by Cartesian coordinates
(x, y, z). The degrees of freedom of a system comprise vibrations, translations,
and rotations of all components of the system. The dimensionality (and therefore
complexity) of the PES of a system is thus proportional to its total number of
degrees of freedom. A non-linear molecule, such as a protein or a peptide, with
N number of atoms has a total of 3N − 6 intramolecular degrees of freedom.
Because PESs with large dimensionalities (i.e. >3D) are impossible to visualise
and interpret in their entirety, lower-dimensional representations of a PES are
often constructed to enable the identification of key features of the PES.
When investigating biomolecular systems it is often useful to generate a free
energy surface (FES), which, compared with a PES, is expressed as a function of
one or a few variables, also known as “reaction coordinates”. The PES, in general,
is a high-dimensional function compared with a FES, which is generated from the
PES via averaging over all the other degrees of freedom for specific values of the
reaction coordinates. Interpolation over the range where the reaction coordinates
have physically meaningful values is obtained by repeating the averaging process.
Because a PES does not require the selection of reaction coordinates it is perhaps a
more fundamental object. Furthermore, while a PES is temperature independent,
free energy surfaces are not.
Figure 1.5a, for example, shows a 3D FES of the green fluorescent protein
(GFP). The complexity of this FES is reduced to a 2D function that corresponds
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Figure 1.5: a) A schematic representation of a multi-dimensional FES of the green
fluorescent protein (GFP). The red arrows highlight the course of the unfolding pathway
of GFP. b) Projection of the FES along the unfolding pathway as a function of one
reaction coordinate (the end-to-end distance of GFP). Reprinted with permission from
Dietz and Rief.5 Copyright (2016) National Academy of Sciences.
to the free energy of the protein as a function of its end-to-end distance (Fig-
ure 1.5b) which is the reaction coordinate in this case. For a complex system, the
number of minima in the FES is thought to be large, with these minima featuring
small details relative to the overall characteristics of the FES. Therefore, complex
systems are often described using their free energy landscape (FEL); a combina-
tion of basins that each comprises a group of minima.147 As such, the FES to the
FEL is much like a high-resolution, zoomed-in picture of a larger picture with
lower resolution.
The features of the FES reveal valuable insights about the thermodynamic
and kinetic behaviours of a system.147 Minima on the FES are the points where
the gradient with respect to the surface is zero and the second derivatives have
positive curvature in all dimensions. These correspond to stable configurations
that are experimentally observable. The deepest minimum on the FES is called
the global minimum, and represents the configuration of the system that is lowest
in free energy (structure GFP in Figure 1.5b). Other higher energy, metastable
states can also be observed experimentally. For large FESs comprising numerous
small minima, the term basins is sometimes used to describe groups of minima
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associated with similar conformational states of the system. Minima on the FES
are separated by energy barriers. For example, in the case shown in Figure 1.5b,
to transition from the GFP∆α structure to the energetically most favourable
GFP structure the protein has to overcome one energy barrier of about 35 kJ
mol−1, equivalent to ∼14 kBT at room temperature. Minima on the FES are sep-
arated by saddle points, and first-order saddle points, experimentally, correspond
to transition states.
To obtain a reliable FES of a system (e.g., a peptide adsorbed at a material
interface), a physically reasonable description of the system’s inter-atomic inter-
actions is important. To this aim, both electronic structure theory and atomistic
force-field based methods can be employed, and have both been used in this the-
sis. Below is a brief description of both these methods. Further details including
advantages and limitations are provided in Chapter 2.
1.3.1.1 Electronic Structure Theory
Electronic structure theory (EST) based methods rely on Quantum Mechanics
(QM) to describe the inter-atomic interactions and energies of a system, by ap-
proximating solutions to the Schro¨dinger equation. In this most elemental level
of description, the fundamental particles of the system are the positively-charged
nuclei and the negatively-charged electrons surrounding them. Many EST calcu-
lations/simulations require no parameter fitting. Exceptions to this are Density
Functional Theory (DFT) and DFT-based approaches, as well as semi-empirical
methods. Although calculations based on EST can be accurate, such calculations
are computationally very exhaustive. Hence, EST calculations are typically lim-
ited to small systems (comprising a few hundreds of atoms) and short periods
of time (in the order of picoseconds); however, exceptions can be found in the
literature. The latter presents challenges concerning the equilibration and effi-
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cient conformational sampling of various configurations of the system. Moreover,
the high computational expense of EST calculations often limits their applicabil-
ity to the investigation of biointerfacial systems to in vacuo conditions, or using
implicit solvent models. However, the explicit representation of liquid water in
biointerfacial systems is believed to be critical in adequately describing peptide
adsorption to material interfaces.7,53 Another caveat pertaining to the case of
DFT calculations is the poor description of non-bonded interactions by standard
exchange-correlation functionals. For many years, this has limited the use of DFT
for studying soft matter, molecular and biomolecular systems.148,149 However, ad-
vanced functionals that more accurately capture medium- and long-range disper-
sion interactions between particles have recently been developed. Despite the
above limitations, EST-level calculations/simulations remain the most detailed
approach for describing the PES of biointerfacial systems.
1.3.1.2 Atomistic Force-Fields
In molecular modelling, a force-field (FF) refers to the (typically simple) set of
analytical mathematical functions and accompanying parameters that are used to
describe the total potential energy of a system. Typically the FF determines how
the atoms (or particles) of a system interact with each other. FFs are commonly
utilised for MD simulations, and their parameters are typically derived from both
experimental data and/or QM calculations (although FF-free MD simulations
can also be performed, e.g. using Car-Parrinello MD). All-atom empirical FFs,
however, treat individual atoms as the fundamental unit, and utilise an empirically
fitted set of FF equations to calculate the potential energy involved in atom–atom
interactions based on each atom’s configuration and state of bonding. The total
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potential energy can be expressed by a sum of contributions:
Vtotal = Vbonds + Vangles + Vtorsions + VCoulomb + VLJ (1.2)
where Vtotal is the total potential energy of the system, and Vbonds, Vangles, Vtorsions,
VCoulomb and VLJ are the potential energy terms corresponding to bond stretching,
angle bending, torsions (or dihedrals), Coulombic (or electrostatic) interactions,
and Lennard-Jones (or van der Waals) interactions, respectively (see Section 2.1.2
for more details). It must be noted that there is a large number of other terms that
a FF may comprise, which are required for different research problems. Further-
more, united-atom (or coarse-grained) FFs treat groups of atoms (i.e. particles)
as the fundamental unit in the system, and use a FF equation that defines energy
contributions as a function of the configuration of the united-atom particles with
respect to one another and their connectivity with one another. While useful
for reducing the computational cost of large systems, coarse-grained models offer
less atomistic details than all-atom FFs. Moreover, because QM-based approaches
are extremely computationally expensive for a typical peptide–surface system size,
all-atom FFs are normally the method of choice for studying peptide–surface in-
teractions, because these FFs are much less computationally intense than QM
calculations. FFs can be employed to model systems consisting of millions of
atoms,57 and when utilised in MD simulations can accommodate simulation time-
scales of milliseconds;58–60 although very large systems are often not simulated for
such long time-scales. The ability to model a large number of atoms allows all-
atom FFs to directly address aqueous solvation effects by explicitly representing
water molecules and ions in solution, therefore making liquid water a dynamic
and interactive part of the system. Despite the advantages of FFs in describing
PELs, there are limitations inherent to their use. These limitations are discussed
in Section 2.1.2.
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1.3.2 Conformational Sampling
Conformational sampling refers to the exploration and identification of different
conformational states of a system that are supported on the corresponding PES.
When a molecule is studied experimentally, the resulting measurements usually
represent an ensemble average of the behaviour of billions of molecules (of the
molecule in question) over time-scales ranging from femtoseconds upwards. A
conventional MD simulation, on the other hand, typically indicates the molecule’s
behaviour over a simulated time span of tens of nanoseconds. Nonetheless, if
the simulated system is appropriately represented (i.e. its corresponding FF is
reasonable) and the PES features are sufficiently sampled, a comparison between
the results of a MD simulation and those obtained experimentally can be made
via application of statistical mechanics. In general, as a MD simulation proceeds,
the corresponding PEL is simultaneously constructed and sampled, allowing ex-
ploration of the different conformational states of the system. However, achieving
efficient conformational sampling (i.e. a rigorous exploration of the key features
of the PEL) is normally challenging, particularly for complex systems such as
that of a peptide adsorbed at an aqueous material interface. Such systems are
thought to feature very rugged PELs, each possibly comprising tens or hundreds
of minima/basins with potentially high energy barriers separating them. When
sampling via conventional MD simulations, it is difficult to overcome energy bar-
riers that are larger than thermal fluctuations (> ∼2–3 kBT , where kB is the
Boltzmann constant and T is the temperature), and thus the system may become
trapped in one or just a few basins for the entire duration of the simulation. This
would result in a partially-explored PES, providing a misleading representation
of the ensemble-average behaviour of the system.56
Advanced sampling techniques can be utilised to tackle the problem of poor
conformational sampling, e.g. by introducing a bias into the simulation that
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drives the system out of its low energy configurations, enabling a more efficient
exploration of the PES.56,150,151 In practical terms, the effect of this bias can be
removed upon completion of the simulation to recover an unbiased set of sampled
states, which can then be used to calculate correct ensemble-average properties,
suitable for comparison to experimental measurements. The use of advanced
sampling methods is particularly important when modelling the adsorption of
material-binding peptides onto inorganic surfaces, because many of these pep-
tides are thought to be intrinsically disordered.152–158 Intrinsically disordered pro-
teins/peptides (IDPs) have been found to break the ‘structure–function paradigm’
that prevailed until about 15 years ago. IDPs do not display well-defined tertiary
structures under certain conditions, but instead assume functional structures from
a diverse ensemble of conformational states in solution.154,156,158 Many proteins
comprise long disordered regions of 30 or more residues in length that have been
found to be associated with regulatory and signalling functions in cells.154–156
IDPs are likely to have very complex PELs that lack a single deep miminum
due to the lack of a well-defined 3D structure or the presence of multiple meta-
stable structures.153,154 The conformational heterogeneity makes the sampling of
IDPs very challenging.159–163 Thus, advanced sampling techniques are necessary
to recover the Boltzmann-weighted ensemble of conformations for a given pep-
tide,54,164,165 which can then be used to establish links between the peptide se-
quence, its conformational ensemble, and its function. The Boltzmann-weighted
ensemble of conformations represents the set of conformational states that a sys-
tem can adopt, with the probability of these states obeying the Boltzmann prob-
ability distribution, which is a function of both the energy of a given state and
the temperature.56,166 Accordingly, an efficient conformational sampling approach
needs to reveal highly-probable low-energy configurations as well as rare events
with low probability.
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While very valuable in sampling complex PELs, biased sampling approaches
such as metadynamics167 and umbrella sampling168 suffer from limitations. For
certain systems, choosing an appropriate reaction coordinate(s) may not be a
straight forward process. In addition, removing the bias added during a simu-
lation to recover an unbiased conformational ensemble is often very challenging.
Furthermore, in some approaches such as umbrella sampling only a specific re-
gion of the PEL is sampled in one simulation, and thus several simulations are
often required as well as a priori knowledge of the features of the underlying PEL.
Despite these caveats, advanced sampling approaches remain better at exploring
PELs compared to standard MD simulations. It must be noted, however, that
not all advanced sampling approaches are biased, such as the Replica Exchange
with Solute Tempering (REST)169 approach, described in Section 2.3.3. Follow-
ing this overview of key modelling concepts, a review of the literature concerning
biomolecular adsorption at the interface of titania and PEDOT is provided next.
1.4 The Bio–Titania Interface
Titania or titanium dioxide (TiO2) is one of the most utilised inorganic materials
for a variety of applications such as medical implants, catalysis, nanoelectron-
ics, and photovoltaics.7,56,61,62,74,170–172 Medical implants largely employ titanium
(and Ti alloys) due to titanium’s biocompatibility, excellent osseointegration (i.e.
direct bone-to-implant contact173), low allergenicity (i.e. immune responses26),
good mechanical properties, and high resistance to corrosion.24,26,71,75,77 Titanium
spontaneously oxidises when exposed to air or aqueous solutions to form an in-
ert, strongly-adherent 0.5–10.0 nm thick oxide layer.174,175 When an implant is
exposed to the biological microenvironment of the body, soluble proteins and
other biomolecules will interact with the implant surface, covering it rapidly, pre-
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sumably within seconds.37,176–178 The non-selective, non-covalent adsorption of
biomolecules to the implant surface may result in unwanted reactions and nega-
tively impact on the biocompatibility of the material.23,31,51,75,79
Notwithstanding the pivotal role of biomolecule–titania interactions in med-
ical implants and other applications such as biosensors, tissue engineering, and
drug delivery systems, these interactions remain poorly understood at the molec-
ular level.40,47,51 The functionality of these applications is largely predicated on
the nature of the interactions between biomolecules and the TiO2 surface in an
aqueous environment. It follows that our ability to control these interactions and
optimise relevant applications depends on our comprehension of how biomolecules,
particularly peptides, recognise and bind to the titania surface. Previous research
has shown that the adsorption of peptides onto titania surfaces is not a straight-
forward process, but rather governed by a complex interplay between peptide
sequence, structure, and binding.53,172,179,180 Despite numerous published exper-
imental and theoretical adsorption data, understanding this complex interplay
remains far from being fully realised.51,53,112 There is therefore a genuine need
to gain a deeper understanding, on a molecular level, of the interactions at the
aqueous TiO2 interface in order to predict and manipulate bio–TiO2 interfacial
properties.
There are three chief polymorphs of titania that occur in nature, namely
anatase, rutile and brookite.181 While anatase is abundant and stable in nano-
materials,182 rutile is the thermodynamically most stable phase of TiO2 at am-
bient temperature and pressure, and therefore has been extensively studied as
a candidate adsorbent.177 Among several crystal surfaces, the rutile TiO2 (110)
crystallographic plane has the lowest free energy, and has been widely used as the
structural model for TiO2 surfaces.
170,183,184
Similar to many oxides and other solid substrates, the creation of a rutile TiO2
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Figure 1.6: The structure of rutile TiO2 (110) surface. The top titania layer con-
sists of 6-coordinated Ti atoms (Ti6c) bonded to bridging oxygen atoms (Ob), and
5-coordinated Ti atoms (Ti5c) to which surface hydroxyls are attached. Ti6c and Ti5c
are connected by 3-coordinated oxygen atoms (O3c) along the [1¯10] direction.
surface involves the breaking of covalent bonds in the bulk solid.185 The ideally-
cleaved rutile surface, presenting under-coordinated Ti atoms as a result of the
breaking of Ti−O covalent bonds, is energetically unstable in ambient conditions.
However, when exposed to air or aqueous solution the surface energy of rutile
decreases significantly, resulting in a low-energy surface with exposed terminal
(Ti−O−Ti) oxygens (O3c atoms in Figure 1.6) and bridging (Ti−O) oxygens
(Ob atoms in Figure 1.6).185 Figure 1.6 shows the structure of the rutile TiO2
(110) surface.
1.4.1 The Water–TiO2 Interface
Water layering and structuring at the liquid/solid interface is thought to have pro-
found impact on the recognition and adsorption behaviour of peptides at material
surfaces.7,53,186 Prior to interpreting adsorption studies of biomolecules at aqueous
interfaces, characterisation of interfacial solvent structure and properties is requi-
site. Numerous studies have been devoted to studying the adsorption of water on
titania surfaces.7,53,171,187–195 Water adsorption on the rutile TiO2 (110) surface is
particularly controversial, as there is disagreement among experimental and the-
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oretical results regarding the dissociation of molecular water at the TiO2 surface
in vacuo.170,196–198 This thesis will not attempt to support or refute one side of
the argument or the other, but will rather summarise the recent work carried out
to understand the structure of liquid water on the rutile TiO2 (110) surface in
order to contemplate how the water–TiO2 interface could influence biomolecular
adsorption.
With a point of zero charge (PZC) at pH 5.4,199 the surface of rutile TiO2
is negatively-charged for pH>5.4 and positively-charged for pH<5.4. It must be
noted that anatase has a slightly higher PZC (5.9) than rutile TiO2.
199 Interest in
investigating the water–TiO2 interface dates back to a few decades ago. Thermo-
dynamic properties of the electrical double layer at the rutile TiO2 interface were
first evaluated by direct measurement of the adsorption density of H+ ions using
potentiometric titration.187 More recently, Zhang et al.188 used X-ray standing
wave (XSW) and crystal truncation rod (CTR) measurements to study water and
electrolyte solutions in contact with rutile TiO2 (110) single-crystal surfaces. This
study focused on the layering/structuring of water and dissolved ions at the in-
terface (i.e. how many interfacial layers were formed and their distance from the
surface), as well as surface hydroxylation. The hydroxylation state of the surface
can affect the layering of water at the interface, which in turn can influence how
adsorbates interact with the surface. The results from this study revealed the
formation of at least two water layers at ∼2.1 and 3.8 A˚ from the surface plane
of Ti atoms and the adsorption (at pH ∼6 to 11) location of various cations at
the interface. These experiments, however, cannot show the orientation of inter-
facial water molecules, which dictates how hydrogen bonds can form; i.e. with
the surface or the adsorbates. Using similar X-ray techniques, Pre´dota et al.189
studied the adsorption of various cations and Cl– at the rutile TiO2 (110) sur-
face. Moreover, in their accompanying MD simulations of the non-hydroxylated
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negatively-charged surface, all cations (Na+, Rb+, Ca2+, and Sr2+) except Zn2+
were found to mostly adsorb at a tetradentate site, coordinating with two bridging
and two terminal oxygens on the surface. Cl– on the other hand were found to
have minimal interaction with the charge-neutral and charged TiO2 surfaces as
well as with surface-adsorbed cations. Zhang et al.190 employed XSW techniques
to investigate the adsorption of Zn2+ and Sr2+ at the rutile TiO2 (110)–electrolyte
interface. The study reported that the average distance of the divalent ions above
the aqueous interface was mainly independent of electrolyte type (NaCl, NaTr,
RbCl, NaBr) and ionic strength. Also, the position of the ion-containing layers
above the surface was minimally affected by the presence of other monovalent ions
(Br–, Cl–, Tr–, or Rb+). In summary, studies of the water–TiO2 interface showed
that two well-defined water layers form at the rutile TiO2 (110) interface, with the
first water layer (closest to the surface) adsorbing more strongly than the second.
The interface between TiO2 and liquid water has also been studied using com-
putational techniques such as MD simulation. The first step towards large-scale
MD simulations of aqueous bio–material interfaces is the development of FFs
(Section 2.1.2) that can appropriately describe the interactions between the sub-
strate (e.g. titania), the biomolecule (e.g. peptide), and water. To model the
water–TiO2 interface, Bandura and Kubicki
192 performed ab initio calculations
to develop FF parameters for the Ti−O−H system. This FF was derived from
that published by Matsui and Akoagi—one of the first FFs developed for bulk ti-
tania polymorphs200—and water (SPC/E).191 It describes different coordination
environments of Ti, bonding between Ti and OH groups, and hydrogen bonding
on titania surfaces. Bandura et al.193 reported periodic density functional theory
(PDFT) and cluster calculations to model the rutile (110) titania–water interface.
Pre´dota et al.194 generalized this FF for atomistically detailed MD simulations of
the interface of uncharged TiO2 surfaces in contact with SPC/E water at 298 K
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and 1 atm, and for the negatively-charged TiO2 surfaces in contact with liquid
SPC/E water containing dissolved electrolyte ions (Cl–, Na+, Rb+, Ca2+, Sr2+,
and Zn2+). The developed FF was validated against existing XSW and CTR
measurements188,189 of water and electrolyte solutions in contact with rutile TiO2
(110) single-crystal surfaces. The MD simulations in both studies broadly agreed
with their respective experimental results. With minor modifications, Skelton and
Walsh171 used the Pre´dota FF to model interactions between the rutile TiO2 (110)
surface and a modified TIP3P water model.201 The reason the modified TIP3P
model was chosen is because it was developed with and extensively tested against
the CHARMM suite of FFs202–204 which are widely used for simulations of pro-
teins in aqueous solution (details on the interfacial water structure are provided
in Chapter 3). The study revealed that axial density and angular distributions
of interfacial water are in good agreement with the results of Zhang et al.188 and
Pre´dota et al.194 The results of the above studies and others show that compu-
tational methods can be used to reasonably model the aqueous rutile TiO2 (110)
interface. With the water structuring at the TiO2 interface explored, the next two
sections provide a review of studies investigating the adsorption of amino acids
and peptides to titania in aqueous solution, focusing primarily on the rutile TiO2
surface.
1.4.2 Amino Acid Adsorption on TiO2
In this thesis, bio–TiO2 interactions include the adsorption of amino acids, amino
acid analogues, and peptides. An example illustrating the difference between these
molecules is shown in Figure 1.7. Amino acids (AAs) are the fundamental building
blocks that make up peptides and proteins. Investigating how AAs interact with
material surfaces is thus an essential first step in deciphering the complex process
of peptide adsorption at aqueous material interfaces. This complexity is due to an
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intricate interplay between a peptide’s sequence, its conformation, and binding.
Many previous studies have been dedicated to resolving this complexity. One of
the early efforts in this regard was the study of Willett et al.205 where the binding
of a variety of homopeptides, ranging from 8–10 residues in length, onto various
inorganic substrates (including TiO2) was characterised. This study reported that
all twenty naturally-occurring AAs overall lacked interaction with TiO2. Despite
their value, due to the complexity of bio–material interfaces, such data do not
necessarily illustrate the binding properties of a given individual residue. More-
over, in an experimental setting, there is an unavoidable lack of conformational
control for arbitrary peptide sequences. This greatly impedes our efforts to com-
prehend how this interplay works and, as a result, hinders the quest for designing
peptide sequences with predefined, controllable binding characteristics on titania,
amenable to utilisation in various nanofabrication applications.65,115,206–210
Accordingly, the need to identify, characterise, and quantify the binding propen-
sities of the side-chains of a variety of individual AAs at aqueous inorganic in-
terfaces persists. A deeper comprehension of the intricate interplay of peptide
sequence, conformation, and binding greatly relies on our knowledge of individual
binding propensities, and our understanding of the reasons behind these propen-
sities at the molecular level.54,129,172 Such data form a starting point for gaining
insights into the effect of residue side-chains on the conformation and the binding
of particular “key” residues in a peptide, their neighbouring residues, and the
peptide as a whole, with respect to binding to inorganic substrates. Due to differ-
ent physico-chemical attributes such as AA size and charge, AAs interact differ-
ently at aqueous material interfaces.6,136,174,179,183,199,211–220 Studies investigating
the adsorption of individual AAs at the aqueous TiO2 interface have highlighted
the effect of pH and the importance of electrostatic interactions for the adsorption
of charged AAs.211–213 Interpreting the adsorption of molecules to a substrate at
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Figure 1.7: Schematic illustrating the difference between a) amino acid, b) amino acid
analogue and c) peptide residue, using Asp as an example.
specific pH values is not a simple task, as a change in pH can alter the protonation
state of both the surface and the biomolecule.
Using SFG vibrational spectroscopy (Section 1.2.3), Pa´szti and Guczi214 stud-
ied the adsorption of AAs aspartic acid (Asp), glutamic acid (Glu), phenylalanine
(Phe), and glutamine (Gln) onto amorphous TiO2 films in solution at acidic, in-
termediate, and basic pH. They reported that AAs with non-acidic side-chains
showed little affinity to titania, and that both carboxyl groups of Asp coordi-
nated to the titania surface. In addition, Jonsson et al. characterised Glu215
and Asp216 adsorption on rutile TiO2 surfaces (predominantly the (110) surface)
using potentiometric measurements and batch adsorption experiments. Due to
small but non-significant amounts of Glu adsorption at pH values between 6 and
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9 (where the surface is negatively-charged), it was suggested that the adsorption
was not driven by electrostatic factors alone.
Theoretical studies have also been employed to study amino acid adsorption
at the aqueous titania interface. Langel et al.174 investigated the adsorption of
cysteine (Cys), glycine (Gly), methionine (Met), and serine (Ser) onto partially hy-
droxylated rutile (100) and (110) titania surfaces in solution using Car–Parrinello
molecular dynamics (CPMD). It was found that adsorption was driven, in many
cases, by hydrogen bonds or by weak coordinations between the carboxyl oxygen
of amino acids and the TiO2 surface. However, due to the enormous computa-
tional cost of CPMD, the simulations were performed for a few ps at best, and
thus any conclusions drawn from these simulations are unreliable without fur-
ther study. This is because such short simulation time-scales are not sufficient to
sample the system efficiently in order to provide meaningful results. Using MD
simulations, Li et al.217 studied the adsorption of (uncapped) Gly at the aqueous
TiO2 (110) interface. Employing the AMBER FF
221, Gly binding to the surface
was estimated by means of potential of mean constraint force (PMF) approach.
In agreement with previous studies,179,213 the results showed that Gly hardly ad-
sorbed very close to the water–TiO2 interface, but rather showed a propensity to
move towards the bulk solution. There are other computational studies that have
identified the moieties involved in the binding mechanism of certain AAs to the
perfect183,218,219 and defective220 rutile TiO2 (110) surface. However, all of these
studies were conducted in vacuo (i.e. in the absence of water), and thus their
results are not very relevant to this work, since in vacuo systems do not provide
a realistic representation of peptide–material interactions at aqueous interfaces.
Furthermore, it is most likely that in many of the experimental and computa-
tional amino acid studies, the ammonium and carboxylate termini of the amino
acids were able to interact with the TiO2 surface, and could have participated
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in the binding mechanism. As a result, the transferability of findings from these
studies to others where the same amino acid in question is, instead, present as a
residue in a surface-binding peptide becomes less reliable as, in the latter case, the
residue lacks exposed terminal groups. As a general means to overcome this issue,
Wei et al.136 reported surface-binding characterisation via host–guest peptides of
the form TGTG-X-GTGT, with X being the residue under study, in probing the
adsorption of residues on gold-supported self-assembled monolayers (SAMs), using
SPR spectroscopy (Section 1.2.2). While useful, applying this approach compu-
tationally is impractical (due to peptide size) and cannot be routinely applied. A
viable alternative was the approach taken by Monti and Walsh,179 and more re-
cently by Brandt and Lyubartsev,6 where amino acid analogues were used in MD
simulations to predict adsorption free energies of amino acids at the uncharged
rutile TiO2 (110)
179 and TiO2 (100)
6 aqueous interface. Amino acid analogues
are molecules that have the same chemical structure and composition as that of
the functional group of the side-chain179 (see Figure 1.7) or the entire side-chain6
of the corresponding amino acid. Analogues offer good representation of the ad-
sorption behaviour of amino acids since peptide–TiO2 interactions take place via
amino acid side-chains.7,53 In addition, using analogues saves significant compu-
tational cost and allows a clearer interpretation of adsorption results, in contrast
to amino acid adsorption studies where the involvement of the terminal groups
can sometimes give non-representative results.
Using a PMF approach, along with atomistic MD simulations, Monti and
Walsh179 calculated the free energy of adsorption of six amino acid analogues on
the aqueous rutile TiO2 (110) interface. Both positively charged and negatively
charged amino acids (arginine (Arg), lysine (Lys), and Asp) showed favourable
binding free energy to the charge-neutral TiO2 aqueous interface, whereas un-
charged molecules displayed very weak or no binding. Brandt and Lyubartsev6
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used adaptive well-tempered metadynamics167 simulations to calculate the adsorp-
tion free energy of analogues of the twenty naturally-occurring AAs at the aqueous
TiO2 (100) interface. This study found that hydrophobic analogues showed weak
or no binding, and found polar and aromatic side-chain analogues that form a hy-
drogen bond directly with the surface or with interfacial water to be the strongest
binders. It must be noted, however, that the accuracy of the analysis method used
to calculate the adsorption free energy of the analogues, based on the generated
free energy profiles, is debatable. For example, the adsorption free energy profile
that the authors reported for Ser is shown in Figure 1.8, where the blue-shaded
regions were used to calculate the adsorption free energy of the amino acid. How-
ever, this method does not take into account the unshaded region corresponding
to the energy barrier separating the first and second minima. In this case, by con-
sidering contributions from regions with negative free energy only, the predicted
binding strength of the amino acid may be over-estimated.
While useful for gauging the interaction of peptides on TiO2, amino acid ad-
sorption studies are insufficient to explain peptide affinity and selectivity to tita-
nia. The adsorption behaviour of amino acids is not necessarily perfectly matched
in corresponding peptide residues.53,54 Peptide sequences rich in strong-binding
AAs may show weak or no affinity to a given substrate such as titania. As a re-
sult, while understanding the binding behaviour of AAs to titania is an important
stepping stone, investigating the adsorption of peptides onto titania is imperative
for elucidating bio–TiO2 interactions.
1.4.3 Peptide Adsorption on TiO2
Understanding the origins and factors of peptide affinity/selectivity to titania
requires investigating the adsorption of as many distinct, relevant TiO2-binding
peptide sequences as possible. The first step to this aim is the identification of
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Figure 1.8: Adsorption free energy profiles for Tyr and Ser at the rutile TiO2 (100)
interface obtained using adaptive well-tempered metadynamics simulations. The surface
separation distance (SSD) is the vertical distance separating the centre-of-mass of the
adsorbate and the top layer of the TiO2 slab. The bound region is defined by the
adsorption layer thickness, δ = 8 A˚, and extends from the Gibbs dividing surface (GDS)
to the bulk. The shaded regions show the parts of the profiles that contribute to the
free energy of adsorption. Reprinted with permission from Brandt and Lyubartsev.6
peptide sequences capable of binding TiO2. One of the most studied of such
sequences is the naturally-occurring, adhesive tripeptide motif RGD,222,223 due
to its ability to stimulate cell adhesion to titania. Other efforts to identify
TiO2-binding peptides have utilised biocombinatorial techniques such as phage
display17,112,115,116,133,206,224–228 and cell-surface display228–230 as an alternative to
studying peptide sequences of natural origin. For example, Meyers et al.206 used
phage display to identify ten peptide sequences with high affinity to TiO2. The
authors demonstrated that their peptide-based implant coating was capable of
mediating endothelialisation of Ti surfaces, suggesting hydrogen bonding as a
possible mode of coordination between given peptides and aqueous TiO2. Anal-
ysis of the ten peptide sequences revealed high enrichment of Phe (although the
same was not observed for other aromatic or hydrophobic residues), slight enrich-
ment of Cys and Ser, and frequent occurrence of Asp residues. However, the study
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utilised a substrate of Ti6Al4V (a common Ti-alloy implant material) and thus
the transferability of these results to the TiO2 surface is uncertain. Motivated by
the study of the formation of nanoparticulate TiO2 using peptides, Dickerson et
al.115 identified twenty peptides that bind single crystal substrates of rutile TiO2
via screening using phage display, where positively-charged residues were found
to be over-expressed in the resulting peptide sequences that were identified. Most
of these peptides were found to induce the formation of titania in a sodium phos-
phate/citrate buffer at pH 6.3, with peptides containing more positive charges
resulting in higher TiO2 yield. However, the effect of positively-charged residues
on TiO2 yield in water cannot be extrapolated from these results. Using linear and
cyclic 9-mer peptides, Choi et al.180 recently demonstrated that titania minerali-
sation is governed by a complex interplay of peptide sequence, structure, kinetics
and mineralising “aiders” such as phosphate ions. Though significant, possess-
ing high affinity to titania is not a guarantee of a peptide’s ability to mineralise
TiO2.
17,115,180 In another study, Puddu et al.17 reported TiO2 biomineralisation
activity of two 12-mer peptides, Ti-1 (QPYLFATDSLIK), and Ti-2 (GHTHY-
HAVRTQT), in various aqueous media (water, phosphate, and Tris buffer) at pH
7.4. The authors proposed that the capping mechanism in the formation of small
TiO2 particles is highly dependent on the recognition and affinity of biomolecules
for titania, however the mechanism of such processes was not elucidated. For the
purpose of surface functionalisation of a Ti implant material, Yazici et al.230 used
cell-surface display to identify sixty distinct peptide sequences capable of binding
TiO2. Analysis of all sequences revealed prominent presence of polar (Asn, Ser)
and basic (Arg) residues. Furthermore, CD spectroscopy (Section 1.2.3) results
showed significant conformational differences between the two strongest and the
weakest binding sequences (more on this at the end of this section), which were
possibly attributed to the presence of the PRPQ motif in the weakest binding
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sequence. It must be mentioned that the cell-surface display experiments were
performed using an implant-grade Ti material covered with a native oxide layer.
Researchers have taken advantage of peptides capable of binding TiO2 to bio-
functionalise titanium implant surfaces. This has led to advances in accelerated
healing, promotion of tissue-specific implant integration, and fighting of bacterial
infections.44,52,78,80,231,232 Not surprisingly, the RGD tripeptide motif has largely
been the bioactive molecule of choice233–239 in the biofunctionalisation of Ti im-
plant surfaces due to its ability to stimulate cell adhesion via binding and activa-
tion of integrin receptors of the extracellular matrix.36,44,52 However, studies utilis-
ing TiO2-binding peptides of longer sequences have also been reported.
209,228,240–242
Other efforts to enhance the bioactivity of Ti implant surfaces relied on motif-
programming to engineer dually-functional peptides that contain a Ti-binding
motif and a cell attachment39,241 or an antimicrobial motif.228,242,243 Such motifs
were also conjugated to proteins to confer this bifunctionality.208,209,244
Despite their importance, studies focusing on the identification of TiO2-binding
peptide sequences or the utilisation of peptides to advance TiO2-based applica-
tions often provide little or no atomistic details on the mechanism of peptide
adsorption to the aqueous titania interface. However, taking technologies that
rely on peptide-TiO2 interactions to the next level demands an overarching com-
prehension of the molecular basis behind peptide affinity/selectivity to the TiO2
interface. Sano and Shiba112 were the first to report investigations of the binding
mechanism between a TiO2-binding peptide and TiO2 surfaces. The authors used
the phage display technique to isolate a 12-mer peptide aptamer (TBP; RKLP-
DAPGMHTW) that was thought to electrostatically interact with the amphoteric
surface of TiO2 under aqueous conditions. An amphoteric surface or molecule is
one that is capable of acting as an acid (i.e. proton donor) or base (i.e. proton
acceptor). Via alanine mutations at the single-residue level, their study indi-
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cated that residues R1, P4 and D5 were important for peptide binding, and that
only the N-terminal half of the peptide (minTBP; RKLPDA) was sufficient for
binding. However, mutations can induce changes in conformations, so it is not
possible to make definitive conclusions from these results. Tested on ten different
metals in aqueous conditions (pH 7.5), TBP was found to bind only Ti, Ag, and
Si surfaces.245 Furthermore, the selectivity and affinity of minTBP to TiO2 was
maintained when it was conjugated to a chain of the equine ferritin protein.246
It was later reported that surface charge, hydrophilicity and hydrophobicity were
critical for affinity and selectivity of minTBP to TiO2.
247 Hayashi et al.248 stud-
ied the affinity of different alanine-substituted sequences of minTBP to Ti and
Si surfaces via force curves obtained using AFM (Section 1.2.2). The effect of
each charged residue of the peptide on the adhesion force was evaluated, reveal-
ing significant electrostatic interactions from Arg and Asp, in agreement with the
work of Sano and Shiba.112 On a Ti surface covered with a natural oxide layer,
Arg was proposed to coordinate to an acidic site, whereas Asp was thought to
interact with a basic site. The contribution of Lys to adsorption was found to
be minor. The importance of charged residues to the adsorption of minTBP to
a Ti surface was further demonstrated by Fukuta et al.,249 where different mu-
tants of the peptide were fused to ferritin. Via alanine mutations, it was found
that only one positively-charged residue (Arg or Lys) was sufficient to anchor fer-
ritin to a SiO2 substrate covered with TiOX patterned surfaces. Unlike the Ti
surface, peptide adsorption to a SiO2 substrate required more positively-charged
than negatively-charged residues. The study showed that charged residues could
be used to obtain selective biomolecular adsorption at the TiOX-covered SiO2
surface without a surfactant, which is often used to achieve adsorption selectiv-
ity. However, their experiments used a substrate covered with a native oxide
layer (TiOX) which means that the exact stoichiometry of the titania surface was
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unknown.
Computational methods such as MD simulations can offer molecular-level de-
tails on peptide–TiO2 interactions that are much more challenging to obtain exper-
imentally. Earlier studies250–252 found that peptide–titania interactions are dom-
inated by the interaction of peptide side-chains with the interface, and that both
positively-charged and negatively-charged species adsorb at the interface. The
adsorption of the RGD tripeptide to aqueous rutile TiO2 interfaces has received
considerable attention.177,253–259 It was revealed that the NH2, NH
+
3 , and COO
–
groups all contributed to peptide adsorption, via hydrogen bonding, electrostatic
and van der Waals (vdW) interactions. Furthermore, Cummings and coworkers
investigated the influence of cations177,257 and surface hydroxylation,258 on RGD
adsorption. Cations were found to compete with the peptide for adsorption sites
on the TiO2 surface and mediate the adsorption of Asp. Not surprisingly, divalent
cations (Sr2+, Ca2+, and Mg2+) showed stronger competition for adsorption sites
and mediation of Asp than monovalent ions (Na+, K+, and Rb+). On both hy-
droxylated and non-hydroxylated surfaces, Ca2+ could trap RGD on TiO2, while
Na+ ions were more capable of mediating the adsorption of Asp on the hydrox-
ylated surface than the non-hydroxylated surface. Despite these useful insights,
it must be noted that these studies employed standard MD simulations and thus
the efficient sampling of RGD’s conformational ensemble is somewhat tentative.
Moreover, some of these studies256,259 employed recently-developed FFs that have
not yet been validated for these types of simulations, and hence their results
cannot be relied on without further stringent testing.
The adsorption of peptides possessing longer sequences to the aqueous TiO2
interface have also been investigated. Skelton et al.53 explored the initial stages
of the adsorption of minTBP onto the aqueous rutile TiO2 (110) interface. Bind-
ing at the interface was found to be mediated by a pair of oppositely charged
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moieties containing either Lys–Asp or Arg–Asp. It was shown that these charged
groups may enable the peptide to initially recognise the interfacial water layers
rather than the TiO2 surface itself. In a later study, using metadynamics and
steered MD simulations, Schneider and Colombi Ciacchi7 presented evidence that
local density variations at the amorphous TiO2 substrate–water interface govern
the specific material recognition by small peptides, sensed by their side-chains.
Friedrichs et al.260 used standard (i.e. not advanced) MD simulations to investi-
gate the effect of water on the adsorption of two 12-mer peptides (RPRGFGM-
SRERQ and WFCLLGCDAGCW) at the aqueous rutile TiO2 (100) surface. The
authors reported that long, charged, and highly flexible side-chains such as Arg
and Glu were capable of perforating the surface water layers and adsorbing to
the TiO2 surface. On the other hand, the shorter side-chains of polar residues
such as Cys, Met, and Ser only reached the TiO2 surface when they are part of
a turn, not when in more rigid α-helical or β-sheet structures. However, simu-
lations of peptides of such size, when not carried out using advanced sampling
techniques, are likely to provide an incomplete picture of the structure and dy-
namics of the peptide at the interface. This is due to the inability of conventional
MD simulation techniques to widely explore the conformational space of the sim-
ulated system and reveal the Boltzmann-weighted ensemble of conformations. In
summary, while the sequence/structure/affinity relationship remains ambiguous,
there is general agreement that charged residues play the most significant role in
peptide adsorption at the TiO2 interface.
Studies that provide a quantitative measure of peptide free energy of adsorp-
tion at the aqueous TiO2 interface are scarce. In the study of Yazici et al.
230 the
authors used QCM measurements to estimate the adsorption free energy of three
(out of sixty) TiO2-binding peptide sequences, identified via cell-surface display,
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using the relationship:
∆Gads = RT ln(Kd) (1.3)
where R, T , and Kd are the gas constant, temperature, and dissociation constant,
respectively. The ∆Gads value for the two strongest binding peptides TiBP1
(RPRENRGRERGL) and TiBP2 (SRPNGYGGSESS) were −34.5±0.3 kJ mol−1
and −38.4±0.5 kJ mol−1, whereas the weakest binding peptide TiBP60 (VGRVT-
SPRPQGR) had a ∆Gads of −27.6 ± 0.5 kJ mol−1. Interestingly, while TiBP1
has an overall charge of +3, TiBP2 is charge-neutral. These QCM measurements,
however, were carried out on a Ti film that chemically resembles implant-grade ti-
tanium, in a solution of phosphate buffered saline. As a result, the film would con-
tain a native oxide (TiOX) layer, likely to be TiO2, albeit amorphous. Moreover,
the target for the cell-surface display experiments was implant-grade titanium with
native oxide layer. Yazici et al.230 did not provide explanation for the difference
in ∆Gads values between the different sequences. However, the presence of basic
and polar residues in the “strong-binding” sequences and hydrophobic residues in
the “weak-binding” sequences was noted. Furthermore, only limited experimental
structural data in the form of CD spectroscopy measurements was provided for
the above three characterised peptides, which suggested that the peptides were
intrinsically disordered and featured a high degree of random coil character. Re-
cently, peptides TiBP1 and TiBP2 were used to engineer chimeric peptides as
functionalisation agents towards infection-free Ti implants.242 The peptides were
each conjugated to an antimicrobial peptide (AMP) via a Gly tripeptide spacer
motif. Both chimeric peptides (TiBP–spacer–AMP) showed a ∆Gads of about
−37.6 kJ mol−1, estimated from QCM measurements following the same proce-
dure reported230 previously.
Notwithstanding the useful information these studies provide, these studies
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alone cannot reveal deep insights of atomic-scale resolution into the sequence,
structure, and function relationship of peptide–TiO2 interaction. Advanced molec-
ular simulations can tackle such a challenge. Using state-of-the-art REST+metadynamics
simulations of minTBP, Schneider and Colombi Ciacchi7 calculated the peptide’s
free energy of adsorption ∆Gads (as a function of the distance between the surface
and the centre-of-mass of the peptide) from its free energy profile as:
∆Gads = −kBT ln cads
cbulk
(1.4)
where kB is the Boltzmann constant, T is the temperature (300 K in this case),
and
cads =
1
z0 − zmin
∫ z0
zmin
exp(−βG(z)) dz
cbulk =
1
zmax − z0
∫ zmax
z0
exp(−βG(z)) dz
where z0 corresponds to the distance separating the adsorbed and bulk regions
(see Figure 1.9). The zmin and zmax values define the start of the adsorption region
closest to the TiO2 surface and its mirror image (due to periodic boundary condi-
tions), respectively. The calculated ∆Gads value of about −38.4±3.8 kJ mol−1 was
in excellent agreement with that estimated from experimentally-measured Lang-
muir dissociation constant (equivalent to ∆Gads = −37.8 kJ mol−1), measured on
Ti for TBP.245 As mentioned earlier, the C-terminus half of TBP was found to
have no direct influence on the adsorption behaviour of the peptide,112 allowing
the comparison between the adsorption free energy of TBP and minTBP. The ef-
fectiveness of the above protocol was further demonstrated for other inorganic ma-
terials. A recent study by Walsh and co-workers,186 using REST+metadynamics
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Figure 1.9: Free energy profile of the minTBP peptide at the aqueous TiO2 inter-
face generated using REST+metadynamics simulations.7 The dashed line, which cor-
responds to the distance between the centre-of-mass (COM) of the peptide and the
TiO2 surface, defines z0 in Eq. 1.4. Adapted with permission from Schneider and
Colombi Ciacchi.7 Copyright (2016) American Chemical Society.
simulations, revealed the facet-selective adsorption of peptides at the aqueous
gold interface. The predicted adsorption free energy of a gold-binding peptide at
three different facets on the gold surface showed excellent agreement with corre-
sponding values inferred from both QCM and SPR experiments (Section 1.2.2).
Furthermore, the simulations unveiled how interfacial water structure influences
peptide recognition and adsorption. This study paves the way for the possible
utilisation of gold-binding peptides as a method to control the morphology of
gold nanoparticles. The above two studies7,186 show that advanced simulation
techniques are necessary and capable of offering meaningful structural insights, at
the atomistic level, on the interaction mechanism of peptides at aqueous material
interfaces, and connecting these insights with the surface-binding propensities of
the peptide.
1.5 The Bio–PEDOT Interface
The Nobel Prize in Chemistry awarded to Alan Heeger, Alan MacDiarmid, and
Hideki Shirakawa in 2000 highlighted a revolution made in materials science.86
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These three scientists discovered that organic conjugated polymers, when doped
with suitable ions, can be made to be electronically conductive. The most common
of such polymers include polypyrroles, polyanilines, and polythiophenes. In ad-
dition to their conductivity, these polymers are chemically and environmentally
stable, transparent (in the doped form), and can be processed in aqueous me-
dia. These attractive properties have seen organic conducting polymers (OCPs)
utilised in bionics, medical implants and devices, biosensors, photovoltaics, light
emitting diodes, and other applications.85–87,89,91,93,94,261–267
The physical and chemical properties of many OCPs can be altered by cova-
lently attaching functional groups to the polymer backbone. Poly(3,4-ethylenedioxythiophene)
or PEDOT (see Figure 1.10) is a derivative of polythiophene, and is of particular
interest for applications where OCPs interface with living tissues. This is mainly
due to the lack of toxicity and ease of processability of PEDOT in solution com-
pared to other OCPs. Doping of OCPs also affects their properties, significantly
increasing their conductivity. Doping involves the addition or removal of electrons
from the polymer (reduction or oxidation, respectively) associated with the intro-
duction of counterions to balance the charge carried by the polymer backbone.
Various ions are used as dopants for PEDOT, with poly(styrene sulfonate) (PSS)
and tosylate (Tos) being perhaps the most commonly used (see Figure 1.10 for
the chemical structure of the Tos ion).
Despite the relatively recent development of PEDOT, research is well underway
to develop novel technologies utilising PEDOT as a biomaterial. Central to this
purpose is the ability of PEDOT to support the adhesion and proliferation of
cells on the polymer surface. Indeed, this has been demonstrated for various
cell types, including fibroblasts, neural and epithelial cells.268–271 Moreover, the
biocompatibility of cross-linked PEDOT:Tos,272 PEDOT composites,273–277 and
PEDOT coatings274,277 have been reported. It is important to remember that cell–
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Figure 1.10: Chemical structures of PEDOT and tosylate.
polymer adhesion is mediated by the interactions between proteins and peptide
motifs on the cell surface and the aqueous polymer interface. However, blood
is full of proteins and peptides and some of which will compete for adsorption
at implant interfaces, possibly diminishing the biocompatibility/biofunction of
implants. Understanding such interactions128 at the molecular level is thus critical
to comprehending the underlying mechanisms behind bio–PEDOT phenomena
and the advancement of related technologies.
An important part of comprehending biomolecular interactions at the PE-
DOT interface is knowledge of its molecular structure. Surprisingly, as will be
demonstrated herein, despite the widespread utility of PEDOT, particularly for
biomedical-based applications, very little is known about the structure of the aque-
ous, doped PEDOT interface at the molecular level. Without such knowledge, any
attempt to establish conceptual links between the structure and properties of the
PEDOT interface is immature because it does not take into account the struc-
ture of interfacial water, which in turn cannot be determined without knowing
the structure of the PEDOT interface. As mentioned earlier, it is now known
that the interfacial water structure influences biomolecular adsorption to material
interfaces.7,53,186 However, before discussing what little is known about the molec-
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ular structure of the PEDOT interface, the different techniques used to synthesise
PEDOT are briefly highlighted.
1.5.1 PEDOT Synthesis
Although PEDOT can be produced in different shapes such as nanotubes and
nanofibres,91 for many applications it is often desirable to create PEDOT films.
During polymerisation, EDOT monomers become radical cations following an
oxidation reaction.90 Two radical cations then react with each other forming a
dimer or dication. The dication successively loses two protons, resulting in the
formation of a dimer which then grows to longer oligomers and polymers. At least
four different techniques have been used to produce PEDOT films.264 These are
briefly outlined below.
1.5.1.1 Vapor-Phase Polymerisation
Vapor-phase polymerisation (VPP)278 typically involves a solid surface covered
with an oxidant such as a Fe(III) salt, mixed with a weak base such as pyridine
and exposed to a vapor of EDOT monomers. The method produces uniform,
micrometer-sized PEDOT films, although ultrathin films279 and nanofibers280
have been reported. Details of the crystal structure of PEDOT films synthesised
using VPP will be discussed in the next section.
1.5.1.2 Chemical Vapor Deposition
In chemical vapor deposition (CVD) synthesis281 there is no solvent, and PEDOT
films are deposited in a vacuum chamber, where the Fe(III) oxidant is applied
via sublimation. While CVD is thought to be able to create PEDOT films with
greater thickness than achieved using VPP, the process requires fairly specialized
equipment. In addition, controlling the exact location of film deposition onto the
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target object is relatively challenging.264
1.5.1.3 Chemical Polymerisation
Perhaps the most common technique for synthesising PEDOT, oxidative chemical
polymerisation involves an oxidant such as FeCl3 or Fe(Tosylate)3 and a dopant
such as PSS or Tos to stabilise the polymer suspension (e.g. in organic solvents
such as acetonitrile, methanol and isopropanol),282 which can then be cast into
films. Various studies investigating the morphology of such films are discussed in
the next section.
1.5.1.4 Electrochemical Deposition
Oxidative electrochemical deposition can be used to cover metal surfaces with
PEDOT, as films are deposited directly onto the electrode. This technique can
accommodate different solvents such as water, acetonitrile, and some organic ionic
liquids. In addition, specific polymer structures can be obtained by utilising
templates that can be dissolved in the solvent, such as nanofibers and particles.
Using this technique, thin films can be produced and their thickness can be easily
controlled by varying the amount of current during the electrosynthesis. However,
the obtained PEDOT films typically lack a high degree of structural order.264
1.5.2 PEDOT Structure
Compared to metals, for example, polymers are a lot more difficult to crystallise.
This is because it is nearly impossible for all polymer chains, which have different
lengths, to align perfectly, and thus polymers are rarely completely crystalline.
There has been no published structure of 100% crystalline pristine or doped PE-
DOT (throughout this thesis ‘pristine PEDOT’ refers to PEDOT in the undoped
form). Instead, only semi-crystallisation of PEDOT is possible, which makes char-
48
acterisation of the polymer structure more challenging. Accordingly, knowledge
of the nanoscale molecular structure of PEDOT, particularly of the surface and
interface, remains limited in spite of the wide spread utility of PEDOT and the
abundance of data obtained from different experimental approaches.8,20,21,283–298
The majority of these studies, however, focused on the PSS-doped form of PE-
DOT and did not offer deep insights into the microstructure of the polymer due
to its relatively amorphous nature. The proposed model of PEDOT:PSS shows
a grain-like macroscopic structure where each grain measures about 10–50 nm in
diameter, with a PEDOT-rich core and a 30–40 A˚ thick PSS-rich shell (see Fig-
ure 1.11).8,287,289,291,293,294,296–298 Using atomic force microscopy, Ionescu-Zanetti
et. al.299 probed the surface of a PSS-doped PEDOT film deposited on an Indium
Tin Oxide (ITO) substrate. The authors proposed that the partially-crystalline
structure of the polymer has PEDOT and PSS arranged in a lamellar configura-
tion, with an estimated distance of 30 A˚ between lamellae. Theoretical calcula-
tions of geometric and electronic properties of PEDOT have also been reported.
However, all but a few of these studies were performed on isolated (single-chain)
EDOT oligomers300–310 rather than PEDOT crystals10,11,311,312 and are thus of
little relevance to doped PEDOT bulk and interface structures addressed in this
thesis. Although the PEDOT interface is more likely to be found in the amor-
phous state in real life applications, comprehending how biomolecules adsorb at
the crystalline PEDOT interface is a vital first step to understanding the more-
complex adsorption of biomolecules at the amorphous doped PEDOT interface.
1.5.2.1 Pristine PEDOT
There is very limited crystallographic information about the structure of pristine
PEDOT, mainly due to its poor solubility in common organic solvents. Tran-Van
et al.286 used X-Ray Diffraction (XRD) to characterise undoped EDOT oligomers
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Figure 1.11: a) Brightfield Transmission Electron Microscope (TEM) image showing
the morphology of a ∼ 25 nm-thick PEDOT:PSS film. Some grains are highlighted with
circles to emphasize visibility. b) High Angle Annular Dark Field (HAADF) Scanning
TEM image of a 25 nm-thick PEDOT:PSS film. Grains have an average diameter of
∼ 50 nm, and are surrounded by a thin bright ring. An agglomerate of larger grains
with a diameter of ∼ 200 nm is partly visible at the lower right corner. The scale bar
represents 100 nm. c) A proposed model of the morphology of individual PEDOT:PSS
grains. A grain consists of numerous tangles, each made of a single PSS chain with
several PEDOT segments attached to it. The tangles at the core are oriented such
that they are evenly distributed in space. The tangles in the outer layer of the grain
are arranged such that the hydrophilic PSS segments are at the surface, facilitating the
dispersion of the grains in aqueous solution. Adapted with permission from Lang et al. 8
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Figure 1.12: Model structure of pristine PEDOT bulk viewed along the a) [001] and b)
[010] directions. The cell boundary is shown in blue. Coloured atoms refer to O (red),
S (yellow), C (cyan) and H (white).
synthesised from polycondensation of EDOT dihalide. Oligomers are more soluble
than PEDOT, and their solubility was improved by using N,N-dimethylacetamide
(DMA) as a solvent. However, the authors could not fully interpret the XRD
pattern obtained due to the presence of a mixture of oligomers in the sample.
Nonetheless, these data indicated that the EDOT oligomers have a polymer re-
peat distance of 7.87 A˚ (vector b in Figure 1.12), and an inter-chain distance of
10.52 A˚ (vector a in Figure 1.12). Because different studies assign unit cell lattice
parameters differently, herein data from the literature are presented consistently,
where a, b, and c refer to the inter-layer distance between PEDOT layers, the
PEDOT chain length, and the pi–pi stacking distance between PEDOT chains,
respectively, as shown in Figure 1.12. A summary of unit cell lattice parame-
ters of bulk pristine and doped PEDOT, obtained from various experiments and
calculations, is provided in Table 1.1.
Theoretical calculations have also been employed to model the structure of
pristine PEDOT crystal. The first of such works was that of Kim and Bre´das10
who used DFT calculations with the BLYP exchange–correlation functional to
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model the structure of pristine and Tos-doped PEDOT. In their calculation, how-
ever, only the chain length (i.e., b dimension of the cell) was optimised. The
a and c values were taken from experiment on pristine PEDOT286 and poly(3-
alkylthiophene) (P3AT),313 respectively, and were kept constant (i.e., not opti-
mised) during the calculation. In this study, the cell lattice parameters were kept
fixed to avoid overly repulsive interactions between polymer chains/layers as a
result of using the BLYP functional, because BLYP cannot describe medium-
to long-range dispersion interactions (see Section 2.1.1.1), and thus the reported
structural models are not definitive. The unit cell structure was predicted to be or-
thorhombic, with lattice parameters a = 10.52 A˚,286 b = 7.935 A˚, and c = 7.6 A˚.313
The monoclinic representation of the calculated structure had corresponding lat-
tice parameters a = 12.978 A˚, b = 7.935 A˚, c = 7.6 A˚, and β = 125.85◦. Lenz
et al.311 employed DFT to model the structure of pristine and PSS-doped PE-
DOT using the PW91 functional. Geometry optimisation of the undoped PEDOT
structure resulted in a unit cell with lattice parameters a = 11.8 A˚, b = 7.8 A˚, and
c = 6.9 A˚. Zhang et al.312 used the calculated structures reported by Kim and
Bre´das as the initial geometry for pristine PEDOT, and performed DFT calcula-
tions using the PBE functional. However, the authors, who sought to investigate
the effect of doping on the thermoelectric properties of undoped PEDOT, kept
the original lattice parameters10 of the unit cell of pristine PEDOT fixed and
only relaxed the atomic coordinates. However, by constraining the cell dimen-
sions (which were obtained using a different functional), the atomic positions are
not allowed to completely relax, and thus the calculation produces a model that
is inaccurate. Similarly, Shi et al.11 performed DFT calculations based on the
pristine and Tos-doped PEDOT structure of Kim and Bre´das using the PBE+D
functional. Employing this functional which, in addition to describing short-range
dispersion interactions, attempts to capture medium- and long-range dispersion
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Table 1.1: Summary of lattice parameters (in units of A˚ and degrees) of PEDOT unit
cell in the pristine and doped form, obtained from experimental (Expt.) and computa-
tional (Calc.) studies available in the literature. Dopants used are given in parentheses.
Note that the value for parameter a in PEDOT:Tos calculations10,11 corresponds to 2a
in the experimental structure20 (see Chapter 6 for details).
a b c α β γ Func.
Pristine
Expt.286 10.52 7.87 – – – – –
Calc.10 10.52 7.935 7.60 90.0 90.0 90.0 BLYP
Calc.10 12.978 7.935 7.60 90.0 125.85 90.0 BLYP
Calc.311 11.80 7.80 6.90 – – – PW91
Calc.11 12.00 7.82 7.04 90.0 123.0 90.0 PBE+D
Doped
Expt.20 (Tos) 14.00 7.80 6.80 90.0 90.0 90.0 –
Expt.21 (PF6) 15.20 7.70 6.80 90.0 90.0 90.0 –
Calc.10 (Tos) 28.00 7.90 6.80 90.0 90.0 90.0 BLYP
Expt.9 (Cl) 11.01 7.91 4.64 90.0 90.0 90.0 –
Calc.11 (Tos) 27.60 7.77 6.71 90.0 90.0 90.0 PBE+D
Expt.22 (Fe(OTf)3) 14.00 7.80 6.80 – – – –
interactions, resulted in noticeable differences in the lattice parameters of the unit
cell of pristine PEDOT,10 particularly the chain stacking distance (i.e., c dimen-
sion of the cell). For the monoclinic representation of the PEDOT structure, the
authors reported the lattice parameters a = 12.0 A˚, b = 7.82 A˚, c = 7.04 A˚, and
β = 123.0◦.
The above DFT studies focused on the electronic and thermoelectric properties
of PEDOT, important for its use as a semiconducting material. However, for the
purpose of studying biomolecular interactions at the PEDOT interface, utilising
functionals that poorly describe dispersion interactions (Section 2.1.1.1), such as
PBE and BLYP, is inappropriate. As a result, an accurate description of PEDOT
as a molecular system demands the use of advanced functionals that capture local
and non-local dispersion interactions.
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1.5.2.2 Doped PEDOT
Due to the higher conductivity and ease of processability of PEDOT in the doped
form compared with the pristine state, more studies have focused on studying PE-
DOT doped with various anions. Many anions have been used to dope PEDOT,
however, more attention is paid here to studies involving monoanions (i.e., an-
ions that each carry a single negative charge), particularly Tos which is the dopant
used in this thesis. The first investigation into the structure of doped PEDOT was
that of Aasmundtweit et al.,20 where thin films of PEDOT doped with Tos ions
were studied by grazing incidence X-ray diffraction, using synchrotron radiation,
and were found to be semi-crystalline. X-ray Photoelectron Spectroscopy (XPS)
data indicated that the doping level was about one Tos ion per four EDOT repeat
units. The authors proposed an orthorhombic model structure of the PEDOT:Tos
unit cell, with lattice parameters a = 14.0 A˚, b = 7.8 A˚, and c = 6.8 A˚. In another
study, Niu et al.21 employed XRD and Scanning Electron Microscopy (SEM) for
the characterisation of films of PEDOT doped with hexafluorophosphate (PF6).
The authors proposed a structural model with the unit cell containing four EDOT
monomers and one PF6 ion, with lattice parameters a = 15.2 A˚, b = 7.7 A˚, and c
= 6.8 A˚. XRD measurements showed that the a value had a range of 13.6–15.2 A˚,
depending on the level of doping. The b parameter, on the other hand, was de-
termined from “energy calculations” for the fully extended planar PEDOT chain.
However, the authors did not report how these calculations were performed. It is
only mentioned that structural optimisation of PEDOT oligomer was performed
using the Mopac 7 software, whereas other unit cell calculations and analysis of
diffractional indices were carried out using a homemade program. Finally, since
the PEDOT stacking distance was considered to be independent of the type of
dopant used, the value for c was taken from experimental lattice parameters of
PEDOT:Tos.20 Cho et al.9 reported the characterisation of single-crystal PEDOT
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Figure 1.13: Schematic diagram of the crystal structure of the single-crystal PEDOT
nanowire. The direction of unit vectors has been adjusted here to match those in the
text. Adapted with permission from Cho et al. 9 Copyright (2016) American Chemical
Society.
nanowires with ultrahigh conductivity, produced via liquid-bridge-mediated nan-
otransfer printing with vapor phase polymerisation. The single crystals, doped
with Cl– ions, were characterised using selective-area electron diffraction (SAED)
and XRD. These data suggested that the crystal unit cell of the PEDOT nanowire
was orthorhombic, with lattice parameters of a = 11.01 A˚, b = 7.91 A˚, and c =
4.64 A˚ (see Figure 1.13). The authors attributed the smaller than reported21,285
inter-layer spacing (a) and chain stacking distance (c) possibly to the smaller size
of Cl– ions and the favourable packing of the incoming EDOT monomers within
the nanoscale arrays. More recently, Massonnet et al.22 reported highly conduc-
tive PEDOT-based polymers using, Fe(III) trifluoromethanesulfonate (Fe(OTf)3)
as oxidant. Synthesised PEDOT:OTf films were characterised using small and
wide angle X-ray scattering (SAXS/WAXS). The diffraction profile indicated that
the polymer had lattice parameters a = 14.0 A˚, b = 7.8 A˚ and c = 6.8 A˚.
The structure of PEDOT:Tos has also been investigated by theoretical meth-
ods. In addition to pristine PEDOT, Kim and Bre´das10 reported a calculated
structure of PEDOT doped with Tos ions. In their model, the unit cell was du-
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Figure 1.14: Crystal structure of PEDOT:Tos calculated by Kim and Bre´das.10 The
orthorhombic unit cell consists of eight EDOT monomers from four chains and two Tos
ions in a lamellar arrangement. The direction of unit vectors has been adjusted here
to match those in the text. The tilt angle of Tos ions, δ, is highlighted. Adapted with
permission from Kim and Bre´das.10 Copyright (2016) American Chemical Society.
plicated in the a direction to obtain a symmetric PEDOT layer needed for an
energetically favourable configuration where the Tos ions are sandwiched between
two neighbouring PEDOT layers (Figure 1.14). Following geometry optimisation,
the PEDOT:Tos unit cell final lattice parameters were a = 28.0 A˚,20 b = 7.9 A˚
and c = 6.8 A˚.20 However, only the b parameter was optimised, whereas the a/2
and c values were taken from experimental results20 and kept fixed during the
calculation. As explained earlier for their work on pristine PEDOT, fixing cell
dimensions does not provide structural models that are definitive. Furthermore,
in the dopant layers, Tos ions inside the crystalline regions (i.e., in the bulk) were
found oriented such that their molecular axis formed an angle of 33.2◦ with the
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Figure 1.15: Structures of lightly and heavily Tos-doped PEDOT crystals (top and
bottom structures, respectively) calculated by Shi et al. 11 Coloured atoms refer to O
(red), S (yellow) and C (grey). Hydrogen atoms are omitted for clarity. Adapted with
permission from Shi et al. 11 Copyright (2016) American Chemical Society.
PEDOT chain (see Figure 1.14). In their DFT study using the PBE functional,
Zhang et al.312 optimised the structure of PEDOT:Tos with different levels of dop-
ing. In their calculations, however, only atomic positions were relaxed, whereas
the cell lattice parameters were kept fixed, matching those reported for the PE-
DOT:Tos structure.10 Fixing cell dimensions, however, does not allow atomic
coordinates to completely relax, resulting in a partially-optimised structure. Shi
et al.11 also considered models of PEDOT:Tos with two doping levels using the
PBE+D functional. The heavily doped PEDOT model corresponds to that pro-
posed by Kim and Bre´das10 (Figure 1.14), whereas the lightly doped structure
had half the doping of the heavily doped model (Figure 1.15). The final cell lattice
parameters were a = 13.8 A˚, b = 7.77 A˚ and c = 6.71 A˚ (see Table 1.1). However,
there are limitations associated with the use of the PBE+D functional, which are
highlighted in Chapter 6.
In summary, the extreme difficulty in crystallising PEDOT poses great chal-
lenges for the experimental characterisation of the structure of PEDOT. In all ex-
perimental studies reported thus far only semi-crystalline bulk PEDOT has been
observed. Theoretical calculations can complement experiments to reveal the PE-
DOT structure, particularly that of the doped PEDOT interface. However, while
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some of these theoretical studies offer a valuable first step, the great majority
of these studies makes use of functionals that perform poorly in describing dis-
persion interactions, which are important for biomolecular systems. With recent
advances in functionals that describe non-local dispersion interactions (such as
the vdW-DF family of functionals), more reliable models for the doped PEDOT
interface can be developed for utilisation in biomedically-oriented applications.
Although the structure of PEDOT and other conjugated polymers is mostly
amorphous or semi-crystalline at best, research has shown that the assembly or
molecular ordering in conjugated polymers can be manipulated to obtain highly
ordered morphologies. This influences various properties of the polymers, partic-
ularly electrical conductivity, which is believed to increase as a result of higher
molecular ordering.91,295,314,315 To date, altering the molecular order of conjugated
polymers has been achieved through chemical methods,316–318 manipulation of pro-
cessing techniques319–321 and the use of certain components such as copolymers
and surfactants.322–325 Such control of the morphology of conjugated polymers has
been reported for PEDOT. Using grazing-incidence wide angle X-ray diffraction
and grazing-incidence small-angle X-ray diffraction, Wei et al.295 showed that the
addition of co-solvent ethylene glycol (EG) to PEDOT:PSS solutions enhanced
the crystallinity of PEDOT and the packing of PEDOT nanocrystals in the solid
films, which in turn increased the films’ electrical conductivity. Furthermore,
Kim et al.296 reported record electrical conductivity for PEDOT:PSS films via
post-treatment with H2SO4. The authors attributed the greater electrical con-
ductance to the higher crystalline order of the PEDOT:PSS nanofibrils formed
via a structural rearrangement process due to H2SO4 post-treatment, verified us-
ing high-angle annular dark-field scanning transmission electron microscopy and
bright-field transmission electron microscopy. While the above studies cannot nec-
essarily reveal the mechanism by which the molecular ordering of PEDOT occurs
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at the nanoscale, manipulating the morphology of PEDOT is a viable strategy
for tuning PEDOT properties. Consequently, utilising PEDOT for biomedical
applications demands a valid structural model of the crystalline doped PEDOT
interface (as a first step), and a full understanding of biomolecular adsorption at
the interface.
1.5.2.3 Effect of Tos-Doping on PEDOT Chain Geometry
Kim and Bre´das10 used DFT to investigate the effect of doping PEDOT with
Tos ions and found that the length of the C−C bonds in the PEDOT chain
backbone increased while that of the C−C bonds decreased (see Figure 1.16).
In addition, the authors reported that doping led to the shortening of the C−O
bonds and lengthening of the O−CH2 bonds in the ethylene group by about 0.02 A˚,
due to the oxygen atoms giving up pi-electrons to offset the positive charges in
the chain backbone. Tos-doping also resulted in a reduction in the pi–pi stacking
distance between PEDOT chains by about 0.4 A˚. In agreement, using the PBE+D
functional, Shi et al.11 reported tighter PEDOT chain stacking in both the lightly
and heavily Tos-doped state compared with the pristine form.
1.5.3 Biomolecular Interactions at the PEDOT Interface
Not surprisingly, due to their critical role in mediating cell–polymer adhesion,
many studies have sought to study and control the adsorption of extracellular ma-
trix (ECM) proteins such as fibronectin (FN), collagen, and human serum albumin
(HSA) to polymeric interfaces. One way to enhance and tune the biofunctionality
of PEDOT and other OCPs for particular applications is via biomolecular doping.
In such processes, anionic biomolecules such as proteins and peptide motifs are
entrapped within the polymer matrix or used as dopants to counter balance the
polymer’s positive charge. It is noteworthy, however, that biomolecule entrap-
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Figure 1.16: Effect of Tos-doping on the bond lengths of the PEDOT chain backbone.
Bonds 2–4 are in close proximity to SO3 and bonds 6–8 are close to CH3. For compar-
ison, the bond lengths in undoped PEDOT are also shown. Reprinted with permission
from Kim and Bre´das.10 Copyright (2016) American Chemical Society.
ment/doping can result in significant changes to the bulk and interface properties
of the target polymer.128
Biomolecules can also be covalently attached to OCPs.128 The covalent ad-
sorption of biomolecules offers greater control (compared with entrapment or
doping) over the amount or position of biomolecules at the polymer interface.
Moreover, it allows the polymer to be incorporated with other biomaterials in
a controlled manner, offering multiple functions for enhanced tissue integration.
Drawbacks of this approach, however, include the need for multistep reactions
and possible reduction in polymer conjugation lengths and conductivity as a re-
sult of biomolecule attachment.128 Biomolecules used to dope PEDOT include pro-
teins,268,326–328 peptides329–332 heparin,333,334 choline oxidase,335 hyaluronic acid333
and dextran sulphate.135 To overcome the poor solubility of EDOT, Xiao et al.336
used poly(hydroxymethylated-EDOT) or PEDOT-MeOH to improve the incorpo-
ration of a laminin peptide (CDPGYIGSR) into the polymer film, synthesised via
60
electrochemical polymerisation. In addition to naturally-occurring peptide mo-
tifs, researchers have identified peptide sequences capable of binding OCPs and
other soft matter using phage display.103,122 However, to date, there have been
no reports of PEDOT-binding peptide sequences identified via biocombinatorial
methods.
Understanding how dopants interact with OCPs and how doped OCPs in-
teract with cells and tissues is critical to establishing the utility of OCPs for
diverse, medically-related applications and technologies. For example, electrical
control over protein–OCP interaction is of special interest to researchers, partic-
ularly for the development of neural interfaces.128 To this aim, PEDOT has been
mostly the material of choice due to its electrochemical stability.128 Advances
have been made with regards to the electrical control of cell adhesion and prolif-
eration,12,337,338 cell migration,339 and protein conformation340 on the PEDOT:Tos
surface. Oxidation of the PEDOT:Tos surface (see Figure 1.17) was proposed to
alter the conformation of fibronectin adsorbed at the polymer surface, rendering
the protein’s RGD motif inaccessible for attachment to integrin (compared with
the reduced PEDOT surface), resulting in cell death (see Figure 1.18).12 Wan et
al.340 showed that, by varying the potential applied to a stripe of PEDOT:Tos,
the conformation and conformation gradients of fibronectin adsorbed to PEDOT
(determined using Fo¨rster Resonance Energy Transfer (FRET) and CD measure-
ments) could be altered continuously from compact, to extended, to unfolded.
In another study, Herland et al.334 reported an electrochemical switching mecha-
nism where the controlled release of fibroblast growth factors-2 (FGF2) attached
to PEDOT doped with heparin was achieved via oxidation. The oxidation resulted
in stronger electrostatic interactions between PEDOT and heparin and thus de-
creased the bioavailability of heparin-binding growth factors to stem cells. This
encouraged the proliferation and repressed the differentiation of neural stem cells
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Figure 1.17: Schematic depicting the reduction (left) and oxidation (right) of PEDOT
with Tos ions during a redox reaction. A− and M+ denote an arbitrary anion and an
arbitrary cation, respectively. Reprinted from Svennersten et al.,12 Copyright (2016),
with permission from Elsevier.
grown on PEDOT:heparin/FGF2 surfaces.
Gaining molecular insights into these processes and bio–PEDOT interactions
in general is very challenging in an experimental setting. Other approaches, such
as MD simulation, can offer a viable alternative to unraveling the factors that
govern biomolecular adsorption to PEDOT at the molecular level. However, the
success of MD simulations in studying bio-PEDOT systems is dependent on a
credible description of biomolecular interactions at the aqueous PEDOT interface.
Not only is there currently no available molecular-level structural model of the
PEDOT interface, but there is also no FF currently available that has been specif-
ically developed to describe interactions between biomolecules and the solid-phase
PEDOT (or doped PEDOT) interface. However, development of such FFs typi-
cally requires knowledge of the molecular structure of the PEDOT solid interface,
which is lacking. While more challenging, in principle, a FF to model biomolecule–
PEDOT interactions could be developed without knowledge of the PEDOT crystal
structure. However, the performance of such a FF should not be trusted im-
plicitly. Current computational efforts, including first-principles calculations and
FF-based simulations, investigating the interaction between biomolecules and PE-
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DOT are limited to nucleotide bases and DNA341–346 interacting with single chains
of oligomeric PEDOT and do not include amino acids or peptides. In addition,
these studies not only utilised non-advanced functionals and/or parameters re-
purposed from general FFs (such as AMBER), but also used isolated oligomers
rather than a solid (i.e. semi-infinite) surface to model PEDOT. Critically, these
authors did not provide any verification data to determine the suitability of AM-
BER parameters for this purpose. As a result, whether or not the findings of these
studies provide a reliable description of biomolecular adsorption at the PEDOT
interface is questionable. The issue of parameter transferability from oligomers to
solids is important in the case of PEDOT because unlike single chains of oligomeric
PEDOT, which are insulators, the solid phase (in this case, the crystalline phase)
of PEDOT (or doped PEDOT) is metallic, particularly in the doped form. This
means that single chains of oligomeric PEDOT have different properties compared
with solid phase PEDOT interfaces, and this difference must have consequences
for the resulting biomolecular–PEDOT interactions that arise between these two
very different scenarios. It must be noted that this transferability issue is not
applicable to all materials. For example, a FF developed to describe oligomeric
single chains of chitin can reasonably be used to model surfaces of solid-phase
chitin, because both chitin oligomers and solid phase chitin are insulators.
Accordingly, we can be confident that a purpose-built FF that properly ac-
counts for non-bonded interactions as derived from electronic structure theory148,149
would stand a reasonable chance of performing better in terms of consistency and
veracity than a general-purpose FF, in terms of modelling biomolecular adsorption
at the solid phase interface of a conjugated conducting polymer such as PEDOT.
A DFT study347 on the significance of van der Waals interactions in polymer
crystallisation involving ten different polymers showed that capturing dispersion
forces (by non-conventional functionals such as DFT-D3 and DFT-TS) improved
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Figure 1.18: Schematic of the proposed mechanism for cell interaction via fibronectin
on reduced and oxidised PEDOT:Tos surfaces. Reprinted from Svennersten et al.,12
Copyright (2016), with permission from Elsevier.
the prediction of structural and energetic properties such as lattice parameters
and cohesive energy. This fact notwithstanding, the functionals considered in this
study347 too offer a poor description of dispersion interactions. While recent ad-
vances in the development of FFs for OCPs has been reported for a derivative of
poly(phenylenevinylene),348 a reliable FF designed for PEDOT remains lacking.
This greatly hinders the effort to comprehend how biomolecules adsorb at the
doped PEDOT interface because, on one hand, experimental characterisation of
bio–PEDOT interactions is very challenging and, on the other hand, FFs devel-
oped for specific systems are often not transferable to other systems, regardless
of the degree of similarity between them.
1.6 Thesis Scope and Organization
This thesis describes work carried out using advanced molecular modelling and
simulation techniques to investigate, in atomistic detail, biomolecular adsorption
at two very different material interfaces; the charged aqueous rutile TiO2 (110),
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and, the PEDOT:Tos interface. Chapter 2 describes the computational methods
used in this thesis. This includes a description of density functional theory calcu-
lations and molecular dynamics simulation as well as other related concepts. In
addition, replica exchange molecular dynamics and metadynamics are described.
The following chapters present the results obtained in this PhD project. Chapter
3 is dedicated for the study of amino acid adsorption to titania using analogous
molecules. Adsorption free energies (calculated using metadynamics simulations)
and the binding modes of six analogues are included, as well as implications for
titania-binding peptides. Free energy of adsorption of two 12-mer titania-binding
peptides (Ti-1 and Ti-2), calculated using metadynamics simulations, are pre-
sented in Chapter 4. In addition, the contribution of individual residues to
peptide binding is offered via a detailed analysis of direct residue-surface and
indirect (solvent-mediated) contact inferred from REST MD simulation trajecto-
ries. Furthermore, the effect of calcium ions on peptide adsorption to titania is
discussed. Chapter 5 investigates the influence of histidine protonation state on
the adsorption of Ti2 to the charged aqueous rutile TiO2 (110) interface. The
chapter starts by describing the adsorption of the amino acid histidine, including
its free energy of adsorption calculated using metadynamics simulations. In addi-
tion, a comparison between the adsorption of three cases of Ti-2 is outlined, where
in each case only one histidine residue in the sequence is protonated. Chapter
6 provides details on the molecular structure of pristine and Tos-doped PEDOT
bulk as well as the PEDOT:Tos interface calculated using DFT. In addition, DFT
is used to calculate binding energies of small, biologically-relevant molecules at
the PEDOT:Tos interface. Finally, Chapter 7 provides a summary of the work
presented in this thesis as well as recommendations for future work.
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Chapter 2
Methods
2.1 Describing Potential Energy Landscapes
A potential energy landscape (PEL) encompasses all possible spatial arrange-
ments of the atoms/particles in a system and the potential energy (PE) of each
arrangement. In a sense, the PEL is similar to the phase space. The latter is the
combination of the position and momentum of all particles in a system, and thus
phase space trajectories are normally plotted in space rather than in time.349 The
PEL is obtained by calculating the system’s PE as a function of one or more reac-
tion coordinate (see Section 1.3.1). As explained in the previous chapter, minima
on the PEL correspond to energetically favourable (observable) arrangements or
configurations, while saddle points denote energy barriers that the system must
overcome to transition from one equilibrium state (minimum) to another. The
stability of a given system state is in part reflected in the characteristics of its cor-
responding minimum. Relative to an absolute energy of reference, deep mimina
usually indicate energetically stable configurations which are likely to be observed,
whereas shallow minima correspond to less stable system arrangements. Further-
more, the volume of a basin comprising a group of minima in a multi-dimensional
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PEL indicates the size of the conformational ensemble captured by that basin. In-
dividual members of a given basin may not share the same potential energy, but
rather can have a range of potential energies. A deep, narrow basin, for example,
is likely to feature system configurations with larger differences in potential energy
compared to configurations as found in a shallower, wider basin.
A reasonable sampling of a system demands an exhaustive search of the PEL,
identifying most local minima and the global minimum. Key to this search is the
ability to overcome energy barriers separating different minima. The probability
that a system would be able to overcome an energy barrier at a given state de-
pends on the height of that barrier. Barriers less than ∼ 2kBT (where kB is the
Boltzmann constant and T is the temperature), equivalent to ∼ 5 kJ mol−1 at
300 K, are considered ‘small’, and surmountable via thermal fluctuations in the
system. Moreover, the height of an energy barrier reflects on the average time
required for a molecule to transition from one state to another13 (see Figure 2.1).
As mentioned earlier, IDPs do not necessarily adopt a well-defined 3D structure
in physiological conditions, but instead may feature a large ensemble of confor-
mational states.154,156,158 Consequently, IDPs may display rugged PELs rather
than a funnel-like PEL, characteristic of many native proteins with well-defined
conformations.350 It must be mentioned that although the funnel-shaped energy
landscape model is accepted by many researchers,351–353 it lacks consensus in the
general scientific community as conflicting views have been put forward.354,355 In
this thesis, both first-principles and FF-based methods have been used to describe
PELs. Below is a description of both methods.
Unlike potential energy, the free energy of a system accounts for the system’s
potential and kinetic energies. Knowledge of a system’s free energy and its deriva-
tives can be used to determine all thermodynamic and kinetic properties of the
system.356 For a molecular system, free energy may be expressed in terms of en-
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Figure 2.1: Exemplar one-dimensional cut of a multi-dimensional energy landscape of
a protein showing the hierarchy of protein dynamics and the energy barriers of two
states, A and B. The populations of the basins, i.e. the tier-0 states A and B (pA, pB)
are defined as Boltzmann distributions based on their difference in free energy (∆GAB).
The barrier between these states (∆G‡) determines the rate of interconversion (k).
Lower tiers describe faster fluctuations between a large number of closely related sub-
states within each tier-0 state. A change in the system will alter the energy landscape
(from dark blue to light blue, or vice versa). Reprinted by permission from Macmillan
Publishers Ltd: Nature (Wildman et al13), copyright (2016).
semble averages of atomic configurations by means of statistical mechanics. A
molecular dynamics simulation, for example, can be used to generate such an
ensemble. The free energy of a system in the canonical (NVT) ensemble is a
function of the coordinates and momenta of all system atoms. As a result, it
is extremely challenging, if at all possible, to calculate the absolute free energy
for a model system unless that system is very simple.357,358 Often, it is sufficient
to calculate relative change in free energies, i.e. the change in free energies of
two states of the system that describe a process of interest (see, for example,
Figure 2.1). Accordingly, a free energy landscape is obtained by projecting the
system’s FES in high dimensional space onto a smaller subspace generated for one
or a small number of pre-defined reaction coordinates (also known as collective
variables), such that the resulting landscape is given as a function of fewer than
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the total number of degrees of freedom of the system. In principle, reasonably
modelling experimentally-observable properties, such as rate constants, must be
independent of the reaction coordinates chosen to describe a system. Therefore,
projecting the complete configuration space onto a smaller subspace means that
the resultant free energy landscape is inherently approximate.359
Choosing appropriate reaction coordinates to generate a kinetically-meaningful
free energy landscape is thus important to calculating free energy changes for a
given property of interest. However, identifying the most suitable reaction coor-
dinate(s) for a given problem can be a non-trivial task, especially if a quantitative
description of the system’s dynamics is required.360 A suitable reaction coordinate
should capture the mechanism of the process or reaction being investigated, offer
a kinetically meaningful free energy landscape, and assist in both the calculation
and interpretation of the quantity of interest, such as adsorption free energy.358 An
unsuitable reaction coordinate on the other hand can provide a deceivingly simple
free energy landscape, with lower energy barriers and merged basins with hidden
low energy pathways connecting them that would otherwise be manifested in a
higher dimensional space. The challenge in sampling degrees of freedom perpen-
dicular to the reaction coordinate means that it is likely that hidden free energy
barriers exist in the space orthogonal to the reaction coordinate direction.361 A
free energy barrier is the amount of energy required by the system to transition
from one minimum state to another and is associated with the transition rate be-
tween these states.362,363 It must be noted that energy barriers, particularly those
that are larger than kBT at the desired system temperature, do not always reflect
the acquisition of high energy by the system from thermal energy fluctuations.
Energy barriers may also be associated with the infrequency of low-energy events
such as the ion-mediated adsorption of a biomolecule to a material interface. Ad-
vanced sampling techniques such as metadynamics simulations help to surmount
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energy barriers in the system and thus facilitate the exploration of the free energy
landscapes.357,364,365
2.1.1 First-Principles Methods
Unlike FF-based methods where atoms are the fundamental units in a system,
in first-principles methods electrons and nuclei are the fundamental particles,
and their interactions are described via Quantum Mechanics (QM), using the
Schro¨dinger equation:
Hˆψ = εψ (2.1)
where Hˆ is the Hamiltonian operator of the system, ε is the total energy, and ψ
is the wave-function. In position space, the wave-function of a many-body system
is a function of the position (r) and spin (s) of all particles in the system. Here,
however, the exact position of an electron is unknown. The wave-function only
provides the probability of finding an electron in a given region of space at a given
time.
To obtain an approximate solution to the full many-electron wave function,
Hartree366,367 developed an approximation where the wave-function is written as
the product of single-particle wave functions:
ψ(r1, r2, . . . , rn) = ψ1ψ2 . . . ψn (2.2)
which could be calculated using Eq. 2.1. The Hartree-Fock (HF) method (also
known as the self-consistent field (SCF) method) improved this approximation by
replacing the product of the single-particle wave-functions with a Slater determi-
nant to get the wave-function.
The Hamiltonian operator, Hˆ, consists of kinetic, Tˆ , and potential, Vˆ , energy
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operators. It describes the kinetic energies of the nuclei (TN) and electrons (Te), as
well as the potential energy of nuclear repulsion (VNN), electron–electron repulsion
(Vee), and nucleus–electron attraction (VNe), according to:
Hˆ =− h¯
2
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where h¯ is Planck’s constant divided by 2pi, ε0 is the permittivity of space, Rj
and Ri are the positions of the j
th and ith nuclei respectively, M and me are the
nuclear and electronic masses respectively, ri and rj are the positions of the i
th
and jth electrons respectively, e is the elementary unit of charge, and Zi and Zj
are the charges of the ith and jth nuclei respectively.
The above equation is simplified by the Born-Oppenheimer (BO) approxi-
mation. In this approximation, because the nuclei are greatly heavier than the
electrons, the nuclei can thus be assumed stationary, with electrons moving in
the external potential (Vext) surrounding the ‘motionless’ nuclei. As a result, the
kinetic energy term for the nuclei (first term in Eq. 2.3) is not solved dynamically,
reducing the Hamiltonian to:
Hˆ =− h¯
2
2me
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which can also be written as:
Hˆ = Te + Vee + Vext (2.5)
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2.1.1.1 Density Functional Theory
The fundamental basis for Density Functional Theory (DFT) is the proof by
Hohenberg and Kohn368 that electron density, n(r), can be used to determine the
ground state energy, E0, of a system, with the energy functional expressed as:
E[n(r)] = T [n(r)] + Vee[n(r)] +
∫
Vext(r)n(r)dr (2.6)
where T [n(r)] and Vee[n(r)] are functionals of the electronic kinetic and potential
energies, respectively, and Vext(r) is the external potential provided by the nuclei.
The system’s ground state electron density, n0(r), is what minimises E[n(r)],
which in turn describes the total energy.
Modern DFT rests on the work of Kohn and Sham (KS)369 where, by assuming
non-interacting electrons, solutions to the kinetic and potential energy functionals
can be obtained. However, these non-interacting electrons must have the same
density as the interacting particles because, in a mean-field sense, the electrons do
interact with one another. The basic principle behind the KS formalism is divid-
ing the kinetic energy functional into two parts; one that can be calculated exactly
(via orbitals), and another that is incorporated into the exchange-correlation en-
ergy term. The latter is described by the ‘exchange-correlation’ functional. The
exchange component, Ex[n(r)], of the exchange-correlation functional describes
the decrease in energy due to the effect of antisymmetrisation, which is the ten-
dency of electrons with the same spin to avoid each other. As a result, these
electrons are farther apart, causing the electron–electron repulsive energy to de-
crease. The correlation functional, Ec[n(r)], on the other hand, corresponds to
the additional decrease in energy as a result of the interaction of electrons with
opposite spins avoiding each other and also contains a correction term for the
kinetic energy. This correction term is necessary because, in reality, electrons do
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interact with one another.
Because the exact form of the exchange-correlation functional is unknown,
approximations have been developed, such as the Local Density Approximation
(LDA) and the Generalised-Gradient Approximation (GGA). While LDA only
uses the electron density at a given point in space, GGA uses both the electronic
density and its gradient (i.e., how the density locally varies in space). Hybrid
approximations also exist, where different approximations are integrated, such as
HF exchange with DFT. Poor representation of a system’s dispersion interactions,
however, is a major drawback of all these approximations. Dispersion interactions
are attractive forces between instantaneous dipoles induced as a result of fluctu-
ations in the electron density. For many years, poor representation of dispersion
interactions has limited the utility of standard DFT in describing molecular and
biomolecular systems.148,149
This impasse notwithstanding, more advanced DFT functionals that provide
a better description of dispersion interactions have been developed.370,371 There
are three general classes under which these functionals can be grouped. Below is
a short description of each category.
First, DFT-D Functionals: Here, dispersion is accounted for by adding an
empirical energy term that describes long-range dispersion attraction, expressed
by
Edisp = −
∑
A,B
CAB6
r6AB
(2.7)
where CAB6 is the dispersion coefficient between A and B. Although not strictly
pairwise-additive, dispersion is typically treated as such, and since it is consid-
ered to be pairwise-additive in this approach dispersion is reproduced by simply
summing over all atom pairs. This scheme became widely used mainly due to its
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simplicity and relatively low computational expense compared to other schemes.
However, the basic form of these functionals, DFT-D, employs constant, pre-
determined coefficients, which limits the transferability of DFT-D to elements
constituent of typical organic molecules.370 Other versions of DFT-D attempt to
describe elements in different environments, such as oxidation and hybridisation
states. In DFT-D2,372 for example, a formula which combines ionisation potentials
and invariant polarisabilities of individual atoms is used to calculate dispersion co-
efficients. Despite its utility, dispersion coefficients for some elements in DFT-D2,
such as alkali and alkaline earth elements, are not calculated, but rather assigned
average values from those of noble gas and other atoms.370 More importantly,
however, is the need to damp the Edisp function as it diverges at short inter-
atomic distances. Devising an appropriate damping function is challenging as it
needs to be fit against reference data and is dependent on the exchange-correlation
functional used in the calculation.370
Second, Non-local Density Functionals: In these functionals the electron den-
sity, rather than fitted parameters, is used to approximate the dispersion interac-
tions. Here, the exchange-correlation functional, Exc[n(r)], takes the form:
Exc[n(r)] = E
GGA
x [n(r)] + E
LDA
c [n(r)] + E
nl
c [n(r)] (2.8)
where the exchange (EGGAx ) and correlation (E
LDA
c ) functionals are described via
the GGA and LDA, respectively, and (Enlc ) is the non-local contribution to the
correlation energy, approximated from the electron density in an iterative manner.
Coined the van der Waals density functional (vdW-DF),373 the method represents
a key advancement in describing dispersion interactions as it incorporates all cor-
relations in the one DFT functional. The vdW-DF functional, which utilises a
GGA exchange functional (revPBE374 in the original vdW-DF) and the LDA
correlation functional, was shown to reproduce the magnitude or improve the de-
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scription of dispersion interactions for various systems when compared with data
obtained experimentally or via ab initio methods.375–383 However, vdW-DF was
found to overestimate long-range dispersion interactions.384 Consequently, differ-
ent formulations of vdW-DF were developed, where changes to the exchange and
non-local correlation terms have been suggested,385,386 in addition to the incorpo-
ration of substitute exchange functionals other than the revPBE functional used
originally.387–390
Third, Beyond Pairwise-Additive Functionals: In the first two categories of
functionals, dispersion interactions are captured in a pairwise manner, indepen-
dent of the medium which separates any two atoms in the system. Recent ef-
forts to provide a more-extensive description of dispersion interactions have been
reported. In this context, one approach to calculating the correlation energy
using orbitals, utilising the adiabatic-connection fluctuation-dissipation theorem
(ACFDT),391,392 is the Random Phase Approximation (RPA).393–395 While the ap-
proach has yielded promising results, the associated high computational expense
and slow convergence with respect to basis set size pose major limitations.
A DFT calculation typically makes use of a basis set which contains a collec-
tion of functions (to generate KS orbitals) used to describe the electron density
in a given region of space. Chemical basis functions include Gaussian type or-
bitals (GTOs) and Slater type orbitals (STO). While STOs are more accurate,
GTOs are computationally less expensive. Compared to Slater type functions,
atom-centred Gaussians are easier to computationally handle, but are more ap-
propriate for small systems. Periodic DFT calculations, on the other hand, often
employ a plane-wave (PW) basis to define atomic orbitals. Reducing the compu-
tational cost of DFT calculations of large systems has always been, and still is,
highly desired. Employing pseudopotentials for such calculations is currently a
common practice to lower their computational cost, particularly for solids. In the
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pseudopotential approximation chemical interactions are largely determined by
the outer (valence) rather than the inner (core) electrons, where the latter possess
a relatively inner-atomic-like behaviour, and their orbitals are less environment-
dependent. Accordingly, with pseudopotentials, core electrons are accounted for
by smooth analytic functions, whereas the density of the outer electrons is calcu-
lated self-consistently. This reduces the number of electrons described explicitly,
allowing systems of a few hundreds of atoms to be modelled using PW-DFT.
When calculating wave-functions in a periodic system, only a limited number
of points in the Brillouin zone are typically considered for integration in recip-
rocal space (i.e. the space in which a spatial function’s Fourier transform is
represented). Just like a unit cell can be repeated to replicate a lattice struc-
ture (see Subsection 2.2.2 for periodic boundary conditions), the Brillouin zone
is the minimum volume which can be replicated to fill wave vector reciprocal
space. This is often performed following the Monkhorst-Pack scheme, a 3D grid
defined by a uniform distribution of k-points. The number of k-points necessary
for self-consistent convergence of the wave-function is inversely proportional to cell
dimension. Metals, for example, require calculations with a large number of k-
points, increasing the computational cost. For metals, self-consistent convergence
of the wave-function can be improved by using smoothing functions, also known as
smearing. Different smearing methods are available, including Fermi-Dirac, Gaus-
sian, and Methfessel-Paxton (MP). Metallic systems are normally modelled using
the MP scheme396 due to its efficient Brillouin zone integration in metals. Because
PEDOT in the doped form displays metallic22 or semi-metallic397 behaviour, in
agreement with published work,10 the MP smearing method is used in this thesis
for the plane-wave DFT calculations of pristine and Tos-doped PEDOT.
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2.1.2 Atomistic Force-Fields
A force-field (FF) comprises a set of simple mathematical equations that describe
the total potential energy of a system by calculating the interactions between
all particles in the system. In the case of all-atom empirical FFs, individual
atoms are the fundamental particles, where each atom type is defined by a set of
parameters. In the CHARMM FF,202 used in this thesis, the total potential energy
of the system (Vtotal) includes the sum of intra-molecular or bonded (Vbonded) and
intermolecular or non-bonded (Vnonbonded) atomic interactions:
Vtotal =
∑
Vbonded +
∑
Vnonbonded (2.9)
Bonded interactions include terms corresponding to bond stretching (Vbonds), an-
gles (Vangles), and torsion or dihedrals (Vtorsions). These describe interactions
between 2, 3, and 4 atoms, respectively (see Figure 2.2). The bond stretching
function is expressed by:
Vbonds =
∑
kbondi (ri − r0 )2 (2.10)
where ki is the bond force constant, ri is the distance between two bonded atoms,
and r0 is the equilibrium bond length. Angle bending, on the other hand, is
described in CHARMM using the Urey-Bradley (UB) potential, and contains two
terms:
Vangles =
∑
Kθ(θ − θ0 )2 +
∑
KUB(r1 ,3 − r1 ,3 ,0 )2 (2.11)
where Kθ is the angle force constant, θ is the angle between 3 bonded atoms,
θ0 is the equilibrium angle between the 3 atoms, KUB is the Urey-Bradley force
constant, r1 ,3 is the bond length of the fictitious bond between atoms 1 and 3,
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and r1 ,3 ,0 is the equilibrium length of this bond. Finally, torsions include two
types: proper and improper. The first is expressed by the function:
Vtorsions =
∑
Kφ(1 + cos(nφ− δ)) (2.12)
where Kφ, n, φ, and δ are the torsion force constant, multiplicity, angle, and
phase, respectively. Improper torsions, on the other hand, describe out-of-plane
geometry (where one atom is covalently bonded to the three other atoms) via the
function:
Vimpropers =
∑
Kϕ(ϕ− ϕ0)2 (2.13)
where Kϕ, ϕ, and ϕ0 are the improper force constant, angle, and equilibrium
angle, respectively.
Figure 2.2: Schematic of the bonded potential term corresponding to a) bond be-
tween two atoms, b) angle between three atoms, c) torsion between four atoms, and d)
improper torsion between four atoms.
As the name implies, the nonbonded term of Vtotal describes interactions be-
tween atoms that are not covalently linked to each other. In typical biomolecu-
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lar FFs, this includes both electrostatic and van der Waals (vdW) interactions.
Atom–atom electrostatic interactions are those resulting from the partial charges
distributed over atomic sites. On the other hand, vdW interactions can also be at-
tractive or repulsive and correspond to atom–atom interactions that do not arise
from covalent bonds or those that are of electrostatic nature. Partial charges
are charges distributed over atomic sites depending on the distribution of charge
of a molecule; e.g. in a water molecule, the oxygen carries a negative partial
charge, whereas each hydrogen carries a positive charge. Coulombic electrostatic
interactions between two atoms are accounted for using the function:
VCoulomb =
qiqj
4piε0 rij
(2.14)
where qi and qj are the partial charges of atoms i and j, ε0 is the permittivity of
free space, and rij is the distance between atoms i and j. The 12–6 Lennard–Jones
(LJ) potential
VLJ = 4εij
[(
σij
rij
)12
−
(
σij
rij
)6]
(2.15)
is a computationally convenient way of representing both vdW and exchange-
repulsion interactions between atoms i and j, where εij is the minimum of the
LJ potential and σij corresponds to the distance where the potential is zero. In
CHARMM FFs, the values of εij and σij for pairs of different atoms are obtained
via the Lorentz–Berthelot combination rules,398 where εij = (εi× εj)1/2 and σij =
1/2(σi + σj).
Regardless of how weak they are, there exist non-bonded interactions between
all atom pairs in the system. However, for atom pairs that are covalently bonded
and those separated by two covalent bonds (1–2 and 1–3 interactions, respectively)
these non-bonded interactions are excluded from the calculation.399 Furthermore,
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in the CHARMM FF 1–4 interactions are not scaled. Calculating such attractive
interactions for all possible non-bonded pairs of atoms is enormously costly. Con-
sequently, to reduce computational cost, spherical cutoffs have been established
where non-bonded interactions between an atom and others located beyond the
(spherical) cutoff distance are neglected. Typical cutoff values for non-bonded
interactions range between 10–13 A˚.
The sum of all pairwise charges in a system, however, is only conditionally
convergent. The Ewald summation of Coulombic terms ensures convergence is al-
ways achieved. In this approach, a Gaussian is added to every charged atomic site.
Each added Gaussian carries an opposite charge, but placed at the same position
as the original charge. The sum of original and added charges is convergent in
real space. Furthermore, a second Gaussian is added to each atom to restore the
original charge distribution. Finally, a correction term is added to the Ewald sum
to eliminate the self-interactions for the added second Gaussians. The Particle
Mesh Ewald (PME) method400 is a more computationally-efficient version of the
Ewald summation approach, where Gaussians are distributed on a grid, speeding
the calculation of electrostatic interactions using fast Fourier transforms. The
drawback of these methods is that system periodicity and charge neutrality of
the periodic cell are required. Employing periodic boundary conditions (PBCs)
(see Section 2.2.2) to ensure periodicity of the system is not greatly disadvanta-
geous; indeed, PBCs can be desirable in many cases. Charge neutrality of typical
biomolecular systems, however, is often realised by the addition of counterions
such as Na+ and Cl–.
For a relatively complex (and sometimes simple) system, such as that of a
peptide–material interface, obtaining and validating FF parameters (such as equi-
librium values for bond lengths, angles and torsions) experimentally or theoreti-
cally, is a very challenging task. Values for bonded parameters and partial charge
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parameters for empirical FFs are typically determined using QM calculations,
whereas parameters for LJ interactions may be determined either via QM cal-
culations or are adjusted to fit experimental results, such as heats of solvation,
heats of vaporisation, and liquid density. FF parameters are often obtained from
small organic molecules as they are more manageable for quantum calculations
and experimental studies.56 The LJ parameters in particular are prone to error
because they are normally devised for individual atom types, before combining
rules are used to obtain values for ε and σ (see above) for atom pairs involving two
different atom types. Furthermore, parameters derived from QM calculations do
not account for condensed phase contributions as such calculations are performed
in vacuo.401 Nonetheless, biomolecular FFs such as CHARMM offer an acceptable
level of accuracy for the simulation of biomolecules.56
Standard biomolecular FFs employ fixed parameters (such as atomic partial
charges), which are generally accepted to be transferable. However, the mainte-
nance of vigilance over the suitability of such parameters for different systems is a
reasonable and recommended practice. As a result, different FFs are developed for
unique purposes; a set of FF parameters developed to investigate a biomolecular
process under certain conditions generally cannot be used, without modification,
for the study of the same process under different conditions. Though a molecular
simulation using an inappropriate FF will likely produce a large amount of out-
put, these data may be of very little value (if any) for gaining reliable scientific
insights. The CHARMM suite of FFs is not the only FF scheme developed to
model biomolecular systems. Other FFs commonly used for this purpose include
AMBER402–404 and GROMOS,405–407 among others. In addition, numerous FFs
have been devised for the modelling of the aqueous interface of inorganic materi-
als, such as titania,189,194,408–410 gold,411 silver,412 and graphene.413 Typically, FFs
are continually revised as new experimental data become available.
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Because standard biomolecular FFs have fixed parameters, simulations carried
out using such FFs suffer from two major limitations: they are unable to describe
chemical reactions or atomic polarisation. As a result, more specialised FFs have
been developed. These include ReaxFF414 and AMOEBA415 which are capable
of modelling the formation and breaking of chemical bonds and atomic polari-
sation, respectively. Currently, however, these two FFs are not widely utilised
in large scale molecular simulations mainly because of the higher computational
demand incorporated with their use.416 This fact notwithstanding, the Walsh
group has recently developed computationally efficient polarisable FFs for mod-
elling biomolecular adsorption at the interface of various materials such as gold
(GolP-CHARMM),411 silver (AgP-CHARMM)412 and graphene (GRAPPA).413
While a promising development, ReaxFF suffers from shortcomings that war-
rant further discussion. One of the main limitations of ReaxFF relates to the
enormous local heating in the system due to the amount of energy released lo-
cally as a result of the formation of a chemical bond. Not only is it possible that
currently-available thermostats are unable to appropriately handle this released
energy, but also this energy must be dispersed via high-energy collisions that then
require both highly accurate representations in the FF, to describe the high-energy
repulsive regions of the potential (for which validation data is very difficult to
obtain), and methods to deal with quantum vibrational energy transfer. Further-
more, in the case of proton transfer, the released energy may demand a quantum
treatment of the proton dynamics. It is possible that future methods devised
to treat each of these challenges will introduce just as many quantitative errors
as those associated with the use of a non-reactive FF. For information regard-
ing the development, applications and further challenges of ReaxFF in molecular
simulations the reader is referred to a recent review article by Han et al. 417
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2.2 Molecular Dynamics Simulations
Phenomena governing the behaviour of biomolecular systems are the result of
microscopic interactions between the atoms/particles of these systems, making
up their potential energy landscape (PEL). Experiments in a laboratory setting
attempt to understand biomolecular systems by studying macroscopic properties
such as temperature, pressure and heat. However, some properties are extremely
difficult to investigate experimentally, especially on atomistic length-scales and
very short time-scales. Molecular Dynamics (MD) simulations offer a comple-
mentary tool that not only can help understand experimental findings, but also
study dynamical properties of biomolecules and their complexes in conditions that
are otherwise prohibitive. In a MD simulation, the microscopic properties of a
system are described via the numerical solution of Newton’s classical equations
of motion. The microscopic information obtained (from atomic positions and ve-
locities for example) can then be translated across to macroscopic observables
via statistical mechanics. This allows MD simulations to investigate and quantify
complex biomolecular properties such as conformational change and free energy of
adsorption at bio–material interfaces. It is important to remember, however, that
MD simulations involve approximations and thus MD simulation results, which
can provide helpful insights, are not absolute.
The Newton’s equations of motion (or Newton’s second law) forms the basis
of MD simulations. This equation is given by
F i = miai (2.16)
where Fi is the force acting on particle (or atom) i, whereas mi and ai are the
mass and acceleration of particle i, respectively. The force acting on each atom
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in the system can be determined from the potential energy, V , according to
F i = −∇iV (2.17)
and thus the acceleration of each atom can be determined as well. By combining
the above two equations and expressing ai in terms of the change in position ri
as a function of time, t, we get
−dV
dri
= mi
d2ri
dt2
(2.18)
Accordingly, a trajectory describing the time-dependent change of positions, veloc-
ities and acceleration of system atoms can be obtained by integrating the equations
of motion. The state of the system can be predicted at any given time (referred
to herein as frame) in the past or future once atomic positions and velocities at
that timestep are determined. To generate a trajectory of frames, three pieces
of information are needed: initial atomic positions and an initial distribution of
velocities and accelerations. Atomic positions are typically specified in the sim-
ulation set up and are often derived from experimental data, such as the atomic
coordinates of a crystal structure of a protein or peptide determined via X-ray
crystallography. The initial distribution of atomic velocities is usually chosen
randomly from a Gaussian or Maxwell-Boltzmann distribution for a given target
temperature, while the gradient of the potential energy function determines the
initial distribution of the atomic accelerations.
2.2.1 Time Evolution of the System
The PEL of a system is explored through the propagation of the system’s atomic
positions and velocities in phase space as a function of time via the integration
of Newton’s equations of motion. Many algorithms have been developed for this
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purpose, with the leap-frog418 and Velocity Verlet419 algorithms being commonly
used. In the leap-frog algorithm (used in this thesis) the atomic velocities are first
calculated half way through a timestep which are used to calculate the positions
at the end of the timestep. As a result, the velocities and positions leap over each
other throughout the trajectory. The velocity, v, at any given time, t, can be
approximated by:
v(t) =
1
2
[
v
(
t− 1
2
δt
)
+ v
(
t+
1
2
δt
)]
(2.19)
where δt is the timestep, typically chosen to be shorter than the period of the
fastest bond vibration in the system. While it would be ideal to calculate the
positions and velocities at the same point in time, the leap-frog algorithm has
the advantage of expressing velocities explicitly, unlike other approaches such as
the Verlet algorithm. The Velocity Verlet algorithm, on the other hand, does
calculate the positions and velocities at the same point in time, however, by
assuming velocity-independent accelerations for each particle in the system.
2.2.2 Periodic Boundary Conditions
The particles comprising a system are free to move in any unoccupied space within
the boundaries of the simulation cell. Although not required, MD simulations typ-
ically employ periodic boundary conditions (PBCs)398 in three dimensions using
the minimum image convention. This means that a simulation cell is replicated in
space infinitely, and when a particle moves in the original cell, its periodic image in
each of the replicated cells moves in the exact same manner. Thus, if the particle
escapes from one side of the cell, the particle re-enters the cell from the opposite
side (Figure 2.3). Accordingly, to simulate a large system, such as an infinite
material surface, one needs only a small simulation cell that, with PBCs, will ef-
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fectively model an infinite version of the system. However, for the purposes of this
thesis, the cell must be sufficiently large such that the un-intended self-interaction
of atoms in the system due to periodicity is minimised, and thus would not re-
sult in inaccurate predictions of thermodynamic properties of the system. This is
because the objective here is to model the adsorption of biomolecules under low
surface concentration conditions, rather than high-density biomolecule overlayers.
In the latter case, one would be interested in capturing self-interactions between
adsorbates to account for the impact of these interactions on biomolecular ad-
sorption and adsorbate–adsorbate interactions. Furthermore, the cell should also
not be too small in order to avoid simulation artefacts arising from atoms’ self
interaction or confinement as a result of artificial periodicity, which is important
to avoid particularly in the simulation of liquids and amorphous solids. In this
thesis, 3D PBCs have been applied in all MD simulations and DFT calculations.
2.2.3 Simulation Ensembles
An ensemble comprises all points in a system’s phase space where these points
share one thermodynamic state, but possess different microscopic states. In a MD
simulation, the system can be studied in different ensembles that have different
characteristics. Two commonly used ensembles are the Microcanonical (NVE)
and the Canonical (NVT) ensembles. In the first, the thermodynamic state of
the system is described with a fixed number of atoms/particles, N, a fixed vol-
ume, V, and a fixed total energy, E, representative of an isolated system. In
the NVT ensemble, however, the system’s thermodynamic state is characterised
by a fixed number of atoms/particles, N, a fixed volume, V, and a fixed tem-
perature, T. Simulations requiring the system to be at a specific pressure often
utilise the isobaric-isothermal (NPT) ensemble, characterised by a fixed number of
atoms/particles, N, fixed pressure, P, and a fixed temperature, T. For the ensem-
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Figure 2.3: A 2D illustration of the principle of periodic boundary conditions. If the
force (arrow) acting on a particle (circle) causes it to escape from the cell, the particle
re-enters the cell from the opposite side.
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bles above, controlling the pressure and/or temperature of the system is the most
challenging step in the implementation of a given ensemble. The most commonly
used methods used for this purpose are highlighted next.
2.2.4 Thermostats
MD simulations in the NVT or NPT ensemble utilise a heat bath coupled to
the system to keep the system at a specific temperature through the exchange
of energy. Coupling procedures, or thermostats, in common use include the An-
dersen,420 Nose´-Hoover421,422 and Berendsen423 thermostats. In the Andersen
thermostat, a Maxwell-Boltzmann distribution at a given temperature is used to
reassign the velocities of particles chosen at random to collide with (imaginary)
particles from the heat-bath at the target temperature. The probability that a
particle is selected for collision at every timestep determines the strength with
which the system is coupled to the heat bath. While the technique is relatively
straightforward to employ, care must be taken when setting the collision rate be-
tween system and heat bath particles. On the one hand, a high collision rate will
cause the system to sample the phase space slowly. On the other hand, infrequent
collisions will result in a slow sampling of the system’s canonical distribution of
energies.398 Furthermore, similar to many thermostats, the Andersen thermostat
does not preserve the momenta of the system due to the method’s stochastic
nature, making the trajectory unphysical, and the method inappropriate for the
calculation of properties such as diffusion coefficients. The Berendsen thermo-
stat involves weak coupling of a heat bath to the system, forcing the system to
the target temperature at a predetermined rate. Although the simplest method
of temperature control, the Berendsen thermostat does not guarantee a correct
canonical ensemble because it represses oscillations in the system’s kinetic energy.
Unlike the above two methods, the Nose´-Hoover thermostat method (used in this
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thesis) is deterministic, leading to a trajectory that does not include random ve-
locities or forces. Here, an additional degree of freedom, representing the external
heat bath in contact with the system, is added by introducing a fictitious variable
second-order differential term to the equations of motion. While the total en-
ergy of the ‘combined system’ is conserved, the energy is allowed to flow between
the original system and the heat bath. This enables fluctuations in the system’s
temperature, resulting in the correct sampling of the Canonical ensemble.
2.2.5 Barostats
A barostat is the equivalent of a thermostat for maintaining the pressure of a
system at a target value. In a MD simulation in the NPT ensemble, a pressure
bath is coupled to the system to maintain its pressure by dynamically expanding
or contracting the simulation cell dimensions. Commonly used barostats include
Berendsen423 and Parrinello-Rahman,424 where the latter was used in this thesis.
The Berendsen barostat involves the addition of an extra term corresponding to
the volume of the simulation cell to the equations of motion to alter the pressure of
the system through that of the bath. The method has the advantage of being easy
to implement and does not cause drastic changes in system dynamics, but does not
sample the isobaric-isothermal ensemble appropriately.398 The Parrinello-Rahman
barostat, on the other hand, introduces an additional term representing the pres-
sure bath to the equations of motion and conserves the change in the simulation
cell volume. With this method, both the size and shape of the simulation cell are
allowed to change. As the system evolves with time, the change in cell size and
shape is determined, ensuring the system is maintained at the target pressure.
The fact that both the Nose´-Hoover421,422 thermostat and Parrinello-Rahman424
barostat each introduce an extra degree of freedom to the system increases the
complexity of the simulation. The upside, however, is that both methods sample
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the system’s ensemble correctly, leading to a closer approximation of the thermo-
dynamic properties of the system. Consequently, simulations carried out in this
thesis in the NVT and NPT ensembles employed the Nose´-Hoover thermostat and
Parrinello-Rahman barostat.
2.3 Replica Exchange Methods
Efficient conformational sampling is a challenge even for relatively small molecu-
lar systems, particularly in the condensed phase (i.e., in solution). In a regular
MD simulation, a system with a rugged PEL featuring several low energy minima
may get trapped in a low energy state and be unable to overcome high energy
barriers separating different regions of the PEL in a reasonable simulation time.
This may prevent the full exploration of the system’s PEL in the time-scales that
are typically accessible in a standard MD simulation. One way to tackle the
challenge of conformational sampling of biomolecular systems is to use Replica
Exchange Molecular Dynamics (REMD)425 approaches. These are subdivided
into two categories: temperature REMD (T-REMD) and Hamiltonian REMD
(H-REMD). Both REMD approaches share the same basic principle, depicted in
Figure 2.4, where N number of replicas (chemically-identical copies) of the system
under consideration are prepared and simulated synchronously (in parallel). The
replicas slightly differ in thermal temperature or Hamiltonian (see below) and, in
the case of peptide–material adsorption for example, in the starting conformation
of the peptide in question. At regular (fixed) time intervals during the simulation,
exchange of configuration and velocities between two neighbouring replicas is at-
tempted. The exchange is accepted or rejected based on a transition probability
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Figure 2.4: Schematic representation of the exchange between replicas in a REMD sim-
ulation. Crossing arrows denote accepted exchanges between two neighbouring replicas,
according to the Metropolis criterion.
obeying the Metropolis criterion:426
w(Xi → Xj) =

1 for ∆ ≤ 0
exp(−∆) for ∆ > 0
(2.20)
where w(Xi → Xj) is the acceptance probability for the exchange of configurations
between states i and j and
∆ =
(
βi − βj
)[
V (Xj)− V (Xi)
]
(2.21)
where βi = 1/(kBTi), βj = 1/(kBTj), V (X) is the potential energy function for
coordinates X, and T is the temperature. Incremental scaling of the system’s
temperature or Hamiltonian over the replicas allows the system to experience
‘jumps’ between energy basins separated by high barriers; something that may
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take a long time to achieve using standard MD simulations. Accordingly, those
replicas of the system with scaled temperature or Hamiltonian are introduced
to enhance the sampling of the baseline system (at the target temperature or
the unscaled Hamiltonian). This baseline replica is referred to as the reference
replica. In the case that REMD is used solely for the purpose of improving
system sampling, it is the properties of the reference replica that is of interest to
the simulation problem.
2.3.1 Temperature REMD
The first of the REMD methods developed, T-REMD,425 makes use of several
replicas of the system of interest, with each replica simulated at a different ther-
mal temperature. Determining both the number of replicas required and their
corresponding temperatures is very important.427 On one hand, if the temperature
assigned to the highest replica is not high enough, the system may get trapped in
local minima on the PEL, and not be able to overcome the highest energy barriers
on the PEL. On the other hand, using a larger-than-needed number of replicas
will unnecessarily increase the computational cost of the simulation. Further-
more, increasing the number of replicas once the optimal exchange-acceptance
rate is achieved in a system for a given temperature window has been found
not to improve the performance of the simulation (assessed against the accuracy
of estimates of simulated specific heat).428 Typical acceptance ratios are around
10–25%;427 however, the optimal value for a given simulation is one that deliv-
ers the greatest sampling of the PEL within a particular time frame and will
be system-dependent.429 To ensure a sufficient degree of accepted exchanges, the
temperature range of interest must be distributed among the replicas in a way
that would ensure that the probability distributions in the potential energy ob-
tained for two neighbouring replicas overlap with each other (see Figure 2.5 for an
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Figure 2.5: Probability distribution of the total potential energy obtained from four
replicas, calculated for an Alanine polypeptide (Ala16) using T-REMD. Reprinted from
Fukunishi et al,14 with the permission of AIP Publishing.
example).430,431 In other words, the temperature difference between two adjacent
replicas must be small enough so that exchanges are accepted at a useful rate. As
a result, with increasing system size, the number of replicas required to maintain
this condition increases as O(f 1/2), where f is the total number of degrees of
freedom in the system.14
The T-REMD approach has been shown to greatly enhance the conforma-
tional sampling of biological systems in the condensed phase.159,350 However, the
fact that the number of replicas needed for a given system depends on its number
of degrees of freedom makes T-REMD simulations of large systems in aqueous
conditions very computationally costly and therefore prohibitive. Employing im-
plicit solvent models to decrease the total number of a system’s degrees of freedom
may not be appropriate for certain cases, particularly those involving peptides or
proteins of intrinsically disordered nature (see Section 1.3.2).432 Although the
unfit use of implicit solvent models for REMD simulations of IDPs has been
demonstrated,433,434 very recent advances435 and results162 have shown promising
possibilities for the future. At present, however, explicit solvent models remain
the more reliable option for studying IDP systems.
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Different T-REMD variants have been developed to address the high compu-
tational demand that is common to explicit solvent T-REMD simulations; these
work by attempting to reduce the number of replicas needed to span a given tem-
perature window but still deliver a useful acceptance ratio. These variant methods
include the Temperature Intervals with Global Exchange of Replicas (TIGER) al-
gorithm,436–438 Replica Exchange with Nonequilibrium Switches (RENS),439,440
and Replica Exchange with Dynamical/Driven Scaling (REDS).441,442 To date,
however, the latter two methods have not been rigorously tested.
2.3.2 Hamiltonian REMD
Instead of assigning a different temperature to each replica, in H-REMD,14 the
Hamiltonian (or in a more practical sense, the FF) that describes the PEL of the
system is linearly scaled, while all the replicas are simulated at the same thermal
temperature. Because the Hamiltonian is a combination of several terms, one can
choose to modify only certain parts of the Hamiltonian corresponding to a specific
part of the system of interest. This reduces the number of ‘effective’ degrees of
freedom considered at each exchange attempt, meaning that a fewer number of
system replicas are required compared to T-REMD. By scaling certain parts of the
Hamiltonian it is possible to produce a less rugged PEL, particularly for the high
replicas where the degree of scaling, compared to the unscaled reference replica, is
greater than that in the low replicas.14 The less rugged PEL enables the crossing
of energy barriers via thermal fluctuations, which would enhance the sampling
of the reference replica. The additional replicas which have different interaction
strengths due to the scaled Hamiltonians serve to improve the sampling of the
original system of interest, represented by the reference replica with an unscaled
Hamiltonian, given an acceptable exchange probability can be maintained. In H-
REMD, the exchange probability also follows the Metropolis criterion (Eq. 2.20).
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However,
∆ = β
([
V (X
′
i) + V (Xj)
]− [V (Xi) + V (X ′j)]) (2.22)
where X
′
i are the new coordinates in replica i (exchanged from replica j) and
X
′
j are the new coordinates in replica j (exchanged from replica i). Although H-
REMD typically assigns the same thermal temperature for all system replicas, it
is possible for the method to be formulated to simulate each replica at a different
thermal temperature.
2.3.3 Replica Exchange with Solute Tempering
One particular variant of H-REMD is Replica Exchange with Solute Tempering
(REST), first developed by Liu et al.15 In this method, the system is subdivided
into two parts: ‘solute’ (such as a peptide or protein) and ‘solvent’ (comprising
all other atoms in the system). Accordingly, the potential energy of the system
coordinates (X) consists of the additive energy terms corresponding to the solute
(denoted ‘p’), the solvent (denoted ‘s’), and the solute–solvent (denoted ‘ps’) as
follows:
V (X) = Vpp(X) + Vps(X) + Vss(X) (2.23)
where Vpp, Vps, and Vss represent contributions from peptide-peptide, peptide-
solvent, and solvent–solvent interactions (or equivalent), respectively. Normally,
the last term accounts for a very large number of particle coordinates compared
to the first two terms. If we take the lowest (reference) replica to be replica L,
expressed by Eq. 2.23 at temperature TL (the target temperature), the potential
energy of an additional replica n can be expressed by the formula:
Vn(X) = Vpp(X) +
[
βL + βn
2βn
]
Vps(X) +
[
β0
βn
]
Vss(X) (2.24)
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When βn = βL, the original PEL of the system is recovered. For two replicas m
and n, the exchange probability obeys the Metropolis criterion (Eq. 2.20), where
∆nm = (βn − βm)
[(
Vpp(Xm) + 0.5Vps(Xm)
)
−
(
Vpp(Xn) + 0.5Vps(Xn)
)]
(2.25)
The above probability does not depend on Vss and thus the number of explicit
water molecules in the system, which is what causes the poor scaling in T-REMD
as system size increases. As |Vpp + 0.5Vps|  |Vpp + Vps + Vss| the probability of
accepting an exchange is much larger for REST than T-REMD.15 While the ther-
mal temperature of the solvent in all replicas is identical, the solute in each replica
has a different “effective temperature” which improves the solute dynamics and,
at the same time, reduces the essential degrees of freedom, lowering the number
of replicas required to span a given “effective temperature” range. This is very
advantageous in the study of large biomolecular systems in aqueous conditions,
because such systems often contain tens or hundreds of thousands of explicit wa-
ter molecules. With REST, the number of replicas needed for a system scales as
f
1/2
p , where fp is the number of degrees of freedom of the solute part only.
15 An
example illustrating the higher efficiency of REST compared to T-REMD is shown
in Figure 2.6. For a peptide or protein, for example, the solute can be chosen to
be the entire biomolecule or just part of it. Furthermore, in REST, the correct
Boltzmann-weighted ensemble of conformations is only sampled in the reference
replica where the potential is unscaled.15
In the original version of REST,15 the method did not perform efficiently
for large biomolecular systems that experienced large conformational changes.443
This is because the solvent–solvent interaction energy does not influence the ex-
change acceptance probability, and with enormously different energies of folded
and unfolded protein/peptide conformations in neighbouring replicas the accep-
tance probability is diminished.443 Since then, researchers have devised a scaling
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Figure 2.6: Model probability distributions of potential energy for various tempera-
tures generated via T-REMD (top) and REST (bottom). Reproduced from Liu et al.15
Copyright (2016) National Academy of Sciences.
scheme for the Hamiltonian term describing solute–solvent interactions169,444,445
that enhanced the exchange of replicas and is compatible with the MD program
GROMACS.446,447 This improved version of REST, implemented within the GRO-
MACS software, was used for all REST-based MD simulations in this thesis, fol-
lowing the protocol proposed by Terakawa et al.169
For a large biomolecular system, such as a peptide at an aqueous material
interface, the last term in Eq. 2.23 normally accounts for a very large number
of coordinates compared to the first two terms. In the Terakawa formulation,169
the potential energy function, Vn(X), for any replica n is defined according to
two-end potential functions VL(X) and VH(X) representing, respectively, the two
replicas with the lowest and highest effective solute temperatures, following the
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expressions:
VL(X) =
βL
β
Vpp(X) +
√
βL
β
Vps(X) + Vss(X) (2.26)
VH(X) =
βH
β
Vpp(X) +
√
βH
β
Vps(X) + Vss(X) (2.27)
where β is the inverse of the system temperature, and βL and βH are the inverse
of the lowest and highest effective solute temperatures, respectively. Often, the
lowest temperature is chosen to be the same as the system thermal temperature,
in which case Eq. 2.26 represents the “real” Hamiltonian, and the original PEL of
the system is recovered. The potentials for the other replicas can be introduced
as the linear combination between the two-end potentials. For a new replica, n,
the potential function is expressed by:
Vn(X) = (1− λn)VL(X) + λnVH(X)
=
βL(1− λn) + βHλn
β
Vpp(X)
+
(√
βL
β
(1− λn) +
√
βH
β
λn
)
Vps(X) + Vss(X) (2.28)
All other replicas are artificial, and created for the sole purpose of improving
the solute conformational sampling. In addition to the fact that REST requires
a much smaller number of replicas for a given simulation, a recent study on the
adsorption of the SiO2-binding peptide QBP1 to quartz found that regular REMD
was six-fold computationally more expensive than REST.165 In addition, REST
showed great success in investigating the adsorption of peptides of intrinsically-
disordered nature at various aqueous inorganic materials interfaces, including ti-
tania,7 gold186,448 and graphene.449
For all REST simulations performed in this thesis (discussed in Chapter 4),
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sixteen replicas of the system were prepared, following a successful protocol im-
plemented in a similar research problem.411 The potential energy of replica n was
scaled following the relationship:
Vn(X) =
βn
β
Vpp(X) +
√
βn
β
Vps(X) + Vss(X) (2.29)
An “effective temperature” range of 300–433 K was chosen for the replicas, where
300 and 433 K are the temperatures assigned to the 1st (TL) and 16
th (TH) replicas
respectively, following a successful scheme implemented previously.411 Here, TL is
also the target system temperature. Furthermore, the degree of scaling for replica
n is determined by the value of βn, which is calculated by:
βn = βL(1− λn) + βHλn (2.30)
where 0 ≤ λn ≤ 1, βL and βH correspond to the lowest and highest effective
temperatures, respectively. The Vpp and Vps terms in Eq. 2.29 were modified by
scaling the peptide bonded parameters (bond stretching and dihedral terms) and
non-bonded terms (LJ and electrostatics) by λγ, where γ = βH/βL. In addition,
atomic partial charges were scaled by λ
√
γ. Based on our 300–433 K temperature
window, γ = 0.693, while the λ values for all replicas were set to 0.000, 0.067,
0.133, 0.200, 0.267, 0.333, 0.400, 0.467, 0.533, 0.600, 0.667, 0.733, 0.800, 0.867,
0.933, 1.000, following a previous successful implementation.54 These λ values
were determined via the formula devised by Terakawa et al:169
λnewn = λ
new
n−1 + (λ
old
n − λoldn−1)
[
an
< a >
] 1
6
(2.31)
where an is the probability of accepting the exchange (n − 1) → n and < a > is
the average exchange acceptance probability of all the replicas.
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2.4 Free Energy Methods
The free energy of a system reflects the thermodynamic preference of a certain
system state over others, which is of particular interest for biointerfacial systems.
Unraveling the underlying mechanisms of biomolecular adsorption at materials
interfaces requires knowledge of the change in free energy of the system states
corresponding to strong and weak adsorption. In a MD simulation, the change in
free energy between two states of the system can be predicted by:
∆G = −kBT ln
(
ρads
ρdes
)
(2.32)
where ∆G is the change in free energy, kB is the Boltzmann’s constant, T is
the temperature, ρads and ρdes are the probabilities of finding the system in the
adsorbed and desorbed state, respectively. It follows that an accurate prediction
of free energy demands an efficient sampling of the system, revealing all (or in
a practical sense, most) of its thermally-accessible states. Furthermore, at least
one collective variable (CV) is needed to distinguish between the different states
of the system. In the case of peptide adsorption to a material interface, a typical
CV used to identify the states corresponding to adsorption and desorption is the
distance separating the centre-of-mass (COM) of the peptide from the material
surface.54,139,186,449
Within MD simulations, calculating ∆G as a function of one or more CVs
can be achieved using several techniques, such as umbrella sampling,168,450,451
potential of mean constraint force (PMF) simulations,452 and metadynamics sim-
ulations.16,167,453 However, previous studies of adsorption of a flexible peptide to
SAM surfaces revealed that umbrella sampling could not provide reliable free en-
ergy profiles.454 It must be noted, however, that in this study reported by Deighan
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and Pfaendtner 454 the umbrella sampling simulations involved one CV, whereas
the metadynamics simulations comprised two CVs. For the study of biomolecule–
material adsorption, the choice of method to calculate free energy of adsorption
must take into account barriers to adsorbate lateral movement on the surface.
On a flat and monoatomic surface such as graphene, peptides have been observed
to move laterally at the interface.455 On a rugged surface such as hydroxylated
titania, however, such peptide lateral movement has not been reported thus far.
It is possible that there exist high barriers to lateral peptide displacement on
the hydroxylated titania surface. In this case, the choice to use metadynamics
simulations to calculate a peptide’s adsorption free energy may offer practical
advantages over other techniques such as umbrella sampling, because the former
approach involves repeatedly driving the adsorbate away from the surface, which
may facilitate overcoming these lateral barriers.
In principle, given the same CV, both umbrella sampling and metadynam-
ics are expected to deliver the same quality of result if implemented rigorously.
However, the former approach is more laborious to implement, because several
simulations (or umbrellas) are usually required to achieve satisfactory sampling,
and thus analysing the results is not a trivial process. One advantage of metady-
namics over umbrella sampling is that several CVs can more readily be employed
in the former method, whereas in umbrella sampling the number of CVs is often
limited to two, due to the weighted histogram analysis method (WHAM) used to
produce free energy profiles. In addition, it is not yet clear if umbrella sampling
can be readily linked with the REST approach to improve the sampling of de-
grees of freedom orthogonal to the CV. However, recent studies7,186,448,449,456 have
shown that metadynamics can be combined with the REST approach, which was
used in this thesis to accomplish improved conformational sampling.
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2.4.1 Metadynamics
Metadynamics (herein referred to as MetaD) is an advanced sampling technique
that was first developed by Laio and Parrinello.167 In MetaD, sampling of the PEL
is improved by introducing a history-dependent bias potential applied to one or
more of the system’s degrees of freedom or reaction coordinates (si), commonly
known as ‘collective variables’. This bias potential, V (X, t), is added to the
Hamiltonian of the system, and can be realised as a sum of Gaussians deposited
along the system trajectory in the CV coordinate at a rate of 1/τ (where τ is the
deposition time interval), following the relationship:
V (X, t) = W
∑
t′≤t
∏
i
exp
[
−
(
si(X, t)− si(X, t′)
)2
2σ2i
]
(2.33)
where X are the coordinates of the system at time t, whereas W and σi are
the height and width of the added Gaussians, respectively. Accordingly, as the
system evolves with time, the PEL is filled with the added Gaussians, with the
forces associated with this bias discouraging the system from further sampling of
configurations that have already been visited. If the simulation is sufficiently long
(i.e. as t → ∞), the deposited bias can be used to approximate the free energy
of the system (V (X, t)→ −G(X, t)).
To elucidate the effect of the MetaD bias potential, consider the case of the
one-dimensional model PEL16 with three wells shown in Figure 2.7. The labels
on the figure show the biased potential at that time, due to the deposition of the
Gaussians. Assuming the simulation is initiated in minimum B (see Figure 2.7),
in a standard MD simulation the system may take a very long time to escape
this minimum (and in the course of the simulation may not escape at all) because
the energy barriers are much larger than the scale of the thermal fluctuations (or
kBT ). In MetaD, however, the underlying bias potential grows with time as a
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Figure 2.7: A one-dimensional model potential of a metadynamics simulation. (Top)
Time evolution of the collective variables during the simulation. (Bottom) Schematic
representation of the deposition of Gaussians along the trajectory filling the underlying
potential (thick lines). The sum of the underlying potential and of the metadynamics
bias is shown at different times (thin lines). Reproduced with permission from Barducci
et al.16 Copyright (2016) John Wiley & Sons, Inc.
result of the addition of Gaussians, and e.g. when t = 135 (see Figure 2.7), the
system escapes from basin B into another local minimum. Here, it is easier for the
system to move to basin A rather than basin C because the barrier is lower. Once
in basin A, the system is again trapped in this minimum until enough Gaussians
have been deposited to fill basin A (t = 430). Now, the system diffuses in the
region of configuration space associated with minima A and B. By t = 810, the
system can move into basin C. At t = 1650, basin C is filled by the added bias
potential, and the flattened FES facilitates uniform sampling along the entire CV.
The metadynamics approach to sampling free energy landscapes offers several
desirable features:16 it accelerates sampling of rare events by enabling the system
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to escape from local minima; it allows the exploration of new reaction pathways as
a result of passing from one minimum to another via available saddle points; and,
it can yield an unbiased estimate of the underlying free energy landscape along
the CV, obtained from the biased potential after the simulation has converged.
However, a potential pitfall of standard MetaD is that, in a single run, the bias
potential can overfill the FES and direct the system towards high-energy regions
of the CV space that are not of great interest. Furthermore, it can be unclear
at which point a simulation should be stopped. To overcome these problems,
well-tempered metadynamics457 was developed.
2.4.2 Well-Tempered Metadynamics
In well-tempered MetaD,457 the bias deposition rate decreases over simulation
time (i.e. as 1/t). This is accomplished by employing a different formula for the
bias potential, expressed by:
V (X, t) = ∆T ln
(
1 +
ωN(X, t)
∆T
)
(2.34)
V˙ (X, t) = ω exp −
V (X,t)
∆T δX,X(t) (2.35)
where V˙ (X, t) is the time derivative of the bias potential, ∆T is an input param-
eter with the dimension of a temperature, ω = W/τ (see Eq. 2.33), N(X, t) is
the histogram of the CV, X, obtained from the biased simulation and δ is the
width of the bias potential. The above bias discourages the system from revis-
iting sampled conformations as V (X, t) is a monotonic function of N(X, t). As
the simulation progresses, this leads to dynamics of all the microscopic variables
becoming closer to thermodynamic equilibrium. The above formulation can be
reconnected to standard MetaD by replacing the term δX,X(t) in Eq. 2.35 with a
finite width Gaussian. In practice, the implementation of Eq. 2.34 and Eq. 2.35
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requires rescaling the Gaussian height W such that:16
W = ωτG exp
−V (X,t)
kB∆T (2.36)
The well-tempered MetaD method allows the simulation to focus on regions of
conformational space that are physically relevant. Similar to standard MetaD,
this holds true for the CV space but not necessarily for that of the other degrees
of freedom of the system.458
2.4.3 REMD+Metadynamics
A current challenge with MetaD is how to ensure good sampling in the degrees of
freedom orthogonal to the CV used.458 Consequently, to improve system sampling,
researchers have coupled MetaD with REMD methods such as REST.7,186,448,449,456
This strategy proved successful, and thus REST+MetaD simulations were em-
ployed in this thesis for the study of peptide adsorption to the aqueous TiO2
interface.
When incorporating MetaD with REST, however, the potential energy differ-
ence between two replicas m and n (∆mn) used to determine the exchange ac-
ceptance probability (Eq. 2.25) must take into account the metaD bias potential
added to both replicas, such that:
∆mn = {Vm(Xm) + V bm(Xm) + Vn(Xn) + V bn (Xn)}
− {Vm(Xn) + V bm(Xn) + Vn(Xm) + V bn (Xm)} (2.37)
where V (X) denotes the potential energy of the system without the MetaD bias
and V b(X) refers to the MetaD bias. It must be noted that, due to the exchange
between replicas in REMD, the resulting trajectory is not continuous. As a re-
sult, while equilibrium system properties from a REST+MetaD simulation can be
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recovered using appropriate data re-weighting schemes, the same is not true for
time-dependent properties.
2.5 Data Analysis
For REST and REST+MetaD simulations of peptide adsorption at the TiO2 in-
terface (see Chapter 4), knowledge of the peptide conformational ensemble and
the secondary structures of the peptide conformational ensemble is of most inter-
est. The likelihood a peptide would adopt a certain conformation when surface-
adsorbed or in bulk solution can be predicted using clustering analysis of the
ensemble. On the other hand, the composition of different peptide secondary
structure motifs for peptides that are adsorbed or free in solution can be deter-
mined via Ramachandran analysis. Both analysis methods are discussed in more
detail below. Other analyses used in this thesis are explained in the following
chapters where they have been used.
2.5.1 Clustering of Peptide Structures
Peptide clustering refers to grouping similar structures in the Boltzmann-weighted
ensemble of structures into distinct groups or clusters. The analysis reveals the de-
gree of peptide conformational variety as well the relative population of each of the
constituent (groups of) conformations. Furthermore, the change in the number of
clusters as a function of simulation progression can also reflect on the equilibration
of a simulation. Given an adequately equilibrated system, the number of clusters
is indicative of the number of thermally accessible basins on the PEL and the
population of clusters reflects the size of the different basins. In this thesis, clus-
tering analysis of TiO2-binding peptides in both the adsorbed and desorbed states
was performed following the Daura method.459 Here, root mean square deviation
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(RMSD) between positions of the backbone atoms of the first processed peptide
structure and the remaining set of the structures in the trajectory is calculated to
identify similar structures. Two structures are considered ‘similar’ if the RMSD
between their backbone atom positions is within a pre-determined cutoff distance.
Structures identified to be similar are grouped together to form a cluster, and are
thus removed from the pool of remaining structures. The process is repeated until
all structures have been assigned to a cluster.
This method provides a way to compare all peptide conformations, identifying
the number of thermally-accessible structures. However, a suitable choice of the
cutoff distance requires careful consideration; while a small cutoff will result in a
large number of clusters mostly containing only a few member conformations, a
large cutoff will most likely result in conformations sharing very little resemblance.
In this thesis, clustering analysis was carried out on trajectories obtained from
REST MD simulations (without MetaD), corresponding to the reference replica
(with the unmodified Hamiltonian and the target temperature of 300 K). Each
simulation was carried out for 15 ns in the NVT ensemble, resulting in a trajectory
containing 15000 frames (i.e. peptide structures). A cutoff distance of 2 A˚ has
been shown to be suitable for oligopeptides54,186,448 and thus was chosen for the
clustering analysis in this thesis.
2.5.2 Peptide Secondary Structure
The various secondary structures of peptide motifs can be determined using a
Ramachandran analysis,460,461 which provides a visual representation of peptide
secondary structure features. Atomic positions of peptide backbone atoms are
used to calculate the φ and ψ dihedral angles of the peptide (see Figure 2.8 for
the definition of these angles), which are then histogrammed in 2D to make a
Ramachandran plot. Different secondary structures correspond to distinct com-
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Figure 2.8: a) Schematic showing the φ and ψ angles in a peptide residue. b) Plot
depicting the various regions of φ/ψ phase-space in a Ramachandran plot used for the
analysis of peptide secondary structure.
binations of φ and ψ angles in the Ramachandran plot. Figure 2.8b shows the
φ/ψ regions used in this thesis to define the different peptide secondary structure
motifs. The coordinates of peptide backbone atoms obtained from a simulation
trajectory are used to calculate the φ and ψ angles and estimate the popula-
tion of different secondary structures. Obtaining such information for a peptide
in different environments, such as in solution or adsorbed at an interface, can be
useful for gaining insights into the effect of peptide structure on various processes,
e.g. adsorption to a material surface. It must be noted that the Ramachandran
analysis is not the only method that can be used to assign peptide secondary
structure motifs. Other methods include Dictionary of Protein Secondary Struc-
tures (DSSP)462 and STRIDE,463 which also rely on the φ and ψ dihedral angles,
but also consider the distance between atom pairs and potential hydrogen bonds
when assigning secondary structures.
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2.6 Summary
This chapter provided a description of different principles and methodologies used
to carry out the research detailed in this thesis. This includes how first-principles
methods (such as DFT) and atomistic FFs can be used to describe potential
energy landscapes. Next, the theory of MD simulation was described, followed
by a description of replica exchange methods including T-REMD, H-REMD, and
REST. In Section 2.4, the metadynamics method of estimating free energy as
well the well-tempered scheme of metadynamics were described. Finally, details
of clustering analysis of peptide structures and prediction of peptide secondary
structure motifs employed in this thesis were outlined. Details of other data
analyses are available in the results chapters where they were used.
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Chapter 3
Adsorption of Amino Acid
Analogues at the Aqueous
Charged TiO2 Interface
3.1 Introduction
With the widespread use of titania (TiO2) in biomedical-related applications,
it is pivotal to fully understand what factors can influence the adsorption of
biomolecules such as peptides to the aqueous TiO2 interface, at the molecular
level. Because peptide–titania interactions are thought to be mediated via the
side-chains of peptide residues,7,53 understanding the propensities and basis of
binding of the side-chains of amino acids (AAs) is critical, yet only a first step,
towards gaining a deeper comprehension of the impact of individual side-chains on
the structure and binding affinity of peptides to the TiO2 surface. The definitions
and difference between peptide residues, amino acids and amino acid analogues
were provided in Section 1.4.2. Because different AAs possess different physico-
chemical properties such as charge and size, it is important to understand how
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these differences impact the binding mode and affinity of individual AAs and how
the AA–TiO2 interaction can influence the adsorption of peptides to titania. It
must be stressed, however, that knowledge of the binding mode and strength of
an amino acid, while necessary, is not sufficient to understand the affinity and
mode of binding of a peptide residue. This is because the adsorption of peptides
to the aqueous TiO2 interface is thought to be governed by a complex interplay
between peptide structure/function/binding that is not yet fully understood at
the molecular level.53,172,179,180
Many experimental and computational studies have investigated the adsorp-
tion of AAs to the TiO2 interface,
6,136,174,179,183,199,211–220 although some of these
studies183,218–220 were conducted in vacuo (i.e. not in solution), and thus these
particular findings are not very relevant in the context of the aqueous bio–TiO2
interface. As explained earlier (Section 1.4), rutile TiO2 is the thermodynami-
cally most stable phase of titania at ambient temperature and pressure, and thus
has been widely investigated as a candidate adsorbent.177 In addition, the rutile
TiO2 (110) crystallographic facet is the lowest in energy, and has been broadly
utilised as the structural model for the titania surface particularly in modelling
studies.170,183,184 For more details on the TiO2 structural model used in this work
as well as the water–TiO2 interface, see Section 1.4.
Different experimental techniques have been used to study AA adsorption
to the aqueous TiO2 interface. It is important to remember that, in biological
environments (i.e. at pH ∼7.4), the TiO2 surface is negatively-charged199 (see
Section 1.4). Pa´szti and Guczi214 employed Sum Frequency Generation (SFG)
vibrational spectroscopy (Section 1.2.3) to investigate the adsorption of Asp, Gln,
Glu and Phe to amorphous TiO2 films in solutions of different pH. The authors
reported that both AAs Asp and Glu adsorbed to the TiO2 surface, and that Asp
interacted with the surface via both the side-chain and terminal COO– groups,
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which may seem unlikely but in fact, as we will show below, is possible. How-
ever, the study reported that both Gln and Phe showed little affinity to TiO2.
Furthermore, using potentiometric measurements and batch adsorption experi-
ments, Jonsson et al. studied the adsorption of Glu215 and Asp216 to rutile TiO2
surfaces, comprising mainly the (110) rutile aqueous interface. Due to small but
non-significant amounts of Glu adsorption at pH values between 6 and 9 (where
the TiO2 surface is negatively-charged), the authors reported that the adsorption
of Glu was not driven by electrostatic interactions alone. The effect of pH on
AA adsorption to TiO2 and the importance of electrostatic interactions for the
adsorption of charged AAs have been reported from X-ray photoelectron spec-
troscopy (XPS)211 and in situ infrared spectroscopy212,213 studies, respectively.
These studies revealed that AAs adsorbed to the aqueous TiO2 interface in dif-
ferent amounts, depending on the pH environment.
Molecular simulations have also been used to investigate the adsorption of
AAs to titania. Using Car–Parrinello molecular dynamics (CPMD) simulations,
Langel et al.174 studied the adsorption of Gly, Cys, Ser and Met to partially hy-
droxylated TiO2 (100) and (110) surfaces in solution. While the study reported
that adsorption occurred via hydrogen bonding or weak interaction between car-
boxyl oxygen and the TiO2 surface, the simulations were performed for only a few
picoseconds due to their extremely high computational expense, and thus these
results should be interpreted with caution. In addition, the adsorption of Gly to
the aqueous TiO2 (110) interface was investigated by Li et al.,
217 who reported
that Gly tended to move towards bulk solution away from the TiO2 surface, in
agreement with previous experiments213 and simulations.179
While very valuable, the results of many of the above experimental and com-
putational investigations involving amino acids cannot be transferred to peptide
residues because it is very likely that the interaction between the AAs and the
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TiO2 surface involved contributions from both the ammonium (NH
+
3 ) and car-
boxylate (COO–) groups of AAs (see the structure of AAs in Section 1.4.2). How-
ever, unlike an AA, a doubly-flanked residue lacks exposed terminal groups, and
thus the interaction between the residue’s side-chain and the surface may not
be reliably described using the corresponding AA with exposed NH+3 and COO
–
groups. Using AA analogues (see Section 1.4.2), however, is a viable approach to
overcome this issue, and was adopted by Monti and Walsh179 and later by Brandt
and Lyubartsev,6 who used MD simulations to estimate the adsorption free en-
ergy of AA analogues at the charge-neutral rutile TiO2 (110) and TiO2 (100)
aqueous interfaces, respectively. In addition to saving computational cost, using
AA analogues offers results that are likely to be more representative of residue–
TiO2 interactions, as AA analogues exclude any possible binding contributions
from terminal groups. Monti and Walsh179 used MD simulations in partnership
with a potential of mean force (PMF) approach to predict the adsorption free
energy of analogues of charged and uncharged AAs. These authors reported that
analogues of charged AAs showed high affinity to the uncharged aqueous TiO2 in-
terface, whereas weak or repulsive interactions were observed between the surface
and analogues of uncharged AAs. Using adaptive well-tempered metadynamics167
and umbrella sampling,168 Brandt and Lyubartsev6 reported that analogues of
polar and aromatic side-chains that hydrogen bonded with the surface directly
or with interfacial water showed the strongest binding to the TiO2 (100) surface.
However, there are caveats regarding the method used in their study to extract the
adsorption free energies for some of the analogues such as Ser (see Section 1.4.2).
Understanding biomolecular adsorption at the aqueous TiO2 interface is of
most importance for environments at physiological pH. Given that at this pH
(∼7.4) the TiO2 is negatively-charged, and that surface charge is one of the fac-
tors that can influence biomolecular adsorption, comprehending the adsorption
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of AAs to the charged aqueous TiO2 interface is a key first step towards a more
fundamental understanding of peptide–TiO2 interactions. While the adsorption
of AA analogues to the charge-neutral aqueous rutile TiO2 (110) interface has
been reported,179 there are no reports of such study on the unique, negatively-
charged rutile TiO2 (110) interface. As a result, the aim of the work presented in
this chapter was to investigate and report for the first time the binding affinity
of AAs (using analogues) to the charged TiO2 surface, calculated using atomistic
MD simulations with metadynamics MD simulations167 (MetaD). Analogues of six
AAs were investigated, including methane (Ala), guanidinium (Arg), methanoate
(Asp), ammonium (Lys), benzene (Phe) and methanol (Ser), which are the same
molecules that were previously studied by Monti and Walsh179 for adsorption at
the charge-neutral TiO2 (110) surface. In addition, these analogues cover a range
of AA physicochemical properties, including polar charged molecules (Arg, Lys,
Asp), polar uncharged molecules (Ser), and nonpolar molecules (Ala, Phe). Fur-
thermore, this set of analogues allows the probing of similarities and differences
in amino acid molecular size, shape and charge. For example, Ala and Phe both
have hydrophobic side-chains, but they are of very different sizes and shapes;
alternately, Arg and Phe have side-chains that share similarities in shape, but
differ in their overall charge. In summary, studying these analogues will allow for
comparison of results between AA binding at the charged aqueous TiO2 interface
compared with the charge-neutral aqueous interface.
Here, however, because the charged TiO2 surface model contains hydroxyl
groups that are randomly distributed in the lateral dimension of the surface,
MetaD was chosen to calculate the adsorption free energies, in preference to other
methods such as umbrella sampling or PMF. Due to this lateral surface inho-
mogeneity, obtaining a lateral average of an adsorption free energy profile for a
chemically non-uniform substrate is likely more efficiently achieved via MetaD,
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where the repeated desorption of the adsorbate may increase the likelihood of
sampling of different lateral regions. However, in the case that barriers for lateral
translation are relatively low, both MetaD and umbrella sampling are likely to be
equally efficient. The predicted binding affinities of the six AA analogues inves-
tigated here together with the structure of interfacial water are discussed, taking
into account their implications for peptide adsorption at the charged aqueous TiO2
interface. While the binding affinities of AA analogues predicted here may not
necessarily represent absolute adsorption free energies of the corresponding amino
acids, these binding affinities reveal the order of binding of the corresponding AAs
and are useful for gauging peptide–TiO2 interactions as will be demonstrated in
Chapters 4 and 5.
3.2 Methods
3.2.1 Simulation Details
All MD simulations of the adsorbate/water/rutile TiO2 (110) interface were car-
ried out in the NVT ensemble, using GROMACS 4.5.5446 (choice of potentials
provided herein). The simulation cell comprised a 5-layer TiO2 slab (containing
720 Ti, 1458 O, and 18 H atoms), solvated with 2731 explicit TIPS3P464,465 water
molecules. The TiO2 surface structure is shown in Figure 3.1, and more details
on the structural surface model are provided in Section 1.4. The negatively-
charged surface was represented in the [1¯10]–[001] plane, with slab dimensions of
∼ 35.8×35.5×14.5 A˚. Nine hydroxyl groups were attached to each side of the TiO2
slab, giving a 12.5% surface hydroxyl coverage in the x [1¯10] and y [001] directions.
The TiO2 slab comprised a 3 × 3 super-cell, where each unit cell presented one
hydroxyl group (associated with a Ti5c site on the corresponding uncharged sur-
face), as described by Pre´dota et al.194 for their “charged nonhydroxylated 12.5%
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surface” model. This hydroxyl coverage corresponds to a surface charge density
of σ = −0.104 C m−2, which is close to the experimentally-measured charge den-
sity for this TiO2 surface at room temperature at near physiological pH.
194 While
the nine hydroxyls are positioned randomly on the surface, their positions were
mirrored on the opposite face of the slab. This random distribution of hydroxyl
groups gives the TiO2 interface a pseudo-random structural character. Here, the
TiO2 slab atoms were restrained during the simulations, except for the surface
hydroxyls which were allowed to move within the constraints of the bonded terms
of the FF developed by Pre´dota et al.194 Surface flexibility, tested on a quartz
(SiO2) surface, was previously found to have very little impact on the calculated
binding free energy compared to a rigid surface.466 To balance the −18e charge of
the slab, 20 Na+ and 2 Cl− ions were added to liquid water as counterions. For
the charged adsorbates, charge neutrality of the cell was achieved by adding or
removing counterions, depending on adsorbate charge. Periodic boundary condi-
tions (Section 2.2.2) were applied in all three dimensions. The vertical distance in
the [110] direction (the z direction) between the slab and its periodic image was
adjusted (∼77 A˚) to ensure bulk TIPS3P water density (at 300 K and ambient
pressure) in the centre of the interslab space; i.e., in a 20 A˚ thick water region
equally distant from the two adjacent slab surfaces. All simulations were car-
ried out at 300 K, and were maintained at this temperature via the Nose´-Hoover
thermostat421,422 (Section 2.2.4), with a τT value of 0.2 ps. The leapfrog algo-
rithm (Section 2.2.1) was used to integrate Newton’s equations of motion, with
an integration timestep of 1 fs. Coordinates and velocities were saved every 1000
steps. Particle Mesh Ewald (PME)400 summation was used for long-range electro-
static interactions, with a real-space cutoff of 12 A˚. The cutoff for Lennard-Jones
interactions was also set at 12 A˚. All systems were energy-minimised and then
equilibrated for 0.5 ns prior to production runs.
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Figure 3.1: Structure of the negatively-charged rutile TiO2 (110) surface. Ti, O, and
H atoms are shown in gray, red and white, respectively.
Each simulation cell consisted of the TiO2 slab, one analogue molecule, and
solvent (waters and counterions). The TiO2 surface was modelled using the
Pre´dota194 force-field (Section 2.1.2), developed and validated for the rutile TiO2
(110) surface, while the analogues were described using the CHARMM27 force-
field (FF).202 The TIPS3P water model was chosen here because it was developed
with and extensively tested against the CHARMM suite of FFs202–204 which are
widely utilised for modelling proteins and other biomolecules in aqueous solutions.
The combination of these FFs has already been previously employed to investigate
the TiO2–water interface
171 where it showed excellent agreement with earlier simu-
lations194 and detailed experimental structural data, namely X-ray standing-wave
and crystal truncation rod measurements.188 In addition, these FFs have been
previously used together to obtain results53 that are consistent with experiment,
revealing the effect of alanine substitutions on the function of the TiO2-binding
minTBP peptide.112
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3.2.2 Adsorption Free Energy Calculations
Profiles of the change in free energy for water and the six AA analogues were
calculated using well-tempered MetaD457 simulations (Section 2.4.2). The col-
lective variable (CV) was defined here as the vertical distance in z (i.e., along
the [110] vector) between the TiO2 surface (defined as the uppermost plane of
the basal Ti atoms) and the centre-of-mass (COM) of the adsorbates; except for
methanoate and methanol, where the adsorbate–surface separation was measured
relative to the central carbon atom. This was done to ensure consistency with
the other adsorbates where, except for benzene, the COM corresponds to the cen-
tral carbon atom. As previously explained, MetaD167 (Section 2.4.1) incorporates
a history-dependent potential term, allowing the efficient exploration and accu-
rate determination of the free energy surface (FES) as a function of one or a few
CVs. In this case, the CV was the vertical adsorbate–surface separation. After
equilibration, a MetaD simulation of 200 ns was performed for each adsorbate.
Gaussian hills of 0.2 kJ mol−1 height and 0.5 A˚ width were deposited every 1 ps.
The simulations were performed in the well-tempered ensemble457 (Section 2.4.2),
with a bias factor of 10. Examples of the good degree of sampling of CV space
in the form of barrier re-crossings and histograms of adsorbate–surface separation
are shown in Figure 3.2 and Figure 3.3, respectively.
The extraction of adsorption free energies from the free energy profiles obtained
from the MetaD simulations was carried out following the method employed in
Refs. 7 and 186, highlighted in Section 1.4.3. In the limit of an infinitely long
MetaD simulation (i.e., t → ∞), the bias deposited during the simulation ap-
proaches the negative of the system’s free energy; V (X, t)→ −G(X, t), where V ,
G, and X are the deposited MetaD bias, the free energy of the system, and the
system coordinates, respectively. Due to the symmetrical nature of the simulation
set-up employed here, two estimates of the adsorption free energy on the TiO2 sur-
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Figure 3.2: Evolution of the CV (distance from the surface) of a) ammonium and b)
guanidinium as a function of the MetaD simulation timestep at the negatively-charged
aqueous rutile TiO2 (110) interface.
face could be obtained per run; adsorption at the top face of the TiO2 slab (∆Gt)
and adsorption to the bottom of the periodic image slab (∆Gb). Following the
definition of Schneider and Colombi Ciacchi,7 both ∆Gt and ∆Gb were predicted
using:
∆Gt(tf ) = −kBT ln
(
ct
cbulk
)
(3.1)
∆Gb(tf ) = −kBT ln
(
cb
cbulk
)
(3.2)
where ct and cb are the concentration of the adsorbate at the top and bottom face
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Figure 3.3: Population distribution of the CV (distance from the surface) for the
adsorption of methanoate at the negatively-charged aqueous rutile TiO2 (110) interface.
of the TiO2 surface, respectively, and cbulk is the adsorbate concentration in the
bulk. The three concentrations were calculated using:
ct =
1
z0 − zmin
∫ z0
zmin
exp
[
−G(X, tf )
kBT
]
dX (3.3)
cbulk =
1
z1 − z0
∫ z1
z0
exp
[
−G(X, tf )
kBT
]
dX (3.4)
cb =
1
zmax − z1
∫ zmax
z1
exp
[
−G(X, tf )
kBT
]
dX (3.5)
where z0 and z1 correspond to values of the CV for which the adsorbate is consid-
ered to be in the bulk. Accordingly, the adsorbate was deemed to be not adsorbed
for z0<z<z1 and adsorbed for all other values of z (see Figure 3.4). The zmin and
zmax values correspond to the z coordinate of the ‘top’ and ‘bottom’ TiO2 surface,
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Figure 3.4: Free energy profile of guanidinium at the negatively-charged aqueous rutile
TiO2 (110) as a function of adsorbate–surface distance. For the calculation of adsorption
free energies, a molecule was defined as adsorbed for distances within 10 A˚ from the ‘top’
surface (zmin<z<z0) or the ‘bottom’ surface (z1<z<zmax) and not adsorbed for all other
distances (z0<z<z1). The ‘adsorbed’ and ‘bulk’ regions are highlighted in red and blue,
respectively.
respectively. T is the temperature of the system (300 K), and tf is the length of
the simulation (200 ns). The values for z0 and z1 were set to 10 A˚ from the top
and bottom surfaces of the TiO2 slab (respectively) because, as will be shown
below, the change in free energy for all adsorbates when located more than 10 A˚
from the surface was found to be within thermal fluctuations (i.e. less than kBT ).
The adsorption free energy, ∆G, predicted here for each adsorbate was defined as
the mean of ∆Gt and ∆Gb. The associated error with ∆G was defined as half the
difference between ∆Gt and ∆Gb, following similar simulations.
186
3.3 Results and Discussion
This work builds on the previous study by Monti and Walsh179 where adsorption
free energies of AA analogues were calculated at the charge-neutral aqueous rutile
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TiO2 (110) interface, via a PMF approach. As mentioned earlier, due to the
random spatial distribution of hydroxyls on the TiO2 surface used here, MetaD
is likely to deliver a more efficient sampling of the degrees of freedom orthogonal
to the collective variable compared with, for example, umbrella sampling, where
multiple simulations might be required to achieve the same goal. Furthermore,
the adsorbates studied here are analogues of the functional groups of AA side-
chains, not the entire side-chains (as in the study by Brandt and Lyubartsev6); i.e.
the spacer groups between the functional group and the Cα backbone atom were
not modelled. That notwithstanding, while this caveat may impact the absolute
adsorption free energies, it is not expected to significantly affect the adsorbate–
surface separations in the z direction normal to the surface. Based on the predicted
repulsive interaction between methane and the TiO2 surface predicted here (see
below), methylene spacer groups in an AA side-chain are in general predicted to
remain far away from the surface, and by doing so they limit the incurred free
energy penalty that results from these groups approaching the surface.
While the results presented in this chapter are compared with experimental
data from the literature (where available), it must be noted that not all of these
experimental data have been obtained utilising the rutile TiO2 (110) surface (see
Section 1.4.2). For instance, the reports by McQuillan and coworkers212,213 in-
volved adsorption at amorphous TiO2 films, whereas the studies by Jonsson et
al.215,216 primarily used the rutile TiO2 (110) surface. As a result, interpreting
the data presented here, which is related to geometrical features of the (110)
surface, should be done with caution when extended to other titania surfaces. In
addition, some of these AA adsorption experimental studies were performed under
conditions that do not correspond to physiological pH. Given that titania has a
point of zero charge of ∼5.4, the TiO2 surface will have an overall positive charge
in mildly acidic environments. This means that, in such environment, ammonium
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and guanidinium will be in the positively-charged form, whereas methanoate may
be negatively-charged. Accordingly, compared to their binding in a neutral pH
environment, Arg and Lys may bind less strongly and Asp and Glu more strongly,
in a mildly acidic environment. To the contrary, the binding strength of Arg and
Lys is expected to increase and the binding affinity of Asp and Glu to decrease
in a mildly basic environment relative to their binding at neutral pH. As will
be shown below, the results here suggest that at neutral pH it is the nanoscale
variation of charge rather than the overall charge of the surface that determines
binding to the negatively-charged TiO2 (110) interface.
The model of the negatively-charged aqueous rutile TiO2 (110) interface used
here is described using a modified version of the FF developed and validated by
Pre´dota et al.194 to describe the water–TiO2 interface. Insights into the pos-
sible impact of proton transfer on the adsorption free energies calculated here
cannot be obtained using the combination of FFs employed here, which are un-
able to describe the formation and breaking of covalent bonds. Using a reactive
FF (ReaxFF),414 Monti and coworkers467 found that such proton transfer does
influence the adsorption of Gly to TiO2.
Since water is an integral component of the aqueous bio–TiO2 interface it is
pivotal that the interaction between water and the other components of the in-
terface is adequately described, and thus the choice of water model is important
to consider. Unlike in the Pre´dota study194 where the SPC/E water model was
used, here the TIPS3P model was employed to describe water to ensure compat-
ibility with the CHARMM FF used to model the analogues. Both experimental
X-ray studies188 and simulation data194 have been used to validate in detail the
combination of the Pre´dota FF and the TIPS3P model.171 While the general char-
acteristics of water structuring at the TiO2 interface (see below) are in satisfactory
agreement with earlier reports, the ongoing controversy in the scientific commu-
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Figure 3.5: Density profile of water as a function of distance from the negatively-
charged rutile TiO2 (110) surface.
nity196–198 on whether or not liquid water dissociates at the perfectly crystalline
TiO2 (110) interface, and therefore the doubt regarding the degree of hydroxy-
lation at the water–TiO2 interface is acknowledged. In the case that water does
dissociate at the interface, the degree of hydroxylation has been estimated from
experimental measurements to be 30± 15%,468 which does not invalidate the use
of the TiO2 surface model chosen in this thesis.
3.3.1 Water Adsorption and Interfacial Structure
The structure of water at the TiO2 interface is crucial for evaluating bio–TiO2
interactions. In fact, stable peptide adsorption onto the interfacial solvent layers
rather than the surface itself has been previously predicted for the TiO2 inter-
face.7,53 Figure 3.5 shows the density profile of water as a function of distance
from the TiO2 interface. The water density profile shows three well-defined water
layers at the interface, located at 2.8, 3.6 and 5.7 A˚ away from the surface. The
position of the peaks corresponding to the first two water layers (Figure 3.5) is
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Figure 3.6: Angular distribution of water as a function of distance from the surface
at the negatively-charged aqueous rutile TiO2 (110) interface. The angle θ is the angle
between the water dipole vector and the surface normal.
comparable to that reported previously for the charged 12.5% nonhydroxylated
TiO2 surface model.
171,194 The third water layer is less dense than the first two
layers which arise due to waters adsorbing between and on top of bridging oxygen
rails (see Figure 3.1), producing the first and second water layers, respectively.
At distances greater than 8.0 A˚ from the surface, bulk-water density was observed
(Figure 3.5).
Analysis of the orientation of interfacial water as a function of distance from
the surface revealed that water molecules in the first layer are coordinated to Ti5c
atoms at a distance of 2.8 A˚, with O-down being the dominant configuration. This
is evident from the angular distribution of water relative to the surface normal
(Figure 3.6), which shows a positive peak at ∼2.8 A˚. Most waters in the second
layer (3.6 A˚ from the surface) are seen to have one or both hydrogens facing the
surface (i.e. pointing down), coordinating with Ob atoms on the surface (hence
the trough at 3.6 A˚ in Figure 3.6). Unlike in the first two layers, water molecules
in the third water layer (at a distance of 5.7 A˚ from the surface) do not interact
directly with the surface. In general, they exhibited a slight preference to adopt
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Figure 3.7: Profiles of water–water hydrogen bonds as a function of the adsorbate–
surface distance at the negatively-charged aqueous rutile TiO2 (110) interface. This
includes bonds satisfying an angle cutoff of 30◦ and an O–O cutoff distance of 3.5 A˚.
an O-down arrangement (hence the peak at ∼5.7 A˚ in Figure 3.6), with some
molecules assuming a H-down orientation. Furthermore, these data corroborate
the predicted profiles of hydrogen bonds formed between water molecules as a
function of distance from the surface (Figure 3.7). In the first layer, water pre-
dominantly acts as a hydrogen bond donor (O-down orientation), hence the peak
(in cyan) at 2.8 A˚ in Figure 3.7. In the second layer, however, water is mainly a
hydrogen bond acceptor (O-up orientation), resulting in the the red peak at 3.8 A˚
in Figure 3.7.
Figure 3.8 shows the density profile of Na+ ions at the negatively-charged
aqueous rutile TiO2 (110) interface. Not surprisingly, the positively-charged coun-
terions showed strong preference to adsorb at the negatively-charged interface,
occupying positions that are 3–3.5 A˚ from the TiO2 surface. The Na
+ ions were
found to predominantly adsorb atop bridging oxygen rails or the O3c oxygen sites
that separate Ti5c and Ti6c atom sites (see Figure 3.1).
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Figure 3.8: Density profile of Na+ ions as a function of distance from the surface at
the negatively-charged aqueous rutile TiO2 (110) interface.
3.3.2 Adsorption of Methane (Analogue for Ala)
Methane (CH4) showed repulsive interactions when located within 6 A˚ from the
aqueous TiO2 interface, evident from the corresponding adsorption free energy
profile (Figure 3.9). The profile shows an insignificant, broad minimum at an
adsorbate–surface distance of 6–7.5 A˚, indicating negligible affinity between methane
and the surface. This free energy profile (Figure 3.9) bears high resemblance to
that obtained at the charge-neutral aqueous rutile TiO2 (110) interface.
179 One
exception, however, is that at the charge-neutral surface methane–TiO2 interac-
tions were largely repulsive at all distances, including the 6–7.5 A˚ range. The
adsorption free energy of methane predicted in this chapter was +0.63± 0.21 kJ
mol−1. Similar to what was observed at the charge-neutral interface,179 the pre-
dicted binding affinity suggests that Ala favoured remaining in the bulk solution
rather than adsorbing at the negatively-charged TiO2 interface. It is worth noting
that Ala is commonly used to evaluate the impact of individual residues on the
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Figure 3.9: Free energy profile of methane and methanoate as a function of distance
from the surface at the negatively-charged aqueous rutile TiO2 (110) interface. The
snapshot shows a low energy configuration corresponding to the lowest energy minimum
in methane’s profile. Water is omitted for clarity.
adsorption of material-binding peptides via Ala scan mutations, where the residue
in question is mutated to Ala and the peptide adsorption is investigated before
and after the mutation.
3.3.3 Adsorption of Methanoate (Analogue for Asp)
Figure 3.9 also shows the free energy profile for the adsorption of methanoate
(HCOO–), which suggests three distinct free energy minima. The lowest free
energy minimum on the profile corresponds to an adsorbate–surface distance of
3.5 A˚, with minima 2 and 3 located 5.7 and 8.3 A˚ away from the surface, respec-
tively. An energy barrier of ∼9 kJ mol−1 must be overcome by the methanoate
molecule when moving towards the surface (from minimum 2 to minimum 1).
Both mono- and bidentate arrangements were observed in methanoate’s coordi-
nation with the surface for configurations extracted from minimum 1, with at least
one carboxylate oxygen coordinating to a Ti5c atom (see snapshots of methanoate
in Figure 3.10). At the lowest energy minimum, with mostly an O-down configu-
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Figure 3.10: Snapshots of low energy configurations of methanoate adsorbed at the
negatively-charged aqueous rutile TiO2 (110) interface, corresponding to a) mono- and
b) bi-dentate coordination with the surface. Water is omitted for clarity.
ration, the methanoate–TiO2 interaction was direct rather than water-mediated,
with one oxygen coordinated to the surface allowing the other oxygen to rotate
freely (see Figure 3.11). These data are in agreement with experimental investi-
gations of Asp adsorption to titania.213,214,216
It is evident from Figure 3.9 that methanoate, despite carrying a negative
charge itself, was able to adsorb to the negatively-charged TiO2 surface. This
was mainly due to methanoate’s coordination to Na+ ions adsorbed at the TiO2
surface (see Figure 3.10). Indeed, analysis of low energy configurations corre-
sponding to minimum 1 of methanoate’s free energy profile (Figure 3.9) revealed
that 88% of these configurations had at least one of the methanoate oxygen atoms
located within 3.5 A˚ from a Na+ ion adsorbed directly to the surface (see Fig-
ure 3.10). From the MetaD simulations in this chapter, the adsorption free energy
of methanoate at pH ∼7.4 was predicted to be −4.8 ± 3.4 kJ mol−1. This is in
contrast to the adsorption free energy of −22.5 ± 0.5 kJ mol−1 reported for Asp
on titania at pH 3 by Roddick-Lanzilotta and McQuillan.213 However, in such
acidic environment, the TiO2 surface is likely to be positively-charged and both
carboxylates of Asp should be deprotonated, and thus the adsorption free energy
value reported by Roddick-Lanzilotta and McQuillan213 can be considered to be
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Figure 3.11: Normalised population distribution of the angle between the surface nor-
mal of the negatively-charged aqueous rutile TiO2 (110) interface and the normal to
methanoate plane, for configurations corresponding to minimum 1 in the methanoate
free energy profile (see Figure 3.9).
an upper bound.
There are apparent differences between the free energy profile of methanoate
generated here (Figure 3.9) compared with that obtained at the uncharged titania
surface.179 With four unique energy minima predicted at 2.4, 3.2, 5.1 and 7.8 A˚
from the surface, the free energy profile at the uncharged surface179 displayed a
high degree of structuring. However, the lowest energy minimum in the profile
obtained at the charge-neutral surface corresponded to methanoate adsorbing at
a distance of 5.1 A˚ from the surface, compared to a distance of 3.5 A˚ seen in Fig-
ure 3.9. This is likely due to the presence of Na+ ions on the negatively-charged
surface (see Figure 3.8), where the net association of Na+ ions with methanoate as
it approaches the surface may offset the increase in entropy realised from disrupt-
ing the interfacial water layers. Another difference between the two TiO2 surfaces
lies in the coordination between the surface and methanoate: at the uncharged
surface,179 configurations associated with minimum 1 of the free energy profile
showed an exclusive bidentate bridging coordination mode between the surface
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and methanoate’s carboxylate group. At minimum 3 (the lowest energy mini-
mum), however, a monodentate coordination mode was mostly observed. In the
case of work in this Chapter, both mono- and bidentate coordination were found
for the lowest energy minimum (minimum 1), facilitated mostly by the presence
of Na+ ions (which were absent on the charge-neutral surface) adsorbed to the
surface. Of course, the features of methanoate’s free energy profile generated here
depend on the CV used in the simulation. Accordingly, further insights into the
adsorption of methanoate may be gained from using other collective variables, such
as the distance between the adsorbate and the nearest surface hydroxyl group.
3.3.4 Adsorption of Methanol (Analogue for Serine)
The free energy profile for methanol (CH3OH) adsorption is shown in Figure 3.12.
The profile supported two shallow free energy minima at 3.9 and 6.5 A˚ from the
surface, and indicated very weak affinity between methanol and the surface. In
addition, molecules moving closer to the surface (from minimum 2 to minimum
1) needed to overcome an energy barrier of 7 kJ mol−1. Compared with the
predictions for methanol on the charge-neutral surface,179 the free energy profile
obtained in this chapter suggests that methanol preferred to adsorb farther away
from the TiO2 surface. Methanol’s free energy profile (Figure 3.12) resembled that
of the somewhat-similar methane molecule as both adsorbates are repelled by the
TiO2 surface when at distances shorter than ∼6 A˚. One key difference, however,
is that the free energy profile of methane showed no evidence of a metastable
state, unlike that featured by the free energy profile of methanol at adsorbate–
surface separations of 3.8–4.8 A˚. The adsorption free energy of methanol at the
negatively-charged aqueous TiO2 interface was estimated to be +1.1 ± 0.4 kJ
mol−1.
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Figure 3.12: Free energy profile of methanol and ammonium as a function of distance
from the surface at the negatively-charged aqueous rutile TiO2 (110) interface. Snap-
shots show low energy configurations corresponding to the lowest energy minimum in
each profile. Water is omitted for clarity.
3.3.5 Adsorption of Ammonium (Analogue for Lys)
Figure 3.12 also shows the free energy profile for the adsorption of ammonium
(NH+4 ) at the negatively-charged aqueous rutile TiO2 (110) interface. Not surpris-
ingly, the positively-charged adsorbate interacted with the surface over a relatively
long distance range. However, the binding of ammonium was strongest when the
molecule was 3.2–4.5 A˚ away from the surface, with a predicted adsorption free
energy of −8.3± 3.1 kJ mol−1, corresponding to an adsorbate–surface separation
of 3.6 A˚. Ammonium’s free energy profile also featured a region (4.7–6.7 A˚) of
weak interaction with the surface that is −2.2 kJ mol−1 at its deepest point, lo-
cated 6 A˚ from the surface. Ammonium must overcome a small energy barrier (∼3
kJ mol−1) when moving from the second, less-defined energy minimum towards
the deeper, first energy minimum. The general trend of the free energy profile
shown in Figure 3.12 shares resemblance with that obtained at the uncharged
TiO2 surface
179 with two exceptions: the latter surface featured a larger energy
barrier (∼20 kJ mol−1) between minimum 2 and 1, and weaker interaction with
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ammonium when it was within 4.5 A˚ from the surface. Inspection of ammonium
configurations corresponding to minimum 1 revealed that ammonium adsorbed
above or between bridging oxygen rails (along the [001] direction) with a H atom
pointing toward an Ob atom (see snapshot of ammonium in Figure 3.12). Fur-
thermore, ammonium was found to infrequently jump between adjacent bridging
oxygen rails (see Figure 3.1) rather than exclusively coordinate to the surface
between oxygen rails.
While the free energy profiles obtained at both negatively-charged (this work)
and uncharged (previous work179) TiO2 surfaces indicate attractive Lys–TiO2 in-
teractions, the adsorption free energy of ammonium predicted here (−8.6 ± 3.1
kJ mol−1) suggests weaker adsorption compared with that for the Lys amino acid
(about −20 kJ mol−1) inferred from its experimentally-measured binding constant
on TiO2 (Kads = 3×103 M−1) calculated at pH 7.4.212 However, this binding con-
stant was calculated for the Lys AA (not ammonium) adsorbed onto the amor-
phous anatase TiO2 aqueous interface.
212 Many peptide sequences shown to have
high affinity to TiO2 were found to feature high Lys content,
112,115,133,224,225,229,248
indicating favourable Lys–TiO2 coordination, which was reported to be predomi-
nantly electrostatic at physiological pH.212 Another liquid chromatography-based
study pointed to strong affinity between a designed peptide rich in Lys residues
and crystalline anatase and rutile TiO2 particles in aqueous environment at physi-
ological pH.469 Furthermore, previous molecular simulations on the charge-neutral250
and negatively-charged470 rutile TiO2 (110) surface revealed that Lys residues
were able to maintain stable coordination with the aqueous titania interface.
3.3.6 Adsorption of Guanidinium (Analogue for Arg)
The change in free energy profile of Guanidinium (CN3H6) supported three energy
minima at distances of 4.5, 6.7 and 9.4 A˚ from the surface (Figure 3.13). The pro-
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Figure 3.13: Free energy profile of guanidinium and benzene as a function of distance
from the surface at the negatively-charged aqueous rutile TiO2 (110) interface. Snap-
shots show low energy configurations corresponding to the lowest energy minimum in
each profile. Water is omitted for clarity.
file clearly reveals that guanidinium is attracted to the TiO2 surface, and is not
found with any significant energy barriers to move towards the surface from bulk
solution. Guanidinium was predicted to be the strongest binder of the six adsor-
bates investigated here, with an estimated adsorption free energy of −16.2± 0.01
kJ mol−1. Inspection of guanidinium configurations associated with the lowest
energy minimum (minimum 1) showed the molecule directly interacting with the
TiO2 surface through a bidentate bridging arrangement, between two hydrogens
(each from a separate NH2 group) and two adjacent Ob atoms along a rail in the
[001] direction (see snapshot of guanidinium in Figure 3.13). Guanidinium’s coor-
dination with the surface in this configuration was firm, with limited lateral and
rotational (around the axis of the surface normal) mobility. This was manifested
in the angle between the normal to the adsorbate plane and surface normal, which
was predominantly perpendicular for configurations in the lowest energy minimum
(see Figure 3.14).
As expected, the simulations here indicated strong interaction between positively-
charged AA side-chains (Lys and Arg) and the negatively-charged TiO2 surface.
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Figure 3.14: Normalised population distribution of the angle between the surface nor-
mal of the negatively-charged aqueous rutile TiO2 (110) interface and the normal to
guanidinium plane, for configurations corresponding to minimum 1 in guanidinium’s
free energy profile (see Figure 3.13).
By comparing the free energy profiles of Lys (Figure 3.12) and Arg (Figure 3.13)
similar features were observed: both profiles featured a narrow, deep energy
well corresponding to the first minimum (closest to the surface), and a shallow,
broader well corresponding to the more distant second minimum. This points to
an energetically-favourable bulk-to-interface pathway for both adsorbates, with
no high (greater than kBT) energy barriers in the way. While there are cur-
rently no reports of direct experimental investigations of Arg interaction with
the aqueous TiO2 interface, indirect evidence available from peptide selection
studies,112,115,133,229,248 suggested strong interaction between Arg and TiO2. Dick-
erson and co-workers115 identified, using phage display screening experiments, 20
titania-binding peptide sequences which all featured a high content of positively-
charged residues. One report248 revealed that an Arg→Ala substitution signifi-
cantly decreased peptide–TiO2 adhesion forces compared to an Arg→Lys muta-
tion which resulted in only a small reduction. The minor difference in the latter
case could be attributed to the predicted stronger adsorption of Arg to TiO2
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compared with Lys. However, due to the intrinsic lack of conformational control
in such mutation studies, and the effect of this on the resulting adsorption free
energies, interpretation of such studies should not rely only on the effect of local
mutations.
3.3.7 Adsorption of Benzene (Analogue for Phe)
Similar to guanidinium, benzene (C6H6) possesses a rigid, relatively bulky planar
geometry. There is a distance of ∼6 A˚ separating the bridging oxygen rails on
the TiO2 surface (in the [1¯10] direction). Benzene, which has a distance of ∼5 A˚
between any two opposite hydrogens, is expected not to sit flat between these
rails considering the van der Waals radii of all atoms. Figure 3.13 also shows
the free energy profile of benzene, which revealed that the adsorbate showed no
affinity towards the negatively-charged TiO2 surface, an expected outcome based
on the repulsive interaction predicted for methane and benzene at the uncharged
TiO2 aqueous interface.
179 Up to a distance of 6.8 A˚ from the surface, Figure 3.13
indicates no change in free energy when benzene moved from the bulk towards the
surface. However, at shorter adsorbate–surface separations, benzene’s interaction
with the surface becomes more repulsive. This behaviour resembles that observed
for benzene at the charge-neutral surface,179 where the interaction with the surface
assumed a repulsive nature at distances closer than 7.0 A˚. The tentative energy
minimum (at a distance of ∼7.6 A˚ from the surface) was likely insignificant given
the inherent uncertainties in the approach employed here to calculate the free
energy. Of all the analogues studied here, benzene’s interaction at the aqueous
TiO2 interface was found to be the most repulsive, with an adsorption free energy
of +2.0 ± 1.0 kJ mol−1. Interestingly, using a PMF approach to calculate the
adsorption free energy of AA analogues at different surfaces of the aqueous charge-
neutral α-quartz interface, Wright and Walsh reported that benzene adsorbed the
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most strongly compared with the other studied molecules, including analogues of
charged AAs.471 This shows that the adsorption of benzene predicted here at the
TiO2 interface is not representative of benzene adsorption at all oxide interfaces.
3.3.8 Implications for TiO2-Binding Peptides
In agreement with experimental findings, the predictions reported in this chap-
ter revealed repulsive interactions between the uncharged adsorbates and the
negatively-charged TiO2 surface (see Figure 3.15). The study by Roddick-Lanzilotta
and McQuillan213 could not detect adsorption between Gly or Gln and the aque-
ous amorphous TiO2 interface. In addition, as stated earlier, Pa´szti and Guczi
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reported weak interaction between AAs with non-charged side groups, such as Phe
and Gln, and the amorphous titania surface. The previous work on the uncharged
TiO2 (110) aqueous interface by Monti and Walsh
179 reported similar findings
regarding the adsorption of uncharged molecules to titania, with the exception
that Ser showed a possible, but small, propensity to adsorb to the uncharged
TiO2 interface.
179 Several studies115,116,133,225 have suggested a possible role of po-
lar residues to sustain peptide adhesion to titania. Fang and co-workers,116 in
particular, revealed that peptide sequences that could selectively bind to TiO2
over SiO2 featured a high content of polar residues. In another study, Yazici and
coworkers230 used cell-surface display (Section 1.2.1) to identify peptide sequences
capable of binding titania, and reported a high content of polar and basic residues
in their strong-binding sequences.
The possible role of hydrogen bonding in the adsorption of polar uncharged
residues was investigated here for methanol (analogue for Ser). To examine the
degree of hydrogen bonding between the adsorbate and the titania surface, repre-
sentative low-energy configurations of methanol were inspected, and revealed that
∼82% of the corresponding frames showed methanol forming hydrogen bonds,
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Figure 3.15: Adsorption free energies of analogues of amino acids (shown in quotes) at
the negatively-charged aqueous rutile TiO2 (110) interface predicted in this work using
MetaD simulations.
mainly with bridging oxygen atoms on the TiO2 surface. Accordingly, hydrogen
bonding is possibly an important coordination mode for polar residues. Taken to-
gether with the predicted adsorption free energies that indicated slightly repulsive
affinity between methanol (Ser) and the charged TiO2 surface, it is possible that,
collectively in a given peptide, the presence of several polar residues may generate
a cumulative impact, resulting in higher peptide–TiO2 affinity. An experimental
study involving quartz crystal microbalance measurements225 of peptide adsorp-
tion in solutions of various ionic strengths showed that, in high ionic strength
conditions, peptide adhesion was not completely lost, which further supports the
hypothesis that peptide affinity to titania may not be due to electrostatic inter-
actions alone.175 With the predicted repulsive interactions between titania and
residues of hydrophobic nature, as well as the prevalence of hydrogen bonding in
the analysis of the methanol–TiO2 interactions in this chapter, it is likely that
hydrogen bonding accounts for these non-electrostatic contributions.
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Based on the results presented in this chapter, and the findings of experimen-
tal investigations,28,112,115,133,224,225,229,230,248 charged residues (such as Arg, Lys,
Asp) are expected to drive and contribute to peptide adsorption to the TiO2 in-
terface. However, the degree of this contribution likely depends on the nature of
neighbouring residues. This was clearly shown in experimental mutation studies
by Chen et al.28 using Lys-containing peptides. Despite the slightly repulsive in-
teraction predicted in this work between polar residues and the titania surface,
the possibility that the combination of these weak interactions may be cumulative
should not be neglected; a large enough number of weak interactions may result in
strong peptide–surface binding. Indeed, phage and cell-surface display screening
experiments of titania-binding peptide sequences have reported the presence of
polar residues such as Ser206,230 and Asn.230 While the findings presented here
can form a basis for interpreting data from peptide adsorption to titania, this is
just a first step. Studies have shown that the affinity of a peptide adsorbed at a
material interface is not simply the sum of the affinities of the peptide’s individual
residues.53,54 One factor influencing the interaction between a surface and a pep-
tide residue is the type of residues flanking it. As a result, the study and careful
analysis of the adsorption of peptide chains to material surfaces is imperative to
advancing our understanding of peptide–TiO2 adsorption.
The main interest of the simulations reported in this chapter was to reveal
the trend of binding affinity of the investigated AA analogues, providing an es-
timate rather than absolute values of their adsorption free energies. However,
an insightful and complementary exercise to these simulations would be to calcu-
late the free energy of hydration of the studied analogues to further investigate
the impact of water on adsorption. Free energies of hydration are of significance
for the development and testing of force fields, gaining insights into the process
of solvation, and for certain applications such as the partitioning mechanism of
139
molecular compounds in different environments.358 Here, calculating the free en-
ergy of hydration of the six investigated AA analogues was not possible due to
constraints in time and computing resources available for this project and remains
for future work.
3.4 Conclusions
In this chapter, MetaD simulations were used to make the first predictions of the
adsorption free energy of analogues of six amino acids (Ala, Arg, Asp, Lys, Ser,
Phe) at the negatively-charged aqueous rutile TiO2 (110) interface at pH ∼7.4.
The adsorbates were analogues of the functional groups of the studied amino acid
side-chains, covering a wide range of amino acid physicochemical properties such
as charge and size. Investigation of the interfacial water structure revealed the
formation of three well-defined water layers at the TiO2 interface, with the first two
layers being more dense than the third. The predicted adsorption free energies
revealed that both positively- and negatively-charged amino acids can interact
favourably with the charged TiO2 surface. The rank ordering of the binding
affinities of the three charged “amino acids” was predicted to be “Arg” >“Lys” ≈
“Asp”. The adsorption of negatively-charged molecules to the negatively-charged
TiO2 surface is likely due to the nanoscale patterning charge of the surface which
presents both positively-charged sites (Ti and H atoms) and negatively-charged
sites (O atoms). Uncharged amino acids, on the other hand, were predicted
to show repulsive interaction with the charged TiO2 surface, evident from their
positive predicted adsorption free energies. All findings presented in this chapter
were consistent with available experimental data. The results in this chapter
provide general guidelines that are useful, but not sufficient, for the interpretation
of peptide–TiO2 adsorption data.
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Chapter 4
Adsorption of Peptides at the
Aqueous Charged TiO2 Interface
4.1 Introduction
Peptides have been found to govern many biological processes under ambient con-
ditions (room temperature and pressure) such as the recognition and generation of
nanostructured inorganic materials in the biological milieu.61,65,125 Using lessons
learnt from peptide–material interactions in nature, significant research efforts
have been made to utilise peptides for the nucleation, growth, and functionali-
sation of nanomaterials under aqueous conditions and at room temperature and
pressure.54,448,472 Such efforts focus on developing the understanding of aqueous
peptide–material interactions at the molecular level; despite these efforts, to date,
this understanding remains in its infancy.
Titania is a widely-used material for medical implants among other appli-
cations. The peptide-based functionalisation of TiO2 surfaces is of particular
interest in the medical field, because such surface engineering can alter the bi-
ological response to Ti-based implants inside the body. Understanding the fac-
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tors that govern the adsorption of peptides to TiO2 interfaces is thus critical.
While the naturally-occurring tripeptide motif RGD has received significant at-
tention,206,222,253–259 the interaction between TiO2 and peptides with longer se-
quences,7,17,112,230,260 identified using biocombinatorial techniques (see Section 1.2.1)
has also been investigated.
As explained in Section 1.4.3, the first investigation into the binding mecha-
nism of a combinatorially-selected TiO2-binding peptide was that of TBP (RKLP-
DAPGMHTW) carried out by Sano and Shiba.112 Together with subsequent stud-
ies,245,247–249 it was revealed that: only the N-term half of the peptide (minTBP)
was sufficient for binding; TBP was found to bind (among ten different metals)
only the Ti, Ag and Si surfaces; surface charge, hydrophilicity and hydrophobicity
were deemed critical for the binding selectivity and binding affinity of minTBP;
charged residues were thought to be essential to peptide binding to TiO2. However
valuable, these studies did not provide a molecular-level understanding of peptide
affinity to TiO2. This is mainly due to the extreme difficulty in determining the
conformation of the peptide when adsorbed at the aqueous TiO2 interface (see Sec-
tion 1.2.3) and the conformational changes induced by single-residue mutations
(such as Ala substitution).
Molecular simulations can provide these insights into peptide adsorption to
TiO2 that are otherwise very challenging to obtain experimentally. However,
there is a paucity of computational studies investigating the adsorption of long
peptide sequences (with six or more residues) to the aqueous TiO2 interface. One
of the first efforts in this regard was the study of Skelton et al.53 who investi-
gated the initial stages of the adsorption of minTBP onto the aqueous rutile TiO2
(110) interface. The authors revealed that a pair of oppositely charged groups
comprising either Lys–Asp or Arg–Asp was responsible for mediating the binding
of the peptide to the TiO2 interface. Furthermore, for the first time, the authors
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pointed to a possible role of interfacial water layers in peptide adsorption, where
the charged moieties of the peptide appeared to recognise the interfacial water
layers rather than the TiO2 surface itself. This was later confirmed by a study
of Schneider and Colombi Ciacchi7 who used advanced techniques such as REST
(see Section 2.3.3) and metadynamics (see Section 2.4.1) to study the adsorption
of minTBP to aqueous amorphous TiO2 and SiO2 interfaces. The authors showed
that minTBP recognised the aqueous TiO2 interface via the peptide’s side-chains
which ‘sensed’ the TiO2 surface through the local density variations of interfacial
water.
Computational investigations of peptide adsorption to the TiO2 interface are
even less common for peptide sequences longer than six residues. In one study,
Friedrichs et el.260 investigated the adsorption of two dodecamers (RPRGFGMSR-
ERQ and WFCLLGCDAGCW) to the aqueous rutile TiO2 (100) interface using
standard (non-advanced) Molecular Dynamics (MD) simulations. The authors
reported that long, charged, and highly flexible side-chains such as Glu and Arg
were capable of penetrating the interfacial water layers and adsorbing directly at
the TiO2 surface. However, the results of this study must be interpreted with cau-
tion because standard MD simulations involving peptides of such size are likely to
provide, at best, only a partial picture of the conformation and dynamics of the
peptides at the aqueous interface. This is because standard MD simulation tech-
niques (as was used by Friedrichs et el.)260 are unable to efficiently explore the
conformational space of such large systems and reveal the Boltzmann-weighted
ensemble of conformations (see Section 1.3.2).
Studies that quantitatively measure peptide binding affinity to the aqueous
TiO2 interface are no more widespread than those investigating peptide–TiO2
binding mechanism. Shiba and co-workers245 quantified the binding of the TiO2-
binding peptide TBP (RKLPDAPGMHTW) to Ti and Si particles in 0.15 M
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NaCl solution at neutral pH. For TBP–Ti binding, the authors reported an
experimentally-measured Langmuir dissociation constant of K−1L = 13.2 ± 4.0
µmol/L, which corresponds to an estimated7 adsorption free energy of ∆Gads
= −37.8 kJ mol−1. In addition, Yazici et al.230 used Quartz Crystal Microbalance
(QCM) observations (Section 1.2.2) to quantify ∆Gads of three 12-mer TiO2-
binding peptide sequences identified via cell-surface display (see Section 1.2.1);
TiBP1 (RPRENRGRERGL), TiBP2 (SRPNGYGGSESS) and TiBP60 (VGRVT-
SPRPQGR). The measured adsorption free energies were −34.5 ± 0.3 kJ mol−1,
−38.4 ± 0.5kJ mol−1 and −27.6 ± 0.5 kJ mol−1 for TiBP1, TiBP2 and TiBP60,
respectively.230 When evaluating these adsorption free energies, two facts must
be kept in mind. First, the target for the cell surface display experiments was
implant-grade Ti covered with a native oxide layer. Second, the QCM measure-
ments were performed using a titanium film chemically similar to implant-grade
Ti, in a phosphate buffered saline solution. To understand how peptide affinity
at the interface correlates with peptide sequence one must uncover the confor-
mations of the peptide at the interface and examine how these conformations
differ from the conformations of the peptide in solution. However, for the three
peptides characterised, Yazici et al.230 provided only limited experimental struc-
tural data in the form of circular dichroism (CD) spectroscopy (see Section 1.2.3)
measurements in solution. These data indicated that the peptides were intrinsi-
cally disordered (see Section 1.3.2) and comprised a high content of random coil
character (see Section 2.5.2 for peptide secondary structures).
Advanced molecular simulations have also been used to predict peptide free
energy of adsorption at the aqueous TiO2 interface. In their study of the adsorp-
tion of minTBP to the aqueous amorphous TiO2 interface, Schneider and Colombi
Ciacchi7 used REST+MetaD simulations to estimate the 6-mer peptide’s ∆Gads
(see Section 1.4.3 for details on how this was calculated). The estimated ∆Gads
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value of −38.4 ± 3.8 kJ mol−1 agreed very well with that predicted from the
experimentally-measured Langmuir dissociation constant (equivalent to ∆Gads =
−37.8 kJ mol−1), measured on Ti for TBP.245 Note that a comparison between
the ∆Gads values of minTBP and TBP is thought to be acceptable because the
C-term half of TBP was found to not directly impact the adsorption behaviour of
the peptide.112. The success of the REST+MetaD approach was further demon-
strated for other inorganic materials. Wright et al.186 used REST+MetaD simula-
tions to investigate the facet discrimination of peptide adsorption at the aqueous
polycrystalline Au interface. The estimated adsorption free energy of AuBP1, a
12-mer Au-binding peptide, at three different facets of the Au surface revealed
excellent agreement with corresponding ∆Gads values reported experimentally. In
addition, similar to what has been reported for the aqueous TiO2 interface,
7,53
the simulations revealed how the structure of interfacial water impacted peptide
recognition and binding to the aqueous Au interface.186 The above studies7,186
not only highlight the great potential of the REST+MetaD approach, but also its
necessity to the understanding of peptide binding selectivity and affinity at aque-
ous material interfaces at the molecular level. To date, there has been no reports
of studies quantifying the binding affinity of 12-mer peptides at the aqueous TiO2
interface and their related peptide affinity to the binding mechanism by obtaining
the Boltzmann-weighted ensemble of peptide conformations.
As explained in Section 1.4.3, in the context of biomaterials (see introduction
of Chapter 1), the biofunctionalisation of Ti implant materials relies heavily on
integrin ligands such as proteins and peptides of the Extracellular Matrix (ECM)
(e.g. the tripeptide RGD) to enhance implant–cell adhesion.52 While several stud-
ies233–235,238,239 have demonstrated the effectiveness of coating Ti implants with
RGD to improve bone growth and healing, the mechanism by which RGD and
other peptides adsorb to titania is not yet fully understood. Among other fac-
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tors, this mechanism is believed to be greatly influenced by inorganic elements
of the ECM such as calcium, which is greatly involved in the bone repair and
re-modelling process.81,473 Calcium ions (Ca2+) play critical roles in cell signaling
and the activation and adhesion of platelets (components of blood cells involved in
healing and formation of blood clots) due to their ability to mediate biomolecule–
and cell–material interactions.474–477 Furthermore, Ca2+ (as well as other divalent
cations) can alter the surface properties of TiO2 such as the isoelectric point.
478,479
Despite the fact that the TiO2 surface is negatively charged in physiological envi-
ronments,199 the presence of Ca2+ and other divalent cations at material interfaces
has long been suggested480 and later shown481–484 to facilitate the adsorption of
biomolecules such as proteins and DNA onto like-charge surfaces (including TiO2)
via screening of the negative charge of the surface. Although possible with mono-
valent ions, divalent cations, particularly Ca2+, are thought to be more effective in
screening the surface charge.485 For instance, adsorption of (negatively-charged)
DNA onto mineral surfaces was found to be 100-fold more effective in solutions
containing divalent cations than monovalent cations.485 Furthermore, Thomson
et al.486 demonstrated reversible DNA binding to the negatively-charged mica
surface, solely by using buffers containing different concentrations of a divalent
cation such as Zn2+.
The co-adsorption of charged species such as Ca2+ adds to the complexity of
an already complex aqueous TiO2 interface. This poses significant implications to
the adsorption of biomolecules onto TiO2, thereby affecting the biocompatibility
(see introduction of Chapter 1) of Ti implants, as demonstrated in several stud-
ies.487–492 The co-adsorption of Ca2+ ions on the TiO2 surface will likely influence
the adsorption of peptides by altering their conformation at the interface. Given
the difficulty with which this can be investigated experimentally in atomistic de-
tails, MD simulations can provide a viable alternative tool to examine, at the
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molecular level, the impact of Ca2+ ions on peptides adsorption at the aqueous
TiO2 interface. However, only very few studies have investigated the impact of
Ca2+ on the adsorption of peptides at the TiO2 interface. Monti et al.
470 studied
the adsorption of the tripeptide KEK to the aqueous rutile TiO2 (110) interface in
CaCl2 using MD simulation. The study reported a Ca
2+-mediated adsorption of
negatively-charged carboxyl groups (COO–) to the negatively-charged TiO2 inter-
face, where Ca2+ ions act as a bridge between the TiO2 surface and the peptide.
Furthermore, Wu et al.257,258 evaluated the role of various cations including Ca2+
in determining the binding propensity of the Asp residue of RGD to the aque-
ous rutile TiO2 (110) interface using MD simulations. The authors reported that
the binding propensity of Asp at the TiO2 interface was strongly influenced by
the ionic radii and charge of the mediating cation. Furthermore, divalent cations
appeared to be more effective than monovalent cations in mediating the interac-
tion between the negatively charged Asp residue to the negatively charged TiO2
surface.257 In summary, there is strong evidence that the co-adsorption of Ca2+
to titanium implant surfaces greatly influences their biocompatibility, suggesting
that Ca2+ can affect the adsorption of peptides and proteins to TiO2. Neverthe-
less, the impact of Ca2+ on peptide adsorption to the aqueous TiO2 interface, at
the molecular level, remains fairly unexplored, with only a handful of computa-
tional studies, limited to the adsorption of tripeptides to the TiO2 interface and
employing standard (non-advanced) MD simulations, having been reported.
This chapter reports investigation of the adsorption of two TiO2-binding pep-
tide sequences at the negatively-charged aqueous TiO2 rutile (110) interface us-
ing state-of-the-art REST+MetaD and REST-only simulations. The two studied
sequences, Ti-1 (QPYLFATDSLIK) and Ti-2 (GHTHYHAVRTQT), have been
identified via biopanning using a phage display library (see Section 1.2.1) on
TiO2 nanoparticles.
17 These sequences were also previously used as templates for
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the biomineralisation of crystalline TiO2 nanoparticles in water (at pH 7.4), Tris
and phosphate buffer solutions.17 However, the binding of either peptide to TiO2
nanoparticles was not characterised, and thus the underlying mechanisms behind
the adsorption of both peptides to TiO2 are unknown to date. Herein, both ther-
modynamic and structural aspects of adsorption of the Ti-1 and Ti-2 sequences
at the TiO2 interface were investigated. In addition, the effect of Ca
2+ ions on
the binding mechanism of Ti-1 and Ti-2 to TiO2, as well as the conformation of
both peptides in solution, was studied.
4.2 Methods
4.2.1 REST Simulations: General Details
Two types of simulations were carried out: REST+MetaD and REST-only sim-
ulations. All REST MD simulations were carried out using GROMACS 4.5.5446
in the NVT ensemble. The simulations were performed on the negatively-charged
aqueous rutile TiO2 (110) interface detailed in Section 3.2.1, and modelled using
the Pre´dota force-field (FF).194 The TiO2 slab atoms were held fixed in space
throughout the duration of the simulations. However, surface hydroxyls were
allowed to move within the constraints of the FF bonded terms. The peptides
and liquid water were described using the CHARMM22* FF202,204 and TIPS3P
model,464,465 respectively. A recent study163 that compared the conformational
ensemble of an IDP (see Section 1.3.2), generated using different FFs, showed that
the ensemble generated using CHARMM22* with the TIPS3P model agreed best
with corresponding experimental structural data. Due to the large length-scale
of the peptide, a TiO2 slab bigger (in the lateral dimension) than that used for
the amino acid analogues (Section 3.2.1) was utilised (60.7× 57.5× 14.5 A˚). The
dimension of the simulation cell in the direction normal to the slab was adjusted
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Table 4.1: Summary of the number of peptide chains, water molecules, and counte-
rions used in the REST+MetaD and REST-only simulations of Ti-1 and Ti-2 at the
negatively-charged aqueous rutile TiO2 (110) interface and the REST-only simulations
of Ti-1 and Ti-2 in solution.
Peptide Chains Water Molecules Counterions
Interface Solution Interface Solution Interface Solution
Ti-1 1 1 6951 6773 54 Na+ 4 Cl– 19 Na+ 19 Cl–
Ti-2 1 1 6953 6771 52 Na+ 4 Cl– 19 Na+ 21 Cl–
to ∼57.5 A˚ to obtain bulk TIPS3P water density (at 300 K and ambient pressure)
in the centre of the inter-slab space. The slab comprised 6100 atoms, including
50 OH– groups (25 on each surface) and thus carried a total of −50e charge. This
corresponds to a surface charge density σ = −0.104 C m−2, which is close to the
experimentally-determined charge density of this TiO2 surface at room tempera-
ture in NaCl solutions at near-physiological pH.194 Na+ and Cl– ions were added
to the solution of liquid water to recover overall charge neutrality of the simulation
cell and to provide a Na+ concentration of 0.15 M in bulk solution. To realise this
salt concentration in the bulk solution for the surface-adsorbed simulations (i.e.
those simulations where the surface was present), extra Na+ ions were added to
the system (see Table 4.1) because, on average, 34 Na+ ions were found to adsorb
strongly to the negatively-charged slab (17 ions on each surface) thereby deplet-
ing the “bulk” Na+ concentration. In experiment, however, this is not a problem
because the amount of bulk solution used is large enough that such depletion will
have negligible impact on the bulk Na+ concentration. For simulations in CaCl2,
every two Na+ ions were replaced with one Ca2+ ion. All other simulation pa-
rameters were identical to those used in the simulations of amino acid analogues
(Section 3.2.1) unless otherwise stated below.
In all REST simulations, the thermal temperature of all replicas was 300 K.
However, each replica featured a unique “effective temperature”, with all 16 repli-
cas spanning the “effective temperature” range of 300–433 K. As explained in
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Section 2.3.3, the “effective temperature” in each replica was realised by choos-
ing a different λ value. Following a successful protocol devised by the Walsh
group,54,186 the “effective temperature” set for all the replicas were 300.00, 305.35,
310.89, 317.25, 323.88, 331.57, 339.88, 349.11, 358.07, 367.37, 380.98, 389.80,
398.22, 406.85, 419.97, 433.00 K. For the simulation of each peptide sequence, 16
replicas were prepared, with each replica containing a unique initial peptide struc-
ture constructed by hand, covering a range of common folded-backbone secondary
structure motifs. Following previously published work,54,448 the solute group was
defined as the peptide chain and the subset of counterions required to neutralise
the charge of the peptide. Prior to the REST simulations, all replicas were equili-
brated for 0.5 ns at their target Hamiltonian. During the REST runs an exchange
attempt between two neighbouring replicas was made every 1 ps. The average
probability an exchange attempt was accepted was ∼0.65 for simulations of the
peptides adsorbed at the TiO2 surface, and also for the peptides free in solution.
4.2.2 REST+MetaD Simulation Details
One REST+MetaD simulation of each peptide sequence adsorbed at the TiO2
interface was carried out for 120 ns, resulting in an aggregate of 1.92 µs simulation
time (16×120 ns = 1.92 µs). Both simulations were performed using GROMACS
4.5.5, incorporated with an in-house customised version186 of the PLUMED 1.3
plugin.453 The change in free energy of the system was calculated as a function
of one collective variable (CV) (see Section 2.4), namely the adsorbate–surface
distance in the direction normal to the surface. The adsorbate and surface were
defined as the centre-of-mass (COM) of the peptide and top Ti-plane of the slab,
respectively. Gaussians (see Section 2.4.1) of 0.2 kJ mol−1 height and 0.1 A˚ width
were deposited along the CV direction every 0.5 ps.
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4.2.3 REST-Only Simulation Details
REST-only (without MetaD) simulations were carried out for each peptide for two
conditions; “surface-adsorbed” and “in solution”. In each case REST runs were
carried out for 15 ns each, yielding an aggregate of 0.24 µs simulation time (16×15
ns = 0.24 µs). The number of Na+ and Cl– ions (see Table 4.1) was chosen to
ensure a Na+ concentration of 0.15 M in bulk solution. For REST-only simulations
in CaCl2, Na
+ ions were replaced with Ca2+ ions (27 and 26 ions for Ti-1 and Ti-2
at the interface, and 8 ions for each peptide in solution), maintaining the ionic
strength of the salt solution. Other simulation details were as described above. In
the presence of the TiO2 slab, both peptides were found, in both NaCl and CaCl2
solution, to be adsorbed to the surface throughout most of the simulation (i.e.
in more than 90% of the REST reference replica trajectory). Figure 4.1 shows
peptide–slab separations as a function of MD step for both peptides in NaCl and
CaCl2 solution. Analysis of simulation trajectories showed that, in NaCl solution,
at least one residue of peptide Ti-1 and Ti-2 was, for example, within 7 A˚ of
the slab (the largest cutoff distance used to evaluate residue–surface contact; see
Table 4.2) in 94.1% and 99.9% of the trajectory, respectively. In CaCl2 solution,
this percentage was found to be 91.2% and 99.8% for Ti-1 and Ti-2, respectively.
4.2.4 Adsorption Free Energy Calculations
The adsorption free energies of Ti-1 and Ti-2 at the TiO2 interface were extracted
from the REST+MetaD simulations, following the method employed previously186
and described in Section 3.2.2. Here, however, the ‘adsorbed’ and ‘bulk’ regions
were defined differently to those used in Chapter 3 (see Figure 4.2). The value of
z0 and z1 for each peptide was determined from a symmetrised final free energy
profile (for tf = 120 ns), which is simply the average profile of those corresponding
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Figure 4.1: Peptide–slab separations as a function of MD steps for Ti-1 and Ti-2 at the
negatively-charged aqueous rutile TiO2 (110) interface from REST-only simulations in
a) NaCl and b) CaCl2 solution.
to the ‘top’ and ‘bottom’ surfaces of the slab (i.e. the slab surface and its periodic
image in the direction normal to the surface). z0 corresponds to the minimum
value of the CV (moving from the surface to the bulk) for which G(X, tf ) >
−4.0 kJ mol−1; z1 was set at the same distance from the bottom surface of the
slab’s periodic image along the direction perpendicular to the slab because of
the symmetry of the profile. Accordingly, the peptide is considered adsorbed for
zmin<z<z0 and z1<z<zmax, and in the bulk for z0<z<z1 (see Figure 4.2). Note
that while the values for z0 and z1 were determined from the symmetrised, final
free energy profile, the ∆Gads of the peptide was calculated using the original
(i.e. unsymmetrised), final free energy profile following the method described
in Section 3.2.2. Furthermore, error bars of the adsorption free energies were
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determined as the mean of the difference between the free energy of adsorption
calculated at each surface of the slab. It must be noted that the free energy
profile of Ti-2 is less symmetric than that of Ti-1 (see Figure 4.2). Ideally, the
simulation of Ti-2 would have been extended. However, this was not possible
due to the extremely computationally intensive nature of such REST+MetaD
simulations and the limited time and resources available for this project. This
fact notwithstanding, the free energy profile of Ti-2 is sufficient to provide an
estimate of the peptide’s free energy of adsorption.
4.2.5 Clustering Analysis
The Boltzmann-weighted ensemble of conformations (Section 1.3.2) of Ti-1 and
Ti-2 adsorbed at the TiO2 interface and in solution was generated from the ref-
erence trajectory (corresponding to the unscaled Hamiltonian at 300 K in replica
1) of the REST-only simulations. The 15000 conformations (one frame gener-
ated every 1 ps) obtained from each of these 15 ns REST-only simulations were
grouped into ‘clusters’ of similar structures following the method devised by Daura
et al.459 Section 2.5.1 provides an outline of the method, which compares peptide
backbone conformations based on the RMSD between their backbone atom posi-
tions to identify the number of thermally-accessible peptide structures. A cutoff
distance of 2 A˚ was found to be appropriate in previous studies of oligopeptide
adsorption to aqueous inorganic interfaces,54,186,448 and thus was chosen in this
work for the clustering analysis which was performed over the whole trajectory
of each REST-only simulation. It must be noted that when comparing distinct
clusters, e.g. clusters of a peptide at an interface with clusters of the peptide in
solution, matches may be mutually exclusive. For example, if cluster A is a match
with cluster B, and cluster B is a match with cluster C, this does not necessarily
mean that clusters A and C are a match.
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Figure 4.2: Symmetrised final free energy profiles of the adsorption of Ti-1 and Ti-2
at the negatively-charged aqueous rutile TiO2 (110) interface. For the extraction of
adsorption free energies, the ‘adsorbed’ and ‘bulk’ regions are marked by z0 and z1,
determined using the symmetrised final free energy profiles.
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4.2.6 Peptide Structure Analysis
The relative proportions of peptide secondary structure motifs for both Ti-1 and
Ti-2, both in solution and when adsorbed at the aqueous TiO2 interface, were
determined using Ramachandran analysis of the conformations generated from
the entire trajectories of the REST-only simulations. For more details on how
peptide secondary structures are assigned using the Ramachandran analysis see
Section 2.5.2.
4.2.7 Residue–Surface Contact Analysis
To evaluate the contribution of individual residues to peptide adsorption at the
aqueous TiO2 interface, the degree of residue–surface contact was calculated for
‘direct’ and ‘solvent-mediated’ contact modes using trajectories of the REST-only
simulations. Contact between a residue and the TiO2 surface was defined as ‘di-
rect’ if there were no intervening water molecules between the residue side-chain
and the surface, and ‘solvent-mediated’ if the residue adsorbed to the first inter-
facial water layer rather than directly with the surface itself. Details of water
structuring at the aqueous TiO2 interface are provided in Section 3.3.1. A sim-
ilar strategy has been used to analyse the contact between peptide residues and
aqueous interface of other inorganic materials.54,186,448 Note that for the purpose
of calculating residue–surface distances the TiO2 surface was defined as the up-
permost plane of the slab’s basal Ti atoms (see Section 3.2.1). More specifically, a
residue was considered in direct contact if a reference site assigned to the residue
was found within a given cutoff separation (d) from the surface (i.e. z ≤ d), and
was defined to be in solvent-mediated contact for d<z<(d+ 2 A˚) (see justification
herein). Residue reference sites and cutoff distances are listed in Table 4.2.
The reference sites for individual residue types were chosen to best determine
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the propensity with which a residue’s side-chain was at a particular distance from
the surface (i.e. in direct or solvent-mediated contact), and are very similar
to reference sites reported elsewhere.54,186,448 The cutoffs for direct and solvent-
mediated contact for individual residue types were chosen based on the histograms
of residue–surface distances (see Figure 4.3). These histograms, obtained from
the REST-only simulation trajectories, indicate the likelihood that each peptide
residue was found at a particular distance from the TiO2 surface (displayed for
distances within 10 A˚ of the surface in Figure 4.3). Comparison between the
location of interfacial water layers and histogram peaks (Figure 4.3), together
with inspection of corresponding trajectory frames (Section 2.2), provided the
basis for the choice of cutoff distances (Table 4.2). In addition, the 2 A˚ increment
in the (d + 2 A˚) cutoff used to define solvent-mediated contact is approximately
equivalent to the distance between the surface hydroxyls (top-most atoms in the
slab) and the first interfacial water layer (Section 3.3.1). Residue–surface contact
propensity was classified into six categories based on the percentage of frames that
a residue’s reference site was located within the corresponding cutoff distance: 0.5–
9.9%, 10–19.9%, 20–39.9%, 40–59.9%, 60–79.9%, and 80–100%. A residue–surface
contact propensity of less than 0.5% was considered negligible.
4.3 Results and Discussion
4.3.1 Peptide–Surface Binding Affinity
As will be shown below, despite having different sequences and total hydropa-
thy (i.e. degree of hydrophilicity or hydrophobicity), both Ti-1 and Ti-2 were
found to have similar binding affinity to the aqueous TiO2 interface. The ad-
sorption free energies of both peptides at the negatively-charged aqueous rutile
TiO2 (110) interface were estimated from the REST+MetaD simulations. These
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Table 4.2: Reference sites and cutoff distances used to evaluate residue–surface direct
contact and solvent-mediated contact, analysed for the REST-only simulations of Ti-1
and Ti-2 adsorbed at the negatively-charged aqueous TiO2 rutile (110) interface.
Residue Reference site Cutoff distance (A˚)
Ala Beta carbon 5.5
Arg Cz in guanidinium group 5.0
Asp Gamma carbon 5.0
Gln Side-chain oxygen 4.5
Gly Alpha carbon 5.5
His Centre-of-mass of imidazole ring 5.5
Ile Beta carbon 7.0
Leu Gamma carbon 6.5
Lys Side-chain nitrogen 5.0
Pro Centre-of-mass of ring 5.5
Phe Centre-of-mass of phenyl ring 5.5
Ser Side-chain oxygen 5.0
Thr Side-chain oxygen 5.0
Tyr Phenol oxygen 5.0
Val Beta carbon 6.5
state-of-the-art techniques were used to overcome the challenges associated with
obtaining the Boltzmann-weighted ensemble of conformations (Section 1.3.2) for
IDPs (Section 1.3.2) which is expected to be complex.54,448,449 This complexity
is due to the fact that, under certain conditions, an IDP adopts structures from
a diverse ensemble of conformations rather than assuming a well-defined struc-
ture,154,156,158 which likely translates to a more complex potential energy land-
scape (Section 1.3.1) The change in free energy of each system was obtained
as a function of one CV, namely the distance of the peptide’s COM from the
surface. Figure 4.4 shows evidence of good degree of sampling of the “effective
temperature” space in the REST+MetaD simulations of both peptides. These
data show that, for both peptides, the system corresponding to the reference,
unscaled replica (replica 1) had repeatedly visited all the replicas of the system
throughout the duration of the simulation, highlighting the effectiveness of the
sampling in the REST approach. Furthermore, evidence of sufficient sampling of
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Figure 4.3: Histograms of residue–surface contact for residues of Ti-1 (top) and Ti-2
(bottom) at the negatively-charged aqueous rutile TiO2 (110) interface, obtained from
REST-only simulations. The density profile of interfacial water (middle) is shown for
comparison.
the CV during both 120 ns REST+MetaD simulations is provided in Figure 4.5,
which also revealed that an equivalent degree of sampling was achieved in both
simulations. The histograms in Figure 4.5 show the frequency with which the
peptides, tracked by their respective COM, were located at a given distance from
the surface (i.e., in the adsorbed or bulk region). Accordingly, a relatively flat
line, as observed for t = 120 ns in both simulations, indicates that the entire CV
space has been sufficiently sampled, exploring peptide conformations correspond-
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ing to the adsorbed and bulk regions. In addition, evidence of the approach to
equilibration for the REST+MetaD simulations is provided in the combination of
histograms of the sampled CV as a function of simulation timestep (Figure 4.5),
time evolution of the free energy profiles (Figure 4.6) and time evolution of the
well-depth of the free energy profiles (Figure 4.7). Note that in Figure 4.7, ∆G
for each peptide was calculated as the difference between the average well-depth
of the free energy profile obtained for both surfaces of the TiO2 slab and the free
energy of the bulk region. Furthermore, the error bars were calculated as the
average difference between the calculated ∆G value and the well-depth of the free
energy profile corresponding to each slab surface.
The generated free energy profiles were used to extract the adsorption free
energy of both peptides. The choice of the ‘adsorbed’ regions (see Figure 4.2) was
determined to exclude regions of the CV where the free energy of the system is
within thermal fluctuations (G(X, tf ) > −4 kJ mol−1) (see Methods). The ad-
sorption free energies of Ti-1 and Ti-2 were estimated from these REST+MetaD
simulations to be −12.7 ± 0.4 and −16.4 ± 3.7 kJ mol−1, respectively. The es-
timated adsorption free energies are thus very similar in magnitude, with over-
lapping error bars indicating that these free energies are very close, despite both
peptides having different sequences and a different overall charge (see Table 4.3).
While Ti-1 has an overall neutral charge due to the presence of one Asp residue
and one Lys residue, Ti-2 carries an overall positive charge due to one Arg residue
and three His residues. Note that, in the simulations reported in this chapter,
only H4 was protonated (i.e. carried a positive charge) while H2 and H6 were
not. Experimentally, however, it is very challenging to determine if His residues
are protonated or charge-neutral because, with a pKa value of ∼6.0–6.5 at physi-
ological pH, the side-chain of His can be found in either charge state (more details
in Chapter 5). The overall charge features of both peptide sequences share re-
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Figure 4.4: Mobility of system replicas through “effective temperature” space as a
function of MD step for a) REST+MetaD and b) REST-only simulations of Ti-1 and
Ti-2. Blue, green, orange, and red correspond to replicas 1, 6, 11, and 16, respectively.
The data for REST+MetaD refer to the first 15 ns of the simulations.
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Figure 4.5: Histograms of the relative likelihood that the CV (distance from the surface)
was sampled after 30, 60, and 120 ns of the REST+MetaD simulations of Ti-1 and Ti-2
at the negatively-charged aqueous rutile TiO2 (110) interface.
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Table 4.3: Amino acid sequence, total charge, and predicted free energy of adsorp-
tion (FE Ads.) of Ti-1 and Ti-2 at the negatively-charged aqueous rutile TiO2 (110)
interface. Charged residues are highlighted in bold font.
Peptide Sequence Total Charge FE Ads. (kJ mol−1)
Ti-1 QPYLFATDSLIK 0 −12.7± 0.4
Ti-2 GHTHYHAVRTQT +2 −16.4± 3.7
semblance with the strong TiO2-binding peptide sequences (TiBP1 and TiBP2)
investigated by Yazici et al.230 In addition, the Ti-1 and Ti-2 sequences differ in
overall hydropathy, where Ti-1 shows a small degree of hydrophobicity compared
with Ti-2 which shows a greater hydrophilic character.
The binding affinities of Ti-1 and Ti-2 at the charged aqueous TiO2 interface
were also measured experimentally using QCM-D measurements (Section 1.2.2)
by our collaborators at Nottingham Trent University, U.K. Note that the find-
ings of these experiments as well as the simulations presented in this chapter
(for the peptides in NaCl) are currently under review for a joint publication.493
The binding affinities of both peptides17 were estimated using QCM-D measure-
ments (Section 1.2.2) using a Ti sensor with a naturally oxidised Ti surface which,
therefore, is most likely to be largely amorphous. Moreover, these QCM-D mea-
surements were taken in conditions similar to those employed in the simulations
performed here; in a NaCl solution of 0.15 M at pH 7.4 and room temperature
and pressure. The binding affinity of both peptide sequences in water was also
investigated. Following the successful approach of Tang et al.,54 peptide binding
affinities of Ti-1 and Ti-2 were inferred from the experimental data according to
the difference in free energy between the adsorbed and desorbed states, which was
determined from the measured equilibrium constant of binding according to Keq =
exp[∆G/RT ], where R and T are the gas constant and temperature, respectively
(see Section 1.4.3). The two peptide sequences were expected to show high affin-
ity to TiO2, because both were found to induce the formation of crystalline TiO2
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Figure 4.6: Evolution of the free energy profile corresponding to the adsorption of a)
Ti-1 and b) Ti-2 at the negatively-charged aqueous rutile TiO2 (110) interface, as a
function of distance from the surface.
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Figure 4.7: Evolution of the adsorption free energy of Ti-1 and Ti-2 at the negatively-
charged aqueous rutile TiO2 (110) interface, as a function of REST+MetaD simulation
time.
nanoparticles in aqueous solution17 (Section 1.4.3). Indeed, based on the QCM-D
measurements, the experimental binding affinity inferred for Ti-2 in 0.15 M NaCl
was found to be −39.2±0.1 kJ mol−1. This binding affinity is comparable to that
(∆Gads = −38.4 ± 0.3 kJ mol−1) reported by Yazici et al.230 (Section 1.4.3) for
TiBP2 (SRPNGYGGSESS) adsorbed at a titanium substrate that was chemically
similar to implant-grade Ti (and would present a thermally-oxidised surface under
aqueous conditions) and the gold-binding peptide AuBP1 (WAGAKRLVLRRE)
adsorbed at the aqueous Au interface (∆Gads = −37.6 ± 0.9 kJ mol−1).54 Inter-
estingly, both Ti-2 and TiBP2 contain one Arg residue, which was predicted to be
the strongest binder of all the residues to the negatively-charged aqueous rutile
TiO2 (110) interface (Section 3.3.6).
The binding affinity of Ti-1, however, could not be estimated in NaCl solution
because the adsorption behaviour of the peptide did not follow a Langmuir model,
and therefore a fit to the Langmuir model (appropriate for monolayer adsorption)
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or a Freundlich model (appropriate for multi-layer adsorption) was not credible.
In water, however, where there were no such problems, it was possible to infer
the experimental adsorption free energy of both peptides. QCM-D measurements
taken in water at pH 7.4 lead to a predicted ∆Gads of −33.6 ± 0.4 kJ mol−1 for
Ti-1 and −32.9 ± 0.9 kJ mol−1 for Ti-2 (unpublished data).493 The difference in
binding of Ti-1 and Ti-2 in water compared with 0.15 M NaCl solution suggests
that the initial adsorption mechanisms of the two peptides in 0.15 M NaCl solu-
tion is different. Furthermore, experiments involving the re-introduction of water
or 0.15 M NaCl solutions to the Ti sensor used in the QCM-D experiments re-
vealed differences in the adsorption/desorption behaviour between Ti-1 and Ti-2,
possibly due to the variation in hydropathy between the two peptides.493
4.3.2 Peptide Structure at the Interface and in Solution
The QCM-D experiment discussed in Section 4.3.1 cannot provide details regard-
ing the conformations of Ti-1 and Ti-2, particularly when adsorbed at the TiO2
interface, or indicate the involvement of individual residues in peptide binding.
Such information can be obtained more readily from advanced molecular simu-
lations. It must be noted, however, that analysis of CD spectra (Section 1.2.3)
measured for Ti-1 and Ti-2 in water in the presence and absence of the TiO2
precursor titanium bisammonium lactatodihydroxide (TiBALDH) revealed that
both peptides have a random coil conformation when in aqueous solution and
in the presence of TiBALDH.17 In addition, the measured CD spectra for both
peptides with and without the precursor showed significantly more variation for
Ti-1 than Ti-2 (Figure 4.8), suggesting that the former is more susceptible to
conformational change as a result of interacting with the TiBALDH precursor.17
As will be demonstrated herein, and as expected, both peptides featured
greater disorder in solution than when adsorbed at the interface, with Ti-1 show-
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Figure 4.8: A) CD spectra of Ti-1 in water and Ti-1 in water in the presence of
TiBALDH. B) CD spectra of Ti-2 in water and Ti-2 in water in the presence of
TiBALDH. Reprinted with permission from Puddu et al..17 Copyright (2016) American
Chemical Society.
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ing a smaller loss of conformational entropy upon adsorption compared with Ti-2.
The structures of Ti-1 and Ti-2 when adsorbed at the TiO2 interface and when
free in solution (without the presence of the TiO2 surface) were determined to
gain insights into the impact of peptide structure on binding affinity to the aque-
ous TiO2 interface. The conformational ensemble of each peptide adsorbed at the
interface can, in principle, be obtained from the REST+MetaD simulations. How-
ever, such a process is challenging and does not necessarily generate conclusive
results,186 although advances in this area have recently been made.186 Accordingly,
REST-only simulations were carried out to obtain the conformational ensemble
of both peptides adsorbed at the interface and free in solution. Peptide confor-
mations were grouped into ‘clusters’ of unique, thermally-accessible structures,
revealing the relative population of each type of conformation in the ensemble
(see Section 2.5.1).
Evidence of a good degree of sampling of the “effective temperature” space
in the REST-only simulations of both peptides when at the interface and when
in solution is shown in Figure 4.4. It is clear from these data that, in all four
REST-only simulations, the system in the reference, unscaled replica (replica 1)
had visited all 16 replicas within the first 3 ns of the simulation, indicating a
good mix between the replicas, meaning that the REST approach was working
effectively. The change in the number of generated clusters as a function of REST
MD simulation steps (Figure 4.9) provided evidence of equilibration, where in
the last 3 ns of each simulation of Ti-1 and Ti-2, the increase in the number of
clusters relative to the total number of clusters was very small, indicating that
the Boltzmann-weighted ensemble of conformations (Section 1.3.2) in each of the
four simulations has been reasonably recovered.
Table 4.4 shows the total number of clusters, and the populations of the ten
most populated clusters, of both peptides when adsorbed at the interface and when
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Figure 4.9: Number of unique clusters as a function of REST-only MD step for Ti-1
and Ti-2, both in solution and when adsorbed at the negatively-charged aqueous rutile
TiO2 (110) interface.
free in solution, obtained from the REST-only trajectories. The relatively greater
total number of clusters of Ti-1 and Ti-2 when free in solution compared with that
for the adsorbed case indicates that both peptides had a larger ensemble of con-
formations (i.e. thermally-accessible structures) in solution than when adsorbed
at the interface. The number of total clusters reported here is similar to those
reported for other inorganic materials-binding peptides, such as the gold-binding
peptides AuBP1 and AuBP2,448 silver-binding peptides AgBP1 and AgBP2,54,448
and graphene-binding peptide P1.449 The clustering analysis also revealed the pre-
dicted population of each identified cluster in the ensemble (Table 4.4), showing
that the ten most populated clusters had small populations, lacking a dominant
conformation (e.g., with a population of greater than 50%). The top (most popu-
lated) cluster of Ti-1 and Ti-2 adsorbed at the interface accounted for only about
∼12% and ∼23%, respectively. These cluster populations are in line with those
reported for other IDP-like inorganic materials-binding peptides.54,448,449
To investigate the degree of similarity between peptide conformations in so-
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Table 4.4: Percentage of cluster population of top ten most populated clusters of Ti-1
and Ti-2 calculated for the reference replica (replica 1) in REST-only simulations of each
peptide in solution and at the negatively-charged aqueous rutile TiO2 (110) interface.
The total number of clusters in each case is given in parentheses.
Ti-1 Ti-2
Cluster Rank Adsorbed In Solution Adsorbed In Solution
(182) (270) (113) (200)
1 11.7 5.3 23.4 8.7
2 10.2 5.0 12.9 6.4
3 5.6 4.4 9.6 4.9
4 4.1 3.8 6.3 4.6
5 4.0 2.5 6.0 3.5
6 3.7 2.5 5.1 3.5
7 3.2 2.4 4.1 3.4
8 3.2 2.3 3.4 3.2
9 3.1 2.2 2.5 3.0
10 2.6 2.2 2.5 2.8
lution and those adsorbed at the interface, for each peptide, a cross-cluster com-
parison was performed (Table 4.5). Here, the representative conformation of each
cluster, also known as ‘centroid’, adsorbed at the interface was compared with
the conformation of all centroids of the in-solution clusters using a RMSD cut-
off of 2 A˚ between peptide backbone atom positions, which has been found to
be suitable for comparing the conformational ensemble of materials-binding pep-
tides.54,186,448 The comparison revealed fewer matches between adsorbed (see Fig-
ure 4.10) and in-solution (see Figure 4.11) conformations for Ti-1 compared with
Ti-2 (Table 4.5). Furthermore, compared with Ti-2, the cluster matches found
for Ti-1 involved high-ranking (i.e., less populated) clusters, meaning that the
most likely thermally-accessible structures of Ti-1 at the interface are distinct
from those found in solution. In other words, Ti-1 appeared to be more prone to
adsorption-induced conformational changes compared with Ti-2 in the presence
of the TiO2 surface. This corroborates the experimental analysis of CD spectra
17
of Ti-1 and Ti-2 in solution in the presence/absence of the TiBALDH precursor
(Figure 4.8), which suggested that Ti-1 was more susceptible to conformational
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Table 4.5: Cross-cluster comparisons showing structure matches between the top ten
most populated in-solution and adsorbed clusters of Ti-1 and Ti-2. Clusters beyond the
top ten have negligible populations and are thus not shown.
Peptide Cluster Rank (adsorbed) Cluster Rank (in solution) RMSD
Ti-1 4 3 0.1916
8 5 0.1642
Ti-2 3 1 0.1852
3 3 0.1741
4 3 0.1688
5 2 0.1953
8 5 0.1848
9 1 0.1799
changes as a result of interacting with TiBALDH.
The fact that Ti-1 supported a greater number of total clusters compared with
Ti-2 (Table 4.4) suggests that the degree of conformational disorder at room tem-
perature may be greater for the former peptide than the latter. This presumed
difference in conformational disorder did not, however, translate to a greater ran-
dom coil content in the ensemble for Ti-1 compared with Ti-2. Ramachandran
analysis of peptide secondary structure motifs of both peptides in solution and
at the interface (Figure 4.12) showed a similar random coil (or PPII) population
for both peptides in solution and a smaller population of random coil for Ti-1
compared with Ti-2 at the interface. The analysis also revealed that the variation
in the population of peptide secondary structure motifs between adsorbed and
in-solution structures was greater for Ti-1 compared with Ti-2. This further re-
inforces the idea that adsorption at the aqueous TiO2 interface prompted a more
significant conformational change in Ti-1 compared with Ti-2.
However, a large number of distinct peptide clusters does not necessarily
equate to high degree of peptide conformational disorder; a material-binding pep-
tide may, for example, have over 100 clusters in total, but with a population of,
say, 70% for the top cluster, indicating the presence of a well-defined conformation.
The number of unique clusters, representing the most likely thermally-accessible
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Figure 4.10: Representative structures of Ti-1 and Ti-2 obtained using REST-only
simulations of the peptides adsorbed at the negatively-charged aqueous rutile TiO2 (110)
interface. Coloured residues of Ti-1 correspond to K (orange), S (yellow), D (red), T
(mauve), A (pink). Coloured residues of Ti-2 correspond to T (red), Q (mauve), R (tan),
H4 (purple), H2 (yellow) and G (pink). The blue isosurface indicates the structuring of
interfacial water layers.
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Figure 4.11: Representative structures of Ti-1 and Ti-2 in NaCl solution obtained using
REST-only simulations.
Figure 4.12: Population of peptide secondary structure motifs obtained via Ramachan-
dran analysis of the reference replica of REST-only simulations of Ti-1 and Ti-2 in
solution and adsorbed at the negatively-charged aqueous rutile TiO2 (110) interface.
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peptide conformations, however, is related to the conformational contribution to
the peptide entropy, defined as the entropy associated with the number of unique
conformational states that are accessible to the peptide.54 Here, the conforma-
tional entropy, Sconf, of both Ti-1 and Ti-2 was calculated using the definition of
the discrete entropy448 such that:
Sconf = −
n∑
i=1
pi ln (pi) (4.1)
where n is the total number of clusters and pi is the population of the ith confor-
mation. This calculation was performed for Ti-1 and Ti-2 clusters in solution and
adsorbed at the TiO2 interface, using the reference trajectories from the REST-
only simulations.
The conformational entropy values for both peptides are provided in Table 4.6.
These values are comparable to those provided for Au-binding peptides (AuBP1
and AuBP2) and Ag-binding peptides (AgBP1 and AgBP2) adsorbed, individu-
ally, at both the aqueous Au (111) interface and the aqueous Ag (111) interface,448
as well as the graphene-binding peptide (P1) adsorbed at the aqueous graphene
interface.449 Table 4.6 clearly reveals that both peptides featured a higher con-
formational entropic contribution in solution than when adsorbed at the aqueous
interface, indicating that both peptides experienced greater disorder in solution.
Furthermore, the conformational entropic contribution was greater for Ti-1 than
Ti-2 both for the in-solution and surface-adsorbed states. This suggests that Ti-1
was possibly more disordered than Ti-2, both at the interface and in solution.
While materials-binding peptides are expected to lose entropy upon adsorption
to a surface due to a smaller degree of conformational lability, it is postulated
that different peptide sequences could lose different amounts of entropy at the
interface, indicating that entropic factors can influence binding affinity.448 Here,
Ti-1 and Ti-2 were found to lose, respectively, 0.75 and 1.2 in the conformational
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Table 4.6: Conformational entropy values calculated using cluster populations for Ti-1
and Ti-2, adsorbed at the negatively-charged aqueous rutile TiO2 (110) interface and
in solution.
Peptide Adsorbed In Solution
Ti-1 3.86 4.61
Ti-2 2.97 4.17
entropic contribution (i.e. become less entropic) upon adsorption to the TiO2
interface.
In summary, the adsorption free energies of Ti-1 and Ti-2 at the charged
aqueous rutile TiO2 (110) interface, predicted using REST+MetaD simulations,
revealed that the binding affinity of both peptides was similar in magnitude, with
overlapping error bars indicating that the two free energies are very close in value.
This similarity was confirmed by QCM-D experiments carried out by experimental
collaborators.493 Analysis of the total number of clusters and cluster populations
for Ti-1 and Ti-2 adsorbed at the interface and free in solution, obtained from
REST-only simulations, showed that both peptides exhibited greater conforma-
tional disorder in solution than at the interface. Furthermore, the conformational
entropic contribution, calculated using clusters of both peptides when adsorbed
at the interface and when free in solution, revealed that Ti-2 lost more conforma-
tional entropic contribution upon adsorption compared with Ti-1. Overall, the
simulation results suggested that the behaviours of Ti-1 and Ti-2 are typical of
materials-binding peptides that are suspected of being intrinsically disordered in
nature.
4.3.3 Residue–Surface Contact
The results presented thus far suggest that, despite having similar adsorption free
energies, Ti-1 and Ti-2 adsorb to the TiO2 surface via different mechanisms. As
will be shown below, the degree and propensity of peptide residues to make direct
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contact with the surface was far higher in Ti-2 than in Ti-1. Based on the binding
affinities calculated for amino acid analogues at the TiO2 interface (Chapter 3),
charged residues are expected to bind strongly to the interface, whereas uncharged
residues are predicted to show weak or no binding. Figure 4.10 shows represen-
tative structures of Ti-1 and Ti-2 adsorbed at the aqueous TiO2 interface. These
structures correspond to the centroids of the most populated surface-adsorbed
clusters of Ti-1 and Ti-2, i.e. the structures that are most likely to be found
at the interface. It is evident from these structures that both peptides featured
a different number of residues that interact with the surface directly or via the
interfacial water layers.
To gain deeper insights into the contribution of each residue to the binding
of Ti-1 and Ti-2 to the interface, the propensity that each residue was in direct
or solvent-mediated contact with the surface was calculated. This propensity
corresponds to the percentage of the REST-only simulation trajectory where a
particular residue (defined by a reference site) was within a certain distance from
the TiO2 surface (see Methods for details and rationale behind the choice of
reference sites and cutoff distances). The degree of direct residue–surface contact
for all residues is provided in Table 4.7.
Starting with Ti-1, Table 4.7 shows that only one residue, K12, demonstrated
a considerable (40%) propensity to directly interact with the surface. This was
hardly surprising given that positively-charged Lys was predicted to bind strongly
to the negatively-charged TiO2 interface (see Section 3.3.5), in addition to the
residue’s long side-chain which allows Lys to reach the surface even if the peptide
backbone was relatively far away. As mentioned earlier (Section 1.4.3), TiO2-
binding peptides previously identified via phage display (Section 1.2.1) showed
positively-charged residues to be over-expressed.115 Furthermore, while the con-
tribution of Lys to the adsorption of the minTBP peptide (RKLPDA) was found
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Table 4.7: Percentages of the degree of direct and solvent-mediated residue–surface
contact for Ti-1 and Ti-2 at the negatively-charged aqueous rutile TiO2 (110) interface.
The N- and C-term represent both termini of the peptides. Total contact is the sum of
direct and solvent-mediated contact. See Figure 4.13 for the corresponding graphical
depiction of these data.
Peptide Residue/Site Direct Solvent-Mediated Total
Ti-1 N-term 28.7 13.6 42.3
Q1 6.8 15.1 21.9
P2 0.0 20.5 20.5
Y3 1.4 22.7 23.1
L4 0.1 3.5 3.6
F5 0.0 2.6 2.6
A6 0.0 10.4 10.4
T7 9.2 4.6 13.8
D8 5.4 7.6 13.0
S9 0.5 9.7 10.2
L10 0.0 5.1 5.1
I11 1.1 17.3 18.4
K12 40.4 10.4 50.8
C-term 27.4 11.9 39.3
Ti-2 N-term 81.5 7.0 88.5
G1 79.9 9.0 88.9
H2 11.1 20.8 31.9
T3 0.1 26.8 26.9
H4 32.0 30.4 62.4
Y5 23.6 16.8 40.4
H6 0.5 17.7 18.2
A7 0.0 8.6 8.6
V8 0.1 2.9 3.0
R9 91.6 2.1 93.7
T10 0.0 2.3 2.3
Q11 0.1 25.9 26.0
T12 0.5 10.4 10.9
C-term 43.9 7.7 51.6
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to be minor,248 the residue was later shown to be sufficient to anchor the protein
ferritin fused to a mutant minTBP (where Arg was substituted with Ala) to an
amorphous TiO2 substrate.
249 In addition, using MD simulation, Skelton et al.53
showed that binding of minTBP to the aqueous rutile TiO2 (110) interface was
found to be mediated by Asp and either Lys or Arg (Section 1.4.3). Moreover,
both the N- and C-terminus of Ti-1 revealed an appreciable (∼28%) degree of
direct contact with the surface. The termini of a peptide feature an ammonium
(NH+3 ) group and a carboxylate (COO
–) group, which resemble the charged func-
tional groups of Lys and Asp, respectively. Given the strong binding predicted for
Lys and Asp at the interface (Chapter 3) it is not unreasonable that both termini
of the peptide made direct contact with the surface. Indeed, MD simulations of
the adsorption of the RGD tripeptide motif to the perfect and grooved aqueous
rutile TiO2 (110) interface found that the NH
+
3 and COO
– groups featured in the
side-chain of Arg and Asp, respectively, contributed to the adsorption of RGD to
TiO2.
253,254
As Table 4.7 shows, aside from K12, other Ti-1 residues revealed an insignif-
icant (less than 10%) propensity to directly interact with the surface. This was
particularly surprising in the case of D8 which, based on the binding affinity of Asp
analogue (Section 3.3.3), was expected to show a greater degree of surface-contact.
As mentioned earlier, TiO2-binding peptide sequences identified via phage display
(Section 1.2.1) revealed a frequent occurrence of Asp residues (Section 1.4.3).206
Furthermore, evidence from experimental and simulation studies of the impor-
tance of Asp to the adsorption of minTBP53,112,248 and RGD177,253–258 to titania
has been reported. As explained earlier (see Section 3.3.3), the ability of the
negatively-charged methanoate ion (Asp analogue) to adsorb to the negatively-
charged TiO2 surface was most likely due to the adsorbate’s association with Na
+
ions adsorbed at the interface. Here, however, analysis of the simulation trajectory
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showed no Na+ ions in close proximity to D8. In addition, the lack of a tangible
(greater than 10%) propensity for direct D8–surface contact (Table 4.7) is likely
due to the fact that the polar T7–D8–S9 motif is flanked by several hydrophobic
residues (L4, F5, A6, L10 and I11); these hydrophobic residues result in repulsive
interactions that drive these residues to move away from the surface (see Chapter
3), reducing the direct interaction between D8 and the surface.
The histograms of residue–surface distance for Ti-1 and Ti-2 shown in Fig-
ure 4.3 revealed that some residues showed a greater propensity to adsorb to the
first interfacial water layer than directly to the TiO2 surface itself. Evidence of
such solvent-mediated peptide–surface interaction has been reported previously
for the aqueous titania7,53 and gold186 interfaces. The degree of solvent-mediated
residue–surface contact for Ti-1 and Ti-2 residues is provided in Table 4.7 and
shown graphically in Figure 4.13. Note that the total degree of residue–surface
contact in Table 4.7 is simply the sum of direct and solvent-mediated contact for
each residue. For Ti-1, only residues P2 and Y3 showed an appreciable propen-
sity (∼21%) to adsorb to the first interfacial water layer, while all other residues
revealed small or negligible degree of solvent-mediated contact. Here, the lack
of several (strong) surface-binding residues in Ti-1 (Table 4.7), together with the
high number of total clusters (Table 4.4) and relatively small loss of adsorption-
induced conformational entropic contribution, supports the classification of Ti-1
as an entropically-driven binder to TiO2. This classification is based on a pre-
viously reported approach introduced for peptide adsorption to gold surfaces.54
According to the proposed entropically-driven binding mechanism, the favourable
free energy of adsorption of Ti-1 at the aqueous TiO2 interface is suggested to be
partly due to the large number of distinct, thermally-accessible peptide confor-
mations in the adsorbed state.
Unlike Ti-1, however, Ti-2 featured a more extensive direct residue–surface
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Figure 4.13: The degree to which each peptide residue of Ti-1 and Ti-2 was in contact
with the negatively-charged rutile TiO2 (110) surface, calculated from trajectories of
REST-only simulations.
contact with the surface (Table 4.7). Similar to Ti-1, both chain ends of Ti-2 were
predicted to participate in the binding of the peptide directly to the surface, albeit
with high (82%) and moderate (44%) propensity for the N- and C-terminus, re-
spectively (Table 4.7). This relatively high degree of direct surface-contact meant
that Ti-2 was predicted to be pinned to the surface by both termini (see Fig-
ure 4.10). The residues with high degree of direct surface-contact were G1 and
R9. The high contact propensity of G1 was most likely due to its proximity to
the strong-binding N-terminus, because Gly was predicted to show weak or no
affinity to the aqueous interface (Chapter 3). Not surprisingly, however, R9 was
found to have the highest contact propensity (92%) of all Ti-2 residues, anchoring
the peptide to the surface (see Figure 4.10). This favourable R9–TiO2 interaction
was facilitated by the residue’s positive charge and long side-chain which allowed
R9 to reach the surface even when in the vicinity of repulsive or non-binding
residues such as A7, V8 and T10 (see Figure 4.10 and Figure 4.13). As already
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mentioned (Section 1.4.3), Arg has been found to be over-expressed in TiO2-
binding peptide sequences previously identified via phage115 and cell-surface230
display (Section 1.2.1), and the residue’s important role in the adsorption of the
minTBP53,112,248,249 and RGD177,253–258 peptides is well established. Unlike R9, the
other positively-charged residue in Ti-2, H4, does not have as long a side-chain
which, in addition to being flanked by uncharged or hydrophobic residues, likely
caused H4 to show relatively reduced surface-contact propensity (Figure 4.13).
Although TiO2-binding peptide sequences have been found to be rich in His,
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the adsorption of His to TiO2 is particularly complex due to the dynamic pro-
tonation state of the residue’s side-chain at physiological pH. The impact of His
protonation and position on peptide adsorption is investigated in greater detail
in Chapter 5. Other binders in Ti-2 included H2 and Y5, which exhibited a small
(11%) and an appreciable (24%) propensity to directly interact with the surface
(Table 4.7).
Furthermore, the degree of solvent-mediated contact in Ti-2 revealed an ap-
preciable propensity for Q11 (26%) and the H2–T3–H4 motif to adsorb to the
first interfacial water layer (Figure 4.13). All other residues showed small or
negligible degree of solvent-mediated contact with the surface (Table 4.7). The
total predicted surface-contact propensity for Ti-2 residues clearly implies that
the peptide’s adsorption mechanism is distinct compared to that observed for Ti-
1 (Figure 4.13). The fact that Ti-2 featured three anchor residues (i.e. those with
greater than 60% direct surface-contact), combined with fewer unique, thermally-
accessible structures (clusters) and a relatively larger loss of conformational en-
tropic contribution at the interface compared with Ti-1 (see Table 4.4), supports
the classification of Ti-2 as an enthalpically-driven binder.54 In this binding mech-
anism, in contrast to the entropically-driven binding mode proposed for Ti-1, the
favourable adsorption free energy of Ti-2 is mainly ascribed to the strong contact
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between multiple peptide residues and the surface.
In summary, analysis of direct and solvent-mediated residue–surface contact
for Ti-1 and Ti-2 revealed marked differences between the two peptides. These
results, taken together with the number of total clusters and amount of confor-
mational entropic contribution that was lost upon adsorption at the interface,
suggest that the two peptides adsorb via very different mechanisms despite the
fact that their binding free energies were predicted, and measured experimentally,
to be very similar. While the Ti-1 binding behaviour fits with an entropically-
driven binding mode, Ti-2 showed evidence of an enthalpically-driven adsorption
to the aqueous TiO2 interface.
It must be stressed that there are limitations to using a crystalline surface
structural model of TiO2 as is the case in this thesis. In experiment, and real-life
applications, the titania surface is likely to be amorphous rather than crystalline.
Furthermore, many experiments involving the identification of TiO2-binding pep-
tides via biocombinatorial techniques206,230 or the estimation of the binding affin-
ity of peptides to titania230 utilise implant-grade Ti materials which are not only
mostly amorphous, but also contain elements other than Ti and O (i.e. Ti-alloy
materials). Consequently, differences between results obtained from experiments
and results generated from simulations are expected, particularly in the predic-
tion of peptide–surface adsorption free energies. As mentioned earlier, in the
case of this work, although the binding affinities of Ti-1 and Ti-2 measured us-
ing QCM-D493 predicted stronger binding compared with the binding affinities
estimated here, both experiments and simulations revealed that the two peptides
have similar binding affinity to titania.
In addition, when comparing experimental data with MD simulation results,
one must also be mindful of two main major limitations inherent to standard
FFs (Section 2.1.2). These include the inability to describe chemical reactions
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or atomic polarisation. However, the successful use of the combination of FFs
employed in Chapter 3, and previously elsewhere, to model the aqueous bio–
TiO2 interface gives us confidence of the reliability of the same combination of
FFs used here to model the aqueous peptide–TiO2 interface. In Chapter 3 we
showed that the water structuring at the TiO2 interface is in good agreement
with previous simulations171,194 and detailed experimental structural data,188 and
that the binding affinity predicted for amino acids are consistent with available
experimental data. In addition, the same combination of FFs used here has been
previously used to obtain results53 that are consistent with experiment, revealing
the effect of alanine substitutions on the function of the TiO2-binding minTBP
peptide.112
This notwithstanding, the FFs used in this thesis have scope for improvement.
The utilisation of standard FFs in our MD simulations does not allow modelling
the formation or breaking of bonds between the TiO2 surface and atoms of the
solution or adsorbates. Furthermore, in standard FFs, all atoms are assigned
partial atomic charges that are kept fixed during the MD simulation. In exper-
iment, however, atomic charges are dynamic and constantly change depending
on the surrounding environment, and chemical bonds forming or breaking in a
continuous process. While more specialised FFs have been developed to describe
chemical reactions (such as ReaxFF409,410,414) and atomic polarisation (such as
AMOEBA415), these FFs are more computationally demanding and/or not yet
well-established. The high computational cost of ReaxFF prohibits its use with
the REST approach which is important for the efficient sampling of complex sys-
tems such as the aqueous peptide–TiO2 interface. In addition, at the aqueous
bio–TiO2 interface, ReaxFF has only been used thus far to study the adsorption
of amino acids217,467,494 and thus its ability to reliably describe peptide conforma-
tions is very doubtful. In light of this, despite the limitations associated with the
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use of a crystalline surface structural model of TiO2 and utilisation of well-tested
yet standard FFs, the MD simulations of the bio–TiO2 interface reported in this
thesis provide a viable approach to gain a deeper understanding of this complex
interface. This knowledge is a necessary stepping stone towards the development
and implementation of tools capable of reliably modelling bio–TiO2 systems of
greater complexity.
4.3.4 Impact of Ca2+ Ions on Peptide Adsorption
There is strong experimental evidence that Ca2+ ions are deeply involved in many
aspects of biomolecular adsorption at the aqueous TiO2 interface, including the
mediation of biomolecule–material interactions29,474–477,481–483 and manipulation
of TiO2 surface properties.
478,479 Despite the critical roles Ca2+ ions play in the
realm of bio–TiO2 interactions, and the concomitant impact of Ca
2+ ions on the
biocompatibility (see introduction of Chapter 1) of Ti implants, only a handful
of computational studies,257,258,470 employing non-advanced MD simulations, have
investigated the effect of Ca2+ ions on bio–TiO2 interactions at the molecular level.
Moreover, these studies investigated the impact of Ca2+ ions on the adsorption
of tripeptide motifs only, and thus knowledge of such impact on the adsorption
of larger peptides remains lacking. Accordingly, elucidating how Ca2+ ions could
impact the adsorption mechanism of dodecamers Ti-1 and Ti-2 to the aqueous
TiO2 interface, using advanced simulation techniques, will enhance our limited
understanding of the mediation of bio–TiO2 interactions via Ca
2+ ions. Such
understanding, at the molecular level, bodes well for the development of strategies
to manipulate biomolecular interactions at the TiO2 interface and thus control the
biological and cellular response to Ti implants.
Before evaluating the adsorption of Ti-1 and Ti-2 in CaCl2, it is important to
investigate any possible impact of Ca2+ on the structuring of interfacial water. The
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Figure 4.14: Water density profiles in 0.15 M NaCl and 0.075 M CaCl2 solutions at
the negatively-charged aqueous rutile TiO2 (110) interface.
presence of Ca2+ ions at the interface was found to have only marginal influence
on interfacial water layers compared with the case of NaCl (see Figure 4.14). Once
more, it is noted that the surface is defined here as the top Ti plane of the slab.
In CaCl2 the density of the three interfacial water layers was slightly higher, with
small differences in the vertical position (along the z-axis) of the corresponding
peaks; the first two water layers are farther away from the surface (by 0.02 and
0.08 A˚, respectively) whereas the third layer is closer (by 0.04 A˚). These marginal
differences are insignificant for the purpose of inferring peptide–surface binding.
The position and height of the peaks in the water density profile in NaCl is in
excellent agreement with previous work on the same surface.171,194
In addition, while the height of the peaks in our water density profile in CaCl2
is in fair agreement with previous work performed using a charged, partially-
hydroxylated TiO2 aqueous interface,
470 the position of the peaks shown in Fig-
ure 4.14 is a little farther from the surface (2.8, 3.6, 5.7 A˚) in comparison with
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Figure 4.15: Density profiles of Na+ and Ca2+ ions at the negatively-charged aqueous
rutile TiO2 (110) interface.
previous work (2.2, 3.6, 4.8 A˚).470 Furthermore, the position of the peaks of the
first two interfacial water layers is in fair agreement with that reported by Wu
et al.258 (2.34± 0.20, 3.76± 0.28 A˚) for their study of the adsorption of RGD to
the charged rutile TiO2 (110) interface. In addition to the difference in peptide
size of RGD compared to Ti-1 and Ti-2 dodecamers, Wu et al.258 used a TiO2
surface model featuring a surface charge density twice as strong (σ = −0.208 C
m−2) compared with our TiO2 surface model.
As the results presented herein will show, the position of Ca2+ ions at the
interface can have significant impact on the binding of residue side-chains to the
surface. The position and density of Ca2+ at the interface showed similarities
compared with the case of Na+ (see Figure 4.15). Both Na+ and Ca2+ showed
four well-defined layers at the interface, with the first two layers being significantly
more dense than the third and fourth layers. While the position of the first two
peaks from the surface (3.1 and 3.4 A˚) were identical for Na+ and Ca2+, the
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latter showed a more dense second peak compared with Na+ (see Figure 4.15).
Furthermore, both ions showed a small peak at 3.9 A˚ from the surface. However,
the fourth peak for Ca2+ was farther away from the surface (5.3 A˚) compared with
that for Na+ (4.5 A˚).
The position of the peaks corresponding to the first two Ca2+ layers in Fig-
ure 4.15 (3.1 and 3.4 A˚) is in very good agreement with data reported by Pre´dota
et al.,189 using MD simulation. These authors reported at least two Ca2+ layers
at the negatively-charged non-hydroxylated rutile TiO2 (110) aqueous interface
(the same TiO2 surface modelled in this thesis), with the peaks of these two lay-
ers at 3.0 and 3.47 A˚ from the surface.189 Although the position of these peaks
correspond to the TiO2 surface with a charge density twice as strong (σ = −0.208
C m−2) compared with our TiO2 surface model, the authors also performed sim-
ilar simulations at σ = −0.104 C m−2 and found that the position of the peaks
changed by only less than 0.05 A˚, with no observed gross changes in the long-
range structure.189 The position of the first two Ca2+ peaks in Figure 4.15 (3.1
and 3.4 A˚) is also in good agreement with Monti et al.470 for their simulation of the
KEK tripeptide at the charged partially hydroxylated rutile TiO2 (110) aqueous
interface.470 While the authors reported the presence of a single broad Ca2+ layer
located between the first two interfacial water layers (with a peak at ∼3.2 A˚),
it is likely that this broad peak is a conflation of two narrower peaks that were
not resolved in the density profile. In contrast, in their study of RGD adsorption
at the TiO2 interface Wu et al.
258 reported three Ca2+ peaks at the interface,
with the positions of these peaks (3.5, 4.1 and 5.4 A˚) in fair agreement with those
observed here, but for the second (3.4 A˚), third (3.9 A˚) and fourth (5.3 A˚) peak,
respectively (Figure 4.15). However, unlike the results shown in Figure 4.15, the
third Ca2+ peak (5.4 A˚) reported by Wu et al.258 was found to be significantly
more dense than the first two peaks located closer to the surface (3.5 and 4.1 A˚),
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which also contradicts results of previous simulations189,470 that reported one or
two dense peaks within 3.5 A˚ of the surface. The above results notwithstanding,
show that the position of Ca2+ at the negatively-charged TiO2 interface modelled
in this thesis (Figure 4.15) is in fair agreement with previous simulations at the
charged TiO2 interface.
189,258,470
4.3.4.1 Peptide Structure in CaCl2
REST-only simulations of Ti-1 and Ti-2 in CaCl2, in the presence and absence of
the aqueous TiO2 interface, were carried out to study how Ca
2+ ions affect pep-
tide structure at the interface. In each case, the conformational ensemble of the
peptide was evaluated by clustering analysis of the entire 15 ns REST-only tra-
jectory corresponding to the (unscaled) reference replica (i.e. replica 1), revealing
the number and population of thermally-accessible peptide structures. Exemplar
evidence of a sufficient degree of sampling of the “effective temperature” space
in the CaCl2 REST-only simulations is shown in Figure 4.16. The figure shows
that, in all simulations, the system had visited all 16 replica within the first 2 ns.
The change in the total number of clusters as a function of REST MD simula-
tion steps for all simulations (Figure 4.17) becomes increasingly small towards the
end of the simulation, providing evidence of equilibration. This suggests that the
Boltzmann-weighted ensemble of conformations (Section 1.3.2) has been reason-
ably recovered in each of these simulations, at least for this effective temperature
window.
As the results herein will show, the presence of Ca2+ ions had a far greater
impact on the structure of Ti-1 than Ti-2, particularly when the Ti-1 peptide was
adsorbed at the TiO2 interface. The total number of clusters for Ti-1 and Ti-2 in
CaCl2, when adsorbed at the aqueous TiO2 interface (130 and 81, respectively)
and when free in solution (175 and 157, respectively) (see Figure 4.17), is reduced
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Figure 4.16: Mobility of system replicas through “effective temperature” space as a
function of REST-only MD simulation step for Ti-1 and Ti-2 in CaCl2, adsorbed at
the negatively-charged aqueous rutile TiO2 (110) interface and in solution. Blue, green,
orange and red correspond to replicas 1, 6, 11 and 16, respectively.
compared to those corresponding to the same simulations in NaCl (182 and 113 at
the interface, and 270 and 200 in solution), indicating that the two peptides were
less disordered in CaCl2 than in NaCl (see Table 4.8). This fact notwithstanding,
the total number of clusters for both peptides in CaCl2 (see Table 4.8) was com-
parable to other materials-binding peptides.54,448 Furthermore, similar to the case
of NaCl, Figure 4.17 reveals that Ti-1 supported more clusters than Ti-2 (i.e.
a greater number of thermally-accessible conformations) in CaCl2, both at the
interface and in solution. This suggests that, similar to the results in NaCl (see
Table 4.8), Ti-1 may be more disordered than Ti-2 in CaCl2. In addition, in CaCl2
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Figure 4.17: Number of unique clusters as a function of REST-only MD timestep for
Ti-1 and Ti-2 in CaCl2 solution, both when free in solution and when adsorbed at the
negatively-charged aqueous rutile TiO2 (110) interface. To reiterate, the number of
unique clusters is dependent on the cut-off distance used in the clustering analysis.
solution both peptides again unsurprisingly revealed a larger number of clusters in
solution than at the interface, demonstrating adsorption-induced conformational
changes. Furthermore, the difference between the total number of clusters at the
interface and that in solution was larger for Ti-2 than for Ti-1, suggesting that,
at the interface, the latter peptide had greater conformational freedom (i.e. Ti-
1 supported a greater number of thermally-accessible conformations) compared
with Ti-2.
As will be shown below, Ca2+ ions were found to limit the conformational
freedom of both Ti-1 and Ti-2 at the interface. The population of the top ten
clusters of both peptides in CaCl2 and NaCl, at the interface and in solution, is
shown in Table 4.8. Similar to the results reported for NaCl, the population of the
top ten clusters in CaCl2 did not reveal the presence of a dominant conformation
for either peptide when at the interface or when in solution. However, both Ti-1
and Ti-2 showed similar populations for the top two clusters in CaCl2, particularly
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at the interface where they accounted for ∼45% of the total cluster population
(Table 4.8). This was different from what was observed for both peptides in NaCl,
where the population of the top two clusters for Ti-1 and Ti-2 at the interface
were ∼22% and ∼36%, respectively (see Table 4.8). This difference in cluster
populations for both peptides between the CaCl2 and NaCl cases indicates that,
at the interface, Ca2+ ions had a greater impact on the conformation of Ti-1 than
on that of Ti-2. However, the population of the top two clusters in CaCl2, together
with the smaller number of total clusters compared with that in NaCl (Table 4.8),
suggest that Ca2+ ions have restricted the diversity of the conformational ensemble
of both peptides at the interface. The population of the top clusters in CaCl2 at
the interface are comparable to those reported for gold-binding peptide AuBP2
and silver-binding peptide AgBP2 at the aqueous Au interface in NaCl.54,448
As the cross-cluster comparison will show herein, the conformations of both
Ti-1 and Ti-2 in the presence of Ca2+ ions were more distinct compared to their
conformations in NaCl. To examine the degree of similarity between the clus-
ters of both peptides at the interface compared with the clusters in solution (in
CaCl2), a cross-cluster comparison involving the top ten clusters in each group was
performed (Table 4.9). Similar to what was noted for the two peptides in NaCl
(Table 4.5), Ti-1 showed fewer matches in CaCl2 between surface-adsorbed and
in-solution clusters compared with Ti-2. Indeed, only one match was found (using
the 2 A˚ RMSD cutoff) for Ti-1 which, in this case, involved the least populated of
the top ten clusters at the interface. The same comparison for Ti-2 revealed three
matches including the 2nd and 3rd most populated clusters of surface-adsorbed
conformations (Table 4.9). The analysis showed that, in NaCl and CaCl2, the
most populated cluster for either peptide adsorbed at the interface was distinct
from any clusters of the same peptide when free in solution; note that matches
with low-populated (i.e. beyond top ten) clusters in solution are regarded as in-
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Table 4.8: Percentage of cluster population of top ten most populated clusters of Ti-1
and Ti-2 calculated for the reference replica (replica 1) in REST-only simulations of
each peptide in CaCl2 solution and at the negatively-charged aqueous rutile TiO2 (110)
interface. The total number of clusters in each case is given in parentheses. NaCl data
are re-presented here for convenience.
Ti-1 Ti-2
Salt Cluster Adsorbed In Solution Adsorbed In Solution
Solution Rank (130) (175) (81) (157)
CaCl2 1 23.1 11.0 22.7 11.3
2 22.2 8.7 22.5 11.2
3 7.6 6.2 11.3 6.3
4 6.4 5.8 4.4 6.0
5 3.9 4.9 4.0 3.8
6 3.0 4.3 3.8 3.2
7 2.5 3.6 3.2 3.1
8 2.1 3.6 2.9 3.0
9 2.0 3.1 2.5 2.9
10 1.7 2.5 2.3 2.7
NaCl (182) (270) (113) (200)
1 11.7 5.3 23.4 8.7
2 10.2 5.0 12.9 6.4
3 5.6 4.4 9.6 4.9
4 4.1 3.8 6.3 4.6
5 4.0 2.5 6.0 3.5
6 3.7 2.5 5.1 3.5
7 3.2 2.4 4.1 3.4
8 3.2 2.3 3.4 3.2
9 3.1 2.2 2.5 3.0
10 2.6 2.2 2.5 2.8
significant due to their relatively minor populations. Overall, however, the fact
that Ti-1 and Ti-2 showed fewer matched clusters in CaCl2 (Table 4.9) than in
NaCl (Table 4.5), together with a smaller number of total clusters in CaCl2 than
in NaCl, indicates that both peptides featured more unique conformations in the
presence of Ca2+ than Na+ ions. Representative structures of Ti-1 and Ti-2 free
in solution and adsorbed at the interface (in CaCl2) are shown in Figure 4.18 and
Figure 4.19, respectively.
One possible way the presence of Ca2+ could impact the adsorption of both
peptides to the surface is via influencing peptide structure. To assess this possible
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Table 4.9: Cross-cluster comparisons showing structure matches between the top ten
most populated in solution and adsorbed clusters of Ti-1 and Ti-2. Clusters beyond the
top ten have negligible populations and are thus not shown.
Peptide Cluster Rank (adsorbed) Cluster Rank (in-solution) RMSD
Ti-1 10 5 0.1938
Ti-2 2 8 0.1770
3 3 0.1743
9 6 0.1936
impact, Ramachandran analysis of secondary structure motifs (Section 2.5.2) of
both peptides at the interface and in solution was performed. The results revealed
small differences in the population of peptide secondary structure motifs for both
peptides as a result of adsorption (see Table 4.10). In addition, the variation in the
population of peptide secondary structure motifs in CaCl2 compared with NaCl
was greater for Ti-1 than Ti-2 (see Table 4.10). This suggests that the influence
of Ca2+ ions on peptide structure was more significant for Ti-1, which featured a
larger population for random coil in NaCl than CaCl2.
This Ramachandran analysis, however, did not reveal the similarities and dif-
ferences between peptide structures identified in NaCl and those found in CaCl2.
To gain such information, a cross-cluster comparison between the ten most pop-
ulated adsorbed and in-solution clusters for Ti-1 and Ti-2 identified in NaCl and
CaCl2 was performed (Table 4.11). Compared with Ti-1, the Ti-2 peptide showed
more matches between NaCl and CaCl2 clusters for both the surface-adsorbed
and in-solution states. In addition, the top cluster for both peptides in CaCl2 so-
lution (Figure 4.18) was found to be unique, matching none of the corresponding
clusters in NaCl solution. At the interface, however, the top three Ti-2 clusters
in CaCl2 where found to match with top ten Ti-2 clusters in NaCl (Table 4.11),
indicating that Ca2+ ions did not alter the structure of the peptide significantly,
in agreement with the Ramachandran analysis results. Ti-1, on the other hand,
showed no matches between top ten clusters of the adsorbed peptide in CaCl2 and
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Figure 4.18: Representative structures of Ti-1 and Ti-2 in CaCl2 solution obtained
using REST-only simulations.
NaCl. This confirms the suspicion that Ca2+ ions had a profound impact on the
structure of Ti-1, particularly when adsorbed at the TiO2 interface.
As the data below will show, the conformational entropic contributions for
both peptides were influenced by the presence of Ca2+ ions compared with the
NaCl case. The fact that Ti-1 and Ti-2 both supported a smaller number of to-
tal clusters and higher populations for the sum of the top two clusters in CaCl2
than in NaCl (see Table 4.8) suggests54 that both peptides featured a smaller
conformational entropic contribution in CaCl2 than in NaCl. To verify this, the
conformational entropic contribution, Sconf, was calculated according to the defi-
nition of discrete entropy (see Eq. 4.1).448 Indeed, the presence of Ca2+ ions was
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Figure 4.19: Representative structures of Ti-1 and Ti-2 obtained using REST-only
simulations of the peptides adsorbed at the negatively-charged aqueous rutile TiO2
(110) interface in CaCl2. Coloured residues correspond to K (orange), D (red), Q (pink),
G (mauve), H (purple), and R (tan). Interfacial water is shown in transparent blue.
Two Ca2+ ions are shown in gold in the structure of Ti-1, highlighting representative
residue–surface contact mediated by Ca2+ in direct and solvent-mediated contact with
the surface. Note that one Ca2+ ion is embedded in the first interfacial water layer.
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Table 4.10: Population percentages of peptide secondary structure (SS) motifs obtained
via Ramachandran analysis of the reference replica of REST-only simulations of Ti-1
and Ti-2 in CaCl2 and NaCl solution, both when free in solution and when adsorbed at
the negatively-charged aqueous rutile TiO2 (110) interface.
Salt SS Ti-1 Ti-2
Solution Component Adsorbed In Solution Adsorbed In Solution
CaCl2 PPII 43.8 48.7 49.5 45.8
γL 1.9 0.6 0.9 0.8
γ 4.2 4.7 3.9 4.3
β 14.9 14.3 23.7 19.1
αL 0.7 2.0 3.7 5.3
αouter 25.8 21.6 13.1 17.0
αinner 5.8 6.5 2.1 4.0
other 2.9 1.6 3.1 3.7
NaCl PPII 39.1 45.0 48.9 46.3
γL 0.7 0.9 1.2 0.6
γ 4.2 4.7 5.1 4.9
β 16.1 15.1 20.7 18.6
αL 2.2 2.8 2.6 3.6
αouter 27.6 23.1 16.3 19.2
αinner 8.6 6.1 2.7 4.7
other 1.5 2.3 2.5 2.1
found to lower the conformational entropic contribution for both peptides at the
interface and in solution compared with the case of Na+ ions (Table 4.12). Not
surprisingly, both Ti-1 and Ti-2 were found to lose conformational entropic con-
tribution upon adsorption to the surface. However, this loss was greater for Ti-1
in CaCl2 (0.9) compared with in NaCl (0.75). In addition, upon adsorption in
CaCl2, the loss in the conformational entropic contribution for Ti-2 in CaCl2 was
lower than that in NaCl (1.04 vs 1.2). In CaCl2 the conformational entropic con-
tributions for Ti-2 when adsorbed at the interface and when free in solution were
only slightly smaller than those for Ti-1 by 0.2 and 0.06, respectively (Table 4.12).
This fact notwithstanding, the conformational entropic contributions for Ti-1 and
Ti-2 in CaCl2 were similar in magnitude to those reported for gold-, silver- and
graphene-binding peptides in NaCl.448,449
Overall, the results indicate that Ca2+ ions exerted a greater impact on the
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Table 4.11: Cross-cluster comparisons showing structure matches between the top ten
most populated clusters of Ti-1 and Ti-2 in CaCl2 and NaCl solutions, when adsorbed
at the negatively-charged aqueous rutile TiO2 (110) interface and when free in solution.
Clusters beyond the top ten have negligible populations and are thus not shown.
State Peptide Cluster Rank (Ca2+) Cluster Rank (Na+) RMSD
In solution Ti-1 3 1 0.1598
3 8 0.1834
6 9 0.1391
Ti-2 2 6 0.1983
2 10 0.1374
3 2 0.1926
3 7 0.1809
4 1 0.1966
8 2 0.1773
8 10 0.1918
10 7 0.1721
Adsorbed Ti-1 - - -
Ti-2 1 3 0.1891
2 9 0.1938
3 5 0.1977
5 1 0.1651
8 3 0.1532
8 9 0.1860
structure of Ti-1 than Ti-2, particularly when the peptide was adsorbed at the
TiO2 interface; these include a smaller number of clusters in CaCl2, greater pop-
ulation of top two clusters in CaCl2, fewer cross-cluster matches between CaCl2
and NaCl, and lower conformational entropic contributions to binding in CaCl2.
These findings strongly suggest that, in the presence of Ca2+ ions, there will be
differences in the propensity and mode of contact (direct vs solvent-mediated)
between the residues of both peptides and the surface compared with the case of
NaCl. These possible differences are explored next.
4.3.4.2 Residue–Surface Contact in CaCl2
As will be demonstrated herein, in the presence of Ca2+ ions at the TiO2 interface a
significant change in direct and solvent/ion-mediated residue–surface contact was
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Table 4.12: Conformational entropy values calculated using cluster populations for
Ti-1 and Ti-2 in CaCl2 and NaCl solutions (re-presented here for convenience), when
adsorbed at the negatively-charged aqueous rutile TiO2 (110) interface and when free
in solution.
Peptide Salt Solution Adsorbed In Solution
Ti-1 NaCl 3.86 4.61
CaCl2 2.95 3.85
Ti-2 NaCl 2.97 4.17
CaCl2 2.75 3.79
observed, particularly for Ti-1 residues. To evaluate this impact, residue–surface
distances obtained from REST-only simulations at the interface in CaCl2 were
plotted into histograms (Figure 4.20). The figure clearly reveals a strong tendency
for certain residues to adsorb directly to the surface and a weaker inclination
for most other residues to adsorb to the interfacial water layer. The propensity
that each peptide residue and terminus of Ti-1 and Ti-2 made direct contact
with the surface in CaCl2 (see Table 4.13 and Figure 4.24), revealed noticeable
differences in direct residue–surface contact compared with that observed in NaCl
(see Table 4.7). While the number of “direct contact” residues/sites was fewer for
Ti-2 in CaCl2 than NaCl, Ti-1 showed the same number of direct contact points in
the two solutions. The C-terminus of both peptides in CaCl2 was found to have
negligible (less than 10%) direct contact with the surface, in contrast to what
was observed in NaCl (27% for Ti-1 and 44% for Ti-2). The N-terminus of both
peptides, however, maintained considerable direct contact with the surface (28%
for Ti-1 and 59% for Ti-2), although this propensity was lower for Ti-2 in CaCl2
than in NaCl (82%).
Interestingly, the contact between K12 in Ti-1 and the surface increased signif-
icantly in the presence of Ca2+ ions (80%), transforming K12 to an anchor residue.
However, this interaction was not mediated by Ca2+ ions, which suggests that the
increase in the propensity of direct K12–surface contact is a non-local effect. K12
was found to coordinate with the TiO2 surface via its ammonium group, where
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Figure 4.20: Histograms of residue–surface contact for Ti-1 (top) and Ti-2 (bottom)
at the negatively-charged aqueous rutile TiO2 (110) interface in CaCl2, obtained from
REST-only simulations. Density profiles of interfacial water and Ca2+ (middle) are is
shown for comparison, in blue and orange, respectively.
one ammonium hydrogen coordinates with a bridging oxygen atom and a sec-
ond ammonium hydrogen interacts with the oxygen of a nearby surface hydroxyl
(see Figure 4.21). The high degree of Lys–TiO2 contact was not surprising given
the strong binding affinity we predicted for the analogue of Lys at the charged
TiO2 interface (see Section 3.3.5). Furthermore, from their REST+metadynamics
simulations of the minTBP (RKLPDA) peptide on the charged aqueous TiO2 in-
terface, Schneider and Colombi Ciacchi7 showed that, in the two main adsorbed
geometries of the peptide at the interface, Lys was found in close proximity to the
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Figure 4.21: Representative configurations showing the direct coordination between
Ti-1 residues a) K12 and b) S9 with the negatively-charged aqueous rutile TiO2 (110)
interface in CaCl2. Water is omitted for clarity.
surface.
In addition to K12, Ti-1 featured two other contact points including S9 and the
N-terminus which, respectively, showed a small (15%) and an appreciable (28%)
propensity to make direct contact with the surface in CaCl2 (Table 4.13). The
direct S9–surface contact was found to be due to the coordination between the hy-
drogen of Ser’s hydroxyl group and a bridging oxygen on the surface or the oxygen
of a surface hydroxyl (Figure 4.21b). While the binding affinity of the AA ana-
logue of Ser to the TiO2 surface was shown in Section 3.3.4 to be unfavourable on
its own, we postulated that a large enough number of polar, uncharged AAs, such
as Ser, may result in strong peptide–TiO2 affinity. This possibility is supported
by the fact that many TiO2-binding peptide sequences identified via biocombi-
natorial techniques (Section 1.2.1) were found to be rich in Ser residues.206,230
In addition, although the study by Brandt and Lyubartsev6 reported that polar
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Table 4.13: Percentages of the degree of direct and solvent-mediated residue–surface
contact for Ti-1 and Ti-2 at the negatively-charged aqueous rutile TiO2 (110) interface.
The N- and C-term represent both termini of the peptides. Total contact is the sum of
direct and solvent-mediated contact.
Peptide Residue/Site Direct Solvent-Mediated Total
Ti-1 N-term 28.0 9.0 37.0
Q1 3.1 21.9 25.0
P2 0.0 29.1 29.1
Y3 0.8 9.9 10.7
L4 0.0 10.2 10.2
F5 0.0 10.6 10.6
A6 0.1 7.1 7.2
T7 0.0 3.9 3.9
D8 0.3 49.6 49.9
S9 14.8 20.0 34.8
L10 0.5 25.1 25.6
I11 0.2 7.3 7.5
K12 80.3 2.4 82.7
C-term 7.4 40.8 48.2
Ti-2 N-term 59.1 15.2 74.3
G1 58.4 18.3 76.7
H2 1.0 25.3 26.3
T3 0.1 17.3 17.4
H4 31.9 19.7 51.6
Y5 0.2 18.8 19.0
H6 2.3 29.8 32.1
A7 0.1 21.1 21.2
V8 6.2 15.6 21.8
R9 93.9 1.8 95.7
T10 7.6 6.4 14.0
Q11 1.3 10.8 12.1
T12 0.2 8.2 8.4
C-term 0.0 13.3 13.3
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Figure 4.22: Representative configurations showing the a) monodentate and b) biden-
tate coordination between D8 (in Ti-1) and Ca2+ at the negatively-charged aqueous
rutile TiO2 (110) interface in CaCl2. In configuration b, D8 is in coordination with a
Ca2+ ion located in the third water layer. Water is omitted for clarity.
and aromatic AA side-chain analogues were found to be the strongest binders to
the aqueous TiO2 (100) interface, there are concerns regarding the accuracy of
some of the results reported in their study, particularly for the case of Ser (see
Section 1.4.2 for details).
As the results herein will show, the negatively-charged Asp residue in Ti-1
was found to adsorb to the negatively-charged TiO2 interface via either mono- or
bidentate bridging coordination with a Ca2+ ion adsorbed directly to the surface.
Despite the predicted favourable affinity for Asp analogue (methanoate ion) to the
negatively-charged TiO2 surface where the molecule was found to adsorb directly
to surface-exposed positively-charged Ti sites (see Section 3.3.3), D8 was not found
to be in direct contact with the surface in NaCl (Figure 4.13) mainly due to its
proximity to a substantial hydrophobic contact. The histograms in Figure 4.20
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showed that D8 featured a significant degree of surface-contact in CaCl2 at dis-
tances 5<z<6.6 A˚, where z is the residue–surface distance in the direction normal
to the surface. This distance range falls under the Asp cutoff distance for solvent-
mediated contact (Table 4.2). However, inspection of all frames corresponding to
the case where D8 is located within 5–6.6 A˚ from the surface revealed that in this
distance range D8 is in Ca2+-mediated contact with the surface, where this residue
coordinates to a Ca2+, located in the second or third (see Figure 4.22) interfacial
water layer, via the carboxylate group of the Asp side-chain. This Ca2+-mediated
Asp–TiO2 interaction is in agreement with observations reported for the interac-
tion of Glu (in the KEK tripeptide)470 and Asp (in the RGD tripeptide)257,258
at the negatively-charged aqueous rutile TiO2 (110) interface. The double peak
observed in the residue–surface distance histogram for D8 in CaCl2 (Figure 4.20)
indicates that there exists two binding modes between D8 and the surface. Inter-
estingly, the two peaks are ∼0.9 A˚ apart; the same distance between the peaks of
the first and second interfacial water layers (see Figure 4.20).
Inspection of frames corresponding to the first peak in the D8–surface distance
histogram showed a predominantly monodentate Asp–Ca2+ coordination, where
one oxygen of the carboxyl group of Asp coordinates with a Ca2+ ion directly
adsorbed to the surface (Figure 4.22a). Calcium ions adsorbed directly to the
surface were found to bind predominantly in the region between bridging oxygen
rails (along the [001] direction) and surface hydroxyls when in proximity to the
latter, or atop the bridging oxygen rails, displacing water molecules in the first
interfacial water layer (see Figure 4.23). For configurations corresponding to the
second peak of the D8–surface distance histogram (Figure 4.20) D8 was found
predominantly in a bidentate D8–Ca2+ coordination where both oxygens of the
carboxyl group of Asp interact with a Ca2+ ion located in the second or third
interfacial water layer (Figure 4.22b). Both mono- and bidentate Asp–Ca2+–TiO2
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Figure 4.23: Snapshot highlighting the direct and solvent-mediated binding of Ca2+
ions (shown in gold and green colour, respectively) at the negatively-charged aqueous
rutile TiO2 (110) interface in CaCl2. Only waters in the first two water layers are shown.
coordinations have been reported by Monti et al.470 and Wu et al.257,258 for the
adsorption of the KEK and RGD tripeptides, respectively, to the charged aqueous
rutile TiO2 (110) interface. Interestingly, Monti et al.
470 reported that initially
the Glu side-chain was in contact with the surface via monodentate coordination
between a Ca2+ ion on the surface, while the other carboxyl oxygen coordinated
with a Ti site. However, towards the end of their 20 ns simulation, the latter
carboxyl oxygen detached from the surface to establish, with the other carboxyl
oxygen, a bidentate coordination with the Ca2+ ion on the surface, suggesting
that the adsorption of COO– groups to the charged TiO2 surface can occur via
Ca2+ ions acting as a bridge between the peptide and the surface.470
Furthermore, in all peptide configurations involving an Asp–Ca2+–TiO2 inter-
action, the peptide’s other carboxyl group (i.e. the C-terminus) was found to be
in a bidentate coordination with a Ca2+ ion that was adsorbed to the interfacial
water layers or located farther away from the surface. The greater propensity of
the C-terminus to remain distant (and yet still bind via Ca2+) from the surface
in CaCl2 compared with NaCl could be due to the greater K12–surface direct
contact in the presence of Ca2+ ions, which is possibly due to the considerable
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Ca2+-mediated adsorption of D8 to the TiO2 surface. However, the correlation
between the degree of surface-contact of D8 and that of other residues is not cap-
tured in the analysis of individual residue–surface contact (Table 4.13). Further
analysis (using code developed by group member Dr. Zak Hughes) to investigate
the simultaneous adsorption of residues, say, A and B, and the contact propensity
of residue B when residue A was adsorbed, was performed. The analysis revealed
a 49% propensity for D8 and K12 to both adsorb at the same time to the surface
(via Ca2+-mediated and direct contact, respectively). This contact propensity is
very similar to that of D8 (Table 4.13), suggesting that when D8 was adsorbed,
K12 too was in contact with the surface. Indeed, the analysis showed that when
D8 was adsorbed, K12 was also adsorbed in 99% of those frames. However, when
D8 was not in contact with the surface, K12 had a 32% propensity to adsorb
directly to the surface. This propensity is only slightly different from that calcu-
lated for direct K12–surface contact in NaCl (40%). While these results are not
necessarily evidence that the adsorption of one residue (D8 or K12) to the surface
drives the adsorption of the other, the results clearly demonstrate that the contact
of these two residues to the TiO2 surface in CaCl2 is correlated.
For Ti-2, on the other hand, the number of contact residues/points with at
least a small (10%) direct contact propensity in CaCl2 (Table 4.13) was fewer
compared with NaCl (Table 4.7). In CaCl2, Ti-2 was found to bind directly to
the surface mostly through G1, H4 and R9, where the considerable (58%) degree
of direct G1–surface contact could be due to the ammonium group (NH+3 ) which
makes up the N-terminus of the peptide). All these contact points (N-terminus,
H4, R9) featured a positively-charged group, and thus their marked propensity to
directly adsorb to the surface was expected given the favourable binding predicted
between positively-charged molecules and the negatively-charged TiO2 surface
(see Chapter 3). Not surprisingly, the N-terminus, H4 and R9 were all found
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Figure 4.24: Degree of direct and indirect (i.e. solvent- and ion-mediated) residue–
surface contact of Ti-1 and Ti-2 residues at the negatively-charged rutile TiO2 (110)
surface in CaCl2, calculated from trajectories of REST-only simulations.
to predominantly adsorb to the surface via coordination to bridging oxygen rails
(see Section 1.4 for TiO2 surface structural model). Similar to the case of Ti-2 in
NaCl, R9 was found to act as an anchor residue, pinning the peptide to the surface
through a bidentate coordination to two neighbouring bridging oxygen atoms (see
Figure 4.19), in agreement with the binding mode observed for the Arg analogue
(Section 3.3.6). Furthermore, H4 which is the only protonated His in Ti-2 (i.e.
H2 and H6 were modelled as charge-neutral), showed the lowest surface-contact
propensity, likely due to its proximity to highly hydrophobic content (H2–T3 and
Y5–V8), which is expected to feature repulsive interaction with the surface (see
Table 4.13) as previously predicted (see Chapter 3). The impact of His protonation
on the binding of Ti-2 to the aqueous TiO2 interface is covered in Chapter 5.
Solvent-mediated contact between Ti-2 residues and the surface was found to
be more extensive in CaCl2 compared with NaCl, with all but three residues (R9,
T10 and T12) showing at least a small (greater than 10%) propensity to adsorb
to the surface via the first interfacial water layer in CaCl2 (see Figure 4.24). In
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their investigation of the adsorption of the tripeptide RGD to the aqueous TiO2
interface using MD simulations, Wu et al.177,257,258 reported that cations such as
Na+ and Ca2+ compete with peptide side-chains for adsorption sites on the TiO2
surface. Not surprisingly, such competition is stronger for divalent cations such
as Ca2+ than monovalent cations such as Na+.257,258 If such competition exists
between cations and Ti-2 side-chains it may explain the more extensive solvent-
mediated contact between Ti-2 residues and the surface in CaCl2 than in NaCl.
For Ti-1, on the other hand, the most significant solvent/ion-mediated contact
with the surface (see Figure 4.24) was from D8 (50%) and the C-terminus (41%)
which, as shown earlier, was in fact Ca2+-mediated adsorption.
As explained earlier, there are limitations to studying the bio–TiO2 interface
using a pseudo crystalline TiO2 surface model, because, in reality, the TiO2 sur-
face is expected to be amorphous or semi-crystalline. Therefore, with a crystalline
TiO2 surface model the study of the possible impact of factors such as surface de-
fects on adsorption is not possible. However, our understanding of the phenomena
governing the complex bio–material interface is limited, and thus the crystalline
TiO2 surface model provides a necessary stepping stone to further advance our
knowledge in this field. In the meantime, because of the differences between crys-
talline and non-crystalline surfaces, one must be mindful of the discrepancies that
may arise when comparing experimental data with molecular simulation results.
Furthermore, while the great majority of simulations of the peptide–material in-
terface, such as those reported in this thesis, model the adsorption of a single
peptide chain, in experiment the interface may contain the presence of laterally-
interacting adsorbed peptides. Therefore, differences between simulation results
and experimental data are expected, because in experiment the adsorption affin-
ity/behaviour may be influenced by inter-peptide interactions at the interface.
Such possible influence, however, could not be investigated in this work due to
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the extreme computational cost a large system containing multiple peptide chains
at the aqueous TiO2 interface would require. It must also be noted that, while the
CaCl2 simulations presented in this chapter utilised the CHARMM22* parame-
ters to describe COO––Ca2+ interactions, recent evidence495 has shown that the
CHARMM22* parameters slightly over-estimate the interaction between COO–
and Ca2+. As a result, it is recommended that future simulations of biomolecular
adsorption involving Ca2+ take into account the new improved parameters for
a more accurate description of COO––Ca2+ interactions, and be mindful of this
when comparing future results with those of current and past simulations.
In summary, the presence of Ca2+ ions on the TiO2 surface was found to affect
the binding mode of the residues of Ti-1 and Ti-2. In the former peptide, Ca2+
ions enhanced the adsorption of negatively-charged D8 to the negatively-charged
surface via D8–Ca2+–TiO2 bridging. This gave rise to a non-local impact on the
adsorption of K12, which was transformed in CaCl2 to an anchor residue, pinning
the peptide to the surface via direct surface contact with K12. As demonstrated
earlier, the presence of Ca2+ ions resulted in a 7% increase in the conformational
entropic contribution lost by Ti-1 upon adsorption. For Ti-2, however, fewer
residues were found to adsorb directly to the surface in CaCl2 than in NaCl,
possibly due to competition between the other peptide residues and Ca2+ ions to
adsorb to the surface. This reduction in direct surface contact gave rise to a more
extensive solvent-mediated contact for most Ti-2 residues. As indicated earlier,
the conformational entropic contribution lost by Ti-2 upon adsorption in CaCl2
was only marginally smaller (2%) compared with that noted in the case of NaCl.
207
4.4 Conclusions
In this chapter, the adsorption of TiO2-binding peptides Ti-1 (QPYLFATDSLIK)
and Ti-2 (GHTHYHAVRTQT) to the negatively-charged aqueous rutile TiO2
(110) interface in NaCl solution was investigated. The binding affinity of both
peptides to the TiO2 interface was estimated using state-of-the-art REST+MetaD
simulations, and was found to be similar; −12.7± 0.4 kJ mol−1 and −16.4± 3.7
kJ mol−1 for Ti-1 and Ti-2, respectively. The predicted free energies of adsorp-
tion are thus very similar in magnitude for both sequences, with overlapping error
bars indicating that the two free energies are very close in value. This bind-
ing trend agreed with experimentally-predicted adsorption free energies for both
peptides obtained from QCM measurements via our collaborators.493 REST-only
simulations revealed that, despite having similar binding strength, the two pep-
tides adsorbed to the TiO2 interface via two different mechanisms. Ti-1 was
found to feature a large ensemble of adsorbed conformations, and had only a few
moderately-strong binding sites, mainly the N- and C-terminus of the peptide. On
the other hand, Ti-2 showed relatively a smaller ensemble of adsorbed conforma-
tions, and multiple binding residues including a few anchoring points. Together,
these results suggest classification of Ti-1 as an entropically-driven binder and
Ti-2 as an enthalpically-driven binder.
Furthermore, the presence of Ca2+ was found to impact peptide structure and
propensity of binding between peptide residues and the surface. In CaCl2, both
peptides supported a less diverse ensemble of conformations and fewer similarities
between adsorbed and in-solution conformations. Moreover, both Ti-1 and Ti-2
featured lesser conformational entropic contribution in CaCl2 compared with the
case of NaCl. The presence of Ca2+ ions was found to enhance the binding of D8
in Ti-1 to the surface by acting as a bridge between the negatively-charged residue
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and the negatively-charged surface, even though direct Asp–TiO2 adsorption is
known from experiment213,214,216 and this work (Section 3.3.3) to be possible.
Also, the greater surface contact propensity of D8 was found to be correlated
to the significant increase in the degree of contact between K12 and the surface.
Ti-2, in contrast, showed fewer direct contact residues in CaCl2, but maintained
high propensity to bind directly to the surface via R9 and the N-terminus. Ti-
2 also showed a more extensive degree of solvent-mediated contact, involving
most residues and the first interfacial water layer. It is not possible to determine
from these REST-only simulations whether or how the binding affinities of Ti-
1 and Ti-2 to the TiO2 interface would change in CaCl2 compared with those
predicted in NaCl. However, the results of the REST-only simulations of both
peptides in CaCl2 can offer constructive insights into the manipulation of peptide–
TiO2 interaction at the molecular level, amenable to utilisation in biomedical
applications.
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Chapter 5
Impact of Histidine Protonation
State on Peptide Adsorption at
the Aqueous Charged TiO2
Interface
5.1 Introduction
For charged amino acids (AAs), such as His, the protonation state (or charge)
of the side-chain can depend on the pH of the surrounding environment and the
nature of the side-chain itself (see Section 1.4.2 for AA structure). The tendency
of an AA or its side-chain, to be protonated (i.e. accept a proton) or unprotonated
(i.e. lose a proton) at a specific pH value can be deduced from the side-chain pKa
value; a quantitative measure of the acidity of a molecule in solution. In the
realm of biomaterials (see introduction of Chapter 1), the nature of bio–material
interactions at physiological pH (i.e. pH ∼7.4) are of most importance. While
some AA side-chains have known pKa values in solution, determining the pKa
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Figure 5.1: Structure of the side-chain of His showing the imidazole group in the
unprotonated (charge-neutral) and protonated (positively-charged) forms. R denotes
the remainder of the His amino acid.
values for the side-chain of peptide residues can be more challenging, particularly
for materials-binding peptides. This is because, in reality, the protonation state
is a dynamic process; in other words, the kinetics of protonation/deprotonation
of a residue’s side-chain is likely to lead to a non-constant charge as a function
of time, especially at pH close to the pKa value of the side-chain. This process
may be even more complex at an aqueous material interface due to the presence
of surrounding residues, the structuring of the solvent, the material surface, and
co-adsorption of ions.
Unlike any other AA, the side-chain of His, the imidazole ring, has a pKa value
of ∼6.0–6.5, which means that the His side-chain can be found to be positively-
charged or charge-neutral (herein referred to as protonated and unprotonated,
respectively) at pH 7.4496–498 (see Figure 5.1). Note that in the unprotonated
form, there are two possible tautomers of His (Figure 5.1); one where the hy-
drogen atom is bonded to the δ-nitrogen (δ-His), and another tautomer where
the hydrogen atom is bonded to the ε-nitrogen (ε-His). At physiological pH,
the ε-His tautomer is more likely than the δ-His tautomer, because the former
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has a pKa value ∼0.6 pH units higher than that for δ-His. However, predicting
with certainty the equilibrium probability distribution of protonation for each His
residue in a peptide at physiological pH remains elusive, despite recent advances
reported for peptides and proteins in solution.496,499 The protonation state of His
is thought to have a significant influence on the binding affinity/mechanism of His
and His-containing peptides to material surfaces. Indeed, there is evidence show-
ing that His protonation impacts the structure and function of biomolecules.500–502
Furthermore, AA adsorption studies at the aqueous gold (111) interface revealed
that the protonated form of His showed a relatively stronger binding affinity to
the Au interface compared with the unprotonated form.411,503–505 The two forms
of His (Figure 5.1) have also resulted in distinct predicted adsorbed geometries at
the Au interface.411,503–505 The mechanism by which His interacts with an aqueous
material interface is not only pH-dependent, but also material-specific.40 Marti et
al.506 used reflection absorption infrared spectroscopy to characterise the adsorp-
tion of S-histidine to copper and gold surfaces under ultra high vacuum conditions,
and showed that His interacts with the two surfaces differently. Peptides capable
of binding ZnO507 and SiO2
106 were found, among other residues, to be rich in
His.
As mentioned earlier (Section 1.4.2), understanding how a peptide sequence
impacts its structure in the surface-adsorbed state, and therefore impacts on its
binding affinity, requires knowledge of the binding propensities and mechanisms
of AA side-chains to the aqueous TiO2 interface. The adsorption of the His amino
acid at the aqueous TiO2 interface has only been explored in a limited capacity.
Using Car–Parrinello molecular dynamics (CPMD) simulations, Koppen et al.508
studied the adsorption of His at different aqueous TiO2 surfaces at pH 4.0 and
300 K, and found His adsorption to be highly dependent on the surface plane, and
was found to bind strongest on the anatase (001) surface. However, due to the
212
enormous computational cost associated with CPMD simulations, the longest of
these simulations was carried out for only 3.6 ps, which renders any conclusions de-
rived from this study unreliable without further study, because simulations of such
time-scale are too short to provide meaningful results. In addition, Mudunkotuwa
and Grassian509 employed attenuated total reflectance Fourier transform infrared
(ATR-FTIR) spectroscopy to quantitatively investigate, in aqueous solution and
at different temperatures, the adsorption of His on TiO2 nanoparticles that pre-
sented patches of 100% anatase TiO2 crystal. According to this study, conducted
in solution at pH 7.4 and 298 K, the free energy of adsorption of His was es-
timated to be −14.4 ± 0.4 kJ mol−1.509 However, because both termini of the
AA were uncapped (i.e. zwitterionic), this adsorption free energy estimate quite
possibly also accounts for contributions from the ammonium and/or carboxylate
termini of the AA and not just the AA side-chain. As a result, this adsorption
free energy may not be representative of that of a His residue which lacks exposed
terminal groups. Furthermore, Brandt and Lyubartsev6 used MD (Section 2.2)
simulations with adaptive well-tempered457 metadynamics167 and umbrella sam-
pling168 (Section 2.4) to calculate the adsorption free energy of AA analogues (see
Section 1.4.2), including the two tautomers of unprotonated His (see Figure 5.1),
at the aqueous charge-neutral rutile TiO2 (100) interface. The authors reported
a His adsorption free energy of −1.38 kJ mol−1 for the most strongly-adsorbing
case (ε-His).6
The above studies6,508,509 investigating the adsorption of His to TiO2 clearly
demonstrate the lack of a reliable measurement of the adsorption free energy of His
at the aqueous TiO2 interface, and how the protonation state of His can affect its
binding to TiO2. In this work, metadynamics
167 simulations (Section 2.4.1) were
used to calculate the adsorption free energy of His in the charged (protonated)
and charge-neutral (unprotonated) form, at the negatively-charged aqueous rutile
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TiO2 (110) interface. However, investigating the binding affinity of the His amino
acid is only a stepping stone to understanding the influence of the position and
protonation state of His residues on the adsorption of His-containing peptides
at the TiO2 interface. As will be shown herein, given the conspicuous differ-
ence in the binding affinity of His in the protonated and unprotonated form, the
positional influence of protonated His on the binding of His-containing peptides
to TiO2 interfaces can be substantial, and has not been reported before. The
TiO2-binding peptide Ti-2 (GHTHYHAVRTQT)
17 makes for a good candidate
sequence to investigate such positional impact because the peptide sequence con-
tains three His residues; H2, H4 and H6. Unlike in an experimental setting where
it is very challenging to definitely control the protonation state of His residues, in
MD simulations, the His protonation state can be precisely controlled. This, how-
ever, is also a caveat since, in reality, the protonation state of His is expected to
change dynamically rather than remain constant, particularly at neutral pH. This
fact notwithstanding, using a fixed net charge for protonated and unprotonated
His (+1e and 0e, respectively) is inherent to the utility of MD simulations using
standard force-fields (FFs) (Section 2.1.2) which offer a valid first step to com-
prehending the unexplored impact of His protonation state on peptide adsorption
to aqueous TiO2. Further details regarding the limitations of this work as well as
alternative approaches are provided at the end of this chapter.
Here, metadynamics167 simulations were used to calculate the adsorption free
energy of the capped His amino acid (see details herein) in the protonated and
unprotonated form, at the negatively-charged aqueous rutile TiO2 (110) inter-
face. Next, REST-only MD simulations were carried out to study the structure
and binding mode of three His-protonation variants of the GHTHYHAVRTQT
sequence at the same TiO2 interface. In addition, REST-only simulations were
performed in solution (without the presence of the TiO2 surface) to evaluate
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the differences between peptide structure in the surface-adsorbed and in-solution
states. Three His-protonation variants of the GHTHYHAVRTQT sequence were
investigated where, in each case, only one His residue was protonated (i.e. carried
a +1e net charge). Note that results pertaining to the case where H4 was proto-
nated have already been presented in Chapter 4 (then referred to as Ti-2), but are
reproduced here for convenience. For the purpose of this chapter, the name
“Ti-2” is used to refer to the peptide sequence GHTHYHAVRTQT
where none of the three constituent His residues is protonated (i.e.
charged). Accordingly, three variants of Ti-2 corresponding to different His pro-
tonation states (PS) were investigated in this Chapter where, in each case, only
one His residue in the Ti-2 sequence (GHTHYHAVRTQT) was protonated; PSH2
(H2 charged), PSH4 (H4 charged) and PSH6 (H6 charged). The results presented
in this chapter revealed the mode of contact conferred by the charged His AA
at the negatively-charged aqueous rutile TiO2 (110) interface, and the implica-
tions of His protonation on the conformational behaviour and binding mode of
Ti-2 at the interface. These findings can offer insights into the de novo design of
TiO2-binding peptide sequences with tunable affinity to titania.
5.2 Methods
5.2.1 General Simulation Details
All metadynamics (MetaD) simulations (Section 2.4.1) and REST-only (Section 2.3.3)
simulations were carried out using the same surface model of the negatively-
charged aqueous rutile TiO2 (110) interface described in Section 3.2.1. Further-
more, both the carboxylate and ammonium terminal groups of the His AA were
capped (i.e. replaced) with N-methyl and acetyl groups, respectively. Capping the
AA helps to avoid contributions from both AA terminal groups to the predicted
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adsorption free energy of His at the aqueous TiO2 interface.
448
5.2.2 Free Energy Calculations
The adsorption free energies of the His AA in the charge-neutral (ε-His in Fig-
ure 5.1) and positively-charged forms (herein denoted HisN and HisP, respec-
tively) were calculated using well-tempered MetaD457 simulations (Section 2.4.2)
as a function of one collective variable (CV); here defined as the vertical distance
(normal to the surface) separating the centre-of-mass (COM) of His from the TiO2
surface. Similar to earlier simulations (Chapters 3 and 4), the surface was defined
as the uppermost plane of the slab’s basal Ti atoms. Two MetaD simulations
were carried out; one for HisN and another for HisP, using GROMACS 4.5.5446
in partnership with the PLUMED plugin.453 Each MetaD simulation was per-
formed in the NVT ensemble, and the simulation cell comprised a TiO2 slab (of
dimensions ∼ 35.8 × 35.5 × 14.5 A˚) and one His molecule (either HisN or HisP)
solvated with 2730 TIPS3P464,465 water molecules. The cell size in the surface
normal direction was adjusted to obtain bulk water density mid-way between
the slab surface and its periodic image in the direction perpendicular to the slab
plane. The adsorbate and TiO2 slab were modelled using the Pre´dota
194 and
CHARMM27 FFs (Section 2.1.2), respectively. The combination of these FFs has
already been employed to investigate the TiO2–water interface
171 where it showed
good agreement both with earlier simulations194 and with experimental structural
data (see Section 3.2.1 for more details). The −18e charge of the TiO2 slab was
balanced by adding counterions; 2 Cl− and 20 or 19 Na+ ions, depending on His
protonation state, realising a Na+ solution concentration of 0.15 M. After a 0.5 ns
equilibration procedure, HisN was modelled using a 200 ns MetaD simulation in
the well-tempered ensemble,457 whereas HisP was simulated for 250 ns to reach
reasonable convergence (see Figure 5.2 for the relative probability distribution
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of sampling of the CV in each case). Gaussian hills of height 0.2 kJ mol−1 and
width 0.5 A˚ were deposited along the CV direction every 1 ps, following the suc-
cessful implementation employed in Chapter 3 for AA analogues, which offered
a balance between providing fine details of the free energy profiles and reaching
convergence reasonably quickly. Finally, a bias factor of 10 was used, which de-
termines the rate at which the bias deposition rate decreases over simulation time
(see Section 2.4.2).
The adsorption free energies of HisN and HisP at the aqueous charged TiO2
interface were calculated following the same approach used for the adsorption of
AA analogues onto TiO2, described in Section 3.2.2. Here, however, the ‘adsorbed’
region at each surface of the TiO2 slab was set to 15 A˚ because the change in free
energy beyond this region (towards the bulk solution) was found to be insignifi-
cant.
5.2.3 REST-Only Simulations
Using GROMACS 4.5.5,446 three variants of the Ti-2 peptide corresponding to
different His protonation states (PS) were simulated where, in each case, only one
His residue in the GHTHYHAVRTQT sequence was protonated; PSH2, PSH4
and PSH6 refer to the Ti-2 variants where only H2, H4 or H6 was protonated,
respectively. As a result, in each of these three variants, the peptide chain carried
a +2e net charge; one for the protonated His and another for Arg. A total of
six REST169 (Section 2.3.3) simulations were performed, two for each protonation
state; one with the peptide adsorbed at the negatively-charged aqueous rutile
TiO2 (110) interface and another with the peptide free in solution (i.e. without
the presence of a TiO2 slab). Note that the two REST simulations corresponding
to PSH4 have already been reported and discussed in Chapter 4 (as Ti-2), but
are included again here for comparison with the results of PSH2 and PSH6. For
217
Figure 5.2: Histograms of the relative likelihood that the CV (distance from the surface)
was sampled as a function of the MetaD simulation timestep for HisP and HisN at the
negatively-charged aqueous rutile TiO2 (110) interface.
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the peptide–TiO2 simulations, the simulation cell included a TiO2 slab (∼ 60.7×
57.5 × 14.5 A˚) and one peptide chain solvated with 6953 explicit TIPS3P464,465
water molecules. To balance the −48e total charge (−50e for the slab and +2e
for the peptide), and obtain a Na+ concentration of 0.15 M in bulk solution, 52
Na+ and 4 Cl− counterions were added to the cell. The vertical distance between
the slab and its periodic image along the z-axis was adjusted to 57.5 A˚ to obtain
bulk TIP3P water density (at 300 K and 1 atm pressure) in the centre of the
inter-slab space. For the REST-only simulations of the peptide free in solution,
19 Na+ and 21 Cl− counterions were added to neutralise the overall cell charge
and obtain a salt solution of 0.15 M. Other REST-only simulation details were
identical to those reported in Section 4.2.1.
5.3 Results and Discussion
5.3.1 Histidine–TiO2 Binding Affinity
The adsorption of the His AA and His peptide residues at physiological pH
(∼7.4) has been reported for various materials interfaces such as Au,411,503–505
ZnO2,
507 graphene413,449 and carbon nanotubes.510,511 In addition, recent evidence
has shown that the protonation state of His influences its binding affinity at the
aqueous graphene interface.449 Based on previous studies6,174,179,214–217,508 and the
calculated adsorption free energies of AA analogues to TiO2 (see Chapter 3), it was
anticipated that HisN would have repulsive or negligible affinity to the negatively-
charged TiO2 interface, while HisP was expected to bind relatively strongly. As
will be demonstrated below, the results confirmed these expectations.
Figure 5.2 shows evidence of sufficient sampling of the CV (distance between
His COM and the surface) in the MetaD simulations of HisN and HisP at the
TiO2 interface. Note that although the MetaD simulation of HisP was extended
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by 50 ns compared to that of HisN, at the end of the 250 ns simulation the his-
togram for HisP did not completely flatten along the CV region corresponding
to the ‘adsorbed’ state. This is not surprising given the favourable binding an-
ticipated (and later confirmed) for HisP at the TiO2 surface (see details below).
The histogram peaks corresponding to both surfaces of the slab for HisP (Fig-
ure 5.2) mean that the ‘adsorbed’ regions (within 15 A˚ from the surface) were
sampled more frequently than the bulk region. In principle, it should be possible
to sample the entire CV space for HisP with equal likelihood (i.e. obtain a flat
histogram). However, because the rate at which the bias is added decreases with
simulation time, obtaining a flat histogram would likely require a much longer
simulation time given the favourable binding of HisP to TiO2 (see below). In
addition, the fact that the adsorbate–surface histograms (Figure 5.2) were not as
flat as those observed for TiO2-binding peptides Ti-1 and Ti-2 (see Figure 4.5) is
related to the use of REST with MetaD in the latter case. The incorporation of
REST (Section 2.3.3) into MetaD (Section 2.4.1) was not necessary to calculate
the adsorption free energy of His on TiO2 due to the lesser complexity of the
His AA system compared with that for the Ti-1 or Ti-2 peptide. Accordingly,
while the adsorption free energies calculated here for HisN and HisP may not be
absolutely converged, Figure 5.2 shows that a reasonable degree of sampling was
achieved for both adsorbates, and thus their adsorption free energies provide a
valid initial estimate of their affinity to the TiO2 surface. While the sampling
achieved via these two lengthy simulations revealed the trend of adsorption of
both molecules, the lack of a greater degree of sampling means that the calcu-
lated adsorption free energy of HisP may be overestimated, and that of HisN may
be underestimated.
The free energy profile for both forms of His (Figure 5.3) confirmed the sus-
pected unfavourable HisN–TiO2 interaction and favourable HisP–TiO2 interac-
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Figure 5.3: Symmetrised free energy profile of His in the charge-neutral (HisN)
and positively-charged (HisP) form as a function of distance from the surface at the
negatively-charged aqueous rutile TiO2 (110) interface.
tion, reinforcing the significance of charged moieties in the adsorption of AAs to
the negatively-charged TiO2 aqueous interface. Specifically, the adsorption free
energy of both AAs were estimated to be +1.7 ± 0.9 kJ mol−1 and −7.8 ± 2.8
kJ mol−1 for HisN and HisP, respectively. Similar to Chapters 3 and 4, these
adsorption free energy values correspond to non-covalent interaction with TiO2,
i.e., no formation or breaking of chemical bonds between the adsorbate and the
surface was modelled. While it would be valuable to perform the above His-
related simulations using a reactive FF such as ReaxFF,414 in addition to its high
computational cost, ReaxFF has only recently been developed to describe the
water–TiO2 interface
410 and, thus far, the application of ReaxFF to the rutile
TiO2 interface has been mostly limited to study water dissociation
409 and the
adsorption of Gly,217,467 diglycine467 and Cys494 using standard MD simulations.
The above adsorption free energy for HisN showed a more repulsive (i.e. less
binding) interaction with the TiO2 (110) interface compared to that reported
by Brandt and Lyubartsev6 for the side-chain analogues of two forms of charge-
neutral His at the TiO2 (100) interface. Using umbrella sampling and adaptive
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well-tempered MetaD simulations, the authors reported that the adsorption free
energy for the analogue of charge-neutral His was −1.38 kJ mol−1 in the most-
adsorbing case.6 In addition to using a different TiO2 surface model, the authors
did not report error values for this adsorption free energy and thus the adsorbate’s
binding affinity could in effect be smaller or even repulsive. For HisP (i.e. charged
His), on the other hand, the adsorption free energy calculated here was bound less
strongly compared with that predicted using ATR-FTIR measurements of His
AA adsorbed on partially-crystalline anatase TiO2 nanoparticles (−14.4± 0.4 kJ
mol−1).509 However, it is important to note that in this experiment (at pH ∼7.4) it
is likely that one or both of histidine’s exposed terminal groups (NH+3 and COO
–)
have contributed to the interaction of His to the surface and thus the reported
adsorption free energy (−14.4 ± 0.4 kJ mol−1) is likely to be over-estimated. It
must be noted, however, that the adsorption free energy predicted here for HisP
may also be over-estimated because, as will be shown herein, His–TiO2 binding is
specific to features of the crystalline surface.
Unlike the free energy profile of HisN which showed no favourable HisN–TiO2
interaction, that for HisP featured a well-defined, broad energy minimum, with
the lowest free energy point located 7.4 A˚ from the surface (Figure 5.3). Note
that details about the interfacial water structure at the TiO2 interface are pro-
vided in Section 3.3.1. According to Figure 5.3, HisP could smoothly transition
from the bulk to the interface with no intervening energy barriers to overcome.
Inspection of representative low-energy configurations corresponding to the deep-
est minimum of HisP’s free energy profile showed that HisP adsorbed exclusively
atop bridging oxygen rails along the [001] direction (Figure 5.4) and was oriented
such that the imidazole ring plane was predominantly perpendicular to the sur-
face normal (see Figure 5.5). This binding mode is very similar to that observed
for guanidinium; an analogue of the positively-charged Arg AA (Section 3.3.6).
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Figure 5.4: Representative low-energy configuration of the protonated (i.e. positively-
charged) His amino acid adsorbed at the negatively-charged aqueous rutile TiO2 (110)
interface, viewed along the a) [001] and b) [1¯10] direction, including labels for imidazole
ring atoms. Water is omitted for clarity.
For HisP, with a distance of 2.47 A˚ between the hydrogens attached to CE1 and
NE2 (see Figure 5.4b), the imidazole ring can favourably coordinate to two ad-
jacent surface oxygens that run along one bridging oxygen rail, which are 2.94 A˚
apart in the [001] direction (see Figure 5.4). These results show that the bind-
ing of HisP corresponding to low-energy configurations (i.e. the bottom of the
minimum in Figure 5.3) is specific to the crystalline surface features, and thus
may not be entirely representative of HisP binding to other TiO2 surfaces. It
must be acknowledged that, given the breadth of the free energy minimum in Fig-
ure 5.3, HisP likely assumes other favourable configurations that have not been
characterised, a task that remains for future work.
Not surprisingly, the calculated adsorption free energy of HisP at the TiO2
interface showed that HisP has a binding affinity to TiO2 (−8.6± 3.1 kJ mol−1)
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Figure 5.5: Normalised population distribution of the angle between the normal to
the imidazole ring plane of HisP and the normal to the TiO2 surface, calculated for
representative low-energy configurations.
comparable to that predicted for Lys (−8.3 ± 3.1 kJ mol−1), calculated for its
analogue, ammonium (Section 3.3.5). Representative low-energy configurations
of ammonium put the nitrogen atom at 3.6 A˚ from the TiO2 surface. Here, the
NE2 atom of the imidazole ring of HisP (see Figure 5.4b) was found to be at a
similar distance range as the nitrogen of ammonium. This means that the HE2
hydrogen of HisP can infiltrate the first interfacial water layer, possibly displac-
ing water hydrogens to adsorb directly to the surface (see Figure 5.6). Analysis
of representative low-energy HisP configurations revealed that over 81% of the
corresponding trajectory frames showed the HE2 atom forming hydrogen bonds
with the TiO2 surface (satisfying a H· · ·O distance of less than or equal to 3.5 A˚
and a N−H· · ·O angle less than or equal to 30◦), exclusively with bridging oxygen
atoms. The other N-bonded imidazole hydrogen atom (HD1) (see Figure 5.4b)
did not interact directly with the surface, but was situated in the third water
layer, showing larger vertical surface separation compared with HE2 (see Fig-
ure 5.6), indicating that HisP did not adsorb in a flat orientation at the surface.
This non-flat adsorption mode (Figure 5.4) partly matches with that proposed
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Figure 5.6: Normalised population distribution of the distance between the negatively-
charged aqueous rutile TiO2 (110) interface and the two N-bonded imidazole hydrogens
of HisP, calculated for representative low-energy configurations. Water density is shown
for comparison.
by Mudunkotuwa and Grassian for the adsorption of His to partially crystalline
anatase TiO2 nanoparticles.
509 The authors proposed one adsorption mode where
imidazole’s NE2 nitrogen (see Figure 5.4b) and the AA N-terminus (protonated
or unprotonated) form hydrogen bonds with surface oxygens. In this thesis, how-
ever, to evaluate only the contribution of the side-chain of His (for interpretation
of peptide–TiO2 adsorption), both termini of His were capped, and thus the degree
or mode of participation of histidine’s amine group could not be determined.
The tendency for HisP to adsorb perpendicular rather than flat to the TiO2
surface observed here has also been reported for His on the silver surface, albeit
it for HisN which showed a favourable binding affinity to the aqueous Ag inter-
face.412,448 On other surfaces such as Au and graphene, however, His was found
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to preferentially adsorb flat or nearly-flat (i.e. slightly tilted). On the Au sur-
face, the protonated and unprotonated form of the His AA showed similar binding
affinities to the surface, with HisN adsorbing flat on the surface.411,448,503,505 On
graphene, HisP was found to bind slightly stronger than HisN, however, both
forms of the AA were found to adsorb relatively flat rather than perpendicu-
lar.413,449 These differences in binding affinity and adsorption mode for the two
protonation forms of His (i.e. positively-charged or charge-neutral) are due to the
nature/morphology of the material surface involved, as well as the environment
(such as pH) and interfacial water structuring.
5.3.2 Impact of His Protonation on Peptide Conformation
Given the conspicuous difference in binding affinity between unprotonated (charge-
neutral) and protonated (positively-charged) His at the TiO2 surface, investigating
the impact of His protonation state on the structure and binding of TiO2-binding
peptides is pivotal to advancing our understanding of peptide–TiO2 interactions.
As mentioned earlier, there is very little known about the impact of His protona-
tion state (i.e. side-chain charge) on His adsorption and the structure and binding
of His-containing peptides to material surfaces, such as TiO2. With a better un-
derstanding of the adsorption of the His-containing Ti-2 peptide sequence to TiO2
now available from this work and related experiments,17,493 Ti-2 was chosen to in-
vestigate the positional influence of His protonation on the peptide’s binding to
TiO2. To reiterate, in this chapter, ‘Ti-2’ is used to refer to the peptide sequence
GHTHYHAVRTQT where none of the three constituent His residues is protonated
(i.e. charged). Note that in the work presented in Chapter 4 the H4 residue in
Ti-2 was protonated (i.e. carried a +1e net charge). Here, two other variants of
the Ti-2 sequence (GHTHYHAVRTQT) were investigated, maintaining the same
peptide total net charge; one case where only H2 was protonated and another
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Figure 5.7: Exemplar mobility of system replicas through “effective temperature” space
as a function of REST MD steps for PSH2 adsorbed at the negatively-charged aqueous
rutile TiO2 (110) interface. Blue, green, orange, and red correspond to replicas 1, 6, 11,
and 16, respectively.
where only H6 carried a positive charge. These three variants of Ti-2 are herein
referred to as PSH2, PSH4 and PSH6, respectively, highlighting the position of
the charged His residue (2, 4 or 6), while keeping the overall charge of the peptide
constant.
To gain insights into the positional influence of His protonation on Ti-2 bind-
ing to TiO2, four new REST-only MD simulations were performed, two for each of
the PSH2 and PSH6 variants of the peptide, when adsorbed at the TiO2 interface
and when free in solution. Note that the corresponding REST-only simulations for
PSH4 have been reported in Chapter 4 (and was referred to as Ti-2). Figure 5.7
shows an exemplar plot of system mobility through “effective temperature” space,
revealing evidence of good sampling of the “effective temperature” space. In ad-
dition, Figure 5.8 shows the change in the total number of clusters identified as a
function of REST MD steps. The small changes in the number of total clusters to-
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Figure 5.8: Number of clusters as a function of REST-only MD timestep for all three
His protonation states in Ti-2, both in solution and when adsorbed at the negatively-
charged aqueous rutile TiO2 (110) interface.
wards the end of these simulations indicate that the Boltzmann-weighted ensemble
of conformations (Section 1.3.2) has been converged in all of these simulations.
As will be shown below, in all three cases (PSH2, PSH4 and PSH6), the peptide
was found to behave in a manner characteristic of intrinsically-disordered peptides
(IDPs) (Section 1.3.2), with PSH2 and PSH4 showing less conformational vari-
ability compared with PSH6. For all three variants, the larger conformational
ensemble of the peptide when free in solution, compared with that of the peptide
at the interface (Figure 5.8), suggested that the peptide had a greater degree of
disorder in solution than at the interface, as expected. This notwithstanding, the
positional impact of protonated His (i.e. the location of the H+) on the confor-
mational variability of the peptide cannot be inferred for the surface-adsorbed or
the in-solution case from the total number of clusters alone, particularly when the
difference in the total number of clusters between the three variants is small as
is the case here (see total number of clusters in Table 5.1). Of important note,
however, is that PSH2 appeared to have lost the most conformational variability
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Table 5.1: Population percentages of the top ten most populated clusters for PSH2,
PSH4 and PSH6 when free in solution and when adsorbed at the negatively-charged
aqueous rutile TiO2 (110) interface. The total number of clusters in each case is given
in parentheses.
PSH2 PSH4 PSH6
Cluster Surface Solution Surface Solution Surface Solution
Rank (105) (239) (113) (200) (130) (214)
1 28.9 7.0 23.4 8.7 16.7 9.8
2 21.2 4.9 13.0 6.4 12.0 8.4
3 8.5 4.2 9.6 4.9 8.9 4.4
4 5.6 3.8 6.4 4.6 4.5 4.1
5 4.6 3.6 6.0 3.6 4.3 3.8
6 2.6 3.0 5.1 3.5 3.8 2.8
7 2.3 2.6 4.1 3.4 3.5 2.8
8 2.3 2.4 3.4 3.2 3.4 2.8
9 1.9 2.4 2.5 3.0 3.4 2.4
10 1.8 2.1 2.5 2.8 3.1 2.1
upon adsorption to the surface, because the difference between the total number
of thermally-accessible structures (i.e. clusters) at the interface and those in so-
lution (a reduction of 56%) was the largest compared with PSH4 (a reduction of
44%) and PSH6 (a reduction of 39%). However, whether or not these differences
are actually meaningful would require more detailed analysis.
To better elucidate the positional impact of His+ on the structure of the three
variants of the Ti-2 peptide, clustering analysis (Section 2.5.1) of the trajectories
of all the REST MD simulations was performed. Table 5.1 also shows the pre-
dicted populations for the top ten most populated clusters of the conformational
ensemble for all three cases of the peptide, both when adsorbed at the interface
and when free in solution. The absence of a dominant top cluster (e.g. with a
population of greater than 50%), together with a large number of clusters in solu-
tion indicate that, for all three variants, the behaviour of the peptide is IDP-like
(Section 1.3.2). The number of total clusters reported here is comparable to those
reported for other inorganic materials-binding peptides, such as the gold binding
peptides AuBP1 and AuBP2,448 silver-binding peptides AgBP1 and AgBP2,54,448
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Table 5.2: Population percentages of peptide secondary structure (SS) motifs obtained
via Ramachandran analysis of the reference replica of REST-only simulations for the
three variants of the Ti-2 sequence (PSH2, PSH4 and PSH6) when free in solution and
when adsorbed at the negatively-charged aqueous rutile TiO2 (110) interface.
SS PSH2 PSH4 PSH6
Motif Adsorbed Solution Adsorbed Solution Adsorbed Solution
PPII 52.6 46.6 48.9 46.3 42.7 48.0
γL 0.1 1.4 1.2 0.6 0.6 0.9
γ 5.8 4.3 5.1 4.9 5.0 4.9
β 21.4 18.7 20.7 18.6 21.4 20.2
αL 2.3 3.4 2.6 3.6 2.2 3.1
αouter 12.9 17.7 16.3 19.2 20.1 16.4
αinner 2.9 4.7 2.7 4.7 5.1 3.8
other 2.0 3.2 2.5 2.1 2.9 2.7
and graphene-binding peptide P1.449 Furthermore, the populations of the top ten
clusters of each ensemble are in line with those reported for different inorganic
materials-binding peptides.54,448,449
Ramachandran analysis of the populations of peptide secondary structure mo-
tifs (Section 2.5.2) revealed no striking differences between these populations for
PSH2, PSH4 and PSH6 in solution (see Table 5.2). However, these results do
not mean that the conformations of these three peptide “sequences” (i.e. PSH2,
PSH4, PSH6) in solution are similar. A cross-cluster comparison (see Section 2.5.1
for details) between the centroids of the top ten clusters of these three sequences
revealed that, in solution, PSH4 showed the highest number of conformational
matches with the other two sequences (see Table 5.3), possibly due to the middle
position of H4+ (in PSH4) relative to H2+ and H6+ (in PSH2 and PSH6, respec-
tively). Furthermore, the top three clusters of PSH6 were found to match with
clusters of PSH4, but not PSH2, indicating that the peptide’s conformations were
most distinct when the two His+ residues in question were four residues apart
rather than two residues apart. The most populated cluster for PSH2 and PSH4
in solution were found to be unique, resembling none of the top ten clusters of the
other two sequences (see Table 5.3). Overall, these results show that the position
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of His+ can influence the conformation of the peptide in solution. Representative
conformations corresponding to the top cluster (i.e. most likely conformation) for
all three peptide variants when free in solution are shown in Figure 5.9.
As will be demonstrated below, the position of His+ in the three variants of
Ti-2 (PSH2, PSH4 and PSH6) can also lead to distinct peptide conformations
corresponding to the top populated cluster at the TiO2 interface, where the pep-
tide was found to possess the least conformational variability at the interface in
the case of PSH2. Furthermore, the location of the protonated His in the peptide
was found to have substantial impact on the peptide’s conformational entropic
contribution, both when at the interface and when in solution. The population of
the top two clusters of the three variants of Ti-2 appeared to be correlated with
the total number of clusters at the interface (Table 5.1); the fewer the number of
total clusters, the greater the population. These populations, together with the
difference in the total number of peptide clusters at the interface compared with
that for the peptide in solution, suggest that the degree of peptide conformational
variability at the interface is in the order of PSH2 < PSH4 < PSH6 (i.e. PSH6
has the greatest number of thermally-accessible structures). According to the
Ramachandran analysis (Table 5.2), the difference between the predicted popu-
lation percentages of secondary structure motifs for each variant of Ti-2 when at
the interface compared to the predicted populations for the in-solution state was
smallest for PSH6 and PSH4. These results suggest that, upon adsorption, the
secondary structure of PSH2 had experienced the most conformational change,
followed by PSH4 and PSH6.
The differences in the degree of the number of thermally-accessible conforma-
tions at the interface, and the adsorption-induced changes to the predicted popu-
lation of peptide secondary structure motifs between the three variants of Ti-2, do
not reveal the uniqueness of the structure for each variant of Ti-2. Table 5.3 also
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Table 5.3: Cross-cluster comparisons showing structure matches between the top ten
most populated clusters of the three variants of Ti-2 in solution and adsorbed at the
negatively-charged aqueous rutile TiO2 (110) interface. Matches involving clusters be-
yond the top ten are not shown due to negligible cluster populations.
State PSH2–PSH4 PSH2–PSH6 PSH4–PSH6
In Solution 4 7 - - 2 2
5 5 3 1
9 3 6 7
7 3
9 10
Adsorbed 7 9 - - - -
revealed that different positions of His+ in the three variants of Ti-2 gave rise to
distinct surface-adsorbed conformations. Furthermore, the positional influence of
His+ was found to be greater for all three variants of Ti-2 when adsorbed at the
interface compared with when the peptide was free in solution. This positional
influence was evident given the greater number of conformation matches between
PSH2, PSH4 and PSH6 clusters in the free (unbound) state compared with the
surface-adsorbed state (Table 5.3). As Table 5.3 indicates, only one match was
found between any two variants of Ti-2 when adsorbed at the interface, which
involved low-populated surface-adsorbed clusters of PSH2 (cluster 7) and PSH4
(cluster 9). Representative conformations corresponding to the top cluster for all
three variants of Ti-2 are shown in Figure 5.10.
As discussed earlier (Section 4.3.3), the conformational entropic contribution
of a peptide is related to the number of distinct clusters (i.e. the size of the
conformational ensemble) and the populations of these clusters.54,448 Here, the
conformational entropic contribution for each of the three variants of Ti-2, when
free in solution and when adsorbed at the interface, was predicted following the
equation (Eq. 4.1) described in Section 4.3.3. Table 5.4 summarises the predicted
values for these conformational entropic contributions, which revealed that, in
all three variants of Ti-2, the peptide featured a higher predicted conformational
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Figure 5.9: Representative structures of variants of the Ti-2 peptide (PSH2, PSH4 and
PSH6) in solution (unadsorbed) obtained from REST-only trajectories.
entropic contribution when free in solution than when adsorbed at the interface
as expected, indicative of greater disorder in the solution state. In addition, while
all three variants of Ti-2 showed small differences in the value of the conforma-
tional entropic contribution in solution, at the interface PSH6 was found to have
the highest conformational entropic contribution compared with PSH2 and PSH4
(Table 5.4). The predicted conformational entropic contribution lost upon ad-
sorption was found to be in the rank ordering of PSH2 > PSH4 > PSH6, which
corresponds to a reduction of 39%, 29% and 19% for PSH2, PSH4 and PSH6,
respectively (see Table 5.4). This rank ordering is inversely related to the rank
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Figure 5.10: Representative structures corresponding to the most populated cluster of
a) PSH2, b) PSH4 and c) PSH6 adsorbed at the negatively-charged aqueous rutile TiO2
(110) interface, obtained from REST-only simulations. Water is omitted for clarity.
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Table 5.4: Values of the conformational entropic contribution calculated using cluster
populations for all three variants of Ti-2 (PSH2, PSH4 and PSH6), both free in solution
and adsorbed at the negatively-charged aqueous rutile TiO2 (110) interface. Values for
the Ti-1 peptide sequence (Section 4.3.2) are also provided for comparison.
Sequence Adsorbed In Solution
PSH2 2.70 4.44
PSH4 2.97 4.17
PSH6 3.42 4.22
Ti-1 3.86 4.61
ordering of the degree of conformational freedom of the three cases of the peptide
when adsorbed at the interface, deduced from the total number of clusters and
the predicted populations of the top-ten clusters (see Table 5.1).
In Chapter 4, based on the predicted conformational entropic contribution
(and other clustering analysis results) and the degree of residue–surface con-
tact, it was proposed that the PSH4 variant of Ti-2 supported an enthalpically-
driven binding mechanism, while the other TiO2-binding peptide, Ti-1, supported
as entropically-driven binding mechanism, following a previously reported ap-
proach.54 Upon adsorption, the thought-to-be entropically-driven binder, Ti-1,
was found to lose only 16% of its conformational entropic contribution (see Ta-
ble 5.4), whereas this value was 29% for the Ti-2 variant (PSH4 in Table 5.4). For
comparison, the gold-binding peptide AuBP1, predicted to support an enthalpically-
driven binding mechanism at the aqueous Au interface54 showed an adsorption-
induced reduction in the predicted conformational entropic contribution by 43%.512
Although this reduction (43%) is comparable to that for PSH2 (39%), it is not pos-
sible to infer, from these data alone, whether PSH2 would also support enthalpically-
driven adsorption, similar to what was proposed for PSH4 (see data for Ti-2 in
Chapter 4).
In summary, regardless of the position of His+ in the three variants of Ti-2, the
peptide showed IDP-like nature and was found to have restricted conformational
variability (able to access less conformations) when at the interface than when
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in solution. The different position of His+ in the variant peptides gave rise to
unique conformations at the interface, with PSH6 showing the greatest number
of thermally-accessible structures compared with PSH2 and PSH4. Furthermore,
compared with the latter two cases, PSH6 was found to lose the least conforma-
tional entropic contribution upon adsorption to the interface.
5.3.3 Positional Impact of His Protonation on Residue–
Surface Contact
As will be shown herein, the position of His+ in the three variants of Ti-2 had
significant impact on the degree with which peptide residues (not just the His
in question) adsorbed directly to the surface. These effects were found to be
the most localised and most apparent for PSH2. All three His residues in Ti-2
are evenly spaced in the N-term half of the peptide. While H4 is surrounded
by two polar uncharged residues (T3 and Y5), H2 and H6 are both flanked by
one polar uncharged residue and a hydrophobic residue (G1–H2–T3 and Y5–H6–
A7). A marked difference between G1 and A7, however, is that G1 is located
at the N-terminus of the peptide which features a positively-charged ammonium
(NH+3 ) group. As a result, the N-terminus and G1 are expected to show high
degree of direct binding to the surface, based on the binding affinity predicted for
ammonium (Section 3.3.5) and the calculated residue–surface contact propensity
for G1 in PSH4 (see data for Ti-2 in Section 4.3.3). Analysis of the degree of direct
residue–surface contact for all three variants of Ti-2 revealed notable differences
among the three sequences (Table 5.5). Regardless of the position of His+ in the
peptide, hydrophobic residues A7 and V8, as well as residues T10 and T12 showed
very little tendency to bind directly to the TiO2 surface, which was expected given
the predicted repulsive binding between hydrophobic (and to some extent polar)
residues and the charged surface (see Chapter 3). On the other hand, the location
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Table 5.5: Percentages of the degree of direct and solvent-mediated residue–surface con-
tact for the three variants of Ti-2 (PSH2, PSH4 and PSH6) at the negatively-charged
aqueous rutile TiO2 (110) interface. The N- and C-term represent both termini of
the peptides. Total contact is the sum of direct and solvent-mediated (indirect) con-
tact. Percentages greater than 60% are shown in bold font, and non-local changes are
highlighted in red.
PSH2 PSH4 PSH6
Residue Direct Indirect Direct Indirect Direct Indirect
N-term 87.3 7.3 81.5 7.0 80.6 5.9
G1 87.4 7.9 79.9 9.0 79.7 6.3
H2 80.6 6.3 11.1 20.8 0.2 11.7
T3 2.1 18.8 0.1 26.8 13.4 22.1
H4 0.4 22.9 32.0 30.4 0.1 9.5
Y5 0.6 9.5 23.6 16.8 3.7 11.2
H6 5.2 7.8 0.5 17.7 34.4 20.4
A7 0.1 20.4 0.0 8.6 0.4 26.4
V8 0.0 2.7 0.1 2.9 0.6 19.4
R9 85.6 2.5 91.6 2.1 77.9 5.1
T10 0.0 0.9 0.0 2.3 0.4 8.8
Q11 12.8 23.5 0.1 25.9 0.8 10.0
T12 0.9 16.0 0.5 10.4 1.2 5.7
C-term 36.0 7.4 43.9 7.7 8.1 9.5
of His+ in the peptide chain was found to have no considerable impact on the
degree of direct residue–surface contact for the positively-charged N-terminus and
R9 which both acted as anchor points, binding directly to the surface with a
propensity of at least 60% (Table 5.5).
In all three cases, the protonated His in the peptide showed at least a 32%
propensity to bind directly to the surface (Table 5.5), which is comparable to
that reported for positively-charged Lys (40%) in the Ti-1 peptide sequence (see
Table 4.7 in Chapter 4). However, unlike H4+ (in PSH4) and H6+ (in PSH6),
H2+ was found to act as an anchor residue, showing a high propensity to bind
directly to the surface (Table 5.5). This was likely due to the proximity of H2+ to
the strong-binding N-terminus of the peptide, which together with anchor residue
R9 were found to pin the peptide down to the surface (see Figure 5.10a). This
anchoring behaviour of H2+ highlights the importance of local environment (i.e.,
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nature of adjacent residues) to the affinity of a given peptide residue to the surface.
The anchoring of the peptide to the surface via the N-terminus, G1, H2+ and R9
is likely the reason why PSH2 showed the least conformational variability (see
Table 5.1) and the lowest conformational entropic contribution (see Table 5.4) at
the interface compared with PSH4 and PSH6. Furthermore, the T3–V8 segment in
PSH2 was found to be as distant as possible from the surface (see Figure 5.10a),
which was not surprising given the predicted unfavourable affinity between the
individual residues that make up this peptide segment and the negatively-charged
TiO2 aqueous interface (see Chapter 3).
By examining and comparing the direct residue–surface binding propensity
for all peptide residues in all three variants of Ti-2, the effect of direct contact
between His+ and the surface on peptide binding appeared to be mostly, but
not always, localised (see Table 5.5). In other words, the protonation of a given
His residue appeared to have strong influence (i.e. resulted in a direct contact
propensity of 20% or more) on its own direct residue–surface contact and pos-
sibly the nearest neighbour residues (such as in PSH4). Interestingly, the Y5
residue, which is a neighbouring residue to both H4+ (in PSH4) and H6+ (in
PSH6), showed an appreciable (24%) degree of direct contact with the surface in
PSH4 but not in PSH6 (4%). This ‘directional’ influence, i.e. difference between
H4+Y5 and Y5H6+, exerted by His+ on direct Y5–surface binding is possibly due
to peptide conformational changes at the interface (depending on the location of
His+) which were found, via cross-cluster comparison for the ten most populated
adsorbed clusters (see Table 5.3), to lead to unique surface-adsorbed conforma-
tions (Figure 5.10). Furthermore, these conformational changes between the three
variants of Ti-2 possibly explain the non-localised impact of His+ on the degree of
direct contact between the C-terminus in PSH6 and the surface (see Figure 5.10).
Unlike in PSH2 and PSH4, where the C-terminus was found to be in contact with
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the surface in at least 36% of the frames, the C-terminus in PSH6 was in direct
contact with the surface in only 8% of the frames (see Table 5.5). In addition,
the small degree of direct contact between the surface and the T10–T12 motif
including the C-terminus (see Table 5.5) is expected to confer PSH6 a greater
number of thermally-accessible structures at the interface (compared with PSH2
and PSH4). This greater conformational variability could explain the higher num-
ber of thermally-accessible structures or clusters (Table 5.1) and higher predicted
conformational entropic contribution (Table 5.4) at the interface for PSH6 com-
pared with PSH2 and PSH4.
The propensity of solvent-mediated residue–surface contact for any of the pep-
tide residues corresponding to the three variants of Ti-2 was found to be modest
(30%) at best (Table 5.5). Clearly, in PSH2, H2+ showed only a small degree of
solvent-mediated contact with the surface (6%) because H2+ was mainly adsorbed
to the surface in a direct fashion (see Figure 5.11). In the case of PSH4 and PSH6,
the His+ residue showed a 30% and 20% propensity, respectively, to adsorb to the
surface via the first interfacial water layer (see Table 5.5). Taking both direct
and solvent-mediated contact between His+ and the surface together, the rank
ordering for the degree of residue–surface contact for all three variants of Ti-2 was
found to be H2+ > H4+ > H6+ (see Figure 5.11). This is in agreement with the
rank ordering of the amount of predicted conformational entropic contribution
lost at the interface (see Table 5.4) for the corresponding peptide sequences (i.e.
PSH2 > PSH4 > PSH6), suggesting that PSH2 and PSH6 had, respectively, the
least and most conformational freedom at the interface.
Other notable differences in the solvent-mediated residue–surface contact propen-
sities among the three variants of Ti-2 include that for the T10–T12 motif (see
Figure 5.11). Unlike in PSH2 and PSH4, the T10–T12 motif in PSH6 showed
minimal or no propensity to bind to the surface via the first interfacial water
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Figure 5.11: Degree of direct and solvent-mediated residue–surface contact of the dif-
ferent variants of Ti-2 (PSH2, PSH4 and PSH6) at the negatively-charged rutile TiO2
(110) interface, calculated from trajectories of REST-only simulations.
layer (Figure 5.11). However, this very small degree of solvent-mediated contact
between the T10–T12 motif in PSH6 and the surface was balanced by a relatively
higher degree of solvent-mediated contact for the Y5–V8 motif compared with
that in PSH2 and PSH4. In PSH2, there are no strong-binding residues in the
centre of the peptide chain and thus the degree of solvent-mediated contact be-
tween the Y5–V8 motif and the surface was small, which may have influenced the
peptide’s conformation such that the T10–T12 motif was relatively closer to the
surface compared with PSH6 (see Figure 5.11). In PSH6, however, the Y5–V8
motif showed a greater degree of solvent-mediated contact compared to that in
PSH2, which was likely due to the presence of the moderately-binding H6+ residue
in PSH6.
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In the previous Chapter (Section 4.3.3), the adsorption mechanism of PSH4
(referred to in Section 4.3.3 as Ti-2) to the charged aqueous TiO2 interface was
shown to support an enthalpically-driven binding mechanism. The results pre-
sented thus far suggest that the position and protonation state of His residues in
the GHTHYHAVRTQT sequence may possibly influence the binding mechanism
of the peptide at the TiO2 interface. This influence included the peptide’s con-
formational variability at the interface (which was greatest for PSH6 than PSH2
or PSH4) and the extent of total residue–surface contact (which was smallest for
PSH6 compared with PSH2 and PSH4). These results suggest that the rational
positioning of His+ residues may be a viable strategy for the de novo design of
TiO2-binding peptides with tunable affinity to the TiO2 surface.
These findings notwithstanding, the TiO2 surface model and the combination
of force-fields in this work are two main limitations that must be acknowledged.
In real technological applications, the TiO2 surface is likely to be amorphous or
semi-crystalline rather than crystalline, and thus factors such as possible surface
defects could not be modelled here using a pseudo crystalline surface model. How-
ever, given the limited understanding of the structure/function properties of the
peptide–TiO2 interface in the literature, particularly the positional influence of
His and its protonation state on peptide binding to TiO2, the crystalline TiO2
surface model used here offers a reasonable starting point to investigate these
properties further. The other caveat of this work pertains to the inability of the
FFs used here to describe proton transfer effects (i.e. the formation and breaking
of chemical bonds), which may occur at the aqueous bio–TiO2 interface. Such ef-
fects can be described using first-principles simulations which are too impractical,
or via MD simulations using a reactive FF such as ReaxFF.414 However, ReaxFF
has only recently been developed to model the water–TiO2 interface,
410 and re-
mains relatively immature compared with well-established standard FFs such as
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the FFs used in this thesis. Furthermore, in addition to its relatively greater
computational cost, the application of ReaxFF to model the aqueous bio–TiO2
interface remains limited thus far.217,467,494
5.4 Conclusions
This chapter reported adsorption free energies of the protonated (positively-charged)
and unprotonated (charge-neutral) His amino acid at the negatively-charged aque-
ous rutile TiO2 (110) interface, calculated using metadynamics simulations. The
results revealed that the interaction between the unprotonated His and the TiO2
surface was slightly repulsive (∆Gads = +1.7 ± 0.9 kJ mol−1), whereas that for
the protonated His was favourable (∆Gads = −7.8 ± 2.8 kJ mol−1). In addi-
tion, the impact of the position and protonation state of His on the binding of
the Ti-2 peptide (GHTHYHAVRTQT) was investigated using REST MD simula-
tions. Three different variants of the peptide were studied where in each case only
one of the peptide’s His residues was protonated; PSH2 (H2+), PSH4 (H4+) and
PSH6 (H6+). The three variants were found to have differences in the number of
thermally-accessible conformations at the interface, which was highest for PSH6
compared with PSH2 or PSH4. In all three variants, the peptide’s N-terminus as
well as residues G1 and R9 were found to act as anchor sites. In addition, the
degree of direct His+–surface contact was found to be dependent on the position of
His+ and appeared to be mainly (but not always) localised, i.e., mainly affecting
the His+ residue itself and possibly its immediate neighbouring residues. In the
case of PSH2, H2+ was found to act as an anchor residue (suggested to be due
to its proximity to the N-terminus), while H4+ (in PSH4) and particularly H6+
(in PSH6) showed only a moderate propensity to bind directly to the surface.
Unlike in PSH2 which adsorbed to the surface mostly via direct contact, His+
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showed a moderate propensity to adsorb via the first interfacial water layer in
PSH4 and in PSH6. Overall, these findings indicate that the position and proto-
nation state of His residues can exert a significant influence on the conformational
ensemble of a peptide adsorbed at the aqueous TiO2 interface and its degree of
direct residue–surface binding. These findings can provide valuable insights into
the manipulation of peptide–TiO2 adsorption via the rational positioning of His
residues in the sequence.
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Chapter 6
Biomolecular Adsorption at the
PEDOT:Tos Interface
6.1 Introduction
Organic conducting polymers (OCPs) are gaining increasing popularity due to
their potential to revolutionise various key technologies such as optoelectron-
ics, photovoltaics, sensors and actuators, and medical bionics.85,86,264 Advances
in these areas and others exploit a set of unique properties of OCPs, including
tunable electrical conductivity, chemical stability, mechanical flexibility, solution-
processability, and low molecular weight.91,264,266,513 Poly(3,4-ethylenedioxythiophene)
(PEDOT) is one of the most promising OCPs, particularly in applications where
the polymeric material forms an interface with biological tissues.
Developed in the late 1980s by Bayer AG research laboratories in Germany,261,267,282
PEDOT is typically used in the oxidised form (see Section 1.5.1), where the poly-
mer’s conjugated backbone has charge carriers (holes) that transport charge along
and between the chains. This is achieved by doping the material with anions to
counter-balance PEDOT’s positive charge. Incorporating dopant molecules into
244
Figure 6.1: Chemical structure of PEDOT (Poly(3,4-ethylenedioxythiophene)), PSS
(Poly(4-styrenesulfonate)) and Tos (Tosylate).
PEDOT impacts the surface morphology of the polymer, which in turn affects the
material’s properties, especially electrical conductance. Poly(styrene sulfonate)
(PSS) and tosylate (Tos) are common counterions used as dopants for PEDOT
(Figure 6.1). Owing to its polyanionic nature, PSS was shown to have higher
affinity for PEDOT compared with smaller anions such as Tos.514 However, re-
cent advances273,337–340 utilising Tos-doped PEDOT (PEDOT:Tos) as the inter-
facing material with biomolecules and cells have demonstrated the significance of
PEDOT:Tos as a biocompatible coating material in biomedical implants. Further-
more, the conductivity of Tos-doped PEDOT films have seen great improvements
over the years, with a record electrical conductivity value of 3400 S cm−1 reported
in 2012.513
Computational modelling and molecular simulations provide valuable comple-
mentary approaches to experimental studies of the complex aqueous bio–material
interface, particularly to unravel the underlying mechanisms that govern bio–
material recognition and binding at the molecular level.51,56,515 Molecular dy-
namics (Section 2.2) simulation is an effective tool for the study of bio–material
245
interfacial systems, but its utility for a specific material surface relies on the
development of force-fields (Section 2.1.2) that can reasonable describe the tar-
get biointerface. While numerous force-fields (FFs) have been developed to model
biomolecular interactions to various materials surfaces, the focus thus far has been
on inorganic materials surfaces, whereas other surfaces such as those of polymeric
materials have received very little attention (see Ref. 516 for a recent review on
bio–material FFs). Despite the fast-growing utilisation of organic polymers as
biomaterials, FFs that can reliably describe biomolecule–biomaterial interfaces42
are almost non-existent for polymeric materials surfaces. A recent advance in
this field is the development of an interfacial FF for modelling biomolecular ad-
sorption on the aqueous interface of high-density polyethylene (HDPE), where
the developed FF was reported to reproduce experimentally-measured adsorption
free energies of host–guest peptides.517
Unlike HDPE, however, there is no FF currently available that can reliably
describe the aqueous doped PEDOT–biomolecule interface, and therefore it is not
currently possible to use atomistic MD simulations to study biomolecular adsorp-
tion at the aqueous interface of doped PEDOT. The development of such FF for
doped PEDOT will constitute a significant advancement towards elucidating the
factors that influence the adsorption of biomolecules at the aqueous doped PE-
DOT interface at the atomistic level, leading to the first fundamental insights into
how the doped PEDOT–bio interface may be manipulated for various applications.
MD simulations have the ability to provide qualitative data regarding biomolecu-
lar recognition and binding at the aqueous doped PEDOT interface, which to date
would be very challenging to obtain experimentally. For example, Schneider and
Colombi Ciacchi used MD simulations in partnership with advanced sampling
approaches to reveal how the TiO2-binding peptide motif RKLPDA selectively
binds to Ti over Si.7 In addition, Wright et al.186 recently reported facet-selective
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adsorption of gold-binding peptides via the interfacial water layers to the aque-
ous Au interface using MD simulations in combination with advanced sampling
methods. In both of these studies, the authors reported the near-reproduction of
experimentally-measured adsorption free energies of the peptides in question at
the TiO2
7 and Au186 aqueous interface.
The first step towards developing a FF capable of reliably describing the aque-
ous doped PEDOT–bio interface is to build a credible structural model of the
crystalline doped PEDOT interface. Despite the wide-spread utilisation of PE-
DOT, to date, very little is known about the molecular structure of the interface
made from this material, because it cannot be fully crystallised. While there
has been a large number of experimental studies investigating the structure of
PEDOT,8,20,21,283–298 these studies have chiefly focused on the structure of single
PEDOT chains, but not the PEDOT structure in the condensed phase. Further-
more, in addition to focusing on PEDOT:PSS (the most commonly available form
of the polymeric material), these studies did not offer sufficient insights into the
molecular-level structure of the doped PEDOT surface, mainly due to the amor-
phous and heterogeneous nature of the polymeric material. Using techniques such
as X-ray and grazing incidence diffraction, these studies have only been able to
provide limited insights into the PEDOT bulk crystal structure (see details in
Section 1.5.2), and to date very little information regarding the structure of the
doped PEDOT interface structure is available. The amorphous nature of solid-
phase PEDOT is due to the poor ordering of the PEDOT chains in pristine (i.e.
undoped) PEDOT as well as the counterions or dopants in doped PEDOT. Be-
cause of this lack of ordering, only partially-crystalline structures of bulk PEDOT
have been possible thus far, though the degree of PEDOT’s crystallinity depends
on the dopant used and the film deposition method.264 Furthermore, studying
the structural evolution of PEDOT during film synthesis (see Section 1.5.1 for
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methods of PEDOT synthesis) via in situ experiments is extremely challenging,
despite recent advances.518
To circumvent some of the challenges associated with the experimental char-
acterisation of the PEDOT structure, theoretical calculations have also been em-
ployed to study PEDOT in the pristine and doped form. The majority of these
studies, however, focused on isolated (single-chain) EDOT oligomers300–310 rather
than the condensed phase of PEDOT.10,11,311,312 Furthermore, of the latter studies
(which all have focused on PEDOT crystals), all but one11 employed Density Func-
tional Theory (DFT) calculations (Section 2.1.1.1) that utilised functionals that
poorly describe dispersion interactions, among other caveats (see Section 1.5.2).
Using advanced functionals that account for medium- to long-range dispersion
interactions, however, is crucial for describing biomolecular systems, such as the
bio–PEDOT interface, via DFT.148,149
The first structural model of pristine and Tos-doped PEDOT bulk crystals
were developed by Kim and Bre´das10 using DFT calculations, based on X-ray
crystallographic data of PEDOT and polythiophenes with various substituents
and various dopants (see details herein and in Section 1.5.2). This structural
model of the PEDOT:Tos bulk crystal was partly based on a partial crystal struc-
ture for Tos-doped PEDOT built upon grazing incidence X-ray diffraction data20
(see details herein). Furthermore, in their DFT calculations Kim and Bre´das used
the BLYP exchange-correlation functional (Section 2.1.1.1) which is not suitable
for the purpose of describing a molecular crystal system such as PEDOT, because
it cannot reliably describe medium- to long-range dispersion interactions (see Sec-
tion 2.1.1.1). It must be noted, however, that at the time of their study advanced
functionals such as the vdW-DF functional used in this thesis were not readily
available. In addition to the unsuitable choice of functional, the optimisation of
their calculated unit cell of PEDOT:Tos only involved optimisation of the cell
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along the length of the PEDOT chain, whereas the cell dimensions corresponding
to the pi–pi chain stacking direction and layer stacking direction were taken from
experimental data20 and kept fixed during the calculation (i.e. not optimised).
As a result, the proposed DFT-based model most likely does not provide a fair
description of the geometry of bulk PEDOT and PEDOT:Tos.
Since the publication of this study, the PEDOT:Tos model proposed by Kim
and Bre´das10 has been used as the starting point for other computational stud-
ies.11,312 Zhang et al.312 reported DFT calculations of bulk PEDOT:Tos for dif-
ferent doping levels, using the PBE functional. Besides the obvious limitations
of the functional used in capturing dispersion interactions (i.e. along the pi–pi
stacking and layer stacking directions), the reported optimised PEDOT:Tos mod-
els involved relaxing only the atomic positions, keeping all cell dimensions fixed
at the values reported by Kim and Bre´das. Consequently, the reliability of this
model is questionable, because a full geometry optimisation was not performed,
and the cell dimensions were fixed at values obtained using the BLYP functional
in contrast to the PBE functional used by these authors. Similarly, using the
PEDOT:Tos model proposed by Kim and Bre´das,10 Shi et al.11 reported calcu-
lated structures of the PEDOT:Tos bulk crystal for two doping levels using DFT,
employing the PBE+D functional which, in addition to short-range dispersion
interactions, attempts to capture medium- to long-range dispersion interactions
in an empirical fashion.
While the utilisation of the PBE+D functional is a positive step compared
with the use of traditional functionals, this functional also suffers from limita-
tions (see Section 2.1.1.1). These include the need to devise transferable disper-
sion coefficients for all possible atom pairs in the system, which is challenging
particularly for large and complex systems such as PEDOT. More challenging,
however, is the need to correctly damp the long-range dispersion energy function
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as it diverges at short-range inter-atomic distances. Because of these limitations,
the PBE+D functional is not the optimal choice to develop a PEDOT structural
model for the bulk crystal or the interface. A large amount of evidence involving
the determination of weak interactions of small molecules on graphene371,519,520
and metal surfaces411–413,521 using different functionals indicates that the vdW-
DF family of functionals, which more effectively describe both local and non-local
dispersion interactions, is a more appropriate choice to model PEDOT. Further-
more, the vdW-DF functional has been successfully used in the development of
bio–materials FFs (Section 2.1.2) at aqueous gold,411 silver412 and graphitic413
interfaces.
However, to develop such a FF to describe and predict the interaction of
biomolecules on the doped PEDOT surface in order to advance the use of PE-
DOT as a biomaterial requires a credible structural model of the doped PEDOT
interface as a starting point. Given the lack of such structural model, in this the-
sis, DFT calculations were performed using the vdW-DF functional to obtain a 3D
structural model of the pristine and Tos-doped PEDOT bulk crystal and, for the
first time, a credible structure of crystalline PEDOT:Tos interface. A structural
model for the surface involving the crystalline PEDOT:Tos interface was chosen
mainly due to the availability of structural data on the partially-crystalline bulk
structure of PEDOT:Tos,20 which eliminates some of the uncertainty in the struc-
tural model of the crystalline PEDOT:Tos interface. Furthermore, in vacuo bind-
ing energies of small, biologically-relevant molecules at the PEDOT:Tos interface
were calculated. These data pave the way for the development of the first tailor-
made FF specifically designed to describe biomolecular adsorption at the aqueous
PEDOT:Tos interface, which will provide a valuable fundamental basis to be-
gin unravelling the structure–property relationships of the bio–PEDOT interface
systematically. Clearly, however, this crystalline PEDOT:Tos interface structure
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may not reliably capture biomolecular adsorption at the amorphous PEDOT:Tos
interface. This fact notwithstanding, given that to date even a fundamental un-
derstanding of the structure/function relationship of the biomolecule/PEDOT,
as well as knowledge of the structure of pristine and doped PEDOT, is lacking,
this crystalline PEDOT:Tos structural model offers a first step towards exploring
this relationship, and building a solid platform for investigating the more complex
bio/doped PEDOT amorphous interface.
6.2 Methods
6.2.1 General Set-Up
All Plane-Wave DFT (PW-DFT) calculations were carried out using the Quan-
tum Espresso code (versions 5.0.x),522 employing the revPBE-vdW-DF exchange-
correlation functional373,375,378 and ultrasoft pseudopotentials523 obtained from
scalar relativistic calculations. The Methfessel–Paxton (MP) smearing method396
was used for Brillouin zone integration, and a force convergence criterion of 0.026
eV A˚−1 was applied. The cutoff for the energy convergence was set at 0.0052 eV.
Section 2.1.1.1 provides details on DFT and other related concepts.
6.2.2 Pristine and Tos-Doped PEDOT Bulk
Models of pristine and Tos-doped PEDOT bulk crystals were prepared from the
‘heavily doped’ PEDOT:Tos bulk crystal model (Figure 6.2) reported by Kim
and Bre´das10 (see Section 1.5.2 for details). In this thesis, a full geometry op-
timisation of the cell was performed, allowing simultaneous optimisation of all
atom positions and all three cell dimensions and angles. The unit cell of the
bulk crystalline pristine PEDOT model (56 atoms in total) comprised two chains
with four EDOT units in total (Figure 6.3). The orthorhombic cell had initial
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cell dimensions a = 10.52 A˚, b = 7.935 A˚, c = 7.6 A˚. An orthorhombic cell is one
where all three angles of the cell are 90◦, whereas a non-orthorhombic cell has at
least one non-perpendicular angle. As mentioned earlier (Section 1.5.2), in the
calculation reported by Kim and Bre´das10 only the chain length (i.e., b dimen-
sion of the cell) was optimised. In this Kim and Bre´das study the a and c values,
however, were taken from experimental data on pristine PEDOT286 and poly(3-
alkylthiophene) (P3AT),313 respectively, and were kept fixed (i.e., not optimised)
during the calculation, which is in contrast to the work in this thesis. In this
thesis, an additional calculation for pristine PEDOT bulk (56 atoms in total) was
performed, where the PEDOT chains where tilted around the b-axis of the cell
(see details in Section 6.3.1). For our models of bulk crystalline pristine PEDOT,
the plane-wave kinetic energies and electron densities were truncated at 70 and
280 Ry, respectively, and a k-point mesh of 4× 6× 6 was used for Brillouin zone
integration. These values were selected from those reported by Kim and Bre´das10
who provided evidence that these parameters offer a reasonable starting point to
model undoped PEDOT and Tos-doped PEDOT. However, future work should
fully explore different cutoffs to determine the most appropriate values to use.
The Tos-doped PEDOT unit cell (Figure 6.2) featured two PEDOT layers,
each containing four EDOT units (making up two chains) and two Tos ions
(amounting to 140 atoms in total in the cell). The cell was orthorhombic, with
initial cell dimensions of a = 28.0 A˚, b = 7.9 A˚, c = 6.8 A˚. However, this structure
(Figure 6.2) was based on the X-ray diffraction data of Aasmundtveit et al.20 who
reported an experimental unit cell that was half (along the a-axis) that proposed
by Kim and Bre´das.10 In their calculation, the latter authors predicted the orien-
tation of Tos ions within the dopant layer (Figure 6.2), for which no experimental
data were available. However, Kim and Bre´das10 argued that in order to fit the
Tos ions between two neighbouring PEDOT layers in an energetically favourable
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Figure 6.2: Crystal structure of PEDOT:Tos bulk calculated by Kim and Bre´das.10
The orthorhombic unit cell comprises eight EDOT units in four chains and two Tos
ions stacked in a lamellar arrangement. The cell vectors have been adjusted to match
the convention used in this thesis. Adapted with permission from Kim and Bre´das.10
Copyright (2016) American Chemical Society.
way it was required that two PEDOT layers be symmetric with respect to a mirror
plane embedded within the Tos layer sandwiched between the chains, and thus a
unit cell twice the size of the experimental cell20 was necessary.
Here, the geometry optimisation utilised the same DFT calculation parameters
used for pristine PEDOT bulk, with two exceptions: the cutoffs for the plane-wave
kinetic energies and electron densities were 25 and 200 Ry, respectively, and a k-
point mesh of 2× 6× 8 was used. The cutoff for the kinetic energy and electron
density as well as the size of the k-point mesh for the Tos-doped bulk PEDOT
models were chosen to match the values reported by Kim and Bre´das10 to allow for
comparison of our results with theirs, prior to our calculations of the PEDOT:Tos
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Figure 6.3: Model structure of bulk crystalline pristine PEDOT viewed along the a)
c-axis and b) b-axis. The unit cell boundary is shown in blue.
surface.
6.2.3 PEDOT:Tos Surfaces
The bulk crystalline PEDOT:Tos structure optimised here was used to build a
model of both the PEDOT:Tos (100) and (001) surfaces. A vacuum layer of
about ∼37.3 A˚ was added on top of the surface in the a direction for the (100)
surface; similarly a ∼37.3 A˚ vacuum space was added to the c direction for the
(001) model. The geometry of each PEDOT:Tos interface model was then opti-
mised, keeping the cell dimension in the direction perpendicular to the cell surface
fixed because this prevented undesired delamination events (see details herein),
but optimising all other cell lattice parameters (see Figure 6.4). The initial dimen-
sions for the PEDOT:Tos cells were a = 64.53 A˚, b = 7.77 A˚, c = 6.53 A˚ (with a
27.27 A˚ thick slab) for the (100) surface, and a = 27.27 A˚, b = 7.77 A˚, c = 56.86 A˚
(with a 19.60 A˚ thick slab) for the (001) surface. Note that these values for the b
and c cell dimensions were obtained from the structure of the PEDOT:Tos bulk
crystal optimised in this thesis. For the PEDOT:Tos (100) interface model, a
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k-point mesh of 1× 4× 4 was used, while a 4× 4× 1 k-point mesh was employed
for the (001) interface model. These k-point values were chosen taking into ac-
count the surface modelled, the size of the cell and the computational cost of the
calculation. For Brillouin zone integration, the MP and Gaussian smearing meth-
ods were used for the PEDOT:Tos (100) and (001) interface models, respectively,
because there were difficulties in converging the wave-function for the (001) in-
terface model using the MP method. However, for the purpose of comparing the
total energy of difference structural models, geometry optimisations involving the
Gaussian smearing method were followed, after optimisation, with a single-point
energy (SPE) calculation using the MP smearing method. Other DFT calcula-
tion parameters were the same as those used in the geometry optimisation of
PEDOT:Tos bulk.
6.2.3.1 Symmetric PEDOT:Tos (100) Interface
The PEDOT:Tos (100) slab model described above is asymmetric; it is ethylene-
terminated on one face (perpendicular to the a direction) and Tos-terminated
at the opposite face. This asymmetry creates an overall dipole moment in the
crystal (due to surface Tos ions) which, in reality, must be removed for the crystal
surface to be more stable.524–526 Therefore, a symmetric model of the PEDOT:Tos
(100) slab was also constructed by creating a 1 × 2 × 2 PEDOT:Tos super-cell,
composed of four PEDOT:Tos unit cells, and by relocating two Tos ions in a
diagonal position to the opposite face of the slab (see Figure 6.5), following a
similar previously reported approach.524–526 Due to the extreme computational
cost associated with such large periodic cell (560 atoms in total) even with access
to supercomputing facilities, the super-cell was split in half to enable convergence
of the wave-function. Because there are two ways to split the super-cell in half,
two symmetric PEDOT:Tos (100) interfaces were constructed (see Figure 6.6 and
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Figure 6.4: Schematic of the unit cell used for the PEDOT:Tos (100) surface model.
The cell was fixed in the a direction (shown in red), but both the b and c axes (shown
in green) were optimised.
Figure 6.7). By splitting the super-cell along the c-axis (1 × 1 × 2 cell), the
number of PEDOT chains (in the same layer) in the super-cell is preserved, thus
maintaining chain stacking (this is denoted the “stacks” model). On the other
hand, cutting the super-cell along the b-axis (1×2×1 cell) preserves the length of
PEDOT chains in the super-cell (this is denoted the “chains” model). Similar to
the asymmetric interface, the vacuum layer was added along the (100) direction in
both of these symmetric interface models. This vacuum layer was set at ∼30.6 A˚,
which is approximately equivalent to the thickness of the slab (i.e., the largest
separation along the a-axis between any two atoms of the slab). The geometry
of both of the symmetric PEDOT:Tos slabs was minimised following the same
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Figure 6.5: The transformation of an asymmetric PEDOT:Tos (100) slab (left) to a
symmetric slab (right) by relocation of surface Tos ions (red crosses).
procedure used for the asymmetric PEDOT:Tos slab. For the stacks model, a
k-point mesh of 1 × 6 × 4 was used, whereas a mesh of 1 × 4 × 6 was applied
for the chains model, taking into account the dimensions of each cell and the
computational demand of the calculations.
6.2.4 In Vacuo Binding Energies of Small Molecules
To gain insights into the binding of molecules of biological relevance to the PE-
DOT:Tos interface, in vacuo surface binding energies of seven small amino acid
(AA) analogue molecules were calculated at the asymmetric PEDOT:Tos (100)
interface. As mentioned earlier, there are limitations to using an asymmetric slab,
due to the presence of an overall dipole moment in the crystal.524–526 However,
due to constraints in computational resources and the need to probe the adsorbate
interaction with both the hydrophobic, ethylene-rich surface and the other hy-
drophilic, Tos-rich surface, the asymmetric PEDOT:Tos interface was chosen over
the symmetric interface for the calculation of in vacuo binding energies. The inves-
tigated adsorbates included hydrocarbons (methane and ethene) and heteroatomic
molecules (water, ammonia, methanol, methanethiol and methanamide) (see Fig-
ure 6.8). This set of AA analogue molecules was chosen as a future basis from
which the binding energy of various AAs such as hydrophobic and polar un-
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Figure 6.6: Snapshots of the “chains” and “stacks” models of the symmetric PE-
DOT:Tos (100) slab obtained by dividing and replicating the 1 × 2 × 2 PEDOT:Tos
super-cell along the b- and c-axis, respectively.
258
Figure 6.7: Composite snapshots of three cells of the “chains” and “stacks” models of
the symmetric PEDOT:Tos (100) slab viewed down the [100] axis. Surface Tos ions are
highlighted in bright colours, while other atoms are shown in faded colors.
charged AAs could be modelled. For each adsorbate, several initial configurations
and positions at the interface were tested. In each instance, the geometry of the
molecule was optimised after placing it near the surface of the optimised 1×1×1
PEDOT:Tos (100) interface initially. During the optimisation the slab atoms were
held fixed.
At this stage, it was important to investigate whether the 1 × 1 × 1 unit cell
would result in high surface coverage effects, leading to adsorbate–adsorbate in-
teraction in the lateral direction, due to periodic boundary conditions (PBCs)
(Section 2.2.2). Evidence from the literature has shown that higher surface cov-
erages influence the binding energy and geometry of small molecules adsorbed at
various materials interfaces, such as copper,527 silver412 and palladium.528 Follow-
ing SPE test calculations of water (see details in Section 6.3.3), the 1× 1× 1 cell
was found to be too small, leading to high adsorbate surface coverage effects. As
a result, a 1×2×2 super-cell (measuring a = 64.53 A˚, 2b = 15.38 A˚, 2c = 12.50 A˚)
was prepared. However, attempts to perform adsorbate geometry optimisation in
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this super-cell proved computationally inviable, even with the slab atoms fixed
in position. Due to this computational constraint, geometry optimisation of each
adsorbate was performed in the 1×1×1 unit cell. The optimised geometry of each
adsorbate was then translated to a 1×2×2 super-cell (recall that the 1×1×1 unit
cell slab geometry was not re-optimised in these adsorbate calculations), which
was found to be sufficiently large such that effects of high surface coverage were
insignificant (see details in Section 6.3.3).
Accordingly, all SPE calculations were performed using the 1 × 2 × 2 PE-
DOT:Tos (100) slab to calculate the binding energies of the adsorbates using the
supermolecular approach, such that
Ebinding = Eslab−mol − Eslab − Emol (6.1)
where Eslab−mol is the energy of the system with the molecule adsorbed to the
PEDOT:Tos surface, Eslab is the energy of the PEDOT:Tos surface, and Emol is
the energy of the molecule in vacuum (see schematic in Figure 6.9).
In the above SPE calculations, plane-wave kinetic energies and electron den-
sities were cutoff at 25 and 200 Ry, respectively. A k-point mesh of 1 × 4 × 4
was used. PBCs were applied along all three principal axes, with a vacuum gap
of 37.27 A˚ separating periodic images of the slab in the [100] direction. Brillouin
zone integration was performed using the MP smearing method for all the adosr-
bates except methanethiol, where Gaussian smearing was used due to difficulties
converging the wave-function using MP smearing.
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Figure 6.8: Chemical structure and formulae of adsorbates used for the calculation of
in vacuo binding energies at the PEDOT:Tos (100) interface.
Figure 6.9: Schematic of the steps involved in calculating in vacuo binding energies
of small molecules at the PEDOT:Tos (100) interface. After optimising the geometry
of each adsorbate (shown as a pink cross) in a 1 × 1 × 1 cell, the adsorbate’s atomic
coordinates were translated to a 1 × 2 × 2 cell. The binding energies were calculated
using single-point energy calculations as the difference between the energy of the system
containing the slab (highlighted in gray) and the adsorbate, and the sum of the energy
of the slab and the energy of the adsorbate in isolation. In each case the cell dimensions
of the 1× 2× 2 cell are the same, as are the atomic coordinates of the slab.
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6.3 Results and Discussion
6.3.1 Pristine Crystalline PEDOT Bulk
As mentioned earlier, the initial structure for the models of pristine crystalline
PEDOT bulk (with and without tilted chains) was prepared from the structure
calculated via DFT (using the BLYP functional) reported by Kim and Bre´das10
for the Tos-doped PEDOT bulk. The final lattice parameters from their calcula-
tion of pristine PEDOT bulk (see values for orthorhombic cell in Table 6.1) were
used for the initial structure employed in this work. To reiterate, in Kim and
Bre´das’ calculations, only the b lattice parameter was optimised, whereas lattice
parameters a and c were taken from experimental studies286,313 and kept fixed
during the calculation. These experimental studies, however, were obtained from
XRD data obtained from oligo(3,4-ethylenedioxythiophene)s286 and P3AT,313 and
only revealed limited, non-definitive structural information due to the amorphous
nature of the polymeric material. The lattice parameters a and c were kept fixed
in the calculations reported by Kim and Bre´das10 to avoid overly repulsive interac-
tions between polymer chains/layers as a result of employing the BLYP functional
(see Section 2.1.1.1). Accordingly, while this structure is a valuable starting ge-
ometry, the atoms in this model would not have been able to relax completely,
and thus the model’s accuracy is by no means guaranteed. In the calculation per-
formed here, however, all cell lattice parameters were simultaneously optimised
along with the atomic positions, utilising the vdW-DF functional which, unlike
standard functionals, captures both local and non-local dispersion interactions
(Section 2.1.1.1).
The final structure of pristine PEDOT bulk calculated in this work is shown
in Figure 6.10. The final unit cell lattice parameters (Table 6.1) showed a small
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Table 6.1: Lattice parameters (cell lengths in units of A˚ and cell angles in degrees) of
the bulk crystalline unit cell of pristine PEDOT bulk calculated in this work or obtained
from experimental (Expt.) and computational (Calc.) studies available in the litera-
ture. The last column lists the functional (Func.) used in each of the computational
studies. N/A denotes unavailable data. Lattice parameters that were fixed, i.e. not
optimised during theoretical calculations, are shown in red. Orthorhombic and mono-
clinic cells are denoted “ortho” and “mono”, respectively. The calculation marked by
an asterisk corresponds to a cell that was orthorhombic prior to geometry optimisation.
The calculation marked by double asterisk corresponds to the orthorhombic cell where
the PEDOT chains were tilted around the b-axis.
a b c α β γ Func.
This work (ortho)* 10.71 7.91 7.32 90.0 90.0 90.48 vdW-DF
This work (tilted)** 10.14 7.91 7.53 90.37 93.51 90.44 vdW-DF
Expt.286 10.52 7.87 N/A N/A N/A N/A N/A
Calc.10 (ortho) 10.52 7.94 7.60 90.0 90.0 90.0 BLYP
Calc.10 (mono) 12.98 7.94 7.60 90.0 125.85 90.0 BLYP
Calc.311 (N/A) 11.80 7.80 6.90 N/A N/A N/A PW91
Calc.11 (mono) 12.00 7.82 7.04 90.0 123.0 90.0 PBE+D
increase (by ∼0.19 A˚) in the layer stacking direction (a) compared to the corre-
sponding value reported by Kim and Bre´das.10 However, as mentioned earlier, the
a lattice constant value reported by Kim and Bre´das10 was not optimised, but was
taken from XRD data20 obtained for non-crystalline PEDOT and thus cannot be
trusted to be representative of the crystalline PEDOT bulk structure reported
here. In addition, the optimised PEDOT chain length calculated here was only
slightly (∼0.03 A˚) shorter than that optimised previously by Kim and Bre´das.10
The greatest difference between Kim and Bre´das and the present calculations,
however, was noted for the PEDOT chain pi–pi stacking distance (i.e. the lattice
parameter c), which was found here to be 0.28 A˚ shorter than that reported by
Kim and Bre´das,10 indicating a stronger predicted pi–pi stacking between PEDOT
chains in the present calculation. However, to reiterate, in the calculations re-
ported by Kim and Bre´das10 the c lattice constant was not optimised, but was
taken from unreliable XRD data for non-crystalline P3AT with only partial struc-
tural ordering. Furthermore, in the present calculation, a small increase (0.48◦)
263
Figure 6.10: Optimised structure of pristine PEDOT bulk viewed along the a) pi–pi
stacking direction and b) chain length, calculated via PW-DFT calculations using the
vdW-DF functional. The unit cell boundary is shown in blue.
in the γ angle (between the a and b axes) was observed (see Table 6.1).
6.3.1.1 Chain Rotation
Each unit cell of pristine PEDOT bulk contains two chains, where the ethylene
bridges in each chain are in the G + G− conformation (see Figure 6.11). A
gauche (G) conformation is one where the dihedral angle between two atoms or
groups of atoms (the two CH2 groups of ethylene bridges in the case of PEDOT)
is greater than 0◦ but less than 120◦. Accordingly, there are two different ways
the PEDOT chains can be stacked along the c-axis. Kim and Bre´das10 found
that the configuration where the ethylene bridges formed a herringbone pattern
(Figure 6.11) is about 2.5 kJ mol−1 per unit cell lower in energy compared to the
configuration where ethylene bridges in adjacent chains are oriented in the same
direction. Note that, on each surface of the PEDOT cell, there is a deep ‘hollow’
site atop every sulphur atom, bounded by four ethylene groups (see Figure 6.11).
Following evidence from experimental data obtained for non-crystalline P3AT,313
Kim and Bre´das10 also found that the energy minimum of pristine bulk crystalline
264
Figure 6.11: View down the a-axis of the calculated structure of pristine bulk crys-
talline PEDOT, highlighting how ethylene bridges in different chains are oriented in
the herringbone configuration (ethylene bridges in the bottom half of the cell along the
a-axis are shown in a faded gray). An ethylene bridge is highlighted in pink and the
hollow site on top of the central sulphur atom is highlighted by the dashed circle. The
unit cell boundary is shown in blue.
PEDOT had the chains tilted around their backbone by 8.9◦. This tilt angle, ϕ,
is the angle between the chain backbone plane and the a-axis (see Figure 6.12).
Compared to the unit cell with untilted chains (i.e. ϕ = 0◦), the energy minimum
structure was found to be ∼5.9 kJ mol−1 more stable. During their calculation,
however, Kim and Bre´das10 had the a and c lattice parameters fixed which, in ad-
dition to the limitations in describing dispersion interactions (see Section 2.1.1.1)
associated with the BLYP functional the authors used, suggest that the reported
chains tilt is not likely to be optimal. As alluded to earlier, the effect of chain
rotation was investigated here for the optimised pristine bulk crystalline PEDOT
structure calculated in this work. The PEDOT chains were rotated around the
b-axis by 10◦ before the geometry of the structure was minimised. The final
lattice parameters of the (monoclinic) unit cell are provided in Table 6.1. Not
surprisingly, compared to the structure with untilted chains, the lattice param-
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Figure 6.12: Optimised structure of pristine PEDOT bulk with the chains tilted around
the b-axis, calculated using the vdW-DF functional. Atoms beyond the cell dimensions
are shown for clarity. The angle ϕ corresponds to the angle between the a-axis and the
chain backbone plane. The unit cell boundary is shown in blue.
eters corresponding to the PEDOT layer stacking (i.e. a and pi–pi stacking (i.e.
c) were found to decrease and increase, respectively, in the structure containing
tilted chains (see Table 6.1). Furthermore, aside from small differences in the α
and γ angles between the two structures, the β angle in the structure involving
tilted PEDOT chains was found to increase by 3.5◦ compared with the structure
with untilited chains. This difference in the β angle is possibly due to the mode
of rotation, where the PEDOT chains were rotated around the b-axis rather than
their molecular axis. Note that the pristine PEDOT crystal calculated reported
by Kim and Bre´das10 was found to be better represented by a monoclinic cell
(with β = 125.85◦) due to the asymmetry of EDOT units along the backbone as
a result of the rotation. In the present calculation of pristine bulk crystalline PE-
DOT with tilted chains, the tilt angle (ϕ) in the final structure (Figure 6.12) was
found to be 6.9◦. Furthermore, the new structure was found to be energetically
more favourable than the initial structure by 11.5 kJ mol−1.
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6.3.2 Tos-Doped PEDOT Bulk Crystal Structure
The original experimental structure of PEDOT:Tos bulk advanced by Aasmundtveit
et al.20 revealed a lamellar structure, where monolayers of Tos ions were sand-
wiched between PEDOT layers stacked along the [100] direction. As mentioned
previously, this structure was based on XRD data of only partially-crystal PE-
DOT:Tos, and thus its reliability for representing the structure of PEDOT:Tos
crystal bulk is uncertain. The proposed experimental unit cell contained four
EDOT units and one Tos ion, which is in agreement with the level of doping
determined by XPS data.529
As mentioned earlier, to date there are no experimental data available regard-
ing the orientation of the Tos ions within the dopant layer. This orientation was
first predicted by the calculations reported by Kim and Bre´das.10 First, how-
ever, Kim and Bre´das found that to accommodate the Tos ions between two
neighbouring PEDOT layers in a stable configuration, it was required that one
PEDOT layer be symmetric with the other via a mirror plane within the Tos
layer. This demanded using twice the experimental unit cell size along the a-axis
(see Figure 6.2). Consequently, in the geometry optimisation of their PEDOT:Tos
bulk crystal structure, the lattice constants a/2 and c were taken from experimen-
tal data20 and kept fixed during the calculation, while the b lattice length was
optimised. Table 6.2 lists lattice parameters of bulk crystalline PEDOT doped
with Tos as well as other anions. Note that the value for lattice parameter a re-
ported from experimental studied of doped PEDOT9,20–22 (see Table 6.2) is shown
herein as 2a for ease of comparison with values of lattice parameter a reported by
previous calculations of PEDOT:Tos bulk crystal10,11 as well as the present work.
The molecular axis of the Tos ion was reported by Kim and Bre´das10 to be
tilted by 33.2◦ with respect to the PEDOT chain (b) axis (see Figure 6.13).10
Note that Shi, et al.,11 who used DFT+D calculations and the PEDOT:Tos bulk
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Table 6.2: Summary of lattice parameters (lengths in units of A˚, and angles in degrees)
of bulk crystalline PEDOT unit cell in the Tos-doped form, obtained from experimental
(Expt.) and computational (Calc.) studies available in the literature. Dopants used
are given in parentheses. The last column lists the functional (Func.) used in each of
the computational study. Note that the value for parameter a reported in the experi-
mental studies9,20–22 is listed as 2a for comparison with that obtained from DFT-based
calculations,10,11 where parameters that were fixed (i.e. not optimised) are shown in
red. N/A denotes unavailable data.
a b c α β γ Func.
This work (Tos) 27.27 7.77 6.53 90.0 90.0 90.0 vdW-DF
Expt.20 (Tos) 28.00 7.80 6.80 90.0 90.0 90.0 N/A
Expt.21 (PF6) 30.40 7.70 6.80 90.0 90.0 90.0 N/A
Calc.10 (Tos) 28.00 7.90 6.80 90.0 90.0 90.0 BLYP
Expt.9 (Cl) 22.02 7.91 4.64 90.0 90.0 90.0 N/A
Calc.11 (Tos) 27.60 7.77 6.71 90.0 90.0 90.0 PBE+D
Expt.22 (Fe(OTf)3) 28.00 7.80 6.80 N/A N/A N/A N/A
crystal structure reported by Kim and Bre´das10 as a starting structure for their
calculations of PEDOT:Tos bulk crystal structure, did not report values for this
tilt. Tos ions are thought to tilt in such a way for two reasons. First, with a
distance of about 6.14 A˚ between the S and C atoms at either end of the Tos ion,
the molecule is too long to align parallel to the PEDOT chain axis, because the
ion is longer than the cell length b. Second, the bulky SO–3 and CH3 groups can
only be fitted in two nearby hollow sites (see Figure 6.11), positioned diagonally
on the surface of each PEDOT layer (see Figure 6.13).
The optimised structure of PEDOT:Tos bulk calculated in this thesis is shown
in Figure 6.14. The final lattice parameters of the unit cell (Table 6.2) revealed
a significant difference in the pi–pi stacking distance between PEDOT chains (de-
fined here as c/2) compared with the reported structure (which was our initial
structure).10 Consistent with the findings for our pristine PEDOT model, the PE-
DOT:Tos model proposed in this thesis showed tighter stacking (3.27 A˚) between
PEDOT chains (i.e. along the c-axis) compared with the stacking distance of
3.4 A˚ in the initial structure.10 In addition, the calculated structure reported in
this thesis showed negligible (0.05◦) change to the tilt angle of the Tos ion (see
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Figure 6.13: Structure of PEDOT:Tos bulk (calculated by Kim and Bre´das10) viewed
down the a-axis. The tilt angle of Tos ions, δ, is highlighted. Adapted with permission
from Kim and Bre´das.10 Copyright (2016) American Chemical Society.
Figure 6.13). The tighter pi–pi stacking in the model calculated here suggests
stronger inter-chain interactions compared with the Kim and Bre´das PEDOT:Tos
model10 where the pi–pi stacking distance (adopted from unreliable experimental
data20) was not optimised (i.e. kept fixed) to compensate for the shortcomings
of the BLYP functional.
6.3.2.1 Dopant Effect on Chain Geometry
Compared with our calculated structure of pristine PEDOT crystal, the model of
bulk PEDOT:Tos crystal calculated in this thesis showed tighter PEDOT chain
stacking (by 0.39 A˚) and shorter chain length (by 0.14 A˚). Interestingly, doping
also resulted in PEDOT chains assuming a slipped parallel arrangement (deviating
from the initial parallel arrangement) along the chain axis (see Figure 6.15). In
the pristine PEDOT bulk model, EDOT units in different chains are aligned along
the stacking (c) axis. This alignment was observed in the reported structure of
PEDOT:Tos bulk10 (Figure 6.15a), which was used as the starting structure for
the calculation of PEDOT:Tos bulk reported in this thesis. The slipped parallel
displacement along the chain (b) direction (herein denoted ∆010) was found to be
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Figure 6.14: Optimised structure of bulk crystalline PEDOT:Tos viewed along the a)
c-axis, b) b-axis and c) a-axis, calculated via PW-DFT calculations using the vdW-DF
functional. The unit cell boundary is shown in blue.
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Figure 6.15: The alignment of EDOT units in different chains in the PEDOT:Tos bulk
crystal along the pi–pi stacking (c) axis in the a) structure reported by Kim and Bre´das10
and b) structure calculated in this thesis obtained using the vdW-DF functional. The
black lines highlight the slipped parallel displacement ∆010 in the PEDOT:Tos bulk
structure.
0.54 A˚, measured between the sulphur atom in one chain and the centre-of-mass
of the two opposite thiophene carbons in the adjacent chain (see Figure 6.15).
The slipped parallel arrangement of PEDOT chains was not observed in the
structure of PEDOT:Tos bulk reported by Kim and Bre´das10 most likely because,
in their calculation, two cell parameters (a and c) were kept fixed, and possibly
due to the BLYP functional employed. However, in the structure reported by
Shi et al.11 for the PEDOT:Tos bulk crystal (corresponding to the same doping
level as in our model), a similar slipped parallel displacement was observed (see
Figure 6.16). The authors quantified this displacement as “about half thiophene
ring along the conjugated backbone”, which is ∼0.7 A˚. The difference between this
reported value (∼0.7 A˚) and the one reported here (0.54 A˚) is perhaps due to the
different functional, k-point mesh (2×4×4) and/or planewave cutoffs used by Shi
et al.11. The slipped parallel arrangement (Figure 6.14a and Figure 6.15b) is most
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Figure 6.16: Snapshots of the PEDOT:Tos bulk crystalline structure calculated by Shi
et al. 11 Hydrogen atoms are omitted for clarity. Adapted with permission from Shi
et al..11 Copyright (2016) American Chemical Society.
likely present to better accommodate the Tos ions. Because each ion is sandwiched
between two PEDOT layers in an orthogonal manner over two PEDOT chains
along the c-axis (see Figure 6.14c), the bulkier SO–3 group has more space to fit
in the hollow site (Figure 6.11) where the two adjacent EDOT oxygens (from two
different chains along the b-axis) are farther apart rather than close. The smaller
CH3 group, on the other hand, can fit in the hollow site even when the nearest
EDOT oxygens on adjacent chains are closer to each other relative to the slipped
parallel arrangement.
Furthermore, noticeable differences in the geometry of PEDOT chains was ob-
served as a result of Tos-doping (Figure 6.17). This included contraction of the
C−C bonds and expansion of the C−C bonds along the chain backbone which, as
already mentioned, was shorter in the doped state. Similar Tos-doping induced
changes to the length of backbone bonds have been noted in previous calculations
of the bulk crystal,10,11 with small differences in the magnitude and variation of
bond length, particularly for the doped state. The geometry of the ethylenedioxy
group was also influenced by doping PEDOT with Tos. Calculations reported in
this thesis revealed that the length of the O−CH2 bond increased while that of
the C−O bond decreased by about 0.025 A˚ in agreement with previous calcula-
tions.10,11
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Figure 6.17: Effect of Tos-doping on the length of chain backbone bonds of pristine
PEDOT bulk calculated using the vdW-DF functional.
6.3.3 Optimisation of the PEDOT:Tos (100) Interface: Asym-
metric Slab
As mentioned earlier, knowledge of the structure of the PEDOT:Tos interface at
the molecular level is very scarce in the literature, due to the amorphous nature of
the polymeric material. Because of this, however, the fundamental knowledge con-
cerning the doped PEDOT–bio interface remains almost completely unexplored.
Although the crystalline PEDOT:Tos interface model developed in this thesis can-
not substitute the amorphous PEDOT:Tos interface that is likely to be found in
technical applications, the crystalline surface provides a valuable starting point
towards the development and understanding of the more complex amorphous in-
terface.
Here, to construct an atomistic model of the PEDOT:Tos (100) interface, a
vacuum layer equivalent in length to the a-axis of the optimised structure of
PEDOT:Tos bulk (27.27 A˚) was added on top of the bulk structure along the
‘a-axis (see schematic in Figure 6.4) prior to performing geometry optimisation.
After geometry optimisation, it was important to verify if the lateral dimensions
of the 1 × 1 × 1 cell were large enough for the cell to be used for molecule–
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PEDOT:Tos binding energy calculations and minimise surface coverage effects.
As mentioned earlier, the binding energy and geometry of small molecules at
various material interfaces, such as copper,527 silver412 and palladium,528 have
been found to be influenced by the surface coverage of adsorbates. Accordingly,
SPE calculations of a single water molecule in five different orientations placed in
the centre of the vacuum space (mid-way between the PEDOT:Tos slab surface
and the slab’s periodic image in the [100] direction) were performed in the absence
of the slab. The results revealed that the largest difference in energy between
any two of the five SPE calculations of the water molecule was ∼13.8 kJ mol−1
which is unacceptably large. As a result, the vacuum space of the PEDOT:Tos
(100) interface model was increased by 10 A˚ (to 37.27 A˚) and the geometry of the
structure was re-optimised. Afterward, similar SPE calculations utilising the new
interface model were carried out; these revealed yet again a non-trivial difference
in energy (e.g. 2.9 kJ mol−1). Therefore, to limit significant interactions between
the water molecules and their periodic images in the lateral direction, a 1× 2× 2
super-cell was prepared. In this case, the largest difference in energy revealed
by SPE calculations was found to be small (less than 0.3 kJ mol−1), indicating
very limited surface coverage effects. Based on these findings, a vacuum space of
37.27 A˚ was used in all PEDOT:Tos interface models, and the 1× 2× 2 super-cell
of the PEDOT:Tos (100) interface was used for the calculation of binding energies
of small molecules (see Section 6.3.6).
The optimised structure of the 1×1×1 PEDOT:Tos (100) interface calculated
here is shown in Figure 6.18. Note that during the geometry optimisation, all
atomic positions were simultaneously optimised along with the lattice parameters,
except for the a-axis which was held fixed to avoid the expansion of the slab
into the vacuum space. The final (i.e. optimised) cell of the PEDOT:Tos (100)
interface structure was orthorhombic, with lattice constants a = 64.53 A˚, b =
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Figure 6.18: Optimised structure of the asymmetric PEDOT:Tos (100) interface cal-
culated using the vdW-DF functional, viewed along the a) [001] and b) [010] axes. The
unit cell boundary is shown in blue.
7.69 A˚, c = 6.25 A˚.
Compared to bulk PEDOT:Tos, the structure of the PEDOT:Tos (100) inter-
face revealed a few notable geometrical differences (see Figure 6.20). First, the
distance between the two PEDOT layers in the [100] direction (∆100) was found
to increase by 1.46 A˚ at the interface compared with the bulk. This “expansion”
of the slab near to the interface along the direction perpendicular to the surface
is not uncommon, and has been observed in other materials interfaces such as
gold411 and silver.412 Second, unlike in the structure of the bulk, both Tos ions
in the PEDOT:Tos (100) slab were tilted with respect to the surface plane (see
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Figure 6.19: A close-up of the optimised structure of the asymmetric PEDOT:Tos
(100) interface calculated using the vdW-DF functional, viewed along the a) [001], b)
[010] and c) [100] vectors. The cell boundary is shown in blue, but the cell is truncated
at the top of the slab (indicated by the black wavy line).
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Figure 6.20). This tilt, defined as the angle between the normal to the Tos phenyl
ring and the [100] vector, was greater for the outer Tos ion (i.e. surface-exposed)
compared with the inner Tos ions (i.e. sandwiched between the two PEDOT
layers). With the pi–pi stacking distance between PEDOT chains being shorter
by 0.14 A˚ at the interface compared with the PEDOT:Tos bulk structure, it is
possible that tilted Tos ions were more energetically favourable than untilted Tos
ions. However, the tilt of Tos ions may be merely due to the expansion of the
slab in the inter-layer distance along the [100] direction. The latter possibility is
perhaps more likely given that the tilt is greater for the outer Tos ion than the
inner Tos ion. One way this could be verified would be to perform an energy min-
imisation of a 2× 1× 1 PEDOT:Tos slab comprising four PEDOT and four Tos
layers. Such a computationally demanding calculation, however, is beyond the
computational resources currently available for this research. Finally, although
the initial structure of the PEDOT:Tos interface featured a slipped parallel ar-
rangement (see slipped parallel arrangement for PEDOT:Tos bulk in Figure 6.14
and Figure 6.15), the optimised structure of the PEDOT:Tos interface did not
show this slipped parallel arrangement (see Figure 6.19). This may be due to the
increased space available for the Tos ions at the interface as a result of greater
PEDOT inter-layer separation (∆100) compared with the limited space available
to accommodate Tos ions in the PEDOT:Tos bulk structure (see Figure 6.20).
6.3.4 Optimisation of the PEDOT:Tos (100) Interface: Sym-
metric Slab
As mentioned earlier, there exist no models of the doped PEDOT interface in
the literature. In addition to the asymmetric PEDOT:Tos (100) interface, for the
first time, we developed two models of the symmetric PEDOT:Tos (100) interface.
Both symmetric models contain a total of 280 atoms each, and were constructed
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Figure 6.20: Snapshots showing the differences between the optimised PEDOT:Tos
bulk and (100) interface crystalline structures in terms of the shortest inter-layer dis-
tance (∆100) and Tos tilt angle (θ) for the inner Tos (θinner) and outer Tos (θouter). θ
corresponds to the angle between the normal to the phenyl ring plane of Tos and the
[100] vector. For clarity, only one PEDOT chain is shown in each layer.
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Figure 6.21: Optimised structure of the PEDOT:Tos (100) chains interface model
calculated using the vdW-DF functional, viewed along the a) [001] and b) [01¯0] surface.
The cell boundary is shown in blue.
from the 1 × 2 × 2 super-cell of the PEDOT:Tos bulk crystalline structure (see
Figure 6.14). To reiterate, the “chains” symmetric model was prepared by split-
ting the 1 × 2 × 2 super-cell in half along the [010] direction, i.e. resulting in a
1 × 2 × 1 cell (see Figure 6.21). In contrast, the “stacks” symmetric model was
generated by splitting in half the 1×2×2 super-cell along the [001] direction, i.e.
resulting in a 1× 1× 2 cell (see Figure 6.22).
For the symmetric chains model, the optimised cell of the PEDOT:Tos (100)
interface was orthorhombic, with final lattice constants a = 61.27 A˚, 2b = 15.309 A˚,
c = 6.04 A˚. Note that, during the calculation, the [100] length (along the vacuum
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Figure 6.22: Optimised structure of the PEDOT:Tos (100) stacks interface calculated
using the vdW-DF functional, viewed along the a) [001] and b) [01¯0] surface. The cell
boundary is shown in blue.
space) was kept fixed to avoid expansion of the slab surface into the vacuum space.
Figure 6.23 shows a close-up of the optimised structure of the chains PEDOT:Tos
(100) slab. The surface-exposed Tos ions featured a greater tilt compared with
the central ion layer. The tilt angle of Tos was found to be 32.5◦, 34.9◦ and 26.9◦
for the exterior bottom, exterior top, and central Tos ions, respectively (note that
the tilt angle for the central Tos ions is an average of the two ions, with an error
of ±0.30 calculated as half the difference between the two angles). Given the sym-
metry of the slab, both exterior Tos ions (as well as the central ions) are expected
to have similar tilt angles, which they do not here. The difference in the tilt angle
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between the two exterior Tos ions (and the two central ions) suggests that the
optimised structure obtained here corresponds to a local minimum structure, and
thus a stricter energy cutoff would need to be applied to obtain an improved struc-
ture. Doing this, however, was beyond the computing and time limits available for
this thesis, but remains for future work. Moreover, the distance between the two
PEDOT layers, measured between two opposite S atoms (see Figure 6.20), was
found to be 13.05 A˚. This is an increase of 0.45 A˚ compared with the 1× 1× 1 cell
of the asymmetric PEDOT:Tos (100) interface, which may be due to the greater
tilt of the Tos ions in the central layer in the symmetric interface (θ = 26.9◦)
compared with that in the asymmetric interface (θ = 23.0◦). Surprisingly, the
slipped parallel displacement (∆010) noted for bulk crystalline PEDOT:Tos (see
Figure 6.14 and Figure 6.15) which was used to create the symmetric interface
showed a marked difference (see Figure 6.23) between the top PEDOT layer (∆010
= 0.68 A˚) and the bottom PEDOT layer (∆010 = 0.04 A˚). Once more, this differ-
ence suggests that a stricter energy cutoff is required to obtain a more definitive
structure.
The general features of the energy-minimised structure of the PEDOT:Tos
(100) stacks interface (Figure 6.24) were not very different from that of the chains
model. The final cell of the stacks structure was also orthorhombic, with lat-
tice constants a = 61.266 A˚, b = 7.683 A˚, 2c = 12.257 A˚. Note that, during the
minimisation, the [100] length (along the vacuum space) was kept fixed to avoid
surface expansion. In addition, the Tos ions were found to be tilted by 30.5◦, 29.0◦
and 21.5◦ for the exterior bottom, exterior top, and central Tos ions, respectively
(note that the tilt angle for the central Tos ions is an average of the two ions,
with an error of ±1.60 calculated as half the difference between the two angles).
Once again, the differences in the Tos tilt angle suggest that the energy-minimised
stacks structure corresponds to a local energy minimum on the PEL rather than
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Figure 6.23: A close-up of the optimised structure of the PEDOT:Tos (100) chains
interface calculated using the vdW-DF functional, viewed along the a) [001] and b)
[01¯0] surface. The cell boundary is shown in blue, but the cell is truncated at the top
of the slab (indicated by the black wavy line).
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Figure 6.24: A close-up of the optimised structure of the PEDOT:Tos (100) stacks
interface calculated using the vdW-DF functional, viewed along the a) [01¯0] and b)
[001] surface. The cell boundary is shown in blue, but the cell is truncated at the top
of the slab (indicated by the black wavy line).
the most stable structure. However, these differences could also be, at least in
part, due to the unique k-point mesh set used for each interface model (see Meth-
ods) because of the difference in cell size. Compared with the chains interface
model, no significant change in the distance between the two PEDOT layers was
observed in the stacks model.
It must be noted that the minor geometrical differences between the symmetric
PEDOT:Tos chains and stacks interface structures noted above were not unex-
pected. The two models differ in one main structural feature, i.e., the positioning
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of outer Tos ions with respect to the surface plane. Because the two symmetric
interface models were generated by splitting the 1 × 2 × 2 super-cell in half in
two different ways, outer (i.e. surface-exposed) Tos ions in the chains interface
run along the [001] direction, whereas the outer Tos ions in the stacks interface
propagate along the [010] direction (see Figure 6.25).
6.3.4.1 Symmetric vs Asymmetric PEDOT:Tos (100) Interface
To allow for a direct structural comparison between the structural models of
the symmetric and asymmetric PEDOT:Tos (100) interface, two new super-cells
(1× 2× 1 and 1× 1× 2) of the asymmetric interface were constructed from the
optimised 1 × 1 × 1 cell of the asymmetric interface. Note that, unlike in the
symmetric interface models (see Figure 6.7), the 1×2×1 and 1×1×2 cells of the
asymmetric interface do not differ in the orientation of Tos ions on the surface with
respect to PEDOT chain axis. However, both cells of the asymmetric interface
were prepared to allow for a direct comparison with their corresponding sym-
metric interface models, because the geometry optimisation for the latter models
utilised two different k-point mesh sets (see Methods). Accordingly, the two new
asymmetric models (which are also referred to herein as “chains” and “stacks”
following the convention used for the corresponding symmetric interface models)
have the same number of atoms as the symmetric interface models (280 atoms in
total), with slab symmetry being the only difference. After their construction, the
geometry of both cells of the asymmetric interface models was minimised, using
the same parameters employed for their corresponding symmetric models.
A comparison of structural features between the chains and stacks models of
the symmetric interface with those of the asymmetric interface showed different
degrees of variation. Table 6.3 provides a summary of these structural features,
which include the pi–pi stacking distance (along the [001] vector), the inter-layer
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Figure 6.25: The surface of the symmetric PEDOT:Tos a) chains and b) stacks interface
models viewed down the [1¯00] axis, highlighting the position of outer Tos ions with
respect to the [010]-[001] plane. The remainder of the PEDOT:Tos slab is shown in
gray.
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Table 6.3: Summary of structural features of the chains and stacks models of the
symmetric and asymmetric PEDOT:Tos (100) interface. These features include the pi–
pi stacking distance (along the [001] vector, the inter-layer distance between PEDOT
chains (∆100), the slipped parallel displacement (∆010) for the top PEDOT layer and
bottom PEDOT layer, and the tilt angle of Tos ions with respect to the surface normal
(θ) for the exterior top (θtop), central (θcentral), and exterior bottom (θbottom) Tos ions.
Note that in the asymmetric interface models all surface Tos ions are on the bottom
side of the slab.
Structural Symmetric Asymmetric
Feature Chains Stacks Chains Stacks
pi–pi stacking 3.02 A˚ 3.13 A˚ 3.05 A˚ 3.01 A˚
∆100 13.05 A˚ 13.05 A˚ 12.73 A˚ 12.98 A˚
∆010 (top layer) 0.68 A˚ 0.09 A˚ 0.03 A˚ 0.01 A˚
∆010 (bottom layer) 0.04 A˚ 0.37 A˚ 0.02 A˚ 0.08 A˚
θtop 34.9
◦ 29.0◦ N/A N/A
θcentral 26.9
◦ 21.5◦ 26.2◦ 27.8◦
θbottom 32.5
◦ 30.5◦ 35.0◦ 37.2◦
distance between PEDOT chains (∆100), the slipped parallel displacement (∆010)
for the top and bottom PEDOT layers, and the tilt angle of Tos ions with respect
to the surface normal (θ) for the exterior top, central, and exterior bottom Tos
ions, respectively. As Table 6.3 shows, the difference in the pi–pi stacking distance
between the symmetric and asymmetric interface models was small, particularly
for the stacks model where these distances were 3.13 A˚ and 3.01 A˚, respectively.
The inter-layer distance (∆100) was found to be larger in the symmetric interface
models compared with the asymmetric models, with the difference being greater
for the chains models (13.05 A˚ and 12.73 A˚ for the symmetric and asymmetric
models, respectively). Not surprisingly, both the chains and stacks asymmetric
interface models showed a smaller degree of slipped parallel displacement (∆010)
compared with their corresponding symmetric models (see Table 6.3). This vari-
ation in ∆010 may be due to the difference in the tilt angle of central and surface
Tos ions between the symmetric and asymmetric interface models. The above
structural differences between the symmetric and asymmetric PEDOT:Tos inter-
face models are likely due to surface dipole moment which is thought to exist for
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Figure 6.26: Initial structure of the asymmetric PEDOT:Tos (001) interface viewed
along the [010] axis. The cell boundary is shown in blue.
asymmetric polar surfaces.524–526 As mentioned earlier, the structural differences
between the interface structures of the same type (i.e. symmetric or asymmetric)
optimised in this work suggest that these structures correspond to local minimum
structures, and thus a stricter energy cutoff would be required to obtain more
definitive structures.
6.3.5 The PEDOT:Tos (001) Interface
Evidence from the literature has revealed two distinct molecular orientations of
PEDOT chains in films of doped PEDOT; an “edge-on” orientation and a “face-
on” orientation (see details herein). The PEDOT:Tos (100) interface presented
thus far (Figure 6.18) corresponds to an “edge-on” molecular orientation of PE-
DOT chains, where the chains are oriented such that pi–pi stacking is perpendic-
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ular to the substrate normal (see Figure 1.13 for an example). However, recent
evidence from grazing incidence small- and wide-angle X-ray scattering measure-
ments on aqueous PEDOT:PSS has shown that the polymer can also have a “face-
on” orientation, where pi–pi stacking is parallel with respect to the substrate nor-
mal.297,518 Although the substrate/PEDOT:Tos interface can be different from the
vacuum/PEDOT:Tos interface, it is possible that, in the latter interface (modelled
in this thesis), PEDOT chains in PEDOT:Tos could also adopt an edge-on or a
face-on orientation. Therefore, a face-on orientation of the PEDOT:Tos interface,
which corresponds to the (001) surface, was also investigated in this thesis. As
mentioned earlier, there are no reported structural models of any facet of the
doped PEDOT interface currently available in the literature.
A model of PEDOT:Tos (001) interface was prepared from the 1 × 1 × 3 cell
of PEDOT:Tos bulk structure, where a vacuum layer equivalent to that used for
the unit cell of asymmetric PEDOT:Tos (100) interface (i.e. 37.27 A˚) was added
along the pi–pi stacking direction (see Figure 6.26). This new model, which has
420 atoms in total, comprised six PEDOT chains stacked in the [001] direction.
This model was explored unsuccessfully, via previous attempts of optimising two
similar models; one containing two PEDOT chains (140 atoms in total) and an-
other containing four chains (280 atoms). However, after geometry optimisation,
both of these smaller structures disintegrated, likely due to insufficient number of
PEDOT chains along the [001] axis of the slab (i.e. the slab was too thin). Al-
though the 6-chain PEDOT:Tos (001) model constituted a slab about 22 A˚ thick,
the geometry optimisation of the structure resulted in severe structural defor-
mations (Figure 6.28). As a result, geometry optimisation of the interface was
suspended following 499 minimisation steps without reaching geometric conver-
gence. Therefore, the face-on PEDOT:Tos interface appeared much more prone
to such deformations than the edge-on interface. Revealing the underlying rea-
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Figure 6.27: A close-up of the initial structure of the asymmetric PEDOT:Tos (001)
interface viewed along the [010] axis. The cell boundary is shown in blue, but the cell
is truncated at the top of the slab.
son(s) behind these deformations remains for future work due to the prohibitive
computational cost associated with studying a slab of this size. Such structural
rearrangements might be avoided by using a thicker slab. Another test that would
be worth performing is to use a slab consisting of longer PEDOT chains, i.e., a
slab that is larger in the [100] and [010] directions. The deformations revealed
in Figure 6.28 could also be investigated via first principles phonon calculations.
Displacement of an atom from its equilibrium position in a crystal increases the
forces acting on all atoms in the crystal.530 A series of phonon frequencies can
be obtained by analysing the forces associated with a systematic set of displace-
ments. However, while insightful, such phonon calculations are computationally
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Figure 6.28: Structure of the PEDOT:Tos (001) interface after 499 minimisation steps
calculated using the vdW-DF functional, viewed along the [010] vector. The cell bound-
ary is shown in blue, but the cell is truncated at the top of the slab (indicated by the
black wavy line).
expensive.
6.3.6 In Vacuo Binding Energies of Small Molecules at the
Asymmetric PEDOT:Tos (100) Interface
To gain insights into the binding mode and affinity of biomolecules to the PE-
DOT:Tos interface, binding energies of small, biologically-relevant molecules at
the PEDOT:Tos (100) interface were calculated in vacuo using vdW-DF DFT
calculations. A set of seven adsorbates was used (see Figure 6.8), including hy-
drocarbons (methane and ethene) and heteroatomic molecules (water, ammonia,
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Figure 6.29: Initial adsorption sites for small molecules atop the outer Tos ion of the
asymmetric PEDOT:Tos (100) interface used for the vdW-DF DFT calculation of in
vacuo binding energies.
methanol, methanethiol and methanamide). These adsorbates were chosen to
probe the binding affinity of the analogues of side-chains of different AAs, such as
polar uncharged and hydrophobic AAs, to the PEDOT:Tos interface. It must be
noted, however, that the in vacuo binding affinities calculated in this thesis are not
equivalent to binding affinities at the aqueous PEDOT:Tos interface. For each of
the seven adsorbates studied here, different molecular configurations and surface
sites were tested to obtain the lowest energy configuration at the interface. Four
different sites on the interface were tested: the hollow site at the top (ethylene-
terminated) surface of the slab (see Figure 6.11) and across the sulfonate, phenyl
and methyl groups of the surface-exposed Tos ion at the bottom (Tos-terminated)
surface of the slab (see Figure 6.29). Between 13 and 21 different configurations
were optimised for each adsorbate, depending on the complexity of the adsorbate.
The binding energy for each of these optimised configurations was calculated using
SPE calculations to determine the optimal configuration/site for each adsorbate.
The binding energy of the lowest-energy configuration of each adsorbate is
provided in Table 6.4. These results revealed that all adsorbates adsorbed rela-
tively strongly to the PEDOT:Tos (100) interface with preference to the Tos-rich
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Table 6.4: Strongest binding energies and adsorbate–surface separation distances
(dsep) of small molecules at the Tos-terminated surface of the asymmetric PEDOT:Tos
(100) interface, calculated in vacuo using vdW-DFT calculations. Adsorbate reference
atom(s) used to measure dsep are highlighted in bold font.
Molecule Binding Energy dsep ( A˚)
(kJ mol−1) Methyl Phenyl Sulfonate
Methane (CH4) −48.8 3.70 3.98 5.06
Ethene (C2H4) −51.4 4.51 3.91 5.16
Methanethiol (CH3SH) −49.1 4.06 5.38 4.71
Ammonia (NH3) −34.8 3.49 4.16 4.51
Water (H2O) −44.4 3.65 4.09 4.12
Methanol (CH3OH) −54.2 3.65 5.08 4.21
Methanamide (CH3NO) −77.5 4.19 4.38 4.05
side of the slab, where methaneamide and ammonia showed the strongest and
weakest binding, respectively. At first glance, the binding of some of the adsor-
bates, e.g. water, may seem excessively strong in comparison to the binding of
the same adsorbates at other materials surfaces such as gold411 and silver.412 To
date, there are no reported experimental data with which we can directly com-
pare the results obtained in this thesis. However, comparison with data from other
materials surfaces can provide a preliminary evaluation of the reasonableness of
these binding energies. The calcite (CaCO3) surface, for instance, is similar to
the PEDOT:Tos surface in that both feature a high variation of surface charge.
The in vacuo binding energy of water531,532 and methanoic acid531 (CH2O2) at the
calcite (10.4) surface was estimated via theoretical calculations to be about −90
kJ mol−1 and −87 kJ mol−1, respectively. Accordingly, these values suggest that
the binding energies calculated in this work are not unreasonable. Furthermore,
it is important to note that the binding strengths of the in vacuo binding energies
calculated here (Table 6.4) are most likely upper bounds and will be modified in
binding strength at the aqueous PEDOT:Tos (100) interface.
Figure 6.30 shows snapshots of the lowest-energy configurations of all adsor-
bates, i.e., those corresponding to the binding energies listed in Table 6.4. As
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mentioned earlier, the lowest-energy configuration for all adsorbates, except am-
monia and methane, showed preference to bind to the Tos-rich surface rather
than the ethylene-rich surface of the slab. The binding energies for ammonia and
methane at the ethylene-rich surface were found to be −34.2 kJ mol−1 and −47.5
kJ mol−1, respectively. These binding energies are similar to the corresponding
binding energies at the Tos-rich surface showing the greatest binding strength
(−34.8 kJ mol−1 and −48.8 kJ mol−1, respectively).
Figure 6.30 shows that, except for methanamide, the lowest-energy config-
uration for all adsorbates showed the molecules positioned in between two Tos
ions rather than adsorbing atop only one Tos ion. The distance between two
Tos ions in the [001] direction is 6.25 A˚, which allows these adsorbates to interact
with both Tos ions rather than just one Tos ion as is the case in atop adsorp-
tion. Not surprisingly, the optimised geometry of methanol and methanethiol
showed the methyl group of both adsorbates facing the phenyl ring of one Tos
ion, while the oxygen (in methanol) and sulphur (in methanethiol) atoms pointed
to the sulfonate group in the adjacent Tos ion (see Figure 6.30). In the case of
methanamide, the molecule was adsorbed atop a sulfonate group on the surface
in a nitrogen-down configuration. Such a configuration is expected given the pos-
sible repulsive interaction between the methanamide oxygen and the oxygen-rich,
negatively-charged sulfonate group in a oxygen-down configuration. Inspection of
other low-energy configurations of methanamide also typically showed that the
normal to the molecule’s plane was nearly perpendicular to the surface normal
(i.e. the molecule did not adsorb flat on the surface).
When compared with the other nitrogen-containing adsorbate, ammonia, the
binding of methanamide is significantly stronger. This is possibly due to a higher
density of positive charge on the nitrogen site of methanamide compared with
that in ammonia, because the nitrogen in methanamide is only bonded to two
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Figure 6.30: Snapshots of lowest-energy configurations of small molecules adsorbed at
the PEDOT:Tos (100) interface. For clarity, only outer Tos ions and the adsorbates are
highlighted, whereas the rest of the slab is shown in gray.
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hydrogen atoms and a carbon atom, whereas the nitrogen in ammonia is coordi-
nated to three hydrogen atoms. This possibility could be explored by calculating,
for example, the Lo¨wdin charges of atoms in both systems. Furthermore, unlike
methanamide, ammonia adsorbed in between two Tos ions (Figure 6.30). To test
whether or not an atop-sulfonate configuration (seen for methanamide) would be
more energetically-favourable for ammonia, the ammonia molecule was placed on
the PEDOT:Tos surface such that its nitrogen was in the same position as that
of the nitrogen in methanamide, with ammonia’s N−H bond closest to the sur-
face being aligned with that of methanamide. Following energy minimisation, the
binding energy of ammonia in this new atop-sulfonate configuration was calculated
and found to be −29.8 kJ mol−1, which is higher (i.e. less binding) compared with
the −34.8 kJ mol−1 binding energy calculated for the lowest-energy configuration
of ammonia shown in Figure 6.30.
A similar cross-molecule test was performed for water, where its oxygen atom
was placed in the same position as that in the optimised geometry of the more
strongly adsorbing methanol molecule. Similar to the case of ammonia, the cal-
culated binding energy of water in this new configuration was found to be −41.9
kJ mol−1, which is higher (i.e. less binding) compared with the −44.4 kJ mol−1
binding energy calculated for the lowest-energy configuration of water shown in
Figure 6.30. It is likely that, in its lowest-energy configuration at the interface
(Figure 6.30), methanol was oriented such that it can simultaneously interact
with the sulfonate and the phenyl group of two different Tos ions via methanol’s
OH and methyl groups, respectively. A similar configuration was found for the
structurally-analogous methanethiol molecule (see Figure 6.30). Furthermore, the
smaller size of water and ammonia allows interaction with the sulfonate and phenyl
groups of surface Tos ions at the same time.
The geometry of the adsorbates corresponding to their lowest-energy configu-
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Figure 6.31: Snapshots of the optimised geometry of the a) H2O · C6H6, b) NH3 · C6H6
and c) H2O · SO2–4 complexes obtained from published theoretical calculations. Images
a) and b) are reprinted from Tsuzuki18, with the permission of AIP Publishing. Image c)
is adapted with permission from Cannon et al.19 Copyright (2016) American Chemical
Society. Note that benzene is indeed depicted in the bottom molecule in b), despite the
fact that the carbon atoms are shown in two different colours.
rations at the interface (Figure 6.30) reveals the morphological complexity of the
PEDOT:Tos surface. For example, none of the adsorbates’ optimised geometries
at the PEDOT:Tos interface (Figure 6.30) featured a molecule adsorbing above the
centre of a phenyl ring. Instead, except for methanamide, all molecules adsorbed
roughly above the side of the phenyl ring. Inspection of the lowest-energy config-
uration of water and ammonia at the interface showed that the distance between
their heavy atom (O and N, respectively) and the centre of the closest phenyl ring
was not in agreement with the corresponding optimal distance in the gas phase bi-
molecular H2O · C6H6 or the NH3 · C6H6 dimer complexes.533 In the lowest energy
configuration of water at the interface, the distance between the water oxygen and
the centre of the closest phenyl ring was 4.09 A˚ (see Table 6.4), which is longer
than that predicted ∼3.4 A˚ experimentally534 and computationally533,535,536 for
the H2O · C6H6 dimer complex (see Figure 6.31a). Similarly for ammonia, the
optimal distance between the ammonia nitrogen and the centre of benzene in the
NH3 · C6H6 dimer complex obtained from theoretical calculations18,533 is ∼3.6 A˚,
which is 0.56 A˚ shorter than that calculated here between the ammonia nitrogen
and the centre of the closest Tos phenyl ring for the lowest-energy configuration
of ammonia at the interface (see Table 6.4). The above differences in geometry
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between the adsorbate · C6H6 complex and the adsorbate–Tos are expected, be-
cause the interaction of an adsorbate at the PEDOT:Tos interface is influenced,
not only by the phenyl group of Tos, but also by the surrounding methyl and sul-
fonate groups as well as the PEDOT chains underneath. However, to test whether
the binding energy of water reported in Table 6.4 is more favourable compared
with that corresponding to the geometry of water in the H2O · C6H6 dimer com-
plex (see Figure 6.31a), the water molecule was placed above the phenyl ring
of the Tos ion following the optimal distance and orientation of the monoden-
tate H2O · C6H6 coordination reported in the literature18 (see Figure 6.31a). The
binding energy of this new configuration was found to be −44.1 kJ mol−1, which
is marginally higher in energy than that reported in Table 6.4 (−44.4 kJ mol−1).
Further analysis for water showed that the optimum geometry of water in
the H2O · SO2–4 dimer complex (see Figure 6.31c) is very different from that at
the PEDOT:Tos interface (Figure 6.30). Unlike in the H2O · SO2–4 dimer complex
where the distance between the water oxygen atom and the sulfate’s sulphur
atom is ∼3.3 A˚,19 the same distance between water and the Tos sulfonate group
calculated in this thesis was 4.12 A˚ (see Table 6.4). Once more, this difference in
geometry is expected given the vastly different environment at the PEDOT:Tos
surface compared with that for the gas phase H2O · SO2–4 dimer complex. The
Tos sulfonate group is surrounded by methyl and phenyl groups as well as the
PEDOT chains underneath, which may influence the adsorption of molecules at
the PEDOT:Tos interface. The above results suggest that the presence of multiple
groups in Tos ions (methyl, phenyl and sulfonate) influenced the geometry of
adsorbates at the interface.
For some of the adsorbates studied here, the binding energies corresponding to
different starting configurations showed small differences compared with the lowest
calculated binding energy (see Table 6.5). Inspection of these other low-energy
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Table 6.5: Binding energies and adsorbate–surface separation distances (dsep) of small
molecules in different configurations (config.) at the PEDOT:Tos (100) interface calcu-
lated in vacuo using vdW-DF DFT calculations. Reference atom(s) used to measure
dsep are highlighted in bold font. Configuration numbers (Config.) correspond to the
binding energy ranking, with 1 being the configuration with the lowest binding energy.
Configurations that featured a similar geometry to that of configuration 1 are labelled
with an asterisk.
Molecule Config. Binding Energy dsep ( A˚)
(kJ mol−1) Methyl Phenyl Sulfonate
Methane 1 −48.8 3.70 3.98 5.06
(CH4) 2 −48.4 4.21 4.03 4.91
Ethene 1 −51.4 4.51 3.91 5.16
(C2H4) 2 −44.6 4.34 4.23 5.33
Methanethiol 1 −49.1 4.06 5.38 4.71
(CH3SH) 2 −41.1 4.07 5.31 4.76
3 −40.0 4.57 4.45 4.52
Ammonia (NH3) 1 −34.8 3.49 4.16 4.51
Water 1 −44.4 3.65 4.09 4.12
(H2O) 2* −44.1 3.70 4.18 4.12
3* −44.1 3.68 4.19 4.12
4* −44.0 3.68 4.10 4.11
Methanol 1 −54.2 3.65 5.08 4.21
(CH3OH) 2* −54.0 3.57 5.12 4.22
3 −49.2 3.83 5.16 4.19
Methanamide 1 −77.5 4.19 4.38 4.05
(CH3NO) 2* −77.4 4.24 4.48 4.07
3 −75.1 4.46 4.54 4.13
configurations for each adsorbate revealed that their geometries at the interface
were very different from the geometry corresponding to the lowest binding energy.
A few exceptions to this were water, methanol and mathanamide, where some
of their configurations showed similar adsorbate geometries and binding energies
compared with the most favourable configuration for each respective molecule (see
Table 6.5).
In addition, hydrogen bonding is thought to play a key role in the recogni-
tion and adsorption of many biomolecules to materials surfaces.125,537 As a re-
sult, the possibility for water, ammonia, methanol and methanamide to form
hydrogen bonds with the PEDOT:Tos interface was investigated. This was per-
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Figure 6.32: Schematic of the hydrogen bond.
formed by measuring the X · · ·O distance (where X = oxygen or nitrogen) and the
H · · ·O distance (denoted R and r, respectively) as well as the O · · ·X−H angle
(α) (see Figure 6.32 for a schematic of hydrogen bonding measurement defini-
tions). Hydrogen bonds are inherently directional, with geometries that are linear
(i.e. α equals zero) or close to linear (i.e. small α values) being more energetically
favourable.538,539 Furthermore, a X · · ·O distance (R) of 3.2 A˚ or less is considered
potentially in the range to support hydrogen bonding.539 Table 6.6 provides the
R, r and α values for the lowest energy configuration of all four adsorbates at the
PEDOT:Tos interface. The R distance was found to be ∼3.0 A˚ for all adsorbates
except for ammonia (3.35 A˚).
Similarly, ammonia showed the longest distance for H · · ·O (2.3 A˚) compared
with the other adsorbates where the same distance was found to be ∼2.0 A˚ (see
Table 6.6). The O · · ·X−H geometry (represented by the α angle) was found to
be more linear (α = ∼4.4◦) for nitrogen containing adsorbates methanamide and
ammonia, and less linear (α = ∼9.0◦) for oxygen containing adsorbates methanol
and water (see Table 6.6). This is possibly due to a higher density of positive
charge in methanamide and ammonia, compared with methanol and water which
are expected to show a higher density of negative charge, and thus the O · · ·X−H
geometry is slightly more favourable in the O · · ·N−H case than in the O · · ·O−H
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case. As mentioned earlier, the charge density of system atoms can be obtained
for each of the four adsorbates by calculating the, for example, Lo¨wdin charges.
Partitioning the electronic charge density into partial atomic charges can also be
performed using other methods such as Mulliken population analysis or a Bader
analysis. While both Lo¨wdin and Mulliken charges are sensitive to the choice
of basis set, Bader analysis, which does not suffer from this limitation, is com-
putationally expensive (especially for large systems) and has been found to fail
for complex bonding geometries.540 Taken together, the results provided in Ta-
ble 6.6 indicate that the optimised adsorbed configurations of all four adsorbates
at the PEDOT:Tos (100) interface support configurations capable of supporting
adsorbate–surface hydrogen bonding via the sulfonate group of the surface Tos
ions. Furthermore, the longer R and r distances for ammonia suggest that it has
the least potential for hydrogen bonding compared with the other three adsor-
bates. For a charge-neutral molecule, as is the case with the adsorbates studied
here, the strength of a hydrogen bond falls in the range of 10–65 kJ mol−1.541 This
strength range coincides with the calculated binding energies of all four adsorbates
except for methanamide which was slightly stronger binding.
In terms of biomolecules such as AAs (Section 1.4.2), the results above suggest
that polar, non-charged AAs (Ser, Thr, Asn, Gln) are likely to bind strongly to
the PEDOT:Tos (100) interface in vacuo. It must be noted, however, that the ad-
sorption of any AA or biomolecule to the PEDOT:Tos aqueous interface will most
likely depend on the structure of interfacial water layers.7,53,186 Currently, knowl-
edge of water structuring at the doped PEDOT interface is completely lacking,
and is challenging to obtain experimentally. MD simulations could reveal insights
into the water structure at the PEDOT:Tos interface, but would require a FF that
can reliably describe bio–PEDOT:Tos systems. To date, the development of such
a FF, which often relies on binding energies of small molecules at the target mate-
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Table 6.6: Analysis of distances and angles of possible hydrogen bonding between the
PEDOT:Tos (100) surface and the lowest-energy configuration of small adsorbates.
Molecule R ( A˚) r ( A˚) α (◦)
Methanol 2.91 1.93 8.6
Water 3.03 2.06 9.5
Methanamide 2.99 1.97 4.2
Ammonia 3.35 2.30 4.6
rial interface calculated in vacuo using first-principles methods,411–413 has not been
reported. Accordingly, the binding energies of small molecules at the PEDOT:Tos
(100) interface calculated in this work pave the way for the development of the first
purpose-built FF to model biomolecular adsorption at the aqueous PEDOT:Tos
interface. This FF would offer great value for the interpretation of relevant ex-
perimental results, and will provide means by which experimentally-challenging
studies of bio–PEDOT systems can be performed computationally.
While valuable, there are a few limitations to the in vacuo binding energy cal-
culations for small molecules at the PEDOT:Tos (100) interface performed in this
thesis. Ideally, prior to these calculations, the geometry of an adsorbate should
be obtained by performing geometry optimisation at the interface of the 1× 2× 2
PEDOT:Tos super-cell rather than the smaller unit cell, to minimise possible sur-
face coverage effects. However, due to the large size of the super-cell (560 atoms),
it was only computationally feasible to perform the optimisation for each of the
adsorbates in the smaller (1× 1× 1) unit cell. In addition, the in vacuo binding
energies calculated here are not representative of the binding energies of the same
adsorbates at the aqueous PEDOT:Tos interface. Clearly, however, the inclusion
of water molecules at the interface would make the computational cost of these
calculations prohibitive. Finally, for the purpose of developing a FF for modelling
the bio–PEDOT:Tos aqueous interface, it would be greatly beneficial to compare
in vacuo binding energies with corresponding experimental data. However, such
experimental data are currently lacking, and thus there remains uncertainty re-
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garding the accuracy of the binding energy values calculated here. Despite these
limitations, the in vacuo binding energies calculated here at the crystalline PE-
DOT:Tos interface provide a necessary first step towards building and testing the
first FF for modelling the aqueous PEDOT:Tos interface and the interaction of
biomolecules at this interface.
In summary, binding energies of small molecules at the PEDOT:Tos (100)
interface obtained using vdV-DF DFT calculations showed that all adsorbates,
including hydrocarbons and polar molecules, adsorb strongly, with preference to
the Tos-rich facet of the PEDOT:Tos slab. Methanamide was predicted to bind
strongest to the interface, adopting an atop-sulfonate configuration. All other ad-
sorbates were found to adsorb laterally in between two surface Tos ions, with the
polar molecules located such that concurrent interaction with the sulfonate group
in one Tos ion and the phenyl ring in the adjacent Tos ion was possible. Analysis
of the geometry of methanol, water, methanamide and, to a lesser extent, ammo-
nia revealed that each of these molecules is in a position that allows it to form
hydrogen bonds with the nearest sulfonate group of a Tos ion. Collectively, the
results suggest that biomolecules are likely to adsorb strongly to the PEDOT:Tos
interface.
6.4 Conclusions and Outlook
In this chapter, PW-DFT calculations using the vdW-DF functional were used to
develop the first 3D model of the crystalline PEDOT:Tos interface and calculate
the binding energy of small, biologically-relevant molecules at the PEDOT:Tos
(100) interface. The calculated structures of pristine (i.e. undoped) and Tos-
doped PEDOT bulk crystal indicated stronger pi–pi interaction between PEDOT
chains compared with other models reported in the literature. Compared with
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the structure of PEDOT:Tos bulk, at the interface, the PEDOT inter-layer dis-
tance was found to increase, and both inner (in bulk) and outer (on surface)
Tos ions were found to tilt rather than remain flat as in the bulk crystal. Fur-
thermore, a model of the PEDOT:Tos (001) interface was prepared, but was
found to be too small to provide a reliable 3D model despite being at the limits
of the possible computations accessible for this thesis. The geometry-optimised
asymmetric PEDOT:Tos (100) interface model was used to calculate the binding
energy of seven small molecular adsorbates in vacuo. The results revealed that
all molecules adsorbed relatively strongly to the interface, with ammonia and for-
mamide showing the weakest and strongest binding, respectively. In addition, the
geometry of water, methanol, ammonia and methanamide at the interface showed
potential to form hydrogen bonds with Tos ions on the surface. These binding
energies are the first step to developing the first purpose-built force-field to reli-
ably model biomolecular adsorption at the aqueous PEDOT:Tos interface, pivotal
to the understanding of bio–PEDOT systems and the utilisation of PEDOT as a
biomaterial.
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Chapter 7
Summary and Outlook
The overall goal of this thesis was to advance our understanding of the adsorp-
tion of biomolecules onto aqueous biomaterials interfaces, at the molecular level.
One of the most important applications of biomaterials is their utilisation for
medical implants and bionic devices that can be safely introduced into the body
due to the biocompatibility27 of certain biomaterials (see Chapter 1). The post-
implantation fate of biomaterials, thought to be determined within seconds of
implantation,37,176 is largely dependent on the nanoscale interactions between
biomolecules, such as proteins and peptides, and the aqueous biomaterial inter-
face. Therefore, comprehending how biomolecules adsorb, in physiological condi-
tions, to aqueous biomaterials interfaces is pivotal to our ability to manipulate
bio–materials interactions at the molecular level and achieve specific desired bio-
logical responses for optimal implant/device performance. Certainly, physiologi-
cal environments are very complex and require a progressive investigation of the
possible factors that can influence bio–materials interactions, starting with the
study of the aqueous interface. In this project, cutting-edge molecular dynamics
(MD) simulations, as well as electronic structure theory, namely density functional
theory (DFT) calculations, were used to study biomolecular adsorption at the in-
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terface of two widely-used, but very different biomaterials, namely titania (TiO2)
and the organic conducting polymer (OCP) poly(3,4-ethylenedioxythiophene) or
PEDOT.
The recognition and affinity of peptides to TiO2 is influenced by the bind-
ing mode and strength of amino acid (AA) side-chains at the TiO2 interface. In
Chapter 3, the binding affinities of six AA analogues (for Ala, Arg, Asp, Lys,
Phe, Ser) at the negatively-charged aqueous rutile TiO2 (110) interface were cal-
culated using well-tempered metadynamics167 (MetaD) simulations. Analysis of
the interfacial water structure at the titania surface revealed at least three well-
defined water layers at the interface, with the first two being more dense than the
third layer. The calculated binding affinities presented in this thesis542 predicted
favourable (non-covalent) binding between charged AAs and the charged TiO2
surface, whereas uncharged AAs showed weak or repulsive interaction with the
surface. While Arg was predicted to be the strongest binder, negatively-charged
Asp also showed favourable binding affinity to the negatively-charged TiO2 sur-
face. This counter-intuitive yet favourable Asp–TiO2 binding is likely attributed
to the association between methanoate (analogue for Asp) and positively-charged
Na+ ions adsorbed at the TiO2 interface. Another possible factor influencing
methanoate’s adsorption is the nanoscale patterning of charge on the TiO2 sur-
face, where Ti and H atoms present positively-charged sites, whereas O atoms
constitute negatively-charged sites. However, it is possible that both factors are
at play in methanoate’s adsorption, because the adsorption of Na+ ions at the
interface is likely governed by the surface’s nanoscale patterning of charge. Ex-
ploring the exact underlying causes and their significance behind the adsorption
of methanoate to the negatively-charged TiO2 interface remains for future studies.
While the combination of force-fields (FFs) used in this thesis has already
been used to investigate the TiO2–water interface
171 and provide good evidence
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of agreement with detailed experimental structural data188 and earlier simula-
tions,194 there is always scope for improvement. For example, the FFs used in
this thesis cannot model the formation or breaking of covalent bonds and thus
cannot describe proton transfer, the effects of which on adsorption have been
reported for Gly217,467 and Cys494 on TiO2, using the ReaxFF
414 reactive FF,
which has only recently been developed to describe the water–TiO2 interface.
410
Currently, however, despite its higher computational cost compared with the stan-
dard, well-tested FFs used in this thesis, it would be advantageous to investigate
any possible effects of proton transfer on AA adsorption to TiO2.
The binding affinities predicted in Chapter 3 for amino acid analogues provided
a useful baseline to interpret the adsorption data of two TiO2-binding peptide se-
quences, Ti-1 and Ti-2,17 at the negatively-charged aqueous rutile TiO2 (110)
interface in 0.15 M NaCl solution (see Chapter 4). Despite having different se-
quences (Ti-1: QPYLFATDSLIK and Ti-2: GHTHYHAVRTQT) and overall hy-
dropathy, the two peptides were found to have very similar, strong TiO2-binding
affinities, calculated using MetaD simulations combined with the Replica Ex-
change with Solute Tempering (REST) approach (the REST+MetaD approach).
This binding trend, which signifies the adsorption free energies of the two se-
quences are very close in value, was confirmed by Quartz Crystal Microbalance
(QCM) measurements, carried out by experimental collaborators at Nottingham
Trent University, U.K.493 Additional REST-only MD simulations of each peptide
when adsorbed at the TiO2 interface and when free in solution (i.e. without the
presence of the TiO2 surface) revealed that, despite having similar binding affini-
ties, the two peptides adsorbed to the TiO2 interface via two different modes.
Ti-1 was found to feature a large ensemble of conformations at the interface,
and had only a few moderately-strong binding sites where the peptide was in di-
rect (i.e. not solvent-mediated) contact with the surface. Ti-2, on the other hand,
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showed a relatively smaller ensemble of adsorbed conformations, and had multiple
binding residues including a few strong-binding (or anchoring) sites, particularly
R9 and the N-terminus. These results, suggested classification of Ti-1 and Ti-2
as entropically-driven and enthalpically-driven binders,54 respectively. The above
REST+MetaD simulations are the first reported for TiO2-binding peptides of this
size.
Chapter 4 also assessed the impact of the presence of Ca2+ ions on the ad-
sorption of Ti-1 and Ti-2 to the same TiO2 surface. Both peptides featured a
smaller ensemble of conformations as well as lower conformational entropic con-
tributions in CaCl2 solution compared with in NaCl solution. In addition, dif-
ferences in the degree of residue–surface contact between the CaCl2 and NaCl
cases were noted for both peptides, particularly Ti-1, where the presence of Ca2+
resulted in K12 becoming an anchor residue. Furthermore, negatively-charged D8
showed a moderately-strong contact propensity to the negatively-charged surface
via both mono- and bidentate Ca2+-mediated coordination, in agreement with the
behaviour reported from MD simulations for Asp in the adhesive RDG tripep-
tide.257,258 While the number of Ti-2 residues directly adsorbing to the surface
decreased in CaCl2 compared with NaCl, both R9 and the N-terminus main-
tained high contact propensity. In addition, Ti-2 showed a more extensive degree
of solvent-mediated contact in CaCl2 compared with NaCl, in contrast to Ti-1
where fewer residues were found to adsorb to the surface via interfacial water
layers.
While the results presented in Chapter 4 provided valuable insights to unrav-
eling the structure/function relationship of TiO2-binding peptides at the charged
pseudo crystalline TiO2 aqueous interface, titania is likely to have a naturally-
oxidised layer presenting an amorphous TiO2 surface. In future, therefore, it
would be informative to investigate how the above findings for Ti-1 and Ti-2 would
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change following identical simulations on the charged amorphous TiO2 aqueous
interface. Furthermore, the REST MD simulations in CaCl2, while revealed the
impact of Ca2+ on the structure of both peptides as well as their binding mode,
these simulations cannot predict how the peptides’ binding affinity would change
in CaCl2. This information can be obtained by performing REST+MetaD sim-
ulations of both peptides in CaCl2. Another factor that can influence peptide
adsorption to aqueous materials interfaces is the presence of laterally interacting
adsorbed peptides (i.e. peptide overlayers) at the interface. Due to computational
constraints, atomistic molecular simulations of peptide–materials interfaces typi-
cally investigate the adsorption of a single peptide chain at the interface. Exper-
imentally, however, even at very dilute concentrations, inter-peptide interactions
may occur at the interface due to the presence of multiple peptide chains, which
may impact peptide binding mode and affinity to the interface. Therefore, given
sufficient computing resources, it would be very valuable to investigate the forma-
tion and effect of peptide overlayers on the adsorption strength and mechanism
of TiO2-binding peptides (such as Ti-1 and Ti-2) at the aqueous TiO2 interface
using advanced MD simulations such as REST+MetaD simulations.
Following on from the assessment of the impact of Ca2+ on peptide adsorption
to TiO2, the positional influence of His protonation state on the adsorption of
Ti-2 to the aqueous TiO2 interface was investigated (see Chapter 5), which is
the first investigation of its kind for a TiO2-binding peptide of this size. As a
prelude to the study, however, the adsorption free energy of the His amino acid
(AA) in the protonated (i.e. positively-charged) and unprotonated (i.e. charge-
neutral) forms at the aqueous titania interface was calculated using well-tempered
MetaD simulations. These results indicated that the protonated His adsorbed
strongly while the charge-neutral His had slightly repulsive interaction with the
TiO2 surface. In Chapter 4 where Ti-2 was first studied, only one His residue
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(H4) was protonated (H4+), while the other two His (H2, H6) were not. This is
because at physiological pH the side-chain of His can be found to be protonated
or unprotonated as the His side-chain has a pKa value of ∼6.0–6.5, and thus it is
very unlikely that all three His residues in Ti-2 will be protonated or unprotonated
at the same time. Here, two other cases of Ti-2 were investigated; one where the
only protonated His was H2, and another where it was H6. The results of REST
MD simulations of these two other cases of Ti-2 when adsorbed at the aqueous
TiO2 interface and when free in solution revealed that Ti-2 showed the least
conformational freedom at the interface in the case of H2+, which was found to
act as an anchor residue for the peptide. However, in the case of H6+ the peptide,
which the evidence in Chapter 4 suggested was an enthalpically-driven binder,
showed behaviour more akin with Ti-1, which we suggested was an entropically-
driven binder. In this case of Ti-2 with H6+, the peptide showed a conformational
entropic contribution similar to that of Ti-1 and featured the least extensive degree
of residue–surface contact compared with the cases of H2+ or H4+. The results
presented in Chapter 5 may be very beneficial for the de novo design of peptide
sequences with bespoke affinity to the TiO2 surface.
While the results presented in Chapter 5 showed that the position of a proto-
nated His residue has a significant influence on the structure and mode of binding
of Ti-2 at the TiO2 surface, such influence on Ti-2 binding affinity to TiO2 can
only be obtained by calculating the corresponding adsorption free energies com-
putationally, because this cannot be easily done via experiment. In addition, for a
peptide containing several His residues, such as Ti-2, it is likely that multiple His
residues will be charged at the same time under physiological pH. In experiment,
however, the different protonation states of His in Ti-2 (e.g. H2+, H4+, H6+)
are present in the conformational ensemble, and thus predicting the proportion
of each state would be very helpful in determining the binding affinity of the
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peptide. Therefore, in the future it would be valuable to investigate the impact
of several charged His residue on the structure/binding of Ti-2 to TiO2 by per-
forming simulations involving the H2+/H4+, H4+/H6+ and (albeit it an extreme
situation) H2+/H4+/H6+ cases of Ti-2. Certainly, the simulations reported in
Chapter 5 and those suggested above might, in principle, stand to benefit greatly
from employing a reactive FF, such as ReaxFF, to capture possible proton transfer
effects on the adsorption of Ti-2 at the TiO2 interface. Admittedly, however, such
simulations would be very computationally demanding, particularly for a large,
complex system such as that of the aqueous peptide–TiO2 interface.
Despite its widespread use as a biomaterial, there are currently no reports of
computational studies investigating the adsorption of biomolecules onto the doped
PEDOT interface. This is likely due to the lack of a reliable force-field (FF) that
can reasonably describe this interface, which is the ultimate goal of the work
on PEDOT in this thesis (see Chapter 6). However, developing a reliable bio–
PEDOT FF requires knowledge of the doped PEDOT surface structure, which is
a grand challenge to obtain experimentally even for the PEDOT bulk crystalline
structure, due to the inability to fully crystallise this polymer. Therefore, as a
compromise to take these first steps, the PEDOT project started by developing
the first credible structural model of the crystalline PEDOT:Tos (100) surface via
plane-wave DFT calculations using the vdW-DF functional, using the calculated
PEDOT:Tos bulk crystalline structure reported by Kim and Bre´das as a starting
point.10
However, in contrast to the BLYP functional used by Kim and Bre´das,10 the
calculations reported in Chapter 6 employed the vdW-DF functional which, un-
like BLYP, describes both short-range and non-local dispersion interactions (which
are critical for modelling biomolecular systems). Both symmetric and asymmet-
ric models of the PEDOT:Tos (100) interface were developed. The asymmetric
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PEDOT:Tos interface model was then used to calculate in vacuo binding energies
of small, biologically relevant molecules, which were all found to bind relatively
strongly to the surface, favouring the Tos-rich surface of the PEDOT:Tos slab.
While we acknowledge that the PEDOT:Tos crystalline surface is not a re-
placement of the amorphous PEDOT:Tos surface, the crystalline surface provides
a necessary first step to begin exploring the complex doped PEDOT–bio inter-
face, especially considering the extreme difficulty associated with crystallising the
polymer. Chapter 6 also reported energy minimisation of the PEDOT:Tos (001)
interface which showed that the slab size used (420 atoms in total) was too small,
resulting in the disintegration of the structure. As a result, given access to suf-
ficiently massive computing resources, in principle, the same calculation of the
PEDOT:Tos (001) interface could be performed using a larger slab (e.g. twice
the size of the slab used in this thesis). Furthermore, while using an asymmetric
PEDOT:Tos interface to calculate the binding energies of small molecules at the
PEDOT:Tos interface is not ideal, the asymmetric interface allowed us, for the
first time, to investigate this binding to both idealised surfaces of the PEDOT:Tos
slab; the Tos-rich surface and the ethylene-rich surface. This fact notwithstand-
ing, these binding energies will be sufficient to initiate the process of developing
the first purpose-built FF to model the bio–PEDOT:Tos interface using molecular
simulations. Here, however, additional in vacuo binding affinities at the asymmet-
ric PEDOT:Tos interface may be required to enable the parametrisation of other
AAs (such as using benzene as an analogue for Phe), which were beyond the
time available for this PhD project. Following the development of a FF that can
reasonably model the aqueous PEDOT:Tos interface, the possibilities for investi-
gating biomolecular adsorption at the PEDOT:Tos interface become significantly
enhanced. In addition, once relevant experimental data such as adsorption free
energies of peptides and AAs to the PEDOT:Tos interface become available, the
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performance of this novel bio–PEDOT FF can be revised, improved and expanded.
In closing, this work employed cutting-edge computational techniques to deci-
pher the structure/property relationships of the aqueous biomolecule–biomaterials
interface, particularly TiO2 and, on a more fundamental level, PEDOT. The find-
ings reported in this thesis can provide valuable insights into the rational manip-
ulation of biomolecular adsorption at the TiO2 interface, and the development of
the first force-field to kick-start the combined computational and experimental
investigation of biomolecular adsorption at the bio–PEDOT:Tos interface.
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