Null linear discriminant analysis (LDA) is a well-known dimensionality reduction technique for the small sample size problem. When the null LDA technique projects the samples to a lower dimensional space, the covariance matrices of individual classes become zero, i.e. all the projected vectors of a given class merge into a single vector. In this case, only the nearest centroid classifier (NCC) can be applied for classification. To improve the classification performance of NCC in the reduced-dimensional space, a shrunken distance based NCC technique is proposed that uses class-conditional a priori probabilities for distance computation. Experiments on several DNA microarray gene expression datasets using the proposed technique show very encouraging results for cancer classification.
Introduction: Cancer classification using the DNA microarray data comes under the category of a small sample size (SSS) problem and consists of a large number of genes (dimensions) compared to the number of feature vectors available in the training set. The high dimensionality of the feature space degrades the generalisation performance of the classifier and increases its computational complexity. This situation (commonly known as the curse of dimensionality) can be overcome by first reducing the dimensionality of feature space, followed by classification in the lower-dimensional feature space.
Several dimensionality reduction methods for the SSS problem have been proposed in the literature (see [1] for details). Of these methods, the null LDA method [2 -4] has recently attracted much attention. In this method, the data is transformed to the null space of the within-class scatter matrix. When the null LDA method is used for dimensionality reduction, all the training vectors of a given class get merged into a single vector in the reduced feature space (i.e. the class-conditional variances of the features in the reduced feature space are zero). As a result, the pattern classifiers that need class-conditional variance information (such as the Mahalanobis distance classifier [5] , shrunken centroid classifier [6] , etc.) cannot be used. In this case, only the nearest centroid classifier (NCC) can be used for classification (with any training vector in a given class defining the centroid of that class). Note that in this case the nearest neighbour classifier behaves similarly to NCC.
In this Letter, we attempt to improve the classification performance of NCC in the reduced dimensional space. For this, we propose a shrunken distance based NCC (SD-NCC) technique, where a shrunken distance measure is used for distance computation. In SD-NCC, we include the a priori probability information for computing the shrunken distance. Experiments on several microarray gene expression datasets using the SD-NCC technique show encouraging results for cancer classification. In the SD-NCC technique, the distances d 1 and d 2 are reduced by an amount that depends upon the a priori probability information. In the Figure, class 1 has more samples (almost twice) than class 2. Consequently, the amount of reduction of distance between x and the centroid of class 1 (D d 1 ) will be more than the reduction of distance between x and the centroid of class 2 (D d 2 ). The resultant distances from feature vector x to centroids will now be d 1 
Thus, the shrinkage in distance between the test vector x and the centroid of a class depends on the a priori probability of that class, i.e.
where l j is the a priori probability of the jth class and can be given as l j = n j /n (number of samples in class j/ total number of training samples), c is the number of classes, and p denotes the proportionality constant which depends upon the type of training data used. The value of p can be evaluated using the cross-validation procedure on training data. The value for which the misclassification error is minimum in the cross-validation process is the desired p value for the SD-NCC technique. The shrunken distance d j between feature vector x and the class centroid can now be given as:
The cross-validation procedure (to find the optimum value of p) is as set out below. In the training phase parameter l j , m j and p are computed and in the test phase a sample is labelled for which distance d j is minimum.
Step 1: Given training data, partition it randomly into k roughly equal segments.
Step 2: Hold out one segment as validation data and the remaining k 2 1 segments as learning data from the training data.
Step 3: Use the learning data for finding the null LDA transformation matrix, the centroids of individual classes and their a priori probabilities.
Step 4: Use validation data to compute misclassification error using shrunken distance (1) for a range of values of p. Store the obtained misclassification errors.
Step 5: Repeat steps 1 -4 N times.
Step 6: Evaluate average misclassification error over N repetitions.
Step 7: Plot a curve of average misclassification error as a function of p.
Step 8: The argument of minimum average misclassification error will be the optimum p value. Results: Five DNA microarray gene expression datasets are used for the experimentation. The description of these datasets is given in Table 1 , which refers to [7] [8] [9] [10] [11] . The optimum value of p is computed by the k-fold cross-validation procedure (described at the end of the preceding Section) with k ¼ 3 and N ¼ 20. The curve of the average misclassification error as a function of p-values for the breast cancer dataset [11] is shown in Fig. 2 for illustration purpose. The optimum value of p is the argument of minimum misclassification error. In Fig. 2 , the optimum value of p is 0.9. For evaluating the performance of the procedure, we used an independent test set which was not used during the tuning of parameter p. The results are presented in Table 2 . The following techniques, namely null LDA [2] using NCC and regularised LDA [12] , have been used for comparing the performance with the SD-NCC technique. We can observe from Table 2 that the SD-NCC technique performs better than the other techniques. In particular, SD-NCC shows improvement over the NCC technique. 
