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ESTIMATES FOR THE HERMITE SPECTRAL PROJECTION
EUNHEE JEONG, SANGHYUK LEE, AND JAEHYEON RYU
Abstract. We study Lp–Lq estimate for the spectral projection operator Πλ
defined by the L2 normalized Hermite functions in Rd, d ≥ 2 which are the
eigenfucntions with the eigenvalue λ of the Hermite operator H = −∆+ |x|2.
Such estimates were previously available only for q = p′, equivalently with
p = 2 or q = 2 (by TT ∗ argument) except for the estimates which are straight-
forward consequences of interpolation between those estimates. As shown in
the works of Karadzhov, Thangavelu, and Koch and Tataru, the local and
global estimates for Πλ are of different nature. Especially, Πλ exhibits compli-
cated behavior near the set
√
λSd−1. Compared with the spectral projection
operator associated with the Laplacian, the Lp–Lq boundedness of Πλ is not
so well understood up to now for general p, q. In this paper we consider the
Lp–Lq estimate for Πλ in a general framework including the local and global
estimates with 1 ≤ p ≤ 2 ≤ q ≤ ∞ and undertake the work of characteriz-
ing the sharp bounds on Πλ. We establish various new sharp estimates in an
extended range of p, q. First of all, we provide a complete characterization of
the local estimate for Πλ which was first considered by Thangavelu. Secondly,
for d ≥ 5, we prove the endpoint L2–L2(d+3)/(d+1) estimate for Πλ which has
been left open since the work of Koch and Tataru. Thirdly, we extend the
range of p, q for which the operator norm of Πλ from L
p to Lq is uniformly
bounded. As an application, we obtain new Lp–Lq resolvent estimates for the
Hermite operator H and the Carleman estimate for the heat operator. This
allows us to prove the strong unique continuation property of the heat operator
for the potentials contained in L∞t L
d/2,∞
x .
1. Introduction
Let H denote the Hermite operator −∆ + |x|2 on Rd. It is well known that the
operator H has a discrete spectrum λ ∈ 2N0 + d. For α ∈ Nd0, let Φα be the
L2–normalized Hermite function which is given as a tensor product of the Hermite
functions in R. It is well known that {Φα : α ∈ Nd0} form an orthonormal basis in L2
and Φα is an eigenfunctions of H with eigenvalue 2|α|+d where |α| = α1+ · · ·+αd.
We denote by Πλ the spectral projection operator to the vector space which is
spanned by eigenfunctions with the eigenvalue λ, which is given by
Πλf =
∑
α:d+2|α|=λ
〈f,Φα〉Φα.
Then, for f ∈ L2 we have f =∑λ∈2N0+dΠλf , which is in fact the Hermite expan-
sion.
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For an operator T which maps any function in the Schwartz class S(Rd) to a
measurable function in Rd, we define
‖T ‖p→q = sup{‖Tf‖q : ‖f‖p ≤ 1, f ∈ S(Rd)}.
Let E,F ⊂ Rd be measurable subsets. In this paper, we are concerned with the
following form of estimate for Πλ;
‖χEΠλχF ‖p→q ≤ B.(1.1)
Here, B is a constant which may depend on d, p, q, E, F and λ. The sharp bound
B in terms of λ has been of interest in connection with Bochner-Riesz summability
of the Hermite operator H . See, Askey and Wainger [2], Karadzhov [27], and
Thangavelu [59]. In particular, the uniform estimate (1.1) with E = F = Rd and B
independent of λ has applications to unique continuation problem for the parabolic
operator. In the work of Escauriaza [15], the estimate due to Karadzhov [27] was
used as main estimate to prove the Carleman estimate for the heat operator.
We may compare the operator Πλ with the spectral projection associated to −∆
of which boundedness is better understood. Specifically, the operator
(1.2) ℘kf =
1
(2π)d
∫
k−1≤|ξ|2<k
eix·ξ f̂(ξ) dξ
can be regarded as a natural counterpart of Πλ where k ≥ 1. We have rather com-
plete characterization of the bound ‖℘k‖p→q for (p, q) ∈ [1, 2]× [2,∞] (see Corollary
3.7) thanks to the well-understood boundedness of the restriction-extension oper-
ator R∗Rf := (f̂ |Sd−1)∨1 from Lp to Lq (see Theorem 3.6). In fact, using the
spherical coordinates, the boundedness of ℘k can be deduced from that of R
∗R (see
Section 3.3 for more details). However, the estimate (1.1) has mainly been studied
so far with p = 2, equivalently, q = p′ or q = 2 (by TT ∗ argument and duality)
except the estimates which follow by interpolation between those estimates. The
estimates in the works of Karadzhov [27], Thangavelu [59], and Koch and Tataru
[34] all fall in this category and the estimate (1.1) has not been considered with
general (p, q). In this paper we investigate the bound (1.1) in a general framework
considering (p, q) ∈ [1, 2]× [2,∞].
The estimates for spectral projections (to each eigenspace or spectral window of
fixed length) and, more generally, spectral measures which are associated to spe-
cific differential operators have been widely studied. The most typical example is
the estimate for the operator R∗R of which L2(d+1)/(d+3)–L2(d+1)/(d−1) bounded-
ness is equivalent to the Fourier restriction estimate for the sphere known as the
Stein-Tomas theorem [60] (see (1.7)). The estimates for the spectral projection
operators which are given by the spherical harmonics were obtained by Sogge [46]
and his result has later been extended to the projection operators defined by the
eigenfunctions of the elliptic operator on compact Riemannian manifold [48] which
also forms a basis for L2. These estimates may be regarded as a variable coefficient
version of the restriction theorem (see [51] for a detailed discussion), and have a
broad range of applications to related problems such as Bochner–Riesz summability
of eigenfunction expansion [47] and unique continuation problems [49, 32]. Also see
1Here, R denotes the restriction operator to the sphere, i.e., g → ĝ|
Sd−1 and R
∗ is the adjoint
of R.
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[21] for results concerning operators on non-compact manifold with asymptotic as-
sumption and applications of spectral projection estimates to the study of spectral
multipliers [44, 11]. There are also results on the spectral projection for the twisted
Laplacian [55, 31].
Global estimate. We first consider the global estimate, that is to say, (1.1) with
E = F = Rd. When d = 1, the sharp bound on ‖Πλ‖p→q is easy to obtain by
making use of the bound on the Lp norm of the Hermite function in R (see Lemma
3.4) and the sharpness of these bounds also follows from duality and Lemma 3.4.
Hence, throughout this paper, we assume that d ≥ 2 unless it is explicitly mentioned
otherwise. In higher dimensions the problem is no longer trivial except some special
cases. In particular, there are easy bounds such as ‖Πλ‖2→2 ≤ 1 and
(1.3) ‖Πλ‖1→∞ . λ
d−2
2
which follows from [58, Lemma 3.2.2]. Bounds for the other cases are not straight-
forward and require different approach. Compared with the projection operator
℘k, the boundedness properties of the projection operator Πλ exhibits more com-
plicated behavior.
Uniform bound for Πλ. In [27], Karadzhov showed that there exists a uniform
constant B independent of λ such that
‖Πλ‖2→ 2dd−2 ≤ B(1.4)
holds. Making use of the estimate (1.4) he showed the sharp Lp-Bochner-Riesz
summability of the Hermite expansion for p ≥ 2dd−2 and p ≤ 2dd+2 . The estimate
(1.4) was also utilized by Chen, Lee, Sikora, and Yan [9] to prove Lp boundedness
of the maximal Bochner-Riesz means for the Hermite expansion, and by Chen,
Li, Ward, and Yan [10] to obtain the endpoint weak type estimate at the critical
summability index. As mentioned in the above, this kind of uniform estimate has
connection to the unique continuation problem for the parabolic operator ([15, 17]).
By duality and TT ∗ argument, the estimate (1.4) is equivalent to the uniform
bounds ‖Πλ‖2d/(d+2)→2 ≤ B, and ‖Πλ‖2d/(d+2)→2d/(d−2) ≤ B2. Interpolation gives
‖Πλ‖p→q ≤ C with a uniform constant C for p, q satisfying 2dd+2 ≤ p ≤ 2 ≤ q ≤ 2dd−2 .
These uniform estimates were used by Escauriaza and Vega [17] to extend the
range of p, q where the Carleman estimates for the heat operator hold. Also see
[17, 16, 19, 35] for further related developments in this direction. Our first result
extends the previously known range of uniform boundedness.
Definition 1.1. If X = (a, b) ∈ [1/2, 1]× [0, 1/2], we define X ′ := (1 − b, 1 − a).
Likewise, we also define Z′ =: {X ′ : X ∈ Z} for a set Z ⊂ [1/2, 1] × [0, 1/2].
For X,Y ∈ [1/2, 1]× [0, 1/2], [X,Y ], (X,Y ) denote the closed, open line segments
connecting the points X and Y, respectively. The half open (X,Y ], [X,Y ) segments
are similarly defined. Let us set
E = E(d) :=
(
d+ 2
2d
,
1
2
)
, F = F(d) :=
(
d2 + 2d− 4
2d(d− 1) ,
d− 2
2(d− 1)
)
.
Theorem 1.2. Let d ≥ 3. Suppose (1/p, 1/q) is contained in the closed pentagon P
with vertices E, E′, F, F′, and (1/2, 1/2) from which the vertices F, F′ are removed.
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Figure 1. The range of p, q for which (1.5) holds: d = 2 (left) and
d ≥ 3 (right).
Then, there is a constant C independent of λ such that the estimate
(1.5) ‖Πλ‖p→q ≤ C
holds. Moreover, the estimate ‖Πλf‖q,∞ ≤ C‖f‖p,1 holds with C depending only
on d if (1/p, 1/q) = F, F′. When d = 2, the uniform estimate (1.5) holds for all
1 ≤ p ≤ 2 ≤ q ≤ ∞.
Here, ‖ · ‖p,r denotes the norm of the Lorentz space Lp,r(Rd) (for example, see
[54]). To extend the range of uniform boundedness we devise a kind of TT ∗ argu-
ment which combines the typical TT ∗ argument ([28, 20, 61]) with a representation
formula for the projection operator Πλ (see (2.3)). The extension of the range of
(1.5) in Theorem 1.2 to the off-diagonal p, q is in analogue with the enlargement of
the admissible mixed norm spaces on which the inhomogeneous Strichartz estimate
holds. In particular, Foschi [20] and Vilela [61] extended the admissible range of the
inhomogeneous Strichartz estimate for the Schro¨dinger equation beyond the range
given by the admissible pairs of the homogeneous Strichartz estimate (see Keel and
Tao [28]).
When d = 2, the estimate is easy to obtain using duality and the uniform L1–L∞
estimate (1.3) for Πλ. It seems natural to expect the uniform boundedness range
in Theorem 1.2 is optimal except some endpoints but there is a gap between the
range in Theorem 1.2 and the current necessary condition. In fact, (1.5) can be
true only if (1/p, 1/q) ∈ P˜ := {(a, b) ∈ [1/2, 1]× [0, 1/2] : a− b ≤ 2/d, (d− 1)/d ≤
a+ b ≤ (d + 1)/d} as can be easily seen from duality and the lower bounds (3.10)
and (3.12) in Section 3. So, uniform boundedness of ‖Πλ‖p→q remains open for p, q
such that (1/p, 1/q) ∈ P˜ \ P when d ≥ 3. The current situation has similarity to
that of the inhomogeneous Strichartz estimate for the Schro¨dinger equation whose
optimal range of boundedness remains open for d ≥ 3 (see for example [20, 61]).
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Resolvent estimate for H and Carleman estimate for the heat operator. As shown
in [15, 17, 35], the uniform bound (1.5) in the above theorem have consequences to
the resolvent estimate
(1.6) ‖(H − z)−1f‖q ≤ C‖f‖p, 2 z ∈ C \ (2N0 + d),
the Carleman estimate, and consequently the strong unique continuation property
for the heat operator. The role of the uniform estimate (1.5) in showing the resolvent
estimate (1.6) may be compared to that of the estimate for R∗R, i.e.,∥∥∥ ∫
Sd−1
eix·ω f̂(ω)dσ(ω)
∥∥∥
q
. ‖f‖p(1.7)
in obtaining the uniform resolvent estimate (8.7) for the laplacian which was ob-
tained in [29]. The optimal range of p, q for which the estimate (1.7) holds is
well understood (see Theorem 3.6). It is not difficult to see that (1.6) fails to
hold if 1/p − 1/q > 2/d (see Remark 6). Consequently, the estimate (1.6) with
p, q satisfying the critical condition 1/p − 1/q = 2/d is much more difficult to
prove. Until now, the estimate (1.6) with the critical (p, q) has been known only
for (p, q) = ( 2dd+2 ,
2d
d−2 ), which is due to Escauriaza and Vega [17]. In Section 8 we
establish (1.6) for off-diagonal p, q, more precisely, (1/p, 1/q) ∈ (F(d),F′(d)), d ≥ 3
(see Theorem 8.4). As an application we obtain the Carleman estimate for the heat
operator in the Lorentz spaces (see Thorem 8.1) which, in particular, allows us to
show strong unique continuation for the differential inequality |∂tu + ∆u| ≤ |V u|
with V ∈ L∞t Ld/2,∞x of which norm is small enough, see Corollary 8.2 and Corol-
lary 8.3. The smallness assumption turns out to be necessary in general (see the
discussion below Corollary 8.2).
L2–Lq estimate. For (p, q) ∈ [1, 2]× [2,∞], we set
δ(p, q) :=
1
p
− 1
q
.
A systematic study on the estimate for ‖Πλ‖2→q with 2 ≤ q ≤ ∞ was carried out in
Koch and Tataru [34]. They obtained almost complete characterization of L2–Lq
estimate. For d ≥ 2, it was shown in [34] that
(1.8) ‖Πλ‖2→q ∼

λ−
1
2 δ(2,q), 2 ≤ q < 2(d+3)d+1 ,
λ−
1
6+
d
6 δ(2,q), 2(d+3)d+1 < q ≤ 2dd−2 ,
λ−
1
2+
d
2 δ(2,q), 2dd−2 ≤ q ≤ ∞.
For the missing case q = 2(d+ 3)/(d + 1), by means of the estimate for Πλ over
annulus A±λ,µ in [34] (see (1.16) and Theorem 7.1) and summation over the dyadic
annuli, it can be shown ([36]) that
‖Πλ‖2→ 2(d+3)d+1 ≤ Cλ
− 1
2(d+3) (logλ)
d+1
2(d+3) .
We refer the reader forward to (1.10) for the definition of A±λ,µ. When d = 1, using
Lemma 3.4 it is easy to see that such estimate fails to hold without extra logarithmic
factor. However, it was conjectured in [34] that the natural L2–L
2(d+3)
d+1 estimate
2For a bounded function m on R+ the operator m(H) is formally defined by m(H) =∑
λ m(λ)Πλ.
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continues to hold without the logarithmic factor for d ≥ 2 since it is improbable
that there is an eigenfunction concentrating on every annulus A±λ,µ.
We show the conjecture is true for d ≥ 5.
Theorem 1.3. For d ≥ 5 the estimate
(1.9) ‖Πλ‖2→ 2(d+3)d+1 ≤ Cλ
− 1
2(d+3)
holds with C independent of λ.
It is likely that the estimate (1.9) holds for the remaining cases 2 ≤ d ≤ 4 but our
argument in this paper is not enough to recover the endpoint estimates in those
cases. Though the estimate (1.8) and duality give the sharp global estimates for
p, q on a certain range, the picture is far from being complete. By interpolation
between these estimates and various new estimates obtained in this paper the range
of p, q for which the sharp estimate holds is significantly expanded. However, there
are regions of p, q where we do not have the sharp estimate. At the present it seems
that complete characterization of sharp bounds on ‖Πλ‖p→q is a difficult problem.
Let µ′, µ ∈ {2k : k ∈ Z} and set
(1.10) A±µ :=
{
x : ±(1− |x|) ∈ [µ, 2µ]
}
, A±λ,µ :=
{
x : λ−
1
2x ∈ A±µ
}
.
We also denote
χ±µ = χA±µ , χ
±
λ,µ = χA±λ,µ
.
The main idea for the proof of Theorem 1.3 is to consider estimate for the operator
χ±λ,µΠλχ
±
λ,µ′ and to establish unbalanced improvement to its bound:
(1.11) ‖χσλ,µΠλχσ
′
λ,µ′‖q′→q . λ−δ(q
′,q)(µµ′)
1
4− d+34 δ(q′,q)
(
µ′/µ
)c
, σ, σ′ ∈ {+,−}
for some c > 0 and 2 ≤ q < 2(d + 1)/(d − 1) where µ ≥ µ′ (see Theorem 5.1
and the rescaled equivalent estimate (5.1)). Besides the additional factor (µ′/µ)c
the estimate (1.11) follows from the known bound (1.16) via duality which is also
equivalent to the estimate with µ = µ′ (also, see Theorem 7.1). In fact, note
that ‖χσλ,µΠλχσ
′
λ,µ′‖q′→q ≤ ‖χσλ,µΠλ‖2→q‖χσ
′
λ,µ′Πλ‖2→q because Πλ = Π2λ. Since
the estimate (1.11) is optimal when µ ∼ µ′, we can not expect any improvement
to its bound if µ ∼ µ′. Nonetheless, the bound can be significantly improved if
µ ≫ µ′. The estimate (1.11) manifests that contribution of the operator Πλχσ′λ,µ′
to Lp norm over the region Aσλ,µ becomes weaker as µ
′/µ gets smaller. However,
it is much more involved to obtain the bound with the additional improvement
(µ′/µ)c. In Section 5 and Section 6, a great deal of detailed analysis is devoted to
establishing the estimate (1.11) with the extra unbalanced improvement.
Local estimate. In [59], Thangavelu considered the estimate for Πλ over compact
set and he showed that such local estimate has a better bound than that of the
uniform estimate (1.4) due to Karadzhov [27]. More precisely, it was shown that,
for any compact set E ⊂ Rd, there is a constant C = C(p, q, d, E) such that
(1.12) ‖χEΠλχE‖ 2(d+1)
d+3 → 2(d+1)d−1
≤ Cλ− 1d+1 .3
3By TT ∗ argument, this is equivalent to ‖ΠλχE‖ 2(d+1)
d+3
→2
≤ C 12 λ−
1
2(d+1) .
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Figure 2. The points A, C, D, and the regions R1, R2, R3.
As to be seen later, the difference between the local and global bounds arises from
the behavior of Πλ near the set
√
λSd−1. We generalize this type of local estimate
to any p, q satisfying 1 ≤ p ≤ 2 ≤ q ≤ ∞, and obtain a complete characterization
of such estimate under the condition (1.14). In order to state our results we need
to introduce some notations.
Definition 1.4. Let A, C, D ∈ [1/2, 1]× [0, 1/2] be the points defined by
A =
(
d+ 3
2(d+ 1)
,
1
2
)
, C =
(
d2 + 4d− 1
2d(d+ 1)
,
d− 1
2d
)
, D =
(
1,
d− 1
2d
)
.
Let R1 denote the closed pentagon with vertices (12 , 12 ),A,C,C′,A′ from which two
points C and C′ are removed, and R2 be the closed trapezoid with vertices A, (1, 1/2),
D, C from which the closed line segment [C,D] is removed. Let R3 be the closed
pentagon with vertices C,D, (1, 0),D′, and C′ from which the line segments [C,D]
and [C′,D′] are removed. (See Figure 2).
For (p, q) ∈ [1, 2]× [2,∞], we define the exponent β(p, q) by setting
(1.13) β(p, q) =

− 12δ(p, q),
(
1
p ,
1
q
) ∈ R1,
d
2
(
1
p +
1
q
)− d+12 , ( 1p , 1q ) ∈ R2,
d−1
2 − d2
(
1
p +
1
q
)
,
(
1
p ,
1
q
) ∈ R′2,
d
2δ(p, q)− 1,
(
1
p ,
1
q
) ∈ R3.
Here, R3 is the closure of R3. Clearly, β(p, q) is well defined. In fact, β(p, q) =
max
(− 12δ(p, q),−1 + d2δ(p, q),− d+12 + d2( 1p + 1q ), d−12 − d2( 1p + 1q )). For x, y ∈ Rd,
we define
D(x, y) := 1 + 〈x, y〉2 − |x|2 − |y|2.
We are now ready to state our result concerning the local estimate.
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Theorem 1.5. Let d ≥ 2 and (p, q) ∈ [1, 2] × [2,∞]. Suppose that E ⊂ Rd is a
measurable set satisfying
(1.14) inf{|D(x, y)| : x, y ∈ E} ≥ c
for some c > 0. Then, if (1/p, 1/q) 6∈ [C,D] ∪ [C′,D′], we have the estimate
‖χ√λEΠλχ√λE‖p→q . λβ(p,q)(1.15)
where
√
λE = {
√
λx : x ∈ E}. Additionally, (i) for (1/p, 1/q) ∈ (C,D] we have the
weak type estimate ‖χ√λEΠλχ√λE‖Lp→Lq,∞ . λβ(p,q), and (ii) if (1/p, 1/q) = C or
C′, we have the restricted weak type estimate ‖χ√λEΠλχ√λE‖Lp,1→Lq,∞ . λβ(p,q).
Here ‖ · ‖Lp,r→Lq,s denotes the operator norm from the Lorentz space Lp,r to Lq,s.
There is strong resemblance between Theorem 1.5 and Corollary 3.7. In perspec-
tive of Lemma 3.8 and Lemma 3.5 the results in Theorem 1.5 can be thought of
as strengthening of those in Corollary 3.7. A similar hierarchical phenomenon oc-
curs between the uniform Lp local bound on Bochner-Riesz means of the Hermite
expansion and the Lp bound on the classical Bochner-Riesz means [57, 30].
Remarkably, the estimates in Theorem 1.5 are sharp, and the range of p, q is also
optimal. The most typical example of the set E which satisfies (1.14) is the ball
B(0, r) := {x : |x| < r} with r < 1/√2. If E = B(0, r) and r < 1/√2, from
Theorem 1.5 and Proposition 3.2 we see
‖χ√λEΠλχ√λE‖p→q ∼ λβ(p,q)
if (1/p, 1/q) ∈ [1/2, 1]× [0, 1/2]\ ([C,D]∪ [C′,D′]). Indeed, the upper bound follows
from Theorem 1.5 and the lower bound is shown in Proposition 3.2. If (1/p, 1/q) ∈
[C,D] ∪ [C′,D′] the estimate (1.15) fails, see Lemma 3.8 and Theorem 3.6. Thus,
Theorem 1.5 provides a complete characterization of (p, q) for which (1.15) holds
under the assumption (1.14).
In some cases, especially, p = 2, q = p′, and q = 2, these sharp (local) bounds
coincide with the previously known estimates [27, 59, 34]. However, due to the
change of regime (see Figure 2) the other sharp estimates can not be recovered
by interpolation between those estimates. The implication in Lemma 3.8 remains
valid with Lorentz spaces as long as q > 1. So, the weak type estimates of (i) in
Theorem 1.5 can not be improved by replacing Lq,∞ with the smaller space Lq,r,
r < ∞, because the same is true for the restriction-extension operator R∗R (see
Theorem 3.6). Only the problem of determining whether the restricted weak type
estimate ((ii) in Theorem 1.5) can be improved to the weak type estimate remains
open, not to mention the same problem for R∗R. We refer the reader forward to
Section 3.3 regarding boundedness of the operator R∗R.
The condition (1.14) is related to the estimate for the oscillatory integral Ij (see
(2.26) for its definition) of which phase P is given by (2.24). The integral Ij
appears in the decomposition (2.9) of a kernel expression of the projection operator
Πλ. Since the derivative of the phase function P is given by (2.27), the discriminant
D(x, y) of the quadratic equation Q(x, y, τ) = 0 controls the distance between the
critical points of the phase function, so the condition (1.14) guarantees that the
second order derivative of the phase function is not vanishing, so this allows us to
have a better decay estimate for Ij . A similar observation played an important
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role in proving the local estimate (1.12) due to Thangavelu [59]. We elaborate the
observation to get the optimal local estimate for the projection operator Πλ.
Local estimates over A+λ,µ. If the condition (1.14) is not satisfied any more, the
boundedness of Πλ becomes more complicated. Estimate over the region near the
sphere
√
λSd−1 := {x : |x| = √λ} is of special interest since the kernel of Πλ exhibits
completely different behaviors across
√
λSd−1. For estimates over intermediate
region, see Corollary 7.5. In [34], Koch and Tataru considered the estimate for the
localized projection operator χ±λ,µΠλ and obtained the sharp L
2–Lq estimates with
q ≥ 2. More precisely, the following estimates were shown (see [34, Theorem 3]):
(1.16) ‖χ+λ,µΠλ‖2→q ∼
{
λ−
1
2 δ(2,q)µ
1
4−d+34 δ(2,q), 2 ≤ q ≤ 2(d+1)d−1
(λµ)−
1
2+
d
2 δ(2,q), 2(d+1)d−1 ≤ q ≤ ∞
for λ−
2
3 ≤ µ ≤ 1/4. Actually, Koch and Tataru proved weighted L2 estimates for
the spectral projection operator which are slightly stronger than (1.16). However,
the result in [34] is essentially equivalent to (1.16) except the critical case which
also can be recovered by making use of the estimate (1.11). If χ+λ,µ in the (1.16)
is replaced by χ−λ,µ, similar but stronger estimates for p, q in the full range 1 ≤
p ≤ 2 ≤ q ≤ ∞ are easier to show (see (7.43) in Proposition 7.8). By duality,
(1.16) is equivalent to the bound on ‖χ+λ,µΠλχ+λ,µ‖q′→q. As mentioned before, mere
interpolation between this estimate and those in (1.16) does not generally yield the
sharp estimate.
In Section 7 we aim to obtain the optimal bound on ‖χ+λ,µΠλχ+λ,µ‖p→q for extended
range of p, q other than those on the line of duality. More precisely, it is natural to
expect the following estimates hold for 1 ≤ p ≤ 2 ≤ q ≤ ∞, possibly except some
endpoint cases:
‖χ+λ,µΠλχ+λ,µ‖p→q ≤ Cλβ(p,q)µγ(p,q),(1.17)
where the exponent β(p, q) is given by (1.13), and γ(p, q) is defined by
γ(p, q) =

1
2 − d+34 δ(p, q),
(
1
p ,
1
q
) ∈ R1,
d
(
1
2p +
1
q
)− 3d+14 , ( 1p , 1q ) ∈ R2,
3d−1
4 − d
(
1
p +
1
2q
)
,
(
1
p ,
1
q
) ∈ R′2,
d
2δ(p, q)− 1,
(
1
p ,
1
q
) ∈ R3.
(1.18)
The estimate (1.17) is a natural off-diagonal extension of the estimate (1.16). We
also verify the bound (1.17) is sharp in that the exponent in (1.17) can not be
improved to any better one, see Proposition 7.10. Our result subsumes what is
obtained in [34] and significantly extends the range of the sharp bound. The result
is summarized in Theorem 7.1. One of the remarkable estimates is the weak type
estimate (1, 2d/(d − 1)) estimate which corresponds to the point D, see Theorem
7.1. Though we manage to extend the range where the sharp bounds are available,
there are regions where the optimal bound is left unknown.
Compared with the estimate in Theorem 1.5 there are substantial difficulties ob-
taining (1.17). In particular, control of associated oscillatory integral becomes
more complicated when we deal with the estimate over A+λ,µ because the quantity
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|D(x, y)| may vanish for x, y ∈ A+λ,µ. If the zeros of ∂sP and ∂2sP are well separated,
the lower bound for each derivative can be exploited to get the desirable bound.
However, making the problem worse, zeros of ∂sP and ∂2sP get close to each other
as D(x, y) → 0 (see (3.35)). This naturally gives a rise to the Airy type integral
for which we can only expect decay of λ−
1
3 at best. Consequently, in contrast to
the previous local case (Theorem 1.5) we can not get a good estimate which allows
us to recover the sharp bound. To get around this difficulty, we perform additional
decomposition away from the zero of the equation ∂2sP = 0, which salvages the
correct decay λ−
1
2 but we only have the desired estimate on a restricted range of
p, q, see Section 7 for the details (Theorem 7.1, Proposition 7.2).
Organization. In Section 2 we obtain an explicit representation for the projec-
tion operator Πλ and formalize a form of TT
∗ argument which plays a crucial role
throughout the paper and, then, we use it to prove Theorem 1.2. Section 3 is de-
voted to the discussion on the local estimate. In Section 4, we consider the estimate
over the annulus A±λ,µ and prove various preparatory estimates based on the secto-
rial decomposition of the annuli which is to be utilized for the proof of Theorem 1.3.
In Section 5, we start to prove the estimate with unbalanced improvement which
actually proves the endpoint estimate (1.9) and by establishing estimates for vari-
ous specific cases we manage to single out the most difficult case, i.e., Proposition
5.7 which we do not prove until Section 6. In Section 7 we obtain new sharp off-
diagonal estimates by making use of the estimates shown in the previous sections
and the TT ∗ argument in Section 2. Finally, we establish the resolvent estimate
for H and Carleman estimate for the heat operator in Section 8.
Notations. Throughout the paper d ≥ 2 unless it is explicitly mentioned other-
wise.
• Let A,B > 0. B . A means that there are constants C, depending only on
dimensions such that B ≤ CA. Likewise, A ∼ B if and only if B . A and
A . B. Abusing the conventional notation, by D = O(A) we denote that
|D| . A.
• Additionally, we mean by A ≫ B that there is a constant C (large enough)
depending only on the dimensions such that A ≥ CB.
• We occasionally write x = (x1, x¯) ∈ R× Rd−1, x = (x1, x2, x˜) ∈ R× R× Rd−2.
• Bd(x, r) = {y ∈ Rd : |y − x| < r}.
• A◦µ := {x : |1 − |x|| ≤ 2µ}, A◦λ,µ := {x : λ−1/2x ∈ Aµ}, χ◦µ := χA◦µ , and
χ◦λ,µ := χA◦λ,µ .
• For a given operator T we denote the kernel of T by T (x, y).
• Let ψ be a function in C∞c ([ 14 , 1]) such that
∑
ψ(2jt) = 1 for t > 0. We also
denote ψ˜(t) = ψ(|t|).
• If it is not mentioned explicitly otherwise, ψj always denotes a smooth function
supported in [2−2−j, 2−j ] and | dl
dtl
ψj | ≤ C2jl for l = 0, 1, . . . .
• The constants c and ε◦ are small constants depending only on the dimensions.
• Let ∂x := (∂x1 , . . . , ∂xd)⊺, ∂⊺x := (∂x1 , . . . , ∂xd), and ∂x∂⊺y = (∂xi∂yj)1≤i,j≤d.
• For simplicity we also set a(t) := (2πi sin t)− d2 eiπd/4.
• By Id we denote the d× d identity matrix.
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2. The projection operator Πλ and TT
∗ argument
In this section, we obtain an explicit expression for the kernel of the Hermite pro-
jection operator Πλ and deduce useful properties which are to be helpful later. We
also formulate a TT ∗ argument which is adapted to the projection operator Πλ.
2.1. Representation of the projection operator. We begin with noting that
the Hermite-Schro¨dinger propagator e−itHf is defined by
(2.1) e−itHf =
∑
λ∈2N0+d
e−itλΠλf
for f ∈ S(Rd). Since Πλf decays rapidly in λ (see Lemma 2.1 below) for every
f ∈ S(Rd), the sum ∑λ∈2N0+d e−itλΠλf converges uniformly. Furthermore, it is
clear that e−itHf is smooth on Rd × R. Orthogonality of the Hermite functions
yields
(2.2) ‖e−itHf‖2 = ‖f‖2, ∀t ∈ R.
Lemma 2.1. Let f ∈ S(Rd). Then, for any N , there is a constant C = C(N, f)
such that |〈f,Φα〉| ≤ C(1 + |α|)−N and ‖Πλf‖∞ ≤ Cλ−N .
Since the eigenvalues λ, λ′ ∈ 2N0+d, λ−λ′ ∈ 2Z. So, 12π
∫ π
−π e
i t2 (λ−λ′)dt = δ(λ−λ′).
By Lemma 2.1, it follows that
Πλf =
∑
λ′∈2N0+d
1
2π
∫ π
−π
ei
t
2 (λ−λ′)dtΠλ′f =
1
2π
∫ π
−π
∑
λ′∈2N0+d
ei
t
2 (λ−λ′)Πλ′fdt
for all f ∈ S(Rd) because the series converges uniformly. Hence, combining this
with (2.1) we get
Πλf =
1
2π
∫ π
−π
ei
t
2 (λ−H)fdt, ∀f ∈ S(Rd).(2.3)
This observation together with the explicit kernel representation of the operator
e−itH serves as an important tool throughout the paper.
Proof of Lemma 2.1. Since Φα is an eigenfunction with its eigenvalue 2|α| + d,
HNΦα = (d+2|α|)NΦα. Integration by parts gives 〈f,Φα〉 = (d+2|α|)−N 〈HNf,Φα〉.
Since ‖Φα‖1 ≤ C|α|d/4 with C independent of α (see Lemma 3.4) and HNf ∈
S(Rd), we have |〈f,Φα〉| ≤ C(d+ 2|α|)−N+d/4 for any N . From Lemma 3.4, it fol-
lows that |Φα| . 1. A better bound is possible but this is enough for our purpose.
Thus, we have
|Πλf | ≤
∑
α:d+2|α|=λ
|〈f,Φα〉| ‖Φα‖∞ .
∑
α:d+2|α|=λ
(d+ 2|α|)−N+ d4 . λ−N+ 5d−44 .
Since N can be taken to be arbitrarily large, we get the desired estimate. 
Now we recall that the operator e−itH can be explicitly expressed by
e−itHf = a(2t)
∫
eip(x,y,t)f(y) dy(2.4)
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where p(x, y, t) = |x|
2+|y|2
2 cot 2t− 〈x, y〉 csc 2t and a(t) := (2πi sin t)−
d
2 eiπd/4. See
So¨jgren-Torrea [45] and [57, p.11] for a detailed discussion. Combining (2.3) and
(2.4), we obtain the following representation of the projection operator Πλ.
Lemma 2.2. Let λ ∈ 2N0 + d and set
φλ := φλ(x, y, t) :=
λt
2
+
|x|2 + |y|2
2
cot t− 〈x, y〉 csc t.
Then, for all f ∈ S(Rd), we have
Πλf =
1
2π
∫ π
−π
a(t)
∫
eiφλ(x,y,t)f(y) dy dt.4
We note that φλ(Ux,Uy, t) = φλ(x, y, t) for all U ∈ O(d). In viewpoint of the
kernel, the operator is invariant under simultaneous rotations on both variables
x, y, that is to say, Πλ(Ux,Uy) = Πλ(x, y). Thus, it follows that
(2.5) (Πλf) ◦U = Πλ(f ◦U).
Since sin t vanishes at t = 0 and t = π,−π, we decompose the operator away from
those singular points to avoid the singularities. We denote by ψ the function in
C∞c ([
1
4 , 1]) such that
∑
ψ(2jt) = 1 for t > 0. Then, let ψ0 be the smooth function
which satisfies, for t ∈ [−π, π],
(2.6) ψ0 +
∑
j≥4
(
ψ(2jt) + ψ(−2jt) + ψ(2j(t+ π)) + ψ(2j(π − t))) = 1.
So, ψ0 is supported in the interval [−π, π] and vanishes near 0, π, and −π. For a
bounded continuous function η supported in [−π, π] and any λ ∈ R, we define
(2.7) Πλ[η] :=
∫
η(t)ei
t
2 (λ−H)dt.
Clearly, the definition of Πλ[η] makes sense for any real number λ. From the
isometry (2.2) it follows that
(2.8) ‖Πλ[η]‖2→2 ≤ ‖η‖1.
For simplicity and convenience let us denote
ψ±j (t) := ψ(±2jt), ψ±πj (t) := ψ(2j(π ∓ t)), ψ0j :=
{
ψ0, j = 4
0, j > 4
.
For the last one we adopt a notational convention which simplifies statements.
Hence by (2.6) we may decompose the operator Πλ as follows:
(2.9) Πλf = Πλ[ψ
0]f +
∑
j≥4
(
Πλ[ψ
+
j ]f +Πλ[ψ
−
j ]f +Πλ[ψ
+π
j ]f +Πλ[ψ
−π
j ]f
)
for f ∈ S(Rd) and λ ∈ 2N0 + d. This decomposition is clearly valid because the
right hand side of (2.9) converges to Πλ as a bounded operator on L
2 as is easy
to show using (2.8). Indeed, by (2.8) we have the estimate ‖Πλ[ψκj ]‖2→2 . 2−j,
κ = ±,±π. Thus the convergence follows.
4A branch of (2pii sin t)
d
2 should be chosen suitably.
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We prove estimates for Πλ by obtaining those estimates for the individual operators
appearing in (2.9). Once we have the estimates for Πλ[ψ
+
j ], by making use of sym-
metric property of e−itHf ((2.10)) we can handle the operators Πλ[ψ−j ], Πλ[ψ
+π
j ],
and Πλ[ψ
−π
j ] via simple changes of variables. So, we mainly work with Πλ[ψ
+
j ].
The estimate for Πλ[ψ
0] is relatively easier than that for Πλ[ψ
+
j ]. We observe the
following symmetric properties of the phase function φλ:
φλ(x, y,−t) = −φλ(x, y, t), φλ(x, y,±(π − t)) = ±λπ
2
∓ φλ(x,−y, t).
Thus, by a simple change of variables it follows that
(2.10)
Πλ[ψ
−
j ](x, y) = C(d)Πλ[ψ
+
j ](x, y),
Πλ[ψ
±π
j ](x, y) = C(d, λ,±)Πλ[ψ∓j ](x,−y)
with C(d), C(d, λ,±) satisfying |C(d)| = |C(d, λ,±)| = 1. This clearly implies
‖Πλ[ψ+j ]‖p→q = ‖Πλ[ψκj ]‖p→q with κ = −,±π, so we only need to obtain the
bounds on ‖Πλ[ψ+j ]‖p→q and ‖Πλ[ψ0]‖p→q.
We also define the rescaled operators Pλ, Pλ[η] whose kernels are given by
(2.11) Pλ(x, y) = Πλ(
√
λx,
√
λy), Pλ[η](x, y) = Πλ[η](
√
λx,
√
λy).
These operators, instead of those defined by Πλ, are sometimes more convenient to
work with. By scaling it is clear that
(2.12) ‖χEPλ[η]χF ‖p→q = λ
d
2 (
1
p− 1q−1)‖χ√λEΠλ[η]χ√λF ‖p→q.
2.2. A TT ∗ argument. The argument below allows us to deduce off-diagonal
estimates from the L1–L∞ and L2 estimates. The following is a variant of the
typical TT ∗ argument (see [28, 20, 61]) .
Lemma 2.3. Let E be a measurable subset of Rd and b > 0. Let Q(b) ⊂ [1/2, 1]×
[0, 1/2] denote the closed quadrangle with vertices (12 ,
1
2 ), (
1
2 ,
b
2(b+1) ), (
b+2
2(b+1) ,
1
2 ),
and (1, 0). Suppose that, for j = 0, 1, 2, . . . ,
(2.13) ‖χEΠλ[ηj ]χE‖1→∞ . β2bj
whenever ηj is a smooth function supported in [2
−2−j , 2−j] (or [−2−j,−2−2−j]) and
| dl
dtl
ηj | ≤ C2jl for l = 0, 1. Then, if (1/p, 1/q) is contained in Q(b), for j ≥ 2 we
have the estimate
(2.14) ‖χEΠλ[ψj ]χE‖p→q . βδ(p,q)2j(−1+(b+1)δ(p,q)).
Proof of Lemma 2.3. By (2.8), it is clear that ‖χEΠλ[ηj ]χE‖2→2 . 2−j . Interpo-
lating this with the estimate (2.13) we have, for 1 ≤ p ≤ 2,
(2.15) ‖χEΠλ[ηj ]χE‖p→p′ . β(
2
p−1)2j(−1+(b+1)(
2
p−1)).
Clearly, by (2.10) the same estimate also holds if ηj is a smooth function supported
in [−2−j,−2−2−j] and | dl
dtl
ηj | ≤ C2jl for l = 0, 1. Thus, the estimate (2.15) holds
for ηj supported in [−2−j,−2−2−j] ∪ [2−2−j, 2−j ] and | dldtl ηj | ≤ C2jl for l = 0, 1.
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It is sufficient to show (2.14) with q = 2 and p = 2(b+ 1)/(b+2) because the other
estimates follow from duality and interpolation between this estimate and (2.15).
In fact, we claim that
(2.16) ‖Πλ[ψj ]χEf‖2 . 2−
j
2β
1
p− 12 ‖f‖p
holds with p = 2(b+ 1)/(b + 2). This clearly implies the desired estimate (2.14)
with q = 2 and p = 2(b+ 1)/(b+ 2).
Let ψ˜(t) := ψ(|t|). For k ≥ j − 2, we set
(Πλ[ψj ]
∗Πλ[ψj ])k =
∫∫
ψ˜(2k(t− s))ψj(t)ψj(s)ei
t−s
2 (λ−H)dsdt .(2.17)
By (2.3) we note ‖Πλ[ψj ]χEf‖22 = 〈χE
∫∫
ψj(t)ψj(s)e
i t−s2 (λ−H)χEfdsdt, f〉. Thus
we have
(2.18) ‖Πλ[ψj ]χEf‖22 =
∑
k≥j−2
〈χE(Πλ[ψj ]∗Πλ[ψj ])kχEf, f〉 .
After a simple change of variables we observe that
(2.19) χE(Πλ[ψj ]
∗Πλ[ψj ])kχEf =
∫
ψj(s)χEΠλ[ψ˜(2
k·)ψj(·+ s)]χEfds
Since k ≥ j − 2, we apply the estimate (2.15) to χEΠλ[ψ˜(2k·)ψj(·+ s)]χE and get
| 〈χE(Πλ[ψj ]∗Πλ[ψj ])kχEf, g〉 | . β(
2
p−1)2−j2k(−1+(b+1)(
2
p−1))‖f‖p‖g‖p
for 1 ≤ p ≤ 2. Thus, using (2.18), summation along k yields, for 2(b+ 1)/(b+2) <
p ≤ 2,
‖Πλ[ψj ]χEf‖2 . β(
1
p− 12 )2j(−1+(b+1)(
1
p− 12 ))‖f‖p.
Hence, we have (2.14) for q = 2 and 2(b+ 1)/(b + 2) < p ≤ 2, and by duality
we also have (2.14) for p = 2 and 2 ≤ q < 2b+2b , so interpolation between these
estimates and the estimate (2.15) gives the desired estimate (2.14) for p, q such
that (1/p, 1/q) is contained in Q(b) but not in the line segments [(12 ,
b
2(b+1) ), (1, 0)),
[( b+22(b+1) ,
1
2 ), (1, 0)).
We now use those estimates to obtain the estimate (2.16) with p = 2(b+ 1)/(b+2).
In fact, using (2.19) and the estimate (2.14) which is established in the above we
get
| 〈χE(Πλ[ψj ]∗Πλ[ψj ])kχEf, g〉 | . β(
1
p− 1q )2−j2k(−1+(b+1)(
1
p− 1q ))‖f‖p‖g‖q′(2.20)
for p, q such that (1/p, 1/q) is contained in the interior of Q(b). This allows us to
apply the bilinear interpolation argument (e.g., Keel and Tao [28]) to obtain∑
k≥j−2
| 〈χE(Πλ[ψj ]∗Πλ[ψj ])kχEf, g〉 | . β(
1
p− 1q )2−j‖f‖p‖g‖q′
provided that (1/p, 1/q) is contained in the interior of Q(b) and (b+1)(1/p−1/q) =
1. Hence, taking q′ = p in the above estimate, by (2.18) we get the desired estimate
(2.16) with p = 2b+2b+2 . 
We occasionally use the following simple lemma which is useful for getting the
estimates of the critical cases being combined with real interpolation.
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Lemma 2.4. Let 1 ≤ p0, p1, q0, q1 ≤ ∞ and ǫ0, ǫ1 > 0. Let Tj, j ∈ Z be sublinear
operators defined from Lpk → Lqk with ‖Tj‖pk→qk ≤ Bk2j(−1)
kǫk for k = 0, 1. Let
us set θ = ǫ0ǫ0+ǫ1 ,
1
p∗ =
θ
p1
+ 1−θp0 , and
1
q ∗ =
θ
q1
+ 1−θq0 . Then we have the following:
(a) If p0 = p1 = p and q0 6= q1, then ‖
∑
j Tjf‖Lq∗,∞ . B1−θ0 Bθ1‖f‖p.
(b) If q0 = q1 = q and p0 6= p1, then ‖
∑
j Tjf‖Lq . B1−θ0 Bθ1‖f‖p∗,1.
(c) If p0 6= p1 and q0 6= q1, then ‖
∑
j Tjf‖Lq∗,∞ . B1−θ0 Bθ1‖f‖p∗,1.
The third (c) assertion is known as ‘Bourgain’s summation trick’. See [7, Section
6.2] for a formulation in abstract setting. The first (a) and the second (b) statements
give a little better estimate than the restricted weak type estimate if p = p0 = p1
or q = q0 = q1. As far as the authors are aware, this observation first appeared
in Bak [3]. A slight modification of the argument in [3] (also see [39, Lemma 2.3])
shows (b) and (c).
Remark 1. Thanks to Lemma 2.4 a more elementary approach to the estimate
(2.16) with p = 2b+2b+2 is also possible since (2.20) is equivalent to
‖χE(Πλ[ψj ]∗Πλ[ψj ])kχEf‖q . β(
1
p− 1q )2−j2k(−1+(b+1)(
1
p− 1q ))‖f‖p.
By (c) in Lemma 2.4 we have ‖∑k χE(Πλ[ψj ]∗Πλ[ψj ])kχEf‖q,∞ . β( 1p− 1q )2−j‖f‖p,1
provided that (1/p, 1/q) is contained in the interior of Q(b) and (b+1)( 1p − 1q ) = 1.
Real interpolation between these restricted weak type estimates gives, in particular,
the estimate (2.14) with p = 2(b+ 1)/(b+2) and q = 2(b+ 1)/b, which yields (2.16)
with p = 2(b+ 1)/(b+ 2).
As an immediate application of Lemma 2.3 we prove Theorem 1.2.
2.3. Proof of Theorem 1.2. By interpolation and duality it suffices to show the
assertion regarding the restricted weak type (p, q) estimate with (1/p, 1/q) = F,F′
in Theorem 1.2. Again by duality it is enough to show
(2.21) ‖Πλf‖ 2d(d−1)
(d−2)2 ,∞
≤ C‖f‖ 2(d−1)
d ,1
.
Indeed, once we have the estimate (2.21) by duality and interpolation it follows that
the estimate (1.5) holds for p, q with (1/p, 1/q) ∈ (F,F′). In particular, with p =
2d/(d+2) and q = 2d/(d−2) which satisfy 1/p−1/q = 2/d, we get the estimate (1.5)
with q = 2 and p = 2d/(d + 2) since Π∗λΠλ = Πλ. We interpolate these estimates
with the obvious L2 estimate to get the rest of estimates for (1/p, 1/q) ∈ P.
Trivially, by Lemma 2.2 we see (2.13) holds with E = Rd, β = 1, and b = d−22 .
Using this and Lemma 2.3, we now have the estimate, for j ≥ 4,
(2.22) ‖Πλ[ψκj ]‖p→q . 2j(
d
2 (
1
p− 1q )−1), κ = ±, ±π
whenever (1/p, 1/q) is contained in the closed quadrangleQ(d−22 ) which has vertices
(12 ,
1
2 ), (
1
2 ,
d−2
2d ), (
d+2
2d ,
1
2 ), and (1, 0). It is sufficient to show (2.22) with κ = + since
we may use (2.10) to get the estimates for the other cases. By repeating the
argument in the proof of Lemma 2.3 it is easy to see that
(2.23) ‖Πλ[ψ0]‖p→q . 1
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for the same range of p, q as in the above. Thus, combining the estimates (2.22)
and (2.23) and taking sum over j, from (2.9) we get (1.5) if (1/p, 1/q) is contained
in Q(d−22 ) and
1
p − 1q < 2d . The estimates in the borderline ( 1p − 1q = 2d ) can
be obtained by using the summation trick ((c) in Lemma 2.4) as before. Indeed,
using the above two estimates we get restricted weak type (p, q) estimate for p, q
satisfying ( 1p ,
1
q ) ∈ Q(d−22 ) and 1p − 1q = 2d . We particularly have
‖
∑
j
Πλ[ψ
κ
j ]f‖ 2d(d−1)
(d−2)2 ,∞
≤ C‖f‖ 2(d−1)
d ,1
, κ = ±, ±π.
Hence, combining this with (2.23) we get (2.21). 
2.4. Estimate for Πλ[ψ
κ
j ](x, y) with |D(x, y)| ≥ c > 0. In this section we inves-
tigate the estimate for Πλ[ψ
κ
j ](x, y) under the assumption that |D(x, y)| ≥ c > 0.
As is to be seen later, more complicated behavior arises as the value |D(x, y)| gets
close to 0. The preparatory result in this section becomes instrumental later for
distinguishing the major part when we handle the estimates over the region near√
λSd−1.
Let us set
P := P(x, y, s) := φ1(x, y, s),(2.24)
Q := Q(x, y, τ) := (τ − 〈x, y〉)2 −D(x, y).(2.25)
Also, for j = 0, 1, . . . , we set
Ij(x, y) := Pλ[a
−1ψj ](x, y) =
∫
ψj(s)e
iλP(x,y,s)ds.(2.26)
Here ψ0 ∈ Cc(0, π). Clearly, Πλ[a−1ψj ](
√
λx,
√
λy) = Ij(x, y). We now note that
∂sP(x, y, s) = −Q(x, y, cos s)
2 sin2 s
,(2.27)
and the stationary point of P(x, y, ·) is given by the zero sets of Q(x, y, cos ·). As
D(x, y) is the discriminant of the quadratic equation Q(x, y, τ) = 0, the estimate
for Ij is controlled by the value of D(x, y) which regulates the nature of stationary
point of the phase function P(x, y, ·). Under the condition (1.14) these points are
well separated, so we can obtain improved bound when considering the operator
Πλ over the set
√
λE. The following estimate is to be crucial in obtaining the sharp
local estimate.
Lemma 2.5. Let ψ0 ∈ C∞c (0, π) and for j ≥ 1 let ψj be a smooth function supported
in [2−2−j, 2−j] (or [−2−j,−2−2−j]) and | dldtlψj | ≤ C2jl for l = 0, 1. Then, if
|D(x, y)| 6= 0 and |x|, |y| ≤ 2, for j = 0, 1, . . . , we have
(2.28) |Ij(x, y)| . 2−
j
2 λ−
1
2 |D(x, y)|− 14 .
The following is a straightforward consequence of the above lemma.
Corollary 2.6. Let E,F ⊂ B(0, 2
√
λ) be measurable and j = 0, 1, . . . . Suppose
that |D(x, y)| ≥ ρ2 for all (x, y) ∈ E × F . Then, for p, q satisfying 1 ≤ p ≤ 2 and
1/p+ 1/q = 1, we have
(2.29) ‖χ√λEΠλ[ψj ]χ√λF f‖q . λ−
1
2 (
1
p− 1q )2(
d+1
2 (
1
p− 1q )−1)jρ−
1
2 (
1
p− 1q )‖f‖p.
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This is easy to show. By rescaling (x, y) → (
√
λx,
√
λy), Lemma 2.5 and (2.26),
it follows that the kernel of χ√λEΠλ[ψj ]χ√λF is bounded by C2
d−1
2 jλ−
1
2 ρ−
1
2 since
the same estimate holds for χEPλ[ψj ]χF . Thus, we have ‖χ√λEΠλ[ψj ]χ√λF f‖∞ .
2
d−1
2 jλ−
1
2 ρ−
1
2 ‖f‖1. We get the estimate (2.29) by interpolating this and the esti-
mate ‖χ√λEΠλ[ψj ]χ√λF f‖2 . 2−j‖f‖2 which follows from (2.8).
2.5. Estimate for the oscillatory integral Ij. The rest of this section is devoted
to the proof of Lemma 2.5. We use the following which is known as Van der Corput
lemma, for example see [53, pp. 332–334].
Lemma 2.7. Let λ ≥ 1 and let φ be a smooth function on an interval I = [a, b] and
A ∈ C1 supported in [a, b]. Suppose that | dk
dsk
φ| ≥ L on I and suppose additionally
that φ′ is monotone on I when k = 1. Then, the following estimates hold with C
independent of a, b, φ, A: ∣∣∣ ∫ b
a
eiλφ(s)ds
∣∣∣ ≤ C(λL)−1/k,∣∣∣ ∫ eiλφ(s)A(s)ds∣∣∣ ≤ C(λL)−1/k‖A′‖1.
In Lemma 2.7 the monotonicity assumption on φ′ is not essential. Since the first
estimate holds independently of interval [a, b], this uniform estimate remains valid
as long as the interval can be divided into a fixed number of intervals on which
φ′ is monotone. The second estimate is a straightforward consequence of the first
estimate and integration by parts. See [53, pp. 332–334] for the detail. We also
have the following which is easy to show by repeated integration by parts.
Lemma 2.8. Let 0 < µ ≤ 1 and let λ ≥ 1. Suppose A is a smooth function
supported in an interval of length ∼ µ, and φ is smooth on the support of A. If
|φ′| & L, | dk
dsk
A| . µ−k, and | dk
dsk
φ| . Lµ1−k, k = 0, 1, . . . on the support of A,
then for any N > 0, we have
(2.30)
∣∣∣ ∫ eiλφ(s)A(s)ds∣∣∣ ≤ Cµ(1 + λµL)−N .
This can also be shown by making change of variables s → µs + s0 where s0 ∈
suppA. Indeed, setting φ˜(s) = (µL)−1φ(µs + s0) and A˜(s) = A(µs + s0), we see
that |φ˜′| & 1, | dk
dsk
A˜| . 1, and | dk
dsk
φ˜| . 1, k = 0, 1, . . . on the support of A˜ and the
integral is rewritten as µ
∫
eiλµLφ˜(s)A˜(s)ds. Routine integration by parts gives the
estimate (2.30).
2.6. Proof of Lemma 2.5. Since D(x, y) = D(−x, y), we may assume 〈x, y〉 ≥ 0
because otherwise we need only to replace x with −x. To show Lemma 2.5 we
consider the cases D(x, y) > 0 and D(x, y) ≤ 0, separately. The second case is
easier to handle. We first show the estimate (2.28) for j ≥ 1.
When D(x, y) ≤ 0. Clearly, from (2.25) we have Q(x, y, τ) ≥ |D(x, y)|. We also
assume 〈x, y〉 ≤ 1 for the moment and the other case will be handled later.
18 JEONG, LEE, AND RYU
Let S∗(x, y) ∈ [0, π/2] be the number such that
(2.31) cosS∗(x, y) = 〈x, y〉.
We distinguish the two cases:
I : S∗(x, y) 6∈ [2−3−j, 21−j], II : S∗(x, y) ∈ [2−3−j, 21−j ].
We first consider the case I. From (2.27) and (2.25) we see |∂sP(x, y, s)| & 2−2j +
22j|D| & |D| 12 on the support of ψj . By Lemma 2.7 we get |Ij | . min(λ−1|D|− 12 , 2−j)
and (2.28) follows. For the second case II we make decomposition of the integral Ij
away from S∗(x, y) as follows:
Ij =
∑
k≥j−2
Ij,k :=
∑
k≥j−2
∫
ψ˜(2k(s− S∗(x, y)))ψj(s)eiλP(x,y,s)ds.
If s is contained in the support of the cutoff function ψ(2k(·−S∗(x, y)))ψj , by (2.27)
and (2.25) we have
|∂sP(x, y, s)| & 22j
(( ∫ s
S∗(x,y)
sin τdτ
)2
+ |D|
)
& 22j
(
2−2j2−2k + |D|
)
.
Again, by Lemma 2.7 we see |Ij,k| . min(λ−122k, 2−k) if 2k ≤ 2−j |D|− 12 , and
|Ij,k| . min(λ−12−2j |D|−1, 2−k) if 2k > 2−j|D|− 12 . Hence, splitting the sum into
two cases and taking geometric mean of the two bounds in each case, we have
|Ij | .
∑
k:2k≤2−j |D|− 12
λ−
1
2 2
k
2 +
∑
k:2k>2−j |D|− 12
2−jλ−
1
2 |D|− 12 2− k2 . 2− j2λ− 12 |D|− 14 .
We now consider the case 〈x, y〉 ≥ 1. Clearly, we have (cos s−〈x, y〉)2 ≥ (1−cos s)2.
So, from (2.27) and (2.25) we have |∂sP(x, y, s)| & (2−2j + 22j|D|) &
√
|D| on the
support of ψj . Thus, by Lemma 2.7 we get |Ij | . min(λ−1|D|− 12 , 2−j), which gives
the desired bound.
When D(x, y) > 0. Recalling that we are assuming 〈x, y〉 ≥ 0, we consider the
case 〈x, y〉 ≤ 1 first. Note that Q(x, y, 1) = |x − y|2, Q(x, y,−1) = |x + y|2. Since
0 ≤ 〈x, y〉 ≤ 1 and D(x, y) > 0, we see that Q(x, y, τ) = 0 has two distinct roots
r1 > r2 which are separated by 2
√
D and r1, r2 ∈ [−1, 1]. For the moment we also
assume Q(x, y, 0) ≥ 0. Thus r1, r2 are positive. We handle the remaining cases
Q(x, y, 0) < 0 and 〈x, y〉 > 1 later.
Let s1, s2 ∈ [0, π] be positive numbers such that cos si = ri, i = 1, 2, and s1 < s2.
We distinguish the following four cases:
A: s2 < 2
−3−j, B: 21−j < s1,C: s1 < 2−3−j , 21−j < s2,D: s1 or s2 ∈ [2−3−j, 21−j ].
Case A. Since 0 ≤ s1 < s2, the distances between s and s1, and between s and s2
are ∼ 2−j for s ∈ suppψj . We note that
(2.32) |∂sP(x, y, s)| &
| ∫ s
s1
sin τdτ
∫ s
s2
sin τdτ |
2sin2s
.
So, it follows that |∂sP(x, y, s)| & 2−2j for s ∈ suppψj and 2
√D = r1 − r2 =
cos s1 − cos s2 . 2−2j . Thus, by Lemma 2.7 we get |Ij | . min(λ−122j, 2−j) ≤
λ−
1
2 2
j
2 . λ−
1
2 2−
j
2D− 14 .
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Case B. Since the distance between s and s1 is & 2
−j and cos s− cos s2 ≥ cos s1 −
cos s2 =
√D for s ∈ suppψj , from (2.32) it follows that |∂sP(x, y, s)| &
√D for s ∈
suppψj . By Lemma 2.7 and the trivial estimate we have |Ij | . min(λ−1D− 12 , 2−j)
and we get the desired estimate (2.28).
Case C. As in the Case B, it is sufficient to show |∂sP(x, y, s)| &
√
D for s ∈
suppψj . Since s1 < 2
−3−j and 21−j < s2 we clearly have 2
√
D = cos s1 − cos s2 &
2−2j. If
√
D ∼ 2−2j, from (2.32) we see |∂sP(x, y, s)| &
√
D for s ∈ suppψj . If√
D ≫ 2−2j , cos s − cos s2 ∼
√
D because cos s1 − cos s ∼ 2−2j for s ∈ suppψj .
Hence, from (2.32) we see |∂sP(x, y, s)| &
√
D for s ∈ suppψj .
Case D. In this case ∂sP may vanish on the support of ψj , so we decompose
the integral away from the zeros of ∂sP . We further distinguish the cases 2−j <
2−4D 14 and 2−j ≥ 2−4D 14 . In the case 2−j < 2−4D 14 only s1 can be contained in
[2−4−j, 22−j] because s1 is positive. We decompose Ij as follows:
Ij =
∑
k≥j−2
I˜j,k :=
∑
k≥j−2
∫
ψ˜(2k(s− s1))ψj(s)eiλP(x,y,s)ds.
From (2.32) we see that |∂sP(x, y, s)| & 2j2−k| cos s− cos s2| & 2j−kD 12 on the sup-
port of ψ(2k(·−s1))ψj because | cos s−cos s2| ≥ | cos s1−cos s2|− | cos s−cos s1| &
D 12 since we are assuming 2−j < 2−4D 14 . Thus by Lemma 2.7 we get |I˜j,k| .
min(λ−12k−jD− 12 , 2−k). Summation over k yields the desired estimate (2.28).
We turn to the case 2−j ≥ 2−4D 14 . In this case the interval [2−4−j, 22−j ] may
contain both s1 and s2. Taking it into account that |s1 − s2| ∼ 2j
√D, we break
the integral away from these two vanishing points. Let us set
ψ∗(s) = ψ˜
(
28−jD− 12
(
s− s1 + s2
2
))
and
Ij,∗ =
∫
ψj(s)ψ∗(s)eiλP(x,y,s)ds,
I1j,k =
∫
ψ˜(2k(s− s1))ψj(s)(1 − ψ∗(s))eiλP(x,y,s)ds,
I2j,k =
∫
ψ˜(2k(s− s2))ψj(s)(1 − ψ∗(s))eiλP(x,y,s)ds.
Thus it follows that Ij = Ij,∗ +
∑
k I
1
j,k +
∑
k I
2
j,k. If s is contained in the support
of ψ∗, we see |∂sP(x, y, s)| & 22jD using (2.32). Hence, by Lemma 2.7 we get
|Ij,∗| . min(λ−12−2jD−1,D 12 2j) . λ− 12 2−
j
2 |D|− 14 .
From (2.32) we note that |∂sP(x, y, s)| & 2j2−kD 12 on the support of ψ˜(2k(· −
s1))ψj(1−ψ∗). By Lemma 2.7 we have |I1j,k| . min(λ−12k−jD−
1
2 , 2−k). Summation
along k yields |∑k I1j,k| . λ− 12 2− j2D− 14 . We can similarly handle I2j,k. Note that
|∂sP(x, y, s)| & 2j2−kD 12 on the support of ψ˜(2k(· − s2))ψj(1 − ψ∗) and, hence,
|I2j,k| . min(λ−12k−jD−
1
2 , 2−k). Summation over k gives |∑k I2j,k| . λ− 12 2− j2D− 14 .
Combining the estimates for Ij,∗, |
∑
k I
1
j,k|, and |
∑
k I
2
j,k|, we get the bound (2.28).
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We now show (2.28) for the cases Q(x, y, 0) < 0 and 〈x, y〉 > 1.
When Q(x, y, 0) < 0. In this case we have two roots r1 and r2 which are of
different signs. This implies s2 > π/2 > s1 > 0. If s1 ≤ 2−3−j , D should be
∼ 1 and |∂sP(x, y, s)| & 1 on the support of ψj . So, by Lemma 2.7 we get |Ij | .
min(λ−1, 2−j) and, hence, the desired estimate (2.28). If 2−3−j ≤ s1 ≤ 21−j, we
also have D ∼ 1 and we make additional decomposition Ij =
∑
k Ij,k where
Ij,k =
∫
ψ˜(2k(s− s1))ψj(s)eiλP(x,y,s)ds.
Using (2.32) we note that |∂sP(x, y, s)| & 2j2−k on the support of ψ˜(2k(· − s1))ψj .
By Lemma 2.7 we have |Ij,k| . min(λ−12−j2k, 2−k). Summation over k gives the
desired estimate since D ∼ 1. Now we deal with the case s1 ≥ 21−j in which
|∂sP(x, y, s)| & |D| 12 because cos s − cos s2 ≥ cos s1 − cos s2 = 2
√
D and cos s −
cos s1 & 2
−2j . Thus |Ij | . min(λ−1|D|− 12 , 2−j). Hence we get the estimate (2.28).
When 〈x, y〉 > 1. Since Q(x, y, 1) = |x − y|2, both roots r1, r2 are bigger than 1.
We see that
|∂sP(x, y, s)| & 22j
(
(r1−1)+(1−coss)
)(
(r2−r1)+(r1−cos s)
)
& 22j2−2j |D| 12 & |D| 12
on the support of ψj . By Lemma 2.7 |Ij | . min(λ−1D− 12 , 2−j). This gives the
desired estimate (2.28) and this completes the proof.
Finally we consider (2.28) with j = 0. Since ψ0 is supported away from π, 0, this
case is much easier to show because there is no singularity in s which is related
to the sin s. As before, one can prove the estimate (2.28) considering the cases
D ≤ 0 and D > 0. The first case is easy to show. For the latter we may assume
Q(x, y, 0) ≥ 0 and 〈x, y〉 ≤ 1 since otherwise the previous argument works without
modification. The rest of argument is the same as before, so we omit the details. 
3. Local estimate: Proof of Theorem 1.5
In this section we prove Theorem 1.5 and show the lower bounds on the Lp–Lq norm
of the operator χ√λEΠλχ
√
λE and failure of the estimate (1.15) for (1/p, 1/q) ∈
[C,D]∪ [C′,D′]. We also obtain strengthened estimates on a restricted range which
we need for the proof of Theorem 1.3.
3.1. Proof of Theorem 1.5. The proof is based on the decomposition (2.9), the
estimates in Lemma 2.5 and Lemma 2.3. The following provides the sharp L1–L2
estimate for Πλ[ψj ].
Lemma 3.1. Let ψj ∈ C∞c (−π, π) be a smooth function with its support contained
in an interval of length ∼ 2−j. Suppose 2j . λ and | dl
dtl
ψj | ≤ C2jl for l = 0, 1, 2, . . . ,
then we have
‖Πλ[ψj ]f‖2 . 2−
j
2λ
d−2
4 ‖f‖1,(3.1)
‖Πλ[ψj ]f‖∞ . λ
d−2
2 ‖f‖1.(3.2)
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Proof. From (2.7) and (2.1) we have
(3.3) Πλ[φ]f =
∑
λ′
φ̂(2−1(λ′ − λ))Πλ′f
for any smooth function φ ∈ C∞c (−π, π). Orthogonality between the Hermite
projections gives
‖Πλ[ψj ]f‖22 =
∑
λ′
|ψ̂j(2−1(λ′ − λ))|2‖Πλ′f‖22 =
∑
λ′
|ψ̂j(2−1(λ′ − λ))|2〈Πλ′f, f〉.
Since |ψ̂j(τ)| . 2−j(1+2−j|τ |)−N for any N , from the estimate (1.3) it follows that
‖Πλ[ψj ]f‖22 . 2−2j
∑
λ′
(
1 + 2−j|λ− λ′|)−N (λ′) d−22 ‖f‖21 . 2−jλ d−22 ‖f‖21
since 2j . λ. This gives the estimate (3.1). The proof of (3.2) is similar. Using (3.3)
as before and (1.3), we get ‖Πλ[ψj ]‖1→∞ . 2−j
∑
λ′(1 + 2
−j |λ − λ′|)−N (λ′) d−22 .
λ
d−2
2 because 2j . λ. 
Proof of Theorem 1.5. We begin with recalling (2.9). Since |D(x, y)| > c for some
c > 0 and x, y ∈ E, from Lemma 2.5 and (2.10) we have
‖χ√λEΠλ[ψκj ]χ√λE‖1→∞ . λ−
1
2 2
d−1
2 j
for j ≥ 4 and κ = 0,±,±π. Application of Lemma 2.3 and (2.10) immediately
yields
(3.4) ‖χ√λEΠλ[ψκj ]χ√λE‖p→q . λ−
1
2 δ(p,q)2(
d+1
2 δ(p,q)−1)j , κ = 0,±,±π
provided that (1/p, 1/q) is contained in the close quadrangle Q(d−12 ) which has
vertices (12 ,
1
2 ), A =
(
d+3
2(d+1) ,
1
2
)
, A′ and (1, 0).
The bounds on ‖χ√λEΠλ[ψ0]χ√λE‖p→q are easy to show. For (1/p, 1/q) ∈ Q(d−12 )
which contains R1 the desired bound ‖χ√λEΠλ[ψ0]χ√λE‖p→q . λ−
1
2 δ(p,q) follows
from (3.4). We have the estimate (3.4) with (1/p, 1/q) = C, (1, 0) and κ = 0, and
‖χ√λEΠλ[ψ0]χ√λE‖1→2 . λ(d−2)/4 from the estimate (3.1). Interpolation between
these estimates gives a better bound ‖χ√λEΠλ[ψ0]χ√λE‖p→q . λγ with γ < β(p, q)
provided that (1/p, 1/q) is in the closed triangle with vertices (1, 12 ),C, (1, 0) which
contains (C,D]. Thus, interpolation and duality yield all the desired estimates for
1 ≤ p ≤ 2 ≤ q ≤ ∞.
We now have only to consider the estimates for the operator
∑
j≥4 χ√λEΠλ[ψ
κ
j ]χ
√
λE ,
κ = ±, ±π, and show they are bounded with the same bound in Theorem 1.5, that
is to say,
(3.5) ‖
∑
j≥4
χ√λEΠλ[ψ
κ
j ]χ
√
λE‖p→q . λβ(p,q), κ = ±, ±π.
Using (3.4), summation along j gives the estimate (3.5) provided that (1/p, 1/q) ∈
R1 \ [C,C′]. Furthermore, by (c) in Lemma 2.4 we have
(3.6) ‖
∑
j≥4
χ√λEΠλ[ψ
κ
j ]χ
√
λE‖Lp,1→Lq,∞ . λ−
1
2 δ(p,q), κ = ±, ±π
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with (1/p, 1/q) = C and (1/p, 1/q) = C′ which satisfy δ(p, q) = 2/(d+1). Interpola-
tion between the estimates in (3.6) establishes the estimate (3.5) for (1/p, 1/q) ∈ R1
since we already have (3.5) for ( 1p ,
1
q ) ∈ R1 \ [C,C′]. This also proves the assertion
(ii) in Theorem 1.5.
We now have established the estimate (1.15) with (p, q) = (2, 2), (1,∞), and
(2(d+1)d+3 , 2) and the restricted weak type (p, q) estimate for (1/p, 1/q) = C by the
estimates in the above. To complete the proof we need only to show (3.5) with
(p, q) = (1, 2) and the weak type (p, q) estimate for
∑
j≥4 χ√λEΠλ[ψ
κ
j ]χ
√
λE with
(1/p, 1/q) ∈ (C,D], which shows the assertion (i). This gives the corresponding esti-
mates for χ√λEΠλχ
√
λE because we have already obtained the desired estimates for
χ√λEΠλ[ψ
0]χ√λE . Duality and interpolation provide all the L
p–Lq estimates stated
in Theorem 1.5 (see Figure 2). We note β(1, 2) = d−24 , β(p, q) =
d
2 (
1
p − d−12d )− 1 if
(1/p, 1/q) ∈ (C,D], and β(p, q) = − 1d+1 if (1/p, 1/q) = C.
Since
∑
j:2j>λ ψ
κ
j = ψ˜
κ(λ·) for some ψ˜κ ∈ C∞c (−π, π), we write∑
j≥4
Πλ[ψ
κ
j ] =
∑
j:2j≤λ
Πλ[ψ
κ
j ] + Πλ[ψ˜
κ(λ ·)].
From Lemma 3.1 we have
‖Πλ[ψ˜κ(λ·)]f‖2 . λ− 12 λ
d−2
4 ‖f‖1, κ = ±, ±π,(3.7)
‖Πλ[ψκj ]f‖2 . 2−
j
2 λ
d−2
4 ‖f‖1, κ = ±, ±π,(3.8)
for 2j . λ. We first deal with
∑
j:2j≤λΠλ[ψ
κ
j ]. Interpolation between the estimates
(3.8) and (3.4) with (1/p, 1/q) = (1, 0), C gives
‖χ√λEΠλ[ψκj ]χ√λE‖p→q . 2jd(
d−1
2d − 1q )λ
d
2 (
1
p+
1
q )− d+12 , κ = ±, ±π
for p, q such that (1/p, 1/q) is in the closed triangle T with vertices (1, 12 ),C, (1, 0).
Once we have this estimate, fixing p ∈ [1, 2d(d+ 1)/(d2 + 4d− 1)) and choosing
two q0, q1 such that q0 < 2d/(d− 1) < q1 and (1/p, 1/q0), (1/p, 1/q1) ∈ T, we have
two estimates from the previous estimates with p = p0 = p1 and q = q0, q1. Then,
we apply the summation trick ((a) in Lemma 2.4) to these two estimates to get
the weak type estimate for p, q such that (1/p, 1/q) ∈ (C,D].5 Hence, for each
1 ≤ p < 2d(d+1)d2+4d−1 , we establish the estimate
‖
∑
j:2j≤λ
χ√λEΠλ[ψ
κ
j ]χ
√
λE‖p→ 2dd−1 ,∞ . λ
d
2 (
1
p− d−12d )−1, κ = ±, ±π.
Now we handle Πλ[ψ˜
κ(λ·)]. From (3.1) and (3.2) we have
‖χ√λEΠλ[ψ˜κ(λ·)]χ√λE‖1→2 . λ
d−4
4 , ‖χ√λEΠλ[ψ˜κ(λ·)]χ√λE‖1→∞ . λ
d−2
2
for κ = ±, ±π. Also, since χ√λEΠλ[ψ˜κ(λ·)]χ√λE =
∑
j:2j>λ χ
√
λEΠλ[ψ
κ
j ]χ
√
λE ,
the estimate (3.4) and Lemma 2.4 give the restricted weak type (p, q) estimate when
5Figure 2 is helpful here.
ESTIMATES FOR THE HERMITE SPECTRAL PROJECTION 23
(1/p, 1/q) = C with bound λ−
1
2 δ(p,q). Real interpolation among these estimates
gives ∥∥∥χ√λEΠλ[ψ˜κ(λ·)]χ√λE∥∥∥
p→q
. λ
d
2 (
1
p− 1q )−1, κ = ±, ±π(3.9)
for p, q provided that (1/p, 1/q) is in the closed triangle with vertices (1, 12 ),C,D
from which C is excluded. This clearly yields the desired estimate for the operator
χ√λEΠλ[ψ˜
κ(λ·)]χ√λE if ( 1p , 1q ) ∈ (C,D], and completes the proof. 
3.2. Lower bound for ‖χ√λEΠλχ√λE‖p→q. In this section, we will prove the
upper bound (1.15) in Theorem 1.5 is sharp. Recalling that D(x, y) & 1 for x, y ∈
B(0, 1/2), for the purpose it is enough to show the following.
Proposition 3.2. Let χ˜√λ = χB(0,√λ/2). Let d ≥ 2, λ ≫ 1, and 1 ≤ p, q ≤ ∞.
Then
‖χ˜√λΠλχ˜√λ‖p→q & λ
d−1
2
− d
2
( 1
p
+ 1
q
),(3.10)
‖χ˜√λΠλχ˜√λ‖p→q & λ−
1
2 (
1
p− 1q ), 1 ≤ p < 4,(3.11)
‖χ˜√λΠλχ˜√λ‖p→q & λ−1+
d
2 (
1
p− 1q ).(3.12)
In order to prove Proposition 3.2, we recall the asymptotic properties of the Hermite
functions which are the eigenfunctions of the one-dimensional Hermite operator.
Let hk(t) denote the L
2-normalized k-th Hermite function of which eigenvalue is
2k + 1. We make use of the following lemma from [34]. Also see [1] and [18].
Lemma 3.3. [34, Lemma 5.1] Let µ =
√
2k + 1 and define
s−µ (t) =
∫ t
0
√
|τ2 − µ2|dτ and s+µ (t) =
∫ t
µ
√
|τ2 − µ2|dτ.
Then the following hold:
h2k(t) =

a−2k(µ
2 − t2)− 14 (cos s−µ (t) + E), |t| < µ− µ− 13 ,
O(µ−
1
6 ), µ− µ− 13 < |t| < µ+ µ− 13 ,
a+2ke
−s+µ (|t|)(t2 − µ2)− 14 (1 + E), µ+ µ− 13 < |t|,
h2k+1(t) =

a−2k+1(µ
2 − t2)− 14 (sin s−µ (t) + E), |t| < µ− µ− 13 ,
O(µ−
1
6 ), µ− µ− 13 < |t| < µ+ µ− 13 ,
a+2k+1e
−s+µ (|t|)(t2 − µ2)− 14 (1 + E), µ+ µ− 13 < |t|,
where |a±k | ∼ 1 and E = O
(|t2 − µ2|− 12 ||t| − µ|−1 ).
We also make use of the following lemma concerning the asymptotic behavior of
the Lp norm of hk. A more precise result can be found in [13]. In fact, the estimate
(3.13) is not difficult to show using Lemma 3.3.
Lemma 3.4. [58, Lemma 1.5.2] We have the following estimate:
(3.13) ‖hk‖Lp(R) ∼

k
1
2p− 14 , 1 ≤ p < 4,
k−
1
8 log k, p = 4,
k−
1
6p− 112 , 4 < p ≤ ∞.
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To prove the lower bounds in Proposition 3.2, we consider suitable functions f
which yield the lower bounds for the operator norms of χ˜√λΠλχ˜√λ. Some of the
constructions of such function f are inspired by those in Koch and Tataru [34].
Compared with the examples in [34] where they only need to deal with functions in
L2, we have to handle functions which are not necessarily in L2 estimate. This in-
volves with additional difficulty in obtaining the precise lower bounds by exploiting
orthogonality among involved functions.
Proof of (3.10). Let λ be the N -th eigenvalue, λ = 2N+d, and let ℓ = (2
√
d)−1
√
λ.
Set
J =
{
α ∈ Nd : |α| = N, N/(16d) ≤ αj ≤ N/(8d), 2 ≤ j ≤ d
}
,
and Qℓ = {x ∈ Rd : |xj | ≤ ℓ}. For each α ∈ J let cα ∈ {−1, 1} which is to be
chosen later. We define a function f by
f = χQℓ(x)
∑
α∈J
cαΦα(x).
Then, ‖f‖Lp ≤
∥∥∑
α∈J cαΦα(x)
∥∥
L2
|Qℓ|
1
p− 12 . λ
d−1
2 +
d
2 (
1
p− 12 ) by Ho¨lder’s inequality
and orthogonality. Hence, for (3.10) it is enough to show that
(3.14) ‖χ˜√λΠλ(χ˜√λf)‖Lq(Rd) & λ
3d
4 − d2q−1, λ≫ 1.
We set au,v :=
∫ ℓ
−ℓ hu(t)hv(t)dt and
Aα,β :=
∫
Qℓ
Φα(x)Φβ(x)dx.
Then, Aα,β =
∏d
i=1 aαi,βi and χ˜
√
λΠλ(χ˜√λf)(x) =
∑
α∈J
∑
β:|β|=N cαAα,βΦβ(x)
for x ∈ B(0,
√
λ/2). So, we may write
χ˜√λΠλ(χ˜√λf)(x) =
∑
α∈J
cαAα,αΦα(x) +
∑
α∈J
∑
β:|β|=N,β 6=α
cαAα,βΦβ(x).(3.15)
Using Lemma 3.3, it is easy to see that au,u ∼ 1 provided that u ∼ N . Thus it
follows that Aα,α ∼ 1 if α ∈ J. However, if u 6= v, we can show au,v is exponentially
decaying, hence we can disregard the terms Aα,β with α 6= β. More precisely, we
claim that
(3.16) Aα,β . e
−cλ
if α ∈ J , |β| = N , and α 6= β. Assuming this for the moment, we show (3.14).
Since there are as many as O(N2d−2) of (α, β) in the summation, from (3.15) and
(3.16) it follows that
(3.17) χ˜√λΠλ(χ˜√λf)(x) =
∑
α∈J
cαAα,αΦα(x) +O(N
Ce−cN)
for some C, c > 0. Let α ∈ J . Since αj ∼ N for each j and
√
µ2 − 1 t ≤ s−µ (t) ≤ µt
if 0 ≤ t ≤ 1 with µ = √2αj + 1, we can choose a constant c > 0 such that
sin s−µ (t) ∼ 1 and cos s−µ (t) ∼ 1 if t ∈ (c/
√
λ, 2c/
√
λ). Hence, each hαj (xj) has
the same sign with its absolute value ∼ λ− 14 if xj ∈ (c/
√
λ, 2c/
√
λ). By Lemma
3.3, we can choose cα ∈ {−1, 1} such that cαΦα(x) has positive value ∼ λ− d4 if
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xj ∈ (c/
√
λ, 2c/
√
λ), j = 1, . . . , d. We note that |J | ∼ λd−1. Therefore, with such
choice of cα we have
(3.18) ‖
∑
α∈J
cαAα,αΦα‖
Lq
(
(c/
√
λ,2c/
√
λ)d
) & λ 3d4 − d2q−1.
By this and (3.17) we get the desired (3.14) provided that λ is large enough.
In order to complete the proof of (3.10) it remains to show (3.16). Recalling the
identity 2(u − v)huhv = huh′′v − h′′uhv [58, pp 1-3, Chapter 1], we have au,v =
1
2(u−v)
∫ ℓ
−ℓ hu(s)h
′′
v (s)− h
′′
u(s)hv(s)ds. Thus, by integration by parts we see that, if
u 6= v,
au,v =
1
2(u− v)
(
hu(ℓ)h
′
v(ℓ)− hu(−ℓ)h
′
v(−ℓ)− h
′
u(ℓ)hv(ℓ) + h
′
u(−ℓ)hv(−ℓ)
)
.
Since hu is odd if u is odd and hu is even otherwise, huh
′
v is even if u + v is odd
and huh
′
v is odd otherwise. Thus, au,v = 0 if u + v is odd. Using the identity
h′u(s) = shu(s) −
√
2u+ 2 hu+1(s)([58, pp. 1–3, Chapter 1]), we may rewrite the
last displayed as follows:
(3.19) au,v =
1 + (−1)u+v√
2(u− v)
(√
u+ 1hu+1(ℓ)hv(ℓ)−
√
v + 1 hu(ℓ)hv+1(ℓ)
)
.
Since ℓ −√2u+ 1 &
√
λ ∼ ℓ if 2−4N/d ≤ u ≤ 2−3N/d, we have s+
(2u+1)1/2
(ℓ) & λ.
Hence, by Lemma 3.3 it follows that
|hu(ℓ)| . e−s
+√
2u+1
(ℓ)
. e−cλ
if 2−4N/d ≤ u ≤ 2−3N/d. Combining this with (3.19) and (3.13), we have
|au,v| . e−cλ
for 2−4N/d ≤ u ≤ 2−3N/d and v ≤ N if u 6= v. Note that |au,v| . 1 for any u, v.
Clearly, there is at least one j ≥ 2 such that αj 6= βj if α 6= β, α ∈ J and |β| = N .
Hence, using the above estimate, we get (3.16) because Aα,β =
∏d
i=1 aαi,βi . 
Proof of (3.11). We write x = (x1, x) ∈ R× Rd−1 and set
f(x) := Φα◦(x)χQℓ(x) = hN (x1)e
− |x|22 χQℓ(x)
with α◦ = (N, 0, · · · , 0). Here Qℓ is the same as in the proof of (3.10). From
Lemma 3.4 and Lemma 3.3, it is clear that ‖f‖Lp . λ
1
2p− 14 for 1 ≤ p < 4 since
λ = 2N + d. Moreover, by the same argument as before (see (3.15)) we easily see
|χ˜√λΠλ(χ˜√λf)(x)| & |Φα◦(x)| −O(λCe−cλ)
because only the diagonal term has significant contribution. Hence, using Lemma
3.3 we get ‖Φα◦‖Lq({x:|x|<√λ/2}) & λ
1
2q− 14 . Therefore, (3.11) follows if λ is large
enough. 
26 JEONG, LEE, AND RYU
Proof of (3.12). We begin with claiming that, for any 0 ≤ u ≤ N ,
|hu(t)| & (2u+ 1)1/4λ− 12 , if t ∈ [2−4λ− 12 , 2−3λ− 12 ].(3.20)
To see this, we set µ =
√
2u+ 1 for u ≤ N , and then µ ≤ √λ. By a simple
calculation, we have |t|µ/√2 ≤ s−µ (t) ≤ |t|µ for |t| ≤ µ/2 where s−µ (t) is given in
Lemma 3.3. Since cos s−µ (t) ∼ 1 and sin s−µ (t) ∼ µt if t ∈ [2−4λ−
1
2 , 2−3λ−
1
2 ], the
claim (3.20) follows from Lemma 3.3.
Let f = χqλ where qλ = {x ∈ Rd : 2−4/
√
λ < |xj | < 2−3/
√
λ, j = 1, . . . , d}. Then
we have
‖χ˜√λΠλ(χ˜√λf)‖Lq ≥
∥∥∥ ∑
α:|α|=N
Φα
∫
qλ
Φα(y)dy
∥∥∥
Lq(qλ)
.
By (3.20) it follows that Φα(x)Φα(y) & λ
−d∏d
j=1(2αj + 1)
1/2 for any x, y ∈ qλ.
Thus, the right hand side of the above inequality is bounded below by
Cλ−
3d
2 − d2q
∑
α:|α|=N
d∏
j=1
(2αj + 1)
1/2 & λ−1−
d
2q .
This gives ‖χ˜√λΠλ(χ˜√λf)‖Lq & λ−1−
d
2q . Since ‖f‖Lp ∼ λ−
d
2p , we get (3.12). 
3.3. Boundedness of the operator ℘k and a transplantation result. In this
section we consider the estimate
(3.21) ‖χ√λBΠλχ√λB‖p→q . λ
d
2 δ(p,q)−1,
which holds for (1/p, 1/q) ∈ R3 and discuss how the estimate (3.21) is related to
its counterpart given by the Laplacian, that is to say, the estimate for ℘k. In order
to put our discussion in a proper context, let us consider the following estimate:∥∥℘k∥∥p→q . k−1+ d2 δ(p,q)(3.22)
for k ≥ 1 where ℘k is defined by (1.2). The following shows that the estimate (3.22)
is equivalent to (1.7).
Lemma 3.5. The estimate (3.22) holds for all k ≥ 1 if and only if the estimate
(1.7) for R∗R holds. The equivalence remains valid with the Lp spaces replaced by
the Lorentz spaces.
Indeed, let us set
℘˜kf =
k
(2π)d
∫
√
1−1/k≤|ξ|<1
eix·ξ f̂(ξ)dξ.
Since ‖℘k‖p→q = k
d
2 δ(p,q)−1‖℘˜k‖p→q by scaling, the estimate (3.22) is equivalent to∥∥℘˜k∥∥p→q . 1.(3.23)
Letting k →∞, we get (1.7). Conversely, making use of the spherical coordinates6
and Minkowski’s inequality it is easy to see that (1.7) implies (3.23) and then (3.22)
via scaling. Extension to the Lorentz spaces is clear.
6 We write
∫√
1−1/k≤|ξ|<1
eix·ξ f̂(ξ)dξ = Cd
∫ 1√
1−1/k
∫
eix·rω f̂(rω)dω rd−1dr.
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The operatorR∗R is imbedded in a family of operators which are called the Bochner-
Riesz operators of negative order defined by
Sαf(x) = (2π)−d
∫
eix·ξ
(1− |ξ|2)α+
Γ(α+ 1)
f̂(ξ)dξ, α > −1,
where Γ is the gamma function. For α ≤ −1 the definition is extended by analytic
continuation. In fact, S−1 = R∗R. The Lp–Lq boundedness problem of Sα was
studied by some authors, Bo¨rjeson [5], Carbery and Soria [8], Sogge [46], Bak,
McMichael, and Oberlin [4], Bak [3], Gutie´rrez [22], Cho, Kim, Lee, and Shim [12].
The complete set of necessary conditions for Lp–Lq boundedness can be found in
Bo¨rjeson [5]. The problem was settled by Bak [3] for d = 2 but it remains open
for d ≥ 3. For the most recent development see Kwon and Lee [38]. In particular,
concerning R∗R we have a complete characterization of Lp–Lq boundedness.
Theorem 3.6 ([5, 4, 3, 22]). The operator R∗R is bounded from Lp to Lq if and
only if (1/p, 1/q) ∈ R3. Furthermore, we have ‖R∗Rf‖q,∞ . ‖f‖p if (1/p, 1/q) ∈
(C,D],7 and ‖R∗Rf‖q,∞ . ‖f‖p,1 if (1/p, 1/q) ∈ C,C′.
Using Theorem 3.6, Lemma 3.5, and the Stein-Tomas theorem, we can obtain the
sharp Lp–Lq estimate for ℘k. In fact, we prove Corollary 3.7 below.
Combining Theorem 3.6 and Lemma 3.5 gives the estimate (3.22) with (1/p, 1/q) ∈
R3 including the weak and restricted type estimates for (1/p, 1/q) ∈ (C,D]∪(C′,D′].
On the other hand, we also have ‖℘k‖2→q ≤ k
d−2
4 − d2q with q = 2(d+ 1)/(d − 1),
which can be shown similarly as before, using the spherical coordinates, the Stein-
Tomas theorem, and Plancherel’s theorem. The estimate ‖℘k‖2→∞ . k
d−2
4 follows
from the Cauchy-Schwarz inequality and Plancherel’s theorem. These two estimates
respectively correspond to the points A′ and (1/2, 0) in Figure 2 and then duality
gives the estimates with (1/p, 1/q) = A, and (1, 1/2). Together with ‖℘k‖2→2 . 1,
interpolation between all those estimates and the estimate (3.22) with (1/p, 1/q) ∈
R3 yields the bound
‖℘k‖p→q . kβ(p,q)
for (1/p, 1/q) ∈ [1/2, 1]× [0, 1/2]\ ([C,D]∪ [C′,D′]) where β(p, q) is given by (1.13).
The opposite inequality also can be shown without difficulty. In fact, from duality
and scaling we only need to show that
‖℘˜k‖p→q & max(k1−
d+1
2 δ(p,q), 1, k
d
q− d−12 ).
The second lower bound is clear. Since the multiplier of the operator ℘k is radial
and supported in O(k−1)-neighborhood of the sphere Sd−1, the first and the third
lower bounds can be shown by using the Knapp type example and the asymptotic
expansion of the Bessel function (for example, see [5]). Thus, we obtain
Corollary 3.7. Let d ≥ 2 and (1/p, 1/q) ∈ [1/2, 1] × [0, 1/2]. If (1/p, 1/q) 6∈
[C,D] ∪ [C′,D′], we have
‖℘k‖p→q ∼ kβ(p,q).
Additionally, (i) we have ‖℘k‖Lp→Lq,∞ ≤ Ckβ(p,q) for (1/p, 1/q) ∈ (C,D], and (ii)
we have ‖℘k‖Lp,1→Lq,∞ ≤ Ckβ(p,q) if (1/p, 1/q) = C or C′.
7By duality we also have the estimate ‖R∗Rf‖q . ‖f‖p,1 if (1/p, 1/q) ∈ (C′,D′].
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In what follows we show that the estimate (3.21) implies (1.7).
Lemma 3.8. Let B be a ball with small radius centered at the origin. Suppose the
estimate
(3.24) ‖χBΠλχB‖p→q . λ d2 δ(p,q)−1
holds. Then we have the estimate (1.7).
Combining this with Theorem 3.6 we see that (3.21) holds if and only if (1/p, 1/q)
lies in R3. Transplantation of Lp bounds for differential operators was shown in
Kenig, Stanton, and Tomas [30]. Our argument below is similar to that in [30]
since it also relies on the scaling argument. Unlike Lp bound, Lp–Lq estimate is
not scaling invariant, so the argument is not so simple as in [30]. The particular
form of bound in (3.21) becomes crucial. Furthermore our argument extends to
general second order elliptic operators without difficulty as long as the associated
spectral projection operator satisfies the same form of bound as in (3.21).
In order to prove Lemma 3.8, we recall the following which is a special case of the
celebrated theorem due to Ho¨rmander [23, Theorem 5.1].
Theorem 3.9. Let P be a self-adjoint elliptic differential operator of order 2 with
C∞-coefficients on Rd and p be its principal part. Then, for x, y in a compact
subset and sufficiently close to each other, we have∣∣∣e(x, y, λ)− (2π)−d ∫
p(y,ξ)<λ
eiψ(x,y,ξ)dξ
∣∣∣ ≤ C(1 + |λ|) d−12 ,
with C independent of λ where e(x, y, λ) is the spectral function of P , i.e., the
kernel of the spectral projection operator Π[0,λ]
8 and ψ is the function which is
homogeneous in ξ of degree 1 and satisfies p(x,∇xψ) = p(y, ξ) and
ψ(x, y, ξ) = 〈x− y, ξ〉+O(|x − y|2|ξ|).(3.25)
Proof of Lemma 3.8. Let k, ν be large positive integers and let us consider an aux-
iliary projection operator Π˜ given by
Π˜ =
∑
kν<λ≤(k+1)ν
Πλ.
By the triangle inequality and the assumption (3.24) we have
‖χBΠ˜χB‖p→q ≤
∑
kν≤λ≤(k+1)ν
‖χBΠλχB‖p→q . k−1(kν)
d
2 (
1
p− 1q ).
Let f, g be nontrivial functions in C∞c (R
d) such that supp f , supp g are contained
in B. Since 〈Π˜f, g〉 = 〈χBΠ˜χBf, g〉, we have∣∣∣ ∫∫ Π˜(x, y)f(x)g(y)dxdy∣∣∣ . k−1(kν) d2 ( 1p− 1q )‖f‖p‖g‖q′
Rescaling (x, y)→ (ν− 12 x, ν− 12 y) gives the equivalent estimate∣∣∣ν− d2 ∫∫ Π˜(ν− 12 x, ν− 12 y)F (x)G(y)dxdy∣∣∣ . k−1+ d2 ( 1p− 1q )‖F‖p‖G‖q′(3.26)
8Here, the operator Π[0,λ] is defined by the typical spectral resolution.
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provided that F and G are supported in
√
νB. Taking the radius of B small
enough, we may apply Theorem 3.9 because ν−
1
2x and ν−
1
2 y are close enough.
Since Π˜(ν−
1
2x, ν−
1
2 y) = e(ν−
1
2x, ν−
1
2 y, (k + 1)ν) − e(ν− 12 x, ν− 12 y, kν), making use
of Theorem 3.9 and changing variables ξ → ν 12 ξ, we observe that
Π˜(ν−
1
2x, ν−
1
2 y) = (2π)−d
∫
kν≤|ξ|2+ν−1|y|2<ν(k+1)
eiψ(ν
− 1
2 x,ν−
1
2 y,ξ)dξ +Rν,k(x, y)
= (2π)−dν
d
2
∫
k≤|ξ|2+ν−2|y|2<(k+1)
eiψ(ν
− 1
2 (x,y),ν
1
2 ξ)dξ +Rν,k(x, y),
where Rν,k(x, y) = O(|kν| d−12 ). Combining this with (3.26) yields∣∣∣ ∫∫ ( ∫
k≤|ξ|2+ν−2|y|2<k+1
eiψ(ν
− 1
2 (x,y),ν
1
2 ξ)dξ + R˜ν,k(x, y)
)
f(x)g(y)dxdy
∣∣∣ . k−1+ d2 ( 1p− 1q )
provided that f and g are supported in
√
νB and ‖f‖p = ‖g‖q′ = 1. Here
R˜ν,k(x, y) satisfies |R˜ν,k| . ν− d2 (kν) d−12 . From (3.25), we note that the phase
function ψ(ν−
1
2 (x, y), ν
1
2 ξ)→ 〈x−y, ξ〉 as ν →∞. Thus, taking ν →∞, we obtain∣∣∣ ∫∫ ( ∫
k≤|ξ|2<k+1
ei〈x−y,ξ〉dξ
)
f(x)g(y)dxdy
∣∣∣ . k−1+d2 ( 1p− 1q )
if ‖f‖p = ‖g‖q′ = 1. This yields the estimate (3.22) which is equivalent to (1.7) as
seen in the above (3.23). 
3.4. Estimates away from
√
λSd−1. Let us set Br = B(0, r). In this section we
are concerned with the estimate over the set Br×Br which strengthens the result in
Theorem 1.5 for p, q satisfying 1/p+1/q = 1. In Section 5 and Section 7 we will deal
with the case in which x, y are close to
√
λSd−1. The condition (1.14) is no longer
satisfied with Br, r > 1/
√
2. Appearance of points x, y for which D(x, y) = 0 gives
a rise to significant change in the boundedness property of Πλ since the favorable
O(λ−
1
2 ) bound on L1 −L∞ estimate is not available any more. In what follows we
work with the scaled operator Pλ instead of Πλ ((2.11)) and the estimate for Πλ
can be deduced by (2.12).
Proposition 3.10. Let δ◦ be a small positive constant, r = 1 − δ◦. Then, there
are constants C = C(δ◦) and c = c(δ◦)9 such that if 2−j ≤ c and 1 ≤ p ≤ 2 the
estimate
(3.27) ‖χBrPλ[ψκj ]χBr‖p→p′ ≤ Cλ
d−1
2 δ(p,p
′)−d2 2(
d+1
2 δ(p,p
′)−1)j , κ = ±,±π,
holds and if 2−j ≥ c and 6/5 < p ≤ 2 we have the same estimate in (3.27) with
κ = ±,±π, 0. Furthermore, at the endpoint p = 6/5 we have restricted weak type
estimate with the same bound.
Making use of the estimate (3.27) and Lemma 2.3, we can also obtain off-diagonal
estimates for χBrPλχBr . It is natural to expect that the same sharp bound as in
(1.15) holds for ‖χBrPλχBr‖p→q. However, due to the degeneracy of the phase
function the range of the sharp bounds differs from that of Theorem 1.5. We
summarize those estimates in Corollary 7.5.
9In fact, c(δ◦) ∼
√
δ◦.
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3.5. 2nd-order derivative of P. The oscillatory integral Ij does not lend a good
estimate as D(x, y) gets close to zero. Unlike the case in which |D(x, y)| is bounded
away from zero, we need to use the second order derivative ∂2sP to get the correct
order of decay in λ. However, as is to be seen later, the second order control does
not simply give a favorable lower bound since ∂2sP also vanishes. A typical strategy
to get around this kind of difficulty might be to combine the lower bounds from
the first order and second order derivatives but it is not viable since the zeros of
∂sP and ∂2sP merge to a single point as D(x, y)→ 0 (see (3.35)). This leads us to
break the integral dyadically away from the zero of ∂2sP .
A computation shows
(3.28) ∂2sP(x, y, s) = −
〈x, y〉R(x, y, cos s)
sin3 s
,
where
(3.29) R := R(x, y, τ) := τ2 − 〈x, y〉−1(|x|2 + |y|2)τ + 1.
As before we need to identify the zeros of ∂2sP(x, y, s). The polynomial R has two
distinct roots τ±(x, y) as long as x− y 6= 0 and x+ y 6= 0:
(3.30) τ±(x, y) =
|x|2 + |y|2 ± |x+ y||x− y|
2〈x, y〉 =
2〈x, y〉
|x|2 + |y|2 ∓ |x− y||x+ y| .
Since |τ+(x, y)| > 1 if |x+ y||x− y| 6= 0, the root τ−(x, y) is more relevant for our
purpose. We define Sc on B2 ×B2 \ ({x = y} ∪ {x = −y}) by setting
(3.31) cosSc(x, y) := τ
−(x, y).
Lemma 3.11. Sc defines a smooth function from B2 ×B2 \ ({x = y} ∪ {x = −y})
to (0, π). We have Sc(x, y) ∼ |x− y| 12 and
(3.32) 1− τ− ∼ |x− y|, 1 + τ− ∼ |x+ y|
provided that |x+ y|+ |x− y| ≥ c for some c > 0.
It is clear that π − Sc(x, y) = Sc(x,−y) because cos(π − s) = − cos s. Hence,
π − Sc(x, y) ∼ |x+ y| 12 provided that |x+ y|+ |x− y| ≥ c for some c > 0.
Proof. From (3.30) it is easy to see that τ−(x, y) ∈ (−1, 1), and we also note
that the function τ− is smooth on B2 × B2 \ ({x = y} ∪ {x = −y}). In fact,
this is obvious when |〈x, y〉| > 0 but, if |〈x, y〉| is small, we can write τ−(x, y) =
2〈x, y〉/(|x|2 + |y|2 + |x− y||x+ y|) making use of the identity
(3.33) |x+ y|2|x− y|2 = (|x|2 + |y|2)2 − 4〈x, y〉2.
Since cos−1 is smooth on the interval (−1, 1), it follows that Sc is smooth on
B2×B2 \ ({x = y}∪{x = −y}). Since 1− cosSc(x, y) ∼ S2c (x, y), to see |x− y|
1
2 ∼
Sc(x, y) it suffices to observe that
(3.34) 1− cosSc(x, y) = (|x+ y| − |x− y|)|x− y|
2〈x, y〉 =
2|x− y|
|x+ y|+ |x− y|
because |x+ y|2− |x− y|2 = 4〈x, y〉. Finally, to get (3.32) it is enough to note that
1± τ− = 2|x± y|/(|x+ y|+ |x− y|) which follows from a simple manipulation. 
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The following shows how the zeros of ∂sP , ∂2sP are related in terms of D(x, y).
Lemma 3.12. The following identity holds:
(3.35) Q(cosSc(x, y)) = − 2|x− y||x+ y||x− y||x+ y|+ |x|2 + |y|2 − 2〈x, y〉2D(x, y).
Proof. Indeed, using (3.31) and (2.25) we note that Q(cosSc(x, y)) equals
4−1〈x, y〉−2
(
(|x|2 + |y|2 − |x− y||x+ y|)2 − 4〈x, y〉2 + 4〈x, y〉2|x− y||x+ y|
)
.
Since (|x|2 + |y|2 − |x− y||x+ y|)2 − 4〈x, y〉2 = −|x− y||x+ y|(|x+ y| − |x− y|)2,
we have
Q(cosSc(x, y)) = 2−1〈x, y〉−2|x− y||x+ y|
(
|x+ y||x− y| − |x|2 − |y|2 + 2〈x, y〉2
)
.
We also note that |x + y|2|x − y|2 − (|x|2 + |y|2 − 2〈x, y〉2)2 = −4〈x, y〉2D(x, y)
because of (3.33). Hence, we get (3.35). 
3.6. Proof of Proposition 3.10. In order to show Proposition 3.10 we start with
partitioning the set Br × Br into finitely many sets {An × Am}n,m of small di-
ameter less than ε◦ so that D(An × Am) is contained in an interval of length ε◦.
The constant ε◦ is to be taken small enough later. We need to show the bound
Cλ
d−1
2 δ(p,q)− d2 2(
d+1
2 δ(p,q)−1)j on each of ‖χAnPλ[ψκj ]χAm‖p→q.
If |D(x, y)| & ε◦ for (x, y) ∈ An × Am, from Corollary 2.6 and (2.10) we get the
desired estimate (3.27) for 1 ≤ p ≤ 2 with Br replaced by An and Am. Thus, it is
sufficient to show that
(3.36) ‖χAPλ[ψκj ]χA′‖p→p′ ≤ Cλ
d−1
2 δ(p,p
′)− d2 2(
d+1
2 δ(p,p
′)−1)j
under the assumption that A, A′ ⊂ Br and
(3.37) |D(x, y)| ≪ ε◦, (x, y) ∈ A×A′.
This gives |x|2 + |y|2 = 1 + 〈x, y〉2 +O(ε◦). Using (3.33), we have
(3.38) |x− y|2|x+ y|2 = (1 − 〈x, y〉2)2 +O(ε◦) = (2− |x|2 − |y|2)2 +O(ε◦)
for (x, y) ∈ A×A′. Note that |x|2+ |y|2 ≤ 2−3δ◦ because (x, y) ∈ Br×Br. Taking
ε◦ small enough, we have that
|x− y||x+ y| & δ◦, (x, y) ∈ A×A′.(3.39)
We now prove Proposition 3.10 by considering the cases 2−j ≪
√
δ◦ and κ = ±π,±,
and 2−j &
√
δ◦ and κ = ±,±π, 0, separately. The latter case is more involved and
to be handled later.
Case 2−j ≪
√
δ◦ and κ = ±π,±. Since the conditions (3.37) and (3.39) are
invariant under y → −y, by (2.10) it is sufficient to show (3.36) with κ = +. From
Lemma 3.11 and (3.39) we note that Sc(x, y) ∈ [c
√
δ◦, π − c
√
δ◦] for some c > 0 if
(x, y) ∈ A × A′. From this we observe that R(x, y, cos s) is bounded below on the
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supports of ψ+j , so it follows from (3.28) that |∂2sP| & 23j if s ∈ suppψ+j .10 This
and Lemma 2.7 give
(3.40)
∣∣∣ ∫ eiλP(x,y,s)a(s)ψ+j (s)ds∣∣∣ . λ− 12 2 d−32 j
for (x, y) ∈ A×A′. Thus, we have ‖χAPλ[ψ+j ]χA′‖1→∞ . λ−
1
2 2
d−3
2 j . Interpolating
this and the L2 estimate ‖χAPλ[ψ+j ]χA′‖2→2 . λ−
d
2 2−j which follows from (2.8)
and scaling, we get
‖χAPλ[ψ+j ]χA′‖p→q . Cλ
d−1
2 δ(p,q)− d2 2(
d−1
2 δ(p,q)−1)j ,
which is better than the desired estimate (3.36).
We now turn to the remaining case of ψκj where 2
−j &
√
δ◦ and κ = ±, ±π, 0.
Case 2−j &
√
δ◦ and κ = ±,±π, 0. Again by (2.10) it is sufficient to show the
estimate (3.36) with κ = +, 0. The supports of ψ+j and ψ
0 may contain the critical
point Sc, so the degeneracy makes it difficult to get the correct λ
d−1
2 δ(p,q)− d2 decay.
Since 2−j & c, the estimates for χAPλ[ψ+j ]χA′ and χAPλ[ψ
0]χA′ can be handled
by the same argument. So, we only prove the estimate (3.36) with ψ+j .
Decomposing the set A × A′ into a finite number of disjoint sets, we may assume
that
(3.41) |Sc(x, y)− Sc(x′, y′)| ≤ ε◦
whenever (x, y) and (x′, y′) are contained in A × A′. This is clearly possible since
Sc has bounded derivatives because of (3.39).
Let (x∗, y∗) ∈ A× A′ and set
ψ∗(s) := ψ◦
(s− Sc(x∗, y∗)
2ε◦
)
for some ε◦ > 0 where ψ◦ ∈ C∞c (−2, 2) such that ψ◦(s) = 1 for s ∈ [−1, 1]. Using
this, we break the operator χAPλ[ψ
+
j ]χA′ as follows:
χAPλ[ψ
+
j ]χA′ = χAPλ[ψ∗ψ
+
j ]χA′ + χAPλ[(1− ψ∗)ψ+j ]χA′ .
The second operator is easy to deal with. We note from (3.41) that |∂2sP| & ε◦ on the
support of (1−ψ∗)ψ+j because |s−Sc(x, y)| & ε◦ if s ∈ supp(1−ψ∗)ψ+j . Hence, by
Lemma 2.7 we get ‖χAPλ[(1−ψ∗)ψ+j ]χA′‖1→∞ . λ−
1
2 . We also have ‖χAPλ[(1−
ψ∗)ψ+j ]χA′‖2→2 . λ−
d
2 by (2.8). By interpolation between these estimates we get
the estimate ‖χAPλ[(1−ψ∗)ψ+j ]χA′‖p→p′ . λ
d−1
2 δ(p,p
′)− d2 . Therefore, we need only
to show
‖χAPλ[ψ∗ψ+j ]χA′‖p→p′ . Cλ
d−1
2 δ(p,p
′)− d2
for 6/5 < p ≤ 2. Further localization to an interval of length ∼ ε◦ is to be important
in proving the L2 estimate (3.43) below (see Lemma 3.14).
10If |〈x, y〉| ≥ c for some small c > 0 it is clear because Sc(x, y) 6∈ suppψ+j . Otherwise, i.e.,
if |〈x, y〉| ≪ 1, |x|2 + |y|2 ∼ 1 because |D| ≪ ε◦. Thus, ∂2sP = (|x|
2+|y|2) cos s+O(ε′◦)
sin3 s
∼ 23j on
suppψ+j .
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We begin with making additional decomposition away from Sc by inserting ψ˜(2
l(·−
Sc)):
χAPλ[ψ∗ψ+j ]χA′ =
∑
l
χAPλ[ψ∗ψ+j ψ˜(2
l(· − Sc))]χA′ .
Since ψ∗ is supported in an interval of length . ε◦, we may clearly assume 2−l . ε◦
since Pλ[ψ∗ψ+j ψ˜(2
l(·−Sc))] = 0 otherwise by the support property of ψ˜. Note that
the kernel of Pλ[ψ∗ψ+j ψ˜(2
l(· − Sc))] is given by
Ij,l =
∫
eiλP(x,y,s)a(s)ψ∗(s)ψ+j (s)ψ˜((2
l(s− Sc(x, y)))ds.
Since 2−j & c, we have sin s ∼ 1 and |∂2sP| ∼ 2−l on the support ψ˜(2l(· − Sc))ψ+j .
Here, we use (3.28). Thus, Lemma 2.7 gives |Ij,l| . λ− 12 2 12 l, which gives
(3.42) ‖χAPλ[ψ∗ψ+j ψ˜(2l(· − Sc))]χA′‖1→∞ . λ−
1
2 2
l
2 .
On the other hand, we claim
(3.43) ‖χAPλ[ψ∗ψ+j ψ˜(2l(· − Sc))]χA′‖2→2 . λ−
d
2 2−l.
Assuming this for the moment, we show the desired estimate (3.36). Interpolation
between (3.42) and (3.43) gives
‖χAPλ[ψ∗ψ+j ψ˜(2l(· − Sc))]χA′f‖p′ . λ
d−1
2 δ(p,p
′)− d2 2(
3
2 δ(p,p
′)−1)l‖f‖p
and by summing along l we get the desired estimate (3.36) for 2−j & c provided
that 1p − 1p′ < 23 . If 1p − 1p′ = 23 , by (c) in Lemma 2.4 we get the restricted weak
type bound.
Our proof of (3.43) is based on the L2 estimate for oscillatory integral operator
which is a generalization of Plancherel’s theorem. For a ∈ C∞c (Rd × Rd) and φ
which is smooth on the support of a we define
(3.44) Oλ[φ, a]f :=
∫
eiλφ(x,y)a(x, y)f(y)dy.
We use the following to obtain (3.43) with uniform bound along s.
Lemma 3.13. [24] (also see [51, Theorem 2.1.1]) Suppose det(∂x∂
⊺
yφ) 6= 0 on the
support of a, then we have the estimate ‖Oλ[φ, a]f‖2 ≤ Cλ− d2 ‖f‖2.
3.7. Proof of (3.43): L2 estimate. We can not use the isometry of the propagator
eitH ((2.8)) any more because the insertion of the cutoff function ψ˜(2l(· − Sc(x, y))
depending on x, y disturbs orthogonality. Instead we use Lemma 3.13. We obtain
the estimate for the operator χAPλ[ψ∗ψjψ(2l(·−Sc))]χA′ . For simplicity let us set
(3.45) Slc(x, y, s) := 2
−ls+ Sc(x, y).
After change of variables we note that the kernel of χAPλ[ψ∗ψjψ˜(2l(· −Sc))]χA′ is
given by
2−lχA(x)χA′ (y)
∫
eiλP(x,y,S
l
c(x,y,s))(aψ∗ψj)(Slc(x, y, s))ψ˜(s) ds.
Clearly we may replace χA and χA′ with smooth functions χ˜A and χ˜A′ which are
adapted to the sets A and A′. More precisely, χ˜A = 1 on A, χ˜A′ = 1 on A′, and
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supports of χ˜A, χ˜A′ are contained in cǫ0-neighborhoods of A, A
′, respectively. Let
us set
Φs(x, y) := P(x, y, Slc(x, y, s)),(3.46)
as(x, y) := χ˜A(x)χ˜A′ (y)(aψ∗ψj)(Slc(x, y, s))ψ˜(s).
In order to prove (3.43) it is sufficient to show
(3.47) ‖Oλ[Φs, as]f‖2 . λ− d2 ‖f‖2
uniformly in s ∈ suppψ. Since the phase and amplitude functions are smooth
and uniformly bounded in C∞, by Lemma 3.13 it is enough for (3.47) to show the
following.
Lemma 3.14. Let x, y ∈ B1−δ◦ for δ◦ > 0. Suppose (3.37), (3.39), and 2−l . ε◦
holds. Then, if ε◦ > 0 is small enough, we have
det(∂x∂
⊺
yΦs(x, y)) 6= 0, (x, y) ∈ A×A′.
In fact, for (3.47) we need to verify Lemma 3.14 for (x, y) ∈ supp χ˜A× supp χ˜A′ but
the assertion clearly remains valid by continuity if we take ε◦ small enough. The
following observation significantly simplifies the proof of Lemma 3.14.
Lemma 3.15. Let (x, y) ∈ B2 × B2 \ ({x = y} ∪ {x = −y}). Then, the following
identities hold:
(3.48)
sinSc(x, y)∂xSc(x, y) = cosSc(x, y)
(
a(x, y)x− b(x, y)y),
sinSc(x, y)∂
⊺
ySc(x, y) = cosSc(x, y)
(
a(x, y)y⊺ − b(x, y)x⊺),
where
a(x, y) =
2
|x− y||x+ y| , b(x, y) =
|x|2 + |y|2
〈x, y〉|x − y||x+ y| .
Proof. Differentiating both sides of the first equality in (3.34) and rearranging the
terms, we get
sinSc(x, y)∂xSc(x, y) =
1
2〈x, y〉
( |x− y|
|x+ y| +
|x+ y|
|x− y| − 2
)
x+
1
2〈x, y〉2
[
〈x, y〉
( |x− y|
|x+ y| −
|x+ y|
|x− y| + 2
)
−
(
|x+ y||x− y| − |x− y|2
)]
y.
A computation shows |x−y||x+y| +
|x+y|
|x−y| − 2 = 2 |x|
2+|y|2−|x+y||x−y|
|x+y||x−y| and the expression
inside [ ] is equal to (|x|
2+|y|2)(|x|2+|y|2−|x−y||x+y|)
|x+y||x−y| (we here use (3.33)). Recalling
(3.31), we get
sinSc(x, y)∂xSc(x, y) =
2 cosSc(x, y)
|x− y||x+ y|x−
cosSc(x, y)(|x|2 + |y|2)
〈x, y〉|x − y||x+ y| y.
The second identity (3.48) can easily be shown by making use of the symmetric
property of Sc(x, y), that is to say Sc(y, x) = Sc(x, y). We need only to interchange
the roles of x, y. 
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Proof of Lemma 3.14. Differentiating both side of (3.46), we obtain
(3.49)
∂x∂
⊺
yΦs(x, y) = ∂x∂
⊺
yP(x, y, Slc) + ∂xSc∂⊺y ∂sP(x, y, Slc)+
∂x∂sP(x, y, Slc)∂⊺ySc + ∂2sP(x, y, Slc)∂xSc∂⊺ySc + ∂sP(x, y, Slc)∂x∂⊺ySc.
Let us set
(3.50) H = ∂x∂
⊺
yP(x, y, Sc) + ∂xSc∂⊺y ∂sP(x, y, Sc) + ∂x∂sP(x, y, Sc)∂⊺ySc.
From Lemma 3.11 and (3.39) we see that Sc is a smooth functions with bounded
derivatives on A × A′. sin s is bounded below since 2−j & c. So, from (3.28) it
follows that ∂2sP(x, y, Slc(x, y, s)) = O(2−l) = O(ε◦). By (2.27), (3.35) and (3.37)
we also see that ∂sP(x, y, Slc(x, y, s)) = O(2−l + ε◦) = O(ε◦). Hence, using (3.41),
(3.49), and smoothness of Sc on A×A′ we have
(3.51) ∂x∂
⊺
yΦs(x, y) = H+O(ε◦).
The matter is now reduced to showing | detH| ≥ c for some c > 0. For this we set
(3.52) γ := 〈x, y〉, α := γ
1− γ2 , β :=
1 + γ2
1− γ2 , δ :=
1
1− γ2 .
Since 1 − 〈x, y〉2 & δ◦ by (3.38), we have |x − y||x + y| = 1 − γ2 + O(ε◦). A
computation shows that
cosSc(x, y)− 〈x, y〉 = 2〈x, y〉D(x, y)|x|2 + |y|2 − 2〈x, y〉2 + |x− y||x+ y| .
Using (3.37) and (3.39), we have cosSc(x, y) − 〈x, y〉 = O(ε◦), that is to say,
cosSc(x, y) = γ + O(ε◦). From (3.38) we also have |x|2 + |y|2 = 1 + γ2 + O(ε◦).
We note that 1− γ2 & δ◦ because of (3.38). Thus, combining all in the above with
Lemma 3.15, we see that
sinSc(x, y)∂xSc(x, y) = 2αx− βy +O(ε◦),
sinSc(x, y)∂
⊺
ySc(x, y) = 2αy
⊺ − βx⊺ +O(ε◦).
On the other hand, by differentiating both side of (2.27) we get
(∂x∂sP)(x, y, Sc(x, y)) = cosSc(x, y)y − x
sin2 Sc(x, y)
= αy − δx+O(ε◦),
(∂⊺y ∂sP)(x, y, Sc(x, y)) =
cosSc(x, y)x
⊺ − y⊺
sin2 Sc(x, y)
= αx⊺ − δy⊺ +O(ε◦).
Since ∂x∂
⊺
yP(x, y, Sc(x, y)) = − 1sinSc(x,y) Id, putting together the above identities
in (3.50), we have
sinSc(x, y)H = −Id + (2α2 + βδ)(xx⊺ + yy⊺)− 2αβyx⊺ − 4αδxy⊺ +O(ε◦)
and, using (3.52), we get (1− γ2)2 sinSc(x, y)H =M+O(ε◦), where
(3.53) M = −(1− γ2)2Id + (1 + 3γ2)(xx⊺ + yy⊺)− 2γ(1 + γ2)yx⊺ − 4γxy⊺.
Since δ◦ . 1− γ2 . 1 and sinSc(x, y) ∼ 1, taking ε◦ small enough it is sufficient to
show | detM| & c for some c > 0.
From (3.34) and (3.46) we see Sc(Ux,Uy) = Sc(x, y) and Φs(Ux,Uy) = Φs(x, y)
for any U ∈ O(d). Hence, choosing U ∈ O(d) such that Ux = (r, 0, 0, . . . , 0) and
Uy = (ρ, h, 0, . . . , 0) (see (2.5)), we may assume
(3.54) x = (r, 0, 0, . . . , 0), y = (ρ, h, 0, . . . , 0).
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Then Mi,j = 0 if i 6= j and i,or j ≥ 3, and Mj,j = −(1− γ2)2 if j ≥ 3. Therefore,
(3.55) detM = (−1)d−2(1− γ2)2(d−2) det M˜+O(ε◦),
where M˜ is the 2 × 2 matrix given by M˜ := (Mi,j)1≤i,j≤2. The matrix M˜ is
easy to compute. In fact, we only need to consider the first two component of the
vectors x and y. Let us set x˜ = (r, 0) and y˜ = (ρ, h). From (3.53) it is clear that
M˜ = −(1−γ2)2 I2+(1+3γ2)(x˜x˜⊺+ y˜y˜⊺)−2γ(1+γ2)y˜x˜⊺−4γx˜y˜⊺. Hence, a routine
computation gives
M˜ =
(−(1− γ2)2 0
0 −(1− γ2)2
)
+ (1 + 3γ2)
(
r2 + ρ2 ρh
ρh h2
)
+
(−2γ(3 + γ2)rρ −4γrh
−2γ(1 + γ2)rh 0
)
.
Since rρ = γ and r2+ ρ2+ h2 = γ2+1+O(ε◦) by (3.37), by rearranging the above
we get
M˜ =
( −(1 + 3γ2)h2 ((1 + 3γ2)ρ− 4γr)h(
(1 + 3γ2)ρ− 2γ(1 + γ2)r)h (1 + 3γ2)h2 − (1− γ2)2
)
+O(ε◦).
Using again r2 + ρ2 + h2 = γ2 + 1 +O(ε◦) and rρ = γ, a computation shows
det M˜ = h2(1 − γ2)2|x|2 +O(ε◦).
Let θ(x, y) denote the angle between x and y. Since h = |y| sin θ(x, y), we have
det M˜ = |x|2|y|2 sin2 θ(x, y)(1−〈x, y〉2)2+O(ε◦). Since x, y ∈ B1−δ◦ , (1− |x|2)(1−
|y|2) & δ2◦. By (3.37) and (4.1), it follows that |x|2|y|2 sin2 θ(x, y) & δ2◦ if ε◦ ≪ δ2◦.
Recalling 1 − γ2 & δ◦, we conclude that det M˜ & δ4◦ if ε◦ is small enough. Finally
we combine this with (3.55) to finish the proof. 
Remark 2. As is clear in the course of the proof, to have the argument in the
proof of Lemma 3.14 work, it is important that Sc and its derivatives are uniformly
bounded, that is to say, cosSc stays away from 1 and −1. In order to handle the
case where cosSc gets closer to 1 or −1, we need extra decomposition and more
delicate manipulation which is to be carried out in what follows.
4. Localization on annuli and L2 estimate
In this section we consider the estimate over the set Aσµ × Aσ
′
µ′ , µ
′ ≤ µ ≪ 1 with
σ, σ′ = ±, ◦ (see (1.10) and (4.12) below). We recall (2.27) and that D(x, y) is
the discriminant of the quadratic equation Q(x, y, τ) = 0. As observed in Section
2.4, the value of D plays an important role in determining the boundedness of Πλ.
Then, we write
D(x, y) = −|x|2|y|2 sin2 θ(x, y) + (1− |x|2)(1 − |y|2),(4.1)
where θ(x, y) denotes the angle between x and y. Since |(1− |x|2)(1− |y|2)| ∼ µµ′
for (x, y) ∈ Aσµ×Aσ
′
µ′ for σ, σ
′ = ±, the comparative size of the angle θ(x, y) against√
µµ′ controls the value of D. We are naturally led to make decomposition which
allows to control the size of angle between x and y. For the purpose we use a
Whitney type decomposition of Sd−1× Sd−1 and get the decomposition (4.3). This
provides an efficient way of localization which makes it possible to exploit the results
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in Section 2.4. In the case the angle is either much bigger than
√
µµ′ or much less
than
√
µµ′, the desired estimates are relatively easier to obtain.
4.1. Sectorial decomposition of annuli. We decompose Aσµ×Aσ
′
µ′ by making use
of a Whitney type decomposition of Sd−1×Sd−1 away from its diagonal. Following
the typical dyadic decomposition process, for each ν ≥ 0 we partition Sd−1 into
spherical caps Θνk such that Θ
ν
k ⊂ Θν
′
k′ for some k
′ whenever ν ≥ ν′ and cd2−ν ≤
diam(Θνk) ≤ Cd2−ν for some constants cd, Cd > 0. Let us set ν◦ := ν◦(µ, µ′) be the
number such that
(4.2) µµ′/2 < 26C2d2
−2ν◦ ≤ µµ′.
Then, we may write
S
d−1 × Sd−1 =
⋃
ν:2−ν◦≤2−ν.1
⋃
k∼νk′
Θνk × Θνk′
where k ∼ν k′ implies dist(Θνk,Θνk′) ∼ 2−ν if ν > ν◦ and dist(Θνk,Θνk′) . 2−ν if
ν = ν◦. For example, see [56, p.971]. It should be noted that the sets Θν◦k and Θ
ν◦
k′
may be not separated because we stop the decomposition procedure at ν = ν◦. For
fixed µ and µ′, we define
Aσ,νµ,k =
{
x ∈ Aσµ :
x
|x| ∈ Θ
ν
k
}
, Aσ,νµ′,k′ =
{
x ∈ Aσµ′ :
x
|x| ∈ Θ
ν
k′
}
, σ ∈ {+, ◦,−}.
Throughout the paper we assume that the indices k, k′ are associated to µ, µ′,
respectively, and we drop the subscript µ, µ′ to simplify notation. Thus we may
write
(4.3) Aσµ ×Aσ
′
µ′ =
⋃
ν:2−ν◦≤2−ν.1
⋃
k∼νk′
Aσ,νk ×Aσ
′,ν
k′ , σ, σ
′ ∈ {+, ◦,−}.
For simplicity we also set
χσ,νk = χAσ,νk , χ
σ,ν
k′ = χAσ,νk′
, σ ∈ {+, ◦,−}.
4.2. Estimates for Ij over A
σ,ν
k ×Aσ
′,ν
k′ . We obtain further estimates for Ij(x, y)
defined by (2.26) while (x, y) ∈ Aσ,νk × Aσ
′,ν
k′ . We separately handle the cases
2−ν ≫ µ and 2−ν . µ.
Lemma 4.1. Let 0 < µ′ ≤ µ≪ 2−ν ≤ 1/100. If (x, y) ∈ A◦,νk ×A◦,νk′ with k ∼ν k′,
then, for any N > 0, we have
(4.4) |Ij(x, y)| .
{
2−j
(
λ2j2−2ν + 1
)−N
, 2−2j . 2−ν
2−j
(
λ2−3j + 1
)−N
, 2−2j ≫ 2−ν .
Taking N = 1/2 in the estimate (4.4) which gives bound on ‖χ◦,νk Pλ[ψj ]χ◦,νk′ ‖1→∞
and interpolating this with the L2 bound ‖χ◦,νk Pλ[ψj ]χ◦,νk′ ‖2→2 . λ−
d
2 2−j which
follows from (2.8) we get
(4.5) ‖χ◦,νk Pλ[ψj ]χ◦,νk′ ‖p→p′ .
{
λ
d−1
2 δ(p,p
′)− d2 2(
d−1
2 δ(p,p
′)−1)j2νδ(p,p
′), 2−2j . 2−ν
λ
d−1
2 δ(p,p
′)− d2 2(
d+3
2 δ(p,p
′)−1)j , 2−2j ≫ 2−ν
for k ∼ν k′ and 1 ≤ p ≤ 2.
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τ
τ = 1
∼2−2ν
y = Q(x, y, τ)
[ ]
∼2−2j
∼2−4j
Figure 3. The case 2−ν ≫ µ, (x, y) ∈ A◦,νk × A◦,νk′ , and 2−2j ≫ 2−ν .
The thick line segment contains the set cos(suppψj).
Proof of Lemma 4.1. For (x, y) ∈ A◦,νk × A◦,νk′ , the angle θ(x, y) is ∼ 2−ν and |x −
y| ∼ 2−ν since µ ≪ 2−ν . Thus, from (4.1) it follows that −D(x, y) ∼ 2−2ν and we
also have
(4.6) |x− y| ∼ 2−ν, −D(x, y) ∼ 2−2ν , |1− 〈x, y〉| . 2−ν
for (x, y) ∈ A◦,νk ×A◦,νk′ . For the last one may use the identity |x− y|2 +D(x, y) =
(1− 〈x, y〉)2. Thus, from (2.27) we see (see Figure 3) that
(4.7) |∂sP(x, y, s)| &
{
2−2ν22j, 2−2j . 2−ν
2−2j , 2−2j ≫ 2−ν , (x, y) ∈ A
◦,ν
k ×A◦,νk′ .
for s ∈ suppψj . On the other hand, using (2.27), a direct computation shows that∣∣∣∂ksP(x, y, s)∣∣∣ .
{
2−2ν2(1+k)j , 2−2j . 2−ν
2−4j2(1+k)j , 2−2j ≫ 2−ν , (x, y) ∈ A
◦,ν
k ×A◦,νk′
on the support of ψj . Hence, using Lemma 2.8 we get (4.4). 
Lemma 4.2. Let 0 < µ′ ≤ µ ≤ 1/100, σ, σ′ ∈ {+,−}, and 2−ν . µ. Then, we
have the following.
(a) If µ′ ≤ cµ and c > 0 is small enough, for (x, y) ∈ Aσ,νk × Aσ
′,ν
k′ with k ∼ν k′
and any N > 0,
(4.8) |Ij(x, y)| .
{
2−j
(
λ2jµ2 + 1
)−N
, 2−j ≪ √µ
2−j
(
λ2−3j + 1
)−N
, 2−j ≫ √µ .
(b) If
√
µ≪ 2−j and (x, y) ∈ Aσ,νk ×Aσ
′,ν
k′ with k ∼ν k′, the estimate in the second
case of (4.8) holds for any N .
(c) If |D(x, y)| ≪ µ2, (x, y) ∈ Aσ,νk × Aσ,νk′ with k ∼ν k′, and
√
µ ≫ 2−j, then the
estimate in the first case of (4.8) is valid for any N .
(d) If µ′ ≤ cµ with small enough c > 0 and 2−j . √µ, for (x, y) ∈ A−,νk × A±,νk′
with k ∼ν k′ we have the estimate in the first case in (4.8) for any N .
Similarly as before the estimate (4.8) gives L1–L∞ estimate for χ±,νk Pλ[ψj ]χ
±,ν
k′ .
Taking N = 1/2 in (4.8) and interpolating the consequent estimate with the L2
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τ = 1
τ
∼2−2ν
∼µ
y = Q(x, y, τ)
[ ]
∼µ2
(I) 2−j ≪ √µ and A+,νk ×A+,νk′
τ = 1
τ
∼2−2ν
∼µ
y = Q(x, y, τ)
[ ]
∼ µ2
(II) 2−j ∼ √µ and A−,νk ×A−,νk′
Figure 4. Particular cases when
√
µµ′ ≪ 2−ν . µ. The thick line
segments contain cos(suppψj).
estimate ‖χ±,νk Pλ[ψj ]χ±,νk′ ‖2→2 . λ−
d
2 2−j which follows from (2.8), we have the
estimate
(4.9)
‖χσ,νk Pλ[ψj ]χσ
′,ν
k′ ‖p→p′ .

λ
d−1
2 δ(p,p
′)−d2 2(
d−1
2 δ(p,p
′)−1)jµ−δ(p,p
′), 2−j ≪ √µ
λ
d−1
2 δ(p,p
′)−d2 2(
d+1
2 δ(p,p
′)−1)j2
ν
2 δ(p,p
′), 2−j ∼ √µ
λ
d−1
2 δ(p,p
′)−d2 2(
d+3
2 δ(p,p
′)−1)j , 2−j ≫ √µ
for k ∼ν k′,
√
µµ′ ≪ 2−ν . µ, and σ, σ′ ∈ {+,−} provided 1 ≤ p ≤ 2. The L1–L∞
estimate in the second case 2−j ∼ √µ follows from Lemma 2.5 since |D(x, y)| ∼ 2−2ν
if (x, y) ∈ Aσ,νk ×Aσ
′,ν
k′ , k ∼ν k′, and
√
µµ′ ≪ 2−ν .
Proof of Lemma 4.2. We show (a) by considering the cases
√
µµ′ ≪ 2−ν . µ,√
µµ′ & 2−ν, separately. We begin with noting that |1 − 〈x, y〉| ∼ µ for (x, y) ∈
Aσ,νk ×Aσ
′,ν
k′ because µ
′ ≪ µ and |1−〈x, y〉| ∼ |1−〈x, y〉2| = |1−|x|2|y|2|+O(2−2ν).
We now proceed to show the case
√
µµ′ ≪ 2−ν . µ. Since 2−ν . µ, from (4.1) it
follows that 0 < −D(x, y) ∼ 2−2ν . µ2 for (x, y) ∈ Aσ,νk ×Aσ
′,ν
k′ because µ
′ ≤ µ≪ 1.
Since Q(x, y, cos s) = (cos s − 〈x, y〉)2 − D and 1 − cos s ∼ 2−2j on the support of
ψj , Q(x, y, cos s) & µ2 if 2−j ≪ √µ (see (I) in Figure 4) and Q(x, y, cos s) & 2−4j
if 2−j ≫ √µ.11 Hence, from (2.27) we see that
(4.10) |∂sP(x, y, s)| &
{
µ222j , 2−j ≪ √µ
2−2j , 2−j ≫ √µ , (x, y) ∈ A
σ,ν
k ×Aσ
′,ν
k′
if s ∈ suppψj . On the other hand, using (2.27) and by direct computation it is
easy to see that
(4.11)
∣∣∣∂ksP(x, y, s)∣∣∣ .
{
µ22(1+k)j , 2−j ≪ √µ
2−4j2(1+k)j , 2−j ≫ √µ , (x, y) ∈ A
σ,ν
k ×Aσ
′,ν
k′
on the support of ψj . Using Lemma 2.8, we get (4.8). The remaining case
√
µµ′ &
2−ν can be handled in the same manner. In fact, noting that |D(x, y)| . µµ′
11Here, we also note that Q(x, y, 1) = |x− y|2 ∼ µ2 for (x, y) ∈ Aσ,νk ×Aσ
′,ν
k′ .
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for (x, y) ∈ Aσ,νk × Aσ
′,ν
k′ and following the same argument in the above, we see
Q(x, y, cos s) & µ2 if 2−j ≪ √µ and Q(x, y, cos s) & 2−4j if 2−j ≫ √µ on the
support of ψj because Q(x, y, cos s) = (cos s − 〈x, y〉)2 − D and µ′ ≪ µ. The rest
of argument is similar as before. So, we omit the detail.
It remains to show (b), (c), and (d). The statements (b) and (c) can be shown by
a little modification of the previous argument. We first consider (b). As before
we note that |D(x, y)| . µ2 and |1 − 〈x, y〉| . µ for (x, y) ∈ Aσ,νk × Aσ
′,ν
k′ because
2−ν . µ. Since 2−j ≫ √µ it follows that Q(x, y, cos s) & 2−4j on the support of
ψj . Thus, we have the estimates of the second case of (4.10) and (4.11). Hence, we
may repeat the same argument in the above to get the desired estimate.
We now show (c). Since 1−〈x, y〉2 = 1−|x|2+1−|y|2−D(x, y), (x, y) ∈ Aσ,νk ×Aσ,νk′ ,
and |D(x, y)| ≪ µ2, we have |1 − 〈x, y〉| ∼ µ. Thus, we have Q(x, y, cos s) & µ2 if
s ∈ suppψj because 2−j ≪ √µ and Q(x, y, cos s) = (cos s − 〈x, y〉)2 − D. In the
same manner as before we have the estimates of the first case of (4.10) and (4.11).
The remaining part is identical as before.
We finally deal with (d). Note that 2(〈x, y〉 − 1) = |x|2 − 1 + |y|2 − 1 − |x − y|2.
So, we have 〈x, y〉 − 1 ∼ µ for (x, y) ∈ A−,νk ×A±,νk′ because |x− y| . max(µ, 2−ν),
2−ν . µ, and µ′ ≪ µ ≪ 1. Thus, Q(x, y, cos s) = (cos s − 〈x, y〉)2 − D(x, y) ≥
Q(x, y, 1) = |x − y|2 & µ2 (see (II) in Figure 4). Now, by (2.27) it follows that
|∂sP(x, y, s)| & µ222j for (x, y) ∈ A−,νk × A±,νk′ , and we also have the upper bound
|∂ksP(x, y, s)| . µ22(1+k)j if s ∈ suppψj because 2−j .
√
µ. Therefore, by Lemma
2.8 we get the desired estimate. 
4.3. Reduction to small separation. Let c be a positive constant such that
1/(200d) ≤ c ≤ 1/(100d), and let µ, µ′ ≪ c. We partition the annuli A◦µ and A◦µ′
into finitely many disjoint sets of diameter ∼ c such that
(4.12) A◦µ = {x : |1− |x|| ≤ 2µ} =
⋃
Aj , A
◦
µ′ = {x : |1− |x|| ≤ 2µ′} =
⋃
A′j
and the volumes of Aj and A
′
j are ∼ cd−1µ and ∼ cd−1µ′, respectively. This coarse
decomposition allows us to sort out the parts which make the main contribution.
If dist(Aj , A
′
k) ≥ c and dist(Aj ,−A′k) ≥ c, the contribution of ‖χAjPλχA′k‖p→q is
not significant. More precisely, we have the following.
Lemma 4.3. Let 0 < µ, µ′ ≪ (100d)−2, and let A ⊂ A◦µ and A′ ⊂ A◦µ′ . Suppose
dist(A,A′) ≥ c and dist(A,−A′) ≥ c for a constant (200d)−1 ≤ c ≤ (100d)−1.
Then, for κ = 0,±,±π and for any N > 0 we have
(4.13) ‖χAPλ[ψκj ]χA′f‖q . λ−N2−Nj(µµ′)
1
2 (1−δ(p,q))‖f‖p
provided that 1/p+ 1/q = 1 and 1 ≤ p ≤ 2. Furthermore, (i) if µ ∼ µ′, then (4.13)
holds for any p, q satisfying 1 ≤ p ≤ q ≤ ∞.
Throughout the paper we occasionally make use of the following elementary lemma.
Lemma 4.4. Let E and F be measurable sets of finite measure, respectively. Sup-
pose |Tf(x)| ≤ C ∫ χE(x)χF (y)|f(y)|dy. Then ‖T ‖2→2 ≤ C√|E||F |. Additionally,
(a) if |E|, |F | . B, ‖T ‖p→q . B1−δ(p,q) for 1 ≤ p ≤ q ≤ ∞.
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Proof of Lemma 4.3. Since sin2 θ(x, y) & c and 0 < µ, µ′ ≪ c, from (4.1) we see
−D(x, y) ∼ c and Q(x, y, τ) & c for (x, y) ∈ A × A′ and any τ ∈ R. So, by (2.27)
we get |∂sP| & 22j on the support of ψkj . Hence, by Lemma 2.8 we have
(4.14)
∣∣∣ ∫ eiλP(x,y,s)ψκj (s)ds∣∣∣ . 2−j(λ2j + 1)−N , (x, y) ∈ A×A′
for any N . Since |A| . µ and |A′| . µ′, by the estimate (4.14) and Lemma 4.4 we
get ‖χAPλ[ψκj ]χA′‖2→2 . λ−N2−Nj(µµ′)
1
2 for any N . Interpolation between this
and the obvious L1–L∞ estimate gives the desired bound (4.13) with 1/p+1/q = 1.
Finally, for the statement (i) we use (a) in Lemma 4.4 to get (4.13) for 1 ≤ p ≤
q ≤ ∞ because |A|, |A′| . µ. 
Lemma 4.5. Let (200d)−1 ≤ c ≤ (100d)−1, 0 < µ, µ′ ≪ (100d)−2, and let A ⊂ A◦µ
and A′ ⊂ A◦µ′ with diameter ≤ c. Then,
(a) if dist(A,A′) < c, we have (4.13) for κ = ±π, 0,
(b) if dist(A,−A′) < c, we have (4.13) for κ = ±, 0,
provided that 1/p + 1/q = 1 and 1 ≤ p ≤ 2. Furthermore, (i) if µ ∼ µ′, then the
same statements (a) and (b) hold for any p, q satisfying 1 ≤ p ≤ q ≤ ∞.
Proof. By the second identity in (2.10) it is sufficient to show (b). Since dist(A,−A′)<
c, |1 + 〈x, y〉| ≤ 3c whereas cos s ≥ − cos 2−3 on the support of ψκj , κ = ±, 0, and
|D(x, y)| ≤ 2c by (4.1). Hence, from (2.25) |Q(x, y, cos s)| ∼ 1, so it follows that
|∂sP(x, y, s)| & 22j if s ∈ suppψκj , κ = ±, 0. Hence, Lemma 2.8 gives the estimate
(4.14). Once we have (4.14), we get the desired estimate (4.13) following the same
argument in the proof of Lemma 4.3. The statement (i) can also be shown similarly
as before, so we omit the detail. 
Remark 3. The bounds in Lemma 4.3 and Lemma 4.5 are much smaller than what
we need to prove for χσµPλ[ψ
κ
j ]χ
σ′
µ′ . Hence, by finite decomposition of A
σ
µ and A
σ′
µ′
(see (4.12)) it is sufficient to show the estimate for χAPλ[ψ
κ
j ]χA′ while assuming
that A ⊂ Aσµ, A′ ⊂ Aσ
′
µ′ are of small diameter and
(4.15) dist(A,A′) ≤ c and κ = ±, or dist(A,−A′) ≤ c and κ = ±π.
By the second identity in (2.10) the estimate for the second case can be deduced
from the first case, so it is sufficient to consider the first case only. Also, the
estimate for the case κ = − can also be deduced from that for the case κ = +
because of the first identity in (2.10). Thus we are reduced to handling the case
dist(A,A′) ≤ c and κ = +.
4.4. Refined L2 bound. In this subsection we prove various L2 estimates for Πλ
over the set A±λ,µ which are to be used later.
In Koch and Tataru [34] it was shown that localization near the sphere
√
λSd−1 gives
an L2 estimate with improved bound. Precisely, they obtained ‖Πλχ±λ,µ‖2→2 . µ
1
4
(see (1.16)), which is clearly equivalent to
(4.16) ‖χ±λ,µΠλχ±λ,µ‖2→2 . µ
1
2 .
This estimate can be further strengthened if 0 < µ . λ−2/3, see the estimate (7.44)
in Proposition 7.8. For later use we record the following which seemly looks stronger
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than (4.16) but is equivalent to the estimate (4.16) as is easy to show using the
TT ∗ argument.
Lemma 4.6. Let 0 < µ′ ≤ µ ≤ 1. Then, for σ, σ′ ∈ {+,−}, we have
‖χσλ,µΠλχσ
′
λ,µ′‖2→2 . (µµ′)
1
4 .
The estimate (4.16) has its counterpart (4.17) for the operator Πλ[ψj ] which may
be regarded as an extension of (4.16) since (4.17) implies (4.16).
Lemma 4.7. Let 0 < µ ≤ 1 and 2−j ≫ √µ. Then, for κ = ±,±π, 0, we have
(4.17) ‖χσλ,µΠλ[ψκj ]χσ
′
λ,µ‖2→2 . 2jµ, σ, σ′ = ±.
It is easy to see that the estimate (4.17) implies (4.16). Indeed, we have the bound
‖Πλ[ψκj ]‖2→2 . 2−j from (2.8), thus ‖
∑
2−j.
√
µΠλ[ψ
κ
j ]‖2→2 .
∑
2−j.
√
µ 2
−j .
√
µ
for κ = ±, ±π, 0. On the other hand, from (4.17) we have∥∥∥χσλ,µ( ∑
2−j≫√µ
Πλ[ψ
κ
j ]
)
χσ
′
λ,µ
∥∥∥
2→2
.
∑
2−j≫√µ
µ2j .
√
µ, κ = ±, ±π, 0.
Thus, combining the above two estimates with (2.9) establishes (4.16).
In order to show Lemma 4.7 we use the following elementary lemmas.
Lemma 4.8. Let 1 ≤ p ≤ q ≤ ∞ and let T be an operator from Lp to Lq. Suppose
we have the estimate ‖χσ,νk Tχσ
′,ν
k′ ‖p→q ≤ B whenever k ∼ν k′. Then, with C only
depending on d, we have
(4.18) ‖
∑
k∼νk′
χσ,νk Tχ
σ′,ν
k′ ‖p→q ≤ CB.
Proof. Since {Aσ,νk }k are disjoint and for each k there are at most as many as O(1)
k′ such that k ∼ν k′, we have
‖
∑
k∼νk′
χσ,νk Tχ
σ′,ν
k′ f‖q .
( ∑
k∼νk′
‖χσ,νk Tχσ
′,ν
k′ f‖qq
)1/q
. B
(∑
k′
‖χσ′,νk′ f‖qp
)1/q
.
The last is clearly bounded by CB‖f‖p because p ≤ q and {Aσ
′,ν
k }k are disjoint. 
Lemma 4.9. Let T be an operator from Lp to Lq. Let u, v, u′, v′ are positive
measurable functions such that u′ ≤ u and v′ ≤ v. Then, ‖u′Tv′‖p→q ≤ ‖uTv‖p→q.
Proof of Lemma 4.7. Instead of Πλ[ψ
κ
j ] we consider the rescaled operator Pλ[ψ
κ
j ]
and show the bound
‖χσµPλ[ψκj ]χσ
′
µ ‖2→2 . λ−
d
2 2jµ
for κ = ±, ±π, 0, which is equivalent to (4.17) as it follows from (2.12). After
decomposing Aσµ and A
σ′
µ′ into subsets of small diameter (e.g., (4.12)), by Lemma
4.3 and Lemma 4.5 (also see Remark 3) with p = 2, it is sufficient to show that
(4.19) ‖χAPλ[ψ+j ]χA′‖2→2 . 2jµλ−
d
2
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under the assumption that A ⊂ Aσµ, A′ ⊂ Aσ
′
µ are of diameter ∼ c, and dist(A,A′) ≤
c for a small positive constant c. For the purpose we make use of the decomposition
(4.3). By using (4.3) with µ = µ′ and Lemma 4.9 we note that
(4.20) ‖χAPλ[ψ+j ]χA′‖2→2 .
∑
ν≤ν◦
∥∥ ∑
k∼νk′
χσ,νk Pλ[ψ
+
j ]χ
σ′,ν
k′
∥∥
2→2
while 2−ν . c and suppχσ,νk , suppχ
σ′,ν
k′ are contained in a O(c)-neighborhood of
A and A′, respectively. We show the right hand side of the above is bounded by
Cλ−
d
2 2jµ by considering two cases 2−ν ≫ µ and 2−ν . µ, separately.
We first consider the case 2−ν ≫ µ. Since 2−d2 j(d/ds)k(aψj) = O(2kj) and 2−ν ≫
µ, from Lemma 4.1 we have | ∫ eiλP(x,y,s)(aψj)(s)ds| . 2 d−22 j(λ2j2−2ν + 1)−N
provided that (x, y) ∈ Aσ,νk × Aσ
′,ν
k′ , k ∼ν k′, and 2−ν & 2−2j . Combining this
estimate and Lemma 4.4 we see that, for any N > 0 and k ∼ν k′,
‖χσ,νk Pλ[ψ+j ]χσ
′,ν
k′ ‖2→2 . 2
d−2
2 j(λ2j2−2ν)−Nµ2−(d−1)ν
since |A±,νk |, |A±,νk′ | ∼ µ2−(d−1)ν. Taking particularly N = d/2 and using Lemma
4.8 we get ‖∑k∼νk′ χσ,νk Pλ[ψ+j ]χσ′,νk′ ‖2→2 . 2−jµ2νλ− d2 . Hence, it follows that∑
ν:2−ν& 2−2j
‖
∑
k∼νk′
χσ,νk Pλ[ψ
+
j ]χ
σ′,ν
k′ ‖2→2 . λ−
d
2 2jµ.
We now consider the sum over ν : µ≪ 2−ν ≪ 2−2j. Since 2−ν ≪ 2−2j, by Lemma
4.1 it follows that
(4.21)
∣∣∣ ∫ eiλP(x,y,s)(aψ+j )ds∣∣∣ . 2 d−22 j(λ2−3j + 1)−N
for (x, y) ∈ Aσ,νk × Aσ
′,ν
k′ , k ∼ν k′. As before, using this estimate with N = d/2,
Lemma 4.4, and Lemma 4.8 we get the bound ‖∑k∼νk′ χσ,νk Pλ[ψ+j ]χσ′,νk′ ‖2→2 .
λ−
d
2 µ2(2d−1)j2−(d−1)ν. Hence,
(4.22)
∑
µ≪2−ν≪2−2j
‖
∑
k∼νk′
χσ,νk Pλ[ψ
+
j ]χ
σ′,ν
k′ ‖2→2 . λ−
d
2 µ2j.
The remaining case 2−ν . µ can be handled similarly. Since 2−2j ≫ µ, by (b) in
Lemma 4.2 we have (4.21) for (x, y) ∈ Aσ,νk × Aσ
′,ν
k′ . Using this estimate, Lemma
4.4, and Lemma 4.8 we get∑
2−ν.µ
‖
∑
k∼νk′
χσ,νk Pλ[ψ
+
j ]χ
σ′,ν
k′ ‖2→2 . 2(2d−1)jλ−
d
2 µd . λ−
d
2µ 2j .
Combining this with the estimates for the cases 2−ν ≫ µ, we obtain the desired
estimate (4.19). 
Lemma 4.10. Let 0 < µ′, µ ≪ 1 and σ, σ′ = ±. If µ′ ≤ cµ for a small enough
c > 0, then there are constants c1 < c2 such that, for κ = ±,±π, we have∥∥∥ ∑
j:2−j≤c1√µ
χσµPλ[ψ
κ
j ]χ
σ′
µ′
∥∥∥
2→2
. λ−
d
2 (µµ′)
1
4 ,(4.23)
∥∥∥ ∑
j:2−j≥c2√µ
χσµPλ[ψ
κ
j ]χ
σ′
µ′
∥∥∥
2→2
. λ−
d
2 (µµ′)
1
4 .(4.24)
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This lemma plays a significant role in obtaining the unbalanced improvement. We
refer the reader forward to Lemma 5.3.
Proof. We begin with noting that µ ≫ √µµ′. Similarly as in Lemma 4.7, using
primary decomposition such as (4.12), by Lemma 4.3, Lemma 4.5 (Remark 3) with
p = 2, and (2.10), it is sufficient to show that∑
j:2−j≤c1√µ
∥∥χAPλ[ψ+j ]χA′∥∥2→2 . λ− d2 (µµ′) 14 ,(4.25) ∑
j:2−j≥c2√µ
∥∥χAPλ[ψ+j ]χA′∥∥2→2 . λ− d2 (µµ′) 14 ,(4.26)
while assuming that A ⊂ Aσµ, A′ ⊂ Aσ
′
µ′ are of diameter ≤ c, and dist(A,A′) ≤ c.
Hence, using the decomposition (4.3), we have (4.20) and we may assume 2−ν . c.
We prove (4.25) and (4.26) by separately considering the cases
2−ν ≫ µ, µ & 2−ν .
We first show the estimate (4.26). Recalling (4.20) in which we may assume Aσ,νk ⊂
A and Aσ
′,ν
k′ ⊂ A′, we take summation over ν and consider the sum over j afterward.
Sum over ν : 2−ν ≫ µ. From (4.4) with N = d/2 and Lemma 4.4 it follows that
(4.27) ‖χσ,νk Pλ[ψj ]χσ
′,ν
k′ ‖2→2 .
{
λ−
d
2 2−j2ν
√
µµ′, 2−2j . 2−ν,
λ−
d
2 2(2d−1)j2−(d−1)ν
√
µµ′, 2−2j ≫ 2−ν .
Splitting the sum
∑
ν:2−ν≫µ into
∑
ν:2−ν&2−2j +
∑
ν:µ≪2−ν≪2−2j , by Lemma 4.8
and the estimate (4.27) we get
‖
∑
ν:2−ν≫µ
∑
k∼νk′
χσ,νk Pλ[ψj ]χ
σ′,ν
k′ ‖2→2 . 2jλ−
d
2
√
µµ′.(4.28)
Sum over ν : µ & 2−ν. Choosing large enough c2 such that 2−j ≫ √µ, from (4.8)
with N = d/2 (i.e., (b) in Lemma 4.2) and Lemma 4.4 we have the estimate in the
second case of (4.27). Thus, by Lemma 4.8 we get
‖
∑
ν:µ&2−ν
∑
k∼νk′
χσ,νk Pλ[ψj ]χ
σ′,ν
k′ ‖2→2 . λ−
d
2
√
µµ′ 2(2d−1)jµd−1.(4.29)
Using the estimates (4.28) and (4.29) and taking summation along j : 2−j ≫ √µ, we
get the desired estimate (4.26) since
√
µµ′
∑
2−j≫√µ(2
j +2(2d−1)jµd−1) . (µµ′)
1
4 .
We now show the estimate (4.25). The argument here is similar with the previous
one, hence we shall be brief.
Sum over ν : 2−ν ≫ µ. In this case the estimate (4.4) holds, so we have (4.27) as
before. Taking c1 small enough, i.e., 2
−j ≪ √µ, we may use the first estimate in
(4.27). So, by Lemma 4.8 we get
(4.30)
‖
∑
ν:2−ν≫µ
∑
k∼νk′
χσ,νk Pλ[ψj ]χ
σ′,ν
k′ ‖2→2 . λ−
d
2 2−j
√
µµ′
∑
ν:2−ν&µ
2ν . λ−
d
2
√
µµ′ 2−jµ−1.
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Sum over ν : µ & 2−ν. We have the first estimate in (4.8) because 2−j ≪ √µ.
Thus, taking N = d/2 in the first estimate of (4.8) and using Lemma 4.4, we have
the estimate ‖χ±,νk Pλ[ψj ]χ±,νk′ ‖2→2 . λ−
d
2 2−jµ−d
√
µµ′2−(d−1)ν as long as µ & 2−ν.
Similarly as before, by this estimate and Lemma 4.8 we have
‖
∑
ν:µ&2−ν
∑
k∼νk′
χ±,νk Pλ[ψj ]χ
±,ν
k′ ‖2→2 . λ−
d
2
√
µµ′2−jµ−1.(4.31)
Finally, combining the estimates (4.30) and (4.31) and taking summation along j,
we get ∑
j:2−j≤c1√µ
∥∥χAPλ[ψ+j ]χA′∥∥2→2 . λ− d2√µµ′ ∑
2−j≪√µ
2−jµ−1 . λ−
d
2 (µµ′)
1
4 ,
which gives the desired estimate (4.25). 
5. Unbalanced improvement: Proof of Theorem 1.3
In this section we consider the estimate for χσµPλχ
σ′
µ′ with σ, σ
′ ∈ {+,−} and
µ′ ≤ µ≪ 1. When µ′ ≪ µ, as is already mentioned in the introduction, there is an
improvement in bound which can not be recovered by the estimate such as (1.16).
This is crucial in obtaining the endpoint estimate (1.9). For simplicity let us set
Bp,q(λ, µ, µ
′) := λ
d−1
2 δ(p,q)− d2 (µµ′)(
1
4− d+38 δ(p,q)).
Theorem 5.1. Let d ≥ 5 and 0 < µ′ ≤ µ ≪ 1. Suppose 0 < δ(p, p′) < 2/(d+ 1).
Then, for some c > 0, we have the estimate
(5.1) ‖χσµPλχσ
′
µ′‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
, σ, σ′ ∈ {+,−}.
Without the extra factor
(
µ′/µ
)c
the estimate (5.1) follows from (1.16). Once we
have (5.1), the proof of Theorem 1.3 is rather straightforward.
Proof of Theorem 1.3. Let us set p∗ = 2(d+ 3)/(d+ 5). We begin with noting
from the scaling identity (2.12) that the estimate (1.9) is equivalent to
‖Pλ‖p∗→2 . λ
d−1
2 δ(p∗,2)−d2 .
Let 0 < δ◦ ≪ 1 be a small enough constant. To show the endpoint estimate (1.9)
we break the operator Pλ as follows:
(5.2) Pλ = PλχB +Pλχ
◦
δ◦ +PλχB′ ,
where B = {x : |x| < 1−2δ◦} and B′ = {x : 1+2δ◦ < |x|}. The desired estimate for
PλχB follows from the local estimate in Proposition 3.10. Indeed, taking summation
along j and κ, we get ‖χBPλχB‖p→p′ . λ d−12 δ(p,p′)−d2 for 0 ≤ δ(p, p′) < 2/(d + 1)
(also see Corollary 7.5). This with p = p∗ gives the estimate ‖χBPλχB‖p∗→p′∗ .
λ
d−1
2 δ(p∗,p
′
∗)−d2 . Thus we have the desired estimate
‖PλχB‖p∗→2 . λ
d−1
2 δ(p∗,2)−d2
via TT ∗ argument.12 The estimate for PλχB′ is easy. Since the kernel of Πλ decays
rapidly when |x|, or |y| ≥ (1 + 2δ◦)
√
λ (for example, see [27, Theorem 4] and
12We use the identity 〈PλχEf,PλχEf〉 = λ−d/2〈χEPλχEf, f〉 for any measurable set E.
46 JEONG, LEE, AND RYU
Proposition 7.8) we have ‖χB′PλχB′‖p→q . λ−N for any N > 0 and 1 ≤ p ≤ 2 ≤
q ≤ ∞.
Therefore, the matter is now reduced to showing ‖Pλχ◦δ◦‖p∗→2 . λ
d−1
2 δ(p∗,2)− d2 .
Via TT ∗ argument this estimate is clearly equivalent to
‖χ◦δ◦Pλχ◦δ◦‖p∗→p′∗ . λ
d−1
2 δ(p∗,p
′
∗)− d2 ,
which we show in what follows. Recalling µ, µ′ are positive dyadic numbers, we
write
χ◦δ◦Pλχ
◦
δ◦f =
∑
σ,σ′∈{+,−}
∑
k
∑
µ,µ′: µ
µ′∼2k
χσµPλχ
σ′
µ′f.
Since A±µ are almsot disjoint and µ, µ
′ are dyadic, we have
‖
∑
µ,µ′: µ
µ′∼2k
χσµPλχ
σ′
µ′f‖p′∗ .
( ∑
µ,µ′: µ
µ′∼2k
‖χσµPλχσ
′
µ′f‖p
′
∗
p′∗
)1/p′∗ .
Note that the adjoint operator of χσµPλχ
σ′
µ′ is χ
σ′
µ′Pλχ
σ
µ. Thus, by Theorem 5.1 and
duality it follows that ‖χσµPλχσ
′
µ′‖p∗→p′∗ . min(2ck, 2−ck)λ
d−1
2 δ(p∗,p
′
∗)−d2 . Hence, we
now get
‖
∑
µ,µ′: µ
µ′∼2k
χσµPλχ
σ′
µ′f‖p′∗ . min(2ck, 2−ck)λ
d−1
2 δ(p∗,p
′
∗)− d2
(∑
µ′
‖χσ′µ′f‖p
′
∗
p∗
)1/p′∗ .
Since p′∗ ≥ p∗, (
∑
µ′ ‖χσ
′
µ′f‖p
′
∗
p∗
)1/p′∗ . ‖f‖p∗. Taking summation over k and then
over σ, σ′ gives the desired estimate. 
We now provide a brief overview on the proof of Theorem 5.1. Starting with (2.9),
we obtain bounds for the individual operator Πλ[ψ
κ
j ] over the set A
±
λ,µ ×A±λ,µ′ . In
order to do so, we invoke a sectorial Whitney type decomposition of A±λ,µ×A±λ,µ′ (see
(4.3)). This allows us to control efficiently the angular interactions and sort out the
critical scale j which is given by 2−j ∼ √µ when µ ≥ µ′. For the other case 2−j 6∼√
µ, the estimate for Πλ[ψ
κ
j ] is easier to show. With 2
−j ∼ √µ the critical angular
separation is given by 2−ν◦ < 2−ν ∼ √µµ′. In this case the favorable L1–L∞ bound
of O(λ−
1
2 ) is no longer available, so we need to make additional decomposition away
from the point Sc as is done in Section 3.7. Though the decomposition yields the
desirable L1–L∞ bound in λ, the L2 estimate becomes highly nontrivial. In order
to prove the L2 estimate, we need to analyze the associated oscillatory integral
operator in a great detail. This is separately done in Section 6.
5.1. Reduction and decomposition. The rest of this section concerns the proof
of Theorem 5.1. If µ ∼ µ′, the estimate (5.1) is relatively easier to show. In
particular, if µ & λ−
2
3 , for 0 ≤ δ(p, p′) ≤ 2/(d+ 1) the estimate (5.1) follows from
the estimates in [34] (for example, see (1.16) and (7.42)) since ‖χσµPλχσ
′
µ′‖p→p′ ≤
‖Pλχσ′µ′‖p→2‖χσµPλ‖2→p′ . See also Theorem 7.1 (Proposition 7.3) where all these
estimates are included. The estimate (5.1) for the remaining case µ . λ−
2
3 follows
from (7.44) in Proposition 7.8. Hence we may assume that
c≫ µ≫ µ′
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for a small constant c > 0 and µ′/µ is small enough. The other cases either can be
handled by Proposition 3.10 or by the rapid decay of the kernel of Πλ on the region
{(x, y) : |x|, or |y| >
√
λ(1 + c)} with c > 0. We now recall (2.9) and note that the
same identity holds with Πλ replaced by Pλ. After partitioning the sets A
+
µ , A
−
µ
into subsets Aj , A
′
j as in (4.12) we apply Lemma 4.3 and Lemma 4.5 (Remark 3).
Hence, discarding the parts whose contributions are not significant, we only need
to show the estimate for χAPλχA′ while assuming that A ⊂ Aσµ, A′ ⊂ Aσ
′
µ′ are of
diameter . c and (4.15). Additionally, by the second identity in (2.10) it is enough
to consider the first case in (4.15). The matter is now reduced to showing
‖
∑
κ=±
∑
j≥4
χAPλ[ψ
κ
j ]χA′‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
while dist(A,A′) ≤ c. In fact, by Lemma 4.5 we have, for 1 ≤ p ≤ 2,
(5.3)
∑
κ=±π,0
∑
j
‖χAPλ[ψκj ]χA′‖p→p′ . λ−N (µµ′)
1
2 (1−δ(p,p′))
because dist(A,A′) ≤ c. This allows us to disregard∑κ=±π,0 χAPλ[ψκj ]χA′ . Since
φλ(Ux,Uy, t) = φλ(x, y, t), by rotation we may additionally assume A,A
′ ⊂ A
where
(5.4) A =
{
x :
∣∣∣ x|x| − e1∣∣∣ ≤ 125d } .
Again we make use of the decomposition (4.3). So, in order to show the desired
estimate it is enough to obtain the estimate
(5.5) ‖
∑
κ=±
∑
j≥4
∑
ν≤ν◦
∑
k∼νk′
χσ,νk Pλ[ψ
κ
j ]χ
σ′,ν
k′ ‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
under the assumption that
(5.6) Aσ,νk ×Aσ
′,ν
k′ ⊂ (A ∩ A◦µ)× (A ∩ A◦µ′ ), 2−ν ≤ 1/(50d).
In this section we prove Theorem 5.1 by establishing (5.5). We first show the
estimate (5.5) with (σ, σ′) = (+,+). The other cases (σ, σ′) 6= (+,+) are much
easier and we handle them at the end of this section.
5.2. Proof of (5.5) with (σ, σ′) = (+,+). The argument in the proof of Proposi-
tion 3.10 (Section 3.6) heavily relies on the fact that Sc (and other related quanti-
ties) is a smooth function with uniformly bounded derivatives. However, as µ, µ′
get small we can no longer treat the estimate in a similar way. Instead, our argu-
ment below is based on the decomposition (4.3) which forces us to consider various
different cases separately. After several steps of reduction we specify the main case
where 2−j ∼ √µ, 2−ν ∼ √µµ′, and |D(x, y)| < ε◦µµ′. The estimate for this core
part is much more involved, so we postpone its proof until Section 6. However, the
estimates for the other cases are to be shown in this section.
We show (5.5) by separately considering the cases
2−ν ≫
√
µµ′,
√
µµ′ & 2−ν > 2−ν◦ , ν = ν◦.
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5.2.1. Sum over ν : 2−ν ≫ √µµ′. The desired estimate is relatively simpler to show
and we obtain it by making use of Lemma 4.1 and Lemma 4.2.
Lemma 5.2. Let d ≥ 2 and µ′ ≪ µ. If 2/(d+ 3) < δ(p, p′) < 2/(d− 1), we have,
for some c > 0,
(5.7) ‖
∑
κ=±,0
∑
j≥4
∑
√
µµ′≪2−ν
∑
k∼νk′
χ+,νk Pλ[ψ
κ
j ]χ
+,ν
k′ ‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
.
Proof. In order to make use of the lower bounds on ∂sP we need further subdivides
the sum
∑√
µµ′≪2−ν into the following two cases:
2−ν ≫ µ,
√
µµ′ ≪ 2−ν . µ.
Case 2−ν ≫ µ. The estimate (4.5) and summation along j give∑
2−ν&2−2j
max
k∼νk′
∥∥∥χ+,νk Pλ[ψ±j ]χ+,νk′ ∥∥∥
p→p′
.
∑
2−j.2−ν/2
λ
d−1
2 δ(p,p
′)− d2 2(
d−1
2 δ(p,p
′)−1)j2νδ(p,p
′),
∑
2−ν≪2−2j
max
k∼νk′
∥∥∥χ+,νk Pλ[ψ±j ]χ+,νk′ ∥∥∥
p→p′
.
∑
2−j&2−ν/2
λ
d−1
2 δ(p,p
′)− d2 2(
d+3
2 δ(p,p
′)−1)j .
Both of the sums are bounded by Cλ
d−1
2 δ(p,p
′)− d2 2(
d+3
4 δ(p,p
′)− 12 )ν since 2d+3 < δ(p, p
′) <
2
d−1 . Combining these two estimates with Lemma 4.8 gives
‖
∑
k∼νk′
∑
j
χ+,νk Pλ[ψ
±
j ]χ
+,ν
k′ ‖p→p′ ≤ Cλ
d−1
2 δ(p,p
′)− d2 2(
d+3
4 δ(p,p
′)− 12 )ν .
Thus, if 2/(d+ 3) < δ(p, p′) < 2/(d− 1), summation over ν : 2−ν ≫ µ yields
(5.8)
∥∥∥ ∑
κ=±
∑
j
∑
2−ν≫µ
∑
k∼νk′
χ+,νk Pλ[ψ
κ
j ]χ
+,ν
k′
∥∥∥
p→p′
. Bp,p′(λ, µ, µ)
(
µ′/µ
)d+3
8 δ(p,p
′)− 14 .
Case
√
µµ′ ≪ 2−ν . µ. Let c1, c2 be the constants in Lemma 4.10 and split the
sum
(5.9)
∑
j
∑
k∼νk′
χ+,νk Pλ[ψ
κ
j ]χ
+,ν
k′
=
( ∑
2−j≤c1√µ
+
∑
c1
√
µ<2−j<c2
√
µ
+
∑
2−j≥c2√µ
) ∑
k∼νk′
χ+,νk Pλ[ψ
κ
j ]χ
+,ν
k′
= : Iκ(ν) + IIκ(ν) + IIIκ(ν).
By the first estimate in (4.9) followed by Lemma 4.8, taking sum over j, we get
(5.10)
‖Iκ(ν)‖p→p′ . λ
d−1
2 δ(p,p
′)− d2 µ
1
2− d+34 δ(p,p′)
= Bp,p′(λ, µ, µ)
(
µ′/µ
)d+3
8 δ(p,p
′)− 14
for κ = ± provided that δ(p, p′) < 2/(d− 1). If δ(p, p′) > 2(d+ 3), similarly using
the third estimate in (4.9) and taking sum along j, we obtain
‖IIIκ(ν)‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
) d+3
8 δ(p,p
′)− 14 , κ = ±.(5.11)
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Since
√
µµ′ ≪ 2−ν . µ, using the second inequality in (4.9), we get
(5.12) ‖IIκ(ν)‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)d+1
8 δ(p,p
′)− 14 , κ = ±.
The current estimate for IIκ(ν) is not desirable in that improvement of the bound
with the factor
(
µ′/µ
)c
is possible only if δ(p, p′) > 2d+1 . However, we can enlarge
the range of p using the following which is a consequence of Lemma 4.10.
Lemma 5.3. Let A ⊂ Aσµ, A′ ⊂ Aσ
′
µ′ be of diameter . c and satisfy dist(A,A
′) ≤ c.
Then, for σ, σ′ = ±, we have
(5.13)
∥∥∑
κ=±
∑
c1
√
µ<2−j<c2
√
µ
χAPλ[ψ
κ
j ]χA′
∥∥
2→2 . λ
− d2 (µµ′)
1
4 .
However, it is also possible to obtain the same bound on ‖χ±µPλ[ψκj ]χ±µ′‖2→2 under
the additional assumption that λ−2/3 . µ′ ≤ µ ≤ 1/4, see Lemma 7.9.
Proof. From Lemma 4.6, (2.12), and Lemma 4.9 it follows that ‖χAPλχA′‖2→2 .
λ−
d
2 (µµ′)
1
4 . Thus, recalling (2.9), by (5.3) we have
(5.14) ‖
∑
κ=±
∑
j≥4
χAPλ[ψ
κ
j ]χA′‖2→2 . λ−
d
2 (µµ′)
1
4 .
From Lemma 4.10 and Lemma 4.9 we see that both ‖∑2−j≥c2√µ χAPλ[ψ±j ]χA′‖2→2
and ‖∑2−j≤c1√µ χAPλ[ψ±j ]χA′‖2→2 are bounded by Cλ− d2 (µµ′) 14 . Hence the esti-
mate (5.13) follows. 
By Lemma 5.3, we particularly have ‖∑κ=± IIκ(ν)‖2→2 . λ− d2 (µµ′) 14 . On the
other hand, by (5.12) we have ‖∑κ=± IIκ(ν)‖p→p′ . Bp,p′(λ, µ, µ)(µ′/µ)c for some
c > 0 provided that δ(p, p′) > 2d+1 . We interpolate these two estimates to get
(5.15) ‖
∑
κ=±
IIκ(ν)‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
for δ(p, p′) > 0. Since
√
µµ′ ≪ 2−ν . µ, there are only as many as O(log(µ/µ′)) ν.
Combining this estimate with the estimates (5.10), (5.11) and taking sum along ν,
we get the estimate
(5.16) ‖
∑
κ=±
∑
j
∑
√
µµ′≪2−ν.µ
∑
k∼νk′
χ+,νk Pλ[ψ
κ
j ]χ
+,ν
k′ ‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
for some c > 0 provided that 2/(d+ 3) < δ(p, p′) < 2/(d− 1). This and (5.8) give
(5.7). 
We have dealt with the case 2−ν ≫ √µµ′. We turn to the remaining cases √µµ′ &
2−ν > 2−ν◦ , ν = ν◦.
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5.2.2. Case ν = ν◦. In this case we note from (4.1) and (4.2) that D(x, y) & µµ′
for (x, y) ∈ A+,ν◦k ×A+,ν◦k′ of k ∼ν◦ k′.
Lemma 5.4. Let d ≥ 2. For p satisfying 2/(d+ 3) < δ(p, p′) < 2/(d− 1), for some
c > 0 we have the estimate
(5.17) ‖
∑
κ=±
∑
j
∑
k∼ν◦k′
χ+,ν◦k Pλ[ψ
κ
j ]χ
+,ν◦
k′ ‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
.
Proof. We begin with noting that the estimates in (4.9) hold with σ, σ′ = +, ν = ν◦,
and k ∼ν◦ k′. Indeed, from (4.1) and (4.2) we have D(x, y) ∼ µµ′ for (x, y) ∈
A+,ν◦k × A+,ν◦k′ if k ∼ν◦ k′. By Lemma 4.2, Lemma 2.5, and (2.10) we see that the
estimates in (4.9) holds with ν = ν◦, p = 1 and q = ∞ for k ∼ν◦ k′. The second
case estimate in (4.9) follows from Lemma 2.5 since µµ′ ∼ D(x, y). We interpolate
the estimates with the easy L2 estimate from (2.8) to get the estimates in (4.9)
with ν = ν◦ and k ∼ν◦ k′.
Recalling (5.9), we obtain estimates for each Iκ(ν◦), IIκ(ν◦), and IIIκ(ν◦). Since
we have the estimates in (4.9) with ν = ν◦ and k ∼ν◦ k′, we have (5.11), (5.10),
and (5.12) with ν = ν◦. Hence, we get
(5.18)
∑
κ=±
(‖Iκ(ν◦)‖p→p′ + ‖IIIκ(ν◦)‖p→p′) . Bp,p′(λ, µ, µ)(µ′/µ)c
for some c > 0 provided that 2/(d+ 3) < δ(p, p′) < 2/(d− 1). We now consider
IIκ(ν◦). From the second estimate in (4.9) with ν = ν◦ we have
‖
∑
κ=±
IIκ(ν◦)‖1→∞ . B1,∞(λ, µ, µ′)
(
µ′/µ
) d+1
8 δ(1,∞)− 14 .
Since we are assuming (5.6), using (5.13), Lemma 4.9, and Lemma 4.8 succes-
sively, we obtain the estimate ‖∑κ=± IIκ(ν◦)‖2→2 . B2,2(λ, µ, µ′). Indeed, by
Lemma 4.8 it is sufficient to show ‖∑κ=±∑c1√µ<2−j<c2√µ χ+,ν◦k Pλ[ψκj ]χ+,ν◦k′ ‖2→2
for k ∼ν◦ k′, which clearly follows from (5.13) and Lemma 4.9. Interpolation be-
tween these two estimates for
∑
κ=± IIκ(ν◦) gives
‖
∑
κ=±
IIκ(ν◦)‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
if δ(p, p′) > 0. This and (5.18) yields (5.17) for some c > 0 provided that
2/(d+ 3) < δ(p, p′) < 2/(d− 1). 
5.2.3. Sum over ν :
√
µµ′ & 2−ν > 2−ν◦. Since there are only as many as O(1) ν
we only have to consider a single ν.
Proposition 5.5. Let d ≥ 5 and √µµ′ & 2−ν > 2−ν◦ . Then, for p satisfying
0 < δ(p, p′) < 2/(d− 1), we have the estimate
(5.19) ‖
∑
κ=±
∑
j
∑
k∼νk′
χ+,νk Pλ[ψ
κ
j ]χ
+,ν
k′ ‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
.
for some c > 0.
Once we have Proposition 5.5, we may complete the proof of the estimate (5.5)
with σ, σ′ = +.
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Proof of (5.5) with σ, σ′ = +. Putting together the estimates in Lemma 5.2, Lemma
5.4, and Proposition 5.5, we have (5.5) for some c > 0 provided that 2/(d+ 3) <
δ(p, p′) < 2/(d− 1). To extend the range of p we interpolate the consequent esti-
mate with
‖
∑
κ=±
∑
j
∑
ν≤ν◦
∑
k∼νk′
χ+,νk Pλ[ψ
κ
j ]χ
+,ν
k′ ‖2→2 . B2,2(λ, µ, µ′)
which follows from (5.14), Lemma 4.9, and Lemma 4.8. Therefore we get (5.5) for
p satisfying 0 < δ(p, p′) < 2d−1 . 
In order to show Proposition 5.5 we first recall (5.9). From (4.1) and (4.2) it is
clear that |D(x, y)| . µµ′ for (x, y) ∈ A+,νk × A+,νk′ if k ∼ν k′. Since µ′ ≪ µ,
|D(x, y)| ≪ µ2, so by Lemma 4.2 we have the estimate (4.8). Thus, we note that
the first and the third estimates in (4.9) continue to hold. Taking summation along
j gives the estimates (5.10) and (5.11) for 2(d+ 3) < δ(p, p′) < 2/(d− 1). On the
other hand, by Lemma 4.10 we have
‖Iκ(ν)‖2→2 . B2,2(λ, µ, µ′), ‖IIIκ(ν)‖2→2 . B2,2(λ, µ, µ′).
By means of interpolation we get∑
κ=±
‖Iκ(ν)‖p→p′ +
∑
κ=±
‖IIIκ(ν)‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
for some c > 0 and p satisfying 0 < δ(p, p′) < 2/(d − 1). It remains to show the
estimate for IIκ(ν).
By Lemma 4.8, we only need to consider the bound on the operator χ+,νk Pλχ
+,ν
k′
with k ∼ν k′. Since the estimate is invariant under simultaneous rotation (x, y)→
(Ux,Uy), we may assume that
(5.20)
A+,νk ⊂
{
x : |x1 − 1| ∼ µ, |x| .
√
µµ′
}
,
A+,νk′ ⊂
{
x : |x1 − 1| ∼ µ′, |x| .
√
µµ′
}
.
Here x = (x1, x) ∈ R × Rd−1. Recalling (4.1) we note that unlike the previous
case D(x, y) may vanish if (x, y) ∈ A+,νk × A+,νk′ . We make further decomposition
of A+,νk ×A+,νk′ into smaller rectangles B ×B′ tightly to localize the value of D on
each B ×B′. That is to say, we decompose A+,νk ×A+,νk′ into finitely many B ×B′
such that either |D(x, y)| < ε◦µµ′, or |D(x, y)| ≥ ε◦µµ′. Fortunately this can be
achieved by covering the sets A+,νk and A
+,ν
k′ into only finitely many (essentially
disjoint) sub-rectangles of dimensions about ǫµ× (ǫ√µµ′)d−1 and ǫµ′× (ǫ√µµ′)d−1
with sufficiently small ǫ. For this it is enough to show the following elementary
lemma.
Lemma 5.6. Let (x, y) ∈ A+,νk ×A+,νk′ and A+,νk , A+,νk′ satisfy (5.20). If x∗ ∈ A+,νk
and x− x∗ is contained in the box {(x1, x) : |x1| ≤ ǫµ, |x| ≤ ǫ
√
µµ′} and y∗ ∈ A+,νk′
and y − y∗ is contained in the box {(x1, x) : |x1| ≤ ǫµ′, |x| ≤ ǫ
√
µµ′}, then
(5.21) |D(x, y)−D(x∗, y∗)| . ǫµµ′.
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Proof. We write the difference D(x, y)−D(x∗, y∗) as follows:
D(x, y) −D(x∗, y∗) = [D(x1, · · · )−D(x∗1 , · · · )] + [D(x∗1, x2, · · · )−D(x∗1 , x∗2, · · · )]+
· · ·+ [D(· · · , yd−1, yd)−D(· · · , y∗d−1, yd)] + [D(· · · , y∗d−1, yd)−D(· · · , y∗d−1, y∗d)].
In the above only one coordinate differs for each term inside [ ]. It is sufficient to
show the estimate when only one coordinate differs from the previous one. We note
|x1 − x∗1| ≤ ǫµ, |y1 − y∗1 | ≤ ǫµ′, and |xj − x∗j |, |yj − y∗j | ≤ ǫ
√
µµ′, j ≥ 2, and also
D(x, y) = 1 +
d∑
j,l=1
(xjyj)(xlyl)− x21 − · · · − x2d − y21 − · · · − y2d .
Thus, [D(x1, · · · )−D(x∗1 , · · · )] = (x∗1−x1)(x∗1+x1)(1−y21)+2(x1−x∗1)y1
∑
l 6=1 xlyl
and we get [D(x1, · · · )−D(x∗1, · · · )] = O(ǫµ′µ) because |1− y1| . µ′ and |xl|, |yl| .√
µµ′ for l = 2, · · · , d. Similarly we have [D(· · · , y1, · · · ) −D(· · · , y∗1 , · · · )] = (y1 −
y∗1)(y1 + y
∗
1)(1 − x21) + 2x∗1(y1 − y∗1)
∑
l 6=1 xlyl = O(ǫµ
′µ). For j ≥ 2, we note that
[D(· · · , xj , · · · )− D(· · · , x∗j , · · · )] is equal to
(x2j − (x∗j )2)y2j − (x2j − (x∗j )2) + 2(xj − x∗j )y∗j
∑
l 6=j
xlyl,
and, similalry, [D(· · · , yj , · · · )−D(· · · , y∗j , · · · )] equals (y2j−(y∗j )2)x2j−(y2j−(y∗j )2)+
2x∗j (yj−y∗j )
∑
l 6=j xlyl. Both [D(· · · , xj , · · · )−D(· · · , x∗j , · · · )] and [D(· · · , yj , · · · )−
D(· · · , y∗j , · · · )] are clearly bounded by O(ǫµ′µ) because of (5.20). Thus we get
(5.21). 
Let ǫ = cε◦ with sufficiently small c > 0. Let {B}, {B′} be collections of almost
disjoint rectangles of dimensions ǫµ×(ǫ√µµ′)d−1 and ǫµ′×(ǫ√µµ′)d−1 which cover
A+,νk , A
+,ν
k′ , respectively. Clearly we may assume that
(5.22) A+,νk ×A+,νk′ =
⋃
B ×B′.
Then, taking ǫ > 0 small enough in Lemma 5.6 we may assume that one of the
following holds with small ε◦:
|D(x, y)| & ε◦µµ′, ∀(x, y) ∈ B ×B′,(5.23)
|D(x, y)| ≪ ε◦µµ′, ∀(x, y) ∈ B ×B′.(5.24)
Thus the matter is reduced to obtaining the estimate, for p satisfying 0 < δ(p, p′) <
2/(d− 1),
(5.25) ‖
∑
κ=±
∑
c1
√
µ<2−j<c2
√
µ
χBPλ[ψ
κ
j ]χB′‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
with some c > 0 while B, B′ satisfy either (5.23) or (5.24). We can handle the first
case in the same manner as in the proof of Lemma 5.4. Since |D(x, y)| ∼ µµ′, by
Lemma 2.5 and (2.10) we have
‖
∑
κ=±
∑
c1
√
µ<2−j<c2
√
µ
χBPλ[ψ
κ
j ]χB′‖1→∞ . B1,∞(λ, µ, µ′)
(
µ′/µ
) d+1
8 δ(1,∞)− 14 .
On the other hand, we have
‖
∑
κ=±
∑
c1
√
µ<2−j<c2
√
µ
χBPλ[ψ
κ
j ]χB′‖2→2 . B2,2(λ, µ, µ′)
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which follows from the estimate (5.13) and Lemma 4.9. Interpolation between
these two estimates gives (5.25) provided that 0 < δ(p, p′) < 2/(d − 1). The
estimate (5.25) for the other case (5.24) immediately follows as soon as we obtain
the following.
Proposition 5.7. Let d ≥ 5. Let 2−j ∼ √µ and 2−ν ∼ √µµ′. Suppose (5.20) and
(5.24) holds for (x, y) ∈ B × B′. Then, if 43d+4 < δ(p, p′) < 23 , there is a constant
c > 0 such that
‖χBPλ[ψj ]χB′‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
.(5.26)
We also have restricted weak type bounds if δ(p, p′) = 2/3 and µ = µ′ for d ≥ 2.
Clearly, Proposition 5.7 implies (5.25) while (5.24) holds for (x, y) ∈ B × B′ pro-
vided that 43d+4 < δ(p, p
′) < 23 . Since we have (5.13), the range is extended via
interpolation in the same manner as before so that (5.25) holds for p satisfying
0 < δ(p, p′) < 23 . It now remains to show Proposition 5.7 to complete the proof of
Proposition 5.5.
However, the proof of Proposition 5.7 is more involved, so we postpone it to the
next section. Instead, we provide the proofs of (5.5) with (σ, σ′) 6= (+,+).
Remark 4. We briefly explain how the argument fails when d = 1. Especially,
the estimate in Proposition 5.7 is not viable. In addition to the assumption of
Proposition 5.7 we have D(x, y) = (1−x2)(1−y2) ∼ µµ′ for (x, y) ∈ B×B′ because
d = 1. So, from Lemma 2.5 it follows ‖χBPλ[ψj ]χB′‖1→∞ . λ− 12 (µµ′)−1/4 and
we also have ‖χBPλ[ψj ]χB′‖2→2 . (µµ′)1/4 by Lemma 7.9. Interpolation between
these two estimates gives
‖χBPλ[ψj ]χB′‖p→p′ . λ− 12 δ(p,p
′)(µµ′)
1
4− 12 δ(p,p′).
However, the additional gain of the factor
(
µ′/µ
)c
is not available for any 1 ≤ p ≤ 2.
5.3. Proof of (5.5) with (σ, σ′) 6= (+,+). In what follows we show the estimate
(5.5) for the remaining cases but thanks to a favorable bound on the oscillatory
integral we don’t need the sophisticated argument which we need for the case σ, σ′ =
+. We show the bound dividing the cases 2−2ν ≫ µµ′, 2−2ν . µµ′, separately.
The case 2−2ν ≫ µµ′ can be handled without changing the argument used in
Section 5.2.1 since the estimates in Lemma 4.1, and Lemma 4.2 remain valid for
the case (σ, σ′) = (±,−), (−,+). In fact, we may use the estimates (4.5), (4.9), and
(5.13). The rest of argument is exactly same as in the proof of (5.7) with σ, σ′ = +,
so we omit the details.
For the remaining part ν : 2−2ν . µµ′, we need only to show
(5.27) ‖
∑
κ=±
∑
j≥4
∑
k∼νk′
χσ,νk Pλχ
σ′,ν
k′ ‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
because there are only finitely many ν. We first consider the estimate (5.27) with
σ = −, σ′ = ±. Since µµ′ ≪ µ2, we have the estimate in the second case of (4.8) if
2−j ≫ √µ, and otherwise we may use (d) in Lemma 4.2. Also, see (II) in Figure
4. Taking N = 1/2 in these estimates and interpolating them with the L2 bound
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≀≀
x¯
x1
x11
∼µ
Q1 Q2 · · · Qn
ε◦
√
µµ′
ε◦
√
µµ′
B′
∼µ′
ε◦
√
µµ′
Figure 5. The cubes Q1, . . . , Qn, and B
′.
‖χ−,νk Pλ[ψκj ]χ±,νk′ ‖2→2 . λ−
d
2 2−j which follows from (2.8) and scaling, we have, for
k ∼ν k′ and κ = ±,
(5.28)
‖χ−,νk Pλ[ψκj ]χ±,νk′ ‖p→p′ .
{
λ
d−1
2 δ(p,p
′)− d2 2(
d−1
2 δ(p,p
′)−1)jµ−δ(p,p
′), 2−j .
√
µ,
λ
d−1
2 δ(p,p
′)− d2 2(
d+3
2 δ(p,p
′)−1)j , 2−j ≫ √µ,
provided 1 ≤ p ≤ 2. Splitting the cases 2−j . √µ and 2−j ≫ √µ and using the
above estimate we get∑
j
max
k∼νk′
‖χ−,νk Pλ[ψκj ]χ±,νk′ ‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
, κ = ±,
for some c > 0 provided that 2/(d+ 3) < δ(p, q) < 2/(d− 1). Hence, by Lemma
4.8 and (2.10) we have (5.27) for some c > 0 provided that 2/(d+ 3) < δ(p, q) <
2/(d− 1). This resulting estimate can be interpolated with (5.14) to give (5.27)
with σ = −, σ′ = ± for 0 < δ(p, q) < 2/(d− 1).
Finally, the estimate (5.27) with (σ, σ′) = (+,−) is easier because −D(x, y) ∼ µµ′
for (x, y) ∈ A+,νk × A−,νk′ . In fact, one may repeat the same lines of argument in
Section 5.2.2 to show the desired estimate provided that 0 < δ(p, p′) < 2/(d − 1).
We omit the details.
6. Proof of Proposition 5.7
In this section we prove Proposition 5.7. Recalling (5.20) and (5.22), after additional
decomposition, rotation, and reflection 13 we may assume
(6.1)
B ⊂{x : |x1 − 1| ∼ µ, |x2| ≪
√
µµ′, |x˜| .
√
µµ′ },
B′ ⊂{x : |x1 − 1| ∼ µ′, x2 ∼
√
µµ′, |x˜| .
√
µµ′ }
because the assumption (5.24) and (4.1) implies θ(x, y) ∼ √µµ′.
13To make it hold that |x2| ≪
√
µµ′ and y2 ∼
√
µµ′, we may use (x2, y2)→ −(x2, y2) for the
kernel of the operator χBPλ[ψj ]χB′ .
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6.1. Additional decomposition of B. We further decompose B into smaller
cubes Q1, . . . , Qn, n .
√
µ
µ′ of side length ε◦
√
µµ′ so that
B =
n⋃
k=1
Qk.
(See Figure 5.) From (6.1) and (3.34), we see that
(6.2) Sc(Q1 ×B′), . . . , Sc(Qn ×B′), . . . ⊂ [c2√µ, c1√µ]
for some c1, c2 > 0, and each of them is again contained in boundedly overlapping
intervals Ik of length about ε◦
√
µ′. Indeed, since (x, y) → cosSc(x, y) is Lipschitz
continuous as is clear from (3.34), | cosSc(x, y) − cosSc(x∗, y∗)| . ε◦
√
µµ′ for all
(x, y), (x∗, y∗) ∈ Qk × B′. From Lemma 3.11 we note that Sc(x, y) ∼ √µ because
|x+ y|+ |x− y| ≥ c for some c > 0 if (x, y) ∈ B×B′. Since s ∼ √µ on the support
of ψj , by the above inequality and the mean value theorem we have
(6.3) |Sc(x, y)− Sc(x∗, y∗)| . ε◦
√
µ′
whenever (x, y) and (x∗, y∗) are in Qk ×B′.
We decompose χBPλχB′ to
∑
k χQkPλχB′ . To control each term we may sim-
ply apply the triangle inequality. However, this leads to large loss in bound, so
we exploit a weak localization property which is based on decay estimate for the
associated oscillatory integral.
Let c(Qk × B′) be the center of the set Qk × B′, k = 1, . . . , n, and for a large
constant C > 0 let us set
ψ0Qk = ψ˜0
(s− Sc(c(Qk ×B′))
Cε◦
√
µ′
)
, ψmQk = ψ˜
(s− Sc(c(Qk ×B′))
Cε◦2m
√
µ′
)
, m ≥ 1
where ψ˜0 =
∑
j≤0 ψ˜(2
−j ·) and ψ˜ = ψ(| · |). We clearly have
χBPλ[ψj ]χB′ =
∑
m≥0
∑
k
Pmk :=
∑
m≥0
∑
k
χQkPλ[ψjψ
m
Qk
]χB′ .
In what follows we may assume that 2m
√
µ′ .
√
µ because ψjψ
m
Qk
= 0 otherwise
due to the support property of ψ.
Lemma 6.1. Let d ≥ 2. If δ(p, p′) > 43d+4 , for some c > 0 we have
(6.4) ‖
∑
m≥1
∑
k
Pmk ‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
.
Refining the argument further, it is possible to extend the range p where the above
estimate holds but we do not pursue the matter since it does not give any improve-
ment.
Proof. Note that |s−Sc(c(Qk×B′))| ∼ 2m
√
µ′ implies | cos s−cosSc(c(Qk×B′))| ∼
2m
√
µµ′ form ≥ 1. We also note that |〈x, y〉−cosSc(x, y)|2 . |D(x, y)|. Combining
these observations with (2.25) and (5.24), we haveQ(x, y, cos s) ∼ 22mµµ′ if (x, y) ∈
Qk ×B′ and s ∈ suppψmQk . Thus, from (2.27) we see that
(6.5) |∂sP| & (2m
√
µµ′)2µ−1 ∼ 22mµ′
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on the support of ψmQk . Also, since 2
m
√
µ′ .
√
µ, we have |∂ksP| . 22mµ′(2m
√
µ′)1−k
and |(d/ds)k(ψjψmQk)| . (2m
√
µ′)−k on the support of ψmQk . Integration by parts
(Lemma 2.8) gives the estimate
(6.6) |(χQkPλ[ψjψmQk ]χB′)(x, y)| . χQk(x)χB′ (y)2m
√
µ′µ−
d
4
(
1 + λ23m(µ′)
3
2
)−N
for any N . Since Qk are essentially disjoint, taking N = 1/2, for m ≥ 1 we get
(6.7) ‖
∑
k
Pmk ‖1→∞ . λ−
1
2 2−
1
2m(µµ′)−
d+3
8 +
1
4
(
µ′/µ
)d−1
8 .
Since |Qk| ∼ (µµ′) d2 and |B′| ∼ µ′(µµ′) d−12 , taking N = d/2 in (6.6) and using
Lemma 4.4, it follows that
‖χQkPλ[ψjψmQk ]χB′‖2→2 . λ−
d
2 2m(1−
3d
2 )(µ′)
3
4− d4µ
d
4− 14 .
On the other hand, since the cutoff function ψjψ
m
Qk
is not depending on x, y and
is supported in an interval of length 2m
√
µ′, from isometry of the propagator we
have ‖χQkPλ[ψjψmQk ]χB′‖2→2 . λ−
d
2 2m
√
µ′. Combining these two estimates via
interpolation to remove 2m, we get
‖χQkPλ[ψjψmQk ]χB′‖2→2 . λ−
d
2 (µ′)
2d+1
6d µ
d−1
6d .
Since {Qk} are essentially disjoint and there are as many as O(
√
µ/µ′) of {Qk},
it is clear that ‖∑kPmk ‖2→2 . (µ′/µ)− 14 maxk ‖χQkPλ(ψjψmQk)χB′‖2→2. Hence,
using the above estimate we get
‖
∑
k
Pmk ‖2→2 . λ−
d
2 (µ′)
2d+1
6d µ
d−1
6d
(
µ′/µ
)− 14 = λ− d2 (µµ′) 14 (µ′/µ)− 16+ 16d .
We now interpolate this with (6.7) to get
‖
∑
k
Pmk ‖p→p′ . 2−
m
2 δ(p,p
′)Bp,p′(λ, µ, µ)
(
µ′/µ
)d−1
6d (
3d+4
4 δ(p,p
′)−1)
.
Hence, summation along m ≥ 1 gives the desired estimate (6.4) with some c > 0 if
δ(p, p′) > 43d+4 . 
6.2. Estimate for
∑
kP
0
k. This section and subsequent sections are devoted to
showing the following, which completes the proof of Proposition 5.7 being combined
with Lemma 6.1.
Proposition 6.2. Let d ≥ 5. If 6/(d+5) < δ(p, p′) < 2/3, then we have, for some
c > 0,
(6.8) ‖
∑
k
P0k‖p→p′ . Bp,p′(λ, µ, µ)
(
µ′/µ
)c
.
We also have restricted weak type bounds if δ(p, p′) = 2/3 and µ = µ′ for d ≥ 2.
Proof of Proposition 6.2. As before, in order to get the correct bound O(λ−
1
2 ) for
L1–L∞ estimate we need to make additional decomposition of P0k by inserting
cutoff functions ψ˜(2l(s− Sc(x, y)). That is to say,
(6.9) P0k =
∑
l
P0k,l :=
∑
l
χQkPλ[ψjψ
0
Qk ψ˜(2
l(· − Sc))]χB′ .
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It seems that this decomposition in l is unavoidable since the decay of order − 12 in
λ is only available when we have the same order of decay estimate for the oscillatory
integral. Clearly, for each l we have that
(6.10) 2−l ≤ ε◦
√
µ′
since the summand becomes zero otherwise by the support property of ψ. The
condition (6.10) plays a crucial role in what follows. It will allow us to suppress
the errors to manageable size by taking ε◦ small enough.
We note that
(6.11) |∂2sP(x, y, s)| & 2−l, s ∈ supp ψ˜(2l(· − Sc(x, y))) ∩ suppψj .
Indeed, from (3.29) and (3.30) we haveR(x, y, cos s) = (cosSc(x, y)−cos s)(τ+(x, y)−
cos s). On the other hand, by (3.30) we have τ+(x, y) − 1 ∼ |x− y| ∼ µ if (x, y) ∈
B×B′. Since τ+(x, y)−cos s ≥ τ+(x, y)−1 ∼ µ for (x, y) ∈ B×B′ and s ∈ suppψj ,
by the mean value theorem it follows |R(x, y, cos s)| ∼ µ 32 |Sc(x, y) − s| ∼ µ 32 2−l.
So, (6.11) follows by (3.28).
By (6.11) and Lemma 2.7 ‖P0k,l‖1→∞ . λ−
1
2 2
l
2µ−
d
4 = λ−
1
2 2
l
2 (µµ′)−
d
8
(
µ′/µ
) d
8 .
Thus, it follows that
(6.12) ‖
∑
k
P0k,l‖1→∞ . λ−
1
2 2
l
2 (µµ′)−
d
8
(
µ′/µ
)d
8
because Qk are essentially disjoint. On the other hand, for any ǫ > 0 we claim
(6.13) ‖P0k,l‖2→2 . λ−
d
2 2−l
(
µ′/µ
)− 34−ǫ.
This is to be shown later (see Lemma 6.3). Since there are as many as O(
(
µ′/µ
)− 12 )
essentially disjoint Qk, it follows that ‖
∑
kP
0
k,l‖2→2 . λ−
d
2 2−l
(
µ′/µ
)−1−ǫ
. Inter-
polating this with (6.12), we get
‖
∑
k
P0k,l‖p→p′ . λ
d−1
2 δ(p,p
′)− d2 2(
3
2 δ(p,p
′)−1)l(µµ′)−
d
8 δ(p,p
′)(µ′/µ)−1+d+88 δ(p,p′)−ǫ.
Summation over l gives ‖∑kP0k‖p→p′ . Bp,p′(λ, µ, µ)(µ′/µ)− 34+ d+58 δ(p,p′)−ǫ for p
satisfying δ(p, p′) < 2/3 because of (6.10). Since ǫ can be taken arbitrarily small,
we have (6.8) for p satisfying 6/(d+ 5) < δ(p, p′) < 2/3.
For d ≥ 2 the restricted weak type bound for δ(p, p′) = 2/3 and µ = µ′ follows from
the above estimate and Lemma 2.4. 
To complete the proof of Proposition 5.7 it remains to show (6.13).
6.3. Proof of (6.13). Now we proceed to show the L2 estimate (6.13). Concerning
the operator P0k,l, we may replace χQk in (6.9) with the smooth function χ˜Qk
adapted to Qk such that χ˜Qk = 1 on Qk and χ˜Qk is supported in a slightly enlarged
set.
We recall the phase function Φs given by (3.46) and set
(6.14) As(x, y) := χ˜Qk(x)χB′(y)
(
2−
d
2 jaψjψ
0
Qk
)
(Slc(x, y, s)).
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By making change of variables s → 2−ls+ Sc(x, y) (see Section 3.6), recalling the
definition (3.44), we note that
P0k,lf = 2
d
2 j2−l
∫
ψ˜(s)Oλ[Φs, As]f ds.
Since 2−j ∼ √µ, for (6.13) it is sufficient to show the following.
Lemma 6.3. Let d ≥ 2 and s ∈ suppψ. Suppose (6.10) holds. Then, for any ǫ > 0
we have the estimate
‖Oλ[Φs, As]‖2→2 . µ d4 λ− d2
(
µ′/µ
)− 34−ǫ.
As is to be seen below, the above oscillatory integral estimate displays different
nature. Though this basically falls into the category of the oscillatory integral
operator considered in Lemma 3.13, it carries degeneracy along the variables x1, y1
which becomes worse as µ′/µ gets smaller. To prove Lemma 6.3 we need several
lemmas which provide estimates for the phase Φs and the amplitude As.
Lemma 6.4. Let 2−l ≤ ε◦
√
µ′, and s ∈ suppψ. If (x, y) ∈ B ×B′, then
∂αx ∂
β
y Sc = O
(
µ
1
2−|α|−|β|
)
,(6.15)
∂αxAs = O((µµ
′)−
|α|
2 ).(6.16)
Proof. Let us set G(x, y) := |x − y|1/2. To show (6.15), from (3.34) we first note
that Sc(x, y) is close to G(x, y), and one may expect Sc(x, y) behaves like G(x, y).
More rigorously, we can prove (6.15) inductively by making use of (3.34). We
assume (6.15) is true for |α|+ |β| ≤ N . Applying ∂αx ∂βy on both side of (3.34) with
|α|+ |β| = N + 1, it is not difficult to see that
(6.17) sinSc(x, y)∂
α
x ∂
β
y Sc(x, y) +O
(
µ−N
)
= O
(
µ−N
)
for (x, y) ∈ B × B′. Indeed the right hand side of (3.34) behaves as if it were
|x − y| and the terms other than the first one in the left hand side of (6.15)
are given by a linear combination of products of either sinSc(x, y), or cosSc(x, y)
and
∏l
i=1 ∂
αi
x ∂
βi
y Sc(x, y), l ≥ 2 and
∑l
1(|αi| + |βi|) ≤ N + 1 . Thus, our induc-
tion assumption shows these terms are bounded by O(µ−N ) and we get (6.17).
Since µ′ ≤ µ, |x − y| ∼ µ and Sc(x, y) ∼ √µ for (x, y) ∈ B × B′, (6.17) gives
∂αx ∂
β
y Sc(x, y) = O(µ
−N−1/2) as desired.
Once we have (6.15), the proof of (6.16) is easier. Since d
k
dsk (2
d
2 jaψj) = O(µ
− k2 ),
from (6.14) it is sufficient to show that
∂αx ∂
β
y
(
ρ
(2−ls+ Sc(x, y)− s0
Cε◦
√
µ′
))
= O
(
(
√
µµ′)−|α|−|β|
)
,
∂αx ∂
β
y
(
ρ
(2−ls+ Sc(x, y)− s0
Cε◦
√
µ
))
= O(µ−|α|−|β|)
for any s0 provided that ρ ∈ C∞c (−1, 1) with | d
k
dsk ρ| ≤ C independent of j for
k = 0, 1, . . . . The other factors are handled easily. Since we have (6.15), both of
the above bounds follow from direct computation. 
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Lemma 6.5. Let 2−l ≤ ε◦
√
µ′. If (x, y) ∈ Qk × B′ and 0 < µ′ ≤ µ ≪ 1, for
|α|, |β| ≥ 1,
(6.18) ∂αx ∂
β
yΦs(x, y) = O(µ
3
2−|α|−|β|).
Proof. We recall (3.46) and P(x, y, s) := s2 + |x|
2+|y|2
2 cot s− 〈x, y〉 csc s. If |α| = 1,
we write
∂αxΦs(x, y, s)
= −Q(x, y, cosS
l
c(x, y))
sin2 Slc(x, y)
∂αxSc + x
α cosS
l
c(x, y)− 1
sinSlc(x, y)
+ (xα − yα) cscSlc(x, y)
=: I + II + III.
Since |D| ≤ ε◦µµ′ for (x, y) ∈ Qk × B′, by (6.10) and (3.35) we note that, if
(x, y) ∈ Qk ×B′,
(6.19) Q(x, y, cosSlc(x, y)) = O(ε◦µµ′).14
We also have xα = O((µµ′)|α|/2) and xα − yα = O(µα1 (µµ′)|α|/2) provided that
(x, y) ∈ Qk × B′. Since Slc ∼
√
µ, and Sc(x, y) ∼ √µ, by (6.15) we see that
I = O(µ′µ
1
2−|α|) and II = O(
√
µ(µµ′)|α|/2). Similarly, since |x − y| . µ, we get
III = O(µα1−
1
2 (µµ′)|α|/2). We also see the same estimate holds for ∂αy Φs(x, y, s).
The estimates for higher order derivatives can be obtained in the similar manner
by direct differentiation. So, we omit the detail. 
For a matrix M we denote by Mi,j the (i, j)-th entry of M and define M˜ to be the
(d − 1) × (d − 1) submatrix of M given by M˜i,j = Mi+1,j+1 for 1 ≤ i, j ≤ d − 1.
The following shows that the matrix ∂x∂
⊺
yΦs(x, y) takes a particular form, which is
to be important in proving Lemma 6.3.
Lemma 6.6. Let 2−l ≤ ε◦
√
µ′ and let us set M = − sinSc(x, y)∂x∂⊺yΦs(x, y). If
(x, y) ∈ Qk ×B′ and 0 < µ′ ≤ µ≪ 1, then the matrix M takes the form
(6.20) M =
(
M1,1 v
⊺
w M˜
)
=
 ∼ µ′/µ O(√µ′/µ)
O
(√
µ′/µ
)
O(1)
 ,
and
detM ∼ (µ′/µ).(6.21)
Additionally, if µ′ ≪ µ, then we have
det M˜ ∼ 1.(6.22)
14It is clear from (6.3). Also one may use the mean value theorem Q(cos(2−ls+ Sc(x, y))) =
∂τQ(cos(2−ls∗ + Sc(x, y))) sin(2−ls∗ + Sc(x, y))2−ls+ O(ε◦µµ′) for some s∗.
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Proof of Lemma 6.3. Let (x0, y0) be the center of the cube Qk × B′. We make
change of variables to balance the size of entries in the matrix M. Let us set
L(x, y) :=
(
µx1,
√
µµ′ x, µy1,
√
µµ′ y
)
+ (x0, y0),
Φ˜(x, y) := (
√
µµ′)−1Φs(L(x, y)),
A˜(x, y) := As(L(x, y)).
Making change of variables (x, y)→ L(x, y), it is easy to see that
(6.23) ‖Oλ[Φs, As]‖2→2 =
(
µ′/µ
)− 12 (µµ′) d2 ∥∥∥O√µµ′λ[Φ˜, A˜ ]∥∥∥
2→2
.
We recall that Qk is a cube of side length ε◦
√
µµ′ and B′ is of dimensions ε◦µ′ ×
(ε◦
√
µµ′)d−1, hence A˜ is supported in B1(0,
√
µ′/µ) × Bd−1(0, 1) × B1(0, µ′/µ) ×
Bd−1(0, 1). From (6.16) it follows that
(6.24) ∂α1x1 ∂
α
x A˜ = O
((
µ′/µ
)−α12 ).
We note that sinSc(x, y) ∼ √µ. Then, using (6.20), (6.21), and (6.18), successively,
we get
det ∂x∂
⊺
y Φ˜ ∼ 1,(6.25)
(∂x∂
⊺
y Φ˜)i,j = O(1), 1 ≤ i, j ≤ d(6.26)
∂α1x1 ∂
α
x ∂
β1
y1 ∂
β
y Φ˜ = O
((
µ′/µ
) |α|+|β|
2 −1), |α|, |β| ≥ 1(6.27)
for (x, y) ∈ supp A˜. Therefore, if µ ∼ µ′, the desired estimate follows from Lemma
3.13. If µ≫ µ′, then we use the additional estimate
det ∂x∂
⊺
y Φ˜ ∼ 1
which follows from (6.22). Hence, combining this with (6.24), (6.27), and (6.26),
we may apply Lemma 6.7 below to the oscillatory integral operator O√µµ′λ[Φ˜, A˜ ]
to get ∥∥∥O√µµ′λ[Φ˜, A˜ ]∥∥∥
2→2
. λ−
d
2 (µ′)−
d
2 µ−
d
4
(
µ′/µ
)− 14 (µ′/µ)−ǫ.
Thus, by (6.23) we obtain the desired estimate. 
Lemma 6.7. Let 0 < ω ≤ 1. Let a be a smooth function supported in Sω =
[−ω, ω]×Bd−1(0, 1)× [−ω2, ω2]×Bd−1(0, 1) such that |∂αx a| ≤ Cω−α1 . Suppose that
(∂x∂
⊺
yφ)i,j = O(1), |det ∂x∂⊺yφ| ∼ 1, |det ∂x¯∂⊺y¯φ| ∼ 1, and |∂αx ∂βy φ| . ω−2+|α|+|β|
for |α|, |β| ≥ 1 on Sω. Then, for any ǫ > 0 we have
(6.28) ‖Oλ[φ, a]f‖2 . λ− d2 ω− 12−ǫ‖f‖2.
The typical argument (for example, see [53, pp. 377–379]) which deals with the L2
oscillatory integral estimate does not work well here since the integration by parts
along two different directions does not necessarily split in a nice manner. We get
around this by using a simple localization argument. There is no reason to believe
the estimate (6.28) is optimal and it seems likely that the bound can be improved
by further refinement of our argument. However, this does not look simple in a
general setting such as in Lemma 6.7 and one may instead have to exploit the
particular structure of the phase and amplitude functions. This leads considerable
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complication of computation. We hope to pursue this matter elsewhere in near
future.
Proof of Lemma 6.7. By finite decomposition and translation we may replace Sω
with [−ε◦ω, ε◦ω]×Bd−1(0, ε◦)× [−ε◦ω2, ε◦ω2]×Bd−1(0, ε◦) with a small enough ε◦.
Let us set
Iλ(y, y
′) =
∫
eiλ(φ(x,y)−φ(x,y
′))a(x, y)a(x, y′)dx,
which is the kernel of Oλ[φ, a]∗Oλ[φ, a]. We first claim that
(6.29) |Iλ(y, y′)| . Cω(1 + λω2|y − y′|)−N .
To show this, let us set
Ψ(x) = φ(ωx1, x, y)− φ(ωx1, x, y′), A(x) = a(ωx1, x, y)a(ωx1, x, y′).
Then we write
Iλ(y, y
′) = ω
∫
eiλΨ(x)A(x)dx.
Clearly, ∂αxA = O(1) for all α and we claim that
|∇Ψ(x)| & ω|y − y′|,(6.30)
|∂αxΨ(x)| . |y − y′|, ∀|α| ≥ 2.(6.31)
Since
( ∇Ψ(x)
iλ|∇Ψ(x)|2 ·∇
)
eiλΨ(x) = eiλΨ(x), using the operator ∇Ψ(x)λ|∇Ψ(x)|2 ·∇, we perform
integration by parts N times to get
|Iλ(y, y′)| .
N∑
ℓ=0
∑
∑ |αi|=N+ℓ, |αi|≥2
∫ ∏ℓ
i=1 |∂αix Ψ(x)|
λN |∇Ψ(x)|N+ℓA(x)dx,
where A is a bounded function supported in Bd(0, 1). By (6.30) and (6.31) we
get the estimate (6.29). Now, we show (6.30) and (6.31). We note that ∇Ψ(x) =
(ω∂x1φ(ωx1, x, y) − ω∂x1φ(ωx1, x, y′), ∂xφ(ωx1, x, y) − ∂xφ(ωx1, x, y′)). Hence, we
have |∇Ψ(x)| ≥ ω|∇φ(ωx1, x, y)−∇φ(ωx1, x, y′)|. For (6.30) it is sufficient to show
that |∇φ(ωx1, x, y)−∇φ(ωx1, x, y′)| & |y − y′|. Using Taylor’s expansion, we get
∇φ(ωx1, x, y)−∇φ(ωx1, x, y′) = ∂x∂⊺yφ(ωx1, x, y′)(y−y′)+
∑
i,α:|α|=2
O(Ei,α|(y−y′)α|),
where Ei,α = sup(x,y)∈Sω |∂xi∂αy φ(x, y)|. Since |y1 − y′1| ≤ ε◦ω2 and |∂αx ∂βy φ| .
ω−2+|α|+|β| for |α|, |β| ≥ 1, it is clear that Ei,α|(y − y′)α| = O(ε◦|y − y′|). We
also have |∂x∂⊺yφ(ωx1, x, y′)(y − y′)| ∼ |y − y′| because (∂x∂⊺yφ)i,j = O(1) and
|det ∂x∂⊺yφ| ∼ 1. Hence, we get |∇φ(ωx1, x, y)−∇φ(ωx1, x, y′)| & |y−y′|. For (6.31)
it is sufficient to show that ∂αx ∂yj (φ(ωx1, x, y)) = O(1), |α| ≥ 2 by the mean value
theorem and this is clear because ∂αx ∂yj (φ(ωx1, x, y)) = O(ω
−2+α1+|α|+|β|) = O(1)
if |α| ≥ 2.
By virtue of (6.29), it is enough to show (6.28) while assuming that f is supported
in a cube of side length λ−1ω−2−ǫ. Indeed, let {q} be essentially disjoint closed
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cubes of side length λ−1ω−2−ǫ which covers Bd(0, 1). So, we may write f =
∑
q
fq
where fq = χqf and then we have
‖Oλ[φ, a]f‖22 =
( ∑
dist(q,q′)≥λ−1ω−2−ǫ
+
∑
dist(q,q′)<λ−1ω−2−ǫ
) ∫
Iλ(y, y
′)fq′(y′)fq(y)dydy
′
=: A+B.
Since λω2|y − y′| & ω−ǫ for (y, y′) ∈ q × q′ if dist(q, q′) ≥ λ−1ω−2−ǫ, taking large
N = N(ǫ) we see from (6.29) that
|A| .
∫
ωM (1 + λω2|y − y′|)−N/2|f(y)||f(y′)|dydy′.
Thus |A| ≤ Cλ−dωM−2d‖f‖22 and it is enough to show that |B| . λ−dω−1−ǫ‖f‖22.
For this it suffices to show that | ∫ Iλ(y, y′)fq′(y′)fq(y)dydy′| . λ−dω−1−ǫ‖fq′‖2‖fq‖2
with dist(q, q′) . λ−1ω−2−ǫ. The estimate clearly follows from
(6.32) ‖Oλ[φ, a]gχq‖2 . λ− d2 ω− 12−ǫ‖g‖2
by means of disjointness of q and the Cauchy-Schwarz’s inequality. To show (6.32)
we further divide q into almost disjoint rectangular slabs S1, . . . , SL of dimensions
λ−1 × (λ−1ω−2−ǫ)d−1 such that q = ⋃Lk=1 Sk. We claim that
(6.33) ‖Oλ[φ, a]gχSk‖2 . λ−
d
2ω
1
2 ‖g‖2.
By the triangle inequality and this estimate we have
‖Oλ[φ, a]gχq‖2 ≤
L∑
k=1
‖Oλ[φ, a]gχSk‖2 . λ−
d
2 ω
1
2
L∑
k=1
‖gχSk‖2.
Hence, the estimate (6.32) follows because
∑L
k=1 ‖gχSk‖2 . ω−1−
ǫ
2 ‖g‖2, which is
clear by the Cauchy-Schwarz inequality because L = O(ω−2−ǫ).
To show (6.33), it is sufficient to prove that, for 1 ≤ k ≤ L,
(6.34) |Iλ(y, y′)| . Cω(1 + λ|y − y′|)−N , y, y′ ∈ Sk
because
∫
Sk
ω(1 + λ|y − y′|)−Ndy . ωλ−d. Since |y1 − y′1| ≤ λ−1 for y, y′ ∈ Sk and
∂x∂y1φ = O(1), it is clear that ∂xφ(x, y)− ∂xφ(x, y′) = ∂xφ(x, y)− ∂xφ(x, y1, y′) +
O(λ−1). Recalling | det ∂x∂yφ| ∼ 1, we see that
|λ(∂xφ(x, y)− ∂xφ(x, y′))| & λ|y − y′|+O(1).
Hence, integration by parts in x gives the desired bound (6.34). 
6.4. Proof of Lemma 6.6. As before, it is enough to show Lemma 6.6 under
the assumption (3.54), i.e., x = (r, 0, 0, . . . , 0) and y = (ρ, h, 0, . . . , 0). We can
use a rotation U to make this form of x, y cover the general case. In fact, for
(x, y) ∈ B × B′, there is a rotation matrix U such that Ux = (r, 0, 0, . . . , 0),
Uy = (ρ, h, 0, . . . , 0), and
(6.35) U =
(
U1,1 v
w U˜
)
=
(
1 +O(µµ′) O(
√
µµ′)
O(
√
µµ′) O(1)
)
.
To see this, first choose a rotation R such that Rx = (r, 0, . . . , 0). Since x ∈ B, it is
clear thatR1,1 = e1·Re1 = 1+O(µµ′) andR1,2,R1,3, . . . ,R1,d,R2,1,R3,1, . . . ,Rd,1 =
O(
√
µµ′). Next, we may choose another rotation S such that Se1 = e1 and
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SRy = (ρ, h, 0, . . . , 0). Then it follows that SR takes the form of U in (6.35)
because y/|y| = e1 + O(
√
µµ′) if y ∈ B′. Similarly, we see U⊺ is also of the same
form as U.
From (3.34) and (3.46), it follows that Sc(Ux,Uy) = Sc(x, y) and Φs(Ux,Uy) =
Φs(x, y). A computation shows that U
⊺∂x∂
⊺
yΦs(Ux,Uy)U = ∂x∂
⊺
yΦs(x, y). Thus,
(6.36) M(Ux,Uy) = UM(x, y)U⊺.
Now we claim that if the matrix M(Ux,Uy) satisfies (6.20), (6.21), and (6.22) in
place of M, then the same is true for M(x, y). It is clear from (6.36) that M(x, y)
satisfies (6.21). So, to verify our claim we only need to show (6.20) and (6.22)
for M(x, y). Since U and U⊺ take the form in (6.35), using the block matrix
multiplication, it is easy to see that
M(x, y) = U⊺M(Ux,Uy)U =
(
a+O(µ′) O(
√
µ′/µ)
O(
√
µ′/µ) U˜⊺ M˜(Ux,Uy) U˜ +O(µ′)
)
with a ∼ µ′/µ. Since µ′ ≪ µ′/µ, M(x, y) clearly takes the same form as in (6.20).
Also note that | det U˜| ∼ 1 and | det U˜⊺| ∼ 1 becauseU andU⊺ are of the same form
in (6.35). Also, det U˜ and det U˜⊺ have the same sign, so det(U˜⊺ M˜(Ux,Uy) U˜) ∼ 1.
This shows (6.22) is true for M(x, y) because µ′ ≪ 1 and completes the proof of
our claim. Therefore, we may assume (3.54) to show Lemma 6.6.
Recalling (3.49) we begin with discarding harmlessly small parts. Let us set
G(x, y) := − sinSlc
(
∂xSc∂
⊺
y∂sP(x, y, Slc) + ∂x∂sP(x, y, Slc)∂⊺ySc
)
,
F(x, y) := − sinSlc∂2sP(x, y, Slc)∂xSc∂⊺ySc,
M(x, y) := Id +G(x, y) + F(x, y).
Since Slc ∼ 2−j ∼
√
µ, by (2.27), (6.19), and Lemma 6.4 we see
| sinSlc(x, y, s)∂sP(x, y, Slc(x, y, s))∂x∂⊺ySc(x, y)| . ε◦µ′/µ, (x, y) ∈ Qk ×B′.
Since − sin s ∂x∂⊺yP(x, y, s) = Id, from (3.49) we have that − sinSlc∂x∂⊺yΦs(x, y) =
M(x, y)+O(ε◦µ′/µ). To show Lemma 6.6, taking small enough ε◦ > 0, it is sufficient
to show that the matrix M satisfies (6.20), (6.21) and (6.22) in place of M.
Let us set
a :=
|x|2 + |y|2
〈x, y〉 , c :=
cosSc
sinSc|x+ y||x− y| .(6.37)
Then, from Lemma 3.15 we have
∂xSc(x, y) = c(2x− ay), ∂⊺ySc(x, y) = c(2y⊺ − ax⊺).
On the other hand, a simple computation shows
∂x∂sP(x, y, Slc) =
1
sin2 Slc
(cosSlc y − x), ∂⊺y ∂sP(x, y, Slc) =
1
sin2 Slc
(cosSlc x
⊺ − y⊺).
Using the above identities, we note that
(6.38)
G = − c
sinSlc
(
(2 cosSlc + a)(xx
⊺ + yy⊺)− 4xy⊺ − 2a cosSlcyx⊺
)
,
F = sinSlc ∂
2
sP(x, y, Slc) c2
(
2a(xx⊺ + yy⊺)− 4xy⊺ − a2yx⊺).
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Since we are assuming (3.54) it is clear that Fi,j = 0 and Gi,j = 0 if i or j > 2
and, hence, Mi,j = δij if i or j > 2 where δij is the Kronecker delta. Thus, to show
Lemma 6.6 it is sufficient to consider the entries M1,1, M1,2, M2,1, and M2,2. For
the purpose we need the following lemma.
Lemma 6.8. Let 0 < µ′ ≤ µ ≤ c◦ and let x = (r, 0, 0, . . . , 0) and y = (ρ, h, 0, . . . , 0).
Assume 2−l ≤ ε◦
√
µ′, 1 − r ∼ µ, 1 − ρ2 − h2 ∼ µ′ and h ∼ √µµ′. Then, if c◦ > 0
and ε◦ are small enough, for (x, y) ∈ Qk ×B′ and Slc(x, y) ∈ suppψ0Qk we have
M1,1(x, y) =
h2
|x− y|2 +O(ε◦µ
′/µ),(6.39)
M1,2(x, y) =
−h
2|x− y|2
(
(1 + cosSc)ρ− 2r
)
+O(ε◦
(
µ′/µ
) 1
2 ),(6.40)
M2,1(x, y) =
−h
2|x− y|2
(
(1 + cosSc)ρ− 2r cosSc
)
+O(ε◦
(
µ′/µ
) 1
2 ),(6.41)
M2,2(x, y) =
(r − ρ)2
|x− y|2 +O(ε◦µ
′/µ).(6.42)
It should be noted that this lemma remains to hold under the assumption that
µ′ ≤ µ instead of µ′ ≪ µ. The case µ ∼ µ′ can be proved in a much simpler way
since the involved quantities are relatively large.
Proof of Lemma 6.6. Recall that it is enough to show the matrixM satisfies (6.20),
(6.21) and (6.22) in place of M. Once we have Lemma 6.8, the proof of Lemma 6.6
is rather straightforward. Since Mi,j = δij if i or j > 2, for (6.20) it is sufficient to
note that
M1,1 ∼
(
µ′/µ
)
, M1,2 = O(
(
µ′/µ
) 1
2 ), M2,1 = O(
(
µ′/µ
) 1
2 ), M2,2 = 1−O
(
µ′/µ
)
.
This follows because h ∼ √µµ′, |x− y| ∼ µ, Sc ∼ √µ, |x− y|2 = (ρ− r)2 + h2, and
ρ− r = O(µ). Indeed, the first and the last are clear. For the second and the third
we simply write (1 + cosSc)ρ− 2r cosSc = (1 + cosSc)(ρ− r) + (1 − cosSc)r, and
(1 + cosSc)ρ − 2r = 2(ρ− r) − (1 − cosSc)ρ, and observe that both are O(µ). As
in the above, for (6.21) it is sufficient to show
det
(
M1,1 M1,2
M2,1 M2,2
)
∼ µ
′
µ
.
Using (6.39)–(6.42), we see that the determinant det((Mi,j)1≤i,j≤2) equals
h2
4|x− y|4 det
(
2 (1 + cosSc)ρ− 2r
(1 + cosSc)ρ− 2r cosSc 2(r − ρ)2
)
+O(
ε◦µ′
µ
)
=
h2
4|x− y|4
(
(1− cosSc)2r2 + (3 + cosSc)(1 − cosSc)(r − ρ)2
)
+O(
ε◦µ′
µ
) ∼ µ
′
µ
if ε◦ is small enough. Finally, for (6.22) we only have to note that |ρ − r| ∼ µ if
µ′ ≪ µ because (6.42) holds and Mi,j = 0 if i or j > 2. 
We now prove Lemma 6.8 by showing (6.39)–(6.42). Thanks to (3.54) and (6.38)
we can obtain rather explicit expressions of the matrices G(x, y) and F(x, y). A
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simple computation gives(
G1,1 G1,2
G2,1 G2,2
)
=
− c
sinSlc
(
(a+ 2)(r − ρ)2 + 2(1− cosSlc)h2
(
(a+ 2 cosSlc)ρ− 4r
)
h(
(a + 2 cosSlc)ρ− 2a cosSlcr
)
h (a+ 2 cosSlc)h
2
)
.
Indeed, forG1,1 we noteG1,1 =
− c
sinSlc
(
(a+2 cosSlc)(r
2+ρ2)−2(2+a cosSlc)rρ
)
from
(6.38) and then we combine this with the identity arρ = |x|2 + |y|2 = r2 + ρ2 + h2.
The others are clear from (6.38). Similarly, we also have(
F1,1 F1,2
F2,1 F2,2
)
= sinSlc ∂
2
sP(x, y, Slc) c2
(
2a(r2 + ρ2)− (4 + a2)rρ (2aρ− 4r)h
(2ρ− ar)ah 2ah2
)
.
Proof of (6.39). The proof of (6.39) is more involved than the others. Since c/ sinSlc
∼ µ−2, (1− cosSlc) ∼ µ, and h2 ∼ µµ′, csinSlc (1− cosS
l
c)h
2 = O(µ′), taking c◦ small
enough, we may assume µ′ ≤ ε◦µ′/µ. Hence, we get
(6.43)
G1,1 = − c
sinSlc
(a+ 2)(r − ρ)2 +O(ε◦µ
′
µ
)
=
− cosSc(r − ρ)2
sinSc sinSlc|x− y|
|x+ y|
〈x, y〉 +O(
ε◦µ′
µ
).
We now consider F1,1. Using |x|2 + |y|2 = r2 + ρ2 + h2, we write
F1,1 = sinS
l
c ∂
2
sP(x, y, Slc) c2
(
2a(|x|2+|y|2)−(4+a2)rρ)−2ah2 sinSlc ∂2sP(x, y, Slc) c2.
We first observe that the second term in the right hand is O(ε◦
(
µ′/µ
)3/2
). Indeed,
since Slc ∼ µ and R(x, y, cosSc(x, y)) = 0, by the mean value theorem we have
(6.44) R(x, y, cosSlc) = O(2−lµ
3
2 ), (x, y) ∈ Qk ×B′.
Hence, recalling (6.10) and (3.28), we see that sinSlc∂
2
sP(x, y, Slc) = O(ε◦
√
µµ′).
Since c ∼ µ− 32 , it follows h2 sinSlc ∂2sP(x, y, Slc) c2 = O(ε◦
(
µ′/µ
)3/2
). Using rρ =
〈x, y〉 and (6.37), we have 2a(|x|2 + |y|2) − (4 + a2)rρ = |x − y|2|x + y|2/〈x, y〉 =
cos2 Sc/(c
2 sin2 Sc〈x, y〉). So, combining this with (3.28), we have
F1,1 =
sinSlc ∂
2
sP(x, y, Slc) cos2 Sc
〈x, y〉 sin2 Sc
+O(ε◦
µ′
µ
) = −R(x, y, cosS
l
c) cos
2 Sc
sin2 Slc sin
2 Sc
+O(ε◦
µ′
µ
).
We put together this and (6.43) for which we use (r − ρ)2 = |x− y|2 − h2 to get
M1,1 = 1 + F1,1 +G1,1 = A+B +O(ε◦
(
µ′/µ
)
),
where
A := 1− |x+ y||x− y| cosSc〈x, y〉 sinSlc sinSc
− R(x, y, cosS
l
c) cos
2 Sc
sin2 Slc sin
2 Sc
,
B :=
h2
|x− y|
cosSc|x+ y|
sinSlc sinSc〈x, y〉
.
We first deal with B. Since sinSlc ∼ sinSc ∼
√
µ and sinSlc − sinSc = O(2−l),
B =
h2 cosSc|x+ y|
sin2 Sc|x− y|〈x, y〉
+O(ε◦
(µ′
µ
) 3
2 ) =
h2
|x− y|2 +O(ε◦
(µ′
µ
) 3
2 ).
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For the second equality we use the identity
sin2 Sc
cosSc
=
|x+ y||x− y|
〈x, y〉 = τ
+ − cosSc,(6.45)
which follows from (3.31) and (3.34). Here τ+ is given by (3.30). Thus, to complete
the proof of (6.39), we only have to show that
A = O(ε◦
(
µ′/µ
)
).(6.46)
By the definition of Sc (see (3.31)) R(x, y, cosSlc) = (cosSlc − cosSc)(cosSlc − τ+).
Using this and (6.45), we may write
A =
cosSc(τ
+ − cosSc) sinSlc(sinSlc − sinSc)
sin2 Sc sin
2 Slc
− cos
2 Sc(cosS
l
c − cosSc)(cosSlc − τ+)
sin2 Sc sin
2 Slc
.
Since cosSlc − cosSc = O(
√
µ2−l) and sinSlc − sinSc = O(2−l), we may replace
the second appearing cosSc and the first appearing sinS
l
c with cosS
l
c and sinSc,
respectively, allowing O(ε◦µ′/µ) error. Thus, it follows that
A =
cosSc(τ
+ − cosSlc)
sin2 Sc sin
2 Slc
(
sinSc(sinS
l
c − sinSc) + cosSc(cosSlc − cosSc)
)
+O(ε◦
µ′
µ
).
Now, using elementary trigonometric identities we have
A = −cosSc(τ
+ − cosSlc)
sin2 Sc sin
2 Slc
2 sin2
(Slc − Sc
2
)
+O(ε◦
µ′
µ
).
Since Slc − Sc = O(2−l), by (6.10) the estimate (6.46) follows. 
Proof of (6.40)–(6.42). We start with observing that the contributions from F are
negligible. Indeed,
F1,2 = O(ε◦µ′/µ), F2,1 = O(ε◦µ′/µ), F2,2 = O(ε◦
(
µ′/µ
) 3
2 ).
For the first we use 2 − a = O(|x − y|2) = O(µ2) and sinSlc ∂2sP(x, y, Slc) c2 =
O(ε◦µ−
5
2 (µ′)
1
2 ) which follows from (6.44). The others can be handled similarly.
We may discard F1,2, F2,1, and F2,2 which are harmless. Thus, in order to show
(6.40)–(6.42) it is sufficient to show G1,2, G2,1, and 1 +G2,2 satisfy (6.40)–(6.42),
respectively, in place of M1,2, M2,1, and M2,2.
We first consider the term G1,2. We write
G1,2 = −2 hc
sinSlc
(
(1 + cosSc)ρ− 2r
)− ρhc
sinSlc
(a − 2)− 2ρhc
sinSlc
(cosSlc − cosSc).
Since a−2 = O(µ2), cosSlc− cosSc = O(ε◦
√
µ′µ), we see that the second and third
terms on the right-hand side are bounded by O(ε◦
(
µ′/µ
) 1
2 ). So, we only need to
consider the first term. Using (6.37) and (6.45), we see
4c
sinSlc
=
4〈x, y〉
|x− y|2|x+ y|2
sinSc
sinSlc
=
1
|x− y|2
sinSc
sinSlc
+O(1).
Since sinSlc ∼ sinSc ∼
√
µ and sinSlc − sinSc = O(2−l), we get
(6.47)
4c
sinSlc
=
1
|x− y|2 +O(2
−lµ−
5
2 ) +O(1).
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Combining this with the above and using (1 + cosSc)ρ− 2r = O(µ) and (6.10), we
get
G1,2 =
−h
2|x− y|2
(
(1 + cosSc)ρ− 2r
)
+O(ε◦
(
µ′/µ
) 1
2 )
and hence (6.40). We can handle G2,1 in the similar manner, so we shall be brief.
Since a− 2 = O(µ2) and (1+ cosSlc)ρ− 2 cosSlcr = O(µ), using (6.47) and cosSlc−
cosSc = O(ε◦
√
µµ′), we have
G2,1 =
−h
2|x− y|2
(
(1 + cosSc)ρ− 2 cosScr
)
+O(ε◦
(
µ′/µ
) 1
2 ).
This gives (6.41). Finally, we consider 1 +G2,2. Since a+ 2 cosS
l
c − 4 = O(µ) and
h2c/ sinSlc = O(µ
′/µ),
1 +G2,2 = 1− 4h
2c
sinSlc
+O(µ′) = 1− h
2
|x− y|2 +O(ε◦
µ′
µ
) =
(r − ρ)2
|x− y|2 +O(ε◦
µ′
µ
).
For the second equality we use (6.47) and (6.10). Hence we get (6.42). 
7. Estimates with p, q off the line of duality over A±µ
In this section we study the estimate (1.17). We expect that the estimate (1.17)
should be true for all 1 ≤ p ≤ 2 ≤ q ≤ ∞ with possible exceptions of some endpoint
cases. While complete characterization of the estimate (1.17) remains open, we
obtain the sharp estimates (1.17) on a large set of exponents, which subsume the
result in [34].
As seen in the previous sections, compared with χ+λ,µΠλχ
+
λ,µ, the contribution
of χ−λ,µΠλχ
−
λ,µ is less significant. In fact, it can be shown that the bound on
‖χ−λ,µΠλχ−λ,µ‖p→q is smaller than the bound in (1.17), and the estimate for χ−λ,µΠλχ−λ,µ
is easier to show. See Proposition 7.8 where we obtain the estimate for χ−λ,µΠλχ
−
λ,µ
for all 1 ≤ p ≤ 2 ≤ q ≤ ∞.
In order to state our result we need additional notations. Let
G =
(
2d2 + 7d− 7
2(2d− 1)(d+ 1) ,
2d− 3
2(2d− 1)
)
.
Note that the line segment [A, (5/6, 1/6)] and the line x − y = 2/(d+ 1) meet
each other at G, and G = G′ = (5/6, 1/6) if d = 2. Recalling Definition 1.4, we
define regions L1, L2, and L3 which are contained in [1/2, 1]× [0, 1/2]. For d ≥ 3,
let L1 be the closed pentagon with vertices (1/2, 1/2),A,G,G
′,A′ from which two
points G and G′ are removed, L2 be the closed triangle with vertices A, (1, 1/2),D
from which a point D is removed, and let L3 be the closed pentagon with vertices
(1, 0),D,G,G′,D′ from which the points G, D, G′, and D′ are excluded. If d = 2,
L1 becomes the closed square with vertices (1/2, 1/2),A,G = G
′,A′, and L3 is the
closed quadrangle with vertices (1, 0),D,G = G′,D′ from which the points D and
D′ are excluded. See Figure 6 and Figure 7.
Theorem 7.1. Let d ≥ 2. Let (1/p, 1/q) ∈ (L1∪L2∪L′2∪L3) and λ−
2
3 ≤ µ ≤ 1/4.
Then, there is a constant C, independent of λ, µ, such that (1.17) holds. Addition-
ally, (i) we have the weak type estimate ‖χ+λ,µΠλχ+λ,µf‖L 2dd−1 ,∞ . (λµ)
d−3
4 ‖f‖1.
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Figure 6. when d = 2.
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1
2
1
Figure 7. when d ≥ 3.
As is to be shown below, the bounds in Theorem 7.1 are sharp, see Proposition 7.10.
It is possible to obtain the estimate for (1/p, 1/q) contained in the triangle ∆ADG
and (∆ADG)′ by interpolating the sharp estimate (1.17) with (1/p, 1/q) 6∈ ∆ADG∪
(∆ADG)′. However, these estimates obtained by interpolation are associated with
strange numerology and they can not be the sharp estimates. So, we decide not to
include them in the statement of Theorem 7.1. The exponents β(p, q) and γ(p, q)
have the same regimes of change. We suspect that the estimate for χ+λ,µΠλχ
+
λ,µ
might behave similarly as the local estimates in Theorem 1.5.
7.1. Off-diagonal estimate for χ+µPλ[ψj ]χ
+
µ . In order to prove Theorem 7.1,
we make use of the TT ∗ argument in Section 2. For the purpose we first obtain
estimates for χ+µPλ[ψj ]χ
+
µ .
Proposition 7.2. Let 0 < µ ≤ 1/4 and σ = +. If 0 ≤ δ(p, p′) < 23 , we have the
estimate
(7.1) ‖χσµPλ[ψj ]χσµ‖p→p′ . λ
d−1
2 δ(p,p
′)− d2 2(
d+1
2 δ(p,p
′)−1)jµ−
1
2 δ(p,p
′).
Proof. For simplicity let us set
Bp,j := λ
d−1
2 δ(p,p
′)− d2 2(
d+1
2 δ(p,p
′)−1)jµ−
1
2 δ(p,p
′).
To show (7.1), we make use of the decomposition (4.3) with µ = µ′. By Lemma 4.3
and Lemma 4.5, we may assume 2−ν ≤ 1/100 and it is sufficient to show
(7.2) ‖
∑
ν≤ν◦
∑
k∼νk′
χσ,νk Pλ[ψj ]χ
σ,ν
k′ ‖p→p′ . Bp,j
while we assume (5.6). The contribution from the other case is minor. As before
we show the above considering the cases 2−ν ≫ µ, and 2−ν . µ, separately.
We first consider the sum over ν : 2−ν ≫ µ. If µ & 2−2j, by the first estimate in
(4.5) and Lemma 4.8 we get
‖
∑
2−ν≫µ
∑
k∼νk′
χσ,νk Pλ[ψj ]χ
σ,ν
k′ ‖p→p′ . λ
d−1
2 δ(p,p
′)− d2 2(
d−1
2 δ(p,p
′)−1)jµ−δ(p,p
′) . Bp,j .
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When µ≪ 2−2j, splitting the sum ∑2−ν≫µ to ∑2−ν&2−2j and ∑2−2j≫2−ν≫µ, the
first sum is readily handled by making use of the estimate (4.5) as in the above. So
we only need to show that
(7.3)
∥∥∥ ∑
ν:2−2j≫2−ν≫µ
∑
k∼νk′
χσ,νk Pλ[ψj ]χ
σ,ν
k′
∥∥∥
p→p′
. Bp,j.
However, as for the second sum (7.3) direct summation along ν using the second
estimate in (4.5) produces unwanted log 1/µ factor. We get around this difficulty
by using (4.22) and the following simple observation which is an easy consequence
of disjointness of the sets {Aσ,νk ×Aσ,νk′ }k∼νk′,ν and the second estimate in (4.5):
‖
∑
ν:2−2j≫2−ν≫µ
∑
k∼νk′
χσ,νk Pλ[ψj ]χ
σ,ν
k′ ‖1→∞ . λ−
1
2 2
d+1
2 j .
Interpolating this and (4.22) with σ = σ′, we see the left hand side of (7.3) is
bounded by Cλ
d−1
2 δ(p,p
′)− d2 2(
d−1
2 δ(p,p
′)+1)jµ1−δ(p,p
′) for 1 ≤ p ≤ 2. Hence, the
desired (7.3) follows because λ
d−1
2 δ(p,p
′)− d2 2(
d−1
2 δ(p,p
′)+1)jµ1−δ(p,p
′) . Bp,j .
As for the estimate for the sum over ν : 2−ν◦ ≤ 2−ν . µ, by Lemma 4.8 it is
sufficient to show
(7.4) ‖χσ,νk Pλ[ψj ]χσ,νk′ ‖p→p′ . Bp,j, k ∼ν k′
since there are only finitely many ν. If ν = ν◦ we have |D(x, y)| ∼ µ2 as is clear
from (4.1). Hence, we get the desired bound (7.4) for 1 ≤ p ≤ 2 using the L1–L∞
estimate in Corollary 2.6 and the easy L2 estimate ‖χσ,νk Pλ[ψj ]χσ,νk′ ‖2→2 . λ−
d
2 2−j
which follows from (2.8). So, it remains to show (7.4) for the case 2−ν◦ < 2−ν . µ.
We show the estimate for the sum over ν : 2−ν◦ < 2−ν . µ by considering the
three cases 2−j ≫ √µ, 2−j ∼ √µ, and 2−j ≪ √µ, separately. For the first case
2−j ≫ √µ, using (b) in Lemma 4.2, we have the same bound as in the third case of
(4.9). Hence the desired bound (7.4) follows since λ
d−1
2 δ(p,p
′)− d2 2(
d+3
2 δ(p,p
′)−1)j .
Bp,j. We need to handle the remaining two cases 2−j ∼ √µ and 2−j ≪ √µ.
Noting that the sets A+,νk and A
+,ν
k′ are contained in cubes of side length ∼ µ and
distanced about ∼ µ from each other, we break A+,νk and A+,νk′ into finitely many
(essentially disjoint) cubes B,B′ of side length ε◦µ. Indeed, we may assume
(7.5) A+,νk =
⋃
B, A+,νk′ =
⋃
B′
(for example see (5.22)), and for (7.4) it is enough to show that
(7.6) ‖χBPλ[ψj ]χB′‖p→p′ . Bp,j .
By Lemma 5.6 we may assume either (5.23) or (5.24) with µ = µ′. If D(x, y) & ε◦µ2
for (x, y) ∈ B ×B′, the estimate follows from Corollary 2.6 and L2 isometry of the
propagator as before. Hence, we may assume D(x, y) ≪ ε◦µ2 for (x, y) ∈ B × B′.
Since 2−ν◦ < 2−ν . µ and D(x, y)≪ ε◦µ2, by (c) in Lemma 4.2 we have
(7.7) ‖χBPλ[ψj ]χB′‖1→∞ . 2
d−1
2 j(λµ)−
1
2 , 2−j ≪ √µ.
Interpolation between this and the L2 bound ‖χBPλ[ψj ]χB′‖2→2 . λ− d2 2−j gives
the desired estimate. In fact, this establishes (7.2) for 1 ≤ p ≤ 2.
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Finally we need to deal with the case 2−j ∼ √µ. The desired bound (7.6) follows
from Proposition 5.7 if 4/(3d + 4) < δ(p, p′) < 2/3. Further interpolation with
the obvious estimate ‖χBPλ[ψj ]χB′‖2→2 . λ− d2 2−j gives (7.6) provided that 0 ≤
δ(p, p′) < 2/3. This completes proof. 
Remark 5. In the above we have actually shown (7.2) for 0 ≤ δ(p, p′) ≤ 1 if
2−j ≫ √µ, or 2−j ≪ √µ. However, we only have (7.2) on the restricted range
0 ≤ δ(p, p′) < 2/3 if 2−j ∼ √µ.
By means of Proposition 7.2 we obtain the following which we need for the proof
of Theorem 7.1.
Proposition 7.3. Let d ≥ 3, µ ≤ 1 and σ = +. If (1/p, 1/q) ∈ L1, we have the
estimate
(7.8) ‖χσλ,µΠλχσλ,µ‖p→q . λ−
1
2 δ(p,q)µ−
d+3
4 δ(p,q)+
1
2 .
We also have restricted weak type (p, q) estimate if (1/p, 1/q) = G,G′ when d ≥ 3.
Proof. We basically follow the same argument in the proof of Lemma 2.3, so we
shall be brief. Since ‖Πλ[ψj ]χσλ,µf‖22 = 〈Πλ[ψj ]∗Πλ[ψj ]χσλ,µf, χσλ,µf〉, we have
‖Πλ[ψj ]χσλ,µf‖22 ≤
∑
k:2−k.2−j
‖χσλ,µ(Πλ[ψj ]∗Πλ[ψj ])kχσλ,µf‖p′‖f‖p,
where (Πλ[ψj ]
∗Πλ[ψj ])k is defined by (2.17). We now recall (2.19). By Proposition
7.2 (via scaling) and Minkowski’s inequality we have
‖χσλ,µ(Πλ[ψj ]∗Πλ[ψj ])kχσλ,µ‖p→p′ . 2−jλ−
1
2 δ(p,p
′)2(
d+1
2 δ(p,p
′)−1)kµ−
1
2 δ(p,p
′)
for 0 ≤ δ(p, p′) < 2/3. Thus, taking sum over k, we get ‖Πλ[ψj ]χσλ,µ‖p→2 .
λ−
1
2 δ(p,2)2(
d+1
2 δ(p,2)−1)jµ−
1
2 δ(p,2). This clearly implies
(7.9) ‖χσλ,µΠλ[ψj ]χσλ,µ‖p→2 . λ−
1
2 δ(p,2)2(
d+1
2 δ(p,2)−1)jµ−
1
2 δ(p,2)
provided that d+12 δ(p, p
′) < 1. As before, the missing case p = 2(d+1)/(d+3) can
be recovered thanks to the bilinear interpolation argument (e.g., Keel and Tao [28]),
see the proof of Lemma 2.3. Duality and interpolation with (7.1) (after rescaling)
yield
(7.10) ‖χσλ,µΠλ[ψj ]χσλ,µ‖p→q . λ−
1
2 δ(p,q)2(
d+1
2 δ(p,q)−1)jµ−
1
2 δ(p,q)
provided that (1/p, 1/q) is contained in the closed quadrangle with vertices (1/2, 1/2),
A, A′, and (5/6, 1/6) from which the point (5/6, 1/6) is excluded. Thus, by (c) in
Lemma 2.4 we get
‖
∑
j≥4
χσλ,µΠλ[ψj ]χ
σ
λ,µf‖q,∞ . λ−
1
2 δ(p,q)µ−
1
2 δ(p,q)‖f‖p,1
with (1/p, 1/q) = G,G′.15 Thus, by (2.10) we get the same estimate for the operator∑
j χ
σ
λ,µΠλ[ψ
κ
j ]χ
σ
λ,µ, κ = −,±π. Since the estimate (7.10) remains valid with κ = 0,
using (2.9) and combining all these estimates, we get the restricted weak type
(p, q) estimate for χσλ,µΠλχ
σ
λ,µ with (1/p, 1/q) = G,G
′. Here we use the fact that
15Note that the line segments [A, (5/6, 1/6)], [A′, (5/6, 1/6)] meet the line x− y = 2
d+1
at G,
G′, respectively.
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− 12δ(p, q) = − d+34 δ(p, q) + 12 if (1/p, 1/q) = G,G′. Real interpolation among these
estimates gives (7.8) for (1/p, 1/q) ∈ (G,G′).
We may further interpolate these consequent estimates with (4.16) to get (7.8),
particularly, for p, q satisfying 1/p+1/q = 1 and 0 ≤ δ(p, q) ≤ 2/(d+1). Thus, we
get ‖Πλχσλ,µ‖p→2 . λ−
1
2 δ(p,2)µ−
d+3
4 δ(p,2)+
1
4 for 2(d+1)d+3 ≤ p ≤ 2. Let us note that
‖χσλ,µΠλχσλ,µ‖p→2 ≤ ‖χσλ,µΠλ‖2→2‖Πλχσλ,µ‖p→2. Using the estimate ‖χσλ,µΠλ‖2→2 .
µ
1
4 (see (4.16)), we obtain
‖χσλ,µΠλχσλ,µ‖p→2 . λ−
1
2 δ(p,2)µ−
d+3
4 δ(p,2)+
1
2
for 2(d+1)d+3 ≤ p ≤ 2. This gives (7.8) for (1/p, 1/q) ∈ [(1/2, 1/2),A]. Thus, by du-
ality we also get (7.8) for (1/p, 1/q) ∈ [(1/2, 1/2),A′]. Interpolation between these
estimates and the estimate (7.8) for (1/p, 1/q) ∈ (G,G′) which we have already
shown, we get (7.8) for all (1/p, 1/q) ∈ L1. 
7.2. Weak type estimate for µ-local case. In point of view of Theorem 1.5 the
following estimate is natural. It is not difficult to see the estimate is also optimal,
see Proposition 7.10.
Proposition 7.4. Let d ≥ 2. Let r ≤ 1− δ◦ for some δ◦ > 0. Then, we have
(7.11) ‖χ√λBrΠλχ√λBr‖L 2dd+1 ,1→L∞ . λ
d−3
4 .
If λ−
2
3 . µ≪ 1, we also have
(7.12) ‖χσλ,µΠλχσλ,µ‖
L
2d
d+1
,1→L∞
. (λµ)
d−3
4 , σ = +.
In order to use L1–L∞ bound on the annulus A±λ,µ (Lemma 7.6) we need the
assumption µ & λ−
2
3 for the estimate (7.12). By virtue of the estimate (7.12) and
Proposition 7.3, we are ready to prove Theorem 7.1.
Proof of Theorem 7.1. By duality the estimate (7.12) proves the statement (i) in
Theorem 7.1, so we need only to prove the Lp–Lq estimate for χσλ,µΠλχ
σ
λ,µ. When
d ≥ 3, by Proposition 7.3 we have (1.17) for (1/p, 1/q) ∈ L1.
We observe the bound
(7.13) ‖χ+λ,µΠλχ+λ,µ‖2→∞ . µ
1
4 (λµ)
d−2
4 .
This follows by (1.16) and the estimate ‖Πλχ±λ,µ‖2→2 . µ
1
4 (equivalently, (4.16))
because ‖χ+λ,µΠλχ+λ,µ‖2→∞ ≤ ‖Πλχ+λ,µ‖2→2‖χ+λ,µΠλ‖2→∞. Then, by (real) inter-
polation among the estimate with (1/p, 1/q) = A′, the restricted type estimate
(7.12), and the bound (7.13), we get (1.17) for (1/p, 1/q) ∈ L′2. The estimates for
(1/p, 1/q) ∈ L2 follow from duality.
For the estimate with (1/p, 1/q) ∈ L3 we interpolate the estimates for (1/p, 1/q) =
(1, 0),D,G,G′,D′. See Figure 7. For d = 2, we use the bounds in (1.16) with
duality. Interpolation between these estimates and the estimates with (1/p, 1/q) =
(1, 0),D,G = G′,D′ gives all the desired estimates. 
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Let us now consider the estimate for χ√λBrΠλχ
√
λBr
, r = 1−δ◦ which we have dealt
with in Section 3. Since we have the estimate (3.27) in Proposition 3.10 which takes
the place of (7.1), following the same way as in the proof of Proposition 7.3, one
obtains the corresponding estimate for χ√λBrΠλχ
√
λBr
with bounds Cλ−
1
2 δ(p,q).
Using these estimates together with the estimate (7.11) (and its dual estimate) we
obtain the following, which we state without proof.
Corollary 7.5. Let δ◦ > 0, r = 1−δ◦, and let (1/p, 1/q) ∈ (L1∪L2∪L′2∪L3). Then
there is a constant C, independent of λ, such that the estimate ‖χ√λBrΠλχ√λBr‖p→q
. λβ(p,q) holds.
7.3. Proof of Proposition 7.4. To show Proposition 7.4, we use Lemma 7.6 which
was shown in [34]. This can also be shown directly by making use of Lemma 3.3
and following the same lines of argument in the proof of [58, Lemma 3.2.2].
Lemma 7.6. Let λ−
2
3 . µ ≤ 1/4. Then, we have (i) |Πλ(x, y)| . (λµ) d−22 for
x, y ∈ A±λ,µ, and (ii) |Πλ(
√
λx,
√
λy)| . λ d−26 if ||x| − 1|, ||y| − 1| ≤ λ− 23 .
Making use of Lemma 7.6, we obtain the following which is helpful for getting
estimates for the kernels given by spectral decomposition.
Lemma 7.7. Let λ−
2
3 . µ ≤ 1/4 and 2−j & (λµ)−1. Then, for x, y ∈ A+λ,µ, there
is a constant C, independent of x, y, λ, and µ, such that∑
λ′
(
1 + 2−j|λ− λ′|)−N |Πλ′(x, y)| ≤ C2j(λµ) d−22 .
We can not directly apply Lemma 7.6 since λ, λ′ are not generally equal to each
other. To get around we use an argument based on monotonicity. Let us set
Aeλ,µ = {x : |x| ≥ λ1/2(1− µ)}, χeλ,µ := χAeλ,µ .
By Lemma 7.6, (7.44) and (7.43) with p = 1 and q =∞ it is easy to see that
(7.14) ‖χeλ,µΠλ(·, ·)χeλ,µ‖L∞x L∞y . (λµ)
d−2
2 , λ−
2
3 . µ≪ 1.
Indeed, the estimate (7.14) is equivalent to ‖χeλ,µΠλ‖2→∞ . (λµ)
d−2
4 . Since the
kernel of Πλ decays rapidly if |x| or |y| > 1 + c for some c > 0, this estimate
can be shown by combining the estimates ‖χ+λ,µΠλ‖2→∞ . (λµ)
d−2
4 , λ−
2
3 . µ . 1,
‖χ◦λ,µΠλ‖2→∞ . λ
d−2
12 , µ ∼ λ− 23 , and ‖χ−λ,µΠλ‖2→∞ . λ
d−2
12 (λµ3/2)−N , λ−
2
3 . µ .
1. These three estimates follow from Lemma 7.6, (7.44), and (7.43), respectively,
with p = 1 and q =∞.
Proof. In order to show Lemma 7.7, it is sufficient to show
(7.15)
∑
λ′
(
1 + 2−j |λ− λ′|)−N‖χeλ,µΠλ′ (·, ·)χeλ,µ‖L∞x L∞y ≤ C2j(λµ) d−22 .
To deal with the sum, for each λ, λ′ let us set
(7.16) ℓ(ρ) :=
{
(λ/λ′)
2
3 ρ, λ ≥ λ′,
(λ′ − λ)/λ+ ρ, λ < λ′.
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Since λ−
2
3 . µ, it follows ℓ(µ) & (λ′)−
2
3 . We also note that (λ′)
1
2 (1 − ℓ(µ)) ≤
λ
1
2 (1 − µ). So, it follows
(7.17) Aeλ,µ ⊂ Aeλ′,ℓ(µ)
for λ−
2
3 . µ. Thus, ‖χeλ,µΠλ′(·, ·)χeλ,µ‖L∞x L∞y ≤ ‖χeλ′,ℓ(µ)Πλ′(·, ·)χeλ′,ℓ(µ)‖L∞x L∞y and,
using (7.14), we see that the left hand side of (7.15) is bounded above by
C
∑
λ′
(
1 + 2−j |λ− λ′|)−N (λ′ℓ(µ)) d−22 .
To prove (7.15) we show the above sum is bounded by C2j(λµ)
d−2
2 . Recalling (7.16)
and considering separately the cases λ ≥ λ′ and λ < λ′, it is sufficient to show that
(λµ)
d−2
2
∑
λ′≤λ
(
1 + 2−j(λ−λ′))−N(λ′/λ) d−26 . 2j(λµ) d−22 ,
(λµ)
d−2
2
∑
λ′>λ
(
1 + 2−j(λ′ − λ))−N(λ′/λ) d−22 ((λ′ − λ)/(λµ) + 1) d−22 . 2j(λµ) d−22 .
Both follow from a simple computation. For the second inequality we use the
condition 2−j & (λµ)−1. 
The proofs of (7.12) and (7.11) are similar. We first prove the estimate (7.12). The
proof of (7.11) is later given by modifying that of (7.12).
Proof of (7.12). Recalling (2.9) we need to show the same bound in (7.12) holds
for the operators
∑
j Πλ[ψ
+
j + ψ
−
j ],
∑
j Πλ[ψ
π
j + ψ
−π
j ], and Πλ[ψ
0].
Concerning the bounds on
∑
j Πλ[ψ
+
j +ψ
−
j ] and
∑
j Πλ[ψ
π
j +ψ
−π
j ], it is sufficient to
consider the estimate for
∑
j Πλ[ψ
+
j +ψ
−
j ] because Πλ[ψ
+
j +ψ
−
j ](x, y) = CΠλ[ψ
π
j +
ψ−πj ](x,−y) with |C| = 1 as is easily checked using Lemma 2.2. We begin with
dividing the sum
Πm +Πe :=
∑
j:2−j≥(λµ)−1
Πλ[ψ
+
j + ψ
−
j ] +
∑
j:2−j≤(λµ)−1
Πλ[ψ
+
j + ψ
−
j ].
The operator Πe is easier to deal with. Since
∑
j:2−j≤(λµ)−1(ψ
+
j +ψ
−
j ) = ψ◦((λµ)·)
for some ψ◦ ∈ C∞c (−2, 2), we note Πe = Πλ[ψ◦((λµ)·)]. Then we can handle Πe
via spectral decomposition. In fact, using spectral decomposition (3.3) and Lemma
7.7, we have
|Πe(x, y)| .
∑
λ′
(λµ)−1
(
1 + (λµ)−1|λ− λ′|)−N |Πλ′ (x, y)| . (λµ) d−22(7.18)
for x, y ∈ Aσλ,µ. Similarly, we recall Πλ(x, y) =
∑
|α|=λΦα(x)Φα(y) and use (3.3).
Then, by orthonormality between the Hermite functions and Lemma 7.7 we have
(7.19)
∫
|Πe(x, y)|2dy .
∑
λ′
(λµ)−2
(
1 + (λµ)−1|λ− λ′|)−N |Πλ′(x, x)| . (λµ) d−42
for x ∈ Aσλ,µ. The above two estimates respectively give ‖χσλ,µΠeχσλ,µ‖1→∞ .
(λµ)
d−2
2 and ‖χσλ,µΠeχσλ,µ‖2→∞ . (λµ)
d−4
4 . The second follows from the above
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estimate and the Cauchy-Schwarz inequality. Interpolation between these two es-
timates gives the bound
‖χσλ,µΠeχσλ,µ‖ 2d
d+1→∞ . (λµ)
d−3
4 ,
which is acceptable.
Thus, in order to show (7.12) we need to obtain the bound on χσλ,µΠmχ
σ
λ,µ and
χσλ,µΠλ[ψ
0]χσλ,µ from L
2d
d+1 ,1 to L∞. For the purpose, thanks to (2.10) we only have
to show
‖
∑
j:2−j≥(λµ)−1
χσλ,µΠλ[ψ
+
j ]χ
σ
λ,µ‖
L
2d
d+1
,1→L∞
. (λµ)
d−3
4 ,(7.20)
‖χσλ,µΠλ[ψ0]χσλ,µ‖
L
2d
d+1
,1→L∞
. (λµ)
d−3
4 .(7.21)
For the estimate (7.20) we separately consider the cases 2−j 6∼ √µ and 2−j ∼ √µ.
Here, by 2−j 6∼ √µ we mean that 2−j ≫ √µ or 2−j ≪ √µ. The cases 2−j 6∼ √µ
and 2−j ∼ √µ need to be handled differently. The first case is easier. In fact, we
claim that
(7.22) ‖
∑
2−j 6∼√µ
χσλ,µΠλ[ψ
+
j ]χ
σ
λ,µ‖
L
2d
d+1
,1→L∞
. (λµ)
d−3
4 .
Note d−1d
1
2 +
1
d1 =
d+1
2d , then by (b) in Lemma 2.4 we see that the estimate (7.22)
is a straightforward consequence of the following estimates:
‖χσλ,µΠλ[ψ+j ]‖2→∞ . 2−
j
2 (λµ)
d−2
4 , 2−j & (λµ)−1,(7.23)
‖χσλ,µΠλ[ψ+j ]χσλ,µ‖1→∞ . 2
d−1
2 j(λµ)−
1
2 , 2−j 6∼ √µ.(7.24)
It should be noticed that the first estimate (7.23) is valid without the assumption
2−j 6∼ √µ and the estimate (7.23) can be shown similarly as before. Indeed, using
(3.3), orthonormality, and Lemma 7.7, we get
(7.25)
∫
Rd
|Πλ[ψ+j ](x, y)|2dy . 2−2j
∑
λ′
(
1 + 2−j |λ− λ′|)−N |Πλ′ (x, x)|
. 2−j(λµ)
d−2
2
for x ∈ Aσλ,µ. Thus, the estimate (7.23) follows. Now, we work with the rescaled
operator Pλ to show (7.24). We use the decomposition (4.3) with µ = µ
′. Then,
by Lemma 4.3 and Lemma 4.5, we may assume 2−ν ≤ 1/100 and it is sufficient for
(7.24) to show (7.2) with p = 1 while we assume (5.6). In fact, the desired estimate
is actually shown in the proof of Proposition 7.2, see Remark 5.
To complete the proof of (7.20) it remains to show
(7.26) ‖χσλ,µΠλ[ψ+j ]χσλ,µ‖L 2dd+1 ,1→L∞ . (λµ)
d−3
4 , 2−j ∼ √µ.
The estimate (7.21) is much easier to show. Indeed, Πλ[ψ
0] corresponds to Πλ[ψ
+
j ],
2−j ∼ 1. So, repeating the same argument as before, we have (7.23) and (7.24)
with ψ+j replaced by ψ
0, hence (7.21) follows from interpolation between these two
estimates.
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Finally, we proceed to show (7.26) which is equivalent to ‖χσµPλ[ψ+j ]χσµ‖L 2dd+1 ,1→L∞ .
λ−
1
2µ
d−3
4 . By (4.3), Lemma 4.3, and Lemma 4.5, it is enough to show that
‖
∑
ν
∑
k∼νk′
χσ,νk Pλ[ψ
+
j ]χ
σ,ν
k′ ‖L 2dd+1 ,1→L∞ . λ
− 12µ
d−3
4 , 2−j ∼ √µ
under the assumption (5.6). Bounds on the sum over the case 2−ν ≫ µ and ν = ν◦
are easy to obtain. By Lemma 4.1 we have
∑
2−ν 6∼√µ ‖χσ,νk Pλ[ψ+j ]χσ,νk′ ‖1→∞ .
λ−
1
2µ−
d+1
4 because the sets {Aσ,νk × Aσ,νk′ }k∼νk′,ν are disjoint. The estimate (7.23)
and scaling (together with Lemma 4.9 and Lemma 4.8) yield
‖
∑
2−ν 6∼µ
∑
k∼νk′
χσ,νk Pλ[ψ
+
j ]χ
σ,ν
k′ ‖2→∞ . λ−
1
2µ
d−1
4 .
Hence, by interpolation we obtain
‖
∑
2−ν 6∼µ
∑
k∼νk′
χσ,νk Pλ[ψ
+
j ]χ
σ,ν
k′ ‖ 2dd+1→∞ . λ
− 12µ
d−3
4 .
Therefore, we are reduced to showing, for k ∼ν k′, 2−j ∼ √µ, and 2−ν ∼ µ,
(7.27) ‖χσ,νk Pλ[ψ+j ]χσ,νk′ ‖L 2dd+1 ,1→L∞ . λ
− 12µ
d−3
4 .
However, the strategy we have used in the above does not work any more since we
can not get a favorable L1–L∞ estimate for χ+,νk Pλ[ψ
+
j ]χ
+,ν
k′ . As before, we need
additional decomposition to get the correct bound.
Proof of (7.27). We make the same decomposition (5.22) with µ = µ′. So, we may
assume that B, B′ are almost disjoint cubes of sidelength ∼ cε◦µ. Similarly as in
Lemma 5.6 we may assume either |D(x, y)| ≪ ε◦µ2 or |D(x, y)| & ε◦µ2 if (x, y) ∈ B×
B′. Regarding the latter case we have ‖χBPλ[ψj ]χB′‖1→∞ . λ− 12µ− d+14 by Lemma
2.5. This estimate can be interpolated with the estimate ‖χBPλ[ψj ]χB′‖2→∞ .
λ−
1
2µ
d−1
4 which follows form with (7.23) to yield the desired bound.
To complete the proof it is enough to show that
(7.28) ‖χBPλ[ψj ]χB′‖
L
2d
d+1
,1→L∞
. λ−
1
2µ
d−3
4 , 2−j ∼ √µ
under the additional assumption that |D(x, y)| ≪ ε◦µ2 for (x, y) ∈ B × B′. We
may also assume that B and B′ satisfy (6.1) with µ = µ′. Then, by additional
finite decomposition (if necessary) and the same argument which yields (6.3) we
may assume
|Sc(x, y)− Sc(x′, y′)| ≤ ε◦√µ
whenever (x, y) and (x′, y′) are in B ×B′.
Fix (x∗, y∗) ∈ B × B′. At this stage, in order to localize the operator we need the
similar preparatory decomposition which is used in Section 3.6. As before let us set
ψ∗(s) := ψ◦
(s− Sc(x∗, y∗)
2ε◦
√
µ
)
where ψ◦ ∈ C∞c (−2, 2) and ψ(s) = 1 if |s| ≤ 1. We break the operator
χBPλ[ψj ]χB′ = χBPλ[ψ
∗ψj ]χB′ + χBPλ[(1− ψ∗)ψj ]χB′ .
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The second operator can readily be handled. We note that |∂2sP| & ε◦
√
µ on the sup-
port of (1−ψ∗)ψj . By Lemma 2.7 we get ‖χBPλ[(1−ψ∗)ψj ]χB′‖1→∞ . λ− 12µ− d+14 .
On the other hand, since F((1− ψ∗)ψj) = O(√µ
(
1 +
√
µ|τ |)−N ) and 2−j ∼ √µ &
(λµ)−1, the same argument which is used to obtain (7.23) yields ‖χBPλ[(1 −
ψ∗)ψj ]χB′‖2→∞ . λ− 12µ d−14 . Then interpolation between these estimates gives
the estimate ‖χBPλ[(1 − ψ∗)ψj ]χB′‖2d/(d+1)→∞ . λ− 12µ
d−3
4 , which is acceptable.
Thus, in order to prove (7.28) it is sufficient to consider χBPλ[ψ
∗ψj ]χB′ .
Let χ˜B and χ˜B′ be smooth functions adapted to B and B
′, respectively such that
they are respectively supported in B˜ = {x : dist(x,B) ≤ cε◦µ} and B˜′ = {x :
dist(x,B′) ≤ cε◦µ} for some small c > 0 and χ˜B(x) = 1 if x ∈ B and χ˜B′(x) = 1 if
x ∈ B′. The desired estimate for χBPλ[ψ∗ψj ]χB′ follows if we show
(7.29) ‖χ˜BPλ[ψ∗ψj ]χ˜B′‖
L
2d
d+1
,1→L∞
. λ−
1
2µ
d−3
4 , 2−j ∼ √µ
while we are assuming |D(x, y)| ≪ ε◦µ2 for (x, y) ∈ B˜ × B˜′. Actually we obtain a
little better estimate than we need.
In the same manner as in Section 3.7, we break χ˜BPλ[ψ
∗ψj ]χ˜B′ away from the
critical point Sc:
χ˜BPλ[ψ
∗ψj ]χ˜B′ =
∑
l
P∗l :=
∑
l
χ˜BPλ[ψ
∗ψjψ˜(2l(· − Sc))]χ˜B′ .
Here, we may assume 2−l . ε◦
√
µ because otherwise P∗l = 0 (cf. (6.10)). Since
|∂2sP| & 2−l on the support of ψ˜(2l(· − Sc))ψj ((6.11)), by Lemma 2.7 we have
(7.30) ‖P∗l ‖1→∞ . 2
l
2 λ−
1
2µ−
d
4 .
Thus, the estimate (7.27) follows by Lemma 2.4 if we show
(7.31) ‖P∗l ‖2→∞ . 2−
l
2λ−
1
2µ
d−2
4 .
Indeed, we get ‖P∗l ‖p→∞ . 2l(
2
p− 32 )λ−
1
2µ−
d−1
p +
3d−4
4 for 1 ≤ p ≤ 2 via interpo-
lation between (7.30) and (7.31). Since 2−l . ε◦
√
µ, summation along l yields
‖∑lP∗l ‖p→∞ . λ− 12µ−dp+ 3d−14 provided that p > 4/3. In particular, we have
‖∑lP∗l ‖2d/(d+1)→∞ . λ− 12µ d−34 for d ≥ 3 as desired. If d = 2, one can use (b) in
Lemma 2.4 to get ‖∑lP∗l ‖L 43 ,1→L∞ . λ− 12µ− 14 . Thus we get the desired (7.29)
for d ≥ 2.
In order to prove (7.31), after changing of variables we note that
P∗l (x, y) = 2
d
2 j2−l
∫
eiλΦs(x,y)A(x, y, s)ds,
where Φs is given by (3.46) and
A(x, y, s) = χ˜B(x)χ˜B′ (y)(2
− d2 jaψ∗ψj)(Slc(x, y, s))ψ˜(s)
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(cf. (6.14)). Meanwhile, Slc is given by (3.45). It is sufficient for (7.31) to show the
estimate
(7.32)
∫
|P∗l (x, y)|2dy . 2−lλ−1µ
d−2
2 .16
Let us write
(7.33)
∫
|P∗l (x, y)|2dy = 2−2l2dj
∫∫ (∫
A(x, y, s)A(x, y, t)eiλΨ(x,y,s,t)dy
)
dtds,
where
Ψ(x, y, s, t) := P(x, y, Slc(x, y, s))− P(x, y, Slc(x, y, t)).
We now claim that
(7.34) |∂yΨ(x, y, s, t)| & 2−l|s− t|
for (x, y) ∈ B˜ × B˜′ if we take sufficiently small ε◦. In the same manner as in
the proofs of Lemma 6.4 and Lemma 6.5 in Section 6, it is not difficult to see
∂αyΨ = O(µ
−|α|+12−l|s − t|), ∂αyA = O(µ−|α|) for (x, y) ∈ B˜ × B˜′. In fact, for
the first estimate we use the mean value theorem together with Lemma 6.5. Thus,
routine integration by parts as in the first part of the proof Lemma 6.7 gives 17∣∣∣ ∫ A(x, y, s)A(x, y, t)eiλΨ(x,y,s,t)dy∣∣∣ . (1 + λµ2−l|s− t|)−Nµd.
Combining this with (7.33) and integrating in s, we get (7.32).
It remains to show (7.34). Let us set
E =
(
∂sP(x, y, Slc(x, y, s))− ∂sP(x, y, Slc(x, y, t))
)
∂ySc(x, y),
F = ∂yP(x, y, Slc(x, y, s))− ∂yP(x, y, Slc(x, y, t)).
Then, we have ∂yΨ(x, y, s, t) =: E + F . Using (3.45), by the mean value theorem
we have
E = ∂2sP(x, y, Sc(x, y) + 2−ls∗)2−l(s− t)∂ySc(x, y)
for some s∗ with |s∗| . 1. By (3.29) and (3.30), R(x, y, cos(Sc(x, y) + 2−ls∗)) =
(cosSc(x, y)− cos(Sc(x, y) + 2−ls∗))(τ+(x, y) − cos(Sc(x, y) + 2−ls∗)) = O(µ 32 2−l)
because Sc(x, y) + 2
−ls∗ ∼ √µ and Sc(x, y) ∼ √µ. We now recall 2−l . ε◦√µ and
∂ySc(x, y)= O(µ
− 12 ) for (x, y) ∈ B˜ × B˜′ ((6.15)). Thus, by (3.28) it follows that
E = O(ε◦2−l|s− t|). Now, to show (7.34) it is enough to verify that
(7.35) |F | & 2−l|s− t|
taking ε◦ > 0 small enough. We exploit the particular form of P . For simplicity,
let us set Slc(s) := 2
−ls+ Sc(x, y) fixing x, y. By a direct computation we get
F =
cosSlc(s)
sinSlc(s)
y − 1
sinSlc(s)
x− cosS
l
c(t)
sinSlc(t)
y +
1
sinSlc(t)
x =: ay − b(x − y).(7.36)
where
a =
(cosSlc(s)− 1
sinSlc(s)
− cosS
l
c(t)− 1
sinSlc(t)
)
, b =
( 1
sinSlc(s)
− 1
sinSlc(t)
)
.
16Generally, ‖T‖2→∞ = ‖T‖L∞x (L2y) where T (x, y) is the kernel of an operator T .
17One may rescale as before, that is to say, y → µy + yB′ where yB′ is the center of B′.
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It is clear that |a| ∼ 2−l|s−t| by the mean value theorem and, similarly, |b| ∼ 2−l|s−
t|µ−1 because Slc ∼
√
µ. Since B, B′ satisfy (6.1) with µ = µ′, the angle between
two vectors y and µ−1(x− y) are bounded below by a constant ∼ 1 because x ∈ B
and y ∈ B′. Since |y| ∼ 1 and µ−1|x − y| ∼ 1, we conclude that |F | & 2−l|s − t|.
This completes the proof of Proposition 7.4. 
Proof of (7.11). The proof is similar with that of (7.12) but we need to modify
it slightly though it basically corresponds to the case with µ ∼ 1. As in Section
3.6 we partition the sets Br × Br into finitely many sets {An × Am}n,m of small
diameter ≤ cε◦ such that either |D(x, y)| & ε◦ or |D(x, y)| ≪ ε◦ holds for (x, y) ∈
An × Am. If |D(x, y)| & ε◦ holds for (x, y) ∈ An × Am, by Theorem 1.5 we have
‖χAnPλχAm‖
L
2d
d+1
,1→L∞
. λ−1/2. Hence, we only need to show
(7.37) ‖χAPλχA′f‖∞ . λ− 12 ‖f‖ 2d
d+1 ,1
while assuming that A,A′ ⊂ Br are of diameter cǫ◦ and |D(x, y)| ≪ ε◦ for (x, y) ∈
A×A′ ((3.37)). Similarly as in the proof of (7.12), the matter reduces to showing
that
‖
∑
2−j≥λ−1
χAPλ[ψj ]χA′f‖∞ . λ− 12 ‖f‖ 2d
d+1 ,1
.
It is easy to show ‖∑2−j<λ−1 Pλ[ψj ]f‖2d/(d+1)→∞ . λ− 12 in the same way as in
(7.18) and (7.19) because |Πλ(x, y)| . λ d−22 . Using the same bound, (3.3) and
orthogonality between the Hermite functions as before, via rescaling ((2.12)) we
also have ‖Pλ[ψj ]‖2→∞ . 2− 12 jλ− 12 (for instance, see (7.25)), which trivially gives
(7.38) ‖χAPλ[ψj ]χA′‖2→∞ . 2− 12 jλ− 12 .
If (x, y) ∈ A × A′, taking sufficiently small ε◦ > 0 we have either |x| ≥ 1/2 or
|y| ≥ 1/2 because we are assuming (3.37). For the moment we assume |y| ≥ 1/2
for y ∈ A′. The case |x| ≥ 1/2 for x ∈ A can be handled similarly by exchanging
the roles of x, y. Since A ⊂ B1−δ◦ , taking ε◦ ≪ δ2◦ we also have
(7.39) |x− y| & δ2◦
because D(x, y) = (1 − |y|2)2 + O(|x − y|). Since Q(x, y, 1) = |x − y|2 & δ2◦ and
(3.37) holds, from (2.27) we note that |∂sP| & 22j on the support of ψj provided that
2−j ≪ δ2◦. By Lemma 2.7 we have ‖χAPλ[ψj ]χA′‖1→∞ . 2
d−4
2 jλ−1. Combining
this with the estimate (7.38) via interpolation, we get
‖
∑
2−j≪δ2◦
χAPλ[ψj ]χA′f‖∞ .
∑
2−j≪δ2◦
2−
3
2d jλ−
d+1
2d ‖f‖ 2d
d+1
. λ−
1
2 ‖f‖ 2d
d+1
.
So, we may assume 2−j & δ2◦ and there are only finitely many Pλ[ψj ]. It suffices to
show the estimate for each χAPλ[ψj ]χA′ . Additionally, with a small c > 0 we may
assume that
(7.40) cδ2◦ ≤ Sc(x, y) ≤ π/2
for (x, y) ∈ A × A′ since otherwise we have |∂2sP| & c > 0 on the support of ψj ,
so we get ‖χAPλ[ψj ]χA′‖1→∞ . λ− 12 . This and (7.38) give ‖χAPλ[ψj ]χA′f‖∞ .
λ−
1
2 ‖f‖ 2d
d+1
.
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We now decompose χ˜APλ[ψj ]χ˜A′ away from the critical point Sc. Since |∂2sP| ∼ 2−l
on supp(ψ˜(2l(·−Sc))ψj), we have the estimate ‖χ˜APλ[ψjψ˜(2l(·−Sc))]χ˜A′‖1→∞ .
2
l
2λ−
1
2 . By interpolation and summation over l we need only to show
‖χ˜APλ[ψjψ˜(2l(· − Sc))]χ˜A′‖2→∞ . 2− l2λ− 12 .
We now proceed as in the proof of (7.32). Clearly, we may assume 2−l . ε◦.
Recalling (7.33), it is sufficient to show (7.34) whenever (x, y) ∈ A × A′. For this
it is enough to verify that (7.35) if (x, y) ∈ A×A′ and ε◦ is small enough. In turn,
(7.35) follows if we show that
(7.41) dist
( x− y
|x− y| ,±
y
|y|
) ≥ cδ2◦, ∀(x, y) ∈ A×A′
for some positive constant c > 0. Indeed, one may use an elementary fact that
|av+bu| & min{|v−u|, |v+u|}(|a|+ |b|) whenever v,u ∈ Sd−1 and a, b ∈ R. Using
(7.36) and (7.41), we get (7.35) because |a| ∼ 2−l|s−t| and |b| ∼ 2−l|s−t| by (7.40)
if we take ε◦ small enough. We now show (7.41). Suppose (7.41) fails, then we have
either dist
(
x−y
|x−y| ,
y
|y|
) ≪ δ2◦ or dist ( x−y|x−y| ,− y|y|) ≪ δ2◦ for some (x, y) ∈ A × A′.
Using (4.1) we have D(x, y) & δ2◦ in each case because x, y ∈ B1−δ◦ . This is a
contradiction if we take ǫ◦ ≪ δ2◦ because we are assuming (3.37).
Finally, if |x| ≥ 1/2 for x ∈ A we write F = (a + b)(y − x) + ax and routine
adaptation of the previous argument interchanging the roles of x, y proves (7.34).

7.4. Estimates over A−λ,µ × A−λ,µ. Compared with the estimate for Πλ over the
set A+λ,µ×A+λ,µ which we have dealt with in the previous sections, it is much easier
to obtain the estimate over the set A−λ,µ×A−λ,µ. From the estimate in [34, Theorem
3], the following estimates can be deduced:
(7.42) ‖χ−λ,µΠλχ−λ,µ‖q′→q .
{
λ−
5
3+
d
2 δ(q
′,q)µ−2+
d
2 δ(q
′,q), 2 ≤ q ≤ 2(d+1)d−1 ,
λ−
1
3+
d
6 δ(q
′,q)(λ
2
3µ)−N , 2(d+1)d−1 ≤ q ≤ ∞,
for λ−2/3 ≤ µ ≤ 1/4 and ‖χA◦
λ,µ◦
ΠλχA◦
λ,µ◦
‖q′→q ≤ Cλ− 13+ d6 δ(q′,q) for 2 ≤ q ≤ ∞
where µ◦ = λ−2/3. Our approach with the decomposition (4.3) provides better
bounds than those estimates on the extended range 1 ≤ p ≤ 2 ≤ q ≤ ∞.
Proposition 7.8. Let (p, q) ∈ [1, 2] × [2,∞]. If λ−2/3 ≤ µ ≤ 1/4, for any N we
have
‖χ−λ,µΠλχ−λ,µ‖p→q . λ−
1
3+
d
6 δ(p,q)(λµ3/2)−N .(7.43)
If 0 < µ . λ−2/3 and d ≥ 2, we have the estimate
‖χ◦λ,µΠλχ◦λ,µ‖p→q . λ
1
3+
d−4
6 δ(p,q)µ1−δ(p,q).(7.44)
Being combined with (5.1), these estimates improve the weighted estimates in [34,
Theorem 3]. Concerning sharpness of the estimate (7.44), it is also possible to
show the lower bound λ
1
3+
d−4
6 δ(p,q)µ1−δ(p,q) . ‖χ±λ,µΠλχ±λ,µ‖p→q by considering a
suitable input function and the asymptotic expansion of the Hermite functions (for
example, see Olver [43]).
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Proof. In order to show (7.43), by scaling it is sufficient to obtain the equivalent
estimate
‖χA−µPλχA−µ ‖p→q . λ−
d
2 (1−δ(p,q))λ−
1
3+
d
6 δ(p,q)(λµ
3
2 )−N .(7.45)
Using (4.3) with σ, σ′ = −, (i) in Lemma 4.3, Lemma 4.5, and (2.10) it is sufficient to
deal with the cases either dist(A−,νk , A
−,ν
k′ ) ≤ 1/100, or dist(A−,νk ,−A−,νk′ ) ≤ 1/100.
By reflection y → −y, it is enough to consider the first case. To show (7.45) we use
the estimate
(7.46)
‖χ◦,νk Pλχ◦,νk′ ‖1→∞ . 2
d−2
4 ν(λ2−
3
2 ν)−N , 2−ν ≫ µ,
‖χ−,νk Pλχ−,νk′ ‖1→∞ . λ
d−2
6 (λµ
3
2 )−N , 2−ν . µ,
which holds for k ∼ν k′. To show the first estimate in (7.46), by Lemma 4.5 it is
sufficient to show
∑
j ‖χ−,νk Pλ[ψ+j ]χ−,νk′ ‖1→∞ . 2
d−2
4 ν(λ2−
3
2 ν)−N because we are
assuming that dist(A−,νk , A
−,ν
k′ ) ≤ 1/100. Since µ≪ 2−ν , this estimate follows from
(4.4) by taking summation by splitting the cases 2−2j . 2−ν and 2−2j ≫ 2−ν. The
second estimate in (7.46) is clear from the estimate (7.42) with q = ∞ because
λ−2/3 ≤ µ . 1.
Once we prove the estimate (7.46), the proof of (7.45) is straightforward. Indeed,
using Lemma 4.4 and the estimate (7.46), we have
∥∥χ−,νk Pλχ−,νk′ ∥∥p→q .
{(
µ2−(d−1)ν
)1−δ(p,q)
2
d−2
4 ν(λ2−
3
2 ν)−N , µ≪ 2−ν ,(
µ2−(d−1)ν
)1−δ(p,q)
λ
d−2
6 (λµ
3
2 )−N , µ & 2−ν .
Since λ−2/3 ≤ µ, summation over ν followed by a simple manipulation yields∑
ν
max
k∼νk′
∥∥χ−,νk Pλχ−,νk′ ∥∥p→q . λ− d2 (1−δ(p,q))λ− 13+ d6 δ(p,q)(λµ 32 )−N .
Thus, by Lemma 4.8 we get the desired estimate (7.45).
We show (7.44) in the similar manner. As before we may assume dist(A◦,νk , A
◦,ν
k′ ) ≤
1/100 and we need only to show that, for k ∼ν k′,∥∥χ◦,νk Pλχ◦,νk′ ∥∥1→∞ .
{
2
d−2
4 ν(λ2−
3
2 ν)−N , 2−ν ≫ λ− 23 ,
λ
d−2
6 , 2−ν . λ−
2
3 ,
since the previous argument works without modification. Since λ−2/3 & µ, the
first estimate is clear from the first one in (7.46) and the second estimate trivially
follows from (ii) in Lemma 7.6. 
By making use of the estimates (7.43) and (7.44) the estimate in Lemma 5.3 can
be strengthened under a mild assumption without making use of the cancellation
between the operators. These estimates can also be used to provide a slightly
different argument to prove the endpoint estimate.
Lemma 7.9. Let λ−
2
3 . µ′ ≤ µ ≤ 1/4 and 2−j ∼ µ 12 . Then we have
(7.47) ‖χ◦λ,µΠλ[ψj ]χ◦λ,µ′‖2→2 . (µµ′)
1
4 .
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Proof. We continue using the same notations in the proof of Lemma 7.7. As before,
in order to prove (7.47) it is convenient to consider a little stronger estimate. For
(7.47) it clearly suffices to show that
(7.48) ‖χeλ,µΠλ[ψj ]χeλ,µ′‖2→2 . (µµ′)
1
4 .
For the purpose we claim
(7.49) ‖χeλ,µΠλχeλ,µ′‖2→2 . (µµ′)
1
4 , µ & λ−2/3.
This strengthens the estimate in Lemma 4.6. Assuming the estimate (7.49) for the
moment, we prove (7.48). Since ψ̂j(τ) = O(2
−j(1+2−j|τ |)−N ), from (3.3) we have
‖χeλ,µΠλ[ψj ]χeλ,µ′‖2→2 ≤ 2−j
∑
λ′
(
1 + 2−j(λ − λ′))−N ‖χeλ,µΠλ′χeλ,µ′‖2→2.
Recalling (7.16) and (7.17), we get ‖χeλ,µΠλ′χeλ,µ′‖2→2 ≤ ‖χeλ′,ℓ(µ)Πλ′χeλ′,ℓ(µ′)‖2→2
by Lemma 4.9. Thus, the estimate (7.49) gives ‖χeλ,µΠλ′χeλ,µ′‖2→2 . (ℓ(µ)ℓ(µ′))
1
4 .
For (7.48) it is sufficient to show
2−j
∑
λ′
(
1 + 2−j(λ− λ′))−N (ℓ(µ)ℓ(µ′)) 14 . (µµ′) 14 .
By a computation this can be shown similarly as in the proof of Lemma 7.7 using
the fact that 2−jλ & 1, 2−j ∼ µ 12 , and µ, µ′ & λ−2/3. So we omit the detail.
We now prove (7.49). Since ‖χeλ,µΠλχeλ,µ′‖2→2 ≤ ‖χeλ,µΠλ‖2→2‖Πλχeλ,µ′‖2→2 and
‖Πλχeλ,µ′‖2→2 = ‖χeλ,µ′Πλ‖2→2 by duality, it is sufficient to show ‖χeλ,µΠλ‖2→2 ≤
µ
1
4 . Then, breaking χeλ,µΠλ, we have
‖χeλ,µΠλ‖2→2 ≤
∑
λ−2/3≤µ′≤µ
‖χ+λ,µ′Πλ‖2→2 +
∥∥χ◦λ,λ−2/3Πλ∥∥2→2 + ∑
λ−2/3≤µ′
‖χ−λ,µ′Πλ‖2→2.
Since the kernel Πλ(x, y) decays rapidly for |x|, |y| ≥ 2
√
λ, by the triangle inequality
we have
∑
1≤µ′ ‖χA−
λ,µ′
Πλ‖2→2 . λ−N . Using the estimates (4.16), (7.44), and
(7.43) successively, we have
‖χeλ,µΠλ‖2→2 .
∑
λ−2/3≤µ′≤µ
(µ′)
1
4 + λ−
1
6 +
∑
λ−2/3≤µ′≤1
λ−
1
6 (λ(µ′)
3
2 )−N + λ−N . µ
1
4
as desired. 
7.5. Sharpness of the bound (1.17). Before closing this section we show that
the bound (1.17) can not be improved. For this it is sufficient to show the lower
bounds (7.50)–(7.52) in Proposition 7.10 below. Comparing these lower bounds one
can easily see the bound (1.17) is sharp.
Proposition 7.10. Let d ≥ 2, λ≫ 1, and λ− 23 ≤ µ≪ 1. Then, we have
‖χ+λ,µΠλχ+λ,µ‖p→q & (λµ)−1+
d
2 (
1
p− 1q ),(7.50)
‖χ+λ,µΠλχ+λ,µ‖p→q & λ−
1
2 (
1
p− 1q )µ
1
2−d+34 ( 1p− 1q ),(7.51)
‖χ+λ,µΠλχ+λ,µ‖p→q & λ−
1
2+
d
2 (1− 1p− 1q )µ−
1
4+d(
3
4− 1p− 12q ).(7.52)
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The lower bounds (7.50), (7.51) which show the sharpness of (1.17) for (1/p, 1/q) ∈
R1∪R3 can be shown by modifying the proofs of (3.10), (3.11). Instead of repeating
the previous argument, we show that the upper bound Cλβ(p,q)µγ(p,q) in (1.17) can
not be improved to any better one, i.e., Cλβ(p,q)−ǫ1µγ(p,q)+ǫ2 with any ǫ1, ǫ2 > 0.
This can be done by making use of the known lower bound from Lp to Lp
′
. Indeed,
we recall (1.16) of which sharpness was shown in [34]. Hence, by the TT ∗ argument
we have
‖χ+λ,µΠλχ+λ,µ‖p→p′ ≥ Cλβ(p,p
′)µγ(p,p
′)(7.53)
for any 1 ≤ p ≤ 2 with C depending only on d. Suppose
‖χ+λ,µΠλχ+λ,µ‖p0→q0 . λβ(p0,q0)−ǫ1µγ(p0,q0)+ǫ2
for some ǫ1, ǫ2 > 0, and (1/p0, 1/q0) ∈ R1 ∪ R3 with p′0 6= q0. By duality it
follows that ‖χ+λ,µΠλχ+λ,µ‖q′0→p′0 . λβ(p0,q0)−ǫ1µγ(p0,q0)+ǫ2 . Interpolation between
these two estimate particularly gives ‖χ+λ,µΠλχ+λ,µ‖p∗→p′∗ . λβ(p∗,p
′
∗)−ǫ1µγ(p∗,p
′
∗)+ǫ2
where 1/p∗ − 1/p′∗ = 1/p0 − 1/q0 because β(p0, q0) = β(p∗, p′∗) and γ(p0, q0) =
γ(p∗, p′∗). This contradicts to the lower bound (7.53) if we let λ→∞ and µ→ 0.
The rest of this section is devoted to proving the estimate (7.52). To do so, we
make use of the following.
Lemma 7.11. Let 1 ≤ p ≤ 2 and x0 ∈ A+λ,µ. Then, if λ−
2
3 . µ ≤ 2−2, we have
‖Πλ(x0, x)‖Lp(A+λ,µ) . λ
− 12+ d2pµ−
1
4+d(
1
p− 14 ).
Proof. Since Πλ(Ux,Uy) = Πλ(x, y), we may assume x0 = |x0|e1. Let S0 = {x ∈
A+λ,µ : λ
− 12 |x− x0| < 100µ} and for j ≥ 1 denote by Sj the set
{x ∈ A+λ,µ : λ−
1
2 |x− x0| ∈ [100µ2j−1, 100µ2j)}.
It is enough to show the following:
‖Πλ(x0, ·)‖Lp(S0) . λ−
1
2+
d
2pµ−
1
4+d(
1
p− 14 ),(7.54)
‖Πλ(x0, ·)‖Lp(Sj) . (µ2j)−
d−2
4 (λ(µ2j)
3
2 )−N (λ
d
2 µd2(d−1)j)
1
p , j ≥ 1.(7.55)
Once we have these estimates, summation over j proves Lemma 7.11 because λµ
3
2 &
1. The first estimate follows by using Ho¨lder’s inequality and the estimate (7.13).
Indeed, since x0 ∈ A+λ,µ, we see the left hand side of (7.54) is bounded by
|S0|
1
p− 12 ‖Πλ(x0, ·)‖L2(A+λ,µ) . |S0|
1
p− 12 ‖χ+λ,µΠλχ+λ,µ‖2→∞,
using the identity
‖χ+λ,µΠλχ+λ,µ‖22→∞ =
∥∥∥ ∫
A+λ,µ
Πλ(·, y)2 dy
∥∥∥
L∞(A+λ,µ)
.
Hence, the estimate (7.54) follows from (7.13). For the second estimate (7.55) we
observe that
‖Πλ(x0, ·)‖Lp(Sj) . supk∼νk′‖χ+,νk Pλχ+,νk′ ‖1→∞ |Sj |
1
p ,
where ν is a number such that 2−ν ∼ 100µ2j. Combining this with (7.46), we get
the desired estimate (7.55). 
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Proof. We claim that there is a point x0 ∈ A+λ,µ such that
(7.56)
∫
A+λ,µ
Πλ(x0, y)
2 dy & µ
1
2 (λµ)
d−2
2 .
This in turn shows the sharpness of (7.13) because the kernel Πλ(x, y) is smooth.
Assuming (7.56) for the moment we prove (7.52) for general p, q. Let us set
f(x) = Πλ(x0, x)χA+λ,µ
(x).
Then, by (7.56) we have Πλf(x0) & µ
1
2 (λµ)
d−2
2 and by Lemma 7.11 we also have
‖f‖2 . µ 14 (λµ) d−24 . Hence, the estimate (7.13) gives ‖χA+λ,µΠλf‖∞ . µ
1
2 (λµ)
d−2
2 .
Using this, we now observe that |∆xΠλf(x)| = |(λ − |x|2)Πλf(x)| . µ 12 (λµ) d2
for all x ∈ A+λ,µ because H(Πλf) = λΠλf . By Gagliardo-Nirenberg interpolation
inequality (for example see [40, p.415]), we have ‖∇xΠλf‖L∞(A+λ,µ) . µ
1
2 (λµ)
d−1
2 .
This implies that there exists c > 0 small enough such that Πλf(x) & µ
1
2 (λµ)
d−2
2
for any x ∈ B(x0, c(λµ)− 12 ). Hence we have the lower bound
‖χ+λ,µΠλχ+λ,µf‖q ≥ ‖Πλf‖Lq(B(x0,c(λµ)− 12 )∩A+λ,µ) & µ 12 (λµ) d−22 − d2q .
Combining this and the estimate ‖f‖p . λ−
1
2+
d
2pµ−
1
4+d(
1
p− 14 ) which follows from
Lemma 7.11, we have the lower bound (7.52).
It remains to show (7.56) of which proof is similar to that of (3.10). Let λ = 2N+d
as in Proof of (3.10). We set
J =
{
α ∈ Nd : |α| = N, Nµ/(16d) ≤ αj ≤ Nµ/(8d), 2 ≤ j ≤ d
}
,
ℓ = (2
√
d)−1
√
λµ, and Qℓ = [
√
λ(1 − 2µ),
√
λ(1 − 3µ/2)]× [−ℓ, ℓ ]d−1. Noting that
Qℓ ⊂ A+λ,µ and |J | ∼ (λµ)d−1, we have∑
α∈J
∫
Bd−1(0,(λµ)
− 1
2 )
∫ √λ(1−3µ/2)
√
λ(1−2µ)
|Φα(x1, x¯)| dx1dx¯ & λ d4µ
d+2
4 .
This is an easy consequence of Lemma 3.3. Hence there exists x0 ∈ [
√
λ(1 −
2µ),
√
λ(1 − 3µ/2)]×Bd−1(0, (λµ)− 12 ) such that
∑
α∈J |Φα(x0)| & (λµ)
3
4 d−1. Now
we define the function g by setting
g(x) = χQℓ(x)
∑
α∈J
cαΦα(x).
Here cα ∈ {−1, 1}, α ∈ J such that cαΦα(x0) = |Φα(x0)|. By using L2 esti-
mate ‖χ+λ,µΠλ‖2→2 . µ1/4((4.16)), we have ‖g‖2 ≤ ‖
∑
α∈J cαΦα(x)‖L2(A+λ,µ) .
µ
1
4 ‖∑α∈J cαΦα(x)‖2 . µ 14 (λµ) d−12 . Recalling the definition of Aα,β in the proof
of (3.10), we write
Πλg(x) = I(x) + II(x) :=
∑
α∈J
cαAα,αΦα(x) +
∑
α∈J
∑
β:|β|=N,α6=β
cαAα,βΦβ(x).
Following the same argument used to treat the second sum in (3.15), one can show
II(x) = O
(
(λµ)ae−bλµ
)
for some a, b > 0. Now we deal with the first sum, I(x).
By Lemma 3.3 we have Aα,α ∼ µ 12 . Hence, our choices of cα and x0 ensures that
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there exists C > 0 such that I(x0) =
∑
α∈J cαAα,αΦα(x0) ≥ Cµ
1
2 (λµ)
3
4d−1. Since
Qℓ ⊂ A+λ,µ and x0 ∈ A+λ,µ,
〈χ+λ,µ(x0)Πλ(x0, ·)χ+λ,µ, g〉 = Πλg(x0) ≥ Cµ
1
2 (λµ)
3
4d−1 −O((λµ)ae−bλµ).
Since ‖g‖2 . µ 14 (λµ) d−12 , by duality we get (7.56) as desired. This completes the
proof. 
8. Carleman inequality for the heat operator
and the resolvent estimate
In this section we are concerned with Carleman inequality for the heat operator
and resolvent estimate for H , which are closely related to each other. As already
mentioned in the introduction, the uniform estimate for the projection operator Πλ
plays a key role in establishing the estimates.
8.1. Carleman inequality and unique continuation. We consider the Carle-
man inequality for the heat operator of the form
(8.1)
∥∥∥t−αe− |x|28t g∥∥∥
Lst (R+;L
q,b
x )
≤C
∥∥∥t−α+1− d2 δ(p,q)−δ(r,s)e− |x|28t (∆ + ∂t)g∥∥∥
Lrt (R+;L
p,a
x )
with C independent of α which holds for all g ∈ C∞c (Rd+1 \ {(0, 0)}) under a
suitable condition on the exponents α, p, q, r, s, a, b. It was Escauriaza [15] who
first obtained the estimate (8.1) for some p, q, r, s of special cases. The estimate
was the key ingredient in his proof of the strong unique continuation property for
the heat operator with time-dependent potentials. More precisely, he showed that
the estimate (8.1) holds with the Lebesgue spaces (i.e., a = p, b = q) for p, q
satisfying q = p′ and δ(p, q) < 2/d if d ≥ 2, and δ(p, q) ≤ 1 if d = 1 provided that
dist(β,Z) ≥ c for some c > 0 where β = 2α− dq − 2s ∈ R.
Afterward, the estimate (8.1) was extended by Escauriaza and Vega [17] to the
exponents p, q which lie outside of the line of duality. They showed the estimate
(8.1) holds for 2dd+2 ≤ p ≤ 2 ≤ q ≤ 2dd−2 if d ≥ 3, and for 1 ≤ p ≤ 2 ≤ q ≤ ∞,
(p, q, d) 6= (1,∞, 2) for d = 1, 2. Both of the results in [15, 17] are based on the
uniform estimate (1.4).
In view of Remark 6 below, the exponents p, q satisfying
(8.2)
1
p
− 1
q
=
2
d
constitute the critical cases for the Carleman estimate (8.1) (see the condition
(8.4) and Remark 6). Consequently, it is much more difficult to obtain (8.1) for
p, q satisfying (8.2) than the estimate for p, q with 1/p− 1/q < 2/d. Remarkably,
Escauriaza and Vega [17] showed that the estimate (8.1) holds if (p, q) = ( 2dd+2 ,
2d
d−2),
a = p, and b = q. The estimate (8.1) with p, q satisfying (8.2) and r = s implies
the Carleman inequality for the Laplacian:
(8.3) ‖|x|−σf‖q,b ≤ C‖|x|−σ∆f‖p,a, f ∈ C∞c (Rd \ {0})
with C > 0 depending on d, p, q and dist(σ,Z + dq ) > 0. With p = a =
2d
d+2 and
q = b = 2dd−2 , the estimate (8.3) was shown by Jerison and Kenig [26] who proved the
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strong unique continuation property for the differential inequality |∆u| ≤ |V u| with
V ∈ Ld/2loc , d ≥ 3. Stein [52] extended the estimate to the off-diagonal exponents and
combined such estimates with real interpolation to show strong unique continuation
property for potential V ∈ Ld/2,∞ under smallness assumption. Later, the range of
p, q for (8.3) was further extended by Sogge [50] and by Kwon and Lee [37].
Since we have uniform bound on Πλ in a wider range of p, q (Theorem 1.2) when
d ≥ 3, it seems natural to expect that the estimate (8.1) holds on the extended
range. We show that the estimate (8.1) is also true on the newly extended range
by combining the uniform estimate (1.5) and the representation formula (2.3) of
Πλ. In particular, we extend the Carleman estimate (8.1) to the Lorentz spaces
for ( 1p ,
1
q ) ∈ (F,F′), which satisfies (8.2). This allows us to handle the potentials V
which were not covered in [17].
Theorem 8.1. Let d ≥ 3 and let (1/p, 1/q) be contained in P, which is defined in
Theorem 1.2 (see Figure 1). Let 1 ≤ r ≤ s ≤ ∞ satisfy (1r , 1s ) 6= (1, d2 ( 1p − 1q )),
(1− d2 ( 1p − 1q ), 0), and
(8.4) 0 ≤ 1
r
− 1
s
≤ 1− d
2
(1
p
− 1
q
)
.
For α ∈ R let us set β = 2α− dq − 2s /∈ N0. Then there exists C depending only on
p, q, a, b, r, s and dist(β,N0) such that the estimate (8.1) holds with 1 ≤ a = b ≤ ∞
if 1p − 1q < 2d except p = 2 or q = 2, and with a = b = 2 if 1p − 1q = 2d .
By the implication from (8.1) to (8.3) and the estimates in Theorem 8.1 with p, q
satisfying (8.2), we obtain (8.3) for p, q satisfying (1/p, 1/q) ∈ (F,F′). However
it does not extend the previously known range of p, q for which (8.3) holds. The
range of p, q is exactly the same with that in Kwon and Lee [37], which is the best
known result for (8.3) for d ≥ 5. The optimal range for the estimate (8.3) still
remains open. In Cwikel [14], it was shown that real interpolation does not behave
well in mixed norm spaces, so extension of the Carleman inequality (8.1) to the
Lorentz spaces is not straightforward as in [52]. In particular, we are not able to
obtain (8.1) at the endpoint cases (1/p, 1/q) = F or F′ even though we have the
uniform restricted weak type estimate for Πλ. See Lemma 8.9. As shown in [52],
the Lorentz space extension in Theorem 8.1 allows a larger class of potentials for
the strong unique continuation property for the heat operator. In this regard we
obtain the following which improves Theorem 2 and Theorem 3 in [17].
Corollary 8.2. Let d ≥ 3, 0 < T < ∞, δ > 0, and let d2 ≤ r ≤ ∞, 1 ≤
s ≤ ∞ satisfy 1s + d2r ≤ 1. Let ( 1p , 1q ) ∈ P satisfy 1p − 1q = 1r . Suppose that
u ∈ W 1,a((0, T );W 2,p(Rd)), a ≤ min{2, s} is a solution to |∂tu + ∆u| ≤ |V u| on
Rd × (0, T ) and suppose that for any k ∈ N there is a constant Ck such that
(8.5) |u(x, t)| ≤ Ck(|x|+
√
t)ke(1−δ)|x|
2/8t, (x, t) ∈ Rd × (0, T ).
Then u is identically zero on Rd× (0, T ) provided that ‖t1− d2r− 1sV ‖Ls((0,T );Lr,∞x (Rd))
is small enough.
Wolff [62] showed that when V ∈ Ld/2,∞ the strong unique continuation prop-
erty of the Laplacian is not generally true without the smallness assumption.
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He constructed a nonzero function w which satisfies |∆w| ≤ |V∗w| with V∗ ∈
Ld/2,∞ and vanishes to infinite order at the origin. Since the function w in [62]
is bounded, considering the time independent function u(x, t) := w(x) it is easy
to see which u(x, t) satisfies (8.5) and obviously the differential inequality |∆u +
∂tu| ≤ |V∗u|. This shows smallness assumption is necessary in general for the
strong unique continuation for the heat operator if V ∈ L∞((0, T );Ld/2,∞(Rd)), or
V ∈ Ld/2,∞(Rd;L∞((0, T ))).
Corollary 8.3. Let d ≥ 3, d2 ≤ r ≤ ∞ and 1 ≤ s ≤ ∞ satisfying d2r + 1s ≤ 1.
Suppose that u is a continuous solution to |∆u + ∂tu| ≤ |V u| on B(0, 2) × (0, 2),
and suppose that for any k ∈ N there is a constant Ck such that
‖e−|x|2/8tu‖L2((0,ε);L2x(B(0,2))) ≤ Ckεk, 0 < ε < 2.
Then u(x, 0) vanishes on B(0, 2) if ‖t1− d2r− 1s V ‖Ls((0,2);Lr,∞x (B(0,2))) < ∞ is small
enough.
Once we have the Carleman estimate (8.1), Corollaries 8.2 and 8.3 can be shown
by routine adaptation of the argument in [17], hence we omit the details.
8.2. Resolvent estimate for the Hermite operator. We consider the resolvent
estimate for the Hermite operator H , i.e., (1.6). As is clear, unlike the continuous
spectrum case it is impossible for (1.6) to hold with C independent of z, so we need
to impose the condition that
(8.6) dist(z, 2N0 + d) ≥ c
for some 1≫ c > 0. In fact, ‖(H − z)−1‖p→q ≥ |2k+ d− z|−1‖f‖q/‖f‖p whenever
f is the eigenfunction with the eigenvalue 2k + d. Hence the operator norm can
not be bounded as z → 2k + d. The estimate (1.6) may be compared with the
corresponding estimate for the resolvent of the Laplacian which is due to Kenig,
Ruiz, and Sogge [29]. It was shown in [29] that the estimate
(8.7) ‖(−∆− z)−1f‖q ≤ C‖f‖p, z ∈ C \ (0,∞)
holds with C independent of z if and only if 1p − 1q = 2d , 2dd+3 < p < 2dd+1 and d ≥ 3.
Also, see [25] for the uniform estimates for more general second order differential
operators and [38] for the nonuniform sharp bounds which depends on z. Thanks
to the gap condition (8.6), the uniform resolvent estimate for H is also possible
away from the critical line 1p − 1q = 2d whereas this can not be true for −∆ because
of the scaling structure (see [29, 38]).
The estimate (1.6) is naturally related to the Carleman estimate (8.1). It was shown
in [15] that the estimate (8.1) is equivalent to the Sobolev type inequality
(8.8) ‖h‖Ls(R;Lq,bx ) ≤ C‖(∆− |x|
2 + ∂t + 2β + d)h‖Lr(R;Lp,ax ), h ∈ C∞c (Rd+1)
where β = 2α − d/q − 2/s. Especially, with r = s, the inequality (8.8) implies
‖u‖q ≤ C‖(∆ − |x|2 + 2β + d)u‖p for u ∈ C∞c (Rd) which is a special case of
(1.6). Indeed, this estimate follows by applying (8.8) to the function h(x, t) =
u(x)v(t/R)R−1/r where u, v ∈ C∞c and R > 1, and letting R → ∞. Inverting
the operator ∆− |x|2 + 2β + d via spectral decomposition, the above inequality is
equivalent to (1.6) with z = 2β + d 6∈ 2N0 + d.
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Remark 6. When r = s, the implication from (8.8) to (1.6) with z = 2β + d 6∈
2N0 + d can be used to show that the Carleman estimate (8.1) holds only if
1
p
− 1
q
≤ 2
d
.
By the Marcinkiewicz multiplier theorem for the Hermite operator H ([58, Theorem
4.2.1]) (H− z)−1H with z = 2β+d 6∈ 2N0+d is bounded on Lp, 1 < p <∞. Thus,
we see that the Carleman estimate (8.1) implies the estimate ‖H−1u‖q . ‖u‖p for
u ∈ C∞c (Rd). By Theorem 8.7 the inequality holds only if the condition 1/p−1/q ≤
2/d holds.
Escauriaza and Vega [17] showed the estimate (1.6) when 2dd+2 ≤ p ≤ 2 ≤ q ≤ 2dd−2 ,
d ≥ 3; they only obtained (1.6) at a point ( 1p , 1q ) = (d+22d , d−22d ) which is on the
critical line (8.2). Thanks to (1.5) we can obtain the uniform resolvent estimate
(1.6) on a large class of Lebesgue spaces (Corollary 8.8). The estimate (1.6) with p, q
satisfying (8.2) is the most difficult one while one can obtain the other cases without
difficulty once we have the uniform estimate (1.5) in the critical line. Hence, we first
investigate the uniform resolvent estimate for H with p, q satisfying (8.2), which
also plays a crucial role in extending the range of p, q for the Carleman inequality
(8.1) on the critical case.
More generally, for m ∈ N we consider the operator
(8.9) (H − z)−mf =
∞∑
k=0
Π2k+d f
(2k + d− z)m = (−2)
−m
∞∑
k=0
Π2k+d f
(iτ + β − k)m
with z = 2β + d+ 2τi and β 6∈ N0, and we obtain the following.
Theorem 8.4. Let d ≥ 3 and let m be a positive integer. Suppose that (8.6)
holds for some c > 0. If (1/p, 1/q) ∈ (F,F′), then there is a constant C = C(m),
independent of z, such that
(8.10) ‖(H − z)−mf‖q ≤ C(1 + | Im z|)1−m‖f‖p
Furthermore, if ( 1p ,
1
q ) = F or F
′, we have the restricted weak type estimate ‖(H −
z)−mf‖q,∞ ≤ C(1 + | Im z|)1−m‖f‖p,1.
The inequality (8.10) was shown with (p, q) = ( 2dd+2 ,
2d
d−2) by Escauriaza and Vega
[17]. Their proof was based on interpolation along an analytic family of operators
which are motivated by Mehler’s formula for the Hermite function. However, this
approach is not enough to prove (8.10) for all (1/p, 1/q) ∈ (F,F′). Instead, we
provide a different proof which is significantly simpler and is based on the repre-
sentation formula (2.3). While the other cases are rather straightforward from the
(1.5), the proof of (8.10) for the case m = 1 is more involved. This is basically done
in Proposition 8.5.
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Let us denote by C(B, t◦) a class of the functions defined on R which satisfy
|G(n)| ≤ B, for any n ∈ Z,(8.11)
∞∑
k=1
|G(k) +G(−k)| ≤ B,
∞∑
k=1
|kG(k)− (k + 1)G(k + 1)| ≤ B,(8.12)
∣∣∣( d
dt
)l
G(t)
∣∣∣ ≤ B(1 + |t|)−l−1 for 0 ≤ l ≤ (d+ 2)/2(8.13)
whenever |t| > t◦ > 0. Particular examples satisfying the conditions (8.11)–(8.13)
are Gµ,τ (t) = 1/(iτ + t + µ) where (µ, τ) ∈ (− 12 , 12 ) × R satisfies |(µ, τ)| ≥ c for
some small c > 0.
Proposition 8.5. Let d ≥ 3, m ≥ 1 be integer and let (1/p, 1/q) ∈ (F,F′). Suppose
that G is in C(B, t◦). Then, for any n ∈ N0, there is a constant C, depending only
on B and t◦, such that
(8.14)
∥∥∥G(2n+ d−H
2
)
f
∥∥∥
q
≤ C‖f‖p.
Furthermore, if ( 1p ,
1
q ) = F or F
′, the restricted weak type (p, q) estimate holds for
G(2n+d−H2 ) with a uniform bound.
In order to prove Proposition 8.5 we use the following which also strengthens the
estimate (1.5) in a different direction.
Lemma 8.6. Let d ≥ 3 and (1/p, 1/q) = F′. Then the estimate ‖ ∫ π−π |e−i t2Hf |dt‖q,∞
≤ C‖f‖p,1 holds.
Proof. We have
∫ |ψje−itHf |dt . 2 d−22 j‖f‖1 because |ψje−itHf | . 2 d2 j‖f‖1 by
(2.4). Similarly, using the endpoint Strichartz estimate for e−itHf and Ho¨lder’s
inequality followed by Minkowski’s inequality we also get ‖ ∫ |ψje−itHf |dt‖ 2d
d−2
.
2−
1
2 j‖f‖2. Interpolation among these estimates gives
‖
∫
|ψje−itHf |dt‖q . 2(d2 δ(p,q)−1)j‖f‖p
if (1/p, 1/q) is contained in the line segment [(1, 0), (1/2, (d− 2)/2)]. Applying (c)
in Lemma 2.4 to the above estimates gives the desired estimate. 
To prove Proposition 8.5 we use the Lp–Lq estimate for the fractional Hermite
operator H−s, s > 0 which is defined by H−sf =
∑∞
k=0(2k + d)
−sΠ2k+df. The
operator also can be written as
(8.15) H−sf =
1
Γ(s)
∫ ∞
0
ts−1e−tHf dt
making use of the heat semigroup e−tH associated to H . By means of the explicit
kernel expression of e−tH which is based on Mehler’s formula (see [58]), Bongioanni
and Torrea [6] obtained Lp–Lq boundedness for H−s. Sharpness of their result was
later verified by Nowak and Stempak [42]. Thus, we now have complete character-
ization of Lp–Lq boundedness of H−s which is stated as follows.
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Theorem 8.7. ([6, Theorem 8],[42, Theorem 3.1]) Let d ≥ 1, 1 < p, q < ∞,
and 0 < s < d/2. Then H−s is bounded from Lp to Lq if and only if −2s/d <
1/p− 1/q ≤ 2s/d.
There are weak/restricted weak type estimates on the board line cases which are
not included in the above theorem, and we refer the readers to [42] for more details
regarding such endpoint estimates.
Proof of Proposition 8.5. Let p∗ and q∗ be given by (1/p∗, 1/q∗) = F′. In order
to show Proposition 8.5 it is sufficient to show the restricted weak type (p∗, q∗)
estimate for G(2n+d−H2 ). Note that the adjoint operator G(
2n+d−H
2 )
∗ is given by
G(2n+d−H2 )
∗f =
∑∞
k=0G(n − k)Π2k+df . Since G ∈ C(B, t◦) obviously, the same
argument gives the restricted weak type (p∗, q∗) estimate for G(2n+d−H2 )
∗, which
in turn gives the restricted weak type estimate (q′∗, p
′
∗) for G(
2n+d−H
2 ) by duality.
Real interpolation between these two restricted weak type estimates for G(2n+d−H2 )
yields the desired estimates for (1/p, 1/q) ∈ (F,F′).
Since G has no condition imposed on its differentiability for |t| ≤ t◦, we handle the
cases n ≥ n◦ and n < n◦ separately where n◦ is an integer satisfying n◦ ≥ 2t◦.
We first consider the case n ≥ n◦. Recalling G(2n+d−H2 ) =
∑∞
k=0G(n − k)Π2k+d,
we decompose the operator G(2n+d−H2 ) into two parts:
G
(2n+ d−H
2
)
=: Jn +Kn,
where
Jn :=
∞∑
k=0
G(n− k)φ
(n− k
n
)
Π2k+d, Kn :=
∞∑
k=0
G(n− k)
(
1− φ
(n− k
n
))
Π2k+d.
Here φ is a non-negative even smooth function on R which satisfies φ(t) = 1 on
[− 12 , 12 ] and vanishes outside of [−1, 1]. Additionally, φ is non-increasing on the half-
line t > 0. This monotonicity assumption plays an important role in estimating the
sum involved with trigonometric functions. The first Jn is the main contribution
to the estimate (8.14) and is to be handled by the integral formula for Π2k+d and
Lemma 8.6. The second Kn behaves like the operator H−1, which is actually
bounded from Lp–Lq on a larger range of p, q. We consider Jn first.
For simplicity we denote by Pk the projection operator Π2k+d for the time being.
We set
I1 :=
n∑
k=1
G(k)φ(k/n)(Pn−k − Pn+k), I2 :=
n∑
k=1
(G(−k) +G(k))φ(k/n)Pn+k.
Since φ is even function and supported in [−1, 1], after reindexing by (n− k)→ k
we see
Jn =
n∑
k=1
G(k)φ(k/n)Pn−k +G(0)Pn +
n∑
k=1
G(−k)φ(k/n)Pn+k
= I1 + I2 +G(0)Pn.
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By (8.11), the first in (8.12), and the uniform restricted weak type (p∗, q∗) estimate
for Πλ in Theorem 1.2, it follows that ‖G(0)Pnf‖q∗,∞ . B‖f‖p∗,1 and ‖I2‖q∗,∞ .
B‖f‖p∗,1. Thus it suffices to deal with the first term I1. Using the formula (2.3)
for Pk, we note that Pn−kf − Pn+kf = − iπ
∫ π
−π sin(tk)e
i t2 (2n+d−H)fdt. Hence we
have
I1f =
∫ π
−π
ζn(t)e
−i t2Hfdt,
where
ζn(t) = − i
π
ei
t
2 (2n+d)
n∑
k=1
G(k) sin(tk)φ(k/n), −π ≤ t ≤ π.
Using Lemma 8.6, it is sufficient to show that
(8.16) |ζn(t)| ≤ C
with C independent of n and G. By the property of φ which we have chosen, it is
clear that |ζn(t)| . |
∑⌊n2 ⌋
k=1 sin(tk)G(k)| + |
∑n
k=⌊n2 ⌋+1 sin(tk)G(k)φ(k/n)|. Bound-
edness of the second term is easy to show. Indeed, since the condition (8.13) holds
for |t| > n2 by our choice of n◦, we see
|
n∑
k=⌊n2 ⌋+1
sin(tk)G(k)φ(k/n)| . B
n∑
k=⌊n2 ⌋+1
1
k
φ(
k
n
) . B.
Therefore, for (8.16) we only have to show the estimate |∑nk=1 sin(tk)G(k)| . 1 for
any n. Setting σk(t) =
∑k
j=1 j
−1sin(jt), by summation by parts we write
n∑
k=1
sin(tk)G(k) =
n−1∑
k=1
σk(t)
(
kG(k)− (k + 1)G(k + 1)
)
+ σn(t)nG(n).
Since |σk(t)| . 1 for any k, t as it can be shown by an elementary argument,18 by
the conditions (8.12) and (8.13) it follows that |∑nk=1 sin(tk)G(k)| . 1.
We now turn to the operator Kn. Clearly, we may write Kn = H−1 ◦mn(H) where
mn is given by
mn(t) = tG
(
(2n+ d− t)/2)(1− φ((2n+ d− t)/2n)),
which is in C∞(R). Using (8.11), (8.13), and the support property of φ, by a simple
calculation, we see that | dl
dtl
mn(t)| . (1+ t)−l for l = 0, 1, 2, · · · , (d+2)/2 whenever
t > 0. Here, the implicit constants are independent of n. Thus the Marcinkiewicz
multiplier theorem [58, Theorem 4.2.1] implies that mn(H) is bounded on L
p,
1 < p < ∞, uniformly in n. By Theorem 8.7, H−1 is also bounded from Lp to Lq
for 1 < p < q <∞ satisfying 1p − 1q = 2d . Hence, we have
‖Kn‖p→q ≤ ‖H−1‖p→q‖mn(H)‖p→p . 1
with the implicit constant independent of n.
18This can be seen by using the approximation for Dirichlet’s kernel, or again by summation
by parts.
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Finally we consider the case n < n◦. This case is much simpler to show than the
case n ≥ n◦. To prove (8.14), we break G(2n+d−H2 ) as follows:
G
(2n+ d−H
2
)
= J˜n + K˜n,
where
J˜n =
∞∑
k=0
G(n− k)φ(k/2n◦)Π2k+d, K˜n =
∞∑
k=0
G(n− k)(1− φ(k/2n◦))Π2k+d.
Clearly, the multiplier G
(
(2n+ d− ·)/2)(1−φ((2n+d−·)/2n◦)) of the operator K˜n
satisfies the condition (8.13). Hence, in the same manner as in the above we obtain
the bound ‖K˜n‖p→q . 1 for 1 < p < q <∞ satisfying 1/p−1/q = 2/d. By the con-
dition (8.11) and Theorem 1.2 it follows that ‖J˜nf‖q∗,∞ ≤ B
∑2n◦
k=0 ‖Π2k+df‖q∗,∞ .
‖f‖p∗,1 uniformly in n ≤ n◦. This completes the proof of Proposition 8.5. 
We are ready to prove Theorem 8.4.
Proof of Theorem 8.4. Let p∗ and q∗ be given by (1/p∗, 1/q∗) = F′. As in the
proof of Proposition 8.5, it is enough to show the restricted weak type (p∗, q∗) for
(H − z)−m with bound C(1 + | Im z|)1−m since the adjoint operator of (H − z)−m
is given by (H − z)−m. We can handle (H − z)−m in the exactly same way to
obtain the restricted weak type (p∗, q∗) with bound C(1 + | Im z|)1−m. By duality
and interpolation, we get all the desired estimates.
By Theorem 1.2, we have the estimate ‖Π2k+df‖q∗,∞ ≤ C‖f‖p∗,1 with C indepen-
dent of k. Using this estimate, for m ≥ 2 we get
‖(H − z)−mf‖q∗,∞ .
∞∑
k=0
|2k + d− z|−m‖f‖p∗,1 . (1 + | Im z|)1−m‖f‖p∗,1
because
∑∞
k=0 |2k + d− z|−m ≤ Cm(1 + | Im z|)1−m with Cm independent of z for
m ≥ 2 if (8.6) holds. Thus we need only to show
(8.17) ‖(H − z)−1f‖q∗,∞ ≤ C‖f‖p∗,1.
If Re z > d − 1, z = 2(n + µ) + d + 2iτ for some n ∈ N0, µ ∈ (− 12 , 12 ), and τ ∈ R
satisfying |(µ, τ)| ≥ c/2 because of (8.6). We note that
(H − z)−1 = Gµ,τ
(2n+ d−H
2
)
where Gµ,τ (t) = 1/(iτ + t + µ). It is easy to see that Gµ,τ ∈ C(B, 1) for some
B > 0 provided that µ ∈ (− 12 , 12 ), and τ ∈ R satisfy |(µ, τ)| ≥ c/2. Thus, by
Proposition 8.5 the estimate (8.17) holds uniformly in z. For the remaining case,
i.e., Re z < d − 1, z clearly stays away from the eigenvalues of H , so (H − z)−1
behaves like H−1. More precisely, we obtain the uniform estimate (8.17) repeating
the same argument used in the case n < n◦ of the proof of Proposition 8.5. This
completes the proof. 
Corollary 8.8. Let d ≥ 3 and m be a positive integer, and let p, q be given as in
Theorem 8.1. Then, there is a constant C = C(m) such that
(8.18) ‖(H − z)−mf‖q ≤ C(1 + | Im z|)
d
2 (
1
p− 1q )−m‖f‖p
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provided (8.6) holds. Furthermore, if ( 1p ,
1
q ) = F or F, we have the restricted weak
type estimate for (H − z)−m with the same bound C(1 + | Im z|) d2 ( 1p− 1q )−m.
Proof. Note that Theorem 8.4 gives the estimate (8.18) for (1/p, 1/q) ∈ (F,F). In
view of interpolation, it is enough to show the estimate (8.18) with (p, q) = (2, 2),
( 2dd+2 , 2) or (2,
2d
d−2 ). These estimates are easy to show using orthogonality between
the projection operators Π2k+d. In fact, by orthogonality we have
(8.19) ‖(H − z)−mf‖2 ≤
( ∞∑
k=0
|2k + d− z|−2m‖Π2k+d f‖22
)1/2
.
So, taking the supremum over k on |2k+d−z|−2m, we obtain (8.18) when p = q = 2.
We note that
∑∞
k=0 |2k+d− z|−2m ≤ C(1+ | Im z|)−2m+1 with C independent of z
as long as (8.6) holds. Applying the uniform L
2d
d+2 –L2 estimate in Theorem 1.2, we
get (8.18) with p = 2dd+2 and q = 2. Since the adjoint of (H − z)−m is (H − z¯)−m,
the estimate (8.18) with (p, q) = ( 2dd+2 , 2) implies that with (p, q) = (2,
2d
d−2 ) by
duality. 
8.3. Proof of Theorem 8.1. We now prove the estimate (8.1) in the Lorentz
spaces by adapting the argument in Escauriaza and Vega [17] (also see [15]) which
deduces the Carleman estimate for the heat operator from the uniform resolvent
estimate for the Hermite operator. We are basically relying on real interpolation as
in [52] but there are some nontrivial issues which are related to limitation of real
interpolation between mixed norm spaces.
Lemma 8.9. Let 1 < p ≤ 2 ≤ q < ∞, 1 ≤ r, s ≤ ∞, 1 ≤ a ≤ b ≤ ∞, and let
0 ≤ γ ≤ 1 and β /∈ N0 be a real number. Suppose that, for m = 1, 2, 3, the estimate
(8.20)
∥∥∥ ∞∑
k=0
Π2k+d f
(τi + β − k)m
∥∥∥
q,b
≤ Cm(1 + |τ |)γ−m‖f‖p,a
holds with Cm independent of τ ∈ R and β provided dist(β,N0) ≥ c for some c > 0.
Set α = β/2 − d/2q − 1/s ∈ R. Then, if dist(β,N0) ≥ c for some c > 0, the
Carleman estimate (8.1) holds uniformly in β whenever the following hold:
• γ < 1, 0 ≤ 1r − 1s ≤ 1− γ, and (1r , 1s ) 6= (1, γ), (1 − γ, 0).
• γ = 1, a = b = 2, and 1 < r = s <∞.
Lemma 8.9 was implicit in [17] with the Lebesgue spaces instead of the Lorentz
spaces. The extra condition a = 2 when γ = 1 is due to the limitation of real
interpolation in mixed norm spaces. Once we have Lemma 8.9 the proof of Theorem
8.1 is rather simple.
Proof of Theorem 8.1. Let ( 1p ,
1
q ) be in P. By real interpolation between the esti-
mates in Corollary 8.8 and inclusion relations between Lorentz spaces, we get (8.20)
with γ = d2 (
1
p − 1q ) for any 1 ≤ a ≤ b ≤ ∞ if p 6= 2 or q 6= 2. Thus Lemma 8.9
gives the estimate (8.1) in the Lorentz spaces if the exponents satisfy the condition
in Theorem 8.1. 
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Proof of Lemma 8.9. To prove Lemma 8.9 we basically rely on the argument in
[15, 17] and we shall be brief. By making use of scaling property of the Lorentz
spaces, it is easy to see that (8.1) is equivalent to (8.8). See [15] for the details.
Thus, we need to show (8.8) by replacing h with (∆ − |x|2 + ∂t + 2β + d)−1g.
Applying the projection operator Πλ in x-variables and taking Fourier transform
in t, it is easy to see the operator Sβ := (∆− |x|2 + ∂t + 2β + d)−1 is given by
Sβg(x, t) =
∫
R
Kβ(t− s)(g(·, s))(x)ds,
where the kernel Kβ is an operator valued kernel defined by
Kβ(t)(f) =
1
2
∫
R
e2πitτ
∞∑
k=0
Π2k+d(f)
πiτ + β − k dτ, f ∈ C
∞
c (R
d).
To prove (8.1), it is enough to show that
(8.21) ‖Sβg‖Ls(R;Lq,bx ) . ‖g‖Lr(R;Lp,ax ), g ∈ C
∞
c (R
d+1)
holds with implicit constant independent of β as long as dist(β,N0) ≥ c for some
c > 0. We regard Sβ as a vector valued convolution operator. Let us first consider
the case γ < 1 which is easier. Let φ ∈ Cc([−1, 1]) such that φ(t) = 1 on [−1/2, 1/2].
Breaking the integral with functions φ(tτ), 1−φ(tτ) and using integration by parts
and (8.20), it is easy to see that ‖Kβ(t)‖Lp,ax →Lq,bx . min{|t|−γ , |t|−2}. Since γ < 1,
for r, s satisfying 0 ≤ 1r − 1s ≤ 1− γ and (1r , 1s ) 6= (1, γ), (1− γ, 0) we obtain (8.21)
by Young’s convolution inequality and the Hardy-Littlewood-Sobolev inequality.
We now turn to the case γ = 1 where the kernel Kβ satisfies the Ho¨rmander
condition:
(8.22) sup
s6=0
∫
|t|>2|s|
‖Kβ(t− s)−Kβ(t)‖Lp,2→Lq,2 dt ≤ A <∞.
Here A is depending only on the constant c > 0 such that dist(β,N0) ≥ c. To show
(8.22) it is sufficient to show ‖K ′β(t)‖Lp,2→Lq,2 . |t|−2.19 By integration by parts
it follows that
(−2πit)2K ′β(t) = 22(πi)3
∫ ∞
−∞
τe2πiτt
∞∑
k=0
1
(πτi + β − k)3Π2k+d dτ.
The assumption (8.20) (with γ = 1 and m = 3) gives ‖|t|2K ′β(t)‖Lp,2→Lq,2 . 1
uniformly in t and β satisfying dist(β,N0) ≥ c, which yields (8.22). Thanks to
(8.22) and the usual vector valued singular integral theorem, in order to prove
(8.21) for all 1 < r = s <∞, it suffices to obtain the estimate (8.21) with r = s = 2
and a = b = 2.
For η ∈ C∞c (R) we define η(Dt) by Ft(η(Dt)g)(x, τ) = η(τ)Ftg(x, τ) where Ft
denotes the Fourier transform in t. We use the following Littlewood-Paley type
inequality in the Lorentz spaces.
19If ‖K ′β(t)‖Lp,2x →Lq,2x . |t|
−2, ‖Kβ(t−s)−Kβ(t)‖Lp,2x →Lq,2x = ‖
∫ t−s
t K
′
β(σ)dσ‖Lp,2x →Lq,2x .
|s||t|−2. This clearly yields (8.22).
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Lemma 8.10. Let 1 < p, r < ∞. Suppose η is a smooth function supported in
[2−2, 1] which satisfies
∑∞
j=−∞ |η(2−jt)|2 ∼ 1 for all t > 0. Then we have
(8.23)
‖g‖Lr(R;Lp,r(Rd)) . ‖(
∑
j∈Z
|η(2−j |Dt|)g|2)1/2‖Lr(R;Lp,rx (Rd)) . ‖g‖Lr(R;Lp,rx (Rd)).
Proof. It is sufficient to show the second inequality in (8.23) because the first in-
equality follows from the second via the standard polarization argument and du-
ality. For any 1 < p, r < ∞ we have ‖(∑j∈Z |η(2−j |Dt|)g|2)1/2‖Lr(R;Lp(Rd)) .
‖g‖Lr(R;Lp(Rd)) by means of the usual Littlewood-Paley inequality and the vector
valued singular integral theorem (see [17, Lemma 2.1]). We interpolate these esti-
mates using the real interpolation in the mixed-norm spaces, especially,
(Lp0(R;Lq0), Lp1(R;Lq1))θ,p = L
p(R;Lq,p)
whenever p0, q0, p1, q1 ∈ [1,∞) and ( 1p , 1q ) = (1 − θ)( 1p0 , 1q0 ) = θ( 1p1 , 1q1 ) with θ ∈
(0, 1) (see [14, 41]), and we obtain the second inequality in (8.23). 
We now note that ψ(2−j |Dt|)Sβg(x, t) =
∫
R
Kβ,j(t− s)g(·, s)(x)dt where
Kβ,j(t)f(x) :=
1
2
∫
R
e2πitτψ
( |τ |
2j
) ∞∑
k=0
1
πiτ + β − kΠ2k+df(x)dτ .
Using (8.20) with a = b = 2 and integration by parts, we note that ‖Kβ,j(t)‖Lp,2x →Lq,2x
≤ C2j(1 + 2j|t|)−2 with C independent of j and β if dist(β,N0) ≥ c > 0. Thus,
Young’s convolution inequality gives
(8.24) ‖ψ(2−j|Dt|)Sβg‖L2(R;Lq,2x ) . ‖g‖L2(R;Lp,2x )
with the implicit constant independent of j and β. To get the desired bound (8.21)
with r = s = 2, we make use of Lemma 8.10. Since 2 ≤ q < ∞, the space
L(q/2),(2/2) is normable. So, ‖(∑j |hj |2)1/2‖Lq,2x . (∑j ‖hj‖2Lq,2x )1/2 and by duality
we get (
∑
j ‖hj‖2Lp,2x )
1/2 . ‖(∑j |hj |2)1/2‖Lp,2x for 1 < p ≤ 2. Thus, applying
Lemma 8.10, we have
‖Sβg‖L2(R;Lq,2x ) . ‖(
∑
j∈Z
|ψ(2−j |Dt|)Sβg|2) 12 ‖L2(R;Lq,2x )
≤ (
∑
j∈Z
‖ψ(2−j |Dt|)Sβg‖2L2(R;Lq,2x ))
1
2 .
Let ψ˜ ∈ Cc([2−2, 1]) such that ψψ˜ = ψ, so ψ(2−j|Dt|)Sβg = ψ(2−j|Dt|)Sβ ψ˜(2−j|Dt|)g.
Using (8.24) followed by (8.23), we get
‖Sβg‖L2(R;Lq,2x ) . (
∑
j∈Z
‖ψ˜(2−j|Dt|)g‖2L2(R;Lp,2x ))
1/2 . ‖g‖L2(R;Lp,2x ).
This yields the desired bound (8.21) with r = s = 2 and a = b and completes the
proof. 
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