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We consider the problem P  prec 
	   of scheduling jobs with arbitrary processing times on
sufficiently many parallel processors subject to series-parallel precedence constraints and 0/1-communication
delays in order to minimize a regular performance measure  . Such schedules without processor restrictions are
used for generating approximate solutions for a restricted number of processors.
For unit time communication delays we derive polynomial algorithms to construct optimal schedules when the
performance measure  is the makespan or the average weighted completion time. For  jobs and  precedence
constraints, the run times of these algorithms are ! and #"$ , respectively.
On the other hand, both problems are shown to be NP–hard in the same model for 0/1-communication delays.
Keywords: Scheduling, communication delays, series-parallel order, approximation algorithm
1 Introduction
We consider the problem of scheduling % jobs on sufficiently many (say & ) identical parallel processors (as
many as jobs suffice, i. e. &(')% ) subject to precedence constraints given by a series-parallel order and 0/1-
communication delays. Our objective is either the makespan or the average weighted completion time.
This problem has been considered earlier for restricted classes of series-parallel precedence constraints and
unit time communication delays.
Chrétienne [Chr89] develops an *,+-%/. algorithm for minimizing the makespan on in-trees and out-trees.
Chrétienne and Picouleau [CP95] consider a restricted class of series-parallel precedence constraints, in which
each block in the decomposition tree (see below) has a unique first and a unique last job that precedes/succeeds
every other job in that block. They derive an *0+2143658791. algorithm for the makespan, where 1:';% denotes the
number of non-trivial blocks in the decomposition tree.
For the same model, but with unit processing times, Finta et al. [FLMB96] derive an *0+-%=<>. algorithm for
minimizing the makespan on two parallel processors.
We consider precedence constraints that are given by an arbitrary series-parallel order as defined in [VTL82]
(the exact definition is given below). For unit time communication delays and arbitrary processing times, we
develop a linear-time (in the size of the series-parallel order) algorithm for minimizing the makespan and an *,+2%@?>.
algorithm for minimizing the average weighted completion time. The second objective has not been considered
before in this model.
The idea of both algorithms is to use the decomposition tree of the given series-parallel order for constructing
an optimal schedule in a bottom up fashion along the tree. The interesting aspect of this approach is that it does
not suffice to consider only optimal schedules on subtrees, but that one has to maintain a suitable small set of
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schedules that may also contain non-optimal schedules with certain “good” properties. For the makespan, this
small set consists of at most
 
schedules, while for the average weighted completion time, we need up to
  %
schedules. This is the main reason for the difference in run time of the two algorithms.
When this model is extended to 0/1-communication delays, we show that the problem of finding a schedule of
length at most 6 becomes NP–complete, even for unit processing times. More precisely, we show that the problem
P  prec=series-parallel 
	  "!$#&% is NP–complete. The proof consists of a modification of
the proof of a similar NP–completeness result by Hoogeveen, Lenstra, and Lenstra [HLV94] for arbitrary orders.
As a consequence, this NP–completeness result yields a similar result for the average weighted completion time
and a '(% approximation threshold for unit time jobs and both objectives.
The optimal algorithms have an interesting consequence for the construction of approximate solutions for the
corresponding scheduling problems with a restricted number of processors. A general paradigm to construct such
approximate schedules is to take a good (optimal or approximate) schedule for sufficiently many processors, and
to exploit information from this schedule (e. g. about actually realized communication delays among jobs). Two
(different) such approaches are followed in [HM95, MSS96]. Using an optimal schedule for the makespan con-
structed by the algorithm presented in this paper with the approach of [MSS96] leads to an approximate schedule
for the makespan with a performance guarantee of +  )+*, . when only & processors are available. This is, perhaps
surprisingly, the same performance guarantee that is known for the same problem without communication delays.
2 Definitions and Notations
Let - with  -.	 % denote the set of jobs. Individual jobs are denoted by /021324$"/5 etc. Precedence constraints
are given by a partial order 67	 +8-9:,. on the set - of jobs, where “ : ” is a irreflexive and transitive binary
relation (the ordering relation) with /;:<1 meaning that job / precedes job 1 .
Let 6 * 	 +8- * : * . and 6 < 	 +=- < : < . be partial orders with disjoint ground sets - * >- < . The parallel
composition 6@?A	 +8-9:B?. and the series composition 6$C	 +=-D:
C#. of 6 * and 6 < are partial orders on -E	- *DF - < whose ordering relations are defined as
/G:B?H1JI K
L
+M/N"1J;- * and /G: * 1 . or
+M/N"1J;- < and /G: < 1 .
(parallel composition)
and /G:
CO1PI K +Q/G:B?H1 . or +Q/G;- * and 1.;- < .
(series composition).
Loosely speaking, in a parallel composition the partial orders 6 * and 6 < are put “side to side” without any prece-
dences among them, while in a series composition, all of 6 * precedes all of 6 < .
We will use the notation 6 * F 6 < for the parallel composition and 6 *PR 6 < for the series composition.
The partial orders 6 * and 6 < are called the parallel blocks and series blocks (or simply blocks) of 6 ? and 6 C ,
respectively. We will often identify these blocks with their ground sets - * >- < .
The class of series-parallel orders is then defined recursively as follows: 6	 +=-D:,. is series-parallel if
 -.S	 , i. e. 6 is a one-element partial order
or 6 is obtained by series or parallel composition
of two (smaller) series-parallel orders.
Hence series-parallel orders constitute the smallest class of partial orders that contains the one-element partial
order and is closed under parallel and series composition.
2
As a direct consequence of this recursive definition, every series-parallel order 6 can be represented in a natural
way by a (not necessarily unique) binary tree, the decomposition tree of 6 . The nodes of the decomposition tree
correspond to series-parallel sub-orders. Every inner node is a series or a parallel composition of its children,
which are the blocks in the respective composition.
The decomposition tree need not be unique when there are repeated series or parallel compositions, but one
can define a unique canonical decomposition tree by making repeated compositions of the same kind children of
the same node. In this tree, series and parallel compositions alternate along every path in the tree. The canonical
decomposition tree thus represents all possible binary decomposition trees. For a given series-parallel order 6 	
+8-9:,. with %	7 -P elements and   	 9:  ordered pairs, a (binary or canonical) decomposition tree can be
computed in *0+-%   . time [VTL82].
An example of a series-parallel order and an associated decomposition tree are given below in Figures 2 and 3,
respectively. For more details on series-parallel orders, we refer to [Möh89].
The class of scheduling problems with communication delays and sufficiently many identical parallel proces-
sors is denoted by P  prec M  "     . An instance  of this class is given by a tuple  	 +=-D 6 M >  . , where- 	 denotes the set of jobs and 6 denotes the (series-parallel in our case) partial order of precedence constraints
among the jobs. Each processor can process at most one job at a time, and each job 1 requires one processor for
an uninterrupted period of  time units.
If /G:<1 and there is no job 4 with / :<4: 1 , then we denote this by /G:	21 and call 1 a direct successor of/ and / a direct predecessor of 1 .
For every pair of jobs / , 1 such that / is a direct predecessor of 1 in 6 , there is a communication delay 
   .
This delay will only occur if job 1 is scheduled on a different processor than / . It models the time that is required
to transfer data from the processor processing / to that processing 1 . The vector of these communication delays
is denoted by  . Notice that the communication delays only depend on the tasks, that any two processors may
communicate, and that task replication is not allowed. Throughout the paper, we will only consider the case of
0/1-communication delays, i. e.  
     for all /G:"1 .
A schedule  for an instance  is a function assigning a starting time  to each job 1.;- . Then 	@
is the completion time of job 1 in  , and  denotes the vector of completion times associated with the schedule.
Depending on what is needed, we will use  and  interchangeably to denote a schedule.
Finally,  is a regular performance measure that measures the quality of a schedule. In general, this can be any
non-decreasing real-valued function of the completion times   , 1  - . Here,  will either be the makespan or
the average weighted completion time. The makespan of a schedule  is given by   "! +.	     1.;-  ,
while the total weighted completion time of  is given by    4    , where 4 "!  is a weight associated with
job 1 . We use /+#. to denote either   "! +. or  $ 4    and call  +9. the cost of schedule  .
A schedule  for an instance  is feasible if it satisfies the following constraints:
(1)   %& +   
  /G -9/;:21 !. for all jobs 1 ,
(2)   # 
' (
  for at most one job 1  - with /H:)21 and *
 ,+  , for all
jobs / ,
(3)  
   
  + - for at most one job /  - with /H:)21 and  
  +  , for all
jobs 1 .
Condition (2) ensures that, for every job / , at most one direct successor 1 is scheduled without communication
delay on the same processor as job / . Condition (3) ensures the same for the direct predecessors of a job 1 . Notice
that this definition of feasibility relies on our assumption of 0/1-communication delays and integer processing
times   .
For a feasible schedule  one can easily construct in linear time a feasible processor assignment such that two
jobs /;:"1 assigned to different processors satisfy  ! 
. (
  .
Our algorithms construct a schedule 0/ along a binary decomposition tree of the given series-parallel order 6
3
in a bottom-up fashion. In doing so, we must consider how to obtain the starting times of the jobs in a parallel or
series composition from the already computed starting times of the jobs in the corresponding two parallel or series
blocks. It turns out that the sub-schedules for the different blocks have to be chosen carefully since a combination
of two optimal sub-schedules for blocks
  *
and
  < need not necessarily give an optimal schedule for the series
composition
  	   * R   < . This is demonstrated by the following example.
Consider the block
 
resulting from the parallel composition of the two blocks
  





consist of more than one job each, say
  	  *  <  and   	   * > <  , then an optimal schedule
for






consist of one job only, say
 
 	  *  and   	  *  , this is no longer
true. Instead of using an optimal schedule for
 
of length 3 with 2 jobs in parallel all the time, we have to choose
a sub-optimal schedule of length 4 with only one job at the beginning and the end. The decision which type of
schedule will be used later in the algorithm cannot be made locally when block
 
is considered, but only when the
schedule is actually used. So we have to consider and store both possibilities in order to choose the right one at a
later step in the computation.
/ * / < / ?  * *
 < 1 <1 * 1 ?  <
 * / * / < / ?1 ?1 <1 *
 * / * / <1 * / ?1 < 1 ?  *
 *
 < 1 * 1 < 1 ?
 * / < / ?/ *
 < 1 * 1 < 1 ?





Abbildung 1: A partial order and four possible schedules.
To capture this formally, we introduce the following notation. For a given schedule  on a block   , we define
its left interface left +#  . as the number of jobs that start at time 0 in   . Similarly, we define its right interface
right +  . as the number of jobs completed at time   "! +#  . . It makes of course only sense to consider schedules
 with left +. +  and right +#. +  .
Interfaces model the different cases how schedules of two blocks can be put together in a parallel or series
composition. The crucial case is always given when one has to compose schedules  * @< of two series blocks  *    < , and there are two or more jobs in the last time slot of  * or in the first time slot of < . In this case, one
must insert an extra time slot for the communication delays. The construction along the decomposition tree is such
that this bad situation is avoided as much as possible.
We call the pair +      left +  . 9 %&     right +  .  . the interface type of   .
The problem of finding an optimal schedule for a series-parallel order 6 on   is now reduced to the problem of
finding an optimal composition of feasible, maybe sub-optimal schedules for the blocks of 6 . The crucial question
then is, how many schedules we have to consider on a block.
For the minimum makespan, we will show that it suffices to store only two feasible schedules for each block.
This is done in the next section. For the average weighted completion time, we have to store up to
      ) 
sub-schedules per block
 
, but still arrive at a polynomial algorithm. This is done in Section 4.
An important notion for the following analysis is that of strongly optimal schedules. A schedule  on a block 
of the decomposition tree is called strongly optimal with respect to performance measure  if
(i)  is of minimum cost  +. among all feasible schedules on   ,
(ii)  "! +#. is minimum among all optimal schedules on   ,
(iii) right +9. is minimum among all schedules satisfying (i) and (ii).
Note that for the minimum makespan objective, Conditions (i) and (ii) coincide.
4
3 Minimizing the Makespan
The algorithm follows a given binary series-parallel decomposition tree in a bottom-up fashion starting with all
singletons, i. e. blocks that only consist of one job. For each block
 
, the algorithm maintains a strongly optimal
schedule   as well as a schedule    that is strongly optimal among all feasible schedules  on   with left +#.9	 .
For two schedules   and    on two blocks   * and   < , let   F    denote the straight-forward parallel
composition of the schedules   and    , i. e. the starting time +  F    .  of job 1 in schedule   F    equals  
if 1J   * and    if 1J   < . Clearly,   F    is a feasible schedule on   	   * F   < .
Similarly, we define the schedule   R    for a series composition   *R   < as follows. +#  R    .  is set to
  if 1J   * and  "! +  .    if 1J   < . Notice that   R    does not necessarily respect the communication
delays between jobs of
  *
and jobs of
  < . For a schedule  , let    denote the schedule that is obtained by
increasing the starting time of each job 1 in  by one time unit: +)  .  	     .
With this notation, we can describe the algorithm as follows. For each block
 
, select from the possible
schedules + *    * . and +#@<  @<>. stored for the children blocks   * and   < of   those combinations of schedules
that lead to a strongly optimal schedule   and a strongly optimal schedule    with left interface  for block   ,
respectively.
In the case of a parallel composition
  	   * F   < ,  * F @< is the best combination for   , while for    , one
of
  * F +@<   . and  @< F +# *   . is the best choice.
For a series composition
  	   * R   < , the situation is much simpler. If right + * . !   , an additional time slot
must be introduced between the schedules on
  *
and
  < . Hence,   	  * R +@<  . is strongly optimal in this
case. For the other case that right + * .D	  , the schedule   	 * R  @< is a best choice (as is  * R +#@<  !. if @<
is shorter than
  < ). For    , observe that the restriction of    to   * is strongly optimal on   * . Hence it suffices
to consider
  * instead of  * and apply the same arguments as above.
As an example of this computation, consider the series-parallel order in Figure 2. Here, each job is represented
by a box whose length represents the job’s processing time. A decomposition tree of this series-parallel order is
given in Figure 3 together with, for each block
 
, both schedules,   and    . If only one schedule is given, then
  	    .
Abbildung 2: An example series-parallel order.
The correctness of the algorithm is proven by the following lemma.
Lemma 3.1. Consider an instance  	 +-&>-9MN 6 . of the problem P A prec=series-parallel "  	     "! , and
let
 




(i)   is a strongly optimal schedule on   .
(ii) left +    .D	  and    is strongly optimal among all feasible schedules   on   with left +#  .9	  .
Beweis. The proof is done by induction along the decomposition tree. Obviously Lemma 3.1 holds for singleton
blocks.
So consider a block
 
and assume that the lemma has already been proven for all blocks below
 
. Let + *    * .
and +<  @< . denote the schedules constructed by the algorithm for the children blocks   * and   < of   in the
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Abbildung 3: The composition of sub–schedules.
decomposition tree.
Consider a strongly optimal schedule   on   . Notice that   decomposes into two disjoint sub-schedules on  *
and
  < , respectively. In the case of a series composition, this is obvious since every job of   < is a successor of
every job of
  *
. For a parallel composition, it can be assumed without loss of generality that the jobs of
  *
and  < are scheduled on different sets of processors since there are sufficiently many processors available and there is
no communication delay between a job from
  *
and a job from
  < .
An easy case analysis then yields that these sub-schedules correspond exactly to one of the combinations of a
strongly optimal and/or a strongly optimal schedule with left interface 1 on the blocks
  * and   < . By the inductive
hypothesis, these schedules are available on the blocks
  * and   < . Hence the best combination among them leads
to a strongly optimal schedule on
 
.
Lemma 3.1 can be used to compute the optimal makespan and also an optimal schedule along the decomposi-
tion tree. The run-time of this algorithm is as follows.
Theorem 3.2. For P  prec = series-parallel  G	    "! , the above algorithm can be implemented to con-
struct an optimal schedule in *0+-%    . time, where % and   denote the number of jobs and the number of precedence
constraints of 6 , respectively.
Beweis. The decomposition tree can be constructed in *0+-%   . time [VTL82]. The straightforward construction
of the schedules takes *,+>    . time per node   of the tree, since the starting times of the jobs in   need to be
updated. Since the tree has at most
  % )  nodes, the total time spent on the construction of schedules along the
tree would be *0+2% <!. .
However, one can do better by a delayed calculation of the starting times combined with storing only *0+  .
information in every tree node
 
. The main idea behind this is the fact that the update of the starting time of all
jobs 1 in   from the same sub-block    consists in adding the same offset to all jobs 1G    (e. g. the length of
 * , or just 1 etc.), depending on the case analysis in the proof of Lemma 3.1.
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Hence the information needed in a tree node
 
can be reduced to the length of the two schedules   and    ,
their interface types, and their offsets. This information can obviously obtained from that of the two children in
* +2 . time, as the case analysis in the proof of Lemma 3.1 shows.
The actual starting times of the jobs can then be determined by an additional top-down computation in the
decomposition tree, in which the offsets of a node are added to the offset of the corresponding child. This takes
* +2 . time per tree node. Finally, the thus accumulated offsets of a leaf   	 1 determine the starting time   of
job 1 .
Since the tree has at most
  % )  nodes, this takes *,+-%/. time in total.
In the case of forests and single source/single target series-parallel orders considered by [CP95] (i. e., a series-
parallel order where each block contains exactly one minimal and one maximal job), the occurring interface types
are much simpler. In the case of (in-)forests, all right interfaces equal 1 and hence, also 0/1-communication delays
can be dealt with (see [MS95]). For single source/single target series-parallel orders, the differentiation between
several interface types is no longer necessary at all, since for each block, a feasible schedule contains exactly one
job in its first and its last time slot, respectively.
Our approach can be extended to 0/1-communication delays if all communication delays are locally identical,
i. e. one of the following conditions holds:
  (
  	 (
  for all jobs /N"1 "4 ;- with /;: 1 "/G: 4G6 ,
   
 	    for all jobs /021324 G- with /;:  1324: 1.G6 ,
or if 6 is a single source/single target series-parallel order in the sense of [CP95].
In contrast, the problem with  ( -communication delays is NP-hard for arbitrary series-parallel orders.
Theorem 3.3. The problem P A prec=series-parallel  
	     2!$# % is NP–complete.
Beweis. The proof consists of a modification of a proof by Hoogeveen, Lenstra and Veltman [HLV94] who showed
that the problem P A prec   	 S   	    "!# % is NP–complete. The main idea is to insert precedence
constraints with 0-communication delays in order to make the partial order used in [HLV94] series-parallel, while
preserving all other properties of their transformation.
The transformation is from the NP–complete problem 3–SATISFIABILITY (3–SAT). An instance of 3–SAT
consists of a finite set

of variables, a collection  of clauses  over  , each clause consisting of exactly 3 literals.
The question is whether there exists a variable assignment that satisfies each clause  + (called a TRUE–
assignment).
The details of this transformation are as follows. For each variable and each clause we introduce a set of jobs
and precedence pairs as depicted in Figure 4.
For every variable 1 , we introduce the jobs 1 , 1 * , 1 < , 1 ? , 1 ,  1 , and 1 with the precedence constraints among
them as depicted in the upper part of Figure 4.
The construction for jobs that correspond to a clause  depends on the occurrences of the variables in  . Con-
sider a clause  and denote the three variables that occur negated or unnegated in  by 1 * 21 < 21 ? . Let 	3
denote the literal corresponding to 1S , i. e. either 	3@	 1 or 	3@	  1 . For each variable 1 we introduce three
jobs: 
1  1    1  . We add a job for each possible pair of literals occurring in  : +	 * 	 < . /+	 * 	 ? .  +	 < 	 ? . . Each
such job +	32	 . is the successor of the two variable jobs that correspond to the literals 	5 and 	 : if 	 0	A1 then1  : +	  	  . and  1  : +	  	  . otherwise. The same is done for 	  .
To complete the transformation given by Hoogeveen, Lenstra, and Veltman include a precedence constraint
between job 1  and 1  and between  1  and  1  for each variable 1    and each clause that contains 1  or  1  .
Note that the partial order defined so far is not series-parallel. We therefore (and this is the modification of the
transformation of Hoogeveen, Lenstra, and Veltman) introduce additional precedence constraint as follows. Assign
a communication delay of 1 to each precedence constraint introduced so far and introduce a precedence constraint
with a communication delay of 0 between every maximal job in
 * and every minimal job in  < (if they are still
unrelated) as depicted in Figure 4.
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This ensures that
 * and  < are series blocks in a series composition. It is easy to see from Figure 4 that  *
and

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clause 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variable 1  I
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Abbildung 4: Transformation from 3–SAT.
We will now show that there is a feasible schedule of length 6 for the constructed scheduling instance if and
only if there is a TRUE–assignment for the given 3–SAT instance. We start by making two essential observations.
Due to the precedence constraints, a schedule of length 6 is requires that all jobs in
 * are completed before time 3.
Note that no job of

< can be scheduled before time 3.
Consider now a variable 1
  . Due to the unit time communication delays between the jobs 1  and  1 and
their successor 1  , in every feasible schedule of length 6 one of the jobs 1  and  1 is scheduled at time 3 while the
other is scheduled at time 4.
Similarly, the unit time communication delays between 
1   and its direct successors 1  and  1  ensure that in
every feasible schedule of length 6 one job of 1    1   is scheduled at time 1 while the other is scheduled at time 2.
Assume now that there exists a TRUE–assignment for the given instance of the 3–SAT problem. Then a schedule
of length 6 is obtained by starting job 1  at time 3 and job  1  at time 4 if the corresponding variable 1  is assigned
the value TRUE, and vice-versa otherwise. The remaining jobs corresponding to variable 1  are scheduled in a
canonical way at times 0, 1, 2 and 5 and hence are completed before time 6.
Analogously, start 1  at time 1 and  1  at time 2 if variable 1 occurs unnegated in clause  and vice-versa
otherwise. The remaining jobs are scheduled in a straight-forward way. Since at least one literal in each clause
is TRUE, at least two of the three jobs +	 "	 . of each clause can be scheduled at time 3 and hence, all jobs
corresponding to some clauses are completed before time 6.
In the converse direction we must show that every feasible schedule  of length 6 yields a TRUE–assignment
for the given instance of the 3–SAT problem. Define variable 1  to be TRUE if job 1 is scheduled at time 3 by
 and to be FALSE otherwise. Consider a clause O  . Since job  is completed before time 6, only one job of
the jobs +	  	 	 . , say +	  	  . , can be started after time 4. The remaining jobs +	  	  .  +	  	  . then have to be
started at time 3. This yields that for at least one variable 1  , the job of 1    1   that corresponds to the literal
occurring in  has to be completed at time 2. Without loss of generality assume that this is 1  . Then job  1  must
be scheduled after time
 
due to the communication delays between 
1  and its direct successors. Notice that job
 1 cannot be scheduled before time 4 since two of its predecessors ( 1 < and  1  ) are not completed before time  .
Hence,
 1 is started at time 4 in  and due to the communication delays between -  and its direct predecessors,
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job 1 has to be started at time 3 which means that variable 1S is assigned to TRUE and hence satisfies clause  .
Since this holds for every clause  , the variable-assignment satisfies every clause. This completes the proof of
Theorem 3.3.
As a direct consequence, we obtain:
Corollary 3.4. Unless P 	 NP, there is no polynomial time approximation algorithm for P  prec=series-parallel 
	S $H  "! with a performance ratio strictly better than '( % .
4 Minimizing Average Weighted Completion Time
The approach of the previous section can be extended to the average weighted completion time as performance
measure. However, the number of non-optimal schedules that we have to store in each block of the decomposition
tree increases. As a simple example for this increase consider a sequence of series blocks
   , each consisting of a
parallel composition of a job  of length 3 (or a chain of 3 unit time jobs) and a unit time job    , together with a
single job  succeeding every other job.
A schedule with minimum makespan for this example is given in the left part of Figure 5. For regular perfor-
mance measures other than the makespan, it may be necessary to schedule job
   before job   for some blocks    in
order to achieve optimality. Note that even for the average weighted completion time objective, i. e. .	  4  ,







































Abbildung 5: Possible optimal schedules for .	  49   .
Hence for the average weighted completion time, we have to store more sub-optimal schedules for a block
 
than for the makespan. Let    +   	>. denote the minimum cost of a schedule for the jobs of block   of length
at most  . Similarly, let     +   
>. denote the minimum cost among all schedules of length at most  with a left
interface of 1. (Of course, we consider only schedule lengths  for which a feasible schedule of length at most 
exists.)
In order to reduce the number of considered schedules, we store schedules only for those lengths  that are not
dominated by shorter schedules, i. e. for which    +    . #    +    ) !. or     +    . #     +    ) !. .
Note that, for the makespan, this domination rule just leads to the 2 schedules considered in the previous
section. Thus the approach followed here for  	  4    can be seen as a natural extension of the approach for
the makespan.
We will show that all these schedules can be constructed efficiently in a bottom up fashion along a binary
decomposition tree, and that the number of different schedule lengths  that we must consider is bounded by the
number of jobs in the current block.
This eventually gives a minimum cost schedule for each schedule length for the root block of the decomposition
tree and hence for the considered instance of the problem P A prec=series-parallel  3 	S  
	   .	  4  .
We now describe the algorithm in detail. For each singleton block, i. e. a block that consists of only one job 1 ,
only one schedule is stored: job 1 starts at time 0 and the schedule length is 
	   .
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Consider now a non-singleton block
 
. In the binary decomposition tree,
 




  < . The algorithm now computes all possible compositions of schedules  * , @< stored for   *
and
  < , respectively. In the case of a series composition   	   * R   < , only combinations of the kind  * R @<
(remember the notations introduced in Section 3) are considered, while in the case of a parallel composition, all
combinations of the kind  * F < ,  * F +#@<0  . and + *  !. F < are investigated.
For each schedule length  occurring in these combinations, determine a strongly optimal schedule  B  (among
all considered combinations) and a schedule
  B  that is strongly optimal among all combined schedules  of length
at most  and with left +#.	E . Store schedules  B  only for those schedule lengths  that satisfy 3  +   
>.O#
  +   	 )  . and schedules   B  only if    +   
>. #    +   	 ) !. .
Lemma 4.1. Consider an instance P	;+2&H -D8  6  . of the problem P  prec=series-parallel "   	  +4  ,
and let
 
be a block of a binary decomposition tree of 6 . Let  * #  < #3#   denote the different lengths for
which schedules are stored for
 
by the algorithm. Let

be any positive integer and let O	 argmax   ,'   	   3 . Then:
(i)    +   	 * . +  +    +   	  . ,     +   	 * . +  +     +   	  . and   )  * '    )  ,
(ii)  B  is strongly optimal among all feasible schedules on   of length at most  ,
(iii)
  B  is strongly optimal among all feasible schedules  on   of length at most  with left +.	  .






  < and assume that the lemma has already been shown for   * and  < .
Statement (i) follows from the construction of the algorithm (only schedule lengths are considered that are
not dominated by smaller lengths) and the following observation. Let 
  	  and    	 2! denote the minimum and
maximum length for which a schedule is stored for block
   ,  	    . If   	   * R   < , then
  )  * '   * 	 2! )   * 	   0   < 	 2! )   < 	  '    *  ) 0 0   <  )  	     ) 	
Note that there is at most one idle time slot between the two partial schedules on
  *
and
  < since we consider unit
time communication delays.
On the other hand, if
  	   * F   < , then
  )  * ' %& +   * 	 2!    < 	 "! . )  +   * 	     < 	  .
' %& +   * 	 2! )   * 	     < 	 "! )   < 	  .
' %& +>   *  N   <  . ) @#     ) 

This proves Statement (i).
The following argumentation works for both cases in a similar way. For (ii) consider a schedule   on   that
is optimal among all feasible schedules of length at most

while, for (iii), let   denote a schedule on   that is
optimal among all feasible schedules  of length at most  and with left +#.D	 .
In the following, we only consider Statement (ii). Statement (iii) follows analogously.
Notice that   decomposes into two disjoint sub-schedules  *   < on   * and   < as in the proof of Lemma 3.1.
Let   * and   < be the lengths of these two schedules, respectively.
By the inductive hypothesis there exist two schedules  * @< stored for   * and   < of length at most   * and
  < , respectively. Both schedules are strongly optimal on
  *
and
  < among all schedules of length at most   * and
  < , respectively.
Hence for a parallel composition
  	   * F   < ,
 +  .D	  + * . /+# < . (hyp.)  + * .  /+# < .D	  + * F  < .





   +. '  +  . ,
  right +#. ' right +  . ,
   "! +#.9	 %& +8 2! +# * .   2! +<>. . '  +   *    < .D	A "! +  . '  .
Now it follows directly from the assumptions on   that in the case of a parallel composition,  is strongly optimal
among all schedules on
 
of length at most

.
For a series composition
  	   * R   < , we distinguish two cases.
Case 1: right + * .    or left +# < .    .
In this case, there is an idle time slot between the sub-schedules  * and  < in   . Hence,
 +  .D	 + * .   + < .  4 +   < .  +   *   .
with 4 +   < .9	     4  . Note that this is the place in the proof where we need the fact that .	  4    .
Since  "! +# * . '   * and  "! +# * .'   * , it follows that  + * . ' /+# * . and /+#@<>. ' /+# < . . The
sub-schedules  * and @< can trivially be composed by inserting an empty time slot between them. We thus
obtain
 +  .  /+# * .   + < .  4 +   < .  += 2! +# * .  .	 /+# * R  < .
Case 2: right + * .D	 left + < .9	 .
We can assume without loss of generality that  * is strongly optimal among all schedules on   * of length
at most   * and with a left interface of  . By the inductive hypothesis, there is a schedule  * stored for   *
with /+# * .D	  + * . , 9 "! + * .D	   * and right +# * .D	 .
Similarly, we have stored a schedule 9< for   < that is strongly optimal among all feasible schedules with a
left interface of  and length at most   < . Hence  + < . '  + < . .
Putting this together leads to
 +  . 	  + * .  + < .  4 +   < .    *
  + * .  /+# < . 4 +   < .   "! +# * .	  + * R  < .
In both cases,  * R @< is one of the compositions computed by the algorithm and hence, there exists a length
  '  for which a schedule  B is stored which is strongly optimal among all schedules on   of length at most  .
This completes the proof of Lemma 4.1.




  +"    )  . . Since the algorithm traverses a binary decomposition tree and since for each block   , the number
of combinations looked at by the algorithm is bounded by
  +"   *  ) !.    +"   <  )  .  *0+" -. < . , and since updating
the information for the at most
  +"    )  . different schedules of   takes      6+"    )  . time, the overall computing
time of the algorithm is at most *0+> -P ? . . Note that the idea of delayed decisions by using offsets as in Theorem 3.2
does not lead to a better run-time since one needs to inspect a quadratic number of combinations to fine the best
schedules for a node
 
. This yields the following theorem.
Theorem 4.2. For P  prec = series-parallel  	    4  , the above algorithms constructs an optimal
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Abbildung 7: The composition of sub–schedules.
For a demonstration of the algorithm, consider the series-parallel order in Figure 6. Each job is represented by
a box whose length corresponds to the processing time of the job. The number inside each box denotes the weight
of the corresponding job.
The decomposition tree in Figure 7 displays the different schedules stored for each block. Note that we have
omitted the trivial singleton blocks in the middle of the tree.
The weight  of the last job of 6 is left undefined in order to demonstrate which schedules will actually be
stored by the algorithm. For    , the schedule   of the root block is optimal for all schedule lengths (8 is the
minimum makespan). On the other hand, for A	  schedule   remains the only optimal schedule of length at
most 8 but schedule   becomes optimal for all schedule lengths    .
Similar to Theorem 3.3 we obtain that the problem with  (  -communication delays is NP-hard.
Theorem 4.3. The problem P A prec=series-parallel  
	     4 $#<% is NP–complete.
Beweis. The proof is based on a straightforward reduction from P  prec=series-parallel    	S   H    "! #% . Consider an instance  of this problem. Insert a dummy job  that succeeds every other job of instance  . Clear-
ly, the resulting partial order of precedence constraints is again series-parallel. Now give job  the weight 4	 
and all other jobs 1 the weight 4  	  . This defines an instance   of P  prec=series-parallel  	 S     4D#<% . Obviously,  4D#<% for   iff 9 "! # % for  .
Again, we obtain as a consequence:
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Corollary 4.4. Unless P 	 NP, there is no polynomial time approximation algorithm for P  prec=series-parallel   	S  H  4    with a performance ratio strictly better than 'S( % .
For arbitrary partial orders, it has recently been shown by Hoogeveen, Schuurman, and Woeginger [HSW98]
that the problem P A prec  G	7S  	7  D (i. e., with identical weigths 4B G	  ) is NP-complete and
cannot be approximated with a performance ratio strictly better than
 (   (unless P 	 NP).
5 Concluding Remarks
The above approach does not hold for arbitrary regular performance measures. Figure 8 gives an counter example
for  +.D	 +     + .     + . . on a set of three jobs, - 	 	N   of length   	      	   	  .
Consider first the set 3 . An optimal schedule with a left interface of  is given by scheduling job  before
job  (denote this schedule by   ). In contrast, for - 	+ 	  R   , the only optimal schedule contains the
sub-optimal schedule 	 on 3 that schedules  before  .
The reason for this is that the schedule 
   is not optimal while   is. Hence, optimality depends in a
complicated way on the number of time units by which a schedule is shifted in the composition of sub-schedules.
For P	  4    this can be handled. For general  , however, we do not see a way.
In fact, the proof of Lemma 4.1 uses the properties of the average weighted completion time that an optimality
is preserved under shifting and that the resulting cost is the original cost plus a value that only depends on the
amount of time by which the schedule is shifted but not on the particular schedule itself. Lemma 4.1 remains valid
for all cost functions  with this property.
 















Schedules resulting from series composition   
Feasible schedules for 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 .

Abbildung 8: A counter-example for arbitrary regular cost functions.
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