Abstract: Scalability is always an issue for multicast protocols. This paper analyses and compares eight protocols for packet loss recovery in multicast communications. The goal of our analysis is to emphasise which protocols provide good recovery times without inducing too much extra traffic in the network, which is the limiting factor for scalability. Assuming the same loss rates on every link in the network, we make a statistical analysis to derive the expected number of packet retransmissions and compare the performance of the protocols. The results show great variations between protocols and provide good insights for the design of new protocols.
Introduction
IP multicast is a best-effort service: there is no guarantee that a multicast datagram is actually delivered to all its destinations. Therefore, there is a need for a multicast transport protocol to make multicast communications reliable, much in the same manner as TCP is used to make unicast communications reliable (although TCP also serves other purposes such as flow and congestion control). Because the number of hosts participating in a multicast communication can vary from tens to thousands (and possibly many more), scalability becomes a big concern for reliable design. For example, it becomes impractical to use the same strategy as TCP, where every packet is acknowledged by the receiver: the multicast source would receive thousands of Acknowledgments (ACKs) for each packet sent, would have to keep track of which packets are missing at every receiver and would send retransmissions while continuing sending data at the required rate. This justifies our choice of selecting protocols which only use Negative Acknowledgments (NAKS) because the number of missing packets are a small fraction of the total number of sent packets. It could be useful to use ACKs for flow/congestion control purposes, but this problem is out of the focus of this paper: the protocols described herein aim only at recovering lost packets.
The requirements for the reliable multicast transport protocols analysed in this paper are as follows:
• for scalability reasons, protocols do not use ACKs
• the source has no knowledge about the receivers
• protocols do not require the assistance of routers, they are deployed at end-users only
• every packet sent by the source is received by all receivers unless the source or the network fails.
These assumptions are made to keep the protocols generic. The goal of this paper is the theoretical analysis of eight different multicast transport protocols and their comparison in terms of overhead. Every link in the network is assumed to have the same loss rate. Under this assumption, we derive a loss model for the receivers and then analyse the performance of different protocols in their effort to recover the missing packets. The overhead generated by the protocols to make the multicast communication reliable and the time it takes to recover missing packets are the metrics used to evaluate the performance of the protocols.
Our definition of reliability is simple: every sent packet must eventually be received by every participating host. The underlying assumptions are:
• hosts do not fail
• the network does not fail, it may only drop packets randomly
• the source keeps a copy of every packet it sends.
With these assumptions, every host is guaranteed to recover any lost packet, since a copy is always kept by the source. We are aware that this may not be always feasible in reality, but we believe that the results obtained under these assumptions provide good insights for designing reliable multicast transport protocols.
Proper buffer management and Forward Error Correction (FEC) are known techniques which can improve the performance of every reliable multicast transport protocol. These techniques are out of the scope of this paper because they could be combined with any of the protocols studied in this paper, leading similar quantitative improvements. Issues like flow/congestion control, security and membership management are not studied in this paper, although they are legitimate requirements for reliable transport protocols (Whetten et al., 2001) .
The rest of the paper is organised as follows. Related work is presented in Section 2. The methodology of our analysis and preliminary results are described in Sections 3 and 4 respectively. In Section 5, we present the analysis of eight multicast protocols for reliability. The results are provided and discussed in Section 6, followed by conclusions in Section 7.
Related work
The protocols described in this paper are mostly adapted from approaches described in related work. Protocols P1 and P2 are very basic, but they are useful for comparison purposes. Protocols P3, P4 and P5 are variations of P1 and P2, except that local groups are used to improve scalability. We believe that this local group approach was first suggested with the Local Group Concept (LGC) (Hofmann, 1996) and it has been reused for many other protocols like Reliable Multicast Transport Protocol (RMTP) (Paul et al., 1997) . Protocol P6 is inspired by Randomised Reliable Multicast Protocol (RRMP) (Xiao et al., 2002 ) although significant modifications have been made. Protocol P7 is an original approach designed to improve the performance of P6. A more complete overview of the various approaches for reliable multicast protocols can be found in Celik (2004) ; a survey and taxonomy is proposed by Obraczka (1998) .
Since the deployment of multicast and the MBone, in the early nineties, theoretical analysis of protocols for multicast reliability has been done: Pingali et al. (1994) and Levine and Garcia-Luna-Aceves (1998) compute the processing time to reliably multicast a given packet to all receivers (one-to-many communication). They assume a common loss rate p for all the receivers and no correlation between loss. Their goal is to compute the per-packet processing rate at the sender and at the receivers to determine the maximum throughput of protocols. The loss model was modified to include spatial loss correlation by Yoon et al. (2005) . This analysis considers many-to-many reliable communication via multiple one-to-many multicast trees and aims at computing the throughput of protocols in a manner similar to previous work. The results for one-to-many and many-to-many communications appear to be contradictory about which protocol scales best. In Pan et al. (2002) , several topology structures are analysed in order to determine which factors (e.g., loss probability, group size) affect them most and build efficient hierarchical structures. The analysis made by Maihofer (2000) is more focused about overall bandwidth consumption in the network. The model used is the same as Pingali et al. (1994) and Levine and Garcia-Luna-Aceves (1998) : they assume independent losses for the receivers although a study by Yajnik et al. (1996) on real data shows that losses are spatially and temporally correlated. Although our analysis uses a different model and metrics than the work cited, our work shares a similar approach.
Another approach to provide reliability is by using router-assisted schemes where routers send retransmissions. It is shown by Radoslavov et al. (2004) that application-level and router-assisted schemes for reliable multicast have similar performances, which is counter-intuitive but conforms the idea that multicast reliability should be implemented at end-hosts only. Centralised and distributed error recovery approaches are compared in terms of bandwidth and latency by Lacher et al. (2000) with the conclusion that distributed approaches perform better in terms of bandwidth but centralised approaches are more desirable because they are easier to deploy and do not require multicast retransmission capability.
Methodology and definitions
The scenario considered in this paper is that of a single host (the source) sending data to multiple hosts through multicast. Packets sent by the source contain a sequence number which is increased for every packet sent. By monitoring this sequence number, receiving hosts can determine when a packet is missing. We assume the existence of a buffer at the receivers to handle out-of-order packet arrivals. The source is assumed to keep a copy of every packet sent, so that hosts can use the source to recover missing packets as a last resort.
Network model
The network of hosts and routers is modelled as a connected graph where the nodes represent a host or a router and the edges represent network links. For any pair of hosts/routers connected by a link, there is a probability p that a packet sent over this link is dropped. For simplicity, we assume the value of p to be the same for all links. Under this assumption, the probability F d that the transmission of a packet between two hosts separated by a distance of d hops fails is given as:
We call X d the r.v. representing the number of hops travelled by a packet sent between two hosts separated by a distance d.
(1 ) 0 1
Therefore, the expected number of hops travelled by a packet is given as:
Costs
The cost of sending a byte of data over a link is arbitrarily chosen equal to 1. Hence, a packet of size S bytes sent from a host to another host at a distance d costs S E [X d ]; it reaches its destination with a probability 1 -F d .
We denote by U (n, d) the cost of attempting to unicast one byte of data to n hosts which are located at an average distance d from the source. Note U (n, d) is only the cost of attempting to unicast a byte of data, whether it is successful or not is not considered. 1 ( , ) [ ] (1 (1 ) ).
The impact of using multicast instead of unicast on network resource utilisation is studied by Chalmers and Almeroth (2003) . The improvement achieved is given by a power law of the number of hosts n:
. Therefore, the cost of sending one byte to n hosts through multicast is given by: 0.7 1 ( , ) (1 ) ( , ) (1 (1 ) ).
Metrics
In this section, we introduce two metrics that are used to compare the protocols: overhead and recovery time. The overhead is the increase of traffic generated by the request for retransmissions and the retransmitted packets. Recovery time is the time taken to recover a lost packet once it has been detected missing. For every protocol, two types of packets are used: control packets, used to communicate between two hosts and data packets, used to transport data. The sizes of these packets are assumed to be fixed: ctrl bytes for a control packet and data bytes for a data packet. The size of a control packet is considered small enough to be negligible when compared with a data packet (ctrl data). In this paper, we consider a specific case where the average distance from the source to any host is D and the number of receivers in the multicast group is N. For sake of comparison, in this paper, we fix the value for D at 15 and N takes the values: 10, 100, 1000 and 10,000.
If a source sends one data packet, we define the ratio for reliability overhead η as follows:
where Cost(N) is the cost of retransmissions so that all N hosts receive the sent packet,
M(N, D)
is the cost of multicasting a packet to N receivers and η (N, D) is the fraction of additional traffic generated to make the multicast communication reliable. Let us denote by X rtt the r.v. representing the round-trip time between any pair of end-hosts in the network. In order to study the characteristics of the recovery time, we make the assumption that the network topology is such that X rtt follows a normal distribution with parameters µ = rtt and σ = 0.4 rtt where rtt is the expected value of X rtt .
There is a very low probability that X rtt is not a positive number; we choose to ignore this fact in the results presented in this paper because the error resulting from it is negligible. When a host sends a request for a packet retransmission, if the packet has not been recovered within a time T out , another request is sent. These assumptions will be used to compute the average recovery time RT. In this paper, rtt is used to represent a single time unit; this means that in the graphs, a time of two corresponds to 2 rtt.
Subgroups
Some of the protocols require the hosts to form subgroups to enhance the scalability of the protocol. We use the following procedure for subgroup formation. Joining hosts start by multicasting a message to advertise their location. If there is a leader of a local group in the vicinity such that the round-trip time is less than γ rtt (where γ is a parameter for the group size) from the new host, the leader replies and the new host is included in the leader's local group. If several leaders reply, the new host selects the closest one. If no leader has replied after several trials, the new host becomes a leader and creates a new local group. When needed, local groups build a second multicast tree for communications within their group.
In the remainder of this paper, we will use the subscript l to denote variables related to a local group and, sometimes, the subscript g for global variables, to avoid confusion. For example, N l represents the number of hosts in a local group and rtt l is the average round-trip time within a local group.
Timers
To prevent the source from being submerged with retransmission requests, in some protocols, receivers wait for a random amount of time T timer after detecting a packet loss. Let X t be the r.v. representing the time before a timer expires. We assume that X t follows an exponential distribution with parameter λ, with the restriction that X t can not be larger than 2 rtt. Hence:
Let X timers be the r.v. representing the number k out of N timers expiring before time t. X timers follows a binomial distribution:
The expected number of timers to expire before time t is given as:
.
Basic results
In this section, we derive a few basic results that will be helpful for the analysis in the next section.
Expected losses
In this section, we show that the expected number of hosts missing a packet is independent of whether unicast or multicast was used to send it. The probability that a host does not receive a packet sent by the source is F D . If the source sends one packet to N hosts, let X h be the r.v. representing the average number of hosts which do not receive the packet. If unicast is used, all transmissions are independent and X h follows a binomial distribution:
We denote by Φ u (N, D) the expected value of X h , if one packet is unicast to N hosts at an average distance D from the source. Because with unicast all transmissions are independent, Φ u (N, D) is given as: ( , ) .
This means that on average, Φ u (N, D) hosts will be missing the packet that was sent by the source. If multicast is used, the losses experienced by different hosts become correlated. To evaluate this correlation, we model the multicast tree by a Cayley tree (see Figure 1 ) where the distance from the root to any leaf is D. By definition, a Cayley tree is a tree in which each non-leaf graph vertex has a constant number of branches k (Weisstein, 2006) . We are aware that a Cayley tree may not be an ideal choice to model a multicast tree, but it provide a good approximation to multicast network topology and simplifies the analysis of protocols. The probability that a packet is dropped on a link at distance d from the source is given by:
where p is the loss probability of any link, as defined in Section 3.1 and k is the number of branches of non-leaf vertices in the tree. The number of hosts n d which will experience a loss if a packet is dropped by a link at a distance d from the source is given by:
We denote with Φ m (N, D) the expected value of X h if one packet is multicast to N hosts by the source. Therefore:
This proves that the choice of using unicast or multicast for retransmissions has no impact on the success of the retransmission: on average, the same fraction F N hosts will be missing the retransmitted packet. This result simplifies the analysis of protocols because the success rate of retransmissions is 1 -F D , independently of the retransmission method: unicast or multicast. It is important to understand that this result is not in contradiction with the fact that there is a correlation of losses between hosts close to each other; on average, the loss rate at the receivers is the same.
Similarly, we can show that this result is still true if multicast is used to retransmit a packet to a subgroup of users locally close to each other, e.g., in Figure 1 , if h 4 -h 6 experience the same loss and the source uses multicast to retransmit the missing packet to these three hosts, on average, a fraction F D of them will miss the retransmitted packet. This is because a loss on the first two links means that none of them will receive it, which balances the fact they are more likely to all receive it if the packet makes it through the first links.
Subgroups: size and round-trip time
In this section, we determine the number of local groups and the average number of hosts per local group, as a function of γ. In Section 3.3, we defined a r.v. X rtt representing the average round-trip time between any pair of end-hosts. X rtt follows a normal distribution N (rtt, 0.4 rtt) where rtt is the average round-trip-time. Therefore:
where erf is the so-called error function. Hence, we define P γ which gives the probability that a host is not more than γ rtt far from another host:
The function P γ is plotted in Figure 2 . For example, if γ = 0.5, the probability that any given host is less than 0.5 rtt away from another host is approximately 15%. Then, the average number of hosts per group is given as:
and the number of groups is given as:
Figure 2 P γ : Probability that rtt between any pair of hosts is less than γ rtt
Let us now compute the average local round-trip time rtt l (γ ) as a function of γ.
A receiver forms a local group with other receivers such that X rtt < γ rtt. Therefore, we compute rtt l (γ ): This approximation holds for γ ∈ [0.15, 1], therefore, we will restrict our analysis to values of γ within this interval only.
Then, if we assume that the number of hops is a function of the round-trip time, we write the average number of receivers in a local group as:
In order to simplify our notations, rtt l (γ ) and D l (γ ) will be denoted respectively as rtt l and D l in the rest of this paper.
Time before reception of a retransmission request
In this section, we compute the average time it takes for the source to receive a request from a receiver, when receivers use a timer before sending the request. In Section 3, we defined two random variables: X rtt which is the rtt between any pair of end-hosts and X t , which is the time a receiver waits before sending a request.
We consider the following scenario: the source sends packet number n, which several receivers will be missing. Then, the source sends packet number n + 1; when receiving this packet, receivers will detect that packet number n is missing and they start their timer. When the timer expires, a request is sent to the source, which will then do a retransmission. Therefore, the recovery time for all receivers is equal to the recovery time of the receiver whose request reaches the source first. We define a new r.v. representing the time it takes for a request to reach the source, starting from the time at which packet number n + 1 was sent: X req = X t + X rtt . Hence:
Finally, if n receivers miss the same packet, the expected number of requests N req received within a time T is given as:
Hence, we call T k (n) the average time it takes to receive exactly k out of n requests. By definition, T k (n) is the solution of the equation:
Unfortunately, it is not possible to derive an analytical expression for T k (n). To overcome this issue, P(X req < T) is plotted in Figure 4 , from which it is easy to derive N req (equation (12)) and then obtain T k (n) by solving equation (13). This is the method which has been used in our analysis.
Figure 4 P(X req < T)
A similar approach was taken to determine the time for a request from a local receiver to reach a group leader. The only difference is that, within a local group, we assumed that rtt l X follows a uniform distribution on the interval [(1/2) rtt l , (3/2) rtt l ]. Hence we derived T k,l (n) following the same method as for T k (n).
Correlation of losses
Because in a local group, hosts are geographically close, they are likely to experience similar losses. We call α the probability that a host can not recover a packet from its local group leader. The probability that a loss is not recoverable is the probability that the loss occurs on the path between the source and the root of the subtree containing all local hosts. Therefore, we can derive an expression for α:
where, on a Cayley tree, D′ is the length of the path from the source common to a leader and its local hosts. e.g., in Figure 1 , for local group h 4 -h 6 , D′ = 2 and D = 3.
Analysis of protocols
Let X tx denote the r.v. representing the number of retransmission requests needed to recover a missing packet. This r.v. is used to determine the expected number of retransmissions which will be necessary until every host has received a given packet transmitted by the source. Next, we analyse various multicast algorithms for reliability.
P1: Global group, unicast/unicast
This protocol is the simplest solution to the problem of packet recovery: for any missing packet, a request is unicast to the source, which unicasts the requested packet back. Obviously, this approach does not scale because of the load on the source but it will allow us to do some comparisons.
First, we compute the average number of requests sent by a host in order to recover a packet. The probability that a packet reaches its destination without being lost is: 1 -F D . The probability that the missing packet reaches the requester after exactly n requests is:
2 is the probability that the retransmission request and the retransmitted packet reach their destinations successfully. Therefore, the expected number of requests sent per receiver is:
We compute the average cost of retransmitting one missing packet to one host:
Because recoveries from different hosts are independent from each other:
Hence, we apply this expression into equation (4) to compute the overhead generated by the recovery protocol:
The average recovery time is given as:
where E[X tx ] -1 is the number of retransmissions required because a request for retransmission or a retransmitted packet has been dropped. Note that the recovery time does not depend on the number of receivers.
P2: Global group, unicast/multicast
In this protocol, retransmissions are performed using multicast instead of unicast. This approach generates a lot of duplicate packets at the receiving hosts, hence causing higher overhead. Retransmission requests are sent with an exponential back-off mechanism, which means that not every host will send a request for every packet lost. There is a mechanism to make the source multicast a missing packet only once per set of retransmission requests received, i.e., if ten hosts send a request to the source for the retransmission of a given packet, the source will retransmit the packet only once, using multicast.
In order to evaluate the overhead on the network, we first compute the expected number of retransmissions E[X tx ]. The probability that the nth retransmission succeeds is given by:
n N is the expected number of hosts still missing the packet after n -1 retransmissions. The case n = 0 represents the initial transmission. For n ≥ 1, the first term represents the probability that at least one out of F D n N request reaches the source and the second term is the probability that a packet reaches successfully all the hosts which are still missing it.
The probability for an nth retransmission to be required is given by the following expression:
We use the expressions of P succ (n) and P tx (n) to compute the probability that exactly n retransmissions are required:
tx tx P X n P n P n n = = ∀ ≥ So, the expected number of retransmissions is:
and the cost of recovering the lost packet is given as the sum of costs for sending the retransmission requests (Cost req ) and the retransmitted packets (Cost tx ):
In the expression of Cost tx (N), the first term is the probability that the retransmission occurs (retransmission requests may not reach the source), E[X tx ] is the expected number of retransmission and M(N, D) data is the cost of one retransmission. We justify the fact that Cost requests (N) is negligible by saying that the exponential back-off mechanism limits the number of requests sent to the source and the size of control packets is very small compared to the size of data packets. In the expression of Cost tx (N), the first term is approximately equal to 1, as it is very unlikely that the network drops all the requests for a same packet. Hence:
Substituting this expression into equation (4), we obtain the overhead:
Using the result provided in Section 4.3, the average recovery time is calculated as:
This result is an approximation if more than one retransmission is needed: if we assume that exactly two retransmissions are needed for some hosts, the recovery time for these receivers is:
However, only in extreme cases are two retransmissions needed: if the network is very lossy and if there is a very large number of receivers. Thus, we chose to ignore this error.
P3: Local groups, unicast/unicast
This approach uses subgroups of users to reduce the overhead and improve recovery times. Within a local group, every host uses the same approach as described in Section 5.1 to recover, except that it tries to recover from its group leader instead of the source. When the leader misses a packet, it uses unicast to recover from the source and then locally unicasts the packet to the hosts which requested it.
We can reuse our results from Section 5.1 (equations (15)- (17)) to compute the cost of recoveries within a local group:
The cost of leaders recovering packets from the source can also be obtained from our results in Section 5.1:
Therefore, the overhead is given as:
Let us now focus on the recovery time. We call local recovery time RT l as the time taken by a host to recover a missing packet from its leader, if the leader has received it. From equation (19) RT RT RT E X T α α
P4: Local groups, unicast/multicast
This protocol is similar to the previous one, but additionally, every local group builds a local multicast tree. When a host detects a loss, it unicasts a request to the leader, which then multicasts the retransmitted packet, in a similar fashion as the approach described in Section 5.2. If the leader detects a packet loss, it unicasts a request to the source, which unicasts the retransmitted packet; the leader then multicasts it to its local group. The analysis of this protocol uses the results from Section 5.2 for local recoveries and results from Section 5.1 for recoveries by a group leader from the source. Hence, following the same steps as in Section 5.2, we can reuse the result given in equation (21) and we get:
The cost of having g leaders recoveringmissing packets from the source using unicast is given by equation (19) in Section 5.1. From there, we compute the overhead as:
Let us now evaluate the recovery time. We compute the local recovery time using equation (23) from Section 5.2 as:
where αN l is the average fraction of local receivers missing a packet, because losses are correlated (α is defined in Section 4.4 equation (14)). Recovery from the source by the group leader is identical to Section 5.3:
Therefore, the recovery time is:
, out
P5: Local groups, multicast/multicast
This protocol uses unicast for recovery by the local group leader but uses a multicast/multicast approach for recoveries within a local group: after detecting a loss, a receiver multicasts a request for retransmission to its local group; upon reception of this request, any host may retransmit the packet. As this approach is likely to generate too much traffic, before sending a request or a retransmission, receivers set a timer and when it expires, the packet is sent only if the same request or retransmission has not been received from another host. Therefore, only the few receivers with the shortest timers actually send a request or a retransmission, which prevents an implosion of requests and retransmissions. When no member of a group has received the missing packet, only the local group leader is allowed to recover from the source. An example scenario is shown in Figure 5 . Packet number n is sent by the source, but only receivers R 0 and R 1 receive it. Therefore, when receivers R 2 -R 4 receive packet number n + 1, they detect that packet number n has been lost. They all start their timers (shown by a vertical dashed line in the figure) . R 3 's timer expires first and so R 3 sends a request for retransmission. Because their timers expire after they have received R 3 's request, R 2 and R 4 do not need to send another request. After receiving the request, R 0 and R 1 start their timers; because R 0 's timer expires first, R 0 retransmits packet number n. Note that several requests or retransmitted packets may be sent if several timers expire at about the same time. We first compute the cost of recoveries within a local group. As defined in Section 4.4, α N l is the fraction of hosts which are expected to experience the same loss and (1 -α) N l is the portion of local receivers which have received the packet. To evaluate the overhead, we need to introduce two variables: t req = T 1,l (α N l ) is the average elapsed time it takes to receive a request for retransmission and t tx = T 1,l ((1 -α) N l ) is the time it takes to receive a retransmitted packet once the request has been sent. Knowing t req (resp. t tx ), we solve equation (13) from Section 4.3 to determine how many requests (resp. retransmitted packets) will be multicast within the group. Since we can not provide an analytical solution, we denote these numbers by n req and n tx . Therefore:
Using the cost of global recovery given in equation (17) (Section 5.1), we get:
Let us compute the local recovery time if at least one receiver in the group has received the packet. In Figure 5 , the recovery time is given as t e -t b . We know that: t d -t a = t req and t e -t b = t tx . Hence: (1 ) )) rtt .
t t t t t t t t t t t
Recovery from the source by the leader remains identical to Section 5.3:
Therefore, the recovery time is given as:
P6: Gossiping approach
This protocol is very different from the protocols analysed so far: every host has a list of peers randomly chosen from which it tries to recover when it experiences a loss. These peers are sorted by increasing round-trip times to the host. A host tries to contact each of its peers, one after the other, until the lost packet is recovered. The host then forwards the missing packet to the peers from which it could not recover. If a host can not recover from its peers, it sends a retransmission request to the source itself. In the list of peers, there are n l local peers, which are very close in terms of round-trip time, but are more likely to experience the same losses and n g peers (global peers) which are less close to each other, to increase the chances of recovery among the peers. The probability that one retransmission from a close peer is successful is given by:
where 1 -α is the probability that a peer did not experience the loss and 2
(1 )
is the probability that both the request and the retransmission are not dropped by the network. Therefore, the probability that the number of retransmissions is equal to n is given by:
Therefore, the probability that a missing packet can be recovered from local peers is given by:
We compute the expected number of retransmissions from local peers:
Hence, we derive the cost of local retransmissions as:
In the expression, the first term is the cost for all missed retransmissions and the second term is the average cost of the last retransmission, depending on whether it fails or whether it succeeds. Similarly, we derive an expression for the cost of recoveries from global peers. Note that if all peers fail to retransmit a packet, the host will then try to recover from the source itself. This cost has been included in the expression of Cost g :
where E[X tx ] is given by equation (15) in Section 5.1. Finally, the overhead is given as:
If recovery through local peers is successful, local recovery time RT l is given as:
If recovery through local peers is not successful, the recovery time RT g is:
Therefore, the total recovery time is given as:
(1 ) .
P7: Multiple multicast groups and gossiping approach
This protocol aims at maximising the chances of recovering a missing packet from neighbours. Receivers are randomly distributed in g groups, irrespectively of their location and round-trip time to the source. Each group builds its own multicast tree.
In the example provided in Figure 6 , the receivers have been grouped into two multicast groups and correspondingly, two multicast trees have been built (dashed and continuous lines respectively). The source sends a copy of each packet to every group. The recovery protocol uses gossip to recover missing packets. Every host selects peers which receive from a different group, so that it is less likely that they experience the same losses. Also, only close peers are used to reduce the recovery time. The probability that one retransmission from a close peer is successful is given by:
Note that here, losses are uncorrelated, hence the chance for the local peer to have received the missing packet is 1 -F D and not α, like in Section 5.6. We follow the same steps as the previous section (equations (30)- (33)), which leads us to the following result:
Because losses with close peers are not correlated, this approach does not require remote peers. Instead receivers directly query the source. Hence, from equation (17) in Section 5.1:
We also need to take into account the cost of multicasting to g different multicast groups instead of only one.
Therefore, the overhead is:
The recovery time is computed in the same manner as in Section 5.6 (see equations (34)-(36)):
P8: Recovery through multiple multicast groups
This protocol is inspired by protocols described by Kasera et al. (2000) . A unique multicast tree is built from which every host receives data sent by the source. Another set of multicast channels {c 0 , …, c g-1 } are allocated for recovery. When packet number n is detected missing by a host, the host subscribes to channel c n mod g . Every data packet sent by the source is sent a second time with a delay δ on the corresponding multicast recovery channel. If a retransmitted packet is not received, a unicast request is sent to the source, which retransmits the packet through unicast. It is assumed that the routing protocol is such that if nobody subscribes to a channel c i , the packet will be dropped by the source, hence the cost for the network is null. This approach aims at eliminating duplicate copies. This approach should be close to optimal in terms of overhead:
• there is no retransmission request required at all for the packets to be resent
• g is assumed large enough to prevent receiving retransmissions of packets different from the one required (the choice for g is discussed by Kasera et al. (2000) ).
However, there is an overhead at the routing level, depending on the multicast routing protocol. We will ignore this overhead in this analysis, but we should keep in mind that it may not always be negligible. The cost of retransmissions is given as:
where Cost (1) is defined in equation (16) in Section 5.1. Therefore:
The average recovery time does not depend on the number of receivers, but is highly dependent on the multicast routing protocol and the time it takes to handle new joins.
We define δ as the maximum time it takes for a host to join a multicast group. If a host can not join within that time, it will have to send a unicast request to the source. Therefore:
Comparison and effect of parameters
In this section, we first study the impact of some parameters on the performance of the protocols and then, we compare the performance of the protocols for small (50), medium (500) and large (5000) numbers of receivers. For sake of comparison, we fixed some parameters: D = 15, ctrl = 48, data = 1000 and T out = 5 rtt.
P3-P5: parameter
Protocols P3-P5 use subgroups to improve their scalability to reduce the overhead; subgroups can also help in reducing the average recovery time if the recovery is made from other receivers located closer than the source. However, using smaller groups implies higher loss correlation between the receivers, which reduces the likelihood of recovery within the group. Also, when there is a larger number of participants, it is possible to make more groups of smaller size which improves the recovery time.
e.g., if there are 100 receivers, γ = 0.30 implies 25 groups of four receivers while for N = 1000, γ = 0.15 implies approximately 60 groups of 17 receivers.
Figures 7-9 show the overhead of protocols P3-P5, for 100 receivers and several values of γ. We observe that for protocols P3 and P4, there is an optimal value for γ which minimises the overhead. If γ is set too small, many recoveries will have to be made from the source itself because of correlated losses and if is set too large, the cost of recovering a packet from a local leader increases. Hence, γ must be carefully adjusted.
For protocol P6, smallest group sizes lead to less overhead. However, it is not possible to decrease below 0.15 as it would lead because group sizes would be too small (close to one receiver per group). Figures 10-12 show the average recovery time of protocols P3-P5, for 100 receivers and several values of γ. Again, we observe that, larger groups sizes lead to better recovery times. The reason is, a small value for γ implies more recoveries from the source, hence more latency. However, the value of which minimises the overhead or the recovery time also depends on the number of receivers: Figures 13 and 14 show respectively the overhead and the recovery time for protocol P3 with N = 1000. Comparing these with Figures 7 and 10 respectively, we observe that the protocol behaves differently because there is a larger number of receivers. Although we do not show the figures in this paper, we observe similar behaviour for protocols P4 and P5. It is important to understand that γ is a parameter which greatly impacts the performance of protocols P3-P5 and must be carefully adjusted. However, γ must also be adjusted according to the number of receivers, which may vary from a session to another. Since our initial assumption was that the source has no knowledge about the receivers or their number, this is not immediately doable, unless more complexity is added to the protocols, which may increase the load on the source and/or the network.
P6: number of peers
In protocol P6, the adjustable parameter is the number of close peers from which a receiver tries to recover from. The more peers a receiver has, the more likely it is to recover from one of them; however, these peers are close and more likely to experience identical losses, so, there is no need to maintain a large list of peers, as this would not reduce the overhead or improve the average recovery time; moreover, finding more peers requires more communication between receivers, which generates more overhead (note that this overhead is not included in our analysis).
Figures 15 and 16 show the overhead and average recovery time for protocol P6 for various numbers of receivers. We see that there is little improvement if there are seven peers instead of five and that nine peers performs as well as seven; this is true for both the overhead and the average recovery time. 
P7: number of peers and multicast trees
Protocol P7 is very similar to protocol P6, except that chances of recovery from close peers are increased because multiple multicast trees are used to propagate data. Therefore, we can expect that varying the number of peers will affect the overhead and the average recovery time similarly to P6. The second parameter which can be varied is the number of multicast trees used to propagate the data to receivers; we only study the overhead, as our analysis does not take into account the impact of the number of trees on the average recovery time.
Figures 17 and 18 show respectively the overhead and average recovery time for a varying number of peers. We note that having 4, 6 or 8 peers makes no difference in terms of performance. Compared to P6, this is because chances of recovery from a close peer are much better, thus increasing their number does not result in better performance. Figure 19 shows the impact of the number of multicast trees used on the overhead. As expected, the overhead increases significantly with g. We believe it does not make sense to use more than two multicast trees as the reduction of recovery time is negligible while the increase of overhead is large. 
Comparison of all protocols
In this section, we compare the performance of all protocols for small (50), medium (500) and large (5000) numbers of receivers. Figures 20-22 show the overhead for all protocols (when a protocol is not listed in the legend, it means that its overhead is greater than 100%). Not surprisingly, protocols which use multicast to recover packets (P2, P4, P5 and P9) tend to generate higher overhead than other protocols, except P4; this does not depend on the number of receivers. It is also interesting to note that the use of local groups (P3, P4 and P5) is effective to reduce the overhead, compared to global approaches (P1 and P2). The approaches using peers for recovery (P6 and P7) do not generate too much overhead, although P7 uses two multicast trees. Interestingly, the overhead increases linearly with the loss rate for all protocols, on the interval of study. Protocols with low overheads for small numbers of receivers are the same to achieve low overheads with large numbers of receivers. Figures 23-25 show the average recovery time for all protocols. We note that the use of local groups or peers is effective to reduce the average recovery time, hence improve the performance: P1 and P2 achieve the largest recovery times, because recovery is made directly from the source. It is interesting to note that the use of multicast for requests or recovery (P2, P4, P5 and P8) does not really improve the recovery time, despite the overhead generated. Protocols using peers perform better because their recovery mechanism does not use timeouts: if a peer does not have the requested packet, it replies with a NACK and upon reception of this NACK, a receiver can immediately query the next peer. Again, the protocols which perform best with few receivers also perform better with large numbers of receivers. We also note that protocols which use locality (P3-P7) see their average recovery time decrease with increasing numbers of participants; this is due to the fact that the geographical density of receivers increases, hence, receivers recover faster. In this study, it appears that the use of multicast induces a lot of overhead in the network while it is not really useful in reducing the average recovery time. The use of locality through local groups or peers is an effective approach to achieve good performance for little overhead. As could be expected, approaches not using timers perform best.
Conclusion
This paper uses a statistical approach to evaluate the scalability and performance of various protocols for the reliability of multicast communications. We first build a simple model of the network, from which we derive statistical properties for losses. We then apply these results to eight protocols for multicast reliability to determine the overhead and the average recovery time of each protocol. The results are then compared and discussed. The diversity of the protocols studied provides good insights for the design of future protocols. Future work will include the simulation of these protocols and the study of differences in the results between the theoretical analysis and the simulation.
