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The reduced dynamics of the system S, interacting with the environment E, is not given by a
linear map, in general. However, if it is given by a linear map, then this map is also Hermitian. In
order that the reduced dynamics of the system is given by a linear Hermitian map, there must be
some restrictions on the set of possible initial states of the system-environment or on the possible
unitary evolutions of the whole SE. In this paper, adding an ancillary reference space R, we assign
to each convex set of possible initial states of the system-environment S , for which the reduced
dynamics is Hermitian, a tripartite state ωRSE, which we call it the reference state, such that the
set S is given as the steered states from the reference state ωRSE,. The set of possible initial states
of the system is also given as the steered set from a bipartite reference state ωRS. The relation
between these two reference states is as ωRSE = idR ⊗ ΛS(ωRS), where idR is the identity map
on R and ΛS is a Hermitian assignment map, from S to SE. As an important consequence of
introducing the reference state ωRSE, we generalize the result of [F. Buscemi, Phys. Rev. Lett.
113, 140502 (2014)]: We show that, for a U-consistent subspace, the reduced dynamics of the
system is completely positive, for arbitrary unitary evolution of the whole system-environment U ,
if and only if the reference state ωRSE is a Markov state. In addition, we show that the evolution of
the set of system-environment (system) states is determined by the evolution of the reference state
ωRSE (ωRS).
I. INTRODUCTION
Consider a closed finite dimensional quantum system
which evolves as
ρ→ ρ′ = AdU (ρ) ≡ UρU †, (1)
where ρ and ρ′ are the initial and final states (density
operators) of the system, respectively, and U is a uni-
tary operator (UU † = U †U = I, where I is the identity
operator).
In general, the system is not closed and interacts with
its environment. We can consider the whole system-
environment as a closed quantum system which evolves
as Eq. (1). So the reduced state of the system after the
evolution is given by
ρ′S = TrE ◦AdU (ρSE) = TrE
(
UρSEU
†
)
, (2)
where ρSE is the initial state of the combined system-
environment quantum system and U acts on the whole
Hilbert space of the system-environment.
In general, the relation between the initial state of the
system ρS = TrE(ρSE) and its final state ρ
′
S is not given
by a map [1, 2]. Even if it is given by a map, then, in
general, this map is not a linear map [3, 4]. In order that
Eq. (2) leads to a linear map from ρS to ρ
′
S , there must
be some restrictions on the set of possible initial states of
the system-environment {ρSE} or on the possible unitary
evolutions U [2, 5].
However, if the reduced dynamics of the system from
ρS to ρ
′
S can be given by a linear map Ψ, then this Ψ
is also Hermitian, i.e., maps each Hermitian operator to
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a Hermitian operator. Now, an important result is that
for each linear trace-preserving Hermitian map from ρS
to ρ′S , there exists an operator sum representation in the
following form:
ρ′S =
∑
i
ei E˜i ρS E˜i
†
,
∑
i
ei E˜i
†
E˜i = IS , (3)
where E˜i are linear operators and ei are real coefficients
[2, 6, 7]. For the special case that all of the coefficients ei
in Eq. (3) are positive, then we call the map completely
positive (CP) [8] and rewrite Eq. (3) in the following
form:
ρ′S =
∑
i
Ei ρS E
†
i ,
∑
i
E
†
iEi = IS , (4)
where Ei ≡ √ei E˜i.
A general framework for linear trace-preserving Her-
mitian maps, arisen from Eq. (2), when both the system
and the environment are finite dimensional, has been de-
veloped in Ref. [2]. The starting point of this framework
is to consider a convex set of initial states S = {ρSE},
for the whole system-environment, i.e., if ρ
(1)
SE , ρ
(2)
SE ∈ S,
then ρSE = pρ
(1)
SE + (1− p)ρ(2)SE ∈ S, for 0 ≤ p ≤ 1.
As we will see in the next section, an straightforward
way to construct a convex S is to consider the set of
steered states from performing measurements on the part
R of a fixed tripartite state ωRSE , which is a state on the
Hilbert space of the reference-system-environment HR ⊗
HS ⊗HE .
We call ωRSE the reference state and we will show that
if it can be written as Eq. (7) below, then the reduced
dynamics of the system is Hermitian. Interestingly, this
result includes all the previously found sets S, in Refs.
[9–14], for which the reduced dynamics of the system is
CP.
2Then, we question whether it is possible to find such
reference state ωRSE for arbitrary convex set S, for which
the reduced dynamics is Hermitian. Fortunately, this is
the case as we will show in Sec. III. The possibility
of introducing the reference state ωRSE , for arbitrary S,
has an important consequence: In Sec. IV, we generalize
the result of Ref. [13], i.e., we show that, for arbitrary
S, when ωRSE is not a so-called Markov state, then the
the reduced dynamics of the system, for at least one U ,
is not CP.
Sections III and IV are on the case that there is a one
to one correspondence between the members of S and the
members of TrES. The general case, where there is no
such correspondence, is given in Sec. V.
In Sec. VI, we consider the case studied in Ref. [4],
as an example, to illustrate (a part of) our results, and
finally, we will end this paper in Sec. VII, with a summary
of our results.
II. REDUCED DYNAMICS FOR A STEERED
SET
Assume that, for each ρSE ∈ S, the reduced dynamics
of the system is given by a map Ψ. So, for each ρS ∈
TrES, we have:
ρ′S = Ψ(ρS) = TrE ◦AdU (ρSE). (5)
The first obvious requirement that such a map Ψ can
be defined, is the U -consistency of the S [2], i.e., if
for two states ρ
(1)
SE , ρ
(2)
SE ∈ S, we have TrE(ρ(1)SE) =
TrE(ρ
(2)
SE) = ρS , then we must have TrE ◦ AdU (ρ(1)SE) =
TrE ◦AdU (ρ(2)SE) = Ψ(ρS).
Interestingly, if S is convex and U -consistent, then the
reduced dynamics of the system is given by a (linear
trace-preserving) Hermitian map [2].
An straightforward way to construct a convex S is
to consider the set of steered states from performing
measurements on the part R of a reference state ωRSE
[13, 15]:
S =
{
TrR[(PR ⊗ ISE)ωRSE ]
Tr[(PR ⊗ ISE)ωRSE ] , PR > 0
}
, (6)
where PR is arbitrary positive operator on HR such that
Tr[(PR⊗ISE)ωRSE ] > 0 and ISE is the identity operator
on HS ⊗HE . Note that, up to a positive factor, PR can
be considered as an element of a POVM.
It can be shown simply that the set of initial states of
the system-environment S, in Eq. (6), is convex. So, if,
in addition, it be a U -consistent set, then the reduced
dynamics of the system, for all ρSE ∈ S (ρS ∈ TrES), is
given by a Hermitian map, as Eq. (3).
Note that if there is a one to one correspondence be-
tween the members of S and the members of TrES, then,
trivially, the U -consistency condition is satisfied. In other
words, if, for each ρS ∈ TrES, there is only one ρSE ∈ S
such that ρS = TrE(ρSE), then the set S is U -consistent,
for any arbitrary unitary evolution of the whole system-
environment U .
Now, let’s consider the case that the reference state
ωRSE can be written as
ωRSE = idR ⊗ ΛS(ωRS), (7)
where ωRS = TrE(ωRSE), idR is the identity map on
L(HR) and ΛS : L(HS) → L(HS ⊗ HE) is a Hermitian
map. (L(H) is the space of linear operators on H.) So,
each ρ
(i)
SE ∈ S, in Eq. (6), can be written as
ρ
(i)
SE = (TrR ◦ P(i)R )⊗ ΛS(ωRS)
= (TrR ◦ P(i)R )⊗ idSE(ωRSE),
(8)
where, the map P(i)R on L(HR) is defined as P(i)R (AR) =
P
(i)
R AR, for each AR ∈ L(HR). In addition, without
loss of generality, we have considered only those P
(i)
R , in
Eq. (6), for which we have Tr[(P
(i)
R ⊗ ISE)ωRSE ] = 1.
Therefore
ρ
(i)
S = TrE(ρ
(i)
SE)
= (TrR ◦ P(i)R )⊗ (TrE ◦ ΛS)(ωRS)
= [(TrR ◦ P(i)R )⊗ idS ][idR ⊗ (TrE ◦ ΛS)](ωRS)
= (TrR ◦ P(i)R )⊗ idS(ωRS),
(9)
where, in the fourth line, we have used this fact that,
according to Eq. (7), we have [idR⊗ (TrE ◦ΛS)](ωRS) =
TrE[idR ⊗ ΛS(ωRS)] = TrE(ωRSE) = ωRS .
Next, assume that {Sj} is an orthonormal basis (ac-
cording to the Hilbert-Schmidt inner product [8]) for
L(HS). So, we can decompose ωRS as
ωRS =
∑
j
Rj ⊗ Sj , (10)
where Rj are linear operators in L(HR). Therefore, from
Eq. (9), we have
ρ
(i)
S =
∑
j
Tr(P
(i)
R Rj)Sj =
∑
j
aijSj , (11)
where aij = Tr(P
(i)
R Rj). From Eqs. (7) and (10), we
have
ωRSE =
∑
j
Rj ⊗ ΛS(Sj). (12)
So, from From Eqs. (8) and (11), we get
ρ
(i)
SE =
∑
j
aijΛS(Sj) = ΛS(ρ
(i)
S ). (13)
Now, if ρ
(i)
SE 6= ρ(l)SE , then, at least for one j, we have
aij 6= alj . So, from Eq. (11), we conclude that ρ(i)S 6= ρ(l)S .
3Therefore, there is a one to one correspondence between
the members of S and the members of TrES, and so, the
U -consistency condition is satisfied for the set S, steered
from the ωRSE in Eq. (7).
In summary, we have proved the following proposition:
Proposition 1. If the set of possible initial states
of the whole system-environment is given by the set of
steered states from the tripartite reference state ωRSE
in Eq. (7), then the reduced dynamics of the sys-
tem, for arbitrary unitary evolution of the whole system-
environment U , is given by a (linear trace-preserving)
Hermitian map.
For the special case that ΛS in Eq. (7) is a CP map,
ωRSE is called a Markov state [16], and the reduced dy-
namics of the system, for arbitrary U , is, therefore, CP
[13]. In fact, the reverse is also true. In summary, we
have [13]:
Theorem 1. For a set of steered states, from a
tripartite reference state ωRSE, as Eq. (6), the reduced
dynamics of the system, for arbitrary U , is CP if and
only if ωRSE is a Markov state .
Remark 1. During the proof of Theorem 1 in Ref.
[13], it has been assumed that, in general, the dimensions
of HS and HE can vary during the evolution, while the
dimension of HS ⊗HE remains unchanged.
Interestingly, all the previous results, in this context,
are special cases of the above result : All the previ-
ously found sets of the system-environment initial states
in Refs. [9–12], for which the reduced dynamics of the
system, for arbitrary U , is CP, can be written as steered
sets, from Markov states ωRSE [14].
This fact that Eq. (7), for the special case of com-
pletely positive ΛS , gives such interesting general results,
leads us to this conjecture that Eq. (7), for the general
case of Hermitian ΛS , can also yield general interesting
results. In fact, as we will prove in the following sec-
tion, for arbitrary convex set of system-environment ini-
tial states {ρSE}, which leads to Hermitian reduced dy-
namics, we can assign a tripartite reference state ωRSE ,
as Eq. (7).
III. REFERENCE STATE FOR A
U-CONSISTENT SUBSPACE
Let’s denote the convex set of possible initial states of
the system-environment as S ′, and so, the convex set of
possible initial states of the system as S ′S = TrES ′. Since
the Hilbert space of the system HS is finite dimensional,
one can find a set S ′′S ⊂ S ′S including a finite number of
ρ
(j)
S ∈ S ′S which are linearly independent and other states
in S ′S can be decomposed as linear combinations of them:
S ′′S = {ρ(1)S , ρ(2)S , · · · , ρ(m)S }, where m is an integer and
m ≤ (dS)2 (dS is the dimension of HS , so (dS)2 is the
dimension of L(HS)), and, for each ρS ∈ S ′S , we have
ρS =
∑m
j=1 bj ρ
(j)
S with real bj .
Consider the set S ′′ = {ρ(1)SE , ρ(2)SE , · · · , ρ(m)SE }, where
TrE(ρ
(j)
SE) = ρ
(j)
S ∈ S ′′S . So, ρ(j)SE are also linearly indepen-
dent. Now, there is a one to one correspondence between
the members of S ′ and the members of S ′S if and only if
each ρSE ∈ S ′ can be decomposed as a linear combina-
tion of ρ
(j)
SE ∈ S ′′: ρSE =
∑m
j=1 bj ρ
(j)
SE . (Note that the
coefficients bj in the decomposition of ρSE are the same
as bj in the decomposition of ρS = TrE(ρSE).)
So, if the set S ′′ constructs a basis for the convex set
S ′, then S ′ is, in addition, U -consistent for arbitrary U ,
and, as we will see in the following, the reduced dynamics
of the system is Hermitian.
Now, we can define the linear trace-preserving Hermi-
tian map ΛS as ΛS(ρ
(j)
S ) = ρ
(j)
SE , where ρ
(j)
S ∈ S ′′S and so
ρ
(j)
SE ∈ S ′′. Therefore, for each ρS ∈ S ′S , we have
ΛS(ρS) =
m∑
j=1
bj ΛS(ρ
(j)
S ) =
m∑
j=1
bj ρ
(j)
SE = ρSE, (14)
where ρSE ∈ S ′ such that TrE(ρSE) = ρS . The Hermi-
tian map ΛS is called the assignment map [2, 17]. So,
from Eq. (14), for arbitrary unitary evolution U for the
whole system-environment, we have
ρ′S = TrE ◦AdU (ρSE)
=
m∑
j=1
bj [TrE ◦AdU ◦ ΛS ](ρ(j)S ) = ES(ρS),
(15)
where ES = TrE◦AdU ◦ΛS is a Hermitian map on L(HS),
since TrE and AdU are completely positive [8] and ΛS is
Hermitian.
Now, our question is as follows: Can we assign to the
above convex U -consistent S ′ a tripartite reference state
ωRSE , such that S ′ is the set of steered states from this
ωRSE?
Without loss of generality, as we will show in the fol-
lowing, we consider a restricted set S, instead of S ′,
such that each ρSE ∈ S can be decomposed as ρSE =∑m
l=1 pl ρ
(l)
SE , with ρ
(l)
SE ∈ S ′′, where {pl} is a probability
distribution (pl ≥ 0 and
∑
pl = 1). As S ′, the set S is
convex (and U -consistent) and so the set SS = TrES is
also convex.
First, we define the bipartite state
ωRS =
m∑
l=1
1
m
|lR〉〈lR| ⊗ ρ(l)S , (16)
where ρ
(l)
S ∈ S ′′S and {|lR〉} is an orthonormal basis for
the reference Hilbert space HR. So, using the assignment
map ΛS in Eq. (14), we have
ωRSE ≡ idR ⊗ ΛS(ωRS) =
m∑
l=1
1
m
|lR〉〈lR| ⊗ ρ(l)SE , (17)
where ρ
(l)
SE ∈ S ′′ such that TrE(ρ(l)SE) = ρ(l)S . Therefore,
using Eq. (6), we can write the set S as the steered set
from the tripartite reference state ωRSE , given in Eq.
4(17). It can be done, e.g., by considering the positive
operators PR in Eq. (6) as PR =
∑m
l=1mpl|lR〉〈lR|. Note
that ωRSE , in Eq. (17), is in the form of Eq. (7), with
the Hermitian assignment map ΛS.
In summary, we have proved the following theorem:
Theorem 2. Consider a set of linearly indepen-
dent states S ′′S = {ρ(1)S , ρ(2)S , · · · , ρ(m)S }. So, the set
S ′′ = {ρ(1)SE , ρ(2)SE , · · · , ρ(m)SE }, such that TrE(ρ(l)SE) = ρ(l)S
(for each 1 ≤ l ≤ m), is also linearly independent. The
set S of the convex combinations of ρ(l)SE ∈ S ′′ is convex
and U -consistent, for arbitrary unitary evolution of the
whole system-environment. Therefore, if the set of pos-
sible initial states of the system-environment is given by
S, then the reduced dynamics of the system is given by a
Hermitian map ES. In addition, S can be written as the
steered set from a tripartite reference state ωRSE, given
in Eq. (17), which is in the form of Eq. (7), with the
Hermitian assignment map ΛS.
Next, let’s define V ⊆ L(HS ⊗ HE) as the subspace
spanned by the states ρ
(l)
SE ∈ S ′′; i.e., for each X ∈ V , we
have X =
∑
l cl ρ
(l)
SE with unique complex coefficients cl.
Obviously S ⊆ S ′ ⊂ V .
So, the subspace VS = TrEV ⊆ L(HS) is spanned by
the states ρ
(l)
S ∈ S ′′S : For each X ∈ V , we have x =
TrE(X) =
∑
l cl ρ
(l)
S with the same coefficients cl as in
the decomposition of X .
Note that, since there is a one to one correspondence
between the x ∈ VS and the X ∈ V , the whole subspace
V is U -consistent, for arbitrary U .
In addition, we can write the subspace V as
V = {TrR[(AR ⊗ ISE)ωRSE ], AR ∈ L(HR)} , (18)
whereAR is arbitrary linear operator in L(HR) and ωRSE
is the reference state, given in Eq. (17). We will call the
above set the generalized steered set from the reference
state ωRSE . Using this fact that if the subspace V is
U -consistent, for arbitrary U , then there is a one to one
correspondence between the x ∈ VS and the X ∈ V [2],
we can write the above result in the following form:
Corollary 1. Consider the subspace V ⊆ L(HS ⊗
HE), which is spanned by states. If V is U -consistent,
for arbitrary U , then it can be written as the generalized
steered set from the reference state ωRSE, as Eq. (18).
Note that, since S ′ ⊂ V , S ′ can be written as (a subset
of) Eq. (18). In our discussion, leading to the reference
state ωRSE in Eq. (17), we have restricted ourselves to
the set S, instead of S ′. Now, as stated before, we see
that this restriction does not lose the generality of our
discussion.
The next observation is that the evolution of the sys-
tem subspace VS and the whole system-environment sub-
space V can be given from the evolution of ωRS in Eq.
(16), and ωRSE in Eq. (17), respectively. So, we can
call ωRS as the reference state of the system and ωRSE
as the reference state of the whole system-environment.
Note that these two reference states are related to each
other as Eq. (7).
Assume that the unitary time evolution of the whole
system-environment, from the initial instant to the time
t, is given by U(t). So, ωRSE evolves as
ωRSE(t) = idR ⊗AdU(t)(ωRSE(0)), (19)
where ωRSE(0) is given in Eq. (17). As stated be-
fore, each X ∈ V = V(0) can be written as X =
X(0) =
∑
l cl ρ
(l)
SE = TrR[(AR ⊗ ISE)ωRSE(0)]. So,
X(t) =
∑
l cl AdU(t)(ρ
(l)
SE) and therefore
V(t) = {X(t)} = {TrR[(AR ⊗ ISE)ωRSE(t)]} , (20)
where AR is arbitrary linear operator in L(HR) and
ωRSE(t) is the reference state of the system-environment,
given in Eq. (19).
Similarly, ωRS evolves as
ωRS(t) = idR ⊗ ES(t)(ωRS(0)), (21)
where ωRS(0) is given in Eq. (16) and ES(t) = TrE ◦
AdU(t) ◦ ΛS is a Hermitian map on L(HS). Each
x = x(0) = TrE(X(0)) can be decomposed as x(0) =∑
l cl ρ
(l)
S . So, x(t) =
∑
l cl ES(t)(ρ(l)S ) = ES(t)(x(0)) and
therefore
VS(t) = {x(t)} = {TrR[(AR ⊗ IS)ωRS(t)]} , (22)
where AR is arbitrary linear operator in L(HR) and
ωRS(t) is the reference state of the system, given in Eq.
(21).
In summary,
Corollary 2. Consider the subspace V(0) ⊆ L(HS ⊗
HE), which is spanned by states. If V(0) is U -consistent,
for arbitrary U , then V(t) and VS(t) can be written as
the generalized steered sets, from the reference states
ωRSE(t), in Eq. (19), and ωRS(t), in Eq. (21), respec-
tively.
In general, there are more than one possible assign-
ment maps ΛS . So, it may be possible, by choosing an
appropriate ΛS , to write the reduced dynamics of the
system S as a CP map. Note that, from Eqs. (16) and
(21), we have
ωRS(t) =
m∑
l=1
1
m
|lR〉〈lR| ⊗ ρ(l)S (t). (23)
Now, if the time evolution of the system can be written
as a CP map, then, since ρ
(l)
S (t) = E(CP )S (t)(ρ(l)S ), where
E(CP )S (t) is a CP map on L(HS), we have
ωRS(t) = idR ⊗ E(CP )S (t)(ωRS(0)), (24)
i.e., even if we have used a ΛS which leads to Eq. (21),
with a non-CP map ES(t), ωRS(t) can be written as Eq.
(24), too.
Reversely, if ωRS(t), in Eq. (23), can be written as Eq.
(24), then, using this fact that m〈lR|ωRS(t)|lR〉 = ρ(l)S (t),
5we, simply, conclude that ρ
(l)
S (t) = E(CP )S (t)(ρ(l)S ), and so,
the reduced dynamics of the system is given by the CP
map E(CP )S (t). In summary,
Theorem 3. The reduced dynamics of the system can
be written as a CP map if and only if the reference state
ωRS(t), in Eq. (23), evolves as Eq. (24), with a CP map
E(CP )S (t).
IV. MARKOVIANITY OF THE REFERENCE
STATE AND THE COMPLETE POSITIVITY OF
THE REDUCED DYNAMICS
Theorem 1 states the relation between the Markovian-
ity of the reference state ωRSE and the CP-ness of the
reduced dynamics, for a steered set as Eq. (6). In the
previous section, we have seen that, for an arbitrary U -
consistent subspace V , we can also introduce a reference
state as Eq. (17), such that V can be written as the gen-
eralized steered set from it. Therefore, we conjecture that
Theorem 1 can be generalized to arbitrary U -consistent
subspace V . Fortunately, this is the case, as we will show
in this section.
A tripartite state ρRSE is called a Markov state if it
can be written as ρRSE = idR ⊗ Λ¯S(ρRS), where ρRS =
TrE(ρRSE), and Λ¯S : L(HS) → L(HS ⊗ HE) is a CP
assignment map [16]. Now, it has been shown in Ref.
[16] that if ρRSE is a Markov state, then there exists a
decomposition of the Hilbert space of the system S as
HS =
⊕
kHsk =
⊕
kHsl
k
⊗Hsr
k
such that
ρRSE =
⊕
k
λk ρRsl
k
⊗ ρsr
k
E , (25)
where {λk} is a probability distribution, ρRsl
k
is a state
on HR ⊗Hsl
k
, and ρsr
k
E is a state on Hsr
k
⊗HE .
Consider a set S ′′ which spans the subspace V . In
general, we can consider different assignment maps ΛS
such that, for all of them, ΛS(ρ
(j)
S ) = ρ
(j)
SE , where ρ
(j)
S ∈
S ′′S and ρ(j)SE ∈ S ′′, and so, we can write Eq. (14), for
all of them. Different assignment maps ΛS can lead to
different reduced dynamics ES , in Eq. (15).
Therefore, it is possible that we choose a Hermitian
(non-CP) assignment map ΛS to construct the reference
state ωRSE in Eq. (17), while there is another CP assign-
ment map which could be used instead. So, the reduced
dynamics could be written as a CP map, while we write it
as a non-CP map. How can we avoid such inappropriate
choosing?
Note that if there is a CP assignment map Λ¯S , such
that, for all ρ
(j)
S ∈ S ′′S , we have Λ¯S(ρ(j)S ) = ρ(j)SE ∈ S ′′,
then ωRSE in Eq. (17) is a Markov state, even if we have
used a non-CP assignment map ΛS to construct it. So,
we can check whether ωRSE can be written as Eq. (25),
or not. If it can be written so, then the reference state
ωRSE is a Markov state, and the reduced dynamics is CP,
for arbitrary U .
But if ωRSE cannot be written as Eq. (25), then we
conclude that there is no CP assignment map which can
map all ρ
(j)
S ∈ S ′′S to ρ(j)SE ∈ S ′′. In other words, though
there may be more than one possible assignment maps
ΛS , but none of them is CP.
Also note that, for the subspace V , we can construct
different reference states ωRSE as Eq. (17), in general:
By choosing a different set S ′′, which also spans V , we
can construct a different ωRSE . Interestingly, if the previ-
ously constructed reference state is non-Markovian, this
new reference state is not a Markov state, too; otherwise,
there is a CP assignment map which maps all ρS ∈ VS
to ρSE ∈ V .
In summary, we have proved the following theorem:
Theorem 4. Consider the subspace V ⊆ L(HS⊗HE),
which is spanned by states and is U -consistent, for arbi-
trary U . One can find, at least, one CP assignment map
Λ¯S : L(HS) → L(HS ⊗ HE), which maps VS = TrEV
to V, if and only if any reference state ωRSE, which is
constructed as Eq. (17), is a Markov state, as Eq. (25).
Next, consider the case that the reference state ωRSE ,
in Eq. (17), is not a Markov state. Construct the set of
steered states from ωRSE , i.e., the set S in Theorem 2.
Using Theorem 1, we conclude that the reduced dynamics
of the system is non-CP, for at least one U . Since S ⊂ V ,
the non-CP-ness of the reduced dynamics for S results in
the non-CP-ness of the reduced dynamics for V . In other
words,
Theorem 5. Consider the subspace V ⊆ L(HS⊗HE),
which is U -consistent, for arbitrary U , and can be written
as the generalized steered set, from the reference state
ωRSE, in Eq. (17). When ωRSE is not a Markov state
as Eq. (25), then the reduced dynamics of the system,
for at least one U , is non-CP.
The above theorem, states that, not only for a steered
set of initial states of the system-environment as Eq.
(6), but also, for any arbitrary subspace V , which is U -
consistent for all U , the reduced dynamics of the system,
for arbitrary U , is CP if and only if the reference state
ωRSE is a Markov state. This is the generalization of
Theorem 1, to arbitrary U -consistent subspace V .
The following point is also worth noting:
Corollary 3. Theorems 4 and 5 state that the im-
possibility of a CP assignment map is equivalent to non-
CP-ness of the reduced dynamics, for at least one U .
V. GENERALIZATION TO ARBITRARY
G-CONSISTENT SUBSPACE
Till now, our discussion was restricted to the case that
there is a one to one correspondence between the mem-
bers of V and VS . We can generalize our discussion to
include the general case (with no such correspondence),
straightforwardly.
Consider the subspace V ⊆ L(HS ⊗ HE), which is
spanned by states. If there is not a one to one corre-
spondence between the members of V and the members
6of VS = TrEV , then V is U -consistent only for a restricted
set G ⊂ U(HS ⊗HE) (U(HS ⊗HE), is the set of all uni-
tary U ∈ L(HS ⊗HE)) [2]. In such case, the subspace V
is called a G-consistent subspace.
Assume that the set of linearly independent states
S ′′ = {ρ(1)SE , ρ(2)SE , · · · , ρ(M)SE }, where M is an integer
such that M ≤ (dSdE)2 (dS and dE are the dimen-
sions of HS and HE , respectively), spans the subspace
V . Without loss of generality, we can assume that only
ρ
(l)
S = TrE(ρ
(l)
SE), for 1 ≤ l ≤ m (where the integer
m ≤ (dS)2 is, in addition, less than M), are linearly
independent. So, the subspace VS is spanned by the set
of states S ′′S = {ρ(1)S , ρ(2)S , · · · , ρ(m)S }.
As before, we can define the (linear trace-preserving)
Hermitian assignment map ΛS as ΛS(ρ
(j)
S ) = ρ
(j)
SE, where
ρ
(j)
S ∈ S ′′S , ρ(j)SE ∈ S ′′ and 1 ≤ j ≤ m, and so, we can write
a similar relation as Eq. (14), for each x ∈ VS . Therefore,
the assignment map ΛS maps VS to a subspace V ′ ⊂ V ,
which is spanned by {ρ(1)SE, ρ(2)SE , · · · , ρ(m)SE }.
Note that
V = V ′ ⊕ V0, (26)
where, for each Y ∈ V0, we have TrE(Y ) = 0. So, the
most general possible assignment map is as
Λ˜S = ΛS + V0, (27)
where V0 denotes arbitrary Y ∈ V0.
Each U ∈ G maps V0 to kerTrE , the set of all Z ∈
L(HS ⊗HE) for which we have TrE(Z) = 0, and so, V is
U -consistent under all U ∈ G [2]. Therefore, for a unitary
time evolution U(t) ∈ G, from Eq. (26), we have
V(t) = V ′(t)⊕ V0(t), (28)
where V0(t) ⊆ kerTrE and V ′(t) is given as Eq. (20), i.e.
as the generalized steered set from the reference state
ωRSE(t) in Eq. (19).
In addition, for each x = x(0) ∈ VS = VS(0) and
each U(t) ∈ G, we have x(t) = [TrE ◦ AdU(t) ◦ Λ˜S ](x) =
[TrE ◦ AdU(t) ◦ ΛS ](x) = ES(t)(x). Therefore, as before,
VS(t) can be written as Eq. (22), i.e. as the generalized
steered set from the reference state ωRS(t) in Eq. (21).
So, we have proved the following proposition:
Proposition 2. Consider the G-consistent subspace
V(0) ⊆ L(HS ⊗ HE), which is spanned by states. For
each U(t) ∈ G, VS(t), even simply, can be written as the
generalized steered set, from the reference state ωRS(t) in
Eq. (21). In addition, V(t) = V ′(t) ⊕ V0(t), where V0(t)
is a subset of kerTrE and V ′(t) can be written as the
generalized steered set, from the reference state ωRSE(t)
in Eq. (19).
Note that Theorem 3 is valid for a G-consistent sub-
space, too, since, even simply, the reduced dynamics of
the system is determined by the evolution of the reference
state ωRS(t).
In the following, we discuss about the generalization of
the results given in the previous section, to a G-consistent
subspace V . First, Theorem 4 is changed as below:
Theorem 4′. Consider a G-consistent subspace V,
which is spanned by states. There exists, at least, one
CP assignment map Λ¯S if and only if, at least, one ref-
erence state ωRSE, as Eq. (17), is a Markov state, as
Eq. (25).
Note that when there exists a CP assignment map
Λ¯S , then using this Λ¯S in Eq. (17), we can construct
a Markov reference state ωRSE . But, from the CP-ness
of Λ¯S, we cannot, in general, conclude that Λ˜S = Λ¯S+V0
is also CP. So, in general, one can construct other refer-
ence states which are not Markov states. However, if,
for our G-consistent subspace V , we can find a reference
state ωRSE , as Eq. (17), which is a Markov state, as Eq.
(25), then the reduced dynamics of the system is CP, for
any arbitrary U ∈ G.
Unfortunately, Theorem 5 cannot be generalized to a
G-consistent subspace V , in general. Assume that the re-
duced dynamics of the system ES is CP, for any arbitrary
U ∈ G. The CP-ness of the reduced dynamics, for any
ρSE ∈ V , results in the CP-ness of the reduced dynam-
ics, for any convex set of initial states S = {ρSE} ⊂ V .
Therefore, for the steered set S, from any reference state
ωRSE , constructed as Eq. (17), the reduced dynamics
is CP, for any arbitrary U ∈ G. But, from this result,
we cannot (in general) conclude that ωRSE is a Markov
state, unless G = U(HS ⊗HE), which is the case consid-
ered in the previous section. In fact, as we will see in the
next section, the reduced dynamics can be CP, for some
(but not all) U , even though ωRSE is not a Markov state.
VI. EXAMPLE
In Ref. [4], a two-qubit case, one as the system S and
the other as the environment E, has been considered.
First, note that an arbitrary state of the system can be
written as
ρS =
1
2
(IS + ~α.~σS), (29)
where ~σS = (σ
(1)
S , σ
(2)
S , σ
(3)
S ), σ
(i)
S are the Pauli operators,
and the Bloch vector ~α = (α(1), α(2), α(3)) is a real three
dimensional vector such that |~α| ≤ 1 [8].
Consider the following (linear trace-preserving) Hermi-
tian assignment map ΛS :
ΛS(σ
(i)
S ) =
1
2
σ
(i)
S ⊗ IE ≡ X(i) (i = 1, 2, 3),
ΛS(IS) =
1
2
(
ISE + a
3∑
i=1
σ
(i)
S ⊗ σ(i)E
)
≡ X(4),
(30)
where a is a fixed real constant. For the special case that
a = 0, we have ΛS(x) = x⊗ (12IE), for each x ∈ L(HS),
i.e., ΛS is a CP map, in the form first introduced by
7Pechukas [6, 17]. We denote this special case of ΛS as
Λ
(CP )
S . But, for a 6= 0, ΛS is not CP. We have
τSE ≡ ΛS(ρS)
=
1
4
(
ISE +
3∑
i=1
α(i)σ
(i)
S ⊗ IE + a
3∑
i=1
σ
(i)
S ⊗ σ(i)E
)
.
(31)
When a ≥ 0, τSE is positive for |~α| ≤
√
(1 + a)(1 − 3a),
and when a ≤ 0, τSE is positive for |~α| ≤ (1 + a) [2, 4].
Therefore, for a 6= 0, ΛS is not even a positive map and,
consequently, it is not a CP map.
Within the positivity domain of τSE , i.e., −1 < a < 13 ,
we can apply the framework of Ref. [2]. we can construct
V as [2]
V = SpanC{X(i)}, (32)
i.e., each X ∈ V can be decomposed as X =∑4i=1 ciX(i),
with complex coefficients ci. (Out of the positivity do-
main, τSE , in Eq. (31), is not a state. In other words,
V does not contain any state, and so, is not spanned by
states.) Therefore,
VS = SpanC{σ(1)S , σ(2)S , σ(3)S , IS} = L(HS). (33)
From Eqs. (32) and (33), we see that there is a one
to one correspondence between the members of V and
the members of VS . Therefore, V is a U -consistent
subspace, for arbitrary unitary evolution of the whole
system-environment U , and so, the reduced dynamics of
the system, from Eq. (2) (when τSE , in Eq. (31), is
positive), is given by
ρ′S = TrE ◦AdU (τSE) = TrE ◦AdU ◦ ΛS(ρS) = ES(ρS).
(34)
Since ΛS is Hermitian (and not CP), we expect that the
reduced dynamics ES be so, in general. But, interestingly,
when U commutes with
∑
σ
(i)
S ⊗ σ(i)E , ES is CP [4]. For
such U , we have
ES = TrE ◦AdU ◦ ΛS = TrE ◦AdU ◦ Λ(CP )S , (35)
which is a CP map. An interesting question is whether
this result can be generalized to other U or we can find,
at least, one U , for which the reduced dynamics ES is not
CP.
This question can be answered simply, using Theorem
5. For an a within the positivity domain −1 < a < 13 ,
we, first, choose four states ρ
(l)
S , which can span VS :
ρ
(l)
S =
1
2
(IS + α
(l)σ
(l)
S ) (l = 1, 2, 3),
ρ
(4)
S =
1
2
IS ,
(36)
where α(l) is an arbitrary real constant such that, for
a ≥ 0, 0 < |α(l)| ≤
√
(1 + a)(1 − 3a), and for a ≤ 0,
0 < |α(l)| ≤ (1 + a). Therefore, from Eq. (16), we can
construct the reference state ωRS as
ωRS =
4∑
l=1
1
4
|lR〉〈lR| ⊗ ρ(l)S
=
3∑
l=1
1
8
|lR〉〈lR| ⊗ (IS + α(l)σ(l)S ) +
1
8
|4R〉〈4R| ⊗ IS .
(37)
Next, using Eqs. (31) and (36), we can construct four
states ρ
(l)
SE = ΛS(ρ
(l)
S ), which span V :
ρ
(l)
SE =
1
4
(ISE + α
(l)σ
(l)
S ⊗ IE
+a
3∑
i=1
σ
(i)
S ⊗ σ(i)E ), (l = 1, 2, 3),
ρ
(4)
SE =
1
4
(ISE + a
3∑
i=1
σ
(i)
S ⊗ σ(i)E ).
(38)
So, from Eq. (17), the reference state ωRSE = idR ⊗
ΛS(ωRS) is
ωRSE =
3∑
l=1
1
16
|lR〉〈lR|
⊗
(
ISE + α
(l)σ
(l)
S ⊗ IE + a
3∑
i=1
σ
(i)
S ⊗ σ(i)E
)
+
1
16
|4R〉〈4R| ⊗ (ISE + a
3∑
i=1
σ
(i)
S ⊗ σ(i)E ).
(39)
Third, we will show that the ωRSE , in the above equa-
tion, is not a Markov state, as Eq. (25). For our
case, where S is a qubit, there are only three possi-
bilities for decomposing HS : HS = Hsl , HS = Hsr ,
and HS = Hs1 ⊕ Hs2 , where Hs1 and Hs2 are one
dimensional. Therefore, a tripartite state ρRSE is a
Markov state if it can be written as ρRS ⊗ ρE , where
ρRS = TrE(ρRSE) and ρE = TrRS(ρRSE), or as ρR⊗ρSE,
where ρR = TrSE(ρRSE) and ρSE = TrR(ρRSE), or as
ρRSE = λ1ρ
(1)
R ⊗ |1S〉〈1S | ⊗ ρ(1)E
+λ2ρ
(2)
R ⊗ |2S〉〈2S | ⊗ ρ(2)E ,
(40)
where {λ1, λ2} is a probability distribution, ρ(k)R are
states on HR, ρ(k)E are states on HE , and {|1S〉, |2S〉}
is an orthonormal basis for HS .
Now, from Eq. (39), we can verify simply that, for
a 6= 0, ωRSE can not be written as ωRS⊗ωE or ωR⊗ωSE.
(For a = 0, from Eqs. (37) and (39), we see that ωRSE =
ωRS ⊗ 12IE = ωRS ⊗ ωE , i.e., ωRSE is a Markov state.)
In addition, we cannot write ωRSE as Eq. (40). For a
ρRSE , which can be written as Eq. (40), we have
ρRS = λ1ρ
(1)
R ⊗ |1S〉〈1S |+ λ2ρ(2)R ⊗ |2S〉〈2S |. (41)
8From Eq. (37), we see that 〈lR|ωRS |lR〉 = 14ρ
(l)
S . On the
other hand, if ωRS can be written as Eq. (41), we have
〈lR|ωRS |lR〉 = q1|1S〉〈1S |+ q2|2S〉〈2S |,
where qi = λi〈lR|ρ(i)R |lR〉. So, all ρ(l)S must commute with
each other. But, from Eq. (36), we see that this is not
the case. Therefore, ωRSE cannot be written as Eq. (40).
Finally, we conclude that, for a 6= 0, the reference state
ωRSE , in Eq. (39), is not a Markov state, as Eq. (25).
Theorem 5 states that the non-Markovianity of ωRSE
leads to the non-CP-ness of the reduced dynamics, for,
at least, one U . This is in agreement with the result of
Refs. [2, 4]. In Ref. [4], a class of unitary operators as
U =


1 0 0 0
0 cos θ sin θ 0
0 −sin θ cos θ 0
0 0 0 1


has been introduced, where, for some values of θ, the
reduced dynamics of the system is non-CP [2, 4]. Note
that, even if one shows that the non-CP-ness of the re-
duced dynamics, for the above U , is due to inappropriate
choosing the assignment map ΛS as Eq. (30), Theorem
5 assures that there exists, at least, one other U , for
which the reduced dynamics is non-CP, with any possi-
ble assignment map ΛS (with any possible reference state
ωRSE).
It is also worth noting that the above example shows
that, even when the reference state ωRSE is not a Markov
state, the reduced dynamics can be CP for some (but not
all) U , in our case, at least, all U which commute with∑
σ
(i)
S ⊗ σ(i)E .
VII. SUMMARY
An straightforward way to construct a convex set of
initial states of the system-environment S = {ρSE} is to
consider the set of steered states, from a reference state
ωRSE . In Sec. II, we have shown that if ωRSE can
be written as Eq. (7), then the reduced dynamics of the
system is Hermitian. For the special case that the assign-
ment map ΛS , in Eq. (7), is CP, the reduced dynamics is
so CP. Interestingly, this includes all the previous results
in this context, in Refs. [9–14].
The convex set of initial states S = {ρSE} is the start-
ing point of the framework introduced in Ref. [2]. From
this S, we can construct the subspace V ⊆ L(HS ⊗HE).
Now, in Sec. III (Sec. V), we have shown that V (V ′)
and VS = TrEV can be written as the generalized steered
sets, from the reference states ωRSE and ωRS , in Eqs.
(16) and (17), respectively. The relation between ωRSE
and ωRS is as Eq. (7). Therefore, the steered set, from a
reference state as Eq. (7), gives us the most general set
(within the framework of Ref. [2]) for which the reduced
dynamics is Hermitian.
In addition, the evolution of the system-environment
(system) states is given by the evolution of the reference
state, in Eq. (19) (Eq. (21)). Interestingly, for a unitary
evolution of the system-environment U , the reduced dy-
namics of the system is CP if and only if ωRS(t) can be
written as Eq. (24), with a CP map E(CP )S (t).
This fact that we can construct reference state ωRSE ,
for arbitrary U -consistent subspace, leads us to an im-
portant result, i.e., the generalization of the result of
Ref. [13], to arbitrary U(HS ⊗ HE)-consistent V : The
reduced dynamics of the system, for arbitrary system-
environment unitary evolution U , is CP if and only if the
reference state ωRSE , in Eq. (17), is a Markov state, as
Eq. (25).
Finally, in Sec. VI, we have considered the case stud-
ied in Ref. [4]. This example illustrates this result that
when the reference state ωRSE is not a Markov state,
then the reduced dynamics is non-CP, for at least one U .
In addition, this example shows that, even when ωRSE is
not a Markov state, the CP-ness of the reduced dynam-
ics, for some (but not all) U , is possible.
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