The isomorphism problem for monoid rings of rank 2 monoids  by Gubeladze, Joseph
JOURNAL OF 
PURE AND 
APPLIED ALGEBRA 
Journal of Pure and Applied Algebra 105 (1995) 17-51 
The isomorphism problem for monoid rings 
of rank 2 monoids* 
Joseph Gubeladze 
A. Razmadze Mathematical Institute, Academy of Sciences of Georgia, 
2. Rukhadze Str. I. 380093 Tbilisi, Georgia 
Communicated by C.A. Weibel; received 24 March 1994; revised 12 July 1994 
Abstract 
The main result of this paper is that for a commutative ring R and finitely generated 
submonoids M and N of Z2 the monoid rings R [M] and R[N] are isomorphic as R algebras if 
and only if M and N are isomorphic. In the course of proof we derive various results concerning 
the structure of rank 2 monoids and isomorphisms between the corresponding monoid rings. 
1991 Math. Subj. Class.: 13B25, 20M25, 14M25 
0. Introduction 
Gilmer’s book [3] summarized our knowledge in general on commutative monoid 
rings in the early 1980s. The very last section of this book, entitled “Monoids in 
isomorphic monoid rings - survey”, treated the question whether R [M] z R [IV] (as 
R-algebras) implies A4 z N. There occurs such a phrase in this section “ . . . this 
isomorphism problem has hardly been considered in the literature for the monoids 
that are not groups . . . “. It seems that the aforementioned isomorphism problem for 
such monoids has not been considered in the past decade since the appearance of 
Gilmer’s book. On the other hand the situation for group rings is quite different. Since 
the case of free abelian groups is trivial the difficulty here is concentrated mostly in the 
case of finite abelian groups. The classical results, related with these topics, were 
obtained in [lo]. At present the study of the isomorphism problem for arbitrary 
(noncommutative) finite groups is very active and highly advanced [12]. 
In a series of papers [4-91 we established a number of K-theoretical properties of 
monoid rings corresponding to commutative, cancellative and torsion free monoids. 
The general observation here is that the invariants related with Grothendieck groups 
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cannot distinguish polynomial rings from an essentially more wide class of monoid 
rings. Based on [9] we could speculate that Bass K-groups might serve as sufficiently 
sensitive invariants to distinguish R [M] and R [N] for M and N nonisomophic. We 
recall that Higman’s aforementioned results, enabling us to recognize H in R [H] for 
some special cases, concern just the groups of units - the classical part of K,-groups. 
The present paper is intended to fill for low rank monoids the mentioned existing 
gap between the cases of finite groups and the monoids “that are not groups”. For 
standard terminology in commutative algebra the reader is referred to [2, 111. 
1. Preliminaries 
If the contrary is not explicitly stated all the monoids are assumed to be with unit, 
commutative, cancellative and torsion free (i.e. the corresponding roups of quotients 
are torsion free). Rings are also assumed to be with unit and commutative. For 
a monoid M its group of quotients will be denoted by K(M). In what follows M will be 
identified with its isomorphic image in K(M). Z, Q and [w will denote integer, rational 
and real numbers, respectively, and Z + , Q + and aB + will denote the additive monoids 
of the corresponding nonnegative numbers. We put rank(M) = rank(K(M)) = 
dimo(Q @ K(M)). Recall that a monoid M is called normal, or integrally closed, if 
(writing the monoid operation additively) n E N = { 1,2, . . . }, x E K(M) and nx E M 
imply x E M [3,4-91. n;i will denote the normalization (integral closure) of M in 
K(M), i.e. &? = {x E K(M)) 3n E N, nx E M). Clearly, h?i is the smallest normal 
monoid containing M. An extension of monoids M c N is called integral if some 
positive multiple of each element from N belongs to M. A monoid M is called 
completely integrally closed if x E K(M), m E M and cx + m E M for all natural 
c imply x EM. U(-) will refer to the group of units (both for monoids and rings). 
Proposition 2.1. Let M be a finitely generated monoid. 
(a) For a domain R and a (commutative) not necessarily cancellative and torsion free 
monoid N the monoid ring R [N] is a domain iff N is cancellative and torsion free. 
(b) For a domain R the integral closure of R [M] in the field of fractions coincides 
with RCA?], where R is the integral closure of R in itsjeld offractions. 
(c) A? is finitely generated. 
(d) In case M is normal M z U(M) 0 N for some normal and finitely generated 
monoid N with trivial U(N). 
(e) U(R[M]) = U(R) @ U(M) for any domain R. 
(f) If U(M) is trivial and rank(M) 5 2 then there exists a submonoid N c ZynkCM’ 
such that M N” N and the extension N c ZynkCM’ is integral. 
(g) If M is normal, U(M) is trivial and rank(M) = 2 then the monoid N mentioned 
in (f) can be chosen to be either Z: or the submonoid of Z”, generated by the elements 
(m,O),(m- I,@- l)j),...,(2,2j),(l,j),(O,m)E~: 
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for some coprime natural numbers 0 < j < m (the bar denotes remainder after dividing 
by m)- 
(h) If M is normal and rank(M) = 1 then either M z Z, or M z Z. 
(i) For anyJield K and a submonoid N of 27: of the type mentioned in (g) the divisor 
class group of the integrally closed a&e K-algebra K [N] is isomorphic to Z/mH. 
(j) Krulldim(R[M]) = rank(M) + Krull dim(R) R noetherian. 
(k) For a domain R and a monoid M the domain R [M] is completely integrally closed 
if and only if both R and M are so. 
Actually, most of these statements are very special cases of the structural theorems 
(for higher rank monoids), dispersed and frequently used in [4-91. However, in an 
attempt to make this paper as self-contained as possible modulo [3] we sketch the 
proofs of these special cases. 
Proof. (a) If N is cancellative and torsion free then R[N] is a subring of R[K(N)] 
and K(N) is a filtered union of free abelian groups. Hence R[N] is a subring of 
a filtered union of Laurent polynomial algebras over R, whence R[N] is a domain. 
Now assume N is not cancellative. Then ax = ay for some a, x, y E N, x # y (monoid 
operation is written multiplicatively), i.e. a(x - y) = 0 in R[N] and R[N] could not 
be a domain. Analogously, if N is not torsion free then a’ = b’ for some c E N and 
distinct a, b E N and a - b would be zero divisor in R[N]. 
(b) is just Corollary 12.11(l) of [3]. 
(c) Let K be any field. By (a) K[M] is an affine K-algebra. By [2, Ch. V, Section 
3.21 the normalization of K [M] is affine as well. By (b) this normalization coincides 
with K[n;i]. Hence the claim. 
(d) Since finitely generated normal monoids are Krull monoids [3, Ch. 151 this 
claim directly follows from [3, Theorem 15.23. 
(e) Since R[K(M)] is a filtered union of Laurent polynomial extensions of R we 
have U(R[K(M)]) = U(R) 0 K(M). Now the claim follows easily. 
(f) If rank(M) = 2 we can identify Q 0 K(M) with Q2. In turn M can be identified 
with its image in Q 0 K(M). Since U(M) is trivial the sector in Iw2, spanned by M, will 
be strictly convex, i.e. no straight line passing through the origin lies entirely in this 
sector. The finite generation of M implies that this sector will be closed. Moreover, the 
boundary radial rays of the sector will be rational (they are spanned by some elements 
of M). In this situation one can fix coordinates in Q2 in such a way that the mentioned 
rays will coincide with Q + @ 0 and 0 @ Q + , respectively. Then we shall obtain an 
integral monoid extension N c Q: for some monoid N isomorphic to M. Since M is 
finitely generated we could choose coordinates in Q2 so that the mentioned monoid 
extension would pass through some integral monoid extension of type N c Z”, . 
The case rank(M) = 1 is even more elementary. 
(g) By (f) we can assume M c Z: and in this situation the monoid N satisfying the 
desired conditions is constructed in [l]. Actually, in [1] the monoid algebra K [N] 
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with N as above is constructed, which is isomorphic to K[M]. But that isomorphism 
is induced by a monoid isomorphism N z M. 
(h) is trivial. 
(i) follows from (g) and Chouinard’s general calculations of divisor class groups, 
presented in [3, Theorem 16.91. 
(j) follows from Theorems 17.1 and 21.4 of [3] and the classical equality 
dim(R[X,, . . . . X,]) = dim(R) + r, I E N, for polynomial algebras [ll, Ch. 5 Sec- 
tion 141. 
(k) coincides with Corollary 12.7 of [3]. 0 
Lemma 2.2. Let R be a ring, M a finitely generated monoid and N a not necessarily 
cancellative and torsion free monoid. If R[M] z R[N] as R-algebras then N is also 
cancellative, torsion free, of the same rank as M and U(M) z U(N). 
Proof. Considering any homomorphism from R to some field without loss of general- 
ity we can assume R itself is a field. By Proposition 2.1 (a) N is cancellative and torsion 
free. The finite generation of N obviously is implied by that of M. By Proposition 
2.1(j) rank(M) = rank(N) and by Proposition 2.1(e) we have the natural isomor- 
phisms U(R[M]) = U(R) 0 U(M) and U(R[N]) = U(R) 0 U(N), whence the men- 
tioned isomorphism U(M) z U(N). 0 
We shall also need the following obvious 
Lemma 2.3. Letf: A -+ B be an isomorphism between two domains A and B. Then there 
exists a unique commutative square 
with vertical maps inclusions and fan isomorphism. In case f is an isomorphism of 
R-algebras (for some R) then so is f 
3. Preliminary reductions of the general case 
The following proposition reduces the general case of the isomorphism problem for 
rank 5 2 monoids to the case of rank 2 monoids without nontrivial units. 
Proposition 3.1. Let R be an arbitrary ring and suppose M and N are two finitely 
generated monoids. If R [M] = R [N] as R-algebras and one of the conditions below hold, 
(a) rank(M) = 1, 
(b) rank(M) = 2 and U(M) is not trivial, 
then M z N. 
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Proof. Let f: R[M] + R[N] be the mentioned isomorphism. By Lemma 2.2 
U(M) z U(N). Clearly, as in the proof of Lemma 2.2 we may assume R is a field. 
(a) rank(M) = 1. If U(M) is not trivial then so is U(N) and in this case M z Z x N. 
Suppose U(M) is trivial. By Proposition 2.1 (b) and (h) M z h + z N. We shall identify 
M and N with H + . By Lemma 2.3 there exists a commutative square 
RCMI f ’ RCNI 
withfan R-isomorphism and with vertical R-embeddings, induced by the inclusions 
M, N c Z, . Since R is a field any R automorphism of R[X] = R[Z+] is of type 
Xt-+aX+b for some a,beR, a#O. Suppose X”EM for some UEFV. Then 
(ax + b)” = d’X” + (sum of monomials of degree < u) E R[N]. Hence X” E N. Con- 
sequently M c N. By symmetry M = N. 
(b) rank(M) = 2 and U(M) is not trivial. If rank(U(M)) = 2 then M and N are 
both isomorphic to Z*. Thus we may assume rank(U(M)) = 1. By Proposition 
2.l(b, d, h) we can identify M and N with Z + @ Z. By Lemma 2.3 there exists 
a commutative square 
RCMI ’ - RCNI 
I I 
RCZ+ 0 Zl LR[Z+ 0E] 
analogous to that above. R [Z + 0 Z] will be thought of as the algebra R [X, Y, Y - ‘1 
(X and Y are variables). By Proposition 2.1 (e) U(R [X, Y, Y - ‘1) = U(R) 0 Y ‘. Then 
f(Y) must have the form aY” for some a E R, a # 0, and u E (1, -l}. 
Let g be the R-automorphism of R[X, Y, Y-l], determined by g(X) = X and 
g(Y) = u-” Y “. Obviously, the composition g of is an R [ Y, Y - ‘I-automorphism of 
R[X, Y, Y-l]. We get 
gof(X)=cX+d 
for some CE U(R) 0 Y” and d E R[Y, Y- ‘1. It then becomes clear that 
f(X) = CX + D for appropriate C E U(R) 0 YH and D E R[Y, Y-l]. Suppose 
C = r Y” for some r E R, r # 0, and u E Z. Finally we get 
f(Y) = uYU, 
f(X) = rY"X + D. 
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Now we define the map 4: M -+ N as follows: 4(XpYq) = XpYUq+“p, XpYqe M. 
First we have to make sure that Xp Yuq+“p actually belongs to N whenever Xp Y q E M. 
This is clear for p = 0 becausef( Y “) = (uY”)~ E R [N] and in the case p > 0 the claim 
follows from the observation that the highest member of the polynomial 
f(XpYq) E R[X, Y, Y-‘1 with respect to degrees of X has the form sX~Y~~+“~ for
some s E R, s # 0. Clearly, 4 is a monoid homomorphism. Analogously, the mapf- ’ 
gives rise to a monoid homomorphism $: N --f M. The verification of the equality 
--i (I/ = 4-r is straightforward whenever one observes that (f)-’ =f- and both $ and 
$ preserve degrees with respect to X. 0 
The next six sections are devoted to the consideration of the special case of rank 
2 monoids without nontrivial units. We start with the structural description of such 
monoids, which in addition are normal. 
4. Fans and stratifications by broken lines 
In this section the monoid operation is written additively. We recall that a fan F in 
I%!’ is a collection of two-dimensional strictly convex rational sectors with vertices in 0, 
such that clng is a face (maybe 0) both of CI and /? for all ~1, fi E F. We shall say that F is 
finite if it consists of finitely many sectors. A fan decomposition of some sector y in R2 
with vertex in 0 is a fan F, such that y = U, c(. 
Now suppose M is a finitely generated rank 2 monoid with trivial U(M). By S(M) 
we shall denote the sector in R 0 K(M) (z R2) spanned by M (here we have identified 
M with its isomorphic image in R @K(M)). A collection {Mi); of submonoids 
Mi c M, i E [l,n], will be called a fan decomposition of M if there exists a finite fan 
decomposition F = {ai}; of the sector S(M), such that Mi = ain M, i E Cl, n]. Clearly, 
since c(;s are rational we have S(Mi) = ai, i E [l, n]. 
Lemma 4.1. Let M be afinitely generated normal rank 2 monoid with trivial U(M) and 
{Mi); its fun decomposition. Then 
(a) Mts are jinitely generated, 
(b) K(Mi) = K(M), i E [l, n]. 
Proof. (a) is a very special case of Gordan’s classical emma [S-9]. 
(b) Let x = y - z E K(M) for some y,_ 7 E M. Suppose u is an arbitrary element of 
Mi (i E [l, n]), the radial direction of which passes through the interior of the sector 
ai = S(Mi). NOW if a natural number a is sufficiently large then y + au, z + LXJ E Mi. 
Hence x =(y +a~)-(z + au)~ K(Mi). 0 
Remark. Actually, Lemma 4.1 is true without any normality condition and restric- 
tions on rank. We frequently used in [4-93 this general result, in an appropriate form. 
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In what follows we shall use the following notation. For a monoid M and a natural 
number k we let d,(M) denote the set of those elements of M which are presentable as 
sums of k nonzero elements of M and are not presentable as sums of k + 1 nonzero 
elements of M. In particular, d,(M) is just the set of indecomposable lements of M. 
Lemma 4.2. Let Y be an arbitrary natural number and M t Z: an arbitrary submonoid. 
Then dI(M) is the smallest generating set of M. 
The proof is trivial. 
Now assume M is a finitely generated rank 2 normal monoid with trivial U(M). By 
Lemma 4.2 d,(M) is a finite set. Observe that two arbitrary distinct elements of d, (M) 
are linearly independent in IF! @ K(M). This follows from the following obvious claim: 
for any finitely generated normal monoid N and any radial ray r in [w @ K(N) there 
are only two possibilities - either r n N = 0 or r n N z Z + . It is clear then that dI (M) 
defines a fan decomposition of M, consisting of d,(M) - 1 submonoids: we mean the 
decomposition, induced by the radial directions of elements of d,(M) (it should be 
noted here that d,(M) contains elements, the radial direction of which are boundary 
radial directions of S(M)). This fan decomposition of M will be called standard and it 
will be denoted by fi. Thus for cardinal numbers we have # Ii?i + 1 = # dI (M) 2 2 and 
#d,(M) = 2 if and only if M is free. Later on we always fix an orientation of Iw @ K(M) 
and the elements of d, (M) and fi will be enumerated with respect o this orientation. 
Proposition 4.3. Let M be afinitely generated normal rank 2 monoid with trivial U(M). 
Then the corresponding standard fan decomposition fi consists offree monoids only. 
Proof. Supposed,(M)={u, ,..., u,)andfi={M, ,..., M,_,)forsomen22.Thus 
we have to show that Mi coincides with the free monoid, generated by Ui and Ui+ I for 
each i E [1, n - 11. Denote this free monoid by Fi. Obviously Fi c ML and this is an 
integral monoid extension. Let 0 i denote the parallelogram, spanned by vertices 0, ai, 
Ui + r and Ui + Ui+ 1, and A i the triangle with vertices 0, Ui, ai+ 1. Suppose FL # Mi for 
some i E [l, n - 11. By normality of M one easily observes that Oi n Mi must contain 
an element from Mi\Fi (one has to subtract from some element of Mi\Ft an appro- 
priate element of Fi). Let x be such an element. Then either x itself or Ui + Ui+ 1 - x 
belongs to A i. By normality of M in this way we obtain that A i contains an element of 
Mi\Fi, say v. Since v $Fi there exists an index i0 E [l,n], i0 # i, i + 1, for which 
v - ui, E M. 
Now let us introduce one more auxiliary notation. For any element m E M we 
denote by O(m) the parallelogram, for which 0 and m are opposite vertices and the 
edges are parallel to the radial directions of u1 and u,. By normality of M an element 
m E M is indecomposable (i.e. belongs to d,(M)) if and only if O(m)n M = {O,m}. 
Returning to our situation we get 
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But an easy geometrical observation ensures that 
Therefore uiO E Ai, a contradiction with our convention on enumeration of 
d,(M). cl 
Let c1 be a strictly convex sector in R2 with vertex in 0, and I a continuous line 
connecting some two points lying on the boundary rays of ~1, respectively, in such 
a way that any radial direction in tl intersects 1 exactly in one point. In this situation 
I divides c1 into two parts, one of which contains 0. We shall denote by I+ the other part 
of u. Later on 1 will be called concave in tx if 1+ is convex (in the usual sense). 
Now assume we are given a finitely generated normal rank 2 monoid M with trivial 
U(M). In what follows II(M) will denote the broken line spanned by successive 
vertices ur , . . . , u,, where {ur , . . . , u,} = d,(M), and 1,(M) will denote the image of 
II(M) under the homothetic transformation of R @ K(M) centered at 0 with coeffi- 
cient k (k E N). 
Proposition 4.4. (a) l,(M) are concave in S(M). 
(b) d,(M) = fk(M)n M for all k E N (stratijication equalities). 
(c) #d,(M) = kx #dI(M) -(k - 1). 
We shall need one more lemma. 
Lemma 4.5. Let L be ajnitely generated rank 2 normal monoid without nontrivial units 
and d,(L) = (ul, u2, u3}. Then u1 + u3 = cu2 for some natural c 2 2. 
Proof. By Proposition 4.3 the two free submonoids of L generated by {ul, u2) and 
{ u2, u3 > define a fan decomposition of L. By Lemma 4.1 (b) these free monoids have 
the same groups of quotients. On the other hand by our convention on enumeration 
of d,(L) there exist natural numbers c 1, c2 and c3 such that cr u1 + c3 u3 = c2 u2 (u2 
passes strictly between u1 and u3). Taking all this into account one easily completes 
the proof. 0 
Proof of Proposition 4.4. (a) By elementary geometric reasoning it will suffice to 
establish that the segments [Ui,Ui+z], iF [l, #dI(M) - 23, are all contained in 
ll(M)+ ( cS(M)). But this is an immediate consequence of Lemma 4.5. 
(b) If F is a free monoid of some finite rank r then it is clear that d,(F) = {ale1 
+ ... +a,e,(~ ,..., a,EZ+,a, + ... + a, = k), where {er , . . . , e,} is a basis of F. On 
the other hand one easily deduces from Proposition 4.3 that 
&(M)nM = (UllU1 + UlzU2,...,ailUi + Ui2Ui+l,..., 
u,_,,U,-~ + an-12Unlail + ai2 = k, iE[l,n - 11) 
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for all k E N, where n = #di(M). Therefore &(M)nM = U1-l d,(Mi), where 
(Mi};-’ = A?. F rom these observations we conclude that M = U, (&(M)n M) and 
each element of l,(M) n M is representable as a sum of k nonzero elements of M. Now 
suppose m E l,,(M)n M for some k. E N and ml + ..+ + m, = m for some nonzero 
elements m I, . . . ,ms E M. We have to show that s I kO. Since the broken lines l,(M) 
are concave in S(M) we have that the point x + y belongs to l,(M)+\&(M) ( cS(M)) 
whenever k E N, x E l,(M) and y E S(M)\(O). We already know that there exist 
natural numbers kl , . . . ,k, for which ml E l,,(M), ml + mz E lk2(M), . . . ,ml + ... + 
m, E I,(M). From the aforementioned remark we get k, < k2 < ... < k,. But k, = k0 
and hence s I kO. 
(c) The equality #d,(M) = k x #dl(M) - (k - 1) is obvious in the case M is free: 
in this situation d,(M) = {alul + u2u2 1 u1,a2 E iZ+, al + a2 = k). Finally, the gen- 
eral case easily follows from this remark and the equalities d,(M) = l,(M)n M = 
uy-’ dk(Mi), where {Mi};-’ = A. 0 
Now let M be a finitely generated normal rank 2 monoid with trivial U(M). 
Suppose {ul, . . . ,u,} = d,(M). For each i E [2, n - l] we consider the submonoid 
Li = Sin M c M, where Si is the sector (with vertex 0) bounded by the radial 
directions of Ui- 1 and Ui+ 1. Clearly, the monoids Li are normal and, therefore, by 
Proposition 4.3 di (Li) = { Ui_ i,Ui,Ui+r}. We assign to each Ui, i E [2,n - 11, the 
natural number ci determined by the equalities ciUi = Ui_ 1 + ui+ 1, the existence of 
which is implied by Lemma 4.5. In this way we obtain a map from pairs of type (M, co) 
to the set of all finite (maybe empty) sequences of natural numbers exceeding 1, where 
M is a finitely generated normal rank 2 monoid with trivial U(M) and w is an 
orientation of Iw 0 K(M). Since Z2 acts naturally (by inverting) on such orientations 
and sequences this map gives rise to a map from the set of isomorphism classes of 
finitely generated normal rank 2 monoids with trivial groups of units to 9+/Z2, 
where %a is the set of finite sequences of natural numbers exceeding 1. We denote this 
map by 8 and its source by M2. The following proposition shows how nontrivial 
a finitely generated normal rank 2 monoid with a trivial group of units can be. 
Proposition 4.6. The map 0: M, + 9$z/Zz is bijective and the empty sequence corres- 
ponds to the class of if:. 
Proof. First we shall show that if to some pairs (M, co) and (M’, CD’) of the aforemen- 
tioned type corresponds the same %? E 9’+ then M z M’. This will imply that 6’ is 
injective. Let el = (1,0) E R2 and ez = (0,l) E R2. We fix the usual orientation on R2, 
i.e. the one when el precedes e2. Suppose $9 = {c2,. . . , c,_ 1 > E 929, n E N. Then there 
exists a unique broken line 1 c W: with successive vertices et, x2, . . . , x,_ 1 and e2 such 
that the equalities el + xj = c2x2, x2 +x4 = c3x3, . . ..x._~ + ez = c,_~x,_~ hold 
(I is then concave in R:). This follows from the observation that the corresponding 
systems of linear equations are nondegenerate (details are left to the reader). Clearly 
el,x2 ,..., x,-l,e2EQ:. 
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Now suppose to some pairs (M,u) and (M’,u’) of the aforementioned type cor- 
responds the same %’ E %a. Then #d,(M) = #dl (M’). Assume {ul, . . . , u,} = 
d,(M) and {u i, . . . ,v,) = d,(M’). Cl early, there exist Q-linear automorphisms CI and 
/I of R2 such that c@(M)) = R: = /3(S(M’)) and a(ui) = p(vi) = el, 
CI(U,) = /3(u,) = e,. It then follows from the aforementioned remark that ~(Ui} = p(oi) 
for all i E [l, n]; i.e. B(M) = /3(M) and, hence, M z N. 
Now we have to show that any [%‘I E 9+/Z2 has a lifting in Mz. Let 1 be the broken 
line, concave in R”, , we constructed at the beginning of the proof. We will be done 
whenever the monoid L, generated by e, , x2, . . . , x,_ 1 and e2 (notations as above), will 
turn out to be normal and the equality d,(L) = {el, x2, . . . ,x,_ 1,e2) will hold. We 
have L = u;-’ Li, where L, is the submonoid in L, generated by {el,x2}, L2 that 
generated by {x2,x3}, etc. From the defining equalities of xis we get 
K(L,) = K(L,) = ... = K(L,_ 1). These two observations imply that L is normal. 
Further, since 1 is concave in IR: one easily observes that for arbitrary 
Y,Z E {el,x2, . . . , x,_ 1, e2}, y # z, the element y - z E R2 cannot belong to R: . Hence 
1 el,x2, . . . , xn_l,e2} t d,(L), or equivalently {e1,x2,...,x,-1,e2} = d,(L). 0 
Example 4.7. Consider the two submonoids M and N of Z’: generated by 
{ (23,0), (8, l), (1,3), (0,23)} and { (23,0), (6, l), (1,4), (0,23)}, respectively. Then M and 
N are normal, Cl(K[M]) = Cl(K[N]) for any field K and #dl(M) = #dl(N) = 4, 
but M and N are not isomorphic. Indeed, M and N are normal because M is a union 
of the free monoids generated by {(23,0),(8,1)), {(8,1),(1,3)} and {(1,3),(0,23)}, 
respectively, which have the same groups of qotients, and N is that of the free monoids 
generated by { (23,0), (6, l)}, { (6, l), (1,4)} and { (1,4), (0,23)}, respectively, which sim- 
ilarly have the same groups of quotients. The equality, concerning divisor class 
groups, follows from Proposition 2.1 (i), and M is not isomorphic to N due to 
Proposition 4.6 because 
@[Ml) = C3,81 f C4,61 = ‘Jt CNI). 
Let M be a finitely generated normal rank 2 monoid with trivial U(M), 
d,(M) = {uI,..., u,> and ci be the natural numbers determined by the equalities 
ciUi = Ui_ 1 + Ui+l, i E [2,n - l] (see above). We have the following obvious 
Lemma4.8. ZfCi = Ci+l = ... = Ci+a = 2forsomeiE[2,n-l]andaE[O,n-l-i] 
then thepoints ui_l,ui,...,ui+~ and Ui+a+l belong to the same straight line. 
Definition 4.9. A monoid M is called an nth straight monoid if #dl (M) = n + 1 and 
c2 = . . . = c,_ 1 = c, = 2 (notations as above). 
In particular, a rank 2 free monoid is a first straight monoid. 
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Lemma 4.10. For each natural n an nth straight monoid is isomorphic to the submonoid 
of Z: , generated by 
{(n,O),(n - Ll),(n - Z2), . . ..(Ln - 1),(&n)}. 
If M is an nth straight monoid (n E N) then Cl(K[M]) = ZjnZfor any jeld K. 
The proof immediately follows from Propositions 4.6 and 2.1(i). 
5. Graded automorphisms of R[M] for M straight 
Throughout this section K will denote an algebraically closed field, X and Y vari- 
ables and the monoid operation will be written multiplicatively. Let M be an nth 
straight monoid. By Lemma 4.10 K [M] may be thought of as the monomial algebra 
K[X”,X”_‘Y, . . . ,XY”-l, Y”]. K[M] inherits a graded structure from that of 
K[X, Y], which in turn is graded with respect o the total degrees of monomials. Let 
gr.autx([K[X, Y]) denote the group of graded K-automorphisms of K[X, Y] and 
gr.aut,(K[M]) that of K[M]. Here for two automorphisms c( and fi we put 
o! x /? = /?o CL. We have the obvious group isomorphism 
gr.autp(K [X, Y]) z GL,(K), 
defined as follows, 
where f(X) =filX +fi2 Y and f(Y) =f2rX +f22 Y. Analogously, we have the 
group homomorphism 
gr.aukWCMI) + GL+ ,(K), 
defined as follows, 
9 H (gpq);,q=o~ 
where 
g(xpY"-q = f gpqxqyn-q, P E co, nl. 
q=o 
Since K[M] is generated by {XpY”-p}~=o the mentioned homomorphism 
gr.autg(K[M]) + GL,+ ,(K) is obviously injective. One also has an easy observation 
that the restriction from K[X, Y] to K[M] defines a group homomorphism 
gr.au@K[X, Y]) + gr.autK(K[M]). Identifying gr.aut,(K[X, Y]) with GL,(K) as 
above we obtain a group homomorphism res : GL,(K) + gr.autK(K [Ml). The main 
result of this section is the following. 
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Proposition 5.1. For M as above the sequence of group homomorphisms 
1 -+PL, diag , GL2 (K) res ---+ gr.aut,(K[M]) -+ 1 
is exact, where uL, is the group of nth roots of unity in K and diag is the diagonal 
embedding. 
First let us recall some basic properties of Newton polygons. Suppose F E K [H J for 
some monoid H of rank 2 and F = r1 h, + ... + rdhd is the canonical expansion of F, 
where rl, . . . ,rdEK and hI,..., hd E H. In this situation we shall write 
supp(F) = {h,, . . . , hd) and the Newton polygon of F, denoted later on by N(F), is 
defined as the convex hull of supp(F). Here the convex hull is considered in 
R @ K(M). We shall need the following standard and easily verified. 
Lemma 5.2 (Gelfand et al. [13]). (a) Suppose F, F’ E K[H]. Then all vertices of 
N(FF’) are of type mm’for some vertices m and m’ of N(F) and N(F’), respectively. 
(b) For an arbitrary natural number c and arbitrary F E K [H J the polygon N(F’) is 
obtained from N(F) by the homothetic transformation of 4Q @ K(M) centered at the 
origin with coejicient c. 
(c) mm’ E N(FF’) for F, F’ E K[H] and m E supp(F), m’ E supp(F’); however mm’ 
may not belong to supp(FF’). 
Remark. Actually, Lemma 5.2 holds for monoids of arbitrary finite ranks and arbit- 
rary integral domains of coefficients. 
In what follows the multiplicative monoid of “pure” monomials in X and Y will be 
identified with Z:. 
Lemma 5.3. Let M be an nth straight monoid, g E gr.autK(K[M]) and (gPq)~.4=o the
corresponding matrix from GL, + 1 (K). Th en at least one of the products gnngoo and 
gnogon is not zero. 
Proof. Suppose gnngoo = gnogon = 0. There are four possibilities: 
(i) gnn = gno = 0, (ii) gnn = gon = 0, (iii) go0 = gno = 0, (iv) go0 = gon = 0. Observe 
that g(X”)g(Y”) is divisible in K [X, Y] by XY, Y, X and XY with respect o the cases 
(i), (ii), (iii) and (iv). Let us consider these cases separately. 
Case (i): Since for each monomial m E {Xn-l Y, . . . ,XY”-‘} there exist natural 
numbers a,,,, b, and c, such that 
we see that XY divides g(m”-). But then XY divides g(m) as well. It just means that 
gpn = gPo = 0 for all p E [l, n - 11. Since we also have gnn = gno = 0 we get that the 
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first and last columns of (gp4)~,4=0 are K-linearly dependent, contradicting the 
condition det(g,,) # 0. 
Case (ii): Arguing as in the previous case we obtain that gpn = 0 for all p E [0, n], 
again contradicting the condition det(g,,) # 0. 
The remaining cases (iii) and (iv) are similar to the already considered cases (ii) and 
(i), respectively. 0 
Lemma 5.4. Let A4 be an nth straight monoid and g E gr.aut,(K[M]). Then there 
existsfE gr.autrc(K[X, Y])for which [res(f)og],e = [res(f)og],,, = 0. 
Proof. If g,,,,gon # 0 then [per~g],,[per~g],, # 0, where per = res(Per) for 
Per E gr.autg(K[X, Y]) permuting the variables. Therefore, passing to per og if it is 
necessary, by Lemma 5.3 we may assume gnn # 0 and go0 # 0. Let 5 be any root of the 
polynomial 
gnnZ” + gnn-lzn-l + ... +gnIZ+gno~~CZl 
and consider the automorphismf, E gr.autx(K[X, Y]), defined as follows: 
XHX+<Y, 
Y H Y. 
Put g1 = res(fi)og. Then we have (gi)“” = gnn and (gl)no = 0. By Lemma 5.3 
(gl)oo # 0. Now let r] be any root of the polynomial 
(g1)ooZ” + (g1)01z”-’ + ... + (g1)on-1Z +(gi)onE KC-U 
and consider the automorphismf, E gr.aut,(K[X, Y]), defined as follows: 
x H x, 
Y H qx + Y. 
Put g2 = res(fi)ogl. Then we have (gz)o, = 0 and (g2)no = (gl)no = 0. Hence 
fi ofi E gr.aut,(K [X, Y]) is the desired automorphism. 0 
Lemma 5.5. Let A4 be an nth straight monoid and g E gr.aut,(K[M])for which (gpq) is 
a diagonal matrix. Then g = res(f) f or some f~ gr.aut,(K[X, Y]) of type 
f(X) =f1 ,X,f(Y) =f22 Y. 
Proof. Let < denote any nth root of gnn and consider res(h)og, where 
hE gr.autg(K[X, Y]) is defined by h(X) = l-‘X and h(Y) = Y. Then 
[res(h) 0 gin” = 1. Hence without loss of generality we may assume gnn = 1. Suppose 
gn-i.-l =el,...,gll =~,-~,g~~ =~,forsome~~,...,~,_~,~,~K\{O}.Thenwehave 
g(X”) = X”, g(X”_‘Y) = EIX”_i Y, . . ..g(XY”_‘) = &,_IxY”-l, 
g(Y”) = &,Y”. 
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Therefore e2 = E:, Ed a3 = &, . . . ,E,_~E, = ~,f_~ and, hence, ci = .sf for ie [l,n]. But 
this just means that g = res(f) for f~ gr.autK(K[X, Y]) defined by S(X) = X, 
f(Y) = El Y. n 
Proof of Proposition 5.1. First observe that the verification of the exactness in the first 
and middle terms is straightforward (the details are left to the reader). Thus we only 
have to show that res is surjective (actually only this part of the proposition will be in 
use below). 
Let g E gr.autm(K[CM]). By Lemma 5.4 we may assume go,, = gno = 0. In this 
situation we shall show that 
supp(g(xpY”-p)) = {X”Y”_P) 
for each p E [O,n], or equivalently 
N(g(XPY”_P)) = X”Y”_P 
for each p E [0, n]. By Lemma 5.5 this will complete the proof. It will suffice to show 
that N(g(X”)) = X” and N(g(Y”)) = Y” because by Lemma 5.2(b) the equalities 
(Xn)p(Yn)n-P = (XpYn-p)n, p E [O,n], would imply the desired equalities 
N(g(XP Ynep)) = Xp Ynep, p E [0, n]. Since g on = gno = 0 by Lemma 5.3 gnn # 0 and 
go0 # 0. Equivalently, N(g(X”)) has the form [X”, Xp Y”-“1 (the segment with ends 
X” and XpYnep) and N(g(Y”)) has the form [Xne4 Y4, Y”] for some 0 < p,q I n. By 
Lemma 5.2(b) for natural a and b we have N(g(X”)a) = [(X”)“,(Xp Y’-“)‘J and 
N(g(Yff)b) = [(X”-* Y4)b,(Y”)b]. Since both these segments are parallel to the “orig- 
inal” segment [X, Y] one easily observes based on Lemma 5.2(c) that 
N(g(X”)‘g(Yn)b) = [(X”)Q(X”-q Yg)b,(XpY”-p)a(Yn)b]. In particular 
fv((g(X”_’ Y))n) = [(Xn)n-lXn-qYq,(XpY”-p)n--l Y”] 
and 
N((g(XY"_1))") = [Xn(X"--qY~)n--l,XpYn-p(Yn)n-l]. 
By Lemma 5.2(b) all the monomials 
(X")"-lX"-4yq,(XPy"-P)"-1y",X"(X"-4y4)"-l,XPy"-P(y")"-1E~[X,y] 
must be nth powers of some monomials from K[X, Y]. But this happens only if 
p = q = n, or equivalently when N(g(X”)) = X” and N(g(Y”)) = Y”. 17 
Let R be a ring. In what follows for a graded R-algebra A by gr.autR(A) will be 
denoted by the group of graded R-automorphisms of A. Further, if M is an nth 
straight monoid (n E N) then R[M] will be thought of as the monomial algebra 
R[X”,X”-‘Y,..., XY”-‘, Y”] with the natural grading and per will denote the 
element of gr.autR(R[M]), obtained by permuting the variables. 
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Corollary 5.6. Let M be an nth straight monoid (n E N), R a domain and 
g E gr.auts(R[M]). Then either g or perog (in place of*) satisjies one ofthefollowing 
conditions: 
(a) N(*(m)) = mfor all m E d,(M), 
(b) P/(*(m)) = [X”,m] for all m E d,(M), 
(c) N(*(m)) = [m, Y”]for all m E d,(M), 
(d) N(*(m)) = [X”, Y”] for all m E d,(M). 
Proof. Passing to some ambient algebraically closed field R c K the general case reduces 
to the one when R itself is an algebraically closed field and in this situation the claim 
immediately follows from Proposition 5.1, Lemma 5.2(b) and the observations that 
N((rX + sY)‘(uY)~) = [XaYb, Yatb], 
N((rX)“(uX + IIY)~) = [Xp+b,XoYb], 
N((rX + sY)O(uX + uY)b) = [X’+b, Ya+b], 
forr,s,u,uER\{O) anda,bEN. 0 
6. The structure of gr(R[M]) 
Throughout this section M will denote a finitely generated rank 2 normal monoid 
without nontrivial units. We keep the notations and conventions of Section 4 save the 
monoid operation, which as in the previous section will be written multiplicatively. 
Suppose d,(M) = (ul,uz, . . . ,u,,} and let (cz, . . . ,c”_.~) be the corresponding ele- 
ment from 98~ (as in Section 4). We put 
{%,3 ... 9 U,> = {UiEdl(M)(Ci # 2). 
Again, in correspondence with the orientation of iw 0 K(M) we shall assume 
ii -C ... -C i,. By Lemma 4.10 l,(M) consists of s + 1 segments (s may be 0) and its 
vertices are just ul,uilr..., uis and u,. Further, if s = 0 (i.e. M is straight) we put 
Ml = M and otherwise we consider the submonoids M, c M, a E [l, s + 11, gener- 
ated by 
{ u1~“29~~~~ui,} ifa= 1, 
{Ui~_l,Ui,_, +I, . . . yt4i0} if 2 I a < S + 1, 
(“i,tui,+ LY..*Y~~} ifa=s+ 1. 
M, will be called the ath segment submonoid of M. By Lemma 4.1 (b) and Proposition 
4.3 M,‘s are normal (as unions of free monoids having the same groups of quoients), 
have the same groups of quotients as M and d,(M,)‘s coincide with the aforemen- 
tioned generating sets for M,‘s, respectively. It is also clear that M,‘s are actually 
straight. 
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Let R be a commutative ring. Then the monoid ring R[M] has a natural aug- 
mented R-algebra structure R[M] + R, induced by M+ -+ 0, where M+ = M\{l}. 
Put I = RM+ (the ideal of R[M], generated by M+) and gr(R[M]) = R @ Z/l’ 0 
12113 0 .‘. . 
Proposition 6.1. (a) For any natural k the R-module Iklk” is a free R-module of 
dimension #dk(M) with basis the naturl image of d,(M) in Ik/Ik”. 
(b) In case M is straight gr(R[M]) z R[M] as graded R-algebras. 
(c) In general gr(R[M]) zz R[M] as R-modules, for each a E [l, s + l] the resulting 
embedding R[Ma] + gr(R(M]) is an R-algebra homomorphism and for x, y E M the 
image of xy in gr(R[M]) is 0 whenever x and y do not belong to the same segment 
submonoid of M. 
Proof. (a) The image of dk(M) obviously generates Ik/Zk+’ as an R-module and the 
k natUral map Rdk(M) + I /I k+l injective by the very definition of dk(M) (and that of 
a monoid ring). 
(b) In general by (a) we can identify the two R-modules Zk/Zk+’ and Rdk(M) 
(cR[M])) for each k E N. Since R[M] is a direct sum of its submodules Rdk(M) in 
this way we obtain an isomorphism of R-modules gr(R[M]) z R[M]. It is straight- 
forward that, in the case M is straight, this is actually an isomorphism of R-algebras. 
(c) As mentioned above we have a natural isomorphism of R-modules 
gr(R [M]) z R [MI. In what follows we shall merely identify these two modules and 
x will refer to the multiplication in gr(R[M]). First let us show that Ui x Ui’ = 0 
whenever ui, Ui’ E d,(M) and ui and Ui’ do not belong to the same M, for some 
a E [l,s + 11. Since Ik/Ik+’ = Rdk(M) for k E N we have to show that UiUi’ E d,(M) for 
some k 2 3. Let ll be the part of l,(M), bounded by Ui and Ui’, and S the sector with 
vertex at 1, bounded by the radial directions of Ui and Ui’. Since II(M) is concave in 
S(M) (see Proposition 4.4(a)) the broken line 1, will be so as well in S. By our 
assumption (that Ui and Ui’ do not belong to the same segment submonoid) ll will be 
strictly concave (i.e. not a segment). Put lk = Sn l,(M), k E N. Thus /k’s are homothetic 
images of 1i with coefficients k, respectively. Clearly, UiUi, E S. Therefore, by Proposi- 
tion 4.4(b) we have uiui’ E /k for appropriate k E N. Now the claim follows from the 
following elementary geometrical observation (the verification of which is left to the 
reader): for any two-dimensional sector tc in [w2 with vertex at the origin, any 
continuous line r c c(, which is strictly concave in CI, and the end points 5 and q of r, 
the point 5 + q belongs to r,’ \ r,, where r2 denotes the image of r with respect o the 
homothetic transformation of [w2 centered at the origin with coefficient 2 and r: de- 
notes the part of CI bounded by r2 and not containing the origin. 
Now assume x, y E M and they do not belong to the same segment submonoid 
M, for some a E [l, s + 11. Suppose x E M,, and y E M,,, for some a’, a” E [l, s + 11, 
a’ # a”. As remarked above the defining generating sets of M,‘s actually coincide with 
dI(M,)‘s, respectively. Since dl(M,) c dl(M), a E [l, s + 11, we conclude that there 
must exist ui,, ui,, E d,(M), which do not belong to the same segment submonoid of M, 
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such that ni’ divides x (in M,,) and I.+ divides y (in M,,,). In this situation we already 
know xxy=O. 
To show that the embeddings R[M,] + gr(R[M]), a E [l,s + 11, are R-algebra 
homomorphisms it is enough to show that x x y = xy whenever x, y E M, for some 
a F [l, s + 11. Suppose x and y are such elements and x E dk,(M,), y E d,,(M,). By the 
definition of segment submonoids we have xy E dk, + k,(Mo) and d,JM,) c d,(M) for all 
k E fV. These inclusions obviously imply x x y = xy. 0 
By Proposition 6.1(c) we have the well-defined R-homomorphisms 
n,:gr(R[M])+RCM,], a~[l,s+ 11, 
determined by n,(m) = m or 0 in correspondence with m E M, or m E M\ M, (notation 
as above). 
Corollary 6.2. The embeddings R[MJ + gr(R[M]), a E [l, s + 11, are R-retractions 
(notation as aboue). More precisely, they split the mappings x,, respectively. 
Corollary 6.3. Let R be a domain, M and N rank 2jinitely generated normal monoids 
without nontrivial units. Assume gr(R[M]) and gr(R[N]) are isomorphic as graded 
R-algebras. Then either M and N are both straight or they both are not so. 
Proof. Propositions 6.1 (b, c) and 2.1 (a) easily imply that for a finitely generated 
normal rank 2 monoid I, without nontrivial units gr(R[L]) is a domain if and only if 
L is straight. This observation implies our claim. q 
Remark 6.4. gr(R[M]) can be described alternately as follows. We can fix integral 
embeddings E, : M, + Q: , a E [ 1, s + 11, in such a way that 
s&J = peros,+1(Q, aE CLsl. 
Now consider the submonoid L c CD”,’ ‘, generated by u ;+I (e, 0 s,)(M,), where the 
monoid embeddings e, : 02: + Qs,’ ‘, a E [l, s + 11, are defined by 
ea(p, 4) = (0, . . . , 0, P, 4, 0, . . , 01. 
L;;-i-l 
Then 
gr(R[M]) x R[L]/(xy = 0 whenever {x,y} is not contained 
in (e,osJ(Mp) for some a E [l,s + 11) 
as R-algebras. 
Example 6.5. Let K be a field. 
(a) The Hilbert function of gr(K CM J) is the linear polynomial (#d, (M) - 1) t + 1. 
This follows from Propositions 4.4(c) and 6.1(a). 
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(b) Let M and N be as in Example 4.7. Then gr(K[M]) is graded K-isomorphic to 
gr(K[N]). This follows from Proposition 6.1(c). 
In particular, we see that the two invariants Cl(-) and gr(-) together cannot 
recognize the monoid A4 in K [M] in the class of normal augmented affine K-algebras. 
Let us just remark here that it would not be sufficient oo if we would consider one 
more invariant spec(-). 
7. Graded isomorphisms between gr (R [M] ) and gr (R [M] ) 
Monoid operation is again written multiplicatively. A4 and N will denote two 
finitely generated rank 2 normal monoids without nontrivial units. We shall also use 
the notation similar to that in the previous sections. Thus we put 
d,(M) = {u~,u~, . . ..u.} and dr(N) = (ur,u~, . . . , u,), where enumerations are com- 
patible with orientations of R 0 K(M) and [w 0 K(N), respectively. We also let 
M, and Nb denote ath and bth segment submonoids of M and N, respectively, where 
a~[l,s+ l]andb~[l,t + l]forsomes~[l,m-2]andte[l,n-2].Inparticular 
our notations have the form 
d,(M,) = {~Q,uz, . .. . Uil 13 
dl(M,)={uC_,,ui~_,+1,...,ui~} if2la<s+ 1, 
dr(M,+l) = {UiS,ui,+ 1,...,u,} 
and 
dr(Nr)= {ui,u~,.,.>uj,}> 
dr(Nb) = {Ujb_l>Ujb_l+ 1, . . ..uj.l if2ib<t+l, 
dr(N,+r)= {Uj,,Uj,+l,...,u,}. 
By Proposition 6.1(c) we may identify R[M,], UE [l,s + 11, and R[Nb], 
b E [l, t + 11, with the corresponding graded R-subalgebras of gr(R[M]) and 
gr(R[N]), respectively. We introduce two systems of subsets of Ma’s and Nb’s, 
respectively, as follows: 
M; = Ml\{ui,,ut, ...}, 
M,: = M,\{~~~_~,u~~,u~~~,u~, . jfor 2 < a < s + 1, 
M :+I =Ms+~\{ui~,ut,...} 
and 
N; = Nr\{Uj,,uif,..*}, 
Ni = Nb\{Ujb_l)Uj~,U~_,,U~, . ..} for 2 I b < t + 1, 
N ;+I = N,\{ujt,$, ...}. 
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Proposition 7.1. Let R be a completely integrally closed domain and 
g: gr(R[M]) -+ gr(R[N]) a graded R-isomorphism. Assumefurther s 2 2. Then m = n, 
s = t and one of the following conditions holds: 
(a) By restricting g induces graded R-isomorphisms 
dmw,,:RCM,I -RCN,l> dm,+~l:RCMs+~l +RCK+,I 
and g(u:) = Xit’i for i E { 1, n> u [il + 1, i, - 11, where Xi E U(R). 
(b) By restricting g induces graded R-isomorphisms 
gIR[M,,:R[MI] +RCN,+,l, gIRcM,+,I:R[Ms+ll +Rt-:I] 
and g(ui) = yivn-i+ 1 for i G {l,n> u[i, + l,i, - 11, where yi E U(R). 
One convention: when we say that two submonoids of some monoid are disjoint 
we mean that their intersection is the trivial monoid. In the proof of Proposition 7.1 
we shall use 
Lemma 7.2. For each a E [l, s + 11 (resp. b E [l, t + 11) 
(a) the subset Mi c M, (Ni c Nb) is the largest submonoid of M (of N) disjointfrom 
MI,Mz, . . . . MU-~,M,+I, . . . . M, and MS+1 (from NI,Nz, . . . . Nb-l, N~+I ,..., Nt and 
N t+1> respectively), 
(b) the monoid MA (NA) is a rank 2 normal monoid having the same group of quotients 
as M (N, respectively), 
(c) R[MJ (R[Nb]) is the smallest completely integrally closed domain in thefield of 
fr.actions of R CM] (R [N]) containing R CM:] (R [Nil, respectively). 
Proof. (a) In effect, MA (NL) is obtained by deleting from M, (Nb) the elements, the 
radial directions of which in [w 0 K(M) (in Iw 0 K(N)) coincide with the common 
boundary rays of the sectors S(M,) (S(N,)), respectively. From this observation (a) 
follows immediately. 
(b) The aforementioned observation implies also that rank(MA) = rank(Ni) = 2. 
The proof of the claim on groups of quotients is literally the same as that of Lemma 
4.1(b). The normality of MA (Nh) is also obvious. 
(c) The monoid M, (Nb) is finitely generated and normal. In this situation it is 
completely integrally closed as well, for if K is an arbitrary field then the monoid ring 
K[M,] (K[Nb]) is an integrally closed affine domain (by Proposition 2.1(b)) and 
since integrally closed noetherian domains are completely integrally closed Proposi- 
tion 2.1(k) implies the mentioned completely integrally closedness. Now let A, (Bb) 
denote the smallest completely integrally closed subring of R [M] (R[N]) containing 
R[MA] (R [Nil, respectively). A, (Bb) exists and it coincides with the intersection of all 
completely integrally closed subrings of R[MJ (R[N]) containing R[Ml] (R[N;], 
respectively). This is so because by (b) these subrings automatically have the same 
fields of fractions as R[M] (R[N], respectively). It only remains to show that 
M, c A, (Nb c Bb, respectively). For each a (b) we arbitrarily fix a nonzero element 
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m, E Mi (nb E IV;, respectively). By elementary geometric observation it is clear that for 
arbitrary c E N 
rn,$ E M;, 
mat_,, m,utE MA if2Ia<s+l, 
m,+iufEM6+i, 
and analogous inclusions for the objects Ni, r$, and vjb also hold. Now the proof of our 
lemma is completed by the very definition of completely integrally closedness. 0 
Below for elements of gr(R[M]) and gr(R[N]) (which we have identified with 
R[MJ and R[N], respectively) supp(-) and N(-) will have the same meaning as in 
Section 5, with respect to R[M] and R[N], respectively, considered however as 
R-modules (not R-algebras). 
Proof of Proposition 7.1. Step 1: Let Iw and I, denote the augmentation ideals of 
R[M] and R [N], respectively. By Proposition 6.1(a) Ini/I.& and IN/Z: are free R- 
modules of ranks m and n, respectively. Since g induces R-isomorphism between them 
we obtain m = n. 
Step 2: We claim that s=t and there exists a permutation 
o: [l, s + l] + [l, s + 11, such that y induces by restricting R-isomorphisms 
glRCMLI: R[ML] + RIIVAca,] for each a E [l,s + 11. 
Proof. Arbitrarily fix elements z, E R[Mi], a E [l,s + 11, with zero constant terms, 
i.e. z, E R(ML\{l}). By Proposition 6.1(c) z,> x z_ = 0 (recall that x refers to the 
multiplications in gr(R[M]) and gr(R[N])) w enever ai ~ a2 E [l, s + l] are different. h 
Hence g(z,>) x g(zal) = 0 (in gr(R[N])). The last equality means that there does not 
exist an index b E Cl, t + l] for which supp(g(z,,))nNb # 8 and supp(g(z,))nNb # 8 
simultaneously, for otherwise we would have rcb( g(&,)), ?$(g(z,,)) E R[Nb] \ (0) for 
some b E Cl, t + 11 and, hence, 0 = nb(dzal) x dz,,)) = ~b(dz~,))nb(g(z~,)) # 0, where 
nb is the R-retraction gr(R [N]) --+ R [Nb] split by the embedding R[Nb] H gr(R[N]) 
(see Corollary 6.2). Clearly, we used here the fact that R[h$] is a domain (Proposition 
2.1(a)). By the Dirichlet Principle (that if one puts c + 1 objects in c boxes then there 
must exist a box with at least two objects in it) the mentioned observation implies 
s + 1 5 t + 1. The same arguments, applied to g-l, show that s = t. 
Now consider again an arbitrary system of elements z, E R(Mi\ { l}), a E Cl, s + 11. 
The same arguments used above show that there exists a permutation 
o:[l,s + 11 -+ [l,s + l] for which supp(g(zG)) c N,(,,\Ubf+) Nb = N&. Let 
z; E R(M,:\{I}), a E [l,s + 11, be another system. Since z, x z: # 0 for each 
a E [ 1, s + 1) there must exist an index b, E [ 1, s + 11 for which supp(g(z,)) n N& # 8 
and supp(g(zL))n NbZ # @ simultaneously. Again by the Dirichlet Principle 
supp(g(z3) = N:,,, for a E [l,s + 11. In other words g induces by restricting 
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R-homomorphisms g IRCM:, : R[MA] + R[Nbca,]. Since the same arguments apply to 
Y _ ’ we come to the conclusion that gIRCM:,, a E [l, s + 11, are R-isomorphisms. 0 
Step 3: Let rcb and 0 be as above and g(RCM_, be the restriction of g to R[MU] 
(a E CA s + 11). Then nocaj o dRCM,I : R [Ma] + R [Nbcpj] is an R-isomorphism for each 
a E [Is + 11. 
Proof. Obviously, rcaca) 0 glRCMO, ‘s are R-homomorphisms from R[MJ’s to R[N,,,,]‘s, 
respectively. For each a E [ 1, s + l] we have the commutative square 
with vertical embeddings and bottom R-isomorphism. By Lemma 7.2(c) we will be 
done whenever we show that z,(,) 0 g IRIM,, is injective for each a E [ 1, s + 11. Suppose 
c(, = ker(x,(,,o glRI,,.,,) # 0 for some a E [l, s + 11. Since R[MJ is a domain (Proposi- 
tion 2.1(a)) we have ~,n(Mi\{l}) # 0, where (M:\(l)) denotes the ideal of R[Ma] 
generatedbyM~\{l}.But(M~\{l})’ is an ideal of R[Mi] as well. By the commutative 
square above ker(gl,,,,,) # 0, a contradiction. 0 
Step 4: First observe that M, z Nbcuj, a E [l, s + 11. Indeed, passing to the field of 
fractions of R we may assume R is a field and by Lemma 4.10 a straight monoid is 
determined up to isomorphism by a divisor class group of the corresponding monoid 
ring with coefficients in R. In particular (actually, equivalently) 
#di (Ma) = #dl (IV,,,,). For convenience we shall use the following notation: 
d,(M,) = {K, . ...&} and&(&J = {vY, . . . , v,“.}, a E [ 1, s + 11, where enumerations 
are compatible with the orientations of [w @ K(M,) = If% @ K(M) and 
[w @ K(N,) = [w @ K(N), respectively. Clearly, py+ ’ = pz_ = u,” for a E [ 1, s]. For sim- 
plicity of the notation we put f0 = x,(,lOglRtM.,. One easily observes that 
rc,(,): R[N] + R[N,,,,]‘s are graded R-homorphisms. Hence so will be the isomor- 
phismsf, for all a E [l,s + 11. By Corollary 5.6 for each a E [l, s + l] there are seven 
possible cases. Let us write them: 
(i) N(fa(&)) = vi for P E CLd, 
69 NMP~)) = C$, vfl.1 for P E CL c,l, 
(iii) NV&~)) = C4, $1 for P E CL c,l, 
(iv) NLf&43) = vt + l pp for P E CL ~1, 
(4 NLM&T)) = Cvc4, + I--p, vc”.l for P E Cl, 4, 
(4 NM&t)) = [VP, vc”. +, -J for P E CL ~1, 
(vii) N(f,(~i)) = Cv?, v,U,l for P E CLcJ. 
Step 5: Now let a = 1. We have pi = u,, ,u~a~,’ = u,. By the commutative square (*) 
we get fr(~~:) = g(p:) = g(ul)EN&i, and fs+i(clS,‘;,‘) = s(&,‘) = g(u,)EN&,+i,. 
We have the following obvious observations: for arbitrary distinct a, b E [l, s + l] the 
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set {vy , vc”,} cannot be contained in NA and { vy, vt} n NL is not empty if and only if 
a=b=l or a=b=s+l; further {v:,vj,)nN; = {vi} = (2;i) and 
{v,+ ‘, vt+,‘} A Nj, i = Iv;,+,’ j = {u,,). Taking all this into account we see that there 
are only two possibilities: either o(l) = 1, a(s + 1) = s + 1, g(ui) = xlvl and 
g(u,,) = x,v, for some x~,x,,E R\{O) or cr(1) = s + 1, CJ(S + 1) = 1, g(u,) = ylv, and 
g(u,,) = y,,vi for some yi ,y, E R\{O}. Since g is an R-isomorphism the elements 
xi, x,, y,, yn (in the appropriate cases) must belong to U(R). 
Step 6: Let us consider the case a(l) = 1, CJ(S + 1) = s + 1, g(ui) = xlvl and 
g(u,) = x,o, for some xi ,x, E R\ IO>. We claim that o(a) = a for a E [l, s + l] and 
for a E [ 1, s]. Since ui. x m = 0 for m E M:,\ { l} whenever a’ # a, a + 1 (see Proposi- 
tion 6.1(c)) by Step 2 we obtain g(u,“)x n = 0 for HE N;\(l) whenever 
b # a(u), cr(u + 1). Therefore, supp(g(u,_))n Nh = 8 whenever b # a(u),a(a + 1) (here, 
as in Step 2, we use once more the mappings xb: gr(R[N]) -+ R[Nb]). Thus we have 
obtained 
suPP(g(%“)) C N\ u Nb. 
b # n(a).da + 1) 
Observe that if la(a + 1) - a(u)1 > 1 then N \UbfaCoj,oCo+ I)Nb = N&+,,uN&, (an 
easy combinatorical observation). But supp(g(uJ) cannot be contained in 
N&+,,uN&, for otherwise we would have g(u,_) E RINA,,+l,] + R[NA,,,], which is 
equivalent by Step 2 to the inclusion u,~ E R[MA+ 1] + R [M:] -a contradiction. Since 
g(l) = 1 and la(u + 1) - a(u)1 = 1 for a E [l, s] we obtain a(a) = a for a E [l, s + 11. 
In turn the equalities a(a) = a imply 
supp(g(u,n)) = N\ u Nb = N,:ulv,~juN:+,. 
b#a,u+l 
By the same arguments mentioned above, supp(g(uJ) cannot be contained in 
N;uN;+,. Hence vie E supp(g(uJ) for a E [l, s]. Our claims are proved. 
Step 7: Now taking all the obtained facts along with the possibilities (i)-(vii), 
mentioned in Step 4, and the condition of the proposition s 2 2 one immediately 
obtains g(R[M,]) c R[N,] and g(R[M,+,]) c RINs+l]. Since a-‘(l) = 1 and 
Ci(s + 1) = s + 1 the same arguments applied to g-l imply g-l(R[M,]) c R[N,] 
and g-‘(R[M,+,]) c RCN,,,]. Hence we have graded R-isomorphisms: 
gIRCMI~:RCM,I -RCNll and dR~M,+,~:RC~s+ll -+RCK+ll. 
Similar arguments show that in case ~(1) = s + 1 and D(S + 1) = 1 (and hence 
g(ui) = y1 v, and g(u,,) = ynvl for some y,, yn E U(R) by Step 4) the following condi- 
tions are satisfied: 
(a) a(a) = s + 2 - a for a E [l,s + 11, 
(b) ri,+,..EsuPP(g(Uc)) c N:+~~~u~u,,*,_~}uN$+I-~, g~ Cl~sI~ 
(c) by restricting g induces graded R-isomorphisms 
dR~M,I:RCMII +RCNs+lI and gIRCM,+,I:RCMs+ll -+RCNII. 
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In other words, the properties of g, obtained so far, in the possible cases B( 1) = 1 and 
o(l) = s + 1 transform in each other by reversing an orientation of [w 0 K(M), or 
equivalently that of [w @ K(N). 
Step 8: Let us assume a(l) = 1. To complete the proof of the proposition in this 
situation it only remains to show that g(Ui) = XiUi for some Xi E R\{O}, where 
i E [iI + 1, i, - 11, because in this case Xi automatically will turn out to be invertible. 
In other words we have to show N(g(ui)) = Vi for i as above. From the possibilities 
(i)-(vii), mentioned in Step 4, and the inclusions supp(g(u,)) c NLu {II,.} u NA+ 1, 
UE [l,s], one easily concludes N(f,+I(u,_)) = u,~ and N(~,+,(u,~+~)) = v,~+, for 
a E [l, s - 11. By Corollary 5.6 we get N(fO+ 1 (Ui)) = vi for a E [l, s - l] and 
iE [i, + 1,i,+l - 11. Since Ui E ML+ 1 for the mentioned indices a and i by (*) we 
obtain fa+ 1 (Ui) = g(Ui) for a and i as above. Hence N(g(u,)) = Vi for 
i E [i, + 1, i,, 1 - l] where a E [l, s - 11. It only remains to observe that the inclu- 
sions v,~EEsu~~(~(LQ)) c N~u{v,~~uN~+, and the aforementioned possibilities 
(i)-(vii) imply N(g(u,)) = v,~ for a E [2, s - 11. 
Clearly, similar arguments work for the case a(l) = s + 1 and, hence, the proposi- 
tion is proved. [7 
Proposition 7.3. Let R be a completely integrally closed domain, M and N jinitely 
generated normal rank 2 monoids without nontrivial units, g : gr(R[M]) + gr(R[N]) 
a graded R-isomorphism and s = 1. Then m = n, t = 1, uit E supp(g(uiI)) and one of the 
conditions holds: 
(4 glRIM:I is a graded R-isomorphism from R[MA] to R[NA] for a E {1,2} and 
g(uI) = xlul, g(u,) = x,v,for some x1,x, E U(R). 
(b) g IWCI is a graded R-isomorphism from R[MA] to R[N; -a] for a E { 1,2} and 
g(ul) = ylu,, s(uJ = y,vlfor some YI,Y,E U(R). 
(The notation has the same meaning us in the previous proposition.) 
The proof follows from the very same arguments used in Steps l-6 of the proof of 
Proposition 7.1. 
We again let M and N denote two arbitrary finitely generated normal rank 2 
monoids without nontrivial units. As above assume we have fixed orientations of the 
planes IX! 0 K(M) and [w 0 K(N). Let us introduce the following notation: 
{uki} = d,(M), k E N, i E Cl> #d,(M)], 
{u,j} = d,(N), k E N, j E Cl> #d/c(N)], 
where for each k E N the enumerations are compatible with the aforementioned 
orientations. Observe that in our notation uli = Ui and UIj = vj for i E [l, #d,(M)] 
and j E Cl, #d,(N)]. 
Proposition 7.4. Let R be a completely integrally closed domain, M and N monoids us in 
Propositions 7.1 or 7.3 and g: gr(R[M]) --) gr(R[N]) a graded R-isomorphism. Then 
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#d,(M) = #d,(N) for k E N andfor appropriate orientations of the planes iw @ K(M) 
and [w @ K(N) thefollowing conditions hold: vki E supp(g(uki)) and uki E supp(g- ’ (uki)) 
for k E N and i E [l, #d,(M)]. 
Proof. #d,(M) = #d,(N) by Proposition 6.1(a) (and the obvious implication 
(R’ z R” as R-modules) * (c = c’)). Since the two cases (a) and (b) in both Proposi- 
tions 7.1 and 7.3 are the same modulo orientations we can fix the mentioned 
orientations of Iw @ K(M) and F! 0 K(N) in such a way that Case (a) will hold in both 
the treated situations (i.e. those of Propositions 7.1 and 7.3). 
Step 1: Suppose we are in the situation of Proposition 7.1, Case (a). We claim that 
uki E supp(g(&)) for any k E N and uki E dk(M)n MI. 
Since R[M,] is graded R-isomorphic to R[N,] by Proposition 6.1 #dl(M,) = 
#dI(N,). So by Lemma 4.10 we can identify the straight monoids MI and Ni with the 
multiplicative monoid, generated by the system of monomials 
{Xc,Xc-’ Y, . . . ,XYc-i, Y’}, where c = iI - 1. Since gIRCM,3:R[M1] -+ R[N,] is 
a graded R-isomorphism for which supp(gl,l,,,(u,)) = {ui} by Proposition 5.1 we 
conclude that glRCM,, is induced (by restricting) by the substitution X H ax, 
Y t-+ /IX + y Y for some c(, 8, y E K, 2, y # 0, where K is an algebraic closure of the 
field of fractions of R. We know dk(M)nM1 = dk(M1) = dk(NI) = dk(N)nN,. It is 
also clear that dk(M1) = {X” Y q 1 p + q = kc) = dk(N1). Hence any element 
uki E d,(M) n MI is of type Xp Y q for some p, q E Z + , such that p + q = kc. We get 
SlR[MI,(XPY4) = (aX)“(BX + liY)q = ( a sum of monomials of degree < q with respect 
to Y) + (mX)p(yY)q. It is then obvious that uki E supp(y(uki)). 
Similar argUITleIltS apply t0 show that in OUT SitUatiOrl vki E SUpp(g(uki)) for 
UkiEdk(M)nMs+, (kE N). 
Step 2: We continue to remain in the situation of Proposition 7.1, Case (a). To 
complete the proof of the inclusions rki E supp(g(uki)), k E N, i E [l, #d,(M)], in this 
situation it remains to consider the case uki E M, for some a E [2, s]. If uki is a power Of 
uiG for some a E [2, s - l] then everything is alright by Proposition 7.1. By Step 1 we 
are done as well if uki is a power of u,, or ui,. Therefore, without loss of generality we 
may assume uki E MA for some a E [2, s]. Clearly, for such an element there always exist 
natural numbers c, p and q such that nli = u& ,uz. (Actually, one easily obtains from 
the straightness of M, that c = (p + q)/k.) By the commutative square ( * ) in Step 3 of 
the proof of Proposition 7.1 we get LJ(U,i)’ =fa(Uki)’ =f~(Uia_,)pf~(UJq, where 
fu = %“SIRIM.I as in Step 4 of the proof of Proposition 7.1 (recall that a(a) = a). On 
the other hand we had obtained in Step 8 of the proof of Proposition 7.1 (in our 
situation (a)) that N(f,+,(uJ) = u,” and N(~,+,(u,~+,)) = u,_+~ for UE [l,s - 11, or 
equivalently supp(f,(u,_,)) = (u,” ,) and supp(f,(uJ) = {Vi.} for a E [2,s]. Hence 
supp(g(uki)‘) = {N(g(nki)c} = {u[_,o~}. By Lemma 5.2(b) we have N(g(Uki)) = 
(u~_~uP)“~. Since fn is a graded R-isomorphism between R[MJ and R[N,] by 
Propisition 6.1 (a) and Lemma 4.10 the two straight monoids M, and N, are isomor- 
phic. We finally arive at the equality (u[_ ,u:)“’ = t&i, which just means that 
s”PP(6!(uki)) = {h). 
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Step 3: Since g-l satisfies the analogous conditions as g for the orientations of 
Iw 0 K(M) and iw @ K(N) we have fixed above, the same arguments show that 
nki E supp(g-r(oki)) for k E N and i E [l, #d,(M)] in the situation of Proposition 7.1, 
Case (a). 
Step 4: Now we turn to the situation of Proposition 7.3, Case (a). I,(N) (and 1,(M) 
as well) is a broken line consisting of two segments with a common vertex u,, (u,,, 
respectively). Since vi, E supp(g(u,,)) the point v,~ will be a vertex of N(g(u,,)). So by 
Lemma 5.2(b) vt will be a vertex of N(g(u,‘)) for any natural c. But then 
vf, E supp(g(uE)) for c E N. Therefore, to establish the desired inclusions 
cki E supp(g(nki)) for k E N, i E [l, #d,(M)], it Suffices t0 consider the CaSeS uki E M; 
and uki E M;. On the other hand, as one easily observes, for a = 1,2 we have the 
commutative square (analogous to ( *)) 
Since ~~~~~~~~~~~ a = 1,2, are graded R-isomorphisms, satisfying the conditions 
~1 ogIRcMII(nl) = xl01 and n 20glRCM,I(~,J = x,v, for some X~,X,E U(R), the same 
arguments presented in Step 1 give us what we want. 
Step 5: NOW the inclusions nki E supp(g- ‘(vki)) for k E N and i E [l, #d,(M)] hold 
in the situation of Proposition 7.3, Case (a), by the same reasoning mentioned in 
Step 3. The proof is complete. 0 
8. The augmented case of the 2-dimensional isomorphism problem 
In this section we let M and N be finitely generated rank 2 monoids without 
nontrivial units, R a ring and I and J the augmentation ideals of R[M] and R[N], 
respectively: I = (M\(l)) c R[M] and J = (N\(l)) c R[N] (monoid operation is 
written multiplicatively). As above we put gr(R[M]) = R @ Z/Z2 @ Z2/Z3 0 ... and 
gr(R[N])=ROJ/J20J2/J30 .... In case M (or N) is normal by Proposition 
6.1(c) we may and will identify the two R-modules R[M] and gr(R[M]) (R[N] and 
gr(R[N]), respectively). We also keep all the previous notation. If M (N) is normal 
then for x E Z c R[M] = gr(R[M]) (y E J c R[N] = gr(R[N])) by X,in (y,i,) will 
be denoted the nonzero homogeneous summand of least degree of x ( y, respectively). 
Lemma 8.1. Let M and N be normal, x E Z c R[M] and f: R[M] + R[N] cm aug- 
mented R-isomorphism. Then supp(gr(f)(x,,,)) c supp(f(x)). 
Proof. Sincefis augmented by Proposition 4.4(b) supp(f(z)) c I,(N)+ whenever z is 
any element of R[M] for which supp(z) c l,(M)+. (We recall that for a continuous line 
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1, which is concave in rW’,, I+ denotes the closed region of lF%$ bounded by 1 and not 
containing the origin.) This observation and the fact thatfis an R-isomorphism easily 
imply that gr(f)(x& =f(x),i” = ( a sum of those “monomials” v, involved in the 
canonical R-linear expansion off(x), for which supp(v) E 1,(N), where d is the degree of 
x,in in gr(RCMI)). Hence supp(gr(,f)(xmin)) = wW(x))nLdW c supp(f(x)). Cl 
Proposition 8.2. Let M and N he normal and f: R [M] + R[N] an augmented 
R-isomorphism. Then M E N. 
Proof. Passing from R (by scalar extension) to some field K without loss of generality 
we may assume R itself is a field. Since f is augmented it induces a graded R- 
isomorphism gr(f) : gr(R [M]) --t gr(R [N]). A ssume M is straight. Then by Corollary 
6.3 N is straight too. So by Lemma 4.10 M z N. Therefore, without loss of generality 
we may additionally assume that both M and N are not straight. In particular they are 
not free. By typographical reasoning for a moment we pass to the additive notation. 
Since Cl(R[M]) = Cl(R[N]) by Proposition 2.l(g,i) we can assume that M and 
N are generated by 
{(m,O),(l,i),(2,2;:), . . . ,(m - l,(m - l)i),(O,m)l 
and 
{(m,O),(Lj),(2,2j), . . . ,(m - Lb - l)jL(O,m)), 
respectively, for m = #Cl(R[M]) and some natural i, j satisfying the conditions 
1 I i, j < m, g.c.d. (i, m) = g.c.d. (j, m) = 1 (the bar denotes remainder after dividing by 
m). Hence the broken lines II(M) and 1, (N), which are concave in rW:, both connect 
the points (m, 0) and (0, m). Observe that (1, i) E d, (M) and (1, j) E A1 (N). By Proposi- 
tion 7.4 we may also assume 
(m,O) E supp(gr(f)((m,O)))nsupp(gr(f)-‘((m,O))) 
and 
(0, m) E supp(gr(f)((O, m))) n supp(gr(f)- ’ (04)). 
By Lemma 8.1 we have 
(m, 0) E supp(f((m, 0)))n supp(f- ’ (h 0))) 
and 
(0, m) E supp(f((0, m)))n supp(f - ’ ((Qm))). 
We claim that in this situation l,(M) = II(N). This will finish the proof because no 
line, which is concave in rW$, can contain (1,i) and (1, j) simultaneously for i and 
j different. To show that ll(M) = l,(N) it suffices to establish the equality l,(M)+ n 
Q$ = l,(N)+nQ:. 
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Now suppose PEI,(M)+nQ:. Denote by Q the point of intersection of the 
direction OP (0 is the origin of IR’, i.e. 0 = 0) with 1,(M). Clearly, in order to show 
P E 1, (N)+ n Cl: it suffices to show Q E 1r (N)+ n ahn: . Since Q is an intersection of 
a rational radial direction with a broken line, the vertices of which are integral points, 
Q must be rational too. Let k be an arbitrary natural number for which 
kQEmZ@mZ. Then kQ=kl(m,O)+k,(O,m)EM for some kl,k2EZ+. Now we 
return to the multiplicative notation identifying pairs (a, b) E Z”, with monomials 
X” Y b, respectively. We have 
Q” = xmk ymk, 
and 
f(Q”) =f(Xm)klf(Ym)kz. 
By Lemma 5.2(b,c) 
Q” = Xmk, Ymkz E N(f(X”‘)k’f(Y”‘)kz) = N(f(Q”)). 
Since Q E 1,(M) we have Qk E &(M)nM. Hence, Q” E d,(M) c Zk. Since f is aug- 
mented f(Q”) E Jk. By Proposition 4.4(b) Jk is generated as an R-module by 
/k(N)+ n N. Hence N(f(Q”)) c l,(N)+. This implies Q” E l,(N)+, or equivalently 
Q E 1, (N)+. Then, as mentioned above, P E 1, (N)+ n CP:. By the same token we have 
obtained the inclusion 1r (M)+ n O”, c ll(N)+nQ:. By symmetry ll(M)tnQ$ = 
ll(N)+nQ$. 0 
Now assume K is an algebraically closed field and L is an nth straight monoid for 
some n 2 1. L will be thought of as the multiplicative monoid generated by the 
monomials X”,X”-‘Y, . . . . XY”-‘, Y”. B y P roposition 6.1(b) gr(K[L]) = K[L]. 
Assume further hat M and N are two submonoids of L for which iii = N = L. For an 
augmented K-algebra isomorphismf: K[M] + K[N] a matrix c( E GL2(K) will be 
called associated to f if gr(f) E gr.aut,(K[L]) coincides with res(cc) (notation as in 
Section 5), wherefis the uniquely determined augmented K-automorphism of K [L] 
for whichfl,t,) =f: Ob serve that by Proposition 5.1 such a matrix a always exists for 
anyf. We let Mat(f) denote the set of all matrices associated tof: By Proposition 5.1 
this set is naturally bijective to p,,. We further let Mat(M, N) denote the union 
u Mat(f), h f w ere varies over the set of augmented K-isomorphisms from K[M] to 
K[N]. The sets Mat(N, M), Mat(M, M) and Mat(N, N) are defined analogously.We 
have the following easy observations: 
(i) Mat(M, N)Mat(N,M) c Mat(M, M) and Mat(N, M)Mat(M, N) c Mat(N, N), 
(ii) Mat(M,N) = Mat(N,M)-‘, 
where for two subsets A,B c GL,(K) we put AB = {@I o! E A and /I E B} and 
A-’ = {a-+&4}. 
Lemma 8.3. Let K, L, M and N be as above. Assume that K[M] and K[N] are 
isomorphic as augmented K-algebras and Mat(M, N) contains a matrix, all entries of 
which are nonzero. Then M = N. 
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Proof. Step 1: First observe that any diagonal matrix 
induces by restriction an augmented K-automorphism of an arbitrary monomial 
subalgebra of K [X, Y], i.e. of that generated by a set of “pure” monomials (recall that 
we have identified GL,(K) with gr.aut,(K[X, Y])). Therefore, one easily observes 
that for arbitrary diagonal matrices 
S=(; ;), 6’=(; ;)E,,,(,,. 
the following equality holds, 8 Mat(M, N)fi’ = Mat(A4, N) (and similarly for 
Mat(N, M), Mat(M, M), Mat(N, IV)): one just has to use the equality 
gr(8iSs.J = res(b’)gr(f)res(h), 
where 6, is the agumented K-automorphism of K [M] induced by 6,s; that of K[N] 
induced by 6’ and f: K [M] + K [N] an augmented K-isomorphism. 
Step 2: We shall say that two elements tl, fi E GL2(K) are equivalent iff there exist 
diagonal matrices 
S=(; ;), 6.=(; ;)EGL~(K) 
for which /I = &6’, i.e. GI - b iff /I can be obtained from CY by multiplications of rows 
and columns by some nonzero elements. Clearly any matrix CI E GL,(K) with nonzero 
entries is equivalent to a matrix of type 
1 1 ( > 1 a 
for some a E K \ {0, l}. 
Step 3: Assume tx E Mat(M,N) has nonzero entries. Then by the previous steps 
for some a E K \ (0, 1). By equality (ii) 
E Mat(N, n/r). 
We have the following equivalences: 
(: :)-l-(ul ;l)-& ;‘)-(: :). 
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So by Step 1 we get 
( A1 u’> EMaW,W 
and 
(*) 
(**I 
Step 4: We claim that Mat(M, M) = GL,(K) (equivalently, Mat(N, N) = GL,(K)). 
Let a E K \ (0, l> be as above. 
Case (a): a # - 1. By (i), (e) and Step 1 we have 
(; :)( f, ;‘)=(,“, ;?J-(i, j;)EMat(MJ4 
for arbitrary b, c, d E K \ (0). In particular 
This just means that there exists an augmented K-automorphism of K[M], sayf, for 
which gr(f) is induced by the substitution X H Y and Y F+ X + Y. Assume 
Xi Yj E M. Then by Lemma 8.1 we have 
{YiXj> ~supp(Y~(Y + X)j) = supp(gr(f)(X’Yj)) 
c supp(f(X’Y’)) = supp(f(X’Yj)). 
Consequently, X H Y and Y w X induce an augmented K-automorphism of K [M]. 
Thus 
But (‘: h) and matrices of type (y t), where b, c,d E K\(O), generate the whole 
GL,(K). 
Case (b): u = - 1. Since K is infinite, we can choose b E K\{O, l} so that 
(1 + b)‘(l - b)-2 # -1. By (**) 
E Mat(N, M). 
Therefore, 
46 J. Gubeladze / Journal sf Pure and Applied Algebra 105 (I995) 17-51 
We write 
1 1 
- 1 (1 + b)2(1 - b))2 > 
E Mat (M, M). 
Now, clearly, the same arguments used in Case (a) for M, N and a apply for M, 
M (instead of N) and (b + 1)2(b - 1)-2 (instead of a). 
Step 5: Let f: K [M] + K [N] be an augmented K-isomorphism and c( E Mat(f). 
ByStep’ E Mat(M, M). We have Id = x-r dl E Mat(M, N). Hence there exists an 
augmented K-isomorphism g : K [M] + K [N] for which gr(g) is the identity map. By 
Lemma 8.1 for any element Xi Yj E M we have 
{XiYj} = supp(gr(g)(X’Yj)) c supp(y(x’Y’)) = supp(g(X’Y’)). 
Thus M c N. Since in our situation Mat(N, M) also contains a matrix with nonzero 
entries by symmetry M = N. 0 
Proposition 8.4. Let R[M] and R [N] be isomorphic as augmented algebras, where R is 
a (commutative) ring and M and N are just finitely generated rank 2 monoids without 
nontrivial units. Then M = N. 
Proof. By scalar extension we can achieve that R is an algebraically closed field. By 
Proposition 2.1(c) the normalizations M and N are finitely generated as well. Let 
f: R[M] -+ R[N] be an augmented isomorphism. By Lemma 2.3 f and f -' can be 
extended to some R-isomorphisms fand x respectively, between R[M] and R[N]. 
Further, by the same lemma (stating also the uniqueness of the extensions)f= (f)-‘. 
Since bothfandJare also augmented by Proposition 8.2 A? z N. We shall identify 
these two monoids, distinguishing however orientations of [w @ K(M) and [w @ K(N). 
Suppose A? is not straight. Then by Proposition 7.4 and Lemma 8.1 after suitable 
choices of the mentioned orientations we shall have m E supp(f (m)) and 
n E supp( f - l(n)) for arbitrary m E M\ (l} and n E N\ { l} (because in our notation 
{Uki}kEN,iE[I,#d*(~)] = A?\{ l}). These two systems of inclusions obviously imply 
M = N. 
It remains to consider the case when I$ is straight. By Lemma 4.10 we may identify 
the monoids I$ and I\; with the multiplicative monoid, generated by the monomial 
system {Xc,Xc-l Y, . . . , XY’-‘, Yc) (for appropriate c 2 1). 
If Mat(M, N) contains a matrix with nonzero entries we are done by Lemma 8.3. 
It remains to consider the case when there exists an augmented R-isomorphism 
f: R[M] + R[N] for which the corresponding graded R-isomorphism 
gr(f): RCA] -+ R[N] is induced (by restricting) by the substitution 
Xt+allX+a12Y, YHU~~X+~,,Y for some u,,ER, ~,4~{1,2}, such that 
det(a,,)&= 1 # 0, and up4 = 0 for some p, q E { 1,2}. Then by an appropriate choice of 
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the orientations of the planes R @ K(M) and R @ K(N) (i.e. by permuting the 
variables in M or in N if it is necessary) we can achieve aI = 0 or a2r = 0, i.e. 
(u,,,),‘,,=~ is a lower or upper triangular matrix. In this situation Lemma 8.1 and 
arguments similar to those used in Steps 1 and 3 of the proof of Proposition 7.4 show 
that m E supp(f(m)) and n E supp(f-l(n)) f orarbitrarymEM\{l}andnEN\{l}(as 
we had in the situation when fi was not straight.) 0 
9. Main result 
Main Theorem. Let R be a ring, M a finitely generated submonoid of Z2 and N an 
arbitrary (not necessarily cancellative and torsion free) monoid. Assume R[M] and 
R[N] and isomorphic as R-algebras. Then M z N. 
In the proof we shall need two more auxiliary results. 
Lemma 9.1. Let K be a$eld, and M and N$nitely generated rank 2 monoids (as usual, 
cancellative and torsionfree) without nontrivial units. Assume the normalization &i is not 
free. Then any K-isomorphism between K[M] and K[N] is augmented. 
Proof. Let f: K[M] -+ K[N] be a K-isomorphism. By Lemma 2.3 f gives rise to 
a K-isomorphismf: K [&?I] + K [IV] which extendsf, where rj is the normalization of 
N. It will suffice to show that fis augmented, i.e. without loss of generality we may 
assume M and N are normal (finite generation is preserved by Proposition 2.1(c)). Let 
I denote the augmentation idea1 of K[M] and J that of K[N]. Then I E max(K[M]) 
(the maximal spectrum of K[M]) and J E max(K[N]). Observe that the localization 
K[M]t is not regular, for otherwise dimg(LK[M],/(IK[M],)2) would coincide with 
Krull dim(K[M],) = Krull dim(K[M]) = 2 (for the first equality see [ll, Ch. 51, 
while the second one follows from Proposition 2.1(j)). On the other hand 
IK [M]t/(ZK [M]r)2 z I/I 2 as K-linear spaces and by Proposition 6.1(a) 
dim, I/I 2 = #d 1 (M) > 2, because M is not free. 
We havef(l) E max(K[N]) and K[N],o, is not regular. What we would like to 
have is that J = f(l). Suppose J #f(I). It just means that N \ ( 11 is not contained in 
f(I). Assume n E (N\{ l})\ f(Z). Then K [N]r,,, is a further localization of S- 1 K [N], 
where S = {l,n,n2,...}. We have S-‘K[N] = K[n-‘N], where n-‘N is a localiza- 
tion of N with respect to n, i.e. n-l N = {x/n’ E K(N) 1 x EN, c E N}. By an easy 
observation that a localization of a normal monoid is again normal the finite 
generation of n- ’ N and the nontriviality of U(n- ‘N) along with Proposition 2.1 (d, h) 
imply that there are only two possibilities: either n-l N z Z @ Z, or n-l N z Z2. In 
both cases K[n- ‘N] and, hence, K [N]rcr, are regular, a contradiction. 0 
Lemma 9.2. Let M and N be two submonoids of Z: , for which fi = N = Z: , and let 
K be afield. Assume further that M # A?l and f: K[M] -+ K[N] is a K-isomorphism. 
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Then a constant term of ut least one of the polynomials f(X) or f(Y) is zero (i.e. 
~(X)((O,O))f(Y)((O,O)) = 0), wheref: K[H] + K[lii] is an extension offand K[Z4] 
is identijied with K [X, Y]. 
Proof. Suppose f(X)((O,O)) # 0 and f( Y)((O,O)) # 0. Since M c Z: is an integral 
monoid extension there exist natural a and h for which X”, Yb E M. Then we have 
f(X’)((O,O)) #O and f(Y’)((O,O)) # 0. On the other hand KIMlxarn z 
K[N],,,.,fCvhj. It is clear that KIMlxYyh = K[K(M)] = 
KIN]f,x.,l,rb, must be regular. But its further localization 
J = R(N\{lS), IS not regular by the very same reasons by which 
regular in the proof of Proposition 9.1. 0 
Proof of Main Theorem. By Lemma 2.2 N is cancellative, torsion 
K [Z’]. Hence 
K [NIJ, where 
K[M], was not 
free, of the same 
rank as M and U(M) z U(N). If rank(M) = 1 or rank(M) = 2 and U(M) is not 
trivial we are done by Proposition 3.1. So we may assume rank(M) = 2 and U(M) is 
trivial. Let M denote the normalization of M. In case M is not free we are done by 
Proposition 8.4 and Lemma 9.1. Therefore, we may in addition assume M = Z: . If 
R [M] and R [N] are isomorphic as augmented R-algebras then Proposition 8.4 again 
finishes the proof. So it only remains to consider the case M = Z: and there exists 
a nonaugmented R-isomorphism f‘: R [M] --f R[N]. Without loss of generality we 
may (and will) assume R is an infinite field. By Lemma 2.3 R[Z”,] z R[N] as 
R-algebras, so R[N] is regular and one easily sees (by the arguments used in Lemmas 
9.1 and 9.2) N z Z$ . We shall assume N = Z: Again by Lemma 2.3 we obtain the 
following commutative square with vertical R-embeddings (corresponding to the 
embeddings M c k and N c N, respectively) and horizontal R-isomorphisms. 
RCMI f RCNI 
I I 
R[Z:]i R[Z:] 
Below R[Z$] will be thought of as the polynomial algebra R[X, Y]. Hence R[M] 
and R[N] are monomial subalgebras of R[X, Y]. 
Now assume M = Z: . Then the arguments above show N = Z:. Therefore, the 
general case reduces to the consideration of the special case when M # Z: and 
N#Z2+. By Lemma 9.2 we may assume that the polynomial f(Y) E R[X, Y] has 
a zero constant term. Putf(X) = F(X, Y) + (1 andf( Y) = G(X, Y), where F(O,O) = 
G(O,O) = 0 and a E R\(O). Further, put 
f_‘(X) = F’(X, Y) + a’ and f-‘(Y) = G’(X, Y) + b’, (*) 
where F’(O,O) = G’(O,O) = 0 and a’,h’ E R. Let < be any element of R\(O) and 
consider the R-automorphism of R[Z:] determined by X H a-‘4X and Y H Y. 
We deote this automorphism by [,. It clearly induces by restriction an R-algebra 
automorphism of R[M], which will also be denoted by 4,. We have 
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(fi t,)(X) = a- ’ tF(X, Y) + 4 and (F t*)(Y) = u-l <G(X, Y). Now consider the 
R-algebra automorphism 
which gives rise to an R-algebra automorphism 
(fq*)q-‘:R[Z:] -+ rw[Z:]. 
By Lemma 2.3f-’ =f-‘. Therefore (fo i;*)of-’ = (fo<,)of-‘. For simplicity this 
automorphism will be denoted by gr. Thus we obtain g&X) = @<(X, Y) + F’([, 0) + a’ 
and g&Y) = T,(X, Y) + G’(<,O) + b’, for certain @<(X, Y), T&X, Y) E R[X, Y] with 
zero constant terms. By Lemma 9.2 at least one of the elements F’(<, 0) + a’, G’(& 0) 
+ b’ E R is zero. Since we have infinite choices of 5 this happens only if F’(X, 0) = 0 
and a’ = 0 or G’(X,O) = 0 and b’ = 0 (recall that F’ and G’ themselves have zero 
constant terms). 
Case (a): F’(X, 0) = 0 and a’ = 0. In this situation Y divides F’(X, Y). On the other 
hand (*) shows that F’(X, Y) is a variable for R [X, Y]. So it must be at least a prime 
polynomial. Hence F’(X, Y) = cY for some c E R \ (0). We finally obtain that f- ’ is 
induced (by restriction) by the substitution X H cY and Y I+ G’(X, Y) + b’, which in 
turn defines an R-automorphism of R[X, Y]. Now consider the following R-auto- 
morphism of R[X, Y]: X H X and Y H Y - G’(0, C-IX) - b’. We denote it by h. 
Thus 
(f-‘oh)(X) = cY and (f-lo/z)(Y) = G’(X, Y) - G’(0, Y). 
Therefore G’(X, Y) - G’(0, Y) is a variable for R[X, Y]. But it is divisible by X. This 
means G’(X, Y) - G’(0, Y) = dX for some d E R\(O). We obtain that_/-’ is induced 
(by restriction) by the substitution X H cY and Y t+ dX + G’(0, Y) + b’. 
Now assume X’Y~E N. It is an easy exercise that XjY’ E supp((cY)‘(dX + 
G’(0, Y) + b’)j). Hence Xj Y i E M. 
Observe that in our situation f(X) = d-l Y - d-r G’(O,c-‘X) - d-lb’ and 
f(Y) = c-l X. But then the inclusion Xi Y’ E M analogously will imply XjY i E N. 
Therefore M = N modulo orientation of [w2 (= R @ K(M)). 
Case (b): G’(X,O) = 0 and b’ = 0. This case can be treated similarly to Case (a). 
The Main Theorem is proved. q 
10. Further remarks and questions 
The most natural generalization of our main result would be a positive answer to 
the following 
Question. Let M and N be finitely generated commutative, cancellative and torsion 
free monoids and R a (commutative) ring. Are then M and N isomorphic if R[M] and 
R[N] are isomorphic as R-algebras? 
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We could also omit the finite generation condition. What should be done first in 
this direction is to clarify the situation for rank 2 monoids, i.e. to consider arbitrary 
submonoids of Q2. An intermediate step here would be to treat the more tractable 
case when the finite generation is preserved for groups of quotients. 
In conclusion, let us present some examples showing that the case of higher rank 
monoids is considerably much more complicated. First a word on terminology. 
Assume M c Z’ is a finitely generated monoid for some natural r. By C(M) we again 
denote the convex cone in IV spanned by M. Suppose M has no nontrivial invertibles. 
Then C(M) will be a finite, polyhedral, rational and strictly convex cone. The 
necessary and sufficient condition for the existence of an integral embedding M c Z; 
(i.e. of the one for which M c Z: is an integral monoid extension) is that C(M) must 
be simplicial, where a finite strictly convex polyhedral cone in R’ with vertex at the 
origin is called simplicial if the directions of its edges (l-dimensional faces) are 
R-linearly independent. In general, however, M can always be embedded in Z: (pro- 
viding finite generation of M and triviality of U(M)). As above we let d, (M) denote 
the set of indecomposables of M. It clearly will be the smallest generating set of M. 
A simplicial decomposition of C(M) is a representation C(M) = U, C, where each 
C, is simplicial and C, n C,, is a face both of C, and C,, for arbitrary CI and a’. 
A simplicial decomposition will be called d, (M)-compatible if it is finite and the edges 
of the involved simplicial cones C, are all spanned by elements of dI (M). Here is our 
example (without describing details), which shows that even Proposition 4.3 -the first 
essential step in our arguments for rank 2 monoids ~ fails for higher rank monoids. 
Example. Let M be the submonoid of Z: generated by { (LO, O),(O, 1,1),(2,2, l), 
(1,1,2)} and N the submonoid of Z: obtained by intersecting Z: with the subgroup 
of z5, generated by ((4,LL 1,1),(1,4,1,1, L),(L L4,L f),(LL L4, f),(L LL 1,4), 
(4,4,4,4,4)). Then M and N are finitely generated normal monoids, N c Z: is an 
integral monoid extension and there exist d,(M)- and d,(N)-compatible simplicial 
decompositions C(M) = u, C, and C(N) = u, C,, respectively, such that neither of 
the collections {M n C,tm and {N n C, I0 consists of free monoids only. 
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