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Lire
la première partie
de la thèse
Part III
Influence of flame holder temperature
on combustion instabilities
This part is dedicated to the study of ame holder temperature inuence on combustion instabilities.
The objective is to investigate this fundamental phenomenon in a two-dimensional academic burner:
the INTRIG rig, which uses a laminar, premixed air/methane V ame under atmospheric conditions.
This part is decomposed into four chapters. In chapter 6, the experimental burner as well as the
corresponding numerical set-up of the DNS are introduced. Flame anchoring mechanisms observed in
two distinct operating regimes: a cooled ame holder and an un-cooled one are reported in chapter 7.
A third case of interest is observed in the limit of transparent cylinder (low emissivity) where the
ame stabilizes upstream of the ame holder. The inuence of the wall temperature on combustion
instabilities is assessed by the mean of FTF measurements for the three aforementioned congurations
(chapter 8). Finally, these FTFs are used as input of a detailed ROM of the INTRIG burner presented
in chapter 9.
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Chapter 6
The INTRIG burner: experimental and
numerical descriptions
The INTRIG burner was built with the support of the ERC Intecocis project (http://intecocis.
inp-toulouse.fr/en/home.html). It is dedicated to the inuence of heat transfer on the ame/acoustic
coupling for a premixed, laminar, V ame attached on a cylindrical rod. Both experiments and numerical
simulations (DNS) are used in this study. The objective of this chapter is to describe the INTRIG burner
and the associated set-up used for the DNS. Simulations have been carried out with 3 dierent chemical
mechanisms for methane/air ames (from 6 to 19 species) and a coupled heat transfer / ow resolution
to compute not only the ow but also the temperature within the cylindrical rod for both the cooled
and un-cooled cases.
Introduction
Among all the walls present in a chamber, ame holders play a special role because they control the most
sensitive zone of the chamber: the place where the ames are anchored. Any temperature change of the
ame holder will induce a change of position for the ame roots and therefore a change in stability and
eciency. The coupling mechanisms between heat transfer within ameholder and ame stabilization
have not been analyzed in detail yet. In a series of recent papers [184, 42, 185], the MIT group has
numerically studied the stabilization of premixed ames on square ame holders and shown that the
location of the ame roots but also the blow-o limits were strongly aected by the temperature of the
ame holder.
The present chapter focuses on a similar question: which dierences in both ame anchoring and
ame/acoustic coupling are observed when the temperature of the ame holder varies from a low
(typically 300 K for a ame holder which will be water cooled) to a high value (700 K for an uncooled
solid ame holder). In the present chapter, we rst focus on the INTRIG burner, which is described
in section 6.1. The setup of the DNS is described in the following sections. For the sake of clarity,
the setup of the DNS is detailed only for the un-cooled cylinder case. However, all results presented
here were also used to setup the cooled cylinder case. The choice of the geometry and the meshes are
detailed in section 6.2 while the heat transfer coupling methodology between the solid blu-body and
the reactive ow is described in section 6.3. Finally, the choice of the chemical kinetic scheme, which
appeared to be a key ingredient in the DNS, is detailed in section 6.4.
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6.1 INTRIG workbench
Following the work of Mejia et al [52] concerning the inuence of heat transfer on the ame dynamics,
it has been decided to design a new laminar burner called INTRIG, in which heat transfer could be
monitored precisely. The experimental rig is shown in Fig. 6.1: a lean premixed methane/air V-ame
is stabilized over a steel cylindrical blu-body (radius of r = 4 mm).
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Figure 6.1: Transverse cut of the burner. The length of the combustion chamber can be varied from
0.1 up to 0.35 m.
The burner has a constant cross section of h = 34 by l = 94 mm so that the ame remains two-
dimensional, a very interesting property for the DNS. The operating conditions are given in Tab. 6.1. In
these conditions, the ame is steady for all cases (even if it exhibited unsteady Karman Street vorticies
for non reacting ow) and the power of the burner is 7 kW for  = 0.75 and ub = 1.07 m.s−1. Individual
mass ow meters are used to control air and methane ow rates. Fuel and oxidizer are premixed before
entering the injection chamber though six holes. Glass wool, small glass balls and two honeycombs
panels are used to laminarize the ow.
The ow passes through a water-cooled plenum to ensure a constant fresh-gases temperature. Hot wire
measurements downstream of the plenum show that the ow is laminar: the uctuation level remains
below 1% everywhere in the chamber. The mean velocity prole, measured 35 mm upstream of the
cylinder, is displayed in Fig. 6.2.
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Figure 6.2: Comparison between experimental measurement and t for the inlet velocity prole
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As expected, the velocity prole is still at as the plenum is not long enough to obtain a Poiseuille
velocity prole after the glass balls. A power law t has been performed on these data to provide an
inlet boundary condition for the DNS:
u(y)
ub
= n + 1
n
(1 − V2y
h
Vn) (6.1.1)
where the only tting parameter is n, which is equal to 6 in this case. After the plenum, the ow
enters the combustion chamber where the ame holder is located. Two dierent blu-bodies have been
used to stabilize the ame. The rst one is a cooled steel cylinder (Fig. 6.3, left) maintained at 285
K by a 37 g.s−1 mass ow rate of cooling water. The second ame holder is a solid steel cylinder,
which has exactly the same external geometry as the cooled one (Fig. 6.3, right). In the following,
these cases will be denoted as CBB (Cooled Blu-Body) and UBB (Uncooled Blu-Body) respectively.
Finally, the combustion chamber has a quartz window in the front, and one on each lateral side wall,
for visualization. Flames are imaged on an intensied PCO-Sensicam camera equipped with a CH∗
narrow band-pass lter and a f/16 180 mm telecentric lens [186] (Fig. 6.3).
Name Quantity Value
 equivalence ration 0.75
ub bulk velocity 1.07 m.s−1
sl laminar ame speed 0.24 m.s−1
Tu injection temperature 292 K
Tadia adiabatic ame temperature 1920 K
Table 6.1: Operating conditions for the CBB and UBB cases.
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Figure 6.3: CBB: cooled blu-body (left) and UBB: uncooled blu-body (right). Experimental elds
of CH∗ are displayed for the two cases.
In the UBB case, the full cylinder is attached on only one side of the combustion chamber. On the
other side, there is a gap of approximately 3 mm between the cylinder and the quartz window when the
rig is cold. This gap drops to 1 mm at steady state during ame runs because of thermal expansion.
The ame holder temperature has been measured with a K-type thermocouple: TUBBcyl = 670 ± 40 K. A
temperature dierence of about 70 K has been measured between the two extremities of the cylinder.
This corresponds to a gradient of ∂T /∂x ≈ 750 K.m−1. The corresponding heat transfer is below 2 W
so that axial heat ux is not taken into account in the DNS.
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In the CBB case, the temperature elevation of the water used for cooling is equal to T = 0.15±0.05
K so that the cooling water temperature can be assumed to be constant. It leads to a total ux taken
from the ame xps→w = _mCpT = 24 ± 8 W .
The thermal properties of the steel used in both UBB and CBB cases are recalled in Tab. 6.2.
The emissivity of the blu body is directly linked to its surface state. In the present experiments, the
blu-bodies are oxidized so that an emissivity of  = 0.9 is retained. The eects of  are discussed using
DNS in chapter 7. Simulations (DNS) of the INTRIG burner have been planned in the early stages
Material ρcp [K−1m−3] λ [W /m/K] 
35NCD16 3.5 106 32 0.2 - 0.9
Table 6.2: Thermal properties of the steel used for the blu-bodies. The emissivity  ranges from 0.2
for polished surfaces to 0.9 for oxidized surfaces.
of its conception: the rig is designed by taking into account numerical simulations requirements. For
example, the ow remains two-dimensional and steady, which eases the computations. Moreover, no
sudden change of section occurs in the vicinity of the ame holder to avoid sources of acoustic losses.
The setup of the DNS is described in the following sections focusing on the UBB case.
6.2 Flow solver
The Navier Stokes equations are solved with the AVBP solver using a third-order scheme for spatial
dierencing on a two-dimensional hybrid mesh and an explicit two-step scheme for time advancement
[187, 188]. The NSCBC [11, 188] formulation is used for the boundaries.
This ow solver is particularly well adapted to study thermo-acoustic problems on large unstructured
meshes. Three chemical schemes have been tested from 6 to 19 species. Details about the chemical
kinetics are provided in section 6.4. Here, AVBP is used as a DNS solver which means that no LES
models nor ame thickening are used.
Studying anchoring mechanisms of the laminar ame does not require to simulate all the geometry
of the INTRIG burner. Indeed, only the region close to the blu-body must be simulated accurately as
long as a correct velocity is prescribed at the inlet (as shown in Fig. 6.2). Simulating only a portion of
the ame has two advantages:
• Reduction of the computational cost of the simulation. A small cost allows to run parametric
studies.
• Suppression of combustion instabilities as the unsteady heat release is generated close to the
external boundaries, where the ame touches the walls (see section 8).
As a consequence, the geometry used in this chapter as well as in chapter 7 starts 35 mm upstream of
the rod and ends 50 mm after. The size of the ner cells is xed to 70 µm. This is enough to correctly
resolve the ame front. The ame thickness is dened by:
δth = Tadia − Tu
max (dT /dx) (6.2.1)
For a methane/air premixed ame at  = 0.75 and with Tu = 292K: δth = 580 µm so that at least 8
cells are obtained in the ame region. At this resolution, all transported species are accurately resolved
across the ame front. The mesh size of 70 µm also allows to capture both dynamic and thermal
boundary layers along the cylinder. The thermal boundary layer thickness at the stagnation point is
Lth = 700 µm and is thickened as the ow passes around the cylinder. It is meshed with at least 10
cells. The dynamic boundary layer is thicker than the thermal one (Pr < 1).
100
6.2.1 Tetrahedral mesh
Fully tetrahedral meshes have been rst considered for two reasons:
• Simplicity of mesh creation with unstructured meshing tools such as Centaur1.
• Possibility to use the automatic mesh renement chain tool HIP/MMG3D, which only works for
tetrahedral meshes now.
The automatic mesh renement chain tool makes it possible to rene the mesh only where it is needed:
close to the blu-body, but also in the ame region. This permits to control locally the size of mesh
elements, according to previous simulations.
However, using tetrahedral meshes did not provide accurate results, especially close to cold bound-
aries such as around the rod: its steady state temperature measured experimentally is about 670 K,
which is cold when compared to the adiabatic ame temperature Tb = 1900 K. The longitudinal velocity
eld obtained on a tetrahedral mesh is displayed in Fig. 6.4: velocity oscillations are observed in the
vicinity of the blu-body. It appears that such non-physical behaviour only occurs close to iso-thermal
boundaries, where heat transfer is intense. By taking a closer look at the velocity eld, one observes that
the glitches are mesh dependent. Indeed, the velocity glitches occur when the mesh topology changes
Figure 6.4: Zoom on the velocity eld downstream of the blu-body. (Reacting ow)
at the boundary. This problem is observed independently of the numerical scheme used.
6.2.2 Hybrid mesh
The tetrahedral grid approach did not provide good results, mainly because of the non-uniformity of
the cells close to the blu-body where heat uxes are very large. This diculty was overcome by using
structured grids close to the cold boundaries. Indeed, hybrid meshes containing 5 layers of quadrilateral
cells at the boundary were generated with Centaur and used for the DNS. The hybrid mesh and the
corresponding velocity eld are displayed in Fig. 6.5. As expected, all velocity glitches disappeared. Ad-
ditional information about numerical pressure and velocity oscillations and their suppression is provided
in the Appendix E.
Using hybrid meshes imply that the automated mesh renement chain tool described in chapter 4
for cold ows in swirl injectors cannot be used anymore. The hybrid mesh should be generated carefully
1Centaur is a unstructured meshing tool which outputs grids compatible with AVBP
101
Figure 6.5: Left: hybrid mesh closed to the ame holder; Right: Velocity eld obtained on the hybrid
mesh.
with smooth variations of cells size between the rened regions (blu-body, ame) and the others. This
can be achieved in Centaur by creating a large number of renement sources, with continuous bi-linear
variations for the cells size criteria.
6.2.3 Mesh independence
A typical size of 70 µm has been chosen in the ame regions as well as along the cylinder in order
to correctly capture the small length scales of the reactive ow. The choice of this size is based on
physical criteria (boundary layer, ame thickness). In order to validate this choice, simulations have
been carried out on a ner mesh: 40 µm in the ame front and boundary layers. A comparison is shown
in Fig. 6.6 in the most complex zone of the ow, where velocity streamlines are displayed for the two
grids. One may observe that the small recirculation zone located upstream of the ame is identical for
both meshes. The topology of the ames will be discussed in details in chapter 7. This section only
shows that the DNS are mesh independent: this is one of the advantages of being able to run 2D DNS.
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Figure 6.6: Comparison of the DNS with two dierent meshes. Left: the mesh used in the following.
Right: the ner mesh used for validation. The recirculation zone is well captured by both meshes.
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6.3 Heat transfer in the bluff-body
This section focuses on the heat transfer occurring between the reactive ow and the ame holder. As
the blu-body is completely immersed in the ow and end eects can be neglected, its mean temperature
is imposed by the surrounding heat uxes. Three contributions must be taken into account to accurately
predict the mean temperature of ame holder. The rst two are the convective heat transfer: one from
the burnt gases to the downstream face of the ame holder, which cools the reactive ow and the other
from the upstream face of the ame holder to the unburnt gases, which heats up the latter. The last
contribution is the radiative heat transfer emitted by the ame holder surface which must be accounted
for when relatively high temperatures are reached:
φrad = σ(T 4 − T 4ext) (6.3.1)
where T is the local temperature at the cylinder surface. Radiation from the gas (H2O, CO2) and from
the hot walls downstream of the combustion zone is neglected. Furthermore, walls surrounding the
ame holder (which are cooled) have a temperature close to the fresh gas and are assumed to behave
as black bodies: Text = Tu.
When compared to simulations where the temperature at the walls are imposed, an accurate resolu-
tion of heat transfer provides two advantages. First, the temperature of the blu-body is not imposed
and can freely adapt to the surrounding ow. Second, the blu-body temperature can uctuate when
the ow is pulsed or experiences instabilities. Two methods can be used to take into account heat
transfer in the blu-body:
• Homogeneous adaptive boundary condition (HABC)
In this method, an iso-thermal boundary condition is used for the blu-body. Its temperature
Tc, which is assumed to be uniform, is advanced in time according to the sum of the surrounding
heat uxes. This allows a cheap coupling of the ow with the cylinder temperature. It is justied
by the large heat diusivity of the blu-body.
• Coupling with a solid heat transfer solver (CSHT)
This strategy allows to fully compute the temperature eld in the ame holder by coupling the
ow solver (AVBP) with a heat transfer solver (AVTP): continuity of temperature and heat uxes
is ensured between the two solvers. Here, one has access to the local temperature and heat uxes
elds inside of the ame holder [189, 190].
6.3.1 Homogeneous adaptive boundary condition (HABC)
A new iso-thermal boundary condition has been introduced in AVBP to compute the temperature of the
cylinder Tc (supposed to be homogeneous). The cylinder temperature Tc, which is imposed everywhere
in the cylinder and also all along the boundary, satises:
∂Tc
∂t
= 1
Cp
∮
S
φ⃗c − σ(T 4c − T 4ref)n⃗ d⃗s (6.3.2)
where Cp is the heat capacity of the blu-body, Tc: its temperature and φ⃗c is the convective heat
ux. Both d⃗s and n⃗ are pointing inside of the cylinder so as the convective heat ux. In order
to reach a steady state rapidly, the heat capacity can be decreased by several orders of magnitude.
Equation 6.3.2 is advanced in time by a rst order nite dierence Euler scheme every iteration of the
CFD solver. Computing the integrals appearing in the RHS of equation 6.3.2 causes performance issues
in AVBP. Indeed, this computation requires gather/scatter MPI communications which are costly. As
a consequence, the integral is computed only once every ntemp iterations. This does not alter the time
advancement as long as ntempdtP min(tflow, tsolid).
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Figure 6.7: Temperature and heat release eld obtained with the homogeneous adaptive boundary
condition for the un-cooled case (BFER chemical scheme).
With the 2S CH4 BFER kinetic mechanism (see section 6.4), the steady state temperature of the
blu-body is THABC = 760 K. The associated heat release eld is displayed in Fig. 6.7. As expected,
the temperature of the blu-body stabilizes between the temperatures of burnt and unburnt mixtures.
Contrary to adiabatic blu-body, the ame foots are extinct close to the cylinder while the unburnt
gases are heated all along the blu-body due to the heat transfer. A detailed explanation of the ame
anchoring mechanism is provided in chapter 7.
6.3.2 Coupling with a solid heat transfer solver (CSHT)
In the second method (CSHT), one more step is takem and we now want to obtain the temperature eld
in the cylinder. To do this, the resolution of the heat transfer equation (with a solver called AVTP)
inside of the blu-body relies on an implicit rst-order forward Euler scheme for time integration [191]
and a second-order Galerkin scheme [192]. Local heat uxes φs are imposed in the solid solver at the
boundary shared between the solid and the uid domains. The AVTP solid solver then sends skin
temperatures back to the DNS code for the next iteration.
Both codes are coupled with a software called OpenPALM [193] which exchanges the thermal infor-
mation (temperature and uxes) at the external face of the blu-body. The local temperature obtained
by the solid solver on the cylinder surface is applied through an isothermal NSCBC boundary condition
[194] in the uid solver whereas the local convective heat ux and the radiative ux are imposed in
the solid solver. The characteristic ow time τf is of the order of 50 ms while the solid characteristic
time τs is of the order of 10
3 s. The simulation of the ame for several τs times is impractical. The
coupling strategy to accelerate the convergence towards steady state is that each domain (ow and
solid) is advanced at its own characteristic time using a time step αfτf for the uid and αsτs for the
solid with αf = αs [190]. This is equivalent to decreasing the heat capacity of the solid while preserving
its conductivity, as done for the homogeneous adaptive boundary condition.
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Figure 6.8: Temperature and heat release eld for the coupled boundary condition.
Heat release and temperature elds obtained with the coupled boundary condition are displayed in
Fig. 6.8 for the un-cooled cylinder and the 2S CH4 BFER scheme. These elds are very similar to the
ones obtained for the homogeneous adaptive boundary condition (Fig. 6.7). This method also provides
the temperature distribution inside of the ame holder. It varies between 758 and 777 K with an
average temperature of 766 K which is very close to the value obtained for the homogeneous adaptive
boundary condition (760 K). However, the mean temperature is overestimated by about 100K when
compared to experimental measurements.
The temperature extent across the blu-body (T = 777 − 758 = 19 K) is small when compared to
ow temperature variation: T P Tb − Tu. This can be recovered with a one dimensional model of the
ame-holder in which thermal resistances are connected in series:
Rtot = Rcu +Rs +Rcd (6.3.3)
where Rcu = 1/hcu is the heat resistance associated with the convective heat transfer upstream of the
ame-holder, Rs = 2r/λ is the heat resistance associated with the conduction of heat in the blu-body:
Rs ≈ 2 10−4 m2K/W and Rcd = 1/hcd, for the downstream convective heat transfer. Both convective heat
transfer coecients are supposed equal: hcu = hcd ≈ 100 Wm−2K−1 so that Rcd = Rcu ≈ 10−2 m2K/W .
A one-dimensional sketch of this simple model is provided in Fig. 6.9. The variation of temperature
between the upstream and downstream faces of the ame holder is:
T = Rs
Rtot
(Tb − Tu) ≈ 1
100
(Tb − Tu) (6.3.4)
This corresponds to a temperature dierence T2 −T1 ≈ 16 K which is close to the value observed in the
coupled DNS: ∣777 − 758∣ = 19 K. As a consequence, both CSHT and HABC methods provide similar
results and these results are also consistent with the simple model of Fig. 6.9. The CSHT approach
has been retained in the following of the manuscript as it provides more information for a negligible
additional computational cost: AVTP is an implicit solver and the solid mesh only contains a few cells
(< 104). It adds a negligible computational eort to the ow solver AVBP.
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Figure 6.9: Sketch of the one-dimensional approximated model for heat transfer.
6.4 Chemical kinetic mechanisms
In the previous sections, the geometry has been properly meshed with an hybrid grid and a coupled
ow/solid solver approach has been retained to capture heat transfer between the ow and the blu-
body. It is now possible to focus on the choice of the chemical kinetic scheme. This topic is especially
important in the context of non-adiabatic ames, such as the ones anchored in both UBB and CBB
cases. These ames will come very close to the cylinder and low temperature chemistry will play a role.
Tabulation methods become dicult to use and we have focused on schemes which are compatible with
DNS accuracy.
Designing a new chemical kinetic mechanism is a complex task [195, 196, 197]. However, some
interesting schemes have already been developed for air/methane combustion. In this sections 6.4.1 and
6.4.2, such schemes will be validated on one-dimensional congurations with both AVBP and Cantera
[198] and then used in INTRIG simulations as sketched in Fig. 6.10. Cantera is a one dimensional
Navier-Stokes reactive solver featuring automatic mesh renement and an accurate molecular transport
model.
Intrig simulations
• Flame shape
Mechanism:
• Transported species
• Reactions
1D simulations
• Adiabatic temperature
• Flame speed
designing process
validation
Use in realistic configuration
Figure 6.10: Workow for designing and using chemical kinetic mechanisms in AVBP.
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To begin with, the 2S CH4 BFER [199] global mechanism is investigated in section 6.4.1. Two other
mechanisms[200, 195] are then scrutinized in sections 6.4.2.
Detailed kinetic mechanisms are based on Arrhenius equations, which link the progress rates of individ-
ual reactions with the respective molar concentration of reactants and products[11]. A chemical scheme
can contain as many reactions as needed. However, in order to lower the computational eort, simplied
schemes with as few reactions as possible are always preferred. In the case of a single step chemistry
with N species, the following conservation equation is obtained:
Nr+NpQ
k=1 νkMk = 0 (6.4.1)
where Mk stands for the dierent species involved in the reaction and νk is the molar stoichiometric
coecients of both reactants (positive) and products (negative). The probability that a reaction occurs
between two distinct species A and B to form C: PA+B→C , is proportional to the probability that both
molecules encounter, so that PA+B→C Œ [A][B], where [] stands for the molar concentration. These
results can only be applied to elementary reactions, which cannot be decomposed into simpler ones. In
the general case, the progress rate of the reaction PR is a function of the molar concentrations of each
species involved in the reaction:
PR =Kf Nr∏
k=1[Xk]nk −Kr
Np+Nr∏
k=1+Nr[Xk]nk (6.4.2)
where Kf and Kr are the forward and backward rates of reaction. It is convenient to link the molar
concentrations and mass fractions as only the latter are computed in CFD codes: [Xk] = ρYk/Wk with
Wk, the molar mass of the species. In this law, the exponents of the molar concentration terms are
equal to their molar stoichiometric coecients for elementary reactions. Both forward and backward
rates of reaction may be expressed by the Arrhenius equation:
K = AT β exp(− Ea
RT
) (6.4.3)
where the pre-exponential constant A, the temperature exponent β and the activation energy Ea are
tabulated for each reaction.
6.4.1 2S CH4 BFER global scheme
Simulations have been rst conducted with a two-step global mechanism tted for air/methane com-
bustion called 2S CH4 BFER [199]. This scheme is built to reproduce both the correct adiabatic ame
temperature and laminar ame velocity for lean air/methane premixed ows over a wide range of con-
ditions. It contains two chemical reactions and 6 species: CH4, O2, N2, H2O, CO2, CO. The rst step
produces carbon monoxide and water from methane and dioxygen:
CH4 + 3
2
O2 → CO + 2H2O (6.4.4)
The second step is the CO-CO2 equilibrium reaction:
CO + 1
2
O2  CO2 (6.4.5)
These two reactions are not elementary. As a consequence, the exponents of equation 6.4.2 are not equal
to the stoichiometric coecients of the species. The rst validation of a scheme is to compute laminar
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ame velocities. The latter can be measured accurately in 1D simulations by using the conservation
equation of fuel mass fraction integrated over the entire domain for a lean ame:
ρuslY
F
u = ∫ ∞−∞ _ωF dx (6.4.6)
where the subscript u stands for unburnt quantities and Y Fu the mass fraction of fuel in the unburnt
mixture.
As Shown in equation 6.4.6, the laminar ame speed sl may be retrieved my measuring the total fuel
reaction rate integrated over the entire domain. In the following, two parametric studies are presented.
φ 0.7 0.75 0.8 0.85 0.9
sl [cms−1] 18.2 22.0 25.5 29.0 32.3
Table 6.3: Laminar ame speed against the equivalence ratio at Tu = 298 K with Cantera.
First, the inuence of equivalence ratio on sl is investigated in table 6.3. As expected, the ame
velocity increases with the equivalence ratio. These ame velocities are compared to experimental
measurements in Fig. 6.14.
The second parametric study concerns the inuence of the fresh gases temperature Tu over the
laminar ame velocity. Indeed, heating of the unburnt mixture (of the order of 100 to 300 K) is observed
in simulations which take into account heat transfer from the ame holder to the fresh mixture. The
Figure 6.11: Laminar ame velocity against the fresh gas temperature at φ = 0.75 and x = 50µm
fresh gases temperature Tu strongly inuences the laminar ame velocity and the kinematic scheme
must account for this. For instance, a heating of 150 K doubles the laminar ame velocity. The results
of the two-step scheme can be compared with the following asymptotic model:
sL(T1) = sL(T0)(T1
T0
)αT (6.4.7)
Expected values of αT are close to 2 for this operating regime. A monomial regression applied to the
data displayed in Fig. 6.11 leads to αT,BFER = 2.05 which is close to the expected value: αT = 2.1 [201].
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6.4.2 Reduced mechanisms
In addition to the global two-step scheme of section 6.4.1, two additional mechanisms have been used
in this study: the LU13 [202] and LU19 [195] reduced mechanisms. These mechanisms were deduced
from two detailed kinetic schemes [203, 204], which contain too many species to be directly used in CFD
solvers but include all the best chemical knowledge available today. The reduction procedure occurs in
three steps [195]:
reduction of a detailed mechanism
1. Skeletal reduction
Unimportant species as well as the participating reactions are removed. Simulations are
carried out to assess the need of each species in typical operating regimes: auto-ignition and
perfectly stirred reactor. Both LU13 and LU19 mechanisms have been obtained by neglect-
ing the NO chemistry. This assumption has a negligible impact on the main mechanism
acording to Lu [195].
2. Identification of Quasi Steady State (QSS) species
In the next reduction step, species with low concentration which are consumed very fast
can be treated separately. These are called the QSS species for which a (quasi) constant
assumption can be proposed: ∂A/∂t ≈ 0 so that the concentration of species A can be
expressed as a simple function of other non QSS species. This is done by combining all the
elementary kinetic equations in which the QSS species is implied.
3. Analytical resolution of the QSS equations
Most of the time, the QSS equations are solved with an iterative procedure, which provides
an approximation of the solution. Here, the QSS equations are transformed so that the
concentrations can be derived analytically. This reduces the computational time required
to compute the chemical kinetics.
Reduced mechanisms are very convenient for CFD codes: as few species as possible are transported
and sti elementary reactions are removed while remaining very close to the detailed mechanism. Two
reduced mechanisms have been used and compared to the 2S CH4 BFER mechanism.
Among them, the LU13 mechanism has been used to describe the chemical kinetics of the methane-
air combustion [202]. It is reduced from the GRI-1.2 mechanism [203]. Only 13 species are retained: the
species present in the 2S CH4 BFER scheme plus H, H2, O, OH, HO2, CH2O and CH3. As expected, all
these species are reaction intermediates and take non negligible values only in the vicinity of the ame
front. This property allows to start a computation with a global scheme such as the 2S CH4 BFER
and then switch to a reduced scheme by adding all the reaction intermediates to the solution (add spec
procedure in AVBP). This mechanism has been validated with one-dimensional ames with both Cantera
and AVBP. For instance, the laminar ame velocity as a function of the grid resolution is displayed in
table 6.4 and proles of heat release rate and temperature are shown in Fig. 6.12.
x [µm] 12.5 33 50 62.5 83
sL [cms−1] 24.1 24.0 24.0 24.0 24.1
Table 6.4: Laminar ame velocity against the mesh resolution for a lean premixed conguration:
φ = 0.75, Tu = 298 K. Computations with LU13 scheme (13 species) and AVBP. The value predicted
with the 2S CH4 BFER scheme is 22 cm.s−1. The ame thickness based to the maximum temperature
gradient is 580 µm.
On the one hand, the laminar ame velocity of the LU13 mechanism is close to the one of the
2S CH4 BFER scheme at the equivalence ratio of interest: φ = 0.75. An other interesting fact is that
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Figure 6.12: Comparison between 2S CH4 BFER and LU13 mechanism for both temperature and
heat release proles.
the required mesh resolution is the same as the one for the 2S CH4 BFER scheme. As a consequence,
switching to a reduced mechanism only implies the transport of more species and the resolution of more
complex chemical kinetic equations. For instance, in AVBP, switching from the 2S CH4 BFER scheme
to the LU13 scheme increases the computational cost by a factor two in INTRIG simulations.
On the other hand, dierences are observed for the temperature prole as shown in Fig. 6.12: the
reactive region can be decomposed into two zones. In the rst one (x ∈ [−0.3,0.2] mm in Fig. 6.12,
left), heat release is very important and the temperature increases rapidly. In the second region (x > 0.2
mm), the heat release rate is smaller but non zero and the temperature slowly converges to the adiabatic
temperature Tb = 1920 K. This is due to the slow consumption of reaction intermediates such as O and
OH. This result exhibits the ability of the LU13 scheme to reproduce a more realistic ame front.
The LU19 mechanism has been later proposed by Lu [195]. Contrary to the LU13 scheme, it is
reduced from the GRI-3.0 mechanism [204] and validated on perfectly stirred reactors as well as auto-
ignition cases. It is designed to be ecient for both lean and rich operating regimes by adding 6 new
reaction intermediates to the LU13 mechanism: H2O2, CH3OH, C2H2, C4H2, C6H2 and CH2CO. As
stated earlier, the NOx chemistry is not modelled in both LU13 and LU19 reduced mechanisms but can
be easily added is done by Jaravel [205].
Both reduced mechanisms have been tested in Cantera and in AVBP where the increase of com-
putational time is approximately proportional to the number of transported quantities. For instance,
5 + 6 = 11 variables2 are transported for the 2S CH4 BFER mechanism while 5 + 19 = 24 variables are
transported for the LU19 mechanism. In practice, the computational overhead is sightly higher because
more time is devoted to compute the chemical kinetics [205].
6.4.3 Comparison of chemical kinetic schemes for 1D flames
A quantitative comparison between the 2S CH4 BFER, LU13, and LU19 mechanisms is now carried out.
We rst compare the mass fractions of relevant species as shown in Fig. 6.13 with AVBP. Concerning
25 for the NS equation and 6 species in the 2S CH4 BFER scheme.
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Figure 6.13: Mass fractions of some species across the ame front (AVBP). Left: species present in
the three mechanisms. Right: reaction intermediates only present in LU13 and LU19 mechanisms.
the species transported in all mechanism such as CH4, CO or CO2, one may observe some discrepancies,
especially concerning the peak of CO and its value in the burnt gas, which is under-estimated with the
2S CH4 BFER scheme. However, no dierences are observed between both LU13 and LU19 mecha-
nisms for the same species. These two reduced mechanisms exhibit slight dierences for some reaction
intermediates such as CH3 or OH (Fig. 6.13, Right).
We then compare laminar ame velocities for various equivalence ratios by studying 1D ames.
Using Cantera allows to obtain results for the GRI3.0 mechanism, which is not available in AVBP.
Laminar ame velocities provided by Cantera simlulations for 2S CH4 BFER, LU13 and LU19
mechanisms are shown in Fig. 6.14 for the following operating condition: T = 298 K and P = 101300
Pa. These schemes are compared with the detailed GRI-3.0 mechanism [204] but also with experimental
results of Dirrenberger et al[206]. The error bars in the experimental measurements correspond to the
envelope of four dierent measurements performed by dierent authors. These measurements were
realised using counter ow ames [207, 208] or spherical ame [209].
Figure 6.14: Laminar ame velocity comparison between dierent chemical kinetic mechanisms and
experimental results extracted from [206] for methane/air lean ames at T = 298 K.
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The laminar ame velocity from the LU13 mechanism is 6% higher than the one from the GRI-3.0
mechanism while the error is below 1% for the LU19 mechanism. This was expected as only the LU19
mechanism is reduced from GRI-3.0. However, a dierence of about 14 % is observed between the
mean experimental measurement and the LU19 reduced mechanism at  = 0.75. All chemical schemes
over-estimate ame velocities in this case except 2S CH4 BFER which was actually tuned to match
experimental data.
Figure 6.15: Temperature (Left) and heat release rate (Right) comparison for a ame stabilized on a
burner at 700 K.
The inuence of heat losses over the ame topology is now investigated. Flame stabilized over
porous burners with constant rim temperature (here at 700 K with φ = 0.75) have been simulated with
Cantera. Contrary to freely propagating ames, stabilized ones are aected by the heat losses occurring
at the burner rim. Both temperature and heat release rate proles obtained downstream of the hot
burner are reproduced in Fig. 6.15.
Similarly to the laminar velocity study, both LU19 and GRI3.0 schemes provide identical results.
Discrepancies are observed with both LU13 and 2S CH4 BFER mechanisms. These may be explained
by the dierence in laminar ame velocity. For instance, the 2S CH4 BFER mechanism has a lower
ame velocity than the GRI3.0 mechanism so that the corresponding ame is stabilized downstream
where the heat loss is less intense.
6.4.4 Application to the INTRIG burner
In addition to the 2S CH4 BFER scheme, the two reduced mechanisms LU13 and LU19 have been used
in the simulations of the INTRIG conguration. A detailed comparison of LU13 and LU19 schemes is
provided in Fig. 6.16. Species transported in the LU13 mechanism (except N2) are displayed on the left
while all the corresponding species in the LU19 mechanism are displayed on the right. Most of them
are very similar. However, some dierences exist close to the blu-body: the reaction intermediate CH3
is less intense.
The ames simulated with the three dierent mechanisms are then compared to experimental mea-
surements of the ame front location. Heat transfer is taken into account thanks to the coupled strategy
(section 6.3.1) on a hybrid, unstructured mesh (section 6.2). The experimental eld of radical CH∗ is
represented in Fig. 6.17 in addition with the three ame fronts curves obtained in the DNS. Both reduced
mechanisms perform better than the 2S CH4 BFER global scheme. Moreover, the LU19 mechanism
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Figure 6.16: Comparison between the (normalized by max value) mass fraction elds obtained with
both LU13 (Right) and LU19 (Left) mechanisms in the INTRIG conguration. The value associated
with each species represent the maximum mass fraction Yk. Three iso-contours are provided: a = 0.02,
b = 0.5 and c = 0.98. The color scale starts from white (Yk/Yk,max = 0) up to gray (Yk/Yk,max = 1) to ease
the reading of the iso-contours.
provides the best results: this is consistent with the fact that it is taking into account more species and
reactions than the LU13 mechanism and predicting a more precise ame velocity (Fig. 6.14).
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erent kinetic mechanisms while the gray eld is the CH‡ eld measured
experimentally for the UBB ame (un-cooled case).
6.5 Conclusion
The objective of this chapter was to describe the INTRIG burner, which is built to study the inuence
of heat transfer on ame dynamics. Along with the experiments, numerical simulations (DNS) have
been conducted to get more insight into the physical mechanisms involved in both ame stabilisation
and dynamics. Concerning the mesh, the heat transfer and the kinetic mechanisms, several options
have been confronted. The nal choices are recalled in Fig. 6.18. In this chapter, emphasis has been
placed on numerical issues encountered in the UBB case. The strategy depicted here is used in the two
following chapters to study anchoring mechanisms (chapter 7) and ame dynamics (chapter 8).
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Heat transfer
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Figure 6.18: Overview of the DNS strategy. Rectangles isolate the best options retained.
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Chapter 7
Mechanisms of flame anchoring on
cylindrical bluff-bodies
Chapter 6 has allowed us to determine the best numerical strategy for DNS (Hybrid mesh, coupled
strategy, LU19). Now, the mechanisms controlling laminar ame anchoring on a cylindrical blu-
body can be investigated using DNS and experiments. Two congurations are examined: water-cooled
(CBB) and uncooled (UBB) steel blu-bodies. Comparisons between experimental measurements and
DNS show good agreement for the steady ame root locations in the two congurations. In the cooled
case, the ame holder is maintained at about 300 K and the ame is stabilized in the wake of the
cylinder, in the recirculation zone formed by the products of combustion. In the uncooled case, the
blu-body reaches a steady temperature of about 700 K in both experiment and DNS and the ame is
stabilized closer to it. The fully coupled DNS of the ame and the temperature eld in the blu-body
also shows that capturing the correct radiative heat transfer from the blu-body is a key ingredient
to reproduce experimental results. Finally, upstream stabilized ames can be obtained in the DNS for
very hot blu-bodies, when radiative heat transfer is reduced (TBB).
Introduction
In the previous chapter, both experimental and numerical setup of the INTRIG burner have been
presented. It has been shown that using a coupled ow/solid DNS solver is a key ingredient to study
ame anchoring mechanism as heat transfer occurs at the interface between the reactive ow and the
cylinder. Among all the chemical kinetic schemes tested, the LU19 mechanism was retained as it
provided the best results.
Here, both experiments and DNS are used to analyze the dierences in ame structure for two
dierent operating regimes. The simulations, performed for cooled and uncooled ame holders, reveal
drastic dierences in ame root location and ow topologies. They also show that radiative heat
transfer must be taken into account to predict the ame topology for the uncooled case. Finally,
a parametric study is performed for the emissivity  of the cylinder. As this parameter decreases,
radiative heat transfer is reduced and the cylinder temperature increases. A discontinuous transition is
observed between ames stabilized on the sides of the blu-body and ames stabilized upstream of it
at Tcyl ≈ 1600 K when the emissivity,  goes from large to small values.
Results for the cooled ame holder (CBB) are discussed in section 7.1 before presenting the uncooled
case (UBB) in section 7.2. Section 7.3 discusses the inuence of radiative heat uxes on the ame
stabilization when the ame holder is uncooled. Finally, two simple theoretical models are introduced
to predict the existence of ames stabilized upstream of the blu-body, which is a third possibility
predicted by the DNS.
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Figure 7.1: Left: Comparison between DNS (solid line: iso-contour of heat release rate) and experi-
mental (CH∗ eld) ame fronts in the CBB conguration. Right: Normalized wall heat ux along the
cooled cylinder external boundary.
7.1 CBB configuration
Since the blu-body temperature is controlled by a water ow which is not computed, a boundary
condition at the inner diameter of the ame holder is required. This is simple here because the water
temperature is almost constant (Tw ≈ 293 K) so that the convective inner ux φs→w (Fig. 6.3) can be
modeled through a Newton law at the solid/water boundary:
φs→w = hturb(Ts − Tw) (7.1.1)
where Ts is the local inside skin temperature of the cylinder, Tw is the mean temperature of the cooling
water in the outer passage and hturb is the heat transfer coecient. The water ow is turbulent with a
Reynolds number of Re ≈ 5800 > Rec ≈ 2400 according to [210]. The heat transfer coecient hturb for a
turbulent ow in an annulus is obtained by a correlation [211]:
hturb = cpρv 0.023
Re0.2Pr2/3 , P r = µcpλl (7.1.2)
where cp and µ are the specic heat at constant pressure and the dynamic viscosity of the cooling water
respectively and v is the bulk velocity in the outer annulus. The corresponding turbulent heat transfer
coecient is hturb ≈ 3 104 W.m−2.K−1.
Experimental and DNS results are compared by superposing iso-contours of the heat release rate
(20 % of maximum) and CH∗ eld obtained in the experiments (Fig. 7.1, left). The location of the
ame root is accurately reproduced in the DNS. Flame angles () from DNS and experiments are close
to each other: DNS = 0.072pi ± 0.003pi and XP = 0.065pi ± 0.003pi. This result is coherent with the
dierences in laminar ame velocity: Fig. 6.14 shows that LU19 overestimates mean experimental ame
velocities by 14 %.
In this conguration, the ame roots are located 3 mm downstream of the blu-body at the angle
of θCBB ≈ 0.15pi. Figure 7.1, right shows the normalized heat ux entering the cylinder:
φ∗r = φ⃗fluid.n⃗ρuYCH4slQ (7.1.3)
where ρu = 1.2 kg.m−3 and YCH4 = 0.042 are the gas density and methane mass fraction in the unburnt
side respectively, Q = 50100 J.g−1 is the mass heat of reaction for methane/air combustion. This ux is
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Figure 7.2: Temperature (iso-contours, solid and lower part of the uid) and ow (stream lines, upper
part of the uid) visualization in the CBB case. The ame front location is marked by the iso-contour
of 20% of the maximum heat release in the upper part and by its centerline in the lower part.
positive at all angles as the cylinder remains cooler than the unburnt mixture. It peaks at φ∗r = 0.1, a
value comparable to maximum uxes reached during SWQ (Side Wall Quenching) ame/wall interaction
where reduced uxes can reach 0.15 [11].
The ame root is located in the recirculation zone (Fig. 7.2) in the wake of the cylinder. Similar
results were previously observed by Kedia et al [42] for a ame stabilized behind a square blu-body
in ceramic. The temperature is quasi uniform inside the ame holder. It ranges between 285 K, the
temperature of the cooling water and 291 K. The DNS data can be used to compute the total heat
transfer between the cylinder and the cooling water:
s→w = ∫
θ
φr(rint) lrintdθ (7.1.4)
where rint = 3 mm is the radius of the inner boundary of the cooled ame holder. This ux is equal
to 29 W and is consistent with the experimental measurement based on the cooling water heating:
exps→w = _mwcp(T outw − T inw ) = 24 W .
The ratio between the heat losses along the cooled cylinder (29 W ) and the total power of the burner
(7 kW ) shows that less than 0.5 percent of the thermal energy released by combustion is transferred
to the cooled ame holder. This is a negligible quantity but its eects on the ame itself, in term of
stabilization and dynamics, are large
The ame structure can be analyzed by visualizing the maximum heat release rate along the ame
front (Fig. 7.3, left). This quantity has been normalized by the heat release rate of the equivalent
laminar un-stretched adiabatic ame. Three dierent zones can be identied:
• The adiabatic zone (Az). Downstream of the cylinder (z > 16 mm), the heat release rate goes to
unity showing that the ame has forgotten its stabilization zone and is not aected by the cooled
ame holder. Typical proles of mass fractions of one reactant (CH4), one product (H2O) and
one reaction intermediate (CH3) are displayed in Fig. 7.3, right, along the path [CD] of Fig. 7.2.
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EzAz
Figure 7.3: Left: Normalized maximum heat release rate along the ame front (dashed line in Fig. 7.2)
for the CBB case. z = 4 mm corresponds to the cylinder external wall.
Right: Mass fractions of CH4, CH3 and H2O along the paths [AB] ∈ Ez (curve with markers) and[CD] ∈ Az (curves). The mass fraction of CH3 is multiplied by a factor 100.
• The extinction zone (Ez). Close to the blu-body (z < 5.3 mm), the ame is quenched. In this
region (path [AB] in Fig. 7.2), the ow is dominated by diusion processes since no production
nor consumption of reaction intermediates is observed. The reactants present away from the wake
of the cylinder (point A, Fig. 7.2) are mixed with the products of combustion convected in the
recirculation zone (point B).
• The mixed zone (Mz). This zone is located downstream of the center of the recirculation zone
(z ∈ [5.3,16] mm). Here, the combustion is less intensive because the fresh mixture has been
mixed with products of combustion so that the local equivalence ratio is decreased. This is the
zone where the ame roots are located. Fig. 7.3, left, shows that the transition from the quenched
state (zone Ez) to the fully burning state (zone Az) is progressive in the zone Mz and takes place
over a length of approximately 1 cm.
7.2 UBB configuration
This section describes the steady ame obtained for an uncooled conguration where the cooled blu-
body of Fig. 6.3, Left is replaced by a solid steel cylinder (Fig. 6.3, Right).
7.2.1 Anchoring mechanisms
For the uncooled ame holder, a steady symmetrical ame is also observed. The comparison between
DNS and experiments is very good (Fig. 7.4, left). Compared to the CBB case (Fig. 7.1, left), the
ame is much closer to the ame holder. The radial heat ux in the uid region can be used to
determine its angle. The angle θUBB corresponds to the azimuthal point where the heat ux changes
sign: θUBB = θ / φ⃗fluid.n⃗ = 0 where n⃗ is the normal unit vector pointing inside of the cylinder. As shown
in Fig. 7.4, right: θUBB = 0.37pi while θCBB was 0.15pi (section 7.1). Furthermore, the ame roots are
located at 0.3 mm of the ame holder instead of 1.6 mm for the CBB case.
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Figure 7.4: Left: Comparison of DNS (iso-contours of heat release rate) and experimental (CH∗ eld)
ame fronts in the UBB case. Right: normalized wall heat ux along the uncooled cylinder.
Temperature and velocity elds obtained in DNS for both solid and uid zones are displayed in
Fig. 7.5.
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Figure 7.5: Temperature (iso-contours in the lower part of the ow and the solid) and ow (stream-
lines in the upper part of the ow) visualisation in the UBB case. The ame front location is recalled
by the iso-contour of 20% of the maximum heat release and by its centerline.
Color scales used to visualize the temperature elds have been separately adapted for both regions.
At steady state, the mean temperature of the blu-body is close to 680 K with a minimum of 675 K
at the stagnation point and a maximum of 690 K at the trailing edge. This result is consistent with
experimental measurements of 670 ± 40 K obtained with a thermocouple just after stopping the ame.
Close to the cylinder, the temperature eld in the uid region indicates that the fresh gases are heated
by the hot cylinder on the upstream side. Two small recirculation zones are observed instead of one for
the CBB case (Fig. 7.2). The rst one (RZ1) is located upstream of the ame front, where the laminar
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unburnt ow separates. Its temperature is very close to the one of the blu-body. The second one
(RZ2) is located behind the wake of the cylinder but it is much smaller than it was for the CBB case
(Fig. 7.2) due to the ow expansion. Contrary to the CBB case, the ame roots are located upstream
of the back recirculation zone (RZ2) showing that this stabilization follows dierent mechanisms.
The DNS data can be used to establish an energy balance for the uncooled ame holder. To do
this, it is useful to separate the skin of the blu-body into two zones: upstream (θ > 0.37pi in Fig. 7.4),
a large part of the blu-body is cooled by the incoming gases, taking a ux s→g away from it:
s→g = ∫
φr<0 φr lrdθ (7.2.1)
where φr = φ⃗fluid.n⃗ is the radial heat ux in the uid region taken at the boundary of the blu-body and
n⃗ is the normal unit vector pointing inside of the cylinder. Downstream of the blu body (θ < 0.37pi),
the burnt gases heat up the cylinder, injecting a ux g→s:
g→s = ∫
φr>0 φr lrdθ (7.2.2)
The separation of the two zones is simply obtained from the sign of the local heat ux (Note that this
ux was positive everywhere for the CBB case: see Fig. 7.1). The radiative ux lost by the cylinder
rad is:
rad = −∮ σ(T 4 − T 4ext) lrdθ (7.2.3)
DNS results show that g→s = 62.0 W while s→g = −36.0 W and rad = −26.0 W so that the global
budget is closed: g→s +s→g +rad = 0. The input heat transfer g→s is larger than it is for the CBB
case (29 W ) due to the vicinity of the ame. Figure 7.6 shows the ux line inside the blu-body. One
can see that heat coming from the burnt gases is participating to the heating up of the fresh gases.
 g!s s!g
 rad
              Location of zero 
radial heat flux
= 62.0 W=  36.0 W
 rad
 26.0W
Figure 7.6: Thermal budget of the uncooled cylinder (all uxes are counted positive when entering
the cylinder). Flux lines are represented inside of the cylinder.
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Similarly to the CBB case, three zones are identied for the ame front structure (see Fig. 7.7, left):
Qz
Oz
Figure 7.7: Left: Normalized maximum heat release rate along the ame front centreline (curvilinear
abscissae). Three regions of interest are denoted: the quenching zone (Qz), the over-reactive zone (Oz)
and the adiabatic zone (Az).
Right: Mass fractions of CH4, CH3 and H2O along the paths [EF ] ∈ Qz (curves with markers) and[GH] ∈ Oz(curves) plotted against their normalized curvilinear abscissae in the UBB case.
• The adiabatic zone (Az). In this zone, the fresh reactants have not been heated by the hot blu-
body or diluted by burnt gases. As a consequence, an adiabatic, almost un-stretched laminar
ame is observed and the heat release rate values are similar to the equivalent one-dimensional
adiabatic ame. The adiabatic zones encountered in both the UBB and the CBB cases are similar
in terms of ame dynamics.
• The over-reactive zone (Oz). Here, the ame is more intense than the corresponding un-stretched
adiabatic ame. The excess in burning rate is about 25 percent since the unburnt mixture is
heated by the hot cylinder (Fig. 7.6). This increases the burning rate by accelerating kinetics:
the peak mass fraction of CH3 is 20 percent greater than in the adiabatic zone as shown in Fig. 7.7,
right, on the path [GH].
• The quenching zone (Qz). Close to the blu-body, the ame is quenched due to the conjugate
heat transfer from the uid to the blu-body. This region may be compared with the academical
ame/wall interaction zone discussed in both experimental and theoretical studies by Von Karman
et al[212], Lu et al[27] and more recently by Buckmaster and Vedarajan[213, 214], who introduced
the concept of edge ame. Flame/wall interaction has also been investigated numerically in Head
On or Side Wall quenching congurations [215, 216] and more recently in a turbulent channel
[217, 218]. The mass fraction proles of CH4, CH3 and H2O are displayed in Fig. 7.7, right, along
the path [EF ], described in Fig. 7.7, left. The presence of the reaction intermediate CH3 proves
that chemical reactions are still occurring close to the cylinder. Furthermore, the ame front is
thicker in the quenching zone than the adiabatic or the over reactive zones. This is due to thermal
losses which slow kinetics down. Finally, the normalized heat ux between the uid and the solid
φ∗r is shown in Fig. 7.4, right, along the cylinder. It reaches a maximum of 0.24, which is coherent
with values obtained during stagnation quenching events on a cold wall: φ∗SQ ≈ 0.33 [219]. It is
also much higher than it was for the CBB case φ∗r = 0.1 (Fig. 7.1).
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7.2.2 Determination of the flame anchoring angle
Many physical phenomena are involved in the stabilization of the ame roots such as extinction (in
the Qz zone of Fig. 7.7, left), fresh mixture pre-heating (occurring in both Qz and Oz zones) and
convective heat transfer along the cylinder. As a consequence, providing a model which predicts the
ame anchoring angle θUBB but also the blu-body mean temperature Tcyl is dicult.
In the Qz zone, the local ame velocity is decreased because of heat losses. One dimensional models
exist to predict the evolution of the ame velocity with the temperature of the cylinder [220, 221] but
are dicult to use in practice as the characterization of heat losses relies on the ame/wall distance:
the closer the ame is from the wall, the more intense is the heat transfer. However, this quenching
distance is not known a priory.
Similarly, modeling the ame in the Oz (Fig. 7.7, left), requires to predict correctly the preheating of
the fresh mixture caused by the cylinder. This implies to model both mechanic and thermal boundary
layers around the cylinder with care. As long as accurate models are provided for the ame in both
Qz and Oz zones, it is possible to obtain a relation between the temperature of cylinder and the
ame anchoring angle by assuming that the ame stabilizes where the local velocity compensates the
laminar ame velocity as shown in Fig. 7.8. This relation is called the dynamical equilibrium
condition [222, 223].
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Figure 7.8: Dynamical and thermal equilibrium conditions
To close this problem, another relation must be provided to link the temperature of the ame holder
with the ame anchoring angle. This can be achieved by considering the energy budget equation of the
cylinder: the thermal equilibrium condition where simple models are provided for all heat transfer
occurring across the cylinder. After assuming constant convective coecients hu and hb for both unburnt
and burnt sides respectively, the convective heat transfer is obtained by rewriting equations 7.2.2 and
7.2.1:
conv,i = hi(Ti − Tcyl)lrθi (7.2.4)
where i ∈ [u, b] stands for "burnt" or "unburnt" sides. In the burnt side (i = b): Tb = Tadia and θb = θ
whereas in the unburnt side (i = u), Tu = Tu and θu = pi − θ as shown in Fig. 7.8. After combining
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equation 7.2.4 with equation 7.2.3, one nally obtains:
g→s +s→g +rad = 0 θ = pi ⎛⎝1 + σT 3cylhu 1 − α41 − α ⎞⎠/(1 + hbhu β − 11 − α) (7.2.5)
where α = Tu/Tcyl(≈ 0.4) and β = Tadia/Tcyl(≈ 2.8). Convective heat coecients have been measured in
the DNS: hb = 58 and hu = 62 Wm−2K−1. The predicted ame foot angle is then equal to θ ≈ 0.38pi
which is in very good agreement with the measured angle (θUBB = 0.37pi). Equation 7.2.5 can be inverted
numerically in order to retrieve the temperature of the blu-body as a function of the ame angle and
the cylinder emissivity .
7.3 Influence of the cylinder emissivity
Section 7.2 showed that radiative heat transfer represents 45 % of the blu-body heat losses for the
UBB case. This suggests that changes in stabilization mechanisms may be induced by changing the
ame holder emissivity and its temperature. Dierent computations have been carried out for cylinder
emissivities ranging between 0.02 and 1. DNS results show that the ame root position (Fig. 7.9)
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0.8
✏ =
0.3
✏ =
0.1
5✏ =
0.1
✏ = 0.9
Figure 7.9: Flame shapes for emissivity ranging from min = 0.1 to max = 1.
is roughly independent of the emissivity between  = 0.8 (weakly oxidized blu-body) and  = 1.0
(perfect black body). The corresponding averaged temperatures of the blu-body computed in the
DNS are T=0.8 = 705 K, T=0.9 = 682 K and T=1.0 = 672 K. All these results are contained within the
upper bound of the condence interval of the experimental measurement of the uncooled blu-body
temperature.
Once the emissivity of the ame holder decreases below  = 0.8, the ame roots move upstream. For
a low emissivity ( = 0.15), the ame is stabilized at θ=0.15 ≈ pi/2. In this case, half of the blu-body
is immersed in the burnt gases and its mean temperature increases to T=0.15 = 1035 K. A dramatic
change occurs when the emissivity goes below 0.15: the ame jumps ahead of the cylinder and is called
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Figure 7.10: Flame root angle θ and normalized temperature (T − Tu)/(Tadia − Tu) for cylinder emis-
sivity between 0.02 and 1. The temperature predicted by the model 7.3.1 and its approximation 7.3.2
are also displayed when the ame is stabilized upstream.
"Upstream Stabilized". In this case, the temperature of the blu-body, which is completely immersed
in the burnt gases ranges between 1500 and 1900 K, depending on the emissivity. Flame root angles
and the corresponding normalized mean cylinder temperature are displayed in Fig. 7.10 for  ∈ [0.02,1].
The temperature of the cylinder increases with the ame root angle as the cylinder is surrounded by
more burnt gases. When the ame is "upstream stabilized", the blu-body mean temperature can be
predicted by equation 7.2.5 by setting θ = pi. Here, we use h ≈ 100 W.m−2.K−1 which is in agreement
with the value measured in the DNS for this regime:
σT 3cyl
h
= β − 1 (7.3.1)
where radiative uxes absorbed by the hot cylinder have been neglected. The temperature Tcyl of the
cylinder is solution of the fourth order polynomial in equation 7.3.1. In the limit where  < 0.1, the
temperature of the cylinder remains close to the adiabatic ame temperature. A Taylor expansion of(Tadia − Tcyl)/Tadia provides :
Tadia − Tcyl
Tadia
≈ 1/4
1 + h/(4σT 3adia) (7.3.2)
According to Eq, 7.3.2, an increase of the emissivity decreases the cylinder temperature as expected.
Mean temperatures in the UBB case for the DNS, the model of equation 7.3.1 and its approximation 7.3.2
are displayed in Fig. 7.10 where  goes from 0.002 to 1. This gure conrms the topology discontinuity
at  = 0.15 and shows that the simple equation 7.3.2 is sucient to predict the variations of the ame
holder temperature with  when the ame is stabilized upstream of the cylinder.
In the following chapters concerning ame dynamics, the TBB1 case which corresponds to  =
0.05 will be investigated along with CBB and UBB cases. Obviously, this case has not been studied
experimentally and only numerical results will be provided.
1TBB stands for Transparent Blu-Body.
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7.4 Bifurcation to upstream stabilized flames
In section 7.3, ames stabilized upstream of the blu-body have been observed in the DNS for the regime
of low emissivity, i.e. when the cylinder is suciently hot. Note that such stabilization points have also
been observed in the experiment of IMFT when the cylinder was rotated [66]. Such phenomena have
also been observed on ames stabilized on rods [224]. In this section, two models based on dierent
physical arguments are established to assess this phenomenon. The objective of such models is to
predict whether a ame can stabilize upstream of the blu-body or not, a situation which is potentially
dangerous in practical burners as the ame holder can melt.
7.4.1 Dynamic equilibrium of the flame front (DEFF)
The basis of the DEFF model is to look at the stability of a ame stabilized on the leading edge (θ = pi)
of the cylinder. If the ame is able to remain in this position, it implies that its velocity sl is equal
to that of the mean ow uz [222, 223] and that this low velocity zone is large enough for the ame to
remain in this zone as sketched in Fig. 7.11:
∣z′∣ / [u(z′) = sl] > δ (7.4.1)
where all parameters are dened in Fig. 7.11. After assuming a simple model2 for the velocity upstream
of the cylinder: u(z′) = −ubz′/r, equation 7.4.1 can be recast into the following ratio of non-dimensional
parameters: (ub/sl)/(r/δ) < 1 (7.4.2)
This expression can be further simplied by using the Blint correlation [225], which links ame
velocity and thickness:
slδ = 2(Tb
Tu
)0.7Dth (7.4.3)
Finally, the ame can stabilize upstream when:
sl
ub
> a = √2(PrRer)0.5 (TbTu)
0.35
(7.4.4)
In the UBB conguration, Rer = Re/2 = 260 , Pr = 0.7 and Tb/Tu = 6.3 so that a = 0.2. The order
of magnitude seems to be correct as quasi adiabatic ames encountered for  B 0.05 are upstream
stabilized with sl,adia/ub = 0.24/1.07 = 0.22 > a. Cases where the ame is upstream stabilized or not
are depicted in Fig. 7.11. As shown in section 7.3, the parameter that controls the transition between
upstream to downstream ame stabilization, is the temperature of the cylinder (through the emissivity
of the blu-body). When radiative transfer is taken into account, both ame velocity and blu-body
temperature decrease and equation 7.4.4 is not fullled anymore. In other words, the criterion for
upstream stabilization 7.4.4 is purely kinematic and cannot translate directly into a criterion involving
the blu-body temperature Tcyl. In order to close this model, one must provide a law for the ame
velocity as a function of the blu-body temperature as sketched in Fig. 7.12. Providing such a law is
out of the scope of this manuscript.
2In the case of a potential ow, the exact solution in the vicinity of the cylinder is u(z′) ≈ −(2ub)/rz′ but the
factor 2 is omitted for the sake of simplicity
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Figure 7.11: Left: Sketch of a ame stabilized upstream of the cylinder. Right: Case where a ame
cannot stabilize upstream of the cylinder.
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Figure 7.12: Flame stabilized upstream of the ame-holder in the non adiabatic case.
7.4.2 Thermal extinction of the flame front (TEFF)
In this second theoretical model for ame stabilization upstream of the ame holder, a much more
powerful machinery can be used if the leading edge of the ame (θ = pi) is viewed as a stagnation
point ame stabilized on burnt under-adiabatic gases. This case has been studied extensively using
asymptotic techniques [220]. Suppose that in the region located upstream of the cylinder, the ow
conguration can be approximated by a counter-ow ame (Fig. 7.13). Following the work of Libby
and Williams [226], the complete ow and ame structure can be described using asymptotic analysis
for a single-step chemistry premixed ame. This theory shows that extinction is observed when:
H = (Tadia − Tcyl)(Tadia − Tu)Tact/(T 3adia) > 3 (7.4.5)
where Tact is the activation temperature and Tcyl is the temperature of the cylinder which is supposed
to correspond to the burnt gas side in Fig. 7.13.
This leads to a critical cylinder temperature for extinction:
Tcyl = Ta(1 − 3 T 2adia
Tact(Tadia − Tu)) = 1200K (7.4.6)
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Figure 7.13: Sketch of the equivalent counter-ow ame conguration. The plane separating both jets
mimics the cylinder upstream face. The burnt gases are supposed to be at the cylinder temperature
Tcyl.
This model sightly under-estimates the minimal temperature observed for upstream stabilized ames
in the DNS (≈ 1500 K in section 7.3). Indeed, it is designed for ows with reduced strain k > 1 where
k = ∂2v/∂y2α∞/(v2∞) where α∞ is the heat diusion coecient taken in the burnt side and v2∞ is the
laminar ame velocity also taken in the burnt side. In the INTRIG case, the reduced strain is equal to
0.05 so that the model cannot be applied. However, it would be appropriate to study cases with higher
strain rate (larger velocity or smaller cylinder).
Both attempts to model the bifurcation between downstream and upstream stabilized (equations 7.4.4
and 7.4.6) show that there is a potential for theoretical analysis here and a nice eld for future research.
7.5 Conclusions
A comparison between DNS and experiments has been carried out to study the anchoring mechanism
of a ame attached on a cylindrical blu-body. Two distinct congurations have been studied. In the
cooled blu-body case (CBB) the ame holder temperature is about 300 K and the ame is stabilized
approximately one radius downstream of the cylinder at an angle θCBB ≈ 0.15pi and attached at the
center of the recirculation zone in which products and reactants are mixed. In the uncooled blu-body
case (UBB), the temperature of the ame holder reaches 670 K and the ame is attached closer to the
cylinder at θUBB ≈ 0.37pi. A good agreement between DNS and experiments is obtained for the shape
for both cases. Finally, it has been shown that the cylinder temperature is controlled by the equilibrium
of the convective and radiative heat uxes occurring along the blu body: the emissivity of the ame
holder can change the ame stabilization location (upstream or downstream of the ame holder). A
change of emissivity (a decrease) can lead to a ame jumping upstream of the ame holder and its
destruction. More generally, these results show that the temperature of ame holders has a major eect
on the ame topology and must be included in simulations as an important control parameter.
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Chapter 8
Influence of flame holder temperature
on flame acoustic coupling
In the previous chapters, three dierent stabilization scenarios have been reported for laminar ames
anchored on a cylindrical ame holder. The rst one is obtained for a cooled cylinder and is referred
to as the CBB (Cooled Blu-Body) case. The two others are obtained with an uncooled cylinder: the
UBB case ( = 0.9) where the ame is stabilized downstream but very close to the cylinder and the TBB
case ( = 0.05) where the ame stabilizes upstream of the cylinder. We now focus on the ame dynamics
for these three ames by studying the coupling between acoustic waves and unsteady heat release rate
in a forced regime where ames are excited by inlet acoustic waves.
Introduction
From small scale apparatus such as domestic water heaters [227] up to rocket motors [228], combustion
chambers are often subject to thermo-acoustic instabilities. These instabilities exhibit some similarities:
acoustic waves perturbate the ame front, which generates unsteady heat release. The latter may
generate acoustic energy when it is in phase with acoustic pressure [4]. The coupling between acoustic
waves and the ame front is two sided: the generation of sound by unsteady heat release perturbation
q′ is predicted by a simple acoustic theory which is recalled in chapter 1. However, the heat release
response q′ to an acoustic velocity perturbation u′ is much more complicated to predict. For instance,
the G-equation framework [81, 227, 51] provides such models in very simple congurations.
As a consequence, measurements are still needed to obtain Flame Transfer Functions (FTF), which
relate the ratio of unsteady heat release to the acoustic velocity perturbation. These measurements can
be performed either in experiments [52, 6] or in CFD [84, 83, 82, 229].
Here, we focus on laminar lean premixed ames and investigate the ame dynamics by the mean of
simulations and experiments. The rst objective is to study the eect of the ame holder temperature
on the FTFs. Only few studies have been performed on the same topic. Kedia et al [83] investigated
the inuence of the ame holder material on the FTF by using DNS data while Mejia et al [52] carried
out experiments at IMFT to study the inuence of ame holder temperature on the ame dynamics.
However, both studies where limited because only small variations of blu-body temperature could be
created. The second objective of this study is to answer to the following question: Is DNS able to
predict the dynamics of non adiabatic flames ?
The INTRIG burner has been designed to study lean premixed laminar ames stabilized on a
cylindrical blu-body where the temperature can be controlled over a wide range. The mechanisms
leading to ame stabilization have been previously detailed in chapter 7 and three cases have been
identied. Two regimes are obtained in both experiments and DNS: the cooled (CBB: T ≈ 300 K) and
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uncooled (UBB: T ≈ 700 K) blu-bodies while a third one is only available in DNS: the transparent
blu-body (TBB) for which the temperature reaches a very high temperature (≈ 1600 K). The method
used to measure FTFs in the DNS is described in section 8.1. The ame dynamics are scrutinized with
a special attention to the ame root motion (section 8.2). A model is then provided for the INTRIG
ames by using the G-equation framework in section 8.2.3 and nally, a comparison with experimental
measurements is provided (section 8.3).
8.1 Measurement of Flame Transfer Function (FTF)
This section describes the numerical methods used to compute FTFs. Results are provided for the three
cases of interest CBB, UBB and TBB described in chapter 7. There are many methods to measure
FTFs and FDFs1 [230, 52, 231, 82]. Here, two methods were used and compared:
• Forcing with a broad band signal and using Wiener-Hopf system inversion [82, 23, 232] to retrieve
the FTF.
• Forcing with a single frequency and obtain both FTF [84, 80] or FDF [233, 231, 234, 235].
The operating point is similar to chapters 6 and 7 (see table 6.1).
8.1.1 Steady baseline flames for FTF simulations
In the previous chapter, all simulated ames were stable because ame/wall interaction had been sup-
pressed: the chemistry was deactivated 3.5 cm downstream of the cylinder. This method is ecient as
long as steady regimes are considered. However the computation of realistic ame dynamics responses
must take into account ame/external wall interaction and a larger geometry must be simulated as
shown in Fig. 8.1.
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Figure 8.1: sketch of the computational domain used to obtain the FTFs.
Generally, steady ames are obtained by lowering the amplitude of both inlet and outlet reection
coecients. In the INTRIG burner, it appeared that stable ames were only obtained with reective
boundary conditions: a velocity node is imposed at the inlet while a pressure node is imposed at the
outlet. A similar phenoma has been previsouly reported by Silva et al [236].
1The concept of FDF, which stands for Flame Describing Function, is described in section 8.3.3.
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In chapter 7, a small domain of computation was used as only the ame anchoring mechanisms
were investigated: this corresponds to the region denoted as "computational domain for stabilization"
in Fig. 8.1. In the experiment, both plenum and chamber are larger as observed in Fig. 8.1.
The geometry used to measure FTFs has been specically adapted: the plenum has been kept as
short as possible while the chamber was kept identical to the experimental one. This region is denoted
as "Computational domain for FTF" in Fig. 8.1. This permits to increase the frequency of the rst
acoustic mode (from 200 Hz up to ≈ 1350 Hz) and avoid self-excited modes. It is important to note
that chamber and plenum sizes do not impact the FTF. The mean velocity prole has been measured
experimentally 3.5 cm upstream of the cylinder and is imposed at the DNS inlet while the combustion
chamber walls are cooled. Cooling the external walls simplies the set-up of the DNS because a simple
isothermal boundary condition is imposed at the DNS side walls.
The three steady ames are displayed in Fig. 8.3. The specic meshes associated with each case are
represented in the upper part of each images. These meshes are rened along the ame front and close
to the blu-body, as prescribed in chapter 6. All ames are steady, with limited spurious oscillations at
high frequencies (≈ 1350 Hz) of amplitudes below 1 mm.s−1.
8.1.2 System identification method
When the ame is pulsated with broad band noise, Flame Transfer Functions (FTF) can be measured in
DNS by using the system identication method [232, 229] which is suitable for discretized signals. The
ame is considered as a black-box system: its input sj = s(jt) , j ∈ J0,NK is the normalized upstream
acoustic velocity u′ taken at a reference location (2 cm upstream of the cylinder) and its output rj is
the normalized unsteady heat release rate _
T (Fig. 8.2):
rj =Q
l>Rhlsj−l (8.1.1)
with
¢¨¨¨¦¨¨¨¤
rj = Ω˙T,jΩT
sj = u′ju¯
where h is the impulse response of the system.
Flame
u0j
u¯
⌦˙T,j
⌦¯T
(s) (r)
Figure 8.2: The ame viewed as a dynamical system: its input is an upstream acoustic velocity while
its output is an unsteady heat release rate.
The ame response is causal: its response at time t0 does not depend on acoustic velocity uctuations
at time t > t0. As a consequence, the impulse response h is equal to zero for negative times: hl = 0 , l < 0.
Moreover, h contains only a nite number of coecients: hl = 0 , l > Lmax. tLmax quanties the time
over which the input s is used to construct the output r. Once known the discrete impulse response h
of the system, the FTF is retrieved by taking the Z transform of equation 8.1.1:
FTF(ω) = Z+{h} = LmaxQ
l=0 hle−ilω∆t (8.1.2)
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Figure 8.3: Stable ame in CBB (top), UBB (middle) and TBB (bottom) cases. The mesh is displayed
in the upper part and the heat release rate in the lower part
The impulse response is solution of the Wiener-Hopf equation[237]:
 h = c (8.1.3)
where   is the auto-correlation matrix of the input signal and c is the cross-correlation vector between
the input and the output [82]:
cj = 1
M
NQ
l=Lmax sl−jrj (8.1.4)
 j,k = 1
M
NQ
l=Lmax sl−jsl−k where (j, k) ∈ J0, LmaxK2 (8.1.5)
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case Nt [ms] t [ms] N Lmax Tmax [ms]
CBB 440 0.55 792 130 71.5
UBB 750 0.55 1348 115 63.2
TBB 885 0.55 1594 90 49.5
Table 8.1: Parameters for the Wiener-Hopf system construction for the three cases CBB, UBB and
TBB.
with N , the number of temporal samples and M = N−Lmax+1. In the case of a perfect white-noise input,
the auto-correlation matrix Γ reduces to the unit matrix and the impulse response is directly equal to
the cross correlation matrix c. In the INTRIG congurations, fully reective boundary conditions were
employed to stabilize the ames and this introduces an undesired correlation in the input signal s. As
a consequence, equation 8.1.3 must be inverted numerically:
h = Γ−1c (8.1.6)
Starting from a steady initial solution, the system is excited by a broad-band signal u′, which is
superimposed to the steady inlet velocity. This input signal is displayed in Fig. 8.4, left. It has been
obtained by low pass ltering a random discrete binary signal [238]. This method permits to avoid the
occurrence of signicant peaks, which could trigger non-linear heat release response. The power spectral
density of the input signal is also displayed in Fig. 8.4, right. The cut-o frequency has been set to
fmax = 900 Hz so that the rst acoustic mode of the shortened chamber (at 1350 Hz) is not excited in
the DNS.
Figure 8.4: Left: time-trace of the input acoustic velocity signal (arbitrary amplitude). Right: Power
spectral density of the input signal.
The cut-o frequency imposes the time step t used for the discretized input and output signals(s, r): t = 1/(2fmax). This leads to a temporal resolution of t ≈ 1.1 ms for the impulse response.
The length of the lter Lmax is chosen so that Tmax = Lmaxt remains longer than all the temporal
scales of the system. The parameters used to construct the Wiener-Hopf system in each conguration
are recalled in table 8.1.2.
The values of Tmax (and thus Lmax) have been obtained by a trial and error procedure. After a rst
attempt, these parameters are adapted until the impulse response converges to zero at high delays (see
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Figure 8.5: Impulse response for the three cases CBB, UBB and TBB.
Fig. 8.5). The impulse responses measured for the three congurations CBB (cooled cylinder), UBB
(uncooled cylinder) and TBB (transparent cylinder) are gathered in Fig. 8.5.
The three impulse responses exhibit a similar global behavior: it is zero before a certain delay (25
ms in the TBB case, 32 ms in the UBB case and 40 ms in the CBB case). One or more peaks are
then observed and nally, all impulse responses return to zero. In all cases, the sum of the impulse
responses is equal to unity. This is consistent with the theoretical low frequency limit of FTFs [85] as
FTF(ω = 0) = Pl hl (see equation 8.1.2).
Dierences are also observed: the delay of the peaks decreases as the temperature of the blu-body
is increased. The increase in delay directly inuences the phase lag of the FTFs and will be scrutinized
in section 8.2.3. In addition, both the number and the width of the peaks vary from one case to
another. When more peaks are present, the ame response experiences a richer behavior with strong
gain variations. Moreover, as the width of the peaks increases, the FTF returns faster to zero2.
The FTFs in frequency space FTF(ω) can now be deduced from the impulse responses (equa-
tion 8.1.2). In order to improve the frequency resolution of the FTF, the impulse responses are pro-
longed with zeros: f = 1/(Tmax). Contrary to the zero-padding technique, here, adding zeros can be
seen as a continuous prolongation of the impulse responses so that the frequency resolution is really
increased.
Gains and phases of the FTFs are displayed in Fig. 8.6. As stated previously in this section (8.3.3),
all FTFs start from unity at low frequencies (f < 10 Hz) and return to zero at high frequencies
(f > 300Hz). This behavior validates the choice of the cut-o frequency fmax = 900 Hz: all ames
exhibit no uctuations at high frequencies. The amplitude of the peaks greatly varies from one case to
another:
• In the case of the upstream stabilized ame (TBB case), which is obtained for a quasi-transparent
blu-body ( = 0.05), the gain starts at unity and decreases to zero monotonically
2Justications of these observations are provided in chapter 9.
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Figure 8.6: Left: Gain of the FTFs for the three cases. Right: phase of the FTFs with the corre-
sponding delays: arg(FTF) = ωτ
• Concerning the uncooled ame holder (UBB case with  = 0.9), a peak of amplitude 2.5 is observed
for ∣FTF(ω)∣ at f = 80 Hz. Such gains have already been reported experimentally at EM2C for
conical V ames [239, 6].
• For the cooled cylinder (CBB case with Tcyl ≈ 300 K), the peak in the FTF occurs at a slightly
higher frequency (f = 140 Hz) and reaches a value of 9. Such large values have not been reported
so far in previous publications but very few experiments have been performed for cooled ame
holders
A simple conclusion arises from these observations:
As the temperature of the blu-body decreases (TBB → UBB → CBB), the gain of the FTF
increases. The changes of the FTF are large and the maximum gain of FTF(ω) can change by
an order of magnitude when the blu-body temperature goes from 300 to 1800 K.
Phases (φ = arg(FTF)) vary almost linearly until the gains tend to zero: the heat release response
to an acoustic perturbation comes after a certain delay τ such that φ = ωτ . This observation will be
validated in section 8.2.3 by using the G-equation framework to model the ame dynamic response.
Finally, the phases saturate at high frequencies as observed experimentally by Cuquel et al [51] or
numerically by Duchaine et al [84].
8.1.3 Harmonic forcing
The Wiener-Hopf method described in section 8.1.2 is only suitable for ames excited linearly: i.e. when
the heat release perturbation remains small. The inuence of non-linearities on the ame response is
scrutinized in section 8.3.3. Here, we simply check with harmonic velocity forcing that the heat release
response remains linear3. Comparisons between FTFs obtained with harmonic forcing (method detailed
in the present section) and by the Wiener-Hopf method (method detailed in section 8.1.2) are provided
in this section and show that both results are coherent in all cases.
3For a linear system, the response to an harmonic input is also harmonic.
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The harmonic forcing technique has been widely used to measure FTF: actually most of the ex-
perimental studies concerning FTF measurements used harmonic forcing [230, 52, 6, 227]. Concerning
simulations (DNS or LES), the harmonic method remains costly: one simulation must be performed
per frequency. The physical time which must be simulated must be at least grater than the ame delay
(mean delay of the peaks in the impulse response as shown in section 8.3.3) plus a few periods of acoustic
uctuations where both input and output reach a permanent regime [240, 80] (see Fig. 8.7).
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Figure 8.7: Time series of acoustic and heat release uctuation for a low amplitude forcing at 100 Hz
for the TBB case.
As a consequence, only results at a few selected frequencies will be presented here (80 and 100 Hz).
The procedures employed to retrieve both gains and phases of the FTF in the three cases TBB, UBB
and CBB have already been reported elsewhere [240]: the inlet is forced with harmonic acoustic waves
and both amplitudes and phases of acoustic velocity at the reference location u′ and heat release rate
_
T are retrieved using Fourier transforms performed on exactly 3 periods of input and output signals
as shown in Fig. 8.7 for the TBB case.
Amplitudes of excitation are small (u′/u ≈ 0.6%) to avoid non-linear uctuations of the heat release
rate. One may notice that the heat release response shown in Fig. 8.7 is purely sinusoidal. The FTF
measured harmonically at 100 Hz are displayed in Fig. 8.8. A very good agreement is observed between
harmonic and broad-band excitation methods tested in section 8.1.2.
A second critical question for FTFs is the location of the reference point where ~u is measured [80].
The inuence of the velocity reference location was scrutinized in the UBB case (uncooled cylinder with
high emissivity). Several locations upstream of the cylinder have been chosen (see Fig. 8.9) and the
results (gains and phases) are gathered in table 8.2. The last case (location 10i) refers to a lateral
location 10 mm at the side of the ame holder.
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Figure 8.8: Left: Gains of the FTFs for the three cases. Right: phases of the FTFs. Results for
the harmonic forcing are represented by markers. Solid lines correspond to the Wiener-Hopf data of
Fig. 8.6.
Except for the two last cases, where two-dimensional eects must be considered, the gains are similar
and the phases do not change. This is coherent with the results of Trun et al [80] where it is shown
that the ratio between the velocity reference displacement zref and the acoustic wavelength λ controls
the FTF. In this case, zref/λ ≈ 10−3 which is negligible. Results for the two other cases concerning the
inuence of the velocity reference are similar and not shown here for the sake of clarity.
z
y
0
Figure 8.9: Velocity reference locations used as inputs of the FTFs.
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z+iy [mm] -35 -30 -20 -10 10iSFTFS 2.37 2.37 2.39 2.62 2.25
arg(FTF) 0.75pi 0.75pi 0.75pi 0.76pi 0.72pi
Table 8.2: Inuence of the velocity reference location for the UBB case. The locations used for the
velocity reference are sketched in Fig. 8.9
8.2 Flame roots mechanisms
The FTFs of the INTRIG burner have been measured in DNS for three distinct operating regimes
(Flame holder temperature from 292 K up to 1750 K). Both gain and phase results exhibited dierences
which can be analysed by using DNS data to understand the underlying mechanisms.
8.2.1 Description of flame roots dynamics
The ame holder temperature is the only parameter varying in the three dierent cases and all other
parameters such as bulk velocity or equivalence ratio remain constant. As a consequence, one may
expect that it is the ame root motion which causes the change in FTF. This can be observed by
looking at instantaneous elds of heat release rate sampled over one acoustic period. The acoustic
velocity amplitude was set to a suciently high value (5%) for the three cases so that ame surface
variations can be easily detected.
Heat release rate but also velocity streamlines4 are displayed in Fig. 8.10 for the CBB case, Fig. 8.11
for the UBB case and Fig. 8.12 for the TBB case for four dierent excitation phases.
4The technique employed to display the streamlines is called Line Integral Convolution [241]
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8.2.1.1 Cooled case CBB: Tcyl ≈ 300 K
Wrinkles are convected along the ame front at a convective speed (Fig. 8.10, grey circles). These
wrinkles are created in the vicinity of the ame holder, where the ame is attached. The ow topology
encounters important changes in the wake of the cylinder. The main Recirculating Zone (RZ) decreases
from step T /4 to step 3T /4 while a new RZ is formed at the side of the cylinder (step 3T /4). The
latter grows and is displaced in the wake of the cylinder between steps (3T /4 and 5T /4). Kinematic
restoration is slow and the ame surface wrinkles are convected almost without attenuation.
T/4 T/2 3T/4 T
Figure 8.10: Instantaneous solutions during one acoustic period of excitation at 100 Hz for the CBB
case. Heat release rate is displayed by thick black iso-lines and velocity streamlines coloured by the axial
velocity are represented by using the LIC method [241]. The grey arrow represents the instantaneous
direction of the acoustic velocity uctuation at the reference velocity location (20 mm upstream of the
cylinder).
As explained in chapter 7, the ame roots are attached in the center of the main RZ where fresh
reactants and products of combustion mix. As this zone is strongly pulsated, the ame roots are also
aected in the same proportions.
8.2.1.2 Uncooled case UBB: Tcyl ≈ 700 K
In this case, wrinkles convection is also observed (Fig. 8.11, grey circles) but at a lower amplitude than
for the CBB case. The ame roots are anchored closer to the blu-body, which temperature is Tcyl = 680
K and they move much less than for CBB ames. Note that the cylinder temperature does not change
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T/4 T/2 3T/4 T
Figure 8.11: Instantaneous solutions during one acoustic period of excitation at 100 Hz for the UBB
case
during forcing: acoustic waves at 100 Hz cannot alter the mean temperature of the blu-body, which
remains steady. Indeed, one can consider a thermal skin eect where external harmonic uctuations of
temperature cannot propagate into the ame holder deeper than δth = √2λ/(ρcpω) ≈ 0.2 mm at f = 100
Hz, which is negligible when compared to the radius r = 4 mm of the cylinder.
The two small recirculation zones RZ1 and RZ2 described in chapter 7 are still observed but their
respective sizes vary during one acoustic period. Indeed, RZ1 almost disappears at t = T /2: the ame
root motion is aected by the change in ow topology.
8.2.1.3 Transparent case TBB: Tcyl ≈ 1700 K
In the last case, where the ame holder is transparent and cannot be cooled by radiation, it becomes
hot enough so that the ame stabilizes upstream. When it is forced acoustically, very small wrinkles
are observed (Fig. 8.12, grey circles). Contrary to the two previous cases, the recirculation zone, which
is present in the wake of the transparent ame-holder, is not really aected by the acoustic waves.
Moreover, as the ame is stabilized upstream of the cylinder, it experiences no inuence of the RZ
displacement. As a result, the TBB ame is very weakly sensitive to acoustic forcing.
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T/4 T/2 3T/4 T
Figure 8.12: Instantaneous solutions during one acoustic period of excitation at 100 Hz for the TBB
case
8.2.2 Detailed analysis of the flame roots motion
The previous section has shown the important role of the ame root dynamic in the overall ame
response as already assumed by Mejia et al [52] or Kedia et al [185]. DNS allows to analyse this
phenomenon in details. First, the temporal variation of the ame roots location can be extracted from
DNS data. The ame root is dened as the most upstream location of the 10% iso-line of heat release
rate elds displayed in Figs. 8.10, 8.11 and 8.12. Flame roots displacement for the three cases over one
period of acoustic pulsation are displayed in Fig. 8.13, left. The ame roots trajectories are ellipsoidal.
As for the FTFs, the colder is the blu-body, the higher is the amplitude of displacement. For instance,
the amplitude of ame root displacement is about 4 mm in the CBB case whereas it reduces down to
0.04 mm in the TBB case.
A model for the FTF taking into account the ame root displacement is provided in section 8.2.3.
In this model, the quantity which controls the ame dynamics is the ame root displacement normal
to the steady ame front. This quantity is called ξ(0) and is displayed in Fig. 8.13, right, as a function
of time. The quantity h = 13 mm is the free space between the cylinder and the ame holder as dened
in Fig. 8.14. All roots motions are sinusoidal which proves that the ame roots respond linearly to the
acoustic velocity forcing, even for a high amplitude of excitation (5%). Both gains and phases change
from one case to another. Concerning the phase, dierences of the order of T /2 = 5 ms are observed
between the peaks (Fig. 8.13, right) and cannot be explained by the acoustic propagation time between
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Steady
location
Figure 8.13: Left: relative location of the ame roots in the z,y plane. Right: temporal variation of
ame displacement normal to the ame front.
the anchoring points of the three ames: L/c ≈ 0.03 ms where L ≈ 10 mm is the distance between the
TBB and the CBB anchoring locations.
All the observations presented in this section are in agreement with the FTF measurements presented
in section 8.1.2. Indeed, the ame front is more perturbed in the CBB case, where the FTF gain is
higher. The next section tries to quantify the eect of the ame root motion on FTF(ω) using the
G-equation framework.
8.2.3 From flame roots dynamics to FTF models
The G-equation framework [242, 81], which models the ame front as a scalar eld convected by the
mean ow and propagating on it at the displacement velocity can provide physical insight into the FTFs
of INTRIG ames. In a recent study from Cuquel et al [51], the particular importance of ame roots
motion has been succefully taken into acount in the case of a conical ame. These results have been
adapted more recently to the IMFT slot ame by Mejia et al [52] to take into account the inuence of
the burner rim temperature. The objective of this section is to provide a basic model for the FTFs of
the cylinder stabilized ame, measured in the DNS according to the ame representation of Fig. 8.14.
We start from the general G-equation adapted to the INTRIG cases UBB, CBB and TBB dened
in equation 8.2.1. The interface between burnt and unburnt gases is represented by the iso-level G = 0
of the scalar G eld. This eld is solution of a convective equation which takes into account both ame
displacement speed sl and velocity eld U⃗ :
∂G
∂t
+ U⃗ .∇⃗G = sl∣∇⃗G∣ (8.2.1)
Equation 8.2.1 can be solved by assuming a simplied velocity eld v⃗ and a constant ame displacement
speed which is taken equal to the laminar ame velocity sd = sl:
U⃗ = (u0 + u1(t))e⃗z (8.2.2)
Both mean and acoustic velocity proles are assumed to be uniform in the e⃗z direction. Equation 8.2.1
can be rewritten in the frame of the ame (Y,Z as dened in Fig. 8.14) for harmonic perturbations [81].
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Figure 8.14: Sketch of the perturbed ame represented in the G-equation framework
The location of the ame front is evidenced by applying the change of variable G = Z − ξ(Y, t):
∂ξ
∂t
− (U0 + ~U1) + V ∂ξ
∂Y
= −sl [1 + ( ∂ξ
∂Y
)2]1/2 (8.2.3)
where U = U0 + ~U1 is the velocity normal to the ame front and V = Vo + ~V1 is the velocity tangential
to it: V0 = u0 cos(). This equation can be simplied by keeping terms at rst order and noticing that
U0 = Sl (steady state equation):
∂ ~ξ
∂Y
= iK ~ξ + ~U1(Y )
V0
(8.2.4)
where ~ξ is the harmonic perturbation of the ame front normal to its steady shape, Finally, K = ω/V0
is the wave number associated with the convection of perturbations along the ame front. The solution
of Equation 8.2.4 is provided by the Telegraph integral5 [243]:
~ξ(Y ) = eiKY ( ~ξ0 + 1
V0
∫ Y
0
~U1(Y )e−iKY ′dY ′) (8.2.5)
The rst term of the RHS in equation 8.2.5 concerns the ame root motion (Y = 0) while the second
term measures how the external velocity excitation aects the convection of the wrinkles along the ame
front. In all three cases, the ame angle  is imposed by the ratio between ow and ame speed and
is close to 0.07pi. As the lateral distance h ≈ 13 mm is common for all cases, one retrieves the steady
length of the ames: Y0 ≈ h/ sin() ≈ 60 mm. Some variations around this value are observed for the
5The resolution is eased by applying the following change of variable: ~ξ(Y ) = f(Y ) exp(iKY ).
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three cases but this estimation is valid at rst order. In the frequency range of interest f ∈ [10,500]
Hz, acoustic wavelengths remain longer than λmin = c/fmax ≈ 0.7 m so that Y0 P λmin for all frequencies
considered here. As a consequence, the velocity perturbation ~U1 is supposed uniform: ~U1(Y ) = ~U1. It
is thus possible to integrate the second term in the RHS of equation 8.2.4:
1
V0
∫ Y
0
~U1e
−iKY ′dY ′ = i ~U1
V0
e−iKY − 1
K
(8.2.6)
This term is equivalent for all three cases and is thus not responsible for the dierences observed in the
FTFs. However, as shown in Fig. 8.13, the ame root motion is deeply impacted by the temperature
of the blu-body which aects the motion of the ame base ~ξ0. This behavior has also been mentioned
for ames stabilized on rectangular slot burners [52] or conical ames [51]. The coupling between ame
root motion and acoustic velocity perturbation can be described by the Flame Base Motion Transfer
Function (FBMTF):
(ω) = ( ~ξ0/h)/(~u/u0) (8.2.7)
which relates the ame root motion amplitude to the upstream acoustic velocity amplitude.
The global FTF is obtained by dividing the ame surface uctuation by the velocity perturbation.
The surface of the perturbed ame writes:
~A(Y ) = ∫ Y
0
¿ÁÁÀ
1 + ( ∂ ~ξ
∂Y ′)
2
dY ′ ≈ ∫ Y
0
dY ′ = Y (8.2.8)
To rst order, ame front displacements play no role in the surface uctuation. However, the length
of the ame varies when wrinkles reach the wall as shown in Fig. 8.14. The uctuating ame length is
solution of the following equation:
Yf = Y ∣ ~ξ(Y0 + δ) = δ sin() (8.2.9)
where δ = Y − Y0 is the additional length of the ame caused by the wrinkles convection and ~ξ(Y ) is
provided by equation 8.2.5. In the limit of small perturbations, δ → 0 so that:
δ = h
sin() ((ω) ~uu0 eiKY0 + i ~U1V0 1 − eiKY0Kh ) (8.2.10)
It is then possible to combine equations 8.2.10 and 8.2.8 to retrieve the FTF:
FTF(ω) = ~A(Yf)/A0
~u/u0 = eiKY0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Flame root
+ eiKY0 − 1
iKY0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Surface perturbation
(8.2.11)
Equation 8.2.11 exhibits two terms which contribute to the FTF. The rst term is linked with ame
root motion and is controlled by the FBMTF () while the second is linked to the perturbation of the
ame front away of the blu-body by the acoustic wave. As shown in Fig. 8.6, peaks are present in the
FTF for both UBB and CBB cases in the frequency range f ∈ [80,150] Hz so that KY0 = ωY0/V0 > 25.
A model also exists for the FBMTF of a conical ame [51]. In this model, the FBMTF has a band-
pass behavior and peaks at values close to unity. However, in the INTRIG conguration, the ame
is attached on a cylinder and no models are available. The study of ame roots motion presented in
Fig. 8.13 provides values for the FBMTF at 100 Hz which are summarized in table 8.3. These values
are close to unity, especially for the CBB case. As a consequence equation 8.2.11 is dominated by the
ame base motion term.
Two simple models (one for low frequencies and the other for large ones) can be established to
predict the FBMTF in the TBB case (where the ame is upstream stabilized). At low frequency, the
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CBB UBB TBBSS 0.6 0.3 0.14
Table 8.3: Flame Base Motion Transfer Function (FBMTF) measured in the DNS at 100 Hz for the
three cases.
velocity eld varies slowly and the ame can adapt quasi-steadily. The dynamic equilibrium equation of
the ame front expresses that the ame stabilizes where the ow velocity u(z′) is equal to the laminar
ame velocity sl:
sl = u(z′) = −u0
r
(z0 + ~ξ(0)) + ~u (8.2.12)
where z0 is the steady location of the ame root (z
′ = 0 at the cylinder center as dened in Fig. 7.12).
After subtracting the steady state equation (sl = u0z0/r), one obtains the FBMTF of the TBB ame in
the low frequency regime:
1TBB(ω) = r/h (8.2.13)
In the INTRIG burner, the ratio between the ame holder radius r and the free lateral space h is equal
to r/h = 0.31. As frequency is increasing, the acoustic velocity reverts before the ame reaches its steady
state equilibrium: the characteristic time needed by the ame to return to equilibrium becomes higher
than the temporal period of the signal. At high frequencies, the ame never reaches equilibrium and its
location is predicted by the convection equation ∂ξ/∂t = u0 + u1(t) − sl or equivalently in the frequency
domain iω~ξ(0) = ~u as u0 = sl. This condition leads to the high frequency limit of the FBMTF:
2TBB(ω) = u0iωh (8.2.14)
At high frequencies, the FBMTF decreases to zero. The ame switches from a quasi-steady to a dynamic
behavior for fs = v0/(2pir) ≈ 50Hz. This frequency is in agreement with the FTF obtained in the TBB
case (see Fig. 8.6) where the gain starts decreasing close to fs. As a consequence, the second model
is valid at f = 100 Hz: the FBMTF value predicted (∣2TBB∣ = 0.13) is in good agreement with the
measured value: 0.14 (see table 8.3).
As shown in equation 8.2.11, the gain of the FTFs should be close to the gain of the FBMTF. Here,
the gains of FBMTFs at 100 Hz are lower than the corresponding gains of the FTFs: for instance, in
the CBB case, the FTF gain is equal to 5.5 while the FBMTF gain is equal to 0.6. However, the ratio
between the FTF and FBMTF gains is roughly constant: ∣FTF/FBMTF∣ ∈ [6,9]. The assumption that
the ame base motion controls the overall FTF of the ames is thus validated and that this zone must
be modelled precisely, taking into account heat transfer to the ame holder.
A better modeling of the ames, especially close to the cooled external walls, would probably help
to retrieve the gains of the measured FTFs in the G-equation framework. Indeed, the model presented
here is valid for adiabatic external boundaries. For instance, when the walls are cold, the ames angle
decreases so that FTF gains increase.
A general scenario for the ame dynamics can be established after considering the observations of
Figs. 8.10,8.11 and 8.12 but also the FTF derived theoretically in section 8.2.3:
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Flame dynamics
• The ame roots oscillate when the ow is acoustically forced. As the temperature of the
ame holder decreases, the amplitude of the ame base motion increases. This motion is due
to the coupling between the ame root and the recirculation zones and can be measured by
the mean of the Flame Base Motion Transfer Function (FBMTF) which changes drastically
with the ame holder temperature.
• Perturbations issued from the roots are convected down to the end of the ames. No heat
release rate uctuations are associated with the convection of these perturbations at rst
order.
• As these perturbations reach the external walls, the ame length varies when quenching
takes place, which leads to unsteady heat release rate.
8.3 Comparison with experimental measurements
In this section, a comparison is performed between the FTF obtained in DNS and in the experiment.
The inuence of the blu-body temperature is globally retrieved. Higher gains are obtained when the
ame-holder is cooled while DNS and experimental phases are in very good agreement for both cooled
and uncooled cases. However, the FTFs measured in the experiments goes to zero at lower frequencies
than the ones obtained in DNS. The detailed comparison is provided in section 8.3.1 while some possible
reasons explaining these discrepancies are introduced in sections 8.3.2 and 8.3.3.
8.3.1 Cooled and uncooled cases
The experimental method employed to measure the ame response to acoustic perturbations have
already been described by Mejia et al [52, 181]. Acoustic waves are generated by a 160 mm loudspeaker
located outside of the combustion chamber while acoustic velocity perturbation and heat release rate
are recorded simultaneously by a hot wire probe and a photomultiplier equipped with CH‡ lter. The
hot wire probe is located 8 mm upstream of the blu-body in order not to alter the ow. Temporal
signals are then processed as described in section 8.1.3 to provide the FTF for frequencies above 100
Hz.
The corresponding FTFs are displayed in Fig. 8.15 and compared to DNS results. First, FTF
obtained experimentally as well as numerically show a remarkable result: they change drastically when
the temperature of the ame holder changes. The cooled case (CBB) leads to a ame which responds
much more than the uncooled case (UBB). The maximum gain of the CBB case can be 2 to 3 times
larger than the UBB case. This maximum gain is also obtained at a dierent frequency. This shows
that the blu-body temperature controls the ame response. The second issue is to compare DNS and
experiments. Here, the phases are in very good agreement: the phase shift between UBB and CBB cases
is well reproduced up to 200 Hz and slight discrepancies are observed at higher frequencies. Second,
gain dierences are observed in the experiments between the CBB and the UBB cases. However, these
gains are lower than the corresponding gains in the DNS and the dierence increases with the frequency.
Two eects may explain the discrepancies observed between the FTFs measured in the experiments
and the DNS:
• Three dimensional eects inuence the FTF in the three cases of interest. Because of thermo-
diusive instabilities [220], the ame height is not uniform and phase averaging of the FTF is
produced.
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Figure 8.15: Experimental measurements of the FTF.
• Non linear perturbations of the ame front are observed, even at low excitation amplitude. In
the DNS, the ratio between acoustic and bulk velocities was about 1 percent while it was about 5
percent in the experiments. These eect can be synthetized in the framework of Flame Describing
Functions (FDF)[244].
8.3.2 Three dimensional effects
As observed in Fig. 8.16, left, the ame height is not uniform in the x direction. One possible reason for
this is the occurence of instabilities [220], which lead to a ame surface which is not perfectly at (see
Fig. 8.16, left). These instabilities may be hydrodynamic, thermodiusive (this is unlikely here because
Le ≈ 0.95) or due to the geometrical imperfections or 3D end eects. The objective of this section is
not to focus on the physical mechanisms leading to ame front perturbations in the transverse direction
but to investigate their impact on FTFs.
A sketch of the ame front in the transverse direction is provided in Fig. 8.16, right. The steady
height of the ame in the frame Y,Z is represented by the variable Y0(X). In order to account for
three-dimensional eects in UBB, CBB and also TBB cases, one may decompose the ame sheet into
innitesimal 2D ames. Their respective contributions can be integrated to retrieve the global FTF:
FTF3D = 1∣xmax − xmin∣ ∫ xmaxxmin FTF2D(Y0(X))dX (8.3.1)
Equation 8.3.1 can be closed by providing a model for the two-dimensional local ame transfer function
FTF2D(Y0). This can be achieved by keeping the root motion term in the FTF model provided in
section 8.2.3:
FTF2D(ω) = (ω)eiωY0/V0 (8.3.2)
The two-dimensional FTF provided in equation 8.3.2 is convenient because it rst exhibits a linear
behavior for the phase which is in good agreement with both experimental and numerical measurements.
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Figure 8.16: Right: Three dimensional sketch of the INTRIG ame. Left: picture of the INTRIG
burner showing the transverse perturbation.
Moreover, it is clear the FMBTF does not depend on the ame length so that only the phase of the
FTF varies with this quantity. The following calculations are further simplied by assuming a Gaussian
distribution for the ame height in the transverse direction:
P (Y0) = 1
σ
√
2pi
exp(−1
2
(Y0 − Ym
σ
)2) (8.3.3)
where Ym is the mean value of the ame height and σ its standard deviation. The ratio σ/Ym has been
approximately measured to 0.04±0.015 (see Fig. 8.16, left). It is now possible to rewrite equation 8.3.1:
FTF3D = 1∣xmax − xmin∣ ∫ xmaxxmin eiKY0(X)dX = (ω)∫R eiKY P (Y )dY (8.3.4)
where one recognizes the Fourier transform of the Gaussian distribution:
FTF3D = (ω)eiKYme− 12 (Kσ)2 =< FTF2D > e− 12 (Kσ)2 (8.3.5)
Finally, taking into account the steady ame height variation alters the global FTF by multiplying it
by a low-pass lter of cut-o frequency fc = V0/(2piσ) ≈ 65 Hz. The more important are the ame
height variations, the lower is the cut-o frequency. In order to simplify the calculations, the choice of
a Gaussian function for the ame height density function has been retained. However, similar results
in term of cut-o frequency would have been obtained with other distributions.
This eect helps to understand the dierences between FTFs measured in the DNS and in the
experiments. For frequencies lower than fc, experimental and numerical data are in excellent agreement
(in gain and phase). However, for frequencies higher than fc, the gains measured in the experiments
start decreasing faster than the ones in the DNS. This is because phase averaging only operates for the
experimental ame.
8.3.3 Non linear forcing: Flame Describing Function
As shown in the previous section, three dimensional eects may damp the gain of the FTF obtained by
a 2D approximation. Here, an other source of FTF gain attenuation is considered. As the excitation
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Amplitude TBB UBB CBB≤ 1 % 0.8 2.38 5.5
5 % 0.76 1.63 2.35
Amplitude TBB UBB CBB≤ 1% -2.06 2.36 0.75
5 % -2.11 1.86 -1.16
Table 8.4: Left: Gain, Right: phases of FTF for the three cases at two forcing amplitudes for f = 100
Hz
amplitude increases, the gain of the FTF decreases, this non-linear eect leads to the concept of Flame
Describing Functions (FDF). The latter have been rst described by Dowling [244] and EM2C [233,
231, 234, 235]. It states that the heat release response to an acoustic perturbation is also a function of
the amplitude of excitation:
FDF(ω, ∣~u∣) = ~
T (ω, ∣~u∣)/
T
~u/u (8.3.6)
where ∣~u∣ refers to the amplitude of the acoustic forcing velocity. Examples of time-traces of velocity and
heat release rate monitored in the UBB case are displayed in Fig. 8.17. First, a small forcing (below 1%
of bulk velocity) is applied and one observes an harmonic response of the heat release rate. Second, a
stronger forcing is applied (5%) and the heat release response ceased to be harmonic. Consequently, high
frequency oscillations are also observed in the velocity signal as soon as the heat release rate reaches its
limit cycle. The heat release rate response to the sinusoidal forcing exhibits higher frequencies harmonics
which in turn generate acoustic waves.
Figure 8.17: Left: time traces of reference velocity and heat release in a linear case (the heat release
is still harmonic). Right: same but with a higher forcing amplitude.
The inuence of the forcing amplitude is scrutinized for the three cases CBB, UBB and TBB and
results are shown in table 8.4. One can observe that the damping eects are more important in the CBB
case, where the heat release uctuations are higher. This suggests that non-linear responses are obtained
when the heat release rate uctuations are important. Such a result is coherent with the FTF model
proposed in section 8.2.3: when important ame displacements ξ(Y ) are observed, the assumption used
to linearize equations 8.2.9 and 8.2.8 does not hold anymore. One may also notice that the FBMTF
may also exhibit non-linear behavior when the forcing amplitude increases.
After combining both three dimensional and non-linear eects, it is possible to understand why the
FTFs obtained in the DNS exhibit higher gains than those measured experimentally. However, all the
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mechanisms presented in this section are independent of the ame base motion transfer function, which
controls ame dynamics in the frequency range of interest. As a consequence, both experiments and
DNS provide higher gains for the cooled case when compared to the un-cooled one.
Conclusion
Results concerning ame transfer functions for three dierent topologies of ames stabilized on a cylin-
drical blu-body have been reported. In the rst case (CBB), the ame is attached in the wake of a
cooled ame holder and its FTF experiences a high gain (close to 9) around to 100 Hz. In the second
case (UBB), the cylindrical blu-body is not cooled and the ame is attached closer to it: the FTF
peaks at a lower amplitude (about 2.5). In the last case (TBB), the ame is attached upstream of a
quasi-transparent blu-body of same dimensions. No peaks are observed in the FTF: it starts from
one and gently decreases to zero. Obviously the ame roots play a major role in the FTF, For the
TBB ame, there is no ame root and the ame is stabilized upstream of the ame holder so that is is
much less sensitive to forcing. As the roots appear and are convected downstream close to the cylinder
(UBB) or far away (CBB), the ame response increases. The dierences between these FTFs have been
explained within the G-equation framework: it has been shown that the ame base motion plays an
important role in all cases and is responsible for the changes in ame dynamics between the dierent
cases. Finally, comparisons between experimental and numerical FTFs show that the cooled cylinder
has a more intense response than the un-cooled one but discrepancies for the gain values have been
reported and justied by both non-linear (FDF) and three-dimensional eects (phase averaging).
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Chapter 9
Reduced Order Model of the INTRIG
burner
This chapter is dedicated to thermo-acoustic modeling of the INTRIG burner. As its geometry is
simple (quasi one dimensional), the ROM approach has been retained. The latter is built on top
of FTF measured in the DNS (see chapter 8) and takes into account the "non compactness" of the
ame. The solutions of the ROM (obtained with the ARL algorithm) are compared to experimental
measurements for the three ames CBB, UBB and TBB, and a good agreement is observed for three
dierent geometries: the combustion chamber length is varied from 0.1 (stable conguration) up to
0.35 m (unstable conguration). Finally, the modal structure observed in both ROM and experimental
results is explained by introducing a new family of acoustic modes: the Quasi Intrinsic Thermo-Acoustic
(QITA) family. This family originates from the coupling between the Intrinsic Thermo-Acoustic (ITA)
family, which play an important role in anechoic burners, and the chamber family, which concerns all
the modes that exist without ame/acoustic interaction.
Introduction
As stated in the introduction, one of the main objectives of thermo-acoustic studies is to predict the
stability of a given system prior to building it. To do this, several approaches exist including CFD [108]
or Helmholtz solvers [70, 92] and ROMs [57]. The two latter approaches need additional information
about acoustic losses and ame/acoustic interaction to provide predictive results.
The INTRIG geometry is simple: Sudden change of section and swirl injectors have been avoided
to limit the impact of acoustic dissipation. Moreover, the burner is one dimensional (excepted around
the small cylindrical blu-body), which simplies the design of an accurate ROM.
This chapter is decomposed into four parts. Section 9.1 describes the post-processing of experimental
and DNS data to provide the information required to the ROM. FTFs are converted into analytical
functions which contain no poles in order to comply with RootLocker requirements. Once they are
ttd using analytical functions, the three FTFs are introduced into a "non compact" acoustic transfer
matrix. Indeed, the temperature linearly increases from the root to the end of the ame over a length
zf = 0.07 m which is non negligible when compared to the burner length (≈ 0.5 m). In addition, the
unsteady heat release rate is only located at the end of the ame whereas the velocity reference location
is taken upstream of the blu-body.
In the second section (9.2), the acoustic boundary conditions required in the ROM are inferred
from experimental measurements in the INTRIG burner. It is shown that acoustic waves are partially
reected by the small glass balls used to laminarize the ow (R = 0.7). Concerning the outlet, three
congurations are introduced where the length of the combustion chamber is varied: short (zend = 0.1
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m), medium (zend = 0.2 m) and long (zend = 0.35 m).
A comparison between ROM predictions and experimental measurements is provided in section 9.3:
the short conguration, where no acoustic activity is observed in the experiment is predicted stable by
the ROM while the other congurations exhibit acoustic instabilities. Experimental measurements and
ROM solutions are in good agreement. In addition, more than ten modes are observed before the rst
cavity mode for each conguration.
This intriguing result is explained in section 9.4, where the concept of "mode family" is introduced.
The modes observed in the INTRIG burner can be separated into three families:
• The classical chamber modes [11], which exist for non reacting ows and are sightly aected by
the ame/acoustic interaction.
• The Intrinsic Thermo-Acoustic (ITA) modes [245, 240, 246], which have been rst observed in
anechoic chambers and result from an internal feedback mechanism of the {blu-body + ame}
system. More generally, these modes can still exist in non anechoic chambers but are less aected
by the BCs than the chamber modes.
• The Quasi Intrinsic Thermo-Acoustic (QITA) modes, which are introduced in this PhD work,
and result from the coupling between the two previous families.
These results are similar to the recent analysis performed by Emmert et al [247] at the last symposium
(not published yet).
9.1 Flame/Acoustic coupling
As shown in chapters 1 and 2, FTF is the key ingredient needed to predict thermo-acoustic instabilities.
Most of the time, FTFs are only known for a discrete set of real valued frequencies. However, ROM (and
even Helmholtz solvers) need an analytical representation, which must be valid not only for all values
of real frequencies but also for complex frequencies (i.e. for signals growing or decaying in time) [248].
An automated procedure which answers to this question is presented in 9.1.1.
After that, the FTF is introduced in a two-port representation, which links acoustic variables at both
sides of the element. In the case of the INTRIG burner, the ames are quite long (from 60 to 70 mm)
so that the compact approximation developed in chapter 1 does not apply perfectly. As a consequence,
a more accurate description of the two-port, which dierentiates the location of the velocity reference
(upstream of the cylinder) to that of the unsteady heat release production (end of the ames, as shown
in chapter 8), is provided in section 9.1.2. This approach also assumes a linear temperature prole from
the root to the end of the ame.
9.1.1 Analytical representation of FTFs
Analytical representation f(ω) of FTFs are needed as inputs of ROMs and this topic has already been
addressed in various studies. Empirical models have been used by Kopitz et al [54] and Noiray et
al [249]. In these cases, a fractional polynomial multiplied by a delay function was used:
ffp(ω) = Pnk=0 akωkPpk=0 bkωk eiωτ (9.1.1)
where ak k ∈ [1, n], bk k ∈ [1, p] and τ are the tting coecients. As all FTFs decrease to zero at
high frequencies, we impose p > n. The optimal coecients are obtained by performing a non linear
regression of the discrete FTF. However, using this kind of model for FTFs comes with two major
drawbacks:
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• This model is not based on physical insights and the correct values for n and p are not easy to
guess. Most of the time, a trial and error method is used. Even when these parameters are xed,
it is also complicated to nd correct guesses for the n + p + 3 tting coecients of the model
required by minimization algorithms.
• This model introduces poles in the ROM (when p > 0). Indeed, a pole present in the analytical
representation of the FTF, unless balanced by a root, will induce a pole in the ROM. However,
methods based on the argument principle such as the ARL algorithm presented in chapter 2 are
not adapted to ROMs with poles.
As a consequence, an other methodology is adapted from [250] and [251] to solve the two aforementioned
issues. In this procedure, the tting is performed in the time domain on the impulse response of the
ame as shown in Fig. 9.1. Indeed, it is simpler to t a real valued function such as the impulse response
than the complex FTF.
Figure 9.1: Discrete Impulse Response (DIR) in the UBB case: Gaussian peaks can be used to t the
data.
The Discrete Impulse Response (DIR) contains peaks of various amplitudes and widths, which can
be easily identied. These peaks can be tted with multiple Gaussian functions hg,τ,σ which are summed
to obtain the complete impulse response1:
hnp(t) = Q
k=1,np hg,τ,σ(t) (9.1.2)
with hg,τ,σ = ge− (tτ)22σ2 (9.1.3)
where the number of peaks np will be determined later. The three parameters g, τ, σ corresponds to the
amplitude, the center and the standard deviation of the Gaussians functions respectively. Guesses for
these values can be easily obtained:
1Contrary to Polifke et al [252], who used a single Gaussian function to describe the DIR.
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Peaks detection method
• The local maxima of the absolute DIR τk are identied and reordered from larger to lower.
Among them, only the rst np peaks are retained: {τ1, τ2, . . . τnp}.
• Starting from the peaks center, the amplitudes {g1, g2, . . . gnp} are simply obtained: gk =
DIR(τk)
• Finally, the standard deviation σk is obtained for each peak by using the second order
discrete derivative of the impulse response d2(DIR)(τk) which is computed with a fourth
order centered stencila:
σk = ¾ −g
d2(DIR)(τk) (9.1.4)
aIndeed, h′′(τ) = −g/σ2
Finally, the Gaussian based model provided in equation 9.1.2 is tted on the DIR: examples are
provided in Fig. 9.2 with four dierent number of peaks: np ∈ [1,3,8,15]. One observes that with np C 8,
the discrete data are well reproduced by the analytical model.
In practice, it is useful to increase np until the integral of hnp converges to unity
2:
∫ ∞
t=0 hnp(t)dt = √2pi npQk=1 gkσk (9.1.5)
Figure 9.2: Model tting on discrete impulse response (CBB case). Left: the parameter np is set to
1 and 8. Right: the parameter np is set to 3 and 15.
When the analytical representation hnp of the impulse response is obtained, it is possible to retrieve
the corresponding analytical FTF by using Fourier Transform (FT ). Each Gaussian hg,τ,σ terms can
be easily recast into the frequency domain:
FT (ge− (tτ)22σ2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
hg,τ,σ
) = gσ
g¯ain
√
2pi eiωτ±
delay
e− 12 (ωσ)2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
envolope
(9.1.6)
2The integral of the impulse response is equal to the low frequency limit of the FTF (see chapter 8) and must
be equal to unity [85].
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Equation 9.1.6 shows that the Fourier Transform of a Gaussian function is decomposed into a product of
three terms. The rst one characterizes the gain in the frequency domain. The second one corresponds
to a delay while the third one relates to the range of inuence of the peak in the frequency domain:
for frequencies above ω > 1/σ, this term vanishes. As a consequence, a peak with a large width in the
impulse response (large σ) only inuences the low frequency range of the FTF.
The analytical representations of the FTFs deduced from the hnp functions displayed in Fig. 9.2
(np =1, 3, 8 and 15) are shown in Fig. 9.3. A good agreement is observed for the t function as long as
np C 8. Taking into account more than 8 peaks improves the gain accuracy for low frequencies as well
as the phase accuracy for high frequencies.
Figure 9.3: Model tting on FTF (CBB case). Left: the parameter np is set to 1 and 8. Right: the
parameter np is set to 3 and 15.
A value of np = 15 will be retained for this case (CBB) but smaller ones are sucient for the two
other cases: np = 8 for the UBB case and np = 2 for the TBB case. Using more peaks than needed
increases the computational time needed by the ROM numerical solver RootLocker without modifying
signicantly the FTF.
9.1.2 Transfer Matrix of a non compact flame
The mechanisms leading to ame front perturbation in the presence of acoustic forcing have been
detailed in chapter 8. In the three cases CBB, UBB and TBB, unsteady heat release rate was only
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observed in the region where the ame interacts with the external walls. However, the amplitude of
ame front perturbations was impacted by the ame root dynamic, close to the cylindrical blu-body.
These two regions are separated by about 70 mm: the three ames are thus not perfectly compact. A
two-port description can still be proposed and is based on two assumptions:
• A1 Unsteady heat release rate is mainly generated at the wall (zf) according to the acoustic
velocity reference taken at zref .
• A2 The temperature prole increases linearly from Tu at z = 0 up to Tb at z = zref so that the
sound speed eld can be simply evaluated.
Unsteady heat release
zref zf0 z
(< 0) (> 0)
q˜ ! p˜
Tlfc = Rb( zf)TlfeRu(zref)
Tlfe
Velocity reference
Tu Tb
Figure 9.4: Sketch of the ame region. The velocity reference location used to measure FTFs is located
at zref while unsteady heat release occurs at zf . Two transfer matrix are dened: Tlfe links acoustic
waves at zref and zf stations while Tlfc links them at 0
− and 0+ by using matrix transformation.
A sketch of the ame region is provided in Fig. 9.4 where all the parameters of interest are introduced.
Two transfer matrices are dened: the "long ame extended" transfer matrix Tlfe links the acoustic waves(A+,A−)ref taken at the velocity reference location with the acoustic waves (A+,A−)f taken at the end
of the ame. Starting from this transfer matrix, the "long ame compact" transfer matrix Tlfc can be
obtained by using matrix transformation:
Tlfc = Rb(−zf)Tlfe Ru(zref) (9.1.7)
where Rb,u is the rotation matrix dened in equation 1.4.8 for burnt/unburnt gases respectively. Both
Tlfe and Tlfc take into account the whole ame with a linear temperature prole variation. However,
the Tlfc matrix is denoted as "compact" because its ports are located right upstream and downstream
of the blu-body thanks to matrix transformation.
The Tlfc transfer matrix can be directly introduced into a ROM in place of the ame transfer matrix
F dened in equation 1.5.6 as it links acoustic waves at z = 0− and z = 0+.
The objective is now to provide an analytical expression of the long ame extended transfer matrix
Tlfe. This can be achieved by starting from equation 1.5.4 in which the reference velocity location has
been re-dened: [~u]zf
z
f
= T
Tu
FTF(ω)~uzref (9.1.8)
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This equation states that the acoustic velocity jump occurring at z = zf is only caused by the ame
response through the FTF. Equation 9.1.8 can be combined with the conservation equation of acoustic
pressure across the interface at z = zf and recast into acoustic wave formalism to obtain:
( A+f
A−f ) = ( 1 00 1 )( A+fA−f )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
passive
+ 1
2
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active
(9.1.9)
where  g = (ρ0c)d/(ρ0c)u(T /Tu)FTF(ω) is the product of the ratio of downstream and upstream
impedances with the reduced FTF. The RHS of equation 9.1.9 is decomposed into a passive part
(scattering of acoustic waves without the ame) and an active part (acoustic waves generated by the
unsteady heat release). The long ame extended transfer matrix Tlfe can be thus obtained by providing
a model for the acoustic waves passive propagation between zref and zf .
This region is decomposed into two zones: from z = zref to z = 0− (see Fig. 9.4), acoustic waves are
simply advanced by using a rotating matrix Ru(0− zref). At the interface between the two zone (center
of the blu-body), acoustic waves are continuous: the contraction ratio caused by the cylinder is to small
to alter the acoustic propagation signicantly. However, in a general case, one can use a transfer matrix
for the ame holder: Tfh. For instance, using a ame holder transfer matrix can be very useful in the
case of ames stabilized over multi-perforated plates or swirl injectors. The second zone, which ranges
from z = 0 to z = zf , has a non uniform temperature prole. The propagation of acoustic waves in
one dimensional ducts with an axial temperature gradient has been investigated numerically by various
authors [253, 254, 255]. More recently, Sujith et al [256] derived an exact solution in the case of a linear
mean temperature T variation in the duct, as it is the case in the INTRIG conguration (assumption
A2). However, this approach, which is described in appendix F, cannot be retained because it implies
the use of Bessel functions of rst and second order which are not available in RootLocker.
Another approach is preferred: the problem is discretized into n smaller regions, in which the mean
temperature Ti , i ∈ [1, n] is supposed uniform as shown in Fig. 9.5.
0 zf
(> 0)
Tu Tb
z
A+0
A 0 A
 
f 
A+f MTb(MTu)
 1
T1 T2 . . . TnTn 1. . .
RTi
⇣zf
n
⌘
(Ti ! Ti+1)T
Continuous approach
Discrete approach
Figure 9.5: Detailed sketch for the inhomogeneous zone between z = 0 and z = zf . Both continuous
and discrete approaches are represented for the propagation of acoustic waves. A comparison between
the two approaches is provided in appendix F. Note that the unsteady combustion takes place only at
z = zf .
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The corresponding discrete transfer matrix is obtained by combining all rotation (R) and tempera-
ture jump3 (T) transfer matrices:
Tdisc = Tn,TbRTn(zfn )( 1∏i=n−1 Ti,i+1RTi(zfn ))Tu,1 (9.1.10)
where the intermediates temperature are Ti = Tu + (Tb − Tu)(i − 0.5)/n. Here, the discrete approach
does not require the use of unusual functions and can also be easily adapted to the case of a non-linear
variation of the mean temperature prole. A comparison between the continuous (equation F.1.4) and
the discrete (equation 9.1.10) approaches is provided in appendix F where it is shown that both methods
provide similar results when n > 5.
Finally, it is possible to combine equations 9.1.10 and 9.1.9 to obtain the long ame extended transfer
matrix Tlfe:
Tlfe = TdiscTfhRTu(−zref) + 12 (ρ0c)b(ρ0c)u Tb − TuTu FTF(ω)( 1 −1−1 1 ) (9.1.11)
The "long ame compact" transfer matrix Tlfc which was derived from Tlfe in equation 9.1.7 can be
used in a ROM. To sum it up, this two-port matrix takes into account the length of the ame as well
as the reference location for the acoustic velocity. It supposes that the temperature increases linearly
starting from the ame holder at T = Tu ≈ 300 K up to T = Tb ≈ 1900 K at the end of the ame where
the unsteady heat is released.
9.2 Boundary conditions and ROM of the INTRIG burner
The ame region has been accurately modeled in the previous sections 9.1.1, where the discrete FTFs
have been recast into analytical representations, and 9.1.2, where these analytical FTFs have been
included in a two-port matrix which takes into account the length of the ame. A complete ROM can
be formed by combining the burner compact transfer matrix Tlfc with a set of boundary conditions.
9.2.1 Inlet and outlet BCs
Concerning the outlet boundary conditions, the chamber outlet is left open to let the burnt mixture
ow out. As a consequence, an acoustic pressure node is imposed right after the chamber exit. Similarly
to what has been done in chapter 5, an acoustic end correction [257, 12] can be taken into account:
δout = h/2 where h = 34 mm refers to the burner width.
As small glass balls are used in the plenum to laminarize the ow (see chapter 6 for a complete
description of the burner), the denition of the inlet acoustic boundary is more dicult. In order
to characterize it, the multi-microphone technique described in chapter 5 has been employed in the
experimental INTRIG burner to reconstruct the acoustic velocity proles for frequencies ranging between
50 and 1000 Hz as shown in Fig. 9.6. These measurement have been performed in a non reacting
conguration, and at rest. For the sake of clarity, the acoustic velocity proles have been normalized
by their maximum value. One observes that all velocity curves collapse in the vicinity of z = −0.26 m,
which corresponds to the end of the small glass balls. This result was expected: small glass balls form a
porous wall where acoustic waves are partially reected. This situation can be modeled by a reection
Rin applied at z = −0.26 m, which phase4 ϕ is equal to 0.
3This matrix is dened in equation 1.5.6 after setting g = 1.
4The reection coecient must be real to obtain an extremum of velocity for each frequencies. ϕ = pi corre-
sponds to a maximum while ϕ = 0 corresponds to a minimum, which is observed here.
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Figure 9.6: Normalized acoustic velocity eld reconstructed with the multi-microphone method in
the INTRIG burner for f ∈ [50,500] Hz. A velocity node is clearly observed at z = −0.26 m, which
corresponds to the nal location of the small glass balls used to laminarize the ow.
Moreover, the modulus of the reection coecient Rin can be deduced from Fig. 9.6 by considering
the Standing Wave Ratio (SWR) of ~u. Equation 1.4.7 can be recast by using the reection coecient
Rin:
ρ0c~u = a− ‰Reikz − e−ikzŽ (9.2.1)
where k = ω/c is the wave number and a−, the Riemann invariant of the upstream propagating wave
measured at z = −0.26 m. The ratio between maximum and minimum of ∣~u∣ is:
SWR = max ∣~u∣
min ∣~u∣ = 1 +Rin1 −Rin (9.2.2)
so that:
Rin = SWR − 1
SWR + 1 (9.2.3)
Figure 9.6 shows that the standing wave ratio is about SWR = 1/0.17 = 5.9 so that the amplitude of
the reection coecient is Rin ≈ 0.7. However, an important uncertainty (±0.1) is associated with this
measurement.∣Rin∣ < 1 means that the acoustic waves which are transmitted upstream of the inlet are dissipated
by the small glass balls. This constitutes the only source of dissipation occurring in the INTRIG burner.
9.2.2 Detailed ROM of the INTRIG burner
A simplied ROM of the INTRIG burner has already been proposed in section 1.6.3. Although not
accurate, this model permitted to introduce the concept of thermo-acoustic low order modeling. More-
over, it was used as a benchmark for the ANR (stochastic method presented in chapter 1) and the ARL
(exact method presented in chapter 2) algorithms.
Here, we propose to establish a detailed ROM of the INTRIG burner, based on the knowledge
acquired in the previous chapters. The corresponding sketch of the INTRIG burner is depicted in
Fig. 9.7 where all important parameters are recalled.
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z ∈ {0.1, 0.2, 0.35}
Figure 9.7: Sketch of the INTRIG burner used to build the ROM. All the lengths are given in m
The detailed ROM of the INTRIG burner is then:
det(Rb(zout + δout)Tlfc(zref , zf)Ru(−zin)(Rin1 ) ,( 1Rout)) = 0 (9.2.4)
where Ru,b denotes the rotation matrix in the unburnt/burnt gases and Tlfc is the long ame compact
transfer matrix dened in section 9.1.2. Solutions of this ROM are provided in the next section for the
three cases CBB (cooled blu-body), UBB (un-cooled blu-body) and TBB (transparent blu-body).
These solutions, which correspond to the acoustic modes of the INTRIG rig, are then compared to
experimental measurements.
9.3 Acoustic modes prediction in INTRIG
In the previous chapters (6, 7 and 8) a very short (zend = 0.1 m) combustion chamber has been used in
the experimental set-up to avoid self-excited acoustic modes. In this conguration, referred as "short"
in the following, the absence of unstable mode can be understood by considering the Rayleigh criterion
provided in equation 0.1.1 which relates the variation of acoustic energy in the chamber. The source
term of acoustic energy caused by the coupling with the ame (see equation 0.1.2) which is recalled
here for the sake of clarity:
S = 1
T
∫ T
0
γ − 1
ρ0c2
p′ _q′dt (9.3.1)
is proportional to the product of the uctuating pressure and heat release rate p′ _q′. It was shown in
chapter 8 that the unsteady heat release rate was located at the end of the ame (zf ≈ 0.07 m). In this
region, which is very close from the outlet (p′ = 0 at zshortend = 0.1 m), the pressure uctuation remains very
small so that S ≈ 0. As a consequence, no unstable modes are expected because of acoustic dissipation
and radiation.
The absence of unstable mode can also be understood quantitatively by solving the ROM equation
of the INTRIG burner in the short conguration as done in section 9.3.3. Moreover, two other chamber
lengths have been studied. A "medium" chamber of length zmediumend = 0.2 m, which roughly corresponds
to three lengths of the ame and a "long" chamber of length zlongend = 0.35 m. Contrary to the "short"
conguration, self-excited acoustic modes have been observed in the experiment for both UBB and CBB
ames in the "medium" and "long" congurations. Determining whether the ROM can reproduce this
behavior is an interesting test of quality.
159
conguration chamber length stable (CBB, UBB, TBB) XP ROM
short (section 9.3.3) 0.1 m  ,  ,    
medium (section 9.3.2) 0.2 m - ,  ,    
long (section 9.3.1) 0.35 m - , - ,    
Table 9.1: Summary of the dierent congurations studied in this manuscript. Only CBB and UBB
cases have been studied in the experiments. However, the ROM approach was used with the three
ames (CBB, UBB and TBB).
A brief summary of the congurations is provided in table 9.1. In the experiment, only the cooled
(CBB) and un-cooled (UBB) ames were investigated. The three ames topologies (CBB, UBB and
the transparent blu-body TBB) were investigated with the ROM approach. Note tht all FTF used
for the ROM come from the DNS. Even if they partially match the experimental FTF, none of the
experimental FTF results was used to determine the stability map given in the next sections. In other
words, the whole procedure can be performed without running the experiment, allowing to determine
the stability map before operating the burner, the usual ideal target of all instability studies.
Acoustic modes in the experiments are recovered by a Power Spectral Density (PSD) of a pressure
signal, measured inside of the plenum: each peak in the PSD corresponds to an acoustic mode5. Both
frequencies (real part) and stable/unstable behavior recovered from the PSDs are then compared to the
solutions of the ROM.
9.3.1 Long configuration
ROM can be rst used to predict the "passive" acoustic modes of the burner, that is to say the modes
obtained without ame/acoustic coupling (FTF(ω) = 0), but taking into account the temperature
variation. In the long conguration, the rst two ROM modes are: f l1 = 228 and f l2 = 620 Hz. The
frequency of the second mode is not three times that of the rst one (expected behavior for the quarter
wave family of modes) as the temperature eld is not uniform.
The comparison between experiments and ROM solutions is shown in Fig. 9.8 for active ames.
Experimental results are provided for both CBB (black solid line) and UBB (blue dashed line) ames,
while the solutions of the ROM are denoted by black circles (CBB) and blue crosses (UBB). This
representation will be maintained in the following sections for the medium and short congurations.
A dierent scale is used for experimental and ROM modes. The objective is to verify of each peaks
observed in the experimental measurements correspond to a solution of the ROM.
Experimental measurement are represented by a PSD of a pressure signal (Pa2) while ROM solutions
are represented by their imaginary part I(f) in Hz. A positive imaginary part stands for an unstable
mode. Although dierent, these scales represent similar quantities. A high peak in the PSD represents an
acoustic mode which must be unstable, and thus, with a positive growth rate I(f). Several observations
can be made from Fig. 9.8:
• First, there is a signicant number of modes, both in the experiment and in the ROM. For
instance, in the frequency range f ∈ [0 ∶ f l1], one observes 11 modes for the CBB case in the
experimental spectrum (12 predicted by the ROM) and 9 modes for the UBB case (10 predicted
by the ROM). The agreement between the experiment and the resolution of the ROM is good
and highlights a point which is rarely observed: the existence of multiple possible modes in the
low frequency range. This topic will be addressed in section 9.4.
5This statement must be tempered by the existence of harmonics. When an acoustic mode reaches a limit
cycle, non linear eects arise and harmonics at multiple frequencies appear.
160
Long f l1 f
l
2
Figure 9.8: Acoustic modes obtained in the INTRIG burner in the long conguration (zend = 0.35 m),
Vertical black lines corresponds to the modes obtained without acoustic/ame coupling. Experimental
results (PSD) are represented by lines (solid black for the CBB case and dashed blue for the UBB case)
while ROM solutions are denoted by markers. The solid red horizontal line denote the limit of stability
for ROM solutions.
• Very unstable modes are observed in the experiment (peaks in the PSD close to 1 Pa2) between
f ∈ [200 ∶ 250] Hz for both CBB and UBB ames. These frequencies are close to the rst mode
of the cavity f l1 = 228 Hz in the absence of an active ame. Moreover, the resolution of the ROM
exhibits acoustic modes with a positive growth rate in the same region. Finally, one may observe
that the instability is more important (higher limit cycle) in the CBB case.
• For higher frequencies (f > f l1), damped acoustic modes are observed in both experiment (PSDP 1 Pa2) and ROM solutions (I(f) < 0). This behavior is similar for both UBB and CBB ames.
• The frequency dierence between two consecutive modes is about fCBB = 25 Hz for the cooled
case CBB in the experiment (about 20 Hz in the ROM) while it is fUBB = 31 Hz for the un-
cooled case UBB in the experiment (about 25 Hz in the ROM). It is interesting to note that the
ratio between the CBB and the UBB gap is the same in the experiment as well as in the ROM:
fUBB/fCBB ≈ 1.25.
9.3.2 Medium configuration
The medium conguration is now investigated (zend = 0.2 m). Here, the rst two passive modes are:
fm1 = 281 and fm2 = 794 Hz and are sightly higher than those obtained for the long chamber (fm1 >
f l1 = 228 and fm2 > f l2 = 620 Hz). The comparison between experiments and ROM solutions is shown in
Fig. 9.9 where the same axes as in the "long" conguration comparison (see Fig. 9.8) are used.
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Medium
fm1
fm2
Figure 9.9: Acoustic modes of the INTRIG burner in the medium conguration (zout = 0.20 m).
Vertical black lines corresponds to the modes obtained without acoustic/ame coupling.
As done in section 9.3.1 for the long conguration, several observations can be realized in Fig. 9.9
for the medium chamber:
• There are still an important number of modes, both in the experiment and in the ROM and the
agreement is still very good in the low frequency range (f ∈ [0 ∶ 300] Hz).
• Unstable modes are only observed with the cooled blu-body (CBB case, solid black lines). The
amplitudes of the peaks observed for UBB case (dshed blue lines) are very small when compared
to those observed in the CBB case. However, the resolution of the ROM predicts sightly unstable
modes in both cases, although they should only appear above 200 Hz for the UBB case.
• Finally, the frequency spacing between two consecutive modes are similar to those obtained in
the "long" conguration.
9.3.3 Short configuration
Only results from ROM are provided in the short conguration. Indeed, no instabilities where observed
in the experiment for both CBB and UBB ames. In this conguration, the rst two passive modes
are: fs1 = 297 and fs2 = 883 Hz and are also higher than those obtained for the medium chamber
(fs1 > fm1 = 256 and fs2 > fm2 = 794 Hz). The solutions of the ROM for these two ames are displayed in
Fig. 9.10.
In this conguration, all the solutions of the ROM are stables (except some marginally unstable
modes in the CBB case) which validates the absence of self-excited acoustic oscillations in the experi-
ments for both CBB and UBB ames as required in chapter 8 to measure FTFs.
This conguration proves that the ROM approach is suitable to design a stable chamber, once the
FTF of the ame is known accurately.
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Figure 9.10: Acoustic modes of the INTRIG burner in the short conguration (zout = 0.10 m). Vertical
black lines corresponds to the modes obtained without acoustic/ame coupling. All modes are stables
with negative imaginary parts.
9.3.4 TBB case
Finally, results concerning the transparent blu-body (TBB case), for which the ame is upstream
stabilized, are provided in this section. All these results were obtained with the ROM approach as such
ames were not studied in the experimental burner6 and are gathered in Fig. 9.11.
First, one observes that for the TBB ames, all modes are stable, independently of the chamber
length. A closer look at the acoustic modes provides an interesting classication: two distinct families
of modes seem to exist with the TBB ame. The rst one, denoted as "chamber family" in Fig. 9.11,
contains two modes which are clearly aected by the change in length of the chamber: the longer the
chamber the lower the frequency. The frequencies (real part) of the chamber family of modes are very
close to the one obtained with a passive ame (denoted by dashed gray vertical lines in Fig. 9.11).
Second, an other set of acoustic modes, gathered here under the name of "Unknown family" is
observed at low frequencies. Contrary to the chamber family of modes, only their growth rates vary
with the chamber length. Here again, the frequency gap between the unknown family modes is small
and independent of the chamber length : f ≈ 34 Hz.
9.4 Discussion
In the previous sections, comparisons between experimental measurements and ROM predictions have
been provided. Short, medium and long chambers has been investigated and a very good agreement was
obtained. The objective of this section is to rst, explain these ndings, and discuss especially the exis-
6the ame holder temperature measured in the DNS is about 1600 K for the TBB case
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TBB
Chamber family
Unknown family
Figure 9.11: Acoustic modes predicted by using the ROM approach for the transparent blu-body
(TBB case). The modes are displayed for the three chamber lengths and vertical lines symbolizes the
acoustic modes f l,m,s1,2 of the passive systems.
tence of distinct families of modes. After that, the small discrepancies observed between experimental
results and ROM predictions will be discussed.
9.4.1 Chamber and Intrinsic families of modes
The modal structures observed in section 9.3 can be understood by considering the block diagram of
the INTRIG burner. In a recent study, Emmert and Bomberg [246, 258] provided block diagrams of
the region in which a ame was anchored on a swirl injector. Such diagrams link in and out-coming
acoustic waves outside of the region of interest. This formalism is reproduced here in Fig. 9.12 with
the notations adapted to those of the manuscript and several simplications. Indeed, the blu-body is
transparent for acoustic waves7 so that the scattering matrix appearing in [246] is replaced by an unit
matrix, which greatly simplies the diagram.
Two distinct loops are observed in this diagram. First, the chamber loop, which takes into account
the propagation of acoustic waves all along the chamber. This loop is still present in the absence of
combustion.
Second, the intrinsic loop, which relies only on the ame response. This intrinsic loop, has been studied
recently by many authors [245, 246, 240] in the context of (quasi) anechoic combustion chambers, that is
to say for vanishing reection coecients. Indeed, only the intrinsic loop remains when both upstream
and downstream boundary conditions tend to zero. The modes associated to this loop are called the
Intrinsic Thermo-Acoustic (ITA) modes [240]. Prior to studying the fully coupled system described in
Fig. 9.12, it is important to isolate the intrinsic loop, as done in section 9.4.1.1. The coupling ITA and
7Acoustic reection at the ame holder caused by the change of impedance are neglected here for the sake of
simplicity without altering the purpose of the discussion.
8Assuming a compact ame do not alter the results of this section.
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Figure 9.12: Simplied block diagram of the INTRIG burner. This diagram is adapted from [246]
from which several simplications have been adopted: the passive scattering matrix of the ame holder
is set to unity and the ame is supposed compact8.
and Chamber modes will lead to QITA modes, which are introduced in section 9.4.1.2.
9.4.1.1 ITA modes
In the context of fully anechoic combustion chamber, the ITA modes can be retrieved from the intrinsic
loop of Fig. 9.12 by considering the following equation:
~uu = −  
1 +   TTu FTF(ω)~uu (9.4.1)
which has non trivial solutions only when:
 
1 +   TTu FTF(ω) = −1 (9.4.2)
where   is the ratio of downstream and upstream impedances and T = Tb − Tu. The solutions of
equation 9.4.2 can be derived by assuming a local n−τ representation for the ame response (FTF(ω) ≈
n exp(iωτ)):
R(fITA) = 1
τ
(1
2
+ k) (9.4.3)
I(fITA) = 1
τ
ln( n T
Tu(1 +  )) (9.4.4)
The frequency spacing between ITA modes depends only on the FTF local phase delay: fITA = 1/τ .
In addition, the stability of these modes rely on the FTF gain through the interaction index n. An ITA
mode is unstable only when:
n > nu = Tu
T
1 +  
 
=  
1 −   (9.4.5)
In the case of the INTRIG burner,   = √Tu/Tb ≈ 0.4 so that unstable ITA modes are expected when
n > nu = 0.66. As noted by Emmert [246], Courtine [240] or Hoeijmakers [245], unlike usual CI modes,
ITA modes are not unstable when a phase condition is satised but when a gain criterion nc is fullled.
In real burners, boundary conditions are never fully anechoic and one must take into account the
coupling between the Intrinsic and the Chamber acoustic modes. The resulting solutions of the ROM
are called Quasi Intrinsic Thermo-Acoustic (QITA) modes and are investigated in the following section.
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9.4.1.2 QITA modes
In the INTRIG burner, acoustic waves are reected at the boundaries: ∣Rin∣ = 0.7 and ∣Rout∣ = 1 so
that a coupling between intrinsic and chamber loops must occur. Instead of solving analytically the
ROM equation 9.2.4, it is easier to identify the coupling by performing parametric studies with the
"safe parametric mode" dened in section 2.6 (chapter 2). This coupling is investigated in the long
chamber conguration (zend = 0.35 m), for the UBB ame. Similar results are obtained in the other
congurations.
The QITA modes can be obtained by a continuation strategy: starting from a fully anechoic chamber,
where ITA modes are expected, the reection coecients are varied up to their respective values (
Rin = 0.7 and Rout = −1) according to the following transformation:
( Rin
Rout
)
param
= α( Rin
Rout
) (9.4.6)
where α is varied from 0 to 1. The corresponding parametric study is displayed in Fig. 9.13 where the
anechoic solutions (α = 0) are denoted by red crosses while reective ones (α = 1) are represented by
blue circles. The anechoic solutions correspond to the ITA modes which are solutions of equation 9.4.2.
QITA family
ITA family
↵ : 0! 1
↵(Rin, Rout)
f l1 f
l
2
Figure 9.13: Parametric study realized with the ROM approach described in chapter 2. The reection
coecients are multiplied by a scalar α which is varied from 0 (fully anechoic) up to 1 (reective
experimental burner). Red crosses denote the origin of a mode (α = 0) while blue circles denote the end
of a mode (α = 1).
These solutions are then shifted to form the QITA modes when the reection coecients retrieve their
original values. This parametric study does not dierentiate modes from chamber and QITA families.
Indeed, as the coupling remains strong (FTF(ω) > nc), both burner and intrinsic loops are fully coupled.
However, one may observe than the QITA modes are amplied for frequencies close to that of the passive
modes (obtained without ame/acoustic coupling): f l1 and f
l
2. Close to these frequencies, the chamber
reects acoustic waves in phase with the ITA modes and the growth rate of the corresponding QITA
modes is increased. In other words, for α = 0, ITA modes do not know of the chamber modes but as α
goes to unity, the ITA modes close to the acoustic passive modes are the ones with the largest growth
rates. Moreover, the frequency spacing between ITA and QITA modes remains similar.
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An second parametric study allows to separate the QITA modes into two distinct sets of modes:
those coming from the chamber family and those originating from the ITA family. Here, the FTF is
varied from zero (where only chamber modes are expected) up to its original value (where QITA modes
are expected) according to the following transformation:
FTF(ω)param = βFTF(ω) (9.4.7)
where β is varied from 0 up to 1. The corresponding study is displayed in Fig. 9.14 where the passive
solutions (β = 0) are denoted by red crosses while active ones (β = 1) are represented by blue circles.
Only two modes are obtained when β = 0 and correspond to the passive chamber modes: f l1 and f l2.
QI
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Figure 9.14: Parametric study realized with the ROM approach described in chapter 2. The FTF of
the UBB ame is multiplied by a scalar β which is varied from 0 (passive ame) up to 1 (fully active
ame). Red crosses denote the origin of a mode (β = 0) while blue circles denote the end of a mode
(β = 1).
However, as the gain of the FTF increases, other modes appear. Their frequencies (R(f) and I(f))
roughly match the ITA prediction of equations 9.4.3 and 9.4.4. When β = 1, it is no more possible to
separate the modes coming from the chamber or from the intrinsic loops.
According to these observations (parametric studies for the FTF and the reection coecients),
it is possible to infer a condition for the existence of QITA modes, which result from the coupling of
chamber and ITA families. From Fig. 9.14, one observes that the two families begin to couple when
their imaginary part (damping/growth rate) become similar which leads to the following condition for
the apparition of QITA modes:
C = I(fITA)
I(fChamber) = 1 (9.4.8)
where I(fITA) is dened by equation 9.4.4. The growth/damping rate of the chamber modes can be
approximated by the following formula, which is exact in the case of a purely quarter wave mode for
isothermal ows:
I(fChamber) = fc
pi
ln (RinRout) (9.4.9)
where fc is the frequency (real part) of the rst chamber mode. The coupling criterion dened in
equation 9.4.8 provides a critical threshold nc for the gain of the FTF at the frequency fc of the rst
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chamber mode:
nc =  
1 −   (RinRout)τfc/pi (9.4.10)
As a consequence, QITA modes must be accounted for to predict the stability of a burner when
FTF(2pifc) C nc. Finally, all the families of acoustic modes encountered in the INTRIG burner are
gathered in table 9.2.
FTF(2pifc) ≤ nc FTF(2pifc) C nc
Mode family ITA Chamber QITA
Characteristic Controlled by FTF Controlled by geometry coupled
Table 9.2: Families of modes encountered in the INTRIG burner according to the criteria dened in
equation 9.4.10.
9.4.1.3 Interpretation of the modal structure of the INTRIG burner
In this section, a re-interpretation of the modal structure observed in both experimental measurements
and ROM solutions for the three congurations (short, medium and long) as well as the three ames
(CBB, UBB and TBB) is provided.
The coupling criterion provided in equation 9.4.10 is applied to all of the aforementioned cases to
check whether ITA, Chamber or QITA modes are expected. Values of FTFs (measured in the DNS)
and critical threshold are provided in table 9.3. The direct application of the criterion of equation 9.4.10
shows that no coupling is expected in the three conguration for the transparent blu-body (TBB).
This is coherent with the results provided in Fig. 9.11 where the two families (ITA and chamber) were
clearly separated. In addition, the CBB and UBB cases exhibit a coupled behavior with the QITA
family. Indeed, no distinction between ITA and chamber modes can be performed in Figs. 9.8, 9.9 and
9.9.
These results prove that the criterion provided in equation 9.4.10 is a good indicator for the exis-
tence of QITA modes. For the three cases, QITA or ITA modes are observed. It is possible to verify
that an important property of these families is veried in the experiment: the spacing between two
consecutive modes must be a function of the ame dynamics only. Following the ITA theory developed
in section 9.4.1.1, which is assumed to be also valid for QITA modes as shown in Fig. 9.13, the predicted
spacing writes:
R ‰f(Q)ITA(k + 1) − f(Q)ITA(k)Ž = 1
τ
(9.4.11)
It has been shown in section 9.3 that the spacing between acoustic modes did not depend on the
chamber length. A comparison between frequency spacing measurements and equation 9.4.11 is provided
in table 9.4:
The agreement between equation 9.4.11 and the ROM spacing is very good, which also proves that
ITA/QITA modes are obtained in the INTRIG burner. However, there is a small dierence with the
spacing obtained in the experiment. Indeed, the ROM is based on FTFs measured in the DNS, where
the ame delays9 are sightly higher than those observed in the experiment as shown in Fig. 8.15.
Finally, the dierence in gain between FTFs measured in DNS and experiments (Fig. 8.15) can
explain why the ROM approach predicts unstable modes for the UBB ame in the medium conguration
while the experimental burner remains stable (see Fig. 9.9). Indeed, in the frequency range f ∈ [200,300],
the FTF gain in the experiment is much lower than the one in the DNS, which stabilizes the QITA
modes, as shown in equation 9.4.4.
9The ame delay is the slope of the phase of the FTF.
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Conf
Case Short Medium Long
fc 297 Hz 281 Hz 256 Hz
weak coupling
CBB 0.1 0.9 1.70.14 0.15 0.17
UBB 0.5 0.6 0.90.2 0.21 0.23
un-coupled un-coupledun-coupled
TBB 7 10 6 10 5 3 10 50.26 0.28 0.30
|FTF(2⇡fc)| nc |FTF(2⇡fc)| nc|FTF(2⇡fc)| nc
Table 9.3: FTF (left, black) and critical (right, red) threshold for all the cases/congurations investi-
gated in this chapter. A coupling between ITA and chamber modes is expected when the gain of the
FTF is greater than the threshold at the frequency fc of the rst passive mode.
Case CBB UBB TBB
XP spacing [Hz] 25 31 -
ROM spacing [Hz] 20 25 34
ITA spacing (1/τ) [Hz] 21 27 37
Table 9.4: Comparison between mode spacing predicted (see equation 9.4.11) and measured (see
section 9.3). The delay τ are obtaned from the FTF data of section 8.1.2. The experimental spacing
is measured in the experimental pressure spectra. The ROM spacing is simply deduced from ROM
solutions.
Conclusion
Here, the knowledge acquired in the previous chapter about reduced order modeling, acoustic losses and
ame/acoustic interaction has been used to output a detailed ROM of the INTRIG burner. Its solutions
have been compared to experimental measurements for dierent ames (CBB, UBB and TBB) and for
dierent congurations (short, medium and long) and a good agreement was obtained.
It was shown that the ame holder temperature greatly inuences the stability of the chamber. For
instance, in the medium length chamber, the ame stabilized on a cooled cylinder (Tc ≈ 300 K) was
unstable for the ROM as well as in the experiment while the ame stabilized on the un-cooled cylinder
(Tc ≈ 700 K) was stable. The TBB case, where the ame was stabilized upstream of the blu-body,
was stable for all congurations.
In order to understand the modal structure observed, a new family of acoustic mode has been intro-
duced: the Quasi-Intrinsic Thermo-Acoustic (QITA) family, which results from the coupling between
chamber and intrinsic modes. These modes are barely aected by the boundary conditions which would
make acoustic dampers useless to temper CIs. Finally, a critical threshold nc has been derived to
determine when these modes must be accounted for to predict the stability of the burner.
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Concluding remarks
This PhD work has been carried out with three primary objectives: 1) Dening a clear methodology to
derive and solve reduced order models in thermo-acoustic studies, 2) Incorporating sources of acoustic
losses in these models and 3) investigate on the ame holder temperature inuence on both anchoring
mechanisms and ame dynamics. All these objectives are linked by the motivation to predict and better
understand thermo-acoustic instabilities.
From an other point of view, this work has also been dedicated to the design of numerical tools to
predict thermo-acoustic instabilities. For instance, comparisons between CFD codes (DNS and LES)
and experiments have been provided in parts II and III with a constant desire to obtain a good agree-
ment. Using simulations permits to: a) better understand underlying physical mechanisms by providing
quantitative data and b) help to design new ecient and stable combustion chambers. Figure 9.15 sum-
marizes the experimental set-ups investigated during this PhD work. Both PREINTRIG and INTRIG
rigs were studied with numerical solvers (DNS or LES) and validated with experimental measurements
(PIV, OH* imaging).
In order to accomplish these objectives, new concepts, methods and physical mechanisms have been
introduced. Among them, the most important are recalled here:
Major advances realized during this PhD work
• A numerical algorithm (ARL) has been designed to solve analytical equations. This method
ensures that all the roots lying in a specic portion of the complex plane are enclosed
properly. This algorithm is particularly useful to solve ROM equations.
• An automated mesh renement procedure has been introduced to predict mean pressure
losses in Large Eddy Simulations (LES). This method is based on a physical criterion: the
loss in kinetic energy.
• Acoustic transfer matrices have been measured and introduced in a dedicated ROM: the
predicted frequencies and damping rates matched experimental measurements carried out
on the PREINTRIG workbench.
• The mechanisms of ame anchoring on cylindrical blu-bodies have been investigated in
DNS, with analytical chemistry and heat transfer taken into account in the solid. It was
shown that the radiative heat transfer played a crucial role in the stabilization mechanisms.
• The ame dynamic (FTF) is greatly inuenced by ame holder temperature. This topic
has already been addressed in former experimental studies and we conrm the existing
results with DNS data.
• A new family of acoustic modes: the Quasi-Intrinsic Thermo-Acoustic (QITA) has been
introduced to explain the modal structure encountered in the INTRIG burner. We also
showed that the ame holder temperature inuenced the stability of the burner.
Thanks to the work accomplished, several advices can be proposed to design stable combustion
chambers. First, the use of acoustic dampers must be used with caution. Indeed, it has been shown
that good acoustic dissipation properties always come with mean pressure losses, which reduce engines
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Figure 9.15: Experimental set-up used during this PhD work.
eciency. Second, two eects has been identied to control ame dynamics. An increase in ame
holder temperature permits to attach ames outside of recirculation zones, and reduces their responses
to acoustic perturbations. Moreover, combining ames with dierent delays causes phase averaging in
the overall response of the burner: this also reduces the unsteady heat release outputted by the burner
and may suppress instabilities. For instance, these advices are applied here to design a laminar burner:
ames are stabilized on a multi-perforated plate presented in Fig. 9.16. s
In this design (Fig. 9.16, right), the radii of the holes are not uniformly distributed in order to obtain
a Gaussian distribution for the ame delays. Indeed, the pressure drop is constant for each hole and is
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Noiray et al, 2005: 
The height of the flames controls 
 the instability through delay 𝜏
Stable Burner: 
• Hot (very thin plate) 
• Gaussian distribution of flame heights 
• Acoustic dissipation close to the flame
Multi-perforated plate burner
Figure 9.16: sketch of a laminar burner inspired by a study performed by Noiray et al [259]
a function of the hole bulk velocity ub and radius r (see chapter 6 for the exact relation):
P Œ u2b
r4
(9.4.12)
Moreover, the ame delay is proportional to the ratio between the ame height and the velocity:
τ Œ L
ub
≈ r
2sL
(9.4.13)
which does not depend on the velocity: the ame delay is proportional to the hole radius: τ Œ r
This parameter (r) must follow a Gaussian distribution. In addition, a thin plate will attain higher
temperature and thus, help to reduce the magnitude of ame responses. Finally, the multi-perforated
plate will dissipate acoustic energy. As a consequence, one expects that this burner will remain stable
for a wide range of operating regimes.
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Publications
During this Phd work, ve articles have been submitted. Most of these articles are related to chapters
presented here and two of them are already published. This section also allows me to thanks colleagues
who contributed to my PhD work.
The rst article was realized in collaboration with D. Mejia at IMFT and provides a comparison
between dierent experimental methods to measure acoustic growth/damping rates in a combustion
chamber. These measurements are then compared to the solutions of a ROM and an excellent agreement
is obtained. I realized the post-processing of pressure signals in obtained in both stable and un-stable
operating regimes, for which a broad band acoustic uctuation was superimposed (one of the method
tested) while Daniel took care of the other methods and the ROM design.
On the experimental determination of growth and damping rates for combustion instabilities. D.
Mejia, M. Miguel-Brebion, L. Selle. 2016, Combustion and Flame 169, 287-296.
The next article is about the introduction of acoustic dissipation in a Helmholtz solver and has been
realised in collaboration with F. Ni at CERFACS, who used the experimental measurements of acoustic
two-ports of the diaphragm and the swirl-injector that I realized at IMFT to predict acoustic damping
in three dimensional congurations.
Accounting for acoustic damping in a Helmholtz solver. F. Ni, M. Miguel-Brebion, F. Nicoud and
T. Poinsot. 2016, AIAA Journal, 1-16.
An article has been submitted in the journal Flow, Turbulence and Combustion in the collaboration
with G. Daviller (CERFACS) about the automatic mesh renement procedure dedicated to predict
pressure losses in LES. I helped G. Daviller to design the mesh renement criteria, which is based on
mean kinetic energy dissipation and I carried out experimental measurements of the pressure losses as
well as PIV imaging (with P. Xavier). This article is still under reviews.
A mesh adaptation strategy to predict pressure losses in LES of swirled flows. G. Daviller, M.
Miguel-Brebion, P. Xavier, G. Staelbach, J.D. M•uller, T. Poinsot. 2016, FTAC.
The next article is about the stabilization mechanisms of laminar ames on cylindrical rod and
the inuence of the ame holder temperature. I performed the DNS (with a chemical mechanism less
accurate than the one presented in chapter 7: LU13) and wrote the article while D. Mejia and P. Xavier
carried out the experimental measurements.
Joint experimental and numerical study of the influence of flame holder temperature on the stabiliza-
tion of a laminar methane flame on a cylinder. M. Miguel-Brebion, D. Mejia, P. Xavier, F. Duchaine,
B. Bedat, L. Selle, T. Poinsot, 2016, Combustion and Flame, 172, 153-161
Finally, the last article has been published to the Journal of Fluid Mechanics and is about the
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anchoring mechanisms of ames stabilized on rotating cylinders. P. Xavier carried out DNS with the
LU19 chemical mechanism and the Homogeneous adaptive boundary condition (HABC), which I devel-
oped during my PhD work (see chapter 6). These results were compared to experimental measurements
for various rotating speeds and compared to academical one dimensional ames congurations by A.
Ghani.
Experimental and numerical investigation of flames stabilised behind rotating cylinders: interaction
of flames with a moving wall.P. Xavier, A. Ghani, D. Mejia, M. Miguel-Brebion, L. Selle, T. Poinsot,
2017, Journal of Fluid Mechanics, 813, 127-151.
174
Appendices
175
Appendix A
Checking procedure of the roots
The checking procedure guarantees that all roots found (distinct or multiple) are solutions of the initial
problem to . The roots zi , i ∈ [∣1,N ∣], obtained after the application of the algorithm detailed in
section 2.2 must be controlled in an ecient way. Indeed, The accuracy of the roots found by solving
the equivalent polynomial problem is controlled by the stop criteria used to compute the integrals of
equation 2.1.9. Applying the NR method on these guesses may then leads to erroneous results, especially
when multiple distinct solutions are extracted from a single mesh.
When all roots z∗i are distinct: ∣zi − zj ∣ >  , ¦ (i, j), we check that I0(Ci) = 1¦i ∈ [∣1,N ∣ where Ci is a
square of size 2 centred around zi.
When a cluster of roots is encountered: {zi, zj}, ¦j / ∣zi − zj ∣ < , we check that I0(Ceq) is equal to the
corresponding multiplicity. In this case, Ceq is centred on the mean of the multiple root obtained after
the NR step. In both cases, a failing check leads to a new mesh split.
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Appendix B
Design of a non intrusive lateral
loudspeaker system
This appendix reports the development of an analytical model to study eigen-frequencies of a tube
when a loudspeaker is connected to it. A network approach is developed, thus leading to consider only
longitudinal waves. Finally, a validation is performed experimentally, with the n-microphones technique.
This study was realized with the help of Dr. Xavier from IMFT.
The objective of this study is to prove that a loudspeaker attached at the side of the PREINTRING
rig do not alter the acoustic modes in the frequency range of interest: f ∈ [0,1] kHz. For the sake of
simplicity, all parameters are redened without assuming that the chapter 3 have been read.
B.1 Geometry description
Fig. B.1, left presents a photography of the experiment. It consists of a vertical closed duct, named
"main tube", with a length L, a section S, and equipped with several ports for microphones. In order
to harmonically force the main duct, a loudspeaker system is connected at a right angle, located at a
certain distance ηL from the upper part of the main tube. The loudspeaker casing can be considered
as a duct, of length LB and section SB. The main duct is connected to the loudspeaker casing by an
intermediate duct (length Li, and a section Si). The length of this junction can be varied so that the
loudspeaker is either ush mounted or deported with respect to the main duct lateral wall.
A network model approach is used to model the entire experiment (Fig B.1, right). In this ROM,
only longitudinal modes are taken into account. No ame is present in the experiment so that sound
speed, noted c, is constant in all tubes. The network consists of 4 elements: "1" and "2" for the main
duct (the separation corresponds to the location of the loudspeaker system port), "i" for the connecting
junction, and "B" for the loudspeaker casing.
Table B.1 summarizes dimensions of the experimental setup.
Main Tube "1, 2" Connection "i" Casing "B"
Length L [m] 9.27.10−1 5.4 10−1S8 10−2 8.10−2
Diameter [m] 8.10−2 1.10−2 9.1.10−2
Section [-] 5.10−3 7.85.10−5 6.5.10−3
η 0.28
Table B.1: Dimensions of the experimental setup. Note that two lengths are tested for the connection
tube "i"
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Figure B.1: Left: photography of the experimental setup. Coloured rectangles depict the dierent
parts of the system. Right: Schematic illustration of the acoustic system recalling the notations used.
B.2 ROM derivation
In order to obtain the ROM for the system of Fig. B.1, a transfer matrix for the main tube (between
ducts 1 and 2) is rst derived, separately from the whole loudspeaker system (ducts i and B). The
interaction with duct "i" at the T intersection is taken into account by considering:
A−i = FA+i (B.2.1)
Where F is determined in Sec. B.2.2, when deriving the transfer matrix between tubes "i" and "B".
B.2.1 Main tube transfer matrix
Note that in this section, the origin is taken at the T intersection (z = 0 and y = 0). Both ends of
ducts 1 and 2 are considered as walls, then leading to zero velocity uctuations (i.e., ~u2(z = η L) = 0
and ~u1(z = (η-1)L) = 0). However, other boundary conditions may be tested by dening two reection
coecients :
A+1
A−1 e2ikL(1−η) = R1 (B.2.2)
A−2
A+2 e2ikLη = R2 (B.2.3)
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Jump conditions are written at the T intersection:
A+2 +A−2 = A+1 +A−1 = A+i +A−i (B.2.4)(A+2 −A−2) = (A+1 −A−1) + α(A+i −A−i ) (B.2.5)
with α = Si/S. Eq. B.2.5 is simplied with the assumption that the section in ducts 1 and 2 is constant
and equal to S. Equation B.2.4 states that the acoustic pressure is continuous across the interface while
Equation B.2.5 expresses the conservation of the acoustic ux. After combining equations B.2.5 and
B.2.1, one obtains (A+2 −A−2) = (A+1 −A−1) + αZ(A+1 +A−1) (B.2.6)
where Z =
1 − F
1 + F is an impedance, appearing with the addition of the loudspeaker system (tubes "i"
and "B") to the main duct. As a consequence, equations B.2.4 and B.2.6 only contain acoustic wave
amplitudes of ducts 1 and 2 so that a transfer matrix T can be derived:
(A+2
A−2) = (1 + αZ/2 αZ/2−αZ/2 1 − αZ/2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
T
(A+1
A−1) (B.2.7)
Note that if Z is equal to zero, waves travelling in ducts 1 and 2 are identical. Such a situation
corresponds to a normal velocity node imposed at the junction and thus, does not alter the acoustic of
the main duct. However, setting F = −1 leads to an undened transfer matrix. In this case, a pressure
node is imposed at the junction, and there is thus no relation between acoustic waves from both sides
of the duct. Using the boundary conditions of the main duct (Eqs. B.2.2 and B.2.3), Equation B.2.7
can be re-written as a function of only two waves:
( (1 + αZ/2)R1e2ikL(1−η) + (αZ/2) 1(−αZ/2)R1e2ikL(1−η) + (1 − αZ/2) R2e2ikLη)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
T′
(A−1
A+2) = (00) (B.2.8)
System B.2.8 leads to non-null solutions if and only if the determinant of T ′ is null:
R2R1e
2ikL − 1 = −αZ/2[1 +R1e2ikL(1−η) +R2e2ikLη +R1R2e2ikL] (B.2.9)
Before solving Eq. B.2.9, the coupling factor Z must be obtained by considering the loudspeaker system.
B.2.2 Loudspeaker system transfer matrix
The objective of this section is determine the coupling factor Z (or F ). Note that the origin is taken
at the intersection between tube "i" and "B" (z = 0 and y = 0). End of tube "B" (at y = LB) is
considered as a wall1 which leads to zero velocity uctuation (i.e., ~uB(y = LB) = 0):
A+B = γA−B (B.2.10)
with γ = e−2ikLB/RB. Jump conditions are written at the intersection between tube "i" and "B":
A+i +A−i = A−B(1 + γ) (B.2.11)(A+i −A−i ) = A−Bε(γ − 1) (B.2.12)
with ε = SB/Si. After combining Eqs. B.2.11 and B.2.12, one can obtain the equation for F :
1This is a strong assumption as we do not consider the impedance of the loudspeaker itself.
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F = ε(1 − γ) + (1 + γ)(1 + γ) + ε(γ − 1) (B.2.13)
Therefore, Z can be easily determined with Eq. B.2.13:
Z = z1
z2
= (1 + γ) + ε(γ − 1) − βi[ε(1 − γ) + (1 + γ)](1 + γ) + ε(γ − 1) + βi[ε(1 − γ) + (1 + γ)] (B.2.14)
A particular attention must be taken when using Eq. B.2.13. The latter is valid at the intersection
between tube "i" and "B" (y = 0). Therefore, a correction has been added in Eq. B.2.14 to account for
the length of tube "i" and to estimate this coupling factor at the T intersection, i.e.:
A+i
A−i UT = A
+
i
A−i Ux=0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
F
e2ikLi²
βi
(B.2.15)
B.2.3 Characteristic equation
With the model of the coupling impedance Z = z1/z2, the dispersion relation in Eq. B.2.9 can be closed,
and written as:
2z2[R2R1e2ikL − 1] + αz1[1 +R1e2ikL(1−η) +R2e2ikLη +R1R2e2ikL] = 0 (B.2.16)
The methodology used in this appendix can be applied to more general congurations. It relates the
derivation of ROM of non linear geometries which contain branches. All branches are modeled as
reduced impedances, which are taken into account in modied transfer matrices inside of the "main
branch".
Equation B.2.16 cannot be solved analytically. The numerical solver Rootlocker described in chapter
2 is then used in section B.4.
B.3 Experimental acoustic modes
As shown in Fig. B.1, experiments have been carried out to identify the frequencies of the acoustic
modes of the complete system. Two distinct geometries have been scrutinized: the rst one used a long
junction (Li ≈ 0.5 m) while the second used a smaller one (Li ≈ 8 cm). The geometrical parameters are
recalled in tableB.1.
Four microphones have been placed in duct 1 to retrieve the amplitude of the acoustic waves following
the multi-microphone methodology described in chapter 5 and the results are shown in Fig. B.2. The
modes family f0, 2f0, . . . correspond to the natural modes of the main duct: f0 = c/(2L) = 185 Hz.
Unwanted modes (f1) are observed in the "long" conguration and might be caused by the coupling
between the main duct and the loudspeaker system.
According to these two measurements, one can deduce that the length of the intermediate duct Li
plays a role in the coupling between the "main duct" and the loud speaker system. This coupling is
investigated in section B.4 by comparing the experimental results with a numerical resolution of the
ROM derived in section B.2.3.
B.4 Discussion
The frequencies of the acoustic modes obtained experimentally are now compared to the numerical
resolution of the ROM (equation B.2.16). The frequencies obtained in the two congurations are
gathered in table B.2
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2L
= 185Hz
f0 2f0 3f0 4f0 5f0 
f1 
2f1 
Figure B.2: acoustic wave amplitude in the duct 1 in the short conguration (up, Li = 8 cm) and
the long conguration (bottom, Li = 50 cm). Error bars represent the uncertainty on the acoustic wave
amplitude. The experiment is forced harmonically with the loudspeaker of Fig. B.1.
The numerical resolution of the ROM with Rootlocker provide results in excellent agreement with
the experiment. The agreement is perfect for the half wave f0 = c/(2L) family of mode. The next family
of modes observed (f1) seems to depend on the connection duct length Li: they disappear when the
junction is shortened. Finally, a last mode, called fHelm is associated to the Helmholtz mode [11] of the
system formed by the loudspeaker casing and the connection duct:
fH = c
2pi
¾
Si
LiVB
(B.4.1)
where VB = SBLB is the volume of the loudspeaker casing. The corresponding frequencies are f shortH = 74
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"long" "short"
Li = 50 cm Li = 8 cm
name fxp fROM fxp fROM
fHelm - 26 - 66
f0 185 183 185 182
f1 294 315 x x
2f0 365 366 368 366
3f0 551 550 551 549
2f1 596 627 x x
3f0 737 733 737 733
4f0 917 917 917 916
3f1 917 ? 939 x x
Table B.2: Summary of the acoustic modes [Hz] obtained in the two congurations. The symbol −
means that the measurement was not performed at this frequency while the symbol x means that the
mode was not observed.
Hz for the short junction and f longH = 31 Hz for the long one. These results are in good agreement with
the modes obtained by the ROM resolution (66 and 26 Hz) displayed in table B.2.
Finally, a parametric study, as described in section 2.6, is performed for Li ∈ [0.022 ∶ 0.6]m.
Figure B.3 shows that for a given length Li, the PREINTRIG modes (f0 family) but also others are
expected. Below Lci = 18 cm, only the Helmholtz and the f0 family modes are present. This situation
is suitable for an acoustic study of the main duct: except the rst mode, which is predicted by the
Helmholtz equation B.4.1, the only modes observed are the one of the main duct, unperturbed by the
loudspeaker system.
However, with a longer intermediate duct (Li > 20 cm), other parasite modes are observed. These
modes appear for both high frequencies f and large length Li. By taking a closer look at equation B.2.16,
one observes that the intermediate length Li only appear in an non-dimensioned form: Liω/c and the
parametric study shows that this parameter control the coupling between the two families of modes
f0 and f1. Concerning the design of a lateral loudspeaker system which does not perturb the "main
acoustic modes", the following conclusions arise:
Design of a lateral loudspeaker system
• An optimal lateral loudspeaker system should not modify the acoustic modes of the main
system.
• ROMs can easily be established for such systems and the present study demonstrates that
the agreement with experimental measurements is very good.
• This study also proves that the length Li of the intermediate duct, which link the main
chamber to the loudspeaker casing, controls the coupling of the acoustic modes: When this
parameter is small (ωLi/cP 1), the modes of the chamber and the loudspeaker do not mix.
• The frequency of the Helmholtz mode occurring at low frequency can be predicted by a
simple model (equation B.4.1).
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f0 2f0 3f0 4f0 5f0
f1
2f1
3f1
fHelm
Lshorti
Llongi
Figure B.3: Parametric study realized with RootLocker (see chapter 2). The intermediate duct size
Li is varied from 22 up to 600 mm and several families of modes are denoted (black solid lines).
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Appendix C
Application of the viscous dissipation
QOI Φ to compressible flows
The objective of this appendix is to demonstrate that the viscous dissipation term  which has been
identied in incompressible ows is still a good mesh renement sensor in compressible ows. Even
in low Mach number ows, compressibility eects can be observed. For instance, in an isothermal
expansion, pressure and density variations are proportional, as a consequence, in mechanism leading to
pressure drop will also cause a density uctuation.
The kinetic energy equation analogous to equation 4.1.1 for compressible ows writes:
∂Ec
∂t
+ ∂
∂xj
(uj (Ec + P )) − P ∂uj
∂xj´udcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymod¶
Pressure dilatation
= ∂ (τijui)
∂xj
+ τij ∂ui
∂xj
(C.0.1)
where a new pressure dilatation term is introduced. Similarly to what has been done in chapter 4,
equation C.0.1 is integrated over a control volume delimited by an inlet, outlet and non-moving walls:
∫
Σ
Ptuinidσ´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
α
+∫
∆
P
∂uj
∂xj
dV´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
β
= ∫
∆
dV (C.0.2)
For incompressible ows, it has been shown in chapter 4 that the pressure drop is expressed in the
term α which reduces to QvPt. This term can be calculated in the context of isothermal compressible
ows1. One may combine the mass conservation ([ρu] = 0) equation with the real gas relation (P Œ ρ)
to show the the product of pressure and volume ow rate is conserved: [PQv]outlet = [PQv]inlet. As a
consequence, the term α is equal to zero in the case of isothermal compressible ows.
Similarly, it is possible to show that β approximately reduces to QvP for an isothermal com-
pressible ow. As a consequence, equation C.0.2 shows that the viscous dissipation term is responsible
for pressure drop in both compressible and incompressible ows, although the mechanisms are sightly
dierent.
1The ows simulated in chapter4 across both the diaphragm and the swirl injector have been reported to be
quasi-isothermal with T /T P P P
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Appendix D
Microphone spacing and acoustic
forcing in PREINTRIG
This appendix deals with two important issues concerning the multi-microphones method used to mea-
sure acoustic two-port matrices.
D.1 Microphone spacing
The choice of the locations of the pressure taps is of primary importance. Singularities may occur when
the distance between the microphones is a multiple of the half acoustic wavelength (see [21]). In this
case, all microphones measure the same acoustic pressure (with the same or opposite phase):
eik(x+pλ/2) = (−1)peikx , p ∈ Z (D.1.1)
as a consequence, the matrix dened in equation 5.1.5 is constituted of co-linear line vectors and is
thus ill-conditioned. Best results are obtained by ensuring that the minimal distance between two
microphones is lower than the half of the lowest acoustic wavelength considered. In chapter 5, this
inequality is veried for zmic < c/(2fmax) ≈ 0.15 m. In practical, a value of zmin = 0.04 m has been
retained. Jang et al [171] recommended an equidistant spacing for the microphones in order to lower
the uncertainties. However, with only three microphones at each sides of the ACE, it was preferred
to use a non equidistant spacing which is adapted for low frequencies (long wavelengths) as well as
high frequencies (short wavelengths): Abom et al [260] recommended that the spacing between two
microphone was roughly equal to z = λ/4 to reduce the uncertainties.
D.2 Acoustic forcing
The four congurations exhibited in gure 3.10 are associated with quasi-reective acoustic boundary
conditions. The loudspeaker, which imposes an acoustic velocity, acts like a wall, and both opened and
closed end are almost fully reective. The sound level inside of the ducts is then greatly modied as
the frequency crosses one of the multiple acoustic modes of the rig. Two solutions exist to maintain a
quasi-constant sound level in the ducts:
1. Using an absorbing media such as a muer at the end of the downstream duct to lower the
modulus of the end reection coecient. This can damp the acoustic modes of the conguration
and lower the variations of sound level as done by Holmberg et al [175].
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2. Fixing the sound level at a given reference microphone MREF by adapting the voltage amplitude
transmitted to the loudspeaker as described by Scarpato et al [25].
The second solution has been chosen in this manuscript as it allows to use various boundary conditions
at the outlet (opened or closed) and thus increase the number of independent states used to reconstruct
the two-port matrix.
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Appendix E
Suppression of pressure and velocity
oscillations
As mentioned in section 6.2, velocity but also pressure spurious oscillations were observed in the vicinity
of walls hotter than the surrounding ow. Using hybrid meshes helped to damp the velocity oscillations
which occurred in regions where the topology of the unstructured mesh changed. Numerical pressure
oscillations are observed in Fig. E.1 close to the downstream face of the blu-bodies. The associated
wavelength scales with the grid resolution: This phenomenon is clearly a numerical artefact. Multiple
possibilities have been investigated to solve this problem. Among them, the use of NSCBC [194] bound-
ary conditions for the isothermal cylinder wall (WALL WAVE NOSLIP ISOT) completely damped the
oscillations.
Figure E.1: Pressure oscillations close to the cylinder boundary.
Both heat loss and iso-thermal boundary conditions are suitable for AVBP/AVTP coupling. In the
case of heat loss BCs (WALL NOSLIP LOSS), the choice of the thermal resistance is of primordial
importance: this parameter must be lower than any other thermal resistance encountered in the solid
region. Iso-thermal (WALL NOSLIP ISOT) boundary conditions act in a dierent way: the tempera-
ture is directly imposed so that the mass conservation equation might be violated. Post processing of
the simulations showed that less than 0.1% of the mass ow is lost through the iso-thermal boundary
condition.
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Figure E.2: Inuence of the fourth order articial viscosity over pressure oscillations. The ame is
represented by an iso-contour of heat release rate. Left: Smu4 = 4 10−4 and P ≈ 25 Pa. Right:
Smu4 = 0 and P ≈ 0 Pa.
Pressure oscillations have also been reported in the case of the ame/wall interaction encountered in
chapter8. However, switching between iso-thermal NSCBC and heat loss BCs did not solve the problem.
It appeared that the amplitude of these pressure wiggles was linked to the strength of the fourth order
numerical dissipation term [187]. This term is dedicated to damp numerical oscillations that may occur
in very low dissipative solvers such as AVBP. However, in the present simulations, decreasing the fourth
order dissipation reduced the amplitude of the pressure oscillations as shown in Fig. E.2. In the second
case, the articial viscosity was removed (Smu4 = 0) and the pressure wiggles completely disappeared.
However, the simulation crashed after 1 ms elsewhere close to the inlet probably because of a numerical
instability. As a consequence, a compromise was need between global stability of the reacting ow and
pressure wiggles. The value of Smu4 = 4 10−4 was retained in all simulations.
Finally, one may observe in Fig. E.2 that the ame front is not aected by the pressure wiggles.
These oscillations do not propagate nor interact with the ow.
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Appendix F
Continuous and discrete approaches for
acoustic propagation in non
homogeneous media
The objective of this appendix is to compare both continuous and discrete approaches for the passive
(ame/acoustic coupling is not considered here ) propagation of acoustic waves in a duct with a constant
gradient of temperature. The analytical approach is rst briey recalled here in section F.1 Second, a
test case is used to compare both approaches in section F.2.
F.1 Analytical two-port matrix for a linear temperature
profile
In this section, we provide a brief overview of the analytical two-port representation derived by Sujith
et al [256]. Both velocity ~u and pressure ~p acoustic elds can be expressed by using Bessel functions of
rst (J0, J1) and second (Y0, Y1) order:
~p = (c1J0(s) + c2Y0(s)) (F.1.1)
~u = (c1J1(s) + c2Y1(s)) 
iρc( T ) (F.1.2)
where c1, c2 are two constant,  = sign (m = ∂T /∂z) and s is function of the mean temperature eld:
s(T (z)) = 2ω
m
¿ÁÁÀ T (z)
γr
(F.1.3)
where m is the gradient of mean temperature and r = R/W = 287 J.K−1.Kg−1 the reduced perfect gas
constant. Equations F.1.1 and F.1.2 can be recast into the two-port formalism:
( A+f
A−f ) =MTbM−1Tu´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Tcont
( A+0
A−0 ) (F.1.4)
where:
MT = ( [J0(s) − iJ1(s)] [Y0(s) − iY1(s)][J0(s) + iJ1(s)] [Y0(s) + iY1(s)] ) (F.1.5)
Although exact, this transfer matrix can be approximated as done in chapter 9 in order to avoid the
use of Bessel functions. The original geometry is discretized into n smaller regions, in which the mean
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temperature Ti , i ∈ [1, n] is supposed uniform as shown in Fig. 9.5. These two approaches are compared
in the following section.
F.2 Validation of the discrete approach
Sujith et al [256] provided a test case constituted by a duct (L = 4 m) with a close inlet (~u = 0, Rin = 1)
and an open outlet (~p = 0, Rout = −1), in which a linear temperature axial distribution was imposed:
Tin = 1100 K and Tout = 300 K. Acoustic modes provided by a Helmholtz solver were compared to the
solution of a ROM based on the continuous transfer matrix Tcont (see equation F.1.4) and an excellent
agreement was obtained.
Here, we compare the results of the continuous approach developed by Sujith et al [256] with a ROM
based on the discrete transfer matrix Tdisc dened in equation 9.1.10. The two ROMs are recalled here
for the sake of clarity:
det(Tcont,dict (Rin1 ) ,( 1Rout)) = 0 (F.2.1)
In the discrete approach, one can choose the number n of discrete units used to reproduce the tem-
perature prole as shown in Fig. 9.5. The frequencies of the ve rst modes solutions of equation F.2.1
are displayed in table F.1.
Continuous n = 2 n = 5 n = 10
27.7 30.9 29.7 27.6
93.7 97.4 97.1 94.6
157.5 160.1 154.7 158.5
221.0 224.9 221.9 221.4
284.5 289.8 288.2 284.2
Table F.1: Frequencies [Hz] of the ve rst acoustic "quarter waves" modes in the presence of an
axial uniform temperature gradient. Both continuous and discrete approaches provide good results
when n > 5
An excellent agreement is obtained for n = 10 which means that both discrete and continuous
approaches are equivalent as long as the temperature variation is suciently discretized.
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