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ABSTRACT 
An n-by-n matrix B, is sign nonsingular (SNS) if every matrix with the same sign 
pattern as B, is nonsingular. A given SNS matrix determines an equivalence class 
(with respect to transposition and multiplication by permutation and signature matri- 
ces) of SNS matrices, all of which have the same number of zero entries. Such a 
matrix is nlaximal if no zero entry can be set nonzero so that the resulting matrix is 
SNS, and is &ZZy indecomposable if it does not have an (n - k)-by-k zero submatrix 
for some k, where 1 Q k < n - 1. For fixed n, the Hessenberg matrix is known to 
represent the unique equivalence class with the minimum number of zero entries, 
namely 
n-1 
( 1 
2 . We prove that for n > S, there is exactly one equivalence class of 
fll ‘d 
n-l 
u y m ecomposable maximal SNS matrices with 
( 1 2 
+ 1 zero entries. Simi- 
larly, for n > 5, we prove that there are exactly two such equivalence classes having 
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+ 2 zero entries. For these proofs, we identify two new infinite classes of 
maximal SNS matrices, which can be obtained by stretching 
known SNS matrices. 
1. INTRODUCTION 
We begin with notation and definitions and then collect together results, 
mainly from the literature, which we use in subsequent sections. 
1.1. Definitions 
We denote an m-by-n real matrix by A,,,,, = [aij] and abbreviate this to 
A, if m = n. We let IA,,1 = [laijl] and v(A,J denote the number of 
nonzero entries in A,,,,,. A matrix A,,,,, is contained in B,, if aij # 0 implies 
b, = aij; note that v(A,,) Q v( B,,). For an index set (Y L 11,. . . , n), the 
principal submatrix of A,, lying in rows and columns indicated by (Y is 
denoted by A[ (~1. We write A[l, . . . , k] rather than A[(l, . . . , k}]. 
A signature matrix is a diagonal matrix in which every diagonal entry is 
+ 1. The n-by-n identity matrix is denoted by I,. It is often convenient to 
specify a permutation matrix P,, by a permutation of (1,. . . , n]. Thus the 
matrix P, = (i,, i,, . . . , i,) has pj, ij = 1 for j = 1, . . . , n and all other entries 
zero [6]. For example, the permutation matrix P4 = (4,1,3,2> has nonzero 
entries Pl, 4 = Pz, 1 = p,,, = p,,, = 1. In some cases, when specifying a 
permutation matrix with this notation, a segment of the permutation may be 
vacuous. For example, if p = 1 and 9 = 0, then the permutation matrix 
= (p + 1, p + 2,. . . , p + 9, p, 1,2,. . . p - 1, p + 9 + 1) = 
c’r:$T is the segments p + 1, p + 2, . . . , p + 9 and’ 1,2,. . . , p - 1 are both 
vacuous. 
There is an obvious one-to-one correspondence between n-by-n matrices 
and directed graphs (digraphs) on n vertices. Given A,, the associated 
digruph D( A,) has vertices 11, . . . , n] and an arc (i, j> from vertex i to vertex 
j if and only if aij # 0; self-loops are allowed, but multiple arcs are not. As in 
[15], the total degree of vertex i in D(A,) is d(i) = CJ’=Ila,jl + C,“,,lajil - 
2la,,l. In the associated signed digruph SD( A,), the arc (i, j) is labeled with 
f according as sgn(~,~) = + 1. Note that the sgn of a matrix entry returns an 
integer from { -l,O, +l], whereas the sgn of an arc returns a sign from 
I-, +]. 
For a digraph D, we let V(D) and E(D) denote the vertices and the 
arcs, respectively. A digraph D’ is a subdigraph of D if V( D’) L V(D), 
E(D’) G E(D), and for every (u, u) E E(D’) the vertices u, o E V(D’); a 
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subdigraph of a signed digraph is defined similarly, the signs of the arcs in D’ 
being the same as in D. 
A (simple directed) path of length k > 1, say ((u,, ~~1, (u,, v,>, . . . ,(u,, 
vk+ ,I>, is a sequence of k arcs in which all the vertices ui are distinct. In the 
case that v, = vk+i, the sequence is a (directed) cycle of length k > 1. Paths 
and cycles are represented by their vertex sequences rather than their arc 
sequences. The (directed) path sign of a path in a signed digraph is a sign 
ascribed to the entire path and is defined as ( - I)“, where m is the number 
of arcs in the path that are negatively signed. The (directed) cycle sign is 
defined similarly. 
A matrix A,, is fully indecomposable if it does not have an (n - k)-by-k 
zero submatrix for some k, where 1 < k < n - 1; otherwise it is partly 
decomposable. A matrix A,, with n > 2 is irreducible if there does not exist a 
permutation matrix I’,, such that 
P,A,P,T = 
Q E,,,,-r 
o 
F ’ n--r,r n-r I 
wherel<r<n-landO,_,. is a zero matrix. It is well known that a 
matrix A, is irreducible if and ‘only if D( A,) is strongly connected. If, in 
addition, every entry on the main diagonal is nonzero, then A,, is fully 
indecomposable (see e.g. [3, Theorem 4.2.31). 
DEFINITION 1.1.1. A matrix A,, is sign nonsingular (SNS) if every 
matrix B, is nonsingular where sgn(bij) = sgn(aij) for all i and j. 
Since the magnitude of each entry of a SNS matrix A,, is inconsequential, 
throughout this paper we take aij E { - IO, + l]. A SNS matrix A,, is 
normalized if a,, = - 1 for all i = 1,. . . , n. A zero entry ajj in a SNS matrix 
A,, is an essential zero if when aij is replaced by f 1, the matrix A, is no 
longer SNS. If every zero entry in the SNS matrix A, is essential, then the 
matrix is maximal. 
Two matrices A,, and B, are equivalent (or in the saw equivalence 
class) if A, can be transformed into B, by any combination of transposition, 
multiplication by permutation matrices, and multiplication by signature matri- 
ces (see [2]). Thus, within each equivalence class of SNS matrices, there is a 
normalized SNS matrix. For small values of n, the number of equivalence 
classes is known (see e.g. [14] and Table 1). 
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1.2. Prelimina y Results 
The following digraph characterization of SNS matrices is due to Bassett, 
Maybee, and Quirk. 
THEOREM 1.2.1 [l, Lemma 31. A matrix A,, with every diagonal entry 
equal to - 1 is SNS if and only if every cycle in SD( A,,) has negative cycle 
sign. 
Using this characterization, Lady and Maybee [8] proved that each 
essential zero in the matrix corresponds to a path condition in the associated 
signed digraph. 
THEOREM 1.2.2 [8, Corollary of Lemma 31. Let A, be a normalized SNS 
matrix. Then aij = 0 is an essential zero if and only if there exist two paths in 
SD( A,,) from vertex j to vertex i having opposite path signs. 
In Section 3, we use the following result, which shows that certain 
essential zeros in a principal submatrix of a normalized SNS matrix B, cause 
certain other entries in B, also to be essential zeros. Note that a principal 
submatrix of a normalized SNS matrix is necessarily normalized and SNS. 
LEMMA 1.2.3. Let n 2 4, k > 2, and B, be a normalized SNS matrix. Zf 
b,, # 0 and bi, is an essential zero in B[k, . . . , n], where k Q i, c < n, then 
bi, is an essential zero in B,. 
B[k,. . . , 
Zf b,, # 0 and b, is an essential zero in 
n], where k Q r, j < n, then bIj is an essential zero in B,. 
Proof. Assume bi, is an essential zero in B[k, . . . , nl, where k < i, 
c G n. By Theorem 1.2.2, there exist two paths, (c, ui, u2,. . . , i) and 
(c, vi, o2>. 9 * , i), in SD(B[k,. . . , n]) and also in SD(B,) with opposite path 
signs. Appending (1, c) to both paths yields two new paths, (1, C, ui, u2,. . . , i> 
and(l,c,v,,v, ,..., i), with opposite path signs in SD(B,). Thus, by Theo- 
rem 1.2.2, bi, is an essential zero in B,. A similar argument proves the 
second statement. n 
Seymour and Thomassen [13] showed that there is a correspondence 
between SNS matrices and even digraphs. From their paper, we extract the 
following definitions and corollary (see [13, Theorem 4.11). 
Let C; denote the digraph with vertices {vi, v2, v& and arcs (vi, v~) for 
if = I, 2,3 and i # j. An edge subdivision of a digraph D is a digraph 
where, for u # v, some arc (u, v) E E(D) is replaced by a path L from u to 
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u so that V(D) CI V(L) = {u, TV). A subd’ z&ion of D is a digraph with some 
(possibly no) edge subdivisions of D. 
COROLLARY 1.2.4. Let A,, be a matrix with ezjey diagonal entry equal to 
--1. IfD(A,) h as a subdigraph that is a subdivision (>f C,:, then A,, is not 
SIVS. 
Brualdi and Shader [4], in their work on convertible matrices, showed that 
there is essentially a unique way to sign a given convertible matrix to obtain a 
SNS matrix. We use the following slight generalization of Theorem 2.1 of [4]. 
COROLLARY 1.2.5. Let B, and A,, be fully indecomposable SNS matrices 
such that 1 B,\ is contained in ] A,]. Then there exist signature matrices T, and 
CL such that B, is contained in T,, A,,U,,. If, in addition, B, is maximal, then 
6, = T,, A,C’,,. 
An n-by-n SNS matrix can be obtained from an (n - I)-by-(n - 1) SNS 
matrix by bordering. One of the common ways is a row-column stretch of a 
matrix (see [ll, 121). We modify the definition given there so that the 
bordering row and column are the first rather than the last. 
DEFINITION 1.2.6. Let A,,_ 1 be a matrix with entries from { - LO, + l), 
and let r be a fixed integer, 1 < r < n - 1. Then the row stretch ofA,,_ r on 
row r is the matrix I’,, B,, P,:, where P,, = (n, 1,2, . . . , n - 1) and B, is 
defined as follows: 
B[l,..., n - l] =A,_,, 
‘II, = ‘yj for j = l,...,n - 1, 
b,, = -1. 
b,,, = + 1. 
bi,, = 0 for i = l,..., n - 1 and i # r. 
The column stretch of A,_ 1 on column r is similarly defined. Note that 
(P,B,P,32 ,..., n1 = A,_,. 
Proof of the following can be found in [7]; see [4, 12, 141 for the necessity. 
258 BRYAN C. J. GREEN ET AL. 
THEOREM 1.2.7. Let B, be the row (column) stretch of A,_, on an 
arbitrary row (column). Then A,, _ 1 is a fully indecomposable maximal SNS 
matrix if and only if B, is a fully indecomposable muximul SNS matrix. 
2. NEW CLASSES OF SNS MATRICES 
In this section, two new infinite classes of n-by-n SNS matrices are 
identified. Both classes are defined in terms of the well-known Hessenberg 
class. 
DEFINITION 2.0.1. The Hessenberg matrix H, is defined by 
If n > 1 and B,I is SNS, then Gibson [5, Corollary 21 showed that B, has 
zero entries, with exactly this number if and only if there 
matrices I’,, and Qn such that 1 P, B, Q, 1 = 1 H,, I. Combining 
this with Theorem 2.1 of [4], we have the following. 
THEOREM 2.0.2. For n > 1, B, is a fully indecomposable maximal SNS 
matrix with zero entries if and only af B, is equivalent to H,,. 
Related to the minimum number of zero entries in a SNS matrix, 
Thomassen [15] defined a digraph called an extended caterpillar. Lundgren 
and Maybee [lo] h s owed how to sign the adjacency matrix of this digraph on 
n vertices so that when each entry is - 1, this matrix is maximal and 
SNS. Since this matrix has zero entries, by Theorem 2.0.2 it is 
equivalent to H,,. 
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2.1. The G”’ Class n 
DEFINITION 2.1.1. Let n > 4 and r be an integer, 1 < T < n - 3, and 
.FI, denote the Hessenberg matrix. Then Gi’) = [g$)] is defined by 
g!:‘2. r = + 1, 
t&3, r+ 1 = + 1, 
g!;)1,,+2 = 0, 
g (r) r+2,j = 0 for j=r+3,...,n 
gY!+ 1 = 0 for i = l,...,r, gi$’ = hij otherwise. 
REMARK. The matrix Gr) IS obtained from H, by replacing the zeros in 
positions (r + 2, r> and (r + 3, r + 1) by + 1 and, in addition, replacing 
certain negative entries of H, by 0 so that the resulting matrix is SNS. Here, 
the parameter r represents the column in which tc Dlace the leftmost of the 
two new + 1 entries. 
PROPERTY 2.1.2. 
SNS with exactly 
is fully indecomposable maximal and 
+ (n - 3) zero entries. 
PROPERTY 2.1.3. Each matrix GA’) can be obtained from Gj’) by a 
sequence of row and/or column stretches and/or permutation similarities. 
PROPERTY 2.1.4. Let P,, be the permutation matrix with pi, ,,_i +, = 1 
for i = 1,2, . . . , n. Then P G(‘jTPnT = Gp-r-2). n n 
2.2. The H,(P,9, r3S) Class 
DEFINITION 2.2.1. Let p, q, r, s > 0 be integers such that p + q + r 
,f s & n - 1, and H, denote the Hessenberg matrix. Then Hn(P.9’ r.S) = 
[h$;J,““‘] d f d f 11 is e me as 0 ows: 
(1) if p > 0 and q > 0, then for i = 1,. . . , q 
h(,P.9.:.S) = 0 
J,P+r 
for j = l,..., p; 
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(2)ifr>Oands>O,thenfori=l,...,s 
h’,p_::$;s)1 ,l_-rtj = 0 for j = l,...,r; 
(3) otherwise 
REMARK. For p > 0 and r > 0, the matrix H,‘P, 9, r,S) is obtained from 
H, by replacing q zeros in column ;p by + 1 and s zeros in row n - r + 1 
by + 1. In addition, certain negative entries of H, are replaced by 0 so that 
Hn(P.9, ‘3 S) is a SNS matrix. Note that H,(P,O. rs 0) = ~(0% 9zO. S) = H,(O.O>O.“) = H, 
for any p and r satisfying p + r < n - 1 andnany q and s satisfying 
q+s<n-1. 
PROPERTY 2.2.2. Each matrix H,(P*q, r,s) is fully indecomposable maximal 
and SNS with exactly +q*max{p-l,O}+s*max{r-l,O}zero 
entries. 
PROPERTY 2.2.3. Each matrix H,!P,qa r.8) can be obtained from H, by a 
sequence of row and/or column stretches and/or permutation similarities. 
PROPERTY 2.2.4. Let P, be the permutation matrix with pi, n i+, = 1 
for i = 1,2,. . . , n. Then P, Hn(P’q, r. #P; = H,(‘, s, r> 9). 
For example, H,(o~“~2’ ‘) is equivalent to Hi”, ‘,‘, O). 
PROPERTY 2.25 Let p > 0 and q, r, s > 0 with p + q + r + s Q n - 
1. Let S, be the signature matrix with sq + 1, ‘, + 1 = - 1 and sii = + 1 other- 
wise, P,=(p+l,p+2 ,..., p+q+l,1,2 ,..., ~)cBZ,_(~+~+~), and 
Qn = ( p + 1, p + 2,. . . , p + q, p, 1,2,. . ., p - 1, p + q + 1) @ 
Z,,_CP+4+tlj. Then P,,H,(p,q,r,S)Q~S, = H:q+l,r-l,r*S). 
For example, Hi2,2, ‘,‘) is equivalent to Hi3, ‘, ‘,O). Also, taking p = 1 in 
the above gives the equivalence of H,(‘, 4, r, ,‘) and H,“, ‘, r, ‘). 
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3. UNIQUENESS 
The results of this section are motivated by the data on fully indecompos- 
able maximal SNS matrices given in Table 1, compiled from the results of a 
computer search [12]. Th e evidence from the table suggests that for n >, 5 
there is only one equivalence class with exactly n-l 
i 1 
2 + 1 zero entries, 
:and there are only two equivalence classes with exactly 
n-1 
i 1 
2 + 2 zero 
entries. These results are proved in Theorems 3.1.2 and 3.2.4. One direction 
is trivial, and the other follows the general framework below, which uses a 
combination of properties of s&matrices of SNS matrices, uniqueness of 
other SNS matrices, and simple counting: 
(1) Begin with a normalized fully indecomposable maximal SNS matrix. 
(2) Symmetrically permute the matrix so that the total degree of vertex 1 
is minimal. 
(3) By properties of submatrices of SNS matrices, the total degree is 
bounded and can assume only a few values. 
(4) For each of these values, determine the number of nonzero entries in 
the rest of the matrix (excluding row and column 1). This number either is 
used to show that the matrix is equivalent to a known matrix (which is unique 
by some previous argument) or leads to a contradiction. 
In the following subsections, when a path is represented by a vertex 
sequence and if equality of two adjacent parameters occurs, these are 
coalesced to yield a path. For example, suppose a path from j to i passing 
through vertex 1 is represented by the vertex sequence (j, c’, o, 1, 11, II’, i), 
where j < G’ <v<n and 2 < II < n’ < i. Then the vertex sequence 
(j, j,,j. 1, i. i, i) yields the path (,j, 1, i). 
3.1. Uniqueness of HA”, ‘. ‘. “) 
The first theorem of this subsection identifies all the n-by-n normalized 
fully indecomposable SNS matrices that have H,,_ , in rows and columns 2 
through n. The second theorem gives the desired uniqueness result. 
THEOREM 3.1.1. Let n > 2, and B,, he a normalized fully indecompos- 
able SNS matrix with B[2,. . . , n] = H,,_ I. Then B,, is contained in a matrix 
A,, that is equivalent to either a row stretch or a column stretch of H,, , . 
Furthermore, B,, is maximal if and only if B,, = A,. 
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Proof. Let j,, j, > 2 be the smallest and largest integers, respectively, 
such that b,,, # 0 and b,, j, z 0, and let i,, i, > 2 be the smallest and largest 
integers, respectively, such that bia, i # 0 and bil, i # 0. 
If i, = i,, then let A, be the row stretch of H,_, on row i, - 1. It can 
be verified that 1 B,l is contained in I&I. By Theorem 1.2.7 and Corollary 
1.2.5, there exist signature matrices T,, and U, such that B, is contained in 
T,A,tJ,, = A,,. If j, =j,, then th e preceding argument can be repeated with 
A,, equal to the column stretch of H, _ 1 on column j, - 1. Furthermore, in 
both cases, B, is maximal if and only if B, = A,,. 
Now assume i, # i, and j, Zj,. If i, >jS + 1, then in D(Z3,) the paths 
(i,~I~js)~(js,il),(j,,j, + I),(js + l,js),(j, + l,il), 
(i,,i, - l,..., j, + 1) 
form a subdivision of C;; if i, = j, + 1, then in D( B,) the paths 
(Lj,>j, - I,..., il>,(il,l),(l,j,),(j,,j, - l,...,i,,l),(i,,j,),(j~,i~) 
form a subdivision of C;. By Corollary 1.2.4, B, is not SNS, giving a 
contradition; thus, il < j,. Let P,, = (j, + 1, 2, 3, . . . , j,, j, + 2, j, + 
3 ,***, n, 0, 0” = (j,,2,3 ,..., j,-l,j,+l,j,+2 ,..., n,I), and A, be 
the column stretch of H,_ 1 on column n - 1. Then it can be verified that 
I B,I is contained in I P, &QEI. By C orollary 1.2.5, there exist signature 
matrices T, and U,, such that B, is contained in T,, P,, A,QiUn = A,. Fur- 
thermore, B, is maximal if and only if B, = A,. Equality is possible only 
when i, = j,, as bkl = 0 for k = i, + 1,. . . , n and ski # 0 for k = 2,. . . , j,. 
n 
For n < 3, there are no fully indecomposable maximal SNS matrices with 
n-1 
( i 2 
+ 1 zero entries. However, for n = 4, there are two such equiva- 
lence classes, represented by Hi2’ ‘2 ‘2’) and Gil’ (see Table 1). The case 
n > 5 is now considered. 
THEOREM 3.1.2. For n 2 5, B, is a fully ino!.ecomposable maximal SNS 
matrix with + 1 zero entries if and only if B, is equivalent to 
H’2, 1.0~0) 
n 
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Proof. The sufficiency follows from Property 2.2.2, which shows that 
1[1c2z ‘,‘,‘) is a fully indecomposable maximal SNS matrix having n 
( 1 
ngI +1 
zero entries. 
For the necessity, assume B, is a fully indecomposable maximal SNS 
matrix having n-1 
( ) 2 
+ 1 zero entries. Also, without loss of generality, 
assume B, is normalized and d(l) = mini, f ~ “d(i). If d(l) < IZ - 1, then 
B[2,. . . ) n] is not SNS, as it contains at least (n - 1j2 - 72 2 2 + 1 
( 1 
nonzero entries. This contradicts the sign nonsingularity of B, and thus 
d(1) a n - 1. Also, d(l) < n by Proposition 2.3 of 1151, so d(l) equals n or 
12 - 1. 
By assuming d(l) = n, Theorem 2.7 of [15] implies (since n > 5) that 
D( B,) is a subdigraph of an extended caterpillar on n vertices. Thus, by the 
remark following Theorem 2.0.2, without loss of generality D( B,) is a 
subdigraph of D(H,). S ince u( B,) = V( H,,) - I, B, cannot be maximal; 
thus, the assumption d(l) = n is false. 
With d(l) = n - 1 and b, , = - 1, B[2,. . . , n] must be SNS and have 
exactly (n - 1)” - n-2 
i 1 
2 nonzero entries. But this submatrix must be 
equivalent to H,_ 1 by Theorem 2.0.2, and thus, without loss of generality, 
B[2,. . . , n] = H,- ,. Now Theorem 3.1.1 can be applied with the proviso that 
B, is maximal. Since V( B,) = n 2 ’ + 1, B, is equivalent to a matrix A,, 
that is a stretch of H,_ 1 i, ) on eit er row 3 or column n - 3. If A,, is the row 
stretch of H,,_ 1 on row 3 and P,, = (2,3,1,4,5,. . . , n), then B, = P,, A, P,: 
= HC2.1,‘,‘). If A, is the column stretch of H,-, on column n - 3 and 
P,, =“ce, 3 , . . . , n - 2,1, n - 1, n), then B, = P,, A,, P,’ = H,(o,“,“s ‘I, which is 
equivalent to Hn(2. ‘, O3 ‘) by Property 2.2.4. n 
3.2. Uniqueness of Hi3. ‘, ‘3 ‘) and H (2, ‘, ‘, ‘) 
The first and second theorems in ‘this subsection identify all n-by-n 
normalized fully indecomposable SNS matrices that have rows and columns 2 
through n identical to either Hi% t ‘, ‘) or a matrix equal to H, _ L with one 
nonzero changed to zero. The final theorem (Theorem 3.2.4) gives the 
desired uniqueness result. 
THEOREM 3.2.1. Let n > 5 and B, be a normalized fully indecompos- 
able SNS matrix with B[2,. . . , n] = H:?i,‘.“). Then B, is contained in a 
matrix A,, that is equivalent to either a row stretch or a column stretch of 
H,(?~O~O’. Furthermore, B, is maximal if and only if B, = A,,. 
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Proof. Let j,, j,, i,, and i, be defined as in the proof of Theorem 3.1.1. 
As in that proof, when i, = i, (j, = j, >, B, is contained in T,, A,U,, = A,,, 
where now A, is the row (column) stretch of H,‘! :,O,O) on row i, - 1 
(column j, - 1). Furthermore, B, is maximal if and only if B, = A,. 
We now assume that i, f il (and thus i, > 3) and j, Zj,, and consider 
four cases. 
Case 1. Assume that j, = 2. As b,,, # 0 and bk2 is an essential zero in 
B[2,. . . , n] for k 2 4, Lemma 1.2.3 implies that bkl is an essential zero. 
Therefore, i, = 3. However, in D( B,) the paths 
(l,j,,j, - I,..., 3),(3,1),(1,2),(2,1),(2,3),(3,2) 
form a subdivision of C;, contradicting the sign nonsingularity of B, by 
Corollary 1.2.4. 
Case 2. Assume that j, = 3. Since b,,, # 0 and bk3 is an essential zero 
in B[2,. . . , n] for k > 6, Lemma 1.2.3 implies bkl is an essential zero. Thus, 
3 < i, < 5. 
Subcase 2a. Assume that i, = 3. Since b,, 1 # 0 and b,, 4 is an essential 
zero in B[2, . . . . n], Lemma 1.2.3 implies b,,, is an essential zero. Let 
P, = (2, 1,3,4, . . . , n), and A,, be the row stretch of H,(!J:,‘,‘) on row 2. 
Subcase 26. Assume that i, = 4 or 5. If i, = 2 or 3, then Lemma 1.2.3 
implies b,,, is an essential zero, and in D(B,) the paths 
(I,j,,j, - I,...,5),(5, il,I),(5,3),(3,5),(1,3),(3,i,,I) 
form a subdivision of Cz. Thus, i, = 5 and i, = 4. If b,,, # 0, then the 
paths 
(1,3,5),(5,1),(1,4),(4,1),(4,5),(5,4) 
form a subdivision of C;. Thus, b, 4 = 0 and j, > 5. Let P, = 
(4,2,3,1,5,6, . . . , ,n), and &, be the row stretch of H,‘?:.‘,‘) on row 4. 
Then, in both subcases, it can be verified that 1 B,I is contained in II’,, &PTI. 
By Corollary 1.2.5,fhere exist signature matrices T,, and U,, such that B, is 
contained in T,, P,, A,P,TU,, = A,,. Furthermore, B, is maximal if and only if 
B, = A,,. 
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Cnse 3. Assume that j, = 4. As b ,, 4 z O and bL, is an essential zero in 
B[2, . . . ) n] for k = 2,3, or k > 6, Lemma 1.2.3 implies that b,, is an 
essential zero. Thus i,Y = 4 and i, = 5. However, the paths 
(l,j,,.jr - 1, *. . > 5),(5,1),(1,4).(4,1).(4,~),(5,3) 
form a subdivision of C:;. 
Case 4. Assume that j, > 5. If i, > j, + 1 or i, =j, + 1, then as in the 
proof of Theorem 3.1.1, a subdivision of C,* exists contradicting the sign 
nonsingularity of B,. Thus, i, <.j, and from the same proof, B,, is contained 
in l’,, I’,, A”, Qz U,, = A,, , where now A,, is the column stretch of HAY: \.“.“) on 
column u - 1. The matrix B,, is maximal if and only if B,, = A,,. n 
THEOKEM 3.2.2. Let n >, 5, and B,, be a fulhy indecomposable muximal 
SNS matrix with b,, , = - 1, B[2, . . . , 01 contained in H,, ,, md 
v( B[2, . . . , n]) = v( H,, 1) - 1. Then B,, i,y equiunlent to &thpr H,, or Cl,‘.’ 
jbr smw r, 1 < r cg n - 3. 
Proof. Let B[2,. . . , n] be H,_ , with the entry bii replaced by zero. 
Clearly bii is not an essential zero in B[2, . . . , n], and i’< j + 1. The proof 
consists of four cases based on the location of this zero: i = .j + 1, i = j. 
i =j - 1, and i <j - 2. 
Cnse 1. Assume that i = j + 1. Then every zero entry bkl in B[2,. . . , II], 
except bil. is essential due to paths (1, k) and (1, 1 + 1, k) of opposite path 
sign in SD( B[2,. . . , n]). Since B,, is fully indecomposable but B[2,. . . , n] is 
not, there exists some path in D( B,,) from c to u for all c, 11, where 
i < u < II and 2 < u <j = i - 1, which implies the existence of a path 
(6, 1,~) for any one pair U, u. If G > i + 1, then as each b,, is an essential 
zero in B[2,. . . , n] for k = 2,. . , u - 2, Lemma 1.2.3 implies blk = 0. This 
contradicts the necessity that b,,, # 0, and therefore c = i. Since b,, f O 
and b,, is an essential zero in B[2,. . . , n] for k = 2,. . . , j - 1, Lemma 1.2.3 
implies b , k is an essential zero. Thus II = j. For 2 <j < n - 2, since 
b,, # 0 and b,, is an essential zero in B[2,. . . , n] for k = j + 2,. . . . II. 
Lemma 1.2.3 implies bk, is an essential zero. With P,, = (j, 1,2, . . . , .j - 1. .j 
+ 1, j + 2, . . . , n), it can be verified that / B,,I is contained in I P,, H,, P,f‘/. 
Since B,, is maximal, B, is equivalent to H,, by Corollary 1.25. 
Case 2. 
B’ 
Assume that i = j. When i = n, the matrix B,, is equivalent to 
= R BLRzi, where R,, = (1, n, II - 1,. . . ,2) and B”[2,. . . , n] = H,, ” n , ex- 
cept that b,, 2 = 0. Thus, without loss of generality, 2 < i f n - 1. We can 
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replace B, by B,QTS,, where Qn = (1, n, 2,3, . . , , n - 1) and S, = Is @ 
-Z*_z, so that the zero that is not essential in B[2, . . . , n] is in position 
(i’, i’ + l), where 2 < i’ < n - 1. Since bi, i,+l is not an essential zero in 
B[2,. . . , n], all paths from i’ + 1 to i’ in SD(B[Z, . . . , n]) have the same path 
sign, which is negative. However, since bit, i,+ 1 is an essential zero in B,, 
without loss of generality there exists a path represented by one of the 
following vertex sequences and having a positive path sign: 
(i’ + l,t,,l,u,i’) for i’+lgu<n and3<u<i’, (3.1) 
(i’ + 1,2,u,l,u,i’) for 2 < z, < i’ - 1 and 3 < u G i’, (3.2) 
(i’ + l,v,l,u,2,i’) for i’+l<u<nandi’+2<u<n 
oru = 2. (3.3) 
Subcase 2a. Assume that i’ = 2. Then every zero entry in B[2,. . . , n] is 
essential except for b,, 3. Since i’ = 2, vertex sequences (3.1) or (3.2) do not 
exist, and (3.3) becomes (3, o, 1, u, 2) for 3 < 0 < n and 4 < u < n or u = 2. 
Since b, 3 # 0 (otherwise B, is partly decomposable) and b,, is an essential 
zero for’k = 4,5,..., n, Lemma 1.2.3 implies that bkl is an essential zero. 
Thus, t, = 3 and (3.3) reduces further to just (3,1, u, 2) for 4 < u < n or 
u = 2 with sgn(3,l) = -s&l, 3). S’ mce B, is fully indecomposable, b,, 1 f 0 
with sgn(2,l) = - sgn(l,3,2). With P, = (2,3,1,4,5,. . . , n) and Q, = 
(2, n, 1,3,4, . . . , n - l), it can be verified that ( B,,l is contained in I Z’, H,,Qz I. 
Since B, is maximal, B, is equivalent to H, by Corollary 1.2.5. 
Subcase 2b. Assume that 3 < i’ ,< n - 1. Then every zero entry in 
B[2,. . . , n] is essential except for bit, if+ 1 and bit+ 1, ir. Vertex sequences (3.2) 
and (3.3) induce the positively signed cycles (u, 1, u, i’, 2, U> and (0, 1, u, 2, i’ 
-t 1, u>, respectively, contradicting the sign nonsingularity of B, by Theorem 
1.2.1. With (3.1), if u # i’ or 0 f i’ + 1, then either (u, 1, u, 2, U) or 
(u, 1, u, U) has a positive cycle sign. This leaves (3.1) as the path (i’ + 1, 1, i’) 
with a positive path sign. Since b,r+l,,, is an essential zero in B, but not in 
B[2,. . . , n], some path exists in SD( B,) from vertex i’ to vertex i’ + 1 
passing through vertex 1 and having path sign equal to - sgn(i’, 2, i’ + 11, 
which is always positive. Without loss of generality, this path is represented 
by one of the following vertex sequences: 
(i’, w, 1, x, i’ + 1) for i’ “,,‘,‘=“,” “) and ( 3or”;rl’}, (3.4) 
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(i’,2,w, 1, x, i’ + 1) for (“or”w”=‘1’) and { “,,“,“=‘r’), (3.5) 
(i’,w,l, x,2,i’ + 1) for i’+l<w<n i’+l<x<n 
orw=l 
(3.6) 
Vertex sequences (3.5) and (3.6) induce the positively signed cycles (i’ + 
I., 2, w, 1, x, i’ + 1) and (i’, w, 1, x, 2, i’), respectively. With (3.41, the follow- 
ing two cycles exist and have positive cycle sign: (i’ + 1, w, 1, x, i’ + 1) for 
w # 1 and (i’, 1, x, i’) for w = 1 and x # 1. Therefore, both w and x are 
restricted to being 1, and (3.4) becomes the path (i’, 1, i’ + 1) with a positive 
path sign. Since (i’, 1) and (1, i’) must be oppositely signed, sgn(i’, 1) = 
sgn(1, i’ + 1) = -sgn(i’ + 1,l) = -sgn(l, i’). Let P, = (i’, 2,1,3,4,. . . , i’ 
- 1, i’ + 1, i’ + 2, . . . , n). When i’ = 3, let Q,, = (3, n, 1,2,4,5, . . . , n - l), 
and when i’ >, 4, let Qn = (i’ - 1, n, 1,2, . . . , i’ - 2, i’, i’ + 1, . . . , n - 1). 
Then it can be verified that 1 P,,Gf’-“)QL 1 is contained in ) B,I. Since 
P,G~‘-2’Q~ is maximal, B, is equivalent to GA”-‘) by Corollary 1.2.5. 
In subcase 2a, B, is equivalent to H, and in subcase 2b, B, is equivalent to 
GL’) for some r, 1 < P f n - 3. 
Case 3. Assume that i = j - 1. When i = n - 1, the matrix B,, is 
equivalent to B, = R,BzRz, where A, = (1, n, n - 1, . . . , 2) and 
E[2,. . . ) n] = H,_ 1 except that GZ B = 0. Thus, without loss of generali+, 
2 < i < n - 2. Since b,, is not an essential zero in B[2,. . . , n], all paths 
from j to i in SD(B[2,. . . , n]) have the same path sign, which is positive. 
However, since bij is an essential zero in B,, there exists a negatively signed 
path from vertex j to i passing through vertex 1. Without loss of generalit)- 
the path is represented by the following vertex sequence: 
(j,v’,v,l,u,u’,i) for 2 < u < U’ < i and j < u’ < 2; < n . (3.7) 
Subcase 3a. Assume that i = 2. Then every zero entry in B[2, . . . , n] is 
essential except for b, 3 and b,,,. Consideration of (3.7) shows that the path 
must be (3, o, 1,2) for 3 < v < n, as all other possible paths induce positive 
cycles in SD( B,). As b,, 2 # 0 and bk2 is an essential zero in B[2, . . . , n] for 
5 < k < n, Lemma 1.2.3 implies b,, = 0. Thus u = 4. Since b4,2 is an 
essential zero in B, but not in B[2, . . . , n], some path exists in SD( B,,) from 
vertex 2 to vertex 4 passing through vertex 1 and having path sign equal to 
-sgn(2,4), which is positive. Without loss of generality, the path is repre- 
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sented by one of the following three vertex sequences: 
(2,1,x,x - l)...) 4) for 4<x,<n, (3.8) 
(2,w’,w,l,x,x - l,..., 4) for Sgw’<w<nand4<x<tu’, 
(3.9) 
(2,1,3,4). (3.10) 
With (3.8) and (3.9), the positively signed cycles (2,1, X, x - 1, . . . ,2> and 
(w, 1, X, w’, w) exist, respectively, and thus, (3.10) must be the path. There- 
fore, the two paths through vertex 1 that cause b, a and b,,, to be essential 
zeros in B,, are (3,4, 1,2) and (2, 1,3,4), respectively. With I’,, = 
(3,1,2,4,5, . . . , n), it can be verified that IP,GL”P,TI is contained in IB,]. 
Since P,G~“P,’ is maximal, B, is equivalent to Gi” by Corollary 1.2.5. 
Subcase 3b. Assume that 3 < i < n - 2. Then every zero entry in 
BJ2, . . . , n] is essential except bij. Consideration of (3.7) shows that the 
negatively signed path from j to i must be either 
(j,o, 1, i) for j+l<r;<n (3.11) 
or 
(j, 1, u, i) for 2<u<i-1. (3.12) 
For a path (3.1 l), since bli # 0 and bk2 is an essential zero in B[2,. . . , n] for 
k = i + 2,..., 11, Lemma 1.2.3 implies bk, = 0. But as i = j - 1, no path 
(3.11) exists. A similar contradiction can be obtained for paths (3.12), since 
bjk is an essential zero for k = 2,. . . , j - 2. 
In subcase 3a, B, is equivalent to GA’), and in subcase 3b, no such matrix B, 
exists. 
Case 4. 
B[2, . . . , 
Assume that i -< j - 2. Since bij is not an essential zero in 
n], all paths from j to i in SD( B[2, . . . , n]) have the same path sign, 
which is positive. However, since bij is an essential zero in B,, there exists a 
negatively signed path from vertex j to i passing through vertex 1. Without 
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loss of generality, the path is represented by one of the following four vertex 
sequences: 
(j,U’,C,l,U.U’,i) for 2 < zl < U’ < i andj < ti’ < G < n, (3.13) 
(j,c’,t-,l,u,u - l,..., i) for i+l<u<j<u’<Cfn, (3.14) 
(j,j- l....) U,l,U,U’,i) for 2 < IL < II’ < i < c <.j - 1, (3.15) 
(j,j - l...., O,l,U,U - l,...) i) for i+l<u<e<j-1. 
(3.16) 
Assume the path is represented by (3.13), and suppose sgn(u, 1, U) = +. 
Then the positively signed cycle (c, I, u, i + 1, o> is formed. On the other 
hand, suppose sgn(v, 1, u) = -. Then, for u f i or o # j, the cycle 
(c, 1, U, U) has positive cycle sign. For u = i # 2, the cycle (c, 1, u, II - 1, zi) 
has positive cycle sign. For u =j f n, the cycle (u, 1, u, u + 1, c) has 
positive cycle sign. Finally, for u = i = 2 and u = j = n, since n > 5, the 
cycle (v, 1, U, u + 1, v - 1, ti) exists and has positive cycle sign. On the other 
hand, assuming the path is represented by (3.14), the cycle (v, 1, U, j. c’, c) 
exists and has positive cycle sign. Similarly, a path represented by (3.15) 
induces the positively signed cycle (u, 1, IL, IL’, i. v). Finally, with a path 
represented by (3.16), the cycle (v, 1. u, v) exists and has positive cycle sign. 
Therefore, none of these paths exist, contradicting the fact that hl, is an 
essential zero in B,,. Thus, no such matrix B,, exists. n 
In the next theorem, we use the following lemma. 
LEMMA 3.2.3. Let n > 2, and B, be a normalized SNS matrix. rf 
B[2, . . 1 II] is rnaxirnal and partly decomposable, then B,, is partly der:ornpo.r- 
able. 
Proof. If II = 2, 3, or 4, then the result is vacuously true. For n >, 5, 
there exist permutation matrices P,, and Qn such that P,, B,LQf E A,, is of the 
form 
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for 0 < k < n - 1. If ai, # 0 for any i, where k + 2 < i < n, then by 
Lemma 1.2.3, aij = 0 for j = 2,. . . , k + 1 and A,, (and thus B,) is partly 
decomposable. However, if a,, = 0 for all i = k + 2,. . . , n, then A, and B, 
are partly decomposable. n 
We also define an anomalous SNS matrix 
-1 -1 -1 0 -1 -1 
+1 -1 -1 0 -1 -1 
A6 0 +1 -1 0 0 0 = 
0 +1 +1 -1 -1 -1 
0 +1 +1 +1 -1 -1 
0 0 0 0 +1 -1 
which appears to be a degenerate form of the H,‘2, ‘3 2, ‘) class. 
For n < 4, there are no fully indecomposable maximal SNS matrices with 
n-l 
( 1 2 
+ 2 zero entries. However, for n = 5, there are two such equiva- 
lence classes, represented by Hg(3’1,0,0) and G&i’ (see Table 1). The case 
n > 6 is now considered. 
THEOREM 3.2.4. For n > 6, B, is a fully indecomposable maximal SNS 
matrix with 
( 1 
n 2 ’ + 2 zero entries if and only if 
(1) for n = 6, B, is equivalent to Hg(3’1,0,0) or J&; 
(2) for n 2 7, B, is equivalent to Hr, ‘2 ‘, ‘) or Hi23 ‘3 2, ‘). 
Proof. The sufficiency follows from Property 2.2.2, which shows that 
both HC3, ‘3 ‘, ‘1 for n > 6 and Hi22 ‘3 2, ‘) for n > 7 are fully indecomposable n 
maximal SNS matrices having 
n-l 
i 1 2 
+ 2 zero entries. By inspection, J 
is also a fully indecomposable maximal SNS matrix having n-l 
( 1 
2 + 2 zero 
entries. 
For the necessity, assume B, 
( 1 
is a fully indecomposable maximal SNS 
n-l matrix having 2 + 2 zero entries. Also, without loss of generality, 
assume B, is normalized and d(l) = mini 4 i ( “d(i). If d(l) < n - 2, then 
B[2, . . . , n] is not SNS, as it contains at least (n - 1)' - n-2 
( 1 
2 + 1 
nonzero entries. This contradicts the sign nonsingularity of B,, and thus 
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d(1) > n - 2. Also, d(1) < n by Proposition 2.3 of [15], so d(1) equals 
n - 2, n - 1, or n. By an argument similar to that in the proof of Theorem 
3.1.2, d(1) # n. 
With d(1) = n - 2 and b,, = - 1, B[2,. . . , n] must be SNS and have 
exactly (n - 1)2 - nonzero entries. But this submatrix must be 
equivalent to H,_ I by Theorem 2.0.2, and thus, without loss of generality, 
B[2,. . . ) n] = H,_ 1. Now Theorem 3.1.1 can be applied with the proviso that 
B, is maximal. Since v(B,) = f 2, B, is equivalent to a matrix A,, 
that is a stretch of H,_ 1 on either row 4 or column n - 4. If A,, is the row 
stretch of H,_ 1 on row 4 and P, = (2,3,4,1,5,6, . . . , n), then B,, = 
I’ A pT = Hn(331,0.0)a If A, 
aid ” i, = (2,3, . . . 
is the column stretch of Hn_ , on column n - 4 
, n - 3, 1, n - 2, n - 1, n), then B = P A P?‘ = 
H(“,o.3.1), which is equivalent to Hn(3.1,0,0) by Property 2.2.411 
11 ” II 
n 
Finally, with d(1) = n - 1, B[2,. . . , n] has exactly (n - 1)” - 
.- 1 nonzero entries. Since B, is fully indecomposable, Lemma 3.2.3 states 
that B[2,. . . , n] is either not maximal or fully indecomposable. 
First, assume B[2, . . . , n] is not maximal. Then, making some zero entrv 
nonzero gives a SNS matrix with (n - 1)” - nonzero entries, and 
by Theorem 2.0.2, this must be equivalent to H,_ ,. Therefore, the only way 
for B[2,. . . , n] to be not maximal is for B[2, . . . , II] to be contained in H,_ , 
and V( B[2,. . . , n]) = v(H,,_~) - 1. Since B,, is maximal, Theorem 3.2.2 
states that B, is equivalent to either II,, or Gi” for some r, 1 < r < II - 3. 
However, v(B,) = v(H,) - 2, and for n > 6, v(B,,) > v(G,j”). Thus, B,, 
cannot be equivalent to either H, or Gir), and B[2, . . . , n] must be maximal. 
Second, assume B[2, . . . , n] is fully indecomposable and maximal. AS this 
submatrix has + 1 zeros, by Theorem 3.1.2 B[2,. . . , n] is equiva- 
lent to H~?:~“~O). Without loss of generality, B[2,. . . , n] = H’“~-“.“‘. Now 
Theorem 3.2.1 can be applied with the proviso that B,, is mkmal. Since 
+ 2, B, is equivalent to a matrix A,, that is a stretch of 
on either rows 1, 2, 3, or 4 for n > 6, or column n - 3 for II > 7, 
or column 2 for n = 6. If A,, is the row stretch of HE\,“,O’ on row I, then 
B, = A,, = @.‘.a.@. If A, is the row stretch of Hi? \~O,“) on row 2, 
Q,, = (3,1,2,4,5, . . . , n), and S, = -I, @ I, _2, then B,, = A,Q%S,, = 
H(3.1.0.0). If A, 
(2: 3, 1,4,5, . . . 
is the row stretch of H ‘5 ‘,0,“) on row 3 and 
, n), then B, = P,, A, P,’ = H,~~“’ O), 
P = ,1 
which is equivalent to 
Hc3. L’.“) by Property 2.2.5. If A,, is the row stretch of HA? ‘,,“.“’ on row 4. n 
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P,, = c&1,4,2,3,6,7, . . , , n), Qn = (1,4,3,2,5,6, . . . , n), and S, = -I, @ 
I,_,, then B, = P,,A,QES, = H, (3,1,0,0) If n > 7, A,, is the column stretch . 
of H,(%i,‘,‘) on column n - 3, and P,, = (2,3 ,..., n - 2, 1, n - 1, n), then 
B = P A PT = H@,l, ‘, ‘! Finally, if n = 6, A, is the column stretch of 
H$ i,‘-“O) ~n”column 2, and P,, = (2,3, 1,4,5,6), then B, = P, A, P,’ =J&. 
n 
4. CONCLUDING REMARKS 
This work was initiated in response to the generation of all the fully 
indecomposable maximal SNS matrices of dimensions 1 through 9 by Lundy, 
Maybee, and Van Buskirk [12]. The results of an analysis of these data with 
regard to the number of equivalence classes containing a specified number of 
zero entries are given in Table 1. For fEeted n, the known lower bound of 
( 1 
n 2 ’ for th e number of zero entries is tight by Gibson [5], but a tight 
upper bound is not known. The unique equivalence class of fully indecom- 
posable maximal SNS matrices with n-1 
( 1 2 
zero entries is represented by 
H, (Theorem 2.0.2). The d t a a in Table 1 show that there is exactly one 
equivalence class of fully indecomposable maximal SNS matrices with 
n-l 
( i 2 
+ 1 zero entries for 5 < n =G 9. In Theorem 3.1.2, this is proven for 
all n > 5, and moreover this class is represented by H,(2.‘,‘.‘). Similarly, the 
data in Table 1 show that there are exactly two equivalence classes of fully 
indecomposable maximal SNS matrices with n-l 
( 1 2 
+ 2 zeros for 5 < n d 
9. In Theorem 3.2.4, this is proven for all n > 6, and moreover Hn(“‘.‘.‘) and 
H”’ L’,‘) are the representatives for these classes for all n > 7. The two 
cl&ses of matrices H,! FJ, 9, r, ,‘) and 6:” classify only a small subset of the SNS 
matrices known from the data of Lundy et al. [12]. Two other classes have 
recently been identified in [9]. 
The current status regarding the number of nonequivalent fully indecom- 
posable maximal n-by-n SNS matrices with n-l 
i ) 
2 + k zero entries for 
0 < k < 4 is as given in Table 2. Thus, for example, we conjecture that for 
each n > 7, there are five such matrices having n-1 
i 1 2 
+ 4 zero entries. 
The method of proof used for Theorems 3.1.2 and 3.2.4 does not easily 
extend to values of k > 3. 
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TABLE 1 
THE CATEGORIZATION OF FULLY INDECOMPOSABLE MAXIMAL SNS MATRICES OF 
DIMENSIONS 1 THROUGH 9 BY DIMENSION AND NUMBER OF ZERO ENTRIES 
- 
Number Number of 
Matrix of zero equivalence Equivalence-class 
dimension entries classes membership 
A - 
1 0 1 H, 
2 0 1 HZ 
3 1 1 H, 
4 3 1 H, 
4 2 H!“. 1.0.0) Gil’ 
5 6 I H5 
7 I HS”~‘~“~“) 
8 2 H!3,l.O.(J) Gf’ 
,3 
9 2 
6 10 1 H, 
11 1 H$%l.o,“, 
12 2 wl.O.O) “k? 
13 3 H$4, 1 0. 0)’ G;,, G&z’ 
14 6 $3, 2. 0. 0)’ 
7 15 1 H7 
16 1 H$% 1. 0. 0) 
17 2 H(3.1.0.0) H(2.‘,2,1, 
7 
18 2 &1.0,())’ 
19 5 H;s.‘.“,“’ H$3,2.0,0, @’ G(2) > >y 
8 21 1 H, 
22 1 Hi2. ‘. O. cl) 
23 2 H63. l.().o) H’2, 1.2. 1) 
24 2 H(4.1.0,0)‘&1.2,1) 
25 5 &l.O.(~)’ ~~3.2.0.0’ 
9 28 1 H, 
29 1 H$“, ‘.O.()) 
30 2 H(3.i.0.0) H(2.1,2,1) 
31 2 &l.(),o)’ &1,2,1) 
32 5 H&,0.0” ,+I)) 
j+ 1. 3. 1)’ 
H$d,l,‘.L’ 
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TABLE 2 
THE KNOWN OR CONJECTURED NUMBER OF EQUNALENCE CLASSES OF FULLY 
INDECOMPOSABLE MAXIMAL SNS MATRICES WITH + k ZERO ENTRIES, 
WHEREO<k<d 
Number of 
equivalence 
classes 
1 
1 
2 
2 
5 
Status 
Known for n > 1 (Theorem 2.0.2) 
Known for n > 5 (Theorem 3.1.2) 
Known for n > 6 (Theorem 3.2.4) 
Conjectured for n > 7 
Conjectured for n > 7 
We thank T. J. Lundy, ]. S. Maybee, and J. Van Buskirk for kindly 
supplying the data that provided the motivation for this work, and T. J. 
Lundy, C. R. Johnson, and J. S. Maybee for suggestions regarding a method 
of proof for the uniqueness results. 
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