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This paper proposes a robust observer-based output feedback control for fuzzy descriptor systems. First,
we represent singular nonlinear dynamic system into Takagi–Sugeno (T–S) fuzzy descriptor model which
have a tighter representation for a wider class of nonlinear systems in comparison to general state-space
models. To achieve the control objective, we design a fuzzy controller and observer in a uniﬁed and sys-
tematic manner. The stability analysis of the overall closed-loop fuzzy system leads to formulation of lin-
ear matrix inequalities (LMIs). The advantages of the approach are three fold. First, we consider
conditions of immeasurable states which allows a practical design of sensorless control systems. Sec-
ondly, we address the robustness issue in the system which avoids control performance deterioration
or instability due to disturbance or approximation errors in the system. Third, we formulate the overall
control problem into LMIs. Using the observer and controller gains by solving LMIs, we carry out numer-
ical simulations which verify theoretical statements.
 2013 Elsevier Ltd. All rights reserved.
1. Introduction
In the past decade fuzzy control has been proved to be very fruit-
ful in many applications. Using the T–S fuzzy model (Takagi &
Sugeno, 1985) representation of nonlinear systems into local linear
fuzzymodels has lead to vast amounts of research. For example fuz-
zy control (Chang, Chang, Tao, Lin, & Taur, 2012; Jain, Sivakumaran,
& Radhakrishnan, 2011; Joh, Chen, & Langari, 1998; Precup, Radac,
Tomescu, Petriu, & Preitl, 2013;Wang, Tanaka, & Grifﬁn, 1996); fuz-
zy model based chaotic control and synchronization (Lian, Chiu,
Chiang, & Liu, 2001b; Tanaka, Ikeda, & Wang, 1998b); robust fuzzy
control and observer based approaches (Balasubramaniam,
Vembarasan, & Rakkiyappan, 2012; Chiang & Liu, 2012; Chen,
Tseng, & Uang, 1999, 2000; Lendek, Lauber, Guerra, Babuka, &
Schutter, 2010; Lian, Chiu, Chiang, & Liu, 2001a; Soliman, Elshafei,
Bendary, & Mansour, 2009; Sung, Kim, Park, & Joo, 2010; Tanaka,
Ikeda, & Wang, 1996, 1998a; Tognetti, Oliveira, & Peres, 2012; Tsai,
2011; Tanaka & Sano, 1994) which take modeling errors, external
disturbances, measurement errors into considerations. Many of
the mentioned works approach the design of controllers and
observers in an systematic manner. The stability analysis of the
closed-loop system leads to formulation of linear matrix inequali-
ties (LMIs) (Boyd, El Ghaoui, Feron, & Balakrishnan, 1994;
Muralisankar, Gopalakrishnan, & Balasubramaniam, 2012). Then
the controller and observer gains are found once the feasible LMIs
are solved. The process of solving LMIs can be done numerically by
powerful packaged software toolboxes (e.g., MATLAB LMI Toolbox).
On the other hand, descriptor systems have a tighter represen-
tation for a wider class of systems in comparison to traditional
state-space models. This concept has also been extended to T–S
fuzzy model descriptor systems (Chang & Yang, 2011; Taniguchi,
Tanaka, & Wang, 2000). Note that using traditional T–S fuzzy mod-
eling for Lagrangian mechanical systems, we need a fuzzy model
representation for the inverse of the inertia matrix. This matrix in-
verse will drastically increase the rule numbers. On the other hand,
if the fuzzy descriptor system is used, the number fuzzy rules will
be decreased. This rule reduction is an important issue for LMI-
based control synthesis since larger number of LMI rules may lead
to infeasible problems.
In this paper, we extend the good properties of fuzzy descriptor
systems and fuzzy observers into the design of robust output feed-
back control for fuzzy descriptor systems. The overall controller
and observer design leads to formulating of LMIs. Then a multi-
ple-stage process is utilized in place of simultaneously solving con-
troller and observer parameters. The advantages of the approach
are three fold. First, we consider conditions of immeasurable states
which allows a practical design of sensorless control systems. Sec-
ondly, we address the robustness issue in the system which avoids
control performance deterioration or instability due to disturbance
and approximation errors. Third, we formulate the overall control
problem into LMIs in a systemic and uniﬁed manner.
The rest of the paper is organized as follows. In Section 2, we
introduce the fuzzy descriptor system representation of a singular
nonlinear dynamic system. In Section 3, we carry out the stability
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analysis of the fuzzy descriptor system and formulate the LMI cri-
terion. In Section 4, we carry out numerical simulations on the con-
trol design. Finally some conclusions are made in Section 5.
2. Preliminaries and problem formulation
A general singular nonlinear system is given as
MðxðtÞÞ _xðtÞ ¼ f ðxðtÞÞ þ gðxðtÞÞuðtÞ þxðtÞ
yðtÞ ¼ hðxÞ ð1Þ
where x(t) = [x1(t) x2(t)    xn(t)]T 2 Rn is the state vector; u(t) = [u1(t)
u2(t)    um(t)]T 2 Rm is the control input; x(t) is the unknown but
bounded disturbance; M(x(t)), f(x(t)), g(x(t)), h(x(t)) are smooth
functions with f(0) = 0; and y(t) 2 Rq is the output. The T–S fuzzy
representation of (1) is as follows:
Plant Rule k :
IF z1ðtÞ is Nk1 and    and zgðtÞ is Nkg
THEN
RHS Plant rule i :
IF z1ðtÞis Fi1 and    and zgðtÞ is Fig
THEN Ek _xðtÞ ¼ AixðtÞ þ BiuðtÞ þxðtÞ
yðtÞ ¼ CixðtÞ
where Nkg and Fig are fuzzy sets; Ek 2 Rnn is the descriptor matrix;
Ai 2 Rnn, Bi 2 Rnm, Ci 2 Rqn are constant matrices with appropri-
ate dimensions, and RHS stands for right-hand-side. The inferred
output
Xre
k¼1
lkðzðtÞÞEk _xðtÞ ¼
Xr
i¼1
v iðzðtÞÞfAixðtÞ þ BiuðtÞ þ Df þxðtÞg
yðtÞ ¼
Xr
i¼1
v iðzðtÞÞCixðtÞ þ Dh;
ð2Þ
where lkðzðtÞÞ ¼ akðzðtÞÞPre
i¼1akðzðtÞÞ
; v iðzðtÞÞ ¼ biðzðtÞÞPr
i¼1biðzðtÞÞ
; akðzðtÞÞ ¼
Pg
i¼jNkj
ðzjðtÞÞ; biðzðtÞÞ ¼
Pg
i¼jFijðzjðtÞÞ; Nkj(zj(t)), Fij(zj(t)) are the grade mem-
berships of zj(t) in Nkj, Fij, respectively; and z(t) = [z1(t)z2(t)    zg(t)].
It is straightforward that lkðzðtÞÞP 0;
Pre
k¼1lkðzðtÞÞ ¼ 1 and
v iðzðtÞÞP 0;
Pr
i¼1v iðzðtÞÞ ¼ 1. We rewrite the fuzzy descriptor sys-
tem (2) as
E _xðtÞ ¼
Xr
i¼1
Xre
k¼1
v iðzðtÞÞlkðzðtÞÞ AikxðtÞ þ Bi uðtÞ þ Df  þxðtÞ
 
;
yðtÞ ¼
Xr
i¼1
v iðzðtÞÞCi xðtÞ þ Dh
ð3Þ
where Df ¼ f ðxðtÞÞ Pri¼1miðzðtÞÞAixðtÞ; Dh ¼ hðxÞ Pri¼1miðzðtÞÞ
Ci xðtÞ are approximation errors. Deﬁne xðtÞ ¼ ½xTðtÞ _xTðtÞT ,
E ¼ I 0
0 0
 
; Aik ¼
0 I
Ai Ek
 
; Bi ¼
0
Bi
 
; Ci ¼ Ci 0½ 
Df  ¼ 0
Df
 
; xðtÞ ¼ 0
xðtÞ
 
:
Fig. 1. State trajectories of descriptor system. State feedback: solid line; observer-based control: dotted line.
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Fig. 2. Controller performance with the observer-based control approach.
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If Df⁄, x⁄(t), Dh is omitted from (3), then we name the system as an
‘‘approximate system’’. On the other hand, (3) is the ‘‘true system’’.
The fuzzy descriptor system (3) is admissible Masubuchi,
Kamitane, Ohara, and Suda (1997) if there exists V(x⁄(t))
¼ xT ðtÞET XxðtÞ and the following conditions are satisﬁed — (1)
det sE Pri¼1 Prei¼1miðzÞlkðzÞAikÞ– 0; (2) the open-loop system is
impulse-free. Consequently, these conditions are satisﬁed if a com-
mon matrix X 2 R2n2n, det X– 0 such that ET X ¼ XTE P 0 and
A
T
ik X þ XTAik < 0.
First, we consider the open-loop system of (3) which is
E _xðtÞ ¼
Xr
i¼1
Xre
k¼1
miðzðtÞÞlkðzðtÞÞAikxðtÞ þ Df  þxðtÞ: ð4Þ
Second, we now design the controller rule as follows.
Control Rule i: IF z1(t) is Fi1 and    and zg(t) is Fig THEN
uðtÞ ¼ KikxðtÞ for i ¼ 1;2; . . . ; r:
where Kik ¼ ½Kik 0 and Kik are controller gains to be chosen later.
We propose a modiﬁed PDC
uðtÞ ¼ 
Xr
i¼1
Xre
k¼1
v iðzðtÞÞlkðzðtÞÞKikxðtÞ ð5Þ
to stabilize the fuzzy descriptor system (3).
2.1. Immeasurable states
To estimate the immeasurable states, we design the observer
rule as follows:
Plant Rule k :
IF z1ðtÞis Nk1 and    and zgðtÞ is Nkg
THEN
RHS Observer Rule i :
IF z1ðtÞ is Fi1 and    and zgðtÞ is Fig
THEN Ek _^xðtÞ ¼ Aix^ðtÞ þ BiuðtÞ þ LiðyðtÞ  y^ðtÞÞ
y^ðtÞ ¼ Cix^ðtÞ
and Li is the observer gain of the ith observer rule to be chosen later.
The overall inferred output isXre
k¼1
lkðzðtÞÞEk _^xðtÞ ¼
Xr
i¼1
v iðzðtÞÞfAix^ðtÞ þ BiuðtÞ þ Li½yðtÞ  y^ðtÞg
y^ðtÞ ¼
Xr
i¼1
v iðzðtÞÞCix^ðtÞ
ð6Þ
where z1(t)  zg(t) are the premise variables which consist of the
states of the system; Fij (j = 1,2, . . . ,g) are the fuzzy sets; r is the
number of fuzzy rules; Ek, Ai, Bi and Ci are system matrices with
appropriate dimensions. For simplicity, we assume that the mem-
bership functions have been normalized, i.e.,
Pr
i¼1
Qg
j¼1FijðzjðtÞÞ
¼ 1. Using the singleton fuzziﬁer, product inference, and weighted
defuzziﬁer, the augmented fuzzy system is inferred as follows:
E _^xðtÞ ¼
Xr
i¼1
Xre
k¼1
v iðzðtÞÞlkðzðtÞÞ Aikx^ðtÞ þ Bi uðtÞ þ Lik½yðtÞ  y^ðtÞ
 
¼
Xr
i¼1
Xr
j¼1
Xre
k¼1
v iðzðtÞÞv jðzðtÞÞlkðzðtÞÞ Aikx^ðtÞ

þ Bi uðtÞ LikCj eðtÞ þ LikDh
o
y^ðtÞ ¼
Xr
i¼1
v iðzðtÞÞCi x^ðtÞ; ð7Þ
where Lik ¼ 0 LTik
h iT
. Instead of (5), the PDC fuzzy controller
uðtÞ ¼ 
Xr
i¼1
Xre
k¼1
v iðzðtÞÞlkðzðtÞÞKikx^ðtÞ; ð8Þ
where x^ðtÞ ¼ ½x^TðtÞ _^xTðtÞT . Combining the fuzzy controller (8), fuz-
zy observer (7) and denoting eðtÞ ¼ xðtÞ  x^ðtÞ; eðtÞ ¼ ½eTðtÞ
_eTðtÞT , we arrive with the system representations:
E _xðtÞ ¼
Xr
i¼1
Xr
j¼1
Xre
k¼1
v iðzðtÞÞv jðzðtÞÞlkðzðtÞÞ
Aik  Bi Kjk
 
xðtÞ þ Bi KjkeðtÞ þ Mf  þxðtÞ
n o
E _eðtÞ ¼
Xr
i¼1
Xr
j¼1
Xre
k¼1
v iðzðtÞÞv jðzðtÞÞlkðzðtÞÞ
Aik  LikCj
 
eðtÞ þ Mf  þxðtÞ  LikDh
n o
ð9Þ
Assumption 1. There exists a known bounding matrix D/f such
that kDfk 6 kD/fx(t)k.
From the assumption above, we have
Df 
T
Df  ¼ Df TDf 6 ðD/f xðtÞÞTðD/f xðtÞÞ ¼ Uf xðtÞ
 	T
Uf xðtÞ
 	
where Uf = [D/f 0]. The following theorem gives the sufﬁcient con-
dition of stability for (4) and (9).
Assumption 2. There exist bounding matrices /A, /C such that
kDfk 6 k/Ae(t)k,
Pr
i¼1
Pr
i¼kv iðzðtÞÞ


 lkðzðtÞÞ LikDhk 6 Pri¼1Pri¼k


v iðzðtÞÞlkðzðtÞÞLik/CeðtÞk for all e(t).
According to Assumption 2, we have
Df 
T
Df  ¼ Df TDf 6 ð/AeðtÞÞTð/AeðtÞÞ ¼ UAeðtÞð ÞT UAeðtÞð Þ
where UA = [/A 0].
DhTik Dh

ik ¼
Xr
i¼1
Xr
i¼k
v iðzðtÞÞlkðzðtÞÞðzðtÞÞLikDh
 !T

Xr
i¼1
Xr
i¼k
v iðzðtÞÞlkðzðtÞÞðzðtÞÞLikDh
 !
6
Xr
i¼1
Xr
i¼k
v iðzðtÞÞlkðzðtÞÞðzðtÞÞLik/CeðtÞ
 !T

Xr
i¼1
Xr
i¼k
v iðzðtÞÞlkðzðtÞÞðzðtÞÞLik/CeðtÞ
 !
¼
Xr
i¼1
Xr
i¼k
v iðzðtÞÞlkðzðtÞÞðzðtÞÞUikCeðtÞ
 !T

Xr
i¼1
Xr
i¼k
v iðzðtÞÞlkðzðtÞÞðzðtÞÞUikCeðtÞ
 !
6
Xr
i¼1
Xr
i¼k
v iðzðtÞÞlkðzðtÞÞðzðtÞÞeTðtÞUTikCUikCeðtÞ
where UikC ¼ Lik/C 0
 
for i = 1,2, . . . ,r. If x(t), Dh, Df are omitted
from (9), we name the system as an ‘‘approximate error system.’’
3. Stability analysis
In details, we present the stability criterion for the open-loop
system (4) in the following:
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Theorem 1. The open-loop approximate fuzzy descriptor system (4)
(where Df⁄ andx⁄(t) are omitted) is quadratically stable if there exists
a common matrix X such that
E
T
X ¼ XTE P 0 ð10Þ
A
T
ik X þ XTAik < 0
Furthermore, if there exists a common matrix X and QP 0 such that
(10) and
A
T
ik X þ XTAik þUTf Uf þ Q þ XTX X
XT  1q2 I
24 35 < 0 ð11Þ
are satisﬁed for all the pairs (i,k) except for pairs vi(z(t))lk(z(t)) = 0 for
all z(t), then the true system (4) has the following robust performance
Z T
0
x
T ðsÞQxðsÞds 6 xT ð0ÞQxð0Þ þ 1
q2
Z T
0
kxðsÞkds: ð12Þ
Proof 1. Choose the Lyapunov function candidate
VðxðtÞÞ ¼ xT ðtÞET XxðtÞ:
The time derivative
_VðxðtÞÞ ¼ _xT ðtÞET XxðtÞ þ xT ðtÞET X _xðtÞ
¼
Xr
i¼1
Xre
k¼1
v iðzðtÞÞlkðzðtÞÞx
T ðtÞ ATik X þ XTAik
 
xðtÞ
þ ðDf  þxðtÞÞTXxðtÞ þ xT ðtÞXTðDf  þxðtÞÞ
6
Xr
i¼1
Xre
k¼1
v iðzðtÞÞlkðzðtÞÞgTðtÞ
A
T
ik X þ XTAik XT
X  1q2 I
264
375gðtÞ
þ 1
q2
xT ðtÞxðtÞ þ Uf xðtÞ
 	T
Uf xðtÞ
 	
þ xT ðtÞXTXxðtÞ
¼
Xr
i¼1
Xre
k¼1
v iðzðtÞÞlkðzðtÞÞ
 gTðtÞ
A
T
ik X þ XTAik þUTf Uf þ Q þ XTX XT
X  1q2 I
264
375gðtÞ
þ 1
q2
xT ðtÞxðtÞ  xT ðtÞQxðtÞ
6 xT ðtÞQxðtÞ þ 1
q2
xT ðtÞxðtÞ
ð13Þ
where gT(t) = [x⁄T(t) x⁄T(t)]. Integrating on both sides of (13) with
respect to time, we obtain the robust property (12). h
Corollary 1. Let Q = block-diag {Q11, Q22} >0. The conditions (10) and
(11) are satisﬁed if there exists feasible solutions to the following EVP
maximize q2 S1,S3,M1, subject to
S1 ¼ ST1 P 0 ð14Þ
v11 v12 S
T
1 S
T
3 S
T
1 S
T
3
vT12 v22 0 S
T
1 0 S
T
1
S1 0  1q2 I 0 0 0
S3 S1 0  1q2 I 0 0
S1 0 0 0 I 0
S3 S1 0 0 0 I
266666666666664
377777777777775
< 0 ð15Þ
where
v11 ¼ ATi S3 þ S3Ai þ D/Tf D/f þ Q11;
v12 ¼ ST1 þ ATi S1  ST3Ek;
v22 ¼ ETkS1  S1Ek þ Q22:
Proof 2. Deﬁne
X ¼ S1 0
S3 S1
 
:
Then rewrite E⁄TX = XTE⁄P 0. The above inequality implies
E
T
X ¼ I 0
0 0
 
S1 0
S3 S1
 
¼ S1 0
0 0
 
P 0;
XTE ¼ S
T
1 S
T
3
0 ST1
" #
I 0
0 0
 
¼ S
T
1 0
0 0
" #
P 0:
Therefore (14) is proven.
From (11) and using Schur complements, we have
A
T
ik X þ XTAik þUTf Uf þ Q XT XT
X  1q2 I 0
X 0 I
2664
3775 < 0
Then by deﬁnition of X, the LMI (15) is obtained. h
In the following, we discuss the case where the overall control-
ler and observer is considered.
Theorem 2. The fuzzy descriptor system (2) along with controller (8)
and observer (6) forming the closed-loop system (9) is asymptotically
stable, if there exist nonsingular matrices P and R, matrices Z1, Z3, R1,
R3, Mjk and Hik, and scalars c, q, en > 0, n = 1,2, . . . , 8 satisfying the
following LMIs:
ZT1 ¼ Z1 > 0; ð16Þ
/11 /12 Z1 0 Z
T
1D/
T
f
/T12 /22 Z3 Z1 0
ZT1 ZT3  1q2W11  1q2W12 0
0 ZT1  1q2WT12  1q2W22 0
D/f Z1 0 0 0 e4I
26666666664
37777777775
<0; i¼1;2;...;r: ð17Þ
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~/11 ~/12 2Z1 0 2Z
T
1D/
T
f
~/T12 ~/22 2Z3 2Z1 0
2ZT1 2ZT3  2q2 W11  2q2 W12 0
0 2ZT1  2q2 WT12  2q2 W22 0
2D/f Z1 0 0 0 2e4I
26666666664
37777777775
< 0; i < j:
ð18Þ
RT1 ¼ R1 > 0; ð19Þ
!11 !12
!T12 !22
 
< 0; i ¼ 1;2; . . . ; r: ð20Þ
e!11 e!12e!T12 e!22
" #
< 0; i < j: ð21Þ
where matrices are denoted as
!11 ¼
k11 k12 R
T
1 R
T
3 0 /
T
c1L
T
ik
kT12 k22 0 R
T
1 0 /
T
c2L
T
ik
R1 0  1q2 I 0 0 0
R3 R1 0  1q2 I 0 0
0 0 0 0 e8I 0
Lik/c1 Lik/c2 0 0 0 e8I
26666666664
37777777775
;
!12 ¼
/TA K
T
ik e8R
T
1 e8R
T
3 e6R
T
1 e6R
T
3
0 0 0 e8R1 0 e6RT1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
26666666664
37777777775
;
!22 ¼ diag½e6I; e1I; e8I; e8I; e6I; e6I;
e!11 ¼
~k11 ~k12 2R
T
1 2R
T
3 0 /
T
c1L
T
jk 0 /
T
c1L
T
ik
~kT12 ~k22 0 2R
T
1 0 /
T
c2L
T
jk 0 /
T
c2L
T
ik
2R1 0  2q2 I 0 0 0 0 0
2R3 2R1 0  2q2 I 0 0 0 0
0 0 0 0 e7I 0 0 0
Ljk/c1 Ljk/c2 0 0 0 e7I 0 0
0 0 0 0 0 0 e5I 0
Lik/c1 Lik/c2 0 0 0 0 0 e5I
26666666666666664
37777777777777775
;
e!12 ¼
/TA e7R
T
1 e7R
T
3 e5R
T
1 e5R
T
3 e6R
T
1 e6R
T
3 K
T
jk K
T
ik
0 0 e7RT1 0 e5R
T
1 0 e6R
T
1 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
26666666664
37777777775
;
e!22 ¼ diag 12 e6I; e7I; e7I; e5I; e5I; 12 e6I; 12 e6I;

 e2I; e3I;
/11 ¼ ZT3  Z3 þ eQa1 þ e4I;
/12 ¼ ZT1ATi MTikBTi þ ZT3ETk þ Z1;
/22 ¼ ZT1ETk  EkZ1 þ eQa2 þ e1BiBTi þ e4I;
~/11 ¼ 2ZT3  2Z3 þ 2e4I þ 2eQa1;
~/12 ¼ ZT1ATi MTjkBTi þ ZT1ATj MTikBTj þ 2ZT3ETk þ 2Z1;
~/22 ¼ 2EkZ1  2ZT1ETk þ 2eQ a2 þ 2e4I þ e2BiBTi þ e3BjBTj ;
k11 ¼ cATi R1  cCTi HTik þ cRT1Ai  cHikCi þ Sa1;
k12 ¼ ATi R1  CTi HTik þ RT1  cRT1Ek;
k22 ¼ ETkR1  RT1Ek þ Sa2;
~k11 ¼ cATi R1  cCTj HTik þ cATj R1  cCTi HTjk þ cRT1Ai  cHikCj
þ cRT1Aj  cHjkCi þ 2Sa1;
~k12 ¼ ATi R1  CTj HTik þ ATj R1  CTi HTjk þ 2RT1  2cRT1Ek;
~k22 ¼ 2ETkR1  2RT1Ek þ 2Sa2:
The controller and observer gains are accordingly Kjk ¼ MjkZ11 and
Lik ¼ R11 Hik, if there exists a commonmatrix Q > 0 and S > 0, the sys-
tem (9) has the following robust performance
Z T
0
xTðsÞQxðsÞds 6 xTð0ÞET Pxð0Þ þ 1
q2
Z T
0
kxðsÞkds
Z T
0
eTðsÞSeðsÞds 6 eTð0ÞET Reð0Þ þ 1
q2
Z T
0
kxðsÞkds ð22Þ
Proof 3. Deﬁne
P ¼ S1 0
S3 S1
 
; Q ¼ Qa1 00 Qa2
 
; R ¼ R1 0
R3 R1
 
; S
¼ Sa1 00 Sa2
 
;
wTðtÞ ¼ ½xTðtÞ eTðtÞ:
Then, we rewrite E⁄TP = PTE⁄P 0 as PT E⁄T = E⁄P1P 0 and
E⁄TR = RTE⁄P 0. The above inequality implies
S1 0
S3 S1
 T I 0
0 0
 
¼ I 0
0 0
 
S1 0
S3 S1
 1
P 0:
We then arrive with
ZT1 ZT3
0 ZT1
" #
I 0
0 0
 
¼ I 0
0 0
 
Z1 0
Z3 Z1
 
¼ Z1 0
0 0
 
P 0;
where Z1 ¼ S11 and Z3 ¼ S11 S3S11 . Note that
S1 0
S3 S1
 
Z1 0
Z3 Z1
 
¼ I 0
0 I
 
:
We consider the Lyapunov function candidate
VðwðtÞÞ ¼
X2
i¼1
ViðwðtÞÞ ð23Þ
where
V1ðxðtÞÞ ¼ xTðtÞETPxðtÞ; V2ðeðtÞÞ ¼ eTðtÞETReðtÞ:
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Therefore the time derivative
_V1ðxðtÞÞ ¼ _xTðtÞETPxðtÞ þ xTðtÞETP _xðtÞ;
_V2ðeðtÞÞ ¼ _eTðtÞETReðtÞ þ eTðtÞETR _eðtÞ:
Therefore the time derivative along (9) is
_V1ðxðtÞÞ 6
Xr
i¼1
Xr
j¼1
Xre
k¼1
v iðzðtÞÞv jðzðtÞÞlkðzðtÞÞ
 xTðtÞ GTijkP þ PTGijk
 
xðtÞ þ eTðtÞ Bi Kjk
 T
PxðtÞ

þ xTðtÞPT Bi Kjk
 
eðtÞ þ ðDf T þxTðtÞÞPxðtÞ
þ xTðtÞPTðDf  þxðtÞÞ þ xTðtÞQxðtÞ  xTðtÞQxðtÞ
þ 1
q2
xTðtÞxðtÞ  1
q2
xTðtÞxðtÞ

which further leads to
_V1ðxðtÞÞ 6
Xr
i¼1
Xre
k¼1
v2i ðzðtÞÞlkðzðtÞÞ
 xTðtÞ GTiikP þ PTGiik
 
xðtÞ þ eTðtÞ Bi Kik
 	TPxðtÞn
þ xTðtÞPT Bi Kik
 	
eðtÞ þ ðDf T þxTðtÞÞPxðtÞ
þ xTðtÞPTðDf  þxðtÞÞ þ xTðtÞQxðtÞ  xTðtÞQxðtÞ
þ 1
q2
xTðtÞxðtÞ  1
q2
xTðtÞxðtÞ

þ 2
Xr
i¼1
X
i<j
Xre
k¼1
v iðzðtÞÞv jðzðtÞÞlkðzðtÞÞ
 xTðtÞ ðGijk þ GjikÞ
2
T
P þ PT ðGijk þ GjikÞ
2
 !
xðtÞ
(
þ eTðtÞ
Bi K

jk þ Bj Kik
 
2
T
PxðtÞ þ xTðtÞPT
Bi K

jk þ Bj Kik
 
2
eðtÞ
þ Df T þxTðtÞÞPxðtÞ þ xTðtÞPTðDf  þxðtÞÞ

þ xTðtÞQxðtÞ  xTðtÞQxðtÞ þ 1
q2
xTðtÞxðtÞ
 1
q2
xTðtÞxðtÞ

According to inequality 2xTy 6 exTx + e1yTy, where e > 0, we have
e
T ðtÞðBi KikÞTPxðtÞ þ x
T ðtÞPTðBi KikÞeðtÞ
6 e1x
T ðtÞPTBi B
T
i Px
ðtÞ þ e11 e
T ðtÞKTik KikeðtÞ; i ¼ j:
e
T ðtÞ
Bi K

jk þ Bj Kik
 T
2
PxðtÞ þ xT ðtÞPT
Bi K

jk þ Bj Kik
 
2
eðtÞ
6 e2x
T ðtÞPT B

i B
T
i
2
PxðtÞ þ e12 e
T ðtÞK
T
jk K

jk
2
eðtÞ þ e3xT ðtÞPT
 B

j B
T
j
2
PxðtÞ þ e13 e
T ðtÞK
T
ik K

ik
2
eðtÞ; i
< j:
and
ðDf T þxTðtÞÞPxðtÞ þ xTðtÞPTðDf  þxðtÞÞ
6 e14 Df TDf  þ e4x
T ðtÞPTPxðtÞ þxT ðtÞPxðtÞ þ xT ðtÞPTxðtÞ:
We therefore have
_V2ðeðtÞÞ 6
Xr
i¼1
Xr
j¼1
Xre
k¼1
v iðzðtÞÞv jðzðtÞÞ
 Aik  LikCj
 
eðtÞ  LikDhþ Df  þxðtÞ
h iT
ReðtÞ

þ eT ðtÞRT Aik  LikCj
 
eðtÞ  LikDhþ Df  þxðtÞ
h i
þ eTðtÞSeðtÞ  eTðtÞSeðtÞ þ 1
q2
xTðtÞxðtÞ
 1
q2
xTðtÞxðtÞ

which further leads to
_V2ðeðtÞÞ 6
Xr
i¼1
Xre
k¼1
v2i ðzðtÞÞlkðzðtÞÞ eTðtÞ WTiikRþ RTWiik
 
eðtÞ
n
þ DhTik ReðtÞ þ eTðtÞRTDhik þ ðDf T þxTðtÞÞReðtÞ
þ eTðtÞRTðDf  þxðtÞÞ þ eTðtÞSeðtÞ  eTðtÞSeðtÞ
þ 1
q2
xTðtÞxðtÞ  1
q2
xTðtÞxðtÞ

þ 2
Xr
i¼1
X
i<j
Xre
k¼1
v iðzðtÞÞv jðzðtÞÞlkðzðtÞÞ
 eTðtÞ ðWijk þWjikÞ
2
T
Rþ RT ðWijk þWjikÞ
2
 !
eðtÞ
(
þ eTðtÞRT
Dhik þ Dhjk
 
2
þ
Dhik þ Dhjk
 
2
T
ReðtÞ
þ Df T þxTðtÞÞReðtÞ þ eTðtÞRTðDf  þxðtÞÞ

þ eTðtÞSeðtÞ  eTðtÞSeðtÞ þ 1
q2
xTðtÞxðtÞ
 1
q2
xTðtÞxðtÞ

:
where Gijk ¼ Aik  Bi Kjk; Wijk ¼ Aik  LikCj ;Dhik ¼ 
Pr
i¼1
Pre
k¼1v iðzðtÞÞ
lkðzðtÞÞLikDh, with inequalities
DhTik Re
ðtÞ þ eTðtÞRTDhik 6 e18 DhTik Dhik þ e8eTðtÞRTReðtÞ; i
¼ j; eTðtÞRT
Dhik þ Dhjk
 
2
þ
Dhik þ Dhjk
 
2
T
ReðtÞ
6 e15
DhTik Dh

ik
2
þ e17
DhTjk Dh

jk
2
þ ðe5
þ e7ÞeTðtÞR
TR
2
eðtÞ; i j
and
ðDf T þxTðtÞÞReðtÞ þ eTðtÞRTðDf  þxðtÞÞ
6 e16 Df TDf  þ e6x
T ðtÞRTRxðtÞ þxT ðtÞRxðtÞ þ xT ðtÞRTxðtÞ:
From the Assumption 1 and 2 above, we have
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_VðwðtÞÞ 6
Xr
i¼1
Xre
k¼1
v2i ðzðtÞÞlkðzðtÞÞ nTðtÞK1nðtÞ  xTðtÞQxðtÞ

þ 1
q2
xTðtÞxðtÞ

þ 2
Xr
i¼1
X
i<j
Xre
k¼1
v iðzðtÞÞv jðzðtÞÞlkðzðtÞÞ
 nTðtÞK2nðtÞ  xTðtÞQxðtÞ þ 1q2x
TðtÞxðtÞ
 
þ
Xr
i¼1
Xre
k¼1
v2i ðzðtÞÞlkðzðtÞÞ fTðtÞK3fðtÞ  eTðtÞSeðtÞ

þ 1
q2
xTðtÞxðtÞ

þ 2
Xr
i¼1
X
i<j
Xre
k¼1
v iðzðtÞÞv jðzðtÞÞlkðzðtÞÞ
 fTðtÞK4fðtÞ  eTðtÞSeðtÞ þ 1q2x
TðtÞxðtÞ
 
6 xT ðtÞQxðtÞ  eT ðtÞSeðtÞ þ 2
q2
xT ðtÞxðtÞ ð24Þ
where nT(t) = [x⁄T(t) x⁄T(t)], fT(t) = [e⁄T(t) x⁄T(t)], and
K1 ¼
GTiikP þ PTGiik þ Q þ e1PTBi B
T
i P þ e14 UTf Uf þ e4PTP PT
P  1q2 I
" #
;
K2¼
GijkþGjikÞTPþPTðGijkþGjikÞþ2Qþ2e14 UTf Uf

þ2e4PTPþe2PTBi B
T
i Pþe3PTBi B
T
i P
0@ 1A 2RT
2R  2q2 I
26664
37775;
K3¼
WTiikRþRTWiikþSþe11 K
T
ik K

ikþe18 UTikCUikC
þðe6þe8ÞRTRþe16 UTAUA
 !
RT
R  1q2 I
2664
3775:
K4¼
WijkþWjikÞTRþRTðWijkþWjikÞþ2Sþe15 UTikCUikC

þe17 UTjkCUjkCþe16 UTAUAþe12 K
T
jk K

jkþe13 K
T
ik K

ik
þðe5þ2e6þe7ÞRTR
0BBB@
1CCCA 2RT
2R  2q2 I
26666664
37777775:
Integrating on both sides of (24) with respect to time, we obtain the
robust property (22). Therefore, when E⁄TP = PTE⁄P 0, E⁄TR = RTE⁄ -
P 0, K1 < 0, K2 < 0, K3 < 0, K4 < 0 the stability and the closed-loop
system (9) is proven. We multiply the inequality K1 < 0 and K2 < 0
by the matrix diag[PT, PT] and its transpose on the left and right,
respectively. Then, we set
PT ¼ Z
T
1 ZT3
0 ZT1
" #
¼ eP
where Z1 > 0. Deﬁne new variables eQa1 ¼ ePQa1~PT ; eQa2 ¼ ePQa2ePT ,
W ¼ ePePT ¼ W11 W12
WT12 W22
 
> 0
and by Schur complement, the inequalities K1 < 0 and K2 < 0 are
equivalent to (16)–(18), which Mjk = KjkZ1 (or Mik = KikZ1). From
the feasible solutions of (19)–(21), substitute Kjk ¼ MjkZ11 (or
Kik ¼ MikZ11 ), and scalars e1  e4, into the inequality K3 < 0,
K4 < 0. Let Hik ¼ RT1Lik, R3 = cR1, where R1 > 0. Then we have K3 < 0
and K4 < 0, which are equivalent to (19)–(21) by the Schur comple-
ment. This completes the proof of the theorem. h
Since the simultaneous solution of observer gains in (19)–(21) is
not trivial, we utilize the multiple-step method to cope with the
problem. In the ﬁrst step, the following observer inequality is equal
to the following LMI
k11 k12 R
T
1 R
T
3
kT12 k22 0 R
T
1
R1 0  1q2 I 0
R3 R1 0  1q2 I
2666664
3777775 < 0; ð25Þ
~k11 k12 2R
T
1 2R
T
3
kT12 k22 0 2R
T
1
2R1 0  2q2 I 0
2R3 2R1 0  2q2 I
2666664
3777775 < 0: ð26Þ
From 19 and 25, 26, we are able to solve Hik(Hjk), R1 and then obtain
Lik(Ljk). In the second step, the observer parameters are substituted
into (19)–(21), we the solve the remaining unknown parameters in
(19)–(21). Based on the analysis above, we are summarized as
follows:
Step 1. Give suitable bounding matrices D/f, /A, /c1, /c2 and sca-
lars e1  e8 in advance.
Step 2. Solve the LMIPs in (16)–(18) to obtain Z1; Z3; eQ a1; eQa2; W
and Kik(Kjk).
Step 3. Solve the LMIP in (25) and (26) to obtain Hik(Hjk), R1 and
Lik(Ljk) (note that these are not the ﬁnal solutions).
Step 4. Substitute Kik(Kjk), Lik(Ljk) into (19)–(21) to obtain R1, Sa1,
Sa2 and Lik(Ljk).
Step 5. Substitute gains from Step 1, 2 and 4 into (16)–(21).
Step 6. Check whether (16)–(21) is a negative deﬁnite matrix. If
not, go back to Step 1.
Step 7. Output Kik(Kjk), Lik(Ljk), q.
4. Numerical simulations
We carry out numerical simulations on the following example
to verify the theoretical derivations. Consider a nonlinear system
(Taniguchi et al., 2000)
ð1þ a cos hðtÞÞ€hðtÞ ¼ b _h3ðtÞ þ chðtÞ þ duðtÞ;
where the range of _hðtÞ as j _hðtÞj < /1.
Considering output feedback case with immeasurable states,
the observer descriptor system (6) as the form
X2
k¼1
lkðzðtÞÞEk _^xðtÞ ¼
X2
i¼1
v iðzðtÞÞ Aix^ðtÞ þ Ahix^ðt  hðtÞÞ þ BiuðtÞf
þ Li½yðtÞ  y^ðtÞg
y^ðtÞ ¼
X2
i¼1
v iðzðtÞÞCix^ðtÞ
where
E1 ¼
1 0
0 1þ a
 
; E2 ¼
1 0
0 1 a
 
; A1 ¼
0 1
c b/21
 
;
A2 ¼
0 1
c b/22
 
; B1 ¼ B2 ¼
0
d
 
; C1 ¼ C2 ¼ 0:1 1½ ;
D/f ¼ 0:1 0:1½ ; /A ¼ 0:01 0:01½ ;
/c1 ¼ 0:02 0:02½ ; /c2 ¼ 0:03 0:03½ :
We let a = 0.2, b = 1, c = 1, d = 10, /1 = 4, /2 = 0, e1 = 4, e2 = 1.2,
e3 = 1.2, e4 = 1.1, e5 = 0.2, e6 = 0.1, e7 = 0.3, e8 = 0.2, c = 1.4 and
q = 0.35. The observer membership functions are deﬁned as
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l1ðx^1ðtÞÞ ¼ 1þcos x^1ðtÞ2 ; l2ðx^1ðtÞÞ ¼ 1cos x^1ðtÞ2 , v1ðx^2ðtÞÞ ¼
x^22ðtÞ
2 , v2ðx^2ðtÞÞ ¼
1 x^22ðtÞ2 . According to LMIs (16)–(21), we can obtain control
gains Kjk and observer gains Lik separately where K11 = [0.5833
0.8304], K12 = [0.3829 1.0396],K21 = [0.5833 0.7696], K22 =
[0.3829 0.5604] L11 = [0.4288 2.0061]T, L12 = [0.3544 2.1465]T,
L21 = [0.4096 0.6630]T, L22 = [0.3125 0.5497]T.
The Figs. 1 and 2 show the convergence result under the obser-
ver-based control law
uðtÞ ¼ 
Xr
i¼1
Xre
k¼1
v iðzðtÞÞlkðzðtÞÞKikx^ðtÞ
with initial condition x(0) = [0.7 0.7]T and x^ð0Þ ¼ ½0:3 0:6T .
5. Conclusions
We have proposed an robust observer-based output feedback
control for fuzzy descriptor systems in presence of immeasurable
states, approximation errors and uncertainty. The observer and
controller design has been implemented in a uniﬁed and system-
atic manner where gains are solved by a set of LMIPs. Numerical
simulation results verify the theoretical claims.
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