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Abstract
Finite groups G such that G/Z(G) ≃ C2 × C2 where C2 denotes a cyclic
group of order 2 and Z(G) is the center of G were studied in [5] and were used
to classify finite loops with alternative loop algebras. In this paper we extend
this result to finitely generated groups such that G/Z(G) ≃ Cp × Cp where
Cp denotes a cyclic group of prime order p and provide an explicit description
of all such groups.
Keywords: finitely generated groups, classification.
1 Introduction
For a given group X , we shall denote by Z(X) its center. Groups G such that
G/Z(G) ≃ C2 × C2, where C2 denotes a cyclic group of order 2, are called SLC
groups and play a very important role in the construction of RA loops; i.e. loops
such that loop ring over a commutative and associative ring with unity and no
2-torsion is alternative but not associative. These loops were introduced by E.G.
Goodaire [2], who proved that if RL is alternative over one ring R as above, then it
is also alternative over all such rings. Later, O. Chein and E.G. Goodaire [1] gave a
means to construct all RA loops from SLC groups. For a history of the subject, see
also [3]. More recently, SLC groups have played an important role in the study of
involutions in group rings.
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Using ideas from [6], E. Jespers, G. Leal and C. Polcino Milies [5] gave a full
description of finite SLC groups and classified all finite indecomposable RA loops,
up to isomorphism. These results are included in [4, Chapter V].
In this paper we consider the class of all finitely generated groups G such that
G/Z(G) ≃ Cp × Cp, where Cp denotes a cyclic group of prime order p. In section
2 we give a full description of such groups in terms of direct factors and, in section
3, we classify indecomposable groups of this type in to nine families and show that
groups in different families are not isomorphic.
As a consequence of this work, considering the case when p = 2, it is possible to
classify finitely generated indecomposable RA loops. These results will be published
elsewhere.
2 A Decomposition Theorem
Throughout this paper, G will always denote a finitely generated group such that
G/Z(G) ≃ Cp × Cp, where Cp is a cyclic group of order p. In this section, we shall
show that such a group decomposes in a very particular way.
Theorem 2.1 A finitely generated group G is such that G/Z(G) ≃ Cp × Cp if and
only if it can be written in the form G = D × A where A is a finitely generated
abelian group and D is an indecomposable group such that D = 〈x, y, Z(D)〉 where
Z(D) is of the form Z(D) = 〈t1〉 × 〈z2〉 × 〈z3〉, with:
(i) o(t1) = p
m1 , m1 ≥ 1 and s = [x, y] = x
−1y−1xy = tp
m1−1
1 ,
(ii) either o(zi) = p
mi with mi ≥ 0 or o(zi) =∞, for i = 2, 3,
(iii) xp, yp ∈ Z(D) with xp ∈ 〈t1〉 × 〈z2〉.
Proof: Since G/Z(G) ≃ Cp × Cp there exist elements x, y ∈ G such that G ≃
〈x, y, Z(G)〉 and Z(G) is finitely generated.
We can write Z(G) = B × C × F where B and C are finite, B is a p-group, p
does not divide |C| and F is a direct product of a finite number of cyclic groups of
infinite order. As in [[6], Theorem 1.2] we can assume that xp, yp ∈ B×F and find a
decomposition B = 〈t1〉× 〈t2〉× . . .× 〈tk〉, o(ti) = p
mi , such that s = [x, y] = tp
m1−1
1 .
Write xp = ta11 t
a2
2 . . . t
ak
k l with l ∈ F . If p divides ai, for some index i, we consider
x′ = xt
−ai/p
i so x
′p has no component in 〈ti〉 and we still have that G = 〈x
′, y, Z(G)〉.
Repeating this process, we can assume that xp = ta11 t
a2
2 . . . t
am
m l where 〈t
ai
i 〉 = 〈ti〉
and o(t2) ≥ o(t3) ≥ . . . ≥ o(tm)
If l = 1, then xp = ta11 t
a2
2 . . . t
am
m and we also have that
〈t2〉 × 〈t3〉 × . . .× 〈tm〉 = 〈t
a2
2 〉 × 〈t
a3
3 〉 × . . .× 〈t
am
m 〉 =
= 〈ta22 t
a3
3 . . . t
am
m 〉 × 〈t
a3
3 〉 × . . .× 〈t
am
m 〉
2
Changing t2 to t
a2
2 . . . t
am
m , we obtain that x
p ∈ 〈t1〉 × 〈t2〉.
If l 6= 1, then xp = ta11 t
a2
2 . . . t
am
m l. We set l
′ = ta22 . . . t
am
m l and we get that
xp ∈ 〈t1〉 × 〈l
′〉, 〈l′〉 ⊆ F .
There is a basis {u1, u2, . . . , ur} of F and a basis {v} of 〈l
′〉 such that v = uα1 for
some α ∈ N.
We can write
Z(G) = 〈t1〉 × 〈t2〉 × . . .× 〈tk〉 × 〈u1〉 × 〈u2〉 × . . .× 〈ur〉 × C
and also
Z(G) = 〈t1〉 × 〈u1〉 × 〈t2〉 × . . .× 〈tk〉 × 〈u2〉 × . . .× 〈ur〉 × C
obtaining that xp ∈ 〈t1〉 × 〈u1〉, with o(u1) =∞.
In any case, xp belongs, at most, to the product of the first two factors, 〈t1〉×〈z2〉.
Write yp = tb11 z
b2
2 t
b3
3 . . . t
bk
k h, with h ∈ F .
As above, we can assume that yp = tb11 z
b2
2 t
b3
3 . . . t
bn
n h where 〈t
bi
i 〉 = 〈ti〉, 3 ≤ i ≤ n
. Reordering, if necessary, we can also assume that o(t3) ≥ o(t4) ≥ . . . ≥ o(tn).
If h = 1 then yp = tb11 z
b2
2 t
b3
3 . . . t
bn
n and
〈t3〉 × 〈t4〉 × . . .× 〈tn〉 = 〈t
b3
3 〉 × 〈t
b4
4 〉 × . . .× 〈t
bn
n 〉 =
= 〈tb33 t
b4
4 . . . t
bn
n 〉 × 〈t
b4
4 〉 × . . .× 〈t
bn
n 〉
Changing t3 to t
b3
3 t
b4
4 . . . t
bn
n we can conclude that y
p ∈ 〈t1〉 × 〈z2〉 × 〈t3〉.
If h 6= 1, then we set h′ = tb33 t
b4
4 . . . t
bn
n h, where y
p ∈ 〈t1〉 × 〈z2〉 × 〈h
′〉.
There exists a basis {u1, u2, . . . , ur} of F and a basis {v} of 〈h
′〉 such that v = uβ1
for some β ∈ N. Then, yp ∈ 〈t1〉×〈z2〉×〈u1〉 and, reordering, we see that y
p belongs
at most to the first three factors of Z(G).
In any case, we see that yp ∈ 〈t1〉 × 〈z2〉 × 〈z3〉 where t1 is a p-element and z2, z3
are either p-elments or of infinite order.
Write Z(G) = 〈t1〉 × 〈z2〉 × 〈z3〉 ×A. Then
G = 〈x, y, 〈t1〉 × 〈z2〉 × 〈z3〉〉 ×A = D × A
where A is a finitely generated abelian group.
The converse is straightforward. 
We will need the following technical lemma, which is very similar to [5, Lemma
3.1] and will be frequently used implicitly in what follows.
Lema 2.2 With the notations above, the elements x, y ∈ D can be chosen in such
a way that xp = tα1 z
β
2 and y
p = tγ1z
ǫ
2z
δ
3 with α, β, γ, δ, ǫ ∈ {0, 1, . . . , p− 1}.
3
Proof. Let D = 〈x, y, Z(D)〉 and set
x′ =


xt
pm1−α
p
1 , if α ≡ 0 mod p;
xtp
m1−q
1 , if α = pq + r, r ∈ {1, . . . , p− 1}.
Accordingly, we obtain x′p = zβ2 or x
′p = tr1z
β
2 . If o(z2) = p
m2 , similar computations
will allow us to handle the exponent β to obtain a new element x′ such that x′p can
be written as stated. If o(z2) =∞, consider
x′ =


xz
−β
p
2 , if β ≡ 0 mod p;
xz−q2 , if β = pq + r, r ∈ {1, . . . , p− 1}.
Repeating this process for the exponents of yp we can choose new elements
x, y ∈ G such that α, β, γ, δ, ǫ ∈ {0, 1, . . . , p− 1}. 
3 The Classification
In view of the Theorem 2.1, if G is a finitely generated indecomposable group such
that G/Z(G) ≃ Cp × Cp then it is of the form G = 〈x, y, Z(G)〉 with x
p, yp ∈ Z(G)
with rank[Z(G)] ≤ 3.
Theorem 3.1 If G is indecomplosable and rank[Z(G)] = 1, then G belongs to one
of the following two families of groups:
G1 : groups with presentation 〈x, y, t1 | x
p = yp = tp
m1
1 = 1〉.
G2 : groups with presentation 〈x, y, t1 | x
p = yp = t1, t
pm1
1 = 1〉.
where, in each case, t1 is central, m1 ≥ 1 and s = [x, y] = t
pm1−1
1 .
Proof. Write Z(G) = 〈t1〉. According to Theorem 2.1 we have that s = t
pm1−1
1
and sp = 1. In this case, G is finite and we can write xp = ta1, y
p = tb1 with
a, b ∈ {0, 1, . . . , p− 1}.
If p = 2, then our statement coincides with [5, Proposition 3.2].
Suppose p 6= 2. If a = b = 0 then G ∈ G1 and if a = b = 1, G ∈ G2. If a = 0 and
b 6= 0, change x to x′ = xy so that (x′)p = tb1. If b = 1 we have that G ∈ G2 and if
b ∈ {2, 3, . . . , p− 1}, first we change x to x′ = xyn where (n+ 1)b ≡ 1 (mod p) and
we can assume, by Lemma 2.2, that (x′)p = t1.
If we now change y to y′ = (x′)my where m + b ≡ 1 (mod p), we see that
G = 〈x′, y′, Z(G)〉 with (x′)p = (y′)p = t1, which implies that G ∈ G2. 
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Proposic¸a˜o 3.2 Groups in any of the two families of Theorem 3.1 are indecomposable
and groups in different families are non-isomorphic.
Proof. Let G ∈ G1 or G2. It follows from Theorem 2.1, that G = D × A with
D indecomposable and A an abelian group. Hence, Z(G) = Z(D) × A, and since
rank[Z(G)] = 1, we have that A = {1} so G is indecomposable group.
Let G1 ∈ G1 and G2 ∈ G2 with |G1| = |G2|. It is easily seen that exp[G1] = p
m1
and exp[G2] = p
m1+1, which shows that these groups are not isomorphic. 
Theorem 3.3 If G is indecomposable and rank[Z(G)] = 2, then G belongs to one
of the following four families of groups:
G3 : groups with presentation 〈x, y, t1, t2 | t
pm1
1 = t
pm2
2 = 1, x
p = 1, yp = t2〉.
G4 : groups with presentation 〈x, y, t1, t2 | t
pm1
1 = t
pm2
2 = 1, x
p = t1, y
p = t2〉.
G5 : groups with presentation 〈x, y, t1, u1 | t
pm1
1 = 1, x
p = 1, yp = u1〉.
G6 : groups with presentation 〈x, y, t1, u1 | t
pm1
1 = 1, x
p = t1, y
p = u1〉.
where, in each case, t1, t2, u1 are central, m1, m2 ≥ 1 and s = [x, y] = t
pm1−1
1 .
Proof. Let G be indecomposable. If rank[Z(G)] = 2, then we can write G =
〈x, y, Z(G)〉 where Z(G) = 〈t1〉 × 〈z2〉 with o(t1) = p
m1 and o(z2) = p
m2 or ∞.
Let G¯ = G/〈z2〉 = 〈x¯, y¯, t¯1〉. Then x¯
p, y¯p ∈ 〈t¯1〉 = Z(G¯) and, using Theorem 2.1,
it is easily seen that G¯ is indecomposable. According to Theorem 3.1, we have two
possibilities: either (1) x¯p = y¯p = 1¯ or (2) x¯p = y¯p = t¯1.
In the first case, we have four possibilities for xp and yp:
(1.1) xp = yp = 1
(1.2) xp = 1, yp = za2
(1.3) xp = za2 , y
p = 1
(1.4) xp = za2 , y
p = zb2
Recall that, because of Lemma 2.2, we can assume that a, b ∈ {1, 2, . . . , p− 1}.
In (1.1), we get G = 〈x, y, t1〉 × 〈z2〉, which is not indecomposable.
Assume first that z2 = t2 with o(t2) = p
m2 so Z(G) is finite. We can also assume
that p 6= 2, since the case p = 2 is [5, Proposition 3.3].
In (1.2), we can change t2 to t
′
2 = t
a
2 and conclude that G ∈ G3. The case (1.3) is
symmetric to the previous one and also defines a group in G3. In case (1.4), change
x to x′ = xny where n is such that an + b ≡ 0 (mod p). Using Lemma 2.2, we can
assume that x′p = 1 and yp = tb2 and changing t2 to t
b
2 we obtain that G ∈ G3.
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Suppose now that z2 = u1 with o(u1) =∞. In case (1.2), if a = 1, then G ∈ G5.
If p = 2, then by Lemma 2.2, we can assume that a = 1 so G ∈ G5. If p 6= 2,
changing y to y′ = yb where b is such that ab ≡ 1 (mod p), we can assume that
xp = 1 and y′p = u1 so we get that G ∈ G5.
The case (1.3) is symmetric and in case (1.4), if p = 2, then x2 = y2 = u1.
Changing y to y′ = xy, we can suppose that y′2 = x2y2s = t2
m1−1
1 . If m1 > 1, we
have G ∈ G5 and if m1 = 1, then G ∈ G6. If p 6= 2, changing x to x
′ = xyn where
n is such that a + nb ≡ 0 (mod p), we obtain G = 〈x′, y, Z(G)〉 with (x′)p = 1 and
yp = ub1 which implies, by case (1.2), that G ∈ G5.
If x¯p = y¯p = t¯1, we have again four possibilities for x
p and yp:
(2.1) xp = yp = t1
(2.2) xp = t1, y
p = t1z
a
2
(2.3) xp = t1z
a
2 , y
p = t1
(2.4) xp = t1z
a
2 , yp = t1z
b
2
The first one can not occur, as else G = 〈x, y, t1〉 × 〈z2〉 is decomposable.
Once again, we shall assume first that z2 = t2 with o(t2) = p
m2 . We can suppose
that p 6= 2, because otherwise the result is [5, Proposition 3.3]. In (2.2), changing
y to y′ = xny with n + 1 ≡ 0 (mod p), we can assume that xp = t1 and (y
′)p = ta2
which implies G ∈ G4 if we change t2 to t
a
2.
The case (2.3) is symmetric and in case (2.4), changing x to x′ = x(p−1)y, as we
can assume by Lemma 2.2 that tp1 = 1, we get x
′p = t
a(p−1)+b
2 .
Set a′ = a(p− 1) + b. If a′ 6≡ 0 (mod p), then we can change y to y′ = xmy with
b +ma′ ≡ 0 (mod p) and obtain x′p = ta
′
2 , y
′p = t1; and taking t
′
2 = t
a′
2 we see that
G ∈ G4.
If a′ ≡ 0 (mod p), then we can suppose that xp = 1, yp = t1t
b
2. If m2 ≥ m1,
then Z(G) = 〈t1〉 × 〈t2〉 = 〈t1〉 × 〈t
b
2〉 = 〈t1〉 × 〈t1t
b
2〉. Changing t2 to t
′
2 = t1t
b
2, we
obtain G ∈ G3. If m2 < m1, we set t
′
1 = t1t
b
2 and then 〈t1〉 × 〈t2〉 = 〈t1t
b
2〉 × 〈t2〉,
where s = (t1t
b
2)
pm1 −1 which implies that G = 〈x, y, t′1〉 × 〈t2〉 is decomposable, a
contradiction.
Finally, suppose that z2 = u1 with o(u1) = ∞. In case (2.2), changing y to
y′ = yb with ab ≡ 1 (mod p), we can assume that xp = t1 and y
′p = tb1u1. Changing
u1 to u
′
1 = t
b
1u1 we have that G ∈ G6 and the case (2.3) is symmetric to this one.
In case (2.4), if p = 2, we have x2 = y2 = t1u1 so changing x to x
′ = xy, we
see that x′2 = t2
m1−1+2
1 . If m1 > 1 we can suppose that x
′2 = 1 and y2 = t1u1 and
setting u′1 = t1u1 we see that G ∈ G5. If m1 = 1, we have x
′2 = t1, y
2 = t1u1 so, if
we change u1 to u
′
1 = t1u1, we see that G ∈ G6 .
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Now, if p 6= 2 and xp = t1u
a
1, y
p = t1u
b
1, we change x to x
′ = xyp−1. Then
x′p = u
a+(p−1)b
1 . Write a
′ = a + (p − 1)b. If a′ 6≡ 0 (mod p), we change y to
y′ = (x′)my where b +ma′ ≡ 0 (mod p) so y′p = t1 and x
′p = ua
′
1 . Then, change x
′
to (x′)c where a′c ≡ 1 (mod p). We have obtained x′, y′ ∈ G such that x′p = u1,
y′p = t1 which implies that G ∈ G6. If a
′ ≡ 0 (mod p), there exists x′ ∈ G with
x′p = 1. Changing y to y′ = yd with db ≡ 1 (mod p), we obtain that G ∈ G5 if we
also change td1u1 by u
′
1. 
In order to study the non decomposability of groups in these families, we will
need the following result.
Lema 3.4 Let G = 〈x, y, Z(G)〉 = D×A where xp, yp ∈ Z(G) and D and A are as
in Theorem 2.1. Then, there exist x1, y1 ∈ D and z, z
′ ∈ Z(G) such that x = x1z
−1
and y = y1z
−1.
Proof. Since G/Z(G) ≃ Cp × Cp and |Cp × Cp| = p
2, we can write G as a
disjoint union of cosets of the form xiyjZ(G) with 0 ≤ i, j ≤ p − 1. We have that
D contains elements of two different cosets since D is non abelian. Let xaybz1 and
xnymz2 ∈ D with z1, z2 ∈ Z(G). Then,
(xaybz1)(x
nymz2) = x
a+nyb+mz1z2s
bn
(xnymz1)(x
aybz2) = x
n+aym+bz1z2s
am
Since these two elements do not commute, am− bn 6= 0 (mod p), which implies
that the linear system below has a solution:
{
aα + nβ ≡ 0 (mod p)
bα +mβ ≡ 1 (mod p)
Hence, there exist α, β, α′, β ′ ∈ N such that
y1 = (x
aybz1)
α(xnymz2)
β = yz and y2 = (x
aybz1)
α′(xnymz2)
β′ = xz′
where z, z′ ∈ Z(G). 
Proposic¸a˜o 3.5 Groups in any of the four families of Theorem 3.3 are indecomposable
and groups in different families are non-isomorphic.
Proof. Let G be a group in one of the four families of the previous theorem.
By Theorem 2.1 we can write G = D × A, where A is an abelian group and D is
indecomposable. Then, Z(G) = 〈t1〉×〈z2〉 = Z(D)×A. If A is non-trivial, again by
Theorem 2.1, as s ∈ Z(D) and sp = 1 we can conclude that Z(D) is cyclic of order
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pr. Suppose that Z(D) = 〈ta1z
b
2〉 with o(t
a
1z
b
2) = p
r. Then s = tap
r−1j
1 z
bpr−1j
2 = t
pm1−1
1
where p does not divide j.
If G ∈ G3 or G ∈ G4 then z2 = t2 with o(t2) = p
m2 . Hence, pm2 |bpr−1j which
implies that either r − 1 ≥ m2 or b is a multiple of p. By lemma 3.4, we know that
there exists y1 ∈ D such that y1 = yz with z ∈ Z(G). So, y1
p = ypzp = t2(t
α
1 t
β
2 )
p ∈
D ∩ Z(G) ⊆ Z(D) and then we can write yp1 = (t
a
1t
b
2)
n so, tna1 = t
αp
1 and t
βp+1
2 = t
nb
2 .
As a consequence, we see that p divide neither n nor b so, from the above, it follows
that r − 1 ≥ m2.
As Z(D) is a direct factor of Z(G) of order pr and the factors of Z(G) have
orders pm1 and pm2 we can conclude that r = m1.
If a is a multiple of p, we have that (ta1t
b
2)
pm1−1 = 1, which is a contradiction,
as o(ta1t
b
2) = p
r = pm1 . Also, since pm1 |(αp − an), we have that p divide an which
implies that p|a (since p ∤ n), again a contradiction.
If G ∈ G5 or G6, then z2 = u1 with o(u1) = ∞. It follows that u
bpr−1j
1 = 1 and
hence b = 0, Z(D) = 〈ta1〉 and t
an
1 = t
αp
1 u
1+βp
1 . So, we would have 1 + βp = 0 which
is a contradiction since β ∈ Z.
Let Gi ∈ Gi for i = 3, 4, 5, 6. Because of cardinality considerations, we have
only to prove that G3 6∼= G4 and G5 6∼= G6. To prove that G3 6∼= G4, note that x
is a non central element of order p in G3. We will show that there does not exist
such an element in G4. Suppose that w = x
aybtc1t
d
2 ∈ G4, w 6∈ Z(G4) and w
p = 1.
Because of [5, Proposition 3.3], we can assuma p 6= 2. Hence wp = ta+cp1 t
b+dp
2 = 1
and as 〈t1〉 ∩ 〈t2〉 = {1}, we have that p|a and p|b which implies that w ∈ Z(G4), a
contradiction. A similar argument shows that G5 6∼= G6. 
Finally, the next theorem shows what happens in the case of the groups of rank
three.
Theorem 3.6 If G is indecomposable and rank[Z(G)] = 3, then G belongs to one
of the following three families of groups:
G7 : groups with presentation 〈x, y, t1, t2, t3 | t
pm1
1 = t
pm2
2 = t
pm3
3 = 1, x
p = t2, y
p = t3〉.
G8 : groups with presentation 〈x, y, t1, t2, u1 | t
pm1
1 = t
pm2
2 = 1, x
p = t2, y
p = u1〉.
G9 : groups with presentation 〈x, y, t1, u1, u2 | t
pm1
1 = 1, x
p = u1, y
p = u2〉.
where, in each case, t1, t2, t3, u1, u2 are central, m1, m2, m3 ≥ 1 and s = t
pm1−1
1 .
Proof. If G is indecomposable and rank[Z(G)] = 3, by Theorem 2.1 we have
that Z(G) = 〈t1〉 × 〈z2〉 × 〈z3〉, o(t1) = p
m1 , m1 ≥ 0, and o(zi) = p
mi or ∞, i = 2, 3.
Let G = G/〈z3〉 = 〈x¯, y¯, t¯1, z¯2〉 where x¯
p, y¯p ∈ 〈t¯1〉 × 〈z¯2〉 = Z(G). If G is
indecomposable, by Theorem 3.3, we have two possibilities: either (1) x¯p = 1¯, y¯p = z¯2
or (2) x¯p = t¯1
p, y¯p = z¯2.
If (1) occurs, we have four possibilities for xp, yp:
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(1.1) xp = 1, yp = z2
(1.2) xp = 1, yp = z2z
a
3
(1.3) xp = za3 , y
pz2
(1.4) xp = za3 , y
p = z2z
b
3
where a, b ∈ {1, 2, . . . , p− 1}.
In case (1.1), G = 〈x, y, t1, z2〉 × 〈z3〉 is always decomposable.
Suppose zi = ti with o(ti) = p
mi , i = 2, 3.
In case (1.2), if m2 ≥ m3, then Z(G) = 〈t1〉 × 〈t2t
a
3〉 × 〈t3〉 and setting t
′
2 = t2t
a
3,
we have that G is decomposable, a contradiction. If m2 < m3, changing t3 to
t′3 = t2t
a
3 we can conclude that G = 〈x, yt1, t
′
3〉 × 〈t2〉, a contradiction. So, under
these conditions, case (1.2) can not occur.
In case (1.3), setting ta3 = t
′
3, we have that G ∈ G7.
In the last case, if p = 2, [5, Proposition 3.4] shows that G ∈ G7. If p 6= 2,
changing y to y′ = xny with b + an ≡ 0 (mod p), we have that (y′)p = t2. Setting
ta3 = t
′
3, we conclude that G ∈ G7.
Now, suppose z2 = t2, with o(t2) = p
m2 and z3 = u1 with o(u1) =∞. In (1.2), if
p = 2, x2 = 1 and y2 = t2u1, changing u1 to u
′
1 = t2u1 we haveG = 〈x, y, t1, u
′
1〉×〈t2〉,
which is a contradiction. If p 6= 2, changing y to y′ = yb, with ab ≡ 1 (mod p)
and changing u1 to u
′
1 = t
b
2u1 we have that (y
′)p = tb2u1, which implies that G is
decomposable.
The case (1.3), if we set x′ = xb with ab ≡ 1 (mod p), we have that G ∈ G8.
In the last case, if p = 2, we have x2 = u1 and y
2 = t2u1 so changing y to y
′ = xy,
we may suppose that y′2 = t2
m1−1
1 t2. If m1 = 1, we change t2 to t
′
2 = t1t2, and see
that G ∈ G8. If m1 > 1 we can suppose y
′2 = t2, and hence G ∈ G8.
Now, if p 6= 2, setting y′ = xny where an + b ≡ 0 (mod p) and x′ = xc where
ac ≡ 1 (mod p) we can assume that y′p = t2 and x
′p = u1, so G ∈ G8.
Finally, suppose that zi = ui−1, with o(ui−1) = ∞, i = 2, 3. In case (1.2),
changing u1 to u
′
1 = u1u
a
2, we obtain G = 〈x, y, t1, u
′
1〉×〈u2〉 which is decomposable.
In case (1.3), changing x to x′ = xb with ab ≡ 1 (mod p), we have G ∈ G9.
In the last case, working as in (1.3) and renaming u′1 = u1u
a
2, we have G =
〈x′, y, 〈t1〉,×〈u1u
a
2〉 × 〈u2〉〉 with x
′p = u2 and y
p = u1 which implies that G ∈ G9.
If (2) occurs, then x¯p = t¯1, y¯
p = z¯2 and we have again four possibilities for x
p, yp:
(2.1) xp = t1, y
p = z2
(2.2) xp = t1, y
p = z2z
a
3
(2.3) xp = t1z
a
3 , y
p = z2
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(2.4) xp = t1z
a
3 , y
p = z2z
b
3
where a, b ∈ {1, 2, . . . , p− 1}.
In the first case, G = 〈x, y, t1, z2〉 × 〈z3〉 is decomposable, a contradiction.
Suppose that zi = ti with o(ti) = p
mi , i = 2, 3. In case (2.2), if m2 ≥ m3, we
change t2 to t
′
2 = t2t
a
3 and otherwise, we change t3 by t
′
3 = t2t
a
3. In both cases, G is
decomposable.
In case (2.3), if m3 ≥ m1, we can change t3 to t
′
3 = t1t
a
3 and we obtain that
G ∈ G7. If m3 < m1, we take t
′
1 = t1t
a
3 (this is possible since s = t
pm1−1
1 = (t1t
a
3)
pm1−1
and obtain G = 〈x, y, t′1, t2〉 × 〈t3〉, a contradiction.
In the last case, we can suppose p 6= 2 since in the case p = 2 it was shown in
[5, Proposition 3.3] that G ∈ G7. If m1 ≥ m2 ≥ m3, then changing x to x
′ = xyn
where a + nb ≡ 0 (mod p) we have x′p = t1t
n
2 . If n ≡ 0 (mod p), we can suppose
that x′p = t1. In this case, G is decomposable, since we can change t2 to t
′
2 = t2t
b
3
and obtain G = 〈x, y, t1, t
′
2〉 × 〈t3〉. So, assume that x
′p = t1t
a
2, y
p = t2t
b
3 where
a, b ∈ {1, 2, . . . , p − 1}. We can write Z(G) = 〈t1t
a
2〉 × 〈t2t
b
3〉 × 〈t3〉 and see that
G is decomposable changing t1 to t
′
1 = t1t
a
2 and t2 to t
′
2 = t2t
b
3. If m1 ≥ m2 and
m2 < m3, we change again x to x
′ = xyn where a + nb ≡ 0 (mod p) and if n 6≡ 0
(mod p), we take t′1 = t1t
a
2 and t
′
3 = t2t
b
3. In this way, Z(G) = 〈t
′
1〉×〈t2〉×〈t
′
3〉, hence
G = 〈x′, y, t′1, t
′
3〉×〈t2〉, a contradiction. If n ≡ 0 (mod p), we have x
′p = t1, y
p = t2t
b
3,
which implies G decomposable changing t3 to t
′
3 = t2t
b
3. If m3 < m1 < m2,
since xp = t1t
a
3, y
p = t2t
b
3, we set t
′
1 = t1t
a
3 and t
′
2 = t2t
b
3 and obtain that G is
decomposable. Suppose that m1 ≥ min{m2, m3}. Changing x to x
′ = xyn where
a + nb ≡ 0 (mod p), we obtain x′p = t1t
n
2 . If n ≡ 0 (mod p) we have seen that this
implies G decomposable; so we can assume that n 6≡ 0 (mod p) and change y to
(x′)my with mn + 1 ≡ 0 (mod p). Then, we have x′p = t1t
n
2 , y
′p = tm1 t
b
3 and, since
Z(G) = 〈t1〉 × 〈t1t
n
2 〉 × 〈t
m
1 t
b
3〉, we can conclude that G ∈ G7 changing t2 to t
′
2 = t1t
n
2
and t3 to t
′
3 = t
m
1 t
b
3.
Now, let z2 = t2 with o(t2) = p
m2 and z3 = u1 with o(u1) = ∞. In case (2.2),
changing y to y′ = yb where ab ≡ 1 (mod p) and setting u′1 = t
b
2u1, we obtain
G = 〈x, y′, t1, u
′
1〉 × 〈t2〉 which is decomposable. In the third case, if we change x to
x′ = xb with ab ≡ 0 (mod p) and set u′1 = t
b
1u1 then we see that G ∈ G8.
In case (2.4), if p = 2 we have x2 = t1u1 and y
2 = t2u1. Changing x to x
′ = xy
we obtain x′2 = x2y2s = t2
m1−1+1
1 t2u
2
1. If m1 = 1, we can assume that x
′p = t2;
hence, we obtain that G ∈ G8 setting u
′
1 = t2u1. If m1 > 1, we can suppose
that x′p = t1t2. If m2 ≥ m1 then Z(G) = 〈t1〉 × 〈t1t2〉 × 〈t2u1〉 and G ∈ G8. If
m2 < m1, we can write Z(G) = 〈t1t2〉 × 〈t2〉 × 〈t2u1〉, which implies that G is
decomposable. If p 6= 2, we change x to x′ = xyn with a + nb ≡ 0 (mod p) and
y to y′ = yc with bc ≡ 1 (mod p). In this way, we can assume that x′p = t1t
n
2
and y′p = tc2u1. If n ≡ 0 (mod p) then x
′p = t1 and setting u
′
1 = t
c
2u1 it follows
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that G = 〈x′, y′, t1, u
′
1〉 × 〈t2〉. If n 6≡ 0 (mod p) we recall that we can assume
n ∈ {1, 2, . . . , p− 1}. If m2 ≥ m1 then G = 〈x
′, y′, 〈t1〉 × 〈t1t
n
2 〉 × 〈t
c
2u1〉〉 ∈ G8 and if
m2 < m1 then G = 〈x
′, y′, 〈t1t
n
2 〉 × 〈t
c
2u1〉〉 × 〈t2〉 is decomposable.
If zi = ui−1 with o(ui−1) = ∞, i = 2, 3 then in case (2.2) setting u
′
1 = u1u
a
2, it
follows that G is decomposable. In case (2.3), changing x to x′ = xb with ab ≡ 1
(mod p), we can assume that x′p = tb1u2 and y
p = u1 which implies G ∈ G9 changing
u2 to u
′
2 = t
b
1u2. In case (2.4) changing x to x
′ = xc where c is such that ac ≡ 1
(mod p), we can assume that x′p = tc1u2, y
p = u1u
b
2. Setting u
′
1 = u1u
b
2 and u
′
2 = t
c
1u2
we obtain that G ∈ G9.
Now we turn to the case when G is decomposable. By Theorem 2.1, G = D¯× A¯
where A¯ is non trivial abelian group and D¯ = 〈d¯1, d¯2, Z(D¯)〉 is indecomposable.
Since 〈z3〉 ⊆ D ∩ Z(G) ⊆ Z(D) we have that G = D.A where D ∩ A = 〈z3〉
and D = 〈d1, d2, Z(D)〉. Hence we can write G = 〈d1, d2, Z(G)〉. We claim that
Z(D) ⊆ Z(G). In fact, otherwise there would exist an element d ∈ Z(D) such that
d 6∈ Z(G) and then s = d−1a−1da for some a ∈ A. Since D and A are normal
subgroups of G , we would have s = tp
m1−1
1 ∈ D ∩ A = 〈z3〉, a contradiction.
Let H = [〈t1〉 × 〈t2〉] ∩ Z(D). Note that H 6= ∅ as s = t
pm1−1
1 ∈ Z(D). Since
Z(D) ⊆ Z(G) = 〈t1〉 × 〈z2〉 × 〈z3〉 and 〈z3〉 ⊂ Z(D), we have that Z(D) = H × 〈z3〉
and H ≃ Z(D)/〈z3〉 ⊆ Z(D¯). Since Z(D¯) is cyclic, we conclude that Z(D) is of
rank 2. Write Z(D) = 〈ta1z
b
2〉×〈z3〉. We have two possibilities: either d
p
1 = 1, d
p
2 = z3
or dp1 = t
a
1z
b
2, d
p
2 = z3. The first one implies that G is decomposable. In the second
one, using Lemma 2.2 we can suppose a, b ∈ {1, 2, . . . , p− 1}. Since s ∈ Z(D) and
sp = 1 then z2 = t2 with o(t2) = p
m2 . If m2 ≥ m1, we change t2 to t
′
2 = t
a
1t
b
2. If
z3 = t3 with o(t3) = p
m3 we obtain G ∈ G7 and if z3 = u1 with o(u1) = ∞ we
obtain that G ∈ G8. If m2 < m1, note there exists a positive integer α such that
aα ≡ pm1−1 (mod pm1) and bα ≡ 0 (mod pm2). Then s = tp
m1−1
1 = (t
a
1t
b
2)
α and we
can change t1 to t
′
1 = t
a
1t
b
2 and obtain that G is decomposable when z3 = t3 and also
when z3 = u1. 
Proposic¸a˜o 3.7 Groups in any of the three families of Theorem 3.6 are indecomposable
and groups in different families are non-isomorphic.
Proof. Suppose that a group G = 〈x, y, Z(G)〉 with Z(G) = 〈t1〉× 〈z2〉× 〈z3〉 in
either G7, G8 or G9 is decomposable. By Theorem 2.1, G contains a unique non trivial
commutator s and we can write G = D×A where A is an non trivial abelian group,
D = 〈d1, d2, Z(D)〉 is indecomposable withD/Z(D) ≃ Cp×Cp and s ∈ Z(D), s
p = 1.
As Z(G) = Z(D)× A and rank[Z(G)] = 3, we have that rank[Z(D)] = 1 or 2.
If rank[Z(D)] = 1 write Z(D) = 〈ta1z
b
2z
c
3〉. Since s ∈ Z(D) and s
p = 1, we can
conclude that Z(D) is a finite cyclic group and, from Theorem 3.1, that o(ta1z
b
2z
c
3) =
11
pr for some integer r. We know, by Lemma 3.4, that there exists y1 ∈ D such that
y1 = yz with z = t
α
1 z
β
2 z
γ
3 ∈ Z(G). So, y
p
1 ∈ D ∩ Z(G) ⊆ Z(D) and we can write
yp1 = (t
a
1z
b
2z
c
3)
n = z3t
αp
1 z
βp
2 z
γp
3 .
If G ∈ G7, the equation above implies that c and n are not multiples of p.
Lemma 3.4 guarantees that there exists also x1 ∈ D such that x1 = xz
′ with
z′ = tα
′
1 t
β′
2 t
γ′
3 ∈ Z(G). So, x
p
1 ∈ D ∩ Z(G) ⊆ Z(D) and we can write
xp1 = (t
a
1z
b
2z
c
3)
n′ = t2t
α′p
1 t
β′p
2 t
γ′p
3 .
We conclude that also b is not a multiple of p. Since s ∈ Z(D) and sp = 1, we can
write s = (ta1t
b
2t
c
3)
pr−1j where p does not divide j. Hence,
s = tp
m1−1
1 = t
ajpr−1
1 t
bjpr−1
2 t
cjpr−1
3
which implies that pm2 |(bjpr−1) and pm3 |(cjpr−1). Then r− 1 ≥ m2 and r− 1 ≥ m3
as b, c and j are not multiples of p. Since Z(D) is a direct factor of Z(G) of order
pr and Z(G) has three direct factors, each of order pmi , i = 1, 2, 3, we have that
r = m1. If a is a multiple of p, then (t
a
1t
b
2t
c
3)
pm1−1 = 1 which is a contradiction since
o(ta1t
b
2t
c
3) = p
r = pm1 . But, we saw that pm1 |(an + αp) which implies that p|(an),
again a contradiction since a and n are not multiples of p. Hence, if G ∈ G7, it is
not decomposable.
If G ∈ G8 then Z(D) = 〈t
a
1t
b
2〉 and (t
a
1t
b
2)
n = u1t
αp
1 t
βp
2 u
γp
1 . Hence u
1+γp
1 = 1,
a contradiction since o(u1) = ∞. Similar arguments shows that if G ∈ G9 and
rank[Z(D] = 1, then G is not decomposable.
Now assume that Z(D) = 〈α〉 × 〈β〉. By Theorem 3.3, we have
1. dp1 = 1 and d
p
2 = β or
2. dp1 = α and d
p
2 = β
Since d1 ∈ G = 〈x, y, t1, z2, z3〉, we can write d1 = x
rystm1 z
n
2 z
q
3 with r, s,m, n, q ≥ 0.
Then,
dp1 = (x
p)r(yp)stmp1 z
np
2 z
qp
3 (s
p(p−1)
2 )rs = tmp1 z
r+np
2 z
s+qp
3 (s
p(p−1)
2 )rs (1)
If the first possibility occurs, we have zr+np2 = 1 and z
s+qp
3 = 1. If G ∈ G7 then
pm2 |(r+np) and pm3 |(s+ qp) so we can conclude that r and s are multiples of p and
hence d1 ∈ Z(G), a contradiction. If G ∈ G8 then o(z2) = p
m2 and o(z3) = ∞. So,
s = q = 0 and p|r which implies that d1 ∈ 〈t1〉 × 〈z2〉 ⊆ Z(G), a contradiction. If
G ∈ G9, we have that o(z2) = o(z3) = ∞, so r = n = s = q = 0 which implies that
d1 ∈ 〈t1〉 ⊆ Z(G), again a contradiction.
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Now assume that the second possibility occurs. If G ∈ G7 we can suppose that
p 6= 2 since the case p = 2 was studied in [5]. Hence,
dp1 = t
mp
1 t
r+np
2 t
s+qp
3 = α = t
a
1t
b
2t
c
3
with o(α) = o(ta1t
b
2t
c
3) = p
k. Then pm1 |(mp−a), pm2 |(r+mp−b) and pm3 |(s+qp−c).
Now, s = tajp
k−1
1 t
bjpk−1
2 t
cjpk−1
3 = t
pm1−1
1 which implies that p
m1 |(ajpk−1 − pm1−1),
pm2 |(bjpk−1) and pm3 |(cjpk−1). Since 〈α〉 is a direct factor of Z(G), it follows that
k = m1, m2 or m3. Note that p|a and p
m1 |(ajpk−1 − pm1−1) which implies that k
cannot be equal to m1.
If k = m2, we have that p|b and since p
m2 |(r + mp − b) it follows that p|r.
So, r = pr′ for some positive integer r′ and d1 = x
rystm1 t
n
2 t
q
3 = y
stm1 t
n+r′
2 t
q
3. Since
pm3 |(cjpk−1) we have that either m2− 1 ≥ m3 or p|c. If p|c then p|s and d1 ∈ Z(G),
a contradiction. So, m2 − 1 ≥ m3. Since p|b, we have that (t
a
1t
b
2t
c
3)
pm2−1 = tap
m2−1
1 .
If m1 ≤ m2 then t
apm2−1
1 = 1 as p|a, a contradiction since o(t
a
1t
b
2t
c
3) = p
m2 . So
we can assume that m1 > m2 > m3. By Lemma 3.4 there exists x1 ∈ D such that
x1 = xz
′ with z′ = tA1 t
B
2 t
C
3 ∈ Z(G). Thus, x
p
1 ∈ D ∩ Z(G) ⊆ Z(D) = 〈α〉 × 〈β〉 =
〈ta1t
b
2t
c
3〉 × 〈t
a′
1 t
b′
2 t
c′
3 〉. So,
tAp1 t
Bp+1
2 t
Cp
3 = (t
a
1t
b
2t
c
3)
u(ta
′
1 t
b′
2 t
′c
3 )
u′.
Since p|b the equation above implies that p divides neither b′ nor u′. Since o(ta1t
b
2t
c
3) =
pm2 it follows that o(ta
′
1 t
b′
2 t
c′
3 ) = p
m1 or pm3 . First, suppose that o(β) = pm1 . We
have that pm1 |(au + a′u′ − Ap) which implies that p|a′. Then (ta
′
1 t
b′
2 t
c′
3 )
pm1−1 = 1, a
contradiction. If o(β) = pm3 , then (ta
′
1 t
b′
2 t
c′
3 )
pm3 = 1 which implies that tb
′pm3
2 = 1,
again a contradiction since o(t2) = p
m2 , p does not divide b′ and m3 < m2.
If k = m3, then p|c which implies that p|s. As for groups in G7 we have that y
p =
t3, writing s = ps
′ we obtain d1 = x
rystm1 t
n
2 t
q
3 = x
rtm1 t
n
2 t
s′+q
3 . Since p
m2 |(bjpm3−1) it
follows that p|b or m3 − 1 ≥ m2. If p|b we can conclude that p|r which implies that
d1 ∈ Z(G), a contradiction. So, m3 − 1 ≥ m2. As p|c, we have that (t
a
1t
b
2t
c
3)
pm3−1 =
tap
m3−1
1 . If m3 ≥ m1 then t
apm3−1
1 = 1, again a contradiction, since we are assuming
o(α) = pm3 . Then m2 < m3 < m1. By Lemma 3.4, there exists y1 ∈ D such that
y1 = yz with z = t
C
1 t
D
2 t
E
3 ∈ Z(G). So, y
p
1 = t3t
Cp
1 t
Dp
2 t
Ep
3 ∈ Z(D). We can write
tCp1 t
Dp
2 t
Ep
3 = (t
a
1t
b
2t
c
3)
v(ta
′
1 t
b′
2 t
c′
3 )
v′
Since p|c, it follows that p divides neither c′ nor v′. Suppose that o(β) = pm1 .
Since p|a, we have that pm1 |(av + a′v′ − Cp). Hence, p|a′ and (ta
′
1 t
b′
2 t
c′
3 )
pm1−1 = 1,
which is a contradiction since we are assuming that o(β) = pm1 . If o(β) = pm2 , then
(ta
′
1 t
b′
2 t
c′
3 )
pm2 = 1 which implies that tc
′pm2
3 = 1. Since m2 < m3, it follows that p|c
′,
a contradiction. So, all the groups in G7 are indecomposable.
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If G ∈ G8, then α = t
a
1t
b
2 with o(t
a
1t
b
2) = p
k. We can write s = tajp
k−1
1 t
bjpk−1
2 , where
p does not divide j. In this case, using equation (1) we have
tmp+rsδp
m1−1
1 t
r+np
2 z
s+qp
3 = t
a
1t
b
2
where δ =
{
0, if p 6= 2;
1, if p = 2.
Hence, pm1 |(mp+ δrspm1−1− a), pm2 |(r+np− b) and s+ qp = 0. So, s = q = 0
and d1 = x
rtm1 t
n
2 . But, s = t
ajpk−1
1 t
bjpk−1
2 = t
pm1−1
1 , which implies t
bjpk−1
2 = 1 and
then k − 1 ≥ m2 or p|b. If p|b, since p
m2 |(r + np − b), it follows that p|r which
implies d1 ∈ Z(G), a contradiction. So, k − 1 ≥ m2 which implies k = m1 because
〈α〉 is a direct factor of order pk of Z(G), a product of two direct factors of orders
pmi , i = 1, 2 and one factor 〈z3〉 of infinite order. We claim that a is not a multiple
of p. In fact, if not (ta1t
b
2)
pm1−1 = 1, which is a contradiction since the order of α is
pk = pm1 . Since pm1 |(mp+ δrspm1−1 − a) and m1 6= 1 (as k = m1 > m2), it follows
that p|a, a contradiction. Hence, groups in G8 are indecomposable.
If G ∈ G9, it follows that α = t
a
1, because s ∈ 〈α〉, s
p = 1 and o(z2) = o(z3) =∞.
Then zr+np2 = z
s+qp
3 = 1 which implies that r = n = s = q = 0 and hence d1 = t
m
1 ∈
Z(G), a contradiction. We conclude that groups in G9 are also indecomposable.
Let Gi ∈ Gi, i = 7, 8, 9. Because of cardinality considerations, it readily follows
that G7 6≃ G8 and G7 6≃ G9. Since rank of the free part of the center of G8 is 1 and
this rank is 2 in G9, we have that G8 6≃ G9. 
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The results in this section give us the following.
Theorem 3.8 Let G be a finitely generated indecomposable group such that G/Z(G) ≃
Cp × Cp where Cp denotes a cyclic group of prime order p. Then G is of the form
G = 〈x, y, Z(G)〉 with xp, yp ∈ Z(G) and of one of the nine types of non isomorphic
groups listed in table 1.
Table 1: Classification Table
G Z(G) xp yp
1 〈t1〉 1 1
2 〈t1〉 t1 t1
3 〈t1〉 × 〈t2〉 1 t2
4 〈t1〉 × 〈t2〉 t1 t2
5 〈t1〉 × 〈u1〉 1 u1
6 〈t1〉 × 〈u1〉 t1 u1
7 〈t1〉 × 〈t2〉 × 〈t3〉 t2 t3
8 〈t1〉 × 〈t2〉 × 〈u1 t2 u1
9 〈t1〉 × 〈u1〉 × 〈u2 u1 u2
In each case of the table 1 we have that o(ti) = p
mi, i = 1, 2, 3 and o(uj) =∞, j =
1, 2.
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