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Abstract
The evolution of information and communication technologies (e.g. cloud computing, the In-
ternet of Things (IoT) and 5G, among others) has enabled a large market of applications and
network services for a massive number of users connected to the Internet. Achieving high pro-
grammability while decreasing complexity and costs has become an essential aim of networking
research due to the ever-increasing pressure generated by these applications and services. How-
ever, meeting these goals is an almost impossible task using traditional IP networks.
Software-Defined Networking (SDN) is an emerging network architecture that could address
the needs of service providers and network operators. This new technology consists in decou-
pling the control plane from the data plane, enabling the centralization of control functions on a
concentrated or distributed platform. It also creates an abstraction between the network infras-
tructure and network applications, which allows for designing more flexible and programmable
networks. Recent trends of increased user demands, the explosion of Internet traffic and diverse
service requirements have further driven the interest in the potential capabilities of SDN to
enable the introduction of new protocols and traffic management models.
This doctoral research is focused on improving high-level policies and control strategies,
which are becoming increasingly important given the limitations of current solutions for large-
scale SDN environments. Specifically, the three largest challenges addressed in the development
of this thesis are related to the processes of topology discovery, fault recovery and Virtual Net-
work Function (VNF) placement in software-defined and virtualized networks. These challenges
led to the design of a set of effective techniques, ranging from network protocols to optimal and
heuristic algorithms, intended to solve existing problems and contribute to the deployment and
adoption of such programmable networks.
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Abstract
For the first challenge, this work presents a novel protocol that, unlike existing approaches,
enables a distributed layer 2 discovery without the need for previous IP configurations or con-
troller knowledge of the network. By using this mechanism, the SDN controller can discover the
network view without incurring scalability issues, while taking advantage of the shortest control
paths toward each switch. Moreover, this novel approach achieves noticeable improvement with
respect to state-of-the-art techniques.
To address the resilience concern of SDN, we propose a self-healing mechanism that recovers
the control plane connectivity in SDN-managed environments without overburdening the con-
troller performance. The main idea underlying this proposal is to enable real-time recovery of
control paths in the face of failures without the intervention of a controller. Obtained results
show that the proposed approach recovers the control topology efficiently in terms of time and
message load over a wide range of generated networks.
The third contribution made in this thesis combines topology knowledge with bin packing
techniques in order to efficiently place the required VNF. An online heuristic algorithm with
low-complexity was developed as a suitable solution for dynamic infrastructures. Extensive simu-
lations, using network topologies representative of different scales, validate the good performance
of the proposed approaches regarding the number of required instances and the delay among
deployed functions. Additionally, the proposed heuristic algorithm improves the execution times
by a fifth order of magnitude compared to the optimal formulation of this problem.
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Chapter1
Introduction
Currently, the enormous demand for Internet services (such as big data, cloud services, the
Internet of Things (IoT) and video traffic, among others) across large-scale networks with multi-
domains is generating a large amount of revenue for service providers and network operators. In
addition to new services, this significant increase in traffic is also a result of the growing number
of connected users and communication devices, such as terminal computers, smartphones and
sensors [1]. Meeting these exponential demands is, therefore, one of the biggest challenges for
network management at present.
To be able to address these high demands from users, network operators will require emerg-
ing solutions to effectively manage their network resources in a dynamic and flexible manner.
In addition, in order to deploy high-level policies in traditional networks, operators need to
configure each element of the network. This often occurs via specific, low-level commands from
manufacturers because the plane that determines how to manage traffic (the control plane) and
the plane that forwards traffic in accordance with the decisions of the control plane (the for-
warding plane) are vertically integrated into a single network device. This feature of current
networks significantly hampers innovation and flexibility in network infrastructure.
In order to overcome these issues efficiently, novel mechanisms of autoconfiguration of net-
work elements according to new policies or business requirements are needed, which is an almost
impossible challenge for existing Internet Protocol (IP) networks. In this context, the use of pro-
grammable networks has attracted attention for its suitability to leverage flexibility and reduce
management complexity in network infrastructures.
1
Chapter 1. Introduction
1.1 Programmable Networks: A Brief Overview
The term "programmable networks" is usually employed to describe the desired future of net-
working. In essence, a network is said to be programmable if the behavior of its network devices
and its traffic control are managed by software that operates independently from the network’s
physical infrastructure. Moving from closed, proprietary-based computer hardware to software-
oriented (and thus programmable) networks provides the opportunity for networking innovation,
making it possible and more straightforward to evolve network capabilities and deploy new ser-
vices.
Commonly used as a synonym for programmable networks, Software-Defined Networking
(SDN) is an emerging network architecture intended to address the increasing needs of data
centers and campus networks, as well as the requirements of service providers in carrier envi-
ronments [2]. The term "SDN" was initially used to describe the work behind the OpenFlow
project, which was developed in a campus network and oriented to improve network capabilities
in order to experiment with novel applications [3, 4]. However, since then, SDN concepts have
matured and evolved to become a significant commercial success in large-scale adoptions (e.g.
B4 Software-Defined Wide Area Network (SD-WAN) [5]).
In contrast to traditional IP networks, SDN enables researchers and network administrators
to design highly nuanced network control that better corresponds to the current and dynamic
demands of users. The novel network design proposed by SDN, i.e. decoupling the control
plane from the underlying forwarding plane, evolves traditional network infrastructures from
configurable to programmable [6]. Consequently, it enables the introduction of new protocols
and traffic management models with logically centralized control policies across multi-vendor
and multi-layer networks. However, making a network programmable goes beyond separating
the control and forwarding planes.
Toward the same goal of boosting network intelligence, the Autonomic Computing (AC) ini-
tiative introduces a new concept to leverage self-management properties (i.e. self-configuration,
self-optimization, self-healing and self-protection) in complex scenarios seen in modern and het-
erogeneous environments [7–9]. Inspired by the autonomic nervous system of the human body,
AC aims to enable networks to work in a completely unsupervised manner [10]. In essence, auto-
nomic networks should be capable of adapting their behaviors dynamically to meet the specific,
2
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changing needs of individual users and high-level application goals [11]. Moreover, AC seeks to
dramatically decrease the complexity and costs associated with reliable deployments of network
and communication services [12,13].
To that end, Autonomic Network Management (ANM) [14], a particular type of AC, enables
autonomous real-time management of network infrastructures and replaces traditional manual
and semi-automatic managing approaches, which are already costly and time-consuming. Be-
sides sharing a common objective, i.e. enabling real-time programmable, self-adaptable and
cost-effective networks and services, SDN and ANM can complement each other to provide
high-level operator objectives such as enhanced fault-tolerance, cyber-attack mitigation and
performance guarantees [15,16].
In addition, today’s networks rely on a mixture of service functions (e.g. firewall, load
balancing, Network Address Translation (NAT), intrusion detection, Domain Name System
(DNS), etc.) implemented on proprietary hardware appliances. Under such conditions, network
operators may benefit from Network Function Virtualization (NFV), an emerging technology
that further develops the programmability of the network [17]. Network Function Virtualization
transforms current network services in Virtualized Network Functions (VNFs), replacing vendor-
specific hardware implementation with software embedded into commodity servers [18]. As a
result, VNFs can be placed (or instantiated) within a Virtual Machine (VM) that consumes
different resources (e.g. Central Processing Unit (CPU), memory, etc.) from servers built out
of special-purpose.
Although NFV and SDN are conceptually independent and each can exist without the other,
both technologies have become much closer in recent years and greater value can be obtained
by combining them into one networking solution [19–21]. In fact, the envisioned convergence
between networking and information technology Information Technology (IT) industries is now
possible through advances in SDN and NFV. By taking advantage of the integration of these
two complementary technologies, a software-defined and virtualized network can offer greater
programmability and automation in service provision and service models [22].
Driven by the recent trends of exponential demand growth and increasing heterogeneous
service requirements, operators aim to use the suitability of these technologies (i.e. SDN, ANM
and NFV) to provide flexibility, cost effectiveness and easier management of their networks. In
this context, these technologies should indeed work together to create an overall programmable
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network solution where SDN delivers the architecture, ANM drives its management and NFV
handles the services.
1.2 Research Problems and Objectives
Research efforts in SDN have, so far, mostly focused on management and traffic engineering
tasks performed over OpenFlow-based data planes. Less attention has been paid to improving
high-level policies and strategies on the control plane, such as topology discovery and failure
management. These elements, however, are becoming increasingly important given the limita-
tions of current solutions for large-scale SDN adoptions.
Discovering network elements in a dynamic and optimized manner and being able to contend
with ever-growing network traffic is a key requirement for current SDN environments. In SDN,
the controller collects the topology information from the data plane and maintains an abstract
view of the entire network. This internal service runs in the background of all controllers and is
crucial for the proper functioning of any SDN-managed network as well as supported topology-
aware network applications (e.g. network configuration and monitoring, traffic engineering,
attack detection and load balancing, among many others). However, there is still the need for
an enhanced protocol for automatic discovery and mechanisms of autoconfiguration of network
elements according to new policies and business requirements.
In addition, the widespread adoption of SDN in heterogeneous and failure-prone deployments
(e.g. data centers, clouds, etc.), is putting increasing pressure on control plane survivability
strategies to guarantee the plane’s resilience at all times. In fact, improving reliability in SDN
has been identified as one of the next crucial objectives for research and industry efforts, and
this becomes more challenging when in-band implementations are also considered. Moreover,
an adequate solution should also address scalability concerns and allow for rapid responses
to network events, requirements that can be met by eliminating controller intervention in the
failure recovery procedure. To address these issues, autonomic principles of self-healing can be
combined with SDN to develop resilient SDN-managed networks.
Likewise, in NFV the placement of VNF within the physical network is one of the main
technical challenges. In addition to considering the limited physical resources of the network
elements and their efficient usage, VNFs should be (re)allocated in accordance with the changing
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pattern of incoming flows. To this end, strategic deployments of VNF can be dynamically
achieved by taking into account topology information available at the controller in SDN/NFV
environments.
To overcome the aforementioned problems, this research focuses on the design and evalu-
ation of novel techniques related to the topology discovery, self-healing and VNF placement
in software-defined and virtualized networks. The main objectives encompassed by this thesis
scope have been defined as follows:
1. Design an enhanced topology discovery protocol suitable for SDN environments with multi-
domains and in-band control, without the need for prior controller knowledge of the net-
work or specific network configurations of the forwarding devices.
2. Provide an inherent fault-recovery mechanism for control plane survivability while main-
taining an accurate global network view at the controller through autonomic principles
applied in self-healing SDN environments.
3. Develop a quick and efficient strategy to dynamically allocate chained VNFs, reducing the
number of required VNF instances and the delay among deployed functions in software-
defined and virtualized networks.
In order to provide support in attaining the main goals, we also specified a set of secondary
objectives:
1. Develop mechanisms for supporting multi-domain SDN in the procedure for discovering
and maintaining the whole network, thereby dynamically decreasing the control plane
overhead associated with network state and topology information.
2. Propose generalized protocol solutions by focusing on the study of frame structures and
fault recovery techniques to ensure robustness and compatibility with current SDN systems
and services.
3. Develop heuristic and optimization algorithms based on mathematical formulations that
are capable of adapting to different autonomic requirements and SDN/NFV system con-
straints.
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4. Evaluate the proposed solutions in an experimental simulation environment to study the
practical limits of our design and test the performance of the proposed approaches against
the existing baselines in the literature.
1.3 Methodology
The general research strategies utilized in this thesis was undertaken are presented below.
Systematic Literature Review
Being able to identify, appraise and synthesize all the significant research endeavors in the field
of topology discovery, fault management and VNF placement in SDN/NFV was a fundamental
task in our research. To accomplish this, we applied a fully systematic assessment of the exist-
ing literature to select primary studies according to their relevance to our research objectives.
Moreover, a thorough review of selected papers enabled us to be aware of the available existing
solutions, the implications these solutions have (i.e. contributions and drawbacks) and provided
us with theoretical support to propose new methods. By using this procedure it is possible
to reduce the time and complexity of reviewing studies and solutions while still achieving a
comprehensive study of current developments in the research area.
Protocol Design
This method is a suitable solution for this research as it is intended to improve the topology
discovery service and fault tolerance in SDN environments. We sought to provide specific net-
working rules describing the required steps to ensure reliable operation to discover and maintain
an accurate network view for the SDN controller. To accomplish this, several components must
be defined, such as communication patterns, the role of each network element, the message for-
mat and structure, as well as the communication sequences. In addition, the proposed protocols
are intended to be flexible and fully compatible with current SDN-managed ecosystems that are
comprised of multiple domains.
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Programming Optimization
In order to find exact solutions, optimization models involve the mathematical formulations
of the problem, where the objective, decision variables, input parameters and constraints are
defined. In this way, complex systems can be represented by analytical or numerical models,
including relationships between variables and performance metrics. In particular, Integer Lin-
ear Programming (ILP) is a valuable and efficient technique that can be employed easily and
supports identifying satisfactory solutions to the considered problem. In addition, practical rec-
ommendations based on the computed solution must be provided in order to consider real-world
implementations.
Heuristic Algorithms
To address larger scale problems and manage the different system requirements considered in
the problem, heuristic approaches are needed to find near-optimal solutions in polynomial time.
Although this method will not always identify the optimal solution, effective heuristic algorithms
can achieve a high level of concordance with the exact algorithm while reducing convergence
times. In addition to the near-optimal results, heuristic algorithms can handle large network
sizes for which the exact method cannot find solutions in an acceptable time, improving the
scalability of the solution.
Experimental Simulations
The ability to simulate the proposed approaches in an experimental environment, where the
practical limits of our theoretical design can be analyzed, was essential to prove the feasibility of
our solutions. Likewise, this evaluation method enables further comparing of the performance
of our solutions against other existing related approaches. In addition, this procedure yields a
faster path to the implementation of the proposed contributions into a real system.
1.4 Summary of the Contributions
The contributions made as part of this research include different fields of knowledge. The
main fields of knowledge encompassed by this thesis are SDN, Topology Discovery, ANM, Fault
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Tolerance, NFV and Service Function Chaining (SFC). Fig. 1.1 summarizes the relationship
between the proposed contributions and their corresponding fields of knowledge.
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Fig. 1.1: Schema of the Contributions of this Thesis
Our first contribution focuses on topology discovery, which is a critical service provided by the
control layer for the proper functioning of applications and network services. This contribution
further develops state-of-the-art conventional topology discovery mechanisms in programmable
networks. To do this, we optimized the design of the topology discovery service in SDN and ex-
tended the boundaries of current OpenFlow-based mechanisms with distributed layer 2 discovery
and minimal communication overhead.
In our second contribution, we propose a self-healing technique to boost the control plane
resilience in SDN-managed environments without overburdening the controller performance. In
essence, the presented solution enables an autonomous real-time recovery of control paths in the
event of failures. To the best of our knowledge, the proposed protocol is the first to propose
a unified mechanism for discovering physical topology and providing inherent fault recovery in
the control plane without the intervention of the controller.
Finally, our third contribution combines topology knowledge with bin packing techniques
to efficiently allocate the VNFs in software-defined and virtualized networks. The proposed
heuristic algorithm is designed to reduce the number of required instances and the delay among
deployed functions while improving the execution times by a fifth order of magnitude compared
to the optimal formulation. Additionally, two new metrics (i.e. consolidation and aggregation)
were identified to validate the efficiency of the proposal in the experimental simulations.
The contributions focused on topology discovery were presented in [23–25]. The contribution
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published in [26] also involves the topics of ANM and self-healing. Finally, the contribution
presented in [27] integrates the topics of SDN, NFV and SFC. In general, these contributions
address all the topics considered in this thesis.
1.5 Outline of the Thesis
In accordance with the thesis scope, this document is structured as shown in Fig. 1.2.
Literature Review
BackgroundChapter 2
Chapter 3
Contribu�on IChapter 4
Contribu�on III
Contribu�on IIChapter 5
Chapter 6
ConclusionChapter 7Introduc�on  Chapter 1
Theore�cal Context Scien�ﬁc Contribu�ons
Fig. 1.2: Outline of this Thesis
The Scientific Contributions of this research correspond to the original and exclusive research
conducted during the development of this Doctoral Thesis. A more detailed description of the
contents of each chapter is given below.
Chapter 2 provides an overview of the leading network technologies that we used throughout
this thesis. In particular, the basic concepts behind SDN, ANM and NFV are outlined and
some of their most relevant issues, according to this thesis scope, are presented. Some more
specific topics regarding the topology discovery process, the self-healing property and the SFC
are also discussed. The aim of this chapter is to summarize the fundamental concepts that may
be useful for this research in order to quickly introduce the required background knowledge to
contextualize the work presented in this document.
Chapter 3 presents the literature review, which contains research relevant to the thesis scope.
Specifically, for each considered topic, existing proposals are categorized according to the differ-
ent features of their corresponding solutions. By doing this, the chapter provides an updated
perspective and classification of the current state of research in the field and assesses the main
contributions and drawbacks of the research topics considered. Finally, the identified research
challenges addressed in this study are discussed, with the innovative aspects of our contributions
highlighted.
Chapter 4 describes the design and simulation of an enhanced topology discovery protocol
in order to improve the current service in SDN environments. To this end, the operation of the
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proposed layer 2 protocol is discussed in detail. Experimental simulations with real parameters
for this novel protocol are also provided in this chapter. Obtained results show that our enhanced
protocol discovers the control topology efficiently in terms of time and message load over a wide
range of generated networks.
Chapter 5 proposes a self-healing technique to boost the control plane resilience in SDN-
managed environments without overburdening the SDN controller performance. To do this,
we leverage forwarding devices with autonomic attributes in order to recover the network from
failures in an autonomous and stable fashion by only taking actions at the switch level. As a
result, the scalability issues of traditional autonomic systems are avoided and the time required
to recover the control plane in the event of failures is reduced.
Chapter 6 presents a novel, low-complexity strategy relying on topology knowledge combined
with bin packing techniques to efficiently allocate the VNFs in SDN/NFV environments. As a
complement, a general formulation of the network function placement is provided using the
SFC concept. The obtained results confirm that the proposed solution delivers a more suitable
performance for dynamic cloud-based environments and also outperforms existing approaches
based on traditional bin packing schemes.
Chapter 7 summarizes the main conclusions derived from this work. The chapter also exposes
some directions for future research.
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Theoretical Background
In this chapter we present some background information about the main technologies used
throughout this thesis. In the first section, we describe the SDN architecture, with an emphasis
on the topology discovery service. The second section provides an overview of the ANM concept,
with special attention placed on the self-healing property and failure management reality in SDN.
Finally, the main concepts and characteristics behind NFV, as well as the SFC requirement, are
discussed in section three.
2.1 Software-Defined Networks
As a new technological development, SDN has emerged as a promising approach for managing
complex and heterogeneous network infrastructures [28]. In essence, this new paradigm proposes
decoupling the control plane from the forwarding plane by centralizing intelligence, state of the
network and control functions in an entity called the controller or Network Operating System
(NOS) [29].
The controller creates an abstraction layer between underlying network infrastructure and
business applications while continuously maintaining a global network view. In this way, SDN
allows operators to make dynamic configurations and innovations in the network via applications
programmed into the top of the SDN architecture, greatly simplifying network operations and
management. As a result, network operators and service providers can increase automation and
network control, allowing them to build flexible and programmable networks that adapt quickly
to the dynamic needs of businesses and end users.
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Fig. 2.1: Layered Architecture of the SDN
The logical architecture scheme (in layers) proposed by SDN is shown in Fig. 2.1. The
infrastructure layer, or data plane, is composed of forwarding devices (e.g. networking hardware
based on Field-Programmable Gate Array (FPGA)) and is situated at the bottom. These
physical devices become simple forwarding elements that can be programmed.
The control plane is dedicated to the NOS. This software platform, implemented on com-
modity server technology, provides the essential resources and abstractions to facilitate the
programming of forwarding devices based on a logically centralized approach.
The application layer is at the top of the architecture and contains applications that define
the control and logic operation of the network. In essence, this layer allows defining policies and
business requirements through programmed applications via a well-defined northbound Appli-
cation Programming Interface (API). The instructions received from these applications are then
used to modify the behavior of forwarding devices based on the established policies.
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The exchange of control messages between the NOS and forwarding devices is possible
through an open southbound interface. Different protocols have been proposed for this com-
munication (e.g. OpenFlow [3,30], Forwarding and Control Element Separation (ForCES) [31],
Cisco OpFlex [32], Protocol Oblivious Forwarding (POF) [33, 34]). Of this group of APIs,
OpenFlow is the most notable example and it is currently the most widely supported protocol
by commercial forwarding devices [35]. OpenFlow relies on the existence of flow tables at the
switches to handle incoming traffic and the use of basic instructions (e.g. dropping, forwarding,
modifying) to define the controller instructions.
Although the SDN architecture is meant to provide centralized control, this capability can
also be implemented through the use of multiple servers [36]. Each of these controllers may be
organized inside a centralized cluster, or they may be physically distributed across several SDN
domains. While distributed control plane implementations are more resilient and scalable, they
require reliable and robust communication mechanisms to maintain the required consistency of
data updates.
The connectivity between the controllers and the forwarding devices in SDN was initially
conceived through a dedicated control network [37]. This operational mode, referred to as out-
of-band control, relies on the use of a separate network to interconnect each forwarding device
with one controller. Therefore, the control messages are exchanged independently from the data
traffic. However, this approach quickly becomes a practical limitation for the deployment of SDN
in scenarios with geographically distributed nodes or with cost restrictions. For such scenarios,
the in-band control represents the most suitable approach [38, 39]. In this case, an additional
network to interconnect the different entities (i.e. the controller and forwarding nodes) is not
needed, since the same links are used by both data and control plane traffic. Consequently, novel
methods are required to support this connectivity mode concerning topology discovery, control
path establishment and fault recovery management.
2.1.1 Topology Discovery Service in SDN
Network topology discovery is a description of the physical structure of the network. This
description contains information about the connectivity, latency and link capacity between the
network devices at the lowest level (i.e. the data plane layer). This physical infrastructure
represents the overall resources of the network.
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In general, topology discovery is highly important in several computer network areas such as
routing, network management, resource allocation and configuration, Quality of Service (QoS),
diagnosis and fault recovery, among others. For this reason, discovering the current topology
of a network is a compulsory task for every network operator. Moreover, collecting this real-
time information efficiently and automatically is critical for significant networking problems such
as enhancing network connectivity and resolving network congestion. In order to improve the
performance of these network services, preserving an accurate view of the network topology
at all times is also an important task. However, maintaining a comprehensive view of large
networks generates a considerable amount of state information from the forwarding plane [40].
Furthermore, a substantial volume of state information represents considerable pressure for the
central controller and, as a consequence, scalability issues might appear [41]. Schemes in which
each forwarding node must send the topology information periodically could overload controller
performance.
In SDN, the controller maintains a holistic view of the network through the topology dis-
covery service. This topological knowledge is crucial for the correct operation of other internal
controller services such as hosts tracking and network configuration, as well as for other network
applications (e.g. traffic engineering, network monitoring, attack detection and routing proto-
col, among others) that run on top of the presented architecture [42]. Although discovering the
network topology is an essential service of the SDN controller, at the time this writing no official
standard defines the topology discovery mechanism in SDN [43]. Due to this issue, most cur-
rent controllers implement a topology discovery mechanism based on the popular southbound
protocol OpenFlow. This discovery mechanism, referred to as OpenFlow Discovery Protocol
(OFDP) [44, 45], implements a topology discovery mechanism that uses the frame format de-
fined by the Link Layer Discovery Protocol (LLDP) [46]. Except for the frame format, OFDP
does not have much in common with LLDP.
OpenFlow Discovery Protocol is based on packet-out and packet-in messages sent from the
controller and switches, respectively. This method does not take real advantage of the existing
hardware information that can be directly extracted using LLDP. Moreover, sending messages
periodically from the controller to each OpenFlow switch increases the network traffic and
latency between the control plane and the forwarding plane, and can also lead to network
limitations and outages [47,48].
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2.2 Autonomic Network Management
Recently, there has been growing interest in improving the networks of the future using auto-
nomic principles. In 2001, Paul Horn introduced the concept of AC to the National Academy
of Engineers at Harvard University [7]. This idea was inspired by the autonomic operation of
the nervous system in the human body, which is able to make independent choices to modify its
behavior in the face of different stimuli [10]. This ability to make independent choices defines
an autonomic entity and this definition can be applied to multiple contexts.
In terms of computer networks this paradigm has been translated into the ANM. The
main idea underlying this proposal is the leveraging of self-management properties (i.e. self-
configuration, self-healing, self-optimization and self-protection) in complex scenarios as hetero-
geneous network environments [49]. The four aforementioned properties, referred to in existing
literature as the "self-CHOP properties," collectively define an autonomic system and have been
attracting growing attention from both academia and industry.
The general framework defined in ANM follows a similar logic as the SDN architecture. The
framework is composed of a set of managed elements distributed in the network, which are
centrally governed by an autonomic manager [50]. The former group (i.e. managed elements)
is intended to serve as an interface with the system, while the latter (i.e. autonomic manager),
manages the different operations of the components. In essence, the autonomic manager is
responsible for performing the required adaptations in order to achieve a set of higher-level
goals. To accomplish this, a global view and knowledge regarding the managed entities and
their management operations are required by this centralized entity.
Besides using its holistic knowledge, the autonomic manager needs to perform four main
tasks, namely: monitoring the managed entities, analyzing their performance, plan appropriate
management operations and execute them [51]. These functionalities, also known as the Mon-
itor, Analyze, Plan and Execute (MAPE) loop, are of paramount importance to enhance the
network performance and obtain solutions to current or anticipated problems. Another approach
to attain the autonomic principles is to distribute these functionalities over the set of managed
components, which interact with each other to provide convergent autonomic management en-
abling the self-adaptation to the environment changes.
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2.2.1 Self-healing SDN Environments
As previously mentioned, self-healing is one of the four main properties conceived in the au-
tonomic paradigm [52, 53]. This term refers to the capability of the network to restore its
operations, independently and without external intervention, when any failure occurs. Every
system with self-healing properties has the capability to discover, diagnose and react to failures.
The primary objective of integrating self-healing features into any network operation is improv-
ing its reliability and maintainability. These quality attributes are traditionally heightened in
self-healing systems [54,55].
As failure management is a critical aspect for every network operation, substantial effort
has been devoted to the implementation of different strategies. Traditional failure recovery
strategies are classified into two groups, restoration and protection [56]. The former strategy is
reactive and requires the online computation and dynamic installation of alternate routes after
failure detection. In the protection strategy, however, backup paths are pro-actively configured
across the network. Therefore, while the restoration scheme requires higher recovery times, the
protection approach imposes higher memory requirements and raises scalability concerns.
Software-Defined Networking provides flexibility to network systems and increases the op-
portunities for innovation and development, but there is no guarantee that these networks are
robust [57]. In fact, implementing crucial functions in SDN environments, such as failure re-
silience, is a highly complex task given that controller intervention implies non-negligible delays
and signaling overheads (due to the propagation delay of failure notifications and reactive fail-
ure recovery countermeasures). Moreover, failures in the control plane will have a significant
impact on network performance, since these failures may cause that new flow entries cannot be
handled promptly. Therefore, failure resilience is clearly one determinant requirement that must
be addressed for the successful adoption of SDN technology.
OpenFlow-based fault recovery approaches have been mainly focused on restoring failed data
paths by locally detouring individual flows [58–60]. These mechanisms, also referred to as fast-
failover techniques, avoid controller intervention during recovery, reducing the incurred recovery
time. Although local reactions to failures are faster than path-based end-to-end reallocations,
this scheme has some crucial drawbacks. First, it can be used only if alternative path rules are
available at the node that detects the failure. Moreover, it requires instantiating multiple alter-
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nate path rules for each flow entry on each link, which implies an inefficient resource allocation
and may be impractical in some cases. Lastly, in large topologies, an extensive computation
of a backup alternative for each flow passing through each node may overload the centralized
controller and create a processing bottleneck.
A reliable and scalable mechanism to recover a link or node failure has additional require-
ments in the context of in-band SDN. With in-band control, an additional physical control
network is not needed since the control traffic is sent with the data traffic over the same in-
frastructure [61]. In such scenarios, failures in the interconnection between forwarding devices
are likely to also affect the control plane. In fact, it is highly possible that a failure in a link
or node will disconnect several switches from the controller, making the recovery task much
more complicated. Therefore, adequate solutions must not only try to recover the control plane
connectivity within the shortest possible time, but also be able to achieve this even when the
controller is unreachable.
In this work, the term "self-healing SDN environment" is used to refer to a system that
proactively monitors its service parameters and network elements in different segments in order
to recover from errors after a failure has been detected [62]. In essence, it allows reaction to
network component (i.e. links or nodes) failure by reconfiguring traffic allocation in order to
make use of the surviving network infrastructure able to provide services. Moreover, based on
internal information about appropriate metrics, the system can forecast future service failures
and propose preventative actions before the service fails. In this way, it is possible to avoid any
outage of essential services such as the network topology discovery.
2.3 Network Function Virtualization
Traditionally, network services have been deployed using proprietary equipment for each func-
tion required for a given service. These hardware-based appliances are placed across the network
following strict ordering in accordance with the chaining imposed on the service components.
Such service modeling results in slow service provisioning, long product cycles and heavy depen-
dence on vendor-specific hardware, leading to high and undesired values of Capital Expenditures
(CAPEX) and Operating Expenditure (OPEX).
Motivated by this reality, NFV [17, 63] is an emerging technology based on the standard
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IT virtualization concept. In essence, NFV increases the programmability of the network by
turning network functions (e.g. routing, firewall, load balancing, NAT, intrusion detection and
DNS) into software installations placed on commodity hardware located inside the network. In
this way, NFV leverages service provisioning capabilities from specialized hardware to general
software hosted on Commercial off-the-shelf (COTS) platforms [64,65].
By decoupling network functions from proprietary physical equipment, NFV transforms the
way a network is conceived. This separation of software and hardware allows for independent
evolution, helping to accelerate service innovation and provisioning [66]. Moreover, it eliminates
the need for specialized appliances and transforms network equipment into standard components
with computing, storage and networking capabilities. Subsequently, the required NFVs can be
provided using VMs or containers inside this general purpose equipment.
In summary, the introduction of NFV has the following potential benefits.
• Agile implementation and easier deployment of new network services with reduced time
to market and improved service models.
• Flexible computational and networking resource allocation, reducing the need for over-
provisioning infrastructures.
• Ability to dynamically scale resource allocations both up and down according to the arrival
and departure of traffic flows.
• Automation of operational processes, improving efficiency and reducing network outages
due to maintenance-related activates.
• Significant reductions in OPEX and CAPEX through space and energy savings and opti-
mizing infrastructure utilization.
The European Telecommunications Standards Institute (ETSI) is leading the standardization
work behind NFV development. Since 2012, the Industry Specification Group (ISG) for NFV has
published more than 100 documents (including specifications, use cases and proofs of concept)
and the group currently includes over 300 companies. The high-level NFV reference architectural
framework [67] proposed by this community is shown in Fig. 2.2.
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Fig. 2.2: High-level NFV Framework
The high-level NFV framework is composed of three major functional blocks, namely NFV
Infrastructure (NFVI), Virtualized Network Functions (VNFs) and NFV Management and Or-
chestration (MANO) [68].
The NFVI contains all the hardware and software elements included in an otherwise geo-
graphically distributed NFV environment. Hence, it is composed of both hardware and virtual
resources, which are linked through the virtualization layer. The function of this layer is ab-
stracting the physical resources so that they can be logically partitioned and provided to the
virtualized functions.
The VNFs are software implementations of the network functions that are deployed over the
virtual resources of the shared NFVI. They may be allocated using one or more VMs running
on different physical hosts, according to the resource availability and its efficient usage.
The NFV MANO module performs all the management tasks explicitly required for the
virtualization of the NFV framework. To achieve this, the NFV MANO module is comprised
of the Virtualized Infrastructure Manager (VIM), which controls the software and hardware
components deployed across the NFVI as well as their interactions; the VNF Manager, which
focuses on managing the lifecycle of VNFs (e.g. instantiation, update, query, scaling, suspension
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and termination); and the NFV Orchestrator, which is responsible for the creation and required
resource coordination of end-to-end network services.
2.3.1 Service Function Chaining
Deploying a network service over a shared virtualized infrastructure is the ultimate goal of
NFV [69]. However, the execution of such a task requires additional considerations according
to the network service requirements. In general, network services include a number of network
functions that should be applied to incoming traffic flows according to a predefined classification.
For example, before reaching its destination given traffic being routed from one location to
another may require passing through a load balancer, a firewall and an intrusion detection
system.
In addition, in order to enable a complete end-to-end service, the considered functions may
be required to occur in a fixed order, creating a specific sequence of logical steps that must
be followed by some user requests. This sequence defines the required interconnection between
VNFs allocated in the infrastructure and, as a result, it becomes an abstraction of the physical
network devices directly connected between them by cables.
The ordered set of two or more instances of network functions interconnected to form a
network service that must be applied to some traffic flows, is known as SFC [70]. The afore-
mentioned traffic steering mechanism is based on the prior classification of packets as they enter
the network, and their subsequent forwarding is managed by the appropriate network functions
defined in the chain.
Taking advantage of the implementation of NFV-based ecosystems, the SFC approach allows
operators to deploy tailored services for their customers and simplifies the dynamic allocation
of virtual functions according to changing end-user demands and network parameters [71]. An
important point to note is that the SFC mechanism is not tied to network services with a linear
sequence of VNFs, and SFCs with more than one branch can also be created.
In this context, the optimization of VNF allocation is considered an important goal for
achieving efficient implementation of SFC [72]. To do this, different optimization models may be
considered for the placement of network services in the given network infrastructure to minimize
certain problems (e.g. end-to-end latency, resource utilization, costs and energy consumption).
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Literature Review
This chapter reviews the current state of research regarding the problems addressed by this
doctoral thesis. It is divided into three main parts. In each section relevant contributions to
the literature are introduced. At the end of this chapter we identify current issues and propose
some guidelines to overcome these challenges.
3.1 Topology Discovery in SDN
In this section, we first outline a general survey of OpenFlow-based discovery mechanisms in
programmable networks. After this, we provide a brief description of the proposals in exist-
ing literature that have considered applying non-OpenFlow solutions to the topology discovery
problem in SDN.
3.1.1 OpenFlow-based Approaches
Currently, in SDN infrastructures, after OpenFlow compliant switches are turned on the SDN
controller establishes an initial control connection with each forwarding device [3, 73]. This
initial handshake is used by the SDN controller to request capabilities from the switches, such
as configuration information, the number of active interfaces (i.e. network ports), corresponding
Media Access Control (MAC) addresses, etc [73].
After this, the controller initiates the de-facto topology discovery in SDN, called OFDP. For
this protocol, the SDN controller begins by sending LLDP frames encapsulated in packet-out
messages to each active interface on each OpenFlow switch in the network. By default, after
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receiving an LLDP packet from ports other than the controller port, each active switch must
send a packet-in message that contains the received LLDP to the controller.
Both OpenFlow packet-in and packet-out messages are essential for current topology discov-
ery mechanisms. The number of packet-out messages that an OpenFlow controller must send
is equal to the total number of ports in the network. Meanwhile, the total packet-in messages
it receives is twice the number of active links in the network, as there is one packet for each
direction. Therefore, due to OFDP, the controller load is determined by the number of packet-
out and packet-in messages that the controller must process. The related works discussed below
propose improving the efficiency of the OFDP mechanism based on the reduction of packet-out
messages sent from the SDN controller to OpenFlow switches.
Pakzad et al. [74,75] evaluate the efficiency of the OFDP mechanism implemented by current
SDN controllers. The authors propose simple and practical modifications to reduce controller
overhead during the topology discovery procedure and implement an OFDPv2 based on the
ability of OpenFlow switches to rewrite packet headers. As a result, the number of packet-
out messages sent by the controller can be reduced to only one message per OpenFlow switch.
In [74], after implementing the improved approach using a POX controller [76] and the Mininet
emulator [77], results showed a reduction in the controller overload of up to 45%. Testing the
proposed modification in a specific topology in the OFELIA SDN testbed [75] showed a reduction
in controller overload of up to 40%, while the physical topology is presented as in the legacy
OFDP mechanism.
In [78], the authors revisit the current OpenFlow-based topology discovery protocols, taking
into account the effects of retransmitting the discovery packets until the SDN controller identifies
the entire map of the network. To that end, the authors re-implemented the OFDPv2 proposed
in [74,75] and compared it with the standard OFDP protocol. Experimental simulations revealed
different patterns when retransmission of OpenFlow packets is taken into consideration. Specif-
ically, although retransmission doubles the number of required packets, their implementation
outperforms the basic OFDP in terms of bandwidth consumption.
The Tree Exploration Discovery Protocol (TEDP) is proposed in [79]. This protocol gathers
topology information and simultaneously provides the shortest paths among forwarding devices
without adding additional messages, as compared to current OFDP. After describing two possible
implementations for TEDP, the authors also list some desired features that should ideally appear
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in future SDN platforms according to their research.
Azzouni et al. [80] introduce Secure and Efficient Topology Discovery Protocol (sOFTDP) as
a novel and efficient alternative protocol to the current OFDP. This proposed protocol requires
minimal changes to OpenFlow switch design and eliminates serious vulnerabilities in the topology
discovery process. The authors implemented this solution as a topology discovery module in a
Floodlight controller [81] and confirmed that it reduces the topology discovery time by several
orders of magnitude in proof of concept experiments.
Taking into account multi-controller environments, the authors in [82] designed and imple-
mented an automatic network topology discovery mechanism across various OpenFlow domains.
To do this, the authors propose modifications to the discovery, topology and LAVI modules
within the NOX controller [83]. Furthermore, modifications to the display User Interface (UI)
of the ENVI module were made in order to connect all deployed NOXs and obtain the status
of their OpenFlow switches. The authors implemented their solution in a large-scale OpenFlow
testbed and the experiment displayed the entire topology across various domains within the
same UI.
In [74, 75, 78–80, 82] the controller needs, as previous knowledge, the network identification
(i.e. IP address) of each active SDN switch in the network. This knowledge is obtained through
the establishment of an initial connection between the controller and each forwarding device.
In addition, if the network topology changes, the OFDP mechanism can generate an excessive
quantity of state messages. As a result, the network can experience service limitations and
outages.
In contrast to this, we propose a topology discovery protocol that enables discovering the
network nodes before the initial establishment between the controller and the SDN switches
over a secure connection. Based on this procedure, the SDN controller can discover the net-
work topology before it establishes a connection with the switches. Our protocol enables SDN
controllers to be connected in already deployed networks without previous configuration, which
provides an approach for quick installation.
3.1.2 Non-OpenFlow Approaches
Most topology discovery mechanisms proposed thus far for SDN have focused on improving
the current OFDP mechanism. However, other possibilities have also been studied due to the
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aforementioned limitations of OpenFlow-based solutions. In this study we have also analyzed
some research contributions that discover the network topology in SDN using non-OpenFlow
mechanisms.
Tarnaras et al. [84] proposed an automatic topology discovery algorithm, which takes into
account a better usage of the LLDP protocol. This protocol is used locally on the data plane of
switches for updating their local neighbors table periodically. The authors obtained the topology
map using the Internet Engineering Task Force (IETF) ForCES framework for extracting LLDP
data directly from the network devices (i.e. the LLDP local system management information
base). This procedure automatically reports any change in the physical topology to the controller
as a triggered event. After implementing the proposed algorithm, the simulation results showed
that the average time to discover a new switch (i.e. 12 ms) during the topology discovery process
is 90% less than the OpenFlow-based solution (i.e. 100 ms). In [85], the authors implemented
this topology discovery mechanism in a small-scale testbed.
Likewise, the authors in [86] proposed the SDN Resource Discovery Protocol (SDN-RDP) as
an alternative to distribute the management of the network state among several SDN controllers.
Each controller discovers a portion of the network topology in order to ensure the distribution
of node management and also simplify the protocol resolution. The described mechanism is
asynchronous, lacks a global initialization process and does not require previous knowledge of
the network. Based on simulation results, the proposed protocol achieves an efficient reduction
of the controller overload.
In addition to these proposals, there are other centralized approaches, such as Path Compu-
tation Element (PCE). This network entity behaves similarly to an SDN controller. The PCE
is capable of computing optimal end-to-end paths for each network switch in real time. These
routes could not be calculated without the topology information stored in the PCE.
Choi et al. [87] proposed a topology discovery protocol called Generalized TOPology (G-
TOP) for a stateful PCE. This protocol allows the PCE to automatically construct the network
topology as a controller without using a distributed routing protocol (e.g. Open Short Path
First-Traffic Engineering (OSPF-TE)). The proposed protocol proactively collects the topology
information from the switch and reactively updates the topology changes through an out-of-
band control channel. After implementing the proposed protocol, the total time for updating
the topology was about 10 ms for the testbed system described in the paper. However, the
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authors used out-of-band management, which might not be possible to deploy in some real,
large-scale scenarios.
Although these mechanisms [74, 75, 78–80, 82, 84–86] can discover the network topology and
quickly detect any changes in the status of physical connectivity (i.e. link or node failure),
they all require previous IP configurations (i.e. layer 3 address) within the network. Hence,
if not every forwarding device has been configured with an IP address in the network, the
described mechanisms cannot discover the network topology. Consequently, there is still a lack
of more flexible topology discovery mechanisms in SDN based on layer 2 techniques. In addition,
the mechanisms discussed above cannot provide any procedure or technique for recovering the
network. Our research is therefore intended to solve both of these issues.
After discovering the network topology, the next critical task in current SDN deployments
is to maintain an accurate, up-to-date view of the network topology without overburdening
controller performance. To achieve this, we analyze the current state-of-the-art approaches
towards fault management in SDN.
3.2 Fault Management in SDN
In this section we first discuss related works published in the area of fault management in SDN
based on improving the standard OpenFlow solution. After, we analyze some research efforts
focus on leveraging self-healing frameworks in SDN.
3.2.1 OpenFlow-based Frameworks
Improving the robustness of SDN has been identified as one of the most important tasks to be
addressed by SDN research [88]. However, it has thus far been one of the least researched topics.
Capone et al. [89, 90] propose fast and reliable detour planning for failure management
in SDN. Their framework relies on OpenState, an OpenFlow extension that enables switches
to perform match-actions rules depending on states triggered by packet-level events. In this
way, the control logic on SDN controllers related to failure management is in part oﬄoaded
onto the forwarding devices. Furthermore, the authors also define optimization models for the
computation of backup paths, considering both single link and single node failures. Simulation
results show the suitability of this approach compared to a classic end-to-end path protection
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scheme and with respect to an approach based on the OpenFlow fast-failover mechanism [58].
Enhanced local detouring mechanisms, with flow grouping and aggregation methods for
rapid and lightweight failure handling in OpenFlow networks, are also investigated in [91, 92].
Based on the flow grouping strategy, the authors propose the Controller Independent Proactive
(CIP) and Controller Dependent Proactive (CDP) recovery schemes. Through the performance
evaluation in [91] it was identified that the proposed recovery schemes achieve a 99% reduction
in flow storage for alternate path setup using Virtual Local Area Network (VLAN) tagging and
reduce the failure recovery time up to 4 ms and 20 ms respectively, satisfying the 50 ms total
failure recovery time required in carrier networks.
Similarly, a fast (i.e. sub 50 ms) failover scheme was introduced in [93]. This scheme re-
lies on link-failure detection by combining primary and backup paths configured by a central
OpenFlow controller. Moreover, authors implement a per-link failure detection using Bidirec-
tional Forwarding Detection (BFD) [94], a protocol that identifies failures by detecting packet
loss in frequent streams of control messages. Performance measurements in a hardware switch
OpenFlow-based testbed show that recovery times of sub 50 ms can be achieved by configuring
the BFD transmit interval at 15 ms. The faster recovery time of 3.3 ms was obtained after fur-
ther decreasing the BFD interval to 1 ms. The experimental evaluation confirmed that recovery
times achieved are independent of path length and network size.
In [95], the authors study the impact of network failures on the deployment of load balancing
mechanisms in intra-datacenter networks based on the OpenFlow protocol. They use an active
probing method to detect and manage failures, exploiting the load balancing among equal cost
multiple paths. By exploiting this technique, all of Top-of-Rack (ToR) switches can perform
local configuration modifications and act independently of the central controller, avoiding the
saturation and scalability issues of the SDN controllers.
Although the aforementioned proposals [89–93,95] eliminate the drawbacks of SDN controller
interventions (in terms of packages overhead and control latency) by taking actions at the switch
level only, these solutions are limited to recovering the system from failures and do not consider
performance guarantees after restoring the network.
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3.2.2 Self-Healing Frameworks
The widespread adoption of SDN in heterogeneous and failure-prone deployments (i.e. data cen-
ters and clouds) has raised a general interest in providing SDN with the self-healing paradigm [14,
53, 55]. In relation to this, some researchers have proposed novel frameworks to improve the
resiliency and predictability of SDNs.
Thorat et al. [96] proposed a self-healing SDN framework that optimizes recovery by applying
autonomic principles. The proposed framework includes a Rapid Recovery (RR) mechanism on
the switch level and an Optimized Self-Healing (OSH) module on the control plane. Rapid
recovery is based on link protection schemes and could be implemented through the OpenFlow
group table concept. After a failure occurs, the RR mechanism must recover the network
connectivity as soon as possible to minimize service disruption time. Then, the OSH module
uses the network information to calculate new optimal paths. Based on the analytical model
proposed, the authors proved a reduction in backup flow entries after a failure of 99% per switch.
The vulnerabilities of SDN and NFV from a fault management perspective are also ana-
lyzed in [97]. The authors proposed a self-healing-based framework to ensure the resiliency
and availability of end-to-end services and resources in 5G networks. This framework interacts
with the three planes of SDN (i.e. the application, control and data planes) by taking obser-
vations from the network and launching recovery actions. The proposed self-healing framework
for SDN/NFV-based networks defines two types of actions, namely those that heal the SDN
architecture and those that cooperate with the NFVI to avoid any service interruption (i.e.
proactive actions). The authors translate part of the self-healing framework into a specific SDN
platform by proposing a diagnosis block in the control plane. They proved that this module
can detect any unavailability of a multicast service as well as reactively resolve malfunctions at
several levels.
In [98, 99], the same authors proposed a generic self-healing approach based on Bayesian
Networks models for a diagnosis block. In [98] the authors developed an algorithm into a self-
healing module in an in-band centralized SDN architecture. This infrastructure was emulated
on Mininet with POX as the SDN controller. To prove the functionality of the proposed module
in the presence of failures, the authors ran a video streaming service delivery through the fixed
network topology emulated on Mininet. Based on this experiment, the authors claim that the
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self-healing module can detect, diagnose and repair faults of different natures, such as physical
failures, streaming services, OpenFlow crashes and drops on any interface [99]. As a result, if
the streaming service behaves abnormally, the module detects this, diagnoses the root cause and
applies the corresponding actions to reestablish the service.
In [96–99], functional frameworks to provide the self-healing paradigm in SDN are described.
However, we believe that there is still room for integrating the use of self-healing techniques
with the topology discovery procedure to leverage the reliability and accuracy of the centralized
network view and control plane topology in SDN. Our proposal considers the integration of
SDN with autonomic properties in order to provide native topology discovery and fault recovery
within the control plane. This is achieved by only taking actions at the switch level, without
overburdening the controller, and is suitable for SDN scenarios with in-band control.
3.3 Network Function Virtualization
In this section, we begin by presenting an overview of papers that propose methods to address
the VNF allocation problem in SDN/NFV environments. Subsequently, we analyze some recent
works related to the SFC requirement in this research area.
3.3.1 Virtual Network Function Allocation
The placement of VNF within physical resources is one of the main technical challenges of NFV,
and it has received much attention in recent research. Although comprehensive surveys have
already been provided in [69, 70], in this section we identify some of the existing works related
to VNF placement.
In [100], Cohen et al. studied the problem of virtual functions placement within a physical
network and provided near optimal approximation algorithms. This solution is based on the
combination of the facility location problem and the generalized assignment problem. The
performance of the solution is evaluated with respect to two measures: the distance cost between
the clients and the virtual functions by which they are served, as well as the setup costs of these
functions. However, the model used by Cohen et al. does not consider the order of VNF
processing.
The consolidation of VNFs (i.e. their strategic deployment for efficient use of physical re-
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sources) is also studied in [71]. The authors formulate the Network Function Consolidation
(NFC) problem as an ILP model that aims to minimize the total number of deployed VNFs.
A heuristic algorithm called Greedy Network Function Consolidation (GNFC) is also proposed
to solve this problem in large-scale cases. This algorithm attempts to identify the network
reconfiguration scheme with the maximum decrement in the number of VNFs.
Similarly, in [101] the authors proposed a consolidation algorithm with the objective of
power consumption minimization as part of the routing and resource dimensioning problem in
NFV architectures. Their solution is based on the migration of the VM implementing the VNF
instances and is able to achieve power consumption savings by turning off the unused servers.
Heuristics are proposed for both cases of off-line and online traffic demand.
Despite the efficiency of these models [71, 101], the authors do not consider the distance
between VNFs deployed in the network. In contrast, our proposal jointly considers the con-
solidation of the requested VNF instances (in order to reduce the number of deployments) in
conjunction with the distance between deployed VNFs (to decrease the utilization of network
resources, such as link bandwidth). Regarding the use of bin packing approaches for the VNF
placement problem, previous solutions have been proposed.
In [102], the authors proposed (for the first time) a VM placement strategy that reduces the
cost of both the server and the network. Authors solve the VNF allocation problem by reducing
the cost of the network with a higher priority than the cost of servers. However, the authors do
not consider a bin packing algorithm suitable for the chained VM placement problem.
3.3.2 Service Function Chaining
Coupled with the VNF placement, the proper interconnection of service functions must be ad-
dressed in order to guarantee the flow of packets in the network. To that end, contributions
in the field of NFV have introduced the novel paradigm of SFC, which investigates the proper
interconnection between VNFs across one or multiple data cloud centers. Despite the nascent de-
velopment stage of SFC, several related studies have investigated the use of SFC to dynamically
deploy VNFs over software-defined and virtualized networks.
Before deploying SFCs in a network, the first challenge is to formalize a request for chaining
several VNFs together. For this purpose, the authors in [103] defined a model for formalizing
the chaining of network functions using a context-free language. This approach enables net-
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work operators to deploy SFC requests and construct VNF graphs that can be mapped to the
network while considering the possible dependencies between the services. Furthermore, the
authors performed a Pareto set analysis to investigate the possible trade-offs between different
optimization objectives (e.g. maximizing data rate on network links and minimizing the number
of used nodes or latency of created paths). They proposed a Mixed Integer Linear Programming
(MILP) strategy for determining the placement of the network functions, taking into account
the different operators’ deployment objectives. Although online placements are very important
for operators, the authors do not provide a solution to VNF placements in a more dynamic
approach.
In [104], Luizelli et al. solved the network function placement and chaining problem us-
ing an ILP and a heuristic procedure for large infrastructures. Their model aims to minimize
the number of VNF instances mapped on the infrastructure while ensuring that end-to-end la-
tency constraints on mapped SFCs will be met, considering both link transmission delays and
VNF processing delays. Similarly, the authors in [105] proposed an algorithm incorporating
a Variable Neighborhood Search (VNS) meta-heuristic in order to explore the placement and
chaining solution space efficiently. Here, the algorithm minimizes the required resource alloca-
tion, while meeting network flow requirements and constraints. Even though these models are
efficient [104, 105], they do not consider an online approach to placing the requested SFCs in
dynamic environments.
An analysis of network operational costs with VNF placement is presented by [106]. In their
work, an ILP model is used to determine the number of VNFs required (and their placement)
to optimize network operation costs and resource utilization while adhering to service level
agreements. A dynamic programming-based heuristic, which models the SFC orchestration
problem with multi-stage graphs and uses a Viterbi algorithm, is used to solve larger instances
of the problem.
In [107], the authors define the service path selection as a grey system theory problem and
introduce an algorithm that steers traffic among different services using SDN/NFV technolo-
gies. In this algorithm there is an SDN controller responsible for calculating service paths and
then inserting forwarding rules into the data plane switches to steer flows across the required
VNFs. The feasibility and functionality of the proposed framework were demonstrated through
implementation in a prototype.
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In [108], the authors address the problem of VNF placements in a data center as a multi-
layer bin packing problem. They formulate the placement problem as an ILP and provide
two greedy algorithms (Multi-layer WorstFit and Multi-layer BestFit). Results of Multi-layer
WorstFit reduced bandwidth consumption by 15%, but the number of servers used was increased
by 1% compared to the traditional BestFit algorithm. Furthermore, these strategies are only
applicable in tree-like topologies and are incompatible with environments without dedicated
control networks.
3.4 Open Issues
Although discovering the network topology is an essential service for SDN-managed networks,
no official standard defines the topology discovery mechanism in this scenario [43,74,75,84,85].
Therefore, most of current SDN controllers (e.g. NOX [83], Beacon [109], OpenDaylight [110]
and ONOS [111], among others) implement conventional topology discovery mechanisms based
on the southbound protocol OpenFlow. However, OpenFlow-based topology discovery mech-
anisms require previous knowledge of network device characteristics, such as the number of
active ports and MAC addresses [43]. This information is requested by SDN controllers after
the establishment of an initial control connection with each device. Current SDN controllers
cannot implement any conventional topology discovery mechanism without this information.
Additionally, existing solutions require a preconfigured network identifier (i.e. IP address) on
each forwarding device. Otherwise, SDN controllers will not be able to discover the forwarding
devices in the network.
In addition, most of the current research efforts in the fault management area have been
oriented towards proposing recovery mechanisms within the data plane of SDNs. However, a
resilient control plane is a critical feature for current SDN deployments. This high-level goal is
becoming extremely important due to the growing prevalence of SDN on large-scale and hetero-
geneous networks, for which the in-band mode is more practical and cost-efficient. Moreover,
achieving robustness in the control plane should not be limited to recovering the system from
failures. It should also ensure proper responsiveness regarding performance guarantees (such as
control paths delay) once the network is recovered. To that end, exploiting the self-healing prop-
erty of an ANM system, agreed upon as the next generation of management [112], represents a
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very suitable approach. Despite this, in our literature review we identified a lack of proposals
that integrate cognitive and autonomic management schemes with SDNs.
Furthermore, it is worth emphasizing that while there have been important efforts regarding
topology discovery and fault management in SDN, both features have been mostly treated in
isolation. We argue that the research community would benefit from an integrated solution
that jointly improves these critical services. Therefore, our study bridges a significant gap by
providing an enhanced protocol design that combines both features for a more cognitive and
resilient control plane in SDN environments.
After virtualizing the infrastructure through the NFV technology, one of the main technical
challenges to be addressed is the location of VNFs on the virtualized network infrastructure.
According to ETSI [65], the network functions can be placed either in a centralized fashion or at
the service edge close to the end-user. However, it has been demonstrated that both approaches
have certain limitations that can be addressed by a chained model [67]. In this context, the
SFC approach requires advanced algorithms to efficiently orchestrate the available physical and
virtual resources in the VNF placements. Moreover, if online scenarios are considered (i.e. with
a set of already deployed SFCs where new incoming SFC requests are processed in a one-by-one
modality), the proposed algorithm needs to be dynamic and have low-complexity properties in
order to provide effective solutions and quick execution times.
Placing the VNFs into the software-defined and virtualized network infrastructure can be
used to target different goals, resulting in different placement solutions. However, network
operators need placement strategies that consolidate more VNF instances in order to reduce
CAPEX and OPEX in the network. In relation to this, we study online algorithms that aim
to achieve a strategic deployment of VNFs that efficiently uses existing physical resources and
minimizes the number of links between deployed VNFs. As a consequence, network operators
could also use fewer network resources (e.g. data links and bandwidth) to interconnect their
supported network applications.
Finally, there is not a standard evaluation model to assess different VNF placement strate-
gies [14]. Here, we have provided evaluation parameters that appraise the impact of network
topology and system demands (i.e. requested SFCs) on the placement solutions.
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This chapter is based on:
• L. Ochoa-Aday, C. Cervelló-Pastor and A. Fernández-Fernández, "Current Trends of
Topology Discovery in OpenFlow-based Software Defined Networks," Scientific Report,
UPCommons, pp. 1–6, Sept. 2015.
• L. Ochoa-Aday, C. Cervelló-Pastor and A. Fernández-Fernández, "A Distributed Algo-
rithm for Topology Discovery in Software-Defined Networks," in Advances in Intelligent
Systems and Computing. Trends in Practical Applications of Scalable Multi-Agent Sys-
tems, the PAAMS Collection. Springer, vol. 473, pp. 363–367, June 2016.
• L. Ochoa-Aday, C. Cervelló-Pastor and A. Fernández-Fernández, "Discovering the Net-
work Topology: An Efficient Approach for SDN," Advances in Distributed Computing and
Artificial Intelligence Journal (ADCAIJ), vol. 5, no. 2, pp. 101–108, Nov. 2016.
This chapter pushes forward the state-of-the-art of conventional topology discovery mecha-
nisms in programmable networks. In this regard, we deliver the design and evaluation of an
optimized topology discovery protocol that extends the boundaries of existing approaches (e.g.
OpenFlow-based mechanisms) with distributed layer 2 discovery and minimal communication
overhead.
4.1 Introduction
An efficient and straightforward mechanism for topology discovery in large-scale SDNs couldbe achieved by dividing the entire process into phases and distributing the discovery
functions hierarchically between the network nodes. This would allow for obtaining the network
graph as quickly as possible without incurring scalability issues.
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In this chapter, we design a novel topology discovery protocol called Enhanced Topology
Discovery Protocol (eTDP). Different from previous work, this network protocol is implemented
in each switch through a basic software agent that executes simple decisions. Thus, this approach
provides a distributed solution, as the nodes that support the network protocol perform the
topology discovery process. In essence, this contribution is designed to obtain an abstract
view in large-scale networks. It minimizes both the time and the number of required packets,
while simultaneously decreasing the overload in controller performance to reinforce the current
topology discovery service in SDN.
The remainder of this chapter is organized as follows. In Section 4.2, we first explain the
primary considerations of our approach. Then, in Section 4.3, the proposed protocol is fully
described. In Section 4.4, we present the simulations conducted and analyze the achieved results.
Finally, in Section 4.5 the main conclusions of this work are outlined.
4.2 Problem Statement
Although SDN provides a flexible architecture by centralizing network intelligence, the controller
intervention in those control tasks that only require local switch knowledge is not always ideal.
The execution of such tasks (e.g. neighbor discovery) can be delegated to the forwarding devices,
which can gather the corresponding information and send it to the controller. In this way, the
controller remains responsible for performing those tasks that require a global network view and
centralized control.
4.2.1 Programmable Network Infrastructure
The proposed solution can be implemented in a network system following the recent design
proposed by the SDN paradigm [35]. The overall system architecture for the proposed solution
is shown in Fig. 4.1. This network system embraces network control decoupled from forwarding
devices and leverages SDN controllers to provide an abstract view of the entire network.
This proposal can be deployed in a network domain with multiple SDN controllers through
the use of a software agent (e.g. eTDP client) running in each network device. As a result, based
on the topology information sent by switches each SDN controller discovers and maintains an
accurate network view in the topology database. The stored information is critical for the
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Fig. 4.1: Overall System Architecture for the Proposed Solution
proper operation of other controller services and supported network applications (e.g. traffic
engineering, network telemetry and attack detection, among many others).
As shown, the control plane can be interconnected with a plurality of network devices (e.g.
traditional routers, virtual network devices, programmable switches, etc.) through different
transmission media (e.g. fiber optic links, electrical links, wireless links or logic connections).
Although in Fig. 4.1 SDN controllers use an in-band control scheme, this enhanced approach
can also be implemented using out-of-band connections.
4.2.2 Forwarding Network Device
The network devices may be any hardware-based (i.e. switch or router) or software-based (logical
or virtualized) device configured to perform data forwarding functions according to the routes
specified by the SDN controller. Fig. 4.2 presents a schematic diagram of a network device.
The Topology Discovery Protocol Agent is the component responsible for performing the
proposed eTDP at each node, which can be implemented using an agent-oriented approach.
These agents perform a local partial function of the entire discovery process while interacting
autonomously. This capability of distributed operation allows the global topology discovery task
to evolve in a scalable and effective way, without overburdening the SDN controller. Topology
information retrieved by each node during the eTDP operation is temporarily stored in the
device memory and periodically sent to the controller of the corresponding SDN domain.
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4.3 Enhanced Topology Discovery Protocol
The global view of the network is supported by the SDN controllers after running the eTDP.
Unlike conventional mechanisms [73, 75], the proposed protocol uses layer 2 messages to create
a control tree before the establishment of an initial control connection. Once the control tree is
created, each network device can establish a secure control channel with the SDN controllers.
In this section, we begin by describing the data frame formats of each message used by the
eTDP mechanism. Afterward, a detailed description of the protocol operations is provided.
4.3.1 Data Frames Description
The eTDP communications are carried out using a standard network frame format for all data
related to the protocol. This feature allows us to develop future extensions of the protocol while
maintaining compatibility with previous versions. Moreover, the packets are encapsulated with
their corresponding headers (i.e. MAC or IP) for transmissions over the network.
4.3.1.1 Message Header
Every message sent by the eTDP is encapsulated according to the same header structure shown
in Fig. 4.3. Note that each tick mark represents a one-bit position in the frames and that the
fields are transmitted from left to right.
These messages share a common header format, which allows a node to be able to accept
or relay (if applicable) messages of different types. This feature supports fine-grained message
forwarding using the powerful "match + action" abstraction of SDNs. The definitions of each
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Fig. 4.3: General Structure of eTDP Messages
field included in the message headers are further described below:
1. Proto Type: Protocol type (8 bits). This field uses a specific hexadecimal number to denote
the protocol type so that any switch that supports this protocol can easily identify eTDP
messages in the network data frame.
2. Protocol Data Unit (PDU) Type: Packet data unit type (8 bits). This field contains a
value that specifies the type of message in the payload. For example, type 0x01 denotes
a topoRequest frame, type 0x02 indicates an echoReply frame and type 0x03 corresponds
to a topoReply frame.
3. Message Length: Message size (16 bits). This field indicates the message end in the byte
stream, starting from the first byte of the header.
As illustrated in Fig. 4.3, the overall header size is 32 bits (i.e. 4 octets). Some field values
(e.g. PDU Type and Message Length) used in this fixed structure depend on the kind of eTDP
messages sent by the network nodes.
4.3.1.2 topoRequest
The topoRequest message is used by the SDN controller to initiate the topology discovery process
in the network. Fig. 4.4 presents the message format of a topoRequest.
Besides the header, this simple message only carries the Identifier (ID) corresponding to the
SDN controller that sends the topoRequest message. This is the manner in which each SDN
controller announces its presence to every forwarding device active in the network.
1. SDN Controller ID: Controller identifier (48 bits). The node identifier used in the messages
is the MAC address. If the network controller has more than one interface, it must choose
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Fig. 4.4: topoRequest Message Format
the MAC address from one of its active interfaces. This field has the same value for every
topoRequest message sent by the SDN controller.
4.3.1.3 echoReply
After receiving the topoRequest message, each network node should automatically reply with
an echoReply message. This one-hop reply enables the exchange of local topology information
between neighbors and the establishment of a hierarchical control tree rooted in the SDN con-
trollers. In Fig. 4.5 the frame format of an echoReply message is presented. As shown, the value
in the message header (i.e. PDU Type), has changed to type 0x02 for indicating the echoReply
message.
Fig. 4.5: echoReply Message Format
This message format was inspired by the use of Type-Length-Value (TLV) structures for
the exchange of local neighbor information. Type-Length-Value structures have been widely
exploited by several existing standardized protocols such as LLDP [46], Intermediate System
to Intermediate System (IS-IS) [113] and Remote Authentication Dial-In User Service (RA-
DIUS) [114], among others.
A TLV structure is a generic representation of an attribute that can be correctly parsed
without requiring the parser to understand the attribute. Based on this, we utilized TLV as an
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efficient method for transmitting different kinds of topology data inside the message body. This
encoding offers a reasonable balance between compactness and flexibility, which makes parsing
faster and the data smaller. Moreover, using TLV for the data structure makes the proposed
protocol extendable. Additionally, TLV elements can be placed in any order inside the message,
which provides great flexibility in the design of the protocol.
While the TLV type and length fields occupy the first two octet of the TLV format, the value
field may have a fixed or variable size. In addition, it may include different type of information,
containing either binary or alpha-numeric data, which is specified using the associated subtype
identifiers (e.g. port component, MAC or IP address, interface name, locally assigned identifiers,
etc.).
Table 4.1 describes the standard TLVs supported by this protocol. Complementary TLVs
can also be defined to enable protocol extensions. Specifically, in the echoReply message, the
TLV Node ID and the TLV Node Port ID are included in order to share the node and port
identifiers with another directly connected device. The remaining TLV types are used in the
message format explained below.
Table 4.1: Summary of TLV Supported by eTDP
Type TLV Name Brief Description
0x01 Node ID Identifies the node that sends the message
0x02 Node Port ID Provides the node’s port identifier
0x03 Neigh ID Includes the neighbor’s unique identifier
0x04 Neigh Port ID Provides the neighbor’s port identifier
0x05 Link Delay Carries the Round-Trip-Time (RTT) delay to the
neighbor
In addition, the echoReply message is used by forwarding devices as an acknowledgment
to confirm or deny the association in the control tree. In essence, each switch in the network
sends an echoReply message not only to announce its topology information but to indicate
its association with a specific neighbor (i.e. other switch or SDN controller). To do this, an
additional association bit is included in this protocol frame. A description of this association
bit is given below.
1. A: Association Indicator (1 bit). This one-bit field is used by a network device to announce
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to its neighbors whether it has joined one of them in the control tree. This bit can turn
the echoReply into a join message.
As a complement, this message enables eTDP nodes to measure RTT latencies in the network.
This feature is crucial to support delay-constrained applications or services executed by the
control plane properly.
4.3.1.4 topoReply
The principal function of the topoReply message is to guarantee the proper transmission of the
topology network state from the forwarding devices to the SDN controllers. To achieve this, this
message format is also based on the use of TLV structures.
Fig. 4.6 shows a brief description of the topoReply message following the basic TLV format.
This message may contain the five TLV types supported by the eTDP and presented in Table 4.1.
The first of these (i.e. TLV Node ID), which is mandatory for every topoReply message, identifies
the node that sends this message, while the others are used to provide information related to
the connectivity with the node’s neighbors.
Fig. 4.6: topoReply Message Format
Finally, we have also defined a pruning indicator in the topoReply messages. This pruning
indicator is used to notify nodes regarding whether any of their neighbors are connected to the
network through only them. A description of this pruning bit is given below.
1. P: Pruning Indicator (1 bit). This one-bit field enables eTDP nodes to announce to their
neighbors whether they cannot provide an alternative path to the SDN controllers.
Unlike the two previous messages, the number of fields in the topoReply format is not fixed
and depends on the sender position in the resulting control tree.
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4.3.2 Protocol Operation
The presented topology discovery mechanism is initialized by each SDN controller sending a
topoRequest message. The propagation of this multicast message creates a control tree topology
rooted in the SDN controllers for collecting network state data. Moreover, this control tree also
distributes the management of the physical infrastructure among several SDN controllers.
With the exception of the SDN controller, nodes have one of three roles, i.e. leaf, v-leaf
or core, according to their position in the network topology. Leaf nodes are the nodes in the
network that have only one neighbor. A node is v-leaf when it has more than one neighbor but
only one of them can provide a path to the SDN controllers. The remaining nodes are denoted
as core nodes.
Additionally, each active port takes one of four states related to the control tree: standby,
parent, child or pruned. Fig. 4.7 shows the port states for a given network device.
Fig. 4.7: Port States for a Given Network Device
• A standby port is an active port in the node that is not used in the control tree.
• A parent port is an upstream port in the control tree that has first received the topoRequest
message. Thus, each node has only one parent port.
• A child port is a downstream port of the control tree that has received an echoReply
message with the association bit set.
• A pruned port is a child port that has received a topoReply message indicating that it is
connected to a leaf or v-leaf node.
Each port has a state machine that tracks and governs its current state during the control
tree creation. This operation is described in the state transition diagram shown in Fig. 4.8.
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Standbystart Parent
Child Pruned
wait topoRequest
receive topoRequest
with pruning bit set
receive echoReply
with association bit set
receive topoReply
Fig. 4.8: Machine State for Ports in eTDP
The state diagram represented in Fig. 4.8 shows all possible port states drawn as circles.
The arcs represent transitions from one state to another and are labeled with the condition that
changes the state.
Initially, each node in the network is in a non-discovered mode, with all its ports in the
standby state, waiting for a topoRequest message from an SDN controller or another node. After
receiving their first topoRequest message, they become discovered nodes through the proposed
eTDP. Algorithm 1 shows the forwarding mechanism for a given node v, after receiving the
topoRequest message.
Algorithm 1 topoRequest Message Forwarding
1: Node v receives topoRequest from node u by port p
2: if node v is non-discovered then
3: Send echoReply to node u . association bit set
4: StateMachine (p) . p.state = Parent
5: Send topoRequest for all ports except p
6: else
7: Send echoReply to node u . association bit clear
8: Discard topoRequest
9: end if
When node v receives the topoRequest from a node u, it sends a one-hop echoReply message
to node u. This automatic reply enables the exchange of node and port identifiers between these
neighbors as well as the measurement of the RTT in this network link. Moreover, it contains an
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association bit, which is used by node v as a joining confirmation, to announce to its neighbor
node u whether or not they are attached in the control tree.
If when node v receives the topoRequest it is still in the non-discovered state. It confirms
the association in the echoReply, sets the incoming port p to the parent state and forwards the
topoRequest for all the remaining ports (with the exception of the incoming port). By contrast,
if the topoRequest arrives at an already discovered node (i.e. a node that already has a parent
port), it denies the association in the echoReply and discards the message. Thus, node v has an
implicit mechanism that detects and prevents loops.
As the tree is being created, each node periodically sends its neighborhood data through the
parent port using a topoReply message. The leaf nodes asynchronously start this cyclic process
after receiving the topoRequest message. In this case, a one-bit field is added to the topoReply
message to change neighboring ports to the pruned state. Meanwhile, core nodes aggregate the
topology data from their child ports. Once they have received information through all their child
ports, they complete their topoReply message and send it to the SDN controllers. As a result,
topoReply messages are gathered by the SDN controllers, which receive at most an aggregated
message from each of their active interfaces.
Once the network is discovered the SDN controllers use the resulting control paths to instruct
leaf nodes about the retransmission period that must be used. This period must be carefully
determined, taking into account the type of network to be discovered. In large-scale geographi-
cally distributed networks (i.e. networks that can be considered topologically static), the period
value may reach maximum values. By contrast, in cloud or virtualized network deployments
(i.e. networks that can be considered dynamic) this period should be adequately analyzed due to
existing trade-offs between the number of topology messages forwarded across the network and
the required accuracy of the network topology. In addition, given the holistic knowledge of the
SDN controllers about the network state, the selected retransmission time can be dynamically
adapted according to the network occupation, the applications requirements and the controller’s
load.
Fig. 4.9 presents an example of the eTDP basic operation. For this sample topology, we
consider two SDN controllers connected to eight switches through links that have the same
unitary delay. This multi-SDN controller platform can be deployed in the cloud using a resilient,
federated architecture [102,115].
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C1 C2
N1 N2 N3 N4
N5 N6 N7 N8 N9
- - network edges
Fig. 4.9: Example Topology with Two Controllers and Eight Switches
After both SDN controllers run the proposed protocol, the control tree topology and port
states are generated, as shown in Fig. 4.10. The distribution of switches among SDN controllers
is depicted in this figure through the use of colors and shapes. A more detailed explanation of
how the protocol aggregates the topology data contained in each topoReply message to the SDN
controller C1 is provided below.
C1 C2
N1Core N2Core N3Core N4 Core
N5
Core
N6
Core
N7
Core
N8
v-Leaf
N9
Leaf
- - network edges
— control tree edges
standby
standby
standby
standby
standby
standby
child
parent
child
parent
child
parent
child
parent
child
parent
child
parent
pruned
parent
parent
child
pruned
parent
Fig. 4.10: Hierarchical Control Topology of eTDP Solution
It can be seen in Fig. 4.11 the topoReply messages that are sent from downstream nodes (i.e.
N5, N6 and N7) to upstream nodes (i.e. N1 and N2) respectively, and then from these upstream
nodes to C1. In general, each node will form its topoReply message putting its locally known
topology information first, which includes the node and links to neighbors (i.e. involved ports
and delays) from which it has previously received an echoReply. Therefore, the information
associated with its parent port (i.e. upstream neighbor and the link between them) will not be
included since the node does not have received topology information from its upstream neighbor
(Neigh ID and Neigh Port ID). However, this information is provided by the upstream neighbor.
The local topology information provided by each eTDP node is organized in the topoReply
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message using the following ordered sequence of TLVs: Node ID, Node Port ID, Neigh ID, Neigh
Port ID and Link Delay. The last four TLVs are then repeated for every neighbor of the node
sending the topoReply message. Then, the node completes its topoReply by aggregating the
payloads contained in the topoReply messages received from each of its child ports (if it has
such child ports). It should be noted that each additional payload is headed by the use of a new
TLV Node ID in the message; a topoReply from a leaf node will only contain the TLV Node ID.
Using the topoReply received from N1 in Fig. 4.11, the controller C1 can discover this part
of the network topology and determine the resulting control branch. Specifically, the controller
will read the ordered sequence of TLVs contained in this message from left to right. In doing
this, it will notice that its neighbor, N1, is also connected by its port 2 to port 1 of node N5. It
will also discover the delay between these two nodes them. It can also be determined that N5 is
connected to the control tree through N1 since the topoReply from N1 includes the payload of
the topoReply from N5 (identified by the use of a new TLV Node ID in the message). Lastly,
from this payload the controller will also become aware of the connection between N5 and N6.
In addition, as the payload from N6 is not aggregated in the topoReply of N5, the controller will
know that N6 is not included in the control branch of which N1 and N5 are a part. Similarly,
the topology information concerning N2, N6 and N7 is collected from the topoReply message
sent to this controller by N2.
The use of the pruning indicator can also be observed in the topoReply messages shown in
Fig. 4.11. These prune bits, all of which are set to zero in the presented example, are sent only
one hop back toward the upstream node. Therefore, the upstream node extracts this information
from the received topoReply and records it in memory.
4.3.2.1 Protocol Complexity
The complexity of eTDP is defined in terms of the time and number of messages required to
collect the topology information at the SDN controllers and create the hierarchical control tree.
Regarding time, the protocol complexity isO(DT ), whereD is the depth of the control tree and T
is the maximum edge delay, which is comprised of the link propagation latency, the transmission
delay and the switch processing time. Considering the number of nodes N , the number of
controllers C, and the highest number of neighbors per node A, the total number of discovery
messages propagated across the network is equivalent to 2[AC + (N − C)(A − 1)] + (N − C),
46
4.4. Evaluation and Results Discussion
given that an equal number of topoRequest and echoReply messages are generated and that only
one topoReply message is sent by each forwarding device. Therefore, the protocol complexity
in terms of messages can be expressed as O(AN).
4.4 Evaluation and Results Discussion
In this section we evaluate the performance of the proposed topology discovery mechanism.
To do this, we use essential metrics to assess the operation of the designed protocol in SDN.
Furthermore, we use these metrics to compare the control tree formed by the proposed eTDP
against other approaches.
4.4.1 Simulation Environment
To provide insightful results over a wide range of simulated but realistic scenarios, we have
implemented the eTDP mechanism from scratch in the Objective Modular Network Testbed
in C++ (OMNeT++) [116]. Fig. 4.12 shows a sample simulation instance with a European
network in the OMNeT++ simulator.
Fig. 4.12: Simulation Environment in OMNET++
Experimental simulations in OMNeT++ have proven to be a reliable approach for supporting
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studies in large-scale networks [117] that are not hardware dependent and therefore easy to scale
and analyze. The role of experimental simulations using the OMNeT++ network simulator is
quite significant in the performance evaluation of novel mechanisms in scientific literature [118].
In our study, it enables us to research the behavior and performance of the proposed eTDP in
many realistic scenarios of geographically distributed real-world networks.
We generated three sets of networks to evaluate the performance of our solution across vary-
ing connectivity degrees. Each network family was generated using an underlying topology from
the available online dataset Survivable fixed telecommunication Network Design (SNDlib) [119].
Specifically, we selected three network graphs representative of different scales, namely Atlanta
(15 nodes, 22 links), Sun (27 nodes, 51 links) and Pioro (40 nodes, 89 links). Other significant
network parameters of these topologies are presented in Table 4.2.
Table 4.2: Network Parameters of the Topologies Used in the Simulations
Topology Nodes Links Average Degree Diameter (ms)
Atlanta 15 22 2.93 3.1
Sun 27 51 3.78 3.7
Pioro 40 89 4.45 4.2
Topologies that belong to each family set have been constructed as scale-free networks using
a power-law node degree distribution with the same degree exponent as that of the original net-
work. This was a result of using the static Barabási-Albert (BA) model [120] and maintaining the
original number of nodes and links. Each family size was determined after restricting the margin
of error of the indicated average values to less than 6% in each simulation instance. In particular,
each topology set is composed of 500 generated networks. All simulation results include their
respective 95% Confidence Intervals (CI) in the plots based on Student-t distribution.
Different link latencies for each network family were randomly generated, considering the
mean and standard deviation values of the original topology used as the master. For SDN con-
troller placements, we used the most central nodes in each topology based on closeness centrality.
In addition, for computations of the presented time values, we considered the propagation la-
tencies among nodes in the network and the switch processing delays. The later was determined
as given in [121] for NetFPGA implementations.
48
4.4. Evaluation and Results Discussion
4.4.2 Protocol Performance
In this subsection we present the performance evaluation of the eTDP solution for different key
metrics and analyze the obtained results.
4.4.2.1 eTDP Control Tree Generation
As the eTDP messages propagate across the network, a control tree connecting every forwarding
device and rooted in the SDN controller is created. The topology information from each forward-
ing device is forwarded to the controllers using the generated control tree in order to provide
them with a complete network abstract view. To clearly illustrate the obtained knowledge about
the network view and the generated control tree, in Fig. 4.13 we present a step-by-step expla-
nation of the information received by the controller in the Atlanta topology with a centralized
controller as an example.
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N11
N14
(a) One Control Branch Discovered
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(d) Four Control Branches Discovered
Fig. 4.13: Generation of the Control Tree in Atlanta Topology
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For this evaluation, we placed the controller in the node denoted as N8 and identified with
a unique shape (square) and color (blue). The other switches in the network are depicted as
black circles. Regarding the links, solid blue lines represent the control connectivity established
by eTDP between the network nodes in the resulting tree. Meanwhile, the remaining network
links not included in the control tree are rendered as dotted black lines. It should be noted that
partially transparent nodes and links represent undiscovered elements of the original topology
in the example.
Fig. 4.13 illustrates the reception order of topoReply messages at the controller. In general,
at each step the discovered segments of the entire topology are shown from a holistic point of
view in the SDN controller. For instance, Fig. 4.13(a) reveals the constructed network view
after receiving the first topoReply with the corresponding topology data. Specifically, this
segment corresponds to the information provided by the topoReply message received from the
node denoted as N15, where its connection with N9 is also stated. However, the topology
information about N9 is not fully discovered until receiving the second topoReply message with
information about the network segment shown in Fig. 4.13(b). Finally, after receiving the
topoReply messages from the other two neighbors (i.e. N3 and N1) the controller’s knowledge
of the entire network topology is complete, as depicted in Fig. 4.13(d).
4.4.2.2 Discovery Time
For the simulations, we have defined the eTDP discovery time as the overall amount of time
required by SDN controllers to discover the underlying network topology. This metric measures
the period elapsed from the moment when the first topoRequest message is sent to the instant
when an SDN controller receives the last topoReply.
In Fig. 4.14, we measure the average discovery time required by a number of SDN controllers
to discover the overall network topology. The proposed discovery mechanism reveals a significant
reduction in the average discovery time as the number of SDN controllers increases from 1 to 5.
Moreover, this decreasing behavior remains consistent across the three considered topologies
with different connectivity degrees. Specifically, reductions of 57%, 43% and 36% are obtained
in Atlanta, Sun and Pioro-based families, respectively. This result is expected given that in
our protocol, in order to discover the network the SDN controllers must receive an aggregated
topoReply message from each of their interfaces with child state in the control tree (i.e. those
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Fig. 4.14: Topology Discovery Time of eTDP
that received an echoReply with the association bit set). Therefore, with the increase of network
controllers a smaller number of nodes are associated with each controller (i.e. fewer nodes are
included in its control tree), which means that less time is required to obtain the corresponding
topology information.
Additionally, in Fig. 4.14 we can corroborate the relationship between the discovery time and
the network diameter (in terms of delay). In essence, network topologies with smaller diameters
are more likely to require shorter discovery times, since in our approach control trees are formed
using the shortest paths from each node to its controller. Therefore, the associated discovery
messages will travel, at the most, the length of the network diameter in their propagation across
the network.
4.4.2.3 Controller Overhead
Measuring the overhead imposed by the topology discovery service on the network controller is
of paramount importance in SDN. In this section, we evaluate the number of topology packets
the controller sends or receives under different topology discovery mechanisms.
As previously discussed, the topology discovery mechanism implemented by most OpenFlow
controllers is called OFDP [73]. This de-facto standard uses the LLDP frame format to discover
links between the OpenFlow switches. The controller load due to OFDP is determined by the
number of packet-out and packet-in messages that SDN controllers must process.
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Given an OpenFlow-based network of N switches interconnected by L active links, we use
pi to denote the number of ports in a switch i ∈ N . The maximum number of messages sent
by the controller for discovering all existing links is defined in Eq. (4.1), while the number of
packet-in messages received by the controller is described in Eq. (4.2).
OFDP Packet-out =
N∑
i=1
pi (4.1)
OFDP Packet-in = 2 · L (4.2)
In order to achieve a reduction in the number of packet-out messages sent in the OpenFlow-
based topology discovery mechanism, an improved version, called OFDPv2, is proposed in [75].
In this second approach, the SDN controller only sends one message per OpenFlow switch, as
described in Eq. (4.3).
OFDPv2 Packet-out = N (4.3)
The reduction of packet-out messages provided by OFDPv2 can be achieved due to the ability
of OpenFlow switches to rewrite packet headers. Similar to the previous approach, OFDPv2
takes advantage of the OpenFlow connection establishment between switches and controllers
to collect the required topology information. As a result, this improved version consistently
performs better than OFDP regarding the number of messages that the controller is required
to process. Moreover, OFDPv2 provides a more suitable approach for networks with a higher
number of total ports (i.e. networks with higher average switch port density).
In Fig. 4.15 we present the reduction in the average number of packets managed by the
SDN controllers considering two existing approaches as baselines (i.e. OFDP and OFDPv2).
This metric is derived from Eq. (4.4), where NumPkt denotes the average number of messages
handled (i.e. sent and received) per SDN controller.
Packet/Controller Reduction Ratio = NumPktbaseline − NumPkteTDP
NumPktbaseline
(4.4)
As shown, in all cases our approach outperforms the two other topology discovery protocols
with significant reductions in the number of packets handled per controller that can be over
50%. In general, eTDP achieves noticeable improvements with respect to both baselines, but as
expected, larger reductions are achieved in comparison to the use of OFDP. In contrast to OFDP
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Fig. 4.15: Comparison between eTDP and OpenFlow-based Protocols
and OFDPv2, in eTDP each controller sends only one packet (i.e. a topoRequest message) and
receives at most two packets (i.e. one echoReply and one topoReply) from each of its active
interfaces. Consequently, our approach allows decreasing the burden on SDN controllers.
Fig. 4.15 also illustrates that the improvements with respect to OFDP and OFDPv2 decrease
as the number of controllers increases. This behavior is due to the reduction in the number of
switches as a result of increasing the size of the controller set. In this case, fewer packets will be
required by the two baselines, while in eTDP this number will remain almost constant or will
increase (if the new controllers have higher connectivity degrees).
As there is no study that shows OFDP operation for several SDN controllers, in this analysis
we assume the switch distribution among SDN controllers obtained from the proposed eTDP.
The average number of switches per controller as determined by eTDP is depicted in Fig. 4.16
for the three considered topology sets.
As expected, the number of switches per controller decreases as the number of controllers
grows. Moreover, in the three cases, switches are nearly evenly distributed between controllers
at each step along the x-axis. This behavior is the result of the protocol operation in conjunction
with the controller’s placement assumed in the simulations (i.e. the most central nodes based on
the closeness centrality). Under eTDP, switches associate with the controller that is closest to
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Fig. 4.16: eTDP Distribution of Switches among Controllers
them, forming control trees of shortest paths rooted in the controllers. This reasoning, coupled
with the use of controllers placed at the geographic center of the network, results in a balanced
load of forwarding devices among the SDN controllers.
4.4.2.4 Discovery Packets per Switch
The average number of packets generated per switch to discover the complete network view is
shown in Fig. 4.17. As can be seen, this metric is related to the average network degree.
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Fig. 4.17: Topology Discovery Packets of eTDP
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During the execution of the proposed topology discovery mechanism, eTDP nodes use three
main messages (i.e. topoRequest, echoReply and topoReply). However, as each switch always
generates only one topoReply message, the average number of packets forwarded in the network
is primarily influenced by the topoRequest and echoReply messages. On one hand, the number of
topoRequest packets required for discovering the topology corresponds with the number of node
neighbors. On the other hand, a switch generates one echoReply per received topoReply. This
is equivalent to sending echoReply packets by the parent and standby ports in the forwarding
device. As a result, nodes with higher connectivity degrees are likely to generate more topology
packets, meaning the resulting average value is therefore increased. The network topologies
selected for this study exhibit different connectivity degrees, with the highest values obtained
in the Pioro-based topologies.
Furthermore, in all the considered topologies the number of packets handled per switch does
not increase in tandem with the number of SDN controllers. Thus, it may be inferred that the
eTDP mechanism is scalable in terms of the required number of packets with respect to the
number of SDN controllers –a characteristic that is crucial in practical applications.
Table 4.3 presents the average number of packets generated per forwarding device while the
number of SDN controllers is increased in the selected network topologies. These values are also
classified according to the types of eTDP data frames.
Under eTDP, echoReply messages exchanged in the network are equivalent to the overall
number of generated topoRequest packets, since one echoReply must be generated per received
topoReply. However, as shown, more echoReply than topoRequest messages are generated by
the switches. This is because the number of topoRequest messages sent by the SDN controllers
is not included in this table. Therefore, while an equivalent number of topoRequest and echoRe-
ply messages are exchanged between switches, an additional echoReply is generated by those
forwarding devices directly connected to the controllers. Evidently, this difference increases with
the number of controllers and the number of switches connected to them. Additionally, we can
also confirm that the number of topoReply messages generated per switch remains constant and
equal to 1, irrespective of the network topology.
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Table 4.3: Average Number of Generated Pkt/Switch Classified by Type
eTDP SDN Network Topology
Data Frame Controllers Atlanta Sun Pioro
topoRequest
1 1,77 2,60 3,34
2 1,62 2,46 3,25
3 1,51 2,35 3,17
4 1,44 2,26 3,10
5 1,38 2,17 3,04
echoReply
1 1,99 2,82 3,52
2 2,03 2,85 3,58
3 2,04 2,86 3,61
4 2,06 2,84 3,63
5 2,06 2,81 3,64
topoReply 1-5 1,00 1,00 1,00
Total
1 4,75 6,42 7,86
2 4,65 6,32 7,83
3 4,55 6,21 7,77
4 4,51 6,10 7,74
5 4,43 5,98 7,67
4.4.2.5 eTDP Control Traffic in the Network
The eTDP operation is conceived as a cyclical mechanism to be periodically initiated by the
leaf nodes. Once the leaf nodes receive a topoRequest message, as previously explained, they
send a topoReply message with their topology data through the parent ports. Leaf nodes should
continuously initiate this process in order to maintain an accurate global network view in the
SDN controller.
In this final evaluation, we capture the overall traffic received by the SDN controller as
a result of the eTDP operation after discovering the network topology. To achieve this, we
set the retransmission period to 5 s, similar to the OFDP implementation in current POX
controllers [76]. In addition, we used the TLV configuration shown in Table 4.4 to define the
length of the required messages.
The different identifiers relating to nodes and ports (i.e. Node ID, Node Port ID, Neigh ID
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Table 4.4: Summary of TLV Configuration Used in the Simulations
TLV Name Total Length (B) TLV Description
Node ID 4 Header (2B) + Subtype (1B) + Information (1B)
Node Port ID 4 Header (2B) + Subtype (1B) + Information (1B)
Neigh ID 4 Header (2B) + Subtype (1B) + Information (1B)
Neigh Port ID 4 Header (2B) + Subtype (1B) + Information (1B)
Link Delay 5 Header (2B) + Subtype (1B) + Information (2B)
and Neigh Port ID) are represented using alpha-numeric strings of 1 B length. These values
are specified in the subtype field as "locally assigned." The value field of the TLV Link Delay
is composed of two parts: 1 B of subtype, used in this case to identify the corresponding unit
of measure (i.e. s, ms, etc.), and 2 B of information, which contains an integer value between
0 and 65535.
In Fig. 4.18 we present the traffic periodically received by the centralized controller after
discovering the network topology with respect to the three original network topologies.
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Fig. 4.18: Control Traffic Received at One SDN Controller
The purpose of this evaluation is to analyze and compare the control traffic overhead of the
controller across the different topologies. Obviously, the volume of received traffic increases as
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the size of the network grows (in terms of nodes and links) given that more information must
be sent to the controller in order to maintain a complete and accurate network view.
Due to the message aggregation strategy employed in the proposed scheme, the topology
information periodically sent to the controller is the result of receiving one topoReply message
from each controller neighbor. To better illustrate this, Fig. 4.19 shows the number of bytes
received by the controller with the temporal granularity of the plot divided into smaller units.
Pioro
Sun
Atlanta
0.000 0.025 0.050 0.075 0.100
0
200
400
600
0
100
200
300
0
100
200
Time (ms)
B
yt
es
 R
ec
ei
ve
d 
by
 a
 C
on
tro
lle
r P
er
io
di
ca
lly
Fig. 4.19: eTDP Traffic Received During One Discovery Period
In this figure it can be seen how several topoReply messages of different sizes successively
arrive at the controller. The volume of traffic carried by each message is proportional to the
network segment description contained in the data packet unit, and thus to the size of the
corresponding branch in the resulting control tree.
4.5 Conclusions
In this chapter we proposed a novel mechanism for discovering layer 2 infrastructures in large-
scale SDN topologies. To that end, the proposed eTDP hierarchically distributes the discovery
functions among switches supporting this protocol. Unlike existing approaches, this solution
enables automatic discovery of the network without requiring previous IP configurations or
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controller knowledge of the network. By using this mechanism, the SDN controller is able to
discover the network topology and construct a holistic network view without incurring scalability
issues while taking advantage of the shortest control paths to each switch. Through experimental
simulations with real-world topologies, we have demonstrated that eTDP provides a suitable
approach for discovering the network topology with discovery times of under 0.08 ms in the
three considered networks. The obtained results also show that the overall number of packets
generated per switch is not affected by increasing the number of SDN controllers. Moreover,
eTDP achieves noticeable improvements with respect to OpenFlow-based approaches, with the
most significant reductions seen in comparison to the current OFDP.
59
Chapter5
Self-healing and SDN: Bridging the Gap
This chapter is based on:
• L. Ochoa-Aday, C. Cervelló-Pastor and A. Fernández-Fernández, "Self-healing Topology
Discovery Protocol for Software Defined Networks," IEEE Communications Letters, vol.
22, no. 5, pp. 1070–1073, May 2018.
Achieving an efficient topology discovery is only one part of the system necessary to guarantee
an up-to-date view of the network infrastructure at all times. The expected solution must be tuned
in order to support and perform well in the current dynamic environment in which available
network connectivity may change continuously — an aspect for which today’s network stacks are
poorly optimized.
5.1 Introduction
After discovering the network topology, the control plane needs a survivability strategy toguarantee its reliability at all times. In the last chapter, we proposed an efficient ap-
proach to discovering the network topology in SDN-managed networks automatically. However,
maintaining accurate knowledge of the network view in real time is a critical issue for proper
network operation and one of the most important challenges that must be overcome. Therefore,
in this chapter the proposed solution is extended to provide autonomic fault recovery for the
control plane.
In this chapter, we shape the design of a novel Self-Healing Protocol (SHP) to boost the
control plane resilience in SDN-managed environments. By using the previously proposed eTDP
as a basis, both features (i.e. topology discovery and fault recovery) are integrated into an
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enhanced mechanism. To the best of our knowledge, the presented solution is the first to
propose a unified approach for discovering physical topology and providing autonomous fault
recovery in the control plane of programmable networks [26].
The remainder of this chapter is organized as follows. In Section 5.2 we define the considered
architecture and present the proposed framework. Then, in Section 5.3 we describe in detail
the autonomic fault recovery mechanism. The performance of the proposed solution assessed
using several evaluation metrics is analyzed in Section 5.4 through experimental simulations
in OMNeT++. Finally, we draw some conclusions in Section 5.5.
5.2 Problem Statement
The question of how much control intelligence should remain in SDN switches remains an is-
sue of ongoing debate [43]. Although our solution embraces the idea of centralized network
control decoupled from forwarding devices, we envisage an autonomic SDN environment where
distributed forwarding devices also contribute to providing services like topology discovery and
fault recovery.
5.2.1 Autonomous System Architecture
By definition, autonomic networks are comprised of two major entities: the managed components
and the autonomic manager [14]. The overall system architecture for the proposed solution is
shown below in Fig. 5.1.
Both elements are identified as follows:
• Managed Components: These components are represented by the set of forwarding devices
that support the proposed SHP. Each managed component includes sensors for monitoring
the state of neighboring links and effectors for modifying local parameters in its network.
• Autonomic Manager : This manager is coupled within each SDN controller, has central-
ized network knowledge and can, therefore, better diagnose problems. This component
is responsible for making tactical decisions and optimizing network performance in order
to accomplish high-level objectives (e.g. inherent control plane robustness and minimum-
latency control paths).
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Fig. 5.1: Overall System Architecture for the Proposed Solution
5.2.2 Framework Description
In order to solve the scalability issues of traditional autonomic systems and reduce the time
required to recover the control plane in the event of failures, in this approach the managed
components also perform some of the MAPE (i.e. Monitor, Analyze, Plan and Execute) func-
tionalities. In essence, each forwarding device is equipped with a Self-healing Protocol Agent
composed of several modules as illustrated in Fig. 5.2.
Tx/Rx
Managed Component
Downstream 
Ports
eTDP Module
Upstream 
Ports
Self-healing
Protocol Agent
Memory
Tx/Rx
Monitor
Execute
Analyze
Fig. 5.2: Schematic Diagram of an Autonomous Forwarding Device
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The SHP agent allows the forwarding devices to monitor their port interfaces, analyze the
collected data and execute the required actions. As a result, forwarding devices are capable of
autonomously and quickly resolving link or node failure without the intervention of the controller.
However, as connectivity is recovered from the broken state by only taking local actions,
the network can be in a "good" but possibly degraded global state. After the control plane
connectivity is recovered and the topology information of the SDN controllers is updated, the
control paths can be centrally optimized. To achieve this, the autonomic managers, aware of the
entire network view, may change the overlay control topology in order to improve performance
(e.g. by finding the control paths with minimum delay).
A summary of the functionalities performed in the proposed solution by both entities (i.e.
managed components and autonomic manager) and classified according to the MAPE tasks, is
presented in Table 5.1.
Table 5.1: Functionalities Performed by each Entity in the Autonomic Framework
Task Managed Components Autonomic Manager
Monitor Receive measurement data about the
neighboring link state from sensors re-
siding on the devices.
Collects and consolidates the data ob-
tained from its managed components
at different locations.
Analyze Interpret collected data into a state
description according to the incoming
port statuses.
Isolates the failure from the wider
topology and anticipates further impli-
cations using the system knowledge.
Plan Interact with the neighboring nodes
through message exchange to discover
alternative control paths.
Optimizes the hierarchical control tree
to enhance network performance and
achieve a set of higher-level goals.
Execute Perform local control tree adaptations
in order to find an immediate solution
to the network failure.
Installs new flow configuration rules
in the forwarding devices along opti-
mized control routes.
5.3 Autonomic Self-healing Protocol
In order to restore the control plane connectivity and maintain an accurate network view in
the controller, the proposed fault recovery mechanism is autonomously performed by the SHP
components. In particular, this proposal is conceived to provide a quick control plane restoration
by only taking local actions while notifying the controller about the network disruption. The
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controller can then perform an optimized route computation.
In this section, we first describe the data frame structure of each message used by the SHP
components. Afterward, a detailed description of the protocol operations is provided, including
the mathematical formulation used in the control path optimization.
5.3.1 Data Frames Description
The SHP communications follow the frame encapsulation previously proposed for the eTDP.
Accordingly, data frames defined in this proposal use the same header format described in
Section 4.3.1. However, new PDU types for two new messages must be defined, as shown in 5.2.
Both messages are explained in the following subsections.
Table 5.2: New PDU Types Supported by SHP
PDU Type Message Name
0x04 topoUpdate
0x05 replyUpdate
5.3.1.1 topoUpdate
The topoUpdate message is used by the forwarding devices to announce that a network failure is
affecting the connectivity established in the control plane. In Fig. 5.3 we provide the topoUpdate
message format. Besides the header, this message carries two TLVs in the payload, namely TLV
Node ID and TLV Node Port ID, previously defined in Table 4.1. The former is used to identify
the node detecting the failure, while the latter specifies the involved port.
Fig. 5.3: topoUpdate Message Format
This recovery message is first sent when a node detects a network failure in its parent
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port. This message is then forwarded through child ports to the downstream nodes along the
compromised control branches. In addition, this message is also sent through the standby ports
of each affected node as possible alternatives to recover the control path to an active SDN
controller in the network. In this way, forwarding devices announce the network failure and
simultaneously try to recover the control path toward an active SDN controller. By contrast,
affected leaf and v-leaf nodes do not receive such a message, since no alternate path can be
identified through them.
5.3.1.2 replyUpdate
When a forwarding device that has an active parent port receives a topoUpdate, rather than
forwarding it, the node discards this message and responds with a replyUpdate. The data frame
format of a replyUpdate is shown in Fig. 5.4.
Fig. 5.4: replyUpdate Message Format
This message is critical in the process of recovering the broken control plane connectivity
since its functionality is twofold. The presence of a payload in the replyUpdate message is
optional, and its inclusion depends on the function performed by the particular instance of
the message. If the payload is required, the information contained within it is either directly
encapsulated by the node detecting the failure or taken from a previously received topoUpdate
(i.e. TLV Node ID and TLV Node Port ID).
First, this message is used to provide affected nodes with alternate control paths, enabling
the reestablishment of the control connectivity in the hierarchical control tree. For this purpose,
the replyUpdate message only carries its header information, so as to perform quick restoration
and reduce the communication overhead. In particular, non-affected nodes, which become aware
of the network failure after receiving a topoUpdate from a neighbor, send a short replyUpdate
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message to advertise themselves as possible points of recovery for the hierarchical control tree.
In the same way, affected nodes also forward the first replyUpdate they receive across the
disconnected branches, with the exception of their pruned ports. Similar to the previous message,
affected leaf and v-leaf nodes do not receive this message because they are not able to provide
a different route to reach the SDN controllers. In this way, forwarding additional messages to
nodes that cannot be used to recover the control tree topology is avoided.
The second task performed by the replyUpdate message is related to the notification of
the network failure to the controllers. In this regard, nodes with their control path active that
receive a topoUpdate from a neighbor also generate a second replyUpdate, which is sent through
their parent port to the corresponding SDN controllers. The replyUpdate payload is reserved for
this function, since in this case the information identifying the network failure (received in the
topoUpdate) is included as part of the message. Therefore, the remainder of the nodes receiving
this extended replyUpdate (i.e. those upstream nodes along the control path) also forward this
message to the controller.
5.3.2 Mechanism Operation
The forwarding devices initiate the proposed autonomic mechanism through the SHP. When a
network device detects a port failure (i.e. when a neighbor’s connectivity fails), the managed
component executes specific actions depending on the state of its disrupted port.
In addition to the recovery messages previously presented (i.e. topoUpdate and replyUp-
date), a new port state is defined in SHP, called “recovering.” This temporal port state identifies
a forwarding port of an affected node that is connected to some disrupted network element (node
or link). In particular, a disconnected node assigns the recovering state to those ports that are
either part of the affected control branch or are receiving a topoUpdate from another affected
neighbor.
Failures detected on standby, pruned or child ports are automatically reported to SDN
controllers with no changes to the upstream control tree. To do this, the notification of the
failure is sent through the established control branch to the corresponding SDN controller using
an extended replyUpdate message. The failure is specified in this message, as are the respective
identifiers of the node and port detecting the fault.
However, if the network failure is detected through a parent port, the affected node must
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autonomously recover its control plane connectivity by making local decisions with no SDN
controller intervention. First, the node informs its neighbors about the failure and forwards a
topoUpdate message with its own Node ID and involved Node Port ID through all the remaining
ports except those that are pruned. Given their topological nature, leaf and v-leaf nodes cannot
provide an alternative control path to the SDN controllers. Hence, unnecessary topoUpdate and
replyUpdate messages are not forwarded to them in the control tree. This feature is critical to
achieving minimal communication overhead in the proposed SHP. The remainder of the process
after receiving a topoUpdate message is described in Algorithm 2.
Algorithm 2 topoUpdate Message Forwarding
1: Node v receives a topoUpdate from node u by port p
2: if p.state = Parent or node v does not have Parent port then
3: Set Recovering state to port p and Child ports
4: if same topoUpdate had not been previously received then
5: Forward topoUpdate for all ports except p or Pruned ports
6: else
7: Discard topoUpdate from node u . to avoid propagation loops
8: end if
9: else
10: Send replyUpdate to node u by port p . without payload
11: if same topoUpdate had not been previously received then
12: Send replyUpdate for Parent port toward the controller . with payload
13: end if
14: Discard topoUpdate from node u . to avoid propagation loops
15: end if
In essence, nodes receiving a topoUpdate message from their parent ports (or those that
already have their parent ports disconnected), set the incoming port p, as well as all their child
ports, to the recovering state (line 3). In this way, nodes identify themselves as affected (i.e. in
case the incoming port is the parent port) and mark the ports connected to neighbors that also
require an alternate path to controllers. In addition, they propagate the received topoUpdate
through all their ports, except the pruned ones, in order to notify their neighbors about the
failure and identify a new path to the SDN controllers (line 5). The same sequence of actions is
also performed by the node that initially detected the failure from its parent port.
Nodes receiving a topoUpdate while their control paths are active (lines 9 to 15) discard this
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packet and answer it sending a short replyUpdate to the affected neighbor. Next, these nodes
notify the controller about the failure by sending an extended replyUpdate with the node and
port identifiers received in the topoUpdate as a payload. It is important to note that, although
a node may receive the same topoUpdate several times from different neighbors, the controller
is informed only once about each particular failure.
As the announcement of the network failure is performed through the topoUpdate forwarding
process, alternative control paths are advertised using the replyUpdate message. Algorithm 3
describes the steps after receiving a replyUpdate.
Algorithm 3 replyUpdate Message Forwarding
1: Node v receives a replyUpdate from node u by port p
2: if node v does not have Parent port then
3: Set p.state = Parent . control plane connection of node v is recovered
4: Forward replyUpdate for all the Recovering ports
5: Set Standby state to all the Recovering ports
6: Send a topoReply to node u by port p . with updated topology information
7: else if received replyUpdate carries the failure identifiers then
8: Forward replyUpdate for the parent port toward the controller . with payload
9: else
10: Discard replyUpdate from node u . to avoid propagation loops
11: end if
Once a disconnected node receives a replyUpdate, the neighbor sending this message becomes
its point of recovery. This means that in order to provide a quick recovery strategy, each affected
node will join with the neighbor from which it first receives the notification of an alternate control
route (i.e. a short replyUpdate). Thus, the incoming port p is set to the parent state, indicating
that node v has recovered its connection to the controller through this port (line 3). Then,
the received replyUpdate is forwarded by all the ports in the recovering state to notify other
affected neighbors about this new possibility of reaching the controller (line 4). Afterward, these
recovering ports are changed to the standby state (line 5).
Furthermore, a topoReply message is sent by the affected node to its point of recovery in
order to share its topology information and confirm this new association (line 6). Therefore,
under the SHP, receiving a topoReply from a standby port after sending this port a replyUpdate
is equivalent to receiving an echoReply with its association bit set. Accordingly, the neighbor
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node, acting as a point of recovery, changes the port status from standby to child and collects
this topology information to be sent to the SDN controller as stated by the eTDP module.
When a node receives a replyUpdate with the network failure specified in the payload (i.e.
for fault notification purposes), the incoming message is forwarded through the parent port to
the controller (lines 7 and 8). Finally, although several replyUpdate messages can be sent to
disconnected nodes from different neighbors, only the first is selected, meaning the replyUpdate
messages received after the node is recovered are discarded (line 10).
Taking the SDN topology with two controllers and eight switches discussed in the previous
chapter as an example, we can describe the basic operation of SHP after a node failure occurs in
the network. Specifically, in Fig. 5.5 we redraw the considered control tree topology, illustrating
a sample disruption of the core node N2. In the explanation of this example, we are assuming
that the closest active nodes to N6 and N7 are N5 and N3, respectively.
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Fig. 5.5: Sample Control Tree Topology with Node Failure
As shown in Fig. 5.5, when N2 fails, N6 and N7, which are connected to the disrupted
node through their parent ports, lose their paths to the SDN controllers. Hence, both nodes
send a topoUpdate message for all their active ports in order to announce the network failure
and identify new control paths to the SDN controllers. Thus, two topoUpdate messages are
propagated between neighbors, indicating the disrupted port of N6 in one and the disrupted
port of N7 in the other.
When N6 receives the topoUpdate generated by N7, it changes the state of the incoming
port of this message from standby to the recovering state. The same change is triggered in N7
after receiving the topoUpdate corresponding to N6. Once N5 and N3 become aware of the
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network disruption, they respond to the received topoUpdate packets, sending back two short
replyUpdate messages to N6 and N7.
In addition, each of these points of recovery (i.e. N5 and N3) notifies its controller about
the network disruption using replyUpdate messages. In this instance the replyUpdate messages
are extended with the received TLVs specifying the failures.
After receiving the first replyUpdate, the two affected nodes assign the incoming ports to
the parent state and forward these reply messages using their recovering ports. After doing this,
ports in the temporary recovering state of both nodes are reset to the standby state. Additionally,
these nodes send a topoReply to their respective points of recovery. This topoReply message
contains updated topology information, which is also forwarded to the SDN controllers following
the recovered control paths. To avoid propagation loops, replyUpdate messages exchanged
between the considered nodes (i.e. N6 and N7) and received after the control plane connection
is recovered are discarded. The recovered control tree that results after the completion of this
procedure is illustrated in Fig. 5.6.
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Fig. 5.6: Control Topology Recovered by SHP Operation
To more clearly illustrate this process, Fig. 5.7 shows the message sequence for the proposed
fault recovery mechanism when N6 detects that its parent port is nonfunctional. For the sake of
simplicity, the exchange of recovery messages between N6 and N7 is not included in this figure.
As explained above, N6 sends one topoUpdate message containing its Node ID and the
Node Port ID of the port connected to N2, which has failed, to N5 and N7 simultaneously. This
topoUpdate message is also forwarded from N7 to N3. Instead of forwarding the topoUpdate,
nodes that have their parent port active (i.e. N5 and N3) respond to this request by sending
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Fig. 5.7: Message Flows for the Autonomic Fault Recovery Mechanism
back a short replyUpdate message. This replyUpdate is sent through the path followed by the
received topoUpdate message, creating a new way for N6 to reach the SDN controllers. At the
same time, the received failure identifiers are sent by N5 to C1, using an extended replyUpdate.
Upon receiving the first replyUpdate sent by N5, N6 changes the state of the incoming
port to parent and automatically sends an updated topoReply message to N5. Afterward, any
subsequent replyUpdate messages will be discarded (e.g. the one coming from N3 and forwarded
by N7). The updated topoReply message is also used by N6 to announce to N5 that they are
now joined in the recovered control tree topology. Hence, N5 should update its port status as
well as inform its SDN controller (i.e. C1) of the updated topology data.
5.3.2.1 Centralized Optimization
Once the control plane connectivity is recovered the resulting tree can be optimized by the
SDN controllers since they have complete knowledge of the network topology and state. In this
regard, several optimization criteria may be considered in order to meet the requirements of the
supported network applications and high-level objectives. In particular, due to the separation
of network control from the forwarding devices, it is critical to establish control paths with
minimum delay. To that end, minimizing propagation latency in control paths is fundamental
to being able to respond to events in real time, and this has become one of the most significant
design metrics for large-scale SDN.
The computation for minimizing propagation latency can be modeled using an optimal ILP.
Designed to run as a network application on the SDN controller, this simple model computes a
loop-free topology with optimal-delay control paths based on the network information previously
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collected by the controller. The goal is to identify the tree with the lowest path-delay between
each node and the controller. Consequently, the topology information of the network could be
sent to the controller using the shortest control paths (in terms of delay), allowing the topology
data and statistic information of the forwarding plane to reach the controller with the shortest
path-delay possible.
To describe the considered SDN, we model the network as a directed graph G = (V,E),
where V is the set of nodes and E is the set of edges. Each link (i, j) has its own associated
non-negative delay di,j . We denote C as the controller location in a specific node of the network
graph and U as the set of forwarding devices (i.e. U = V \ C). The goal of this model is
to find the subset of control paths (PC) that form a minimum-delay tree rooted in the SDN
controller. To do this, the decision variable for the ILP model is defined as follows:
pui,j: describes the selection of an edge (i, j) in the control path from a node u ∈ U to the
controller.
pui,j =

1, if edge (i, j) is selected in the path,
0, otherwise.
Using this notation, the objective function can be defined as follows:
minimize
∑
u∈U
∑
(i,j)∈E
pui,j · di,j (5.1)
subject to:
∑
j∈N |(i,j)∈E
pui,j −
∑
j∈N |(j,i)∈E
puj,i =

1 if i = u,
−1 if i = C,
0 otherwise,
∀i ∈ N, ∀u ∈ U (5.2)
Eq. (5.1) minimizes the delay in all control paths from each node to the controller. This
objective function ensures an optimal delay spanning tree with the shortest control paths between
each node and the SDN controller. Flow conservation constraints in Eq. (5.2) require that the
control path of each node u ∈ U is formed by the sequence of links at which pui,j = 1. The
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overall control path delay is the summation of the corresponding selected link delays. Based on
this simple formulation we are able to find the optimal delay set of control paths from each node
to the controller.
5.4 Evaluation and Results Discussion
In this section we first describe the simulation setup used to evaluate the proposed recovery
mechanism. Then, we discuss the different tests conducted and results achieved in order to
analyze the impact of SHP on several network parameters.
5.4.1 Simulation Environment
Similar to the previous chapter, we used the hlDiscrete Event Simulator OMNeT++ [116] to im-
plement the proposed solution because of its suitability for studying realistic large-scale scenarios
and because of the lack of suitable tools for researching SDN from a layer 2 perspective [117,118].
Likewise, for the conducted simulations we continued to work with Atlanta (15 nodes,
22 links), Sun (27 nodes, 51 links) and Pioro (40 nodes, 89 links) from SNDlib [119] as net-
work graphs representative of different scales (see Table 4.2). In order to evaluate the perfor-
mance of our solution across varying connectivity degrees, we also used the three family sets
generated using these networks as seed, taken from Subsection 4.4.1. For the sake of brevity, a
short description of the parameters used in the generation of the family sets is summarized in
Table 5.3.
Table 5.3: Parameters Used in the Generation of the Network Sets
Parameter Description
Nodes Degree Obtained using the BA model with the original number of
nodes and links.
Family Size Composed of 500 generated networks.
Links Latency Randomly generated using the mean and standard deviation
from the original topology.
SDN Controllers Placed on the most central nodes based on the closeness
centrality.
As previously explained, topologies that belong to each family set were constructed as scale-
free networks using a power-law node degree distribution with the same degree exponent as the
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original network. In addition, for the computation of the presented time values, we considered
the propagation latencies among nodes in the network and the switch processing delays. The
latter was determined as given in [121] for NetFPGA implementations.
5.4.1.1 BFD Mechanism Design
An essential element that was necessary to determine in our simulations in order to accurately
assess the performance of the proposed fault recovery mechanism was the required latency to
detect a link failure. Given that Ethernet was not designed with high requirements for failure
detection, traditional techniques such as Loss of Signal (LOS) or layer 2 heartbeats cannot meet
the 50 ms requirement of carrier-grade networks [122]. Therefore, in our simulations we have
used a protocol-agnostic mechanism called BFD [94], for failure detection.
The goal of BFD is to provide low-overhead, short-duration detection of failures in links or
paths between two end-point systems. This mechanism operates on top of any data protocol
(e.g. network layer, link layer, tunnels, etc.) and is always executed in a unicast, point-to-
point mode [94]. We have configured BFD sessions to detect link failures (between neighboring
forwarding devices in SDN) within the required 50 ms.
In Eq. (5.3) we derived the (worst-case) failure detection time Tdetec using the BFD method.
Tdetec = (M + 1) · Tinterv (5.3)
As shown, in Eq. (5.3) the failure detection time of BFD strongly depends on the transmit
interval Tinterv (i.e. the periodicity of the control messages) and the detection time multiplier
M . This parameter identifies when a session end-point is considered unreachable in terms of
lost control packets. For the simulations, we utilized a multiplier of M = 3 to prevent small
packet loss from triggering false positives.
Moreover, we focused on detecting link loss instead of path failures. Thus, only one BFD
session was set per switch interface. This approach not only reduces detection time significantly
but also decreases message complexity and overhead in the network. In Eq. (5.4) we derived the
minimal transmit interval Tmin_interv by implementing a BFD scheme that detects link losses
instead of path failures, as previously explained. Link monitoring exhibits great improvement
compared to per-path monitoring in terms of failure detection times. This method was also
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adopted by [93].
Tmin_interv = 1.25 · β · TRTT (5.4)
The transmit interval time is lower bounded by the RTT of a link in the network. On highly
loaded links, this RTT measure can fluctuate greatly and might result in false positives [123].
Therefore, the retransmission interval of lost packets can be computed using β · TRTT , where β
is the variation of inter-arrival times. For our simulations, we selected a fixed and conservative
value of β = 2, as identified in [124]. In addition, we validated the detection times measured in
our experimental simulations using the analytical model presented above.
5.4.2 Protocol Performance
In this subsection, we present the performance evaluation of the SHP solution for different key
metrics and analyze the obtained results. Specifically, we assess the proposed SHP considering
various metrics such as recovery time, number of generated packets and percentage of nodes
involved in the recovery process.
5.4.2.1 SHP Control Tree Recovering
After a failure occurs in the network, the proposed mechanism attempts to recover the connec-
tivity of the hierarchical control tree. To more clearly illustrate the operation of SHP in the
event of failures, we begin this evaluation section by presenting a basic recovering example using
the Atlanta topology with a centralized controller (see Fig. 5.8).
For this evaluation we placed the controller in the node denoted as N8, identified with a blue
square. In Fig. 5.8(a) we first redrew the hierarchical control tree generated by eTDP in this
scenario, depicting the forwarding devices in the network as black circles. We used solid blue
lines to represent the control paths established between the switches and the SDN controller
in the resulting tree. The remaining network links, not included in the control tree, are drawn
using dotted black lines.
Next, in Fig. 5.8(b) we modified the previous graph to illustrate the occurrence of a node
failure. Explicitly, the node denoted as N6 and its links are represented as partially transparent
to identify this sample disruption. Additionally, nodes that lose their control connection due
to the failure (i.e. nodes N4, N11 and N13), are depicted in a different shape (hexagon) and
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Fig. 5.8: Recovering of the Control Tree in Atlanta Topology
color (gray). Concerning the edges, the set of candidate links that can reestablish the affected
control paths are identified using dashed gray lines. The exchange of topoUpdate and short
replyUpdate messages performed by SHP occurs over these links.
Fig. 5.8(c) and Fig. 5.8(d) depict the recovering solution adopted for each of the two dis-
connected branches of the original control tree. In Fig. 5.8(c), we can see that the recovered
control path of node N4 now goes through N5, which in this case was the only neighbor that sent
a short replyUpdate to N4 with the notification of an alternate control route. In Fig. 5.8(d),
however, we see that both nodes N11 and N13 received the first replyUpdate message from the
same point of recovery, namely N14. Therefore, two blue lines are drawn between these nodes
to indicate the establishment of these new control paths. Meanwhile, the interfaces connecting
the nodes N11 and N13 are now in the standby state.
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5.4.2.2 Recovery Time
To assess the performance of the proposed SHP mechanism, we start by analyzing the recovery
time. We have defined the SHP recovery time as the overall amount of time required to recover a
disrupted control path. In more detail, this metric measures the period elapsed from the moment
the failure occurs until the establishment of the new association between the disconnected node
and one of its neighbors in the recovered control tree. Therefore, the recovery time is composed
of the detection latency (obtained using the BFD strategy) and the time needed to complete
the required SHP message exchange (i.e. from the sending of the first topoUpdate with the
failure announcement to the reception of the topoReply message with the updated topology
information by the node acting as point of recovery).
In Fig. 5.9, Fig. 5.10 and Fig. 5.11 we analyze single failure assumption for both links and
nodes in the three selected topologies.
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Fig. 5.9: Fault Recovery Time in Atlanta
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Fig. 5.10: Fault Recovery Time in Sun
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Fig. 5.11: Fault Recovery Time in Pioro
Note that a node failure corresponds to the occurrence of a multi-link failure. For this more
complex scenario, the reported latencies reveal the entire period required to recover each of the
individual link failures that comprise the network event.
In addition, in our simulations we only consider the failure of links and nodes that do not
affect the network connectivity, meaning the resulting graph remains strongly connected. In this
way, we ensure that recovered control paths can always be established after the occurrence of
the network failure.
To get a better sense of the achieved recovery times we also include a Rerun approach in this
analysis. This baseline approach refers to applying the previously explained eTDP mechanism
after the SDN controllers are spontaneously notified of the network failure from the nodes that
detect it. In this case, the recovery time was computed by considering the detection time, the
time required to inform the controllers about the failure (using the corresponding shortest paths)
and the eTDP discovery time.
As expected, in all cases the recovery mechanism outperforms the Rerun approach in terms
of required time to reestablish the connectivity of the hierarchical control tree. Specifically, for
all the generated topologies, fault recovery times are always below 20 µs for both considered
cases (i.e. link and node failures). Therefore, the suitability of the recovery mechanism for
application in carrier-grade networks, which require less than the 50 ms, is confirmed. In
addition, this behavior is not influenced by the increase of SDN controllers, validating the good
scalability of this proposal.
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5.4.2.3 Recovery Packets Overhead
Next, we evaluate the impact of the proposed recovery strategy in terms of generated packets
for various sizes of multi-link failures. In this analysis, we restricted the scope of the multiple
failures to links connected to the same node because simultaneous wider-scope link failures are
probably not realistic. In other words, we assume that simultaneous failures of multiple links are
due to a failure of a node with a given connectivity degree. It should be noted that the failure
of leaf and v-leaf nodes (nodes with a single way of reaching the controllers) are not included in
this analysis since their control paths cannot be recovered.
Fig. 5.12 shows the average number of generated packets in comparison to the baseline Rerun
strategy for the three considered topologies and varying the number of controllers. As previously
mentioned, the degree of the failed node indicates the number of affected links. The number of
packets reported in the plots represents the overall average of generated messages considering
the failure of each node with a given connectivity degree for the 500 instances of a network.
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Fig. 5.12: Average Number of Generated Packets for Recovering Multi-link Failures
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From the results it can be seen that under SHP, smaller failures require the propagation of
fewer messages, but this metric increases as the size of the failure (i.e. the number of affected
links) increases. This result is expected given the generation of topoUpdate and replyUpdate
messages defined by SHP. In particular, under this strategy affected nodes, trying to recover
their control paths as quickly as possible, forward a topoUpdate message through each of their
interfaces. Likewise, a short replyUpdate message is also received by every port of the affected
node. Therefore, the degree of the failed node directly determines the resulting packet overhead.
We can also observe from the figure that the increase in the number of generated packets
corresponds to the network size. This result is due to the propagation of extended replyUpdate
messages to notify the SDN controllers of the failure through the shortest path, the length of
which (in terms of the number of hops) corresponds to the number of network nodes.
Furthermore, the same trend exists for the different number of controllers. For small failures,
the average number of messages is low and approximately the same for all controller values
(around 5.67 in Atlanta, 7.69 in Sun and 11.32 in Pioro). However, a slight decrease in the
number of generated packets can be observed as the number of controllers increases, and this
difference becomes more noticeable when considering the failure of nodes with a higher degree.
The reason for this is the reduction in the number of extended replyUpdate messages that are
sent to announce the failure, as an increase in the number of controllers reduces the distance
between them and the network nodes. In other words, when the number of controllers grows,
fewer hops are likely needed to connect them with the neighbors of the affected node, which
means that fewer replyUpdate messages are generated along these paths.
Inversely, the behavior exhibited in Fig. 5.12 by the Rerun strategy is in accordance with
the eTDP performance. As previously stated, under this topology discovery protocol the num-
ber of packets generated in the network corresponds with the average number of the node’s
neighbors. Therefore, given the reduction in the number of switches with higher connectivity
degrees as a result of the considered node failure, the number of packets required for rediscover-
ing the topology is decreased. We can see in this figure that, in all cases, the proposed recovery
mechanism significantly outperforms the default Rerun strategy in terms of generated messages
with percents of difference that are above 79%, 87% and 89% respectively.
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5.4.2.4 Number of Involved Nodes
In this last evaluation, we analyze the number of nodes involved in the operation of the proposed
recovery mechanism. The term “involved nodes” takes into account the set of nodes performing
different roles in the operation of SHP. Specifically, this set includes the disconnected nodes,
their unaffected neighbors (i.e. those that can act as points of recovery since they have an active
parent port) and the upstream nodes of those neighbors with relation to the SDN controllers.
We use this metric to evaluate the impact of the SHP mechanism on the number of nodes with
additional workload as a result of the autonomous operation of this protocol.
Fig. 5.13, Fig. 5.14 and Fig. 5.15 show the number of involved nodes for a different number
of controllers and varying degrees of the affected node.
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Fig. 5.13: Nodes Involved in the SHP Operation in Atlanta
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Fig. 5.14: Nodes Involved in the SHP Operation in Sun
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Fig. 5.15: Nodes Involved in the SHP Operation in Pioro
In this case, the Rerun strategy is not included in the plots because the operation of the
eTDP mechanism requires the implication of the entire network, increasing the workload of every
switch. In contrast, SHP reduces this impact by limiting the scope of the recovery functions to
the neighborhood of nodes whose control plane connectivity has failed.
As shown, in the majority of cases for a given number of controllers, the number of switches
involved in the recovery strategy increases while the degree of the affected node grows. This
behavior is expected given that in our approach the neighbors of the disconnected node, that
still have active control paths, are responsible for restoring the control plane connectivity.
Results also show that when the number of SDN controllers is increased, the number of
involved switches decreases for a given failed node degree. As previously discussed, increasing
the number of controllers reduces the length of branches in the control tree. As a result, a
smaller number of nodes is required to send the failure notification to the network controllers.
In summary, in all the cases depicted in Fig. 5.13, Fig. 5.14 and Fig. 5.15, the average
values of involved switches are always below 50% of the network nodes. This result reveals
a significant merit of the SHP performance –it is able to achieve a fairly reasonable trade-off
between reducing the recovery time with autonomic principles and keeping the associated impact
in terms of increased workload on the network devices to a minimum.
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5.5 Conclusion
In this chapter we proposed a novel SHP mechanism to enhance control plane reliability in
SDN-managed networks. To achieve this, we leveraged the self-healing attribute of the ANM
paradigm to guarantee the survivability of control connectivity as long as at least one SDN
controller remains reachable within the network. The benefits of adopting the SHP are man-
ifold. First, the mechanism uses the fewest possible number of messages (i.e. it has minimal
communication overhead) and each message is small in size. Thus, it is easy to implement and
yet efficient. Second, network devices can autonomously and stably recover the network from
"broken" states with no intervention of an SDN controller. In this way, not only is the work-
load of the SDN controllers minimized, but the recovery times, packet loss probability and the
memory requirements of forwarding devices are also reduced. In addition, once connectivity
is recovered throughout the control tree topology, SDN controllers can optimize the recovered
control plane by evaluating the requirements of the supported network applications. In addition,
the results obtained in the experimental simulation reflect the time efficiency and scalability of
the proposed solution across various key network metrics. Specifically, the recovery of the con-
trol connectivity was assured with recovery times below 20µs for all the performed simulations.
This result confirmed the suitability of the recovery mechanism for application in carrier-grade
networks, which require recovery times of less than 50 ms.
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Dynamic VNF Placement in SDN/NFV
This chapter is based on:
• L. Ochoa-Aday, C. Cervelló-Pastor, A. Fernández-Fernández and P. Grosso, "An On-
line Algorithm for Dynamic NFV Placement in Cloud-Based Autonomous Response Net-
works," Symmetry, vol. 10, no. 5, pp. 163:1–163:18, May 2018.
This chapter addresses the dynamic placement of virtual functions in SDN/NFV environ-
ments. To this end, we leverage the traditional bin packing scheme (i.e. low-complexity al-
gorithms from the online optimization theory) in order to develop a heuristic approach that
efficiently deploys VNFs on top of virtualized network infrastructures.
6.1 Introduction
Having discussed efficient approaches for discovering and maintaining an accurate networktopology view for the SDN controller in the previous chapters, we now use this information
to address the problem of VNF allocation in software-defined and virtualized networks.
This chapter evaluates the suitability of different VNF placement strategies using the SFC
concept. In this study, we consider both static (oﬄine) and dynamic (online) scenarios. The
oﬄine scenario assumes a system aware of the full set of SFC requests. In contrast, the online
scenario considers a system with a set of already deployed SFCs, where new incoming SFC
requests are processed in a one-by-one modality. As a complement, we also derive analyti-
cal expressions for two evaluation metrics to assess the network performance of the identified
placement solutions.
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Differing from previous works, this contribution aims to provide a low-complexity solution
for the online VNF placement problem in combination with two useful metrics to assess the
proposal’s suitability with respect to different network topologies and SFC characteristics.
Specifically, the contributions of this chapter are summarized as follows:
• Formulation of the network function placement and chaining problem as an ILP for the
oﬄine approach.
• Heuristic algorithm based on the WorstFit approach (i.e. an optimal solution of the bin
packing problem) to efficiently place the VNFs in an online scenario.
• Evaluation parameters denoted as consolidation and aggregation to assess the impact of
network topology and system demands (i.e. requested SFCs) on the placement solutions.
The remainder of this chapter is organized as follows. After describing the system model
in Subsection 6.2.1, we formulate the resource allocation problem in Subsection 6.2.2. After-
ward, we define the proposed online heuristic algorithm in Section 6.3. We then introduce two
evaluation metrics and present the considered simulation setup in Section 6.4. We discuss some
experimental results in Section 6.5. Lastly, we summarize our findings in Section 6.6.
6.2 Problem Statement
In this section we formalize the system model and provide an ILP model for the network function
placement and chaining problem. The model aims at strategic deployment of VNFs that uses
existing physical resources efficiently. Simultaneously, it also attempts to minimize the number
of physical links used between deployed VNFs, thereby decreasing the associated network costs.
6.2.1 System Model
The following system model defines three major components, namely network infrastructure
(i.e. the cloud virtualized infrastructure in which VNF chains are placed), the VNFs and service
function chains. We study an SDN/NFV system in which network functions are offered as a
service.
Fig. 6.1 presents the basic network scenario for the VNF placement. It primarily consists of
forwarding network devices (i.e. programmable switches or IP routers) and NFV compliant nodes
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Fig. 6.1: Basic Network Scenario in VNF Placements
that can host a number of VNFs according to their assigned resources. In the presented model,
several VNFs can run on the same NFV node through isolated containers or VMs (e.g. three
specific VNFs on node A). Due to the limitations of assigned resources in NFV nodes, different
instances of one VNF may be distributed between two or more NFV nodes (e.g. instances of
VNF 2 are placed in nodes A, B and C). Controllers that are SDN-based can manage traffic
among virtual functions according to requested resources in the SFCs (i.e. maximum delay,
capacity, etc.).
6.2.1.1 Network Infrastructure
In this work, we have modeled the network topology as a connected directed graph, G = (N,E),
where N and E denote the sets of nodes and links, respectively, in the existing infrastructure.
The aforementioned network elements have limited resources to support the requirements of a
certain number of SFCs.
Regarding resources on nodes, we use CPU to represent overall resource capacity. However,
this approach can be easily extended to take into account several types of resources (such as
memory, disk, etc.). We represent the CPU capacity of each network node n ∈ N , as cn.
Moreover, we extend the model adding the delay associated to each network link (i, j) ∈ E,
represented as di,j . Additionally, we have defined different network domains in our model as
shown in Fig. 6.1.
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6.2.1.2 Virtual Network Functions
Virtual network functions refer to the virtualized network entities (e.g. firewall, load balancer,
etc.) that may be instantiated by the operator on top of a cloud infrastructure. In this model,
the set of available VNFs is denoted as F . For each VNF f ∈ F , the maximum number of
instances is Uf , due to the number of licenses that the operator owns for the VNF.
Virtual network functions can be implemented in containers or VMs running on the network
infrastructure. In such cases, they require a certain volume of resources according to the re-
quirements of their traffic demands. Additionally, we have denoted df as the processing delay
associated with a network function f ∈ F .
6.2.1.3 Service Function Chains
A service function chain is composed of the sequence of VNFs that a given service must traverse.
In this model, we denoted Q as the set of incoming SFCs, and we formalized each SFC using
the context-free language described in [103].
Following this specification, each service chain q ∈ Q provides its ingress and egress node,
denoted as sq and tq, respectively. Additionally, the order of requested VNFs f ∈ Fq between
both endpoints is also specified, where Fq ⊂ F is the subset of VNFs requested for this SFC
q. They also contain the required CPU capacity (denoted as Rq,f ) for each requested VNF.
Moreover, the maximum admissible end-to-end delay between the ingress and egress points,
denoted as Dq, is also included. We have defined E′q as the set of virtual links (k, l) that connect
the requested VNFs between the ingress and egress points.
In Table 6.1 we show a basic example of a described SFC.
Table 6.1: Basic Example of Service Function Chain Request
Parameter Name Example Value
Ingress Point node 2
Requested VNFs VNF1, VNF2, VNF3
CPU Requirements [10, 10, 10] (units)
Delay Requirement 50 ms (end-to-end)
Egress Point node 6
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6.2.2 ILP Model (exact approach)
In the following section, we define the network function placement and chaining problem as an
ILP model. First, the decision variables and the objective function are introduced, followed by
the set of constraints.
6.2.2.1 Variables of the Model
ynf =

1, if an instance of the VNF f ∈ F is located in node n ∈ N,
0, otherwise.
xnq,f =

1, if VNF f ∈ F required by SFC q ∈ Q is serviced in node n ∈ N,
0, otherwise.
vi,jq,k,l =

1, if virtual link (k, l) ∈ E′q required by the SFC q ∈ Q is hosted on the edge (i, j),
0, otherwise.
6.2.2.2 Objective Function
The objective function presents a general formulation that jointly optimizes the placement of
the network functions and virtual links in the network. The first term of this function seeks
to reduce the number of VNF instances placed across the network, while the second term is
intended to map the virtual links, decreasing the delay among deployed VNFs.
min
 norm( ∑
n∈N
∑
f∈F
ynf
)
+ norm
( ∑
(i,j)∈E
∑
q∈Q
∑
(k,l)∈E′q
vi,jq,k,l · di,j
) (6.1)
To avoid dominant effect in Eq. (6.1), the possible values of the different terms are normalized
into the interval (0, 1) using the norm(x) function.
6.2.2.3 Demand Satisfaction Constraints
∑
n∈N
xnq,f = 1 ∀q ∈ Q, f ∈ Fq (6.2)
These constrains ensure that every required SFC and its respective network functions are
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mapped to the network infrastructure.
∑
f∈F
ynf ≥ xnq,f ∀n ∈ N, q ∈ Q, f ∈ Fq (6.3)
These constraints ensure that if a network function requested by an SFC is assigned to node
n, then at least one instance of the requested network function will be placed on that node.
6.2.2.4 Capacity Constraints
∑
q∈Q
∑
f∈Fq
xnq,f ·Rq,f ≤ cn ∀n ∈ N (6.4)
The capacity constraints guarantee that the sum of CPU capacities required by placed VNF
instances does not exceed the available resources in each network node.
6.2.2.5 Path Creation Constraints
∑
j∈N
vi,jq,k,l −
∑
j∈N
vj,iq,k,l = x
i
q,k − xiq,l ∀q ∈ Q, i ∈ N |(i, j) ∈ E, (k, l) ∈ E′q
(6.5)
These equations are derived from the flow conservation constraints and ensure the proper
building of the virtual paths between the required endpoints.
6.2.2.6 Latency Constraints
∑
(i,j)∈E
∑
(k,l)∈E′q
vi,jq,k,l · di,j +
∑
n∈N
∑
f∈Fq
xnq,f · df ≤ Dq ∀q ∈ Q (6.6)
These constraints ensure that end-to-end latency requirements on mapped SFC requests will
be met. Accordingly, Eq. (6.6) includes a sum of the delay incurred by end-to-end latencies
between mapped endpoints and the second part defines the delay incurred by packet processing
on VNFs.
These constraints ensure that end-to-end latency requirements on mapped SFC requests
will be met. Accordingly, Eq. (6.6) is composed by a sum of the delay incurred by end-to-end
latencies between mapped endpoints and packet processing on virtual network functions.
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6.2.2.7 Other Constraints
xsqq,sq = 1 ∀q ∈ Q (6.7)
x
tq
q,tq = 1 ∀q ∈ Q (6.8)
These constraints ensure that the required ingress and egress points, respectively, are mapped
to devices in the requested physical locations.
6.2.3 Model Considerations
Although the model above computes the optimal NFV placements for a given network, it be-
comes challenging to solve in large and even medium-scale topologies. This is because the NFV
resource allocation problem is known to be NP-Hard [69], meaning the consumption of resources
and time complexity grow exponentially with the network size. The ILP model also requires
awareness of the full set of expected SFC requests, which might be impractical for the online
planning of network resources. To overcome these challenges, in the next section we propose an
online heuristic strategy, which is more suitable for dynamic cloud-based environments.
6.3 Online Placement of Virtual Network Functions
In this section we present an online algorithm to address the VNF placement problem. We
consider a scenario with previously allocated VNFs and with new, incoming SFC requests that
need to be provisioned while minimizing the usage of physical resources. In the following subsec-
tions we explain the operation of the Topology Aware Placement of Virtual Network Functions
(TAP-VNF) algorithm and analyze its computational complexity.
6.3.1 The TAP-VNF Heuristic (Heuristic Approach)
We have designed an online heuristic scheme that determines the placement of the VNFs and
chains them together to reduce the overall volume of resources used in the network. For such
purposes, we have observed that efficient algorithms for solving the bin packing problem are
especially suitable for approaching the online VNF placement problem in SDN/NFV environ-
ments [108]. After being provided a set of items (i.e. requested NFV instances) to be inserted
into the bins (i.e. set of VNF nodes in the network), algorithms based on fit strategies such as
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FirstFit, BestFit and WorstFit process one item at a time in an arbitrary order and attempt to
place them in a bin according to a certain strategy. If no bin is found, they open a new bin and
place the item there.
In this work we specifically leverage the suitability of the WorstFit algorithm for the problem
described in Section 6.2.2 to develop the TAP-VNF algorithm. This algorithm takes into con-
sideration the limited resources of the underlying network infrastructure and the requirements
of the requested SFCs. Therefore, it efficiently allocates the requested VNF instances while
attempting to minimize server and link costs. The pseudocode of the proposed VNF placement
strategy for online scenarios is shown in Algorithm 4.
Algorithm 4 TAP-VNF Algorithm
Require: G, q, sq and tq, P , A
Ensure: (Γ) placement and chaining of requested VNFs in q
1: Γ← NULL
2: for path p ∈ P do
3: if total remaining capacity of p <∑f∈Fq Rq,f or length(p) > Dq then
4: continue
5: end if
6: C ← Array of node’s remaining capacities (cn) in p
7: Γ← Mod_WorstFit(q, C, p,A)
8: if Γ 6= NULL then
9: return Γ
10: end if
11: end for
The main loop of the algorithm determines the placement and chaining solutions for the
considered path p ∈ P provided by the Mod_WorstFit function (i.e. a modified version of
the WorstFit scheme). If the considered path allows a feasible solution, it is returned and the
algorithm ends without further iterations. However, if no solution can be found using the current
path, the algorithm iterates over the next shortest path, which is subsequently analyzed.
As inputs, the TAP-VNF algorithm requires the network topology G and the requested
SFC q along with its ingress and egress nodes in the network. Additionally, the list of paths
between ingress and egress nodes (sorted in increasing order of delay) P and the set of previously
allocated VNFs on each node A, are passed to the algorithm. Note that the size of the set P
can be limited by a maximum number of paths k, which may be required in network topologies
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with higher path redundancy.
Once a new SFC is requested, Algorithm 4 begins evaluating the shortest path between the
ingress and egress nodes of SFC q. First, the algorithm determines if the considered path p
is suitable for allocating the incoming SFC q. To do this, TAP-VNF determines if the total
remaining capacity of the considered path p is sufficient to place all the required functions and
if the length of the considered path is not larger than the maximum admissible delay. In this
way, end-to-end latency requirements are satisfied by the algorithm.
For the considered path p ∈ P , the main loop of the algorithm determines the placement
and chaining solutions provided by the Mod_WorstFit function (i.e. a modified version of
the WorstFit scheme). If the considered path allows a feasible solution, this path is returned
and the algorithm ends without further iterations. However, if no solution can be found using
the current path, the algorithm generates the next shortest path and analyzes it.
Fig. 6.2 presents the sequence of actions of the modified Mod_WorstFit strategy in a
flow chart for each function f requested by the incoming SFC q. This procedure evaluates
each intermediate node n along the path p (except the ingress and egress nodes) as a possible
candidate to allocate the considered function and computes the tentative node utilization (i.e.
U ′n) as a result of the allocation of the function f with the demanded resources Rq,f .
After confirming that a node n has sufficient available CPU resources to allocate the required
function, the Mod_WorstFit method determines if this function has been already allocated
in n. In the affirmative case (i.e. some instance of f exists in n) the same node is used again to
place this function, unlike the traditional WorstFit strategy.
Otherwise, after the considered allocation of f (i.e. cn−U ′n), the available CPU resources in
n are compared with the maximum remaining resources (max_V ). If a new maximum is found,
the considered n becomes the preferred node. Then, after considering all nodes, the preferred
node is used to place the function. Additionally, the set of allocated functions and utilized nodes
are updated.
6.3.2 Complexity Analysis
Although this heuristic approach does not provide optimal solutions, it outperforms the exact
approach in computation times. In this subsection, we derive the complexity of the proposed
TAP-VNF algorithm. The overall complexity of Algorithm 4 is primarily determined by the for
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Begin
Initialize max_V
Select next node n ∈ p
Un +Rq,f = U ′n
Update max_V = cn − U ′n
preferred_node = n
Allocate f in preferred_node
Update Un = U ′n
Update A = A \ f
Output
U ′n ≤ cn
U ′n > cn
f ∈ A[n]
f /∈ A[n]
cn − U ′n ≤ max_V cn − U ′n > max_V
n last node in p
n not last node in p
Fig. 6.2: Flow Chart of the Mod_WorstFit Scheme
loop in lines 2-11 and the Mod_WorstFit function.
Although this algorithm attempts to use the first admissible path (i.e. the one satisfying
capacity and delay requirements), to provide the placement and chaining solution, in the worst
case this for loop iterates k times over the sorted list of paths between the ingress and egress
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nodes. During each iteration, it applies the Mod_WorstFit scheme |F | times in order to
place each VNF instance of the requested SFC q. This operation is executed to select the node
where the requested VNF will be instantiated.
In this work, an efficient implementation of the WorstFit algorithm is used to compute the
placements. The code uses complex data structures to lower the running times to O(|N | log |N |),
where |N | is the maximum number of nodes in a path p. It should be noted that modifications
to the WorstFit approach do not include any loop structure. Therefore, the low-complexity
property of this bin packing algorithm is preserved. As a result, the overall worst-case complexity
of the proposed TAP-VNF algorithm is O(|k||F ||N | · log |N |). This online heuristic approach
could be implemented in high-performance SDN/NFV servers and be executed in a real-time
fashion for such systems.
6.4 Evaluation Metrics and Simulation Setup
Currently, there is no standard evaluation model to assess different VNF placement strate-
gies [103]. Therefore, we introduce two metrics towards the evaluation of VNF placements here,
namely consolidation and aggregation, taking into consideration the parameters of the network
infrastructure and characteristics of requested SFCs.
6.4.1 Consolidation Parameter
The consolidation metric represents the fraction of deployed VNF instances over the total sum
of VNFs requested by the overall set of SFC demands.
In order to compute the consolidation parameter, we derived Eq. (6.9), which considers the
number of placed VNF instances on the network infrastructure with respect to the sum of all
requested VNF instances in the full set of demands.
consolidation =
∑
n∈N
∑
f∈F
ynf∑
q∈Q
| Fq | (6.9)
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6.4.2 Aggregation Parameter
The aggregation metric represents the fraction of physical links i, j ∈ E used to host the virtual
links required by all SFC requests with respect to the full set of requested virtual links.
In order to calculate this parameter, we include the binary variable Zi,j , which takes value
1 when the physical link (i, j) ∈ E is used. Eq. (6.10) also provides a notion of how close the
VNF instances are placed within the network infrastructure. Therefore, lower values of this
ratio mean that network costs are also minimized.
aggregation =
∑
i,j∈E
Zi,j∑
q∈Q
| E′q |
(6.10)
6.4.3 Simulation Environment
We conducted extensive simulations to assess the performance of the TAP-VNF algorithm. The
parameters considered in our environment setup are described below.
All experimental simulations were performed on the network graph Abilene (11 nodes,
28 links), taken from the SNDlib dataset [119]. The selected topology represents a typical
topology of the Internet and Internet Service Provider (ISP) networks. The delay on each link
is assumed to be the propagation latency calculated from the geographical distance between
nodes in the topology. For all experimental simulations we used a fixed number of 100 CPU
units for each node of the considered topology. As in [125], we assumed that all nodes in the
topology can be used to deploy VNFs. In these simulations, we used five types of VNFs (i.e.
VNF1, VNF2, VNF3, VNF4 and VNF5) requiring fixed or variable (random) CPU units. The
resource requirements are given in Table 6.2.
Table 6.2: Resource Requirements for Network Functions
Number of CPU Requirements (Units)
VNFs Fixed Random
5 10 [1, 20]
To accurately assess the performance of the proposed solution, we carefully designed four
evaluation profiles using sets of SFC requests with different parameters. A summary of consid-
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ered profiles is presented in Table 6.3.
Table 6.3: Parameters of SFC Profiles
SFC Profile VNF Requirement Distribution Mean Var
Scenario I fixed uniform 0.2 0.0
Scenario II random uniform 0.2 0.0
Scenario III fixed non-uniform 0.2 0.043
Scenario IV random non-uniform 0.2 0.043
The SFC demands were generated with a random number of VNFs (from 2 to 5) and
ingress/egress endpoints. The selection of these nodes was ensured to be at least two hops
away. These evaluation profiles are used to provide important insights into the performance of
the TAP-VNF algorithm.
The heuristic TAP-VNF was developed using the programming language Python. We imple-
mented the ILP model using the linear programming solver Gurobi Optimizer [126]. Addition-
ally, each simulation instance was tested 15 times, setting different random seeds on the selected
topology. All computations were performed on a Laptop equipped with 3.30 GHz Intel Core i7
and 32 GB RAM.
6.5 Results and Discussion
In this section, we first provide an in-depth examination of the optimal results achieved by the
ILP model. Afterward, we assess the proposed TAP-VNF algorithm and validate its results
using the exact approach as well as traditional bin packing strategies.
The consolidation and aggregation parameters are used to discuss the performance of the dif-
ferent approaches. After this, we present computation times required by each solution. Finally,
the performance of TAP-VNF on several real-world topologies is discussed.
6.5.1 Optimal Solution Assessment
For this experimental simulation the SFC requests were generated using scenario 1 from Ta-
ble 6.3. In order to determine all of the optimal placements for each set of SFC requests, we
independently performed each simulation with an increased number of SFC requests.
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Fig. 6.3: Optimal Resource Allocation for the ILP Method
Fig. 6.3 presents the network resources used by the ILP model as well as the average number
of deployed VNF instances. The x-axis represents the number of requested SFCs, which are
increased until the existing network resources are fully utilized. Precisely, the overall volume of
available resources in the presented topology is emphasized in the figure by the dashed line at
the top (i.e. y = 900).
It can be observed that the exact approach accomplishes all the placements using 11 VNF
instances. As expected, when the number of resources requested by SFCs increases, the number
of deployed VNFs also grows. More interesting is the behavior manifested in the interval denoted
in the figure as max. consolidation, where the increase in requested resources does not influence
the number of deployed VNF instances. Specifically, although an additional 260 CPU units are
requested by 20 SFCs with respect to 3 SFCs, the average number of deployed VNF instances
remains the same at 5 instances. This desired behavior of optimal placements exhibits great
scalability and decreases licensing costs substantially.
To obtain insights into the ILP model performance across all the evaluation profiles in Ta-
ble 6.3, we used the evaluation metrics proposed in Section 6.4. Consequently, in Fig. 6.4 we
display the performance evaluation for optimal VNF placements in terms of the consolidation
and aggregation ratios as functions of the resource occupancy efficiency. These metrics are plot-
ted against the percentage of resource occupancy, which is directly related to the number of
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Fig. 6.4: Performance Evaluation of the ILP Model in Abilene Topology
requested SFCs in each scenario.
Fig. 6.4(a) shows the consolidation ratios of the exact approach. Given the nature of this
metric, higher values are obtained when the number of requested SFCs is low. However, under
more demanding workloads the consolidation effect becomes more appreciable. Specifically, this
model can achieve values lower than 0.2 once the 20% resource occupancy is exceeded. For 100%
resource occupancy, consolidation values lower than 0.14 are achieved in the four scenarios. This
result means that the optimal solution only requires instantiates 14% of the requested VNFs to
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satisfy all the CPU demands in SFC requests. It is worth highlighting that similar results are
attained by the oﬄine approach in all the considered evaluation profiles.
Fig. 6.4(b) shows the attained aggregation ratios. As expected, lower aggregation is achieved
when the number of incoming SFCs is low. This behavior occurs because the first incoming SFC
is likely to have fewer virtual links than the number of physical links required to map them from
the ingress to the egress nodes across the network topology. Consequently, values higher than 1
are obtained at the beginning of the simulations. Similarly, aggregation ratios lower than 0.2
are achieved by the exact model irrespective of the considered parameters of SFC profiles.
In this experimental simulation the lowest aggregation ratios achieved are approximately 0.1
(at 100% resource occupancy). This result means that each physical link of the network infras-
tructure can host around 10 virtual links of the full set of deployed SFC requests. Consequently,
network operators can use fewer network resources (e.g. data links and bandwidth) to connect
their supported network services.
6.5.2 Performance of TAP-VNF
We also present the heuristic algorithm results for the consolidation and aggregation metrics
using the same network topology and SFC profiles. The TAP-VNF algorithm exploits the key
idea behind the consolidation parameter and attempts to scale up the previously deployed VNF
instances in order to reduce operation costs.
Fig. 6.5 shows the performance evaluation after running the TAP-VNF algorithm on the
Abilene topology. As can be seen in Fig. 6.5(a), the consolidation values of the online approach
exhibit the same pattern as the oﬄine model, which verifies that our proposed algorithm pre-
serves the desired properties. In this case, consolidation ratios under 0.4 are achieved once
resource occupancy exceeds 20%.
Aggregation ratios in Fig. 6.5(b) exhibit almost identical behavior to those in Fig. 6.4(b)
compared to the oﬄine approach regarding the mapping of virtual links over the physical infras-
tructure. Despite the high aggregation values at the beginning of the SFC requests, the more
resources are required, the better the aggregation ratios achieved by this online approach. This
figure confirms that the TAP-VNF algorithm can reach lower ratios of aggregation as the num-
ber of requested SFCs increases. For instance, at 100% resource utilization the online algorithm
achieves a minimum aggregation ratio of 0.11, which is less than an 8% difference compared to
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Fig. 6.5: Performance Evaluation of the Online NFV Placement Strategy
the optimal values for the same conditions.
As in the previous cases, similar results are achieved in the four considered scenarios. This
result confirms the adequate performance of the proposed solution for VNF placements in online
scenarios.
In order to further evaluate the effectiveness of the proposed algorithm, Fig. 6.6 and Fig. 6.7
present the performance comparison with the ILP model using both metrics when network
resources are 100% utilized. Additionally, we also include three traditional bin packing schemes,
100
6.5. Results and Discussion
namely BestFit, FirstFit and WorstFit. Specifically, these strategies are applied in the procedure
described by the pseudocode of Algorithm 4 to provide the placement and chaining solutions
instead of the Mod_WorstFit (line 7). In these figures, it can be seen that the TAP-VNF
algorithm reaches close to optimal values. Although smaller optimality gaps are observed for
the aggregation metric, the proposed online approach achieves acceptable consolidation ratios.
In Fig. 6.6 the proposed online algorithm clearly outperforms the traditional bin packing
strategies in terms of consolidation ratios. This result occurs because the Mod_WorstFit
function allocates requested VNF prioritizing nodes where instances of these functions are al-
ready placed.
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Regarding aggregation ratios, similar results are achieved by all of the evaluated approaches
in Fig. 6.7.
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In this case, slightly better values can be attained by the BestFit and FirstFit strategies
compared with the TAP-VNF approach. This result is expected due to the characteristics of
these bin packing algorithms. While the first two strategies allocate as many requested VNFs as
possible on the same node (without requiring any physical link), the WorstFit strategy attempts
to place different requested VNFs on different nodes, resulting in the utilization of more physical
links.
6.5.3 Execution Time
Another important aspect for consideration is the execution time required by the presented
solutions. To evaluate this, Fig. 6.8 shows the average running time of the different placement
strategies. In this figure, the requested SFCs were created following the parameters defined by
Scenario I in Table 6.3. Similarly, we used the Abilene topology due to the long running times
of the ILP model.
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Fig. 6.8: Execution Time Performance across Proposed Placement Strategies
It should be highlighted that in Fig. 6.8, the TAP-VNF algorithm and the ILP model differ
drastically in terms of computing time. Although the proposed strategy outperforms the op-
timal model in all cases, a greater improvement is achieved as the resource occupancy grows.
For instance, when the resource occupancy exceeds 50 %, the processing time required by the
optimal model increases dramatically, which is a significant limitation for current networking
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environments. Ultimately, the TAP-VNF algorithm accomplishes good consolidation and aggre-
gation ratios extremely quickly (in less than 15 ms) while the ILP model can take up to 25 min
to determine a solution. The TAP-VNF algorithm thus presents a fifth order of magnitude
improvement over the ILP model. As far as scalability is concerned, the execution times indi-
cate that TAP-VNF is more scalable —a characteristic that is crucial in practical applications.
These considerations suggest that it would be reasonable to use TAP-VNF for dynamic resource
allocation in software-defined and virtualized networks. Fig. 6.9 confirms that the TAP-VNF
algorithm is of similar complexity to traditional bin packing schemes.
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6.5.4 Analysis of More Topologies
To properly understand the behavior of the presented placement strategies, we also expanded our
performance analysis to several network topologies of the SNDlib [119]. This available online
dataset has been used extensively to test the performance of novel algorithms and protocols
in SDN/NFV research. Furthermore, it contains different classes of network graphs (regional,
continental and global) with a diverse range of network sizes (from 10 to 161 nodes). As such,
this dataset enables us to shed light on the performance of the proposed TAP-VNF algorithm
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Fig. 6.10: Consolidation of Placement Strategies across Topologies of the SNDlib Dataset
in terms of the presented evaluation metrics across a wide range of network topologies.
Fig. 6.10 and Fig. 6.11 present consolidation and aggregation ratios of the proposed placement
strategies in different network topologies. For these evaluations we considered three topologies
representative of different network scales and connectivity degrees, namely Atlanta (15 nodes,
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Fig. 6.11: Aggregation of Placement Strategies across Topologies of the SNDlib Dataset
44 links), Janos_US (26 nodes, 84 links) and Pioro (40 nodes, 89 links). In the last case, we
limited the maximum number of considered paths to k = 500. The consolidation and aggregation
ratios were measured at 100% resource utilization and presented as a function of the SFC profiles
for different allocation strategies.
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Fig. 6.10 shows the consolidation ratios of the TAP-VNF algorithm while the algorithm at-
tempts to allocate the requested VNF instances over the described topologies. The requested
SFCs were generated according to all scenarios presented in Table 6.3. It can be observed
that similar consolidation values are achieved for each of the proposed scenario across network
topologies with different network sizes and connectivity degrees. This behavior reveals that
consolidation of the proposed TAP-VNF algorithm is irrespective of the network topology. This
result is promising because it enables network operators to design placement strategies that con-
solidate more requested VNF instances without significant variations regarding different network
topologies.
Fig 6.11 shows the aggregation achieved by the online placement approach (i.e. the TAP-
VNF algorithm) for the same three network topologies. Similar to the consolidation metric,
the aggregation of proposed placement strategies is not strongly influenced by the considered
topologies. For this reason, it may also be confirmed that the proposed TAP-VNF algorithm
is not dependent on the network topology. This behavior is critical for resource allocation in
cloud-based environments where the network infrastructure can be dynamically generated to
ensure the requirements of the supported network applications are met.
6.6 Conclusions
In this chapter we addressed the VNF placement problem in software-defined and virtualized
networks. This problem was investigated through different approaches. First, we presented a
generic model capable of finding the optimal VNF placement for oﬄine scenarios. Then, in
order to address dynamic scenarios, we proposed a heuristic algorithm that is based on efficient
solutions of the bin packing problem. To evaluate the performance of the presented solutions, we
also identified two metrics to assess the resource occupancy efficiency of the proposed methods.
Experimental simulations show that the heuristic approach achieves near-optimal solutions with
smaller optimality gaps for the aggregation metric (with differences of under 8%). Moreover,
obtained results confirm that the proposed online algorithm outperforms the traditional bin
packing strategies (i.e. BestFit, FirstFit and WorstFit) in terms of consolidation ratios, making
it a more suitable solution for the VNF placement problem. Additionally, significantly shorter
computation times (compared to the ILP model) are achieved by the TAP-VNF algorithm.
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Conclusion
The drastic increase in Internet services, such as video on demand, big data, server virtualization
and cloud services, is one of the trends driving the networking industry to change traditional
network architectures. To overcome the ever-increasing demands of these new services, network
operators require emerging solutions to effectively manage their network resources using more
flexible and dynamic schemes.
Many challenges must be met and tasks accomplished in order to successfully deploy a flexi-
ble and configurable software-defined and virtualized network, including an automatic topology
discovery protocol, a reliable self-healing framework and a dynamic VNF placement strategy.
For these purposes, this thesis contributes to leveraging network programmability in three ways.
First, it offers a novel protocol for topology discovery in SDN environments with multi-domains
and in-band control that does not require prior controller knowledge of the network or spe-
cific network configurations from the forwarding devices. Second, it introduces a fault-tolerant
mechanism for the maintenance of a global network view and control plane survivability through
autonomic principles applied in self-healing SDN environments. Third, it provides a fast and
efficient strategy for dynamically allocating chained VNFs, reducing the number of required
instances and the delay between deployed functions.
In essence, throughout this thesis we have provided several tools to address current issues
associated with topology discovery, self-healing and VNF placement in software-defined and
virtualized networks. All of the contributions presented in this document are original proposals
that were innovatively conceived and developed. This chapter summarizes the research work and
contributions of this thesis in order to assess the fulfillment of research objectives. In addition,
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we outline some perspectives for future investigations.
7.1 Research Contributions
A key observation identified by this thesis is that existing topology discovery mechanisms in SDN
require the establishment of previous communication between the controller and the switches in
order to set specific network configurations (e.g. forwarding devices must know the controllers’ IP
addresses or the controllers must be aware of the forwarding devices’ identifiers and capabilities),
restricting their suitability and flexibility. Thus, as the first contribution in Chapter 4 this thesis
presents an efficient layer 2 protocol for the topology discovery problem in SDN environments
that is not bound by these restrictive assumptions. This approach, which is compatible with
SDN scenarios with multiple domains and in-band control traffic, allows reducing the time and
number of packets required to obtain the network graph.
In Chapter 5 we provide our second research contribution. Motivated by the benefits of the
ANM paradigm, we focused on the use of self-healing properties to boost SDN robustness. For
this purpose, we proposed a novel mechanism enabling fully autonomous real-time management
of SDN-enabled networks in the event of failures. This approach, unlike traditional schemes,
is not based on proactively configuring multiple (and memory-intensive) backup paths in each
switch or performing a reactive and time-consuming routing computation at the controller level.
Instead, the control paths are quickly recovered by local switch actions and subsequently opti-
mized by global controller knowledge. By exploiting the use of this self-healing framework, an
autonomous and optimized control plane recovery can be achieved, suitable for supporting the
performance requirements of large-scale SDN deployments.
Finally, in Chapter 6 we addressed our final research problem, which was related to VNF
placement and chaining over a software-defined and virtualized infrastructure. In this chapter
we studied VNF placement based on SFC requirements, considering both static (oﬄine) and dy-
namic (online) scenarios. The proposed heuristic approach makes use of the topology knowledge
available at the SDN controller followed by bin packing techniques to provide a low-complexity
strategy. It is designed to be suitable for real-time chained VNF allocation as well as effective in
reducing the number of required instances and the delay between deployed functions. In addi-
tion, our proposal contributes to existing literature by providing two new metrics for assessing
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the performance of VNF placement solutions. By using these metrics, we were able to examine
the implications of the network topology and requested VNFs on the VNF allocation in greater
depth.
7.2 Room for Improvement
Although the proposed approaches have shown high suitability for addressing topology discovery,
fault management and VNF allocation problems in software-defined and virtualized networks,
there are a number of open problems that may be considered for further research.
Regarding the optimality in terms of delay, the control paths established by eTDP in Chap-
ter 4 can be tuned in scenarios of multi-domain with several SDN controllers. Although optimal
path delays between each network device and one SDN controller are guaranteed by eTDP,
for several SDN controllers a federated control plane communication is required. This means
that every SDN controller in the network must execute the proposed mechanism simultaneously.
However, it is important to emphasize that optimal path delays are not critical for the proper
operation of the eTDP mechanism.
In Chapter 5, the autonomic responses of the network devices can be enhanced using ma-
chine learning-based algorithms towards network anticipation. This functionality relates to the
utilization of system knowledge to anticipate the future state of the network. In this way, for-
warding devices not will only adopt a survivability strategy that guarantees optimal control
path delays to the SDN controllers but will also leverage the SDN control plane to collect live
load information and avoid congested links and overloaded switches. This approach improves
the predictability in SDN while enabling the reestablishment of the control tree connectivity,
taking into account the parameters of the current network state.
Finally, although our dynamic VNF placement algorithm addresses resource allocation as an
online approach (which is more realistic in NFV-based network architectures) it does not consider
the possibility of remapping or recomposing one or more SFC requests to improve allocation
performance. It should be noted that SFC requests may change over time, i.e. new VNFs may
be added or deleted from an SFC, meaning that recomposition, remapping and rescheduling
may be necessary for such scenarios.
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