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Utilizing all-atom simulations with explicit solvent, the authors model hydrophilic surfaces
interacting across water at a fixed chemical potential. They extract the hydration forces acting
between the surfaces and assess force fluctuations as well as interlamellar water number fluctuations.
The trends obtained from the simulations are captured by a continuum-based description with
effective model parameters. The significance of fluctuations depends on surface hydrophilicity and
rigidity. The authors show that the force fluctuations play an important role in kinetic processes in
systems with lateral sizes smaller than several tens of nanometers.VC 2016 American Vacuum Society.
[http://dx.doi.org/10.1116/1.4939101]
I. INTRODUCTION
Hydrophilic surfaces experience various kinds of forces
in the aqueous environment. Besides double layer, van der
Waals (vdW), and undulation interactions, which usually
dominate at separations above several nanometers, the
hydration repulsion becomes a key player at smaller separa-
tions. Its short range nature has been experimentally demon-
strated in the late 70s and 80s by osmotic stress methods and
surface force apparatus measurements.1–7 The hydration
force controls vital processes in biological matter, e.g., in the
structural organization of cells and organelles, as well as in
their functionality. It represents an important energy barrier
that prevents direct contact and collapse of hydrophilic
biological interfaces, and thereby hinders uncontrolled adhe-
sion and fusion of membranes.8
The understanding of hydration forces has recently been
advanced by computer simulations with explicit water, which
are well-suited for tackling such kinds of questions.9–15 The
hydration force that acts between two surfaces in water
highly depends on their polarities and hence on their contact
angle. In general, surfaces with lower contact angles give rise
to larger hydration repulsion.16 On the other hand, the water
between hydrophobic surfaces, which are characterized by
contact angles above 90, becomes thermodynamically meta-
stable with respect to cavitation and consequently leads to
cavitation-induced long-ranged attraction.9,17–21
The behavior of water at hydrophobic surfaces deserved a
lot of attention in recent years.22,23 It has been realized
that water at hydrophobic interfaces is subject to profound
density fluctuations, with far-reaching consequences on sol-
vation processes and self-assembly.24–27 Furthermore, water
exhibits higher compressibility in the vicinity of hydropho-
bic interfaces, which is gradually lowered and becomes bulk-
like with increasing hydrophilicity.28–32 The local water
density fluctuations are sensitive to molecular interactions,
and respond to small changes in the surface chemistry,
surface conformation, and topology. It has been recently
demonstrated that the enhanced water density fluctuations at
hydrophobic surfaces can induce bubble nucleation, promot-
ing pathways with significantly lower kinetic free energy
barriers of cavitation than predicted by macroscopic theo-
ries.33 Similar phenomena are present for the kinetics of
cavity–ligand binding.34
On the other hand, water density fluctuations in hydro-
philic systems have been far less investigated. Nevertheless,
such density fluctuations can directly influence the hydration
repulsion forces, and thereby regulate kinetics by shifting
repulsive energy barriers in various biological processes.
In this work, we focus on fluctuations of hydration forces.
By utilizing all-atom simulation methods, we model several
types of hydrophilic surfaces interacting across water at pre-
scribed chemical potential. We briefly discuss the behavior
of interlamellar water and the nature of the resulting hydra-
tion interaction. Afterward we focus on the analysis and
discussion of the fluctuations of interlamellar water and
hydration pressure between the surfaces, their dependence
on system size, polarity, and surface stiffness. We corrobo-
rate the simulation results by simple continuum-based mod-
els, which yield further insight into these fluctuations.
II. MODEL
We utilize a simple atomistic model introduced
recently,16,35 which enables us to study the details of hydra-
tion interactions. In this model, we consider two planar polar
surfaces that interact across intervening water. The surfaces
are composed of anchored ten-carbon-atoms long alkane
chains terminated by polar hydroxyl (-OH) head groups fac-
ing the water phase in the middle and arranged in a hexago-
nal lattice with areal density 4.3/nm2. The simulation box
has lateral dimensions 5:2 4:5 nm and is repeated in all
three directions via periodic boundary conditions in order to
mimic an infinite stack of surfaces. See Fig. 1 for a simula-
tion snapshot. By tuning the model parameters, we can con-
trol the adhesive properties of the surfaces. First, by tuninga)Electronic mail: matej.kanduc@ijs.si
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the strength of the anchoring potentials on several atoms of
the surface molecules, we control the level of head group
undulations. By that, we consider two extreme scenarios.
With very strong anchors, the surfaces become very stiff and
adopt the characteristics of flat crystalline interfaces. On the
other hand, weak anchors allow for larger head group fluctu-
ations, resembling self-assembled monolayers. Such soft
surfaces exhibit qualitatively similar behavior to membranes.
The modeling parameters are given in Table I.
Second, by tuning the polarity of -OH head groups, we
control the hydrophilicity of the surfaces. For that, we scale
the partial charges on all head groups by a dimensionless
factor a. By considering the cases of a¼ 1 and a ¼ 0:7, we
model a very hydrophilic and moderately hydrophilic surfa-
ces, respectively. By a combination of two anchoring poten-
tials (i.e., stiff and soft) and two values of the polarity
parameter (i.e., a¼ 1 and 0.7), we simulate and analyze in
total four different types of hydrophilic surfaces.
In order to perform simulations at a prescribed chemical
potential of interlamellar water, we use the simulation
approach introduced earlier.14,16,35 We perform simulations
in the canonical NVT ensemble, that is, at constant number
of water molecules (N), constant volume (V), and constant
temperature (T). At the same time, we measure the normal
pressure and the chemical potential of the water phase with a
precision of 60:01 kBT. This allows us to numerically evalu-
ate the normal interaction pressure p that corresponds to the
reference chemical potential of bulk water at ambient condi-
tions (i.e., at 1 bar and 300K) with a precision of around
610 bars at large separations. For simulation details, see
Appendix A.
III. RESULTS AND DISCUSSION
A. Main hydration characteristics of the surfaces
We first shortly discuss the basic hydration aspects of all
four surface types as revealed from the simulations.
Quantitative differences among different types of surfaces
can be already seen from the density profiles in Fig. 2. Here,
the water densities are shown by blue curves (scale on the
left) and the head-group oxygen densities by the orange bell-
shaped curves (in arbitrary units). In the case of soft surfa-
ces, the head group fluctuations are relatively large (wide
bell-shaped density profile of the head groups), and conse-
quently, water does not exhibit a particular ordering at the
FIG. 1. Snapshot of the simulated system of two soft parallel surfaces con-
sisting of polar molecules interacting across water phase. The simulation
box (yellow frame) with dimensions Lx ¼ 5:2 nm, Ly ¼ 4:5 nm, and Lz ¼
5:1 nm is repeated in all three directions via periodic boundary conditions.
Water molecules are shown only in the simulation box for clarity.
TABLE I. Summary of the surface model parameters (introduced previously
in Ref. 16) and the measured quantities for a ¼ 1 used in the continuum
treatment. The harmonic anchoring potentials with the specified spring con-
stants kx, ky, and kz act on the individual atoms listed in the table in each sur-
face molecule. The index at a C atom labels its successive position counted
from the -OH group. For the detailed determination of the effective surface
thickness b and surface compressibility vs, see Appendix B. The hydration
pressure results for a ¼ 1 in Fig. 3 are fitted to pðLzÞ ¼ p0 expðLz=kÞ on
the entire date range. The fit for the stiff surfaces is not ideal, but needed for
the simple model introduced later. The pronounced difference in the pres-
sure amplitudes p0 between soft and stiff surfaces appears due to the small
surface compressibility of the stiff surfaces.
Soft Stiff
Anchored atoms C2 H, C1, C2, C9, C10
Lateral anchoring potentials kx, ky 500 kJ/mol/nm
2 500 kJ/mol/nm2
Normal anchoring potentials kz 10 kJ/mol/nm
2 1000 kJ/mol/nm2
Effective surface thickness, b 2.9 nm 2.9 nm
Surface compressibility, vs 5:5 105 bar1 0:6 105 bar1
Decay length, k 0.22 nm 0.11 nm
Amplitude, p0 5 108 bar 1:0 1015 bar
FIG. 2. Density profiles of water (blue) at the highly polar (a¼ 1) and moder-
ately polar (a ¼ 0:7) surface in their (a) soft and (b) stiff variants. The head-
group oxygen profiles (orange) are shown in arbitrary units.
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surface. Its density at the interface decays monotonically to
zero on a length scale of roughly half a nanometer. On the
other hand, the stiffer surfaces cause profound layering of
water in their vicinity,16 as can be seen from oscillatory
density profiles in Fig. 2(b). A second important feature is
that water depletes slightly further away from the moderately
polar surfaces (a ¼ 0:7) as compared with the highly polar
surfaces (a¼ 1). Water at less polar surfaces is additionally
subject to larger compressibility and larger density fluctua-
tions, as will become important in Sec. III B.
The surface type significantly influences the hydration
repulsion between two such surfaces in water, as seen from
Fig. 3. In Fig. 3(a), we plot the hydration pressures acting in
normal direction between two equal soft surfaces with inter-
vening water at the reference chemical potential as a func-
tion of the surface repeat distance Lz, see Fig. 1 for an
illustration of the geometry. The surface–surface separation
D can be obtained by subtracting the surface thickness b
from the repeat distance, D ¼ Lz  b, which is for not too
high pressures in all cases, b¼ 2.9 nm (see Table I). The
pressures represented as a function of D have been previ-
ously shown in Ref. 16. The pressures reach thousands of
bars at close contact and decay monotonically with separa-
tion. On the contrary, the stiff surfaces exhibit profound
oscillations in the hydration pressures [Fig. 3(b)]. This phe-
nomenon is directly associated to the water layering in Fig.
2(b) and has been discussed in Ref. 16. The amount of inter-
lamellar water between the surfaces is shown by turquoise
curves in Fig. 3. It increases with the surface distance and it
is slightly higher between more polar surfaces (a¼ 1) as a
consequence of different depletion layer thickness, as
observed in Fig. 2.
B. Fluctuations evaluated from simulations
So far, we have considered only the mean values of interac-
tion pressures and interlamellar water amount. In realistic sys-
tems, however, the interlamellar water is in equilibrium with
an external water reservoir, and therefore, the number of water
molecules as well as the interaction pressure are both subject
to fluctuations. In the following, we address the question of the
nature of these fluctuations and their dependencies on system
size and type. We will estimate the intensity of fluctuations in
order to assess their importance for finite-size surfaces.
In our canonical simulation approach, the number of
water molecules is fixed to N and adjusted to match the
reference chemical potential. Consequently, water number
fluctuations do not explicitly appear in the simulations.
However, by the use of thermodynamic relations, we can
numerically predict the fluctuations that would take place in
a corresponding grand-canonical scenario. We quantify fluc-
tuations of the interlamellar water number by the variance
DN2 ¼ hN2i  hNi2. In general, from a known dependence
of the number of particles NðlÞ on the chemical potential,
we can predict the number fluctuations as36





Here, N is the average number of water molecules at given
chemical potential l. Since in all our systems the tempera-
ture T is always constant, we will omit subscripts T from
























we end up with a useful expression for the water number
fluctuations









The two response functions can be easily extracted from our
simulations. The required derivative ð@p=@NÞV is evaluated
from a series of simulations with the same box size but dif-
ferent number of water molecules N. The second one
FIG. 3. Hydration pressures as a function of the surface repeat distance Lz for
two different head-group polarities a. The surface thickness in all cases is
for not too high pressures b¼ 2.9 nm. (a) Results for soft surfaces and (b)
for stiff surfaces. The corresponding number of interlamellar water mole-
cules is shown by turquoise color data points with the scale on the right.
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represents the slope of the interlamellar water content
½ð@N=AÞ=@Lzl given in Fig. 3.
Figure 4(a) shows the water number fluctuations DN2 as
predicted by Eq. (4) normalized by the mean value N as a
function of surface–surface distance D, which is defined as
the distance between oxygen density peaks on opposing
surfaces. As can be seen, the fluctuations are noticeably
larger between the softer surfaces compared with the stiffer
ones. Additionally, fluctuations are larger between less polar
surfaces, in accordance with general expectations.22,23,31
The fluctuations in the number of water molecules
between the surfaces induce fluctuations in the hydration
pressure. This follows directly from the fact that any change
in the number of water molecules by dN directly influences
the hydration pressure between the surfaces via the relation
dp ¼ ð@p=@NÞV dN. This implies Dp2 ¼ ð@p=@NÞ2V DN2, and
by utilizing Eq. (4), we obtain









Expressing all quantities as intensive ratios (independent
















Obviously, the magnitude of the pressure fluctuations





. That means that smaller planar surfaces are subject to
larger pressure fluctuations compared with larger ones. For
infinitely large interacting surfaces, the pressure fluctuations
vanish all together. Figure 4(b) shows the pressure fluctuations
evaluated from all four simulated systems as a function of the
surface separation D. As is immediately apparent, the pressure
fluctuations primarily depend on surface rigidity. Most impor-
tantly, stiffer surfaces are subject to larger pressure fluctua-
tions than soft surfaces. The particular data in Fig. 4(b)
suggest that the hydration pressure between the stiff polar
surfaces 1 nm apart and with area A ¼ 10 10 nm2 across
fluctuates with a magnitude of around 100 bars, and for lat-
eral surface size of A ¼ 100 100 nm2 around 10 bars. In
the case of soft surfaces, the fluctuations are reduced to
roughly half of that. This gives us a first impression of the im-
portance of pressure fluctuations for a given system size.
Thus, for surface sizes below around several tens of nano-
meters, hydration force fluctuations can become quite
sizeable.
Comparing the number and pressure fluctuations in
Figs. 4(a) and 4(b), an inverse trend among all four surface
types is clearly evident. At first sight, it may seem counterin-
tuitive that the lower the number fluctuations DN, the larger
the pressure fluctuations Dp. In fact, the relation between
DN and Dp can be obtained by eliminating ð@p=@NÞV from
Eqs. (4) and (6), which yields





As we will discuss in more detail in Sec. III C, for not too
small distances we can approximate ð@N=@VÞl ’ qw, where
qw is the water density, and hence, DpDN ’ kBTqw. Thus,
the number and pressure fluctuations are inversely propor-
tional, which can be intuitively understood as follows.
Between soft surfaces the number of particles tends to fluctu-
ate more, since the system can more easily accommodate
additional water molecules without a significant increase in
pressure. The opposite is true for stiff surfaces, where a few
extra molecules increase the pressure significantly and by that
prevent further molecules to enter the interlamellar region.
In the next step, we rationalize the observed fluctuation
behavior and its distance dependence using a simple contin-
uum description.
C. Fluctuations predicted by continuum approach
In order to gain a deeper understanding of the simulation
results, we consider a simple continuum description in the
FIG. 4. (a) Fluctuations of the number of interlamellar water molecules. The
data points show the values evaluated from simulations via Eq. (4). Solid lines
are theoretical predictions for a¼ 1 according to Eq. (11) for soft (brown) and
stiff (blue) surfaces, respectively. The brown dashed line represents the ap-
proximate prediction for the soft case [Eq. (12)], and the blue dashed line rep-
resents the approximate prediction for the stiff case [Eq. (13)]. (b)
Fluctuations in the hydration pressure. The data points are evaluations from
simulations via Eq. (6). Solid lines are theoretical predictions of Eq. (14)
a¼ 1 for soft (brown) and stiff (blue) surfaces, respectively. The brown
dashed line represents the approximate prediction [Eq. (15)] for the soft case.
The blue dashed line represents the approximate prediction for the stiff case
[Eq. (16)].
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following. To that end, we link the linear response functions
entering Eqs. (4) and (6) to relations based on a simple con-
tinuum model.
We first turn our attention to the pressure derivative with
respect to the number of water molecules, namely, ð@p=@NÞV .
The pressure change upon inserting additional water molecules
at constant volume can be related to the compressibility of the
entire system as dV=V ¼ vdp, where dV accounts for the
volume of the inserted molecules dV ¼ dN=qw, with qw repre-









Here, v accounts for the normal isothermal compressibility
of the entire system. Our system is composed of a water slab
with thickness D and two surfaces with the overall thickness
b, such that the total repeat distance is Lz ¼ bþ D. From the
known isothermal compressibilities of water vw and the
surfaces vs, the compressibility v of the entire system can be
approximated as a weighted sum according to v ¼ ðvwD
þvsbÞ=Lz. This gives us an analytical expression for the






qw vwDþ vsbð Þ
: (9)
The compressibility of bulk water is vw ¼ 4:5 105 bar1.
We determine the compressibility and effective thickness of
the surfaces in independent simulations, where we measure
the pressure response of the surfaces to compression. A
detailed description is given in Appendix B, with the results
listed in Table I. We quantitatively verify the analytic rela-
tion Eq. (9) by comparison with simulated results in
Appendix C.
The other thermodynamic relation that we describe via a
simple continuum model is the change of the number of
water molecules with respect to the repeat distance at con-
stant chemical potential, ð@N=@LzÞl. Performing a few ther-










Here, the pressure p(D) is related to pðLzÞ in Table I. This
expression has a simple physical interpretation. At large
enough separations D, where the hydration pressure p(D)
does not significantly contribute to the compression of the
surfaces, the change in the repeat distance dLz results exclu-
sively from the change in the water slab thickness dD ¼ dLz.
The corresponding change in the water molecule number is
then dN=A ¼ qwdLz; hence, ð@N=@VÞl ’ qw. In contrast, at
higher pressures, part of the repeat-distance reduction dLz
goes on the expense of surface compression. Consequently,
the interlamellar water amount reduces more slowly with Lz.
This can be seen from the decreasing slopes of the water
number at smaller distances in Fig. 3.
Using the derived analytic relations Eqs. (9) and (10), we











In Fig. 4(a), we plot the prediction of this equation by
solid lines for completely polar (a¼ 1) stiff and soft surfa-
ces. Here, we use the measured effective parameters for the
compressibilities and hydration pressures listed in Table I.
Both lines agree reasonably well with the simulated data,
especially for larger distances.
In the case of soft surfaces, where the entire compressibil-
ity of the system is governed by the compressibility of the







The brown dashed line in Fig. 4(a) shows the prediction of
Eq. (12) for the soft case. The agreement is good at interme-
diate distances.
On the other hand, in the limit of large enough surface
separations or small enough surface compressibility, that is,
vwD  vsb and when the interaction pressure is not too




which is independent of distance D. It essentially represents
the amount of bulk water fluctuations, DN2=N  0:063. This
prediction is represented by a horizontal blue dashed line in
Fig. 4(a). As can be seen, in the case of stiff surfaces, the
water fluctuations are roughly the same as in bulk water
even down to very small separations, D 	 0:5 nm.
Similarly as for the water number fluctuations, we now
derive an expression for the pressure fluctuations using our
simple continuum model relations. Plugging the expressions










 p Dð Þ=k
 1=2
: (14)
It implies that smaller and less compressible surface systems
are subject to larger fluctuations in hydration pressure. Large
hydration pressures, which are realized at small separations,
suppress the fluctuations. The prediction of Eq. (14) is shown
by solid lines in Fig. 4(b) for the highly polar (a¼ 1) stiff
and soft surfaces.
We now take a closer look at two interesting limiting
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which does not depend on surface separation. This prediction
is shown as a brown dashed line for the soft case in Fig. 4(b)
and it agrees well for intermediate separations. It becomes
inaccurate for large separations and also clearly fails at close
contact. In the case of stiff surfaces or large separation,











This prediction is plotted as a blue dashed line in Fig. 4(b)
and turns out to be a good approximation for stiff surfaces at
large separations.
We have demonstrated that the qualitative trends of the
hydration fluctuations can be well captured by a simple con-
tinuum model for the effective compressibility of the com-
posite surface–water slab system. This serves as a useful tool
for estimating fluctuations’ magnitudes.
Next, we briefly discuss the role of hydration pressure
fluctuations for energy barrier crossing. In various situations,
the hydration force represents an energy barrier to a close-
contact state, such as in the situations of surface adhesion
and membrane fusion.
For an explicit illustration of the role of fluctuations in
such processes, we consider a simple scenario, where the
repulsive hydration force acting between two interfaces is
counteracted by an attractive van der Waals-like force at
short distances, such that the pressure is given by




Here, we employ the parameters in Table I of the soft polar
surfaces with a¼ 1 for the hydration repulsion part with the
amplitude ~p0 ¼ p0eb=k. For the strength of the attractive
part, we choose C ¼ 1 bar nm3, which is related to the
Hamaker constant via C ¼ H=6p with a typical value for
hydrocarbons H 	 1 kBT.37 The total pressure corresponding
to Eq. (17) is plotted in Fig. 5(a) by a blue solid line. The
fluctuations in the hydration pressure due to finite surface
size are estimated via Eq. (14), and the corresponding pres-
sure range p6Dp is represented by shaded regions for the
surface areas of A ¼ 100, 25, and 10 nm2. We see that signif-
icant fluctuations in the pressure around its mean value lead
to a temporal decrease in the pressure and therefore to an
effective decrease in the free energy barrier.
Bringing such surfaces into the close-contact state requires
first to overcome a large energy barrier w
 ¼ Ð1D
 pðDÞdD,
which from Eq. (17) follows as
w







 is the distance at which the pressure vanishes,
pðD
Þ ¼ 0. In fact, accurate estimates of the adhesion rate
would require knowledge of the attempt rate of the barrier
crossing events, which is for such complex systems a
numerically demanding task.38 Therefore, we only predict
the fluctuations of the free energy barrier height in a heuris-
tic way. The fluctuations can be estimated from the hydra-
tion repulsion part in Eq. (18) by replacing the pressure at
distance D








 that follows from Eqs. (19) and (18) repre-
sents relative fluctuations in the free energy barrier height.
Assuming Dp





p  1300 bar nm for stiff surfaces from Fig. 4(b), we
plot the ratio in Fig. 5(b) as a function of surface area A. The
smaller the interacting areas of the surfaces, the more signifi-
cant the temporal decrease in the free energy barrier is.
Energy fluctuations are significant already for surface areas
of A¼ 100 nm2 and become comparable to the free energy
barrier itself for areas around A¼ 10 nm2. Note that due to
the more pronounced pressure fluctuations of stiff surfaces
compared with soft surfaces, as seen in Fig. 4(b), the relative
energy barrier height decrease is more pronounced for stiff
surfaces. We obtain the counter intuitive results that hydra-
tion energy barrier height fluctuations are less dramatic for
soft surfaces.
FIG. 5. (a) Hydration pressure of soft polar surfaces counteracted by vdW-like
attraction as described by Eq. (17), giving rise to an energy barrier [Eq. (18)].
The shaded stripes represent the estimated range of pressure fluctuations
around its mean value for lateral surface areas of A¼ 100, 25, and 10nm2,
respectively. (b) Estimated relative fluctuations in the free energy barrier
Dw
=w
 from Eqs. (18) and (19) for the soft (red) and stiff (blue) surfaces.
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IV. CONCLUSIONS
Hydrophilic surfaces in water experience large hydration
repulsion forces as they approach each other. At the same
time, the interacting interfaces are subject to local hydration
pressure fluctuations, which can play a significant role in
kinetic processes of small systems, such as energy-barrier
crossing in adhesion events.
In this article, we analyze the hydration interactions
between four different polar surface types. By combining
simulation approaches with thermodynamic principles, we
are able to extract the basic characteristics of fluctuations of
the interlamellar water number and the hydration pressure
acting between the surfaces. In general, the stiffer the surfa-
ces, the larger are hydration force fluctuations and smaller
are the fluctuations in the number of interlamellar water mol-
ecules. The importance of fluctuations dramatically increases
with decreasing lateral size of interacting interfaces. Our
results suggest that hydration fluctuations become significant
for lateral system sizes below several tens of nanometers.
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APPENDIX A: SIMULATION DETAILS
In our simulations, we use the simple point charge/extended
(SPC/E) water model39 and united-atom parameters taken from
the GROMOS forcefield for the surface molecules.40 We
reduce the hydrogen-bonding capability among the head groups
by slightly increasing their effective sizes. We achieve this by
increasing the repulsive part of the Lennard-Jones (LJ) parame-
ter C12 between the surface oxygen atoms from the original
1:5 106 to 10 106 nm12 kJ/mol.
The molecular dynamics simulations are performed with
the GROMACS simulation package41 in the canonical (NVT)
ensemble. The temperature is maintained constant at
T¼ 300K by the Berendsen thermostat with a time constant
of 1 ps.42 Electrostatics is treated using Particle-Mesh-Ewald
methods43,44 with a 0.9 nm real-space cutoff. LJ potentials
are shifted by a constant offset such that they are zero at their
cutoff distance rc ¼ 0:9 nm. Prior to the production runs, the
systems are equilibrated for at least 1 ns. Production runs for
measuring the normal pressure and for measuring the LJ part
of the excess chemical potential by the Test Particle
Insertion method have a duration of 60 ns for a given separa-
tion. Simulations for the Thermodynamic Integration used
for measurements of the Coulomb part of the water excess
chemical potential have a cumulative duration time of 400 ns
per surface separation.
For a given separation Lz, the number of water molecules
N has to be guessed in the beginning. By measuring the
water chemical potential l and the normal pressure pðlÞ for
the given number of water molecules, we can numerically
evaluate the pressure pðl0Þ that corresponds to the reference
chemical potential of bulk water at ambient conditions l0. If
the deviation of the measured chemical potential from the
reference value, l l0, is small enough, the interaction
pressure can be evaluated by thermodynamic extrapolation




Here, v1w ¼ ð@p=@lÞV ¼ ð@N=@VÞl is related to the change
of the system volume upon inserting a water molecule into
the system at a constant chemical potential [Eq. (10)]. If the
deviation l l0 is large, one or two additional simulations
at iteratively refined values of N are necessary. For a more
detailed description of the interaction pressure evaluation,
see Ref. 16.
APPENDIX B: COMPRESSIBILITIES OF THE
SURFACES
In order to apply the analytic continuum approach rele-
vant for the atomistic model, we need to extract the effective
thickness b of the modeled surfaces as well as their compres-
sibilities vs in the stiff and the soft cases.
We simulate the surfaces without intervening water and
monitor the pressure response to an applied compression in
z-direction. Figure 6(a) shows the perpendicular pressure in
the system as a function of the simulation box size Lz. At
FIG. 6. (a) Perpendicular pressure upon compressing the stiff and the soft po-
lar surfaces with a¼ 1 in the absence of interlamellar water. Data points are
simulation results. Linear fits around the adhesive state, p¼ 0, are shown by
dashed lines. (b) Pressure response to a change in the number of water mole-
cules at constant repeat distance. Simulation results for all four surface types
are shown by data points. Theoretical predictions of Eq. (9) for a¼ 1 are
shown by dashed curves for the soft and the stiff cases.
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large distances Lz, a vacuum gap between the surfaces gives
rise to attraction due to dipole–dipole and LJ interactions. At
the distance Lz  2:9 nm, the surfaces come into the adhe-
sive state where the attractive forces are balanced by repul-
sive steric forces, resulting in p¼ 0. We use this value to
represent the effective thickness of two uncompressed surfa-
ces in the continuum description, b  2:9 nm. Upon further
decrease in the box size, the surfaces undergo compression,
resulting in a repulsive pressure p in z-direction. For not too
large compressions, the pressure scales approximately line-
arly with Lz, so that it allows to extract an effective compres-
sibility of the surfaces via the relation dV=V ¼ dLz=Lz
¼ vsdp. By linearly fitting the simulation data around
p¼ 0, we obtain the slopes dp=dLz ¼ 4:7 104 and
6:2 103 bar/nm, for the stiff and the soft surfaces, respec-
tively. From this, we evaluate the compressibility vs ¼
½ b ðdp=dLzÞ1 and obtain vs ¼ 5:5 105=bar for the soft,
and vs ¼ 0:6 105=bar for the stiff surface.
APPENDIX C: PRESSURE RESPONSE FUNCTION
½›p=ð›N=AÞLz
Here, we verify the analytic expression Eq. (9) for the
response function by comparing it to simulation data. The
response function ½@p=ð@N=AÞLz is easily accessible in our
simulations. For a given box size Lz, we perform several
NVT simulations with different number of water molecules
N around the value that corresponds to the reference chemi-
cal potential. At the same time, we measure the correspond-
ing pressure p(N). The desired response function is the
derivative of the pressure with respect to N divided by the
surface area A. The results evaluated from simulations are
represented by symbols in Fig. 6(b) as a function of the
repeat distance for all four surface types. The dashed lines
are the predictions from the analytic continuum model for
a¼ 1 [Eq. (9)]. The simple model with independently deter-
mined b and vs compares reasonably well to the simulation
results of fully polar stiff and soft cases at not too small sep-
arations. Only below around Lz¼ 3 nm does the continuum
model break down. For the soft surfaces, the total compressi-
bility is governed by the surface compressibility vs, and the
pressure response function appears to be almost independent
of polarity a. However, for the stiff surfaces, the total com-
pressibility is dominated by the compressibility of the water
slab vw, and significant differences appear between the high
and the medium polarity.
APPENDIX D: DERIVATION OF THE RELATION
½›ðN=AÞ=›Lz l
Here, we show a detailed derivation of Eq. (10), which
represents the change in the interlamellar number of water
molecules N/A upon changing the repeat distance Lz of the
surfaces at prescribed chemical potential l. Consider the vol-
ume of a system as a state function V(N, p). Note that we are
disregarding temperature dependence in our notation. The










Likewise, from the state function N(l, p) we derive the total
differential of the number of water molecules. By combining




















































We now express the response functions in the above
equation by relations from a simple continuum-model. First,
we use ð@V=@pÞN ¼ vV, where v is the total compressibil-
ity of the system, given by v ¼ ðvwD þ vsbÞ=Lz. Next, the
term ð@p=@LzÞl represents the rate of change of the hydra-
tion pressure with the repeat distance Lz at constant chemical
potential. Assuming an exponential decaying law for the
hydration pressure pðLzÞ ¼ p0 expðLz=kÞ, we obtain
ð@p=@LzÞl ¼ pðLzÞ=k. We can express the repeat distance
Lz in terms of surface–surface distance D as Lz ¼ bþ D.
Finally, the term ð@V=@NÞp represents the partial volume of
a water molecule, namely, the amount by which the system
expands upon inserting one water molecule into the system
at constant pressure. Neglecting water compressibility, we
can express it by the bulk water density 1=qw. We further-
more write the volume of the system as V¼ALz, where A is
the surface area and Lz the repeat distance of the surfaces.










which is Eq. (10) in the main text.
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