This review focuses on recent developments on synthetic spin-orbit (SO) coupling in ultracold atomic gases. Two types of SO coupling are discussed. One is Raman process induced coupling between spin and motion along one of the spatial directions, and the other is Rashba SO coupling. We emphasize their common features in both single-particle and two-body physics and their consequences in many-body physics. For instance, single particle ground state degeneracy leads to novel features of superfluidity and richer phase diagram; increased low-energy density-of-state enhances interaction effects; the absence of Galilean invariance and spin-momentum locking give rise to intriguing behaviors of superfluid critical velocity and novel quantum dynamics; and mixing of two-body singlet and triplet states yields novel fermion pairing structure and topological superfluids. With these examples, we show that investigating SO coupling in cold atom systems can enrich our understanding of basic phenomena such as superfluidity, provide a good platform for simulating condensed matter states such as topological superfluids, and more importantly, result in novel quantum systems such as SO coupled unitary Fermi gas and high spin quantum gases. Finally we also point out major challenges and possible future directions.
The effects of SO coupling for electrons have been extensively studied in various areas of physics before. For instance, in atomic physics, it gives rise to fine structure splitting that plays a very important role in electronic structure of atoms; In condensed matter physics, it is one of the major effects that govern electron transport in a semiconductor, and recently it has been found that SO coupling can give rise to novel materials such as topological insulator, quantum anomalous Hall effect and topological superconductor.
In contrast, neutral atoms originally do not have SO coupling effect. Nevertheless, recently by utilizing atomlight interaction, synthetic SO coupling can be generated for ultracold atoms. In the past few years, studying SO coupled quantum gas has become one of the hottest topics in cold atom physics, and many theoretical and experimental progresses have been made in this direction. One question the readers may have in mind is, since SO coupling effects have been studied in several different branches of physics before, why we want to study this effect again in the content of cold atom system and what the new physics we shall expect here. From my perspective, the main motivations for studying SO coupling effects in ultracold quantum gases of cold atoms can be summarized as follows:
• Previously, SO coupling effects have only been studied in fermonic systems. Whereas many atomic species are bosonic, creating SO coupling in cold atomic gases provides the first physical realization of SO coupled boson system, and therefore arises many new issues, for instance, how SO coupling affects the behavior of a boson superfluid. This also opens a new avenue where many new quantum states and novel quantum phenomena will emerge.
• Cold atom systems are highly tunable and can be used for the purpose of quantum simulation. Making use of this tunability, on one hand, we can study physics like topological insulator and superconductor in a more flexible and disorder free setting; and on the other hand, we can reach certain parameter regimes that are not easy to access with conventional solid state materials, for instance, tuning arXiv:1403.8021v2 [cond-mat.quant-gas] 11 Feb 2015 2 the strength of SO coupling to be comparable with Fermi energy, where novel effects will be expected.
• Cold atom systems have their own unique features, and the interplay between SO coupling and these features leads to many intriguing phenomena. For examples, using Feshbach resonance one can reach strongly interacting "unitary" quantum gas with many universal properties. How does SO coupling affect those properties of "unitary" gases? In contrast to spin-1/2 electrons, many atoms possess spin much larger than 1/2 (for instance, Rb and Na has spin-1, Cr is spin-3, Er is spin-6 and Dy is spin-8), how does SO coupling manifest its effect in these high spin systems?
In this review, I shall illustrate above three points with examples from recent progresses, and hopefully, it will stimulate more efforts along this direction.
In this review, two types of SO coupling will be discussed. For the first type, spin is only coupled to motion of atoms along one spatial direction which is induced by two contour-propagating Raman beams. This has been realized in recent experiments for both bosonic and fermionic atoms [1] [2] [3] , and in this review we will call it "Raman-induced SO coupling". The other type is Rashba SO coupling which has higher symmetry. Although it has not been realized experimentally yet, there are many theoretical proposals of how to realize it, and extensive theoretical studies have been made on this type of SO coupling. These two types of SO coupling will be discussed separately in this review because of their difference in microscopic details. Nevertheless, we will emphasize that there are quite a few common features between different types of SO coupling, which yield similar properties in many-body systems in various aspects.
So far there are already several reviews on this subject. The earliest review paper by Dalibard et al. focuses on the general idea and various schemes of how to create synthetic gauge field in cold atom system 4 , and the nonabelian gauge field generates the effect of SO coupling. Then, a review paper by myself introduces some early works on many-body physics of ultracold atom gases with SO coupling 5 . Recently, Galitski and Speilman published a nice review on Nature which focuses on experimental realization of SO coupling in cold atom systems and its connection to condensed matter physics 6 . Goldman et al. give a comprehensive review of various realizations of synthetic gauge field so far, as well as interesting manybody physics for both bosonic and fermionic gases with gauge fields 7 . In this review we shall try to minimize the overlap with the content that have been discussed in above review articles, and will refer readers to the corresponding parts of these articles for the overlap part. This review will also be restricted to SO coupling effect, and will not discuss some other developments in a more general framework of synthetic gauge fields with cold atoms, including trying to realizing large synthetic magnetic field or dynamical gauge fields. 
II. REALIZATION OF SPIN-ORBIT COUPLING
In this section, we shall first introduce two types of SO coupling that have been discussed mostly in current literatures.
A. Raman-induced SO Coupling
The idea of generating SO coupling via Raman coupling has been discussed by serval earlier works [8] [9] [10] , and is first experimentally realized in Ref. 1 . We first consider alkali atoms like 87 Rb and 40 K, whose ground state electronic structure is 2 S 1/2 . The spin of these atoms F is the sum of electron spin S and nuclear spin I. For instance, for 87 Rb, S = 1/2 and I = 3/2. The total spin states therefore are separated by hyperfine coupling into two manifolds with F = 1 and F = 2, respectively 11 . All spin states are labelled by |F, F m . In this type of experiments, we usually take a mixture of two spin states |F, F m and |F, F m − 1 , and regard it as a pseudo-spin-1/2 system. For 87 Rb, we usually take states |1, 0 and |1, −1 1 .
As shown in Fig. 1 (a) , this type of SO coupling is induced by two counter-propagating Raman laser lights alongx. A magnetic filed alongẑ sets the spin quantization axes. One of the laser beam is π polarized alongẑ and the other is linearly polarized alongŷ, and the later can be decomposed as σ + and σ − . In the presence of these two laser beams, atom will undergo a two-photon process, i.e. first be excited to an intermediate excited state 2 P 1/2 or 2 P 3/2 by absorbing a π (or σ +/− ) light and then come back to the ground state spin manifold by emitting a σ +/− (or π) light, as shown in Fig. 1(b) . This two-photon process is mathematically described by a rank-2 tensor which can be decomposed as a sum as irreducible scalar part, vector part and tensor part. The detail derivation of this decomposition has been nicely summarized in chapter-4 of recent review article Ref. 7 . It has been shown that if we ignore the fine structure splitting ∆ FS between 2 P 1/2 and 2 P 3/2 , only the scalar part is nonzero which creates a spin independent scalar potential. Intuitively, it is because the ground state spin manifold of an alkali atom has L = 0, while this twophoton process only changes angular momentum L by one, which can not be coupled to spin degree of freedom if without the help of L-S coupling. That also indicates that the vector part (which is propositional to F) must be proportional to the fine structure splitting ∆ FS . Therefore, the strength of spin dependent Raman coupling is proportional to ∆ FS /∆ 2 , rather than 1/∆ (as naively expected from a second-order perturbation theory). Alternatively speaking, this is because for the spin dependent part, the second order process through 2 P 1/2 acquires an opposite Clebsch-Gordan coefficient as the process through 2 P 3/2 . Finally, for the similar reason, the irreducible tensor term is proportional to the hyperfine structure splitting, which is usually sufficiently small comparing to ∆ and can be safely ignored for alkali atom case.
Hence, here we mainly focus on the vector term. Denoting these two spin states as |↑ and |↓ , the single particle motion alongx-direction is described by Hamil-tonianĤ 0 ,Ĥ
where Ω/2 is the strength of Raman coupling and k 0 is the wave vector of the laser. The off-diagonal term describes the spin flipping process accompanied by a momentum transfer of 2k 0 alongx direction, which is essentially the origin of the SO coupling effect. δ = ω z − δω, where ω z is the Zeeman energy difference between these two spin states and δω is the frequency difference between two laser beams. To derive this Hamiltonian, we also need to assume that other spin levels are far offresonance under the two-phonon process, for instance, by utilizing the quadratic Zeeman effect [1] [2] [3] 5 .
To illustrate the connection with conventional terminology of SO coupling, we apply a unitary transformation to the wave function ϕ = U ψ, with
and correspondingly, the Hamiltonian for ϕ is changed to UĤ 0 U † and the newĤ 0 is given bŷ
In literature, the momentum for wave function ϕ is also called "quasi-momentum", which is related to real momentum of wave function ψ by a shift of ∓k 0 (− for |↑ and + for |↓ ) alongx direction. In terms of Pauli matrix, the Hamiltonian Eq. 3 can be written aŝ
Upon a spin-rotation alongŷ by π/2, σ x → σ z and σ z → −σ x ,Ĥ 0 can be expressed aŝ
which corresponds to an equal weight mixing of Rashba (k x σ x +k y σ y ) and Dresselhaus (k x σ x −k y σ y ) SO coupling, in addition with a Zeeman field in the spin xz plane.
B. Rashba SO Coupling
In recent literatures of cold atom systems, many theoretical papers focus on pure Rashba SO coupling whose single-particle Hamiltonian can be written aŝ
So far such a SO coupling has not been realized yet. However, many theoretical proposals have been made on how to realize such a SO coupling experimentally. Basically, these proposals fall into three categories.
• Dark-State Scheme: This scheme utilizes Lambda or tripod laser coupling to generate two or more degenerate dark states, and these degenerate dark states serve as pseudo-spins. Since these darks states are all dressed states, and the wave functions of these dressed state have nontrivial spatial dependence, the kinetic energy operator projected into the dark state manifold usually possesses nontrivial abelian or non-abelian gauge field term [12] [13] [14] [15] [16] [17] [18] . For certain carefully designed laser configurations, these gauge field can give rise to SO coupling of the form as Eq. 6 18 . This scheme has been summarized in detail in review article Ref. 4 . However, the problem with the dark state scheme is that there is always at least one eigenstate whose energy is lower than the dark-state manifold. Thus, when the system is initially prepared in the dark-state manifold, the collision between particle will inevitably lead to the decay into the lowest energy dressed state and the lifetime of the system of interest can be quite limited 19 .
• Generalized Raman Scheme: In Sec. II A we have discussed that SO coupling along one of the spatial direction can be generated by two counterpropagating Raman beams. One can generalize this scheme to realize a Rashba-type SO coupling by using more Raman beams 20, 21 . Here the advantage is that with Raman scheme, SO coupling is created for the manifold of the lowest energy, and therefore there is no collisional instability. However, the challenge comes from the heating problem (as we will discuss in the end of this paper), and therefore the more laser beams, the stronger the heating rate. Beside, it has also been proposed that by fast switching the direction of two counter-propagating Raman beam, a Rashba SO coupling can also been generated from a time-averaged effect 22 .
• Pure Magnetic Scheme: To avoid the heating problem due to Raman laser, schemes that only involve magnetic method have been proposed 23, 24 . In fact, back to early days of cold atom physics, it has been pointed out that when a Bose condensate is trapped in a magnetic trap, the spin of atoms are frozen to the direction of magnetic field varying in space, which gives rise to an effective gauge potential 25 . Nevertheless, in that case, the gauge filed varies on the scale of condensate size, and therefore it is relatively weak. To create a gauge potential which can vary at the scale of inter-particle spacing, one needs a magnetic field configuration that can vary at the scale of micron. Such a situation can be achieved in an atomic chip experiment. Currently, engineering Rashba SO coupling and other topological phase using atomic chip is one of the most promising directions for the future 23, 24, 26 .
In additional to Rashba SO coupling of the form as Eq. 6, there are also interests on systems with isotropic SO coupling in all three dimensions, whose Hamiltonian is written asĤ
Schemes of realizing such a coupling have been proposed with both generalized Raman scheme 27 and pure magnetic scheme 23 .
III. SINGLE-PARTICLE AND TWO-BODY PHYSICS
In this section I will highlight some common features between these two types of SO coupling for both singleparticle and two-body physics, which will will be responsible for most of interesting many-body physics discussed in this review.
A. Single-Particle Physics
Both kinds of SO coupling discussed above can be written in a form as a momentum-dependent Zeeman field
For Raman-induced SO coupling Eq. 4,
for Rashba SO coupling Eq. 6, Lower panel: corresponding single-particle density-of-state (DoS). As reference, the dashed line is DoS without SO coupling. Similar plot has been published in Ref. 28 and for three-dimensional isotropic coupling Eq. 7,
These single particle Hamiltonians still possess translational symmetry and thus momentum k is a good quantum number. With SO coupling, spin is no longer a good quantum number, but for each given momentum k there is another good quantum number for single-particle Hamiltonian, namely, the helicity. Helicity "±" denotes spin parallel or anti-parallel to Zeeman field h k , and their energies are given by
Hereafter, we shall always use the recoil energy E r = k 2 0 /(2m) as energy unit.
• Single-particle ground state degeneracy: For Raman-induced SO coupling, when δ = 0, the singleparticle dispersion is given by
For Ω < 4E r , the single-particle dispersion displays two degenerate minima at
As Ω increases toward 4E r , these two minima approach each other and merge into one single minimum at Ω = 4E r , as shown in Fig. 2 . When Ω > 4E r , the single particle dispersion only has one single minimum at k x = 0.
For Rashba SO coupling, the single particle dispersion is given by
where k ⊥ = k 2 x + k 2 y . Thus, the single particle ground state is located at k ⊥ = k 0 and k z = 0. Notice that the single particle energy is independent of the angle θ = arctan(k x /k y ), this Hamiltonian has a circle of degenerate ground states.
In fact, degenerate single particle ground state is a natural consequence from SO coupling. Because the SO coupling term is usually linear in k, thus, the single-particle minimum is often shifted from k = 0 to finite momentum. The symmetry of a finite momentum state is usually lower than that of the Hamiltonian. For instance, for the Raman-induced SO coupling with δ = 0, the Hamiltonian has a Z 2 symmetry (k x → −k x and σ z → −σ z ); and for Rashba SO coupling, the Hamiltonian has a U (1) rotational symmetry with simultaneous rotation of spin and space in xy plan alongẑ direction. While a plane wave state with finite k does not possess these symmetries, and therefore, the ground states become degenerate.
As we will discuss later, the degeneracy of single particle ground state causes frustration to Bose condensation, which can lead to new types of superfluid with additional broken symmetries, for instance, the condensate with spatial stripe order is first predicted by Ref. 35 in Rashba SO coupling system, and subsequently in Raman-induced SO coupling system by Ref. 36 . Large single particle degeneracy can even lead to more exotic ground state of bosons, as we shall discussed in later session.
• Change of density-of-state: The change of single particle dispersion also affects low-energy density-ofstate (DoS), and in many cases, the DoS is significantly enhanced. In Raman-induced SO coupling, at Ω = 4E r with δ = 0, the single particle dispersion exhibits a k 4
x dispersion alongx for small k x . Thus, the DoS becomes larger than usually k 2
x dispersion, as shown in Fig. 2 . This will affect Bose condensation temperature and the interaction shift of Bose condensation temperature 28 .
More dramatic change of single-particle DoS is the Rashba SO coupling and the three-dimensional isotropic SO coupling [29] [30] [31] . For Rashba SO coupling, if the system is two-dimensional, the low-energy DoS behaves as 1/ √ as normal one-dimension system; and if the system is three-dimensional, the low-energy DoS behaves as a constant as normal two-dimensional case. Effectively, this reduces the dimensionality by one. Intuitively, this dimension reduction is because the ground states form a circle in k x k y plane, in two-(three-)dimension, energy increases only along the one-(two-)direction(s) perpendicular to the circle. For three-dimensional isotropic SO coupling, the low-energy DoS behaves as 1/ √ which effectively reduces the dimensionality by two. The drastically increased DoS will has important consequences when interaction effects are included. For instance, as we will discuss in detail later, it will increase quantum fluctuation of interacting bosons, and will also enhance the tendency of pair formation in attractive Fermi gases.
• Absence of Galilean invariance: As mentioned above, the system with SO coupling still displays translational invariance and momentum is still a good quantum number.
However, the Galilean invariance is absent 28, [32] [33] [34] . Under the Galilean transformation, r → r−vt and the Hamiltonian becomesĤ 0 −vk. For conventional system with H 0 = k 2 /(2m), the additional term vk can be eliminated by a gauge transformation e ivr , and thus the Hamiltonian is invariant under the Galilean transformation. While with SO coupling, for instance, with Raman-induced type, after the same gauge transformation to eliminate the v · k term, it acquires an additional term v x k 0 σ z /m; and for Rashba type SO coupling, it acquires an additional term −k 0 v ⊥ · σ ⊥ /m. That is to say, in the moving frame, the system will have an additional Zeeman term proportional to the velocity of moving frame. Hence, both the spin wave function and the energy dispersion will change with velocity. This will manifest itself in our later discussion of collective excitation and superfluid critical velocity.
• Spin-momentum locking: Since the SO coupling Hamiltonian can be written as a momentum dependent Zeeman field, it means that the spin points to different direction for eigenstates with different momentum. For instance, for the Raman-induced SO coupling, if the particle moves with large positive k x , the ground state spin almost points up alongẑ; and with large negative k x , spin points to opposite direction. Later we shall show that this spin-momentum locking can be directly imaged in collective modes experiments and spin-resolved spectroscopy. For Rashba SO coupling, around certain closed loop in the momentum space, the spin direction even twists a topologically nontrivial loop in the Bloch sphere that leads to topologically nontrivial states in the system.
B. Two-Body Physics
A number of theoretical works have studied twobody problem with SO coupling using different methods 29, [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] . In this subsection we shall discuss some common features in the two-body physics.
• Singlet channel and triplet channel are mixed: Intuitively, this can be easily understood as follows 37 . Let us consider two atoms initially prepared in the same spin state (say |↓ ), with different momenta p and q, as represented by blue arrows in Fig. 3 . The initial state under anti-symmetrization is given by
where ∓ is for fermions and bosons, respectively. If the Zeeman-field is momentum independent (i.e. the case without SO coupling), these two atoms with different momentum always rotate in the same way. Therefore, at a given time t, two spins always rotate to the same direction |n , as shown in Fig. 3 (a). The final state wave function is then given by
Obviously this state remains as a triplet. While as shown in Eq. 8, SO coupling can be described as a momentum dependent Zeeman field. Thus, the amount of rotation each spin executes depends on its momentum and is in general different for different momentum. Suppose at time t, atom with momentum p rotates to |n p and atom with momentum q rotates to |n q , as shown in Fig. 3b , the final-state wave function can now be written as
(18) It is straightforward to show that the wave function Eq. (18) can be rewritten as
where | T = (|n p 1 |n q 2 + |n q 1 |n p 2 )/ √ 2 and | S = (|n p 1 |n q 2 − |n q 1 |n p 2 )/ √ 2 ∝ |S are triplet and singlet components, respectively. Thus, the wave function contains both singlet and triplet components. In later section we shall discuss how this mixing is probed in Raman-induced SO coupling experiment 37 .
• Different partial wave channels are mixed: This is a natural consequence that SO coupling breaks spatial rotational symmetry. Experimentally, by colliding two SO coupled Bose condensates, the scattering halo reflects the behavior of scattered wave function at large distance. For two-component bosons, contributions from d-and g-wave have been observed in the scattering halo 38 . However, this should be distinguished from short-range behavior of two-body wave function. In usual scattering theory, wave function in different partial wave channel has different behavior at short distance. One natural question is whether and how the SO coupling changes the short-range behavior of the two-body wave function.
For s-wave interaction, it is well known that the lowest energy two-body wave function takes the form as 1/r − 1/a s at short distance, where a s is the s-wave scattering length. It has been shown that when the width of square well r 0 is negligible comparing to 1/k 0 (k 0 denotes the typical strength of SO coupling), and the scattering volume of p-wave is also negligible (i.e. away from pwave resonance), the short-range behavior for s-wave atˆq singlet channel remains as 1/r − 1/a s , and the correction due to SO coupling is at higher partial wave channel (p-wave for SO couplings under current consideration) and does not contain any singular contribution term [39] [40] [41] . This means that we can apply the same momentum space renormalization scheme to treat s-wave zero-range interaction even in the presence of SO coupling 42 .
• Density-of-state effect changes low-energy scattering and the bound state formation: The DoS effect is model dependent. For instance, with Rashba SO coupling, the tendency of forming a bound state is dramatically enhanced 29, 43 . In three-dimension, there is always a shallow zero-momentum bound state for any scattering length because the DoS becomes the same as a conventional two-dimensional system 29 . The two-body short-range correlation is also enhanced 44 . In two-dimension, for zero-momentum scattering the scattering amplitude algebraically depends on energy, similar as conventional one-dimensional system 45 , which is also due to the increased joint DoS. Similar effect can be found for an isotropic SO coupling in three-dimension, in which the DoS is increased to that of a conventional one-dimensional system 27, 29 .
While for Raman-induced SO coupling, because the Raman coupling term effectively plays a role as a Zeeman-field alongx-direction, the two-body joint DoS is in fact suppressed, and the tendency of forming bound state is suppressed. The threshold for the appearance of bound state is shifted to the positive a s side 42, [46] [47] [48] . This has been verified experimentally and will be discussed in detail in later section.
IV. RAMAN-INDUCED SPIN-ORBIT COUPLING
In this section we will discuss interacting bosons and fermions with Raman-induced SO coupling, whose singleparticle Hamiltonian is given by Eq. 4. So far several experimental groups have studied cold atoms in this setup with 87 Rb, 40 K and 6 Li. We shall emphasize these experimental progresses in this direction.
A. Bosons
Phase Diagram
In this part we will first discuss equilibrium ground state for bosons with Raman-induced SO coupling. The emphasis is that the single particle degeneracy will lead to nontrivial superfluid phase, which breaks extra symmetry in addition to the normal U (1) phase symmetry.
As discussed in previous section III A, for Hamiltonian Eq. 4, there are two degenerate minima for δ = 0. For nonzero δ, even these two minima are not exactly degenerate, there are still two local minima in single-particle spectrum for a wide range of small δ. The locations of these minima are denoted by k ± and their wave functions are given by
with
and their energy is given by
Without loss of generality, we can assume the condensate wave function take the form as 1,28,36,51
where the superposition coefficient α and θ are taken as variational parameters. If the interaction is SU (2) spin-rotational invariant, the interaction energy is independent of momentum, p ± can be fixed at single-particle minimum k ± . However, in 87 Rb system studied in current experiment, it is a pseudo-spin-1/2 system for bosons and the interaction term does not require any SU (2) symmetry. Generally the interaction term is given by Moreover, because of the spin-momentum locking discussed in Sec. III A, the spin wave function is momentum dependent and thus the single-particle self-energy also becomes momentum dependent. Hence, in the ansatz Eq. 21, p ± is taken as another variational parameters 51 . All these variational parameters should be fixed by interactions. For 87 Rb atom used in current experiment, we denote |F = 1, m F = 0 state as |↑ and |F = 1, m F = −1 as |↓ , the interaction parameter g ↑↑ = c 0 , g ↑↓ = g ↓↓ = c 0 + c 2 , where c 0 = 7.79 × 10 −12 Hzcm 3 , and c 2 = −3.61 × 10 −14 Hzcm 3 . With these interaction parameters and typical density of a Bose condensate, the energy minimization gives rise to a phase diagram shown in Fig. 4(a) . If the minimization yields 0 < α < π/2, the condensate wave function contains two components with different momenta (p + and p − ), and therefore, spatially it will display a periodically density modulation due to the interference of these two components, as shown in Fig. 4(b) . This phase is denoted as "Stripe Phase" in the phase diagram Fig. 4 (a). The density modulation in the stripe phase increases as Ω increases, and thus, the density-density interaction energy cost increases. Thus, above certain Ω, the energy minimization will yield α = 0 or α = π/2, the condensate wave function becomes a plane wave, either with momentum p + or with momentum p − , which is denoted as "Plane Wave Phase" ("PW1" and "PW2" in the phase diagram Fig. 4(a) ). Furthermore, as Raman coupling strength Ω further increases, p + and p − approach each other and finally they merge together. This regime is denoted by "PW3" in the phase diagram Fig. 4(a) .
To discuss symmetry properties of these phases, we shall first consider following simplification of the Hamiltonian. Denoting g ↑↑ = g + δg and g ↑↑ = g − δg, there will be a term in the interaction energy proportional to δg(n 2 ↑ − n 2 ↓ ) = δg(n ↑ − n ↓ )(n ↑ + n ↓ ). Approximately, by replacing n ↑ + n ↓ withn, this term can be absorbed in the detuning δ-term by redefiningδ = δ + δgn. Then, the remaining interaction terms are also simplified as
Now considering the situation withδ = 0, the Hamiltonian possesses a Z 2 symmetry, that is, k → −k and simultaneously σ z → −σ z . In this situation, the many-body wave function for a stripe phase is written as
where ψ † R and ψ † L are creation operators for single particle state with momentum p + and p − , respectively. In addition to the normal U (1) global phase symmetry breaking, this state breaks spatial translational symmetry, that is, the relative phase θ can spontaneously choose any value between zero and 2π. When Ω > Ω 1 , the system enters the plane wave phase, in which the many-body wave function is either ψ †N0 L |0 or ψ †N0 R |0 . In this case, the ground state does not break spatial translational symmetry but breaks the Z 2 symmetry. Since the single particle states with opposite momentum display opposite magnetization, the ground state will also possess finite magnetization alongẑ once the Z 2 symmetry is broken. Thus, it is also called "Magnetized Phase" in the phase diagram shown in Fig. 4 (c) forδ = 0 case. Finally, when Ω > Ω 2 , two energy minima merge into one single minimum at zero-momentum. Thus, bosons all condense into zeromomentum state as normal Bose condensate, which does not break any additional symmetry and possesses zero magnetization alongẑ. Thus, as one can see, the ground state degeneracy gives rise to novel superfluids with extra symmetry breaking properties and rich phase diagram at zero-temperature, as summarized in Fig. 4(c) . The mean-field phases have also been generalized to spin-1 case 52 and double layer BEC with SO coupling in different directions 53 , where more richer structures have been found. In 87 Rb case since c 2 is quite small comparing to c 0 and g ↑↓ are very close to g, for typical density Ω 1 is about 0.2E r which is quite small. Imaging one can increase density to increase the effect of interactions, as shown in Ref. 51 , Ω 1 increases with the increasing of density, and Ω 2 decreases with the increasing of density. Finally at certain critical density they meet at a tricritical point, above which they will be a direct transition from stripe phase to zero-momentum non-magnetic phase. The phase diagram in term of density is shown in Fig. 4(d) .
Experimentally, at the lowest temperature, a miscible to immiscrible phase transition has been observed around Ω = 0.2E r 1 . However, since the period of density stripe is about 1/k 0 , which is of the order of laser wave length. Therefore it requires high resolution insitu image to observe the density stripe order and so far has not been achieved by any group yet. Across Ω 2 , it has also been observed that the condensate momentum will change from zero to finite 1 . Moreover, since a magnetic phase transition takes place simultaneously at Ω 2 where the magnetization changes from zero to finite, there should also be signatures of this magnetic phase transition. In fact, a divergent spin susceptibility has been observed through collective dipole oscillation 32 , as we will discuss in next subsection.
The rich phases at zero-temperature lead to many intriguing issues. One immediate generalization is what happen to phase boundary at finite temperature. Three possible scenarios of finite temperature phase diagram is schematically shown in Fig. 5(a) , that is, as temperature increases, stripe phase turns into magnetized phase be-fore entering normal state (a1); or stripe phase directly transits to normal state (a2); or magnetized phase can turn into stripe phase before entering normal state (a3).
Magnetization histogram measurements have been proposed and carried out to determine the phase diagram experimentally 54 . It is performed as follows: for a fix parameter of SO coupling and temperature, one repeats the experiment hundreds times, and for each experiment the magnetization M = (N 0↑ − N 0↓ )/(N 0↑ + N 0↓ ) is recorded. Then one can plot the occurrence of different value of M . For the magnetized phase, since condensate either appears in ϕ(p + ) or appears in ϕ(p − ), and because of spin-momentum locking, these two states have opposite magnetization. Therefore, one expects two peaks at opposite M for the histogram of a magnetized state. Whereas for the stripe phase, expanding the manybody wave function Eq. 24 yields a superposition of all
|0 terms with m = 0, . . . , N , which gives rise to a Gaussian distribution centered at M = 0. In fact, as demonstrated in Ref. 54 , when condensate first forms, the magnetization histogram always appears as double peaks, as shown in Fig. 5(c1) , which is consistent with the feature of a magnetized phase with Z 2 symmetry breaking. By further lowering temperature, the double peaks decreases and meanwhile a broad peak centered at M = 0 starts to appear, as Fig. 5(c2) . Finally, at the lowest temperature, the double peaks completely disappear and only the peak at M = 0 remains, as shown in Fig. 5(c) , which is consistent with the feature of a stripe phase. This reveals a phase transition from magnetized phase to stripe phase with lowering temperature. By repeating such measurement for a set of different Raman coupling, a finite temperature phase diagram is experimentally constructed 54 , as shown in Fig. 5(b) . A physical argument to explain this result is presented based on different behavior of low-energy excitations of these two phases 54 , as discussed in Sec. IV A 2, and a quantitative theoretical study is still absent yet.
Excitations
In this part we shall discuss three types of elementary excitations of this type of SO coupled condensate: i) collective modes in a harmonic trap; ii) phonons and roton; and iii) topological excitations of vortex and soliton.
• Collective modes in a harmonic trap: Dipole oscillation is the most simplest collective mode for a BEC inside a harmonic trap. It represents a centerof-mass oscillation of all atoms. Because of the Kohn theorem, the frequency of this mode should be exactly the same as trapping frequency if the system possesses Galilean invariance. Hence, the derivation of dipole oscillation frequency from trap frequency reveals the absence of Galilean invariance of this system. Moreover, as velocity changes as a function of time during dipole oscillation, the spin of atoms also keep varying due to displacement operator (N being the number of atoms); then the equation of motion for X can be derived as _X ¼ 1=ðNmÞ P i ðk x;i þ k r z;i Þ and €X ¼ À! 2 xX þ ik r P i y;i . For either the conditions of no coupling between spins ( ¼ 0) or momentum-independent coupling, e.g., coupled by radio-frequency field with k r ¼ 0, the equation of motion will close at the second order, yielding harmonic oscillation and the well-known Kohn theorem [18, 19] . For both nonzero and k r , however, the equation of motion cannot close at any finite order. This results in anharmonic dipole oscillation.
For a quantitative calculation of the oscillation frequency, we shall use a variational wave-function approach [26] . We first assume that the condensate stays in the lower eigenbranch during the entire oscillation [24] . We further ignore spin-dependent interactions, because the spindependent interaction energy is about 0.46% of the total energy for the F ¼ 1 manifold of 87 Rb atoms [27] , and the aspect ratio of condensate in our experiments is far from ''mode resonance'' [24] . With these simplifications, the dipole oscillation is described by [24] _
As shown in Fig. 2 , our experimental data agree well with the calculations based on Eq. (2). In particular, for ( ¼
where the effective-mass approximation breaks down because of the divergent effective mass, Fig. 2 shows that the oscillation frequency remains finite. Magnetization oscillation.-The Stern-Gerlach TOF images in Fig. 3 (a) show that during dipole oscillation, the spin population also oscillates. Figures 3(b) and 3(c) display the oscillation of quasimomentum k x and polarization M ¼ ðn " À n # Þ=ðn " þ n # Þ, respectively; it can be seen that the oscillation frequencies are exactly identical. To provide an intuitive picture, we assume that during the entire oscillation, the BEC remains at the lower eigenstate branch of Hamiltonian Eq. (1), and the spin configuration adiabatically follows the center-of-mass motion. The eigenstate wave function of the lower branch c ¼ f " ðk x Þj "iþ f # ðk x Þj #i can be obtained by diagonalizing Eq. (1), which yields Mðk x Þ ¼ jf " ðk x Þj 2 À jf # ðk x Þj 2 . Hence, the magnetization changes with k x . The function MðtÞ can be then obtained by using the experimentally measured k x ðtÞ [ Fig. 3(b) ]. The results are shown as black squares in Fig. 3 (c), and agree very well with the directly measured data (red circles). The magnetization oscillation reflects the locking between the spin and momentum in the Hamiltonian Eq. (1) and further provides a direct justification for the assumption in the variational wave-function approach.
Magnetization oscillation can be understood from the absence of Galilean invariance. Consider a BEC that moves with a velocity v alongx; in the comoving frame, the single-particle Hamiltonian acquires an additional term vk x . In a conventional BEC, this term can be gauged away by a gauge transformation c ! e imvx c . In our system, however, such a procedure will introduce a velocitydependent Zeeman-energy term Àmvk r z . Hence, once the condensate moves, an oscillation of magnetization M has to be induced.
Spin polarization susceptibility and quantum phase transition.-A unique feature of a SO-coupled condensate is that spin polarization susceptibility can be deduced from spin-momentum locking. Thus, spin-momentum locking also allows one to probe spin physics through dipole oscillation, which is another unique manifestation of SO coupling.
In fact, one can utilize the gauge field itself to excite dipole oscillation in this system. By suddenly changing δ, the gauge field changes time dependently which generates a pulse of synthetic electric field 55 . This pulse of synthetic electric field gives a finite velocity to condensate so that the condensate starts to oscillate in the trap. It has been found that the frequency is indeed deviated from trap frequency, and to a very good approximation, the new frequency is consistent with an effective mass approximation of SO-coupling modified single particle dispersion 32, 55 .
Moreover, by simultaneously measuring condensate momentum through time-of-flight and spin population through Stern-Gerlach, one can find that a spin oscillation is induced by dipole oscillation and they are well synchronized 32 , as shown in Fig. 6 . As discussed in sub-Section III A, in the moving frame, the Hamiltonian acquires a velocity dependent v x k 0 σ z /m term. Thus, for small amplitude dipole oscillation, it is equivalent to applying an ac-Zeeman field to the system. It is therefore easy to understand that dipole oscillation is connected to spin susceptibility. The relation between dipole oscillation and spin susceptibility is more rigorously established by the sum-rule approach 56 . Ref. 56 shows that a lower bound of dipole oscillation frequency can be obtained by optimizing following equation with respect to η 
is a linear combination of spin and momentum, and such a combination reflects the spin and momentum are coupled. χ is the spin susceptibility. Ignoring the difference between g and g ↑↓ , χ is given by
As discussed in the previous Section, at Ω = Ω 2 the system undergoes a transition from nonmagnetic phase to magnetic field, thus, χ diverges at Ω = Ω 2 . Ref. 56 also shows that χ can be deduced from the oscillation amplitudes as
where A σ and A k are spin and momentum oscillation amplitudes, respectively. Eq. 26 and Eq. 27 are verified experimentally 32 , as shown in Fig. 7 , from which a divergent spin susceptibility is identified as a signature of the magnetic phase transition. Dipole oscillation has also been studied by a variational wave function approach, in which the coupling between dipole mode and other breathing modes are also discussed 57 .
• Phonon and roton: Here we discuss low-energy excitations of a uniform system. The main features are highlighted in Fig. 8 . i) In the stripe phase, excitation spectrum exhibits two linear phonon modes and band structure 58 , as shown in Fig. 8(a) . This is a manifestation of translational symmetry breaking. One of the linear phonon mode corresponds to breaking U (1) gauge symmetry and another linear mode corresponds to breaking of spatial translational symmetry.
ii) In the plane wave phase when Ω < Ω 2 , the system breaks Z 2 symmetry. If bosons condense in ϕ(p + ) state, it will exhibit a linear mode nearby p + . On the other hand, the excitation spectrum exhibits a local minimum around p − , as shown in Fig. 8(b1) 8, 28, 59 . This indicates, though the system does not form a density stripe order, it still has a tendency toward a density wave order phase. Such a minimum is reminiscent of roton structure 
qˆ q are quasi-particle operators, and Mq is the Bogoliubov transformation matrix which is obtained from eigen equation (18) . The quantum and thermal depletion of
,σ can thus be readily calculated using Mq and Eq,±.
The depletion fraction as a function of Raman coupling strength and temperature T is shown in figure 4 . The contribution to depletion is mainly from two parts: the lowenergy phonon part and the roton part. At zero temperature, the contribution is dominated by the phonon part because the roton part has a finite excitation gap. Thus, due to the non-monotonic behaviour of sound velocity discussed above, when < 4Er, the quantum depletion nex/n increases with , reaches a maximum at = 4Er, and then decreases as increases. At finite temperature, because the roton gap is quite small at small , the roton part will give a significant contribution. For < 4Er, the contribution from the phonon part always increases with because the phonon velocity decreases, while the contribution from the roton part decreases with because the roton gap increases. Due to the interplay of these two contributions, for small , nex/n first decreases as increases, in contrast to the zero-temperature case. Then nex/n increases again with and the peak of nex/n at = 4Er retains.
Another interesting manifestation of roton minimum is through the magnetization of the non-condensed part defined as (nex↑ − nex↓)/nex. Assuming the condensate momentum p0 > 0, the condensate has a positive magnetization (n0↑ − n0↓)/n0 > 0. As shown in figure 5(a), at zero temperature, the depletion also has a positive magnetization (nex↑−nex↓)/nex > 0. This is because the phonon contribution, which dominates the quantum depletion, originates from states whose momenta are nearby condensate momentum and possess the same magnetization as the condensate. However, at finite temperature, for small , the depletion can have opposite magnetizations as the condensate part, as shown in figure 5 (a). And from figure 5(b), one can also see that, for instance at = 0.5Er, the magnetization soon decreases to negative as temperature increases. This is because the roton contribution dominates in this regime. Recall that when < 4Er there is double minimum in this single-particle spectrum with the opposite momentum and magnetization. When the condensate takes place in one of the minima, the roton minimum in the excitation appears nearby the other minimum. Thus, the contribution from the roton minimum displays opposite magnetization with the condensate part. As we know, the phonon dispersion is linear, while the roton dispersion is quadratic. This implies that the DoS of the quasiparticle near the roton is larger than that near the phonon part. At finite temperatures higher than the roton gap, the thermal depletion near the roton minimum will exceed the depletion from phonon modes. This leads to an opposite magnetization of the total thermal depletion compared with the condensate. 5 the spinor nature of the system, only one gapless branch is predicted as a consequence of the presence of the Raman coupling . A peculiar feature exhibited by the planewave phase is the emergence of a rotonic structure whose gap becomes smaller and smaller as one decreases the value of , providing the onset of the transition to the stripe phase.
The results for the dispersion law of the elementary excitations in the stripe phase are reported in Fig. 2 for the same parameters used in Fig. 1 . We have considered excitations propagating in the x direction orthogonal to the stripes and labeled with the wave vector q x . A peculiar feature, distinguishing the stripe phase from the other uniform phases, is the occurrence of two gapless bands. At small q x we find that the lower branch is basically a spin excitation, while the upper branch is a density mode, as clearly revealed by Fig. 3(a) where we show the contributions of the two gapless branches to the static structure factor Sðq x Þ ¼ N À1 P ' jh0j qx j'ij 2 where ' is the band index and qx ¼ P i e iqxxi is the density operator. The density nature of the upper branch, at small q x , is further confirmed by the comparison with the Feynman relation ! ¼ q 2
x =2Sðq x Þ (see Fig. 2 ). A two-photon Bragg scattering experiment with laser frequencies far from resonance, being sensitive to the density response, will consequently excite only the upper branch at small q x . Bragg scattering experiments actually measure the imaginary part of the response function, a quantity which, at enough low temperature, can be identified with the T ¼ 0 value of the dynamic structure factor Sðq x ; !Þ ¼
is the excitation frequency of the 'th state [29] . The spin nature of the lower branch is clearly revealed by Fig. 3(b) where we report the contributions arising from the two gapless branches to the spin static structure factor S ðq x Þ ¼ N À1 P ' jh0js qx j'ij 2 , where s qx ¼ P i zi e iqxxi is the spin-density operator. Notice that, differently from Sðq x Þ, the total spin structure factor does not vanish as q x ! 0, being affected by the higher energy bands as a consequence of the Raman term in Hamiltonian (1). The lower branch exhibits a hybrid nature and, when approaching the Brillouin wave vector q B ¼ 2k 1 , it is responsible for the divergent behavior of t ture factor [see Fig. 3(a) ], a typi crystals.
It is worth pointing out that gapless excitations is not by itse solidity and is exhibited also by u without spin-orbit and Raman co by the plane-wave phase of th with SUð2Þ invariant interactions occurrence of a band structure, c ishing of the excitation energy and ior of the structure factor at the can be considered an unambiguou modulations characterizing the str behavior near the Brillouin zone i (see Fig. 4 ) if one investigates the ðq x Þ ¼ 2N À1 P ' jh0j qx j'ij 2 =! ' verse energy-weighted moment o factor. The divergent behaviors o in the excitation spectrum of superfluid Helium, which is an indication that Helium liquid has a tendency toward crystallization. Therefore, at the critical regime of Ω = Ω 1 , the stripe phase displays two linear modes at the lowest energy, whereas the plane wave phase displays a linear mode and a quadratic minimum with vanishingly small roton gap at the lowest energy. Comparing these two cases, the plane wave phase has larger low-energy density-of-state, and therefore it gains more entropy at finite temperature. This explains the finite temperature phase diagram reported in Ref. 54 where the plane wave phase is more favorable as temperature increases. This explanation connects symmetry breaking properties with thermodynamics.
iii) At Ω = Ω 2 , single-particle spectrum exhibits a k 4
x dispersion, and consequently, its Bogoliubov spectrum display a k 2
x behavior at this point, as shown in Fig.  8(b2) 28, 59 . The sound velocity vanishes at this point. Finally, when Ω > Ω 2 , the excitation spectrum becomes the same as a normal superfluid, as shown in Fig. 8(b3 ).
In a system with Galilean invariance, the superfluid critical velocity is always given by v c = min( (p)/p). If that is the case, the superfluid critical velocity will vanish when the phonon mode has a quadratic dispersion. Nevertheless, the absence of Galilean invariance gives rise to a richer behavior of superfluid critical velocity. Fig. 9 illustrates two types of measurements of critical velocity. These two types of measurements yield different results, as first pointed out in Ref. 33 using Rashba SO coupling as an example. Fig. 9 (a) describes the case that a Bose condensate moves with a constant velocity v against static impurities. In this case, it probes when the excitation of a moving condensate becomes unstable in the laboratory frame. As discussed in Sec. III A, a moving SO-coupled system acquires an additional v x k 0 σ z /m term, with which the single particle dispersion no longer displays a k 4
x be-Qizhong Zhu et al. Our study of the superfluidity for a BEC with SOC is based on the computation of the elementary excitations using the Bogoliubov equation. We calculate how the elementary excitations change with the flow speed and manage to derive from these excitations the critical speeds for the two different scenarios shown in fig. 1(a) , (b). We find that there are two branches of elementary excitations for a BEC with SOC: the lower branch is phonon-like at long wavelengths and the upper branch is generally gapped. Careful analysis of these excitations indicates that the critical flowing velocity for a BEC with SOC ( fig. 1(a) ) is non-zero while the critical dragging speed is zero ( fig. 1(b) ). This shows that critical velocity depends on the reference frame for a BEC with SOC and, probably, for any superfluid that has no Galilean invariance.
In addition, we find that the properties of a flow of BEC with SOC are also related to its spin direction. We characterize this spin direction with cross-helicity, which is defined as the cross-product of the spin and the kinetic momentum of the flow. A BEC flow with Rashba SOC is always unstable if its cross-helicity is negative.
Model: We consider a BEC with pseudospin 1/2 and the Rashba SOC. The system can be described by the Hamiltonian [12, 15, 25, 26] 
where γ is the SOC constant, C 1 and C 2 are interaction strengths between the same and different pseudospin states, respectively.
We focus on the homogeneous case V (r) = 0 despite that the BEC usually resides in a harmonic trap in experiments. The primary reason is that the superfluidity can be discussed more clearly in the homogeneous case, and be compared directly with the conventional superfluidity of a spinless bosonic system. In addition, the results in the homogeneous case can be adopted to understand the superfluidity in more complicated situations with the local density approximation. We also limit ourselves to the case C 1 > C 2 , where the system is stable against phase separation [12, 15] . In the following discussion, for simplicity, we set = m = 1 and ignore the non-essential z-direction, treating the system as two-dimensional. This does not impair the validity of our model. In the following we assume the BEC moves in the y-direction, and the critical velocity is found to be not influenced by the excitation in the z-direction.
The Gross-Pitaevskii equation obtained from the Hamiltonian (2) has plane-wave solutions
where tan
The solution φ k is the ground state of the system when |k| = γ. There are another set of plane-wave solutions, which have higher energies and are not relevant to our discussion. The plane-wave solution φ k represents a BEC flow with the velocity v = k − γk(k = k/|k|). This velocity is essentially the kinetic momentum of the BEC, which is different from the conjugate momentum k due to the presence of SOC. For example, the ground state has a nonzero conjugate momentum k, but its kinetic momentum (or velocity) is zero. Besides its velocity, the BEC flow described by φ k has another feature, the direction of the spin, which has to be included for a complete description of the flow. For example, the flow at k = 3γ/2ŷ has the same velocity γ/2ŷ as the flow at k = −γ/2ŷ. However, they have different spin directions. With the Rashbatype SOC, the spin direction of the eigenstate is always perpendicular to the velocity and has only two choices. As a result, it is sufficient and also very convenient to use w = sign[(v ×σ) ·ẑ] to denote the spin direction. This variable w, which is either 1 or −1, is the cross-helicity mentioned in the introduction. Note that the usual helicity in literature is defined as the inner product of the spin and the momentum.
Critical velocities: We study first the scenario depicted in fig. 1(a) , where the BEC flows with a given velocity.
Since the system is not invariant under the Galilean transformation, we cannot use eq. (1) to find the excitations for the flowing BEC from the excitation of a stationary BEC. We have to compute the excitations directly. This can be done by computing the elementary excitations of the state φ k with the Bogoliubov equation for different values of k.
Without loss of generality, we choose k = kŷ with k > 0. Following the standard procedure of linearizing the tionary frame, there an term vxkrσz. This mplies the breaking upled particle. The een observed in [4] ent. vflow = vdrag is alilean invariance. nd out the groundthe comoving frame p 0 x).
iscussed above, one ve this new ground by E q (v). Then, citation spectrum is bove certain critical art, which indicates ritical value defines gure 7(b). We find emains finite across ing frame with the is always quadratic -dependent Zeeman phonon mode.
Hartree-Fock theory of the normal state and BEC transition temperature

Transition temperature of a non-interacting gas
Now, we study the normal state of the system and determine the transition temperature of the condensate. First, we consider a non-interacting gas. The condensation transition temperature Tc of a uniform system is given by (set kB = 1)
where the chemical potential reaches the bottom of the singleparticle spectrum, µ = min. Due to the DoS effect discussed in section 1, Tc decreases with in the regime < 4Er, reaches a minimum of finite value around = 4Er, and then increases in the regime > 4Er. This non-monotonic behaviour is shown in figure 8(a) . In the → 0 and → ∞ limits, one can find a simple relation of transition temperature,
because the low-energy DoS for the later case shrinks to only half of the first one. In a harmonic trap, the semi-classical energy of the single boson can be expressed as εp,±(r) = 1 2m Compared to the Hamiltonian in the stationary frame, there is an additional velocity-dependent Zeeman term vxkrσz. This term cannot be gauged away, and that implies the breaking of the Galilean invariance for an SO-coupled particle. The physical effect of this term has already been observed in [4] in the collective dipole oscillation experiment. vflow = vdrag is another manifestation of the absence of Galilean invariance.
To determine vflow we shall first find out the groundstate wavefunction for the Hamiltonian in the comoving frame (equation (29)), say
Then, following the similar procedure discussed above, one can find out the Bogoliubov spectrum above this new ground state in the comoving frame, denoted by E q (v). Then, observing in the laboratory frame, the excitation spectrum is given by
When v is above certain critical value, Eq will start to have a negative part, which indicates the instability of the condensate. This critical value defines vflow. vflow of this system is shown in figure 7 (b). We find that, strongly in contrast to vdrag , vflow remains finite across = 4Er. This is because in the comoving frame with the finite velocity, the single-particle spectrum is always quadratic around its minimum due to the velocity-dependent Zeeman term, which prevents the softening of the phonon mode.
Hartree-Fock theory of the normal state and BEC transition temperature
Transition temperature of a non-interacting gas
because the low-energy DoS for the later case shrinks to only half of the first one. In a harmonic trap, the semi-classical energy of the single boson can be expressed as εp,±(r) = 1 2m havior. Therefore the critical velocity from this type of measurement is always finite 28, 60 . Fig. 9(b) shows the second type of measurement that corresponds to impurities moving with a constant velocity v inside a static condensate. This probes the spectrum of a static condensate and obeys Landau's argument, which is given by v c = min( (p)/p). In this case, the critical velocity vanishes at Ω = Ω 2 , as shown in Fig. 9 (b) 28, 60 .
• Vortex and soliton: Vortex is the most fundamental topological object in a superfluid. Usually vortex can be created by rotating a condensate. Rotating a SO coupled condensate becomes quite nontrivial because angular momentum is no longer a good quantum number due to SO coupling. Ref. 61 discussed various schemes to rotate a condensate in presence of SO coupling. Moreover, as a vortex generates a local velocity current winding around the center of vortex core, because of the spinmomentum locking, the local velocity current will also lead to a spin density distribution around the vortex core, as shown in Ref. 61 . Vortex dynamics in a non-rotating condensate has also been studied by Ref. 62 .
Another widely studied topological object in a superfluid is soliton. Usually a bright (dark) soliton has a smooth sech 2 -shape density (density dip) distribution, and in a scalar condensate such a soliton keeps its density distribution as it travels. It has been found that both dark and bright can be changed significantly by SO coupling [63] [64] [65] [66] . When the single particle dispersion displays double minimum, there exists two degenerate soliton solutions whose momentum is located nearby each local minimum. Their superposition gives rise to soliton with spatially density modulation, in contrast to sech 2 smooth density distribution of conventional solitons [64] [65] [66] . This is reminiscent of ground state stripe phase of SO coupled condensate, and is therefore named as "stripe soliton". In addition, because the lack of Galilean in- variance, when soliton moves with a finite velocity, an additional velocity-dependent Zeeman field removes the degeneracy in the single particle dispersion. Thus, at large enough velocity, the density modulation of soliton gradually disappears and its density distribution changes back to a smooth form 64 . Another type of gap soliton has also been studied in SO coupled condensate by assuming the spatially periodic coupling term Ω(x) 67 .
Dynamics
SO-coupling-modified single particle spectrum exhibits gapped Dirac point and spin-momentum locking, which can also give rise to rich quantum dynamics. In this section we summarize some recent experimental progresses of quantum dynamics in SO coupled condensates.
• Landau-Zener Tunneling and Zitterbewegung: The single particle dispersion with SO coupling exhibits a Dirac point-like dispersion, although the Dirac point is gapped by finite Raman coupling Ω-term. If one smoothly changes the momentum of atoms to cross the Dirac point, the system will exhibit a Landau-Zener tunneling in which the transition probability depends on how fast the parameter changes as it crosses the Dirac point. This has been experimentally studied by Ref. 68 . If one fast quenches the parameter nearby the Dirac point, it will induce Zitterbewegung. Zitterbewegung describes a trembling motion accompanied by spin oscillation, which is first predicted for relativistic Dirac equation but it is difficult to be observed for electrons. An analogy of Zetterbewegung has only been observed recently in a trapped ion system. In our system, the oscillation frequency of Zitterbewegung is controlled by the gap of Dirac point. This phenomenon has been experimentally observed in SO coupled condensate in Ref. 69, 70 . • Classical Spin-Hall Effect: It has been proposed that a class spin-Hall effect can be induced by an effective spin-dependent gauge field 71,72 and can be detected through dipole mode 73 . In this Raman-induced SO system, since the minimum of single-particle dispersion is located at finite momentum k ± , and due to spinmomentum locking, nearby k ± the spin polarization is nearly opposite, the low-energy physics can be approximately described by (p x − A x σ z ) 2 /(2m). A x can be controlled by Raman coupling strength Ω. In experiment Ref. 74 , they let Ω depend on y, and therefore A x depends on y. This gives rise to a magnetic field B = ∂A x /∂yẑσ z that is opposite for different spin component. This spindependent Lorentz force leads to classical spin-Hall effect as observed in Ref. 74 , that is, when one drives a particle current alongx, spin-up atoms will acquire a momentum alongŷ while spin-down atoms will acquire a momentum along −ŷ.
B. Fermions
Free Fermions
Applying the same Raman coupling to 40 K or 6 Li, experimentally SO coupling effect has also been realized for a degenerate Fermi gas 2,3 . Even for noninteracting fermions, a fermion system displays distinct phenomena compared to the boson system, because fermions populate all momentum states below the Fermi energy and coupled via rf to the state j #i, as this connects the first and second lowest hyperfine states. Similarly, an atom in state j "i R can be transferred to j "i. rf spin injection does not impart momentum to the atom and occurs when the frequency of the rf pulse matches the energy difference between the spin-orbit coupled bands and the initial reservoir state, as shown in Fig. 2(a) . Spin injection from j #i R (j "i R ) populates mostly the region of the spin-orbit coupled bands with a strong admixture of j #i (j "i) states. Thus, the use of two reservoir states allows us to measure both the j #i-rich and the j "i-rich parts of the spin-orbit coupled bands. Following the injection process, the Raman beams are switched off, and the atoms are simultaneously released from the trap. By counting the number of atoms of a given spin and momentum as a function of injection energy after time of flight, we determine the dispersion of the spin-orbit coupled bands along with their spin texture. Note that, while spin-ARPES and previous momentum-resolved spectroscopic techniques in ultracold atoms probe the occupied states of a given system, our spin-injection method probes the unoccupied states. In the case of fermionic superfluids, this would reveal the excited branch of the quasiparticle dispersion.
The topological characteristics of the bands, which are encoded in the eigenstates, can be extracted from the spin and momentum composition. For our spin-orbit system with ¼ 0, the spin of the eigenstates is confined to the 2 (color online) . Spin-injection spectroscopy. (a) An rf pulse injects atoms from the reservoir states (shown in black) j "i R and j #i R into the spin-orbit coupled system (shown in red and blue). Injection occurs when the rf photon energy equals the energy difference between the reservoir state and the spin-orbit coupled state at quasimomentum q. (b),(c) Spin-resolved j #i and j "i spectra, respectively, when transferring out of j "i R . Here, @ R ¼ 0:43ð5ÞE R and @ ¼ 0:00ð3ÞE R . (d),(e) Spin-resolved j # i and j "i spectra, respectively, when transferring out of j #i R for the same Raman strength @ R . (f), (g), and (h) The reconstructed spinful dispersions for @ ¼ 0: therefore more information can be revealed about the SO-coupling-modified dispersion. First, because spinmomentum locking, when spin-resolved momentum distribution is measured by combing time-of-flight with Stern-Gerlach method, one can clearly visualize the difference between n ↑ (k x ) and n ↓ (k x ), and the difference between n σ (k x ) and n σ (−k x ) for each spin component because of the parity symmetry breaking, as shown in Fig. 10 . Secondly, with modified dispersion, the topological structure of the Fermi surface will exhibit a series of changes as the Fermi energy increases. As shown in Fig. 11 , for the lowest density, only the helicity s = − branch E k,− is occupied and the Fermi surfaces are two disjointed spheres, as shown in Fig. 11 . As density increases, these two disjointed Fermi surfaces gradually merge into a single Fermi surface. Later as density further increases, the helicity s = + branch also becomes occupied and there will be a new Fermi sphere emerging from the center of the larger Fermi surface. Such a series of changes can be revealed from occupation of s = ± branches as shown in Fig. 11(c) .
Comparing to momentum distribution, spectroscopy is a more powerful tool to reveal single particle band properties. Ref. 3 reported spin injection spectroscopy. By controlling frequency of radio-frequency waves, atoms initially prepared in a third state can be selectively transmitted to either ↑ or ↓ state with same momentum, as shown in Fig. 12(a) . This method can not only measure the dispersion, but also reveal the spin component of each momentum eigenstate. The typical experimental results are shown in Fig. 12(b-e ) and the reconstructed spin-resolved dispersions are shown in Fig. 12(f-h) . The locking between spin and momentum are proved clearly in this measurement. Ref. 2 reported momentum-resolved radio-frequency spectroscopy. This is somewhat opposite to spin injection spectroscopy. Atoms are initially prepared in a system with SO coupling, and then radio-frequency is applied to drive transition from one of the spin states to a third state, as schematically shown in Fig. 13 . This method can not only determine the spin-resolved dispersion, as shown in Fig. 13(b) , but also reveal the change of Fermi sea, since only the occupied initial states can undergo such a transition to the third state. As shown in Fig. 13(c1-c3) , at lower density, fermions only populate s = − band, and as density increases, fermions start to populate both s = − and s = + bands.
Finally, SO coupling also plays an important role in spin diffusion, for instance in semiconductors. Such an effect has also been observed in cold atom experiment 2 . Starting with a fully polarized Fermi sea, fermion with different momentum undergoes spin procession in different way, and soon the total spin oscillation will be damped, as observed in Ref. 2 . Recently, a number of theoretical papers have also studied spin diffusion in SO coupled Fermi gases [75] [76] [77] [78] , whose predictions can be verified in future experiments.
Feshbach Resonance
Nearby a Feshbach resonance, SO coupling significantly changes physics of two-body bound states:
First, in contrast to Rashba SO coupling, the Ramaninduced SO coupling does not significantly enhance sin- configuration), is raised to about B ≈ 219.4 G and then a radio-frequency ramp around 47.45 MHz is applied for 50 ms. To create strong interactions, the bias field is ramped from 204 G to a value near the B 0 = 202.2 G Feshbach resonance at a rate of about 0.08 G/ms.
We create spin-orbit coupling using the Raman process [8, 11] , as illustrated in Figs. 1(a) and 1(b) . A pair of Raman beams from a Ti-sapphire laser counterpropagates along thex axis and couples the two spin states. The intensity of beams is I = 50 mW and their frequencies are shifted, respectively, by 75 and 120 MHz, using two single-pass acousto-optic modulators. These two Raman beams intersect in the atomic cloud with 1/e 2 radii of 200 µm and are linearly polarized alongẑ andŷ axis directions, respectively. The momentum transferred to atoms during the Raman process is |q R | = 2k R sin(θ/2), where k R = 2π/λ R is the single-photon recoil momentum, λ R = 772.1 nm is the wavelength, and θ = 180 • is the intersecting angle of two Raman beams. In the second quantization, this Raman process may be described by the term,
where ψ † σ (r) is the creation field operator for atoms in the spin-state σ = ↑,↓ and R is the coupling strength of Raman beams. For a detailed discussion on the Raman coupling the bias field [18] a smaller detunin atomic "D1" tran To see clearly convenient to take and ψ ↓ (r) = e −i described by a m 
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coupling strength we use. After this hold time, we determine the remaining number of atoms and map out the atomic loss signal as a function of magnetic field.
We compare the results of these experiments to theory in Fig. 3 , having now subtracted the intensity-dependent background shift of Fig. 1(f) . The black symbols in Fig. 3(a) plot the monotonically decreasing location of the loss feature as a function of Raman coupling , showing semiquantative agreement with theory. We determine the position of maximal atomic loss in the absence of spinorbit coupling ( ¼ 0) using a spin mixture rather than an initially spin-polarized Fermi gas. Likewise, Fig. 3(b) depicts the loss feature moving to lower magnetic fields as a function of increasing detuning , again in accord with theory. In both of these cases, we load the Fermi gas into only the lowest Raman dressed state, where it is effectively a single-component system. The continued effect of the Feshbach resonance in this polarized gas is indicative of the effective p-wave interactions between these laserdressed fermions-just as laser-dressed bosons acquire effective d-wave interactions [9] .
Finally, we conside loss mechanisms in number of atoms as a dipole trap for two di play the decay of a off-resonant Raman this case the atom lo photons from the Ram with 1=e time of 180 m background atoms is experiment). This com 14 ms procedure f spontaneous emission
In contrast, the bl the on-resonant Ram We load the atoms described previously (close to the field for coupling). The loss c for a two-body loss p Fig. 4(b) , showing th linear in time.
Loss near a Feshb process whereby thre tion of shallow dimer followed by two-bod dimers to decay to m [44] . The large kinetic in loss from the trap (back to a single spin increased by ramping allowing them to be im the loss rate resemble body decay has previo a Feshbach resonance In summary, we e coupled Fermi gas n ciently low temperatu Fig. 1(f) subtracted, is shown by the black circles. gle particle low-energy DoS. Instead, due to the mixing of singlet and triplet channel, the weight of two-body wave function in the singlet channel is reduced, and therefore it effectively suppresses the formation of bound state. This two-body problem is calculated in Ref. 79 where radiofrequency spectroscopy on bound state is also investigated. Later, molecule binding energy has been experimentally measured 80 and compared with theory 79, 80 . As shown in Fig. 14(a) , the separation between free atom peak (narrow one) and bound pair peak (broad one) is suppressed when Raman-induced SO is turn on, which means the reduction of molecular binding energy. The suppression of binding energy also means that resonance will be shifted to positive a s side with SO coupling, and the shift will increase with the increasing of Ω or δ 42, 46, 48, 81 . This is equivalent to say, for a given positive scattering length, resonance can be induced by changing Ω or δ 42 . This phenomenon has also been experimentally verified, as shown in Fig. 14(b) . Secondly, as discussed in Sec. III B, SO coupling cou- |n qi, as shown in Fig. 1b , the final-state wavefunction can now be written as
It is straightforward to show that the wavefunction equation (2) can be rewritten as
where |e T i = (|n pi1|n qi2 + |n qi1|n pi2)/ p 2 and |e Si = (|n pi1|n qi2 |n qi1|n pi2)/ p 2 / |Si are the triplet and singlet components, respectively. Thus, hS|9if is non-zero and these two atoms can experience an s-wave resonant interaction. Therefore, a transition to the Feshbach molecular state can be induced.
Nevertheless, in practice, it is known that a momentumindependent coupling, such as radiofrequency coupling, can also produce Feshbach molecules in a degenerate Fermi gas. In such a process, the atoms in |#i first evolve to the superposition of |"i and |#i through radiofrequency coupling. Then, after decoherence, it becomes an incoherent mixture of scattering atoms in |"i and |#i, and further, the inelastic collision can convert some atoms in the mixture into molecules 18 . It is important to note that a decoherence process has to be involved in such a process. In contrast, the spin-orbit-coupling-induced transition discussed above does not require any incoherent process, and is a fully quantum coherent process.
In our experiment, we generate coupling between |9/2, 9/2i (denoted by |#i) to |9/2, 7/2i (denoted by |"i) of 40 K gas using two Raman beams with relative angle ✓ (refs 13,15; Methods), whose Hamiltonian is given by 5
where 2k0 ⌘ 2kr sin(✓ /2) is the momentum transfer (kr is the single-photon recoil momentum), ⌦ is the strength of the Raman coupling and is two-photon detuning. Here, kx denotes the ples singlet channel to triplet channel, and the bound state wave function contains both single and triplet components. This is directly related to topological superfluid property discussed later. To experimentally verify this, one can start with a fully polarized |↑ Fermi gas and apply a spin flip transition from |↑ to |↓ . If this transition is momentum-independent, for instance, driven by a radio-frequency field or two parallel Raman lasers, it will not couple fully polarized gas to singlet molecules. While if this transition is momentum-dependent and possesses the effect of SO coupling, a coherent coupling between fully polarized Fermi gas and singlet molecules can be observed, as reported in Ref. 37 . As shown in Fig. 15 , the period of this many-body Rabi oscillation scales linearly with Raman coupling Ω, and the period is not sensitive to temperature. This is a clear evidence of coherent Rabi oscillation. While the oscillation amplitude gradually decreases as temperature increases 37 .
Thirdly, due to the absence of Galilean invariance, the binding energy varies as the center-of-mass momentum of the pair changes. Consequently, in some regime, even the bound state appears for small center-of-mass momentum, it will merge into scattering continuum for sufficient large momentum. And in some case, the minimum of binding energy will take place at finite center-of-mass momentum 46, 47 . This indicates that the pairs are more stable when they acquires a finite momentum, which implies a many-body FFLO type superfluid in this system.
Interacting Many-body Physics
In most cases, the interaction between two spin-1/2 fermions is described by
For three-dimension, g is related to scattering length a s via
When SO coupling is introduced to atomic gases, it has been discussed in previous sec. III B that the renormalization condition Eq. 29 remains unchanged. For negative a s , the system exhibits BCS instability, while for positive a s , this interaction supports a two-body bound state whose energy is 2 /(ma 2 s ). Thus, as 1/(k F a s ) changes continuously from negative to positive, the system exhibits fermion paired superfluity and a BCS-BEC crossover. Extensive studies of BCS-BEC crossover have been made in ultracold atomic gases in the past years. Recently, many attentions have been paid on studying fermion superfluid and BCS-BEC crossover in the presence of SO coupling. The key emphasis are highlighted below • Topological Superfluid. Before the studies in the content of cold atom physics, topological superfluid with SO coupling has been studied extensively in condensed matter systems during recent years. This subject has been reviewed by several articles, such as Ref. 82 and 83 . Kitaev first proposed that a spinless p-wave superconductor in one-dimension can become topological superconductor and exhibit Majorana zero-mode at the edge 84 . A p + ip superconductor in two-dimension is also a topological superconductor. A conceptual breakthrough was made by a seminal paper Ref. 85 which points out p-wave interaction is not necessary for a p-wave superconductor, and an s-wave superconductor can induce topological p + ip pairing in the surface of a topological insulator through proximity effect. Subsequently, Ref. 86, 87 proposed that a one-dimensional nano-wire with SO coupling and in the presence of Zeeman field can become topological insulator induced by proximity effect of an s-wave superconductor. In 2012, the first experiment in nano-wire following this proposal has been reported 88 . Indeed, signature of zero-bias mid-gap state has been observed 88 . However, the evidence is not conclusive and whether these mid-gap state is due to Majorana fermions or due to disorder is still under debate.
Interestingly, the kind of SO coupling with Zeeman field required in this scheme is exactly the Hamiltonian that has been realized with Raman coupling scheme in cold atom setup. One can apply a two-dimensional optical lattice to achieve a strong confinement in the yz plane and realize a one-dimensional gas alongx direction (i.e. direction of Raman beam and SO coupling).
Mean-field studies show that this system indeed exhibits Majorana edge modes at the edge of the cloud or in the domain wall [89] [90] [91] [92] . However, the main difference is that in cold atom system, the pairing can naturally originate from interaction between atoms instead of proximity effect. Thus, one concern arises, that is, the pairing order suffers from strong quantum fluctuation in low-dimension and becomes algebraically decayed order, and moreover, there is no true pairing gap in single particle spectrum. It follows the question whether intrinsic attractive interactions can lead to a topological phase and Majorana zero-mode without externally induced pairing. Ref. 93, 94 discussed this problem and showed that a true long-range order is not essential but two coupled one-dimensional wires with SO coupling is necessary to exhibit protected zero-energy Majorana mode. More recently, Ref. 95 reexamined this problem. Because of free from disorder, cold atom system becomes a good candidate to realize such topological superfluid and search for Majorana fermions. However, currently, the major challenge is still from heating problem, as we will discussed at the last session.
• Richer Pairing Structure. As discussed in twobody problem, the bound state wave function contains both singlet and triplet component. Similarly, in a many-body problem, the pairing order parameter contains both singlet component and triplet component. Ref. 96, 97 solved the BCS pairing problem for Ramaninduced SO coupling and found gapless excitations for non-zero δ in three-dimension. Also, two-body problem has shown that the most favorable momentum for a bound pair may not locate at zero-momentum 46, 47 . Consequently, with a mean-field theory for many-body system, Ref. 98 shows that there is a large region in the parameter space where FFLO state (i.e. pairing with finite momentum) exists stably in two-dimension for nonzero δ. In one-dimension, FFLO also exists for finite detuning δ. Moreover, as discussed above, the superfluid can also exhibit topological properties with SO coupling. Ref. 99, 100 pointed out that the topological property and FFLO state can coexist which yields a state named as topological FFLO state [99] [100] [101] [102] .
Finally it is worth to mention that there are also works considering fermion systems with repulsive interaction in the presence of SO coupling. For instance, Ref. 103 studied one-dimensional Fermi gas with infinite repulsion and they find that even small Raman coupling can lead to a dramatic effect in the ground state spin structure.
V. RASHBA SPIN-ORBIT COUPLING
A. Bosons
The physical properties share many similarities between bosons with Rashba SO coupling and with Ramaninduced SO coupling as discussed above. The major difference is that, with Rashba SO coupling, the degenerate ference is that, with Rashba SO coupling, the degenerate manifold of single-particle ground state forms a continuous circle in the momentum space. This larger degenerate space leads to more intriguing physics in terms of both equilibrium phases and dynamics. In this section we will emphasize this new aspect.
Zero and Finite Temperature Phases
Mean-Field Theory. The ground state of a Rashba SO coupled bosons is first studied in Ref. 28 . The singleparticle Hamiltonian is given by Eq. 6, and the singleparticle ground states are plane waves with momentum q k 2 x + k 2 y = k 0 and k z = 0. A simple form of interaction between two component bosons are given by
Within mean-field state is determined g 12 g function is a superposition of two opposite wave vector states as
Using this ansatz to minimize the interaction energy, it is easy to find, for c 2 < 0, it favors
is given by function is a superposition of two opposite wave vector states as
ffiffi ffi 2 p e Àikr 1 Àe i' Àk :
Using this ansatz to minimize the interaction energy, it is easy to find, for c 2 < 0, it favors 1 ¼ 2 ¼ 1= ffiffi ffi 2 p , is given by manifold of single-particle ground state forms a continuous circle in the momentum space. This larger degenerate space leads to more intriguing physics in terms of both equilibrium phases and fluctuations. In this section we will emphasize this new aspect.
• Mean-Field Theory. The mean-field ground state of Rashba SO coupled bosons is first calculated in Ref. 35 . The single-particle Hamiltonian is given by Eq. 6, and the single-particle ground states are plane wave states with momentum k 2
x + k 2 y = k 0 and k z = 0. A simple form of interaction between two-component bosons is considered as
Within mean-field theory and by minimizing mean-field energy, it is found that the ground state is determined by the difference between g 12 and g, as summarized in Fig. 16 35 . When g 12 < g, bosons are condensed into a single plane wave state. For instance, if the momentum is alongx direction, the wave function is given by
The density is uniform and the phase modulates periodically from zero to 2π in space. In additional to spontaneous U (1) phase symmetry breaking, this state also spontaneously breaks the simultaneous rotational symmetry of spin and space in xy plane. When g 12 > g, bosons are condensed into a superposition of two plane wave states with opposite momentums. For instance, if this momentum is alongx direction, the condensate wave function is given by
Thus, the density of each component modulates in space. Moreover, the high-density regions of one component overlap with the low-density regions of the other component, which represents a microscopic phase separation and therefore the inter-component repulsive interaction energy is minimized. That is why such a state is energetically favorable when g 12 is larger. This state not only spontaneously breaks the rotational symmetry in the xy plane, but also spontaneously breaks the spatial translational symmetry along one of the spatial direction, which is described by θ variable. Symmetry wise, it is a superfluid smectic state. Similar results have also been found in spin-1 condensate 35 . Later it is shown by Ref. 106 that when g 12 is much larger than g and when interaction energy is much larger than SO coupling energy, a phase separation instability toward fully polarized zero-momentum state will also take place.
In the dark-state realization of Rashba SO coupling as discussed in Sec. II B, the wave function of different "spin" states in fact have spatial dependence. In this case, interactions between different spin components can not be captured by constant interactions as in Eq. 30. Ref. 104, 105 considered this complication by using a specific dark-state realization of Rashba SO coupling. The results discussed above remain qualitative unchanged.
One question is why there is always either one or two momentum components in the ground state wave function. This is because the repulsive interaction in the total density channel favors a uniform total density. Either a plane wave state or a stripe state like Eq. 32 can satisfy this requirement. Furthermore, it is easy to show that such a requirement can not be satisfied anymore once there are more than two momentum components. Then, the next question is whether under certain situation, the condensate wave function will contain more than two momentum components. If this happens, it will give rise to more interesting quantum structures of condensate wave function. The developments along this line can be summarized as follows:
1. Spin-2 condensate. Ref. 107, 108 pointed out that in a spin-2 condensate, in addition to density interaction and spin-interaction (S i · S j -term), there is an additional term of singlet-pair interaction (i.e. the interaction energy is proportional to the density of single-pair amplitude). This singlet-pair interaction term favors a condensate wave function with four or three different momenta. This gives rise to two-dimensional square or triangular crystals of spin vortices.
2. Condensate inside a tight trap. The presence of harmonic trap breaks the spatial translational symmetry which scatters one momentum to any other momentum state with degenerate energy. If this momentum mixing is strong enough, it would lead to a superposition of all momentum states in the degenerate manifold, which will give rise to topologically distinct state such as half quantum vortex state, as first pointed out by Ref. 109, 110 . Such a half quantum vortex state breaks time-reversal symmetry and is therefore doubly degenerate. This state is also ground state in absence of interactions. Therefore, as shown in Ref. 109, [111] [112] [113] by numerically minimizing mean-field energy, when g 12 > g, the system will undergo a transition from stripe phase to a half quantum vortex state, either by increasing harmonic confinement with a fixed interaction strength, or by decreasing interaction with a fixed harmonic confinement.
3. Dipolar condensate. SO coupled condensate with dipolar interactions is first studied in Ref. 114 for Ramaninduced SO coupling, where spin vortex is found due to dipolar interactions. For Rashba SO coupling, spindependent and spin-independent dipolar interaction are considered by Ref. 115 and Ref. 116 , respectively. Ref. 115 finds that a spin-dependent dipolar interaction plays a similar role as SO coupling in single-particle Hamiltonian, which can lead to a meron spin configuration. Ref. 116 finds that a spin-independent interaction favors a superposition of a discrete set of different momenta, and in some parameter region, when the number of momenta are, for instance, five or ten, it will give rise to an interesting quantum quasi-crystal.
Besides, Bose condensate with an three-dimensional isotropic SO as Eq. 7 has also been studied where stable skymion is found in the ground state 117, 118 .
• Fluctuations beyond Mean-Field
Because of the large degeneracy of single-particle ground state, whether mean-field results are reliable becomes questionable, and whether there exists more exotic ground state whose energy is lower than the meanfield state. These are difficult questions, and various approaches have been applied to address these issues from different perspectives. Some of these studies also reveal interesting physics related to excitation spectrum of Rashba SO coupled condensate.
1. Effective Theory Approach: In this approach, we examine the low-energy fluctuation around the mean-field solutions. For stripe phase, there are two low-lying modes which are superfluid phase ϕ and the relative phase θ corresponding to breaking of spatial translational symmetry. For plane wave phase, superfluid phase ϕ is the only lowlying mode. Following standard method one can integrate out density fluctuations and obtain a low-energy effective theory for low-lying collective modes. For conventional superfluid, such an approach will yield an isotropic XY type theory which gives rise to a linear and isotropic Goldstone mode. Ref. 119 applied this approach to SO coupled condensate. For Rashba SO coupled condensate, for stripe phase with the condensate wave function given by Eq. 32, one will obtain an anisotropic XY model for total phase ϕ, but for the relative phase θ, the effective Hamiltonian is proportional to (∂ x θ) 2 +(∂ 2 y θ) 2 /(4k 2 0 ). This is a consequence of rotational symmetry in xy plane and the energy degeneracy when ordered direction rotates in xy plane. In fact, this Hamiltonian is similar to that of liquid crystals. Such Hamiltonian means the dispersion of low-energy mode is linear along the stripe directionx, but is soften to be quadratic along the perpendicular directionŷ. The topological defect of θ-field is dislocations in the stripe. Such an effective theory for θ also means that the energy of these dislocations does not logarithmically depend on system size in two-dimension. Therefore, in two-dimension at any finite temperature, thermal fluctuation will create lots of free dislocations in stripe phase and melt the density wave order. The system will enter a paired superfluid phase. For a plane wave phase with wave function given by Eq. 31, similar approach shows that the effective Hamiltonian for superfluid phase ϕ behaves as (∂ x ϕ) 2 + (∂ 2 y ϕ) 2 /(4k 2 0 ). In this case, superfluid order will be destroyed at any finite temperature in two-dimension.
2.
Renormalized T-matrix approach. The interactions between different momentum states in the degenerate manifold play an essential role in determining the ground state. In momentum space, interaction takes a general form asĤ
At mean-field level, g kk σσ is taken as constants independent of k and k . Ref. 120, 122 considered how the highorder scattering processes renormalize these scattering amplitudes, and argued one should use renormalized interaction to determine the ground state in the dilute limit when chemical potential is much below the energy scale of SO coupling. They find that after renormalization, g kk σσ develops strong dependence on angle of k and k . The repulsive interaction is stronger for k and k in the same direction than k and k in opposite direction. This means that the renormalization interaction always favors a stripe phase than a plane wave phase. Ref. 120 also reaches the conclusion of a boson pairing instability at finite temperature. This effect can also be understood from a two-body perspective 121 .
3. Bogoliubov approach. In absence of interactions, it has been shown that the condensation temperature T c is zero with Rashba SO coupling, because of the enhanced low-energy density-of-state 110 . Then next question is whether it is also true in the presence of interactions. It is equivalent to ask whether the quantum depletion will diverge at any finite temperature. It is found that, surprisingly, condensate fraction remains finite at low-temperature in the presence of interactions 30, 123, 124 . This shows that in contrast to conventional wisdom, interaction stabilizes condensation. Ref. 30 also finds that for three-dimensional isotropic SO coupling as Eq. 7, condensate will be all depleted and there will be no Bose condensation at any finite temperature when interaction is spin-independent.
If the interaction is spin-independent, mean-field energy also can not select out a unique ground state. In this case, one should also consider fluctuation and compare which mean-field ground state has the smallest fluctuation energy. This is order-by-disorder mechanism.
Ref. 109 and Ref. 125 studied this question but they obtained opposite results. Ref. 109 concludes a stripe state is more favorable while Ref. 125 concludes a plane wave state is more favorable.
Besides, Ref. 147 develops a hydrodynamic theory for Rashba SO coupled bosons, with which the low-energy excitation modes for both stripe and plane wave states have also been studied. Based on the study of low-energy excitation spectrum, Ref. 127 discussed whether Feynman relation for excitation dispersion ω k = 0 (k)/S(k) is still applicable to SO coupled bosons, where 0 (k) is the free boson dispersion and S(k) is dynamic structure factor. 4. Variational Wave Function. All above approaches are somewhat related to mean-field theory. There are also works that try to find non mean-field ground state. Ref. 109, 110, 121 points out various fragmented states as possible ground state, while they also admit that these states are quite fragile and not stable against small perturbations. Ref. 31 notices that the chemical potential of condensed bosons scales linearly in density n, whereas with Rashba SO coupling and in two-dimension, the lowenergy density-of-state behaves as 1/ √ ( is energy), similar as a normal one-dimensional system, and therefore, the chemical potential of a noninteracting Fermi gas scales as n 2 instead of n. Thus in low-density limit a Fermi gas will has lower energy than a Bose gas. Based on this observation, they propose a fermonized manybody state by composite fermion construction as ground state of interacting bosons in dilute limit.
Despite of these efforts, the nature of quantum ground state of interacting bosons with Rashba SO coupling remains an open issue. It is also a strong motivation for experimental realization of such a SO coupling in cold atom system, where a strongly correlated quantum state can be expected.
There are also a series of works related to the effect of harmonic trap. Ref. 128 studies effect of harmonic trap on condensation temperature. Ref. 129 addresses the issue that in the stripe phase how a spatial oscillating particle flow terminates at the edge of condensate in a harmonic trap. A number of papers have studied single-particle problem with Rashba SO coupling in a harmonic trap, where a Landau-level like spectrum has been found 111, 112, 130, 131 , and quantum states with nontrivial topology or with strong correlation have been proposed 130, 131 . SO coupled condensate wave functions have also been studied a rotating harmonic trap. With interaction, it is found that a rotating condensate exhibits quite rich structures by varying trapping potential and interaction parameters, such as skymion lattice and giant vortex [132] [133] [134] [135] .
B. Fermions
Most theoretical studies of Rashba SO coupled Fermi gas focus on strongly interacting regime nearby a Fesh-bach resonance. The BEC-BCS crossover with Rashba SO coupling is first studied by Ref. [136] [137] [138] [139] . For this discussion, the main difference between Rashba SO coupling and Raman-induced SO coupling is that the low-energy DoS is significantly enhanced for Rashba case, because of which two-body bound state exists for any weak attractive interactions 29 . In fact, in some earlier study in the content of electron gases, it has already been pointed out that superconductivity can be enhanced because of larger DoS at Fermi surface, when the strength of SO coupling exceeds Fermi energy 141 . Recent studies reveal that the bound state physics plays a more important role, in particular, when the strength of SO coupling much exceeds Fermi energy, and the size of bound state becomes much smaller than inter-particle distance. In this regime, the many-body physics is largely determined by Bose condensation of these bound pairs. Previously in three-dimension without SO coupling, this only happens at the BEC side with positive scattering length a s . While with SO coupling, this can also happens in the BCS side with negative scattering length, where bound state does not exist in absence of SO coupling. In the BCS side, the size of bound pairs decreases with the increasing of SO coupling strength. Thus, even with negative scattering length, the physics can be driven to BEC-type by increasing SO coupling [136] [137] [138] [139] . Effects of such a bound state have also been considered in attractive interacting Bose gas 140 .
It is therefore clear that the effect of Rashba SO coupling is stronger in the BCS side than in the BEC side, as shown in Fig. 17(a) . At the BCS side, as well as in the unitary regime, pairing gap increases rapidly when k 0 is of the order of k F , whereas in the BEC side, pairing gap is not sensitive to k 0 /k F . In addition, the mass of molecules is anisotropic and its dispersion behaves as E b (q) = E 0 + q 2 ⊥ /(2m b ) + q 2 z /(4m). m b /m is a function of 1/(k 0 a s ) as shown in Fig. 17(b) . In the positive a s side m b equals 2m while it approaches 4m as k 0 a s → 0 − . For negative a s and sufficiently large k 0 /k F , the superfluid transition temperature is also mostly determined by condensate temperature of bound pairs. Therefore, T c can reach the same order as T F . As shown in Fig.  17 (c) , from an estimation based on thermal fluctuation of pairs, one can see that T c can arise to about 0.1T F , say, 1/(k F a s ) ≈ −2, when interaction is not sufficiently strong 139 . This high transition temperature has later been confirmed by more serious T -matrix calculation 142 . If in term of temperature scale of electron gases, this is a very high superconductivity transition temperature. Therefore, this study reveals an alternative route toward searching for high temperature superconductor.
Along this line, many works have carried out detailed studies of condensate fraction [143] [144] [145] , superfluid fraction 144, 145 , collective modes 148, 149 , interaction between bound pairs 148 , Kosterlitz-Thouless transition temperature in two dimension 145, 150 , and a number of thermal dynamic properties with mean-field 146 and pairing fluctuation theory 147 . Similar studies have also been extended to three-dimensional isotropic SO coupling of Eq. 7 151 .
A large number of papers have treated fermion superfluid with both Rashba SO coupling and Zeeman field, or equivalently, population imbalance 101, 102, [152] [153] [154] [155] [156] [157] [158] [159] [160] [161] [162] [163] [164] . The issues here are two fold. First, without SO coupling, it has been extensively discussed before that increasing Zeeman field or population imbalance will drive a transition from superfluid to normal state, and possibly a FFLO state also exists in small parameter space. The question is how SO coupling affects this transition and the existence of FFLO phase. Secondly, such a model supports topological superconductor phase 85 . Similar topological superfluid phase also exists in cold atom setup 152, 153 . The question is how to optimize the parameter space for topological superfluid phase and how to detect this phase in cold atom systems.
Mean-field phase diagrams with population imbalance have been calculated by Ref. [154] [155] [156] . Some address the stability of fermion pairing against population imbalance in the presence of SO coupling, and some address the regime for topological phase in a harmonic trap. Beyond mean-field level, finite temperature effect on topological phase has also been studied in Ref. 157 by including Gaussian fluctuations, and polaron to molecule transition has been studied by Ref. 158 by variational wave function ap-proach. Ref. 159 studied impurity in topological superfluid and suggests it as a detection method for topological superfluid. As for FFLO state, it has been revealed that FFLO state is much more favorable in the presence of SO coupling [160] [161] [162] [163] [164] . Moreover, similar as in Raman-induced SO coupling case, it has been shown that the finite momentum FFLO pairing can also coexist with nontrivial topological properties 101, 102 .
VI. CHALLENGES AND FUTURE DIRECTIONS
In the near future, there will be further developments in the directions mentioned above, since many issues still require more theoretical and experimental efforts. For instance, the ground state of bosons with Rashba SO coupling may display strong correlations and this still remains as an unsolved problem so far. In addition, there are new directions that have not been well studied so far, but definitely deserve more attentions. I will list a few of them below:
• Spin-Orbit Coupling with Optical Lattices. It will be interesting to study the interplay between SO coupling and various strongly correlated phases in lattice systems. Boson Hubbard model with Rashba SO coupling has been studied by several works [165] [166] [167] [168] [169] [170] . They studied how SO coupling affects the superfluid-Mott insulator transition 165, 168, 169 and discussed rich magnetic orders in the Mott insulator phase due to Dzyaloshinskii-Moriya interaction from SO coupling [165] [166] [167] 170 . Transport phenomena also show nontrivial physics in both Mott insulator 171 and condensate phase 172 , because SO coupling can give rise to nontrivial Berry curvature in momentum space for energy bands 171, 172 . With fermions, it is more close to simulating physics related to topological insulator 26, 173, 174 . In Raman-induced SO coupling scheme, it has been shown experimentally for both bosons and fermions that by applying an additional radio-frequency field, a lattice potential will be generated on top of SO coupling 3, 175 . More interestingly, by tuning the ratio between Raman-coupling and radio-frequency strengths, a band with quite flat dispersion will emerge in a large parameter regime 176, 178 . Here the emergent of flat band is a cooperative effect of SO coupling and lattice effect. In this regime, interactions play a very important role and will lead to many interesting physics. So far, some works have studied condensate stability 176, 177 , strongly correlated phases of bosons and fermions 178 in this regime.
Optical lattice also provides an alternative route for implementing SO coupling effect. Recently several experiments have succeeded in inserting large flux per unit cell into a square optical lattice [179] [180] [181] . It is promising that one can generalize this scheme to realize a situation that different spin component experiences an opposite magnetic field, and such a spin-dependent mag-netic field also give rise to SO coupling and quantum spin Hall effect 180, 182 . Another development relates to engineering band structure in optical lattices. With shaking optical lattice technique, the band dispersion can be changed from single-minimum to double-minimum, as demonstrated in recent experiments 183, 184 . This is closely related to effects from SO-coupling-modified dispersions discussed above, for instance, superfluid with Z 2 symmetry breaking is one of such example 185 .
• Few-Body Problem with Spin-Orbit Coupling. Few-body problem is of great interest and importance in cold atomic gases. First, few-body physics itself displays many interesting features such as Efimov states with universal scaling. Secondly, since cold atom is a dilute system, many basic properties of this quantum gases, such as its lifetime due to atomic loss, is determined by few-body physics process. Thirdly, solutions from few-body problem also provides insight to understand correlations in many-body system. Nevertheless, except for extensive studies of two-body problems with SO coupling, as discussed in Sec. III B, only two of recent works have studied three-body problems in the presence of SO coupling 186, 187 . Ref. 186 discovered that a threedimension isotropic SO coupling will enhance the formation of universal trimers, and Ref. 187 pointed out universal borromean three-body binding exists for Rashba SO coupled Fermi gas due to the circle of degenerate in the lowest energy. These studies indicate that much richer physics in this new few-body system is remained to be discovered, and these studies will help to understand the properties of this gas and its many-body physics better.
• Spin-Orbit Coupled High Spin Systems. In condensed matter system, research on SO coupling effects is limited to spin-1/2 particle of electrons. In recent studies of SO coupling in atomic gases, most theoretical work and almost all experimental works also focused on spin-1/2 system. However, one unique feature of atomic quantum gas is that most atoms have high spins. The conventional wisdom from condensed matter studies is that the larger spin system is more classical because the fluctuation is weaker. However, it is not the case in cold atom system 188 . For a spin-S atom, a full quantum mechanics description of its wave function requires 2S points in the Bloch sphere known as Majorana representation [189] [190] [191] [192] , and for large spin atom like Dy (S = 8), the wave function can have nonabelian symmetry represented by various point groups of sixteen points distributed in the unit sphere 193 . Viewing large internal degree of freedom as another synthetic dimension, SO coupling can also introduce large synthetic magnetic field in the synthetic space 194 . SO coupling in this high spin bosons or fermions systems is expected to exhibit novel quantum phenomena 195 . Very recently, the first experiment of SO coupled spin-1 gas has been reported from NIST group, and SO coupled Dy experiment is going on in Stanford group. SO coupling experiment on alkaliearth-(like) atom like Yb and Sr with large nuclear spins 20 have also been considered by serval groups. These new experimental efforts will inspire more progresses along this direction.
Finally I would like to mention that the major challenge now is the heating problem. So far all experiments are performed with alkali atoms. For alkali atoms, the spin flipped Raman process is proportional to W ∆ FS /∆ 2 , where W is laser power, ∆ FS is the fine structure splitting of excited states, and ∆ is the detuning, as discussed in Sec. II A. On the other hand, heating from spontaneous emission also depends on W Γ/∆ 2 , where Γ is the line width of excited states. Since the heating rate and Raman coupling scale in the same way with respect to the ratio of W to ∆, it is hard to suppress heating with fixed Raman coupling. This is in contrast to laser trapping and cooling case, where only scalar atom-light coupling is used. The scalar process scales as W/∆, and therefore one can suppress heating by increasing detuning to far detuned regime. In the Raman coupling case, the smaller fine structure coupling ∆ FS , the stronger heating effect for same Raman coupling strength. For instance, the heating effect in 6 Li experiment 3 is much stronger than in 40 K experiment 2 . Even in 40 K experiments, it has been observed that the temperature is increased from 0.2T F to above 0.5T F or even higher, when Raman coupling is turned on for certain time 2 . This precludes observation of many interesting many-body physics, in particular, in fermion systems.
One solution is to utilize other class of atoms. One candidate is alkali-earth or alkali-earth-like atom (such as Yb), in which the electronic ground state and one metastable electronic excited state form a spin-1/2 manifold and they are directly coupled by single laser light. However, in this case the collisional stability of excited states is a concern. Other candidate is more complicated open shall lanthanide atoms such as Dy and Er. In these atoms, atomic spin in their ground state has nonzero angular momentum component L and laser can directly flip spin, so that the Raman coupling strength depends on W/∆ as usual scalar process. Some excited states of these atoms also have very small line width. Putting all these effects together, the heating rate can be reduced by several orders of magnitudes for same Raman coupling strength comparing to alkali atoms 195 . Besides, there are also proposals to use pure magnetic schemes to generate SO coupling, as discussed in Sec. II B, where heating from spontaneous emission can be avoided. All these proposals offer promises for future studies.
