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Medium-voltage converters are operated at very low switching frequencies. To minimise the
resulting harmonic distortions, offline computed optimised pulse patterns are the modulation
method of choice. The optimal switching angles, at which a converter phase switches, are
obtained by solving a constrained optimisation problem.
To simplify the analysis and computation, quarter- and half-wave symmetry of the switch-
ing function is typically imposed. Moreover, for three-level converters, the switch positions are
required to be non-negative in the positive half-wave of the fundamental period. The impact of
these restrictions on the harmonic performance of the pulse patterns is investigated in the first
part of this thesis. By relaxing the symmetry restrictions and by allowing also negative switch
positions in the positive half-wave of the fundamental period, the current distortions can be
reduced by up to one third compared to the traditional problem formulation.
Commonly used linear control techniques require zero current ripple at regularly-spaced
sampling instants. For optimised pulse patterns, in general, the current ripple is never zero
in all three phases. Moreover, the switching angles may be discontinuous when varying the
modulation index. To address these issues, controllers based on trajectory tracking were devel-
oped, most notably model predictive pulse pattern control. By treating the fundamental and
harmonic components as one single quantity, it achieves superior disturbance rejection and
very short settling times during transients.
However, only a single (vector valued) variable is controlled with this method, such as the
stator flux linkage of a machine or the converter current of a grid-connected converter. To ad-
dress higher-order systems, such as converters with LC filters, an additional damping loop is
required limiting its performance during transients. In the second part of this thesis, a gener-
alised model predictive pulse pattern controller is proposed. It regulates multiple controlled
variables along their nominal trajectories and does not require an additional active damping





Mediumspanning omsetters word bedryf teen baie lae skakelfrekwensies. Aflynberekende
geoptimeerde pulspatrone is die modulasie tegniek van keuse om die gevolglike harmoniese
distorsie te verminder. Die optimale vuurhoeke, waarteen die omsetter skakel, word verkry
deur ’n optimeringsprobleem met beperkings op te los.
Om beide die analiese en berekeninge te vereenvoudig, word kwartgolf en halfgolf simme-
trie tipies toegepas. Drievlak omsetters vereis dat die skakelposisies nie-negatief moet wees
tydens die positiewe halfsiklus van die fundamentele periode. Die gevolg van hierdie beperk-
ings op die harmoniese optrede van die pulspatroon word ondersoek in die eerste deel van
hierdie tesis. Deur die kwartgolf simmetrie te ontspan en die negatiewe skakelposisies toe te
laat tydens die positiewe halfsiklus, kan die stroomharmoniese distorsies verminder word met
tot ’n derde in vergelyking met die tradisionele formulering.
Algemene lineêre beheertegnieke benodig nul stroomriffel by die die monsteroomlikke.
Oor die algemeen is die stroomriffel nooit nul nie in al drie fases wanneer geoptimeerde pulsep-
atron gebruik word. Verder kan die vuurhoeke diskontinu word wanneer die modulasie-
indeks verander word. Om hierdie probleme aan te spreek, was beheerders gebasseer op tra-
jekvolging ontwerp. Modelvoorspellendepulspatroonbeheer is die mees merkwaardigste van
hierdie beheertegnieke. Deur die fundamentele komponent en riffel as ’n enkele kwantiteit
te hanteer, bereik die laasgenoemde beheer tegniek uitstekende steuringsverwerping and baie
kort vestigingstye tydens oordragsverskynsels.
Slegs ’n enkele veranderlike (vektor waarde) word beheer met hierdie metode, soos byvoor-
beeld die stator vloedkoppeling van ’n masjien of the omsetterstroom van ’n kragnetwerk-
gekoppelde omsetter. Hoë-orde stelsels, soos byvoorbeeld omsetters met LC-filters, vereis ’n
addisionele dempingslus wat hul optrede tydens oorgangsverskynsels belemmer. ’n Veralge-
meende modelvoorspellendebeheerder pulspatroon strategie word voorgestel in die tweede
deel van hierdie tesis. Dit reguleer verskeie beheerde veranderlikes al langs hul onderskeie
nominale trajekte en vereis nie die gebruik van ’n addisionele aktiewe dempingslus nie. Beina-
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an, bn Fourier coefficients of the nth harmonic
A Vector of single-phase switching angles
A, Ãi System matrix in the discrete-time domain
αi ith switching angle, αi ∈ [0, 2π]
B, B̃i Input matrix in the discrete-time domain
C Output matrix in the continuous-time and discrete-time domains
d Pulse number, d ∈ N
f1 Fundamental frequency
fsw Switching frequency
F , F̃ System matrix in the continuous-time domain
G,G1,G2 Input matrix in the continuous-time domain
γ∗ Load angle
H Hessian matrix in the QP
ip(t) Current in continuous-time domain in phase p
iabc(t) Three-phase current in continuous-time domain
J Objective function for optimisation problem
K,K−1 Clarke transformation matrices
k Discrete time step, k ∈ N
` Discrete time step within the prediction horizon, ` ∈ {k, k + 1, . . . , k +N}
Lσ Leakage inductance in SI
m Modulation index, m ∈ [0, 4π ]
n Harmonic order, n ∈ N
np Number of switching transitions within the prediction horizon in phase p,
np ∈ N
npk Number of switching transitions in the kth sampling interval in phase p,
npk ∈ N
nu, nx, ny Dimension of the input, state and output vector
N Prediction horizon, N ∈ N




t Time, t ∈ R+
tpi Modified ith switching instant in phase p, tpi ∈ R+
∆tpi Switching instant modification in phase p for the ith switching transition,
∆tpi ∈ R
Ts Sampling interval, Ts ∈ R+




θ∗1 Vector of sampling angles for computing the reference trajectory contribu-
tion of the converter voltage, θ∗1 ∈ [0, 2π]
ui ith single-phase switch position, ui ∈ U
up(t) Switching signal in continuous-time in phase p, up(t) ∈ U
uabc(t) Three-phase switching signal in continuous-time, uabc(t) ∈ U3
up(θ) Pulse pattern over one fundamental period of 2π, up(θ) ∈ U
∆ui ith switching transition, ∆ui ∈ {−1, 1}
U Vector of single-phase switch positions
U Set of converter levels, U = {−1, 0, 1}
U+ Set of non-negative converter levels, U+ = {0, 1}
vp(t) Voltage in continuous-time domain in phase p
vabc(t) Three-phase voltage in continuous-time domain
wp(k) Averaged switch position in phase p in kth sampling interval, wp ∈ [−1, 1]
wabc(k) Three-phase averaged switch position in kth sampling interval,
wabc ∈ [−1, 1]3
Wabc(k) Sequence of three-phase averaged switch positions over the prediction hori-
zon computed at time instant kTs,Wabc ∈ [−1, 1]3N
∆wp(k) Correction of the averaged switching signal in phase p in the kth sampling
interval, ∆wp ∈ [−1, 1]
∆Wabc(k) Sequence of averaged switch positions corrections over the horizon com-
puted at time instant kTs, ∆Wabc ∈ [−1, 1]3N
ω1 Angular fundamental frequency, ω1 = 2πf1
xαβ(t) State variable in stationary orthogonal αβ coordinates
Xσ Leakage reactance in pu
yαβ(t) Output variable in stationary orthogonal αβ coordinates
Y ∗1conv,αβ(θ) Reference trajectory contribution of converter voltage sampled over one
fundamental period with θ∗1




z(t) Scalar quantity in the continuous-time domain
z(k) Scalar quantity in the discrete-time domain
z Column vector referring to, e.g. a three-phase quantity
Z Column vector referring to a sequence of scalar quantities over multiple
time instants
Z Column vector referring to a sequence of vector quantities over multiple
time instants or a matrix
Superscripts
A∗, t∗ Vector of optimal switching angles, nominal switching time for MP3C+
î Amplitude of current
w Upper bound on averaged switch position
w Lower bound on averaged switch position





AF Vector of switching angles for the full-wave symmetric OPP
AH Vector of switching angles for the half-wave symmetric OPP
AQ Vector of switching angles for the quarter- and half-wave symmetric OPP
with multipolar switch positions
AuQ Vector of switching angles for the quarter- and half-wave symmetric OPP
with unipolar switch positions
iabc Three-phase current in abc coordinates




IB Base current for per unit system
IR Rated current
ITDD Total demand distortion of the current
un Switching signal harmonic of order n
vcap Capacitor voltage
v0 Common-mode voltage
yconv Reference vector contribution of converter voltage






MPC Model predictive control
MP3C Model predictive pulse pattern control
MP3C+ Proposed model predictive pulse pattern control with averaged switch po-
sitions
NPC Neutral-point-clamped
OPP Optimised pulse pattern
PCC Point of common coupling
pu Per unit
PWM Pulse width modulation
QaHWS Quarter- and half-wave symmetry with multipolar switch positions
QaHWS+ Quarter- and half-wave symmetry with unipolar switch positions
QP Quadratic program
rms Root-mean-square
SHE Selective harmonic elimination





In power electronics, a fundamental trade-off between the switching effort of the converter and
the generated harmonic distortion in the load exists. The switching effort relates to switching
losses in the semiconductor switches, which are limited by the cooling capacity of the con-
verter. Reducing the switching effort thus allows higher power ratings, which increases the
efficiency of the converter. The supplied load is typically an electrical machine or the grid.
Harmonic distortion in the stator currents of the machine cause copper and iron losses. In case
of a grid-connected converter, strict harmonic standards have to be met. In conclusion, the
goal of generating sinusoidal output waveforms conflicts with the thermal limitations in the
converter.
In medium-voltage (MV) applications, the switching frequency is restricted to a few hun-
dred Hertz. Consequently, particular attention is required to reduce the harmonic distortions
as much as possible. Optimised pulse patterns (OPPs) allow the minimisation of the current
harmonic distortions for a given switching frequency. For the computation of such optimised
switching signals, certain assumptions are typically made. While research on OPPs mainly fo-
cuses on the application of OPPs to various converter types and their efficient computation, the
impact of such imposed assumptions has been neglected without further consideration.
OPPs are optimal under ideal steady-state conditions. In real-life applications, a controller
is required to modify the OPP in order to handle non-idealities and disturbances, such as a
ripple of the dc-link voltage and measurement noise. A modern versatile control strategy is
model predictive control (MPC). MPC has been combined with OPPs to control MV inverters
connected to an electrical machine. This model predictive pulse pattern controller (MP3C)
achieves near optimal steady-state performance and fast transient control. MP3C is, however,
restricted to first-order systems, such as the simple inductive load corresponding to a machine.
A general MP3C method for higher-order systems is preferable, which allows for control of a
variety of applications with OPPs.
1.2 Outline and Contributions
The contributions of this thesis are divided in two parts. The theory required for the derivations
in this thesis is provided in Chapter 2. Chapter 3 investigates the impact of the implicitly
imposed assumptions on OPPs for a selection of three-level waveforms. In Chapter 4, a general
MP3C method for a grid-connected MV converter with an additional LC filter is designed.




CHAPTER 1. INTRODUCTION 2
The main contributions of this thesis are the following ones:
• The generalisation of the three-level OPP problem by relaxing the commonly made as-
sumptions. These assumptions comprise non-negative switch positions in the positive
half-wave of the fundamental period, quarter-wave symmetry and half-wave symmetry.
• The computation and performance evaluation of OPPs with low pulse numbers and dif-
ferent imposed symmetries.
• The design of a generalised MPC scheme based on a novel approach to transform the
OPP from the continuous-time to the discrete-time domain.





In this chapter, the fundamental principles and basic concepts required for this thesis are sum-
marised.
2.1 Neutral-point-clamped Converter
The most popular inverter topology for medium-voltage (MV) applications, i.e. power ratings
above 1 MVA, is the three-level neutral-point-clamped (NPC) converter [1]. Fig. 3.1 shows the
NPC converter with its three phase legs. Each phase leg consists of four active switches paired
with four freewheeling diodes, and two clamping diodes. The neutral point (N) is created by





is generated, where Vdc is the dc-link voltage, up(t) ∈ U is the switching signal in this phase
with U = {−1, 0, 1}, and p denotes the phase with p ∈ {a, b, c}.





vca(t) + vcb(t) + vcc(t)
)
. (2.2)
The common-mode voltage affects the balance of the neutral point potential in the NPC con-
verter and might harm the bearings of a connected machine. In this thesis, we neglect the
influence of the common-mode voltage on the neutral point potential and assume a constant
neutral point potential for simplification. Nevertheless, the common-mode voltage is to be kept










vca+ −vcb+ − Nvcc+ −
Figure 2.1: Three-level NPC converter.
3
Stellenbosch University https://scholar.sun.ac.za














Figure 2.2: Phase leg of phase a of the NPC inverter.
Switch position Active switches Phase voltage
up Sp1 Sp2 Sp3 Sp4 vcp
−1 0 0 1 1 −Vdc2
0 0 1 1 0 0
1 1 1 0 0 Vdc2
Table 2.1: Switching states and resulting phase voltage for the three-level NPC inverter.
Switching Frequency Consider the single phase leg shown in Fig. 2.2. The four active switches
are labelled with Sa1, Sa2, Sa3 and Sa4. To generate the three voltage levels, always two switches
in the phase leg are conducting, i.e. are active. For each output level, the active (1) and inactive
(0) switches in the phase leg are stated in Table 2.1 together with the equivalent switch position
of the switching signal. Switching by more than one level up or down is generally prohibited
owing to the risk of a short circuit and an imbalance of the blocking voltages. This means that
switching from −1 to 1 is only permitted via an intermediate zero switch position. As a result,
at each switching transition, one semiconductor switch is turned on and another one is turned
off.
With this, the averaged switching frequency of one semiconductor switch fsw can be directly
related to the number of on/off transitions of that semiconductor within one fundamental pe-
riod. The switching frequency is used as a measure for the switching effort. Due to the par-
ticularly high switching losses in MV converters, the maximum switching frequency is limited
typically between 100 Hz and 500 Hz.
Total Demand Distortion The switched converter voltages consist of the desired fundamen-
tal component and the undesired harmonic component. The voltage harmonics generate har-
monic distortions in the currents of the connected load, either the stator currents of a machine
or grid currents. A figure of merit to express the harmonic distortion in the current is the to-
tal demand distortion (TDD). The current TDD is defined as the square root of the sum of the










where Inom is the rms value of the nominal or rated current.
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2.2 Per Unit System
It is common practice to normalise the electrical quantities in an electrical system such that they
are equal to one when operating at the rated conditions of the connected load. In this so-called
per unit system, each parameter and variable is normalised with respect to its base quantity.
These are derived from the three primary base quantities:




• the peak amplitude of the rated phase current IB =
√
2IR, and
• the rated angular frequency ωB = ωsR.
Note that the rated parameters are rms values and that the rated voltage is a line-to-line voltage.
Considering a drive system with an electrical machine, the rated machines parameters are used
as base quantities. For a grid-connected converter, the rated parameters are the quantities on
the secondary side of the transformer. From the primary base quantities, we can derive the









2.3 Optimal Pulse Width Modulation
Pulse width modulation (PWM) is used to generate the switching signals for the converter. The
discrete-valued switching signal is composed of pulses with variable width, which are chosen
such that the required fundamental amplitude is achieved, i.e. the modulation index m.
One popular scheme to generate the switching signals is carrier-based PWM. The switch-
ing signal directly results from the comparison of a modulating signal, with the fundamental
frequency f1, with one or more carrier signals with higher frequency fc. A high ratio of the
carrier to fundamental frequency, i.e. fc/f1, ensures low harmonic distortions in the load cur-
rents but in turn requires a high switching frequency. Main advantages of carrier-based PWM
are its easy implementation and straightforward use with classic control schemes such as field-
oriented control [2, 3]. However, applying carrier-based PWM to MV inverters demands very
low carrier to fundamental frequency ratios (fc/f1 < 11) when operating at nominal condi-
tions. This leads to high amplitudes of the current harmonics [4]. Another disadvantage is the
restriction of the switching transitions to the half-intervals of the carrier signal. As a result,
the achievable harmonic performance is limited and the harmonic spectrum cannot be well
shaped.
In order to achieve high quality converter output currents with low switching to funda-
mental frequency ratios, optimal PWM schemes are used [5]. In optimal or programmed PWM,
steady-state conditions are assumed. This allows for precise optimisation of the switching sig-
nal over one fundamental period, which is typically carried out in an offline computation [6].
The computation is based on the exact representation of the harmonics as functions of the
switching angles, i.e. the switching times, by means of Fourier analysis. The two available op-
timal PWM strategies are selective harmonic elimination (SHE) and optimised pulse patterns
(OPPs), sometimes also referred to as synchronous optimal PWM [7]. The terminology and
basic optimal PWM problems are introduced in this section.
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Figure 2.3: Single-phase pulse pattern (solid line) over one fundamental period. The amplitude of the
fundamental component (dashed line) is the modulation index m.
2.3.1 Pulse Pattern
For the offline switching signal computation, symmetry between the three phases is assumed.
As a result, the switching signals in phases a, b and c correspond to the single-phase switching
signal phase-shifted by 0◦, 120◦ and 240◦, respectively. We refer to the single-phase switching
signal over one fundamental period as the pulse pattern u(θ). An example is shown in Fig. 2.3.
Let k be the number of switching transitions within one fundamental period T1 = 1/f1 in
one phase. Table 2.1 implies that within one fundamental period each of the four semiconduc-
tors in a phase leg is switched k/4 times on average. The average switching frequency of a
single semiconductor directly follows as fsw = k/4 f1. With this, we define the pulse number d
as the ratio of the switching frequency fsw of a single semiconductor switch in a phase leg to







It is common practise to impose quarter-wave and half-wave symmetry on the pulse pat-
tern, i.e.
u(π − θ) = u(θ) (2.5)
u(π + θ) = −u(θ). (2.6)
Moreover, for three- and multi-level pulse patterns, unipolar switch positions are assumed. This
means that the polarity of the switch positions corresponds to that of the respective funda-
mental half-wave: there are only non-negative switch positions, U∗ = {0, 1}, in the positive
half-wave of the fundamental period and vice versa.
As a result of these assumptions, only the switching angles and switch positions in the first
quarter of the fundamental period need to be determined in the pulse pattern computation.
For the three-level converter, one quarter of the number of switching transitions in the funda-
mental period equals the pulse number, see (2.4). We can thus define the pulse pattern by the




with i ∈ {1, . . . , d}, and the d + 1 switch positions ui ∈ U∗ with
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u0 0 ≤ θ ≤ α1
u1 α1 ≤ θ ≤ α2
...
ud−1 αd−1 ≤ θ ≤ αd
ud αd ≤ θ ≤ π2 .
(2.7)
At each switching angle αi, a specific switching transition occurs, which is defined as
∆ui = ui − ui−1, (2.8)
with i ∈ {1, . . . , 4d}. We can use (2.8) to find the ith switch position as the sum of the preceding
switching transitions added to the initial switch position




where u0 is the initial switch position. Recall that NPC inverters are allowed to switch only
by one level up or down. Therefore, the switching transitions are restricted to ∆ui = {−1, 1}.
This combined with the unipolar switch position restriction ui ∈ U+ leads to a fixed sequence
of switch positions in the first quarter-wave of the fundamental period U = [0 1 0 1 0 . . .]. The
sequence of switching transitions directly follow as
∆ui = (−1)i−1, with i = 1, . . . , d. (2.10)
Fourier Analysis The pulse pattern u(θ) is a 2π-periodic function, which can be represented








an cos(nθ) + bn sin(nθ)
)
, (2.11)












u(θ) sin(nθ) dθ, for n ≥ 1 . (2.12b)
Each harmonic can be written as
un(θ) = ûn cos(nθ − φn), (2.13)
where the amplitude ûn and phase φn of the nth switching signal harmonic follow from the

















ûn cos(nθ − φn). (2.15)
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∆ui cos(nαi), n = 1, 3, 5, . . .
(2.16b)
Note that due to the imposed symmetry, the switching signal is an odd function. As a result
all Fourier coefficients an and all bn for even orders are zero. For a detailed derivation of (2.16),
the interested reader is referred to [8, Ch. 3 Appendix A].
The expression (2.16) forms the basis of the optimal PWM methods. Due to the fixed se-
quence of switching transitions (2.10), the harmonic components in the switching signal only
depend on the d switching angles αi in the first quarter of the fundamental period.
Three-phase Pulse Pattern From the harmonic representation (2.13) follows that a phase shift
of the pulse pattern translates to phase shifts of the harmonics as follows
un(θ − ϕ) = ûn cos(nθ − nϕ− φn). (2.17)
Note that ϕ is the particular phase shift of phases a, b and c. The phase shift in phase b,
ϕ = 2π/3, results in the phase shift n2π/3 for the nth harmonic in phase b. Thus, triplen-
order harmonics, i.e. integer multiples of three with n = 3, 6, 9, . . ., are again in phase with the
harmonics of the pulse pattern in phase a. The same applies to phase c. Note that φn is the
phase shift of the nth harmonic, which is the same in each phase.
The switching signal harmonics un directly correspond to the phase voltage harmonics vn,
i.e. vn =
Vdc
2 un. Consequently, all triplen-order voltage harmonics are in phase. For a balanced
three-phase load with a floating star point, these voltage harmonics cancel each other in the
line-to-line voltages and do not drive a harmonic current. Thus, we consider only the odd,
non-triplen harmonic orders, n = 5, 7, 11, . . ., in the pulse pattern computation.
2.3.2 Selective Harmonic Elimination
In 1964, SHE originated with the computation of a two-level waveform, which eliminates two
lower order harmonics in the load voltage [9]. This technique was further developed in [10]
and [11] to allow elimination of any number of harmonics by formulating an algebraic system
of equations.
For example, consider the three-level waveform with d switching angles in the first quarter
of the fundamental, which are the degrees of freedom. With the help of (2.16), the first d − 1
harmonics are set to zero, and the fundamental component is set to the modulation index.
Solving the system of equations for a varying modulation index yields multiple solution sets
of switching angles.
The switching angles in each set are continuous functions of the modulation index, which
allows a straightforward implementation with linear controllers. The challenge in SHE is the
identification of all solution sets together with the subsequent selection of the optimal set for
the particular application. A review of such techniques is beyond the scope of this thesis. The
interested reader is referred to [12], [13] and [14] for approaches to obtain all solution sets in
case of a two-, three- and multi-level inverter, respectively.
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Figure 2.4: Optimal switching angles for a three-level converter with d = 3.
The practical implementation of these pulse patterns is done by look-up tables. The offline
computed switching angles are stored for all required modulation indices and various numbers
of switching angles. Online, the appropriate switching angles are then selected, depending on
the reference operating point, and the three-phase switching signal is generated and applied to
the inverter.
2.3.3 Optimised Pulse Patterns
OPPs were first proposed in 1977 for two-level inverters [15]. Similar to SHE, expressions for
the harmonics are derived by Fourier analysis as functions of the d switching angles (2.16).
However, instead of completely eliminating a certain number of harmonics, a constrained op-
timisation problem is solved minimising the entire harmonic content in the switching signal
[16]. An algorithm to solve the optimisation problem of three- and five-level OPPs is presented
in [5] and [17], respectively.









∆ui cos(αi) = m (2.18b)




with the d switching angles αi, with i ∈ {1, . . . , d}, as optimisation variables. For the objec-
tive function J(αi), a performance criterion related to the unwanted effects of the switching
signal harmonics is chosen. Most commonly, the TDD of the load current is adopted as ob-
jective function [6]. To ensure that the fundamental amplitude corresponds to the modulation
index, the equality constraint (2.18b) is introduced. The inequality constraints (2.18c) ensure
that the switching angles are in ascending order. A brief summary of the basic terminology of
optimisation problems is given below in Section 2.4.
Solving the optimisation problem over the modulation range gives a unique set of switching
angles that are optimal with regard to the chosen objective. For d = 3, the switching angles over
the entire modulation range are shown in Fig. 2.4.
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A major drawback of OPPs is the presence of discontinuities in the switching angles over
the modulation range, see Fig. 2.4. This poses a challenge for the computation and control of
OPPs.
2.4 Optimisation Problems




subject to gi(x) ≤ 0 i = 1, . . . ,m (2.19b)
hj(x) = 0 j = 1, . . . , p (2.19c)
with the optimisation variable x ∈ Rnr . The goal is to minimise the objective function (or cost
function) J(x) : Rnr → R while satisfying the inequality constraints gi(x) : Rnr → R with
i = 1, . . . ,m, and the equality constraints hj(x) : Rnr → R with j = 1, . . . , p. The inequality and
equality constraints form the feasible set (or search space)
X =
{
x ∈ Rnr |gi(x) ≤ 0, i = 1, . . . ,m, hj(x) = 0, j = 1, . . . , p
}
. (2.20)
A point satisfying the inequality and equality constraints is called a feasible point. An optimisa-
tion problem is feasible if there exist at least one feasible point. Otherwise it is infeasible.
The optimal value Jopt is the lowest possible value of the objective function, which is attained
by the optimal solution (or optimiser) x∗, i.e. Jopt = J(x∗) ≤ J(x) with x∗ ∈ X and for all
feasible x ∈ X .
A feasible point x is locally optimal if it minimises J(x) in a subset of the feasible set. A
feasible point x it is globally optimal if it minimises J(x) over the entire feasible set.
2.4.1 Convex Optimisation Problems
A special class of optimisation problems are convex optimisation problems. For their formula-
tion, we require the definitions of a convex set and convex function.
A set X is convex if the line segment between any pair of points x, y ∈ X lies also in X , i.e.
λx+ (1− λ)y ∈ X with λ ∈ [0, 1] . (2.21)





≤ λJ(x) + (1− λ)J(y). (2.22)




subject to gi(x) ≤ 0 i = 1, . . . ,m (2.23b)
aTj x = bj j = 1, . . . , p, (2.23c)
where the objective function J(x) and the inequality constraints g1, . . . , gm are convex, the
equality constraints hj = aTj x − bj are affine, and the domain of the objective function is a
convex set. As a result, also the feasible set is convex. The key feature of convex optimisation
problems is that any locally optimal solution is also globally optimal.
The affine constraints can be gathered into matrix form: Ax = b, where A = Rp×nr and
b ∈ Rp.
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2.4.2 Linear Optimisation Problems
If the objective function and the constraints are all affine functions, the problem is called a linear
program, and it is formulated as
minimise
x
J(x) = cTx (2.24a)
subject to Gx ≤ h (2.24b)
Ax = b, (2.24c)
with c ∈ Rnr ,G = Rm×nr , h ∈ Rm,A = Rp×nr and b ∈ Rp. Linear problems are always convex
and can be solved efficiently.
2.4.3 Quadratic Optimisation Problems






xTHx+ qTx+ r (2.25a)
subject to Gx ≤ h (2.25b)
Ax = b, (2.25c)
where the objective function is a quadratic function and H ∈ Rnr×nr , q ∈ Rnr , G = Rm×nr ,
h ∈ Rm,A = Rp×nr and b ∈ Rp.
The QP is convex if and only if the Hessian matrix H is positive semidefinite, i.e. for all
x ∈ Rnr it holds that
xTHx ≥ 0. (2.26)
The expression if and only if states that this is a necessary and sufficient condition. The matrix
H is positive definite if
xTHx > 0 (2.27)
for all non-zero x ∈ Rnr .
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Chapter 3
Symmetry Relaxation of Three-level
Optimised Pulse Patterns
3.1 Introduction
The offline computation of switching patterns allows the precise shaping of their harmonic con-
tent, and thus enables the generation of high quality inverter outputs [19]. Assuming steady-
state conditions, the switching signal over one fundamental period, i.e. the pulse pattern, is
optimised.
For the derivation of an analytical expression of the harmonics, typically four assumptions
are imposed on the switching signal:
1. Periodicity,
2. Half-wave symmetry,
3. Quarter-wave symmetry1 and
4. Unipolar switch positions (in case of multi-level switching signals).
While the first assumption of periodicity is required to perform the Fourier analysis, the other
three are imposed to simplify the problem and are justified only by intuition. The examination
of the impact on the performance when relaxing these three assumptions is the objective of
this chapter. To this end, a review of the existing literature and recent research on relaxation
of these typically imposed assumptions is given in the remainder of this section for the two
available offline PWM methods: selective harmonic elimination (SHE) and optimised pulse
patterns (OPPs). In addition, the case study used throughout this chapter for the derivation
and computation of the OPPs is introduced. Section 3.2 defines the general pulse pattern and
provides an overview of the imposed symmetry assumptions and the resulting new types of
pulse patterns. Moreover, the mathematical derivation of the harmonic content depending on
the imposed symmetry conditions is presented. Section 3.3 derives the four resulting optimisa-
tion problems and Section 3.4 describes the general procedure to solve them. Features allowing
successful and efficient solving of the optimisation problem are discussed as well. Finally in
Section 3.5, OPPs with different imposed restrictions are computed and their performances are
compared against each other.
1We refer to quarter-wave symmetry and half-wave symmetry as two independent concepts. This means that
half-wave symmetry is not implied by quarter-wave symmetry. For example, a quarter-wave symmetric OPP with-
out half-wave symmetry may be created for the case of a non-zero dc-offset.
12
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Figure 3.1: Medium-voltage drive system: Three-level NPC inverter connected to an induction machine
(IM).
3.1.1 Literature Review
For the SHE problem, relaxing the quarter-wave symmetry assumption on the pulse pattern
was first investigated in [20]. A formulation for the two-, three- and general multi-level SHE
problem is presented, which allows one to find new half-wave symmetric pulse patterns. These
solutions have been unattainable by the traditional quarter- and half-wave symmetric SHE
problem. Comparison of these newly obtained solution sets against traditional solutions re-
veals a reduction of the overall harmonic distortion [21]. Further relaxation of half-wave sym-
metry is reported in [22] and experimentally verified with a five-level inverter. The number of
attainable solutions when relaxing symmetry increases to infinity. Moreover, due to the addi-
tional degrees of freedom, the problem becomes more difficult to solve. This gives rise to new
formulations and algorithms to solve the general SHE problem [23].
For the OPP problem, relaxation of the symmetry assumptions was investigated only re-
cently in a small number of publications. In 2014, half-wave symmetric OPPs for the two-level
inverter were computed with various numbers of switching angles [24], [25]. The obtained
OPPs reduce the current TDD in a certain interval of the modulation range. Similar results
were reported when taking into account the isotropy properties of a connected electrical ma-
chine [26]. Relaxing the quarter-wave symmetry assumption, the computed two-level OPPs
achieve a reduction of up to 20 % of the current TDD for a specific interval of the modulation
range. Symmetry relaxation of three- or multi-level OPPs has not been published yet. Further-
more, no literature could be found on OPPs with a relaxed unipolar switch position constraint,
i.e. allowing negative switch positions in the positive half-wave of the fundamental period.
3.1.2 Medium-voltage Drive Case Study
The case study for the OPP computation is described in this section. We assume a three-
level neutral-point-clamped (NPC) inverter connected to an induction machine as depicted
in Fig. 3.1. The rated values of the drive system and the leakage inductance of the machine are
given in Table 3.1.
When connecting an induction machine to the NPC inverter, the three-phase inverter volt-
ages vc,abc = [vca vcb vcc]
T drive the stator current is,abc = [isa isb isc]
T through the stator wind-
ings of the machine. For the OPP derivation, only the steady-state behaviour for harmonic
frequencies is of interest. Thus, a harmonic model of the machine is derived, representing the
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Table 3.1: Parameters of NPC inverter connected to machine.
Parameter Symbol SI value
Rated line-to-line voltage VR 3.3 kV
Rated stator current IR 2.12 kA
Rated angular stator frequency ωsR 2π50 rad/s
Dc-link voltage Vdc 5.2 kV
Leakage inductance Lσ 0.73 mH
Note that we neglected the stator resistance. Furthermore, an equal leakage inductance in all
three phases is assumed.






The dc-link voltage in per unit is Vdc = 1.929 pu.
3.2 Symmetry Relaxation
Relaxing one-by-one the assumptions of
1. unipolar switch positions,
2. quarter-wave symmetry and
3. half-wave symmetry
results in the definition of four types of three-level pulse patterns. Symmetry between the three
phases remains, which allows us to consider only the single-phase switching signal u(θ).
3.2.1 Pulse Pattern Types
Quarter- and Half-wave Symmetric OPPs with Unipolar Switch Positions (QaHWS+) The
first type of pulse patterns corresponds to the traditional definition. Quarter- and half-wave
symmetry and unipolar switch positions are imposed on the pulse pattern (2.7). As a result,
the pulse pattern is defined by the switching angles and switch positions in the first quarter of
the fundamental. An example is shown in Fig. 3.2a. In this type, only positive switch positions
in the positive half-wave of the fundamental period are allowed ui ∈ U+. Consequently, only





with i ∈ {1, . . . , d}. The number of switching transitions in each half-
wave is restricted to even numbers. Thus, only integer pulse numbers d ∈ N are possible.
Quarter- and Half-wave Symmetric OPPs with Multipolar Switch Positions (QaHWS) Re-
laxing the restriction of unipolar switch positions allows for negative switch position in the
positive half-wave of the fundamental period, i.e. multipolar switch positions. This gives the
second type of OPPs, see for example in Fig. 3.2b. The quarter- and half-wave symmetry con-
ditions require the initial switch position to be zero, i.e. u0 = 0. As a result, the pulse pattern
is fully defined by the d switching angles and d switch positions in the first quarter of the fun-
damental period. The domain of the set of switching angles remains the same. The switch
positions, however, are now optimisation variables and defined as ui ∈ U with i ∈ {1, . . . , d}.
The pulse number is still limited to integer numbers.
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 3. SYMMETRY RELAXATION OF OPTIMISED PULSE PATTERNS 15
1



























Figure 3.2: Pulse patterns of all four symmetry types. The search space of the corresponding optimisa-
tion problems is indicated by the white areas.
Half-wave Symmetric OPPs with Multipolar Switch Positions (HWS) For the third type of
pulse patterns, quarter-wave symmetry is relaxed, see Fig. 3.2c. As a result, the number of
elements in each set of optimisation variables, i.e. the number of switching angles and switch
positions, increases to 2d. Furthermore, the domain of the switching angles increases to half
of the fundamental period, i.e. αi ∈ [0, π]. The domain of the switch positions remains the
entire set of multipolar output levels ui ∈ U . From (2.6) follows that the first switch position
in the second half-wave of the fundamental period corresponds to the initial switch position
u2d = u0. The pulse number is still limited to integer numbers.
Full-wave Symmetric OPPs with Multipolar Switch Positions (FWS) Finally, relaxing half-
wave symmetry results in the fourth type of OPPs, see the example in Fig. 3.2d. As the 2π
periodicity persists, symmetry between each full-wave of the pulse pattern can be observed.
We refer to such pulse patterns therefore as full-wave symmetric pulse patterns. Due to period-
icity, the last switch position u4d has to be equal to the initial switch position u0, i.e. u4d = u0.
Thus, the optimisation variables are the 4d switching angles αi ∈ [0, 2π] with i ∈ {1, . . . , 4d},
and the 4d switch positions ui ∈ U with i ∈ {1, . . . , 4d}. The number of switching transi-
tions in one fundamental period is restricted to an even number. It follows that the number
of the switching transitions divided by two is an integer number; this implies 4d/2 = 2d ∈ N.
Thus, for full-wave symmetric pulse patterns, the pulse numbers can be non-integer numbers
d ∈ {1, 1.5, 2, 2.5, . . .}.
3.2.2 Harmonic Analysis
The OPP optimisation problem is based on the representation of the harmonics as functions
of the switching angles and the switch positions. By applying the Fourier series expansion,
we derive analytical expressions for the harmonic amplitudes in each of the previously defined
pulse pattern types. In Fig. 3.3, the specific characteristics of all four OPP types are summarised.
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Full-wave symmetric OPPs
d ∈ {1, 1.5, 2, 2.5, . . .}
αi ∈ [0, 2π] ∀i ∈ {1, . . . , 4d}
ui ∈ {−1, 0, 1} ∀i ∈ {0, . . . , 4d− 1} and u4d = u0
Periodicity




αi ∈ [0, π] ∀i ∈ {1, . . . , 2d}
ui ∈ {−1, 0, 1} ∀i ∈ {0, . . . , 2d− 1} and u2d = −u0
Half-wave symmetry
u(π + θ) = −u(θ) ⇒
+






∀i ∈ {1, . . . , d}
ui ∈ {−1, 0, 1} ∀i ∈ {1, . . . , d} and u2d = u0 = 0
Quarter-wave symmetry








∀i ∈ {1, . . . , d}
ui = 0 ∀i ∈ {0, 2, . . . , d}, ui = 1 ∀i ∈ {1, 3, . . . , d}
Unipolar switch positions
ui ∈ {0, 1} ∀i ∈ {0, . . . , d} ⇒
+
Figure 3.3: Overview of the typically imposed assumptions and the resulting characteristics of the pulse
pattern types.
Consider that the relaxed symmetry types are defined by additional restrictions on the full-
wave symmetric OPP. Thus, we can derive the Fourier coefficients for the full-wave symmetric
OPP first and then simplify the derivation by imposing the symmetry assumptions. A detailed
derivation for each type showing the applied simplification steps is given in Appendix A. The
derived expressions are summarised in Table 3.2.
Full-wave Symmetry The Fourier coefficients for pulse patterns with full-wave symmetry
are given in (3.2) in Table 3.2. The derived expressions reveal that the full-wave symmetric
pulse pattern contains non-zero harmonics at integer orders n ∈ N and variable phase shifts
due to the existence of both Fourier coefficients an and bn. The Fourier coefficient a0 represents
a possible dc-offset.
Half-wave Symmetry Imposing half-wave symmetry, the expressions for the Fourier coeffi-
cients are given by (3.3) in Table 3.2. We see that half-wave symmetric pulse patterns consist
of only odd numbered harmonics with various phase shifts. They have no dc-offset, due to
a0 = 0.
Quarter- and Half-wave Symmetry With quarter- and half-wave symmetry imposed, the
derivation of the Fourier coefficients is further simplified and results in the well-known ex-
pressions for the traditional pulse patterns given in (3.4) in Table 3.2. For a detailed derivation,
the interested reader is referred to [8, Ch. 3 Appendix A]. It is clear from the stated expressions
that in the quarter- and half-wave symmetric pulse pattern the harmonics for even orders are
zero. Additionally, the zero an Fourier coefficients turns each of the functions for the harmonics
in (2.13) into a sine wave with a phase shift φn of 0◦ or 180◦.
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∆ui cos(nαi), n = 1, 3, 5, . . .
(3.3)
Quarter- and half-wave symmetry









∆ui cos(nαi), n = 1, 3, 5, . . .
(3.4)
Table 3.2: Fourier coefficients an and bn when imposing full-wave symmetry, half-wave symmetry, or




The total demand distortion (TDD) of the current is adopted as objective function for the opti-
misation problem.
Consider the inverter system presented in Section 3.1.2 consisting of a three-level NPC in-
verter connected to an induction machine. In this case, the OPPs are computed for minimal
harmonic distortion in the stator current. Recall that the derived harmonic model represents
the machine as a purely inductive load. With this we can directly relate the nth stator current





where all quantities are in per unit, Xσ is the leakage reactance of the induction machine and
ω1 is the angular fundamental frequency. The voltage harmonics result from scaling the pulse
pattern harmonics ûn with half the dc-link voltage Vdc according to (2.1). Substituting (3.5) and
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which gives the current TDD as a function of the pulse pattern harmonics.
We can write (3.6) as ITDD = c
√
J , where c is a constant factor depending only on machine










which is the sum of the squared pulse pattern harmonics weighted with the harmonic order.
For an inductive load, minimising the objective function (3.7) consequently minimises the har-
monic distortion in the current.
As explained in Section 2.3.1, in a symmetric three-phase system with a floating star point,
triplen-order voltage harmonics, i.e. integer multiples of three, are in phase. Voltage harmonics
in phase do not drive a harmonic current, which implies that the triplen-order current harmon-
ics are zero. Therefore, the triplen-order switching signal harmonics are omitted in the objective
function and only the non-triplen orders, n = 2, 4, 5, 7, 8, 10 . . ., are considered. This allows us









where we have substituted the pulse pattern harmonic amplitudes by the Fourier coefficients
according to (2.14a).
3.3.2 Constraints
Constraints in the optimisation problem can be divided in two categories. The first one includes
all constraints that relate to the fundamental component; the second one relates to constraints,
which are directly imposed on the optimisation variables. The former set of constraints ensures
that the inverter generates the required output voltage to drive the exact reference stator cur-
rent. The latter avoids infeasible switch positions. With respect to the Fourier representation of
the switching signal (2.15), the constraints for the general OPP problem are
• The dc-component of the OPP is zero, i.e. a0 = 0;
• The phase of the fundamental component is φ1 = π2 , i.e. a1 = 0;
• The amplitude of the fundamental component û1 equals the modulation index,i.e. b1 = m;
• The switching angles are sorted in an ascending order αi ≤ αi+1;
• The switching transitions are limited to ∆ui ± 1; and
• The switch positions are restricted to the set of feasible output levels of the inverter
ui ∈ U .
3.3.3 Specific Optimisation Problems
With this, the optimisation problems for the four pulse pattern types can be derived for a given
pulse number d and modulation index m.
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Full-wave Symmetric OPPs with Multipolar Switch Positions By inserting the Fourier co-
efficients (3.2) derived in the previous section into the objective function (3.8) and imposing





































∆ui cos(αi) = m (3.9d)
0 ≤ α1 ≤ α2 ≤ . . . ≤ α4d ≤ 2π (3.9e)
∆ui+1 = ui+1 − ui ∈ {−1, 1} (3.9f)
ui ∈ {−1, 0, 1}, ∀ i ∈ {0, . . . , 4d− 1}. (3.9g)
The two sets of optimisation variables are the 4d switching angles AF = [α1 α2 . . . α4d]
T and
switch positions UF = [u0 u1 . . . u4d−1]
T within one fundamental period. The minimum num-
ber of optimisation variables in each set is 4, and the minimum pulse number is d = 1 for
full-wave symmetric three-level OPPs.
Half-wave Symmetric OPPs with Multipolar Switch Positions For the half-wave symmet-
ric OPP problem, the optimisation variables are the switching angles and switch positions in
the first half of the fundamental period. Thus, the two sets consist of 2d elements each: The
switching angles AH = [α1 α2 . . . α2d]
T and the switch positions UH = [u0 u1 . . . u2d−1]
T . Recall
that by definition, the dc-offset of half-wave symmetric OPPs is zero, and that only odd order
harmonics exist. Consequently, we may drop the constraint on the dc-offset and consider only
odd, non-triplen order harmonics in the objective function, n = 5, 7, 11, 13, . . .. With this, the






























∆ui cos(αi) = m (3.10c)
0 ≤ α1 ≤ α2 ≤ . . . ≤ α2d ≤ π (3.10d)
∆ui+1 = ui+1 − ui ∈ {−1, 1} (3.10e)
ui ∈ {−1, 0, 1}, ∀ i ∈ {0, . . . , 2d− 1}. (3.10f)
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Quarter- and Half-wave Symmetric OPPs with Multipolar Switch Positions The two sets of
optimisation variables reduce each to d elements for the quarter- and half-wave symmetric OPP
problem with multipolar switch positions. Recall that the initial switch position is restricted to
zero. Furthermore, Fourier series expansions showed that the phase shifts of the pulse pattern
harmonics are either 0◦ or 180◦. Thus, when setting the fundamental amplitude tom, the phase
shift of the fundamental component is always 0◦ and the constraint on Fourier coefficient a1


















∆ui cos(αi) = m (3.11b)




∆ui+1 = ui+1 − ui ∈ {−1, 1} (3.11d)
ui ∈ {−1, 0, 1}, ∀ i ∈ {1, . . . , d}, (3.11e)
where AQ = [α1 α2 . . . αd]
T and UQ = [u1 u2 . . . ud]
T .
Quarter- and Half-wave Symmetric OPPs with Unipolar Switch Positions For complete-
ness, we repeat here the traditional, quarter- and half-wave symmetric three-level OPP prob-
lem. Recall that only the switching angles in the first quarter of the fundamental period are
optimisation variables AuQ = [α1 α2 . . . αd]
T . The sequence of switch positions is fixed to
UuQ = [0 1 0 1 0 . . .]
T . This allows us to derive the expression for the switching transitions



















∆ui cos(αi) = m (3.12b)





The constraints in each optimisation problem form the feasible set for the optimisation variables,
i.e. the search space of the optimisation problem. For example, in case of the general full-wave
symmetric OPP problem, the feasible set for the switching angles is a subset of the Euclidean
space R4d. The feasible set for the switch positions is a subset of the integer set U4d. Two
particular properties of these OPP optimisation problems require closer examination.
First, the trigonometric terms in the objective functions and in the constraints turn the OPP
problems into non-convex optimisation problems. In particular, the trigonometric terms lead to
multiple local minima in the search space. For such non-convex optimisation problems, there
exists no straightforward algorithm for solving it. Thus, solving the optimisation problem is
often a challenging and time consuming process, in particular when the number of degrees of
freedom is high. In most cases, applying local optimisation methods, such as gradient-based
algorithms, in combination with a large number of initial values, distributed within the search
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(c) UQ2 = [−1 0 1]T
Figure 3.4: Optimal solutions for each of the three feasible switching sequences of the quarter- and
half-wave symmetric OPP problem with multipolar switch positions for d = 3 and m = 0.68.
space, provide acceptable results. However, such algorithms cannot guarantee the optimality
of the solution. Only the probability of finding the optimal solution might be increased through
the careful choice of the initial values, which is discussed in the following section.
Second, allowing multipolar switch positions ui ∈ {−1, 0, 1} turns the three newly derived
OPP problems (3.9), (3.10) and (3.11) into mixed-integer optimisation problems. This term refers
to the mixed nature of the optimisation variables: While the switching angles are defined as
a subset of real numbers, the switch positions are a subset of integer numbers. This further
complicates the OPP problem and the solution process. One simple and common solution
approach is to enumerate all admissible sequences of switch positions, the so-called switching
sequences. A reduced, non-convex optimisation problem with only the switching angles as
optimisation variables is solved for each switching sequence, and the resulting values for the
objective function are compared. The switching sequence and the corresponding switching
angles giving the lowest value are selected as global optimal solution. For the traditional three-
level OPP problem, only a single switching sequence needs to be evaluated. However, for the
relaxed OPP problems, there exist multiple feasible switching sequences. The generation of
these feasible switching sequences is described in the following section. It is apparent that the
computation of OPPs by enumeration is computationally tractable only for a low number of
feasible switching sequences, and thus for the low pulse numbers considered in this thesis.
For completeness, it should be mentioned at this point that there exists another promising
approach to solve the mixed-integer OPP problem by creating a new optimisation variable [27].
The combination of the value of the switching angle and the sign of the switching transition
creates the so-called virtual angle. As a result, only one optimisation problem needs to be solved
to take all feasible switching sequences into account. However, this approach makes use of
the quarter- and half-wave symmetric properties of the pulse pattern, and is thus not directly
applicable to the OPP problems with relaxed symmetry.
3.3.5 Example
For a better understanding of the OPP optimisation problem, consider for example the quarter-
and half-wave symmetric OPP problem with multipolar switch positions (3.11) for pulse num-
ber d = 3. The optimisation variables are the three switching angles α1, α2 and α3, and the
three switch positions u1, u2 and u3. The initial switch position u0 is fixed to zero. The number
of feasible switching sequences is four: UQ1 = [1 0 1]T , UQ2 = [1 0 −1]T , UQ3 = [−1 0 1]T , and
UQ4 = [−1 0 −1]T . Since the fundamental component must have a zero phase shift, the switch-
ing sequence UQ4 leads to infeasibility. The three feasible switching sequences are shown in
Fig. 3.4.
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(c) UQ2 = [−1 0 1]T




versus the first two angles for the three feasible
switching sequences of the quarter- and half-wave symmetric OPP problem with multipolar switch
positions for d = 3 and m = 0.68. The cross indicates the optimal solution.
Consider now the optimisation problem for one of the three switching sequences. The
three switching angles provide three degrees of freedom; one is required to satisfy the equality
constraint on the fundamental component. Thus, for the optimisation of the pulse pattern, the
second and third switching angle remain for optimisation. It is thus possible to visualise the op-
timisation problem by evaluating the objective function for a grid of the two switching angles.
The third switching angle for each point is determined by the modulation index constraint. If
the solution satisfies the ascending order constraint on the switching angles, a feasible point is
found. In the end, the objective function can be plotted over the two first switching angles for
each feasible switching sequence. An example for the modulation index m = 0.68 is shown in
Fig. 3.5. The figures show the search space for each of the three switching sequences. In each
search space, the minimal value Jopt is indicated by the cross. For the first switching sequence,
we see in Fig. 3.5a that a second local minima exists left of the global minimum. It is clear that
a gradient-based solver requires multiple initial values to find both local minima. The opti-
mal solution at this particular modulation index is the pulse pattern with the first switching
sequence; it is shown in Fig. 3.4a.
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(b) Generated by Halton sequence.
Figure 3.6: Initial points for the quarter- and half-wave symmetric OPP optimisation problem with d = 2
generated by two different methods. The initial set fulfils the order constraint on the switching angles
0 ≤ α1 ≤ α2 ≤ π2 .
3.4 Computation of Optimised Pulse Patterns
3.4.1 Computational Features
In the previous section, we described the non-convex and mixed-integer properties of the OPP
optimisation problem. In order to address the complications arising from these properties, the
choice of the initial values and the enumeration of the switching sequences are discussed in
detail in this section.
Choice of Initial Values A common method to choose the initial values is by generating
random numbers and sorting them to meet the order constraint on the switching angles. An
example set of initial values for the quarter- and half-wave symmetric OPP problem with d = 2
generated by MATLAB’s rand function is shown in Fig. 3.6a for different numbers of initial
values Nini. We see from the figure that only with a large number of initial values, a sufficient
distribution of the points over the search space is given. Thus, the optimisation problem has to
be solved 200 or more times to ensure a high probability of finding the optimal solution.
Another method to generate the set of initial values is to use quasi-random Halton se-
quences [28]. These sets can be computed in advance for any number of switching angles
and give a more even distribution over the search space, see Fig. 3.6b. We see from the figures
that for a low number of initial values, the coverage of the entire search space by the Halton
points is more uniform than for the randomly generated ones. The even distribution of the
initial values positively influences the probability of finding the optimal solution. For more
information on Halton sequences and their generation, the interested reader is referred to [29].
Enumeration of Switching Sequences Solving the mixed-integer OPP problem requires to
enumerate all feasible switching sequences. The number of feasible switching sequences de-
pends on the number of switch positions that are a degree of freedom. More specifically, due
to the restriction of the switch positions to three integer values, only every second switch po-
sition is an actual degree of freedom. In the previous explained example, just the first and
third switch position could be chosen to be either 1 or −1. We can generalise the degree of





. As there exist two options for each
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Table 3.3: Number of feasible switching sequences for the four OPP problem types: quarter- and half-
wave symmetry with unipolar switch positions (QaHWS+), quarter- and half-wave symmetry with mul-
tipolar switch positions (QaHWS), half-wave symmetry (HWS) and the full-wave symmetry (FWS).
QaHWS+ QaHWS HWS FWS
Nseq,uQ = 1 Nseq,Q = 2
ceil( d2 ) − 1 Nseq,H = 2d+1 − 2 Nseq,F = 22d+1 − 4
degree of freedom, the number of feasible switching sequences is Nseq,Q = 2ceil(
d
2 ) − 1. We
subtracted the one switching sequence, which generates only negative switch positions in the
positive half-wave of the fundamental period. Such a pulse pattern implies a phase shift of
180◦ of the fundamental component. Due to the zero phase shift constraint on the fundamental
component, this switching sequence leads to an infeasible optimisation problem.
For the half-wave symmetric OPP problem with an initial switch position of zero, the degree
of freedom for the switch positions doubles compared to the quarter- and half-wave symmetric
OPP problem. Thus, the number of switching sequences with a zero initial switch position is
2d. Additionally, we have to consider the switching sequences with a non-zero initial switch
position. As the first and the second switch position are fixed in this case, the number of switch-
ing sequences with an initial switch position of −1 or 1 is 2d−1. Thus, we determine the total
number of feasible switching sequences to be Nseq,H = 2d + 2 · 2d−1 − 2 = 2d+1 − 2, where
we again omitted the infeasible switching sequences with only negative switch positions in the
positive half-wave of the fundamental waveform.
For full-wave symmetric OPPs, the number of switch positions that are optimisation vari-
ables is again doubled compared to half-wave symmetric OPPs. As a result, the number of
switching sequences when assuming a zero initial switch position increases to 22d. For the two
cases of a non-zero initial switch position, doubling the number of optimisation variables leads
to 22d−1 feasible switching sequences. The total number of feasible switching sequences for the
full-wave symmetric OPP problem then follows as Nseq,F = 22d + 2 · 22d−1 − 4 = 22d+1 − 4.
The four omitted switching sequences are the ones with a dc-offset, meaning only positive or
negative switch positions in the entire fundamental period.
The number of feasible switching sequences for each OPP type are listed in Table 3.3. Recall
that for the traditional, quarter- and half-wave symmetric OPP with unipolar switch positions
the number of feasible switching sequences is one (2.10).
Truncation of Infinite Sum Recall in the definition of the current TDD (2.3) the infinite sum
of squared current harmonics. As the current TDD is adopted as objective function for the OPP
problem, the infinite sum of harmonics emerges in each OPP optimisation problem. It is clear
that the sum of an infinite number of terms is impossible to compute numerically. Therefore,
to evaluate the current TDD and the objective function, we truncate the sum and consider
only a finite number of harmonics Nhar. Note that Nhar does not correspond to the highest
harmonic order that is considered. For the quarter- and half-wave, and half-wave symmetric
OPP problems only harmonics of odd and non-triplen order are considered in the objective
function. Thus, choosing Nhar = 100 implies that the highest considered harmonic order is
nmax = 301. In case of the full-wave symmetric OPP problem, when odd and even non-triplen
harmonics are considered, choosing Nhar = 100 implies that the highest order is nmax = 151.
In Fig. 3.7, the accuracy of the truncated sum is shown as a function of the number of con-
sidered harmonics in the objective function. The values of the objective function are normalised
by the value obtained when considering 1000 harmonics. We can see from the figure that for the
half-wave and quarter- and half-wave symmetric OPP problems, it is sufficient to consider 100
harmonics. For the full-wave symmetric OPP problem, twice as many harmonics are needed
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 3. SYMMETRY RELAXATION OF OPTIMISED PULSE PATTERNS 25
1




















Figure 3.7: Accuracy of the objective function in dependence of the number of considered harmonics
for the full-wave symmetric (FWS), half-wave symmetric (HWS) and quarter- and half-wave symmetric
(QaHWS) OPP problem.
to achieve the same accuracy; this corresponds to considering harmonics up to the 300th order
in the objective function.
3.4.2 Algorithm
The computational procedure described in [5] is adapted in this thesis for computing the OPPs
with relaxed symmetry. In Fig. 3.8, the flow-chart of the computation is shown.
Step 1: The pulse number and modulation indices for the OPPs are specified. The modula-




with a certain step
size, which gives the setM of modulation indices. Additionally, we need to specify which sym-
metry and switch position constraint we impose on the OPPs: Full-wave symmetry, half-wave
symmetry, quarter- and half-wave symmetry with multipolar switch positions or quarter- and
half-wave symmetry with unipolar switch positions.
Step 2: The pre-processing steps described in the previous section are executed next. The
set of initial values is created from the Halton sequence for the required number of switching
angles and adapted to the search space depending on the imposed symmetry conditions. The
feasible switching sequences are generated and enumerated depending on the symmetry, the
switch position constraint and the pulse number.
Step 3: With the modulation index m selected from the set M, the specific optimisation
problem for each particular feasible switching sequence is formulated.
Step 4: The optimisation problem is solved with the fmincon function of MATLAB. The
solver uses the gradient method to search the search space for a local minimum, starting at
the given initial values. Only the solution corresponding to the lowest value of the objective
function is kept for each switching sequence.
Step 5: By comparing the obtained minimal values of the objective function for each switch-
ing sequence, the switching sequence yielding the lowest value is identified and kept as the
optimal solution.
Step 6: From the optimal switching angles and switching sequence, the OPP over one entire
fundamental period is constructed by applying the assumed symmetry conditions. The OPP
is stored for the chosen modulation index. Then, the procedure is repeated from Step 3 for the
next modulation index.
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11. Parameters
• Symmetry: QaHWS+, QaHWS, HWS, FWS
• Pulse number d
• Modulation indices m ∈M
2. Pre-processing
• Set of initial values, Nini values
• Feasible switching sequences, Nseq sequences
3. Initialisation
For each switching sequence and m ∈M
4. Optimisation
Solve for Nini initial values;
optimal solution A∗1
4. Optimisation
Solve for Nini initial values;
optimal solution A∗Nseq
5. Post-processing
Determination of optimal switching sequence U∗
6. Store OPP
with A∗, U∗ for m
1 Nseq2 . . .
Figure 3.8: Computation procedure of OPPs with relaxed symmetry. Adapted from [5].
3.5 Performance Evaluation
For the case study presented in Section 3.1.2, OPPs of the four symmetry types and the pulse
numbers d ∈ {1, 2, 3} are computed over the entire modulation range. For the full-wave sym-
metric OPP problem, additionally the non-integer pulse numbers d ∈ {1.5, 2.5} are considered.
The modulation range is sampled with a step size of 0.01, which results in 127 modulation in-
dices for each OPP problem. The minimum number of initial values generated by the Halton
sequence is chosen as 100. Harmonics up to the 300th order are considered for the truncated
sum in the objective function. The OPPs with relaxed symmetry are compared against the
traditional unipolar quarter- and half-wave symmetric OPPs.
For the comparison of the various OPPs, we can calculate the current TDDs directly from








where all quantities are in per unit and the nominal current is the rated current. Consequently,
we can write
√
2Inom = 1. Note that the modulation index is proportional to the angular
fundamental frequency, as we assume a fully magnetised machine with a stator flux magnitude
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Figure 3.9: Quarter- and half-wave symmetric OPP for d = 2, resulting from the one feasible switching
sequence for this pulse number with unipolar switch positions.


















3.5.1 Relaxing Unipolar Switch Positions
Relaxing the constraint of unipolar switch positions on the traditional OPP problem adds the
negative output level ui = −1, with i ∈ {1, . . . , d}, as degree of freedom to the optimisation
problem. This increases the number of feasible switching sequences to Nseq,Q = 2ceil(
d
2 ) − 1.
However, for pulse numbers d = {1, 2}, the only feasible switching sequence remains to
be the traditional unipolar one, shown for example in Fig. 3.9 for pulse number d = 2. Con-
sequently, solving the quarter- and half-wave symmetric OPP problem with multipolar switch
positions results in the well-known traditional OPPs.
Multiple feasible multipolar switching sequences for the quarter- and half-wave symmetric
OPP problem become possible for pulse numbers of d = 3 or higher. For pulse number d = 3,
the three feasible switching sequences were shown in Fig. 3.4, and are repeated here for the
reader’s convenience: UQ1 = [1 0 1]T , UQ2 = [1 0 −1]T and UQ3 = [−1 0 1]T . The first switch-
ing sequence corresponds to the traditional unipolar OPP, while the second and third one re-
sult in new multipolar pulse patterns. Two OPPs, obtained with the first and third switching
sequence, are shown in Fig. 3.10a and Fig. 3.11a for a modulation index of m = 0.6. The corre-
sponding harmonic spectra of the load currents are shown next to the OPPs. At this particular
modulation index, the multipolar OPP reduces the current TDD from 12.22 % to 9.10 %, i.e. by
25 %. Inspection of the two spectra shows that this current TDD improvement results from
the significantly reduced lower order harmonics in the multipolar OPP. We conclude that the
additional degree of freedom introduced by the multipolar switch positions produces a new
optimal solution for the quarter- and half-wave symmetric OPP problem.
To further evaluate the beneficial extent of the multipolar switch positions, the current
TDDs for the entire modulation range resulting from the uni- and multipolar OPPs with d = 3
are calculated and plotted together in Fig. 3.12. For the current TDDs of multipolar OPPs, the
respective optimal switching sequence is indicated for the particular modulation index range.
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(a) Unipolar pulse pattern
1












Figure 3.10: Pulse pattern and current spectrum of the quarter- and half-wave symmetric OPP with
d = 3, m = 0.6 and unipolar switch positions ui ∈ {0, 1},∀i ∈ {1, . . . , d}.
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(a) Multipolar pulse pattern
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Figure 3.11: Pulse pattern and current spectrum of the quarter- and half-wave symmetric OPP with
d = 3, m = 0.6 and multipolar switch positions ui ∈ {−1, 0, 1},∀i ∈ {1, . . . , d}.
We can see from the figure that for most of the modulation range, the first switching sequence
UQ1, i.e. the traditional unipolar one, yields the optimal solution. This implies that the OPPs
computed based on the multipolar optimisation problem equal the OPPs computed with the
traditional OPP formulation for these particular modulation indices. In the modulation index
interval of m = [0.37, 0.67], however, new solutions with lower current TDDs are found when
utilising the multipolar switching sequences UQ2 and UQ3. This interval is also highlighted in
the figure. The maximum absolute and relative reductions of the current TDD in the specific
interval of modulation indices are summarised in Table 3.4. By relaxing the unipolar switch
position constraint, the current TDD can be reduced by up to 30 % relative to the current TDD
obtained by the traditional OPPs.
Another important metric to consider for the OPP evaluation is the common-mode voltage.
Due to (2.1), the switching signal, and thus the OPP, directly affects the common-mode volt-
age. For the further analysis, we calculate and examine the maximum common-mode switch
Table 3.4: Intervals of current TDD reduction when relaxing the unipolar switch position constraint for
quarter- and half-wave symmetric OPPs with d = 3.
Interval
Optimal switching Modulation index Maximum reduction of current TDD
sequence interval absolute relative
I
UQ2 0.37 ≤ m ≤ 0.58 4.830 % 25.82 %
UQ3 0.58 < m ≤ 0.67 3.304 % 30.68 %
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Figure 3.12: Current TDDs resulting from the uni- and multipolar OPPs with quarter- and half-wave
symmetry imposed and d = 3.
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Figure 3.13: Maximum common-mode switch position of the uni- and multipolar OPPs with quarter-
and half-wave symmetry imposed and d = 3.






ua(θ) + ub(θ) + uc(θ)
)
, (3.17)
which is easily derived from (2.2).
The maximum common-mode switch positions of the uni- and multipolar OPPs with d = 3
are shown in Fig. 3.13 over the entire modulation range. The interval of current TDD reduc-
tion resulting from the multipolar switching sequences is again highlighted. The comparison
shows that the multipolar OPPs increase the maximum common-mode voltage by up to three
times. Note that when the optimal switching sequence changes from the second to the third
one at m = 0.59, the maximum common-mode switch position decreases by 13 . To mitigate
the adverse effect of the multipolar OPPs on the common-mode voltage, a constraint can be
introduced in the optimisation problem limiting the maximum common-mode switch position
to 23 . In return, the current TDD would increase slightly.
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(a) OPP for m = 0.54
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(b) OPP for m = 0.8
Figure 3.14: Half-wave symmetric OPPs with d = 2.
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(a) OPP for m = 0.6
1





(b) OPP for m = 1.05
Figure 3.15: Half-wave symmetric OPPs with d = 3.
3.5.2 Relaxing Quarter-wave Symmetry
When relaxing the quarter-wave symmetry, the entire first fundamental half-wave of the pulse
pattern is subject to optimisation. As a result, the domain of the switching angles expands to
αi ∈ [0, π], and the initial switch position is no longer constrained to zero, which gives rise to
multiple new feasible switching sequences for all pulse numbers. According to the expression
derived in Table 3.3, the number of switching sequences for the half-wave symmetric OPP
problem with multipolar switch positions is Nseq,H = 2d+1 − 2. Thus, there are six feasible
switching sequences for pulse number d = 2. These additional switching sequences and the
expanded switching angle domain enable to compute new half-wave symmetric OPPs, such as
the two examples shown in Fig. 3.14.
The OPP in the left figure, i.e. Fig. 3.14a, results from the multipolar switching sequence
UH2 = [−1 0 1 0]T . We can see from the figure that the non-zero initial switch position allows
one to place a pulse over the edges of the fundamental period. The OPP shown in Fig. 3.14b
is constructed from the traditional switching sequence UH1 = [0 1 0 1]T . The optimisation of
the four switching angles within the first half-wave of the fundamental allows one to push the
third switching angle, which was constraint to the second quarter in the quarter- and half-wave
symmetric OPP, over into the first quarter of the fundamental period. For this OPP, the com-
monly made statement that the number of switching angles in one quarter of the fundamental
corresponds to the pulse number no longer holds true.
New OPPs are also found when considering the pulse number d = 3, see the examples
in Fig. 3.15. The new feasible switching sequences and the enlarged switching signal domain
allow one again to find new optimal solutions. For example, the half-wave symmetric OPP in
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Figure 3.16: Current TDDs of the half-wave symmetric (HWS) and the traditional (QaHWS+) OPPs with
pulse number d = 2.
Fig. 3.15a at m = 0.6 arises from the multipolar switching sequence UH4 = [0 −1 0 1 0 1]T
with a single negative switch position in the first half-wave of the fundamental period. A
comparison with the quarter- and half-wave symmetric OPP at the same modulation index,
which is shown in Fig. 3.11a with the two negative switch positions in the first half-wave of the
fundamental period, reveals that the half-wave symmetric OPP reduces the current TDD by
5.31 %. The OPP at m = 1.05 built from the unipolar switching sequence UH1 = [0 1 0 1 0 1]T
in Fig. 3.15b exploits the entire optimisation domain for each switching angle and clusters more
than half of the switching angles in the first quarter of the fundamental. Thus, quarter-wave
symmetry ceases to exist and the current TDD is reduced by 4.11 %.
In Fig. 3.16, the current TDDs resulting from the OPPs with relaxed quarter-wave symmetry
and the traditional OPPs are compared for pulse number d = 2 over the entire modulation
range. The optimal switching sequences are indicated again for the specific modulation indices,
and the intervals of current TDD reduction are highlighted. Note that the unipolar switching
sequence UH1 is the half-wave symmetric equivalent to the switching sequence UQ1 of the
quarter- and half-wave symmetric OPP problem. Thus, we refer to the unipolar half-wave
symmetric switching sequence also with UQ1. The absolute and relative values of the current
TDD reduction in each interval are summarised in Table 3.5. We see from the figure and the
table that the first interval of current TDD reduction is achieved by utilising the multipolar
switching sequence UH2. For the remainder of the modulation range, the traditional unipolar
switching sequence is optimal. Thus, in the Intervals II and III the reduction of current TDD
results from the OPPs as shown in Fig. 3.14b, which cluster more than half of the switching
angles in one quarter of the fundamental period.
The four switching angles in the first half-wave of the fundamental in the half-wave sym-
metric OPP with pulse number d = 2 are shown in Fig. 3.17 over the entire modulation range.
Table 3.5: Intervals of current TDD reduction when relaxing quarter-wave symmetry of the OPP opti-
misation problem with d = 2.
Interval
Optimal switching Modulation index Maximum reduction of current TDD
sequence interval absolute relative
I UH2 0.53 ≤ m ≤ 0.61 1.20 % 5.64 %
II UQ1 0.72 ≤ m ≤ 0.93 2.99 % 19.52 %
III UQ1 1.22 ≤ m ≤ 1.26 0.490 % 8.60 %
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Figure 3.17: Switching angles of the half-wave symmetric OPP for pulse number d = 2 over the entire
modulation range.
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Figure 3.18: Current TDDs of OPPs with half-wave symmetry (HWS), quarter- and half-wave symmetry
and multipolar switch positions (QaHWS) and of the traditional (QaHWS+) OPPs for pulse number
d = 3.
The modulation index intervals, in which the half-wave symmetric OPPs achieve lower har-
monic distortions, are again highlighted. We can clearly distinguish these intervals from the
remaining modulation indices, due to the removal of quarter-wave symmetry. Outside of these
three intervals of current TDD reduction, the optimal solutions have quarter-wave symmetry.
For pulse number d = 3, the corresponding current TDDs of the half-wave symmetric and
traditional OPPs are compared in Fig. 3.18 over the entire modulation range. The current TDDs
of the previously computed quarter- and half-wave symmetric OPPs with multipolar switch
positions are shown additionally. The optimal switching sequences for the half-wave sym-
metric OPP problem are indicated for each modulation index. Note that the terms UQ1, UQ2
and UQ3 refer to the quarter- and half-wave symmetric switching sequences shown in Fig. 3.4
advanced over one fundamental half-wave. These switching sequences thus imply that the op-
timal solution exhibits quarter-wave symmetry. The switching sequence UH5 = [1 0 1 0 1 0]T
starts with a non-zero initial switch position. The corresponding ranges of modulation indices
for which the current TDD is reduced, and the maximum absolute and relative reductions of
the current TDD within these intervals are listed in Table 3.6. The relative reductions are in
relation to the current TDDs of the traditional OPPs at the respective modulation indices.
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(a) Pulse number d = 2
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(b) Pulse number d = 3
Figure 3.19: Maximum common-mode switch positions of half-wave symmetric (HWS) and quarter-
and half-wave symmetric (QaHWS) OPPs.
Similar to the OPPs with pulse number d = 2, there are three intervals of modulation in-
dices, for which new half-wave symmetric OPPs are obtained and therefore the current TDD
is reduced. Further similarities to pulse number d = 2 are that the current TDD reduction
in Interval I is achieved by employing multipolar switching sequences and for the remaining
modulation range the traditional quarter-wave symmetric switching sequence is optimal. Note
that an optimal quarter-wave symmetric switching sequence, i.e. UQ2 and UQ3, implies that for
these modulation indices the solutions correspond to the previously shown quarter- and half-
wave symmetric OPPs. Thus, at these modulation indices, the relaxation of the quarter-wave
symmetry has no effect on the optimal solution. However, for modulation indices in the inter-
val of m ∈ [0.43, 0.61] and m ∈ [0.67, 0.74], new half-wave symmetric OPPs are found, which
reduce the current TDD even further. Additionally, in the Intervals II and III, OPPs feature more
than half of the switching angles in one quarter of the fundamental period, as the example in
Fig. 3.15b, leading to small reductions in the current TDD.
The maximum common-mode switch position of the half-wave symmetric OPPs with pulse
numbers d = {2, 3} are calculated and compared in Fig. 3.19 over the entire modulation range
with the corresponding quarter- and half-wave symmetric results. The modulation index in-
tervals of current TDD reduction, due to the half-wave symmetric OPPs are also indicated in
these figures. We can see that the half-wave symmetric OPPs with pulse number d = 2 incur no
increase of the maximum common-mode voltage, but rather reduce the common-mode voltage
Table 3.6: Intervals of current TDD reduction when relaxing quarter-wave symmetry of the OPP opti-
misation problem with d = 3.
Interval
Optimal switching Modulation index Maximum reduction of current TDD
sequence interval absolute relative
I
UQ2 0.37 ≤ m ≤ 0.43 2.113 % 9.27 %
UH5 0.43 < m ≤ 0.57 4.909 % 26.26 %
UH4 0.57 < m ≤ 0.61 3.677 % 29.53 %
UQ3 0.61 < m ≤ 0.67 3.304 % 30.68 %
UH5 0.67 < m ≤ 0.74 1.243 % 14.41 %
II UQ1 1.01 ≤ m ≤ 1.10 0.331 % 4.35 %
III UQ1 1.17 ≤ m ≤ 1.19 0.383 % 8.67 %
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(a) Second OPP solution for m = 0.54
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(b) Second OPP solution for m = 0.8
Figure 3.20: The second solutions for the half-wave symmetric OPP problem with d = 2 corresponding
symmetrically to the OPPs in Fig. 3.14.
in Interval II. For pulse number d = 3, the relaxation of the quarter-wave symmetry benefits
the maximum common-mode switch position likewise. We can see in Fig. 3.19b that the half-
wave symmetric OPPs mitigate the adverse rise in the common-mode voltage caused by the
relaxation of the switch position constraint in the quarter- and half-wave symmetric OPPs.
Symmetry An interesting feature arises for the half-wave symmetric OPP problem: For each
modulation index in the intervals of current TDD reduction, a second half-wave symmetric
solution exists. The second solution gives the same value for the objective function, and thus
for the current TDD, but has a different set of switching angles and/or switching sequence.
Alternative OPPs for pulse number d = 2 are shown in Fig. 3.20. The corresponding first
solutions are given in Fig. 3.14. Close examination of the two pairs reveals that for each pair of
the two solutions are in fact symmetrical to each other. We determine this symmetry as
uB(θ) = −uA(2π − θ), (3.18)
where uA(θ) and uB(θ) refer to the OPPs of the first and second solution, respectively. Recall
that the OPPs are half-wave symmetric. Thus, we can insert (2.6) in (3.18) and obtain
− uB(π + θ) = −uA(2π − θ). (3.19)
When we substitute θ′ = π + θ and use the property of 2π periodicity of the OPPs we obtain
uB(θ
′) = uA(π − θ′). (3.20)
As a result, (3.20) implies that the first half-waves of the two OPPs of a solution pair are line
symmetric about π2 .
The existence of the two solutions and the symmetry to each other is visualised in Fig. 3.21.
The figure shows the search space of the half-wave symmetric OPP problem with d = 2 at
m = 0.8 in dependence of the first and fourth switching angle when assuming the unipolar
switching sequence. Recall that the half-wave symmetric OPP problem requires two degrees
of freedom to set the fundamental component to the reference, see (3.9). Thus, two switching
angles remain as degree of freedom, which span the search space shown in the figure, in which
the global minimum is to be found. The dashdotted line across the search space corresponds
to the line symmetry about π2 , i.e. α1 = π−α4. The two minima with identical minimal current
TDD are indicated with the crosses. These two minima correspond to the OPPs in Fig. 3.14b
and Fig. 3.20b. We can see from the figure that the entire search space is symmetrical with
relation to the dashdotted line.
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Figure 3.21: Current TDD (values in [%]) plotted over the first and fourth switching angle of the half-
wave symmetric OPP optimisation problem for d = 2 and at m = 0.8. Note that the angles are indicated
in degrees.
To prove the symmetry of the two OPP solutions we calculate the two pairs of Fourier
coefficients aAn and bAn, and aBn and bBn for the first and second solution, respectively. The
detailed derivation is given in Appendix B. As a result, we obtain the correlations
aAn = −aBn and bAn = bBn. (3.21)
Because the Fourier coefficients in the objective function are squared, it is apparent from (3.21)
that the two solutions give an identical value for their respective local minima and thus result
in the same current TDD.
Another interesting characteristic of the OPP problem can be observed from Figure 3.21:
The expansion of the search space dimension due to the relaxation of quarter-wave symme-
try. Note that the search space of the half-wave symmetric OPP problem with d = 2 is two-
dimensional when applying the unipolar switching sequence and when fixing the amplitude
and phase of the fundamental component. Imposing quarter-wave symmetry, one dimension
is removed as the problem has two switching angles less for optimisation and one equality
constraint is dropped. Thus, the search space reduces to just a line, which corresponds to the
dashdotted line in the figure. As a result, the quarter- and half-wave symmetric OPP problem
can find only the local minimum (shown as a +) at the top left corner of the search space, which
is therefore identified as the global minimum. When relaxing the quarter-wave symmetry con-
dition, we can see that this minimum however is only suboptimal.
To summarise, the quarter-wave symmetry relaxation adds degrees of freedom to the OPP
problem by, first, extending the domain of the switching angles and, second, enabling multiple
feasible switching sequences. In the expanded search space, new local minima emerge lead-
ing to new half-wave symmetric solutions. These solutions are beneficial for the current TDD
and the maximum common-mode voltage for certain modulation indices. Two symmetrical
solutions exist for every half-wave symmetric OPP giving the exact same current TDD.
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Figure 3.22: Full-wave symmetric OPP with pulse number d = 2.5 and m = 0.8.
3.5.3 Relaxing Half-wave Symmetry
Last, we compute and examine OPPs with relaxed half-wave symmetry. With only 2π period-
icity imposed, the pulse pattern over the entire fundamental period is subject to optimisation.
Thus the domain for the switching angles is further expanded, and the number of feasible
switching sequences is increased. For the pulse numbers d = {1, 2, 3}, the resulting pulse
patterns nevertheless exhibit half-wave symmetry even without explicitly imposing it. For
these low pulse numbers, we can draw the conclusion that imposing half-wave symmetry has
no adverse effect on the optimality of OPPs. It, however, reduces the computational burden
by cutting the number of optimisation variables to half and reducing the number of feasible
switching sequences by roughly 2d+1, see Table 3.3.
Full-wave symmetry gives rise to non-integer pulse numbers, e.g. d = {1.5, 2.5, . . .}. An
example of a full-wave symmetric OPP with pulse number d = 2.5 at m = 0.8 is shown in
Fig. 3.22. By closely inspecting the pulse pattern, we observe similarities with the OPP with
pulse number d = 2 in Fig. 3.14b and with the OPP with d = 3 in Fig. 3.10a. It appears that
the non-integer full-wave symmetric OPP is a combination of the half-wave symmetric OPP
with d = 2 from 0 to π and the half-wave symmetric OPP with d = 3 from π to 2π. Similar to
the feature of two symmetric solutions, which we observed for the half-wave symmetry OPP
problem, another full-wave symmetric OPP exists. In this second solution for the OPP, the first
half-wave corresponds to the OPP with d = 3 and the second half-wave corresponds to the
OPP with d = 2.
This characteristic is observed for other modulation indices and non-integer pulse numbers.
In fact, each half-wave of the full-wave symmetric OPP with the non-integer pulse number
d appears to correspond to one half-wave of the half-wave symmetric OPPs with the pulse
numbers bdc and dde. Note that bdc and dde refer to the floor and ceiling operation, respectively,
rounding d to the smaller and larger integer.
The current TDDs of the full-wave symmetric OPPs with d = {1.5, 2.5} are shown in
Fig. 3.23 together with those of the half-wave symmetric OPPs with integer pulse numbers
d = {1, 2, 3} over the entire modulation range. We can see that for each modulation index the
current TDDs of OPPs with non-integer pulse numbers are significantly different from the cur-
rent TDDs of OPPs with integer pulse numbers. More specifically, the OPPs with non-integer
pulse numbers yield current TDDs, that are bounded from above and below by those of OPPs
with floor- and ceil-rounded integer pulse numbers. This is in line with the earlier observation
that OPPs with non-integer pulse numbers d are the combination of OPPs with pulse numbers
bdc and dde.
Consider for comparison the current TDDs of the traditional OPPs with the integer pulse
numbers d = {1, 2, 3} in Fig. 3.24. The figure shows that at certain modulation indices, the
current TDDs of two consecutive pulse numbers are equal. At m = 0.8, for example, OPPs
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FWS, d = 1.5
FWS, d = 2.5
HWS, d = 1
HWS, d = 2
HWS, d = 3
Figure 3.23: Current TDD of full-wave symmetric (FWS) OPPs with non-integer pulse numbers and
half-wave symmetric (HWS) OPPs with integer pulse numbers.
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QaHWS+, d = 1
QaHWS+, d = 2
QaHWS+, d = 3
Figure 3.24: Current TDDs of the traditional quarter- and half-wave symmetric OPPs with unipolar
switch positions for different pulse numbers (QaHWS+).
with pulse numbers d = 1 and d = 2 yield current TDDs of 15.3 %, and at m = 0.63, the same
current TDD of 10.1 % is achieved by OPPs with pulse numbers d = 2 and d = 3. This is in
contrast to the common assumption that higher pulse numbers always decrease the current
TDD. However, recall that a reduction of the current TDD at specifically these two modulation
indices was observed when relaxing quarter-wave symmetry and allowing multipolar switch
positions, see Table 3.5 and Table 3.6. This corresponds to the observation from Fig. 3.23 that the
half-wave symmetric OPPs with multipolar switch positions gain a considerable reduction in
the current TDD at each modulation index when increasing the pulse number. We suggest that
equal current TDDs for different pulse numbers is an artefact resulting by imposing quarter-
wave symmetry and unipolar switch positions.
3.6 Summary
OPPs with relaxed symmetry and multipolar switch positions are introduced, computed and
evaluated in this chapter. The derived OPP optimisation problems are non-convex, mixed-
integer problems. By relaxing the typically made assumptions on the OPP problem, new OPPs
were found. As the traditional OPP problem claims to give unique optimal solutions, the com-
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putation of a new OPPs with lower current TDDs reveals that the traditional OPPs are subop-
timal.
The restrictive nature of the intuitively assumed unipolar switch positions is revealed as
current TDD reductions of up to 30 % are achieved by the OPPs with multipolar switch posi-
tions. The advantageous effect of the multipolar switch position leads to only a slight increase
of the computational burden for low pulse numbers. When high pulse numbers are consid-
ered, the formulation method of virtual angles can be used to avoid evaluating a large number
of feasible switching sequences, which causes almost no increase of the computation time [27].
The main disadvantage, the tendency to increase the common-mode voltage, can be mitigated
by an additional constraint in the optimisation problem.
Likewise, the assumption of quarter-wave symmetry artificially restricts the OPP optimi-
sation problem. Half-wave symmetric OPPs are computed for various modulation indices,
which reduce the current TDD by up to 20 % and 30 % for pulse numbers d = 2 and d = 3,
respectively. These reductions were experimentally verified in [30]. The relaxation of quarter-
wave symmetry additionally has an advantageous effect on the common-mode voltage. The
presence of two solutions for each half-wave symmetric OPP offers an additional degree of
freedom to choose the OPP best suited for the particular application. The main disadvantage
of the half-wave symmetric OPPs is that a large number of feasible switching sequence needs
to be evaluated. The reformulation of the problem based on the virtual angles [27] might again
be possible and facilitate the computation.
Computation of the full-wave symmetric OPPs indicates that half-wave symmetry might
not adversely restrict the OPP optimisation problem. No difference in current TDDs was ob-
served for pulse numbers up to d = 3. In addition, entirely new OPPs with non-integer pulse
numbers can be computed, which offer current TDDs in between the half-wave symmetric
integer pulse number solutions.
In conclusion, the intuitive assumptions on the pulse patterns have, to a certain extent, a
significant impact on the optimality of the OPPs. Therefore, such simplifying assumptions
should be handled with care. Moreover, the additional degrees of freedom provided by relax-
ing these assumptions, enable the computation of new OPPs, and allow additional terms to be
included in the objective function.
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Chapter 4
Model Predictive Pulse Pattern Control
of Higher-order Systems
4.1 Introduction
Model predictive control (MPC) was developed in the 1970s for applications in the process
industry [31]. Over the past two decades, MPC has emerged in the field of power electronics,
and gained popularity as an alternative and universal control method [32]. Main advantages
are its ability to handle non-linear systems and systems with multiple inputs and outputs, its
versatility the cost function offers and its inherent robustness. Based on an internal dynamic
model, the controller predicts the evolution of the system over a finite-time horizon, i.e. the
prediction horizon. An optimisation problem is formulated with a cost function capturing the
control objectives, such as optimal reference tracking. Constraints can also be included. By
solving the constrained finite-time optimisation problem, the optimal control action over the
prediction horizon is obtained. The receding horizon policy is adopted to provide feedback. It
implies that only the control action until the next sampling instant is applied to the converter.
At the next sampling instant, the process of formulating and solving the optimisation problem
is repeated over a shifted prediction horizon.
Due to these advantages, MPC provides a suitable framework to establish control based
on optimised pulse patterns (OPPs) with fast transients. Typically, the control of OPPs is re-
stricted to systems with slowly changing operating points. When the modulation index or
the pulse number changes, discontinuities usually arise in the switching angles, see for exam-
ple in Fig. 3.17. This leads to a slow transient response and can even cause overcurrents [7].
The development of an MPC strategy based on OPPs enables the combination of the optimal
steady-state performance achieved by OPPs with the fast transient response of MPC. Such a
control technique is called model predictive pulse pattern control (MP3C) [33]. From the OPP, a
reference trajectory is computed, which contains the fundamental and optimal harmonic com-
ponents. MP3C then modifies the switching instants of the OPP in order to achieve close tra-
jectory tracking. State-of-the-art MP3C scheme is restricted to first-order systems, i.e. systems
with inductive loads.
In this chapter, a generalised MP3C method is derived, which exploits the optimal harmonic
performance of OPPs and enables fast control of higher-order systems. The proposed MP3C
algorithm is divided in two parts: Computation of the optimal reference trajectories from the
OPP for each controlled variable, and formulation of an MPC problem based on OPPs for
optimal tracking of the precomputed trajectories. We refer to this control method as MP3C+.
In the following, a brief introduction of MPC for power electronics is given along with
the description of the existing control techniques based on OPPs. The case study used for
39
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Figure 4.1: In MPC, the controller regulates the system outputs y along their corresponding references
y∗. The manipulated variable u is the solution to a constrained optimisation problem based on an
internal system model. We assume that the system states x are readily available from the system without
requiring an observer.
the controller design in this chapter is presented in the remainder of the introduction. The
control approach and the objectives of the proposed MP3C+ scheme are described in Section 4.2,
and Section 4.3 shows the derivation and implementation of the required reference trajectories.
In Section 4.4, the proposed MP3C+ algorithm is presented and the underlying optimisation
problem is derived. In Section 4.5, the limitations of the proposed control strategy and the
applied compensation methods are theoretically discussed. Section 4.6 shows the simulation
results and discusses the performance in dependence of the control parameters.
4.1.1 Model Predictive Control
The five key features characterising MPC are described hereafter. For a detailed introduction
to MPC problems, the interested reader is referred to [31].
Internal System Model An internal system model is used to predict the future evolution of
the system. Consider the control loop shown in Fig. 4.1. The system has the output vector
y ∈ Rny and the state vector x ∈ Rnx . The input vector u ∈ Rnu is the manipulated variable
and influences the system states such that the reference vector y∗ ∈ Rny is optimally tracked.
A discrete-time model is used, which describes the dynamic behaviour of the system at the
sampling times kTs, where k ∈ N and Ts is the sampling interval. Assuming u(t) is constant
for the time interval t ∈ [kTs, (k + 1)Ts] and corresponds to u(k), we derive the discrete-time
model
x(k + 1) = Ax(k) +Bu(k) (4.1a)
y(k + 1) = Cx(k), (4.1b)
where A ∈ Rnx×nx , B ∈ Rnx×nu and C ∈ Rny×nx are the state, input and output matrix,
respectively. The discrete-time model might be derived from a continuous-time model of the
system by exact discretisation.
Constraints On the input, state and output variables, constraints of the following form can
be imposed
u ∈ U ⊆ Rnu (4.2a)
x ∈ X ⊆ Rnx (4.2b)
y ∈ Y ⊆ Rny . (4.2c)
Constraints on the state and output variables are usually imposed as soft constraints. They
specify a certain operation range arising from practical restrictions and may usually be slightly
violated during optimisation in order to maintain feasibility. The input constraints are caused
by physical limitations and cannot be violated. They are hard constraints.
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Depending on the input constraints, we distinguish between two families of MPC methods
for power electronics: The first one applies the manipulated variable u to a modulator, which
creates the appropriate switching signals for the converter. This is shown in Fig. 4.1 and is
referred to as indirect MPC. The manipulated variable is constrained to a continuous set, e.g.
U = [−1, 1]nu . (4.3)
In direct MPC, the vector of manipulated variables u is directly applied to the converter. This
removes the modulator stage in Fig. 4.1. The system inputs are constrained to the levels of the
converter, for example in the case of a three-level converter
U = {−1, 0, 1}nu . (4.4)
Cost Function A cost function is derived capturing the control objectives. Within this thesis,
we consider the accurate reference tracking of all output variables as the main objective. The









where N ∈ N is the finite-time prediction horizon and U(k) is the sequence of manipulated
variables U(k) =
[
uT (k) uT (k + 1) . . .uT (k + N − 1)
]T . The stage cost I(x(`),u(`)) penalises
the predicted system state x(`) when applying input u(`) at the sampling step `Ts within the
prediction horizon. The future system states within the cost function are predicted with the
help of the internal dynamic model and uses the current state measurement x(k) as the initial
state. For our purposes, we assume that all system states can be measured directly in the system
and no additional observer is required.
Optimisation Stage In the optimisation stage, a constrained finite-time optimisation problem
is formulated and solved. By minimising the cost function subject to constraints and system
dynamics described by the internal model, the optimal sequence of manipulated variablesU(k)
is obtained. The optimisation problem is stated as follows







subject to x(`+ 1) = Ax(`) +Bu(`) (4.6b)
y(`+ 1) = Cx(`), (4.6c)
u(`) ∈ U ∀` = k, . . . , k +N − 1. (4.6d)
When the optimisation problem is solved online, the computation needs to be performed in
real time. This implies that the solution needs to be available at the next sampling instant.
Depending on the MPC strategy, this may pose a challenge. For example, constraining the
input vector to integer numbers in direct MPC turns the optimisation problem into a mixed-
integer problem, which can be challenging to solve.
Receding Horizon Control The obtained optimal sequence of manipulatedU(k) achieves the
optimal open-loop behaviour of the system from kTs until the end of the prediction horizon.
Out of this sequence, only the manipulated variable u(k) for the current sampling interval is
applied to the converter. The remaining elements in U(k) are discarded. At the next sampling
instant, the updated system state is measuredx(k+1) and fed back to the controller as the initial
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Past Prediction horizon NTs
t
kk − 1 k + 1 k + 2 · · · k +N
u(k)
U(k)
(a) Prediction horizon at t = kTs
Past Prediction horizon NTs
t
kk − 1 k + 1 k + 2 k + 3 · · · k +N + 1
u(k + 1)
U(k + 1)
(b) Prediction horizon at t = (k + 1)Ts
Figure 4.2: Receding horizon policy: From the computed optimal sequence of manipulated variables
U(k) over the prediction horizon only the the first element u(k) is applied. At the next sampling step,
the optimisation is repeated and the new optimal sequence U(k + 1) is obtained.
state for the internal dynamic model, which closes the loop. Based on this new initial state, the
evolution of the system is predicted over a shifted horizon and a new optimisation problem
is solved. This policy is referred to as receding horizon control. The principle is illustrated in
Fig. 4.2.
4.1.2 Literature Review
Finite-control-set Model Predictive Control
A specific direct MPC method is finite-control-set MPC (FCS-MPC) [34]. Adopting the notion of
trajectory tracking, the optimal sequence of manipulated variables, i.e. the switching sequence,
is found by enumerating all feasible combinations. For the simple case of current reference
tracking in a two-level converter system with an RL load, the FCS-MPC algorithm with a pre-
diction horizon of N = 1 was presented in [35]. This concept of predictive current control
was extended to three-level converters in [36]. Additionally, the objectives of balanced dc-link
capacitor voltages and reduced switching frequency were considered in the cost function. In
the following years, this conceptually simple and versatile control method led to an increased
research interest [34], although the prediction horizon was generally restricted to N = 1.
It is apparent that longer prediction horizons exponentially increase the number of possible
switching sequences. Finding the solution of the MPC problem by enumeration in real time
thus becomes impractical. For prediction horizons longer than one, the sphere decoding algo-
rithm was proposed [37], [38]. With this technique, the reference tracking MPC problem can
be solved time efficiently even for long prediction horizons. The benefit of longer prediction
horizons is especially noticeable when considering higher-order systems such as drive systems
with LC filters. In [39], the TDD of the stator current in such a case study operated at a low
switching frequency was reduced by up to 70 % when increasing the prediction horizon from
one to 20 steps.
The switching signal produced by FCS-MPC is not periodic. This results from the fact that
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only the switching signal until the end of the prediction horizon is available for optimisation
and that the prediction horizon is in general very short compared to the fundamental period.
Due to the absence of periodicity, the resulting harmonic spectra are spread out over a large
frequency range. For the application of FCS-MPC to a grid-connected converter system, large
filters would be required to meet harmonics grid codes.
Trajectory Tracking Control with OPPs
In 1991, the first theoretical considerations of a trajectory tracking current controller based on
offline computed OPPs for induction machine drives were published [40]. In order to min-
imise the tracking error estimated at the current sampling instant, the switching instants of the
pulse pattern within the sampling interval are varied in time. This control idea was further
developed in [41]. First experimental results were also presented. The main disadvantage of
this current tracking controller is the dependence of the system model on the leakage induc-
tance. A new control approach emerged a decade later by introducing tracking of the stator
flux trajectory [42]. The optimal flux trajectory is obtained from the OPP by integrating the
switching signal over time. The system model is independent of machine parameters. How-
ever, establishing closed-loop torque and speed control requires the fundamental components
of the stator current and flux. Thus, an additional observer needs to be implemented in the
control loop [43].
In [33], flux trajectory tracking control based on OPPs was formulated as an MPC problem.
The controller solves an optimisation problem, which minimises the pulse pattern modification
over a prediction horizon while controlling the stator flux along its reference. This is achieved
by penalising the flux tracking error at the end of the prediction horizon. In contrast to the
previous methods, the fundamental and harmonic components of the stator flux are treated as
one entity, which makes the additional observer for the fundamental component obsolete. This
MPC method is called model predictive pulse pattern control (MP3C). Experimental results for
a five-level inverter drive system operating with MP3C are given in [44]. For the control of an
inverter drive system with an LC filter, MP3C is augmented with an active damping loop [45].
A filter extracts the harmonic content close to the resonance frequency, which is then damped
with a linear quadratic regulator by adding the necessary damping flux to the reference.
Control of multiple variables by an OPP-based MPC scheme has not been proposed yet.
4.1.3 Grid-connected MV Converter with LC Filter Case Study
For the controller design in this chapter, the grid-connected converter system depicted in Fig. 4.3
is chosen as an example of a higher-order system. The rated parameters of the system are pro-
vided in Table 4.1. The three-level NPC converter, introduced in Section 3.1.2, is connected
via an LC filter and transformer to the point of common coupling (PCC). All quantities are
referred to the secondary side of the transformer. The filter components are the inductor L1
and the capacitor C2 with their series resistances R1 and R2, respectively. The transformer can
be represented by its leakage inductance Lt and series resistance Rt. The grid is modelled by
the grid inductance Lg, its series resistance Rg and the grid voltage vg,abc(t). We assume to
know the exact grid parameters for the simulations. The rated parameters in Table 4.1 are used
to establish the per unit system. The parameters of the converter, filter and grid are given in






L1 + Lt + Lg
C2L1(Lt + Lg)
= 484.8 Hz. (4.7)
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Figure 4.3: Grid-connected MV converter system with LC filter and transformer.
Table 4.1: Rated values of the grid-connected MV converter system.
Parameter Symbol SI value
Rated line-to-line voltage (secondary side) VR 3.3 kV
Rated current (secondary side) IR 1.575 kA
Rated apparent power (secondary side) SR 9 MVA
Rated angular grid frequency ωg 2π50 rad s−1
Table 4.2: Parameters of the grid-connected MV converter system.
Parameter Symbol SI value pu value
Dc-link voltage Vdc 4.84 kV 1.7963 pu
Filter inductance L1 0.35 mH 0.0909 pu
Filter inductance resistor R1 0.30 mΩ 0.000 25 pu
Filter capacitor C2 420 µF 0.1597 pu
Filter capacitor resistor R2 4.00 mΩ 0.0033 pu
Transformer leakage inductance Lt 0.578 mH 0.1500 pu
Transformer resistor Rt 18.10 mΩ 0.0150 pu
Grid inductance Lg 0.383 mH 0.0995 pu
Grid resistor Rg 12.00 mΩ 0.010 pu
The controlled variables are the three-phase converter current ic,abc(t), the capacitor voltage
vcap,abc(t) and the grid current ig,abc(t). The grid voltages vg,abc(t) are assumed to be ideal
sinusoidal voltage sources.
Clarke Transformation The three-phase quantities of the converter system are transformed
to the stationary orthogonal reference frame by the Clarke transformation. We ignore the
common-mode component and use the reduced Clarke transformation. It translates the three-
phase quantity ξabc = [ξa ξb ξc]T to the 2-dimensional vector ξαβ = [ξα ξβ]T and vice versa
by:
ξαβ = K ξabc and ξabc = K−1 ξαβ, (4.8)




























The scaling factor 23 is needed to ensure invariance of the amplitudes.
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Figure 4.4: Grid-connected MV converter system with LC filter in αβ coordinates.
System Model
With the transformed three-phase quantities the grid-connected converter system can be mod-
elled in the stationary orthogonal reference frame as shown in Fig. 4.4. From this, the following




















+ vcap,αβ(t)− vg,αβ(t), (4.10c)
where the transformer and grid parameters are combined to
L3 = Lt + Lg and R3 = Rt +Rg. (4.11)





where Vdc is the dc-link voltage and uabc(t) is the three-phase switching signal uabc(t) =
[ua(t) ub(t) uc(t)]
T . Recall that for the three-level converter, the three-phase switch positions
are restricted to uabc ∈ U , with U = {−1, 0, 1}3.























contains the six controlled variables, i.e. ny = 6. With this, the multiple-input multiple-output
(MIMO) state-space model is derived in continuous-time
dxαβ(t)
dt
= F xαβ(t) +Guabc(t) (4.15a)
yαβ(t) = C xαβ(t), (4.15b)
where the matrices F ∈ Rnx×nx ,G ∈ Rnx×nu and C ∈ Rny×nx are provided in Appendix C.
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4.2 Control Problem
The main control objective for the grid-connected converter system is to regulate the power
flow from the converter over the LC filter and transformer to the grid. To achieve a power
factor of one, the reactive power reference is set to zero. Note that in practice the real and
reactive power are controlled at the PCC. For simplification, we have combined the grid and
transformer reactance and resistance in the system model (4.10), which removes the PCC. As a
result, we assume to control the power directly at the grid voltage source.
4.2.1 Control Objectives
MP3C+ aims to achieve the following objectives:
1. Minimal harmonic distortions of the grid current at steady-state.
2. Fast response to transients and disturbances.
3. Attenuation of the oscillations caused by the filter resonance.
4. Robustness against observer noise and parameter uncertainties.
The reference trajectories are obtained from the OPPs, which implies optimal harmonic
performance during steady-state. By taking into account the impedance of the LC filter in
the objective function of the OPP optimisation problem, the harmonics around the resonance
frequency can be minimised. The resulting OPPs thus provide active damping of the filter
resonances when the steady-state reference trajectories are steadily tracked. During transients,
the new set point for the real and reactive power is translated into the required nominal OPP
and therefore to the new reference trajectory. By closely tracking this new trajectory, a fast
transient response is achieved. The required robustness is inherently achieved with MPC by
employing the receding horizon policy, which provides feedback to the controller.
4.2.2 Control Approach
The block diagram of the controller is shown in Fig. 4.5. The controller operates at the equidis-
tant time instants t = kTs with k ∈ N and the sampling interval Ts. An outer control loop
translates the real and reactive power set points, P ∗ and Q∗, to a converter voltage reference.
This is typically done with the help of a phasor analysis using the system dynamics derived
in (4.10). For this, we require the absolute value of the measured grid voltage, |vg,αβ|. The
resulting converter voltage reference is defined by the required load angle γ∗ and the converter
voltage amplitude. The load angle defines the phase angle difference between converter and
grid voltage. The obtained voltage amplitude can be mapped into the necessary modulation
index m using the measured dc-link voltage Vdc.
The modulation index m and the load angle γ∗ are then used by the inner control loop to
compute the optimal switching signal for the converter. The inner control loop performs two
main operations: Reference generation and pulse pattern control.
The reference generation creates the steady-state nominal trajectory of each output variable
over the prediction horizon, Y ∗αβ(k), and is based on the principle of superposition. Each volt-
age source in the system, namely the converter voltage and grid voltage, contribute indepen-
dently to the waveforms. From the OPPs, the trajectory contribution of the converter voltage
Y ∗1conv,αβ(θ) can be computed offline over one fundamental period at the reference sampling an-
gles θ∗1 . During online operation this trajectory is loaded from a look-up table for the provided
modulation index m and pulse number d. The current angular position φ∗c on the trajectory
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Figure 4.5: Controller for the grid-connected converter system. The outer control loop creates the con-
verter voltage set point from the power references. The inner control loop is composed of the reference
and pattern loader, the trajectory generation and the pulse pattern controller.
is obtained from the load angle and the measured grid phase angle φg. To translate sampling
angles of the trajectory into sampling instants of the controller, the measured angular grid fre-
quency ωg is used. Additionally, the trajectory contribution of the grid voltage is computed
and superimposed. A detailed description of the offline and online trajectory computation is
given in Section 4.3.
The pulse pattern controller receives the OPP with the nominal switching angles A∗ and the
switching sequence U∗. The OPP is loaded along with the reference trajectories from a look-up
table. With the help of the angle φ∗c and the angular frequency ωg, the current position in the
fundamental period of the loaded OPP is identified and the switching angles are translated to
switching times. Based on the measured state vector xαβ(k) at the current sampling instant and
the reference trajectory Y ∗αβ(k), the controller then formulates and solves the trajectory track-
ing MP3C+ problem. The modified switching signal uabc is the optimal solution. Section 4.4
explains the MP3C+ scheme in detail.
The switching signal for the current sampling interval, i.e. until the next sampling instant,
is applied to the converter. In practise, the switching instants within the sampling interval
along with the new switch positions are provided. This concept is based on time stamps. Al-
ternatively, a single switch position might be computed, e.g. by approximating the switching
signal to an integer switch position.
4.3 Reference Computation











In the assumed case study, the two voltage sources, i.e. the converter voltage vc,αβ(t) and the
grid voltage vg,αβ(t), contribute to this trajectory. By applying the principle of superposition,
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Figure 4.6: Three-phase OPP over one fundamental period. Between α∗i and α
∗
i+1 the three-phase switch
position is constant and the evolution of the output variables can be computed with (4.21).






where y∗conv,αβ(t) and y
∗
grid,αβ(t) contain the reference contributions of the nominal converter
and grid voltage, respectively. Recall that at steady-state, the nominal converter voltage is the
scaled nominal switching signal u∗abc(t), which corresponds to the OPP. Thus, the reference
contribution of the converter voltage can be obtained directly from the OPP in an offline com-
putation. The grid voltage vg,αβ(t) is assumed to be an ideal sinusoid, which facilitates an
online computation of the corresponding reference contribution.




to derive the state-space model for the reference trajectory computation
dx̃αβ(t)
dt
= F̃ x̃αβ(t) +G1 u
∗
abc(t) +G2 vg,αβ(t). (4.19)
The system matrix F̃ ∈ Rny×ny and the two input matrices G1 ∈ Rny×3, G2 ∈ Rny×2 are
derived in Appendix D.
4.3.1 Offline Computation
The computation of the reference contribution as a function of the converter voltage is based on
the algorithm presented in [46]. The algorithm exploits the fact that at steady-state, the nominal
switching signal is periodic, which consequently implies periodicity of the nominal waveforms
of the output variables.
An OPP with quarter- and half-wave symmetry and unipolar switch positions is used for
the computation. From the OPP with pulse number d and modulation index m given by the
vectors A∗ and U∗, the nominal three-phase switching signal over one fundamental period
u∗abc(θ) is generated, see Fig. 4.6. Per phase, 4d switching angles occur within one fundamental










in ascending order. New indices are assigned to the switching angles according to their sorted
position. Note that we added the initial angle α∗0 = 0 and the terminal angle α
∗
ν+1 = 2π to ease
the computation over one fundamental period of 2π. The three-phase switch position between
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To calculate the reference contribution from the converter voltage, we set the grid voltage




= F̃ x̃conv,αβ(θ) +G1 u
∗
abc(θ) (4.20a)
y∗conv,αβ(θ) = x̃conv,αβ(θ), (4.20b)
where θ = ωgt. For a given state vector at α∗i , the state vector at the next switching angle α
∗
i+1




























and i ∈ {0, 1, 2, . . . , ν}. We can now use (4.21) to compute the state vector at each switching
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The terms in (4.23) containing the product of matrices Ãi can be simplified by noting that




ν−α∗ν−1) . . . eF̃ (α
∗
i+1−α∗i ) = eF̃ (α
∗
ν+1−α∗i ). (4.24)
The first term in (4.23), i.e. the term of Ãi over one fundamental period, thus further reduces
to
Ãν Ãν−1 . . . Ã0 = eF̃ (α
∗
ν+1−α∗0) = eF̃ 2π. (4.25)








































Figure 4.7: Computing the reference contribution of the converter voltage offline. For each pulse number
d and modulation indexm, the nominal waveforms Y ∗1conv,αβ(θ) are stored over one fundamental period
sampled at θ∗1 .













Owing to α∗0 = 0 and (4.18), (4.28) states the nominal output vector y
∗
conv,αβ(0) at the beginning
of the fundamental period, where we have θ = 0.
Starting with the initial state vector (4.28), the evolution of the output variables over the
fundamental period can be computed. To do so, we sample the angles between 0 and 2π with
the angle interval ∆θ∗. Then we compute the output variables at the reference angles θ∗1 =
[0 ∆θ∗ . . . 2π]T with the help of the reduced state-space model (4.20a). The reference sampling






∗) . . . y∗Tconv,αβ(2π)
]T
(4.29)
are stored for one fundamental period in a look-up table, see Fig. 4.7. This is done for each
pulse number and modulation index.
4.3.2 Online Computation
The overall reference trajectory for the pulse pattern controller contains the nominal output
variables at the next N sampling instants. The reference vector is generated by performing the
following three steps online:
1. Selection of the reference values within the prediction horizon from the offline computed
converter voltage trajectory contribution.
2. Computation of the grid voltage trajectory contribution.
3. Superpostion of both trajectories.
The online operation is drawn as block diagram in Fig. 4.8.
Reference Selection
During online operation, the precomputed output trajectory Y ∗1conv,αβ(θ) is loaded from the
look-up table for the appropriate pulse number and modulation index. From this, the reference
vectors for the next N sampling instants are obtained in the following way. First, the angular
position of the converter voltage φ∗c is determined from the grid voltage angle φg and the load
angle γ∗ according to
φ∗c = φg + γ
∗. (4.30)
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Figure 4.8: Online generation of the overall reference trajectory. Superposition of the selected converter
voltage contribution and the computed grid voltage contribution. This corresponds to the reference








Figure 4.9: Fundamental components of the converter and grid voltage in the stationary orthogonal
coordinate system. The load angle γ∗ is the angle between the two voltages.
The load angle depends on the real and reactive power references, P ∗ and Q∗. In Fig. 4.9, the
converter and grid voltages are shown in the stationary orthogonal reference frame.
Then, the nominal output vectors over the prediction horizon N
Y ∗conv,αβ(k) =
[
y∗Tconv,αβ(k + 1) y
∗T





are computed by interpolation. This concept is explained in Fig. 4.10. Note that the outputs at
the current time step k are not required.
Reference Trajectory Contribution of Grid Voltage
For the computation of the reference trajectory as a function of the grid voltage, a perfect sinu-
soidal grid voltage is assumed. We introduce the corresponding state vector x̃grid,αβ . The grid







where v̂g is the amplitude of the grid voltage. It follows that all state variables are sinusoidal
signals with the grid frequency ωg. Each pair of state variables in stationary orthogonal coor-
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Figure 4.10: Interpolation of the reference trajectory Y ∗conv,αβ(k) at the sampling instants k+ 1, . . . , k+N
from the precomputed output trajectory Y ∗1conv,αβ(θ).

































x̃grid,αβ(t) = F̃ x̃grid,αβ(t) +G2 vg,αβ(t), (4.35)
where the switching signal, and thus the converter voltage, was set to zero. Note that 02 is the






as a function of the grid voltage, where we have used (4.18). The trajectory contribution of the
grid voltage over the prediction horizon follows as
Y ∗grid,αβ(k) =
[
y∗Tgrid,αβ(k + 1) y
∗T






By superposition, the overall resulting reference trajectory of the system is derived as





which contains the output vectors for the next N sampling instants
Y ∗αβ(k) =
[
y∗Tαβ(k + 1) y
∗T





This trajectory includes the offline computed contribution from the OPP and the online com-
puted contribution from the grid voltage. It will be used by the controller as a reference for the
output variables over the prediction horizon.
Fig. 4.11 shows examples of the reference trajectories in the stationary reference frame for
one fundamental period obtained from the example OPP shown in Fig. 4.6.
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Figure 4.12: Inner loop of MP3C+: the pulse pattern controller with integrated modulator stage. This
corresponds to the pulse pattern controller block in Fig. 4.5.
4.4 Pulse Pattern Controller
The pulse pattern controller modifies the switching instants of precomputed OPPs in order
to regulate the output variables along their optimal reference trajectories. The pulse pattern
controller is shown in the block diagram in Fig. 4.12. The single blocks are described in detail
hereafter.
4.4.1 Switching Tables
The switching tables T ∗abc andU
∗
abc define the three-phase nominal switching signal u
∗
abc(t) over
the prediction horizon, and are generated using the single-phase vectors A∗ and U∗, which





where ωg denotes the angular grid frequency. The current position within the fundamental
period is given by kTs =
φ∗c
ωg
. The switching transitions that fall within the prediction horizon,
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i.e. kTs ≤ t∗pi ≤ (k + N)Ts with p ∈ {a, b, c} and i ∈ {1, . . . , np}, are identified. Note that np is
the number of switching transitions within the prediction horizon in phase p. Their nominal
switching time t∗pi and switch position u
∗














































4.4.2 Switching Signal Transformation
For the switching signal transformation, each phase is considered separately. The nominal
switching signal u∗p(t) in phase p with p ∈ {a, b, c}, which is constructed from the nominal
switching tables T ∗abc and U
∗
abc, is shown in Fig. 4.13a. In each sampling interval `Ts with
` = k, . . . , k + N − 1 within the prediction horizon, a specific number of switching instants
occurs. Let npk be the number of switching instants occurring within the kth sampling interval
t ∈ [kTs, (k + 1)Ts]
kTs ≤ t∗p1 ≤ t∗p2 ≤ . . . ≤ t∗pnpk ≤ (k + 1)Ts, (4.42)
where t∗pi defines the nominal switching time of the ith switching instant with i ∈ {1, . . . , npk}
in the kth sampling interval.
For simplification in the derivation, we rename the interval limits to
t∗p0 = kTs and t
∗
p,npk+1
= (k + 1)Ts. (4.43)
By averaging the nominal switching signal u∗p(t) over the kth sampling interval, the equivalent







Recall that the switching signal has the constant switch position u∗pi between the switching
instants t∗pi and t
∗
p,i+1. With this, we split the integral in (4.44) into npk + 1 intervals of constant
































which states the general transformation law for the kth sampling interval of the single-phase
switching signal with npk switching transitions from the continuous-time to the discrete-time
domain.
Note that when npk = 0, there is no switching transition occurring within the kth sampling
interval. Thus, the interval limits t∗p0 = kTs and t
∗






























k + 1 k + 2 k + 3 · · · k +N
w∗p(k)
w∗p(k + 1)
w∗p(k +N − 1)
(b) Sequence of nominal averaged switch positions.
Figure 4.13: The nominal switching signal is divided in N sampling intervals over the prediction hori-
zon. In each sampling interval, the switching signal is transformed to an averaged switch position.
This implies, as expected, that the averaged switch position corresponds to the integer switch
position of the nominal OPP during that sampling interval.
The nominal averaged switch positions in the kth sampling interval of each phase are ag-








Transforming the switching signal in each sampling interval within the prediction horizon





abc(k + 1) . . . w
∗T
abc(k +N − 1)
]T
. (4.48)
In Fig. 4.13b, the sequence of averaged switch positions is shown that results from transforming
the example switching signal of Fig. 4.13a.
4.4.3 Constraints on the Averaged Switching Signal
We require that in each phase the order of switching instants in the switching signal remains
unchanged. Consider the switching signal in phase p and assume npk switching transitions in
the kth sampling interval. To maintain the switching instant order, we impose the constraint
kTs ≤ tp1 ≤ tp2 ≤ . . . ≤ tpnpk ≤ (k + 1)Ts (4.49)
on the modified switching instants tpi in each phase. Between the three phases, no constraint
is imposed. This constraint on the switching times restricts the switching instants to their cor-
responding sampling intervals, i.e. that sampling interval in which the corresponding nominal
switching time lies, see Fig. 4.14a. Next, we translate these constraints into constraints on the
averaged switch positions wp(k). We impose on the averaged switch position the constraint
w p(k) ≤ wp(k) ≤ wp(k), (4.50)
where w p(k) is the lower bound on the manipulated variable wp(k), and w p(k) is its upper
bound. Consider the case when all npk switching instants in the sampling interval k are placed
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t
up(t)











tp1 tp2 tp3 tp4 tp5











wp(k + 3) wp(k +N − 1)
(b) Corresponding constraints on the averaged switch positions.
Figure 4.14: The upper and lower bounds on the averaged switch position follow from the maximum
and minimum value of the switching signal in the corresponding sampling interval.
at the lower (upper) bound. Depending on the corresponding switching transitions, the switch-
ing signal up(t) adopts either the lowest or highest switch position in that sampling interval
t ∈ [kTs, (k + 1)Ts]. It follows that the bounds in (4.50) are directly given by the lowest (high-
est) switch position of the continuous-time switching signal in the respective sampling interval
w p(k) = min
t∈ [kTs, (k+1)Ts]
up(t) and w p(k) = max
t∈ [kTs, (k+1)Ts]
up(t) (4.51)
These definitions hold true independent of the number of switching transitions in that sam-
pling interval, see Fig. 4.14.
4.4.4 System Model
The continuous-time system (4.15) is sampled with the sampling interval Ts. Applying the
constant averaged switch position wabc(k) in the sampling interval, the discrete-time system
model is obtained
xαβ(k + 1) = Axαβ(k) +Bwabc(k) (4.52a)
yαβ(k) = C xαβ(k) (4.52b)
by exact discretisation, with
A = eF Ts and B = F−1 (A− Inx)G, (4.53)
where Inx is the identity matrix of the size nx × nx.
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4.4.5 Optimisation Stage
A constrained optimisation problem is formulated based on the measured (or estimated) state
vector xαβ(k), the reference trajectory Y ∗αβ(k), the sequence of nominal averaged switch po-
sitions W ∗abc(k), and the discrete-time system model (4.52). The optimisation variable is the





abc(k + 1) . . . w
T
abc(k +N − 1)
]T
. (4.54)












is a function of the sequence of averaged switch positions over the prediction horizon,Wabc(k).
The tracking error y∗αβ(` + 1) − yαβ(` + 1) is the difference between the optimal steady-state
reference trajectory, computed in (4.39), and the predicted output variables, which are obtained
from the discrete-time system model (4.52) using Wabc(k) as the input. The positive definite
penalty matrix Q ∈ Rny×ny adjusts the weight on the tracking error for each output variable.
Note that ‖ξ‖2Q = ξTQξ. The definition of positive definite matrices was given in Section 2.4.3.
The control effort corresponds to the degree with which the averaged switch positions are
modified. We define it as the 2-norm of w∗abc(`) − wabc(`), i.e. of the difference between the
nominal and the modified averaged switch position. The control effort is penalised with the
scalar weight λw > 0.
Constraints The previously derived constraints on the averaged switch positions in each
phase and sampling interval are added to the optimisation problem. To do so, we use Al-
gorithm 1.
Algorithm 1 Switching signal constraint
1: for p ∈ {a, b, c} do
2: for ` = k to k +N − 1 do
3: if @ i such that `Ts ≤ tpi ≤ (`+ 1)Ts, i ∈ {1, . . . , np} then
4: wp(`) = up(`Ts)
5: else
6:
w p(`) ≤ wp(`) ≤ wp(`) with w p(`) = min
t∈ [`Ts, (`+1)Ts]
up(t)






We aggregate the upper bounds on the averaged switching signals in the vector
W abc(k) =
[
wa(k) wb(k) wc(k) . . . wa(k+N−1) wb(k+N−1) wc(k+N−1)
]T
. (4.56)
The lower bounds are aggregated accordingly in the vector W abc(k). This allows us to derive
the general formulation for the constraints
GWabc(k) ≤ g, (4.57)
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Note that I3N denotes the identity matrix of the size 3N × 3N .
Quadratic Program The cost function J in (4.55), the inequality constraints (4.57) and the
discrete-time system model (4.52) form the basis to formulate the optimisation problem under-





W Tabc(k)HWabc(k) + Θ
T (k)Wabc(k)
subject to GWabc(k) ≤ g
(4.59)
results, where the Hessian matrixH ∈ R3N×3N and the parameter vector Θ ∈ R3N are defined
in (E.6) and (E.7), respectively. The Hessian is positive definite, as Q is positive definite and
λw > 0. Thus, the QP (4.59) is convex and can be solved efficiently in real-time. For more
information on convex QPs and solvers, the interested reader is referred to [18]. By solving the
QP at time step k, we obtain the optimal sequence of averaged three-phase switching signals
over the prediction horizonWabc(k).
4.4.6 Reverse Transformation
By subtracting the sequence of nominal averaged switch positions, the sequence of optimal
averaged switch position modifications





abc(k + 1) . . . ∆w
T
abc(k +N − 1)
]T
results. These are modifications to be applied in each sampling interval in the prediction
horizon and for each phase. The sequence of switching signal modifications ∆Wabc(k) in the
discrete-time domain is translated back into switching time modifications
∆tabc = [∆ta1 ∆ta2 . . . ∆tana ∆tb1 . . . ∆tbnb ∆tc1 . . . ∆tcnc ]
T (4.60)
in the continuous-time domain. This is done separately for each phase and for each sampling
interval within the prediction horizon, see Fig. 4.15. Let ∆wp(k) denote the averaged switch
position modification in the kth sampling interval in phase p, in which npk switching transitions
occur. This modification ∆wp(k) must correspond to the npk switching time modifications ∆tpi,
with i ∈ {1, 2, . . . , npk} in that sampling interval and phase. As derived in Appendix F, the



















kTs ≤ t∗p1 + ∆tp1 ≤ . . . ≤ t∗pnpk + ∆tpnpk ≤ (k + 1)Ts, (4.62c)
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(b) Translated switching time modifications.
Figure 4.15: The averaged switch position modifications are translated into switching time modifica-
tions for each switching instant in the corresponding sampling interval.
which is a so-called linear program (LP). The objective is to minimise the switching time modi-
fication, which is achieved by penalising them with the 1-norm. The constraint (4.62b) ensures
that the averaged switch position modification ∆wp(k) is entirely applied to the continuous-
time switching signal up(t) in the kth sampling interval. Recall the constraint (4.49) on the
modified switching transitions, which ensures that the order of the switching transitions is kept
and that the switching instants are restricted to their corresponding sampling intervals. With
the help of tpi = t∗pi + ∆tpi the constraint (4.62c) directly follows. Solving the LP results in the
vector of switching instant modifications
[
∆tp1 ∆tp2 . . .∆tpnpk
]T in the kth sampling interval
in phase p.
4.4.7 Switching Signal Modification
With the vector of switching time modifications ∆tabc and the nominal switching times in the
switching table T ∗abc, the modified switching times are obtained with the help of
tpi = t
∗
pi + ∆tpi. (4.63)
From these modified switching times, the ones occurring within the current sampling interval
are selected, i.e. kTs ≤ tpi ≤ (k + 1)Ts. With the corresponding switch positions stored in the
switching table U∗abc, the modified switching signal uabc for the current sampling interval is
created.
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Figure 4.16: Averaging error in dependence of the switching time ta1 within a sampling interval.
4.5 Control Characteristics
One key characteristic of the described MPC problem is the minimisation of the weighted track-
ing error between the reference and the predicted behaviour of the system. In MP3C+, the ref-
erence is computed from the OPP with the help of the continuous-time system model (4.19),
while the predictions are computed by the discrete-time model (4.52) with averaged switch
positions, which are the transformed OPP. Due to the averaging of the OPP, the discrete-time
model produces an averaging error in the internal system predictions of MP3C+. For a better
understanding, consider the system as described in the case study over one sampling interval
Ts. The switching signals in phase b and c are constant, while in phase a there is one switching
instant at ta1 within the sampling interval ta1 ∈ [kTs, (k + 1)Ts]. The system outputs at the be-
ginning of the sampling interval are y(k). Based on this the exact system outputs ycont(k+1) at
the next sampling instant (k + 1)Ts can be computed with the continuous-time model. Trans-
forming the switching signal to an averaged switch position, the averaged system outputs
yavg(k + 1) are computed with the discrete-time model. We define the normalised averaging
error as
εavg =
‖ycont(k + 1)− yavg(k + 1)‖2
‖ycont(k + 1)‖2
· 100. (4.64)
In Fig 4.16, the normalised averaging error is plotted in dependence of the switching time ta1,
which is varied within the sampling interval. For this example, the system of the case study was
assumed to be in steady-state and the sampling interval was chosen to Ts = 200 µs. It should be
clear that when the switching instant occurs at the interval limits, the averaged model exactly
predicts the system behaviour and the averaging error is zero. The maximum averaging error
arises when the switching transition occurs in the middle of the sampling interval. We can
conclude from the figure that the maximum averaging error is proportional to the sampling
frequency.
Note that the averaging error is relatively small. While it is present at steady-state and dur-
ing transients, the impact on the controller operation is noticeable only at steady-state. Based
on the slightly divergent predictions resulting from the nominal averaged switch positions, the
controller identifies this averaging error as tracking error. As a result, the computed optimal
solution leads to slight modifications of the switching signal. A small sampling interval is thus
favourable to avoid these unnecessary modifications to the optimal continuous-time OPP.
Choosing the sampling interval too short, however, restricts the capability of MP3C+ dur-
ing transients. Recall that the controller can modify the switching instants only within their
respective sampling intervals (4.49). Therefore, reducing the sampling interval overly restricts
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(a) Available control actions with long sampling intervals Ts.
t
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(b) Available control actions with short sampling intervals Ts
2
.
Figure 4.17: A short sampling interval reduces the capability of the controller to correct tracking errors
quickly. Due to the increased restriction of each switching instant, more switching instants are required
to reduce a large tracking error.
the available control actions as illustrated in Fig. 4.17. The single-phase switching signal up(t)
is sampled once with Ts and once with Ts2 . In both cases, the same number of switching in-
stants is available for modification, because the prediction horizon is increased to 2N for the
latter case. From the indicated maximal allowed modification for each switching instant, the
limited available control actions are clearly recognisable in the second case.
Choosing the sampling interval in MP3C+ is thus a trade-off between the amount of avail-
able control actions during transients and the averaging error at steady-state. In general, a long
sampling interval is the preferable choice as the steady-state control benefits from the receding
horizon policy. This policy is illustrated in Fig. 4.18. Again the system of the described case
study at steady-state is assumed.
At time step kTs, the controller derives the optimal sequence of averaged switch positions
Wabc(k), which give the output predictions Yαβ(k) over the prediction horizon based on the





and the switching effort λw‖W ∗abc(k)−Wabc(k)‖22 over the prediction horizon are shown in
Fig. 4.18a. The predicted tracking error and switching error at the next sampling instant (k +
1)Ts are shown in Fig. 4.18b. We can see from the figures that the measured state vector at
time step k + 1 is smaller than predicted, which also leads to reductions of the predicted track-
ing error over the next sampling steps. Due to the continuous feedback of the actual system
behaviour, the controller can adjust the manipulated variable at each sampling step.
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(a) Predictions at t = kTs.
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(b) Predictions at t = (k + 1)Ts.
Figure 4.18: The receding horizon policy reduces the impact of the averaging error on the controller
predictions.
4.6 Performance Evaluation
The controller performance is evaluated with MATLAB simulations considering the case study
described in Section 4.1.3 at steady-state and during transients. The sampling frequency is set
to Ts = 200 µs, and a relatively long prediction horizon of N = 15 steps is used. The penalty
matrix and the scalar weight in the cost function are chosen as
Q = diag(0.1, 0.1, 5, 5, 12, 12) and λw = 0.016.
This selection of weights implies that the grid currents have the highest priority, followed by
the capacitor voltages, and then the converter currents. This means that during transients the
controller attempts to drive the grid currents towards their steady-state trajectories faster than
the other quantities. The QP (4.59) is solved using the quadprog solver of the Optimization
Toolbox of MATLAB. The pulse number is set to d = 5, which results in a switching frequency
of fsw = 250 Hz per semiconductor device for the 50 Hz grid frequency.
4.6.1 Steady-state Behaviour
Consider steady-state operation at rated real power P ∗ = 1 pu and zero reactive power Q∗ =
0 pu. This implies operation at the modulation index m = 1.12. The corresponding OPP is
shown in Fig. 4.6, and the references for the output trajectories are depicted in Fig. 4.11.
The steady-state performance of the controller is shown in Fig. 4.19. The nominal OPP
and the reference signals are shown as dotted lines, whereas the modified OPP and the actual
output signals are shown as solid lines. It can be seen that the nominal and actual output
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Figure 4.19: System states (solid lines) and reference trajectories (dotted lines) at steady-state operation
in per unit.
signals are nearly identical, as the dotted lines are concealed by the solid lines. This means
that the output references are tracked accurately, and only minor modifications are applied to
the switching signals. These modifications relate to the previously discussed divergent system
predictions due to the averaging error. The slight difference between the references and the
actual system behaviour can be seen in the zoomed in figures in Fig. 4.20 for each state variable.
For the harmonic analysis, the grid currents were recorded over 10 fundamental periods.
The time-domain resolution corresponds to the controller sampling interval of 10 µs and a rect-
angular window was used. The computed harmonic spectra of the grid currents are shown in
Fig. 4.21a, where the harmonics of each phase are plotted on top of each other. As expected,
only harmonics of integer and odd order exist. This verifies the good trajectory tracking per-
formance of the controller. Furthermore, due to the incorporation of the LC filter impedance
in the OPP computation, the harmonics around the resonance frequency of 485 Hz, which is
slightly below the 10th order harmonic, are small.
However, slight differences in the spectra of the three phases can be noticed. Moreover,
small harmonics at the 3rd and 9th order can be observed. When reducing the sampling inter-
val to one tenth, i.e. Ts = 20 µs, the harmonic spectra shown in Fig. 4.21b results. These spectra
are effectively the same as the ideal OPP spectra, without any differences between the phases
and without triple harmonics.
4.6.2 Response during Transient
The performance of the controller during reference steps is shown in Fig. 4.22. The reference
of the real power is reduced at time t = 15 ms from P ∗ = 1 pu to P ∗ = 0.5 pu; at t = 35 ms it
is increased back to P ∗ = 1 pu. The controller achieves relatively short settling times, which
are in the order of 7 ms, after which the system outputs follow their references again closely.
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Figure 4.20: Zoomed in system states (solid lines) and reference trajectories (dotted lines) at steady-state
operation in per unit.
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(a) Ts = 200µs
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(b) Ts = 20µs
Figure 4.21: Harmonic spectra of the grid currents for different sampling frequencies.
It can be observed that some oscillations are present in the output signals. Most likely, these
are caused by the tight constraints on the switching transitions (see Section 4.4.3) and the few
switching transitions available due to the low pulse number.
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Figure 4.22: System states (solid lines) during step changes in the real power reference. The reference
trajectories (dotted lines) are obtained from the OPPs at the corresponding set points.
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4.7 Summary
In this chapter, a new MPC method for higher-order systems based on OPPs was introduced
and analysed. The novelty of the proposed approach is the control of all output variables of
the system along their respective references. As a result, nearly optimal steady-state and fast
transient responses can be achieved.
In order to predict the system behaviour with the discrete-time MIMO model, the continuous-
time OPP is transformed into discrete-time averaged switch positions. By additionally trans-
forming the necessary constraints, the optimisation is performed in the discrete-time domain.
The obtained optimal solution is translated back into continuous-time switching signal modi-
fications by a reverse transformation.
The performance of the proposed controller is mainly dependent on the choice of the sam-
pling interval. With a small sampling interval, steady-state prediction errors are avoided and
an optimal behaviour is achieved. A long sampling interval facilitates fast transient responses
as the available control action is increased. The use of the receding horizon policy is beneficial




5.1 Discussion of Results
Two main results were achieved in this thesis: First, OPPs with relaxed symmetry were com-
puted, which significantly reduced the current harmonic distortions. Second, a general MP3C+
algorithm was proposed, which allows closed-loop control of higher-order systems with OPPs.
Reduction of Current TDD with Relaxed OPPs The relaxation of symmetry in the OPP com-
putation revealed the restrictive nature of the commonly made symmetry assumptions. The
newly computed, relaxed OPPs achieve lower harmonic distortions for the same switching fre-
quency. This reduces the harmonic losses when operating the converter at a given switching
frequency. Conversely, for the same harmonic distortions in the load, the switching frequency
can be reduced. Thus, in order to fully exploit the cooling capacity of the converter, its power
rating can be increased.
During the computation of the relaxed OPPs, the feature of two optimal solutions was en-
countered. It was identified that the two solutions are symmetrical to each other, which re-
sulted in the same harmonic distortions. This allows adding a second objective in order to
determine the best suitable solution for a particular application.
Generalised MP3C+ with Averaged Switch Positions With the proposed MP3C+ algorithm,
control of the grid-connected converter system with an LC filter based on OPPs was achieved.
The converter system is controlled with a single control loop, not requiring any additional
control loops, such as an active damping loop.
The cornerstone of the proposed controller is the OPP transformation from continuous- to
discrete-time by averaging it over the sampling intervals. In the discrete-time domain, the se-
quence of optimal averaged switch positions is obtained by solving a QP subject to constraints.
By reverse transformation, the optimal switching time modifications of the nominal switching
signal in the continuous-time domain are obtained.
MP3C+ is based on the state-space representation of the system. This makes MP3C+suitable
for a variety of applications provided an accurate model exists. The bulk of the computational
effort is shifted to the offline computation of the OPPs. In this OPP computation, special system
dynamics, such as the resonance behaviour of the LC filter, can be already included. Online,
the OPPs only have to be modified in order to reject disturbances or noise, and to allow fast
transient responses.
The performance of the proposed MP3C+ algorithm depends on the chosen sampling fre-
quency. However, due to the receding horizon policy, continuous feedback is provided to the
67
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controller. This makes it robust to the averaging error, model inaccuracies and other non-
idealities of the system.
5.2 Recommendations for Future Research
In this section, ideas to advance the presented research topics of this thesis are briefly described.
Efficient OPP Computation with Virtual Switching Angles The computation of OPPs is
challenging due to the non-convex and mixed-integer optimisation problem that needs to be
solved. With the approach of enumerating all feasible switching sequences in combination with
multiple initial values, the computation of OPPs for high pulse numbers becomes intractable.
Specifically tailored algorithms are required, which exploit the particular characteristics of the
OPP optimisation problem. An example of such an algorithm is the previously mentioned
method of virtual angles [27]. By combining the value of the switching angle and the sign of
the corresponding switching transition into one optimisation variable, the enumeration of all
feasible switching sequences is avoided. A similar approach has been also presented in [23] for
the half-wave symmetric SHE problem. Adopting this scheme to the half-wave symmetric and
full-wave symmetric OPP problems would greatly reduce the computational effort and would
allow the computation of OPPs at higher pulse numbers.
Low-dimensional QP The optimisation variableWabc(k) of the QP (4.59) underlying the pro-
posed MP3C+ method is of the dimension 3N , owing to the three phases and the prediction
horizon N . The time required to solve the QP strongly depends on the dimension of Wabc(k).
To speed up the computations, the problem dimension can be easily reduced. Recall that the
controller is allowed to modify the averaged switch positions only in sampling intervals in
which at least one switching transition occurs. Conversely, the averaged switch positions can-
not be manipulated in sampling intervals without a switching transition; the averaged switch
positions are thus fixed, and can be removed as a degree of freedom. This means that the di-
mension of the optimisation vector can be reduced accordingly. However, the Hessian matrix
then becomes a time-varying matrix.
Constraints on Averaged Switch Positions So far, the switching instants cannot be moved
beyond their respective sampling interval, see (4.49). This implies that the lower and upper
constraints on the averaged switch positions are determined by the minimum and maximum
switch position that can be synthesised in the sampling interval; the constraints are thus rela-
tively tight. Because of that a relatively long sampling interval was chosen in the simulations to
provide the controller with a sufficient degree of freedom to manipulate the switching instants.
To relax the somewhat artificial restriction imposed by the sampling interval, the bounds
can be relaxed by a given ∆wp,max. This implies that the switching instants are allowed to be
moved beyond their corresponding sampling intervals by a fixed maximum amount.
Alternatively, the sampling interval restrictions can be fully removed. Consider the switch-
ing signal in phase p, with p ∈ {a, b, c}, and np switching transitions within the prediction
horizon. The constraint (4.49) can then be generalised to the whole prediction horizon interval,
i.e.
kTs ≤ tp1 ≤ tp2 ≤ . . . ≤ tpnp ≤ (k +N)Ts. (5.1)
The lower constraint at kTs ensures that switching instants are not moved into the past. The
upper constraint at (k + N)Ts limits the last switching instant tpnp to the prediction horizon
interval. The constraints in (5.1) can be translated into equivalent constraints on the averaged
switch positions in the discrete-time domain wp(`) with ` ∈ {k, k + 1, . . . , k +N}.
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Moving the switching transitions beyond their nominal sampling intervals, however, re-
quires a further adaptation of the problem formulation. Recall that due to the switching signal
transformation the averaged switch position depends only on the switching transitions oc-
curring in that sampling interval. However, when the nominal and the modified switching
transition occur in different sampling intervals, a new sequence of averaged switch positions
arises. This implies that the optimisation problem needs to be solved again.
Constraints on Output Variables One of the main benefits of MPC is its ability to impose
constraints on state, input and output variables. So far, we have only imposed constraints on
the manipulated variables, i.e. on the averaged switch positions. Constraints on the output
variables might be beneficial to limit overshoots during transients and faults. By limiting the
converter current and capacitor voltage to their safe operating area with the help of output
constraints, damage to the converter and its passive components can be avoided.
To do so, recall (E.3). Based on the current state vector xαβ(k) and the sequence of future
manipulated variables Wabc(k), this equation predicts the future output variables Yαβ(k) as
defined in (E.2). It is straightforward to impose upper and lower constraints on these output
variables. To ensure that a solution to the quadratic program always exists, i.e. that a sequence
of manipulated variablesWabc(k) can be computed for the given state vector and OPP in all cir-
cumstances, it is advisable to impose the constraints on the output variables as soft constraints.
These introduce slack variables in the inequality constraints, which are heavily penalised in
an additional term in the objective function. In doing so, (slight) violations of the output con-
straints are possible, albeit at the expense of a huge penalty in the objective function.
Controller Tests The presented simulation results of the controller performance were com-
puted for ideal conditions. More tests to analyse the control performance under real operating
conditions would be interesting. To that end, a ripple of the dc-link voltage or grid harmonics
might be simulated. Furthermore, model inaccuracies such as parameter mismatches or mea-
surement noise might be assumed. It is expected that the proposed MP3C+ will still achieve
nearly optimal steady-state outputs. The continuous feedback together with the receding hori-
zon policy allow the controller to adjust the control actions at each sampling instant to reject
disturbances and to reduce the impact of modelling errors.
Implementation Finally, the MP3C+ algorithm should be implemented on an embedded sys-
tem, such as a field-programmable gate array (FPGA) to perform practical tests. The implemen-
tation of OPPs with look-up tables on such devices is well-known [48]. QP solvers running on
FPGAs has been also successfully demonstrated [49]. The transformation of the switching sig-
nal entails only simple summations and multiplications. For the reverse transformation of the
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A Harmonic Analysis of Pulse Patterns with Relaxed Symmetry
In this appendix, two sets of Fourier coefficients are derived for three-level pulse patterns with
relaxed symmetry: First, pulse patterns with full-wave symmetry are considered and second,
half-wave symmetry is also imposed.
Full-wave Symmetry Recall that the pulse pattern u(θ) is a piecewise constant function with
4d + 1 intervals of constant value, i.e. the switch positions. Thus, we can write the Fourier
coefficients in (2.12) as 4d+ 1 individual integral terms with the switching angles as limits and
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∫ α2
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With (2.9) we write the switch positions as the sum of switching transitions and rearrange the
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Note that, due to periodicity, the sum of all 4d switching transitions is zero,
∑4d
i=1 ∆ui = 0.
Thus, (A.3) simplifies to






For n ≥ 1, the first term in (A.2) is zero, as it is the integral over n fundamental periods of

















∆ui sin(nαi), n = 1, 2, 3, . . . (A.6)







∆ui cos(nαi), n = 1, 2, 3, . . . (A.7)
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Half-wave Symmetry By imposing half-wave symmetry, the expressions for the Fourier co-
efficients can be simplified. The integral in (2.12a) is divided into two terms, each over one











u(θ) cos(nθ) dθ. (A.8)





















u(θ′) cos(nπ + nθ′) dθ′, (A.9)
where we incorporated the half-wave symmetry condition (2.6) in the second integral to get
(A.9). With the help of the trigonometric identity
cos(nπ + nθ′) = (−1)n cos(nθ′), (A.10)



















u(θ) cos(nθ) dθ. (A.11)










u(θ) cos(nθ) dθ, n = 1, 3, 5, . . .
(A.12)











u(θ) sin(nθ) dθ, n = 1, 3, 5, . . .
(A.13)
Next, the procedure of deriving the Fourier coefficients for the full-wave symmetric pulse
patterns is repeated for the integrals in (A.12) and (A.13). According to the definition of the
half-wave symmetric pulse patterns, the integrals are divided into multiple intervals of con-





















∆ui sin(nαi), n = 1, 3, 5, . . . (A.14)
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Note that the first term in (A.14) integrates the cosine function over half of the fundamental
period, which yields zero. For the Fourier coefficients bn the same procedure of dividing and




























, n = 1, 3, 5, . . . (A.15)




∆ui = u2d = −u0. (A.16)
As a result, the first two terms in (A.15) sum up to zero, and the remaining term corresponds
to the expression of Fourier coefficients for half-wave symmetric pulse patterns given in (3.3)
in Table 3.2.
B Harmonic Analysis of Symmetrical Solutions
Consider the two half-wave symmetric OPPs in Section 3.5.2 with the symmetry as in (3.20).
In this Appendix, we derive two pairs of Fourier coefficients to prove that their corresponding
values of the objective function are identical. Note that we refer to the two pulse patterns with
uA(θ) for the first solution and with uB(θ) for the second solution. Recall the Fourier coefficient












uB(θ) cos(nθ) dθ, n = 1, 3, 5, . . . (B.2)
Note that due to half-wave symmetry the Fourier coefficients are zero for even harmonics,






uA(π − θ) cos(nθ) dθ (B.3)











uA(θ) cos(nθ) dθ. (B.4)
Note that in the second term we have used the cosine identity cos(nπ − nθ) = (−1)n cos(nθ)
and exploited the fact that the Fourier coefficient exists only for odd harmonics. Inspection of
(B.4) and (B.1) shows that for the two Fourier coefficients the statement holds
aAn = −aBn. (B.5)
A similar derivation can be performed for the Fourier coefficients bAn and bBn starting
with (A.13), which follows the exact same steps but employs the sine identity sin(nπ − nθ) =
−(−1)n sin(nθ) instead. In the end, the statement
bAn = bBn (B.6)
results for the two Fourier coefficients.
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C State-space Model of the Grid-connected Converter System
For the derivation of the state-space model of the grid-connected converter system, assume







where v̂g is the amplitude of the grid voltage and φg is the phase angle. With this, the dynamics














By substituting (C.2) in the derived equation system (4.10), and using the state and output




















































Note that I2 is the identity, and 02 is the zero matrix. Both matrices are of the size 2× 2.
D Reduced State-space Model for Reference Computation
For the reference computation, the state-space model is derived for the reduced state vector
x̃αβ(t) ∈ Rny . In this, the grid voltage is considered not a state but an input variable. Thus, the
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The input matrices for the converter and grid voltage are derived from G in (C.4) and the last
















E Derivation of Quadratic Program
From the cost function (4.55), the discrete-time system model (4.52) and the constraints (4.57),









subject to xαβ(`+ 1) = Axαβ(`) +Bwabc(`) (E.1)
yαβ(`+ 1) = C xαβ(`+ 1) ∀` = k, . . . , k +N − 1
GWabc(k) ≤ g.
To solve (E.1), a more convenient form of the quadratic program (QP) is required. A detailed
derivation of a similar QP can be found in [8, Ch. 5 Appendix B].
We define the sequence of predicted output variables over the prediction horizon computed
at the current sampling instant kTs as
Yαβ(k) =
[
yTαβ(k + 1) y
T





It is derived as a function of the current state vectorxαβ(k) and the sequence of averaged switch















CB 06×3 . . . 06×3











where Γ ∈ R6N×8 and Υ ∈ R6N×3N . We define the matrix
Q̃ = diag(Q,Q, . . . ,Q),




















W Tabc(k)HWabc(k) + Θ
T (k)Wabc(k) + θ(k), (E.5)
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+ λw‖W ∗abc(k)‖22. (E.8)
Note that the term θ(k) remains constant during the optimisation and can thus be neglected in
the cost function. This leads to the cost function for the MP3C+ problem as stated in (4.59).
F Deriving Averaged Switch Position Modification
Consider the single-phase averaged switch position modification in the kth sampling interval
∆wp(k) = wp(k)− w∗p(k), (F.1)
where wp(k) is the modified averaged switch position in the kth sampling interval. Recall that
npk denotes the number of nominal switching transitions in the kth sampling interval, and that
the limits of the sampling interval are renamed according to (4.43). In (F.1) we substitute w∗p(k)

























Note that according to (4.43) the first and last switching instants for the modified and nom-
inal switching signals are equal, as they correspond to the sampling interval limits
tp0 = t
∗
p0 = kTs and tp,npk+1 = t
∗
p,npk+1
= (k + 1)Ts. (F.4)
Furthermore, we define the ith switching instant modification in phase p
∆tpi = tpi − t∗pi (F.5)
as the difference between the modified switching instant tpi and the nominal switching instant




























(up,i−1 − upi) . (F.6)
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