A basis for a relatively free associative algebra with the identity x 3 = 0 over a field of an arbitrary characteristic is found. As an application, a minimal generating system for the 3 × 3 matrix invariant algebra is determined.
Introduction
Let K be an infinite field of an arbitrary characteristic p (p = 0, 2, 3, . . .).
Let K x 1 , . . . , x d # (K x 1 , . . . , x d , respectively) be the free associative K-algebra without unity (with unity, respectively) which is freely generated by x 1 , . . . , x d . Let id{f 1 , . . . , f s } be the ideal generated by f 1 , . . . , f s . Denote by N n,d = K x 1 , . . . , x d # / id{x n |x ∈ K x 1 , . . . , x d # } a relatively free finitely generated nonunitary K-algebra with the identity x n = 0, where d ≥ 1. Let N = {0, 1, 2, . . .}. The algebra N n,d possesses natural N -and N d -gradings by degrees and multidegrees respectively.
The nilpotency degree of a non-unitary algebra A is the least C > 0 for which a 1 · · · a C = 0 for all a 1 , . . . , a C ∈ A. Denote by C(n, d, K) the nilpotency degree of N n,d . In the case of characteristic zero n(n + 1)/2 ≤ C(n, d, K) ≤ n 2 (see [8] , [11] ), and there is a conjecture that C(n, d, K) = n(n + 1)/2. This conjecture has been proven for n ≤ 4 (see [13] ). If p = 0 or p > n, then C(n, d, K) < 2 n by [6] . For a positive characteristic some upper bounds on C(n, d, K) are given in [7] : C(n, d, K) < (1/6)n 6 d n and C(n, d, K) < 1/(m − 1)! n n 3 d m , where m = [n/2].
In [9] C(3, d, K) was established for an arbitrary d, p, except for the case of p = 3, d is odd, where the deviation in the estimation of C(3, d, K) is equal to 1. In this article, a basis for N 3,d is found (see Proposition 2 and Theorems 2, 3), and, in particular, C(3, d, K) is established for any d, p. Namely, when d > 1, we have:
If p = 0 or p > 3, then C(3, d, K) = 6.
If p=2, then C(3, d, K) = d + 3 , d ≥ 3 6 , d = 2. If p = 3, then C(3, d, K) = 3d + 1.
As an application, a minimal homogeneous generating system of the 3 ×3 matrix invariant algebra is determined (see Theorem 4) .
For p = 2, 3, a basis for the multilinear homogeneous component of N 3,d for 'small' d was found by means of a computer programme. Then, the case of an arbitrary d was reduced to the case of 'small' d using the composition method. All programmes were written by means of Borland C++ Builder (version 6.0) and are available upon request from the author. The notion of the composition method was taken from [2] .
Preliminaries
Further, we assume that n = 3, unless it is stated otherwise. Let Z be the ring of integers, and let Q be the field of rational fractions. Denote by F d the free semigroup, generated by letters {x 1 , x 2 , . . . , x d }. By F # d we mean F d without unity. For short, we will write K F d instead of K x 1 , . . . , x d . The degree of a N d -homogeneous element u ∈ F d we denote by deg(u), its multidegree we denote by mdeg(u), and the degree of u in letter x j we denote by deg x j (u). Elements of F d are called words. By words from N 3,d we mean images of words from F d in N 3,d under the natural homomorphism. We assume that all words are non-empty, that is they are not equal to unity of F d , unless it is stated otherwise. Notation w = x i 1 · · · x is · · · x it stands for the word w, which can be get from the word x i 1 · · · x it by eliminating the letter x is . For a set of words M and a word v denote by vM the set {vu| u ∈ M}. If the set M is empty, then we assume vM = ∅. By x i · · · x j (i, j ∈ Z) we mean the word x i x i+1 x i+2 · · · x j if 1 ≤ i ≤ j, and the empty word otherwise.
For some N d -graded algebra A and multidegree ∆ = (δ 1 , . . . , δ d ) denote by A(∆) or A(δ 1 , . . . , δ d ) the homogeneous component of A of multidegree ∆. For short, multidegree (3, . . . , 3, 2, . . . , 2, 1 . . . , 1) will be denoted by 3 r 2 s 1 t for the appropriate r, s, t. For ∆ = (δ 1 , . . . , δ t ) let | ∆| = i δ i . By lin{v 1 , . . . , v t } we mean the linear span of the elements v 1 , . . . , v t of some vector space over K. We denote some elements of K F d # by underlined Latin letters. Endow the set of words of F d with the partial lexicographical order. We put x i 1 x i 2 · · · x i k < x j 1 x j 2 · · · x jt if we have i 1 = j 1 , . . . , i s−1 = j s−1 , i s < j s for some s ≥ 1. Note that if v ∈ F # d , then words u and uv are incomparable. By an identity we mean an element of K F d . All identities are assumed to be N d -homogeneous, unless the contrary is stated. The multidegree of an identity t we denote by mdeg(t). An identity t is said to be an identity of N 3,d , if the image of t in N 3,d under the natural homomorphism is equal to zero. The zero polynomial is called the trivial identity.
For
f stands for the highest term of f , i.e., f is the maximal word from the set {u i }. It is easy to see that, due to homogeneity, the highest term is unique. For a set of identities M, denote by M the set of the highest terms of the elements from M.
An identity is called reduced if the coefficient of its highest term is equal to 1. We say that the identity is a consequence of a set of identities, provided it belongs to the linear span of these identities. As an example, we point out that x 3 1 is not a consequence of x 3 2 .
is called an element generated by words v 1 , . . . , v t , if all u i are products of some elements from {v 1 , . . . , v t }.
For identities t 1 , t 2 and for a set of identities M, notation t 1 = t 2 + {M} means that t 1 ∈ t 2 + lin M.
Consider an element g ∈ K F d and an identity t = u + ( r i=1 α i u i ), where α i ∈ K, u, u 1 , . . . , u r are pairwise different words. Let g 1 = g. If g k = v 1 uv 2 + s j=1 β j w j for pairwise different words v 1 uv 2 , w 1 , . . . , w s and β j ∈ K, then g k+1 = − r i=1 α i v 1 u i v 2 + s j=1 β j w j . Note that g k+1 is not uniquely determined by g k and t. If there is k such that g k = s j=1 β j w j for some words w 1 , . . . , w s which do not contain subword u, then we say that the chain g 1 , . . . , g k is finite and g k is its result. If every chain is finite and they all have one and the same result g ′ , then we call the identity g ′ the result of application of the identity t with the marked word u to the identity g. Otherwise we say that the result of application of t with the marked word u to g is indefinite.
The
Partial and complete linearization of the identity
For multidegree ∆ let S ∆ be the subset of S which consists of all identities of multidegree ∆. Clearly, each identity of N 3,d (∆) is a consequence of the set of identities S ∆ . The set of identities S ∆ can be treated like the system of homogeneous linear equations in formal variables {w|w ∈ F # d , mdeg(w) = ∆}. Then, free variables of the system S ∆ form a basis for N 3,d (∆). We call two systems of linear equations (two sets of identities, respectively) equivalent, if the first one is a consequence of the second and vice versa.
A word w ∈ S is called canonical with respect to x i , if it has one of the following forms:
where words w 1 , w 2 , u do not contain x i , words w 1 , w 2 can be empty. If a word is canonical with respect to all letters, then we call it canonical. Number for future references the identity of
Auxiliary results
We will use the following facts from [9] :
, any non-zero word w ∈ N 3,d can be represented as a sum of canonical words which belong to the same homogeneous component as w.
2. The inequality x 2 1 x 2 2 x 1 = 0 holds in N 3,d . 3. If p = 0 or p > 3, then C(3, d, K) = 6 (d ≥ 2).
If p = 2, then C(3, d, K) = d + 3, where d ≥ 3, and C(3, 2, K) = 6. 4. If p = 3, then x 2 ay 2 = 0 is an identity of N 3,d , where a ∈ F # d . 5. If p = 3, then x 2 y 2 xay = x 2 y 2 xya is an identity of N 3,d , where a ∈ F # d .
6. If p = 2, then x 2 1 x 2 · · · x d x 1 = 0 holds in N 3,d . 7. If p = 3, then I 1 (x, a, b, c) = x 2 abc + x 2 acb, I 2 (x, a, b, c) = abcx 2 + bacx 2 ,
Proof. 1. See [9] , Statement 1.
2. See [9] , Statement 3. 3. See [9] , Propositions 1, 2. 4. See [9] , equality (5). 5. See [9] , proof of Statement 7. 6. See [9] , Statement 4. 7. Let x, a, b, c be words, p = 3. Partial linearization of the identity from item 4 with respect to x (y, respectively) gives that I 1 (x, a, b, c),
2. Let ∆ be a multidegree. Let V = {v 1 , . . . , v s } be a set of words of multidegree ∆. Assume that for each word w, of multidegree ∆, which do not lie in V there is an
is a consequence of the identities which are results of application of identities {w −f w } to the identities of S ∆ . (Note that results of these applications are defined.) Lemma 2 Let d ≥ 1. All identities, of N 3,d (21 d−1 ), generated by x 2 1 , x 2 , . . . , x d are consequences of the following identities of N 3,d (21 d−1 ):
(a) f 1 T 3 (a, b, c)f 2 , where some word from a, b, c, f 1 , f 2 contains the subword
Proof.
By item 2 of Remark 1, any identity, of N 3,d (21 d−1 ), generated by x 2 1 , x 2 , . . . , x d is a consequence of identities which are results of application of identity (1) (where x = x 1 ) to the identities from S 21 d−1 .
If we apply (1) , where x = x 1 , to T 2 (x 1 , a) = 0, then we get a trivial identity. The result of application of (1), where x = x 1 , to an identity t = f 1 T 3 (a 1 , a 2 , a 3 )f 2 , where a 1 , a 2 , a 3 ∈ F # d , f 1 , f 2 ∈ F d , denote by t ′ , and let t = 6 i=1 u i for some words u 1 , . . . , u 6 . If words u 1 , . . . , u 6 do not contain subword x 2 1 and a i = x 1 , i = 1, 3, then t ′ is a consequence of identities (a). Let a, b, c ∈ F # d .
. Due to the fact that, if we read identities (a), (b) from right to left, they do not change, the claim follows from the regarded cases. △ Let r = 1, d. It is easy to see that for every i = 1, r the result of application of the identity (1), where x = x i , to every identity of multidegree 2
is the result of the following procedure. Let t 1 be the result of application of the identity (1), where x = x σ(1) , to t. For i = 2, r let t i be the result of application of the identitiy (1)
For ψ ∈ Ψ r denote the sets of identities of multidegree 2 r 1 d−r :
The following items conclude the proof.
1. Identities A 1 are consequences of identities (c). In particular,
where the order of application of identity (1) is determined by parentheses.
If ab, bc = 1, then
. Therefore, if r = 2 then the required is proved. The case of r > 2 follows from the case of r = 2 and the fact that any permutation is a composition of elementary transpositions.
2. Identities A ψ 3 are consequences of identities (a), (b), (c). Proof. It follows from Lemma 2 and item 1. 3. Identities A ψ 2 are consequences of identities (a), (b), (c). Proof. We will use item 1 without reference. Prove by induction on k that for
Induction base is trivial. Induction step. Without loss of generality we can assume that f 1 , f 2 are empty words. Consider a word x i u of degree k, where i = 1, r. We have ψ(
Proof. If d ≤ 4, then the statement is obvious.
Let d ≥ 5. We prove by induction on d.
Induction base. In the case d = 5, 6 the statement was proven by means of a computer programme.
The statement of the Lemma in the case d = 6 concludes the proof. △ A multilinear word w = x σ(1) · · · x σ(d) , σ ∈ S d , is called even, if the permutation σ is even, and odd otherwise.
3. Let p = 3. Consider the homomorphism φ + :
4. Let p = 3. For k = 1, d consider the homomorphism φ k :
Then φ k maps identities of N 3,d in zero.
5. Let p = 3. For k = 1, d consider the homomorphism
The statement follows from the regarded cases. Items 3, 4, 5 were proved in [9] ; item 1 is similar to them. △ 4 The case of p = 3, d ≤ 3
Proof. Cases of | ∆| ≤ 3 and ∆ ∈ {31, 32} follow from items 1, 2 of Lemma 1.
If ∆ ∈ {21 2 , 2 2 , 2 2 1, 31 2 }, then we prove the statement by considering the system of equations S ∆ . Here we use item 1 of Lemma 1; and when ∆ ∈ {21 2 , 2 2 , 2 2 1}, we use Lemma 3 for decreasing the number of considering equations.
Case 4) follows from item 3 of Lemma 1. △ 5 The case of p = 0 or p > 3
We shall write i for x i , i = 1, d, so that it does not lead to ambiguity. 
Proof. The computations below were performed by means of a computer programme. For ∆ ∈ {1 4 , 1 5 , 21 4 }, we consider the homogeneous system of linear equations S ∆ over the ring, generated in Q by the set Z ∪ {1/2, 1/3}. Having expressed higher words in terms of lower words by the Gauss's method, we get that The basis of this kind exists, because if t 1 , t 2 are reduced identities with t 1 = t 2 and t 1 = t 2 , then t 1 = t 1 − t 2 and lin{t 1 ,
Since every word, of multidegree ∆, which do not belong to B(J), can be expressed in terms of lower words by applying identities of J; therefore, for any f ∈ K F d (∆), we have
Thus,
where Φ : 
For any identity t of N 3,d (1 d ), we have t = i α i t i for some α i ∈ K, (3)). Hence there is a non-trivial identity
Without loss of generality, we can assume that for some s, we have t 1 = · · · = t s = f . If s = 1 then we get a contradiction to f ∈ M d . Let s ≥ 2. Since M d is complete under composition, for j = 2, s we have t 1 − t j = l γ jl g jl , where g jl ∈ M d , g jl < t 1 , γ jl ∈ K. Expressing t j from these equalities, we get f = λt 1 + q λ q h q for some h q ∈ M d , h q < t 1 , λ, λ q ∈ K. If λ = 0, then f ∈ M d , so we get a contradiction. Thus, λ = 0. Repeating the same argument several times, we get a contradiction to the non-triviality of f . △ Lemma 8 Let d ≥ 5. Then for any t 1 , t 2 ∈ M d , where t 1 = t 2 , there are s = 5, 10,
Consider a partition of w into subwords w = a · a 1 · · · · · a s , where s = 5, 10, a 1 , . . . , a s ∈ F # d , a ∈ F d , which is the result of intersection of partitions w = t 1 = c 1 · ψ 1 (x j 1 ) · · · · · ψ 1 (x j 5 ), w = t 2 = c 2 · ψ 2 (x k 1 ) · · · · · ψ 2 (x k 5 ). Here we assume a = 1 if and only if c 1 , c 2 are non-empty words. Then c i = ad i , where d i ∈ F d , i = 1, 2. There is a permutation σ ∈ S s such that if x i < x j , then a σ(i) < a σ(j) , where i, j = 1, s. Since d 1 ψ 1 (t ′′ 1 ), d 2 ψ 2 (t ′′ 2 ) are elements generated by words a 1 , . . . , a s , the substitutions d i ψ i (t ′′ i )| a σ(j) →x j ,j=1,s = t ′ i , i = 1, 2, are well-defined. It is easy to see
Proof. Let d ≥ 11. Consider t 1 , t 2 ∈ M d , where t 1 = t 2 . We apply Lemma 8 to t 1 , t 2 ; further we use the notation from Lemma 8. By the data and Lemma 7 M s is complete under composition, hence t ′
because of the composition of monotonous substitutional mappings is a monotonous substitutional mapping. By monotony of φ, we have t 1 > g i for all i. Hence M d is complete under composition, and Lemma 7 concludes the proof. △
Multilinear homogeneous component
Notation. For p = 2, 3 and d ≥ 1 recursively define sets B 1 d of the words of multidegree 1 d .
Let p = 2. Then 1)
Let p = 3. Then 1)
For future needs define B 1 0 = {1}, where 1 stands for the empty word. The aim of this section is to prove the following theorem:
Remark 2 It is not difficult to see that
Let V be a finite dimensional vector space over K, V = lin{v 1 , . . . , v m }, where non-zero vectors {v i } are linearly ordered by the following way: v 1 < · · · < v m . Note that the vectors v 1 , . . . , v m need not be linearly independent. Definition. A basis of V v k 1 , . . . , v ks is called minimal (with respect to the linearly ordered set v 1 , . . . , v m ), if for any i = 1, m we have 
Thus, L is the least basis. Let L ⊂ {v 1 , . . . , v m } be the least basis. Then condition (4) is valid for it. Thus L is the minimal basis.
2. This item follows from item 1. △ Apply aforesaid on minimal bases to N 3,d (1 d ). As a linearly ordered set we take {w ∈ F d | mdeg(w) = 1 d }.
Proof. 
2. If p = 3, then for i = 4, 5 the minimal basis for N 3,i (1 i ) is B 1 i , and 
Proof. By Lemma 10, B(M 5 ) is the minimal basis for N 3,5 (1 5 ), and, in particular, it does not depend on the choice of M 5 (see Lemma 9) . Expressing higher words in terms of lower words by Gauss's method, we solve the system S 1 d and find the minimal basis for N 3,d (1 d ). These calculations were performed by means of a computer programme for d = 4, 5, p = 2, 3. △ Lemma 12 If p = 2, d ≥ 5, then
a 1 > a 2 > a 3 , w 4,1 = ua 1 a 2 a 3 a 4 , a 1 > a 2 , a 4 and a 3 > a 4 , w 4,2 = ua 1 a 2 a 3 a 4 , a 1 > a 4 and a 2 > a 3 , w 5,1 = ua 1 a 2 a 3 a 4 a 5 , a 1 > a 2 and a 3 > a 4 or a 3 > a 5 or a 4 > a 5 , w 5,2 = ua 1 a 2 a 3 a 4 a 5 , a 1 > a 3 and a 2 > a 4 or a 2 > a 5 or a 4 > a 5 , w 5,3 = ua 1 a 2 a 3 a 4 a 5 , a 1 > a 4 and a 2 > a 5 .
a 1 > a 2 > a 3 , w 4 = ua 1 a 2 a 3 a 4 , a 1 > a 2 , a 4 , w 5,1 = ua 1 a 2 a 3 a 4 a 5 , a 1 > a 2 , a 3 and a 4 > a 5 , w 5,2 = ua 1 a 2 a 3 a 4 a 5 , a 1 > a 3 , a 4 and a 2 > a 5 , w 5,3 = ua 1 a 2 a 3 a 4 a 5 , a 1 > a 4 , a 5 and a 2 > a 3 .
Proof.
It is sufficient to prove the statement for d = 5. Denote by M the set from the formulation of the Lemma. Considering all possibilities, we get that B(M 5 ) = {w ∈ F 5 | mdeg(w) = 1 5 , w ∈ M} (see Lemma 11) . △
Proof. For p = 2, 3 we get B 1 d ⊂ B(M d ) by Lemma 12.
Further w i,j , w i stand for the words from Lemma 12.
The case of p = 2. Inclusion B(M d ) ⊂ B 1 d follows from items 1, 2 (see below) by induction on d.
1
that is a contradiction. Hence u = u 1 x 1 u 2 x 2 u 3 . If the word u 1 is not empty, then w = w 4,2 ∈ M d , that is a contradiction. If the word u 2 is not empty, then w = w 4,1 ∈ M d , that is a contradiction. Assume that u 3 = x j 1 · · · x js and there are k, t such that k < t ≤ s and j k > j t . Then w = w 5,1 ∈ M d , that is a contradiction. Hence w = h d,i 1 .
2. If w = x 2 x i 2 · · · x i d ∈ B(M d ), then w = e d,k for some k = 2, d or w = f d . Proof. Consider w = x 2 u 1 x 1 u 2 , where u 1 , u 2 ∈ F d . If there are not r, s such that r > s and u 1 u 2 = v 1 x r v 2 x s v 3 , where v 1 , v 2 , v 3 ∈ F d , then w = e d,k for some k = 2, d. Assume that there are such r, s. If the word v 3 contains the letter x 1 , then w = w 4,2 ∈ M d ; a contradiction. If the word v 1 contains the letter x 1 , then w = w 5,1 or w = w 5,2 , hence w ∈ M d ; a contradiction. Let the word v 2 contains the letter x 1 . If the word v 3 is not empty, then w = w 5,2 ∈ M d ; a contradiction. If deg(v 2 ) > 1, then w = w 5,2 or w = w 5,3 , hence w ∈ M d ; a contradiction. There is the only possibility which we have not considered, namely w = f d .
The case of p = 3. Inclusion B(M d ) ⊂ B 1 d follows from items 1, 2 (see below) by induction on d.
Proof. The word w 1 = x i 2 · · · x i d contains the letters x 1 , x 2 , x 3 . There are r, s = 1, 3 such that the word w 1 contains some letters between letters x r , x s . We also have
Proof. If w = x 3 u 1 x 2 u 2 x 1 u 3 for some elements u 1 , u 2 , u 3 of F d , then w = w 3 ∈ M d ; a contradiction. Thus w = x 3 u 1 x 1 u 2 x 2 u 3 . If the word u 2 is not empty, then w = w 4 ∈ M d , that is a contradiction. Hence u = x 3 u 1 x 1 x 2 u 3 . If there are r, s such that r > s and u 1 u 3 = v 1 x r v 2 x s v 3 for some v 1 , v 2 , v 3 ∈ F d , then w = w 5,1 or w = w 5,2 or w = w 5,3 . Therefore w ∈ M d , that is a contradiction. Hence there are not such r, s. So w = e d,k for some k = 3, d. △ Lemma 14 Let p = 3, d ≥ 6, φ k is the mapping from Lemma 5, where k = 1, d.
Proof. If for a word w of multidegree
△ Proof of theorem 1. If d = 1, 2, 3 then obviously B 1 d is a basis. For d = 4, 5 B 1 d is a basis by Lemma 11. Proposition 3 and Lemma 13 imply that in order to prove the Theorem it is sufficient to verify that B 1 d is linearly independent in N 3,d for d = 6, 10. This verification was done by means of a computer programme applying the algorithm described below.
The case of p = 2. Assume that there is an identity f = w∈B 1 d α w w, α w ∈ K, such that f = 0 in N 3,d . Considering φ ij (t) = 0, φ(t) = 0, where φ ij , φ are mappings from Lemma 5, we get a homogeneous system of linear equations in {a w }. Having solved this system we get that α w = 0 for any w ∈ B 1 d . It was calculated for d = 6, 10 by means of a computer programme.
The case of p = 3. By Lemma 13, we have B 1 d = B(M d ). Identities from M 5 express elements of the set {w ∈ F 5 | mdeg(w) = 1 5 } in terms of elements of B 1 5 . Applying these identities, we get that for any word w of multidegree 
The set M is linearly independent in K F d , thus B 1 d is linearly independent in N 3,d . The given algorithm performed by means of a computer programme proved that B 1 d is linearly independent in N 3,d when d = 6, 9. Here we need Lemma 4 in order to decrease the quantity of identities which have to be considered. For d = 10 described algorithm ran for a long time, thus we used another approach to the case of d = 10.
Assume that there is an identity f = w∈B 1 d α w w, where α w ∈ K, such that f = 0 in N 3,d . Consider mappings φ k (k = 1, d), φ + from Lemma 5. We assume that B 1 d−1 is linearly independent in N 3,d . Hence, we get a homogeneous system of linear equations in {α w } (see also Lemma 14) . For even d = 6, 10 it was calculated by means of a computer programme that this system has the only solution α w = 0 for any w ∈ B 1 d . △ 8 The case of p = 2 Let d ≥ 4, i, j = 2, d, i = j. Introduce notations for some words of multidegree 21 d−1 :
Theorem 2 Let p = 2, d ≥ 1. In order to prove item 3 we need the following Lemma. Denote h ij = b i + c ij + a j . Consider identities of multidegree 21 d−1 :
Lemma 15 Let p = 2, d ≥ 4. Then 1.
Proof of theorem 2. 2. See Theorem 1.
3. By equality (5) and identities M 4 it is sufficient to show that B 21 d−1 is linear independent in N 3,d .
Lemmas 2 and 15 imply that all identities, of N 3,d (21 d−1 ), generated by 
By items 1, 4 and 7 of Lemma 1, we have lin{a, b} = N 3,d (2 2 1 d−2 ). We claim that a, b are linearly independent in N 3,d . Consider the homomorphism of vector spaces ψ : K F d → K F d (2 2 1 d−2 ) defined by the following way: for a word w ψ(w) = αa + βb, where α (β, respectively) is equal to the number of subwords x 1 x 2 (x 2 x 1 , respectively) in the word w.
It is easy to see that for
Consider an identity t of
, by equality (7) . The multidegree of t is 2 2 
, then ψ(t) = 0 by equality (7) . Therefore ψ(t) = 0 for any identity t of N 3,d (2 2 1 d−2 ). If t = αa + βb, α, β ∈ K, is an identity of N 3,d , then ψ(t) = αa + βb = 0 in K F d . Hence α = β = 0. 5. By Lemma 1 we have u = x 2 1 x 2 · · · x d x 1 = 0. Identities from items 1, 7 of Lemma 1 imply that x 2 1 abcx 1 = x 1 (abcx 2 1 ) = x 1 bacx 2 1 = x 2 1 bacx 1 in N 3,d . The last identity together with item 7 of Lemma 1 imply that lin{u} = N 3,d (31 d−1 ). 6. It follows from item 3 of Lemma 1. △ 9 The case of p = 3
Notation. For p = 3, r, s, l ≥ 0 determine the set B 3 r 1 s of words of multidegree 3 r 1 s and the set B 3 r 2 s 1 l of words of multidegree 3 r 2 s 1 l :
i , i=r+1,r+s . As an example we point out that
Theorem 3 Let p = 3. 1. A basis for N 3,d (3 r 2 s 1 l ) is the set B 3 r 2 s 1 l , where r, s, l ≥ 0. 2. The rest of N d -homogeneous components of N 3,d are equal to zero.
Remark 3 For p = 3, r ≥ 2, s, l ≥ 0 we have |B 3 r 2 s 1 l | = 2 s+l .
Proof of theorem 3. 1. Consider the homomorphism φ :
By item 1 of Lemma 1 φ is surjective. By Lemma 3 φ is injective. Thus, φ is an isomorphism of vector spaces. Hence it is sufficient to prove the Theorem for multidegree 3 r 1 s . The last follows from Lemmas 16, 17 (see below).
See item 1 of Lemma 1. △
Further for multilinear elements f 1 , f 2 ∈ K F d , where deg(f 1 f 2 ) = m, writing f 1 ξ(f 2 ) means that ξ is a substitutional mapping of M d,m such that the multidegree of f 1 ξ(f 2 ) is equal to 1 m .
Consider i 1 , . . . , i r ∈ {1, 2}, where r < d, and a word u such that
Denote by (i 1 i 2 . . . i r ; u) the word w ∈ B 1 d which is the result of the following procedure.
Put w = w 1 . For short, we will write (1 s−1 i s . . . i r ; u) instead of (1 . . . 1i s . . . i r ; u) and so on.
Lemma 16 Let r, s ≥ 0. Then lin B 3 r 1 s = N 3,d (3 r 1 s ).
Consider the homomorphism φ : K F 2r+s (1 2r+s ) → N 3,d (3 r 1 s ), defined by φ(x 2i−1 ) = x 2 i , φ(x 2i ) = x i , φ(x j ) = x j−r , where i = 1, r, j = 2r + 1, 2r + s. By item 1 of Lemma 1, φ is surjective. Identities x 2 y 2 xay = x 2 y 2 xya, xax 2 + x 2 ax = 0 of N 3,d (see Lemma 1) imply that φ induces the epimorphism φ 1 : K F 2r+s (1 2r+s )/ lin(J r,s ) → N 3,d (3 r 1 s ). By equality (3) we have N 3,d (3 r 1 s ) = lin φ 1 (B(J r,s )). So in order to prove the statement it is sufficient to prove that φ 1 (B(J r,s )) = B 3 r 1 s .
Note that B(J r,s ) = B(J r−1,s+2 ) \ J r,s for r ≥ 1, s ≥ 0. For r = 0 equality (8) is obvious. Let r = 1. We have B(J 1,s ) = B 1 s+2 \ J 1,s = x 1 ξ(B 1 s+1 ) ∪ x 2 ξ(B 1 s+1 ) ∪ {x 3 · · · x k · x 1 x 2 ·x k+1 · · · x s+2 | k = 3, s + 2}\J 1,s = x 1 ξ(B 1 s+1 )\J 1,s = x 1 x 2 ξ(B 1 s )∪x 1 x 3 ξ(B 1 s )∪ {x 1 · x 4 · · · x k · x 2 x 3 · x k+1 · · · x s+2 | k = 4, s + 2} \ J 1,s = x 1 x 3 ξ(B 1 s ) ∪ {x 1 · x 4 · · · x k · x 2 x 3 · x k+1 · · · x s+2 | k = 4, s + 2}. Hence equality (8) holds.
Let r = 2. We have B(J 2,s ) = B(J 1,s+2 ) \ J 2,s = /see above/ = x 1 x 3 ξ(B 1 s+2 ) ∪ {x 1 · x 4 · · · x k · x 2 x 3 · x k+1 · · · x s+4 | k = 4, s + 4} \ J 2,s = x 1 x 3 ξ(B 1 s+2 ) \ J 2,s = x 1 x 3 x 2 ξ(B 1 s+1 ) ∪ x 1 x 3 x 4 ξ(B 1 s+1 ) ∪ {x 1 x 3 · x 5 · · · x k · x 2 x 4 · x k+1 · · · x s+4 | k = 5, s + 4} \ J 2,s = x 1 x 3 x 2 x 4 ξ(B 1 s ) ∪ x 1 x 3 x 2 x 5 ξ(B 1 s ) ∪ {x 1 x 3 x 2 · x 6 · · · x k · x 4 x 5 · x k+1 · · · x s+4 | k = grees respectively. Denote by R + n,d the subalgebra generated by all elements of R n,d of positive degree. An element r ∈ R n,d is called decomposable, if it can be expressed in terms of elements of R n,d of lower degree, that is it belongs to the ideal (R + n,d ) 2 . Clearly, {r i } ∈ R n,d is a m.h.s.g. if and only if {r i } is a basis for R n,d = R n,d /(R + n,d ) 2 . If two elements r 1 , r 2 ∈ R n,d are equal modulo the ideal (R + n,d ) 2 , we write r 1 ≡ r 2 . There is a close connection between decomposability of an element of R n,d and equality to zero of some element of N n,d (see Lemma 18 below). Let A n,d be a K-algebra without unity, generated by the generic matrices X 1 , . . . , X d . The homomorphism of algebras Φ : A n,d → N n,d , defined by Φ(X i ) = x i , is defined correctly (see [9] ).
Remark 4
For each ∆ = (δ 1 , . . . , δ d ), where δ 1 ≥ · · · ≥ δ d ≥ 0, let G ∆ ⊂ R n,d be such a set that its image in R n,d is a basis for R n,d (∆). For any multidegree ∆ = (δ 1 , . . . , δ d ) define G ∆ by the following way:
G ∆ = G δ σ(1) ,...,δ σ(d) | x ij (r)→x ij (σ(r)), i,j=1,n, r=1,d , where σ ∈ S d , δ σ(1) ≥ · · · ≥ δ σ(d) . Then, the set G = ∪ δ 1 ,...,δ d ≥0 G ∆ is a m.h.s.g. for R n,d .
Further, we assume that n = 3, unless it is stated otherwise. Let B ∆ be the basis for N 3,d (∆) from Proposition 2 and Theorems 2, 3. For u ∈ K F d # denote tr(u) = tr(u| x i →X i , i=1,d ) ∈ R 3,d .
Theorem 4 For multidegree ∆ = (δ 1 , . . . , δ d ), where δ 1 ≥ · · · ≥ δ d , d ≥ 1, define G ∆ ⊂ R 3,d : 1) the case of p = 3: if d ≥ 2 and δ d = 1, then G ∆ = {tr(ux d )| u ∈ B (δ 1 ,...,δ d−1 ) }, if ∆ = 2 3 , then G ∆ = {tr(X 2 1 X 2 2 X 2 3 )}, if ∆ = 2 2 , then G ∆ = {tr(X 2 1 X 2 2 )}, if ∆ = 3 2 , then G ∆ = {tr(X 2 1 X 2 2 X 1 X 2 )}, if d = 1, ∆ = k, k = 1, 3, then G ∆ = {σ k (X 1 )}, for others ∆ we define G ∆ = ∅;
2) the case of p = 3: if d ≥ 2 and δ d = 1, 2, then G ∆ = {tr(ux δ d d )| u ∈ B (δ 1 ,...,δ d−1 ) }, if ∆ = 3 2k , k > 0, or ∆ = 3 6k+1 , k > 0, then G ∆ = {tr(u)| u ∈ B ∆ }, if d = 1, ∆ = k, k = 1, 3, then G ∆ = {σ k (X 1 )}, for others ∆ we define G ∆ = ∅.
Then, the set G from Remark 4 is a minimal system of generators for R 3,d .
