This study is concerned with three questions about the role of attention in peripheral detection: (1) Is the increased detection rate for spatial locations with high probabilities of target occurrence assigned to them due to sensitivity or criterion effects? (2) Does the effect of spatial cuing (probabilistic priming) require different explanations for letter detection and detection of luminance increments (Shaw, 1984) ? (3) Can attention be shared between two separate locations cued to be most likely (Posner, Snyder, & Davidson, 1980)? These questions were investigated in two experiments, both using a signal detection plus localization task (rating method). In Experiment 1 (symbol detection), single or double cues indicating one or two most likely locations (three or two least likely locations) were presented. Introducing the second cued location resulted in a marked sensitivity gain for this position, relative to uncued locations in the single-cue condition. Decision criteria were more liberal for cued and more conservative for uncued locations. In Experiment 2, a luminance increment (single target probe) and two symbol detection (target plus distractors) tasks were compared. For symbol detection, there was a marked priming effect; but for luminance detection, cued locations showed no advantage in sensitivity. However, all tasks showed differential criterion setting for cued and for uncued locations. These results suggest that letter detection is capacity limited, whereas luminance increment detection is not, and furthermore, that decision criteria are largely preset according to a priori target probabilities assigned to particular locations.
How does the focusing and dividing of attention influence perception? Recent research on this question has been concerned with two effects: that of "display N," that is, the number of nontargets in the display, and that of "probabilistic priming," that is, the relative frequencies of target occurrence assignedto individuallocations. Experimentswith accuracy as the dependent measure and with high error rates have established that an increase in the number of nontargets, withoutan increase in the number of targets, reduces target detectability (e.g., Estes & Taylor, 1964) , and that variations in the probabilitieswith whichthe target occurs at particularlocationsenhancetarget detectability for the more likely positions relative to the less likely locations (e.g., M. L. Shaw & P. Shaw, 1977) .Equivalenteffects havebeen demonstratedin reaction time (RT) experiments (e.g., Estes & Wessel, 1966 ; M. L. Shaw, 1978) . For the explanation of these effects, it seems useful to assume that there are at least two functional stages between stimulus and response: In the first, "coding," stage, which may consist of a number of substages, each stimulus is converted into an internal representation. In the second, "decision," stage, the internal representation is used to determine a response, for example, a "target present-absent" decision. According to signal detection theory (SDT; Green & Swets, 1966) , the internal stimulus representation is characterized by a one-dimensional strength variable and the observer makes decisions about the presence of a target by comparing the strength of a representation againsta criterion. Thus, the decisivequestion is whether the variations in the number of nontargets in a display and in frequencies of target occurrence at particular locations influence the quality of the stimulus representations generated by the coding process or whether the resulting effects are due to errors and criterion shifts in the decision process.
M. L. Shaw (1980 Shaw ( , 1984 developed a model for the prediction of the maximum performance decrement that can be produced by an increase in display N on the assumption that the losses are entirely due to decision errors. This model assumes that there is a strength value associated with the stimulus (target or nontarget) at each locationwhich representsthe degree of similaritybetween the internal representation and the target and, furthermore, that the strength distributions for targets and nontargets overlap. It follows that an increase in display N increases the probability that the strength of at least one nontarget will exceed the strength associated with the target. Thus, if the observer chooses the location with the greatest strength value, error rate will increase with display N even if the strength distributions remain unchanged.
M. L. Shaw (1984) found that in tasks requiring the detection and localization of letters (consistent and varied mapping), the actual performance decrement exceeded the maximum amount expected on the basis of the decision process explanation. Shaw concluded that division of attention among an increased number of locations resulted in greater overlap of the strength distributions for target and nontarget, that is, in reduced quality of the internal stimulus representations. Although Shaw thus found capacity limitation in the coding process for the detection of letter stimuli, her results for the detection of luminance increments were "radically" (sic) different: Here the entire display N effect could be accounted for in terms of the decision process. Shaw claimed that the same qualitative difference also held for the effect of probabilistic priming.
Most studies investigating this effect have used simple detection of change, that is, simple RTs to suprathreshold luminance increments (e.g., Posner, Nissen, & Ogden, 1978; Posner, Snyder, & Davidson, 1980) . However, Duncan (1980a) , Sperling (1984) , and Shaw (1984) have recently argued that it does not necessarily follow from the mere presence of the priming effect that stimulus coding at the more likely positions is enhanced by allocation of limited attention resources. RT advantages for the more likely, relative to the less likely, locations can equally well be explained by a simple response bias, that is, a tendency of the processing system to reduce the amount of evidence it requires to decide whether a change has occurred at the more frequent positions (and, possibly, to raise the criterion for the less frequent locations). As is apparent, the response-bias explanation presupposes that the observer can adopt independent criteria (i.e., response thresholds) for positions with high and low probabilities of target occurrence. However, Shaw's (1984) conclusion about the priming effect for the detection of luminance increments contrasts with the results of Bashinski and Bacharach (1980) , who combined a "cost-benefit" analysis (Posner & Snyder, 1975 ) with a SDT rating procedure. This task required detection plus localization of a single target probe briefly flashed at either of two locations on signal trials (on noise trials, both locations remained blank). On cued trials, an arrow indicator primed the more (p = .8) and the less (p = .2) likely location. There were also trials with a neutral prime (i.e., p = .50 for each location). Bashinski and Bacharach found benefits in the sensitivity parameter, P(A), for the more likely position (relative to the neutral condition). When the localization response was taken into account, there were also costs for the less likely location. The likelihood ratios (betas) at the yesno cutoff point were near-optimal and independent of the frequency with which the target occurred at a particular location. (Note, however, that there is a major problem with the joint detection-plus-localization analysis used by Bashinski and Bacharach which renders their conclusions questionable; see Appendix A for details.) Thus, although, according to M. L. Shaw (1984) , focusing attention produces criterion shifts without sensitivity changes, according to Bashinski and Bacharach (1980) , there are sensitivity effects without criterion changes.
A further question on which there is conflicting evidence concerns the limit to the divisibility of attention among spatial locations according to their assigned probabilities. M. L. Shaw and P. Shaw (1977) argued in favor of a flexible attention-sharing mechanism. They compared one condition in which a single letter appeared equally often at one of eight locations with another in which the frequencies of target occurrence assigned to individual 10-cations were varied (p = .25 andp = .05 for each two locations and p = .10 for four locations). Shaw and Shaw found that after providing extensive practice with these frequency distributions, recognition accuracy, in the first condition, did not differ between locations, whereas in the second condition, it varied as a function of the probability with which the target occurred at any particular location. Posner et al. (1980) questioned whether attention can be allocated freely over the visual field within a given trial, and argued that M. L. Shaw and P. Shaw's (1977) finding may be due to averaging across trials, that is, "subjects [may] sometimes attend to one position ... and sometimes to another, and these probabilities match those assigned to target presentation" (p. 169; see also Eriksen & Yeh, 1985) . Posner et al. investigated this possibility, employing a simple RT task (Experiment 5). They used four signal locations arranged horizontally to the left and right of a fixation mark. One location, indicated to be the most likely (p = .65) target position, varied across trials, while another location, the second most likely (p = .25) position, remained fixed throughout a block of trials. Posner et al. found that RTs for the second most likely position were faster than those for the uncued locations when it was adjacent to the most likely position but not when it was separated from it. Posner et al. (1980) concluded that, for luminance detection, there were "severe limits in the ability of subjects to assign attention to a secondary focus in addition to a primary focus' , ; however, the focus of attention "may vary in size according to the requirements of the experiment" (p. 171).
Thus, two questions seem open: Is luminance detection "radically" different from letter detection, and what are the "limits" to the ability to divide attention among spatial locations according to probabilistically defined priorities? These questions were investigated in two experiments. Both employed a task that was amenable to SDT analysis and required the detection plus localization of a target stimulus.
Experiment 1 investigated the limits to the divisibility of attention among spatial locations. The target stimulus was the symbol "T," which could appear in any of the four orthogonal orientations; nontargets were crosses of the same size and luminance. On every trial, a "single arrow" or a "double arrow" was presented to indicate the likely target position(s) in a display offour locations; that is, the cued positions numbered either one (single arrow) or two (double arrow) and the uncued locations, either three or two. The probability of target occurrence for the "cued 1" position was the same in single-and double-cue conditions. The probability of target occurrence for the "cued 2" location in double-eue conditions was either the same as that for "cued 1" (i.e., both arrow arms were equally long) or it was reduced (i.e., the second arm was shorter). Estimates of the sensitivity parameter, P(A), and the bias parameter, {j, were obtained independently for indicatedand nonindicatedlocations and compared within and between cuing conditions. Experiment 2 investigated differences between luminance increment and symbol detection tasks. There were three display conditions: The first was similar to that used by Bashinski and Bacharach (1980) , that is, although the target was aT, the task required only detection of the luminance change produced by its arrival in the display; the second display condition was the same as in Experiment 1 (consistent mapping); and the third was a varied mapping task in which Ts in different orientations changed roles as targets and nontargets from trial to trial.
EXPERIMENT 1
Method
Observers. Three observers (I.P., N.A., and H.M.; males; ages 20-30 years; each with corrected-to-normal vision) participated in Experiment 1, which lasted 30 h inclusive of two practice sessions. They were all experienced psychophysical observers who hadtaken part in a previous study involving a similar task (Muller & Findlay, 1987) . Payment was £1.50 per hour plus a bonus of £10.0 for completion of the experiment. H.M. also participated in a repetition of Experiment 1 involving the monitoring of eye movements (Experiment Ia).
Apparatus and materials. Stimuli were presented on a Hewlett Packard 132IA X-Y monitor with P31 phosphor, driven by aCED Alpha (LSI 2/200) computer via aCED 502 Interface. Refreshing of the display and sampling of digital and analogue (Experiment Ia) inputs were controlled by a software system developed by Shepherd (1984) . Observers viewed the screen from a distance of 115 em with their heads resting on a chinrest. The laboratory was dimly illuminated by an incandescent lamp placed behind the screen and shielded from direct view (to eliminate reflections). The luminance of the stimuli was 0.1 tL, and the luminance of the background of the screen was 0.01 tL.
Display and timing. Figure 1 illustrates the sequence of frames presented on a given trial. Frame I displayed a central fixation dot and four boxes in the periphery in one of which the target stimulus, a T in any of the four orthogonal orientations, could appear later (Frame V). After 500 msec, the central fixation dot was replaced by a central box containing one of the four Ts (Frame m; this T, displayed for 1,500 msec, indicated the target stimulus for a given trial. Then, 1,000 msec after the reappearance of the fixa- tion dot (Frame Ill), an arrow cue appeared in the display center for 350 msec indicating the most likely target position(s) (Frame IV). There were also neutral ("baseline") trials on which a cross (instead of the arrow) was displayed in the center; this cross indicated that the target was equally likely to appear at any of the four locations. Seven hundred and fifty milliseconds after the onset of the cue, the target display appeared for a limited exposure duration (Fraine V). On signal trials, the target stimulus occurred in one of the four boxes and distractor crosses of the same size and luminance appeared in the remaining three boxes. On noise trials, distractor crosses appeared in all four boxes. The eccentricity of the target stimulus was 4.4 0, and the size of its constituent lines was 0.25°. In Frame VI the exposure of the target and distractors was terminated by contour masks (squares of 0.25°line size). Figure 2 illustrates the three cuing conditions used in Experiment 1. In the first condition (left), the cue in Frame IV was a single arrow that might or might not correctly prime the cued position (single cue). However, on this trial, the target (in Frame V) did not appear at the most likely position indicated by the arrow (valid 1), but rather at one of the uncued locations (invalid). In the second condition (middle), the cue in Frame IV was a double arrow with two armsof unequal length (double cue 1). The long arm indicated the most likely location (valid I), and the short arm indicated the second most likely location (valid 2). Note that the central fixation dot remained in the display while the cues were presented in order to allow the long and short arrow arms to be discriminated when they formed a straight line. In the third condition (right), the cue was a double arrow consisting of two arms of equal length (double cue 2). This two-arm arrow indicated that the target might appear with equal probability at either of the two cued locations. Over the whole experiment, all four locations were indicated with equal frequencies, and under the double-arrow conditions, all configurations of the two arms occurred equally often.
Task. After the target display terminated (Frame VI), the observers made three responses, in succession, on a hand-held keypad: (I) a yes-no response indicating whether or not a target had been detected; (2) a rating of thecertainty oftheyes-no response-in the case of a positive response according to the categories "very certain," "certain," and "uncertain" and in the case of a negative response according to the categories "uncertain" and "certain"; and (3) a position response indicating in which of the four boxes a target had been detected; this response was also required in the case of a "no-target" response.
Design. Table 1 shows the frequencies of signal and noise trials and the frequencies with which, on signal trials, the target appeared at the cued and uncued locations. Table 1 shows that the frequency of the most likely location (valid 1) was the same for all three cuing conditions. The introduction ofthesecond cued location (valid 2) in the double-arrow conditions reduced the frequencies of target (The positions indicated by the arrow cues were also randomized across trials.) Theorder of presentation ofsingle-eue, double-eue I, anddouble-eue 2 blocks within a given session was counterbalanced across observers and sessions. Determination of the threshold exposure durations. At the beginning of each session, the threshold exposure timesfor target detection were determined individually for each observer according to a modified PEST adaptive staircase procedure (Findlay, 1978) that aimed at a detection sensitivity P(A) = 0.75 on neutral trials. Ratings of thecertainty of theyes-no response andposition responses were also required on threshold trials to give the observers practice at the task, but ony detection hits and false alarms were used to home in on the intended threshold level. Preexperimental estimations had shown that the 0.75 thresholds corresponded to a ratio between the average detection hit and false alarm rates of about 2: 1. Table 2 presents, individually for each observer and session, the 0.75-threshold exposure durations estimated in this way. As can be seen from Table 2 , the timesvaried between 20 and 40 msec and showed a reduction as the number of sessions increased.
Instruction. In two practice sessions, the observers were familiarized with the task. After an initial outline of SDT and the instruction to maximizethe number of hits and minimize the number of false alarms, repeated threshold detenninations were carried out until the estimated times stabilized. After each threshold determination, the observers were shown their hit and false-alarm rates for each rating category; they were then given specific instructions on how to improve performance. In the next stage, the observers were introduced to the three cuing conditions. They were told the frequencies oftarget occurrence at individua1locations andinstructed to divide their attention accordingly. Again, they practiced the task over several blocks oftrials. The observers experienced no difficulty Bashinski and Bacharach's (1980) . Note, however, that false-alarm rates in the joint detection-plus-localization analysis were calculated according to a solution thatavoids theproblem in theprocedure used by Bashinski and Bacharach (see Appendix A for further details).
The sensitivity parameter P(A), that is, the area under the receiver-operating characteristic (ROC) curve, was the principal performance measure (since it has the advantage of being relatively independent of the shapes and variances of the underlying distributions of noise and signal plus noise; see Green & Swets, 1966; Simpson & Fitter, 1973) . In both stages of analysis, computerdetermined estimates were obtained for the P(A) parameter and its variance andfor thelikelihood ratio beta at theyes-no cutoff point. These estimates were based on the maximum-likelihood (ML) approach developed by Dorfman and A1f (1969) and calculated for each observer under each experimental condition. The P(A) values obtained for the cue-validity conditions under the three cuing conditions were tested for statistical significance (one-tailed withinsubject G tests; Gourevitch & Galanter, 1967) .
Eye-movement monitoring. Since eye movements were not monitored in Experiment I, andsince effects of attention on sensitivity might be confounded with effects of retinal eccentricity (i.e., saccades to cued locations could be executed because of the 700-msec delay between cue and target onset), Experiment 1 was repeated for one observer, H.M., with his ocular fixation monitored (Experiment la). Thedesign andprocedure of Experiment la were the same as in Experiment I, except that the numbers of trials under each cuingandcue-validity condition were only half thevalues given in Table I (three 4-h sessions of each three blocks of 400 trials). Target exposure time was 45 msec (average ofthe three sessions). Room lighting was nom1al (fluorescent overhead light). Head movements were eliminated by providing a dental bite bar. Eye movements, that is, the horizontal movement components, were monitored by a photoelectric method (ACS eye-movement system EM 130; see Abadi, 1980) . Output from the eye-movement recorder was sampled every 10 msec, starting at cue onset and ending 150 msec after target onset. Theeye-movement record for each trial was analyzed at the end of the trial. If a pre-or poststimulus saccade was detected, the trial was rejected and rerun later in the block.
Saccade detection was based on comparisons of the differences between successive samples with a velocity criterion (two successive differences, both in the same direction, exceeding approximately 30 o/sec). To detect slow fixation drifts on accepted trials, mean (and variance) differences between the first 25 samples after cue onset and the last 25 samples before target offset of each eyemovement record were analyzed at the end of the experiment (see Table 10 in Appendix B).
Results Table 3 presents the P(A) values for the detection datã D).~d the joint detection-plus-localization data (D+ L), individually for each observer and separately for the three cuing conditions and for the valid (V), neutral (N), and invalid (I) trials. Note that the values for H.M. in Experiment la (eye-movement monitoring) are indicated by an asterisk; H.M.'s values for Experiments 1 and la were averaged before calculating the group means. Data were pooled over the neutral trials under the three cuing contions, s~nce an initial analysis did not reveal any sigmficant differences depending upon which cue (single or double) was presented during a given block of trials.
Note that the P(A) values for observer H.M. show no substantial differences between conditions with (H.M. *) and without (H.M.) eye-movement monitoring. This indicates that eye movements cannot account for the pattern of sensitivity effects found in Experiment 1. Further evidence for this is provided by the absence ofP(A) differences between "adjacent" and "opposite" cues (see Appendix B, in particular Tables 12 and 13, for details). That eye movement would produce such differences is shown in a further experiment (Experiment lb), which is reported in Appendix B. In this experiment, varying the retinal eccentricity of cued and uncued positions (single cue) resulted in systematic sensitivity differences between 
SENSITIVITY AND CRITERION EFFECTS 387
uncued locations adjacent and opposite to the cued position. P(A) values are generally higher and differences in P(A) between cue validity conditions are generally smaller for the joint D + L analysis than for the analysis of the detection responses on their own. Note that all comparisons reported below are based on G tests between D + L data pooled over observers.
P(A) is higher for the most likely location (V 1) in the single-cue condition than it is for the uncued locations in the neutral condition (p < .001 for all comparisons). In the double-cue 1 condition, P(A) tends to be higher for the more likely one of the two cued positions; but note the exception ofN.A. (D+L data). And P(A) shows a reliable difference not only between the most likely position and the neutral and invalid trials (V I-N: p < .005; VI-I: p < .001), but also between the second most likely position and the latter conditions (V 2-N: .10 > p > .05; V 2-1: p < .025). In the double-cue 2 condition, there are no differences in P (A) between the two indicated positions (V 1 and V 2), which are equally likely. Ofcourse, from the point of view of the observer, the two locations (as defmed in the computer program) are not distinguishable. Furthermore, P(A) is significantly higher for these positions than for the neutral condition and the two uncued locations (V I-N: .10> P > .05; V l-I:p < .05; V I-N: p < .05; VI-I: p < .025). There are no reliable differences between the neutral and invalid trials under any of the cuing conditions. Note, however, that for all observers, P(A) appears lower for invalid than for neutral trials, except for H.M. * in the single-and for J.P.
in the double-cue 1 condition (D + L data).
P(A) is higher for the most likely location (V 1) in the single-eue condition than it is for the most and second most likely locations in the double-eue 1 and 2 conditions (p < .01 and beyond for all comparisons between the single-eue and the double-eue conditions in D+ L data). P(A) does not differ among the invalid trials in the singlecue, the double-eue 1, and the double-eue 2 conditions.
In the detection data, the differences in P(A) between valid and invalid trials occur because hit rates are higher for cued than for uncued locations (see Table 4 for the mean hit and false-alarm rates). Since noise trials were pooled across cue-validity conditions (valid and invalid) within a given cuing condition (single or double), there are no differences between false-alarm rates. Such differences could occur between cuing conditions. However, total false-alarm rates do not vary much (the average falsealarm rates are 0.361, 0.354, 0.351, and 0.379 for the single-eue, the double-eue 1, the double-eue 2, and the neutral conditions, respectively).
Hit rates are lower for the joint D + L responses than for the detection responses, since, on some trials, correct detections were associated with localization failures. Reductions in hit rates are more than twice as marked for uncued than for cued locations. False-alarm rates are higher for cued than for uncued locations. That is, on noise trials, cued locations were about 1.5 times more likely Note-V = valid, N = neutral, I = invalid.
to be accepted as the target position than was any particular one of the uncued locations. Thus, the general increase in P(A) from the detection to the joint D + L analysis is due to the partitioning of the total (i.e., detection) false-alarm rates into cue-validity conditions (see Appendix A). But this increase is less marked for valid than for invalid trials, because more false alarms are assigned to cued than to any particular one of the uncued locations. The result is a decrease in costs plus benefits in P(A) from the detection to the joint D+ L analysis. Figure 3 presents the normal-normal detection ROC curves, based on the certainty ratings, for each experimental condition; the values plotted are the means of the 3 subjects (excluding H.M.*). D+L ROC curves are not presented because P(A) differences between cue-validity conditions are rather small (i.e., ROC curves are not clearly discernible).
As can be seen from Figure 3 , the ROC curves show a linear relationship between the z-transformed rates of hits andof false alarms; this is also true for the D + L ROC curves (i.e., none of the chi-squared values based on the final ML slope estimates is significant). The linear ROC curves suggest that the underlying distributions of noise and signal plus noise are Gaussian. The slopes of the ROC curves vary systematically: For valid trials, the average slopes are 0.57 and 0.60 for the detection and the joint D+L ROC curves, respectively; they are 0.87 and 1.09 for neutral trials and 0.98 and 1.0 I for invalid trials. That is, although the variances of the noise and signal-plusnoise distributions are approximately equal, for the invalid and neutral trials, the variance of the signal-plusnoise distribution is greater than that of the noise distribution for the valid trials. The slope differences between the valid trials, on the one hand, and the neutral and invalid trials, on the other, are generally significant (p < .001, except for p < .025 for the comparisons between V 1-1 and V 2-1 in the double-cue 2 condition; G tests based on the ML estimates for the slopes and their variances for D+ L pooled data).
To test whether the instruction to maximize hits and minimize false alarms was successful, the likelihood ratios (betas) at the yes-no cutoff were estimated (ML estimates) for each observer under each experimental condition. The individual beta values are presented in Table 5 , separately for the detection and the joint D+ L data. The values for H.M. in Experiment la (eye-movement monitoring) are indicated by an asterisk; H.M.'s values for Experiments 1 and la were averaged before calculating the group means. These beta estimates take into account the fact of the unequal variances of the noise and signal-plus-noise distributions.
The beta values are higher for the joint D + L responses than for the detection responses on their own. Furthermore, the beta values vary as a function of the probability with which the target occurs at a particular location:
They are lower for valid than for neutral and invalid trials, for all observers. In other words, the lower the probability with which a target occurs at a particular location, the more evidence is required for a positive decision, and vice versa. This also applies to the comparison between the most likely and the second most likely location in the double-cue 1 condition.
Discussion
In general, the results of Experiment 1 agree with those of Bashinski and Bacharach (1980) . There are sensitivity gains for cued position(s); there are only slight sensitivity losses for uncued locations relative to the neutral base-
ZeFalse Alarm Rate) line (even if the position response is taken into account); however, slopes of ROC curves for a particular location decrease to follow the assigned probability of target occurrence. The asymmetric relationship between the sensitivity gains for cued position(s) and the losses for uncued locations, relative to the neutral condition, may occur because the neutral trials underestimate baseline performance. Since neutral trials were far less frequent than cued trials (the ratio is 1:5.25), they were comparatively unexpected. Jonides (1981) found reduced efficiency of unexpected symbolic cues; this might apply as well to the neutral warning signal presented in Experiment 1 (see also Miiller & Rabbitt, 1987) . Comparisons between cued (valid and invalid) and neutral trials should therefore be interpreted with caution (see Jonides & Mack, 1984) .
The finding that the slopes of the ROC curves are close to 1.0 for uncued locations and in the neutral condition but significantly lower for cued positions is expected if one assumes that the uncued, neutral, and cued conditions represent increasing levels of signal strength. That is, there is a positive relationship between the frequency of target occurrence at a particular location and the confidence associated with positive decisions (signal trials) for this location. Note, however, that this relationship involves a tradeoff in terms of slightly higher false-alarm rates for the increased certainty associated with the more likely locations.
The most important result of Experiment 1 (for which the "actual" neutral baseline appears irrelevant) is that there are substantial sensitivity gains for a second cued position, in comparison with the uncued locations in the SENSITIVITY AND CRITERION EFFECTS 389 single-cue condition. This finding suggests that, for letter detection and for trial-by-trial cuing of the second most likely position, attention can be more effectively divided between two indicated locations than has been proposed by Posner et al. (1980) . However, although division of attention appears possible, the available processing capacity cannot be increased. This can be concluded from the finding that P(A) for the position cued to be most likely and, less reliably, for the uncued locations decreases from the single-to the double-cue conditions. That is, the total processing capacity is fixed. On the basis of the estimates of the time it takes to shift attention from one location to another (e.g., Sperling & Reeves, 1980; Tsal, 1983a ; Tsal estimates the velocity of attention shifts in response to peripheral cues to be about 1 0 per 8 msec), it seems unlikely that the division of attention between the cued locations in Experiment 1 is based on "attention switching." An "attention sharing" model that assumes that a fraction of the total processing capacity is allocated simultaneously to each of the input sources appears more appropriate (e.g., the "sample size" model of M. L. Shaw, 1980 , and M. L. Shaw, Mulligan, & Stone, 1983 ; see also Green & Luce, 1973, and Luce, 1977) . (Note that this argument depends on effective control of target exposure times, i.e., effective display termination by the masking contours. Experiment lc, reported in Appendix C, shows that sensitivity gains for a second cued position cannot be explained in terms of inadequate masking.)
Suppose, for instance, that a fixed number of samples is available to be divided among the input locations, and that more samples are allocated to the more likely and fewer to the less likely locations. The greater number of samples allocated to cued positions reduces the variability associated with the sample mean and thus improves discriminability between target and distractor, and vice versa for uncued locations.
One should expect that the higher variability for uncued locations increases the probability that nontargets presented at them will exceed the criterion, whereas this is less likely for nontargets presented at cued locations. That is, on noise trials, a target should be more likely to be-erroneously-detected and localized at one of the uncued locations. However, the observed false-alarm rates are slightly higher, rather than lower, for cued locations.
This suggests that observers give preferential weight to evidence from cued locations, in accordance with the higher a priori signal probabilities assigned to them. Suppose that, on a noise trial, both the stimulus at a cued location and the stimulus at an uncued location produce a target impression, but that the evidence is stronger for the uncued location. Thus, if the observer decided on the basis of the strength of "sensory" impressions, he would allocate a false alarm to the uncued position. However, if he assigned preferential weight to the evidence from the likely target location, he would-erroneously-decide in favor of the cued position.
Thus, the slightly higher false-alarm rates for cued than for uncued locations can be taken as indicating some bias toward accepting information available from cued positions as target information. Thus, the summing of falsealarm rates over cue-validity conditions in the analysis of the detection responses on their own exaggerates the advantage in sensitivity for valid over invalid trials because it "reduces" the false-alarm rates for cued locations and "increases" them for uncued locations. Note that any bias toward accepting information from cued locations as target evidence would inflate not only falsealarm rates but also hit rates for cued locations, and vice versa for uncued locations. However, in the joint D + L analysis, inflated hit rates for cued locations are counterbalanced by higher false-alarm rates, and vice versa for uncued locations. That is, joint D + L P(A) values give a less "biased" estimate of costs plus benefits in sensitivity than do detection P(A) values.
The suggestion that the observer assigns weights to display locations according to their probabilistic priorities is consistent with a class of models that can be referred to as "weighted integration" (Kinchla, 1977) or "firstorder integration" (M. L. Shaw, 1982) models. The "order 1 code" X for a given location is a "sensory" representation of the stimulus that is influenced by the type of stimulus presented (target or nontarget), its energy, and so forth, and, possibly, by the amount of attention allocated to this source. (Note that, in Shaw's sample size model, X is the strength of a continuous-state random variable and that the strength values are derived independently for each input source.)
For the localization decision, the observer might then weight the Xs according to the a priori probabilities assigned to their locations and choose the position for which the weighted X is the maximum (M. Shawet al., 1983) . For the detection response, however, the (weighted) Xs might be summed and compared with a criterion (M. L. Shaw, 1982) . Thus, in the integration process, the strength value associated with the actual target position may play a decisive role in determining the detection response. Target localization, however, may fail if the strength values associated with one or more of the nontarget locations exceed the value of the target position because of sample strength variability and/or differential weighting. The finding of a more positive response bias for cued positions and a more negative bias for uncued locations and the neutral condition does not agree with Bashinski and Bacharach's (1980) failure to find any bias effects (but see Appendix A). This result shows, in accordance with M. L. Shaw (1984; L. Shaw et al., 1983) , that observers can and do adopt independent criteria at different locations. Furthermore, this finding is consistent with the weighted integration model; that is, assigning more weight to strength values for cued locations and less weight to strength values for uncued locations is equivalent to lowering and raising, respectively, the decision criteria for cued and uncued locations.
It seems reasonable to suggest that the decision criteria (i.e., the "weights' ') are largely set a priori, before display onset, on the basis of the probabilistic information provided by the spatial cue-that is, more liberal for more likely and more conservative for less likely locations. Note, for instance, that as the a priori probability assigned to uncued locations decreases from the single-eue through the double-eue 1 to the double-eue 2 condition, beta tends to increase (see Table 5 ). However, there might also be some a posteriori adjustment of decision criteria on the basis of the perceived competition among independent input sources for the D+ L response. Suppose, for example, that the strength values of two or more equally likely locations favored a positive response. To decide optimally among these locations, the decision criterion might be raised. Note, for instance, that beta for cued locations tends to be higher in the double-eue 2 than in the singlecue condition, although the a priori probabilities are equal (see Table 5 ).
EXPERIMENT 2
Experiment 2 was designed to test these suggestions by presenting three display conditions with varying degrees of target-distractor similarity (i.e., target-distractor discriminability). It seems a reasonable assumption that the degree of response competition among locations that are in a "detected state" depends on the similarity between target and distractor. Thus, increasing the degree of targetdistractor similarity should lead to a raise of criteria for optimal decision making.
On this hypothesis, the fact that Bashinski and Bacharach (1980) did not find any bias effects (not even in the detection data on their own) may be due to their display condition. In their study, the target was the only stimulus presented and the nontarget was a blank location. That is, target-nontarget discriminability was high (see Duncan, 1981) and the task required detection of a single luminance increment. Accordingly, the first display condition in Experiment 2, termed single display, was the same as that presented by Bashinski and Bacharach.
The second display condition, termed multiple display 1, was the same as in Experiment 1. For detection, the target T had to be discriminated from distractor crosses of the same size and luminance appearing simultaneously with it. The third condition, termed multiple display 2, required the discrimination of the target T from distractor Ts in different, that is, nontarget, orientations. The order of presentation of the three display conditions was randomized within blocks of trials so that the a priori decision criteria would be the same.
Method
Display. The only cuing condition presented in Experiment 2 was double cue I (double arrow with unequal arm lengths). On a signal trial in the single-display condition, the target T appeared in each subject and separately for the three display conditions and for the valid, neutral, and invalid trials. As in the previous experiment, P(A) values are generally higher and differences in P(A) between cue-validity conditions are generally smaller for the joint D + L data than for the detection data on their own. Note that all comparisons reported below are based on the joint D + L data (0 tests between D+ L data pooled over observers).
In the single-display condition, there are no differences in P(A) between cue-validity conditions (D+ L data). In the multiple-display 1 condition, P(A) is slightly higher for the more likely one of the cued locations (i.e., for V 1 than for V -2) and higher for cued positions than for uncued locations and the neutral condition. However, only the difference between the most likely position and the uncued locations is reliable (V I-I: p < .05). In the multiple-display 2 condition, the pattern is very similar. However, the difference between the most likely position and the uncued locations and that between the second most likely position and the uncued locations are more pronounced (V 1-1: p < .01; V 2-1: p < .05).
P(A)
(for all cue validity conditions) is significantly higher in the single-display condition than for uncued locations in the multiple-display 1 condition (p < .05 and beyond) and for the second most likely position, the uncued locations, and the neutral condition in the multipledisplay 2 condition (p < .05 and beyond). Furthermore, P(A) for uncued locations is higher in the multipledisplay 1 condition than in the multiple-display 2 condition (p < .05). That is, in the multiple-display 2 condition, there is a marked loss in sensitivity for uncued locations relative to both the single-and the multiple-display 1 condition. And the magnitude ofP(A) differences between cued and uncued locations tends to increase with decreasing target-distractor discriminability (i.e., from single display through multiple display 1 to multiple display 2).
In the detection data, the observed P(A) differences between valid and invalid trials within a given display condition occur because hit rates are higher for cued than for uncued locations; there are no false-alarm differences between valid and invalid trials since noise trials were pooled across cue validity conditions (see Table 7 for the mean hit and false-alarm rates). Among display conditions, however, false-alarm rates are lower for single than for multiple displays. For the most likely location, hit rates hardly differ among display conditions. For the remaining cue-validity conditions, however, hit rates decline with frequency of target occurrence and with target-distractor similarity.
In thejoint D+L data, hit rates are reduced relative to the detection data. The losses, due to correct detections associated with localization failures, appear dependent on both cue validity and display condition: They increase from the most likely through the second most likely to the uncued locations and from the single display through the multiple-display I to the multiple-display 2 condition. one of the peripheral boxes and the other locations remained blank; on noise trials, all four boxes remained empty. On signal trials in the multiple-display I condition, the target T appeared in one of the boxes and distractor crosses of the same size and luminance appeared at the remaining locations; on noise trials, all four boxes contained distractor crosses. On signal trials in the multiple-display 2 condition, the target T appeared in one of the four peripheral boxes and three Ts in nontarget orientation appeared at the other locations; on noise trials, four nontarget Ts appeared in the periphery (one of the three possible nontarget Ts was randomly chosen and presented twice, i.e., at two locations). The tasks in the singledisplay and the multiple-display 1 conditions are consistent mapping tasks in terms of Schneider and Shiffrin (1977; Shiffrin & Scheinder, 1977) . Multiple display 2, however, is a varied mapping task, since target and distractor Ts changed roles from trial to trial. Unlike Experiment 1, the arrow cue in the center was displayed for 500 msec and the onset of the target display immediately followed the offset of the cue.
Designand procedure. The probabilities of signal and noise trials and the probabilities with which, on signal trials, the target occurred at the cued (V 1 and V 2) and uncued (I) locations were the same as in the double-cue 1 condition of Experiment 1. The three display conditions were presented in randomized order (i.e., randomized within the same blocks of trials). The threshold exposure times were determined on threshold trials presenting the multipledisplay 1 neutral condition. The threshold exposure times introduced in the main experiment were the same for the three display conditions.
Observers. N.A. and H.M. participated in this experiment (I.P.
was not available). Payment was £25 for completion of the experiment. N.A. was presented with 1,200 trials under each display condition (in three sessions); that is, the frequencies listed under the double-cue I condition in Table I 
Results
The data from Experiment 2 were analyzed in the same hierarchical fashion as in Experiment 1. Table 6 presents the P(A) values for the detection data (D) and the joint detection-plus-localization data (D+L), individually for False-alarm rates are slightly higher for valid than for invalid trials; that is, on noise trials, cued positions are about 1.25 times more likely to receive erroneous responses than is any particular one of the uncued locations. Thus, partitioning of the total (i.e., detection) falsealarm rates into cue-validity conditions (see Appendix A) produces a general increase in P(A) from the detection to the joint D+ L analysis. This increase is more marked for invalid than for valid trials because fewer false alarms are assigned to uncued locations. As a result, costs plus benefits in sensitivity decrease from the detection to the joint D+ L analysis. Note that, for the single-display condition, sensitivity differs between cue-validity conditions in the joint D+ L analysis. Figure 4 presents the normal-normal detection ROC curves, based on the certainty ratings, for each experimental condition; the values plotted are the means of the two observers. Again, D + L ROC curves are not presented because P(A) differences between cue-validity conditions are too small for ROC curves to be clearly discernible. The ROC curves show a linear relationship between the z-transformed hit and false-alarm rates (i.e., none of the chi-squared values based on the final ML slope estimates is significant). Slopes of the ROC curves vary systematically: For valid trials, the average slopes are about 0.67 and 0.70 for the detection and joint D+L ROC curves, respectively; for neutral trials, they are 0.82 and 1.02 and for invalid trials 0.84 and 0.85. Furthermore, slopes appear to be dependent on display condition: They are lower for single than for multiple displays (0.61 as compared to 0.81 in the D + L data). In the single-display condition, there are no significant slope differences between cuevalidity conditions. In the multiple-display conditions, slope differences between valid 1 and invalid trials are reliable (D+L: p < .05).
The ML estimates of the likelihood ratios (betas) for the yes-no cutoff are shown in Table 8 , individually for each observer and separately for the detection and the joint D + L data. The beta values are higher for the joint D+ L responses than for the detection responses on their own. Furthermore, the beta values (in particular the D + L values) are lower for valid than for neutral and invalid trials, in both the multiple-and single-display conditions. The beta values are consistently (i.e., across observers and cue-validity conditions) higher for multiple than for single displays, but do not differ much between the multiple-display 1 and 2 conditions (D+L data).
Discussion
With regard to the sensitivity parameter P(A), the results of Experiment 2 for the multiple-display 1 and 2 conditions replicate the findings for the double-eue 1 condition in Experiment 1. Both multiple-display conditions show gains and losses associated with the preferential allocation of attention to the cued locations. For the cued positions, there are no reliable differences in P(A) between the multiple-display conditions; for the uncued locations, P(A) is reduced in the multiple-display 2 condition in comparison with the multiple-display 1 condition.
P(A) is generally higher in the single-display condition than in the multiple-display conditions. However, there are no differences between cue-validity conditions (D + L data); that is, there are no costs plus benefits associated with the preferential allocation of attention to the cued locations.
The fact that there are gains and losses in sensitivity for cued and uncued locations in the multiple-display con- ditions indicates that letter detection is a limited-eapacity process. In this respect, consistent (i.e., multipledisplay 1) and varied (i.e., multiple-display 2) mapping tasks do not differ essentially. However, the magnitude of costs plus benefits differs between multiple-display conditions. In other words, there are differences between consistent and varied mapping tasks in the efficiency with which the limited processing capacity is used (see also M. L. Shaw, 1984) . However, the failure to find costs plus benefits in sensitivity for cued and uncued locations in the single-display condition indicates that detection of a luminance increment in an otherwise empty field is not capacity limited. That is, luminance detection appears to be "radically" different from letter detection. This agrees with M. L. Shaw's (1984) findings for the display size effect (see also Cohn & Lasley, 1974) .
Note that there appears to be a discrepancy between the present study and that of Shaw (1984) , on the one hand, and Bashinski and Bacharach's (1980) experiment, on the other. Using only two locations, Bashinski and Bacharach reported P (A) differences between valid and invalid trials of 0.168 for detection and 0.263 for joint D+L. In the present experiment, the corresponding values are 0.039 and 0.002 (average differences between V 1 and I in the single-display condition). In Bashinski and Bacharach's study, the increase in P (A) between the detection and the joint D + L analysis is an artifact of their method of calculating D + L false-alarm rates (see Appendix A for details). It is possible that one might fail to find costs plus benefits in Bashinski and Bacharach's luminance-detection data if they were analyzed according to the joint D + L ROC procedure suggested in Appendix A.
For the most likely location (V 1), the slight loss in P(A) for multiple relative to single displays is due to localization failures (i.e., misses). Similarly, the more marked losses for the less likely positions (V 2 and I) are largely accounted for by localization failures, but some-
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what higher false-alarm rates associated with these positions in multiple than in single displays contribute to the reduction in sensitivity. (Note that in the D + L data, the proportion of localization failures among misses, i.e., of targets erroneously "detected" at nontarget locations, is 12.9% for the single-display and 23.8% and 27.1 % for the multiple-display 1 and 2 conditions, respectively; these differences between display conditions are the more marked, the less likely a particular location.) This pattern indicates greater sample strength variability for less likely locations in multiple displays. That is, the strength value associated with one of the less likely locations (V 2 and I) is more likely to exceed the value associated with the most likely position (V 1), resulting in a failure to choose that position for the localization response. The same argument provides an explanation for the finding that false-alarm rates for the most likely position are not higher for multiple than for single displays. Differences between the multiple-display 1 and 2 conditions can be explained along similar lines.
With regard to the bias effects, the likelihood ratios increase with decreasing cue validity in the single-display condition as well as in the multiple-display 1 and 2 conditions. These increased positive and negative biases for cued and uncued locations, respectively, in the singledisplay condition (especially in the D+ L data) are at variance with the findings of Bashinski and Bacharach (1980) , who reported costs plus benefits in sensitivity without bias changes. However, Bashinski and Bacharach's beta estimates were based on a flawed calculation of false-alarm rates (D+L analysis; see Appendix A), and, furthermore, they did not take into account variance differences between noise and signal-plus-noise distributions (i.e., the fact that the slopes of the normal-normal ROC curves for cued locations were different from 1.0).
Response biases are generally (i.e., across cue-validity conditions) more conservative in the multiple-display conditions than in the single-display condition. Since the three display conditions were presented in randomized order (within blocks of trials), decision criteria could not be differentially preset. Thus, decision criteria set a priori according to the probabilistic information provided by the arrow cue must have been readjusted on the basis of the information obtained during the presentation of the target display.
The more conservative biases in the multiple-display conditions are consistent with the assumption that targetdistractor discriminability for a particular location is a function both of the similarity between target and nontarget and of the amount of processing capacity allocated to this position. The single-luminance increment on which the discrimination between target and nontarget is based in the single-display condition can be picked up more efficiently, that is, presumably without capacity limitation, than can the information required for target-distractor discrimination in the multiple-display conditions. Thus, in the multiple-display conditions, there is greater variability in sample strength for the less likely locations, that is, an increase in the probability that the strength values associated with nontarget locations equal or exceed the value of the actual target position (signal trials) or exceed some criterion value (noise trials). The resulting response competition requires decision criteria to be raised for optimal decision making.
The same argument predicts more conservative decision criteria for the multiple-display 2 (varied mapping) condition thanfor the multiple-display 1 (consistent mapping) condition. But note that the difference does not appear reliable (at least in the D+ L data). This indicates that the increase in target-nontarget similarity from consistent-to varied-mapping multiple displays is less fundamental than that from single to multiple displays.
GENERAL DISCUSSION
With regard to the question raised by Posner et al. (1980) , Experiment 1 demonstrates that attention can be effectively divided between two likely target locations. Recently, Eriksen and Yeh (1985) argued against such a suggestion on the basis of a letter-detection experiment in which the most likely position was directly cued by a bar marker and the second most likely location was always diagonally opposite to the cued position. Eriksen and Yeh found benefits in response speed only for the cued position; for the second most likely location RTs were slower than in neutral control conditions but faster than for the uncued locations. When the probability of target occurrence at the cued location was increased, at the expense of the second most likely and uncued locations, there was a further divergence ofRT functions. This pattern of results led Eriksen and Yeh to suggest that search strategies alternated, across trials, between a focused (serial) and a diffuse (parallel) mode of processing, with their mixture being determined by cue validity.
However, the type of spatial cue presented in this experiment may have interfered with effective attention sharing. Jonides (1981; see also Yantis & Jonides, 1984) and Miiller and Rabbitt (1987) have shown that direct (peripheral) cues produce rapid and involuntary deployment of attention to the cued position, and thatthis process cannot be suppressed substantially even when cue validity is neutral. Thus, the failure of Eriksen andYeh to find benefits in RT for the location diagonally opposite to the bar marker may be attributable to the dominance of "automatic" processes triggered by external properties of the cue over "controlled" processes, that is, attention sharing, based on its implicit spatial information.
With regard to the question raised by M. L. Shaw (1984) , Experiment 2 does support the conclusion that the explanation of the priming effect differs "radically" between tasks requiring the detection of letters and those requiring the detection of luminance increments; the differences appear more qualitative thanjust quantitative in nature. This conclusion is at variance with Bashinski and Bacharach (1980) . Thus, for spatial cuing experiments measuring simple RT to luminance increments (e.g., Posner et al., 1980) , the present data (as well as those of M. L. Shaw, 1984) would suggest that the benefits and costs in response speed typically found for cued and uncued locations are produced by differential setting of response thresholds, that is, low for cued and high for uncued locations. But note that the present experiments do not rule out that costs and benefits in simple RT at very short intervals (about 100 msec) following the onset of peripheral cues ("automatic" orienting) are caused by "sensitivity" rather than (mere) "bias" changes (see Miiller, 1986 ). However, it seems at least questionable whether the simple luminance detection task is an "ideal model task" (Posner et al., 1980) for investigating the effects of spatial attention.
Given that costs plus benefits in simple RT to luminance increments reflect the differential setting of response thresholds for cued and uncued locations, the question arises why Posner et al, (1980; Experiment 5) failed to find consistent RT advantages for the second most likely location. This may be due to the fact that this position was not cued on every trial, but was fixed throughout a block.
To test this, Miiller, Astell, and Findlay (1985) repeated Experiment 1 with the simple RT task used by Posner et al. (1980) . That is, the task required a simple speeded response to a suprathreshold luminance increment, and this was the only stimulus presented, that is, nontarget locations remained blank (2h target trials and Ih catch trials). Table 9 presents the mean RTs and their standard deviations (6 observers). Miiller et al. (1985) found reliable benefits, relative to the neutral baseline, for cued positions and significant costs for the uncued locations, both under single-and double-euing conditions [main effect of cue validity: F(2,10) = 10.64, p < .005]. Thus, it appears that consistent benefits for a second cued location can be obtained in a simple RT task when this position is cued on every trial (rather than blocked). This is consistent with Posner et al. 's (1980; Experiment 1) own fmding that, with blocked designs, subjects apparently "[did] not continue to set themselves for the position in space at which the target was most expected" (p. 163). The results of the present experiments have some implications for the notion of "automatic detection" (Schneider & Shiffrin, 1977; Shiffrin & Schneider, 1977) . According to Shiffrin and Schneider, one should expect that extensive practice with consistent-mapping multiple displays (multiple-display 1 condition) reduces the size of the priming effect as the demands on the limited processing capacity are reduced and finally bypassed. Experiments 1 and 2, however, demonstrate capacity limitation for consistent-mapping multiple displays despite the fact that the observers had all undergone extensive training. As can be see from Table 2 (0.75-threshold exposure times for Experiment 1), display duration decreased from about 38 msec in the first session to 26 msec in the sixth session; that is, exposure durations had to be continuously readjusted to compensate for practice (automatization) effects (see also Kleiss & Lane, 1986, and Prinzmetal & Banks, 1983) . However, the decrease in exposure durations was not associated with reductions of benefits and costs associated with the preferential allocation of attention to the cued locations. Thus, training with a consistent mapping task appears to produce an increase in the efficiency with which the available processing capacity is used rather than a bypassing of limited-eapacity processes.
M. L. Shaw's (1980 Shaw's ( , 1984 M. L. Shawet al., 1983 ) "sample size" model provides a good account for the priming effects found in the present experiments. This model is based on the assumption that a finite resource (attention, processing capacity, search effort) is divided . among the input locations. The processing capacity allocated to a particular source can influence the internal stimulus representation generated in the coding stage. Since, in this model, the substages that compose the coding stage are considered together, it may not be incompatible with "late selection" theories of attention (e.g., Duncan, 1980b Duncan, , 1981 Duncan, , 1985 Hoffman, 1978 Hoffman, , 1979 .
These theories generally assume that there is a preselective, parallel, and relatively capacity-free stage of processing deriving simple stimulus features and also aspects of meaning that must be passed on to a second stage in order to be preserved and form a reportable perception. The transfer from the first to the second stage is accomplished by a limited-eapacity system that involves an "attention response" to the attributes defining the stimulus to be selected; this transfer is generally presumed to be serial in nature. Duncan (1981) argues that the finding of enhanced sensitivity for spatial locations known in advance cannot be taken as evidence for the idea that attention has a facilitatory effect on the early stages of perceptual analysis. Rather, selection of first-stage representations on the basis of spatial location is but one of several possible selection schedules which may, however, differ in efficiency.
For the double-cue conditions in the present experiments, the selection schedule implemented might have been one of transferring first-stage representations in a spatial order determined by the arrow cue until they were SENSITIVITY AND CRITERION EFFECTS 395 terminated by masking. However, such a selection schedule would not predict the decrease in sensitivity for lower priority locations (i.e., the second cued and the uncued locations) from the multiple-display 1 condition to the multiple-display 2 condition, as observed in Experiment 2 (see also Tsal, 1983b) . This decrease is expected on the basis of the assumption that reduced target-distractor discriminability increases the likelihood that nontarget stimuli compete for and gain access to a limited-eapacity system. This finding appears incompatible with the assumption that display elements are fully identified in parallel and without capacity limitation at a first stage of encoding, and it may point to at least some role of attention for influencing the "quality" of information extracted in simultaneous processing of multiple input sources.
APPENDIX A
It is not immediately clear from Bashinski and Bacharach (1980) how they calculated the false-alarm rates for the joint analysis of D +L responses. Bashinski and Bacharach agree (J. Duncan, personal communication, April 1985) that their procedure was as follows:
1. Let the total number of "noise," that is, nontarget, trials be N.
2. Across these N trials, let the number of false alarms assigned to, that is, erroneously localized at, the cued position be a and the number assigned to the uncued location be b.
3. For "signal," that is, target, trials with an arrow cue, let the probability that the target occurred at the cued position be p and the probability that the target occurred at the uncued location be q = 1-p. This procedure has one problem: It produces an advantage in the sensitivity parameter P(A) for cued over uncued locations. Suppose, for example, that the a priori probabilities of a signal occurring at the cued and uncued locations are 0.8 and 0.2, respectively, as in Bashinski and Bacharach's experiment. Then, on the basis ofBashinski and Bacharach's procedure, the expected ratio between hit and false-alarm rates is 0.4:0.5 for the cued and 0.1 :0.5 for the uneued position. That is, the ROC curves for the cued and the uncued locations, based on the expected hit and false-alarm rates, lie beneath, rather than on, the main diagonal (chance performance) and P(A) is smaller for uncued than for eued locations.
There is a simple solution.to this problem: The numbers a and b, that is, the false alarms assigned to the cued and uncued locations, should both be divided by N since they are based on the totalNtrials (otherwise, false-alarm rates could exceed 1.0!). Furthermore, if there is more than one uncued location, b must be divided by the number of uncued positions to give the falsealarm rate per location. Thus, for example, in the single-eue condition of Experiment 1, the false-alarm rate for the cued p0-sition is given by a/N and that for the three uncued locations by (b/3)/N.
Note that there is another solution: to count as a false alarm any response on signal trials on which the observer erroneously detects and localizes a target in a nontarget position. This is problematic, however, since any advantage in D +L hit rates for cued positions would result in reduced false-alarm rates for uncued locations.
It is important to note that recalculation of the false-alarm rates in Bashinski and Bacharach's experiment according to the solution set out above radically changes their conclusion concerning the relative accuracy for cued and uncued locations. Working backward from the joint D +L false-alarm rates reported by Bashinski and Bacharach, the false-alarm rates recalculated for cued and uncued locations are 0.14 and 0.07, respectively. That is, the false-alarm rate is twice, rather than half, as high for cued as for uncued locations. And, as a result, costs plus benefits in joint D+L sensitivity are smaller, rather than greater, than detection sensitivity on its own. It is not possible to recalculate P (A), since Bashinski and Bacharach do not report joint D +L hit rates for cued and uncued locations. It cannnot be ruled out, however, that the recalculated P(A) values do not differ between valid and invalid trials.
Note that, in the present experiments, joint D+ L false-alarm rates were calculated according to the solution proposed above.
Note further that, for the joint D +L ROC curves, frequencies of misses and of correct rejections were pooled across "no, uncertain" and "no, certain" response categories.
APPENDIX B
There is evidence that eye movements cannot account for the pattern of sensitivity effects in Experiment 1.
Experiment la showed that when trials on which saccadic eye movements occurred are excluded, the pattern of results is very similar to that of Experiment 1, in which eye movements were not monitored. Of the 3,600 trials in Experiment Ia, the number of saccades detected was 16, all occurring before display onset (i.e., there was no evidence of postdisplay saccades within 150 msec after display onset). Thus, saccade probability was less than0.005. However, there was evidence of slow fixation drifts prior to display onset. Table 10 presents the size and direction of these drifts, separately, for neutral trials, for double-euing trials with arrows pointing to different sides, and for single-euing anddouble-euing trials with arrows pointing to the same side. The table shows that for "neutral" and "different" trials, the distributions are approximately symmetric. However, for "same" trials, the distributions are skewed to the side (left or right) of the location(s) to which the single arrow (single-cuing condition) or both arrows (double-cuing conditions) were pointing; that is, approximately 60% of the shifts were in the cued, that is, "attended," direction. The mean and variance of the combined "same/left" and "same/right" distribution are about equal to those of the "neutral" and "different" distributions. This suggests that fixation drifts in some attended direction also occurred on neutral trials and on trials with double arrows pointing to locations on different sides. Note, however, that the size of these drifts (horizontal components) was small: Approximately 75% were smaller than 0.375°and approximately 95 % were smaller than 0.625°. These findings appear to be consistent with Steinman's (1979a, 1979b) work on slow fixation drifts in the attended direction in tasks that required eye tracking of repetitive target steps: drifts occurred as early as 350 msec before expected target steps and with velocities up to 0.5°/sec.
Thus, even though it seems certain that such drifts occurred in Experiment 1, because of their small size they should have had little influence on sensitivity parameters. Shifts of greater size toward the most likely position(s) should show up in contrasts between equally likely display locations adjacent and opposite to the eye position in the same way as outright saccadic eye movements. Suppose, for instance, that in the single-cuing condition an observer moved his eyes toward the cued location before target onset. This would have decreased the retinal eccentricity of the cued position and increased it for the uncued locations. However, the increase would have been relatively greater for the diagonally opposite position than for the adjacent locations. For example, if the distance of the eye from the cued position decreased from 4.4°to 2.0°, that for the opposite position increased from 4.4°to 6.8°, while that for the two adjacent locations increased from 4.4°to only 5.0°. To assess the effect of such changes in retinal eccentricity, we conducted an experiment (Experiment 1b) that varied the distances of cued and (adjacent and opposite) uncued locations systematically.
In Experiment lb, the observer viewed the fixation dot in the center ofthe display, expecting the target event to occurat some location on the positive or negative diagonal. Unlike Experiment 1, however, display locations were not marked by boxes and their distances from the display center were not fixed, but varied from trial to trial. Three seconds after the beginning of a trial, a single box (i.e., single peripheral cue) appeared for 50 msec, marking the likely target position (uncued locations were not marked). On neutral trials, 5Q-msec boxes occurred at all four display locations. The distance of the cued location from the display center could take the following value: 4.4°, 4.0°, 3.0°, or 2.0°. Thus, the distance of the diagonally opposite position was 4.4°,4.8°,5.8°, or 6.8°, and that of the adjacent locations, 4.4°, 4.4°, 4.6°, or 5.0°. On neutral trials, display locations were equidistant from the center (4.4°). The interval between cueand targetonset (stimulus onset asynchrony) was 75 msec, that is, too short for eye movements to occur. Target and distractor exposure was terminated by contour masks.
One observer, H.M., was presented with 2,008 cued (i.e., valid, invalid, and noise) trials under each of the four eccenTrials arrows), the optimal strategy would be to maintain fixation at the display center. Thus, the distance from eye fixation of the uncued locations would have been 6.9°for adjacent cues but 4.4°for opposite cues. That is, sensitivity for uncued locations should be lower for adjacent than for opposite cues, and sensitivity for cued locations should be lower for opposite than for adjacent cues. However, in neither the double-eue 1 condition nor the double-cue 2 condition of Experiment 1 are there any such differences in the P(A) data (see Tables 12 and 13 ). Table 11 presents the P(A) values for cued and for adjacent and opposite uncued locations and for each retinal eccentricity condition. P(A) for the neutral condition (4.40) was 0.765 for the detection data and 0.888 for the joint D+ L data. Costs plus benefits in sensitivity explicable in terms of "attention," rather than retinal eccentricity, appear small in Experiment lb (see P(A) for the 4.4°eccentricity in the D+L data). Presumably, this is due to forward masking produced by the peripheral cue. Forward masking reduces gains for the cued position and for the neutral condition, relative to the uncued locations.
Note that the size of the attentional effect in Experiment Ib is irrelevant with respect to the comparison between adjacent andopposite uncued locations as a function of retinal eccentricity. Table 11 shows that when the eye is equidistant from all four display locations, there are no P(A) differences between adjacent andopposite uncued locations. However, such differences occur when the eye moves closer to the cued location. At an eye-eued location distance of 2.0°, P(A) for opposite locations (6.8°distance) is 0.051 (D+ L data) lower than P(A) for adjacent locations (5.0°distance). Linear regression analyses for cued and opposite locations showed the retinal eccentricity effect to be approximately 0.03 P(A) units per degree of visual angle.
Thus, if observers in Experiment 1 hadmade eye movements in the direction of the cued position larger than about 10, this should show up in differences, in the single-cue condition, between adjacent andopposite uncued locations. However, as call be seen from Tables 12 and 13, which present the corresponding "adjacent-opposite" contrasts individually for each observer in Experiment 1, there is no evidence for such differences. (Note that the values for H.M. in Experiment la-eye-movement monitoring-are indicated by an asterisk; H.M.'s values for Experiments 1 and la were averaged before calculating the group means.) Similar arguments apply to the double-cuing conditions. Supposethat an observer made an eye movement to the (potentially) most informative region of the display. Thus, with double arrows pointing to adjacent locations (90°angle between arrows), the optimal strategy would be to move to the point in the middle between the cued positions. However, with double-arrow Note-Distance of the central fixation dot from the cued location is in degrees of visual angle.
APPENDIX C

Refreshed -••••••• Decaying -•••••••
The effectiveness of the contour masks to terminate the display was tested in a further experiment (Experiment lc). Contour masks might leave some useful information accessible even after display offset, since the visible persistence of the P31 phosphor, with which the monitor was equipped, is rather long when the laboratory is dimly illuminated. A closer look at some display characteristics provides a hypothesis about the stimulus attribute which might persist after mask onset. Contour masks were squares of the same size as that of target Ts and distractor crosses (0.25°). As can be seen from Figure 5 Note-V = valid, N = neutral, I = invalid. Detection + Localization crosses were composed of two bars, each of which consisted of seven illuminated spots (i.e., they shared one spot at their intersection). Similarly, the bars of which contour masks were composed consisted of seven spots (i.e., they shared one spot at each comer). Thus, at display offset and mask onset, theouter spots of which target Ts and distractor crosses were composed were superseded by the masking contours while the spots inside the masks decayed. However, the number of spots decaying inside the masking contours differed between target (five spots) and nontarget (nine spots) locations. Thus, target detection and localization could have been successful, after display "termination" by the masking contours, to the degree to which any existing luminance differences between target and nontarget locations could be detected.
Experiment lc was designed to eliminate, under one masking condition, any postmask luminance differences between display locations. The critical masking condition presented "pattern" masks which were composed of an outer square (like contour masks) plus an inner cross (see Figure 5) . Note that the additional number of spots illuminated at pattern-mask onset was the same for target and nontarget locations, and also that the pattern masks appeared like continuously filled squares (i.e., the gaps could not be resolved) with fixation at the display center. The second masking condition presented contour masks as in Experiment 1. The cuing condition was double cue 1 (double arrows indicating different signal probabilities for V 1 and V 2). Target exposure durations, estimated at the beginning of each session for contour-mask threshold (neutral) trials, were thesame for contour-and pattern-mask trials, which were presented in
