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1. INTRODUCTION
Ž Ž ..1.1. Let  be a symmetrizable generalized Cartan matrix, or  I, ,
a Cartan datum in the sense of Luzstig,  the symmetrizable KacMoody
Ž .algebra. We have the DrinfeldJimbo quantized enveloping algebra U q
attached to the Cartan datum . Its generators are E , F , and K withi i 
   I . One of the great contributions of Lusztig to quantum groups
Ž .was his introduction of the symmetries acting on integrable U  -modulesq
 Ž . Ž . Ž  .and then T : U  U  see also LS . In fact, Lusztig gives us fouri, 1 q q
Ž .families of symmetries as automorphisms of U  , but since they all canq
be defined and investigated in a similar way, we only write down one of
them as
T E F K  i , T F K i EŽ . Ž .i , 1 i i i i , 1 i i i
r r Ž s. Ž r .iT E  1  E E E for j i in I ,Ž .Ž . Ýi , 1 j i j i
rsai j
r r Ž r . Ž s.iT F  1  F F F for j i in I.Ž .Ž . Ýi , 1 j i j i
rsai j
T K  K ,Ž .i , 1  s Ž  .i
Ž r . r   Ž .where E  E  r ! and  is the minimal symmetrization. Thei i  i ii  Ž . fundamental results about T include 1 T acts isomorphically oni, 1 i, 1
Ž . Ž . Ž . U  and on integrable U  -modules. 2 T , i I satisfy the braidq q i, 1
Ž . Žgroup relations. 3 The symmetries preserve the bilinear form Killing
. Ž .form on U  . However, the proof of them requires long and someq
Ž  .unpleasant calculations see L1, part VI, Jan, Chaps. 8 and 8A .
Ž .1.2. If we consider the RingelHall algebra  A of a finite dimensional
Ž hereditary algebra A, according to the RingelGreen Theorem see G,
. Ž . Ž .R1, R2 , the composition subalgebra  A of  A provides a realization
 Ž . Ž .of the positive part U of U  . Because the comultiplication of  A isq
 given by Green G , it is natural to provide a Hopf algebra structure of
XIAO AND YANG206
Ž . A by adding the torus algebra, and then, to consider the Drinfeld
 double of the RingelHall algebra. This was done in X, Ka . Therefore,
the Drinfeld-double of the composition algebra provides a realization of
Ž .the whole U  . This realization builds up a bridge between the quantumq
Žgroups and the representation theory of hereditary algebras especially of
.quivers . Connecting to Lusztig’s symmetries, it is natural to consider the
reflection functors on representations of quivers given by Bernstein et al.
 BGP . It is easily seen that the BGP-reflection functor  induces ani
Ž .² :  automorphism of  A i . In fact, it has been pointed out, by Lusztig L2
 and Ringel R3 , that the actions of Lusztig’s symmetries and the operators
² :induced by BGP-reflection functors coincide in U i for the case of
² :   Ž . 4 finite type, where U i  xU 	 r x  0 and the derivations r arei i
   defined as in Jan, 6.15 . Recently Sevenhant and Van den Bergh SV
applied the BGP-reflection functor to the double of the RingelHall
algebra of a quiver and obtained an alternative construction of Lusztig’s
symmetries.
1.3. In this article, we apply the BGP-reflection functors to the Drinfeld
doubles of RingelHall algebras of all finite dimensional hereditary alge-
bras. It gives a precise construction of Lusztig’s symmetries in the quantum
groups and on the integrable modules in a global way. Our process is
logically independent of the method used in quantum groups. Almost of all
properties of T , in particular, three fundamental ones we mentionedi, 1
above, can be obtained in a more conceptual way. Also this approach
avoids a lot of difficult calculations.
1.4. In Section 2, we first review some notations and basic facts of
representations of finite dimensional hereditary algebras in the language
 of Dlab and Ringel DR . In particular, the BGP-reflection functors at sink
or source vertices are introduced in detail. Then, the RingelHall algebra
and its composition algebra of a finite dimensional hereditary algebra are
 defined. According to X , we restate in Section 3 the Drinfeld-double
structure of RingelHall algebras, namely the formulae for the comultipli-
cation, etc., are presented here in useful forms. By using the derivations
and some routine technique of Hopf algebras, we give the simpler formu-
lae for the defining relations of the double structure. The aim of Section 4
is to define the BGP-reflection operators on the whole Drinfeld double.
We verify that the operators induce the algebraic isomorphisms not only
for the double of the composition algebras, but also for the double of the
Ž  .whole RingelHall algebras a slight extension of the result in SV .
Because the BGP-reflection operators and the bilinear form are defined
globally on the Drinfeld double, it is very clear to see in Section 5 that the
actions of the BGP-reflection operators preserve the Ringel paring. Note
Ž that the proof of this fact in quantum groups is very difficult see L1,
.Chap. 38; Jan, Chap. 8A . In Section 6, we show that our BGP-reflection
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operators coincide with Lusztig’s symmetries. In fact, it is equivalent to
express the root vectors corresponding to indecomposable projective or
Žinjective representations of the generalized Kronecker algebras rank 2
. Ž cases into the combinations of monomials of the generators see R3,
.CX . To prove the braid group relations for the BGP-reflection operators,
we need to extend the actions of the operators on integrable modules. It
can be defined on the integrable highest weight modules in a global sense.
Section 7 is used to show that the actions of BGP-reflection operators and
Lusztig’s symmetries on integrable modules coincide too; our method to
 deal with this question stems from Jan, 8.10 . The last section is devoted
to proving that BGP-reflection operators satisfy the braid group relations.
 Our steps are also according to Lusztig L1, Part VI : first we prove the
braid group relations on the algebras in all rank 2 cases, then on integrable
modules in general, and finally back to the algebras in general. However,
the RingelHall algebra approach enables us to avoid almost all unpleas-
ant calculations, for example, the so-called quantum Verma identities on
 highest weight vectors L1, 39, 3.7 are a direct consequence of the actions.
2. PRELIMINARIES
 2.1. Given a Cartan datum  in the sense of Lusztig L1 , there is a
Ž . Ž .valued graph , d corresponding to it. A valued graph , d is a finite
Ž .set  of vertices together with non-negative integers d for all i, j i j
 4such that d  0 and there exist positive integers  satisfyingi i i i
d   d  for all i , j .i j j ji i
Ž .An orientation  of a valued graph , d is given by prescribing for
 4 Ž . Ž .each edge i, j of , d an order indicated by an arrow i j . We call
Ž ., d,  , or simply , a valued quiver. For i , we can define a new
Ž .orientation   of , d by reversing the direction of arrows along alli
edges containing i.
Ž .2.2. Let k be a finite field and , d,  a valued quiver. We assume
Ž .that , d,  is connected and without oriented cycles in an obvious sense.
Ž .Let S F , M be a reduced k-species of type , that is, for all i,i i j i, j
j , M is an F -F -bimodule, where F and F are finite extensions of ki j i j i j
Ž .in an algebraic closure of k and dim M  d and dim F   . Ai j F i j k i ij
Ž . Ž .k-representation V , 	 of S is given by vector space V and F -lineari j i i F ji
mapping 	 : V 
 M  V for any i j. Such a representation is calledj i i i j j
finite dimensional if Ý dim V  
. We denote by rep- S the category ofk i
finite dimensional representations of S over k. Note that the category
rep- S is equivalent to the module category of finite dimensional modules
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over a finite dimensional hereditary k-algebra A. This hereditary k-alge-
bra A is given by the tensor algebra of S . Furthermore, any finite
dimensional hereditary k-algebra can be obtained in this way.
Ž .2.3. Let S F , M be a k-species,   dim F , and d i i j i, j i k i i j
Ž .dim M . For a representation V V , 	  rep- S , we define the dimen-i j i j iFj Ž .sion vector of V to be dim V dim V . If V, W rep- S , assumeF i ii
that
 dim V a , . . . , a and  dim W b , . . . , b ,Ž . Ž .1 n 1 n
and we define
² : ,    a b  d  a b .Ý Ýi i i i j j i j
i i j
Ž  .One sees that cf. R4, Lemma 2.2
² : 1 ,   dim Hom V , W  dim Ext V , W .Ž . Ž .A A
Set
² : ² : ,    ,    ,  .Ž .
² : Ž .It is well known that both  , and , are well defined on
Ž . ² :G A : the Grothendieck group of rep- S . The bilinear forms  ,0
Ž .and , are called the Euler form and symmetric Euler form, respec-
tively. In fact, the Grothendieck group with the symmetric Euler form is a
Ž  .Cartan datum and any Cartan datum can be realized in this way see R2 .
Ž . ² : Ž .Let     ,  . We see that  i   .i
 Ž .2.4. Denote by  the vector space of all x x over the rationali i
numbers. In particular, for each i , e , or i denotes the vectori
with x  1 and x  0 for j i. Also, for each i , we define the lineari j
transformation s : by s x y where y  x for j i andi i j j
y x  d x .Ýi i ji j
j
The symbol WW will denote the Weyl group, i.e., the group of all linear
transformations of  generated by the fundamental reflections s , i .i
Ž . Ž2.5. Let , d,  be a valued quiver connected and without oriented
. Ž .cycles and S F , M a k-species of type . Let p be a sink ori i j i, j
Ž .source of ,  . We define  S to be the k-species obtained from S byp
replacing M by its k-dual for r p or s p; then  S is a reducedr s p
k-species of type  .p
2.6. Now, we review the concepts of the BernsteinGelfandPonomarev
reflection functors   : rep- S rep- S , which is most important forp p
Ž  .our discussion see BGP, DR .
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Ž . First, let p be a sink of , V V , 	  rep- S . Define  VWi j i p
Ž .W ,  asi j i
W  V for all i pi i
and let W be the kernel ofp
Ž .	p j j 
V 
 M V , j j p p
jp
that is, we have the exact sequence of vector spaces
Ž . Ž . 	j p j p j j 
0W V 
 M Vp j j p p
jp
and   	 for i p and    : W 
 M W where  corre-j i j i j p j p p p j j j p
sponds to  under the natural isomorphismj p
Hom W 
 M , W Hom W , W 
 M .Ž . Ž .F p p j j F p j j pj p
Ž .  Ž .Also if f f : V V  is a morphism in rep- S , then  f g g isi p i
defined by g  f for i p and g : W W  as the restriction ofi i p p p
Ž . f 
 1 , that is, we have the commutative diagramjj p
Ž . Ž . 	j p j p j j  
0 W V 
 M Vp j j p p
jp
   
g Ž . f f 
1p pjj p
 Ž . Ž . 	j p j p j j    0 W V 
 M V .p j j p p
jp
Ž . Similarly, if p is a source of  and V V , 	  rep- S , define  Vi j i p
Ž .W W ,  asi j i
W  V for all i pi i
and let W be the cokernel in the exact sequencep
Ž . Ž .	 i p i p i i 
V V 
 M W  0,p i i p p
where 	 corresponds to 	 under the natural isomorphism,i p i p
Hom V , V 
 M Hom V 
 M , V ,Ž . Ž .F p i i p F p p i ip i
and   	 for all j p andj i j i
   : V 
 M W .p i p i i i p p
XIAO AND YANG210
 Ž .So  V rep- S . If f f : V V  is a morphism in rep- S , thenp p i
 Ž . f g g where g  f for i p and g is the map induced byp i i i p
 f 
 1, so we have the diagramii
Ž . Ž .	 i p i p i i  
V V 
 M W 0p i i p p
  
gf Ž . f
1 pp ii
 Ž . Ž .	 i p i p i i    V V 
 M W 0.p i i p p
² :2.7. If i is a vertex of , let rep- S i be the subcategory of rep- S of all
representations which do not have V as a direct summand, where V is thei i
simple representation with dim V  e . If i is a sink or source, theni i
² :rep- S i is closed under direct summands and extensions. Among the
many important properties of   we point out that if i is a sink, theni
 ² : ² : : rep- S i  rep- S i is an equivalence and it is exact and inducesi i
 ² :isomorphisms on both Hom and Ext. The assertion for  : rep- S i i
² :rep- S i is the same if i is a source.i
2.8. Let A be a finite dimensional hereditary k-algebra over a finite
field k, P the set of isomorphism classes of finite dimensional A-modules,
and IP the set of isomorphism classes of simple A-modules. We
choose a representative V   for any P. By abuse of notation, we
write
² : ² : ,   dim V , dim V and 
 ,   dim V , dim V for  , P.Ž . Ž . 
² : Ž .So the Euler form  , and its symmetrization , are defined on
  I .
Obviously, the fundamental reflection s : preserves the Euleri
Ž . ² :form and s dim V  dim V for V  rep- S i . The following is eas-i    i
ily seen
² :2.8.1. LEMMA. Let i be a sink and let V  rep- S i . Then
² : ²  :  , e    , e and  , e    , e .Ž . Ž .i i i i i i
2.8.2. Remark. From Lemma 2.8.1, if i is a sink and V the simplei
module with dim V  e , then V is simple projective in rep- S and simplei i i
² :injective in rep- S . Let V  rep- S i . Theni 
dim Ext V  , V  0 and Hom V , V  0.Ž .Ž .k  A   i A  ii i
Hence we have
dim Hom V  , V  dim Ext V , V .Ž .Ž .k  A   i k A  ii i
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For  ,  , P, let g  be the number of submodules B of V such 
that B V and V B V . More generally, given  , . . . ,  , P, let   1 t
g  be the number of filtrations , . . . , 1 t
V M M   M  0 0 1 t
such that M M is isomorphic to V for all 1 i t. We use a toi1 i  i
denote the order of the automorphism group of V for P.
² :2.8.3. LEMMA. Let i I be a sink of  and V and V be in rep- S i . 
Then we hae
a   ig  g . i i ia
Moreoer, a g   a g i  .  t i  t i i
 Proof. See R5, 5.2 .
2  Ž . Ž .'2.9. Let q k ,   q hence q , and   be the rational
Ž .function field of  . The Hall algebra  A is by definition the free
Ž .  4  -module with the basis u 	 P and the multiplication given by
u u  ² ,  : g  uÝ   
P
for all  , P.
Let A be the tensor algebra of a k-species S . We can identify
Ž .mod-A rep- S ; therefore,  A can be viewed as being defined for
rep- S . Also, we denote by  A the tensor algebra of  S . We definei i
Ž .² : Ž . Ž . A i to be the   -subspace of  A generated by u with V  rep- 
² : ² :S i . If i is a sink or source, since rep- S i is closed under extensions,
Ž .² : Ž .  ² : ² : A i is a subalgebra of  A . Because  : rep- S i  rep- S i isi i
an exact equivalent and induces isomorphisms on both Hom and Ext, it is
 not difficult to see the following result of Ringel R3, Theorem 5 .
 Ž .PROPOSITION. Let i be a sink. The functor  yields an   -algebrai
Ž .² : Ž .² : Ž . isomorphism  : A i    A i with  u  u for any V i i i    i
² :rep- S i .
Of course, we have a dual statement for i being a source.
2.10. In the quantum group and the Hall algebra, the following nota-
tions and relations are often used:
 nn
n1 n3 n1 n      ,1 
n  n !n   n ! r ,  ,Ł r    r ! n r !r1
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and also
q n 1
n1 n1  	 n  q  q 1  n ,Ž .
q 1
n n .Ž   	 n ! 	 t  n !,2Ł
t1
	 n !n ntŽnt .  .
t t 	 t !	 n t !
The following equations are basic ones.
LEMMA. For n 0, we hae
n n
t tn ntŽ t1. tŽn1.1   0 and 1   0.Ž . Ž .Ý Ýt t
t0 t0
Ž . Ž . Ž  Ž ..If f  is a rational function of  , then f  means f  .
Ž . Ž . Ž .2.11. We denote by  A the   -subalgebra of  A which is gener-
 4ated by u , i I, where V 	 i I is a complete set of paradise non-iso-i i
Ž .morphic simple A-modules, and  A is called the composition algebra.
Ž  .The following well-known result of Green and Ringel see G, R1 laid
down a base for our investigation.
 Ž . Ž .THEOREM. There exists an isomorphism  : U   A of   -algebras
Ž . such that  E  u for i I, where U is the positie part of the quantumi i
Ž .group U  .q
3. DOUBLE RINGELHALL ALGEBRAS AND
SOME DERIVATIONS
3.1. For the basic concepts of Hopf algebras, the readers can be re-
  Ž .  ferred to A . Given   -Hopf algebras H and H , a skew-Hopf pairing
  Ž .   Ž .of H and H is a   -bilinear function 	 : H  H   satisfying
Ž . Ž . Ž . Ž . Ž .i 	 1, b   b , 	 a, 1   a ,
Ž . Ž . Ž Ž . .ii 	 a, bb  	  a , b
 b ,
Ž . Ž . Ž o p pŽ ..iii 	 aa, b  	 a
 a,  b ,
Ž . Ž Ž . . Ž 1Ž ..iv 	 S a , b  	 a, S b ,
where ,  , and S are the comultiplication, counit, and antipode, respec-
tively. The H
 H has the induced Hopf algebra structure in the
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Ž   .following sense, which is the so-called Drinfeld double of H , H , 	 ,
Ž  .denoted by D H , H .
Ž .1 Multiplications,
Ž . Ž .Ž .A a
 1 a
 1  aa
 1,
Ž . Ž .Ž .B 1
 b 1
 b  1
 bb
Ž . Ž .Ž .C a
 1 1
 b  a
 b
Ž . Ž .Ž . Ž Ž .. Ž .D 1
 b a
 1 Ý 	 a , S b a 
 b 	 a , bŽa., Žb. 1 1 2 2 3 3
for all a, a H, b, b H, where
2 a  a 
 a 
 a and 2 b  b 
 b 
 b .Ž . Ž .Ý Ý1 2 3 1 2 3
Ž . Ž .a b
The unit is 1
 1.
Ž .2 Comultiplications,
   a
 b  a 
 b 
 a 
 b ,Ž . Ž . Ž .ÝH 
H 1 1 2 2
Ž . Ž .a , b
and the co-unit is  
  .H H
Ž .3 Antipode,
S   a
 b  1
 S b S a 
 1 .Ž . Ž . Ž .Ž . Ž .H 
H
 For a proof of the above, see Jo , for example.
Ž . Ž .By a routine technique of Hopf algebras, the hypothesis D of 1 can
be replaced by
D b 
 a 	 a , b  a 
 b 	 a , b ,Ž . Ž . Ž .Ý Ý2 2 1 1 1 1 2 2
Ž . Ž . Ž . Ž .a , b a , b
  Ž . Ž .for all a H and b H , where  a Ý a 
 a and  b Ža. 1 2
Ý b 
 b .Žb. 1 2
 43.2. Let A be the tensor algebra of a k-species S , P P 0 . In the1
Ž . ² : dim V Ž .RingelHall algebra  A , we write u  u for each 
Ž ² : .P noting that u  u for all i I . Then it is easy to see thei i
Ž .multiplication of  A can be replaced by
² :² : ²  ,  :  ² :u u  g u for all  , P.Ý   
P
Ž .Furthermore, we can introduce the extended RingelHall algebra H A .
Ž . Ž .Let H A be the free   -module with the basis
² :  K u 	   I , P . 4 
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 Then we can rewrite Theorem 4.5 of X as follows
Ž .THEOREM. The Hopf algebra structure of H A is gien by the following
operations.
Ž . Ž .a Ringel Multiplication,
² :² : ²  ,  :  ² :u u  g u for all  , PÝ   
P
² : Ž ,  .² :  K u  u K for all   I , P ,   
 K K  K for all  ,   I ,  
with unit 1 u  K .0 0
Ž . Ž .b Green Comultiplication,
a a ² ,  : ² : ² : ² : u   g K u 
 u for all P ,Ž . Ý    a , P
  K  K 
 K for all   IŽ .  
Ž² :. Ž .  with co-unit  u  0 for  0 in P and  K  1 for all   I . 
Ž .c Antipode,
a  a m 1 mÝ ² ,  : i j i j² :S u    1  gŽ .Ž . Ý Ý 0    1 2 m am1  , . . . ,  P1 m 1
² : ² : K u  K u , for all P.Ž . Ž .   1 1 m m
 S K  K for all   I ,Ž . 
where  is the Kronecker sign.0
  Ž . Ž .3.3. For any  I , let H be the   -submodule of H A with the
 ² :   4 Ž .basis K u 	   I , dim V   . So H A  H is an    I 
    I -graded algebra and Theorem 3.2 implies that for any  I
 H  H 
 H .Ž .   
0
Accordingly, we can define for any P, the following operations on
Ž . A
a a ²  ,  : Ž ,  . ² : ² :r u   g uŽ . Ý   aP
a a  ² ,  : Ž ,  . ² : ² :r u   g uŽ . Ý   aP
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Ž . Ž . Ž² :. Ž² :.for all P. In particular, r 1  r 1  0 and r u    r ui i i j i j i j
for all i, j I.
PROPOSITION. For any i I and  ,  P, we hae1 2
Ž . Ž² :² :. ² : Ž² :. Ž i, 2 . Ž² :.² :1 r u u  u r u  r u ui    i  i  1 2 1 2 1 2
Ž . Ž² :² :. Ž i, 1.² : Ž² :. Ž² :.² :2 r u u  u r u  r u u .i    i  i  1 2 1 2 1 2
 Proof. It is more or less the same as CX, Proposition 3.2 .
For this reason, the operations r and r are called the right and lefti i
Ž . Ž  .derivations on  A , respectively, for any i I see L1, 1.2.13 .
Ž . Ž . ² :3.4. Let H A just be the Hopf algebra H A but we write u for
² : Ž .u for all P. Therefore the Hopf algebra structure of H A is
given as in Theorem 3.2 and the operations r and r for P are 
defined as in 3.3.
Ž . Ž .  ² :Dually, let H A be the free   -module with the basis K u 	  
  4 Ž .  I , P . The Hopf algebra of H A can be given as follows:
Ž .a Multiplication,
² :² : ²  ,  :  ² :u u  g u for all  , PÝ   
P
² : Ž  ,  .² :  K u  u K for all   I , P ,   
 K K  K for all  ,   I ,  
with unit 1 u  K .0 0
Ž .b Comultiplication,
a a  ² ,  :   ² : ² : ² : u   g u 
 K u for all P ,Ž . Ý    a , P
  K  K 
 K for all   IŽ .  
Ž² :. Ž .  with co-unit  u  0 for P and  K  1 for all   I . 1 
Ž .c Antipode,
a  a m 1 m Ý ² ,  : i j i j² :S u    1  gŽ .Ž . Ý Ý 0    1 2 m am1  , . . . ,  P1 m 1
²  : ² : u  u K , for all P  m 1
 S K  K for all   I ,Ž . 
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3.5. Of course, we also have the following operations for all P,
a a  ² ,  : Ž ,  .  ² : ² :r u   g uŽ . Ý   aP
a a   ²  ,  : Ž ,  .  ² : ² :r u   g u ,Ž . Ý   aP
for any P. In particular
 ² :  ² :r 1  r 1  0 and r u  r u  Ž . Ž . Ž . Ž .i i i j i j i j
for all j I. Similarly, we have the following
PROPOSITION. For i I and  ,  P,1 2
Ž . Ž² :² :. Ž i, 1.² : Ž² :. Ž² :.² :1 r u u  u r u  r u u .i    i  i  1 2 1 2 1 2
Ž . Ž² :² :. ² : Ž² :. Ž i, 2 . Ž² :.² :2 r u u  u r u  r u u .i    i  i  1 2 1 2 1 2
  Ž .3.6. In view of Proposition 5.3 in X , the bilinear form 	 : H A 
Ž . Ž .H A   , defined by
² : ² : Ž  ,  .Ž  ,  .Ž ,  .Ž  ,  . 1	 K u , K u  a Ž .        
 for all  ,    I ,  , P, is a skew Hopf pairing. Therefore, we
Ž Ž . Ž ..have the Drinfeld double D H A , H A of 	, which is a Hopf algebra
Ž . Ž . Ž .structure of H A 
 H A see 3.1 . It is clear that the ideal of
Ž Ž . Ž ..D H A , H A generated by K 
 K  1, or equivalently, by K 
  
 1 1
 K for all   I , is a Hopf ideal. The corresponding quotient
inherits a Hopf algebra structure, which is called the reduced Drinfeld
Ž .double of A and denoted by D A .
Ž .As an associative algebra, D A is given by the following defining
relations:
Ž .1 K  u  1, K K  K0 0   
Ž . ² :² : ²  ,  :  ² :2 u u  Ý g u   P  
Ž . ² :² : ²  ,  :  ² :3 u u  Ý g u   P  
Ž . ² : Ž ,  .² :4 K u  u K   
Ž . ² : Ž ,  .² :5 K u  u K   
Ž . ² ,  : Ž ,  .Ž .  ² :  Ž² :.6 Ý  a a g K u r u ,           
² ,  : Ž  ,  .Ž .  ² : Ž² :.Ý  a a g K u r u ,        
  Ž . Ž .for all , ,  , P, and  ,  I . The relations 1  5 are obtained
Ž . Ž . Ž .from the defining relations of H A and H A , and the relation 6
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Ž . Ž .follows from the relation D in 3.1 which is equivalent to the relation D
in 3.1.
It is immediate to see the following
3.7. LEMMA. For any  ,  P and i I, we hae1 2
Ž . Ž² : ² :² :. Ž² : ² :. Ž Ž² :. ² :.1 	 u , u u  	 u , u 	 r u , u and i  i i i  1 2 1 2
Ž² : ² :² :. Ž² : ² :. Ž Ž² :. ² :.	 u , u u  	 u , u 	 r u , u .  i i i i  1 2 1 2
Ž . Ž² :² : ² :. Ž² : ² :. Ž² : Ž² :..2 	 u u , u  	 u , u 	 u , r u andi   i i  i 1 2 1 2
Ž² :² : ² :. Ž² : ² :. Ž² : Ž² :..	 u u , u  	 u , u 	 u , r u . i  i i  i 1 2 1 2
The following formulae for the commutators seem well known
3.8. PROPOSITION. For any P and i I, we hae the formulae in
Ž .D A
Ž . ² :² : ² :² : Ž² : ² :.Ž Ž² :.1 u u  u u  	 u , u r u K i   i i i i  i
Ž² :..K r ui i 
Ž . ² :² : ² :² : Ž² : ² :.Ž Ž² :.2 u u  u u  	 u , u K r u  i i  i i i i 
Ž² :. .r u K .i  i
 Proof. It is straightforward or see Corollary 5.5.2 of X .
Ž .3.9. We consider the composition algebra C A , which is the subalge-
Ž . ² :  bra of H A generated by the elements u , i I, and K ,   I .i 
Ž . Ž .Dually, the composition algebra C A is the subalgebra of H A
² :  generated by the elements u , i I, and K ,   I . Obviously, theyi 
Ž . Ž .are Hopf subalgebras of H A and H A , respectively. We can restrict
the pairing
	 : H A  H A  Ž . Ž . Ž .
to their composition algebras; this restriction
	 : C A C A  Ž . Ž . Ž .
is easily seen to be a skew-Hopf pairing belonging to the Cartan datum
Ž Ž .. Ž  . I, , see Section 2 of X . Therefore we have the reduced
Ž Ž . Ž . .Drinfeld double of the skew-Hopf pairing C A , C A , 	 , which we
Ž . Ž . Ž .denote by D A . Obviously D A is a Hopf subalgebra of D A gener-c c
  ated by u , i I, and K ,   I . By construction one has thei 
triangular decomposition
D A   A 
 T
  A ,Ž . Ž . Ž .c
Ž .  Ž .where  A is the subalgebra generated by u , i I,  A the subalge-i
bra generated by u , i I, and T the torus algebra.i
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Ž Ž ..3.10. Let  I, , be a Cartan datum, A a finite dimensional
Ž .hereditary k-algebra corresponding to , and U  the quantum groupq
corresponding to . The GreenRingel Theorem in 2.11 can be general-
Ž  .ized to the Drinfeld double see X, Theorem 5.8 .
Ž . Ž .THEOREM. The map  : D A U  by sendingc q
  ˜² : ² :u  E , u  F , K  Ki i i i i i i
˜  iŽ .for all i I induces an isomorphism as Hopf   -algebras, where K  Ki i
Ž .  and the notations for elements of U  are as in L1, Chap. 3 .q
4. BGP-REFLECTION OPERATORS FOR DOUBLE
RINGELHALL ALGEBRAS
4.1. All notations are conserved as noted above. Throughout this section
except in 4.6, we always assume that i is a sink for , and  thei
BernsteinGelfandPonomarev reflection functor as defined as in 2.6.
 ² : ² :Then  : rep- S i  rep- S i is an equivalence. Therefore, byi i
Ž . ² : Ž .² :Proposition 2.9 of Ringel , the morphism T :  i    A i by takingi i
Ž² :. ² : Ž .T u  u for P is a   -algebra isomorphism.i   i
The aim of this section is to extend the map T to the whole reducedi
Ž .Drinfeld double D A .
Ž t . t Ž i. ² : ² : Ž  .4.2. Let K  K , u  u  t ! for P and t. Ifi i   
Ž . Ž .V  V  V in rep- S and Hom V , V  0 Ext V , V , then it is easy      
² : ²  ,  :² :² : Ž . Ž .to see that u  u u in  A , and if Ext V , V  0, then    
² : ² :Ž t . Ž . Žu  u , where u is the vector of the t copies of V in  A seet  t 
 .R3 .
For P, assume that V  V  tV and V contains no direct  i 0 0
Ž . Ž .summand isomorphic to V . Then Hom V , V  0 and Ext V , V  0i  i i 0 0
since i is a sink of S . In this case,
² : ²0 , t i:² :Ž t .² :u  u u i 0
Ž . Ž . Ž .in  A . We define a morphism T :  A D  A given byi i
 ²0 , t i: t  ² : ² : ² :T u  u K uŽ . Ž .i  i i  i 0 t !i
² , t i: ² :Ž t .²  : K u ut i i  i 0
for all P, where V  V  tV and V contains no direct summand  i 0 0
isomorphic to V . For convenience, we write  for  below. By defini-i i i
tion we have
² :Ž t .² : ² :Ž t . ² :T u u  T u T u .Ž .Ž .ž /i i  i i i 0 0
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In particular
 ² : ² :T u  u K .Ž .i i i i
In fact, we have the following
4.2.1. LEMMA. For any P and m,
² :Žm.² : ² :Žm. ² :T u u  T u T u .Ž .Ž . Ž .i i  i i i 
Proof. We write V  V  tV as above. Then  i0
² :Žm.² : ²0 , t i: ² :Žm.² :Ž t .² :T u u  T u u uŽ . ž /i i  i i i 0
Žmt .s t² , t i:  0 ² : ² : T u už /i i 0m i
 ²0 , t i: mt ² : ² : u K u .Ž .i i  i 0   m ! t !i i
1  ²0 , t i:m t  ² : ² : ² : u K u K uŽ . Ž .i i i i  i 0ž /   m ! t !i i
² :Žm. ² : T u T u .Ž .Ž .i i i 
4.2.2. LEMMA. For any P and m,
² :² :Žm. ² : ² :Žm.T u u  T u T u .Ž . Ž .ž /i  i i  i i
Proof. By Lemma 4.2.1, it suffices to prove the lemma for the case
where V does not contain V as a direct summand. So we assume that V i i
Ž  .is not a direct summand of V . It is easy to see that see R3, Theorem 1
² :² : Ž i ,  .² :² : ² i ,  :  ² :u u  u u  g u .Ý i i   i 
i
Therefore,
² :² : Ž i ,  . ² : ² : ² i ,  :  ² :T u u  T u T u  g T u .Ž . Ž .Ž . Ž . Ýi  i i i i   i i 
i
On the other hand,
   ² : ² : ² :² :T u T u  u u KŽ .Ž .i  i i   i ii
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and
   ² : ² : ² : ² :T u T u  u K u .Ž . Ž . Ž .i i i  i i  i
Ž² :² :. Ž² :. Ž² :.Thus, to prove T u u  T u T u , it suffices to show thati  i i  i i
    ² i ,  :  ² :² : ² :² : ² :u u K  u u K  g u ,Ý  i i i   i  i  i i i
i
where we use the fact that
 Ž i , s  .  Ž i ,  . i² : ² : ² :K u  u K  u K by Lemma 2.8.1Ž .i     i   ii i i
and if g   0 and V  V  V , then V contains no direct summand i   i 
isomorphic to V . Hence we have to show thati
    ² i ,  :  ² :² : ² :² : ² :u u  u u  g u K ,Ý  i i    i   ii i i
² :rep- S i
 Ž i.where K  K . In rep- S , V is a simple injective and V  rep-i i i i  i
² :  i  S i , so g  0 for all V  rep- S . By Proposition 3.8 we havei  i  i
²  :² : ² :²  :u u  u u  i i  i i
² : ² :  ²  : 	 u , u K r uŽ . Ž .i i i i  i
2 Ž i. a a i  i ² i , s  : Ž i , s  .   i i i ² : K  g uÝi i   i ia ai  ² :rep- S i i
2 Ž i.  ² i ,  :²  : g  u K by Lemma 2.8.3Ž .Ý  i   ii
² :rep- S i
² i ,  :  ² : g u K .Ý  i   ii
² :rep- S i
Ž² :² :. Ž² :. Ž² :.This shows that T u u  T u T u . By the induction, it isi  i i  i i
easy to see that
² :² :Žm. ² : ² :Žm.T u u  T u T u .Ž . Ž .ž /i  i i  i i
Combining Proposition 2.9 and Lemmas 4.2.1 and 4.2.2, the following is
a consequence.
PROPOSITION. For any  , P, we hae
² :² : ² : ² :T u u  T u T u .Ž .Ž . Ž .i   i  i 
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Ž . Ž .4.3. Symmetrically we define a morphism T :  A D  A given byi i
 ²0 , t i: t  ² : ² : ² :T u  K u uŽ . Ž .i  i i  i 0 t !i
² , t i: ² :Ž t .²  : K u ut i i  i 0
for all P, where we write V  V  tV and V contains no direct  i 0 0
summand isomorphic to V . By definition we havei
² :Ž t .² : ² :Ž t . ² :T u u  T u T uŽ .Ž . Ž .i i  i i i 
for any P. In particular,
² : ² :T u  K u .Ž .i i i i i
Similarly, we have
PROPOSITION. For any  , P, then
² :² : ² : ² :T u u  T u T u .Ž .Ž . Ž .i   i  i 
4.4. Of course, we can extend the action of T to the torus algebra, byi
setting
T K  KŽ .i  s i
 for   I . It is obvious that
² : ² :T K u  T K T uŽ .Ž . Ž .i   i  i 
 for all   I and P. We also have the following relations in the
Double RingelHall algebras.
PROPOSITION. For all P, we hae
Ž . Ž² :² : ² :² :. Ž² :. Ž² :. Ž² :.1 T u u  u u  T u T u  T u i i   i i i i  i 
Ž² :.T ui i
Ž . Ž² :² : ² :² :. Ž² :. Ž² :. Ž² :.2 T u u  u u  T u T u  T u i  i i  i  i i i i
Ž² :.T u .i 
Ž .Proof. We only prove 1 . First, if  i, it is easily checked since
 2 Ž i.
   ² :² : ² :² :u u  u u  K  K .Ž .i i i i i iai
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Second, if V has no direct summand isomorphic to V , then g   0, i i
Ž² :.hence r u  0 since i is a sink of S . Therefore, by Proposition 3.8i 
and the definition of r in 3.3,i
a    2 Ž i. ²  , i: Ž  , i.  ² :² : ² :² : ² :u u  u u   g u K ,Ýi   i  i  iaP
² :one sees that V  rep- S i automatically. It follows that
² :² : ² :² :T u u  u uŽ .i i   i
a2 Ž i. ²  , i: Ž  , i.  ² :  g T u KŽ .Ý  i i  iaP
2 Ž i. ² si  , i: Ž si  , i.  i ²  :  g u KÝ i    ii i
P
by Lemmas 2.8.1 and 2.8.3Ž .
 Ž i. ² si, i: Ž si, i.  i ²  :  g u K .Ý i    ii i
P
On the other hand, since i is a source of  S and V is a injective modulei i
² : Ž . Ž .in  S , if V  rep- S i , then Hom V , V  Ext V , V  0 in rep- S ;i   i i 
Ž . Ž .correspondingly, Hom V , V  Ext V , V  0 in rep- S . Thus,i     i ii i
² :²  : Ž i , si.²  :² : ² si, i:  i ²  :u u  u u   g u .Ýi     i i   i i i i
P
It follows that
² : ² : ² : ² :T u T u  T u T uŽ . Ž . Ž . Ž .i i i  i  i i
   ² :² : ² : ² : K u u  u K uŽ .i i     i ii i
 Ž i.Ž si, i.² :²  :  Ž i.²  :² : u u K  u u Ki   i   i ii i
 Ž i. Ž si, i.² si, i:  i ²  :  g u K .Ý i    ii i
P
Therefore,
² :² : ² :² : ² : ² : ² : ² :T u u  u u  T u T u  T u T u .Ž . Ž Ž . Ž . Ž .i i   i i i i  i  i i
By Propositions 3.8 and 4.2, for all P we easily see that
² : ² :² : ² :² :T u u u  u uŽ .Ž .i i i   i
² : ² :² : ² :² : T u T u u  u u .Ž . Ž .i i i i   i
Then, by the induction the proof is finished.
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4.5. Now the main result of the section can be stated as follows.
 THEOREM. Let i be a sink. For all P and   I , we write
V  V  tV where V has no direct summand isomorphic to V . Then  i  i0 0
operator T defined asi
² : ² , t i: ² :Ž t .²  :T u  K u u ,Ž .i  t i i  i 0
² : ² , t i: ² :Ž t .²  :T u  K u u ,Ž .i  t i i  i 0
T K  K ,Ž .i  s Ž .i
Ž . Ž . Ž .induces a   -algebra isomorphism: D A D  A .c c i
Ž . Ž .Proof. One sees that T T D  A . For any j I, if j i, ofi c i
course,
² : 1 ² :T u  K u D  A ;Ž .Ž .i i i i i c i
Ž² :. ²  :if j i, then T u  u . Note that V is an exceptional objecti j  Ž j.  Ž j.i i
²  : Ž . Žin rep- S , so u C  A by a result of Ringel for example, seei  Ž j. ii  . Ž Ž .. Ž .Z; CX, 5.2 or by Theorem 6.3 . Therefore, T C A D  A ; simi-i c i
Ž Ž .. Ž .larly, T C A D  A . In view of Propositions 4.2 and 4.3, to prove Ti c i i
is a homomorphism, it suffices to verify that T preserves the relationsi
 2 Ž j.
   ² :² : ² :² :u u  u u   K  KŽ .j k k j k j j jaj
for all k, j I.
If j i or k i, we have shown that, by Proposition 4.4, this relation is
preserved by the operator T . If none of j and k is i, according to thei
  Žformulae in Proposition 5.5 and Theorem 5.10 in X noting that i is a
.source of  S we have the relationi
 V Ž j.i   u u  u u   K  K .Ž . Ž j.  Žk .  Žk .  Ž j. k j s Ž j. s Ž j.i i i i i ia Ž j.i
  2 dim kV Ž j.iSince V  and a  a , the above relation is Ž j.  Ž j. ji i
 2 Ž j.
   ² :² : ² :² :u u  u u   K  K .Ž . Ž j.  Žk .  Žk .  Ž j. k j s Ž j. s Ž j.i i i i i iaj
This exactly means that
² : ² : ² : ² : ² :² : ² :² :T u T u  T u T u  T u u  u u .Ž . Ž .Ž . Ž . Ž .i j i k i k i j i j k k j
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Ž . Ž .We have shown that T is a   -algebra homomorphism from D A toi c
Ž .D  A .c i
 4.6. Let i be a source of S . For all P and   I , we write
V  V  tV where V has no direct summand isomorphic to V . We can  i  i0 0
define the operator T  asi
 ² t i , 0: t    Ž i. ² : ² : ² :T u  u  K uŽ . Ž .i    i ii 0 t !i
² t i , :²  :² :Ž t . u u K ,  i t ii 0
 ² t i , 0: t    Ž i. ² : ² : ² :T u  u  u KŽ . Ž .i    i ii 0 t !i
² t i , :²  :² :Ž t . u u K ,  i t ii 0
T  K  K .Ž .i  s Ž .i
 Ž .By a similar way, we can prove that T induces a   -algebra homomor-i
Ž . Ž .phism from D A to D  A .c c i
4.7. Now, we come back to the situation where i is a sink of S . Then i
Ž .is a source of  S . Therefore we have the induced   -algebra homo-i
 Ž . Ž .  morphism T : D  A D A . It is easily seen that T T  1 and T Ti c i c i i i i
Ž . Ž . Ž . 1. So we have shown that T : D A D  A is a   -algebrai c c i
 Ž . Ž .isomorphism, whose inverse is T : D  A D A . The proof of Theo-i c i c
rem 4.5 is finished.
 4.8. By a similar method as in SV , it can be verified that the operator
Ž .T preserves the relation 6 in 3.6. So we have the following result due toi
Sevenhant and Van den Bergh.
Ž .THEOREM. Let i be a sink. Then the operator T gies a   -algebrai
Ž . Ž .isomorphism D A D  A .i
Proof. It remains to show that T preserves the relationi
a ²  ,  : Ž ,  .   ² : ² :4.8.1  g K u r uŽ . Ž .Ý      a  , 
a² ,  : Ž  ,  .   ² : ² :  g K u r u ,Ž .Ý     a , 
² : Ž .where V , V  rep- S i , respectively. Indeed, the left hand side of 4.8.1 
may be rewritten as
a a a  ² ,  :² , : Ž ,  .    ² :² :4.8.2 l  g g K u u ,Ž . Ý      a a   ,  , 
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² :where we see that  ,   rep- S i automatically; however, this is not
the case for the V . We need the following facts:
4.8.3Ž .
  ² :If i is a sink, V , V  rep- S i , then g  g g .Ý   , t i  , t i 

² :   4.8.4 If i is a source and V , V  rep- S i , then g  g g .Ž . Ý  t i ,  t i ,  

² : ² :Now, assume V  V  tV , where V  rep- S i . Then u    i   
²  , t i:² :Ž t .² : Ž . u u . Applying T to 4.8.2 yieldsi   i
a a a2   ² ,  :² , : Ža ,  . t ² i , i: tŽ i ,  .²   , t i:4.8.5 Ž . Ý a a   ,  ,   , t
  ²  :² :Ž t .²  : g g K u u u .  ,  t is     i   i i i
 Ž .  2² t i,  :Noting the fact a  a  a a Hom tV , V  a a , we  t i   t i i     t i
Ž .write 4.8.5 as
 ² ,  :² , : Ž ,  . t 2² i , i: Ž t i ,  .2² t i ,  :²   , t i:g  g g Ý   t i  
 ,   ,  ,   , t
a a a a    t i Ž t .  ² :² : ² : K u u u .t is     i   i i ia a 
² :The terms in the last sum can be non-zero only if  rep- S i . Recall
that
a g   a g  i  ,  , t i  t i ,  i
2 ²  , t i:a  a a Hom V , tV  a aŽ .  t i    t i    i   t ii i i
and
²  : ² t i , si:²  :² :Ž t . ² t i ,  :²  :² :Ž t .u  u u  u u  t i    i    ii i i
since i is a source for  . Therefore, we may rewrite the terms wherei
² : ,  S i as
 ² ,  :² , : Ž ,  . t 2² i , i: Ž t i ,  .2² t i ,  :²   , t i:² t i ,  :Ý
 ,   ,  ,   , t
a a a a        t ii i i       i i i ² :² : g g g K u u        t i  t is    t i   i i i i i i i ia a   i i
  ² ,  :² , : Ž ,  . t 2² i , i: Ž t i ,  .2² t i ,  :²   , t i:² t i ,  :2²  , t i:Ý
 ,   ,  ,   , t
a a a  t i     i i i     i i ² :² :g g K u u .  t i ,       t is    t i   i i i i i i ia a   i i
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Noting that
s  ti s  , s  s  ti ,    ,     ,i i i i
 in  I , we see that
 ² ,  :² , : Ž ,  . t 2² i , i: Ž t i ,  .2² t i ,  :²   , t i:² t i ,  :2²  , t i:
 ² si , si :² si , si: Ž si , si . .
Hence we obtain
a a a  ² s  , :²  , s : Ž  ,  .      i i i i ² :² :T l   g g K u u .Ž . Ýi   ,    a a    ,  ,  i i
Ž .Applying T to the right side of 4.8.1 , we get the entirely similar formi
a a a   ² s  ,  :² , s : Ž ,  .      i i i i ² :² : g g K u u .Ý   ,      a a    ,  ,   i i
Ž . ² :Thus T preserves the relations 6 in 3.6 for V , V  rep- S i . The proofi  
is completed.
5. SOME PROPERTIES OF BGP-REFLECTION OPERATORS
5.1. Again we assume that i is a sink for S . Let
 ² :  ² : A i   A 	 rep- S i ,Ž . Ž .
Ž . Ž . ² : ² :i.e., the   -subspace of  A generated by u with V  rep- S i . 
Ž .² : Ž . Ž .It is easy to see that  A i is a   -subalgebra of  A , hence of
Ž .H A . Similarly, let
 ² :  ² :  A i    A 	 rep- S iŽ . Ž .i i i
Ž . Ž . ² : ² :the   -subalgebra of   A generated by u with V  rep- S i .i   i
Obviously, we have
 ² :  5.1.1  A i  x  A 	 T x  H  A 4Ž . Ž . Ž . Ž . Ž .i i
 ² :     A i  x   A 	 T x  H A . 4Ž . Ž . Ž . Ž .i i i
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  Ž .² : Ž .² :Let T be the torus algebra of  I , H A i  T  A i , and
Ž .² : Ž .² :H  A i  T   A i . We havei i
 ² :Ž t .  ² : A  u  A i , andŽ . Ž .Ý i
t0
 ² :Ž t .  ² :H A  u H A iŽ . Ž .Ý i
t0
  ² :² :Ž t .  A    A i u , andŽ . Ž .Ýi i i
t0
  ² :² :Ž t .H  A  H  A i u .Ž . Ž .Ýi i i
t0
Ž .² : Ž .² : Ž .² :Dually, the subalgebras  A i ,   A i , H A i , andi
Ž .² :H  A i can be defined and the same relations as above can bei
obtained.
By the definition of the derivations, it is easy to check
 ² :  5.1.2  A i  x  A 	 r x  0 , 4Ž . Ž . Ž . Ž .i
 ² :   A i  x   A 	 r x  0 . 4Ž . Ž . Ž .i i i
Ž² :. Indeed, if r u  0, then g  0 for all P. There is noi  i
extension of the form
0 V  V  V  0.  i
This implies that V is not a direct summand of V . It follows thati 
² : Ž .² : ² : u   A i . Conversely, if V  rep- S i then g  0 for all  i
Ž² :.P since i is a sink of S . Therefore, r u  0. The first relation ini 
Ž .5.1.2 is verified. It is similar for the second.
Ž .² : Ž .² :Since T :  A i    A i are isomorphisms, thereforei i
 ² :  ² :5.1.3 T  A i    A iŽ . Ž . Ž .Ž .i i
 ² :  ² :T  A i    A i .Ž . Ž .Ž .i i
5.2. The following property is our main concern in this section.
Ž . Ž . Ž .PROPOSITION. Let i be a sink and 	 : H A  H A   the
skew Hopf pairing defined as in 3.6. Then
	 T x , T y  	 x , yŽ . Ž . Ž .Ž .i i
Ž .² : Ž .² :for all x H A i and y H A i .
XIAO AND YANG228
² :  Proof. Let V and V belong to rep- S i ,  ,    I . Then  
² : ² :	 T K u , T K uŽ . Ž .Ž .i   i    
²  : ²  : 	 K u , K uŽ .s Ž .   s Ž .   i i i i
Ž siŽ . , siŽ .. Ž siŽ  . , siŽ .. Ž siŽ . , siŽ  .. Ž siŽ  . , siŽ  ..a1  Ž  .  Ž  . Ž  .i i i
Ž  ,  .Ž  ,  .Ž ,  .Ž  ,  .a1  
² : ² : 	 K u , K u .Ž .     
The result follows.
5.3. It is easy to see that
tt t  tŽ t1.2 1² : ² :  5.3.1 	 u , u  t !  Ž . Ž .Ž .i i i i i i
 Ž i.    for all i I and t, where   , t !  t ! . Therefore we havei i  Ž i.
the following
Ž .² : Ž .² :PROPOSITION. Let x  A i , y  A i . Then
Ž . Ž Ž .² :t Ž .² :t. Ž . tŽ t1.2  Ž 1 .t1 	 T x u , T y u  	 x, y  t !   .i i i i i i i i
Ž . Ž² :t Ž . ² :t Ž .. Ž . tŽ t1.2  Ž 1 .t2 	 u T x , u T y  	 x, y  t !   .i i i i i i i i
² : ² :Proof. It suffices to show the equations for u and u with V ,  
² : Ž .V  rep- S i . To prove Eq. 1 , we only need to show
²  :² :t ²  :² :t ² : ² : ² :t ² :t5.3.2 	 u u , u u  	 u , u 	 u , uŽ . Ž . Ž .ž /  i   i   i ii i
Ž Ž² :. Ž² :. Ž²  : ²  :. Ž² : ² :.since 	 T u , T u  	 u , u  	 u , u . It is noti  i       i i
difficult to obtain that
² :t t1 ² :t1 5.3.3 r u  t u .Ž . Ž . ii i i i
Ž . Ž²  :.We prove Eq. 5.3.2 by using induction. For t 1, note that r u  0i  i
² :since V  rep- S i and i is a source of  S . According to Lemma  i ii
3.7,
²  :² : ²  :² :	 u u , u uŽ .  i   ii i
² : ² : ²  :² : ²  : 	 u , u 	 r u u , uŽ . Ž .ž /i i i   i  i i
² : ² : ²  : ² : ²  : 	 u , u 	 u r u , uŽ . Ž .Ž .i i   i i  i i
² : ² : ² : ² : 	 u , u 	 u , u .Ž .Ž .  i i
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Ž .Now, we assume that Eq. 5.3.2 is true for t. Because
² :t1 ² :t1 ² :t ² :t t ² : ² : 	 u , u  	 u , u  t 1 	 u , u ,Ž .Ž . Ž . ii i i i i i i
we have that
²  :² :t1 ²  :² :t1	 u u , u už /  i   ii i
² : ² : ²  :² :t1 ²  :² :t 	 u , u 	 r u u , u uŽ . ž /ž /i i i   i   ii i
² : ² : ²  : ² :t1 ²  :² :t 	 u , u 	 u r u , u uŽ . Ž .ž /i i   i i   ii i
² : ² : t ²  :² :t ²  :² :  	 u , u  t 1 	 u u , u uŽ . ž /ii i i   i   ii i
² : ² : t ²  : ²  : ² :t ² :t  	 u , u  t 1 	 u , u 	 u , uŽ . Ž . Ž .ii i i     i ii i
²  : ²  : ² :t1 ² :t1 	 u , u 	 u , u .Ž . Ž .    i ii i
Ž . Ž .So Eq. 1 is verified. The proof of 2 is similar.
6. COMPARING BGP-REFLECTION OPERATORS WITH
LUSZTIG’S SYMMETRIES
Ž .6.1. We have obtained in Theorem 4.5 that if i is a sink source of ,
Ž . Ž . Ž . Ž .then T T is a   -algebra isomorphism: D A D  A . In thisi i c c i
section, we focus on comparing T with T . First, we state one observationi i, 1
Ž  .as follows also see R3 .
2 i , jŽ .PROPOSITION 6.1. Let i j I, and n .
i , iŽ .
Ž . Ž .1 If i is a sink, then in H A we hae
n
t Ž t . Žnt .t² : ² : ² :² :u  1  u u u ,Ž .Ý i i j i
t0
where P is the unique class of indecomposable modules with the dimen-
sion ector e  ne .j i
Ž . Ž .2 If i is a source, then in H A we hae
n
t Žnt . Ž t .t² : ² : ² :² :u  1  u u u ,Ž .Ý i i j i
t0
where P is the unique class of indecomposable modules with the dimen-
sion ector e  ne .j i
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Ž . Ž .Proof. We only prove the case 1 ; the case 2 is its dual. Assume i is a
² : Ž . Ž .sink; then e , e  0 and Ext V , V  Ext V , V  0. First, it is easyi j A i j A i i
to see that
nt nt .Ž t n2² :² :² : ² : u u u  c t u ,Ž . Ž .Ýi j i i  
P
where
c t  g  .Ž . i i  i j i i  i
t nt
Ž .Now, fix P. In order that c t  0, V must have a composition 
series with n factors of the form V and one factor isomorphic to V . Let Ni j
be a direct summand of V of minimal length which has the composition
factor V . Then V N sV for some s 0. By the proof of R2, Part III.j  i
2, Proposition , we see that
s  6.1.1 c t  	 t !	 n t ! , if t s, andŽ . Ž . ž /s t i
c t  0, if t s.Ž .
Ž .If s 0 in 6.1.1 , then
tŽ t1.n s it t stŽ t1.6.1.2 1 c t  1   0.Ž . Ž . Ž . Ž .Ý Ý i s t 	 n t !	 t !Ž . iit0 t0
Ž .If s 0 in 6.1.1 , then V is uniquely determined by V and V ; in fact, V i j 
is indecomposable projective in the category of modules which have
composition factors isomorphic to V and V ; in this casei j
c t  0, if t 1, and c 0 	 n ! , if t 0.Ž . Ž .  i
Thus,
n
t Ž t . Žnt .t² : ² :² :1  u u uŽ .Ý i i j i
t0
n t it t nt² :² :² : 1 u u uŽ .Ý i j i   n t ! t !Ž . it0
n .tŽ t1.Ž t nn  2it 1Ž .Ý  	 n t ! 	 t !i it0
n .Ž t n ² :  c t u by Lemma 2.10 and 2 Ž . Ž .Ž .Ýi  ž /
P
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n tŽ t1. it ² : 1 c t uŽ . Ž .Ý Ý   	 n t ! 	 t !i it0P
n tŽ t1. it ² : 1 c t uŽ . Ž .Ý Ý  ž / 	 n t ! 	 t !i is0 t0
1
² : c 0 u the case s 0Ž . Ž . 	 n !i
² : u by 6.1.2 .Ž .Ž .
Ž . Ž .6.2. Recall that we have the GreenRingel isomorphism D A U c q
Ž . Ž . Ž .in 3.10 . So we have the canonical isomorphism D A D  A byc c i
² : ² :mapping u  u and K  K for a sink i I. Therefore we cani i i i
Ž . Ž .identify D  A with D A under this canonical isomorphism. Then T isc i c i
Ž . Ž .an automorphism D A D A .c c
Ž . Ž .6.3. THEOREM. a Let i be a sink. Then the isomorphism T : D Ai c
Ž .   ² :D A coincides with T . Namely, T  T if we identify u with E ,c i, 1 i i, 1 j j
 ˜² :u with  F , and K with K for j I.j j j j j
Ž . Ž . Ž .b Let i be a source. Then the isomorphism T : D A D Ai c c
 Ž    .coincides with T see the definition of T and T in L1, Chap. 37 .i,1 i, 1 i,1
Ž .Proof. a Assume i is a sink in . Then it is a source in  , andi
² :V is a unique indecomposable module in rep- S i with dimension Ž j. ii
vector
dim V  e  ne , Ž j. j ii
2 i , jŽ .where n . Thus, we have by Proposition 6.1,
i , iŽ .
r Ž s. Ž r .r² : ² : ² :² :u  1  u u u .Ž .Ý Ž j. i i j ii
rsn
Hence
r Ž s. Ž r . r   ² : ² : ² :² :T u  1  u u u .Ž .Ž . Ýi j i i j i
rsn
To prove T coincides with T , it suffices to show that T and T have thei i, 1 i, 1 i
same effect on generating sets. It can be easily seen by identification of
² : ² :u with E , u with  F , and 4  4 4  4j j j j jjI jI jI jI
˜K with K . 4 ½ 5j jjI jI
Ž .The proof of b is similar.
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7. ACTIONS ON INTEGRABLE MODULES
Ž .7.1. Let , d be a valued graph,  an orientation of it. Let S be a
Ž .reduced k-species of , d,  , and A the tensor algebra of S . An
Ž .orientation  of , d is said to be admissible if there is an ordering
k , k , . . . , k of  such that each vertex k is a sink with respect to the1 2 n t
orientation s  s s  for all 1 t n. Such an ordering is called ank k kt1 2 1
admissible ordering for . Now, let k , k , . . . , k be an admissible order-1 2 n
ing of  with respect to . Then, according to Section 4, T is defined onk1
Ž . Ž .D A , T is defined on D  A , and, in general, T is defined onc k k k2 1 t
Ž .D     A for 1 t n.k k kt1 2 1
Ž . Ž . Ž .As a   -algebra, D A is the subalgebra of D A generated byc
² :4 n ² :4 n  4nu , u , and K . It follows that from GreenRingeli i1 i i1  i i1
Ž .Theorem in 3.10 that we have the canonical   -algebra isomorphism
7.1.1 D A D    AŽ . Ž . Ž .c c k kt 1
by setting u u , u u and K  K for all i I. Therefore, wei i i i i i
Ž . Ž .identify D A with D    A for 1 t n along these canonicalc c k kt 1
isomorphisms.
Ž .According to Theorem 4.5, we have the isomorphisms T : D A i c
Ž .  Ž . Ž .D  A and T : D  A D A if i is a sink. So by the canonicalc i i c i c
Ž .  Ž .isomorphism 7.1.1 , we can view T and T as automorphisms of D A .i i c
 Ž .7.2. Lusztig first defined operators T on any integrable U  -modulei, e q
Ž . V e1 ; then, he deduced the corresponding automorphisms T ofi, e
Ž . U  and showed that the T satisfy braid group relations. In thisq i, e
Ž .section, we first define an action T on all integrable simple modules L i
 Ž . Ž . Ž .and L  in a global way. Then we give the formula T  for  L  ,i
which is the same as the one defined by Lusztig.
Ž .7.3. A weight  is said to be dominant if , i  0 for all i I.
Given a dominant weight , let
² : ² :ni17.3.1 J  D A u  D A uŽ . Ž . Ž .Ý Ý c i c i
iI iI
 D A K  Ž , i. ,Ž . Ž .Ý c i
iI
2  , iŽ .where n  and the quotient modulei i , iŽ .
D AŽ .c
7.3.2 L   .Ž . Ž .
J
Ž .According to the theory of quantum groups, L  is a simple integrable
Ž .module of D A and is uniquely determined by . We denote by  thec 
coset of 1, which is a highest vector of weight .
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We now define an action T and T , i I, on integrable simple modulesi i
Ž . Ž . Ž .L  of D A with  dominant. Fix any i I; we define a map T : L c i
Ž . L  by
² :Žni.7.3.3 T x    T x  u Ž . Ž . Ž .i  i i 
Ž . Ž .for any xD A . This is well defined. Indeed, L  can be made into ac
Ž .new D A -module defined asc
7.3.4 x T x  Ž . Ž .i
Ž . Ž . Ž .for all xD A and  L  . We denote this module by L  *; notec
Ž . Ž . 	 ² :Žni.that as a space L  * L  . On the other hand, let   u  . i 
	 Ž .Then clearly   0 in L  *. If j i, by Theorem 6.3 we have
r Ž s. Ž r . r   ² : ² : ² :² :T u  1  u u u .Ž .Ž . Ýi j i i j i
rsai j
According to the formulae
² :Ž r .² :Ž s. ² :Ž s.² :Ž r .u u  u ui j j i
and
, iŽ .
r s 2tŽ r . Ž s.  t² : ² :7.3.5 u u   1 Ž . Ž . i , iÝ Ž .i i  i
t0 t i
² :Ž st .² :Ž rt . u u i i 
Ž  .cf. L1, 3.4.2 , we see that
² : 	 ² : 	u   T u Ž .j  i j 
r Ž s. Ž r . Žn .r     i² : ² :² : ² : 1  u u u u Ž .Ý i i j i i 
rsai j
 0.
If j i, then
² : 	  Ž i.² : ² :Žni.u   u K u   0,i  i i i 
² :Žni1 .since u   0. Alsoi 
K 	 T K 	 Ž si  , si.	 Ž ,  .	Ž .  i    
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  	 Ž . 	 Ž .	for any   I since   L  . This means that   L  is a s Ž.  i
highest vector of weight . Therefore, there is a unique homomorphism
Ž . Ž . Ž .T : L   L  * as D A -modules such thati c
T   	 .Ž .i  
Ž . Ž .Because both L  and L  * are simple,
T : L   L  *Ž . Ž .i
Ž . Ž . Ž .is an isomorphism as desired. One sees that T x  T x T  for alli i i
Ž . Ž .xD A and  L  .c
 Ž .In a similar way, we may define another action T on L  . Explicitly,i
n Žn . i n  ii ² :T x    1  T x u  .Ž . Ž . Ž .i  i i i 
One can prove that T  is just the inverse of T . Indeed,i i
  ² :Žni.T T   T u Ž . Ž .i i  i i 
 ² :Žni.  T u T Ž .Ž .i i i 
2 nŽn . Žn .in  n i ii i² : ² : K u 1  u Ž .i n i i i i i
n 2 ni in n ni i i 1  1  K  by 7.3.5Ž . Ž . Ž .Ž .i i n i i
  .
Ž .Similarly, T T    .i i  
7.4. Remark. It is easy to see that
² : ² : ² : ² : : u  u , u  u , and K  Ki i i i i i
Ž . Ž .induce a unique automorphism of D A . Let L  be an integrablec
Ž .simple D A -module with  a dominant weight; we define a new modulec
 Ž .  Ž . Ž . Ž .L  as follows: the L  have the same underlying   -space as L  .
Ž Ž .. Ž . Ž .By definition L   L  for any weight. For any uD A , the  c
 Ž . Ž . Ž .operator u on L  coincides with the operator  u on L  . It is easy
to see that
D AŽ .cL   ,Ž . n 1  ni i² : ² :Ý D A u Ý D A u Ý D A K Ž . Ž . Ž . Ž .i c i i c i i c i i
Ž .as D A -modules. One sees that when  is considered as an element ofc 
 Ž .  Ž . Ž .L  , then   L  . Since T is well defined on L  , T can be  i i
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 Ž . Ž . Ž . Ž .defined on L  in the natural way. Of course, T x  T x T  for alli i i
 Ž . Ž . L  and xD A .c
Ž . Ž . Ž .7.5. We have constructed the   -linear map T : L   L  for anyi
dominant weight  such that
² :Žni.T   u  and T x  T x  T  ,Ž . Ž . Ž . Ž .i  i  i i i
Ž . Ž .for all xD A and  L  , where  is a dominant weight and  is ac 
2 i , Ž .highest weight vector, and n  . Now, we have the following theo-i i , iŽ .
rem.
Ž . Ž .THEOREM. For any integrable simple D A -module L  with  domi-c
nant we hae
a c² :Ža.² :Žb.² :Žc. T    u u u  ,Ž . Ž . Ýi i i i i
a, b , c0, abcm
2 i , Ž .Ž .for all  L  and m . i , iŽ .
7.5.1. Remark. By a similar discussion, one sees that
a c² :Ža.² :Žb.² :Žc.T    u u u Ž . Ýi i i i i
a, b , c0;abcm
2 i , Ž .Ž Ž .. Ž Ž . .for all  L  note that  L  with m . In fact,  i , iŽ .
Ž . Ž .this is just the another form of  in L  .
Ž .7.5.2. Remark. Given an integrable D A -module V, it is also anc
Ž . 1Ž . Ž .integrable U  -module defined by x  x  for xU  andq q
Ž . Ž . V, where  is the isomorphism in 3.10 . Now, let  L  . Then we
have
a c² :Ža.² :Žb.² :Žc.T    u u u Ž . Ýi i i i i
a, b , c0; abcm
m bm bac Ža. Žb. Žc. 1  1  F E F Ž . Ž .Ž .Ýi i i i i
a, b , c0; abcm
 T  .Ž .i , 1
Ž . This means that the operator T on L  coincides with the operator Ti i, 1
Ž .on L  .
To prove Theorem 7.5, we first introduce some basic lemmas.
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7.6. Let
m
k Žmk . Žk .kŽm1r .   ² : ² :² :b m  1  u u uŽ . Ž .Ý i i j i
k0
Ž .for all m 0. One sees that for all m r, b m  0 by the quantum
2 i , jŽ . Ž . Ž² :.Serre’s relation, where r . By Theorem 6.3, b r  T u ; it isi ji , iŽ .
easy to see that
² :² : r² :² :u u  u ui  Ž j. i  Ž j. ii i
since there is no non-trivial extension of V by V . It follows thati  Ž j.i
² :Žk . k r² :Žk .7.6.1 b r u  u b r .Ž . Ž . Ž .i i i
LEMMA. We hae for all integers m, k 0,
k
t m tŽk .² :7.6.2 b m u  1Ž . Ž . Ž .Ýi t it0
kŽ r2 m. tŽk1.² :Žkt .  u b m tŽ .i i
k
rm tŽk . Žkt . k t  t² : ² :7.6.3 b m u   u b m t K .Ž . Ž . Ž .Ýi i i it it0
Proof. Let
m
p pŽm1r . Žmp. Ž p.b m  1  F F FŽ . Ž .Ý i i j i
p0
Ž . Ž .for all m 0. By Theorem 3.10, Eqs. 7.6.2 and 7.6.3 are equivalent to
 the following, which are given in Jan, 8.9 , respectively,
k
p m pŽk . kŽ r2 m.pŽk1.7.6.4 b m F  1 Ž . Ž . Ž .Ýi im ip0
 F Žkp.b m pŽ .i
k
p rm pŽk . pŽkr .7.6.5 b m E  1 Ž . Ž . Ž .Ýi ip
ip0
 E Žkp.b m p K pŽ .i i
and we have the result.
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7.7. LEMMA. If
a c² :Ža.² :Žb.² :Žc.T    u u u Ž . Ýi i i i i
a, b , c0, abcs
2 i , Ž .Ž .for  L  , where s , then i , iŽ .
² : a c² :Ža.² :Žb.² :Žc. ² :T u    u u u u  ,Ž . Ž .Ýi j i i i i j
a, b , c0, abcs
2 i ,  jŽ .where s  s r.
i , iŽ .
p² :Žc. pŽ s2 c.² :Žc.Proof. By definition we have K u  u  for alli i i i
p, c 0 and
² : ² :T u   T u T   b r T  .Ž . Ž . Ž .Ž . Ž .i j i j i i
Ž . Ž . Ž .On the other hand, by the formulae 7.6.1 , 7.6.2 , and 7.6.3 , we have
b r T Ž . Ž .i
a c ² :Ža.² :Žb.² :Žc.  b r u u u Ž .Ý i i i i
a, b , c0, abcs
aŽcr .² :Ža. ² :Žb.² :Žc.  u b r u u Ž .Ý i i i i
a, b , c0, abcs
Ž .min b , r
Ža. Žbp.aŽcr .  pb ² : ² :  u  uÝ Ý i i i i
a, b , c0, abcs p0
p² :Žc.b r p K u Ž . i i
Ž .min b , r c
aŽcr .pŽbs2 c. Ý Ý Ý i
a, b , c0, abcs p0 q0
q r p qŽa. Žbp.  cŽr2 p.qŽc1.² : ² : u u 1 Ž .i i iq
i
² :Žcq. u b r p q Ž .i
q r p qaŽcr .pŽbs.crqŽc1. 1 Ž .Ý Ý Ý i q
ip qa, b , c0, abcs
² :Ža.² :Žbp.² :Žcq. u u u b r p q  ,Ž .i i i
Ž . Ž .for all summands a b p  c q  s h, where h p q. Note
Ž .that b r p q  0 for q p. Replace b by b p and c by c q.
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Ž . Ž . ² :Ža.² :Žb.² :Žc.Then b r T  is a linear combinations of terms u u u bi i i i
Ž .r h  with a, b, c, h 0 and a b c s h. The coefficient of
² :Ža.² :Žb.² :Žc. Ž .u u u b r h  is equal toi i i
rh
q r p qaŽcqr .pŽbps.Žcq. rqŽcq1.1 Ž .Ý i q
iq0
rh
q r haŽcr .crhŽbsh. qŽ rh1. 1 Ž .Ýi i q
iq0
since p h q and a b c s h. However,
rh
q r hq Ž rh1.1    , 0Ž .Ý i rhq
q0
and for h r, aŽcr .crhŽbsh.a c. So we geti i
a c² :Ža.² :Žb.² :Žc.b r T    u u u b 0  ,Ž . Ž . Ž .Ýi i i i i
a, b , c0; abcsr
2  j , iŽ . Ž . ² : ² : Ž .where b 0  u and u  L  with s  s r.j j j i , iŽ .
Hence
² : a c² :Ža.² :Žb.² :Žc. ² :T u    u u u u  .Ž . Ž .Ýi j i i i i j
a, b , c0; abcs
2 i , Ž . Ž . ² :7.8. LEMMA. Let  L  with m . If u  0, then ii , iŽ .
a c² :Ža.² :Žb.² :Žc. ² :Ž p. u u u u Ž .Ý i i i i i
a, b , c0, abcm
p Žh.pŽh1. ² : 1  u  ,Ž . i i
i ,  piŽ .where m m 2 p and hm p with p, h 0.
i , iŽ .
² :Ž p. Ž .Proof. Note that u  L  . Assume that a b cmi p i
2 p. We have
² :Ža.² :Žb.² :Žc.² :Ž p.u u u u i i i i
c p Ža. Žb. Žcp.  ² : ² : ² : u u u i i ic i
t b c hc p Ža. Žcpt . Žbt .t   ² : ² : ² : 1  u u u  .Ž .Ý i i i ic bi it0
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² :Žbt .Now, u  0 if b t, thus,i
² :Ža.² :Žb.² :Žc. ² :Ž p.u u u u Ž .i i i i
a pb c p Žh.hb ² : 1  u  .Ž . i iac b ii i
However,
a p pc pb hbac Žh1. p1   1 Ž . Ž .Ý i ip ab iia, b , c0; abchp
Ž  .for any p, h 0 see L1, Proposition 5.2.2 ; it follows that
a c² :Ža.² :Žb.² :Žc. ² :Ž p. u u u u Ž .Ý i i i i i
a, b , c0; abcm
p Žh.pŽh1. ² : 1  u  .Ž . i i
Ž . ² : Ž . ² :Žn.7.9. LEMMA. Gien  L  , if u  0, then T   u , i i i
2 i , Ž .where n .
i , iŽ .
Proof. We use the induction. By definition, we have
² :Žni.T   u  .Ž .i  i 
Ž . ² :Žm. ² :Assume T   u  provided u  0 with   and i i i
2 i , Ž . Žm1.Ž . ² :L  , where m  . It follows that u   0 since ii , iŽ .
Ž² : . ² :Žm1.T u   b u  for some b 0.i i i
First, by assumption and Lemma 7.8 we have
a c² :Ža.² :Žb.² :Žc.T    u u u  .Ž . Ýi i i i i
a, b , c0, abcm
² : ² :Now, consider  u  with u  0; clearly, j i. If  0,j i
there is nothing to verify. If  0, then we have by Lemma 7.7
a c² :Ža.² :Žb.² :Žc.T    u u u ,Ž . Ýi i i i i
abcm
2 i , j Ž .where m m r. On the other hand, again by Lemma 7.8
i , iŽ .
we have
² :Žm. ac² :Ža.² :Žb.² :Žc.u   u u u .Ýi i i i i
abcm
Žm.Ž . ² :Hence T   u . The proof is completed.i i
XIAO AND YANG240
Ž .7.10. Now, we turn to prove Theorem 7.5. Let D i be the subalgebrac
Ž . ² : ² : of D A generated by u , u , and K .c i i i
Ž . Ž .L  can be viewed as an integrable D i -module by the natural way,c
Ž . Ž . Ž .thus L  is a direct sum of some simple D i -modules L m withc
Ž . Ž .integers m 0. Such direct summands L m of L  can be identified
with
D iŽ .c
m1  m² : ² :D i u D i u D i K Ž . Ž . Ž . Ž .c i c i c i i
Ž .as D i -modules for various integers m.c
Ž . ² : Ž . Ž .² :Žm.Let 0  L m ; then u  0 and T x  T x u  form i i i i
Ž . ² : ² :Žm.all xD i . It is easy to see that , u ,  u  form a basis ofc i i
Ž .L m . On one hand,
² :Ž p. ² :Ž p.T u   T u T  by 7.3.3Ž . Ž .Ž .Ž . Ž .i i i i i
2 Ž .p Žm.p  ² : ² : K u u  by Lemma 7.9Ž ..i pi i i
p 2 Žmp.p p ² : 1  K u Ž . i pi i
p 2 Žmp.p p2 pŽmp.pm ² : 1  u Ž . i i
p 2 Žmp.m pp p ² : 1  u Ž . i i
j Žh.pŽh1. ² : 1  u  ,Ž . i i
where hm p, h, p 0. On the other hand, combining Lemma 7.8 one
sees that
² :Ž p.T u Ž .i i
a c² :Ža.² :Žb.² :Žc. ² :Ž p.  u u u u  .Ž .Ý i i i i i
a, b , c0; abcm2 p
Ž .This means that for all  L m with nm, thenn
a c² :Ža.² :Žb.² :Žc.T    u u u .Ž . Ýi i i i i
a, b , c0; abcn
Thus, we have
a c² :Ža.² :Žb.² :Žc.T    u u u  ,Ž . Ýi i i i i
a, b , c0; abcm
2 i , Ž .Ž .where  L  and m . The result follows. i , iŽ .
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Ž . Ž .7.11. As a special case, if A is finite-type, then D A D A and anyc
Ž .integrable D A -module is a direct sum of some integrable simple mod-
Ž .ules L  with dominant weights . Thus, the definition of T in 7.3 can bei
naturally defined on V. In general cases, the formula in 7.5 provides us
Žwith a definition of the symmetries T , i I, in a local way due toi
.Lusztig . However, it has an advantage over the global definition of T ini
7.3. Namely it can be used to define T acting on every integrablei
Ž .D A -module.c
Ž . Ž .COROLLARY. Let V be any integrable D A -module. For any uD Ac c
Ž . Ž . Ž .and  V, we hae T u  T u T  for i I.i i i
Proof. Apply the slight modification of Lemma 7.7 and the action of 
Ž .cf. 7.4 and 7.5.1 .
8. BRAID GROUP RELATIONS
2 i , jŽ .8.1. Set a  for i, j I, wherei j i , iŽ .
i , j  dim V , dim V .Ž . Ž .i j
Ž .Then C a is a symmetrizable generalized Cartan matrix. There-i j i, j I
Ž  .fore, a classical result in the KacMoody algebra is that see K , if
Ž . Ž .d i, j  a a  3, then the order m i, j of s s is finite. Namelyi j ji i j
if d i , j  0, then m i , j  2Ž . Ž .
if d i , j  1, then m i , j  3Ž . Ž .
if d i , j  2, then m i , j  4Ž . Ž .
if d i , j  3, then m i , j  6Ž . Ž .
if d i , j  4, then m i , j  
.Ž . Ž .
8.2. Let  be the Cartan datum corresponding to A. Then the braid
 4group of type  is defined by the generators  and relationsi i I
8.2.1       Ž . i j j i
Ž . Ž .for i j I with m i, j 
 factors on both sides, where m i, j is the
order of s s in W. Namelyi j
8.2.2 if m i , j  2, then     Ž . Ž . i j j i
if m i , j  3, then       Ž . i j i j i j
if m i , j  4, then         Ž . i j i j j i j i
if m i , j  6, then              .Ž . i j i j i j j i j i j i
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Ž .Note that the second relation yields the classic braid group B n for  of
A -type. Our main result in this section is the following.n
Ž .8.3. THEOREM. For any i j in I such that mm i, j 
, then Ti
Ž . Ž .and T satisfy braid group relations 8.2.2 as operators acting on D A .j c
Proof. We will show that T and T satisfy the following braid groupi j
relations,
8.3.1 T T   T T  ,Ž . i j j i
Ž .where we have mm i, j factors on both sides.
Ž .It is easy to see that both sides of 8.3.1 coincide on the torus algebra T.
Ž .mŽ i, j. 2 2Because s s  1 and s  s  1 in the Weyl group, thereforei j i j
T T  K  K  K  T T  KŽ . Ž .i j  s s  Ž . s s  Ž . j i i j j i
 for all   I .
Ž .Let us first consider the case of rank 2. This means that Eq. 8.3.1 holds
² : ² :on u and u .i j
Ž . Ž .The case m i, j  2. Now d i, j  0, hence a  a  0. This meansi j ji
Ž . Ž .that the vertices i and j are not neighbours, so s j  j and s i  i.i j
    Ž² :. Ž² :. ² : Ž² :. Ž² : .Since T T u  T u  u K . T T u  T u K i j i i i i i j i i j i i
  ² : Ž² :. Ž² :.u K , we have T T u  T T u . In a similar way we get T T i i i j i j i i i j
² : ² :T T as acting on u and u .j i i j
Ž . Ž .The case m i, j  3. Now d i, j  1, hence a  a 1. It fol-i j ji
Ž . Ž . Ž . Ž .lows that s s i  j and s s j  i and  i   j . We havei j j i
T Tj i   ² : ² : ² : ² :u  u  u  u .i  Ž i.   Ž i. jj i j
Ž² :. ² : Ž² :. ² : Ž² :.thus, T T u  u and T T u  u . Also T T u i j i j i j i j j i j
² : Ž² :. ² :u , and T T u  u . Sincei j i j i
   ² i , i: ² : ² : ² : ² :T T T u  T T u K  u  K  u K ,Ž . Ž .i j i i i j i i j j j j
  ² : ² : ² :T T T u  T u  u K ,Ž . Ž .j i j i j j j j
² : ² :therefore we have T T T  T T T on u and u .i j i j i j i j
Ž . Ž .The case m i, j  4. Now d i, j  2, hence a a  2, and withouti j ji
loss of generality, we assume that a 2 and a 1. It follows thati j ji
Ž . Ž .s s s i  i and s s s j  j. We havej i j i j i
T TTj ji    ² : ² : ² : ² : ² :u  u  u  u  ui  Ž i.   Ž i.    Ž i. ij i j j i j
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and
TT Tji i    ² : ² : ² : ² : ² :u  u  u  u  u .j  Ž j.   Ž j.    Ž j. ji j i i j i
Thus,
  ² : ² : ² :T T T T u  T u K  u KŽ . Ž .i j i j i i i i i i
    Ž i. ² : ² : ² : ² :T T T T u  T T T u K  u  K  u K .Ž . Ž .j i j i i j i j i i i s s s Ž i. i ij i j
² : ² :Similar calculations show that T T T T  T T T T on u and u .i j i j j i j i i j
Ž . Ž .The case m i, j  6. Now d i, j  3, hence a a  3 and we mayi j ji
Ž .assume that a 3 and a 1. It follows that s s s s s i  i andi j ji j i j i j
Ž .s sjs s s j  j. We havei i j i
T TTj ji   ² : ² : ² : ² :u  u  u  ui  Ž i.   Ž i.    Ž i.j i j j i j
TT ji   ² : ² : ² : u  u  u    Ž i.      Ž i. ii j i j j i j i j
and
TT Tji i   ² : ² : ² : ² :u  u  u  uj  Ž j.   Ž j.    Ž j.i j i i j i
T Tj i  ² : ² : ² : u  u  u .    Ž j.      Ž j. jj i j i i j i j i
² : ² :Thus we have T T T T T T  T T T T T T on u and u . So we havei j i j i j j i j i j i i j
shown Theorem 8.3 in the case of rank 2. To prove the theorem in general,
we should consider the action of T , i I, on the integrable modules overi
Ž .D A .c
8.4. Keep the notations as in Section 7. Assume s s  s is a reducedi i i1 2 N
Ž .expression. For an integrable simple module L  , by the definition in
Ž .7.3.3 and induction, it is easy to see that
² :Ža1.² :Ža2 . ²  :ŽaN .T  T   u u  u Ž .i s  i i i 1 N 1 2 N
² :Ža1. u T  T  ,Ž .i i s 1 2 N
Ž Ž . . Ž . Ž Ž . .where a  2 s  s i ,   i , i , a  2 s  s i ,  1 i i 1 1 1 2 i i 2N 2 N 3
Ž . Ž . Ž .i , i , . . . , a  2 i ,   i , i . Note that a , a , . . . , a .2 2 N N N N 1 2 N
The following lemma is crucial for the proof of Theorem 8.3.
Ž . Ž .LEMMA. Let   L  be the highest ector with dominant . If m i, j
Ž . Ž . Ž .
, then T T T    T T T   where both sides hae m i, jj i j  i j i 
factors.
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Ž Ž . . Ž .Proof. We set a 2  s s i ,   i, i . The right hand side hasi j
Ž Ž . . Ž Ž . .m i, j  1 factors s. Note that a since  s s has m i, j factorsj i
is reduced. One sees that
² :Ža.T T    u T   .Ž . Ž .i j  i j 
Ž² :Ža.. a 2 ² :Ža.Recall that T u  K u for all i I. We consider thei i i ai i
following cases:
Ž . ² :² : ² :² :The case m i, j  2. It is trivial since u u  u u .i j j i
Ž . Ž . Ž .The case m i, j  3. Then i, i  j, j . One sees that a n sincej
Ž Ž . . Ž . Ž . Ž . Ž .a 2 s s i ,   i, i  2 j,   j, j  n see 8.3 . Thus,i j j
      ² :Ža.T T T T T T   T T T u T T Ž . Ž .Ž . Ž .Ž . ž /j i j i j i  j i j i j i 
   ² :Ža.    T T T u T T T T T Ž .Ž . Ž .Ž .j i j i j i j j i 
 ² :Ža.  T u T Ž .Ž .ž /ž j j j 
2 nŽa. Žn .ja  n  jj² : ² : K u 1  u Ž .j a j j j j 
n 2 nj ja n nj j 1  1  K  by 7.3.5Ž . Ž . Ž .j j a j 
  .
Ž . Ž .It follows that T T T   T T T  .i j i  j i j 
Ž . Ž .The case m i, j  4 and m i, j  6. Then a n . This follows fromi
Ž Ž . . Ž . Ž . Ž . Ž .a 2  s s s i ,   i, i and  s s s i  i see 8.3 , where  s s s ij i j j i j j i j
Ž .has m i, j  1 factors s.
Thus,
 T T T  T T T  Ž . .Ž . Žj i j i j i     
m i , j m i , jŽ . Ž .
   ² :Ža.  T T T u T T  Ž .Ž . ž /j i j i j i 
   ² :Ža.     T T T u  T T T T T  Ž .Ž . Ž .Ž .j i j i j i j j i 
 ² :Ža.  T u T Ž .Ž .Ž .ž i i i 
2 nŽa. Žn .ia  n  ii² : ² : K u 1  u Ž .i ai i i i 
n 2 ni in n ni i i 1  1  K Ž . Ž .i i n i i
  .
Ž . Ž .Hence  T T T    T T T  . The lemma is proved.i j i  j i j 
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Ž .8.5. PROPOSITION. Let V be any integrable D A -module. For any i jc
Ž . Ž .in I such that m i, j 
, the actions of T and T on V defined in 7.11i j
Ž .satisfy the braid group relations 8.2.2 .
Ž . Ž .Proof. Let S i, j be the full subspecies of , d,  generated by the
Ž . Ž .vertices i and j, A i, j the tensor algebra of S i, j . It is a subalgebra of
Ž Ž .. Ž .A. Therefore D A i, j is a subalgebra of D A . For any integrablec c
Ž . Ž Ž ..D A -module V, we restrict V to an D A i, j -module in an obviousc c
Ž .way. Without loss of generality, we assume that A i, j is of finite type,
Ž .that is, d i, j  3. Then V is a direct sum of integrable hightest simple
Ž Ž ..D A i, j -modules. So, according to 7.3.3, we can define the linearc
Ž Ž Ž .. .operators, denoted by t , i I, on V as D A i, j -modules . We firsti c
Ž .prove that the linear operators t , i I satisfy the braid relations 8.2.2 .i
Ž Ž ..Indeed, V is generated by a family of hightest vectors as D A i, j -mod-c
Ž Ž .. Žules. Take any uD A i, j and   V to be any highest vector overc 
Ž Ž ...D A i, j . We have by Definition 7.3,c
t t t  u  t t t  u t t t   ,Ž . Ž . Ž .i j i  i j i i j i 
t t t  u  t t t  u t t t   .Ž . Ž . Ž .j i j  j i j j i j 
Ž . Ž . Ž .But we have proved t t t  u  t t t  u and t t t    t t ti j i j i j i j i  j i j
Ž . Ž Ž . .  both products have m i, j factors in 8.3 and 8.4. Therefore,
t t t   t t t  as linear operators on V. According to Theorem 7.5,i j i j i j
T  t on V for any i I. So we havei i
T T T   T T T i j i j i j
Ž .on V, where both products have m i, j factors.
8.6. Now, we turn to prove Theorem 8.3 in general. Let V be any
Ž . Ž .integrable D A -module. For any uD A and  V, by definitionc c
and Corollary 7.11,
T T T  u T T T    T T T  uŽ . Ž . Ž .i j i i j i i j i
T T T  u T T T    T T T  u .Ž . Ž . Ž .j i j j i j i j i
Since T T T  : V V is an isomorphism, it follows from Proposition 8.5i j i
Ž . Ž .that T T T  u  T T T  u acts as zero on V. It is well known that ifi j i j i j
Ž . Ž .aD A annihilates all integrable D A -modules, then a 0. There-c c
Ž . Ž . Ž .fore, T T T  u  T T T  u for any uD A , where both productsi j i j i j c
Ž .have m i, j factors. Theorem 8.3 is proved finally.
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