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ENDPOINT ESTIMATES FOR ONE-DIMENSIONAL
OSCILLATOR INTEGRAL OPERATORS
LECHAO XIAO
Abstract. The one-dimensional oscillatory integral operator associated to a
real analytic phase S is given by
Tλf(x) =
∫
∞
−∞
eiλS(x,y)χ(x, y)f(y)dy.
In this paper, we obtain a complete characterization for the mapping properties
of Tλ on L
p(R) spaces, namely we prove that ‖Tλ‖p . |λ|
−α‖f‖p for some
α > 0 if and only if the point ( 1
αp
, 1
αp′
) lies in the reduced Newton polygon
of S, and this estimate is sharp if and only if it lies on the reduced Newton
diagram.
1. Introduction
The very well-known and extremely useful tool in one-dimensional analysis is
the following van der Corput lemma (see [1, 33]):
Lemma 1.1. For any real-valued function u ∈ Ck(I) on some closed interval
I ⊂ R, if |u(k)(x)| 6= 0 on I (assuming u′ is monotone when k = 1),∣∣∣∣
∫
I
eiλu(x)dx
∣∣∣∣ ≤ Ck|λ|− 1k , ∀λ ∈ R .
This estimate shares the following two remarkable features: sharpness (the decay
is best possible) and uniformity/stability (the constant Ck depends only on the
lower bound of |u(k)| in I but not on other assumptions concerning u). In several
variables (we mainly focus on two variables here) one has the following (see [33]):
suppose χ ∈ C∞0 (R
2) and S is a real-valued function so that for some (k, l) ∈ N2
not equal to (0, 0), ∣∣∣∣∂k+lS∂kx∂ly (x, y)
∣∣∣∣ 6= 0 for all (x, y) ∈ supp χ.(1.1)
Then ∣∣∣∣
∫∫
R2
eiλS(x,y)χ(x, y) dxdy
∣∣∣∣ ≤ C(S) · |λ|− 1k+l .(1.2)
However, this two dimensional analogue is less satisfying for the estimate is neither
sharp in general (consider S(x, y) = xkyl, for example) nor uniform (C(S) depends
on higher derivatives of the phase). There has been significant interest in the har-
monic analysis literature to develop a robust and general theory of high-dimensional
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oscillatory integrals that shares the above two features. However, progress on this
problem has been slow, because, among many other reasons, the singularities of the
phases involved may themselves be substantially more complicated. Much progress
has been made in the feature of uniformity/stability. Results in this category in-
clude [1–3,8,10,11,17,25,26]. The goal of the present paper is trying to understand
the other feature, namely the feature of sharpness. More precisely, we are interested
in an oscillatory integral model that is intrinsically associated to (1.1), in the sense
its sharp decay rate estimates are almost equivalent to the assumption (1.1), but
restrict ourself to analytic phases.
Through out the rest of this paper, χ denotes a function belonging to C∞0 (R
2)
and the phase S is real analytic in supp χ, in the sense S is locally equal to its Taylor
expansion in supp χ. The subjects under consideration are the 1 + 1 dimensions
oscillatory integral operator
Tλf(x) =
∫ ∞
−∞
eiλS(x,y)χ(x, y)f(y)dy.(1.3)
We are interested in decay rates (as λ→ ±∞ ) for the norm of Tλ as an operator
that maps Lp(R) into itself for all p ≥ 1. For convenience, we use ‖Tλ‖p to denote
this norm and use p′ to denote the conjugate exponent of p, that is 1p′ = 1−
1
p . The
k = 0 (or l = 0) cases are uninteresting, for S(x, y) can be a function of y alone
(x alone res.) and decay estimates for ‖Tλ‖p may not exist for any p. Henceforth,
through out the rest of this paper, we assume k and l are both in N∗ = N\{0}. Our
first result states that the assumption (1.1) is indeed sufficient to obtain a sharp
Lp-estimate for Tλf .
Theorem 1.2. If (1.1) holds for some (k, l) ∈ N2∗, then there is a constant C
independent of λ such that
‖Tλ‖ k+l
k
≤ C|λ|−
1
k+l .(1.4)
Given the natural essence of this estimate and the fact its scalar analogue (1.2)
is well-known, it is somewhat surprising that (1.4) hasn’t been obtained before.
Indeed, (1.4) is significantly deeper than (1.1) and its proof is highly non-trivial,
involving various ideas and techniques from many previous works. The sharpest
results in light of (1.4) to date, to the author’s best knowledge, are due to Phong,
Stein and Sturm [26], where they obtained almost sharp estimates (with a power
of log |λ| loss) for polynomial phases; see the discussion below. In addition, the
estimate (1.4) also strictly improves upon Phong and Stein’s seminal work [23],
concerning sharp L2-estimates, in the sense (1.4) is the endpoint/extreme point
estimates that can be used to interpolating their results; see Theorem 1.3. While
Varchenko’s estimate [34], namely the scalar analogue of Phong and Stein, can not
be obtained from (1.1) due to the fact that (1.1) is not sharp in general. Moreover,
the results in Theorem 1.2 are complete, in the sense they provides all possible
estimates for ‖Tλ‖p that one can obtain basing on assumptions like (1.1). To
illustrate this point, notice first there are two trivial estimates ‖Tλ‖∞ ≤ C and
‖Tλ‖1 ≤ C. Interpolating among (1.4) and them yields estimates (1.4) for all pairs
of real numbers (k′, l′) ≥∗ (k, l). Here the partial order (A,B) ≥∗ (a, b) indicates
A ≥ a and B ≥ b simultaneously. If we set A = {(k, l) ∈ N2∗ : (1.1)}, then by
interpolation, the estimates (1.4) hold for all pairs of real numbers (k′, l′) belonging
to the convex hull of the union of all positive quadrants attached to each element
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in A. This convex hull is essentially the largest set one can establish estimates
like (1.4). That is to say the “inverse” of Theorem 1.2 is almost true. However, it
is a subtle issue when certain mix-derivatives of S vanish at some point(s) on the
boundary of supp χ. To avoid this subtlety, it is more appropriate to phrase our
results locally.
For each (x0, y0) ∈ supp χ, S(x, y) is locally equal to its Taylor expansion, i.e.
there is a neighborhood of (x0, y0) on which
S(x, y) =
∑
p, q≥0
cp,q(x− x0)
p(y − y0)
q.(1.5)
Let φ ∈ C∞0 (R
2) be supported in a sufficiently small neighborhood U of (x0, y0)
which is non-vanishing at (x0, y0), and let T0 denote the corresponding localization
of Tλ, i.e. the operator given in (1.3) with the cut-off χ replaced by φ. We useN ∗(S)
to denote the reduced Newton polygon associated to S at (x0, y0), i.e. the convex
hull of the union of all quadrants [p,∞) × [q,∞) with cp,q 6= 0 and (p, q) ∈ N2∗.
The pairs (p, 0) and (0, q) are irrelevant to any ‖T0‖p as mentioned above. The
boundary of N ∗(S), denoted by D∗(S), is called the reduced Newton diagram of
S at (x0, y0). The natural connection between the operator T0 and the Newton
polygon of the phase is captured by the following theorem.
Theorem 1.3. Assume α > 0. Under the above setting, ‖T0‖p ≤ C|λ|−α iff
( 1pα ,
1
p′α ) ∈ N
∗(S) and this estimate is sharp iff ( 1pα ,
1
p′α ) ∈ D
∗(S).
The content of this theorem can be depicted by the graph below. The reduced
Newton diagram (the thickened line segments) is the set of critical points that one
has sharp decay estimates. Residing on its right (the gray area) is the set of points
( 1pα ,
1
p′α ) for non-sharp estimates of ‖T0‖p ≤ C|λ|
− 1α . On its left (the white area)
is the set of points ( 1pα ,
1
p′α ) that the estimate ‖T0‖p ≤ C|λ|
− 1α cannot hold.
y
x
All possible Estimates
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For convenience, we refer Theorem 1.2 as the global estimates and Theorem 1.3
as the local estimates. These two estimates are essentially equivalent. It is quite
obviously that Theorem 1.2 implies the sufficient part of the first conclusion of
Theorem 1.3, given the support of φ is sufficiently small. On the other hand, the
global estimates can also be obtained from the local estimates via an argument
of smooth partition of unity. Indeed, for each (x0, y0) ∈ supp χ and each smooth
cut-off φ supported in a sufficiently small neighborhood of it, Theorem 1.3 yields
‖T0‖p ≤ C|λ|−
1
α , provided the pair ( 1pα ,
1
p′α ) lying in the reduced Newton polygon
of S at (x0, y0). The assumption (1.1) guarantees that (k, l) is one such pair and that
(1.4) holds for each T0 associated to each (x0, y0). Theorem 1.2 is then obvious for χ
is compactly supported. Therefore, it suffices for us to establish Theorem 1.3, which
will be accomplished via interpolation. Once sharp estimates were established for
all endpoints, namely for all (p, α) such that ( 1pα ,
1
p′α ) is a vertex of N (S), all other
estimates in Theorem 1.3 will follow from interpolating among these endpoints and
the two trivial estimates mentioned above.
Oscillatory integrals of the form (1.3) and related objects have attracted consid-
erable interest during the last half century. Besides its intrinsic interest, the decay
rate of ‖Tλ‖p is closely related to the regularity of Radon transforms; see [21,31,36]
and the references there. When (k, l) = (1, 1), the phase is non-degenerate and
(1.4) corresponds to the classical results of Ho¨rdmander [14]. The general degener-
ate cases are substantially more complicated. Sharp estimates for the scalar integral
(1.2) were established by Varchenko [34] in 1976 for arbitrary analytic phases, given
χ has sufficiently small support. He showed that the decay is characterized in terms
of the Newton polygon of the phase1, namely the so-called Newton distance, con-
firming an early hypothesis of V. I. Arnold. From this view of point, (1.1) alone is
not sufficient to capture the sharp decay of (1.2). In another word, (1.2) is not a
perfect model for analogues of the van der Corput lemma in high dimensions. The
operator (1.3) seems to be more suitable, for the associated estimate (1.4) captures
the assumption (1.1) naturally. A systematic study for (1.3) for general degenerate
phases was pioneered by Phong and Stein in the ‘90s. The key analytic tool to
unlock the mystery is, now commonly referred as, Phong-Stein’s operator van der
Corput [21,22]. Sharp L2 estimates were first established for homogeneous polyno-
mial phases [21], extended to arbitrary real analytic phases [23] and finally to the
damped version [24]. The first two results (without damping) can be interpreted
as a particular case of Theorem 1.3, namely the case when p = 2 and ( 12α ,
1
2α ) is
lying on the reduced Newton diagram. This should not be surprising for our proof
employs various ideas from these papers and many others. One of the advantages of
Theorem 1.2, compared to Varchenko’s or Phong-Stein’s results, is that we do not
require the full knowledge of the Newton polygon (namely the Newton distance) to
describe a sharp estimate. One single vertex, i.e. (1.1) is sufficient for this purpose.
In the category of C∞, almost sharp L2 estimates was implicitly contained in
Seeger [30,31], whose arguments are quite different from Phong and Stein’s. Com-
bining the ideas from Phong-Stein and Seeger, Rychkov [29] was able to obtain
sharp estimates in most C∞ situations. The exceptional cases are the ones when
the phases are completely degenerated, which is also one of the two major dif-
ficult cases in our proof of Theorem 1.3. The full C∞ situation is indeed quite
challenging, for the formal power series of the phase alone may not be sufficient
1under an appropriate coordinate system, known as the adapted coordinates
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to capture the behavior of the singularities. In [7], Greenblatt, via a remarkable
stopping time argument, was able to establish the desired sharp L2 estimates in
full generality. Whether Theorem 1.3 (and thus Theorem 1.2) can be extended to
full C∞ situations are still under investigation.
In a slightly different context, Phong, Stein and Sturm [26] studied uniform
estimates for certain multilinear oscillatory integral operators associated to polyno-
mials. The global estimates indeed correspond to their bilinear (i.e. d = 2) setting
below. They defined the following multilinear form
TD(f1, . . . , fd) =
∫
D
eiλS(x1,··· ,xd)
d∏
j=1
fj(xj)dx1 · · · dxd(1.6)
and proved in particular
|TD(f1, · · · , fd)| ≤ C| log(2 + |λ|)|
d− 12 |λ|−
1
|α|
d∏
j=1
‖fj‖pj(1.7)
under the assumptions that S : [0, 1]d → R is a polynomial of degree n, that
α = (α1, · · · , αd) ∈ Nd is a multiindex, that D is the subset of [0, 1]d defined by
|S(α)| ≥ 1 and that 1pj = 1 −
αj
|α| . Their estimates are uniform in a sense that
the constant C in (1.7) depends only on d, n and α, but may not be sharp due to
the log(2 + |λ|) term. While in the bilinear setting when p1 and p2 are all equal
to 2, by inserting a smooth cut-off, they were able to eliminate the log term and
thus obtained sharp and uniform estimates at the same time. Unfortunately, their
treatment seems not sufficient to eliminate the log term for all the endpoints, even
when the phase is a monomial. We will explain this point in Section 2. Moreover,
their approach makes essential use of the polynomial character of the phases, namely
Bezout’s Theorem and certain uniform estimates of polynomials (see Lemma 1.2
[21]), and does not seem to apply to the more general setting. However, there has
been evidence that the endpoint estimates may be true. Under the assumption
that S in (1.5) is a homogeneous polynomial of degree n in (x− x0), (y − y0) with
c1,n−1cn−1,1 6= 0, Yang [36] was able to obtain sharp endpoint estimates for T0; see
[9] as well. Very recently, Shi and Yan [32] established sharp endpoint estimates
for arbitrary homogeneous polynomial phases. In the real analytic category, Yang
[37] showed that if ‖T0f‖p ≤ C|λ|
− 1α ‖f‖p then (
1
pα ,
1
p′α ) must lie in N (S) and
established all such estimates except the endpoints. Theorem 1.3 states that all
endpoint estimates are indeed true.
Of course, the ultimate goal is to establish sharp and uniform estimates of (1.4).
However our proof of Theorem 1.3 (and thus of Theorem 1.2) relies crucially on the
resolution algorithm developed in [35], which itself seems not sufficient to obtain
optimal and uniform estimates simultaneously. In particular, the following question
remains wide-open:
Problem: Suppose S is smooth such that | ∂
k+l
∂kx∂
l
y
S| ≥ 1 in [−1, 1]2. Suppose also
supp χ is contained in [−1, 1]2. Does (1.4) hold for some constant C independent
of other assumptions on S?
It may be too ambitious to address this problem in such generality. A more
realistic goal, but still quite challenging, is to prove such results under additional
assumptions that S is real analytic and that C is allowed to depend on higher
derivatives of S. We refer the readers to [17, 25] for discussion concerning stable
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and sharp estimates for the scalar integral (1.2) and its sublevel set analogue; see
[27] as well. Another nice investigation of this problem can be found in Carbery,
Christ and Wright [1], where they obtained the uniform estimate ‖Tλ‖2 ≤ C|λ|−
1
2l
when k = 1 and l ≥ 2. However, the |λ|−
1
2l decay still falls short of the |λ|−
1
l+1
decay rate suggested by the optimal decay in Theorem 1.2. In sum, there is still a
huge gap between the expected optimal and uniform estimates and what is currently
known. This line of investigation may deserve further effort.
The rest of this paper is organized as follow. In the next section, we will care-
fully describe our strategy in proving Theorem 1.3. We will review Phong-Stein(-
Sturm)’s arguments and then explain by examples why their arguments are not
sufficient to build up Theorem 1.3 in full generality. Section 3 provides the analytic
tools for our main course of the proof. In section 4, we will sketch the proof of
the resolution algorithm but refer the readers to [35], as well as [12] for rigorous
details. The significance of the algorithm is twofold. First, it reduces our problem
to the situation that the phase is essentially a monomial; see Section 5. Most of
the cases can be then addressed by carefully exploiting the orthogonality of the
operator, whose details will appear in Section 6. Second but most importantly,
it helps to identify precisely when and where exceptional cases arise and deduce
crucial algebraic structure for the phases in such cases. With this in place, the
first exceptional case is addressed by a lifting trick (Lemma 3.4), which reduces
the desired Lp-estimate to a L2-estimate for a truncated non-degenerate oscillatory
integral operator. The other exceptional case is handled by complex interpolation
between a L2 estimate for damped oscillatory integral operator and a variant of H1
estimate for some oscillatory singular integral operator. Full details will appear in
Section 7 and 8 respectively.
Acknowledgements. The author would like to thank Xiaochun Li and Philip T.
Gressman for many helpful suggestions in this paper, and Zuoshunhua Shi for early
collaboration on this topic.
2. Strategy of the proof
To understand our strategy, we will begin with reviewing Phong-Stein(-Sturm)’s
arguments for handling Tλ. In particular we will illustrate, by model examples, why
their arguments fail in two exceptional cases. Then we will outline the methods
to settle them. Of course the key is to deduce useful algebraic structure for the
phases when exceptional cases occur, but this will only be clear after running both
the resolution algorithm and their arguments.
For simplicity, we begin with p = p′ = 2. The three basic principles are the
size-estimate, the oscillation-estimate and the almost-orthogonality:
(A.1) If χ is supported in a σ × ρ box, then |〈Tλf, g〉| . σ
1
2 ρ
1
2 ‖f‖2‖g‖2;
(A.2) If |S′′xy| ∼ 2
−j in supp χ, then |〈Tλf, g〉| . |2−jλ|−1/2‖f‖2‖g‖2;
(A.3) If we have a sequence of operators Th defined as in (1.3) with χh as
the smooth cut-offs, and if both the x-projections and y-projections of
{supp χh} are pair-wisely disjointed, then
∑
h |〈Thf, g〉| . suph |〈Thf, g〉|.
Rigorous statements can be found in Lemma 3.1, Lemma 3.2 and Lemma 3.3, re-
spectively. The size-estimate (A.1) is used in low-oscillation regions, i.e. when j is
large, while (A.2) is employed in high-oscillation regions. The almost-orthogonality
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(A.3) is employed in the summation of the operators in the regions of same os-
cillation. The two main procedures in their arguments are decomposition and
summation. In the first procedure, one decomposes χ into the sum of collections of
cut-offs adapted to the three principles above
(1) each cut-off is essentially supported in a rectangular box,
(2) for each j ≥ 0, |S′′xy| ∼ 2
−j in the support of the cut-offs belonging to the
j-th collection,
(3) cut-offs in the same collection exhibit the orthogonality properties as (A.3).
The operator Tλ is decomposed into small pieces accordingly. This decomposition
procedure is the most crucial part to bound the operator Tλ and how to obtain
such decomposition is a very delicate issue.
In the second procedure, we estimate Tλ piece by piece using either (A.1) or
(A.2) (depending on which one is superior) and carefully sum over all of them.
The almost-orthogonality (A.3) asserts that the bound obtained by estimating one
single piece is essential the same as the one obtained by adding all pieces together
in the same collection. Thus the summation (and decomposition) inside the same
collection is not essential but cross-collection summation (and decomposition) is
the main issue. To continue, there is a threshold value j0 such that for each j < j0
(i.e. in the high-oscillation regions) and for each piece in the j-th collection, the
oscillation-estimate (A.2) is superior and has a bound ∼ 2(j−j0)/2|2−j0λ|−1/2. The
crucial extra decay term 2(j−j0)/2 paces the way for the summation over j < j0. As
it will be observed later, there is some p 6= 2 such that there won’t be such extra
decay in any high-oscillation regions. In the j > j0 case, the size-estimates (A.1)
are superior with bounds ∼ 2ǫ(j0−j)|2−j0λ|−1/2 for some ǫ > 0. We can then obtain
the sharp bound |2−j0λ|−1/2 by summing over all j in these two regions. The
arguments of Phong-Stein-Sturm [26] of handling polynomial phases are slightly
different. The first step is to decompose the support of χ into two regions. In the
|S′′xy| ≤ 2
−j0 region, they were able to control the bound of the operator by certain
sublevel set estimates; see Lemma 2.1[26] and Lemma 3.8 [1]. The |S′′xy| ≥ 2
−j0
region was further decomposed into subregions |S′′xy| ∼ 2
−j, j ≤ j0. They developed
a more flexible version of the oscillation-estimate (A.2), obtaining the same bounds
∼ 2(j−j0)/2|2−j0λ|−1/2 for the operator without the need of sub-dividing |S′′xy| ∼ 2
−j
into boxes. However, the latter arguments make essentially use of the polynomial
feature of the phases; see Lemma 1.2 [21].
As long as one is able to construct a nice decomposition of the operator Tλ, one
can generalize the above arguments to the p 6= 2 case. Under the same assumptions
in (A.1), (A.2) and (A.3) we have the following analogues
(B.1) |〈Tλf, g〉| . σ
1
q ρ
1
q′ ‖f‖q‖g‖q′ for 1 ≤ q ≤ ∞;
(B.2) The estimates obtained by interpolating (A.2) with the q = 1 estimates in
(B.1) when p < 2 and with the q =∞ estimates when p > 2;
(B.3) Same as (A.3),
respectively. To get into the heart of our problem, we shall move one step further
into the decomposition process, which is often referred as (an algorithm for) reso-
lution of singularities; see Hironaka [13] and many others [4, 6, 16, 23, 25, 26, 34, 35].
Our proof of Theorem 1.3 is built up upon the one developed in [35]. The goal of
this algorithm is to decompose a small neighborhood of a singularity into finitely
many subregions in each of which the function S′′xy behaves like a monomial. The
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problem is reduced to bound the operator in every single subregion on which S′′xy
is essentially a monomial. We divide each subregion into rectangular boxes via a
bi-dyadic decomposition in the variables. Now in each of such box, S′′xy is compa-
rable to a fixed value. One can then apply the above mentioned strategy coupled
with (B.1-B.3) to control the operator. It turns out that this approach works quite
effectively in most situations, which we refer as the minor case. While in the re-
maining situations, although we still have good control for low-oscillation regions
(using (B.1)), these arguments break down completely in the sense, there won’t be
extra decay (compared to a 2(j−j0)/2 decay for p = 2) in any high-oscillation re-
gions. Consequently, one has to give up the attempt of dividing supp χ into regions
with S′′xy ∼ 2
−j. We refer such situation as the major cases and there are two of
them. The significance of the algorithm is that, after reexamining the parameters
appearing in the iterations, we deduce precisely when and where these two major
cases will occur. Consequently, we are able to extract structural information of the
phase. The first major case occurs when k = 1 (or l = 1 by adjointness) near the
x-axis (y-axis rep.). In another word, it happens when S′′xy is singular in the “high-
est order” near the x-axis (y-axis rep.). This case is produced in the initial stage of
iterations of the algorithm and a model case is given by S′′xy(x, y) = y
l−1. The sec-
ond case also occurs when k = 1 (or l = 1) near some analytic curve y = γ(x) with
S′′xy(x, y) = (y − γ(x))
l−1. In another word, it happens when S′′xy is singular in the
“highest order” near y = γ(x). This case is produced in higher stage of iterations
and a model case is given by S′′xy(x, y) = (y − x)
l−1. One shall also compare this
case with the completely degenerate case in [29]. To see why Phong-Stein(-Sturm)’s
approach does not work in the first model case, we divide the support of χ into
regions with S′′xy = y
l−1 ∼ 2−j, i.e. y ∼ 2−j/(l−1). Then |〈Tλf, g〉| is controlled
above by |2−jλ|−1/2‖f‖2‖g‖2 and |2−j/(l−1)‖f‖∞‖g‖1 as well. By interpolation,
it is then majorized by |λ|−
1
l ‖f‖l+1‖g‖ l+1
l
, which contains no decay in j. Simi-
lar phenomenon occurs in the second model case. Henceforth, one must seek for
alternative methods to handle these two major cases.
(1) A key idea to settle the first major case comes from Shi and Yan[32]. They
observed that, when S′′xy(x, y) = y
l−1, via a lifting trick from Zygmund
[38], the Ll+1 estimates can be deduced from the L2 boundedness of the
Fourier transform, which is obvious due to Plancherel’s theorem. In the
general real analytic setting, the problem is reduced to the L2 estimates for
a truncated non-degenerate oscillatory integral operator. This truncation
prevents us from applying the results or arguments from [14]. To address
this issue, we rely on a clever idea from Phong Stein and Sturm, concerning
the log-removal.
(2) The second major case will be addressed by, after some technical treatment,
embedding our operator into a complex family of operators. Residing on
one side of this family is a particular case of the L2-estimates for the damped
oscillatory integral operators by Phong-Stein [24]. We will quote their re-
sults directly. The other side is H1E → L
1 estimates more a la Phong-Stein
[20] and Pan [18, 19] (see [28] for earlier related results and [9, 32, 36] for
recent application). Although Pan established such estimates for polyno-
mial phases in all dimensions, they do not apply directly to our setting due
to an extra truncation coming from the resolution algorithm. A complete
proof will appear in Section 8.
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Notation: We use X . Y to mean “there exists a constant C > 0 such that
X ≤ CY ”, where in this context (and throughout the entire paper) constants C
may depend on the phase S and the cut-off function χ or φ but must be independent
of the parameter λ and the functions f and g. The expression X & Y is analogous,
and X ∼ Y means both X . Y and X & Y . We will also use a (rectangular) box
to mean a rectangle whose sides are parallel to the coordinates.
3. Preliminary: analytic lemmata
The purpose of this section is to provide the analytic tools to prove our main
theorem. Rigorous statements of (A.1-A.3) or (B.1-B.3) are given as follow:
Lemma 3.1. Let Tλf be given in (1.3) and suppose supp χ is contained in a σ×ρ
rectangular box, then for 1 ≤ q ≤ ∞,
|〈Tλf, g〉| ≤ σ
1
q ρ
1
q′ ‖f‖q‖g‖q′.
This lemma can be interpreted as variants of Schur’s test, or proved by Ho¨lder’s
inequality or by interpolations. We omit the details. The second one is Phong-
Stein’s operator van der Corput, whose proof can be found in many places; see
[6, 21, 22, 29]. Indeed, it can be obtained by the proof of Lemma 7.1 in Section 7.
Lemma 3.2. Let φ(x, y) be a smooth function supported in a strip of x-width and
y-width no more than δ1 and δ2 respectively. Assume also
|∂yφ(x, y)| . δ
−1
2 and |∂
2
yφ(x, y)| . δ
−2
2 .(3.8)
Let µ > 0 and S(x, y) be a smooth function s.t. for all (x, y) ∈ supp (φ):
|∂x∂yS(x, y)| & µ and |∂x∂
α
y S(x, y)| .
µ
δα2
for α = 1, 2 .(3.9)
Then the operator defined by
Tλf(x) =
∫
eiλS(x,y)f(y)φ(x, y)dy(3.10)
satisfying
‖Tλf‖2 . |λµ|
− 12 ‖f‖2.(3.11)
The third one is the almost-orthogonality principle, which can be obtained by
Ho¨lder’s inequality (Cauchy-Scharz’s inequality).
Lemma 3.3. Let {Th} be a sequence of operators defined as in (1.3) with χh as
the smooth cut-offs. Suppose for every y∑
h
∫
|χh(x, y)|dx . 1
and the analogue also holds for every x. Then for 1 ≤ q ≤ ∞,∑
h
|〈Thf, g〉| . sup
h
‖Thf‖q‖g‖q′ .
As usual, they are referred as size-estimates, oscillation-estimates and the almost-
orthogonality respectively. Coupled with the resolution algorithm, they are suffi-
cient to settle the minor case.
We also need the following lifting trick to address the first major case. The oldest
reference we can find is Zygmund’s book [38]; see also [15, 32].
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Lemma 3.4. Let p0 > 1 and H be a sublinear operator such that
‖H(f)‖Lp0(R)→Lp0(R) ≤ A
and
‖H(f)‖L1(R)→L∞(R) ≤ B
Then for 1 < p ≤ p0 one has∫
R
|Hf(x)|p|x|(p−p0)/(p0−1)dx ≤ Cp
∫
R
|f(x)|pdx(3.12)
where C ∼ B
p0/p−1
p0−1 A
p0−p0/p
p0−1 .
We will use this lemma to lift L2 → L2 mappings to Lp → Lp mappings.
Proof of Lemma 3.4 [15, 32]. Let H˜(f)(x) = |x|1/(p0−1)Hf(x) and a measure dµ(x) =
|x|−p0/(p0−1)dx. One can see that
‖H˜‖Lp0(dx)→Lp0(dµ) ≤ A.(3.13)
We also have
|H˜f(x)| ≤ |x|1/(p0−1)‖Hf‖L∞(dx) ≤ B|x|
1/(p0−1)‖f‖L1(dx).
For every λ > 0,
µ({x ∈ R : |H˜f(x)| > λ}) ≤ µ({x ∈ R : B|x|1/(p0−1)‖f‖L1(dx) > λ})
= µ({x ∈ R : |x| >
(
λ · (B‖f‖L1(dx))
−1
)p0−1
)}
=
∫
λ·(B‖f‖L1(dx))
−1)p0−1
|x|−p0/(p0−1)dx
=
2
p0 − 1
B‖f‖L1(dx)/λ
and thus
‖H˜‖L1(dx)→L1,∞(dµ) ≤
2
p0 − 1
B.(3.14)
Interpolating (3.13) and (3.14) yields (3.12) with C ∼ B
p0/p−1
p0−1 A
p0−p0/p
p0−1 . 
4. Preliminary
In the previous section, we introduced the main analytic tools for the proof of
the main theorem. A crucial step in applying these tools is to establish useful lower
bounds of |S′′xy|, which is the objective of the current section. More precisely, we
employ the resolution algorithm developed in [35] to decompose a neighborhood of
the origin (assuming S′′xy(0, 0) = 0) into finitely many regions on which S
′′
xy behaves
like a monomial. This section is essentially the same as Section 3 in [12].
To begin with, we introduce the following concepts that are related to the Newton
polygon. Let P (x, y) be a real analytic function defined on some neighborhood of
the origin. In the proof of our main theorem, we will take P = S′′xy. Write the
Taylor series expansion of P as
P (x, y) =
∑
p,q∈N
cp,qx
pyq
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and drop all the terms with cp,q = 0 in the above expression. The Newton polygon
(not the reduced Newton polygon) of P , denoted by N (P ), is the convex hull of the
union of [p,∞)×[q,∞) for all (p, q) with cp,q 6= 0. The Newton diagram D(P ) is the
boundary of N (P ). This diagram consists of two non-compact edges, a finite (and
possibly empty) collection of compact edges E(P ), and a finite collection of vertices
V(P ). The vertices and the edges are called the faces of the Newton polygon and
the set of faces is denoted by F(P ). The vertex that lies on the bisecting line p = q,
or if no such vertex exists, the edge that intersects p = q is called the main face of
N (P ). For F ∈ F(P ), define
PF (x, y) =
∑
(p,q)∈F
cp,qx
pyq.(4.15)
The set of supporting lines of N (P ), denoted by SL(P ), are the lines that intersect
the boundary of N (P ) and do not intersect any other points of N (P ). Notice that
each supporting line contains at least one vertex of N (P ) and each edge of N (P )
lies in exactly one supporting line. Thus, we will also identify an edge with the
supporting line containing it. There is a one-to-one correspondence M between
SL(P ) and the set of numbers [0,∞], given by defining M(L) to be the negative
reciprocal of the slope of L for each L ∈ SL(P ). We will often use the notation
Lm ∈ SL(P ) to refer the supporting line with M(Lm) = m.
Theorem 4.1. For each analytic function P (x, y) defined in a neighborhood of
0 ∈ R2, there is an ǫ > 0 such that, up to a measure zero set, one can partition
U = (0, ǫ)× (−ǫ, ǫ) into a finite collection of ‘curved triangular’ regions {Un,g,α,j}
on each of which P (x, y) behaves like a monomial in the following sense. For each
Un,g,α,j, there is change of variables
ρ−1n (xn, yn) = (x, y)(4.16)
given by {
xn = x
yn = γn(x) + ynx
m0+···+mn−1
(4.17)
with γn(x) either given by a convergent fractional power series
γn(x) =
∞∑
k=0
rkx
m0+m1+···+mk ,(4.18)
or a polynomial of some fractional power of x
γn(x) =
n−1∑
k=0
rkx
m0+m1+···+mk ,(4.19)
such that for any pre-seclected K ∈ N, for all 0 ≤ a, b ≤ K and (x, y) ∈ Un,g,α,j
one has
|Pn(xn, yn)| ∼ |x
pn
n y
qn
n |(4.20)
|∂axn∂
b
ynPn(xn, yn)| . min{1, |x
pn−a
n y
qn−b
n }|(4.21)
and
|∂byP (x, y)| . min{1, |x
pn−b(m0+···+mn−1)yqn−bn |}.(4.22)
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Here Pn is defined by
Pn(xn, yn) = P (ρ
−1
n (xn, yn)) = P (x, y)
and (pn, qn) is some vertex of the Newton polygon of Pn.
The reason we phrased this theorem only in the right-half plane is to avoid
writing the absolute value of x. Indeed, by changing x to −x, the above theorem
also applies to U = (−ǫ, 0)× (−ǫ, ǫ), consequently to U = (−ǫ, ǫ)× (−ǫ, ǫ) and any
its open subset. See [35] for a proof of this theorem; below we provide only a sketch
of the theorem for the purpose of outlining some useful ideas and introducing some
terminology for later sections. In particular, we will need to further decompose
each Un,g,α,j into “rectangular boxes”.
4.1. A sketch of the proof. Let U be as in the theorem above. Set

U0 = U,
P0 = P,
(x0, y0) = (x, y),
which can viewed as the original input for the algorithm below. The subindex 0 is
used here to indicate the 0-th stage of the iteration. At each stage, iterations are
always performed on some triple [U, P, (x, y)]. Here P is a convergent (fractional)
power series in (x, y), which are local coordinates centered at the origin, and U =
(0, ǫ)× (−ǫ, ǫ) with ǫ > 0 being a small number depending on P . For convenience,
we refer to such a triple [U, P, (x, y)] as a standard triple.
Choose one supporting line Lm ∈ SL(P ) which contains at least one vertex
(p0, q0) = V ∈ V(P ). Let El and Er be the two edges on the left and right of V ,
respectively. Set ml = M(El) and mr = M(Er). Then 0 ≤ ml ≤ m ≤ mr ≤ ∞.
We will consider the region |y| ∼ xm in each of the following three cases: Case (1).
ml < m < mr, Case (2). m = ml and Case (3). m = mr. In Case (1), we have
informally that the vertex V ‘dominates’ P (x, y), while in Case (2) and Case (3)
we have that El dominates P (x, y) and Er dominates P (x, y), respectively.
In Case (1), p0 +mq0 < p+mq for any other (p, q) with cp,q 6= 0. Thus in the
region |y| ∼ xm, when |x| it sufficiently small, the monomial
|PV (x, y)| = |cp0,q0x
p0yq0 | ∼ |xp0+mq0 |
is the dominant term in P (x, y), since
|P (x, y)− PV (x, y)| = O(x
p0+mq0+ν) for some ν > 0.
Thus
P (x, y) ∼ PV (x, y) = cp0,q0x
p0yq0(4.23)
and we can make
|P (x, y)− PV (x, y)|
|PV (x, y)|
to be arbitrarily small by choosing ǫ sufficiently small, i.e., by shrinking the region
U . Moreover, for any pre-selected a, b ≥ 0,
|∂ax∂
b
yP (x, y)| . min{1, |x
p0−ayq0−b|}.(4.24)
We refer such a region as a ‘good’ region defined by the vertex V and denote it by
U0,g,V .
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PV2(x, y) = −x
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|x|2 . |y| . |x|1/2
Case (1): The vertex V2 is dominant, where 1/2 < m < 2
Figure 1.
y
x
V3
V2
V1
Newton polygon
(2,4)
(3,2)
(5,1)
P (x, y) = x5y − x3y2 + x2y4
PV1V2(x, y) = −x
3y2 + x2y4
|y| ∼ |x|1/2
Case(2): The edge V1V2 is dominant, where m = 1/2
Figure 2.
Case (2) and Case (3) are essentially the same, but are much more complicated
than Case (1). We focus on Case (2). Set m0 = ml, P0 = P and E0 = El. One
can see that p0 + m0q0 = p + m0q for all (p, q) ∈ E0 and p0 + m0q0 < p + m0q
for all (p, q) /∈ E0 and cp,q 6= 0. Then for all (p, q) ∈ E0, |xpyq| ∼ |xp0yq0 | in
the region |y| ∼ |x|m0 . Set y = rxm0 and let {r∗} be the set of nonzero roots of
14 LECHAO XIAO
P0,E0(1, y) with orders {s∗}. Let ρ0 > ǫ be a small number chosen so that the ρ0
neighborhoods of all the roots r∗ will not overlap. If |r − r∗| ≥ ρ0 for all roots r∗
and if ǫ sufficiently small, then
|P (x, y)| = |P0(x, y)| ∼ρ0 |P0,E0(x, y)| ∼ |x
p0yq0 | ∼ xp0+m0q0 ,(4.25)
which means the edge E0 dominates P0(x, y). Similarly, for any preselected a, b ≥ 0,
(4.24) still holds. We refer such regions as ‘good’ regions defined by the edge E0
and denote them by U0,g,E0,j ’s. It is of significance to observe that one can enlarge
each U0,g,E0,j by decreasing the value of ρ0, while |P (x, y)| ∼ |x
p0yq0 | still holds
but with the new implicit constant depending on the new ρ0. However, one should
not worry about the dependence on those ρ0, for they will be chosen to rely only on
the original function P . We will use this observation to further decompose U0,g,E0,j
into rectangular boxes later.
For each root r0 ∈ {r∗}, there is an associated ‘bad’ region defined by y = rx
m0
where |r − r0| < ρ0 and 0 < x < ǫ. We say that this is a bad region defined by the
edge E0 (and the root r0). Each bad region is carried to the next stage of iteration
via change of variables. Set {
x = x1,
y = xm01 (r0 + y1).
Notice that this bad region is contained in the set where |y1| = |r − r0| < ρ0, so
that in (x1, y1) coordinates, the bad region is now 0 < x1 < ǫ and −ρ0 < y1 < ρ0.
Set
P1(x1, y1) = P0(x1, r0x
m0
1 + y1x
m0
1 ),
and for any choice of ǫ1 > ρ0, let
U1 = {(x1, y1) : 0 < x1 < ǫ1, |y1| < ǫ1}.
Then [U1, P1, (x1, y1)] is a standard triple and same arguments can be applied again.
Notice that the edge E0 in N (P ) is “collapsed” into the leftmost vertex of N (P1).
More precisely, if (p1,l, q1,l) is the leftmost vertex of N (P1), then
(p1,l, q1,l) = (p0 +m0q0, s0).(4.26)
This is a crucial bookkeeping identity for understanding the behavior of P (x, y) in
later stages of the iteration. Now we repeat the previous arguments. If either a
vertex or an edge is dominant, then
|P1(x1, y1)| ∼ |x
p1
1 y
q1
1 |
for some vertex (p1, q1) of N (P1). Otherwise there is an edge E1 ∈ E(P1) and a
non-zero root r1 of P1,E1(1, y1) together with a neighborhood (r1−ρ1, r1+ρ1) that
define a bad region. Change variables to{
x1 = x2
y1 = x
m1
2 (r1 + y2)
and set
P2(x2, y2) = P1(x2, x
m1
2 (r1 + y2)).
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Now we iterate the above argument. In the k-th stage of iteration, if either a vertex
or an edge is dominant, then
|P (x, y)| = |Pk(xk, yk)| ∼ |x
pk
k y
qk
k |(4.27)
and
|∂axk∂
b
yk
Pk(xk, yk)| . min{1, |x
pk−a
k y
qk−b
k |}.(4.28)
Here (pk, qk) is a vertex of N (Pk) and{
xj−1 = xj ,
yj−1 = (rj−1 + yj)x
mj−1 ,
for 1 ≤ j ≤ k, i.e.,{
x = x0 = · · · = xk
y = y0 = r0x
m0
0 + r1x
m0+m1
0 + · · ·+ rk−1x
m0+···+mk−1
0 + ykx
m0+···+mk−1 .
The iterations above form a tree structure and each branch of this tree yields a
chain of standard triples
[U0, P0, (x0, y0)]→ [U1, P1, (x1, y1)]→ · · · → [Uk, Pk, (xk, yk)]→ · · · .(4.29)
One may hope each such chain is finite, unfortunately this is not necessarily the
case. For those that terminate after finitely many steps, say at the n-th stage of
iteration, it must be the case that no bad regions are generated by [Un, Pn, (xn, yn)],
and so we obtain Theorem 4.1 with the corresponding change of variables given by
(4.19).
For each of those branches that does not terminate, one can show that (see
Lemma 4.6 [35]), there exists n0 ∈ N such that for n ≥ n0, N (Pn) has only one
compact edge En and Pn,En(xn, yn) = cn(yn− rnx
mn
n )
sn0 , where sn0 is the order of
the root rn0 . On such a branch, one should instead perform the following change
of variables:
yn0 = yn0+1x
mn0
n0 +
∞∑
k=n0
rkx
mn0+mn0+1+···+mk
n0 .
Under this alternate change of variables, iteration along this branch stops immedi-
ately at stage n0+1. This corresponds to the change of variables in (4.18). Since the
total number of branches in the iteration is bounded above (see Lemma 4.5 in [35])
the modified algorithm fully terminates after finitely many steps. In particular, the
total number of good regions are also finite.
We now give some explanation of the subindices (n, g,α, j) in Theorem 4.1. The
letter ‘n’ represents the stage of iterations, ‘g’ indicates the region is ‘good’, ‘α’ con-
tains the information necessary to make the change of variables from [U0, P0, (x0, y0)]
to a specific [Un, Pn, (xn, yn)] and ‘j’ is used to list the all the ‘good’ regions gen-
erated by [Un, Pn, (xn, yn)]. The cardinality of the tuples (n, g,α, j) is finite and
depends on the original function P . We often use Un,g to represent Un,g = Un,g,α,j
for some α and some j.
The identity (4.26) is very useful to help estimate P (x, y) in higher stages of the
iteration. Indeed, consider the n-th stage of iteration and let Un,g,α,j be a good
region. Then |P (x, y)| = |Pn(xn, yn)| ∼ |xpnn y
qn
n |, for some vertex Vn = (pn, qn)
of N (Pn). For 0 ≤ j ≤ n − 1, let (pj,l, qj,l) be the leftmost vertex of N (Pj), and
furthermore let (pj , qj) be the left vertex of the edge Ej and let rj be the root that
16 LECHAO XIAO
governs the next stage of iteration. Assume sj is the order of the root rj . We claim
that for 0 ≤ j ≤ n− 1, 

pj+1,l = pj + qjmj ,
qj+1,l = sj ≤ qj ,
pj + qjmj ≤ pj,l + qj,lmj ,
(4.30)
and if Lmn is a supporting line of N (Pn) through Vn, then
pn +mnqn ≤ pn,l +mnqn,l ≤ p0 +m0q0 + s0
∑
1≤j≤n−1
mj .(4.31)
Indeed the first two identities in (4.30) are of the same nature as the one in (4.26).
The third one comes from the fact that the vertex (pj,l, qj,l) lies on or above Ej ,
which is the supporting line through (pj , qj) of slope −1/mj. Iterating (4.30) yields
(4.31).
Now we come to the crucial observation which is used to deduce structural in-
formation of the phase for the exceptional cases. In Section 6, we will see that
such exceptional cases occur in some good region when (pn, qn) = (pn,l, qn,l),
p0 = 0 and qn = q0,l. Together with the second identity of (4.30), they imply
q0,l = q0 = s0 = q1,l = q1 = s1 = · · · sn−1 = qn,l = qn. Consequently, for
0 ≤ j ≤ n − 1, the Newton polygon of Pj has only one compact edge Ej and the
restriction of Pj to this edge is
Pj,Ej (xj , yj) = cjx
pj
j (yj − rjxj)
sj = cjx
pj
j (yj − rjxj)
q0,l .
Therefore in this good region
P (x, y) = Pn(xn, yn) ∼ x
pn
n y
qn
n ∼ (y − γn(x))
q0,l .(4.32)
4.2. A smooth partition. Let U be a small neighborhood of the origin such that
one can apply Theorem 4.1 to it. Divide U (up to a set of measure zero) into four
different regions: UE , UN , UW and US (representing the east, north, west and south
portions), defined by

UE = {(x, y) ∈ U : x > 0,−Cx < y < Cx}
UW = −UE
UN = {(x, y) ∈ U : C|x| < y}
US = −UN .
(4.33)
We choose the above constant C > 0 such that 2−10C is greater than the absolute
value of any root of PE(1, y) or PE(−1, y), where E is the edge of slope −1. We shall
then define smooth functions φE , φN , φW and φS whose supports are contained in
2
3U and such that for any function Ψ supported in
1
2U , the following holds :
Ψ(x, y) = (φE(x, y) + φN (x, y) + φW (x, y) + φS(x, y))Ψ(x, y) for (x, y) 6= 0.
Moreover, φE is essentially supported in UE , in the sense that supp φE ⊂ U∗E,
where
U∗E = {(x, y) ∈ U : −2Cx < y < 2Cx},(4.34)
and similarly for φN and so on.
In what follows, we focus on φE and UE . Similar results for UW , UN and US can
be obtained by changing x to −x, switching y and x, and making both changes,
respectively. Notice |y| . |x| for (x, y) ∈ U∗E, and by shrinking U if necessary, one
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hasm0 ≥ 1 if Un,g,α,j has nonempty intersection with U∗E , wherem0 is the exponent
of the first term of γn(x) in (4.18) or (4.19). We will partition φE into a sum of
smooth functions φR such that each φR is essentially supported in a box R which
is essentially contained in one Un,g,α,j. Consequently P (x, y) still behaves like a
constant in supp φR. We briefly describe how to obtain such partition and refer
the readers to [12] for details. First fix one good region Un,g, which is contained
in x
m′n
n . yn . x
mn
n and in which |Pn(xn, yn)| ∼ |x
pn
n y
qn
n |. Let σ and ρ be dyadic
numbers and set Un,g(σ, ρ) be a subset of Un,g with xn ∼ σ and yn ∼ ρσmn . Notice
0 < σ . 1, σm
′
n−mn . ρ . 1 and Pn(xn, yn) is comparable to a fixed value in
Un,g(σ, ρ). Let ∆x (and ∆y) be the length of a typical x-cross (y-cross res.) section
of Un,g(σ, ρ). Then {
∆x ∼ ρσm0+···+mn · σ1−m0
∆y ∼ ρσm0+···+mn ,
(4.35)
if n ≥ 1 and {
∆x ∼ σ
∆y ∼ ρσm0
(4.36)
if n = 0. We then cover Un,g(σ, ρ) by a collection of ∆x ×∆y boxes, denoted by
{R}R∈Un,g(σ,ρ). The collection operators associated to the boxes {R}R∈Un,g(σ,ρ)
will exhibit the orthogonality properties (A.3). Indeed, let πx and πy denote the
othogonal projections of R2 onto the x- and y-axis, respectively. Then there exists
a positive constant C ∈ N independent of σ and ρ such that∑
R∈Un,g(σ,ρ)
1πx(R)(x) ≤ C and
∑
R∈Un,g(σ,ρ)
1πy(R)(y) ≤ C.(4.37)
Notice that C can be also independent of each Un,g, for the cardinality of the
collection of good regions Un,g,α,j is finite.
To complete the smooth partition, let φR be a non-negative smooth function
essentially supported in R, in the sense that it satisfies
R ⊂ supp φR ⊂ τR(4.38)
and
|∂ax∂
b
yφR(x, y)| . |∆x|
−a|∆y|−b, for 0 ≤ a, b ≤ 2.(4.39)
Consequently,∑
σ
∑
ρ
∑
R∈Un,g(σ,ρ)
φR(x, y) 6= 0 , for all (x, y) ∈ Un,g.(4.40)
Here τ > 1 is some fixed number independent of σ and ρ such that the dilation τR
is essentially contained in Un,g(σ, ρ), in the sense |P (x, y)| = |Pn(xn, yn)| ∼ |xpnn y
qn
n |
for (x, y) ∈ τR. We can also control upper bounds of certain derivatives of P (x, y)
for (x, y) ∈ τR. Indeed, by the chain rule, ∂byP (x, y) is equal to
∂bynP (x, y)
(
∂y
∂yn
)b
= ∂bynP (x, y) · x
−b(m0+···+mn−1).(4.41)
By (4.28), we have for (x, y) ∈ τR,
|∂byP (x, y)| . |x
pn
n y
qn
n | ·∆y
−b ∼ |Pn(xn, yn)| ·∆y
−b.(4.42)
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Similarly, viewing y as a function of x, one has
∂xP (x, y) = (∂xP )(x, y) + (∂yP )(x, y)
∂y
∂x
.
Since | ∂y∂x | . |x|
m0−1, |∂xP (x, y)| is bounded by
|xpnn y
qn
n ||xn|
−1 + |xpnn y
qn
n ||x
m0+···+mn−1+mnyn|
−1 · |x|m0−1
and it is obvious that the later is dominant. Thus |∂xP (x, y)| . |x
pn
n y
qn
n |∆x
−1.
Analogous calculations for a = 0, 1, and 2 yield that
|∂axP (x, y)| . |x
pn
n y
qn
n | ·∆x
−a ∼ |Pn(xn, yn)| ·∆x
−a
for (x, y) ∈ τR. Finally, we associate the function
(4.43)
φR∑
(n,g,α,j)
∑
σ
∑
ρ
∑
R∈Un,g,α,j(σ,ρ)
φR
· φE
to R (and, for convenience, redefine φR to equal (4.43)) and therefore
φE(x, y) =
∑
(n,g,α,j)
∑
σ
∑
ρ
∑
R∈Un,g,α,j(σ,ρ)
φR(x, y).(4.44)
5. Reduction to a good region
In the proof of Theorem 1.3, we lose no generality in assuming (x0, y0) = (0, 0).
Let (k, l) ∈ N∗ be any vertex of the Newton polygon of the phase S at the origin.
Equivalently, (k−1, l−1) is any vertex of the Newton polygon of P (x, y) = S′′xy(x, y).
The goal is to establish the following for each such (k, l):
‖T0f‖ k+l
k
. |λ|−
1
k+l ‖f‖ k+l
k
.(5.45)
Through out the rest of this paper, we let (k, l) ∈ N2∗ be fixed.
As it was done in the previous section, we decompose φ into the sum of four
functions supported in the east, north, west and south regions respectively, i.e.
φ(x, y) = φE(x, y) + φN (x, y) + φW (x, y) + φS(x, y) for (x, y) 6= 0 .
The bilinear form can be then written as
〈T0f, g〉 = BE(f, g) + BN (f, g) + BW (f, g) + BS(f, g)
where
BE(f, g) =
∫∫
eiλS(x,y)f(y)g(x)φE(x, y)dxdy,(5.46)
and so on. We will focus on BE(f, g) and the others can be handled similarly. Apply
the smooth partition of unity from the previous section built from the function
P (x, y) = S′′xy(x, y); we can write
φE =
∑
(n,g,α,j)
∑
σ,ρ
∑
R∈Un,g,α,j(σ,ρ)
φR,
where σ and ρ are dyadic numbers. Write
BE(f, g) =
∑
(n,g,α,j)
∑
σ,ρ
∑
R∈Un,g,α,j(σ,ρ)
BR(f, g)
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where BR(f, g) is define as in (5.46) with φE replaced by φR. Since the number of
Un,g,α,j is finite, it suffices to prove the desired estimate in one Un,g,α,j . We will
focus on Un,g = Un,g,α,j for some α, j. Write
Bn,g(f, g) =
∑
σ,ρ
∑
R∈Un,g(σ,ρ)
BR(f, g).
Notice that for (x, y) ∈ Un,g one has
|S′′xy(x, y)| ∼ |x
pn
n y
qn
n |(5.47)
where {
x = x0 = · · · = xn
y = y0 = γn(x) + ynx
m0+···+mn−1 .
(5.48)
Here
γn(x) =
∗∑
j=0
r0x
m0+···+rj(5.49)
with ∗ = n − 1 or ∞; see (4.18) and (4.19). Notice that m0 ≥ 1 since (x, y) ∈
supp φE . Each R is a ∆x ×∆y rectangle. Let Rx and Ry denote the orthogonal
projections of τR into the x- and y-axis respectively. Notice that |Rx| ∼ ∆x and
|Ry| ∼ ∆y. Lemma 3.2 implies
‖BR(f, g)‖ . |λ|
− 12
(
inf
(x,y)∈φR
|P (x, y)|
)− 12 ∥∥f1Ry∥∥2 ‖g1Rx‖2 .(5.50)
Combining Lemma 3.1, (5.50) and their interpolation, we have
Lemma 5.1. For each 1 ≤ p ≤ ∞, we have
‖BR(f, g)‖ . ∆x
1
p∆y
1
p′
∥∥f1Ry∥∥p ‖g1Rx‖p′ .(5.51)
For 2 ≤ p ≤ ∞
‖BR(f, g)‖ . ∆y
1− 2p |λ|−
1
p
(
inf
(x,y)∈φR
|P (x, y)|
)− 1p ∥∥f1Ry∥∥p ‖g1Rx‖p′(5.52)
and for 1 ≤ p ≤ 2
‖BR(f, g)‖ . ∆x
1− 2
p′ |λ|−
1
p′
(
inf
(x,y)∈φR
|P (x, y)|
)− 1
p′ ∥∥f1Ry∥∥p ‖g1Rx‖p′ .(5.53)
The estimates (5.52) are employed for the p ≥ 2 case and (5.53) for the 1 ≤ p ≤ 2
case. Since the arguments for these two cases are similar, we only focus on the
p ≥ 2 case, i.e. l ≥ k. Assume also (k, l) 6= (1, 1) for otherwise the phase is non-
degenerate and the desired estimates were already proved in [14]. Details of the
proof will appear in the next three sections. In the rest of this section, we address
the sharpness of Theorem 1.3.
In what follows, we assume we have established (5.45) for all the vertices of
N (S). For ( 1pα ,
1
p′α ) lying in the Newton diagram, we claim that ‖T0‖p . |λ|
− 1α
is sharp. For convenience, let us use (a, b) to denote ( 1pα ,
1
p′α ). Let Lm be any
supporting line through (a, b). Then, one can find a small number δ > 0 depending
only on S such that
|λS(δ|λ|−
1
a+bm , δ|λ|−
m
a+bm )| ≤ 2−10.
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If f and g are characteristic functions of [0, δ|λ|−
m
a+bm ] and [0, δ|λ|−
1
a+bm ] respec-
tively, then
|〈T0f, g〉|
‖f‖p‖g‖p′
∼ δ|λ|−
1
a+b = δ|λ|−α.
Consequently, all the estimates associated to points in D(S) must be sharp, and
those associated to the interior points of the N (S) can not be sharp, and those
associated to the points outside N (S) can not be true.
6. The minor case
In this section, we will exploit the three basic principles: size-estimates, oscillation-
estimates and almost-orthogonality to address the minor case. In conjunction with
the resolution algorithm, we will deduce certain structural information for the phase
of the two major cases. The arguments are split into two parts according to n = 0
and n ≥ 1.
6.1. Case 1: n=0. Then |P (x, y)| ∼ |xp0yq0 |. Notice that ∆x ∼ σ and ∆y ∼
ρσm0 . For convenience in later arguments, let us define the quantities
Aσ,ρ = σ
1/p(ρσm0)1/p
′
Bσ,ρ = |λσ
p0 (ρq0σm0)|−1/p(ρσm0)1−2/p
and their convex combination
Cσ,ρ = A
k−1
k
σ,ρ B
1
k
σ,ρ = |λ|
− 1k+l
(
σk−1(ρσm0)l−1
σp0(ρσm0)q0
) 1
k+l
.
By (5.51), (5.52) and their interpolation,
|BR(f, g)| . min{Aσ,ρ, Bσ,ρ, Cσ,ρ}
∥∥f1Ry∥∥p ‖g1Rx‖p′ .(6.54)
The fact xp0yq0 is the dominant term in P (x, y) implies Cσ,ρ . |λ|
− 1k+l .
The number of R ∈ U0,g(σ, ρ) is bounded by a constant since ∆x ∼ σ. Conse-
quently, we do not need to worry about summing over R in this collection. To sum
over σ and ρ, consider first (k − 1, l− 1) 6= (p0, q0) and let
Θj = {(σ, ρ) : σ
k−1(ρσm0)l−1 ∼ 2jσp0(ρσm0)q0}.
Again, by the fact xp0yq0 is the dominant term in P (x, y), Θj = ∅ if j is larger
than some fixed constant C. The fact that (k − 1, l − 1) and (p0, q0) are linearly
independent allows us to employ the almost-orthogonality Lemma 3.3 to sum over
(σ, ρ) in the same Θj without any loss. Thus
|Bn,g(f, g)| ≤
∑
j≤C
∑
(σ,ρ)∈Θj
∑
R∈U0,g(σ,ρ)
|BR(f, g)|
≤
∑
j≤C
∑
(σ,ρ)∈Θj
|λ|−
1
k+l 2
j
k+l
∥∥f1Ry∥∥p ‖g1Rx‖p′ . |λ|− 1k+l ‖f‖p‖g‖p′.
In the case (p0, q0) = (k − 1, l− 1) and k 6= 1,
Bσ,ρ = |λ|
− kk+l (σ−
k−1
k+l ρ−
l−1
k+l )k.
And now we set
Θj = {(σ, ρ) : Bσ,ρ ∼ 2
j|λ|−
1
k+l }.
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Notice that l ≥ k ≥ 2 and there is no loss when adding all (σ, ρ) in the same Θj
due to Lemma 3.3. One can then employ the Bσ,ρ estimates for j ≤ 0 and the
Aσ,ρ estimates for j > 0 in the summation of j. It is important that k 6= 1 in this
case, for otherwise Cσ,ρ is not a true convex combination of Aσ,ρ and Bσ,ρ, and the
above arguments will result in a log(2 + |λ|) loss. This case, i.e. our first major
case, (p0, q0) = (0, l − 1) (since k = 1) will be addressed in Section 7 by different
approachs.
6.2. Case 2: n ≥ 1. In this case, we need only focus on one single σ. Indeed,
notice that |y| ∼ xm0 and if σ/σ′ > C for some large constant, then
{y : (x, y) ∈ ∪ρUn,g(σ, ρ)} ∩ {y : (x, y) ∈ ∪ρUn,g(σ
′, ρ)} = .
By the almost-orthogonality Lemma 3.3, it suffices to establish the desired bound for
each single σ, given this bound is independent of σ. Now for (x, y) ∈ R ∈ Un,g(σ, ρ),
one has {
∆x ∼ ρσm0+···+mnσ1−m0
∆y ∼ ρσm0+···+mn
and
|P (x, y)| ∼ σpn+mnqnρqn .
The estimates in (6.54) hold with
Aσ,ρ = ρσ
m0+···+mnσ(1−m0)/p,
Bσ,ρ = |λσ
pn+mnqnρqn |−1/p(ρσm0+···+mn)1−2/p
Cσ,ρ = A
k−1
k
σ,ρ B
1
k
σ,ρ = |λ|
− 1k+lσ
µ
k+l ρ
ν
k+l
where
ν = (k − 1 + l − 1)− qn
µ = (k − 1 + l − 1)(m0 + . . .mn) + (1−m0)(k − 1)− (pn +mnqn).
Applying Lemma 3.3 to sum BR(f, g) over all R ∈ Un,g(σ, ρ) gives∑
R∈Un,g(σ,ρ)
|BR(f, g)| . min{Aσ,ρ, Bσ,ρ, Cσ,ρ}‖f‖p‖g‖p′ .
We claim that µ and ν are both non-negative. An important observation is
l − 1 ≥ s0,(6.55)
which implies ν ≥ 0 immediately. Indeed (6.55) is obvious, if the vertex (k−1, l−1)
is equal to or lying on the left of (p0, q0). In this case if ν = 0, then one must have{
k = 1
l − 1 = q0 = s0 = qn.
(6.56)
Otherwise the vertex (k − 1, l− 1) lies on the right of (p0, q0). Then
s0 ≤ q0 − (l − 1) ≤ (q0 − (l − 1))m0 ≤ (k − 1)− p0 ≤ k − 1 ≤ l − 1.(6.57)
We used the facts thatm0 ≥ 1 for the second inequality, that the vertex (k−1, l−1)
lies on or above the supporting line passing through (p0, q0) with slope −1/m0 for
the third one, and that the assumption l ≥ k for the last one. In this case ν has to
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be positive, for if ν = 0 then k = 1 and s0 = k − 1 = l − 1, i.e. k = l = 1. This is
the non-degenerate case excluded from the beginning.
To show µ ≥ 0, we employ the induction formula (4.31):
pn +mnqn ≤ p0 +m0q0 +
n∑
j=1
qj,lmj
and
p0 +m0q0 ≤ (k − 1) +m0(l − 1).
Then
µ ≥
(
(k − 1) +m0(l − 1)− (p0 +m0q0)
)
+
n∑
j=1
((l − 1)− qj,l)mj ≥ 0
and a necessary condition for µ = 0 is l − 1 = s0 = qn.
If ν > 0, then Cσ,ρ . |λ|
− 1k+l ρν . One can sum Cσ,ρ over dyadic numbers 0 < ρ <
1 and obtain a bound independent of σ.
Else ν = 0, (6.56) implies k − 1 = 0, l − 1 = s0 = q0 = qn, and thus (pn, qn) =
(pn,l, qn,l) and (p0, q0) = (0, l−1). In this good region Un,g, the function Pn behaves
like
|Pn(xn, yn)| ∼ |x
pn
n y
qn
n | = |(y − γn(x))
l−1|
with |y − γn(x)| . xm0+···+mn−1 . This is our second major case that will be ad-
dressed by complex interpolation in Section 8.
7. The first major case: n = 0 and k = 1
In this section, we need to obtain a |λ|−
1
l+1 decay rate estimate of the Ll+1 →
Ll+1 operator norm of the operator given by
T0,gf(x) =
∫
eiλS(x,y)f(y)φ0,g(x, y)dy.
Here φ0,g is essentially supported in the good region defined by the vertex (0, l−1),
i.e. the region where yl−1 is the dominant term in |P (x, y)|. Our strategy is as
follows. First, it suffices to establish the same decay estimate for the L
l+1
l operator
norm of its adjoint. This will be done by first proving a sharp L2-estimate for some
truncated non-degenerate oscillatory integral operators, and second by lifting this
estimate to the desired L
l+1
l -estimate via Lemma 3.4.
We now go to the details. First, if (0, l − 1) is the only vertex in the Newton
polygon, then yl−1 is always the dominant term and φ0,g(x, y) = φ(x, y). This is
a simple case that can be proved by quoting Ho¨rmander’s result [14] directly after
applying change of variables and the lifting trick below; see Lemma 7.1 and its
proof below. In what follows, we focus on the difficult case that N (P ) has vertices
other than (0, l− 1). Then the good region defined by it has two portions, one lies
in y & |x|m0 and the other in y . −|x|m0 . We can then write φ0,g = φ
+
0,g+φ
−
0,g and
T0,g = T
+
0,g + T
−
0,g. The treatments for them are the same and we will only handle
T+0,g (i.e. y ≥ |x|
m0). For notation simplicity, we still use φ0,g and T0,g to denote
φ+0,g and T
+
0,g respectively.
Notice that for α = 0, 1, 2 and for all (x, y) ∈ supp φ0,g,
|∂αxφ0,g(x, y)| . |y|
− αm0 .(7.58)
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Here − 1m0 is the slope of the compact edge containing (0, l − 1). It suffices to
establish
‖T ∗0,g‖ l+1
l
. |λ|−1/(l+1),(7.59)
where T ∗0,g is the adjoint of T0,g, i.e.
T ∗0,gf(y) =
∫
e−iλS(x,y)f(x)φ0,g(x, y)dx.
Change variable u = y1/l and set
Hf(u) =
∫
e−iλR(x,u)f(x)ψ(x, u)dx
where {
R(x, u) = S(x, u1/l)
ψ(x, u) = φ0,g(x, u
1/l).
We claim that
Lemma 7.1. Under the above setting, the followings hold
‖Hf‖∞ . ‖f‖1 and ‖Hf‖2 . |λ|
−1/2‖f‖2.(7.60)
Then (7.59) follows from this lemma and Lemma 3.4. Indeed, notice that (7.60)
and p0 = 2 in Lemma 3.4 imply
(
∫
|Hf(u)|p|u|p−2du)1/p . |λ|1/p−1
for 1 < p ≤ 2. Setting p = l+1l yields(∫ ∣∣∣∣
∫
eiλS(x,u
1/l)φ(x, u1/l)f(x)dx
∣∣∣∣
(l+1)/l
|u|1/l−1du
)l/(l+1)
. |λ|−1/(l+1)
and (7.59) follows by setting u = yl.
The first estimate in (7.60) is obvious due to the compact support of ψ and what
remains is the verification of the L2-estimate. Notice that in the case (0, l−1) is the
only vertex, ψ is just a normal cut-off (without the truncation). This L2-estimate
is just the classical result of Ho¨rmander. However, in this truncated version, if one
follows the arguments from [14] line by line, there will be a log(2 + |λ|) loss. As it
was observed by Phong, Stein and Sturm [26], a key to avoid this loss is to couple
TT ∗ arguments with the Hardy-Littlewood maximal functions, rather than Schur’s
test. Details are given below.
Proof of the L2-estimate. Let H∗ denote the adjoint operator of H , then
HH∗f(u) =
∫
K(u, z)f(z)dz
where
K(u, z) =
∫
e−iλ(R(x,u)−R(x,z))ψ(x, z)ψ(x, u)dx.(7.61)
Set δ(·) = |·|
1
l·m0 and δ = min{δ(u), δ(z)}. One has |x| . δ given ψ(x, z)ψ(x, u) 6= 0.
Consequently,
|K(u, z)| . δ.(7.62)
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Another estimate we need is
|K(u, z)| . δ−1(λ|u− z|)−2.(7.63)
Together, they yield
|K(u, z)| .
δ
1 + (λδ|u − z|)2
.(7.64)
We postpone the proof of (7.63) but focus on the more interesting part: the de-
duction of the L2-estimate from (7.64). As it was mentioned above, the routine
approach, namely the Schur test, is not efficient in estimating the kernel K(u, z).
A key is to exploit the Hardy-Littlewood maximal function. First, one can majorize
the left hand side of (7.64) by the sum of
K1(u, z) =
δ(u)
1 + (λδ(u)|u − z|)2
and K2(u, z) =
δ(z)
1 + (λδ(z)|u− z|)2
.
If M is the Hardy-Littlewood maximal operator, then∣∣∣∣
∫
K1(u, z)f(z)dz
∣∣∣∣ . λ−1Mf(u) and
∣∣∣∣
∫
K2(u, z)g(u)du
∣∣∣∣ . λ−1Mg(z).
As a consequence,∫∫
|K(u, z)f(z)g(u)|dudz . λ−1
(∫
Mf(u)|g(u)|du+
∫
|f(z)|Mg(z)dz
)
.
By the Cauchy-Schwarz inequality and the Hardy-Littlewood maximal functions,
the above is bounded (up to multiple constant) by λ−1‖f‖2‖g‖2. It is obvious this
estimate yields the L2-estimate of (7.60).
What remains is the routine homework to verify (7.63). Set{
A(x) = (∂x(R(x, u)−R(x, z)))
−1
B(x) = ψ(x, z)ψ(x, u).
By applying integration by parts twice, (7.61) becomes
K(u, z) =
∫ (
1
−iλ
)2
e−iλ(R(x,u)−R(x,z))
(
(A(x)B(x))′A(x)
)′
dx,(7.65)
that is
|K(u, z)| . λ−2δ
∥∥∥∥((AB)′A)′
∥∥∥∥
∞
.(7.66)
Thus we need to find upper bounds for ‖A(α)‖∞ and ‖B(α)‖∞ for α = 0, 1, 2. In
what follows, α is equal to 0, 1 or 2. The estimates (7.58) imply
‖B(α)‖∞ . δ
−α.
By the chain rule, R′′xu(x, u) = S
′′
xy(x, u
1/l)(u1/l)′. Notice also |S′′xy(x, y)| ∼ y
l−1.
Thus
|R′′xu(x, u)| ∼ 1.(7.67)
We also have
|∂αxR
′′
xu(x, u)| . |u|
− αlm˙0 .(7.68)
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Indeed, consider the Taylor expansion of S′′xy
S′′xy(x, y) =
∑
cp,qx
pyq.
Since (0, l−1) lies in the compact edge (a supporting line) of slope −1/m0, for each
(p, q) with cp,q 6= 0, we have
p
m0
+ q ≥ (l − 1)(7.69)
and equality holds if and only if (p, q) is in this edge. Then
R′′xu(x, u) =
∑
c′p,qx
puq/l+(1/l−1)
and
∂αxR
′′
xu(x, u) =
∑
c′′p,qx
p−αuq/l+(1/l−1)
for some constants c′p,q and c
′′
p,q. By (7.69), in the region |x| . (u
1
l )
1
m0 (= y
1
m0 ),
|∂αxR
′′
xu(x, u)| .
∑
c′′p,q|(u
1
lm0 )p−αuq/l+(1/l−1)| . |u|−
α
lm0 ,
which is (7.68).
Employing the mean value theorem gives
‖A(α)‖∞ . δ
−α|u− z|−1.
Then (7.63) follows from (7.66) , the product rule and above estimates for ‖A(α)‖∞
and ‖B(α)‖∞.

8. The second major case: n ≥ 1 and ν = 0
We need to handle the case ν = 0 and (pn, qn) = (pn,l, qn,l), which implies{
k = 1
l− 1 = s0 = · · · = sn−1 = qn,l.
In this good region Un,g, one has
|P (x, y)| ∼ |x
pn,l
n y
qn,l
n | ∼ |(y − γ(x))
l−1|.
Here
γ(x) = r0x
m0 + · · ·+ rn−1x
m0+···+mn−1 + ξ(x)
where ξ(x) is the sum of the remaining terms (if any) of higher degree in x, and
Un,g is contained in
|y − γ(x)| . |xm0+···+mn−1 | . |xm0 | .(8.70)
We only dyadically decompose Un,g along the x variable but not the y variable. Set
φn,g,σ(x, y) =
∑
ρ
∑
R∈Un,g(σ,ρ)
φR(x, y)(8.71)
and
Tn,g,σf(x) =
∫
eiλS(x,y)f(y)φn,g,σ(x, y)dy.(8.72)
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By the same almost-orthogonality arguments from Section 6, it suffices to handle
a fixed σ. We need to show there is a constant C uniform for all small σ such that
‖Tn,g,σf‖l+1 ≤ C|λ|
− 11+l ‖f‖l+1.(8.73)
We now let σ be a fixed small number through out this section. Given the form of
P (x, y) in (8.70), it is natural to make the change of variable u = γ(x) and set{
ψσ(u, y) = φn,g,σ(γ
−1(u), y)
R(u, y) = σm0−1S(γ−1(u), y).
(8.74)
Define a new operator
Eσf(u) =
∫
eiλR(u,y)f(y)ψσ(u, y)dy.(8.75)
The following lemma implies (8.73).
Lemma 8.1. Under the above notation, we have
‖Eσf‖l+1 . |λ|
− 11+l ‖f‖l+1(8.76)
with the implicit constant uniform for all small σ.
Indeed, applying this lemma yield∫ ∣∣∣∣
∫
eiλS(x,y)f(y)φσ(x, y)dy
∣∣∣∣
l+1
dx
=
∫ ∣∣∣∣
∫
eiλS(γ
−1(u),y)f(y)φσ(γ
−1(u), y)dy
∣∣∣∣
l+1
dγ−1(u)
∼σm0−1
∫ ∣∣∣∣
∫
eiλσ
m0−1R(u,y)f(y)ψσ(u, y)dy
∣∣∣∣
l+1
du
.σm0−1(λσm0−1)−1‖f‖l+1l+1,
as desired.
The rest of this section is denoted to the proof of Lemma 8.1, which is accom-
plished via complex interpolation in the following two subsections. The first one
consists of the basic setups, leaving the technical details to the second one.
8.1. The setups. Embed Eσ into the following family of operators
Uzf(u) =
∫
eiλR(u,y)f(y)Kz(u, y)dy
where z is a complex number and where
Kz(u, y) = ψσ(u, y)(|u− y|+ |λ|
− 1l+1 )z .
Its adjoint is given by
U∗z f(y) =
∫
e−iλR(u,y)f(u)Kz¯(u, y)du.
Notice that when z = 0, U0 = Eσ. Next we define a variant of the H1 space; see
[20] and [18].
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Definition 8.1. Let I be an internal with center CI . An atom is a function a(y)
which is supported on I, so that
|a(y)| ≤
1
|I|
and
∫
I
e−iλR(u,CI)a(u)du = 0.
The space H1E consists of the subspace of L
1 of functions f which can be written
as f =
∑
j µjaj, where aj are atoms, and µj ∈ C, with
∑
|µj | <∞. Consequently,
we define BMOE as the dual space of H
1
E .
Lemma 8.1 is then a consequence of the following lemma and complex interpo-
lation; see [5, 20].
Lemma 8.2. Under the above setting, one has
(1) When Re(z) = −1, Uz maps from L∞ to BMOE with operator norm O(1+
|z|2) and its adjoint U∗z maps from H
1
E to L
1 with the same norm.
(2) When Re(z) = l−12 , Uz maps from L
2 to itself with operator norm O(|λ|−1/2|z|2).
By duality, the two statements in the first part are equivalent and it suffices
to establish the H1E to L
1 boundedness of U∗z . In the proof, we will also assume
Im(z) = 0 and when Im(z) 6= 0 there will be an extra O(1 + |Im(z)|2) factor. The
proof will appear in the next subsection.
The second part of this lemma is essentially the damped oscillatory integral
operators studied by Phong-Stein [21,24]. In the region |y−u| . |λ|−
1
l+1 , the desired
estimate can be obtained by passing the absolute value into the integral of Uzf and
applying the size estimate Lemma 3.1. In the region |y−u| & |λ|−
1
l+1 , K l−1
2
(u, y) is
essentially the damping factor |R′′uy(u, y)|
1
2 since |R′′uy(u, y)| ∼ |u− y|
l−1. We refer
the readers to [21, 24] for its estimate.
8.2. Proof of the H1E → L
1 estimate. Let b be an atom, i.e. a function supported
in some interval [A− δ, A+ δ] with
|b(u)| ≤
1
2δ
and
∫
e−iλR(u,A)b(u)du = 0.
To prove the first part of Lemma 8.2, it suffices to show that there is a constant C
independent of b such that ∫
|U∗−1b(y)|dy ≤ C.
Following same arguments in Section 6 it is not difficult to show ‖U∗−1‖2 . 1.
Coupled with the Cauchy-Schwarz inequality, this estimate yields∫
|y−A|≤100δ
|U∗−1b(y)|dy . δ
1/2‖b‖2 . 1.
Hence, in what follows, we focus on |y−A| > 100δ ≥ 100|u−A|, which also implies
|y − A| ∼ |y − u| for u ∈ supp b. Let τ > 100δ be any dyadic number and let
χA,τ denote a non-negative smooth function supported in |y − A| ∼ τ . Define
r = (λδ)−1/l and split the discussion into two regions as follow:
Region 1: τ ≥ r
Region 2: 100δ < τ ≤ r
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Region 1 is handled via L2 theory by exploiting the high-oscillation feature of
the phase. For each such τ , in the support of χA,τ one has
|R′′uy(u, y)| ∼ |u− y|
l−1 ∼ |y −A|l−1 ∼ τ l−1.
Consequently, by applying Lemma 3.2, the operator given by
χA,τ (y)U
∗
−1b(y) = χA,τ (y)
∫
e−iλR(u,y)b(u)ψσ(u, y)(|y − u|+ |λ|
−1/(l+1))−1du
satisfying(∫
|χA,τ (y)U
∗
−1b(y)|
2dy
)1/2
≤ (λ|τ |l−1)−1/2τ−1‖b‖2 ∼ (λδτ
l+1)−1/2.
Thus, Cauchy-Schwarz’ inequality implies∑
τ≥r
∫
|χA,τ (y)U
∗
−1b(y)|dy .
∑
τ≥r
τ1/2‖χA,τ(·)U
∗
−1b(·)‖2 . 1.
To handle Region 2, we need to exploit the “mean zero” property of b as well as
the low-oscillation feature of the phase. We divide U−1b(y) into the sum of
I1 =
∫
(e−iλR(u,y) − e−iλ(R(u,A)+R(A,y)−R(A,A)))b(u)K−1(u, y)du
and
I2 =
∫
e−iλ(R(u,A)+R(A,y)−R(A,A))b(u)K−1(u, y)du.
To address the first part, we apply the mean value theorem and obtain
|R(u, y)− (R(u,A) +R(A, y)−R(A,A))| = |u−A||y −A|∂u∂yR(u0, y0)| ,
for some u0 between u and A and some y0 between A and y. This is bounded above
by δ|y −A|l since |y0 − u0| . |y −A| and
|R(u0, y0)| ∼ |y0 − u0|
l−1 . |y −A|l−1.
Passing the absolute value into the integral, applying Taylor’s expansion to the
phase and utilizing the facts |K−1(u, y)| . |y −A|−1 and ‖b‖1 . 1, we obtain
|I1| .
∫
λδ|y −A|l|b(u)||K−1(u, y)|du ≤ λδ|y −A|
l−1.
Consequently, ∫
|y−A|<r
|I1|dy . 1.
To control I2, notice that
|I2| =
∣∣∣∣
∫
e−iλR(u,A)b(u)K−1(u, y)du
∣∣∣∣
which is majorized by the sum of
I3 =
∣∣∣∣
∫
e−iλR(u,A)b(u)(K−1(u, y)−K−1(A, y))du
∣∣∣∣
and
I4 =
∣∣∣∣K−1(A, y)
∫
e−iλR(u,A)b(u)du
∣∣∣∣ .
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Notice that I4 = 0, since b is an atom. We also claim that I3 is bounded by
δ|y −A|−2, which gives the desired estimate since∫
|y−A|≥100δ
I3dy .
∫
|y−A|≥100δ
δ|y −A|−2dy . 1.
It remains to verify this bound for I3. Indeed, by the mean value theorem again,
I3 . |u−A| |∂uK−1(u0, y)| ‖b‖1 ∼ δ |∂uK−1(u0, y)|
for some u0 between u and A. The product rule implies that |∂uK−1(u0, y)| is
controlled by
(|y − u0|+ λ
−1/(l+1))−2|ψσ(u0, y)|+ (|y − u0|+ λ
−1/(l+1))−1 · |∂uψσ(u0, y)| .
The fact |y − u0| ∼ |y −A| implies (|y − u0|+ λ−1/(l+1))−1 . |y −A|−1. The first
term is majorized by |y −A|−2 since |ψσ| . 1. To prove the same estimate for the
second term, we only need to verify |∂uψσ(u0, y)| . |y −A|−1.
First, notice that if ψσ(u0, y) 6= 0, then there is a x0 such that u0 = γ(x0) and
(x0, y) ∈ supp φn,g,σ. In particular, φR(x0, y) 6= 0 for some R. Note that there are
finitely many such R, whose sizes are essentially the same, denoted by ∆x ×∆y.
In particular, |y −A| ∼ |y − u0| = |y − γ(x0)| . ∆y and
|∂xφn,g,σ(x0, y)| . |∂xφR(x0, y)| . ∆x
−1.
Since x0 ∼ σ and |(γ
−1)′(u0)| = |γ
′(x0)|
−1 ∼ σ1−m0 , the chain rule implies
|∂uψσ(u0, y)| = |∂xφn,g,σ(x0, y)||(γ
−1)′(u0)| . ∆x
−1σ1−m0 = ∆y−1 . |y −A|−1,
as desired.
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