Given a directed graph D = (V; A) and a set S V , a bibranching is a set of arcs B A that contains a v{(V n S) path for every v 2 S and an S{v path for every v 2 V n S. In this paper, we describe a primal-dual algorithm that determines a minimum weight bibranching in a weighted digraph. It has running time O(n 0 (m + n log n)), where m = jAj, n = jV j and n 0 = minfjSj; jV n Sjg. Thus, our algorithm obtains the best known bounds for two important special cases of the problem: bipartite edge cover and r-branching.
There are two well-known special cases. First, for S = frg, a minimal bibranching is exactly an r-branching, i.e. a directed tree rooted at r. Second, if S is one of the colour classes of a bipartite graph, and all the edges are given an orientation away from S, then a bibranching in the resulting digraph corresponds to an edge cover in the original graph. The way bibranchings generalize branchings and bipartite edge covers may be compared with the way matching forests in mixed graphs (cf. 7], 8], 9]) generalize branchings in directed and matchings in undirected graphs. However, there does not seem to exist a direct reduction of one structure to the other.
It is not di cult to see that the following algorithm nds a minimum cardinality bibranching in a digraph: determine a minimum edge cover on the bipartite subgraph induced by all S{T arcs, add a branching of the subgraph induced by T (where the`root' is the set of vertices in T that have a neighbour in S and are therefore already reached by the edge cover), and similarly add aǹ upside down branching' of the subgraph induced by S.
In this paper, we consider the more general minimum-weight bibranching problem: The special case where either S or T is a singleton will be referred to as the minimum-weight branching problem; if D is bipartite with bipartition (S; T) the problem is called the minimum-weight edge cover problem.
Let n and m denote the number of vertices and the number of arcs of D, respectively. For the minimum-weight branching problem, a polynomial-time algorithm was rst described in 1] and 2]. Presently, an O(m+n log n)-algorithm is known (cf. 5]).
The minimum-weight edge cover problem can be reduced to the maximumweight matching problem ( 6] ), which, in a bipartite graph, can be solved by the Hungarian method 10]. The performance is O(n 0 (m + n log n)), where n 0 = minfjSj; jTjg, since it su ces to do n 0 shortest-path searches in a graph with nonnegative weights (cf. 3], 12]), while Dijkstra's shortest path algorithm sped up with Fibonacci heaps (cf. 4]) takes O(m + n log n) time. Schrijver 11] showed that the minimum-weight bibranching problem is solvable in polynomial time, using the ellipsoid method. A purely combinatorial algorithm for this problem is given in section 2. It consists of three phases. The rst phase together with the third phase is essentially a minimum-weight branching algorithm, while the second phase (after a simpli ed rst phase) can be regarded as an extension of a direct bipartite edge cover algorithm. In section 3 we argue that our algorithm can be implemented so that it runs in O(n 0 (m + n log n)) time, generalizing the complexity bounds mentioned for the special cases.
Some preliminaries are necessary before we can proceed to the description of the algorithm. Let C := (fU j U Sg fU j U Tg) n f;g. For a 2 A and U 2 C, we say that a covers U if and only if U S and a leaves U, or U T and a enters U. Let 
It is easily veri ed that an integral optimal solution to the minimization problem in (1) is the characteristic vector of a bibranching of minimum weight. It was proved in 11] that both optima in (1) have integral optimal solutions for an integral weight function w. 
Algorithm
We will now describe an algorithm for the minimum-weight bibranching problem, assuming that the given digraph D = (V; A) contains at least one bibranching (with respect to the given subset S V ).
As variables we use the set B A, a laminar collection L C, and the function y : L ! ZZ + . (Note that y can be extended to a function C ! ZZ + by de ning y(U) = 0 for U 2 C n L.) The function w 0 is de ned in terms of y and we will assume that all operations on y a ect w Step 1 of Loop 2 needs a more detailed description. To nd a shortest path from r to s in H with respect to the length function l, Dijkstra's algorithm is used. This shortest path algorithm in fact determines the distance from r to every vertex of H. While executing Loop 2 we want to preserve feasibility of y. In step 2, yvalues of vertices in S c are decreased. To retain y 0 anyway, we decontract vertices during the execution of the shortest path routine in step 1. Vertices in S c are decontracted when it is certain that their distance from r will be greater than their current y value. This also deals with the possibility that although not all vertices in T c are covered by B, no r{s path exists in the current H: then vertices are decontracted until such a path appears.
Dijkstra's algorithm uses a tentative distance function d : V c fr; sg ! ZZ + f1g and a tentative predecessor function p : V c fsg ! A(H). In the following complete description of step 1, the steps marked by ensure that vertices are decontracted when necessary; the other steps are the same as in the usual Dijkstra algorithm.
Step Note that expand(u) presumes that (P1) is valid and that u is covered by a (unique) B-arc and has children. In Claim 2, we will establish that, throughout Phase 2, (P1) holds, and all vertices of S c are covered by B. Furthermore, in the execution of the shortest path routine, expand is only applied to vertices u 2 S c with children (so, by (P1), u is covered by a unique B-arc). For Proof. By Claim 1, the properties (P0), (P1) and (P2) hold after Phase 1. We assume that they hold before a pass of Loop 2 and prove that they still hold after the pass. We will modify the implementation of Dijkstra's algorithm given in 4] to meet our purpose. A Fibonacci heap or F-heap is a data structure to manipulate a number of items, each having a real number as its key. Manipulating at most t items, and under the condition that one starts and ends with empty F-heaps it takes O(1) time to create an empty F-heap, insert an item with given key, decrease the key of an item in a heap, or nd the item of minimum key.
O(log t) to delete an item of minimum key from the heap and return it. Thus, all operations in the three phases together can be performed in at most O(n 0 (m + n log n)) time.
