A given explicit piecewise affine representation of an MPC feedback law is approximated by a single polynomial, computed using linear programming. This polynomial state feedback control law guarantees closed-loop stability and constraint satisfaction. The polynomial feedback can be implemented in real time even on very simple devices with severe limitations on memory storage.
Introduction
In explicit Model Predictive Control [4] , parametric programming [6] is used to construct a function µ which maps state measurements x onto the optimal control inputs. Provided such a µ exists, real-time implementation of MPC in Receding Horizon fashion (RHMPC) boils down to a mere function evaluation. For a rich class of MPC setups, µ can be shown to be a piecewise affine (PWA) function defined over N R polytopic regions. The main practical limitation, however, is that the number of regions grows quickly with problem size, having negative impact on the required memory storage and processing power. The number of regions of µ can be reduced e.g. by move blocking [24] , by model reduction techniques [13] , or by relaxing optimality [2] . Another direction is to a-posteriori simplify the regions either by merging [10, 17] , by replacing them by hyperboxes [15] or by simplices [12] . Evaluation of µ for a particular value of x can be simplified by organizing the regions into a binary search tree [23] , or by building a lattice representation [25] of the PWA function µ. A common denominator of all referenced approaches is that they lead to a simpler (sub)optimal RHMPC feedbackμ, which still is a PWA function. As a consequence, although a remarkable reduction of complexity can be achieved in certain ⋆ This paper was not presented at any IFAC meeting. Corresponding author M. Kvasnica. Tel. +421-2-59325352. Fax +421-2-59325340.
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cases, the memory footprint of the approximationμ still typically exceeds ten kilobytes. In this work we aim at simplify the RHMPC in such a way that it can easily be implemented on typical industrial hardware platforms, such as programmable logic controllers, which usually only provide 2-8 kB of memory.
We propose to remove all regions of µ completely and to approximate it by a single polynomial feedbackμ(x) of an a-priori fixed degree such that closed-loop stability and constraint satisfaction are preserved. The approach is applicable not only to linear systems, but also covers switched affine systems which belong to the class of hybrid systems [3] . Building upon our previous work [16, 19] , the approximation is performed in two steps. First, a parameterization of a set of stabilizing controllers, referred to as the stability tube [8] , is obtained using basic computational geometry tools. Subsequently we show how to search for the coefficients ofμ by solving a single linear program (LP). If the LP is feasible, the polynomial control law is guaranteed to reside in the stability tube, and hence it is closed-loop stabilizing and satisfies constraints for all time.
The key advantage is that the memory footprint of the approximate feedbackμ is minute compared to the storage of µ. In particular, for the type of problems considered here, the total storage forμ is roughly equal to the footprint of a single region of µ. It follows that the overall memory requirements are reduced N R times. The price to be paid is the inherent loss of optimality. Moreover, certain assumptions on the shape of the stability tube have to be imposed in order to formulate the search for coefficients ofμ as a single LP. Because of this, and since the LP-based search is based on sufficient conditions, it does not have to be always successful.
Compared to our previous work [16, 19] , we report a detailed complexity analysis of the overall design procedure. A large case study is provided to illustrate how the computation scales with increasing problem size and to assess the overall success rate. More importantly, new ideas for reducing the size of the LP problem are presented and extend applicability of our approach to larger problems.
Preliminaries
The set of non-negative real numbers is denoted by R ≥0 . Interior of a set Ω is int (Ω). We call a collection of poly-
Each polytope R i will be referred to as a region of the partition. A function µ :
We consider well-posed [3] , stabilizable PWA systems in discrete time x t+1 = f PWA (x t , u t ), composed of finitely many local affine dynamics, each valid in a polytope
where x t ∈ R nx are the states and u t ∈ R nu the inputs. The task is to control the PWA system (1) towards the origin (which is assumed to be an equilibrium of (1)) while fulfilling state and input constraints for all time, i.e. x t ∈ X , u t ∈ U, ∀t ≥ 0, where X ⊆ R nx and U ⊆ R nu are assumed to be non-empty polytopic sets containing the origin in their respective interiors.
We define for the PWA system (1) the constrained finite time optimal control (CFTOC) problem
s.t.
where x t+k is the future evolution of (1) over a prediction horizon N , given the initial condition x t and the vector of future control inputs
Q N x t+N p is the terminal penalty, and ℓ(x t+k , u t+k ) = Q x x t+k p + Q u u t+k p is the stage cost. It is assumed that p ∈ {1, ∞} in (2a). For problems of modest size it is possible to characterize the RHMPC feedback law µ : Ω → U and the optimal value function J * N : Ω → R ≥0 explicitly as PWA functions of x t [4, 6] 
, and satisfying V (f CL (x)) ≤ γV (x) for some γ ∈ [0, 1) and for all x ∈ Ω, then the closed-loop system f CL is asymptotically stable in Ω.
The freedom in γ allows one to find a set of stabilizing controllers which render the function V a control Lyapunov function. Such sets are denoted as stability tubes [8] :
For the type of PWA systems (1), PWA Lyapunov functions V , and fixed γ, the tube can be computed explicitly using reachability analysis [8, Ch. 10.4 ] and represented as a (possibly non-convex) union of polytopes. To see this, note that for each feasible transition from region R i to region R j for which the value of V decreases, (3) is a polytope S i,j in the x − u space. The whole stability tube is then given by S(V, γ) := NR i=1 S i , where
Main Results
We aim at approximating a given RHMPC control law µ by a single multivariate polynomialμ of pre-specified degree δ:μ
Here, α i ∈ R nu×nx , i = 1, . . . , δ, are the coefficients to be determined, and x i is the element-wise i-th power of a vector x ∈ R nx , i.e.
Note that in a multi-input case with n u > 1, (4) is a vectorvalued polynomial. The constant offset α 0 is not considered in (4) sinceμ(¼ nx ) = ¼ nu must hold to attain stability. Formally, we aim at solving the following problem. To solve this problem, we exploit the inherent freedom of the Lyapunov function V , captured by its stability tube: ∈ S(V, γ) asymptotically stabilizes the system x + = f PWA (x,μ(x)) for all x ∈ Ω to the origin.
Remark 3.3 The concept of stability tubes does not require that the function V originates as a solution of the MPC problem (2). In fact, the tube can be constructed for an arbitrary feedback law which admits a PWA
1 Lyapunov function on Ω. It follows that the presented procedure can be applied to approximate arbitrary feedback laws with this property.
In the sequel we show that, given a stability tube S(V, γ), the polynomialμ satisfying 
Existence of S(V, γ) hints at existence of control laws, other than µ, which would provide closed-loop stability and constraint satisfaction for all time. Connectivity is implied by the objective of approximating µ by a single continuous polynomial valid over the whole domain dom(μ) = Ω. Finally, convexity (and hence uniqueness) is dictated by the desire of being able to perform the approximation in a computationally efficient manner. If A2 does not hold,μ can still be found by solving a combinatorial problem. If A3 is violated, the remedy would be to approximate independently each connected part of the tube, giving rise to a piecewise polynomial type of approximation.
Under this assumption, the tube consists of N R polytopes in the state-input space:
1 For piecewise quadratic Lyapunov functions the tube can no longer be represented as a union of polytopes, in general.
We remark that the whole tube S(V, γ) := ∪ i S i is not required to be convex. Define, for each i = 1, . . . , N R , a set of polynomials
where the cardinality of p i (·) is equal to the number of constraints of the i-th element of the stability tube, i.e. the number of rows of S 0 i . Then we get the following straightforward result. 
thenμ solves Problem 3.1.
Proof. First note that (7) with p i (α, x) as in (6) is equivalent, for a fixed i, to (5) with u =μ(x). Therefore if (7) admits a solution, then x µ(x) ∈ S i ∀x ∈ R i . Hence if (7) holds for all i = 1, . . . , N R , it follows from Theorem 3.2 thatμ provides closed-loop stability and constraint satisfaction for all x ∈ Ω. Lemma 3.5 suggests that findingμ of the form (4) as a solution to Problem 3.1 can be cast as finding the coefficients α 1 , . . . , α δ such that polynomials p i (α, x) are non-negative over corresponding regions. There is a subtle, yet very important issue which makes solving problem (7) far from straightforward: even for a fixed i, all polynomials p i (·) associated to region R i must be nonnegative for all points x ∈ R i , not just for some of them (e.g. for the vertices of R i ). One approach is to employ the Positivstellensatz and show positivity of polynomials by solving a sum-of-squares problem, as suggested in [16] . However, as documented in [19] , such a procedure is, from a practical point of view, limited to smallscale problems only. A different direction is therefore persuaded here, which is based on the following theorem, originally formulated by Pólya [11] to show strict positivity of polynomials and later extended to the nonstrict case by [22] : 
M are non-negative for a sufficiently large Pólya degree M . Notice, however, that Theorem 3.6 is not directly applicable to find α from (7) as R i are not unit simplices with ¼ nx ∈ R i , in general. Therefore we propose to represent the polytopic regions in their equivalent vertex representation, i.e. by
Here, V i are the vertices the i-th region, |V i | denotes their cardinality, [V i ] j is the j-th vertex of R i , and (6) and (7) we get
Notice that Λ i in (9) are now |V i |-dimensional unit simplices and Theorem 3.6 can therefore be applied to find α such that p i (α, λ) is non-negative ∀λ ∈ Λ i , i = 1, . . . , N R . Also note that such change of variables is needed even if all R i originally were simplices, since the Pólya's Theorem only applies if ¼ nx ∈ R i .
We can now state the main result of the paper, which is Theorem 3.9 and Algorithm 1 for calculating values of the coefficients α 1 , . . . , α δ of the polynomial feedback lawμ which is an admissible solution to Problem 3.1.
Theorem 3.9 Let the input arguments of Algorithm 1 satisfy Assumption 2.1 and assume that the tube S(V, γ) computed in Step 1 satisfies Assumption 3.4. If the LP (10) is feasible, the polynomial feedback lawμ of the form (4) calculated by Algorithm 1 is a solution to Problem 3.1.
Proof. If (10) is feasible, then, according to Theorem 3.6, polynomials p i (α, λ) are non-negative over corresponding regions R i . This in turn implies that (7) is satisfied, which, according to Lemma 3.5, shows that µ(x) belongs to the stability tube S(V, γ), ∀x ∈ Ω. Therefore, by Theorem 3.2,μ is guaranteed to be closedloop stabilizing and feasible for all time. 
M . 6: Search for α by solving a linear program:
Instead of a pure feasibility objective in (10a), an alternative is to minimize the point-wise distance µ(x j ) − µ(x)(x j ) q with q ∈ {1, ∞} over some points x j (e.g. over the vertices of each R i ). Doing so will letμ to follow the shape of µ(x) more tightly, hence mitigating the induced loss of optimality. Another approach is to aim for low-order polynomials. This can be done in three ways: (i) minimize the ℓ 1 norm of α, which tends to give sparse solutions; (ii) use bisection in conjunction with Algorithm 1; or (iii) minimize the number of non-zero coefficients to a global minimum by solving a mixed-integer version of (10).
Example 3.11
Consider the following open-loop unstable PWA system [16] : 
On-Line Complexity
Implementingμ in a feedback arrangement reduces to a mere evaluation of the polynomial for a given x. Since the polynomial continuously covers the whole state-space of interest, no region search is necessary. Using Horner's scheme [9] ,μ can be evaluated 2 by at most 1 /2n u n x (3δ+ 5) FLOPS. Storing the coefficients α 1 , . . . , α δ consumes δn u n x floating point numbers. On the other hand, evaluating the optimal feedback law µ via a binary search tree [23] requires O(log 2 N R ) FLOPS and the tree consumes O(N R (n x +n u )) memory elements. Complexity of the lattice representation [25] , both in terms of runtime and memory, is O(N 2 U ) where N U denotes the number of unique feedback laws.
Examples

Standard PWA Benchmark
Consider the following PWA system with 2 states and one input, introduced in [3] : * is the value of (2a) for a closed-loop profile obtained by applying the optimal feedback µ(x), whileJ is the cost of the closed-loop evolution driven by u =μ(x). The average values of ∆ J over 1000 equidistantly spaced initial conditions are reported in Table 1 . 
Linear System
Consider the following linear system with 4 states and 1 input: This case also illustrates practical consequences of Remarks 4.1 and 4.2. Without any of them applied, the LP (10) for δ = 3 would have 5.8 · 10 6 constraints, which is above the limit of most LP solvers 3 . Performing triangulation per Remark 4.1 led to 1.8 · 10 6 inequalities. Further elimination of trivially redundant constraints per Remark 4.2 decreased this figure to 0.9 · 10 6 .
Random Systems
To assess versatility of the presented approach, we have analyzed random PWA systems with 2 dynamics under state constraints |x| ≤ 5 and input bounds |u| ≤ 1. Three batches of random systems of various dimensions were considered, with 100 systems in each batch. For each system the optimal RHMPC feedback law µ was computed 4 by solving (2) with Q x = ½ nx , Q u = ½ nu , and N = 5. Q N and X f were designed as in [1] . Subsequently, the stability tubes S(V, γ) were constructed for V := J * N and γ = 0.99. In 62 % of the 300 investigated problems the respective stability tubes satisfied Assumption 3.4. Important to notice is that the success rate was 97 % when investigating a supplemental batch of 100 random linear systems.
The tubes were then triangulated according to Remark 4.1 and further processed by Algorithm 1. The runtime of triangulation never exceeded 20 seconds for any of the investigated examples. Enumeration of vertices in Step 2 never took more than 1 second using MPT [18] . The LP in Step 6 was formulated by YALMIP [21] and solved by CPLEX 12.1 [14] . Only degrees up to 7 were investigated due to practical reasons. The success rate of the LP-based procedure was 81 %. No obvious correlation between the number of regions of µ and the required degree δ in (10) was observed. Around 25 % of all feasible cases admitted the existence of a linear approximationμ, regardless of n x and n u . Higher order approximations with minimal feasible degrees δ = 2, . . . , 6 appeared with a roughly equal distribution.
A representative selection of the results is reported in Table 2 which shows how the computation scales with increasing problem size. Columns of the tables denote, respectively, state and input dimensions, number of regions N R , number of triangulated regions N T , runtime of construction of the stability tube in Step 1, runtime of the LP in Step 6, minimum degree δ min for which the LP was feasible, and the average performance degradation induced by usingμ of the minimal degree. Even though the average performance drop ∆ J might sound large, one has to take into account three facts. First, as discussed previously, performance usually improves if δ is enlarged. Second, and more importantly, design of any stabilizing feedback controller for PWA systems is a nontrivial task, even putting optimality aside. Finally, magnitudes of the reported performance drops are similar to what can be achieved by other techniques, see e.g. [12, 5] .
Conclusions
We have presented a novel way of deriving simple stabilizing feedback laws for the class of constrained linear and PWA systems. Stability and feasibility of the approximate polynomial controllers are guaranteed by employing the concept of stability tubes, which can be viewed as a parameterization of stabilizing feedback laws. It was illustrated that coefficients of the polynomials can be found by solving a single linear program. Triangulation and a cheap redundancy elimination were proposed as a way to significantly mitigate the size of the LP, hence allowing to process even large problems. Although the presented procedure inherently induces sub-optimality, the synthesized polynomial feedback not only guarantees stability and constraint satisfaction, but also puts very low requirements on its implementation in real time.
Certain restrictions have to be imposed on the shape of stability tubes in order to be able to find the approximation by solving a single LP. Investigation of a large number of random cases showed that a suitable tube was found in 60 % of PWA systems, while the success rate is close to 100 % when considering linear systems. If the tube has "unfavorable" shape, one would need to resort to a piecewise polynomial nature of the approximation. Although no obvious correlation between the number of elements of the tube and the degree of the approximate polynomial was observed, it can not be ruled out that higher order polynomials might be necessary to approximate more complex tubes.
