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Abstract 
Wind energy is becoming a major source of generation in many countries because of its zero fuel 
cost and no air pollution. Due to the integration of large-scale wind power in conventional grids, 
synchronous generators are being economically replaced. Modern wind turbine generators (WTGs) 
are based on power electronic interfaces. Hence, unlike synchronous generators, they do not usually 
provide inertia and governor response. Therefore, from a power system security point of view, wind 
penetration can be limited by frequency response criteria. Up to now, several methodologies have 
been proposed to estimate the maximum wind penetration level. However, none of them suggest 
how a system operator could be immediately informed about a secured wind penetration limit as 
soon as a generation profile is known. Therefore, a tool to estimate the maximum wind penetration 
level by maintaining an adequate frequency response is proposed in this thesis. The proposed tool is 
able to instantly provide the highest margin of wind power that could be dispatched at a particular 
load condition without violating frequency response constraints.  
In some power systems, the combined generation capacity of wind and distributed photovoltaic 
(PV) sources is close to reaching the level of average demands (e.g. South Australia). Under high 
availability of wind and PV, a few synchronous machines may be required to be committed for 
frequency regulation and hence the system can be viewed as a low inertia grid. Such a grid could be 
potentially at risk of experiencing an excessive rate of change of frequency (ROCOF) after a 
contingency. A high ROCOF may initiate tripping of other synchronous generators. As a result, 
network frequency response may become more vulnerable and the system may be subject to 
significant under frequency load shedding (UFLS) or even at risk of a blackout. Furthermore, some 
existing distributed PV units may have a default under frequency protection setting, which is higher 
than the UFLS threshold. Hence, a contingency may cause a subsequent trip of those PV units. It 
may result in an unacceptable low frequency, triggering further load shedding. To explore the above 
issues, the effects of cascading contingencies triggered by high ROCOF and PV tripping on the 
frequency response of a low inertia grid are investigated in this thesis. Remedial measures using 
synchronous condenser and WTG frequency support to prevent the cascading contingencies are also 
suggested.      
Any mismatch between load and generation is intended to be balanced by contingency reserve, 
which is also known as contingency Frequency Control Ancillary Services (FCAS) requirement. 
Load frequency relief (LFR), which represents the effect of frequency dependent loads on power 
system frequency excursion, is crucial for correctly evaluating contingency FCAS requirement 
during a generation dispatch to ensure an adequate frequency response. Conventionally, the LFR is 
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considered as a fixed quantity during the estimation of frequency response and FCAS requirement. 
However, recent experience in the Australian power system suggests that such an assumption may 
lead to an inaccurate outcome. To explore the above issue, the LFR is investigated based on field 
measurement data. Data were captured from different locations in the Southern states of Australia. 
An approach is developed to identify the predominating factors affecting the LFR. A technique is 
then proposed to appropriately determine the LFR and contingency FCAS requirement at any 
operating conditions. 
Along with frequency response, short-circuit performance is another vital index regarding power 
system security. Modern WTGs have limited fault current contributions, which may cause 
unacceptable short-circuit ratios at the grid connection point of those wind power plants. 
Traditionally, frequency response and short-circuit performance are individually improved. 
However, both of them are simultaneously affected by high wind penetration. Hence, a common 
approach to concurrently enhance both indices is essential. Therefore, an idea of operating some of 
the retired synchronous generators in the synchronous condenser mode, which is termed as ‘post-
retirement scheme’, is introduced in this thesis. Such a second use of the retired synchronous 
generators can jointly improve frequency response and short-circuit strength during high wind 
penetration.  A methodology is proposed to determine when and how much post-retirement scheme 
should be deployed for ensuring adequate security performances in a wind dominated power 
system. 
iv 
 
Declaration by author 
This thesis is composed of my original work, and contains no material previously published or 
written by another person except where due reference has been made in the text. I have clearly 
stated the contribution by others to jointly-authored works that I have included in my thesis. 
I have clearly stated the contribution of others to my thesis as a whole, including statistical 
assistance, survey design, data analysis, significant technical procedures, professional editorial 
advice, and any other original research work used or reported in my thesis. The content of my thesis 
is the result of work I have carried out since the commencement of my research higher degree 
candidature and does not include a substantial part of work that has been submitted to qualify for 
the award of any other degree or diploma in any university or other tertiary institution. I have 
clearly stated which parts of my thesis, if any, have been submitted to qualify for another award. 
I acknowledge that an electronic copy of my thesis must be lodged with the University Library and, 
subject to the policy and procedures of The University of Queensland, the thesis be made available 
for research and study in accordance with the Copyright Act 1968 unless a period of embargo has 
been approved by the Dean of the Graduate School.  
I acknowledge that copyright of all material contained in my thesis resides with the copyright 
holder(s) of that material. Where appropriate I have obtained copyright permission from the 
copyright holder to reproduce material in this thesis. 
 
 
 
 
 
 
 
 
 
 
 
v 
 
Publications during candidature 
Peer-reviewed Journal Papers: 
(1) N. Masood, R. Yan, T. K. Saha and S. Bartlett, “Post-Retirement Utilisation of 
Synchronous Generators to Enhance Security Performances in a Wind Dominated Power 
System”, IET Generation, Transmission & Distribution, vol. 10, no. 13, pp.  3314-3321, 
October, 2016. 
(2) N. Masood, R. Yan and T. K. Saha, “A New Tool to Estimate Maximum Wind Power 
Penetration Level: In Perspective of Frequency Response Adequacy”, Applied Energy 
(Elsevier), vol. 154, pp. 209-220, September 2015. 
(3) R. Yan, T. K. Saha, N. Modi, N. Masood and M. Mosadeghy, “The Combined Effects of 
High Penetration of Wind and PV on Power System Frequency Response”, Applied 
Energy (Elsevier), vol. 145, pp. 320-330, May 2015. 
(4)  N. Masood, R. Yan and T. K. Saha, “Investigation of Load Frequency Relief from Field 
Measurements and Its Impact on Contingency Reserve”, IEEE Transactions on Power 
Systems, Paper ID: TPWRS-01338-2016, 1st review submitted on 10/02/2017. 
 
Peer-reviewed Conference Papers: 
(1) N. Masood, N. Modi and R. Yan, “Low Inertia Power Systems: Frequency Response 
Challenges and a Possible Solution”, Australasian Universities Power Engineering 
Conference, 25-28 September, 2016, Brisbane, Australia. 
(2) N. Masood, N. Modi, T. K. Saha and R. Yan, “Investigation of Non-Synchronous 
Penetration Level and Its Impact on Frequency Response in a Wind Dominated Power 
System”, 2016 IEEE Power and Energy Society General Meeting, 17-21 July, 2016, 
Boston, MA, USA. 
(3) N. Masood, R. Yan, T. K. Saha and N. Modi, “Impact of Load Frequency Dependence on 
Frequency Response of a Power System with High Non-Synchronous Penetration”, IEEE 
PES Asia-Pacific Power and Energy Engineering Conference, 15-18 November 2015, 
Brisbane, Australia. 
(4) N. Masood, R. Yan, T. K. Saha and N. Modi, “Frequency Response and Its Enhancement 
Using Synchronous Condensers in Presence of High Wind Penetration”, 2015 IEEE 
Power and Energy Society General Meeting, 26-30 July, 2015, Denver, Colorado, USA. 
(5) N. Masood, R. Yan, T. K. Saha and  M. Piekutowski, “Correlation between Frequency 
Response and Short-Circuit Performance due to High Wind Penetration”, 2015 IEEE 
Power and Energy Society General Meeting, 26-30 July, 2015, Denver, Colorado, USA. 
vi 
 
(6) N. Masood, R. Yan and T. K. Saha, “A Probabilistic Index for Estimating Frequency 
Response of a Power System with High Wind Power Penetration”, The 8th International 
Conference on Electrical and Computer Engineering, 20-22 December, 2014, Dhaka, 
Bangladesh, pp. 583-586. 
(7) N. Masood, R. Yan and T. K. Saha, “Estimation of Maximum Wind Power Penetration 
Level to Maintain an Adequate Frequency Response in a Power System”, The 8th 
International Conference on Electrical and Computer Engineering, 20-22 December, 
2014, Dhaka, Bangladesh, pp. 587-590. 
(8) N. Masood, R. Yan and T. K. Saha, “Frequency Response with Significant Wind Power 
Penetration: Case Study of a Realistic Power System”, 2014 IEEE Power and Energy 
Society General Meeting, 27-31 July, 2014, Washington, DC, USA. 
(9) N. Masood, R. Yan and T. K. Saha, “Cascading Contingencies in Low Inertia Power 
Systems: Frequency Response Challenges and a Potential Solution” accepted in 2017 
IEEE Power and Energy Society General Meeting, 16-20 July, 2017, Chicago, Illinois, 
USA. 
(10) J. Hales, R. Yan, N. Masood and T. K. Saha, “Implications of Synchronous Generator 
Withdrawal Following Renewable Proliferation in South Australia”, accepted in 2017 
IEEE Power and Energy Society General Meeting, 16-20 July, 2017, Chicago, Illinois, 
USA. 
(11) T. Aziz, S. R. Deeba and N. Masood, “Investigation of Post-Fault Voltage Recovery 
Performance with Battery-Based Energy Storage System in a Microgrid”, Australasian 
Universities Power Engineering Conference, 25-28 September, 2016, Brisbane, Australia. 
 
Abstract Conference Paper: 
(1) N. Masood, R. Yan and T. K. Saha, “Investigation of Power System Frequency Response 
in Presence of High Solar PV Generation” Asia-Pacific Solar Research Conference, 8-10 
December 2015, Brisbane, Australia. 
 
 
 
 
vii 
 
Publications included in this thesis 
(1) N. Masood, R. Yan, T. K. Saha and S. Bartlett, “Post-Retirement Utilisation of 
Synchronous Generators to Enhance Security Performances in a Wind Dominated Power 
System”, IET Generation, Transmission & Distribution, vol. 10, no. 13, pp.  3314-3321, 
October, 2016. 
This paper is partially incorporated in Chapter 2 and significantly in Chapter 6. 
Contributor Statement of contribution 
N. Masood  
(Candidate) 
Simulation and modelling (100%) 
Result interpretation and discussion (75%) 
Paper writing (75%) 
R. Yan 
Result interpretation and discussion (15%) 
Paper writing and review (15%) 
T. K. Saha 
Result interpretation and discussion (5%) 
Paper writing and review (5%) 
S. Bartlett 
Result interpretation and discussion (5%) 
Paper writing and review (5%) 
 
(2) N. Masood, R. Yan and T. K. Saha, “A New Tool to Estimate Maximum Wind Power 
Penetration Level: In Perspective of Frequency Response Adequacy”, Applied Energy 
(Elsevier), vol. 154, pp. 209-220, September 2015. 
This paper is partially incorporated in Chapter 2 and significantly in Chapter 3. 
Contributor Statement of contribution 
N. Masood 
(Candidate) 
Simulation and modelling (100%) 
Result interpretation and discussion (75%) 
Paper writing (75%) 
R. Yan 
Result interpretation and discussion (15%) 
Paper writing and review (15%) 
T. K. Saha 
Result interpretation and discussion (10%) 
Paper writing and review (10%) 
 
viii 
 
(3) R. Yan, T. K. Saha, N. Modi, N. Masood and M. Mosadeghy, “The Combined Effects of 
High Penetration of Wind and PV on Power System Frequency Response”, Applied 
Energy (Elsevier), vol. 145, pp. 320-330, May 2015. 
This paper is partially incorporated in Chapter 2 and Chapter 4. 
Contributor Statement of contribution 
R. Yan 
Simulation and modelling (55%) 
Result interpretation and discussion (55%) 
Paper writing and review (55%) 
T. K. Saha 
Result interpretation and discussion (15%) 
Paper writing and review (15%) 
N. Modi 
Result interpretation and discussion (10%) 
Paper writing and review (10%) 
N. Masood 
(Candidate) 
Simulation and modelling (40%) 
Result interpretation and discussion (15%) 
Paper writing (15%) 
M. Mosadeghy 
Simulation and modelling (5%) 
Result interpretation and discussion (5%) 
Paper writing (5%) 
 
(4) N. Masood, N. Modi and R. Yan, “Low Inertia Power Systems: Frequency Response 
Challenges and a Possible Solution”, Australasian Universities Power Engineering 
Conference, 25-28 September, 2016, Brisbane, Australia. 
This paper is significantly incorporated in Chapter 4. 
Contributor Statement of contribution 
N. Masood 
(Candidate) 
Simulation and modelling (100%) 
Result interpretation and discussion (75%) 
Paper writing (75%) 
N. Modi 
Result interpretation and discussion (15%) 
Paper writing and review (15%) 
R. Yan 
Result interpretation and discussion (10%) 
Paper writing and review (10%) 
 
ix 
 
(5) N. Masood, N. Modi, T. K. Saha and R. Yan, “Investigation of Non-Synchronous 
Penetration Level and Its Impact on Frequency Response in a Wind Dominated Power 
System”, 2016 IEEE Power and Energy Society General Meeting, 17-21 July, 2016, 
Boston, MA, USA. 
This paper is partially incorporated in Chapter 4. 
Contributor Statement of contribution 
N. Masood 
(Candidate) 
Simulation and modelling (100%) 
Result interpretation and discussion (75%) 
Paper writing (75%) 
N. Modi 
Result interpretation and discussion (10%) 
Paper writing and review (10%) 
T. K. Saha 
Result interpretation and discussion (10%) 
Paper writing and review (10%) 
R. Yan 
Result interpretation and discussion (5%) 
Paper writing and review (5%) 
 
(6) N. Masood, R. Yan, T. K. Saha and N. Modi, “Impact of Load Frequency Dependence on 
Frequency Response of a Power System with High Non-Synchronous Penetration”, IEEE 
PES Asia-Pacific Power and Energy Engineering Conference, 15-18 November 2015, 
Brisbane, Australia. 
This paper is partially incorporated in Chapter 5. 
Contributor Statement of contribution 
N. Masood 
(Candidate) 
Simulation and modelling (100%) 
Result interpretation and discussion (75%) 
Paper writing (75%) 
R. Yan 
Result interpretation and discussion (15%) 
Paper writing and review (15%) 
T. K. Saha 
Result interpretation and discussion (5%) 
Paper writing and review (5%) 
N. Modi 
Result interpretation and discussion (5%) 
Paper writing and review (5%) 
 
x 
 
(7) N. Masood, R. Yan, T. K. Saha and N. Modi, “Frequency Response and Its Enhancement 
Using Synchronous Condensers in Presence of High Wind Penetration”, 2015 IEEE 
Power and Energy Society General Meeting, 26-30 July, 2015, Denver, Colorado, USA. 
This paper is partially incorporated in Chapter 4. 
Contributor Statement of contribution 
N. Masood 
(Candidate) 
Simulation and modelling (100%) 
Result interpretation and discussion (75%) 
Paper writing (75%) 
R. Yan 
Result interpretation and discussion (15%) 
Paper writing and review (15%) 
T. K. Saha 
Result interpretation and discussion (5%) 
Paper writing and review (5%) 
N. Modi 
Result interpretation and discussion (5%) 
Paper writing and review (5%) 
 
(8) N. Masood, R. Yan, T. K. Saha and  M. Piekutowski, “Correlation between Frequency 
Response and Short-Circuit Performance due to High Wind Penetration”, 2015 IEEE 
Power and Energy Society General Meeting, 26-30 July, 2015, Denver, Colorado, USA. 
This paper is partially incorporated in Chapter 3. 
Contributor Statement of contribution 
N. Masood 
(Candidate) 
Simulation and modelling (100%) 
Result interpretation and discussion (75%) 
Paper writing (75%) 
R. Yan 
Result interpretation and discussion (15%) 
Paper writing and review (15%) 
T. K. Saha 
Result interpretation and discussion (5%) 
Paper writing and review (5%) 
M. Piekutowski 
Result interpretation and discussion (5%) 
Paper writing and review (5%) 
 
 
xi 
 
(9) N. Masood, R. Yan and T. K. Saha, “A Probabilistic Index for Estimating Frequency 
Response of a Power System with High Wind Power Penetration”, The 8th International 
Conference on Electrical and Computer Engineering, 20-22 December, 2014, Dhaka, 
Bangladesh, pp. 583-586. 
This paper is partially incorporated in Chapter 3. 
Contributor Statement of contribution 
N. Masood 
(Candidate) 
Simulation and modelling (100%) 
Result interpretation and discussion (75%) 
Paper writing (75%) 
R. Yan 
Result interpretation and discussion (15%) 
Paper writing and review (15%) 
T. K. Saha 
Result interpretation and discussion (10%) 
Paper writing and review (10%) 
 
(10) N. Masood, R. Yan and T. K. Saha, “Estimation of Maximum Wind Power Penetration 
Level to Maintain an Adequate Frequency Response in a Power System”, The 8th 
International Conference on Electrical and Computer Engineering, 20-22 December, 
2014, Dhaka, Bangladesh, pp. 587-590. 
This paper is partially incorporated in Chapter 3. 
Contributor Statement of contribution 
N. Masood 
(Candidate) 
Simulation and modelling (100%) 
Result interpretation and discussion (75%) 
Paper writing (75%) 
R. Yan 
Result interpretation and discussion (15%) 
Paper writing and review (15%) 
T. K. Saha 
Result interpretation and discussion (10%) 
Paper writing and review (10%) 
 
 
 
xii 
 
(11) N. Masood, R. Yan and T. K. Saha, “Frequency Response with Significant Wind Power 
Penetration: Case Study of a Realistic Power System”, 2014 IEEE Power and Energy 
Society General Meeting, 27-31 July, 2014, Washington, DC, USA. 
This paper is partially incorporated in Chapter 2. 
Contributor Statement of contribution 
N. Masood 
(Candidate) 
Simulation and modelling (100%) 
Result interpretation and discussion (75%) 
Paper writing (75%) 
R. Yan 
Result interpretation and discussion (15%) 
Paper writing and review (15%) 
T. K. Saha 
Result interpretation and discussion (10%) 
Paper writing and review (10%) 
 
(12) N. Masood, R. Yan and T. K. Saha, “Cascading Contingencies in Low Inertia Power 
Systems: Frequency Response Challenges and a Potential Solution” accepted in 2017 
IEEE Power and Energy Society General Meeting, 16-20 July, 2017, Chicago, Illinois, 
USA. 
This paper is significantly incorporated in Chapter 4. 
Contributor Statement of contribution 
N. Masood 
(Candidate) 
Simulation and modelling (100%) 
Result interpretation and discussion (75%) 
Paper writing (75%) 
R. Yan 
Result interpretation and discussion (15%) 
Paper writing and review (15%) 
T. K. Saha 
Result interpretation and discussion (10%) 
Paper writing and review (10%) 
 
 
 
 
 
 
 
xiii 
 
Contributions by others to the thesis  
 
“No contributions by others.” 
 
Statement of parts of the thesis submitted to qualify for the award of another degree 
 
“None”. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xiv 
 
Acknowledgements 
I would like to take this opportunity to express my deepest sense of gratitude to my advisors 
Professor Tapan Kumar Saha and Dr Ruifeng Yan for their constant guidance and encouragement 
during the course of this research work. Their untiring efforts, great patience, valuable suggestions 
and keen interest extensively helped me to complete my PhD dissertation. They are not only my 
advisors but also true mentors and role models, who will significantly influence me for rest of my 
life. Thanks very much Professor Saha and Dr Yan! 
I sincerely acknowledge the financial support from The Australian Government and University of 
Queensland through International Postgraduate Research Scholarship and University of Queensland 
Centennial Scholarship. I would like to thank my advisors, School of ITEE and IEEE Queensland 
Section for sponsoring me to attend a number of top-ranked conferences around the world. I would 
also like to thank the Australian Research Council and industry partners for their useful support 
through an ARC Linkage Project. 
I would like to express my heartiest gratitude to the following personnel for providing necessary 
data, valuable information, fruitful discussions and helpful comments: Dr Marian Piekutowski from 
the Hydro Tasmania, Tasmania; Dr Nilesh Modi and Mr Andrew Groom from the Australian 
Energy Market Operator; Mr Andrew Halley from the TasNetworks, Tasmania; and Professor 
Simon Bartlett from the University of Queensland. 
I am indebted to all my colleagues and staff members from Power and Energy Systems Research 
Group of The University of Queensland for their support and advice. Thanks to Ms Maureen 
Shields and Ms Mandeep Waraich for their assistance and generosity. Special thanks to Dr Md Jan 
E Alam from the  Pacific Northwest National Laboratory, U.S. I appreciate his suggestions and help 
while he was in The University of Queensland. I would also like to acknowledge Bangladesh 
University of Engineering and Technology, Dhaka, Bangladesh to grant me leave for carrying out 
my PhD study. 
Last but not least I want to express my gratitude and affection to my parents, family members and 
friends. I am truly grateful to my wife Shohana for her enthusiastic cooperation and great serenity.  
I know how difficult it is for her to pursue own PhD and supporting me by all means at the same 
time. Thank you very much Shohana for being with me! 
xv 
 
Keywords 
wind power, frequency response, short-circuit performance, maximum wind penetration level, 
cascading contingency, load frequency relief, contingency reserve margin,  inertia, post-retirement 
application, synchronous condenser. 
 
 
 
Australian and New Zealand Standard Research Classifications (ANZSRC) 
ANZSRC code: 090607, Power and Energy Systems Engineering (excl. Renewable Power), 70%  
ANZSRC code: 090608, Renewable Power and Energy Systems Engineering (excl. Solar Cells), 
30%   
 
 
 
Fields of Research (FoR) Classification 
FoR code: 0906, Electrical and Electronic Engineering, 100% 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xvi 
 
Table of Contents 
Abstract ............................................................................................................................................... ii 
Declaration by author ....................................................................................................................... iv 
Publications during candidature ...................................................................................................... v 
Publications included in this thesis ................................................................................................. vii 
Contributions by others to the thesis............................................................................................. xiii 
Statement of parts of the thesis submitted to qualify for the award of another degree ........... xiii 
Acknowledgements ......................................................................................................................... xiv 
Keywords .......................................................................................................................................... xv 
Australian and New Zealand Standard Research Classifications (ANZSRC) ........................... xv 
Fields of Research (FoR) Classification ......................................................................................... xv 
Table of Contents ............................................................................................................................ xvi 
List of Figures ................................................................................................................................. xxii 
List of Tables .................................................................................................................................. xxv 
List of Abbreviations ................................................................................................................... xxvii 
List of Symbols .............................................................................................................................. xxix 
Chapter 1 Introduction ...................................................................................................................... 1 
1.1 Background ........................................................................................................................... 1 
1.2 Motivation ............................................................................................................................. 2 
1.3 Objectives .............................................................................................................................. 4 
1.4 Importance of This Research Work for Power System Engineers ........................................ 5 
1.5 Thesis Overview .................................................................................................................... 5 
Chapter 2 Literature Review ............................................................................................................ 7 
2.1 Wind Energy around the World ............................................................................................ 7 
2.2 Challenges due to High Wind Penetration ............................................................................ 9 
2.2.1 Frequency Response .................................................................................................. 9 
2.2.2 Fault Level ............................................................................................................... 20 
xvii 
 
2.2.3 Ramping, Variability, Uncertainty and Regulation Reserve ................................... 25 
2.2.4 Reliability Contributions ......................................................................................... 26 
2.2.5 Voltage Stability ...................................................................................................... 26 
2.3 Research Niche .................................................................................................................... 27 
2.3.1 Maximum Wind Penetration Level ......................................................................... 27 
2.3.2 Cascading Contingencies in Low Inertia Power Systems ....................................... 29 
2.3.3 Load Frequency Relief (LFR) and Contingency Reserve Requirement.................. 30 
2.3.4 Joint Enhancement of Frequency Response and Short-Circuit Performance .......... 32 
2.4 Frequency Operating Standards in the Australian NEM ..................................................... 33 
2.5 Summary ............................................................................................................................. 33 
Chapter 3 Assessment of Frequency Response and Maximum Wind Penetration Level ......... 35 
3.1 Basics of Frequency Response ............................................................................................ 35 
3.2 Evaluation of Frequency Response ..................................................................................... 37 
3.2.1 Frequency Sensitivity Index .................................................................................... 37 
3.2.2 Rate of Change of Frequency .................................................................................. 40 
3.3 Impacts of Increased Wind Penetration on Frequency Response ....................................... 41 
3.3.1 Overview of the Studied Power System .................................................................. 41 
3.3.2 Simulation Scenarios ............................................................................................... 42 
3.3.3 Simulation Results and Analyses ............................................................................ 45 
3.3.3.1 Base Case .......................................................................................................... 45 
3.3.3.2 2020 Case ......................................................................................................... 46 
3.3.3.3 Discussion ......................................................................................................... 47 
3.4 A Tool to Estimate Maximum Wind Penetration Level ..................................................... 50 
3.4.1 Methodology ............................................................................................................ 50 
3.4.1.1 Construction of Different Load Scenarios ........................................................ 51 
3.4.1.2 Computation of Frequency Sensitivity Index ................................................... 53 
3.4.1.3 A Mathematical Model amongst Frequency Sensitivity Index, Inertia and 
Headroom (Model-1) .................................................................................................... 53 
xviii 
 
3.4.1.4 Estimation of Maximum Wind Penetration Level ............................................ 53 
3.4.1.5 A Mathematical Model between Maximum Wind Penetration Level and 
Frequency Sensitivity Index (Model-2) ........................................................................ 55 
3.4.1.6 Prediction of Maximum Wind Penetration Level at Any Load Levels ............ 55 
3.4.2 Case Study of an Australian Power System ............................................................ 55 
3.4.2.1 Load Levels ...................................................................................................... 56 
3.4.2.2 Frequency Sensitivity Index ............................................................................. 58 
3.4.2.3 Model-1 ............................................................................................................ 60 
3.4.2.4 Maximum Wind Power Penetration Level ....................................................... 62 
3.4.2.4.1 Implementation of Direct Replacement Strategy ...................................... 62 
3.4.2.4.2 Implementation of 2/3-1/3 Rule ................................................................ 64 
3.4.2.5 Model-2 ............................................................................................................ 65 
3.4.2.6 Validation of the Proposed Tool ....................................................................... 67 
3.4.3 Update of the Proposed Tool ................................................................................... 68 
3.5 Summary ............................................................................................................................. 70 
Chapter 4 Cascading Contingencies in Low Inertia Power Systems .......................................... 72 
4.1 South Australian Power System .......................................................................................... 72 
4.1.1 Network Overview .................................................................................................. 72 
4.1.2 Generation Portfolio ................................................................................................ 74 
4.2 Cascading Contingencies due to High ROCOF .................................................................. 77 
4.2.1 Studied Power System ............................................................................................. 77 
4.2.2 Simulation Scenarios ............................................................................................... 79 
4.2.3 Simulation Technique .............................................................................................. 79 
4.2.4 Simulation Results and Discussion ......................................................................... 80 
4.2.4.1 Night-time Load Scenario ................................................................................ 80 
4.2.4.2 Daytime Load Scenario .................................................................................... 83 
4.2.4.3 Risk of a Blackout ............................................................................................ 84 
4.2.5 Prevention of Cascading Contingencies Triggered by High ROCOF ..................... 87 
xix 
 
4.2.5.1 Prevention of Secondary Generator Tripping Event by Synchronous 
Condensers in Night-time Load Scenario ..................................................................... 87 
4.2.5.2 Prevention of Secondary Generator Tripping Event by Synchronous 
Condensers in Daytime Load Scenario ........................................................................ 88 
4.2.5.3 Prevention of Blackout by Synchronous Condensers....................................... 90 
4.3 Cascading Contingencies due to Distributed PV Trip ........................................................ 90 
4.3.1 Simulation Scenarios ............................................................................................... 91 
4.3.2 Simulation Results and Analysis ............................................................................. 92 
4.3.2.1 Case Study-1: Base Case .................................................................................. 93 
4.3.2.2 Case Study-2: Future Case ............................................................................... 94 
4.3.3 Prevention of Cascading PV Trip ............................................................................ 96 
4.3.3.1 Prevention of Secondary PV Trip in Case Study-1 .......................................... 98 
4.3.3.2 Prevention of Secondary PV Trip in Case Study-2 .......................................... 98 
4.4 Summary ........................................................................................................................... 100 
Chapter 5 Investigation of Load Frequency Relief Using Field Measurement Data............... 103 
5.1 Introduction ....................................................................................................................... 103 
5.2 Load Modelling Techniques, Observations and Issues ..................................................... 104 
5.2.1 Load Modelling Technique ................................................................................... 104 
5.2.2 Observations and Issues ........................................................................................ 105 
5.3 Approach to Identify the Key Factors Affecting kp ........................................................... 108 
5.3.1 Analysis of an Induction Motor ............................................................................. 108 
5.3.2 Studied Cases ......................................................................................................... 109 
5.3.3 The Key Factors Influencing kp ............................................................................. 110 
5.3.3.1 Impact of ROCOF on kp ................................................................................. 111 
5.3.3.2 Impact of Inertia Constant on kp ..................................................................... 111 
5.3.3.3 Impact of Percentage of Induction Motor Load on kp .................................... 113 
5.4 Estimation of the LFR from Field Measurements and Its Validation ............................... 115 
5.4.1 Analyses of Field Measurements in the State of Tasmania ................................... 115 
xx 
 
5.4.1.1 Disturbance Cases-Tasmania .......................................................................... 115 
5.4.1.2 Estimation and Validation of the LFR-Tasmania ........................................... 116 
5.4.2 Analyses of Field Measurements in the State of Victoria ..................................... 118 
5.4.2.1 Disturbance Cases-Victoria ............................................................................ 118 
5.4.2.2 Estimation and Validation of the LFR-Victoria ............................................. 119 
5.5 Evaluation of kp and Contingency FCAS Requirement .................................................... 120 
5.5.1 Calculation of kp .................................................................................................... 120 
5.5.2 Evaluation of Contingency FCAS Requirement ................................................... 122 
5.6 Summary ........................................................................................................................... 123 
Chapter 6 Post-Retirement Utilisation of Synchronous Generators to Improve Power System 
Security ........................................................................................................................................... 125 
6.1 Introduction ....................................................................................................................... 125 
6.2 Overview of the Studied Power Network ......................................................................... 126 
6.3 Impacts of High Wind Penetration on Security Performances and Their Improvements . 127 
6.3.1 Frequency Response Analysis ............................................................................... 128 
6.3.2 Short-Circuit Analysis ........................................................................................... 129 
6.3.3 Improvements of Network Security Metrics ......................................................... 130 
6.3.3.1 Enhancement of Frequency Response ............................................................ 131 
6.3.3.2 Enhancement of SCR ..................................................................................... 132 
6.4 The Post-Retirement Utilisation Approach ....................................................................... 133 
6.4.1 Effect on Frequency Response .............................................................................. 133 
6.4.2 Effect on SCR ........................................................................................................ 134 
6.5 Proposed Methodology ..................................................................................................... 135 
6.6 Results and Discussion ...................................................................................................... 139 
6.6.1 20% and 30% Wind Penetration Cases ................................................................. 140 
6.6.2 40% Wind Penetration Case .................................................................................. 140 
6.6.3 Discussion .............................................................................................................. 141 
6.7 Summary ........................................................................................................................... 142 
xxi 
 
Chapter 7 Conclusions and Recommendation for Future Research ......................................... 144 
7.1 Conclusions ....................................................................................................................... 144 
7.2 Summary of Main Contributions ....................................................................................... 150 
7.3 Recommendation for Future Works .................................................................................. 151 
List of References ........................................................................................................................... 153 
Appendix: Links of Publications Included in This Thesis ......................................................... 167 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xxii 
 
List of Figures 
Figure 1.1 Growth of global installed wind generation capacity [1] ................................................... 1 
Figure 2.1 Worldwide scenario of wind power [1] .............................................................................. 7 
Figure 2.2 Current wind capacity in the Australian NEM [19] ........................................................... 9 
Figure 2.3 An example of frequency response curve ......................................................................... 10 
Figure 2.4 Yearly duration curves of ROCOF at medium renewable scenario [38] ......................... 13 
Figure 2.5 Yearly duration curves of ROCOF at high renewable scenario [38] ............................... 13 
Figure 2.6 Synchronous inertia in the AIS-2010 and 2020 [39] ........................................................ 14 
Figure 2.7 Future operating scenarios in the AIS [29] ....................................................................... 15 
Figure 2.8 Frequency nadir with respect to SNSP in the AIS [29] .................................................... 15 
Figure 2.9 Contingency FCAS requirement in Tasmania [7] ............................................................ 16 
Figure 2.10  Frequency response behaviour under various wind cases [40] ..................................... 17 
Figure 2.11 Inertia distribution of the South Australian network [7] ................................................ 18 
Figure 2.12 Frequency response during the South Australian blackout [43] ..................................... 19 
Figure 2.13 Instability in active power due to low SCR [50] ............................................................ 21 
Figure 2.14 Instability in reactive power due to low SCR [50] ......................................................... 22 
Figure 2.15 Instability in PCC voltage due to low SCR [50] ............................................................ 22 
Figure 2.16 Relationship between SCR and wind farm output [48] .................................................. 24 
Figure 2.17 Impact of wind generation on SCR [51] ......................................................................... 24 
Figure 3.1 A typical governor characteristic [103] ............................................................................ 37 
Figure 3.2 Steps to calculate frequency sensitivity index .................................................................. 40 
Figure 3.3 High voltage transmission network and locations of the wind farms............................... 42 
Figure 3.4 Frequency responses due to loss of 130 MW generator at base case ............................... 45 
Figure 3.5 Regression model between frequency nadir and power outage during high load condition
 ............................................................................................................................................................ 46 
Figure 3.6 Comparison of frequency responses during high load condition [51] .............................. 47 
Figure 3.7 Variation of frequency sensitivity index due to increased wind penetration ................... 48 
Figure 3.8 Variation of maximum frequency deviation due to increased wind penetration .............. 48 
Figure 3.9 Variation of maximum ROCOF due to increased wind penetration ................................ 49 
Figure 3.10 Flow chart of the proposed estimation tool [116] ........................................................... 51 
Figure 3.11 Algorithm to estimate maximum wind penetration level [116] ..................................... 54 
Figure 3.12 Collective utilisation of Model-1 and Model-2 [116] .................................................... 55 
Figure 3.13 Values of the objective function vs. number of clusters [116] ....................................... 57 
xxiii 
 
Figure 3.14 Load levels using K-means clustering [116] .................................................................. 57 
Figure 3.15 Synchronous and wind power generation [116] ............................................................. 58 
Figure 3.16 Frequency response due to loss of 132 MW synchronous generator [116] .................... 59 
Figure 3.17 Regression model between frequency nadir and power outage [116] ............................ 59 
Figure 3.18 Frequency sensitivity indices at the clustered load levels [116] .................................... 60 
Figure 3.19 System inertia [116]........................................................................................................ 61 
Figure 3.20 System headroom [116] .................................................................................................. 61 
Figure 3.21 Regression model between minimum frequency and wind penetration level [116] ...... 63 
Figure 3.22 Maximum wind power penetration level using direct replacement approach [116] ...... 64 
Figure 3.23 Maximum wind power penetration level using 2/3-1/3 rule and a comparison with 
direct replacement approach [116] ..................................................................................................... 65 
Figure 3.24 Maximum wind power penetration level and frequency sensitivity index [116] ........... 66 
Figure 3.25 Maximum wind power penetration level vs. frequency sensitivity index [116] ............ 66 
Figure 3.26 Updated Model-2 using direct replacement approach [116] .......................................... 69 
Figure 3.27 Updated Model-2 the using 2/3-1/3 strategy [116] ........................................................ 69 
Figure 4.1 South Australian high voltage network [63, 128] ............................................................. 73 
Figure 4.2 Synchronous and wind generation profile [131] .............................................................. 74 
Figure 4.3 A typical generation profile in South Australia [63, 130] ................................................ 75 
Figure 4.4 Duration curves for synchronous and wind generation from 2009 to 2013 [63, 134] ..... 76 
Figure 4.5 Time distribution of number of committed synchronous machines [41, 135] ................. 76 
Figure 4.6 Simulated low inertia grid [136, 138] ............................................................................... 78 
Figure 4.7 Frequency responses after interconnection trip at night-time load condition [138] ......... 81 
Figure 4.8 Frequency responses after including the secondary generator trip in 6 machine case at 
night-time load condition [138] ......................................................................................................... 82 
Figure 4.9 Comparison of load shedding at night-time load condition [138] .................................... 83 
Figure 4.10 Frequency responses after interconnection trip at daytime load condition [138]........... 83 
Figure 4.11 Frequency responses after considering the cascading generator trip at daytime load 
condition [138] ................................................................................................................................... 84 
Figure 4.12 Frequency response after 550 MW interconnection trip ................................................ 85 
Figure 4.13 Frequency collapse initiated by high ROCOF ................................................................ 86 
Figure 4.14 Frequency responses after interconnection trip at night-time load condition (without and 
with a countermeasure) [138] ............................................................................................................ 88 
Figure 4.15 Frequency responses after interconnection trip at daytime load condition (without and 
with a countermeasure) [138] ............................................................................................................ 89 
Figure 4.16 Improvement of frequency response to prevent blackout .............................................. 90 
xxiv 
 
Figure 4.17 Frequency responses in case study-1 .............................................................................. 93 
Figure 4.18 Frequency responses with secondary PV trip in case study-1 ........................................ 94 
Figure 4.19 Frequency responses with secondary PV trip in case study-2 ........................................ 95 
Figure 4.20 Increasing trend of load shedding ................................................................................... 96 
Figure 4.21 GE WTG model with EI and APC functions [107, 109] ................................................ 97 
Figure 4.22 Frequency responses with WTG frequency support in case-1 ....................................... 98 
Figure 4.23 Frequency responses with WTG frequency support in case-2 ....................................... 99 
Figure 4.24 Comparison of the deployed APC amount ................................................................... 100 
Figure 5.1 Australian NEM network and disturbance and measurement locations [149] ............... 106 
Figure 5.2 Real power and frequency during (a) a high ROCOF disturbance event and (b) a low 
ROCOF disturbance event ............................................................................................................... 107 
Figure 5.3 (a) System frequency and rotor frequency of an induction motor and (b) Corresponding 
ROCOFs ........................................................................................................................................... 109 
Figure 5.4 Effect of ROCOF on kp for load combination-1 (H=1.5s) ............................................. 111 
Figure 5.5 Variation of kp with H constant and ROCOF (load combination-1) .............................. 112 
Figure 5.6 Implication of H constant on kp (load combination-1) ................................................... 113 
Figure 5.7 Variation of kp with percentage of IM load and ROCOF (H = 1.5s) .............................. 114 
Figure 5.8 Impact of percentage of induction motor load on kp (H = 1.5s) ..................................... 114 
Figure 5.9 LFR of real power (kp) in Tasmania ............................................................................... 117 
Figure 5.10 Variation of kp with ROCOF for Tasmania .................................................................. 118 
Figure 5.11 Comparison of frequency excursion curves ................................................................. 121 
Figure 5.12 Steps to evaluate contingency FCAS requirement ....................................................... 123 
Figure 6.1 Schematic diagram of the system under study ............................................................... 126 
Figure 6.2 Frequency responses at the base case and high wind case [152] .................................... 128 
Figure 6.3 Short-circuit performance at the base case and high wind case [152] ............................ 130 
Figure 6.4 Frequency responses after deploying WTG frequency support [152] ............................ 132 
Figure 6.5 Frequency responses with post-retirement utilisation accompanied by WTG frequency 
support [152] .................................................................................................................................... 134 
Figure 6.6 Improvement of SCR values after using the post-retirement approach [152] ................ 135 
Figure 6.7 Variation of APC and new synchronous condensers rating with PRS [152] ................. 138 
Figure 6.8 Frequency responses for different wind penetration levels [152] .................................. 139 
Figure 6.9 Variation of PRS and NSC with activated APC [152] ................................................... 141 
 
xxv 
 
List of Tables 
Table 2.1 Present and future wind capacity in the Australian NEM [7, 19] ........................................ 8 
Table 2.2 Performance metrics [22, 27-29] ....................................................................................... 11 
Table 2.3 Frequency response behaviour in the U.S. Western Interconnection [32] ........................ 11 
Table 2.4 Frequency response performances in the U.S. Eastern Interconnection [33] .................... 12 
Table 2.5 Wind penetration cases in Tasmania [40] .......................................................................... 17 
Table 2.6 Generation mix in South Australia [41] ............................................................................. 19 
Table 2.7   Minimum fault current requirement for a 100 MW wind plant [7] ................................. 23 
Table 2.8 Some leading countries regarding installed PV capacity [71] ........................................... 29 
Table 2.9 Key frequency operating standards in the Australian NEM [82] ...................................... 33 
Table 3.1 Summary of the current and future wind farms [51] ......................................................... 43 
Table 3.2 Simulation scenarios- base case [51] ................................................................................. 44 
Table 3.3 Simulation scenarios- 2020 case [51] ................................................................................ 44 
Table 3.4 Frequency response characteristics .................................................................................... 47 
Table 3.5 Summary of multi-variable regression analysis [116] ....................................................... 62 
Table 3.6 Wind penetration level and frequency response behaviour [116] ..................................... 63 
Table 3.7 Validation results [116]...................................................................................................... 68 
Table 3.8 Updated Model-2 [116]...................................................................................................... 68 
Table 4.1 Profile of synchronous generators [135, 136] .................................................................... 77 
Table 4.2 Simulation cases [138] ....................................................................................................... 79 
Table 4.3 Comparison of load shedding at daytime load [138] ......................................................... 84 
Table 4.4 Reduction of load shedding by synchronous condensers .................................................. 89 
Table 4.5 Simulation cases................................................................................................................. 92 
Table 4.6 Comparison of network performances in case study-1 ...................................................... 94 
Table 5.1 Disturbance characteristics and corresponding kp ............................................................ 107 
Table 5.2 Frequency response characteristics during different simulation cases ............................ 110 
Table 5.3 Inertia constants of different types of induction motors [150] ........................................ 110 
Table 5.4 Load combinations ........................................................................................................... 110 
Table 5.5 Load composition-Tasmania case .................................................................................... 115 
Table 5.6 Summary of frequency response- Tasmania case ............................................................ 116 
Table 5.7 ROCOF and kp for Tasmania case ................................................................................... 117 
Table 5.8 Summary of frequency response- Victoria case .............................................................. 119 
Table 5.9 ROCOF and kp for Victoria case ...................................................................................... 120 
xxvi 
 
Table 6.1 Wind generation portfolio and retirement plan [152] ...................................................... 127 
Table 6.2 SCR values before and after using the conventional technique [152] ............................. 133 
Table 6.3 Network performance for gradual increase of PRS [152] ............................................... 137 
Table 6.4 Number of PCCs with unacceptable SCR [152] .............................................................. 140 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
xxvii 
 
List of Abbreviations 
AEMC Australian Energy Market Commission 
AEMO Australian Energy Market Operator 
AIS All-Island system 
APC Active power control 
DFIG Doubly-Fed Induction Generator  
EI Emulated inertia  
ERCOT Electric Reliability Council of Texas  
FCAS Frequency Control Ancillary Services  
FN Frequency nadir 
FSC Full-Size Converter 
GE General Electric 
GR Governor response 
GW Gigawatt 
GWh Gigawatt-hour 
HVAC High-voltage alternating current 
HVDC High-voltage direct current 
Hz Hertz 
IM Induction motor 
LBNL Lawrence Berkeley National Lab 
LFR Load frequency relief  
MW Megawatt 
MWh Megawatt-hour 
MWs Megawatt-second 
NEM National Electricity Market 
NERC North American Electric Reliability Corporation 
NSC New synchronous condenser 
OF Objective function 
p.u. Per unit 
PCC Point of common coupling 
PLL Phase-locked loop 
PMU Phasor Measurement Unit 
PRS Post-retirement scheme  
xxviii 
 
PSS®E Power System Simulator for Engineering 
PV Photovoltaic 
ROCOF Rate of change of frequency 
SCC Short-circuit capacity 
SCR Short-circuit ratio  
SNSP System non-synchronous penetration ratio  
TWh Terawatt-hour 
UFLS Under frequency load shedding 
VA Volt-ampere 
WPL Wind penetration level 
WTG Wind turbine generator 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xxix 
 
List of Symbols 
Pwind Wind power generation 
Pload System demand 
f System frequency 
fref Reference frequency  
fr Rotor frequency 
fi Frequency of i-th synchronous generator 
f0 Nominal system frequency 
∆fmax Maximum frequency deviation 
fmin Minimum system frequency 
fLL Lower limit of acceptable system frequency 
feq Equivalent system frequency 
t Time 
Pm Input mechanical power 
Pe Output electrical power 
Rd Droop 
∆Pm Change of mechanical power 
β Frequency sensitivity index 
P0 Real power at initial operating condition 
Q0 Reactive power at initial operating condition 
V Voltage 
V0 Voltage at initial operating condition 
n1-n6  Exponents to determine the type of load 
a1-a6  Coefficients to determine the proportion of each type of load 
Si Rated MVA of i-th synchronous generator 
Hi Inertia constant of i-th synchronous generator 
FNj Frequency nadir due to the trip of j-th synchronous generator 
Po Power outage 
λ Slope of the regression model between FN and Po 
∆P Disturbance size 
IR System inertia 
Psync Synchronous generation 
Ppv PV power generation 
xxx 
 
Pimport Power import 
Pexport Power export  
Pmax,i Rated capacity of  i-th synchronous generator 
Pgen,i Power generation of i-th synchronous generator 
ng Total number of synchronous generators with enabled governors 
ROCOFmax Maximum rate of change of frequency  
Mi Initial cluster mean of i-th cluster 
NL Total number of clustered load levels 
NIi Total number of load points in i-th cluster 
Xi,j j-th data point of i-th cluster 
WPLmax Maximum wind penetration level 
E(.) Expected value 
σ(.) Standard deviation 
G(.), g(.) Functional relationships 
np Voltage exponents of real power  
nq Voltage exponents of reactive power 
kp Frequency dependency factor or LFR of real power  
kq Frequency dependency factor or LFR of reactive power 
kp,ML Overall LFR of real power for the mainland  
kp,TAS Overall LFR of real power for Tasmania 
DML Demand in the mainland  
DTAS Demand in Tasmania  
wi Normalised weight for i-th location 
R Contingency FCAS requirement  
PR Rated generation capacity of a wind power plant 
Cup Up-regulation capacity  
Ireg Regulation interval  
Eloss Energy loss  
 
 
 
                                                                                                                                     Chapter 1 
1 
 
Chapter 1 Introduction 
 
1.1 Background 
Wind is one of the most significant renewable energy sources for electricity generation. It 
provides environmental benefits by emitting negligible greenhouse gases. Therefore, the integration 
of wind energy is consistently increasing in many power systems. The global installed capacity of 
wind power was around 74 GW in 2006; however, it reached 432 GW by the end of 2015 [1]. The 
proliferation of wind generation capacity around the world in the last decade is shown in Figure 1.1. 
 
Figure 1.1 Growth of global installed wind generation capacity [1] 
A wind energy conversion system converts the kinetic energy of wind into electricity. This is 
accomplished by using a large wind turbine that consists of blades on a shaft. When wind flows 
through the turbine, it moves the blades, which eventually rotates the shaft. The shaft of the turbine 
is connected to a generator. The spinning motion of the shaft is used to rotate the generator’s rotor. 
An electromagnetic induction is created due to the rotational movement of the rotor inside the 
generator core, which ultimately produces electrical power. 
Wind turbine generators (WTGs) can be divided into four main types: Type 1 (Fixed Speed 
Induction Generator), Type 2 (Variable-Slip Induction Generator), Type 3 (Doubly-Fed Induction 
Generator: DFIG) and Type 4 (Full-Size Converter: FSC) machines [2]. A squirrel-cage induction 
generator is used in a Type 1 WTG. Whereas, a wound-rotor induction generator is deployed in a 
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Type 2 WTG [3]. A Type 3 WTG is a variable speed machine where an induction generator and 
power electronic converters are utilised [4]. In a Type 4 WTG, the generator can be an induction 
generator or a synchronous generator. The generator is connected to the grid via power electronic 
converters. The converters are rated at full power as the whole output power from the generator 
passes through them [5]. Due to power electronic interfaces, Type 3 and Type 4 WTGs are 
decoupled from the corresponding grid. Therefore, these machines are usually unable to participate 
in frequency regulation. 
While wind energy offers several advantages (e.g. zero fuel cost, almost no air pollution etc.), 
it also causes some technical challenges in system operation. The important operational metrics that 
are influenced by proliferated wind penetration are primarily related to-  
(i) Frequency response 
(ii) Short-circuit performance  
(iii) Ramping, variability, uncertainty and regulation reserve  
(iv) Reliability contributions and  
(v) Voltage stability  
However, it is evident from different studies that frequency response and short-circuit 
performance are two of the foremost challenges regarding power system security under substantial 
penetration of wind generation [6, 7]. Therefore, these two issues are comprehensively investigated 
in this thesis.  
1.2 Motivation 
The secured operation of an electric power system relies on an appropriate balance between 
generation and load. One of the major objectives of a power system operator is to maintain system 
frequency within given acceptable limits. However, keeping system frequency within admissible 
ranges is always a challenge due to continuous variations of load. Moreover, contingency events 
such as sudden loss of a large generator or an interconnection can cause an abrupt deviation in 
system frequency. Frequency response, which is a key issue for power system security, is defined as 
the ability of a power system to arrest and then stabilise rapid change in frequency after a 
contingency [8]. Due to growing penetration of wind energy in power systems, existing 
synchronous generators are replaced from economic dispatch or completely retired from a 
generation fleet. Modern wind turbine generators, namely Type 3 and Type 4 machines usually do 
not provide inertia or governor response to control frequency excursion after a contingency [9]. 
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Thus, ensuring a sufficient frequency response in a power system with significant wind penetration 
is becoming a crucial concern for grid operators. Inadequate frequency response may cause load 
shedding, oscillation, machine damage and even blackouts [10]. Since wind generation has notable 
implications on frequency response, its penetration in a power system cannot be randomly 
increased. Therefore, a methodology to estimate the maximum wind penetration level to preserve an 
adequate frequency response is required. 
Like Type 3 and Type 4 WTGs, photovoltaic (PV) is a non-synchronous generation source. 
The presence of substantial PV generation in addition to wind power may complicate the frequency 
response behaviour of a power system. If the aggregated generation from these non-synchronous 
sources is sufficient to meet a large proportion of demand, a minimal number of synchronous 
generators may be committed in a system. Under such situations, a major contingency may result in 
an unacceptably high rate of change of frequency (ROCOF). A high ROCOF could cause the 
inadvertent tripping of other synchronous generators, which may adversely affect the frequency 
response. Moreover, the default under frequency protection setting of some distributed PV units 
could be higher than the under frequency load shedding (UFLS) threshold. Hence, a contingency 
such as loss of an interconnection or a generator may cause a substantial cascading PV trip. It would 
deteriorate the frequency response performance of a grid. The aforementioned cascading 
contingencies are underlying threats to system security regarding frequency response. Therefore, 
these phenomena need to be completely understood through detailed investigations. Moreover, it is 
necessary to explore the remedial measures to prevent such risks in a power system.  
Besides non-synchronous penetration, frequency dependent loads (e.g. induction motors) also 
play a vital role to influence the frequency response of a power system [11]. Their overall impact on 
frequency response is taken into account by including one parameter known as load frequency relief 
(LFR) in a load modelling process. The LFR is imperative to appropriately determine contingency 
reserve, which provides the primary frequency response after a disturbance. Conventionally, the 
LFR is assumed as a fixed quantity. However, it has been observed from field measurements that 
this assumption may not be appropriate. In reality, the LFR depends on several factors. Therefore, 
an approach to accurately estimate the LFR and properly incorporate it to evaluate the reserve 
margin is a vital task. 
Along with frequency response, short-circuit performance is another key security concern in a 
wind dominated power system. Fault current contributions from Type 3 and Type 4 WTGs are 
limited as they are isolated from the grid through power electronic converters [12-14]. Therefore, 
short-circuit performance at the grid connection point of these wind power plants could be 
unacceptable. Unacceptable short-circuit performance may hinder proper fault identification, 
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successful ride through of faults by WTGs and stable operation of WTGs [7, 15, 16]. Traditionally, 
frequency response and short-circuit performance are viewed as separate issues and hence, they are 
distinctly improved. However, in reality both of them are affected at the same time by substantial 
wind penetration. Therefore, a common technique is required that aims to jointly upgrade both 
security indices.    
To sum up, there has been an inevitable trend of installing wind generators in existing power 
grids. Due to large-scale wind integration, a number of technical challenges related to system 
security have arisen. Some power systems have already experienced these issues, which start to 
become obstacles for wind power development. Therefore, further investigations are required to 
address these challenges. At the same time, appropriate methodologies should be established and 
mitigation actions should be implemented. These will pave the pathway for more and more wind 
power integration in a secured manner. 
1.3 Objectives 
The primary goal of this thesis is to effectively analyse the security enactments, specifically 
frequency response and short-circuit strength owing to increased wind penetration in a power 
system. Technical tools and methodologies to enhance the above security indices are also 
developed. To this end, the following objectives are addressed in this thesis. 
(1) To develop a tool to estimate the maximum wind penetration level in order to maintain an 
adequate frequency response in a power system.  
(2) To investigate the risks and implications of cascading contingencies on frequency 
response in a low inertia grid and to explore mitigation measures to prevent such 
contingencies. 
(3) To investigate and validate the load frequency relief (LFR) from field measurement data 
and to develop an algorithm for appropriately determining the LFR and contingency 
reserve requirement. 
(4) To propose a methodology for simultaneously improving frequency response and short-
circuit performance by applying the concept of ‘post-retirement utilisation of synchronous 
generators’ in a wind dominated power system. 
In this thesis, all the developed tools and algorithms are applied on different networks of the 
Australian power system. 
                                                                                                                                     Chapter 1 
5 
 
1.4 Importance of This Research Work for Power System Engineers 
Power system engineers will achieve the following benefits from the outcomes of this 
research work.   
(1) Outcomes of objective-1 will help a system operator to instantly estimate the maximum 
wind penetration level while maintaining an adequate frequency response under any 
dispatch cases. Based on this value, a generation dispatch schedule can be corrected if 
there is a probability of attaining an unacceptable frequency response. In other words, 
network security regarding frequency response will be ensured in a wind proliferated 
power system. 
(2) Outcomes of objective-2 will provide a detailed understanding of cascading contingencies 
and their associated impacts on the frequency response in a low inertia grid. Thus, more 
awareness about the hidden threats in power systems will be raised amongst operators that 
will eventually guide them to preserve network security. Moreover, the recommended 
remedial measures will help to prevent cascading failures and hence mitigate the risk of 
system-wide blackouts. 
(3) Outcomes of objective-3 will help to establish a guideline for network operators to 
properly incorporate the LFR in a load modelling procedure as well as in an evaluation of 
contingency reserve requirement under any operating conditions. Therefore, an improved 
and economic management of contingency reserve will be ensured, especially under high 
availability of wind generation. 
(4) Outcomes of objective-4 will provide recommendations for system operators to make 
alternative use of the retired synchronous generators. Such a re-use of the existing 
resources will offer dual advantages that include an enhancement of network security as 
well as financial benefits. Eventually, further integration of wind energy in power systems 
will be facilitated in a secured way.          
1.5 Thesis Overview  
This thesis consists of seven chapters. A brief background of wind energy and different wind 
turbine technologies are presented in Chapter 1. Then, the motivations to carry out this research 
work are narrated. Finally, research objectives are clearly mentioned.  
In Chapter 2, firstly the growth of wind power in different countries including Australia is 
introduced. Then, the main operational challenges caused by proliferated wind integration are 
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discussed.  After that, a detailed literature review on power system security, specifically frequency 
response and short-circuit performance is presented and appropriate research gaps are identified. 
Finally, frequency regulation standards related to this research work are provided.  
In Chapter 3, at first the theoretical background of frequency response is narrated.  After that, 
a systematic approach to evaluate frequency response is presented. Then, the implications of 
substantial wind penetration on the frequency response of a real-world power system are analysed. 
Afterwards, a tool is developed to estimate the maximum wind penetration level in a power system 
by preserving an admissible frequency response. The associated steps of the developed tool are 
thoroughly discussed. Finally, simulation results are critically analysed and reported. 
In Chapter 4, effects of cascading contingencies on the frequency response of a low inertia 
power system are investigated. At first, an overview of the South Australian grid and its generation 
portfolio are presented. Then, cascading contingency events triggered by high ROCOF are 
analysed. Afterwards, a remedial measure to prevent such contingencies is suggested. After that, 
another cascading contingency initiated by distributed PV tripping is investigated. In the end, a 
possible countermeasure to prevent the risk of such events is explored.  
In Chapter 5, detailed analyses are executed to investigate the LFR from field measurement 
data. For this purpose, at first critical observations and issues arising from field measurements are 
reported. Afterwards, a methodical approach is developed to explore the key factors that affect the 
LFR. Data collected from various locations of Tasmania and Victoria are then thoroughly analysed 
and subsequently validated. Finally, a methodology is proposed to better estimate the LFR and 
contingency reserve requirements for any dispatch scenarios.    
In Chapter 6, a methodology to simultaneously improve frequency response and short-circuit 
performance in a wind dominated power system is established. At first, an overview of a large and 
interconnected power system is provided. Then, impacts of high wind penetration on security 
performances and their improvements using conventional techniques are presented. Afterwards, an 
idea of reusing a certain portion of retired synchronous generators as synchronous condensers, 
which is called post-retirement utilisation approach, is introduced. After that, the necessary steps of 
the proposed methodology are described. Then, simulation results of various wind penetration cases 
are analysed and reported. Finally, financial issues regarding the post-retirement approach are 
discussed with some anecdotal evidence from power industries of Australia and the U.S.    
 The thesis is concluded in Chapter 7. At first, the performed research works with relevant 
outcomes are briefly summarised. Then the main contributions of this thesis are highlighted. 
Finally, further research directions that need to be carried out in the future are provided. 
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Chapter 2 Literature Review 
In this chapter, at first an overview of wind energy status in different countries is provided. 
Then, the foremost challenges instigated by proliferated wind penetration are reported.  Afterwards, 
a comprehensive literature review on power system security issues, namely frequency response and 
short-circuit performances are presented. Based on these discussions, appropriate research gaps 
have been identified. In the end, key frequency operating criteria related to this thesis work are 
referred.  
2.1 Wind Energy around the World  
Wind power installation is consistently growing in many regions of the world. Energy 
security, climate change issues and economic competitiveness are the most important drives behind 
the proliferation of wind energy [17]. According to the latest statistics, the total installed electricity 
generation capacity from wind across the world is around 432 GW [1] .  From 2010, more than 50% 
of new wind generation has been added outside the long-established markets of North America and 
Europe, mostly in China and India. At present, China has the highest installed wind power capacity, 
a total of 145.1 GW [1]. Moreover, the U.S., Germany, India, Spain, the U.K., Canada, France, Italy 
and Brazil are the leading countries with remarkable wind generation capacities. A distribution of 
the existing wind power resources in the world is illustrated in Figure 2.1. 
 
Figure 2.1 Worldwide scenario of wind power [1]  
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Australia has some of the world’s best wind resources along its Southern and Southeast 
regions [18].  Wind is one of the fastest developing renewable energy sources for power generation 
in the Australian National Electricity Market (NEM). On average, the yearly growth of installed 
wind generation capacity in Australia is approximately 30% over the last decade [1]. At present, the 
total installed wind generation capacity in the NEM is 3,710 MW [19]. According to the Renewable 
Energy Target policy, large-scale renewable resources will supply a total of 33,000 GWh energy by 
2020 in Australia [20]. It is worth mentioning that a significant portion of this energy will be 
produced from wind. Australian Energy Market Operator (AEMO) administers the operation and 
security of the South-eastern power grids of the Australian NEM. Based on AEMO’s 2012 National 
Transmission Network Development Plan, the additional wind generation capacity in the NEM 
could be 8,880 MW by 2020 [7, 21]. Therefore, it can be anticipated that the total wind capacity in 
Australia will reach up to 12,590 MW in the next few years. 
The Australian NEM has one of the longest AC interconnected systems in the world, covering 
a distance of around 5,000 km. The NEM consists of four mainland regions- Queensland, New 
South Wales, Victoria and South Australia and one island region- Tasmania. Queensland and New 
South Wales are connected through QNI AC interconnection (Queensland-New South Wales 
Interconnection) and Terranora DC interconnection. New South Wales and Victoria are 
interconnected through VIC1-NSW1 AC interconnection. Victoria is connected to South Australia 
through Heywood AC and Murraylink DC interconnections and to Tasmania via Basslink DC 
interconnection. Amongst different states, New South Wales, Victoria, South Australia and 
Tasmania have very good potential of further wind installations. The existing and forthcoming wind 
generation capacities in different states of the NEM are presented in Table 2.1. For a clearer 
observation, the existing installed wind capacities in different states of the NEM are also depicted in 
Figure 2.2.  
Table 2.1 Present and future wind capacity in the Australian NEM [7, 19] 
State Existing wind capacity (MW) Anticipated wind capacity by 2020 (MW) 
South Australia 1475 2825 
Victoria 1249 5339 
New South Wales 666 2783 
Tasmania 308 1365 
Queensland 12 278 
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Figure 2.2 Current wind capacity in the Australian NEM [19] 
Although wind energy brings several benefits to power systems, it also introduces a number 
of technical challenges related to network operation. In the next sub-section, some important issues 
instigated by high wind penetration are highlighted.   
2.2 Challenges due to High Wind Penetration   
The major challenges arising from substantial wind penetration are broadly categorised and 
sequentially discussed below. 
2.2.1 Frequency Response  
Accurate frequency control is a vital aspect of system integrity in a power grid. Network 
frequency must be maintained within a compact range around its nominal value (e.g. 50 Hz in 
Australia) at all times. Contingencies such as tripping of a large generator or an interconnection can 
cause a sudden decline in system frequency.  However, such changes must be quickly mitigated 
with proper frequency control actions to avoid a widespread system collapse. Traditional 
synchronous generators usually have large rotating masses with considerable mechanical inertia. 
These generators inherently provide some natural damping to frequency deviation by automatically 
releasing some of their stored kinetic energy. This permits time for other corrective actions such as 
the deployment of reserve (i.e. governor response) to arrest  and stabilise the frequency excursion 
[22]. 
It is likely that most future wind farms will be based on Type 3 or Type 4 wind machines [6]. 
Power electronic interfaces of these WTGs make them asynchronous in nature. Therefore, they do 
not inherently provide an inertial response during frequency disturbances in the conventional sense 
[23]. Moreover, typically these machines are not intended for any governor response [24]. A 
                                                                                                                                      Chapter 2 
10 
 
number of control strategies have been developed to deploy Type 3 and Type 4 WTGs for 
frequency regulation [25, 26]; however, such provisions are not compulsory and traditionally not 
activated. 
High availability of wind power has the possibility of economically replacing a significant 
proportion of synchronous generators from the generation fleet. Thus, the synchronous inertia and 
governor responsive reserve (headroom) tend to decrease as wind penetration becomes higher. This 
imposes additional difficulties on frequency control.  The maximum frequency deviation and rate of 
change of frequency (ROCOF) could be more extreme following a large contingency. Therefore, 
with an increase of wind penetration, ensuring an adequate frequency response becomes further 
challenging. 
To assess frequency response, a number of indices or performance metrics have been 
introduced in the literature [22, 27-29]. A list of some well accepted and most frequently used 
indices is shown in Table 2.2. In this table, LBNL means the Lawrence Berkeley National Lab, GR 
means the governor response and NERC refers to the North American Electric Reliability 
Corporation. For a better understanding of these indices, an example of frequency response curve is 
shown in Figure 2.3. 
 
Figure 2.3 An example of frequency response curve 
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Table 2.2 Performance metrics [22, 27-29] 
Index Definition Unit 
Frequency nadir The lowest point in frequency response curve Hz 
Frequency nadir time The required time to reach the frequency nadir s 
LBNL nadir-based frequency 
response 
The size of disturbance divided by frequency deviation 
to the nadir MW/0.1 Hz 
GR nadir-based frequency 
response 
The change in output power by all the active governors 
at the time of the frequency nadir divided by frequency 
deviation to the nadir 
MW/0.1 Hz 
Settling frequency Frequency at 60 seconds after a disturbance Hz 
NERC frequency response The size of disturbance divided by frequency deviation to the settling frequency MW/0.1 Hz 
GR settling based frequency 
response 
The change in output power by all the active governors 
at the time of the frequency nadir divided by frequency 
deviation to settling frequency 
MW/0.1 Hz 
ROCOF The initial rate of change of frequency following a disturbance Hz/s 
In recent times, frequency response adequacy due to the proliferation of wind power has 
become a concern in many power systems. Some such examples are highlighted as follows. 
(i) North America: The North American grid consists of a number of major 
interconnections namely Western Interconnection, Eastern Interconnection, Electric Reliability 
Council of Texas (ERCOT) Interconnection and Québec Interconnection [30]. It is reported that the 
frequency response of the North American grids has declined over the last two decades [31]. This 
issue turns out to be a more complicated one due to a substantial addition of wind power plants. The 
impact of different wind penetration levels on the Western Interconnection frequency response is 
represented in Table 2.3 [32]. It can be seen that the frequency response (LBNL nadir-based 
frequency response) decreases by 741 MW/0.1 Hz when the wind penetration changes from 15% to 
80%.  
Table 2.3 Frequency response behaviour in the U.S. Western Interconnection [32] 
Wind penetration 
case 
Total wind capacity 
(GW) 
Wind generation 
(GW) 
Frequency response 
(MW/0.1 Hz) 
15%  23 17.92 1737 
20% 41.65 22.5 1690 
30% 60.34 33.76 1623 
40% 80.45 45.19 1546 
50% 101.67 56.89 1544 
80% 180.89 85.51 996 
In the Eastern Interconnection, the frequency response reduces by 147 MW/0.1 Hz when an 
additional 68.3 GW wind generation (out of 85 GW installation) is instantaneously added in the 
system [33]. To explicitly show this change, the frequency response performances of the different 
regions of the Eastern Interconnection are summarised in Table 2.4. 
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Table 2.4 Frequency response performances in the U.S. Eastern Interconnection [33] 
Area 
Frequency response 
in base case 
(MW/0.1 Hz) 
Additional Wind 
generation (GW) 
Frequency response 
in high wind case 
(MW/0.1 Hz) 
Northwest Power 
Coordinating Council 368 18 380 
PJM Interconnection 300 33.7 160 
Florida Reliability 
Coordinating Council 855 0 856 
South West Power Pool 81 6.5 89 
Midwest ISO 125 10.1 97 
Overall Eastern 
Interconnection 1729 68.3 1582 
Similarly, ERCOT and Québec transmission studies demonstrate declining trends of 
frequency response due to the rise of wind power generation in recent times [34-36]. It is reported 
that the displacement of synchronous generators by converter interfaced wind generators results in 
less system inertia. Consequently, ROCOF becomes higher, quickly leading the system frequency 
to its nadir. For instance, following two equal size disturbances in the ERCOT interconnection, 
ROCOF increases to 0.066 Hz/s from 0.027 Hz/s when the wind generation changes to 4,300 MW 
from 675 MW [34, 37]. 
(ii)  Great Britain: In 2015, the Great Britain National Grid authority published a report 
titled System Operability Framework (SOF) [38]. The SOF plans how the future operation of the 
Great Britain transmission system is anticipated to change in response to the renewable energy 
(wind, PV etc.) uptake. To evaluate the frequency response performance of the future grid, ROCOF 
following a large disturbance is estimated under two possible renewable energy scenarios. The first 
scenario assumes medium wind and PV growth, whereas the second scenario focuses on high 
growth of wind and PV generation. The values of ROCOF, which could be experienced across a 
year after the loss of 1,000 MW generation are estimated at five different intervals - 2015/16, 
2020/21, 2025/26, 2030/31 and 2035/36. The yearly duration curves of ROCOF are depicted in 
Figures 2.4 and 2.5 for medium renewable and high renewable cases respectively. 
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Figure 2.4 Yearly duration curves of ROCOF at medium renewable scenario [38] 
 
 
Figure 2.5 Yearly duration curves of ROCOF at high renewable scenario [38] 
It can be seen from Figures 2.4 and 2.5 that the magnitude of ROCOF is likely to increase 
over time. In the future, both the medium and high renewable scenarios are expected to see the 
ROCOF, which is above a satisfactory limit of 1 Hz/s. This increases the risk of experiencing a 
relatively faster frequency decline after a loss of generation. As a result, more backup reserve will 
be required in future for frequency containment. 
(iii) Ireland and Northern Ireland: Ireland and Northern Ireland, which is commonly 
known as the All-Island system (AIS), have set a target to produce around 37% of their total 
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electricity demand from wind by 2020 [29, 39]. It is reported that as a result of significant wind 
penetration in 2020, synchronous inertia in the AIS would reduce by approximately 25% compared 
to 2010 (Figure 2.6) [39].  
 
Figure 2.6 Synchronous inertia in the AIS-2010 and 2020 [39] 
To clearly understand the implication of inertia reduction, an operational metric known as 
system non-synchronous penetration ratio (SNSP) is defined by (2.1) [29]  
)(exp
)(
ortHVDCload
importHVDCwind
PP
PP
SNSP 
                                                           (2.1) 
where Pwind is the wind power, Pload refers to the system demand and PHVDC(import) and         
PHVDC(export) are the imported and exported power via high-voltage direct current (HVDC) 
interconnection. 
The implication of increasing wind generation on the projected 2020 generation portfolio of 
the AIS is shown in Figure 2.7. It is found that the number of committed synchronous generators 
(size > 100 MW) exhibits a decreasing trend with respect to SNSP. It is to be mentioned that the 
profoundly different future system operating scenarios with high wind is indicated by Figure 2.7. 
The impact of inertia reduction on frequency response performance of the AIS can be demonstrated 
using Figure 2.8. It is noticed that as SNSP becomes higher, it causes more severe frequency 
deviations following a 500 MW contingency. In some cases, ROCOF can be as high as 0.6 Hz/s 
that may cause subsequent tripping of distribution level WTGs [29]. Moreover, some customers 
would face load shedding when the network frequency falls below 49.3 Hz. Thereby, network 
security in the AIS gets affected by the increased wind generation. 
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Figure 2.7 Future operating scenarios in the AIS [29] 
 
Figure 2.8 Frequency nadir with respect to SNSP in the AIS [29] 
(iv) Australia: Like many other countries, Australia is undergoing an expansion of wind 
energy, which is meant to achieve a clean energy target and reduce greenhouse gas emissions. It 
should again be mentioned that an additional 8,880 MW wind generation could be added to the 
Australian NEM by 2020 [21]. However, integration of this new wind generation would introduce 
challenges regarding secured operation of the power system, especially in frequency response. 
These challenges could be prevailing in South Australia and Tasmania as the forecasted wind 
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generation are close to or even more than the average demands in these states [7]. AEMO has 
published a series of studies addressing the above issues. Some of them are briefly highlighted in 
this sub-section. 
Due to increased level of wind penetration, the total inertia in different states of the Australian 
NEM is gradually reducing over time. Reduction of system inertia has a considerable impact on 
contingency reserve margin, which is also known as contingency Frequency Control Ancillary 
Services (FCAS). Contingency FCAS is utilised to mitigate changes in power system frequency 
after a contingency event such as sudden loss of a large generator, an interconnection or a load [7]. 
During low inertia situations, network frequency drops comparatively faster after a contingency. It 
means that contingency FCAS needs to be deployed more quickly to arrest the frequency excursion 
within given acceptable limits. Practically, it indicates that higher amounts of contingency FCAS 
are needed during low inertia operating conditions. For example, contingency FCAS margin in 
Tasmania as shown in Figure 2.9 can be taken into account. It is noticed that for a specific 
contingency size, FCAS requirement considerably increases when the system inertia is low. 
 
Figure 2.9 Contingency FCAS requirement in Tasmania [7] 
Frequency response is likely to become more concerning when Tasmania operates as an 
island (i.e. not connected to the NEM mainland regions). It may occur during maintenance of the 
Basslink interconnection. For a detailed insight into the frequency response issues in Tasmania 
                                                                                                                                      Chapter 2 
17 
 
caused by anticipated high wind penetration under an islanded mode operation, a study is carried 
out in [40]. The average demand is approximately 1,400 MW. Six different load scenarios- summer 
high, summer low, winter high, winter low, spring high and spring low are considered for 
investigation. Three different wind integration cases are considered. Installed wind capacities are 
around 170 MW, 310 MW and 610 MW in case-1, case-2 and case-3 respectively. The 
instantaneous wind penetration levels (the ratio between wind generation and total generation at any 
instants) under various cases are shown in Table 2.5. The frequency response performances are 
evaluated, which is demonstrated in Figure 2.10. It is observed that frequency response (MW/0.1 
Hz) shows a decreasing trend with respect to wind penetration level in all load scenarios. Moreover, 
in case studies-1 and 2, system frequency breaches the allowable limits in summer low load 
condition. In case study-3, this limit is violated in summer low and spring low load scenarios [40]. 
Table 2.5 Wind penetration cases in Tasmania [40] 
Load 
scenario 
Wind penetration level (%) 
Case-1 Case -2 Case-3 
Summer high 7.75 18.15 35.75 
Summer low 10.55 18.55 49.60 
Winter high 6.65 12.80 27.00 
Winter low 8.25 13.35 35.95 
Spring high 10.75 13.25 33.20 
Spring low 9.40 24.10 49.65 
 
 
Figure 2.10  Frequency response behaviour under various wind cases [40] 
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In recent times, the South Australian grid had faced network security issues that were mostly 
related to frequency management. Amongst different states of Australia, South Australia has the 
highest levels of wind and rooftop PV generation and the uptake is expected to continue this trend. 
Currently, the installed wind and PV capacities in South Australia are around 1,475 MW and 700 
MW respectively. These renewable resources result in the withdrawal of a number of conventional 
synchronous generators from the South Australian generation fleet. Accordingly, the total inertia 
and primary reserve of the South Australian grid continued to decrease over the last few years. 
Yearly inertia distribution curves of the South Australian power system from 2009 to 2013 is 
demonstrated in Figure 2.11.     
 
Figure 2.11 Inertia distribution of the South Australian network [7] 
The generation mix in South Australia from November 2012 to November 2013 is 
summarised in Table 2.6. It is worth mentioning that in some situations, the entire demand in the 
state could be met by wind generation. For instance, at 4:15 AM on 28 September 2014, the 
available wind generation was sufficient to supply 109% of the local demand in South Australia 
[41].  
It is obvious from Table 2.6 that the growth of wind and PV generation benefits South 
Australia and the overall NEM. However, such a high quantity of wind and PV generation can 
introduce a risk of controlling the frequency in South Australia following the loss of the Heywood 
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interconnection, especially under low inertia conditions. 
Table 2.6 Generation mix in South Australia [41] 
Source Total energy (TWh) Percentage of demand met (instantaneous) 
Synchronous generation 8.10 (59.1%) 20% to 109% 
Wind generation 3.76 (27.4%) 0% to 109% 
Imports (net) 1.84 (13.5%) -36% to +58% (negative means export) 
Total 13.70 (100%) --- 
AEMO and ElectraNet (an electricity transmission company in South Australia) have jointly 
published two studies that focus on frequency containment of South Australia under various 
contingency cases [41, 42]. It is reported that there is currently no process implemented in a unit 
commitment decision process of the South Australian system, which will ensure a minimum 
number of committed synchronous generators. In addition, most of the recent wind farms in South 
Australia use Type 3 machines. These machines are not activated for providing any frequency 
control functions. Therefore, during low inertia conditions, South Australia would incur 
considerable amounts of load shedding or even a blackout when it is separated from the rest of the 
NEM [42]. Furthermore, ROCOF could be unacceptably high which would adversely affect the 
frequency response characteristics. For example, an excessively high ROCOF following the 
tripping of the Heywood interconnection caused a catastrophic state-wide blackout in South 
Australia on 28 September 2016 (Figure 2.12). Thus, due to the proliferation of wind and PV, the 
frequency management in South Australia is becoming more challenging day by day. These issues 
will be discussed in detail in Chapter 4 of this thesis.  
 
Figure 2.12 Frequency response during the South Australian blackout [43] 
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It is evident from the above discussions that recent development of wind generation poses 
considerable challenges in terms of frequency response in some areas of the Australian NEM. This 
problem could be more acute and widespread in the future. Therefore, further investigations are 
required to operate the forthcoming NEM grid in a secured manner. 
2.2.2 Fault Level 
Fault level or short-circuit level is an amount of current or volt-ampere (VA), which feeds 
into a fault at a given point in a power system. Power system protection devices are meant to 
operate rapidly and selectively after a fault occurs to quickly isolate the faulted elements for 
network security, stability and infrastructure integrity reasons. Due to a fault, a much higher current 
than at normal operating condition is instigated. It allows protection devices to identify that a fault 
has occurred. Therefore, power system protection devices are designed to take into account the 
maximum and minimum fault levels. The maximum fault level is the highest fault current that can 
be safely interrupted. On the other hand, the minimum fault level is the lowest fault current that 
helps the protection devices to distinguish between the occurrence of a fault or no fault [6]. The 
fault current depends on the generators, which are committed at the time of a fault occurrence. More 
specifically, it is primarily affected by the generators that are situated close to a fault location. If 
many generators operate near a fault location, the fault level will be higher. In contrast, if no/ fewer 
generators are committed near a fault point, the fault level will be lower. 
Usually, fault levels are relatively lower during minimum demand periods (when a small 
number of generators are online). Furthermore, weakly connected sections of a grid that are 
remotely located from major generation sources are likely to experience low fault levels. Fault 
calculations under various operating conditions are performed by a system operator for the 
following purposes. 
 To appropriately identify faults. 
 To select appropriate ratings of a circuit breaker. The breaker should be able to identify a 
fault and interrupt the maximum possible fault current at a specific point in a network. 
 To design a coordinated protection system. The maximum and minimum fault levels must 
be taken into account to make sure of correct operation of the protection system.  
 To accomplish the mechanical design of network components. These components should 
survive the high mechanical stress that they face during the occurrence of a fault.  
 To design the earthing system and other safety schemes. 
When modern wind machines economically displace the conventional synchronous 
generators, the short-circuit strength of a grid may become an issue. Type 3 and Type 4 WTGs 
                                                                                                                                      Chapter 2 
21 
 
usually generate less fault current compared to synchronous generators of equal rating. Typically, a 
Type 3 WTG acts like a rated current source from a fault level assessment point of view [44, 45]. 
On the other hand, a Type 4 WTG is completely de-coupled from the grid through power electronic 
interfaces. To avoid damage during a fault condition, the inverter ratings are set to equal or slightly 
above the wind machine rating. Consequently, a Type 4 WTG can generate only a persistent fault 
current similar to its rating [46, 47].  
Short-circuit ratio (SCR) is a performance index, which is used to specify the strength of a 
grid at a wind farm connection point (also known as the point of common coupling: PCC). SCR is 
defined as the ratio between short-circuit level and rated generation capacity of a wind farm at its 
PCC [48, 49]. To ensure stable operation of power electronic devices associated with modern 
WTGs, some minimum level of SCR is required to be maintained at the PCC. Specifically, a 
minimum value of SCR is required to make sure that the WTGs can successfully ride through 
nearby faults. It is also necessary for re-establishing stable operation of the WTGs after the fault is 
cleared [7]. The minimum value of SCR that has to be maintained for stable operation of the WTGs 
is in the range of 3 to 5 [7]. To understand the implication of unacceptable SCR on the post-fault 
performance of a wind machine, the following response diagrams of Musselroe wind farm, 
Tasmania, Australia are taken into consideration (Figures 2.13 to 2.15). 
 
Figure 2.13 Instability in active power due to low SCR [50] 
                                                                                                                                      Chapter 2 
22 
 
3 3.5 4 4.5 5 5.5 6 6.5 7 7.5
-0.10
-0.05
0.0
0.05
0.10
0.15
0.20
0.25
Time (s)
R
ea
ct
iv
e 
po
w
er
 (p
.u
.)
 
Figure 2.14 Instability in reactive power due to low SCR [50] 
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Figure 2.15 Instability in PCC voltage due to low SCR [50] 
It is clearly revealed from the above examples that active power, reactive power and PCC 
voltage can exhibit significant instability due to the reduction of SCR. It is reported that low SCR 
may result in shifting of poles and zero to the right-hand side of the stability plane with positive real 
parts [50]. It eventually makes the WTG operation unstable after the clearing of a fault. Therefore, 
to retain adequate fault levels at the PCC of WTGs, AEMO suggested the following guideline for 
wind power plants as shown in Table 2.7. The minimum fault currents are presented for a 100 MW 
wind power plant. However, these values can be linearly scaled for any other ratings. 
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Table 2.7   Minimum fault current requirement for a 100 MW wind plant [7] 
PCC voltage 66 kV 110 kV 132 kV 220 kV 275 kV 330 kV 500 kV 
SCR=5 4.4 kA 2.6 kA 2.2 kA 1.3 kA 1.1 kA 0.9 kA 0.6 kA 
SCR=3 2.6 kA 1.6 kA 1.3 kA 0.8 kA 0.6 kA 0.5 kA 0.4 kA 
Furthermore, low SCR values may cause complications while using the dynamic models of 
wind and PV in PSS®E (Power System Simulator for Engineering) and DIgSILENT PowerFactory 
simulation platforms. Dynamic models utilised in these programmes are of phasor-type [50]. These 
models sometimes exhibit excessive oscillations or even may crash when they are applied to a grid 
with unacceptable short-circuit strength. Converter components (i.e. phase-locked loops-PLLs), 
which mostly attribute to instability, cannot be represented in phasor models. As a rule of thumb, 
evaluating network performance for SCR values below three would require the use of EMT 
(Electromagnetic transient)-type models [50]. Such models are available in PSCAD (Power 
Systems Computer Aided Design) simulation software. However, according to anecdotal evidence, 
most of the dynamic studies in the Australian power industry are usually performed in the PSS®E. 
Therefore, existing dynamic models of wind plants may not accurately response when SCR 
becomes inadmissible due to prolific wind penetration. Thus, systematic re-evaluation of future 
operation and planning would be required to ensure an adequate short-circuit performance. 
Low short-circuit levels could result in practical power system problems related to fault 
identification. Protective relays are used to detect a fault based on the minimum short-circuit 
current, which is around 3 to 5 times of the rated current. If the magnitude of the fault current is less 
than this minimum threshold, relays are not able to identify the fault. Therefore, the associated 
circuit breakers do not trip and the system continues to feed the fault. It may cause larger voltage 
drops during the fault, which could eventually introduce voltage stability issues. 
It is evident from different studies that short-circuit performance of a power system could be 
undesirably affected by proliferated wind generation. For example, SCR under various network 
conditions of a real-world power system is shown in Figure 2.16 [48]. It is observed that as wind 
penetration increases, SCR decreases. In some cases, it could be as low as close to 1. 
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Figure 2.16 Relationship between SCR and wind farm output [48] 
Similar results are found from a study performed in the Tasmanian power system [51]. A plot 
between SCR at the PCC of a wind power plant with respect to total wind generation under three 
typical load levels is depicted in Figure 2.17. It is observed that with an increase of wind 
penetration, SCR exhibits a decreasing trend. 
 
Figure 2.17 Impact of wind generation on SCR [51] 
Due to the growing penetration of wind generation, corrective actions would be required to 
mitigate low fault levels, especially to retain minimum SCR values at the PCCs of wind power 
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plants. According to a study carried out by AEMO [7], the two most viable options for ensuring 
acceptable fault levels are- (i) keeping a minimum number of synchronous generators online under 
all operating conditions and (ii) deployment of synchronous condensers. An equally sized 
synchronous condenser and a synchronous generator produce a similar amount of fault current.  
In 2014, ERCOT system planning group published a report [49]. The main objective of the 
report was to investigate constraints and challenges owing to integrating a large quantity of wind 
generation in the ERCOT Panhandle region. It is observed that synchronous condensers can be 
utilised to improve short-circuit strength. Furthermore, synchronous condensers contribute to 
system inertia and harmonics-free operation. In addition, they have reactive power support 
capability during low voltage conditions. After comparing with other options such as Static VAR 
Compensator and Variable Frequency Transformer, the synchronous condenser was found to be the 
best option to enhance system strength of the ERCOT Panhandle region [49]. 
To sum up, due to limited power electronics capacity, typically Type 3 and Type 4 machines 
are unable to produce sufficiently high fault current. As a result, the possibility of attaining low 
SCR at the PCC of the above WTGs considerably increases because of proliferated wind 
penetration. Eventually, it can undesirably affect the secured operation of a wind dominated power 
system. Therefore, the necessity of remedial actions to improve short-circuit performance is likely 
to increase in the future. 
2.2.3 Ramping, Variability, Uncertainty and Regulation Reserve 
 The substantial growth of semi-scheduled wind generation in a generation mix is predicted to 
lead to more operational variability and forecast uncertainty [52]. It is imperative that the generation 
mix has enough flexibility in order to mitigate the wind variations so that load can be continuously 
met. As wind penetration increases, a power system could be subjected to more significant 
variability or ramping occurrences. Severe ramps within a short duration are a major concern. The 
most problematic situation occurs when a reduction in wind generation coincides with an increase 
in system demand, for instance during the evening. 
Any short-term imbalance between load and generation due to wind variation affects the 
system frequency. The regulation reserve is used to correct small deviations in frequency under 
normal operating conditions. The regulation reserve is also known as regulation FCAS [7]. In the 
Australian NEM, there are two types of regulation FCAS- ‘lower regulation FCAS’ and ‘raise 
regulation FCAS’ [7]. When system frequency increases, lower regulation FCAS is deployed to 
restore the frequency to its nominal value. On the other hand, if system frequency decreases, raise 
regulation FCAS is utilised to correct it. To participate in raise regulation FCAS, a generator needs 
to operate below its rated limit and preserve a portion of its capacity. Its output can be increased 
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when required to regulate system frequency. In the Australian NEM, normally the regulation FCAS 
is 120 MW-130 MW. However, it can be increased up to 250 MW based on real-time frequency 
performance. Typically, wind power plants do not participate in regulation FCAS market. Thus, it is 
likely that a higher amount of regulation FCAS would be required because of increased wind 
penetration [53]. Therefore, it is important to study the detailed implications of random variations of 
wind generation on regulation reserve. 
Wind variability is different for different locations depending on wind speed and the 
topography of the site. This variability can be reduced by aggregating wind output across a large 
area.  Accurate forecasting of wind power makes the operation more convenient and helps to ensure 
an adequate reliability level [54]. Long-term forecasting of wind power is more challenging than 
short-term forecasting. Accumulation of wind output over a large area also reduces forecasting 
error. Moreover, energy storage devices can be deployed to smooth the wind output and minimise 
forecasting uncertainty [55]. 
2.2.4 Reliability Contributions 
 The ability of generators to supply customer demand by maintaining a desired level of 
reliability is very important in the context of power system operation. Large penetration of wind 
power imposes a significant barrier to preserve the reliability within an acceptable margin. This is 
mainly attributed to the intermittent and variable nature of wind generation. Thus, the implications 
of increased integration of wind energy on power system reliability need to be prudently 
investigated. In this perspective, reliability contributions or capacity value of wind farms is 
evaluated. The capacity value indicates the quantity of additional demand that can be supplied by 
wind generation at a specific reliability level [56]. 
The techniques used to model and evaluate the reliability contributions of wind generators are 
different to those for traditional synchronous generators. In this regard, a number of probabilistic 
and analytical approaches have been established in recent years [57, 58]. Researchers are 
continuously working to develop improved methods to estimate the reliability contributions of wind 
resources. 
  2.2.5 Voltage Stability 
 Voltage stability denotes the capability of a power system to retain steady voltage at all buses 
after encountering a disturbance. A considerable portion of large wind power plants are physically 
far away from major load centres and some of them are connected to relatively weak transmission 
networks. The existence of wind plants in weak transmission networks could introduce voltage 
instability problems. Some wind plants in the early stage of wind power development used 
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induction generator based fixed speed WTGs (Type 1 and Type 2). These machines consume 
reactive power and behave akin to an induction motor during disturbances. It aggravates the local 
grid voltage stability [59]. 
On the other hand, Type 3 and Type 4 WTGs deploy power electronic converters. They are 
capable of controlling their own reactive power and hence are able to regulate grid voltage at the 
PCC. Nevertheless, due to the constrained capacity of the PWM (pulse-width modulation) 
converter, the voltage regulation capabilities of the above machines are less than that of 
synchronous generators. As a result, the grid voltage stability may be influenced [60]. Thus, the 
impact of increased wind generation on power system voltage stability (particularly in weak 
transmission networks) is another important issue, which needs to be carefully investigated and 
understood. 
In the above discussions, a number of key operational challenges instigated from proliferated 
wind integration are highlighted. However, frequency response and short-circuit performance can 
be regarded as two foremost concerns in the context of power system security. Therefore, in this 
thesis, these two issues are investigated in detail.  In the next sub-section, some research gaps 
associated with frequency response and short-circuit performance are presented.   
2.3 Research Niche 
From the comprehensive literature review, the following research gaps are identified. For 
convenience, the gaps are topic-wise chronologically presented.  
2.3.1 Maximum Wind Penetration Level 
In recent times, Type 3 and Type 4 wind machines are being widely installed in many power 
systems [22, 32]. It is well known that unlike synchronous generators, conventionally these 
machines do not provide frequency control functions such as inertia and governor response. 
Moreover, in most countries the frequency response provisions from modern WTGs are not 
mandatory [61]. Hence, traditionally these machines are not depended upon for frequency 
regulation [6, 7].  As a result, with an increase in wind generation in a grid, system inertia and 
headroom (reserve) start to decrease. Consequently, network frequency control capability following 
a large disturbance reduces. Therefore, maximum wind power that can be instantaneously 
penetrated in a grid by maintaining an adequate frequency response (known as maximum wind 
penetration level) is a vital concern for system operators. 
A number of studies to investigate the impacts of proliferated wind generation on 
conventional power systems have been reported in the literature. A fast computation technique of 
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maximum wind penetration level based on the frequency response characteristic is proposed in [62].   
Disturbance size and ramp rate of committed synchronous generators are considered to develop a 
frequency deviation model. But this simplified methodology is applicable only for small isolated 
power systems. The combined effects of high wind and PV penetration on power system frequency 
response have been investigated in [33, 63]. It is reported that a substantial presence of wind and 
PV in the generation portfolio worsens the frequency response behaviour, especially during low 
demand periods.  Frequency deviation following a large contingency could be unacceptable, which 
causes a significant load shedding [63]. To improve frequency response and for a better 
management of wind power, several techniques have been proposed. For instance, hourly analyses 
of electricity supply and demand of New York State are performed using a deterministic model in 
[64] to show that adaptation of a heat pump could be beneficial to increasing the utilisation of wind 
power. On the other hand, energy storage systems are deployed in [65] to enhance the participation 
of wind power plants in primary frequency regulation. It is found that energy storage can provide 
power reserves. As a result, a wind power plant can provide primary frequency response while 
generating the maximum available energy. Thus, the use of energy storage could be profitable for 
the operator of a wind power plant that is participating in frequency regulation. It is to be mentioned 
that the research works presented in [63-65] do not suggest a safe margin of wind penetration in 
order to ensure a satisfactory frequency response in a power system. 
Expansion of wind generation in different real-world power networks are described in [29, 
66-69]. Different techniques such as alternation of ROCOF protection schemes and deployment of 
emulated wind inertia [29] and keeping thermal generation at a minimum level [66]  are  proposed. 
Cross-border power transmission and additional measures, such as the application of electric 
vehicles, pumped storage hydro and hydrogen storage are investigated to augment wind generation 
[67-69]. A methodology is proposed in [70] for estimating the maximum penetration level of wind 
power plants that are based on Type 3 and Type 4 WTGs by maintaining an adequate frequency 
response in a power system. Frequency nadir is taken into account as a limiting factor of wind 
power penetration. However, ROCOF, which is another important indicator of frequency response, 
is not incorporated in the aforementioned articles.  
To sum up, it is evident from the above literature review that different methods and network 
constraints are applied to facilitate increased wind integration. However, none of the existing 
approaches has proposed any techniques that can instantly predict the maximum wind penetration 
level (by using readily obtainable network information) while preserving an adequate frequency 
response in a power system. To meet the above gap, a new tool to estimate the maximum wind 
power penetration limit while maintaining a sufficient frequency response at any operating 
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conditions is developed in this thesis. Two crucial parameters-frequency nadir and ROCOF are 
taken into account to assure an admissible frequency response. In the proposed tool, system inertia 
and headroom are used as input variables, which can be easily calculated from unit commitment and 
economic dispatch schedule. The output of the tool instantly provides the highest wind penetration 
level at any operating conditions.  
2.3.2 Cascading Contingencies in Low Inertia Power Systems 
Like wind, solar PV is also rapidly increasing in power systems around the world. Presently, 
the global installed PV capacity is around 227 GW [71]. It is anticipated that this amount would 
reach 540 GW by 2020 [72]. A large portion of this PV is installed in distribution levels in many 
countries (e.g. Australia, Germany, Japan, France etc.). According to the 2015 statistics, the 
installed PV capacities of some leading countries (total capacity > 5 GW) are shown in Table 2.8. 
Table 2.8 Some leading countries regarding installed PV capacity [71] 
Country Total PV capacity (MW) 
In distribution level 
(MW) 
Proportion of PV in 
distribution level 
China 43530 6060 13.92% 
Germany 39710 29214 76.56% 
Japan 34150 24624 72.10% 
U.S. 25600 11718 45.77% 
Italy 18906 7500 39.66% 
France 6589 4257 64.60% 
Spain 5430 3105 57.18% 
Australia 5109 4580 88.25% 
It is well known that similar to the modern WTGs, distributed PV sources do not offer any 
frequency control functions. Due to the continuous growth of non-synchronous wind and PV, 
traditional synchronous generators are being sequentially withdrawn from the generation fleet. For 
instance, in South Australia, 520 MW Northern Power Station (a large coal-fired power plant) was 
shut down in May 2016 [73]. Additionally, the Pelican Point Power Station and the Torrens Island 
Power Station (both gas-fired plants) in South Australia are scheduled to undergo a capacity 
reduction in a next few years [42].  
It is likely that during the high availability of wind and PV, a significant portion of the system 
demand will be served by these generators. Under such conditions, a few synchronous generators 
could be committed in the network for frequency regulation. Hence, maintaining an adequate 
frequency response after a large contingency (e.g. a generator or an interconnection trip) becomes a 
major challenge in low inertia power systems.  
A number of research studies on power system frequency response due to the integration of 
non-synchronous generation have been reported in the literature. Impacts of variable speed WTGs 
on power system frequency response are explored in [74-77]. A combination of high penetration of 
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wind and PV in realistic networks is considered in [6, 27, 33, 78, 79]. These studies address 
transient stability, voltage regulation and frequency control strategies due to high non-synchronous 
penetration. However, a comprehensive frequency response analysis considering any cascading 
contingencies is not performed in the aforementioned research. It is well documented that increased 
wind and PV generation tends to decrease the total inertia of a network [42, 80]. Therefore, the 
initial ROCOF after a large contingency could be unacceptably high. If the value of ROCOF is 
more than a certain threshold, it may trigger the operation of protection relays of some synchronous 
generators [41, 81]. Consequently, these generators may trip, which further deteriorates the 
frequency response. Therefore, such a phenomenon could initiate cascading contingencies in the 
system. To comprehensively understand the above issue, the impacts of cascading contingencies 
instigated by high ROCOF on the frequency response of a low inertia power system are 
investigated in this thesis. Load frequency relief and UFLS scheme have been accordingly 
modelled. A solution to prevent the aforementioned cascading contingencies by using synchronous 
condensers under high penetration of wind and PV is also suggested. 
In addition to the above phenomenon, there could be another possibility of cascading 
contingencies caused by PV trip in a low inertia power system. Such a risk is introduced due to the 
default cut-off frequency of some old PV units, which could be higher than the UFLS threshold. For 
instance, South Australia has a limit of 2% (i.e. 1 Hz) frequency deviation for triggering UFLS [82]. 
However, for some existing PV units, the under frequency protection scheme is set to 1% frequency 
deviation (i.e. 0.5 Hz) [41, 83]. Therefore, a contingency event, which is originally not significant 
enough to initiate UFLS may first cause PV generation trip (namely the secondary PV trip), which 
could possibly trigger UFLS actions. A similar concern has been expressed in two reports [41, 78]; 
however, no detailed study has yet been conducted to address the associated implications in a power 
system. To address the above gap, frequency response with high penetration of wind and PV 
generation and incorporating the secondary PV tripping effect on a low inertia network is 
investigated in this thesis. Furthermore, the possibility of preventing the secondary PV trip by 
activating WTG frequency support is explored.   
2.3.3 Load Frequency Relief (LFR) and Contingency Reserve Requirement  
Any mismatch between generation and load (due to a generator or an interconnection trip) is 
intended to be balanced and stabilised by contingency reserve (also known as contingency FCAS 
requirement) [7]. The LFR, which represents the effect of frequency dependent loads (e.g. induction 
motors) on power system frequency excursion, is crucial for correctly evaluating the contingency 
reserve requirement to ensure an adequate frequency response. Over estimation of the LFR can be 
accountable for less planned reserve during an economic dispatch that may cause undesirable 
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frequency performance. On the other hand, under estimation of the LFR can result in an excessive 
reserve and hence could unnecessarily increase system operational cost. Usually, the LFR is 
expressed as a percentage of load change for every 1% change in system frequency [84]. For an 
accurate assessment of frequency response and contingency FCAS requirement, the LFR needs to 
be incorporated in a load modelling process.  
The implications of voltage in load modelling have been widely considered in the literature. 
Different techniques have been developed and reported in this regard. They include signature 
identification of loads [85], dynamic modelling of loads for studying power system damping [86], 
linear, polynomial and exponential representations of loads [87], composite models via 
measurement approach [88-90], characterisation and profiling of load patterns [91] and Markov 
models [92]. It is to be mentioned that the above papers mainly focus on the voltage dependency of 
loads. 
Along with voltage, frequency characteristics are also taken into account in several research 
works. It is reported that frequency sensitivity of loads can influence accurate representations of 
loads [93], load-damping characteristics [94] and islanding detection schemes of distributed 
generators [95]. These papers recognise the importance of including frequency dependency of loads 
in load modelling. However, the factors that primarily affect frequency dependency of loads (i.e. the 
LFR) are yet to be completely investigated. 
Conventionally, FCAS requirement in the Australian NEM is calculated based on the 
potential contingency risk (e.g. loss of the largest generator or trip of a single transmission line) and 
the amount of load relief [84]. The amount of load relief is determined using a constant LFR factor 
for all dispatch scenarios. For instance, the LFR of real power is included in load models as 1.5% 
for the mainland regions (i.e. Queensland, New South Wales, Victoria and South Australia) and 1% 
for Tasmania [84]. These fixed values have been used for a long time to estimate frequency 
response and to determine contingency FCAS requirement. However, for a few recent disturbances 
in the Australian power grid, network frequency obtained from simulation by using the 
aforementioned LFR values did not match the actual recorded frequency to a degree of 
satisfaction. This raises some concerns about the current practice of calculating contingency FCAS 
requirement and suggests that further investigations are required to justify the usage of the pre-
defined constant LFR in the Australian NEM.   
 Therefore, the LFR from field measurement data is extensively investigated in this thesis. 
Data were taken at various locations in Tasmania and Victoria during different disturbance 
events. An approach is established in this thesis to find out the key factors, which potentially 
affect the LFR. Results obtained from field measurements are then analysed and validated. 
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Finally, a methodology is proposed to appropriately estimate the LFR and contingency FCAS 
requirement for any dispatch cases. 
2.3.4 Joint Enhancement of Frequency Response and Short-Circuit Performance  
A significant penetration of wind power affects not only the frequency response but also the 
short-circuit performance of a grid. It is reported that the main reasons behind a deteriorating 
tendency of the frequency response are a reduction in system inertia and headroom, high governor 
deadbands and governor withdrawal [96]. Since wind integration is becoming inevitable nowadays, 
the necessity of variable speed wind machines to participate in frequency containment is increasing. 
Thus, synthetic inertia and a governor like control (also known as active power control: APC) from 
WTGs are considered to improve frequency response in some real-world power systems. These 
systems include the U.S. Interconnections namely Eastern [97], Western [32] and Electric 
Reliability Council of Texas [34], the Irish grid [98] and the U.K. network [99]. Recent experiences 
in different practical power systems reveal that short-circuit performance also shows a decreasing 
trend as wind penetration rises [51, 100, 101]. Furthermore, SCR at the PCC of Type 3 and Type 4 
WTGs could even drop below 2 in some cases [51], which is much lower than the preferred range 
of 3 to 5 [7].  
It is evident from the literature that in most cases, frequency response and short-circuit 
performance are separately examined. Conventionally, they are separately improved when required. 
However, both of them are related to grid security and concurrently affected by high wind 
penetration. Therefore, further investigations are needed to find a common approach, which can 
simultaneously strengthen both indices. It is well documented that owing to the accumulative 
entrance of wind farms, a number of thermal power plants may undergo planned retirement [7, 19]. 
These generators possibly would be abolished, which will result in a waste of assets and cause 
financial concern. Thus, the second use of them could be anticipated to get some return. Therefore, 
a concept of using a certain portion of the retired synchronous generators as synchronous 
condensers, which is called ‘post-retirement scheme’, is presented in this thesis. So far, little 
attention has been paid on such a re-use of the retired synchronous generators to jointly enhance 
frequency response and short-circuit performance in a wind dominated power system. 
As a result of the post-retirement utilisation, additional inertia and short-circuit current would 
be available, which in turn could improve security performances during high wind generation. 
However, when such an approach is adopted, one obvious question will arise- when and how much 
post-retirement scheme should be deployed? This query has not yet been answered in the existing 
literature. Therefore, a methodology to evaluate the required amount of the post-retirement 
scheme to simultaneously upgrade the aforementioned security indices is developed in this thesis. 
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The proposed methodology is applied to the Australian mainland regions under various wind 
penetration scenarios. It is worth mentioning that detailed technical investigations of the post-
retirement utilisation of synchronous generators are carried out in this thesis. However, in reality the 
final verdict of using such a scheme will be based on the financial return on investment. 
Finally, it is to be clarified that energy storage devices such as pumped hydro energy storage, 
battery-based energy storage, supercapacitor etc. are in recent times being applied for frequency 
stabilisation. However, applications of energy storage devices for frequency management are not in 
the scope of this thesis and will be considered in future work. 
 
2.4 Frequency Operating Standards in the Australian NEM 
In this thesis, all developed methodologies and algorithms will be applied to the Australian 
NEM grid. Therefore, the key frequency operating standards of the NEM are given in this section. It 
is worth mentioning that the Tasmanian power system is a small islanded network, which is 
connected to the mainland regions through an asynchronous HVDC interconnection. Therefore, 
separate frequency operating standards are specified for the mainland regions and Tasmania [82]. 
The main frequency containment criteria of the NEM are listed in Table 2.9. 
Table 2.9 Key frequency operating standards in the Australian NEM [82] 
Criteria Mainland Tasmania 
Nominal frequency 50 Hz 50 Hz 
Normal operation 49.85 Hz to 50.15 Hz 49.85 Hz to 50.15 Hz 
Allowed frequency deviation following a 
contingency (generator or load trip) ±2 % (49 Hz to 51 Hz) ±4% (48 Hz to 52 Hz) 
UFLS threshold 49 Hz 48 Hz 
 
2.5 Summary 
A clear insight into the challenges associated with the prolific wind penetration in power 
systems is presented in this chapter. The key operational issues ascended from substantial wind 
generation are related to- (i) frequency response, (ii) short-circuit performance, (iii) ramping, 
variability, uncertainty and regulation reserve, (iv) reliability contributions and (v) voltage stability. 
However, experiences from various power systems reveal that frequency response and short-circuit 
performance can be regarded as two prevailing challenges in the perspective of power system 
security. From a detailed review of the current literature, four major research gaps have been found. 
In the above context, an improved tool to estimate the maximum wind penetration level while 
maintaining an adequate frequency response at any dispatch conditions is developed in this thesis. 
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Next, cascading contingencies phenomena initiated by high ROCOF and tripping of distributed PV 
units are critically investigated. Their implications on the frequency response of a low inertia power 
system are comprehensively analysed. Corrective measures to avert the risk of such cascading 
contingencies are also suggested. Afterwards, a systematic approach is established to identify the 
predominating factors that influence the LFR, which is a vital parameter in frequency response 
analysis. Furthermore, these findings are validated with the field measurement data captured at 
different locations of the Australian NEM grid. A technique is then proposed to correctly determine 
the LFR and the contingency FCAS requirement at any operating conditions. Finally, a 
methodology to concurrently improve the frequency response and short-circuit performance of a 
network by applying the idea of ‘post-retirement utilisation of synchronous generators’ under 
various wind penetration cases is proposed in this thesis.  
In the following chapters of this thesis, necessary theoretical background, relevant 
investigations and developed methodologies are thoroughly presented. 
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Chapter 3 Assessment of Frequency Response and 
Maximum Wind Penetration Level 
In this chapter, at first the basic concepts of frequency response are introduced. Then, a step 
by step process to assess the frequency response is presented. Afterwards, the impacts of increased 
wind penetration on the frequency response performance of an Australian power system are 
reported. Finally, a tool is proposed to estimate the maximum wind penetration level while 
maintaining an adequate frequency response at any operating conditions1.  
3.1 Basics of Frequency Response 
To preserve system frequency within the given acceptable limits is one of the fundamental 
requirements of a power system. Therefore, the balance between generation and load must be 
maintained in a grid. However, major disturbances, especially tripping of large generators and 
interconnections cause imbalances between generation and load. Such imbalances must be adjusted 
by appropriate frequency response capability [102].  
Frequency response relies on the fast and autonomous action of generators in reaction  to 
noticeable changes in network frequency [103]. Frequency response has multiple time frames. 
When there is a mismatch between generation and load due to a generator trip, a portion of the 
stored kinetic energy from committed synchronous generators’ rotors are immediately released. 
This is known as the inertial response of a power system and it dominates initial frequency decline 
after a disturbance. Inertial response persists for up to a few seconds following a disturbance [103]. 
Hereafter, governor response (also known as primary frequency response) plays a vital role to cease 
any frequency excursion. A committed synchronous generator can provide primary frequency 
response if its governor is enabled and it has sufficient headroom (the difference between rated 
capacity and output power of a synchronous generator) to increase power production. Governor 
response is generally provided for one second to tens of seconds after a disturbance [103]. The 
combination of inertia and governor response is the first line of defence, which controls the 
minimum frequency after a disturbance (also known as frequency nadir). After inertia and governor 
                                                 
1This chapter has significant materials from the following articles published by the PhD candidate. 
 N. Masood, R. Yan and T. K. Saha, “A New Tool to Estimate Maximum Wind Power Penetration Level: In 
Perspective of Frequency Response Adequacy”, Applied Energy, vol. 154, pp. 209-220, Sept. 2015. 
 N. Masood, R. Yan, T. K. Saha and  M. Piekutowski, “ Correlation between Frequency Response and 
Short-Circuit Performance due to High Wind Penetration”, 2015 IEEE Power and Energy Society General 
Meeting, 26-30 July, 2015, Denver, Colorado, USA. 
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response are deployed, any further mismatch in system frequency is corrected by Automatic 
Generation Control (AGC) action. This is called secondary response and starts within tens of 
seconds and exists for the first several minutes following a disturbance [102, 103]. 
To mathematically understand the concept of frequency response, let’s consider  the following 
swing equation of a power system as shown by (3.1) [104]. 
em PPdt
dffH 2                                                        (3.1) 
where f is the system frequency (in p.u.), H represents the inertia constant (in s), t denotes the time 
(in s), Pm is the input mechanical power (in p.u) and Pe is the output electrical power (in p.u). 
At normal operating conditions, Pm is equal to Pe, which keeps f around its baseline value. 
Whenever a disturbance, such as a generator trip occurs, Pm becomes less than Pe. Following this 
situation, other synchronous generators naturally participate in the inertial response. As a result, 
their rotational speed slows down and consequently f starts to decrease. 
Most synchronous generators consist of governors. The governor control recognises any 
speed changes. As frequency (i.e. speed) drops and exceeds the governor deadband, the output 
power of a synchronous generator increases along the droop line (Figure 3.1). The governor control 
of a synchronous generator can be expressed as 
)(1 ff
R
P ref
d
m                                                        (3.2) 
where ∆Pm , f, fref and Rd are the change of mechanical power (in p.u.), system frequency (in p.u.), 
nominal frequency reference (in p.u.) and speed regulation/droop (in p.u.) respectively. 
It can be noticed from (3.1) that the decline of frequency is arrested (i.e. df/dt = 0) when Pm is 
again equal to Pe by utilising the governor response or by load shedding. Thus, inertia can only slow 
down the speed of frequency variation after a disturbance. It cannot stop the frequency excursion. 
Ultimately, frequency has to be rescued by changing either Pm (governor response) or Pe (load 
shedding). However, load shedding is not a desirable solution as it affects the service standard of 
customers. Therefore, sufficient primary frequency responsive reserve/headroom should be kept as 
a backup in order to maintain an adequate frequency response in a power system. 
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Figure 3.1 A typical governor characteristic [103] 
Moreover, it is worth mentioning that in reality, Pe after a disturbance is not constant. It 
temporarily changes due to the frequency dependence of loads (also known as LFR). Therefore, 
along with inertia and headroom, the LFR has a considerable impact on the frequency response of a 
power system. This issue will be discussed in detail in Chapter 5 of this thesis. 
3.2 Evaluation of Frequency Response 
3.2.1 Frequency Sensitivity Index 
In this sub-section, a systematic approach is presented to assess the frequency response of a 
power system. Frequency sensitivity index (β in MW/0.1 Hz) is one of the parameters to indicate 
frequency response. It states how much MW of imbalance between generation and load results in 
0.1 Hz frequency deviation from its baseline value [8, 105]. In other words, β indicates the 
responsiveness of a power system frequency following a disturbance. The steps to compute β are 
presented below [40]. 
Step-1: To understand the impact of disturbances, different committed synchronous generators 
are   allowed to trip. Single tripping of synchronous generator contingency is considered 
to keep the system within N-1 compliancy. The following system equations are 
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employed to obtain the frequency of other committed synchronous generators after a 
disturbance. 
(a) Generators: The mechanical part of synchronous generators, which is more closely related 
to frequency response analysis, is modelled using (3.1). Induction machines 
are used in wind generators and can be similarly modelled by (3.3) [104]. 
em
r
r PPdt
dffH 2                                        (3.3) 
                        where fr denotes the rotor frequency (in p.u.) of an induction generator. 
(b) Governor: It utilises system reserve/headroom to arrest frequency decline after a 
disturbance. Synchronous generator governors are modelled using (3.4) and 
(3.5) [106]. 
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where Pin is the input mechanical power from a turbine after a disturbance (in 
p.u), Pmax is the maximum/rated turbine output (in p.u) and Pmin is the 
minimum turbine output (in p.u.). 
(c) Load model: The real and reactive power of a load can be modelled by (3.6) and (3.7) 
respectively [104]. 
)1]()()()([ 73210 321 faVaVaVaPP
nnn                (3.6) 
)1]()()()([ 86540 654 faVaVaVaQQ
nnn              (3.7) 
where P0 and Q0 are the real and reactive power at initial operating 
conditions (in p.u.), V is the bus voltage (in p.u.), n1-n6 are exponents which 
determine the type of load (constant impedance, constant current, constant 
power or a combination of them), a1-a6 are the model coefficients which 
determine the proportion of each type of load, ∆f stands for the frequency 
deviation (in p.u.) and a7 and a8 are the frequency dependency factors or 
LFR of real and reactive power respectively. 
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Step-2: To eliminate small signal oscillations in the measured frequency, an equivalent system 
frequency (feq in Hz) after a synchronous generator trip is computed by (3.8) [107]. 

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 ni
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ii
ni
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iii
eq
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f
1
1
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                                                     (3.8) 
where Si is the rated MVA of i-th synchronous generator, Hi denotes the inertia constant 
of i-th synchronous generator (in s), fi is the frequency of i-th synchronous generator (in 
Hz) and n denotes the total number of committed synchronous generators. 
System frequency following a contingency is jointly controlled by inertia and headroom. 
When wind power penetration increases, both inertia and headroom decrease. As a 
result, for the same contingency, the frequency of i-th synchronous generator (fi) reduces 
when wind generation becomes higher. Consequently, the equivalent system frequency 
shown by (3.8) decreases, which ultimately results in a lower frequency nadir. 
Step-3: For the tripping of j-th synchronous generator, from equivalent system frequency at 
different time instants, frequency nadir of the system is calculated by 
ftt
ttfjeqjeqjeqj tftftfminFN

 0)](...,...),...(),([ ,1,0,                           (3.9) 
where FNj indicates the system frequency nadir due to the trip of j-th synchronous 
generator (in Hz), feq,j (t) refers to the equivalent system frequency at time t due to trip of 
j-th synchronous generator (in Hz), t0 is the instant when the disturbance was initiated 
(in s) and tf   is the final observation time (in s). 
Step-4: System frequency nadirs after different synchronous generator tripping contingencies are 
calculated. It is reported in the literature that the power outage due to a contingency and 
corresponding frequency nadir are linearly related [34].  Hence, a linear regression 
model between frequency nadir (FN) and corresponding power outage (Po) is 
considered. It is given by   
co fPλFN  )(                                                  (3.10) 
where λ and fc are the slope (in Hz/MW) and constant part (in Hz) of the regression 
model respectively. 
Step-5: Finally, frequency sensitivity index (β, in MW/0.1 Hz) is computed by 
1.01 β                                                             (3.11) 
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It is to be clarified that β indicates the sensitivity of a power system frequency following a 
contingency. Practically, β after different synchronous generator tripping contains some degree of 
uncertainties due to the variation of governor characteristics (ramp rate, deadband etc.). Therefore, 
to minimise such uncertainties, β is evaluated from the slope of the regression model shown by 
(3.10). 
For convenience, the above steps are demonstrated using a flow chart in Figure 3.2. 
 
Figure 3.2 Steps to calculate frequency sensitivity index 
3.2.2 Rate of Change of Frequency 
In addition to the frequency sensitivity index, frequency response is evaluated via another 
parameter known as rate of change of frequency (ROCOF). It represents the initial degree of 
frequency decline following a disturbance (in Hz/s), which is calculated by (3.12) [108]. 
02
1ROCOF f
IR
P                                                              (3.12) 
where ∆P refers to the disturbance size (in MW), IR is the system inertia (MWs) and f0 is the 
nominal system frequency (in Hz).  
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In the next section, the above computation techniques are applied to an Australian power 
system. The results are then analysed in order to investigate the implications of increased wind 
generation on the frequency response performance.  
3.3 Impacts of Increased Wind Penetration on Frequency Response 
3.3.1 Overview of the Studied Power System  
A 50-Hz, 250-bus (approximately) and 65-machine (approximately) power system is 
investigated as a case study, which is from the Australian NEM network. The total length of the 
system is around 4,000 circuit kilometres. The installed capacity of the system is around 3,000 MW. 
About 92% of the synchronous generators have a governor control feature. The system is connected 
to its neighbouring network through an HVDC interconnection. It is to be mentioned that the 
frequency operating standards of these two grids are different from each other. Since the system 
under study is a frequency isolated small network, it is assumed that the HVDC interconnection 
operates in a constant power mode. It implies that this interconnection is not counted for any 
frequency response. The acceptable frequency range is 48 Hz-52 Hz (±4% deviation). These limits 
can vary from system to system depending on their adopted standards or grid codes. 
Investigations are performed in two stages- current situation (base case) and the foreseeable 
future situation (2020 case). At present, the system has two large-scale wind farms with a total 
installed capacity of 310 MW. Both wind farms deploy Type 3 WTGs. Maximum and minimum 
demands of the system are around 1,700 MW and 800 MW respectively. For the 2020 scenario, the 
maximum and minimum demands are forecasted as 1,950 MW and 900 MW respectively [7]. Seven 
utility-scale wind farms are anticipated to operate by 2020. Then, the total installed capacity of 
wind generation would be around 1,670 MW [7]. The high voltage transmission network and the 
locations of the existing and proposed wind farms are schematically shown in Figure 3.3. 
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Figure 3.3 High voltage transmission network and locations of the wind farms 
Based on the recent development trend of wind energy in Australia, all future wind power 
plants are assumed to use Type 3 machines [7]. A well accepted and field tested GE (General 
Electric) WTG model is used for dynamic modelling of the wind machines [109]. None of the wind 
plants in this study are activated for synthetic inertia and active power control capabilities, as they 
are not implemented in the mentioned network. A summary of the current and future wind farms is 
shown in Table 3.1. 
3.3.2 Simulation Scenarios  
In each simulation scenario (base case and 2020 case), three different load levels are 
considered.  These are high load scenario (base case: 1,700 MW and 2020 case: 1,950 MW), 
average load scenario (base case: 1,250 MW and 2020 case: 1,400 MW) and low load scenario 
(base case: 800 MW and 2020 case: 900 MW).  
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Table 3.1 Summary of the current and future wind farms [51]  
Name Installed capacity (MW) PCC voltage (kV) Status 
Wind farm-1 140 110 In operation 
Wind farm-2 170 110 In operation 
Wind farm-3 300 110 Prospective 
Wind farm-4 265 220 Prospective 
Wind farm-5 265 220 Prospective 
Wind farm-6 265 110 Prospective 
Wind farm-7 265 110 Prospective 
Different wind penetration levels are examined for these case studies. At base case, wind 
generation is set at 250 MW for all load levels. For the 2020 scenario, three different wind 
generation cases are distinctly inspected for the aforementioned load conditions. These are 600 
MW, 800 MW and 1,000 MW. It is to be mentioned that wind farms are situated in geographically 
dispersed locations. Hence, the probability of all wind farms to simultaneously operate close to their 
rated generation levels will be low in the 2020 scenario. That is why the maximum 1,000 MW of 
wind power (out of 1,670 MW installed capacity) has been considered in simulations. 
 Usually, generation price in the studied system is cheaper than that of its neighbouring 
network. For this reason, power export from the studied system to its neighbouring network is 
assumed for all simulation cases. The loads considered in this investigation are only the local 
demands. Interconnection flows are not included in these values. It is to be noted that for a 
particular simulation case, total generation supplies local demand, system loss and interconnection 
flow. For instance, during the low load scenario, when wind generation is 1,000 MW, there are still 
a certain number of committed synchronous generators. Some of them are must run units. The 
online synchronous generators support power exports and maintain frequency regulation. 
Instantaneous wind penetration level (WPL) is defined as the ratio between total wind power 
generation to total generation including synchronous, wind, PV and power imports from 
interconnected networks at any operating instants. Thus, WPL can be expressed by  
importpvwindsync
wind
PPPP
PWPL                                                       (3.13) 
where Pwind is the total wind power generation (in MW), Psync refers to the total generation from 
synchronous generators (in MW), Ppv is the total PV power generation (in MW) and Pimport denotes 
the power imports to the studied system through an interconnection (in MW). Power export is 
modelled as a load supplied by the generators of the analysed network and hence, it is not shown as 
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a separate quantity in (3.13). It is worth mentioning that the installed PV capacity in the studied 
Australian system is negligible. 
System inertia (IR in MWs) and headroom (HR in MW) at each load level are evaluated using 
(3.14) and (3.15) respectively. 
)(
1



ni
i
ii HSIR                                                           (3.14)            
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ngi
i
igenimax PPHR
1
,, )(                                                   (3.15) 
where Pmax,i is the rated capacity of  i-th synchronous generator (in MW), Pgen,i denotes the power 
generation of i-th synchronous generator (in MW) and ng refers to  the total number of synchronous 
generators with enabled governors. Simulation scenarios at the base case and the 2020 case are 
presented in Table 3.2 and Table 3.3 respectively. 
Table 3.2 Simulation scenarios- base case [51] 
Pwind 
(MW) 
WPL (%) IR (MWs) HR (MW) 
High Average Low High Average Low High Average Low 
250 12 15 17 10800 9000 5500 1050 780 410 
 
Table 3.3 Simulation scenarios- 2020 case [51] 
Pwind 
(MW) 
WPL (%) IR (MWs) HR (MW) 
High Average Low High Average Low High Average Low 
600 27 33 40 9870 7200 4950 885 650 385 
800 38 45 51 9200 6500 4670 810 500 330 
1000 44 53 60 8310 5973 4340 762 450 300 
Power System Simulator for Engineering (PSS®E) [110] software is used in this study for 
dynamic simulations. This software is developed and supported by Siemens Power Technologies 
International (PTI) and it is approved and utilised by various industries over 115 countries around 
the world for detailed planning and assessment of large-scale networks [110]. PSS®E is widely 
accepted and used in the Australian power industries for electricity network evaluation. In this 
research, all necessary physical effects and control mechanisms, such as power network, 
synchronous machine, generator exciter, governor, stabiliser, wind machine, load models and so on 
have been designed, implemented and investigated in PSS®E. To automate the simulation processes 
in PSS®E, python scripts are written and implemented [111].  
For dynamic simulation cases, the load is modelled as 100% constant current load for active 
power and 100% constant impedance load for reactive power. The LFR of real and reactive power 
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are assumed as 1% and 0% respectively [84]. Thus, voltage and frequency dependent load models 
are used in this research. 
3.3.3 Simulation Results and Analyses 
3.3.3.1 Base Case 
Frequency response analyses are separately performed under three different load levels. The 
largest contingency applied in this study is the tripping of a 130 MW synchronous generator (output 
power of the generator is 130 MW). Frequency nadirs following this contingency are 49.38 Hz, 
49.22 Hz and 48.75 Hz during high load, average load and low load scenarios respectively. The 
frequency response curves are shown in Figure 3.4. 
 
Figure 3.4 Frequency responses due to loss of 130 MW generator at base case 
In order to find the frequency sensitivity index (β) at a specific load condition, different 
committed synchronous generators are tripped, one at a time. The corresponding frequency nadirs 
are recorded and fitted to a regression model using (3.10). The frequency nadir vs. power outage 
curve for high load scenario is depicted in Figure 3.5. 
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Figure 3.5 Regression model between frequency nadir and power outage during high load condition 
From the above regression model, β is calculated as 20.2 MW/0.1 Hz. A similar procedure is 
followed for average and low load cases. After doing the necessary calculations, β is found to be 
16.5 MW/0.1 Hz and 9.1 MW/0.1 Hz for average and low load cases respectively. 
At a specific dispatch case, ROCOF is proportional to the magnitude of disturbance size. 
Thereby, the maximum ROCOF (ROCOFmax) is observed due to the loss of 130 MW generation.  
Using (3.12), ROCOFmax values are computed as 0.30 Hz/s, 0.36 Hz/s and 0.59 Hz/s for high load, 
average load and low load scenarios respectively. High ROCOF means that the system would 
experience a quicker frequency decline. It indicates that the frequency response becomes more 
prone to a contingency. 
3.3.3.2 2020 Case 
In the 2020 case, frequency response performances are investigated under various wind 
penetration levels at different load conditions. In high load condition, for 600 MW, 800 MW and 
1,000 MW wind generation cases, frequency nadirs drop to 49.30 Hz, 49.25 and 49.19 Hz 
respectively following the loss of a 130 MW synchronous generator. A comparison of frequency 
response between the base case (Pwind is 250 MW) and 2020 case (Pwind is 1,000 MW) during high 
load condition is shown in Figure 3.6. It can be clearly observed that the frequency response 
performance deteriorates when the wind generation becomes higher.  
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Figure 3.6 Comparison of frequency responses during high load condition [51] 
Likewise, during average and low load conditions, the frequency response gets worse as wind 
penetration increases. It is found that for 1000 MW wind generation during the low load situation, 
frequency nadir goes below the statutory 48 Hz margin following the loss of the 130 MW 
generation. 
3.3.3.3 Discussion 
To fully examine the frequency response behaviour, β values are estimated for all simulation 
cases.  Moreover, the maximum frequency deviations (∆fmax in Hz) and maximum ROCOF at 
various operating conditions are determined. The frequency response characteristics are listed in 
Table 3.4. 
Table 3.4 Frequency response characteristics 
Case Pwind (MW) 
β (MW/0.1 Hz) ∆fmax (Hz) ROCOFmax (Hz/s) 
High Average Low High Average Low High Average Low 
Base 250 20.2 16.5 9.1 0.62 0.78 1.25 0.30 0.36 0.59 
2020 600 17.3 13.3 7.27 0.70 0.91 1.45 0.33 0.45 0.65 
2020 800 17.1 12.7 6.62 0.75 1.02 1.85 0.35 0.50 0.69 
2020 1000 16.1 11.05 5.16 0.81 1.08 2.1 0.39 0.54 0.75 
For this power system, the ROCOF after a disturbance should be less than 1.176 Hz/s [112]. 
From the above table, it can be seen that the magnitudes of ROCOFmax gradually increase. 
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However, they remain within the given acceptable boundary. To clearly demonstrate the 
implications of growing wind penetration on the frequency response, the following figures can be 
taken into account. The frequency response characteristics between the base case and the 2020 case 
are compared using these figures.  
 
Figure 3.7 Variation of frequency sensitivity index due to increased wind penetration 
 
 
Figure 3.8 Variation of maximum frequency deviation due to increased wind penetration 
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Figure 3.9 Variation of maximum ROCOF due to increased wind penetration 
It can be clearly observed from the above figures that in all load conditions, β shows a 
decreasing trend as wind penetration increases. On the other hand, ∆fmax and ROCOFmax exhibit 
increasing tendencies when the wind power generation increases. In addition, in low load condition 
with 1,000 MW of wind generation, the maximum frequency deviation is 2.1 Hz. It means that 
system frequency drops below the UFLS threshold, which in turn would trigger load shedding. 
From the above analyses, it is revealed that the frequency response becomes more vulnerable 
as wind penetration increases. It is evident that with an increase of wind penetration at a specific 
load level, synchronous generators are replaced from the generation schedule. Consequently, system 
inertia and headroom start to reduce. As a result, system frequency response performances show 
deteriorating trends with the proliferation of wind generation. 
Finally, it is worth emphasising that with an increase of wind penetration, frequency response 
is likely to become more susceptible. Therefore, it may not be a prudent decision to randomly 
increase the wind penetration in a network. The maximum wind penetration level can be confined to 
a certain limit due to frequency response constraints. To this end, a tool has been developed in the 
next section to estimate the maximum wind penetration level while maintaining adequate frequency 
response in a power system. 
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3.4 A Tool to Estimate Maximum Wind Penetration Level 
In a combined synchronous and non-synchronous machine based power system, it has always 
been a concern for a network operator to maintain system frequency within acceptable limits 
following a major contingency. Thus, from a power system security point of view, wind penetration 
can be limited by frequency response criteria. Up to now, several methodologies have been 
proposed to facilitate increased wind generation and estimate the maximum threshold of wind 
generation. For instance, change of ROCOF protection settings [29] and keeping synchronous 
generation at a minimum level [66]  are  deployed to augment wind integration. Cross-border power 
transmission and utilisation of electric vehicles, pumped storage hydro and hydrogen storage are 
examined to increase wind penetration [67-69]. Disturbance size and ramp rate of synchronous 
generators are taken into account in [62] to determine the maximum wind penetration level in a 
small isolated power system. Furthermore, frequency nadir is considered as a restraining factor in 
[70] while estimating the maximum wind penetration level by maintaining an adequate frequency 
response in a power system. However, ROCOF, which is another vital factor of a satisfactory 
frequency response, is not included in the aforementioned papers.  
To sum up, the vast majority of the existing methods lack the capability of instantly 
estimating the maximum wind penetration limit while preserving an adequate frequency response 
for any dispatch scenarios. Therefore, a new tool is developed in this thesis to immediately estimate 
the maximum wind penetration level as soon as the generation profile is known. Available network 
information, namely inertia and headroom are used as input parameters in the developed tool. The 
output of this tool provides the highest possible limit of wind power that can be dispatched at a 
particular load condition without violating frequency response constraints. The proposed technique 
is applied and analysed for the Australian electricity network as described in Section 3.3.1. 
3.4.1 Methodology 
Frequency sensitivity index (β, in MW/0.1 Hz) is one of the representative parameters to 
specify the robustness of frequency response characteristics. Since frequency response of a power 
system is jointly controlled by total inertia and headroom of that network, it will be rational to 
conclude that β relies on both inertia and headroom. Moreover, the maximum wind penetration 
level from a standpoint of frequency response should be highly correlated with β. 
Typically, load consumptions of a power system follow similar patterns relying on various 
factors such as time of day, seasonal impact and weather conditions (mostly temperature and 
humidity) [113-115]. In other words, any typical load value can occur multiple times in a power 
system. So, rather than separately considering each and every load point, it would be appropriate to 
                                                                                                                                      Chapter 3 
51 
 
cluster or divide the whole load data set into different levels.  Such a scenario reduction approach 
significantly reduces the computational burden. 
Methodologies associated with the proposed estimation tool are sequentially presented as 
follows. 
 At first, a scenario reduction technique is applied to historical load data to divide them 
into various levels. For each load level, frequency sensitivity index is computed.  
 A multi-variable regression model relating frequency sensitivity index, inertia and 
headroom is formed (called Model-1).  
 For each load scenario, maximum wind penetration level is estimated while ensuring 
sufficient frequency response.  
 Then, another mathematical model between maximum wind penetration level and 
frequency sensitivity index is constructed (called Model-2).  
 Using market bidding information, for any load conditions, a power system operator 
usually knows which generators are going to be committed before their dispatch. Once the 
generation profile is known, system inertia and headroom can be evaluated.  
 Finally, using Model-1 and Model-2 together, the maximum limit of wind penetration is 
predicted. 
A flow chart of different steps of the proposed tool is shown in Figure 3.10. 
 
Figure 3.10 Flow chart of the proposed estimation tool [116] 
3.4.1.1 Construction of Different Load Scenarios 
From historical load data of a power system, a number of load scenarios are constructed using 
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a data clustering technique. It is reported in the literature that a K-means algorithm is widely used 
for electrical load pattern grouping [117-120]. Therefore, in this work, the K-means method is 
applied for load clustering. Assume that historical load data of a power system are to be divided into 
NL load levels. That is, NL represents the total number of clusters. Steps of K-means algorithm are 
shown below [120]. 
Step-1: Initial cluster means (Mi) are selected, where i denotes i-th cluster and i = 1, 2, … …, 
NL. 
Step-2: The distance (Dki) from each load point (Lk) to each cluster mean (Mi) is calculated by 
kiki LMD                                                                      (3.16) 
             where k = 1 to the total number of load points in historical load data (NT). 
Step-3: Load points are grouped by assigning them to the nearest cluster. 
Step-4: A new mean of i-th cluster is recalculated using 
i
ICk k
i NI
L
M                                                                          (3.17) 
where NIi refers to the total number of load points in i-th cluster and IC denotes a set 
of the load points in i-th cluster. 
Step-5: Steps 2 to 4 are repeated until all cluster means remain unchanged between 
successive iterations. At the end of iterations, each cluster is represented by its centre 
value. This centre is effectively the mean value of all load points inside a cluster. 
Step-6: To identify an optimum number of clusters, a popular method known as elbow 
technique is applied [121]. In this technique, an objective function (OF) is defined 
as 
 
NL j
iji MXOF ,                                                        (3.18) 
where, Xi,j is j-th data point of i-th cluster, Mi is the centre value of i-th cluster and                   
NL denotes the total number of clusters. As the number of clusters increases, the 
value of objective function decreases. After a definite number (known as elbow 
point), the magnitude of objective function remains approximately unchanged even 
though the number of clusters is increased. That certain digit indicates an optimum 
cluster number [121]. 
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3.4.1.2 Computation of Frequency Sensitivity Index 
The detailed steps to compute frequency sensitivity index at a specific load level are presented 
in Section 3.2.1 of this chapter. To recall the procedure in short, at first different committed 
synchronous generators are tripped (one at a time) and corresponding frequency nadirs are 
determined. Then, a linear regression expression between frequency nadir and power outage is 
modelled. Finally, from the slope of this model, frequency sensitivity index is computed. 
3.4.1.3 A Mathematical Model amongst Frequency Sensitivity Index, Inertia and 
Headroom (Model-1) 
System inertia (IR) and headroom (HR) for each load scenario can be calculated using (3.14) 
and (3.15) respectively. For all the clustered load scenarios, at first, β, IR and HR are calculated. 
Then, a mathematical relation amongst them is formed, which can be shown as 
HR)IR,Gβ (                                                                 (3.19) 
where G(.) denotes a functional relationship. Equation (3.19) is termed as Model-1 in this chapter 
and its unknown parameters are determined by multi-variable regression analysis. 
3.4.1.4 Estimation of Maximum Wind Penetration Level 
Referring to Section 3.3.2 of this chapter, instantaneous wind penetration level (WPL) refers 
to the proportion of total generation that is catered by wind farms at any instants. It can be 
expressed using (3.13), which is the ratio of power contributed by wind farms to the total power 
generation under any operating conditions. 
Maximum wind power penetration level (WPLmax) is defined as the highest margin of wind 
power that can be instantly added to a power system while maintaining system frequency or rate of 
change of frequency (after a disturbance) within tolerable limits. In order to determine WPLmax, two 
frequency response constraints (frequency nadir and ROCOF) are simultaneously taken into 
account. The following steps are performed to determine WPLmax at a specific load scenario [122]. 
Step-1: The synchronous generator with the highest output power is tripped to initiate a 
disturbance. Frequency nadir following this event (denoted by fmin) is computed. This 
generator is known as the largest unit in this chapter.  
Step-2: ROCOF after a tripping of the largest unit is calculated using (3.12). 
Step-3: Wind generation is incrementally increased by reducing or replacing synchronous 
generation. After each case, fmin and ROCOF are recomputed. WPL is augmented until 
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either fmin or ROCOF reaches under frequency load shedding (UFLS) margin. That is, 
WPL is increased up to 
maxLLmin ROCOFff  ROCOFor                                             (3.20) 
where fLL is the lower boundary of permissible system frequency range and 
ROCOFmax is the highest value of acceptable ROCOF to avoid UFLS. 
Step-4: A mathematical equation between fmin and WPL or ROCOF and WPL is formed. It can 
be shown as 
ROCOFtopriorlimititsreachesif)( min1min fWPLgf                           (3.21)   
min2 fWPLg topriorlimititsreachesROCOFif)(ROCOF                 (3.22) 
where g1(.) and g2(.) refer to functional relationships. 
Step-5: Now, equating fmin = fLL in (3.21) or ROCOF = ROCOFmax in (3.22), corresponding 
WPL is estimated. This WPL indicates WPLmax at a specific load level.  
For a better observation, the above algorithm of estimating WPLmax is depicted in Figure 3.11. 
 
Figure 3.11 Algorithm to estimate maximum wind penetration level [116] 
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3.4.1.5 A Mathematical Model between Maximum Wind Penetration Level and 
Frequency Sensitivity Index (Model-2) 
At each clustered load scenario, WPLmax is evaluated using the aforementioned algorithm.  For 
all load levels, WPLmax values are computed and then expressed as a function of the corresponding 
β, which can be presented as 
)(3 βgWPLmax                                                                   (3.23) 
where g3(.) denotes a functional relationship. Equation (3.23) is called Model-2 and its unknown 
parameters are calculated using the least square regression technique. 
3.4.1.6 Prediction of Maximum Wind Penetration Level at Any Load Levels 
Using market bidding data, a power system operator will be able to determine IR and HR from 
unit commitment and economic dispatch schedule at any load levels. At first, Model-1 (Section 
3.4.1.3) can be used to predict β. Then, this β is used as an input in Model-2 (Section 3.4.1.5) to 
generate WPLmax as an output. An input-output diagram of this process is presented in Figure 3.12. 
 
Figure 3.12 Collective utilisation of Model-1 and Model-2 [116] 
 
3.4.2 Case Study of an Australian Power System 
The proposed technique is applied to the same Australian system described in Section 3.3.1 of 
this chapter. Two different wind integration strategies-direct replacement and 2/3 de-commitment, 
1/3 re-dispatch approach (2/3-1/3 rule) [123] are investigated in the context of determining the 
highest wind penetration level. In the first strategy,  a certain synchronous generation is substituted 
with an equal amount of wind generation [70].  In the second strategy, for an addition of every 300 
MW wind power, 200 MW synchronous generation is de-committed and 100 MW is reduced in 
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output from committed synchronous generators [123]. In both strategies, system demand is assumed 
to be unchanged.  
With large-scale wind generation, frequency control challenges of the Australian grid in the 
future would be a critical issue [6]. To address this concern, several techniques have been discussed 
in [6]. One of them is the deployment of synchronous condensers to ensure sufficient inertia. In this 
research work, the effectiveness of this control method to facilitate additional wind generation is 
examined. Simulation results are presented in the following sub-sections. 
3.4.2.1 Load Levels 
Historical hourly load data of the system for eight years (2006-2013) were collected from 
[124]. Maximum and minimum demands are around 1,965 MW and 900 MW respectively. Then, 
K-means algorithm is applied on the demand data to construct different clustered load levels. To 
avoid multi-solutions in K-means method, initial cluster means are to be specified. There are some 
typical load levels, which are used to examine network behaviour by the system operator of the 
power network. These typical load values are used as preliminary centre points in K-means 
technique. Now, to identify an optimum number of clusters, values of the objective function are 
determined using (3.18) for different cluster numbers. A plot of objective function vs. number of 
clusters is depicted in Figure 3.13. It is observed that the objective function remains fairly 
unchanged after 72 clusters. Thus, 72 clustered load levels are sufficient to represent the overall 
demand characteristic of the power system. 
It is noticed from clustered load values that they are extended from minimum to maximum 
historical demand. Differences between two successive clusters are around 10 MW to 20 MW. The 
clustered load levels that are obtained using K-means algorithm are presented in Figure 3.14. 
Synchronous and wind power generation corresponding to different load levels are depicted in 
Figure 3.15. 
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Figure 3.13 Values of the objective function vs. number of clusters [116] 
 
 
Figure 3.14 Load levels using K-means clustering [116] 
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Figure 3.15 Synchronous and wind power generation [116] 
 
3.4.2.2 Frequency Sensitivity Index 
Frequency sensitivity index (β) at a specific load condition is determined using the steps 
mentioned in Section 3.2.1 of this chapter.  For convenience, this process is briefly demonstrated by 
considering one clustered load scenario as an example. Frequency nadirs after different 
synchronous generator trips are calculated. The worst case frequency response (following 132 MW 
synchronous generator tripping) in the considered load case is shown in Figure 3.16. 
A regression model between frequency nadir and power outage, (3.10), which is shown in 
Figure 3.17, is given by   
97.49)00639.0(  oPFN                                                       (3.24) 
Therefore, frequency sensitivity index, β = (1/│-0.00639│)×0.1 = 15.65 MW/0.1Hz. It means 
that a mismatch of 15.65 MW between generation and load would cause 0.1 Hz frequency deviation 
from its nominal value.  
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Figure 3.16 Frequency response due to loss of 132 MW synchronous generator [116] 
 
 
Figure 3.17 Regression model between frequency nadir and power outage [116] 
Following a similar procedure as mentioned above, frequency sensitivity indices at 72 load 
levels are computed and subsequently depicted in Figure 3.18. It is observed that β varies from 5.71 
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MW/0.1 Hz to 20.53 MW/0.1 Hz. Therefore, frequency susceptibility of the network reasonably 
varies for different load scenarios. 
 
Figure 3.18 Frequency sensitivity indices at the clustered load levels [116] 
 
3.4.2.3 Model-1  
In a power system, inertia (IR) and headroom (HR) control frequency excursions following a 
disturbance. Hence, frequency sensitivity index at any load levels relies on these two parameters. 
The values of inertia and headroom at various clustered load scenarios are presented in Figures 3.19 
and 3.20 respectively. It is observed that system IR varies from 4821 MWs to 11718 MWs, whereas 
HR ranges from 200 MW to 880 MW.  
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Figure 3.19 System inertia [116] 
 
 
Figure 3.20 System headroom [116] 
To find a mathematical relationship amongst β, IR and HR (known as Model-1 in this 
chapter), a multi-variable regression analysis is performed with 95% confidence level [125]. A 
summary of the analysis is shown in Table 3.5. 
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Table 3.5 Summary of multi-variable regression analysis [116] 
Parameter Coefficient t-stat Probability 
IR 0.0019 42.34 4.12×10-51 
HR 0.0057 13.94 9.31×10-22 
Intercept -6.0029 -19.41 1.12×10-29 
t-inverse: 1.99 
Adjusted R-square or goodness of fit: 98% 
It is observed that t-stat values are outside the margin of ±t-inverse range and probabilities of 
t-stat are less than 5%. Moreover, adjusted R-square, which is an indicator of the quality of fit, is 
98%. Hence, it can be concluded that the coefficients obtained from regression analysis are 
acceptable. Therefore, using the values from Table 3.5, Model-1, (3.19), can be expressed as 
0029.6)(00570)(00190  HR.IR.β                                        (3.25) 
3.4.2.4 Maximum Wind Power Penetration Level  
Currently, the highest wind penetration level considering all load scenarios is around 16% in 
the analysed network. In the future when more wind farms are likely to be connected to the 
network, this limit obviously will increase. This subsection presents the maximum possible wind 
power penetration level (WPLmax) of the grid at 72 clustered load scenarios. Results are separately 
assessed at two different wind integration approaches, namely direct replacement and 2/3-1/3 rule. 
3.4.2.4.1 Implementation of Direct Replacement Strategy  
To clearly illustrate the process of determining WPLmax, a sample load scenario is considered. 
Wind penetration is gradually increased using the direct replacement method. Synchronous 
generators are replaced following the recommendation provided in [7]. Frequency nadir (fmin) and 
rate of change of frequency (ROCOF) are computed after tripping of the largest synchronous 
generator. Some sample values of the frequency response behaviour are shown in Table 3.6. 
The lowest limit of the allowable frequency of the network is 48 Hz and maximum 
permissible ROCOF is 1.176 Hz/s to avoid under frequency load shedding after a generator outage. 
It is found from Table 3.6 that system frequency reaches its acceptable boundary before ROCOF 
arrives at its margin. Hence, a mathematical relation between WPL and fmin is modelled, which is 
given by 
33.49)(031.0  WPLfmin                                                 (3.26) 
This regression model is shown in Figure 3.21. Now, setting fmin = fll = 48 Hz in (3.26), 
maximum wind power penetration level is estimated as 43%. 
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Table 3.6 Wind penetration level and frequency response behaviour [116] 
WPL (%) fmin (Hz) ROCOF (Hz/s) 
5 49.18 0.33 
10 49.02 0.37 
12 48.96 0.40 
17 48.82 0.44 
19 48.75 0.46 
20 48.70 0.48 
22 48.64 0.51 
24 48.59 0.53 
27 48.45 0.56 
29 48.36 0.59 
32 48.29 0.61 
35 48.21 0.65 
37 48.15 0.67 
40 48.08 0.69 
42 48.01 0.72 
45 47.98 0.75 
 
             
Figure 3.21 Regression model between minimum frequency and wind penetration level [116] 
A similar procedure is followed for all 72 load scenarios and WPLmax is determined. It is 
observed from simulations that for all cases, system frequency touches its marginal value prior to 
ROCOF does. WPLmax values for different load cases are presented in Figure 3.22. It is noticed that 
maximum wind penetration ranges from 21% to 55% when the direct replacement approach is 
implemented. 
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Figure 3.22 Maximum wind power penetration level using direct replacement approach [116] 
 
3.4.2.4.2 Implementation of 2/3-1/3 Rule 
Using the algorithm of Section 3.4.1.4, maximum wind penetration levels at different load 
scenarios are estimated using the 2/3-1/3 technique, which is illustrated in Figure 3.23.  A 
comparison with the direct replacement method is also depicted. It is observed that in the 2/3-1/3 
rule, WPLmax varies in a range of 25% to 58%. It is noticed that use of this strategy facilitates more 
wind power to be dispatched compared to the direct replacement method (21% to 55%). 
In the direct replacement method, a certain quantity of synchronous generation is replaced by 
an equal amount of wind generation (i.e. 100% replacement), whereas for 2/3 de-commitment, 
66.67% of synchronous generators are turned off. Consequently, system inertia and headroom after 
applying the 2/3-1/3 rule are more than that of the direct replacement. As a result, WPLmax increases 
in all load scenarios when the 2/3-1/3 strategy is followed. 
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Figure 3.23 Maximum wind power penetration level using 2/3-1/3 rule and a comparison with 
direct replacement approach [116] 
 
3.4.2.5 Model-2  
In order to study the behaviour of WPLmax and β, they are plotted on the same graph as shown 
in Figure 3.24. It is observed that WPLmax and β exhibit quite similar trends for both wind 
integration strategies. 
To examine the dependency of maximum wind penetration level on the corresponding 
frequency sensitivity index, a correlation coefficient between β and WPLmax (R/) is computed using  
maxWPLβ
maxmax WPLEβEWPLβER 
 )()()(/                                  (3.27) 
where E(.) stands for expected value or mean value and σ(.) refers to the standard deviation.   It is 
found that R/ is 99.52% and 99.57% for the direct replacement approach and 2/3-1/3 rule 
respectively. Hence, it can be revealed that β and WPLmax are highly correlated with each other. The 
plots between WPLmax and β are shown in Figure 3.25. 
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Figure 3.24 Maximum wind power penetration level and frequency sensitivity index [116] 
 
 
Figure 3.25 Maximum wind power penetration level vs. frequency sensitivity index [116] 
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The regression models between WPLmax and β are expressed by  
Direct replacement: 48.636.2  βWPLmax                                            (3.28) 
2/3-1/3 rule: 93.1030.2  βWPLmax                                          (3.29) 
Equations (3.28) and (3.29) are known as Model-2 in this research. 
At any other load conditions, by using market bidding data, scheduling of generating units 
that are going to be committed, will be accessed. Inertia (IR) and headroom (HR) will be calculated 
using (3.14) and (3.15) respectively. These values will be used as inputs in Model-1 (equation 
(3.25)). The output of Model-1 will be the frequency sensitivity index (β), which will be used as an 
input in Model-2 (equation (3.28) or (3.29), depending on which wind integration strategy has been 
adopted). The output of Model-2 will be the highest limit of wind power that can be penetrated by 
ensuring an adequate frequency response.  
It is to be noted that the expressions of Model-1 (equation (3.25)) and Model-2 (equation 
(3.28) or (3.29)) are valid only for the analysed network. Other power system operators can follow 
the same procedures mentioned in this chapter (Section 3.4.1: Methodology) to form their own 
expressions of Model-1 and Model-2. 
3.4.2.6 Validation of the Proposed Tool 
To validate the proposed estimation tool, 10 random load scenarios are selected. At first, 
WPLmax is estimated using Model-1 and Model-2. Then, WPLmax is computed using the dynamic 
simulation process stated in Section 3.4.1.4. A comparison between the results is shown in Table 
3.7. Output error of the proposed tool is determined by 
%100% 
simulationdynamicmax,
simulationdynamicmax,toolproposedmax,
WPL
WPLWPL
Error                             (3.30) 
It is observed that deviations between output using the proposed method and dynamic 
simulation are less than 4% for all load cases. Thus, it can be articulated that the proposed tool can 
successfully predict the maximum level of wind penetration for any operating scenarios. 
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Table 3.7 Validation results [116] 
Load 
case 
IR 
(MWs) 
HR 
(MW) 
WPLmax  using 
proposed tool 
WPLmax  using 
dynamic simulation % Error 
Direct 
replacement 
2/3-
1/3 
Direct 
replacement 
2/3-
1/3 
Direct 
replacement 
2/3-
1/3 
1 10468 855 50.8% 54.1% 51.5% 55.5% 1.5% 2.6% 
2 9270 800 44.6% 48.1% 45.5% 49.3% 1.9% 2.3% 
3 6790 482 29.2% 33.1% 29.9% 34.3% 2.2% 3.4% 
4 6251 468 26.6% 30.6% 27.3% 31.6% 2.3% 3.3% 
5 8875 390 37.4% 41.0% 38.7% 42.0% 3.5% 2.4% 
6 5015 522 21.8% 25.9% 22.4% 26.4% 2.7% 1.9% 
7 9550 250 38.5% 42.1% 39.8% 43.8% 3.2% 3.8% 
8 6250 330 24.8% 28.8% 25.6% 29.6% 3.4% 2.8% 
9 7520 280 29.8% 33.7% 30.9% 34.5% 3.5% 2.5% 
10 5900 405 24.2% 28.2% 24.9% 29.1% 2.9% 3.1% 
 
3.4.3 Update of the Proposed Tool 
In order to attain sufficient frequency response in a future grid enriched with proliferated 
wind generation, synchronous condensers may be utilised [6]. Once this scheme is implemented, the 
proposed tool requires updating. In this sub-section, the effects of four different synchronous 
condensers with rated MVA of 50, 100, 150 and 200 on maximum wind penetration level are 
explored. Inertia constants of the synchronous condensers are assumed to be 3.5s. These condensers 
are considered when wind generation is increased during the estimation of WPLmax. They provide 
inertia support after a generator trip. The rate of frequency excursion slows down with an increase 
of system inertia. It leaves more time to deploy headroom, which in turn improves frequency 
response and hence maximum wind penetration level. Eventually, in each wind integration strategy, 
for each synchronous condenser, a new set of WPLmax values are obtained. Thus, an update of 
Model-2 is essential. The expressions of updated Model-2 are presented in Table 3.8. 
Table 3.8 Updated Model-2 [116] 
Synchronous condenser 
rating (MVA) 
Updated Model-2 
Direct replacement 2/3-1/3 rule 
50       70.933.2  βWPLmax  63.1428.2  βWPLmax  
100 54.1231.2  βWPLmax  77.1825.2  βWPLmax  
150 07.1629.2  βWPLmax  53.2222.2  βWPLmax  
200 68.1826.2  βWPLmax  57.2714.2  βWPLmax  
Depending on network augmentation planning, an updated Model-2, in combination with 
Model-1 (equation (3.25)) can be utilised to predict WPLmax for any load scenarios. Graphical 
representations of Model-2 are illustrated in Figures 3.26 and 3.27 for direct replacement and 2/3-
1/3 approaches respectively. It is observed that for a placement of 200 MVA synchronous 
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condenser, WPLmax can be increased up to 65% in the direct replacement strategy and 70% in the 
2/3-1/3 rule. 
 
Figure 3.26 Updated Model-2 using direct replacement approach [116] 
 
Figure 3.27 Updated Model-2 the using 2/3-1/3 strategy [116] 
It can be revealed that the sensitivity of Model-2 (slope of WPLmax vs. β fitting) decreases 
from 2.36 (without any additional synchronous condenser) to 2.26 (with a synchronous condenser 
of 200 MVA rating) in the direct replacement strategy. For the 2/3-1/3 rule, it changes from 2.30 to 
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2.14. One reason for this continuous decline may be the fact that a synchronous condenser provides 
only inertia support; there is no provision for headroom. With an increase of synchronous condenser 
rating, maximum wind penetration level increases as well. It indicates that more and more 
synchronous generators have been replaced, for which system headroom starts to drop. If headroom 
decreases to a minimum value, the system will not allow any additional wind power to be integrated 
in order to avoid a possible collapse. This is why the output sensitivity of Model-2 shows a 
declining trend following an increase of synchronous condenser rating. 
It is worth reinforcing that the proposed tool presented in this chapter is generic in nature. 
Additional frequency support from other sources such as energy storages and wind power plants 
(i.e. emulated inertia and active power control) will increase the wind penetration level under all 
clustered load scenarios. As a result, the coefficients of the Model-2 will be updated. Using this 
updated model, maximum wind penetration level can be predicted at any operating conditions.  
3.5 Summary 
In this chapter, at first the fundamental concept of frequency response is briefly discussed. 
From a theoretical perspective, it is evident that the frequency control following a disturbance 
primarily depends on two factors. These are the total stored kinetic energy (also known as inertia) 
and governor responsive reserve (also known as headroom). Next, a methodical approach is 
presented to assess the frequency response performance of a power system. In this context, 
frequency sensitivity index and rate of change of frequency are taken into account. 
In order to investigate the impact of increased wind penetration on the frequency response of 
a system, a typical small power network from the Australian NEM is analysed. Investigations are 
carried out at three load levels, namely high, low and average. Current and anticipated 2020 
scenarios are considered to study various wind generation cases. The results show that frequency 
deviation following a large generator trip increases as the wind penetration becomes higher. During 
high and average load conditions, these deviations remain within an acceptable limit. However, at 
the time of 1,000 MW wind generation in low load condition, frequency nadir falls below the UFLS 
triggering margin. It is also found that the maximum ROCOF gradually increases, whereas 
frequency sensitivity index gradually decreases with respect to wind generation. It can be revealed 
from the results that frequency sensitivity index is mostly affected by system inertia and headroom. 
However, they eventually depend on load conditions and wind penetration level. 
Furthermore, in this chapter, a tool to estimate the highest limit of wind power penetration 
while preserving a sufficient frequency response in a power system is developed. Inertia (IR) and 
headroom (HR) are used as input variables.  In the proposed tool, frequency sensitivity index (β) is 
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expressed by a multi-variable model of IR and HR and maximum wind penetration level (WPLmax) 
is represented as a function of β. Using this tool, WPLmax can be instantaneously predicted for any 
load scenarios without performing full dynamic simulations. Obviously, an annual/ biennial update 
of the estimation tool is required subject to generation expansion planning of a power system. 
The proposed tool is applied and validated with an Australian power system for two different 
wind integration strategies- direct replacement and 2/3-1/3 approach. It is found that the 2/3-1/3 rule 
allows more wind power to be dispatched. When synchronous condensers are used to provide 
supplementary inertia support, additional wind penetration is possible. It is found that the sensitivity 
of wind penetration shows a decreasing trend with an increase of synchronous condenser rating.  It 
is worth mentioning that the proposed tool can be implemented for any power systems to quickly 
estimate WPLmax. The predicted WPLmax values can be used to correct unit commitment and 
economic dispatch schedule if there is a possible risk of violating the frequency response. 
It is to be noted that the developed tool as presented in this chapter does not consider any 
cascading contingency events and their associated impacts on frequency response. Moreover, the 
studies conducted so far in this thesis do not incorporate any PV generation. In reality, there are 
some power systems where the wind and PV generators collectively supply a large portion of 
demand (e.g. South Australia). In many cases, these systems may operate with a minimal number of 
synchronous generators. Such low inertia grids could be at a potential risk of experiencing 
cascading contingencies triggered by excessive ROCOF or tripping of distributed PV sources. This 
phenomenon would severely affect the network security regarding frequency response. To explore 
this issue, comprehensive studies are carried out in the next chapter. Implications of cascading 
contingencies on frequency response and possible mitigation measures in the context of low inertia 
power systems are critically investigated and reported.  
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Chapter 4 Cascading Contingencies in Low Inertia 
Power Systems 
In this chapter, implications of cascading contingencies on the frequency response of a low 
inertia power system are presented. Recently, South Australia has drawn a lot of attention in 
academia and industry due to its interesting generation portfolio and frequency containment 
challenges [61, 126]. Therefore, the South Australian network has been analysed as a representative 
case of low inertia grids. In this chapter, at first, an overview of the South Australian grid is 
presented. Afterwards, two cascading contingency scenarios as initiated by high ROCOF and 
distributed PV trip are separately explored. Detailed investigations are performed to attain a clear 
insight into the frequency response challenges. Finally, potential solutions to mitigate the risk of the 
aforementioned cascading contingencies are suggested2.  
4.1 South Australian Power System 
4.1.1 Network Overview  
South Australia is situated in the Southern region of the Australian continent and its total 
installed capacity is around 4,950 MW [19, 127]. Out of this amount, around 2,775 MW is 
conventional synchronous generation, the majority of which comes from gas turbine power plants. 
Total installed wind generation capacity in the state is 1,475 MW which represents approximately 
40% of the total wind capacity in Australia [127]. Most of the new wind power plants in South 
Australia deploy variable speed wind machines. In most cases, South Australian demand varies 
between 1,200 MW to 3,000 MW. The high voltage transmission network of South Australia is 
illustrated in Figure 4.1. 
                                                 
2This chapter has significant materials from the following articles published/submitted by the PhD candidate. 
 R. Yan, T. K. Saha, N. Modi, N. Masood and M. Mosadeghy, “The Combined Effects of High Penetration 
of Wind and PV on Power System Frequency Response”, Applied Energy, vol. 145, pp. 320-330, May 
2015. 
 N. Masood, N. Modi and R. Yan, “Low Inertia Power Systems: Frequency Response Challenges and a 
Possible Solution”, Australasian Universities Power Engineering Conference, 25-28 September, 2016, 
Brisbane, Australia. 
 N. Masood, R. Yan and T. K. Saha, “Cascading Contingencies in Low Inertia Power Systems: Frequency 
Response Challenges and a Potential Solution” accepted in 2017 IEEE Power and Energy Society General 
Meeting, 16-20 July, 2017, Chicago, Illinois, USA. 
 
                                                                                                                                      Chapter 4 
73 
 
 
Figure 4.1 South Australian high voltage network [63, 128] 
South Australia is connected to its neighbouring state Victoria through two interconnections. 
One of them is the 275 kV Heywood interconnection and the other is the 165 kV Murraylink 
interconnection. Heywood is a high-voltage alternating current (HVAC) link, which contributes to 
frequency response.  On the other hand, Murraylink is a high-voltage direct current (HVDC) link, 
which is operated in a constant power mode (no frequency response). The maximum transfer limit 
of Heywood was 460 MW for the last six years [129]; however, it was upgraded to 550 MW in 
February 2016 [130]. On the other hand, the maximum power transfer capability of Murraylink is 
220 MW [129]. 
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4.1.2 Generation Portfolio   
To study the influence of wind power on generation portfolio, synchronous and wind 
generation data of South Australia are collected from [130] for a two-year duration (October 2013 
to October 2015). All the data are at 30 minute intervals. The total generation including 
synchronous and wind for the studied time period is shown in Figure 4.2. It has been seen that at 
times the total wind generation has reached as high as 92% of its installed capacity (i.e. around 
1360 MW). 
 
Figure 4.2 Synchronous and wind generation profile [131]  
South Australia also has considerable amounts of distributed rooftop PV generation with a 
total installed capacity of around 700 MW [132]. The maximum PV generation is around 450 MW 
during summer time, which makes PV a noticeable generation source in South Australia [133]. The 
rooftop PV generation offsets the demand met by schedule (mostly synchronous machine) and 
semi-schedule generation (mostly wind farm) generators. 
With such a large penetration of wind and PV generation, South Australia can expect 
substantial contributions from these renewable energy sources. Consequently, less and less 
conventional synchronous generation could be required for dispatch to meet the demand. For 
instance, a typical daily dispatched generation profile consisting of synchronous and wind is shown 
in Figure 4.3. The figure demonstrates the higher contribution of the economical wind power 
subject to availability.  This compels synchronous generation to a low level (~400 MW) for a 
considerable period of the day. It can be seen that in the early morning the network only requires 
approximately 400 MW power from synchronous machines. It potentially implies that during this 
Oct-13 Apr-14 Oct-14 Apr-15 Oct-15
0
500
1000
1500
2000
2500
3000
Period (Oct-13 to Oct-15)
Po
w
er
 (M
W
)
 
 
Synchronous gen
Wind gen
                                                                                                                                      Chapter 4 
75 
 
period the network would rely on only a small number of synchronous generators to control a 
frequency excursion following a contingency (e.g. for an interconnection trip). 
 
Figure 4.3 A typical generation profile in South Australia [63, 130] 
  The duration curves of synchronous and wind generation in South Australia from 2009 to 
2013 are shown in Figure 4.4 [134]. It can be clearly observed that dispatch of synchronous 
machines has gradually reduced over this time, potentially because of a substantial contribution 
from wind and PV generation. In 2013, there were around 40 trading intervals (30 minutes each) 
where the dispatched synchronous generation was less than 500 MW [134]. Such a low amount of 
synchronous generation can be met by running only 4 to 6 synchronous machines in the South 
Australian network. 
A time distribution of the number of committed synchronous machines in South Australia 
between November 2012 and November 2013 is demonstrated in Figure 4.5 [41]. It is noticed that 
for around 6% time in the studied one-year period, the number of online synchronous machines is 5 
or less. 
It is worth highlighting that the combined generation capacity of wind and PV in South 
Australia is around 2,175 MW, which is able to supply a large portion of electricity demand in the 
state. Consequently, synchronous generators are continuously being replaced from the generation 
schedule. Hence, the total inertia of the South Australian system is gradually decreasing over time. 
It makes South Australia a challenging study case for power system frequency response 
investigation in the context of low inertia grids. 
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Figure 4.4 Duration curves for synchronous and wind generation from 2009 to 2013 [63, 134] 
 
Figure 4.5 Time distribution of number of committed synchronous machines [41, 135] 
Therefore, to sum up, wind machines together with rooftop PV units can result in substantial 
non-synchronous generation in South Australia. During high penetration of wind/PV and cheaper 
import from Victoria, the South Australian network may depend on a few synchronous generators 
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to control frequency if separated from the rest of the network. Such a low inertia grid could be 
potentially at risk of experiencing excessive ROCOF after a contingency. A high ROCOF may 
initiate tripping of other synchronous generators [41, 81]. As a result, network frequency response 
may become a severe concern and the system may be subject to significant under frequency load 
shedding or at risk of a blackout. A similar concern has been expressed in two recent reports jointly 
published by the Australian Energy Market Operator (AEMO) and ElectraNet (an electricity 
transmission company in South Australia) [41, 42]. However, no detailed study to explore the above 
issue has yet been conducted. Moreover, any prevention techniques of cascading contingencies 
initiated by high ROCOF are not reported in the existing literature. 
Therefore, to address the above gaps, the effects of a cascading contingency triggered by high 
ROCOF on the frequency response of a low inertia grid are investigated in the following section. A 
mitigation measure to avert such a contingency is also presented. A network that loosely represents 
the equivalent South Australian grid is deployed for simulation purposes. South Australia load, 
solar and wind patterns are used in this study.  
4.2 Cascading Contingencies due to High ROCOF 
4.2.1 Studied Power System 
The studied power system has been designed based on the South East Australian 14-
Generator Model [136]. The network used in this study resembles the Southern and Eastern 
Australian high voltage network. Area-5, as illustrated in Figure 4.6, represents the low inertia 
South Australian grid. The simulation network used in this study is an indicative representation of 
the physical transmission network of South Australia. Therefore, the results and recommendations 
presented in this research are suggestive in nature and do not represent any particular features of the 
actual South Australian grid. 
In the studied system, the installed synchronous generation capacity is 2,300 MW. The ratings 
and inertia constants of the existing synchronous generators are presented in Table 4.1 [136]. 
Synchronous generator models of the studied system are adjusted with generic governors, exciters 
and stabilizers to facilitate dynamic analyses [137]. 
Table 4.1 Profile of synchronous generators [135, 136] 
Name of 
power plant 
Number of 
units 
Capacity of each 
unit (MW) 
MVA rating of 
each unit 
Inertia constant 
(H) of each unit 
(s) 
NPS_5 2 300 333 3.50 
TPS_5 4 200 250 4.00 
PPS_5 6 150 166 7.50 
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Figure 4.6 Simulated low inertia grid [136, 138] 
The studied network is modified to incorporate the wind and PV generation of South 
Australia. Most wind farms in South Australia are located in the Upper North, Mid North and in the 
region between Riverlands and Heywood interconnection [139]. In the simulation network, wind 
farms are collectively placed at two buses (ID: 508 and 509) with total power generation capacity of 
1,475 MW.  Based on the actual locations of the South Australian wind farms, buses 508 and 509 
contain 70% and 30% of the total wind capacity respectively. It is assumed that all of the wind 
power plants deploy Type 3 WTGs. A well accepted GE WTG framework is used for dynamic 
modelling of the wind machines [109]. Emulated inertia (i.e. synthetic inertia) and active power 
control features of wind power plants are not activated. PV sources are treated as negative constant 
power loads [140]. 700 MW PV is placed in a distributed manner and assumed to be equally 
divided amongst four buses-504, 507, 508 and 509. 
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4.2.2 Simulation Scenarios 
High non-synchronous (wind and PV) penetration has become a reality in South Australia. 
From the historical dispatch data, it is noticed that over the last few years there were some periods 
when only a small number of synchronous generators were committed in the grid [134]. During 
such operating conditions, system frequency could be critically affected due to the loss of AC 
interconnection. Such a separation of South Australia from the rest of the network is rare, but it can 
happen due to a bush fire, lightning, thunderstorm, flood etc. As a matter of fact, twelve such 
separation events have occurred from 1998 to date [42, 43].  
To investigate the abovementioned issue, tripping of AC interconnection during 450 MW 
power import to the studied system is considered. Two typical load levels, namely night-time load 
scenario and daytime load scenario are studied. During these periods, system demands are assumed 
to be around 1,200 MW and 2,200 MW respectively. To simulate different low inertia situations, 
the number of committed synchronous generators is varied from 6 to 4. There is no PV during 
night-time, whereas PV generation is anticipated as 400 MW (around 57% of the total available 
capacity) for the daytime condition. In all the simulation scenarios, the studied network will be 
subject to high wind/PV penetration with limited synchronous generation, which represents credible 
low inertia contexts for this research. The simulation scenarios are summarised in Table 4.2. 
Table 4.2 Simulation cases [138] 
Load 
scenario 
No. of 
generators 
Inertia 
(MWs) 
Synchronous 
generation (MW) 
Wind generation 
(MW) 
PV generation 
(MW) 
Night-
time 
6 6820 600 190 0 
5 5575 570 220 0 
4 4575 430 360 0 
Daytime 
 
6 6820 600 800 400 
5 5575 570 830 400 
4 4575 430 970 400 
Furthermore, in order to investigate the risk of a system-wide blackout caused by cascading 
contingencies in a low inertia grid, a simulation case is considered during night-time load condition. 
The capacity upgrade of Heywood interconnection is taken into account. It is assumed that the 
studied system operates with 3 synchronous generators with a total power generation of 350 MW. 
The aggregated wind generation is set as 360 MW. The AC interconnection is presumed to import 
550 MW to the studied grid. Total inertia of the grid is 3,410 MWs. Frequency response 
performance is investigated following the loss of the 550 MW AC interconnection.  
4.2.3 Simulation Technique 
Frequency response is assessed via two parameters- frequency nadir and ROCOF. Frequency 
nadir denotes the lowest frequency after a contingency, whereas ROCOF represents the rate at 
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which system frequency declines following a contingency. Centre of frequency (f in Hz) is 
calculated using (4.1), which removes small variations in measured frequency. The meaning of 
different notations of this equation has already been articulated in (3.8).   
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To avoid a frequency collapse following a large contingency such as loss of AC 
interconnection, it is apparent that under frequency load shedding may need to be applied. 
Therefore, an appropriate UFLS model should be in place. 
Load shedding is triggered when system frequency falls below a certain threshold after a 
contingency. UFLS model depends on the number of stages used in load shedding process. For 
instance, assume that three stages are set to shed l1, l2 and l3 percent of the original load. In this 
case, system load is multiplied by (4.2) [110]. 
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In this work, dynamic simulations are carried out in the PSS®E simulation platform [110]. For 
dynamic cases, active power is modelled as 100% constant current load, whereas reactive power is 
modelled as 100% constant impedance load. Load frequency relief (LFR) of active and reactive 
power are presumed to be 1.5% and 0% respectively [84]. Thus, LFR allows 1.5% reduction of real 
power for 1% frequency deviation (nominal frequency is 50 Hz) during a contingency. A 16-stage 
UFLS scheme is implemented. Load shedding starts at 49 Hz (2% drop) [41] and at each stage 3% 
load is shaved for 0.1 Hz frequency drop.   
4.2.4 Simulation Results and Discussion 
In this sub-section, simulation results are presented for different contingencies. The results are 
also analysed with relevant discussions. 
4.2.4.1 Night-time Load Scenario 
AC interconnection tripping (450 MW import) contingency is separately applied in 6 
machine, 5 machine and 4 machine cases. With 6 synchronous machines online, system frequency 
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falls to 48.61 Hz following the interconnection trip.  The same contingency causes more deviation 
in network frequency as the number of online synchronous generators decreases. The frequency 
response curves at night-time load condition are depicted in Figure 4.7.  
 
Figure 4.7 Frequency responses after interconnection trip at night-time load condition [138] 
It is observed that frequency nadirs change from 48.61 Hz to 48.41 Hz for 6 machine to 4 
machine cases respectively. For the studied system, the acceptable frequency operating range is 49 
Hz-51 Hz. It is found that for all of the above simulation cases, network frequency drops below 49 
Hz. Thereby, UFLS scheme is activated and the system encounters load shedding. 
It has been reported that excessively high values of ROCOF would increase wear and tear on 
generators, which may even cause their failure [81]. In 2013, DNV KEMA performed an 
independent study on the capability of generators to ride through high ROCOF contingencies for the 
Ireland and Northern Ireland networks [81]. The analyses identify that some generators in their 
system show instability for ROCOF magnitudes of 1.5 Hz/s (calculated over a 0.5s duration after a 
contingency event). This phenomenon occurs due to pole slip of generators [81]. Similar analyses, 
specific to the Australian NEM is still not publicly available. However, it is recommended that in 
South Australia, ROCOF after a contingency should be limited to 1 Hz/s, for the first 1s, to prevent 
inadvertent tripping of some generators [41, 42]. 
To investigate the risk of subsequent tripping of synchronous generators instigated by high 
ROCOF, ROCOF after 1s following the loss of interconnection is calculated for the aforementioned 
simulation scenarios. The ROCOF values are found as 1.18 Hz/s, 1.33 Hz/s and 1.51 Hz/s in 6 
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machine, 5 machine and 4 machine cases respectively. These higher values of ROCOF could trigger 
the df/dt protection of some synchronous generators. Eventually, it can lead to the tripping of those 
machines. To take this issue into account, it is assumed that 140 MW of synchronous generation 
trips when ROCOF exceeds 1 Hz/s margin. The frequency response curve in the 6 machine case 
after incorporating the above cascading loss of generation is shown in Figure 4.8.  
 
Figure 4.8 Frequency responses after including the secondary generator trip in 6 machine case at 
night-time load condition [138] 
It is observed that due to this ‘secondary generator trip’, frequency nadir drops to 48.1 Hz 
(compared to 48.61 Hz without any additional trip). Similarly, in 5 machine and 4 machine cases, 
frequency deviations increase due to the cascading contingency. Frequency nadirs can be as low as 
47.9 Hz and 47.76 Hz respectively for the above circumstances. Therefore, the frequency response 
of the network deteriorates, for which the system experiences additional load shedding. The 
amounts of load shedding before and after counting the cascading contingency event are compared 
in Figure 4.9. It can be noticed that the quantity of load shedding increases by around 130 MW 
(which is more than 10% of 1,200 system load) when the subsequent loss of a generator occurs. 
Thus, due to such a cascading contingency, system security regarding frequency response and 
service standard are considerably affected.  
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Figure 4.9 Comparison of load shedding at night-time load condition [138] 
4.2.4.2 Daytime Load Scenario 
Similar to the previous case, 450 MW interconnection trip contingency is applied in daytime 
load condition. It is found that following this network separation event, system frequency decreases 
to 48.77 Hz, 48.71 Hz and 48.63 Hz in 6 machine, 5 machine and 4 machine cases respectively. The 
frequency response performance of the studied power system for various inertia levels are depicted 
in Figure 4.10. 
 
Figure 4.10 Frequency responses after interconnection trip at daytime load condition [138] 
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The ROCOF values following the loss of AC interconnection are determined as 1.1 Hz/s, 1.24 
Hz/s and 1.35 Hz/s in 6 machine, 5 machine and 4 machine cases respectively. Therefore, a 
secondary trip of a 140 MW synchronous generator is considered. As a result, frequency goes down 
further and significant amounts of load shedding have to be applied to retain system frequency.  The 
frequency response for a different number of online machines is shown in Figure 4.11. Frequency 
nadirs drop down to 48.40 Hz, 48.28 Hz and 48.24 Hz in 6 machine, 5 machine and 4 machine 
cases respectively. The amounts of load shedding before and after taking into account the secondary 
generator trip are listed in Table 4.3. 
 
Figure 4.11 Frequency responses after considering the cascading generator trip at daytime load 
condition [138] 
Table 4.3 Comparison of load shedding at daytime load [138] 
Number of committed 
synchronous generators 
Load shedding before 
cascading trip (MW) 
Load shedding after  
cascading trip (MW) 
6 90 215 
5 115 265 
4 165 290 
 
4.2.4.3 Risk of a Blackout 
In order to investigate the risk of a blackout, frequency response analysis is executed in night-
time load condition following the loss of the 550 MW AC interconnection. Frequency response 
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curve is demonstrated in Figure 4.12. It is found that the frequency nadir is 47.89 Hz and 1s 
ROCOF is 2.04 Hz/s.  
 
Figure 4.12 Frequency response after 550 MW interconnection trip 
As contingency size increases, frequency deviation and ROCOF become more extreme. Since 
ROCOF value is considerably high, it is assumed that two synchronous generators with a total 
power generation of 250 MW are subsequently tripped. Loss of 550 MW interconnection followed 
by an additional 250 MW synchronous generation results in a massive generation shortage in the 
system. UFLS scheme attempts to arrest the frequency decline by applying load shedding. 
However, due to an enormous amount of power loss, system frequency continues to decrease and 
very quickly approaches the 47 Hz margin (Figure 4.13). It is to be noted that generator units are 
unable to operate (also not required to do so by the adopted grid codes) when frequency goes below 
47 Hz [43]. Therefore, with the frequency less than 47 Hz, the remaining generator units 
subsequently tripped. It causes a total collapse of frequency that eventually leads to a system-wide 
blackout.   
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Figure 4.13 Frequency collapse initiated by high ROCOF 
It is worth mentioning that a situation resembling the above-mentioned case occurred in South 
Australia on 28 September 2016. The system was operating with 330 MW synchronous generation, 
883 MW wind generation and 613 MW power import from Victoria through the Heywood 
interconnection [43]. In the afternoon, a widespread thunderstorm resulted in the loss of three 275 
kV major transmission lines in the North of the capital city Adelaide. Following an extensive 
number of faults in a short period, 315 MW of wind generation was disconnected. The reduction in 
generation caused the Heywood flow to increase to around 850 MW-900 MW. Such a huge value is 
over the design limit of the interconnection. Therefore, in response to the excessive power flow, the 
protection system operated to open the Heywood interconnection. Following the sudden loss of 850 
MW-900 MW generation due to the tripping of the AC interconnection, the South Australian 
network experienced a rapid reduction in system frequency (refer to Figure 2.12 of Chapter 2). The 
UFLS scheme was unable to cease the frequency decline and network frequency dropped below 47 
Hz within a moment. As a result, all the committed generators subsequently tripped offline. It 
caused a state-wide blackout in the South Australian region [43, 126].   
It can be revealed from the above simulations that for a major contingency such as loss of AC 
interconnection, a subsequent trip of synchronous generators can take place. Due to such a 
cascading contingency, frequency response further deteriorates. As a result, the network incurs 
significant amounts of load shedding. In extreme cases, the system experiences a widespread 
blackout. Therefore, it is obvious that a cascading contingency is an underlying threat to power 
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system security. Thus, a mitigation action to stop such an event is required, which is focused on in 
the next sub-section.  
4.2.5 Prevention of Cascading Contingencies Triggered by High ROCOF 
ROCOF after a disturbance depends on the contingency size and total system inertia. As 
described in Section 3.2 of Chapter 3, the initial value of ROCOF following a contingency can be 
calculated by (4.3). 
02
1ROCOF f
IR
P                                                               (4.3) 
To confine ROCOF to 1 Hz/s after a 450 MW interconnection trip, total inertia requirement is 
evaluated as 11,250 MWs. Similarly, for a 550 MW contingency, the required inertia is calculated 
as 13,750 MWs. It is to be mentioned that system inertia in 6 machine, 5 machine, 4 machine and 3 
machine cases are less than the above requirement (refer to Section 4.2.2). Therefore, during a 
network separation event, additional inertia is needed to avoid a secondary trip of synchronous 
generators.  
It is found that the electricity demand growth rate is “flat” and renewable generation is 
increasing in the studied network [141]. Therefore, a number of fossil-fuelled power plants have 
already retired and some plants may experience planned retirement over the next few years [141]. 
These generators possibly would be scrapped, which will result in a waste of assets and would 
cause financial concern. In this perspective, a certain portion of the retired synchronous generators 
can be converted to run as synchronous condensers. As a result, additional inertia will be available. 
It could improve frequency response performance during high penetration of wind/PV generation. 
This concept has been discussed in detail in Chapter 6 of this thesis. As an alternative to the above 
procedure, a certain number of new synchronous condensers could be installed that would help to 
conserve the required inertia level in the grid. 
Therefore, at any operating conditions, an appropriate quantity of synchronous condensers are 
utilised to ensure minimum inertia for limiting ROCOF to less than 1 Hz/s. This mitigation action is 
applied to night-time and daytime load conditions. Simulation results are presented as follows.  
4.2.5.1 Prevention of Secondary Generator Tripping Event by Synchronous Condensers 
in Night-time Load Scenario 
Recalling from Section 4.2.4.1, in the 6 machine case, 1s ROCOF after 450 MW 
interconnection tripping event was 1.18 Hz/s. When 4 additional synchronous condensers are used, 
1s ROCOF decreases to 0.78 Hz/s. Thus, the cascading contingency due to high ROCOF is 
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prevented. Furthermore, frequency nadir improves to 48.68 Hz (compared to 48.1 Hz as a result of 
cascading contingency). 
Similarly, in 5 machine and 4 machine cases, 5 and 6 synchronous condensers are deployed 
respectively. Due to such an action, 1s ROCOF reduces to 0.78 Hz/s in both cases (from 1.33 Hz/s 
and 1.51 Hz/s respectively). Hence, any succeeding outages of synchronous generators are stopped. 
Frequency nadirs enhance to 48.61 Hz and 48.53 Hz (from 47.9 and 47.76 Hz) in 5 machine and 4 
machine cases respectively. The improvement of frequency response after applying the above 
countermeasure is illustrated in Figure 4.14. 
 
Figure 4.14 Frequency responses after interconnection trip at night-time load condition (without and 
with a countermeasure) [138] 
 
4.2.5.2 Prevention of Secondary Generator Tripping Event by Synchronous Condensers 
in Daytime Load Scenario 
Referring to Section 4.2.4.2, 1s ROCOF values after the loss of interconnection were 1.1 
Hz/s, 1.24 Hz/s and 1.35 Hz/s in 6 machine, 5 machine and 4 machine cases respectively. After 
utilising an appropriate number of synchronous condensers, ROCOF decreases to 0.74 Hz/s in all 
the above cases. As a result, no cascading loss of synchronous generator takes place. Frequency 
nadirs improve to 48.82 Hz, 48.77 Hz and 48.7 Hz in 6 machine, 5 machine and 4 machine cases 
respectively (compared to 48.4 Hz, 48.28 Hz and 48.24 Hz with no countermeasure). A comparison 
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of frequency excursions with and without a countermeasure for a different number of committed 
generators is depicted in Figure 4.15. 
 
Figure 4.15 Frequency responses after interconnection trip at daytime load condition (without and 
with a countermeasure) [138] 
It is to be mentioned that in all the above simulation cases, frequency falls below 49 Hz 
(UFLS threshold) even after deploying synchronous condensers. Therefore, load shedding has to be 
applied to retain system frequency. However, the amount definitely reduces compared to the 
cascading contingency scenario. The reductions of load shedding for night-time and daytime cases 
are shown in Table 4.4.  
Table 4.4 Reduction of load shedding by synchronous condensers   
Load 
scenario 
Total load 
(MW) 
Number 
of 
generators 
Load shedding 
before mitigation 
(MW) 
Load shedding 
after mitigation 
(MW) 
Reduction in load 
shedding (MW) 
Night-
time 1200 
6 250 95 155 
5 280 120 160 
4 310 155 155 
Daytime 
 2200 
6 215 55 160 
5 265 90 175 
4 290 115 175 
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4.2.5.3 Prevention of Blackout by Synchronous Condensers  
From Section 4.2.4.3, 1s ROCOF after 550 MW interconnection trip was observed as 2.04 
Hz/s. After deploying a suitable number of synchronous condensers, ROCOF following the same 
contingency reduces to 0.93 Hz/s. This value lies within the recommended 1Hz/s margin. As a 
result, no cascading outage of synchronous generator occurs. Therefore, the system-wide blackout 
is completely prevented. Moreover, frequency nadir enhances to 48 Hz (compared to 47.89 Hz with 
no countermeasure). The frequency response performance is depicted in Figure 4.16.  
 
Figure 4.16 Improvement of frequency response to prevent blackout 
Extensive analyses are presented in this section to comprehensively understand the risk of 
cascading contingencies triggered by unacceptably high ROCOF in a low inertia power system. 
However, excessive ROCOF is not the only reason that can initiate this type of event. Tripping of 
distributed PV units could also result in cascading contingencies, which may adversely affect the 
network security. This phenomenon has been thoroughly investigated in the next section.   
4.3 Cascading Contingencies due to Distributed PV Trip 
Unlike wind farms, PV systems are mostly distributed in low voltage networks in Australia. 
Originally, they were regarded as passive network devices and controlled to cease power production 
once there was a substantial disturbance. This was intended to limit the adverse effects of PV on 
electricity networks. Because distributed generation was negligible at that time, this ‘do-no-harm’ 
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rule seemed to be appropriate. Some standards and utilities applied an approximately 1% allowable 
frequency drop (49.5Hz for a 50Hz system) for the under frequency protection setting to small PV 
systems [83]. However, it was not expected that small distributed PV units would collectively 
contribute a considerable amount of power to the whole generation portfolio when this rule was 
decided.  
According to the present grid codes of South Australia, the triggering frequency of the UFLS 
scheme is 49 Hz (2% deviation in a 50 Hz system). For new installations, the PV inverters should 
not be disconnected for frequencies in the range of 47 Hz-52 Hz [142]. However, the default cut-off 
frequency of some old PV inverters could be 49.5 Hz, which is higher than the UFLS threshold [41, 
42]. In reality, it is not viable to change this setting for thousands of existing customers, whose PV 
inverters are already in use. Therefore, if a contingency drives the system frequency under the PV 
trip threshold, a certain portion of the PV generation would subsequently trip. This phenomenon can 
be called a ‘secondary PV trip’. Due to such a cascading loss of generation, frequency response 
could be further worsened and the network may even encounter load shedding. It adversely affects 
the network security in terms of frequency response. The situation could be more severe, especially 
when a network has a substantial wind and PV penetration, which results in a few online 
synchronous generators. A concern about network frequency response due to secondary PV trip is 
expressed in two reports [41, 78]. However, no comprehensive study regarding this issue is carried 
out yet. Furthermore, any solutions to avert the PV trip phenomenon are not provided in the existing 
literature.  
 Therefore, to address the above gaps, detailed studies are carried out in this thesis to 
investigate the implications of cascading PV tripping events on the frequency response of a low 
inertia grid. The same network that resembles the high voltage transmission network of South 
Australia is simulated for this purpose. The studied system is already described in Section 4.2.1 of 
this chapter. The frequency response performance under current and the near future operating 
conditions are analysed and reported. As the secondary PV trip is likely to significantly reduce 
frequency response performance and system security, a mitigation action to avert such an event is 
imperative. Thus, in this section, prevention of PV trip is explored by activating emulated inertia 
and active power control from variable speed wind machines.  
4.3.1 Simulation Scenarios 
In this work, two different simulation cases are considered.  In case study-1 (base case), the 
frequency response is investigated for the present network situation. According to the published 
plan in [19], it is anticipated that a number of thermal power stations in South Australia would be 
retired within the next few years due to the prolific growth of wind and PV. To take into account 
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this circumstance, in case study-2 (future case), the network performances are evaluated with a 
reduced level of synchronous generation and increased wind/PV penetration. To study the worst 
case scenario, a severe contingency such as loss of the AC interconnection is applied. 
The number of online synchronous generators is usually smaller during low load periods and 
hence, the frequency response is likely to be more susceptible. To consider this issue, system load is 
presumed to be 2,150 MW in case study-1, which represents a typical daytime low load condition. 
It is worth mentioning that the current load growth rate in the studied system is flat [19]. Thereby, 
the total load in case study-2 is kept unchanged. In case study-1, the number of committed 
synchronous generators is varied from 6 to 4 to simulate different low inertia scenarios. However, 
in case study-2, the simulations are performed when only 3 and 2 synchronous machines are 
committed. PV generation is assumed to be 450 MW and 500 MW in case studies-1 and 2 
respectively.  
The Heywood interconnection is a double circuit line; however, only one circuit would be 
available during maintenance of one of the two circuits. Such a situation is considered in this 
section. It is assumed that a single circuit of the AC interconnection imports 200 MW for both case 
studies. It is worth mentioning that the loss of a single circuit is referred to as a credible 
contingency according to the Australian National Electricity Rules [82]. For such an event, the 
network frequency should survive without any load shedding [41]. The simulation scenarios 
considered in this investigation are summarised in Table 4.5. 
Table 4.5 Simulation cases 
Case 
study 
Number of 
synchronous 
generators 
Synchronous 
generation (MW) 
Wind 
generation 
(MW) 
PV 
generation 
(MW) 
Inertia 
(MWs) 
Headroom 
(MW) 
1 
6 560 950 450 6820 740 
5 510 1000 450 5575 640 
4 415 1100 450 4575 530 
2 3 270 1200 500 3410 370 2 220 1250 500 2165 270 
All the above simulation cases are selected based on the practical and predicted operating 
scenarios of the South Australian network. In the next sub-section, simulation results for the 
aforementioned case studies are analysed and presented. 
4.3.2 Simulation Results and Analysis 
In order to clearly represent the frequency response performance, an expression of the centre 
of frequency as shown by (4.1) is used. Frequency response performance following the 
interconnection tripping contingency is discussed below. 
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4.3.2.1 Case Study-1: Base Case 
200 MW interconnection trip contingency is separately applied to 6 machine, 5 machine and 4 
machine cases. Initially, WTG frequency control provisions are not enabled. The frequency 
excursion curves for various inertia levels are depicted in Figure 4.17.  
 
Figure 4.17 Frequency responses in case study-1 
It is observed that in the 6 machine scenario, frequency nadir is 49.35 Hz. However, in the 5 
machine and 4 machine cases, frequency nadirs further drop down to 49.29 Hz and 49.18 Hz 
respectively. With an increase in wind penetration, the number of committed synchronous 
generators reduces. As a result, the overall inertia and headroom decrease. Therefore, frequency 
deviation increases when wind generation becomes higher. 
It is found that for all the above cases, system frequency goes below 49.5 Hz. Therefore, 
secondary PV tripping is instigated. To explore the impacts of subsequent loss of PV on network 
frequency response, tripping of 150 MW PV generation is assumed, which is around 20% of the 
installed PV capacity. The frequency response after including the secondary PV trip phenomenon in 
case study-1 is shown in Figure 4.18. 
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Figure 4.18 Frequency responses with secondary PV trip in case study-1 
It is observed that due to the aforementioned cascading contingency, frequency nadirs become 
48.96 Hz, 48.91 Hz and 48.83 Hz in 6 machine, 5 machine and 4 machine cases respectively. It is to 
be mentioned again that the UFLS triggering margin for the studied system is 49 Hz. Hence, the 
loss of interconnection is originally not significant enough to initiate any load shedding (Figure 
4.17). However, when the secondary PV trip is taken into account, network frequency falls below 
49 Hz (Figure 4.18). As a result, the system experiences load shedding that undesirably affects its 
security. For convenience, frequency deviations and amounts of incurred load shedding with and 
without the secondary PV trip are listed in Table 4.6. 
Table 4.6 Comparison of network performances in case study-1 
Number of synchronous 
generators 
Frequency deviation (Hz) Load shedding (MW) 
Without PV trip With PV trip Without PV trip With PV trip 
6 0.65 1.04 0 50 
5 0.71 1.09 0 90 
4 0.82 1.17 0 145 
 
4.3.2.2 Case Study-2: Future Case 
In this case, the frequency response is explored under two possible future scenarios. It is 
assumed that the system operates with 3 and 2 synchronous machines. To examine the frequency 
response performance under the possible worst case scenario, 200 MW interconnection tripping 
contingency is applied.   
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From simulations, it is found that frequency nadirs are 49 Hz and 48.96 Hz in 3 machine and 
2 machine scenarios respectively (without any PV trip). For these cases, system frequency falls 
below 49.5 Hz. As a result, the secondary PV trip takes place. The network frequency response after 
taking into account the additional 150 MW PV trip is shown in Figure 4.19. 
 
Figure 4.19 Frequency responses with secondary PV trip in case study-2 
To clearly show the implication of inertia reduction due to increased wind/PV, the amounts of 
load shedding in case studies-1 and 2 are illustrated in Figure 4.20. It can be seen that the incurred 
load shedding exhibits an increasing trend as the penetration of the renewable generation increases 
(i.e. number of synchronous generators/ total inertia decreases). Therefore, maintaining an adequate 
frequency response is expected to become more challenging in the future. 
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Figure 4.20 Increasing trend of load shedding 
It is evident from the above simulation results that the network is under a possible risk of 
experiencing significant PV trips following the loss of an interconnection. It definitely has an 
adverse impact on grid performance. Thus, a remedial measure to avert such PV trips is required, 
which is described in the next sub-section. 
4.3.3 Prevention of Cascading PV Trip 
As previously mentioned, all of the wind power plants in this work are based on a GE WTG 
model. Variable speed WTGs can provide frequency response functionalities if they are 
appropriately controlled [109, 143, 144]. A collective utilisation of emulated inertia (EI) and active 
power control (APC) could improve frequency excursion. A schematic representation of the GE 
WTG model with EI and APC controllers is shown in Figure 4.21 [107, 109]. A brief overview of 
EI and APC functions is given below. 
(i) EI controller: The GE WindInertia feature provisionally increases the output power of a 
wind turbine by around 5% to 10% of rated power for several seconds following a frequency 
disturbance [109, 143, 144]. This inertial response is effectively energy neutral. Hence, an increase 
in output power is followed by a decrease in output power. Below rated wind speed, stored kinetic 
energy from a WTG rotor is momentarily offered to the grid, which is recovered later. At a higher 
wind speed, pitch control technique is applied to increase the output power to provide emulated 
inertial response [143, 144].  
 
                                                                                                                                      Chapter 4 
97 
 
1
 
Figure 4.21 GE WTG model with EI and APC functions [107, 109] 
EI is intended to deliver a similar type of inertial response to that of a synchronous generator. 
However, there are notable dissimilarities. The EI response is not identical at all operating 
conditions. This control responds only to large under frequency events when additional inertia 
support is necessary to stabilise grid frequency. The continuous small variations in frequency during 
normal operating conditions do not initiate the controller action. Since the EI function only 
performs when required, it does not considerably affect annual energy production of wind farms 
[143, 144]. 
(ii) APC controller: The APC feature increases output power from WTGs in response to 
low-frequency events (analogous to synchronous generator governor response). The active power 
control reference of turbines is altered to offer a governor like response. In response to frequency 
changes, power order from a plant as a function of grid frequency is calculated. Two required inputs 
to the ‘APC frequency response curve’ (i.e. active power vs frequency curve shown inside the APC 
block in Figure 4.21) are available power from a WTG and grid frequency. During frequency 
excursions, the filtered available power is utilised to generate a power set point. However, the 
highest possible output power of a WTG is practically limited by its rating and the available wind 
speed. 
To increase output power from wind power plants during under frequency conditions, a 
certain portion of the produced active power must be maintained as a reserve. It is worth 
mentioning that when APC function is enabled, the maximum output power of a wind power plant 
is intentionally restricted to a value, which is less than the available production capacity. It results in 
a curtailment of wind power [143, 144].  
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In this study, GE WindInertia and APC functions are executed by using the recommended 
parameters from [109]. Frequency response performances in case studies-1 and 2 after deploying 
the WTG frequency support are presented as follows. 
4.3.3.1 Prevention of Secondary PV Trip in Case Study-1 
Frequency response analyses following the loss of the 200 MW interconnection are performed 
by initiating EI and APC functions from the available wind power plants. Appropriate amounts of 
EI and APC are activated so that network frequency is arrested before 49.5 Hz (as PV trip occurs at 
this frequency). As a result, the secondary PV tripping can be prevented. The frequency excursion 
behaviour of the studied network is illustrated in Figure 4.22.  
 
Figure 4.22 Frequency responses with WTG frequency support in case-1 
The output of a wind plant reduces from its maximum power point due to activation of APC 
function. It is well known that such a reduction would have financial consequences [143, 144]. 
Therefore, the amount of wind power that is preserved as headroom (referred to as ‘APC amount’ in 
this chapter) is a key issue to be taken into account. It is found that in case study-1, the deployed 
APC amounts are 95 MW, 120 MW and 155 MW in 6 machine, 5 machine and 4 machine cases 
respectively. 
4.3.3.2 Prevention of Secondary PV Trip in Case Study-2 
In this case, frequency deviations due to the loss of interconnection are more extreme 
compared to case study-1. Therefore, higher amounts of EI and APC support are needed to cease 
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the frequency excursion before 49.5 Hz. The improved frequency response curves for case study-2 
are depicted in Figure 4.23. In order to prevent the secondary PV trip, the required APC amounts 
are 215 MW and 250 MW in 3 machine and 2 machine scenarios respectively. 
 
Figure 4.23 Frequency responses with WTG frequency support in case-2 
Due to its financial involvement, the deployed APC amount affects the Frequency Control 
Ancillary Services (FCAS) cost. The required APC amounts for a different number of committed 
synchronous machines as considered in case study-1 and 2 are presented in Figure 4.24. It can be 
noticed that the amount of APC shows an increasing trend as the penetration of renewable 
generation increases (i.e. number of committed synchronous generators decreases). 
The network operator may have to bear the associated cost when APC feature is activated. In 
the context of the Australian electricity market, the typical cost for wind spill for offering APC 
support varies from $50/MWh to $75/MWh [145]. It is found that the required APC amount 
noticeably increases in the 3 machine and 2 machine cases. Therefore, the FCAS cost to ensure a 
satisfactory frequency response would be considerably higher in the foreseeable future operating 
conditions.   
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Figure 4.24 Comparison of the deployed APC amount 
4.4 Summary 
Cascading contingencies are hidden risks that can undesirably affect the security of a power 
system, especially during low inertia situations. In this chapter, some light has been shed on two 
such issues. To this end, cascading contingencies initiated by excessive ROCOF and tripping of 
distributed PV sources are taken into account and critically analysed. Frequency response 
performances of a typical low inertia grid under various operating conditions are comprehensively 
investigated. The operating scenarios used in the study are a close representation of the South 
Australian case where prolific penetration of wind and PV has been seen in recent times. In the end, 
remedial actions to avert the aforementioned contingency events are explored. 
The study shows that following a 450 MW interconnection tripping contingency (i.e. network 
separation event), system frequency drops below its permissible limit. At the same time, high 
ROCOF can subsequently trip another synchronous generator. As a result, network frequency 
response further degrades, for which the system incurs substantial load shedding. It is worth 
noticing that due to UFLS scheme, the system is able to survive after a major contingency such as 
the loss of the 450 MW AC interconnection. However, a more extreme ROCOF after the 550 MW 
interconnection tripping contingency is observed. It could result in a subsequent loss of two 
synchronous generators. UFLS relay is not able to arrest the frequency decline. Eventually, network 
frequency collapses causing a complete blackout in the analysed low inertia system.  
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To prevent the cascading contingency triggered by high ROCOF, a minimum inertia level has 
to be retained in the grid. Therefore, a certain number of retired synchronous generators could be 
utilised as synchronous condensers. Alternatively, an appropriate quantity of new synchronous 
condensers can be installed. It is revealed from the simulation results that keeping a minimum 
inertia through the usage of additional synchronous condensers can successfully stop any 
subsequent tripping of synchronous generators. As a result, the risk of a blackout is fully mitigated. 
Moreover, due to additional inertia contribution from synchronous condensers, network frequency 
response gets better. Therefore, deployment of synchronous condensers enhances grid performance 
and improves network security. However, their operation and purchase (if needed) will impose 
some costs. 
Furthermore, it is found that a 200 MW interconnection tripping event itself does not trigger 
any load shedding for the network. However, it initiates a subsequent tripping of PV generation. 
Due to such an inadvertent outage, frequency deviations breach the given acceptable margin. 
Consequently, significant amounts of load shedding have to be applied to rescue the network 
frequency. When the system operates under potential future scenarios with a few synchronous 
generators, the frequency response considerably deteriorates. Therefore, the risk of experiencing 
load shedding increases due to higher penetration of the wind and PV generation. It is observed that 
appropriate utilisation of WTG frequency support functions such as emulated inertia and active 
power control can completely prevent the secondary PV trip. However, the required amount of APC 
increases when the number of committed synchronous generators reduces. Eventually, the cost 
related to such frequency control ancillary services is likely to become higher owing to the 
proliferation of wind and PV in the context of forthcoming power systems.  
Finally, it is worth mentioning that risks of cascading contingencies are not restricted to only 
South Australia. Similar events may occur in low inertia grids of other regions and countries as 
well. Therefore, the analyses and solutions presented in this research can be extended and applied to 
any power systems, if needed. 
Up to this stage of this thesis, load frequency relief (LFR) has been considered as a fixed 
quantity. For example, LFR of real power is used as 1% in Chapter 3, whereas LFR is used as 1.5% 
in Chapter 4. In other words, for a specific power system, LFR is assumed unchanged for all 
operating scenarios. However, according to field measurement data captured in the Australian 
power system, LFR is not a constant number. It varies depending on several factors. It is worth 
mentioning that LFR significantly influences frequency response characteristics of a power system. 
Also, LFR is a vital parameter to correctly quantify contingency reserve requirement. Eventually, 
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the usage of inappropriate LFR would affect the security of a power system. Therefore, detailed 
investigations are carried out in the next chapter for a clear insight into the above issues.  
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Chapter 5 Investigation of Load Frequency Relief 
Using Field Measurement Data 
 
5.1 Introduction 
Frequency response is the capability of a power system to maintain its frequency within the 
given acceptable limits following a large disturbance. Preservation of an acceptable frequency 
response is a crucial concern for network operators to ensure grid security. Contingency Frequency 
Control Ancillary Services (FCAS) is utilised to balance and stabilise larger variations in system 
frequency arising from an unplanned loss of a major generator or an interconnection [84]. Hence, 
frequency response adequacy in a power system is ensured by preserving an appropriate amount of 
contingency FCAS3.  
It is well documented that frequency dependent loads such as induction motors may 
considerably influence frequency response [11, 107]. Usually, these motors decelerate when there is 
a fall in system frequency. Since the power consumption of these machines relies on their rotational 
speed, less power is drawn during a frequency drop. This effect is called load relief [11, 84]. Due to 
such a phenomenon, the total demand in a system is temporarily decreased when network frequency 
declines from its baseline value. It helps to reduce load-generation imbalance and slow down the 
momentum of frequency excursion, which essentially enhances frequency response. Load relief is 
quantified using a parameter known as load frequency relief (LFR). The LFR is expressed as a 
percentage of load change for every 1% change in network frequency [84]. The LFR needs to be 
considered while modelling loads in order to precisely estimate frequency response and contingency 
FCAS requirement. 
A number of research papers in the literature consider only the voltage impact in load 
modelling. For instance, voltage dependency is considered for regression based  representations of 
loads [87], identification of load signature [85], composite load models using  field measurement 
data [88-90] and so on. In some research, both voltage and frequency impacts are included while 
                                                 
3This chapter has significant materials from the following articles published/submitted by the PhD candidate. 
 N. Masood, R. Yan and T. K. Saha, “Investigation of Load Frequency Relief from Field Measurements and 
Its Impact on Contingency Reserve”, IEEE Transactions on Power Systems, Paper ID: TPWRS-01338-
2016, 1st review submitted on 10/02/2017. 
 N. Masood, R. Yan, T. K. Saha and N. Modi, “Impact of Load Frequency Dependence on Frequency 
Response of a Power System with High Non-Synchronous Penetration”, IEEE PES Asia-Pacific Power and 
Energy Engineering Conference, 15-18 November 2015, Brisbane, Australia. 
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modelling loads. It is reported that frequency dependency plays an important role to accurately 
model loads [93]. Moreover, load-damping characteristics are influenced by frequency sensitivity of 
loads [94]. It is evident that existing research works acknowledge the necessity of incorporating 
frequency dependency of loads in a load modelling process. However, further investigations are still 
required to detect the major factors that significantly influence the frequency dependency of loads 
(i.e. the LFR). 
Conventionally, the LFR is considered as a fixed quantity during the evaluation of frequency 
response and FCAS requirement. For example, in the Australian NEM, the LFR of real power is 
assumed as 1.5% and 1% for the mainland regions (Queensland, New South Wales, Victoria and 
South Australia) and Tasmania respectively. However, for a few recent disturbances, simulated 
frequency using the above-mentioned constant LFR values did not match the actual recorded 
frequency to a degree of satisfaction. Moreover, the contingency FCAS requirement could be under 
or over-estimated when it is determined by utilising the given LFR values. Therefore, further 
investigations are required to rationalise the usage of the pre-defined fixed LFR in the Australian 
NEM. Moreover, an improved method is required to estimate the LFR and contingency FCAS 
requirement under various operating scenarios.    
To explore the above issue, comprehensive studies are presented in this chapter to investigate 
the LFR from field measurement data. Data were captured at different locations of Tasmania and 
Victoria. An approach is established in this research to identify the predominating factors that 
eventually influence the LFR. Results found from field measurements are then critically analysed 
and validated. In the end, a methodology is proposed to evaluate the LFR and contingency FCAS 
requirement at any operating conditions. 
5.2 Load Modelling Techniques, Observations and Issues 
For an accurate assessment of frequency response, LFR needs to be incorporated in a load 
modelling process. An overview of load modelling techniques and important observations and 
issues instigated from field measurements are provided in this section. 
5.2.1 Load Modelling Technique 
In a large power grid, there are numerous induction motors of different types, which are 
located all over the network. It is virtually impossible to separately model all of them to study their 
individual responses during a disturbance. Hence, a more practical and widely accepted approach is 
to consider their response as a whole by including the LFR in load models [104]. 
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In this research work, static exponential models are deployed to represent loads. It is worth 
mentioning that these types of models are widely used in power industries of Australia and other 
countries around the world [146]. According to these models, both real and reactive components of 
loads are assumed to have a dependence on voltage and frequency. Hence, real power (P) and 
reactive power (Q) can be expressed by (5.1) and (5.2) respectively [104, 146]. 
)1()(
0
0 fkV
VPP p
np                                                        (5.1)    
)1()(
0
0 fkV
VQQ q
nq                                                        (5.2) 
where P0 and Q0 are the real and reactive power at an initial operating condition respectively (in 
p.u.), V0 is the initial voltage (in p.u.), np and nq represent the voltage exponents of real and reactive 
power respectively, ∆f stands for the frequency deviation (in p.u.) and kp and kq are the frequency 
dependency factors or LFR of real and reactive power respectively. 
At first, all the necessary steps such as data collection, processing and filtering are 
accomplished [147]. Then, the LFR of real and reactive power (i.e. kp and kq) are determined by 
applying the regression technique in the MATLAB simulation environment [148]. This technique is 
selected for its general applicability and simplicity [87, 147]. 
5.2.2 Observations and Issues 
Field measurements were recorded at several locations in Tasmania and Victoria during 
different disturbances. The high voltage transmission network of the Australian NEM and 
disturbance and measurement locations are depicted in Figure 5.1 [149]. 
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Figure 5.1 Australian NEM network and disturbance and measurement locations [149] 
From the recorded data of the Tasmanian system, two different types of under frequency 
disturbances were noticed. One was a high rate of change of frequency (ROCOF) event and the 
other a low ROCOF event. To clearly show the aforementioned cases, two real events (Victoria-
Tasmania interconnection known as Basslink trip and Mount Piper generator trip) are considered as 
examples. Mount Piper (also Mt Piper) Power Station has two coal-fired steam turbines and its total 
generation capacity is 1,400 MW. It is located near Portland, in the Central West of New South 
Wales. It is worth mentioning that the Basslink trip and the Mt Piper generator trip can be regarded 
as high ROCOF and low ROCOF events respectively. Real power and frequency at the Kingston 11 
kV bus in Tasmania (consists of residential, commercial, heating and small industrial loads) during 
the above disturbances are shown in Figure 5.2. In Tasmania, the under frequency load shedding 
(UFLS) triggering threshold is 48 Hz [82]. The lowest frequency in Figure 5.2 (b) is 48.27 Hz, 
which is above the UFLS triggering threshold. As a result, no load shedding took place. 
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Figure 5.2 Real power and frequency during (a) a high ROCOF disturbance event and (b) a low 
ROCOF disturbance event 
Based on Australian National Electricity Rules [82], ROCOF is calculated over the first 1s 
time interval after a disturbance (from point A to point B in Figure 5.2). The LFR values are 
evaluated using the technique as mentioned in the previous sub-section. Disturbance characteristics 
and estimated kp values are outlined in Table 5.1. It is to be noted that kq calculated was 
approximately zero for both cases and hence not considered in the rest of this analysis. 
Table 5.1 Disturbance characteristics and corresponding kp 
Event 
type 
ROCOF (from point A to point B in 
Figure 5.2) (Hz/s) kp (%) 
Pre-disturbance load 
(MW) 
High ROCOF 0.81 1.00 1.75 
Low ROCOF 0.24 0.35 2.60 
It is observed from Table 5.1 that kp significantly changes with the variation of ROCOF and 
load magnitude. Thus, the concept of using a fixed kp under all operating conditions does not appear 
to be appropriate. Therefore, the following research questions have been addressed in this thesis. 
(i) Is it appropriate to use a constant kp for all operating conditions? 
(ii)  As kp may depend on several factors, what are the key factors that affect kp?   
In the next section, the above questions are thoroughly addressed and analysed. 
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5.3 Approach to Identify the Key Factors Affecting kp 
To answer the aforementioned questions, a 50-Hz, 2,250-bus (approximately) and 365-
machine (approximately) power system is studied in the PSS®E simulation platform [110].  Since 
induction motors are the main source of frequency dependent loads, a better understanding of them 
is essential for a detailed investigation of kp. 
5.3.1 Analysis of an Induction Motor 
Swing equation of an induction motor can be expressed as 
me
r
r PPdt
dffH 2                                                         (5.3) 
where H is the inertia constant of the induction motor (in s), fr denotes the rotor frequency (in p.u.), 
Pe and Pm are the input and output power of the motor respectively (in p.u.).  
In reality, instead of rotor frequency of an induction motor, usually system frequency is 
recorded during the occurrence of a disturbance. Thus, it would be more convenient if the swing 
equation given by (5.3) can be expressed in terms of network frequency instead of rotor frequency. 
For this purpose, an induction motor of 1.25 MVA rating and 1 MW power consumption is 
considered. The motor is connected to a load bus in the studied network. First, a disturbance 
(generator trip) is applied in the network then system frequency and rotor frequency of the 
induction motor are noted. Then, ROCOF (also df/dt) is calculated by computing the ratio between 
frequency difference and time difference for two adjacent data points. The relationship between 
system frequency and rotor frequency is shown in Figure 5.3(a). Corresponding ROCOFs are 
illustrated in Figure 5.3(b). 
It is to be clarified that in the PSS/E engine, swing equation is solved to compute frequency 
deviation (in p.u.) at each time instant during a dynamic simulation process. This deviation is a 
negative number when there is a loss of generation, whereas it is a positive number when there is a 
sudden loss of load. The frequency deviation at any instant is then multiplied by the nominal 
frequency and subsequently added to the nominal frequency to calculate the frequency value at that 
instant. 
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Figure 5.3 (a) System frequency and rotor frequency of an induction motor and (b) Corresponding 
ROCOFs 
It is observed that system frequency and rotor frequency have an insignificant difference; 
however, they follow similar shapes. It is also found that system and rotor ROCOFs have almost the 
same magnitudes and patterns. Thus, (5.3) can be approximated as (5.4). 
me
r
r PPdt
dffH
dt
dffH  22                                          (5.4) 
It can be concluded from (5.4) that Pe, which includes the amount of load relief from an 
induction motor, depends on (i) system df/dt or ROCOF and (ii) inertia constant of the motor. 
5.3.2 Studied Cases  
A number of simulation cases are considered to investigate the research questions raised in 
Section 5.2.2. Fifteen disturbances are generated in the various regions to cover a wide range of 
frequency variations. Simulation scenarios are listed in Table 5.2. UFLS schemes, both for the 
mainland regions and Tasmania have been programmed and considered during the simulation 
process. 
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Table 5.2 Frequency response characteristics during different simulation cases 
Serial no. Disturbance size (MW) Frequency nadir (Hz) Nadir time (s) ROCOF (Hz/s) 
1 40 49.75 3.75 0.1 
2 57 49.7 2.82 0.15 
3 70 49.34 5.5 0.18 
4 83 49.32 4.48 0.21 
5 95 49.23 4.49 0.26 
6 111 49.57 2 0.29 
7 127 48.96 4.63 0.33 
8 135 49.52 1.9 0.35 
9 155 49.48 1.82 0.4 
10 175 49.44 1.76 0.47 
11 200 49.38 1.69 0.54 
12 240 49.25 1.71 0.64 
13 716 49.8 7.65 0.03 
14 1055 49.2 4.5 0.23 
15 1525 48.58 4.95 0.36 
In reality, different types of induction motors are used for several purposes. To address this 
issue, three types of induction motors such as large, medium and small sizes are considered. Typical 
inertia constants of these three types of motors are provided in Table 5.3 [150]. In this research 
work, induction motor (IM) load is combined with pure voltage dependent load to form a realistic 
mix of loads.  The combinations as shown in Table 5.4 are used for simulation purposes. 
Table 5.3 Inertia constants of different types of induction motors [150] 
Type Inertia constant, H (s) 
Large( e.g. industrial) 1.5 
Medium (e.g. agricultural pump, fan, small industrial etc.) 0.7 
Small (e.g. heat pump, refrigerator, air conditioner etc.) 0.3 
 
Table 5.4 Load combinations 
ID IM rating (MVA) 
IM load 
(MW) 
Purely voltage 
dependent load (MW) 
Total load 
(MW) 
Proportion of IM 
load (%) 
1 1.25 1 7 8 12.5 
2 1.875 1.5 6.5 8 18.75 
3 2.5 2 6 8 25 
It is to be stated that for each of the above load combinations, three types of induction motors 
are separately studied. Thus, a total of nine simulation instances are considered. For each case, the 
aforementioned fifteen disturbances (Table 5.2) are applied and analysed. 
5.3.3 The Key Factors Influencing kp  
Using the simulated data, kp values are estimated using the procedure as stated in Section 5.2. 
The implications of different factors on kp are discussed as follows. 
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5.3.3.1 Impact of ROCOF on kp  
To demonstrate the effect of ROCOF on kp, load combination-1 (12.5% induction motor load) 
with H=1.5s is taken into account as an example. A plot of kp vs. ROCOF is depicted in Figure 5.4. 
It is observed that kp shows an increasing trend with a change of ROCOF. In other words, these 
quantities are positively correlated to each other. The reason behind this behaviour can be explained 
using (5.4). It is observed that input power of an induction motor (Pe) is related to system ROCOF. 
When a frequency disturbance having a high ROCOF occurs, the amount of load relief becomes 
larger and therefore, kp increases. 
 
Figure 5.4 Effect of ROCOF on kp for load combination-1 (H=1.5s) 
 
5.3.3.2 Impact of Inertia Constant on kp  
To understand the dependency of kp on the inertia constant of an induction motor, load 
combination-1 is considered. Simulations are carried out for three types of induction motors as 
provided in Table 5.3. The variation of kp for different inertia constants and ROCOF is 
demonstrated in Figure 5.5. It is found that at a specific ROCOF, the value of kp at relatively higher 
inertia constant is more than that of lower inertia constant (e.g. points X1, X2 and X3 in Figure 5. 
5). 
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Figure 5.5 Variation of kp with H constant and ROCOF (load combination-1) 
With an equal rating, the quantity of load relief from an induction motor with higher inertia 
constant is more than that of one with a lower inertia constant. Therefore, kp also increases when the 
inertia constant increases. It is to be mentioned that similar trends as of Figure 5.5 can be obtained 
for all load combinations stated in Table 5.4. 
To explicitly show the dependence of kp on inertia constant, Figure 5.6 is plotted for three 
sample ROCOF values (0.1, 0.35 and 0.54). It is noticed that at a particular ROCOF, kp exhibits an 
increasing trend with inertia constant. However, it is also seen that at a particular ROCOF, the 
variation of kp is relatively slower with respect to inertia constant (e.g. from points Y1 to Y2 and Y2 
to Y3 in Figure 5.6). However, change of kp is more significant when ROCOF changes from one 
value to another (e.g. from points Y5 to Y4 and Y4 to Y3 in Figure 5.6). Therefore, it can be 
revealed that kp is more influenced by ROCOF than inertia constant.   
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Figure 5.6 Implication of H constant on kp (load combination-1) 
 
5.3.3.3 Impact of Percentage of Induction Motor Load on kp  
To identify the influence of percentage of induction motor load (as a share of total load) on kp, 
different load combinations shown in Table 5.4 are studied. The large induction motor (H=1.5s) 
case is taken into account as an example. The variation of kp for a various percentage of induction 
motor load and ROCOF is presented in Figure 5.7. It can be articulated that for a specific inertia 
constant and ROCOF, kp is higher when the percentage of induction motor load increases (e.g. 
points A1, A2 and A3 in Figure 5.7). 
If the proportion of induction motor load is higher in a load mix, its impact in load response 
becomes dominating. As a result, a higher amount of load is released during a frequency 
disturbance, for which kp increases. For medium and small induction motors, similar trends as 
described above can be seen. 
The relation between kp and the percentage of induction motor load (percentage of IM load) 
for three typical ROCOF values (0.1, 0.35 and 0.54) is demonstrated in Figure 5.8. It is observed 
that at a specific ROCOF, kp shows an increasing tendency when the percentage of IM load 
becomes higher. However, it is also found that at a particular ROCOF, change of kp is relatively 
small with respect to the percentage of IM load (e.g. from points B1 to B2 and B2 to B3 in Figure 
5.8). On the other hand, the variation of kp is more significantly with respect to ROCOF (e.g. from 
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points B5 to B4 and B4 to B3 in Figure 5.8). Therefore, it can be inferred that kp is more influenced 
by ROCOF than the percentage of IM load. 
 
Figure 5.7 Variation of kp with percentage of IM load and ROCOF (H = 1.5s) 
 
 
Figure 5.8 Impact of percentage of induction motor load on kp (H = 1.5s) 
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From the above analyses, the key factors affecting kp are identified as- 
(i) ROCOF value 
(ii) Type/inertia constant of induction motor and  
(iii) Percentage of induction motor/frequency dependent load in a load composition 
However, amongst various factors, ROCOF has an impact that is more significant on kp. In 
the next section, field measurement data are analysed to determine the LFR, which are then 
validated using the above theoretical findings. 
5.4 Estimation of the LFR from Field Measurements and Its Validation 
In this section, the estimated LFR values for Tasmania and Victoria are sequentially 
presented. 
5.4.1 Analyses of Field Measurements in the State of Tasmania 
5.4.1.1 Disturbance Cases-Tasmania 
Field measurements were collected from three different locations in Tasmania- Kingston 11 
kV bus, Lindisfarne 110 kV bus and Risdon 110 kV bus (refer to Figure 5.1). Load compositions of 
these buses are shown in Table 5.5.  
Six disturbance events were recorded. Phasor Measurement Units (PMUs) were used to 
capture voltage, current, frequency, real power and reactive power following a disturbance. A 
summary of the frequency response characteristics of the studied disturbances is shown in Table 
5.6. It is observed that after the loss of 230 MW generation due to a double circuit trip in Tasmania, 
system frequency drops below the UFLS activation point (i.e. 48 Hz). However, according to the 
PMU records, the UFLS scheme did not disconnect any of the measured loads. 
Table 5.5 Load composition-Tasmania case 
Location/bus Load composition 
Kingston 11 kV  30.4% residential, 26.8% commercial, 39.7% heating  and 3.1% small industrial 
Lindisfarne 110 kV  27.9% residential, 32.1% commercial, 36.3% heating, 3.2% small industrial  and 0.5% large industrial 
Risdon 110 kV  21.2% residential, 43.7% commercial, 22.3% heating, 5.3% small industrial and 7.5% large industrial 
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Table 5.6 Summary of frequency response- Tasmania case 
Disturbance Pre-disturbance Frequency (Hz) 
Frequency nadir 
(Hz) 
Nadir 
time (s) 
Basslink trip 49.99 48.83 2.9 
Kogan Creek generator trip in 
Queensland 50.04 48.85 8.1 
Basslink flow reversal- Tasmania 
under frequency 49.88 49.2 5.8 
Mt Piper generator trip in New 
South Wales 49.91 48.27 6.7 
Loss of 230 MW generation due to 
a double circuit trip in Tasmania  49.93 47.94 4.24 
Load rejection at Cethana Power 
Station in Tasmania 50 48.77 12 
For each of the investigated disturbances, necessary data were recorded at the aforementioned 
three locations, so there are eighteen data sets. For convenience, each data set is assigned a number 
based on the location. They are data set no. 1, 4, 7, 10, 13 and 16 for Kingston;  data set no. 2, 5, 8, 
11, 14 and 17 for Lindisfarne and data set no. 3, 6, 9, 12, 15 and 18 for Risdon. For each data set, 
measurements were separately captured at A, B and C phases. Thus, there are a total of 54 
measurement instances. 
5.4.1.2 Estimation and Validation of the LFR-Tasmania 
The LFR of real and reactive power (kp and kq respectively) are determined for the studied 
disturbances using the regression technique. The values of kp are shown in Figure 5.9.  It is noticed 
that kp changes from 0.10 to 1.19 in the Tasmanian system. It is to be noted that all the kq values are 
estimated as approximately zero. 
In a particular data set, it is found that kp values for A, B and C phase measurements are very 
close to each other. Thus, they are averaged to obtain a single value of kp for each data set. ROCOF 
and the average kp for six disturbances are listed in Table 5.7. It is observed that in the case of the 
Basslink trip and the loss of 230 MW generation due to a double circuit trip in Tasmania, kp in 
Kingston, Lindisfarne and Risdon are close to the presently used value (kp is assumed as 1% for 
Tasmania). For the other four disturbances, kp values are comparatively smaller. 
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Figure 5.9 LFR of real power (kp) in Tasmania 
Table 5.7 ROCOF and kp for Tasmania case 
Disturbance ROCOF (Hz/s) 
Average kp (%) 
Kingston  Lindisfarne  Risdon  
Basslink trip 0.81 1.1 1.02 1.11 
Kogan Creek generator trip in 
Queensland 0.19 0.28 0.15 0.42 
Basslink flow reversal- Tasmania 
under frequency 0.12 0.23 0.2 0.28 
Mt Piper generator trip in New South 
Wales 0.24 0.37 0.38 0.49 
Loss of 230 MW generation due to a 
double circuit trip in Tasmania  0.83 1.14 1.08 1.16 
Load rejection at Cethana Power 
Station in Tasmania 0.1 0.2 0.12 0.25 
It is noticed from Table 5.7 that for the Basslink trip and the loss of 230 MW generation due 
to a double circuit trip in Tasmania, ROCOF are relatively higher. Therefore, these disturbances can 
be treated as high ROCOF events.  However, the other four disturbances (Kogan Creek generator 
trip in Queensland, Basslink flow reversal-Tasmania under frequency, Mt Piper generator trip in 
New South Wales and load rejection at Cethana Power Station in Tasmania) can be considered as 
low ROCOF events. It should be seen that during high ROCOF events, kp is relatively large; while 
in the case of low ROCOF events, kp is relatively small (also refer to Figure 5.9). 
It is clearly revealed from the above analyses that at a particular location, kp reasonably 
changes depending on disturbance scenarios. From the theoretical analysis (Section 5.3), it is found 
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that certain factors have significant impacts on kp. This remark could be used to explain the values 
of kp obtained from field measurements. The variation of kp with ROCOF for Tasmania is depicted 
in Figure 5.10. 
 
Figure 5.10 Variation of kp with ROCOF for Tasmania 
It can be seen that kp at Kingston and Risdon show increasing trends with ROCOF. It matches 
with the theoretical finding of Section 5.3.3.1, which states that kp and ROCOF are positively 
correlated. Lindisfarne bus has almost the same characteristic except for two points, L1 and L2, 
(shown by black circles in Figure 5.10). Such a contrary behaviour can be explained by the 
observation from Section 5.3.3.3, which reports that kp increases as the proportion of induction 
motor load increases. The pre-disturbance load corresponds to L1 is 9.55 MW, whereas that of L2 is 
5.3 MW. It means that the amount of load in L1 is almost 1.80 times higher than that of L2. 
Consequently, the percentage of frequency dependent load (in terms of total load) in L1 may be 
more than that of L2. As a result, in spite of lower ROCOF, kp in L1 is higher than that of L2. 
5.4.2 Analyses of Field Measurements in the State of Victoria 
5.4.2.1 Disturbance Cases-Victoria 
In Victoria, field measurements were collected from five different locations- Rowville 220 kV 
bus, Brooklyn 22 kV bus, Brooklyn 66 kV bus, Redcliffs 22 kV bus and Redcliffs 66 kV bus (refer 
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to Figure 5.1). Unlike Tasmania, data were recorded only for one phase. The types of loads for 
these locations are as follows- 
 Rowville 220 kV bus: residential and light industrial  
 Brooklyn 22 kV and 66 kV buses: heavy industrial and  
 Redcliffs 22 kV and 66 kV buses: rural/ agricultural and some residential 
Two disturbance events- Kogan Creek generator trip and Mt Piper generator trip are analysed 
to find the LFR. For each of the studied disturbances, measurements were taken at the 
aforementioned five locations. Therefore, there are ten data sets to investigate. The frequency 
response characteristics of the studied disturbances are summarised in Table 5.8. 
Table 5.8 Summary of frequency response- Victoria case 
Disturbance Pre-disturbance Frequency (Hz) 
Frequency nadir 
(Hz) 
Nadir time 
(s) 
Kogan Creek generator trip 50 49.65 5.55 
Mt Piper generator trip 49.99 49.60 7.8 
It is worth mentioning that in the case of Victoria, frequency deviations are comparatively 
smaller than that of the Tasmanian cases (refer to Table 5.6). Apparently, this is due to the fact that 
Victoria is a part of the mainland Australian grid, where total inertia and contingency reserve are 
usually substantial. On the other hand, Tasmania is a small island, which is connected to the 
mainland through an interconnection (Basslink). Tasmania has separate frequency control 
standards, which is different to the mainland regions. That is the reason for dissimilar frequency 
response characteristics in Victoria and Tasmania. 
It is to be clarified that in the mainland regions, the UFLS scheme is activated when network 
frequency falls below 49 Hz after a disturbance [82]. It is found from Table 5.8 that for the 
investigated disturbances, frequency nadirs are much higher than 49 Hz. Therefore, the Victorian 
system did not experience any load shedding. 
5.4.2.2 Estimation and Validation of the LFR-Victoria 
kp and kq values are determined using the previously described regression method. It is found 
that kp varies from 0.72 to 1.3, while all the kq values are approximately zero. ROCOF and kp values 
at different disturbance events are shown in Table 5.9. It is observed that at a particular location, kp 
increases with an increase of ROCOF. Alternatively, it can be articulated that a positive correlation 
exists between kp and ROCOF. It conforms to the theoretical outcome of Section 5.3.3.1. 
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Table 5.9 ROCOF and kp for Victoria case 
Disturbance ROCOF (Hz/s) 
kp (%) 
Rowville 
220 kV  
Brooklyn 
22 kV  
Brooklyn 
66 kV  
Redcliffs 
22 kV  
Redcliffs 
66 kV  
Kogan Creek 
generator trip 0.13 0.76 1.18 1.3 0.81 0.83 
Mt Piper 
generator trip 0.1 0.72 1.15 1.25 0.78 0.8 
It is found that in most cases, the estimated kp values are smaller than the currently adopted 
value (1.5% for Victoria). One probable reason for this may be the cumulative penetration of power 
electronic interfaced loads. Such loads are frequency isolated from the corresponding grid. As a 
result, the amount of load relief from them following a frequency disturbance becomes 
insignificant. When these types of loads are mixed with other existing frequency dependent loads 
(e.g. induction motors), the overall value of kp is likely to decrease. 
It can be seen from Table 5.9 that Brooklyn 22 kV and 66 kV buses have relatively larger kp 
compared to other buses. One reason behind this could be the type of loads. Both buses in Brooklyn 
have high industrial loads. Thus, it can be presumed that these buses are enriched with a significant 
percentage of frequency dependent loads, which may result in a relatively larger value of kp. 
5.5 Evaluation of kp and Contingency FCAS Requirement 
From theoretical observations and practical outcomes based on field measurements, it is found 
that kp exhibits a strong dependence on some specific factors. Thus, the use of constant kp in the 
Australian NEM under all operating conditions appears to be inappropriate. Therefore, a better 
model to determine kp is essential. 
5.5.1 Calculation of kp  
A number of major locations/buses (carrying most of the significant loads) can be selected by 
a system operator, where necessary measurements are taken during various frequency disturbance 
events. Collected data are then analysed to calculate ROCOF and estimate kp at all locations. 
The results obtained in Section 5.4 suggest that kp varies subject to ROCOF values and 
measurement location (as load composition changes from one location to another). Moreover, it is 
found that in most cases, kp and ROCOF are highly correlated. Thus, at a specific location, kp can be 
expressed as a function of ROCOF. Generally, for i-th location, it can be written as 
(ROCOF)ip,i gk                                                             (5.5) 
where kp,i is the LFR of real power at i-th location and gi (.) denotes a functional relationship for i-th 
location. 
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LFR quantifies the load relief from all the induction motors as a whole. Therefore, an overall 
kp has to be calculated from the location kp values. In reality, the percentage of induction motor load 
at different locations is different. It is found in Section 5.3 that the percentage of induction motor 
load has a considerable impact on kp. To take into account this factor in the overall value of kp, the 
weighted average of the locational kp values is calculated using (5.6) 



ni
i
p,iip kwk
1
)(                                                             (5.6)  
where wi is the normalised weight for i-th location and n is the total number of measurement 
locations. It is to be mentioned that the values of the normalised weight can be assigned by a system 
operator depending on load compositions of the measurement locations.  
To validate the above calculation technique of kp, the Mt Piper generator trip in New South 
Wales is taken as an example. The event is simulated in PSS®E software. The frequency excursion 
curves using existing kp of the Australian NEM and the kp derived from the proposed technique are 
shown in Figure 5.11. The simulated frequency curves are also compared with the actual recorded 
frequency by PMU. It is clearly observed from Figure 5.11 that the kp determined using the 
proposed technique shows better performance than the existing kp in estimating the frequency 
response.    
 
Figure 5.11 Comparison of frequency excursion curves 
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Now, the next crucial question is, how to determine contingency FCAS requirements at any 
operating conditions by using the kp obtained from the suggested technique. Therefore, a systematic 
procedure is proposed, which is described as follows. 
5.5.2 Evaluation of Contingency FCAS Requirement 
The following steps are followed to evaluate contingency FCAS requirement. 
Step-1: At any operating conditions/load levels, the generation profile can be known before 
their dispatch via market information. According to the scheduled generation 
dispatch, overall system inertia is determined. 
Step-2: At a specific dispatch scenario, the system operator normally decides the potential 
largest contingency. For this contingency, ROCOF is computed by (5.7). 
02
1ROCOF f
IR
P                                                     (5.7) 
where ∆P is the contingency size (in MW), IR denotes the total inertia (in MWs) and  
f0 refers to the nominal system frequency (in Hz). 
Step-3: The above ROCOF is utilised in (5.5) to determine the i-th location kp,i values. These 
values are subsequently used in (5.6) to calculate the overall value of kp. 
Step-4: Contingency FCAS requirement (R in MW), which is published by the Australian 
Energy Market Operator, is evaluated using (5.8) [151]. It is worth mentioning that R 
should be more than or equal to the size of the potential largest contingency (G in 
MW) minus aggregated load relief (in round brackets). 
)]()[ TASp,TASMLp,ML DkBDk(AGR                                (5.8) 
where kp,ML and kp,TAS denote the overall LFR of real power for the mainland and 
Tasmania respectively (in %), DML and DTAS are the demands in the mainland and 
Tasmania respectively (in MW) and A and B refer to two constants. The values of A 
and B are assumed as 1 and 4 respectively according to the frequency operation 
standards [151]. 
If the available FCAS from the scheduled dispatch does not satisfy the required FCAS 
calculated using (5.8), the generation dispatch needs to be corrected. 
For a better illustration, the above steps are presented using a flowchart in Figure 5.12. 
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Figure 5.12 Steps to evaluate contingency FCAS requirement 
5.6 Summary 
In this chapter, comprehensive investigations are presented to examine the LFR from field 
measurement data, which can be used to determine contingency FCAS requirement at any dispatch 
scenarios. It is found from the analyses that the LFR of real power (kp) at a particular location 
considerably varies depending on the level of a frequency disturbance. Load frequency relief of 
reactive power (kq) is estimated as almost zero for all measurements. From the analysis of an 
induction motor (the principal source of frequency dependent loads), the predominating factors, 
which are likely to influence kp are understood. The key factors can be listed as-(i) ROCOF value 
following a disturbance, (ii) type (large, medium or small) of induction motors, which decides the 
inertia constant and (iii) penetration level or percentage of induction motor load in a particular load 
mix. Variation of kp obtained from the field measurement conforms to the above theoretical 
findings. 
It is observed that at all measurement locations, ROCOF has the most noticeable implication 
on kp, which helps to develop functional relationships between these quantities. Based on these 
relationships and locational load combinations, an overall value of kp is calculated. It is seen that kp 
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determined from the proposed calculation technique results in a better estimation of frequency 
response than the constant kp values currently in use in the Australian NEM. Finally, a procedure is 
recommended to evaluate contingency FCAS requirement to ensure satisfactory frequency 
response. It is worth emphasising that in this research work, kp and contingency FCAS requirement 
are separately assessed under any operating conditions. Therefore, the risk of attaining under or 
over-conservative reserve margin is mitigated.  
It is well known that wind power plants usually do not contribute to contingency FCAS 
reserve (i.e. headroom). Thus, with an increase of wind penetration level, preserving an adequate 
FCAS requirement is gradually becoming more challenging in many power systems. In addition, 
the use of incorrect LFR introduces further concerns in maintaining an appropriate FCAS level. 
Eventually, it can adversely affect network security regarding frequency response. Therefore, the 
analyses, findings and methods presented in this chapter will provide a guideline for a better 
management of contingency reserve, especially under high availability of wind generation.  Finally, 
it is worth highlighting that the technique to evaluate the LFR and contingency FCAS requirement 
as presented in this research is applicable not only for the Australian network but also for any power 
systems.       
In this thesis, the studies carried out so far have focused on the frequency response issue. 
However, from a power system security point of view, frequency response adequacy is not the only 
challenge. Short-circuit performance is another vital index of grid security that is also affected by 
high wind penetration. Therefore, in the next chapter, a methodology has been proposed to jointly 
enhance frequency response and short-circuit performance of a wind dominated power system. 
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Chapter 6 Post-Retirement Utilisation of 
Synchronous Generators to Improve Power System 
Security 
 
6.1 Introduction 
Frequency response and short circuit performance are the two main concerns for maintaining 
power system security in a large-scale wind prolific power system. Continuous development of 
wind energy causes economic replacement and retirement of existing synchronous generators. 
Unlike synchronous generators, Type 3 and Type 4 wind machines usually do not participate in 
frequency regulation. Though a number of control strategies have been developed to enable these 
machines for providing frequency support, such provisions are still not mandatory and usually not 
activated in reality. Therefore, a substantial presence of Type 3 and Type 4 machines in a power 
system results in declining frequency response behaviour. In addition, these WTGs have limited 
fault current contribution capabilities, which may cause unacceptable short-circuit ratios at the grid 
connection point of those wind power plants. In the existing literature, frequency response and 
short-circuit performance are considered as two distinct issues. Traditionally, they are individually 
improved when required. For example, synthetic inertia and active power control features from 
variable speed WTGs are deployed to enhance frequency response in the U.S. Eastern [97], Western 
[32] and ERCOT [34] interconnections. A similar approach is also applied to the Irish grid [98] and 
the U.K. network [99]. On the other hand, synchronous condensers are used in the ERCOT 
Panhandle region [49] to improve short-circuit strength due to significant integration of wind 
power4. 
In reality, both frequency response and short-circuit performance are simultaneously affected 
by high wind penetration. Thus, additional investigations are required to find an approach that can 
concurrently strengthen these security metrics. It is evident that to facilitate increased wind 
generation, some synchronous generator based power plants will be retired [7, 19]. These generators 
would possibly be demolished, which would cause wastage of existing resources and result in 
                                                 
4This chapter has significant materials from the following article published by the PhD candidate. 
 N. Masood, R. Yan, T. K. Saha and S. Bartlett, “Post-Retirement Utilisation of Synchronous Generators to 
Enhance Security Performances in a Wind Dominated Power System”, IET Generation, Transmission & 
Distribution, vol. 10, no. 13, pp.  3314-3321, October, 2016. 
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financial loss. Thus, an idea of operating some of the retired synchronous generators in synchronous 
condenser mode, which is known as ‘post-retirement scheme’, is introduced in this thesis. Such a 
re-use of the retired synchronous generators can jointly upgrade frequency response and short-
circuit strength under high wind generation. Moreover, it would ensure some financial return from 
the retired assets. Up to now, no comprehensive study is available on such a second use of the 
retired synchronous generators to improve both frequency response and short-circuit performance at 
the same time.   
When the post-retirement approach is utilised, one obvious query has to be answered- when 
and how much post-retirement scheme should be used? This question has not yet been investigated 
in the current literature. Therefore, a methodology is proposed in this thesis to determine the 
essential amount of the post-retirement scheme for ensuring adequate security performance in a 
wind dominated power system. To examine the effectiveness of the proposed methodology, it is 
applied to a large interconnected power system with prolific wind generation. Outcomes of this 
research will help to establish a guideline for system operators to make a better use of the retired 
synchronous generators. It will ultimately pave the way for further integration of wind resources in 
power systems.  
6.2 Overview of the Studied Power Network 
In this research, a 50-Hz, 2000-bus (approximately) and 300-machine (approximately) power 
system is investigated. The system is divided into four zones: Area-1, Area-2, Area-3 and Area-4. 
Several interconnections tie different areas to facilitate power imports and exports amongst various 
zones. A schematic view of the studied network is shown in Figure 6.1.  
Area-1
330 kV 
Area-2
Area-3 Area-4
330 kV 110 kV 275 kV 165 kV 
220 kV 
 
Figure 6.1 Schematic diagram of the system under study 
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The installed capacity of the system is around 45,000 MW including 3,300 MW wind 
generation. Maximum and minimum demands are approximately 32,000 MW and 16,000 MW 
respectively. It is anticipated that in the year 2020, an additional 7,000 MW of new wind generation 
could be added. Therefore, total generation capacity from wind may become 10,300 MW. 
According to the recent development trend, it is assumed that all upcoming wind farms will be 
based either on Type 3 or Type 4 WTGs. 
Considering the recent slowly declining load growth in Australia, maximum and minimum 
demands in 2020 are supposed to be very close to their present values. Since total electricity 
demand growth is almost “flat” and renewable generation is increasing, eighteen thermal power 
stations are expected to be retired by 2020. The assumed increasing wind generation portfolio and 
the expected retirement of fossil-fuelled capacity by 2020 are shown in Table 6.1. The assumed 
retirement of fossil-fuelled generation capacity is based on the published plans in [7] and [141]. 
Table 6.1 Wind generation portfolio and retirement plan [152] 
Zone 
Installed wind generation capacity 
(MW) Predicted retired thermal generation capacity by 2020 (MW) Present 2020 
Area-1 620 2500 1700 
Area-2 1200 5000 1900 
Area-3 20 250 200 
Area-4 1460 2550 1200 
 
6.3 Impacts of High Wind Penetration on Security Performances and Their 
Improvements 
Frequency response and short-circuit enactment of a system primarily rely on the number of 
committed synchronous generators. Usually, both of them become more vulnerable during lighter 
load periods because of the lower number of in service synchronous generators. Therefore, in this 
research, all the investigations are done at low load condition, which is around 16,000 MW. In the 
studied system, minimum demand occurs during the night. Hence, no PV generation is 
incorporated. 
The studied system is modelled in the PSS®E simulation platform [110]. All the necessary 
components such as power network, synchronous generators, WTGs, exciters, governors and 
stabilisers are considered. Dynamic modelling of Type 3 and Type 4 machines is conducted using 
well recognised GE WTG model [109]. There are a few Type 1 and Type 2 wind machines, which 
are modelled via PSS®E control schemes [110]. Historical wind speed data for different 
geographical locations are contained in [153] and have been used in these simulations. The rated 
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capacities of wind farms vary from 30 MW to 615 MW and virtually all wind farms are connected 
to the transmission network. 
In this section, two scenarios (base case and high wind case) are considered to demonstrate 
any possible risks at frequency response and short-circuit performance. The base case is modelled 
under the present network situation, whereas the high wind case is considered in respect of a 
foreseeable 2020 condition. Instantaneous wind penetration levels (the ratio of total wind generation 
to total generation including synchronous and wind) at the base case and high wind case are 
assumed to be 10% and 50% respectively.  
6.3.1 Frequency Response Analysis 
Frequency response is studied after a major contingency such as a loss of 990 MW 
synchronous generation in a single location. Centre of frequency (f in Hz) is computed by (6.1). The 
denotation of this equation has been already explained in Section 3.2 of Chapter 3. 
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The frequency excursion curves at the base case and high wind case are depicted in Figure 
6.2. It can be seen that the frequency nadir at the base case is 49.23 Hz, whereas at high wind case, 
it could be as low as 48.66 Hz. 
 
Figure 6.2 Frequency responses at the base case and high wind case [152] 
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According to the grid code of the network, system frequency is allowed to vary from 49 Hz to 
51 Hz (±2% change) [82]. Therefore, it can be articulated that frequency response is satisfactory in 
the base case. However, due to high wind penetration, network frequency is likely to violate the 
given acceptable limits following a large contingency. 
6.3.2 Short-Circuit Analysis 
Besides frequency response, short-circuit performance is another vital issue in power system 
security due to high wind generation [7, 51]. Short-circuit performance is determined using an 
indicator called short-circuit ratio (SCR) [7, 51]. Short-circuit analysis is accomplished to assess the 
strength of a grid at a specific location.  In this research, particular interest is associated with the 
SCR at the grid connection point (also known as the Point Of Common Coupling: PCC) of a wind 
power plant. SCR at the PCC of a wind power plant is defined as the ratio between short-circuit 
level at its PCC and rated capacity of that wind power plant [7]. 
To perform short-circuit analysis, a three phase fault is applied at the PCC of a wind power 
plant and the corresponding fault current is measured. Then, short-circuit capacity (or fault VA) is 
determined. Finally, SCR is computed by (6.2) [51, 101] 
RP
SCCSCR                                                                         (6.2)                   
where SCC denotes the short-circuit capacity (in MVA) and PR is the rated generation capacity of 
the wind power plant (in MW). 
At present, there are thirty five wind farms in the studied system; however, this number may 
increase to sixty four by 2020. It is to be noted that for comparison with the high wind case 
(supposed to occur in 2020), short-circuit analysis is performed in sixty four PCCs at the base case 
by considering the scheduled capacities and locations of future wind farms. The values of SCR in 
the base case and high wind case are shown in Figure 6.3. It can be seen that because of relatively 
smaller fault current contribution from Type 3 and Type 4 WTGs, SCR values at all locations 
during high wind case are less than that of the base case. 
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Figure 6.3 Short-circuit performance at the base case and high wind case [152] 
Typically, the value of SCR at the PCC of a modern wind power plant should be in the range 
of 3 to 5 to ensure its stable operation [7] (detailed explanations are provided in Section 2.2.2 of 
Chapter 2). Therefore, in this research, the minimum acceptable SCR is chosen as 3. It is observed 
from Figure 6.3 that at the base case, all SCR values are above the minimum threshold. However, 
for high wind penetration, SCR at thirteen PCCs drops below 3. All these PCCs are associated with 
the wind farms, which are based on either Type 3 or Type 4 WTGs. Out of these thirteen points, 
two are located in Area-1, four are in Area-2 and seven are in Area-4. 
From the above analyses, it is evident that due to prolific wind generation, both frequency 
response and short-circuit strength deteriorate. Hence, they need to be improved at satisfactory 
levels for maintaining grid security. 
6.3.3 Improvements of Network Security Metrics 
Network security metrics (frequency response and short-circuit performance) can be enhanced 
using traditional techniques such as WTG frequency support and synchronous condensers. Now, the 
key question is- does the enhancement of one index improve the other?  The answer to this question 
is investigated as follows. 
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6.3.3.1 Enhancement of Frequency Response 
Type 3 and Type 4 WTGs can offer frequency support if they are controlled to do so [109]. A 
combination of synthetic inertial response and active power control could upgrade frequency 
excursion. In this research, GE WindInertia and APC functions are implemented by considering the 
recommended parameters as given in [109]. The WindInertia control provides a synthetic inertial 
response (similar to inertia from synchronous generators) for wind turbines. It does so by extracting 
the energy stored in the rotating masses of WTGs. Due to such an action, power output from wind 
turbines temporarily increases by 5% to 10% of the rated turbine capacity [32]. This short and quick 
power insertion essentially limits the initial decline of frequency after a disturbance and allows 
more time for headroom to be used. As a result, the frequency response of a network improves. On 
the other hand, APC function provides a feature akin to synchronous generator governor response. 
This function is set to preserve a specified reserve, which is done by generating less power than 
available from WTGs. This reserve is utilised to control network frequency excursion after a 
contingency. 
In this work, some large wind power plants that are based on Type 3 WTGs are selected to 
participate in frequency control. APC is assumed to reduce wind farm output to 90% of the 
available power. It means 10% power is preserved as headroom. Recalling from Figure 6.2, during 
the high wind case, frequency nadir becomes 48.66 Hz, which results in breaching the network 
frequency standard. To improve frequency response, WTGs with 2,200 MW power output are 
called for inertia and APC support. As a result, the frequency nadir after 990 MW generation trip as 
depicted in Figure 6.4 remains above 49 Hz. Thus, the frequency operation criterion is satisfied. 
To explore the effect of synthetic inertia and APC on SCR at the PCCs of wind farms, short-
circuit analysis is executed. It is found that there is almost no change in SCR values compared to 
that obtained for high wind case (Figure 6.3). This is due to the fact that activation of frequency 
support does not essentially increase fault current contribution from wind power plants. Thus, it can 
be articulated that due to the deployment of WTG frequency control provisions, frequency response 
gets better; however, such an action does not enhance the short-circuit strength of the grid. 
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Figure 6.4 Frequency responses after deploying WTG frequency support [152] 
 
6.3.3.2 Enhancement of SCR 
Unacceptable SCR values can be improved using a conventional technique, where small sized 
synchronous condensers are installed and operated along with wind plants to contribute fault current 
[100]. Therefore, thirteen new synchronous condensers are connected to the wind farms, which are 
under possible risk of attaining low SCR during high wind scenario (Figure 6.3). MVA ratings of 
these condensers are appropriately selected so that SCR at all the PCCs are above 3. It is found that 
individual ratings of the synchronous condensers vary from 5 MVA to 30 MVA and the total 
capacity of all the newly installed condensers is 200 MVA. The values of SCR at the 
aforementioned thirteen PCCs before and after using additional synchronous condensers are shown 
in Table 6.2. 
To examine the implication of added synchronous condensers on frequency excursion, the 
frequency response is analysed for the same contingency as applied in the original high wind case. 
Inertia constants of the added synchronous condensers are presumed as 3.5 s. Thus, the collective 
inertia contribution from them is only 700 MWs. Therefore, the newly installed synchronous 
condensers have a negligible effect on frequency response performance. 
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Table 6.2 SCR values before and after using the conventional technique [152] 
PCC no. Synchronous condenser rating (MVA) 
SCR 
Before 
improvement 
After 
improvement 
4 15 2.37 3.09 
13 15 2.41 3.12 
25 5 2.95 3.13 
26 5 2.96 3.14 
27 10 2.74 3.10 
29 10 2.75 3.11 
35 25 2.01 3.09 
36 30 1.78 3.14 
46 15 2.23 3.04 
51 30 1.53 3.06 
54 25 1.77 3.06 
63 10 2.51 3.05 
64 5 2.90 3.08 
It can be revealed from the above studies that the use of traditional methods help to upgrade 
either frequency response or short-circuit performance. In other words, enhancement of one security 
index does not really do the same for the other. Therefore, a scheme is required to simultaneously 
improve both indices. In this context, post-retirement utilisation of the synchronous generators 
appears to be a worthwhile choice. 
6.4 The Post-Retirement Utilisation Approach  
In this approach, a specific part of the retired synchronous generators will be re-used. Suppose 
that 50% of the retired thermal power plants in each area (referring to Table 6.1) are converted to 
run as synchronous condensers. The fault current is predominantly contributed from the 
synchronous machines, which are close to a fault location. That is why area wise deployment is 
considered. Frequency response and short-circuit analyses are carried out at 50% wind penetration 
level to investigate the effectiveness of the above-mentioned scheme. 
6.4.1 Effect on Frequency Response 
After deploying the post-retirement utilisation policy, the frequency nadir after the loss of 990 
MW generation improves to 48.74 Hz (compared to 48.66 Hz in Figure 6.2). Though frequency 
response has improved, it is still not maintaining the required standard (49 Hz). Thus, wind power 
plants with 1,300 MW generation are activated for synthetic inertia and APC. Frequency nadir now 
becomes 49.02 Hz, which meets the acceptable criterion. The frequency excursion curves are 
illustrated in Figure 6.5.  
Due to initiation of APC, the output of a wind plant reduces from its maximum power point 
and hence results in financial concern [107, 144]. Thus, the amount of WTGs with activated APC 
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can be considered as an appropriate quantity for comparison. It is found that before and after 
applying the 50% post-retirement approach, APC is catered from 2,200 MW and 1,300 MW WTGs 
respectively to keep system frequency within desired limits. Thus, the above strategy makes 
frequency response better and allows more wind power plants to operate in non-curtailed mode. 
 
Figure 6.5 Frequency responses with post-retirement utilisation accompanied by WTG frequency 
support [152] 
 
6.4.2 Effect on SCR 
Due to the utilisation of retired power plants as synchronous condensers, the additional fault 
current is instigated. As a result, SCR values at the PCCs of wind farms increase. From short-circuit 
analysis at the high wind case, it is found that after deploying 50% post-retirement, only four wind 
power plants have SCR values less than 3 at their PCCs (compared to thirteen PCCs during high 
wind condition in Figure 6.3). It is noticed that these four SCR values are very close to 3. Therefore, 
four small synchronous condensers with a total rating of 12 MVA are connected and operated with 
corresponding wind farms to keep the SCR values just above 3. The values of SCR at thirteen PCCs 
after applying the post-retirement approach are shown in Figure 6.6. The black circles indicate that 
additional synchronous condensers are required at these wind farms. 
It is found that before and after adopting the 50% post-retirement approach, the total rating of 
the newly installed synchronous condensers is 200 MVA and 12 MVA respectively. It indicates that 
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a second use of the retired power plants significantly reduces the necessity of installing new 
synchronous condensers. It would definitely offer financial benefits to the system operator. 
 
Figure 6.6 Improvement of SCR values after using the post-retirement approach [152] 
It is evident from the above investigations that instead of complete retirement, running a 
certain portion of the aged thermal power plants as synchronous condensers can jointly enhance 
frequency response and short-circuit strength in a wind dominated power system. Now, it is 
extremely important to determine when and how much post-retirement should be deployed. 
Therefore, a methodology has been developed for this purpose, which is presented in the next 
section.  
6.5 Proposed Methodology  
In the proposed approach, the required amount of the post-retirement scheme (PRS) to 
concurrently improve frequency response and short-circuit performance depends on operating 
condition such as instantaneous wind penetration level. It is to be mentioned that PRS is expressed 
as the ratio between the capacity of synchronous generators being used as synchronous condensers 
(after retirement) and the total retirement capacity.  
The methodology is iterative and employs conditional arguments depending on whether the 
case is frequency non-compliant, SCR non-compliant or both. The proposed framework is briefly 
described as follows.  
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Step-1: At a particular wind penetration level, perform frequency response and short-circuit 
analyses. 
Step-2: Inspect frequency nadir and SCR values at the PCCs of wind power plants. There can be 
four possible cases as given below. 
Case-1: Both frequency response and short-circuit performance are acceptable: no need to 
apply the PRS. 
Case-2: Frequency response is acceptable while short-circuit performance is not: 
(i) Deploy the PRS and incrementally increase its amount.  
(ii) Re-calculate SCR values at all PCCs. 
(iii) If there are any PCCs with unacceptable SCR, operate the corresponding wind 
farms with small synchronous condensers (separately installed). 
(iv) Form a functional relationship between the MVA rating of newly installed 
synchronous condensers (NSC) and the PRS. Generally, it can be shown by 
(PRS)gNSC 1                                                        (6.3) 
where g1 (.) denotes a functional relationship. The unknown parameters of (6.3) are 
estimated by the regression analysis. 
(v) A system operator will decide the value of NSC. Subject to the allowed NSC, 
the required amount of the PRS is determined using (6.3). 
Case-3: Short-circuit performance is acceptable while frequency response is not: 
(i) Apply the PRS and steadily increase its participation.  
(ii) Re-calculate frequency nadir.  
(iii) If frequency nadir is still below the standard margin, switch on APC. 
(iv) Configure a functional relationship between the MW output of WTGs with 
activated APC and the PRS. Generally, it can be expressed as 
(PRS)gAPC 2                                                      (6.4) 
where g2 (.) represents a functional relationship. 
(v) A system operator will choose the amount of deployed APC. Based on this, the 
quantity of the PRS is computed from (6.4).  
Case-4: Both frequency response and short-circuit performance are unacceptable: 
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(i) Deploy the PRS and gradually increase its quantity. 
(ii) Re-calculate frequency nadir and SCR values. 
(iii) If frequency nadir drops below the acceptable lower limit, activate APC 
support. 
(iv) For any unacceptable SCR values, operate the associated wind power plants 
with small synchronous condensers. 
(v) Simultaneously consider (6.3) and (6.4) to produce two equations relating APC-
PRS and NSC-PRS. 
(vi) Depending on the allowed APC and NSC, calculate the value of the required 
PRS.  
It is to be mentioned that for interconnected systems, the post-retirement strategy should be 
area wise utilised. It will confirm sufficient fault contribution in each zone.   
To make the above methodology clearer, 50% wind penetration scenario is considered. 
Recalling from Section 6.3, at this case, frequency nadir is 48.66 Hz and there are thirteen 
unacceptable SCR. Thus, it can be categorised as above-mentioned case-4, where both security 
indices are violated.  Now, the PRS is adopted and its participation is gradually increased by 
following the proposed steps. Some sample values are contained in Table 6.3. 
Table 6.3 Network performance for gradual increase of PRS [152] 
PRS 
(%) 
WTGs with APC (MW) for  
frequency nadir >49 Hz 
Total number of 
PCCs with SCR<3 
New installation of synchronous 
condensers (MVA) for all SCR>3 
0 2200 13 200 
10 1980 12 150 
20 1785 10 80 
30 1600 8 50 
40 1425 6 30 
50 1300 4 12 
60 1070 3 9 
70 750 2 5 
80 500 0 0 
90 300 0 0 
100 125 0 0 
APC vs. PRS and NSC vs. PRS plots corresponding to Table 6.3 are shown in Figure 6.7. It is 
observed that the amounts of APC and NSC exhibit decreasing trends with an increase of PRS. 
Using regression analysis, the following equations relating APC-PRS and NSC-PRS can be formed. 
2230.7PRS120.9APC                                                     (6.5) 
PRS)0.055(exp234.5NSC                                               (6.6) 
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The above expressions can be used to determine the required amount of PRS. For example, 
suppose that the network operator has decided to switch on APC support from 1,080 MW WTGs at 
50% wind penetration case. Using (6.5), the corresponding PRS to be utilised is calculated as 
around 55%.  Now, the new installation requirement of synchronous condensers is evaluated by 
(6.6), which is approximately 11.4 MVA. 
Now, instead of the above situation, assume that the system operator prefers to install a total 
of 20 MVA new synchronous condensers. In this case, PRS to be applied is calculated as around 
44.75% using (6.6). Under this condition, the amount of WTGs, which has to be called for APC 
support is determined as around 1,295 MW by (6.5). 
 
Figure 6.7 Variation of APC and new synchronous condensers rating with PRS [152] 
Following the proposed technique, the curves showing APC vs. PRS and NSC vs. PRS can be 
found for 40% and 30% wind penetration levels. For convenience, all the traces are depicted 
together in Figure 6.7. These curves can be used to interpolate values at any intermediate wind 
penetration cases. For example, if the wind penetration level is 35%, the corresponding APC value 
will lie midway between the APC traces for 30% and 40% scenarios. Similarly, the NSC curve at 
35% wind penetration case will lie midway between the NSC traces for the 30% and 40% cases. 
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The only difference between the APC or NSC curves is the coefficients of the regression equations. 
Therefore, Figure 6.7 can be generally applied to estimate the required amount of PRS for any wind 
penetration levels, in the range 0% to 50%. 
From the above analyses, it can be articulated that using the proposed methodology, the 
required amount of PRS to enhance network security performances can be determined. In the next 
section, the proposed technique is applied to various wind penetration cases to find appropriate 
values of PRS. 
6.6 Results and Discussion  
In this section, simulations are executed at several instantaneous wind penetration cases such 
as 20%, 30% and 40%. At first, frequency response and short-circuit performance are evaluated and 
then they are upgraded using the proposed approach.  
Frequency response is analysed at 20%, 30% and 40% wind penetration levels (WPLs) after 
the trip of 990 MW synchronous generation. The frequency response curves are depicted in Figure 
6.8. It is observed that frequency nadirs are 49.13 Hz, 49.02 and 48.85 Hz at 20%, 30% and 40% 
cases respectively. Thus, at 20% and 30% wind penetration scenarios, frequency stays above the 
statutory 49 Hz; however, in the case of 40% penetration, it falls below the acceptable margin. 
 
Figure 6.8 Frequency responses for different wind penetration levels [152] 
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Short-circuit analyses are performed at 20%, 30% and 40% wind penetration scenarios. The 
number PCCs where SCR is below its permissible limit are shown in Table 6.4. It is observed that 
amongst different zones, Area-3 has the strongest short-circuit strength, whereas Area-4 has the 
weakest. One reason for this could be the number of committed synchronous generators. Usually, 
synchronous power generation is the maximum in Area-3 and minimum in Area-4. 
Table 6.4 Number of PCCs with unacceptable SCR [152] 
Wind penetration 
level (%) 
Total number of 
PCCs with SCR<3 
Zone wise distribution 
Area-1 Area-2 Area-3 Area-4 
20 2 0 0 0 2 
30 4 0 0 0 4 
40 9 1 2 0 6 
It is noticed that during 20% and 30% wind cases, frequency response is satisfactory, while 
short-circuit performance is not. On the other hand, at 40% case, both security indices are breaching 
the desired limits. The required PRS for the above-mentioned cases are determined as follows. 
6.6.1 20% and 30% Wind Penetration Cases 
From Table 6.4, at 20% and 30% cases, all the PCCs with unacceptable SCR are located in 
Area-4. Thus PRS is activated only in this zone, i.e. the retired synchronous generators of Area-4 
are being operated as synchronous condensers. After applying the proposed methodology, it is 
found that the use of 20% and 35% PRS in Area-4 can bring all the SCR values above 3 at 20% and 
30% wind penetration levels respectively. 
6.6.2 40% Wind Penetration Case 
In this scenario, the proposed technique (case-4 in Section 6.5) is applied by utilising PRS in 
each area of the studied system. It is found that 85% PRS eliminates the need of additional APC 
support. On the other hand, 70% PRS is sufficient to keep all the SCR values more than 3 (i.e. no 
new installation of synchronous condensers is needed). 
The variations of required PRS and NSC with respect to the activated APC are shown in 
Figure 6.9. If more WTGs are enabled for APC, less PRS participation is required. In this condition, 
the installed capacity of the new synchronous condensers becomes higher. For these reasons, 
required PRS and NSC curves show decreasing and increasing trends respectively with a change of 
activated APC. Instead of giving APC support a priority, the network operator may prefer to install 
a fixed amount of new synchronous condensers. Under such a situation, the similar trends as of 
Figure 6.9 (PRS reduces and APC increases with respect to NSC) can be observed. 
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Figure 6.9 Variation of PRS and NSC with activated APC [152] 
Now, the next important concern is the associated cost due to the deployment of ancillary 
services such as active power control from WTGs, installation of new synchronous condensers and 
post-retirement utilisation of synchronous generators. This issue is discussed in the following sub-
section. 
6.6.3 Discussion 
The initial purchase of synchronous condensers is usually costly [154]. Based on the 
anecdotal evidence from the Australian power industry, the typical cost to procure a new 
synchronous condenser could be around $500/kVA [155, 156]. If retired synchronous generators are 
used as synchronous condensers, there will be no additional expenditure for procurement. However, 
the conversion process will impose some charge and their operation will also introduce some cost. 
According to a report published by the U. S. Department of Energy in 2006 [154], the cost of 
running synchronous condensers may vary from $10 to $40/kVA and maintenance is from $0.4 to 
$0.8/kVA per year. Considering the average yearly inflation rate of 3% over the last ten years, at 
present the operational and maintenance costs of synchronous condensers could be from $13.44 to 
$53.75/kVA and from $0.54 to $1.07/kVA per year respectively. 
Due to activation of APC, a wind power plant operates in a curtailed mode. As a result, the 
quantity of energy and thus the revenue are reduced. Therefore, the cost of up-regulation capacity 
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(Cup), which is the amount of added power that a wind farm can provide to regulate grid frequency, 
has to be taken into account. The up-regulation capacity of a wind farm in j-th time interval of 
duration Ireg can be expressed by (6.7) [157] 
)()]()(min[)( jIttPtPjC regpossup                                        (6.7) 
where Pposs and P are the rated capacity and the actual output power of the wind farm respectively. 
The regulation interval (Ireg) depends on the characteristics of a specific electricity market, which 
may vary from country to country. The energy loss (Eloss) in j-th interval of length Ireg can be 
calculated using (6.8) [157] 
  reg
I
possloss dttPtPjE
0
)]()([)(                                                      (6.8) 
Therefore, the per-MW cost of providing up-regulation (Rup) for a time interval j can be 
determined by (6.9) [157] 
)(
)()(
jC
jEjR
up
loss
up                                                                (6.9)                   
The network operator may have to pay the ancillary service cost for APC activation, which 
can be evaluated via (6.7)-(6.9). In the Australian electricity market, the typical cost for wind spill 
due to APC functionality varies from $50 to $75/MWh [145]. 
The above cost components and analyses will help a network operator to decide the required 
installation of synchronous condensers and APC initiation. This would allow the proposed 
methodology to determine the correct amount of PRS to preserve system security in terms of 
frequency response and short-circuit strength. 
6.7 Summary 
This research establishes an effective application of the synchronous generators, which are 
scheduled to experience planned retirement due to increased wind generation. Such re-utilisation of 
the retired power plants provides dual benefits. First, it aids to improve network security and second 
it ensures a subsequent use of already available resources. Therefore, the proposed scheme is likely 
to bring significant technical and financial advantages to system operators.  
From the investigations of a large and interconnected power system, it is observed that 
adequate frequency response and short-circuit performance are not maintained during high wind 
penetration cases. It is found that synthetic inertia and APC functions can result in satisfactory 
frequency response but they do not necessarily strengthen short-circuit ratios. On the other hand, 
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new installation of small synchronous condensers can ensure acceptable short-circuit ratios; 
however, their contribution to frequency response is negligible. 
Both frequency response and short-circuit performance show improving tendencies after 
using some of the retired synchronous generators as synchronous condensers. Consequently, the 
participation of wind farms in frequency control (which is associated with the financial issue) 
reduces. Moreover, the necessity of installing new synchronous condensers can be considerably 
minimised. In this research, the maximum wind penetration level is assumed to be 50% in 2020. 
However, if wind penetration exceeds this figure in the future, the methodology described in this 
work (Section 6.5) can be applied to determine the appropriate amount of the post-retirement 
scheme to maintain satisfactory frequency response and short-circuit performance. 
 It is to be mentioned that a wind dominated power system would incur various costs due to 
ancillary services, which are related to frequency response and short-circuit enactment. Therefore, a 
proper balance has to be maintained between technical and economic issues while applying the 
post-retirement scheme. Finally, it is worth emphasising that the proposed technique of this research 
can be applied to any power systems to estimate the amount of post-retirement deployment for 
preserving acceptable security performances during the high availability of wind generation. 
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Chapter 7 Conclusions and Recommendation for 
Future Research 
 
7.1 Conclusions 
Frequency response and short-circuit performance are considered as two foremost challenges 
in the perspective of power system security due to increased integration of wind generation. 
Extensive analyses are carried out in this thesis work to investigate the implications of high wind 
penetration. A number of technical tools and methodologies are proposed to facilitate the 
proliferated wind generation while maintaining adequate security enactments. The following 
conclusions can be drawn from the performed studies presented in this thesis. 
In Chapter 2, a detailed literature review focusing on the wind integration into power systems 
is presented. Status of wind energy in different countries around the world is discussed. The current 
and prospective wind installations in the Australian NEM are provided. Several operational 
challenges are introduced due to increased wind penetration, which are further highlighted with a 
number of examples from North America, Great Britain, Ireland, Northern Ireland and Australia. 
The key operational issues that are affected by increased wind penetration are identified. They can 
be generally categorised as-  
(i) Frequency response 
(ii) Short-circuit performance  
(iii) Ramping, variability, uncertainty and regulation reserve  
(iv) Reliability contributions and  
(v) Voltage stability 
However, it is revealed from experiences of different real-world power systems that frequency 
response and short-circuit performance are regarded as two leading concerns in the context of 
power system security. From a comprehensive review of the current literature, four major research 
gaps are identified. These gaps are thoroughly addressed in the subsequent chapters of this thesis. 
In Chapter 3, at first the basic concepts of frequency response are explained with a general 
swing equation of a power system. Frequency sensitivity index that represents the responsiveness of 
system frequency following a contingency is considered as one of the indicators of frequency 
response. A methodical approach is presented to calculate frequency sensitivity index. To this end, 
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dynamic modelling of synchronous generators and wind machines, governor response and load 
models are taken into account. A regression equation relating frequency nadirs and corresponding 
power outages following the tripping of different committed synchronous generators is formed. 
From this equation, frequency sensitivity index can be estimated. To investigate the impacts of 
increased wind generation on frequency response, a 250-bus (approximately) and 65-machine 
(approximately) Australian power network is analysed. It is found that frequency sensitivity index 
shows a decreasing trend, whereas the maximum rate of change of frequency shows an increasing 
trend when wind penetration level increases. The results indicate that due to continuous replacement 
of synchronous generators by Type 3 and Type 4 WTGs, frequency response performance of a 
power system becomes more vulnerable. Hence, from a power system security point of view, wind 
penetration in a network should not be arbitrarily increased. Therefore, a tool to estimate the 
maximum instantaneous wind penetration level at any operating conditions by maintaining an 
admissible frequency response is developed in Chapter 3. 
The vast majority of the existing methods in literature lack the ability of instantly providing 
the maximum wind penetration level at any operating conditions given that the generation dispatch 
schedule is available. However, the tool as presented in this thesis is capable of instantly predicting 
the maximum wind penetration level at any dispatch scenarios. The main features of the proposed 
tool are as follows. 
 K-means clustering technique is applied to historical load data of a power system to divide 
them into several clusters.  
 Frequency sensitivity index is calculated at each clustered load level. 
 It is evident that frequency response of a power system is jointly controlled by total inertia 
and headroom. Thus, in the developed tool, frequency sensitivity index is modelled as a 
multi-variable function of inertia and headroom. It is called as Model-1. 
 For each clustered load scenario, maximum wind penetration level is evaluated by 
ensuring an acceptable frequency response. Two frequency response constraints such as 
frequency nadir and ROCOF are concurrently considered in this process. 
 Maximum wind penetration level in respect of frequency response adequacy significantly 
relies on frequency sensitivity index. Therefore, a regression model relating maximum 
wind penetration level and frequency sensitivity index is formed. It is known as Model-2. 
 Through market information, a power system operator is able to notice which generators 
are going to be committed before their dispatch. Using this generation portfolio, system 
inertia and headroom can be determined. 
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 At any operating conditions, the values of inertia and headroom are used as inputs in 
Model-1. The output of Model-1 is the frequency sensitivity index. It is then utilised as an 
input in Model-2. Finally, the output of Model-2 provides the highest wind penetration 
level for the considered operating condition.  
 Therefore, maximum wind penetration level can be instantly predicted at any load 
conditions without executing full dynamic simulations. 
The proposed tool is applied and validated to an Australian electricity network under two 
different wind strategies, namely direct replacement and 2/3 de-commitment, 1/3 re-dispatch 
approach (2/3-1/3 rule). The key findings are given below. 
 From validation results, it is found that the proposed tool can effectively estimate the 
maximum wind penetration level at any operating conditions (the estimation error is less 
than 4%). 
 Two-third-one-third (2/3-1/3) rule facilitates more wind power to be dispatched compared 
to the direct replacement approach. 
 Maximum wind penetration level can be reasonably increased by installing synchronous 
condensers as a means of additional inertia support. 
 The sensitivity of wind penetration (i.e. slope of the maximum wind penetration level vs. 
frequency sensitivity index curve) shows a decreasing tendency when the rating of 
synchronous condenser increases.  
 The estimated value of maximum wind penetration level can be found to correct 
generation dispatch schedule if there is a possibility of breaching the frequency response 
criterion. 
Cascading contingencies are underlying threats to the security of a power system, particularly 
for low inertia grids. Thus, such events need to be critically analysed and understood. Appropriate 
corrective actions are also required to prevent the risks of cascading contingencies. In Chapter 4, 
effects of cascading contingencies initiated by excessive ROCOF and distributed PV tripping on the 
frequency response of a low inertia grid are investigated. Two potential solutions to prevent the 
aforementioned cascading contingencies are presented. South Australian case has been considered 
due to a substantial presence of wind and rooftop PV in its generation mix. Historical generation 
dispatch data of the South Australian network are analysed and found that the overall inertia of the 
grid is gradually decreasing over the last few years. It is mainly due to increased contributions from 
wind and PV generation. Under the high availability of wind/PV and economic import from the 
neighbouring state Victoria, a small number of synchronous generators are required to be 
committed in the South Australian system, especially at low load periods. During such operating 
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conditions, a major contingency such as loss of the AC interconnection severely affects the 
frequency response performance of the South Australian grid. In addition, cascading contingencies 
introduce further difficulties in maintaining network frequency. To explore the above issues, a low 
inertia grid that resembles the high voltage transmission network of South Australia is 
comprehensively analysed. The major findings from this research are as follows. 
 After applying 450 MW interconnection tripping contingency (i.e. network separation 
event), frequency nadir and ROCOF violate the given acceptable margins. 
 Unacceptably high ROCOF triggers the df/dt protection of a synchronous generator. 
Accordingly, the corresponding generator trips. This eventually results in a cascading 
contingency (loss of interconnection causes a subsequent tripping of another synchronous 
generator). 
 Because of the above event, network frequency response further deteriorates.  
Consequently, the system encounters significant load under frequency shedding. 
 Due to a UFLS scheme being in place, ultimately the system frequency is rescued after the 
cascading contingency effect. However, network security and service standard are 
adversely affected. 
 Following a larger contingency such as 550 MW interconnection tripping event, ROCOF 
becomes significantly high. It could initiate a subsequent loss of two synchronous 
generators. As a result, a massive loss of power occurs. Ultimately, a total collapse of 
network frequency takes place that leads to a system-wide blackout.   
 To avert the cascading contingency initiated by high ROCOF, a minimum inertia has to be 
maintained in the grid. For this purpose, a certain number of retired synchronous 
generators are converted to operate as synchronous condensers to supply additional 
inertia. Alternatively, appropriate quantities of new synchronous condensers can be 
installed for the same objective. 
 After implementing the above action, the cascading contingency instigated by high 
ROCOF is completely prevented. As a result, the risk of experiencing a blackout is 
mitigated. 
 Two hundred MW interconnection tripping contingency does not cause any load shedding 
in the studied network. However, it is found that the frequency nadir falls below the cut-
off frequency of some PV inverters. As a result, those PV units trip. It is known as a 
‘secondary PV trip’. 
 Due to such a cascading loss of PV generators, network frequency drops below the given 
admissible limits. Consequently, the system incurs load shedding.  
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 It is found that WTG frequency control features such as synthetic inertia and active power 
control can fully prevent the secondary PV tripping phenomenon. 
 The cost associated with APC function is expected to increase in future because of 
growing integration of wind and PV resources.  
Besides wind and PV penetration, the frequency response of a power system is noticeably 
influenced by the frequency dependency of loads. Such a dependency is considered by 
incorporating one parameter known as load frequency relief (LFR) in a load modelling procedure. 
The LFR is crucial in estimating frequency response and contingency reserve requirement (also 
known as contingency FCAS). Traditionally, the LFR is assumed as a fixed number during the 
evaluation of frequency response and FCAS requirement. For instance, in the Australian NEM, the 
LFR of real power is assumed to be 1.5% for the mainland regions (i.e. Queensland, New South 
Wales, Victoria and South Australia) and 1% for Tasmania. However, it is revealed from recent 
experience in the NEM that the usage of a constant LFR is not appropriate under all operating 
conditions. Therefore, in Chapter 5, detailed investigations are carried out to explore the LFR from 
field measurement data, which were taken in various locations in Tasmania and Victoria. A 
systematic approach is presented to recognise the prevailing factors that influence the LFR of real 
power (kp). Results obtained from field measurements are validated with the theoretical findings. 
Finally, a methodology is proposed to determine the LFR and contingency FCAS requirement at 
any dispatch scenarios. The important outcomes of this research work are as follows. 
 From theoretical analysis of an induction motor (the main source of frequency dependent 
loads), the key factors affecting kp are- (i) ROCOF value following a disturbance, (ii) type 
of induction motors (large, medium or small), which decides the inertia constant and (iii) 
penetration level or percentage of induction motor load in a load composition. 
 After analysing the field measurement data, it is found that kp varies from 0.10 to 1.19 in 
the Tasmanian power system. Furthermore, kp varies from 0.72 to 1.3 in the Victorian 
power system. It is noticed that kp at a specific location considerably varies depending on 
characteristics of frequency disturbances. 
 Thus, the concept of using a constant kp in the Australian NEM under all operating 
conditions does not appear to be appropriate.  
 The LFR of reactive power (kq) values are approximately zero, both for Tasmania and 
Victoria. 
 From theoretical analyses and practical observations, it can be confirmed that ROCOF has 
the most significant impact on kp. 
                                                                                                                                      Chapter 7 
149 
 
 Based on the above findings and locational diversity of frequency dependent loads, a 
technique to compute kp is suggested and subsequently validated with a real frequency 
disturbance event. It is observed that kp evaluated via the proposed technique provides a 
better estimation of frequency response compared to the fixed kp. 
 Taking into account the proposed kp together with generation dispatch schedule, 
contingency FCAS is determined to keep an acceptable frequency response after the 
potential largest contingency event.  
 If the available FCAS from the scheduled dispatch does not satisfy the required FCAS 
calculated by the proposed methodology, the generation dispatch needs to be corrected. 
 kp and hence contingency FCAS requirement are separately evaluated at each operating 
condition. Therefore, the risk of attaining under or over estimation of reserve margin is 
mitigated.     
 The findings from this research work will provide a guideline for a better preservation of 
contingency reserve, especially under high availability of wind generation. 
Usually, frequency response and short-circuit performance are treated as two different issues 
and individually improved when required. However, in reality, both of them are related to power 
system security and simultaneously affected by high wind penetration. Therefore, in Chapter 6, a 
methodology to jointly enhance frequency response and short-circuit performance during the high 
availability of wind generation is proposed. For this purpose, a concept of utilising some of the 
retired synchronous generators as synchronous condensers, known as ‘post-retirement scheme’, is 
introduced and presented. The proposed methodology is applied to a large interconnected power 
system consists of approximately 2000 buses and 300 machines. The key findings from this 
research investigation are given below. 
 Frequency response and short-circuit performance are satisfactory in the base case (10% 
wind penetration level). However, in the high wind case (50% wind penetration level) 
frequency nadir falls below the given acceptable limit. At the same time, thirteen-wind 
connected PCCs have unacceptable SCR values. 
 Frequency response and short-circuit performance are then individually improved by 
using WTG frequency support and newly installed synchronous condensers respectively.  
 It is found that synthetic inertia and APC functions from WTGs make the frequency 
response satisfactory but they do not strengthen short-circuit performance. In contrast, 
new installation of small synchronous condensers improves the SCR values to an 
acceptable level; however, their impact on frequency response is insignificant. Thus, it can 
be articulated that enhancement of one security index does not enhance the other.  
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 Both frequency response and short-circuit enactment demonstrates improving trends after 
applying the post-retirement utilisation approach. 
 A methodology is proposed to determine when and how much post-retirement scheme is 
to be deployed while maintaining adequate security performances. The methodology 
deploys conditional arguments relying on whether the case is frequency non-compliant, 
SCR non-compliant or both. 
 APC requirement, which is associated with financial issues, considerably reduces due to 
the use of post-retirement strategy. At the same time, new installation of synchronous 
condensers is significantly minimised. 
 The post-retirement approach offers dual benefits to a system operator. First, it improves 
the system security regarding frequency response and short-circuit performance. 
Secondly, it makes sure a second use of the existing resources. In other words, significant 
technical and financial advantages are accomplished due to the post-retirement utilisation 
of synchronous generators. However, the final decision of deploying such a scheme will 
depend on the financial return on investment.  
7.2 Summary of Main Contributions 
The main contributions made in this thesis are summarised as follows.  
(1) The impacts of increased wind penetration on frequency response and short-circuit 
performance are systematically investigated to comprehensively analyse how the security 
enactments of a power system are affected by prolific wind generation. 
(2) A tool to estimate the maximum wind penetration level while preserving an adequate 
frequency response is developed. This tool is able to determine the highest limit of wind 
penetration at any operating conditions by using inertia and headroom as inputs, which are 
readily obtainable from the scheduled generation dispatch. Using this tool, the maximum 
wind penetration level can be instantaneously estimated without performing full dynamic 
simulations. The predicted wind penetration level can be utilised to correct a generation 
dispatch schedule if there is a potential risk of violating the frequency response criteria. 
(3) The implications of cascading contingencies on the frequency response of a low inertia 
power system are extensively investigated. To this end, two cascading contingency events 
instigated by excessive ROCOF and tripping of distributed PV units are critically 
analysed.  
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(4) Potential solutions to mitigate the aforementioned cascading contingencies are suggested. 
The effectiveness of synchronous condensers to prevent the succeeding loss of 
synchronous generators initiated by high ROCOF is examined. Furthermore, prevention of 
subsequent PV tripping is explored by enabling synthetic inertia and active power control 
from variable speed wind machines. The above remedial actions improve the security 
performance of a low inertia power grid.   
(5) Comprehensive research is completed to investigate the LFR from field measurement data. 
An approach is established to find the predominating factors that affect the LFR. Field 
measurement results are subsequently validated with the theoretical findings. 
(6) It has been an industry practice for a long time to consider the LFR as a fixed number for 
estimating frequency response and contingency FCAS. However, outcomes of this 
research suggest that the LFR is not a fixed number at all operating conditions.  
Furthermore, a technique is proposed to separately estimate the LFR and hence the 
contingency FCAS requirement at each dispatch scenario. It will ensure an appropriate 
amount of system reserve to maintain an admissible frequency response. 
(7) A methodology is proposed to jointly enhance power system security metrics such as 
frequency response and short-circuit performance under high penetration of wind power. 
For this purpose, the concept of post-retirement utilisation of synchronous generators is 
introduced and applied. The developed approach offers significant technical and economic 
benefits to a system operator in a wind dominated power system.   
7.3 Recommendation for Future Works 
Although a number of major power system security issues are addressed in this thesis, there 
are always further opportunities, which need to be resolved in this research area. The following 
issues are recommended for future researchers and engineers. 
(1) The dynamically estimated LFR values need to be considered while estimating maximum 
wind penetration level. Moreover, frequency support from variable speed WTGs may 
become inevitable in some power systems in future. This issue needs to be taken into 
account while estimating the maximum wind penetration level.  
(2) Interest about storage systems such as pumped hydro energy storage, battery-based energy 
storage, super-capacitor and Modular Multilevel Converter STATCOM with power 
intensive energy storage (also known as SVC PLUS ES) for frequency regulation is 
continuously increasing. Moreover, VSC-HVDC (Voltage Source Converter HVDC) is 
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also being used for frequency stabilisation purposes. These devices need to be modelled, 
investigated and utilised to improve frequency response, particularly for low inertia grids. 
(3) Once additional field measurement data are available from all over the Australian NEM 
grid, further investigations on the LFR could be essential to consider the time and seasonal 
impacts. This might lead to the development of a more general model to estimate the LFR 
under diverse operating conditions. 
(4) The optimal amount of the post-retirement scheme could be evaluated in different wind 
penetration scenarios by considering the detailed financial and technical aspects of 
ancillary services. This will provide an economic solution, which is also technically 
feasible. 
(5) A systematic re-assessment of planning and operation of the future Australian grid might 
be required in order to ensure an adequate short-circuit performance during high 
availability of wind and PV generation. 
(6) Voltage stability in the Australian NEM may become a concern in future due to prolific 
wind integration in some parts of the network. Detailed studies might be required to 
investigate and improve the voltage stability under various wind penetration scenarios. 
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