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Abstract The Sharpe-Lotka-McKendrick (or von Foerster) equations for an age-structured popula-
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1 Introduction 
The study of age-structured population models has a long history. Amongst the first continuous models 
where those by Sharpe and Lotka [16], McKendrick [13], von Foerster [8]. These authors assumed linear 
functions for the mortality rate of the population and a maternity or birth function through which the 
new population of age zero is produced. The resulting model has been extensively studied and details 
can be found in, for example, Hoppensteadt [12] or Murray [14]. Linear models of this type lead to a 
population which, in general, either grows exponentially or dies out. 
More general models where the mortality rate at a given age may have some dependence on the 
total population size have also been studied. In particular, Gurtin and MacCamy [10] extended the 
linear model to include a nonlinear term in which the mortality rate is proportional to the overall 
size of the population. This term can be attributed to the effects of overcrowding or competition for 
resources and has the effect of limiting the otherwise exponentially growing solution to a finite steady 
state in many cases. A good overview of these models is given by [18]. 
If we denote by u(a, t) the number density of individuals of age a at time t, then a general model 
for the evolution of u may be written as [7, 10] 
where 
Ut + Ua = -µ(a, U)u, 
u(O, t) = l'° b(a, U)u(a, t) da, 
u(a, 0) = uo(a), 
U = l:,o u(a,t)da 
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is the total size of the population, uo(a) is the number density of individuals of age a initially, µ(a, U) 
is the mortality rate, and b( a, U) is the birth or renewal function, representing the rate of production 
of individuals of age zero from individuals of age a. In this general case, both the mortality rate and 
the birth rate may be functions of age and the total population size but they are linear in u, the 
population density. 
Many populations are not structured specifically by age but more generally by size or weight. In 
these cases, the governing equations must be extended to include a growth term. This extension has 
been used previously by Botsford et al. [4] to model sea-urchin populations, by Takada and Caswell 
[17] to study optimal maturity size and by Coombes et al. [6] to study the density distributions of 
trees. However, no term was used to represent overcrowding in these studies. 
Suppose the rate of gain of weight w of an individual is r(w), so that for each individual 
dw dt =r(w). 
Common models for weight as a function of time are exponential growth ( e.g. as a simple model for cell 
size) or von Bartalanffy growth, in which the growth rate slows as the individual ages and there is a 
maximum weight that an individual can reach (which has been used, to model the size of an individual 
creature [11]). Both of these can be modelled by choosing, for example, 
r(w) = 1 +aw, 
in which a > 0 gives exponential growth and a < 0 gives von Bartalanffy type growth. The general 
weight-structured population model is given by 
Ut + (r(w)u)w = -µ(U,w)u, 
U = l"' u(w, t) dw, 
u(O, t)r(O) = fo00 b(w, U)r(w)u(w, t) dw, 
u(w, 0) = uo(w). 
(5) 
(6) 
(7) 
(8) 
In writing down the renewal condition (7), we have used the convention that w is not the actual weight 
but the weight gained after birth, which allows the renewal condition to be imposed at w = 0. We 
suppose that r(O) > 0 and r(w) 2'. 0 for all w, so that an individual's weight will never decrease, and 
also that limw__,00 r(w)/w is finite, so that an individual cannot grow to an infinite weight in a finite 
time. 
With the extension to a size-structured population, it is now possible to use this system to model 
populations of independently growing cells that are competing for limited resources. A particularly 
important example of this is a population of cancer cells, which possess some genetic defect freeing 
them from the normal restraints on proliferation and growth. The cells are thus effectively competing 
with one another for nutrients, and a limited availability of nutrients generally imposes a maximum 
diameter on a tumour that would otherwise continue to grow exponentially [9]. 
Cells reproduce by duplicating their genetic material and then splitting into two daughter cells; 
this process is part of the cell cycle, common to all cells. The cell cycle comprises four main phases. In 
the S-phase, the cell's DNA is replicated, whilst the physical division of the nucleus and then the cell 
itself occur during the M-phase, or mitosis phase. Between these two phases are two gap phases, G1 
and G2 [1]. A system of the form (1)-(4) has been used previously to model cell growth by [5]. The 
aim of the study was to examine the effects of ionizing radiation damage through a specific mortality 
term: the population was age-structured and no effects due to competition were included. Basse et al. 
[2] studied a four-compartment model ( one compartment for each phase of the cell cycle) of cancer cell 
growth in which the population was structured by DNA content. During the S-phase, DNA content 
was assumed to increase at a constant rate, with no change in DNA content during the other phases, 
until mitosis occurs (in the M-phase) at which point the cell divides, producing two daughter cells, 
each with half the DNA content of the parent. In a further paper, Basse et al. [3] considered a single 
compartment model of cell growth in plankton, which allowed for a non-uniform growth rate. Again, 
no overcrowding effects were considered in these studies. 
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A modification to the basic model (5)-(8) for a size-structured population is necessary to take 
account of the fact that a cell does not give birth to a daughter cell, but in fact divides to form two 
daughter cells, both of 'size' w = 0 (recall that w is the DNA content gained after birth, not total 
DNA content). Each time a parent cell divides the parent cell effectively ceases to exist, leading to an 
additional loss term in the equation for u(w, t) (c.f. [5]). Thus 
b(w, U)r(w)u 
Ut + (r(w)u)w = -µ(U, w)u - B , 
U = l"" u(w, t) dw, 
u(O, t)r(O) = lx, b(w, U)r(w)u(w, t) dw, 
u(w, 0) = uo(w), 
(9) 
(10) 
(11) 
(12) 
where B daughter cells are produced for every parent (usually B = 2). Of course, this additional term 
is linear in u, and could be incorporated into the mortality rate µ(U, w). 
Although it appears at first sight that the weight-structured model (5)-(8) is more general than the 
age-structured model (1)-(4), in fact they are equivalent, as we now show. We first define v = r(w)u 
as the population per unit age (recall that u is the population per unit weight), and multiply equation 
(5) by r(w) to obtain 
Vt +r(w)vw = -µ(U,w)v. 
The characteristics are given by 
dw 
dt = r(w), 
or 
t - R(w) = constant, 
where R(w) = fow r(x)- 1dx is the time taken for an individual to grow from weight zero to weight w, 
i.e. the age of an individual of weight w. Note that R(O) = 0 and R is a strictly increasing function. 
The characteristics are illustrated in Figure 1. 
If the growth rate is strictly positive (i.e. r(w) > 0 for all w), then R(w)--> oo as w--> oo. However, 
if r(wm) = 0 for some Wm, then there is a limiting weight Wm to which individuals can grow: R(w) --> oo 
as w j Wm, In this case, we require the initial condition to satisfy uo(w) = 0 for w > Wm, in which 
case u(w, t) is zero for w > Wm, In both cases, the inverse R-1 exists and is strictly increasing on the 
positive real line: R-1(t) is the weight of an individual of age t. 
We now write v as a function of age a= R(w) rather than w, and write µ(U, a)= µ(U, w) to find 
Vt +va = -µ(U,a)v. 
The total population is given by 
U= fo
00 
udw= fo
00 
r(w)uda= fo
00 
vda, 
while the renewal condition is 
v(O, t) = fo00 b(w, U)vdw = f"' r(w)b(w, U)vda = fo00 b(a, U)vda, 
where 
b(a, U) = b(R-1(a), U)r(R- 1(a)), 
is the birth rate of individuals of age a. Finally, the initial condition is 
v(a, 0) = r(w)u(w, 0) = r(W1(a))u0(R-1(a)). (13) 
Although there is much literature discussing the existence and uniqueness of solutions of the general 
model (1)-(4), there is very little work that looks at the form of the solutions for particular cases of 
either the mortality and birth functions. Here we study (1)-(4) for the particular case in which the 
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Fig. 1 Diagram of the characteristics for the weight-structured model. The solution propagates along char-
acteristics, which are the curves t - R(w) = constant, as determined by the growth rate r(w). The solution 
space is divided into two regions: fort< R(w), the solution is determined by the initial density of individuals 
of weight R(w) - t; fort> R(w), the solution is determined by the birth rate at time t - R(w). The function 
G(t) represents the effects of the death rate, causing the solution to decay with time. 
mortality function separates into the sum of a function of total population U and a function of age 
a. We allow the birth rate to be an arbitrary function of age, but choose it to be independent of the 
total population size, so there is no effect on the birth rate due to overcrowding. These choices of µ 
and b are general enough for us to model overcrowding and competition for resources, and to include 
the additional loss term in (9) due to parent cells ceasing to exist. 
We first briefly consider the steady state in §2.1. Then, in §2.2, we consider the general initial-
value problem, and are able to reduce the integro-partial differential equation to a first-order ordinary 
differential equation. In §2.3-§2.5, we consider particular examples for the dependence of mortality rate 
on U which allow this equation to be solved explicitly. These include the case in which µ is linearly 
dependent on U considered in [10]. 
In Section 3, we consider some specific examples of birth function, which allow us to get a feel for 
the behaviour of solutions. We start by considering the case of constant birth function (considered 
previously in [15]) for both the age- and weight-structured case. We then consider the age-structured 
case in which members of a population give birth at a specific age, so that b is a Dirac delta-function 
(8-function), but in which the parent survives (and therefore continues to be a drain on resources). 
Finally, we consider a model for cell populations in which the population is structured by DNA content 
and cells divide when they reach a given DNA content, so that bis again a 8-function, but the parent 
cell is removed on division. 
In Section 4, we present our conclusions. 
2 An age-structured population model 
We consider the particular case in which the mortality rate µ(U, a) = q(U) + p(a), and the birth rate 
b = b(a). As stated in the introduction, if there is an additional loss term due to parent cells ceasing 
to exist on division as in (9), then we incorporate this into p(a). Thus our equations are 
Ut + Ua = - (q(U) + p(a)) u = -(g(t) + p(a))u, 
U = L'° u(a, t) da, 
u(O, t) = ["' b(a)u(a, t) da, 
u(a, 0) = uo(a), 
(14) 
(15) 
(16) 
(17) 
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where, since U is a function oft only, we have written q(U) = g(t). In §2.1 we briefly consider the 
steady state. Then, in §2.2 we consider the general initial-value problem, and reduce (14)-(17) to a 
first-order ordinary differential equation. The technique is based on solving (14)-(17) assuming that g 
is known, and then applying a consistency condition to determine g. 
2 .1 Steady state 
Before we examine the general initial-value problem, we first briefly examine the steady-state solutions. 
In steady state, g is a constant and 
u = A exp (-ga - laa p(z) dz) = AP(a)e-ga, 
where 
P(a) = exp (-[ p(z)dz). (18) 
Then 
1 = ['° b(a)P(a)e-ga da = bP(g), (19) 
where an overbar denotes the Laplace transform. Equation (19) determines g, and then A can be 
determined by solving 
g = q(U) = q (A["' P(a)e-ga da) . 
Note that if b ::?: 0 then the solution for g is unique, since 
bP
1 
(g) = - la00 b(a)P(a)ae-ga da:::; 0 
so that bP(g) is monotonic. If q is monotonic in U then the solution for A will be unique. 
2.2 General solution 
We now solve the general initial-value problem. The characteristics of (14) are simply t-a = constant, 
as illustrated in Figure 2. Since g, although unknown, is a function of time only, we may solve for u to 
give 
{ 
f1(a - t) exp (- J; g(z) dz) P(a) 
u(a,t) = 
h(t - a) exp (- J; g(z) dz) P(a) 
where P(a) is given by (18). The initial condition determines Ji as 
uo(a) 
fi(a) = P(a). 
The boundary condition at a = 0 gives an integral equation for h, 
if t < a, 
if t > a, 
h(t) - l b(a)h(t - a)P(a) da = 100 b(a)u;~: = !tP(a) da = F(t), 
say, which can be solved by taking a Laplace transform to give 
- p 
h = (1-bP)' 
(20) 
(21) 
(22) 
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Fig. 2 Diagram of the characteristics for the age-structured model. The solution propagates along character-
istics, which are the straight Jines t - a = constant. The solution space is divided into two regions: for t < a, 
the solution is determined by the initial density of individuals of age a-t; fort> a, the solution is determined, 
via the renewal condition, by the birth rate at time t - a. The function G(t) represents the effects of the death 
rate, causing the solution to decay with time. 
Thus 
fz(t) = ~ t+ioo F(s) e•t ds. 
2ni lc-ioo 1 - bP(s) 
Now, from §2.1, we know that the equation bP(s) = 1 has exactly one real root, at s = s* say, which is 
the steady-state value of g. The residue from this pole gives the steady-state solution for u(a, t). There 
will also be complex roots of bP(s) = 1, as well as possible poles of F(s). In addition there could be 
a continuous spectrum due to branch point etc .. If the real part of all the other poles is less than s•, 
then the solution will converge to the steady state for large time. This is the case when bP is constant, 
which we consider in §3.1 and §3.2. If another complex conjugate pair of poles dominates, then the 
solution may oscillate. In the case where b is a 8-function, which we consider in §3.3 and §3.4, all the 
roots of bP(s) = 1 have the same real part, which enables them all to play a role in the large time 
behaviour, giving complex oscillations. 
Now that fz has been found, we can determine the total population size as 
where 
U(t) = 100 u(a, t) da 
= exp (- [ g(z) dz) ([ fz(t - a)P(a) da + 100 f1(a - t)P(a) da) 
= (h1(t) + h2(t)) exp (-[ g(z) dz), 
h (t) = (
00 
uo(a)P(t + a) d 
1 Jo P(a) a 
and h2(t) = [ fz(x)P(t - x) dx. 
Denoting h1(t) + h2(t) by h(t), this gives us the integral equation for g, since 
g(t) = q(U) = q ( (h(t) exp (- [ g(z) dz)) . 
(23) 
(24) 
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Writing g = f' / f, and choosing /(0) = 1 without loss of generality, gives 
(25) 
Thus we have reduced the original integro-partial differential equation to the first-order ordinary dif-
ferential equation (25). For certain choices of q(U), we can solve (25) explicitly; we consider some of 
these in §2.3-§2.5. 
Finally we note that, by writing gas a function of U, equation (24) may be written in the alternative 
form 
/ ( h' (t)) U + q(U)- h(t) U=O. 
To summarise, let us define G(t) = exp(- f~ g(z) dz)= 1/ f(t). Then the solution is 
{ 
uo(a - t)G(t) P~d°Jt) 
u(a,t) = 
h(t - a)G(t)P(a) 
and the total population size is 
U(t) = h(t)G(t), 
where Pis given by (18), h by (22), h by (23). 
if t < a, 
if t > a, 
(26) 
(27) 
Before we go on to consider some specific examples of the dependence of mortality rate on total 
population in which equation (25) can be integrated explicitly, we first note that, in the case in which 
mortality is independent of age, so that p(a) = 0 and µ(U, a) = q(U), we have P(a) = 1. In this case, 
denoting the total initial size of the population by Uo, 
h1(t) = fo
00 
uo(a)da = Uo and h2(t) = l h(x)dx. 
2.3 Mortality linear in population size 
With q(U) = µ1 + µ2U, so that the mortality rate µ(U, a) = µ1 + µ2U(t) + p(a), equation (25) for f 
is the linear equation 
which can be integrated to give 
The initial condition f (0) = 1 gives A= 1 so that 
and 
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2.4 Power-law mortality dependence on population size 
With q(U) = aun, so that the mortality rate is µ(U, a) aun + p( a), equation (25) is separable and 
can again be solved explicitly. In this case 
( 
t ) 1/n 
f(t) = A+an 1 h(zt dz 
Again, the initial condition f(O) = 1 gives A = 1 so that 
g(t) = q (h(t)) = ah(tt , 
f (1 + an J; h (zt dz) 
and 
1 
G(t) = J = t 1/n. 
( 1 + an fo h (zt dz) 
2.5 Mortality inversely dependent on population size 
With q(U) = µ 1 + µ2 /U, so that the mortality rate is µ(U, a) = µ1 + µ2/U + p(a), equation (25) is 
Writing f = l/G gives 
This is again linear, and can be integrated to give 
( t eµ,y ) G(t) = e-µ,t -µ2 lo h (y) dy + A , 
The initial condition f (0) = 1 gives G(O) = 1 so that A= 1. Thus 
( t ef'
1
Y ) G(t) = e-µ,t 1 - µ2 lo h (y) dy 
and 
g(t)=q(h(t)G(t))=µ1+ ( t )' 
h (t) 1 - µd0 h(~) dy 
3 Examples 
We now consider some examples of particular birth functions to build up some intuition about the 
solution developed in Section 2.2. Throughout we choose q(U) = µ1 + µ2U, For examples 3.1-3.3, we 
choose p(a) = 0 so that P(a) = 1 and h1 (t) = Uo, When we consider a model for cell populations in 
§3.4, the mortality rate will depend on a through the fact that the parent is removed on division. 
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3.1 Example 1: constant growth rate; constant birth rate 
We consider first the case in which birth rate is constant (previously considered in [15)), so that 
b(a) = B. Then 
F(t) = B ['" uo(a - t) da = BUo, 
so that 
- BUo 
h(s)=-B. 
s-
Hence 
h(x) = BUoe8 x. 
This gives h2(t) as 
so that 
Thus 
If B < µ 1 (i.e. the birth rate is less than the basic mortality rate) then u(a, t)--> 0 as t--> oo and the 
population will eventually die out. If B > µ 1 then as t -> oo the solution will, for any initial condition, 
tend to the positive steady state 
Uoo(a) = B(B - µ1)e-Ba. 
µ2 
From (27), the total population is given by 
Uo (B - µ1) e<B-µ,)t 
U(t) = . 
µ2Uoe<B-µ,)t + B µ1 - µ2Uo (28) 
For the particular case of constant b, an equation for the evolution of the total population can be 
derived by integrating the original equation between O and oo with respect to a, so that 
U' = (B - µ1)U - µ2U 2 • (29) 
This is, of course, just equation (26) in the special case b(a) = B, p(a) = 0 and q(U) = µ1 + µ2U, It is 
easy to see that (28) is the solution to (29) satisfying U(O) = Uo. 
From (28) or (29), we see that there is monotonic convergence of the total population size U to the 
steady state, 
{ 
B-µ, if B > µ1 
Uoo = µ2 ' 
O ifB<µ1. 
More details of this special case can be found in [15]. Figure 3 shows the solution at various time 
intervals for a "top hat" initial condition, uo(a) = H(a) - H(a - 1), where H is the Heaviside step 
function. As expected for this B > µ1 case, the initial condition propagates along the characteristics 
t - a = constant, keeping its original shape, and the solution converges to the steady state, which is 
an exponentially decreasing function of age. 
Finally, we note that when b(a) = B and P(g) = 0, an equation for the total population can be 
written down for general q(U). Since h(t) = U0 e t, equation (26) becomes 
U' + (q (U) - B) U = 0. 
As before, this equation can be obtained directly by integrating the original equation with respect to 
a, and clearly reduces to (29) in the case when q is linear in U. 
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Fig. 3 Population density against age at successive values of time for an age-structured population with a 
constant birth function, b(a) = B = 0.2. The mortality rates are µ, = µ2 = 0.05. The "top hat" initial 
condition converges to the steady state ( dashed line). 
3.2 Example 2: non-constant growth rate; constant birth rate 
Here we examine the effect of non-uniform growth on the example of §3.1. We chooser to be given by 
r(w) = 1 + o:w, (30) 
where o: > O gives exponential growth and o: < 0 gives von Bartalanffy type growth. In the special case, 
o: = 0, the growth rate r(w) is a constant, R(w) = w and the solution collapses to the age-structured 
case. For the growth rate (30), the functions Rand R- 1 are given by 
so that 
R(w) = In (1 + o:w), 
0: 
r(R- 1(a)) = e"a, 
Thus by the initial condition (13) 
b(a) = Be"a. 
(
eua -1) f1(a) = v(a,O) = e"auo --o:- , 
and F is given by 
100 r
00 (e"a 1) F(t) = t b(a)f1(a-t)da=Be"t Jo e2"auo ~ da 
= Be"t 100 (1 + o:w)uo(w) dw = B(Uo + Vo)e"t, 
where 
Vo= o: 100 yuo(y)dy. 
Thus 
f- ( ) _ B(Uo + Vo) 
2 s - s-o:-B, 
(31) 
(32) 
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so that 
B (Uo + Vo) (e<<>+B)t -1) 
h2(t) = B . 
°' + 
h(t) = B(Uo + Vo)e<a+B)t, 
Finally, 
and the solution is given by 
{ 
!i(R(w) - t) G(t) 
() l+aw u w,t = h(t-R(w)) 
1 + O!W G(t) 
if t < R(w), 
if t > R(w). 
If a < O, there is a limiting weight, Wm = -1/a, and u(w, t) is defined to be zero for w > Wm, In both 
the a > O and a < 0 cases, as t -> oo, the solution tends to a steady state given by 
{ 
(a+ B) (a+ B - µ1) . 
-'------'--'--~----,-,0 -------'-- 1f B > 0 and a + B > µ1, 
uoo(w) = µ2 (1 + aw) 0 
O otherwise, 
and the total population size tends to 
{ 
_a_+_B_-_µ_l if B > 0 and a+ B > µ1, 
U
00 
= µ2 
O otherwise. 
Provided the birth rate is strictly positive, the population will evolve to a positive steady state if 
a + B > µ 1, i.e. if the sum of the birth rate and the slope of the linear growth rate is greater than the 
death rate. Otherwise the population will eventually die out. 
Figure 4 shows the solutions at various time intervals for the a + B > µi case with the same "top 
hat" initial condition as used in §3.1. Figure 4a is the case of exponential growth (a > O); Figure 4b is 
the case of von Bartalanffy growth (a < 0). In both cases, the population evolves towards a positive 
steady state: if a > 0 then u > 0 for all w > O; but if a < 0 then there is a maximum weight of 
Wm = -1/a and u = 0 for w > Wm, The behaviour is, at first glance, similar to that of the age-
structured population (Figure 3), in which individuals always 'grow' at a constant rate. However, in 
the age-structured population, the travelling wave solutions retain the same shape as they propagate 
forward, whereas in the weight-structured population, the non-uniform growth rate can change the 
shape of the solution. In Figure 4a (a > 0), the exponential growth rate has the effect of stretching 
out the initial "top hat" as it grows (because individuals at the upper end are growing more rapidly 
than those at the lower end). In Figure 4b (a < 0), the von Bartalanffy growth rate has the opposite 
effect, compressing the "top hat" as it moves towards the limiting weight. 
3.3 Example 3: constant growth rate; a-function birth rate with parent surviving 
A common modelling assumption with regard to birth or renewal is that individuals give birth when 
they reach a certain age ao. This corresponds to a birth function b of the form 
b(a) = Bo(a - ao), 
where B is the number of offspring. Here we consider the case where the parent survives and continues 
to be a drain on resources, contributing to the total population U. In §3.4, we consider the case in 
which the parent is removed after reproducing, which is appropriate for models of cell division. 
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Fig. 4 Population density against weight at successive values of time for a weight-structured population with 
a constant birth function, b(a) = B = 0.3. The mortality rates are µ1 = µ2 = 0.05. The growth rate is 
r(w) = 1 + aw: (a) a= 0.1 (exponential growth); (b) a= -0.1 (von Bartalanffy type growth). For both cases 
the "top hat" initial condition converges to the steady state (dashed line). 
In the case where bis a 8-function, rather than solve equation (21) using a Laplace transform, we 
may write directly 
{ 
Buo(ao - t), if t < ao, 
h(t) = 
Bfz(t-ao), ift > ao, 
We define n(t) and r(t) by t = nao + r with O < r < ao, so that n(t) is the number of birth cycles that 
have been completed at time t and r(t) is the time that has been spent in the current cycle. Then 
and 
h2(t) = l fz(x) dx 
(°0 !°0 r =B lo uo(x)dx+ .. ·+Bn lo uo(x)dx+Bn+llo uo(a0 -x)dx 
= - U. +Bn+l u (a -x)dx B(l Bn) lr 1-B o o o o , 
where U0 = f0°0 uo(x) dx. Thus 
f(t) = µ2eµ 1 t 1t e-µ,y(Uo + h2(Y)) dy + eµ,t 
and 
1 e-µ,t 
G(t) = - = t • 
f 1 + µ2 fo e-µiY(Uo + h2(y)) dy 
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Fig. 5 Population density against age at successive values of time with a delta birth function, b( w) = Ba( a -
a0 ) = 2/i(w - 7). The mortality rates are µ1 = µ2 = 0.05. The "top hat" initial condition does not converge to 
the steady state ( dashed line). 
Explicitly evaluating the integral involving h2 gives 
where 
ui = fo" 0 eµ'"uo(x) dx. 
Figure 5 shows the solutions for a "top hat" initial condition. The effect of the delta birth function 
is to create a new cohort of individuals each time the previous cohort reaches the reproduction age 
(i.e. at t = na0 , n = 1, 2, 3, ... ). 
3.4 Example 4: non-constant growth rate; <>-function birth rate with parent removed 
Our final example concerns the case of cell division, in which the parent is removed after dividing into 
two daughter cells. We choose the same growth function (30) as in §3.2. As in §3.3, we consider the case 
in which cells divide at a given age, so that b(w) = Bi5(w -wo) (of course, usually we are interested in 
the case B = 2, but we leave B arbitrary). Since the parent is now removed after cell division we have 
p(w) = b(w)/ B so that µ(U, w) = µ1 + µ2U + r(w)<>(w - wo). However, we must be careful in using 
this generalised function for µ in the solution of §2.2; note in particular that (18) does not hold in a 
generalised sense. The effect of the <>-function is to set u = 0 for w > wo: no individuals can be older 
than the reproduction age ao = R(wo). Thus 
{ 
1 if a< ao, 
P(a) = 0 if a> ao, 
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As in §3.2, the functions R, R- 1 and Ji are given by (31) and (32), and 
(
e"'a 1 ) b(a) = Be"'ao ---;;-- - Wo = Bo (a - ao). 
Again, since bis a o-function, rather than solve equation (21) using a Laplace transform, we may write 
directly 
h(t) = sn+l Ji (ao - r), 
where n(t) and r(t) are defined as usual by t = nao + r with O < T < ao. The functions h1 and h2 are 
given by 
{ l
R-'(ao-t) 
f""u0 (x)P(W 1(R(x)+t)) uo(x)dx ift<ao, 
h1(t) = lo P(x) dx = o 
O if t > ao, 
{ 
{W'(t)h(t-R(x)) . 
h2(t)= [W'(t)h(t-R(x))P(x)dx= lo r(x) dx ift<ao, 
lo r(x) lwo h(t-R(x)) 
~~..,.....,.~~ dx if t > ao, 
O r (x) 
From these we find that 
giving 
and 
1 e-µ,t 
G(t) = - = t • 
f l+µd
0
e-µ,Yh(y)dy 
Figure 6 illustrates the propagation of the solution along the characteristic curves. When a charac-
teristic reaches w = w0 the delta birth function causes it to be multiplied by B and returned to w = 0: 
this event corresponds to the division of a cell into B daughter cells. 
The nonzero steady state is 
( ) 
_ BlnB (lnB - µ1ao) 1 
Uoo W - 2 (B 1) ~ ' µ2ao - r (w) B •o 
which is positive provided µ1ao < lnB. For any initial data of the form uo(w) = Ku00 (w) where K > 0 
is a constant, the solution retains the same shape for all time: u(w,t) = K(t)u00 (w). Furthermore, 
K(t) ---> 1 as t ---> oo, so the solution will converge to the steady state for initial data of this form. 
For any other type of initial condition, the solution will instead converge to a periodic solution of 
period a0 • In particular, it can be shown that the solution at t = na0 where n = O, 1, 2, ... (i.e. at 
multiples of the cell cycle duration ao) is given by: 
(IT - l)Bµ1uo(w) 
u(w nao)=~~~---'--~---'---'-----'-------'---'--'--~~-
' Bµ1(1T - l)IT-n + µ21/rj (IT - a-1-n), 
where rwo u; = U0 (eµ,ao - 1) + (B -1) lo uo(w) ( eµ,R(w) -1) dw and 
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Fig, 6 Diagram of the characteristics for the cell growth model. The solution propagates along characteristics, 
which are the curves t - R(w) = constant. When the characteristics reach w = wo, the delta renewal function 
is applied and the solution jumps back tow= 0 (and is multiplied by B). 
Hence as n ____, oo 
{ 
1tt(B-~:1•o)uo(w) if Be-µ,ao > 1, 
u(w, nao) ----, µ 2 0 (33) 
O if Be-µiao < 1. 
Thus the population will converge to a periodic function if µ1 ao < ln B. Otherwise, the population 
will eventually die out. Note that this condition depends on the growth rate r(w) only through the cell 
cycle duration time ao, 
Figure 7 shows the solutions for a "top hat" initial condition and two different growth functions. 
In Figure 7a the cells undergo exponential growth, r(w) = 1 + aw, where a= 0.1. Again, the initial 
condition becomes stretched as it propagates along the characteristic curve. In Figure 7b the cells 
undergo von Bartalanffy type growth, r(w) = 1 + aw, where a= -0.1. Here the shape of the charac-
teristic compresses the "top hat" as it travels. In both cases µ1ao < ln B and, as stated previously, the 
solutions do not converge to the steady state but instead to the periodic solution (33), with period a0 • 
4 Discussion 
A specific case of the von Foerster equation has been considered in which the mortality rate is a 
sum of a function of the total population (which models the constant background rate plus death 
due to overcrowding or competition for resources) and a function of weight (which may represent, for 
example, the removal of a parent after reproduction, as in cell division). The birth rate was taken to 
be an arbitrary function of age, but independent of the total population size. 
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Fig. 7 Cell population density against DNA content at successive values of time with a delta birth function, 
b(w) = B8(w - w0 ) = 28(w - 7). The mortality rates areµ,= µ2 = 0.05. The growth rate is r(w) = 1 + ow: 
(a) o = 0.1 (exponential growth); (b) o = -0.l (von Bartalanffy type growth). In both cases, the solution 
converges to a periodic function of period ao"" 5.3 in (a) and ao"" 12.0 in (b). 
A general solution method was presented which reduced the nonlinear integro-partial differential 
equation to a first-order ordinary differential equation. Specific choices of mortality dependence on 
total population were then presented in which this equation could be solved explicitly; these included 
the commonly considered case of linear dependence. 
Specific solutions were then presented for particular choices of birth function. These included the 
case of constant birth rate (for both constant and non-constant growth rates), in which it was shown 
that the population will survive in the long term if the birth rate plus the slope of the linear growth 
rate is greater than the death rate. We then considered the case in which reproduction occurs at a 
given age or size, so that the birth rate is a &-function. We first examined the case in which the parent 
survives and continues to be a drain on resources, and then looked at the case in which the parent is 
removed after reproduction, which is appropriate when modelling populations of cells. We found that, 
in general, the population of cells will evolve towards a periodic solution if the death rate multiplied 
by the cell cycle duration is less than In B, where B is the number of daughter cells at division (in 
general B = 2). The period of the solution is the natural duration of the cell cycle. If the product 
exceeds In B, then the population will eventually die out. 
In all cases, death due to overcrowding does not impact on the long-term survival versus extinction 
of the population, but, in the event the population survives, does affect its eventual size. 
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