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している．2018 年 12 月から，BS・東経 110 度 CS による 4K・8K 実用放送である「新
4K8K 実用放送」も開始され，現在，4K・8K 放送がより一層推進されている [1][2]．
この推進に付随する形で，4K（対応）テレビの出荷台数も年々向上しており，2019 年
11 月期における 4K（対応）テレビの出荷台数は約 23.6万台，薄型テレビに占める割合
は 57.6％となっている [3][4]．4K・8K テレビの出荷台数は，今後さらに拡大する見込
みであり，一般社団法人 電子情報技術産業協会（JEITA）の見通しでは，2022 年に 64%
まで拡大するとされている [2][4]． 
また，スマートフォンについても同様の傾向がみられる． 2017 年に発売された 
iPhone 8 や iPhone 8 Plus では，解像度がそれぞれ 1,334×750，1,920×1,080 [5]であった
が，2019 年発売の iPhone 11 Pro や iPhone 11 Pro Max では，2,436×1,125 および
2,688×1,242 [6]になるなど，年々解像度が拡大している．Android においても解像度の拡


















































































本研究では，学習型超解像の原点的手法である Super-Resolution Convolutional Neural 
Network（SRCNN） [15]と，スパースコーディングベースの Adjusted anchored neighbor 






















































































































て事後確率を最大化し高解像度の画像を取得する MAP（Maximum a posteriori）法 
[32][33][34]や，最尤推定に基づくML（Maximum likelihood)）法 [35]，元の画像の
部分的な情報と事前に知られている特性から欠落したデータを復元することがで
きる POCS（Projection onto convex sets）法 [36][37]や，投影から画像を再構成する




























































































過去の学習型超解像手法には，Locally linear embedding（LLE） [42]や，Neighbor 
Embedding（NE） [43][44]，スパースコーディングに基づく超解像 [17][45][46] や，
Simple Function（SF） [36]，Anchored Neighborhood Regression（ANR） [48]や，
Adjusted anchored neighbor regression（A+） [16]，および，ランダムフォレストを
用いた超解像技術などがある． 
さらに，Deep Learning を超解像技術に初めて適用した，Super- Resolution 
Convolutional Neural Network（SRCNN） [15]が提案されて以降，Convolutional 
Neural Network や Deep Neural Network を利用した，さまざまな手法が考案された．
その例として，Fast Super-Resolution Convolutional Neural Networks（FSRCNN） [49]， 
Enhanced Deep Super-Resolution Network（EDSR） [50]や，Dual-State Recurrent 




















































Super-Resolution Convolutional Neural Network（SRCNN） [15]と，スパースコーディン






２.４.１ Super-Resolution Convolutional Neural Network（SRCNN） 
 
本項では参考文献 [15]の手法についてまとめる． 












性能が良くなるわけではないことを示しており，4 層や 5 層まで進むと，収束を保証
する適切な学習率を設定することが困難となるため，3 層のネットワークを利用して
いる．3 層の CNN の構成を図 2.5 に示す． 
 
 
図２.５ SRCNN のネットワークの構成図 
 
なお，f1，f2，f3 はフィルタの空間サイズを示し，標準設定値として，f1 = 9，f2 = 
1，f3 = 5 を利用している．この CNN における全体的な処理について述べる． 
補間拡大画像は，CNN の第 1 層に入力され，オーバーラップしたパッチが抽出さ
れる． 各パッチは高次元ベクトルとして表され，一連の特徴マップが抽出される．
フィルタ応答としては Rectified Linear Unit（ReLU） [53] を利用する．続いて，第 2
層では，第 1 層で出力された n1 次元ベクトルから n2 次元ベクトルへの非線形写像が
行われ，高解像度のパッチへのマッピングが行われる．n1，n2 は実験から，増加さ
せるほど優れた性能を示すが，修復時間が長くなるため，64，32 と設定されている．
第 2 層で出力された n2 次元ベクトルのそれぞれが，再構成処理に使用される高解像
度パッチを示し，第 3 層ではこれらのパッチの再構成処理を行うことで最終的な高解













２.４.２ Sparse-coding Super-Resolution（ScSR） 
 



















イズは 1024 であり，J. Yang らは 256 から 2048 の 4 種の辞書サイズを用いた実験結
果から，辞書サイズ 1024 において，処理時間と精度の双方で 良好な結果が得られる
ことを導いている． 







図２.６ ScSR の構成図（概念図） 
 
ScSR の超解像処理段階ではまず，バイキュービック補間を利用して取得した補間


























































また，A+ は，超解像手法としては，ANR（Anchored Neighborhood Regression） [47]
と SF（Simple Function） [48]とを合成した手法である．ANR はスパース辞書を学習





行う．A+ は ANR の特徴と固定独立変数をベースにしているが，辞書の独立変数を







本節では，再構成精度による画質評価指標（PSNR および SSIM [12]）と，非参照画







1つであり，MSE（Mean Square Error）とピーク値から算出可能である [58]． 
以下に，参考文献 [58][59]をもとに，8 bit 画像に対する PSNR の導出式を示す． 
輝度信号が 8 bit で表現されるとき，画像信号の最大値は 255 である．評価の基準
となる画像（原画像）の画素を 𝑂	(𝑖, 𝑗)， 評価対象となる画像（超解像画像）の画素







𝑃𝑆𝑁𝑅 = 10	 log45 2558𝑀𝑆𝐸 																																																							(2.1) 





人間の視覚は Weber Fechner の法則に従うことから，主観品質と PSNR とがより一致
















以下に，参考文献 [12][58][60]をもとに，SSIM の導出式を示す． 𝜇D, 	𝜎D,	および	𝜎DF	をそれぞれ，11 × 11画素の正規化された円対称ガウス関数によ
り重み付けられた 𝑥[𝑖] の 平均値，標準偏差，および𝑥[𝑖]	𝑦[𝑖]の共分散とし，𝜇F	およ





ウ） 𝑥[𝑖]	, 𝑦[𝑖]	に対する SSIM は，式 2.3 から計算される [12][58]． 
 𝑆𝑆𝐼𝑀(𝑥, 𝑦) 	= 	 J2𝜇D × 𝜇F + 𝐶4MJ2𝜎DF + 𝐶8MJ𝜇D8 × 𝜇F8 + 𝐶4MJ𝜎D8 × 𝜎F8 + 𝐶4M																																(2.3) 
 
ここで，定数	𝐾4, 𝐾8	が 1 より非常に小さく，𝐿	を画素値のピーク値とするとき（8bit 
画像の場合	𝐿 = 255	），𝐶4, 𝐶8	は，式 2.4，および 式 2.5 から得られる [12][58]． 
 𝐶4 = 	 (𝐾4𝐿)8																																																																	(2.4) 𝐶8 = 	 (𝐾8𝐿)8																																																																	(2.5) 
 
文献 [12]では，定数 𝐾4, 𝐾8	は，	𝐾4 = 0.01, 	𝐾8 = 0.03	が適するとされている [12]． 
ここで，式 2.3 により得た SSIM は，画像中のウィンドウに対する評価値であり，
画像全体に対する画質評価値は，それらの平均値から得られる（式 2.6） [58]． 
 
𝑀𝑆𝑆𝐼𝑀	(𝑥, 𝑦) 	= 	 1𝑀	; 	𝑆𝑆𝐼𝑀	(𝑥, 𝑦)A@R4 																																								(2.6) 
SSIM は，PSNR よりも知覚品質に相関する場合があることが報告されている [58]．  

























 𝐼T(𝑖, 𝑗) 	= 	 𝐼(𝑖, 𝑗) − 𝜇(𝑖, 𝑗)𝜎(𝑖, 𝑗) + 𝐶 																																																				(2.7) 
 
ここで，𝐼(𝑖, 𝑗)	は画像の行列	(𝑖, 𝑗) 成分における輝度値，𝑖 ∈ 1,2. . . 𝑀，𝑗 ∈ 1,2. . . 𝑁は
画像サイズ𝑀 ×𝑁に対する空間インデックス，𝐶 = 1 は分母がゼロになる傾向がある
際の不安定性を防ぐための定数項である．また，𝜇(𝑖, 𝑗) および 𝜎(𝑖, 𝑗)	は式 2.8，およ
び 式 2.9 により計算される． 
 
𝜇(𝑖, 𝑗) = ; ; 𝑤X,Y	𝐼X,Y	(𝑖, 𝑗)ZYR[Z\XR[\ 																																											(2.8) 
𝜎(𝑖, 𝑗) = ^ ; ; 𝑤X,Y 	_𝐼X,Y	(𝑖, 𝑗) − 𝜇(𝑖, 𝑗)`8ZYR[Z\XR[\ 																												(2.9) 
 𝑤	 = 	 {𝑤𝑘, 𝑙｜𝑘 = −𝐾, . . . , 𝐾, 𝑙 = −𝐿, . . . 𝐿} は，局所領域	(𝐾 × 𝐿) における円対称ガ
ウス重み関数であり，実装では，𝐾 = 𝐿 = 3である． 














 𝐻(𝑖, 𝑗) = 𝐼T(𝑖, 𝑗)	𝐼T(𝑖, 𝑗 + 1)																																																	(2.10) 𝑉(𝑖, 𝑗) = 𝐼T(𝑖, 𝑗)	𝐼T(𝑖 + 1, 𝑗)																																																	(2.11) 𝐷1	(𝑖, 𝑗) = 𝐼T(𝑖, 𝑗)	𝐼T(𝑖 + 1, 𝑗 + 1)																																									(2.12) 𝐷2	(𝑖, 𝑗) = 𝐼T(𝑖, 𝑗)	𝐼T(𝑖 + 1, 𝑗 − 1)																																									(2.13) 
 
これらの隣接 MSCN 係数のペア積は，非対称一般化ガウス分布 Asymmetric 
Generalized Gaussian Distribution（AGGD））に適合され，文献 [64]のモーメントマッ
チングベースの手法により統計モデルのパラメータが推定される [14] ．BRISQUE























実験結果を図 2.7 に示す． 
 
 
 (C) 2014 Z. Wang et.al. / 文献 [66]より画像引用 























PSNR 4 5 3 2 1 
SSIM 1 2 3 4 5 
BRISQUE 2 1 3 4 5 
主観品質 2 1 3 4 5 
 
実験結果より，PSNR では ，視覚的に不快な画像（5）および（6）を上位 2 位に
している．これらの画像はそれぞれ，（5）：全体的にぼやけているが画素値の誤差が
少ない画像，および（6）：ブロックノイズが生じているが画素値の誤差が少ない画像，










結果が取得できており，文献 [58]の「SSIM は主観品質との相関の観点で，PSNR よ
り優れる場合がある」ことを確認することができた．一方，SSIM の上位 2 種は，主































を意識する場合は，再構成精度である PSNR や SSIM 以上に，BRISQUE による知覚
品質を改善することが重要であるといえる． 



















































（Multi-Step Super-Resolution：MSSR）  [67]を用いて，まず知覚品質を向上させ，
BRISQUE値の向上を図る．さらに，「方向性を考慮した超解像技術（回転・反転を伴う



































図 3.2 に示すとおり，マルチステップ超解像技術では，Bicubic 補間拡大処理を除く
2 段の超解像処理部を連結する．過去の研究では，この 1 段目の超解像処理手法とし
て A+，または ScSR を使用し，2 段目の超解像処理手法として，Bicubic 補間を除く
SRCNN を使用している [67]． 
通常，SRCNN のプログラム中では，輝度値	[0, 255]を[0, 1]に正規化する処理が実
行される．一方，標準画像 Set 5，Set 14 [30][31]を用いた実験結果より，マルチステ
ップ超解像技術の 2 段目に SRCNN を適用する場合には，この正規化を行わないこと
で再構成精度が向上することを確認した．さらに，マルチステップ超解像技術の評価
実験から，本手法では視覚的に大幅に画質が改善されることを確認した．図 3.3 に，












































































さらに，上記の結論に基づけば，SRCNN，A+ や ScSR に限らず，一般的な学習型
超解像手法ではパッチや基底の選択における誤差，およびマッピングによる誤差が生




















各種提案手法において，1 段目の超解像処理部には，A+，または ScSR を使用し，2
段目には SRCNN を使用した． 
まず，MSSR-2 では，マルチステップの超解像技術の 2 段目に方向性を伴う超解像技
術を適用する．これにより，MSSR-2 では，2 段目の超解像処理部において，より正確
な（再構成精度の高い）超解像処理を実行することを図る． 





続いて，MSSR＋では，1 段目と 2 段目の双方に，方向性を伴う超解像技術を適用す
る．この手法では，マルチステップ超解像の各段の超解像処理部で，再構成精度が向上















































表 4.1 から表 4.7 に，1 段目の超解像処理部に A+ を使用した場合における，画質





を示し，Bicubic はダウンサンプリング後に Bicubic 法を用いて補間拡大した結果を示
す．また，A+（T1）は，従来手法 A+ [16]のみを使用した場合の超解像結果を示し，
A+（6）は，方向性を考慮した超解像 [18]を A+に適用した場合の超解像結果を示す．
MSSR は マルチステップ超解像技術 [67]を使用した場合の超解像結果を示し，
MSSR-2 から MSSR+2 は，第 3 章で記述した提案手法による超解像結果を示す． 
表中の赤字は各画像における最高画質を示し，下線は原画像よりも高画質である場
合を示す．また，薄紫の塗りつぶしは BRISQUE値が 40 を上回る場合を示す． 
 
表４.１ BRISQUE の比較（A+ 使用時） 
Method 
Image Original A+ (T1) A+(6) MSSR MSSR-2 MSSR-3 MSSR+ MSSR+2 
Baboon 33.4766 42.1806 42.7065 43.4581 43.4582 43.4581 43.4582 43.4582 
Baby 28.2013 22.3921 22.7796 21.6847 19.9471 21.8369 20.0209 19.4451 
Barbara 24.7818 24.7417 24.5671 32.4029 33.2722 31.8460 32.8394 32.8920 
Bird 35.8869 37.5129 37.6817 25.6677 26.5028 25.6929 26.5360 26.8230 
Bridge 9.4536 40.3840 41.3550 43.2547 43.4523 43.2756 43.4540 43.4545 
Butterfly 42.8245 42.1281 42.0706 43.4471 43.4582 43.4413 43.4582 43.4582 
Coastguard 43.4556 43.4582 43.4582 43.4582 43.4582 43.4582 43.4582 43.4582 
Comic 39.8219 43.2271 43.3257 43.4582 43.4582 43.4582 43.4582 43.4582 
Face 36.6044 34.4924 34.7425 20.2218 22.0198 19.9257 22.0388 22.0556 
Flowers 21.8328 31.4709 32.8270 40.5720 42.4991 40.5208 42.4098 42.2359 
Foreman 30.2200 31.4919 31.5207 10.4051 13.9840 10.5622 13.8558 14.2869 
Head 36.6680 34.5984 34.8333 20.2911 21.9957 20.0984 22.0370 21.9999 
Lena 16.2192 32.2501 33.1067 25.8766 27.3020 26.1714 27.2734 27.3970 
Man 16.7750 40.0472 40.3377 43.3242 43.4303 43.2998 43.4338 43.4338 
Monarch 2.7060 23.0019 23.4029 8.9264 15.3439 9.0176 16.5046 15.1100 
Pepper 28.0928 38.0494 38.5068 29.1836 29.8055 29.0986 29.7944 30.0030 
Ppt3 40.7031 41.3573 41.3290 37.0277 38.5330 37.1402 38.6429 38.9978 
Woman 27.6664 26.8437 26.9976 12.2865 15.6849 12.5584 15.7189 16.2873 







提案手法の BRISQUE値が，従来手法 A+ よりも減少した（すなわち高画質となった）．




続いて，上記の結果について平均値を比較したものを表 4.2 に示す． 
 
表４.２ BRISQUE の平均値の比較（A+ 使用時） 
Method 
 Original A+ (T1) A+(6) MSSR MSSR-2 MSSR-3 MSSR+ MSSR+2 
Average 28.2765 35.3882 35.7201 30.9679 32.1612 30.9635 32.2027 32.1954 




また，表 4.2 の結果から，提案手法 MSSR-3 において BRSQUE 値が平均的に最も削
減されることを確認した． 
次に，PSNR について比較した結果を，表 4.3 から表 4.5 に示す． 
 
表４.３ PSNR の比較 1 [dB]（A+ 使用時） 
Method 
Image A+ (T1) A+(6) MSSR MSSR-2 MSSR-3 MSSR+ MSSR+2 
Baboon 25.6530 25.6783 23.9428 24.2715 23.9661 24.2827 24.2917 
Baby 38.5225 38.5680 35.0262 35.7270 35.0611 35.7554 35.7670 
Barbara 28.6971 28.6251 26.5154 27.0379 26.5244 26.9610 26.9612 
Bird 41.1493 41.3187 34.5658 35.2894 34.5854 35.3197 35.3593 
Bridge 29.0955 29.1342 26.8749 27.3250 26.8861 27.3238 27.3369 
Butterfly 32.0313 32.1484 24.8041 25.6578 24.8176 25.6684 25.6927 






表４.４ PSNR の比較 2 [dB]（A+ 使用時） 
Method 
Image A+ (T1) A+(6) MSSR MSSR-2 MSSR-3 MSSR+ MSSR+2 
Comic 28.3257 28.3568 24.9632 25.4680 24.9878 25.4794 25.4897 
Face 35.7472 35.7749 33.9085 34.2801 33.9222 34.2825 34.2997 
Flowers 33.0812 33.1368 28.9177 29.4689 28.9280 29.4824 29.5061 
Foreman 37.0230 37.2137 31.6228 32.4391 31.6555 32.4903 32.4945 
Head 35.7716 35.7989 33.9229 34.2992 33.9387 34.3045 34.3197 
Lena 36.5989 36.6371 33.0002 33.4156 33.0187 33.4242 33.4398 
Man 30.8865 30.9113 28.4740 28.8706 28.4962 28.8815 28.8972 
Monarch 37.0284 37.1384 30.6127 31.4092 30.6341 31.4326 31.4573 
Pepper 37.0875 37.1077 33.9191 34.2874 33.9076 34.2856 34.3072 
Ppt3 30.4563 30.5541 26.9299 27.3988 26.9364 27.4123 27.4404 
Woman 35.3197 35.4175 30.0617 30.7329 30.0548 30.7179 30.7317 
Zebra 33.7001 33.8540 28.6549 29.4951 28.6590 29.5038 29.5421 
 
表４.５ PSNR の平均値の比較 [dB]（A+ 使用時） 
Method 
Image A+ (T1) A+(6) MSSR MSSR-2 MSSR-3 MSSR+ MSSR+2 




ップ超解像技術に適用することで，提案手法の 4 種（MSSR-2 から MSSR＋2）の PSNR
値が向上することが確認できた．特に，提案手法 MSSR+2 では，マルチステップ超
解像技術を用いた超解像手法の中で，最高の PSNR値をとることを確認した． 







表４.６ SSIM の比較（A+ 使用時） 
Method 
Image A+ (T1) A+(6) MSSR MSSR-2 MSSR-3 MSSR+ MSSR+2 
Baboon 0.8630 0.8637 0.8383 0.8456 0.8388 0.8458 0.8461 
Baby 0.9855 0.9857 0.9747 0.9779 0.9749 0.9781 0.9782 
Barbara 0.9075 0.9057 0.8810 0.8875 0.8807 0.8859 0.8861 
Bird 0.9969 0.9970 0.9857 0.9878 0.9858 0.9878 0.9879 
Bridge 0.8480 0.8490 0.8129 0.8239 0.8135 0.8242 0.8244 
Butterfly 0.9836 0.9840 0.9273 0.9377 0.9276 0.9379 0.9381 
Coastguard 0.8479 0.8507 0.8288 0.8365 0.8300 0.8374 0.8378 
Comic 0.9345 0.9350 0.8958 0.9045 0.8963 0.9048 0.9049 
Face 0.9564 0.9566 0.9418 0.9450 0.9419 0.9450 0.9452 
Flowers 0.9684 0.9688 0.9360 0.9419 0.9363 0.9422 0.9424 
Foreman 0.9834 0.9837 0.9615 0.9674 0.9617 0.9676 0.9677 
Head 0.9564 0.9567 0.9416 0.9449 0.9418 0.9449 0.9452 
Lena 0.9915 0.9916 0.9836 0.9848 0.9836 0.9849 0.9849 
Man 0.8753 0.8761 0.8336 0.8431 0.8340 0.8433 0.8438 
Monarch 0.9942 0.9943 0.9792 0.9820 0.9793 0.9821 0.9822 
Pepper 0.9932 0.9933 0.9879 0.9886 0.9879 0.9886 0.9886 
Ppt3 0.9831 0.9835 0.9412 0.9462 0.9412 0.9462 0.9465 
Woman 0.9876 0.9878 0.9690 0.9735 0.9691 0.9735 0.9736 
Zebra 0.9847 0.9852 0.9536 0.9600 0.9537 0.9600 0.9603 
 
 
表４.７ SSIM の平均値の比較（A+ 使用時） 
Method 
Image A+ (T1) A+(6) MSSR MSSR-2 MSSR-3 MSSR+ MSSR+2 
Baboon 0.9495 0.9499 0.9249 0.9305 0.9252 0.9305 0.9307 
 









れの手法においても，従来手法である A+より平均 BRISQUE 値が改善されることが
示された．さらに，再構成精度の比較から，提案手法では，MSSR の再構成精度を改
善できていることを確認した．中でも，MSSR＋2 では，マルチステップ超解像技術
























次に，1 段目の超解像処理部に ScSR を使用した場合の画質評価値の比較を，表 4.8
から表 4.13 に示す． 
表中の ScSR（T1）は，従来手法 ScSR [17]を使用した場合の超解像結果を示し，ScSR
（6）は，方向性を考慮した超解像 [18]を ScSR に適用した場合の超解像結果を示す． 
 
表４.８ BRISQUE の比較（ScSR 使用時） 
Method 
Image Original ScSR (T1) ScSR (6) MSSR MSSR-2 MSSR-3 MSSR+ MSSR+2 
Baboon 33.4766 37.7566 39.5840 43.4580 43.4582 43.4582 43.4582 43.4582 
Baby 28.2013 24.4594 23.5438 22.6502 21.7406 20.8240 20.3594 21.1064 
Barbara 24.7818 22.2219 23.8721 30.1308 31.2079 30.2582 31.2264 31.1874 
Bird 35.8869 36.3723 36.4348 20.4878 22.4352 21.4015 23.0078 23.3624 
Bridge 9.4536 35.7344 37.2890 43.0232 43.4493 43.0622 43.4502 43.4483 
Butterfly 42.8245 42.1765 42.7201 43.4476 43.4582 43.4423 43.4582 43.4582 
Coastguard 43.4556 43.4582 43.4582 43.4582 43.4582 43.4582 43.4582 43.4582 
Comic 39.8219 43.0158 43.3030 43.4582 43.4582 43.4582 43.4582 43.4582 
Face 36.6044 33.2562 33.9187 21.6840 23.3197 21.3224 22.8609 23.1289 
Flowers 21.8328 31.6142 28.7702 38.3521 40.7993 37.7168 39.7094 40.8621 
Foreman 30.2200 29.2621 29.8455 4.3167 5.3526 4.2987 5.5776 5.7248 
Head 36.6680 32.9902 33.7576 21.4465 23.2994 21.1412 22.6668 23.0740 
Lena 16.2192 23.1903 28.3615 21.6248 23.3676 22.4952 23.6278 23.7735 
Man 16.7750 30.0121 35.6014 43.2570 43.4248 43.2979 43.4343 43.4298 
Monarch 2.7060 21.5916 22.4841 9.6356 17.4792 8.1124 14.7985 15.5914 
Pepper 28.0928 34.0615 37.1655 23.6718 26.9591 24.2364 26.2863 26.5436 
Ppt3 40.7031 38.5083 39.8533 36.6618 38.4107 37.0405 38.6545 38.5023 
Woman 27.6664 25.9771 25.9095 13.3676 12.8931 10.3846 12.1360 12.9506 





表４.９ BRISQUE の平均値の比較（ScSR 使用時） 
Method 
 Original ScSR (T1) ScSR (6) MSSR MSSR-2 MSSR-3 MSSR+ MSSR+2 
Average 28.2765 35.3882 33.7905 29.8678 31.1278 29.6213 30.7940 31.0514 




BRISQUE 値が 40 以下の場合，Barbara を除く全ての画像において，提案手法の





解像手法（MSSR から MSSR＋2）では，従来手法である ScSR よりも BRISQUE値が
改善されることが確認できた．また，表 4.9 の結果から，提案手法 MSSR-3 において
BRSQUE値が平均的に最も削減できることを確認した． 







表４.１０ PSNR の比較（ScSR 使用時） 
Method 
Image ScSR (T1) ScSR (6) MSSR MSSR-2 MSSR-3 MSSR+ MSSR+2 
Baboon 25.3219 25.3894 23.8232 24.1263 23.8587 24.1539 24.1508 
Baby 38.0480 38.4129 34.8309 35.5244 34.9249 35.6146 35.6267 
Barbara 28.5358 28.6336 26.5905 27.0484 26.6270 27.0754 27.0756 
Bird 39.6128 40.3103 34.3915 35.0699 34.4890 35.1627 35.2105 
Bridge 27.4844 27.6558 25.2050 25.7049 25.2380 25.7393 25.7454 
Butterfly 31.0481 31.4528 24.7206 25.5567 24.8005 25.6408 25.6431 
Coastguard 30.4613 30.6732 28.6087 28.8644 28.6801 28.9509 29.0098 
Comic 27.8819 28.0758 24.9045 25.4192 24.9387 25.4529 25.4658 
Face 35.5296 35.6914 33.7985 34.1623 33.8500 34.2062 34.2177 
Flowers 32.5339 32.8264 28.8123 29.3695 28.8576 29.4146 29.4358 
Foreman 34.5896 34.7385 30.9890 31.5446 31.2857 31.7673 31.7209 
Head 35.5460 35.7064 33.8077 34.1770 33.8588 34.2180 34.2321 
Lena 36.2219 36.4913 32.9636 33.4121 33.0153 33.4441 33.4624 
Man 30.5785 30.7469 28.3688 28.7845 28.4193 28.8211 28.8377 
Monarch 36.1726 36.5608 30.4994 31.3019 30.5834 31.3884 31.3905 
Pepper 34.1698 34.3819 32.3959 33.1025 32.5461 33.1501 33.0477 
Ppt3 29.4705 29.6887 26.5736 27.1300 26.6070 27.1636 27.1451 
Woman 34.6160 34.9803 30.0382 30.7988 30.0919 30.8223 30.8325 
Zebra 33.0742 33.5607 28.4996 29.3503 28.5735 29.4021 29.4208 
 
 
表４.１１ PSNR の平均値の比較 [dB]（ScSR 使用時） 
Method 
Image ScSR (T1) ScSR (6) MSSR MSSR-2 MSSR-3 MSSR+ MSSR+2 
Baboon 32.6788 32.9462 29.4643 30.0236 29.5392 30.0836 30.0879 
 











表４.１２ SSIM の比較（ScSR 使用時） 
Method 
Image ScSR (T1) ScSR (6) MSSR MSSR-2 MSSR-3 MSSR+ MSSR+2 
Baboon 0.8285 0.8304 0.8073 0.8140 0.8080 0.8146 0.8147 
Baby 0.9821 0.9835 0.9716 0.9750 0.9722 0.9754 0.9756 
Barbara 0.8996 0.9009 0.8755 0.8810 0.8765 0.8819 0.8819 
Bird 0.9929 0.9938 0.9821 0.9841 0.9824 0.9843 0.9845 
Bridge 0.8427 0.8473 0.8030 0.8157 0.8047 0.8171 0.8174 
Butterfly 0.9788 0.9806 0.9234 0.9337 0.9246 0.9348 0.9348 
Coastguard 0.8481 0.8527 0.8245 0.8306 0.8256 0.8325 0.8335 
Comic 0.9252 0.9281 0.8878 0.8967 0.8888 0.8975 0.8977 
Face 0.9305 0.9321 0.9172 0.9203 0.9178 0.9209 0.9212 
Flowers 0.9564 0.9585 0.9245 0.9305 0.9253 0.9312 0.9314 
Foreman 0.9778 0.9788 0.9566 0.9623 0.9580 0.9633 0.9632 
Head 0.9302 0.9318 0.9169 0.9201 0.9175 0.9206 0.9210 
Lena 0.9871 0.9876 0.9791 0.9805 0.9793 0.9806 0.9807 
Man 0.8692 0.8733 0.8273 0.8376 0.8290 0.8387 0.8392 
Monarch 0.9922 0.9929 0.9775 0.9804 0.9779 0.9807 0.9807 
Pepper 0.9840 0.9845 0.9783 0.9794 0.9787 0.9796 0.9796 
Ppt3 0.9725 0.9739 0.9326 0.9383 0.9336 0.9392 0.9388 
Woman 0.9844 0.9855 0.9662 0.9712 0.9666 0.9715 0.9716 







表４.１３ SSIM の平均値の比較 [dB]（ScSR 使用時） 
Method 
Image ScSR (T1) ScSR (6) MSSR MSSR-2 MSSR-3 MSSR+ MSSR+2 
Baboon 0.9402 0.9421 0.9159 0.9215 0.9167 0.9222 0.9224 
 
SSIM の比較結果より，提案手法（4 種）では，マルチステップ超解像技術に，方






手法である ScSR より平均 BRISQUE値が改善されることを確認した．さらに，再構






























た．BRISQUE 値の比較から，BRISQUE 値が 40 以下の場合，Barbara を除く全ての
画像において，提案手法は従来手法よりも画質が向上することが示された．また，
BRISQUE の平均値の比較から，マルチステップ超解像技術を使用した超解像手法，5
種類全てにおいて，従来手法である A+，および ScSR よりも BRISQUE 値が改善さ














である A+，ScSR，および SRCNN よりも，知覚品質が大幅に向上し，さらに，再構
成精度の低下も最小限に抑制できると考えられる． 
ここで，MSSR-3 で最も平均 BRSQUE 値が削減される（すなわち最も高画質とな
る）結果となった原因と，MSSR＋2 による知覚品質，および再構成精度の向上につ
いて考察する． 









処理を行わずに，直接 2 段目と回転・反転処理に連結する．したがって MSSR＋2 で
は，1 段目と 2 段目の超解像処理部で同じ方向性に対して超解像処理が実行され，こ
れにより再構成精度が向上したと考えられる．1 段目と 2 段目の超解像処理部で同じ
方向性を持つことで再構成精度が向上した原因には，以下が考えられる． 
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