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1.
generalized Young diagram 1991 J. B. Carrell
[1]
[1] D. Peterson Kac-Moody Lie Weyl minuscule $w$
reduced decomposition ( ) :
(1.1) #Red $(w)= \frac{f(w)!}{\prod_{\beta\in\Phi(w)}ht(\beta)}$ ,
Red $(w)$ $w$ reduced decomposition
$\ell(w)$ $w$ length, $\Phi(w)$ $w$ inversion set, ht $(\beta)$ $\beta$ height
Young diagram $Y$ standard tableau :
(1.2) $\#STab(Y)=\frac{\# Y!}{\Pi_{v\in Y}h_{v}}$ ,





ht $(\beta)(\beta\in\Phi(w)) h_{v}(v\in Y)$
rmiinuscule $w$ inversion set
$\Phi(w)$ generalized Young diagram
C.Greene, A.Nijenhuis, HSWilf [3] Young diagram standard
tableau random walk ( 3
$)$ . Young diagram hook length formula(1.2)
B. E. Sagan [10] [3] shifted Young diagram
( 4 ).
generalized Young diagram ( simply-laced )
[3] ( ( 2 ))
simply-laced generalized Young diagram
hook length formula (1.1)
2. $GNW$-ALGORlTHM
2. 1. graph. GNW-algorithm
$\Gamma=(V;arrow)$ (1),(2),(3)
:
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(1) $\Gamma$ $($ $\# V<\infty)$ .
(2) $\Gamma$ ( ).
(3) $\Gamma$ cycle ( loop ).
$Y$ ’
FIGURB 2.1. cycle and loop
Remark 1. $d:=\# V$
Definition 1 $v\in V$ $H_{\Gamma}(v)^{+}(\subseteq\Gamma)$ :
$H_{\Gamma}(v)^{+};=\{u\in\Gamma|varrow u\}$ .
Hr $(v)^{+}$ $v$ strict hook
Definition 2. $d$ $:=\# V$ $L$ : $\{1, \cdots ,d\}\Gamma$
$(V; arrow)$ standard tableau :
$L(k)arrow L(l)\Rightarrow k>l$, $k,$ $l\in\{1, \cdots,d\}$ .
$\Gamma=(V;arrow)$ standard tableaux STab$(V; arrow)$
$\Gamma=(V;arrow)$ ([3]
$)$ $\Gamma$ GNW-algorithm :
GNWI. Set $i:=0$ and set $\Gamma_{0}$ $:=\Gamma$ .
GNW2. (Now $\Gamma_{i}$ has $d-i$ nodes.) Set $j:=1$ and pick a node $v_{1}\in\Gamma_{i}$ with the probability
$1/(d-i)$ .
GNW3. If $\#H_{\Gamma_{l}}(\mathcal{V}j)^{+}\neq 0$, pick a node $\mathcal{V}j+1\in H_{\Gamma_{j}}(\mathcal{V}j)^{+}$ with the probability $1/\#H_{\Gamma},$ $(\mathcal{V}j)^{+}$ . If
not, go to GNW5.
GNW4. Set $j:=j+1$ and retum to GNW3.
GNW5. $($Now $\#H_{\Gamma_{i}}(\mathcal{V}j)^{+}=0.)$ Set $L(i+1)$ $:=\mathcal{V}j$ and set $\Gamma_{i+1}$ $:=\Gamma_{i}\backslash \mathcal{V}j$ (the graph deleted
$v_{j}$ ffom $\Gamma_{i}$).
GNW6. Set $i:=i+1$ . If $i<d$, retum to GNW2; if $i=d$, terminate.
$v_{i+1}\in\nabla(\Gamma_{i})$ s.t. Hr; $(v_{i+1})^{+}=$
$\Gamma$ $L=(v_{1}, v_{2}, \cdots, v_{d})$ $\Gamma$









Young diagram $N\cross N$ Young diagram
hook
Definition 3. $Y$ Young diagram $v=(i,])\in Y$ $Y$ $H(v)$
:
$H_{Y}(v):=\{(i’,j’)\in Y|i=i’$ and $j\leq j’$” or $i\leq i’$ and $j=f$” $\}$ .
$H_{Y}(v)$ $v$ hook
Figure 3.1 hook
FIGURE 3.1. hook at $u$ and $v$
$v,$ $u\in Y$ $varrow u$ $u\in H_{Y}(v)$ and $u\neq v$ $\Gamma=(Y;arrow)$
Theorem 3.1 (C. Greene, A. Nijenhuis, H. S. Wilf [3]). $Y$ Young diagram
$Y=d$ ). graph $\Gamma=(Y;arrow)$ GNW-algorithm standard
tabuleau $(vl, \cdots , v_{d})\in$ STab$(\Gamma)$
(3.1) $Prob_{\Gamma}(v_{1}, \cdots, v_{d})=\frac{\prod_{v\in Y}\#H_{Y}(v)}{d!}$
Corollary 3.2. $Prob_{\Gamma}($
Proof. (3.1) standard tableau $\square$
Corollary 3.3.
$\#STab(\Gamma)=\frac{d!}{\prod_{v\epsilon Y}\#H_{Y}(v)}$ .
Proof. Corollary 3.2 $\square$
Remark 2. J. S. Frame, G. de B. Robinson, R. M. Thrall [2]
Young diagram standard tableaux
[3] Young diagram
Remark 3. G-N-W [3]
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4. $SH\mathbb{F}rED$ YOUG DlAGRAM
shiRed Young diagram $\{(i,j)\in N\cross N|i\leq i\}$
shified Young diagram hook
Definition 4. $S$ shifted Young diagram $v=(i,])\in S$ $S$
$H_{S}(v)$ :
$H_{S}(v):=\{(i’,j’)\in S|i=i’$ and $j\leq j’$” or $i\leq i’$ and $j=f$” or $j+1=i’$” $\}$ .
$H_{S}(v)$ $v$ hook ( bar)
Figure 4.1 hook
FIGURE 4.1. $u,$ $v$ $w$ hook (bar)
$v,$ $u\in S$ $varrow u$ $u\in Hs(v)$ and $u\neq v$ $\Gamma=(S;arrow)$
Theorem 4.1 (B. E. Sagan [10]). $S$ shifted YOung dtagram $(\# S=d$ $)$ .
graph $\Gamma=(S;arrow)$ GNW-algorithm standard tabuleou $(v_{1}, \cdots, v_{d})\in$
$STab(\Gamma)$ $\cdot$
(4.1) $Prob_{\Gamma}(v_{1}, \cdots, v_{d})=\frac{\Pi_{v\epsilon S}\#H_{S}(v)}{d!}$
Corollary 4.2. $Prob_{\Gamma}($




Remark 4. R. M. Thrall [11] shifted Young







5. GENERALIZED YOUNG DlAGRAM
5.1. Kac-Moody Lie algebra generalized Young diagram
simply-laced Kac-Moody Lie ( $[4][5]$ ).
$A=(a_{i,j})_{l.j\in I}$ : simply-laced Kac-Moody Lie algebra $\mathfrak{g}$ Cartan matrix.
: Cartan subalgebra over $\mathbb{R}$ ,
$*$ : dual space,
$\langle,$ $\rangle$ : $*\cross$ $arrow \mathbb{R}$ : canonical bilinear form.
$\Pi:=\{\alpha_{i}|i\in I\}\subset$
$*$ :simple roots
$\Pi^{\vee}:=\{\alpha_{i}^{\vee}|i\in I\}\subset$ :simple coroots
such that $\langle\alpha j,$ $\alpha_{i}^{\vee}\rangle=a_{i,j}$ .
$\lambda\in$ integral weight :
$\langle\lambda,$ $\alpha_{i}^{\vee}\rangle\in \mathbb{Z}$, $i\in I$.
Integral weights $P$
$i\in I$ si $\in$ GL( $*$ ) :
$s_{i}:\lambda\mapsto\lambda-\langle\lambda,$ $\alpha_{i}^{\vee}\rangle\alpha_{i}$ , $\lambda\in \text{ ^{}*}$ ,
$W$ $:=\langle s_{i}|i\in I\rangle$ : Weyl group
$\Phi$ $:=W\Pi$ : real root system
$\Phi^{\vee}$ $:=W\Pi^{\vee}$ : real coroot system
$\vee:$ $\Phi\ni\beta\mapsto\beta^{\vee}\in\Phi^{\vee}:$ the dual of real roots
$\Phi_{+}$ $\Phi_{-}$ $\Phi$ positive roots negative roots
$\beta\in\Phi$ $s_{\beta}\in W$ :





$w\in W$ $\Phi(w)(\subseteq\Phi_{+})$ (inversion set of$w$ ) :
$\Phi(w):=\{\gamma\in\Phi_{+}|w^{-1}(\gamma)<0\}$ .
5.2. Generalized Young diagram hook.
Definition 5. $\lambda\in P$ pre-dominant :
$\langle\lambda,\beta^{\vee}\rangle\geq-1$ , $\beta\in\Phi_{+}$ .
Pre-dominant integral weights $P\geq-1$
Definition 6. $\lambda\in P\geq-l$ $D(\lambda)\subseteq\Phi_{+}$ $\lambda$ diagram
:
$D(\lambda):=\{\beta\in\Phi_{+}|\langle\lambda,\beta^{\vee}\rangle=-1\}$ .
$\lambda$ finite $\#D(\lambda)<\infty$ Finite pre-dominant integral
weights $P_{\geq-1}^{fin}$
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Definition 7([6]). $\lambda\in P_{\geq-1}^{fin},\beta\in D(\lambda)$ $H_{\lambda}\phi$) :
$H_{\lambda}\phi):=D(\lambda)\cap\Phi(s_{\beta})$ .
$H_{\lambda}\phi)$ $\beta$ hook
Lemma 5.1 ([6]). $\lambda\in P_{\geq-1}^{fin},$ $\beta\in D(\lambda)$
(1) $\gamma\in H_{\lambda}(\beta)\backslash \{\beta\}$ $\gamma<\beta$ $\psi,$ $\gamma^{\vee}\rangle=1$ .
(2) $\#H_{\lambda}\omega)=$ ht $(\beta)$ .
Lemma 5. 1 $\beta,\gamma\in D(\lambda)$
$\betaarrow\gamma:\Leftrightarrow\gamma\in H_{\lambda}\phi)$ and $\gamma\neq\beta$
$D(\lambda)$
53.
Theorem 5.2 (N-Okamura [7], Okamura [8]). $\lambda\in P_{\geq-1}^{fin}$ $L\in$ STab$(D(\lambda))$
GNW-algorithm $L$ :
(5.1) $Prob_{D(\lambda)}(L)=\frac{\prod_{\beta\epsilon D(\lambda)}\#H_{\lambda}(\beta)}{d!}$ .
Corollary 5.3. $Prob_{D(\lambda)}($




Remark 6. Theorem 5.2( )
[8](formulation ). [8] R. A. Proctor [9]
case-by-case argument [7]
colored hook fommla[6]
5.4. minuscule Peterson (1. 1)
$\Lambda\in P$ dominant integral weight $w\in W$ $\Lambda$-minuscule
$w$ reduced decomposition $(s_{i_{1}}, \cdots, s_{i_{d}})\in$ Red $(w)$
(5.2) $\langle s_{i_{k+I}}\cdots s_{i_{d}}(\Lambda),$ $\alpha_{i_{k}}^{\vee}\rangle=1$ , $k=1,$ $\cdots,$ $d$
$(s_{i_{1}}, \cdots, s_{i_{d}})\in$ Red $(w)$ (5.2)
[6].
$w\in W$ $\Delta$-minusucule $w(\Lambda)\in P_{\geq-1}^{f\ln}$
$\lambda=w(\Lambda)$ $\Phi(w)=D(\lambda)$ [6].
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