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Abstract 
Suppose that f is a (<k)-to-l function from a vertex set of a graph G onto a vertex set of 
a graph H. We ask when f extends to a continuous ( < k)-to-l map from G onto H. In an earlier 
paper, the authors answered this question, for the case that k is odd, with local conditions only 
on the adjacency matrix for H and the inverse adjacency matrix for G. For the present case, 
when k is even, global conditions are needed and we capture these conditions in a matrix C that 
exists iff f extends and that describes how the subtle part of the extension must be constructed. 
1. Introduction 
Some fifty years ago, Harrold [5] initiated the study of k-to-l map between graphs; 
he showed that the simple graph consisting of a single edge and two vertices (an arc) 
cannot be mapped 2-to-1 onto any non-trivial topological space. About the same 
time, Gilbert [3] showed that if H is any graph then there is a graph G and a (<2)-to-1 
continuous function from G onto H. We use the term map to mean continuous 
function, and k-to-l, or (<k)-to-l, means that each point in the image has exactly, or 
at most, k points in its preimage. Since then many mathematicians have studied these 
special maps (see, for instance [3-S, 12-161. 
In all of this literature however, the natural question, of whether or not a k-to-l 
map, or a (< k)-to- map, exists between two prescribed graphs, is not answered. The 
authors consider these questions in [9-111. In [lo] the authors find a geometric 
description of exactly which graphs admit a 3-to-1 map onto a circle, but it was 
decided that an algorithmic approach, perhaps using the adjacency matrices, was 
needed to answer the question for graphs in general. In view of the fact that there is no 
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known polynomial-time algorithm for even the special case of when l-to-l maps exist 
between two given graphs (i.e. given two graphs, are they isomorphic?) we consider in 
[l l] the question of whether or not a given discrete k-to-l correspondence from the 
vertex set of a graph G onto the vertex set of a graph H extends to a k-to-l continuous 
function from all of G onto H. The answer is found in algebraic inequalities which 
involve the adjacency matrix of H and the ‘inverse adjacency’ matrix of G, which uses 
both G and the k-to-l correspondence between the vertex sets to determine its entries. 
The construction of the two matrices, and determining if the inequalities are satisfied, 
can be easily done in polynomial time. In [9], there are similar results for most cases of 
(< k)-to-l maps. 
This paper completes our answer for (d k)-to-l maps begun in [9]. The question, 
exactly, in this: If f is a (d k)-to-l function from the vertex set of a graph G onto 
the vertex set of a graph H, then when does there exist a (6 k)-to-l extension off from 
all of G onto H so that the extension maps only the original vertices of G to vertices 
ofH? 
The results and techniques of this paper, for the remaining and most difficult case 
where k is even and the map is onto, are significantly different from all of the earlier 
cases. These previous results required that only ‘local’ conditions be checked. By this 
we mean that one chooses a node p in H, counts how many edges are between p and 
the various adjacent nodes of p, and inspects, in the same way, only the nodes in G that 
correspond to p, and then decides if p passes the algebraic test. If all nodes of H pass 
the test, then the answer is yes, there is a continuous k-to-l extension to all of G that 
maps onto H. If one node fails the test, the answer is no. But local inspections will not 
suffice for the one remaining stubborn case covered in this paper. The structures of the 
graphs G and H as a whole must be considered. 
Suppose G and H are graphs and f is a ( < k)-to-l correspondence from a vertex set 
of G onto a vertex set of H for some positive integer k. In Fig. 1 we illustrate such 
a correspondence. Does this 2-to-1 correspondence extend to a continuous (<2)-to-1 
map from all of G onto all of H? 
We capture the properties off in a matrix C. That is, C exists if and only if f extends, 
and if C exists then its entries describe how f is to be constructed. We also show that 
this criterion is quite reasonable in the sense that one can determine if C exists in 
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to f, G and H, in the case k = 2, Edmonds algorithm [2] for finding a maximal 
matching is used. 
To get glimpse of the problems encountered when trying to extend the finite 
correspondence, consider the example in Fig. 1 for the case k = 2. From the view- 
point of the two vertices in f - ‘(4) there is no local problem in extending f to 
a (<2)-to-1 map. The two edges e2 and e3 can map to e6 and e7, and the edges e4 
and e5 can fold to map onto e8. From f-‘(p) the extension seems possible also. The 
edges e2 and e3 can both map to e7 and the edges el and e4 can fold to map onto e6. 
But of coursefcannot map e2 and e3 to satisfy bothf - l(p) andf - ‘(4) andfdoes not 
extend. 
2. Definitions and assumptions 
2.1. Dejinitions 
A function f from G onto H is (< k)-to-l if each point in H has at most k points in 
G mapping to it. A map is a continuous function. 
Some of our terminology is non-standard, at least for graph theorists. An arc is 
a compact topological space homeomorphic to the real unit interval [0, 11. A graph is 
the (not necessarily connected) union of a finite number of isolated points and a finite 
number of arcs (called edges) each two of which either do not intersect or else intersect 
in one or both common endpoints. We also require that a graph contain at least one 
edge. Each endpoint of each edge and each isolated point is called a vertex or node. 
The order of a vertex p, denoted O(p), is the number of edges the vertex is in (this is 
usually known to graph theorists as the degree or oalency of the vertex). The order of 
any point which is not a vertex is two. There are many ways to decompose a graph 
into vertices and edges since extra vertices of order two can be added, but the order of 
a point is independent of the vertex set used. Note that this definition precludes any 
loops in the vertex-edge decomposition of a graph. 
Now suppose that G and H are graphs with vertex sets N and M respectively and 
suppose that f is a function from N onto M. Let a(p, q) denote the set of edges in 
H with endpoints p and q, and let b(p, q) denote the set of edges in G with one endpoint 
in ,f - l(p) and the other endpoint in f - ’ (q). We wish to define two key matrices that 
depend on G, H, N, M, and& First, the matrix A is the usual adjacency matrix for 
H indexed by M x M such that the entry A(p, q), for vertices p and q in M, is defined to 
be Ia(p,q)l. 
The matrix B is the inverse adjacency matrix for G, H and f, also indexed by M x M, 
such that the entry B(p,q), for vertices p and q in M, is defined to be Ib(p,q)l. 
Note that A(p, p) is zero and B(p, p) is the number of edges in G with both endpoints 
in f - ’ (p), and note that both A and B are symmetric. In terms of the matrices A and 
B, a property is local if it can be verified by inspecting, for each vertex p in M, only the 
pth rows of A and B, that is, by determining the number of edges from p to each of the 
88 J Heath, A.J. W. Hilton/Discrete Mathematics 154 (1996) k-102 
vertices in H and the number of edges from any point off-‘(p) to the vertices of G. 
For each vertex p in M, let O(p) denote the order of p in H as defined in the previous 
paragraph, and let O(f-i(p)) denote the sum of the orders of the vertices in f-‘(p) in 
G. Note that for each vertex p in M, O(p) is just the row sum of the pth row of the 
matrix A, and O(f - ‘(p) ) is the sum of the off diagonal entries of the pth row of B plus 
twice the diagonal entry B(p,p). B(p,p) is counted twice since each edge between 
points off-‘(p) is counted twice for O(f-l(p)). 
2.2. Assumptions 
There are some assumptions we will make, without any loss of generality, about any 
(dk)-to-l map f from a graph G to a graph H that extends a (<k)-to-l function 
between their vertex sets; if e is an edge in G we will assume, without loss of generality, 
that f maps e to f(e) in a way that creates a minimum number of inverse points. First, 
if p # q, each edge in b(p, q) must map to an edge in a(p,q) and we assume that the 
mapping is l-to-l on these edges. If e is an edge in b(p, p) then there is a vertex q in 
M such that e maps to part of an edge d in a(p, q) and we will assume that (1) the map 
on e is a fold, i.e. each point in f(e) has either 1 or 2 inverse points in e, and (2) if e’ is 
an edge in b(q, q) that also maps to d, then the two folds do not overlap except for one 
point, i.e. each point in S(e) u f(e’) = d h as exactly two inverse points in cue’. 
Finally, we remark that for any real number x, Lx 1 is the greatest integer not 
greater than x and rx] is the least integer not less than x. 
3. Earlier results 
In [9] we obtained the following characterization of pairs (G,H) of graphs and 
integers k for which there is a ( d k)-to-l map from G into (but not necessarily onto) H. 
Notice that the conditions are local; the inequalities compare only rows or entries of 
some linear combinations of the matrices A and B. 
Theorem 1. Let G and H be graphs and let f be a (d k)-to-l function from a vertex set 
N of G onto a vertex set M of H. There is a (< k)-to-l map from G into H which extends 
f without changing f - l(M) if and only if 
(1) k. A - B has non-negative ofldiagonal elements, and 
(2 odd) if k is odd, then for all p in M, 
B(P,P) < c LiCkA (P,q) - max{Np~q)~B(nq)~)J 
9fP 
or 
(2 even) if k is even, then, for all p in M. 
B(P,P) < 1 LhWp> 4 - B(p, q))J. 
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The phrase ‘without changing f - ’ (M)’ means that no further points of G are to be 
mapped to any vertex of M. 
The problem of finding suitable vertex sets for G and H is non-trivial and is also 
generic to all the theorems of this type. It is discussed in the context of finding exactly 
k-to-l maps in [ll]. 
When k is odd, there is no real problem about extending Theorem 1 to the case 
when the map is onto. This extension, also proved in [9], is given in Theorem 2. 
Theorem 2. Let G and H be graphs and let k be odd. Let f be a (< k)-to-l function 
from a vertex set N of G onto a vertex set M of H. There is a (< k)-to-l map from 
G onto H which extends f without changing f - ‘(M) $and only if 
(1) the off-diagonal elements qf kA - B are non-negative, 
(2 odd) for all p in M, 
B(P,P) d 1 Lt(kA (p,q) - max{A(p,q),B(p,q)))l 
q#P 
and 
(3) for all p in M, 
B(P, P) 2 2 max {A(p, q) - B(p, q), 03. 
9ZP 
Now let us turn to the case when k is even and the map is onto. One might wonder 
if there is a simple analogue of Theorem 2. Such an analogue would use the con- 
ditions of Theorem 1 or even k, and the obviously necessary condition (3) of Theorem 
2 to imply the existence of an onto map for k even. In Fig. 2 we give an example 
from [9] of two small graphs and a 4-to-1 function between their vertex sets which 
satisfies all of these conditions but does not extend to an onto (d4)-to-1 map. 
The function maps the top four vertices of G to q and the bottom four vertices 
to p. 
Notwithstanding the difficulty exemplified in Fig. 2, in [9] we obtained a result to 
the effect that, provided the upper bound in (2) of Theorem 2 on B(p,p) is lowered 
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a (< k)-to-l map from G onto H. Unfortunately, these conditions are sufficient but not 
necessary, and the case k = 2 is not covered. We will not state this previous theorem, 
partly because it is rather complicated and partly because the theorems in this paper 
subsume this earlier result. 
4. (6 2)40-l onto maps 
4.1. The characterization for k = 2 
Although many of the ideas used in the characterizations for k = 2 and for k 3 4 
overlap, the two cases are quite different and we separate them. We give here 
a relatively simple condition that is necessary and sufficient for the existence of 
a (<2)-to-1 map from G onto H. This result is like the earlier ones in that we start with 
a (<2)-to-1 function f from N onto M, but different in that we encapsulate the 
extension offin a matrix C, and one of the conditions for C (condition (ii)) is global. 
Note that, were it not for the symmetric condition then the construction of C (or the 
proof that C does not exist) would be straightforward since C would be just a matrix 
between A - B and A - 3 B, in the entries off the main diagonal, with prescribed row 
sums and diagonal entries. 
Theorem 3. Let G and H be graphs and let f be a (<2)-to-1 function from a vertex set 
N of G onto a vertex set M of H. There is a (<2)-to-1 mapfrom G onto H which extends 
f without altering f - ‘(M) if and only if there is a matrix C indexed by M x M with 
non-negative integer entries such that 
(i) C(p,p) = 0 for all p in M, 
(ii) C is symmetric, 
(iii) C(p,q) 6 NP, d - f Wp,q)for P,CJ in M P f 4 
(iv) A(p,q) - B( p,q) < C(P, q)for p,q in M with P Z 4 and 
(v) CqsMC(pj q) = Wp,p)for all P in M. 
Proof. Necessity. Suppose h is a ( < 2)-to-1 map from G onto H extending f and that 
h-‘(M)=f-‘(M). Foreachp,qin Mwithp #q,defineC(p,q)to bethenumberof 
edges of b(p,p) that are mapped into edges of a(p,q), and let C(p,p) = 0. If any edge 
joining p and q in H has an edge of b(p,p) mapped into it, then it has only one and it 
also has exactly one edge of b(q, q) mapped into it since it has no edge of b(p,q) 
mapped to it. (Note that one edge from each of b(p,p) and b(q, q) mapping to an edge 
e in a(p, q) fills e up, i.e. no other edge can map into e if f is to be ( < 2)-to-l.) Therefore 
C is symmetric. Clearly (v) is true. At least A(p, q) - B(p, q) edges of a(p, q) have no 
edge of b(p, q) mapped onto them, so they must be mapped into by edges of b(p,p); 
therefore C(p,q) B A(p,q) - B(p,q), which proves (iv). At least rfB(p,q)l edges of 
a(p, q) have edges of b(p, q) mapped onto them, and such edges have no edges of b(p,p) 
mapped into them, so not more than A(p, q) - r f B(p, q)l edges of a(p, q) have edges 
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of b(p,p) mapped into them. Therefore, 
C(P, 4) 6 A(P, 4) - r 4 w, di G 4b 4) - f m 41, 
which proves (iii). 
SufJiciency. Let f be a ( < 2)-to-1 function from N onto M, and let C be a non- 
negative integer matrix satisfying (iHv). Map C(p, q) many edges of b(p,p) to distinct 
edges of a@, q) and map the same number of edges of b(q, q) into the same edges of 
a(p,q). The number of edges of each a(p,q) not mapped onto thus far is 
MP, 4) - C(P, q). BY (iii) and (iv), f B(P, q) d A(P, q) - C(P, q) G B(P, q), so we may 
map all B(p,q) edges of b(p,q) to the remaining edges of a(p,q) in such a way that 
each such edge of a(p,q) has at least one and at most two edges of b(p, q) mapped 
onto it. 0 
4.2. The polynomial-time algorithm 
Given the ( < 2)-to-1 functionf from the vertex set of N of G onto the vertex set 
M of H, the adjacency matrix A and the inverse adjacency matrix B can be construc- 
ted easily. On the other hand, constructing C, and hence the extensionffrom G onto 
H, is more difficult. Of course, since the entries of C are integers and C is bounded 
above and below, one can always try all of the finitely many possibilities, but this is 
not practical for large graphs. In this section we show that the existence of C is 
essentially equivalent to the existence of a l-factor in an auxiliary graph, and we 
employ Edmond’s polynomial-time algorithm to see if the l-factor exists.’ 
Before we state Theorem 4 we need to define the reduced graphs G’ and H’ and the 
corresponding reduced matrices A’ and B’. This reduction process is part of the 
algorithm. Suppose p and q are vertices in M such that A(p, q) > B(p,q). Since the 
extension must be onto and since there are not enough edges in b(p, q) to map to the 
edges of a(p, q), there must be A(p, q) - B(p, q) edges in each b(p, p) and b(q, q) to map 
to these extra edges in a(p, q). Hence the following condition is clearly necessary for 
f to extend to an onto map: 
B(p,p) > c max { A(p, q) - B(p, q), 0} for each p in M. (1) 
4fP 
The first step in our polynomial time algorithm then is to check condition (1). If (1) 
holds then step two of the algorithm is to reduce the graphs G and H. For each p and 
q such that A(p, q) > B(p, q), choose A(p, q) - B(p, q) many edges from each of b(p,p), 
b( q, q), and a(p, q) and remove them. Denote the reduced graphs by G’ and H’, and 
denote their adjacency and the inverse adjacency matrices by A’ and B’. The vertex 
sets N and M and the function f are not changed. Because one edge from each of 
’ We would like to thank C.St.A.J. Nash-Williams and C.J.H. McDiarmid for pointing out this nice way of 
efficiently determining whether or not C exists. 
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b(p,p) and b(q,q) mapping to an edge e in a(p, q) fills e up, f extends to a (<2)-to-1 
map from G’ onto H’ if and only iff extends to a (<2)-to-1 map from G onto H. 
Let J be a graph, and let g be a function that assigns a positive integer to each vertex 
u of J such that g(u) is not greater than the order of v in J. A subgraph I of J with the 
same vertex set, such that the order of each vertex u in I is exactly g(v), is called 
a g-factor of J. A l-factor is a g-factor such that g(v) = 1 for each vertex u of J. Tutte 
[17] showed that the existence of a g-factor in a graph J is equivalent to the existence 
of a l-factor in an associated graph J’ (and the construction of J’ from J is very 
simple). In [2], Edmonds gives a polynomial-time algorithm for constructing a 
l-factor if it exists. Theorem 4 below shows that the existence of the matrix C for the 
reduced graphs G’ and H’ is equivalent to the existence of a certain g-factor in 
a certain graph J. Thus the rest of our algorithm (after reducing G and H) is to 
construct J as described in Theorem 4 and then to use the Edmonds algorithm to see if 
J’ has a l-factor. 
Theorem 4. Let G’ and H’ be reduced graphs and let f be a ( d 2)-to-1 function from 
a vertex set N of G’ onto a vertex set M of H’. There is a matrix C indexed by M x M 
with non-negative integer entries such that 
(i) C(p,p) = 0 for all p in M. 
(ii) C is symmetric, 
(iii) C(p, q) d A’(p, q) - f B’(p, q) for P, 4 in M, P f 4, 
(iv) A’(p, q) - B’(p, d d C(p, 4) ifp f 4, and 
(“1 CqcM C(p,q) = B’(p,p) for all p in M 
if and only if 
(0) A’(p,q) - i B’(p,q) 3 0 for all p,q in M, p # q and 
(1) the graph J has a g-factor, where: 
J is a graph with vertex set M; ifp and q are in M, p # q, then the number of edges in 
J connecting p and q is A’(p,q) - r* B’(p, q)]; and for each p in M, g(p) = B’(p,p). 
Note. Property (iv) here resembles that in Theorem 3, but in fact it is automatic for 
reduced graphs since A’ - B’ has no positive entries. 
Proof of Theorem 4. Suppose first that the matrix C exists. From condition (iii) and 
the fact that the entries of C are non-negative, we see that condition (0) holds. We now 
construct a g-factor, I, of J. Let I have vertex set M and for each p and q in M with 
p # q, let I have C(p, q) many edges connecting p and q. By property (ii), I is well 
defined, and by property (iii), I is a subgraph of J. (Note that if B’(p, q) is odd, we use 
the fact that the entries are integers.) By property (v) I is a g-factor. Conversely, 
suppose J has a g-factor I. Define the matrix C by C(p,p) = 0 for each p in M, and 
C(p, q), for p and q in M with p # q, is the number of edges in 1 connecting p and q. 
Then properties (iHiii) and (v) follow. Property (iv) is automatic since in a reduced 
graph A’@, 4) < B’(P, 4). 0 
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Corollary. Suppose B is the inverse adjacency matrix for a (<2)-to-1 function from the 
vertex set N of the graph G onto the vertex set M of the graph H. If the sum of the 
diagonal entries of B is odd, then f does not extend to a (62)-to-1 map from G onto H. 
Proof. In the reduction process, for each edge in a(p, q) removed, one edge from each 
of b(p, p) and b(q, q) is removed, so the parity of the sum of the diagonal entries of B’ is 
the same as that of B. Assuming the sum of the diagonal entries of B’ is odd, then the 
sum n of the numbers g(p), for p in M, is odd. If the g-factor I exists, the number of 
edges in I is in; hence I does not exist and by Theorems 3 and 4, ,f does not 
extend. 0 
5. (6k)-to-l onto maps for even k > 2 
Suppose that G and H are graphs with vertex sets N and M respectively and 
suppose that f is a ( < k)-to-l function from N onto M for some even integer k greater 
than 2. In this section we consider the question of whether or not f extends to 
a ( < k)-to-l map from G onto H without changing f - l(M). Once again we capture 
the important properties off in a matrix C, but this time the matrix C need not be 
symmetric (although the difference between symmetric entries of C is bounded). 
5.1. Notation and colors for the case k > 2 
Before starting Theorem 5 (in which we describe the matrix C whose existence is 
essentially equivalent to the existence of a ( < k)-to-l continuous extension off from 
G onto H), we wish to discuss the structure of any such extension. 
Suppose that p and q are vertices in M. If B(p, q) is large relative to A(p, q) then the 
onto part is easy and the ( < k)-to-1 part is more difficult, and these problems reverse 
if B(p,q) is small relative to A(p,q). The primary difficulty however lies in the 
distribution of the edges of b(p,p) to the various a(p. q). For each p in M we define: 
N,(P) = (4: 2A(p>q) d B(p,q)j 
N,(P) = Cq: A(p,q) < B(p>q) < 2A(p,q); 
N,(P) = {q: B(p>q) d A(p,q);. 
Notice that the relations are symmetric, i.e. if q is in N,(p), for instance, then p is in 
N2 Cd. 
For each q in N,(p) notice that there are at least A(p,q) - B(p,q) edges in a(p,q) 
not mapped onto by any edge in b(p,q). For each such p and q we will color 
A(p, q) - B(p, q) many edges in a(p, q) green and we will assume without loss of 
generality that these green edges have no edge from b(p,q) mapping to them. Note 
that iffis to be onto then each green edge must have at least one edge from each of 
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b(p,p) and b(q, q) mapping to it. We color green A@, q) - B(p, q) many edges in b(p,p) 
and in b(q, q) that map to the green edges in a(p, q). No other edges in the graph G will 
be colored. The number of non-green edges in b(p,p) then is: 
R(P) = UP) - 1 (09 4) - &,q)). 
qENs(P) 
The matrix R, an M x 1 matrix indexed by M, is called the ‘row bound’ matrix. 
Now suppose that we have an onto extension. From the discussion above it is 
clear that R(p) must be non-negative for each p in M. (This is condition (1) in 
Theorem 5.) Note also that in order to map the edges of b(p,q) to the edges of 
a(p, q) for p # q, it is necessary that B(p, q) < kA(p, q); this is condition (0) of Theorem 
5. When the number of edges in b(p,q) is large relative to the number of edges in 
a(p,q), that is, when q is in N,(p), we may assume that each edge in a(p, q), except 
possibly one, has either two or k edges of b(p,q) mapping to it (and the one 
exceptional edge has at least two edges of b(p, q) mapping to it). This arrangement is 
onto and allows room for the maximum number of edges (for a ( < k)-to-l map) from 
each of b(p,p) and b(q, q) to map to edges in a(p,q). This maximum number is 
La W(n d - B(p, d)J. 
When the number of edges in b(p,q) is small relative to the number of edges in 
a(p,q), that is, when q is in N,(p)uN,(p), we may assume that no edge in u(p,q) has 
more than two edges of b(p,q) mapping to it, since this helps the onto property and 
can be done without changing the number of edges from each of b(p,p) and b(q, q) that 
can be accommodated with a (6 k)-to-l map when k is even. 
e 
We wish to color the rest of the edges of u(p, q) to reflect the structure of J Suppose 
is an edge in u(p,q) that is not green. Then: 
Color e blue if no edge from b(p, q) maps to it. 
Color e orange if exactly one edge from b(p, q) maps to it. 
Color e red if two or more edges from b(p,q) map to it. 
We number the following facts to make them easy to refer to: 
(1) If q is in N,(p) then all of the edges in u(p,q) are red and at most 
Li(kA(p, q) - B(p,q)) J edges from each of b(p,p) and b(q,q) can be mapped to edges 
in u(p, q) without compromising the (< k)-to-l property. 
(2) If q in N,(p)uN3(p) there may be no blue edges in u(p,q) but if there are then 
at least one edge from each of b(p, p) and b(q, q) is needed to map to each blue edge 
in u(p,q). After the blue edges have been taken care of in this way (and we assume 
the green edges are already mapped onto), each edge in u(p, q) has either one or two 
edges from b( p, q) or one edge from each of b( p, p) and b( q, q) mapping to it, in each 
case leaving room for at most (k - 2)/2 additional edges from each of b(p,p) and 
b(q,q). Hence the edges in u(p,q) can accommodate as many as ((k - 2)/2) A(p,q) 
additional edges from each of b(p, p) and b(q, q). We see from this that if there is no 
onto extension then the number of blue edges in u(p,q) is at least as large as the 
number of non-green edges of b(p,p) that map to edges in u(p,q) in excess of 
((k - 2)/2) A(p>q). 
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Finally, we define the ‘entry bound’ matrix E, indexed by M x M, so that for each 
p in M: 
‘0 if q = p or q is in N,(p), 
B(p,q) = iA(p,q) -rmp,di if 4 is in MP), 
>LfB(wdl if q is in N,(p). 
(3) Note that the entries of E are all non-negative integers. The entries of E for q in 
N,(p)uN,(p) represent the maximum number of blue edges that can possibly be 
constructed under the assumptions made; this maximum number occurs when the edges 
of b(p, q) are mapped to the edges of a(p, q) creating as many red edges as possible. 
5.2. The matrix characterization 
Suppose that conditions (0) and (1) below hold, as we have seen they must hold if 
there is any chance off extending. Then f extends if and only if the matrix C exists; 
and if C does exist, its entries describe how to construct the hard part off, i.e. C(p, q) is 
the number of non-green edges in b(p,p) that should be mapped to edges in a(p,q). 
The fact that this partial description can be rounded out to a ( < k)-to-l map from 
G onto H is given in the proof of Theorem 5. Thus the proof of Theorem 5 is not just 
an existence proof. 
Theorem 5. Suppose k is an even integer, k > 2, suppose f is a ( < k)-to-l function from 
a vertex set N of G onto a vertex set M of H, and suppose that A, B, E and R are the 
adjacency, inverse adjacency, entry bound, and row bound matrices, respectively, for J: 
Then f extends to a ( < k)-to-l map from G onto H without changing f -l(M) ifi 
(0) the ofS-diagonal entries of k A - B are non-negative, 
(1) R(p) 2 0 for each p in M, and 
(2) there is a matrix C indexed by M x M with non-negative integer entries such that 
for each p in M: 
(i) C(p,q)=Oifq=porifqisinNI(p) 
(ii) C - ((k - 2)/2) A < E, 
(iii) C - ((k - 2)/2) A < CT, and 
(iv) R(p) - CWNI (p) L+ (kA(p, q) - B(p, q)) 1 G Cqs,+, C(p, q) G R(P). 
Note. For conditions (0), (ii) and (iii) we define D < E, for matrices D and E, to mean 
D(p, q) < E(p, q) for all p, q in M. Also note that condition (1) follows from condition 
(2) part (iv). We include it to clarify the relationship between the existence of the 
matrix C in Theorem 5 and the existence of the flow in Theorem 6. 
Proof of Theorem 5. Necessity. Suppose that f extends to a ( < k)-to-l map from 
G onto H; we will call the extension also J: We will make all of the assumptions 
mentioned in the previous section, as well as the basic assumptions given in Section 2, 
and we will color the edges of each a(p, q) to reflect the structure off: We have already 
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mentioned that conditions (0) and (1) must hold. For condition (2) we define the matrix 
C. For each p in M, let C(p, q) = 0 if q = p or if q is in Ni (p). The condition (i) is satisfied. 
If q is in iVz(p)uhT3(p), define C(p,q) to be the number of non-green edges in b(p,p) 
that are mapped to edges in a(p, q). We will show that C satisfies conditions (i+(iv). 
For conditions (ii) and (iii), suppose p and q are unequal vertices in M, with 
C(p, q) 2 C(q,p) and t = C(p,q) - ((k - 2)/2)A(p, q) is positive. Note that from the 
definition of C, t can be positive only for q in N,(p) CJ N,(p) and that from the 
discussion in (2) of Section 5.1, there are at least t blue edges in a(p, q). 
For (ii) we need to show that t < E(p, q). But this follows directly from the fact that 
E(p, q) represents the maximum number of the blue edges possible with any ( 6 k)-to-l 
map, from the discussion in (3) in Section 5.1. 
For (iii) we wish to show that t 6 C(q,p). But this follows from the fact thatfis onto, 
since at least one non-green edge from b(q, q) must map into each blue edge in a(p, q). 
We now wish to establish condition (iv) for the vertex p in M. Since R(p) represents 
the total number of non-green edges in b(p,p) and the matrix C counts only the 
non-green edges of b(p,p) that map to a(p,q) for q in N,(p)uN,(p), the second 
inequality is clear. Similarly, the first inequality can be seen since it follows from (1) of 
Section 5.1. that at least 
R(P) - C L&Qw) - B(p,q))J 
4ENl (P) 
non-green edges from b(p, p) map to edges in a(p, q) with q in Nz(p) u N,(p). 
SufJiciency. Suppose that conditions (0), (1) and (2) hold. Without our necessarily 
saying so explicitly, the (< k)-to-l mapping we will construct from G onto H will 
satisfy all of the assumptions described in Section 5.1. 
First, for each p and each q in N3(p), we map the A(p, q) - B(p, q) many green edges 
of each of b(p,p) and b(q,q) to the A(p,q) - B(p,q) many green edges of a(p,q) 
(condition (1) ensures that there are enough edges in b(p, p) and b(q, q) to do this). 
Color all these edges green. Next we will send all of the edges of b(p, q), exactly C(p, q) 
non-green edges of b(p,p), and exactly C(q,p) non-green edges of b(q, q) to edges in 
a(p, q) for every p and q such that q is in N,(p) u N,(p). The second inequality in part (iv) 
of condition (2) ensures that there are enough edges in b(p, p) for this distribution scheme. 
Starting with same q in N3(p), we temporarily map the edges in b(p,q) onto 
B(p, q) many different non-green edges in a(p, q) colored orange. Every edge in a(p, q) 
is now mapped onto and is either green or orange. If C(p, q) and C(q,p) are both no 
greater than ((k - 2)/2)A(p,q) then there is room to map C(p,q) of the non- 
green edges of b(p,p) and C(q,p) of the non-green edges of b(q, q) to edges in 
a(p, q). Otherwise we will assume that C(p, q) > C(q,p) and that t = C(p, q)- 
((k - 2)/2)A(p,q) > 0. We now construct t blue edges in a(p,q) as follows. Two 
orange edges in a(p, q) can be changed to a blue and a red edge by mapping the two 
edges in b(p,q) (that used to map separately to the two orange edges) to one of the 
edges, which changes its color to red and the other edge to blue. This can be done as 
many as L$B(p,q)J times. Thus condition (ii) for C(p,q), namely that t < LtB(p,q)], 
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ensures that t blue edges can be constructed and so the extra t edges in b(p,p) can be 
mapped to the t blue edges. Now, however, having t blue edges means that the partial 
mapping is no longer onto, since for each blue edge, only half of the edge, the half 
adjacent to the vertex p, is mapped onto. But condition (iii) for C, namely that 
t B C( q, p), means that if we map C( q, p) non-green edges of b( q, q) to edges of a( p, q), 
and map to the blue edges of a(p, q) first, then the partial map is onto the edges of 
a(p, q). Since C(p, q) 2 C(q,p), there is enough room to map the C(q,p) - t edges of 
b(q,q) left over (because if j edges in b(p,p) map to an edge e of a(p, q) then there is 
always room in e for at least j many edges of b(q, q)). Thus our map sends all of the 
edges of b(p,q), C(p, q) of the edges ofb(p,p) and C(q,p) ofthe edges of b(q,q) onto the 
edges of a(p, q) with a (< k)-to-l map. 
Secondly, for each p and q in A4 such that q is in N,(p), we first map the edges of 
b(p, q) to the edges of a(p, q) so that every edge of a(p, q) is mapped onto by at least one 
edge of b(p,q) and no edge of a(p,q) is mapped onto by more than two. Thus each 
edge in a(p,q) is orange or red. This is possible by the definition of N,(p). Note 
that there are exactly 2A(p,q) - B(p, q) orange edges in u(p,q) so as many as 
LfGWw) - Bhd)J = -W>d bl ue edges can be constructed by changing pairs of 
orange edges to a red and a blue edge. Thus by an argument similar to the first case 
above, we can map all of the edges of b( p, q), C( p, q) of the edges of b( p, p), and C( q, p) 
of the edges of b(q,q) to the edges of u(p,q) with an onto (<k)-to-l map. 
Now, for each p and each q in N,(p), we map the edges of b(p, q) efficiently to the 
edges of u(p, q) as described just after the definition of R(p) so that all of these edges of 
u(p, q) are mapped onto. By condition (0) there are not too many edges in b(p, q) to do 
this. There is room left for Li(kA(p,q) - B(p,q)) J edges from each of b(p,p) and 
b(q,q). Thus, by the first inequality in condition (2) part (iv), there is room left in 
U 4ENI,P) u(p,q) to map the unmapped edges from b(p,p). 
This will complete the extension. 0 
6. The polynomial-time algorithm for k > 2 
A pow from a vertex s to a vertex t in a directed graph J is set of paths from s to 
t which are pairwise edge-disjoint, i.e. no two have an edge in common, although they 
may have some vertices in common (see for instance [l, Ch. III]). The size of the flow 
from s to t is the number of paths in the flow. 
The properties of C in Theorem 5 are reformulated in Theorem 6 so that their 
global aspects are incorporated in a condition about the size of a maximal flow from 
s to t in a graph J (associated with G, H andf). Since the size of a maximal flow on 
J can be determined in polynomial time using the max-flow min-cut theorem (see for 
instance Cl]), the existence of C, and hence of a (< k)-to-l map from G onto 
H extending f; can also be determined in polynomial time. In Theorem 7 we find 
another algebraic condition, based on the max-flow min-cut theorem (Cl]), that is 
equivalent to the existence of an extension off: 
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6.1. The graph J 
In this section also, we will use the notation and colors described in Section 5.1. 
Before we define the graph J, recall that if the (< k)-to-l map f from G onto H satisfies 
the assumptions described in the previous section, then however many blue edges are 
created by fin a(p, q) (even if there are no blue edges), there is room in a(p, q) for at 
least Lf(kA(p,q) - B(p,q))l if 4 is in N,(p), or ((k - 2)/2)A(p,q) if q is in 
N,(p)uN3(p), non-green edges from each of b(p,p) and b(q, q). For each non-green 
edge of b(p,p) over this amount (for various q # p), a blue edge is needed. Call this 
number of surplus edges S(p), i.e. 
S(P) = R(P) - 1 L $(kA(p,q) - B(P, 4) 1 
qENI (P) 
- q~N,(,f;iN,(,) ((k - 2)mmq) 
if this number is positive, otherwise there are no surplus edges, i.e. S(p) = 0. 
Finally, we define a directed bipartite graph J to use in Theorem 6. Let the set of 
vertices of J be {s, t} u M u M’ where s and t are new vertices, and M’ is just a disjoint 
copy of M, M’ = {q’: q is in M}. (So q and q’ are the same in the graph H but different 
in J.) For each q’ in M’, J will have exactly R(q) edges from s to q’; for each q’ in M’ 
and p in M, J will have exactly E(q, p) edges from q’ to p; and for each p in M, J will 
have exactly S(p) edges from p to t. J has no other edges. Notice that J is bipartite 
between M/u(t) and Mu {s). 
We mention here that a more efficient bipartite graph J can be defined and used for 
Theorems 6 and 7 which leaves out the R(p) edges between s and p when R(p) is large 
enough. The trouble with this approach is that the precise meaning of ‘large enough’ is 
rather grisly. 
6.2. The characterization 
As was the case for Theorem 5, the proof of Theorem 6 gives more than just 
the existence of the flow from s to t or of the extension. In the proof of Theorem 6, 
if the extension of f is given, then the matrix C constructed in Theorem 5 is used 
to construct the required flow. Conversely if the flow is given, then the extension of 
fis constructed. In fact, from any one of the three (the matrix C, the flow, or 
the extension off) the other two can be directly constructed in polynomial time; also 
as was mentioned, the flow from s to t can be constructed in polynomial time if it 
exists. 
Theorem 6. Let k be even, k > 2, and let G and H be graphs. Let f be a (< k)-to-l 
function from a vertex set N of G onto a vertex set of M of H. There is a (< k)-to-l map 
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from G onto H which extends f without altering f - l(M) if and only if 
(0) The ofS_diagonal entries of kA - B are non-negative, 
(1) R(p) 3 Ofor each p in M and 
(3) the graph J has a flow from s to t of size CpeMS(p). 
Proof. Necessity. In view of Theorem 5, if f extends then conditions (0) and (1) 
hold and there is a matrix C satisfying parts (ixiv) of condition (2). 
For each p and LJ in M, let 
D(P, q) = max{O, C(P, q) - ((k - W)A(P, 4)). 
Thus D(p, q) < E(p, q) and D(p,q) 6 C(q,p) by properties (ii) and (iii) of Theorem 5. 
Also from the definition of S(p), condition (iv) of Theorem 5 and the fact that C(p, q) is 
0 if q is not in Np(p)uN3p), we have either that S(p) = 0 or 
S(P) d qs.2(;uK3(pj (C(p, q) - ((k - 2)/2)A(p> q)) 
6 c D(p,q) = 1 D(P, 4) 
qEN2(P)uN3(P) qeM 
Hence, either way, 
(*) S(P)< c Wp,q). 
qeM 
Now we will construct a flow on J from s to t of the required size. First, we will put 
all S(p) edges of J from p to t in the flow for each p in M. Now consider a fixed p in M. 
Since D(p, q) < E(p, q) and the number of edges in J from q’ to p is E( q,p) ( = E(p, q)), 
we can temporarily put D(p, q) many edges of J from q’ to p in the flow, for each q’ in 
M’. Thus the number of incoming edges at p in the flow is CqIEM, D(p, q). Now for each 
q’ in M’ we can choose D(p, q) edges in J from s to q’ to put in the flow temporarily. 
There are enough edges in J from s to q’ to handle all of the p in M since 
c p4fD(P’ 4) G CpeM C(q,p), by property (iii), Cp& C(q,p) < R(q) by property (iv), 
and the fact that there are R(q) edges in J from s to q’. We now have disjoint edge 
collections from s to the various p in M each of size CqpM D(p, q), but we only need 
S(p) many from each collection. Thus by the inequality ( * ) above, the flow we want 
can be constructed. 
Sujliciency. Now suppose that there is a flow F on J from s to t of size CPEM S(p), 
and suppose conditions (0) and (1) hold. We will construct a (d k)-to-l map from 
G onto H that extends f without altering f - l(M). First, by condition (l), for each 
p and each q in N,(p) we can map A(p, q) - B(p, q) many green edges in each of b(p, p) 
and b(q, q) onto the green edges in a( p, q). Then if p is in M and q is in Ni (p), by 
condition (0), we can map the edges of b(p, q) so that every edge in a(p,q) except 
possibly one edge has either two or k edges of b(p, q) mapping to it. This is the routine 
part of the construction off: The rest requires more care. 
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Now suppose p is in M, q is in N2 (p) u N,(p), and F(q’, p) 2 F (p’, q), where F (x’, y) 
denotes the number of edges in the flow F from x’ to y. Our first step is to map F( q’, p) 
many non-green edges from each of b(p,p) and b(q, q) onto the same number of 
non-green edges of a(p, q) (the fact that this can be done will be explained in the next 
paragraph) and secondly we map the edges of b(p, q) in the usual way to the remaining 
edge of a(p,q), i.e. in such a way that no edge of a(p,q) has more than two edges of 
b(p, q) mapping to it. This creates exactly F (q’, p) blue edges in a(p, q). To see that we 
can do this second step, note that since F(q’, p) is no more than E (q, p), the number of 
edges in J from q’ to p, and since E(q, p) represents the maximum number of blue edges 
possible in a( q, p) = a(p, q), we can map the b( p, q) edges in such a way that F (q’, p) 
blue edges are created in a(p, q). 
To justify the first step in the previous paragraph, let p be a vertex in M; we need to 
see that there are enough non-green edges in b(p, p) to map on to all of the blue edges 
in H with one endpoint p; i.e. that R(p) is at least as large as CqeMmax{F(q’,p), 
F(p’,q)}. Note that the index set M gives the same sum as the index set N,(p)uN,(p) 
since max {F(q’,p), F(p’,q)} d E(q,p) = 0 if q is in N,(p). If S(p) is 0, then p has no 
incoming edges in the flow, so F (q’, p) = 0, and max {F (q’, p), F (p’, q)} = F (p’, q) for 
every q in M. But each edge in the flow from p’ to any q is matched by an edge from 
s to p’, i.e. F (s, p’) = CqcM F(p’, q) and F(s,p’) d R(p), by the definition of J. Hence if 
S(p) = 0 then 
R(P) 2 ,E F(p’,q) = c max{F(q’,p), F(p’, 4)). 
qsM 
On the other hand, if S(p) is not 0, then by the definition of S(p), 
R(P) ’ qEN2~~uh.3~P~ ((k - 2)/2)4p,q) a c A(p, 4). 
qENz(p)uN3(~) 
All of the blue edges with one endpoint p belong to some u(p,q) with q in 
N,(p)u N,(p), and the second sum above is the number of edges (blue or not) in the 
union of these edge sets. Hence when S(p) is not 0, R(p) is larger than the number of 
blue edges in H with one end point p. 
Our partial map is onto and (< k)-to-l but we need to finish mapping the edges 
of the various b(p,p) in such a way thatfremains (< k)-to-l. Since the flow has size 
c pEM S(p), there must be S(p) outgoing edges at p and so there are the same number of 
incoming edges, i.e. CqCEMP F (q’, p) = S(p). Then since 
we have already mapped at least S(p) many edges of b(p,p) to blue edges in H. This 
leaves at most R(p) - S(p) edges of b(p,p) to map. But we know from the definition of 
S(p) that there is always room for R(p) - S(p) edges, no matter how many blue edges 
are created when the edges of b(p,q) are mapped to the edges in u(p, q). (See the 
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discussion proceeding the definition of S(p).) Hence it is possible to map the remaining 
edges of b(p, p) and keep f a (< k)-to-l map. 0 
In our final result we use the max-flow min-cut theorem to replace condition (3) of 
Theorem 6 with a condition about a minimum cut in the graph J. This condition (4) is 
written down explicitly in Theorem 7. 
Theorem I. Let k be an even integer greater than three and let G and H be graphs. Let 
f be a (<k)-to-l function from a vertex set N of G onto a vertex set M of H. There is 
a (<k)-to-l map from G onto H which extends f without altering f-l(M) if and 
only if conditions (0) and (1) of Theorem 6, and (4) all hold, where (4) is 
(4) for each pair X and Y of subsets of M, 
c Nd + 1 -%,P) 2 1 S(P). 
qeX qcM\ X.peY Pey 
Proof. Let J be the directed graph described in the previous section. A cut of J is a set 
C of edges in J such that s is not connected to t in J\ C. One such cut is the set C’ of all 
edges in J from M to t and its size is CPEMS(p). 
Now suppose condition (3) of Theorem 6 holds, i.e. there is a flow of size CpeM S(p). 
Since no flow is larger than any cut (see Cl]), every cut has size at least CpEM S(p). This 
makes the cut C’ a minimal cut. Now, let X and Y be subsets of M. Then the set of all 
edges from s to X, from M’\X to Y and from M \ Y to t is a cut, so 
1 R(q)+ 1 J%P) + 1 S(P) >, c S(P) 
qax qeM”\ X,pcY pcM Y PEM 
from whence follows property [4]. 
Conversely, suppose property (4) is true and suppose C is a minimal cut. Since C is 
minimal we know that all of the edges from one vertex of J to another are in C, or 
none are. Hence C has the structure described in the preceding paragraph for some 
subsets X and Y of M, and since property (4) is true, its size is at least CpEM S(p). 
Hence again C’ is a minimal cut and by the the max-flow min-cut theorem [l] there is 
a flow of size CpeM S(p). 
From the equivalence of properties (3) and (4) follows the equivalence of 
Theorems 6 and 7. 0 
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