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Abstract
Researchers are interested in three different types of error: Experi-
mental error, truncation error, and Interpolation error. This thesis
will study the last. Given a differential equation g′′(x) = f(x) and a
fixed number of interpolation grid points, an optimization problem is
formulated to minimize the difference between f(x) and its interpo-
lating function, thus reducing the error between the actual solution
and the approximated solution of the ODE. Using the Nelder-Mead
Simplex Method, the optimal distribution of grid points that will min-
imize the error between the solution g and its approximated solution
will be found.
This technique will then be applied to the one dimensional light scat-
tering equation gxx =
ε2x
R . Using the Nelder-Mead Method, the opti-
mal interpolation grid for a given number of grid points will be found.
These numerical computations will ultimately be used to give guid-
ance to experimenters on where to take measurements for the Rayleigh
Ratio R.
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1 Introduction
1.1 Background
Though the applications of this problem are vast and can extend to a variety
of circumstances, the origin of the problem at hand stems from the field
of Biological Physics, specifically from the study of protein mixtures in the
human eye.
When trying to characterize the eye thermodynamically, one of the prop-
erties that physicists study is the Gibbs free energy of the protein mixture.
Traditionally, measuring the Gibbs free energy was thought of in a theoret-
ical sense rather than in an experimental sense. Circa 1950, physicist John
G. Kirkwood was studying light scattering properties in multi-component
systems, specifically liquid mixtures [4]. Kirkwood derived the equivalent of
the differential equation
gxx
ε2x
=
1
R
as a way to predict the amount of light scattered by a mixture from a known
free energy G and dialectric coefficient ε [3].
In our case, the question that Kirkwood set out to solve has been refor-
mulated. That is, if the dialectric gradiant and the amount of light scattered,
measured by the Raleigh Ratio R, are known, can the free energy be pre-
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dicted? In this setting, Kirkwood’s equation can be rewritten
gxx =
ε2x
R
The question now becomes a matter of accurately solving this differential
equation. In an experimental setting, the accuracy of the solution depends
on the accuracy of the data measurements. Aside from experimental er-
ror, and the truncation error which is incurred from solving the differential
equation numerically, an accurate solution depends on the measurement of
the Rayleigh Ratio, specifically how and where to measure the Rayleigh Ra-
tio. When generalizing this for a differential equation gxx(x) = f(x), where
f(x) is any experimental data, we would like to know how to measure f(x)
accurately.
There are two components to consider when measuring data for f(x), or
in our case, the Rayleigh Ratio: Where to measure the data, and how long to
spend measuring data at those points. It is obvious that taking longer, more
frequent measurements will generate the most accurate data, but practicality
won’t allow us to measure our data an at infinite amount of locations. In a
lab setting, there are limited resources and time. This translates into taking a
finite number of measurements during a predetermined amount of time. Due
to these limiting factors, careful consideration needs to be taken when making
decisions about choosing locations to measure, and how to allocate our time
so that numerical data errors can be reduced. To obtain the most accurate
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solutions for our differential equation, we must answer the following questions
first: How and where should these measurement points be chosen? And how
long should be spent measuring data at these locations? This thesis will focus
on the first question: Given a fixed finite number of measurements, where
should these measurements be taken, at which values of x, in order to collect
the most accurate data for the solution of the differential equation. As for
how much time should should be spent at each point taking measurements,
Dr. David Ross and Dr. George Thurston provide an analysis[4].
Measurement Time Analysis
Error is inversely proportional to data measurement time. Spending more
time measuring data at each location will increase the accuracy of the nu-
merical solution of the differential equation. Due to a finite amount of mea-
surement time, a certain balance must be struck between the amount of
time spent measuring data at each location, and the number locations to
measure that data. Given a finite amout of time T , and an interpolation
grid (x0, x1, . . . , xN), where x0 < x1 < · · · < xN , we want to choose τj, the
measurement time at each grid point xj, in order minimize the error of the
solution of the differential equation gxx =
ε2x
R
. To assist in this analysis, the
light scattering equation can be expressed in terms of the data measured,
and the error made in those measurements as follows
gxx =
N∑
j=0
fjQj(x)
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where fj is the measured value at grid point xj, and Qj(x) is defined as
Qj(x) = φ
′′
j (x) in which φ
′′
j (x) is the linear interpolation of the measured fj
values, defined as
φj(x) =

cj(x− x0) x ≤ xj−1
cj(x− x0) + (x−xj−1)
3
6(xj−xj−1) xj−1 ≤ x ≤ xj
Γj(x− xN) + (x−xj+1)
3
6(xj−xj+1) xj ≤ x ≤ xj+1
Γj(x− xN) xj+1 ≤ x
and
cj =
xj+1 − xj−1
2(xN − x0)
(xj+1 + xj + xj−1
3
− xN
)
Γj =
xj+1 − xj−1
2(xN − x0)
(xj+1 + xj + xj−1
3
− x0
)
for j = 1, 2, . . . , N − 1, and
φ0(x) =

(x−x1)3
6(x0−x1) x ≤ x1
0 x1 < x
φN(x) =

0 x ≤ xN−1
(x−xN−1)3
6(xN−xN−1 xN−1 < x
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To account for the error in data measurement, f will be written as
f =
ε2x
R + δρ
− ε
2
x
R
=
(ε2x
R
) 1
1 + δ ρ
R
− ε
2
x
R
where δ is a small constant and ρ is the error made in the measurement of
R, the Rayleigh Ratio. Now,
g =
N−1∑
j=1
fjφj(x)
=
ε2x
R
(
1− δρ
R
)
− ε
2
x
R
R is computed as the mean number of photons arriving at a detector per
unit time. This is a random variable with Poisson distribution having mean
zero. We will now take the square of the L2 norm of the error of the free
energy g.
||g||22 =
∫ 1
0
g2 dx
=
∫ 1
0
(N−1∑
j=1
fjφj(x)
)2
dx
=
∫ 1
0
δ2
(N−1∑
j=1
ρj
( ε2x
R2
)
j
φj(x)
)2
dx
Since R is Poisson distributed, ρ has mean zero, 〈ρjρk〉 = 0 and 〈ρ2j〉 = ζRjτj ,
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where the amount of time measured is inversly proportional to error. We
introduce a constant ζ, that is dependent upon the measuring procedure.
Also, to simplify notation the integral of φ2j(x) will be represented by λj. So
=
∫ 1
0
N−1∑
j=1
( ε2x
R2
)2
j
ρ2jφ
2
j(x) dx
=
N−1∑
j=1
( ε4x
R4
)
j
ζRj
τj
λj
We will now minimize the above function subject to the constraint that
(
∑N−1
j=1 τj)− T = 0. To do this, a Lagrange multiplier σ will be introduced,
and the equation becomes
ζ
N−1∑
j=1
( ε4x
R4
)
j
(Rj
τj
)
λj + σ
[(N−1∑
j=1
τj
)
− T
]
To minimize this function we will differentiate with respect to each τj, and
with respect to σ, and thus the equation becomes
−ζ
( ε4x
R3
)
j
( 1
τ 2j
)
λj + σ = 0
By solving for τj, we obtain
τj =
√( ε4x
R3
)
j
(λj
σ
)
ζ
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Using the above equation we can rewrite our constraint and solve for
√
ζ
σ
,
(
N−1∑
j=1
τj) = T√
ζ
σ
N−1∑
j=1
( ε2x
R
3
2
)
j
√
λj = T√
ζ
σ
=
T∑N−1
j=1 (
ε2x
R
3
2
)j
√
λj
And thus
τj =
T∑N−1
k=1 (
ε2x
R
3
2
)k
√
λk
( ε2x
R
3
2
)
j
√
λj
This equation gives the exact amount of time to measure data at grid point
xj in order to minimize the error we make in approximating the solution in
this way.
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1.2 Mathematical Formulation
The goal for the formulation of this problem is to create a method that will
be used to provide a recommendation on where to place interpolation points
for accurate solutions for our differential equation. To do this, cases with
known solutions will be analyzed, and conclusions will be drawn from them.
Given a differential equation g′′(x) = f(x) that measures a phenomenon,
subject to the Dirichlet boundary conditions of g(0) = 0 and g(1) = 0, we
want to accurately measure f , our data. In a laboratory setting, certain
locations will be chosen and data will be measured at those points. In our
case, we have a given function f which we interpolate to serve as our data
measurements. Our function f will be interpolated at N points which is
called an interpolation grid. We then compare the solutions of our differential
equation g′′(x) = f(x) and our approximate differential equation g∗
′′
(x) =
f ∗(x), measuring the error, which is the difference between g(x) and g∗(x).
It is this error which we are trying to minimize by selecting an optimum
interpolation grid.
8
1.2.1 Interpolation
A linear interpolation function f ∗(x) is created by interpolating f(x) at the
points in an interpolation grid G = (β1, β2, ..., βn) as follows:
f ∗(xi) =

f(xi) xi ≤ β1
(βi−xi)
βi−βi−1f(βi−1) +
(xi−βi−1)
βi−βi−1 f(βi) xi ≤ βi for 2 ≤ i ≤ n
Now g(x) and g∗(x), the solution to the differential equation and the approx-
imate differential equation, can be solved from f(x) and f ∗(x), respectively.
1.2.2 Numerical Solutions of Differential Equations
In order to calculate g∗(x), a finite difference scheme will be used. Our
differential equation is defined over the interval [0, 1], and we will use a finite
difference grid of m = 100 points, with step size h = 1
101
. The standard
centered difference approximation to the second derivative, g′′(x) ≈ 1
h2
[g(x+
h)− 2g(x) + g(x− h)] will be used to approximate the solution of g∗′′(x) =
f ∗(x) as follows
g∗
′′
(xi) = f
∗(xi)
1
h2
[g∗(xi + h)− 2g∗(xi) + g∗(xi − h)] = f ∗(xi)
g∗(xi + h)− 2g∗(xi) + g∗(xi − h) = h2f ∗(xi)
g∗i+1 − 2g∗i + g∗i−1 = h2f ∗(x)
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where g∗(xi) ≈ g∗i , the approximation of g∗(x) at the ith finite difference grid
point, for i = 2, ...,m. This yields the system of equations Ag∗ = f ∗, written

−2 1 0 · · · 0
1 −2 1 · · · 0
0 1 −2 · · · 0
...
...
...
. . .
...
0 0 0 · · · −2


g∗1
g∗2
g∗3
...
g∗m

=

h2f ∗1
h2f ∗2
h2f ∗3
...
h2f ∗m

By solving this system of equations, g∗(x), the approximation of g(x), can
be found.
1.2.3 Calculating Errors
The error  is calculated by computing the analog of the L2 norm over the
interval [0,1],
 =
√
(g(x1)− g∗(x1))2 + (g(x2)− g∗(x2))2 + · · ·+ (g(xn)− g∗(xn))2h
≈ ||g(x)− g∗(x)||2 =
[ ∫ 1
0
(g(x)− g∗(x))2dx
] 1
2
It should be noted that using other p-norms will slightly change the placement
of grid points, but will over all give similar results. Also, when comparing
 with the accepted error for linear interpolation, O( 1
N2
), it should be noted
that  will be on the order of 1
N2
, but the constant will be improved.
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Figure 1: Comparison of 2-norm (blue), 3-norm (red) and 7-norm (black).
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2 The Nelder-Mead Simplex Method
2.1 Nelder-Mead Simplex Method
The Nelder-Mead Simplex Method is an algorithm which uses a simplex–the
generalization of a tetrahedral region of space to n dimensions, in order to
minimize functions. Given a function φ, with dimension n, the algorithm will
take a simplex S, of n+ 1 vertices and locate a minimum through a series of
reflections, expansions, contractions and shrinkings. Because it relies only on
function values at specific points, no derivatives are needed to locate minima
as in traditional methods. The following will illustrate one iteration of the
method [2][1].
2.1.1 Creating and Ordering the Simplex
For a function φ in n-dimensional space, n + 1 vertices {G1, G2, . . . , Gn+1}
shall be chosen to create the initial simplex. Once the vertices of the sim-
plex have been selected, they shall be ordered and reassigned indices ac-
cording to their function values when evaluated. Once ordered, the sim-
plex (G1, G2, . . . , Gn+1) corresponds to the fact that φ(G1) ≤ φ(G2) ≤
· · · ≤ φ(Gn+1). Furthermore we define φh = max (φi), φs = max
i 6=h
(φi), and
φl = min (φi), where φi = φ(Gi).
12
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Figure 2: A 2-simplex and 3-simplex.
2.1.2 Calculating the Centroid of the Simplex
The centroid G¯ of the ‘best’ side of the simplex (opposite the worst vertex)
can now be calculated by excluding vertex Gh as follows:
G¯ =
1
n
∑
i 6=h
Gi
The centroid will be used in later steps to compute reflection, expansion, and
contraction vertices.
2.1.3 Reflecting the Simplex
The reflection vertexGr and its function value φr will be calculated as follows:
Gr = (1 + α)G¯− αGh
φr = φ(Gr)
where α is the reflection coefficient, α > 0, with the standard value being
α = 1.
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If φl ≤ φr < φs, Gr will replace φh, and the iteration will terminate.
Otherwise, either an expansion or a contraction will be performed on the
simplex.
2.1.4 Expanding the Simplex
The simplex will be expanded if φr < φl. The reasoning behind this is that if
the reflection has brought the simplex close to the minimum of the function,
an expansion might bring the simplex closer. The expansion vertex and its
function value are calculated as follows:
Ge = γGr + (1− γ)G¯
φe = φ(Ge)
where γ is the expansion coeffiecient, γ > 1, with the standard value being
γ = 2.
If φe < φr, replace Gh by Ge and terminate the iteration. Otherwise
φe ≥ φr, and Gr replaces Gh before terminating.
14
PROPERTIES OF NELDER–MEAD 117
x¯
xr
x3
x¯
xr
xe
x3
Fig. 1. Nelder–Mead simplices after a reflection and an expansion step. The original simplex is
shown with a dashed line.
x¯
xr
xc
x3
x¯
xcc
x3
x1
Fig. 2. Nelder–Mead simplices after an outside contraction, an inside contraction, and a shrink.
The original simplex is shown with a dashed line.
then x(k+1)1 = x
(k)
1 . Beyond this, whatever rule is used to define the original ordering
may be applied after a shrink.
We define the change index k∗ of iteration k as the smallest index of a vertex
that differs between iterations k and k + 1:
k∗ = min{ i | x(k)i != x(k+1)i }.(2.8)
(Tie-breaking rules are needed to define a unique value of k∗.) When Algorithm NM
terminates in step 2, 1 < k∗ ≤ n; with termination in step 3, k∗ = 1; with termination
in step 4, 1 ≤ k∗ ≤ n+ 1; and with termination in step 5, k∗ = 1 or 2. A statement
that “xj changes” means that j is the change index at the relevant iteration.
The rules and definitions given so far imply that, for a nonshrink iteration,
Figure 3: A simplex after the reflection step and after the expansion step
with centroid x¯, reflection vertex xr and expansion vertex xe. The original
simplex is shown with dashed lines [1].
2.1.5 Contracting the Simplex
A contraction of the simplex will be performed if φr ≥ φs. There are two
types of contractions, an outside contraction and and inside contraction.
If φs ≤ φr < φh, an outside contraction will be peformed by calculating
the contraction vertex Gc and its function value as follows:
Gc = βGr + (1− β)G¯
φc = φ(Gc)
where β is the contraction coefficient, 0 < β < 1, with the standard value
being β = 1
2
.
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If φc ≤ φr, replace Gh by Gc and terminate the iteration. Otherwise,
perform a shrinkage on the simplex.
If φr ≥ φh, an inside contraction will be performed by calculating the
contraction vertex:
Gc = βGh + (1− β)G¯
φc = φ(Gc)
If φc < φh, replace Gh with Gc and terminate the iteration. Otherwise,
perform a shrinkage on the simplex.
2.1.6 Shrinking the Simplex
In order to shrink the simplex, n new vertices will be created in addition to
accepting Gl. These vertices are chosen as follows with shrinkage coefficient
δ, 0 < δ < 1, with standard value δ = 1
2
:
Gi = δGi + (1− δ)Gl
φi = φ(Gi),
i = 2, . . . , n+ 1. Once the simplex has shrunk, the iteration is terminated.
16
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xe
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Fig. 1. Nelder–Mead simplices after a reflection and an expansion step. The original simplex is
shown with a dashed line.
x¯
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x3
x¯
xcc
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x1
Fig. 2. Nelder–Mead simplices after an outside contraction, an inside contraction, and a shrink.
The original simplex is shown with a dashed line.
then x(k+1)1 = x
(k)
1 . Beyond this, whatever rule is used to define the original ordering
may be applied after a shrink.
We define the change index k∗ of iteration k as the smallest index of a vertex
that differs between iterations k and k + 1:
k∗ = min{ i | x(k)i != x(k+1)i }.(2.8)
(Tie-breaking rules are needed to define a unique value of k∗.) When Algorithm NM
terminates in step 2, 1 < k∗ ≤ n; with termination in step 3, k∗ = 1; with termination
in step 4, 1 ≤ k∗ ≤ n+ 1; and with termination in step 5, k∗ = 1 or 2. A statement
that “xj changes” means that j is the change index at the relevant iteration.
The rules and definitions given so far imply that, for a nonshrink iteration,
Figure 4: A simplex after an outside contraction, and inside contraction and
a shrinka e w th out ide contraction v rtexxc, inside contraction vertex xcc
and best vertex xl. The original simplex is shown with dashed lines [1].
2.1.7 Termination of the Nelder-Mead Simplex Method
The Nel er-Mead Simplex method can terminate due to one of three different
criteria: convergence of the vertices, convergence of the function values, or
failure.
Convergence of Vertices: Convergence of this type occurs when some or
all of vertices Gi are sufficiently close together (i.e. |Gi − Gj| ≤ ,∀i, j ∈
{1, . . . , n + 1}, i 6= j.) This type of convergence is useful when applying the
algorithm to discontinous functions [5].
Convergence of Function Values: Convergence occurs when some or all
of the function values φi are sufficiently close (i.e. |φi − φj| ≤ ,∀i, j ∈
{1, . . . , n + 1}, i 6= j.) Most implementations use this convergence criteria
when searching for a minimum. It is also useful for finding an accurate
approximation when an exact minimum cannot be reached, such as with
17
‘noisy’ functions [5].
Failure: Occurs when the number of iterations exceeds an allowed amount
with little improvement being made to minimizing function values between
iterations [5].
2.1.8 Comments about the Method
As with any method, there are specific advantages and disadvantages to using
the Nelder-Mead Simplex Method.
Advantages:
• Compared with other minimization methods, the Nelder-Mead method
is fast, requiring one function evaluation when the iteration terminates
at the reflection step, two function evaluations when the iteration ter-
minates at the expansion or contraction step, and n+2 function evalu-
ations when the iteration terminates at the shrinkage step [1].
• When full optimization cannot occur and an exact minimum cannot
be reached, the Nelder-Mead method can make resonably accurate ap-
proximations, reaching values arbitrarily close to the minimum.
Disadvantages:
• Restricted domains of functions may cause problems in locating a min-
imum, such as premature termination. There are, however, modifica-
tions that may correct these problems such as scaling the domain or
modifying the function [2].
18
• For a function with more than one minimum, the placement of the
initial simplex may affect to which of the minima the algorithm con-
verges. However, this convergence may give no insight on the nature
of the function(i.e. the existence of minima.)
19
Figure 5: The Nelder-Mead Simplex Method
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2.2 Modified Nelder-Mead Simplex Method for Inter-
polation Grids
In tailoring the Nelder-Mead Simplex Method to find interpolation grids that
will minimize error, adjustments need to be made.
2.2.1 Creating and Ordering the Simplex
In order to use the Nelder-Mead Simplex method with interpolation grids,
the definition of the simplex’s vertices needs to be altered. In our case, each
vertex now represents an interpolation grid G such that G = (x1, x2, . . . , xN),
where x1 < x2 < · · · < xN .
The Nelder-Mead Simplex Method requires n + 1 vertices to create the
simplex S, defined as S = {G1, G2, . . . , GN+1}. In matrix form, simplex S
can be represented as
S =

G1
G2
...
GN+1

and when expanded
S =

x1,1 x1,2 · · · x1,N
x2,1 x2,2 · · · x2,N
...
...
. . .
...
xN+1,1 xN+1,2 · · · xN+1,N

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In the above matrix, each row represents an interpolation grid, and Gi,j
is the jth grid point of the ith grid. Finally, since for each grid x1 = 0 and
xn = 1, we have
S =

0 x1,2 · · · x1,N−1 1
0 x2,2 · · · x2,N−1 1
...
...
. . .
...
...
0 xN+1,2 · · · xN+1,N−1 1

where 0 < xi,j < 1.
Now, having ordered the grids such that (G1) < (G2) < · · · < (GN+1),
we can define xh = GN+1, h = (GN+1), xs = GN , s = (GN), xl = G1, and
l = (G1), where  is the error.
2.2.2 Calculating the Centroid
The centroid of interpolation grids G¯ can be calculated by computing the
arithmetic mean of each grid, excluding the grid that results in the largest
error:
G¯ =
1
N
N∑
i=1
(xi,1, xi,2, . . . , xi,N)
=
1
N
( N∑
i=1
xi,1,
N∑
i=1
xi,2, . . . ,
N∑
i=1
xi,n
)
= (x¯1, x¯2, . . . , x¯N)
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Geometrically, G¯ will be located across from G(N + 1).
2.2.3 Simplex Transformations
The reflection grid, expansion grid, contraction grid, and shrinkage grids are
calculated as follows:
Reflection Grid
The reflection grid points are computed as follows, with α = 1.
xr,i = x¯i + α(x¯i − xN+1,i)
for 1 ≤ i ≤ N , giving the resulting reflection grid:
Gr = (xr,1, xr,2, . . . , xr,N)
= (xr1, xr2, . . . , xrN)
Expansion Grid
The expansion grid points are computed as follows, with γ = 2.
xe,i = x¯i + γ(xri − x¯i)
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for 1 ≤ i ≤ N , giving the resulting expansion grid:
Ge = (xe,1, xe,2, . . . , xe,N)
= (xe1, xe2, . . . , xeN)
Contraction Grid
The outside contraction grid points are computed as follows, with β = 1
2
.
xc,i = x¯i + β(xri − x¯i)
for 1 ≤ i ≤ N .
The inside contraction gridpoints are computed as follows, still with β =
1
2
and 1 ≤ i ≤ N .
xc,i = x¯i + β(xi,N+1 − x¯i)
The resulting contraction grids from either contraction is
Gc = (xc,1, xc,2, . . . , xc,N)
= (xc1, xc2, . . . , xcN)
Shrinkage Grids
To shrink the simplex and create N new grids, the following calculations are
made, with δ = 1
2
.
xi,j = x1,j + δ(x
∗
i,j − x1,j)
24
for 2 ≤ i ≤ N + 1, and 2 ≤ j ≤ N − 1. Here, x∗i,j is the grid point from the
current iteration.
2.2.4 Comments about the Modified Method
For the Modified Nelder-Mead Simplex Method for Interpolation Grids, the
initial simplex S is created by generating N − 2 random numbers per grid
between zero and one, and ordering them such that 0 < x1 < x2 < · · · <
xN−1 < 1.
During some iterations, specifically in the reflection or expansion steps,
simplex S can transform out of the domain in which it is restricted(i.e. xi >
xj when i < j.) This however is self-correcting in the sense that the error
produced from this type of grid when interpolated will be greater than those
grids that stay in the domain, and the simplex will eventually transform back
into the proper domain.
25
3 Results with Non-Normalized Errors
3.1 g′′(x) = − sin(2pix)
Solution g(x) = sin(2pix)
4pi2
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10 Grid Points
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20 Grid Points
Error 1.17E − 004
0 0.2 0.4 0.6 0.8 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
g′′(x) = −sin(2pix) and Interpolation
x
f a
nd
 f 
Ap
pr
ox
im
at
e
0 0.2 0.4 0.6 0.8 1
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
Actual and Approximate Solutions to g′′(x) = −sin(2pix)
x
g 
an
d 
g 
Ap
pr
ox
im
at
e
0 0.2 0.4 0.6 0.8 1
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Distribution of N=20 Grid Points
Grid
D
en
si
ty
 o
f G
rid
 P
oi
nt
s
30
3.2 g′′(x) = x− x2
Solution g(x) = x
3
6
− x4
12
− x
12
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3.3 g′′(x) = x2 − x3
Solution g(x) = x
4
12
− x5
20
− x
30
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3.4 g′′(x) = x2(1− x)2
Solution g(x) = x
4
12
− x5
10
− x6
30
− x
60
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3.5 g′′(x) = x(1− x)(x− 12)2
Solution g(x) = x
5
10
− x6
30
− 5x4
48
+ x
3
24
− x
240
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3.6 g′′(x) = (ε
′)2
R(x)
The one-dimensional light scattering equation will be written in the Widom
form as follows,
g′′(x) =
(′)2
R(x)
g′′(x) =
1
x
+
1
(1− x) +N
with solution
g(x) = x ln(x) + (1− x) ln(1− x) +N ∗
where N is a ’nice’ function (i.e. no singularities on [0,1]), and N ∗ is the
second integration of N .
When written in the Widom form, the question becomes how to handle
the singularities at x = 0 and x = 1. Since we know the solution to g′′(x) =
1
x
+ 1
1−x will be g(x) = x ln(x)+(1−x) ln(1−x), we can focus on interpolating
N , and the problem reduces to solving g′′(x) = N .
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4 Conclusion/Future Work
Certain factors affect the accuracy of the numeric solution for a differential
equation g′′(x) = f(x). A general trend seen is that with a fixed number of
grid points, a smaller error between f(x) and f ∗(x) will result in a smaller
error between the solution g(x) and its approximation g∗(x). Also, an in-
crease in the number of interpolation grid points will tend to improve the
approximation, and generally reduce the error.
Symmetric functions will, for the most part, interpolate symmetrically,
although this has some variation resulting from the number of grid points
used. A higher density of grid points seems to occur where the function has
a high curvature, though the specific position of these points vary.
At this time, it is difficult to characterize where specifically to place grid
points, although a program has been written to determine where these grid
points should be placed. Eventually, it would be useful to construct a char-
acterization of functions and optimal grid point placement.
Other future work would include extending this problem to higher dimen-
sions. We can use the results from this one dimensional case as a basis for
differential equations of the form gxx(x, y) = f(x, y). This allows us to focus
on the two dimensional light scattering equation
gxx(x, y) =
ε2xGyy − 2εxεyGxy + ε2yGxx
GxxGyy −G2xy
to obtain more realistic results and data.
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We would like to answer the question of ‘Given a differential equation
g′′(x) = f(x), how many interpolation grid points are necessary to provide
an accurate solution.’ As for now, what we have is a program, but more
importantly a method, which when given an input equation g′′(x) = f(x) and
a fixed number of grid points N , will output an optimal interpolation grid
and a measurement of its accuracy. We hope that this will be helpful in the
future by providing recommendations on where to take data measurements.
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A Fortran 90 Program: nminterp.f90
implicit none
integer j , n i t , i , k , n , j j , lda ,m, h
parameter (n=100 , m=10)
! n f i n i t e d i f f e r e n c e gr id , m i n t e r p o l a t i o n g r i d
double precision a , b , x , y , dx , f , gr id , e r r f a c t , z
double precision xx , yy , zz , s o lu t i on , r e a l f , err , r
double precision bes t e r r , wrster r , s e c e r r , fexp , f c on t
double precision to l , werr , f i n g r i d
double precision nmgrid , mintemp , nmvec , nmref , nmexp ,
nmcont , f r e f
double precision nmerr , cent ro id , rowtemp , alpha , beta ,
gamma, d e l t
double precision gridtemp , opterr , optgr id , counter
dimension a (n , n) ,b (n) , y (n) , x (n) , g r id (m) , e r r f a c t (m) , z (n)
, f i n g r i d (m)
dimension xx (n) , yy (n) , zz (n) , r (m−2) , optgr id (m)
dimension nmgrid (m,m+1) , nmerr (m+1)
dimension c en t r o i d (m) , nmvec (m) , rowtemp (m) , nmref (m) ,
nmexp(m) , nmcont (m)
common gr id , e r r f a c t , to l , werr , nmgrid
common xx , yy , zz
open ( unit=52, f i l e=” t e s t . data ” , status=”unknown” )
open ( unit=54, f i l e=” gr id . data ” , status=”unknown” )
open ( unit=55, f i l e=” i n t e r p . data ” , status=”unknown” )
open ( unit=57, f i l e=” e r r o r . txt ” , status=”unknown” )
open ( unit=58, f i l e=” gr id . txt ” , status=”unknown” )
b e s t e r r=1
counter=0
write ( 6 ,∗ ) ’ ’
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write ( 6 ,∗ ) ’ Ca l cu l a t ing . . . ’
write ( 6 ,∗ ) ’ ’
write ( 6 ,∗ ) ’ ’
g r i d (1 ) =0.0d00
g r id (m) =1.0d00
! S e t t i n g up the g r i d s
do j =1,m+1
nmgrid (1 , j )=0
nmgrid (m, j )=1
enddo
do j =1,m+1
do k=2,m−1
nmgrid (k , j )=rand ( )
enddo
enddo
! Ordering Grid po in t s
do i =1,m
do j =1,m+1
do k=2,m−1
i f ( nmgrid (k , j ) . gt . nmgrid ( k+1, j ) ) then
gridtemp=nmgrid (k , j )
nmgrid (k , j )=nmgrid ( k+1, j )
nmgrid ( k+1, j )=gridtemp
endif
enddo
enddo
enddo
111 continue
ca l l f cn ( nmgrid ( 1 :m, 1 ) , err )
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opte r r=err
counter=counter+1
i f ( counter == 10000) then
goto 999
endif
! Ordering the g r i d s
do k=1,m+1
do j =1,m
nmvec ( j )=nmgrid ( j , k )
enddo
ca l l f cn (nmvec , err )
nmerr ( k )=err
enddo
do k=1,m+1
do j =1,m
i f ( nmerr ( j ) . gt . nmerr ( j +1) ) then
mintemp=nmerr ( j )
nmerr ( j )=nmerr ( j +1)
nmerr ( j +1)=mintemp
do h=1,m
rowtemp (h)=nmgrid (h , j )
nmgrid (h , j )=nmgrid (h , j +1)
nmgrid (h , j +1)=rowtemp (h)
enddo
endif
enddo
enddo
! Ca l cu l a t e the c en t ro i d
do j =1,m
cen t ro i d ( j )=0
enddo
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do j =1,m
do k=1,m
cen t r o i d ( j )=cen t r o i d ( j )+nmgrid ( j , k )
enddo
enddo
do j =1,m
cen t ro i d ( j )=( c en t r o id ( j ) ) /m
enddo
! Transformations
alpha=1
beta =.5
gamma=2
d e l t =.5
! Ca l cu l a t e Re f l e c t i on Point
do j =1,m
nmref ( j )=cen t ro i d ( j )+alpha ∗( c en t r o id ( j )−nmgrid ( j ,m+1)
)
enddo
ca l l f cn ( nmref , err ) ! R e f l e c t i on error
f r e f=err
ca l l f cn ( nmgrid ( 1 :m, 1 ) , err ) ! Error o f b e s t g r i d
b e s t e r r=err
ca l l f cn ( nmgrid ( 1 :m,m+1) , err ) ! Error o f the worst g r i d
wrs t e r r=err
ca l l f cn ( nmgrid ( 1 :m,m) , err ) ! Error o f second worst
g r i d
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s e c e r r=err
i f ( ( b e s t e r r . l e . f r e f ) . and . ( f r e f . l t . s e c e r r ) ) then
nmgrid ( 1 :m,m+1)=nmref ( 1 :m)
goto 111
else i f ( f r e f . l t . b e s t e r r ) then
goto 777
else
goto 7777
endif
777 continue
! Ca l cu l a t e the Expansion Point
do j =1,m
nmexp( j )=cen t r o i d ( j )+gamma∗( nmref ( j )−c en t r o i d ( j ) )
enddo
ca l l f cn (nmexp , err )
fexp=err
i f ( fexp . l t . f r e f ) then
nmgrid ( 1 :m,m+1)=nmexp ( 1 :m)
goto 111
else
nmgrid ( 1 :m,m+1)=nmref ( 1 :m)
goto 111
endif
7777 continue
! Ca l cu l a t e the Contract ion Point
i f ( ( s e c e r r . l e . f r e f ) . and . ( f r e f . l t . w r s t e r r ) ) then
do j =1,m
nmcont ( j )=cen t ro id ( j )+beta ∗( nmref ( j )−c en t r o i d ( j ) )
enddo
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ca l l f cn ( nmcont , err )
f c on t=err
i f ( f c on t . l e . f r e f ) then
nmgrid ( 1 :m,m+1)=nmcont ( 1 :m)
goto 111
else
goto 333
endif
else i f ( f r e f . ge . wr s t e r r ) then
do j =1,m
nmcont ( j )=cen t ro id ( j )+beta ∗( nmgrid ( j ,m+1)−c en t r o i d (
j ) )
enddo
ca l l f cn ( nmcont , err )
f c on t=err
i f ( f c on t . l t . wr s t e r r ) then
nmgrid ( 1 :m,m+1)=nmcont ( 1 :m)
goto 111
else
goto 333
endif
endif
333 continue
! Shrink the Simplex
do j =2,m+1
do k=2,m−1
nmgrid (k , j )=nmgrid (k , 1 )+d e l t ∗( nmgrid (k , j )−nmgrid (k
, 1 ) )
enddo
enddo
goto 111
999 continue
60
optgr id ( 1 :m)=nmgrid ( 1 :m, 1 )
ca l l f cn ( optgr id , err )
opt e r r=err
write ( 6 ,∗ ) ’ ’
write ( 6 ,∗ ) ’The optimal g r id i s : ’
write ( 6 ,∗ ) ’ ’
write ( 6 ,∗ ) optgr id
write ( 6 ,∗ ) ’ ’
write ( 6 ,∗ ) ’With minimum e r r o r : ’ , op t e r r
write ( 6 ,∗ ) ’ ’
write ( 6 ,∗ ) ’ ’
ca l l f cn ( optgr id , err )
write (52 ,10) ( xx ( j ) , j =1,n) , op t e r r
write (52 ,10) ( yy ( j ) , j =1,n)
write (52 ,10) ( zz ( j ) , j =1,n)
write (52 ,10) ( optgr id ( j ) , j =1,m)
write (52 ,10) ( 0 . 0∗ g r id ( j ) , j =1,m)
write (54 ,10) ( optgr id ( j ) , j =1,m)
write (54 ,10) ( 0 . 0∗ g r id ( j ) , j =1,m)
write (58 ,10) ( optgr id ( j ) , j =1,m)
write (55 ,10) ( yy ( j ) , j =1,n)
write (55 ,10) ( zz ( j ) , j =1,n)
write (57 ,∗ ) op te r r
10 format (505( ’ ’ , f 13 . 8 ) )
end
! ∗∗∗ Fin i t e d i f f e r e n c e ∗∗∗
subroutine f cn ( griddd , err )
implicit none
integer j , n i t , i , k , n , lda ,m
parameter (n=100 , m=10)
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double precision a , b , x , y , dx , f , gr id , griddd , to l , werr
double precision xx , yy , zz
double precision e r r f a c t , z , s o lu t i on , r e a l f , err , nmgrid
dimension a (n , n) ,b (n) , y (n) , x (n) , g r id (m) , gr iddd (m) ,
nmgrid (m,m+1)
dimension xx (n) , yy (n) , zz (n)
dimension e r r f a c t (m) , z (n)
common gr id , e r r f a c t , to l , werr , nmgrid
common xx , yy , zz
g r id (1 ) =0.0
g r id (m) =1.0
do i =2,m−1
g r id ( i )=griddd ( i )
enddo
lda=n
dx=1.0d00/ d f l o a t (n+1)
do i =1,n
do j =1,n
a ( i , j ) =0.0d00
enddo
x ( i )=i ∗dx
b( i )=dx∗dx∗ f ( x ( i ) )
z ( i )=s o l u t i o n ( x ( i ) )
enddo
a (1 , 1 ) =−2.0d00
a (n , n)=−2.0d00
a (1 , 2 ) =1.0d00
a (n , n−1)=1.0d00
do j =2,n−1
a ( j , j )=−2.0d00
a ( j , j +1)=1.0d00
a ( j , j−1)=1.0d00
enddo
! So l v ing the approximate s o l u t i o n
ca l l s o l v e r (n , a , lda , b , y )
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! ∗∗∗Ca l cu l a t i n g error between z and y∗∗∗
err =0.0
do j =1,n
err=err+(y ( j )−z ( j ) ) ∗∗2
enddo
err=s q r t ( err∗dx )
do j =1,n
xx ( j )=x ( j )
yy ( j )=y ( j ) ! Approximate s o l u t i o n
zz ( j )=z ( j ) ! Actual s o l u t i o n
enddo
10 format (505( ’ ’ , f 13 . 8 ) )
end
! ∗∗∗ I n t e r p o l a t i o n o f f unc t i on f ∗∗∗
double precision function f ( x )
implicit none
integer n ,m, j , i
parameter (n=100 , m=10)
double precision x , z , gr id , r e a l f , e r r f a c t , to l , werr ,
nmgrid
dimension g r id (m) , e r r f a c t (m) , nmgrid (m,m+1)
common gr id , e r r f a c t , to l , werr , nmgrid
i f ( x . l e . g r i d (1 ) ) then
f=r e a l f ( x )
else
do j =2,m
i f ( x . l e . g r i d ( j ) ) then
f =( r e a l f ( g r i d ( j−1) ) ∗( g r i d ( j )−x )+r e a l f ( g r i d ( j ) ) ∗(x
−g r id ( j−1) ) ) /( g r id ( j )−g r id ( j−1) )
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go to 12
endif
enddo
endif
12 continue
return
end
! ∗∗∗Actual f unc t i on f ∗∗∗
double precision function r e a l f ( x )
implicit none
integer n ,m
parameter (n=100 , m=10)
double precision x
r e a l f =(x−(x∗∗2) )
return
end
! ∗∗∗Actual s o l u t i o n g∗∗∗
double precision function s o l u t i o n ( x )
implicit none
integer n ,m
parameter (n=100 , m=10)
double precision x , y
s o l u t i o n =((x∗∗3) /6)−((x∗∗4) /12)−(x/12)
return
end
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! ∗∗∗ So l ve r f o r the system of equa t ions ∗∗∗
Subroutine s o l v e r (n , a , lda , b , y )
integer n , lda , j
double precision a , y , b , r
dimension a (n , n) ,b (n) , y (n)
do j =2,n
r=a ( j , j−1)/a ( j −1, j−1)
a ( j , j )=a ( j , j )−r∗a ( j −1, j )
b ( j )=b( j )−r∗b( j−1)
enddo
y (n)=b(n) /a (n , n)
do j=n−1,1,−1
y ( j )=(b( j )−a ( j , j +1)∗y ( j +1) ) /a ( j , j )
enddo
End Subroutine s o l v e r
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B MATLAB Plotting Code
M=load ( ’ i n t e r p . data ’ ) ; % load ing f unc t i on s and
s o l u t i o n s
G=load ( ’ g r i d . data ’ ) ; % load ing the g r i d
Mtemp=zeros (3 , length (M)+2) ;
for k=1: s ize (M)
for j =1: length (M)
Mtemp( k+1, j +1)=M(k , j ) ;
end
end
for h=1: length (Mtemp)−1
Mtemp(1 , h+1)=Mtemp(1 , h) +(1/101) ;
end
M=Mtemp ;
f=M( 4 , : ) ;
g1=G( 1 , : ) ;
g2=G( 2 , : ) ;
d i f f g r i d=M( 1 , : ) ; % d i f f e r e n c e g r i d
y=M( 2 , : ) ; % approx
z=M( 3 , : ) ; % ac tua l
% Only used f o r po lynomia l graphs
poly=[−1 1 0 ] ;
a c t s o l=polyval (poly , d i f f g r i d ) ;
% So lu t i on Plo t
f igure
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hold on
xlim ( [ 0 , 1 ] )
plot ( d i f f g r i d , y , ’ r ’ ) ; %aprox
plot ( d i f f g r i d , z , ’b ’ ) ; %ac tua l
plot ( g1 , g2 , ’−k ’ , g1 , g2 , ’ ok ’ ) ;
t i t l e ( [ ’ Actual and Approximate S o l u t i o n s to g\prime\
prime ( x ) = x−xˆ2 ’ ] , ’ FontSize ’ , 12)
xlabel ( ’ x ’ , ’ FontSize ’ , 12) ;
ylabel ( ’ g and g Approximate ’ , ’ FontSize ’ ,12) ;
n=20; % number o f g r i d po in t s
% Se t t i n g up the d i s t r i b u t i o n p l o t
lennnn=length ( g1 )−1;
d i s t=zeros (1 , lennnn ) ;
i n v d i s t=zeros (1 , lennnn ) ;
mid=zeros (1 , lennnn ) ;
for i =1:n−1
d i s t ( i ) =((G(1 , i +1)−G(1 , i ) ) ) ;
i n v d i s t ( i ) =(1/((G(1 , i +1)−G(1 , i ) ) ) ) ;
mid ( i )=(G(1 , i +1)+G(1 , i ) ) /2 ;
end
normmm=norm( i n v d i s t ) ;
normmmm=norm( d i s t ) ;
for i =1:n−1
i n v d i s t ( i )=( i n v d i s t ( i ) /normmm) ;
d i s t ( i )=( d i s t ( i ) /normmmm) ;
end
maxii=max( i n v d i s t ) ;
% Grid po in t d i s t r i b u t i o n p l o t
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f igure
hold on
ylim ([−0.1 ,2∗maxii ] )
plot (mid , i nvd i s t , ’ b ’ ) ;
plot ( g1 , g2 , ’−k ’ , g1 , g2 , ’ ok ’ ) ;
t i t l e ( [ ’ D i s t r i b u t i o n o f N=20 Grid Points ’ ] , ’ FontSize ’
, 12)
xlabel ( ’ Grid ’ , ’ FontSize ’ , 12)
ylabel ( ’ Density o f Grid Points ’ , ’ FontSize ’ , 12)
% Function p l o t
f igure
hold on
xlim ( [ 0 , 1 ] )
plot ( d i f f g r i d , f , ’ r ’ )
plot ( d i f f g r i d , a c t s o l , ’ b ’ )
plot ( g1 , g2 , ’−k ’ , g1 , g2 , ’ ok ’ ) ;
t i t l e ( [ ’ g\prime\prime ( x ) = x−xˆ2 and I n t e r p o l a t i o n ’ ] , ’
FontSize ’ , 12)
xlabel ( ’ x ’ , ’ FontSize ’ , 12) ;
ylabel ( ’ f and f Approximate ’ , ’ FontSize ’ ,12) ;
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