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a b s t r a c t
High order compact Alternating Direction Implicit scheme is given for solving the
generalized sine-Gordon equation in a two-dimensional rectangular domain.We apply the
compact finite difference operators to obtain a fourth order discretization for the second
order space derivatives, and we give a linearized three time level algorithm for solving
the original nonlinear equation. Error estimate is given by the energy method. Numerical
results are provided to verify the accuracy and efficiency of this algorithm.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We consider the following generalized two-dimensional sine-Gordon equation
utt + ρut = uxx + uyy − f (x, y, u, t), (x, y) ∈ (L1, L2)× (L3, L4), t ∈ (t0, T ] (1)
with initial conditions
u(x, y, t0) = g(x, y), ut(x, y, t)|t=t0 = gˆ(x, y), (x, y) ∈ [L1, L2] × [L3, L4], (2)
and the Dirichlet boundary conditions (we require that hi(y, t0) = g(Li, y), i = 1, 2, and hi(x, t0) = g(x, Li), i = 3, 4 for
consistency)
u(L1, y, t) = h1(y, t), u(L2, y, t) = h2(y, t), u(x, L3, t) = h3(x, t),
u(x, L4, t) = h4(x, t), t ≥ t0. (3)
Whenρ = 0, (1) is a nonlinear Klein–Gordon equation, andwhenρ > 0with f (x, y, u, t) = φ(x)ψ(y) sin u, (1) belongs to
the category of the damped sine-Gordon (SG) equation. Klein–Gordon equation and SG equation arise frommany branches of
modern physics, for example, the propagation of fluxion in Josephson junctions between two superconductors (see paper [1]
and the references therein for details). Exact solutions of the classical SG equationwere discussed as early as in the 1970s [2],
and most recently, in [1].
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Numerical approximations for SG equation with initial and boundary conditions have drawnmuch attention. Djidjeli [3]
presented a family of two-step, one parameter numerical method, Sheng et al. [4] employed a split cosine scheme,
Bratsos [5] presented a predictor–corrector scheme based on rational approximants for the two-dimensional SG equation.
Computational methods for the Klein–Gordon equation were recently studied in papers [6,7].
Because the fourth order compact finite difference schemes have the advantages of high accuracy to approximate the
second order derivatives and keeping the desirable tridiagonal nature of the finite difference equations, they have long been
studied, see, for example, [8–10]. As they consume lessmemory space, there has been a renewed interest in the development
and application of high order compact finite differencemethods for the numerical solution of partial differential equations in
the recent years. Theoretical analysis for the high order finite difference scheme was given in [11] for the general nonlinear
hyperbolic equation, and recently, Cui [12] gave a fourth order compact difference scheme with error analysis for the one-
dimensional SG equation.
Operator-splitting techniques, which are approximate factorization methods replacing the solution of multidimensional
problems by sequences of one-dimensional cases, have received much attention in the past years. They were proposed by
Peaceman, Rachford and Douglas in 1950s, see papers [13–17], and the book [18] for details. Ramos [19] proposed the
factorization of implicit, three-point compact, linearized θ-methods for multidimensional reaction–diffusion equations.
Recently, using the discrete energy method, Liao and Sun [20] gave the maximum norm error estimate for the high order
compact Alternating Direction Implicit (ADI) schemes for a linear two-dimensional parabolic problem.
In this paper, we give the high order compact ADI scheme for the generalized two-dimensional SG equation (1) which
contains the cubic nonlinear Klein–Gordon equation [21], with corresponding initial and boundary conditions. First, we
use the compact operators to approximate the second order derivatives in the space variables and rewrite the above
problem as an initial value problem for a second order ordinary differential equation. Then we develop a three time level
implicit compact finite difference scheme, and by using approximate factorization we only need to solve a sequence of one-
dimensional tridiagonal system of equations. We prove the convergence for the high order compact ADI scheme by the
energy method. Compared with our previous work [12], the features of the present paper are in the following three aspects,
i.e., we use a high order ADI scheme to solve amultidimensional problem, give a linearized scheme for the original nonlinear
problem, and the scheme is unconditionally stable and convergent.
The paper is organized as follows. In Section 2 we give the three time level high order compact difference scheme. The
original nonlinear equation is solved by a linearized high order compact finite difference scheme, and the resulting two-
dimensional system is reduced to sequences of one-dimensional equations by the approximate factorization techniques.
Consequently, only three-grid point stencils for the one-dimensional problems need to be utilized, and we reduce the
solutions of the multidimensional problems to the direct solution of one-dimensional problems. Error estimate is given by
the energy method in Section 3, and numerical experiments are performed in Section 4 to test the accuracy and efficiency
of the proposed compact ADI algorithm. Conclusions are given in Section 5.
Throughout this paper, the symbol C will denote a generic positive constant, independent of x, t and allmesh parameters,
not necessarily the same at different occurrences. We assume that the function f (x, y, u, t) is Lipschitz continuous with
respect to the variable u.
2. The three level compact difference scheme
2.1. Partition and the solution vector
The domain is divided by a uniform mesh in each direction. Let Nx and Ny be positive integers, hx = L2−L1Nx+1 , xi = L1 +
ihx, i = 0, . . . ,Nx + 1 and hy = L4−L3Ny+1 , yj = L3 + jhy, j = 0, . . . ,Ny + 1. Let τ = (T − t0)/N be the time step and
tn = t0 + nτ , 1 ≤ n ≤ N , and we put h = max{hx, hy}. The theoretical solution u at point (xi, yj, tn) is denoted by unij, and
the numerical solution at the same mesh point will be represented by Unij . At each time level n, the number of unknowns
is Nxy = Nx × Ny and we denote the exact solution vector by un = u(tn) = [un11, un21, . . . , unNx,1, un12, . . . , unNx,Ny ]T and the
approximate solution vector by Un = U(tn) = [Un11,Un21, . . . ,UnNx,1,Un12, . . . ,UnNx,Ny ]T . The vectors are in an i–j ordering
now, and will be changed to a j–i ordering in the second step in the ADI algorithm; see the content after (12) in this paper
for details.
2.2. Derivation of the numerical scheme
It is known that the familiar central difference quotient defined by
(uxx)ij ≈ 1h2x
δ2xuij ≡
1
h2x
(ui−1,j − 2uij + ui+1,j) and (uyy)ij ≈ 1h2y
δ2yuij ≡
1
h2y
(ui,j−1 − 2uij + ui,j+1)
gives only second order approximation to uxx and uyy, respectively. The compact finite difference operators defined by
(uxx)ij ≈ δ
2
x
h2x
(
1+ 112δ2x
)uij and (uyy)ij ≈ δ2y
h2y
(
1+ 112δ2y
)uij (4)
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have fourth order accuracy and can keep the tridiagonal nature of the schemes in the x-direction and y-direction,
respectively. That is to say, we have a higher order approximation and maintain the three-point stencil of the difference
scheme.
Let the sum of the compact difference operators in (4) be denoted by A, i.e., A = δ2x
h2x
(
1+ 112 δ2x
) + δ2y
h2y
(
1+ 112 δ2y
) . Then, applying
(4) to all the Nxy mesh points of the partition at time level n, n = 1, 2, . . . , subject to the initial and boundary conditions
given by (2) and (3), we can have a second order initial value problem of the form (with t = tn now){
D2u(t)+ ρDu(t) = Au(t)− G(u(t))+ η(t), t > 0,
u(t0) = g, Du(t0) = gˆ, (5)
where D = diag{d/dt} and D2 = diag{d2/dt2} are diagonal matrices of order N , with vectors
G(u(t)) = (f (x1, y1, u11(t), t), . . . , f (xNx , yNy , uNx,Ny(t), t))T
and g, gˆ, η(t) all belonging to RNxy , and |η(t)|l∞ ≡ max1≤i≤Nx,1≤j≤Ny |ηij(t)| = O(h4x)+ O(h4y) = O(h4).
Since the operator A is linear, with the following approximations
D2u(t) = u(t + τ)− 2u(t)+ u(t − τ)
τ 2
+ O(τ 2), Du(t) = u(t + τ)− u(t − τ)
2τ
+ O(τ 2),
A
[
1
2
(u(t + τ)+ u(t − τ))
]
= A(u(t))+ O(τ 2),
and substituting them in (5) we get
u(t + τ)− 2u(t)+ u(t − τ)
τ 2
+ ρ u(t + τ)− u(t − τ)
2τ
= A
[
1
2
(u(t + τ)+ u(t − τ))
]
− G(u(t))+ O(τ 2)+ O(h4),
or equivalently,(
1+ 1
2
ρτ
)
u(t + τ)− τ
2
2
A(u(t + τ))
= 2u(t)+
(
τ 2
2
A(u(t − τ))−
(
1− 1
2
ρτ
)
u(t − τ)
)
− τ 2G(u(t))+ O(τ 4)+ O(τ 2h4). (6)
We want to solve (6) by the ADI method. From the definition of the operator A, we obtain(
1+ 1
2
ρτ
)
u(t + τ)− 1
2
τ 2
(
δ2x
h2x
(
1+ 112δ2x
) + δ2y
h2y
(
1+ 112δ2y
))u(t + τ)
= 2u(t)+
[
1
2
τ 2
(
δ2x
h2x
(
1+ 112δ2x
) + δ2y
h2y
(
1+ 112δ2y
))− (1− 1
2
ρτ
)]
u(t − τ)− τ 2G(u(t))+ O(τ 4)+ O(τ 2h4).
Divide the above equation by 1+ 12ρτ , let rx = τhx
√
1+ 12 ρτ
and ry = τ
hy
√
1+ 12 ρτ
be the mesh ratios, and we assume that they
are bounded, then we get(
1− 1
2
(
r2x
δ2x
1+ 112δ2x
+ r2y
δ2y
1+ 112δ2y
))
u(t + τ)
= 2
1+ 12ρτ
(u(t)− u(t − τ))+
[
1+ 1
2
(
r2x
δ2x
1+ 112δ2x
+ r2y
δ2y
1+ 112δ2y
)]
u(t − τ)
− τ
2
1+ 12ρτ
G(u(t))+ O(τ 4)+ O(τ 2h4).
Therefore, using the approximate factorization technique, we have
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1− r
2
x
2
δ2x
1+ 112δ2x
)(
1− r
2
y
2
δ2y
1+ 112δ2y
)
u(t + τ)
= 2
1+ 12ρτ
(u(t)− u(t − τ))+
(
1+ r
2
x
2
δ2x
1+ 112δ2x
)(
1+ r
2
y
2
δ2y
1+ 112δ2y
)
u(t − τ)− τ
2
1+ 12ρτ
G(u(t))
+ r
2
x r
2
y
4
δ2x
1+ 112δ2x
δ2y
1+ 112δ2y
(u(t + τ)− u(t − τ))+ O(τ 4)+ O(τ 2h4).
Recall the definitions of rx and ry, as
δ2x
h2x
and
δ2y
h2y
are the approximation operators of the second order derivatives, consequently,
the fourth term on the right hand side is O(τ 5), we can obtain(
1− r
2
x
2
δ2x
1+ 112δ2x
)(
1− r
2
y
2
δ2y
1+ 112δ2y
)
u(t + τ)
= 2
1+ 12ρτ
(u(t)− u(t − τ))+
(
1+ r
2
x
2
δ2x
1+ 112δ2x
)(
1+ r
2
y
2
δ2y
1+ 112δ2y
)
u(t − τ)
− τ
2
1+ 12ρτ
G(u(t))+ O(τ 4)+ O(τ 2h4)
=
(
1− r
2
x
2
δ2x
1+ 112δ2x
)(
1− r
2
y
2
δ2y
1+ 112δ2y
)
u(t − τ)+
(
r2x
δ2x
1+ 112δ2x
+ r2y
δ2y
1+ 112δ2y
)
u(t − τ)
+ 1
1+ 12ρτ
[2(u(t)− u(t − τ))− τ 2G(u(t))] + O(τ 4)+ O(τ 2h4). (7)
As the two operators
(
1+ 112δ2x
)
and
(
1+ 112δ2y
)
commute, we can simplify (7) by applying the operator(
1+ 112δ2x
) (
1+ 112δ2y
)
to both sides to get(
1+
(
1
12
− r
2
x
2
)
δ2x
)(
1+
(
1
12
− r
2
y
2
)
δ2y
)
(u(t + τ)− u(t − τ))
= 1
1+ 12ρτ
(
1+ 1
12
δ2x
)(
1+ 1
12
δ2y
)
[2(u(t)− u(t − τ))− τ 2G(u(t))]
+
(
r2x δ
2
x
(
1+ 1
12
δ2y
)
+ r2y δ2y
(
1+ 1
12
δ2x
))
u(t − τ)+ O(τ 4)+ O(τ 2h4). (8)
Replacing u by its approximationU and neglecting the higher order terms, we obtain the following linearized, three time
level implicit compact ADI difference scheme for solving (1).
For {Un−1ij } and {Unij } given (0 ≤ i ≤ Nx + 1, 0 ≤ j ≤ Ny + 1), we solve {Un+1ij } by the following three equations.
(
1+
(
1
12
− r
2
x
2
)
δ2x
)
1Un(∗)ij =
1
1+ 12ρτ
(
1+ 1
12
δ2x
)(
1+ 1
12
δ2y
)
[2(Unij − Un−1ij )− τ 2G(Unij )]
+
(
r2x δ
2
x
(
1+ 1
12
δ2y
)
+ r2y δ2y
(
1+ 1
12
δ2x
))
Un−1ij ,(
1+
(
1
12
− r
2
y
2
)
δ2y
)
1Un(∗∗)ij = 1Un(∗)ij ,
Un+1ij = Un−1ij +1Un(∗∗)ij , 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny, 1 ≤ n ≤ N − 1.
(9)
For the system of equations in (9) solvable, we need to give values for {1Un(∗)0,j } and {1Un(∗)Nx+1,j} (1 ≤ j ≤ Ny). These
conditions can be obtained from the second and third equations in (9) by setting i = 0 and i = Nx+1, respectively (cf. [16]).
That is to say,
1Un(∗)0,j =
(
1+
(
1
12
− r
2
y
2
)
δ2y
) (
Un+10,j − Un−10,j
) = (1+ ( 1
12
− r
2
y
2
)
δ2y
) (
h1(jhy, tn+1)− h1
(
jhy, tn−1
))
,
1Un(∗)Nx+1,j =
(
1+
(
1
12
− r
2
y
2
)
δ2y
)
(h2(jhy, tn+1)− h2(jhy, tn−1)), 1 ≤ j ≤ Ny.
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And the boundary values for {1Un(∗∗)ij } can be obtained from the third equation in (9), i.e.,
1Un(∗∗)i,0 = h3(ihx, tn+1)− h3(ihx, tn−1), 1Un(∗∗)i,Ny+1 = h4(ihx, tn+1)− h4(ihx, tn−1), 1 ≤ i ≤ Nx.
Note that (9) is a three level scheme, besides {U0ij }, we will also need {U1ij } to start the algorithm. The boundary values for
{U1ij } can be given by (3) and the interior values of {U1ij } can be obtained by the Taylor series expansions, as in papers [22]
and [23]. That is, for 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny, we use (here gˆij = gˆ(xi, yj))
u1ij = u0ij + τ(ut)0ij +
1
2!τ
2(utt)0ij + · · · = gij + τ gˆij +
1
2!τ
2(utt)0ij + O(τ 3), (10)
and to get a second order one, we need to use the original equation to get
utt = uxx + uyy − f (x, y, u, t)− ρut . (11)
Then putting (11) into (10) and using the inequality ab ≤ 12 (a2 + b2), we get
u1ij = gij + τ gˆij +
1
2
τ 2(gxx|ij + gyy|ij − f (xi, yj, gij, t0)− ρgˆij)+ O(τ 3)
= gij + τ gˆij + 12τ
2
(
δ2x
h2x
gij +
δ2y
h2y
gij − f (xi, yj, gij, t0)− ρgˆij
)
+ O(τ 3)+ O(τ 3/2 · τ 1/2(h2x + h2y))
= gij + τ gˆij + 12τ
2
(
δ2x
h2x
gij +
δ2y
h2y
gij − f (xi, yj, gij, t0)− ρgˆij
)
+ O(τ 3)+ O(τh4). (12)
For solving (9), in the first step,we consider that our data is being ordered in an i–j ordering, then solving the first equation
of (9) involves solving an Nxy×Nxy tridiagonal matrix equation. While in the second step, we consider that our data is being
ordered in a j–i ordering, then solving the second equation involves solving another Nxy × Nxy tridiagonal matrix equation.
Wemust be clearly aware that there is a transpose of data taking place between the solution of these two equations (cf. [24]).
Finally, we get the following compact ADI difference scheme.
Algorithm 1. In the first step, we seek for {U1ij }.
U0ij = g(xi, yj), 0 ≤ i ≤ Nx + 1, 0 ≤ j ≤ Ny + 1,
U10,j = h1(yj, t1), U1Nx+1,j = h2(yj, t1), 0 ≤ j ≤ Ny + 1,
U1i,0 = h3(xi, t1), U1i,Ny+1 = h4(xi, t1), 0 ≤ i ≤ Nx + 1,
U1ij = gij + τ gˆij +
1
2
τ 2
(
δ2x
h2x
gij +
δ2y
h2y
gij − f (xi, yj, gij, t0)− ρgˆij
)
, 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny.
Then, with {Un−1ij } and {Unij }(n ≥ 1) given, we obtain {Un+1ij } by the following steps.
Un+10,j = h1(yj, tn+1), Un+1Nx+1,j = h2(yj, tn+1), 0 ≤ j ≤ Ny + 1,
Un+1i,0 = h3(xi, tn+1), Un+1i,Ny+1 = h4(xi, tn+1), 1 ≤ i ≤ Nx,
1Un(∗)0,j =
(
1+
(
1
12
− r
2
y
2
)
δ2y
)
(h1(yj, tn+1)− h1(yj, tn−1)),
1Un(∗)Nx+1,j =
(
1+
(
1
12
− r
2
y
2
)
δ2y
)
(h2(yj, tn+1)− h2(yj, tn−1)),(
1+
(
1
12
− r
2
x
2
)
δ2x
)
1Un(∗)ij =
1
1+ 12ρτ
(
1+ 1
12
δ2x
)(
1+ 1
12
δ2y
) [
2(Unij − Un−1ij )− τ 2G(Unij )
]
+
(
r2x δ
2
x
(
1+ 1
12
δ2y
)
+ r2y δ2y
(
1+ 1
12
δ2x
))
Un−1ij ,(
1+
(
1
12
− r
2
y
2
)
δ2y
)
1Un(∗∗)ij = 1Un(∗)ij ,
Un+1ij = Un−1ij +1Un(∗∗)ij , 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny, 1 ≤ n ≤ N − 1.
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Remark 1. From (8) it is easy to see that the local truncation error for this scheme isO(τ 2)+O(h4). As pointed in paper [20],
using Richardson extrapolation, we can improve the temporal accuracy to fourth order. And, global extrapolation in both
space and time can be used, as given in paper [3] to improve the accuracy. For the Klein–Gordon equation, compact scheme
can also be used for the time derivative to achieve the fourth order of approximation accuracy, as in paper [7].
3. Error analysis
We give the convergence analysis by the energy method in this section. As we consider the Dirichlet problem only, we
introduce the following vector space Sh.
Sh = {v|v ∈ R(Nx+2)×(Ny+2), v0,j = vNx+1,j = vi,0 = vi,Ny+1 = 0, 0 ≤ i ≤ Nx + 1, 0 ≤ j ≤ Ny + 1}.
That is, a vector in Sh can be thought of as a grid function with zero values on the boundary mesh points. For two vectors
v,w ∈ Sh, we introduce the following inner products and norms.
(vn,wn) =
Nx∑
i=1
Ny∑
j=1
vnijw
n
ijhxhy, ‖vn‖ = ‖vn‖l2 =
[
Nx∑
i=1
Ny∑
j=1
(vnij)
2hxhy
]1/2
,
(δ2x v,w) =
Nx∑
i=1
Ny∑
j=1
(vni−1,j − 2vnij + vni+1,j)wnijhxhy, (δ2yv,w) =
Nx∑
i=1
Ny∑
j=1
(vni,j−1 − 2vnij + vni,j+1)wnijhxhy,
‖vnx¯‖ =
[
Nx+1∑
i=1
Ny∑
j=1
(
vnij − vni−1,j
hx
)2
hxhy
]1/2
, ‖vny¯‖ =
[
Nx∑
i=1
Ny+1∑
j=1
(
vnij − vni,j−1
hy
)2
hxhy
]1/2
.
For the error analysis, we first note that our numerical scheme is based on (8) with higher order terms dropping, then
with the notation of operator Awe have
un+1 − 2un + un−1
τ 2
+ ρ u
n+1 − un−1
2τ
= A
[
1
2
(un+1 + un−1)
]
− G(un)− 1
4
1
h2x
δ2x
1+ 112δ2x
1
h2y
δ2y
1+ 112δ2y
(u(t + τ)− u(t − τ))+ εn (13)
where
‖εn‖ ≤ C(τ 2 + h4), (14)
and our numerical scheme (9) is equivalent to
Un+1 − 2Un + Un−1
τ 2
+ ρU
n+1 − Un−1
2τ
= A
[
1
2
(Un+1 + Un−1)
]
− G(Un)− 1
4
1
h2x
δ2x
1+ 112δ2x
1
h2y
δ2y
1+ 112δ2y
(U(t + τ)− U(t − τ)). (15)
Let en = un − Un denote the approximation error, then subtracting (13) from (15) we get
en+1 − 2en + en−1
τ 2
+ ρ e
n+1 − en−1
2τ
= A
[
1
2
(en+1 + en−1)
]
− (G(un)− G(Un))− 1
4
1
h2x
δ2x
1+ 112δ2x
1
h2y
δ2y
1+ 112δ2y
(en+1 − en−1)+ εn. (16)
Using the discrete Green formula, we know that the operators δ2x and δ
2
y are self-adjoint for vectors in Sh. To give the error
estimate, we will need the following lemmas.
Lemma 1 ([25,26]). For any grid function v ∈ Sh, there are
1
4
h2x‖vx¯‖2 ≤ ‖v‖2 ≤
1
8
(L2 − L1)2‖vx¯‖2 and 14h
2
y‖vy¯‖2 ≤ ‖v‖2 ≤
1
8
(L4 − L3)2‖vy¯‖2.
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Lemma 2. For any grid function v ∈ Sh, we have
(1)
2
3
‖v‖2 ≤
((
1+ 1
12
δ2x
)
v, v
)
≤ ‖v‖2 and 2
3
‖v‖2 ≤
((
1+ 1
12
δ2y
)
v, v
)
≤ ‖v‖2;
(2) ‖v‖2 ≤
((
1+ 1
12
δ2x
)−1
v, v
)
≤ 3
2
‖v‖2 and ‖v‖2 ≤
((
1+ 1
12
δ2y
)−1
v, v
)
≤ 3
2
‖v‖2;
(3) 16c0‖v‖2 ≤ −
((
δ2x
h2x
(
1+ 112δ2x
) + δ2y
h2y
(
1+ 112δ2y
)) v, v) ≤ 6( 1
h2x
+ 1
h2y
)
‖v‖2,
where c0 = min
{
1
(L2−L1)2 ,
1
(L4−L3)2
}
;
(4)
(
δ2x
1+ 112δ2x
δ2y
1+ 112δ2y
v, v
)
≥ 0.
Proof. (1) We have((
1+ 1
12
δ2x
)
v, v
)
= 5
6
Nx∑
i=1
Ny∑
j=1
(vij)
2hxhy + 112
Nx∑
i=1
Ny∑
j=1
(vi−1,j + vi+1,j)vijhxhy.
Since |∑Nxi=1∑Nyj=1(vi−1,j + vi+1,j)vijhxhy| ≤ 2‖v‖2, hence 23‖v‖2 ≤ ((1+ 112δ2x ) v, v) ≤ ‖v‖2, and the second inequality
follows similarly.1
(2) It is obvious that the operators 1+ 112δ2x and 1+ 112δ2y are self-adjoint. From (1) we know that both operators 1+ 112δ2x
and 1+ 112δ2y are positive with the corresponding symmetric positive definitematrices having the smallest eigenvalue 23 and
the largest eigenvalue 1, respectively, by the Rayleigh–Ritz theorem [27]. And their inverses are symmetric positive definite,
too, with the smallest eigenvalue 1 and the largest eigenvalue 32 now. Therefore, the inequalities hold.
2
(3) Letw1 =
(
1+ 112δ2x
)−1/2 v,w2 = (1+ 112δ2y )−1/2 v, respectively, we have
−
((
δ2x
h2x
(
1+ 112δ2x
) + δ2y
h2y
(
1+ 112δ2y
)) v, v) = − 1
h2x
(δ2xw1,w1)−
1
h2y
(δ2yw2,w2)
= ‖(w1)x¯‖2 + ‖(w2)y¯‖2 ≤ 4
(
1
h2x
‖w1‖2 + 1h2y
‖w2‖2
)
= 4
 1
h2x
∥∥∥∥∥
(
1+ 1
12
δ2x
)−1/2
v
∥∥∥∥∥
2
+ 1
h2y
∥∥∥∥∥
(
1+ 1
12
δ2y
)−1/2
v
∥∥∥∥∥
2

≤ 6
(
1
h2x
+ 1
h2y
)
‖v‖2.
On the other hand,
−
((
δ2x
h2x
(
1+ 112δ2x
) + δ2y
h2y
(
1+ 112δ2y
)) v, v) = ‖(w1)x¯‖2 + ‖(w2)y¯‖2
≥ 8
(
1
(L2 − L1)2 ‖w1‖
2 + 1
(L4 − L3)2 ‖w2‖
2
)
≥ 8c0(‖w1‖2 + ‖w2‖2)
≥ 16c0‖v‖2.
(4) Let v = (1+ 112δ2x ) (1+ 112δ2y )w, then
1 We can also get (1) directly by the following inequalities from Lemma 1. That is, we can use (δ2αv, v) = −h2α‖vα¯‖2 ≤ 0 and h2α‖vα¯‖2 ≤ 4‖v‖2, α = x, y.
2 Or, let v = (1+ 112 δ2x )− 12 w in (1), then 23 ‖ (1+ 112 δ2x )−1/2 w‖2 ≤ (w,w) ≤ ‖ (1+ 112 δ2x )−1/2 w‖2 . Hence ‖w‖2 ≤ ((1+ 112 δ2x )−1 w,w) ≤ 32 ‖w‖2 .
We can prove the second inequality in a similar way.
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δ2x
1+ 112δ2x
δ2y
1+ 112δ2y
v, v
)
=
(
δ2x δ
2
yw,
(
1+ 1
12
δ2x
)(
1+ 1
12
δ2y
)
w
)
= (δ2x δ2yw,w)+
1
12
(δ2x δ
2
yw, δ
2
xw)+
1
12
(δ2x δ
2
yw, δ
2
yw)+
1
144
(δ2x δ
2
yw, δ
2
x δ
2
yw)
= h2xh2y‖wx¯y¯‖2 −
h4xh
2
y
12
‖wx¯y¯x¯‖2 −
h2xh
4
y
12
‖wx¯y¯y¯‖2 + 1144‖δ
2
x δ
2
yw‖2
≥ h2xh2y‖wx¯y¯‖2 −
h4xh
2
y
12
‖wx¯y¯x¯‖2 −
h2xh
4
y
12
‖wx¯y¯y¯‖2 ≥ 13h
2
xh
2
y‖wx¯y¯‖2 ≥ 0,
where we have used the inequalities h2α‖vα¯‖2 ≤ 4‖v‖2, α = x, y. 
Now we can give the error estimate.
Theorem 1. For the compact ADI difference scheme defined by Algorithm 1, assume that both rx and ry are bounded, then we
have
1
τ
‖(un − Un)− (un−1 − Un−1)‖ + ‖un − Un‖ ≤ C(τ 2 + h4), n = 1, 2, . . . ,N. (17)
Proof. Take the inner product with en+1 − en−1 ∈ Sh on both sides of (16), as the operator A is self-adjoint, i.e., (Au, v) =
(u,Av) and note that
en+1 − en−1 = (en+1 − en)+ (en − en−1),
en+1 − 2en + en−1 = (en+1 − en)− (en − en−1),
we have
‖en+1 − en‖2 − ‖en − en−1‖2 + 1
2
ρτ‖en+1 − en−1‖2
= τ
2
2
[(Aen+1, en+1)− (Aen−1, en−1)] − τ 2(G(un)− G(Un), en+1 − en−1)
− τ
2
4
 1h2x δ2x
1+ 112δ2x
1
h2y
δ2y
1+ 112δ2y
(en+1 − en−1), en+1 − en−1
+ τ 2(εn, en+1 − en−1).
Sum with respect to n, then there holds
‖en+1 − en‖2 + 1
2
ρτ
n∑
l=2
‖el+1 − el−1‖2 − τ
2
2
[(Aen+1, en+1)+ (Aen, en)]
= −τ
2
2
(Ae1, e1)+ ‖e1 − e0‖2 − τ 2
n∑
l=2
(G(ul)− G(Ul), el+1 − el−1)
− τ
2
4
n∑
l=2
 1h2x δ2x
1+ 112δ2x
1
h2y
δ2y
1+ 112δ2y
(el+1 − el−1), el+1 − el−1
+ τ 2 n∑
l=2
(εl, el+1 − el−1).
From Lemma 2 we have
−τ
2
4
n∑
l=2
 1h2x δ2x
1+ 112δ2x
1
h2y
δ2y
1+ 112δ2y
(el+1 − el−1), el+1 − el−1
 ≤ 0.
As G(u) is Lipschitz continuous and e0 = 0, hence el =∑lk=1(ek − ek−1), it follows that
‖en+1 − en‖2 + 1
2
ρτ
n∑
l=2
‖el+1 − el−1‖2 − τ
2
2
[(Aen+1, en+1)+ (Aen, en)]
≤ ‖e1 − e0‖2 − τ
2
2
(Ae1, e1)+ Cτ 2
n∑
l=2
‖el‖ ‖el+1 − el−1‖ + τ 2
n∑
l=2
(εl, el+1 − el−1)
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≤ ‖e1 − e0‖2 − τ
2
2
(Ae1, e1)+ Cn2τ 3
n∑
l=2
‖el − el−1‖2 + Cτ
n∑
l=1
‖el+1 − el‖2 + Cτ 3
n∑
l=2
‖εl‖2
≤ ‖e1 − e0‖2 − τ
2
2
(Ae1, e1)+ Cτ 3
n∑
l=2
‖εl‖2 + C(T − t0)2τ
n∑
l=1
‖el − el−1‖2.
That is,∥∥∥∥en+1 − enτ
∥∥∥∥2 + 12ρτ
n∑
l=2
∥∥∥∥el+1 − el−1τ
∥∥∥∥2 − 12 [(Aen+1, en+1)+ (Aen, en)]
≤ −1
2
(Ae1, e1)+
∥∥∥∥e1 − e0τ
∥∥∥∥2 + Cτ n∑
l=2
‖εl‖2 + C(T − t0)τ
n∑
l=1
∥∥∥∥el − el−1τ
∥∥∥∥2 .
Using (3) in Lemma 2, we get
16c0‖en‖2 ≤ −(Aen, en) ≤ 6
(
1
h2x
+ 1
h2y
)
‖en‖2,
and from (14) we obtain
τ
n∑
l=2
‖εl‖2 ≤ C(τ 2 + h4)2.
From (12) we also have
∥∥∥∥ e1ij−e0ijτ ∥∥∥∥
l∞
= max1≤i≤Nx,1≤j≤Ny
∣∣∣∣ e1ij−e0ijτ ∣∣∣∣ = ∥∥∥∥ e1ijτ ∥∥∥∥
l∞
≤ C(τ 2 + h4), hence∥∥∥∥e1 − e0τ
∥∥∥∥ ≤ C(τ 2 + h4),
thus
−1
2
(Ae1, e1) = −1
2
(A(e1 − e0), e1 − e0) ≤ 3
(
1
h2x
+ 1
h2y
)
‖e1 − e0‖2
≤ 3
(
1+ 1
2
ρτ
)
(r2x + r2y )
∥∥∥∥e1 − e0τ
∥∥∥∥2 ≤ C(τ 2 + h4)2.
Combining all these estimates, we obtain∥∥∥∥en+1 − enτ
∥∥∥∥2 + 12ρτ
n∑
l=2
∥∥∥∥el+1 − el−1τ
∥∥∥∥2 + 8c0(‖en+1‖2 + ‖en‖2)
≤ C(T − t0)τ
n∑
l=1
∥∥∥∥el − el−1τ
∥∥∥∥2 + C(τ 2 + h4)2.
Then using the discrete Gronwall lemma [28], we get∥∥∥∥en+1 − enτ
∥∥∥∥2 + 8c0(‖en+1‖2 + ‖en‖2) ≤ C(τ 2 + h4)2 exp(C(T − t0)2) ≤ C(τ 2 + h4)2.
Hence∥∥∥∥en − en−1τ
∥∥∥∥+ ‖en‖ ≤ C(τ 2 + h4),
then we get (17) and the proof is completed. 
Remark 2. Thus the scheme is unconditionally stable and convergent.
4. Numerical experiments
In this section we give some numerical results for the two-dimensional model problems given below, these results are
obtained by using Matlab.
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Fig. 1. Error when t = 0.5 for Example 1.
Table 1
Errors in the l2-norm with τ = 0.1 for Example 1.
t hx = hy = 0.4 hx = hy = 0.2 hx = hy = 0.1
0.1 0.0150 (0.0055) 0.0046 (0.0017) 0.0015 (5.5113e−4)
0.2 0.0283 (0.0115) 0.0074 (0.0030) 0.0019 (7.6060e−4)
0.3 0.0386 (0.0174) 0.0084 (0.0038) 0.0015 (6.6588e−4)
0.4 0.0455 (0.0226) 0.0081 (0.0040) 0.0013 (6.6856e−4)
0.5 0.0493 (0.0271) 0.0072 (0.0040) 0.0023 (0.0013)
0.6 0.0510 (0.0310) 0.0066 (0.0040) 0.0036 (0.0022)
0.7 0.0513 (0.0344) 0.0065 (0.0044) 0.0049 (0.0033)
0.8 0.0507 (0.0376) 0.0066 (0.0049) 0.0058 (0.0043)
0.9 0.0487 (0.0400) 0.0063 (0.0052) 0.0065 (0.0054)
1.0 0.0450 (0.0407) 0.0056 (0.0051) 0.0071 (0.0064)
Example 1. We seek the numerical solution for the following problem.
∂2u
∂t2
+ ρ ∂u
∂t
= ∂
2u
∂x2
+ ∂
2u
∂y2
− 2 sin u+ 2 sin(e−αt(1− cos(pix))(1− cos(piy)))
− e−αt [α(ρ − α)(1− cos(pix))(1− cos(piy))
+pi2(cos(pix)+ cos(piy)− 2 cos(pix) cos(piy))], 0 < x, y < 2, t > 0,
u(x, y, 0) = (1− cos(pix))(1− cos(piy)), 0 ≤ x, y ≤ 2,
∂u
∂t
(x, y, t)|t=0 = −α(1− cos(pix))(1− cos(piy)), 0 ≤ x, y ≤ 2,
u(0, y, t) = u(2, y, t) = u(x, 0, t) = u(x, 2, t) = 0, 0 ≤ x, y ≤ 2, t ≥ 0.
That is, the domain is (L1, L2) × (L3, L4) = (0, 2) × (0, 2), t0 = 0, and the theoretical solution is taken as u(x, y, t) =
e−αt(1− cos(pix))(1− cos(piy))where α is a parameter, with homogeneous Dirichlet boundary conditions.
We need to solve a linear system of equations, whosematrix is a tridiagonal one.With forward elimination and backward
substitution, we can solve it easily. We use the subroutine TRI.m in book [29], where partial pivoting is adopted.
In our numerical results, we let α = ρ = 1 and the l2 errors are given in Tables 1 and 2with different mesh sizes, and the
relative errors are in the brackets. To show the propagation of the error, errors onmesh points, that is, Un+1ij −u(xi, yj, tn+1),
with a mesh for hx = hy = 0.02 and τ = 0.02 were plotted in Figs. 1 and 2 for tn+1 = 0.5 and tn+1 = 1.0, respectively. We
can see that the errors spread from the peak gradually.
Since we have proved that the error of our scheme satisfies (where C(u) depends on the theoretical solution u)
‖e‖ ≤ C(u)(τ 2 + h4),
then if we decrease the mesh size of hx and hy to half and τ to a quarter, then we get a factor 1/16 for the error ‖e‖. The l2
error ‖e‖, together with the relative errors in brackets, and the numerical order of convergence are shown in Table 3. In a
standard way, we compute the corresponding numerical orders of convergence r = r(τ , h) by
r = log(‖e(4τ , 2h)‖/‖e(τ , h)‖)/ log 2,
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Fig. 2. Error when t = 1.0 for Example 1.
Table 2
Errors in l2-norm with τ = 0.01 for Example 1.
t hx = hy = 0.4 hx = hy = 0.2 hx = hy = 0.1
0.1 0.0024 (9.0130e−4) 4.5606e−4 (1.6801e−4) 1.0318e−4 (3.8011e−5)
0.2 0.0065 (0.0027) 9.2077e−4 (3.7488e−4) 1.7441e−4 (7.1009e−5)
0.3 0.0114 (0.0051) 0.0013 (5.9314e−4) 2.1301e−4 (9.5846e−5)
0.4 0.0162 (0.0081) 0.0016 (8.0543e−4) 2.2660e−4 (1.1268e−4)
0.5 0.0204 (0.0112) 0.0018 (0.0010) 2.2647e−4 (1.2446e−4)
0.6 0.0238 (0.0144) 0.0020 (0.0012) 2.2290e−4 (1.3538e−4)
0.7 0.0262 (0.0176) 0.0021 (0.0014) 2.2022e−4 (1.4782e−4)
0.8 0.0279 (0.0207) 0.0021 (0.0016) 2.1526e−4 (1.5969e−4)
0.9 0.0290 (0.0237) 0.0021 (0.0018) 2.0043e−4 (1.6433e−4)
1.0 0.0292 (0.0265) 0.0021 (0.0019) 1.6881e−4 (1.5296e−4)
Table 3
Errors and the numerical orders of convergence for Example 1.
t hx = hy = 0.2 hx = hy = 0.1 r hx = hy = 0.05 r
τ = 0.05 τ = 0.0125 τ = 0.003125
0.2 0.0035 (0.0014) 2.1065e−4 (8.5762e−5) 4.0544 1.3085e−5 (5.3273e−6) 4.0089
0.4 0.0044 (0.0022) 2.5944e−4 (1.2902e−4) 4.0840 1.5998e−5 (7.9554e−6) 4.0194
0.6 0.0042 (0.0026) 2.4576e−4 (1.4927e−4) 4.0951 1.5116e−5 (9.1813e−6) 4.0231
0.8 0.0040 (0.0030) 2.3417e−4 (1.7372e−4) 4.0944 1.4434e−5 (1.0708e−5) 4.0200
1.0 0.0030 (0.0027) 1.7075e−4 (1.5472e−4) 4.1350 1.0495e−5 (9.5091e−6) 4.0241
and ‖e(τ , h)‖ means the error ‖e‖ computed with mesh sizes τ and h. Therefore, to test the order of convergence of
Algorithm 1, we reduce τ and hx, hy to 14τ and
1
2hx,
1
2hy, respectively. For example, we first let hx = hy = 0.2 and τ = 0.05;
then we let hx = hy = 0.1 and τ = 0.0125, respectively. We also refine the mesh sizes further, that is, with hx = hy = 0.05
and τ = 0.003125. We can see that the numerical orders are approximately 4, which nearly meet our anticipations.
Example 2. The following equation is taken from the example given in Section 6.Numerical results in paper [3],
∂2u
∂t2
= ∂
2u
∂x2
+ ∂
2u
∂y2
− sin u, −7 < x, y < 7, t > 0,
with initial conditions
u(x, y, 0) = 4 arctan(exp(x+ y)), −7 ≤ x, y ≤ 7,
∂u
∂t
(x, y, t)|t=0 = − 4 exp(x+ y)1+ exp(2x+ 2y) , −7 ≤ x, y ≤ 7
and corresponding Dirichlet boundary conditions (Neumann boundary conditions were discussed in [3]).
The spatial domain is (L1, L2) × (L3, L4) = (−7, 7)2 now, with t0 = 0 and the theoretical solution being u(x, y, t) =
4 arctan(exp(x + y − t)), is also a special case of the exact solutions studied in [1]. The time dependent inhomogeneous
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Table 4
The l2 and l∞ errors for Example 2.
t h = 0.25, τ = 0.1 h = 0.25, τ = 0.05 h = 0.1, τ = 0.01
‖e‖l2 (‖e‖l∞ ) ‖e‖l2 (‖e‖l∞ ) ‖e‖l2 (‖e‖l∞ )
1.0 0.0283 (0.0064) 0.0078 (0.0019) 7.4616e−4 (2.3585e−4)
2.0 0.0453 (0.0139) 0.0121 (0.0037) 0.0011 (4.0493e−4)
3.0 0.0654 (0.0209) 0.0171 (0.0055) 0.0015 (5.1552e−4)
4.0 0.0874 (0.0265) 0.0221 (0.0065) 0.0018 (5.4380e−4)
5.0 0.1043 (0.0298) 0.0255 (0.0072) 0.0020 (5.7210e−4)
6.0 0.1130 (0.0326) 0.0268 (0.0079) 0.0020 (6.2366e−4)
7.0 0.1145 (0.0375) 0.0266 (0.0090) 0.0019 (6.9890e−4)
Table 5
Errors and the numerical orders for Example 2.
t hx = hy = 0.5 hx = hy = 0.25 r hx = hy = 0.125 r
τ = 1.0 τ = 0.25 τ = 0.0625
1.0 0.1651 0.0118 3.8065 7.5520e−4 3.9658
2.0 0.2692 0.0184 3.8709 0.0012 3.9386
3.0 0.4106 0.0261 3.9756 0.0016 4.0279
4.0 0.5900 0.0341 4.1129 0.0021 4.0213
5.0 0.7649 0.0397 4.2681 0.0024 4.0480
6.0 0.9070 0.0421 4.4292 0.0025 4.0738
7.0 1.0019 0.0420 4.5762 0.0024 4.1293
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Fig. 3. Numerical solution for t = 7.0, with hx = hy = 0.25 and τ = 0.1 for Example 2.
Dirichlet boundary conditions are specified by the theoretical solution, and the boundary treatments (discussed in Section 2
after (9)) take into effect now.
Numerical results are given in Table 4. Compared with the results in paper [3], our scheme is better than the method
(3.7)–(3.8) in [3], similar to the method using space–time extrapolation. Besides, no parameter α appears in our scheme.
The errors in l2-norm and the corresponding orders of convergence are displayed in Table 5. It is easy to observe the
convergence of order two in time and fourth order in space according to Theorem 1. Numerical solutions for t = 7 were
plotted in Figs. 3 and 4, with a mesh for hx = hy = 0.25, τ = 0.1 and hx = hy = 0.125, τ = 0.01, respectively.
5. Conclusions
In this article, we have developed a high order linearized ADI scheme for the generalized SG equation. Two techniques,
ADI and linearization are used for solving the original nonlinear equation. Convergence of the compact ADI scheme is
obtained by the energy method. The numerical results show that this algorithm has high order of accuracy and good
efficiency.
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Fig. 4. Numerical solution for t = 7.0, with hx = hy = 0.125 and τ = 0.01 for Example 2.
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