Recursive credibility estimation is discussed from the viewpoint of linear filtering theory. A conjunction of geometric mterpretation and the innovation approach leads to general algorithms not developed before. Moreover, covariance characterizations considered by other researchers drop our elegantly as a result of geometric considerations. Examples are presented of Kalman type filters valid for non-Gaussian measurements
INTRODUCTION AND SUMMARY
There have appeared a number of papers, fairly tightly connected, concerned with recursive credibility formulae. An early paper that occupies a somewhat central position is that of GERBER and JONES (1975) , which develops credibility formulae of the updating type, vahd if and only if the covariance structure (5.12) holds. The other papers notably, J EWELL (1976) , SUN DT ( 1981 , 1983 and KREM ER (1982) develop recursive formulae for a variety of other evolutionary type models, the last emphasizing the relationships with modern models of time series. Last, but not least, the paper of DE JONG and ZEHNWJRTH (1983) relates some credibility models to the Kalman filter, perhaps, the most important algorithm in linear stochastic system theory.
The basic purpose of the present paper is to unify many existing results in recursive credibility theory and moreover develop more general ones. To achieve this, we adopt a geometric interpretation of recursive linear least squares estimation theory m the spirit of GERBER and JONES (1975) and DE VYLDER (1976) . There is also a side benefit to be had by adopting a geometric approach--it reduces both the conceptual and algebraic burdens. The practical tmportance to actuaries of the present paper lies in the fact that once a model for premium rate-making is postulated, the estimators of parameters, premium forecast and associated errors may be derived quite readily using the general results contained herein. Moreover, the recursive nature of the formulae affords economy of computing space and time.
The main results here are established with the aid of KAILATH'S (1974) innovation technique which has found fruitful apphcations in linear filtering theory. It ASTIN BULLETIN Vol 15, No I is intimately related to the well known Gram-Schmldt orthogonalization scheme and Fourier series.
Suppose 'Y is a forecast of the random quantity Y with associated mean-square error C, based on some past measurements. Given a new measurement X we wish to update our forecast of Y and its associated mean-square error C. Let represent, the forecast of X based on the past measurements. The innovation, e = X-X, represents what is "new" in the new measurement X. The updated forecast of Y is (I.I) Y+Ke where the weight K is given by
The mean-square error of the updated forecast (I.l) is
The foregoing results are treated in elaborate detail in Sections 3 and 4. In Section 5 we consider a general prospective ratemakmg framework and indicate how covariance structures considered by GERBER and JONES (1975) , JEWELL (1976) and SUNDT ( 198 I ) drop out elegantly as a result of the geometric interpretation of the problem. Finally, in Section 6 Kalman type filters are derived for two different models using results developed earlier in the paper. The filters are related to the work of SUNDT (1981 SUNDT ( , 1983 and DE JONC and ZEHNWIRTH (1983) .
HILBERT SPACE OF SQUARE-INTEGRABLE RANDOM VARIABLES
For the purposes of the present paper it is convenient to formulate some definitions and terminology and to state two classical projection theorems.
Consider a fixed probability space (1~, ,.~, P). The Hilbert space ~ = L2 (l~, ~, P) is the linear space of measurable functions from fl into R whose second moment exist. We identify with the element X ~ gt', the equivalence class {X: X = X a.e }. The inner product (X, Y) for any two elements X and Y in ,~' is defined by
Accordingly, the corresponding I1" II is defined by
II x II = (E[X2])'/2
It is beneficial to extend the definition of the inner product (.,.) to random vectors. Suppose X = (XL .... , X,) and Y = (Yt .... Y,,) where Xc ~" and Y~ ~". Define (X, Y) by
This is not an inner product in the true sense--it is a matrix. However, If we ignore this deficiency, the projection theorem can be used as a quick mnemonic way of obtaining the approximate optimal estimators (theorem 3.2)
The following properties of the bilinear functional .,.) are noted. Furthermore, a necessary and sufl~oent condition that X*e ~ be the unique mmimization vector is that Y-X* be orthogonal (±) to ~. 
LINEAR ESTIMATION OF A RISK PARAMETER
One of the key problems in credibility theory is the estimation of a risk parameter. Suppose Y~ ~ is a (non-observable) risk parameter and Xo, Xi,...,X, are (observable) 
Y-~n(Y)..LX,;
i=0, I,...,n whence,
The expression for ~' follows from the last set of equalities whereas the expression concerning the mean-square error follows by noting that
We remark that the matrix G = [IX[[ 2 is called the Gram matrix.
COROLLARY. ]f X 0-~. 1 then ~.( Y) ts the inhomogeneous hnear Bayes rule which may be written
with associated mean-square error ( Bayes risk) c [ ~-c[ Y, x*] 
COROLLARY 2. If Xo -= I then ~,( Y) is the mhomogeneous linear Bayes rule for Y, which may be written
All the foregoing results are well known to both linear filtering theorists and credibility theorists. The difference between expression (4.6) and (4.7) yields expression (4.3) We note that the key element in the foregoing analysis is the orthogonality property of the innovation sequence {ej}. We point out that ~f Xo-~ I then 1 s,LP. whence we have the unblasedness properties, Finally, we remark that the preceding recursions also carry over to vector valued measurements X0, Xi .....
THE GEOMETRY OF RECURSIVE PROSPECTIVE RATEMAKING
In the present section we adopt the general prospective rate-making formulation of GERBER and JONES (1975) . Let X, represent the claims cost (or loss ratio, etc.) in the ith period. The premium forecast for period n + 1 based on the measurements Xo(~ 1 ), Xi,..., X, is denoted by P,+~. This premium is the optimal affine estimator (inhomogeneous linear Bayes rule) of X.+t based on the measurements X~, X2, • • •, X.. That is,
The innovation in the measurement X. is 
-P.).
We emphasize that the last formula holds true in general. We now focus on formula (4) of SUNOT (1981) We are now in a position to derive the covariance characterization (5) of SUNDT (1981, p. 5). Equation (5.8) can be written as (X~+l, e,)= an(X,, e,) and insertion of (4.1) FIGURE 5 1 The geometry of cred~bihty formulae of the updating type m the sprat of GERBER and JONES (1975) Figure 5 I shows the geometry of credibility formulae of the updating type. The co-ordinate axis labelled 2 represents X, and the I-2 plane represents .~',.
Let E, represent the mean-square error of P,, that is E° = lie,, II 2 Figure 5 .1 depicts the following orthogonahty relations: e, _L e,+~, e, ± P, and e,+, X ..~.. These may be used to obtain a number of expressions connecting Z. and second-order moments of X., e., P. etc. In particular
assuming (5.12) holds. We can also demonstrate (5.13) mathematically thus: From expression preceding (5.1) X,,+t-X. = P.+l -P. + e.+l -e,,.
Substituting (5.4) with ~.-~(X.+t)= P. into the last equation gives

X.+t-X. =(I -e.)Z. + e,,+l.
Recogmzing the fact that e. _L e.+, now yields (5.13). GERBER and JONES (1975) which will be alluded to in the next section.
KALMAN TYPE FILTERS
In the present section we examine some applications of the algorithms developed earher to two special models and relate them to the classical Kalman filter for which both measurement and system noises are Gaussian (JAZWINSKI (1969)). The last expression also follows from (5.13).
Btihlmann Model
Evolutionary Risk Parameter Model
In the present sub-section we imagine that we have a sequence of risk parameters 
.~).
We also assume independence between the measurement and system "noises". That is, The same Kalman filter (6.2.6) to (6.2.9) is obtained.
The prospective rating algorithm is given by P. +,=e.+zo(x.-p.) Although the two preceding models satisfy (5 12) we conclude by emphasizing that the general algorithms presented in Sections 4 and 5 may be apphed to any model and in particular the models considered by SUNDT (1981 SUNDT ( , 1983 ) satisfying the more general structure (5.10) and (5.1 I).
