In this paper, a modified BFGS algorithm is proposed. The modified BFGS matrix estimates a modified Hessian matrix proposed in [17] , which is a convex combination of an identity matrix for the steepest descent algorithm and a Hessian matrix for Newton's algorithm. The coefficient of the convex combination in the modified BFGS algorithm is dynamically chosen in every iteration. It is proved that, for any twice differentiable nonlinear function (convex or non-convex), the algorithm is globally convergent to a stationary point. If the stationary point is a local minimizer where the Hessian is strongly positive definite in a neighborhood of the minimizer, the iterates will eventually enter and stay in the neighborhood, and the modified BFGS algorithm reduces to the BFGS algorithm in this neighborhood. Therefore, the modified BFGS algorithm is superlinearly convergent. Moreover, the computational cost of the modified BFGS in each iteration is almost the same as the cost of the BFGS. Numerical test on the CUTE test set is reported. The performance of the modified BFGS algorithm implemented in our Matlab function mBFGS is compared to the BFGS algorithm implemented in the Matlab Optimization Toolbox function fminunc, a limited memory BFGS implemented as L-BFGS, a descent conjugate gradient algorithm implemented as CG-Descent 5.3, and a limited memory, descent and conjugate algorithm implemented as L-CG-Descent. This result shows that the modified BFGS algorithm may be very effective.
Introduction
The BFGS algorithm is one of the most successful algorithms for unconstrained nonlinear programming [2] . Although global and superlinear convergence results have been established for convex problems [13] , it has been proved that, for general problems, the BFGS algorithm with Wolfe line search may not be convergent for nonconvex nonlinear functions [4] . Unfortunately, Wolfe line search condition is one of the prerequisites for applying the Zoutendijk theorem [18] to prove the global convergence of optimization algorithms. This motivates us to find a modified BFGS algorithm that is globally convergent for all twice differentiable nonlinear functions, convex or nonconvex. We also would like the behavior of the modified BFGS algorithm to be the same as the BFGS algorithm when the iterates approach a minimizer where the strong second order condition is met, i.e., we would like the proposed algorithm to be locally superlinearly convergent.
We will first examine how a modified Newton algorithm [17] achieves global and quadratic convergence. It uses a modified Hessian matrix which is a convex combination of the Hessian for Newton's algorithm and the identity matrix for the steepest descent algorithm. The most obvious advantage of using the convex combination other than linear combination of these matrices is that the modified Newton algorithm may take the steepest descent iteration or Newton's iteration; it has the merits of both the steepest descent algorithm and Newton's algorithm, i.e., it is globally and quadratically convergent. Similar to the idea that the BFGS estimates the Hessian matrix, we propose a modified BFGS update that estimates the modified Hessian matrix given in [17] . We will prove that this modified BFGS algorithm is indeed globally convergent, as the modified Newton algorithm is. In addition, if the limit point is a local minimizer and its Hessian is strongly positive definite in a neighborhood of the minimizer, we will show that the iterates will enter the neighborhood and the modified BFGS will reduce to the BFGS, therefore, the modified BFGS is locally superlinearly convergent as the BFGS is.
The proposed modified BFGS update is different from other modified BFGS updates such as [9] and [14] in several aspects. First, our modified BFGS algorithm may take the steepest descent direction, while other modified BFGS algorithm may not. Second, the selection of the parameter of the convex combination is different from other methods.
The modified BFGS is implemented in the Matlab function mBFGS. The implementation mBFGS and an implementation of BFGS in Matlab Optimization Toolbox fminunc are tested against the CUTE test set [1] [3] . The performance of mBFGS is compared to fminunc, and other established and/or state-of-the-art optimization software, such as a limited memory BFGS algorithm [11] implemented as L-BFGS, a descent conjugate gradient algorithm [8] implemented as CG-Descent 5.3, and a limited memory descent and conjugate algorithm [7] implemented as L-CG-Descent. This result shows that the modified BFGS may be very effective.
The remainder of the paper is organized as follows. Section 2 introduces the modified BFGS algorithm. Section 3 discusses the algorithm's convergence properties. Section 4 provides the test results. Section 5 presents the conclusions.
The Modified BFGS Method
Our objective is to minimize a multi-variable nonlinear (convex or nonconvex) function
where f is twice differentiable and x ∈ R n . Throughout the paper, we define by g(x) or simply g the gradient of f (x), by H(x) or simply H the Hessian of f (x). We denote by H ≻ 0 if a matrix H is positive definite, by H 0 if H is positive semidefinite. We will use subscript k for the kth iteration, hence, x 0 is used to represent the initial point. Denote byx a local minimizer of (1), then
We make the following assumptions in the convergence analysis. Assumptions:
where m and M satisfy 0 < m < 1 < M < ∞. (16) will be used to prove the global convergence of the modified BFGS algorithm. The first inequality of (16) can be rewritten as
Since γ k ∈ [0, 1], the first inequality of (16) is equivalent to
The second inequality of (16) can be rewritten as
is a quadratic and convex function of γ k . Since M > 1, it is easy to see that the strict inequality of (19a) holds for γ k = 1, hence p(1) < 0. Therefore p(γ k ) = 0 has two solutions γ k andγ k satisfying γ k < 1 <γ k and for any
if s k = y k , then, the inequality (19) holds for γ k = 0. Therefore,
Remark 2.1 (13) can be replaced by the following equivalent representation
which requires fewer computational counts than (13) does. However, this equivalent formula is not numerically stable. For CUTE problem heart6ls, when the condition number of E −1 k+1 is poor, two of the eigenvalues of E −1 k+1 generated by (22) are negative, but all eigenvalues of E −1 k+1 generated by (13) are greater than zeor.
Remark 2.2 Although the two formulae in (20) are equivalent, the second one is numerically much more stable. For the CUTE test problem djkl, using the first formula results in a negative value inside the square root because of the computational error, while the second formula ensures a positive value inside the square root.
Intuitively, it is desirable to have γ k ∈ [0, 1] as close to zero as possible so that the algorithm will approach to the standard BFGS algorithm. Therefore, we want to select the smallest γ k ∈ [0, 1] satisfying (18) and (23). We consider all possible relations among ms (18) and (23), combining the first relation of (18) and (23), we have
• Case 2 (ms (18) and (23), combining the first relation of (18) and (23), we have
• Case 3 (ms (18) and (23), combining the last 2 relations of (18) and (23), we have γ k = max{0, γ k }. In particular, when
Combining all cases, we have
Remark 2.3 It is worthwhile to note that if y
Now we are ready to present the modified BFGS algorithm. Algorithm 2.1 Modified BFGS Data: 0 < ǫ, m < 1, and 1 < M < ∞, initial x 0 , and E 0 = I. for k=0,1,2,...
Compute search direction d k using (15);
where α k satisfies the Wolfe condition to be defined later;
Compute s k and y k using (8);
Select γ k using (24), and computer z k using (11); Update E −1 k+1 using (13); k ← k + 1; end Remark 2.4 It is clear that the computation involving the selection of γ k is negligible (requires O(n) operations). Therefore, the cost of modified BFGS in each iteration is almost the same as the cost of the BFGS.
In the rest of the paper, our discussion will focus on the proof of global and superlinear convergence of Algorithm 2.1. The convergence properties are directly related to the goodness of the search direction and step length. The quality of the search direction is measured by
where the second equation follows from (6) and (14) . A good step length α k should satisfy the following Wolfe condition.
where 0 < σ 1 < σ 2 < 1. The existence of the Wolfe condition is established in [15, 16] . An algorithm that finds, in finite steps, a point satisfying the Wolfe condition is given in [10] . Therefore, we will not discuss step size selection in this paper.
Convergence Analysis
An important global convergence result was given by Zoutendijk [18] which can be stated as follows.
Theorem 3.1 Suppose that f is bounded below in R n and that f is continuously twice differentiable in an open set M containing the level set L = {x : f (x) ≤ f (x 0 )}. Assume that the gradient is Lipschitz continuous on M, i.e., there exists a constant L > 0 such that
for all x, y ∈ M. Assume further that d k is a descent direction and α k satisfies the Wolfe condition. Then
the Zoutendijk theorem indicates that if d k is a descent direction and cos(θ k ) ≥ δ > 0, then the algorithm is globally convergent because lim k→∞ g k = 0. We are now ready to state the main convergence result for the modified BFGS algorithm.
Theorem 3.2 Suppose that f is bounded below in R n , f is continuously twice differentiable in an open set M containing the level set L = {x : f (x) ≤ f (x 0 )}, and Assumptions 1-3 hold. Then Algorithm 2.1 is globally convergent in the sense that lim inf g(x k ) → 0. In addition, if s k → 0, then Algorithm 2.1 converges to somex satisfying g(x) = 0 with superlinear rate.
Proof: First, we show that d k is a descent direction. From the selection of γ k using (24), we know that (16) holds. The first inequality of (16) guarantees z T k s k > 0. Using this fact and (13), we conclude E k ≻ 0 since E 0 = I ≻ 0. Therefore, d k is a descent direction. Since (16) holds for all k ≥ 0, following exactly the same arguments used in the proof of [12, Theorem 8.5], we have a subsequence {j k } such that
In view of Theorem 3.1, (29) indicates
This means that there exists thex and a subsequence of x j k such that x j k →x and g(x) = 0. Since the function is locally strongly convex in a neighborhood of every local minimizerx with g(x) = 0, this means that everyx is isolated (there is a unique local minimizer in the neighborhood). Therefore, the condition s k → 0 and (30) is enough to prove that x k →x. Since Algorithm 2.1 is globally convergent, for sufficiently large
Using Taylor's Theorem [12, Theorem 2.1]
(31) and (32) imply thatH k is positive definite, i.e., for all v ∈ R n ,
This gives y
and y
From these two inequalities, in view of Remark 2.3, we conclude that for large k, γ k = 0 is always selected. Therefore, the modified BFGS reduces to the standard BFGS for large k. In addition, if Assumption 3 holds, the BFGS converges at a superlinear rate, therefore the modified BFGS also converges at the rate because it is identical to the BFGS for large k.
Implementation and Numerical Test
This section provide detailed information about the implementation of the algorithm which is slightly different from the description of Algorithm 2.1. It also presents our test results against CUTE problems.
Implementation details
Algorithm 2.1 has been implemented in Matlab function mBFGS with the following considerations. First, the selection of m and M turns out to be important. The m and M of H(x) satisfying (4) depend on the individual function to be optimized and each of its local minimizers. To be safe, one may select small m and large M , which will be likely cover all possible functions to be optimized, but this selection may not be numerically stable. On the other hand, if m is selected too big, and/or M is selected too small, the selection may violate condition (4). Our selection of the default set of parameters are m = 0.00001, M = 100000, and ǫ = 0.00001, which, in general, give very impressive computational result.
Second, for several test problems, the condition numbers of the estimated E −1 k are poor at the early iterations, which leads to very large vector d k . If this happens, line search takes long time to find a better iterate. Therefore, d k is re-scaled such that d k = 10 6 if d k > 10 6 is detected. Test result on the algorithm with the above implementation is very impressive. However, for several problems, it takes many steps to converge, which may be due to the poor estimation of m and M by the default set of the parameters. Therefore, a modification that dynamically selects m k and M k is implemented in mBFGS for the purpose of getting better estimation of the bounds of a particular local minimizer of a particular function.
From (17) and (20), it is easy to see that m only affects the value ofγ k , and M only affects the value of γ k . We also noticed that m and M together affect the condition number of E k+1 , which is important to the numerical stability in the computation of d k+1 from (14) . This requires the ratio of M to m as small as possible. On the other hand, we want to select m and M such thatγ k and γ k as small as possible to maximize the chance of using the BFGS formula. This requires the selection of small m and large M , or the selection of the ratio of M to m as large as possible. For the trade off, we select the ratio of M to m as 10 10 . The nominal parameters in mBFGS arem = 0.00001,M = 100000, and ǫ = 0.00001. Because of the fixed ratio of M to m, we must increase or decrease m and M at the same time. From (17) and (20), increasing m and M will decrease γ k but increaseγ k ; and decreasing m and M will increase γ k but decreaseγ k . From (24), we want the difference ofγ k and γ k to be small, so that the final choice γ k is small. Therefore, we dynamically adjust m and M using the following simple heuristics. then recalculate γ k andγ k end end
The above modification significantly reduces the number of iterations for the problems which used many iterations if fixed m and M are used. Moreover, it has little impact for the remaining problems.
Numerical test
The modified BFGS implementation mBFGS and the BFGS algorithm implemented in Matlab Optimization Toolbox function fminunc are tested using the CUTE test problem set. fminunc options are set as options = optimset('LargeScale','off','MaxFunEvals',1e+20,'MaxIter',5e+5,'TolFun',1e-20, 'TolX',1e-10).
This setting is selected to ensure that the BFGS implementation fminunc will have enough iterations either to converge or to fail.
We conducted tests for both mBFGS and fminunc against the CUTE test problem set, which is downloaded from the Princeton test problem collections [1] . Since the CUTE test set is presented in AMPL mod-files, we first convert AMPL mod-files into nl-files so that Matlab functions can read the CUTE models, then we use Matlab functions mBFGS and fminunc to read the nl-files and solve these test problems. The objective function is calculated from AMPL command [f,c] = amplfunc(x,0). The gradient function is calculated from AMPL command [g,Jac] = amplfunc(x,1). Both mBFGS and fminunc use these values in the optimization algorithms. Because of the restriction of the conversion software which converts mod-files to nl-files, the test is done for all CUTE unconstrained optimization problems whose sizes are less than 300. The test uses the initial points provided by the CUTE test problem set, we record the calculated objective function values, the norms of the gradients at the final points, and the iteration numbers for these tested problems. We present this test results in Table 1 . In this table, iter stands for the number of total iterations used by the algorithm; obj is the value of the objective function achieved at the end of the iterations; gradient is the norm of the gradient at the end of the iterations. We summarize the comparison of the test result as follows:
1. The modified BFGS function mBFGS converges in all the test problems after terminate condition g(x k ) < 10 −5 is met except for three problems brownden, deconvu, and djtl. But for these problems, mBFGS finds better solutions than fminunc. Moreover, for about 40% of the problems, Matlab Toolbox BFGS function fminunc does not reduce g(x k ) to smaller than 0.01. For these problems, the objective functions obtained by fminunc normally are not close to the minimum; 2. For those problems that both mBFGS and fminunc converge, mBFGS most time uses less iterations than fminunc and converges to a point with smaller g(x k ) ;
3. There are three problems (denschnc, growthls, and jensmp), mBFGS converges to a local minimum but fminunc finds a better point.
Remark 4.1 We also tried (12) and (14) rather than (13) and (15) in the calculation of the search direction d k . With this implementation, the algorithm converges with g(x k ) < 10 −5 as required for all the test problems, including brownden, deconvu, and djtl. We noticed that although mBFGS stops before g(x k ) < 10 −5 is achieved for these three problems, the objective functions obtained are essentially the same as if (12) and (14) are used. Given the fact that using (13) and (15) does not require solving the linear systems of equations but using (12) and (14) does, we suggest using the implementation described in this section.
Most of the above problems are also used, for example in [6] , to test some established and state-ofthe-art algorithms. In [6] , 145 CUTEr unconstrained problems are tested against limited memory BFGS algorithm [11] (implemented as L-BFGS), a descent and conjugate gradient algorithm [8] (implemented as CG-Descent 5.3), and a limited memory descent and conjugate gradient algorithm [7] (implemented as L-CG-Descent). The sizes of most of these test problems are smaller than or equal to 300. The size of the largest test problems in [6] is 10000. Since our AMPL converion software does not work for problems whose sizes are larger than 300, we consider only problems [6] whose sizes are less than or equal to 300. We compare the test results obtained by our implementation of Algorithm 2.1 and the results obtained by algorithms [11, 8, 7] (reported in [6] ). For this test, we changed the stopping criterion to g(x) ∞ ≤ 10 −6
for consistency. The test results are listed in Table 2 . 
