Consider a distributed system with n processors out of which f can be Byzantine faulty. In the approximate agreement task, each processor i receives an input value xi and has to decide on an output value yi such that 1. the output values are in the convex hull of the non-faulty processors' input values, 2. the output values are within distance d of each other. Classically, the values are assumed to be from an m-dimensional Euclidean space, where m ≥ 1.
Introduction
In a distributed system, processors often need to coordinate their actions by jointly making consistent decisions or collectively agreeing on some data. While distributed systems can be resilient to failures, the extent to which they do so varies dramatically depending on the underlying communication and timing model, the fault model, and the level of coordination required by the task at hand. Exploring this interplay is at the core of distributed computing.
In this work, we investigate to which degree agreement can be reached in messagepassing systems with Byzantine faults when (1) the set of input values has some discrete, combinatorial structure and (2) the set of output values must satisfy some structural closure property over the input values. We consider deterministic algorithms and assume a system with fully-connected point-to-point communication topology consisting of n processors out of which f may experience Byzantine failures, where the faulty processors may arbitrarily deviate from the protocol (e.g., crash, omit messages, or send malicious misinformation). We consider both asynchronous and synchronous systems. In the former, the processors do not have access to a shared global clock and sent messages may take arbitrarily long (but finite) time to be delivered. In the synchronous case, computation and communication proceeds in a lock-step fashion over discrete rounds.
Fault-tolerant distributed agreement tasks
Let P denote the set of n processors and F ⊆ P some (unknown) set of faulty processors, where |F | ≤ f . Many distributed agreement problems take the following form: Each processor i ∈ P receives some input value x i ∈ V , where V is the set of possible input values. The task is to have every non-faulty processor i ∈ P \ F (irreversibly) decide on an output value y i ∈ V subject to some agreement and validity constraints. These constraints are commonly defined over the sets X = {x i : i ∈ P \ F } of input and Y = {y i : i ∈ P \ F } of output values of non-faulty processors. By choosing different constraints, one obtains different types of agreement problems.
Consensus and k-set agreement
Consensus is one of the most elementary problems in distributed computing [49] : all nonfaulty processors should output a single value (agreement) that was the input of some non-faulty processor (validity). A natural generalisation of consensus is the k-set agreement problem [8] , which is defined by the following constraints: agreement: |Y | ≤ k (all non-faulty processors decide on at most k values), validity: Y ⊆ X (each decided value was an input of some non-faulty processor). The special case k = 1 is the consensus problem and is known to be impossible to solve in an asynchronous setting even with V = {0, 1} under a single crash fault using deterministic algorithms [28] . Analogously, k-set agreement cannot in general be solved in an asynchronous message-passing systems if there are f ≥ k crash faults [33, 6] . Note that for k-set agreement, it is natural to consider also other validity constraints [9].
Approximate agreement
While consensus and k-set agreement cannot in general be solved in an asynchronous system, it is however possible to obtain approximate agreement -in the sense that output values are close to each other -even in the presence of Byzantine faults. Formally, in the (multidimensional) approximate agreement problem, we are given ε > 0 and the set V = R m of values forms an m-dimensional Euclidean space for some m ≥ 1. The task is to satisfy agreement: dist(y, y ) ≤ ε for any y, y ∈ Y (output values are within Euclidean distance ε), validity: the set Y is contained in the convex hull X of the set X of nonfaulty input values. For an arbitrary m ≥ 1, Mendes et al. [47] showed that under Byzantine faults the problem is solvable in asynchronous systems if and only if n > (m + 2)f holds.
Lattice agreement
Lattice agreement is another well-studied relaxation of consensus with applications in renaming problems and obtaining atomic snapshots [3, 2, 23, 59] . In this problem, the set V of values forms a semilattice L = (V, ⊕), i.e., an idempotent commutative semigroup. The ⊕ operator defines a partial order ≤ over V defined as u ≤ v ⇐⇒ u ⊕ v = v. The task is to decide on values that lie on a non-trivial chain, i.e., values that are comparable under ≤:
agreement: y ≤ y or y ≤ y for any y, y ∈ Y , validity: for any y ∈ Y there exists some x ∈ X such that x ≤ y and y ≤ X. Note that under crash faults the validity condition is usually given as x i ≤ y i ≤ {x j : j ∈ P } for i ∈ P \ F , which is less suitable in the context of Byzantine faults since otherwise output values could exit the convex hull defined by the correct processes' input values.
Structured agreement problems
Unlike the k-set agreement problem, the approximate and lattice agreement problems impose additional structure on the set V of values. In the former, the values form a (continuous) mdimensional Euclidean space, whereas in the latter there is algebraic structure. Furthermore, the validity conditions require that the output respects some closure property on the input values. In approximate agreement, the closure is given by the convex hull operator in Euclidean spaces, whereas in lattice agreement, the output must reside in the minimal superset of X closed under ⊕.
Such closure systems have been studied under the notion of abstract convexity spaces and have a rich theory [36, 21, 18, 22, 56] . A convexity space on V is a collection C of subsets of V that satisfies
As the name suggests, the sets in C are called convex and every convexity space has the natural closure operator, which maps any set A ∈ V to a minimal convex superset A ⊆ A ∈ C called the convex hull of A. Convex geometries [21] are an important class of convexity spaces, which satisfy the Minkowski-Krein-Milman property: the closure A of any set A ⊆ V is the closure of its extreme points, where a ∈ A is an extreme point of A if a / ∈ A \ a . Convex geometries have been studied extensively in a wide variety of combinatorial structures, such as graphs and hypergraphs [34, 24, 25, 19, 50, 48, 17] , and partially ordered sets [18, 21, 51] .
There has been extensive research on developing theory of convexity over combinatorial structures, such as graphs and hypergraphs [34, 24, 25, 19, 50, 48, 17] , partially ordered sets [18, 21, 51] , and so on. Much of the research has focused on identifying analogues to classical convexity invariants, such as Helly, Carathéodory, and Radon numbers, in various abstract convexity spaces [36, 34, 19, 20, 4, 17] . Convex geometries also have deep connections with matroid and antimatroid theory [11, 39] : convex geometries are duals of antimatroids, and a special class of greedoids, which provide a structural framework for characterising greedy algorithms [38, 39] 
Approximate agreement on graphs
As our main example of an agreement problem with discrete, combinatorial structure, we focus on a problem where the set V of values has relational structure in the form of a connected graph G = (V, E). In the monophonic approximate agreement problem on G the task is to output a set of vertices that satisfy Figure 1 Examples of geodesic and monophonic agreement on graphs. In the top row, the blue and orange vertices form a convex hull of the blue vertices for each graph under (a)-(d) geodesic and (e) monophonic convexities. The thick edges lie in the shortest (geodesic) or chordless (monophonic) paths between the blue vertices. The bottom row shows possible feasible outputs for the respective approximate agreement problems with d = 1, i.e., the highlighted vertices form a clique (agreement) and are contained in the respective convex hull of the input values (validity).
agreement: the set Y of output has diameter at most d for a given d ≥ 1, validity: each value y ∈ Y lies on a chordless 1 path between some input vertices x, x ∈ X. The above problem is a natural generalisation of approximate agreement onto graphs. It is easy to see that the discrete version of one-dimensional approximate agreement is just approximate agreement on a path (Figure 1a) . If G is a tree or a block graph 2 , then the task is to output vertices that lie on the minimal vertex set connecting all input vertices (Figure 1b-c) .
In the parlance of abstract convexity theory [34, 24, 25, 19] , the validity condition requires that the output lies in the monophonic, or minimal path, or chordless path convex hull of the input vertices. Another reasonable validity constraint would be to require the output values to lie on the shortest paths between input vertices, i.e., in the geodesic convex hull. We consider both variants and refer to the latter version of the problem as geodesic approximate agreement on G.
Contributions
In this work, we introduce the abstract approximate agreement problem on a convexity space C satisfying:
agreement: Y is a free set, that is, Y = ex Y , where ex Y is the extreme points of Y . validity: Y ⊆ X . While our primary focus lies in the graphical version of approximate agreement, we believe the abstract problem is also interesting in itself. Indeed, it conveniently turns out that the problem coincides with various natural agreement problems: In graphs, the monophonic and geodesic approximate agreement on graphs problem given above boils down to solving approximate agreement on the chordless path or geodesic convexities of G. Moreover, lattice agreement on L is equivalent to solving approximate agreement on the algebraic convexity space of the semilattice (sets closed under ⊕). Our key results can be summarised as follows:
1. Byzantine approximate agreement on chordal graphs. We give algorithms for approximate agreement on trees and chordal graphs. The algorithms tolerate f < n/(ω+1) Byzantine faults and terminate in O(log N ) asynchronous rounds, where ω is the clique number and N is the number of vertices in the value graph G. In trees, we achieve optimal resilience. 2. Byzantine lattice agreement on cycle-free semilattices. As another example, we
give an asynchronous lattice agreement algorithm on cycle-free lattices that tolerates up to f < n/(ω + 1) Byzantine faults, where ω is the height of the semilattice. To our knowledge, this is the first algorithm that solves any variant of semilattice agreement under Byzantine faults. 3. General impossibility results for asynchronous systems. We give impossibility results for approximate agreement on arbitrary convex geometries parameterised by two combinatorial convexity invariants: the Carathéodory number c and the Helly number ω.
As corollaries, we obtain resilience lower bounds for approximate agreement problems in asynchronous systems. 4. Optimal synchronous algorithms for convex consensus. We consider the exact variant of the abstract approximate agreement problem, where the agreement constraint is replaced by |Y | = 1. While the problem cannot be solved in asynchronous systems, we show that it can be solved on any convex geometry C in Θ(f ) synchronous rounds if and only if n > ωf holds, where ω is the Helly number of C. Moreover, the upper bound holds for any convexity space. Our work can be seen as an extension of the Mendes-Herlihy approximate agreement and Vaidya-Garg multidimensional consensus frameworks [46, 55, 47] onto general convexity spaces. However, while these operate in continuous m-dimensional Euclidean spaces, our analysis relies on combinatorial theory of abstract convexity, where the input and output values have discrete, combinatorial structure. In particular, the discrete nature of the convexity space poses new challenges, as unlike in the continuous setting, non-trivial convex sets do not necessarily contain non-extreme points to choose from to facilitate convergence.
Multidimensional agreement problems in Euclidean spaces have applications ranging from, e.g., robot convergence tasks to distributed voting and convex optimisation [47] . Our work extends the scope of these techniques to discrete convexity spaces, which can be used to describe various natural combinatorial systems. Finally, unlike prior work, our algorithms do not assume that processors can perform computations or send messages involving arbitrary precision real values, as in the discrete case a single value can be encoded using O(log |V |) bits.
Related work
The seminal result of Fischer et al. [28] showed that exact consensus cannot be reached in asynchronous systems in the presence of crash faults. Dolev et al. [14] showed that it is however possible to reach approximate agreement in an asynchronous system even with arbitrary faulty behavior when the values reside on the continuous real line. Subsequently, the one-dimensional approximate agreement problem has been extensively studied [14, 26, 27, 1] . Fekete [27] showed that any algorithm reducing the distance of values from d to ε requires Ω(log(ε/d)) asynchronous rounds when f ∈ Θ(n); in the discrete setting this yields the bound Ω(log N ) for paths of length N . Recently, Mendes et al. [47] introduced the natural generalisation of multidimensional approximate agreement and showed that the m-dimensional problem is solvable in an asynchronous system with Byzantine faults if and only if n > (m + 2)f holds for any given m ≥ 1.
The lattice agreement problem was originally introduced in the context of wait-free algorithms in shared memory models [3, 2] . The problem has recently resurfaced in the context of asynchronous message-passing models with crash faults [23, 59] . These papers consider the problem when the validity condition is given as x i ≤ y i ≤ {x j : j ∈ P }, i.e., the output of a processor must satisfy x i ≤ y i and the feasible area is determined also by the inputs of faulty processors. However, it is not difficult to see that under Byzantine faults, this validity condition is not reasonable, as the problem cannot be solved even with one faulty processor.
Another class of structured agreement problems in the wait-free asynchronous setting are loop agreement tasks [32], which generalise k-set agreement and approximate agreement (e.g., (3, 2)-set agreement and one-dimensional approximate agreement). In loop agreement, the set of inputs consists of three distinct vertices on a loop in a 2-dimensional simplicial complex and the outputs are vertices of the complex with certain constraints, whereas rendezvous tasks are a generalisation of loop agreement to higher dimensions [43] . These tasks are part of large body of work exploring the deep connection of asynchronous computability and combinatorial topology, which has successfully been used to characterise the solvability of various distributed tasks [31] . Gafni and Kuznetsov's P -reconciliation task [29] achieves geodesic approximate agreement on a graph of system configurations.
Finally, we note that distributed agreement tasks play a key role in many fault-tolerant clock synchronisation algorithms [58, 42, 41]. Byzantine-tolerant clock synchronisation can be solved using one-dimensional approximate agreement [58] , whereas in the self-stabilising setting both exact digital clock synchronisation [41] and pulse synchronisation tasks reduce to consensus [42] . However, while the latter problem has been extensively studied [16, 13, 42], non-trivial lower bounds are still lacking [42] . Given that clock synchronisation closely relates to agreement on cyclic structures, investigating agreement tasks on different structures may yield insight into the complexity of fault-tolerant (approximate) clock synchronisation. Indeed, we show that agreement on graphs without long induced cycles is considerably easier than consensus.
Preliminaries
We start with some basic preliminaries needed to describe the main ideas and results of the paper.
Abstract convexity spaces
Let V be a finite set. The collection C ⊆ 2 V is a convexity space on V if (1) ∅, V ∈ C holds, and (2) A, B ∈ C implies that A ∩ B ∈ C. A set K ∈ C is said to be convex. For any A ⊆ V , the convex hull of A is the minimal convex set A ∈ C such that A ⊆ A . Thus, · is a closure operator on V . For any A ⊆ V and a ∈ A, a is called an extreme point of A if a / ∈ A \ a . For a convex set K ∈ C, we use ex K to denote the extreme points of K. The convexity space C is a convex geometry if every
The following theorem characterises convex geometries:
. Let C be a convexity space on V . The following conditions are equivalent: 1. C is a convex geometry.
For every
K ∈ C, K = ex K (Minkowski-Krein-Milman property). 3. For every K ∈ C \ {V }, there exists an element u ∈ V \ K such that K ∪ {u} ∈ C.
Carathéodory and Helly numbers
The Carathéodory number of a convexity space C on V is the smallest integer c such that for any U ⊆ V and any u ∈ U , there is a set S ⊆ U such that |S| ≤ c and u ∈ S . The Carathéodory number of a convexity space equals the maximum size of an irredundant set in C. A collection C of sets is k-intersecting if every B ⊆ C with |B| ≤ k has a nonempty intersection. The Helly number of a convexity space C is the smallest integer ω such that any finite ω-intersecting A ⊆ C has a nonempty intersection. If C is a convex geometry, the Helly number equals the maximum cardinality of a free set in C [21].
Examples of convex geometries
In this work, we focus on the following convexity spaces:
Let G = (V, E) be a graph. A set U ⊆ V is convex if all the vertices on all minimal, i.e., chordless, paths connecting any u, v ∈ U are contained in U . The Helly number of this convexity space equals the size of the maximum clique in G [34, 19] and the Carathéodory number is at most two [19] . Moreover, free sets coincide with cliques. The convexity space is a convex geometry iff G is chordal [24] . Indeed, if G contains an induced cycle K of length at least four, then it is easy to check that K is convex, but has no extreme points. Let L = (V, ⊕) be a semilattice and C be the collection of sets closed under ⊕. The collection C is a convex geometry, where every K ∈ C corresponds to a subsemilattice
set K is free if and only if it is a chain [51]
. Thus, the Helly number of a semilattice equals its height. Moreover, the Carathéodory number equals the breadth of the semilattice.
Asynchronous rounds
When operating in the asynchronous model, we describe and analyse the algorithms in the asynchronous round model. In this model, each processor has a local round counter and labels all of its messages with a round number. Each correct node initialises its round counter to 0 at the start of the execution and increases its local round counter from t to t + 1 only when it has received at least n − f messages belonging to round t (since up to f faulty nodes may omit their messages). In each round t ≥ 0, a non-faulty processor i (1) sends a value to each processor j ∈ P , (2) receives a value M ij (t) from each processor j ∈ P , (3) updates local state and proceeds to round t + 1. The received message M ij (t) may be empty, denoted by ⊥, to indicate that no message arrived from processor j (e.g., due to a crash or a delay). We use the set
to denote the processors from which i received a nonempty message on round t. Assuming n > 3f and with the help of reliable broadcast, the witness technique [1, 47] , and attaching round numbers to all messages, the Byzantine asynchronous round model can guarantee the following for each i, j ∈ P \ F :
That is, (1) every correct processor receives at least n − f nonempty values (out of which f may be from faulty processors), (2) any two correct processors receive at least n − f common values (possibly f of which may be from faulty processors), and (3) if some correct processor receives a nonempty value x from a faulty processor, then all other correct processors receive the same value or no value. The Byzantine asynchronous round model can be simulated in the asynchronous model so that a non-faulty processor broadcasts O(n log n) additional bits per round [1, 47] .
Graphs
Let G = (V, E) be a finite undirected connected graph, where V = V (G) denotes the set of vertices and E = E(G) the set of edges. We assume all graphs are simple (no parallel edges) and loopless (no self-loops). For any U ⊆ V , we use G[U ] = (U, F ), where F = {{u, v} ∈ E : u, v ∈ U }, to denote the subgraph of G induced by the vertices in U . Anlength path u ; v from a vertex u to vertex v is a non-repeating sequence (
For vertices u, v ∈ V , we denote the length of the shortest path between u and v as d (u, v) .
we use the short-hands R(U ) = R(G[U ]) and center(U ) = center(G[U ]).
A
graph G is a tree if it contains no cycles and chordal if contains no -cycle with ≥ 4 as an induced subgraph. A graph is Ptolemaic if it is chordal and distance-hereditary (any connected induced subgraph preserves distances). The clique number ω(G) is the size of the largest clique in
A perfect elimination ordering of G = (V, E) is a total order on V such that any u ∈ V is simplicial in {v : u v}. A graph has a perfect elimination ordering iff it is chordal.
Chordal graphs
Chordal graphs (also known as triangulated, rigid or decomposable graphs) is an important and well-studied class of graphs. From a structural point of view, they have many equivalent characterisations: they are graphs that have no induced cycles greater than three, graphs for which perfect elimination orderings exist, graphs in which every minimal vertex separator is a clique, and others [12, 52, 30, 53, 24] .
Due to their ubiquitous nature and convenient structural properties, the algorithmic aspects of chordal graphs have received much attention in the past decades. For example, chordal graphs have applications in a variety of contexts including combinatorial and semidefinite optimisation [57] and probabilistic graphical models [40] . Indeed, many NP-hard problems, such as finding maximum cliques or optimal vertex colourings, often admit simple polynomial time solutions in chordal graphs [30] . In the distributed setting, it is possible to find good approximations to minimum vertex colourings and maximum independent sets in chordal graphs [37]. 
Lattices
A (join) semilattice is an idempotent semigroup L = (V, ⊕),
3
Approximate agreement on abstract convexity spaces
Iterative algorithm on abstract convexity spaces
In this section, we describe a basic step for an approximate agreement algorithm in the Byzantine asynchronous round model in an abstract convexity space C with Helly number ω. The algorithm is a generalisation of the Mendes-Herlihy algorithm by Mendes et al.
[47] onto abstract convexity spaces. It is not guaranteed, however, to converge on all discrete convexity spaces. The algorithm proceeds iteratively. At the start of each asynchronous round t, each correct processor i ∈ P \ F broadcasts its current value x i (t) ∈ V . At the end of round t, processor i has received a value from at least n − f processors P i (t) ⊆ P . These values are used to compute a new value x i (t + 1) = y i (t). For brevity, we often omit t from our notation, e.g., use the short-hands such as P i = P i (t).
Computing the safe area
For any subset of processors J ⊆ P i , define
to be the set of values processor i received from processors in J. Processor i locally computes
where · denotes the convex hull operator. Processor i then outputs the value
where φ : C → V is an output map, which will depend on the convexity space C we are working in, see Section 4 for an output map for chordal graphs. The Helly property guarantees that H i and y i remain in the closure X of the input values. For each t ≥ 0, we define
Lemma 2. Suppose C is a convexity space on V with Helly number ω. If n > max{(ω + 1)f, 3f } holds, then for each iteration t ≥ 0 the above algorithm satisfies
On the elimination of extreme points
If we can in each iteration remove some extreme point of X , where X is the set of input values, then the hull of output values Y shrinks. In an arbitrary convexity space, a convex set may not have any extreme points (consider, e.g., the chordless path convexity on a four cycle). However, in a convex geometry every nonempty convex set has an extreme point, as X = ex X by Theorem 1.
Moreover, finite convex geometries are in a sense "easy to peel" iteratively -at least from the global perspective. We say that a total order on V is a convex elimination order of C if for any u ∈ V the sets A(u) = {v ∈ V : u v} and A(u)
The next lemma shows that to guarantee progress by shrinking the set of output values, it suffices to always exclude, e.g., min X from the output (of course, this is not indefinitely possible).
Lemma 4. If min X /
∈ Y in a convex elimination order, then Y X .
Approximate agreement on chordal graphs
We now show that monophonic approximate agreement on chordal graphs can be solved given that n > (ω + 1)f holds, where ω is the clique number of G. This also implies that geodesic approximate agreement is solvable on Ptolemaic graphs. Throughout we assume that G = (V, E) is a connected chordal graph with at least two vertices and C is its chordless path convexity space. We recall that the Helly number of C coincides with the clique number
Approximate agreement on trees
Suppose G = (V, E) is a tree. As G is also chordal, it has a perfect elimination ordering . We assume that the vertices of V are labelled according to this ordering and define the output map 
Fast monophonic approximate agreement on chordal graphs
We now present a fast monophonic approximate agreement algorithm on chordal graphs. To this end, we use the tree algorithm above on a suitable tree decomposition of the actual graph G. 
Definition 6. Let G be a graph, T a tree and χ : V (T ) → 2 V (G) be a mapping. We say that the pair (T, χ) is a tree decomposition of G if the following conditions are satisfied:

for all v ∈ V (G) there exists b ∈ V (T ) such that v ∈ χ(b), for all e ∈ E(G) there exists b ∈ V (T ) such that e ⊆ χ(b), if v ∈ χ(a) ∩ χ(b), then v ∈ χ(c) for all c ∈ V (T ) residing on the unique path a ; b. The tree decomposition is a clique tree if each b ∈ V (T ) induces a maximal clique χ(b) in G.
Chordal graphs can be characterised as those graphs having a clique tree [10, Proposition 12.3.11]. In fact, if G is chordal, the tree T can always be chosen as a spanning tree of G's clique graph, i.e., the graph whose nodes are the maximal cliques of G and whose edges join those cliques with nonempty intersection [7, Theorem 3.2]. Unlike non-chordal graphs in which the number of maximal cliques can be exponential, the number of maximal cliques is at most linear in chordal graphs:
Lemma 7 ([5]). If G is a chordal graph, then it has a clique tree (T, χ) with |V (T )| ∈ O(|V (G)|).
For the purposes of our algorithm, we use a special kind of clique trees, which we call expanded. A clique tree (T, χ) is expanded if for each {a, b} ∈ E(T ) we have either χ(a) ⊆ χ(b) or χ(b) ⊆ χ(a); see Figure 2a -b for an example of a expanded clique tree.
Lemma 8. Every chordal graph G has a expanded clique tree T with |V (T )| = O(|V (G)|).
The algorithm
Let G = (V, E) denote the chordal value graph, (T, χ) a expanded clique tree of G, and A the approximate agreement algorithm on trees given by Theorem 5. Given an input x i (0) ∈ V (G) on the graph G, processor i ∈ P \ F starts by choosing any bag b i (0) ∈ V (T ) such that the x i (0) ∈ b i (0); see Figure 2 . In iteration t ≥ 1, every processor i ∈ P \ F performs the following: 1. Broadcast x i (t) and b i (t) to all other processors. Since the b i (·) values are updated using the algorithm A, these values converge onto a single edge {a, b} ∈ E(T ) in the tree T . As χ(a) ∪ χ(b) is a clique due to the expandedness of T , the output values x(·) will have diameter at most one in G assuming that
Showing this is the main challenge of the correctness proof.
Theorem 9. Let G = (V, E) be a chordal graph. If n > (ω(G) + 1)f , then monophonic approximate agreement on G can be solved in O(log|V |) asynchronous rounds.
Finally, we observe that the above implies that geodesic approximate agreement can be solved in Ptolemaic graphs, as geodesic and monophonic convexities are identical on these graphs [24] .
Corollary 10. If G = (V, E) is a connected Ptolemaic graph and n > (ω(G) + 1)f , then geodesic approximate agreement on G is solvable in O(log |V |) asynchronous rounds.
Byzantine lattice agreement on cycle-free semilattices
The abstract convex geometry framework can be easily applied to solve agreement problems on other combinatorial structures. As an example we consider asynchronous Byzantine lattice agreement on a special class of semilattices. Let L = (V, ⊕) be a semilattice and ≤ its natural partial order. The comparability graph of ≤ is the graph G = (V, E) where {u, v} ∈ E if u = v and u and v are comparable. A partial order ≤ is cycle-free if the comparability graph is chordal [45] . Similarly, we say L is cycle-free if ≤ is cycle-free. See Figure 3 for examples of cycle-free and non-cycle-free semilattices.
Lemma 11. Let L = (V, ) be a cycle-free semilattice. There exists an elimination order on the algebraic convexity of L such that A(u) = {v : u ⊕ v ∈ {u, v}, u v} is a chain for any u ∈ V .
We assume now that is the ordering given by Lemma 11 and use the following output map
With this, the framework given in Section 3 and Lemma 4 yield the following result.
Theorem 12. Suppose L = (V, ⊕) is a cycle-free semilattice of height ω and n > (ω + 1)f . Then Byzantine semilattice agreement on L can be solved in the asynchronous model.
6
Resilience lower bounds for abstract convexity spaces
We obtain general lower bounds for asynchronous approximate agreement on abstract convexity spaces. We derived a general way of obtaining impossibility results using a partitioning argument and so-called blocking instances. This makes it possible to show how to obtain blocking instances for convex geometries from irredundant and free sets. Recall that the Carathéodory number c of C equals the maximum cardinality of an irredundant set in C. Combining the above result with classic results in combinatorial convexity theory gives lower bounds for specific problems. For any graph G with diameter at least two, the Carathéodory number is two [19] and clique is a free set. This implies the following result. 2 ) messages of size O(n · (log n + log |V |)).
It turns out that the higher resilience threshold of n > ωf for convex consensus is necessary already in the case of convex geometries.
Theorem 17. Let C be a convex geometry with a Helly number ω. If n ≤ ωf holds, then convex consensus on C cannot be solved in the synchronous message-passing model.
Conclusions
Many structured agreement tasks correspond to exact or approximate agreement problems on (possibly discrete) convexity spaces. Using the theory of abstract convexity, we have obtained Byzantine-tolerant algorithms for a large class of agreement problems on discrete combinatorial structures. In the synchronous model, exact convex consensus for any convexity space can be solved in an optimally resilient manner with asymptotically optimal round complexity. However, in the asynchronous setting, several interesting open problems remain.
1. It seems difficult to come up with a general rule for the output map φ : C → V in a way that guarantees that the convex hull of active values shrinks. Nevertheless, we have seen that on chordal graphs and cycle-free semilattices we can solve approximate agreement efficiently. In both cases, the underlying convexity space is a convex geometry. Given that the literature is abound with convex geometries associated with combinatorial structures [34, 24, 25, 19, 50, 48, 17, 18, 21, 51], it is natural to ask whether the abstract approximate agreement problem can be solved for other convex geometries as well.
2.
It is unclear whether the abstract approximate agreement problem can be solved on general convexity spaces. For example, the asynchronous algorithms for approximate agreement on graphs presented here fail for non-chordal graphs: already the simplest example of a non-chordal graph, the four cycle, is difficult to handle. Indeed, the monophonic convexity of a four cycle is not a convex geometry: a convex set may not necessarily have any extreme points, and thus, greedily excluding extreme points does not seem to work. Are there resilient asynchronous algorithms that solve the problem for non-chordal graphs? 3. We obtained resilience lower bounds in terms of the Carathéodory and the Helly numbers. However, our positive results for the asynchronous model hold in cases where the Carathéodory number is at most two. Interestingly, in the continuous setting of multidimensional approximate agreement [47], tight resilience bounds exist, as the Carathéodory and Helly numbers coincide in the usual Euclidean convexity space on R m . Is there a discrete convexity space with a higher Carathéodory number in which approximate agreement can be solved? 
A Proof of Lemma 2
Lemma 18.
Proof. Since |A \ B| ≥ |A| − |B| for any sets A, B, the claim follows by observing that
Proof. We prove the claim by showing that the collection
has a nonempty intersection by establishing that it is ω-intersecting.
Recall that the asynchronous round model guarantees that all correct processors receive at least n − f common values. Applying Lemma 19 to P = {P τ (1) , . . . , P τ (ω) } and J = {J 1 , . . . , J ω } yields
Hence, there is some j ∈ J , for which V τ (k) ({j}) ∈ A. Since K ⊆ C is ω-intersecting and the convexity space C has a Helly number of ω, the claim follows.
B Proof of Lemma 4
Proof of Lemma 4. Recall that Y ⊆ X by Lemma 2 and min X ∈ ex X by Remark 3.
Since the closure operator is increasing and min X / ∈ Y , we get that Y ⊆ X \ {min X} ⊆ X \ {min X} X .
C Proof of Theorem 5
We start by showing that the above rule handles trees of diameter two, that is, star graphs. Here, the perfect elimination ordering is used for symmetry-breaking to guarantees convergence onto an edge.
Lemma 21. If X has diameter two, then Y has diameter one.
Proof. As X has diameter two, it is a star. Since H i ⊆ X for all i ∈ P \ F , there exists a vertex
where v is adjacent to all u ∈ X where u = v. Now v y i = φ(H i ) = max center H i . As is a perfect elimination order, we get that Y ⊆ {u : {u, v} ∈ E, v u} is a clique.
Lemma 22. If n > 3f and G = (V, E) is a tree, then a single iteration satisfies
Proof. For the sake of contradiction, suppose that for some i, j ∈ P \ F the output values y i , y j ∈ Y satisfy d(y i , y j ) > D(X)/2 + 1. By Lemma 2 there exists some h ∈ H i ∩ H j and H i ∪ H j is connected, as H i and H j are convex. Since y i and y j are not adjacent by assumption, there is a vertex s that separates y i and y j so that A i ∪ A j ∪ {s} is a partition of H i ∪ H j where y i ∈ A i and y j ∈ A j . Since y k is a center of a subtree H k , we can choose a leaf
However, by triangle inequality we get 
Since the diameter is integral, the diameter satisfies
2 t+1 + 1. Running the algorithm for t = log D(G) + 1 iterations yields that the diameter of X(t) is at most two on iteration t. If X(t) has diameter 1, the claim follows. Otherwise, the claim follows from Lemma 21.
D Proof of Lemma 8
Proof. A expanded clique tree can be constructed from from any clique tree (T, χ) of G as follows:
The upper bound on |V (T )| follows from Lemma 7.
E Proof of Theorem 9
Consider processor i ∈ P \ F and let t ≥ 0. We will show that b ∩ H
is the intersection of convex sets computed by algorithm A. For each v ∈ V (G) we define ρ(v) to be the set of pairs (j, k) ∈ P i × P i such that some chordless path from x j to x k visits vertex v. We say that a vertex in the tree T is an interior vertex if it is not a leaf in T . Since |ρ(v)| ≥ f + 1 and J = P i \ A for some A ⊆ P i with |A| = f , there exists some
. If x j * ∈ V r for some branch T r with r ≥ 1, then there exists some k 
F
Details on Byzantine lattice agreement
F.1 Proof of Lemma 11
Proof. Let be the perfect elimination order of the chordal comparability graph G of L. By definition of , for any u ∈ V the set A(u) = {{u, v} ∈ E : u v} is a clique, i.e., all elements in A(u) are pairwise comparable in L. We argue that is also a convex elimination order for the algebraic convexity of L. 
F.2 Proof of Theorem 12
Lemma 25. If n > max{(ω + 1)f, 3f }, then for all i ∈ P \ F there is j ∈ P \ F such that
Proof. Let i ∈ P \ F . Recall that Lemma 2 yields that H i ⊆ X . As H i and X are convex, that is, closed under the ⊕ operator, it follows that y i = φ(H i ) ∈ H i ⊆ X . Since X is also closed under , we have that y i ≤ X. Moreover, for all u ∈ X there exists some x j ∈ X such that x j ≤ u. Clearly, this also holds for any y i , as Y ⊆ X . the set B of correct processors is indefinitely delayed, the faulty processors behave exactly as C h in the execution Ξ, and the schedule ξ has ξ as its prefix. Clearly, ξ is an admissible schedule prefix for Ξ and the two executions Ξ and Ξ are it is indistinguishable for any j ∈ P \ F at least until j decides on its output value y j = a h . Let ξ be an extension of ξ, where all the Byzantine processors in F = C h crash or change their input values arbitrarily immediately after j has decided on its output. The fact that j ∈ P \ F decides on value a h / ∈ X = A \ a h , contradicts the assumption that A maintains validity.
G.2 Blocking instances from irredundant and free sets
Remark 29. If A is irredundant, then A = ex A holds.
Proof. Suppose A is irredundant and there is some a ∈ A \ ex A. Since a / ∈ ex A, we have a ∈ A \ a = A and ∂A = ∅. Thus, A is not irredundant. 
Thus, we have that the inclusions A ⊆ B and ∂A ⊆ A \ A hold. For the sake of contradiction, fix some a ∈ A and suppose some y ∈ A \ A that violates the claim of the lemma, that is, y ∈ A \ b holds for all b ∈ A \ a. This implies that
However, y ∈ B implies that
which contradicts the assumption that y ∈ A \ A. 
H.2.2 From multivalued Byzantine agreement to convex consensus
We now show that convex consensus can be reduced to the problem of solving multivalued Byzantine agreement with linear-in-n overhead to the bit complexity. This implies Theorem 33. Proof. Let x i ∈ V be the input value for processor i ∈ P . Suppose we run n parallel copies, A 1 , . . . , A n of a multivalued Byzantine agreement algorithm such that for instance A i processor i acts as the sender with the message m i = x i ∈ V . After the algorithms A 1 , . . . , A n have terminated, every non-faulty processor i ∈ P \ F has decided for all j ∈ P on the message m j transmitted by processor j. In case j ∈ F and m j = ⊥, we can arbitrarily map m j to some default value in V without loss of generality.
Unlike in the asynchronous case, after running the Byzantine agreement procedure, all correct processors have identical views. After this point, no further communication is needed and it only remains to compute an output value y ∈ X consistently. This is similar to the asynchronous case. For J ⊆ P , let V(J) = {m j : j ∈ J} denote the set of messages from processors in J. Each processors can locally compute K = V(J) : J ∈ P n − f and H = K.
As before, it is easy to check that H ⊆ X . To see that H = ∅, we show that K is ω-intersecting by picking A 1 , . . . , A ω ∈ K. Since A k = V(J k ) for some J k ∈ P n−f , applying Lemma 19 it follows that
Thus, K is ω-intersecting and the convexity space C has Helly number ω, so we have H = K = ∅. Given that all correct processors use the same output function φ, they decide on the same output value φ(H) ∈ H ⊆ X satisfying both agreement and validity conditions of convex consensus.
H.3 Lower bound for convex consensus
Clearly, convex consensus on any non-trivial convexity space C is at least as hard as binary consensus. Classic lower bounds for synchronous binary consensus immediately imply that solving convex consensus requires Ω(f ) synchronous rounds and a resilience condition of n > 3f . However, we can also easily show that the bound n > ωf on resilience is necessary for convex consensus even in the case of convex geometries.
Theorem 36. Let C be a convex geometry with a Helly number ω. If n ≤ ωf holds, then convex consensus on C cannot be solved in the synchronous message-passing model.
Proof.
Suppose some algorithm A solves convex consensus on C. Since C is a convex geometry with Helly number ω, it has a free set A ∈ C of size |A| = ω. Let C 1 , . . . , C k be a partition of the n = kf processors into k disjoint sets and define the inputs as x i = a j for i ∈ C j . Let Ξ 1 be the execution of A when F = ∅. By agreement and validity, all processors decide on some value a j ∈ A. Next consider an execution Ξ 2 of A, where F = C j is the set of Byzantine processors that behave exactly as C j in the execution Ξ 1 . Clearly for any i ∈ P \ C j the executions Ξ 1 and Ξ 2 are indistinguishable, so the correct processors output the value a j ∈ A. However, as a j / ∈ X = A \ {a i }, the validity constraint is violated.
