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a b s t r a c t
Contracts expressed by logic formulas allow one to formally specify
expected behavior of programs. But writing such specifications
manually takes a significant amount of work, in particular for
uninteresting contracts which only aim at avoiding run-time errors
during the execution. Thus, for programs of large size, it is
desirable to at least partially infer such contracts. We propose
a method to infer contracts expressed as boolean combinations
of linear equalities and inequalities by combining different kinds
of static analyses: abstract interpretation, weakest precondition
computation and quantifier elimination. An important originality
of our approach is to proceed modularly, considering subprograms
independently.
The practical applicability of our approach is demonstrated
on experiments performed on a library and two benchmarks of
vulnerabilities of C code.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Behavioral interface specification languages allowone to specify complex properties of the functional
behavior of programs. For a survey, see Hatcliff et al. (2009). Examples of such languages are
JML (Burdy et al., 2004) for Java, Spec# (Barnett et al., 2004) for C#, and ACSL (Baudin et al., 2008)
I This research was partly supported by the French national projects: CAT (C Analysis Toolbox, ANR-05-RNTL); CIFRE PhD
contract 2005/973 with France Telecom; and U3CAT (Unification of Critical C Code Analysis Techniques, ANR-09-ARPEGE).
E-mail addresses: yannick.moy@gmail.com (Y. Moy), Claude.Marche@inria.fr (C. Marché).
1 Tel.: +33 1 72 92 59 69; fax: +33 1 74 85 42 29.
0747-7171/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
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and VCC (Dahlweid et al., 2009) for C. In all these specification languages, the expected program
properties are expressed by annotating the program with some kind of first-order formulas over
program states. Those annotations are typically classified as preconditions and postconditions on
subprograms (these formulas together forming a subprogram contract), invariants on loops, assertions
at particular program points, data invariants, etc.
Verifying that a given program meets its given specification amounts to generating verification
conditions (VC), which are first-order logic formulas whose validity must be checked by a theorem
prover. A central issue of this general approach is that whenever a proof attempt fails, it does not
necessarily mean that the expected property is wrong: it might be because the program needs
additional annotations. A classical example of this is the necessity of invariants on loops, as in the
following very simple code:
1 i := 0;
2 while i < 10 loop i := i + 1; endloop ;
3 assert i = 10;
Proving the assertion on line 3 in Hoare’s logic (or using Dijkstra’s weakest precondition calculus)
typically requires annotating the programwith loop invariant i ≤ 10. Otherwise, the only information
at loop exit is the negation of the loop test not (i < 10). Together with the loop invariant, the negation
of the loop test ensures that i = 10.
Deductive verification is called modular when a subprogram can be verified independently of
its callers and its callees. Typically, a manually defined precondition summarizes the constraints
from the subprogram call-sites; calls inside the subprogram are handled by replacing them with
the contract of those subprograms called. In that context, similarly to what we said about missing
loop invariants, proof failure may happen if preconditions or postconditions are not precise enough.
Deductive verification of programs thus typically requires one to manually annotate programs with
detailed contracts, which prevents this approach from scaling up to programs of large size. To make
the approach practical, it is mandatory to propose methods to automatically infer annotations.
There have been a lot of different techniques proposed to generate invariants. Probably the most
common approach is obtained by applying classical forward abstract interpretation on a whole
program, and handling subprograms calls by propagating information through the corresponding
body. Such an approach is not modular since it requires the whole program, and it cannot always
generate preconditions that are precise enough since it proceeds forward only. On the contrary, the
approach we propose in this paper proceeds modularly, and it is able to generate both precise pre-
and postconditions for safety checking by combining forward and backward analyses. Notice that
our approach summarizes each function based only on the summaries for the functions it calls. For
example, our approachwill not be able to exploit the fact that a call to F is always followed by a call toG
in the generation of summaries for both F and G, but only in their callers.Wewill extensively compare
our approach with existing works in Section 6. Our contributions are summarized as follows:
• Section 2 is devoted to preliminaries.We introduce a core language for programswhichmanipulate
integers and arrays, which is not classical since control statements contain exceptions. We recall
the basics of abstract interpretation and weakest precondition calculus on this language, with an
emphasis on the precise treatment of array cells. An originality of our approach is that abstract
interpretation is intraprocedural, which means that a subprogram call is handled by interpreting a
given postcondition and not by expanding the code.
• In Section 3, we present our technique for generating pre- and postconditions of subprograms. In
that section we consider only alias-free programs, as defined in Section 2.
• In Section 4, we extend our approach to programs with possible aliasing. The generation of
annotations is guided by an analysis of pointer separation to deal with aliasing.
• Our technique is implemented within the Frama-C environment for static analysis of C programs
(http://frama-c.cea.fr). We report in Section 5 on experiments made on a library and two
benchmarks of vulnerabilities of C code.
Finally, please note that most of the results presented here appeared in the PhD of Moy (2009), where
many more technical details can be found if needed.
Author's personal copy
1186 Y. Moy, C. Marché / Journal of Symbolic Computation 45 (2010) 1184–1211
op ::= + | - | * | / | % | < | > | <= | >= | == | != | && | ||
uop ::= - | not
e ::= true | false | n | x | e op e | uop e | x[e] | (e)
i ::= x:=e; | x[e]:=e; | assert e; | x:=f (e, .., e); | x := new t[e];
s ::= i | s s | return e; | throw Exc(e);
| if e then s else s | if e then s | loop s endloop;
| try s catch (Exc x) s
d ::= exception t Exc | t x | t f (t x, .., t x){s}
t ::= integer | bool | void | t[]
Fig. 1. Grammar of our core language.
2. Preliminary material
In this section, we introduce the core programming language on which we perform analyses. This
language defines values of integer type and array type, but no value of pointer type, so that aliasing
is not a concern for now. In Section 4, we will return to this definition and add the possibility of
aliasing with values of pointer type. On this language, we describe our basic settings for abstraction
interpretation, weakest precondition calculus, and quantifier elimination.
To illustrate our approach we consider the following running example.
Example 1. Linear search is a small function, written as follows in the C programming language:
1 int l inear_search ( long t [ ] , in t len , long key ) {
2 int i ;
3 for ( i =0; i < len ; i ++) {




It searches for the value key in array t between indexes 0 and len−1. It returns the index if it is found,
or−1 otherwise.
2.1. The core language
The core language that we consider is given by the grammar of Fig. 1. e is the non-terminal for
expressions, which cannot produce any side effects. The usual rules of precedence apply, so that x +
y == z parses as (x + y) == z. We allow chains of comparisons to denote a conjunction of the
equivalent individual comparisons, so that x < y && y <= z can be written more succinctly as x <
y <= z. i is the non-terminal for instructions, i.e., basic statements which cannot modify the control
flow of execution. s is the non-terminal for statements, and d stands for declarations of exceptions and
subprograms. Note thatwe do not allow global variables in our core language, for simplicity. v denotes
variable identifiers and Exc denotes exception names. The basic types are booleans, unbounded
integers, the void type to simulate subprograms with no result and unbounded arrays.
This core language is quite non-standard in its basic types: unbounded integers are rarely found in
real programming languages, not to mention unbounded arrays. These types abstract over the usual
machine integers and bounded arrays found in real programming languages. The usual constraints
over integers and arrays to prevent overflows will be translated in our intermediate language
as explicit assertions (see Section 2.2 below), so that we do not have to worry about undefined
expressions in our analyses. All parameters are passed by copy, including parameters of array type.
Operator new returns an array for now, not a pointer to an array like in C++, so that aliasing is not
possible (this will change in Section 4).
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The core language is also quite non-standard in its basic constructions of statements, although
it is quite close to the intermediate language of ESC/Java2 (Leino et al., 1999): it natively supports
exception throwing and catching. It is indeed inspired from the Jessie intermediate language (Marché,
2007) of the Why platform (Filliâtre and Marché, 2007). First, it allows us to encode other complex
control flow statements like break or continue statements of C and Java, and Java exceptions.
Second, using exceptions as core statementswill allowus later to describe both abstract interpretation
techniques and weakest precondition calculi as deduction rules over symbolic judgements, instead of
computation rules over control flow graphs.
Example 2. The following is our running example of linear search, expressed in our core language:
1 exception void Break ;
2
3 integer l inear_search ( integer [ ] t , integer len , integer key ) {
4 integer i ;
5 i := 0;
6 try
7 loop
8 i f not ( i < len ) then throw Break ( ) ;
9 i f t [ i ] == key then return i ;
10 i := i + 1;
11 endloop ;
12 catch ( Break v ) return −1;
13 }
Notice the use of an infinite loop with an exception to simulate the for loop.
2.2. Safety checking as assertion checking
Basic safety properties of all programs are the absence of division by zero, the absence of integer
overflow, and the absence of memory access error. In our core language, we reduce safety checking
to assertion checking, by expressing suitable assertions on unbounded integers that originate either
from program variables or from our memory model instrumentation of the program.
Example 3. Here is our running example now equipped with assertions for safety checking.
1 requires INT_MIN <= len <= INT_MAX;
2 requires LONG_MIN <= key <= LONG_MAX;
3 integer l inear_search ( integer [ ] t , integer len , integer key ) {
4 integer i ;
5 i := 0;
6 try
7 loop
8 i f not ( i < len ) then throw Break ( ) ;
9 assert (0 <= i < array_length ( t ) ) ;
10 i f t [ i ] == key then return i ;
11 assert ( INT_MIN <= i +1 <= INT_MAX) ;
12 i := i + 1;
13 endloop ;
14 catch ( Break v ) return −1;
15 }
In the first assertion on line 9, array_length allows us to express safety of memory
dereferencing, using the annotation-only functionarray_lengthwhich provides information about
the length of array t .
In the second assertion on line 11, INT_MIN and INT_MAX denote the bounds formachine integers
of type int, typically −231 and 231 − 1 for 32-bits signed integers. Notice also the additional
preconditions introduced by requireswhich correspond to type information for parameters.
Author's personal copy
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2.3. Forward abstract interpretation
Abstract interpretation (Cousot and Cousot, 1979) is a theory of abstract semantics of programs.
Values taken by the variables during the execution of a program are mapped into an abstract domain.
Such a domain is built upon an internal abstract lattice, an algebraic structure that describes the
ordering relation between elements in the model, so that each iteration on the program’s control
flow can only increase abstract values w.r.t. this ordering.
2.3.1. Abstract lattices
A lattice is usually best described by a tuple (L,@,⊥,>,t,u), where:
• L is the set of elements in the lattice;
• @ is the ordering relation;
• ⊥ is the least element in the lattice;
• > is the greatest element in the lattice;
• t is the union (join) of elements in the lattice;
• u is the intersection (meet) of elements in the lattice.
An important property is that t and u are consistent with respect to the ordering @, which amounts
to
x @ y⇒ (x t y = y ∧ x u y = x).
Connection between the program and its model is done through a Galois connection (α, γ ), where
the abstraction function α maps each set of concrete program states into an abstract element of L,
and the concretization function γ maps each abstract element of L to a set of concrete program states.
For the lattice to correctly over-approximate the set of possible program behaviors, the following
properties are required:
γ (x t y) ⊃ γ (x) ∪ γ (y), (1)
γ (x u y) ⊂ γ (x) ∩ γ (y), (2)
γ ◦ α(s) ⊃ s. (3)
Most latticeswe use in practice are convex, or stable by intersection, whichmeans thatwe can rewrite
Eq. (2) into
γ (x u y) = γ (x) ∩ γ (y). (4)
2.3.2. Transfer functions
Given an abstract lattice L, an abstract domain D can be built upon L by defining additional transfer
functions that over-approximate the effect of a program statement on a value of L:
• D.test is the transfer function for test;
• D.assign is the transfer function for assignment;
• D.forget is the transfer function for reset.
The effect of an assignment is over-approximated either byD.assignwhen the right-hand side of the
assignment is simple enough, or byD.forget otherwise, inwhich case all information about the value
of the variable assigned is lost. These transfer functions are usually built upon the underlying lattice
operations. The essential property of these transfer functions is monotonicity, which amounts to
x1 @ x2 ⇒ D.f (x1) @ D.f (x2),
for D.f any of D.test, D.assign or D.forget, and all other parameters of these operators (not men-
tioned here) being equal.
Other operations of the abstract domain are simple wrappers on underlying lattice operations:
• D.union is the join operation t;
• D.included is the ordering relation @.
Author's personal copy
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D.union is used to perform unions of abstract values at junctions of paths during the propagation
leading to the definition of the abstract model of a program. D.included is used to check the validity
of a proposition expressed as an element of L.
There is generally a last operation defining an abstract domain:
• D.widen is the widening operation.
When the lattice Lhas boundedheight, convergence of the propagation is ensured by themonotonicity
of transfer functions. When L has infinite height, convergence is not ensured by monotonicity.
D.widen allows us to ensure or to accelerate convergence. It is used to directly jump to an over-
approximation of the set of reachable states of the program. Formally speaking, D.widen must





converges in finite time, i.e.
∃ k,∀i, k ≤ i→ abs′i+1 = abs
′
i.
2.3.3. Abstract domains in practice
Abstract domains that are useful for us in practice are either:
• non-relational domains, which bound or restrict in some way the value of individual variables:
sign (abbreviated as Sign below), interval (Interv), congruence, etc.
• relational domains, which provide relations between the value of two or more variables. Domains
are sets of relation formulas, and are classified by the supported form of formulas:
. Difference Bound Matrices (Dill, 1989): a ≤ x− y ≤ b s.t. a, b ∈ Z ∪ ±∞ and x, y variables.
. Octagons (Oct) (Miné, 2006): a ≤ x± y ≤ b s.t. a, b ∈ Z ∪ ±∞ and x, y variables.
. Linear equalities (Karr, 1976):
∑
aixi = b s.t. ai, b ∈ Z and xi variables.
. Polyhedrons (Poly) (Cousot and Halbwachs, 1978; Colon et al., 2003):
∑
aixi ≤ b s.t. ai, b ∈ Z
and xi variables.
The most complex abstract domains still commonly used are relational domains. They vary in
complexity, from quadratic or cubic complexity for weakly relational domains which relate the value
of 2 or 3 variables, to exponential complexity in theworst case for full relational domainswhich relate
the value of an unbounded number of variables.
2.3.4. Intraprocedural abstract interpretation
The intraprocedural abstract interpretation of programs is a data-flow analysis on instructions and
statements. The effect of an instruction s is described by judgment
A1 ` s −→ A2
with the meaning that executing instruction s from a state in any concretization of abstract state A1
leads to some state in the concretization of the abstract state A2. We consider an abstract domain
over both integer variables in the subprogram, like y, and integer array cells in the subprogram, like
x[y], where x is an array variable and y is an integer variable. We present a slightly non-standard
set of rules for abstract interpretation over instructions, such that more than one rule may apply. In
that case, all rules that apply should be taken into account in turn. This allows us to treat array cells
like x[y] as variables in abstract interpretation. Notice that we only track values of expressions that
syntactically appear in the program text.
In these rules, we mention a function equal on array indexes, which returns true if we know that
its parameters are equal at the program point of interest, false if we know that its parameters are
not equal at the program point of interest, and dont_know otherwise. Of course, the precision of our
analysis depends upon the precision of this function equal, with a default function always returning
dont_know unless its parameters are syntactically equal.
Author's personal copy
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(assign-var)
A(e) = v
A ` y := e −→ D.assign(A, y, v)
(ignore-var)
A(e) undefined
A ` y := e −→ D.forget(A, y)
(assign-index)
A ` y := e −→ D.forget(A, x[y])
(assign-array-equal)
equal(e1, y) = true ∧ A(e2) = v
A ` x[e1] := e2 −→ D.assign(A, x[y], v)
(assign-array)
equal(e1, y) = dont-know ∧ A(e2) = v
A ` x[e1] := e2 −→ D.union(A,D.assign(A, x[y], v))
(ignore-array-equal)
equal(e1, y) = true ∧ A(e2) undefined
A ` x[e1] := e2 −→ D.forget(A, x[y])
(ignore-array)
equal(e1, y) = dont-know ∧ A(e2) undefined
A ` x[e1] := e2 −→ D.forget(A, x[y])
(ignore-assert)
A ` assert e −→ A
(ignore-alloc)
A ` x := new t[e] −→ D.forget(A, x[y])
(call)
A ` x := f (e1, . . . , ek) −→ D.test(A, postf [xi 7→ ei, result 7→ x])
Fig. 2. Abstract interpretation of instructions.
Fig. 2 presents the abstract interpretation of instructions. For an expression e, A(e) denotes the
abstract value it has in A (undefined if e is not supported by domain D, which is typically the case for
non-linear arithmetic operations). Assigning to an integer variable updates the value associated to this
variable in rule (assign-var), and it forgets the value associated to all array cells based on this variable
as index in rule (assign-index). Assigning to an array cell has an effect on all variables representing
cells in this array, which may correspond to the same index, as described in rules (assign-array-
equal) and (assign-array). In rule (call), the postcondition postf must denote the postcondition of
subprogram f , in which the result keyword denotes the returned value.
The effect of a statement s is described by judgment
A ` s −→ (AN , Xi ⇒ AXi)
with themeaning that executing statement s from a state in the concretization of abstract state A leads
to a state in the concretization of one of the abstract states depending on the outcome of s:
• AN if the outcome is normal termination;
• AXi if the outcome is that exception Xi is thrown.
Note that for uniformitywe considerreturn e; as if itwas a special exceptionthrow (Return e);
which is implicitly caught at subprogram’s exit.
Fig. 3 presents the abstract interpretation of statements. Rule (loop-unroll) and (loop-widen) are
the only recursive rules. They implicitly suggest an iterative procedure to discover a fix-point to the
data-flow propagation, namely to iterate the propagation through the loop body until it converges,
Author's personal copy
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(instr)
A ` i −→ A′
A ` i −→ (A′, ε)
(seq)




1 ` s2 −→ (A
N
2 , Xi ⇒ A
Xi
2 )







A ` return e −→ (⊥, Return⇒ D.assign(A, result, v))
(return-ignore)
A(e) undefined
A ` return e −→ (⊥, Return⇒ A)
(throw)
A(e) = v
A ` throw (X e) −→ (⊥, X ⇒ D.assign(A, result, v))
(throw-ignore)
A(e) undefined
A ` throw (X e) −→ (⊥, X ⇒ A)
(if)
D.test(A, e) ` s1 −→ (AN1 , Xi ⇒ A
Xi
1 ) D.test(A,¬e) ` s2 −→ (A
N
2 , Xi ⇒ A
Xi
2 )
A ` if e then s1 else s2 −→ (D.union(AN1 , A
N










1 ` loop s endloop −→ (A
N
2 , Xi ⇒ A
Xi
2 )
A ` loop s endloop −→ (D.union(AN1 , A
N










1 ` loop s endloop −→ (A
N
2 , Xi ⇒ A
Xi
2 )
A ` loop s endloop −→ (D.widen(AN1 , A
N















A ` s1 −→ (AN1 , Xi ⇒ A
Xi




1 [result 7→ v] ` s2 −→ (A
n
2, Xi ⇒ A
Xi
2 )
A ` try s1 catch (X v) s2 −→ (D.union(AN1 , A
N





Fig. 3. Abstract interpretation of statements.
which is expressed by rule (loop-converge). When convergence is not ensured, it is the role of the
widening function to provide it. The starting point for the intraprocedural abstract interpretation is
the value> at the entry point of the function, and⊥ everywhere else.
Taking annotations (e.g. preconditions) into account simply consists in calling D.test to further
constrain the current abstract value. Checking that a proposition p holds is possible if p can be
expressed as an abstract value pabs: then, p holds if D.included(A, pabs), where A is the current
abstract state.
2.3.5. Illustration on linear search
If we run our intraprocedural abstract interpretation in the unannotated version of linear search
(Example 3) with various domains, we get the results presented on Fig. 4. It does not allow us to prove
integer safety for function linear_search which amounts to check assertion:
INT_MIN ≤ i+ 1 ≤ INT_MAX .
Author's personal copy
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loop invariant invariant at assert postcondition
Sign 0 ≤ i 0 ≤ i
Interv 0 ≤ i 0 ≤ i −1 ≤ result
Oct & Poly 0 ≤ i 0 ≤ i < len −1 ≤ result
Fig. 4. Abstract interpretation of unannotated function linear_search.
W (y := e, P) = P[y 7→ e; x[y] 7→?]
W (x[e1] := e2, P) = P[x[y] 7→ (if equal(y, e1) = true then e2
elsif equal(y, e1) = dont-know then ?
else x[y])]
W (assert e, P) = e ∧ P
W (x := f (Eei), P) = pref [vi 7→ ei] ∧
(postf [vi 7→ ei, result 7→ r ′] =⇒ P[x 7→ r ′])
W (x := new t[e], P) = P[array-length(x) 7→ e]
Fig. 5.Weakest preconditions of instructions.
Taking into account preconditions from parameter types (Example 3) to strengthen invariants does
not allow us to prove the assertion either.
2.4. Weakest precondition calculus
A Hoare triple, denoted as {P}s{Q } is made of a precondition P , a statement s and a postcondition
Q . The partial correctness of s is defined as the validity of the triple, that is if s is executed in
any state satisfying P , then when it terminates, the halting state satisfies Q . Weakest precondition
calculus (Dijkstra, 1976) is a way to automate this process:W (s,Q ) is a formula which is the weakest
to request on the initial state of s to guarantee the postcondition Q . Thus, checking a Hoare triple
reduces to checking P ⇒ W (s,Q )with some theorem prover.
The rules for computing the weakest precondition for instructions of our core language are given
in Fig. 5. The notation [x 7→?] means that the variable x is replaced by a fresh name in the formula.
This is the casewhen assigning to an integer variable, which causes all array cells using this variable as
index to be replaced by fresh variables. This is the case when assigning to an array cell, which causes
all possibly equal (but not for sure) array cells to be replaced by fresh variables.
In our core languagewith exceptions, a statementmayhave a normal termination outcomebut also
may end in an exceptional state. Thus Hoare triplesmust contain exceptional postconditions (Filliâtre,
2003; Burdy et al., 2004): {P}s{Q | Xi ⇒ Qi} means that whenever s ends in exception Xi then Qi
is satisfied. The weakest precondition is then naturally defined under the form W (s,Q , Xi ⇒ Qi).
Classically, result is renamed into a fresh r ′.
The rules for computing the weakest precondition for statements are given in Fig. 6. Whenever a
variable y gets quantified, all array variables based on y, e.g., x[y], get quantified too.
Example 4. On the linear search code of Example 2, let us check that the postcondition Q ≡ result ≥
0 =⇒ t[result] = key is valid. We need to computeW (b, true, Return⇒ Q ), where b is the body
of the search function.
• the weakest precondition of Q through return -1 is−1 ≥ 0 =⇒ . . .which is true.
• Applying the rule for try ... catch .,., we need to compute W (l, true, Return ⇒
Q , Break⇒ true)where l is the infinite loop.
• Applying the rule for loops, with true as loop invariant, we have to computeW (lb, true, Return
⇒ Q , Break⇒ true)[i 7→ i′]where lb is the loop body.
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Y. Moy, C. Marché / Journal of Symbolic Computation 45 (2010) 1184–1211 1193
W (s1; s2,Q , Xi ⇒ Qi) = W (s1,W (s2,Q , Xi ⇒ Qi), Xi ⇒ Qi)
W (if e then s1 else s2,Q , Xi ⇒ Qi) =
(e =⇒ W (s1,Q , Xi ⇒ Qi)) ∧ (¬e =⇒ W (s2,Q , Xi ⇒ Qi))
W (loop { invariant I } s endloop,Q , Xi ⇒ Qi) =
I ∧ ((I =⇒ W (s, I, Xi ⇒ Qi))[xj 7→ yj])
W (return e,Q , Return⇒ QR, Xi ⇒ Qi) = QR[result 7→ e]
W (throw (Xe),Q , X ⇒ QX , Xi ⇒ Q ) = QX [result 7→ e]
W (try s1 catch (Xv)s2,Q , Xi ⇒ Qi) =
W (s1,Q , X ⇒ W (s2,Q , Xi ⇒ Qi), Xi ⇒ Qi)
Fig. 6.Weakest preconditions of statements.
W+(y := e, P) = W (y := e, P)
W+(x[e1] := e2, P) = W (x[e1] := e2, P)
W+(assert e, P) = if target then e ∧ P else P
W+(x := f (Eei), P) = (if target then pref [vi 7→ ei] else true) ∧
(postf [vi 7→ ei, result 7→ r ′] =⇒ P[x 7→ r ′])
W+(x := new t[e], P) = W (x := new t[e], P)
Fig. 7. Specialized weakest preconditions of instructions.
• After applying rules for sequence and if-then-else, it reduces to
t[i] = key =⇒ W (return i, true, Return⇒ Q , Break⇒ true)
not(i < len) =⇒ W (throw Break, true, Return⇒ Q , Break⇒ true)
which further reduces to
t[i] = key =⇒ Q [result 7→ i]
not(i < len) =⇒ true
which are both tautologies.
Similarly, it is possible to establish the stronger postcondition result = −1 =⇒ ∀k, 0 ≤ k <
len =⇒ t[k] 6= key by adding the loop invariant ∀k, 0 ≤ k < i =⇒ t[k] 6= key.
Example 5. To show how we handle array cells, let us compute the weakest precondition of various
formulas Q through the simple assignment t[i] := t[j];.
• For Q ≡ t[i] = 0, we simply get t[j] = 0.
• For Q ≡ t[k] = 0, it depends upon the result of equal(i, k), which represents our knowledge at
this point of the possible equality between i and k.
. If equal(i, k) = true, we get t[j] = 0.
. If equal(i, k) = false, we get t[k] = 0.
. If equal(i, k) = dont_know, we get v = 0 for a fresh variable v.
For each assertion to check in the code, which can be either a plain assertion or the precondition
of a function called, we specialize function W into function W+ which computes the precondition
uniquely associated to this assertion. Rules for W+ are almost the same as those for W , except that
paths which do not lead to the targeted assertion are ignored. In the rules for instructions presented
in Fig. 7, the treatment of assertions and function calls is different for the targeted assertion (when
condition target is true) and other assertions. In the rules for statements presented in Fig. 8, the
treatment of loops does not require us to prove the loop invariant I .
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W+(s1; s2,Q , Xi ⇒ Qi) = W (s1; s2,Q , Xi ⇒ Qi)
W+(if e then s1 else s2,Q , Xi ⇒ Qi) =
W (if e then s1 else s2,Q , Xi ⇒ Qi)
W+(loop { invariant I } s endloop,Q , Xi ⇒ Qi) =
(I =⇒ W (s, I, Xi ⇒ Qi))[xj 7→ yj]
W+(return e,Q , Return⇒ QR, Xi ⇒ Qi) =
W (return e,Q , Return⇒ QR, Xi ⇒ Qi)
W+(throw (Xe),Q , X ⇒ QX , Xi ⇒ Q ) = W (throw (Xe),Q , X ⇒ QX , Xi ⇒ Q )
W+(try s1 catch (Xv)s2,Q , Xi ⇒ Qi) = W (try s1 catch (Xv)s2,Q , Xi ⇒ Qi)
Fig. 8. Specialized weakest preconditions of statements.
Given an assertion A, we call W+(prog, true) the precondition of assertion A. This is the
precondition we will be considering in the following.
2.5. Quantifier elimination
The last ingredient we need for our approach is quantifier elimination. It does not directly apply
to analysis of programs, but it is a useful technique for simplifying the logic formulas we infer with
other techniques.
Mainly, what we need is quantifier elimination for formulas in linear integer arithmetic (i.e.,
Presburger arithmetic). Unfortunately, quantifier elimination for such formulas is inherently triply
exponential (Weispfenning, 1997), which is far too expensive in practice, as we checked in our
experiments with Cooper’s method. Instead, we turn to quantifier elimination for rational (or real)
linear arithmetic, for which there exists algorithms with a doubly exponential complexity (Bradley
and Manna, 2007).
Classically, we exploit the particular form of the formulas generated byweakest preconditions. Our
quantified formulas are universally quantified prenex formulas, meaning only universal quantifiers ∀
appear in front of a quantifier-free formula. Quantified variables correspond to all the fresh variables
introduced during weakest preconditions (e.g., for the loop rule or dont_know values) and local
variables, that havemeaning only inside the function, not at call-site. Then, quantifier elimination over
the rationals only returns a stronger formula than quantifier elimination over the integers, which is a
correct approximation in our case.
In practice, we rewrite the universal formula ∀
→
xi . P into the equivalent ¬(∃
→
xi . ¬P) and
we transform formula ¬P into its disjunctive normal form (DNF), so that the existential quantifier
distributes over all disjuncts and the Fourier–Motzkin method to eliminate quantifiers can be applied
individually to each disjunct. The conversion to a DNF formula has exponential complexity and the
Fourier–Motzkin method has doubly exponential complexity in theory, but closer to exponential in
practice (Monniaux, 2008). Therefore, we obtain thisway a doubly exponential complexity in practice,
which is the best complexity reached by existing algorithms.
3. Inferring contracts of alias-free programs
We now consider the problem of inferring contracts modularly for alias-free programs, based on
the techniques described in Section 2. Absence of aliasing is ensured in our case by the design of
our core programming language : the base types are booleans, integers and arrays, which cannot be
referenced by different names in a subprogram. This allowed us to define precise intraprocedural
analyses by abstract interpretation and weakest precondition computation in Section 2.
3.1. Generic algorithm and its soundness
We suppose given a set of analyses:
• ForwAbsInt is a forward abstract interpretation as defined in Section 2.3.
Author's personal copy
Y. Moy, C. Marché / Journal of Symbolic Computation 45 (2010) 1184–1211 1195
• PreCond is a weakest precondition computation as defined in Section 2.4.
• QuantElim is a quantifier elimination procedure as defined in Section 2.5.
We now define a combination of these analyses that generates contracts for subprograms.
Algorithm 1. Algorithm InferGen:
input a program possibly annotated, and a subprogram P
output additional annotations for P
(1) Compute invariants Ip for each program point p of P by ForwAbsInt. Calls are handled using
given annotations of other subprograms.
(2) Use the disjunction of Ip for each exit point p to strengthen P ’s postcondition.
(3) For each assert C in P at program point p:
(a) letwp be the formula Ip =⇒ C (C weakened by Ip),
(b) let φp be the result of PreCond(wp),
(c) let ψp be the result of QuantElim(φp),
(d) use ψp to strengthen P ’s precondition.
Notice that algorithm InferGen builds on the contracts of those subprograms that are called inside
the body of the subprogram currently analyzed. This suggests that programs should be better handled
from leaf subprograms to root subprograms, proceeding bottom-up in the call-graph.
Theorem 6. If
(1) ForwAbsInt produces only correct invariants
(2) PreCond(φ) produces a sufficient condition for φ
(3) QuantElim(φ) produces an equivalent or stronger proposition than φ
then the InferGen algorithm can only produce sufficient preconditions and correct postconditions.
Proof. Since ForwAbsInt produces only correct invariants, the generated postconditions are correct,
and for any assert C at some program p, the generated invariant Ip holds at p. Since PreCond
produces sufficient preconditions, and since QuantElim can only strengthen formulas, the generated
preconditions guarantee that Ip =⇒ C holds at program point p. Thus by a simple modus ponens, C
holds at p. 
3.2. Weak inference
The InferWeakmethod is an instance of InferGen as follows.
Algorithm 2. Algorithm InferWeak is the specialization of InferGenwhere
• ForwAbsInt is forward abstract interpretation as in Section 2.3.
• PreCond is weakest precondition as in Section 2.4.
• QuantElim is Fourier–Motzkin method.
Example 7. On our running example of linear search, starting from the code of Example 3, and using
either Oct or Poly domains.
• As seen in Section 2.3.5, at loop entry the invariant computed by abstract interpretation is
IL := 0 ≤ i.
• At function exit the computed invariants are respectively
0 ≤ result < len
and
result = −1
hence postcondition is strengthened to
0 ≤ result < len ∨ result = −1.
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• For the first assertion, we generate
w1 := 0 ≤ i < len =⇒ 0 ≤ i < array_length(t)
whose weakest precondition is
φ1 := ∀i . i = 0 =⇒
∀i′ . 0 ≤ i′ ∧ i′ < len =⇒ (0 ≤ i′ < len =⇒ 0 ≤ i′ < array_length(t))
and eliminating quantifiers leads to
ψ1 := 0 < len =⇒ len ≤ array_length(t).
• For the second assertion, we generate
w2 := 0 ≤ i < len =⇒ INT_MIN ≤ i+ 1 ≤ INT_MAX
whose weakest precondition is
φ2 := ∀i . i = 0 =⇒
∀i′ . 0 ≤ i′ ∧ i′ < len =⇒ (0 ≤ i′ < len =⇒ INT_MIN ≤ i+ 1 ≤ INT_MAX)
and eliminating quantifiers leads to
ψ2 := 0 < len =⇒ (INT_MIN ≤ 0 ∧ len ≤ INT_MAX+ 1).
• The generated precondition is thus
0 < len =⇒ (len ≤ array_length(t) ∧ INT_MIN ≤ 0 ∧ len ≤ INT_MAX+ 1).
From the example above, one may think that propagating backward the formula Ip =⇒ C instead
of propagating C itself is not useful. This is the case here because the weakest precondition also adds
the loop invariant as an hypothesis, and it appears that Ip is identical to the loop invariant since there
are no side effects in the loop. However adding Ip as hypothesis is useful in general: first, in general Ip
is different from IL, and second, as we will see below, we can instantiate our generic algorithm with
simpler precondition calculi, which in particular might ignore the loop invariant.
3.3. Controlling complexity
Overall, the classical computation of weakest preconditions can be seen as performing a part of the
conversion to DNF, which leads to a combined doubly exponential complexity in practice. This is too
costly to be applicable to real subprograms, which we checked in our experiments in Section 5. Thus,
we devised variants of InferGen that differ from InferWeak by the precondition method PreCond
used:
• InferStrong is based on a precondition method that computes a stronger formula than plain
weakest preconditions, by ignoring statements that donot interfere directlywith the formula being
propagated backwards. A statement interferes with a formula φ either by constraining (in a test)
or modifying (in an assignment or a call) a variable that occurs in φ. This is similar to the heuristic
back-propagation of Janota (2007).
• InferElim completely replaces the weakest preconditions propagation by universally quantifying
the assertion over all local variables (whichmay result in amuch stronger precondition). E.g., for the
first assertion in Example 7, this corresponds to quantifying over local variable iwithout computing
the weakest precondition:
φ1 := ∀i . 0 ≤ i ∧ i < len =⇒ (0 ≤ i < len =⇒ 0 ≤ i < array_length(t)).
Although InferStrong and InferElim have the same complexity as InferWeak, they generate
in practice much simpler quantified formulas, which leads to practical quantifier elimination for
programs of a few hundred lines of code (see Section 5).
Example 8. On our running example, InferStrong and InferElim perform as well as InferWeak,
leading to the same sufficient precondition. This is not always the case, as InferStrong and InferElim
may fail to take into account relations between variables that stem from statements that InferStrong
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ignores or thatwere not caught by the invariant used in InferElim. Indeed, InferElim performs aswell
as InferWeak in those cases where the invariant obtained by abstract interpretation is so precise that
a backward propagation by weakest preconditions is not needed. Likewise, InferStrong performs
as well as InferWeak in those cases where either the invariant obtained by abstract interpretation
is precise enough, like for InferElim, or the strong preconditions computation captures the missing
relational information.
4. Inferring contracts of pointer programs
We now consider the problem of inferring contracts modularly in the presence of pointers.
Although accessing values through an indirection does not present any difficulty for reasoning about
programs, pointers also allow sharing, which is a source of possible interference between read and
write accesses, or between write accesses, that make precise analysis of programs more challenging.
In this section, we change the semantics of our core language without modifying its grammar, still
given in Fig. 1. Arrays are now implicitly accessed through pointers : operator new returns a pointer
to an array instead of an array, and array access x[y] denotes the access to array index y under
pointer x. With this change, assignment between pointers makes aliasing possible. As an example
of the problems due to possible aliasing, a simple relational abstract interpretation as described in
Section 3 could easily infer that the following function
1 void incr ( integer [ ] x , integer [ ] y ) {
2 x [0] = y [0] + 1;
3 }
ensured postcondition
x[0] = y[0] + 1,
when treating arrays by copy. Now that we treat arrays by reference through pointers, this
postcondition is not always true, because some caller could pass in the same pointer for x and y
parameters. In that case, we would have instead the postcondition
x[0] = y[0].
In a modular analysis, we cannot analyze the set of calling contexts for a function in order to
compute an overapproximation of the possible aliasing. We cannot either rely on the user to insert
special annotations to describe possible aliasing relations, or forbid some aliasing relations, as itwould
not be practical and cost-effective on large programs with complex aliasing patterns. Our solution to
this problem is thus a mix of an alias analysis and an alias control technique, that is incomplete but
allows analyzing most programs that arise in practice.
4.1. Inferring regions: a type-based approach
Many analyses on pointer programs for type-safe languages (or restricted to type-safe programs
in an otherwise unsafe language like C or C++) simply partition memory into disjoint regions, one
region for each type or record field. At a logical level, each of these regions represents an array of
all the memory locations where a value of this type may be found. Of course, these logical arrays
do not correspond in general to contiguous physical memory locations. Then, a pointer is simply an
index into a global array, and accessing a pointer is nomore complex than indexing into an array. This
partitioning based on types is the basis of our solution.
4.1.1. Steensgaard’s region inference
Instead of partitioning memory according to types, Steensgaard’s alias analysis partitions memory
according to aliasing (Steensgaard, 1996). It computes a set of global regions that represent sets of
disjoint memory locations, such that each pointer in the program is associated to a single region.
Steensgaard’s analysis is based on unification, like type inference, and it requires that all the program
is available. It is a global flow-insensitive analysis, running in almost linear time.
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We denote by region an equivalence class of pointers such that two pointers aliased necessarily
belong to the same region. Initially, all pointers are assumed to belong to a different region. Then,
regions are unified as necessary, based on a few rules:
• assignment - regions for pointers on both sides of an assignment are unified;
• function call - regions for pointers in corresponding parameters and arguments of a call are unified;
• return - regions for pointers in a function result and a term returned are unified.
Multiple levels of pointers in the program are reflected on the corresponding regions. Given a
pointer in region ρ1, whose dereference yields a pointer in region ρ2, a special structure keeps track
of the relation ρ1 points to ρ2. Then, unification of two regions also unifies the underlying regions
pointed-to, and the regions pointed by the regions pointed-to, etc. As a result of this analysis, pointers
that could be aliasing in some execution of the program necessarily belong to the same region.
As an example, for the program below:
1 void a s s i gn_ f i r s t ( integer [ ] u , integer [ ] v ) {
2 u[0] := 0;
3 }
4
5 void main ( ) {
6 integer [ ] x := new integer (1 ) ; integer [ ] y := new integer (1 ) ;
7 a s s i gn_ f i r s t (x , y ) ;
8 }
Steensgaard’s analysis computes two regions ρ1 = { x, u } and ρ2 = { y, v }.
As a result, we knowwhen analysing assign_first that v[0] is notmodified by the assignment
to u[0], because u and v belong to two different regions.
4.1.2. A Contextual variant of Steensgaard’s region inference
There are two issues with Steensgaard’s regions: (i) lack of context sensitivity, which aliases more
pointers than necessary, and (ii) lack ofmodularity, as the complete program is needed. Issue (i) arises
on assign_firstwith the following code for main:
1 void a s s i gn_ f i r s t ( integer [ ] u , integer [ ] v ) {
2 u[0] := 0;
3 }
4
5 void main ( ) {
6 integer [ ] x := new integer (1 ) ; integer [ ] y := new integer (1 ) ;
7 integer [ ] z := new integer (1 ) ;
8 a s s i gn_ f i r s t (x , y ) ; a s s i gn_ f i r s t ( z , x ) ;
9 }
In this program,x is used both in position of first and second argument toassign_first. Then, there
is only one region computed by Steensgaard’s analysis that groups all the pointers in this program: ρ1
= { x, y, z, u, v }. As a result, we do not knowwhether v[0] is not modified by the assignment to u[0]
in assign_first.
Hubert andMarché (2007) have described a solution to this problem, which is a contextual variant
of Steensgaard’s region inference. We call it contextual to distinguish it from the usual context-
sensitive analysis: in a context-sensitive analysis, different mappings from pointers to regions would
be computed for a given function, so that the best mapping is used for a given call ; in the contextual
analysis of Hubert and Marché (2007), a single parametric mapping from pointers to regions is
computed for a given function, so that its parameters are instantiated for a given call. This algorithm
follows from an original idea from Talpin and Jouvelot (1991, 1992) for computing effects, used later
on by Tofte and Talpin (1997) for static memory allocation.
Instead of computing global regions, like in Steensgaard’s analysis, the contextual analysis
computes parametric regions. A parametric region can be viewed as an additional parameter of the
function, so that calls to this function must pass in one of their own parametric regions in scope.
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This allows various calls to the same function to specify different region instances for each call, thus
preventing aliasing due to merging of contexts. The analysis proceeds bottom-up from the leaves of
the call-graph, one strongly connected component (SCC) at a time.While processing an SCC, the usual
Steensgaard’s analysis is performed, which unifies regions as required. When leaving an SCC, all the
regions are labelled as parametric regions.
On the problematic version of our program above that leads Steensgaard’s analysis to unify
all regions together, the contextual analysis computes two parametric regions in function
assign_first, namely regions u and v, and three local regions in function main, namely regions x,
y and z. So instead of merging all regions in this example, it keeps all of them separated! As a result,
we know that v[0] is not modified by the assignment to u[0] in assign_first.
In order to take this knowledge into account in our analyses,we analyze subprogramswith pointers
differently from subprograms without pointers. For every parametric region for a subprogram, we
simulate an array parameter of the proper type for this region, indexed by pointers, which is returned
after the subprogram completes as an additional result. Then, we adapt the function equal to these
special arrays: like previously, equal(x,x) is true syntactically ; equal(x,y) is false if x and y belong to
different regions ; equal(x,y) is dont_know if x and y belong to the same region.
A strict constraint to ensure soundness of the approach is that no two regions accessed in a
subprogram should be equal for a particular call. This is the same condition as the one expressed
by Reynolds (1978) in his seminal work on syntactic control of interference, where regions play in our
case the role of collections in his work. This is guaranteed by failing to compute contextual regions if
calling a subprogram leads to passing twice the same region in parameter.
1 void bad_regions ( integer [ ] u , integer [ ] v ) {
2 u[0] := v [0] + 1;
3 }
4
5 void main ( ) {
6 integer [ ] loc = new integer (1 ) ; bad_regions ( loc , loc ) ;
7 }
Function bad_regions illustrates why this case should not be allowed. The contextual analysis
computes two parametric regions u and v in function bad_regions. These regions being different, it
is possible to check thatbad_regions ensures postcondition u[0] = v[0] + 1 by abstract interpretation
or deductive verification, as described in Section 2. Then, call to bad_regions in mainwould violate
this postcondition. This is not allowed, as this call passes the region for loc twice in parameter, as the
current instance for the region of u and the region of v.
The contextual analysis thus trades incompleteness for precision and scaling: it either succeeds
quickly with precise results, or it fails. Moreover, it is only guaranteed to be correct on complete
programs, where all the calls are known.
4.2. Refining regions: a type-and-effect approach
The analysis by Hubert and Marché (2007) computes regions in a way that solves problem (i),
context insensitivity, but still suffers from problem (ii), lack of modularity, while it adds a new
problem (iii), incompleteness. We now propose a partial solution to both problems.
This analysis is mostly modular, as regions are computed in a modular way. Only the verification
that different regions in a callee are not instantiated with the same region in the caller is not modular.
We propose to delay this verification for incomplete programs by computing equivalent separation
preconditions.
We start with computing for each region in a subprogram the set of pointers in this region that
may be read or written, expressed in terms of variables at subprogram entry. This can be done with a
flow-sensitive or a flow-insensitive analysis in a straightforwardway. For example, the set of pointers
read associated to region v in bad_regions is precisely v, and the set of pointers written associated
to region u in bad_regions is precisely u. This must take into account memory accessed indirectly
through a call. Then, we simply collect all effects of a function due to its memory accesses and calls.
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Functions are processed in reverse topological order of the call-graph, and recursive calls are handled
by iterating on strongly connected components until a fix-point is reached.
Once effects of a function are computed, the following precondition guarantees soundness of the
contextual analysis: for each pair of locations possibly accessed in different regions, when one of these
regions is possibly written, we generate a separation condition that guarantees they may not overlap,
which amounts to having disequality preconditions between pointers. As already noted by Reynolds
(1978), asking for the separation of all pairs of regions is overly restrictive. Regions that are only read
cannot interfere, thus there is no need to ask for separation of these read-only regions, or passive
phrases in Reynolds’s terminology, which is what we do here. Furthermore, this is useful only for
regions which may overlap, which means they should be of the same type. Notice that a region that
is not accessible through subprogram parameters cannot be overlapping with any other region. This
corresponds to a region allocated inside the subprogram, which is either an internal region, i.e., it
does not escape the subprogram, or a region reachable only through the subprogram result. Thus, no
separation precondition is ever generated for pointers in such a region.
To see how this works, we recall the code of function bad_regions:
1 void bad_regions ( integer [ ] u , integer [ ] v ) {
2 u[0] := v [0] + 1;
3 }
On this function, we compute effects
writes(ρu) = {u}, reads(ρv) = {v}
which leads to the precondition
u 6= v.
We recall also the code of function assign_first:
1 void a s s i gn_ f i r s t ( integer [ ] u , integer [ ] v ) {
2 u[0] := 0;
3 }
On this function, we compute effects
writes(ρu) = {u}
which leads to no precondition.
Separation preconditions make the contextual alias analysis completely modular, thus solving
problem (ii), but it does not completely solve problem (iii), incompleteness of the contextual alias
analysis. Indeed, the contextual analysis may still wrongly assume separation between regions. It is
the case for subprogram swap below.
1 void swap( integer [ ] u , integer [ ] v ) {
2 integer tmp; tmp := u [0 ] ; u[0] := v [0 ] ; v [0] := tmp;
3 }
For this subprogram, our analysis generates the precondition
u 6= v,
while it would still be correct to call swap(x,x).
For those cases where our technique generates stronger separation conditions than necessary, a
solution would be to manually annotate function parameters with explicit regions, much as what is
done in Cyclone (Jim et al., 2002).
5. Experiments
The techniques described in this paper have been implemented in Frama-C, an open-source
platform for the modular analysis of C programs. Target C programs are translated to an intermediate
language on which we infer subprogram contracts, before verification conditions (VC) are generated
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and sent to automatic provers to prove the safety of the original C programs. In the following, provers
are summarized by their initial letter: A for Alt-Ergo v0.8, S for Simplify v1.5.4, Y for Yices v1.0.16 and
Z for Z3 v1.3.
In Section 5.1, we describe the results of applying our tool to check the safety of an available string
library. In Section 5.2, we describe the results of applying our tool to discriminate between unsafe
and patched versions of open-source programs with vulnerabilities. The verification was performed
completely automatically and modularly, with each function analyzed separately. In both cases, we
manually added FRAMA_C_STRING user annotations in the code, which are predicates relating to our
C memory model that indicate when a given parameter points to a string.
5.1. MINIX 3 standard string library
MINIX 3 is an open-source operating system designed to be highly reliable, flexible, and secure. To
reach these goals, its code is intentionally small and simple. In particular, it implements a library for
strings in an idiomatic and straightforward style, quite closely following the C standard. E.g., here is
the code for function strcpy:
1 char ∗strcpy ( char ∗ret , const char ∗s2 ) {
2 char ∗s1 = ret ;
3 while (∗ s1++ = ∗s2++)
4 /∗ EMPTY ∗/ ;
5 return ret ;
6 }
Overall, the standard C library for strings specifies 22 functions, all of which are implemented in
theMINIX 3 library. We applied the different annotation inferencemethods described in this paper to
check the safety of 21 of these functions (strtok is not treated because its safety relies on a proper
sequencing of successive calls by the client program).
We compared 4 runs of the benchmark:
(1) no annotation inference - No annotation at all is inferred.
(2) abstract interpretation - Loop invariants are inferred by abstract interpretation, following
algorithm ForwAbsInt.
(3) quantifier elimination - First, loop invariants are inferred by abstract interpretation, and then
preconditions are inferred by quantifier elimination, following algorithm InferElim.
(4) weakest preconditions - First, loop invariants are inferred by abstract interpretation, and then
preconditions are inferred by weakest preconditions and quantifier elimination. We tried both
algorithms InferStrong and InferWeak, which gave the exact same results, due to the small size
of source programs.
Results for these runs are summarized in Figs. 9–12. The total number of verification conditions
(VC) varies between runs as it depends on the annotations inferred. As expected, automatic provers
succeed in proving more verification conditions when more annotations are inferred. When the most
precise method is used, prover Z3 manages to prove all verification conditions.
Not surprisingly, the total time elapsed decreases with the number of annotations inferred, as
shown in Fig. 13. Indeed, in this case, the time spent for inferring annotations is far smaller than the
time spent trying to prove unprovable verification conditions.
With themost precise inferencemethod, a satisfying sufficient precondition to ensure the safety of
each function is inferred. A precondition is satisfying when it is not too strong, so that usual patterns
of usage for this function are allowed. E.g., , the precondition for strcpy expresses that its arguments
cannot alias and that the target buffer is large enough to hold the source string being copied, which
translates here into:
(ret 6= s2) ∧ (0 ≤ strlen(s2) < array-length(ret)).
The actual precondition we infer for strcpy is slightly more involved in reality, as our memory
model for C takes into account the possibility of pointer arithmetic (Moy, 2009).
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Fig. 9. No annotation inference.
Fig. 10. Abstract interpretation.
Fig. 11. Quantifier elimination.
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Fig. 12.Weakest preconditions.
Fig. 13. Total time elapsed.
5.2. Benchmarks of vulnerabilities
We ran our tool on two benchmarks of real code vulnerabilities, the Verisec Suite and Zitser’s
benchmark. These benchmarks consist in snippets of open-source code containing buffer overflow
vulnerabilities, together with their patched versions. Vulnerabilities are identified by their CVE
number (ex: CVE-2004-0940). They are extracted from popular open-source server programs such
as Apache, Samba and sendmail. Variations over each vulnerability are presented as a set of ‘‘bad’’ and
‘‘ok’’ snippets of code, usually in pairs, so that each ‘‘ok’’ version corresponds to the patch of a ‘‘bad’’
version. The two benchmarks differ in the number and difficulty of snippets:
• The Verisec Suite (Ku et al., 2007) targets 22 vulnerabilities in 12 programs, for a total of 144 ‘‘bad’’
and 140 ‘‘ok’’ snippets of code. Each snippet has a size between 16 and 233 loc, with an average of
69 loc, not counting include files.
• Zitser’s benchmark (Zitser et al., 2004) targets 14 vulnerabilities in 3 programs, with a ‘‘bad’’ and
an ‘‘ok’’ snippet of code for each. Each snippet has a size between 218 and 777 loc, with an average
of 506 loc, not counting include files.
As expected from these figures, Zitser’s benchmark is more difficult to verify than the Verisec
Suite, while the latter allows a finer analysis of results due to its large number of snippets with small
variations. Although these snippets come equipped with a main function, we do not perform any
global analysis on programs. Indeed, our target is to test the performance of our techniques to check
safety both automatically and modularly, not needing the complete program. Thus, each function is
analyzed independently of its calling context, in reverse topological order of the call-graph (i.e., leaf
functions first).
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Fig. 14. Proof results (105/140).
First, we added FRAMA_C_STRING user annotations in the code, indicate when a given parameter
points to a string. Overall, we added 389 such annotations denoting those parameters, returns and
variables that should be strings. For some cases where our inference technique does not generate
precise enough annotations, we selectively added manual annotations in the code, in the form of
assertions.
We did not complete this process until all VC are proved, for lack of time. During this process, we
found 16 bugs in the ‘‘ok’’ snippets, where a buffer was either incorrectly not null-terminated, or a
buffer possibly accessed beyond its bounds. We reported the corresponding patches to the authors of
the suite, which recognized their suite was mostly designed to distinguish between ‘‘ok’’ and ‘‘bad’’
accesses at one particular point in each program, not necessarily granting safety of ‘‘ok’’ snippets.
For these experiments, we selected the following set of options:
• provers Alt-Ergo v0.8, Simplify v1.5.4 and Z3 v1.3: these are the provers that perform best on our
verification conditions, denotedA, S and Z respectively.We also runAlt-Ergo under another setting,
denoted AS , which applies some heuristics for filtering hypotheses, focusing proof search on the
goal and consequently allows one to find easy proofs more quickly (Couchot and Hubert, 2007;
Conchon and Contejean, 2008).
• annotation inference InferStrong : it is the most precise annotation inference method that scales
to these functions of up to 200 loc with many conditions and loops. The cheaper ForwAbsInt and
InferElim are not precise enough in many cases, and the more precise InferWeak does not scale.
• abstract domain of octagons: it is themost appropriate abstract domain for these tests, whose safety
essentially depends on relations between pairs of variables. It is cheaper than the abstract domain
of polyhedrons, and it leads to better widening results in many cases.
Due to current limitations in our tool, only 105 ‘‘ok’’ snippets out of 140 can be analyzed. On these
snippets analyzed, Fig. 14 shows that,while 99.7% of VC are proved automatically (38,968VC for a total
of 39,080), 112 VC are not proved automatically. Overall, the snippets fall into the following cases:
• 35 snippets cannot be analyzed: 14 tests reach the allowedmemory bound (0.25M) or time bound
(10 mn) during generation of annotations, 1 contains backward goto, the remaining ones trigger
limitations in our implementation;
• 78 snippets are completely proved;
• 27 snippets are partly proved. Fig. 17 shows that, among these tests, a majority have only a few
unproved VC, which could be dealt with manually, either to add intermediate assertions to help
provers, or by review.
Fig. 15 presents the total running time for all four provers, which only exceeds 3 h for Alt-Ergowith
hypotheses filtering, because some goals then become unprovable, which causes the prover to reach
the 10 s timeout while searching for an impossible proof.
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Fig. 15. Time results (105/140).
Fig. 16. Provers’ strength (105/140).
Fig. 17. Unproved VC (27/140).
Fig. 16 shows why it is in general a good idea to use a combination of provers rather than a single
prover. It presents the number of VC that each prover is the only one to prove. Notice that using all 4
provers, including Alt-Ergo with hypotheses filtering, is indeed mandatory to decrease the number of
unproved VC.
Figs. 18 and 19 present the number of relations ((dis-)equalities and inequalities) in annotations
inferred. Columns Pre and Post report the number of relations in preconditions and postconditions
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Fig. 18. Verisec annotations.
Fig. 19. Zitser annotations.
inferred, while columns I⇒ and I⇐ report the number of relations in loop invariants inferred
respectively by forward abstract interpretation and the backward InferStrong algorithm. Formulas
in I⇐ do not repeat those found in I⇒. The number of relations is larger in postconditions because
they are built as a disjunction of cases for each return statement in the source program, and in loop
invariants because they mention local variables, both from the source program and generated by our
instrumentation.
6. Related work
6.1. Loop invariant inference
Historically, array bound checking has been one of the first difficult properties about programs
that people tried to prove, the hardest part of the verification task being the automatic inference of
loop invariants. Cousot and Halbwachs (1978) applied abstract interpretation over polyhedrons and
managed to check memory safety of an implementation of heap sort, using manual preconditions.
Suzuki and Ishihata (1977) devised a method based on weakest preconditions to check memory
safety of an implementation of tree sort. They used Fourier–Motzkin elimination at loop entrance
as a heuristic to make their induction-iteration method converge. There are examples (Moy, 2009)
where abstract interpretation outperforms induction-iteration or the opposite. By combining abstract
interpretation and weakest preconditions, we manage to outperform both in many cases.
More recently, Xu et al. (2000) and Xu (2000) have refined with success the induction-iteration
method for safety checking of machine code. They use forward abstract interpretation and induction-
iteration separately to generate loop invariants, and they rely on user preconditions to provide a valid
calling context.
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More generally, a large number of works have targeted loop invariant inference by abstract
interpretation, predicate abstraction and weakest preconditions/strongest postconditions, or a
combination thereof. This should continue to be a major research goal in the years to come.
Promising techniques combine abstract interpretation and deductive verification. Leino and Logozzo
(2005) build a real feedback loop between a theorem prover and an abstract interpretation module
to generate loop invariants. Leino and Logozzo (2007) present an embedding of the abstract
interpretation technique of widening inside a theorem prover. The opposite approach of performing
abstract interpretation on logic formulas has been presented by Gulwani and Tiwari (2006).
6.2. Precondition inference
Bourdoncle (1993) defines abstract debugging as backward abstract interpretation fromassertions.
Along the way, he generates loop invariants and preconditions in order to prove these assertions. He
focuses on array bound checking too. His backward propagation merges the conditions to reach the
programpointwhere the assertion is checked and the conditions tomake this assertion valid. The dual
approach of propagating backward a superset of the forbidden states is described by Rival (2005). We
have shown in this chapter the limitations of these approaches.
Gulwani and Tiwari (2007) consider the problem of assertion checking for the special case of
equalities in a restricted language with only non-deterministic branching. Using a method based
on unification, they manage to generate necessary and sufficient preconditions for assertions to
hold. Unfortunately, unification does not work for the relations that arise most often in practice for
safety checking, namely less-than and greater-than relations. Our method only generates sufficient
preconditions, but it applies to those arithmetic relations found in practice.
In a recent article, Popeea et al. (2008) describe a technique similar to ours to generate sufficient
preconditions. They combine forward abstract interpretation with constraint solving to generate
preconditions for optimization of C programs.
The tool Houdini (Flanagan and Leino, 2001) considers a large number of candidate invariants at
various program points, based on the syntactic structure of the program, and it filters out spurious
invariants by checking if they hold in the program considered with ESC/Java. A problem with this
approach is that it may infer preconditions that are too strong, based on the calling contexts observed
in the program rather than based on the function being analyzed. A big limitation compared to our
approach is that they cannot infer disjunctive preconditions.
6.3. Alias analyses based on regions
The possibility of dividingmemory into regionswith the results of a type-based alias analyses dates
back to the work of Talpin and Jouvelot on higher-order functional languages (Talpin and Jouvelot,
1991, 1992). The purpose of their work is to compute effects, so overlapping between regions is
allowed, which makes it easy to compute regions with a context-sensitive analysis. Tofte and Talpin
apply this analysis to perform static memory allocation (Tofte and Talpin, 1997). Again, overlapping
between regions is not a concern.
Steensgaard’s alias analysis (Steensgaard, 1996) is the global context-insensitive counterpart of
Talpin’s local context-sensitive analysis. It is a real alias analysis, meaning that different regions truly
cannot overlap. It is the best known scalable alias analysis, but, being dereferencing-insensitive, its
precision is low. Liang and Harrold present a context-sensitive variant of Steensgaard’s alias analysis
to improve its precision (Liang and Harrold, 2001; Lattner et al., 2007). Contrary to Talpin’s analysis,
they merge callee’s regions when they correspond to the same region in the caller, possibly losing
some precision. Hubert and Marché have chosen instead to fail in this case, thus gaining in precision
at the cost of completeness (Hubert and Marché, 2007). We manage to retain this precision and still
be complete by generating function contracts to be checked by deductive verification.
6.4. Alias control techniques
Alias control techniques have been pioneered by Reynolds in his work on syntactic control of
interference (Reynolds, 1978), where collections play the role of regions in our work. This notion has
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been granted a keyword, restrict in C99 standard (C99, 2000), that conveys the programmer’s
‘‘guarantee’’ that a pointer is the unique reference on some memory. Various authors have described
annotation-based systems to help programmers specify pointer separation (Assaad and Leavens,
2001; Aiken et al., 2003; Koes et al., 2004).
6.5. Heap and shape analyses
It may come as a surprise that we do not need a deeper understanding of the heap to analyze
programs with lists, trees, or other pointer-based data structures. This is because we only consider,
in our experiments, safety checking, which is not so much concerned with the shape of the heap,
contrary to program termination and verification of behavioral properties. In particular, we do not
relate to separation logic or shape analysis. Calcagno et al. (2007) present an analysis to infer sufficient
preconditions for list manipulating programs.
6.6. Verification of string libraries
In his Master’s thesis (Starostin, 2006), Starostin fully verified a string library he implemented in
C0. While our work focuses on automatic verification of safety only, his work is a manual verification
inside Isabelle/HOL of the complete behavior of functions. Also, he codesigned the implementation
and the proof, while we want to check the safety of existing libraries.
In his PhD thesis (Norrish, 1998), Norrish presents a complete verification of the behavior of
function strcpy as implemented by Kernighan and Ritchie (1978). It is in fact the same as the one
still implemented in most systems, like the one in MINIX 3 presented in Section 5.1. His work is
a manual verification inside HOL based on a deep embedding of C semantics, but he still manages
to automate the proof of some properties involving arithmetic, most notably safety properties and
separation properties. However, he notices the poor performance of automated techniques in HOL on
the particular verification goals he generates.
6.7. Verification of benchmarks of vulnerabilities
Zitser’s benchmark has had a great influence on the design of tools for safety checking of C
programs. Thiswas partly due to the integration of Zitser’s programs in the SAMATE ReferenceDataset
used to compare tools for software assurance. By showing in their study (Zitser et al., 2004) that none
of the five modern static analysis tools tested was better than a random choice when discriminating
between an unsafe program and its patched version, Zitser et al. have set a milestone for such tools.
Since then, various tools have claimed to be able to improve on their results:
• Hackett et al. (2006) present a tool based on SAL lightweight annotations that succeeds in
discriminating most of Zitser’s test cases. However, since they use unsound static analysis
techniques, they cannot make any claim about the safety of the patched programs.
• Chaki and Hissam (2006) present a tool based on software model checking that improves on the
confusion rate. They obtain thatwhenever their tool detects a potential buffer overflow in anunsafe
program, it proves safety of the same buffer access in the patched version. Unfortunately, their tool
also has lower detection and resolution rates than the twobest tools presented in the study of Zitser
et al., namely PolySpace and Splint.
The Verisec Suite was developed with the same interface as Zitser’s benchmark, to provide many
simpler and diverse examples more amenable to verification. In particular, it makes it easier to bound
the size of inputs for model checkers. Hart et al. manage to discriminate 49 tests out of 59 taken
from the Verisec Suite by applying template-based model checking, where models of the program
invariants are given by the programmer (Hart et al., 2008). Like Hackett et al., they only report their
results on these identified potential overflows in the unsafe programs, not on all possible overflows.
Contrary to our work, they perform a global analysis that takes profit from the simple crafted calling
context of functions. In particular, they exploit the small bound on the size of buffers, which is
expected in software model checking.
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7. Conclusion and perspectives
Verifying, formally, specified behavioral properties of programs is currently too costly to bewidely
applied in software industry. Our work proposes solutions to the main issue which prevents this
approach from scaling up, the insertion of annotations in the code. The techniques we propose to
automatically generate annotations discharge the user from manually annotating all subprograms.
We think in particular that our generated preconditions aremore precise than everything done before.
The modularity of the method allows one to apply it on small pieces of code independently, and in
particular on reusable software libraries.
We think that building verified libraries is a key to allowing formal behavioral specifications to
spread up in industry. To reach this goal, there are other issues to be solved.
• Our experimentations mainly focused on safety properties and not on user-defined behavioral
properties. In our approachwedealwith subprograms by traversing the call graph from the bottom
(the ‘‘leaf’’ subprograms) to the top.However, if onewants the establish a givenbehavioral property
of the main program, it is desirable to design a method for propagation of given user annotations
from the main program entry to subprograms. Such an idea has been investigated by Rousset
(2008) with interprocedural generation of annotations.
• Heap analysis is a very active area of research in static safety checking. It consists in inferring
and checking invariants on the heap structure. Separation logic is a the key technology enabling
these successes. As more decision procedures are built for separation logic, it might be profitable
to generate the separation preconditions generated by ourmodular inference of region in this logic
rather than as conjunctions of differences between pointers, as we do currently.
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