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Povzetek
Naslov: Segmentacijska konvolucijska nevronska mrezˇa za sˇtetje polipov na
slikah
V nalogi naslavljamo problem detekcije polipov meduz na slikah ostrig.
Moderne metode detekcije objektov so pogosto sestavljene iz dveh faz. Naj-
prej se na potencialnih lokacijah generirajo hipoteticˇne regije, nato pa se po-
samezno hipoteticˇno regijo klasificira v pripadajocˇi razred, glede na objekt,
ki ga regija vsebuje. V delu se osredotocˇamo na drugacˇen pristop k detekciji
objektov, saj najprej z uporabo konvolucijske nevronske mrezˇe generiramo se-
gmentacijsko masko objektov na sliki, nato pa z interpretacijo maske dobimo
natancˇno lokacijo iskanih objektov. Razvito metodo SegCo uporabljamo za
resˇevanje problema detekcije polipov meduz na slikah sˇkoljk. Rezultate pre-
dlagane metode smo primerjali z rezultati modernih metod detekcije objek-
tov. Rezultate smo primerjali z modernim ucˇljivim detektorjem RetinaNet
[1] in specializirano metodo za detekcijo polipov PoCo [2]. V primerjavi z
detektorjem RetinaNet, metoda SegCo dosega 2% izboljˇsavo mere F-1, v
primerjavi z detektorjem PoCo pa 24% izboljˇsavo. V sklopu naloge je bil
razvit tudi program, ki z uporabo predlagane metode omogocˇa avtomatsko
detekcijo in sˇtetje objektov na slikah. Delovanje programa ni omejeno le na
detekcijo polipov, temvecˇ z ucˇinkovitim uporabniˇskim vmesnikom omogocˇa
ucˇenje novih modelov predlagane metode, zaradi cˇesar lahko program detek-
tira objekte tudi na drugih vrstah slik.
Kljucˇne besede
Polipi, konvolucijska nevronska mrezˇa, segmentacija slik, detekcija objektov
Abstract
Title: Convolutional neural network segmentation for counting polyps in
images
We address the problem of jellyfish polyp detection on images of oys-
ters. Modern methods of object detection often utilize convolutional neural
networks for feature extraction and work in two stages. First, hypothetical
regions are proposed at potential locations, the features of the regions are
extracted and are later classified according to the object they contain. In
this work we focus on an alternative aproach to object detection in which
we first use a convolutional neural network to obtain an image segmentation
mask which we then interpret to extract the precise location and shape of
the objects in the image. We use the proposed method SegCo to address the
problem of jellyfish polyp detection on images of oysters. We compare the
results of the proposed method with current state of the art object detecion
methods. We compare the results the state of the art learnable detector
RetinaNet [1] and the specialized polyp detection method PoCo [2]. In com-
parison with RetinaNet, SegCo achieves a 2% improvement in F-1 score and
in comparison with PoCo, the achieved improvement is 24%. In addition we
developed a program, which utilizes the proposed method to enable the user
to automatically detect and count objects in images. The application of our
program is not limited to the detection of jellyfish polyps, as it contains an
efficient user interface for training new models using the proposed method,
which enables the user to easily apply our method to objects in other types
of images.
Keywords
Polyps, convolutional neural network, image segmentation, object detection
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Uvod
1.1 Motivacija
Meduze prezˇivijo del svojega zˇivljenskega cikla v obliki polipov. V tej fazi
so pritrjene na trdne povrsˇine. S poznavanjem sˇtevila oziroma gostote poli-
pov na povrsˇinah lahko biologi napovedujejo populacijo meduz v posameznih
regijah. Poznavanje populacije meduz se lahko uporabi kot pomemben poka-
zatelj drugih dejavnikov sprememb v vodnem okolju. Pridobivanje podatkov
o sˇtevilu meduz je dolgotrajen proces, saj je potrebno rocˇno presˇteti polipe
na slikah ostrig, kjer se polipi pogosto nahajajo [3]. Primer slike ostrige s
polipi lahko vidimo na Sliki 1.1. Polipi se med sabo razlikujejo po obliki,
orientaciji, prosojnost, posledicˇno sˇe po barvi, poleg tega pa se velikokrat
medsebojno prekrivajo. Zaradi teh problematicˇnih vizualnih lastnosti poli-
pov je zanesljivo rocˇno sˇtetje otezˇeno, ker pa je na posamezni sliki lahko tudi
vecˇ kot 1000 polipov, pa je sˇtetje tudi dolgotrajno. Zaradi dolgotrajnosti in
tezˇavnosti se pri rocˇnem sˇtetju pogosto pojavljajo napake [2].
1.2 Cilji magistrskega dela
Moderne metode detekcije objektov uporabljajo metode predlaganja regij,
pogosto kar konvolucijsko nevronsko mrezˇo, ki predlaga regije na fiksnih lo-
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Slika 1.1: Primer slike polipov pritrjenih na ostrigo.
kacijah [4, 5, 6, 7, 1]. Te metode sicer dosegajo odlicˇne rezultate na tekmova-
njih kot je [8] vendar pa ta vecˇinoma preverjajo uspesˇnost detekcije objektov
na primerih, kjer so iskani objekti relativno veliki in predstavljajo velik del
slike. V primeru polipov in drugih primerov detekcije majhnih objektov [9] pa
lahko zaradi premajhne locˇljivosti znacˇilk, te metode delujejo manj uspesˇno.
Eden izmed ciljev dela je predlagati detekcijsko metodo, ki resˇuje pro-
blem detekcije vecˇjega sˇtevila majhnih objektov na slikah. Preverili smo
vecˇ razlicˇnih pristopov, rezultate predlagane metode pa smo primerjali z re-
zultati modernih metod detekcije objektov. Cilj je tudi razvoj ucˇinkovite
aplikacije za anotacijo in detekcijo objektov, ki omogocˇa ucˇenje modelov
predlagane metode in bi lahko z avtomatizacijo sˇtetja polipov in ostalih po-
ljubnih objektov prihranila veliko kolicˇino cˇasa uporabnikom, ki bi sicer sˇtetje
morali opraviti rocˇno.
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1.3 Sorodna dela
Detekcija in segmentacija objektov sta popularni raziskovalni podrocˇji zaradi
sˇtevilnih mozˇnosti uporabe razvitih algoritmov. Predstavljata pomemben del
racˇunalniˇske interpretacije slikovnega materiala. Uporabljata se na prakticˇno
vseh podrocˇjih kjer je potrebna obdelava slikovnega materiala saj je za veliko
sˇtevilo aplikacij detekcija objektov nujna. Primeri podrocˇij, kjer se detekcija
in segmentacija objektov uporabljata so sˇtetje celic v mikroskopskih slikah
[10], segmentacija in detekcija tumorjev v radiolosˇkih slikah [11, 12], detek-
cija ljudi [13] in analiza prometa [14].
V zadnjih letih pri razvoju segmentacijskih in detekcijskih algoritmov
prevladujejo konvolucijske nevronske mrezˇe [4, 5, 6, 7, 1, 15, 16, 17]. Nasˇ
pristop je baziran na mrezˇi U-Net [15], ki uporablja simetricˇno polno kon-
volucijsko mrezˇo po vzorcu kodirnik-odkodirnik za segmentacijo slik. Kljub
razvoju novejˇsih metod [16, 17, 18] dosega U-Net odlicˇne rezultate glede na
svojo preprosto arhitekturo. Pristopi, ki uporabljajo arhitekturo U-Net pa
dosegajo dobre rezultate tudi na tekmovanjih iz strojnega ucˇenja [19].
Pri nasˇem pristopu za detekcijo uporabimo segmentacijsko nevronsko
mrezˇo za generiranje segmentacijske maske, ki jo interpretiramo za prido-
bivanje detekcij. Pri interpretaciji segmentacijske maske lahko pride do
tezˇav pri objektih, ki se med seboj prekrivajo. Podrocˇje segmentacije in-
stanc [13, 6, 20, 21] se ukvarja s semanticˇno segmentacijo slik v kateri se
pojavi vecˇ objektov istega razreda. Cilj je generirati segmentacijsko masko,
ki locˇuje med posameznimi instancami objektov. Med drugim se segmenta-
cija instanc ukvarja tudi s problemom segmentacije prekrivajocˇih se objek-
tov. Metode segmentacije instanc pogosto najprej generirajo potencialne
regije nato pa znotraj teh regij generirajo segmentacijsko masko za vsebovan
objekt. Mask-RCNN [6] razsˇirja arhitekturo mrezˇe Faster-RCNN [4] tako,
da poleg klasifikacije objekta in pravokotne regije detekcije, kot izhod poda
sˇe segmentacijsko masko v detektirani regiji. Ena izmed slabosti takega pri-
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stopa je, da cˇe se dva objekta mocˇno prekrivata, sta pravokotni regiji, ki naj
bi bili rezultat pravilne detekcije, skoraj enaki. V takem primeru imajo pri-
stopi, ki segmentacijsko masko generirajo znotraj detektirane regije tezˇave
pri razlocˇevanju med prekrivajocˇimi se objekti. Pri pristopih, ki za generira-
nje segmentacijske maske instanc uporabljajo regije detektiranih objektov, se
lahko pojavi tezˇava tudi zaradi nacˇina predlaganja regij, ki pogosto predlaga
le nekaj tisocˇ potencialnih regij za objekte, vendar pa to v primeru vecˇje
kolicˇine objektov ni dovolj.
Alternativen pristop k segmentaciji instanc je ucˇenje predstavitev po-
sameznih pikslov v sliki [20, 21, 13]. Cilj je preslikati posamezen piksel v
vektorski prostor, v katerem se piksli, ki pripadajo istemu objektu nahajajo
blizu skupaj, hkrati pa so locˇeni od pikslov, ki pripadajo ostalim objektom.
Po preslikavi pikslov v prostor lahko na podlagi predstavitve piksle zdruzˇimo
v posamezne instance. V [13] se problema segmentacije instanc lotijo tako, da
predstavitveni prostor pikslov definirajo kot koordinate pravokotnika segmen-
tiranih objektov. Po pridobitvi predstavitev pikslov pridobijo detekcije vseh
pikslov, ki v segmentacijski maski predstavljajo lokalne maksimume. Nad
detekcijami nato izvedejo proces dusˇenja ne maksimalnih vrednosti (angl.
non-maxima suppression), da pridobijo globalne detekcije posameznih in-
stanc.
Detekcija polipov je sicer zelo ozko podrocˇje, tako da ji ni bilo posvecˇene
veliko raziskovalne pozornosti, a vseeno se je z njo ukvarjalo zˇe nekaj del
[22, 23, 24, 2]. V [24, 2] pri svoji metodi za detekcijo detekcijo polipov naj-
prej uporabijo metodo ACF [25] za predlaganje regij, nato pa se iz vsake regije
pridobi vektor znacˇilk z uporabo mrezˇe AlexNet [26], ki je vnaprej naucˇena
na podatkovni bazi ImageNet [27]. Vektorje, ki predstavljajo predlagane
regije nato klasificirajo kot polip ali ozadje z uporabo klasifikatorja SVM
[28]. Delo [2] vsebuje tudi analizo uspesˇnosti detekcije polipov pri rocˇnih
oznacˇevalcih in predlaga metodo za evalvacijo detektorja, ki ni odvisna od
mere IOU (angl. Intersection Over Union) kot je pogosto pri drugih detektor-
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jih ali izzivih [8, 27], saj se osredotocˇa na sˇtetje polipov, kjer pa je uspesˇnost
prekrivanja anotacij manj pomembna. V [22] je uporabljena metoda ACF
[25] za predlaganje regij, ki se jih nato kot v [24] spremeni v vektor znacˇilk
z uporabno konvolucijske nevronske mrezˇe in klasificira kot polip ali ozadje.
Cˇeprav se v [24] in [22] uporablja podoben pristop, je v [22] za pridobivanje
znacˇilk uporabljena nevornska mrezˇa LeNet [29, 31], ki je manj kompleksna
kot mrezˇa AlexNet [26] poleg tega pa je bila mrezˇa naucˇena na podatkovni
bazi MNIST [30], ki vsebuje slike rocˇno napisanih znakov zaradi cˇesar bi
lahko bile naucˇene znacˇilke manj informativne na danem problemu. Pristop
v [22] dosega manjˇso klasifikacijsko tocˇnost kot v [24], vendar pa je pristope
tezˇko primerjati saj se deli razlikujeta v metodologiji evalvacije poleg tega
pa se je uporabljena podatkovna baza slik polipov med njima razlikovala.
V delu [23] se avtorji osredotocˇajo na sˇtetje polipov z odstranjevanjem
ozadja iz slik z uporabo rocˇno oblikovanih znacˇilk, ki jih uporabijo kot atri-
bute pri ucˇenju vecˇnivojskega perceptrona. Po odstranitvi ozadja se iz preo-
stalih regij generira priblizˇna segmentacijska maska nato pa se izvede metoda
drsecˇega okna na razlicˇnih velikostih, kjer se kot polip klasificira okno, ki vse-
buje manj kot 5% praznega prostora na vsaki lokaciji v segmentacijski maski.
Pogosto se pri ocenjevanju delovanja metod detekcije objektov uporablja
mere in podatkovne zbirke razlicˇnih izzivov kot sta ImageNet [27] in COCO
[8]. ImageNet za primarno mero pri svojem izzivu uporablja povprecˇno na-
tancˇnost AP (angl. average precission). AP izracˇunajo tako, da spreminjajo
mejo prekrivanja IOU (angl. intersection over union) pri kateri se detekcija
sˇe sˇteje za pravilno. Za vsako mejo IOU nato izvedejo povezovanje detekcij z
anotacijami in izracˇunajo preciznost detektorja. Tudi izziv COCO uporablja
mero povprecˇne natancˇnosti, pomembna mera pa je tudi povprecˇni priklic
AR (angl. average recall) pri kateremu se omeji sˇtevilo generiranih detek-
cij nato pa se izracˇuna priklic, ki ga detektor lahko dosezˇe pri posamezni
omejitvi. Povprecˇni priklic sicer bolje oceni sposobnost metode za resˇevanje
problema predlaganja regij. Mero povprecˇne natancˇnosti in priklica izziv
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COCO oceni sˇe na objektih razlicˇne velikosti, s cˇimer se oceni sˇe uspesˇnost
metode pri detekciji majhnih, srednjih ali velikih objektov.
1.4 Prispevki
Glavni prispevek tega dela je konvolucijska nevronska mrezˇa za segmentacijo
slik polipov in metoda za detekcijo polipov, ki za uspesˇno detekcijo uporablja
interpretacijo segmentacijske maske pridobljene s predlagano segmentacijsko
nevronsko mrezˇo. Izvedena je bila tudi primerjava vecˇih pristopov k pro-
blemu detekcije polipov, pri cˇemer je bil vsak pristop ovrednoten glede na
uspesˇnost resˇevanja danega problema.
Drugi prispevek je razvoj aplikacije, ki nudi ucˇinkovit in preprost upo-
rabniˇski vmesnik za ucˇenje modelov predlagane metode in detekcijo polipov.
Aplikacija omogocˇa hitro anotiranje in shranjevanje anotacij na poljubnih
slikah. Vmesnik za delo z anotacijami vkljucˇuje orodja za preprosto doda-
janje in odstranjevanje pozitivnih in negativnih anotacij, omogocˇeno pa je
tudi oznacˇevanje interesne regije znotraj katere se izvaja ucˇenje in inferenca
modela. Uporabnik lahko detekcijsko metodo z relativno dobro uspesˇnostjo
naucˇi tudi na manjˇsih mnozˇicah slik, morebitne napacˇne detekcije pa pre-
prosto odstrani z uporabo funkcij vmesnika.
Kljub trudu cˇlovesˇkih oznacˇevalcev je v mnozˇici anotacij nezanemarljiv
del polipov neanotiranih. Zaradi pogoste slabe osvetljenosti, izostrenosti ali
visoke stopnje prekrivanja z drugimi polipi je z rocˇnim pregledom zgresˇene
polipe tezˇko odkriti, vendar pa jih je lahko prepoznati, cˇe regijo kjer se tak
polip nahaja, natancˇno pregledamo. Detekcijske metode lahko tako upora-
bimo kot metode predlaganja regij za rocˇno anotacijo, kjer lahko rocˇno preve-
rimo vsako detekcijo, ki je mnozˇica anotacij ne vsebuje. Dodaten prispevek
magistrskega dela je tako sˇe izboljˇsana testna mnozˇica slik z anotacijami
predlagana v [2], ki vsebuje bistveno manj napacˇnih ali zgresˇenih anotacij in
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omogocˇa bolj natancˇno evalvacijo algoritmov za detekcijo polipov na slikah.
1.5 Struktura dela
V Poglavju 2 je opisano delovanje uporabljenih metod. Opisano je delova-
nje konvolucijskih nevronskih mrezˇ na katerih temelji predlagana metoda.
Predlagana metoda je natancˇneje opisana v Poglavju 3. V Poglavju 4 je
opisan razviti program, ki predlagano metodo uporablja, v Poglavju 5 pa je
podrobno opisana eksperimentalna analiza, s katero smo ovrednotili predla-
gano metodo in jo primerjali s sorodnimi deli.
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Poglavje 2
Konvolucijske nevronske mrezˇe
To poglavje opisuje delovanje nevronskih mrezˇ, ki predstavljajo jedro predla-
gane metode in metod s katerimi nasˇ pristop primerjamo. Opisuje postopek
ucˇenja nevronskih mrezˇ s poudarkom na konvolucijskih nevornskih mrezˇah.
Poglavje 2.1 opisuje splosˇno sestavo nevronskih mrezˇ, Poglavje 2.2 opisuje de-
lovanje in znacˇilnosti konvolucijskih nevronskih mrezˇ, Poglavje 2.3 pa opisuje
sˇe ostale uporabljene operacije, ki so potrebne za dobro delovanje konvolucij-
skih nevronskih mrezˇ. V Poglavju 2.4 so opisane sˇe uporabljene arhitekture
konvolucijskih nevronskih mrezˇ.
2.1 Nevronske mrezˇe
Nevronske mrezˇe so razred ucˇnih algoritmov, ki se kot veliko drugih algorit-
mov strojnega ucˇenja uporabljajo za ucˇenje kompleksnih funkcij, ki presli-
kujejo vhodne podatke in v aproksimacijo zˇeljenih izhodnih podatkov. Kon-
volucijske nevronske mrezˇe predstavljene v [31] se od klasicˇnih nevronskih
mrezˇ razlikujejo v nacˇinu obdelave vhodnih podatkov in strukturi jedrnih
ucˇnih elementov, nevronov. V zadnjih letih dosegajo konvolucijske nevron-
ske mrezˇe odlicˇne rezultate na problemih s kompleksnejˇsimi tipi podatkov
kot so slike, video vsebine, tekst in zvok.
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2.1.1 Delovanje nevronske mrezˇe
Nevronske mrezˇe so sestavljene iz nivojev nevronov. Vsak nevron sprejme
poljuben vhodni signal x, izhodni signal y pa je odvisen od vhodnega signala,
od povezav z nevroni iz katerih vhodni signal pride in od aktivacijske funk-
cije. Preprost primer nevronske mrezˇe je predstavljen na Sliki 2.1. Nevron
predstavljen z anotacijo a
(j)
i je i-ti nevron v j-tem nivoju nevronske mrezˇe.
Vsak nevron je povezan z vsemi nevroni v naslednjem nivoju razen z nevro-
nom a
(j)
0 , ki predstavlja pristranskost (angl. bias.)
Vrednost posameznega nevrona ajk izracˇunamo kot linearno kombinacijo
izhodov nevronov prejˇsnje stopnje:
ajk =
N∑
i
xj−1i w
j−1
(i,k), (2.1)
kjer je xj−1i izhodna vrednost vhodnega nevrona i na nivoju j − 1 , w(j−1)(i,k)
pa utezˇ s katero je dolocˇena povezava med nevronom k na nivoju (j) in
nevronom i na nivoju (j − 1). ajn je vrednost k-tega nevrona na nivoju
(j). Da dobimo izhodno vrednost nevrona, moramo vrednost transformirati s
poljubno aktivacijsko funkcjio σ. Aktivacijska funkcija je zvezna in odsekoma
odvedljiva nelinearna funkcija, ki v nevronsko mrezˇo vpelje nelinearnost kar
omogocˇa modeliranje kompleksnejˇsih funkcij. Koncˇni izhod iz nevrona torej
izracˇunamo tako, da vrednost iz (2.1) transformiramo s funkcijo σ(·)
yjk = σ(a
j
k) = σ(
N∑
i
xj−1i w
j−1
(i,k)). (2.2)
Nevroni a
(j)
0 so neodvisni od izhodov nevronov iz prejˇsnjega nivoja, kot
lahko vidimo na Sliki 2.1. Imajo tudi konstantno aktivacijsko vrednost 1 in
predstavljajo konstantni cˇlen v linearni kombinaciji.
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Slika 2.1: Preprost primer nevronske mrezˇe. Nevron predstavljen z anota-
cijo a
(j)
i je i-ti nevron v j-tem nivoju nevronske mrezˇe.
2.2 Konvolucijske nevronske mrezˇe
Konvolucijske nevronske mrezˇe se od polno povezanih razlikujejo po nacˇinu
delovanja, saj za pridobivanje izhodov nevronov uporabljajo konvolucijo z
naucˇenimi filtri.
2.2.1 Konvolucija
Konvolucija je operacija med dvemi poljubnimi signali. Rezultat konvolucije
je definiran kot integral produkta obeh funkcij. Za poljubni fuknciji f in h
je konvolucija definirana kot
(f ∗ h)(x) =
∫ ∞
−∞
f(y)h(x− y)dy, (2.3)
kje je x tocˇka na signalu. Pri uporabi diskretnih signalov seveda uporabljamo
diskretno konvolucijo
(f ∗ h)(x) =
∞∑
y=−∞
f [y]h[x− y]. (2.4)
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Slika 2.2: Graficˇni prikaz delovanja konvolucije na sliki I z viˇsino H in sˇirino
W , s filtrom F velikosti f = 3.
Pri obdelavi slik uporabljamo konvolucijo s filtri poljubne velikosti. Konvolu-
cijo med filtrom f z dimenzijamiM ×N in sliko I na poziciji (x, y) zapiˇsemo
kot
(I ∗ f)(x, y) =
M−1∑
k=0
N−1∑
l=0
I[x− k, y − l] f [k, l], (2.5)
vendar imajo slikovni vhodi v konvolucijski sloj pogosto vecˇ dimenzij, tako
da se enacˇba spremeni v:
(I ∗ f)(x, y) =
C−1∑
c=0
M−1∑
k=0
N−1∑
l=0
Ic[x− k, y − l] fc[k, l], (2.6)
kjer je Ic c-ti kanal vhoda I, fc pa c-ti kanal konvolucijskega filtra.
Kot lahko vidimo na Sliki 2.2 je rezultat konvolucije s filtrom dimenzij
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Slika 2.3: Ponazoritev tezˇave pri izracˇunu robnih vrednosti. Z x so oznacˇeni
piksli, ki se nahajajo izven slike, filter pa jih sˇe vedno prekriva.
(Nf ×Nf ) manjˇsi od vhodne slike za 2 (Nf−1)2 po viˇsini in sˇirini, saj na robovih
slike ne moremo izracˇunati vrednosti po (2.5), saj se v teh primerih konvo-
lucijsko jedro ne prekriva z vhodno sliko, in bi za izracˇun izhodne vrednosti
na teh pozicijah potrebovali vrednosti izven slike, ki pa seveda ne obstajajo.
Resˇitev za ta problem je dodajanje vrednosti pikslom, ki jih filter prekriva
a se nahajajo izven slike. Prikaz problema lahko vidimo na Sliki 2.3, kjer
so z x oznacˇeni piksli, ki jih prekriva filter, slika pa ne. Za nadomesˇcˇanje
manjkajocˇih vrednosti obstaja vecˇ strategij, vendar pa je v vsakem primeru
vrednost konvolucije na robovih slik slabsˇe definirana. Pogosto se za potrebe
nadomesˇcˇanja vrednosti sliko podlozˇi z nicˇlami, kot lahko vidimo na Sliki
2.4, kjer so z zeleno barvo oznacˇene podlozˇene vrednosti na sliki, ki nam
omogocˇajo izvajanje konvolucije tako, da je izhodna slika enake velikosti kot
vhodna. Takemu nadomesˇcˇanju vrednosti pravimo podloga slike (angl. pad-
ding).
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Slika 2.4: Primer podloge slike z nicˇlami. Z zeleno barvo so oznacˇene
podlozˇene vrednosti, z modro barvo pa je oznacˇeno sˇe konvolucijsko jedro z
velikostjo F = 3 na poziciji (0, 0) oziroma na zgornjem levem kotu slike.
2.2.2 Konvolucijski sloj
Pri konvolucijskih slojih v nevronskih mrezˇah se konvolucija izvaja po (2.6).
Izhod iz konvolucijskega sloja je poleg vhoda odvisna tudi od filtrov sloja in
vecˇih parametrov, ki dolocˇajo kako se konvolucija izvaja:
• Dodajanje obrobe (angl. padding) Izhod konvolucije se za pozicijo
v sliki (x, y) izvede po Enacˇbi 2.6, kjer filter f postavimo na pozicijo
tako, da je njegov center na poziciji (x, y). Kot lahko vidimo na Sliki
2.3 je za robne pozicije v sliki izracˇun konvolucije s filtrom neizvedljiv,
saj bi potrebovali vrednosti slike na pozicijah, ki ne obstajajo. Za
resˇevanje tega problema lahko robne vrednosti slike preprosto zanema-
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Slika 2.5: Primer delovanja konvolucije z vhodno sliko I in s filtrom F
velikosti 3, ki deluje s korakom S = 2. Z rdecˇo barvo so oznacˇene pozicije na
katerih se izvede korak konvolucije.
rimo in konvolucijo izvedemo na lokacijah kjer je izracˇun mogocˇ. V tem
primeru je zaradi izpusˇcˇenih robnih pikslov rezultat konvolucije manjˇsi
od vhodne slike.
• Korak (angl. stride), ki dolocˇa nacˇin premikanja konvolucijskega fil-
tra po sliki, kar vpliva na dimenzije izhoda konvolucije. Pogosto se
uporablja korak velikosti 1, kar pomeni, da se po (2.6) obdela vsako
lokacijo na sliki (x, y). V primeru, da bi se pri konvoluciji uporabil
korak velikosti 2, bi se (2.6) uporabila le na vsaki drugi lokaciji torej
na
(x+ 2k, y + 2h), k ∈ [0, ⌊W
2
⌋], h ∈ [0, ⌊H
2
⌋], (2.7)
kjer sta W in H sˇirina in viˇsina vhodne slike. Seveda to tudi spremeni
izhod operacije saj pri koraku velikosti K dobimo izhod s sˇirino
Wizhod = ⌊W
K
⌋ (2.8)
in viˇsino:
Hizhod = ⌊H
K
⌋. (2.9)
• Velikost filtrov: Konvolucijski filtri so lahko razlicˇne velikosti. Vecˇji
filtri lahko sicer pripomorajo pri odkritju vecˇjih in kompleksnejˇsih struk-
tur a to pomeni, da vsebujejo filtri bistveno vecˇ vrednosti. Sˇtevilo
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vrednosti v filtru raste s kvadratom velikosti filtra torej filter z veli-
kostjo Nf = 3 vsebuje 9 parametrov, z velikostjo Nf = 4 pa zˇe 16.
Zaradi racˇunske kompleksnosti konvolucije z uporabo vecˇjih filtrov se
v modernih konvolucijskih nevronskih mrezˇah uporablja zaporedna ve-
zava konvolucijskih slojev z manjˇsimi filtri, kar omogocˇa posnemanje
konvolucije z vecˇjimi filtri z manjˇso dodano kompleksnostjo [32, 33].
• Sˇtevilo filtrov dolocˇa izhod iz konvolucijskega sloja. Z vsakim od
K filtrov se izvede konvolucija z vhodom zaradi cˇesar ima izhod iz
konvolucijskega sloja obliko (W,H,K), kjer sta W in H sˇirina in viˇsina
vhoda v primeru, da uporabljamo ustrezno podlogo slike. Sˇtevilo filtrov
je hiperparameter, ki ga prilagodimo glede na problem, ki ga resˇujemo,
ter strojno opremo na kateri se bo nevronska mrezˇa izvajala. Preveliko
sˇtevilo filtrov lahko pripomore k prekomernemu prilagajanju podatkov
(angl. overfitting) in zviˇsuje kompleksnost modela, premajhno sˇtevilo
filtrov pa lahko rezultira v pretirano preprostem modelu, ki ne uspe
dovolj dobro modelirati funkcije, ki povezuje vhodne in izhodne podatke
in problem zadovoljivo resˇuje.
2.2.3 Parametri v konvolucijskih nevronskih mrezˇah
V polno povezanih nevronskih mrezˇah je vsak nevron povezan z vsemi nevroni
v naslednjem sloju, torej sta 2 nivoja, ki sta sestavljena vsak iz N nevornov,
med seboj povezana zN2 povezav. V tem primeru se mora mrezˇa za vsak nivo
naucˇiti N2 utezˇi. V konvolucijskih nevronskih mrezˇah za obdelavo slik pa
je izhod vsakega nivoja predstavitev slike, ki je pogosto odvisna od dimenzij
vhodne slike. Na vhodnem nivoju konvolucijske nevronske mrezˇe je pogosto
slika v RGB prostoru dimenzije (W,H, 3), kjer je W sˇirina, H viˇsina, 3 pa
je sˇtevilo barvnih kanalov. V primeru, da bi zˇeleli tak vhod obdelati v polno
povezani nevronski in bi zˇeleli da sledecˇi nivo vsebuje enako sˇtevilo nevronov
kot vhodni nivo, bi potrebovali (3WH)2 povezav. To seveda ni sprejemljivo
zato se za obdelovanje slik uporablja operacija konvolucije, parametri, ki
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se jih mora mrezˇa naucˇiti pa so neodvisni od dimenzij slike (H,W ). Tako
ima prvi nivo, ki uporablja F konvolucijskih filtrov velikosti 5 × 5 in na
vhod dobi sliko s tremi barvnimi kanali, sˇtevilo utezˇi N = F × 5 × 5 × 3.
Ob tem uporabimo predpostavko, da naucˇeni filter prispeva k informativni
reprezentaciji slike ne glede na pozicijo v sliki, saj ga s konvolucijo apliciramo
na celotno sliko.
2.2.4 Kriterijska funkcija
Pri ocenjevanju uspesˇnosti med ucˇenjem se nevronske mrezˇe ne razlikujejo
bistveno od drugih algoritmov strojnega ucˇenja, ki pri ucˇenju uporabljajo
gradientni spust. Za ocenjevanje napake moramo definirati kriterijsko funk-
cijo λ(·), ki ocenjuje razliko med izhodno vrednostjo nevronske mrezˇe in
zˇeljeno izhodno vrednostjo. Zaradi razlicˇnih nalog, ki jih nevronske mrezˇe
lahko opravljajo, obstaja vecˇ kriterijskih funkcij, ki ocenjujejo napako pri
opravljanju dolocˇene naloge. Kriterijsko funkcijo pri ucˇenju s postopkom
optimizacije poizkusˇamo minimizirati.
2.2.5 Ucˇenje konvolucijske nevronske mrezˇe
Ucˇenje nevronskih mrezˇ se izvaja s postopkom vzvratnega prehoda (angl.
backpropagation) [34, 35], pri katerem se trenutna napaka oziroma vrednost
kriterijske funkcije vzvratno razsˇirja po nivojih nevornske mrezˇe.
• Prehod naprej Za izvajanje inference s konvolucijskimi nevronskimi
mrezˇami za obdelavo slik moramo najprej izvesti konvolucijo z konvolu-
cijskimi jedri prvega nivoja, nato pa znacˇilke, ki nastanejo kot rezultat
konvolucije, uporabiti kot vhod v naslednji nivo. Postopek ponavljamo
do zadnjega nivoja, katerega izhod je koncˇni rezultat nevronske mrezˇe
za vhodno sliko.
Izhod konvolucije nivoja l zl je odvisen od izhoda prejˇsnjega nivoja ol−1
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in filtrov nivoja wl
zl(x,y,c′) = o
l−1
(x,y) ∗ wlc′ + blc′ , (2.10)
kjer je ol izhod nivoja l, wlc′ pa oznacˇuje filter, ki se nahaja na nivoju
l, vpliva pa na izhodni kanal c′, blx,y oznacˇuje konstanten cˇlen.
Enacˇbo lahko zapiˇsemo po vzoru (2.6)
zl(x,y,c′) =
C−1∑
c=0
M−1∑
k=0
N−1∑
h=0
ol−1(x−k,y−h,c) w
l
c′ (k,h,c) + b
l
c′ , (2.11)
kjer z wlc′ oznacˇimo enega izmed filtrov nivoja l. Z w
l
c′ (k,h,c) oznacˇimo
element filtra wlc′ na poziciji (k, h, c), kjer indeksa k in h oznacˇujeta
prostorske dimenzije, indeks c pa oznacˇuje kanal posameznega filtra.
Sˇtevilo kanalov C je odvisno od sˇtevila kanalov izhoda prejˇsnjega nivoja
ol−1.
Za pridobitev izhoda nivoja ol nad rezultatom konvolucije uporabimo
sˇe aktivacijsko funkcijo
ol(x,y,c′) = σ
(
zl(x,y,c′)
)
, (2.12)
kjer σ(·) oznacˇuje aktivacijsko funkcijo nivoja.
• Vzvratni prehod Za optimiziranje utezˇi filtrov mrezˇe moramo na-
pako vzvratno propagirati po nivojih nevronske mrezˇe. Pri uporabi
gradientnega spusta, utezˇi spreminjamo glede na smer gradienta funk-
cije napake E. Posodabljanje utezˇi s preprostim gradientnim spustom
lahko zapiˇsemo kot
Wk = Wk−1 − η δE
δW
, (2.13)
kjer η oznacˇuje stopnjo ucˇenja, δE
δW
parcialni odvod funkcije napake po
utezˇeh, Wk pa oznacˇuje vrednosti utezˇi v iteraciji k [35]. Zahtevani
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parcialni odvod v konvolucijskih nevronskih mrezˇah na nivoju l lahko
za posamezen element posameznega filtra wlc′ izracˇunamo z
δE
δwlc′ (k,h,c)
=
H−f1∑
x=0
W−f2∑
y=0
δE
δol(x,y,c′)
δol(x,y,c′)
δzl(x,y,c′)
δzl(x,y,c′)
δwlc′ (k,h,c)
, (2.14)
kjer je
δol
(x,y,c′)
δzl
(x,y,c′)
odvod (2.12) in je odvisen od odvoda aktivacijske funk-
cije σ,
δzl
(x,y,c′)
δwl
c′ (k,h,c)
pa je preprost odvod Enacˇbe 2.11. Indeks c′ oznacˇuje
sˇtevilko filtra v mnozˇici filtrov wl na nivoju l. Za izracˇun potrebu-
jemo sˇe parcialni odvod napake E po izhodu nivoja δE
δol
(x,y,c′)
, ki pa ga
pridobimo po enacˇbi
δE
δolx,y,c′
=
C−1∑
c=0
f1∑
k=0
f2∑
h=0
δE
δol+1(x−k,y−h,c)
δol+1(x−k,y−h,c)
δzl+1(x−k,y−h,c)
δzl+1(x−k,y−h,c)
δol(x,y,c′)
. (2.15)
Vidimo lahko, da je odvod
δol+1
(x−k,y−h,c)
δzl+1
(x−k,y−h,c)
odvisen od aktivacijske funkcije
σ(·)
δol+1(x−k,y−h,c)
δzl+1(x−k,y−h,c)
= σ′(zl+1(x−k,y−h,c)). (2.16)
Odvod
δzl+1
(x−k,y−h,c)
δol
(x,y,c′)
pa lahko pridobimo s preprostim odvajanjem (2.11)
δzl+1(x−k′,y−h′,c′′)
δol(x,y,c′)
=
δ
δol(x,y,c′)
(
C−1∑
c=0
M−1∑
k=0
N−1∑
h=0
ol(x−k,y−h,c) w
l+1
c′′ (k,h,c) + b
l+1
c′′
)
= wl+1c′′ (k′,h′,c′),
(2.17)
kjer za lazˇje locˇevanje med oznakami v razsˇirjeni enacˇbi indekse k, h
in c′ zapiˇsemo kot k′, h′ in c′′. Tako odvod
δzl+1
(x−k,y−h,c)
δol
(x,y,c′)
zapiˇsemo kot
δzl+1
(x−k′,y−h′,c′′)
δol
(x,y,c′)
.
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Za izracˇun (2.15) na nivoju l potrebujemo vrednost istega odvoda na
nivoju l+1. Gradient lahko tako propagiramo skozi posamezne nivoje
z iterativnim izracˇunom vrednosti δE
δwl
in δE
δol
od zadnjega do prvega ni-
voja l = {1, .., n}.
Izracˇun se razlikuje le ob prvi iteraciji, kjer δE
δon
dolocˇa odvod po izhodu
zadnjega nivoja on. Vrednost odvodov zadnjega nivoja je odvisna od
uporabljene kriterijske funkcije.
2.3 Drugi sloji in operacije konvolucijskih ne-
vronskih mrezˇ
Poleg konvolucijskih nivojev se v konvolucijskih mrezˇah uporabljajo tudi
sˇtevilne druge operacije, ki pripomorejo k boljˇsemu ucˇenju in delovanju ne-
vronskih mrezˇ.
2.3.1 Zdruzˇevalni sloji
Pogosto zˇelimo s konvolucijo zajeti informacije v sˇirsˇem obmocˇju. Prido-
biti zˇelimo specificˇne znacˇilke, ki prispevajo k opisu vecˇjega dela objekta, na
primer ocˇesa, pri detekciji obraza, kar pa tezˇko dosezˇemo s konvolucijskimi
filtri velikosti 3× 3, ki pokrivajo bistveno manjˇse obmocˇje kot ga zavzema
iskani del. Eden izmed nacˇinov za povecˇavo vidnega polja konvolucije je za-
poredna vezava vecˇje kolicˇine konvolucijskih slojev, vendar pa to povecˇuje
kompleksnost modela. Za povecˇavo vidnega polja konvolucije se pogosto
uporabljajo zdruzˇevalni sloji, ki svojemu vhodu spremenijo velikost, kar pov-
zrocˇi, da znacˇilke, ki opisujejo iskani del objekta zavzemajo bistveno manjˇsi
del slike zaradi cˇesar lahko z manjˇsimi konvolucijskimi filtri dosezˇemo boljˇsi
odziv na lokaciji iskanega dela. Zaradi vpliva na velikost reprezentacije slike
se zmanjˇsa tudi racˇunska kompleksnost ob inferenci in ucˇenju [36].
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Pri zdruzˇevalnih slojih se uporablja vecˇ metod zdruzˇevanja med popular-
nejˇsimi sta predvsem zdruzˇevanje maksimumov in povprecˇno zdruzˇevanje:
• Zdruzˇevanje maksimumov (angl. max pooling) vhodno sliko raz-
deli na podregije enake velikosti, vsaka regija pa predstavlja en piksel
v izhodni sliki, ki mu pripiˇsemo maksimalno vrednost v podregiji. Z
zdruzˇevanjem maksimumov se bistveno zmanjˇsa velikost vhodne pred-
stavitve slike, tako so pri zdruzˇevanju maksimumov, ki uporablja podre-
gije z velikostjo 2× 2, dimenzije vhodne slike (W,H,C), izhodna slika
pa ima dimenzije (W
2
, H
2
, C). Vidimo lahko, da se spremenita dimenziji
W in H, sˇtevilo kanalov C pa ostane nespremenjeno saj se zdruzˇevanje
maksimumov izracˇuna za posamezne vhodne kanale. Pri zmanjˇsanju
velikost predstavitve slike je skoraj neizogibna izguba majhnega delezˇa
informacije o lokaciji posameznih znacˇilk, hkrati pa to doda robustnost
na majhne spremembe v poziciji znacˇilk.
• Povprecˇno zdruzˇevanje (angl. average pooling) je alternativa zdru-
zˇevanju maksimumov. Namesto maksimuma v posamezni podregiji
vrednost izhodnega piksla izracˇuna tako, da povprecˇi vrednosti pikslov
v pripadajocˇi podregiji. V praksi se vecˇkrat uporablja zdruzˇevanje z
maksimumi saj pogosto dosezˇe boljˇse rezultate od zdruzˇevanja s pov-
precˇjem [36].
Vecˇ modernih arhitektur nevronskih mrezˇ se izogiba uporabi zdruzˇevalnih
slojev [37, 38]. Sˇtevilni pristopi jih nadomesˇcˇajo s konvolucijskimi sloji, ki
uporabljajo korak vecˇji od 1. Pogosto uporabljeno zdruzˇevanje s podregi-
jami velikosti (2× 2) lahko nadomestimo s konvolucijskim slojem s korakom
velikosti 2. Pristop zdruzˇevanja s konvolucijskim slojem doda kompleksnost
v model saj se mora naucˇiti sˇe funkcije zdruzˇevanja. V praksi so rezultati
zdruzˇevanja maksimumov in zdruzˇevanja s konvolucijskim slojem primerljivi
[39].
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2.3.2 Povecˇevanje resolucije znacˇilnic
Pri modernih arhitekturah uporabljamo sloje zdruzˇevanja za boljˇse ucˇenje
kompleksnejˇsih znacˇilnic, vendar pa globlje konvolucijske nevronske mrezˇe
pogosto uporabljajo vecˇ slojev zdruzˇevanja, ki velikost predstavitve vhodne
slike bistveno zmanjˇsajo. Pri problemih kot so semanticˇna segmentacija,
kjer je cilj generiranje segmentacijske maske katere velikost je enaka veliko-
sti vhoda, moramo manjˇso predstavitev slike povecˇati do primerne veliko-
sti. Sloji povecˇevanja resolucije znacˇilnic skrbijo za povecˇevanje predstavitev
prejˇsnjega nivoja. Za povecˇevanje resolucije se uporabljajo razlicˇne funkcije
povecˇevanja, ki pa so lahko rocˇno definirane ali pa naucˇene.
• Bilinearna interpolacija je povprecˇje vrednosti sosednjih pikslov,
utezˇeno z razdaljo interpolirane tocˇke do ostalih. Za izvedbo razsˇiritve
slike velikosti (N ×N) na (2N × 2N) najprej izvedemo linearno inter-
polacijo za izracˇun vrednosti vmesnih pikslov po eni izmed osi torej po
vrsticah ali stolpcih, nato pa te vrednosti uporabimo sˇe za interpolacijo
po drugi osi.
• Interpolacija najblizˇjih sosedov je pristop k povecˇevanju predsta-
vitve, ki prepiˇse vrednost iz sosednjih pikslov. V primeru, da zˇelimo
sliko velikosti (N ×N) povecˇati na velikost (2N × 2N) to z interpo-
lacijo najblizˇjih sosedov dosezˇemo tako, da vsako vrstico in stolpec v
sliki podvojimo.
• Razsˇiritev z indeksi (angl. max unpooling): Pristop uporabimo v
paru z operacijo zdruzˇevanja z maksimumi, kjer si za vsako podregijo v
predstavitvi zapomnimo na kateri lokaciji se je nahajal maksimum, ki
smo ga uporabili pri zdruzˇevanju. Predstavitev razsˇirimo tako, da vsak
piksel predstavitve prepiˇsemo na lokacijo maksimuma v pripadajocˇi po-
dregiji, ostale vrednosti v razsˇirjeni predstavitvi so enake 0. Ta pristop
se uporablja v konvolucijskih mrezˇah z arhitekturo koder dekoder (angl.
encoder-decoder), kjer se operacije zdruzˇevanja in razsˇiritev pojavljajo
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v paru. Primer take mrezˇe je segmentacijska mrezˇa Segnet [16], arhi-
tekturo katere lahko vidimo na Sliki 2.6.
Slika 2.6: Arhitektura segmentacijske konvolucijske nevronske mrezˇe Se-
gnet, ki za operacije razsˇiritve (angl. upsampling) uporablja razsˇiritev z
indeksi. Slika povzeta po [16].
• Transponirana konvolucija (angl. transposed convolution) Metodo
transponirane konvolucije si lahko predstavljamo kot neke vrste konvo-
lucijo s korakom manjˇsim od 1, cˇe si korak predstavljamo kot razmerje
v velikosti med vhodno in izhodno matriko. Tako bi v primeru, da bi
nad vhodno sliko izvedli konvolucijo s korakom 1
2
, kot rezultat operacije
dobili izhodno sliko, ki bi bila dvakrat vecˇja od vhodne.
Primer transponirane konvolucije lahko vidimo na Sliki 2.7. Kot v
konvolucijskem sloju se tudi v sloju transponirane konvolucije mrezˇa
naucˇi konvolucijskih filtrov. Vzemimo, da je filter F naucˇeni filter v
sloju transponirane konvolucije. Preprosto razlozˇen postopek izvajanja
je tak, da z metodo drsecˇih oken s korakom 1 obdelamo manjˇso vhodno
sliko, hkrati pa na pripadajocˇih lokacijah v izhodni sliki vpisujemo
vrednosti filtra F pomnozˇenega s trenutno obdelovano vrednostjo v
vhodni sliki. V primeru na Sliki 2.7 lahko za lokacijo A na vhodni
sliki I in njeno pripadajocˇo lokacijo na izhodni sliki A′ dolocˇimo filter
F ′A, ki ga dobimo tako, da vrednost na lokaciji A IA pomnozˇimo z
naucˇenim filtrom F . Tako je F ′A = IAF . Ob izvajanju transponirane
konvolucije tako na lokaciji A′ vpiˇsemo vse vrednosti filtra F ′A v piksle,
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ki jih filter postavljen na lokaciji A′ pokriva. Na Sliki 2.7 je obmocˇje,
ki ga pokriva filter F ′A na lokaciji A
′ ponazorjen z zeleno barvo. Enak
postopek ponovimo za vsak korak, vendar pa lahko vcˇasih pride do
prekrivanja vrednosti kot lahko vidimo tudi na nasˇem primeru, saj
piksli katerih vrednost bi vpisal filter na lokaciji B′ prekrivajo s tistimi,
ki bi jih vpisal filter na lokaciji A′. Na regijah kjer pride do prekrivanja
se vrednosti sesˇtevajo, tako imajo v nasˇem primeru piksli, kjer se F ′A in
F ′A prekrivata, vrednost enako vsoti pripadajocˇih vrednosti obeh filtrov.
Slika 2.7: Primer operacije transponirane konvolucije. Vhodno matriko
velikosti 2× 2 lahko razsˇirimo v matriko velikosti 4× 4. F je naucˇeni filter v
transponiranem konvolucijskem sloju. A in B sta lokaciji v vhodni matriki,
A′ in B′ pa pripadajocˇi lokaciji v izhodni matriki.
2.3.3 Normalizacija skupin
Pogosto se vhodno podatkovno bazo normalizira tako, da se od vhodnih
podatkov odsˇteje povprecˇno vrednost, nato pa rezultat deli s standardnim
odklonom. Normalizacijo vhodnih podatkov lahko tako opiˇsemo z
x′ =
x− µ
σ
, (2.18)
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kjer je µ povprecˇna vrednost, σ pa standardni odklon podatkovne baze za
vsako vhodno spremenljivko. Vhodne spremenljivke se lahko po vredno-
sti bistveno razlikujejo med sabo, namen normalizacije pa je preoblikovanje
vhodnih spremenljivk v priblizˇno enako obmocˇje vrednosti kar bistveno po-
spesˇi ucˇenje nevronske mrezˇe.
V prikritih nivojih nevronskih mrezˇ se zaradi spreminjajocˇih se utezˇi na
prejˇsnjih nivojih distribucija vhodov v posamezen nivo konstantno spremi-
nja, distribucija ciljnih izhodov pa ostaja ista. To otezˇuje ucˇenje saj lahko
povzrocˇa nasicˇenje nevronov in s tem problem izginjajocˇega gradienta, kar
pa se ponavadi resˇuje s primerno metodo inicializacije [40], aktivacijsko funk-
cijo ReLU [41] in z nizko stopnjo ucˇenja (angl. learning rate), ki pa poviˇsa
cˇas ucˇenja mrezˇe [42]. Z uporabo sloja normalizacije skupin se distribucija
vhodov v skrite nivoje stabilizira v zaporednih korakih ucˇenja.
Kot vhod v nevronsko mrezˇo pogosto uporabimo vecˇ primerov vhodnih
podatkov iz baze, v primeru konvolucijskih nevronskih mrezˇ, ki na vhod sprej-
mejo slike lahko kot vhod uporabimo matriko v obliki (M ×W ×H × C),
kjerM predstavlja sˇtevilo slik, ki jih hkrati vstavimo v konvolucijsko nevron-
sko mrezˇo, C pa predstavlja sˇtevilo kanalov vsake od M predstavitev slike.
Vhodu take oblike pravimo skupina (angl. batch). Pri postopku normaliza-
cije skupin (angl. batch normalization) [42] izhod nivoja pred aktivacijsko
funkcijo normalizira po enacˇbi
xˆi =
xi − µS
σS
, (2.19)
kjer je xi i-ti cˇlan vhodne skupine v nivo normalizacije, µS in σS pa sta
povrecˇna vrednost in standardni odklon znacˇilk skupine S. µS se izracˇuna
po
µS =
1
M
M∑
i=1
xi, (2.20)
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kjer je M sˇtevilo cˇlanov skupine. σS pa izracˇunamo po
σS =
√ 1
M
M∑
i=1
(xi − µS)2. (2.21)
Sloj normalizacije skupin ima parametra γ in β, ki se jih mora naucˇiti in
vplivata na izhod iz sloja
yi = γxˆi + β. (2.22)
S slojem normalizacije skupine torej izhod iz prejˇsnjega nivoja najprej
normaliziramo glede na povprecˇno vrednost in standardnim odklonom po-
sameznih znacˇilk nato pa se izracˇunan izhod xˆi skalira s parametrom γ in
zamakne s parametrom β. S parametroma γ in β lahko operacijo norma-
lizacije tudi iznicˇimo, cˇe se mrezˇa naucˇi parametrov vrednosti γ = σS in
β = µS in se s tem naucˇi funckije identitete. Sprememba sloja normalizacije
v funkcijo identitete da mrezˇi mozˇnost, da vpliv normalizacije odstrani cˇe to
prispeva k minimizaciji cenilne funkcije.
Sloj normalizacije skupine ima vecˇ prednosti zaradi cˇesar se ga uporablja
v sˇtevilnih modernih arhitekturah konvolucijskih nevronskih mrezˇ [37, 38,
42, 43]:
• Omogocˇa uspesˇno ucˇenje z bistveno viˇsjo stopnjo ucˇenja in s tem po-
stopek ucˇenja bistveno pospesˇi [42].
• Vhodne podatke xi normalizira z µS in σS, ki ju izracˇuna iz celotne sku-
pine S in zaradi nedeterministicˇnega izbora cˇlanov skupine ob ucˇenju v
mrezˇo vpelje majhno stopnjo sˇuma, ki lahko pomaga pri regularizaciji
[42].
• Povecˇa robustnost mrezˇe na nacˇin inicializacije.
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2.3.4 Nivo izlocˇevanja
Nivo izlocˇevanja (angl. dropout) [44] je pomembna metoda za regulariza-
cijo nevornskih mrezˇ. V nivoju izlocˇevanja se aktivacije nekaterih vhodnih
nevronov nastavi na 0 s cˇemer jih izlocˇimo iz mrezˇe. Verjetnost, da se iz-
hod posameznega nevrona nastavi na 0 je odvisna od parametra ρ, ki ga
nastavimo ob kreiranju mrezˇe. Ob vsaki iteraciji ucˇenja izberemo ρ delezˇ ne-
vronov, ki jih izlocˇimo in s tem odstranimo njihov vpliv na vhod v sledecˇi nivo
v prehodu naprej. Izlocˇitev nevronov uposˇtevamo tudi v vzvratnem prehodu
zaradi cˇesar so gradienti izlocˇenih nevronov enaki 0. Med fazo testiranja se
spremembe utezˇi, ki nastanejo zaradi ucˇenja nivojev z manj nevroni, apro-
ksimira z mnozˇenjem aktivacij vhodnega nivoja z ρ [44]. Operacija nivoja
izlocˇevanja je med fazo testiranja le:
y = ρx, (2.23)
kjer je y izhod, x pa vhod nivoja izlocˇanja. Tako je izhod iz posameznega
nevrona k skupaj z nivojem izlocˇevanja:
yjk = ρσ
( n∑
i=0
xj−1i w
j−1
i,k
)
, (2.24)
kjer je σ aktivacijska funkcija, wj−1 in xj−1 utezˇi in aktivacije nevronov
prejˇsnjega nivoja j − 1 , ρ pa delezˇ izlocˇenih nevronov v nivoju j.
2.4 Uporabljene arhitekture
2.4.1 Arhitektura U-Net
Mrezˇa U-net je bila razvita in uporabljena v [15] za semanticˇno segmenta-
cijo biomedicinskih slik. Njeno arhitekturo lahko vidimo na Sliki 2.8, kjer
vidimo, da je sestavljena iz zdruzˇevalne in razsˇirjevalne poti. Zdruzˇevalna in
razsˇirjevalna pot sta sestavljeni iz zaporedno vezanih konvolucijskih blokov:
• Zdruzˇevalni blok je sestavljen iz dveh konvolucijskih nivojev in ni-
voja zdruzˇevanja maksimumov. Zdruzˇevalna pot je sestavljena iz sˇtirih
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zdruzˇevalnih blokov. Na Sliki 2.8 je primer zdruzˇevalnega bloka oznacˇen
z rdecˇim pravokotnikom. V vsakem sledecˇem zdruzˇevalnem bloku se
sˇtevilo filtrov, ki jih uporabljajo konvolucijski nivoji bloka, podvoji.
Konvolucijski nivoji v prvem bloku imajo tako 64 filtrov, v drugem
128, tretjem 256 v cˇetrtem pa 512. Tak nacˇin zdruzˇevanja bistveno
zmanjˇsa prostorske dimenzije predstavitev slik na globljih nivojih in
s tem omogocˇa boljˇso predstavitev kompleksnejˇsih znacˇilk. Vecˇanje
sˇtevila filtrov v slojih je pomembno zaradi postopnega povecˇevanja
kompleksnosti znacˇilk, ki jih nivoji predstavljajo.
• Zgosˇcˇena predstavitev je izhod konvolucijskega nivoja, ki sledi zdru-
zˇevalni poti in ponovno vsebuje dvakrat vecˇje sˇtevilo filtrov, kot konvo-
lucijski sloji zadnjega zdruzˇevalnega bloka. Omenjeni nivo je na Sliki
2.8 oznacˇen z modrim pravokotnikom.
• Razsˇiritveni blok je sestavljajen iz nivoja razsˇiritve in dveh kon-
volucijskih nivojev. Kot v zdruzˇevalnih blokih se tudi v zaporednih
razsˇiritvenih blokih spreminja sˇtevilo filtrov, le da se tokrat sˇtevilo
filtrov v vsakem sledecˇem bloku razpolovi. Na Sliki 2.8 je primer
razsˇiritvenega bloka oznacˇen z zelenim pravokotnikom.
Mrezˇe FCN [45] se po podobni zdruzˇevalni poti oziroma po sloju zgosˇcˇene
predstavitve doda sˇe en konvolucijski nivo s filtri velikosti 1× 1, ki iz zgosˇcˇene
predstavitve generira segmentacijsko masko z nizko resolucijo. Generirano
segmentacijsko masko se nato uporabi kot vhod v razsˇiritveni nivo, ki jo
preoblikuje v velikost enako ciljni segmentacijski maski. Zaradi velike sto-
pnje razsˇiritve z enim razsˇiritvenim nivojem je segmentacijska maska groba
in posledicˇno relativno nenatancˇna. Za izboljˇsanje kvalitete segmentacijske
maske [45] predlaga sˇe preskocˇne povezave (angl. skip connections), ki za
napovedovanje segmentacijske maske uporabijo znacˇilke v viˇsjih nivojih, kjer
so dimenzije predstavitev viˇsje, in jih sesˇtejejo s preoblikovanimi segmenta-
cijskimi maskami, ki so bile generirane z uporabo znacˇilk nizˇjih nivojev.
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Slika 2.8: Arhitektura mrezˇe U-net. Na desni strani nivojev so oznacˇene
prostorske dimenzije oznacˇenih nivojev v obliki W ×H za vhodno sliko di-
menzij 572× 572. Na vrhu nivojev je oznacˇeno sˇtevilo konvolucijskih filtrov
za nivo. Z rdecˇimi pusˇcˇicami so oznacˇeni nivoji zdruzˇevanja maksimumov,
z zelenimi pusˇcˇicami pa nivoji razsˇirjanja. Sive pusˇcˇice prikazujejo operacijo
kopiranja kanalov znacˇilk na posameznem nivoju. Slika je bila prilagojena
po delu [15].
V mrezˇi U-Net [15] se po pridobitvi zgosˇcˇene predstavitve uporabljajo
razsˇiritveni bloki. Arhitektura mrezˇe U-Net je simetricˇna in sˇtevilo razsˇiritve-
nih blokov je enako sˇtevilu zdruzˇevalnih blokov.
Kot FCN [45] tudi mrezˇa U-Net [15] uporablja preskocˇne povezave. Na
Sliki 2.8 so preskocˇne povezave oznacˇene s sivimi pusˇcˇicami. Vidimo lahko, da
preskocˇne povezave povezujejo zdruzˇevalne bloke s pripadajocˇimi razsˇiritveni-
mi bloki. V vsakem razsˇiritvenem bloku se izhod razsˇiritvenega sloja zdruzˇi z
znacˇilkami 2. konvolucijskega sloja pripadajocˇega zdruzˇevalnega bloka. Znacˇil-
ke se zdruzˇi po dimenziji kanalov, kot lahko vidimo na Sliki 2.8, kjer se 2.
konvolucijski sloj zdruzˇevalnega bloka oznacˇenega z rdecˇim pravokotnikom
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zdruzˇi z izhodom razsˇiritvenega nivoja razsˇiritvenega bloka oznacˇenega z ze-
lenim pravokotnikom. Zdruzˇene znacˇilke obeh slojev uporabimo kot vhod v
naslednji konvolucijski sloj razsˇiritvenega bloka. Postopen nacˇin prostorskega
razsˇirajanja predstavitve in kombiniranje znacˇilk iz prejˇsnjih nivojev preko
preskocˇnih povezav omogocˇa boljˇsi pretok informacij o kontekstu objektov,
ki so pomembne za generiranje natancˇne segmentacijske maske z pri viˇsjih
resolucijah [15].
2.4.2 Arhitektura ResNet
Sˇtevilo nivojev pri zmagovalnih mrezˇah klasifikacijskega izziva ILSVRC [27]
je skozi cˇas narasˇcˇalo. Zmagovalne mrezˇe izziva kot so [26], [46], [32] so
bile sestavljene iz 8, 19 in 22 nivojev. Z rastocˇim sˇtevilom nivojev se si-
cer povecˇuje zmozˇnost modeliranja kompleksnejˇsih funkcij hkrati pa je pri
globljih mrezˇah problem izginjajocˇih gradientov bolj izrazit zaradi tezˇjega
propagiranja napake skozi mrezˇo pri koraku vzvratnega prehoda. Glavni pri-
spevek arhitekture mrezˇe ResNet [37] je ucˇinkovito obvladovanje problema
izginjajocˇih gradientov pri ucˇenju mrezˇe.
Slika 2.9: Blok v mrezˇi ResNet. Slika povzeta po [37].
Na Sliki 2.9 lahko vidimo sestavni blok mrezˇe ResNet. Sestavljen je iz
konvolucijskega nivoja z aktivacijsko funkcijo ReLu, drugega konvolucijskega
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nivoja brez aktivacije, sesˇtevalne funkcije, ki sesˇteje vhod x in izhod iz dru-
gega konvolucijskega nivoja, ter aktivacijske funkcije ReLu [41], ki na vhod
prejme izhod sesˇtevalne funkcije. Vidimo lahko, da je med vhodom bloka ter
sesˇtevalne funkcije preskocˇna povezava. Cilj bloka brez preskocˇne povezave
je preslikati vhod x v neko informativno predstavitev y z uporabo naucˇene
preslikave H
y = H(x). (2.25)
Izkazˇe se, da je v globokih mrezˇah nivoje tezˇko dovolj dobro optimizirati,
da zadovoljivo modelirajo H. Resˇitev, ki jo za problem predlaga ResNet [37]
je torej dodatek preskocˇne povezave, ki funkcijo H spremeni v
H(x) = F(x) + x. (2.26)
Zaradi preskocˇne povezave in operacije sesˇtevanja, se mora blok naucˇiti
funkcije F . V primeru, da je naucˇena preslikava nicˇelna F(x) = 0, je celo-
tna preslikava bloka identiteta vhoda H(x) = x. Izkazˇe se, da je v praksi
parametre nivojev bistveno lazˇje optimizirati tako, da aproksimirajo presli-
kavo F(x), iz katere je trivialno pridobiti operacijo identitete, kot pa, da
aproksimirajo celotno preslikavo H(x) [37]. Z zaporedno vezavo 152 blokov
prikazanih na Sliki 2.9, ResNet-152 dosega odlicˇne rezultate na izzivu IL-
SVRC [27]. Mrezˇa ResNet je sestavljena iz bistveno vecˇ nivojev kot takratni
zmagovalci predhodnih ILSVRC [27] izzivov [26, 46, 32], dosega pa tudi boljˇse
rezultate.
2.4.3 Arhitektura RetinaNet
Glavni prispevek arhitekture za detekcijo objektov RetinaNet [1] je uvedba
nove kriterijske funkcije, ki omili problem neuravnotezˇenih podatkov (angl.
unbalanced data). Eden izmed pomembnejˇsih problemov pri ucˇenju mrezˇ za
detekcijo objektov je neuravnotezˇenost podatkov, saj ozadje in objekti, ki nas
ne zanimajo pokrivajo velik delezˇ slik na katerih ucˇimo svoj model. Uspesˇne
arhitekture mrezˇ detekcije objektov se s problemom neuravnotezˇenosti po-
datkov pogosto spopadajo z metodo predlaganja regij [47, 5, 4, 6], ki bistveno
32 POGLAVJE 2. KONVOLUCIJSKE NEVRONSKE MREZˇE
zmanjˇsa sˇtevilo potencialnih regij v katerih se objekti nahajajo, kar odstrani
veliko sˇtevilo regij, ki vsebujejo ozadje ali nezˇeljene objekte. Enostopenj-
ski detektorji kot je [48] za resˇevanje problema pogosto uporabijo izbor iz-
bor tezˇkih primerov (angl. hard example mining), kjer izberejo le primere
z najviˇsjo z najviˇsjo izgubo glede na kriterijsko funkcijo, hkrati pa te pri-
mere izbirajo tako, da ohranijo uravnotezˇeno razmerje med primeri ozadja
in objektov.
Problem detekcije objektov si lahko predstavljamo kot klasifikacijski pro-
blem, kjer moramo vsako regijo klasificirati kot objekt ali kot ozadje. Pri
problemih binarne klasifikacije se pogosto uporablja kriterijska funkcija bi-
narne krizˇne entropije (angl. binary cross entropy)
CE(p, y) =
⎧⎨⎩−log(p), if y = 1−log(1− p), drugacˇe , (2.27)
kjer je p napovedana verjetnost razreda, y pa pripadnost razredu y ∈ {±1}.
Za lazˇje pisanje enacˇb definiramo napovedano verjetnost posameznemu ra-
zredu pt kot
pt =
⎧⎨⎩p, if y = 11− p, drugacˇe . (2.28)
Krizˇno entropijo lahko nato zapiˇsemo kot
CE(p, y) = CE(pt) = −log(pt). (2.29)
Mrezˇa RetinaNet za kriterijsko funkcijo uporablja izgubno funkcijo FL
(angl. focal loss), ki se osredotocˇa na primere, ki jih mrezˇa tezˇko klasificira.
Kriterijska funkcija FL je definirana kot
FL(pt) = −(1− pt)γlog(pt), (2.30)
kjer je pt enak napovedani verjetnosti definirani v (2.28). γ je nastavljiv pa-
rameter, ki dolocˇa kako velik vpliv mrezˇa pripisuje tezˇkim primerom, v delu
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[1] pa predlagajo uporabo vrednosti γ = 2.
Problem, ki ga avtorji [1] izpostavijo je, da v primeru izbora krizˇne entro-
pije kot kriterijske funkcije, lahki primeri sˇe vedno prispevajo nezanemarljiv
del celotne vrednosti funkcije. V primeru regije, ki ne vsebuje objekta y = 0,
kjer je napovedana verjetnost, da se v regiji nahaja objekt relativno nizka a
dovolj dobra za klasifikacijo pt = 0, 8 je vrednost FL pri γ = 2 enaka
FL(0.51) = −(1− 0,8)2log(0,8) = 0,019, (2.31)
vrednost krizˇne entropije pa enaka
CE(0,51) = −log(0,8) = 0,09. (2.32)
Vidimo lahko, da je vrednost CE pri istem primeru bistveno viˇsja od
vrednosti FL. Cˇeprav je mrezˇa z dokaj visokim prepricˇanjem pravilno kla-
sificirala ucˇni primer, je dodatek izgubi od tega primera pri CE relativno
visok. V primeru visoke stopnje neuravnotezˇenosti razredov, ki je pri detek-
ciji objektov pogosta, lahko veliko sˇtevilo preprosto klasificiranih negativnih
primerov povzrocˇi tezˇave pri ucˇenju zaradi prevelikega prispevka k izgubi.
Za generiranje predstavitve slike RetinaNet uporablja mrezˇo ResNet-50
ali ResNet-101 z znacˇilkami FPN [49], vendar pa se lahko arhitektura mrezˇe
za pridobivanje znacˇilk poljubno spremeni, saj je glavni prispevek dela [1]
obvladovanje neuravnotezˇenosti podatkov. Vseeno je mrezˇa ResNet-101 z
znacˇilkami FPN trenutno med boljˇsimi mrezˇami za ekstrakcijo znacˇilk [1].
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Poglavje 3
Predlagana metoda
V tem poglavju je opisana predlagana metoda SegCo za detekcijo in sˇtetje
polipov na slikah. V Poglavju 3.1 je opisana arhitektura uporabljene kon-
volucijske nevronske mrezˇe za segmentacijo slik, v Poglavju 3.2 je opisan
nacˇin modificiranja ucˇnih podatkov in kriterijske funkcije za uspesˇno ucˇenje
metode, v Poglavju 3.3 pa je opisan postopek interpretacije generirane se-
gmentacijske maske za detekcijo polipov.
3.1 Arhitektura nevronske mrezˇe
Za metodo SegCo implementirano v uporabniˇskem vmesniku smo uporabili
prirejeno verzijo mrezˇe U-net [15]. Ohranili smo simetricˇnost arhitekture U-
Net, vendar pa smo preverjali uspesˇnost segmentacijske mrezˇe z razlicˇnim
sˇtevilom zdruzˇevalnih in razsˇiritvenih blokov ter z razlicˇnim sˇtevilom filtrov
na vsakem nivoju. V Poglavju 2.4.1 smo omenili, da se sˇtevilo filtrov podvoji
v vsakem sledecˇem zdruzˇevalnem bloku. Pri originalni mrezˇi U-Net [15] ima
prvi blok 64 filtrov, nato pa se v vsakem sledecˇem bloku podvoji, tako da je
zaporedje sˇtevila filtrov v blokih U-Net brez uposˇtevanja zdruzˇevanja zaradi
preskocˇnih povezav enako (64, 128, 256, 512, 1024, 512, 256, 128, 64), kjer ima
1024 filtrov le latentna predstavitev, ostala sˇtevila pa predstavljajo sˇtevilo
filtrov v zdruzˇvalnih in razsˇiritvenih blokih. Zaporedje filtrov zdruzˇevalnih
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in pripadajocˇih razsˇiritvenih blokov bi lahko zapisali tudi kot:
(2ik)n−1
i=0
, (3.1)
kjer je k sˇtevilo filtrov v prvem bloku, n pa sˇtevilo parov zdruzˇevalnih in
razsˇiritvenih blokov. Sloj latentne predstavitve bi tako vseboval 2nk filtrov
oziroma pri originalni U-Net mrezˇi, kjer je k = 64 in n = 4, bi vseboval 1024
filtrov.
V nadaljevanju mrezˇo vrste U-Net z n zdruzˇevalnimi in razsˇiritvenimi
bloki ter k filtri v nivojih prvega bloka imenujemo kar mrezˇa z n bloki in k
filtri.
Mrezˇi, ki smo jo uporabili v razviti aplikaciji smo zmanjˇsali sˇtevilo filtrov,
saj se je v eksperimentih opisanih v Poglavju 5 izkazalo, da viˇsje sˇtevilo fil-
trov bistveno ne izboljˇsa rezultatov pri resˇevanju problema detekcije polipov.
Uporabljena mrezˇa ima tako 4 bloke in le 16 filtrov, kar odstrani veliko vecˇino
parametrov glede na originalno mrezˇo U-Net. To nam sicer zmanjˇsa sposob-
nost modeliranja kompleksnejˇsih funkcij in bi morda poslabsˇalo uspesˇnost
pri nekaterih drugih problemih segmentacije, vendar mrezˇa dobro deluje na
nasˇem problemu.
3.2 Priprava ucˇne segmentacijske maske
Podatkovna baza anotacij polipov ne vsebuje podatkov o natancˇni segmenta-
ciji polipov, vsebuje pa podatke o viˇsini, sˇirini in lokaciji posameznih anotacij.
Iz danih podatkov moramo za ucˇenje segmentacijske mrezˇe generirati zado-
voljivo segmentacijsko masko. Segmentacijska maska s pravokotnimi anota-
cijami polipov ni najbolj natancˇna, saj pravokotne anotacije zavzemajo vecˇjo
regijo od pripadajocˇega polipa. Na Sliki 3.1 lahko vidimo pravokotne rocˇne
anotacije polipov, ki poleg posameznih polipov pokrivajo sˇe del njihove oko-
lice. Cˇe bi za regijo polipa v segmentacijski maski vzeli celotno pravokotno
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regijo anotacije, bi torej del regije, ki polipa ne vsebuje, napacˇno oznacˇili kot
polip. V primeru, da bi hoteli regijo zmanjˇsati, tako da v segmentacijski ma-
ski ne bi bilo pikslov, ki bi bili napacˇno klasificirani kot polip, bi se problem
obrnil, saj bi nato piksle polipa napacˇno klasificirali kot ozadje.
Slika 3.1: Rocˇne anotacije polipov.
Za resˇevanje tega problema definiramo prirejeno kriterijsko funkcijo, ki
bazira na binarni krizˇni entropiji, ki prispevek izgube na dolocˇenih regijah
odstrani
CE(p, y) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−log(p), if y = 1
0, if y = 0,5
−log(1− p), otherwise
. (3.2)
Na ucˇni segmentacijski maski lahko regije, na katerih iz danih anotacij
ne moremo dolocˇiti pripadnost razredu, oznacˇimo z y = 0,5 in jih s tem
odstranimo iz ucˇenja. To dosezˇemo tako, da na poziciji pravokotne anotacije
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polipa generiramo okroglo regijo Ry=1 z radijem enakim
r =
min(Wa, Ha)
2
, (3.3)
kjer sta Wa in Ha sˇirina in viˇsina anotacije. Na lokacijo anotacije polipa
dodamo sˇe okroglo regijo Ry=0.5 z radijem enakim
r = max(Wa, Ha). (3.4)
Regija Ry=0.5 iz ucˇenja odstranjuje slabo definirane regije, Ry=1 pa oznacˇuje
le regije za katere smo prepricˇani, da pripadajo polipom. Mrezˇa se kljub
grobim oznakam naucˇi dovolj informativne predstavitve konteksta polipa, da
generira relativno natancˇno segmentacijsko masko.
V podatkovni bazi imamo na vsaki sliki oznacˇeno tudi interesno regijo
znotraj katere naj bi bili anotirani vsi polipi. Z vrednostjo y = 0,5 oznacˇimo
tudi okolico izven interesne regije v kateri se polipi vseeno nahajajo a niso
bili anotirani. Primer slike polipov in generirane maske za to sliko lahko
vidimo na Sliki 3.2b, kjer so z belo barvo oznacˇene centralne regije polipov,
ki se nahajajo na Sliki 3.2a, s sivo pa neuposˇtevane regije. S sivo barvo je
oznacˇen tudi zgornji levi kot maske na Sliki 3.2b, saj se ta regija nahaja izven
obmocˇja anotacije polipov.
Vhodne slike z visoko resolucijo so neprimerne za ucˇenje globokih konvo-
lucijskih nevronskih mrezˇ zaradi omejitev spomina graficˇne kartice. Vhodne
slike tako najprej razdelimo na manjˇse dele, ki jih graficˇna kartica bistveno
lazˇje obdela. Uporabljena segmentacijska mrezˇa je polno konvolucijska zato
nima omejitev glede dimenzij vhodnih slik, le da morajo biti dimenzije de-
ljive z 2n, kjer je n sˇtevilo uporabljenih zdruzˇevalnih blokov. Zaradi njihove
velikosti smo pri ucˇenju slike razdelili na dele dimenzij 512× 512 kar je pri-
merna dimenzija za mrezˇo, ki vsebuje do 9 blokov, hkrati pa predstavlja
manjˇse breme za spomin graficˇne kartice. To seveda ponovimo tudi v po-
stopku inference na testnih slikah. Za pridobivanje natancˇne segmentacijske
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(a) Slika polipov (b) Ucˇna segmentacijska maska
Slika 3.2: Slika polipov in pripadajocˇa ucˇna segmentacijska maska. Z belo
barvo so oznacˇene centralne regije polipov, s sivo barvo pa regije, ki jih pri
ucˇenju ne uposˇtevamo.
maske moramo sliko na manjˇse dele razdeliti tako, da se sosednji deli med
seboj prekrivajo. Tako se izognemo napakam v segmentaciji na robovih, ki
se pojavljajo zaradi podlozˇenih robnih vrednostih ob izvajanju konvolucije
in zaradi polipov, ki se nahajajo na robu dela slike in se tako na delu ne
nahajajo v celoti. Prekrivajocˇe se regije zdruzˇujemo tako, da za koncˇno se-
gmentacijsko masko celotne slike vzamemo maksimalno vrednost posameznih
pikslov segmentacijskih mask prekrivajocˇih se regij. Segmentacijsko masko
moramo tako generirati vecˇkrat, kar zviˇsuje racˇunsko kompleksnost inference.
3.3 Interpretacija segmentacijske maske
Po generiranju segmentacijske maske moramo iz nje pridobiti detekcije. Iz-
hod iz segmentacijske nevronske mrezˇe je predstavitev slike, ki za vsak pi-
ksel napove verjetnost, da piksel pripada enemu izmed polipov. Najprej
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segmentacijsko masko binariziramo glede na napovedano verjetnost v vsa-
kem pikslu. Na binarizirani sliki nato z metodo oddaljenosti (angl. distance
transform) [50] izracˇunamo oddaljenost vsakega piksla polipa do najblizˇjega
piksla ozadja. Lokacijo posameznih detekcij poiˇscˇemo tako, da na maski od-
daljenosti najdemo lokalne maksimume. Za iskanje maksimumov uporabimo
metodo zatiranja nemaksimalnih vrednosti (angl. non-maxima suppression),
ki vrednosti vseh pikslov, ki so strogo vecˇji od pikslov v njihovi okolici, na-
stavi na vrednost 1, ostali piksli pa imajo vrednost 0.
Slika 3.3: Koraki metode detekcije polipov.
Slika 3.3 prikazuje rezultate posameznih korakov metode detekcije. V
prvem koraku generiramo segmentacijsko masko, v drugem koraku masko
binariziramo in jo obdelamo z metodo oddaljenosti, v tretjem koraku pa iz
maske oddaljenosti pridobimo lokalne maksimume in na njihovi lokaciji na
sliki oznacˇimo detekcije polipov. Radij detekcije polipa je enak vrednosti
pripadajocˇega maksimuma na maski oddaljenosti. Mejno vrednost Θth pri
binarizaciji maske dolocˇimo eskperimentalno, postopek pa je opisan v Po-
glavju 5.3.2.
Poglavje 4
Razvoj aplikacije za detekcijo
objektov
V sklopu dela smo razvili aplikacijo za preprosto anotacijo in detekcijo objek-
tov na slikah s poudarkom na detekciji polipov. Aplikacija omogocˇa avto-
matsko detekcijo in sˇtetje objektov na slikah z naucˇenim modelom, omogocˇa
pa tudi ucˇenje lastnih modelov z uporabo rocˇnih anotacij. V Poglavju 4.1 so
nasˇtete knjizˇnice in okolja, ki so bila uporabljena pri razvoju aplikacije, Po-
glavje 4.2 opisuje strukturo posameznih komponent uporabniˇskega vmesnika
aplikacije, v Poglavju 4.3 so opisane glavne funkcionalnosti za delo z ano-
tacijami, Poglavje 4.4 nasˇteva dodatne funkcionalnosti aplikacije in opisuje
njihovo delovanje, Poglavje 4.5 pa obravnava shranjevanje anotacij in podat-
kov potrebnih za ucˇenje metode. Komponente aplikacije za ucˇenje modela
in inferenco sta opisani v Poglavju 4.6.
4.1 Uporabljena tehnologija
Razvoj aplikacije bi lahko razdelili na razvoj uporabniˇskega vmesnika in ra-
zvoj metod strojnega vida, ki predstavljajo glavne funkcionalnosti aplikacije.
Pri razvoju uporabniˇskega vmesnika smo uporabili knjizˇnico za razvoj upo-
rabniˇskih vmesnikov PyQt [51]. Detekcijska metoda in pomozˇne metode za
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ucˇenje modelov so bile razvite z uporabo okolj Keras [52] in Tensorflow [53].
Obdelava slik za interpretacijo segmentacijske maske za pridobivanje detekcij
je bila razvita z uporabo knjizˇnice OpenCV [54].
4.2 Struktura uporabniˇskega vmesnika
Aplikacija je sestavljena iz glavnega pogleda, ki prikazuje trenutno izbrano
sliko in orodne vrstice, ki omogocˇa izbor orodij in zagon funkcij aplikacije.
Sestavo aplikacije lahko vidimo na Sliki 4.1. Na levi strani lahko vidimo sliko
z anotiranimi polipi, ki so oznacˇeni z zelenimi pravokotniki in z oznacˇeno
interesno regijo, ki je prikazana v obliki poligona, ki ima na ogliˇscˇih mo-
dre kroge, ki so med seboj povezani z debelejˇsimi zelenimi cˇrtami za boljˇso
vidljivost.
4.2.1 Orodna vrstica
Na levi strani uporabniˇskega vmesnika se nahaja orodna vrstica, kjer upo-
rabnik izbira med orodji, zaganja razlicˇne funkcionalnosti aplikacije in ima
pregled nad trenutnimi anotacijami in datotekami v obdelavi. Orodno vr-
stico lahko razdelimo na vrstico za delo z zbirkami, vrstico z orodji in pregled
datotek. Na Sliki 4.2 je prikazan uporabniˇski vmesnik razvite aplikacije z
oznacˇenimi komponentami.
Vrstica za delo z zbirkami vsebuje vecˇ gumbov in omogocˇa zagon
funkcionalnosti nalaganja podatkovnih zbirk, shranjevanja anotacij izbrane
zbirke, ucˇenja metode na izbranih slikah in izvajanja detekcije na trenu-
tni mnozˇici slik. Uporabnik lahko funkcionalnosti, ki jih vrstica za delo z
zbirkami nadzoruje, zazˇene preko primerno poimenovanih gumbov, ki so pri-
kazani na Sliki 4.3.
Pregled datotek, ki je prikazan na Sliki 4.4 prikazuje podatke o anota-
cijah na trenutno izbrani mnozˇici slik. Prikazuje sˇtevilo anotacij na trenutno
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Slika 4.1: Uporabniˇski vmesnik razvite aplikacije.
izbrani sliki, ki jo lahko izberemo iz seznama slik, ki se prav tako nahaja
znotraj pregleda datotek. V seznamu slik lahko uporabnik obkljuka slike, ki
jih zˇeli dodati v ucˇno mnozˇico pri ucˇenju metode.
Vrstica z orodji vsebuje orodja za anotacijo objektov na slikah. Prika-
zana je na Sliki 4.5 in vsebuje orodje za dodajanje in brisanje anotacij ter za
oznacˇevanje interesne regije.
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Slika 4.2: Uporabniˇski vmesnik razvite aplikacije z oznacˇenimi komponen-
tami. Vrstica za delo z zbirkami je oznacˇena z zelenim, vrstica z orodji z
rdecˇim, pregled datotek pa z modrim pravokotnikom.
Slika 4.3: Vrstica za delo z zbirkami.
4.3 Orodja vmesnika
Za potrebe anotacije, ucˇenja in detekcije so bila razvita razlicˇna orodja, ki te
stvari omogocˇajo. Razvita so bila orodja za anotacijo pozitivnih primerov,
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Slika 4.4: Pregled datotek.
Slika 4.5: Izbor orodij. Od leve proti desne si sledijo: ikona s kvadratom
s plusom predstavlja orodje za dodajanje anotacij, kvadrat z minusom pred-
stavlja orodje za dodajanje negativnih anotacij, kvadrat z iksom predstavlja
orodje za brisanje anotacij, ikona poligona predstavlja orodje za anotacijo
interesne regije.
anotacijo negativnih primerov, brisanje anotacij in oznacˇevanje interesne re-
gije. Uporabniku bolj skriti sta sˇe metodi za ucˇenje detekcijske metode in
inferenco. Na Sliki 4.5 so prikazane ikone za izbor orodij na orodni vrstici. Od
leve proti desni si sledijo ikone za: pozitivno anotacijo, negativno anotacijo,
brisanje anotacij in oznacˇevanje interesne regije.
4.3.1 Anotacija objektov
Orodje za anotacijo objektov omogocˇa oznacˇevanje posameznih objektov na
slikah. Uporabnik na glavnem pogledu aplikacije objekt oznacˇi tako, da z
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miˇsko oznacˇi lokacijo in velikost pravokotnika, ki objekt obdaja. Na Sliki 4.6
so z zelenimi pravokotniki prikazane zˇe dolocˇene detekcije, z modro barvo
pa je prikazan pravokotnik, ki mu uporabnik sˇe dolocˇa velikost. V primeru
modrega pravokotnika ima uporabnikova miˇska pritisnjen levi gumb, ko pa
uporabnik gumb spusti se oblikovanje pravokotnika koncˇa, pravokotnik se
obarva zeleno, anotacija pa se shrani k ostalim. Po koncˇanem dodajanju
anotacije, se nad posodobljeno mnozˇico anotacij ponovno izracˇuna konveksna
ovojnica, ki je oznacˇena z zelenim poligonom brez modrih krogov.
Slika 4.6: Oznacˇevanje polipov. Z modrim pravokotnikom je oznacˇena
anotacija, ki jo uporabnik sˇe dolocˇa.
4.3.2 Brisanje
Ob izboru orodja za brisanje se na lokaciji uporabnikovega kurzorja pojavi
rdecˇ krog, ki oznacˇuje regijo znotraj katere bodo anotacije izbrisane. Primer
uporabe orodja za brisanje lahko vidimo na Sliki 4.7, kjer je z rdecˇim krogom
oznacˇena regija brisanja, ki je locirana na uporabnikovem kurzorju. Preden
uporabnik s klikom uporabi orodje za brisanje se v regiji nahajajo anotacije
kot vidimo na Sliki 4.7a, po uporabi pa se anotacije izbriˇsejo, popravi pa se
tudi konveksna ovojnica mnozˇice anotacij, kot lahko vidimo na Sliki 4.7b.
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(a) Anotacije pred brisanjem (b) Anotacije po brisanju
Slika 4.7: Anotacije pred in po koraku brisanja. Ob izboru orodja za bri-
sanje se na poziciji kurzorja pojavi rdecˇ krog, ki oznacˇuje regijo brisanja
anotacij.
Pod vrstico z orodji se po izboru orodja za brisanje pojavi nastavitev za
radij rdecˇega kroga s katerim lahko uporabnik anotacije briˇse. To uporabniku
omogocˇa bolj natancˇno brisanje z majhnim radijem oziroma bolj grobo a
bistveno hitrejˇse brisanje vecˇje kolicˇine anotacij z velikim radijem. Nastavitev
radija je prikazana na Sliki 4.8.
Slika 4.8: Nastavitev radija kroga za brisanje.
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4.3.3 Interesna regija
Na slikah sˇkoljk na katerih se nahajajo polipi zˇelimo detektirati polipe le
na obmocˇju sˇkoljke, ki pa predstavlja le dolocˇen del celotne slike. Velik del
slike predstavlja ozadje, ki lahko prav tako vsebuje polipe, vendar pa so ti
velikokrat bolj zamegljeni zaradi spremembe v izostrenosti fotoaparata ali pa
so slabsˇe osvetljeni. V primeru, da bi detekcijsko metodo izvedli na celotni
sliki bi metoda detektirala tudi veliko polipov v ozadju, poleg tega pa bi se
pojavilo tudi nekaj napacˇnih detekcij, saj metode nismo ucˇili na primerih
polipov, ki se nahajajo v ozadju. Detekcije polipov v ozadju nas torej ne
zanimajo, saj je zaradi slabsˇe kvalitete slik in razlicˇnih kotov povrsˇin polipe
pogosto tudi nemogocˇe uspesˇno presˇteti. Opisanemu problemu se izognemo
tako, da na vsaki sliki dolocˇimo interesno regijo, ki dolocˇa obmocˇje na kate-
rem se izvedeta ucˇenje in inferenca detekcijske metode.
Orodje za oznacˇevanje interesne regije deluje tako, da uporabnik s kliki
oznacˇi zaporedje tocˇk na sliki, ki predstavljajo ogliˇscˇa poligona. Tocˇke se
med sabo povezˇejo v poligon glede na zaporedje po katerem so bile dodane,
zadnja tocˇka pa se vedno povezˇe s prvo. Rezultat je poligon interesne regije,
ki ga lahko vidimo na Sliki 4.9. Za oznacˇevanje interesne regije na posamezni
sliki uporabnik z nasˇim orodjem potrebuje nekaj sekund, cˇas oznacˇevanja pa
se lahko tudi podaljˇsa v primeru kompleksnejˇse oblike regije.
4.4 Dodatne funkcionalnosti
4.4.1 Priblizˇevanje slike
Na glavnem pogledu lahko z miˇskinim kolescem prikazano sliko priblizˇamo ali
oddaljimo kar omogocˇa bistveno boljˇsi pregled nad poljubno regijo. Zmozˇnost
priblizˇevanja omogocˇa uporabniku, da si dolocˇen del slike bolje ogleda in z
viˇsjo natancˇnostjo dolocˇi cˇe se na neki lokaciji nahaja objekt. To je sˇe posebej
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Slika 4.9: Oznacˇen poligon interesne regije. Modri krogi predstavljajo
ogliˇscˇa poligona.
pomembno pri anotaciji polipov, saj so te pogosto prosojni, zamegljeni ali
pa jih delno prekrivajo drugi polipi, zato je anotiranje takih polipov brez
funkcije priblizˇevanja bistveno tezˇje.
4.4.2 Preklic prejˇsnjih akcij
Z uporabo blizˇnjice Ctrl+Z lahko preklicˇemo pretekle akcije anotacije in
brisanja anotacij. Vsako brisanje ali dodajanje anotacij se shrani na sklad
uporabnikovih preteklih akcij. Ob uporabi blizˇnjice za preklic prejˇsnjih ak-
cij se s sklada vzame uporabnikova zadnja akcija, nato pa se izvede njeno
nasprotje. V primeru, da je zadnja akcija anotacija, se nazadnje dodana
anotacija izbriˇse, v primeru, da zadnja akcija brisanje pa se povrnejo vse
anotacije, ki so bile izbrisane v zadnji opearciji brisanja. Po izvedbi obratne
operacije se ta akcija izbriˇse s sklada.
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4.5 Shranjevanje podatkov
Ob zagonu programa mora uporabnik izbrati direktorij kjer se nahajajo slike,
ki vsebujejo objekte, ki jih uporabnik zˇeli avtomatsko detektirati. Po anotira-
nju objektov in oznacˇevanju interesnih regij lahko uporabnik uporabi funk-
cionalnost shranjevanja, ki anotacije shrani v datoteko annotations.csv v
direktorij v katerem se nahajajo slike. Negativne anotacije se shranijo v ne-
gative anotations.csv, interesne regije pa v roi points.csv.
Poleg anotacij se pripravijo in shranijo tudi podatki potrebni za ucˇenje
mrezˇe. V izbranem direktoriju se ustvari direktorij training data, ki vsebuje
direktorija images in masks, ki vsebujeta slike in segmentacijske maske. Pri
shranjevanju podatkov torej shranimo tudi ucˇno mnozˇico slik in segmenta-
cijskih mask. Najprej za vsako sliko iz anotacij generiramo segmentacijsko
masko, nato pa slike in maske razdelimo na manjˇse dele. V ucˇno mnozˇico
shranimo le dele slik in mask, ki vsebujejo anotacije saj bi sicer vkljucˇili tudi
dele ozadja, ki pa ne prispevajo k ucˇenju saj se nahajajo izven interesne re-
gije in so posledicˇno na segmentacijskih maskah oznacˇeni z vrednostjo 0,5,
zaradi cˇesar so izlocˇeni iz izracˇuna kriterijske funkcije.
4.6 Ucˇenje modela in inferenca
4.6.1 Ucˇenje modela
Po generiranju ucˇne mnozˇice iz slik in anotacij lahko uporabnik zazˇene ucˇenje
segmentacijske mrezˇe. Z namenom poenostavitve postopka ucˇenja za upo-
rabnika so sˇtevilo iteracij, stopnja hitrosti ucˇenja in postopek obogatenja
ucˇne mnozˇice vnaprej nastavljeni znotraj metode. Seveda je postopek ucˇenja
nevronskih mrezˇ obcˇutljiv na te parametre, zaradi cˇesar lahko ucˇenje z na-
stavljenimi parametri pripelje do slabsˇih rezultatov. Fiksna nastavitev para-
metrov tako potencialno zˇrtvuje natancˇnost metode za preprostost uporabe.
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Na Sliki 4.10 lahko vidimo izgled komponente uporabniˇskega vmesnika,
ki uporabnika obvesˇcˇa o poteku ucˇenja segmentacijske mrezˇe. Uporabniku
je na voljo trenutna vrednost izgube glede na kriterijsko funkcijo in sˇtevilo
procesiranih prehodov cˇez podatke. Z vrednostjo izgube lahko uporabnik
spremlja kako uspesˇno segmentacijska mrezˇa modelira ucˇne podatke.
Slika 4.10: Komponenta uporabniˇskega vmesnika za ucˇenje modela. Prika-
zuje trenutni napredek pri postopku ucˇenja z informacijo o sˇtevilu procesi-
ranih prehodov cˇez podatke (angl. epoch) in o trenutni vrednosti kriterijske
funkcije na ucˇnih podatkih.
4.6.2 Inferenca
Uporabnik lahko zazˇene postopek inference nad slikami v izbrani mnozˇici.
Aplikacija uposˇteva le detekcije, ki se nahajajo znotraj interesne regije vsake
slike. Na Sliki 4.11 je prikazana komponenta, ki med inferenco uporabnika
obvesˇcˇa o napredku. Prikazuje ime slike nad katero v tistem trenutku izvaja
postopek detekcije, sˇtevilo slik nad katerimi je bila detekcija zˇe izvedena
in sˇtevilo vseh slik nad katerimi se bo detekcija izvajala. Postopek lahko
uporabnik tudi predcˇasno prekine s klikom na gumb. Ob koncˇanju postopka
se komponenta odstrani, na slikah pa se znotraj interesnih regij pojavijo
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detekcije. V primeru, da interesna regija na dolocˇeni sliki ni oznacˇena se
detekcije pojavijo na celotnem obmocˇju slike. Po izvedeni inferenci lahko
rezultate shranimo ali pa popravimo morebitne napacˇne detekcije in iz njih
generiramo novo ucˇno mnozˇico na kateri lahko model ponovno naucˇimo, a z
vecˇjo kolicˇino podatkov.
Slika 4.11: Komponenta uporabniˇskega vmesnika za detekcijo objektov z
naucˇenim modelom.
Poglavje 5
Eksperimentalna analiza
Vsi eksperimenti so izvedeni na racˇunalniku s procesorjem Intel(R) Core(TM)
i7-6700K @ 4.00 GHz (8 CPUs), 32 GB pomnilnika in graficˇno kartico NVI-
DIA GeForce GTX 1070.
5.1 Podatkovna zbirka
5.1.1 Sestava podatkovne zbirke
Ucˇenje ter evalvacija vseh metod sta izvedena na podatkovni zbirki sestavljeni
iz 37 slik ostrig na katerih so pritrjeni polipi [2, 22]. Vsaki sliki pripadata
sˇe mnozˇica anotacij polipov in mnozˇica tocˇk, ki predstavlja mnogokotnik, ki
oznacˇuje interesno regijo, kjer se anotacije polipov nahajajo. Skupaj podat-
kovna zbirka vsebuje 39886 anotacij polipov v obliki (x, y, w, h), kjer x in y
dolocˇata stolpec in vrstico slike na katerih se nahaja center polipa, w in h
pa sˇirino in viˇsino oznacˇenega polipa. Vsaka slika v povprecˇju vsebuje 1030
anotacij, povprecˇna sˇirina in viˇsina pa sta 38 in 43 pikslov. Na Sliki 5.1 sta
prikazani viˇsina in sˇirina posameznih anotacij. Vidimo lahko, da sta viˇsina
in sˇirina mocˇno korelirani, vendar je variabilnost dimenzij anotacij polipov
znotraj podatkovne mnozˇice vseeno velika. Slike 5.2a, 5.2b in 5.2 prikazu-
jejo histograme viˇsine, sˇirine in povrsˇine anotacij, Tabela 5.1 pa podatke o
viˇsini, sˇirini in povrsˇini anotacij polipov iz katerih je razvidno, da se posa-
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mezne anotacije med sabo mocˇno razlikujejo. Sˇtevilo iskanih objektov, ter
njihove dimenzije so sicer pomembne informacije za razvoj sistema za detek-
cijo objektov. Podatkovno zbirko smo razdelili na ucˇno in testno mnozˇico.
Uporabili smo testno mnozˇico sedmih slik, ki jo za svojo evalvacijo uporablja
[2]. Uporabljeno testno mnozˇico imenujemo PCD. Preostale slike smo upora-
bili v ucˇni mnozˇici, pri preverjanju vpliva velikosti ucˇne mnozˇice na rezultat
pa smo uporabljali tudi razlicˇne podmnozˇice nabora ucˇnih slik.
Slika 5.1: Sˇirina in viˇsina rocˇnih anotacij polipov.
Sˇirina Viˇsina Povrsˇina
µ 39,12 43,81 1798,77
σ 11,07 12,68 1006,81
min 11 12 156
max 138 157 15276
Tabela 5.1: Povprecˇna vrednost µ, standardni odklon σ, minimum in ma-
ksimum vrednosti sˇirine, viˇsine in povrsˇine v zbirki anotacij polipov.
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(a)
(b)
(c)
Slika 5.2: Histograma sˇirine (a), viˇsine (b) in povrsˇine (c) anotacij.
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5.1.2 Izgled polipov
Polipi na slikah se ne razlikujejo le po velikosti, temvecˇ tudi po orientaciji,
barvi, obliki in osvetljenosti. Dolocˇeni polipi so prosojni zaradi cˇesar na nji-
hov izgled mocˇno vpliva barva ozadja na katerem se nahajajo. Polipi se med
seboj delno prekrivajo, pogosto pa posamezne polipe prekrivajo lovke dru-
gih polipov. Primer prekrivanja lahko vidimo na Sliki 5.3. Prekrivanje otezˇi
anotacijo zˇe cˇlovesˇkim oznacˇevalcem, saj je kljub visoki resoluciji slik tezˇko
dolocˇiti meje med sosednjimi polipi, zaradi cˇesar je tezˇko dolocˇiti tudi pravil-
nost anotacij na regiji prikazani na Sliki 5.3 in na regijah, ki so ji podobne.
Slika 5.3: Primer regije, kjer se polipi med seboj pokrivajo.
Slika 5.4 prikazuje visoko stopnjo variabilnosti med posameznimi polipi.
Na Sliki 5.4a vidimo primere velikih in majhnih polipov, Slika 5.4b prika-
zuje anotacije polipov, ki so slabo izostreni in slabsˇe osvetljeni, Slika 5.4c
pa prikazuje spremembe v barvi polipov zaradi osvetljenosti, prosojnosti ali
razvitosti polipa.
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(a) (b)
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Slika 5.4: Primeri vizualne variabilnosti med polipi.
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5.1.3 Pomanjkljivosti slik in anotacij
Celotno podatkovno zbirko [22, 2] je anotiralo vecˇ anotatorjev v sklopu na-
stanka razlicˇnih del, zato prihaja do razlik v anotacijah zaradi razlicˇnih pred-
stav o dobrih anotacijah. Na nekaterih slikah so tako anotacije vecˇje kot na
ostalih, na nekaterih pa so oznacˇeni tudi polipi v ozadju, ki so izven fokusa
kamere. Spremenljiva velikost anotacij polipov bi lahko otezˇila ucˇenje zaradi
slabsˇe kvalitete generirane maske, ki bi lahko kot dele polipa oznacˇevala tudi
okolico polipov v primerih bistveno prevelike anotacije.
Slike se razlikujejo tudi po natancˇnosti oznacˇevanja. V delu [2] so svojo
metodo detekcije polipov ocenjevali na manjˇsi mnozˇici slik, katere anotacije
je z namenom minimiziranja napake, preverilo vecˇ oznacˇevalcev. V delu so
izvedli tudi oceno napake oznacˇevalcev in ocenili, da je povprecˇna maksi-
malna relativna napaka posameznega oznacˇevalca 18%. Vecˇinoma se napaka
kazˇe v zgresˇenih in ne napacˇno oznacˇenih polipih, saj je nekatere manjˇse in
prosojne polipe zelo tezˇko opaziti, le redko pa se zgodi, da bi oznacˇevalec
del ozadja oznacˇil kot polip. Razlog za visoko napako oznacˇevalcev je dolgo-
trajnost oznacˇevanja, sˇtevilo polipov na sliki in vizualne lastnosti polipov, ki
anotacijo otezˇujejo.
Posledica tezˇavnosti oznacˇevanja je torej nenatancˇna podatkovna mnozˇica,
ki pa lahko povzrocˇa omejuje uspesˇnost ucˇenja segmentacijske mrezˇe, saj po-
manjkanje anotacij pri zgresˇenih polipih povzrocˇa napake v ucˇni segmenta-
cijski maski in s tem dodaja nezanemarljivo kolicˇino napacˇno oznacˇenih regij
v podatkovno zbirko. Zaradi nenatancˇnih anotacij v [2] uporabljajo mnozˇico
7 anotiranih slik PCD, ki so bile anotirane in preverjene vecˇkrat. Velika
kolicˇina napak je bila na ta nacˇin odstranjena, je pa tako anotiranje zelo dol-
gotrajno in neprimerno za anotiranje celotne podatkovne zbirke, poleg tega
pa se tudi na tako anotirani mnozˇici pojavljajo napake.
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5.2 Metoda evalvacije
Problem detekcije lahko prevedemo na problem binarne klasifikacije. Stan-
dardna mera za evalvacijo binarnega klasifikatorja je mera F1 [55], ki je de-
finirana kot
F1 = 2
Pr Rec
Pr +Rec
, (5.1)
kjer je Pr preciznost klasifikatorja, Rec pa njegov priklic (angl. recall).
Preciznost je definirana kot razmerje med pravilnimi detekcijami in vsemi
detekcijami, ki jih metoda oznacˇi. Pove nam torej kaksˇen delezˇ detekcij
metode ja pravilnih. Zapiˇsemo jo kot
Pr =
TP
TP + FP
, (5.2)
kjer so TP pravilne detekcije (angl. true positive), FP pa napacˇne detekcije
(angl. false positive). Priklic je definiran kot delezˇ pravilnih detekcij, ki jih
detektor odkrije oziroma jih klasificira kot pravilne. Priklic zapiˇsemo kot
Pr =
TP
TP + FN
, (5.3)
kjer so FN (angl. false negative) zgresˇene detekcije, ki so bile napacˇno kla-
sificirane kot ozadje (angl. false negative).
Za obravnavo problema detekcije polipov kot klasifikacijski problem mo-
ramo definirati kako dolocˇimo pravilnost detekcije. Kvaliteto detekcije se
pogosto ocenjuje na podlagi prekrivanja pravokotne detekcije ter rocˇne ano-
tacije. Za mero prekrivanja se uporablja Jaccardov index oziroma mero pre-
seka nad unijo IOU (angl. intersection over union), ki je definirana kot
IOUAD =
D ∩ A
D ∪ A, (5.4)
kjer je D ∩ A povrsˇina preseka med detekcijo D in anotacijo A, D ∪B pa je
skupna povrsˇina, ki jo zasedata D in A.
60 POGLAVJE 5. EKSPERIMENTALNA ANALIZA
Po izvajanju detektorja objektov nad sliko nam ta vrne mnozˇico detek-
cij, pogosto v obliki pravokotnih anotacij. Uspesˇnost detektorja dolocˇimo
tako, da pridobljene detekcije primerjamo z rocˇnimi anotacijami. Detekcije
moramo z rocˇnimi anotacijami povezati glede na mero pravilnosti detek-
cije. Pogosto je uporabljena pohlepna metoda za povezovanje, kjer v poljub-
nem vrstnem redu povezujemo detekcije z anotacijami, cˇe ustrezajo kriteriju
pravilnosti. V primeru uporabe mere pravilnosti IOU, vsako detekcijo D
povezˇemo rocˇno anotacijo A, pri kateri je IOUAD > T , kjer je T mejna vre-
dnost za uposˇtevanje detekcije kot pravilne. Po povezavi A in D, D oznacˇimo
kot pravilno detekcijo, A pa oznacˇimo kot povezano in je ne povezujemo z
ostalimi detekcijami [27].
5.2.1 Metoda ocenjavanja detekcije polipov
Metode evalvacije izzivov ImageNet [27] in COCO [8] so uporabne za eval-
vacijo metod za splosˇno detekcijo objektov, vendar pa je glavni cilj nasˇe
metodo predvsem detekcija polipov z namenom ugotavljanja sˇtevila polipov
na slikah. Mera IOU ni najbolj ucˇinkovito merilo za kvaliteto anotacije, cˇe je
glavni cilj sˇtetje polipov, saj ni tako pomembno ali detekcija dobro pokriva
polip temvecˇ samo ali je metoda posamezen polip zaznala. V delu [24] pri
evalvaciji njihovega detektorja polipov za mero pravilnosti detekcije upora-
bijo razdaljo med centroma anotacije in detekcije. Za povezovanje anotacij
in detekcij uporabljajo algoritem LAPJV [56], ki resˇuje problem povezovanja
vozliˇscˇ utezˇenega bipartitnega grafa tako, da minimizira utezˇi izbora povezav.
V primeru detekcije objektov sta disjunktni mnozˇici polno povezanega bipar-
titnega grafa mnozˇica anotacij in mnozˇica detekcij, utezˇi med mnozˇicama pa
so razdalje med centri anotacij in detekcij. Kot pri meri IOU, tudi pri razda-
lji med centri dolocˇimo mejno vrednost τd pri kateri se detekcija sˇe sˇteje kot
pravilna. Ta meja je v [2] definirana kot mediana diagonal anotacij testne
mnozˇice. Cˇe za izracˇun mediane diagonal uporabimo anotacije mnozˇice PCD
je mejna vrednost τd ≈ 100 pikslov [2]. Algoritem vrednotenja uspesˇnosti de-
tektorja torej ne uposˇteva mere IOU med detekcijami in anotacijami temvecˇ
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se osredotocˇa na povezovanje tistih, ki so si med sabo blizu. Da bi poudarili
tocˇnost lokalizacije nasˇe metode smo mejo τd pri postopku evalvacije nastavili
na bistveno nizˇjo vrednost τd = 30 pikslov. To vrednost τd smo uporabili pri
vseh eksperimentih razen pri primerjavi metode SegCo z detektorjem PoCo
[2], kjer smo se drzˇali evalvacijske metode opisane v [2].
Za evalvacijo nasˇe detekcijske metode uporabljamo kriterij razdalje saj
je glavni cilj metode sˇtetje polipov in ne njihova natancˇna segmentacija in
dolocˇanje dimenzij. Vseeno pa je kriterij IOU pomemben v primeru razsˇiritve
aplikacije za pridobivanje podatkov o obliki objektov na slikah. V tem pri-
meru bi nas poleg sˇtevila utegnile zanimati sˇe sˇirina in viˇsina detektiranih
objektov, za kar pa so potrebne detekcije, ki objekte dobro pokrivajo kar pa
se odrazˇa v dobri meri IOU glede na anotacije.
5.3 Analiza rezultatov predlagane metode
5.3.1 Vpliv parametrov mrezˇe
Segmentacijska mrezˇa predlagane metode SegCo je sestavljena po arhitekturi
U-Net [15], vendar pa je njena kompleksnost odvisna od sˇtevila uporabljenih
U-Net blokov in sˇtevila filtrov v konvolucijskih nivojih mrezˇe. Sˇtevilo filtrov
smo definirali kot sˇtevilo filtrov v konvolucijskih nivojih v prvem bloku mrezˇe,
v vsakem sledecˇem bloku pa se sˇtevilo filtrov v nivojih podvoji, kot je znacˇilno
za arhitekturo U-Net. Segmentacijsko mrezˇo smo naucˇili vecˇkrat z razlicˇnimi
kombinacijami parametrov in rezultate ovrednotili na testni mnozˇici. Pri ek-
sperimentih smo uporabili sˇtevila filtrov n ∈ {8, 16, 32, 64} in sˇtevilo blokov
k ∈ {2, 3, 4}. Manjˇse sˇtevilo blokov vpliva na kvaliteto predstavitve sˇirsˇega
konteskta z zmanjˇsevanjem vidnega polja znacˇilk v predstavitvi, vendar pa
so objekti, ki jih detektiramo manjˇsi zato je tudi uporabnost znacˇilk, ki jih
pridobimo z visokim sˇtevilom blokov, potencialno manjˇsa. Pogosto se izkazˇe,
da so znacˇilke pridobljene na nizˇjih nivojih pomembne za detekcijo manjˇsih
objektov [49]. Podobno lahko vecˇje sˇtevilo filtrov modelira kompleksnejˇse
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funkcije, hkrati pa prispeva k racˇunski zahtevnosti inference.
Ucˇenje mrezˇe je probabilisticˇen postopek, saj je uspesˇnost ucˇenja odvi-
sna postopkov kot so inicializacija utezˇi, regularizacija z izpustom in gene-
riranje ucˇnih primerov z obogatenjem ucˇne mnozˇice. Zaradi komponente
nakljucˇnosti pri ucˇenju lahko metoda dosega razlicˇne rezultate, cˇe ucˇenje
zazˇenemo vecˇkrat na isti mnozˇici, vendar pa je postopek ucˇenja dovolj robu-
sten, da je pri dobro izbranih parametrih razlika majhna.
Segmentacijsko mrezˇo smo vecˇkrat naucˇili na isti podatkovni mnozˇici,
vendar pa smo spreminjali globino ter zacˇetno sˇtevilo filtrov pri konstruira-
nju mrezˇe. Za boljˇso primerjavo vpliva sˇtevila blokov in filtrov smo ucˇenje
izvajali brez obogatenja ucˇne mnozˇice. Tabela 5.2 prikazuje rezultate na
testni mnozˇici v obliki mere F-1, AR in AP. Vidimo, da uspesˇnost glede na
mero F-1 praviloma narasˇcˇa skupaj s sˇtevilom blokov in sˇtevilom filtrov, ven-
dar pa v nekaterih primerih to ne drzˇi:
• Pri sˇtevilu blokov k = 2 mrezˇa slabsˇe segmentira slike testne mnozˇice,
saj se verjetno tezˇje naucˇi kontekstualno pomembnejˇsih znacˇilk, ki opi-
sujejo prostorsko vecˇje znacˇilnosti slike. Manjˇse sˇtevilo blokov lahko do
neke mere nadomestimo z vecˇjim sˇtevilom filtrov, saj je ocˇitno kombina-
cija vecˇje kolicˇine znacˇilk z manjˇsim vidnim poljem dovolj informativna
za predstavitev polipov.
• Mrezˇa s sˇtevilom blokov k = 3 se po uspesˇnosti na testni mnozˇici po
meri F-1 ne razlikuje bistveno glede na sˇtevilo filtrov, vendar pa je
lahko to rezultat nakljucˇnosti ucˇenja.
• Mrezˇa s k = 4 zˇe pri nizkem sˇtevilu filtrov n = 8 dosega boljˇse rezultate
od mrezˇe s k = 2, vendar pa se z rastocˇim sˇtevilom filtrov rezultate
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glede na mero F-1 ne izboljˇsa bistveno, dosega pa nezanemarljivo boljˇse
rezultate po meri AR. Razlog za to bi lahko bile manjkajocˇe anotacije
v testni mnozˇici, saj bi se ob detekciji neoznacˇenih polipov na nekate-
rih slikah natancˇost zmanjˇsala zaradi cˇesar bi kljub viˇsjemu priklicu,
povprecˇna mera F-1 ostala enaka. V Poglavju 5.4 so napake testne
mnozˇice bolj podrobno opisane.
Sˇtevilo filtrov (n)
Sˇ
te
v
il
o
b
lo
ko
v
(k
)
k 8 16 32 64
2
AR 0,84± 0,06 0,82± 0,13 0,83± 0,12 0,91± 0,05
AP 0,77± 0,06 0,81± 0,05 0,83± 0,04 0,82± 0,04
F1 0,80± 0,07 0,81± 0,07 0,83± 0,07 0,86± 0,04
3
AR 0,89± 0,04 0,92± 0,06 0,90± 0,06 0,90± 0,06
AP 0,86± 0,02 0,86± 0,02 0,89± 0,02 0,88± 0,02
F1 0,87± 0,01 0,89± 0,02 0,89± 0,03 0,89± 0,03
4
AR 0,88± 0,06 0,91± 0,05 0,90± 0,06 0,93± 0,03
AP 0,87± 0,02 0,85± 0,02 0,85± 0,02 0,87± 0,02
F1 0,88± 0,02 0,89± 0,02 0,88± 0,04 0,89± 0,02
Tabela 5.2: Povprecˇni priklic, natancˇnost in mera F-1 na testni mnozˇici pri
metodi SegCo s segmentacijsko mrezˇo, ki je sestavljena iz k blokov U-Net z
osnovnim sˇtevilom filtrov n.
Tabela 5.3 prikazuje cˇas potreben za segmentacijo slike testne mnozˇice v
odvisnosti od blokov in filtrov. Resolucija posamezne testne slike je (4288×
2844). Za minimiziranje mozˇne napake zaradi stanja sistema smo detekcijo in
merjenje cˇasa ponovili 10-krat za vsako verzijo naucˇene segmentacijske mrezˇe.
Cˇas, ki ga metoda porabi je seveda odvisen od sˇtevila operacij potrebnih za
inferenco na vsaki sliki, ki pa narasˇcˇa s sˇtevilom blokov in sˇtevilom filtrov.
Vrednosti sˇtevila parametrov v Tabeli 5.4 in porabljenega cˇasa v Tabeli 5.3
so sicer povezane, vendar pa vseeno mrezˇe s podobnim sˇtevilom parametrov
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Sˇtevilo filtrov (n)
Sˇ
te
v
il
o
b
lo
ko
v
(k
)
8 16 32 64
2 3,43± 0,32s 4,12± 0,47s 5,86± 0,51s 10,05± 0,89s
3 3,47± 0,36s 4,41± 0,49s 6,30± 0,60s 12,30± 1,04s
4 3,54± 0,43s 4,38± 0,53s 6,66± 0,63s 14,60± 1,23s
Tabela 5.3: Cˇas, ki ga metoda, ki uporablja segmentacijsko mrezˇo s k bloki
in n fitri porabi za detekcijo na sliki testne mnozˇice.
porabijo vecˇ cˇasa, cˇe uporabljajo manjˇse sˇtevilo blokov. Kot primer vzemimo
mrezˇo s 4 bloki in 16 filtri, ki vsebuje 1,94× 106 parametrov in mrezˇo s 3
bloki in 32 filtri, ki vsebuje 1,95× 106 filtrov. Kljub relativno majhni razliki
v sˇtevilu parametrov ∆p ≈ 104 porabi mrezˇa s 3 bloki vecˇ cˇasa ∆t ≈ 2s. Ra-
zlog za to je vecˇje sˇtevilo zdruzˇevalnih operacij v mrezˇi, ki vsebuje vecˇ blokov.
To bistveno zmanjˇsa prostorske dimenzije predstavitve slike, kar omogocˇa hi-
trejˇso izvrsˇbo konvolucije.
Porabljen cˇas prikazan v Tabeli 5.3 je torej sestavljen iz inference segmen-
tacijske mrezˇe in interpretacije segmentacijske maske za posamezno sliko di-
menzije 4288×2488. Zaradi svoje velikosti so slike razdeljene na manjˇse dele,
ki pa se morajo med seboj sˇe prekrivati, saj je na robovih neprekrivajocˇih se
delov nemogocˇe generirati zanesljive segmentacijske maske zaradi manjkajocˇe
informacije o objektih na robovih, ki jih z razdelitvijo slike na manjˇse dele
locˇimo. Deli slike, ki se med seboj prekrivajo v veliki meri resˇijo to tezˇavo,
vendar pa moramo dele slike tako obdelovati vecˇkrat kar posledicˇno zviˇsuje
racˇunsko kompleksnost metode.
5.3.2 Interpretacija segmentacijske maske
Generirane detekcije so odvisne od mejne vrednosti Θth, ki jo uporabimo
za binarizacijo generirane segmentacijske maske. Zmanjˇsevanje Θth pogosto
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Sˇtevilo filtrov (n)
Sˇ
te
v
il
o
b
lo
ko
v
(k
)
8 16 32 64
2 0,029× 106 0,117× 106 0,466× 106 1,88× 106
3 0,121× 106 0,486× 106 1,95× 106 7,69× 106
4 0,485× 106 1,94× 106 7,76× 106 31,03× 106
Tabela 5.4: Sˇtevilo parametrov mrezˇe.
poviˇsa priklic metode, a zmanjˇsa njeno natancˇnost. Analizirali smo robu-
stnost metode na parameter binarizacije Θth in ugotovili, da je metoda ro-
bustna na sˇiroko obmocˇje vrednosti Θth. Vpliv parametra Θth smo preverjali
na obmocˇju intervala Θth ∈ (0,04; 0,96).
Na Sliki 5.5 je prikazana odvisnost mere F-1 od uporabljene mejne vre-
dnosti za razlicˇne globine mrezˇ, Slika 5.6 pa prikazuje vrednosti AR in AP
pri razlicˇnih mejnih vrednostih. Mejna vrednosti pri kateri je mera F-1 ma-
ksimalna se med mrezˇami sicer razlikuje, vendar pa so deviacije vrednosti s
spreminjajocˇo se mejno vrednostjo dokaj majhne. Mrezˇa s 4 bloki in 64 filtri
ima maksimalno povprecˇno vrednost F-1= 0,89 pri Θth = 0,76 z AP = 0,89
in AR = 0,90, vendar pa ima pri Θth = 0,44 povprecˇno vrednost F-1= 0,89
z AP = 0,86 in AR = 0,93. Povprecˇna mera F-1 se s spremembo mejne
vrednosti prakticˇno ne spremeni v kolikor je ta v primernem intervalu, ki pa
je za vsako metodo drugacˇen. Na Sliki 5.5 lahko vidimo, da so na intervalu
Θth ∈ (0,40; 0,60) mere F-1 blizu maksimumov za vse mrezˇe.
Na Sliki 5.6 lahko vidimo, da se po pricˇakovanjih z narasˇcˇajocˇo mejo
zmanjˇsuje AR in viˇsa AP , vendar pa hitrost padanja AR in AP ni enaka.
Vrednost AR z narasˇcˇajocˇo mejo hitro pada, vrednost AP pa se spreminja
bistveno pocˇasneje. Pri uporabi nizke vrednosti Θth = 0,04 je AP pri vseh
mrezˇah sˇe vedno nad 0,75, vrednost AR pa lahko pade pod 0,65 pri visoko
postavljenih mejah. Zaradi pocˇasnejˇsega padanja AR pri nizkih vrednostih
lahko za izvajanje metode izberemo nizˇjo mejno vrednost. Primerna vrednost
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Θth bi tako lahko bila katerakoli vrednost iz intervala Θth ∈ (0,40; 0,60). V
nasˇih nadaljnih eksperimentih smo uporabili pragovno vrednost Θth = 0,44.
Slika 5.5: Vrednost F-1 pri razlicˇnih pragovnih vrednostih Θth za binari-
zacijo segmentacijske maske za mrezˇe s 4 bloki in razlicˇnih sˇtevilom filtrov.
Oznaka v legendi (k = 4, n = j) oznacˇuje uporabo mrezˇe s sˇtirimi bloki in j
filtri.
5.3.3 Obogatenje podatkov
Zaradi relativno majhne ucˇne mnozˇice smo preizkusili uporabo obogatenja
ucˇnih slik, kar lahko pomaga pri ucˇinkovitosti segmentacijske mrezˇe pri po-
splosˇevanju [26]. Deluje tudi kot regularizacija saj se dovolj globoke mrezˇe
lahko dobro prilagodijo ucˇni mnozˇici, kar se lahko do neke mere zgodi tudi na
nasˇi ucˇni mnozˇici, kljub uporabi izpusta kot metodo regularizacije. Slike smo
obogatili z uporabo splosˇnih postopkov obogatenja kot so nakljucˇne horizon-
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Slika 5.6: Vrednost AR in AP pri razlicˇnih mejah prepricˇanja za binari-
zacijo segmentacijske maske za mrezˇe s 4 bloki in razlicˇnim sˇtevilom filtrov.
Uporabili smo mejne vrednosti Θth iz intervala (0.04, 0.96).
talne in vertikalne preslikave in povecˇava in zmanjˇsevanje slik. Preizkusili
smo sˇe obogatenje z glajenjem zaradi relativno pogostega pojava slabe izo-
strenosti polipov a hkrati slabsˇega priklica na polipih v teh regijah.
Za spreminjanje ucˇne mnozˇice smo uporabili razlicˇne metode obogatenja
podatkov:
1. Splosˇno obogatenje: Spreminjanje s horizontalno in vertikalno pre-
slikavo in s povecˇavo in zmanjˇsevanjem slike. Vsako sliko ucˇne mnozˇice
smo spremenili tako, da smo jo s 50% verjetnostjo preslikali vertikalno
ali horizontalno. Po preslikavi smo sliko sˇe povecˇali ali zmanjˇsali za
20% njene velikosti. Spremembo velikosti smo izvedli tako, da smo pri
povecˇavi vzeli del slike in ga povecˇali na originalno velikost, pri po-
manjˇsanju pa smo sliko pomanjˇsali in jo podlozˇili s piksli konstantne
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vrednosti do originalne velikosti. Zaradi modificirane kriterijske funk-
cije smo lahko podlozˇene piksle nastavili na vrednost 0,5 in jih tako
izlocˇili iz ucˇenja. S transformacijami smo zˇeleli izboljˇsati robustnost
na rotacije in spremembe v velikosti polipov.
2. Glajenje: Vhodne slike ucˇne mnozˇice smo z 10% verjetnostjo zgladili
z Gaussovim jedrom nakljucˇne velikosti. Velikost jedra je bila enako-
merno vzorcˇena iz intervala (12; 70) oziroma (0,2µdiag; 1,2µdiag), kjer
je µdiag povprecˇna dolzˇina diagonale anotacij ucˇne mnozˇice. Cilj spre-
membe je bil izboljˇsava robustnosti na spremembe v izostrenosti slike.
Pri obogatenju z glajenjem smo uporabili tudi postopke splosˇnega obo-
gatenja.
V Tabeli 5.5 lahko vidimo rezultate pri uporabi splosˇnega obogatenja S ,
obogatenja z glajenjem G in brez uporabe postopkov obogatenja B. Vidimo
lahko, da uporaba splosˇnega obogatenja pomaga pri posplosˇevanju mrezˇe,
kar rahlo zviˇsa povprecˇni priklic na testni mnozˇici, saj se mrezˇa naucˇi bolj
robustnih znacˇilk. Natancˇnost se rahlo znizˇa kar bi lahko pomenilo, da se
naucˇene znacˇilke pogosteje izrazˇajo na ozadju, ali pa je manjˇsa natancˇnost
rezultat detekcije novih manjkajocˇih anotacij.
Tudi z uporabo glajenja za simuliranje slabe izostritve smo dosegli iz-
boljˇsavo v priklicu sˇe posebej na sliki #6, kjer je izostrenost slabsˇa kot pri
ostalih slikah. Kot pri splosˇnem obogatenju, je tudi pri glajenju povprecˇna
natancˇnost rahlo padla. Tudi tu je tezˇko dolocˇiti ali je bil padec povzrocˇen
zaradi vecˇjega sˇtevila napacˇnih detekcij ali zaradi detekcij pravilnih polipov,
ki zaradi manjkajocˇih anotacij niso bili oznacˇeni.
5.3.4 Vpliv kolicˇine podatkov
Mozˇnost doseganja dobrih rezultatov na manjˇsi kolicˇini slik je pomembna
zaradi visoke zahtevnosti rocˇne anotacije. Na Sliki 5.7 so prikazane mere F -
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S G B
Slika rec. prec. rec. prec. rec. prec.
# 1 0,93 0,85 0,95 0,83 0,92 0,86
# 2 0,95 0,88 0,95 0,86 0,92 0,89
# 3 0,93 0,86 0,94 0,84 0,91 0,87
# 4 0,92 0,89 0,93 0,88 0,87 0,91
# 5 0,94 0,87 0,92 0,87 0,93 0,87
# 6 0,86 0,87 0,91 0,86 0,75 0,92
# 7 0,91 0,88 0,91 0,89 0,85 0,88
µ 92± 3% 87± 1% 93±2% 86± 2% 88± 6% 88±2%
Tabela 5.5: Vrednosti natancˇnost in priklic predlagane metode na slikah
testne mnozˇice z uporabo obogatenja ucˇnih podatkov. S S je oznacˇeno obo-
gatenje z preslikavami in spremembo velikosti, z G je oznacˇeno obogatenje z
glajenjem, z B pa so oznacˇeni rezultati brez obogatenja.
1, AR in AP za predlagano metodo SegCo, ki je bila naucˇena na razlicˇnem
sˇtevilu anotiranih slik iz ucˇne mnozˇice. Vecˇje sˇtevilo lahko povecˇa robustnost
detektorja na vizualne spremembe polipov, vendar pa lahko dosezˇemo dobre
rezultate zˇe z manjˇso kolicˇino slik, saj vsaka slika vsebuje vsaj nekaj 100 ano-
tacij, ki lahko dobro predstavljajo spremenljivost izgleda polipov. Bolj kot
sˇtevilo slik je pomembna dobra porazdelitev vizualnih lastnosti, zato mora
ucˇna mnozˇica vsebovati polipe, ki se razlikujejo po lastnostih kot so velikost,
prosojnost, ozadje, barva, orientacija ali prekrivanje. Za ugotavljanje vpliva
izbora slik na rezultate smo metodo vecˇkrat naucˇili z uporabo nakljucˇno
izbrane ucˇne mnozˇice sestavljene iz 4 slik. Rezultate vidimo na Sliki 5.8.
Opazimo, da so povprecˇne vrednosti µF−1 = 0,86, µAR = 0,85 in µAP = 0,86
relativno visoke, posamezne vrednosti pa se od povprecˇja lahko nezanemar-
ljivo odmikajo. Vrednost AR se tako nahaja na intervalu od AR = 0,82 do
AR = 0,91. Z manjˇso kolicˇino slik lahko dosegamo dobre rezultate, vendar
pa je uspesˇnost odvisna od izbora slik.
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Slika 5.7: Vrednost F-1, AR in AP na testni mnozˇici pri razlicˇnih velikostih
ucˇne mnozˇice.
5.3.5 Napake pri detekciji s predlagano metodo
Napake se pri metodi SegCo najpogosteje pojavijo pri primerih polipov z
atipicˇnim izgledom, ki so v ucˇni mnozˇici slabsˇe predstavljeni. Primer takega
polipa in odziv mrezˇe na njega lahko vidimo na Sliki 5.9. Vidimo lahko,
da segmentacijska mrezˇa slabo dolocˇi meje polipa in namesto ene detekcije
metoda za interpretacijo maske dolocˇi dve, ki se nahajata na delih polipa,
ki so bolj podobni tipicˇnim polipom. Uspesˇno detekcijo in verjetno tudi
ucˇenje predstavitve takih polipov onemogocˇa tudi podolgovata oblika polipa
in anotacije zaradi katere je v takih primerih generirana ucˇna maska sˇe pose-
bej nenatancˇna. Na Sliki 5.9c je anotacija polipa oznacˇena z modrim krogom.
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Slika 5.8: Vrednost F-1, AR in AP na testni mnozˇici metode naucˇene na
ucˇni mnozˇici sestavljeni iz 4 nakljucˇno izbranih slik. Izbor in ucˇenje smo
ponovili vecˇkrat.
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(a) (b) (c)
Slika 5.9: Primer slabe detekcije polipa atipicˇnega izgleda. (a) Podolgovat
polip s prosojnim sredinskim delom zaradi cˇesar pride do napacˇne segmenta-
cije. (b) Segmentacijska mrezˇa polip segmentira v dve regiji. (c) Detekcije
pridobljene z interpretacijo segmentacijske maske so locirane na obeh kon-
cih polipa, evalvacija pa jih zaradi razdalje do anotacije oznacˇi za napacˇne,
anotacijo pa oznacˇi kot zgresˇeno.
Na Sliki 5.10 vidimo zgresˇene detekcije na svetlejˇsem delu ozadja. Na
ozadju se lahko pojavljajo svetlejˇse strukture, ki iz ozadja rahlo izstopajo
in jih lahko metoda prepozna kot polipe. Take strukture so tezˇavne tudi za
anotatorje, saj je tezˇko zagotoviti, da taka struktura ni polip, sˇe posebej cˇe
je slika na tem obmocˇju zamegljena, ali pa cˇe so te strukture majhne.
5.4 Napake v testni mnozˇici
Evalvacijske eksperimente smo izvajali na podatkovni mnozˇici PCD, ki je
bila definirana v delu [2], kar nam omogocˇa dobro primerjavo metode Se-
gCo z detektorjem PoCo [2], poleg tega pa testna mnozˇica dobro predstavlja
mozˇne variacije v izgledu polipov. Zbirka vsebuje 3894 rocˇnih anotacij poli-
pov, ki se nahajajo na 7 slikah. Slike so bile rocˇno anotirane s strani vecˇih
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(a) (b) (c)
Slika 5.10: Primer napacˇnih detekcij na delu ozadja. (a) Z rdecˇimi krogi so
prikazane napacˇne detekcije metode SegCo na ozadju. (b) Segmentacijska
maska iz katere metoda pridobi napacˇne detekcije. (c) Del ozadja, ki vsebuje
strukture, ki jih metoda prepozna kot polipe.
anotatorjev z namenom minimiziranja anotacijskih napak, vendar so napake
kljub trudu anotatorjev sˇe vedno prisotne. Napake se pojavljajo predvsem
v obliki zgresˇenih anotacij in nam otezˇujejo evalvacijo in primerjavo metod,
saj je zaradi njih tezˇko oceniti pravilne natancˇnosti detekcijskih metod, ki pa
polipe, ki niso bili anotirani, vseeno detektirajo, njihove detekcije pa zaradi
manjkajocˇe anotacije oznacˇimo kot napacˇne.
Pridobljene detekcije smo ovrednotili tako, da smo rocˇno preverili vse de-
tekcije, ki smo jih z evalvacijsko metodo oznacˇili za napacˇne. Kot pozitivne
smo na novo oznacˇili le detekcije, za katere smo bili brez dvoma prepricˇani,
da vsebujejo polip, veliko pa je tudi dvoumnih detekcij, ki morda vsebujejo
polip, vendar pa je to tezˇko z gotovostjo trditi. V Tabeli 5.6 je oznacˇeno
sˇtevilo detekcij na posamezni sliki, ter sˇtevila pozitivnih in negativnih detek-
cij. V stolpcu nt so oznacˇena sˇtevila pravilnih detekcij, ki v testni mnozˇici
niso oznacˇene. Od detekcij, ki so bile oznacˇene kot nepravilne je na posame-
zni sliki v povprecˇju kar 72%± 19% takih, ki vsebujejo polipe. To kazˇe na
tezˇavnost rocˇne anotacije saj testna mnozˇica kljub vecˇim anotatorjem vse-
buje nezanemarljivo sˇtevilo napak. Zgresˇenim polipom so skupne nezˇeljene
vizualne lastnosti kot so majhnost, prekrivanje, slaba osvetlitev, zamegljena
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slika ali prosojnost. Glede na vecˇ kot 90% povprecˇni priklic, obstaja ver-
jetnost, da je zgresˇenih polipov sˇe nekoliko vecˇ, vendar jih nasˇa metoda ni
odkrila.
Dodatni primeri polipov z manjkajocˇimi anotacijami so prikazani na Sliki
5.12. Brez dovolj natancˇne metode, ki bi zgresˇene anotacije uspela detektirati
in jih izpostaviti je take napake zelo tezˇko opaziti.
Slika ngt ndet nTP nFN nFP nT
nT
nFP
# 1 455 487 416 39 71 36 0,51
# 2 655 692 612 43 80 69 0,86
# 3 543 580 498 45 82 55 0,67
# 4 770 787 706 64 81 79 0,98
# 5 723 729 653 70 76 71 0,93
# 6 350 365 315 35 50 31 0,62
# 7 398 384 354 44 30 14 0,46
Tabela 5.6: Detekcije pridobljene s predlagano metodo. ngt je sˇtevilo ano-
tacij, ndet je sˇtevilo detekcij, nTP je sˇtevilo detekcij, ki so bile oznacˇene kot
pravilne, nFN je sˇtevilo anotacij, ki jih je metoda zgresˇila, nFP je sˇtevilo
detekcij, ki so bile oznacˇene kot nepravilne, nT pa je sˇtevilo detekcij, ki so
bile oznacˇene kot nepravilne, vendar so bile po rocˇnem pregledu oznacˇene
kot pravilne.
5.4.1 Manjkajocˇe anotacije
Na Sliki 5.11 lahko vidimo primere polipov, ki niso bili vkljucˇeni v testno
mnozˇico saj so jih anotatorji spregledali zaradi njihovih negativnih vizualnih
lastnosti. Sliki 5.11b vsebuje zelo majhen polip, Slika 5.11d vsebuje dva
prekrivajocˇa se polipa, ki ju je anotator oznacˇil kot en polip, na Sliki 5.11f
pa se nahaja slabo osvetljen, prosojen polip, ki je posledicˇno podobne barve
kot ozadje.
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(c) (d)
(e) (f)
Slika 5.11: Primeri zgresˇenih rocˇnih anotacij na testni mnozˇici. (a,b)
Zgresˇena anotacija zelo majhnega polipa, ki ga predlagana metoda detek-
tira. (c,d) Na Sliki c je z zelenim krogom prikazana anotacija, ki pokriva 2
polipa, saj je anotator spregledal delno prekrit polip v ozadju. Kroga rdecˇe
in rumene barve pa oznacˇujeta detekciji metode. Na Sliki d sta z rdecˇo in
modro barvo oznacˇeni obrobi obeh polipov za boljˇso vidljivost. (e,f) Sliki
prikazujeta detekcijo slabo osvetljenega prosojnega polipa, ki ga je anotator
zgresˇil.
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Slika 5.12: Primeri pravilnih detekcij, ki jih zaradi manjkajocˇih anotacij
oznacˇimo kot napacˇne.
5.4.2 Napacˇne anotacije
Anotatorji dosegajo zelo visoko natancˇnost, zato na slikah ni skoraj nobene
anotacije za katero bi z gotovostjo lahko trdili, da ne vsebuje polipa. Neka-
terim anotacijah na obmocˇjih z nizkim kontrastom med polipi in ozadjem,
slabo osvetljenostjo ali slabo zbistrenostjo kamere je zelo tezˇko dolocˇiti pra-
vilnost. Primer take regije je na Sliki 5.13, ki prikazuje svetlo obmocˇje, ki
je sicer enake barve in oblike kot veliko polipov, vendar je tezˇko razlocˇiti
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lovke ali natancˇne robove, ki regijo locˇujejo od ozadja. Anotatorji in nasˇa
metoda so regijo oznacˇili kot polip, a se ta ne razlikuje bistveno od primerov
prikazanih na Sliki 5.10 kar predstavlja dvoumnost nekaterih regij.
Slika 5.13: Primer regije, ki je bila anotirana kot polip, a so tipicˇne
znacˇilnosti polipa slabo vidne.
5.4.3 Interesna regija
Na testni mnozˇici so interesne regije pogosto postavljene tako, da se neka-
teri anotirani polipi nahajajo na njihovem robu. Primer postavitve regije je
prikazan na Sliki 5.14, kjer so cˇrte interesnega poligona prikazane z zelenimi
cˇrtami, ki imajo na ogljiˇscˇih modre kroge. Zaradi tako postavljene interesne
regije se pojavljajo primeri kjer se anotacija in detekcija nahajata na razlicˇnih
straneh meje zaradi cˇesar eno od njiju izlocˇimo iz postopka evalvacije. Taki
primeri so v evalvacijskem postopku oznacˇeni kot napacˇne detekcije ali pa
zgresˇene anotacije, odvisno od tega ali je iz procesa izlocˇena anotacija ali
detekcija. V nekaterih primerih je lahko interesna regija postavljena tako, da
vsebuje neanotirane polipe kar ponovno pripelje do oznake napacˇnih detek-
cij v evalvacijskem postopku. Na Sliki 5.15 lahko vidimo primere napacˇnih
oznak zaradi slabo postavljene interesne regije. Na Sliki 5.15a vidimo vecˇ
pravilnih detekcij, ki so bile oznacˇene kot napacˇne zaradi manjkajocˇih ano-
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Slika 5.14: Anotacije testne mnozˇice, ki se nahajajo izven oziroma na robu
interesne regije.
tacij ali pa slabsˇe postavljene interesne regije. Obraten primer pa vidimo na
Slikah 5.15b in 5.15c, kjer vidimo, da je metoda pravilno segmentirala polipe,
ki pripadajo anotacijam, vendar se detekcije nahajajo izven interesne regije
in jih zato evalvacijski postopek izlocˇi.
5.5 Primerjava z detektorjem PoCo
V delu [2] je predstavljena metoda PoCo, ki resˇuje problem detekcije poli-
pov. PoCo dosega zelo visoko stopnjo natancˇnosti na testni mnozˇici PCD,
vendar pa na nekaterih slikah dosega relativno nizek priklic. Pri evalvaciji v
[2] uporabljajo mejno vrednost τd enako mediani diagonal anotacij. Za boljˇso
primerjavo z metodo PoCo v tem poglavju tudi pri evalvaciji metode SegCo
uporabimo τd enak mediani diagonal anotacij. Te rezultate nato primerjamo
sˇe z rezultati metode pri mejni vrednosti τd = 30, ki jo uporabimo v ostalih
eksperimentih.
V Tabelah 5.7 in 5.9 lahko vidimo rezultate obeh metod na podatkovni
zbirki PCD. Metodi dosezˇeta zelo razlicˇni natancˇnost in priklic. Vidimo
lahko, da ima SegCo v povprecˇju boljˇsi priklic AR = 0,99± 0,01, a slabsˇo
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Slika 5.15: Problem uporabe interesne regije za evalvacijo. (a) Z rdecˇimi
krogi oznacˇeni robni polipi so klasificirani kot napacˇne detekcije, cˇeprav vi-
dimo, da pravilno detektirajo polipe. V postopku evalvacije se detekcije izven
interesnega obmocˇja odstranijo, vendar pa se te detekcije sˇe vedno nahajajo
znotraj interesne regije, le da na tem obmocˇju polipi niso bili anotirani. (b,c)
Sliki vsebujeta primera generirane segmentacijske maske in zgresˇenih rocˇnih
anotacij oznacˇenih z z modrimi krogi. Na Sliki (b) vidimo, da ima segmenta-
cijska mrezˇa mocˇan odziv na lokacijah zgresˇenih anotacij, kar pomeni, da se
na lokacijah nahajajo detekcije, vendar pa se nahajajo izven interesne regije,
saj se njena meja nahaja ravno med srediˇscˇem zaznane regije in anotacije.
Taki primeri so sicer redki, a vseeno vplivajo na rezultat evalvacije.
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Slika ngt ndet Razmerje Rel. napaka prec. rec. F-1
#1 455 498 1,09 0,09 0,91 1,00 0,95
#2 655 726 1,11 0,11 0,90 1,00 0,94
#3 543 603 1,11 0,11 0,90 1,00 0,95
#4 770 835 1,08 0,08 0,92 1,00 0,96
#5 723 784 1,08 0,08 0,92 1,00 0,96
#6 350 383 1,09 0,09 0,89 0,98 0,93
#7 398 417 1,05 0,05 0,92 0,97 0,94
µ 1,09± 0,02 0,09± 0,02 0,91± 0,01 0,99± 0,01 0,95± 0,01
Tabela 5.7: Rezultati metode SegCo na testni mnozˇici PCD uporabljeni v
[2]. ngt je sˇtevilo rocˇnih anotacij na posamezni sliki, ndet pa sˇtevilo detektira-
nih polipov. Za pridobivanje rezultatov se je uporabila segmentacijska mrezˇa
s 4 bloki in 64 filtri na prvem nivoju. Vrednost τd je enaka mediani diagonal
anotacij.
Slika ngt ndet Razmerje Rel. napaka prec. rec. F-1
#1 455 493 1,08 0,08 0,92 1,00 0,96
#2 655 718 1,10 0,10 0,91 1,00 0,95
#3 543 588 1,08 0,08 0,92 1,00 0,96
#4 770 802 1,04 0,04 0,96 1,00 0,98
#5 723 738 1,02 0,02 0,97 0,99 0,98
#6 350 371 1,06 0,06 0,92 0,97 0,94
#7 398 391 0,98 0,02 0,96 0,94 0,95
µ 1,05± 0,04 0,06± 0,03 0,94± 0,02 0,98± 0,02 0,96± 0,01
Tabela 5.8: Rezultati metode SegCo na testni mnozˇici PCD uporabljeni v
[2]. ngt je sˇtevilo rocˇnih anotacij na posamezni sliki, ndet pa sˇtevilo detek-
tiranih polipov. Za pridobivanje rezultatov se je uporabilla segmentacijska
mrezˇa s 4 bloki in 16 filtri na prvem nivoju. Vrednost τd je enaka mediani
diagonal anotacij.
natancˇnost AP = 0,91± 0,01. Kot smo zˇe omenili, lahko del izgubljene na-
tancˇnosti pripiˇsemo anotacijskim napakam. Ocena priklica metode SegCo je
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natancˇnejˇsa saj se zaradi visoke natancˇnosti cˇlovesˇkih anotatorjev le redko
zgodi, da anotacija ne bi vsebovala polipa. Glavni vzrok napak pri oceni pri-
klica, so anotirani polipi blizu roba interesne regije. Metoda te polipe obcˇasno
lokalizira izven interesne regije zaradi cˇesar jih med evalvacijo zavrzˇemo, ano-
tacije pa obdrzˇimo. Preprostejˇsa mrezˇa metode SegCo s 16 filtri dosega pri-
merljive rezultate, ki so prikazani v Tabeli 5.8. Dosega marginalno slabsˇi
priklic AR = 0,98 ± 0,02 in rahlo boljˇso natancˇnost AP = 0,94 ± 0,02 kot
SegCo s 64 filtri.
Slika ngt ndet Razmerje Rel. napaka prec. rec. F-1
# 1 455 451 0,99 0,01 0,94 0,94 0,94
# 2 655 494 0,75 0,25 1,00 0,75 0,86
# 3 543 441 0,81 0,19 0,97 0,78 0,87
# 4 770 571 0,74 0,26 1,00 0,74 0,85
# 5 723 647 0,89 0,11 0,98 0,88 0,92
# 6 350 274 0,78 0,22 0,99 0,78 0,87
# 7 398 464 1,17 0,17 0,82 0,95 0,88
µ 0,87± 0,15 0,17± 0,08 0,96± 0,06 0,83± 0,08 0,88± 0,03
Tabela 5.9: Rezultati metode PoCo na testni mnozˇici. ngt je sˇtevilo rocˇnih
anotacij na posamezni sliki, ndet pa sˇtevilo detektiranih polipov. Vrednost τd
je enaka mediani diagonal anotacij. Rezultati pridobljeni iz [2].
5.5.1 Uporaba strozˇje evalvacijske pragovne vrednosti
Metoda SegCo dosega dobre rezultate tudi pri bistveno strozˇji mejni vredno-
sti τd = 30. Tabeli 5.10 in 5.11 prikazujeta rezultate pri vrednosti τd = 30.
Sprememba na strozˇjo mejno vrednost τd znizˇa natancˇnost in priklic metode,
saj morajo biti centri detekcij bistveno blizˇje pripadajocˇim anotacijam, da jih
evalvacijska metoda sprejme kot pravilne, kar pa povzrocˇi, da se vecˇ slabo
lokaliziranih detekcij oznacˇi kot napacˇne, posledicˇno pa se teh detekcij ne
povezˇe z anotacijami, ki jih tako oznacˇimo kot zgresˇene. Kljub strogi meji τd
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metoda SegCo dosega dobre rezultate. Vrednosti priklica in natancˇnosti ra-
hlo padeta na AR = 0,95 in AP = 0,87, zaradi nekaterih slabsˇe lokaliziranih
detekcij in povezav med napacˇnimi detekcijami in blizu lezˇecˇimi anotacijami,
vendar so to sˇe vedno dobri rezultati, ki kazˇejo na to, da metoda SegCo dobro
lokalizira detektirane polipe.
Slika ngt ndet Razmerje Rel. napaka prec. rec. F-1
# 1 455 492 1,08 0,08 0,85 0,95 0,89
# 2 655 704 1,07 0,07 0,87 0,95 0,91
# 3 543 592 1,09 0,09 0,84 0,94 0,89
# 4 770 816 1,06 0,06 0,88 0,95 0,92
# 5 723 771 1,07 0,07 0,88 0,96 0,91
# 6 350 375 1,07 0,07 0,86 0,94 0,90
# 7 398 409 1,03 0,03 0,88 0,92 0,90
µ 1,07± 0,02 0,07± 0,02 0,87± 0,02 0,95± 0,02 0,90± 0,01
Tabela 5.10: Rezultati metode SegCo na testni mnozˇici PCD uporabljeni
v [2]. ngt je sˇtevilo rocˇnih anotacij na posamezni sliki, ndet pa sˇtevilo detek-
tiranih polipov. Za pridobivanje rezultatov se je uporabila segmentacijska
mrezˇa s 4 bloki in 64 filtri na prvem nivoju. Uporabili smo vrednost τd = 30
za natancˇnejˇso oceno lokalizacije polipov.
Z uporabo implementacije detektorja PoCo [57], ki je prilozˇena delu [2],
smo reproducirali rezultate dela [2]. V Tabeli 5.12 so prikazani reproduci-
rani rezultati na mnozˇici PCD. Vidimo lahko, da so rezultati primerljivi z
rezultati dela [2], ki so prikazani v Tabeli 5.9. V Tabeli 5.13 so prikazani
reproducirani rezultati z uporabo mejne vrednosti τd = 30 pri evalvaciji.
Priklic in natancˇnost se ob spremembi τd poslabsˇata. To prikazuje dobro
sposobnost lokalizacije metode SegCo v primerjavi z detektorjem PoCo.
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Slika ngt ndet Razmerje Rel. napaka prec. rec. F-1
# 1 455 487 1,07 0,07 0,85 0,95 0,90
# 2 655 699 1,07 0,07 0,88 0,95 0,91
# 3 543 580 1,07 0,07 0,86 0,94 0,90
# 4 770 787 1,02 0,02 0,90 0,93 0,92
# 5 723 729 1,01 0,01 0,90 0,93 0,91
# 6 350 365 1,04 0,04 0,86 0,91 0,89
# 7 398 384 0,96 0,04 0,92 0,91 0,91
µ 1,03± 0,04 0,05± 0,02 0,88± 0,02 0,93± 0,02 0,91± 0,01
Tabela 5.11: Rezultati metode SegCo na testni mnozˇici PCD uporabljeni
v [2]. ngt je sˇtevilo rocˇnih anotacij na posamezni sliki, ndet pa sˇtevilo detek-
tiranih polipov. Za pridobivanje rezultatov se je uporabilla segmentacijska
mrezˇa s 4 bloki in 16 filtri na prvem nivoju. Uporabili smo vrednost τd = 30
za natancˇnejˇso oceno lokalizacije polipov.
Slika ngt ndet Razmerje Rel. napaka prec. rec. F-1
# 1 455 458 1,01 0,01 0,92 0,93 0,93
# 2 655 545 0,83 0,17 0,98 0,82 0,89
# 3 543 435 0,80 0,20 0,96 0,77 0,86
# 4 770 573 0,74 0,26 1,00 0,74 0,85
# 5 723 646 0,89 0,11 0,98 0,87 0,92
# 6 350 278 0,79 0,21 0,99 0,78 0,87
# 7 398 482 1,21 0,21 0,79 0,95 0,86
µ 0,90± 0,15 0,16± 0,07 0,94± 0,07 0,84± 0,07 0,88± 0,03
Tabela 5.12: Reproducirani rezultati metode PoCo na testni mnozˇici PCD.
ngt je sˇtevilo rocˇnih anotacij na posamezni sliki, ndet pa sˇtevilo detektiranih
polipov. Vrednost τd je enaka mediani diagonal anotacij.
5.6 Primerjava z rezultati mrezˇe RetinaNet
Metodo SegCo smo primerjali z metodo RetinaNet [1], ker je trenutno ena iz-
med najmodernejˇsih metod ucˇljivih detektorjev. Za ucˇenje detekcijske mrezˇe
RetinaNet [1] smo uporabili isto ucˇno mnozˇico kot za ucˇenje metode SegCo.
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Slika ngt ndet Razmerje Rel. napaka prec. rec. F-1
# 1 455 458 1,01 0,01 0,72 0,73 0,72
# 2 655 545 0,83 0,17 0,73 0,61 0,67
# 3 543 435 0,80 0,20 0,78 0,62 0,69
# 4 770 573 0,74 0,26 0,87 0,65 0,74
# 5 723 646 0,89 0,11 0,80 0,71 0,76
# 6 350 278 0,79 0,21 0,84 0,67 0,74
# 7 398 482 1,21 0,21 0,61 0,73 0,67
µ 0,90± 0,15 0,16± 0,07 0,76± 0,08 0,67± 0,05 0,71± 0,03
Tabela 5.13: Reproducirani rezultati metode PoCo na testni mnozˇici PCD.
ngt je sˇtevilo rocˇnih anotacij na posamezni sliki, ndet pa sˇtevilo detektiranih
polipov. Uporabili smo vrednost τd = 30 za natancˇnejˇso oceno lokalizacije
polipov.
Za ekstrakcijo znacˇilk smo uporabili mrezˇo ResNet-50 [37], ki je bila predho-
dno naucˇena za razpoznavanje objektov na slikah mnozˇice ImageNet [27].
V Tabeli 5.14 so prikazani rezultati metode RetinaNet na testni mnozˇici,
ki jih lahko primerjamo z rezultati metode SegCo in detektorja PoCo [2] v
Tabelah 5.9 in 5.10. Vidimo lahko, da RetinaNet dosega odlicˇne rezultate
na testni mnozˇici. Priklic je enakovreden predlagani metodi, vendar pa Re-
tinaNet dosega viˇsjo stopnjo natancˇnosti AP = 0,90 ± 0,03, ki pa je zaradi
manjkajocˇih anotacij v testni mnozˇici, potencialno manj zanesljiva. Metoda
RetinaNet dosega dobre rezultate tudi na slabo izostrenih delih slike. Kot
primer lahko vzamemo rezultate na sliki #6, kjer je slaba izostrenost zelo
pogosta, RetinaNet pa vseeno dosega visoko stopnjo priklica rec. = 0,89 v
primerjavi z detektorjem PoCo [2]. Za pridobljene rezultate smo v metodi
RetinaNet nastavili mejno vrednost prepricˇanja na 0,4, saj je metoda pri
tej vrednosti dosegla najboljˇse rezultate, seveda pa bi brez evalvacije vpliva
mejne vrednosti na uspesˇnost metode tezˇko zatrdili, da bi detektor s tako
postavljeno mejo dobro deloval tudi na drugih mnozˇicah slik.
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Detektor RetinaNet za detekcijo na posamezni sliki testne mnozˇice PCD
potrebuje 12,9 ± 1,4s, kar je rahlo hitreje od predlagane metode SegCo s 4
bloki in 64 filtri, a bistveno pocˇasneje od metode s 16 filtri.
Slika ngt ndet Razmerje Rel. napaka prec. rec. F-1
# 1 455 476 1,05 0,05 0,86 0,92 0,89
# 2 655 692 1,06 0,06 0,89 0,95 0,92
# 3 543 580 1,07 0,07 0,87 0,95 0,91
# 4 770 706 0,92 0,08 0,96 0,89 0,92
# 5 723 734 1,02 0,02 0,91 0,93 0,92
# 6 350 335 0,96 0,04 0,92 0,89 0,91
# 7 398 375 0,94 0,06 0,92 0,87 0,89
µ 1,00± 0,05 0,05± 0,02 0,90± 0,03 0,91± 0,03 0,91± 0,01
Tabela 5.14: Rezultati metode RetinaNet na testni mnozˇici PCD. ngt
je sˇtevilo rocˇnih anotacij na posamezni sliki, ndet pa sˇtevilo detektiranih
polipov. Mejna vrednost prepricˇanja za oznacˇevanje pravilnih detekcij je
bila nastavljena na 0,4. Pri evalvaciji smo uporabili vrednost τd = 30.
5.6.1 Napake pri detekciji z metodo RetinaNet
Pri detekciji z metodo RetinaNet se pojavljajo podobne napake, kot pri pre-
dlagani metodi. Slika 5.16 prikazuje dva primera atipicˇnih polipov, ki jih
metoda RetinaNet slabo detektira. Slika 5.16b prikazuje zgresˇeno detekcijo
istega polipa, ki je na Sliki 5.9 podan kot primer slabe detekcije predla-
gane metode. V tem primeru metoda RetinaNet polip sicer pravilno zazna,
vendar pa detekcija nima visoke vrednosti prepricˇanja, zaradi cˇesar bi mo-
rali mejno vrednost prepricˇanja bistveno spustiti, cˇe bi zˇeleli detektirati tudi
ta polip. Z zmanjˇsevanjem mejne vrednosti prepricˇanja za pravilne detek-
cije pa velikokrat zˇrtvujemo natancˇnost za viˇsji priklic, saj zaradi tega kot
pravilne oznacˇimo tudi nepravilne detekcije, ki imajo seveda nizˇjo vrednost
prepricˇanja. Za uspesˇno detekcijo takih polipov, bi morali biti bistveno bolje
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Slika 5.16: Slabo detektirani polipi z metodo RetinaNet
predstavljeni v ucˇni mnozˇici, saj je polipov takega izgleda relativno malo.
Metoda RetinaNet ima tezˇave pri detekciji prekrivajocˇih ali dotikajocˇih
se polipov. Na Sliki 5.17 so prikazane detekcije na regiji, kjer se polipi mocˇno
prekrivajo. Z modrimi krogi so oznacˇeni zgresˇeni polipi, z zelenimi krogi so
oznacˇene rocˇne anotacije, ki so bile povezane z uspesˇnimi detekcijami, z ru-
menimi krogi pa uspesˇne detekcije. Opazimo, da so zgresˇeni polipi mocˇno
prekriti z deli sosednjih polipov. Razlog za slabsˇo detekcijo takih polipov
bi lahko bil postopek zatiranja slabsˇe ocenjenih prekrivajocˇih se detekcij, ki
je za tako vrsto detektorja nujen, saj predlaga veliko kolicˇino potencialnih
regij, ki jih moramo vecˇinoma odstraniti. Z odstranitvijo prekrivajocˇih se
regij seveda omejimo sposobnost detekcije prekrivajocˇih se objektov.
5.7 Popravek anotacij testne mnozˇice
Tezˇave z anotacijami v testni mnozˇici PCD opisane v Poglavju 5.4 nam
otezˇujejo natancˇno evalvacijo metod. Manjkajocˇe detekcije in slabsˇe posta-
vljene interesne regije povzrocˇajo napake pri oceni natancˇnosti. Z rocˇnim pre-
5.7. POPRAVEK ANOTACIJ TESTNE MNOZˇICE 87
(a) (b)
Slika 5.17: Zgresˇeni polipi pri detekciji z metodo RetinaNet na regiji z
visoko stopnjo prekrivanja polipov. Z zelenimi krogi so oznacˇene anotacije,
ki so bile uspesˇno povezane z detekcijami, ki so oznacˇene z rumenimi krogi.
Modri krogi oznacˇujejo zgresˇene anotacije, ki niso bile povezane z nobeno
detekcijo.
gledom detekcij, ki so bile v evalvacijskem postopku oznacˇene kot napacˇne
smo testno mnozˇico dopolnili in metodo sˇe enkrat ocenili na popravljeni
mnozˇici slik. Novo testno mnozˇico imenujemo PCDd. Da bi minimizirali
prileganje testne mnozˇice naucˇeni metodi smo za dopolnitev anotacij upora-
bili detekcije razlicˇnih metod. Uporabili smo metodo SegCo s segmentacijsko
mrezˇo s 4 nivoji in s 16 in 64 filtri in naucˇeno mrezˇo RetinaNet. Dodatek
manjkajocˇih anotacij lahko pripomore k boljˇsi oceni uspesˇnosti metod, ven-
dar je zelo verjetno, da popravljena testna mnozˇica ne vsebuje vseh potrebnih
anotacij za idealno oceno metod, saj uporabljeni detektorji ne zaznajo vseh
polipov, ki se na slikah nahajajo. Mnozˇico bi lahko dodatno popravljali sˇe
rocˇno, vendar zaradi ocˇitne relativno visoke napake cˇlovesˇkih anotatorjev, ne
moremo zanesljivo dodati vseh manjkajocˇih polipov.
Tabela 5.15 prikazuje sˇtevilo dodanih anotacij za vsako sliko. Najvecˇji
delezˇ polipov smo dodali na sliki #4, kjer je stopnja prekrivanja zelo visoka.
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Slika ngt ntot nadd
ntot
ngt
# 1 455 492 37 1,08
# 2 655 732 77 1,12
# 3 543 600 57 1,10
# 4 770 879 109 1,14
# 5 723 820 97 1,13
# 6 350 382 32 1,09
# 7 398 412 14 1,03
Tabela 5.15: Dodane anotacije v dopolnjeni testni mnozˇici. ngt je sˇtevilo
anotacij originalne testne mnozˇice, ntot je sˇtevilo anotacij v dopolnjeni
mnozˇici, nadd pa je sˇtevilo detekcij, ki so bile dodane v mnozˇico.
To kazˇe na tezˇavnost rocˇne anotacije prekrivajocˇih se polipov. Zaradi dvo-
umnih lastnosti detektiranih regij je v nekaterih primerih tezˇko dolocˇiti ali
detekcija vsebuje polip ali ne. Testno mnozˇico smo dopolnili le z detekcijami,
kjer lahko brez dvoma dolocˇimo vsebnost polipov, kar pa pomeni, da verjetno
nismo dodali anotacij vseh polipov, ki jih metode pravilno detektirajo. Naj-
manj anotacij pa smo dodali na sliki #7 predvsem zaradi slabe izostrenosti,
ki onemogocˇa natancˇno dolocˇevanje vsebnosti polipov v detekcijah.
5.7.1 Rezultati na dopolnjeni testni mnozˇici
Na dopolnjeni mnozˇici PCDd smo ocenili metode SegCo, PoCo in RetinaNet.
V Tabeli 5.16 vidimo rezultate metode SegCo na dopolnjeni testni mnozˇici
PCDd. Zaradi dodanih manjkajocˇih anotacij je natancˇnost bistveno viˇsja v
primerjavi z rezultati v Tabeli 5.10. Priklic se z dodanimi anotacijami ne
spremeni bistveno, saj metoda zgresˇi priblizˇno enak delezˇ dodanih anotacij.
V Tabeli 5.17 vidimo rezultate metode SegCo s 16 filtri. Manj kompleksna
metoda dosega rahlo nizˇji priklic saj ne zazna vseh dodanih anotacij, vendar
pa so rezultati vseeno primerljivi z metodo s 64 filtri po natancˇnosti in pov-
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precˇni meri F-1, saj je ta pri obeh metodah enaka F-1= 0,94± 0,01.
Tabela 5.18 prikazuje reproducirane rezultate metode PoCo na mnozˇici
PCDd z uporabo evalvacijske meje τd = 30. V primerjavi z rezultati na
mnozˇici PCD, ki jih prikazuje Tabela 5.13, je natancˇnost rahlo viˇsja, saj del
dodanih anotacij metoda PoCo pravilno zazna, vendar pa so bile te detekcije
pri evalvaciji na mnozˇici PCD oznacˇene kot napacˇne. Priklic je pri evalvaciji
na mnozˇici PCDd nizˇji kot pri mnozˇici PCD, saj metoda PoCo ne zazna ne-
katerih novo anotiranih polipov, ki imajo pogosto atipicˇne vizualne lastnosti.
Slika ngt ndet Razmerje Rel. napaka prec. rec. F-1
# 1 492 500 1,02 0,02 0,92 0,94 0,93
# 2 732 729 1,00 0,00 0,94 0,94 0,94
# 3 600 605 1,01 0,01 0,94 0,94 0,94
# 4 879 838 0,95 0,05 0,99 0,94 0,97
# 5 820 790 0,96 0,04 0,97 0,93 0,95
# 6 382 384 1,01 0,01 0,94 0,95 0,94
# 7 412 422 1,02 0,02 0,91 0,94 0,93
µ 0,99± 0,02 0,01± 0,02 0,95± 0,02 0,94± 0,01 0,94± 0,01
Tabela 5.16: Rezultati metode SegCo na testni mnozˇici PCDd. ngt je
sˇtevilo rocˇnih anotacij na posamezni sliki, ndet pa sˇtevilo detektiranih polipov.
Za pridobivanje rezultatov se je uporabila segmentacijska mrezˇa s 4 bloki in
64 filtri. Pri evalvaciji smo uporabili vrednost τd = 30.
Izboljˇsava testne mnozˇice izboljˇsa tudi oceno natancˇnosti metode Retina-
Net. Tabela 5.19 prikazuje rezultate RetinaNet na izboljˇsani testni mnozˇici.
Natancˇnost se kot pri predlagani metodi bistveno izboljˇsa, saj obe metodi de-
tektirata velik delezˇ istih manjkajocˇih polipov. Priklic je pri uporabi metode
RetinaNet slabsˇi, saj del dodanih anotacij zgresˇi. Razlog za to bi lahko bilo
visoko prekrivanje med polipi, saj se na nekaterih slikah del dodanih polipov
delno prekriva z ostalimi polipi, zaradi cˇesar bi bile lahko detekcije izlocˇene
v postopku zatiranja ne maksimalnih vrednosti. Kot primer lahko vzamemo
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Slika ngt ndet Razmerje Rel. napaka prec. rec. F-1
# 1 492 496 1,01 0,01 0,93 0,94 0,93
# 2 732 722 0,99 0,01 0,96 0,95 0,96
# 3 600 590 0,98 0,02 0,94 0,93 0,93
# 4 879 806 0,92 0,08 0,99 0,91 0,95
# 5 820 749 0,91 0,09 0,99 0,90 0,95
# 6 382 374 0,98 0,02 0,94 0,93 0,94
# 7 412 395 0,96 0,04 0,95 0,91 0,93
µ 0,96± 0,03 0,04± 0,03 0,96± 0,02 0,92± 0,03 0,94± 0,01
Tabela 5.17: Rezultati metode SegCo na testni mnozˇici PCDd. ngt je
sˇtevilo rocˇnih anotacij na posamezni sliki, ndet pa sˇtevilo detektiranih polipov.
Za pridobivanje rezultatov se je uporabila segmentacijska mrezˇa s 4 bloki in
16 filtri. Pri evalvaciji smo uporabili vrednost τd = 30.
Slika ngt ndet Razmerje Rel. napaka prec. rec. F-1
# 1 492 458 0,93 0,07 0,75 0,70 0,72
# 2 732 548 0,75 0,25 0,74 0,56 0,64
# 3 600 435 0,72 0,28 0,80 0,58 0,67
# 4 879 573 0,65 0,35 0,90 0,58 0,71
# 5 820 646 0,79 0,21 0,85 0,67 0,74
# 6 382 278 0,73 0,27 0,85 0,62 0,72
# 7 412 485 1,18 0,18 0,62 0,74 0,68
µ 0,82± 0,16 0,23± 0,08 0,79± 0,08 0,63± 0,06 0,70± 0,03
Tabela 5.18: Reproducirani rezultati metode PoCo na dopolnjeni testni
mnozˇici PCDd. ngt je sˇtevilo rocˇnih anotacij na posamezni sliki, ndet pa
sˇtevilo detektiranih polipov. Pri evalvaciji smo uporabili vrednost τd = 30.
sliko #4 na kateri metoda RetinaNet dosega nizˇji priklic rec. = 0.81, velik del
slike pa predstavljajo regije, kjer se polipi mocˇno prekrivajo. Vidimo lahko,
da imajo pri anotaciji prekrivajocˇih se polipov tezˇave tudi cˇlovesˇki anotatorji,
saj je pri dopolnitvi anotacij slike #4 bilo dodanih 97 anotacij. Dodatna raz-
laga za slabsˇi priklic bi lahko bilo pretirano prileganje ucˇni mnozˇici, kar bi
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poslabsˇalo zmozˇnost ucˇenja bolj splosˇnih znacˇilk in s tem robustnost na vi-
zualne spremembe polipov, saj se dodani polipi pogosto vizualno razlikujejo
od predhodno anotiranih.
Slika ngt ndet Razmerje Rel. napaka prec. rec. F-1
# 1 492 478 0,97 0,03 0,93 0,91 0,92
# 2 732 706 0,96 0,04 0,96 0,92 0,94
# 3 600 584 0,97 0,03 0,95 0,93 0,94
# 4 879 715 0,81 0,19 1,00 0,81 0,90
# 5 820 750 0,91 0,09 0,98 0,90 0,94
# 6 382 339 0,89 0,11 0,97 0,86 0,91
# 7 412 379 0,92 0,08 0,95 0,88 0,91
µ 0,92± 0,05 0,08± 0,05 0,96± 0,02 0,89± 0,04 0,92± 0,01
Tabela 5.19: Rezultati metode RetinaNet na testni mnozˇici PCDd. ngt je
sˇtevilo rocˇnih anotacij na posamezni sliki, ndet pa sˇtevilo detektiranih polipov.
Pri evalvaciji smo uporabili vrednost τd = 30.
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V delu smo se ukvarjali s problemom detekcije polipov na slikah ostrig. Pre-
dlagali smo metodo SegCo, ki uporablja konvolucijsko nevronsko mrezˇo za
semanticˇno segmentacijo slike, nato pa z interpretacijo segmentacijske maske
generira detekcije. Parametre segmentacijske mrezˇe smo prilagodili danemu
problemu in poiskali arhitekturo, ki dosega dobre rezultate hkrati pa je dovolj
majhna za relativno hitro in robustno ucˇenje, saj je bil cilj uporaba detekcij-
ske metode v razviti aplikaciji. Preizkusili smo razlicˇne pristope obogatenja
ucˇne mnozˇice in z uporabo glajenja izboljˇsali uspesˇnost metode na slabsˇe
izostrenih regijah.
Odkrili smo pomanjkljivosti testne mnozˇice PCD, ki je bila s strani
cˇlovesˇkih anotatorjev oznacˇena vecˇkrat [2] z namenom minimizacije napak.
Testno mnozˇico smo dopolnili z rocˇnim pregledovanjem detekcij, ki so bile v
evalvacijskem postopku oznacˇene kot napacˇne. S tem smo dodali velik del
manjkajocˇih detekcij, kar nam omogocˇa bolj natancˇno evalvacijo metod na
danem problemu.
Uspesˇnost metode SegCo smo ocenili in rezultate primerjali z metodo
za detekcijo polipov PoCo [2] in metodo RetinaNet [1]. Metoda PoCo je
na originalni testni mnozˇici PCD iz dela [2] dosegala slabsˇi povprecˇni pri-
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klic od nasˇe metode, a je imela rahlo viˇsjo natancˇnost pri evalvaciji z mejno
vrednostjo τd, ki je bila nastavljena na vrednost mediane diagonal anota-
cij. Razlog za slabsˇo natancˇnost nasˇe metode lahko v veliki meri pripiˇsemo
manjkajocˇim anotacijam originalne testne mnozˇice PCD. Pri evalvaciji z
mejo τd = 30, ki preverja sposobnost lokalizacije polipov, dosega metoda
SegCo boljˇse rezultate od metode PoCo. Parametre metode RetinaNet smo
prilagodili za uspesˇno delovanje na problemu detekcije polipov, vendar smo
ugotovili, da metoda slabsˇe detektira prekrivajocˇe se polipe, ki pa so v sli-
kah pogost pojav. Poleg tega je metoda RetinaNet bistveno pocˇasnejˇsa od
predlagane zaradi vecˇje globine nevronske mrezˇe in postopkov potrebnih za
pridobivanje detekcij. Na dopolnjeni testni mnozˇici PCDd smo metode oce-
njevali z uporabo mejne vrednosti τd = 30. Metoda SegCo na mnozˇici PCDd
dosega viˇsjo natancˇnost in priklic v primerjavi z metodo PoCo. Dopolnje-
vanje testne mnozˇice vpliva tudi na rezultate evalvacije metode RetinaNet,
kjer se povprecˇna natancˇnost bistveno poviˇsa, priklic pa se rahlo zmanjˇsa, saj
metoda RetinaNet slabsˇe zaznava polipe, ki jih oznacˇujejo dodane anotacije.
Rezultati bolj podrobne analize potrjujejo, da predlagana metoda SegCo do-
sega bolˇsje rezultate kot trenutno najboljˇsa specializirana metoda za sˇtetje
polipov Poco in trenutno najboljˇsi ucˇljiv detektor RetinaNet.
Razvili smo aplikacijo, ki omogocˇa preprosto upravljanje z anotacijami,
ucˇenje razvite metode na anotiranih slikah in detekcijo na poljubnih slikov-
nih mnozˇicah. Cilj razvite aplikacije je omogocˇiti preprosto uporabo sicer
zahtevnih metod strojnega vida na problemih detekcije objektov. Aplikacija
avtomatizira naloge sˇtetja in oznacˇevanja objektov, ki bi sicer uporabniku
vzele vecˇjo kolicˇino cˇasa.
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6.1 Nadaljnje delo
Predlagana metoda dosega odlicˇne rezultate na dani podatkovni mnozˇici,
vendar pa bi lahko metodo aplicirali na sˇtevilne druge vrste slik, kjer bi
avtomatska detekcija objektov lahko poenostavila in minimizirala potrebno
cˇlovesˇko interakcijo za sˇtetje objektov. Zaradi nacˇina interpretacije segmen-
tacijske maske obstaja mozˇnost, da je predlagana metoda omejena na detek-
cijo objektov, ki so priblizˇno okrogle oblike. Za oceno splosˇnosti delovanja
metode bi bila potrebna sˇe izvedba ucˇenja in evalvacije na drugih podatkov-
nih mnozˇicah.
Veliko potencialnega dela je sˇe na podrocˇju funkcionalnosti razvite apli-
kacije. Aplikacijo bi lahko dopolnili z dodatnimi funkcionalnostmi pri ano-
taciji, ucˇenju, detekciji ali delu z podatkovnimi mnozˇicami. Uporabnikom bi
lahko nudili bolj informativni prikaz napredka med ucˇenjem mrezˇe z uporabo
manjˇse validacijske mnozˇice ali pa vizualizacijo detekcij med ucˇenjem kar na
sliki v uporabniˇskem vmesniku. Razvili bi lahko lazˇje locˇevanje med ucˇno in
testno mnozˇico, bolj intuitivno izbiro posameznih naucˇenih modelov in druge
izboljˇsave uporabniˇske izkusˇnje detekcije od ucˇenja do inference.
Obstaja tudi mozˇnost uporabe drugih arhitektur za detekcijo objektov.
Detektorji kot so RetinaNet ali Mask-RCNN [1, 6] dosegajo odlicˇne rezultate
na razlicˇnih problemih detekcije objektov, RetinaNet pa dosega dobre rezul-
tate tudi na problemu detekcije polipov in bi se morda na drugih vrstah slik
odrezal bolje od predlagane metode. Pri nasˇi metodi smo opazili, da lahko
na problemu detekcije polipov mrezˇe z manjˇso kompleksnostjo dosezˇejo pri-
merljive rezultate kot globlje mrezˇe, kar pa bi morda lahko uporabili tudi
pri detektorjih kot so RetinaNet, kjer bi lahko globoke mrezˇe za pridobiva-
nje znacˇilk kot je ResNet-101 [37] nadomestili z manj kompleksnimi mrezˇami.
Predlagano metodo bi morda lahko izboljˇsali z uporabno novejˇsih ar-
hitektur segmentacijskih mrezˇ [33, 17], ki dosegajo dobre rezultate na se-
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gmentacijskih izzivih [8]. Naslovili bi lahko tudi pomankljivosti metode za
interpretacijo segmentacijske maske. Vsekakor obstaja sˇe veliko mozˇnosti
za izboljˇsavo tako pri detekciji polipov, kot pri splosˇnih metodah detekcije
objektov.
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