Understanding the reliability of components is important for modeling the reliability of a distributed system. Careful modeling allows the construction of highly fault-tolerant distributed data applications and less expensive. Petri nets have been extensively used in the modeling and analysis of concurrent and distributed systems. Particular importance of Petri nets are in the development of concurrent and distributed systems. One of the standard concepts of time-dependent Petri nets is the one, where each transition gets a continuous time interval, specifying the range of the transition"s reaction time.
INTRODUCTION
Petri net (PN) was used as a general purpose graphical and mathematical tool to describe the casual relationship between conditions and events in describing event-driven systems, i.e. discrete event (dynamic) systems. These systems may be asynchronous, contain sequential and concurrent operations, and involve conflicts, mutual exclusion and non-determinism [1] .
Classical Petri nets have been extended to handle time. This results in two classes: Timed Petri nets and Time Petri nets. The timed Petri nets are derived by associating finite time duration with a transition or place, and the classic firing rule is modified to account for time. In a Time Petri net, the transition or place has one time interval with two bounds of time. When the time interval is associated with transitions, the first bound denotes the minimal time that must elapse, starting from the time at which the transition is enabled until this transition can fire. The second bound represents the maximum time during which that the transition can be enabled, and before which the transition must fire. The time Petri nets are more general than the timed ones since a timed Petri net can be modeled using a Time Petri net, but the converse is not true [2, 3, 4] .
The Internet is a good example for distributed systems [5] . With the rapid growth of the World Wide Web and increased reliance on the web for almost every aspect of man's life today, Internet reliability is perhaps the most important challenge that researchers and practitioners face today. The reliability issues of the World Wide Web stem from various underlying factors [6] . This paper proposes the extension of Petri nets to deal with timing issues. A special advantage of Petri nets is their graphical notation, which reduces Petri nets learning time and simplifies their use. The primary purpose here is to design a clear example of the work of the host and provide an easy way to understand the model of information flow. However, some improvements can be added in order to make PN more powerful and flexible, for example, Time Petri nets.
The Internet is completely unreliable, then how we deal with that? So, the main goal of this paper is to propose a method the internet host reliability. The reset of this paper is organized as follows. After reviewing some related work in section 2. The basic concepts of Petri net, Time Petri net and distributed system are introduced in section 3, section 4, and section 5, respectively. The internet host reliability is presented in section 6. The Time Petri nets for Internet reliability is proposed in section 7.
RELATED WORK
Some efforts on reliability modeling using Petri nets can be summarized as follows. Bobbio, et al. use the generalized stochastic Petri net (GSPN) to support system dependability analysis [7] . Their approach involves converting fault trees into a GSPN model for the purpose of obtaining both qualitative and quantitative analysis results for the modeled system. Everdij and Blom develop piecewise deterministic Markov processes (PDP) models using dynamically colored Petri nets (DCPN) [8] . Petri nets are also applied in safety analysis of a system as shown by Leveson and Stolzy, where Petri nets are used to design and analyze the safety and fault tolerance of a system [9] . Using timed Petri nets, they prove that paths to high risk states can be removed based on reachability analysis. Buy and Sloan propose a method to automatically analyze the timing properties of concurrent systems [10] . Their method uses simple time Petri nets to analyze concurrent software systems developed in Ada. There are many previous efforts for formal modeling and analysis of various systems using Petri nets [11, 12, 13, 14, 15] .
THE BASIC CONCEPTS OF PETRI NET
PN is a graphical and mathematical modeling tool which possesses the advantages of graphical notation and simple semantics [16, 17, 18, 19, 20, 21] . Fig. 1 shows an example of PN.
A PN is a 5-tuple ( , Where 1)
is a finite set of places. A place represents a circle, such as, p 1, p 2 and p 3 in Fig. 1 .
2)
is a finite set of transitions. A transition represents a bar, such as t 1 in Fig. 1 . ;
and .
3) is a set of arcs connecting places and transitions, such as the arrowhead from to depicted in Fig. 1 .
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4)
is a weight function, whose weight value is positive integers. Arcs, i.e., arrowhead, are labeled with weights. For example, in Fig. 1 , the arrowhead from to , which is labeled with ""2", is denoted as . When the weight is unity and/or ""1", the label of arc is usually omitted, e.g., is omitted in Fig. 1 .
5)
is the initial marking.
If there are tokens inside place , it is said that is marked with k tokens. For example, in Fig. 1a , is marked with one token, which is denoted as , is marked with two tokens, which is denoted as . If Fig. 1a is the initial status, the initial marking is denoted as .
A transition is said to be fired if all its input places are marked with at least tokens, where is called the firing condition of transition . For example, in Fig.  1 , the firing conditions of are and . 
TIME PETRI NETS
Merlin"s Time Petri nets (TPNs) extend Petri nets with temporal intervals associated with transitions, specifying firing delays for transitions [22, 23] .
A Time Petri Net is where: The firing interval of some transitions may be equal to zero, which means that these firings are instantaneous; all such transitions are called immediate, while the others are called timed transitions.
In TPN, the enabling condition of a transition is the same as in Petri Nets. According to the definition of TPN the "enabledness condition" will be:
(1) Some transitions may be enabled by a marking , but not all of them may be allowed to fire due to the firing constraints of transitions ( and ) . So the "firability condition" depends of two conditions: 
DISTRIBUTED SYSTEMS
We can define a distributed system as a collection of loosely coupled processors interconnected by a communication network. The processors (sites, nodes, computers, machines, or hosts) in a distributed system may vary in size and function. They may include small microprocessors, workstations, minicomputers, and large general-purpose computer systems. The purpose of the distributed system is to provide an efficient and convenient environment for such sharing of resources [24] .
The main advantages of distributed systems are [25] 1. Resource Sharing: In distributed systems, resource sharing provides mechanisms for sharing files at remote sites, processing information in a distributed database, printing files at remote sites, and using remote specialized hardware devices.
Reliability and Availability:
In a distributed system, the failure of a few components of the system may not affect the overall system availability. 
Before Firing After Firing
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positions are able to perform common work in a powerful way.
The internet is a very large distributed system. It is designed exemplify the wide range of services and applications that are supported by computer networks and to being the discussion of the technical issues that underlie their implementation. The internet is a vast interconnected collection of computer networks of many different types. Programs running on the computers connected to it interact by passing messages, employing a common means of communication. The design and construction of the internet communication mechanisms (the internet protocol) is a major technical achievement, enabling a program running anywhere to address messages to programs anywhere else [5] .
INTERNET HOST RELIABILITY
An Internet host can be a machine or an application connected to the Internet that has an Internet Protocol address (IP address). An IP address is used to uniquely identify every host on the Internet. Because these IP address are unique, they can be used as the source and destination IP addresses in any IP-based communication. At the most basic level, Internet hosts fall into two categories, Servers and Clients [26] .
Reliability is the probability that a system will remain constantly available over a fixed time period. Reliability is usually defined as the probability of successful operation of a mission under predefined operating conditions and for a specified mission time. Consider a system that functions for one second, then fails, but recovers in a small number of milliseconds. This system would have a high availability, but would not be useful for applications like process control that must remain continuously functioning for extended periods. Reliability is a more appropriate measure for these applications because it includes duration [27] .
An accurate estimate of host reliability is important for correct analysis of many distributed systems. We estimated host system reliability by querying a large number of hosts to find how long they had been functioning.
THE PROPOSED TIME PETRI NET
Data were collected from as many hosts as was feasible using only data that could be obtained via the internet with no special privileges or added monitoring facilities. This was principally done by polling host using Sun RPC [28] to query rpc.statd to obtain up-times and to test availability, and by querying domain servers [29] to obtain host-specific information [30] .
Time Petri nets constitute general models for time dependent systems. In the following, time transitions are assumed to exist in a time Petri net. Normally, a time interval is specified by two bounds of time: a maximum time and a minimal time . The time interval is designed by real numbers, but the interval bounds are nonnegative rational, integer or natural numbers. In this paper we will use a nonnegative real numbers.
First, consider the following:
 We choose a number of hosts, e.g. 100 hosts.  We identify a common time period for the hosts. For example, two months as the period is [0. 1, 6] , where = 0.1 and =6 is the days and the increase is by 0.1 at each step.
In Fig. 2 we have two types of transition: timed transition and immediate transition.
is timed transition while from to and are Immediate transitions. As soon as becoming firing, immediate transitions will be fired without delay.
Consider the Time Petri net in Fig. 2 :
] is associated with transition . Obviously, transition is enabled at time = 0 and a token is reserved in place in order to fire transition . From the semantics of Time Petri nets, transition can be fired after time = 0.1, and must be fired before time = 6. Suppose that each transition works in the earliest firing mode, i.e., each enabled transition is fired as soon as its minimal time elapses. Then, at time = 0.1 transition is fired, and token is put into . When is firing, this is done directly to the lack of time constraints. The main work of a host is to process requests from client and respond with the correct information. Fig. 2 is the TPN graph modeling the described behavior to internet host reliability. This is as follows:
1-Start with , where a token in which means the requested message, where the message consists of single datagram message sent from the host to the destination. is buffer as well as . 2-The receives the requested message across the , which means Polling host protocol that sends the request message. 3-distribution of the requested message to and , using Sun RPC Which provides two services are:
a. performs the rpc.statd on the requested message and store the resulting information (up-time to test availability) in . b.
performs the domain servers on the requested message and store the resulting information (host specific information) in . 4-collects the required data from and then placed in after their processing. 5-examines the data and put the result in . If "Yes" go to step 6, otherwise go to step 7 (Yes means that the data required in full. No mean that the required data is incomplete). 6-receives answer "Yes" and put data in . Then stop.
7-
receives answer "No" and put the requested message again in . 8-receives the requested message again and go to step 1.
This process (the previous steps) in less than one second, the process is repeated until the end of time means at time . The period for each of the to is [0, 0] until the transition to the next step without delay. Compared to the results of Long et. al. [30] we have a more compact graphical model using time Petri nets. This model may be mathematically batter analyzed.
Our model consider as a first step in the PN modeling of reliability. In further, we intend to model the reliability of the Internet host using other types of Higher-order Petri nets.
CONCLUSION
In this paper, we discussed the applicability of Time Petri Nets to the modeling of internet host reliability. Petri nets, as a graphical and mathematical tool, provide a uniform environment for modeling, analysis and design of distributed systems. One of the major advantages of using Petri nets is that the same methodology can be used for the modeling, planning and scheduling, and system design in the internet host reliability. In this paper the Time Petri nets for modeling the internet host reliability is proposed. This method use transitions to identify the sequences of the events in the Time Petri nets while places to identify the sequences of the states. Further, we also discussed the functionality of the proposed method is presented.
