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Abstract
This work elaborates on the important problem of (1) designing optimal randomized rout-
ing policies for reaching a target node t from a source note s on a weighted directed graph G
and (2) defining distance measures between nodes interpolating between the least cost (based
on optimal movements) and the commute-cost (based on a random walk on G), depending
on a temperature parameter T . To this end, the randomized shortest path formalism (RSP,
[2, 99, 124]) is rephrased in terms of Tsallis divergence regularization, instead of Kullback-
Leibler divergence. The main consequence of this change is that the resulting routing policy
(local transition probabilities) becomes sparser when T decreases, therefore inducing a sparse
random walk on G converging to the least-cost directed acyclic graph when T → 0+. Experi-
mental comparisons on node clustering and semi-supervised classification tasks show that the
derived dissimilarity measures based on expected routing costs provide state-of-the-art results.
The sparse RSP is therefore a promising model of movements on a graph, balancing sparse
exploitation and exploration in an optimal way.
1 Introduction
1.1 General introduction
Link analysis and network science are currently used in a large number of different fields for analysing
network data, like social networks, networks of transactions, protein networks, road networks, etc
(see, e.g., [6, 12, 21, 31, 34, 65, 72, 88, 101, 110, 120]). In this context, many important problems
arise, such as the definition of meaningful distance measures between nodes or models of movement
/ communication in the network (routing policies). These quantities usually take the structure of
the whole network into account.
One such model is the randomized shortest paths (RSP; see the related work), first de-
veloped in transportation sciences [2] and then further extended in the context of network data
analysis [36, 63, 99, 124]. Assume an agent walking on the graph who wants to reach a target node
t from some source node s by following some path or walk connecting these two nodes. The RSP
uses a statistical physics formalism by putting a Gibbs-Boltzmann probability distribution on the
set of paths1 from s to t, depending on a temperature parameter T . The agent then chooses a path
1Considered as independent.
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to follow according to this Gibbs-Boltzmann distribution – a global policy or routing strategy in
terms of paths. When T is low, low-cost paths are favored while when T is large, paths are chosen
according to their likelihood in a completely random walk on the graph G. It has been shown that
this model of movement defines, at the local node level, a biased random walk on G attracting the
walker to the target node. This biased random walk defines the local policy captured by the transi-
tion probabilities matrix of an absorbing Markov chain. The model can be derived by minimizing
expected path cost regularized by Kullback-Leibler (KL) divergence based on path probabilities,
and thus provides an optimal policy in that sense (see the above references for details).
Inspired by [3, 7, 99], this work first shows how the paths-based minimization problem can be
rephrased in terms of a local objective function, that is, the cost function and the regularization term
are expressed in terms of transition probabilities instead of path probabilities. This reformulation
allows to replace the KL divergence by the Tsallis divergence ([115, 116], also called Havrda-
Charvat divergence [50, 60]), with the consequence that the obtained policy becomes sparse for
low temperatures (as, e.g., in [73, 74]; see the related work). In these conditions, the resulting
biased random walk is only defined on a subset of edges (a subgraph of G) and when T decreases
toward zero, the most costly paths are gradually removed until only shortest paths remain active
(see the illustration on Figure 2). More generally, the model of movement interpolates between
a pure random walk (large T , exploration) and the least cost paths (low T , exploitation). The
proposed algorithm iteratively computing the policy is inspired by [57, 85, 99] and solves the primal
problem, providing transition probabilities, and then the dual problem for computing the Lagrange
parameters which correspond to the minimized free energy, until convergence.
In addition, two new dissimilarity measures between nodes are derived from this framework,
the Tsallis RSP and free energy (FE) dissimilarities2. These are the counterparts of the same
dissimilarities defined in the standard RSP framework based on the KL divergence: the RSP is the
expected cost from s to t when following the optimal randomized policy and the FE is the minimized
free energy objective function at the optimal routing policy [63]. Both capture the notion of relative
accessibility (proximity and amount of inter-connectivity [20]) between nodes and interpolate (up
to a scaling factor) between the least-cost and the commute-cost distances on undirected graphs.
1.2 Related work
Traditional network measures are usually derived from two different paradigms about movement, or
communication, taking place in the network [46]: optimal communication based on least cost paths,
and random communication based on a random walk on the graph. For instance, the shortest path
distance and the standard betweenness centrality [38] are defined from least cost paths whereas
resistance distance and random walk centrality [13, 87] rely on random walks [29]. But, in practice,
movements over a network hardly ever occur either perfectly optimally or perfectly randomly: the
agent usually has some, although incomplete, knowledge of his environment. As already mentioned,
the RSP framework [36, 63, 99, 124] relaxes these assumptions by interpolating between least cost
paths and a pure random walk on the graph, depending on a temperature parameter. In this context,
the RSP has been used recently, e.g., for modelling the behavior of animals during migration [91].
Initially, the model was inspired by transportation models developed in transportation sciences [2],
and is also closely related to the work of [113, 114] in reinforcement learning and [26] defining
random walks on a graph with minimal free energy or maximal entropy.
2We conjecture that the Tsallis FE is a distance measure as it verified the properties of a distance measure in all
our applications.
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Besides these previous works, other interesting models of movement interpolating between ran-
dom and optimal behaviors have been proposed in the recent literature. Some of these models
are based on electrical networks and extensions [4, 53, 89, 118], others on combinatorial analysis
arguments [16, 17, 18], on L1-L2 regularization [73, 74], as well as on network flow models with
Kullback-Leibler divergence regularization [7, 44]. These last propositions are equivalent to the
RSP, although derived from another perspective. Many of these models lead to distance measures
between nodes avoiding the so-called “lost in space” effect [117, 118] by interpolating between the
least cost distance and the resistance distance (equivalent to the commute-time distance and the
commute-cost distance, up to a scaling factor [33]). For a more thorough discussion of these related
works, see, e.g., [34, 36].
Among these references, the most closely related works are [73, 74]. The authors present a sparse
routing strategy based on edge flow optimization regularized by mixed L1/L2 norms [49]. More
precisely, they use the edge flow formalism [1, 28] and minimize the weighted sum of (non-negative)
net flows and squared net flows subject to flow conservation constraints. Although these papers
address problems similar to our work and are of high interest, there are significant differences. First,
they consider undirected networks while we address directed ones. They also consider net flows (like
in electrical networks) while the present work considers raw flows. Moreover, the regularization
technique is different: in [73, 74], a mixed L1/L2 norm is minimized whereas we use a Tsallis
divergence regularization term3. Therefore, the derived algorithms are different. In addition, our
work extends the scope of the RSP framework by using the Tsallis divergence instead of the KL
divergence, whereas the [73, 74] work is based on network flow theory. Furthermore, one of our
main goals is to derive dissimilarity measures between nodes, which is not addressed in [73, 74].
Concerning Tsallis entropy regularization, it is known for years that when minimizing the reg-
ularized expected cost together with sum-to-one and non-negativity constraints, the resulting solu-
tion becomes sparse. This is not surprising because the Tsallis entropy, in its basic form, is the L2
squared norm of a non-negative vector whose entries sum to one (a probability mass). It is therefore
closely related to L1/L2 regularization which is known to provide sparse solutions [14, 48, 49]. For
instance, it was shown in [57, 85] that this technique provides sparse discrete cluster membership
probabilities in fuzzy clustering. In this context, a discussion of the use of various regularization
terms in fuzzy clustering is provided in [82, 84]; however, [82] considers a different objective function
which does not lead to sparse solutions. Another interesting application is the sparse probabilis-
tic latent semantic analysis introduced in [51]. The author proposes an expectation-maximization
algorithm based on Tsallis divergence, instead of KL divergence. In another paper [52], the same
authors study maximum Tsallis entropy estimation and propose an algorithm solving the problem.
Interestingly, the paper also discusses the different ways of defining maximum Tsallis entropy (see
[52], subsection 1.2), with only one of these ways being relevant in our applications. Note also that
in [58], Kanzawa considers Tsallis divergence regularization, but again uses a different objective
function that does not lead to a sparse solution.
Also closely related to our work, the recent interesting paper [71] investigates sparse policies
for discounted Markov decision processes (MDP), with application to reinforcement learning (see
also [41]). As initiated in [113, 114] (and related to the alternative view of the RSP presented
in Subsection 2.3), the authors add an entropy term to the cost associated to each action choice
in the MDP. Instead of using the KL divergence as in [113], they choose the Tsallis entropy with
r = 2 and a uniform reference probability distribution (see Equation (8) below). As in [57, 85],
they show that the resulting policy enforces sparsity. This problem is in fact closely connected to
3See the discussion following Equation (10) for details about the differences between the two objective functions.
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the recently introduced sparse maximum procedure [67, 81] and the probability simplex projection,
e.g. [8, 22, 30, 119] who proposed procedures similar to [57, 85] for solving this problem. Our
work therefore solves a problem similar to [71] because a Markov chain is a particular case of a
MDP. However, our results are complementary, as the optimal policy is derived from a different
perspective (the RSP). Moreover, they extend to general Tsallis divergences of the form provided
by Equation (8), with r > 1 (generalizing Tsallis entropy), and thus also integrating a reference
distribution. Therefore, these new results could easily be applied to the MDP problem, which will
be considered in further work. Note also that we are working with absorbing Markov chains while
[71] investigates a discounted process, but this is mainly a detail. Finally, as already stressed, our
objective, in addition to derive optimal routing policies, is to introduce new dissimilarity measures
interpolating between the least-cost and the commute-cost distances between nodes of a graph.
Other recent works related to the induced sparsity of Tsallis regularization are [81] for obtaining
sparse outputs of a classifier in the context of multi-label classification [70], extending [71] and
proposing a “maximum causal Tsallis entropy” framework (see [71] for details). Finally, in [86],
the authors unify the two main approaches to optimal transport, namely Monge-Kantorovitch and
Sinkhorn-Cuturi, into what they define the Tsallis-regularized optimal transport. As the name
indicates, the objective function is regularized by Tsallis r-entropy and they then analyse the
optimization problem by using the r-exponential formalism [116]. Then, a different approach from
the one introduced in this paper is used in order to solve the problem, namely a sophisticated
gradient-based algorithm.
1.3 Contributions and contents of the paper
In short, the main contributions of this paper are
I The development and the investigation of a new randomized shortest paths model of movement
on a graph, considering Tsallis divergence instead of the KL divergence. This model shows
some interesting properties: it provides sparse routing policies and it interpolates between
least-cost and random-walk routing, depending on the temperature parameter T .
I A procedure for computing the optimal policy (sparse when T is small), minimizing expected
cost plus Tsallis divergence, is derived. It therefore extends previous results by minimizing
the Tsallis divergence instead of the Tsallis entropy.
I Two new dissimilarity measures between nodes, interpolating4 between the least cost and the
commute-cost distances based on a model of sparse movements on the network are introduced.
I It provides an experimental comparison between the two new dissimilarities based on Tsallis
divergence regularization and other baseline dissimilarities on nodes clustering and semi-
supervised classification tasks.
The content of the paper is as follows. Section 2 provides a brief introduction to the RSP
framework and introduces an alternative view on the RSP which can easily be generalized by
considering other entropic regularizations. Then, in Section 3, the sparse RSP model of movement is
developed based on Tsallis divergence regularization. Section 4 introduces the two new dissimilarity
measures between nodes. Illustrative examples and experiments on node clustering and semi-
supervised classification tasks are presented in Section 5. Finally, Section 6 concludes the work.
4For an undirected graph and up to a scaling factor.
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2 The randomized shortest paths framework
This section provides a short summary of the standard randomized shortest paths framework,
based on the KL divergence, before introducing the alternative formulation (Subsection 2.3) and
then developing its sparse version (Section 3).
2.1 Background and notation
Let us first introduce some background and notation [34, 36]. Consider a weighted directed5,
strongly connected, graph, G = (V, E), with a set V of n nodes and a set E of directed edges. The
directed edge connecting node i to node j is denoted by (i, j). Moreover, the adjacency matrix
A = (aij) ≥ 0 of G contains directed affinities between nodes. We further assume that there are
no self-loops in the network, that is, aii = 0 for all i (a simple graph).
A natural random walk on the graph is defined from this adjacency matrix in the usual way.
The reference transition probabilities associated to each node are set proportionally to the affinities
of the incident edges and then normalized in order to sum to one. Alternatively, they can also be
chosen as uniform, depending on the problem,
prefij =
aij∑n
j′=1aij′
(natural random walk) or prefij =
1
|Succ(i)| (uniform distribution) (1)
where Succ(i) is the set of successor nodes of node i and |Succ(i)| its cardinality. The matrix
Pref = (p
ref
ij ) is stochastic and is called the transition matrix of the reference random walk on the
graph.
Furthermore, a transition cost, cij ≥ 0, is associated to each edge (i, j) of the network G and
the resulting cost matrix is defined as C = (cij). If there is no edge linking i to j (aij = 0), the
cost is assumed to take a very large value and the product aijcij = 0 by convention. Usually, costs
are set independently of the affinities, depending on the application, but, if there are no obvious
costs associated to the problem, we can, e.g., set cij = 1/aij as in electric networks (see [36] for a
discussion).
A path ℘ is a finite sequence of transitions to adjacent nodes on G (including cycles), initiated
from a source node s and stopping in some target node t. This target node is transformed into an
absorbing and killing node. That is, when this node is reached, the random walkers stops his walk
and disappears. This means that the corresponding row t of the transition probabilities matrix Pref
is set to zero – the matrix therefore becomes sub-stochastic and represents a killed random walk on
G. The total cost of a path, c˜(℘), is simply the sum of the edge costs cij along ℘ while the length of
a path `(℘) (or simply `) is the number of steps needed for following that path from s to t. Finally,
the set of all paths connecting s to t is denoted by Pst.
2.2 The standard randomized shortest paths framework
The randomized shortest paths (RSP) framework [99], coming from transportation sciences [2], was
further developed by exploiting basic concepts from statistical physics [36, 63, 99, 124]. A similar
model was proposed in reinforcement learning and process control [113, 114], from a different
5If the graph is undirected, it is assumed that each undirected edge is composed of two directed edges with the
same weight in the two opposite directions (reciprocal edges).
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perspective. The RSP is based on a system of full paths (the “macro” level – a bag of paths
connecting the source node to the target node6) instead of standard “local” flows defined on nodes
and edges (the “micro” level) [1, 28]. Among others, it provides an optimal, randomized, routing
policy from source node s to target node t based on the minimization over the set of paths ℘ ∈ Pst
of the (relative) KL-based free energy of statistical physics [56, 92, 97],
minimize
{P(℘)}℘∈Pst
φklst (P) =
∑
℘∈Pst
P(℘) c˜(℘)
expected cost
+T
∑
℘∈Pst
P(℘) log
(
P(℘)
p˜i(℘)
)
KL regularization
subject to
∑
℘∈Pst P(℘) = 1
(2)
where c˜(℘) =
∑`
τ=1 cs(τ−1)s(τ) is the total cumulated cost along path ℘ when visiting the sequence
of nodes, or states, (s(τ))
`
τ=0 in the sequential order and ` is the length of path ℘. Furthermore,
p˜i(℘) =
∏`
τ=1 p
ref
s(τ−1)s(τ) is the random walk probability of the path, that is, the product of the
reference transition probabilities (1) along hitting path ℘ ending in (killing and absorbing) target
node t. The objective function is a mixture of two dissimilarity terms with the temperature T > 0
balancing the trade-off between the two quantities. The first term is the expected cost for reaching
target node from source node (favoring shorter paths – exploitation). The second term corresponds
to the Shannon relative entropy, or Kullback-Leibler divergence, between the path probability
distribution and the reference path probability distribution (introducing randomness – exploration).
For a low temperature T , shorter paths are favored whereas when T is large, paths are chosen
according to their probability in the reference random walk on G (see Equation (1)).
As well-known, this free energy minimization problem, akin to maximum entropy models [24,
56, 60], leads to an Gibbs-Boltzmann probability distribution on the set of paths (see, e.g., [36]),
P∗(℘) =
p˜i(℘) exp[−θc˜(℘)]∑
℘′∈Pst
p˜i(℘′) exp[−θc˜(℘′)]
=
p˜i(℘) exp[−θc˜(℘)]
Z (3)
where θ = 1/T is the inverse temperature and the denominator Z = ∑℘∈Pst p˜i(℘) exp[−θc˜(℘)] is
the partition function of the system. This provides the (randomized) optimal policy in terms of
paths to follow at the “macro” (paths) level, that is, the optimal probability distribution over all
possible paths from s to t.
It can further be shown that this probability distribution defines a local, optimal, policy which
turns out to be a Markov chain at the “micro” (node) level. In this context, the optimal transition
probabilities of following any edge (i, j) (the “local policy”) induced by the set of paths Pst and
their probability mass (3) are7
p∗ij = p
ref
ij exp
[−θ(cij + φkljt (P∗)− φklit (P∗))] for all i 6= t (4)
and p∗tj = 0 for target node t and all j. The free energy between i and t at the optimal probability
distribution8, φklit (P
∗), can be computed by solving a system of linear equations of size n [36, 63, 99].
As already mentioned, it defines a biased random walk on G where the random walker is more and
6For a generalization to several input-outputs, see [46].
7Here, we used φklit (P
∗) = − 1
θ
log[zit] and p
∗
ij = p
ref
ij exp[−θcij ]zjt/zit (see [36, 63, 99] for details).
8Providing the directed free energy distance, see [63].
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more “attracted” by the target node t when T decreases. Interestingly, the policy is independent
of the source node s. It also implies that for any path ℘ visiting nodes s(τ), τ = 0, . . . , `(℘), we
have P∗(℘) =
∏`
τ=1 p
∗
s(τ−1)s(τ).
2.3 An alternative form for the randomized shortest paths
The previous path-based objective function (2) can be transformed into a “micro” form based on
local flows (see [3, 7, 99]) which will be used later for deriving the sparse RSP. In this new form, one
possible way to compute the policy is by sequentially solving the primal and the dual problems. In
the case of KL divergence regularization, the algorithm cannot compete against standard procedures
developed in [36, 63, 99], which are quite efficient. However, the advantage is that this algorithm
can be easily adapted to other divergence regularizations.
As shown in A.1, the equivalent problem at the local level aims at minimizing the free energy
with respect to the transition probabilities instead of paths probabilities,
minimize
P
φklst (P) =
∑
(i,j)∈E
n¯ipij
(
cij + T log
pij
prefij
)
subject to n¯j =
∑
i∈Pred(j)
n¯ipij + δsj , for all nodes j ∈ V∑
j∈Succ(i)
pij = 1 for all i 6= t
ptj = 0 for absorbing and killing node t and all j ∈ V
P ≥ 0
n¯ ≥ 0
(5)
where Pred(j) is the set of predecessor nodes of node j. This formulation of the optimization
problem is derived from Equation (22), A.1, and then solved in A.2. In this Equation (5), the
pij are the elements of the transition matrix P to be found (the routing policy), the p
ref
ij are the
elements of the transition matrix of the reference random walk on the graph (see Equation (1)),
and the n¯j are the expected numbers of visits to the nodes when walking on G according to the
transition matrix P, provided by n¯j =
∑
i∈Pred(j) n¯ipij + δsj for nodes in V (see, e.g., [90, 109]).
Note that because the input flow in source node s is 1 and target node t is the only absorbing and
killing node in the network (the sink), n¯t = 1.
Following the Lagrange formulation of the problem appearing in 23 and inspired by discrete
space-time optimal control (see, e.g., [76]), the pij and the n¯j can be considered as independent
(the relations between these variables are encoded in the (linear) constraints). Notice that it is
not necessary to impose pij = 0 for missing edges as this will be enforced automatically by the
algorithm thanks to the use of the KL divergence.
The intuition behind the Equation (5) is as follows. The first line (objective function) computes
the total expected cost plus KL divergence when following edge (i, j) because n¯ipij = n¯ij represents
the flow in edge (i, j) (expected number of visits to i times the probability of following (i, j)). The
second line (first constraint) provides the expression for computing the expected number of visits
to each node. The last lines state the sum-to-one as well as the non-negativity constraints, which
are in fact not necessary in the case of a KL regularization but which will be important in the next
section when dealing with Tsallis divergence.
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In A (see Equations (24) and (26)), it is shown that the transition probabilities, providing the
routing policy, can be computed by sequentially updating the Lagrange parameters λkli (associated
to the computation of the expected number of visits to nodes) from the transition probabilities and
vice-versa thanks to
I Compute the Lagrange parameters by solving the system of linear equations:
λkli −
∑
j∈Succ(i)
pijλ
kl
j =
∑
j∈Succ(i)
pij
(
cij + T log
pij
prefij
)
for all i ∈ V (6)
I Compute the transition probabilities:
pij =

prefij exp[−θ(cij + λklj )]∑
k∈Succ(i)
prefik exp[−θ(cik + λklk )]
for all (i, j) ∈ E
0 for the absorbing and killing target node i = t
(7)
Initially (at iteration 0), the transition probabilities are set to the reference transition probabilities,
pij = p
ref
ij .
Note that because the target node t is absorbing and killing, Equation (6) provides λklt = 0.
We also observe that, for missing edges, the transition probabilities are equal to zero, as it should
be. Interestingly, after convergence, the Lagrange parameters are nothing else than the optimal
directed free energy distance, λkli = φ
kl
it (P
∗), appearing in Equation (2) and evaluated at the Gibbs-
Boltzmann distribution P∗ (Equation (3)), as discussed in A.2. Moreover, notice that, for an
undirected graph and edge costs defined as cij = 1/aij , the Equation (6) is nothing more than
the harmonic function (induced by Kirchhoff’s current law and Ohm’s law) computing the voltage
associated to the nodes, when considering sources of voltage on nodes [29].
We now follow the same derivation with the difference that we will be using Tsallis instead of
KL divergence for defining a sparse policy and the corresponding (directed) FE distance.
3 Sparse randomized shortest paths
We now turn to the development of the main contribution of the paper, the introduction of the
Tsallis RSP routing framework. Depending on T , it provides a kind of “compressed graph structure”
keeping only the most relevant edges for communicating efficiently from source node s to target
node t (see Figure 2 for an illustration).
3.1 Statement of the problem
If we have a set ofmmutually exclusive random outcomes of a chance experiment whose probabilities
pj ≥ 0 sum to one, as well as known reference probabilities prefj ≥ 0, the Tsallis ([115, 116] also
called Havrda-Charvat [50, 60]) directed r-divergence between the two probability distributions is
given by
Hr(p|pref) = 1r−1
( m∑
j=1
(
prj
(prefj )
r−1
)
− 1
)
= 1r−1
m∑
j=1
pj
((
pj
prefj
)r−1
− 1
)
(8)
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where, in this work, the parameter r will be assumed to be larger than one, r > 1, but the most
common value is r = 2. The role of r will be discussed after Equation (12). This measure (8)
generalizes the KL divergence [60] in the sense that it converges to this quantity when r → 1+.
It is also closely related to the Simpson-Gini index widely used in decision trees, as well as other
measures of uncertainty and diversity (see, e.g., [60, 62]). As for the more standard KL divergence,
this measure is non-negative and quantifies the divergence between the two probability distributions.
The Tsallis divergence will now be used in order to define an optimal, sparse, policy. From
Equation (5), the problem aims to minimize the Tsallis-based free energy function instead of the
KL-based free energy of Equation (2),
minimize
P
φtsst(P) =
∑
(i,j)∈E
n¯ipij
(
cij +
T
r−1
((
pij
prefij
)r−1
− 1
))
subject to n¯j =
∑
i∈Pred(j)
n¯ipij + δsj , for all nodes j ∈ V∑
j∈Succ(i)
pij = 1 for all i 6= t
ptj = 0 for absorbing and killing node t and all j ∈ V
P ≥ 0
n¯ ≥ 0
(9)
For convenience, let us renumber the nodes in such a way that node 1 is the source node and
node n (last node) is the target node9. The Lagrange function (see A.2, especially Equation (23),
for details) integrating the equality constraints (but not the non-negativity constraints restricting
the domain of P and n¯) becomes
L (P, n¯;µ,λts) =
∑
i∈V\n
n¯i
∑
j∈Succ(i)
pij
(
cij +
T
r−1
((
pij
prefij
)r−1
− 1
))
+
∑
j∈V
λtsj
( ∑
i∈Pred(j)
n¯ipij + δ1j − n¯j
)
+
∑
i∈V\n
µi
(
1−
∑
j∈Succ(i)
pij
)
(10)
where we also have to deal with non-negativity constraints on the transition probabilities, pij ∈ R+,
and the expected number of visits, n¯i ∈ R+. As for the standard RSP, for θ = 1/T → 0+, this
model becomes a simple absorbing random walk on G with transition probabilities provided by
Equation (1) (reference probabilities). For θ → ∞, it provides least-cost routing concentrated on
shortest paths.
Let us proceed like in previous section for optimizing the objective function with respect to the
transition probabilities. As before, it is not necessary to impose pij = 0 for missing edges because
these constraints will be satisfied automatically when recomputing the transition probabilities.
But first, a remark concerning related work before proceeding. If we compare the objective
function used in (10) with the one studied in [73, 74] (see Equation (18) of [74] – also leading to
a sparse policy), because the flow in edge (i, j) is provided by n¯ij = n¯ipij , we observe that they
are quite different. Indeed, the objective function of [73, 74] can be rewritten in our notation as
c′ij =
∑
i∈V
∑
j∈Succ(i) n¯ipij(cij + γ n¯ipij) where γ ≥ 0 is a parameter controlling sparseness. Note
9It is assumed that s 6= t.
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also that [73, 74] consider a symmetric cost matrix and net flows, instead of raw flows in the present
paper.
As for previous section, and as detailed in A, our optimization procedure optimizes sequentially
the objective function by Lagrange duality [25, 43, 83] and a variant of the Arrow-Hurwicz-Uzawa
algorithm [5]. More precisely, the Lagrange function is first minimized with respect to the transition
probabilities pij subject to their constraints while considering the Lagrange parameters λ
ts
i as fixed.
Then, Lagrange parameters are computed by maximizing the dual problem. The two steps are
iterated until convergence to a stationary point of the objective function (9), which is guaranteed
because each sub-problem reaches its optimum uniquely [9]. A discussion of the convexity of the
objective function with respect of the edge flows appears in B. In short, it is shown by heuristic
arguments that the objective function appearing in Equation (9) is convex with respect to the edge
flows n¯ij , although a formal proof is left for further work. Then, by using the same reasoning as for
the KL divergence case of Subsection A.1, convergence to a global minimum should be guaranteed.
In practice, for all our experimental runs, we observed that the duality gap is equal to zero, showing
that a global minimum is reached.
Notice that there is an important difference with the previous section (KL regularization),
namely that the non-negativity of the transition probabilities is no more guaranteed. We therefore
have to deal with these inequality constraints and rely on the Karush-Kuhn-Tucker conditions.
3.2 Computation of the transition probabilities
The Lagrange function will first be minimized with respect to the transition probabilities (subject to
their constraints), with the Lagrange parameters fixed. To this end, let us re-arrange the Lagrange
function (10) by gathering all the terms depending on the transition probabilities,
L (P, n¯;µ,λts)
=
n−1∑
i=1
n¯i
( n∑
j=1
pij
(
cij + λ
ts
j
)
augmented costs c′ij
+ Tr−1
n∑
j=1
pij
(
pij
prefij
)r−1
regularization term
)
+
n−1∑
i=1
µi
(
1−
n∑
j=1
pij
)
− (n¯• − 1) +
n∑
i=1
n∑
j=1
λtsj (δ1j − n¯j) (11)
because n¯n = 1 and n¯• =
∑n
i=1 n¯i. In this last expression, we defined the augmented costs for each
row i (and thus each transient node i), considered as a column vector, c′i = rowi(C) + λts.
From (11), we observe that the part of the objective function depending on the transition
probabilities (first line) is a sum of (n− 1) terms that can be optimized independently at the level
of each node and its incident links. The same is true for the constraints (sum-to-one and non-
negativity) which are also operating at the level of the nodes. Moreover, the expected numbers of
visits n¯i are considered as independent from the transition probabilities because of the Lagrangian
formulation of the problem.
Therefore, the problem that needs to be solved for each transient node i = 1, . . . , (n−1) in turn
10
is
minimize
pi
(c′i)
Tpi
expected cost
+ Tr−1 p
T
i (pi ÷ prefi )(r−1)
r-power regularization term
subject to eTpi = 1
pi ≥ 0
(12)
together with 
c′i = rowi(C) + λts
prefi = rowi(Pref)
r > 1
where ÷ is the elementwise division, (r−1) is the elementwise power and T = 1/θ > 0 monitors the
balance between expected augmented cost and Tsallis divergence minimization. This shows that
the Lagrange parameters λtsj can be interpreted as the virtual costs that have to be added to the
real costs cij in order to be able to compute the local transition probabilities at the level of each
node thanks to Equation (12).
Note that the r parameter controls the impact of the costs on the probabilities. For example, for
uniform reference probabilities and linear costs, c = [1, 2, 3, 4, 5]T, the form of the resulting probabil-
ity distribution will be decreasing and convex when r < 2 (p = [0.480, 0.295, 0.156, 0.0602, 0.00927]T
when r = 1.5 and T = 1), linear when r = 2 (p = [0.4, 0.3, 0.2, 0.1, 0.0]T with T = 1), and concave
when r > 2 (p = [0.289, 0.262, 0.229, 0.182, 0.0375]T when r = 4 and T = 1). On the other hand, the
temperature T mainly controls the sparseness of the distribution (p = [0.533, 0.333, 0.133, 0.0, 0.0]T
when r = 2 with T = 0.5 and p = [0.240, 0.220, 0.200, 0.180, 0.160]T when r = 2 with T = 5).
Thus, the problem of computing the transition probabilities reduces to the minimization of a
linear function with a r-power regularization term on the probability simplex. Interestingly, for a
uniform reference distribution, this problem of minimizing a linear objective function with quadratic
as well as r-power regularization has been studied in the fuzzy clustering literature [57, 85]. In this
context, the objective was to fuzzify the membership functions thanks to a quadratic regularization,
similar to the Tsallis entropy, in a fuzzy k-means. Note that in their original work, the constant
term −1 (minus one) present in the Tsallis entropy is not taken into account – the authors simply
consider a quadratic regularization, which has no effect on the solution. Note that [85] solves the
quadratic regularization problem with r = 2 while [57] provides an algorithm for the more general
case r > 1.
Inspired by this previous work, the problem (12) is solved by a procedure (spmin) computing a
sparse minimum derived in C for each node i 6= t,
p∗i = spmin(c
′
i,p
ref
i , r, T ) for i = 1, . . . , (n− 1) (13)
which returns a possibly sparse discrete probability distribution p∗i . In short, the solution for the
general case is of the form (Equation (49))
p∗i = p
ref
i ◦ (r−1)
√
r−1
rT [µie− c′i]+ (14)
where [x]+ = max(x, 0): if x is negative, it is put to 0, and ◦ is the elementwise Hadamard product.
The vector e is a column vector full of 1’s and the threshold µi must be chosen in order to satisfy
the sum-to-one constraint, (p∗i )
Te = 1. The expression (14) is the counterpart of Equation (4)
based on the KL divergence.
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The procedure (13) is run on every node i 6= n in order to obtain an updated transition matrix
P. Again, the transition probabilities only depend on the Lagrange parameters λts through the
augmented costs.
Based on previous work [57, 85], three algorithms are developed in the C. More precisely, in
C.1, we consider the special case of a quadratic regularization term, r = 2, whereas the general case
r > 1 is developed in C.2. This is because the quadratic case is simpler and leads to an efficient
algorithm based on a linear search once the nodes have been sorted by increasing cost, while the
general case is handled by using a bisection search which turns out to be slower in practice. Our
contribution with respect to [57, 85] is the introduction of non-uniform reference probabilities in
C.3 which allow to deal with the Tsallis divergence instead of the Tsallis entropy. Let us now turn
to the computation of the Lagrange parameters.
3.3 Computation of the Lagrange parameters
The second step, i.e. the computation of the Lagrange parameter vector λts, follows the same
principle as for the KL divergence (see Equation (6) and Subsection A.2 for details), the only
difference being the definition of the divergence. Indeed, the elements of h˜kl, based on the KL
divergence, in Equation (25), now become h˜tsi =
1
r−1
∑
j∈Succ(i) pij
(
(pij/p
ref
ij )
r−1−1) for the Tsallis
divergence.
By similitude with the KL regularization (see Equation (6)), we define the Tsallis directed
free energy potential as the values of the Lagrange parameters obtained after convergence of the
optimization problem,
φts , λts (15)
and we verified that they correspond to the minimized free energy objective function (9). These
quantities are obtained by solving the following system of linear equations
λtsi −
∑
j∈Succ(i)
pijλ
ts
j =
∑
j∈Succ(i)
pij
[
cij +
T
r−1
((
pij
prefij
)r−1
− 1
)]
for all i ∈ V (16)
with respect to λts. Note that these equations imply λ
ts
t = 0 for target node t. In matrix form, we
have
(I−P)λts = c˜+ T h˜ts (17)
where c˜ = (P ◦C)e and h˜ts = 1r−1
[
P ◦ ((P ÷ Pref)(r−1) − E)]e, e is a column vector containing
1 on each row, E is a square matrix full of 1’s, ◦ is the elementwise matrix product, and (r − 1) is
the elementwise power.
Finally, after initializing the transition probabilities to the reference probabilities, the overall
procedure for computing the optimal randomized policy based on Tsallis divergence aims at iterating
Equations (17) and (13) until convergence. Each of the two steps has a unique optimal solution so
that the iterative procedure converges [9]. As before, we observed that, in all our runs, the duality
gap is always zero, showing that a global minimum is reached. After convergence, the algorithm
provides an optimal, possibly sparse, routing policy taking the form of Markov chain with absorbing,
killing, node n (or t before renumbering the nodes).
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4 Derived dissimilarities
We now define two new dissimilarity measures between nodes interpolating between the least cost
and the commute-cost10, up to a constant scaling factor. These quantities are the counterparts of
the RSP dissimilarity and the FE distance based on KL regularization. As for the KL divergence [36,
63, 124], the quantity φtsit , provided by the Lagrange parameter λ
ts
i after convergence (see Equation
(15)), is called the Tsallis directed FE from node i to absorbing, killing, node11 t. Accordingly, the
Tsallis FE distance is the symmetrized quantity
∆
tsfe
st =
φtsst + φ
ts
ts
2
(18)
Interestingly, we found that this quantity satisfies the triangle inequality on all the investigated
datasets and values of the θ parameter (see the next, experimental, section). We therefore conjecture
that it defines a distance measure between nodes (as in the case for the KL divergence [36]) and
hope to prove it in future work.
Moreover, the directed Tsallis RSP dissimilarity is based on the total expected cost for reaching
target node t from node s when following the optimal policy, which is given by
〈c〉st =
∑
(i,j)∈E
n¯ipijcij =
∑
(i,j)∈E
n¯ijcij (19)
where pij is computed by Equation (13). The Tsallis randomized shortest paths dissimilarity is
directly deduced from the previous expression,
∆
tsrsp
st = 〈c〉st + 〈c〉ts (20)
This dissimilarity, however, does not satisfy the triangle inequality for all values of the parameter
θ; we are thus in the same situation as for the KL regularization: the Tsallis randomized shortest
paths dissimilarity is not a distance measure. The FE distance and the RSP dissimilarity will be
compared on pattern recognition tasks in the next section.
5 Experiments
In this section, we first present an illustrative example of the sparsity of the routing policy induced
by the Tsallis-based RSP, by visualizing the net flows on a weighted undirected graph. For each
edge (i, j), the net flow is defined as netij = max(n¯ij − n¯ji, 0) and is oriented in the direction of
the positive flow (at most one per edge). Then, we evaluate our methods by comparing them with
other state-of-the-art dissimilarity measures on node clustering and semi-supervised classification
tasks12. We have to stress that our goal here is not to propose new node clustering or semi-
supervised classification algorithms outperforming state-of-the-art techniques. Rather, the aim
is to investigate if the Tsallis-based RSP model is able to capture the community structure of
networks in an accurate way, compared to other, existing, state-of-the-art dissimilarity measures
between nodes.
10And thus also the resistance distance based on the effective resistance when cij is defined as 1/aij , like in
electrical networks [33]. This property only holds in the case of an undirected graph
11Recall that the target node is always transformed into an absorbing and killing node.
12Note that all results were obtained with Matlab (version R2019) running on an Intel Xeon with 2 × 8 core
processors of 3.6 GHz and 128 GB of RAM.
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Figure 1: A small undirected graph composed of 10 nodes with costs on edges; adapted from [94].
5.1 Illustrative example
Consider the graph represented in Figure 1, containing a source node s and a target node t. The
weight on the edges represents the cost associated to the transitions.
We illustrate how the parameter θ influences the sparsity of the transition probabilities (the
randomized routing policy) by representing the net flow from the source to the target. These flows
are depicted for the value r = 2 in Figure 2, where only positive net flows are drawn.
As the value of θ increases, some edges gradually become unused (the flow in the edge is equal
to zero). Eventually, the flow is entirely concentrated on the shortest path (already when θ = 2 in
our example). This clearly shows that the RSP routing policy becomes gradually sparser when the
parameter θ increases. This property is also observed for other values of the parameter r.
5.2 Global experimental setup
The Tsallis FE (FETsallis) and the Tsallis RSP (RSPTsallis) dissimilarities will be assessed in
two different contexts: first, a node clustering task and, second, a graph-based semi-supervised
classification task aiming to categorize unlabeled nodes. For all RSP-based methods, the reference
transition probabilities are set to prefij = aij/
∑n
j′=1aij′ , corresponding to a natural random walk on
the graph (see Equation (1)). In addition, the costs on the edges are defined as cij = 1/aij , as for
electrical networks. As part of the experiments, four dissimilarity matrices between nodes as well
as four kernels on a graph will be used as baseline methods to assess our methods.
Baseline dissimilarities between nodes
I The Free Energy distance (FE, based on KL divergence) and the Randomized Shortest
Paths Dissimilarity (RSP, also based on KL divergence) depending on an inverse temper-
ature parameter θ = 1/T . Already presented earlier in Section 2, these methods have been
shown to perform well in node clustering [102] as well as in semi-supervised classification tasks
[36].
I The Logarithmic Forest distance (LF). Introduced in [16], it relies on the matrix-forest
theorem [19] and defines a family of distances interpolating (up to a scaling factor) between
the shortest-path distance and the resistance distance, depending on a parameter α.
I The Shortest Path distance (SP). The distance corresponds to the cost along the shortest
path between two nodes i and j, derived from the cost matrix C.
These dissimilarity matrices are transformed into inner products (kernel matrices) by classical
multidimensional scaling (see later).
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Figure 2: Representation of the net flow from s to t in function of θ for the Tsallis RSP and using
r = 2.
Baseline kernels on a graph
I The Neumann kernel [100] (Katz), initially proposed in [61] as a method of computing
similarities, and defined as K = (I− αA)−1 − I. The α parameter has to be chosen positive
and smaller than the inverse of the spectral radium of A, ρ(A) = maxi(|λi|).
I The Logarithmic Communicability kernel (lCom) proposed in [55] as the logarithmic
version of the exponential diffusion kernel [66], also known as the communicability measure
[32], K = ln(expm (tA)), t > 0, where expm is the matrix exponential.
I The Sigmoid Commute Time kernel. Proposed in [122], it is obtained by applying a sig-
moid transform [100] on the commute time kernel [33]. A parameter α controls the sharpness
of the sigmoid.
In addition, the Modularity matrix Q is used as last baseline (Modularity). The matrix is
computed by Q = A− ddTvol where d contains the node degrees and the constant vol is the volume
of the graph (see, e.g., [88]).
Datasets
A collection of 22 datasets, representing labeled networks, is investigated for the experimental
comparisons of the dissimilarity measures. The collection includes Zachary’s karate club [125], the
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Dataset (labeled network) Task
Name Labels Nodes Edges Clustering Classification
Dolphin 2 2 62 159 X
Dolphin 4 4 62 159 X
Football 12 115 613 X
LFR1 3 600 6142 X
LFR2 6 600 4807 X
LFR3 6 600 5233 X
IMDB 2 1126 20282 X
Newsgroup 2 1 2 400 33854 X X
Newsgroup 2 2 2 398 21480 X X
Newsgroup 2 3 2 399 36527 X X
Newsgroup 3 1 3 600 70591 X X
Newsgroup 3 2 3 598 68201 X X
Newsgroup 3 3 3 595 64169 X X
Newsgroup 5 1 5 998 176962 X X
Newsgroup 5 2 5 999 164452 X X
Newsgroup 5 3 5 997 155618 X X
Political books 3 105 441 X
WebKB-Cornell 6 346 13416 X
WebKB-Texas 6 334 16494 X
WebKB-Washington 6 434 15231 X
WebKB-Wisconsin 6 348 16625 X
Zachary 2 34 78 X
Table 1: Datasets (networks) used for the experiments.
Dolphin datasets [77, 78], the Football dataset [42], the Political books13, three LFR benchmarks
[68], the WebKB datasets [79], the IMDB dataset [79], and 9 Newsgroup datasets [69, 123].
The list of datasets along with their main characteristics is available in Table 1. Please note
that all the datasets have not been used in both clustering and classification context. The two last
columns indicate the investigated task for each dataset.
5.3 Node clustering experiment
We first describe the node clustering application together with the experimental methodology.
Evaluation metrics
Each partition will be assessed by comparing it with the observed “true partition” of the dataset.
The following standard criteria will be used to evaluate the similarity between both partitions.
I The Normalized Mutual Information (NMI) [37, 104] between two partitions U and V is
computed by dividing the mutual information [24] between the two partitions by the average
of the respective entropy of U and V. See also [80].
I The Adjusted Rand Index (ARI) [54] is an extension of the Rand Index [95], which
measures the degree of overlap between two partitions. The ARI has an expected value of 0,
which is not the case for the initial Rand Index.
13Collected by V. Krebs and labelled by M.E. Newman, this dataset is not published, but available for download
at http://www-personal.umich.edu/~mejn/netdata/.
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Algorithm Parameter values
FE
RSP
θ = (0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 3, 5, 10, 15, 20)
FETsallis
RSPTsallis
θ = ( 10−4, 10−3, 10−2, 10−1, 1, 10, 102, 103, 104, 105)
LF α = (0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 3, 5, 10, 15, 20)
Katz α = (0.05, 0.10, . . . , 0.95)× (ρ(A))−1
lCom t = (0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1, 2, 5, 10)
SCT α = (5, 10, 15, . . . , 50)
Table 2: Parameter range for the investigated methods.
Experimental methodology
The experiment relies on a kernel k-means (see e.g., [34, 123]). For the dissimilarities, the followed
methodology is similar to the one used in [102] (see this work for more details). More specifically, for
each given dataset, the dissimilarity matrix D obtained by the different methods is transformed into
a kernel K (a inner product matrix) using classical multidimensional scaling [11]. If the resulting
kernel is not positive semi-definite, we simply set the negative eigenvalues to zero when computing
the kernel. As a second step, a kernel k-means (see e.g., [34, 123]) is run 30 times on K. The
NMI and ARI are computed on the partition maximizing the modularity among these 30 trials.
Recall that modularity is an unsupervised measure of the quality of a partition of the nodes (a set
of communities) [88].
This operation is repeated 30 times (leading to a total of 900 runs of the k-means) to obtain the
average modularity, NMI and ARI scores over these 30 repetitions for a given method (dissimilarity
matrix), with a given value of its parameter (for instance, θ in the case of methods based on RSP),
on a specific dataset. Finally, the reported NMI and ARI score for each method and dataset is the
average (over the 30 repetitions) for the parameter value leading to the largest modularity. Thus,
modularity (which is unsupervised) is used as a metrics to tune the parameters of the algorithms
[103]. The parameters that are tuned are the θ for the FE and the RSP, in both standard (FE
and RSP) and Tsallis versions (FETsallis and RSPTsallis), the α for the LF, the α for Katz, the
t for the lCom, and finally the α for the sigmoid transform of the SCT. The range of values that
are tested strongly differs from the standard to the Tsallis version as we observed that the Tsallis
version is less sensitive to variations in θ. The values tested for these parameter are listed in the
Table 2.
For the parameter r from the Tsallis regularization, three different values are tested r =
{1.5, 2, 3}. Only a few values are investigated because the computation of the Tsallis-based dissim-
ilarities is much slower that the one based on the KL divergence. Moreover, the results for these
three values are displayed separately in order to analyse their impact on the results.
Experimental results
The different methods are assessed globally across all datasets using the same method as in [102],
based on a non-parametric Friedman-Nemenyi test [27]. The results for the ARI and the NMI are
shown in Figure 3. In addition, a Wilcoxon signed-rank test [121] is performed pairwise to measure
the significance (at level α = 0.05) of the differences observed in the algorithms’ performance.
The figure shows that using a parameter r = 1.5 for the Tsallis regularization tends to yield the
best results out of the three values of r that were investigated. What concerns the FE distance, this
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Figure 3: Clustering experiment. Mean ranks and 95% Nemenyi confidence intervals for the 11 methods
across the 17 datasets, according to the NMI (a) and the ARI (b) performance measures. Two methods are
considered as significantly different if their confidence intervals do not overlap. The best method is highlighted.
r value allows to slightly outperform the FE relying on KL divergence based on the NMI, but it it
not the case when considering the ARI. In both cases, the difference is not significant according to
the Wilcoxon signed-rank test. More generally, except for the value r = 3, no significant difference
can be observed, in terms of ranks, between the KL and the Tsallis divergence regularization for
both the FE and the RSP from the pairwise Wilcoxon signed-rank tests.
The FETsallis with r = 1.5 significantly outperforms the Modularity and the Katz kernel
according to the Friedman-Nemenyi test. Additionally, according to the Wilcoxon, the difference
in performance with the SP, the LogCom and the LF are significant as well.
Thus, what concerns the clustering task and the investigated datasets, the Tsallis regularization
yields competitive results with respect to methods that have been shown to perform well in a
context of kernel k-means clustering [102].
5.4 Semi-supervised classification experiment
We now turn to the semi-supervised classification experiment.
Evaluation metrics
Each method will be evaluated in terms of classification accuracy on semi-supervised tasks where
a subset of nodes of the graph is kept unlabeled (i.e. hidden). Then, the predicted labels of these
unlabeled nodes are compared to the true, observed, labels which were hidden.
Experimental methodology
We followed the same experimental methodology as in [36, 45]. More precisely, this graph-based
semi-supervised classification methodology consists in extracting the five14 dominant eigenvectors
14We arbitrarily report the results for 5 dimensions but also performed experiments with more dimensions with
similar conclusions.
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Figure 4: Semi-supervised experiment. Mean ranks and 95% Nemenyi confidence intervals for the 14 methods
(see Table 3) across the 14 datasets. Two methods are considered as significantly different if their confidence
intervals do not overlap. The best method overall (RSPTsallis(1.5)) is highlighted.
of a kernel matrix, derived from the dissimilarity matrix by classical multidimensional scaling, in
order to use them as node features in a linear support vector machine (SVM). Note that this setting
is inspired by the work of Zhang et al. [126, 127] as well as Tang et al. [105, 106, 107] who compute
the dominant eigenvectors (a “latent social space”) of graph kernels or similarity matrices and
then input them into a supervised classification method, such as a logistic regression or a SVM, to
categorize the nodes.
All the methods are tested by using a standard 5×5 nested cross-validation methodology. Each
external cross-validation contains 5 folds, and methods are tested with a labelling rate of 20%. To
tune parameters (see Table 2 for values), an internal 5-fold cross-validation on the training fold is
performed with a labelling rate of 80%. The whole cross-validation procedure is repeated 5 times
for different random permutations of the data, inducing different sets of labeled/unlabeled nodes.
The final accuracy of the classifier on the investigated dataset is then obtained by averaging the
results over the five repetitions, and is reported in Table 3.
Concerning the parameter r of the Tsallis regularization, as for clustering, we tested three
values r = {1.5, 2, 3}. For the SVM, the margin parameter is tuned on the set of values c =
{10−2, 10−1, 1, 10, 100}.
Experimental results
The results of this experiment are reported in Table 3. The highest accuracy is highlighted in
boldface for each dataset. As can be seen, the best method is dataset-dependent and no obvious,
global, pattern is present. Therefore, in order to rate globally the results of each method, as before,
we perform a nonparametric Friedman-Nemenyi statistical test and a Wilcoxon signed-rank tests
at a level of confidence of 95% (α = 0.05) [27]. The results of the Nemenyi test are shown in Figure
4.
As in the clustering experiment, the figure shows that using a parameter r = 1.5 for the Tsallis
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Classif. method → FE FETsallis(1.5) FETsallis(2) FETsallis(3) RSP RSPTsallis(1.5) RSPTsallis(2)
Dataset ↓
IMDB 75.31 75.57 77.18 78.09 76.07 76.47 76.55
Newsgroup 2 1 96.79 96.04 95.44 95.06 95.96 95.75 95.56
Newsgroup 2 2 91.21 92.60 93.10 92.55 91.22 92.81 93.13
Newsgroup 2 3 95.98 96.07 96.30 96.15 95.39 96.18 96.35
Newsgroup 3 1 92.53 92.92 92.86 93.18 92.88 92.94 92.83
Newsgroup 3 2 93.45 93.19 92.83 92.65 93.34 93.57 93.07
Newsgroup 3 3 93.66 93.35 92.29 91.83 92.91 93.53 93.03
Newsgroup 5 1 88.70 88.54 88.24 87.62 88.09 88.22 88.03
Newsgroup 5 2 82.32 82.55 82.38 80.83 81.49 82.24 81.23
Newsgroup 5 3 80.27 82.69 82.78 77.53 80.38 82.65 83.42
WebKB-Cornell 57.20 57.37 56.52 54.44 57.53 58.80 58.31
WebKB-Texas 73.35 74.34 72.32 69.79 75.24 74.96 72.82
WebKB-Washington 68.15 66.53 66.26 63.85 68.88 68.40 66.15
WebKB-Wisconsin 74.33 70.69 68.58 68.66 73.91 71.67 69.04
Classif. method → RSPTsallis(3) SP Modularity Katz LogCom LF SCT
Dataset ↓
IMDB 78.53 74.68 74.37 68.93 76.28 73.87 78.36
Newsgroup 2 1 94.51 93.58 95.85 95.15 96.18 96.65 97.14
Newsgroup 2 2 92.79 90.36 91.22 90.38 91.18 90.36 91.14
Newsgroup 2 3 96.32 96.78 95.78 93.21 95.43 95.54 95.79
Newsgroup 3 1 92.54 93.01 93.02 91.00 94.00 92.98 93.99
Newsgroup 3 2 92.85 89.32 92.63 91.25 92.17 92.15 92.35
Newsgroup 3 3 92.52 91.14 91.20 88.73 91.49 90.93 93.35
Newsgroup 5 1 87.59 86.60 77.04 79.74 86.30 86.22 87.29
Newsgroup 5 2 80.27 78.36 75.97 64.47 79.04 80.10 80.45
Newsgroup 5 3 82.31 72.73 76.51 66.33 78.65 79.94 80.38
WebKB-Cornell 55.62 47.36 50.71 52.33 59.16 58.35 57.30
WebKB-Texas 72.93 61.20 73.01 67.89 75.45 74.18 74.27
WebKB-Washington 64.69 52.35 62.52 64.56 69.92 67.47 67.66
WebKB-Wisconsin 69.64 62.46 73.42 73.61 74.99 74.48 72.77
Table 3: Classification accuracies in percent for the various classification methods obtained on the different
datasets. For each dataset and method, the final accuracy is obtained by averaging over 5 repetitions of a
standard cross-validation procedure. Each repetition consists of a nested cross-validation with 5 external folds
(test sets, for validation) on which the accuracy of the classifier is averaged, and 5 internal folds (for parameter
tuning). The best performing method is highlighted in boldface for each dataset.
regularization tends to yield the best results out of the three values of r that were investigated.
Furthermore, the Wilcoxon signed-rank tests show that the FETsallis and the RSPTsallis perform
significantly better than the SP, the Katz and the Modularity (except for the FETsallis with a
parameter r = 3). The tests also show that the RSPTsallis with a parameter r = 1.5 obtains
significantly better results than the LF. Nevertheless, except for the FETsallis with a parameter
r = 3, no significant difference can be observed, in terms of ranks, between the KL and the Tsallis
divergence regularization for both the FE and the RSP.
This confirms that the Tsallis RSP and FE dissimilarity measures, and especially the RSP, are
able to capture the community structure of the graph in an accurate way, at least on the investigated
datasets.
6 Conclusion and future work
This paper showed that sparse randomized routing policies in a network can be obtained when reg-
ularizing the least-cost routing by the Tsallis divergence instead of the Kullback-Leibler divergence.
Two different algorithms are detailed, a simple and faster procedure for the case r = 2 based on a
linear search and a slower one for the more general case r > 1 based on a bisection search technique.
Indeed, in practice, we observed that the bisection method is significantly slower than the linear
search method, at least on the investigated datasets.
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In that context, various interesting quantities can be derived from the routing policy, especially
the expected cost and the minimized free energy between the source and the target nodes. These
quantities can be used as dissimilarity measures between the nodes of the network for tackling
pattern recognition and machine learning tasks. A nice property is that they interpolate between the
shortest path distance (when θ →∞) and the commute-cost distance (proportional to the resistance
distance, θ → 0+). Another interesting property is the fact that, as the standard randomized
shortest paths, they are taking the degree of inter-connectivity (direct and indirect), in addition to
proximity, into account in the computation of the dissimilarity.
Indeed, it is well-known that the standard shortest path distance and the resistance distance
[64], while very useful in many contexts, show important drawbacks in some situations which
hinders their use as distance measures between nodes in some applications. More precisely, the
shortest path distance does not integrate the concept of high connectivity between the two nodes
(it only considers the shortest paths, see, e.g., [34]), while the resistance distance provides useless
results when dealing with large graphs (the so-called “lost-in-space effect” [117, 118]). Another
drawback of the shortest path distance is that it usually provides a large amount of ties when
comparing distances, especially on unweighted and undirected graphs. Moreover, it has been shown
recently [47] that the FE distance based on Kullback-Leibler regularization (called the logarithmic
Laplace transformed hitting time in their paper) avoids to a certain extend the “lost-in-space effect”.
Therefore, we conjecture that the FE dissimilarity based on the Tsallis divergence introduced in
this paper benefits from the same property.
Experimental comparisons based on two pattern recognition tasks show that the proposed dis-
tances are competitive with other state-of-the-art techniques. The main drawback, however, is
the fact that the computation of the dissimilarities in the general r 6= 2 case is time-consuming,
preventing its application on large graphs.
Further work will be devoted to the improvement of the algorithm computing the FE distance
based on the Tsallis divergence in the r 6= 2 case. For instance, we could adopt a mixed strategy by
first applying the line search in order to identify the one-unit integer interval in which the optimal
value lies, and then running a bisection search within this interval. Another idea would be to use the
algorithm proposed in [30] for computing the orthogonal projection on the unit simplex, based on a
modification of the randomized median finding procedure [10, 23]. The link between the orthogonal
projection on the unit simplex and our formulation (12) should also be studied.
Still another interesting contribution would be to apply the Tsallis divergence regularization
for solving Markov decision problems, inducing sparse policies; therefore extending the work of
[71]. We also plan to use the Tsallis divergence for the design of algorithms solving the sparse
randomized optimal transport on a graph problem, extending previous work [46]. Indeed, in the
same way as in this paper, the Kullback-Leibler divergence can be replaced by the Tsallis divergence
as regularization term in the model, therefore providing sparse routing policies.
Acknowledgements
This work was partially supported by the Immediate and the Brufence projects funded by InnovIris
(Brussels Region), as well as former projects funded by the Walloon region, Belgium. We thank
these institutions for giving us the opportunity to conduct both fundamental and applied research.
We also thank Professor Masashi Shimbo and Dr Amin Mantrach for the helpful references and
discussions.
21
Appendices
These appendices discuss the alternative form of the randomized shortest paths, the convexity of the
objective function with Tsallis divergence regularization, as well as the algorithms for computing
the spmin function appearing in Equation (13), returning transition probabilities pi associated to
a node i. To the best of our knowledge, these algorithms were first studied in [57, 85] (although we
suspect that they have probably been investigated before). This appendix provides a reformulation
of the relevant material contained in these papers (C.1 – C.2), as well as an extension of their
algorithms for dealing with an arbitrary reference distribution (and thus regularizing with Tsallis
divergence instead of Thsallis entropy, C.3).
A An alternative view of the standard randomized shortest
path framework
The path-based formalism (2) can be transformed into a “local” form (see [3, 39, 99]) which will
be used for deriving the sparse RSP. In this new form, the policy is computed in an iterative way
by exploiting Lagrange duality.
A.1 Alternative form of the objective function
To this end, let us introduce η
(
(i, j) ∈ ℘) defined as the number of times edge (i, j) is visited along
path ℘. Because the probability of a path can be expressed as a product of transition probabilities
(see the discussion after Equation (4)), the path-based quantities log(P(℘)/p˜i(℘)) and c˜(℘) can be
expressed as 
log
P(℘)
p˜i(℘)
=
∑
(i,j)∈E
η
(
(i, j) ∈ ℘) log pij
prefij
c˜(℘) =
∑
(i,j)∈E
η
(
(i, j) ∈ ℘) cij (21)
Injecting these relations in the objective function appearing in Equation (2) yields
φklst (P) =
∑
℘∈Pst
P(℘)c˜(℘) + T
∑
℘∈Pst
P(℘) log
(
P(℘)
p˜i(℘)
)
=
∑
℘∈Pst
P(℘)
∑
(i,j)∈E
η
(
(i, j) ∈ ℘) cij + T ∑
℘∈Pst
P(℘)
∑
(i,j)∈E
η
(
(i, j) ∈ ℘) log pij
prefij
=
∑
(i,j)∈E
n¯ij cij + T
∑
(i,j)∈E
n¯ij log
pij
prefij
=
∑
(i,j)∈E
n¯ipij
(
cij + T log
pij
prefij
)
(22)
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where n¯ij ,
∑
℘∈Pst P(℘) η
(
(i, j) ∈ ℘) is the expected number of passages (the flow) through edge
(i, j) and we used n¯ij = n¯ipij with n¯i = n¯i• =
∑
j∈Succ(i) n¯ij denoting the expected number of
visits to node i. This comes from the fact that the expected number of passages through edge (i, j)
is equal to the number of visits to node i times the probability of following the link (i, j) from node
i. This formulation of the RSP problem is also closely related to the framework of [7, 44] based on
edge flows and flow conservation.
The objective function (22) should be minimized with respect to the (local) policy, that is, the
set of transition probabilities pij associated to edges. It is shown in [3] that this objective function
is strictly convex with respect to edge flows, n¯ij = n¯ipij . Indeed, the objective function, which is
expressed in (22) in terms of transition probabilities and number of visits to nodes, can also be
expressed in function of edge flows only, or in function of transition probabilities only. Therefore,
because the correspondence between edge flows and transition probabilities is differentiable and
one-to-one for a unit input flow (which is indeed the case in the RSP model), any stationary point
of (22) with respect to the transition probabilities pij is also a stationary point with respect to the
corresponding edge flows . Thus, because the objective function is convex with respect to the n¯ij
and the domain is convex, it must be a global minimum.
Interestingly, this also shows that the path-based formalism of Equation (2) is equivalent to
minimizing the local cost plus KL divergence, cij + T log(pij/p
ref
ij ), which is also the purpose of
Kullback-Leibler, or path integral, control developed in the field of reinforcement learning and con-
trol theory. Therefore, as already mentioned in the related work (Subsection 1.2), the randomized
shortest paths framework is equivalent to some of these models developed in reinforcement learning
(see, e.g., [15, 35, 59, 98, 111, 112]), as initiated by [113, 114].
A.2 Computing the optimal policy
In this subsection, an algorithm for computing the optimal transition probabilities (the policy) is
developed. It aims at minimizing the objective function (22) by considering the transition probabil-
ities and the expected number of visits as independent. The dependency between the two quantities
is introduced as a constraint in the formulation, as commonly done in discrete-state discrete-time
optimal control (see, e.g., [75]). After renumbering the nodes in such a way that node 1 is the source
node and node n the target node15 for convenience, this leads to the following Lagrange function
only including the equality constraints
L (P, n¯;µ,λkl) =
∑
i∈V\n
n¯i
∑
j∈Succ(i)
pij
(
cij + T log
pij
prefij
)
+
∑
i∈V\n
µi
(
1−
∑
j∈Succ(i)
pij
)
+
∑
j∈V
λklj
( ∑
i∈Pred(j)
n¯ipij + δ1j − n¯j
)
(23)
where Succ(i) is the set of successor nodes16 of node i and Pred(j) is the set of predecessor
nodes of node j. The quantities µi, λ
kl
i are standard Lagrange parameters dealing with equality
15It is assumed that the source node is different from the target node.
16Recall that target node n is killing and absorbing, and thus has no successor. It is therefore not the predecessor
of any node.
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constraints. The transition probabilities and the expected number of visits are therefore considered
as independent in the optimization of the Lagrange function and must be non-negative. The relation
between n¯i and pij is given by the system of linear equations computing the expected number of
visits to nodes in an absorbing Markov chain, n¯j =
∑
i∈Pred(j) n¯ipij + δ1j for each j ∈ V, when
a unit flow is injected in node 1 (see, e.g., [90, 108]). By the property of flow conservation in a
Markov chain, it is clear that n¯n = 1 for the target node.
Our procedure optimizes sequentially the objective function by Lagrange duality as follows
[8, 25, 43, 83]. We first minimize the Lagrange function with respect to the transition probabilities
pij subject to sum-to-one constraints, while fixing the Lagrange parameters λ
kl
i . We will observe
that they only depend on the Lagrange parameters. Lagrange parameters are then computed by
maximizing the dual, a common optimization procedure called the Arrow-Hurwicz-Uzawa algorithm
[5]. The two steps are iterated until convergence, which is guaranteed because each sub-problem
reaches its optimum uniquely [9]. In practice, we observed that the duality gap is always zero,
showing that a global minimum is reached.
Computation of the transition probabilities
For the estimation of the transition probabilities step, there is no need to introduce non-negativity
constraints because KL divergence regularization ensures that the estimates satisfy the constraint
[60]. Taking the partial derivative of the Lagrange function (23) with respect to the transition
probabilities associated to edges and setting the result to zero provides
T log
pij
prefij
=
µi
n¯i
− T − (cij + λklj )
Then, using θ = 1/T , isolating the transition probabilities as well as imposing the sum-to-one
constraint yields
pij =
prefij exp[−θ(cij + λklj )]∑
k∈Succ(i)
prefik exp[−θ(cik + λklk )]
for all (i, j) ∈ E (24)
which only depends on the Lagrange parameters λkli . This corresponds to the “local” optimal
randomized policy for going from 1 to n, according to KL divergence regularization. Let us now
compute these Lagrange parameters.
Computation of the Lagrange parameters
Computing the λkli aims at solving the dual problem. Indeed, by defining respectively the expected
cost and the KL divergence per node, c˜i =
∑
j∈Succ(i) pijcij and h¯
kl
i =
∑
j∈Succ(i) pij log(pij/p
ref
ij )
for i 6= n, together with c¯n = 0 and h¯kln = 0 for target node, the problem of computing the expected
number of visits n¯i when transition probabilities are fixed can be reformulated from (23) as a
linear programming problem: minimize (c¯+ T h¯kl)
Tn¯ with respect to n¯ subject to the constraints
(I−P)Tn¯ = e1 and n¯ ≥ 0.
However, because we instead need the vector of Lagrange parameters λkl in order to compute
the transition probabilities (see (24)), we are more interested in the dual problem (see, e.g., [43],
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page 18417),
maximize
λkl
eT1 λkl
subject to (I−P)λkl = c¯+ T h¯kl
λkl ≥ 0
(25)
where e1 is a column vector full of 0’s, except in position 1 containing a 1. Because the elements of
(I−P)−1 = I + P + P2 + · · · are all non-negative, the non-negativity constraint on the Lagrange
parameters is automatically satisfied. These Lagrange parameters are thus obtained by solving the
system of linear equations
(I−P)λkl = c¯+ T h¯kl (26)
where, in matrix form, c¯ = (P ◦ C)e and h¯kl = (P ◦ (logP − logPref))e, with e being a column
vector of 1’s and ◦ the elementwise matrix product. Elementwise, we have
λkli =
∑
j∈Succ(i)
pij
(
cij + λ
kl
j + T log
pij
prefij
)
(27)
and notice that this implies λkln = 0 for the target node n. The procedure aims at iterating
Equations (24) and (26) until convergence. Interestingly, the Lagrange parameters have a nice
interpretation, as explained in the next subsection.
Interpretation of the Lagrange parameters
Let us now give an interpretation to the Lagrange parameters λkl. From Equation (24), we directly
obtain
T log
pij
prefij
= −(cij + λklj )− T log
∑
k∈Succ(i)
prefik exp[−θ(cik + λklk )]
By injecting this expression in Equation (27), we obtain
λkli = − 1θ log
∑
j∈Succ(i)
prefij exp[−θ(cij + λklj )] (28)
which is nothing else than the Bellman-Ford-like recurrence formula18 for computing the directed
free energy distance φkl (see19 [36], Eq. (34)); therefore λkl = φkl and the Lagrange parameters
are equal to the directed FE distances at the optimum.
This directed FE distance is the minimum free energy obtained by replacing path probabilities
by the optimal ones (see Equation (3)) in the free energy objective function provided by Equation
(2) (see [63] for details). This quantity has many interesting properties: (1) it plays the role of a
potential at the continuous space-time limit [40], (2) it defines a distance measure between nodes
when symmetrized [36, 63], (3) it interpolates between the least-cost and the commute-cost distance,
(4) it can be interpreted as minus T times the log-likelihood of surviving during a particular killed
random walk [36], and (5) it performed consistently well in a number of pattern recognition tasks
[36, 102, 103], among others.
17Note that the equation in [43] also holds for equality constraints, providing (I − P)Tn¯ = e1, which is the case
here.
18The min operator in the Bellman-Ford expression is replaced by a softmin operator, see [36].
19As it plays the role of a potential, the FE distance was called the potential distance in [36].
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B About the convexity of the Tsallis-regularized objective
function
This section discusses the convexity of the Tsallis-regularized free energy objective function appear-
ing in Equation (9). To this end, we will compute the Hessian matrix and verify if the corresponding
quadratic form is positive semi-definite.
Using n¯ij = n¯ipij with n¯i = n¯i• =
∑
j∈Succ(i) n¯ij , we first reformulate this objective function in
terms of edge flows n¯ij ,
φtsst =
∑
i∈V
n¯i•
∑
j∈Succ(i)
pij
(
cij +
T
r−1
((
pij
prefij
)r−1
− 1
))
=
∑
i∈V
∑
j∈Succ(i)
(
cij n¯ij +
T
r−1
(n¯ij)
r
(prefij n¯i•)r−1
− Tr−1 n¯ij
)
(29)
For computing the Hessian, only the central term is meaningful. We will therefore study the
function (at first, we do not consider the reference probability prefij for simplicity),
f(N) =
∑
k∈V
∑
l∈Succ(k)
(n¯kl)
r
(n¯k•)r−1
(30)
The first-order partial derivatives are
∂f
∂n¯ij
= r pr−1ij − (r − 1)
∑
j′∈Succ(i)p
r
ij′ (31)
where pij denotes n¯ij/n¯i• for simplicity. Then the Hessian is
h(i,j)(k,l) =
∂2f
∂n¯kl∂n¯ij
= r(r − 1) δik
n¯i•
(
δjlp
r−2
ij − (pr−1ij + pr−1il ) +
∑
j′∈Succ(i)p
r
ij′
)
(32)
Thus, the following quadratic form should be non-negative for any value of x(i,j),
Q =
∑
(i,j)∈E
∑
(k,l)∈E
x(i,j)h(i,j)(k,l)x(k,l)
= r(r − 1)
∑
i∈V
1
n¯i•
∑
j,l∈Succ(i)
x(i,j)
(
δjlp
r−2
ij − (pr−1ij + pr−1il ) +
∑
j′∈Succ(i)p
r
ij′
)
matrix qjl(i)
x(i,l) (33)
and therefore it suffices to show that the matrices Q(i) = (qjl(i)) are positive semi-definite in
order to prove convexity (n¯i• is always positive). When introducing the reference probabilities, the
objective function becomes
f(N) =
∑
k∈V
∑
l∈Succ(k)
(prefkl )
1−r (n¯kl)
r
(n¯k•)r−1
(34)
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and the Hessian is
h(i,j)(k,l) = r(r − 1) δik
n¯i•
(
δjl(p
ref
ij )
1−r pr−2ij −
(
(prefij )
1−r pr−1ij + (p
ref
il )
1−r pr−1il
)
+
∑
j′∈Succ(i)(p
ref
ij′ )
1−r prij′
)
(35)
Then, the quadratic form can be readily deduced
Q = r(r − 1)
∑
i∈V
1
n¯i•
∑
j,l∈Succ(i)
x(i,j)
(
δjl(p
ref
ij )
1−r pr−2ij −
(
(prefij )
1−r pr−1ij + (p
ref
il )
1−r pr−1il
)
+
∑
j′∈Succ(i)(p
ref
ij′ )
1−r prij′
)
x(i,l) (36)
Because we did not find an easy way to prove formally the positive semi-definiteness of the
matrices Q(i) with elements qjl(i) = δjl(p
ref
ij )
1−r pr−2ij −
(
(prefij )
1−r pr−1ij + (p
ref
il )
1−r pr−1il
)
+∑
j′∈Succ(i)(p
ref
ij′ )
1−r prij′ , we decided to test it numerically. More precisely, we generated 10
6 random
instances of 20-dimensional probability vectors pi and p
ref
i , as well as values of the r parameter in
[1.1, 4.1]. The smallest eigenvalue of the corresponding Q(i) matrix is then extracted. In all cases,
the smallest eigenvalue was equal to λmin = 0 (no negative eigenvalue), up to small errors of the
order |λmin/λmax| < 10−14. This provides evidence that the objective function is convex, although
it remains a conjecture at this point.
C Minimizing expected cost plus Tsallis free energy
In this section, we solve the problem stated in Equation (12), that is, the minimization of an
expected cost with Tsallis divergence regularization. We proceed gradually in three steps. First,
the r = 2 case and a uniform reference probability distribution is considered (C.1). Then, we
extend the results to the more general r > 1 case (C.2). Finally, the most general case of r > 1
and a non-uniform reference probability distribution (and thus Tsallis divergence regularization) of
Equation (12) is considered (C.3). Note that C.1-C.2 are based on [57, 85].
C.1 Results for the r = 2 case and a uniform reference probabilities
This subsection derives the algorithm for finding a sparse solution to the problem of minimizing an
expected cost under quadratic constraints, thus in the case where r = 2 and a uniform reference
distribution (adapted from [57, 85]). The problem stated in Equation (12) then reduces to
minimize
p
cTp+ T ‖p‖22
subject to eTp = 1
p ≥ 0
(37)
where T is the temperature parameter, and it is assumed that vectors p and c ≥ 0 contain m
elements (corresponding to successor nodes of node i). We omit the row index i as well as the quote
for the augmented cost for the sake of simplicity. In our context, the vector c corresponds to the
augmented costs, c′i, associated to the outgoing edges of a transient node i and p corresponds to
its transition probabilities pi (see Equation (12)).
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The Karush-Kuhn-Tucker conditions
By using the necessary Karush-Kuhn-Tucker conditions [43, 76, 96] and introducing the Lagrange
parameters µ (equality constraint in (37)) and λ (inequality constraints in (37)), we obtain, in
addition to the sum-to-one and non-negativity constraints on p,
c+ 2Tp− µe− λ = 0
λTp = 0
λ ≥ 0
(38)
from which we immediately deduce λipi = 0 for each i. In other words, λi = 0 or pi = 0 because
both λ and p are non-negative. We further denote by Q∗+ the set of strictly positive pi (to be found)
and |Q∗+| the number of such elements.
Let us now consider the different cases. First, if pi = 0 for element i, Equation (38) tells us that
λi = ci − µ. And because λi ≥ 0, we must have ci ≥ µ when pi = 0. By taking the contraposition
of the previous implication and using the fact that pi ≥ 0, we obtain that if ci < µ then pi > 0
(and thus also λi = 0).
Next, we investigate the situation where ci ≥ µ, equivalent to µ−ci ≤ 0. From (38), this implies
2Tpi − λi ≤ 0 and thus pi ≤ λi/2T . Because the pi are non-negative and λi = 0 or pi = 0, this
implies that pi = 0 when ci ≥ µ. The parameter µ is therefore a threshold telling us when pi should
be put to zero.
Finally if, for element i, pi > 0 then λi = 0 and the non-negativity constraint on pi is non-active.
Then, from (38), ci + 2Tpi − µ = 0, which provides pi = 12T (µ − ci). Therefore, the pi are of the
following form
pi =
1
2T [µ− ci]+ =
{
1
2T (µ− ci) when µ− ci > 0
0 when µ− ci ≤ 0
(39)
where [x]+ = max(x, 0): if x is negative, it is replaced by 0. We observe that pi is put to zero
when (µ − ci) becomes non-positive. Therefore, without loss of generality, from now we assume a
numbering such that the elements of the cost vector c are sorted and indexed by increasing value of
ci, c1 ≤ c2 ≤ · · · ≤ cm. In that case, from (39), the sequence of (pi)mi=1 is monotonic non-increasing
for a fixed µ.
The result (39) also tells us that the optimal set of strictly positive pi is given by Q∗+ =
{1, 2, . . . , k∗}, for some index k∗ = |Q∗+| to be found. We now have to compute the Lagrange
parameter µ as well as this threshold index k∗.
Computing the Lagrange parameter µ
By expressing the sum-to-one constraint on p and assuming that the optimal number of strictly
positive elements |Q∗+| = k∗ is known, the Lagrange parameter can easily be computed, µ =
1
|Q∗+| (
∑
j∈Q∗+ cj) +
2T
|Q∗+| . By injecting this expression into Equation (39), we obtain for i ∈ Q
∗
+ and
thus i ≤ k∗
pi =
1
2T
(
1
|Q∗+|
∑
j∈Q∗+
cj − ci
)
+
1
|Q∗+|
= 12T
(
1
k∗
k∗∑
j=1
cj
=s(k∗)
−ci
)
+
1
k∗
(40)
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and this expression can be extended to the whole set of pi, i = 1, . . . ,m, with
pi =
[
1
2T
(
1
k∗
k∗∑
j=1
cj − ci
)
+
1
k∗
]
+
(41)
where [x]+ = max(x, 0). When T is large, we obtain a uniform distribution, pi = 1/k
∗ for i =
1, . . . , k∗, whereas when T is close to zero, the probability mass is concentrated on the first element
(the lowest cost), pi = δi1, a Kronecker delta. Let us now compute the threshold index k
∗.
Computing the threshold index k∗
The idea now for finding k∗ is to investigate sequentially a number of positive elements k = 1, 2, . . .
for p and select the k for which the L1 norm of vector p will be equal or greater than 1. More
precisely, from Equation (39), assuming a number of positive elements k ≤ k∗ is selected, the sum
of the corresponding entries of the vector p (the L1 norm) is equal to
k∑
i=1
pi =
1
2T
k∑
i=1
(µ− ci) = 12T
(
kµ−
k∑
i=1
ci
)
(42)
The optimal threshold µ is found when the L1 norm is exactly equal to 1 (the only solution which
is admissible). The idea is thus to increase k until20 the L1 norm is equal to or exceeds one, as
proposed in [57].
To this end, let us introduce the following auxiliary function from Equation (42), corresponding
to the L1 norm when considering an increasing sequence of k = 1, 2, . . . and corresponding discrete
values µ = ck for µ,
L1(k) =
1
2T
(
kck −
k∑
i=1
ci
s(k)
)
= 12T
(
kck − s(k)
)
(43)
with s(k) =
∑k
i=1 ci. Obviously, L1(1) = 0. Moreover, the function L1 is a monotonic non-
decreasing function. Indeed, 2T L1(k+ 1) = (k+ 1)ck+1 − s(k+ 1) = kck+1 + ck+1 − s(k)− ck+1 =
kck+1 − s(k) ≥ kck − s(k) = 2T L1(k).
The successive terms are computed incrementally until L1(k
∗) < 1 and L1(k∗ + 1) ≥ 1, which
means that the admissible value of µ lies in the interval ]ck∗ , ck∗+1]. This further implies that the
optimal number of strictly positive elements is k∗. We thus have to perform a linear search by
computing L1(k) and stopping when L1(k
∗ + 1) ≥ 1. If this last condition is never reached, that
is, L1(m) < 1, it means that all the m elements of p are strictly positive and thus k
∗ = m.
Computing the optimal probability distribution
Once the number of positive elements k∗ is computed, the probability mass p can be obtained from
(41) in which s(k∗) is known after the evaluation of (43). The procedure is summarized as follows.
1. Sort and renumber the m elements by increasing cost (c1 ≤ c2 ≤ · · · ≤ cm).
20Recall that the elements are sorted by increasing cost value.
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2. Compute sequentially L1(k) (Equation (43)) for k = 1, . . . , k
∗ until k∗ = m or (L1(k∗) < 1
and L1(k
∗ + 1) ≥ 1) (the µ parameter is in the interval [k∗, k∗ + 1[).
3. Compute pi by Equation (40) for i = 1, . . . , k
∗.
4. Set pi = 0 for i = (k
∗ + 1), . . . ,m if k∗ < m.
5. Recover the initial numbering of the elements, that is, before executing step 1 (sorting).
C.2 Results for the general r > 1 case and uniform reference probabilities
The case r 6= 2 and r > 1 is a bit more complex,
minimize
p
cTp+ Υ (‖p‖r)r
subject to eTp = 1
p ≥ 0
(44)
where ‖.‖r is the standard r-norm and we define Υ = T/(r − 1) for convenience. This section
proceeds similarly to the previous one and is based again on [85, 57]. As before, we assume that
the costs ci and the probabilities pi are sorted by increasing value of cost.
The Karush-Kuhn-Tucker conditions
By proceeding as in the previous Subsection C.1, the Karush-Kuhn-Tucker conditions are now
c+ rΥp(r−1) − µe− λ = 0
λTp = 0
λ ≥ 0
(45)
where (r) is the elementwise r-power. As before, λipi = 0 for each i. A reasoning similar to the
r = 2 case provides the following extension of Equation (38)
pi =
{
(r−1)
√
1
rΥ (µ− ci) when µ− ci > 0
0 when µ− ci ≤ 0
(46)
However, in this case, the Lagrange parameter µ is difficult to find analytically so that the procedure
derived in C.1 cannot be used. Kanzawa [57] therefore proposed to use a bisection method on the
real line instead.
A bisection procedure
As for the r = 2 case, the main idea is to find numerically the optimal µ by seeking the value which
exactly satisfies the sum-to-one constraint eTp = 1. Indeed, we observe from Equation (46) that
each pi taken independently is strictly increasing with respect to the µ parameter when starting
from the value µ = ci (thus in the interval [ci,∞[) [57]. Moreover, from Equation (46), pi ≥ 0.
This implies that the L1 norm of vector p is strictly increasing from µ = c1 (the minimum cost),
and thus a bisection method (see, e.g., [93]) can be used in order to efficiently approximate this
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quantity. The procedure is stopped when the L1 norm is sufficiently close to 1. Then, once µ is
closely approximated, Equation (46) is used in order to compute the probability mass p.
Note that the author of [57] proposes, as initial lower and upper bounds for the admissible µ,µinf = c1µsup = cmax + rΥ
mr−1
(47)
where cmax = maxi∈{1,...,m}{ci} = cm because c is sorted and m is the last element of the vector.
The lower bound is obvious. However, the upper bound might need a word of explanation. Let us
show that this µsup necessarily leads to a L1 norm of the corresponding p vector greater or equal to
1. First, Equations (46) and (47) imply that each of the m elements of p is strictly positive when
using µsup. Then, the second expression in (47) can be rearranged as
(µsup − cmax)
rΥ
=
1
mr−1
which implies (r−1)
√
1
rΥ (µsup − cmax) = 1/m. Therefore, we must have (r−1)
√
1
rΥ (µsup − ci) ≥ 1/m
for each i. From (46), summing this expression over i = 1, . . . ,m shows that the L1 norm of the
corresponding p vector is larger or equal to 1. The value µsup in (47) is therefore an upper bound
for the admissible µ values. The bisection procedure follows
1. Sort and renumber the m elements by increasing cost (c1 ≤ c2 ≤ · · · ≤ cm).
2. Initialize the lower bound and the upper bound of the µ parameter as in Equation (47).
3. Perform a bisection search on µ by computing ‖p‖1 from Equation (46) and testing if the
result is lesser than or greater than 1 (‖p‖1 is strictly increasing in function of µ). Stop when
‖p‖1 is sufficiently close to 1.
4. Compute p from (46).
5. Recover the initial numbering of the elements, that is, before executing step 1 (sorting).
C.3 Extension to arbitrary reference probabilities
We now start from the objective function defined in Equation (12), extending (45) by taking the
reference probabilities into account, pref = (p
ref
i ) (which correspond to p
ref
i in (12)). The Karush-
Kuhn-Tucker conditions become
c+ rΥ (p÷ pref)(r−1) − µe− λ = 0
λTp = 0
λ ≥ 0
(48)
where Υ = T/(r − 1) and ÷ is the elementwise division. By a reasoning similar to the previous
subsections (C.1-C.2), this leads to
pi =
{
prefi
(r−1)
√
1
rΥ (µ− ci) when µ− ci > 0
0 when µ− ci ≤ 0
(49)
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Notice that in this case, the elements are still sorted by increasing cost value, but then the pi are
no more ordered by decreasing value because they are modulated by prefi .
As in Subsection C.2, a bisection procedure can be used in order to find the probability dis-
tribution p summing to one. Following the derivation in Subsection C.2, the upper bound for the
bisection procedure can be chosen here as µsup = cmax + rΥ because the reference probabilities p
ref
i
sum to one. Thus the procedure for computing the probability distribution is exactly the same as
in the previous subsection, except that Equation (49) is used instead of (46).
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