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手書き文字認識のための前処理法
榎園茂
A Pretreatment Method for Handprinted Character Recognition 
Shigeru ENOKIZONO 
In this article a pret陀 atmentmethod for handprinted character recognition is propωed. 明記pretreatment
method of a handprinted characterおveηimportantin pa枕ernre∞gnition. AsあIrthis matter many proposals 
are being done. In our method we normalize a character figure using the anter of gravity of black pixel 
distribution. 百1epretreatment prωdure is as follows : (l)cut out the character figure area. (2)mo鋤 the
irregul泣ityof character sIZe. (3)move the center of gravity to the center of background. The validity of the 
process is examined by the e却erimentswhich use the E札-8B2 database of handprintd KANJI characters 
developed at Electrotechnical Laboratory. 
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1 . まえがき
手書き文字は書き手が文字を習ってから繰り返し
書く練習を積み重ねることにより、書き手の頭脳の
中にその文字の図形的なイメージ、筆)1慎などが記憶
される。文字を書く場面では自分の頭脳の中に記憶
されたこれらの記憶を引き出し、筆記具を握った手
指の筋肉の滑らかな動きを通して紙面に表現される
ことになる。我々は多くの場合印刷された活字を通
してその文字の図形としてのイメージを学習してい
るが、手書き文字は細かく見れば千差万別であり百
人いれば百通りの変形が見られる。このような個人
が書く文字の差異に着目したものが手書き文字(筆
跡)による個人識別である。
手書き文字認識はこれとは異なり、書かれた文字
図形の細かな差異はできるだけ削ぎ落として、各文
字カテゴリーが固有に持っている必要最小限の情報
を抽出し、それを辞書として蓄えておく。認識の過
程では未知図形と、辞書との間で何らかの比較を行
い、最も類似した文字カテゴリーを探し出し、認識
結果として出力する。
従来から開発されてきた多くの文字認識手法は、
文字図形を何らかの原図形の構造物とみなしている
かどうかによって、大きく二つに分類することがで
きる。すなわち、一つは文字図形をある原図形の集
合に分解し構造ノミラメータの値に基づいて認識を行
う方法であり、いわゆる構造解析的な手法と呼ばれ
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るものである。他方は文字図形を分解することなく、
全体として取り扱い、その画素情報を利用して認識
を行おうとする手法である。これをここでは一括処
理法と呼ぶことにする。
構造解析的な手法は、認識対象とする文字の集合
に安定的に出現する原図形を見出せる場合には、精
密な分析が行え、数字、カタカナなど、の文字につい
てその有効性が示されている。しかしこの手法の開
発に必要な原図形と、それらを用いた認識過程を構
成するのに必要な原図形の属性値やその相互関係な
どの構造パラメータの選択は認識対象となる文字に
依存し設計者の直感に頼る面が強く、原図形の抽出
法も複雑で一般的な方法は見出されていない。
一括処理法は文字図形を構成する画素情報を全体
として用いて処理する方法であり マッチングによ
る認識法と統計的決定理論による認識法がその主な
ものである。マッチングによる認識法では単純に重
ね合わせて、その重なりの程度で、マッチングの度合
いを算出する。これに対して統計的決定理論による
認識はマッチングの過程に画素情報の確率的な傾向
を埋め込み未知図形が属するカテゴリーを確率的に
推定しようとするものである。従って、統計的決定
理論では膨大な学習データから各文字カテゴリーが
持つ確率的な情報を抽出しておき認識に利用する。
いずれの方法をとるにしても認識を行う前に手書
き文字が持っさまざまな変形(歪み)を修正し、ま
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とまりを良くした上で特徴の抽出を行うことが認識
率を向上させることにつながると考えられる。一般
的に手書きの文字は、 1)大きさの不揃い、 2)平
行位置ずれ、 3)縦横長の比率の歪み、 4)回転な
どの変形を含んでいる。そこで今回新たに黒点分布
の重心に着目しつつ上記1)、 2)、3)の変形を修
正する方法を用いた前処理法を構成して、各文字カ
テゴリーの各画素が黒く塗りつぶされる確率を求め
たところ良好な結果を得たので報告する。
2. 文字図形の切り出しと正規化
手書き文字がもっ前述のようなさまざまな変形を
修正して文字図形のまとまりを良くしておいてから、
特徴抽出や標準ノミターンとのマッチングを行うこと
が認識率の向上につながると考えられる。ここで本
実験で、行った前処理法について述べるo 実験で使用
した手書き文字のデータベースは電子技術総合研究
所が収集した「手書教育漢字データベース」
(ETL-8B2)である。本データベースは平仮名 75
種類、漢字881種類、合計956種類の文字カテゴリ
ーについて、それぞれ 160サンプルが集められたも
のである。各サンプルは63行X64列のメッシュパ
ターンで構成されており、文字部が 1 (黒)で背景
がo(白)で表現されている。この実験データに対
して以下に述べる手法を用いて変形の除去を行った。
2. 1 文字図形の切り出し
文字図形は63行X64列のメッシュ上に黒点を 1、
白点を0として表されている。まず文字部分を切り
出すには、上端下端方向から中心部へ向かつて各行
をスキャンしながら、黒点(1 )が存在するか調べ
て行き、始めて黒点が存在した行の聞に文字図形が
存在すると判断する。同様に左端右端方向から中心
部へ向かつて各列をスキャンしながら、黒点が存在
するか調べて行き、始めて黒点が存在した列の聞に
文字図形が存在すると判断して切り出しを終る。
2. 2 文字国形の修正
前述のように、手書き文字はさまざまな図形的歪
みを含んでいる。ここでこのような歪みを除去する
方法について述べる。文字図形を2次元平面に描か
れた黒点分布とみなせば、座標変換の手法により歪
みの除去ができる。記入枠内に描かれた文字図形(黒
点の集まり)に属する 1点の座標を変換するには一
般的に次のような関係式を使えばよい。いま aを位
置ベクトル、 Aを座標変換行列、図形内の黒点の位
置ベクトルを rとすると変換した後の位置ベクト
ノレr'は
r'=Ar+a 
で表される。また行列で表せば
?
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?
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となる。この関係を平方位置ずれ、大きさの不揃い、
縦横長の比率の不揃い、回転ずれなどに適用する。
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原図形をx方向へλ倍、 y方向へλ倍拡大縮小す
る。
( 3)伸縮歪み
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x'= XCOSθ+ ySlnθ 
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原図形を原点の周りにOだけ右回転する。 3)
3. 前処理実験
今回行った前処理法では文字図形の黒点分布の重
心を常に背景画面枠の中心に置くことに注意を払っ
た。次のような手順で前処理を行う過程をC言語で
作成し平仮名 75文字カテゴリ一、漢字 245文字カ
テゴリーを対象に実験を行った。
10 背景の画面枠の中から文字図形を切り出す。
20 切り出した文字図形部を背景画面枠の上下
左右にマージンをとった規定枠内に入るよ
うに、横 (x)方向、縦 (y)方向に、それ
ぞれ拡大縮小する。
30 20 で得られた文字図形の黒点分布の重
心を計算し、その重心が背景画面枠の中心
に来るように平行移動する。この過程を図
1. に示す。
( 1 )文字図形の切り出し
( 2 )規定の枠の大きさに拡大縮小
( 3 )黒点分布の重心 (G) を求める
(4) Gを背景画面枠の中心へ移動
図1.前処理の過程
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各文字カテゴリー160サンプルのうち先頭から
140サンプルについて、前述の 10 ._， 30 の処理を
行った後、重ね合わせて各文字カテゴリーの各画素
が黒く塗りつぶされる回数をカウントする。更に
140で、割った値を黒く塗りつぶされる確率とする。
4. 実験結果と検討
本実験で得られた結果の一例を図2. に示す。比
較のために従来の前処理結果の一例を図 3.に示す。
得られた結果は 63行X64列のマトリクス状の実数
データであるが、数字を印刷しでも全体像を把握し
にくい。従ってここでは各画素の確率値を表1. に
示すように、 9段階に分けキャラクタモードで印字
した。つまり大きい確率値をとる画素ほど文字の画
数が多く、印字したとき濃く見える印字文字を割り
当てて印刷した。
表 1.確率と印字文字
確率 印字文字
0.0 
0.0を超え 0.1未満 。
0.1以上 0.2未満 一
0.2以上 0.3未満 + 
0.3以上 0.4未満 王
0.4以上 0.5未満 田
0.5以上 0.6未満 眉
0.6以上 0.7未満 園
0.7以上 1.0以下 鷹
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図2.前処理結果の一例
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図3.従来の前処理結果の一例
図2.図3. を比較してみると、図 2. の方が
( 1)Iあ」の第1画目の横棒が濃く明確になって
いる。
( 2)左下の曲線部も明らかに濃くなっている。
( 3) 0.7以上の値を持つ画素が 6個の画素しかな
かったのが 46個の画素に大幅に増加した。
(4) 0.0を超え 0.1未満の画素がコンパクトにま
とまっているのに対し、図3.の方はまとまり
無く広く分布している。
といったことがわかる。このような所見は他の多く
の文字カテゴリーに対しても同様に見られた。とく
に (3) (4)の所見は文字カテゴリーによらず見ら
れた。これより今回の結果の方が従来行っていた前
処理法よりまとまりの良い確率データであることが
分かる。このことから、今回の手法は比較的簡単な
方法であるが良好な前処理が行えることが分かつた。
今後はこの前処理法で、の結果を元に認識実験を行っ
ていきたいと考えている。
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