). Therefore Vinogradov qualitatively settled the 3GC and it remains to consider the quantitative part of the 3GC. That is to remove the condition, "sufficiently large" also from the above Hardy-Littlewood result or equivalently to show that the V in the Vinogradov result can be 9. Although the 3GC is still not completely settled, Vinogradov's qualitative result is no doubt one of the most remarkable results in the 20th century. Because of the significance of Vinogradov's result we call the value of V the Vinogradov bound . Obviously, to accomplish the quantitative part of the 3GC we should check all odd integers lying between 9 and V . Plainly, the above numerical value for V is far from satisfaction and we should lower the value for V considerably until it falls in the range of the capacity of the latest powerful computer. Along this direction in 1956 Borozdkin [B] showed that V can 2000 Mathematics Subject Classification: 11P32, 11P55, 11D04. The work is partially supported by Hong Kong Government RG research grant (HKU7221/99P).
Research of T. Z. Wang supported partially by the National Natural Science Foundation of China (Grant No. 19771029). be exp(exp(16.038)) (= 10 4,008,659.9... ). The latest known result for V was obtained by J. R. Chen and T. Z. Wang [CW] in 1989. They showed that V can be exp(exp(11.503)) (= 10 43,000.5...
).
The other direction to investigate the quantitative part of the 3GC is, of course, to check as many odd integers < V as possible. The latest result in this direction was obtained in 1998 by Y. Saouter [S] who showed that each odd integer ≤ 10 20 has an expression as in (1.1). In 1997, under the GRH, J. M. Deshouillers, G. Effinger, H. te Riele and D. Zinoviev [DERZ] proved that V can be 9. That is, under the GRH, the 3GC is now completely settled. These recent numerical developments stimulate a strong desire to lower the known Vinogradov bound 10 43,000
unconditionally, and to remove the GRH eventually in the quantitative part of the 3GC. In this paper we can lower the value of V further without assuming the GRH. We can prove ) is a sum of three odd primes as in (1.1).
The framework of our proof is based on the Hardy-Littlewood Circle Method. One of the features of the Circle Method is that it leads to asymptotic results and so it works well if some parameters are large enough. Therefore the "sufficiently large" condition is essential and crucial in many steps of the Circle Method. Our goal in Theorem 1 is to replace the "sufficiently large" condition by explicit values of the large parameters. So during the proof there is absolutely no shelter for the "sufficiently large" condition to prevent from being numerically checked.
Besides using some tricks together with the help of computer to obtain better numerical constants in many inequalities, we have mainly the following three differences from the previous work on the Vinogradov bound.
(i) We shall dissect the interval with unit length into four disjoint subsets M j defined as in (3.4)-(3.7). In order to obtain "smaller values" for the above mentioned essential parameters we choose suitably shorter intervals than the usual major arcs in the Circle Method. Unlike the traditional treatments in the Circle Method where our M 1 ∪M 2 was regarded as major arcs while our M 3 ∪M 4 was minor arcs, we refine the method and treat M 2 also as minor arcs. We separate M 2 from M 1 ∪ M 2 to gain a much more desirable lower bound for I 1 (N ) (defined as in (3.11)) over our major arcs M 1 . We split M 3 ∪ M 4 in order to better use our new version (Proposition 6.1) of Vinogradov's estimate on minor arcs M 4 . With the help of Lemmas 5.1 and 5.2 we can obtain good upper bounds for I j (N ) over our new "minor arcs" M j , j = 2, 3.
(ii) We use [LW, Theorem 8] , a new numerical version of the formula for ψ(t, χ) = n≤t Λ(n)χ(n) (for example, see (3.16) below).
(iii) We obtain as in Proposition 6.1 a new numerical version of the Vinogradov estimate for trigonometric sums over primes which could be useful in most numerical problems whenever the Circle Method is applied.
The material of this paper is arranged as follows. In Section 2, based on the results in [LW, Sections 2 and 3] , we establish two explicit double sum estimates in Lemmas 2.1 and 2.2, which play an important role in giving a lower bound for the integral I 1 (N ) on the major arcs M 1 . Section 3 forms the framework of our proof for Theorem 1. We construct the four subsets M j as mentioned above in (i). In Section 4, based on the preparations in Section 2, we give a desirable explicit lower bound for I 1 (N ) in Lemma 4.3. In Section 5, once again by the results of [LW, Sections 2 and 3] , we obtain explicit upper bounds for S(α) over the "minor arcs" M j , j = 2, 3, in Lemmas 5.1 and 5.2. Finally, in Section 6, by Proposition 6.1 we get an explicit estimate for the integral I 4 (N ) over the minor arcs M 4 , and then complete the proof of our Theorem 1.
Explicit double sum estimates.
Throughout this paper, we use χ and χ 0 to denote a Dirichlet character and a principal character respectively. We use L(s, χ) to denote Dirichlet L-functions. In this section, we give some explicit upper bound estimates for the double sums 1 and 2 defined as in Lemmas 2.1 and 2.2 below respectively. The estimates are based on the numerical results given in [LW, Sections 2 and 3] , and will be used in Sections 4 and 5. From now on, we always assume q is a positive integer, N is an integer satisfying N ≥ exp(3100), and put
where indicates that the sum |γ|≤ω is over all the zeros = β + iγ of L(s, χ) satisfying β ≥ 1/2 and |γ| ≤ ω excluding the possible Siegel zero β in [LW, Lemma 2 .1] with x = P .
Proof. In view of
where N (α, q, ω) is defined as in [LW, (3.3) ]. Here and later on we put (P ) := log(3.36P ). From (2.1) we have ω ≥ 3.36 since q ≤ P . Also by [LW, Theorem 5] we have, for any y ≥ 3.36, (2.3) N (1/2, χ 0 , y) ≤ (y/π) log y − 0.833y + 9.0101 log y + 56;
and by [LW, Theorem 6] we get, for y ≥ 3.36 and nonprincipal χ, (2.4) N (1/2, χ, y) ≤ (y/π) log qy − 0.874y + 6.8423 log qy + 15.
The combination of (2.3) and (2.4) with y = ω gives, for 1/2 ≤ α < 1,
+ {6.8423q log(3.36P ) + 15q + 9.0101 log(3.36P/q)} + {−(3.36/π) log q + 0.041 · 3.36}P/q − 6.8423 log(3.36P ) + 41.
The expression in the first curly brackets on the right hand side of (2.5) is clearly increasing with respect to q. So for 2 ≤ q ≤ P , (2.5) can be estimated as (2.6) ≤ 8.82P log P.
Again in view of (2.3) one can see easily that (2.6) is also true for q = 1. Thus the sum of the first term and the first integral on the right hand side of (2.2) is ≤ (8.82P log P ) 2(1 − 0.001
Note that (1 − 0.001 α )/α is decreasing and 1 − 0.478/log(3.36P ) > 1 − 1/50 since P = L 3 ≥ 3100
3
. Thus the expression in the last curly brackets in (2.7) is 
Hence (2.7) can be estimated further as, for L ≥ 3100,
Now we consider two cases according as the Siegel zero β exists or not to estimate the last integral on the right hand side of (2.2).
(i) The β exists. Note that we have (2.9)
Also we may use the numerical results in [LW, Sections 2 and 3] with 3.36P instead of z there since 3.36P ≥ 3.36 · 3100 3 > 10
11
. By (2.9) and the third row in [LW, Table 1 ], we see that N (α, q, ω) = 0 for α ≥ 1 − 0.3221/log(3.36P ). Thus in view of the bounds for λ in [LW, Tables 4  and 5 ], we may write the last integral in (2.2) as 
Note that by (2.1) we have 1 − 0.478/log qω ≥ 0.98 and consequently (1 − 0.001
)/0.98. Thus in view of the bound 7000 · 2 of [LW, Table 5 ], the first integral in (2.10) can be estimated as
Similarly, the bounds for N = N (α, q, ω) in [LW, Tables 4 and 5 ] yield (2.12)
Therefore (2.10), or the last integral in (2.2), satisfies (2.13)
(ii) The Siegel zero β does not exist; that is to say (see [LW, Lemma 2 .1]), there is no zero of the function Π(s) defined by [LW, (2. 2)] in the region σ ≥ 1 − 1/(c 1 log P ), |t| ≤ P/q, where c 1 = 9.645908801. However, in general, it would be possible that Π(s) has complex zeros in the region (2.14)
σ ≥ 1 − 1/(c 1 log P ), |t| ≤ ω since ω > P/q by (2.1). If there is indeed a zero 1 = β 1 + iγ 1 of Π(s) in (2.14), then similar to (2.9) we have β 1 ≥ 1 − 1/(c 1 log P ) ≥ 1 − 0.11/ (P ). Thus for any zero = β + iγ = 1 , 1 of Π(s) with |γ| ≤ ω we have by [LW, 
. So if we use the bound on the right hand side of (2.13), the last integral in (2.2) can be estimated as
In view of 1 − 0.32/ (P ) ≥ 1 − 0.32/log(3.36 · 3100
3 ) ≥ 0.987, for L ≥ 3100 the above is
If the above 1 does not exist, then by the bounds in (2.11) and (2.12), the last integral in (2.2) can be written as 
Consequently by [LW, 
where ω, P and T are defined as in (2.1).
Proof. We have (2.18)
For any α with 1/2 ≤ α < 1, we have, in view of [LW, (3. 3)],
Using the bound in (2.4) with q = P and noting
, (2.19) can be estimated as ≤ 51P log 2 L. Hence the sum of the first term and the first integral on the right hand side of (2.18) is, for N ≥ exp(3100),
Now we use the bound given by (2.19) to estimate the last integral on the right hand side of (2.18). In view of q ≤ P = L 3 and T = L
15
, for 19/20 ≤ α < 1 we have, by [LW, Theorem 7] ,
Hence the total contribution to (2.18) from the first term on the right hand side of (2.19) can be estimated as for L ≥ 3100, [LW, Theorem 7] , the first integral on the right hand side of (2.23) can be estimated as . Thus q 1 = 10 4 log q, and it is easy to see that the bound in (2.4) is greater than that in (2.3). So by (2.4) we get ((y/π) log qy − 0.874y + 6.8423 log qy + 15). Now let K 2 denote the contribution to (2.22) from the first integral on the right hand side of (2.23). Then we can estimate K 2 as follows. If ω ≥ q 1 (so y ≥ q 1 ), then we may use (2.24) to get
on noting q ≤ P and ω = 3.36P q
by (2.1). The integral in (2.26), as a function of L, is shown by Mathematica software to take its supremum at L = 3100 for L ≥ 3100; and the supremum is ≤ 0.00031. Hence in this case
. Then by (2.24) and (2.25) we get By Mathematica, the last integral in (2.27), as a function of L, takes its supremum at L = 3100 for L ≥ 3100 and the supremum is ≤ 0.00197. Thus by (2.27),
For the last integral in (2.23), if we write α = 1 − λ/log qy, then it can be written as
Note that by (2.1) we have qy ≥ qω ≥ 3.36P ≥ 10
11
. Thus the bounds for λ in [LW, Tables 3 to 5 
If we use the relevant bounds in [LW, Tables 4 and 5] to estimate N (1 − λ/log qy, q, y) in (2.30), the total contribution to (2.22) from the last seven integrals in (2.30) can be estimated as
By Mathematica, it can be checked that the last integral in (2.31), as a function of L, takes its supremum at L = 3100 if L ≥ 3100. With L = 3100, the integral is ≤ 3. Hence in this case we have, for L ≥ 3100,
If the 1 in (2.34) exists and satisfies 0.12 < λ 1 ≤ 0.15, then N (1 − λ/log qy, q, y) ≤ 2 for any λ ≤ 0.2743; so in view of the relevant bounds in [LW, Tables 3 and 4] we get, for L ≥ 3100, 3. The circle method. From now on we let
By Dirichlet's lemma on rational approximations, each α in [1/Q, 1 + 1/Q] may be written as
Denote by M(a, q) the interval centered at a/q with radius 1/(qQ). Then all the M(a, q)'s with 1
As usual, for any real α we let e(α) := e 2πiα , and put
where the sum (p 1 ,p 2 ,p 3 ) is over all the prime triplets (p 1 , p 2 , p 3 ) satisfying
Then by (3.10) we get
Now we give a transformation for S(α) defined by (3.8) when α is any point in M(a, q) with a and q satisfying (3.2) and q ≤ P 1 . In view of α = a/q + η in (3.2), by the orthogonality relation for Dirichlet characters, one can deduce that (3.13)
here and throughout, θ denotes a complex number with |θ| ≤ 1, not necessarily the same at different occurrences, and
From (3.15) and [LW, Theorem 8] we get
where (3.17)
Substituting (3.16) into (3.13) and in view of G(a, χ 0 ) = µ(q) we get
where, by (3.17) and
From now on we specify β to denote the fixed possible Siegel zero in [LW,
), and the corresponding real primitive character and its modulus are denoted by χ and r respectively. Note that 987 ≤ r ≤ P = L 3 and (3.20)
β ≥ 1 − 1/(9.645908801 log P ).
Then for the α in (3.2) with 1 ≤ q ≤ P we can write (3.18) further as
here and from now on, δ(q) = 1 if r | q, δ(q) = 0 otherwise,
and the indicates that the sum |γ|≤T is over all nontrivial zeros = β + iγ = β of L(s, χ) with β ≥ 1/2. This is the desired transformation for S(α).
The remainder of this section is devoted to a transformation for I 1 (N ) defined by (3.11). By (3.4) we get (3.23) 
By (3.21), (3.23) and (3.25) we get
Note that by (3.21),
12 . Thus (3.26) can be rewritten as
where by (3.24), (3.25), (3.3) and L ≥ 3100,
By (3.27) and the definition of H(a, q, η) in (3.21) we may transform I 1 (N ) as in (3.29) below, which is the desired form for I 1 (N ):
where E = 1 if the β in (3.20) exists, and E = 0 if it does not exist.
A lower bound for I 1 (N )
. In this section we shall give an explicit lower bound for I 1 (N ) defined as in (3.11). To this end, we first present two auxiliary lemmas.
where
Proof. It can be proved by precisely the same way as in [LT, Lemma 4.7] . and if = β + iγ,
Proof. (4.1) and the first inequality in (4.2) are either trivial estimates or consequences of integration by parts. The other three inequalities in (4.2) can be proved in exactly the same way as in [LT, Lemma 3.2] , with the help of [T, Lemmas 4.3 and 4.5 We first estimate I 11 (N ) defined as in (3.29). Firstly we extend the range of integration with respect to η in it to (−∞, ∞). By (3.3) and (4.1), the total error caused by this extension has absolute value at most ≤ π −3 δ(N, q)
. Thus its contribution to I 11 (N ) has absolute value at most
Now for any real x ≥ 3 put ν(x) := e γ log log x + 2.50637/log log x where γ = 0.5772 . . . is the Euler constant. Note that ν(x) is increasing for x ≥ 27, and by [RS2, (3.42 )], we have, for any integer q ≥ 3,
Again, Mathematica yields
If we put
Thus by Lemma 4.1 with j = 1 for 1 ≤ j ≤ 3 we may write (4.6) further as (4.7)
), [D, p. 149] , and that, for odd N ,
) ≥ 0.6601 [HR, p. 128, . Thus by (4.7) and (4.3) we get
Now we consider two cases according as the β in (3.20) exists or not to estimate I 1j (N ) for 2 ≤ j ≤ 10.
Case (I): β does not exist. Firstly consider the estimate of I 12 (N ). By I 12 (N ) in (3.29) and using the well-known bound for G(a, χ) defined as in (3.14), i.e., for any χ (mod q) induced by primitive χ * (mod q * ), we get
By Hölder's inequality, the integral in (4.10) has absolute value at most (4.11)
. By (4.1), the first integral in (4.11) is, if 1/(πN ) ≤ δ(N, q),
Note that this bound clearly holds if 1/(πN ) > δ (N, q) . Substituting this into (4.11), and then into (4.10), we get
. Now we rewrite the last sum over γ in (4.13) as (4.14)
For the second sum in (4.14), in view of (3.3) and (2.1), we have |η| ≤ δ(N, q) ≤ |γ|/(10πN ). Thus by the second inequality for J( , η) in (4.2), this sum is
Again by the first bound for J( , η) in (4.2), the first sum in (4.14) is
Substituting (4.15) and (4.16) into (4.14), and then into (4.13) we get
Using Lemmas 2.1 and 2.2 to estimate the first and the second double sums in the last curly brackets respectively we get, for L ≥ 3100, 
By Mathematica, the first integral on the right hand side of (4.22) is ≤ 8794. The second integral on the right hand side of (4.22) can be estimated as
). This together with (4.22) and the second inequality in (4.18) ensures that
).
Substituting this and the bounds in (4.21) into (4.17) we get, for L ≥ 3100,
(8864 + 6ν(P )
For the estimates of I 13 (N ) and I 14 (N ), we can proceed in exactly the same way as for I 12 (N ). We have, for L ≥ 3100, Recall that we are considering the case that β does not exist, so E = 0, and hence for 5 ≤ j ≤ 10, we have I 1j (N ) = 0. Now by (3.29), (3.28), (4.8), (4.23) and (4.24) we can conclude that if L ≥ 3100 and if β does not exist, then
Case (II): β does indeed exist; so E = 1. The estimates for I 12 (N ), I 13 (N ) and I 14 (N ) are very similar to those in Case (I): the only difference is that we now may use the second inequality for 1 in Lemma 2.1 instead of the first one. So with the constant 0.0194 in the estimates of I 12 (N ), I 13 (N ) and I 14 (N ) replaced by the constant 8.2 · 10 −10 , we get
Now we estimate I 15 (N ). By (3.29) and (4.9), and then using Hölder's inequality we get
Note that by (3.20) and L ≥ 3100 we have β ≥ 0.9957. Hence by the first inequality in (4.2), the last integral in (4.27) can be estimated as
Substituting (4.12) and (4.28) into (4.27) we get, for L ≥ 3100, . We then infer that, for L ≥ 3100,
Note that ϕ(mn) ≥ ϕ(m)ϕ(n
For the estimates of I 16 (N ), I 17 (N ) and I 19 (N ), we may use similar arguments as for I 12 (N ) and I 15 (N ). We have, for L ≥ 3100,
For I 18 (N ), by (3.29), (4.9) and Hölder's inequality, and then by (4.12) and (4.28) we get
This together with (4.5), [LW, Theorem 3] and Mathematica yields
For I 1,10 (N ), by (3.29), (4.9) and (4.28), and then using Mathematica, [LW, Theorem 3] and (4.5), we get
This together with (3.29), (3.28), (4.8), (4.26) and (4.31) to (4.33) ensures that if L ≥ 3100 and if β exists then
From (4.25) and (4.34) we can conclude the following Lemma 4.3. Let I 1 (N ) be defined as in (3.11). Then for N ≥ exp(3100) we have I 1 (N ) ≥ 0.5437N 2 .
Trigonometric sums over primes (I).
In this section we shall give explicit upper bound estimates for the trigonometric sums S(α) defined by (3.8) when the q in (3.2) is small. More precisely, we shall bound S(α) when α is in M 2 and M 3 , which are defined by (3.5) and (3.6) respectively.
Lemma 5.1. Let S(α) and M 2 be defined as in (3.8) and (3.5). Then for α ∈ M 2 and L ≥ 3100 we have
Proof. By (3.19) with T = L

15
(in (2.1)), (3.21) and (4.9) we have
where δ(q) = 1 if the β in (3.20) exists with r | q, and δ(q) = 0 otherwise. Note that by (3.2), (3.3) and (3.5) we have, for α = a/q + η ∈ M 2 , 1 ≤ q ≤ P and 3.36P/(10πqN ) ≤ |η| ≤ 1/(qQ).
From this, (4.1), (4.5), r ≤ P and the first inequality in (4.2) we see that the sum of the first two terms on the right hand side of (5.1) is
(in (3.1)), the sum of the last two terms on the right hand side of (5.1) 
When |γ| ≥ 1, it is easy to verify that the third inequality in (4.2) gives the weakest estimate for |J( , η)| among the last three estimates in (4.2). So it can be applied in any case. And thus we can use the third inequality in (4.2) to obtain
Similarly to (2.19), for any α ∈ [1/2, 1) we have
If we use the bound in (2.4) with q = P (so ω = 3.36 in (2.1)), (2.4) can be estimated further as ≤ 2(10/π) 1/2 L 3.5 q −0.5 ϕ(q) log(10πL
10
). Thus the sum of the first term and the first integral on the right hand side of (5.3) is
Note that by [LW, Theorem 7] we have, for 59/60 ≤ α < 1,
By this inequality and the bound 7000 · 2 in [LW, 
This together with (5.2) .
If we use the bound in (2.4) with q = P to estimate N (α, q, y), the first integral on the right hand side of (5.11) is, by noting 1 ≤ q ≤ P ,
(5.12) + 6.8423y −3/2 P log P y + 15y −3/2 P )e −0.478(log 0.001N )/log y dy.
and L = log N , by Mathematica, the last integral takes its supremum at L = 3100 if L ≥ 3100; and for L = 3100, it is ≤ 7.6 · 10 −6 . So (5.12) is (5.13) ≤ 7.6 · 10
For the second integral on the right hand side of (5.11), we do have y ≥ max(10 5 q −1 , 10 4 log q). So we can use [LW, Theorem 7] to estimate N (α, q, y) completely as in the above case where ω ≥ max(10 5 q −1 , 10 4 log q). Then we replace the lower integral bound max(10 5 q −1 , 10 4 log q) in the second integral on the right hand side of (5.11) by ω since in this case ω ≤ max(10 5 q −1 , 10 4 log q). In this way, we see that the second integral on the right hand side of (5.11) can be bounded exactly by the bound for M 1 implied by (5.9). Thus by (5.9) and (5.10), this integral is
Now by (5.11) and (5.13) we get
This in combination with (5.7) and (5.8) ensures that
Now we rewrite the innermost integral By (2.1), (4.5) and the bound 7000 · 2 in [LW, Table 5 ], the contribution to M 2 from the first integral in (5.15) is
By [LW, Theorem 2] , the contribution to M 2 from the last integral in (5.15) is
From (5.14), (5.16) and (5.17) we get
The proof of Lemma 5.1 is complete.
Lemma 5.2. Let S(α) and M 3 be defined as in (3.8) and (3.6). Then for α ∈ M 3 and L ≥ 3100 we have
Proof. Note that for α ∈ M 3 we have
By (3.18), (3.19) with T = L
15
(in (2.1)), (4.5) and (4.9) we have
, the next-to-last inequality in (4.2) gives the worst estimate for J( , η) among the last three estimates in (4.2). So for this case, we can use the next-to-last inequality in (4.2) to obtain
(1 − 0.001
. Now we estimate 4 , 5 and 6 . We first estimate 4 . By [LW, Lemma 2.1 with x = 10 4 πq] we know that for any zero = β + iγ with |γ| ≤ 10 4 π of any L(s, χ) with χ (mod q), there exists β ≤ 1 − 1/(c 1 log 10 4 πq) except for at most one possible real zero β 1 corresponding to a real character χ 1 (mod r 1 ). Thus in view of 1/2
and (4.5),
where the in indicates that the β 1 is excluded and
Similarly to (2.2) we have 
Note that the bound in (2.4) is always greater than that in (2.
. So for any α ∈ [1/2, 1), by (2.4) we have N (α, q, 10 4 π) ≤ ϕ(q)(10006.8423 log q + 76180). Thus the sum of the first two terms on the right hand side of (5.22) is
For the second integral on the right hand side of (5.22), we note that by [LW, Theorem 7] , .
.
By Mathematica, the "Plot 3D procedure", the expression in the last curly brackets, as a function of L and x, has upper bound 0.24981 for L ≥ 3100 and 3 ≤ x ≤ 6. So the above is
For the third integral on the right hand side of (5.22), we may use the bound 7000 · 2 in [LW, Table 5 ] to estimate N (α, q, 10 4 π). So its contribution to the right hand side of (5.22) If we let q = L x with 3 ≤ x ≤ 6, this is
for L ≥ 3100 by Mathematica. By [LW, Theorem 2] , the contribution to the right hand side of (5.22
for L ≥ 3100 and 3 ≤ x ≤ 6. From ). Hence the first term and the first integral in the curly brackets in (5.28) contribute to the right hand side of (5.28) at most
From (5.28) to (5.30), it can be derived that and that 10πL
. Thus similarly to the treatment for (5.6) if we use [LW, Theorem 7] and the bound 14000 to estimate N (α, q, 10πL 
For the estimation of M 3 , we first decompose the integral 10 4 log q , and denote their contributions to M 3 by M 31 and M 32 respectively. Using [LW, Theorem 7] to bound N (α, q, 10 4 log q) and then Mathematica, we get
For the estimation of M 32 , similarly to (5.9) and (5.10), since L 3 ≤ q ≤ L 6 , and then using Mathematica, we have
log ( 
For any α ∈ [1/2, 1) we have (5.39)
We can use (2.4) to write (5.39) further as
6 , L ≥ 3100. Thus similarly to (5.30) the first term and the first integral in the curly brackets in (5.38) contribute to (5.38) at most
This together with (5.38) and (5.39) ensures that
, by [LW, Theorem 7] , for α ∈ [59/60, 1) we have
Thus the second term on the right hand side of (5.40) is
(5.41)
To estimate the last term on the right hand side of (5.40), by (5.8) we first write the integral 
For M 6 , we can use the bound 7000·2 in [LW, Table 5 ] to estimate N (α, q, y); so by Mathematica,
log q, we can use [LW, Theorem 7] (log qy)
(33643 + 254231/y)y 6 e −14y/15−0.478L/y dy .
By Mathematica, the expression in the last curly brackets, as a function of L, is shown to take supremum at L = 3100; and the supremum is ≤ 0.00007. 
This together with (5.20), (5.27) and (5.37) completes the proof of Lemma 5.2.
6. Trigonometric sums over primes (II) and the proof of Theorem 1. In this section we first prove the following Proposition 6.1, which gives an explicit estimate for the S(α) defined by (3.8) for any real α. We shall apply Proposition 6.1 to treat the integral over M 4 defined as in (3.7) and then eventually complete the proof of Theorem 1. We remark that Proposition 6.1 is independent of the previous sections. Then the Vaughan identity (see, for example, [D, p. 138] ) gives
where for 1 ≤ j ≤ 4,
Λ(r).
We now estimate S j (α) for 1 ≤ j ≤ 4 in the following Lemmas 6.2 and 6.5 to 6.7, and then complete the proof of Proposition 6.1.
Lemma 6.2. Let S 1 (α) be defined as in (6.8). Then
Proof. Note that U ≥ exp(30.95 · 2/5)30.95 −4/5 ≥ exp(9.634) by (6.5) and (6.6). The lemma follows from
For the proof of Lemmas 6.5 to 6.7 below, we need the following auxiliary Lemmas 6.3 and 6.4. Proof. This is [WC, Lemma 3] .
Lemma 6.5. Let S 2 (α) be defined as in (6.8) and α be given as in (6.1). We have Proof. Using r|m Λ(r) = log m ≤ log(U V ) and Lemma 6.4 we get |S 3 (α)| ≤ (5q + 1.5q log q + U V log q + 5N q −1 log(U V )) log(U V ).
By (6.6) and by q ≥ exp(11) in (6.5) we have (5q + 1.5q log q) log(U V ) ≤ 0.0005N 1/2 q 1/2 log 2.5 N , 5N q 
Substituting (6.19) and (6.20) into (6.11) we get ).
If we make use of (6.6) and N ≥ exp(30.95) in (6.5), the four terms in ( Proof of Proposition 6.1. Now (6.2) follows from (6.7) and Lemmas 6.2 and 6.5 to 6.7. In view of (3.9) the proof of Theorem 1 is complete.
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