Intelligent engine condition monitoring and early fault detection is becoming a necessity for modern gas turbines to achieve availability and reliability requirements. Degradation or failure of critical control components, such as the fuel metering valves, negatively affects both reliability and safety. Modelbased approaches for analytics and condition monitoring show great promise with advances in remote connectivity and available computational power. The fuel control loop of a gas turbine engine can be well modeled with a feedback connection of a known controller in series with a block Hammerstein system. In this paper, a method is proposed to use data obtained in closed-loop operation to identify system models from closed-loop operation for use in analytics and demonstrated on high-fidelity simulation data from a Taurus T M 60 gas turbine generator.
INTRODUCTION

Model-Based Analytics
Gas turbine equipment end users operate under increasing equipment reliability and safety requirements. Intelligent engine condition monitoring and early fault detection is becoming a necessity for modern gas turbines to provide diagnostics that prevent unsafe operation, early detection of degradation, and identification of equipment faults that allow preventative maintenance to prevent serious accidents and equipment failure [1] . Since * Address all correspondence to this author. the cost of unplanned service interruption is usually significantly higher than the cost of performing preventative maintenance and returning the unit to service [2] , the maximization of machine availability is essential. The demand for increased availability coupled with advances in control as well as computational power provides opportunities for advanced condition monitoring and other analytic functions to help achieve availability targets. In tandem with these advances, increased connectivity and remote monitoring provides a flexible infrastructure and natural fit for OEMs to enhance the analytical capabilities and value of their service offerings. Condition monitoring can range from direct physical inspections to indirect model-based methods for assessing the state of the engine systems and components. Of all condition monitoring methods, the model-based approach is the most promising method for the real-time and trend base con-
Problem Statement
The fuel control of a gas turbine engine, depicted in Fig.  1 , is perhaps the most critical system, in terms of maintaining system stability and attaining the performance targets of the turbine engine. The critical control element in the system is the fuel metering element or valve. The objective is to estimate a simple, parametrized system model of the fuel control and gas turbine using batch measurements of closed-loop data, for use in system analytics. Here, this is demonstrated using data from a high-fidelity closed-loop simulation. The data consists of the reference speed input r(t), controller output u(t), and system output y(t) along with knowledge of the controller, K(q), and nominal fuel valve model, f 0 (·). The identification of the static uncertain nonlinearity, f (·), and a nonlinear plant g(x(t)) is approached with a Hammerstein model structure and identifying a combined static nonlinear map δ(·) (fuel valve and plant) in series with a linear dynamic system G(q), due to the plant. We apply to the closed loop data direct-approach system identification using a prediction error minimization method.
The results are presented using simulation data generated with a first principles, industry standard model of a 5 megawatt, Taurus T M 60, single shaft, simple-cycle, conventional combustion gas turbine, coupled to an electric generator, connected to a variable load. The application example outlines a fault detection metric for identifying fuel valve contamination to data generated with a nominal fuel valve as well as to simulated contaminated fuel valve. Figure 3 demonstrates the comparative fit of measured frequency response function (FRF) from the first principles model to the frequency response of third order linear plant model, identified using the closed-loop Hammerstein model framework presented here.
GAS TURBINE MODEL STRUCTURE
In modern gas turbines, the fuel control loop, illustrated in Fig. 1 , is almost universally implemented using one or several digital feedback control loops. The controller(s) use measurements of shaft speed, engine stage temperatures, and pressures to control fuel pump(s) and valve(s), with partially known, and often nonlinear input-output behavior, to regulate fuel flow into the combustion chamber. The fuel control must meet performance objectives subject to operational constraints for equipment protection and safety. 
High-Fidelity Models
A simplified block diagram of the first principles, nonlinear, design stage, model of a gas turbine generator is shown in Fig.  2 . The fuel control of a gas turbine is represented by the closedloop stable SISO nonlinear system shown in where K(q) is the known linear controller, f (·) is the partially unknown fuel valve characteristic, and g(x(t)) represents the nonlinear gas turbine generator model.
The signals r(t), u(t), and y(t) are uniformly sampled with sampling time T s over N samples. The closed-loop nonlinear system S to be identified is given by the following input-output relationships:
The linear controller, K(q), is known and the noise, v(t), is assumed inherent to the physical system and unmodeled dynamics rather than present on instrumentation. The noise is assumed to be a zero mean sequence v(t) ∼ N(0, λ).
Hammerstein Model Structure
A Hammerstein model is a static memoryless nonlinear function in series with a linear dynamic plant. Breikin et al. demonstrated that low-order linear plant models can effectively represent the relationship from fuel flow to output power [5] using the regularization of real-time piecewise linear dynamic models (RPLDM). They also showed a signal fault accommodation algorithm for MIMO systems using a genetic algorithms framework [3] . Dai et al. presented similar results to model the relationship from fuel flow to shaft speed using a linear dynamic gradient descent prediction error minimization algorithm [6] . The use of low order linear dynamic models to capture system dynamics is attractive for developing analytic capabilities over genetic algorithms due to their parsimony and consequent reduced requirements to gather a highly excited training data set.
Practically, physical measurement data is only available from closed-loop operation. The application of linear dynamic plant models is grounded in the literature as well as validated against the dynamic first principles turbine model used for experimentation and identification. The available evidence from industry and preceding literature suggests that a Hammerstein model should perform adequately. We demonstrate this here.
A rich body of research exists on open-loop Hammerstein system identification [7] , [8] , [9] , as well as closed-loop identification of linear systems [10] . The system identification algorithms for these closed-loop systems are primarily iterative prediction error minimization (PEM) methods. Instrument Variable (IV) and gradient based PEM algorithms have been extensively explored for open-loop and closed-loop linear systems [11] as well as open-loop Hammerstein systems. In the closed-loop Hammerstein framework, iterative IV based algorithms have been explored for various nonlinearities in series with low-order linear dynamic plants [12] [13] . The initialization step for these algorithms relies exclusively on a least squares parameter estimate where the order of linear dynamic plant model remains constant. Laurain et al. [12] state that the proposed IV methods provide a good initialization for use in statistically optimal prediction error methods (PEM) that are sensitive to the initialization step. Badwe et al. address the model reduction of the linear plant dynamic model using the direct approach to fit high order auto regressive with exogenous input (ARX) models to closed-loop data for both linear and nonlinear systems. A model reduction step using the identified noise model is used in an output error (OE) step to obtain a low-order parsimonious parametrization of the plant for use in model predictive control (MPC) applications [14] . A high-order model fit and fewer iterations is desirable from a computational standpoint, while low-order linear dynamic models are desirable for condition monitoring and control design.
Piecewise linear (PWL) static maps of the nonlinear element have been developed and applied for system identification of the nonlinearities in open-loop and closed-loop Hammerstein frameworks [15] . The selection of a basis to parametrize the static nonlinearity is often discussed within the neural network and image processing literature [16] , while the parametric identification of Hammerstein systems has primarily relied on piecewise linear basis functions. This discussion will apply a gaussian basis of discriminant classifiers.
MODEL PARAMETRIZATION
The Hammerstein model structure, M , is illustrated in Fig.   4 , with an uncertain static nonlinearity δ(·), in series with linear plant, G(q). The static nonlinear map to be identified, δ(·), jointly captures the nonlinear characteristics of the series connection of the fuel valve and the turbine plant. The unmeasured, x(t), from Fig. 2 , is replaced by augmented signals w(t) and x(t), representing the output of the nominal f 0 (·) and the input to the linear dynamic plant model respectively. The signal w(t) is written as a function of polynomial f 0 (·) as
with known coefficients, α i , and order P. To facilitate parameter estimation the static nonlinear map, δ(·), is approximated by a set of orthogonal basis functions resulting in the following inputoutput relationship
Using Eqns. (2) and (3), the closed-loop model, M , used to identify the system S, is given by the following input-output relationships:
M :
The following assumptions apply throughout the discussion:
The reference input r(t), control output u(t), and noisy output y(t) are available signals A2: The system is closed-loop stable A3: The nominal f 0 is the known monotonically increasing, polynomial function in Eqn. (2) A4: The orders n a , n * a , n b , and n * b , used in the high-order and low-order parametrization of G(q) are known A5: The time delay, t d , associated with G(q) is known A6: r(t) causes u(t) to be persistently exciting for dynamic identification of G(q) A7: The time scale required for identification is sufficiently long such that of estimates of δ(·) from successive batch estimates may be compared for analytics
Static Non-Linearity
The nonlinear relationship of w(t) tox(t) in Eqn. (3) is written as a sum of orthogonal basis functions ρ j (w(t)), with weights µ j , to produce a linear parametrization of the prediction error. The weighting vector µ, that characterizes the nonlinear function, δ(w(t)) in this basis, is the M-vector parameter to be identified. The choice of the M-vector of basis functions, ρ(w(t)), is closely related to the identification objective and structure of the nonlinearity. A basis that facilitates an accurate approximation with few parameters is desirable. Piecewise linear triangle basis functions have been applied to the closed-loop identification problem [12] [13] [17] . Lippmann discusses the properties of various basis function choices and states that gaussian functions excel at characterizing local properties [16] . To this end, a gaussian basis is used. In application, the entire range of u(t), and therefore w(t), cannot be excited due to operational constraints on physical systems. The basis uses the grid
to define the center locations of the basis functions. The grid is dependent on the data set, as shown in Fig. 10 , and must satisfy
specifies the weights of the basis functions at the center locations defined by m. The basis vector ρ(w(t)), is written
with the gaussian radial basis functions grid node m j , defined as
Nowx(t) can be written in vector notation as,
Linear Plant
The turbine dynamics are modeled using a linear output error (OE) model structure. The plant is assumed to be a rational LTI system of known orders and time delay, t d , assumed greater than one time sample.
Similarly, Let G(q, η) be an estimate of the plant G(q), where
The stacked plant parameter vector is given by
Closed-Loop System With v(t) ∼ N(0, λ), the predictor of y(t) is given bŷ
wherex(t) is the estimate ofx(t). Substituting the expressions for w(t) and x(t) from Eqns. (3) and (9) respectively allows the complete set of signal estimates from Eqn. (4) to be written:
The estimate in (15) includes a linear combination of past values of ρ T (ŵ(t − t d ))µ filtered by B(q, η) and can be written in terms of linear combination of the parameter dependent regressor φ T (t, θ), and an augmented, non-minimal parameter vector asŷ
The parameter θ, and noise free data regressor φ(t, θ), vectors are written
In Eqn. (18),
, and φ bµ (t, θ) ∈ ℜ (n b +1)M×1 and are given by
Overcoming Overparametrization
The non-minimal structure of the parameter θ bµ used in this discussion is common to many identification problems of Hammerstein systems as an arbitrary gain must be distributed between µ and η b . Bai presented a method for decomposing θ bµ with freedom to obtain uniqueness in the parameters by normalizing b i 2 or µ j to 1 and applying a singular value decomposition (SVD) procedure [7] . This yields a unique estimate, while it might not conform to physical reality. In our analysis, we will achieve uniqueness of the parameter estimates by constraining a single known function value. This allows us to inject a priori knowledge, thereby, retain physical interpretations. Figure 10 shows histograms of simulation data where the fuel valve command u f v and effective flow area A f v are shown for a case with an uncontaminated valve (top) and contaminated valve (bottom). We seek to identify a local range of δ(·) and the distribution of u(t) from Figure 10 indicates that most informative range of the data coincides with the mean value of u(t), denoted byū(t). Using (2) define the grid (5) such that it contains a grid point m i =w(t) = f 0 (ū(t)) and set δ(w(t)) = 0.
From the definition of the parameter vector in Eqn. (18), define an auxiliary parameter matrix, Γ, and constructΓ bµ = blockvec(θ bµ ) as:
In this way, the system parameter vectorsη b andμ are obtained by minimizing
Set an initial value ofb 0 = 1 andμ 0 =θ T bµ (1 : M), which giveŝ δ 0 (w(t)) = ρ T (w(t))μ 0 andδ 0 (w) = ρ T (w)μ 0 . For M points
Then δ(w(t)) = ρ T (w(t))μ satisfies the constraint δ(w(t)) = 0. A unique inverse of Ω is guaranteed to exist by its construction as an orthogonal set of basis functions. Nowb i is corrected usingμ asb i =μ
where the i th row of theΓ matrix isΓ(i, :) in this notation. For an estimateθ N ,η a ,η b , andμ are created from Eqns. (13), (14), and (27) respectively.
ESTIMATION Prediction Error Minimization
The method applies a prediction error minimization to estimate the parameters µ and η via θ. For measurements u(t), y(t) and parameter value θ,
In batch estimation, based on N data points define:
We seekθ N to minimize the quadratic cost function
PARAMETER ESTIMATION High Order Initial Parameter Estimate
The cost function (34) will likely contain multiple local minima. Therefore, it is of paramount importance to have a good initial estimate available when using prediction error methods. 
FIGURE 5. ACTUAL (BLUE) AND LOW-ORDER ESTIMATES (GREY) INTERNAL SIGNALS [TOP] (LEFT) r(t) − y(t), r(t) −ŷ(t) (RIGHT) u(t),û(t) (BOTTOM) [LEFT] w(t),ŵ(t) [RIGHT] y(t),ŷ(t).
To obtain an initial estimate of both the plant and static nonlinearity, the orders of A(q, η) and B(q, η) are increased in order to minimize the bias from the nonlinear distortions and unmodeled dynamics. With a small perturbation on r(t), second and third order linear models are able to capture the dominant dynamics. A larger amplitude perturbation is necessary to excite w(t) over a significant range to obtain an estimate of δ(·), where nonlinear distortion on the low frequency dynamics is significant. To mitigate this, in the initialization step, the linear plant parameter orders are set as n a = n * a + n e and n b = n * b + n e to create the regressor matrix, Φ H , of the form from Eqn. (31) 
Dynamic Linear Model Reduction
A new parameterθ N 1 is estimated with noise free estimates of û(t)ŵ(t)x(t)ŷ(t) generated with a low-orderθ N 0 using Eqn. 35. A low-order Φ L of orders n * a and n * b is created and used to computeθ N 1 . Withθ N 1 , a new estimate of the linear plant G(η 1 ) is calculated of orders n * a and n * b .
Algorithm
The algorithm is applied as a two step procedure.
1 From measurement data, compute w(t) with Eqn. (2) and build Φ H from Eqn. (31) with and w(t) and y(t). 
APPLICATION EXAMPLE
We apply the Hammerstein system identification method to a high-fidelity nonlinear simulation model of a Taurus T M 60 gas turbine driving an electric generator in an "island" application. The nominal reference set point, r 0 (t), for the fuel control is 100% of rated frequency or 60Hz. An excitation signal follows a uniform distribution is r e (t) = i.i.d. [−4, 4] is added to the reference so r(t) = r 0 (t) + r e (t). The simulation is conducted such that the average output power of the generator is equivalent to 70% of the rated load and sampled at 10Hz. The experiment is conducted with a uncontaminated valve and with a contaminated valve. Each experiment used N = 8184 data points for identification and N = 8184 for validation. The contamination, ∆ f , represents approximately a 10% percent flow area reduction in a localized area of the valve. The nominal fuel valve, f 0 (·) is a fourth order polynomial, and the disturbance to the nonlinearity is an additive gaussian function shown in (36) Exp : Figure 6 demonstrates the accuracy of the Hammerstein model fits to the raw simulation data (black). The signal, y(t), corresponds to the difference of shaft-speed from set-point in % of rated speed. The high-order plant, [n a = 7, n b = 6], estimatê y(t, θ 0 ) is shown in (blue) and low-order plant, [n a = 3, n b = 2], estimateŷ(t, θ 1 ) is shown in (green). Both the high-order and low-order estimates track the actual speed, demonstrating that low-order Hammerstein models are a viable model structure. Figure 5 shows the signals internal to the system for the highfidelity simulation and low-order Hammerstein model. An estimate of the linear plant dynamicsĜ N (ω) for a data set containing N uniformly sampled measurements of u(t) and y(t) may be written as the ratio of the estimated cross-spectrum ofŜ N yu (ω) to the spectrum of the inputŜ N uu (ω) as the frequency response function FRF given by,
FIGURE 6. (TOP) ACTUAL y(t) [BLACK] AND ESTIMATED
The FRF of the transfer function from u(t) to y(t) is shown in Fig. 3 from the original data (black). After the Hammerstein model was identified, the input r(t) and identified model from (4) was used to generate new estimates of M(η, µ). The frequency response of the linear plant G(θ N 0 ) (blue) and G(θ N 1 ) (green). The coherence function estimates the extent to which two signals are linearly related across the input spectrum, and for signals u(t) and y(t), is written
.
(38) Figure 7 shows the coherence of the FRF from u(t) to y(t) from the original simulation (black) and fromx(t) toŷ(t) in the loworder Hammerstein model fit (blue). The effect of the nonlinear distortions at low frequencies has been all but removed in a single iteration, demonstrating the successful application a Hammerstein model to a gas turbine with a high energy excitation. One should note that the linear plant estimate is highly sensitive to the grid assignment in (5) to correctly assign the DC gain of the linear plant as well as the higher frequency content. Figure 8 demonstrates the identification δ(·) with 8184 data points for identification and 8184 for validation for each experiment. The function is plotted against υ, corresponding to an R-vector of values spanning a range of the effective flow area, w(t). Through visual inspection, the identification captures the nonlinear characteristics of the turbine plant as well as the local distortion in the contaminated area of the valve. 
Sulphur Contamination Identification
Faults due to contamination of the fuel metering valves have received particular attention with respect to elemental sulphur deposition. Contamination, referred to here as a fault, that alters the input-output characteristic of the main fuel control element negatively affects the control stability in addition to introduces flow measurement errors into the fuel flow regulation and limiting functions. An example of a common fault source is local sulphur contamination on the control surface of the fuel valve, shown in Fig. 9 [18] . Figure 10 shows histograms of the fuel valve control signal, u(t), and actual effective flow area, w(t), from the high-fidelity simulation and demonstrates how local contamination distorts the input-output relation in the closedloop control. This is due to the sulphur deposits creating areas of nearly constant flow area, over a region of input command, that creates a dead band in the actuator's flow characteristic. In this section, we seek specifically to identify sites of local contamination. These are typically smooth deposits that are thin at the edge of the deposit and increase in height towards the center. To extract information specific to the local contamination of the fuel valve, a fault metric based on the integral error is proposed. The fault detection for contamination relies on identifying how any deviation of f (·) from f 0 is detectable during the identification of δ(·). The metrics shown are written using trapezoidal approximations of the local integral, Ψ p (υ) for experiments p = 1, 2 for a normalized grid spacing. The fault metric examines the difference ∆Ψ = Ψ 2 (υ) − Ψ 2 (υ). The use of gaussian basis functions allow the nonlinearity and its properties to be evaluated over a finer grid spacing than the system-identification, i.e R > M. Define a τ as a maximum tolerance such that ∆Ψ(I) > τ provides an indication, as shown in Fig. 11 that a local distortion associated with contamination is present.
CONCLUSION
A method for closed-loop identification and fault detection of local contamination of nonlinear fuel valves in a gas turbine engine has been developed. The fault detection metric is applied to the estimation of a nonlinear map between a known nominal valve model and a Hammerstein model representation of a gas turbine engine. The direct approach is extended to the closed-loop identification of Hammerstein systems using high order linear plant models during the initialization step using a non-minimal parametrization. A model reduction step produces a low order linear dynamic plant model. The identification includes a new, data content dependent gain assignment that facilitates an informed decomposition to a minimal linear plant real- ization and gaussian basis function parametrization of the nonlinearity. The use of a gaussian basis allows a arbitrarily fine grid to construct analytical condition monitoring. An example of fuel valve contamination detection is presented. Although the application example utilizes fuel valve contamination to demonstrate a candidate problem target, the algorithm can readily be applied to a wide class of physical systems, including other applications specific to gas turbine control. Condition monitoring of the variable vane system for airflow management or surge control in compressor applications are two logical extensions with nonlinear actuation connected to equipment with dynamics that can be approximated linear plants. Validation against data from operational units is planned as well as establishing the identifiability conditions and experiment design problems associated with the physical systems. An extension to MIMO system framework is also a logical next step.
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