Abstract. We introduce locally acting distributed decision makers in the theory of semi-Markov decisions for systems for which both the domain and the action space are general and compact. Such decision makers are characterized by making decisions on the basis of the information gathered at their local neighborhood only. The state transient function of the system also is of a local structure. We consider general holding times of the systems and this results in semi-Markov properties in time. The neighborhood structure of the systems resembles in space the Markov property of spatial processes. Under some regularity assumptions, we reduce the optimal problems within the set of local strategies to the corresponding problems for deterministic Markov strategies.
Introduction
The optimal sequential control of stochastic systems can be described in most cases by models of semi-Markov processes. But there is extensive literature on the control of processes where the memoryless property of Markov systems is not used. Introducing nonexponential, respectively nongeometrical, sojourn times of the processes leads to considering semi-Markov processes and Markov renewal processes. Early papers on the stochastic dynamic optimization for semi-Markov processes (sometimes called renewal reward processes) are [8, 9, 7] . For further references to early works see [6] . More recent works on semi-Markov decision processes can be found in [10, 17, 18, 13] and the references therein. The general construction of semiregenerative control processes and semi-Markov control processes with an application to queueing systems can be found in the recent book by Kitaev and Rykov [11] .
The basic definitions and results of the theory of semi-Markov processes and Markov renewal processes considered in this paper can be found in [1, 2] and in [11] , where there is a special emphasis on the optimization theory.
In this paper we consider stochastic processes in continuous time with general compact state spaces which are structured by an underlying graph. At any node of the graph there is a local state space such that the global state space of the process is the product (indexed by the graph) of the local state spaces. The graph then defines a neighborhood structure for the states of the systems. These neighborhoods determine the local interactions of coordinates of the spatial process. Then for a fixed time moment the random state of the system, respectively of the corresponding stochastic process, is a random field with respect to the neighborhood graph.
We assume that the process has the semi-Markov property in time and that the transition kernels of the process have the spatial Markov property with respect to the underlying graph. Additionally we construct control structures to optimize the development of the system over time. Optimality here is meant with respect to the asymptotic reward criterion averaged in time.
Our goal is to find optimal strategies to control the system where the decision makers located at the nodes of the network can use in the decision making only information gathered in their neighborhoods. We find conditions under which there exist optimal stationary deterministic policies in the class of the strategies described above.
In this sense, our results extend those of [5] in the direction of interacting semi-Markov processes.
We recall necessary definitions of the theory of stochastic processes that depend on the spatial coordinates and time in Section 2.1. In Section 2.2 we introduce local structures for the policies and the transition mechanism of the processes. We assume that time is continuous but decisions can be made only at jump moments of the process. The random policies have, as usual, a conditional independence structure. We assume that the transition kernels of the jump chains (the so-called synchronized kernels) are of a similar structure. For the Markov case we then are in the setting of the paper [3] . In Section 3 we first provide abstract conditions for the existence of stationary deterministic strategies in the class of local structures and then show that under some weak smoothness assumptions these conditions are fulfilled.
2. Description of the system 2.1. Preliminaries. For systems with locally interacting coordinates the interaction structure is defined in terms of an undirected finite neighborhood graph Γ = (V, B) where V is the set of vertices (nodes) and B is the set of edges. Denote by {k, j} the edge of the graph connecting vertices k and j. The neighborhood of a vertex k is the set of nodes N (k) = {j : {k, j} ∈ B}. The complete neighborhood of a vertex k is the set N (k) = N (k) ∪ {k}, that is, the neighborhood of the vertex k including k itself. For any subset K ⊂ V we define the neighborhood
For every node i ∈ V let some compact metric space X i with countable basis be given (it is called the local state space at the node i). Then X := i∈V X i is the global state space of the system. For every subset of nodes K ⊂ V we denote by
Let X i be the σ-algebra of Borel subsets of X i , X K = σ i∈K X i the σ-algebra generated by i∈K X i , K ⊆ V , and X V = X.
Throughout the paper we fix the underlying probability space (Ω, F , P) on which all random variables are defined.
Definition 2.1 (Random fields). (1)
A random variable ξ defined on (Ω, F , P) and assuming values in X is called a random field over (V, B) (or simply a random field over V ). We denote by ξ K the marginal random variables with values in the space X K . For K = {k} we write ξ k .
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Remark 2.1. Equation (1) can be interpreted as follows:
Similar interpretations will apply throughout the paper.
In many problems related to biological, economical or engineering applications, random fields describe the state of a system at some fixed time moment. The evolution of that system over time is then described by a stochastic process η with random fields as one-dimensional marginals in time. In this case we write η = (η t ) to emphasize the time-dependence. We assume that time is continuous, t ∈ R + = [0; ∞). The subscript k in η t k refers to the vertex k, thus η t k denotes the marginal distribution for time t and node k of some vector-valued process η = (η t : t ≥ 0). Such processes, which vary in space and time and whose space variable is structured by some graph, are investigated in [3] using Markov chain techniques. It is the goal of this paper to drop the assumption that the holding times of the processes are memoryless, so that we investigate semi-Markov processes and Markov renewal processes. 
is called a homogeneous Markov renewal process. The process
is called a homogeneous semi-Markov process. The transition function
is called a semi-Markov kernel both in the case of Markov renewal process and of semiMarkov process.
In what follows we assume that
and that σ = {σ n : n = 0, 1, . . . } has no finite accumulation point. The transition probability of the embedded Markov chain ξ = (
be the conditional distribution of the sojourn time τ n given that the process is in a state x and will pass to a state y after τ n is expired.
Before we present the details of the control structures for the semi-Markov processes we recall some definitions and theorems from the book [12] . Definition 2.3. Let X and A be topological spaces equipped with the Borel σ-algebras X and A, respectively. Denote by (2) A set the set of all subsets of A. Let
A set be a set-valued function which associates with x ∈ X a nonempty closed set
In what follows the function F determines the set of admissible decisions (controls) A(x) for any state x.
Definition 2.4. Let X and A be topological spaces equipped with the Borel σ-algebras X and A, respectively.
A map F is continuous if it is both upper and lower semicontinuous.
Theorem of Choice ([12, p. 74]). Any Borel measurable map F : X → (2)
A set has a Borel measurable selector
Theorem of Choice for semicontinuous maps ([12, p. 71]). If A is a compact metric space, then any upper (lower) semicontinuous map F : X → (2)
A set has a selector belonging to the Baire class 1.
Semi-Markov processes with local and synchronous transition mechanisms.
The goal of this section is to introduce a controlled semi-Markov process with locally interacting synchronous components, namely: a controlled semi-Markov random field similar to that constructed for the pure Markovian framework in [3] as controlled Markov random field.
If a semi-Markov process η and associated Markov renewal process (ξ, τ) are related to a system of neighborhoods {N (k): k ∈ V } on (V, B), then it is natural to assume that with respect to the evolution over time the value ξ n k = η k (σ n ) = x k of the kth vertex depends on the previous states of the whole system only through the values of the vertices in N (k) (including k) after transition moment σ n−1 . To describe this property we introduce the spatial Markov property for the kernel of the embedded jump chain for a semi-Markov process. This can be done similarly to Definition 2.1.
Since we concentrate on the local behavior of the embedded jump chain, we need the definition of synchronous and local kernels as described in [3, Section 2] . Note that the distributions of the sojourn time of the semi-Markov process remain globally determined.
Definition 2.5 (Synchronized and local transition kernels). Let
be a semi-Markov process with the state space X such that the associated Markov renewal process is (ξ,
∈ X, and C k ∈ X k , that is, the state of a vertex k just after the jump depends only on the state of its complete neighborhood at the preceding transition moment. The transition probabilities of X are called synchronous [16, p. 
If (2) and (3) hold for the process η, respectively for ξ or (ξ, τ), then η is called a semiMarkov process with locally interacting synchronous components over (Γ, X), shortly, a semi-Markov random field. We call (ξ, τ) a Markov renewal process with locally interacting synchronous components over (Γ, X), shortly a Markov renewal field. Now we introduce the classes of admissible policies to control the interacting coordinates of the stochastic processes under consideration. Let (for simplicity) η = (η
n ∈ N} as defined in Definition 2.2, be a (uncontrolled) semiMarkov random field. In what follows we assume that the random field η is equipped with a control structure which governs the jump transition kernel and the distributions of the sojourn time of (ξ, τ). We mainly consider controls which are local in the sense to be specified now. where A i is the set of possible actions (decisions) for the vertex i. Assume that A i is a compact metric space with a countable basis and with the Borel σ-algebra A i ; A is the Borel σ-algebra in A.
(2) For a decision maker at a node i at time σ n with a state ξ n = x, let the set of control actions be restricted to
is called the set of admissible actions (decisions) at time σ n in state x. (3) Assume that the set-valued maps 
We also assume that the sets
are Borel measurable in the product space X N (i) × A i , and ∆ t = i∈V ∆ t i is Borel measurable in the product space X ×A, where X = i∈V X N(i) and X = σ{ i∈V X N (i) }. 
Thus π n i is a probability measure on (A i , A i ) for all
This measure depends measurably on the history
of the system up to the nth transition. Thus
In parallel to the synchronous transitions and the locality of the transition kernels we always assume that the decision makers located at the nodes act conditionally independently given the history of the system. This leads to a control of the process License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
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governed by a synchronous control kernel , a
, a , a
, i∈ V. 
for all n , n , and x. (4) An admissible local stationary (Markov) strategy δ = (δ i , i ∈ V ) is called an admissible local stationary deterministic (nonrandomized) strategy if
(5) We always assume that for local strategies the restriction sets are time invariant:
The class of all admissible local strategies (with time invariant restriction sets) is denoted by LS; the subclass of admissible local Markov strategies is denoted by LS M . By LS S we denote the class of admissible local stationary strategies with time invariant restriction sets: π n = π n for all n, n ∈ N. By LS D we denote the class of admissible local stationary deterministic strategies with time invariant restriction sets.
We now incorporate into our semi-Markov process framework the synchronization, locality of the transition kernel (similar to (2) and (3)), and the decision rules. Then we turn to the decisions depending on the transition mechanism and the decisions depending on the sojourn time behavior of the system. The law of motion of the system is characterized by a set of time invariant transition probabilities. Whenever the state of the system is ξ n = x n and a decision α n = a n is made, the transition probability is
which is assumed to be independent of the past given the present generalized state that includes the present actions made. Then, given {ξ n = x n , α n = a n }, the next state ξ n+1 = x n+1 of the system is sampled according to Q(· | x n , a n ) and thereafter the sojourn time in x n , given x n , a n , x n+1 , is sampled according to some distribution function T(· | x n , a n , x n+1 ) which is Borel measurable on ∆ × X. We further assume that this transition probability and the sojourn time distributions are independent of t, that is, the motion is homogeneous in time.
Applying a control policy δ to a semi-Markov process with interacting components η (semi-Markov random field), respectively to the associated Markov renewal process (ξ, τ) as defined in Definition 2.5, we call the pair (η, δ), respectively the triple (ξ, τ, δ), a controlled version of η, respectively (ξ, τ), using strategy δ.
It should be noted that in general even the embedded jump chain is not Markovian for such a controlled process because the sequence (α n ) of decisions according to π . An immediate consequence of the definition below is that if a Markov strategy δ is applied as control strategy for the semi-Markov random field, then we obtain an embedded Markov jump chain ξ from (η, δ), respectively from (ξ, τ, δ).
Definition 2.9.
A pair (η, δ), respectively a triple (ξ, τ, δ), is called a controlled stochastic jump process with locally interacting synchronous components with respect to the finite interaction Γ = (V, B) if
is a stochastic process with the state space X = i∈V X i ; • τ = (τ n : n ∈ N) is a stochastic process with the state space R + ; • η = (η t : t ≥ 0) is a stochastic process with the state space X = i∈V X i ; and these processes are related pathwise as follows:
• the R + -valued random variables τ n are the interjump times, and
is the sequence of states of the process entered just after the jump moments; • σ = {σ n : n = 0, 1, . . . } with σ 0 = 0, and
is an increasing sequence of jump times. Then
We assume that the conditional distribution function of τ n given by
, and it is defined as a Borel measurable function ∆ × X. Let δ = (δ i : i ∈ V ) be an admissible local strategy and the transitions of ξ be defined as License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
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follows:
The Markov kernel Q = j∈V Q j is called local and synchronous. This construction results in a semi-Markov kernel
The process η, respectively (ξ, τ), is called shortly a controlled time dependent semiMarkov random field, respectively a controlled time dependent Markov renewal field.
Some remarks on the modeling principle behind this definition are in order:
• if the first expression is well defined, then (1) = defines the memoryless (Markov) properties with respect to the decision process given the state process history; • (2) = is an assumption similar to a Markovian transition law;
• (3) = expresses that the coordinates act synchronously; • (4) = is due to the locality of the state transition law; • the independence of time for the one-step transition probabilities then leads to the form (5) = of the Markov kernel, and (6) = again follows from the property of coordinates acting synchronously.
2.3.
A criteria for the optimality. Consider a time dependent semi-Markov random field η. If the kth state of the system is x k , the joint decision a k is made, and the duration of the sojourn time in function r(s, x, a) is assumed to be Borel measurable on [0; +∞) × ∆.
We evaluate the quality, respectively the optimality, of the applied strategies with respect to the following long time average reward measure:
x is the expectation associated with the controlled process (η, δ), respectively with (ξ, τ, δ), if ξ 0 = x. The goal of our investigation is to find conditions for the existence of optimal Markovian policies. Such a strategy δ is shortly called locally optimal.
The quality criterion (5) is introduced by Ross [15] and used in [4] as well. In [15] only stationary policies are studied such that the decisions are made on the basis of the present state only. In this case it can be argued that the value of the measure (5) depends only on the transition kernels Q (· | x, a), on π(· | x) , and on conditional expectations x, a, y) Q(dy | x, a), r(x, a) ,
Then one can restrict the proofs to a special form of sojourn time distributions, say to one-point distributions:
Since we consider general policies, such a property does not hold for the asymptotic averaged reward in general.
The existence of optimal strategies in LS
In what follows we need some auxiliary assumptions which we collect here:
Assumption III. There exists a nonnegative measure µ on (X, X) such that
Denote by κ n the random history of the system up to the time σ n . Then κ n assumes values of the form h n = (x 0 , a 0 , t 0 , . . . , x n−1 , a n−1 , t n−1 , x n ). Recall that the restriction sets for the local strategies are time independent. Now we define the conditional expectations
Using this notation we get
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 
Further if
for some strategy δ ∈ LS D , then the strategy δ is locally optimal and moreover
Proof. We have
for every strategy δ. It follows from (4) and (7) that
Substituting (11) into (10), we obtain
It follows from Assumption I and (6) that
since v(x) is bounded. This proves inequality (8) .
To prove the second part of the theorem we note that relations (11)- (13) become equalities for the strategy δ .
Remark 3.1. The proof of Theorem 3.1 is similar to that of Theorem 2 in [15] where the case of stationary strategies is considered. Moreover our Assumption I is weaker than the condition used in [15] .
Let M (X) be a Banach space of bounded and Borel measurable functions on X equipped with the sup-norm u = sup x∈X |u(x)|. Denote by ρ the metric on M (X) induced by this norm. Define the operator U on M (X) as follows:
where A set that defines, for every x ∈ X, the set
is Borel measurable.
Then there exists a strategy in LS D that is optimal in the class LS (a locally optimal strategy).
Proof. We show that the operator U possesses the following properties: a) U is isotone, that is,
where α = 1 − (m/M )µ(X). Indeed, property a) follows explicitly from Assumption III a), while property b) follows from the following argument:
Properties a) and b) guarantee that U is a contraction operator with contraction coefficient α = 1−(m/M )µ(X) ∈ [0; 1), since the measure µ is substochastic and m ≤ M . Indeed, apply the operator U to both sides of the inequality u 1 (x) ≤ u 2 (x) + ρ(u 1 , u 2 ). Then we obtain from a) and b) that
Thus
Interchanging u 1 and u 2 we obtain
Then the Banach fixed point theorem implies that there exists a function u (x) in S(X) such that
Now we derive from (16) and (15) that the optimality condition (7) holds with
Assumption (2) 
which means that
whence (9) follows for the strategy δ ∈ LS D , and the strategy δ is locally optimal by Theorem 3.1.
Remark 3.2. Under the assumptions of Theorem 3.2 we conclude that in the set of optimal strategies there is at least one deterministic strategy which makes decisions on the basis of the actual state only. The optimal value φ(x, δ ) under this strategy depends, according to the observation of Ross [15] , only on the transition kernels Q(· |x, a) and π n (·, x) and mean conditional sojourn times τ (x, a) and mean conditional rewards r(x, a). Thus φ(x, δ ) is insensitive to variations of the shape of the conditional sojourn times distribution and the conditional rewards distribution as long as their conditional means remain invariant. Therefore, without loss of generality, we can restrict the computation of φ(x, δ ) to processes with deterministic sojourn times and special reward functions as given at the end of Section 2.3.
Our next theorem provides an easy tool to check smoothness conditions for semiMarkov models such that conditions 1) and 2) of Theorem 3.2 are fulfilled. Proof. We use some ideas of the proof of Theorem 3 in [5] in order to apply our Theorem 3.2. To do this we need the following property which combines Lemmas 1 and 2 in [5] :
Let A be a compact set and F : X → (2)
A set a continuous mapping. Moreover let the function u : ∆ ⊆ X × A → R be bounded and continuous. Then the function u (x) = sup a∈F (x)=A(x) u(x, a) is continuous.
Applying (1), (2) , and the latter property to the maximizing operator U we obtain from (14) that U maps the space B(X) ⊆ M (X) of real-valued functions on X into itself. Therefore condition (1) of Theorem 3.2 holds. To prove condition (2) of Theorem 3.2 we show that the function F u : X → (2) A set , x → F u (x) = A(x) is upper semicontinuous for all u ∈ C(X). According to [12, p. 61] , this result follows if the following holds for all fixed u ∈ C(X):
If (x n , a n ) → (x, a) as n → ∞, then a ∈ F u (x), since x n ∈ X and a n ∈ F u (x n ), n ∈ N. It follows from the definition of a n ∈ F u (x n ) that r (x n , a n ) + u(y) Q (dy | x n , a n ) = sup whence a ∈ F u (x). In view of Theorem 3.2 we conclude that there exists an optimal local stationary deterministic strategy δ ∈ LS D .
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