Novel high-throughput measurement techniques in vivo are beginning to produce high-quality dense time series that can be used to investigate the structure and regulation of biochemical networks. We propose an automated information extraction procedure that takes advantage of the unique S-system structure and supports model building from time traces, curve fitting, model selection, and structure identification based on parameter estimation. The procedure comprises three modules: model Generation, parameter estimation or model Fitting and model Selection (GFS algorithm). The GFS algorithm has been implemented in MATLAB and returns a list of candidate S-systems that adequately explain the data and guides the search to the most plausible model for the time series under study. By combining two strategies (namely decoupling and limiting connectivity) with methods of data smoothing, the proposed algorithm is scalable up to realistic situations of moderate size. We illustrate the proposed methodology with a didactic example.
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Here we present a data-fitting procedure for extracting structural information from time series of metabolite concentrations, or of gene or protein expression profiles. The method is developed as a three-step process: model Generation, model Fitting and model Selection (GFS). A schematic diagram of the GFS algorithm is shown in Figure 1 . The first step is the definition of a modeling framework: we use Biochemical System Theory (BST) in its S-system variant, which consists of specific nonlinear ordinary differential equation (ODE) systems that represent processes in the form of products of power-law functions 9; 10 . S-systems are particularly useful for this purpose, because they have a well-defined mathematical structure, yet allow for extraordinary flexibility in the representation of biological systems. The "true" or most adequate model describing the experimental data is a priori unknown. The idea is thus to assume that the S-system structure is adequate, to construct hierarchically S-system models of increasing complexity and fit each of them to the data. This task is accomplished by the model generation module and requires two inputs: n (the number of variables) and k (a connectivity index that defines the maximal density of the network). The number n is assumed to be known and usually defined by the experimentalist before collecting the data. The connectivity index k defines the maximum number of variables to include in each equation, thus setting an upper bound to the number of possible combinations. It is user-supplied and the larger it is, the denser and more connected the biological network can become.
As is to be expected, increasing sizes of models lead to a combinatorial explosion in the number of equations to be fitted. Decoupling of the ODE system partially solves the problem. In fact, as we will review later, the decoupling allows solving and fitting of one differential equation at a time (instead of dealing with a system of simultaneous differential equations), and the number of possible combinations of equations is consistently reduced.
By combining the two strategies (limiting connectivity and decoupling), the method is scalable to realistic situations because k is typically small. Specifically, Barabási's group 11; 12 showed in several analyses that in typical biological and non-living networks only a few nodes are heavily connected, while most nodes only link to a very few other nodes. For instance, yeast proteins form a scale-free network where about 93% of all proteins interact with five or fewer other proteins 13 . This scale-free property in both metabolic and protein interaction networks seems to be shared among different organisms 11; 14-16 . Thus, using k smaller than 5 seems reasonable. Of note is that our proposed method permits different k for different metabolites. Thus, a higher k may be chosen for highly connected metabolites (such as ATP) and eventually this relaxation of the initial constraint would be justified through statistical significance in the model selection step.
Decoupling is achieved by using either the data themselves or a smoothed substitute as off-line forcing functions. For example, the model generation table in Figure 1 has the equation the remainder of the system, values for X n are needed at each step of the numerical ODE solver (since it is usually a variable step method). This is accomplished with a piecewise linear (or, alternatively, a simple nonlinear) interpolation on the raw or on the smoothed data, depending on the level of noise in the measurements (see Methods section for details). By default, raw data are preprocessed to filter out noise (see Figure 1 , Smoothing box).
Once the model generation step is performed, all possible combinations are stored (given k and other biologically meaningful constraints) and each differential equation is uniquely identified by a label and passed to the model fitting module (see Figure 1 , Model Fitting box). Each equation is then fitted to the raw data separately (Model label ). A nonlinear least square (LS) regression algorithm for the fitting is implemented in MATLAB and the differential system is solved by a standard ODE solver. Model selection is then performed by a standard Fisher-Snedecor test or F-test 17 on mean squared error (MSE) ratios. The equation label corresponding to the largest significant F is selected.
Biochemical System Theory (BST), its S-system variant, and the inverse problem literature in BST are reviewed and illustrated in the next section. The methods section describes the three modules of the GFS algorithm as well as details on decoupling, connectivity index and smoothing techniques. The algorithm has been tested on data generated from a didactic S-system representing a generic branched pathway with four dependent variables, one constant source and two regulatory signals; results of this analysis are shown in Section 4. 2. Biochemical System Theory and the model generation scheme BST has been proven to be a very promising tool for pathway identification of time series data [18] [19] [20] [21] [22] [23] [24] [25] [26] . It has two variants with alternative options for representing biological systems: the Generalized Mass Action (GMA) and the S-system forms 27; 28 . Because of our specific focus, we only review the most pertinent characteristics of the S-system framework (see Crampin et al. 29 for a recent survey of several alternative mathematical representations of chemical kinetics).
S-system modeling represents the rate of change in each pool (variable) as the difference between influx into the pool (production term) and efflux out of the pool (degradation term). Each flux is approximated by a product of power-law functions, so that the generic form of any S-system model is
where n is the number of state variables X i and i, j are indices of the state variables.
The terms g ij and h ij are kinetic orders that quantify the effect of X j on the production or degradation of X i , respectively. Kinetic orders can be positive or negative (enhancement or inhibition of production or degradation, respectively). If a kinetic order (g ij ) and (h ij ) is zero, the corresponding variable X j does not affect the production (degradation) of X i . The non-negative parameters α i and β i , are rate constants that quantify the turnover rate of the production and degradation of X i , respectively.
As a consequence of these specific roles of all parameters, structural features of a biochemical pathway are mapped onto S-system parameters in an essentially unique fashion. This implies that one should be able to infer the topology of the biological network after the parameter estimation process is successfully performed. Thus, the strategy is to use the data to determine the most adequate S-system representations for a specific experiment, selecting the best fit among all the possible model combinations, and interpreting the results in terms of structural features. Several articles [18] [19] [20] [21] [22] [23] [24] [25] [26] have appeared in the recent literature describing computational strategies, using S-systems, for this inverse problem of extracting information from time series data. Given an adequate representation of the biological system and a sufficient number of experimental measures, the formulation of the inverse problem is straightforward. Specifically, the implementation of the fitting of parameters α, β, g and h of system (1) is a particular instance of an optimal control problem, where constant inputs (i.e., parameters) have to be optimized in order to minimize the distance between the trajectories of (1) and the data 30; 31 . In principle, a system of ODEs like (1) could be fitted directly to data, but several computational issues arise. The dynamical system can become ill-conditioned or stiff due to non-optimal choices of parameter values during the minimization procedure. As a consequence, the computation time for numerically integrating the differential equations may increase to 95% or more of the total CPU time needed by the optimization algorithm 32 . Secondly, the choice of a feasible and structurally stable initial guess for the parameter vector θ sometimes is as difficult as solving the problem itself. Finally, experimental noise increases the likelihood of the existence of multiple local minima, which is amplified by an increasing size of the system.
A possible strategy for reducing the complexity of the problem is to decouple the ODE system. Decoupling may be accomplished by estimating slopes of all (n) time courses at many (m) time points, which reduces the system of n coupled differential equations to x n m algebraic equations 32 . A related issue is how to use other variables as off-line inputs after the decoupling is in place. In a different context, Maki and collaborators 20 estimated the parameters of one differential equation at a time, using raw data for the time courses of the other variables. We follow a similar strategy, but, given that actual data are usually noisy, suggest using some sort of prior smoothing of time courses that are used as off-line inputs in the decoupled system (see Results section).
Methods
This section reviews the three modules of the GFS algorithm. It also describes how we implement decoupling, smoothing, and the choice of the connectivity index.
Model generation
The multiplicative structure of S-systems renders the model generation task easy. System (1) comprises 2n(n+1) parameters, if the system is fully connected, i.e., if the production and degradation of each variable is affected by itself and by all the others. If deemed necessary, initial values for X i (i.e., X i (0), i=1,2,…,n) may be considered as parameters, thus adding n unknowns to the system. We generate a hierarchical set of models, starting from the simplest and most parsimonious, and increase the connectivity step by step, 5 possibly to the fully connected system. We build up model combinations following a forward stepwise regression strategy 33 which consists of adding to the model structure one variable (with its kinetic order parameter) at a time and considering all possible choices for doing so. The number of combinations grows exponentially (2 2n(n+1) ) if a comprehensive exploration of all the possible combinations is performed (see Table 1 , second column). It is clear that computational issues increase very rapidly and that methods are necessary for reducing the number of all possible combinations to those that are most likely to be true. We implement two strategies for this purpose: we decouple the system and we define the connectivity index k within the model selection scheme.
Decoupling and smoothing
Upon decoupling, the stepwise model generation scheme can be applied sequentially to a single equation. Thus, the algorithm selects a variable (X i ) and builds the corresponding right side of its differential equation (1) 34 for a review), splines [35] [36] [37] [38] , collocation methods
26
, or an artificial neural network -ANN 39; 40 . The choice of a particular smoother is problem dependent and there is no single optimal method for all situations. We decided to use the Whittaker algorithm because it seems to be robust and efficient 41 . The Whittaker smoother is based on discrete penalized least squares. Two parameters define a trade-off between smoothness and fidelity to the data, namely d (the order of the penalty function) and λ (the larger λ , the smoother the curve). We use as default d=2 (i.e., a quadratic penalty function) and vary λ within 5 and 100. We implement the Whittaker algorithm in the fashion proposed by Eilers 34 . Crossvalidation has not been used but it can easily be implemented for the optimal choice of λ .
The Whittaker algorithm returns discrete values (at the same time points of the experiment), and to obtain continuity for the ODE solver, we linearly interpolate between contiguous points.
To make the situation realistic, we add noise either from a normal or a uniform distribution that is centered at the current data point. For the uniform, the range extends to a maximum of ± 15% of the measured value. For the normal, we select the standard deviation as one third of the maximum variation (with the consequence that the truncated distribution will include approximately 99% of all cases of noise). The noisy data are subsequently directly interpolated or fitted with the Whittaker smoother.
Connectivity index k
The likelihood that a real biological system is fully connected is very low 11; 15; 42 , so we set a constraint on the maximum number of variables in each equation, or in other words, on the connectivity index k. This index is to be adjusted by the user to represent highly connected variables in the system, if a priori information is available. The minimal reasonable structure for a metabolic system is a completely uncoupled model, where each variable decays from its initial condition by its natural degradation rate and there is no interaction with other variables. We call this structure the minimal model and write it as follows:
In almost all real cases, the degradation of a metabolite will depend on its own concentration. Thus, we initialize each model combination to include h ii , even though the algorithm is allowed to set this value equal to zero. Almeida and Voit (2003) suggested making maximal use of other a priori biological information that might be available in addition to the time series. While not necessary for the GFS algorithm, such information is easily accounted for and typically leads to the elimination of some model combinations that are biologically not plausible (see Results section). Table 1 shows all possible combinations of equations satisfying our constraints, including the case k=n, which represents complete connectivity. For example, supposing n=4, we start from the minimal model (the only one with 3 parameters in the equation) and have 4 possible combinations with 4 parameters in the equation and 18 possible combinations with 5 or 6 parameters. These combinations sum up to 41 equations to be evaluated (including the minimal model).
In fact, considering up to four variables in each equation corresponds to k=2 (see Table 1 , n=4). If we set k=3, we must consider all possible combinations with 5 and 6 variables in the equation (72 equations total). Thus, the combined strategies reduce the number of possible equation combinations from approximately 4x10
where 0, 0
(positive integers).
Model fitting
Parameter estimation and curve fitting are traditionally solved by minimizing a generalized distance between experimental data and model predictions. The Euclidean distance is the most commonly used and the inverse problem is often referred to as a least squares (LS) formulation. Many nonlinear programming algorithms can numerically solve LS problems: Gauss-Newton and Levenberg-Marquardt are the most popular and frequently 7 implemented [43] [44] [45] .Evolutionary algorithms and simulated annealing techniques are also used [4] [5] [6] . If the decoupling strategy is applied, system (1) becomes a set of independent onedimensional differential equations. Considering a generic variable X and given the initial condition X(t 0 )=X(0) (where t 0 = 0) and m time points t s (s=1,2,….,m), the solution of (1) is given by ( ) ( )
A general numerical method such as
must be used for estimating ( ) X t in each experimental point, where θ is defined as:
The parameter vector θ is implicit in (3) 
where Θ represents the parameter space. embedded into the ODE solver, where we either use the raw or the smoothed data and a linear interpolation is employed between subsequent points to retrieve values of X i (t) for t ≠s, s=1,2,….,m. The objective function G(θ label ) in (6) is specified in Figure 2 as [Data -
, where Model label (θ) represents the numerical approximation of the S-system passed by the model generation module (see Figure 1 for the overall diagram). The interpolation is performed for each step of the numerical method (as is indicated by the bidirectional arrows within the numerical method box). The model fitting module is formulated as (6) and we implement it in MATLAB. We use the function lsqcurvefit to solve general non-linear least squares problems (through a generalized Gauss-Newton or Levenberg-Marquardt algorithm) and ode45 (an explicit, variable-step, Runge-Kutta method of fourth order) as default ODE solver. Local and global convergence results for GaussNewton and Levenberg-Marquardt algorithms exist for a classic LS problem (where the model is given in explicit form) and they can be extended to the formulation (6) 47 . In order to automate the GFS algorithm, default values and settings are given for the optimization algorithm and numerical ODE solver, as are the initial guesses and lower and upper bounds for θ label . The user can modify each one of them if needed. We set LevenbergMarquardt as the default optimization algorithm. We define the parameter space Θ by the following box constraints for θ label :
The label index determines the size of θ and what specific kinetic orders are fitted. Rate constants are always positive while kinetic orders are bounded to values within -3 and 3 in order to preserve some stability properties of the system (see Voit 38 , Ch. 5). During the minimization, each selected kinetic order (g and h) is free to vary within an interval that includes zero. Typically, we initialize the fitting with the following initial guess for
We use an initial default value of 1 (corresponding to 0 on the log scale) for the rate constants. Kinetic orders can be positive or negative: so we set them to zero (or maybe 0.001) in order not to bias the search in any direction. Initial values for X i (i.e. X i (0), i=1,2,…,n) may be considered as parameters as well. Further details on the optimization algorithm and the ODE solver settings are given in Table 2 . Table 4 and 5 shows a typical output. The value for the connectivity index k can be specified by the user. A choice of k=2 is usually a good start.
Fitting -Least Squares
We apply the following Fisher-Snedecor test or F-test 17 to select for the equation that likely generated the data:
where the level of significance α is set to 1% or 5%. The MSE column is stratified in blocks corresponding to the value of p. We first determine the smallest MSE in the first block of equations (p=3), then use it as the numerator in (9) for the next block of MSEs, where p=4. We pick the most significant value of F and repeat the process for the next block (p=5), now selecting the MSE corresponding to the most significant F in this block as numerator of (9) . If there is no significant F, we keep using the last significant solution, changing the degrees of freedom accordingly. When more than one MSE is significant, we select the one with the largest value of F that has h ii greater than 0.1 and at least one g ij (j=1,2,…,n) greater than 0.1. The threshold 0.1 is somewhat arbitrary (and may be changed), but values for h ii and g ij below that threshold usually specify insignificant biochemical interactions. If the above constraints are not satisfied for any of the significant F, the label with the largest one is selected. The last column of Table 4 and 5 shows an example of model selection using (9) : the grey cell in the last column represent the selected equation. The light grey cells in the first row indicate the correct kinetic orders.
Results
For the purpose of this paper, data do not come from experimental measurements but are generated from a didactic pathway that is representative of commonly encountered features. It is branched with four dependent variables, one constant source and two regulatory signals. Figure 3 shows a schematic representation of the pathway, which is modeled by the following S-system: 
Six different datasets of 50 points each were generated by solving (10) with six different initial conditions (see Figure 4) . Each dataset was perturbed with uniformly or normally distributed noise (as described in the Methods Section), and the Whittaker filter was used for smoothing. Figure 5 shows an example of noise generation and data smoothing applied to dataset 1. Figure 4 and the S-system equations are described in (10) with all the parameter values. Double-line arrows show flow of material, the solid arrow indicated activation, and the dashed arrow inhibition.
Five types of fitting were performed: on data without noise, on noisy datasets (normal and uniform) without smoothing, and on noisy data with smoothing. Initial values for X i (i.e. X i (0) were not fitted but taken directly from the data. We assumed that the maximum number of variables (parameters g and h) in a single equation could sum up to 2 (k=2) for each term (production and degradation) and applied criteria (9) Table 3 shows a summary of some pertinent results. It is divided into five Panels (A, B, C, D and E), one for each fitting (no noise, uniform or normal noise without or with smoothing). Each cell summarizes the outcome of the model selection module after 41 fittings (see Table 1 , n=4, k=2). Considering data without noise (Table 3 Panel A) and combining the results from all datasets, the GFS method always arrives at the correct model (OK) or at a larger one that embeds the correct model (OK*). In some cases the larger model identifies redundant parameters with values close to zero, which can be discarded. An example of the selection of the correct model is given in Table 4 , while an example of the selection of a larger model that embeds the correct one with redundant parameters almost equal to zero is given in Table 5 . The grey cell in the last column (Ftest) of Table 4 indicates the selected equation with the largest F: it is represented in Table  3 Panel A with "OK" in row "X 4 " and column "Data 2". The grey cell in the last column (F-test) of Table 5 indicates the selected equation with the largest F: it is represented in Table 3 Panel A with "OK*" in row "X 2 " and column "Data 1".
Analysis
For example, g 44 has been selected only once in Panel A (namely at row "X 4 ", column "Data 5") and it is therefore not included in the most likely model. On the other hand, g 11 , g 12 and h 12 were selected more than three times (see Panels D and E) and were therefore included in the corresponding likely model (see Eq. (13)). Panels B and C show results on noisy data without smoothing. Overall the algorithm succeeds approximately in 50% of the cases (the most problematic equation being the one for X 4 ). The main reason for this high rate of uncertainty is that the piecewise linear approximation of the noisy data amplifies the errors and uses noisy values for the off-line variables that are used as forcing functions. Smoothing really improves this situation. Indeed, the results in Panels D and E are comparable to Panel A (noise-free data).
Selection and fitting of the final model
We choose to include in the final ODE system the non-zero kinetic orders that have been selected at least 50% of the times for each variable. We select two S-systems: one from Panel A and one from Panel D and E combined. Using noise-free data (Panel A), the GFS algorithm selects exactly the correct system (Eq. (10)). Even the average values for the kinetic orders are often close to the real values (in parenthesis, see (11) 
Considering the results of Panel D and E, the model selected is the following: , , , , , , 6.47 (12) 
The GFS algorithm produces estimates that may be used directly or as start values for a further, refining nonlinear estimation. For instance, we fitted the equations in Eq.
(10), using (12) as initial guesses for parameter θ . Similarly, we fitted system (13), using (14) as initial guesses. Finally, we fitted system (13) including h 34 , using (14) and h 34 =0 as initial guess for θ . The results for simultaneous fits of six datasets are shown in Table   6 . Because of the good start values, the fitting of system (10) quickly returns numerical results practically identical (in the case of data without noise) to the real values of θ defined in (11); they are only slightly different for the noisy data. The fitting of system (13) (to both data with and without noise) shows contradictory results for g 12 and h 12 (grey cells), both in term of sign and magnitude. If we average their values, we obtain -0.0979 and 0.02745 for g 12 and h 12 , respectively, which suggests that they might be eliminated from system (13), following the rules specified for model selection (see section 3.5, Model Selection). The fitting of the merged systems ((10) + (13)) confirms the redundancy of g 12 and h 12 and gives an average estimate for g 11 equal to -0.06755. In the case of noisy data, g 12 and h 12 have a similar order of magnitude, which suggests that they may be discarded, as was discussed in Voit 23 , page 1672. Finally, the value for h 34 is very close to its real value.
A crucial question for all inverse problems is the amount of CPU time needed to obtain solutions. Attempts to estimate the nonlinear ODE system directly typically require long run times. For instance, Kikuchi et al. 19 stated that one loop of their genetic algorithm ran for 10 hours on a cluster of over 1,000 CPUs, for an S-system with five variables. We ran the GFS algorithm on a standard desktop 3.4 GHz CPU 2GB RAM (Intel Pentium 4, DellOPTIPLEX GX280). The computational time to complete each 41 fittings of Table 3 (each cell) is on average 7 minutes (approximately 12 seconds per label), with some very fast (3 minutes) and some slower run (13 minutes), especially with the noisy data. Table 6 summarizes computational times for the fitting of the simultaneous ODE systems (last row).
Discussion and Conclusions
Time series of biochemical profiles contain rich information characterizing the flux distribution and regulation of metabolic networks. The systems biologist's challenge of extracting this information is not a trivial task, because the underlying inverse problem is nonlinear and involves systems of coupled differential equations. Solving this task requires an efficacious combination of model choice and computational means. Several groups around the world have recognized that S-systems present a powerful tool for this purpose, because they are flexible enough to capture complex dynamic responses, yet always have the same symbolic structure, which isomorphically maps a given feature of a biological pathway onto a particular parameter in the describing mathematical model. Exploiting this feature of S-systems, we have presented a new algorithm that facilitates the extraction of information from biological time series. The overall idea behind this GFS algorithm is to generate in a sequential fashion all plausible models, and to select the most likely from among them. The fact that we can even exhaust all possibilities is another advantage and unique feature of the homogeneous S-system structure. # of par  alpha4  beta4  g41  g42  g43  g44  h41  h42  h43  h44  Time  ( The algorithm combines three concepts. The first is the choice of a connectivity index k for each equation, which is defined as the maximum number of variables per flux term. Statistical analyses of the structure of biological networks have indicated that the likelihood of a large number of connections per node is small and, for instance, that the vast majority of metabolites in vivo is only involved in fewer than four or five reactions 13 . Thus, by choosing a modest connectivity index for each equation, the apparent combinatorial explosion typically encountered in structure identification tasks is tamed.
The second component of the GFS algorithm is the decoupling of the system of differential equations. The model generation scheme is applied separately to each differential equation of the ODE system: all possible equation combinations are generated independently for each variable and then fitted by replacing the other variables in the differential equation with piecewise linear interpolations of their respective data or of smoothed analogues. Limiting connectivity and decoupling circumvent a series of computational issues.
The reduction of the ODE system to a set of independent uni-dimensional differential equations speeds up the integration process as well as the computational time in the parameter estimation step. In fact, the resulting inverse problem involves now at most 2(k+1) parameters for each differential equation whereas the simultaneous ODE system comprises at most 2n(n+1) parameters. As an additional benefit, the decoupling procedure eliminates issues of stiffness, which tend to slow down integration algorithms significantly 32 . The third component of the GFS algorithm is gleaned from forward stepwise regression 33 : Ch 12.4). We start from a "minimal model" and augment it sequentially with additional effector variables. A standard F-test justifies the selection of an equation with a larger number of parameters through statistical significance. We have implemented the GFS algorithm in Matlab with defaults that we found useful in the cases we tested. Nonetheless, all settings are readily changed by the user. Also, additional constraints may be added to the model generation module, if a priori knowledge on the pathway is available or if specific interactions are known not to be biologically plausible.
The main result is that the GFS algorithm successfully returns a list of candidate Ssystems that adequately explain the data and that it guides the search to the most plausible model for the metabolic profiles under study. The results are excellent for noise-free data and still good for noisy data upon smoothing. The results are not always correct if noisy raw data are used without smoothing. The dominant reason is probably that the decoupling step requires the estimation of the off-line variable solutions, which tend to become very noisy if the data are not smooth. A secondary problem may be collinearity (in log space) between variables, as it was observed by Sands and Voit 48 . Nevertheless, since numerous methods are available for data smoothing, there is no need to worry too much about incorrect identification outcomes for noisy, non-smoothed data. Table 6 : Results of the fitting of systems (10) and (13) to the 6 datasets simultaneously after model selection step.
Fitting of system (10)
Fitting of system (13 In most cases, the results of the estimation and identification were directly satisfactory, but if this is not so, subsequent direct fitting of the simultaneous ODE system may be necessary to complete the results of the GFS analysis. This step, which a priori is challenging, as discussed, is much more efficient now, because the GFS algorithm at the very least provides good start values for the nonlinear regression. In our case, we used average values of the GFS parameter estimates as initial guesses for θ , and the nonlinear regression converged relatively fast (between 100 and 500 seconds) in comparison to many hours in typical de novo estimations (cf. Table 6 and Kikuchi et al. 19 ).
As it stands, the algorithm requires the user to select a model at each step, based on a comparison of F-values. In future implementations, this step will be automated. Although the F-test statistic is an efficient means of model pruning, other criteria could be implemented to support model selection. Examples that should be explored are hypothesis identification techniques adapted from information theory (such as minimum description length -MDL) 49 and Akaike (AIC) or Bayesian (BIC) information criteria (see Burnham et al. 50 for a review). For the present implementation, we did not see the need to invest much effort on initial guesses for the parameters, because it seemed that convergence was not affected by them. If the need arises, one could extend the algorithm with strategies that more comprehensively explore the parameter space, such as Latin-hypercube sampling 51 .
