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PEMODELAN DAN PERAMALAN JARINGAN SYARAF 




Peramalan merupakan unsur penting dan diperlukan dalam 
pengambilan suatu keputusan. Terdapat beberapa metode statistika 
yang dikembangkan untuk meramalkan data deret waktu, diantaranya 
metode ARIMA Box-Jenkins dan GARCH. Kedua metode tersebut 
memang baik untuk peramalan, namun masih memiliki kelemahan. 
Kemudian untuk mengatasi kelemahan tersebut dapat digunakan 
pendekatan lain, yaitu dengan menggunakan metode Jaringan Syaraf 
Tiruan (JST). Metode JST ini dapat mengatasi permasalahan yang ada 
pada metode ARIMA Box-Jenkins maupun GARCH, di mana metode 
JST mempunyai kemampuan dalam memodelkan data deret waktu 
yang bersifat non linier. Namun tidak terdapat aturan dalam 
menentukan peubah input. Pada penelitian ini, peubah input yang 
digunakan pada pemodelan Neuro-ARIMA berupa variabel lag dan 
residual (sisaan) yang diperoleh dari identifikasi model ARIMA, 
sedangkan pada pemodelan Neuro-GARCH peubah input yang 
digunakan berupa kuadrat sisaan dan ragam sisaan yang diperoleh dari 
identifikasi model GARCH. Pada penelitian ini diharapkan model 
Neuro-ARIMA dan model Neuro-GARCH mampu memodelkan data 
deret waktu dengan baik. Model yang dipilih sebagai model terbaik 
adalah model yang memiliki nilai MSE testing terkecil dan R2 testing 
terbesar. Tujuan penelitian ini adalah untuk memodelkan data deret 
waktu dengan model Neuro-ARIMA dan model Neuro-GARCH, dan 
untuk mengetahui kinerja model Neuro-ARIMA dan model Neuro-
GARCH dalam meramalkan data deret waktu. Model Neuro-ARIMA 
terbaik adalah model Neuro-ARIMA([16],0,[1][16]) dengan jumlah 
unit lapisan (4-15-1) dengan MSE sebesar 0.052 dan R2 sebesar 0.360, 
sedangkan model Neuro-GARCH terbaik adalah model Neuro-
GARCH(1,1) dengan jumlah unit lapisan (3-5-1) untuk data return, 
dengan MSE sebesar 0.007 dan R2 sebesar 0.982. Sedangkan untuk 
data volatilitas diperoleh model Neuro-GARCH(1,1) dengan jumlah 
unit lapisan (2-5-1),  dengan MSE sebesar 0.014 dan R2 sebesar 0.861.  
 





















MODELING AND FORECASTING ARTIFICAL NEURAL 




Forecasting is an important element in making a decision. 
There are several statistical methods developed to forecast time series 
data, including ARIMA Box-Jenkins and GARCH methods. Both 
methods are good for forecasting, but still have weaknesses.  Then to 
overcome these weaknesses, can be used another approach, using the 
ANN method. This ANN method can overcome the problems that 
exist in ARIMA Box-Jenkins and GARCH method, the method of 
ANN has the ability to model time series data that is non-linear. But 
there is no provision in determining the input and the number of units 
in the input layer. In this study, in Neuro-ARIMA model using input 
variables in the form of lag and residual variable obtained from 
ARIMA model identification, and in Neuro-GARCH model using 
input variables in the form of squared equals and the remaining 
variances obtained from the identification of GARCH model. In this 
study Neuro-ARIMA model and Neuro-GARCH model capable of 
modeling time series data. The model chosen as the best model is the 
model that has the smallest MSE value and the largest R2. The 
purpose of this research is to model time series data with Neuro-
ARIMA model and Neuro-GARCH model, and to know Neuro-
ARIMA model and Neuro-GARCH model performance in predicting 
time series data. The best Neuro-ARIMA model is Neuro-
ARIMA([16],0,[1][16]) model with the number of layer units (4-15-
1) with MSE 0.052 dan R2 0.360, and the best Neuro-GARCH model 
is Neuro-GARCH(1,1) model with the number of layer units (3-5-1) 
for the return data, with the MSE of 0.007 and R2 0.982. As for the 
volatility data obtained Neuro-GARCH(1,1) model with the number 
of layer units (2-5-1), with MSE of 0.014 dan R2 0.861. 
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1.1.  Latar Belakang 
Peramalan merupakan suatu kegiatan untuk mengestimasi apa 
yang akan terjadi pada masa yang akan datang berdasarkan nilai 
sekarang dan masa lalu, sehingga peramalan dapat digunakan 
sebagai alat bantu dalam perencanaan yang efektif dan efisien 
(Makridakis, dkk.,1995). Seiring berkembangnya ilmu pengetahuan 
dan teknologi, peramalan merupakan unsur penting dan diperlukan 
dalam pengambilan suatu keputusan pada berbagai kasus, yang salah 
satu diantaranya berhubungan dengan data deret waktu. 
Salah satu metode statistika telah dikembangkan untuk 
meramalkan data deret waktu adalah metode ARIMA Box-Jenkins. 
Pada penelitian yang dilakukan oleh Hendrawan (2012), tentang 
penerapan model ARIMA dalam memprediksi IHSG (Indeks Harga 
Saham Gabungan) pada pasar modal di Indonesia, diperoleh model 
ARIMA yang memiliki kinerja terbaik untuk meramalkan IHSG, 
yaitu model ARIMA (2,1,2). Menurut Makridakis dkk (1995), 
metode ARIMA Box-Jenkins tidak sesuai untuk menangani ratusan 
deret berkala, namun dapat digunakan dalam perode waktu yang 
sesuai. Menurut Zhang (2003), metode ARIMA Box-Jenkins 
memang baik untuk peramalan, namun metode tersebut tidak mampu 
memodelkan data deret waktu yang non linier. Selain itu, apabila 
asumsi kehomogenan ragam tidak terpenuhi dan ingin tetap 
mempertahankan sifat heteroskedastisitas, maka dapat digunakan 
metode lain, seperti GARCH (Generalized Autoregressive 
Conditional Heteroscedasticity). 
Model GARCH dikembangkan dari model ARCH 
(Autoregressive Conditional Heteroscedasticity), yang mempunyai 
jumlah parameter yang lebih sedikit daripada model ARCH. Menurut 
Tsay (2002), meskipun model ARCH sederhana, seringkali 
membutuhkan banyak parameter dalam menggambarkan proses 
volatilitas.  Model GARCH  merupakan model autoregresif yang 
dikembangkan untuk memodelkan data deret waktu yang memiliki 
ragam tidak stasioner. Menurut Tsay (2002), model ARCH dan 
GARCH mempunyai kelemahan dalam merespon perubahan perilaku 
antara volatilitas rendah dengan volatilitas tinggi. Dengan demikian 
untuk mengatasi kelemahan tersebut dapat digunakan pendekatan 



















Metode JST merupakan sistem komputasi yang bekerja seperti 
jaringan syaraf biologis manusia. Metode JST ini dapat mengatasi 
permasalahan yang ada pada metode ARIMA Box-Jenkins maupun 
GARCH, yaitu metode JST mempunyai kemampuan dalam 
memodelkan data deret waktu yang bersifat non linier.  Pada 
penelitian sebelumnya yang dilakukan oleh Sari (2015), tentang 
penerapan metode JST propagasi balik sebagai metode prakiraan 
beban listrik, diperoleh model JST dengan arsitektur 7-13-1 yang 
berarti 7 neuron pada lapisan input, 13 neuron pada lapisan 
tersembunyi dan 1 neuron pada lapisan output dengan perolehan 
MSE sebesar 0,1186. Pada penerapannya JST masih memiliki 
kelemahan, yaitu tidak terdapat aturan dalam menentukan peubah 
input sehingga menyebabkan model jaringan yang terbentuk menjadi 
kurang baik.  
Hakim (2012), menggunakan model JST dengan peubah input 
berdasarkan model ARIMA terbaik (Neuro-ARIMA) dalam 
meramalkan indeks harga saham Jakarta Composite index, Bank 
Mandiri, dan Telkom. Dari hasil penelitian tersebut memberikan 
hasil peramalan saham yang lebih akurat bila dibandingkan dengan 
model ARIMA dan JST. Menurut Raharjo dkk. (2016), model 
gabungan ARIMA dan JST sedikit lebih baik dibandingkan dengan 
ARIMA saja atau JST saja. 
Ramadhani (2013), melakukan penelitian untuk menerapkan 
model Neuro-GARCH dalam meramalkan harga saham. Hasil 
penelitian menunjukkan bahwa model Neuro-GARCH mampu 
menghasilkan ramalan dengan MAD (Mean Absolute Deviation) dan 
MSE (Mean Square Error)  yang lebih kecil dibandingkan dengan 
model JST.  
Pada penelitian ini, peubah input yang digunakan pada Neuro-
ARIMA berupa variabel lag dan residual (sisaan) yang diperoleh dari 
identifikasi model ARIMA. Sedangkan pada Neuro-GARCH peubah 
input yang digunakan berupa sisaan kuadrat dan ragam sisaan yang 
diperoleh dari identifikasi model GARCH. Pada penelitian ini 
diharapkan model Neuro-ARIMA dan Neuro-GARCH mampu 
memodelkan data deret waktu dengan baik. Selanjutnya ramalan dari 
model Neuro-ARIMA dan model Neuro-ARIMA diuji 
keakuratannya berdasarkan MSE dan R
2





















1.2.  Rumusan Masalah 
Permasalahan yang akan dikaji dalam penelitian ini adalah 
sebagai berikut: 
1. Bagaimana model data deret waktu yang terbentuk dengan 
model Neuro-ARIMA? 
2. Bagaimana model data deret waktu yang terbentuk dengan 
model Neuro-GARCH? 
3. Bagaimana kinerja model Neuro-ARIMA dan Neuro-GARCH 





1.3.  Tujuan Penelitian 
Tujuan dari penelitian ini adalah sebagai berikut: 
1. Untuk memodelkan data deret waktu dengan model Neuro-
ARIMA  
2. Untuk memodelkan data deret waktu dengan model Neuro-
GARCH  
3. Untuk mengetahui kinerja model Neuro-ARIMA dan Neuro-
GARCH dalam meramalkan data deret waktu 
 
1.4.    Manfaat Penelitian 
Penelitian ini diharapkan dapat memberikan manfaat sebagai 
berikut: 
1. Dapat menerapkan Model Neuro-ARIMA pada data deret 
waktu 
2. Dapat menerapkan Model Neuro-GARCH pada data deret 
waktu 
3. Sebagai metode alternatif dalam meramalkan data deret waktu 
selain menggunakan metode statistika yang telah banyak 
digunakan saat ini. 
4. Dapat memberikan alternatif dalam penentuan input pada JST, 
yaitu berdasarkan model ARIMA dan GARCH. 
 
1.5.    Batasan Masalah 
Penelitian dalam skripsi ini dibatasi pada: 
1. Arsitektur dari JST yang digunakan adalah Multi Layer 
Perceptron 
2. Input yang digunakan pada Jaringan Syaraf Tiruan diperoleh 













































Saham dapat didefinisikan sebagai tanda penyertaan modal 
seseorang atau badan usaha dalam perseroan terbatas, karena dengan 
menyertakan modal tersebut pihak badan usaha memiliki klaim atas 
pendapatan dari perusahaan tersebut (Indonesia Stock Exchange, 
2012). 
Pada teori Dow dijelaskan bahwa pergerakan harga saham 
dikelompokkan menjadi tiga, yaitu: 
1. Primary trend, adalah pergerakan harga saham dalam jangka 
waktu yang lama, misalnya tahunan. 
2. Secondary trend, yaitu pergerakan harga saham yang terjadi 
selama terjadinya pergerakan harga saham dalam primary 
trend, misalnya mingguan atau bulanan. 
3. Minor trend, yaitu fluktuasi harga saham yang terjadi setiap 
hari. 
 
2.2. Data Return Saham 
Return dikenal sebagai besarnya nilai pengembalian 
(keuntungan) yang akan diperoleh sebagai hasil investasi. Return 
dalam deret waktu adalah melakukan transformasi logaritma dan 
difference. Menurut Cryer dan Chan (2008), misal *  + merupakan 
suatu deret waktu pada nilai bulanan dari beberapa nilai aset 
finansial. Continuously compound return pada waktu ke t 
didefinisikan sebagai berikut : 
 
   = log (  )  log (    )                            (2.1)         
 
di mana:  
   : nilai pada data return harga penutupan indeks harga saham 
periode ke-t     
   : nilai data harga penutupan indeks harga saham pada periode    
ke-t    





















2.3. Analisis Deret Waktu 
Analisis deret waktu merupakan suatu metode peramalan 
untuk di masa yang akan datang yang dilakukan berdasarkan nilai 
atau data di masa lalu dari suatu variabel dan kesalahan (error) di 
masa lalu (Makridakis dkk., 1995).  
Menurut Pankratz (1983), data deret waktu berupa data 
pengamatan yang terjadi dalam urutan waktu. Nilai pengamatan pada 
data deret waktu disimbolkan   , di mana indeks t merupakan 
periode waktu dari suatu pengamatan. 
 
2.4. Kestasioneran Data Deret Waktu 
Data deret waktu mungkin saja bisa bersifat stasioner atau 
nonstasioner. Data deret waktu dapat dikatakan stasioner jika rata-
rata dan ragam konstan (Yaffee dan McGee, 1999). Asumsi yang 
sangat penting dalam data deret waktu adalah stasioneritas. 
Stasioneritas merupakan suatu proses yang tidak berubah dari waktu 
ke waktu (konstan) (Cryer dan Chan, 2008). 
Sebelum pemodelan ARIMA data diharuskan stasioner 
terhadap ragam maupun rata-rata. Menurut Makridakis dkk. (1995), 
nonstasioneritas dalam ragam data ditunjukkan adanya variasi 
besarnya fluktuasi dengan waktu. Pendekatan utama untuk 
memperoleh stasioneritas terhadap ragam yaitu melalui suatu 
transformasi data. Apabila data deret waktu belum stasioner terhadap 
rata-rata, maka data tersebut dapat dibuat stasioner dengan 































Gambar 2.2 Plot Data yang Tidak Stasioner Terhadap Ragam dan 
Rata-rata 
2.4.1. Stasioneritas pada Ragam 
Pada fluktuasi ragam yang homogen atau tidak terlalu besar, 
stasioneritas terhadap ragam dapat dilihat dari plot data. Pengujian 
stasioneritas terhadap ragam digunakan adalah transformasi Box-
Cox. Transformasi Box-Cox ditunjukkan pada Persamaan (2.2) (Wei, 
2006): 
 




   
 
    
        
   (2.2) 
 
di mana: 
  ( ) : data transformasi 
   : pengamatan pada waktu ke-t 
  : parameter transformasi 
 
Apabila diperoleh nilai   sebesar satu atau mendekati satu, 
maka data dapat dikatakan stasioner terhadap ragam (Cryer, 1986). 
Penduga nilai  dapat diperoleh dengan menggunakan 
metode Maximum Likelihood. 
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Maximum Likelihood untuk menduga  ditunjukkan pada 
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  ( ̂ ( ))              (2.4)
                  
di mana: 
  : rata-rata 
 ̂ ( ) : ragam sisaan 
Persamaan (2.4) merupakan nilai penduga  yang diperoleh 
dari penurunan fungsi log-likelihood terhadap , dan dari Persamaan 
(2.4) dapat dilihat bahwa dengan memaksimumkan nilai  identik 
dengan meminimumkan  ̂ . 
 
 
Gambar 2.3 Plot Data yang Stasioner Terhadap Ragam Tetapi Tidak 
Stasioner Terhadap Rata-rata  
 
2.4.2. Stasioneritas pada Rata-rata 
Menurut Makridakis dkk. (1995), stasioneritas terhadap rata-
rata dapat diperiksa menggunakan plot autokorelasi. Apabila 95% 
dari data berada dalam interval   √ ⁄ , maka nilai-nilai 




















Menurut Tsay (2002), uji stasioneritas yang digunakan untuk 
menguji stasioneritas terhadap rata-rata yaitu uji Augmented Dickey-
Fuller (uji ADF). Misalkan terdapat model AR(1) yang ditunjukkan 
pada Persamaan (2.5). 
 
               (2.5) 
 
Menurut Wei (2006), pengujiaan autokorelasi pada model 
ARIMA menggunakan ADF, berikut hipotesis yang digunakan: 
       (data tidak stasioner) vs 
       (data stasioner) 
Statistik uji ADF: 
  
 ̂  
  ̂
    (2.6) 
di mana: 
  : nilai duga parameter AR 
  ̂ : nilai standard error bagi nilai duga parameter AR 
 
dengan 
 ̂  
∑       
 
   
∑     
  
   
    (2.7) 
  ̂  √
  
 
∑     
  
   
    (2.8) 
  
  
∑ (    ̂    )
  
   
(   )
   (2.9) 
 
Kriteria uji Augmented Dickey-Fuller (uji ADF) adalah: 
1. Apabila nilai statistik uji    (  ) , maka terima H0 yaitu 
data deret waktu tidak stasioner terhadap rata-rata. 
2. Apabila nilai statistik uji    (  ), maka tolak H0 yaitu data 




































Gambar 2.4 Plot Data yang Stasioner Terhadap Rata-rata Tetapi 
Tidak Stasioner Terhadap Ragam 
 
Menurut Hanke, dkk. (2003), apabila data deret waktu tidak 
stasioner terhadap rata-rata, maka dapat distasionerkan dengan cara 
melakukan pembedaan (differencing). Pembedaan dilakukan dengan 
cara mengganti deret asli dengan deret selisih. Banyaknya 
pembedaan yang telah dilakukan dinotasikan sebagai d. Bentuk dari 
pembedaan pertama (d = 1) adalah: 
 
              (2.10) 
 
di mana: 
    : data hasil pembedaan pertama pada periode waktu ke-t 
   : data pengamatan pada periode waktu ke-t 
      : data pengamatan pada periode waktu ke-t-1 
 
Proses pembedaan dilakukan sampai data deret waktu telah 
stasioner terhadap rata-rata atau nilai autokorelasi mendekati nol di 
dalam dua atau tiga lag. Pada umumnya proses pembedaan terhadap 
data deret waktu dilakukan hanya satu atau dua kali pembedaan 
(differencing). 
 
2.5. Fungsi Autokorelasi (ACF) 
Autokorelasi (ACF) merupakan hubungan deret watu dengan 
dirinya sendiri, dengan selisih time lag 0, 1, 2 periode atau lebih. 
ACF digunakan untuk mengidentifikasi dan menduga parameter 
model deret waktu (Enders, 1948). 





















 ̂     
∑ (    ̅)(      ̅)
 
     
∑ (    ̅)
  
   
 untuk k = 1, 2, ... (2.11) 
 
di mana: 
   : nilai ACF pada lag ke-k 
k   : waktu periode deret waktu 
    : nilai deret waktu pada waktu t 
      : nilai deret waktu pada waktu t-k 
 ̅  : nilai tengah (mean) dari deret waktu 
n : banyaknya observasi 
jika     , maka      dan    data yang ada tidak berkorelasi.  
 
2.6. Fungsi Autokorelasi Parsial (PACF) 
Fungsi autokorelasi parsial (PACF) digunakan untuk 
mengetahui besarnya hubungan antara    dan     , dengan 
menganggap pengaruh dari time lag 1, 2, 3, ..., dan seterusnya 
sampai k-1 dianggap terpisah. Tujuan dari PACF dalam analisis deret 
waktu adalah untuk membantu mengidentifikasi model ARIMA yang 
sesuai untuk peramalan. Koefisien PACF dengan derajat p 
didefinisikan sebagai sebagai koefisien dari model AR ( Makridakis 
dkk, 1995). 
Berikut ini merupakan fungsi PACF yang dinotasikan dengan 
 ̂   (Cryer dan Chan, 2008): 
 
 ̂   
   ∑           
   
   
  ∑         
   
   
   (2.12) 
 
di mana: 
                       untuk             
 ̂    : nilai koefisien PACF pada lag k 
    : nilai koefisien ACF pada lag k 
    : nilai koefisien ACF pada lag j 
      : nilai koefisien ACF pada lag (k-j) 
 
2.7. Pemodelan ARIMA (Autoregressive Integrated Moving 
Average) 
ARIMA merupakan model gabungan dari Autoregressive 



















AR dengan derajat p dan MA dengan derajat q atau model ARIMA 
(p,0,q) dinyatakan pada Persamaan (2.13) (Cryer dan Chan, 2008): 
                                           
             (2.13) 
 
di mana: 
    : data pengamatan pada waktu ke-t 
   : parameter autoregressive 
   : parameter moving average 
p : derajat autoregressive  
q : derajat moving average 
   : galat 
 
Bentuk umum model ARIMA apabila nonstasioneritas 
ditambahkan pada campuran proses ARMA, maka model umum 
ARIMA(p,d,q) terpenuhi. Berikut model ARIMA(p,1,q) dengan 
           (Cryer dan Chan, 2008): 
 
                                           
              (2.14) 
 
di mana: 
    : data hasil penstasioneran pada waktu ke-t 
    : data pengamatan pada waktu ke-t 
   : parameter autoregressive 
   : parameter moving average 
p : derajat autoregressive  
d : derajat pembedaan (difference) 
q : derajat moving average 
   : galat 
 
Model ARIMA yang hanya melibatkan beberapa parameter 
merupakan model ARIMA restricted. Model ARIMA restricted 
terjadi apabila pendugaan parameter model ARIMA (p,d,q) terdapat 
parameter yang tidak signifikan, maka parameter yang tidak 
signifikan tersebut dihilangkan. Misal diketahui model AR(3) di 
mana parameter    dan    tidak signifikan, sehingga model AR(3) 




















               (2.15) 
Menurut Pankratz (1983), untuk membentuk model ARIMA 
terbaik terdiri dari tiga langkah dasar, yaitu tahap identifikasi model, 
pendugaan parameter, dan diagnostik model. 
1. Identifikasi model 
Pada tahap identifikasi model digunakan dua alat untuk 
mengukur korelasi antara pengamatan dalam data deret waktu, yaitu 
ACF dan PACF. Pada plot ACF dan PACF tersebut dapat dilihat 
pola identifikasi model sementara, yang dilakukan dengan cara 
melihat derajat p pada AR dan derajat q pada model MA. 
Identifikasi karakteristik dari ACF dan PACF, derajat p dan 
q model ARMA (p,q) dapat dilihat pada Tabel 2.1 (Wei, 2006). 
 
Tabel 2.1 Identifikasi ACF dan PACF  







Beda nyata pada 
















ACF dan PACF dikatakan berbeda nyata apabila nilai 




2. Pendugaan parameter 
Pada tahap pendugaan parameter, akan diperoleh pendugaan 
parameter dari model yang diperoleh dari tahap identifikasi model. 
Salah satu metode pendugaan parameter yang digunakan adalah 
Ordinary Least Square (OLS).  
Pendugaan parameter menggunakan OLS yang dikembangkan 
untuk model regresi linier mungkin juga merupakan salah satu 



















Bentuk model regresi linier sederhana ditunjukkan pada Persamaan 
(2.16) (Wei, 2006). 
 
         ,          (2.16) 
 
Terdapat asumsi dasar  pada sisaan (  ): 
1. Rata-rata nol :  (  )    
2. Ragam konstan :  (  
 )    
  
3. Nonautokorelasi :  (  )    untuk t ≠ k 
4. Tidak terdapat hubungan dengan variabel penjelas    : 
 (    )    
 
Diketahui penduga OLS: 
 
  ̂= 
∑     
 
   
∑   
  
   
   (2.17) 
 
Penduga   bersifat konsisten dan tidak bias. Asumsi ke empat 
sering terpenuhi jika variabel penjelas tidak stokastik. Pada data 
deret waktu, variabel penjelas biasanya merupakan variabel acak.  
Berikut merupakan bentuk model deret waktu: 
 
           ,         (2.18) 
 
di mana penduga OLS dari  , yaitu: 
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 Model yang sudah dipilih akan diterima apabila parameter 
hasil pendugaan signifikan. Sebaliknya, model yang dipilih akan 
ditolak apabila parameter hasil pendugaan tidak signifikan. Berikut 
hipotesis uji signifikansi parameter untuk model AR(p): 
H0 :      (Parameter proses AR(p) tidak signifikan)  
vs 
H1 :      (Parameter proses AR(p) signifikan) 
di mana             
Statistik uji: 
 
   
 ̂ 
  ( ̂ )
            (2.22) 
 
di mana: 
 ̂  : nilai duga parameter AR 
  ( ̂ ) : nilai standard error bagi nilai duga parameter AR 
 
Berikut hipotesis uji signifikansi parameter untuk model 
MA(q): 
H0 :      (Parameter proses MA(q) tidak signifikan)  
vs 
H1 :      (Parameter proses MA(q) signifikan) 
di mana             
Statistik uji: 
 
   
 ̂ 
  ( ̂ )
            (2.23) 
 
di mana: 
 ̂  : nilai duga parameter MA 
  ( ̂ ) : nilai standard error bagi nilai duga parameter MA 
 
 Pengujian signifikansi parameter dilakukan dengna 
membandingkan p-value dengan nilai α. Jika p-value ≤ α, maka H0 
ditolak, sedangkan jila p-value > α, maka H0 diterima. 
3. Uji diagnostik model 
Setelah tahap pendugaan parameter, langkah selanjutnya 
melakukan uji diagnostik sisaan dari model yang memiliki hasil 



















dapat diuji dengan Uji Kelayakan Model Ljung-Box (Q), dengan 
hipotesis: 
H0 : Model layak  
vs 
H1 : Model tidak layak 
Statistik uji Q: 
 
   (   )∑
  
 
   
 
      (2.24) 
 
di mana: 
  : banyaknya pengamatan 
   : koefisien autokorelasi sisaan pada lag ke-k 
  : lag maksimum 
  : banyaknya parameter yang diduga 
Kriteria keputusan: 
 Apabila nilai       
  pada taraf nyata α atau p-value dari 
statistik uji Q lebih besar dari nilai α, maka model dapat dikatakan 
layak untuk digunakan (Cryer, 1986). 
 Setelah pemeriksaan diagnostik model dilakukan pemilihan 
model terbaik berdasarkan AIC (Akaike Information Criterion) yang 
diperoleh. Model terbaik yaitu model yang memiliki nilai AIC 
terkecil. Rumus untuk menghitung AIC terdapat pada Persamaan 
(2.24). 
 
   ( )      ( ̂ 
 )      (2.25) 
 
di mana: 
  : banyaknya pengamatan 
 ̂ 
  : penduga ragam sisaan 
  : banyaknya parameter yang diduga dalam model 
 
2.8. Volatilitas 
Dalam Kamus Besar Bahasa Indonesia (KBBI), volatilitas 
berarti kecenderungan mudah berubah. Menurut Nuraeni (2015), 
volatilitas dapat digambarkan adanya fluktuasi dari suatu data secara 
cepat dari waktu ke waktu. 
Menurut Nastiti dan Suharsono (2012), volatilitas dapat 
digunakan dalam memprediksi risiko. Prediksi volatilitas memiliki 



















Misal, apabila volatilitas diprediksi tinggi maka investor akan 
menjual aset dengan tujuan untuk meminimalkan risiko. Oleh karena 
itu, perlu dilakukan pemodelan volatilitas. 
 
2.9. GARCH (Generalized Autoregressive Conditional 
Heteroscedasticity) 
2.9.1. Pengujian Efek GARCH 
Cara untuk mengidentifikasi adanya ARCH/GARCH 
digunakan uji Lagrange Multiplier (LM). Hipotesis yang digunakan 
pada pengujian ini, adalah: 
H0 : Ragam sisaan konstan (tidak terdapat proses GARCH) 
vs 
H1 : Ragam sisaan tidak konstan (terdapat proses GARCH) 
Statistik uji yang digunakan adalah: 
 
      LM = T x R
2
 ~   
   (2.26)                                        
       
di mana: 
   : jumlah pengamatan  
   : koefisien determinasi model ARIMA yang terbentuk 
  : lag maksimum 
 
Apabila    hitung lebih besar dari   ( )
  tabel pada α 
tertentu, atau p-value < α, maka dapat diputuskan bahwa H0 ditolak 
yang berarti bahwa ragam sisaan tidak konstan (terdapat proses 
GARCH), begitu juga dengan sebaliknya.  
 
2.9.2. Pemodelan GARCH 
Setelah pendeteksian adanya proses GARCH, selanjutnya 
dilakukan identifikasi model untuk model ARCH yaitu suatu model 
di mana ragam sisaan ARIMA yang terjadi saat ini sangat 
bergantung dari sisaan periode lalu. Model GARCH diperkenalkan 
oleh Engle (1982) untuk mengatasi keheterogenan ragam sisaan. 
Model GARCH merupakan suatu model di mana ragam sisaan 
ARIMA yang terjadi saat ini bergantung dari sisaan dan ragam sisaan 
periode lalu. Bentuk umum model GARCH(p,q) ditunjukkan pada 
Persamaan (2.27). 
 



















(2)        
(3)  
           
          
        
          
  (2.27) 
 
di mana: 
    : data pengamatan pada waktu ke-t 
    : persamaan model nilai tengah arma 
   : sisaan pada saat ke-t 
   : ragam dugaan pada waktu ke t yang telah white  noise 
   : galat yang bersifat white noise di mana εt ~ i.i.d. N (0,1) 
  
  : ragam pada periode t; t = 1,2,...,n 
   : konstanta 
      : parameter GARCH  
    
  : sisaan pada periode t-i; i = 1,2,...,p  
    
   : ragam periode t-j, j = 1,2,...,q 
 
Model GARCH muncul untuk menghindari adanya derajat 
yang terlalu tinggi pada model ARCH (Enders, 1948). Model 
GARCH terbukti bermanfaat untuk pemodelan berbagai fenomena 
deret waktu karena banyak variabel yang menunjukkan autokorelasi 
dan heteroskedastik yang dinamik (Iqbal, 2014). 
 
2.10. Pendugaan Parameter GARCH 
Pendugaan parameter GARCH menggunakan metode 
pendugaan Maximum Likelihood. Metode Maximum Likelihood ini 
menentukan fungsi log-likelihood untuk memaksimalkan fungsi 
kemungkinan di bawah asumsi normalitas. Fungsi likelihood dapat 
dinyatakan sebagai berikut: 
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      (2.28) 
 
dan logaritma likelihood dapat dinyatakan sebagai berikut: 
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dengan   
     ∑       
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Pendugaan parameter GARCH dilakukan dengan cara 
memaksimumkan fungsi log likelihood pada persamaan (2.29). 
Setelah diperoleh parameter hasil dari pendugaan, 
selanjutnya dilakukan pemeriksaan uji keberartian masing-masing 
parameter secara parsial dengan hipotesis: 
H0 :     , parameter ke-i tidak signifikan 
vs 
H1 :     , parameter ke-i signifikan 
di mana           
H0 :     , parameter ke-j tidak signifikan 
vs 
H1 :     , parameter ke-j signifikan 
di mana           
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  ( ̂ )
    (2.31) 
 
di mana: 
 ̂ ,  ̂    : penduga parameter GARCH 
  ( ̂ ),   ( ̂ ) : standard error dari penduga parameter ARCH 
 
 Apabila nilai statistik uji | |  >   
 
 (   )  atau p-value < α, 
maka dapat diputuskan tolak H0. Hal ini menyatakan bahwa penduga 
parameter GARCH adalah signifikan. 
 
2.11. Uji Diagnostik Model GARCH 
Setelah tahap pendugaan parameter model GARCH, langkah 
selanjutnya melakukan uji diagnostik sisaan dari model yang 
memiliki hasil pendugaan parameter signifikan. Pemeriksaan 
diagnostik model GARCH dapat dilakukan dengan menggunakan Uji 




















2.12. Jaringan Syaraf Tiruan (JST)    
Menurut Fausett (1994), Jaringan Syaraf Tiruan (JST) 
merupakan suatu sistem pemrosesan informasi mirip seperti cara 
kerja sistem ingatan makhluk hidup, seperti proses penyaluran 
informasi di dalam otak. Sistem ini dibuat dari sejumlah besar 
elemen pemproses yang saling berhubungan yang bekerja untuk 
menyelesaikan suatu masalah. JST ditentukan oleh tiga hal: 
1. Pola hubungan antar neuron (arsitektur jaringan) 
2. Metode untuk menentukan bobot penghubung (metode 
training/learning/algoritma) 
3. Fungsi aktivasi 
 
Jaringan syaraf tiruan  terdiri dari sejumlah elemen 
pemrosesan, yaitu: 
1. Neuron tiruan (Artificial Neuron) 
JST tersusun oleh neuron tiruan yang merupakan 
elemen pemrosesan dalam jaringan, dimana semua proses 
perhitungan dilakukan pada neuron tiruan ini. 
2. Lapisan (Layer) 
JST tersusun oleh kumpulan neuron yang berhubungan 
dan dikelompokkan pada lapisan-lapisan. Dalam JST 
terdapat tiga lapisan, yaitu: lapisan masukan (input layer), 
lapisan tersembunyi (hidden layer), dan lapisan keluaran 
(output layer). 
3. Masukan (Input) 
Pada JST hanya dapat memproses data yang memiliki 
masukan berjenis numerik. Apabila melibatkan data 
kualitatif, seperti grafik, gambar, sinyal suara dan data 
tersebut akan dirubah ke dalam data numerik yang ekuivalen 
sebelum dapat diproses oleh JST. 
4. Keluaran (Output) 
Output yang dihasilkan oleh JST yaitu berupa 
pemecahan terhadap masalah yang berupa data numerik. 
5. Bobot (Weight) 
Bobot yang ada pada JST menyatakan bahwa suatu 
sistem memiliki tingkat kepintaran. Bobot dari JST yaitu 
berupa deretan angka yang digunakan untuk 
mengoptimalkan dan akan memungkinkan sebuah sistem 
menerjemahkan data input secara benar, sehingga dapat 























Berikut merupakan gambar neuron Y: 
 
Gambar 2.5 Neuron Y 
 
Berdasarkan Gambar 2.5, Y menerima input dari neuron X1, 
X2, dan X3 dengan bobot hubungan masing-masing adalah w1, w2, 
dan w3.  
Menurut Siang (2005), terkadang dalam jaringan 
ditambahkan sebuah unit masukan yang nilainya selalu sama dengan 
satu. Unit yang sedemikian itu dinamakan bias. Bias dapat dipandang 
sebagai sebuah input yang nilainya sama dengan satu. 
 
2.13. Arsitektur Jaringan  
Arsitektur jaringan yang sering dipakai dalam JST, yaitu 
(Haykin, 1999): 
1. Jaringan Lapisan Tunggal (Single Layer Network) 
Dalam jaringan ini, sekumpulan input neuron 














































Pada Gambar 2.6, dapat dilihat bahwa jaringan ini 
menghubungkan semua unit input dengan semua unit output, 
meskipun dengan bobot yang berbeda-beda. Pada unit input 
maupun output tidak ada unit-unit yang saling berhubungan 
dalam satu lapisan. 
Besaran    merupakan bobot hubungan antara unit ke-i 
dalam input dengan unit ke-j dalam output. Bobot-bobot ini 
saling independen. Selama proses pelatihan, bobot-bobot 
tersebut akan dimodifikasi untuk meningkatkan keakuratan 
hasil. 
2. Jaringan Lapisan Ganda (multi layer network atau multi layer 
perceptron) 
Jaringan lapisan ganda merupakan pengembangan dari 
jaringan lapisan tunggal. Pada jaringan lapisan ganda ini, 
selain terdapat unit input dan output, ada unit-unit lain, yaitu 
beberapa lapisan tersembunyi. Sama seperti pada unit input 














Gambar 2.7 Jaringan Lapisan Ganda 
 
Meskipun proses pelatihan lebih kompleks dan lama, 
Jaringan lapisan ganda mampu menyelesaikan masalah yang 
lebih kompleks dibandingkan dengan jaringan lapisan 
tunggal. 
3. Jaringan Recurrent 
Model jaringan recurrent mirip dengan jaringan lapisan 






































berbeda pada jaringan recurrent ini adalah ada neuron output 
yang memberikan sinyal pada unit input (feedback loop). 
 
Menurut Yao dan Tan (2001), pada pemilihan arsitektur 
jaringan, semakin kompleks tipe jaringan dan semakin banyak 
lapisan tersembunyi dan unit tersembunyi yang digunakan tidak akan 
menjamin bahwa peramalan yang dihasilkan selalu lebih baik. 
Sehingga, tipe jaringan yang digunakan adalah tipe yang sesederhana 
mungkin, namun menghasilkan hasil seefisien mungkin. 
 
2.14. Pemodelan JST 
Pemodelan pada JST terbagi menjadi dua yaitu proses 
training dan proses pengujian (testing). Proses training merupakan 
proses pembelajaran dari sistem jaringan syaraf yang  mengatur 
input, serta pemetaannya pada output sampai diperoleh model yang 
sesuai. Proses training terjadi ketika pengaturan bobot dan bias. Pada 
proses pengujian (testing) merupakan proses pengujian ketelitian dari 
model yang telah diperoleh dari proses training. 
Pada Gambar 2.8, struktur JST terdapat sejumlah signal 
masuk dari aj kemudian dikalikan dengan masing-masing bobot 
sebesar    . Kemudian dari hasil perkalian tersebut dijumlahkan dan 
output yang dihasilkan dimasukkan ke dalam fungsi aktivasi untuk 
mendapatkan tingkat derajat signal output F(a,w). Meskipun masih 
belum sempurna, akan tetapi kinerja dari JST ini mirip dengan 









Gambar 2.8 Struktur JST 
 
di mana: 
   : nilai aktivasi dari unit j 
    : nilai aktivasi dari unit i 






























     : penjumlahan bobot dan masukan ke unit i 
  : fungsi aktivasi 
 
Menurut Suhartono (2007), pada Gambar 2.8 menunjukkan 
bahwa model bekerja dengan menerima suatu vektor dari input x 
kemudian dilakukan perhitungan untuk output  ̂( )  dengan 
memproses (propagation) x melalui elemen-elemen proses yang 
saling terkait. Elemen-elemen tersebut tersusun dalam beberapa layer 
atau lapisan, kemudian data input mengalir dari suatu lapisan ke 
lapisan berikutnya secara berurutan. Pada setiap lapisan, input-input 
ditransformasi ke dalam lapisan secara nonlinier oleh elemen-elemen 
proses, kemudian diproses maju ke lapisan berikutnya. Pada akhirnya 
nilai-nilai dari output  ̂  dapat berupa nilai-nilai skalar atau vektor 
yang dihitung pada lapisan output dengan Persamaan (2.32): 
 
 ̂( )   
 (∑   
   
  
   (∑     
   ( )  
 
     
 )    ) (2.32) 
di mana: 
 ̂( ) : nilai duga dari variabel output 
   : fungsi aktivasi pada neuron di output layer 
  
  : bobot dari neuron ke-j di hidden layer menuju neuron    pada  
  output layer 
  
  : fungsi aktivasi neuron ke-j pada hidden layer 
    
  : bobot dari input ke-i yang menuju neuron ke-j pada hidden  
  layer;  j = 1, 2, ..., q 
  ( ) : peubah input ke-i (i = 1, 2, 3,..., p) dengan p merupakan  
  jumlah input 
  
  : bias pada neuron ke-j di hidden layer 
   : bias pada neuron di output layer 
   : indeks pasangan data input-target (  ( )  ̂( )) ; k = 1, 2, ..., n,  
  dengan n merupakan jumlah pola 
 
2.15. Metode Pelatihan JST 
2.15.1. Jenis Pembelajaran JST 
Pembelajaran merupakan tahap yang penting dalam JST, 
karena proses mengingat pada JST serta respon selanjutnya adalah 
setelah melalui proses pembelajaran. Agar mendapatkan kemampuan 
yang sesuai dengan keinginan, JST akan diberikan latihan untuk 



















Setiap JST mempunyai pengetahuan yang berisi nilai dari 
setiap konstanta. Memodifikasi pengetahuan yang disimpan dalam 
jaringan sebagai fungsi dari pengalaman melibatkan pembelajaran 
untuk mengubah nilai konstanta. Pembelajaran dilakukan untuk 
menentukan konstanta. Cara pembelajaran yang dilakukan dibagi 
menjadi dua kategori, yaitu: 
1. Pembelajaran Terawasi (Supervised Learning) 
Pembelajaran terawasi (supervised learning) merupakan JST 
yang melibatkan pengawas luar seperti guru, oleh karena itu 
setiap satuan output memberitahukan bagaimana respon yang 
diinginkan untuk setiap isyarat input. Paradigma pembelajaran 
diawasi terdiri dari pembelajaran pembetulan kesalahan (error-
correction), pembelajaran memperkokoh (reinforcement), dan 
pembelajaran stokastik. Persoalan yang ada pada pembelajaran 
terawasi adalah fokusnya pada masalah kesalahan (error), seperti 
memperkecil kesalahan nilai yang diinginkan dengan nilai yang 
dihitung. 
2. Pembelajaran Tak Terawasi (Unsupervised Learning)  
Pada metode pembelajaran tak terawasi, sistem tidak 
memerlukan penyelia luaran dan melakukan pembelajaran hanya 
berdasarkan informasi lokal. Sistem seperti ini dapat disebut 
sebagai sebuah pengurusan sendiri (self-organization) dimana 
sistem mengurus sendiri data yang telah diberikan pada jaringan 
dan mengetahui sifat bersama yang berkembang.  
 
2.15.2. Fungsi Aktivasi JST 
Pada JST, fungsi aktivasi digunakan dalam menentukan 
keluaran atau output suatu neuron. Berikut beberapa fungsi aktivasi 
yang sering dipakai adalah: 
1. Fungsi threshold (batas ambang) 
 
 ( )  {
     
     
 
 
Pada beberapa kasus, fungsi threshold yang dibuat tidak 
bernilai 0 atau 1, tapi bernilai -1 atau 1 yang sering disebut 
threshold bipolar. 
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di mana a merupakan nilai threshold. 
 
 
2. Fungsi sigmoid biner 
 
 ( )  
 
     
 
 
Fungsi sigmoid memiliki nilai fungsi yang terletak antara 0 
dan 1 dan dapat diturunkan dengan mudah. 
  ( )   ( )(   ( )) 
 
3. Fungsi identitas 
 
 ( )    
 
Fungsi identitas digunakan ketika menginginkan keluaran 
jaringan berupa sembarang bilangan riil, tidak hanya pada 
rentang [0,1] ataupun [-1,1]. 
  
2.15.3. Arsitektur Backpropagation 
Backpropagation memiliki beberapa unit yang ada dalam 
satu atau lebih hidden layer. Arsitektur backpropagation pada 
Gambar 2.11 terdapat n buah input dan sebuah bias, sebuah hidden 
layer yang terdiri dari p unit dan sebuah bias, serta terdapat m buah 
unit output. 
    merupakan bobot garis dari unit input    ke unit hidden 
layer   .     merupakan bobot dari unit hidden layer    ke unit 





















Gambar 2.9 Arsitektur Backpropagation dengan Satu Lapisan 
Tersembunyi 
 
2.15.4. Algoritma Training Backpropagation 
Backpropagation merupakan salah satu metode dalam JST 
yang dapat diaplikasikan dengan baik dalam bidang peramalan 
(forecasting) (Candra, 2015). Terdapat dua kondisi stopping  pada 
algoritma backpropagation ini: 
1. Error < error maksimum 
Error merupakan besarnya perbedaan antara output  dengan 
target yang diinginkan. Proses JST akan berhenti apabila besar 
error yang diperoleh telah bernilai lebih kecil dari dari nilai error  
maksimum yang telah ditetapkan. 
2. Epoch > epoch maksimum 
Epoch merupakan suatu langkah yang dilakukan dalam 
proses pembelajaran pada JST. Apabila epoch lebih besar dari 
epoch maksimum yang telah ditetapkan, maka proses 
pembelajaran akan berhenti. 
Pelatihan backpropagation meliputi tiga fase, yaitu (Siang, 
2005): 
1. Fase pertama: Propagasi maju 
Pola masukan dihitung maju mulai dari lapisan input hingga 
lapisan output dengan menggunakan fungsi aktivasi yang telah 



















dipropagasikan ke hidden layer dengan menggunakan fase 
aktivasi yang telah ditentukan. Keluaran dari setiap unit hidden 
layer (zj), selanjutnya dipropagasikan maju lagi ke hidden layer di 
atasnya dengan menggunakan fungsi aktivasi yang telah 
ditentukan, dan seterusnya sampai keluaran jaringan (yk) 
dihasilkan. Selanjutnya, keluaran jaringan (yk) dibandingkan 
dengan target yang harus dicapai (tk). Selisih antara tk dan yk 
merupakan kesalahan yang terjadi. Apabila kesalahan yang 
dihasilkan lebih kecil dari batas toleransi yang telah ditentukan, 
maka iterasi diberhentikan. Namun, apabila kesalahan yang 
dihasilkan masih lebih besar dari batas toleransi, maka bobot 
setiap garis dalam jaringan akan dimodifikasi untuk mengurangi 
kesalahan yang terjadi. 
2. Fase kedua : Propagasi mundur 
Berdasarkan kesalahan yang dihasilkan dari selisih antara 
keluaran jaringan dengan target yang  diinginkan, dihitung faktor 
δk = (k=1, 2, 3, ..., m) yang dipakai untuk mendistribusikan 
kesalahan di unit keluaran jaringan (yk) ke semua unit hidden 
yang terhubung langsung dengan yk. δk juga dipakai untuk 
mengubah bobot garis yang berhubungan langsung dengan unit 
output. 
 Kemudian, dengan cara yang sama dihitung faktor δj di 
setiap unit di hidden layer sebagai dasar perubahan bobot semua 
garis yang berasal dari unit hidden di lapisan (layer) bawahnya. 
Cara ini dilakukan terus-menerus sampai semua faktor δj di unit 
hidden layer yang berhubungan langsung dengan unit input 
dihitung. 
3. Fase ketiga: Perubahan bobot 
Pada fase ketiga ini dilakukan modifikasi bobot dengan 
tujuan untuk menurunkan kesalahan yang terjadi. Bobot pada 
semua garis dimodifikasi, apabila semua faktor δ telah dihitung. 
Perubahan bobot suatu garis didasarkan atas faktor δ neuron di 
lapisan (layer) atasnya. Misalnya, perubahan bobot pada garis 
yang menuju ke output layer didasarkan atas δk yang ada di unit 
output. 
 
Ketiga fase di atas diulang-ulang sampai kondisi penghentian 
dipenuhi. Kondisi penghentian terpenuhi yang sering digunakan 
adalah jumlah iterasi dan atau kesalahan. Iterasi akan 



















melebihi jumlah maksimum iterasi yang ditetapkan, atau apabila 
kesalahan yang dihasilkan sudah lebih kecil dari batas toleransi 
yang diijinkan. 
Algoritma pelatihan untuk jaringan dengan satu hidden layer 
(dengan fungsi aktivasi sigmoid biner) yaitu sebagai berikut 
(Fausett, 1994): 
Langkah 0. Inisialisasi semua bobot. 
Langkah 1. Jika kondisi penghentian belum terpenuhi, lakukan 
langkah 2 sampai langkah 8. 
Langkah 2. Setiap pasang data pelatihan, lakukan langkah 3 
sampai langkah 8. 
Fase pertama: Feedforward (propagasi maju) 
Langkah 3. Tiap unit masukan (Xi, i = 1, ..., n) menerima sinyal 
input    dan meneruskannya ke semua unit pada 
lapisan di atasnya (unit hidden). 
Langkah 4. Hitung semua keluaran di unit hidden (Zj, j = 
1,2,...,p) 
 
          ∑      
 
     (2.33) 
Selanjutnya menghitung sinyal output dari unit 
tersembunyi dengan menggunakan fungsi aktivasi 
yang telah ditentukan: 
 
    (     )   
 
   
      
  (2.34) 
 
Kemudian meneruskan sinyal ke semua unit di 
atasnya (unit output). 
Langkah 5. Hitung semua keluaran jaringan di unit output (Yk, k 
= 1,2,...,q) 
          ∑      
 
     (2.35) 
 
Selanjutnya menghitung sinyal output dari unit 
output bersangkutan dengan menggunakan fungsi 
aktivasi yang telah ditentukan: 
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Fase kedua: Backpropagation (propagasi mundur) 
Langkah 6. Hitung faktor δ unit keluaran berdasarkan kesalahan 
di setiap unit output (Yk, k=1,2,...,m) 
 
   (     ) 
 (    ) 
 (     )  (    )          (2.37) 
 
   merupakan unit kesalahan yang akan dipakai 
dalam perubahan bobot lapisan di bawahnya.  
Hitung suku perubahan bobot     (yang akan 
digunakan untuk merubah bobot    ) dengan laju 
percepatan α 
 
             (2.38) 
 
Hitung perubahan bias (digunakan untuk merubah 
   ) 
 
           (2.39) 
 
Langkah 7. Pada setiap unit hidden (  , j = 1, ..., p) hitung δ (dari 
unit lapisan di atasnya),  
 
      ∑      
 
      (2.40) 
 
kalikan dengan turunan fungsi aktivasi untuk 
menghitung faktor δ unit hidden: 
 
         
 (     )          (    ) (2.41) 
Hitung suku perubahan bobot     (yang akan 
digunakan untuk merubah bobot    ) 
             (2.42) 
 
Hitung perubahan bias (digunakan untuk merubah 
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Fase ketiga: Perubahan Bobot 
Langkah 8. Hitung semua perubahan bobot. 
Perubahan bobot garis yang menuju ke unit output: 
 
   (    )     (    )       (2.44) 
 
k = 1, 2, ..., m ; j = 0, 1, ..., p 
Perubahan bobot garis yang menuju ke unit hidden: 
 
   (    )     (    )        (2.45) 
 
j = 1, 2, ..., p ; i = 0, 1, ..., n 
Setelah pelatihan selesai dilakukan, jaringan dapat 
dipakai untuk pengenalan pola. Dalam hal ini, hanya 
feedforward (langkah 4 dan langkah 5) saja yang 
dipakai untuk menentukan keluaran jaringan. 
Apabila fungsi aktivasi yang dipakai bukan sigmoid 
biner, maka langkah 4 dan 5 harus disesuaikan. 
Demikian turunannya pada langkah 6 dan 7. 
Langkah 9. Tes kondisi berhenti apabila error ditemukan. Jika 
kondisi stop telah terpenuhi, maka pelatihan jaringan 
dapat dihentikan. 
 
4.15. Pemodelan Neuro-ARIMA 
Pada kenyataannya jarang ditemukan kejadian deret waktu 
(time series) yang murni linier maupun murni nonlinier. Model 
Neuro-ARIMA yang mempunyai kemampuan memodelkan linier 
dan nonlinier dapat dijadikan strategi dalam mengatasi masalah 
autokorelasi linier atau nonlinier.  
Tujuan dari Neuro-ARIMA ini yaitu yang pertama, model 
ARIMA digunakan untuk menganalisis masalah linier. Kemudian 
yang kedua, model JST digunakan untuk memodelkan residual dari 
model ARIMA, karena model ARIMA tidak mampu menangkap 
struktur nonlinier dari data. Bentuk model Neuro-ARIMA(1,0,1) 
dengan jumlah unit lapisan (3-j-1) ditunjukkan pada Persamaan 
(2.46). 
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 ̂   : nilai duga dari model rataan  
   : fungsi aktivasi pada neuron di output layer 
  
  : bobot dari neuron ke-j di hidden layer menuju neuron pada  
  output layer 
  
  : fungsi aktivasi neuron ke-j pada hidden layer 
    
  : bobot dari input ke-i yang menuju neuron ke-j pada hidden  
  layer ; j=1,2,...,q 
      : input pertama untuk model rataan  
   : input kedua untuk model rataan 
      : input ketiga untuk model rataan  
  
  : bias pada neuron ke-j di hidden layer 
   : bias pada neuron di output layer (penentuan bias) 
 
4.16. Pemodelan Neuro-GARCH 
Model Neuro-ARIMA-GARCH merupakan model 
kombinasi dari JST dan GARCH (Adi, 2016). Pada model ragam 
Neuro- GARCH ini, model GARCH merupakan peubah input model 
JST. Misalkan model ragam yang terbentuk adalah GARCH(1,1), 
maka input untuk model ragam Neuro- GARCH dengan jumlah unit 
lapisan (2-j-1) yaitu      
 ,     
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  : nilai duga dari model ragam  
   : fungsi aktivasi pada neuron di output layer 
  
  : bobot dari neuron ke-j di hidden layer menuju neuron pada  
  output layer 
  
  : fungsi aktivasi neuron ke-j pada hidden layer 
    
  : bobot dari input ke-i yang menuju neuron ke-j pada hidden  
  layer ; j=1,2,...,q 
    
  : input pertama untuk model ragam  
    
  : input kedua untuk model ragam  
  
  : bias pada neuron ke-j di hidden layer 




















4.17. Ukuran Akurasi Sistem untuk Peramalan 
Menurut Handoyo dan Prasojo (2017), ukuran akurasi 
merujuk pada ketepatan metode peramalan. Tujuan menilai ketepatan 
metode peramalan adalah untuk memilih metode peramalan yang 
tepat. Ketepatan (accuracy) menunjuk pada kebaikan atau kesesuaian 
suatu model. 
Pada pemilihan metode peramalan terbaik dapat dilihat dari 





4.17.1. Mean Square Error (MSE) 
Menurut Adi (2016), Mean Square Error (MSE) adalah rata-
rata kesalahan kuadrat dari peramalan. Penggunaan MSE pada JST 
dalam pemodelan dan peramalan deret waktu sudah sangat sering 
digunakan.  
Nilai MSE dapat dihitung dengan menggunakan rumus 
(Handoyo dan Prasojo, 2017): 
 
    
∑ (    ̂ )
  
   
 
   (2.48) 
 
Apabila nilai MSE yang dihasilkan semakin kecil atau 
mendekati nol, maka data hasil peramalan semakin mendekati data 
aktual. Sehingga metode peramalan yang digunakan memiliki tingkat 
ketepatan yang baik. 
 
4.17.2. Koefisien Determinasi (R2) 
Menurut Gujarati (2008) dalam Handoyo dan Prasojo (2017), 
R
2
 menggambarkan kecocokan antara nilai peramalan dan nilai 
aktual. R
2
 yang dimaksud adalah korelasi kuadrat antara nilai aktual 
dan nilai peramalan. Nilai aktual dan nilai peramalan dianalogikan 
sebagai dua peubah pada regresi linier sederhana. Tanpa memandang 
hubungan kausalitas, R
2
 dapat dihitung melalui korelasi kuadrat 
antara dua peubah. Apabila nilai peramalan mendekati nilai aktual 
maka keduanya akan membentuk hubungan linier yang kuat, 
sehingga dalam hal ini R
2 
diartikan sebagai ukuran kecocokan antara 
nilai aktual dan nilai peramalan. Rumus R
2
 adalah sebagai berikut: 
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 Apabila nilai R
2
 yang dihasilkan semakin mendekati satu, 
maka data hasil peramalan semakin mendekati data aktual. Sehingga 

























3.1. Sumber Data 
Pada penelitian ini menggunakan dua data harga penutupan 
indeks harga saham. Data harga saham yang digunakan yaitu 
(sumber: finance.yahoo.com): 
1. Data harga penutupan indeks harga saham mingguan PT Bank 
of India Indonesia Tbk dari tanggal 28 Desember 2014 sampai 
21 Januari 2018  
2. Data harga penutupan indeks harga saham mingguan PT Bumi 
Serpong Damai Tbk dari tanggal 28 Desember 2014 sampai 21 
Januari 2018 
 
3.2. Metode Analisis 
Metode analisis yang digunakan dalam penelitian adalah 
ARIMA, GARCH, Neuro-ARIMA, dan Neuro-GARCH. 
 
3.2.1. Model ARIMA 
Tahap-tahap pemodelan metode ARIMA adalah sebagai 
berikut: 
1. Plot data return indeks harga saham 
2. Stasioneritas data terhadap ragam dengan menggunakan 
transformasi Box-Cox seperti pada Persamaan (2.2) 
3. Stasioneritas data terhadap rata-rata dengan menggunakan uji 
Augmented Dickey-Fuller (ADF) seperti pada Persamaan (2.6) 
4. Identifikasi model ARIMA berdasarkan ACF dan PACF 
seperti pada Tabel (2.1) 
5. Pendugaan parameter model ARIMA menggunakan OLS 
seperti pada Persamaan (2.19) dan melakukan uji signifikansi 
parameter seperti pada Persamaan (2.22) dan Persamaan (2.23) 
6. Diagnostik model ARIMA menggunakan uji kelayakan Ljung-
Box (Q) seperti pada Persamaan (2.24)  
7. Pemilihan model ARIMA terbaik berdasarkan nilai AIC 





















3.3.2. Model GARCH 
Tahap-tahap pemodelan metode GARCH adalah sebagai 
berikut: 
1. Menghitung sisaan (  ) dari model ARIMA terbaik, kemudian 
masing-masing sisaan yang dihasilkan dikuadratkan (  
 ) 
2. Melakukan pengujian efek GARCH dengan menggunakan 
statistik uji LM (Lagrange Multiplier) seperti pada Persamaan 
(2.26). Data dapat dikatakan memiliki efek GARCH apabila 
statistik uji      (  ⁄   )
  
3. Pendugaan parameter model GARCH dengan Maximum 
Likelihood Estimation seperti pada Persamaan (2.29) dan 
melakukan uji signifikansi parameter seperti pada Persamaan 
(2.30) dan Persamaan (2.31) 
4. Diagnostik model GARCH menggunakan Persamaan (2.24). 
 
3.3.3. Model Neuro-ARIMA 
Tahap-tahap pemodelan dan peramalan Neuro-ARIMA: 
1. Memperoleh model ARIMA terbaik 
2. Menentukan input dan target dari model ARIMA  
3. Membagi data menjadi data training dan testing, dengan 
ketentuan 80% data training dan 20% data testing 
4. Menentukan banyak lapisan tersembunyi (hidden layer) dan 
fungsi aktivasi yang digunakan. Hidden layer yang digunakan 
sebanyak satu lapisan dengan unit sebanyak 5, 10, 15, 20, 25. 
Fungsi aktivasi yang digunakan pada hidden layer dan output 
layer yaitu fungsi sigmoid biner.  
5. Menentukan target MSE dan epoch maksimum 
6. Melakukan training data input hingga output dengan fase 
feedforward (langkah 3 sampai dengan langkah 5 pada sub bab 
2.15.4) 
7. Output yang didapat dari fase feedforward dibandingkan 
dengan target. Apabila nilai MSE sudah sesuai toleransi 
kesalahan sebesar 0.001 maka proses perhitungan dihentikan. 
Namun apabila belum terpenuhi, maka dilanjutkan ke fase 
backpropagation 
8. Melakukan proses training dari lapisan output ke lapisan input 
dengan fase backpropagation pada langkah 6 sampai dengan 



















9. Penyesuaian bobot yang diperoleh dari fase backpropagation 
sehingga proses training berhenti dan didapatkan MSE yang 
sesuai target atau jumlah epoch maksimum tercapai 
10. Pemilihan model Neuro-ARIMA terbaik 
11. Peramalan 
12. Hitung MSE dan R2 dengan menggunakan rumus pada 
Persamaan (2.48) dan (2.49) 
 
3.3.4. Model Neuro- GARCH 
Tahap-tahap pemodelan dan peramalan Neuro-GARCH: 
1. Memperoleh dan menyimpan model GARCH terbaik 
2. Menentukan input dan target dari model GARCH 
3. Membagi data menjadi data training dan pengujian, dengan 
ketentuan 80% data training dan 20% data pengujian 
4. Menentukan banyak lapisan tersembunyi (hidden layer) dan 
fungsi aktivasi yang digunakan. Hidden layer yang digunakan 
sebanyak satu lapisan dengan unit sebanyak 5, 10, 15, 20, 25. 
Fungsi aktivasi yang digunakan pada hidden layer dan output 
layer yaitu fungsi sigmoid biner.  
5. Menentukan target MSE dan epoch maksimum 
6. Melakukan training data input hingga output dengan fase 
feedforward (langkah 3 sampai dengan langkah 5 pada sub bab 
2.15.4) 
7. Output yang didapat dari fase feedforward dibandingkan 
dengan target. Apabila nilai MSE sudah sesuai toleransi 
kesalahan sebesar 0.001 maka proses perhitungan dihentikan. 
Namun apabila belum terpenuhi, maka dilanjutkan ke fase 
backpropagation 
8. Melakukan proses training dari lapisan output ke lapisan input 
dengan fase backpropagation pada langkah 6 sampai dengan 
langkah 9 pada sub bab 2.15.4) 
9. Penyesuaian bobot yang diperoleh dari fase backpropagation 
sehingga proses training berhenti dan didapatkan MSE yang 
sesuai target atau jumlah epoch maksimum tercapai 
10. Pemilihan model Neuro- GARCH terbaik 
11. Peramalan 
12. Hitung MSE dan R2 dengan menggunakan rumus pada 




















3.3. Diagram Alir 











Pendugaan parameter model ARIMA
Menyimpan model ARIMA terbaik
Uji diagnostik model
Pemilihan model terbaik ARIMA































Membentuk input jaringan dengan 
variabel lag dan sisaan model ARIMA
Menyimpan variabel lag dan sisaan  
model ARIMA
Inisialisasi parameter
Proses training dan testing









































Pendugaan parameter model GARCH
Uji signifikansi parameter model GARCH
Uji diagnostik model
B
Menghitung sisaan kuadrat dan ragam 
sisaan dari model GARCH 
Model ARIMA Terbaik
Menghitung sisaan kuadrat dari 
model ARIMA terbaik
Menyimpan sisaan kuadrat dan ragam 

























Membentuk input jaringan dengan sisaan 
kuadrat dan ragam sisaan model GARCH
Menyimpan  sisaan kuadrat dan 
ragam sisaan  model GARCH
Inisialisasi parameter
Proses training dan testing


















































HASIL DAN PEMBAHASAN 
 
4.1. Pemodelan ARIMA  
4.1.1. Plot Data Harga Penutupan Indeks Harga Saham  
Plot data bertujuan untuk mengamati karakteristik dari data 
harga penutupan saham. Plot data harga penutupan indeks harga 
saham PT Bumi Serpong Damai Tbk ditunjukkan pada Gambar 4.1 
dan plot data harga penutupan indeks harga saham PT Bank of India 
Indonesia Tbk ditunjukkan pada Gambar 4.2. 
 
 
Gambar 4.1 Plot Data Harga Penutupan Indeks Harga Saham PT 
Bumi Serpong Damai Tbk 
 
Pada Gambar 4.1 menunjukkan bahwa plot data harga 
penutupan indeks harga saham PT Bumi Serpong Damai Tbk 
awalnya mengalami penurunan pada bulan April 2015 hingga bulan 
September 2015, kemudian mengalami peningkatan hingga bulan 
Agustus 2016, selanjutnya mengalami penurunan lagi hingga bulan 
Desember 2016, dan pada akhirnya cenderung konstan. Harga 
penutupan indeks harga saham PT Bumi Serpong Damai Tbk 
tertinggi terjadi pada 7 Agustus 2016 yaitu sebesar 2310, sedangkan 
harga penutupan indeks harga saham PT Bumi Serpong Damai Tbk 
terendah terjadi pada 20 September 2015 yaitu sebesar 1370. 
Pada kedua data saham tersebut semua mengalami penurunan 
setelah pada bulan April 2015. Penurunan harga penutupan indeks 
harga saham tersebut bisa jadi disebabkan karena terjadi penurunan 
pertumbuhan ekonomi Indonesia, di mana pertumbuhan ekonomi 





















Gambar 4.2 Plot Data Harga Penutupan Indeks Harga Saham PT 
Bank of India Indonesia Tbk 
 
Pada Gambar 4.2 menunjukkan bahwa plot data harga 
penutupan indeks harga saham PT Bank of India Indonesia Tbk 
awalnya mengalami peningkatan hingga bulan April 2015, kemudian 
mengalami penurunan hingga bulan Juli 2015, selanjutnya 
mengalami peningkatan dan penurunan lagi hingga bulan Agustus 
2016, dan pada akhirnya cenderung konstan. Harga penutupan indeks 
harga saham PT Bank of India Indonesia Tbk tertinggi terjadi pada 
bulan April 2015 yaitu sebesar 5000, sedangkan harga penutupan 
indeks harga saham PT Bank of India Indonesia Tbk terendah terjadi 
pada bulan Desember yaitu sebesar 1275. 
Kemudian pada penelitian ini dilanjutkan dengan membuat 
plot return dari data harga penutupan indeks harga saham PT Bumi 
Serpong Damai Tbk dan dari data harga penutupan indeks harga 
saham PT Bank of India Indonesia Tbk. Data return diperoleh dari 
substitusi data saham ke dalam Persamaan (2.1). Plot data return 






















Gambar 4.3 Plot Data Return Harga Penutupan Indeks Harga Saham 
PT Bumi Serpong Damai Tbk 
 
Berdasarkan Gambar 4.3 dapat dilihat bahwa fluktuasi 
terendah terjadi pada 19 April 2015 yang menyebabkan return 
benilai negatif, dan fluktuasi tertinggi terjadi pada 27 September 
2015sehingga return benilai positif. Berdasarkan Gambar 4.3 dapat 
diindikasikan ragam sudah stasioner, hal ini dapat dilihat bahwa plot 
pada Gambar 4.3 tidak fluktuatif, sehingga dapat dimodelkan 
menggunakan model ARIMA. 
 
 
Gambar 4.4 Plot Data Return Harga Penutupan Indeks Harga Saham 
PT Bank of India Indonesia Tbk 
 
Berdasarkan Gambar 4.4 dapat dilihat bahwa nilai return 
saham PT Bank of India Indonesia Tbk bertanda positif apabila 
terjadi kenaikan harga saham dan bertanda negatif apabila terjadi 



















fluktuasi terendah terjadi pada 12 April 2015 dan fluktuasi tertinggi 
pada 15 Maret 2015. Berdasarkan Gambar 4.4 dapat diindikasikan 
ragam tidak stasioner, hal ini dapat dilihat bahwa plot pada Gambar 
4.4 fluktuatif, sehingga dapat dimodelkan menggunakan model 
GARCH. 
 
4.1.2. Stasioneritas Data Return 
Pemeriksaan stasioneritas terhadap ragam dapat dilakukan 
menggunakan transformasi Box-Cox seperti pada Persamaan (2.2), 
sedangkan pemeriksaan stasioneritas terhadap rata-rata dapat 
dilakukan melalui uji ADF seperti pada Persamaan (2.6). Data return 
dapat dikatakan stasioner terhadap ragam apabila nilai lambda dari 
hasil transformasi Box-Cox bernilai satu atau mendekati satu. Hasil 
transformasi Box-Cox dari data return saham disajikan pada Tabel 
(4.1). 
 
Tabel 4.1 Pemeriksaan Stasioneritas Terhadap Ragam 
Saham Lambda Keterangan 
PT Bumi Serpong Damai Tbk 1 Stasioner 
PT Bank of India Indonesia Tbk 0.90 Stasioner 
 
Berdasarkan Tabel 4.1 dapat diketahui bahwa data return 
saham PT Bumi Serpong Damai Tbk memperoleh nilai lambda 
sebesar 1, sedangkan untuk data return saham PT Bank of India 
Indonesia Tbk memperoleh nilai lambda mendekati satu, yaitu 
bernilai 0.90, maka dapat disimpulkan bahwa kedua data return 
saham tersebut telah stasioner terhadap ragam.  
Selanjutnya dilakukan pemeriksaan stasioneritas terhadap rata-
rata dengan menggunakan statistik uji ADF (Augmented Dickey 
Fuller). Data return dapat dikatakan sudah stasioner terhadap rata-
rata apabila hipotesis nol dari uji ADF ditolak, dengan kriteria jika p-
value < α = 0.05. Hasil uji ADF dari data return saham ditunjukkan 
secara lengkap pada Lampiran 2, dan ditunjukkan secara ringkas 
pada Tabel 4.2.  
 
Tabel 4.2 Pemeriksaan Stasioneritas Terhadap Rata-Rata 
Saham p-value Keterangan 
PT Bumi Serpong Damai Tbk 0.01 Stasioner 




















Berdasarkan Tabel 4.2 dapat diketahui bahwa pada data return 
saham PT Bumi Serpong Damai Tbk diperoleh p-value sebesar 0.01, 
sehingga oleh karena p-value yang diperoleh kurang dari 0.05, maka 
maka H0 ditolak yang berarti bahwa data return saham PT Bumi 
Serpong Damai Tbk sudah stasioner terhadap rata-rata. Kemudian 
untuk data return saham PT Bank of India Indonesia Tbk diperoleh   
p-value sebesar 0.01. Oleh karena p-value yang diperoleh kurang 
dari nilai α = 0.05, maka H0 ditolak yang berarti bahwa data return 
tersebut sudah stasioner terhadap rata-rata.  
 
4.1.3. Identifikasi ACF dan PACF Model ARIMA 
Hasil identifikasi model ARIMA dapat dilihat melalui plot 
ACF dan PACF. Identifikasi model ARIMA dilakukan untuk 
menentukan orde (derajat). Berikut merupakan identifikasi ACF dan 
PACF model ARIMA dari kedua data return saham: 
1. Saham PT Bumi Serpong Damai Tbk 
Bentuk plot ACF dan PACF dari data return saham PT Bank 



























Gambar 4.6 Plot PACF Data Return  Saham PT Bumi Serpong 
Damai Tbk 
 
Berdasarkan Gambar 4.5 dan Gambar 4.6 dapat diketahui 
bahwa dari plot ACF dan PACF yang terbentuk, pada plot ACF 
terdapat lag yang keluar dari batas sebanyak tiga yaitu pada lag ke-1, 
lag ke-16 dan lag ke-19. Sedangkan pada plot PACF lag yang keluar 
dari batas yaitu pada lag ke-1 dan lag ke-16, dengan demikian untuk 
memperoleh model terbaik maka akan dibentuk model tentative, 
yaitu 
ARMA([1][16],[1][16][19]),ARMA([1][16],[1][16]),ARMA([1][16], 
[1]), ARMA([1] [16],[16]), ARMA([1], [1] [16]), ARMA([16],[1] 
[16]).  
 
2. Saham PT Bank of India Indonesia Tbk 
Bentuk plot ACF dan PACF dari data return saham PT Bank 


























Gambar 4.8 Plot PACF Data Return  Saham PT Bank of India 
Indonesia Tbk 
 
Berdasarkan Gambar 4.7 dan Gambar 4.8 dapat diketahui 
bahwa dari plot ACF dan PACF yang terbentuk, pada plot ACF 
terdapat lag yang keluar dari batas sebanyak satu yaitu pada lag ke-



















13, dengan demikian untuk memperoleh model terbaik maka akan 
dibentuk model tentative, yaitu ARMA ([13],[13]), AR([13]), 
MA([13]).  
 
4.1.4. Pendugaan dan Uji Signifikansi Parameter Model ARIMA 
Setelah identifikasi model, selanjutnya melakukan pendugaan 
parameter dan uji signifikansi parameter. Pendugaan parameter 
model dilakukan dengan metode OLS (Ordinary Least Square). 
1. Saham PT Bumi Serpong Damai Tbk 
Hasil pendugaan dan uji signifikansi parameter model 
tentative ditunjukkan secara lengkap pada Lampiran 4 dan secara 
ringkas ditunjukkan pada Tabel 4.3. 
 
Tabel 4.3 Pendugaan dan Uji Signifikansi Parameter  
Model  Parameter Penduga p-value Keterangan 
ARMA([1][16], 
[1] [16][19]) 
   0.463 0.000 Signifikan 
    0.537 0.000 Signifikan 
   -0.587 0.000 Signifikan 
    -0.401 0.001 Signifikan 





   0.427 0.000 Signifikan 
    0.573 0.000 Signifikan 
   -0.549 0.000 Signifikan 
    -0.450 0.000 Signifikan 
ARMA([1][16], 
[1]) 
   0.942 0.000 Signifikan 
    0.058 0.075 
Tidak 
Signifikan 
   -0.983 0.000 Signifikan 
ARMA([1] [16], 
[16]) 
   0.143 0.000 Signifikan 
    0.857 0.000 Signifikan 
    -0.916 0.000 Signifikan 
ARMA([1], [1] 
[16]) 
   1.000 0.000 Signifikan 
   -1.053 0.000 Signifikan 





    1.000 0.000 Signifikan 
   -0.099 0.015 Signifikan 



















Berdasarkan Tabel 4.3 diperoleh beberapa model tentative 
yang mempunyai parameter signifikan di mana p-value kurang dari α 
= 0.05, yaitu model ARMA([1][16], [1][16]), ARMA([1] [16], [16]), 
dan ARMA([16],[1] [16]).  
2. Saham PT Bank of India Indonesia Tbk 
Hasil pendugaan dan uji signifikansi parameter model 
tentative ditunjukkan secara lengkap pada Lampiran 4 dan secara 
ringkas ditunjukkan pada Tabel 4.4. 
 
Tabel 4.4 Pendugaan dan Uji Signifikansi Parameter  
Model  Parameter Penduga p-value Keterangan 
ARMA([13],[13]) 
    1.001 0.000 Signifikan 
    -0.962 0.000 Signifikan 
AR ([13])     0.993 0.000 Signifikan 
MA([13])     0.916 0.000 Signifikan 
 
Berdasarkan Tabel 4.4, dapat diketahui bahwa pada model 
ARMA ([13],[13]) diperoleh p-value untuk parameter     sebesar 
0.000 dan p-value  untuk parameter     sebesar 0.000, dengan 
demikian menunjukkan bahwa parameter pada model ARMA 
([13],[13]) signifikan pada α = 0.05.  Pada model AR ([13]) 
diperoleh p-value untuk parameter     sebesar 0.000, dengan 
demikian menunjukkan bahwa parameter pada model AR ([13]) 
signifikan pada α = 0.05. Sedangkan pada model MA ([13]) 
diperoleh p-value untuk parameter     sebesar 0.000, dengan 
demikian menunjukkan bahwa parameter pada model MA ([13]) 
signifikan pada α = 0.05.   
 
4.1.5. Uji Diagnostik Model ARIMA 
Pada tahap ini dilakukan pengujian diagnostik sisaan dari 
model. Suatu model dapat dikatakan layak apabila sisaan bersifat 
white noise atau sisaan saling bebas. Berikut merupakan pengujian 
diagnostik sisaan pada model dari data saham. 
1. Saham PT Bumi Serpong Damai Tbk 
Hasil pengujian diagnostik sisaan dari model ditunjukkan 
secara lengkap pada Lampiran 5, dan secara ringkas ditunjukkan 






















Tabel 4.5 Hasil Uji Ljung-Box (Q) 




Model Layak 12 0.705 
18 0.875 
24 0.887 














Berdasarkan Tabel 4.5 dapat diketahui bahwa untuk model 
ARMA([1][16], [1][16]) diperoleh p-value pada lag autokorelasi 
sisaan lebih dari α = 0.05, dengan demikian dapat disimpulkan 
bahwa sisaan model ARMA([1][16], [1][16]) merupakan sisaan 
saling bebas karena sudah tidak terdapat autokorelasi pada sisaan dan 
model ARMA([1][16], [1][16]) dapat dikatakan layak.  
Pada model ARMA([1] [16], [16]) diperoleh p-value pada lag 
autokorelasi sisaan masih terdapat yang kurang dari α = 0.05, 
sehingga dapat disimpulkan bahwa sisaan model ARMA([1] [16], 
[16]) masih terdapat autokorelasi pada sisaan dan model ARMA([1] 
[16], [16]) merupakan model yang tidak layak.  
Sedangkan pada model ARMA([16],[1] [16]) diperoleh p-
value pada lag autokorelasi sisaan lebih dari α = 0.05, dengan 
demikian dapat disimpulkan bahwa sisaan model ARMA([16],[1] 
[16]) merupakan sisaan saling bebas karena sudah tidak terdapat 
autokorelasi pada sisaan dan model ARMA([16],[1] [16]) dapat 
dikatakan layak.  
2. Saham PT Bank of India Indonesia Tbk 
Hasil pengujian diagnostik sisaan dari model ditunjukkan 
secara lengkap pada Lampiran 5, dan secara ringkas ditunjukkan 





















Tabel 4.6 Hasil Uji Ljung-Box (Q) 






















Berdasarkan Tabel 4.6 dapat diketahui bahwa untuk model 
ARMA ([13],[13]) diperoleh p-value pada lag autokorelasi sisaan 
lebih dari α = 0.05, dengan demikian dapat disimpulkan bahwa 
sisaan model ARMA ([13],[13]) merupakan sisaan saling bebas 
karena sudah tidak terdapat autokorelasi pada sisaan dan model 
ARMA ([13],[13]) dapat dikatakan layak.  
Kemudian untuk model AR ([13]), p-value pada lag 
autokorelasi sisaan masih terdapat yang kurang dari α = 0.05, 
sehingga dapat disimpulkan bahwa sisaan model AR ([13]) masih 
terdapat autokorelasi pada sisaan dan model AR ([13]) merupakan 
model yang tidak layak.  
Sedangkan pada model MA ([13]), p-value pada lag 
autokorelasi sisaan kurang dari α = 0.05, sehingga dapat disimpulkan 
bahwa sisaan model MA ([13]) masih terdapat autokorelasi pada 
sisaan dan model MA ([13]) merupakan model yang tidak layak.  
 
4.1.6. Pemilihan Model Terbaik ARIMA 
Setelah dilakukan pengujian diagnostik sisaan pada model, 
langkah selanjutnya yaitu pemilihan model terbaik. Pemilihan model 
terbaik dilakukan dengan cara melihat nilai AIC dari setiap model 
tentative kemudian dibandingkan. Model yang dipilih yaitu model 




















1. Saham PT Bumi Serpong Damai Tbk 
Pada tahap pendugaan parameter, pengujian signifikansi 
parameter, dan pengujian diagnostik sisaan model, telah didapatkan 
dua model terbaik yaitu model ARMA([1][16], [1][16]) dan model 
ARMA([16],[1] [16]). Penetuan model terbaik selanjutnya yaitu 
dengan cara mempertimbangkan nilai AIC. Nilai AIC dari setiap 
model ditunjukkan pada Tabel 4.7. 
 
Tabel 4.7 Nilai AIC dari Model Tentative 
Model AIC Model Terbaik 
ARMA([1][16], [1][16]) -5.207 
ARMA([16],[1] [16]) 
ARMA([16],[1] [16]) -5.287 
 
Berdasarkan Tabel 4.7 dapat diketahui bahwa nilai AIC untuk 
model ARMA([1][16], [1][16]) lebih kecil apabila dibandingkan 
dengan model ARMA([16],[1] [16]), dengan demikian model 
ARMA([16],[1] [16]) merupakan model terbaik. Bentuk model 
ARMA([16],[1] [16]) adalah sebagai berikut: 
 
 ̂                                     (4.1) 
 
Berdasarkan model yang terbentuk, dapat diinterpretasikan 
bahwa rata-rata return saham PT Bumi Serpong Damai Tbk waktu   
ke-t dipengaruhi oleh rata-rata return saham pada waktu ke-t-16 
sebesar 1.000, sisaan pada waktu ke-t-1 sebesar 0.099, dan sisaan 
pada waktu ke-t-16 sebesar 0.874.  
2. Saham PT Bank of India Indonesia Tbk 
Pada tahap pendugaan parameter, pengujian signifikansi 
parameter, dan pengujian diagnostik sisaan model, telah didapatkan 
satu model terbaik yaitu model ARMA ([13],[13]). Model ARMA 
([13],[13]) memiliki nilai AIC sebesar -3.413, dengan demikian 
dapat dituliskan model ARMA ([13],[13]) sebagai berikut: 
 
 ̂                            (4.2) 
 
Berdasarkan model yang terbentuk, dapat diinterpretasikan 
bahwa rata-rata return saham PT Bank of India Indonesia Tbk waktu   
ke-t dipengaruhi oleh rata-rata return saham pada waktu ke-t-13 




















4.2. Pemodelan GARCH 
4.2.1. Pengujian efek GARCH 
Pada pengujian efek GARCH dilakukan pada sisaan kuadrat 
model terbaik ARMA dari data return saham PT Bank of India 
Indonesia Tbk, dengan menggunakan uji Lagrange Multiplier (LM). 
Hipotesis yang digunakan pada uji LM ini adalah: 
H0: Ragam sisaan konstan vs 
H1: Ragam sisaan tidak konstan 
 Hasil uji LM diperoleh nilai TR
2
 sebesar 61.374, dengan 
nilai  (  )
  sebesar 21.030 dan diperoleh p-value  sebesar 0.000. Oleh 
karena nilai TR
2 
>  (  )
  dan p-value < α, maka H0 ditolak. Jadi dapat 
disimpulkan bahwa ragam sisaan dalam model dari data return harga 
penutupan indeks harga saham PT Bank of India Indonesia Tbk 
tersebut tidak konstan atau terdapat unsur heteroskedastisitas. Hasil 
uji LM secara lengkap ditunjukkan pada Lampiran 6. 
 
4.2.2. Identifikasi Model GARCH 
Untuk mengidentifikasi orde GARCH dilakukan dengan cara 
melihat plot ACF dan PACF sisaan kuadrat. Plot ACF dan PACF 





















Gambar 4.9 Plot ACF dan PACF Sisaan Kuadrat 
 
Berdasarkan Gambar 4.9 dapat diketahui bahwa pada plot 
ACF dan PACF terdapat satu lag dari tiga lag pertama yang keluar 
dari batas    √ ⁄  yaitu pada lag ke-1, sehingga orde (derajat) 
untuk model GARCH pada data harga penutupan indeks harga 
saham PT Bank of India Indonesia Tbk adalah 1, dengan demikian 
diperoleh model GARCH (1,1). 
 
4.2.3. Pendugaan dan Uji Signifikansi Parameter Model 
GARCH 
Pendugaan parameter model GARCH dilakukan menggunakan 
metode Maximum Likelihood Estimation. Hasil pendugaan dan 
pengujian signifikansi parameter disajikan secara lengkap pada 





















Tabel 4.8 Pendugaan dan Uji Signifikansi Parameter Model GARCH 
(1,1) 
Parameter Penduga p-value Keterangan 
  1.002 0.000 Signifikan 
  -0.968 0.000 Signifikan 
   0.003 0.000 Signifikan 
   0.075 0.023 Signifikan 
   -0.552 0.000 Signifikan 
 
Berdasarkan Tabel 4.8 dapat diketahui bahwa pada model 
GARCH (1,1) diperoleh p-value untuk parameter  
   sebesar 0.000, p-value  untuk parameter    sebesar 0.023, dan p-
value  untuk parameter    sebesar 0.000,  dengan demikian 
menunjukkan bahwa parameter pada model GARCH (1,1) signifikan 
pada α = 0.05. 
 
4.2.4. Uji Diagnostik Model GARCH 
Pada tahap ini dilakukan pengujian diagnostik sisaan dari 
model GARCH (1,1). Suatu model dapat dikatakan layak apabila 
sisaan bersifat white noise atau sisaan saling bebas. Berikut 
merupakan pengujian diagnostik sisaan pada model dari data saham 
PT Bank of India Indonesia Tbk. Hasil pengujian diagnostik sisaan 
dari model GARCH (1,1) disajikan secara lengkap pada Lampiran 8, 
dan secara ringkas disajikan pada Tabel 4.9. 
 
Tabel 4.9 Hasil Uji Ljung-Box (Q) Model GARCH (1,1) 








Berdasarkan Tabel 4.9 dapat diketahui bahwa untuk model 
GARCH (1,1) diperoleh p-value pada lag autokorelasi sisaan lebih 
dari α = 0.05, dengan demikian dapat disimpulkan bahwa sisaan 
model GARCH (1,1) merupakan sisaan saling bebas karena sudah 
tidak terdapat autokorelasi pada sisaan dan model GARCH (1,1) 




















 ̂                           
 ̂ 
                 
           
   (4.3) 
 
Berdasarkan model yang terbentuk, dapat diinterpretasikan 
bahwa rata-rata return saham PT Bank of India Indonesia Tbk waktu 
ke-t dipengaruhi oleh rata-rata return saham pada waktu ke-t-13 
sebesar 1.002 dan sisaan pada waktu ke-t-13 sebesar -0.968. 
Sedangkan ragam sisaan pada waktu ke-t dipengaruhi kuadrat sisaan 
pada waktu t-1 sebesar 0.075 dan ragam sisaan pada waktu ke-t-1 
sebesar -0.552. 
 
4.3. Pemodelan Neuro-ARIMA 
4.3.1. Penentuan Arsitektur Jaringan 
Pemodelan Neuro-ARIMA ini menggunakan data return 
saham PT Bumi Serpong Damai Tbk, dan menggunakan jaringan 
yang mempunyai banyak lapisan, sehingga arsitektur yang digunakan 
adalah multilayer perceptron. Jumlah input layer yang digunakan 
diambil dari banyaknya variabel yang terbentuk dari model ARMA 
([16],[1][16]). Berdasarkan model ARMA ([16],[1][16]) didapatkan 
jumlah input layer sebanyak empat unit yaitu      ,   ,     ,       
dengan    sebagai target.  
Banyaknya lapisan tersembunyi (hidden layer) yang 
digunakan yaitu sebanyak satu lapisan dan banyaknya unit dalam 
hidden layer disesuaikan yaitu minimal sebanyak jumlah unit dalam 
input layer, sehingga dalam penelitian ini banyaknya unit dalam 
hidden layer yang digunakan yaitu 5, 10, 15, 20, dan 25 untuk setiap 
model. Struktur arsitektur jaringan yang terbentuk disajikan pada 
Tabel 4.10. 
 


























Arsitektur jaringan yang digunakan pada Tabel 4.10 akan diuji 
dengan menggunakan parameter-parameter input dalam training. 
Parameter-parameter yang digunakan disajikan pada Tabel 4.11. 
Tabel 4.11 Inisialisasi Parameter Model Neuro-ARIMA 
Parameter Nilai Uji 
Maximum epoch 100 
MSE training 0.01 
Learning rate 0.001 
 
Proses training akan berhenti ketika MSE jaringan mendekati 
atau lebih kecil daripada MSE yang telah ditentukan, atau apabila 
jumlah epoch telah mencapai batas maksimal dari iterasi yang telah 
ditentukan. Penetapan learning rate (tingkat pembelajaran) yang 
terlalu rendah akan menyebabkan training akan berjalan sangat 
lambat karena pembaruan terhadap bobot jaringan sangat kecil. 
Fungsi aktivasi yang digunakan pada jaringan ini adalah fungsi 
sigmoid biner pada hidden layer dan output layer.    
 
4.3.2. Pola Training dan Testing 
Pada data return penutupan indeks harga saham PT Bumi 
Serpong Damai Tbk, banyaknya observasi yang digunakan sebanyak 
161. Oleh karena pembagian data training dan testing sebanyak 80% 
dan 20%, maka didapatkan data training sebanyak 129 observasi dan 
data testing sebanyak 32 observasi. Pola data training dan testing 
dapat dilihat pada Lampiran 9. 
 
4.3.3. Pemilihan Model Terbaik Neuro-ARIMA 
Model Neuro-ARIMA yang dibentuk berdasarkan pada Tabel 
4.12 yaitu (4-5-1), (4-10,1), (4-15-1), (4-20-1) (4-25-1). Hasil proses 
training dan testing model terbaik untuk data return saham PT Bumi 
Serpong Damai Tbk ditunjukkan secara lengkap pada Lampiran 11 
dan secara ringkas ditunjukkan pada Tabel 4.12. 
 
Tabel 4.12 MSE dan R
2
 Hasil Training dan Testing Data Return 






Training Testing Training Testing 
(4-5-1) 0.037 0.171 0.189 0.121 



















(4-15-1) 0.013 0.052 0.486 0.360 
(4-20-1) 0.053 0.242 0.318 0.243 
(4-25-1) 0.191 0.287 0.122 0.122 
 
Berdasarkan Tabel 4.12 diperoleh model Neuro-ARIMA 
terbaik yaitu model Neuro-ARIMA ([13], 0, [13]) dengan jumlah 
unit lapisan (4-15-1), dengan MSE testing sebesar 0.052 dan R
2
 
testing sebesar 0.360. Plot data hasil proses training dan proses 
testing dari model Neuro-ARIMA terbaik ditunjukkan pada Gambar 
4.10 dan Gambar 4.11. 
 
 
Gambar 4.10 Plot Data Aktual dan Data Ramalan Model Neuro-
ARIMA([16],0,[1][16]) dengan Jumlah Unit Lapisan (4-15-1) pada 
Proses Training 
 
Berdasarkan Gambar 4.10 dapat diketahui bahwa plot data 
aktual dan plot data ramalan proses training data return untuk model 
Neuro ARIMA([16],0,[1][16]) dengan jumlah unit lapisan (4-15-1) 
cukup baik, karena berhimpit dan plot data ramalan mengikuti plot 
tdata aktual. Namun masih terdapat titik antara plot data aktual dan 






















Gambar 4.11 Plot Data Aktual dan Data Ramalan Model Neuro-
ARIMA([16],0,[1][16]) dengan Jumlah Unit Lapisan (4-15-1) pada 
Proses Testing 
 
Berdasarkan Gambar 4.11 dapat diketahui bahwa plot data 
aktual dan plot data ramalan proses testing data return untuk model 
Neuro-ARIMA ([16],0,[1][16]) dengan jumlah unit lapisan (4-15-1) 
masih kurang baik, karena masih terdapat titik antara plot data aktual 
dan plot data ramalan yang tidak berhimpit. Namun dapat dilihat 
bahwa plot data ramalan mengikuti plot data aktual. Contohnya pada 
pengamatan terakhir (pada bulan Januari 2018), hasil plot ramalan 
tidak tepat pada plot aktual namun hasil plot ramalan tersebut 
mengikuti plot aktual, di mana pada plot tersebut indeks harga saham 
mengalami kenaikan apabila dibandingkan dengan waktu 
sebelumnya. Sehingga dari hasil ramalan tersebut dapat berguna 
untuk memutuskan dalam pembelian saham. 
 
4.3.4. Pemodelan dan Peramalan Berdasarkan Model Terbaik 
Berdasarkan pemilihan model terbaik Neuro-ARIMA pada 
Tabel 4.12 telah diperoleh model terbaik Neuro-ARIMA ([16],0,[1] 
[16]) dengan jumlah unit lapisan (4-15-1). Kemudian selanjutnya 
dilakukan pemodelan dan peramalan untuk beberapa periode 
kedepan untuk data return dari data saham PT Bumi Serpong Damai 
Tbk. Peramalan dilakukan berdasarkan fungsi model terbaik. Fungsi 
model terbaik diperoleh dari bobot akhir yang dihasilkan oleh model 
Neuro-ARIMA. Bobot akhir dari model terbaik ditunjukkan secara 
lengkap pada Lampiran 12. Model terbaik yang diperoleh untuk data 
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Model yang diperoleh untuk meramalkan data return saham 
PT Bumi Serpong Damai Tbk adalah model Neuro-ARIMA ([16], 0, 
[1][13]) dengan jumlah unit lapisan (4-15-1) yang terdiri dari 4 unit 
pada input layer, yaitu          ,     ,  dan      , 15 unit pada 
hidden layer dan 1 unit pada output layer, yaitu  ̂ . 
Hasil peramalan data return saham PT Bumi Serpong Damai 
Tbk selama 5 periode ke depan disajikan pada Tabel 4.13. 
 









Berdasarkan Tabel 4.13 diperoleh hasil peramalan 5 periode 
ke depan, di mana data return saham PT Bumi Serpong Damai Tbk 
akan mengalami penurunan selama 5 periode yang akan datang. 
 
4.4. Pemodelan Neuro-GARCH 
4.4.1. Penentuan Arsitektur Jaringan 
Pemodelan Neuro-GARCH ini menggunakan data return 
saham PT Bank of India Indonesia Tbk dan menggunakan jaringan 
yang mempunyai banyak lapisan, sehingga arsitektur yang digunakan 
adalah multilayer perceptron. Jumlah input layer yang digunakan 
diambil dari banyaknya variabel yang terbentuk dari model GARCH 
(1,1). Berdasarkan model GARCH (1,1) didapatkan mean model 
yang digunakan untuk memodelkan data return dan varian model 
yang digunakan untuk memodelkan data volatilitas. 
Berdasarkan model GARCH(1,1) diperoleh mean model  yaitu 



















digunakan sebanyak tiga unit yaitu      ,   ,      , dengan    
sebagai target. Sedangkan pada varian model didapatkan jumlah 
input layer yang digunakan sebanyak dua unit yaitu     
 ,     
 , 
dengan   
  sebagai target.  
Banyaknya lapisan tersembunyi (hidden layer) yang 
digunakan yaitu sebanyak satu lapisan dan banyaknya unit dalam 
hidden layer disesuaikan yaitu minimal sebanyak jumlah unit dalam 
input layer, sehingga dalam penelitian ini banyaknya unit dalam 
hidden layer yang digunakan yaitu 5, 10, 15, 20, dan 25 untuk setiap 
model. Struktur arsitektur jaringan yang terbentuk disajikan pada 
Tabel 4.14. 
 
Tabel 4.14 Struktur Arsitektur Jaringan Model Neuro-GARCH Data 
Return dan Data Volatilitas 








Arsitektur jaringan yang digunakan pada Tabel 4.14 akan diuji 
dengan menggunakan parameter-parameter input dalam training dan 
testing. Parameter-parameter yang digunakan disajikan pada Tabel 
4.15. 
 
Tabel 4.15 Inisialisasi Parameter Model Neuro-GARCH 
Parameter Nilai Uji 
Maximum epoch  100 
MSE training  0.01 
Learning rate  0.001 
 
Proses training akan berhenti ketika MSE jaringan mendekati 
atau lebih kecil daripada MSE yang telah ditentukan, atau apabila 
jumlah epoch telah mencapai batas maksimal dari iterasi yang telah 
ditentukan. Penetapan learning rate (tingkat pembelajaran) yang 
terlalu rendah akan menyebabkan training akan berjalan sangat 



















Fungsi aktivasi yang digunakan pada jaringan ini adalah fungsi 
sigmoid biner pada hidden layer dan output layer.    
 
4.4.2. Pola Training dan Testing 
Pada data return penutupan indeks harga saham PT Bank of 
India Indonesia Tbk, banyaknya observasi yang digunakan sebanyak 
161. Oleh karena pembagian data training dan testing sebanyak 80% 
dan 20%, maka didapatkan data training sebanyak 129 observasi dan 
data testing sebanyak 32 observasi. Pola data training dan testing 
dapat dilihat pada Lampiran 10. 
 
4.4.3. Pemilihan Model Terbaik Neuro-GARCH 
Model Neuro-GARCH yang dibentuk berdasarkan pada Tabel 
4.14 yaitu (3-5-1), (3-10,1), (3-15-1), (3-20-1), dan (3-25-1). Hasil 
proses training dan testing model terbaik untuk data return saham PT 
Bank of India Indonesia Tbk ditunjukkan secara lengkap pada 
Lampiran 12, dan secara ringkas disajikan pada Tabel 4.16. 
 
Tabel 4.16 MSE dan Hasil R
2 
Training dan Testing Data Return 
Saham PT Bank of India Indonesia Tbk 




Training Testing Training Testing 
3-5-1 0.006 0.007 0.623 0.982 
3-10-1 0.007 0.031 0.622 0.736 
3-15-1 0.009 0.007 0527 0.849 
3-20-1 0.011 0.017 0.570 0.949 
3-25-1 0.027 0.022 0.580 0.972 
 
Berdasarkan Tabel 4.16 diperoleh model terbaik yaitu model 
dengan jumlah unit lapisan (3-5-1), dengan MSE testing sebesar 
0.007 dan R
2
 testing sebesar 0.982. Plot data return hasil training 
dan testing dari model Neuro-GARCH terbaik ditunjukkan pada 
























Gambar 4.12 Plot Data Aktual dan Data Ramalan untuk Data Return 
Model Neuro-GARCH(1,1) dengan Jumlah Unit Lapisan (3-5-1) 
pada Proses Training 
 
Berdasarkan Gambar 4.12 dapat diketahui bahwa plot data 
aktual dan plot data ramalan proses training data return untuk model 
Neuro-GARCH(1,1) dengan jumlah unit lapisan (3-5-1) cukup baik, 
karena berhimpit dan plot data ramalan mengikuti plot data aktual. 
Namun masih terdapat beberapa titik antara plot data aktual dan plot 
data ramalan yang tidak berhimpit. 
 
 
Gambar 4.13 Plot Data Aktual dan Data Ramalan untuk Data Return 
Model Neuro-GARCH(1,1) dengan Jumlah Unit Lapisan (3-5-1) 
pada Proses Testing 
 
Berdasarkan Gambar 4.13 dapat diketahui bahwa pada 
proses  testing, data return saham PT Bank of India Indonesia Tbk 



















yang mengikuti plot data aktual. Meskipun terdapat beberapa titik 
yang berhimpit akan tetapi juga masih terdapat beberapa perbedaan 
titik antara plot data ramalan dan  plot data aktual. Apabila plot data 
ramalan semakin berhimpit dan mengikuti plot data aktual pada saat 
proses testing, maka model yang dihasilkan dapat digunakan untuk 
mengambil keputusan dalam pembelian maupun penjualan saham. 
Model Neuro-GARCH yang dibentuk untuk data volatilitas 
yaitu (2-5-1), (2-10,1), (2-15-1), (2-20-1), dan (2-25-1).  Hasil proses 
training dan testing model terbaik untuk data volatilitas saham PT 
Bank of India Indonesia Tbk ditunjukkan secara lengkap pada 
Lampiran 12, dan secara ringkas disajikan pada Tabel 4.17. 
 
Tabel 4.17 MSE dan Hasil R
2 
Training dan Testing Data Volatilitas 
Saham PT Bank of India Indonesia Tbk 




Training Testing Training Testing 
2-5-1 0.007 0.014 0.856 0.861 
2-10-1 0.021 0.039 0.767 0.859 
2-15-1 0.016 0.021 0.687 0.770 
2-20-1 0.008 0.101 0.832 0.666 
2-25-1 0.015 0.123 0.757 0.669 
 
Berdasarkan Tabel 4.17 diperoleh model terbaik yaitu model 
dengan jumlah unit lapisan (2-5-1), dengan MSE testing sebesar 
0.014 dan R
2
 testing sebesar 0.861. Plot data volatilitas hasil testing 
dari model Neuro-GARCH terbaik ditunjukkan pada Gambar 4.14 























Gambar 4.14 Plot Data Volatilitas Neuro-GARCH(1,1) dengan 
Jumlah Unit Lapisan Input (2-5-1) pada Proses Training 
 
 
Gambar 4.15 Plot Data Aktual dan Data Ramalan untuk Model 
Neuro-GARCH(1,1) dengan Jumlah Unit Lapisan (2-5-1) pada 
Proses Testing 
 
Berdasarkan Gambar 4.14 dan Gambar 4.15 dapat dikatakan 
bahwa saham PT Bank of India Indonesia Tbk memiliki potensi 
risiko yang cukup tinggi. Hal ini dikarenakan nilai ragam yang cukup 
tinggi, sehingga saham PT Bank of India Indonesia ini cocok bagi 
investor yang bertipe risk taker. Selain itu, model yang dihasilkan 
dapat digunakan investor dalam memilih periode yang tepat dalam 
melakukan investasi dan menjual sahamnya. 
Pada pemodelan Neuro-GARCH dapat digunakan untuk 
memprediksikan volatilitas. Nilai volatilitas tersebut dapat digunakan 
untuk mengetahui apakah nilai return berada dalam selang antara a 



















pendugaan nilai terendah return dan b merupakan pendugaan nilai 
tertinggi return. Melakukan pendugaan dengan menggunakan selang 
memiliki peluang benar yang lebih besar. Semakin lebar selang 
dugaan makin semakin besar juga peluang benarnya, namun apabila 
selang dugaan terlalu lebar makan semakin tidak ada gunanya. Pada 
penduga selang dapat digunakan selang kepercayaan 68%, 95%, dan 
99%. Apabila menggunakan selang kepercayaan sebesar 95%, maka 
dapat diartikan bahwa dengan tingkat kepercayaan 95% nilai return 
yang diduga berada dalam selang tersebut. 
 
4.4.4. Pemodelan dan Peramalan Berdasarkan Model Terbaik 
Berdasarkan pemilihan model terbaik Neuro-GARCH pada 
Tabel 4.16 telah diperoleh model Neuro-GARCH terbaik untuk data 
return dengan jumlah unit lapisan (3-5-1), dan untuk data volatilitas 
dengan jumlah unit lapisan (2-5-1). Kemudian selanjutnya dilakukan 
pemodelan dan peramalan untuk beberapa periode kedepan untuk 
data return dan data volatilitas dari data saham PT Bank of India 
Indonesia Tbk. Peramalan dilakukan berdasarkan fungsi model 
terbaik. Fungsi model terbaik diperoleh dari bobot akhir yang 
dihasilkan oleh model Neuro-GARCH. Bobot akhir dari model 
terbaik disajikan secara lengkap pada Lampiran 14 untuk data return 
dan pada Lampiran 15 untuk data volatilitas. Model terbaik yang 
diperoleh untuk data return dan data volatilitas dari data saham PT 
Bank of India Indonesia Tbk adalah sebagai berikut: 
 
1. Data return dengan model Neuro-GARCH(1,1) dengan jumlah 
unit lapisan (3-5-1) 
 ̂   
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 (                                
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     ))       )                  (4.6) 
 
2. Data volatilitas dengan model Neuro-GARCH(1,1) dengan 
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Model yang diperoleh untuk meramalkan data return saham 
PT Bank of India Indonesia Tbk adalah Neuro-GARCH (1,1) dengan 
jumlah unit lapisan (3-5-1) yang terdiri dari tiga unit pada input 
layer, yaitu      ,   , dan      , lima unit pada hidden layer dan satu 
unit pada output layer, yaitu   . Sedangkan model yang digunakan 
untuk meramalkan data volatilitas saham PT Bank of India Indonesia 
Tbk adalah Neuro-GARCH (1, 1) dengan jumlah unit lapisan (2-5-1) 
yang terdiri dari dua unit pada input layer, yaitu     
  dan     
 , lima 
unit pada hidden layer dan satu unit pada output layer, yaitu  ̂ . 
Hasil peramalan data volatilitas saham PT Bank of India 
Indonesia Tbk selama 5 periode ke depan disajikan pada Tabel 4.18. 
 
Tabel 4.18 Peramalan Data Return dan DataVolatilitas dari Model 
Neuro-GARCH Terbaik 
Hasil Ramalan 







Berdasarkan Tabel 4.17 diperoleh hasil peramalan 5 periode 
ke depan, di mana data return saham PT Bank of India Indonesia 
Tbk akan mengalami kenaikan dan penurunan selama 5 periode yang 
akan datang. Sedangkan untuk data volatilitas saham PT Bank of 
India Indonesia Tbk akan mengalami penurunan selama 5 periode 










































Berdasarkan hasil dan pembahasan dapat diperoleh 
kesimpulan, yaitu:  
1. Model Neuro-ARIMA yang terbentuk dari data return saham 
PT Bumi Serpong Damai Tbk adalah model Neuro-ARIMA 
([16],0,[1][16]) dengan jumlah unit lapisan (4-15-1). Bentuk 
model Neuro-ARIMA terbaik adalah sebagai berikut: 
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                 ))       ) 
 
2. Model Neuro-GARCH yang terbentuk dari data return dan 
data volatilitas saham PT Bank of India Indonesia Tbk adalah 
model Neuro-GARCH (1,1) dengan jumlah unit lapisan (3-5-
1) untuk data return dan dengan jumlah unit lapisan (2-5-1) 
untuk data volatilitas . Bentuk model Neuro-GARCH terbaik 
adalah sebagai berikut: 
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3. Pada model Neuro-ARIMA ([16],0,[1] [16]) dengan jumlah 
unit lapisan (4-15-1) menghasilkan ramalan dengan nilai MSE 
0.052 dan R
2



















([16],0,[1][16]) dengan jumlah unit lapisan (4-15-1) masih 
kurang baik dalam meramalkan data deret waktu. Sedangkan 
pada model Neuro-GARCH (1,1) untuk data return dengan 
jumlah unit lapisan (3-5-1) menghasilkan ramalan dengan nilai 
MSE sebesar 0.007 dan R
2
 sebesar 0.982. Sedangkan untuk 
data volatilitas dengan jumlah unit lapisan (2-5-1) 
menghasilkan ramalan dengan nilai MSE sebesar 0.014 dan R
2
 
sebesar 0.861, sehingga model Neuro-GARCH sudah cukup 
baik dalam meramalkan data deret waktu. 
 
5.2. Saran 
Model Neuro-ARIMA dan model Neuro-GARCH dapat 
memodelkan data return dan data volatilitas dengan baik. Guna 
mempercepat proses pelatihan (training), perlu dilakukan penelitian 
lebih lanjut dengan menggunakan algoritma lain selain algoritma 
Backpropagation, seperti Gradient Descent dengan momentum,  
Quasi Newton, Levenberg-Marquadt. Selain itu peubah input yang 
digunakan dapat menggunakan selain yang diperoleh dari model 
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