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Abstract
We derive the analytic expression for the one-loop SU(Nc) QCD effective potential including
Nf flavor quarks which nonlinearly interact with the chromomagnetic background field and the
external U(1)em magnetic field. After the renormalization of couplings and fields, we obtain the
correct one-loop β functions of both QCD and QED, and the resulting effective potential satisfies
the renormalization group equation. We investigate the effect of the magnetic field on the QCD
vacuum by using the effective potential, in particular for the color SU(3) case with the three flavors
(u, d, s). Our result shows that the chromomagnetic field prefers to be parallel to the external
magnetic field. Furthermore, quark loop contributions to the effective potential with the magnetic
field enhance gluonic contributions, and then the chromomagnetic condensate increases with an
increasing magnetic field. This result supports the recent observed gluonic magnetic catalysis at
zero-temperature in lattice QCD.
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I. INTRODUCTION
Recently, quantum chromodynamics (QCD) which is the fundamental theory of the strong
interaction, under an extremely strong magnetic field is extensively investigated. There are
numerous studies related to QCD in the presence of the strong magnetic field, including
the chiral magnetic effect [1, 2], the magnetic catalysis [3–5], and hadron properties under
the strong magnetic field [6, 7], in terms of both effective models and lattice QCD. The
question of how the QCD vacuum and hadron properties are affected by the strong magnetic
field when the strength of the magnetic field approaches or exceeds the QCD scale eB >∼
Λ2QCD is a very interesting one. Such a question is not academic but quite realistic. It
has been recognized that very strong magnetic fields are generated in the relativistic heavy
ion collision. The strength of the magnetic field would reach the scale of Λ2QCD [1, 8,
9]. Furthermore it is a great theoretical advantage that the lattice QCD can simulate the
strongly interacting quark and gluon system in the presence of strong magnetic fields without
the sign problem that appeared at finite density.
In QCD under the strong magnetic field, two kinds of strong dynamics coexist, namely,
strongly interacting quark and gluon dynamics which is governed by QCD and nonlinearly
interacting quark and strong magnetic field dynamics which is governed by QED. Since
gluons do not directly interact with the magnetic field (photon)−only quarks do in QCD−the
effect of the magnetic field is reflected on QCD through the quarks. Therefore we need quarks
that nonlinearly interact with electromagnetic fields as well as gluon fields. A technique to
calculate the fermion propagator nonlinearly interacting with constant electromagnetic fields
and the nonlinear effective action of QED in terms of the field theory was developed by J.
Schwinger [10] and is called Schwinger’s proper time method. Using the technique, several
nonlinear QED effects such as the Schwinger mechanism [10], vacuum birefringence [11, 12],
and photon splitting [12–14] are widely explored. Recently, the analytic expression for
the vacuum polarization tensor of a photon within the one loop of a fermion including all
order interaction with the external magnetic field, which is necessary for the description of
vacuum birefringence, is obtained by the authors of [15]. Schwinger’s proper time method
is also applied to evaluate the QCD effective potential [16–21] with the covariantly constant
background field [22–24]. Although these analyses of the QCD effective potential are based
on the one-loop calculation (but including all order interaction with gluon fields), they
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qualitatively reproduce nonperturbative features of QCD, such as the static linear potential
between two opposite color charges at zero temperature [25–27] and the deconfinement
transition at finite temperature [28–30].
In this paper, we study the QCD vacuum in the presence of the strong magnetic field at
zero temperature by means of the QCD effective potential. In order to investigate the effect of
magnetic fields, we take into account the quark contributions which nonlinearly interact with
the magnetic fields and the gluon fields. Diagrammatic contributions from the quark loop to
the effective potential are depicted in Fig. 1. The calculation of these diagrams allows us to
explore the sea quark effect with the magnetic field, the importance of which is emphasized
in recent lattice studies [31] in the context of the (inverse) magnetic catalysis. Galilo and
Nedelko have derived the integral form of the quark effective potential and numerically
performed it [32]. In their results, the chromomagnetic(-electric) field prefers to be parallel
(perpendicular) to the magnetic field. These behaviors are confirmed by recent SU(2) [33, 34]
and SU(3) [35] lattice QCD simulations. Furthermore, Bali et al. [35] have also reported
the gluonic magnetic catalysis at zero temperature, which is an enhancement of the gluonic
action density induced by the magnetic field. In these lattice studies [33–35], a significant
correlation between the chromomagnetic component of the plaquette energy and the external
magnetic field is pointed out, and then the chromomagnetic component gives the larger
contribution to the plaquette energy than the chromoelectric component. In this study, we
focus on the chromomagnetic component of the gluon field and explore an influence of the
external magnetic field on QCD through the quark loop contribution. We find that in the
case of the pure chromomagnetic background, one can obtain the analytic expression for
the QCD effective potential in the presence of the magnetic field. Then, we compare our
analytic results with the previous study [32], in which the proper time integral is numerically
performed, and also with current lattice QCD data [33–35].
We study the QCD effective potential with the magnetic field, in particular for the color
SU(3) case with the three flavors (u, d, s). Our results show that the chromomagnetic field
prefers to be parallel (or antiparallel) to the external magnetic field, which is consistent
with the previous study [32] and recent lattice results [33–35]. Furthermore, including the
pure Yang-Mills (YM) part (gluon and ghost loops), we also obtain the correct one-loop
β functions of both QCD and QED, and the total effective potential is renormalization-
group invariant. When the magnetic field is turned off, the QCD effective potential as a
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FIG. 1: Quark loop nonlinearly interacting with gluon and electromagnetic fields.
function of the chromomagnetic field has a minimum away from the origin. This minimum
corresponds to the dynamical generation of the chromomagnetic condensate [16–21]. When
the magnetic field is turned on, the sea quark effect with the magnetic field enhances gluonic
(gluon and ghost loop) contributions, and then the chromomagnetic condensate increases
with an increasing magnetic field. This result supports the gluonic magnetic catalysis at
zero temperature reported by Bali et al.
This paper is organized as follows. In Sec. II, we derive the quark part of the QCD effec-
tive potential with the pure chromomagnetic background and the external U(1)em magnetic
field. Including the YM part, we investigate the properties of the QCD effective potential in
the presence of the magnetic field, especially for the color SU(3) case with the three flavors
(u, d, s) in Sec. III. Finally, we conclude our study in Sec. IV. In the Appendices, we provide
a derivation of the one-loop effective potential for the SU(Nc) pure Yang-Mills theory, and
the relation between the dimensional regularization and the cutoff regularization.
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II. ONE-LOOP EFFECTIVE POTENTIAL OF SU(Nc) QCD WITH PURE CHRO-
MOMAGNETIC BACKGROUND AND EXTERNAL U(1)em MAGNETIC FIELD
We shall start with the SU(Nc) QCD Lagrangian with U(1)em electromagnetic fields
which is given by
L = −1
4
FAµνF
Aµν − 1
4
fµνf
µν + q¯(iγµD
µ −Mq)q, (1)
where the covariant derivative contains the photon field as well as the gluon field,
Dµ = ∂µ − igAAµTA − ieQqaµ, (2)
and the field strengths are
FAµν = ∂µA
A
ν − ∂νAAµ + gfABCABµACν ,
fµν = ∂µaν − ∂νaµ. (3)
Here AAµ is the non-Abelian gauge (gluon) field, while a
µ is the U(1)em electromagnetic gauge
(photon) field. The quark field q has Nc components for the color, Nf components for the
flavor and four components for the spinor. The quark mass and charge matrices are given
by Mq = diag(mq1 ,mq2 , · · · ,mqNf ) and Qq = diag(Qq1 , Qq2 , · · · , QqNf ), respectively. In this
study, we consider constant external electromagnetic fields, namely,
∂f = 0, (4)
and we do not consider a quantum fluctuation of photon. In particular, we will concentrate
on constant magnetic fields later. We apply the background field method for the non-Abelian
gauge field and decompose the gauge field into a background field and a quantum fluctuation
as
AAµ = Aˆ
A
µ +AAµ , (5)
where AˆAµ is a slowly varying classical background field corresponding to the low-energy mode
of the gluon field, while AAµ is a quantum fluctuation corresponding to the high-energy mode.
We choose the covariantly constant field as a background field, which satisfies the following
condition [22–24]
DˆACρ Fˆ
C
µν = 0, (6)
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with DˆACρ = ∂ρδ
AC + gfABCAˆBρ and Fˆ
A
µν = ∂µAˆ
A
ν − ∂νAˆAν + gfABCAˆBµ AˆCν . Here we suppose
that Fˆ is a very slowly varying field so that ∂Fˆ = 0 owing to the large wave length of the
low-energy mode of the gluon field. The deviation from the homogeneity of the background
field is treated as the quantum fluctuation A, as discussed in [32]. Then, Fˆ can be written
as
FˆAµν = Fµνnˆ
A, (7)
where Fµν and nˆ are x independent. nˆ is a unit vector in the color space and normalized as
nˆAnˆA = 1. The background gauge field is proportional to nˆ,
AˆAµ = Aµnˆ
A, (8)
and Fµν has an Abelian form,
Fµν = ∂µAν − ∂νAµ. (9)
Actually AˆAµ obeys the condition (6). Then, the full non-Abelian field strength can be
written as
FAµν = Fµνnˆ
A +
(
DˆACµ ACν − DˆACν ACµ
)
+ gfABCABµACν . (10)
In order to perform the functional integral of the gauge field fluctuation, we have to fix the
gauge. Here we apply the background gauge:
DˆACµ ACµ = 0. (11)
We can obtain the effective action for Aˆ by performing the following functional integral
exp
[
iSeff (Aˆ)
]
=
∫
DADcDc¯DqDq¯exp
{
i
∫
d4x
[
−1
4
(
Fµνnˆ
A +
(
DˆACµ ACν − DˆACν ACµ
)
+gfABCABµACν
)2
− 1
2ξ
(
DˆACµ ACµ
)2
− c¯A(DˆµDµ)ACcC
+q¯ (iγµD
µ −Mq) q − 1
4
fµνf
µν
]}
, (12)
where c is the ghost field, and ξ is the gauge parameter. To calculate the one-loop effective
action, we evaluate the functional integral for second-order field fluctuations and omit higher
order terms. From the functional integrals of the second-order gluon, ghost, and quark field
fluctuations, we get∫
DAexp
{∫
d4x
−i
2
AAµ
[
−(Dˆ2)ACgµν − 2gfABCFˆBµν
]
ACν
}
= det
[
−(Dˆ2)ACgµν − 2gfABCFˆBµν
]−1/2
,
6
∫
DcDc¯ exp
{
i
∫
d4x c¯A
[
−(Dˆ2)AC
]
cC
}
= det
[
−(Dˆ2)AC
]+1
,∫
DqDq¯ exp
{
i
∫
d4x q¯
(
iγµDˆ
µ −Mq
)
q
}
= det
[
iγµDˆ
µ −Mq
]+1
. (13)
Here we take the Feynman gauge, ξ = 1. The resulting effective action for gluon and ghost
parts, namely, for the YM theory is well known (see [16–21], and we also provide a review for
a derivation of the one-loop effective action for the YM theory in Appendix A). Integrating
out the quantum fluctuation of the gluon field, we can focus on the low-energy mode of the
gluon and obtain its effective action. In the quark part, the covariant derivative includes
the background field (low-energy mode) of the gluon field and the external electromagnetic
field,
Dˆµ = ∂µ − igAˆAµTA − ieQqaµ. (14)
In this section, we analytically derive the effective potential of the quark part in which
quarks nonlinearly interact with the low-energy mode of the gluon field and the external
electromagnetic field. Together with the gluon and ghost parts in (13) which contain the
gluon dynamics, the effective potential allows us to investigate how the low-energy mode
of the gluon field such as a gluon condensate is influenced by the external electromagnetic
fields through the quark loop.
A. Quark part of QCD effective potential
The quark part of the QCD effective action is given as
iSq = log det
[
iγµDˆ
µ −Mq
]
. (15)
To calculate this log det, we have to diagonalize the matrix nˆATA. Since this matrix is
Hermitian, the diagonalization is possible. From a certain color rotation, we can get
UnˆATAU † = diag(w1, w2, · · · , wNc). (16)
For the SU(2) case, the diagonalization is straightforward, and we can easily obtain the
eigenvalues w1 = +1/2, w2 = −1/2. We will discuss the eigenvalues for the SU(3) case in
the next section. The eigenvalues wa satisfy the following relations:
Nc∑
a=1
w2a = tr(nˆ
ATAnˆBTB) = nˆAnˆBtrTATB = nˆAnˆB
1
2
δAB =
1
2
, (17)
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and
Nc∑
a=1
wa = tr(nˆ
ATA) = nˆAtrTA = 0. (18)
These relations play an important role in the latter results. Using the eigenvalues wa, the
quark part of the effective action can be written as
iSq =
Nc∑
a=1
Nf∑
i=1
log [det (i /Da,i −mqi)] , (19)
with Dµa,i = ∂
µ − iAµa,i, where the fields Aµa,i are linear combinations of the gluon field Aµ
and the photon field aµ as
Aµa,i = gwaA
µ + eQqia
µ. (20)
Since now the gluon field Aµ is Abelian like a photon field aµ, the linear combined gauge field
Aµa,i is also Abelian. Therefore, the field strength of A
µ
a,i has the Abelian form F
αβ
a,i = ∂
αAβa,i−
∂βAαa,i. Moreover, the field strength satisfies ∂Fa,i = 0. This field strength can be expressed
in terms of constant chromoelectromagnetic fields ~Ec, ~Hc and U(1)em electromagnetic fields
~E and ~B as
Fαβa,i = gwaF
αβ + eQqif
αβ
= gwa

0 Ecx Ecy Ecz
−Ecx 0 Hcz −Hcy
−Ecy −Hcz 0 Hcx
−Ecz Hcy −Hcx 0
+ eQqi

0 Ex Ey Ez
−Ex 0 Bz −By
−Ey −Bz 0 Bx
−Ez By −Bx 0
 . (21)
Using the relations log[det(i /Da,i−mqi)] = 12 log[det( /D2a,i+m2qi)] and /D2a,i = −D2a,i− 12σαβFαβa,i ,
we proceed to evaluate the quark effective action,
iSq =
1
2
Nc∑
a=1
Nf∑
i=1
log
[
det
(
−D2a,i −
1
2
σαβF
αβ
a,i +m
2
qi
)]
=
1
2
Nc∑
a=1
Nf∑
i=1
Tr
[
log
(
−D2a,i −
1
2
σαβF
αβ
a,i +m
2
qi
)]
=
1
2
Nc∑
a=1
Nf∑
i=1
∫
d4x tr〈x|
[
log
(
−D2a,i −
1
2
σαβF
αβ
a,i +m
2
qi
)]
|x〉. (22)
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Here we use the following identity,
log(Mˆ − iδ) = 1

− i

Γ()
∫ ∞
0
ds
s1−
e−is(Mˆ−iδ), (23)
in the limits of  → 0 and δ → 0. The first divergent term can be omitted since this term
does not depend on the fields. Furthermore, Γ() = 1+O(). Therefore, the effective action
becomes
iSq = −i

2
Nc∑
a=1
Nf∑
i=1
∫
d4x
∫ ∞
0
ds
s1−
e−is(m
2
qi
−iδ)tr〈x| e−iHa,is|x〉. (24)
Here we have defined the Hamiltonian Ha,i = −D2a,i − 12σαβFαβa,i . Now, let us consider the
matrix element 〈x′|e−iHa,is|x′′〉. In this matrix element, e−iHa,is can be regarded as a time
evolution operator, bringing about the time evolution of the system which is governed by the
Hamiltonian Ha,i. The matrix element 〈x′|e−iHa,is|x′′〉 gives an amplitude for a “particle”
governed byHa,i to travel from x′′ to x′ in a given time s. Schwinger developed a technique to
evaluate the matrix element in the case of the constant field of QED, called the Schwinger’s
proper time method [10]. Because in our case the combined gauge field Aµa,i is Abelian and
satisfies ∂Fa,i = 0, we can apply the same technique as in QED to calculate the matrix
element 〈x′|e−iHa,is|x′′〉. Then, we find
〈x′| e−iHa,is|x′′〉 = − i
(4pi)2
Ψa,i(x
′, x′′)e−La,i(s)s−2
×exp
[
i
4
(x′ − x′′)Fa,icoth(Fa,is)(x′ − x′′)
]
exp
[
i
2
σFa,is
]
, (25)
where
Ψa,i(x
′, x′′) = exp
[
i
∫ x′
x′′
(
Aµa,i(x) +
1
2
F µνa,i (x− x′)ν
)
dxµ
]
,
La,i(s) =
1
2
tr log
[
(Fa,is)
−1sinh(Fa,is)
]
. (26)
If we replace Aµa,i and F
µν
a,i by ea
µ and efµν , the matrix element reproduces the result of
QED [10, 36, 37]. Here the function Ψa,i(x
′, x′′) is independent of the integration path, since
the integrand Aµa,i(x) +
1
2
F µνa,i (x − x′)ν has a vanishing curl [10, 36, 37]. By restricting the
integration path to be a straight line connecting x′′ to x′, we can simply write
Ψa,i(x
′, x′′) = exp
[
i
∫ x′
x′′
Aµa,i(x)dxµ
]
. (27)
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When we take the coincidence limit: x′′ → x′, this function becomes unity: Ψa,i(x′, x′′)→ 1.
We can also evaluate the following quantities
tr exp
[
i
2
σFa,is
]
= 4cos(aa,is)cosh(ba,is),
e−La,i(s) =
(aa,is)(ba,is)
sin(aa,is)sinh(ba,is)
, (28)
as in the QED calculation [10, 36, 37]. Here aa,i and ba,i are related to the four eigenvalues
±F (1)a,i , ±F (2)a,i of the field strength tensor F µνa,i as [10]
± F (1)a,i = ±iaa,i, ±F (2)a,i = ±ba,i (29)
with
aa,i =
1
2
√√
F 4a,i + (Fa,i · F˜a,i)2 + F 2a,i , ba,i =
1
2
√√
F 4a,i + (Fa,i · F˜a,i)2 − F 2a,i . (30)
The dual field strength tensor F˜ µνa,i is defined as F˜
µν
a,i =
1
2
µναβFa,iαβ. By using (21), F
2
a,i and
Fa,i · F˜a,i can be expressed as
F 2a,i = 2
[
(gwa)
2( ~H2c − ~E2c ) + (eQqi)2( ~B2 − ~E2) + 2gwaeQqi( ~Hc · ~B − ~Ec · ~E)
]
,
Fa,i · F˜a,i = −4
[
(gwa)
2 ~Ec · ~Hc + (eQqi)2 ~E · ~B + gwaeQqi( ~Ec · ~B + ~E · ~Hc)
]
. (31)
We see that the chromoelectromagnetic fields and U(1)em electromagnetic fields are coupled
to each other through the quark loop. Since x′ → x′′ = x in the local effective action
calculation, the matrix element (25) can be simplified by taking the trace as
tr〈x| e−iHa,is|x〉 = − i
4pi2s2
(aa,is)(ba,is)
sin(aa,is)sinh(ba,is)
cos(aa,is)cosh(ba,is). (32)
The effective action of the quark part is then
iSq =
Nc∑
a=1
Nf∑
i=1
i1+
8pi2
∫
d4x
∫ ∞
0
ds
s3−
e−is(mqi−iδ)
(aa,is)(ba,is)
sin(aa,is)sinh(ba,is)
cos(aa,is)cosh(ba,is). (33)
Taking the Wick rotation for the proper time s,∫ ∞
0
ds =
∫ −i∞
0
ds, (34)
and changing the integral variable s→ −is, the action reads
iSq = −
Nc∑
a=1
Nf∑
i=1
i
8pi2
∫
d4x
∫ ∞
0
ds
s3−
e−m
2
qi
s (aa,is)(ba,is)
sinh(aa,is)sin(ba,is)
cosh(aa,is)cos(ba,is). (35)
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Here we have taken δ → 0 after the rotation. With the effective action, the effective
Lagrangian is defined as
Lq = Sq∫
d4x
= −
Nc∑
a=1
Nf∑
i=1
1
8pi2
∫ ∞
0
ds
s3−
e−m
2
qi
s (aa,is)(ba,is)
sinh(aa,is)sin(ba,is)
cosh(aa,is)cos(ba,is). (36)
This is the same form as the integral representation in [32]. Now, we consider the pure
chromomagnetic background and an external magnetic field, namely, ba,i → 0 and
aa,i =
√(
gwa ~Hc + eQqi
~B
)2
=
√
(gwaHc)2 + (eQqiB)
2 + 2gwaeQqiHcBcosθHcB, (37)
where Hc =
√
~H2c and B =
√
~B2. θHcB stands for the angle between the chromomagnetic
field ~Hc and the U(1)em magnetic field ~B. Consequently, the effective Lagrangian of the
quark part is given as
Lq = −
Nc∑
a=1
Nf∑
i=1
aa,i
8pi2
∫ ∞
0
ds
s2−
e−m
2
qi
s coth(aa,is). (38)
Using the integral representation for the generalized zeta function [38],∫ ∞
0
dτ τα−1e−βτcoth(τ) = Γ(α)
[
21−αζ
(
α,
β
2
)
− β−α
]
, (39)
we obtain
Lq =
Nc∑
a=1
Nf∑
i=1
{
− m
4
qi
16pi2
(
1

− γE
)
− a
2
a,i
24pi2
(
1

− γE
)
+
a2a,i
24pi2
[
log (2aa,i) + 12ζ
′(−1, m
2
qi
2aa,i
)− 1
]
−aa,im
2
qi
8pi2
log
(
2aa,i
m2qi
)
+
m4qi
16pi2
[log(2aa,i)− 1]
}
, (40)
where γE = 0.577 · · · is the Euler constant, and ζ(s, λ) is the generalized zeta function. The
derivative of the generalized zeta function ζ ′(s0, λ) is defined as ζ ′(s0, λ) = d/ds ζ(s, λ)|s=s0 .
Using the relations between the dimensional regularization and the cutoff regularization (see
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Appendix B), we replace the divergences in (40) by a ultraviolet cutoff Λ as
Lq =
Nc∑
a=1
Nf∑
i=1
{
− 1
16pi2
(
Λ4 − 2m2qiΛ2 +m4qi logΛ2
)− a2a,i
24pi2
logΛ2
+
a2a,i
24pi2
[
log (2aa,i) + 12ζ
′(−1, m
2
qi
2aa,i
)− 1
]
−aa,im
2
qi
8pi2
log
(
2aa,i
m2qi
)
+
m4qi
16pi2
[log (2aa,i)− 1]
}
. (41)
The first divergent terms in the bracket are independent of any fields. Thus these terms do
not contribute to the dynamics, and we can simply omit this part. We will see soon that
the second logarithmic divergent term which is proportional to a2a,i can be absorbed by the
renormalization of couplings and fields. When B = 0, the effective Lagrangian (41) reduces
to the quark part of the QCD effective Lagrangian [20, 21], whereas when Hc = 0 with
Nc = Nf = 1 and Qq = 1, the Lagrangian reduces to the Euler-Heisenberg Lagrangian of
QED [39] with pure magnetic fields [36, 40], as we expected. In order to satisfy Lq → 0 at
the zero field point Hc = B = 0, we add the following field-independent terms:
Nc ×
Nf∑
i=1
{
− m
4
qi
16pi2
(
log(m2qi)−
3
2
)}
. (42)
Now, the effective potential of quark part Vq = −Lq can be written as
Vq = V
fin
q + V
div
q , (43)
where
V finq =
Nc∑
a=1
Nf∑
i=1
{
− a
2
a,i
24pi2
[
log (2aa,i) + 12ζ
′(−1, m
2
qi
2aa,i
)− 1
]
+
aa,im
2
qi
8pi2
log
(
2aa,i
m2qi
)
− m
4
qi
16pi2
[
log
(
2aa,i
m2qi
)
+
1
2
]}
, (44)
and
V divq =
Nc∑
a=1
Nf∑
i=1
a2a,i
24pi2
logΛ2. (45)
In this form of the effective potential, we can take the massless limit mqi → 0 without any
infrared divergences. In the massless limit, the finite part of the effective potential becomes
V finq =
Nc∑
a=1
Nf∑
i=1
{
− a
2
a,i
24pi2
[log(aa,i)− cq]
}
, (46)
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where cq = −12ζ ′(−1, 0)+1−log2 = 12logG−log2. Here we have used ζ ′(−1, 0) = 112−logG,
and G = 1.282427 · · · is the Glaisher constant. It is worth mentioning that in the divergent
part (45), the cross terms gwaeQqiHcBcosθHcB in a
2
a,i cancel after the summation of the color
index thanks to the property of the eigenvalues wa (18). Thus, the logarithmic divergences
are proportional to either H2c or B
2 as
V divq =
Nf
48pi2
(gHc)
2logΛ2 +
Nc
24pi2
 Nf∑
i=1
Q2qi
 (eB)2logΛ2, (47)
and then these divergent terms can be absorbed by the renormalization of couplings and fields
with the tree level potential. We will renormalize these logarithmic divergences together with
that of the YM part in the next subsection.
B. Total effective potential and renormalization
The one-loop effective potential of the pure Yang-Mills theory which includes gluon and
ghost parts is given by [16–21] (see also Appendix A)
ReVYM = V
fin
YM + V
div
Y M , (48)
where
V finYM =
11Nc
96pi2
(gHc)
2
log (gHc)− cg + 1Nc
N2c−1∑
h=1
v2hlog|vh|
 ,
V divY M = −
11Nc
96pi2
(gHc)
2logΛ2, (49)
and
ImVYM = − Nc
16pi2
(gHc)
2. (50)
Here cg = (12 + 2log2 − 12logG)/11 = 0.94556 · · · . vh is the eigenvalue of the Hermitian
matrix (Tc)AC = ifABC nˆB, which can be obtained by using a certain (N2c − 1) × (N2c − 1)
unitary matrix as
UTcU † = diag(v1, v2, · · · , vN2c−1). (51)
For the SU(2) case, this diagonalization is also straightforward, and we can easily obtain
the eigenvalues v1 = +1, v2 = −1 and v3 = 0. We will discuss the eigenvalues vh for the
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SU(3) case in the next section. From the Cartan-Killing metric of SU(Nc), we can get the
following property of vh:
N2c−1∑
h=1
v2h = tr(TcTc) = nˆAnˆB(−fCAC
′
fC
′BC) = nˆAnˆBNcδ
AB = Nc. (52)
The imaginary part of the effective potential (50) corresponds to the Nielsen-Olesen (N-O)
instability [18].
Here we should comment on the N-O instability. The origin of the N-O instability is well
known as follows. After the diagonalization of the gluon in the color space, the quantum
fluctuations A correspond to the off-diagonal gluons. The diagonal parts of A do not couple
to the background field Aˆ and thus do not contribute to the dynamics [24]. Without loss
of generality, we can choose the orientation of ~Hc as the z direction. Then, the energy
spectra of the massless off-diagonal gluon in the presence of the background chromomagnetic
field are given by En =
√
p2z + 2|gvhHc|(n+ 1/2)− 2gvhHcSz where n = 0, 1, 2 · · · and
Sz = ±1. The lowest Landau level (LLL) n = 0 with Sz = +1 gives the tachyonic mode for
gvhHc > 0, because E0 =
√
p2z − |gvhHc| become pure imaginary when p2z < |gvhHc|. This
is the origin of the imaginary part of the effective potential, namely, the N-O instability.
Now, in the low energy (strong-coupling) region, the true ground state (vacuum) of the
YM theory should be stable, so the N-O instability obtained by the one-loop calculation
could be stabilized by nonperturbative dynamics of the YM theory.1 Although the N-
O instability in the strong-coupling region would be a nontrivial problem as well as the
Schwinger mechanism in the strong-coupling region [43], there is one possibility to stabilize
the vacuum. In the strong-coupling region, quenched lattice QCD simulations observe the
large mass of the off-diagonal gluon MA >∼ 1 GeV in the maximally Abelian gauge [44–46]
and also in the Cho-Faddeev-Niemi decomposition [47]. Since there is no mass term in the
original YM Lagrangian, it can be regarded as a dynamical generation of the off-diagonal
gluon mass caused by nonperturbative gluodynamics. Then, the large off-diagonal gluon
mass could shift the energy spectrum of the LLL to E0 =
√
p2z +M
2
A − |gvhHc| and stabilize
1 However in high-energy (weak-coupling) regions, the N-O instability (pair creation of gluons) would be
a physical phenomenon because in such energy regions the one-loop analysis should be justified. For
instance, in the early stages of relativistic heavy ion collisions, extremely strong chromomagnetic fields
(as well as chromoelectric fields) are generated. This chromomagnetic field could decay into gluons through
the N-O instability as discussed in [41, 42].
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the YM vacuum, as discussed in [48–50]. On the other hand, the real part of the one-loop
effective potential (known as the leading log model) is qualitatively in agreement with the
nonperturbative analyses for the effective potential, such as the quenched lattice QCD [51]
and the functional renormalization group [52]. Thus, we expect that only the real part has
physical meanings in the low-energy region. Furthermore, the quark loop contributions (43)
nonlinearly interacting with chromomagnetic fields and U(1)em magnetic fields are always
real within the one-loop level. Therefore, in this study, we concentrate on the real part of
the effective potential and investigate the effect of the magnetic field on the QCD vacuum.
Including the tree level potential and the quark part of the effective potential, the total
QCD effective potential is given by
Veff =
H2c
2
+
B2
2
+ V fin + V div, (53)
where
V fin = +
11Nc
96pi2
(gHc)
2
log (gHc)− cg + 1Nc
N2c−1∑
h=1
v2hlog|vh|

+
Nc∑
a=1
Nf∑
i=1
{
− a
2
a,i
24pi2
[
log (2aa,i) + 12ζ
′(−1, m
2
qi
2aa,i
)− 1
]
+
aa,im
2
qi
8pi2
log
(
2aa,i
m2qi
)
− m
4
qi
16pi2
[
log
(
2aa,i
m2qi
)
+
1
2
]}
, (54)
and
V div =
1
2
{
− 1
(4pi)2
(
11
3
Nc − 2
3
Nf
)}
(gHc)
2logΛ2
+
1
2
Nc
12pi2
 Nf∑
i=1
Q2qi
 (eB)2logΛ2. (55)
Now, the divergent part of the effective potential V div can be absorbed by the renormalization
of couplings and fields with the tree level potential. Replacing the couplings and fields in
the effective potential by bare couplings g0, e0 and bare fields Hc0, B0, the effective potential
becomes
Veff =
H2c0
2
+
B20
2
+ V div0 + V
fin
0 , (56)
where V fin0 and V
div
0 are the same functions as (54) and (55) with replacing gHc and eB by
g0Hc0 and e0B0. Following a conventional renormalization procedure of the gauge theory,
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we rescale the couplings and fields as
g = Z
1/2
3,QCDg0, e = Z
1/2
3,QEDe0, (57)
and
Hc0 = Z
1/2
3,QCDHc, B0 = Z
1/2
3,QEDB, (58)
where the renormalization rescaling factors are given by
Z3,QCD = 1 + δ3,QCD, Z3,QED = 1 + δ3,QED. (59)
Here δ3,QCD and δ3,QED are counterterms. Using these renormalized couplings g, e and fields
Hc, B, the effective potential can be written as
Veff =
1
2
Z3,QCDH
2
c +
1
2
Z3,QEDB
2 + V div + V fin, (60)
where V fin and V div are the same functions as (54) and (55) with gHc and eB because
g0Hc0 = gHc and e0B0 = eB. Choosing the counterterms so that the logarithmic divergences
in V div cancel,
δ3,QCD =
g2
(4pi)2
(
11
3
Nc − 2
3
Nf
)
log
(
Λ2
µ2
)
,
δ3,QED = − e
2
12pi2
Nc
 Nf∑
i=1
Q2qi
 log(Λ2
µ2
)
, (61)
we finally obtain the finite renormalized effective potential
Veff =
H2c
2
+
B2
2
+ VYM + Vq, (62)
with
VYM =
11Nc
96pi2
(gHc)
2
log
(
gHc
µ2
)
− cg + 1
Nc
N2c−1∑
h=1
v2hlog|vh|
 , (63)
Vq =
Nc∑
a=1
Nf∑
i=1
{
− a
2
a,i
24pi2
[
log
(
2aa,i
µ2
)
+ 12ζ ′(−1, m
2
qi
2aa,i
)− 1
]
+
aa,im
2
qi
8pi2
log
(
2aa,i
m2qi
)
− m
4
qi
16pi2
[
log
(
2aa,i
m2qi
)
+
1
2
]}
. (64)
Here we have introduced an arbitrary renormalization scale point µ in the counterterms (61),
and thus the final expression of the effective potential explicitly contains µ. However the
16
effective potential (62) should be independent of an arbitrary renormalization scale point
µ. Actually, the effective potential is µ-independent. To see this, we consider the following
renormalization group (RG) equation,
µ
d
dµ
V (g,Hc, e, B, µ) = 0, (65)
where couplings and fields depend on µ, namely, running couplings and fields. Since in this
study we do not take into account the quark mass renormalization, mqi is independent of µ.
The equation (65) gives[
µ
∂
∂µ
+ βQCD
∂
∂g
− 2γHcH2c
∂
∂H2c
+ βQED
∂
∂e
− 2γBB2 ∂
∂B2
]
V (g,Hc, e, B, µ) = 0, (66)
where βQCD and βQED are β functions of QCD and QED, defined as βQCD = µ∂g/∂µ and
βQED = µ∂e/∂µ. By using the equations (57) and the renormalization rescaling factors (59),
we can evaluate these β functions as
βQCD = µ
∂g
∂µ
=
1
2
gµ
1
Z3,QCD
∂Z3,QCD
∂µ
= − g
3
(4pi)2
(
11
3
Nc − 2
3
Nf
)
, (67)
βQED = µ
∂e
∂µ
=
1
2
eµ
1
Z3,QED
∂Z3,QED
∂µ
= +
e3
12pi2
Nc
 Nf∑
i=1
Q2qi
 . (68)
We obtain the correct one-loop β functions of both QCD and QED. γHc and γB are the
anomalous dimensions of fields, obtained as
γHc = −
µ
Hc
∂Hc
∂µ
=
1
2
µ
1
Z3,QCD
∂Z3,QCD
∂µ
=
1
g
βQCD, (69)
γB = − µ
B
∂B
∂µ
=
1
2
µ
1
Z3,QED
∂Z3,QED
∂µ
=
1
e
βQED. (70)
We can easily verify that the effective potential (62) satisfies the RG equation (66). Accord-
ingly, the effective potential is independent of the renormalization scale point µ, provided
that we take into account appropriate running couplings and fields which can be obtained
by solving the differential equations (67)−(70).
III. PROPERTIES OF COLOR SU(3) QCD EFFECTIVE POTENTIAL WITH EX-
TERNAL U(1)em MAGNETIC FIELD
Let us now focus on the color SU(3) QCD with the external U(1)em magnetic field. In
order to obtain the color SU(3) QCD effective potential, we need the eigenvalues of nˆATA
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FIG. 2: Diagrammatic representations of eigenvalues wa and ±λa. Left panel: the rotated weight
diagram. Each wa is given by the x coordinate of each vertex of the Θ-rotated triangle. Right
panel: the rotated root diagram. Each ±λa is given by the x coordinate of vertex of the Θ-rotated
hexagon.
and Tc for the color SU(3) case. First, we consider the eigenvalues of nˆATA. To get the
eigenvalues, we evaluate the determinant of the 3× 3 matrix (nˆATA − wI3×3) and find
det(nˆATA − wI3×3) = −w3 + Aw2 −Bw + C
= (w1 − w)(w2 − w)(w3 − w), (71)
where
A = 0, B = −1
4
nˆ2, C =
1
12
[dABC nˆ
AnˆBnˆC ]. (72)
Therefore, the eigenvalues should satisfy the following equations:
w1 + w2 + w3 = A,
w1w2 + w1w3 + w2w3 = B,
w1w2w3 = C. (73)
The first equation is the same as (18). We need to solve Eqs. (73) to get the eigenvalues.
Now, since nˆATA is the 3 × 3 matrix and it is traceless, the diagonalized matrix of nˆATA
and thus the solutions of (73) may be expressed in terms of the two diagonal matrices T 3
and T 8 which are traceless as [53]
UnˆATAU † = T 3cosΘ− T 8sinΘ
= diag(w1, w2, w3), (74)
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where
w1 =
1√
3
cos
(
Θ +
pi
6
)
, w2 = − 1√
3
cos
(
Θ− pi
6
)
, w3 =
1√
3
sinΘ. (75)
Θ is related to the second Casimir invariant C2 = [dABC nˆ
AnˆBnˆC ]2 as
sin23Θ = 3C2. (76)
Here we follow the notation of [53]. The relation of the notations to [54, 55] is discussed
in [53]. The eigenvalues (75) indeed satisfy the equations (73) and also (17). The author
of [53] discussed the diagrammatic interpretation of the eigenvalues (75) as depicted in the
left panel of Fig. 2. Each wa corresponds to the x coordinate of each vertex of the rotated
weight diagram. Θ is the rotating angle of the weight diagram.
Next, we shall consider the eigenvalues of Tc = ifABC nˆB. In order to obtain the eigen-
values, one needs to evaluate the determinant of the 8 × 8 matrix (ifABC nˆB − vδAC) as
[55]
det(ifABC nˆB − vδAC) = v2(v6 − A′v4 +B′v2 − C ′)
= v2(v2 − λ21)(v2 − λ22)(v2 − λ23), (77)
where
A′ =
3
2
nˆ2, B′ =
A′2
4
, C ′ =
1
16
[(nˆAnˆA)3 − 3C2]. (78)
There are two zero eigenvalues, and other eigenvalues λa are all paired and satisfy
λ21 + λ
2
2 + λ
2
3 = A
′,
λ21λ
2
2 + λ
2
1λ
2
3 + λ
2
2λ
2
3 = B
′,
λ21λ
2
2λ
2
3 = C
′. (79)
The first equation of (79) corresponds to the condition (52). To get paired eigenvalues ±λa,
we need to solve these equations (79). Now, since two of the eigenvalues are zero and other
eigenvalues are all paired, the number of independent variables is three. Furthermore, the
matrix Tc satisfies tr(T 2c ) = 3 from (52). Then, the diagonalized matrix of Tc and thus the
solutions of (79) may be expressed in terms of two diagonal matrices which satisfy (52) as
UTcU † = T 3d cosΘ− T 8d sinΘ, (80)
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where T 3d = diag(+1,−1, 0,+1/2,−1/2,−1/2,+1/2, 0) and T 8d =
diag(0, 0, 0,
√
3/2,−√3/2,√3/2,−√3/2, 0) are diagonalized matrices of ifA3C and
ifA8C , respectively. T 3d and T 8d have at least two zero eigenvalues, and other eigenvalues
are all paired. From (80), the diagonalized matrix of Tc can be written as
UTcU † = diag(λ1,−λ1, 0, λ2,−λ2, λ3,−λ3, 0), (81)
where
λ21 = cos
2Θ,
λ22 = cos
2
(
Θ +
pi
3
)
,
λ23 = cos
2
(
Θ +
2pi
3
)
. (82)
One can easily verify that these eigenvalues satisfy Eqs. (79) when Θ obeys (76). These
results (82) coincide with the eigenvalues obtained in [55] if we use the relation of the
notations mentioned in [53]. Moreover, these eigenvalues have a diagrammatic interpretation
as depicted in the right panel of Fig. 2. Each ±λa corresponds to the x coordinate of
each vertex of the rotated root diagram. Θ is the rotating angle of the root diagram.
From the symmetries of the diagrams in Fig. 2, it is sufficient to consider the angle range
−pi/6 ≤ Θ ≤ pi/6.
Now, let us investigate the properties of the color SU(3) QCD effective potential with
the magnetic field. We take into account the three flavors for quarks with Qu = +2/3 and
Qd = Qs = −1/3. The quark masses are taken as mu = md = 5 MeV and ms = 140 MeV.
Through this section, we take the strong and the electromagnetic coupling constants so that
αs = 1 and αE.M. = 1/137 at the renormalization scale point µ = 1 GeV which is chosen as
a typical hadron scale. Since the effective potential is renormalization group invariant, the
following results are µ-independent, provided that we take into account appropriate running
couplings and fields.
Figure 3 shows the quark part of the effective potential Vq as a function of θHcB with a fixed
value of gHc. Here we set gHc = 0.2 GeV
2. From Fig. 3, we see that Vq is symmetric under
the simultaneous transformations θHcB → −θHcB + pi and Θ→ −Θ. This symmetry can be
understood from the factor aa,i =
√
(gwaHc)2 + (eQqiB)
2 + 2gwaeQqiHcBcosθHcB in Vq and
the transformation law of wa, (w1, w2, w3) → (−w2,−w1,−w3) under Θ → −Θ. Another
important observation in Fig. 3 is that the minima of the effective potential appear at θHcB =
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FIG. 3: Quark effective potential Vq as a function of θHcB with a fixed value of the chromomagnetic
field: gH = 0.2 GeV2 and various values of the magnetic field: eB = 0.1, 0.2, 0.3, 0.4 GeV2 and
Θ: Θ = 0, pi/12, pi/6, −pi/12, −pi/6.
0 (or pi) with any strengths of the magnetic field. This means that the chromomagnetic field
~Hc prefers to be parallel (or antiparallel) to the external ~B-field. This result is consistent
with the previous result [32] in which the proper time integral is numerically performed and
also with the recent lattice results [33–35]. In what follows, we shall take θHcB = 0 with
−pi
6
≤ Θ ≤ pi
6
.
Next we incorporate the gluon and ghost contributions into the potential. Here we
concentrate on the real part of the effective potential, as discussed in the previous section.
Figure 4 shows the QCD effective potential as a function of gHc with B = 0. In this figure,
we set Θ = 0. It is well known that the one-loop YM effective potential H2c /2 + VYM has
a minimum away from the origin. This minimum corresponds to the dynamical generation
of the chromomagnetic condensate [16–21]. As shown in Fig. 4, the quark loop contribution
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FIG. 4: QCD effective potential as a function of gHc with B = 0 and Θ = 0.
Vq attenuates the gluonic contribution VYM , owing to the opposite sign of VYM . Then, the
minimum of the total effective potential Veff shifts to the left-hand side from the minimum
of H2c /2+VYM . We investigate how the chromomagnetic condensate behaves in the presence
of the magnetic field.
Here, we have employed the strength of the strong coupling αs = 1 at the renormalization
scale point µ = 1 GeV. Another choice of the coupling strength and the renormalization
scale point will give a different position of the minimum of the effective potential. However,
the qualitative behavior of the effective potential is independent of the choice. In particular,
the tendency of the effective potential in the presence of the magnetic field does not depend
on the choice of the coupling strength and renormalization scale point.
Now we define the normalized effective potential as
V¯ (Hc, B) = Veff (Hc, B)− Veff (0, B), (83)
so that V¯ (Hc, B) becomes zero at Hc = 0. This normalized effective potential is also renor-
malization group invariant. The second term does not affect the minimum position. The
left panel of Fig. 5 shows the magnetic field dependence of the normalized effective potential
with Θ = 0. The minimum shifts to the right-hand side as the magnetic field increases.
This behavior is independent of Θ. The right panel of Fig. 5 shows the chromomagnetic
condensate (gHc)
2
min as a function of the magnetic field. In the small magnetic field region,
(gHc)
2
min slowly increases. In the case of massless limit mqi → 0, which is actually a good
22
approximation for light quarks, we can obtain the analytic form of (gHc)
2
min with eB = 0
by calculating ∂Veff/∂Hc = 0,
(gHc)
2
min,0 = µ
4exp
{
− 8pi
b0αs
− 1 + 2
b0
(
11Nc
3
c′g −
2Nf
3
c′q
)}
, b0 =
11Nc
3
− 2Nf
3
, (84)
where c′g = cg − 1/Nc
∑Nc
a=1 λ
2
alogλ
2
a and c
′
q = cq −
∑Nc
a=1 w
2
alogw
2
a. Using the (gHc)
2
min,0 we
find the eB dependence of the chromomagnetic condensate (gHc)
2
min for the small eB region
((gHc)min  eB) as
(gHc)
2
min = (gHc)
2
min,0 +
(4pi)2
b0
Nc
12pi2
 Nf∑
i=1
Q2qi
 (eB)2, (85)
with Nc = 3 and Nf = 3 (u, d, s) in our case. In this expression, (gHc)
2
min quadratically
increases with respect to eB. We note that the coefficient of the second term is the ratio
of the coefficients of βQCD (67) and βQED (68). In the large eB region, eB > (gHc)min,
(gHc)
2
min still monotonically increases as the magnetic field increases. These behaviors are
quite similar to the recent lattice QCD result [35] with Nf = 1 + 1 + 1 staggered quarks of
physical masses in which the authors insist an enhancement of the gluonic action density in
the presence of the magnetic field at zero temperature, called the gluonic magnetic catalysis.
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FIG. 5: Left panel: the magnetic field dependence of the QCD effective potential with Θ = 0.
Right panel: the magnetic field dependence of the chromomagnetic condensate with various values
of Θ: Θ = 0, pi/12, pi/6, −pi/12, −pi/6.
In our results, quark loop contributions which correspond to the sea quark effect discussed
in [31] should be important, since only Vq has B dependence. To see the importance of the
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sea quark effect, we define the following quantity with the pure chromomagnetic background:
∆V¯ (Hc, B) = V¯ (Hc, B)− V¯ (Hc, 0)
= Vq(Hc, B)− Vq(0, B)− Vq(Hc, 0)
=
i∫
d4x
log
[
det(i /ˆD(Hc, B)−Mq)
det(i /ˆD(Hc, 0)−Mq) det(i /ˆD(0, B)−Mq)
]
. (86)
This quantity ∆V¯ indicates the change of the normalized effective potential V¯ measured from
the one atB = 0, namely, the change from the uppermost (black) line to other lower (colored)
lines in the left panel of Fig. 5. Since the final line of (86) contains only quark determinants,
this change ∆V¯ is purely a sea quark effect. A similar quantity is also calculated in the
lattice study to investigate the sea quark effect with nonzero magnetic fields in terms of
the reweighting technique [31]. Furthermore, ∆V¯ is renormalization group invariant since it
satisfies the RG equation (66). We have numerically verified that the quantity ∆V¯ is always
negative with any values of gHc, eB and Θ and monotonically decreasing as either eB or gHc
increases. Figure 6 shows ∆V¯ (H,B) as a function of gHc and eB in the case of Θ = 0 as an
example. ∆V¯ is negative in the whole region of gHc-eB plane and monotonically decreasing.
Now, when B = 0, the quark loop contribution Vq attenuates the gluonic contribution VYM
in the total effective potential Veff = H
2
c /2 + VYM + Vq, owing to the opposite sign of VYM
as we have seen in Fig. 4. From (86), we can rewrite the normalized effective potential
V¯ (Hc, B) as
V¯ (Hc, B) = V¯ (Hc, 0) + ∆V¯ (Hc, B)
=
H2c
2
+ VYM +
[
Vq(Hc, 0) + ∆V¯ (Hc, B)
]
. (87)
Here ∆V¯ (Hc, B) can be regarded as the B-dependent part of the quark loop contribution,
whereas Vq(Hc, 0) as the B-independent part. Since ∆V¯ is always negative and monotoni-
cally decreasing, the B-dependent part of the quark loop contribution enhances the gluonic
contribution VYM , which plays a completely opposite role of the B-independent part Vq.
Thanks to the properties of the B-dependent part ∆V¯ of the quark loop (sea quark) contri-
bution, the chromomagnetic condensate (gHc)
2
min monotonically increases with an increasing
magnetic field, as we have seen in Fig. 5. This property of the sea quark supports the gluonic
magnetic catalysis at the zero temperature, observed in current lattice data [35].
Although our analysis is based on the one-loop calculation but containing all order in-
teraction with the chromomagnetic field and the external magnetic field, our results are
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FIG. 6: ∆V¯ as a function of gHc and eB with Θ = 0.
qualitatively in agreement with recent lattice results. Thus we expect that our analysis
captures the essence of the actual physics situation.
Finally, we mention the dynamical breaking of chiral symmetry and our future works.
In this paper, we do not take into account the dynamical breaking of chiral symmetry and
thus the magnetic catalysis [3–5] (an enhancement of the dynamical quark mass induced
by the magnetic field). However, we expect that the magnetic catalysis also contributes
to the gluonic magnetic catalysis since dynamical quark masses M∗q (B) would suppress
the quark loop, especially in large eB regions eB > M∗2q (B = 0), (gHc)min. In order to
incorporate the dynamical chiral symmetry breaking and the magnetic catalysis into our
framework, we should take into account a higher-order term of the quark field, namely,
interaction between quarks. In a future work, we will take the interaction between quarks
such as the Nambu-Jona-Lasinio-type interaction into our effective potential and explore
the effects of the dynamical chiral symmetry breaking and the magnetic catalysis. It is
also intriguing how the situation changes at finite temperature, and whether we obtain
the (gluonic) inverse magnetic catalysis from the sea quark effect in particular near the
pseudocritical temperature T ∼ Tc, as reported in [31, 35]. This interesting issue at finite
temperature will also be addressed in our next project.
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IV. SUMMARY AND CONCLUSION
In this paper, we derive the analytic expression for the one-loop SU(Nc) QCD effective
potential including Nf flavor quarks which nonlinearly interact with the pure chromomag-
netic background field and the external U(1)em magnetic field. After the renormalization of
couplings and fields, we obtain the correct one-loop β functions of both QCD and QED. The
resulting effective potential is renormalization group invariant, namely, independent of the
renormalization scale point µ. We investigate the effect of the magnetic field on the QCD
effective potential in particular for the color SU(3) case with the three flavors (u, d, s). We
find that the chromomagnetic field prefers to be parallel (or antiparallel) to the external
magnetic field. This result is consistent with the previous results [32] in which the proper
time integral is numerically performed and also with the recent lattice results [33–35]. Fur-
thermore, our result shows that quark loop contributions to the effective potential (sea quark
effect) with the magnetic field enhance the gluonic contributions, and thus the chromomag-
netic condensate (gHc)
2
min monotonically increases with an increasing magnetic field. This
result supports the recent observed gluonic magnetic catalysis at zero temperature in lattice
QCD [35].
In a future work, we will incorporate the effects of the dynamical breaking of chiral sym-
metry and magnetic catalysis into the effective potential. Furthermore, we will investigate
the properties of the sea quark effect at finite temperature, especially near the pseudocritical
temperature T ∼ Tc. The sea quark will play an important role for the (gluonic) inverse
magnetic catalysis, as recently pointed out in the lattice QCD study [31].
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Appendix A: The one-loop effective potential of SU(Nc) Yang-Mills theory with a
pure chromomagnetic background
We derive the one-loop effective potential of the SU(Nc) YM theory (see [16–21] for the
original works). From (13), the one-loop effective action of the YM theory is given by
iSYM = iSg + iSc, (A1)
where
iSg = log det
[
−(Dˆ2)ACgµν − 2gfABCFˆBµν
]−1/2
, (A2)
for the gluon part and
iSc = log det
[
−(Dˆ2)AC
]
, (A3)
for the ghost part, respectively. Using the eigenvalues vh of the matrix T ACc = ifABC nˆB,
the effective action of the gluon part becomes
iSg = −1
2
N2c−1∑
h=1
log det
[−D2vhgµν + 2igvhFµν]
= −1
2
N2c−1∑
h=1
log det
(−D2vh − 2g|vh|a) (−D2vh + 2g|vh|a)
× (−D2vh + 2ig|vh|b) (−D2vh − 2ig|vh|b) , (A4)
where Dvhµ = ∂µ − igvhAµ, and
a =
1
2
√√
F 4 + (F · F˜ )2 + F 2, b = 1
2
√√
F 4 + (F · F˜ )2 − F 2 (A5)
are related to the eigenvalues ±F (1) and ±F (2) of the field strength tensor Fµν as [10]
± F (1) = ±ia, ±F (2) = ±b. (A6)
Here F 2 and F · F˜ can be expressed in terms of the chromomagnetic field ~Hc and the
chromoelectric fields ~Ec as
F 2 = 2( ~H2c − ~E2c ), F · F˜ = −4 ~Ec · ~Hc. (A7)
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The absolute values of vh in (A4) appear when we explicitly calculate the eigenvalues of
the matrix −D2vhgµν + 2igvhFµν . We shall introduce ρvh , which stands for any one of
±2g|vh|a,±2ig|vh|b, and evaluate the following action:
iSρvh = −
1
2
log det(−D2vh + ρvh)
= −1
2
Tr log(−D2vh + ρvh)
= −1
2
∫
d4x〈x| log(−D2vh + ρvh)|x〉.
(A8)
Using the identity (23), we get
iSρvh =
i
2
∫
d4x
∫ ∞
0
ds
s1−
e−i(ρvh−iδ)s〈x| e−is(−D2vh )|x〉. (A9)
As mentioned in Sec. II, we can apply the Schwinger’s proper time method [10] to evaluate
the matrix element 〈x′| e−is(−D2vh )|x′′〉 as in QED, since the gauge field Aµ is now Abelian
like a photon field. Defining the Hamiltonian Hvh = −D2vh , we obtain the matrix element as
〈x′| exp (−iHvhs) |x′′〉 = −
i
(4pi)2
Ψvh(x
′, x′′)e−Lvh (s)s−2
×exp
[
i
4
(x′ − x′′)(gvhF )coth(gvhFs)(x′ − x′′)
]
, (A10)
where
Ψvh(x
′, x′′) = exp
[
igvh
∫ x′
x′′
Aµdx
µ
]
,
Lvh(s) =
1
2
tr log
[
(gvhFs)
−1sinh(gvhFs)
]
. (A11)
In the case of the local effective action, we take x′ → x′′ = x and thus (A9) becomes
iSρvh = −
i1+
32pi2
∫
d4x
∫ ∞
0
ds
s3−
e−Lvh (s)e−i(ρvh−iδ)s. (A12)
Replacing ρvh by ±2g|vh|a and ±2ig|vh|b and gathering all the contributions, the effective
action of the gluon part can be written as
iSg =
N2c−1∑
h=1
− i
1+
32pi2
∫
d4x
∫ ∞
0
ds
s3−
e−Lvh(s)
×{e−i(−2g|vh|a−iδ)s + e−i(+2g|vh|a−iδ)s + e−i(−2ig|vh|b−iδ)s + e−i(+2ig|vh|b−iδ)s} .(A13)
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We can evaluate e−Lvh (s) by using the second identity of (28), and then the action reads
iSg =
N2c−1∑
h=1
− i
1+
32pi2
∫
d4x
∫ ∞
0
ds
s3−
(g|vh|as)(g|vh|bs)
sin(g|vh|as)sinh(g|vh|bs)
×{e−i(−2g|vh|a−iδ)s + e−i(+2g|vh|a−iδ)s + e−i(−2ig|vh|b−iδ)s + e−i(+2ig|vh|b−iδ)s} .(A14)
Similarly, we can evaluate the effective action of the ghost part (A3). Including the ghost
part, the resulting effective action of the Yang-Mills theory is given as
iSYM =
∫
d4x− i
1+
32pi2
N2c−1∑
h=1
∫ ∞
0
ds
s3−
e−δs
(g|vh|as)(g|vh|bs)
sin(g|vh|as)sinh(g|vh|bs)
×{e+2ig|vh|as + e−2ig|vh|as + e+2g|vh|bs + e−2g|vh|bs − 2} . (A15)
The last term −2 in the bracket corresponds to the ghost contribution. Now, let us consider
the pure chromomagnetic background, a =
√
~Hc
2
= Hc and b→ 0. Then, we get
iSYM =
∫
d4x− i
1+
32pi2
N2c−1∑
h=1
∫ ∞
0
ds
s3−
g|vh|Hcs
sin(g|vh|Hcs)e
−δs {e+2ig|vh|Hcs + e−2ig|vh|Hcs} .(A16)
The effective Lagrangian can be obtain in terms of SYM as
LYM = SYM∫
d4x
= LstabY M + LunstabY M , (A17)
where we define the stable and unstable parts of the effective Lagrangian as [18]
LstabY M = −i1+
N2c−1∑
h=1
g|vh|Hc
16pi2
∫ ∞
0
ds
s2−
e−δs
{
e−3ig|vh|Hcs + e+ig|vh|Hcs
1− e−2ig|vh|Hcs − e
+ig|vh|Hcs
}
,
LunstabY M = −i1+
N2c−1∑
h=1
g|vh|Hc
16pi2
∫ ∞
0
ds
s2−
e−δse+ig|vh|Hcs. (A18)
First, we shall consider the stable part of the effective Lagrangian. Taking the Wick rotation
of the proper time s, the stable part reads
LstabY M = −
N2c−1∑
h=1
g|vh|Hc
16pi2
i1+
∫ −i∞
0
ds
s2−
e−δs
(
e−3ig|vh|Hcs + e+ig|vh|Hcs
1− e−2ig|vh|Hcs − e
+ig|vh|Hcs
)
.(A19)
Now we change the integral variable as s → −is and take δ → 0. Then, the stable part
becomes
LstabY M = −
N2c−1∑
h=1
g|vh|Hc
16pi2
i1+
∫ ∞
0
−ids
(−is)2−
(
e−3g|vh|Hcs + e+g|vh|Hcs
1− e−2g|vh|Hcs − e
+g|vh|Hcs
)
=
N2c−1∑
h=1
g|vh|Hc
16pi2
∫ ∞
0
ds
s2−
(
1
sinh(g|vh|Hcs) − e
−g|vh|Hcs
)
. (A20)
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Here we consider the integral of the first term
I1 =
g|vh|Hc
16pi2
∫ ∞
0
ds
s2−
1
sinh(g|vh|Hcs)
=
g|vh|Hc
8pi2
∫ ∞
0
ds
s2−
e−g|vh|Hcs
1− e−2g|vh|Hcs . (A21)
Applying the following representation of the generalized zeta function [38],
ζ(s, λ) =
∞∑
n=0
1
(n+ λ)s
=
1
Γ(s)
∫ ∞
0
xs−1exp(−λx)
1− exp(−x) dx, (A22)
the integral I1 can be obtained as
I1 =
(gvhHc)
2
4pi2
{
−
(
1

− γE + 1
)
ζ(−1, 1/2)
+log(2g|vh|Hc)ζ(−1, 1/2)− ζ ′(−1, 1/2)
}
. (A23)
Next we evaluate the integral of the second term in (A20)
I2 = −g|vh|Hc
16pi2
∫ ∞
0
ds
s2−
e−g|vh|Hcs
= −g|vh|Hc
16pi2
Γ(− 1)
(g|vh|Hc)−1
= −(gvhHc)
2
16pi2
{
−
(
1

− γE + 1
)
+ log(g|vh|Hc)
}
. (A24)
Now, let us consider the unstable part. Taking the Wick rotation with the upper contour,
which is a different contour from the stable part calculation, we get
LunstabY M =
N2c−1∑
h=1
−g|vh|Hc
16pi2
i1+
∫ +i∞
0
ds
s2−
eig|vh|Hcs. (A25)
After the Wick rotation, we have taken δ → 0. We change the integral variable as s→ +is,
and then the unstable part becomes
LunstabY M =
N2c−1∑
h=1
−g|vh|Hc
16pi2
(−1)
∫ ∞
0
ds
s2−
e−g|vh|Hcs
=
N2c−1∑
h=1
−(gvhHc)
2
16pi2
{
−
(
1

− γE + 1
)
+ log(g|vh|Hc)− ipi
}
. (A26)
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The imaginary part appears in the last term. Gathering the both stable and unstable parts,
we obtain the total effective Lagrangian of the YM theory as
LYM =
N2c−1∑
h=1
{
(gvhHc)
2
4pi2
[
−
(
1

− γE + 1
)
ζ(−1, 1/2) + log(2g|vh|Hc)ζ(−1, 1/2)− ζ ′(−1, 1/2)
]
−(gvhHc)
2
8pi2
[
−
(
1

− γE + 1
)
+ log(g|vh|Hc)
]}
+i
N2c−1∑
h=1
(gvhHc)
2
16pi
. (A27)
Using (52), the imaginary part of the Lagrangian can be written as
ImLYM = Nc
16pi
(gHc)
2. (A28)
With ζ(−1, 1/2) = 1
24
and ζ ′(−1, 1/2) = − 1
24
log2− 1
24
+ 1
2
logG, the real part reads
ReLYM = 11Nc
96pi2
(gHc)
2
(
1

− γE
)
−11Nc
96pi2
(gHc)
2
log(gHc)− cg + 1Nc
N2c−1∑
h=1
v2hlog|vh|
 , (A29)
where cg = (12 + 2log2− 12logG)/11 = 0.94556 · · · . Therefore, the total effective potential
of the Yang-Mills theory VYM = −LYM is given as
VYM = ReVYM + ImVYM , (A30)
where the real part is
ReVYM = V
fin
YM + V
div
Y M , (A31)
with
V finYM = +
11Nc
96pi2
(gHc)
2
log(gHc)− cg + 1Nc
N2c−1∑
h=1
v2hlog|vh|
 ,
V divY M = −
11Nc
96pi2
(gHc)
2
(
1

− γE
)
, (A32)
and the imaginary part is
ImVYM = − Nc
16pi
(gHc)
2. (A33)
The resulting one-loop effective potential of the SU(Nc) YM theory coincides with the result
of [20, 21].
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Appendix B: Relation between dimensional regularization and cutoff regularization
Considering the week field expansion of the (38), we obtain
Lq = −
Nc∑
a=1
Nf∑
i=1
aa,i
8pi2
∫ ∞
0
ds
s2−
e−m
2
qi
scoth(aa,is)
→ −
Nc∑
a=1
Nf∑
i=1
1
8pi2
∫ ∞
0
ds
s3
e−m
2
qi
s
(
1 +
1
3
(aa,is)
2
)
. (B1)
We expect that these divergent integrals in the second line correspond to the divergent terms
in (40). In order to estimate the divergences, we consider the following integrals:
I1 =
∫ ∞
0
ds
s3
e−m
2s, I2 =
∫ ∞
0
ds
s
e−m
2s. (B2)
First, we calculate the I2 by using the dimensional regularization and the cutoff regulariza-
tion, and we get
I(d)2 =
∫ ∞
0
ds
s1−
e−m
2s =
1

− γE − logm2 +O(),
I(c)2 =
∫ ∞
1/Λ2
ds
s
e−m
2s = logΛ2 − logm2 +O(m
2
Λ2
). (B3)
Since the logm2 term is common, we find the relation between dimensional regularization
and the cutoff regularization as
1

− γE ↔ logΛ2. (B4)
We have used the relation in the replacement of (40) by (41). We note the logm2 term does
not appear in the results of (40) and (41). Therefore we can take the massless limit in (41)
without any infrared divergences.
Next we consider the I1. We evaluate the I1 by using the dimensional regularization and
the cutoff regularization, and the results are given as
I(d)1 =
∫ ∞
0
ds
s3−
e−m
2s =
m4
2
(
1

− γE
)
+
3
4
m4 − m
4
2
logm2 + O(),
I(c)1 =
∫ ∞
1/Λ2
ds
s3
e−m
2s =
1
2
(
Λ4 − 2m2Λ2 +m4logΛ2)+ 3
4
m4 − m
4
2
logm2 +O(
m2
Λ2
).(B5)
Therefore, we read off the following relation:
m4
(
1

− γE
)
↔ (Λ4 − 2m2Λ2 +m4logΛ2) . (B6)
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We have also used the relation in the replacement of (40) by (41). However, these divergent
terms do not depend on any fields in (41), so we have omitted these divergences.
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