Our experiments at beamline 5.3.1 of the Advanced Light Source feature a 45-cm long x-ray deformable mirror (XDM). We describe the experiment and present recent results in two areas. First, we directly image the 3 keV x-ray beam and demonstrate customized shaping of its intensity in the near field. Detailed physics simulations of the experiment agree very well with actual measurements. Second, we use a grating interferometer to measure known figure errors applied to the surface of the XDM. A relative height change on the XDM of 2.5 nm RMS is measured at an SNR of eight in single measurement. A provisional error budget analysis indicates that uncalibrated errors in the system are by far the largest component.
INTRODUCTION
An x-ray deformable mirror (XDM) provides the capability to dynamically change the electric field distribution in an x-ray experiment. An XDM has been used to correct for optical errors, producing very high resolution.
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Such a deformable optic also has the potential to provide customized beam shaping.
2 Piezoelectric bimorph mirrors were tested at ESRF as early as 1998. 3 More recently, deformable optics have been tested at SOLEIL, 4 SPring-8, 5 Diamond Light Source 6, 7 and Elettra. 8 Recently we have developed our own XDM 9 that has a high actuator density on a long substrate.
In this paper we present recent results from our x-ray experiment at the Advanced Light Source. Our research is focused on developing in-situ x-ray metrology that is accurate and precise enough to control the XDM's surface height to 1 nm RMS, a level that we have previously demonstrated with calibrated visible-light metrology. 9 The keystone of this approach is a detailed understanding of system performance, through use of accurate physics-based simulations and predictions of expected performance.
As described below, we use the XDM to shape the intensity of the x-ray beam into specific profiles. These measurements are in the "near field" of the system, in a plane close to (but not precisely conjugate to) the XDM. This is not the same as shaping the beam at the system's focus (the "far field"). These absolute (not relative) measurements of beam intensity agree very well with the results of our simulations and show the usefulness of the XDM's high actuator density and significant stroke.
In addition, we present initial results from our grating interferometer. This metrology technique has been previously used at higher energies to measure a deformable optic by both Matsuyama et al. 10 at SPring-8 and Marathe et al. 11 at APS. We use the grating interferometer to accurately measure relative (not absolute) heights on the XDM as small as 2.5 nm RMS in single measurements. This is a first step on the path to using such a sensor to flatten the XDM. A provisional error budget based on these initial experiments indicates that by far the largest error term is the uncalibrated optical error in the system separate from the XDM. 
EXPERIMENTAL SETUP
A comprehensive description of the basic experimental setup is available in Poyneer et al. 12 In this section we describe the new equipment and note any relevant changes to the setup. Our adaptive x-ray optics experiment is installed in the End Station 2 (ES2) vacuum chamber in Beamline 5.3.1 at the Advanced Light Source in Berkeley, California. The major optical items are listed in Table 1 and are described below.
Harmonic suppressor
Effective operation of the diffractive metrology requires a monochromatic x-ray beam. Beamline 5.3.1 is provided with a broadband x-ray input from the bend magnet radiation of the ALS storage ring, which is filtered in two stages. First, a double Si(111) crystal monochromator is set to 3 keV, producing mainly 3 keV light but also smaller amounts of the odd higher harmonics. Experiments show that this monochromator suppresses 9-keV x rays by a factor of 150 compared to 3-keV x-rays. While this is more than adequate for many other applications, the specifics of our setup require a much higher ratio. In particular, the focused spot at the pinhole in our end station is approximately 150-µm in diameter. In order to produce a diffraction pattern (as opposed to passing a truncated geometric beam) we require a pinhole of diameter 2 µm or smaller.
The large difference in size between the pinhole and the oncoming beam is what necessitates a very high suppression ratio. Our pinhole array is made of 5-µm thick gold (see description below in Sec. 2.2); this effectively blocks all 3-keV light (intensity transmission 1.3e-9) but only moderately attenuates 9-keV light (intensity transmission 0.23). Even with the use of a coaligned, 20-µm "cleanup" aperture that blocks most of the incoming beam at both energies, we have nearly equal amounts of 3 keV and 9 keV after the gold pinhole if only the monochromator of the beamline is used. This 9 keV light will contaminate our difffraction-based measurements. Therefore a new harmonic suppressor system was designed and installed in beamline 5.3.1. The system is a two-mirror sorter that exploits the differing critical angles of the incoming x rays to reflect the desired 3 keV but absorb the 9 keV light. Its suppression ratio is better than 10,000:1. This two-stage system has provided us with a highly monochromatic beam for our experiment.
Pinhole
The monochromatic, 3-keV beam is brought to a focus at the front of ES2. This location sets the zero-point along the optical axis (see distances in Table 1 ). As mentioned above, we actually have two pinholes. The first, a 20-µm diameter pinhole has effectively zero transmission through the solid material. This serves to block most of the incoming beam (which is 150 µm in diameter), any beam features outside (such as the hexagonal scatter pattern of the monochromator), and most stray light. The second pinhole is much smaller and produces a spatially-filtered, unaberrated beam. The size and shape of the resultant beam should be set by diffraction, not by any characteristics of the incoming beam from upstream.
For the small pinhole we use a custom-fabricated 1 × 1 mm gold membrane that is 5 µm thick. As noted above, this is thick enough to effectively block 3 keV light. The pinholes were fabricated by electroplating a mold patterned with electron beam lithography. A 100nm thick silicon nitride membrane supports the pinhole [Right] SEM image of a section of the 7-µm period grating, which is made from a 1.9-µm thick silicon membrane (see Sec. 2.7). structure. A plating seed layer consisted of 12nm thick gold and 5nm thick titanium was deposited on the membrane before the lithography.
This membrane has an array of different pinholes sizes, the three smallest of which are 0.75, 1.26 and 2.05 µm in diameter. We typically use the 1.26-µm pinhole. It is small enough that the diffraction pattern fully illuminates the XDM's entire length at 1 mrad, but large enough to let through adequate x-ray flux. A Scanning Electron Microscopy (SEM) image of this pinhole is given in Fig. 1. 
Slit
The JJ X-ray AT-F7-AIR variable-aperture slit is located upstream of the XDM. In previous experiments it was used for long-trace profilometry. At present its size and position are adjusted so that it serves as an upstream pupil stop that is matched to the XDM. The experiment is aligned so that the XDM reflects the center portion of the diffracted beam. The light that misses the downstream end of the XDM and is not reflected will continue down through the chamber, where it can hit the KB or other elements. Using the slit as a pupil stop blocks this light upstream and prevents stray light contamination in the measurements.
XDM
The XDM is used to modify the electric field of the x-ray beam. It has a monolithic, single-crystal silicon substrate that is 45 cm in length, 3 cm in height, and 4 cm in width. There are 45 actuators along the length, which allow the precise shaping of the surface figure. The mirror is mounted in horizontal-normal configuration. The x-ray beam is not controlled along the vertical direction. Extensive visible-light metrology has been conducted on the XDM, resulting in precise calibration of the response of the mirror to voltage. (See our previous work for details.
9, 13 ) This allows us to take a given phase shape, within certain allowable spatial frequencies, and calculate the voltages that command the XDM to create that shape.
Since the beam from the pinhole is diverging and the XDM is at a shallow graze angle, the XDM surface is not mapped uniformly into the electric field. In this configuration, 18 cm of the XDM's length is upstream of the point where the main ray from the pinhole intersects the XDM's surface. The other 27 cm of the length is downstream. This means a uniform sinusoid on the XDM surface maps into the electric field with a variable period; it is compressed with more cycles per unit distance on the downstream side of the field. This is demonstrated with experiments in Sec. 4.
KB
We use the existing horizontal Kirkpatrick-Baez (KB) optic in ES2. Its design is described in detail elsewhere.
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The mirror's clear aperture is 80 mm and its effective focal length, when used at the designed 8 mrad graze angle, is is 0.2108 m. The positions of the optics along the optical axis are set such that when the XDM is used at 1 mrad, the reflected beam will just fill the KB's clear aperture at 8 mrad. [Left] The mount provides translation (with 1-µm steps across the full range and 1-nm-step-size scans) along the optical axis, laterally and vertically.
[Right] The mount also provides "clocking" and "tilt" rotations. As seen in the back tower, a target is mounted with spring clips into the sample holder.
The KB acts like a lens, re-imaging the pinhole at a point downstream. Using the relationship 1/f = 1/z 1 + 1/z 2 and the distances in Table 1 , this focus is 0.24 m beyond the KB center. With a beam size at the KB of 625 µm, this gives the system an f-number of 384. As a result, the spot size at focus, if the system is diffraction-limited, is 160 nm at 3 keV.
Just as the focus is conjugate to the pinhole, the electric field at the CCD is a re-imaging of the electric field upstream of the KB. Again using the focal length, the re-imaged plane is 26 cm upstream of the KB. This is about 6 cm before the downstream end of the XDM. This means that phase errors that are created by adjustment of the XDM's surface height will have only a short distance to propagate before they are reimaged at the CCD, and hence exhibit less Talbot propagation. This is demonstrated with experiments in Sec. 4.
Target nanopositioner
A custom mount, designed and built by SmarAct to meet our requirements, is used to hold and move samples either at focus or several centimeters downstream. The mount consists of a rail which supports two carriages. The rail is installed along the optical axis; the carriages move along the rail with sub-micron positioning. Each carriage supports a tower to hold the samples. Each tower has both lateral and vertical translation to allow precise positioning of the sample in the beam. The lateral adjustment has sufficient range to pull the towers entirely out of the beam when not in use.
At the top of each tower is a sample holder, which sits on two rotation stages. Targets are held in place on the sample holder with a spring arm. The holder is attached to the tilt rotation stage. Figure 2 shows targets on the towers as deployed in ES2. These rotation stages allow "clocking" of the sample, i.e. rotation of the vertical sample around the optical axis. The samples can also be tilted (rotated around the vertical axis) to bring them "face-on" to the beam reflected off the KB. This adjustment is small -the beam off the KB is typically at a 12 mrad angle relative to the optical axis. Details of how the knife edge and grating samples are accurately positioned in the beam are provided in Sec. 3.
Phase gratings
To probe the x-ray beam with the grating interferometry technique we require some form of phase or amplitude grating of suitable pitch. See Sec. 5.1 for a discussion of the different grating types and our design process. Our phase gratings are made of silicon. At 3 keV a thickness of 1.9 µm provides a π/2 phase shift. This thickness also introduces an intensity transmission of 0.65. This means that we cannot use a grating with a uniform substrate with "pillars" on top, as the even a few microns of silicon underneath will uniformly attenuate the beam and reduce total flux. To provide adequate sampling of both the wavefront of the beam and the fringes on the detector, a grating period of between 7 and 9 µm was selected. This results in a design where strips of 1.9-µm-thick silicon between 3.5 and 4.5 µm wide are separated by an an equal amount of empty space.
The silicon gratings were fabricated out of freestanding silicon membranes of the target thickness. Resist was coated on the membrane and grating patterning was performed with electron beam lithography for ease of handling the membrane and high pattern fidelity. The pattern was etched into the membrane by cryogenic plasma etching with sulfur hexafluoride and oxygen. 16 The tailored etch recipe created anisotropic grating profiles. The residual resist was removed by oxygen plasma. Figure 1 , right, shows an SEM image of a grating after fabrication. Small connecting "bridges" are used between the grating lines. Their placement was designed to avoid coherent artifacts at the detector.
Detector
The detector is an Andor iKon-L SO back-illuminated CCD. It has a 2048 × 2048 array of 13.5 µm pixels that directly detect x-ray photons. Since our previous publication, the CCD has been moved just over half a meter farther downstream by attaching it to the end of an extension tube off the back end of ES2. This provides adequate sampling of the fringes. At 3 keV, the CCD has a quantum efficiency of 96%. One x-ray photon is converted into 830 electrons, with a Fano factor of 0.11. Each pixel can detect up to 120 x-ray photons before saturation.
Control software and simulations
As described in detail elsewhere, 12 the experiment is controlled through a custom code library in Matlab. All commands that are issued (e.g. XDM voltages, mount positions, slit sizes) are archived. All measurements that are taken (e.g. CCD image) are also archived. Measurement files contain links in the header to the commands that were active at the time. This allows post-fact reconstruction of the complete state of the experiment when specific measurements were taken.
In the same Matlab environment we have detailed simulations of the experiment that include Fresnel propagation and grazing-incidence use of the optics. These codes have been validated against experimental data (see below for results) and can be run on saved commands to simulate how any specific experiment should have performed. See Poyneer et al. 12 for a detailed discussion of these simulation features, why they are important, and how they are implemented.
ALIGNMENT
The hardware must be aligned to the incoming x-ray beam before the experiments can be conducted. This alignment process is mostly automated, to facilitate quicker operation and provide records of changes or drifts.
Alignment of the XDM and KB
In coming focused beam is aligned to the pinholes. Then internal alignment begins with all optics/elements pulled out and the beam taking a direct, unobstructed path through the system to the detector. The incoming beam from the monochromator and harmonic suppressor is centered on the pinhole. The then slit (at a known width) is centered on the beam. The XDM is moved in at 1 mrad graze angle and is centered on the beam and slit. Finally, the KB is brought in at 8 mrad graze angle and the beam is centered on its clear aperture. At this point we have everything aligned except the diffraction-based metrology. Experiments taken in this mode are presented in Sec. 5.2 -5.4.
Alignment of the grating
The grating is placed a known distance downstream of where focus should be. The vertical and lateral positions are adjusted to center the grating on the beam. The clocking and tilt are adjusted if needed. A scan along the optical axis is conducted to find the maximum fringe visibility (see Sec. 5.1). Once this alignment is complete we can begin grating measurements. These experiments are presented in Sec. 5. 
DIRECT IMAGING OF THE SHAPED BEAM

Measurement design
In our previous work we presented low-precision measurements of the XDM's surface figure (obtained with longtrace-profilometry) and corresponding direct images of the beam. Both experiments were conducted at 7.5 keV and the KB was not used. While the beam shape changes were consistent with theory, they were small as an overall percentage. In this new configuration, operation at 3 keV and the increased distance between the XDM and the CCD make Talbot effects more obvious.
Experimental results
To clearly illustrate the Talbot effect, we conducted a test where we shaped the surface height of the XDM into a uniform sinusoid. As noted above, based on prior calibrations we can define a desired height profile and then determine the voltage commands that make that shape. In this test we used a sinusoid with 5 cycles across the XDM (9-cm period on the surface). The sinusoid had a height of ± 35 nm (25 nm RMS). At 1 mrad and 3 keV this produces a phase error in the electric field of about ± 1.1 rad.
In each experimental set the lateral position of the height sinusoid along the XDM surface was shifted by 1/32 of a period (2.8 mm) per frame for one complete cycyle. For each position a CCD image was taken with an exposure time of 1 second. Each frame is dark-subtracted then integrated along the vertical axis (which the XDM does not modify) to increase SNR. This produces a line-out along the lateral axis of the beam, which we can directly compare to simulation. Based on 120 x-ray photons to saturation per pixel, we estimate that each frame received approximately 79,000 photons. Figure 3 , left, shows the experimental data from set # 635, which was taken on May 6, 2016. At right is our simulation of the experiment, which includes the known figure error (presented in Figure 4 of Poyneer et al. 9 ) of the XDM after fabrication.
In order to produce this match we had to evaluate and verify several system parameters. These include pinhole size (which is the most significant factor in the overall beam profile) and XDM distance and graze angle (which have both a smaller effect on overall beam profile and also affect both the conversion of height to phase and the total propagation distance). The only significant discrepancy that we found was that the diffraction pattern is larger than we would expect for this pinhole size. There also is some underlying variability in the total x-ray flux per exposure, which we attribute to reliability problems with the shutter.
In this test the XDM's height sinusoid is in effect making a phase grating, which produces a fringe pattern at the detector. At the main-ray intersection point on the XDM, the aberration in the beam has a period of 86 µm. The electric field propagates 1.56 m to the CCD and the wavelength is 0.41 nm. Accounting for the diverging beam, 17 this makes the propagation equivalent 1.7% of the diverging Talbot length. Across the XDM length this exact amount will vary as both the period and the total distance to the CCD change. Assuming constant period for simplicity, the propagation amount from 1.6% to 1.8%. The simulation correctly accounts for all of these factors. The experimental data [left] and simulation [right] agree very well -the fringe pattern has the right intensity, non-uniform spacing and location in the beam.
Next we conducted a test with the exact same XDM figure, but used the KB to reimage the beam. This results in an image that is larger (due to magnification) and has a much shorter propagation distance in terms of Talbot effects, as the electric field at the CCD is a reimaging of the electric field about 6 cm upstream of the downstream end of the XDM. In terms of Talbot lengths, this means the phase at the upstream end propagates approximately 0.7% of the Talbot length, while the phase at the downstream end actually propagates -0.2% of the Talbot length. As a consequence the amplitude ripples are much less obvious at the CCD plane.
For this specific experiment the exposure time was 5 seconds. From the data we estimate that each frame received 362,000 x-ray photons per image. This scales correctly with exposure time from set 635. More photons were needed as the magnified image was spread out over more CCD pixels. Figure 4 shows the measured data and simulation from set # 634 (which was also taken on May 6, 2016) . In this case the KB configuration for the simulation must be determined. The dominant factor here is the KB graze angle, as this sets the magnification. By matching the beam size in the simulation to that observed in the data, a KB graze angle of 8 mrad was derived. Though the intensity variations produced by the simulation again match the data in terms of amplitude, the overall pattern is shifted towards one side of the image relative to the experimental data. We have yet to definitively identify the cause of this shift.
In summary, we have conducted direct-imaging measurements of the x-ray beam in the near field, as modulated by the XDM. Simulations, which account for the grazing incidence and correctly capture the relevant Fresnel effects, produce results that agree very well with actual measurements. Both cases shown above clearly demonstrate the utility of the XDM to shape the x-ray beam.
GRATING INTERFEROMETRY
The x-ray grating interferometer (which is sometimes colloquially referred to as a "shearing" sensor or "Talbot" sensor) at its simplest consists of a grating of period p. 18, 19 This grating is usually designed with equal spacing on the lines (i.e. the line width is p/2). For hard x rays, where there is negligible absorption in the grating material, the grating is typically a phase grating, with the phase shift set by the material thickness and index of refraction. For soft x rays and lower energies, the absorption of the material can be significant. Instead of a phase grating, a transmission grating (i.e. an amplitude grating) is used, as is described by Naulleau et al.
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Either type of grating will produce a fringe pattern at certain favorable distances downstream. This fringe pattern encodes the difference of the wavefront phase as a result of the interference of various orders. The fringe pattern is analyzed to produce an estimate of the phase difference, which can then be integrated to obtain an estimate of the phase. The fringe analysis can be done in the spatial domain through taking several images at different lateral shifts of the primary grating (termed the "phase stepping" method by Weitkamp 18 ). Or the signal can be obtained from a single measurement in the frequency domain via demodulation at the fringe carrier frequency, as described by Naulleau et al. 20 In this paper we use demodulation to analyze our single-shot measurements.
There are at least four recent results of using a grating interferometer to characterize x-ray optics. 10, 11, 21, 22 These encompass energies from 1.24 to 18 keV and use a variety of approaches. Key characteristics are summarized in Table 2 . Our experiment is at an energy in between the others, where the necessary thickness of silicon to induce a phase delay also attenuates the beam. Analysis of our simulation results indicated that a π/2-delay grating would be much more robust to this dual phase and amplitude effect, as well as requiring less material. These gratings had to be specially manufactured, as is described above in Sec. 2.7.
Metrology design
Our design challenge is to select a grating capable of accurately measuring the largest range of spatial frequencies on the XDM; ideally all frequencies that the XDM can "shape". For this analysis we begin with a simple model. When used with an electric field of interest at the grating E(x), the grating produces a summation of sheared copies, each with an oscillatory phase, at a distance z downstream
where the C q 's are constants. The diverging beam does not affect the shear between the different orders but does change the period of the fringes to p c . For the π/2-delay phase grating, C 0 = 0. Including only the first three terms, the intensity is
(2) The cross-terms between q = 0 and q = 1 and between q = 0 and q = −1 produce the fringe period of p c and a shear between the two copies of zλp −1 . For our design we use the following variables: z 1 is the distance from focus to the grating, and z c is total distance from focus to the CCD. We need to find the best grating period p and distance from focus z 1 to measure phase errors on the XDM.
Shear constraint
The first criterion is set by the shearing of the beam in relation to the phase aberration of interest. When the shear at the detector is equal to one period of the aberration at the detector, there is no phase difference signal to measure. Where C is the number of cycles across the XDM of the highest spatial frequency that we want to measure, we have the following constraint p λ
This constraint sets the minimum period for the phase grating. Larger periods have smaller shears and hence higher spatial-frequency limits.
Aliasing constraint
The second criterion is set by aliasing. Each bright fringe samples the field, so there must be at least two samples per period of any aberration that we want to measure. Using aberrations and magnified fringe sizes at the detector, we obtain
Pixel constraint
The third criterion is the sampling of the fringe pattern at the detector. The fringes are magnified by the expanding beam. If we want R pixels per period, where ∆ is the pixel size, we have the following constraint inequality
This constraint sets a maximum distance past focus z 1 for any grating, with larger distances possible for largerperiod gratings (because the beam gets bigger).
Talbot constraint
The fourth criterion is that the distance from the grating to the detector z c − z 1 is favorable in terms of Talbot length. For a π/2-delay phase grating, best performance is at odd multiples of one-quarter of the Talbot length. This still holds when there is a mild amplitude effect with the grating, as in our design. With an expanding beam, an effective Talbot length is calculated using the method described by Zhou and Burge. 17 The fractional Talbot distance F is the same at any plane. It is the ratio of the propagation distance from grating to CCD with the collimated Talbot length 2p 2 /λ, as
This result is consistent with the results of Weitkamp 18 concerning use with a spherical wave.
Design space
Using all four of the above constraints, we produce a space of valid possible grating periods p and distances from focus z 1 . From Tab. 1 we have z c = 78.5 cm. The finest-pitch grating that meets the requirements has a 7-µm period. This maximizes fringe sampling on the detector (6.8 pixels per fringe), but has the smallest sensitivity range (maximum of 11.7 cycles across the XDM). The widest-pitch grating has a 9-µm period. This has lower fringe sampling (5.0 pixels per fringe), but higher sensitivity (16.0 cycles across the XDM). Both grating designs are limited by the aliasing constraint. 
Experimental results -alignment
For best performance the grating must be placed at the correct distance past focus. Since the exact location of focus was uncertain, we found the best position by scanning the grating along the optical axis and evaluating the fringe pattern in the frequency domain. The best position of f = 1/4 is when the second carrier has zero power, as indicated from a simulation shown in Fig. 5 , left side. The experimental data from set # 759, taken August 12, 2016, shows the expected variation of the carrier and harmonics. The best grating position is at a command of 88 mm from the rail front
Experimental results -calibration
Our experiments in August 2016 were conducted with a different internal alignment than May and June experiments. A misalignment upstream of ES2 could only be fixed by placing the XDM at 3 mrad. At this angle the KB at 8 mrad only subtends 40% of the full pupil.
In order to use the grating to control the XDM's surface, we require that its measurements be both accurate and precise. In this context accurate means calibrated; e.g. as a interferometer can be three-flat calibrated to produce absolute, not relative, phase. To assess the level of systematic error in the setup, we took grating measurements with the XDM at "flat" voltages (voltages which in the past reduced the height error to 1 nm RMS) and at uniform voltage (where there is an uncorrected figure error of about 19 nm RMS). Figure 6 shows the demodulated phase difference signal for these two cases. At left is the case where the XDM's height error should be negligible and the measured phase difference captures many things in the system: any figure error on the KB, any significant amplitude variations in the beam, any non-uniformities in the grating or in the CCD, and noise (see below for more on photon noise). The blue signal in the left panel is 165 mrad RMS phase difference. At right is the measurement with the XDM presenting its figure error. This figure error, over a 40% section of the XDM's diameter, is 110 mrad RMS phase difference.
Calibrating the system correctly will depend on the overall science goal. If the goal is a perfectly focused spot, we need a calibration that separates the grating and CCD non-uniformities from the KB errors. This could be obtained either by presenting a known wavefront to the grating and CCD, or by using a probe to characterize the focus. We will explore calibration options in future work.
Experimental results -relative measurements and noise
As noted above the grating sensor is not absolute-phase calibrated, so we will use relative measurements. This involves taking the difference of grating measurements with the mirror at two different shapes, and gives us the phase difference for that change in XDM height. The following "ripple" experiments used the same 5-cycles phase aberration as in Sec. 4.2, but in this case only 2 cycles are visible due to the different XDM graze angle.
We first took a set of data with the +/-35-nm height sinusoid. This shape is 25 nm RMS height and, in this configuration, about 2.3 rad RMS phase. The relative phase difference should be 420 mrad RMS. Figure 7 , left, shows the relative phase difference for the 32 different lateral positions of the sinusoid on the XDM surface. We repeated the experiment with smaller amounts of height error. The the ± 3.5-nm height error set, on a different color scale, is shown at right in the Figure. By scaling the relative phase signal at left by 0.1, we estimate the "signal" and "noise" components of the measurement of set # 763. The phase ripple is 42 mrad RMS phase difference. The remaining measurement is noise. After removing the static term (the mean of the 32 measurements, which was 15 mrad RMS), we calculated the sample standard deviation of each frame. The median value was 15 mrad RMS phase difference. This provides an estimate of the random frame-to-frame noise in the system. This analysis was done on two other sets (not presented here) and the frame-to-frame noise was 15 and 14 mrad RMS phase difference. Using the ratio of signal variances, set # 763 demonstrates the measurement of a 2.5 nm RMS height sinusoid on the XDM at an SNR of eight.
To quantify the photon noise component, we took measured fringe images and generated noisy copies. CCD characteristics are given in Sec. 2.8. For set # 763, the typical image had 1e8 DN per image, or around 1.82e5 received x-ray photons. For each of 64 noisy realizations, we estimated the slopes and subtracted the slope signal from the noise-free template. Then the standard deviation of each frame was calculated, which represents the added component due to photon noise. The median over 64 random trials was 15 mrad RMS phase difference. This is on par with the frame-to-frame noise detailed above. Photon noise is therefore the dominant source of frame-to-frame randomness in the measurements.
Experimental results -provisional error budget
From these experiments we produce provisional error budget for this grating interferometer. The uncalibrated static error in the measurement is 165 mrad RMS phase difference. This is from a yet-to-be-determined combination of errors on the KB, amplitude errors (due to beamline misalignments) and grating and CCD nonuniformities. In order to either flatten the XDM to 1 nm RMS height, or to produce a high-quality focused spot, this static error will have to be explored and calibrated.
Frame-to-frame random error is dominated by photon noise. In a single image, taken to 80% of full-well for the brightest fringe, we observe (and simulations confirm) 15 mrad RMS phase difference. This noise level should be reducible through averaging more exposures, assuming that there is not a significant time-variable component in the system, such as vibration.
Is this adequate to flatten the XDM to 1 nm RMS height? It depends on the spatial frequencies that we have to fix. As shown above, we measured a ± 3.5-nm height error (2.5 nm RMS height error), at an SNR of eight. Simulations indicate that in our regular configuration with the XDM at 1 mrad, that 5-cycle phase aberration at 1 nm RMS should produce an 18 mrad RMS phase difference measurement. With some averaging this height error should be easily measurable with this grating interferometer. Higher-frequency height errors will have larger slopes and be easier to measure; lower-frequency signals will have smaller slopes. Two cycles across the 45-cm at 1 nm RMS height is an 8 mrad RMS phase difference signal, or an SNR of about 0.25 for a single measurement.
CONCLUSIONS AND FUTURE WORK
We have presented advances in two specific areas of our adaptive x-ray optics project experiments at the Advanced Light Source. First, we have used the XDM to shape the intensity of the x-ray beam into specific profiles in the near field. These absolute (not relative) measurements of beam intensity agree very well with the results of our simulations and demonstrate a unique capability of having a deformable optic in an x-ray experiment. Second, we have commissioned a grating interferometer to measure the wavefront in our experiment. We have demonstrated the measurement of a 2.5 nm RMS height change on our XDM at an SNR of eight. Per-image photon noise is estimated to be 15 mrad RMS phase difference. The present configuration, with some averaging to reduce photon noise, should be capable of flattening the XDM to 1 nm RMS at all except perhaps the vary lowest spatial frequencies. Work remains to be done in calibrating the grating sensor so that it can be used to flatten the XDM or to correct other optical errors in the system.
