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Abstract
Let Ω ⊂ Rn(n ≥ 2) be a bounded domain with boundary ∂Ω, ν be the outward
unit vector normal to ∂Ω, and 0 < β < +∞ be a parameter. We prove two results for
the following Robin eigenvalue problem{
−∆ψ = λψ x ∈ Ω,
∂ψ
∂ν
+ βψ = 0 x ∈ ∂Ω.
One is an upper bound for the ratio of the first two eigenvalues which can be used to
recover the PPW conjecture proved by M.S.Ashbaugh and R.D.Benguria in [1] and [2],
the other is a reverse Ho¨lder inequality for the first eigenfunction which is a natural
generalization of Chiti’s reverse Ho¨lder inequality for the first eigenfunction of Dirichlet
Laplacian.
AMS subject classification: 35P15, 35P30, 35J65, 35J70
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1. Introduction
Let Ω ⊂ Rn(n ≥ 2) be an open bounded domain whose boundary ∂Ω is assumed to be
of Lipschitz type. We consider the following eigenvalue problem{
−∆ψ = λψ x ∈ Ω,
∂ψ
∂ν
+ βψ = 0 x ∈ ∂Ω, (1.1)
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where ∆ =
∑n
i=1
∂2
∂x2i
is the Laplace operator,and 0 ≤ β ≤ +∞ is a parameter.
It is well known that problem (1.1) has a purely discrete real spectrum {λk(Ω, β)}+∞k=1
which can be arranged in an increasing way as the following
0 ≤ λ1(Ω, β) < λ2(Ω, β) ≤ λ3(Ω, β) ≤ · · · ≤ λk(Ω, β)→ +∞, k → +∞.
Here each eigenvalue is repeated according to its multiplicity.
The study of eigenvalue problems has its fundamental importance in mathematical
physics and mathematics itself. Much attention has been paid to the estimate of the
eigenvalues, as well as of the norm of eigenfunctions, and many results have been
derived for the special cases β = 0 and β = +∞ of problem (1.1) (see for example[1, 2,
3, 4, 5, 6, 7, 13, 16, 17, 19, 21, 22, 25, 27, 30, 33]). We will mention some of these results
which are closely related to our purpose of this paper in the following paragraphs.
When β = 0, problem (1.1) is reduced to the following{
−∆ψ = λψ x ∈ Ω,
∂ψ
∂ν
= 0 x ∈ ∂Ω,
(1.2)
which is called Neumann eigenvalue problem for Laplace operator, or eigenvalue prob-
lem for Neumann Laplacian. It is easy to see that λ1(Ω, 0) = 0 and the first nonzero
eigenvalue of problem (1.2) is λ2(Ω, 0). For the simplicity of the notation, we tradition-
ally denote λk(Ω, 0) by µk−1(Ω) for any k ≥ 1. Let Ω∗ be the Schwarz symmetrization
of Ω, that is, Ω∗ be the ball in Rn with center at origin and such that Ω∗ and Ω have
the same volume. The most beautiful and important result is the following Szego¨-
Weinberger inequality
µ1(Ω) ≤ µ1(Ω∗) with equality if and only if Ω is a ball, (1.3)
which was proved by Szego¨ for dimension n = 2 in [28], and by Weinberger for dimen-
sion n > 2 in [33]. Some more results about problem (1.2) can be found in [4, 22] etc.
We also remark here that
λ1(Ω, β)→ 0 and λ2(Ω, β)→ µ1(Ω) > 0 as β → 0+ (1.4)
for any Ω ⊂ Rn. Hence, (1.3) implies that there exist a constant β0 > 0 which maybe
depends on Ω such that
λ2(Ω, β) ≤ λ2(Ω∗, β) (1.5)
for any 0 < β ≤ β0 provided that Ω is not a ball.
When β = +∞, problem (1.1) is reduced to the following eigenvalue problem{
−∆ϕ = λϕ x ∈ Ω,
ϕ = 0 x ∈ ∂Ω, (1.6)
which is called eigenvalue problem for Dirichlet Laplacian. As usual, we denote by
λk(Ω) the k
th eigenvalue of the problem (1.6). Problem (1.6) was extensively studied
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by many authors, and many interesting and important results were obtained (see [1, 2,
3, 5, 6, 7, 13, 16, 17, 19, 21, 25, 27, 30]). It is impossible to exhaust all results about
problem (1.6) in a small paper. Here, we restate some of them to motivate our purpose
of the present paper. The first result we recall here is the following Faber-Krahn
inequality
λ1(Ω) ≥ λ1(Ω∗) with equality if and only if Ω is a ball, (1.7)
which was proved by Faber and Krahn independently in [13] and [21] respectively. The
second result we recall is the following Ashbaugh-Benguria inequality
λ2(Ω)
λ1(Ω)
≤ λ2(Ω
∗)
λ1(Ω∗)
with equality if and only if Ω is a ball, (1.8)
which is a conjecture of Payne, Po´lya and Weinberger in [23, 24] for dimension n = 2,
and of Thompson in [31] for dimension n > 2. Eventually, this conjecture was proved
by M.S.Ashbaugh and R.D.Benguria in [1] for dimension n = 2, and in [2] for dimension
n > 2. The last result we recall here is the following Payne-Rayner inequality for the
first eigenfunction ϕ1(x) of problem (1.6) in dimension n = 2.∫
Ω
ϕ21(x)dx ≤
λ1(Ω)
4pi
(
∫
Ω
ϕ1(x)dx)
2 (1.9)
with equality if and only if Ω is a disk. The above inequality was proved by L.E.Payne
and M.E.Rayner in [25], and successively generalized to any dimension by M.The´res`e
and K.Jobin in [30] and by G.Chiti in [6] with method different from that of [25]. It
is worth pointing out that G.Chiti has in fact proved a reverse Ho¨lder inequality in [6]
which is more general than the Payne-Rayner inequality.
When 0 < β < +∞, problem (1.1) is called eigenvalue problem for Robin Laplacian.
There are also some results for the eigenvalue problem of Robin Laplacian though it is
few. At first, for any β > 0, we have the following Faber-Krahn type inequality
λ1(Ω, β) ≥ λ1(Ω∗, β) with equality if and only if Ω is a ball, (1.10)
which was proved by Bossel in [8] for dimension n = 2, and by Danners in [11, 12] for
dimension n > 2. It is worthy of mention that inequality (1.10) was recently generalized
by Q.Y.Dai and Y.X.Fu in [10] to the Robin problem involving p-Laplacian. In the
second, Payne and Schaefer proved the following estimate for the ratio of the first two
eigenvalues in [26].
λ2(Ω, β)
λ1(Ω, β)
≤ 1 + 4
n
for β > P0λ1(Ω) (1.11)
with P0 = max
x∈∂Ω
x · ν. The inequality (1.11) is an extension of Payne, Po´lya and
Weinbergers result in [23, 24], and of Thompson’s result in [31]. Obviously, inequality
(1.11) can not be valid for all β > 0 since
λ2(Ω, β)
λ1(Ω, β)
→ +∞ as β → 0+
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due to (1.4).
Motivated by the inequality (1.11), A. Henrot proposed a question that for what
β the ratio λ2(Ω,β)
λ1(Ω,β)
achieves its maximum for the ball in a recent paper [16]. From
(1.5), (1.8) and (1.10), one can see that the answer to the Henrot’s problem should be
positive for the parameter β small, or large enough. This leads us to make a conjecture
as the following
Conjecture A. For any β > 0, there holds
λ2(Ω, β)
λ1(Ω, β)
≤ λ2(Ω
∗, β)
λ1(Ω∗, β)
(1.12)
and the equality occurs if and only if Ω is a ball.
At last, we point out here that the Payne-Rayner inequality was also partially
generalized by F.Takahashi and A.Uegaki in [29] from Dirichlet Laplacian to Robin
Laplacian (see also [32] for more information).
The aims of this paper are two folds. One is to shed some lights on the proof of
conjecture A; the other is to extend the Chiti’s reverse Ho¨lder inequality to the first
eigenfunction of problem (1.1) with parameter β ∈ (0,+∞). To this end, a crucial step
is to prove a Chiti type comparison result for problem (1.1) with β ∈ (0,+∞).
Let |Ω| denote the volume of domain Ω, and ωn be the volume of the unit ball in
Rn. Set
R∗ = (|Ω|/ωn)
1
n and ρ = (
√
λ1(Ω∗)/
√
λ1(Ω))R
∗.
If we denote by Bρ(0) the ball in R
n with radius ρ and center at origin, and by Y1(x)
the first eigenfunction of the eigenvalue problem{
−∆Y = λY x ∈ Bρ(0),
Y = 0 x ∈ ∂Bρ(0),
(1.13)
then the Chiti’s comparison result for Dirichlet Laplacian, that is, for problem (1.6)
can be stated as the following
Theorem B([6]). Let Y ∗1 (s) and ϕ
∗
1(s) are the decreasing rearrangement of Y1
and ϕ1, whose definition is given in section 2, respectively. If, for p > 0, we normalize
ϕ1(x) and Y1(x) so that
∫
Ω ϕ
p
1dx =
∫
Bρ(0)
Y p1 dx, then there exists a unique point s0 ∈
(0, |Bρ(0)|) such that{
Y ∗1 (s) > ϕ
∗
1(s) for s ∈ (0, s0),
Y ∗1 (s) ≤ ϕ∗1(s) for s ∈ [s0, |Bρ(0)|),
(1.14)
Chiti’s comparison result was proved by making use of the Schwarz symmetrization
method. This method requires an application of the classical isoperimetric inequality
to the level set {x ∈ Ω : ϕ1(x) > t} of ϕ1(x). It is well known that the classical
isoperimetric inequality can only be used in the case where the boundary of the domain
under consideration is a closed surface. Hence, Chiti can prove his comparison result
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fortunately on the full interval (0, |Bρ(0)|) due to the fact that the boundary of the
level set {x ∈ Ω : ϕ1(x) > t} of the first Dirichlet eigenfunction ϕ1(x) is indeed a closed
surface for any t > 0. However, the level surface {x ∈ Ω : ψ1(x) = t} of the first Robin
eigenfunction ψ1(x) is always not a closed surface for t > 0 small enough provided that
Ω is not a ball. Hence, we can not expect to establish a Chiti type comparison result,
which is good enough to solve conjecture A completely, for Robin problem (1.1). This
may be the essential difficulty in the study of conjecture A. The main observation of
this paper is that the level surface {x ∈ Ω : ψ1(x) = t} is a closed surface for t large in
some extent, which can be used to establish a Chiti type comparison result for Robin
problem (1.1) on a small interval. Once the Chiti type comparison result is established,
we can follow the arguments used in [1], [2] and [6] to get main results of this paper.
To state our results precisely, we fix some notations first. We always assume that
β ∈ (0,+∞), and ψ1(x) is the first eigenfunction of problem (1.1) in the following
paragraphs. Let
M = max
x∈∂Ω
ψ1(x) and ΩM = {x ∈ Ω : ψ1(x) > M}.
It is easy to see that the boundary {x ∈ Ω : ψ1(x) = M} of ΩM is a closed surface.
Furthermore, for any t > M , the level surface {x ∈ Ω : ψ1(x) = t} of ψ1(x) is also a
closed surface. Hence, the classical isoperimetric inequality can be applied to any level
set Ωt = {x ∈ Ω : ψ1(x) > t} of ψ1(x) when t ≥M .
Let
Rλ = (
√
λ1(Ω∗, β)/
√
λ1(Ω, β))R
∗.
Then, from the dilation of problem (1.1) and the inequality (1.10), we have
λ1(Ω, β) = λ1(BRλ ,
R∗
Rλ
β) and Rλ ≤ R∗. (1.15)
Let
RM = (|ΩM |/ωn)
1
n and R = min {Rλ, RM}. (1.16)
It is easy to see that RM depends only on β, Ω and n since the first eigenfunction
ψ1(x) is unique up to multiplication of a positive constant (see [10]), and the set
ΩM = {x ∈ Ω : ψ1(x) > M} is independent of the choice of ψ1(x). Denote by
λ1(BR,
R∗
R
β) the first eigenvalue, and z1(x) the first eigenfunction of the following
eigenvalue problem {
−∆z = λz x ∈ BR(0),
∂z
∂ν
+ R
∗
R
βz = 0 x ∈ ∂BR(0).
(1.17)
By (1.15), (1.16) and a result of T.Giorgi and R.G.Smits in [14], we always have
λ1(BR,
R∗
R
β) ≥ λ1(Ω, β) (1.18)
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Keeping all above notations in mind, the first result of our paper can be stated as
Theorem 1.1. For any β > 0, we have the following estimate
λ2(Ω, β)
λ1(Ω, β)
≤ R
2
λ
R2
λ2(Ω
∗, β)
λ1(Ω∗, β)
− R
2
λ
R2
+ 1. (1.19)
Remark 1.2. If Ω is a ball, then equality occurs in (1.19). In fact, by a result of
Q.Y.Dai and Y.X.Fu in [10], we know that the first eigenfunction for Robin Laplacian
on a ball is radially symmetry and decreasing. Combining this observation with the
Faber-Krahn type inequality (1.10), we can see that RM = Rλ = R
∗. Hence, R2λ/R
2 =
1, and we get the equality in (1.19).
Corollary 1.3. If RM ≥ Rλ, then R = Rλ, and the inequality (1.19) becomes
λ2(Ω, β)
λ1(Ω, β)
≤ λ2(Ω
∗, β)
λ1(Ω∗, β)
.
Remark 1.4. If β = +∞, we have M = 0 and ΩM = Ω. Thus, RM = R∗ ≥ Rλ,
and the Ashbaugh-Benguria inequality can be recovered from the conclusion of corollary
1.3.
Remark 1.5. Though, the exact value of M and RM is not known for general
domain Ω, we can get the following rough estimate of RM for convex domains in
section 5.
RM ≥
[
2n
λ1(Ω)
(
1−
√
2
n
λ1(Ω)
β2 + 2
n
λ1(Ω)
)] 1
2
. (1.20)
The second result of our paper is the following Chiti type reverse Ho¨lder inequality
Theorem 1.6. For any q ≥ p > 0, there holds(∫
Ω
ψq1dx
) 1
q
≤ K (p, q, β,Ω, n)
(∫
Ω
ψp1dx
) 1
p
,
where K (p, q, β,Ω, n) is a positive constant will be given in section 4.
The rest part of this paper is organized as follows: Section 2 is a collection of some
basic facts about the rearrangement of nonnegative measurable functions. Section 3
includes a proof of Chiti type comparison result. The proofs of Theorem 1.1 and 1.6
are presented in Section 4. A detailed explanation of Remark 1.5 is given in Section
5. An appendix is arranged to give some Lemmas needed in the proofs of Theorem 1.1
and 1.6.
2. Preliminary
In this section, we recall some basic facts about the rearrangement of nonnegative
measurable functions.
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Let f : Ω 7→ R be a nonnegative measurable function. For any t ≥ 0. The level set
Ωt of f at the level t is defined by
Ωt = {x ∈ Ω | f(x) > t}, t ≥ 0.
The distribution function of f is given by
µf (t) = |Ωt| = meas{x ∈ Ω | f(x) > t}, t ≥ 0.
Obviously, µf (t) is a monotonically decreasing function of t, µf (t) = 0 for t ≥ ess sup f(x),
and µf (t) = |Ω| for t = 0.
Definition 2.1. Let Ω be a bounded domain in Rn, f : Ω 7→ R be a nonnegative
measurable function. Then the decreasing rearrangement f∗ of f is a function defined
on [0, ∞) by
f∗(s) =


ess sup
x∈Ω
f(x) for s = 0,
inf{t > 0|µf (t) < s} for s > 0.
Obviously, f∗(s) = 0, for s ≥ |Ω|. The increasing rearrangement f∗ of f is defined by
f∗(s) = f
∗(|Ω| − s) for s ∈ (0, +∞).
Definition 2.2. Let Ω be a bounded domain in Rn, f : Ω 7→ R be a nonnegative
measurable function. Then the decreasing Schwarz symmetrization f⋆ of f is a function
defined by
f⋆(x) = f∗(ωn|x|n), for x ∈ Ω∗.
There are many fine properties of rearrangement. Here we only collect some im-
portant properties needed in this paper.
Proposition 2.3. Let f : Ω 7→ R be a nonnegative measurable function. Then,
f, f∗ and f⋆ are all equimeasurable and∫
Ω
fdx =
∫ |Ω|
0
f∗(s)ds =
∫
Ω∗
f⋆(x)dx.
Moreover, for any Borel measurable function F : R 7→ R, there holds
∫
Ω
F (f(x))dx =
∫ |Ω|
0
F (f∗(s))ds =
∫
BR∗(0)
F (f⋆(x))dx.
Proposition 2.4. If f : [0, l] 7→ R is nonnegative and non-increasing, then
f = f∗ a.e.
Proposition 2.5. If ψ : R 7→ R is a non-decreasing function, then
ψ(f∗) = (ψ(f))∗, ψ(f⋆) = (ψ(f))⋆
for any nonnegative measurable function f : Ω 7→ R.
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Proposition 2.6. Let f ∈ Lp(Ω), g ∈ Lq(Ω) with 1
p
+ 1
q
= 1. Then
∫ |Ω|
0
f∗(s)g∗(s)ds ≤
∫
Ω
f(x)g(x)dx ≤
∫ |Ω|
0
f∗(s)g∗(s)ds,
∫
Ω∗
f⋆(x)g⋆(x)dx ≤
∫
Ω
f(x)g(x)dx ≤
∫
Ω∗
f⋆(x)g⋆(x)dx.
Consequently ∫
E
f(x)dx ≤
∫ |E|
0
f∗(s)ds =
∫
E∗
f⋆(x)dx.
for any measurable set E ⊂ Ω.
Proposition 2.7. If f(x) = f(|x|) is nonnegative, and is decreasing (or increasing)
as a function of r = |x| for x ∈ Ω, then
f⋆(r) ≤ f(r)(or f⋆(r) ≥ f(r)) for r ∈ (0, R∗).
Proposition 2.8. Let T, α, β be real numbers such that 0 < α ≤ β and T > 0.
If f, g are real functions in Lβ([0, T ]), then we have
∫ T
0
f∗
β
(t)dt ≤
∫ T
0
g∗
β
(t)dt.
provided that ∫ s
0
f∗
α
(t)dt ≤
∫ s
0
g∗
α
(t)dt for any s ∈ [0, T ].
For detailed information of all the above propositions, we refer to [15], [18] and [19].
3. Chiti Type Comparison Result
This section devotes to prove a Chiti type comparison result for problem (1.1). Keeping
notations given in section 1 in use, our Chiti type comparison result can be stated as
Theorem 3.1. For any p > 0, if we normalize ψ1(x) so that
∫
Ω ψ
p
1dx =
∫
BR(0)
zp1dx,
then the following statements hold.
(i) In the case z∗1(|BR(0)|) ≥ ψ∗1(|BR(0)|), z∗1(s) ≥ ψ∗1(s) for any s ∈ (0, |BR(0)|).
(ii) In the case z∗1(|BR(0)|) < ψ∗1(|BR(0)|), there exists a unique s0 ∈ (0, |BR(0)|)
such that
{
z∗1(s) ≥ ψ∗1(s) for s ∈ [0, s0],
z∗1(s) < ψ
∗
1(s) for s ∈ (s0, |BR(0)|].
The proof of Theorem 3.1 depends strongly on the following lemma. Hence, we
stop to give a proof of it before proceeding on.
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Lemma 3.2. Assume that 0 < β < +∞. Then the following inequality holds for
any s ∈ (0, |ΩM |).
− dψ
∗
1(s)
ds
≤ n−2w−
2
n
n s
2
n
−2
∫ s
0
λ1(Ω, β)ψ
∗
1(τ)dτ. (3.1)
Proof: Since ψ1(x) satisfies
−∆ψ1(x) = λ1(Ω, β)ψ1(x) x ∈ Ω,
we have
−
∫
Ωt
∆ψ1(x)dx = λ1(Ω, β)
∫
Ωt
ψ1(x)dx.
Noticing that Ωt ⊂⊂ Ω for any t > M , we have
−
∫
Ωt
∆ψ1(x)dx = −
∫
∂Ωt
∂ψ1(x)
∂ν
dS =
∫
∂Ωt
|∇ψ1(x)|dS,
and ∫
∂Ωt
|∇ψ1(x)|dS
∫
∂Ωt
1
|∇ψ1(x)|dS ≥ |∂Ωt|
2,
Hence,
−
∫
Ωt
∆ψ1(x)dx ≥ |∂Ωt|
2∫
∂Ωt
1
|∇ψ1(x)|
dS
.
By the co-area formula, we have
µψ1(t) = |Ωt| =
∫
Ωt
dx =
∫ +∞
t
∫
∂Ωτ
dS
|∇ψ1(x)|dτ.
Consequently,
µ′ψ1(t) =
dµψ1(t)
dt
= −
∫
∂Ωt
dS
|∇ψ1(x)| ,
and
−
∫
Ωt
∆ψ1(x)dx ≥ −|∂Ωt|
2
µ′ψ1(t)
.
Since ∂Ωt is a closed surface when t ≥ M , we can apply the classical isoperimetric
inequality to get
|∂Ωt| ≥ nw
1
n
n |Ωt|1−
1
n = nw
1
n
n µ
1− 1
n
ψ1
for t ≥M.
This implies that
−
∫
Ωt
∆ψ1(x)dx ≥
n2w
2
n
n µ
2− 2
n
ψ1
−µ′ψ1(t)
for t ≥M.
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Noting that
λ1(Ω, β)
∫
Ωt
ψ1(x)dx = λ1(Ω, β)
∫ µψ1
0
ψ∗1(τ)dτ,
we get
− 1
µ′ψ1(t)
≤ λ1(Ω, β)n−2w−
2
n
n µ
2
n
−2
ψ1
∫ µψ1
0
ψ∗1(τ)dτ.
Since ψ∗1(s) is essentially a reverse function of µψ1(t), we have
−dψ
∗
1(s)
ds
≤ n−2w−
2
n
n s
2
n
−2
∫ s
0
λ1(Ω, β)ψ
∗
1(τ)dτ for s ∈ (0, |ΩM |).
This is just the desired conclusion of Lemma 3.2.
The proof of Theorem 3.1: From Lemma 3.2, (1.16) and (1.18), we know that
ψ∗1(s) satisfies
− dψ
∗
1(s)
ds
≤ n−2w−
2
n
n s
2
n
−2
∫ s
0
λ1(BR,
R∗
R
β)ψ∗1(τ)dτ for s ∈ (0, |BR(0)|). (3.2)
By Proposition 2.4, Proposition 2.5 and (1.17), we deduce that z∗1(s) satisfies
− dz
∗
1(s)
ds
= n−2w
− 2
n
n s
2
n
−2
∫ s
0
λ1(BR,
R∗
R
β)z∗1(τ)dτ for s ∈ (0, |BR(0)|). (3.3)
At this stage, we divide the proof of Theorem 3.1 into two cases.
(i) In the case z∗1(|BR(0)|) ≥ ψ∗1(|BR(0)|), we want to prove z∗1(s) ≥ ψ∗1(s) for any
s ∈ (0, |BR(0)|). If this conclusion is not true, then there should exist an interval
(s1, s2) ⊂ (0, |BR(0)|) such that z∗1(r) < ψ∗1(r) for r ∈ (s1, s2), and z∗1(si) = ψ∗1(si) for
i = 1, 2. It follows from the assumption
∫
Ω ψ
p
1dx =
∫
BR(0)
zp1dx that either s1 6= 0, or
s2 6= |BR(0)|. No loss of generality, we assume that s2 6= |BR(0)|. Choosing
s2 = inf{s : z∗1(τ) ≥ ψ∗1(τ), τ ∈ (s, |BR(0)|)},
it is easy to see that s2 6= 0 and z∗1(s2) = ψ∗1(s2). Fixing s2, we choose
s1 = inf{s : z∗1(τ) < ψ∗1(τ), τ ∈ (s, s2)}.
Then, there are two possibilities for s1. One is s1 = 0, and the other is s1 6= 0.
If s1 = 0, or s1 6= 0 and
∫ s1
0 ψ
∗
1(τ)dτ >
∫ s1
0 z
∗
1(τ)dτ , we let
w(s) =
{
ψ∗1(s), s ∈ [0, s2)
z∗1(s), s ∈ [s2, |BR(0)|).
If s1 6= 0, and
∫ s1
0 ψ
∗
1(τ)dτ ≤
∫ s1
0 z
∗
1(τ)dτ , we let
w(s) =


z∗1(s), s ∈ [0, s1]
ψ∗1(s), s ∈ [s1, s2],
z∗1(s), s ∈ [s2, |BR(0)|].
10
It is easy to check that w(s) satisfies
− dw(s)
ds
≤ n−2w−
2
n
n s
2
n
−2
∫ s
0
λ1(BR,
R∗
R
β)w(τ)dτ for any s ∈ (0, |BR(0)|). (3.4)
Define a test function W (x) of λ1(BR,
R∗
R
β) by W (x) = w(wn|x|n) for any x ∈
BR(0). By the definition of w(s), we see that W (x) 6≡ z1(x). Hence, we have
λ1(BR,
R∗
R
β)
∫
BR
W 2dx <
∫
BR
|∇W |2dx+ R∗β
R
∫
∂BR
W 2dS
=
∫
BR
|∇W |2dx+ R∗β
R
z21(R)|∂BR|.
(3.5)
Since ∫
BR
|∇W |2dx =
∫ |BR|
0
(w′(s))2n2w
2
n
n s
2− 2
nds,
it follows from (3.4) that
∫
BR
|∇W |2dx ≤ −
∫ |BR|
0
w′(s)
(
λ1(BR,
R∗
R
β)
∫ s
0
w(τ)dτ
)
ds. (3.6)
Let
I = −
∫ |BR|
0
w′(s)
(
λ1(BR,
R∗
R
β)
∫ s
0
w(τ)dτ
)
ds.
By integration by parts, we can get
I = λ1(BR,
R∗
R
β)
(∫
BR
W 2(x)dx −w(|BR|)
∫ |BR|
0
w(τ)dτ
)
. (3.7)
Setting
II = λ1(BR,
R∗
R
β)w(|BR|)
∫ |BR|
0
w(τ)dτ,
it follows from (3.6) and (3.7) that∫
BR
|∇W |2dx ≤ λ1(BR, R
∗
R
β)
∫
BR
W 2(x)dx− II. (3.8)
If s1 = 0, or s1 6= 0 and
∫ s1
0 ψ
∗
1(τ)dτ >
∫ s1
0 z
∗
1(τ)dτ , by virtue of (3.2), (3.3) and the
definition of w(s), we can estimate II as
II = λ1(BR,
R∗
R
β)z1(R)
[∫ s2
0 ψ
∗
1(τ)dτ +
∫ |BR|
0 z
∗
1(τ)dτ −
∫ s2
0 z
∗
1(τ)dτ
]
≥ z1(R)n2w
2
n
n
[
s
2− 2
n
2
d(z∗
1
−ψ∗
1
)(s2)
ds
− |BR|2− 2n dz
∗
1
(|BR|)
ds
]
.
(3.9)
Since s = ωnr
n = ωn|x|n for x ∈ BR(0), we have
dz∗1(|BR|)
ds
=
dz1(r)
dr
dr
ds
∣∣∣∣
r=R
= n−1w−1n R
1−ndz1(R)
dr
.
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By the boundary condition of z1(x), we have
dz1(R)
dr
= −R
∗β
R
z1(R).
Therefore
dz∗1(|BR|)
ds
= −R
∗βz1(R)
n|BR(0)| (3.10)
Substituting (3.10) into (3.9), we get
II ≥ n2w
2
n
n s
2− 2
n
2
d(z∗1 − ψ∗1)(s2)
ds
z1(R) +
R∗β
R
z21(R)|∂BR|. (3.11)
Combining (3.5), (3.8) with (3.11), we reach
d(ψ∗1 − z∗1)
ds
(s2) > 0. (3.12)
Since ψ∗1(s2)− z∗1(s2) = 0 and ψ∗1(s)− z∗1(s) > 0 for s ∈ (s1, s2), we have
d(ψ∗1 − z∗1)
ds
(s2) ≤ 0.
This contradicts (3.12).
If s1 6= 0, and
∫ s1
0 ψ
∗
1(τ)dτ ≤
∫ s1
0 z
∗
1(τ)dτ , by virtue of (3.2), (3.3) and the definition
of w(s), we can estimate II as
II = λ1(BR,
R∗
R
β)z1(R)(
∫ s1
0
z∗1(τ) +
∫ s2
s1
ψ∗1(τ) +
∫ |BR|
s2
z∗1(τ)). (3.13)
Since ψ∗1(τ) > z
∗
1(τ) for τ ∈ (s1, s2), we have∫ s2
s1
ψ∗1(τ) ≥
∫ s2
s1
z∗1(τ). (3.14)
Substituting (3.14) into (3.13), we get
II ≥ λ1(BR, R∗R β)z1(R)(
∫ s1
0 z
∗
1(τ) +
∫ s2
s1
z∗1(τ) +
∫ |BR|
s2
z∗1(τ))
= −n2ω2nR2n−2z1(R)dz
∗
1
(|BR|)
ds
= −|∂BR|z1(R)dz1(R)dr .
(3.15)
Putting the boundary condition into (3.15), we arrive
II ≥ R
∗
R
βz21(R)|∂BR|. (3.16)
Inserting (3.16) and (3.8) into (3.5), we deduce that
λ1(BR,
R∗
R
β)
∫
BR
W 2dx < λ1(BR,
R∗
R
β)
∫
BR
W 2dx.
A contradiction. This completes the proof of Theorem 3.1 (i).
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(ii) In the case z∗1(|BR|) < ψ∗1(|BR|), we want to prove there exists a unique point
s0 ∈ (0, |BR(0)|) such that{
z∗1(s) ≥ ψ∗1(s) for s ∈ [0, s0],
z∗1(s) < ψ
∗
1(s) for s ∈ (s0, |BR(0)|].
At first, from the assumptions that
z∗1(|BR|) < ψ∗1(|BR|) and
∫ |Ω∗|
0
(ψ∗1)
p(s)ds =
∫ |BR(0)|
0
(z∗1)
p(s)ds,
we can easily see that ψ∗1(s) and z
∗
1(s) must intersect at some point s0 ∈ (0, |BR|).
Choosing
s0 = inf{s : z∗1(τ) < ψ∗1(τ), τ ∈ (s, |BR(0)|)},
we are going to prove that s0 is the unique point we want. If this is not true, we can
find a point s1 ∈ (0, s0) such that
z∗1(s) ≥ ψ∗1(s) for any s ∈ (s1, s0), and z∗1(s) 6≡ ψ∗1(s) on (s1, s0)
due to the assumption
∫ |Ω∗|
0 (ψ
∗
1)
p(s)ds =
∫ |BR(0)|
0 (z
∗
1)
p(s)ds.
Let
w(s) =


ψ∗1(s), s ∈ [0, s1], if
∫ s1
0 ψ
∗
1(τ)dτ >
∫ s1
0 z
∗
1(τ)dτ,
z∗1(s), s ∈ [0, s1] if
∫ s1
0 ψ
∗
1(τ)dτ <
∫ s1
0 z
∗
1(τ)dτ,
ψ∗1(s), s ∈ (s1, s0),
z∗1(s), s ∈ [s0, |BR(0)|].
Then, we can verify that w(s) satisfies
−dw(s)
ds
≤ λ1(BR, R
∗
R
β)n−2w
− 2
n
n s
2
n
−2
∫ s
0
w(τ)dτ for any s ∈ (0, |BR(0)|).
At this stage, a similar argument to that of the case (i) can lead to a contradiction.
Summing up, we complete the proof of Theorem 3.1.
4. The proof of Theorem 1.1 and 1.6
This section devotes to prove Theorem 1.1 and Theorem 1.6. Some Lemmas needed in
the proof of Theorem 1.1 are presented in the Appendix.
Proof of Theorem 1.1: Let z1 be the first eigenfunction, and z2 be the radial
part of the second eigenfunction, of problem (1.17). Set
g(r) =


z2(r)
z1(r)
, 0 ≤ r < R,
lim
x→R−
g(r), r ≥ R, (4.1)
and
η(r) = g′(r)
2
+
n− 1
r2
g2(r). (4.2)
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By Lemma A.2, we have
λ2(Ω, β)− λ1(Ω, β) ≤
∫
Ω η(r)ψ
2
1dx∫
Ω g
2(r)ψ21dx
. (4.3)
Combining the conclusion of Lemma A.4 with (4.3), we get
λ2(Ω, β)− λ1(Ω, β) ≤
∫
BR
η(r)z21dx∫
BR
g2(r)z21dx
. (4.4)
It follows from Lemma A.5 and (4.4) that
λ2(Ω, β)− λ1(Ω, β) ≤ λ2(BR, R
∗β
R
)− λ1(BR, R
∗β
R
). (4.5)
By the rescaling property of eigenvalue problems, (4.5) can be rewritten as
λ2(Ω, β)− λ1(Ω, β) ≤ R
2
λ
R2
[λ2(BRλ ,
R∗β
Rλ
)− λ1(BRλ
R∗β
Rλ
)]. (4.6)
Again, by the rescaling property of eigenvalue problems, we have
λ1(Ω, β) = λ1(BRλ ,
R∗
Rλ
β) (4.7)
and
λi(BRλ ,
R∗
Rλ
β) =
R∗2
R2λ
λi(Ω
∗, β) for i = 1, 2. (4.8)
From (4.6), (4.7) and (4.8), we can finally deduce that
λ2(Ω, β)
λ1(Ω, β)
≤ R
2
λ
R2
λ2(Ω
∗, β)
λ1(Ω∗, β)
− R
2
λ
R2
+ 1.
This completes the proof of Theorem 1.1.
Proof of Theorem 1.6: Let ψ1(x) be the first eigenfunction of the problem (1.1),
and z1(x) be the first eigenfunction of the problem (1.17). For any p > 0, we set
f(x) = ψ1(x)/||ψ1||Lp(Ω), and g(x) = z1(x)/||z1||Lp(Ω).
Obviously, f(x) and g(x) are also the first eigenfunction of the problem (1.1) and the
(1.17) respectively. Moreover,∫
Ω
|f(x)|pdx =
∫
BR(0)
|g(x)|pdx = 1.
At this stage, we divide the proof of Theorem 1.6 into the following two cases.
(i) In the case g∗(|BR|) < f∗(|BR|), it follows from Theorm 3.1 that there exists a
unique point s0 ∈ (0, M) such that{
f∗(s) ≤ g∗(s), s ∈ [0, s0],
f∗(s) > g∗(s), s ∈ (s0, |BR(0)|].
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From this, we can deduce that∫ s
0
|f∗(t)|pdt ≤
∫ s
0
|g∗(t)|pdt for any s ∈ [0, |BR(0)|]
due to
∫ |Ω|
0 |f∗(s)|pds =
∫ |BR(0)|
0 |g∗(s)|pds = 1.
Since f∗(s) and g∗(s) are non-increasing, by applying Proposition 2.4 and Proposi-
tion 2.8 to f∗(s) and g∗(s), we conclude that
∫ |Ω|
0
|f∗(s)|qds ≤
∫ |BR(0)|
0
|g∗(s)|qds for any q ≥ p > 0.
Hence ∫
Ω
|f(x)|qdx ≤
∫
BR(0)
|g(x)|qdx for any q ≥ p > 0.
By the definition of f(x) and g(x), we get
(∫
Ω
|ψ1|qdx
) 1
q
≤ K(p, q, β,Ω, n)
(∫
Ω
|ψ1|pdx
) 1
p
with
K(p, q, β,Ω, n) =
(∫
BR(0)
|z1|qdx
) 1
q /(∫
BR(0)
|z1|pdx
) 1
p
.
This is just the desired conclusion of Theorem 1.6.
(ii) In the case g∗(|BR|) ≥ f∗(|BR|), it follows from Theorem 3.1 that g∗(s) ≥ f∗(s)
for any s ∈ [0, |BR|]. Thus, we have∫ s
0
|f∗(t)|pdt ≤
∫ s
0
|g∗(t)|pdt for any s ∈ [0, |BR(0)|].
With this inequality, we can obtain the conclusion of Theorem 1.6 in a similar way to
that of the case (i).
5. The Proof of Remark 1.5
In this section, we give a sketch proof of Remark 1.5. To this end, we let
Φ1(x) = |∇ψ1|2 + 2
n
λ1(Ω, β)ψ
2
1 .
By a similar argument to that used in [26], we can conclude that Φ1(x) takes its
maximum either on ∂Ω, or at an interior point p with ∇ψ1(p) = 0. Moreover, by
similar computations to that used in [26], we can prove that Φ1(x) can not take its
maximum on ∂Ω if Ω is convex. Hence, for any p˜ ∈ ∂Ω, it holds
|∇ψ1(p˜)|2 + 2
n
λ1(Ω, β)ψ
2
1(p˜) ≤
2
n
λ1(Ω, β)M
2
Ω,
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with MΩ = max
x∈Ω
ψ1(x). Taking the boundary condition into account, we can get
(
β2 +
2
n
λ1(Ω, β)
)
ψ21(p˜) ≤
2
n
λ1(Ω, β)M
2
Ω.
Thus
M ≤
√
2
n
λ1(Ω, β)
β2 + 2
n
λ1(Ω, β)
MΩ. (5.1)
From the proof of Lemma 3.2, we know that
n2w
2
n
n ≤ −λ1(Ω, β)MΩµ
2
n
−1
ψ1
µ′ψ1(t) for any t > M.
Integrating the above inequality on (M,MΩ), we have
n2w
2
n
n (MΩ −M) ≤ n
2
λ1(Ω, β)MΩ|ΩM |
2
n (5.2)
due to µψ1(MΩ) = 0 and µψ1(M) = |ΩM |.
From (5.1) and (5.2), we have
|ΩM |
2
n ≥ 2nw
2
n
n
λ1(Ω, β)
(
1−
√
2
n
λ1(Ω, β)
β2 + 2
n
λ1(Ω, β)
)
.
Since f(x) = x
x+β2
is increasing on (0,+∞) and λ1(Ω, β) ≤ λ1(Ω), we get
RM ≥
[
2n
λ1(Ω)
(
1−
√
2
n
λ1(Ω)
β2 + 2
n
λ1(Ω)
)] 1
2
.
6. Appendix
In this appendix, we outline the proof of these lemmas used in the proof of Theorem
1.1 in section 4.
Lemma A.1. For any P (x) such that P (x) 6≡ 0 and ∫Ω Pψ21dx ≡ 0, we
λ2(Ω, β)− λ1(Ω, β) ≤
∫
Ω |∇P |2ψ21dx∫
Ω P
2ψ21dx
.
Proof: From the Rayleigh-Ritz inequality for λ2(Ω, β), we have
λ2(Ω, β) ≤
∫
Ω |∇u|2dx+ β
∫
∂Ω u
2dS∫
Ω u
2dx
for any u satisfying u 6≡ 0 and ∫Ω uψ1dx = 0.
Taking u = Pψ1 as a trial function, we obtain
λ2(Ω, β) ≤
∫
Ω |∇P |2ψ21dx+ 2
∫
Ω ψ1P∇P · ∇ψ1 + P 2|∇ψ1|2dx+ β
∫
∂Ω P
2ψ21dS∫
Ω P
2ψ21dx
.
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It is easy to check that
λ1(Ω, β) =
2
∫
Ω ψ1P∇P · ∇ψ1 + P 2|∇ψ1|2dx+ β
∫
∂Ω P
2ψ21dS∫
Ω P
2ψ21dx
.
Hence
λ2(Ω, β)− λ1(Ω, β) ≤
∫
Ω |∇P |2ψ21dx∫
Ω P
2ψ21dx
. (6.1)
Let g0 : (0, +∞) 7→ R be a nonnegative nontrivial bounded continuous differential
function. We consider the mapping T : Rn 7→ Rn which is defined by
T (x0) =
∫
Ω
g0(|x− x0|) x− x0|x− x0|ψ
2
1dx. (6.2)
If B is a ball containing Ω, then it is obvious that T (x0) points inward on ∂B. Hence,
it follows from the Brouwer fixed point theorem that there exists x∗0 ∈ B such that
Tx∗0 = x
∗
0.
Choosing x∗0 as the origin of R
n , we have∫
Ω
g0(r)
x
r
ψ21dx = 0. (6.3)
Hence, Pi = g0(r)
xi
r
, i = 1, 2, . . . , n can be used as trial functions in Lemma A.1, and
we can get a lemma as the following.
Lemma A.2. For any nonnegative bounded continuous and differentiable function
g0(r), it holds
λ2(Ω, β)− λ1(Ω, β) ≤
∫
Ω[g
′
0(r)
2 + n−1
r2
g20(r)]ψ
2
1dx∫
Ω g
2
0(r)ψ
2
1dx
. (6.4)
Proof: From (6.1), we have
[λ2(Ω, β)− λ1(Ω, β)]
∫
Ω
P 2ψ21dx ≤
∫
Ω
|∇P |2ψ21dx.
Taking P (x) = Pi = g0(r)
xi
r
, i = 1, 2, . . . , n, it yields
[λ2(Ω, β)− λ1(Ω, β)]
∫
Ω
P 2i ψ
2
1dx ≤
∫
Ω
|∇Pi|2ψ21dx, i = 1, 2, . . . , n.
Summing on i for i = 1, 2, . . . , n, we obtain
λ2(Ω, β)− λ1(Ω, β) ≤
∫
Ω
∑n
i |∇Pi|2ψ21dx∫
Ω
∑n
i P
2
i ψ
2
1dx
. (6.5)
Since
n∑
i
P 2i = g
2
0(r) and
n∑
i
|∇Pi|2 = (g′0)2 +
n− 1
r2
g20(r),
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it follows from (6.5) that
λ2(Ω, β)− λ1(Ω, β) ≤
∫
Ω[g
′
0(r)
2 + n−1
r2
g20(r)]ψ
2
1dx∫
Ω g
2
0(r)ψ
2
1dx
. (6.6)
This completes the proof of Lemma A.2.
Lemma A.3. Let g(r) and η(r) be the functions given by (4.1) and (4.2) respec-
tively. Then, g(r) is increasing and η(r) is decreasing.
Proof: As in [1], we define a function q(r) := rg
′(r)
g(r) for any r ∈ [0, R]. Then, it is
clear that the conclusion of Lemma A.3 is equivalent to 0 ≤ q ≤ 1 and q′(r) ≤ 0 for
0 ≤ r ≤ R. By the definition of g(r), we can rewrite q(r) as
q(r) = r(
z′2
z2
− z
′
1
z1
). (6.7)
Since z1 is the first eigenfunction, and z2 is the radial part of the second eigenfunc-
tion, of problem (1.17), it follows that z1(r) and z2(r) satisfy the following differential
equations respectively.
z′′1 +
n− 1
r
z′1 + λ1(BR, R
∗β/R)z1 = 0 (6.8)
z′′2 +
n− 1
r
z′2 +
(
λ2(BR, R
∗β/R)− n− 1
r2
)
z2 = 0. (6.9)
Combining (6.7), (6.8) and (6.9), we can show that, for any r ∈ (0, R), q(r) satisfies
the following Riccati equation
q′(r) = (λ1(BR, R
∗β/R)− λ2(BR, R∗β/R))r + (1− q)(q + n− 1)/r − 2q z
′
1
z1
. (6.10)
Let Jp(x) denote the Bessel function of order p. Then, it is well known that z1(r) =
Cr1−
n
2 Jn
2
−1(
√
λ1(Ω, β)r) for 0 ≤ r ≤ R. Therefore, by the property of Bessel function,
the Riccati equation (6.10) can be rewritten as
q′(r) = (λ1(BR, R
∗β/R)− λ2(BR, R∗β/R))r + (1− q)(q + n− 1)/r
+2
√
λ1(Ω, β)q
Jn
2
(
√
λ1(Ω,β)r)
Jn
2
−1
(
√
λ1(Ω,β)r)
.
(6.11)
Before proceeding on, we first consider the behavior of q(r) at the endpoints r = 0
and r = R. Since z1(r) and z2(r) satisfy the following boundary conditions
z1(0) < +∞, z′1(0) = 0,
dz1(R)
dr
+
R∗β
R
z1(R) = 0
and
z2(0) = 0,
dz2(R)
dr
+
R∗β
R
z2(R) = 0,
we can show, by L’Hoptital’s rule, that
q(0) = 1, q′(0) = 0
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and
q(R) = 0, q′(R) = (λ1(BR, R
∗β/R)− λ2(BR, R∗β/R))R+ (n− 1)/R.
Now, we are in a position to prove 0 ≤ q(r) ≤ 1 and q′(r) ≤ 0 for r ∈ [0, R]. At first,
we prove q(r) ≥ 0 for 0 ≤ r ≤ R by contradiction. To this end, we suppose in contrary
that q(r) changes sign in [0, R]. Then, from the facts that q(0) = 1 and q(R) = 0, we
may conclude that there should exist two points r1 and r2 with 0 < r1 < r2 ≤ R such
that q(r1) = q(r2) = 0, q
′(r1) ≤ 0 and q′(r2) ≥ 0. On the other hand, by the Riccati
equation (6.10), we have
0 ≥ q′(r1) = (λ1(BR, R∗β/R)− λ2(BR, R∗β/R))r1 + (n − 1)/r1
> (λ1(BR, R
∗β/R)− λ2(BR, R∗β/R))r2 + (n − 1)/r2 = q′(r2) ≥ 0
which is a contradiction. Therefore, we have q(r) ≥ 0 for 0 ≤ r ≤ R.
In the second, we prove q(r) ≤ 1 for 0 ≤ r ≤ R. Suppose in contrary. Then, there
exists two points with 0 < r1 < r2 < R such that q(r1) = q(r2) > 1, q
′(r1) ≥ 0 and
q′(r2) ≤ 0. Since Jp+1(x)/xJp(x) is strictly increasing on [0,
√
λ1(B1)) for p ≥ −1/2
(see[1]), it follows from (6.11) that
0 ≤ 1
r1
q′(r1) = (λ1(BR, R
∗β/R)− λ2(BR, R∗β/R)) + (1− q)(q + n− 1)/r21
+ 2
√
λ1(Ω, β)q
Jn
2
(
√
λ1(Ω, β)r1)
r1Jn
2
−1(
√
λ1(Ω, β)r1)
< (λ1(BR, R
∗β/R)− λ2(BR, R∗β/R)) + (1− q)(q + n− 1)/r22
+ 2
√
λ1(Ω, β)q
Jn
2
(
√
λ1(Ω, β)r2)
r2Jn
2
−1(
√
λ1(Ω, β)r2)
=
1
r2
q′(r2) ≤ 0,
which is a contradiction. Thus, q(r) ≤ 1 for any r ∈ [0, R].
At last, we prove q′(r) ≤ 0 for 0 ≤ r ≤ R. Suppose not. We can find three points
r1, r2, r3 with 0 < r1 < r2 < r3 < R such that q(r1) = q(r2) = q(r3), q
′(r1) ≤ 0,
q′(r2) ≥ 0, and q′(r3) ≤ 0. Writing r2 as r2 = tr1 + (1 − t)r3 for some t ∈ (0, 1), and
using the convexity of 1
r
, (λ1(BR, R
∗β/R)
− λ2(BR, R∗β/R))r, and Jn
2
(r)/Jn
2
−1(r) (see[1]), we obtain from the equation (6.11)
that
0 ≤ q′(r2) = (λ1(BR, R∗β/R)− λ2(BR, R∗β/R))r2 + (1− q)(q + n− 1)/r2
+ 2
√
λ1(Ω, β)q
Jn
2
(
√
λ1(Ω, β)r2)
Jn
2
−1(
√
λ1(Ω, β)r2)
< tq′(r1) + (1− t)q′(r3) ≤ 0.
This is a contradiction. Hence, q′(r) ≤ 0 for any r ∈ [0, R], and the proof of Lemma
A.3 is completed.
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Lemma A.4. Let g(r) and η(r) be the functions given by (4.1) and (4.2) respec-
tively. If we normalize ψ1(x) and z1(x) so that
∫
Ω ψ
2
1(x)dx =
∫
Om
z21(x)dx, then there
holds ∫
Ω
η(r)ψ21dx ≤
∫
BR(0)
η(r)z21dx (6.12)
and ∫
Ω
g2(r)ψ21dx ≥
∫
BR(0)
g2(r)z21dx. (6.13)
Proof: By Lemma A.3 and the properties of rearrangement, we have∫
Ω
η(r)ψ21dx ≤
∫
Ω∗
η(r)ψ⋆1
2dx (6.14)
and ∫
Ω
g2(r)ψ21dx ≥
∫
Ω∗
g2(r)ψ⋆1
2dx. (6.15)
Hence, in order to prove Lemma A.4, we only need to prove∫
Ω∗
η(r)ψ⋆1
2dx ≤
∫
BR(0)
η(r)z21dx (6.16)
and ∫
Ω∗
g2(r)ψ⋆1
2dx ≥
∫
BR(0)
g2(r)z21dx. (6.17)
In the case z∗1(|BR(0)|) < ψ∗1(|BR(0)|), if we set r1 =
(
s0
wn
) 1
n
, then it follows from
Theorem 3.1 that∫
BR(0)
η(r)z21dx−
∫
Ω∗
η(r)ψ⋆1
2dx
= nwn
[ ∫ r1
0
η(r)(z21 − ψ⋆12)rn−1dr
+
∫ R
r1
η(r)(z21 − ψ⋆12)rn−1dr −
∫ R∗
R
η(r)ψ⋆1
2rn−1dr
]
≥ nwnη(r1)
[∫ r1
0
(z21 − ψ⋆12)rn−1dr +
∫ R
r1
(z21 − ψ⋆12)rn−1dr −
∫ R∗
R
ψ⋆1
2rn−1dr
]
= η(r1)
[∫
BR(0)
z21dx−
∫
Ω∗
ψ⋆1
2dx
]
= 0.
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and ∫
BR(0)
g(r)z21dx−
∫
Ω∗
g2(r)ψ⋆1
2dx
= nwn
[ ∫ r1
0
g(r)(z21 − ψ⋆12)rn−1dr
+
∫ R
r1
g(r)(z21 − ψ⋆12)rn−1dr −
∫ R∗
R
g(r)ψ⋆1
2rn−1dr
]
≤ nwng(r1)
[∫ r1
0
(z21 − ψ⋆12)rn−1dr +
∫ R
r1
(z21 − ψ⋆12)rn−1dr −
∫ R∗
R
ψ⋆1
2rn−1dr
]
= g(r1)[
∫
BR(0)
z21dx−
∫
BR(0)
ψ⋆1
2dx]
= 0.
This is just the conclusion we want.
In the case z∗1(|BR(0)|) ≥ ψ∗1(|BR(0)|), we can prove the conclusion of Lemma A.4
in a similar way as above by making use of Theorem 3.1.
Lemma A.5. Let g(r) and η(r) be the functions given by (4.1) and (4.2) respec-
tively. If z1 is the first eigenfunction, and z2 is the radial part of the second eigenfunc-
tion, of problem (1.17), then we have
λ2(BR,
R∗β
R
)− λ1(BR, R
∗β
R
) =
∫
BR
η(r)z21dx∫
BR
g2(r)z21dx
. (6.18)
Proof: Multiplying the equation (6.8) by
z2
2
z1
and then integrating on BR(0), we
have
λ1(BR,
R∗β
R
)
∫
BR(0)
z22 =
R∗β
R
∫
∂BR(0)
z22 +
∫
BR(0)
(
z22
z1
)′
z1
′
(6.19)
by virtue of the boundary conditions z1(0) < +∞, z′1(0) = 0 and ∂z1(R)∂ν +R
∗β
R
z1(R) = 0.
Multiplying the equation (6.9) by z2 and then integrating on BR(0), we have
λ2(BR,
R∗β
R
)
∫
BR(0)
z22 =
∫
BR(0)
(z2
′
)2 +
R∗β
R
∫
∂BR(0)
z22 +
∫
BR(0)
n− 1
r2
z22 (6.20)
by virtue of the boundary condition z2(0) = 0 and
∂z2(R)
∂ν
+ R
∗β
R
z2(R) = 0.
Obviously, the conclusion of Lemma A.5 can be deduced from (6.19) and (6.20)
immediately.
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