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Abstract
The main aim of this paper is the study of the general solution of the exceptional Hermite differential
equation with fixed partition λ = (1) and the construction of minimal surfaces associated with this
solution. We derive a linear second-order ordinary differential equation associated with a specific family
of exceptional polynomials of codimension two. We show that these polynomials can be expressed in
terms of classical Hermite polynomials. Based on this fact, we demonstrate that there exists a link
between the norm of an exceptional Hermite polynomial and the gap sequence arising from the partition
used to construct this polynomial. We find the general analytic solution of the exceptional Hermite
differential equation which has no gap in its spectrum. We show that the spectrum is complemented
by non-polynomial solutions. We present an implementation of the obtained results for the surfaces
expressed in terms of the general solution making use of the classical Enneper-Weierstrass formula for the
immersion in the Euclidean space E3, leading to minimal surfaces. Three-dimensional displays of these
surfaces are presented.
Keywords: Exceptional orthogonal polynomial, Hermite polynomial, integrable system, minimal surface,
Enneper-Weierstrass immersion formula.
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1 Introduction
Over the last decade, the problem of exceptional orthogonal polynomials (XOPs) has generated a great deal
of interest and activity in several areas of mathematics and physics. Most of these activities focused on
Jacobi and Laguerre XOPs (see e.g. [4, 5, 19,22,27,32,35,36,38] and references therein), Hermite XOPs (see
e.g. [6, 17, 18, 20, 21, 26]) and multi-indexed orthogonal polynomials (see e.g. [31, 33] and references therein).
Exceptional orthogonal polynomials have been shown to play an essential role in several branches of physics,
mostly related to the quantum harmonic oscillator. In particular, Jacobi XOPs were applied to the description
of the Kepler-Coulomb quantum model [24] and were seen as having an electrostatic interpretation [10].
Hermite XOPs appeared first in the context of a time-independent Schro¨dinger problem [12, 13, 37]. They
were also applied to the description of coherent states [23].
The subject of study in our paper are exceptional Hermite polynomials. A substantial progress has been
made recently in this area [6, 15, 18–21, 26, 28], among others by Go´mez-Ullate et al [17], who provided a
general formula for exceptional Hermite differential operators with an arbitrary partition. However, the
associated ordinary differential equation (ODE) is a very complex one with a high degree of freedom and its
general solution has yet to be established. In our study, we focus on a specific family of complex Hermite
XOPs of codimension two, defined by the fixed partition λ = (1). Our objective here is to formulate the
differential equation corresponding to these polynomials, to find its general solution and to construct its
geometric representation.
After determining the exceptional Hermite differential operator for a family of Hermite XOPs of codi-
mension two with partition λ = (1), we derive a linear second-order ODE associated with this family. We
show that this ODE is equivalent to a non-degenerate confluent Heun equation. By the method of gener-
alized series, we arrive at the general analytic solution of this ODE which has no gap in its spectrum. We
demonstrate that the spectrum is supplemented by non-polynomial solutions in such a way that the Hermite
XOPs of even and odd degrees correspond respectively to the even and odd part of a series which is part
of the general solution. We show that these non-polynomial solutions arise naturally when considering the
extension of the parameter of classical Hermite polynomials to negative integers.
Finally, we present a geometric representation and visualization of the obtained solution. The minimal
surfaces are a natural choice here. The exceptional Hermite differential equation is a linear second-order ODE
- a type which always admits a minimal surface representation, as shown in [11]. We have also been motivated
by the results of our previous work [8] on the differential equations for classical orthogonal polynomials
(including Hermite ones), in which explicit closed formulas for minimal surfaces were obtained.
We construct minimal surfaces through the use of the soliton surface technique based on the Enneper-
Weiertrass representation [14, 41]. For this purpose we express the Gauss-Weingarten equations as a linear
system describing the moving frame attached to these surfaces. We identify this system with the exceptional
Hermite ODE. We find the explicit form of the holomorphic wavefunction related to the linear spectral
problem. Next we derive the explicit formula for the postulated minimal surfaces which is expressed in
terms of the hypergeometric and error functions. Given the very involved form of the obtained analytic
expressions, the visualization of these surfaces has proven quite useful, revealing some properties of the
solutions like symmetry features and singularities.
The paper is organized as follows. In section 2, we recall some basic notions and definitions from the
theory of Hermite XOPs. In section 3, we derive the general solution of the exceptional Hermite differential
equation with the fixed partition λ = (1). In section 4, we construct the minimal surfaces associated with
the obtained general solution and illustrate them by numerical representations for different values of the
parameter of the exceptional Hermite ODE.
2
2 Exceptional Hermite polynomials
2.1 Sturm-Liouville operator in terms of Hermite polynomials
To make the paper self-contained, we present in this section some known results concerning Hermite XOPs
which are relevant for our purposes. A summary of recent developments on this subject can be found in the
work of Go´mez-Ullate et al [17]. As a starting point, consider the Sturm-Liouville problem
Lψ = λψ (1)
for the Schro¨dinger operator possessing a potential U(z)
L = − d
2
dz2
+ U(z). (2)
If the operator (2) is without monodromy, then the potential is of the form [30]
U(z) = −2 d
2
dz2
logWr(Hk1 , Hk2 , ...,Hkl) + z
2. (3)
In this context, {ki}li=1 is a strictly increasing sequence of positive integers and Hn(z) is the nth classical
Hermite polynomial, which can be described by the Rodrigues formula [29]
Hn(z) = (−1)nez2 d
n
dzn
e−z
2
. (4)
The potential (3) is rational and has singularities corresponding to the zeros of the Wronskian
Wr(Hk1 , Hk2 , ...,Hkl)(z),
which have been studied in [15, 26]. The following theorem (formulated in a slightly different way in [17])
summarizes the results obtained by Krein [25] and Adler [1] concerning the zeros of the Wronskian of the
eigenfunctions of the problem (1) in a more general context (general eigenfunctions). In our formulation, the
sequence {k1, ..., kl} is expressed as a new sequence {0, 1, ..., N ′0, N1, ..., N ′1, ......, Ns, ...N ′s}, in order to clarify
its structure. Here, according to the notation used in [1], the symbol prime ′ denotes the biggest positive
integer of the block {Nr, ..., N ′r}, while Nr denotes the smallest positive integer of the same block.
Theorem 1. (Krein-Adler) Let φj be the eigenfunctions of a pure-point Sturm-Liouville operator L = − d2dx2 +
U defined on the real line
L[φj ] = λjφj , j = 0, 1, 2, ..., x ∈ (−∞,∞), (5)
with suitable boundary conditions. The Wronskian Wr(φk1 , ..., φkl) has no zero on the real line if and only if
the sequence of distinct positive integers {k1, ..., kl}, when arranged in an ascending order, has the following
structure
{0, 1, ..., N ′0} ∪ {N1, ..., N ′1} ∪ ... ∪ {Ns, ..., N ′s}, (6)
where N ′r + 1 < Nr+1 for all r = 0, ..., s − 1. Here, the block {0, 1, ..., N ′0} may be absent and the blocks
{Nr, ..., N ′r} consist of an even number of terms when r ≥ 1.
Condition (6) means that the sequence is allowed to (but does not necessarily) begin with a sequence
of arbitrary length, composed of consecutive positive integers starting with zero, followed by an arbitrary
number of blocks of even length. The meaning of the inequality N ′r + 1 < Nr+1 is that there is a gap greater
than 1 between the biggest positive integer N ′r of a block and the smallest positive integer Nr+1 of the next
block. These results are used to construct Hermite XOPs.
3
2.2 Construction of exceptional Hermite polynomials
The definition of Hermite XOPs begins with the choice of a partition λ = (λ1, ..., λl) for a specific positive
integer m ∈ N, which consists of a non-decreasing sequence
0 ≤ λ1 ≤ λ2 ≤ ... ≤ λl. (7)
For a combinatorial interpretation of the partition associated with XOPs, see e.g. [4–6,15,18]. The sequence
(7) is a partition of a unique positive integer m if
m =
l∑
k=1
λk. (8)
A sequence of type (7) determines a strictly increasing sequence called a gap sequence [20], of the form
0 ≤ k1 < k2 < ... < kl, (9)
where
ki = λi + i− 1. (10)
Definition 1. A partition of length l is called a double partition if l is even and λ2i−1 = λ2i for all i.
From an arbitrary partition λ, we define a double partition of length 2l by duplicating each term of the
partition (7)
λ2 = (λ1, λ1, λ2, λ2, ..., λl, λl). (11)
The application of relation (10) to any double partition of the form (11) leads to a strictly increasing sequence
of length 2l
{k1, k1 + 1, k2, k2 + 1..., kl, kl + 1} (12)
which respects the structure (6) of Theorem 1.
Definition 2. An Adler partition is either a double partition or a double partition preceded by a sequence of
zeros of arbitrary length.
For each partition λ, we consider the Wronskians
Hλ := Wr(Hk1 , ...,Hkl), (13)
Hλ,n := Wr(Hk1 , ...,Hkl , Hn), n /∈ {k1, ..., kl}. (14)
Definition 3. [17] For any double partition (11) of length 2l, we define the Xλ-Hermite family of polyno-
mials, denoted by {H(λ)n }, as the following countable sequence
H(λ)n = Hλ2,n, n ∈ N\{k1, k1 + 1, k2, k2 + 1..., kl, kl + 1}. (15)
Definition 4. [19] Let λ = (λ1, λ2, ..., λl) be a partition of length l. The positive integer
2m :=
∣∣λ2∣∣ = l∑
i=1
(λ2i−1 + λ2i) = 2
l∑
i=1
λ2i (16)
is called the codimension of the Xλ-Hermite family of polynomials.
It is known [17] that Hermite XOPs exist only for even codimension 2m. This is a consequence of Theorem
1 that leads to the choice of a double partition, as in equation (11). In what follows, the notation Xλ2m-Hermite
will be used to refer to the family of Hermite XOPs associated with a partition λ of some positive integer m
with codimension 2m.
From the Wronskian (14) and from Definition 3, we obtain [17] that
degH(λ)n (x) = 2
l∑
k=1
λk − 2l + n. (17)
Equation (17) tells us that the degree of a polynomial of the Xλ2m-Hermite family is n if and only if λ1 > 0
and m = l, i.e. the positive integer m is equal to the length of its partition, which leaves only one possibility
for the m-components partition, namely λ = (1, 1, ..., 1).
4
2.3 Differential operator and orthogonality relation
We consider the classical Hermite differential operator
T [y] :=
d2y
dx2
− 2xdy
dx
. (18)
The exceptional Hermite operator is obtained through the use of state-deleting Darboux-Crum transforma-
tions and intertwining relations [17] and making use of polynomial flags [20]
Tλ[y] :=
d2y
dx2
− 2
(
x+
H ′λ
Hλ
)
dy
dx
+
(
H ′′λ
Hλ
+ 2x
H ′λ
Hλ
)
y, (19)
where the symbol prime ′ denotes the derivative with respect to x. Generally, the differential operator (19) has
singular rational coefficients for an arbitrary partition λ. However, for an Adler partition λ2, the operator Tλ2
is non-singular on R and is called the Xλ-Hermite operator or exceptional Hermite operator [17]. Oblomkov
has studied regular singularities of the potential (3) in [30]. We present below the results formulated in [17].
Proposition 1. [17] For every partition λ, we have
Tλ[Hλ,n] = 2(l − n)Hλ,n, n /∈ {k1, ..., kl} (20)
where l is the length of the partition.
Corollary 1. [17] The Hermite XOPs H
(λ)
n introduced in Definition 3 are eigenfunctions of the following
second-order differential operator
Tλ2 [H
(λ)
n ] = 2(2l − n)H(λ)n , n ∈ N\{k1, k1 + 1, ..., kl, kl + 1}, (21)
where Tλ is given by (19).
If we define the polynomial of degree l
pλ(x) := (x− k1)(x− k2) · · · (x− kl), (22)
then for any double partition λ2, we have that
pλ2(n) > 0 ∀n ∈ N\{k1, k1 + 1, ..., kl, kl + 1}. (23)
Proposition 2. [18] The Hermite XOPs H
(λ)
n satisfy the orthogonality relation∫ +∞
−∞
H(λ)m (x)H
(λ)
n (x)Wλ2(x)dx = δm,n2
n+2ln!
√
pipλ2(n), (24)
where the orthogonality weight given by
Wλ2(x) =
e−x
2
(Hλ2(x))2
> 0 (25)
is regular.
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3 General solution of the exceptional Hermite differential equation
associated with the partition λ = (1)
In this section, we fix a partition λ and use the theoretical results from section 2 to obtain the Xλ2m-Hermite
ODE associated with the chosen partition. We express the Xλ2m-Hermite polynomials in terms of classical
Hermite polynomials and we find the general solution of the Xλ2m-Hermite ODE associated with the fixed
partition.
3.1 Exceptional Hermite polynomials in terms of classical and probabilistic Her-
mite polynomials
The partition (7) can start with a sequence of zeros of arbitrary length. In what follows, we consider a
reduced double partition [17], i.e. a partition for which λ1 > 0. If we set m = 1, then the only possible
reduced partition is λ = (1). Therefore, l = 1 and λ2 = (1, 1) is a reduced double partition for which the
associated strictly increasing sequence of length 2l is of the form {k1, k2} (the gap sequence). From relation
(10), we obtain
k1 = λ1 + 1− 1 = 1, k2 = λ2 + 2− 1 = 2. (26)
Due to Definition 4, the codimension of the family of polynomials which results from this choice of partition
is 2m = 2. We therefore consider the countable family of polynomials which consitutes the X
(1)
2 -Hermite
family {H(1)n (x) | n ∈ N\{1, 2}}. From relation (17), we see that the degree of a polynomial of this family
reduces to
degH(1)n (x) = n ∀n ∈ N\{1, 2}. (27)
The Wronskians defined in (13) and (14) become
H(1,1)(x) = Wr(H1, H2)(x) = 4(1 + 2x
2), (28)
H(1)n (x) = H(1,1),n(x) = Wr(H1, H2, Hn), (29)
where n /∈ {1, 2}. Under the above assumptions, we obtain the following result.
Theorem 2. For the fixed partition λ = (1), the polynomials (29) satisfy the relation
H(1)n (x) = 8(n− 1)(n− 2)Hˆn(x), ∀n ∈ N\{1, 2} (30)
where Hˆn(x) is defined as
Hˆn(x) := Hn(x) + 4nHn−2(x) + 4n(n− 3)Hn−4(x). (31)
Proof. Making use of the differential relation [40]
H ′n(x) = 2nHn−1(x) (32)
and Definition 3, we find
H(1)n = 16
(
Hn − 2nxHn−1 + 2n(n− 1)x2Hn−2 + n(n− 1)Hn−2
)
. (33)
Through successive applications of the following recurrence relation [39]
2xHn+1(x) = 2(n+ 1)Hn(x) +Hn+2(x) (34)
to equation (33), we obtain
H(1)n = 8(n− 1)(n− 2) (Hn(x) + 4nHn−2(x) + 4n(n− 3)Hn−4(x)) . (35)

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Remark 1. Expression (31) for the function Hˆn(x) appeared first in a slightly different form under the
notation Fn(x) in [12]. In this remark, we establish the correspondence between this function and the func-
tion Hˆn(x) (31), leading to an alternative description of X
(1)
2 -Hermite polynomials in terms of probabilistic
Hermite polynomials. The function Fn(x) arises in the context of a time-independent Schro¨dinger problem
HψE = EψE (36)
involving the linear differential operator
H = −1
2
d2
dx2
+
1
8
x2 +
2
1 + x2
− 4
(1 + x2)2
+
1
3
. (37)
Under the assumption that the eigenfunctions are of the form
ψE =
F (x)
1 + x2
e−x
2/4, (38)
equation (36) is equivalent to the differential equation for the unknown function Fn(x)
(1 + x2) (F ′′n (x)− xF ′n(x) + nFn(x)) = 4xF ′n(x), n = 2(En + 5/12). (39)
The polynomial solutions of equation (39) are given [12] by
F0(x) = 1, 0 = 0, n = 0, (40)
Fn(x) = Hen+2(x) + 2(n+ 2)Hen(x) + (n+ 2)(n− 1)Hen−2(x), n = n+ 2, n ≥ 1,
where Hen(x) is the n
th probabilistic Hermite polynomial defined [29] by
Hen(x) = (−1)nex2/2 d
n
dxn
e−x
2/2. (41)
We note that there is a gap in the spectrum of the eigenvalue problem (39) which corresponds to the gap
sequence (26) associated with X
(1)
2 -Hermite polynomials. Making use of the following relation [29]
Hen(x) = 2
−n/2Hn
(
x√
2
)
, (42)
we obtain the connection between Fn(x) and Hˆn(x) and applying it to relation (31), we get
Hˆ0(x) = F0
(√
2x
)
= 1, n = 0, (43)
Hˆn+2(x) = 2
(n+2)/2Fn
(√
2x
)
, n ≥ 1.
The properties of the function Hˆn(x) (31) have also been discussed in [7], where we find the analogue of the
Rodrigues formula (4) for this case
Hˆn(x) = (−1)nex2
(
dn
dxn
+ 4n
dn−2
dxn−2
+ 4n(n− 3) d
n−4
dxn−4
)
e−x
2
. (44)
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3.2 Orthogonality relation of the X
(1)
2 -Hermite polynomials
When λ = (1), the polynomial (22) associated with the double partition λ2 = (1, 1) becomes
p(1,1)(n) = (n− 1)(n− 2) ≥ 0 ∀ n ∈ N. (45)
Using (28) in relation (25), we obtain the weight function
W(1,1)(x) =
e−x
2
(H(1,1)(x))2
=
e−x
2
(4(1 + 2x2))2
> 0 ∀x ∈ R. (46)
The orthogonality relation (24) becomes∫ +∞
−∞
H(1)m (x)H
(1)
n (x)
e−x
2
(4(1 + 2x2))2
dx = δm,n
√
pi2n+2n!(n− 1)(n− 2), (47)
where m,n ∈ N\{1, 2}. Equivalently, using Theorem 2, we find∫ +∞
−∞
Hˆm(x)Hˆn(x)
e−x
2
(1 + 2x2)2
dx = δm,n
√
pi2nn!
(n− 1)(n− 2) , (48)
which was shown independently in [7]. Because of an order relation between integrands, the integral (47)
diverges if the integral (48) diverges. Indeed, for all m = n ∈ N\{1, 2}, we have that 0 < 42Hˆ2n < 43(n −
1)2(n − 2)2Hˆ2n. Using Theorem 2, we find that 0 < Hˆ2n < (H(1)n )2/42. Multiplying by e−x
2
/(1 + 2x2)2 and
integrating on the orthogonality interval (−∞,+∞), we obtain
0 <
∫ +∞
−∞
Hˆ2n
e−x
2
(1 + 2x2)2
dx <
∫ +∞
−∞
(
H(1)n
)2 e−x2
(4(1 + 2x2))2
dx. (49)
The norm of X
(1)
2 -Hermite polynomials is therefore defined on N except for integer values which are zeros of
the polynomial (45), namely n = 1, 2. For λ = (1), these integer values correspond to the gap sequence (9).
3.3 X
(1)
2 -Hermite differential equation and its link to a specific Heun equation
Consider the first and second-order derivatives of the polynomial (28) obtained from the double partition
λ2 = (1, 1)
H(1,1)(x) = 4(1 + 2x
2), H ′(1,1)(x) = 16x, H
′′
(1,1)(x) = 16. (50)
Corollary 1, written in terms of the differential operator (19), gives us
H ′′λ2,n − 2
(
x+
H ′λ2
Hλ2
)
H ′λ2,n +
(
H ′′λ2
Hλ2
+ 2x
H ′λ2
Hλ2
)
Hλ2,n = (2l − 4n)Hλ2,n. (51)
Making use of equations (50) in (51) and simplifying, we obtain(
H(1)n (x)
)′′
− 2
(
x+
4x
(1 + 2x2)
)(
H(1)n (x)
)′
+ 2nH(1)n (x) = 0. (52)
In other words, the polynomial H
(1)
n (x) (29) is a solution of the second-order linear homogeneous ODE
ω′′(x)− 2
(
x+
4x
1 + 2x2
)
ω′(x) + 2nω(x) = 0, n ∈ N\{1, 2}, x ∈ R, (53)
which was presented in [28] as the exceptional Hermite differential equation. In our further analysis, we
consider the complex extension of the ODE (53)
ω′′(z)− 2
(
z +
4z
1 + 2z2
)
ω′(z) + 2nω(z) = 0, n ∈ N, z ∈ C. (54)
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From this point on, we will refer to equation (54) as the complex X
(1)
2 -Hermite ODE. The linear second-order
differential operator describing the left-hand side of equation (54) is given by
A :=
d2
dz2
+ p(z)
d
dz
+ q(z), (55)
where
p(z) = −2
(
z +
4z
1 + 2z2
)
, q(z) = 2n. (56)
We consider the Laurent expansion around a finite point z0 ∈ C of p(z) and q(z)
p(z) =
∞∑
k=−∞
pz0,k(z − z0)k, |z − z0| < rp for some rp > 0, (57)
q(z) =
∞∑
k=−∞
qz0,k(z − z0)k, |z − z0| < rq for some rq > 0, (58)
as well as the asymptotic expansion associated with infinity z0 =∞
p(z) =
∞∑
k=−∞
p∞,k(z − z0)k, |z − z0| > Rp for some Rp ≥ 0, (59)
q(z) =
∞∑
k=−∞
q∞,k(z − z0)k, |z − z0| > Rq for some Rq ≥ 0. (60)
We determine if the singularities of the operator A (55) are regular (Fuchsian) or irregular according to the
definitions [9] below.
Definition 5. The degree of the singularity of p at z0 is defined by
deg(p, z0) : = −min{k | pz0,k 6= 0}, z0 ∈ C, (61)
deg(p,∞) : = max{k | p∞,k 6= 0}, z0 =∞, (62)
where pz0,k and p∞,k are the k
th coefficients of the Laurent expansion (57) and of the asymptotic expansion
(59), respectively.
Definition 6. A point z0 is a regular point of the operator A (55) if
deg(p, z0) ≤ 0, deg(q, z0) ≤ 0, z0 ∈ C, (63)
deg
(
p− 2
z
,∞
)
≤ −2, deg(q,∞) ≤ −4, z0 =∞. (64)
Otherwise, we say that z0 is a singular point of A.
Definition 7. A singular point z0 is regular (Fuchsian) if
deg(p, z0) ≤ 1, deg(q, z0) ≤ 2, z0 ∈ C, (65)
deg (p,∞) ≤ −1, deg(q,∞) ≤ −2, z0 =∞. (66)
From equations (57)-(60) and from Definition 5, we find
deg(p, z0) = 1, deg(q, z0) = 0, z0 ∈
{
±i/
√
2
}
, (67)
deg
(
p− 2
z
,∞
)
= 1 deg(q,∞) = 0, z0 =∞. (68)
Using Definitions 6 and 7, we conclude that the operator A (55) possesses two regular singular points at
{±i/√2} and an irregular singular (non-Fuchsian) point at {∞}.
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Performing the transformation of the independent variable z =
√
t/2 in the complex X
(1)
2 -Hermite ODE
(54) and multiplying it by (1 + t)/4, we get
2t(1 + t)ω′′(t)− (t2 + 4t− 1)ω′(t) + n
2
(1 + t)ω(t) = 0. (69)
Then, making the transformation t = −s and dividing by 2s(s − 1), we obtain a non-degenerate confluent
Heun equation of the form
ω′′(s) +
(
γ
s
+
δ
s− 1 + 
)
ω′(s) +
αs− q
s(s− 1)ω(s) = 0, (70)
where
γ =  = −1
2
, δ = 2, α = q = −n
4
.
According to [16,34], there exists a correspondence between a specific Painleve´ V equation and the confluent
Heun equation (70) and thus, consequently, it exists also between the same Painleve´ V equation and the
complex X
(1)
2 -Hermite ODE (54).
3.4 Main result - Polynomial and non-polynomial solutions of the X
(1)
2 -Hermite
differential equation
In this section, we study the polynomial and non-polynomial solutions of the complexX
(1)
2 -Hermite ODE (54).
We find new solutions using the method of generalized series. We show the proportionality relations between
these solutions and the Hermite XOPs and we perform an extension of the classical Hermite polynomials to
negative integers n, leading to non-polynomial solutions.
Corollary 2. The function Hˆn(x) defined in (31) is a polynomial solution of the ODE (53) for all n ∈
N\{1, 2}. Moreover, this solution and the polynomial H(1)n (x) defined in (29) are proportional to each other
for all n ∈ N\{1, 2}.
Proof. Let n ∈ N\{1, 2}. The proof is straightforward, considering that the polynomial Hˆn(x) is equal to the
polynomial H
(1)
n (x), up to a constant (which depends on n), by Theorem 2.
Remark 2. By Corollary 2, we know that the polynomials H
(1)
n (z) and Hˆn(z) are linearly dependent solu-
tions of the ODE (54) for n ∈ N\{1, 2}. However, given the relation (29) and Theorem 2, we see that H(1)n (z)
is a trivial solution of the ODE (54) for n = 1, 2.
In what follows, we construct a non-trivial and non-polynomial solution of the ODE (54) for n = 1, 2.
We make use of the extension of the parameter n ∈ N of the classical Hermite polynomial Hn(z) to negative
integers n = −1,−2,−3. Using the Rodrigues formula (4), we define
H−1(z) :=
√
pi
2
ez
2
(1− erf(z)) , n = −1, (71)
where erf(z) is the error function [29] defined by
erf(z) =
2√
pi
∫ z
0
e−t
2
dt. (72)
Making use of the recurrence relation (34), we find
H−1(z) =
√
pi
2
ez
2
(1− erf(z)) , n = −1, (73)
H−2(z) =
1
2
(
1− ez2√piz(1− erf(z))
)
, n = −2,
H−3(z) =
1
8
(
−2z + ez2√pi(1 + 2z2)(1− erf(z))
)
, n = −3.
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Substituting equations (73) into (31), we obtain
Hˆ1(z) = 4z +
√
piez
2
(1− 2z2) (1− erf(z)) , Hˆ2(z) = 2 + 4z2 + 4
√
pizez
2
(1− erf(z)) . (74)
The functions (74), as can be easily shown, constitute non-polynomial and nontrivial solutions of the complex
X
(1)
2 -Hermite ODE (54) for n = 1, 2.
Remark 3. Let us note that the extension of classical Hermite polynomials to negative integers n can be
performed numerically by the WolframAlpha application.
We now use the method of generalized series to construct the general solution of the complex X
(1)
2 -Hermite
ODE (54). The variable coefficients p(z) and q(z) given by (56) are analytic on Bδ(0), where δ = 1/
√
2.
Therefore, we can find at least one solution by the method of generalized series. Moreover, the principal part
of the Laurent series around z0 = 0 must vanish. Let us introduce the series
βn(z) = z
σ1
∞∑
k=0
ck(n)z
k, νn(z) = z
σ2
∞∑
k=0
c˜k(n)z
k, n ∈ N, (75)
where σ1 and σ2 are the roots of the indicial equation associated with equation (54)
σ(σ − 1) + a0σ + b0 = 0. (76)
By definition, we have
a0 = lim
z→0
z ·
(
−2z − 8z
1 + 2z2
)
= 0, b0 = lim
z→0
z2 · 2n = 0. (77)
The indicial equation (76) reduces to
σ(σ − 1) = 0, (78)
which possesses the roots σ1 = 0 and σ2 = 1. The two series (75) become
βn(z) =
∞∑
k=0
ck(n)z
k, (79)
νn(z) =
∞∑
k=0
c˜k(n)z
k+1. (80)
Case 1: root σ1 = 0. We substitute the series βn(z) (79) and its derivatives up to order two into the ODE
(54) and obtain
(2c2 + 2nc0)+(6c3 + 2(n− 5)c1)z
+
∞∑
k=2
[(k + 2)(k + 1)ck+2 + 2(k(k − 6) + n)ck + 4(n− k + 2)ck−2] zk = 0, (81)
where c0 and c1 are arbitrary constants. Let c0 = c1 = 1. Then the first coefficients take the form
c2 = −n, c3 = −1
3
(n− 5), c4 = 1
6
n(n− 10), (82)
and we conclude that for all k ≥ 4, the recurrence relation is as follows
ck =
−2((k − 2)(k − 8) + n)ck−2 − 4(n− k + 4)ck−4
k(k − 1) . (83)
The first even and odd coefficients are presented in Table 1.
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Table 1: First coefficients of the series βn(z)
k c2k(n) c2k−1(n)
0 1 -
1 −n 1
2 n
2−10n
6 −n−53
3 −n3−30n2+104n90 n
2−20n+51
30
4 +n
4−60n3+524n2−1200n
2520 −n
3−45n2+311n−555
630
5 −n5−100n4+1580n3−8720n2+15744n113400 n
4−80n3+1046n2−4720n+6825
22680
For k ≥ 2, the denominators of the even coefficients c2k from Table 1 take the form (2k)!/2k while the
denominators of the odd coefficients c2k−1 from Table 1 take the form (2k−1)!/2k−1. The sign of the highest
power of n appearing in the even and odd coefficients from Table 1 alternates. Therefore, the coefficients of
the series βn(z) (79) are of the form
c2k(n) = (−1)k pk(n)
(2k)!/2k
, c2k−1(n) = (−1)k+1 qk(n)
(2k − 1)!/2k−1 , (84)
where pk(n) and qk(n) are polynomials of the positive integer variable n of order k and k − 1, respectively.
We denote by λp(k) and λq(k) the roots of the polynomials pk(n) and qk(n), respectively.
Table 2: Roots of the coefficients of the series βn(z)
k λp(k) λq(k)
0 - -
1 0 -
2 0,10 5
3 0, 4,26 3,17
4 0, 4, 6,50 3, 5,37
5 0, 4, 6, 8,82 3, 5, 7,65
Table 2 shows the roots of the first terms associated with the series βn(z) (79). For k ≥ 3, the coefficients
ck (even and odd) have in particular as a root λ(k) = (k − 1)2 + 1. These roots correspond to the positive
integers in bold character. The coefficients c2k then possess the factor
(n− ((2k − 1)2 + 1)), (85)
while the coefficients c2k−1 possess the factor
(n− ((2(k − 1))2 + 1)). (86)
If the coefficient is even, the remaining roots consist of a sequence of even positive integers 0, 4, 6, ..., k − 2,
where the positive integer 2 is excluded. The even coefficients then possess the factors
n ·
k−2∏
j=1
(n− 2(1 + j)). (87)
If the coefficient is odd, the remaining roots consist of a sequence of odd positive integers 3, 5, 7..., k − 2,
where the positive integer 1 is excluded. The odd coefficients then possess the factors
k−2∏
j=1
(n− 2(1 + j) + 1). (88)
Fixing the positive integer n therefore truncates the series of even or odd coefficients, but not both, depending
on the parity of n. Since even and odd coefficients have no root in common, the series must be infinite.
12
Moreover, the fact that the positive integers 1 and 2 are excluded indicates that the X
(1)
2 -Hermite family of
polynomials is defined on the spectrum N\{1, 2}.
Making use of (85)-(88), we find
p2(n) = n(n− 10), k = 2,
pk(n) = n(n− ((2k − 1)2 + 1))
k−2∏
j=1
(n− 2(1 + j)), k ≥ 3, (89)
q2(n) = (n− 5), k = 2,
qk(n) = (n− ((2(k − 1))2 + 1))
k−2∏
j=1
(n− 2(1 + j) + 1), k ≥ 3, (90)
and taking (89) and (90) into account, we obtain the coefficients (84) in the form
c2k(n) = (−1)k
n(n− ((2k − 1)2 + 1))∏k−2j=1 (n− 2(1 + j))
(2k)!/2k
, (91)
c2k−1(n) = (−1)k+1
(n− ((2(k − 1))2 + 1))∏k−2j=1 (n− 2(1 + j) + 1)
(2k − 1)!/2k−1 . (92)
The series βn(z) (79) therefore takes the form
βn(z) = 1 + z − nz2 − n− 5
3
z3 +
n(n− 10)
6
z4
+
∞∑
k=3
[
(−1)k n(n− ((2k − 1)
2 + 1))
∏k−2
j=1 (n− 2(1 + j))
(2k)!/2k
z2k (93)
+(−1)k+1 (n− ((2(k − 1))
2 + 1))
∏k−2
j=1 (n− 2(1 + j) + 1)
(2k − 1)!/2k−1 z
2k−1
]
.
The series βn(z) (93) converges. Indeed, if the series converges absolutely, then it may be written in terms
of two separate series for the even and for the odd coefficients
βn(z) = 1 + z − nz2 − n− 5
3
z3 +
n(n− 10)
6
z4
+
∞∑
k=3
[
(−1)k n(n− ((2k − 1)
2 + 1))
∏k−2
j=1 (n− 2(1 + j))
(2k)!/2k
z2k
]
(94)
+
∞∑
k=3
[
(−1)k+1 (n− ((2(k − 1))
2 + 1))
∏k−2
j=1 (n− 2(1 + j) + 1)
(2k − 1)!/2k−1 z
2k−1
]
, (95)
where the series (94) and (95) have as general terms c2k (91) and c2k−1 (92), respectively. We apply the
D’Alembert ratio test and find
lim
k→∞
∣∣∣∣c2(k+1)c2k
∣∣∣∣ = limk→∞
∣∣∣∣c2(k+1)−1c2k−1
∣∣∣∣ = 0 < 1. (96)
We conclude that the series (94) and (95) converge. Moreover, these series converge absolutely, therefore the
series βn(z) (93) converges.
Case 2: root σ2 = 1. Consider the series νn(z) (80) associated with the root σ2 of the indicial equation
(76). Based on the above reasoning, we obtain
νn(z) = z − 1
3
(n− 5)z3 +
∞∑
k=3
[
(−1)k+1 (n− ((2(k − 1))
2 + 1))
∏k−2
j=1 (n− 2(1 + j) + 1)
(2k − 1)!/2k−1 z
2k−1
]
, (97)
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which is a convergent series, by (96). The expansion of the series νn(z) (97) is finite for all values of n which
correspond to a root of the polynomial qk(n) (see the sequence λq(k) in Table 2). The coefficients of the
series νn(z) (97) correspond to the odd coefficients of the series βn(z) (93). For this reason, we will now
define a notation that will be useful in what follows
µn(z) : = 1− nz2 + n(n− 10)
6
z4 +
∞∑
k=3
[
(−1)k n(n− ((2k − 1)
2 + 1))
∏k−2
j=1 (n− 2(1 + j))
(2k)!/2k
z2k
]
, (98)
so that the series βn(z) (93) may be rearranged as βn(z) = µn(z) + νn(z).
Remark 4. The series µn(z) (98) converges as well, based on relation (96).
Proposition 3. The series βn(z) (93) is a non-polynomial solution of the complex X
(1)
2 -Hermite ODE (54)
for all n ∈ N.
Proof. See Appendix 5.1.
Proposition 4. The series µn(z) (98) is a polynomial solution of the complex X
(1)
2 -Hermite ODE (54) for
all n ∈ 2N\{2}, while the series νn(z) (97) is a polynomial solution of the complex X(1)2 -Hermite ODE (54)
for all n ∈ (2N− 1)\{1}.
Proof. See Appendix 5.2.
We establish the linear dependence relation between βn(z) and Hˆn(z), as well as the linear dependence
relation between µn(z) and Hˆn(z) and between νn(z) and Hˆn(z). They are
Wr
(
Hˆn, βn
)
(n; z) = φ1(n)e
z2(1 + 2z2)2 = φ1(n)
16
W(1,1)(z)
, (99)
Wr
(
Hˆn, µn
)
(n; z) =
{
φ2(n)e
z2(1 + 2z2)2, n ∈ (2N− 1)\{1}
0, n ∈ (2N)\{2} , (100)
Wr
(
Hˆn, νn
)
(n; z) =
{
0, n ∈ (2N− 1)\{1}
φ3(n)e
z2(1 + 2z2)2, n ∈ 2N\{2} , (101)
where |φk| : N\{1, 2} → N\{0} is a strictly increasing function, k = 1, 2, 3.
The numerators of the coefficients c2k (91) and c2k−1 (92) have no factor in common, therefore the solution
βn(z) (93) is non-polynomial for all values of n.
Consider the solution νn(z) (97) and let us define
r1(k) : = (2(k − 1))2 + 1, k ≥ 2, (102)
r2(j) : = 2(1 + j)− 1, 1 ≤ j ≤ k − 2. (103)
Then the solution νn(z) (97) may be written as
νn(z) = z − 1
3
(n− r1(2))z3 +
∞∑
k=3
[
(−1)k+1 (n− r1(k))
∏k−2
j=1 (n− r2(j))
(2k − 1)!/2k−1 z
2k−1
]
. (104)
The roots of the polynomials (90)
qk(n) = (n− r1(k)), k = 2, (105)
qk(n) = (n− r1(k))
k−2∏
j=1
(n− r2(j)) k ≥ 3, (106)
are odd positive integers as shown in Table 2
r1(k) ∈ {5, 17, 37, 65, 101, ...}, (107)
r2(j) ∈ {3, 5, 7, ..., 2k − 3}. (108)
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Therefore, the solution νn(z) (97) is non-polynomial for all n ∈ 2N ∪ {1}, and polynomial for all odd values
of n except n = 1. The first polynomial cases of the solution νn(z) (97) are presented in Table 3.
Table 3: First polynomial cases of the solution νn(z)
l 2l − 1 ν2l−1(z)
2 3 z + 23z
3
3 5 z + 0 · z3 − 45z5
4 7 z − 23z3 − 43z5 + 821z7
...
...
...
8 15 z − 103 z3 − 45z5 + 8821z7 − 40089 z9 + 13763465z11 − 642079z13 + 128155925z15
9 17 z − 4z3 + 0 · z5 + 163 z7 − · · · − 2562297295z17
10 19 z − 143 z3 + 1615z5 + 325 z7 − · · ·+ 51238513475z19
...
...
...
18 35 z − 10z3 + 965 z5 + 6421z7 − 3209 z9 + · · ·+ 1310726716457438687871875z35
19 37 z − 323 z3 + 683 z5 + 0 · z7 − 108827 z9 + · · · − 262144234308415218225473125z37
Table 3 shows that for the values n = 2l − 1 ∈ {5, 17, 37, ...}, one term is missing in the polynomial. As
an example, if n = 5, the third-order term z3 is absent. These values of n correspond to the roots λq(k) in
bold character from Table 2. This is due to the fact that in these cases, the degree of the polynomial solution
ν2l−1(z) (97) corresponds to a root of the polynomials qk(n) (105), namely a value of the sequence (107), i.e.
n ∈ {r1(k) | k ≥ 2} ⊂ λq(k), (109)
where (2k − 1) is the degree of the missing term.
The coefficient of the first-order term in the polynomials from Table 3 is normalized, because we made
the arbitrary choice c˜1 = 1 during the construction of the generalized series νn(z) (80). We notice that for
each n ∈ {2l − 1 | l ≥ 2}, there exists a proportionality constant that depends on l, so that
Hˆ2l−1(z) = M1(l) · ν2l−1(z), l = 2, 3, ... (110)
As an example, for l = 2, we have that
Hˆ3(z) =
(−1)(3+1)/23!2(3+1)/2
p(1,1)(3)
ν3(z) = 12ν3(z). (111)
Moreover, equation (101) means that when n = 2l − 1 for some positive integer l ≥ 2, the series νn(z) (97)
is equal to the polynomial Hˆn(z) (31), up to a constant, and we therefore see a part of the X
(1)
2 -Hermite
polynomials (corresponding to odd degrees 2l − 1 ≥ 3) arising from the construction of the solution of the
ODE (54), using the method of generalized series.
Theorem 3. The solutions Hˆn(z) (31) and νn(z) (97) of equation (54) follow the proportionality relation
Hˆn(z) = M1(n)νn(z), (112)
for all n = 2l − 1, l ≥ 2, where
M1(3) = 12, M1(n) =
(−1)(n+1)/2n!2(n+1)/2
p(1,1)(n)
∏(n−3)/2
j=1 (n− 2(1 + j) + 1)
, l ≥ 3, (113)
where p(1,1)(n) is the polynomial (45) associated with the fixed partition λ = (1).
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Proof. Let n = 2l− 1, l ≥ 2, and let Hˆn(z) and νn(z) be the functions defined by (31) and (97), respectively.
From equations (27) and (30), we know that Hˆn(z) is a polynomial of degree n, and therefore equation (101)
leads to the conclusion that νn(z) is also a polynomial of degree n. The missing term in the solution νn(z)
illustrated in Table 3 corresponds to a power of z that is always strictly smaller than n, because if there is a
missing term, then n = (2(k− 1))2 + 1 for some k ≥ 2. Since n = (2(k− 1))2 + 1 > (2k− 1) for all k ≥ 2, we
conclude that the missing term is always associated with a power of z smaller than n. The contrary would
lead to a contradiction because νn(z) is a polynomial of degree n.
Let c˜n be the coefficient of the term z
n in the polynomial νn(z). From equation (97), we have that for
k ≥ 3, the coefficients are defined by the rational expression
c˜k(n) = (−1)k+1
(n− ((2(k − 1))2 + 1))∏k−2j=1 (n− 2(1 + j) + 1)
(2k − 1)!/2k−1 . (114)
The highest-order term zn is of degree n = 2k − 1, which implies that k = (n + 1)/2. Eliminating k in
equation (114), we obtain
c˜n =
(−1)(n+1)/2p(1,1)(n)2(n−1)/2
∏(n−3)/2
j=1 (n− 2(1 + j) + 1)
n!
. (115)
Let cˆn be the coefficient of the term z
n in the polynomial Hˆn(z). Then, by relation (31), we have that
cˆn = 2
n. (116)
Evaluating the ratio of the coefficients (115) and (116), we get
M1(n) =
cˆn
c˜n
=
(−1)(n+1)/2n!2(n+1)/2
p(1,1)(n)
∏(n−3)/2
j=1 (n− 2(1 + j) + 1)
. (117)
The only zeros of the denominator of M1(n) are the zeros of p(1,1)(n), namely the gap sequence {1, 2}, because
(n−3)/2∏
j=1
(n− r2(j)) : n = 3, 5, 7, ...
 = {1, 2, 2 · 4, 2 · 4 · 6, ...}, (118)
which means that M1(n) is not defined on the gap sequence. We complete the proof by verifying the case
when k = 2, i.e. Hˆ3(z) = M1(3)ν3(z) holds. Indeed, M1(3) = 12, which corresponds to the example given in
(111).
From Theorem 3, we find that the function φ2(n) in the Wronskian (100) corresponds to the additive
inverse of the function M1(n) (113)
Wr
(
Hˆn, µn
)
(n; z) = −M1(n)ez2(1 + 2z2)2
{
1, n ∈ (2N− 1)\{1}
0, n ∈ (2N)\{2} . (119)
Moreover, Theorem 3 sheds light on the fact that the Hermite XOPs Hˆ2l−1 arise from the odd part of the
series βn(z) (93). This motivates the search for the Hermite XOPs Hˆ2l in the even part of the series βn(z)
(93).
Consider the series µn(z) (98) and let us define
r3(k) : = (2k − 1)2 + 1, k ≥ 2, (120)
r4(j) : = 2(1 + j), 1 ≤ j ≤ k − 2. (121)
Then the series µn(z) (98) may be written as
µn(z) = 1− nz2 + n(n− r3(2))
6
z4 +
∞∑
k=3
[
(−1)k n(n− r3(k))
∏k−2
j=1 (n− r4(j))
(2k)!/2k
z2k
]
. (122)
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The roots of the polynomials (89)
pk(n) = (n− r3(k)), k = 2,
pk(n) = n(n− r3(k))
k−2∏
j=1
(n− r4(j)), k ≥ 3, (123)
are even positive integers as shown in Table 2
r3(k) ∈ {10, 26, 50, 82, 122, ...}, (124)
r4(j) ∈ {4, 6, 8, ..., 2k − 2}. (125)
Therefore, the series µn(z) (98) is non-polynomial for all n ∈ (2N− 1) ∪ {2}, and is polynomial for all even
values of n except n = 2. The first polynomial cases of the series µn(z) (98) are presented in Table 4.
Table 4: First polynomial cases of the series µn(z)
l 2l µ2l(z)
0 0 1
2 4 1− 4z2 − 4z4
...
...
...
4 8 1− 8z2 − 83z4 + 325 z6 − 1615z8
5 10 1− 10z2 + 0 · z4 + 323 z6 − 8021z8 + 32105z10
6 12 1− 12z2 + 4z4 + 22415 z6 − · · · − 64945z12
...
...
...
12 24 1− 24z2 + 56z4 + · · · − 409613749310575z24
13 26 1− 26z2 + 2083 z4 + 0 · z6 − · · ·+ 8192316234143225z26
Table 4 shows that for the values n = 2l ∈ {10, 26, 50, ...}, one term is missing in the polynomial. As an
example, if n = 10, the fourth-order term z4 is absent. These values of n correspond to the roots λp(k) in
bold character from Table 2. This is due to the fact that in these cases, the degree of the polynomial µn(z)
(98) corresponds to a root of the polynomials pk(n) (123), namely a value of the sequence (124), i.e.
n ∈ {r3(k) | k ≥ 2} ⊂ λp(k), (126)
where (2k) is the degree of the missing term.
The constant term in the polynomials from Table 4 is normalized, because we made the arbitrary choice
c1 = 1 during the construction of the generalized series βn(z) (79). We notice that for each n ∈ {2l | l ≥ 2},
there exists a proportionality constant that depends on l, so that
Hˆ2l(z) = M2(l) · µ2l(z), l = 2, 3, ... (127)
Theorem 4. The functions Hˆn(z) (31) and µn(z) (98) follow the proportionality relation
Hˆn(z) = M2(n)µn(z), (128)
for all n = 2l, l ∈ {0, 2, 3, 4, ...}, where
M2(0) := 1, M2(n) =
(−1)(n+2)/2n!2n/2
n · p(1,1)(n)
∏(n−4)/2
j=1 (n− 2(1 + j))
, n ≥ 1. (129)
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Proof. Let n = 2l, l ≥ 2, and let Hˆn(z) and µn(z) be the functions defined by (31) and (98), respectively.
Then µn(z) is a polynomial of degree n. The missing term in the polynomial µn(z) presented in Table 4
corresponds to a power of z that is always strictly smaller than n, because if there is a missing term, then
n = (2k − 1)2 + 1 for some k ≥ 2. Since n = (2k − 1)2 + 1 > 2k for all k ≥ 2, we conclude that the missing
term is always associated with a power of z smaller than n.
Let cn be the coefficient of the term z
n in the polynomial µn(z). From equation (98), we have that for
k ≥ 3, the coefficients are defined by the rational expression
ck(n) = (−1)k
n(n− ((2k − 1)2 + 1))∏k−2j=1 (n− 2(1 + j))
(2k)!/2k
. (130)
The highest-order term zn is of degree n = 2k, which means that k = n/2. Eliminating k in equation (130),
we obtain
cn =
(−1)(n+1)/2p(1,1)(n)2(n−1)/2
∏(n−3)/2
j=1 (n− 2(1 + j) + 1)
n!
. (131)
Let cˇn be the coefficient of the term z
n in the polynomial Hˆn(z). Then, by relation (31), we have that
cˇn = 2
2n. (132)
Evaluating the ratio of the coefficients (131) and (132), we get
M2(n) =
cˇn
cn
=
(−1)(n+2)/2n!2n/2
n · p(1,1)(n)
∏(n−4)/2
j=1 (n− 2(1 + j))
. (133)
The only zeros of the denominator of M2(n) are the zeros of p(1,1)(n) and zero itself, namely the gap sequence
{1, 2} and zero, because
(n−4)/2∏
j=1
(n− r4(j)) : n = 4, 6, 8, ...
 = {1, 3, 3 · 5, 3 · 5 · 7, ...}, (134)
which means that M2(n) is not defined on the gap sequence, neither at n = 0, which is why we define this
case separately in equations (129) (Remark 5 contains another formulation of the constant M2(n)).
We complete the proof by verifying the case k = 2. Indeed, Hˆ4(z) = M2(4)µ4(z), where M2(4) = −4.
Remark 5. Since n is even, M2(n) can be equivalently expressed in terms of the Euler gamma function [29]
M2(n) = (−1)(n+2)/22n−1pi−1/2Γ
(
n− 1
2
)
, ∀n ∈ 2N\{2}. (135)
From Theorem 4, we find that the function φ3(n) in the Wronskian (101) corresponds to the function
M2(n) (129)
Wr
(
Hˆn, νn
)
(n; z) = M2(n)e
z2(1 + 2z2)2 ·
{
0, n ∈ (2N− 1)\{1}
1, n ∈ 2N\{2} . (136)
From Theorems 3 and 4, we find that the function φ1(n) appearing in the Wronskian (99) corresponds to the
additive inverse of the function M1(n) (113) when n is odd, and to the function M2(n) (129) when n is even
Wr
(
Hˆn, βn
)
(n; z) = ez
2
(1 + z2)2 ·
{−M1(n), n ∈ (2N− 1)\{1}
M2(n), n ∈ 2N\{2} . (137)
Corollary 3. The functions H
(1)
n (z) (29), µn(z) (98) and νn(z) (97) follow the proportionality relations
H(1)n (z) =
(−1)(n+1)/28n!2(n+1)/2∏(n−3)/2
j=1 (n− 2(1 + j) + 1)
νn(z) (138)
for all n = 2l − 1, l ≥ 2,
H(1)n (z) =
(−1)(n+2)/28n!2n/2
n
∏(n−4)/2
j=1 (n− 2(1 + j))
µn(z) (139)
for all n = 2l, l ≥ 2,
H
(1)
0 (z) = 16µ0(z). (140)
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Proof. The proof is straightforward, making use of Theorems 2-4.
Corollary 4. The functions νn(z) (97) and µn(z) (98) follow the orthogonality relations∫ ∞
−∞
νm(x)νn(x)
e−x
2
(1 + 2x2)2
dx = δm,n
√
pip(1,1)(n)
∏(n−3)/2
j=1 (n− 2(1 + j) + 1)2
2 · n! (141)
for all n = 2l − 1, l ≥ 2,∫ ∞
−∞
µm(x)µn(x)
e−x
2
(1 + 2x2)2
dx = δm,n
√
pi n · p(1,1)(n)
∏(n−4)/2
j=1 (n− 2(1 + j))2
(n− 1)! (142)
for all n = 2l, l ≥ 2, ∫ ∞
−∞
(µ0(x))
2 e
−x2
(1 + 2x2)2
dx =
√
pi
2
. (143)
Proof. If n = 2l − 1, l ≥ 2, then by virtue of Theorem 3, the orthogonality relation (48) for Hˆn(x) becomes∫ +∞
−∞
νm(x)νn(x)
e−x
2
(1 + 2x2)2
dx = δm,nM
−2
1 (n)
√
pi2nn!
(n− 1)(n− 2) (144)
= δm,n
√
pip(1,1)(n)
∏(n−3)/2
j=1 (n− 2(1 + j) + 1)2
2 · n! .
The case n = 0 is easily verified. If n = 2l, l ≥ 2, then by virtue of Theorem 4, the orthogonality relation
(48) for Hˆn(x) becomes∫ +∞
−∞
µm(x)µn(x)
e−x
2
(1 + 2x2)2
dx = δm,nM
−2
2 (n)
√
pi2nn!
(n− 1)(n− 2) (145)
= δm,n
√
pi n · p(1,1)(n)
∏(n−4)/2
j=1 (n− 2(1 + j))2
(n− 1)! .
Remark 6. On the gap sequence, the functions Hˆ1(z) and Hˆ2(z) are defined from the extension of the pa-
rameter of classical Hermite polynomials to negative integers, as in equations (74), leading to non-polynomial
solutions of the ODE (54). Theorems 3 and 4 state that there exists a proportionality constant between the
polynomials Hˆ2l(z) (31) and µ2l(z) (98), where l ∈ {0, 2, 3, ...} and between the polynomials Hˆ2l−1(z) (31)
and ν2l−1(z) (97), where l ∈ {2, 3, 5, ...}. The same phenomenon holds between Hˆ2(z) and µ2(z) and be-
tween Hˆ1(z) and ν1(z), namely on the gap sequence, which indicates that the extension of classical Hermite
polynomials to negative integers arises naturally in the construction of the solution of the ODE (54).
We showed in the present section that the X
(1)
2 -Hermite polynomials of even degree may be expressed as
the even part of the series βn(z) (93) and that the X
(1)
2 -Hermite polynomials of odd degree may be expressed
as the odd part of the series βn(z) (93). That suggests that the general solution of the complex X
(1)
2 -Hermite
ODE (54) can be expressed as a linear combination of two separate functions, where the first function would
include the X
(1)
2 -Hermite polynomials together with the non-polynomial cases n = 1, 2 (the gap sequence),
and where the second function would include non-polynomial solutions.
Let Hˆ1(z) and Hˆ2(z) be defined by (74). Then {Hˆn(z)}∞n=0 is a countable sequence of functions which
includes the X
(1)
2 -Hermite polynomials, up to a constant, and two non-polynomial solutions, namely for
n = 1, 2 (the gap sequence). Consider the proportionality constants M1(n) and M2(n) from Theorems 3 and
4, respectively, and let us define
M3(n) :=

−2, n = 1
2, n = 2
−M−11 (n), n ∈ 2N− 1\{1}
M−12 (n), n ∈ 2N\{2}
, (146)
19
and
αn(z) := M3(n)Hˆn(z), n ∈ N. (147)
We introduced the constant M3(n) in the definition (147) in order to obtain simplified and normalized
Wronskians in the various calculations involving the functions αn(z), βn(z), µn(z), and νn(z).
Under the above assumptions, we have the following theorem.
Theorem 5. (Main result) The general solution of the complex X
(1)
2 -Hermite ODE (54) is given by
ωn(z) = a1αn(z) + a2βn(z), n ∈ N, a1, a2 ∈ C, (148)
where the functions αn(z) and βn(z) are given by (147) and (93), respectively, and are linearly independent.
These functions have the following properties:
(i) The elements of the countable sequence {αn(z)}n∈N\{1,2} correspond to the complex exceptional Hermite
polynomials with the partition λ = (1).
The functions {αn(z)}n∈{1,2} correspond to the non-polynomial solutions (74) which complete the gap for
n = 1, 2.
(ii) The elements of the countable sequence {βn(z)}n∈N are non-polynomial functions.
Proof. (i) Consider the definition of the function αn(z) (147). By Corollary 2, we know that Hˆn(z) is a
polynomial solution of the complex X
(1)
2 -Hermite ODE (54) for all n ∈ N\{1, 2}, which indicates that αn(z)
is a polynomial solution for these values of n. The non-polynomial cases for n = 1, 2 are easily verified
by substituting the expressions (74) and their derivatives up to order 2 into the ODE (54). Making use of
Theorems 3 and 4, we obtain the Wronskians
Wr (αn, µn) (z) = e
z2(1 + 2z2)2 ·
{
1, n ∈ 2N− 1
0, n ∈ 2N , (149)
Wr (αn, νn) (z) = e
z2(1 + 2z2)2 ·
{
0, n ∈ 2N− 1
1, n ∈ 2N , (150)
which show that {Hˆ2l(z), µ2l(z)} and {Hˆ2l+1(z), ν2l+1(z)} are linearly dependent sets for all l ≥ 0 (it was
shown in Appendix 5.2 that {µ2l(z)} and {ν2l+1(z)} are solutions for all l ≥ 0). By Proposition 3, we know
that βn(z) is a non-polynomial solution of the ODE (54) for all n ∈ N. The Wronskian
Wr (αn, βn) (z) = e
z2(1 + z2)2 ·
1−
√
pi/2, n = 1
1− 2√pi, n = 2
1, n ∈ N\{1, 2}
, (151)
shows that αn(z) and βn(z) are linearly independent functions.
(ii) The sequence {βn(z)}n∈N is composed of non-polynomial functions. This is due to the form of the
series βn(z) (93), composed of coefficients c2k(n) (91) and c2k−1(n) (92). They are asociated with even powers
of z and odd powers of z, respectively and have no root in common (see the roots λp(k) and λq(k) in Table
2).
Remark 7. The function ωn(z) (148) is the analytical general solution of the ODE (21) for n ∈ N (no gap),
on the complex plane, for the particular case λ = (1). Provided that λ2 is an Adler partition, the differential
operator Tλ2 is non-singular on R. However, in the case λ = (1) the operator possesses singularities at
±i/√2 /∈ R. This is due to the fact that the operator Tλ (19) has singularities corresponding to the zeros
of the Wronskian Hλ (13). Indeed, the general solution was built from an Adler partition, leading to a gap
sequence which fulfills the hypotheses of the Krein-Adler Theorem 1. Consequently, the ODE (54) arising
from these choices has no singularity on R.
The solution αn(z) (147) is non-polynomial on the gap sequence arising from the choice of the partition
λ = (1). The expression for the coefficients of the series βn(z) (93) constructed from the differential operator
T(1,1) provides some clues explaining the existence of a gap in the eigenvalue spectrum of the differential
operator. The coefficients c2k(n) (91) and c2k−1(n) (92) of the series βn(z) (93), associated with even and
odd powers of z, repectively, are polynomials of the parameter n, which possess no root on the gap sequence
(see Table 2), leading to the non-polynomial solutions ν1(z) and µ2(z) for the values n = 1, 2.
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4 Minimal surface representation of the general solution of the
X
(1)
2 -Hermite ODE
In this section, we present the geometric representation of the general solution of the X
(1)
2 -Hermite ODE
(54), the function ωn(z) (148), under the form of a family of minimal surfaces.
For the purpose of construction of minimal surfaces, we make use of the link between the classical Enneper-
Weierstrass formula for the immersion of a minimal surface F in the Euclidean space E3 and the linear problem
for the moving frame
σ = (∂F, ∂F,N)T (152)
on the surface, where we used the following notation for the holomorphic and antiholomorphic derivatives
∂ =
1
2
(
∂
∂x
− i ∂
∂y
)
, ∂ =
1
2
(
∂
∂x
+ i
∂
∂y
)
, z = x+ iy. (153)
This link, expressed as a second-order linear ODE, allows us to prove that the general solution (148) can be
represented by minimal surfaces. We calculate the explicit form of the immersion formula and we present a
numerical display of these surfaces for different values of the parameter of the complex X
(1)
2 -Hermite ODE
(54).
4.1 Enneper-Weierstrass formula and su(2) representation
Consider the Enneper-Weierstrass immersion formula [14, 41] describing a zero mean curvature surface (de-
noted by h = 0) in terms of two locally holomorphic arbitrary functions
F (ξ0, ξ) =
1
2
Re
(∫ ξ
ξ0
(
1− χ2, i(1 + χ2), 2χ))T η2 dz) ∈ E3, (154)
where ∂η = ∂χ = 0. The integration in formula (154) is performed on an arbitrary path from the constant
ξ0 ∈ C to the complex variable ξ ∈ C\{ξ0}.
Let F˜ ∈ su(2) ' E3 be the quaternionic description of the minimal surface represented by formula (154).
In order to determine the explicit form of this representation, we identify the Euclidean space E3 with the
imaginary quaternions [2] by the formula
F˜ = −i
3∑
k=1
Fkσk ∈ ImH ' su(2), T r(F˜ ) = 0, F˜ † = −F˜ , (155)
where dagger † denotes the Hermitian conjugate of the considered expression. The matrices σk, k = 1, 2, 3
are the Pauli matrices, such that σ†k = σk. The inner product is then
〈X,Y 〉 = −1
2
Tr(XY ), ∀X,Y ∈ su(2). (156)
Substituting the components Fk, k = 1, 2, 3, of the Enneper-Weierstrass representation (154) into formula
(155), we obtain a matrix formulation of the surface [8]
F˜ = − i
2

∫ ξ
ξ0
χη2 dz +
(∫ ξ
ξ0
χη2 dz
)∗ ∫ ξ
ξ0
η2 dz −
(∫ ξ
ξ0
χ2η2 dz
)∗
− ∫ ξ
ξ0
χ2η2 dz +
(∫ ξ
ξ0
η2 dz
)∗
− ∫ ξ
ξ0
χη2 dz −
(∫ ξ
ξ0
χη2 dz
)∗
 , (157)
where star ∗ denotes the complex conjugate of the considered expression. The formula (157) for F˜ is a
quaternionic representation of the surface immersed in the su(2) Lie algebra, because Tr(F˜ ) = 0 and F˜ † =
−F˜ .
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4.2 Holomorphic reduction of the linear problem for the moving frame
Making use of the Lie algebra isomorphism so(3) ' su(2), the Gauss-Weingarten equations for the moving
frame σ (152) may be written in terms of 2 × 2 complex-valued matrices [2, 3]. When the mean curvature
vanishes (h = 0), the wavefunction Φ ∈ SU(2,C) satisfies the linear differential equations
∂Φ = UΦ, ∂Φ = VΦ, (158)
U =
(
1
4∂u −Qe−
u
2
0 − 14∂u
)
, V =
( − 14∂u 0
Qe−
u
2
1
4∂u
)
∈ sl(2,C),
where U† = −V. The Euclidean metric Ω = eudzdz¯ on the surface F˜ is conformal, where z, z¯ are local
coordinates on F˜ and Qdz2 is the Hopf differential. We apply the gauge transformation M to the wavefunction
Φ ∈ SU(2,C) of the linear problem (158), as proposed in [11] and used afterwards in [8]
Ψ = MΦ, where M =

|η|(1+χχ)1/2
ηχ 0
− |η|
η(1+χχ)1/2
ηχ
|η|(1+χχ)1/2
 ∈ SL(2,C). (159)
We obtain
∂Ψ = U˜(λ; z)Ψ, ∂Ψ = 0, (160)
where
U˜(λ; z) = λη2
(
χ −1
χ2 −χ
)
, V˜ = 0 ∈ sl(2,C). (161)
The system (160) is a reduced linear problem for the holomorphic wavefunction Ψ(z). The potential matrix
U˜ is parametrized by the spectral parameter λ ∈ C\{0}, where
η = reiθ, r > 0, θ ∈ [0, 2pi[, λ = η/η = e2iθ. (162)
Corollary 5. The SU(2,C) wavefunction Φ of a minimal surface given by (158) is gauge equivalent to the
wavefunction Ψ of the linear system (160) with potential matrices (161) together with (162). The gauge is
given by (159).
In what follows, we consider the linear system (160) with a two-component holomorphic vector wavefunc-
tion Ψ˜ = (ψ1, ψ2)
T . Consequently, the linear system (160) can be equivalently expressed by the system
∂2ψ1 − 2∂η
η
∂ψ1 − λη2∂χψ1 = 0, (163)
ψ2 = χψ1 − ∂ψ1
λη2
. (164)
Corollary 6. The identification of the ODE (163) with any selected linear second-order ODE leads to the
explicit determination of the holomorphic functions η and χ from the Enneper-Weierstrass formula (154).
Consequently, it is possible to determine a su(2)-valued minimal surface representation F˜ (157) which corre-
sponds to solutions of the selected ODE.
4.3 Links between the linear problem and the X
(1)
2 -Hermite differential equation
Let us identify the coefficients of the linear second-order ODE (163) with the coefficients (56) of the complex
X
(1)
2 -Hermite ODE (54). We obtain the system
∂η
η
= z +
4z
1 + 2z2
, −λη2∂χ = 2n. (165)
This identification signifies that the component ψ1(n; z) of the holomorphic wavefunction Ψ˜ corresponds to
the general solution ωn(z) of equation (54). We obtain the explicit form of the arbitrary functions from the
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Enneper-Weierstrass representation (154)
η2(z) =
16c21
W(1,1)(z)
, (166)
χ(n;λ; z) = − 2n
λc21
(
c2 +
√
pi
4
erf(z) + 8(1 + 2z2)W(1,1)(z)
)
, (167)
where W(1,1)(z) is the weight function (46) and c1 ∈ C\{0} and c2 ∈ C are arbitrary constants. The functions
η (166) and χ (167) are written in terms of the complex extension of the weight (46). Substituting the
functions η (166) and χ (167) into (161), we obtain the components of the potential matrix U˜(n;λ; z) = (uij)
in the form
u11 = −u22 = − 32n
W(1,1)(z)
(
c2 +
√
pi
4
erf(z) + 8(1 + 2z2)W(1,1)(z)
)
,
u12 = − 16λc
2
1
W(1,1)(z)
, (168)
u21 =
64n2
λc21W(1,1)(z)
(
c2 +
√
pi
4
erf(z) + 8(1 + 2z2)W(1,1)(z)
)2
.
Given the conditions (163)-(164) on its components ψ1 and ψ2, the wavefunction takes the form
Ψ˜(n;λ; z) =
 ωn(z)
− 2n
λc21
(
c2 +
√
pi
4 erf(z) + 8(1 + 2z
2)W(1,1)(z)
)
ωn(z)− 116λc21 ∂ωn(z)W(1,1)(z)
 , (169)
where c1, λ ∈ C\{0} and c2 ∈ C. Note that the wavefunction Ψ˜ is expressed here in terms of the general
solution ωn(z) (148) and its derivative.
4.4 Minimal surfaces describing the general solution ωn(z)
The explicit form of the components of the Enneper-Weierstrass representation (154) is obtained by integra-
tion of the functions η (166) and χ (167). Let us denote
I1 :=
∫ ξ
ξ0
η2 dz, I2 :=
∫ ξ
ξ0
χ2η2 dz, I3 :=
∫ ξ
ξ0
χη2 dz. (170)
Then the Enneper-Weierstrass immersion formula (154) describing a minimal surface immersed in E3 becomes
F (n;λ; ξ0, ξ) =
(
1
2
Re (I1 − I2) ,−1
2
Im (I1 + I2) ,Re (I3)
)T
∈ E3, (171)
where
I1 =c
2
1
[√
pierfi(z) + ez
2
z(2z2 − 1)
]ξ
ξ0
, (172)
I2 =
4n2
λ2c21
[
c22
√
pierfi(z) +
√
pi
6
z2erf(z) +
√
pi
4
zerf(z) +
√
pi
8
erf(z)− c2
2
z2 2 F2(1, 1;−1/2, 2; z2) (173)
+c2
√
piz2 2 F2(1, 1; 1/2, 2; z
2) +
c2
√
pi
2
z2 2 F2(1, 1; 3/2, 2; z
2)− c2
√
pi
2
z4 +
2c2
3
z3 − c2
√
pi
2
z2
+c2z + 2c
2
2z
3ez
2 − c22zez
2
+
1
6
z2e−z
2
+
5
12
e−z
2
]ξ
ξ0
+
n2pi
4λ2c21
∫ ξ
ξ0
ez
2
(2z2 + 1)erf2(z) dz,
I3 =
2n
λ
[
c2
√
pierfi(z) + c2e
z2(2z2 − 1)− 1
4
z2 2 F2(1, 1;−1/2, 2; z2) + 1
2
z2 2 F2(1, 1; 1/2, 2; z
2) (174)
+
1
4
z2 2 F2(1, 1; 3/2, 2; z
2)− 1
4
z4 +
1
3
z3 − 1
4
z2 +
1
2
z
]ξ
ξ0
.
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The function erfi(z) appearing in the components (172)-(174) is the imaginary error function defined by
erfi(z) = −i · erf(iz), (175)
and the function pFq(a1, a2, ..., ap; b1, b2, ..., bq; z) is the generalized hypergeometric function [29] defined by
pFq(a1, a2, ..., ap; b1, b2, ..., bq; z) =
∞∑
k=0
(a1)k(a2)k · · · (ap)k
(b1)k(b2)k · · · (bq)k
zk
k!
, (176)
where (a)k := a(a+ 1) · · · (a+ k − 1) is the Pochhammer symbol.
The components of the surface (171) take the form
F1 =
1
2
Re
[√
pi
(
c21 −
4n2c22
λ2c21
)
erfi(z) +
(
c21 −
4n2
λ2c21
)
ez
2
z(2z2 − 1) (177)
− 4n
2
λ2c21
[√
pi
2
(
1
3
z2erf(z) +
1
2
z · erf(z) +
√
pi
4
erf(z)
)
− c2
2
z2 2 F2(1, 1;−1/2, 2; z2)
+c2
√
piz2 2 F2(1, 1; 1/2, 2; z
2) +
c2
√
pi
2
z2 2 F2(1, 1; 3/2, 2; z
2)− c2
√
pi
2
z4 +
2c2
3
z3 − c2
√
pi
2
z2
+c2z +
1
6
z2e−z
2
+
5
12
e−z
2
]ξ
ξ0
+
pi
16
∫ ξ
ξ0
ez
2
(2z2 + 1)2erf2(z)dz
]
,
F2 = −1
2
Im
[√
pi
(
c21 +
4n2c22
λ2c21
)
erfi(z) +
(
c21 +
4n2
λ2c21
)
ez
2
z(2z2 − 1) (178)
+
4n2
λ2c21
[√
pi
2
(
1
3
z2erf(z) +
1
2
z · erf(z) +
√
pi
4
erf(z)
)
− c2
2
z2 2 F2(1, 1;−1/2, 2; z2)
+c2
√
piz2 2 F2(1, 1; 1/2, 2; z
2) +
c2
√
pi
2
z2 2 F2(1, 1; 3/2, 2; z
2)− c2
√
pi
2
z4 +
2c2
3
z3 − c2
√
pi
2
z2
+c2z +
1
6
z2e−z
2
+
5
12
e−z
2
]ξ
ξ0
− pi
16
∫ ξ
ξ0
ez
2
(2z2 + 1)2erf2(z)dz
]
,
F3 = Re
[
2n
λ
[
c2
√
pierfi(z) + c2e
z2z(2z2 − 1)− 1
4
z2 2 F2(1, 1;−1/2, 2; z2) (179)
+
1
2
z2 2 F2(1, 1; 1/2, 2; z
2) +
1
4
z2 2 F2(1, 1; 3/2, 2; z
2)− 1
4
z4 +
1
3
z3 − 1
4
z2 +
1
2
z
]ξ
ξ0
]
.
The integral in terms of the error function (72) appearing in equations (177) and (178)
I4 :=
∫ ξ
ξ0
ez
2
(2z2 + 1)2erf2(z)dz (180)
can be numerically approximated for the purpose of plotting the surface. It may also be reduced to the
numerical approximation of the integral ∫ ξ
ξ0
ez
2
erf2(z)dz. (181)
We integrate (180) by parts by putting u = erf2(z) and dv = ez
2
(2z2 + 1)2dz. The integral I4 becomes
I4 = erf
2(z)
(√
pierfi(z) + ez
2
z(2z2 − 1)
) ∣∣∣∣ξ
ξ0
− 1
2
√
pi
(4z4 − 4z2 − 1)erf(z)
∣∣∣∣ξ
ξ0
− 1
pi
e−z
2
(2z3 + z)
∣∣∣∣ξ
ξ0
− 4
∫ ξ
ξ0
e−z
2
erf(z)erfi(z)dz. (182)
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The integral appearing in equation (182)
I5 :=
∫ ξ
ξ0
e−z
2
erf(z)erfi(z)dz (183)
can also be integrated by parts by putting s = erfi(z) and dt = e−z
2
erf(z)dz. The integral I5 (183) becomes
I5 =
√
pi
4
erf2(z)erfi(z)
∣∣∣∣ξ
ξ0
− 1
2
∫ ξ
ξ0
ez
2
erf2(z)dz, (184)
and then the integral I4 (180) becomes
I4 =
[
erf2(z)
(√
pierfi(z) + ez
2
z(2z2 − 1)
)
−√pierf2(z)erfi(z) (185)
− 1
2
√
pi
(4z4 − 4z2 − 1)erf(z)− 1
pi
e−z
2
(2z3 + z)
]ξ
ξ0
+ 2
∫ ξ
ξ0
ez
2
erf2(z)dz.
Under the above, we have the following.
Proposition 5. The formula (157) for the immersion of minimal surfaces associated with the general solution
ωn(z) (148) of the complex X
(1)
2 -Hermite ODE (54) takes the form
F˜ (n;λ; z) = − i
2
 I3 + I∗3 I1 − I∗2
−I2 + I∗1 −(I3 + I∗3 )
 ∈ su(2), (186)
where Ik, k = 1, 2, 3, are the integrals (172)-(174).
The explicit expressions for the components of the surface F˜ are rather long so we omit them here. The
formula (186) is su(2)-valued because Tr(F˜ ) = 0 and F˜ † = −F˜ .
Corollary 6 allows us to state the following.
Corollary 7. The general solution of the non-degenerate confluent Heun equation (70) admits a minimal
surface representation in E3.
4.5 Numerical representation of minimal surfaces describing the general
solution ωn(z)
In this section, the 3-dimensional numerical displays of the minimal surfaces (171) are presented in connection
with the general solution ωn(z) (148). Even if the X
(1)
2 -Hermite XOPs are not defined for n = 1, 2, we are
able to construct the surfaces describing the behavior of the solutions of the complex X
(1)
2 -Hermite ODE
(54) for these values of n. This is due to the fact that the surface may be described by the holomorphic
wavefunction Ψ˜ (the solution of the linear problem (163)-(164)), acting as the moving frame on the surface,
which is determined by the general solution (148), defined for all n ∈ N. For n = 0, the surface coincides with
the plane F3 ≡ 0. Figures 1 to 3 below show the evolution of the surface for n = 1, 2, 3. They were obtained
using the Mathematica symbolic software and applying the Enneper-Weierstrass immersion formula (154) to
the general solution ωn(z). The components of the surface were calculated in (177), (178) and (179). The
integration constants and the parameter were fixed to c1 = c2 = 1 and λ =
√
pi, respectively. The integration
was performed from ξ0 = 1 + 3i to ξ = x+ iy, where x ∈ [−1, 1], y ∈ [−1, 1]. The parameter n is related to
the complex X
(1)
2 -Hermite ODE (54). As n grows, the surface expands, but the evolution of the surface as
the parameter n grows suggests a global flattening phenomena for the third component F3 (notice that there
is a change of scale from one figure to another). A mirror symmetry with respect to the plane F2 ≡ C, for
some C < 0, appears clearly in each image.
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Figure 1: Minimal surface representation of the general solution ωn(z), for n = 1.
Figure 2: Minimal surface representation of the general solution ωn(z), for n = 2.
Figure 3: Minimal surface representation of the general solution ωn(z), for n = 3.
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5 Appendix. Proofs
5.1 Proof of Proposition 3
We now show that the series βn(z) (93) is a non-polynomial solution of equation (54) for all n ∈ N.
Proof. We proceed by induction. Consider the following proposition:
P1(n) : The function βn(z) (93) is a solution of equation (54) for all n ∈ N. (187)
Multiplying by (1 + 2z2), equation (54) can be equivalently expressed as(
1 + 2z2
)
ω′′(z) +
(−4z3 − 10z)ω′(z) + (2n+ 4nz2)ω(z) = 0. (188)
Case n = 0. Equation (188) becomes (
1 + 2z2
)
ω′′(z) +
(−4z3 − 10z)ω′(z) = 0. (189)
Let us denote
∆1(k) := (−1)k2k−1((2(k − 1))2 + 1)
k−2∏
j=1
(1− 2(1 + j)). (190)
Then the series (93) and its first and second-order derivatives take the form
β0(z) = 1 + z +
5
3
z3 +
∞∑
k=3
∆1(k)
(2k − 1)!z
2k−1, (191)
dβ0
dz
(z) = 1 + 5z2 +
∞∑
k=3
∆1(k)
(2k − 2)!z
2k−2,
d2β0
dz2
(z) = 10z +
∞∑
k=3
∆1(k)
(2k − 3)!z
2k−3. (192)
Substituting (192) into the left-hand side (LHS) of equation (189), we obtain
G1(0; z) =
(
1 + 2z2
) · 10z + (−4z3 − 10z) · (1 + 5z2)+ ∞∑
k=3
∆1(k)
(2k − 3)!z
2k−3
+
∞∑
k=3
2∆1(k)
(2k − 3)!z
2k−1 −
∞∑
k=3
4∆1(k)
(2k − 2)!z
2k+1 −
∞∑
k=3
10∆1(k)
(2k − 2)!z
2k−1. (193)
In order to obtain powers corresponding to (2k − 1) in all series, we perform a translation of the summation variable
where necessary. Extracting the terms of degree k ≤ 3, and considering the terms outside of a series in equation (193),
we see that they cancel each other. Regrouping all series, we get
G1(0; z) =
∞∑
k=4
[
∆1(k + 1)
(2k − 1)! +
2∆1(k)
(2k − 3)! −
4∆1(k − 1)
(2k − 4)! −
10∆1(k)
(2k − 2)!
]
z2k−1. (194)
Evaluating ∆1 from relation (190), we obtain
G1(0; z) =
∞∑
k=4
[
(−1)k2k∏k−3j=1 (1 + 2(1 + j))
(2k − 4)! ·∆2(k)
]
z2k−1, (195)
where
∆2(k) := − ((2k)
2 + 1)(1− 2(1 + (k − 2)))(1− 2(1 + (k − 1)))
(2k − 3)(2k − 2)(2k − 1) + ((2(k − 2))
2 + 1) (196)
+
((2(k − 1))2 + 1)(1− 2(1 + (k − 2)))
(2k − 3) −
5((2(k − 1))2 + 1)(1− 2(1 + (k − 2)))
(2k − 3)(2k − 2) = 0,
for all k ≥ 4. We conclude that P1(0) is true.
Applying the induction hypothesis, we suppose that P1(n− 1) is true for some n ≥ 1, i.e.(
1 + 2z2
)
(βn−1(z))
′′ +
(−4z3 − 10z) (βn−1(z))′ + 2(n− 1) (1 + 2z2)βn−1(z) = 0. (197)
We want to show that P1(n) is also true, i.e.(
1 + 2z2
)
(βn(z))
′′ +
(−4z3 − 10z) (βn(z))′ + 2n (1 + 2z2)βn(z) = 0. (198)
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Subtracting the LHS of (198) from (197), we obtain the equality(
1 + 2z2
) [
(βn−1)
′′ − (βn)′′
]
(z) +
(−4z3 − 10z) [(βn−1)′ − (βn)′] (z) (199)
+ 2n(1 + 2z2) [βn−1 − βn] (z)− 2(1 + 2z2)βn−1(z) = 0
and need to prove that it is true. Let us define
∆3(k) : = (n− 1)(n− ((2k − 1)2 + 2))
k−2∏
j=1
(n− (2(1 + j) + 1)), (200)
∆4(k) : = n(n− ((2k − 1)2 + 1))
k−2∏
j=1
(n− 2(1 + j)), (201)
∆5(k) : = (n− ((2(k − 1))2 + 2))
k−2∏
j=1
(n− 2(1 + j)), (202)
∆6(k) : = (n− ((2(k − 1))2 + 1))
k−2∏
j=1
(n− 2(1 + j) + 1). (203)
Then we get
[βn−1 − βn] (z) = z2 + 1
3
z3 +
11− 2n
6
z4 +
∞∑
k=3
[
(−1)k2k
(2k)!
(∆3 −∆4) z2k + (−1)
k+12k−1
(2k − 1)! (∆5 −∆6) z
2k−1
]
, (204)
[
(βn−1)
′ − (βn)′
]
(z) = 2z + z2 +
22− 4n
3
z3 +
∞∑
k=3
[
(−1)k2k
(2k − 1)! (∆3 −∆4) z
2k−1 +
(−1)k+12k−1
(2k − 2)! (∆5 −∆6) z
2k−2
]
,
(205)[
(βn−1)
′′ − (βn)′′
]
(z) = 2 + 2z + (22− 4n)z2 +
∞∑
k=3
[
(−1)k2k
(2k − 2)! (∆3 −∆4) z
2k−2 +
(−1)k+12k−1
(2k − 3)! (∆5 −∆6) z
2k−3
]
.
(206)
Substituting (204)-(206) into the LHS of equation (199), we obtain
G1(n; z) =
(
1 + 2z2
) (
2 + 2z + (22− 4n)z2)+ (−4z3 − 10z)(2z + z2 + 22− 4n
3
z3
)
+ 2n(1 + 2z2)
(
z2 +
1
3
z3 +
11− 2n
6
z4
)
− 2 (1 + 2z2)(1 + z − (n− 1)z2 − n− 6
3
z3 +
(n− 1)(n− 11)
6
z4
)
+
∞∑
k=3
[
(−1)k2k
(2k − 2)! (∆3 −∆4) z
2k−2 +
(−1)k+12k−1
(2k − 3)! (∆5 −∆6) z
2k−3
]
+
∞∑
k=3
[
(−1)k2k+1
(2k − 2)! (∆3 −∆4) z
2k +
(−1)k+12k
(2k − 3)! (∆5 −∆6) z
2k−1
]
+
∞∑
k=3
[
(−1)k+12k+2
(2k − 1)! (∆3 −∆4) z
2k +
(−1)k2k+1
(2k − 2)! (∆5 −∆6) z
2k+1
]
+
∞∑
k=3
[
5(−1)k+12k+1
(2k − 1)! (∆3 −∆4) z
2k +
5(−1)k2k
(2k − 2)! (∆5 −∆6) z
2k−1
]
(207)
+
∞∑
k=3
[
(−1)k2k+1n
(2k)!
(∆3 −∆4) z2k + (−1)
k+12kn
(2k − 1)! (∆5 −∆6) z
2k−1
]
+
∞∑
k=3
[
(−1)k2k+2n
(2k)!
(∆3 −∆4) z2k+2 + (−1)
k+12k+1n
(2k − 1)! (∆5 −∆6) z
2k+1
]
+
∞∑
k=3
[
(−1)k+12k+1
(2k)!
∆3z
2k +
(−1)k2k
(2k − 1)!∆5z
2k−1
]
+
∞∑
k=3
[
(−1)k+12k+2
(2k)!
∆3z
2k+2 +
(−1)k2k+1
(2k − 1)! ∆5z
2k+1
]
.
In order to obtain powers corresponding to (2k) and (2k− 1) in all series, we perform a translation of the summation
variable where necessary. Extracting the terms of degree k ≤ 3, and considering the terms outside of a series in
28
equation (207), we see that they cancel each other. Regrouping all series, we obtain
G1(n; z) =
∞∑
k=4
[
(−1)k2k+1
(2k − 3)!
(
k−3∏
j=1
(n− (2(1 + j) + 1)) ∆7 −
k−3∏
j=1
(n− 2(1 + j)) ∆8
)
z2k
+
(−1)k+12k
(2k − 4)!
(
k−3∏
j=1
(n− 2(1 + j)) ∆9 −
k−3∏
j=1
(n− (2(1 + j) + 1)) ∆10
)
z2k−1
]
, (208)
where
∆7(k) : = − (n− 1)(n− ((2k + 1)
2 + 2))(n− (2(k − 1) + 1))(n− (2k + 1))
(2k − 2)(2k − 1)(2k) (209)
+ (n− 1)(n− ((2k − 1)2 + 2))(n− (2(k − 1)) + 1) · (2k − 1)(2k)− 5(2k) + n
(2k − 2)(2k − 1)(2k)
− (n− 1)(n− ((2k − 1)
2 + 2))(n− (2(k − 1) + 1))
(2k − 2)(2k − 1)(2k) +
(n− 1)(n− ((2k − 3)2 + 2))
(2k − 2)
+ (n− 1)(n− ((2k − 3)2 + 2))
(
1− n
(2k − 2)
)
= 0,
∆8(k) : = −n(n− ((2k + 1)
2 + 1))(n− 2(k − 1))(n− 2k)
(2k − 2)(2k − 1)(2k) (210)
+ n(n− ((2k − 1)2 + 1))(n− 2(k − 1)) · (2k − 1)(2k)− 5(2k) + n
(2k − 2)(2k − 1)(2k)
+ n(n− ((2k − 3)2 + 1))
(
1− n
(2k − 2)
)
= 0,
∆9(k) : = − (n− ((2k)
2 + 2))(n− 2(k − 1))(n− 2k)
(2k − 3)(2k − 2)(2k − 1) +
(n− ((2(k − 2))2 + 2))
(2k − 3) (211)
+ (n− ((2(k − 1))2 + 2))(n− 2(k − 1)) · (2k − 2)(2k − 1)− 5(2k − 1) + n
(2k − 3)(2k − 2)(2k − 1)
+ (n− ((2(k − 2))2 + 2)) · 2k − 3− n
(2k − 3) −
(n− ((2(k − 1))2 + 2))(n− 2(k − 1))
(2k − 3)(2k − 2)(2k − 1) = 0,
∆10(k) : = − (n− ((2k)
2 + 1))(n− 2(k − 1) + 1)(n− 2k + 1)
(2k − 3)(2k − 2)(2k − 1) (212)
+ (n− ((2(k − 1))2 + 1))(n− 2(k − 1) + 1) · (2k − 2)(2k − 1)− 5(2k − 1) + n
(2k − 3)(2k − 2)(2k − 1)
+ (n− ((2(k − 2))2 + 1))
(
1− n
(2k − 3)
)
= 0,
for all k ≥ 4. Thus we conclude that P1(n) is true.
By construction, the solution βn(z) (93) is non-polynomial, because the coefficients c2k(n) (91) and c2k−1(n) (92),
associated with even and odd powers of z, respectively, are polynomials of the parameter n, possessing no root on the
gap sequence (see Table 2). This completes the proof of Proposition 3.
5.2 Proof of Proposition 4
We now show that the series µn(z) (98) is a polynomial solution of equation (54) for all n ∈ 2N\{2} and that the
series νn(z) (97) is a polynomial solution of equation (54) for all n ∈ (2N− 1)\{1}.
Proof. We proceed by induction. Consider the following proposition:
P2(n) : The function µn(z) (98) is a solution of equation (54) for all n ∈ N. (213)
Case n = 0. The series µn(z) (98) and its first and second-order derivatives take the form
µ0(z) = 1,
dµ0
dz
(z) = 0,
d2µ0
dz2
(z) = 0, (214)
so we see immediately that µ0(z) is a solution of equation (189). We conclude that P2(0) is true.
Applying the induction hypothesis, we suppose that P2(n− 1) is also true for some n ≥ 1, i.e.(
1 + 2z2
)
(µn−1(z))
′′ +
(−4z3 − 10z) (µn−1(z))′ + 2(n− 1) (1 + 2z2)µn−1(z) = 0. (215)
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We want to show that P2(n) is true, i.e.(
1 + 2z2
)
(µn(z))
′′ +
(−4z3 − 10z) (µn(z))′ + 2n (1 + 2z2)µn(z) = 0. (216)
Subtracting the LHS of (216) from (215), we obtain the equality(
1 + 2z2
) [
(µn−1)
′′ − (µn)′′
]
(z) +
(−4z3 − 10z) [(µn−1)′ − (µn)′] (z) (217)
+ 2n(1 + 2z2) [µn−1 − µn]− 2(1 + 2z2)µn−1(z) = 0
and need to show that it is true. We get
[µn−1 − µn] (z) = z2 + 11− 2n
6
z4 +
∞∑
k=3
[
(−1)k2k
(2k)!
(∆3 −∆4) z2k+
]
, (218)
[
(µn−1)
′ − (µn)′
]
(z) = 2z +
22− 4n
3
z3 +
∞∑
k=3
[
(−1)k2k
(2k − 1)! (∆3 −∆4) z
2k−1
]
, (219)
[
(µn−1)
′′ − (µn)′′
]
(z) = 2 + (22− 4n)z2 +
∞∑
k=3
[
(−1)k2k
(2k − 2)! (∆3 −∆4) z
2k−2
]
. (220)
Substituting (218)-(220) into the LHS of equation (217), we obtain
G2(n; z) =
(
1 + 2z2
) (
2 + (22− 4n)z2)+ (−4z3 − 10z)(2z + 22− 4n
3
z3
)
+ 2n(1 + 2z2)
(
z2 +
11− 2n
6
z4
)
− 2 (1 + 2z2)(1− (n− 1)z2 + (n− 1)(n− 11)
6
z4
)
(221)
+
∞∑
k=3
[
(−1)k2k
(2k − 2)! (∆3 −∆4) z
2k−2
]
+
∞∑
k=3
[
(−1)k2k+1
(2k − 2)! (∆3 −∆4) z
2k
]
+
∞∑
k=3
[
(−1)k+12k+2
(2k − 1)! (∆3 −∆4) z
2k
]
+
∞∑
k=3
[
5(−1)k+12k+1
(2k − 1)! (∆3 −∆4) z
2k
]
+
∞∑
k=3
[
(−1)k2k+1n
(2k)!
(∆3 −∆4) z2k
]
+
∞∑
k=3
[
(−1)k2k+2n
(2k)!
(∆3 −∆4) z2k+2
]
+
∞∑
k=3
[
(−1)k+12k+1
(2k)!
∆3z
2k
]
+
∞∑
k=3
[
(−1)k+12k+2
(2k)!
∆3z
2k+2
]
.
In order to obtain powers corresponding to (2k) in all series, we perform a translation of the summation variable
where necessary. Extracting the terms of degree k ≤ 3, and considering the terms outside of a series in equation (221),
we see that they cancel each other. Regrouping all series, we obtain
G2(n; z) =
∞∑
k=4
[
(−1)k2k+1
(2k − 3)!
(
k−3∏
j=1
(n− (2(1 + j) + 1)) ∆7 −
k−3∏
j=1
(n− 2(1 + j)) ∆8
)
z2k
]
,
where we already showed by the relations (209) and (210) that ∆7(k) ≡ ∆8(k) ≡ 0 for all k ≥ 4. Thus we conclude
that P2(n) is true.
By construction, the coefficients c2k(n) of the series µn(z) (98) possess only even roots λp(k) from which n = 2 is
excluded, as illustrated in Table 2 and by the polynomials pk(n) (89). Therefore the only polynomial cases are µ2l,
where l ∈ {0, 2, 3, 4...}.
Consider the following proposition:
P3(n) : The function νn(z) (97) is a solution of equation (54) for all n ∈ N. (222)
Case n = 0. The series νn(z) (97) and its first and second-order derivatives take the form
ν0(z) = z +
5
3
z3 +
∞∑
k=3
∆1(k)
(2k − 1)!z
2k−1, (223)
dν0
dz
(z) = 1 + 5z2 +
∞∑
k=3
∆1(k)
(2k − 2)!z
2k−2,
d2ν0
dz2
(z) = 10z +
∞∑
k=3
∆1(k)
(2k − 3)!z
2k−3. (224)
Substituting (224) into equation (189), we obtain
G3(0; z) =
(
1 + 2z2
) · 10z + (−4z3 − 10z) · (1 + 5z2)+ ∞∑
k=3
∆1(k)
(2k − 3)!z
2k−3
+
∞∑
k=3
2∆1(k)
(2k − 3)!z
2k−1 −
∞∑
k=3
4∆1(k)
(2k − 2)!z
2k+1 −
∞∑
k=3
10∆1(k)
(2k − 2)!z
2k−1. (225)
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In order to obtain powers corresponding to (2k − 1) in all series, we perform a translation of the summation variable
where necessary. Extracting the terms of degree k ≤ 3, and considering the terms outside of a series in equation (225),
we see that they cancel each other. Regrouping all series, we get
G3(0; z) =
∞∑
k=4
[
∆1(k + 1)
(2k − 1)! +
2∆1(k)
(2k − 3)! −
4∆1(k − 1)
(2k − 4)! −
10∆1(k)
(2k − 2)!
]
z2k−1. (226)
Evaluating ∆1 from relation (190), we obtain
G3(0; z) =
∞∑
k=4
[
(−1)k2k∏k−3j=1 (1 + 2(1 + j))
(2k − 4)! ·∆2(k)
]
z2k−1. (227)
We already showed by the relation (196) that ∆2(k) ≡ 0 for all k ≥ 4. We conclude that P3(0) is true as well.
Applying the induction hypothesis, we suppose that P3(n− 1) is true for some n ≥ 1, i.e.(
1 + 2z2
)
(νn−1(z))
′′ +
(−4z3 − 10z) (νn−1(z))′ + 2(n− 1) (1 + 2z2) νn−1(z) = 0. (228)
We want to show that P3(n) is true, i.e.(
1 + 2z2
)
(νn(z))
′′ +
(−4z3 − 10z) (νn(z))′ + 2n (1 + 2z2) νn(z) = 0. (229)
Subtracting the left-hand side (LHS) of (229) from (228), we obtain the equality(
1 + 2z2
) [
(νn−1)
′′ − (νn)′′
]
(z) +
(−4z3 − 10z) [(νn−1)′ − (νn)′] (z) (230)
+ 2n
(
1 + 2z2
)
[νn−1 − νn] (z)− 2(1 + 2z2)νn−1(z) = 0
and need to prove that it is true. We get
[νn−1 − νn] (z) = 1
3
z3 +
∞∑
k=3
[
(−1)k+12k−1
(2k − 1)! (∆5 −∆6) z
2k−1
]
, (231)
[
(νn−1)
′ − (νn)′
]
(z) = z2 +
∞∑
k=3
[
(−1)k+12k−1
(2k − 2)! (∆5 −∆6) z
2k−2
]
, (232)
[
(νn−1)
′′ − (νn)′′
]
(z) = 2z +
∞∑
k=3
[
(−1)k+12k−1
(2k − 3)! (∆5 −∆6) z
2k−3
]
. (233)
Substituting (231)-(233) into the LHS of equation (230), we obtain
G3(n; z) =
(
1 + 2z2
) · 2z + (−4z3 − 10z) · z2 + 2n(1 + 2z2) · 1
3
z3 − 2 (1 + 2z2)(z − n− 6
3
z3
)
(234)
+
∞∑
k=3
[
(−1)k+12k−1
(2k − 3)! (∆5 −∆6) z
2k−3
]
+
∞∑
k=3
[
(−1)k+12k
(2k − 3)! (∆5 −∆6) z
2k−1
]
+
∞∑
k=3
[
(−1)k2k+1
(2k − 2)! (∆5 −∆6) z
2k+1
]
+
∞∑
k=3
[
5(−1)k2k
(2k − 2)! (∆5 −∆6) z
2k−1
]
+
∞∑
k=3
[
(−1)k+12kn
(2k − 1)! (∆5 −∆6) z
2k−1
]
+
∞∑
k=3
[
(−1)k+12k+1n
(2k − 1)! (∆5 −∆6) z
2k+1
]
+
∞∑
k=3
[
(−1)k2k
(2k − 1)!∆5z
2k−1
]
+
∞∑
k=3
[
(−1)k2k+1
(2k − 1)! ∆5z
2k+1
]
.
In order to obtain powers corresponding to (2k − 1) in all series, we perform a translation of the summation variable
where necessary. Extracting the terms of degree k ≤ 3, and considering the terms outside of a series in (234), we see
that they cancel each other. Regrouping all series, we obtain
G3(n; z) =
∞∑
k=4
[
(−1)k+12k
(2k − 4)!
(
k−3∏
j=1
(n− 2(1 + j)) ∆9 −
k−3∏
j=1
(n− (2(1 + j) + 1)) ∆10
)
z2k−1
]
(235)
where we already showed by the relations (211) and (212) that ∆9(k) ≡ ∆10(k) ≡ 0 for all k ≥ 4. We conclude that
P3(n) is true.
By construction, the coefficients c˜k(n) of the series νn(z) (97) possess only odd roots λq(k) from which n = 1 is
excluded, as illustrated by Table 2 and by the polynomials qk(n) (90). Therefore the only polynomial cases are ν2l−1,
where l ≥ 2, which completes the proof of Proposition 4.
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