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Summary 
Automating matching schemas has been under investigation in many areas for already some 
decades, but matching schemas is still often done manually by domain experts. Due to the rapidly 
increasing number of heterogeneous and distributed data sources in enterprises and on the web, 
the manual matching approach is more and more a limitation and the need for automating the 
schema matching process is increasingly important. 
 
At the start of this report we investigate the different approaches in the schema matching world. 
From evaluations of implementations based on these approaches, schema matching ‘trends’ and 
problems are discerned, which are taken as the starting point of this thesis. 
 
This report describes the schema matching framework FlexiMatch, which supports the multi-
strategy approach, with each strategy represented as a Validator. Key characteristics of 
FlexiMatch are that: 
• FlexiMatch and its Validator-components can learn from previous mappings. 
• Validators can easily be added to, or selected from the Validator repository, in order to 
boost future matching performance or to adapt the system to the match task at hand.  
 
The main perspective of FlexiMatch, is that the elements of schemas (relational column and table 
elements, or XML elements and attributes) from a certain domain share domain concepts. 
FlexiMatch learns these concepts from previous mappings. Schema elements belonging to a 
certain domain concept can have various representations. Within FlexiMatch concepts are 
therefore represented by interconnected subconcepts. Such an interconnected subconcept group 
is derived from the different schema elements representations of a certain domain concept which 
FlexiMatch encountered during previous schema mappings. 
 
These subconcepts and their interrelations are used as an intermediate schema to derive 
matches between input schema elements. Schema elements are therefore first matched with 
subconcepts. Schema elements that are matched with similar, interrelated subconcepts are then 
combined with each other.  
 
The main goal of the FlexiMatch system for this thesis is to make a learning framework in which 
the gained knowledge could be used in future match tasks. Although there are many aspects of 
FlexiMatch that could be improved or implement to enhance the performance, the evaluation of 
FlexiMatch shows that the main goal is achieved: subconcepts and subconcept relations are 
learned from previous mappings, and they help in finding new ones in later match tasks.
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Figure 1: Example schema 
matching 
1 Introduction  
This report is about schema matching, and therefore schema and schema matching is introduced 
in the following section. The subsequent two sections elaborate on the context of this thesis, such 
as who came up with the assignment and what its underlying motivation is. The introduction is 
concluded with an overview of the entire report. 
1.1 Schema matching 
A schema is a set of related elements, such as tables, columns, classes, XML elements or 
attributes. Schema matching is the process of determining semantic correspondences or matches 
between elements in two different schemas [Madhavan et al., 2003]. A schema matching result or 
mapping consist of all possible matches between the elements of both schemas. 
 
Schema matching is the basic process in application domains where data sharing between 
independent designed databases is an issue. A few example domains are: 
• Schema integration: a global view must be constructed from different source schemas. 
• Data warehousing: extracted data must be translated into the data warehouse format. 
• E-commerce: messages of trading partners have different formats and must be 
translated. 
• Semantic query processing: the user queries in terms of concepts familiar to them (which 
may be different than the database schema elements). The system has to find a way to 
produce the output. 
• Data synchronization: data, text and images in different databases have to be kept up to 
date in different databases, so that each repository contains the same information. 
 
Schema matching 
examples 
A schema matching 
example is given in 
Figure 1: Example 
schema matching, which 
is taken from [Doan and Halevy, 2005]. Here two matches are depicted: 
‘location’ of schema S semantically corresponds to ‘area’ of schema T  
and ‘price ($)’ semantically corresponds to ‘list-price’ in schema T. 
 
Whether elements of two different schemas semantically correspond can be derived in several 
ways. The similarity between ‘price ($)’ and ‘list-price’ for example, can be deduced from ‘price’ in 
both schema element names, or because the data type of both elements are set the same.  
 
The correspondence between ‘location’ and ‘area’ cannot be derived from the schema element 
names right away, but they can with a dictionary containing synonyms. Another way how both 
elements could have been related is by looking at the similarity of the pattern of their data values, 
which is a string followed by two capital letters. 
1.2 Schema matching problem 
In most of the current implementations, the schema matching process is still done manually by 
domain experts. This is because automatically or semi-automatically matching different schemas 
is very difficult.  
 
Representation problem 
Some of the problems which have to be faced in the design of an automatic schema matching 
solution (e.g. an application or program performing schema matching) arise from the fact that 
databases are engineered by different people. Even when two databases are designed for the 
same domain (for example the ‘real estate market’), two problems can already be discerned: 
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• Different possible representation models.  
Different possible representation models can be chosen for the schemas (e.g. XML, SQL, 
UML). 
• Different possible names and structures. 
Different names and structures are possible for representing the same concept, and the 
same name and structure could be used for different concepts. Often names are 
constructed names, consisting of more than one word, because of the difficulty catching 
the semantics of an element in only one word. This problem is aggravated when the 
domains of the two elements are not (entirely) the same. 
 
Schema mismatch examples 
To illustrate a difference in structure, have another look at Figure 1: Example schema matching. 
The ‘agent’ is modeled differently (i.e. using another structure) in both schemas. In schema S, for 
example, the agent is modeled as a reference to agent information in some other schema, while 
schema T includes the agent information. 
 
An example of using different names for equivalent concepts is already given in the schema 
matching example in section 1.1: Schema matching, with ‘location’ of schema S and ‘area’ of 
schema T. But now imagine that the domain of schema S remains ‘real-estate’ with ‘price ($)’ in 
dollars, but that schema T is about selling complete cities with ‘area’ in square feet miles and ‘list-
price’ in millions of dollars; the match ‘location’ and ‘area’ is not valid anymore, because the same 
word ‘area’ now represents another concept. 
 
Computational cost problem 
Another problem is that the computational cost of the matching process is huge. Whether element 
s from schema S matches t from schema T requires checking every other element s of S to make 
sure that s matches t most. To increase the match accuracy, some match solutions require that 
before element t from schema T can be a match candidate for element s from schema S, the 
opposite must also be true. This problem is further aggravated, because schemas become larger 
and larger. 
 
Due to the rapidly increasing number of heterogeneous and distributed data sources in 
enterprises and on the web, the manual matching approach is more and more a limitation. The 
need for automating the schema matching process is therefore increasingly important and also a 
hot topic in the application domains described at the beginning of this section. 
1.3 LSD 
There already are many automatic schema matching techniques. Recently, new approaches 
have been developed looking at the data underneath the schemas and applying machine learning 
techniques. An example is the LSD system [Doan et al., 2003], which is the starting point of this 
research. Key elements of the LSD system are: 
• Training based on manually matching a few sources, and let it run on the rest. 
• Combining different approaches (multi strategy learning). 
• Favoring approaches that give the best result. 
1.4 Sync-It 
In this thesis project, the ideas behind LSD are applied to the topic of data synchronization by 
extending the Sync-It product of E-System Solutions.  
 
E-System Solutions is a company which is setup in 2001 by Joris Visser and Sander Bosman, 
both currently students at the Twente University. The company is specialized in Internet related 
projects, and one of the products they have built is Sync-It.  
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Sync-It supports the synchronization of personal data among several databases. Whereas many 
other synchronization tools offer no schema matching support, one of the intended selling points 
of Sync-It is offering this support based on the novel LSD technique. 
1.5 Overview 
This section briefly mentions what is discussed in every subsequent chapter. 
 
Chapter 2 Assignment formulation: presents the assignment formulation. This chapter includes 
what actions are undertaken to solve the schema matching problem. 
 
Chapter 3 Taxonomy of schema matching approaches: describes what different schema match 
approaches exist in the schema matching world. 
 
Chapter 4 Schema matching trends: schema match criteria are derived from observations in the 
schema matching world. Based on these criteria, some good schema match systems are 
described. 
 
Chapter 5 Design: describes how the schema match framework FlexiMatch is set up. 
 
Chapter 6: Implementation: describes FlexiMatch’s data structure and some important 
implementation issues. 
 
Chapter 7 Evaluation: discusses FlexiMatch’s evaluation and observations acquired from it. 
 
Chapter 8 Conclusion: discusses the conclusions derived from this research project. 
 
Chapter 9 Recommendations: describes several recommendations to enhance future 
performance. 
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Based on the LSD schema matching approach, design and implement FlexiMatch: 
a prototype schema matching framework, geared towards data synchronization, 
that generates match suggestions together with its confidence-value and learns 
from past approved matches
2 Assignment formulation 
This chapter defines the assignment. Next section presents the assignment formulation. 
Subsequent sections discuss what questions are answered in this report, what the goals of this 
thesis are and also what will not be included in this thesis. 
2.1 Assignment Formulation 
 
2.2 Research questions 
For this section, matching schemas automatically is meant whenever we say schema matching. 
The next questions are answered in subsequent chapters of this report. 
• What information is used in matching schemas? 
• What are the different approaches to schema matching? 
• What useful information for schema matching is stored in the sources’ schemas? 
 What are the advantages and disadvantages of using schema level information? 
• What useful information for schema matching is stored in the instance data of the 
sources? 
 What are the advantages and disadvantages of instance level information? 
• What is good about combining schema and instance data information in schema 
matching? 
• What is the advantage of a generic representation model for a system? 
• What should be the role of user-interaction in schema matching? 
• What information outside the source schemas can be used in matching schemas? 
• Why is solution space reduction important? 
 How can solution space reduction be accomplished? 
• What are good schema matching systems? 
 What good approaches are included? 
 How do they work? 
 What are the advantages and disadvantages? 
• What good aspects are taken into account within FlexiMatch? 
• How does FlexiMatch perform? 
• How could FlexiMatch be enhanced for future commercial use? 
2.3 Goal 
The assignment formulation requires that the following elements are taken into account: 
• Design and implement a learning framework for the schema matching solution. 
• Implementation the schema matching framework within Sync-It. 
• Provide learners for the framework.  
Because this thesis emphasizes the framework, providing learners is a sub goal, and 
therefore we don’t require too much from the learners.  
• Evaluate the framework:  
 The schema match solution should be able to generate match suggestions and 
corresponding confidence values. 
 The schema match solution should be able to learn from past approved match 
suggestions. 
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2.4 Assignment boundaries 
To get a clearer view of what is contained in the assignment, the following elements will not be 
included: 
• The application domain of FlexiMatch will be restricted to person information. 
• FlexiMatch will not be so intelligent that it is able to generate complex matches (see 
section 4.1.7: Complex matches). Complex matches can be taken into account after 
including a schema level structure matcher as a base-learner. 
• FlexiMatch will not take care of the actual synchronization or data translation and 
migration between the databases. These steps are the actual data synchronization 
process, and this thesis is only intended to support that process.  
Abstracting from the data translation and data migration phases bypasses the necessity 
to deal with: 
 Unequal or incompatible data types between the matched elements. 
 Data duplicates after combining the data instances of both matched elements. 
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3 Taxonomy of schema matching approaches 
As already mentioned in the introduction, schema matching is an issue in several domains, such 
as schema integration, data warehousing, e-commerce and semantic query processing. Since 
1970 it therefore is the focus in:  
• Artificial Intelligence (AI). 
• Databases (DB).  
• Knowledge representation communities. 
 
According to the survey of [Rahm and Bernstein, 2001], the schema matching approaches can be 
described based on several orthogonal criteria. A graphical representation of the classification 
based on these criteria is depicted in Figure 2: Classification of schema matching approaches, 
taken from [Rahm and Bernstein, 2001].  
This overview is based on this survey, because it clearly describes the existing schema matching 
approaches. In the remainder of this chapter the former mentioned classification is described in 
three subsections, elaborating on:  
 Schema-level approaches  
 Instance-level approaches  
 Combining matcher approaches 
3.1 Schema level matching 
Schema level matching is represented in the left sub tree of Individual matching approaches in 
Fig. 2: Classification of schema matching approaches. Schema level matching only considers 
information available at schema level.  
 
Typical available schema level information includes names, descriptions, data types, constraints 
(primary and foreign constraints, cardinality constraints, uniqueness constraints, etc.), relations, 
schema structures, etc. The remainder of this section describes the orthogonal criteria important 
for schema level matching (and depicted below schema-only based in Fig. 2: Classification of 
schema matching approaches) 
Figure 2: Classification of schema 
matching approaches 
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Figure 3 Two example 
schemas
Student 
   Name 
   Student no. 
   HomeAddr 
   PostAddr 
   UniNo 
University 
   UniNo 
   Name 
   #Courses 
S1
MscStudent 
   FirstName 
   LastName 
   StudNo 
   StudAddr 
   University 
S2 
 
Element vs. structure level 
Structure-level matching refers to matching a 
combination of elements that appear in a schema, 
such as classes or tables that only partly match. 
Schema information used for structure-level 
matching includes constraints, relations, known 
schema structures, etc.  
 
Relational databases contain very little structural 
information, in contrast to XML databases, which  
sometimes consist solely of structural information. 
Separate XML modules exploiting this structural  
information can therefore be of great added value  
for schema matching with XML-based schemas. 
 
Element-level matching refers to matching elements of one schema to similar schema elements 
of another schema. Schema information used for element-level matching includes element 
names, data types, descriptions, etc. 
 
An element-level match can be performed at several levels. Taking Figure 3: Two example 
schemas into account, a name based element-level match could be the match HomeAddr of 
Student in S1 and StudAddr of MscStudent in schema S2. The match Student and McsStudent is 
another example.  
 
Match cardinality 
Match cardinality is subdivided into local and global cardinality. Global cardinality considers how 
many times (zero or more) an element of an input schema is included in a match correspondence 
with elements of the other input schema. Local cardinality refers to the number (one or more) of 
elements of the other input schema an element is related to within a match correspondence. 
 
Taking the schemas of Figure 3 as example, (Student.Name, {MscStudent.FirstName, 
MscStudent.LastName}) form a local cardinality of 1:n, because Student.Name of schema 
Student is mapped to both the elements MscStudent.FirstName and MscStudent.LastName of 
schema MscStudent. We have a global cardinality example of n:1 if, for the MscStudent, the 
postal address is the same as the home address. This would result in the two match 
correspondences (Student.HomeAddr, MscStudent.StudAddr) and (Student.PostalAddr, 
MscStudent.StudAddr).  
 
Linguistic matching 
For language based matching, names and text (in the form of annotations, which are textual 
description of schema elements) are used to find matches. With the help of dictionaries and 
(domain or enterprise specific-) thesauri, similarity can be derived from the words themselves, 
from similar substrings or whether the words are synonyms or hypernyms. Words can also be 
phonetically similar, such as ShipTo and Ship2, or have the same meaning in another language. 
 
Because there are so many ways in which words can be linguistically similar, because it is hard to 
discern between homonyms (i.e. same word but different meaning), and also because it often is 
too hard to capture a schema element in just one word, results of a linguistic matcher can usually 
not be trusted. On the other hand, straightforward linguistic matchers are easy to implement and 
therefore a good start for the schema matching process and therefore often used in research 
projects. 
 
Data type based matching 
Although [Zamboulis, 2003] argues that XML data types might be refined enough to provide 
candidate matches, constraint information is generally thought to be insufficient enough to do so. 
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Constraint information is seen as a good way to narrowing down the solution space by ruling out 
the meaningless candidates and can be very helpful in combination with other matchers. 
 
Constraint based matching 
Example constraints used for constraint based matching are:  
• Primary or Foreign keys. 
• Uniqueness constraints; whether an attribute has only distinct values. 
• Value/range constraints; what content values are allowed (for example age has an 
allowed integer range of [0..120]), and whether null values are allowed. 
• Security constraints, including access restrictions and what operations are allowed. 
 
When implemented in rules, constraints (including data types) prove to very helpful in narrowing 
down the solution space, but can also be used to derive candidate matches.  
 
Auxiliary information 
Auxiliary information is information used in addition to the information which is inherent to the 
input schemas. Types of auxiliary information which are used during the match process are 
(domain- or enterprise- specific) dictionaries and thesauri, and the result of previous match 
actions. Another type of auxiliary information is the use of commonly used structures and 
previous matching during the design of schemas. 
3.2 Instance level matching 
Instance level matching is represented in the right sub tree of Individual matching approaches 
within Fig. 2: Classification of schema matching approaches. Instance level matching only 
considers information available in the content of instances.  
3.2.1 Applicability 
Using instance level data is very useful. It gives a precise characterization of the actual contents  
of the schema elements. This can be used to perform schema matching or to support schema- 
level matching.  
 
The problem with instance data matching, on the other hand, is that the computational cost is 
huge because there often is a lot of instance data available. A good approach therefore, would be 
to narrow down the solution space with schema-level matching as much as possible, and use 
instance-level matching afterwards to eliminate some of the generated match candidates. 
3.2.2 Best instance match approaches 
Linguistic and constraint based approaches are the best applicable approaches for instance-level 
matching [Rahm and Bernstein, 2001]. This is described in further detail in subsequent two 
subsections.  
 
Constraint based approach 
This approach makes use of the instance data patterns. Below are examples of what patterns 
could be used for values with character fields, and values consisting of numerical elements only. 
 
Data patterns for character fields 
• Ratio numerical values/total number of characters. 
Based on this ratio, schema element ‘ZIP-code’ (for example 7522ZA) could be discerned 
from ‘Stud. Code’ (which stands for ‘student code’, for example s0012356). 
• Ratio white spaces to total number of characters. 
Based on this ratio, schema element ‘Agent-Address’ could, for example, be discerned 
from ‘Agent-Name’, assuming address names tend to be longer than personal names. 
• Statistics in length. 
In the case of real-estate schemas, statistics in data length can be used to match schema 
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element ‘Description’ with schema element ‘Comments’, or schema element ‘Area’ with 
schema element ‘Location’. 
 
Data patters for numerical fields 
• Average. 
Based on their respective averages, instance-level matching can determine that the 
element-level match candidate (‘AgentNumber’, ‘AgentPhone’) is a better match 
candidate than the element-level match candidate (‘AgentNumber’, ‘AgentISBN’). 
• Value ranges. 
Typical value ranges for internal office phones differ home phones numbers. 
• Coefficient of variation. 
The coefficient of variation can clarify structural incompatibility, such as between: 
 Measure unit; because it is independent of measure unit, weight in tons or 
kilograms turns out to be similar taking the coefficient of variation into account. 
 Granularity; for the same reason stated above, salary per month and per year is 
also similar taking coefficient of variation into account. 
 
Linguistic based approach 
Words extracted from names (strings) or descriptions (text) can be used to perform linguistic 
matching with techniques from the Information Retrieval (IR) field. Matching two schema element 
based on overlap in frequent used words or names is possible now, for example value The 
Netherlands often occur for both schema elements ‘Country’ and ‘Land’ and are therefore match 
candidates. 
3.3 Combining matchers 
When matchers use different information, more information is taken into account in schema 
matching, thereby enhancing matching performance. There are two known combined matcher 
approaches. These are briefly mentioned below, and further elaborated on in section 4.1.1.: 
Multiple approach strategy. 
• Hybrid matchers.  
Hybrid matchers match based on several match criteria in a fixed way. This approach is 
most common used.  
• Composite matchers.  
Composite matchers run different match algorithms independently and combine their 
results. Composite matchers have a more flexible approach then hybrid matchers. 
Different simple (i.e. based on just one criteria) or hybrid matchers can be selected and 
either run sequential or in parallel, depending on the task at hand. After choosing an 
algorithm to combine the match results of the different matchers, a final match result is 
produced. 
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4 Schema matching trends 
This chapter discusses some important observations with respect to the schema matching world. 
Some good match criteria are derived from the observations, and based on those criteria some 
good schema match systems are chosen and discussed.  
4.1 Schema matching observations 
There already have been developed several schema matching solutions. Each following section 
discusses another important observation derived from experience of these systems. 
4.1.1 Multiple approach strategy 
Using a matcher based on a single approach (for approaches, see chapter 3: Schema matching 
approaches) proved to be insufficient for matching schemas automatically. For this reason [Rahm 
and Bernstein, 2001], [Madhavan et al., 2001], [Do and Rahm, 2002], [Doan et al., 2003] 
advocated to exploit multiple schema match approaches. Many systems architectures have also 
been described and developed using multiple approaches as matchers, where each matcher 
exploits another information cue, from either schema or instance data information.  
 
There are several advantages in using multiple algorithms: 
• When each matcher exploits another piece of information, more information is taken into 
account in the matching process. 
• Several techniques can be used for the schema matching process. 
4.1.1.1 Hybrid vs. composite matchers 
As described in section 3.3: Combining matchers, work incorporating multiple approaches can be 
subdivided into two categories, namely hybrid and composite systems. In the following, these two 
approaches are compared to each other and this section will conclude with what approach is 
used for the FlexiMatch system and for what reason. 
 
Hybrid matchers 
Hybrid matchers directly combine several matching approaches to derive candidate matching 
based on multiple criteria. The combination of these matching approaches is pre-programmed 
and can therefore not be changed.  
 
Composite matchers 
Composite matchers consist of several modular matcher implementations (potentially also hybrid 
matchers), which can either run sequentially or in parallel. The results of the independently 
executed matchers are combined afterwards. 
 
Comparison 
Both approaches have advantages and disadvantages compared to each other. Subsequent two 
paragraphs describe the relative advantages of the hybrid and the composite approach 
respectively. 
 
Relative advantage hybrid compared to composite 
The advantages of hybrid schema matchers compared to composite implementations are: 
• A hybrid matcher is more effective. 
This is due to the fact that:  
 Poor match candidates (i.e. only supported by a single information cue) can be 
filtered out early. 
 Some matchers benefit from the combination with other approaches; a partial 
mapping of both schemas can be achieved by a structure level matcher, which is 
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finished by an element level matcher approach  
 
• A hybrid matcher performs better. 
A hybrid approach directly combines several matching approaches (i.e. verifies several 
cues) at the same time. An example is checking the name and the data type before going 
to the next schema element. This reduces the number of passes of the hybrid approach 
compared to the composite approach, where the separate matchers are run in separate 
passes. 
 
Relative advantage composite compared to hybrid 
The implemented match approaches of a composite approach are not integrated with each other, 
unlike with the hybrid approach. This makes a composite matcher much more flexible compared 
to a hybrid matcher. This is advantageous for the following reasons: 
• A composite approach is more generic than hybrid matchers. 
With a composite approach, matchers can be selected from a repertoire of matchers, 
which enables customization to other application domains. Schemas from the financial 
domain might require other matchers than schemas containing personal information. 
When XML is used as schema language, a structure matchers could be employed to 
exploit XML’s structural information. 
• A composite approach can achieve better results when better matchers become 
available. New or better matchers are easily added to the repertoire of the composite 
approach and can enhance the match performance of the composite approach when 
selected. 
• A composite approach enables a flexible ordering of matchers. 
Within the composite approach, matchers could be configured in such a way that the 
output of one matcher is the input of another. This leads to a combined iterative 
improvement of the match result. 
 
Choice of approach 
Combining several approaches within composite match systems proved to be very successful 
according to section Conclusions of [Do et al., 2002]. This is supported by [Zamboulis, 2003]; 
which states that the only combining matcher approach possible, is a schema matching tool 
which is comprised with many modular matchers, each providing a rating for a match. 
 
The composite is also favoured after projecting the requirements of this thesis on the advantages 
of both the hybrid and composite approach. The arguments are discussed below. 
• Ability to finish product. 
The end product of this thesis is a prototype match framework. Because the emphasis is 
on the framework, not too much attention is given to the performance of the matchers 
and therefore it should be able to add other (better) matchers to the end product, which is 
only possible with the composite approach.  
• Adaptable for other application domains. 
This thesis aims at the personal information domain, but the end product should also be 
applicable to other application domains in future, each domain possibly requiring different 
matchers. This flexibility is provided with the composite approach. 
• Adaptable for other schema languages. 
At the moment the schemas are imported as DataSets, not including too much structure 
information. The schema language may, for example, change into XML. The added 
structure information could be exploited within a composite structure by building a XML 
matcher and add it to the matcher repertoire. 
4.1.2 Generic 
According to [Rahm and Bernstein, 2001], it is feasible to have the schema match implementation 
operate on a uniform internal representation (which is typically graph model according to [Do et 
al., 2002]). By building semantic preserving import and export modules, the schema match 
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implementation can be applied to schemas of any data model (for example SQL, XML, UML, 
etc.). 
 
The advantage of a uniform internal representation is that the matchers do not have to deal with 
the many representation forms input schemas can have. Although DataSets is the representation 
form of input schemas with this thesis project, this might change in future. Furthermore, it is 
generally thought to be neater to abstract from external representation forms. 
4.1.3 Exploiting instance data 
Many of the early schema matching systems employ rules to find matches. These handcrafted 
rules exploit schema level information, such as element names, data types, structures, etc. to find 
similar schema elements in both schemas.  
 
Rules have several benefits: 
• They are easy to build and do not need to be trained before put to use. 
• They usually operate on schema-level information and therefore are fast. 
 
Instance data contains very useful information. As already mentioned in section 3.2.1.: 
Applicability, instance level information is very useful for giving a precise characterization of 
schema elements. Because this precise characterization can greatly enhance schema matching, 
[Rahm and Bernstein, 2001], [Zamboulis, 2003] and [Doan and Halevy, 2005] argue that instance 
data should be exploited as well. 
 
Example advantage instance based characterization 
Assume a schema S containing the element ‘agent’ and schema T contains schema elements 
‘agent-phone’ and ‘agent-address’. Based on the instances of the respective schema elements, 
‘agent’ could be found more alike ‘agent-phone’ than ‘agent-address’. Based on instance data 
information ‘agent’ is matched to ‘agent-phone’. 
 
Learning based solutions 
Rules cannot exploit instance data efficiently. This is one of the reasons for the shift toward 
learning-based schema matching approaches. Neural Networks and the Naïve Beyesian 
technique are example techniques that could be used for learning based schema matching 
solutions.  
 
The advantage of these learning based approaches is that it can empirically learn the similarities 
among data based on their data instances. Instead of using rules, these techniques can 
generalize and classify by training. The disadvantage of using these techniques is that instance 
data is generally available in abundance, which makes these techniques computational 
expensive. 
 
The advantage of Neural Networks above the Naïve Bayesian technique is that Neural Networks 
are trained unsupervised, which means training without giving match and mismatch information. 
An example solution based on the Naïve Bayesian approach is are LSD [Doan et al., 2003]. 
SemInt [Li and Clifton, 2000] is based on Neural Networks.  
4.1.4 Solution space reduction 
When the two schemas S en T are to be matched, with schema S consisting of n elements and 
schema T consisting of m elements, we have a solution space of n*m elements.  
 
The problem of a large solution space is aggravated in the case of instance based matching, 
which also takes instance data into account. Consider for example two small input schemas S 
and T, where S contains 15 elements and schema T containing 10 elements and every schema 
element contains on average 20 instances. When we perform instance based matching with 
schema S en T, the solution space already consists of 3000 elements. 
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In order to be able to make use of instance based matching performance and keep the 
computational cost as small as possible, it is smart to reduce the solution space as much as 
possible before applying the instance based matchers. 
 
Two-phase matching 
[Doan and Halevy, 2005] states that, due to the complementary nature of rules and learning 
based techniques, both should be used in matching schemas. [Zamboulis, 2003] shares that 
opinion, and suggests that a schema matching tool should work in two phases:  
1. In the first phase, matchers should be employed to discard the meaningless candidates. 
2. In the second phase, modules should be employed to derive the actual match 
candidates. 
 
First phase 
Schema information can be used well as discriminators in the determination whether two schema 
elements are similar. It is therefore advocated to use schema information as a first step in the 
schema matching process in the first phase. 
 
Second phase 
Matchers that include content are the best matchers but with the highest performance cost. 
Example such matchers are Naïve Bayes, Neural Networks and statistical content matchers, and 
they are proposed to derive the actual matches based on the reduced solution space of the first 
phase. 
4.1.5 User interaction 
User interaction will always be required in matching schemas. Research has shown that too little 
information is available in schema sources to make schema matching fully automatic; semantics 
of schemas are not formally expressed, and even though instance data information is very helpful 
in finding matches, matches can be incorrect or not found.  
 
The overall thought (confirmed by among others [Zamboulis, 2003] and [Rahm and Bernstein, 
2001]) is that matchers should generate match candidates and that the user should have the 
ability to accept, reject or change these candidates and come up with matches the system did not 
come up with.  
 
Top K ranked matches 
Because the correct match candidate often is not the top ranked one, [Do et al., 2002] states that 
instead of determining only one match candidate per schema element, future systems could 
suggest multiple (i.e. the top k) matches per match element. The user now can select the correct 
candidate from the suggested list. 
4.1.6 External evidence & Domain knowledge 
An important observation based on research in the schema matching area is that source 
information extracted from the schema and instance data of two input schemas alone is not 
enough for matching schemas.  
 
[Do et al., 2002], [Do and Rahm, 2002], [Rahm and Bernstein, 2001], [Zamboulis, 2003] and 
many more advocate the use of external evidence to enhance automated schema matching.  
 
Examples of external evidence are: 
• Thesauri and (enterprise specific-) dictionaries. 
An example thesauri is WordNet [WordNet]. WordNet defines relations between words as 
synonymy, hypernymy, hyponymy, etc. which could be used to match schema elements.  
• Past matches. 
Database designers tend to use similar structures and names for the source schemas, 
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because they have the same knowledge about what a good database is. Using 
knowledge from past mappings could therefore support the derivation of future mappings. 
4.1.7 Complex matches 
A complex match is a match with cardinality 1:n, n:1 or n:m. See Match cardinality of section 3.1: 
Schema level information for an example of a complex match.  
 
Problem of complex matches 
Most schema matching systems often produce matches of cardinality 1:1 only. This is mainly 
because deriving complex matches is very difficult. The potential number of complex matches is 
unbounded [Doan and Halevy, 2005]: finding complex matches implies that every combination of 
schema elements of one schema is a potential match for every combination of schema elements 
in the other schema. 
 
Because complex matches are quite common in matching schemas, deriving these matches 
should be included as well. This is why many work advocate paying attention to complex matches 
also. 
 
Approach to find complex matches 
The problem of finding complex matches has already been approached by some systems. The 
Clio project [Miller et al., 2001] successfully dealt with deriving complex matches semi-
automatically, by following primary and foreign key paths. Using these keys reduces the search 
space drastically [Zamboulis, 2003]. 
 
In [Rahm and Bernstein, 2001], it is stated that complex matches can be derived by an iterative 
development of matches with multiple user interaction. This is confirmed by [Dhamankar et al., 
2004], which states that a module matcher for finding complex matches can easily be added to a 
multi-matcher architecture. Because complex matches are outside the scope of this final thesis, 
we will not elaborate any further on this.  
4.2 Good matcher implementations Å hiero gebleven! 
There are many matcher implementations. In section 4.1.1.: Multiple approach strategy it is 
already argued why the composite approach is the favoured approach for matching schemas 
automatically. This section now describes two known composite approach implementations, 
namely LSD [Doan et al., 2003] and COMA [Do and Rahm, 2002].  
 
Section 4.1.3: Exploiting instance data argues that exploiting instance information is important in 
finding matches. LSD already exploits instance information using Bayesian and Whirl learners. 
SemInt [Li and Clifton, 2000] also uses instance information, but using Neural Networks, which 
can classify and generalize without being given rules [Zamboulis, 2003]. 
 
Cupid [Madhavan et al., 2001] is also described. Cupid does not take into account instance data, 
but produces good results using schema-based information only for structure and element level 
matching. We discuss Cupid because exploiting schema based information is the proposed 
implementation in the first phase of two phase matching (section 4.1.4: Solution space reduction).  
4.2.1 LSD 
The LSD system is described in [Doan et al., 2003]. Next subsection Implementation thought 
describes the idea on which the implementation of LSD is based. Section Overview gives a 
general overview of the LSD approach, and the matching procedure behind the LSD is discussed 
in more detail in section Matching procedure. Section Human effort discusses to what extent 
human labour is required for matching schema with LSD and Evaluation discusses the 
advantages and disadvantages of this schema matching system.  
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4.2.1.1 Implementation thought 
LSD stands for Learning Source Descriptions.  
 
Data integration field 
LSD is implemented in the context of the data-integration area. An example of this data 
integration system is depicted in Figure 4.1: LSD’s matching procedure. In this data integration 
system, a user is provided with a uniform interface to multiple data sources. This uniform 
interface is based on a mediated schema, which is a global schema onto which local database 
schemas are mapped. These mappings are later used to reformulate a user query on the global 
interface to a query for the respective data sources. The wrappers are programs to handle the 
differences in data models of the source databases and the global data model. 
 
General idea 
LSD uses (and extends) machine learning techniques to semi-automatically create semantic 
mappings. 
 
Before the automatically matching process, the user is required to manually map a few input 
schemas onto the mediated schema. From these input mappings, LSD claims to be able to derive 
enough information to make accurate predictions in the automatically matching process on 
subsequent data sources.  
4.2.1.2 Overview 
LSD finds matches between elements of the mediated schema and source DTDs. The input 
consists of databases with data in XML, and database schemas in DTD format. LSD exploits both 
schema and data related information.  
 
For matching schemas, LSD uses multiple machine learning techniques, called base-learners, to 
semi-automatically find matches between the source database schema and the mediated 
schema. The results of the individual learners are combined via a weighted average by the meta- 
learner, in which the weight consists of the relative importance of the base-learner for a specific 
combination of source schema element and mediated schema element.  
 
The base- and meta-learners require a training period for the matchers in order to predict match 
candidates and for the meta-learner to make accurate weighted averages. The result of the meta-
learner is fed to the prediction converter and subsequently to the constraint handler. The final 
result consists of matches with their respective similarity values. LSD is extendible because new 
learners can be added to improve the match accuracy.  
4.2.1.3 Matching procedure 
The matching procedure of LSD is depicted in Figure 4.1: LSD’s matching procedure below. As 
can be seen in this figure, the match procedure of LSD consists of two phases: 
1. Training phase 
2. Matching phase 
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Figure 4.1: LSD matching procedure 
Training phase Matching phase 
The above two phases are discussed in the subsequent two subsections. 
 
1. Training phase 
LSD’s training phase is further subdivided into five subsequent steps, described below. 
1. Manually derivation 1:1 mappings of source schemas onto the mediated schema. 
LSD asks the user to manually map some source input schemas onto the mediated 
schema. This information is used to train the base- and the meta-learners in subsequent 
steps. 
 
2. Data extraction from source databases. 
From every data source that is manually mapped onto the mediated schema, some data 
is extracted. This is used to create training samples for the base- and meta-learners. 
 
3. Creation of training samples for the base-learners. 
Training samples are derived from the combination of manually derived mappings (step 
one) and extracted data (step two). To explain how training samples are created, we use 
the derivation of training samples for the Name learner and Naïve Bayes learner from 
[Doan et al., 2003]. 
 
Example  
a. The Name learner. 
The Name learner matches names of the XML schema elements based on their 
tag. To explain the training of the Name learner, consider a manually derived 
example match (‘location’, ADDRESS). Here, ‘location’ is the XML tag name of 
one of the extracted schema elements. ADDRESS is the true label (i.e. the label 
of its corresponding mediated schema element), which was manually assigned to 
“location”. 
 
Besides the mapping of ‘location’ onto its mediated schema element, the training 
samples for the Name learner consists of every other extracted schema element 
tag name and its corresponding true label. 
 
b. The Naïve Bayes learner. 
Instead of looking to schema element information, such as the tag names of 
schema elements with the Name learner, the Naïve Bayes learner matches a 
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schema element by looking at the data content. Training samples for the Naïve 
Bayes learner therefore consist of the tuple content of the extracted schema 
elements and their true labels. An example of such tuple is (‘nice area’, 
DESCRIPTION). 
 
Analogue to the Name learner, the training samples of the Naïve Bayes learner 
consist of every such combination of extracted schema element content and its 
corresponding true label. 
 
4. Train the base-learners 
By examining the training samples, each base-learner trains itself by building an internal 
classification model. The training samples are provided by the meta-leaner. It uses cross 
validation in order to have the base-learners be trained on a subset of the training 
samples. This subset of samples is different from the subset which is used by the meta-
learner to validate the performance of each base-learner (see next step). 
 
5. Train the meta-learner 
The meta-learner asks the base-learners to predict the labels of the trainings samples. 
The meta-learner knows the good results, and is therefore able to validate the 
performance of each base-learner in predicting true labels.  
 
Based on its performance, each base-learner is assigned a value for each true label. This 
value indicates to what extent much the meta-learner trust the learner for predicting 
whether a schema element corresponds to the label.  
 
For the computation of this trust value, the least squares linear regression algorithm is 
used. This algorithm finds a weight that minimizes the squared error between the 
prediction of the matcher (between 0 and 1) and the correct result (0 or 1). This 
practically comes down to a high weight when the learner predicts a high probability in 
the case of true matches and low probabilities for false matches, and a low probability for 
the opposite. 
 
The result of the training phase consists of classification models of the base- and meta-learners. 
 
2. Matching phase 
During the matching phase, the trained learners are used to map new sources onto the mediated 
schema. This is done in four steps, as is described below. 
1. Create columns for the schema elements for a source database. 
For each source database, a column is created for each source database DTD tag, which 
is then filled with the corresponding instances. Taking the example schema element 
‘location’ from the training phase, two corresponding data instances are “location: Miami, 
FL” and “location: Boston, MA”.    
 
2. Match source DTD tags onto the mediated schema. 
This step is further subdivided into three sub-steps, summed up and discussed below. 
a. Apply base-learners to data instances. 
The base-learners are applied to the data instances in each column (created in 
former step) and generate predictions.  
 
To exemplify this, the same learners as used with the training phase are used 
here, namely the Name learner and Naïve Bayesian learner. The former learner 
takes the name of the data instance into account, while the latter learner takes 
the content of the data instance into account. The predictions for the first data 
instance from the former step could be <ADDRESS: 0.5, DESCRIPTION: 0.3, 
AGENT-PHONE: 0,2> and <ADDRESS: 0.7, DESCRIPTION: 0.3, AGENT-
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PHONE: 0.0> respectively. 
 
b. Combine results of base-learners. 
The meta-learner combines the base-learners’ results. For each mediated 
schema element, this computation is based on the predictions of the learners and 
their respective weight in combination with the mediated schema element. 
 
When the weight for the combination Name learner and ADDRESS is  
WADDRESS, Name learner = 0.3 and the weight for the combination Naïve Bayes and 
ADDRESS is WADDRESS, Naïve Bayes = 0.8, the meta-learner combines the predictions 
for ADDRESS (see example of former sub-step) as follows: 0.3*0.5 + 0.8*0.7 = 
0.71. 
 
The meta-learner values for the mediated schema elements DESCRIPTION and 
AGENT-PHONE are computed analogous.  
 
c. Create predictions for source elements. 
The prediction converter converts the output of the meta-learner into predictions. 
 
The combination of two learners is exemplified for only one instance of the 
source DTD element ‘location’. When we do the same for every other instance in 
the column of element ‘location’, the prediction converter is able to compute a 
final prediction for ‘location’. An example final prediction could be: <ADDRESS: 
0.7, DESCRIPTION: 0.163, AGENT-PHONE: 0.137>. 
 
The construction of prediction converter values for every other source DTD 
element is done analogous. 
 
3. Combine domain constraints with predictions. 
The domain handler combines the predictions of the prediction converter with the 
available domain constraints and outputs the final 1:1 mappings from the data source 
onto the mediated schema.  
 
The constraints are specified when the mediated schema is created, and are 
independent of the source schemas. Constraints can be subdivided into two types, 
namely  
a. Hard constraints, which must not be broken. 
b. Soft constraints, where breaking should be minimized as much as possible. 
 
Costs are associated with the constraints. Based on mappings produced by the 
prediction converter and the available constraints, the domain handler produces a 
mapping with the lowest cost. 
 
4. Integrate user feedback with the matching process. 
After mappings are generated, a user can supply user feedback to enhance the matching 
accuracy. This user feedback is formulated as constraints, and can be subdivided into 
two types: 
a. Additional constraints, which are used during the matching process of the current 
database source only. 
b. Manual matches, in the case of schema elements which are difficult to match. 
 
After supplying new constraints, the user can ask the constraint handler to produce new 
mappings. 
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4.2.1.4 Human effort 
This schema matching approach requires considerable human effort. It can be seen as an 
investment, because it has to be supplied once for every application domain. Subsequent list 
describes the human effort elements.  
 
• Building a mediated schema. 
A mediated schema has to be built at first, containing all relevant concepts of the domain 
concerning. This has to be done only once for an application domain. 
 
• Optional constructing valid constraints for the constraint handler. 
The constraints are not data source specific, but mediated schema specific and is 
therefore also done once for an application domain. 
 
• Manually mapping a few source schemas. 
A few mappings have to be manually mapped onto the mediated schema in order to be 
able to train the (base- and meta-) learners. This has to be done once every application 
domain and is seen as a little investment for the tens or hundreds schemas that can be 
mapped automatically afterwards. 
 
• Optional supplying user feedback. 
After a mapping is produced, the user can supply additional constraints for the current 
match-task to improve the match accuracy. This is optional and can be done 
independently for every new database source. 
4.2.1.5 Evaluation 
Based on the evaluations of LSD [Doan et al., 2003], it is concluded that combining multiple 
matchers significantly outperforms the use of one (their best) matcher. Depending on the domain, 
the best matchers are the Name learner or the Naïve Bayes learner, which have a matching 
accuracy of 42%-72%. In contrast, the performance of the whole LSD system, (consisting of more 
base-learners, a meta-learner, a prediction combiner, an XML learner and a constraint handler) is 
between 71% and 92%, with many credits for the meta-learner and the constraint handler. 
 
In the following the advantages and disadvantages of the LSD system are described. 
 
Advantages 
• LSD’s approach is promising for utilizing instance data ([Do et al., 2002]). 
• The combined use of several approaches within composite match systems proves to 
quite successful ([Do et al., 2002]). 
 
Disadvantages 
• A training period is required to make accurate predictions ([Do and Rahm, 2002]). 
• The flexibility offered by a composite approach is not fully utilized, i.e. only using machine 
learning techniques for the matchers and an automatic combination of match results ([Do 
and Rahm, 2002]). 
4.2.2 COMA 
The COMA system is described in [Do and Rahm, 2002]. Next subsection Implementation 
thought describes the idea the implementation of COMA is based on. Section Overview gives a 
general overview of the COMA approach, and in section Matching procedure the matching 
process behind COMA is discussed in more detail. Section Human effort discusses to what extent 
human labour is required for matching schemas with COMA and Evaluation discusses the 
advantages and disadvantages of the schema matching system. 
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Figure 4.2: COMA’s matching procedure 
Phase 1: 
Initialization  
Phase 2:  
User feedback  
Phase 3: 
Matcher  
execution 
Phase 4: 
Combination 
matcher 
results 
4.2.2.1 Implementation thought 
The COMA schema matching system is developed as a platform to combine multiple matchers in 
a flexible way. Earlier in this report we already argued that automatic matching is not possible due 
to the high level of heterogeneity, and that is why COMA is made interactive and iterative. The 
user can accept, reject and insert match correspondences during each iteration. 
 
Earlier composite approaches (among others LSD, see former section) used machine learning 
only and focused on instance matchers and a specific combination of their match result. COMA, 
on the contrary, implements a matching approach supporting a customizable combination of the 
results of matchers, which are not based on machine learning. 
 
For COMA it is assumed that, within a single domain, many schemas are similar to past 
schemas. Therefore COMA aims to reuse of previous match results at schema level and schema 
fragment level. 
4.2.2.2 Overview 
COMA finds matches between the schema elements of two sources. The schemas are converted 
into an internal format, namely acyclic directed graphs, so the input schemas can have various 
formats (i.e. relational, XML, etc.). In order to make match predictions, COMA makes use of 
information that can be extracted from the schemas, and auxiliary information such as synonym 
dictionaries and past approved schema mappings. 
 
COMA works iteratively and interactive to find matches between two source schemas. Before 
each match iteration, you have the option to: 
• select the (more than one) matchers to participate in the match process  
• set the way the result of the individual matchers are to be combined 
• set the selection criteria, used for filtering the match candidates from the final result  
 
The final match result is a mapping with match candidates and corresponding similarity values. 
As a composite matcher, COMA is extendible; new matchers can be added to improve the match 
accuracy. 
4.2.2.3 Matching procedure  
The match procedure of COMA is depicted in 4.2: COMA’s matching procedure below. The 
process of COMA consists of four phases, enumerated below: 
1. Initialization phase. 
2. Optional user feedback phase. 
3. Execution of different matchers. 
4. Combination of individual match results. 
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The first phase is performed once for each match process. Phase 2 - 4 can be done more than 
once, depending on whether the match process is set to automatic or iterative. The different 
phases are discussed in subsequent subsections. 
 
1. Initialization phase 
Every pair of schemas that are to be matched with the COMA system, has to be imported and 
then converted to their internal representation, namely directed acyclic graphs. The nodes 
represent the schema elements, and the links between the nodes the respective element 
relations. The schema elements consist of paths from the root; when the graph has been 
constructed, these schema elements are derived by traversing the database schemas.  
 
2. User feedback phase  
During this phase the user can: 
• Select which matchers are used and how their results are combined.  
• Give match and mismatch information.  
• Accept and reject match candidates from the previous iteration. 
 
The user feedback (match and mismatch information, and corrected results from the previous 
iteration) is handled within the UserFeedback matcher. The matcher guarantees that this 
feedback information is conserved during the execution of the other matchers in the subsequent 
matcher execution steps.  
 
The feedback information is furthermore used by the structural matchers to improve the match 
accuracy, because the user provided match information is taken along in the similarity 
computations of elements in the neighbourhood.  
 
3. Execution of matchers 
For the matching process, COMA uses simple, hybrid and reuse oriented matchers.  
• Simple matchers match based on element names, data types and user feedback, with or 
without the help of auxiliary information (synonym table, data type compatibility table).  
• Hybrid matchers are composed of COMA’s simple matchers.  
• Reuse oriented matchers are based on the assumption that input schemas are very 
similar, if not identical, to previous matched schemas. At schema element level the reuse 
oriented approach is implemented by using synonym or enterprise specific dictionaries 
and thesauri. At schema level, COMA’s matchers Schema and Fragment generalize 
reuse to schema fragments and entire schemas respectively. 
 
Per individual matcher, the similarity values of schema elements of both source schemas are 
putted in a k*m*n similarity cube, with 
- k, the # of used matchers 
- m, the # of elements of schema S1 and  
- n, the # of elements of schema S2. 
 
4. Combination match results 
From the similarity cube, the combined match results are derived in two steps: 
1. Aggregation of matcher specific results. 
For each combination of elements a combined similarity value is derived by aggregating 
the individual matcher results in the similarity cube. Aggregation methods are taking the 
average, the weighted average, the maximal value or the minimal value of all the 
similarity values the different matchers computed for a single element combination.  
 
2. Selection of match candidates. 
This step is based on the aggregated matcher result of the former step. The match 
candidates are derived using a certain selection strategy (i.e. the N predictions with the 
highest similarity value, predictions above a predefined threshold, etc.).  
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Match direction  
Match candidates can be unidirectional or directional. 
1. Unidirectional  
The unidirectional approach implies that an element elt2 from schema S2 can be a match 
candidate for another schema element elt1 from schema S1, if the opposite also holds. 
2. Directional 
The directional approach find matches with respect to one of both schemas. Although 
with the directional match there is a risk that some schema elements of the other schema 
remain unmatched, the directional approach is the most common and practical approach; 
when a small and a large database schema is used for the matching process (i.e. a new 
data source and a data warehouse or a mediator), the schema matching problem is 
smaller when the matching is performed from the perspective of the smaller database 
schema. 
 
The match result consists of 1:1 mappings between schema elements with corresponding 
similarity values. 
4.2.2.4 Human effort 
COMA does not require any human effort in training. The only human effort in COMA is 
specifying the matching strategy: 
• Select the matchers to be involved in the matching process 
• Select how to combine the match result of individual matchers 
• Selecting match selection strategy  
4.2.2.5 Evaluation 
This section discusses the advantages and the only disadvantage of the COMA schema 
matching approach. 
 
Advantages of COMA 
• COMA is quite successful only exploiting schema information ([Do et al., 2002]) 
• Unlike with LSD, COMA requires no training period to make accurate predictions  
• The combined use of several approaches within composite match systems proves to be 
quite successful ([Do et al., 2002]) 
 
Disadvantages of COMA 
• There still are unexploited opportunities in the use of large-scale dictionaries and 
standard taxonomies and an increased reuse of previous match results ([Do et al., 2002]) 
4.2.3 SemInt 
The SemtInt system is described in [Li and Clifton, 2000]. Next subsection Implementation 
thought describes the idea the implementation of SemInt is based on. Section Overview gives a 
general overview of the SemInt approach, and in section Matching procedure the matching 
process behind SemInt is discussed in more detail. Section Human effort discusses to what 
extent human labour is required for matching schema with SemInt, and Evaluation discusses the 
advantages and disadvantages of the schema matching system. 
4.2.3.1 Implementation thought 
The underlying motivation of SemInt was to develop a semi-automated semantic integration 
procedure, based on schema information and data contents, the information available most of the 
time. The desire was to also include the ability to reuse or adapt the knowledge gained during 
similar resolution processes.  
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Although not known in advance, the SemInt project assumes that schema elements in different 
databases in the same domain have similarities in data structure and data values. Neural 
Networks are used as basic technique behind the SemInt project, because Neural Networks are a 
powerful pattern recognition technique, which is able to empirically derive information from data 
instances.  
4.2.3.2 Overview 
In order to perform schema matching, SemInt classifies schema elements. Each class represents 
some sort of intermediate schema element onto which the source schema elements can be 
mapped.  
 
SemInt is based on the Neural Network technique to perform schema matching. Via a self 
organizing network procedure, classifiers are derived from training data. These classifiers are 
used to train a learning and recognition-algorithm, which is then used for the actual schema 
matching. 
 
In order to classify the different schema elements, SemInt exploits different criteria, representing 
schema and instance information. The schema information is retrieved from the relational DMBS 
catalogs, and the instance information, which is used to enhance the schema information, is 
retrieved from the database itself.  
 
Each schema element is represented as a vector consisting of numerical values for its different 
criteria. These numerical values of both schema and instance information are derived by DBMB 
specific parsers, and are in the range of 0 to 1. 
4.2.3.3 Matching procedure 
In order to classify schema elements, the SemInt system requires a training phase. After this 
training phase, the trained Neural Network can be used for matching. Below the training and 
matching phase are discussed. 
 
Training phase 
The training phase is subdivided into two steps, namely acquiring classifiers and training the 
learning and recognition network. Each step is discussed in further detail in subsequent two 
subsections. 
 
1. Acquiring classifiers 
During this phase, a self organizing map network is used to classify the parsed schema 
element vectors of a single database into different categories. This self organizing map 
network consists of N inputs and M outputs. Hereby, N stand for the number of criteria 
represented in the schema element vectors, and is M the number of classes into which 
the different vectors are categorized.  
 
The value M is set by the user in advance. Because the number of classes should be 
derived from the similarity distribution of the schema elements instead of the other way 
around, M is not fixed. The user has the ability to set a radius of a category. When a 
certain value does not fall within the radius of (or distance from) any category centre, 
another category is created; hence M is increased with one.  
 
Because it is favored to be able to discern among the different schema elements in the 
schema matching process, the ideal number of different categories derived via the self 
organizing map network would be the number of schema elements.  
 
2. Training the learning and recognition network 
During this phase, a category learning and recognition network is trained. This training is 
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based on the classifiers derived in the previous (training) phase. The category learning 
and recognition network is taught to output a target result when the classifier vector of the 
associated category is presented at the input. An example target result is a category 
number assigned to category. The Neural Network iteratively changes the weights 
between its neurons, until it produces an output which is within the accepted error range 
from the target result. 
 
Matching phase 
When the category learning and recognition network is trained, it can categorize the schema 
element vectors of many other databases. Another important constraint is that in order to 
categorize these other schema elements, it should be possible to convert them into the same 
numerical criteria vectors as used the training phase. 
4.2.3.4 Human effort 
The clustering and classification process is done automatically, so the pre-match effort is small. 
The human effort which is still required: 
• DBMS parsers have to be created in order to convert relevant information numerical 
criteria vectors. 
• The category radii have to be set during the first step of the training phase. 
4.2.3.5 Evaluation of SemInt 
Both the advantages and disadvantages of SemInt are described below. 
 
Advantages 
• No manual initial match effort is required ([Do et al., 2002]). 
• Neural Networks perform well in schema matching ([Do et al., 2002]). 
 
Disadvantages 
• SemInt uses criteria vectors with each criteria values from 0 to 1. Because attribute 
names and schema structure cannot be converted this range, this information cannot be 
included in the matching process ([Rahm and Bernstein, 2001]). 
• SemInt’s category learning and recognition algorithm requires that two source databases 
contain information for the same criteria as is used in the training phase. This could be a 
problem when dealing with more DBMS’s. 
4.2.4 Cupid 
The Cupid system is described in [Madhavan et al., 2001]. Next subsection Implementation 
thought describes the idea the implementation of Cupid is based on. Section Overview gives a 
general overview of the Cupid approach, and in section Matching procedure the matching 
process behind Cupid is discussed in more detail. Section Human effort discusses to what extent 
human labour is required for matching schema with Cupid, and Evaluation discusses the 
advantages and disadvantages of the schema matching technique. 
4.2.4.1 Implementation thought 
The Cupid approach is a reaction to previous incomplete solutions to schema matching, only 
making use of one of a few approaches from the taxonomy described in chapter 3: A taxonomy of 
schema matching approaches. 
4.2.4.2 Overview 
Cupid finds matches between schema elements of two source schemas (XML and relational 
schemas can be handled by Cupid at the time the paper was published). Before the matching 
procedure is started, the schemas are converted into graphs. In order to make match predictions, 
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Cupid makes use of schema information and auxiliary information. The schema information 
consists of element names and schema structure information. The auxiliary information sources 
are synonym dictionaries and past approved schema mappings. 
 
The Cupid approach performs schema matching by combining linguistic and structural matching. 
During the linguistic match phase, a similarity coefficient lsim is computed based on the element 
names, data types, domains, aided with auxiliary information such as abbreviations, synonyms, 
etc. In the structural matching phase, a structure match coefficient (ssim) is produced for two 
elements, based on their respective contexts or vicinities (which is on its turn based on the 
similarities between both their parents and their children).  
 
The weighted similarity wsim is based on lsim and ssim, and the final match result consists of the 
match set of matches with the wsim above a certain threshold. The matching procedure is 
elaborated on in next section Matching procedure. 
4.2.4.3 Matching procedure 
As already discussed in former section Overview, the Cupid procedure can be subdivided into 
three phases: 
1. Linguistic match phase. 
2. Structural match phase.  
3. Derive mapping phase. 
 
These phases are described in further detail in the following three subsections. 
 
1. Linguistic match phase 
This phase is primarily based on schema element names and consists of 3 sub phases, which 
are described below. 
1. Normalization 
Similar schema elements often have different names, for example due to abbreviations or 
punctuation. The normalization step tends to overcome this problem in three steps: 
a. Tokenization; in which schema element ‘POBillTo’ is split up in ‘PO’, ‘Bill’ and 
‘To’. 
b. Expansion; in which abbreviations are expanded with the help of thesauri. For 
example, ‘PO’ can be expanded to ‘Purchase Order’. 
c. Elimination; in which irrelevant tokens (for example prepositions) are eliminated 
from the token list. 
 
2. Categorization 
Based on data types, schema hierarchy and linguistic content, schema elements are 
clustered into categories, where schema elements can belong to multiple categories. This 
phase reduces schema matching solution space, because schema matching only 
considers schema elements from the same category. 
 
3. Comparison 
Based on their respective tokens derived in previous steps, the linguistic similarity 
coefficients lsims are computed between schema elements from the same category. This 
is aided by performing substring matching and taking synonyms and hypernyms into 
account with the help of thesauri. The computed lsims are in the range of [0..1], where 1 
indicates a perfect linguistic match. 
 
The lsim’s computed during the linguistic match phase are used in the subsequent structure 
match phase to compute the overall weighted similarity wsim. 
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2. Structural match phase 
During this phase the TreeMatch algorithm is applied. The idea behind the TreeMatch algorithm 
is that the similarity of two schema elements is dependent on the similarity of their contexts, and 
it’s based on the following notions: 
• Atomic elements (leaves in the tree) of both schemas are similar if they are individually 
(linguistic-) similar and elements in their neighborhood (i.e. siblings and ancestors) are 
also similar.  
• Non-leaf elements are similar when they are linguistically similar and their respective sub 
trees are structurally and linguistically similar. For the structural similarity, the similarity of 
the leave sets of the respective non-leaf elements are of special importance.  
 
Solution space reduction 
The solution space of element matches is already reduced by the categorization step in the 
linguistic matching phase. The solution space is further reduced, because schema elements with 
a very different number of leaves in their respective leaf sets are left out as well. 
 
TreeMatch algorithm implemented 
For obtaining an element similarity, the tree is traversed in a post order fashion, which means that 
the leaves are the starting point and the root is the finishing point of the algorithm. The advantage 
of this bottom-up procedure is that also moderately varied schema structures can be matched, 
while the top down variant is optimistic and performs bad when two schemas vary at top level. 
 
The TreeMatch algorithm proceeds in three steps, which is described in the following. 
 
1. Initialization 
The structural similarity of two leaves is initialized with a value in the range [0, 0.5], 
depending on the data type compatibility of the corresponding schema elements.  
 
2. Computation structural similarity of non-leaf elements. 
For non-leaf elements the structural similarity is computed based on the number of 
strong links in the sub trees of both schema elements. Two leaves form a strong link 
when the weighted combination of ssim and lsim (see section Overview earlier) is 
above a certain threshold thaccept. 
 
3. Back propagation similarity non-leaf elements. 
The structural similarity of each pair of leaves in the leaf sets of two highly similar 
schema elements is increased with factor cinc (the linguistic similarity remains 
unaltered). When two schema elements are not very similar, each leaf pair in their 
respective leaf sets is decreased with factor cdec. This is because schema elements 
which are highly similar to each other often have similar contexts. A pair of leaves in 
their respective leaf sets is now more likely to be similar. The same yields for the 
opposite.  
 
Step 1 is traversed once, and step 2 and 3 are traversed iteratively. 
 
3. Derive mappings 
The output of above described schema matching phases is a set of mappings, where source 
elements is returned for a target schema element t, if the corresponding wsim(s,t) ≥ thaccept. 
 
This is a straightforward job for leaf elements, but for non-leaf elements this is more complicated. 
To compute the correct wsim for non-leaf elements, a second post-order traversal of both target 
and source schemas is required. The structural similarity of the non-leaf elements is dependent of 
the structural similarity of the leaf elements in their sub trees, which might have changed during 
the execution of the TreeMatch algorithm earlier. During a second post-order traversal, the 
similarities of the non-leaf elements are recomputed. 
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Figure 4.3b: Example Is-derived-from graph 
DerliverTo 
Address 
Street 
ContainmentContainment
City 
Containment Containment
InvoiceTo 
IsDerivedFrom IsDerivedFrom 
SQL table    
      A 
SQL table  
      B
Foreign key 
ForeignKeyColumn PrimaryKeyColumn 
Containment 
Aggregates 
Containment Containment 
References
Figure 4.3 a: Example aggregation graph 
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4.2.4.4 Graph conversion 
As already mentioned in the overview, the internal representation of Cupid consists of graphs. 
Nodes represent the schema elements (i.e. attributes, columns, tables, etc.) and interconnections 
represent the mutual relation of two corresponding nodes. There are three types of relations, 
namely: 
• Containment; each element is contained by exactly one other element. A graph 
consisting of containment solely, is a tree. 
• Aggregation; this relation also groups elements, but allows multiple parents for one 
element and therefore a schema graph is not necessarily a tree. 
• Is-derived-from; this relation models shared type information. Graphs including is-derived-
from relations can be any arbitrary graph, including non-trees. 
 
The algorithm discussed in phase two of the matching procedure works on a special kind of 
graphs, namely trees. Below, an example non-tree graph based on the foreign key aggregation 
relation is depicted in Figure 4.3a: Example aggregation graph. A non-tree graph based on the is-
derived-from relation is depicted in Figure 4.3b: Example is-derived-from graph.  
 
Beside the ability to use the TreeMatch algorithm, it is important to convert non-tree graphs into 
trees for two additional reasons: 
• Trees have non-ambiguous contexts. 
Example elements ‘POShipTo.Street’ and ‘POBillTo.Street’ both map to ‘Address.Street’ 
in Figure 4.3b, but including both mappings without their context is ambiguous. This 
problem is solved by placing another copy of the shared type (which is ‘Address’ in this 
example) as a sub tree below every referring element (in this case ‘InvoiceTo’ and 
‘DeliverTo’), thus converting the graph of Figure 4.3b into a tree. 
• Nodes derived from converting referential constraints become match candidates. 
Converting a graph with the foreign key aggregation relation into a tree is done by 
introducing a node with references to a copy of each node the foreign key aggregates to 
the graph. The resulting graph is a tree. Furthermore, this new node has become a match 
candidate for elements in the other schema, which would result in a complex match. 
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4.2.4.5 Human effort 
Some pre-match effort is required for Cupid, which is discussed in the following: 
• User interaction. 
The user can supply initial mappings, which cause corresponding leaves to be set at a 
predefined maximum value for the linguistic matching phase. This initial effort enhances 
the overall matching procedure, because the high initialization of leaf elements is 
cascaded to the similarities of its ancestors.  
4.2.4.6 Evaluation 
The advantages and disadvantages of the Cupid schema matching system are described below. 
 
Advantages 
• Cupid is successful exploiting schema and structure information only ([Madhavan et al., 
2001]), and it performs much better compared with DIKE and MOMIS, which also solely 
using schema information for matching schemas. 
 
Disadvantages 
• The schema tree construction fails in some cases. 
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5 Design schema matching framework 
This section discusses the schema match framework FlexiMatch, which is depicted in Appendix 
A: FlexiMatch’s framework. Because we concluded in section 4.1.1: Multiple approach strategy 
that the composite approach is the most promising and flexible technique for matching schemas, 
it is chosen as the technique schema matching framework FlexiMach is based on. 
 
In the following section, a short description is given on how the schema matching tool works 
globally. Subsequent sections discusses every component of the schema matching framework in 
more detail. 
5.1 Overview schema matching framework 
The global idea of this schema match framework is that elements from both source schemas are 
first tried to be combined with global real life domain concepts (considering the real-estate 
domain, example real life concepts are ‘Phone number’ and ‘Address’) based on some criteria. 
Subconcepts are representations of these real life concepts.  Concept ‘Address’, for example, 
could be represented by subconcepts ‘Home Street Address’ and ‘Home Address’. Directly 
combining schema 1 elements with schema 2 elements happens with schema elements that 
could not be combined with subconcepts. 
 
Every combination is then investigated and assigned a similarity value indicating to what extent 
both elements of the combination are alike. Elements of schema 1 and schema 2 that have a high 
similarity with the same real life domain concept are furthermore transitively combined with each 
other, resulting in final combinations consisting of schema 1 and schema 2 elements. 
 
Based on the final set of combinations, i.e. validated direct combinations and transitively 
combined combinations, match suggestions are constructed which are suggested to the user. 
The user can accept, reject or ignore the suggestion, add match combinations the system did not 
come up with, choose to initiate another schema match iteration or accept the mapping. 
 
FlexiMatch consists of several components, such as depicted in FlexiMatch’s framework. These 
components are briefly described in the section below and further discussed in subsequent 
subsections. 
 
Schema match framework 
The source schemas S1 and S2 are fed to the schema matching tool at the left side of 
FlexiMatch’s framework. They first arrive at the Format converter component, which converts the 
input schemas into their respective internal representation within FlexiMatch, namely graphs.  
 
The Global Intermediate Schema (GIS) is an internal graph and contains the subconcepts of the 
real life concepts of the domain the schema match framework works on. The Schema combiner 
generates combinations between schema elements and subconcepts, and between schema 1 
and schema 2 elements, resulting in three types of combinations.  
 
The Validators assign similarity values to these combinations, indicating to what extent both 
elements in each combination are alike according to the information cue each Validator exploits. 
There are three similarity cubes depicted in FlexiMatch’s framework, another one for each 
combination type. After validation, each validated combination is put in the Similarity cube 
corresponding to its type.  
Per combination, the Prediction aggregator combines all the different similarity values (assigned 
by the different Validators) into a single aggregated similarity value. Elements that were combined 
with subconcepts of the same real life domain concept are transitively combined with each other 
by the Transitive combiner.  
 
 
 
 34
 
The Suggestion combiner then merges the transitively derived combinations with those coming 
from directly combining both source schemas. From this resulting set of combinations, the 
Mapping generator produces match suggestions for the user, including the corresponding 
similarity values. In one or more iterations, the user gives user feedback on the suggested 
matches, and adds matches FlexiMatch did not come up with. If the total mapping is finally 
accepted, the GIS component and the ‘intelligent’ Validators (i.e. Validators that do something 
with the approved, disapproved and added matches of the accepted mapping) learn from it. 
5.2 Elaboration of the schema matching framework 
This section describes FlexiMatch’s framework as depicted in Appendix A: FlexiMatch’s 
framework in further detail. Every subsequent section discusses another framework component. 
The order of framework component sections is the same as the order of components in the 
framework when you read it from the left to the right, which is also FlexiMatch’s execution order. 
To illustrate the function of the various components of FlexiMatch, a running example in 
integrated in the subsequent component discussion. 
5.2.1 Format converter 
One of FlexiMatch’s requirements is to make it flexible. As described in section 4.1.2: Generic, 
one of the ways to accomplish this is to keep representation and functionality separated. For this 
reason, LSD [Doan et al., 2003], COMA [Do and Rahm, 2002] and Cupid [Madhavan et al., 2001], 
described in sections 4.2.1, 4.2.2 and 4.2.4 respectively, convert input schemas to an internal 
format, and this is also why FlexiMatch does so as well. 
 
The Format converter is responsible for converting input source schemas into their internal 
representations within FlexiMatch. The two Format converters of FlexiMatch are depicted on the 
left side of FlexiMatch’s framework. 
 
Internal representation 
Graphs are chosen as internal format for FlexiMatch for various reasons, which are bulleted 
below: 
• Many source schema models can be fit in graphs.  
• Graphs are easy to extend.  
• There are many implementations of graphs and algorithms that act on graphs.  
• COMA and Cupid also use graphs as internal format.  
 
Nodes 
All schema elements are converted to nodes. Additional properties can be stored with every 
node, depending on the data model to be converted. A property for the relational model is 
whether it is a column or table type element. In case of a column type element, additional 
properties are whether it is auto numbering, a primary or foreign key, unique, etc.  
 
Edges 
The edges of the graph represent the relations between schema elements. An example relation in 
the relational model is the relation between table and column nodes. 
 
Instances 
For the instance based Validators (see section 5.2.4 later on), instance data is stored with every 
node derived from an instance data containing column type schema element.  
 
From the result part of [Doan et al., 2003], we learn that 20 data instances is already enough for a 
good characterization of an element in the real estate domain. For FlexiMatch it is arbitrarily 
chosen to store up to 50 data instances with every data containing element. This is more than 20 
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Figure 5.1: Example input schemas 
instances to overcome the potential performance sensitivity difference of domains other than the 
real estate domain.  
 
Example converted schemas 
To illustrate the function of the Format converter, assume the input tables ‘Worker’, with columns 
‘Name’, ‘Postal code’ and ‘Number’, and the table ‘Employee’ with similar columns ‘EmpName’, 
‘HomeZIP’ and ‘Phone’. A graphical view of the final internal representation of these two schemas 
within FlexiMatch, including some instance data, is depicted in figure 5.1: Example input schemas 
below. 
 
 
5.2.2 Global Intermediate Schema (GIS) 
The Global Intermediate Schema (GIS) contains the real life concepts of the current working 
domain. Each real life concept is represented by a group of interconnected subconcepts. These 
subconcepts are combined with schema elements by the Schema combiner (see next section), 
and with the help of the Transitive combiner (see section 5.2.7 later on), schema 1 elements are 
later on possibly directly combined with schema 2 elements over similar subconcepts. Just like 
the internal representation of the source schemas, the GIS (including all its subconcepts) is 
represented in graph format.  
 
Example GIS 
To illustrate the GIS, assume that the GIS has already 
learned subconcepts including interrelations and 
instance data for the real life domain concepts 
‘Postcode’ and ‘Telefoonnummer’. See Figure 5.2: 
Example GIS for a graphical view of the internal 
representation of such a GIS within FlexiMatch. 
 
GIS setup 
We first introduce the notion of trust values, and then 
describe how the GIS learns in the subsequent two 
subsections. 
 
Trust values 
Trust values are the weights of the interconnections 
between subconcepts. Its value is a reflection of the 
number of times a match based on the corresponding subconcept interrelation was approved and 
rejected. 
  
The trust values are used by the Transitive combiner for making transitive closures over 
combinations of source schema 1 with subconcepts of the GIS, and combinations of source 
schema 2 with subconcepts of the GIS respectively. 
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Learning concepts & concept relations 
The final mapping contains zero or more approved and rejected match suggestions and zero or 
more manually added combinations. The learning ontology concept within FlexiMatch is 
explained according to four possible situations for each approved or added match: 
1. Both schema elements were combined via a single subconcept or related subconcepts. 
If the corresponding match suggestion was approved, the validity of the connection 
between the concepts (an indication of the similarity of the two sub-concepts) is 
confirmed. This is translated into an increased trust value of the corresponding 
connection. If the match suggestion was rejected, the trust value is decreased. 
2. Both schema elements were combined with non-related subconcepts.  
The match was manually added. The corresponding subconcepts are linked to each 
other, and the corresponding trust value is set to an initial value. 
3. Element ‘elt1’, which is combined with subconcept ‘subconc1’, is matched to element 
‘elt2.’ 
The match was manually added. Based on ‘elt2’ a new concept is created and related to 
‘subconc1’. The trust value of the relation is set to an initial value.  
4. Both schema elements were not combined with GIS subconcepts. 
The match was manually added or is suggested based on a direct combination. If both 
elements are not identical, subconcepts are created based on the added elements, and 
the relation between the subconcepts is also created and set to an initial value. If both 
elements are identical, a single subconcept is created. 
 
Initialization 
At the start of the schema matching framework in a new domain, the GIS is empty. This is a self 
solving problem, because this implies that situations 2, 3 and 4 above happen more often. This 
results in relevant subconcepts being added to the GIS more quickly. 
 
Feasibility 
As is described in section 4.1.6: External evidence & Domain knowledge, information about 
elements such as data types and element names, are good discriminators to determine the 
likelihood whether two elements of different schemas are similar. Although there is some variance 
in schema element names, this implies that similar elements are quite alike at schema level.  
 
Taking along that new subconcepts also are added only when elements are not similar enough 
with the existing subconcepts, the number of different subconcepts for a real life domain concept 
will remain within tolerable boundaries, as with the computational load of making combinations 
with subconcepts. 
 
Instance data 
Just like with schema elements, instance data can also be stored with GIS subconcepts. As 
argued earlier, we choose to store up to 50 instances. When a subconcept or subconcepts were 
used for an approved or added match between instance data containing schema elements, the 
instance data of the subconcept(s) concerning is refreshed with the instance data of the 
elements.  
 
The set instance data per subconcept is characteristic for the respective subconcept, because it 
consists of data instances from schema elements which were matched onto each other via the 
subconcepts. This characteristic instance data is used by the instance based Validators (see 
section 5.2.4 later on), and serves two purposes: 
• Initializing new instance based Validators  
• Train existing instance based Validators 
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Figure 5.3: Possible combinations 
Updated subconcepts list 
An updated concept list is generated during the adaptation of the GIS phase based on an 
accepted mapping. A subconcept is added to the updated subconcept list, when it satisfies one of 
the following criteria: 
• It is newly created. 
• It is related to another subconcept. 
• Its instance data is updated. 
 
Learning ontology & approved matches repository 
The GIS is a combination two basic ideas: 
• A learning ontology, based on the mediated schema used in the LSD system. 
The GIS of FlexiMatch is inspired by the mediated schema of the LSD system. This 
mediated schema is a universal schema containing real life domain concepts.  
 
Unlike with LSD, the real life domain concepts within FlexiMatch consist of interconnected 
subconcepts. The LSD real life domain concept ‘Postcode’, for example, could be 
represented by interconnected subconcepts ‘Postal code’ and ‘ZIP code’ within 
FlexiMatch (see figure 5.2: Example GIS, earlier). 
 
Another difference with the LSD system is that the GIS is not set up manually, but the 
subconcepts and relating interconnections are automatically learned from accepted 
mappings, which reduces the required manual effort in matching schemas. 
 
• An approved matches repository, as is used by the Schema fragment reuse matcher in 
the COMA system 
Based on the test results of the COMA system, which is confirmed in section Feasibility 
earlier, we know that reusing past approved matches is valuable. For this reason the 
mapping repository notion of the reuse matchers of COMA is applied via the GIS of 
FlexiMatch.  
 
The presence of this repository notion within the GIS can be derived from the four 
numbered situations described in section Learning concepts & concept relations earlier. 
These situations assure that every match element, match relation and instance data (if 
available) from accepted mappings, is represented in the GIS after the mapping is 
accepted. Furthermore, the GIS is better than the repository notion, because only 
distinctive elements and relations are added to the GIS, thus reducing overhead. 
5.2.3 Schema combiner 
FlexiMatch generates element combinations, validates both elements of each 
combination and produces a similarity value reflecting 
the equality of the 
elements. The 
combinations that have 
the highest similarity 
values are suggested as 
matches. Combinations 
are the smallest parts 
flowing through 
FlexiMatch.  
 
Considering both 
subconcepts and 
schema elements as 
elements, then 
combinations consists 
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roughly of the following three parts: 
• The first element. 
• The second element. 
• The similarity between both elements. 
 
The Schema combiner is the component of FlexiMatch responsible for generating the 
combinations.  
 
Example schema combining 
To illustrate how the Schema combiner combines schemas, see figure 5.3: Possible 
combinations. This figure is explained in subsequent section in the discussion of the different 
types of combinations are possible within FlexiMatch. 
 
Types of combinations 
Based on the names and data types, the Schema combiner generates combinations between 
GIS, the first source schema and the second source schema. This results in three types of  
combinations, which are summarized below and discussed in subsequent subsections: 
• Combinations between subconcepts and source schema 1 elements. 
• Combinations between subconcepts and source schema 2 elements. 
• Combinations between source schema 1 and source schema 2 elements. 
 
Combinations with subconcepts 
To be able to make use of the knowledge of previously accepted mappings, FlexiMatch 
generates combinations between source schema elements and learned subconcepts, and later 
transitively combines these combinations over similar subconcepts with the Transitive combiner 
(see section 5.2.7 later on).  
 
The upper five rectangular boxes in figure 5.3: Possible combinations, relating schema elements 
and subconcepts, are examples of element – subconcept combinations. Notice the similarity in 
the respective element and subconcept names.  
 
Combinations between schema elements 
When there is no subconcept in the GIS similar enough to a certain schema element, this 
element is directly combined with source schema elements which could not be combined with 
GIS subconcepts from the other source schema, resulting in direct combinations. The approval of 
match suggestions coming from these combinations will result in the addition of new relevant 
subconcepts (see section 5.2.2: Global Intermediate Schema earlier) 
 
The last two rectangular boxes in figure 5.3, relating elements of schema 1 with elements of 
schema 2, are examples of direct combinations. 
 
Schema combiner responsibilities 
Apart from generating combinations between both input source schemas and subconcepts from 
the GIS, the Schema combiner has two more responsibilities, namely: 
• Reducing the number of combinations. 
• Reducing the complexity of the Validators. 
 
Above two bullets are discussed in subsequent two subsections.  
 
Solution space reduction 
Especially in the case both source schemas and the GIS are big, the number of generated 
combinations can become rather large. It is smart to reduce the number of generated 
combinations as much as possible, so that the Validators (see section 5.2.4) need not to evaluate 
too many combinations. 
 
 
 
 
 39
Keeping the number of generated combinations as small as possible is accomplished by leaving 
out meaningless combinations. This is accomplished in several ways: 
• Make element – subconcept combination based on schema based similarity. 
Similar elements can be expected to be quite alike at schema level (see Feasibility, 
section 5.2.2: Global Intermediate Schema). Cupid, for example, categorizes the 
elements of both sources based on name and data type similarity, and only generates 
combinations between similar categories. For the same reason, the Schema combiner 
only generates element – subconcept combinations when the element name and data 
type similarity compared to that of the subconcept is above a certain threshold. In 
accordance with my mentors, it was decided to make all possible schema 1 element – 
schema 2 element combinations, independently of name and data type similarity, so that 
also less obvious matches can be found. 
 
• No direct combinations when already combined with a subconcept.  
Similar elements are quite alike at schema level, so when a schema element is already 
combined with relevant subconcept(s) (and thus is name and data type similar with the 
subconcept(s) concerning), it is quite likely that this will result in a good match 
suggestion. For this reason, direct combinations with schema elements from the other 
input schema can be left out.  
 
• Only combinations between equal typed elements. 
This applies to both element – subconcept combinations, and schema 1 element – 
schema 2 element combinations. FlexiMatch will initially be implemented for the relational 
data model. This model contains column and table elements. Matches between table and 
column elements are not likely, so generating combinations between both table and 
column types is not smart and are left out.  
 
• No combinations with auto numbering elements. 
Combinations with auto numbering elements are not likely to become matches, and 
therefore can be left out. 
 
Reduction required Validator complexity 
The presence of the Schema combiner is advantageous, because the required Validator 
complexity is reduced, and the extendibility of FlexiMatch is increased. 
• Complexity reduction. 
Unlike COMA, LSD or Cupid (this case is not applicable to SemInt [Li and Clifton, 2000], 
described in section 4.2.3: SemInt, because it only consists of a single algorithm), the 
Validators within FlexiMatch only deal with a single combination instead of whole input 
schemas. This is more efficient, because the logic deciding what combinations are to be 
generated is ran only once in the Schema combiner. Because the Validators are deprived 
of schema combining logic, they are less complicated. 
• Increasing extensibility. 
This in fact is a derived advantage from the former bullet. Because Validators only have 
to deal with combinations instead of also make them, they are easier to build and it 
therefore is easier to boost the schema match performance by adding new Validators. 
 
No similarity value 
Because data types are often not characterizing enough, they cannot be used to provide 
candidate matches. Although element names provide more information and could provide match 
candidates in combination with data types, we’ve chosen not to already give a similarity value to 
the combinations in the Schema combiner for two reasons: 
• The fact that the combination exists denotes the similarity between both elements of the 
combination. 
• The schema matching framework contains different components for generating and 
validating combinations. It is neater to also separate their functionality. 
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Figure 5.4: Validation 
5.2.4 Validators 
In the start of this chapter, we stated that the composite approach is used as underlying 
technique for FlexiMatch. A key property of the composite approach is that multiple algorithms, 
exploiting multiple information cues (for the different types of information, see chapter 3: 
Taxonomy of schema matching approaches) can be inserted and put to work to collectively 
contribute to the computation of a good mapping of two sources onto each other.  
 
These algorithm implementations are called Validators within FlexiMatch. The notion of Validators 
is inspired by similar components within LSD and COMA, namely Matchers and Base-learners.  
 
Each Validator is manually assigned a weight during its execution. This weight is later used by 
the Prediction aggregator (see section 5.2.6 later) to produce a weighted average for each 
combination.  
 
In the remainder of this section, we discuss the function of Validators in general. In the last two 
subsections we discuss the schema name based Validator1, and the instance based Validator 
Validator2 in some more detail. 
 
Validation 
During the schema matching process, the Validators assign a similarity value to each 
combination generated by the Schema combiner (see section 5.2.3 earlier). This value is 
between 0 and 1 and reflects to what extent the elements of each combination are alike 
according to the information cue the respective Validator is exploiting. 
 
Example validation 
To illustrate how the validation 
proceeds, see figure 5.4: 
Validation. At the left hand 
side of the figure are the 
element – subconcept 
combinations between schema 2 elements and GIS 
subconcepts. The similarity values are the values putted in the little rectangular boxes 
attached to the element – subconcept combinations at the right side of the figure. The illustrated  
validation procedure is performed for every enabled Validator in FlexiMatch. 
 
Source of combinations 
The combinations validated by the Validators can originate from two sources: 
• the Schema combiner component of FlexiMatch, in case it is the first match iteration 
• the User feedback handler component of FlexiMatch, in later iterations 
 
Comparing FlexiMatch, LSD and COMA 
LSD validates using Machine Learning only, and makes extensively use of instance data. COMA, 
on the other hand, makes use of schema information only, and does not use Machine Learning. 
FlexiMatch combines both approaches, because it contains Validators exploiting both schema 
information and instance data. 
 
To enhance the performance of FlexiMatch, it is recommended to add Machine Learning based 
Validators. Expected good additions are SemInt’s Neural Network, and the LSD’s Naïve Bayesian 
implementation (see recommendations, section 9.3.3: Validators). 
 
Validator learning 
After the GIS is updated (see GIS setup, section 5.2.2), the updated subconcepts list is sent to 
the Validators to learn from.  
 
 
 
 
 41
Learning from this generated list is preferred above having the Validators update themselves from 
the entire GIS, because it is likely that the GIS includes many subconcepts which are not updated 
during each match execution. This overhead will increase as the number of subconcepts in the 
GIS increases. 
 
Example learning Validator 
To exemplify how a Validator within FlexiMatch could learn from an approved mapping, assume a 
Neural Network based Validator implementation. Based on a new accepted mapping, the 
Validator re-computes a so called cluster centers, which are characterizations for the 
subconcepts in the GIS.  
 
This type of learning is unlike the way learning is performed within the LSD system, where 
algorithm training plays an important role; there is an initial short training phase on a few manual 
inserted mappings, and then many schemas are matched automatically in the matching phase.  
 
Validator initialization 
There are two different initialization situations a Validator can encounter. These situations are 
discussed in subsequent two subconcepts. 
 
Initialization with empty GIS 
Though FlexiMatch does not have an explicit training phase like LSD, there are no subconcepts 
in the GIS in its initial execution period, and the intelligent Validators therefore also do not know 
anything about the subconcepts. 
 
The combinations generated by the Schema combiner now solely consist of direct combinations 
of elements from both schemas. As argued earlier (GIS setup in section 5.2.2: Global 
Intermediate Schema), this accelerates the learning of new concepts during this initial operation 
period, which makes intelligent Validators and new learned subconcepts become useful soon. 
 
Initialization non-empty GIS 
When Validators are added to FlexiMatch with a non-empty GIS, the new Validator can be trained 
offline right away after installation. This is based on the existing subconcepts, subconcept 
relations and instance data stored per subconcept. A Validator can now already be put to work 
during the next schema match execution. This furthermore reduces manual effort compared with 
the LSD system, where an extra training phase is required to train the newly added Base-learner 
and to adapt the Meta-learner. 
 
FlexiMatch disrupted 
There are several ways in which the execution of the Validators could be disrupted. Two possible 
situations are discussed below. 
  
Classified instance data 
Due to privacy regulations, it is not always allowed to store characteristic instance data with a 
concept. For this reason, instance based Validators might not be able to be trained before put to 
work in a matching procedure. This issue is outside the scope of this project. 
 
User errors 
Accepting inaccurate suggestions and adding inaccurate matches at the start of the execution of 
FlexiMatch in a new domain causes FlexiMatch to learn wrong subconcepts, subconcept relations 
and refresh the instance data sets with corrupt instances. The consequence is that intelligent 
Validators learn from bad data, which subsequently results in bad suggestions in later matching 
procedure.  
 
It is expected that FlexiMatch will automatically correct this error when the resulting bad match 
suggestions are rejected and good matches are added. 
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Figure 5.5: Probability density plots 
φ1(x) φ2(x) 
x1 
5.2.4.1 Name based Validator1 
Validator1 computes a similarity for two elements ‘elt1’ and ‘elt2’ based on equality of schema 
names. This is accomplished based on the Levenshtein Distance-algorithm [Levenshtein 
Distance]. 
5.2.4.2 Instance based Validator2 
Validator2 computes a similarity value between two elements ‘elt1’ and ‘elt2’ based on equality of 
character averages in the character-sets of their instances. The computation is performed based 
on the assumption that character averages of both elements ‘elt1’ and ‘elt2’ are normally 
distributed.  
 
In the following we discuss: 
• What a normal distribution is. 
• Why we can assume that the average number of character is normally distributed. 
• How the final similarity computation is done. 
 
Normal distribution 
The normal distribution is denoted N(μ, σ2), where μ represents 
the mean and σ2 the variance (squared standard deviation). Its 
probability density function is: 
φ(x) = 
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Two examples are depicted in figure 5.5: Probability density 
plots. They have the same σ2 values; the μ value of φ1 is 
smaller than that of φ2. 
 
The probability that a certain stochastic variable (s.v.) X has a value 
smaller or equal to than x, can be derived by the cumulative distribution function Φ(x) = 
duu
x
)(∫
∞−
ϕ , where duu)(∫∞
∞−
ϕ =1 
 
Central Limit Theorem 
Assume for i = 0, 1, 2,..,50 that s.v. Xi is the number of letter-characters in instance i. Every s.v. Xi 
is mutual independent and has the same distribution with μ and σ2. 
 
According to the central limit theorem, the average of all Xi will approach the normal distribution 
when i is big enough. According to the result part of [Doan et al., 2003], 20 instances are already 
enough for a good characterization of an element. 
 
Standardize 
Because there is no simple expression for calculating values of the cumulative distribution 
function Φ(x) of N(0,1) (the standard normal distribution), these are often kept in a table for many 
x’s.  
 
These values can also be used for normal distributions with other values for μ and σ2 than 0 and 
1. This is because when s.v. X is congruent to N(μ,σ2) (i.e. normally distributed), σ
μ−X
 is 
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congruent to N(0,1). This implies that we can use the former mentioned table with values for the 
N(0,1) by using the values for σ
μ−= XZ  instead of X.  
Similarity measure 
Assuming that elements 1 and 2 have at least i = 20 instances and that therefore the average 
amount of letters in the instances are normally distributed. We can now define probability density 
function φ1(x) and φ2(x) for the respective average number of letter-characters for element 1 and 
element 2 as follows: 
 φ1(x) = 
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1 and φ2(x) = 
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A plot of both functions is depicted in figure 5.5. 
 
In this figure it is shown that the area below both functions φ1(x) and φ2(x) and the x-axis 
overlaps. Intuitively the more two the two functions overlap, the more equal they will be. This 
overlap of the probability density functions of both elements is taken as the similarity measure this 
instance based Validator2 is based on.  
 
Similarity computation 
To compute the similarity of both elements, the intersection points (x1 in figure 5.5) between both 
functions φ1(x) and φ2(x) are derived first. Vertical lines through these intersection points divide 
the overlapping area in parts, and either function is responsible for these overlap-parts.  
 
φ1(x) in this figure is responsible for the overlap-part at the right of the vertical line, and φ2(x) is 
responsible for the overlap-part at the left of this line. The total overlap can be computed from the 
overlap-parts, based on the derived Z-scores for both φ1(x) and φ2(x), and the numerical 
approximation of Φ(x) from [Z-score]. 
 
Less similar probability functions 
In figure 5.5 only the μ is different for both functions, which results in only one intersection point 
between them. When also the σ2 values for both functions would be different, this could result in 
more intersection points between both functions, which consequently results in more overlap 
parts to be computed.  
 
For the implementation of Validator2, we only observe intersection points that are within a certain 
x range. Considering two distributions φ1(x) and φ2(x), this range is defined as the smallest μ from 
both minus 3 times the biggest σ2 from both, till the biggest μ from both plus 3 times biggest σ2 
from both. Everything beyond this scope is considered insignificant, and we can save the trouble 
of looking for intersection points and acting accordingly there. 
 
Final Validator2 similarity 
The final similarity of Validator2 computes a similarity based on both elements’ average amount 
letter, number and special characters (the last type of characters being no number and letter 
characters). 
5.2.5 Similarity cube 
The similarity values computed by all Validators for combinations are stored in Similarity cubes.  
 
Three cubes 
There is a different Similarity cube for every type of element combination (see section 5.2.3: 
Schema combiner for the different types). Hence, there are three different Similarity cubes in the 
schema matching framework.  
 
 
 
 
 44
Similarity cube 
top view ‘slice’ 
GIS subconcepts. 
V
al
id
at
or
GIS subconcepts 
sc
he
m
a 
2 
el
ts
. 
ZIP Home 
Number 
Telephone 
H
om
e 
 
ZI
P
 
P
ho
ne
 
0,25 0,98 
0,97 X X
X
Schema 2 elts 
Figure 5.6: Similarity cube filling 
GIS subconcepts. 
V
al
id
at
or
s 
sc
he
m
a 
2 
el
ts
. 
 top view ‘aggregation’ 
GIS subconcepts 
ZIP Home 
Number 
Telephone 
H
om
e 
 
ZI
P
 
P
ho
ne
 
0,34 0,90 
0,94 X X 
X
schema 2 
elts. 
Squeeeze 
Figure 5.7: Aggregation 
Cube setup 
The idea behind the Similarity cube is from the COMA system. With COMA, similarity cubes are 
used within hybrid (see section 3.3: Combining matchers) matchers (to combine the results of the 
constituent matchers), and also to combine the results of COMA’s independent matchers 
(including the hybrid matchers). 
 
With k Validators, n elements for source 1 and m elements for source 2, the Similarity cube 
consist of k x n x m combinations. Imagine the Similarity cube consisting of k horizontal slices, 
where each slice is n elements deep and m elements wide. After the validation phase, every 
similarity value is stored in the Similarity cube at its unique location in the n*m field of the 
corresponding Validator’s slice. 
 
Example Similarity cube filling 
To illustrate how validated  
combinations are putted in 
the Similarity cube, see figure 
5.6: Similarity cube filling. For 
this example we consider the 
same element – subconcept 
combinations as used in figure 
5.4: Validation. The  
combinations with similarity values at the right side of figure 5.4 are 
filled in the ‘slice’ at the left side of figure 5.6. This ‘slice’ is  
subsequently inserted in the dark colored part of the similarity cube, depicted at the right of figure 
5.6. 
5.2.6 Prediction aggregator 
The Prediction aggregator receives a Similarity cube with combinations which are validated by all 
the Validators which were put to use within FlexiMatch. Based on the validated combinations, the 
Prediction aggregator computes a single similarity value for every 
combination. There are three Prediction 
aggregators depicted in Appendix A: 
FlexiMatch’s framework, corresponding to 
the three different types of combinations of 
FlexiMatch. 
 
Example aggregation 
To illustrate how a Similarity cube is 
aggregated, see figure 5.7: Aggregation. 
At the left side we have the Similarity cube 
from figure 5.6: Similarity cube filling, 
which was filled with combinations between 
schema 2 elements and subconcepts. 
The left side shows the ‘aggregation 
slice’. 
  
Aggregation method 
The Prediction aggregator component is based on COMA’s aggregation operation on the 
Similarity cube. COMA has implemented the Min, Max, Average and Weighted average methods 
on the Similarity cube.  
 
Based on COMA’s test results, the average-method is the best performing algorithm. Their tests 
did not include the weighted average and because we intuitively expect that this will perform 
better than the normal average, the weighted average is implemented. For example, it is 
expected that instance based Validators perform better than Validators exploiting schema 
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Figure 5.8: Transitive closure 
information only. Assigning the instance based Validator a bigger weight in the weighted average 
would then give a better result. 
 
Weighted average 
The Prediction aggregator computes the weighted average per combination based on: 
• the k different similarity values computed by the k Validators. 
• the respective weight associated with each Validator. 
 
Least-squares linear regression 
A future enhancement is to use Machine Learning for the weighted average computation of the 
element – subconcept combinations. This enhances the performance, because the weights are 
then learned based on performance instead of guessed by the user in advance. See the 
recommendations section 9.3.1: Learning prediction aggregator, how Machine Learning could be 
applied to learn weights in FlexiMatch. 
5.2.7 Transitive combiner 
The Transitive combiner (transitively) combines schema 1 elements with schema 2 elements 
when they were combined with similar subconcepts. The Transitive combiner principle is based 
on the transitive nature of the schema level reuse matchers of the COMA system, namely 
Schema and Fragment (see section 4.2.2.3: Matching procedure). 
 
Transitive closure 
Generally, the transitive closure function transforms two arguments of the form (a,b) and (b,c), 
into the form (a,c) over common element b. The Transitive combiner does the same, considering 
a en c elements from source schema 1 and source schema 2, and b a same subconcept or 
similar subconcepts.  
 
The result of taking the transitive closure over two combinations with a similar concept is a 
combination consisting of elements from both source schemas. The similar subconcepts are 
furthermore stored with the result combination, because this information is required for updating 
the GIS when the mapping is accepted (see GIS setup in section 5.2.2: Global Intermediate 
Schema). 
 
One-step GIS subconcept paths 
Transitive combinations are created if both concerning subconcepts are connected in the GIS 
with a path of at most 1 step (the path is zero steps if the subconcepts of both combinations are 
the same). We do not consider multi-step paths, because if a match suggestion (see example at 
the start of this section) based on a multi-step path in the GIS is rejected by the user, it is 
impossible to tell which step(s) of the chain from a to c is 
responsible for this mismatch. 
 
Example transitive 
closure 
Transitively combining 
element – subconcept 
combinations consisting 
of subconcepts with 
schema 1 and schema 2 
elements is illustrated in 
figure 5.8: Transitive 
closure.  
 
The combinations which are transitively combined over 
the same or similar subconcepts are related to each 
other with dashed edges in figure 5.8: Transitive closure. 
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The resulting transitively combined schema 1 element – schema 2 element combinations for this 
example are (‘Number’, ‘Home ZIP’), (‘Number’, ‘Phone’) and (‘Postal code’, ‘Home ZIP’). 
 
Transitive similarity value 
There are three values that play a role in the derivation of the final similarity value for the 
transitive combination. These values are: 
• simval1, the similarity value of combination schema 1 element – subconcept 1. 
• simval2, the similarity value of combination schema 2 element – subconcept 2. 
• linkCost, the cost of the link between subconcept 1 and subconcept 2. 
 
There are several methods to arrive to the final similarity value transSimval for a transitive 
combination. Below three different methods are described, including their respective advantages 
and disadvantages. The section concludes with the chosen method. 
 
Method 1 
This method was initially implemented. The formula is given below. 
 
linkCost*
2
)2simVal1simVal(ltransSimva ⎟⎠
⎞⎜⎝
⎛ +=  
 
Method 2 
The problem with method 1 is that the final transSimval is with the highest trust value linkcost=1 
at most the average between the two input similarity values. Though it is expected that a high 
trust value has an elevating effect on the similarity values of the transitive combinations 
compared with a direct combined combinations, a quite reliable linkCost of 0.95 even draws the 
final transSimval down with 5 percent. 
 
Example 
Imagine suggestions arising from transitive combinations via subconcept 1 and subconcept 2 
have been approved 19 times and disapproved only once. The value for linkcost now is the 
average of 19*1 and 1*0, which is 0.95.  
 
During the next mapping the similarity values for the respective combinations element 1 – 
subconcept 1 and element 2 – subconcept 2 are 0.90 and 0.80. The average of both similarity 
values is 0.85, but the final transSimval value is with 0.85*0.95 just 0.81.  
 
Elevation method 
The method suggested in a reaction to the former method is: 
 
3
)linkCost2simVal1simVal(ltransSimva ++=  
 
To show the elevating effect of method 2, consider the formerly described example. With the new 
formula, the final transSimval value becomes 0.88. 
 
Method 3 
Method 2, and to a lesser extent method 1, do not handle cases well, in which there is a single 
weak link and two good links. This is illustrated with the following example.  
 
Example 
Situation 1: assume simVal1 = 0.2, and simVal 2 and linkCost are both 0.9.  
• Via method 1 the final transSimval becomes ((0.2+0.9)/2)*0.9 = 0.50 
• Via method 2 the final transSimval becomes (0.2+0.9+0.9)/3 = 0.67 
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Situation 2: now assume simVal1 simVal 2 are both 0.5, and linkCost stays 0.9.  
• Via method 1 the final transSimval now becomes ((0.5+0.5)/2)*0.9 = 0.45 
• Via method 2 the final transSimval now becomes (0.5+0.5+0.9)/3 = 0.63 
 
Rank problem 
What can be derived from these examples is that a better suggestion (situation 2) could receive a 
lower similarity value than a worse suggestion (situation 1), which should not be possible. The 
problem with method 1 and 2, is that weak links are compensated with good links. 
 
Weakest-link proof method 
The following method is suggested in reaction to former two methods: 
 
linkCost*2simVal*1simValltransSimva =  
 
This method is weakest-link proof, because the low value of the weakest link is carried through by 
multiplication. To show that this method is weakest link proof, consider the formerly described 
example situations. With the new formula, the values for transSimval are 0.16 and 0.23 
respectively. Notice that method 1 is only weakest link proof, if the weakest link is the linkCost 
value.  
 
Implemented method 
Method 3 is the best implementation. But while with method 1 multiplying once with a value less 
than 1 was already too degrading, this effect is aggravated in method 3 where all values are 
multiplied with each other. 
 
Winner method 
After doing some performance tests, it was decided that method 1 was the best performing taking 
along that the two schema element – subconcept combinations could only be transitively 
combined when both simVal1 and simVal2 are at least equal to a certain threshold value. 
 
Normalization 
To let the reliability of subconcept links have a relative elevating effect on the resulting 
suggestions, the final similarity values of suggestions coming from direct combinations are 
normalized in the Suggestion combiner (see section 5.2.8 next). 
5.2.8 Suggestion combiner 
The Suggestion combiner is depicted in Appendix A: FlexiMatch’s framework, right-above the 
Transitive combiner. The Suggestion combiner merges the following combination sets: 
• The output of the Transitive combiner over the two types of GIS combined combinations. 
• The output of the Prediction aggregator over combinations which are derived by directly 
combining both source schemas. 
 
Normalization 
The similarity value of a transitive combined suggestion is derived by, among others, multiplying 
with the trust value of the relation between the concerning subconcepts (see Method 1 in former 
section: Transitive combiner).  
 
Normalization of the direct retrieved combinations is required, because the final similarity value of 
transitively derived combinations is a product of two numbers between 0 and 1 while the direct 
combination is not. The normalization is implemented by taking the similarity value of the direct 
combination to the square. 
 
 
  
 
 
 
 48
5.2.9 Mapping generator 
The Mapping generator generates match suggestions which are finally presented to the user.  
 
Mapping orientation 
Source schema 1 is arbitrarily chosen as orientation schema for the generation of final match 
suggestions. This means that the suggested matches consist of potentially multiple schema 2 
element match candidates per single source schema 1 element. 
 
Selection options 
As described in section 4.1.5: User interaction, the correct match need not be the first ranked 
match suggestion. To derive the final set of schema 2 elements suggested per schema 1, 
FlexiMatch presents three selection options to the user, which can be applied to the result of the 
Suggestion combiner . 
 
These options are: 
• Minimal similarity value for each combination. 
• Max number of times a schema element is included in the final mapping. 
• The best performing option of the COMA system. 
 
Minimal percentage 
The result of a selection based on this option is all combinations with a similarity value which is at 
least a minimal value predefined by the user.  
 
Maximal schema element inclusion 
The result of this selection are all combinations of schema 1 and schema 2 elements, where each 
element is at least 1 and at most a by the user predefined number of times included in the final 
mapping. Because this selection is applied to a list of combinations which is sorted on similarity 
values in a decreasing fashion, the final result is the permutation combinations with the highest 
similarity values. 
 
Default 
When the user does not use a selection option, the selection option is used which proved to be 
the best selection option in tests performed with the COMA system. 
 
Assume that for a certain element 1 from schema 1 and element 2 from schema 2, the 
combination ‘comb1’ has the highest similarity value highPerc. The final result of combinations 
including element 1 now consist of comb1 and all other combinations including element 1 with a 
similarity value of at most 0.02 lower than highPerc. The total result set of combinations is 
obtained by doing this with all elements of schema 1. 
5.2.10 User feedback handler 
The User feedback handler handles the user feedback at the end of each schema match 
iteration. There are different types of user feedback the user can give. The options are 
summarized below and described in more detail in subsequent sections. 
• Approve, reject or ignore a match suggestion (ignore is default). 
• Add a match. 
• Accept a whole mapping. 
• Initiate another schema match iteration. 
 
Approving a match 
When one of the suggested match candidates for a single source schema 1 element is correct, 
the user can approve the match. This causes the similarity of the respective source schema 1 
and source schema 2 element combination be set to 1 after the whole mapping is accepted. 
 
 
 
 
 49
The approved match is used to serve two goals:  
• Solution space reduction. 
The match is already approved and need not be validated again. A special structural 
Validator (see recommendations, section 9.3.3: Validators) could use the approval in the 
re-computation of combinations in the vicinity of the approved match, but this match can 
be ignored by the other Validators and the Prediction aggregator in later iterations. 
• FlexiMatch learning. 
The GIS and intelligent Validators learn from a final accepted mapping (see Accept a 
mapping later). 
 
Reject a match 
If a suggested match candidate for a given schema 1 element is not correct, the user can reject 
the match suggestion. Rejection of a match suggestion can be subdivided into two cases, 
depending on whether the match suggestion was based on a direct or a transitive combination.  
 
Rejecting a direct match suggestion 
When a rejected match suggestion originated from directly combining both source schemas onto 
each other, its similarity value is set to 0. This value is further used to serve the same two goals 
as described with Approving a match earlier. 
 
Rejecting a transitive match suggestion 
When a rejected match suggestion was derived via subconcepts, the case is more complicated. 
The rejection could be caused by three different cases, summarized below: 
• The combination between source schema 1 and subconcept concerning is incorrect. 
• The combination between source schema 2 and subconcept concerning is incorrect. 
• The link between the two subconcepts is incorrect. 
 
The chance that the rejection is due to the element – subconcept relation is reduced by two 
means: 
• Threshold Schema combiner. 
The element – subconcept combination can only be made when the name and data type 
similarity is at least a threshold value in the Schema combiner (see section 5.2.3). The 
chance that the element – subconcept relation is incorrect decreases as this default value 
is set higher. 
• Threshold Transitive combiner. 
The similarity values for the two combinations which are to be transitively combined over 
a similar subconcept need to be at least equal to a threshold value set in the Transitive 
combiner. Again, the higher this threshold value, the smaller the chance the element – 
subconcept relation is faulty. 
 
It is now assumed that the element – subconcept relation is good. The rejected match is therefore 
due to an inaccurate relation between the subconcepts concerning. The similarity value of the 
combination is set to 0, which serves the same two goals as with Approving a match earlier.  
 
Ignore a match 
Suggested matches that are not approved nor rejected are automatically ignored. A situation 
where matches could be ignored is when a match is not relevant for the current schema match 
and/or could be a good match suggestion in another schema match situation. After accepting the 
whole mapping, nothing is done based on ignored matches. 
 
Add a match 
Besides giving user feedback to the suggested matches, the user has the possibility to manually 
add combinations to FlexiMatch. If one or both elements of the manually added combination was 
already well combined with a subconcept, it is possible to include subconcepts in the manual 
 
 
 
 50
match. The similarity of manually added combinations is set to 1, serving the same two goals as 
with Approving a match earlier. 
 
Initiate another match iteration 
This option is currently not implemented, see section 6.3.1: Not implemented design components. 
At the end of every match iteration and after approving, adding and/or rejecting match 
suggestions, the user has the option to re-validate the combinations in another schema match 
iteration.  
 
Advantage multiple iterations 
Re-validation is useful for two reasons, enumerated below and in discussed in subsequent 
sections: 
• re-validation as the second phase of an implementation of the two-phase matching 
• re-validation to propagate match and mismatch information to vicinity combinations by 
special structural Validators 
 
   Two-phase matching 
As concluded in section 4.1.3: Exploiting instance data, instance level matching can produce 
a more precise characterization of schema elements by analyzing corresponding instance 
data. In section 4.1.4: Solution space reduction, it is stated that implementing the two-phase 
procedure is a way to make use of these good matchers and reduce the computational costs 
to a minimum at the same time. 
 
   Propagation match and mismatch information 
A structural matcher might exploit match or mismatch information by using it in the 
computation of similarity values of combinations in the vicinity of the approved or rejected 
match. An example of such an algorithm is implemented in Cupid [Madhavan et al., 2001], 
which is described in section 4.2.4: Cupid. In the current implementation, such a structural 
Validator is not present (see recommendations 9.3.3: Validators). 
 
Configuration options during execution. 
When another match iteration is started, the user has the option to choose which Validators are to 
be used during the next iteration.  
 
When other configuration options become available, such as more aggregation options, other 
combining algorithms for the Suggestion combiner, etc., it is feasible to adapt the configuration 
options accordingly so that the user can also select from these options.  
 
Accept a mapping 
When a mapping is correct (which might be after approving, rejecting and/or adding matches in 
multiple iterations, including the current one) the user has the possibility to accept a final 
mapping. When the user does so, FlexiMatch will learn from this mapping in two different ways, 
namely: 
• Updating the GIS (see GIS Setup in section 5.2.2: Global Intermediate Schema). 
• Updating intelligent Validators (see Validator Learning, section 5.2.4: Validators). 
Highlighting 
In this chapter we discussed a schema matching framework FlexiMatch, which has a few 
interesting features, namely flexibility and learning. 
 
Flexibility 
FlexiMatch is based on the composite approach (see section 4.1.1: Multiple approach strategy). 
This implies that FlexiMatch is easy extensible, because new Validators can be added to the 
system when available. Validators are furthermore relatively easy to build, because they are 
deprived of logic to make combinations between both input schemas. 
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Validators can be enabled and disabled, which makes FlexiMatch easy to adapt to domains that 
require other type of Validators. Because Validator can also be set per schema match iteration, it 
is possible to use computational more expensive Validators in later iterations on a reduced set of 
combinations, reducing the computational expenses.  
 
Learning 
FlexiMatch has the ability to learn from previous mappings in two ways, namely: 
• Learning an ontology for the domain. 
New subconcepts are added and new and existing subconcept relations are respectively 
added and adapted based on the approved and rejected matches of the accepted 
mappings. This supports the creation of better match suggestions in later schema match 
executions. 
• Adapting ‘intelligent’ Validators. 
During execution, the intelligent Validators increasingly converge to a better view of the 
subconcepts and their interrelation in the GIS. This way they can give better estimates to 
what extent schema elements are similar to the subconcepts.  
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6 Implementation 
This chapter discusses the implementation of FlexiMatch. The following three sections 
respectively describe: 
• The programming environment FlexiMatch is built in.  
• The data structures used for the FlexiMatch framework.  
• The implementation of some particular components of FlexiMatch. 
 
Appendix D: Class files FlexiMatch shows the list with the class files of all components of 
FlexiMatch. 
6.1 Programming environment 
To implement FlexiMatch the programming language C#  is used within the .NET 1.1 framework. 
Microsoft Visual Studio is used as integrated development environment. 
6.2 Data structures 
There are four data structures used within FlexiMatch. These data structures are described in 
subsequent sections. 
6.2.1 Graphs 
Both the GIS and input schemas are converted to the internal graph format of FlexiMatch, namely 
graphs. An existing C# implementation of the graph structure is downloaded from msdn library 
and used as the basis for the graph implementation of FlexiMatch. 
 
Nodes 
Subconcepts and schema elements are represented as nodes within FlexiMatch. The format of 
input schemas is DataSets (the standard data structure incorporated within the .NET framework). 
The Format converters are used to convert the input schemas into their internal graph structure. 
 
Node hierarchy 
There are several node subclasses created for FlexiMatch’s implementation. Why it is created 
and what added functionality each subclass contains compared to its super class, is discussed in 
next section 6.2.1.1: Node hierarchy. 
 
Edges 
Table elements are related to column elements, and subconcepts are related to each other using 
edges.  
 
The edge classes within FlexiMatch are: 
• EdgeToNeighbor for table – column relations.   
This class contains the properties:  
 Cost of the number type, representing the cost of the edge 
 Neighbour of type Node, referencing the neighbour at the other end of the edge 
 
• EdgeToConceptNeighbor for subconcept – subconcept relations. 
This class is derived from former discussed EdgeToNeighbor class. It contains the 
additional property Number of the number type, representing the number of times the 
edge is updated. 
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Figure 6.1: Node hierarchy 
Node 
NodeColumn 
NodeSchema NodeConcept 
NodeTable 
6.2.1.1 Node hierarchy 
There are several subclasses of Node. Figure 6.1: Node hierarchy illustrates the node hierarchy 
within FlexiMatch.  
 
The Node object is described first. 
Subsequent sections discuss the arguments 
for each subdivision in the hierarchy and 
which extra attributes every subclass 
contains on top of its super class.  
 
Node object 
The Node implementation from the 
downloaded graph implementation is used 
to implement the simplest Node object (from 
which every other node inherits). In the 
following, an element is both a schema 
element and a subconcept.  
 
The Node object contains the following 
properties: 
• Name  
This property contains the name of an element. In the case it is of type NodeColumn 
(discussed later), the table element name is included. 
• Data type  
This property contains the .NET framework type of the data instances of the element. 
Examples of .NET framework types are ‘System.String’ and ‘System.Integer’. 
• Type 
This property is ‘NodeColumn’ or ‘NodeTable’, depending on whether the node is derived 
from a table or column element. 
• Neighbours  
This property contains the edges to relating nodes. Relating nodes could be similar 
subconcepts in the case of concepts nodes, or column nodes in the case of table nodes. 
 
Node constructor adaptation 
The nodes property is implemented using Hashtables, consisting of key – value combinations. 
Every Node is represented as key – value combination. Originally the name of the schema 
element of the Node concerning was used as the key, and the Node object itself as value. The 
constructor of the Node object therefore only required the schema element name. 
 
At a later time it became clear that schema element names are not unique for Node elements, 
and could therefore not be used as keys. For example: 
• Subconcepts with different data types or different schema types (i.e. column or table 
elements of the relational model) could share a name. 
• Schema elements from both source schemas could have the same name. 
 
It was deduced that the name, data type and schema type combination is unique for every 
schema element, and therefore the constructor of the Node object was adapted accordingly.  
 
Cascading effect for the SourcesCombinations class 
The SourcesCombinations object is a double Hashlist storing ElementCombination objects (see 
section 6.2.2: ElementCombination and 6.2.3: SourcesCombinations respectively). At first, the 
schema element names were assumed to be good keys for Node objects. The names of the first 
and the second schema element of the ElementCombination object were therefore used as outer 
and the inner Hashtable keys respectively.  
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After deciding that the names were not unique for Node-objects, the keys used for the outer and 
inner Hashtables of the SourcesCombinations object had to be changed also.  
 
Cascading effect for all other classes 
A certain ElementCombination object can be retrieved from a SourcesCombinations object via 
the function getEltCombination. This function requires the keys of the schema elements of the 
respective ElementCombination, and was often called by just passing the schema element 
names as parameter.  
 
For the new case where the names are not unique anymore, the getEltCombination calls had to 
be adapted accordingly. To tackle this problem the function generateKey is added to the Node-
class, which returns the key of the Node object. 
 
NodeSchema vs. NodeConcept 
The NodeSchema type is the super type of every Node-type to which schema elements are 
converted in the Format converter.  
 
The GIS subconcepts are nodes of type NodeConcept. Nodes of this type are created when the 
GIS has learned new subconcepts based on a new accepted mapping.  
 
The difference between NodeSchema and NodeConcept, is that only schema element nodes can 
be combined with a GIS subconcept and therefore include the boolean property GISCombined.  
 
NodeTable vs. NodeColumn 
Column schema elements are transformed into nodes of type NodeColumn. Table  
schema elements are transformed into nodes of type NodeTable. This discrimination because the 
properties of both types differ much.  
 
The properties we can record extra with nodes of type NodeColumn: 
• Primary key 
• Auto numbering 
• Foreign key 
• Instance data 
 
Table & column concepts 
Column type concepts can store instance data, and not with table type concepts. Nonetheless, it 
was decided that extra column and table concept nodes are not worth the overhead. The 
NodeConcept type node has an instance data property, which remains unused with table type 
concepts. 
6.2.2 ElementCombination 
ElementCombination is the structure in which the three different types of combinations (for the 
different types of combinations, see Types of combinations in section 5.2.3: Schema combiner) 
are stored. The following sections respectively discuss the structure of this object and which 
components of FlexiMatch make use of it. 
 
Structure 
The ElementCombination object contains the following attributes: 
• Node1, referencing the first element of the combination 
• Node2, referencing the second element of the combination 
• SimilarityValue, containing the similarity between Node1 and Node2 
• ViaGIS, containing the key(s) of the subconcept(s) the nodes are transitively combined 
over 
• UserFeedBack, containing ‘OK’, ‘NotOK’ or ‘Ignore’, depending on the user feedback on 
the combination 
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Element storage order 
If a combination consists of a schema 1 and a schema 2 element, the Node1 and Node2 
properties of the resulting ElementCombination object respectively reference first and second 
schema element node representations. In the case of element – subconcept combinations, this 
order is subconcept and schema element node representation. 
 
This order is chosen for performance reasons, and can be explained based on the way keys are 
derived from ElementCombinations objects for its storage in SourcesCombinations objects. 
Because the structure of SourcesCombinations needs to be introduced before this can be 
explained, the order of elements within the ElementCombination objects continues in section 
6.2.3 SourcesCombinations. 
 
Relevant components 
This section discusses which framework components create and use the ElementCombination 
objects (referenced as ‘combination’ in the following). The order in which the components are 
discussed is the same as the order in which they are used by FlexiMatch in the first iteration. 
 
Creating components 
Combinations are created with the following components: 
• Schema combiner; generates initial combinations. 
• Transitive combiner; generates transitive combinations.  
• User feedback handler; generates combinations from added matches. 
 
Utilising components 
Combinations are used in the following components: 
• Validator components; validates combinations based on the similarity of the nodes it 
contains.  
• Prediction aggregator; computes the final similarity for every combination based on the 
different validation results. The final similarity is stored with the existing combinations 
generated by the Schema combiner. 
• Transitive combiner; compares element – subconcept combinations on similar 
subconcepts. 
• Suggestion combiner; merges direct and transitive combinations. 
• User feedback handler; stores user feedback information per combination. 
• Mapping generator; selects the combinations that are suggested as matches to the user. 
• GIS; updates the GIS based on added combinations and user feedback on suggested 
combinations. 
6.2.3 SourcesCombinations 
SourcesCombinations objects are containers of ElementCombinations objects. The following 
sections discuss the structure of the object, and what components make use of it. 
 
Structure 
The structure of SourcesCombinations is a Hashtable of a Hashtables of ElementCombination 
objects. Consider the ElementCombination ‘eltComb1’ stored in SourcesCombinations object 
‘sCombs1’. The structure is discussed in describing how ‘eltComb1’ is reached in the ‘sCombs1’ 
object.  
• The first step towards ‘eltComb1’ is via key ‘key1’ in the first Hashtable hashtable1’ of 
‘sCombs1’. ‘key1’ is derived from the first node ‘Node1’ of ‘eltComb1’. The value 
referenced by ‘key1’ is a second Hashtable ‘hashtable2’ of ‘sCombs1’.  
• The second step towards ‘eltComb1’ is via ‘key2’ in ‘hashtable2’ of sCombs1’. ‘key2’ is 
derived from the second node ‘Node2’ of ‘eltComb1’. The value referenced by ‘key2’ is 
the ElementCombination object eltComb1 within sCombs1.  
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Element storage order 
In case of a schema element – subconcept combination, the Node1 element of an 
ElementCombination object references the subconcept, and the Node2 element of 
ElementCombination references the schema element. The key derived from the subconcept is 
used to point to from the first Hashtable object to a second Hashtable object within the 
SourcesCombinations object. This second Hashtable object contains the ElementCombination 
objects that were created with this subconcept and schema elements.  
 
Assume a SourcesCombinations object ‘sCombs1’, containing schema 1 element – subconcept 
combinations, and a SourcesCombinations object ‘sCombs2’, containing schema 2 element – 
subconcept combinations. Remember from section 5.2.7: Transitive combiner, that the Transitive 
combiner transitively combines schema 1 element – subconcept and schema 2 element – 
subconcept combinations over their similar subconcepts. When the subconcept belonging to a 
‘key1’ in the first Hashtable ‘hshTable1’ of ‘sCombs1’ is similar to the subconcept belonging to a 
‘key2’ in the first Hashtable ‘hshTable2’ of ‘sCombs2’, transitively combining now comes down to 
combining all ElementCombination objects from ‘hshTable1’ with all ElementCombination objects 
from ‘hshTable2’. 
 
Verify that transitively combining ElementCombination object would be more complicated if the 
order of storage of a subconcept and a schema element within an ElementCombination object 
would be turned around, i.e. the subconcepts now belong to the keys of the second Hashtable in 
every SourcesCombinations object. In this case ‘key1’ and ‘key2’ have to be used in both 
‘sCombs1’ and ‘sCombs2’ to reach the subconcepts, thus to be able to check whether two 
ElementCombination objects can be transitively combined.  
 
Relevant components 
This section discusses which framework components create and use the SourcesCombinations 
objects. The order in which the components are discussed is the same as they are used by 
FlexiMatch during the first iteration. 
 
SourcesCombinations object creating components 
Every component that creates ElementCombination objects also creates SourcesCombinations 
objects. Furthermore, every component that produces a result set of ElementCombination objects 
also creates a SourcesCombinations object.  
 
The set of SourcesCombinations objects creating components includes all components that 
create or utilise the ElementCombination objects minus the components that only use it, which 
are discussed in section utilising components next. 
 
SourcesCombinations object utilising components 
The components using the SourcesCombinations object are: 
• GIS, receives the SourcesCombinations object produced by the UserFeedBack handler. 
• Validator, receives the SourcesCombinations objects produced by the Schema combiner.  
• Prediction aggregator, the existing ElementCombination objects which store the final 
similarity values are contained in existing SourcesCombinations objects generated by the 
Schema combiner. 
6.2.4 Similarity cube 
The Similarity cube stores the results of the validation per type of combination (see Types of 
combinations in section 5.2.3: Schema combiner), hence, there are three types of Similarity 
cubes. The following sections respectively discuss the structure of the object, and what 
components use it. 
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Structure 
• SourcesCombinationsArray. SourcesCombinations is an array with as many positions as 
there are Validators put to use in FlexiMatch. In this array, intermediary objects 
generated by the Validator (see section 6.3.3 Validator later) are stored. 
 
Relevant components 
The creating and utilising components of the Similarity cube are discussed in the following 
subsections. 
 
Creating components 
• MainMapper; creates and fills the Similarity cube object with the intermediary result 
objects it receives from the Validator object (see section 6.3.3 Validator later).  
 
Utilising components 
• Prediction aggregator; uses the Similarity cubes to derive the final similarity values for 
every ElementCombination object. 
6.3 Implementation FlexiMatch framework 
This section discusses the important implementation issues. It starts by describing which design 
components are not included in the current implementation of FlexiMatch. Subsequent sections 
discuss some relevant framework component implementations. 
6.3.1 Not implemented design components 
Some designed components haven’t been implemented. These issues are discussed below. 
 
Iteration option 
Though it was the intention to include the iteration option in FlexiMatch, but due to too less time 
and because this feature had a low priority, it is not yet included in the current version. See 
section 9.2.1: Iteration option of the recommendations how this option could still be implemented. 
 
Condition data type similarity check 
The current conditional name and data type similarity check in the Schema combiner (see section 
5.2.3) lacks the data type similarity part.  
 
The matching data type table required for the data type similarity part wasn’t found easy.  
Because the required conditional check in the Schema combiner was already satisfied by the 
name based implementation, and also because building a matching data type table would take 
too much time, this feature was assigned a low priority. See section 9.2.2: Data type similarity of 
the recommendations how this option could still be implemented. 
6.3.2 Global Intermediate Schema (GIS) 
The GIS contains the ontology of the FlexiMatch system. This section discusses some important 
implementation issues of the GIS. 
 
Subconcepts in XML 
To map input schemas onto each other, FlexiMatch uses of the knowledge it learned from 
previous mappings, incorporated in the GIS. To save the GIS in between the different execution 
periods of FlexiMatch, the GIS is stored in files in between. 
 
ReadGIS and WriteGIS 
A neat format to save the ontology is XML. The .NET framework contains predefined functions to 
read and write DataSets to and from XML, but because the GIS is not represented in the DataSet 
structure, these functions cannot be used right away. In order to still use these functions, the 
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classes WriteGIS and ReadGIS are created to convert the GIS to and from DataSets 
respectively, avoiding building a custom XML parser. 
 
Trust-values 
Based on the Number element in the EdgeToNodeConcept edge, the trust value can be seen as 
a proper reflection of how many times the subconcept relation was approved and disapproved. 
This is realized by taking the weighted average between the old trust value and the new value 
(zero in case of a disapproval and one in case of an approval). 
6.3.3 Validators 
The total Validator implementation consists of a Validator super class, and as many Validator 
subclasses as there are Validator implementations in FlexiMatch. The MainMapper control object 
iterates over all Validator implementations and has them validate SourcesCombinations objects. 
 
Validation procedure 
The Validator class contains three functions: 
• validateCombinations; the function to validate a SourcesCombinations. 
• validateCombination; an abstract function to validate an ElementCombination object. 
• learnFromMapping; an function to learn from an accepted mapping. 
 
The validateCombinations function is implemented in the super Validator class and is inherited in 
every Validator subclass. This function iterates over all ElementCombination objects within the 
SourcesCombination object, and calls the abstract validateCombination function per 
ElementCombination.  
 
The validateCombination function is overridden in every Validator subclass, and implements the 
validation algorithm of the Validator concerned.  
 
The learnFromMapping implementation need not be implemented when the Validator concerning 
cannot learn from an accepted mapping. An example Validator that cannot learn from an 
accepted mapping is Validator1. Validator2 is an example of a Validator that does learn from 
accepted mappings. 
 
Result storage 
Only a single similarity value can be stored per ElementCombination. An intermediary object is 
used to store the different similarity values computed for every ElementCombination by the 
different Validators.  
 
Intermediary storage object 
This intermediate object is the Dictionary object of the .NET 1.1 framework. For each Validator 
object another Dictionary object is created, and every Dictionary object contains as many 
positions as there are ElementCombination objects in the SourcesCombinations object. 
 
Similarity cubes 
All the Dictionary objects created by all the Validators validating a single type of combination (i.e. 
combinations from the same SourcesCombinations object) are stored in a single Similarity cube 
object.  
 
Validator learning 
When a mapping is accepted, an updated subconcept list (see Updated subconcepts list, section 
5.2.2) is sent to all Validators present in the system. When a certain Validator has implemented 
the abstract learnFromMapping function, it learns from this updated list of subconcepts.  
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Validator values in XML 
As with the subconcepts for the GIS, Validator values for each subconcept need to be saved in 
between different schema match executions. Using the DataSet object as intermediary, values for 
each subconcept are stored and read from XML files analogously as is done with the GIS object.  
6.3.4 GUI 
A GUI was made to be able to do performance tests with FlexiMatch. The GUI receives the final 
SourcesCombinations object from the Mapping generator. This object contains the final 
ElementCombination object list, and via the GUI these ElementCombination objects are 
presented as match suggestions to the user. The GUI created for this thesis will not be used 
within Sync-It.  
 
Offered functionality 
The GUI does not need much functionality for the evaluation tests. For example, it is not required 
to present all configuration options via the GUI, because for testing purposes, these can be set in 
the code as well.  
 
Apart from presenting the final match suggestions including their similarity values, the 
functionality presented by the GUI is: 
• The opportunity to ‘OK’, ‘Not OK’ or ‘Ignore’ every single suggested match  
• Add missing matches, potentially including related subconcepts 
• Accept the mapping  
 
Result objects 
When a mapping is accepted, the GUI object contains two result objects for the User feedback 
handler, namely: 
• SourcesCombinations object produced by the Mapping generator. 
The first result object of the GUI is the SourcesCombinations object the GUI received 
from the Mapping generator, but now the ElementCombination objects are adapted 
according to the user feedback on the corresponding match suggestions (i.e. set to ‘OK’, 
‘NotOK’ or ‘Ignore’). 
• ElementCombination tuple array. 
The second result object of the GUI is an array of tuple objects, where each tuple 
consists of an ElementCombination object for both schema elements of the added match. 
If a subconcept was selected for a certain schema element, it is added to the 
ElementCombination object of the schema element concerning.  
6.3.5 User feedback handler 
The User feedback handler receives two objects from the GUI (see former section): 
• The final mapping, i.e. SourcesCombinations object with ElementCombination objects 
adapted according to the user feedback. 
• An ElementCombination tuple array, containing the added matches. 
 
Single result object 
The User feedback handler merges both objects it received from the GUI into a single 
SourcesCombinations object. This is accomplished by converting the ElementCombination tuple 
array into single ElementCombination objects, and merge these with the final mapping 
SourcesCombinations object. 
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Single ElementCombination per added match 
Merging an ElementCombination tuple to a single ElementCombination object is accomplished by 
creating an ElementCombination object for every tuple, and: 
• Assigning the first and the second node property to the first and second schema element 
from the respective ElementCombination objects of the tuple. 
• Setting the ViaGIS property based on the names of the subconcepts which were possibly 
included in with the added match. 
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7 Evaluation 
This section discusses the various aspects of the evaluation of the current FlexiMatch system and 
concludes with observations that are not directly related to the evaluation.  
7.1 Evaluation goal 
The aim of the evaluation is to verify whether: 
• FlexiMatch works correct, i.e. 
 Match suggestions are generated together with their confidence values. 
 The GIS is adapted in a correct way. 
• FlexiMatch’s performances enhances, based on accepted schema combinations 
• Instance based validation enhances FlexiMatch’s match performance 
 
No benchmark 
Besides the learning capability of the system, the performance of FlexiMatch is also dependent 
on how good the Validators are. Because the improvement of performance is topic of this thesis, 
there is not put much effort in building good Validators. As a consequence, it is not reasonable to 
expect that FlexiMatch will do well compared with other schema match system implementations 
until new good Validators are plugged into the system. For this reason we will not include 
comparing benchmark tests in this evaluation. 
7.2 Theoretical foundation of the evaluation 
In [Do et al., 2002] it is argued that due to the different ways the current schema match systems 
have been evaluated, it is difficult to compare the effectiveness of each single system. In reaction 
to that, they describe a set of criteria for documenting the evaluations and various aspects 
influencing the effectiveness of a schema match approach. The criteria are discussed in section 
7.2.2: Comparison criteria later. 
7.2.1 Applicability 
To determine how the performance change of the system can be measured with these criteria, 
consider two states s1 and s2, where state s1 is earlier in time than state s2. F(s1) is FlexiMatch 
in state s1 and F(s2) is FlexiMatch in state s2. Consider that in state F(s2), FlexiMatch has 
learned from at least one more accepted schema combination than FlexiMatch of F(s1). 
FlexiMatch in both states can now be seen as two different systems, and by using the 
comparison criteria discerned in [Do et al., 2002] to determine the performance quality per 
‘system’, we can derive if and how the system performance improves based on approved schema 
combinations. 
 
Justification 
Apart from the fact that the criteria can be applied for measuring the performance change of 
FlexiMatch, these criteria are used for two more reasons, which are summarized below: 
• Reliable set of performance criteria. 
The concerning criteria are the result of an investigation which criteria influence the 
effectiveness of schema match systems. This increases the confidence in these criteria. 
• Comparable. 
In [Do et al., 2002] many other schema match implementations have been described in 
terms of these comparison criteria, so it is practical to also describe FlexiMatch in terms 
of these criteria. 
7.2.2 Comparison criteria 
The main criteria discerned in [Do et al., 2002] are summarized and elaborated on below: 
• Input: what input data has been used (input schemas, data instances, dictionaries, etc.) 
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Figure 7.1: Match types 
correct matches generated  matches 
• Output: what information has been included in the match result and what is the correct 
result. 
• Quality measure: what measures are used to quantify the accuracy and completeness of 
the match result. 
• Effort: How much manual saving is obtained and how is that quantified.  
 
The Input and Output criteria are important for the documentation of the evaluation, but will not 
differ much for FlexiMatch in both system states. The main focus is the change in performance as 
FlexiMatch learns from past accepted schema combinations. FlexiMatch is expected to learn, so 
that performance increases. This would result in an effort decrease, as fewer matches will have to 
be added to the system. 
 
Match quality measure 
Before we can say anything about how much the system has improved, we have to be able to say 
how well a system performs at a certain time. A way to measure how good a schema match 
system performs in matching two schemas, is by considering the relation between the amount of 
correct matches found, the amount of matches generated by the system and the total amount of 
matches possible (the latter being the set of matches derived by cross linking the elements of 
both schemas).  
 
Types of matches 
Important notions for measuring the match quality are 
recall and precision. If figure 7.1: Match types we see 
two circles, one with a dashed line and one with a 
continuing line. The dashed circle represents matches 
the system came up with and is split up into match sets 
B and C. The circle with the continuing line represents 
the correct matches and is split up into match sets A 
and B. The matches outside both circles are 
represented by match set D. 
 
In order to explain recall and precision, four other notions are introduced and related to former 
described match sets: 
• A: False negatives; good matches which are not suggested by the system.  
• B: True positives; good matches the system did come up with.  
• C: False positives; matches the system came up with which are not good matches.  
• D: True negatives; false matches which were correctly discarded by the system.  
 
Precision & Recall 
Let’s assume that |X| stands for the number of elements of set X. Based on the four notions 
summarized above we can define precision and recall as follows:  
• Precision is the share of real matches among the found ones, and is computed as 
follows: 
  
|C||B|
|B|
+=  Precision  
• Recall is the share of real matches that the system came up with, and is computed as 
follows: 
|B||A|
|B|
+=  Recall  
 
Overall-metric 
Only one of both precision and recall is not a good enough measure for the quality of the match. 
We would, for example, already have a precision of 1 when the system comes up with a single 
match which happens to be a true positive. On the other hand, we would have a recall of 1, when 
the system comes up with every possible match. In the ideal case, which is when the system 
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comes up with all correct matches and only the correct matches, we do not have false negatives 
or false positives; both recall and precision are now 1. This points out that both measures have to 
be taken into account to be able to say something about the match quality.   
 
A match quality measure based on precision and recall is the Overall-measure. It is developed in 
the schema matching context, and also takes into account the post-match effort, i.e. the effort 
needed to add the false negatives and remove the false positives. It has been used in [Do and 
Rahm, 2002] and [Melnik et al., 2002].  
 
Final match quality measure 
Because schema match implementations should aid users in matching, the manual post-match 
effort also should be taken into account, and therefore the Overall-measure is used to measure 
the match quality. 
 
The formula of the Overall is defined as follows: 
⎟⎠
⎞⎜⎝
⎛=+
−=+
+=
Precision
1-2*Recall -1  Overall
|B||A|
|C||B|
|B||A|
|C||A|  
7.3 Evaluation setup 
In this section describes the actual evaluation. It is divided into several sections, summed up 
below and elaborated on afterwards. 
• Test schemas, which describes the input of the test. 
• Configuration, which describes the parameter values of FlexiMatch during the 
evaluations. 
• Evaluation, which describes the actual evaluation. 
7.3.1 Test schemas 
For this evaluation, we use relational databases created in Microsoft Access. The schemas which 
are used are described below: 
• Address Book of Thunderbird (e-mail program of Mozilla). 
• Address Book of Outlook Express (default e-mail program of Windows XP). 
• Kontakte of the German PDA (brand: Psion) of Maurice van Keulen (my 1st mentor). 
• Adresboek of the mobile phone of Maurice van Keulen (Siemens S55). 
• Address of the PDA of my roommate Arjen de Waal (brand: Sony). 
 
The database schemas can be found in Appendix B: Evaluation input schemas. Based on 
classified instance data of database files from E-System Solutions, former summarized 
databases have been filled with 50 data instances each. This amount of instances is based on 
the same argument as why every GIS subconcept should contain 50 data instances (see section 
5.2.1: Format converter). 
 
Schema combinations 
With these 5 input schemas, we can create ⎟⎟⎠
⎞
⎜⎜⎝
⎛
2
5
 = 10 different schema combinations to do the 
evaluation with. 
 
Good schema combinations 
In order to do performance tests, it should be clear which combinations are good and which 
aren’t. See appendix C: Good mappings, to see what combinations are considered good. For the 
less trivial ‘good’ combinations, explanations are given in appendix D: Justification good 
mappings.  
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Orientation 
For every schema combination, the smallest schema is chosen as input schema 1 and the bigger 
schema as input schema 2. This is done for reasons discussed in section 5.2.9: Mapping 
generator. For reasons of clarity, the schema combinations in Appendix C: Good mappings have 
the same orientation. 
7.3.2 Configuration 
FlexiMatch contains quite some parameters influencing the performance of FlexiMatch. Some 
pre-evaluation testing was done, resulting in workable parameter values for FlexiMatch. It is 
certain that these values are not the optimal values, but optimizing FlexiMatch lies outside the 
scope of this evaluation. It would furthermore increase the general efficiency, but not significantly 
affect the learning capabilities of FlexiMatch. 
 
The list of parameters influencing the performance of FlexiMatch is given below, together with the 
values used during the evaluation. The parameters which require further explanation are 
elaborated on afterwards. 
 
                       Parameter Value Class variable of Set in class 
• _TOPnumber not set MainMapper n.a. 
• _FromPercentage 0.5 MainMapper Form1 
• InstancedataUpdatable true MainMapper Form1 
• _NameAndDatatypeSim 0.9 SchemaCombiner SchemaCombiner 
• _NbrInstancePerConcept 50 GIS GIS 
• _NbrInstanceToUpdate 3 GIS GIS 
• _CombineThreshold 0.7 TransitiveCombiner TransitiveCombiner
• Weight 0.5 Validator1 Validator1 
• Weight 1.5 Validator2 Validator2 
• InstanceCntr 20 Validator2 Validator2 
 
_FromPercentage 
This value is set to 0.5. As is described in observation Direct suggestions end up with bad 
similarity values from section 7.5.4: Further observations, many correct suggestions resulting 
from direct combinations have similarity values around 0.5.  
 
_NameAndDatatypeSim 
As described in section Schema combiner (Condition data type similarity check, section 6.3.1: 
Not implemented design components), the data type similarity is not taken into account in making 
combinations. Because this evaluation only considers elements of type ‘Text’, the data type 
similarity is manually set to 1.0. 
 
_NbrInstanceToUpdate 
This parameter denotes the number of instances that is updated per subconcept when the GIS 
learns from an accepted schema combination (see Instance data in GIS setup of section 5.2.2: 
GIS).   
 
Weight 
The Weight parameter in both Validator objects denotes its respective weight, which is used in 
the Prediction aggregator (see Aggregation method, section 5.2.6: Prediction aggregator) to 
derive final similarity values for every combination. 
 
InstanceCntr 
This parameter denotes the amount of instance data used in the computation of the instance 
based similarity value within Validator2 for both elements of the combination. 
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7.3.3 Evaluation 
During the evaluation the system is tested with and without the instance based Validator 
Validator2, in the tests test 1 and test 2 respectively. 
 
Evaluation setup 
Besides the Validator configuration, both tests have the same setup: 
• Every test consists of three series. 
• Every series consists of five schema combinations and starts with an empty GIS. 
• Every schema combination is one of the 10 possible schema combinations that can be 
created based on the 5 input schemas (see section Schema combinations, earlier). 
Within a series, no schema combination is the same.  
 
Database field format 
Besides a name and instance data, the column fields of a table in the 5 database schemas also 
have properties like field size, format, indexed, default value, required, etc. The current 
implementation does little with these properties. The field format property of all schema elements 
is set to ‘Text’ and all other values are left at the default value they received during the schema 
creation in Microsoft Access. 
 
Instance data 
Variation is included in the instance data of the schemas. For example, the instance data 
belonging to ‘PLZ’, ‘telepone’ and ‘fax’ elements of the German schema of the Psion PDA are 
conform the respective formats in Germany. One of the English schemas (Outlook) is filled with 
data that is conform the American formats for elements like ‘fax’ and ‘phone’, ‘address’, ‘birthday’, 
‘ZIP code’, etc. 
 
Evaluation procedure 
For every schema combination of the evaluation, the following sequence of actions is taken: 
• Have FlexiMatch generate match suggestions for the schema combination concerned. 
• Give user feedback on those suggestions. 
• Manually add the missing good matches. 
 
The actions of the last two bullets are based on the predefined good schema combinations (see 
Good schema combinations in section 7.3.1: Test schemas earlier). This way, FlexiMatch can 
learn from all good matches every schema match execution. 
 
Evaluation choices 
OK or NOT OK 
Though the UI gives three options per suggestions, only the OK and NOT OK radio buttons are 
used per match suggestions. The false positives are NOT OK’ed and the true positives are 
OK’ed. Every match that wasn’t suggested is considered to be manually added. 
 
Rating suggestions 
Because the final selection percentage _FromPercentage is set quite low (see former section 
7.2.3: Configuration), suggestions get through quite soon. This might have the negative side 
effect that many wrong suggestions get through as well, resulting in disapprovals and a worsened 
Overall-performance. To compensate for this negative effect, a suggestion is considered good, 
when it at least is within the set of suggestions. 
 
Coherence of both tests 
To get a clear view of how much the inclusion of an instance based Validator affects the 
performance of FlexiMatch, both tests consist of the same test series. 
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Recorded information per test 
Per schema combination evaluation we consider the following information: 
• For the match suggestions that are based on such, which subconcepts are at the basis of 
which schema element. 
• Which subconcepts are learned and based on which schema element. 
• Which subconcept relations are adapted and based on which approved or disapproved 
match suggestion. 
This data can be included in The PDF document apart from this report.  
 
Information not included 
• Validator learning. 
Because Validator learning is derived from GIS learning (described in Learning ontology & 
approved matches repository, section 5.2.2: Global Intermediate Schema), we assume 
that Validator2 is implemented correctly and leave Validator learning out of consideration. 
7.4 Evaluation results 
In subsequent sections we describe the evaluation data and the performance change. 
7.4.1 Performance computations 
This section describes the performance of FlexiMatch. The True positives, False positives and 
False negatives are derived from the respective number of Approved, Disapproved an Manual 
added lines in section User actions of the schema combination concerned (see data included in 
The PDF document). Based on these numbers and the Overall-performance measure formula 
(see Match quality measure earlier in this report) the Overall-measure is computed per schema 
combination per series per test. 
 
 
 
Performance computations 
Item Schema 1 Schema 2 T. 
Pos. 
F. 
Pos. 
F. 
Neg. 
Recall Prec. O.all-
perfor 
Test 1         
Series 1         
Sch. comb. 1 PDA Arjen Tel. Maurice 10 4 3 0,77 0,71 0,46 
Sch. comb. 2 Tel. Maurice Thunderbird 6 0 21 0,22 1,00 0,22 
Sch. comb. 3 PDA Arjen Outlook 3 0 21 0,13 1,00 0,13 
Sch. comb. 4 Thunderb. Outlook 9 6 23 0,28 0,60 0,09 
Sch. comb. 5 Tel. Maurice Outlook 11 1 18 0,38 0,92 0,34 
         
Series 2         
Sch. comb. 1 PDA Maurice Outlook 9 6 19 0,32 0,60 0,11 
Sch. comb. 2 PDA Arjen Tel. Maurice 8 5 5 0,62 0,62 0,23 
Sch. comb. 3 PDA Arjen Thunderbird 4 0 21 0,16 1,00 0,16 
Sch. comb. 4 PDA Arjen PDA Maurice 3 0 16 0,16 1,00 0,16 
Sch. comb. 5 Tel. Maurice PDA Maurice 4 0 18 0,18 1,00 0,18 
         
Series 3         
Sch. comb. 1 Thunderbird Outlook 15 14 16 0,48 0,52 0,03 
Sch. comb. 2 PDA Arjen PDA Maurice 2 0 17 0,11 1,00 0,11 
Sch. comb. 3 PDA Maurice Thunderbird 4 0 27 0,13 1,00 0,13 
Sch. comb. 4 Tel. Maurice Outlook 2 2 27 0,07 0,50 0,00 
Sch. comb. 5 Tel. Maurice  PDA Maurice 3 0 18 0,14 1,00 0,14 
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Item Schema 1 Schema 2 T. 
Pos. 
F. 
Pos. 
F. 
Neg. 
Recall Prec. O.all- 
Perfor 
Test 2         
Series 1         
Sch. comb. 1 PDA Arjen Tel. Maurice 4 0 9 0,31 1,00 0,31 
Sch. comb. 2 Tel. Maurice Thunderbird 5 0 22 0,19 1,00 0,19 
Sch. comb. 3 PDA Arjen Outlook 4 0 20 0,17 1,00 0,17 
Sch. comb. 4 Thunderb. Outlook 10 8 22 0,31 0,56 0,06 
Sch. comb. 5 Tel. Maurice Outlook 13 0 16 0,45 1,00 0,45 
         
Series 2         
Sch. comb. 1 PDA Maurice Outlook 1 0 27 0,04 1,00 0,04 
Sch. comb. 2 PDA Arjen Tel. Maurice 4 0 9 0,31 1,00 0,31 
Sch. comb. 3 PDA Arjen Thunderbird 4 0 21 0,16 1,00 0,16 
Sch. comb. 4 PDA Arjen PDA Maurice 3 0 16 0,16 1,00 0,16 
Sch. comb. 5 Tel. Maurice PDA Maurice 4 0 18 0,18 1,00 0,18 
         
Series 3         
Sch. comb. 1 Thunderbird Outlook 8 2 24 0,25 0,80 0,19 
Sch. comb. 2 PDA Arjen PDA Maurice 0 0 19 0,00 0,00 0,00 
Sch. comb. 3 PDA Maurice Thunderbird 5 0 26 0,16 1,00 0,16 
Sch. comb. 4 Tel. Maurice Outlook 1 0 28 0,03 1,00 0,03 
Sch. comb. 5 Tel. Maurice  PDA Maurice 4 0 18 0,18 1,00 0,18 
7.4.2 Evaluation errors 
The sum of the good match suggestions (True positives) and the added match suggestions 
(False negatives) of the first and the last schema combination of series 3 in both test 1 and test 2 
differ. This implies that mistakes have been made during the evaluation. Because the mistakes 
are small (only twice a single element was not added), and the performance results still confirm 
the overall tendency, the overall conclusions drawn from the evaluation (see Evaluation 
conclusion next) are still considered valid. 
 
From the previously mentioned differing schema combinations, only the first schema combination 
of series 3 in test 1 is referenced specifically, in the counter example of the Performance 
discussion of Stage 1. Because this schema combination was the good one of both tests in test1 
and test2 (i.e. the number of suggested matches plus added matches in this case corresponds 
with the actual number of predefined good matches), this example remains valid. 
7.5 Evaluation conclusion 
This section discusses two things: 
• The test results of the evaluation, by looking at the evaluation goals mentioned in 
Evaluation goals at the start of this chapter. 
• Further observations, which were not directly related to the evaluations tests but 
shouldn’t go unnoticed. 
 
For clarity reasons, the evaluation goals are repeated with the bullets below. It is aimed to verify 
whether: 
• FlexiMatch works correct. 
This is verified based on whether: 
 match suggestions between schema 1 elements and schema 2 elements are 
generated with corresponding similarity values between 0 and 1 
 the GIS is correctly adapted based on the user feedback on the suggestions and 
the manual added matches 
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• FlexiMatch performance increases based on accepted schema combinations. 
• Instance based validation enhances match performance 
 
These bullets are elaborated on in subsequent sections. 
7.5.1 FlexiMatch works correctly 
FlexiMatch works correctly, which is concluded based on two checks: 
• FlexiMatch generates match suggestions with similarity values. 
FlexiMatch generates suggestions between schema 1 and schema 2 elements, together 
with similarity values between 0 and 1 (see sections Suggested schema combination in 
the data included in the PDF document) for the suggested schema combination of every 
evaluation match).  
• FlexiMatch adapts the GIS correctly. 
GIS subconcepts are created and relations between subconcepts are created, 
strengthened, and weakened correctly based on the user feedback on suggested 
matches and added manual matches (see sections GIS actions and User actions in the 
data included in the PDF document for the respective GIS actions and both the user 
feedback on the suggested matches and manual added matches of every evaluation 
match). 
7.5.2 FlexiMatch’s performance   
For the discussion of this goal, consider FlexiMatch with both (schema name and instance based) 
Validators included (test 1 in the data in the PDF document). FlexiMatch’s performance state has 
been divided into three stages (including which schema combinations it covers): 
• Stage 1: FlexiMatch with an empty GIS (1st schema combination). 
• Stage 2: FlexiMatch including some subconcepts and subconcept relations (2nd and 3rd 
schema combination). 
• Stage 3: FlexiMatch including a lot of subconcepts and subconcept relations (4th and 5th 
schema combination). 
 
The remainder of this section describes the different stages bulleted above. 
 
Stage 1: Empty GIS  
• Combinations 
There are no GIS subconcepts, so direct combinations are made by cross combining all 
elements of both schemas with each other (as described in section 5.2.3: Schema 
combiner).  
 
• Suggestions 
All suggestions are based on direct combinations only. Because names and instance 
data of similar combinations are often also similar, many good match suggestions are 
produced.  
 
But also dissimilar elements can have similar instance data, which results in many bad 
suggestions as well. This happens even while the element names of the dissimilar names 
are very dissimilar, because the weight of the instance based Validator is set higher than 
the schema element name based Validator. An example of such bad suggestion is the 
first schema combination in test 1, series 3: ‘Province’ of the Thunderbird schema is 
matched to both ‘Home State’ and ‘Business State’ of the Outlook schema. 
 
• Performance 
Because the many good match suggestions are compensated by many bad suggestions, 
the Overall-performance during the first match is low on average. 
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An exception to this is the first schema combination of the first series of test 1, between 
the PDA of Arjen and the mobile phone of Maurice. The suggested schema combination 
is exceptionally good, because of the following reasons: 
 Similar elements similar format 
Due to the fact that both databases contain a similar (Dutch) format for instance data 
of similar elements (example elements are ‘Postal code’, ‘Telephone number’ and 
‘Address’ format) many good match suggestions can be derived. 
 Distinctive elements  
Because both schemas are small, they contain distinctive elements. The 
consequence is that FlexiMatch does not have to make the distinction between 
similar elements such as ‘Screen name’, ‘Display name’, ‘Nick Name’, etc., which are 
included in the database schemas of Outlook and Thunderbird.  
 
A counter example of the schema combination between the PDA of Arjen and the mobile 
phone of Maurice, is the first schema combination in the third series: between Outlook 
and Thunderbird. Here, the Overall-performance is 0.03. Touching both former 
discussion bullets for this situation:  
 Similar elements different format  
Outlook has a Americanized instance data format, while the Thunderbird database 
contains the Dutch format. Elements like ‘ZIP code’, ‘Phone’ and ‘Fax numbers’, etc. 
are therefore less instance based similar.  
 Indistinctive elements 
There are many instance similar different elements. Similar elements to ‘First Name’ 
or ‘Last Name’ are ‘Display name’, ‘Screen name’ and ‘Nick name’. Other examples 
are home and business or work variants of web pages, addresses, cities, countries, 
etc in each of both schemas. 
 
Stage 2: GIS knows some subconcepts & subconcept relations 
• Combinations 
The GIS contains more and more subconcepts and subconcept relations and increasingly 
less direct combinations are made. Sometimes there is already a transitive combination 
made. 
 
• Suggestions 
There are less but better match suggestions. Many (good and bad) suggestions are still 
based on direct combinations, but the few transitive combination often also result in a 
suggestion. 
 
• Lacking suggestions 
Many obvious matches between elements of both schemas, which could have been 
made based on name and data equality, are not suggested. The main reason for this is 
that for many of these obvious matches, one of the two elements are combined with a 
subconcept from the GIS. See section 5.2.3: Schema combiner that the combination and 
therefore the suggestion between these similar elements cannot be made now.  
 
See the recommendation in section 9.1.1: Advanced directly combining on how the 
above described situation can be avoided. 
 
• Performance 
During the second schema combination, at the start of the second stage, still some direct 
combinations result in suggestions. There are not too many bad suggestions, so the 
performance is much better than in the first stage.  
 
Later, the number of bad suggestions stays the same or decreases. Because less direct 
combinations are made and there also are not much transitive combined combinations, 
the number of good match suggestions decreases, as does the Overall-performance.  
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Stage 3: GIS knows almost all subconcepts 
• Combinations 
At the end of the series, the GIS contains (almost) all subconcepts and quite many 
subconcept relations. Almost every schema element is combined with at least one 
subconcept. There are almost no direct combinations generated, but increasingly more 
transitive combinations. 
 
• Suggestions 
There are increasingly more good match suggestions. The few bad suggestions are 
based on relations that were learned in an earlier schema schema executions.  
 
An example of such a bad suggestion can be found in series 1 of Test 1.  
 In schema combination 3 the ‘First Name’ element of the PDA of Arjen is 
matched onto the similar ‘First Name’, ‘Display Name’ and ‘Nickname’ elements 
of Outlook. Respective subconcepts and subconcept relations are created.  
 According to these subconcepts and subconcept relations, the ‘First Name’ 
element of Thunderbird is combined with the ‘First Name’, ‘Display Name’ and 
‘Nickname’ elements of Outlook in schema combination 4.  
The matches with ‘Display Name’ and ‘Nickname’ are wrong now, because 
Thunderbird also includes the elements ‘Display Name’ and ‘Nick Name’! (See 
also Appendix D: Justification good mappings). 
 
Lacking suggestions 
Many good matches are not suggested. Unlike the Lacking suggestions described for 
stage 2, now both similar elements are combined with a similar concept. In fact these 
situations can also occur in stage 2, but for the line of the story and redundancy 
reasons, it is only described for this stage. 
 
There are two reasons why some transitive combinations are still not made. This is 
described and illustrated in the next two sections. 
 
 The required direct relation between similar subconcepts is missing.  
This case can be divided into two: 
 
      The path between the subconcepts is more than 1 step 
      An example of such a situation can be found in series 1 of Test 1.  
 The PDA of Arjen is combined with the mobile phone of Maurice, 
and the respective similar elements ‘Country’ and ‘Land’ are 
combined with each other. Subconcepts ‘Country’ and ‘Land’ are 
created and put in the GIS related to each other.  
 Then the mobile phone of Maurice is combined with Thunderbird. 
The similar elements ‘Land’ and ‘Home Country’ are combined 
with each other. Subconcept ‘Home Country’ is created and put 
in the GIS related to already existing subconcept ‘Land’. Note 
that the GIS now contains the subconcept chain ‘Country’ Ù 
‘Land’ Ù‘Home Country’.  
 For the following schema combination of the PDA of Arjen and 
Outlook, the respective elements ‘Country’ and ‘Home Country’ 
are not suggested, because the relation between ‘Country’ and 
‘Home Country’ is indirect. The match must be added manually. 
 See the recommendation described in section 9.1.2: Saving 
transitive suggestions on how above illustrated situation can be 
avoided. See recommendation described in section 9.1.1: 
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Advanced directly combining on how in this situation the user 
interaction can be reduced by depriving the user of the need to 
add related subconcept manually.  
 
No path between subconcepts 
An example situation can be found in series 2 of Test 1. 
 The PDA of Maurice is combined with the PDA of Maurice, and 
the respective similar elements ‘Land Privat’ and ‘Home Country’ 
are combined with each other. Subconcepts ‘Land Privat’ and 
‘Home Country’ are created and put in the GIS related to each 
other. 
 Then the PDA of Arjen is combined with the mobile phone of 
Maurice. The similar elements ‘Country’ and ‘Land’ are combined 
with each other. Subconcepts ‘Country’ and ‘Land’ are created 
and put in the GIS related to each other. Note that the GIS now 
contains the chain ‘Land Privat’ Ù ‘Home Country’ and ‘Country’ 
Ù ‘Land’. 
 For the following schema combination of the PDA of Arjen and 
Thunderbird, the respective similar elements ‘Country’ and 
‘Home Country’ are not suggested, because the required relation 
between the concerning subconcepts is not present.  
      
 The threshold _CombineThreshold within the Transitive Combiner is not reached 
Due to too dissimilar instance data, the _CombineThreshold is not reached by at 
least one of the concerning element – subconcept combinations.  
 
An example is the potential match suggestion between the ‘Display Name’ 
elements of both the Thunderbird and the Outlook database. They both had the 
respective similarity values of 0.67 and 0.71 with subconcept ‘Display Name’, 
while the threshold _CombineThreshold is set to 0.7. 
 
• Performance 
Increasingly, but with a low pace, more transitive combinations and resulting suggestions 
are made. Because the number of bad suggestions stay low (often zero, except for cases 
mentioned in section Suggestions above), the Overall-performance increases slightly. 
7.5.3 Instance based validation gain 
In this section we will discuss whether including the instance based Validator enhances the 
performance. This is done by comparing the results of the test including the instance based 
Validator (test 1) and the test excluding the instance based Validator (test 2).  
 
When talking about a single series, all the series per test are intended. For the rest of the 
discussion about the performance difference, we divide a series into the following two parts: 
• The first schema combination of a series, based on an empty GIS. 
• The rest of the schema combinations of a series, based on a filled GIS. 
 
Above two bullets are discussed in the following two sections. 
 
Benefit instance based validation with empty GIS 
When all combinations between elements of schema 1 and schema 2 are considered, including 
instance based validating (test 1) results in more match suggestions compared with test 2.  
 
More good & bad 
As discussed in Suggestions in Stage 1: Empty GIS (section FlexiMatch’s performance) many 
good, but also many bad suggestions are produced based on similar instance data in Test 1. An 
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example of a bad suggestion is already given there. Another example is the suggestion of the 
element ‘Fax’ and ‘Tel’ and ‘Tel Werk’ from the respective input schemas the PDA of Arjen and 
the mobile phone of Maurice in series 1, schema combination 1 of test 1. 
 
Best Overall-performance 
Considering an empty GIS, the precision of schema combinations in test 2 excluding instance 
data is better than in test 1 including instance. Because the recall, on the other hand, is much 
better including instance data, the Overall-performance with the first schema combinations of test 
1 are better than the first schema combinations of test 2. We can conclude that in the case of an 
empty GIS taking instance data into account is beneficial for the Overall-performance. 
 
Benefit instance based validation with filled GIS 
When more and more elements become combined with GIS subconcepts, the test not including 
the instance based Validator results in more good and less bad suggestions. 
 
More good & less bad 
The difference in the number of good and the number of bad suggestions is clarified in 
subsequent two sections. 
 
• More transitive suggestions. 
The missed transitive combinations due to including instance data (see Lacking 
suggestions of Stage 3 earlier) are saved while excluding instance data, so excluding 
instance data results in more suggestions. 
 
• Less bad suggestions. 
The difference between the number of bad suggestions in both tests is because direct 
combinations between dissimilar schema elements falsely become match suggestions 
due to their instance data similarity.  
 
An example is already given in previous section Benefit instance based validation with 
empty GIS. Another example is the suggestion of element ‘Groep’ from the mobile phone 
of Maurice to element ‘Children’ of the Outlook schema (schema combination 5 from 
series 1 in test 1): both instance sets consist of numbers between 0 and 9. 
 
Best Overall-performance 
The advantage of a better recall decreases when the GIS gets filled. Because the precision of the 
schema combinations excluding instance data remains better compared to the schema 
combinations including instance data, the Overall-performance of test 2 is now on average better 
in the case of test 2. We can conclude that also taking instance data into account worsens the 
performance of FlexiMatch when the GIS is not empty. 
7.5.4 Further observations 
This section discusses observations which were made during the tests preceding the evaluation. 
 
Direct suggestions end up with bad similarity values 
Good match suggestions that originate from direct combinations often have relatively low 
similarity values. In this section we analyze the computation of similarity values for transitive and 
direct combinations. At the end of this section we conclude with what causes the similarity value 
difference between both types of suggestions. 
 
Transitive similarity values 
The elements which are important for the similarity of a transitive combined combination: 
• Name and data type similarity. 
Before a combination between a schema element and a GIS subconcept is made, their 
names have to be practically similar to each other, due to the high threshold 
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_NameAndDatatypeSim in the Schema combiner (see Configuration FlexiMatch, section 
7.3.2: Configuration). 
• Element & subconcept similarity. 
Before two GIS-combined combinations can be transitively combined, their similarity 
values need to reach at least the _CombineThreshold threshold, set in the Transitive 
combiner (see Configuration FlexiMatch, section 7.3.2: Configuration).  
• Relation-cost corresponding subconcepts. 
The relation-cost between subconcepts in the GIS, which is almost always set to 1 in 
these test cases.  
 
Misleading lower bound 
False schema element – GIS subconcept combinations often have instance data that is dissimilar 
enough that the resulting similarity value does not reach the CombineThreshold threshold. Good 
element – subconcept combination, on the other hand, often have very similar if not identical 
instance data.  
 
This means that element – subconcept combinations that are about to be transitively combined 
have: 
• A high instance based similarity value  
• A high name and data type similarity value 
 
Assume that for a general element – GIS subconcept combination the similarity value is 0.90. 
Suggestions coming from transitive combinations would than be around:   ( ) 9.01
2
90.090.0 =∗+  
(for the formula, see Transitive similarity value, section 5.2.7: Transitive combiner) 
 
Direct similarity values 
In the current implementation, direct combinations result from crosswise combining elements of 
schema 1 with elements of schema 2. The following elements are important for the similarity of 
direct combined combinations: 
• Name and data type similarity 
The name similarity of a generated combination can be in the range of 0 to 1. Even 
equivalent elements could have a name and data type similarity of 0, take for example 
the elements ‘Ort’ and ‘Straat’, respectively from the PDA of Maurice and the mobile 
phone of Maurice. 
• Instance based similarity 
Just like with element – subconcept combinations, direct combinations of equivalent 
elements have very similar instance data, resulting in high instance based similarity 
values. 
 
Lower bound 
For the computation of the resulting similarity value, assume that the instance based similarity of 
two equivalent elements is about 0.90 and that the instance based similarity value weights 3 
times more than the name and data type similarity.  
 
Consider that two equivalent elements have very dissimilar names and a name and data type 
similarity of 0.  The expected similarity value is now: 
68.0
2
90.05.105.0 ≈⎟⎠
⎞⎜⎝
⎛ ∗+∗  
 
Though a name and data type similarity of 0 is quite a worst case scenario, the similarity 
decreases fast when the corresponding elements are decreasingly similar. For example, the 
name similarity for ‘Email’ and ‘E-mail2’ = 0.71 and for ‘First name’ and ‘Voornaam’ it is 0.22. 
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Direct vs. transitive suggestions 
The reason similarity values of suggestions from direct combinations are significantly lower than 
the ones resulting from transitively combined combinations is twofold: 
• Name and data type similarity is often low  
• Normalization step for direct suggestions 
 
The first bullet is already described in the former section. The last bullet is discussed in the next 
section. 
 
Crooked normalization 
As is explained in Suggestion combiner in section section 5.2.8: Suggestion combiner, the 
similarity value of suggestions originating from direct combinations need to be raised to the 
square to normalize it with transitive combined suggestions. To illustrate the effect: the similarity 
of 0.68 computed above would result in a final suggested normalized similarity value of 0.46! 
 
Summarizing: 
• A suggestion resulting from a transitive combination also has the similarity value of the 
transitive combination, which is one multiplied with a high similarity value, i.e. the relation 
cost of the two corresponding subconcepts with the average of the high similarity values 
from the source subconcepts combinations. 
• A suggestion resulting from a direct combination, is the (often lower) similarity value 
raised to the square, resulting in an even lower value. 
 
Schema elements combined using a single path only 
If the same element combination is transitively derived via more than one inter-subconcept 
connection, FlexiMatch crashes. This is explained in the next subsection. Recommendations how 
this problem could be attacked, is described in 9.1.3: Enabling transitive combinations via more 
paths). The last subsection describes a proposal to get around this deficient until the problem is 
resolved. 
 
Implementation deficient 
As is described in SourcesCombinations, 6.2.3: SourcesCombinations, the structure of the 
SourcesCombintations object is a Hashtable of Hashtables of ElementCombination objects.  
 
When two schema elements from two schemas can be transitively combined via more than one 
inter-subconcept, FlexiMatch crashes when the Transitive combiner tries to add the same 
combination to the corresponding SourcesCombinations object for the second time.  
 
Crash example 
Assume that the GIS contains the connected subconcepts ‘Email’ and ‘E-Mail’. Two input 
schemas respectively contain the elements ‘Email’ and ‘E-Mail2’.  
 
Assume the name and data similarity of both elements and subconcepts is high enough that both 
input elements are combined with both subconcepts. The instance data is similar enough to have 
the four combinations be at least equal to the _CombineThreshold within the Transitive combiner, 
so the Transitive combiner has two options to transitively combine ‘Email’ to ‘E-Mail2’, namely via 
the following paths (where each step is denoted by an arrow): 
• ‘E-Mail’ Æ ‘Email’ Æ ‘E-Mail’ Æ ‘E-Mail2’ 
• ‘E-Mail’ Æ ‘E-Mail’ Æ ‘Email’ Æ ‘E-Mail2’  
 
FlexiMatch now crashes in trying to add the concerning combination for the second time. This 
bug will be resolved from FlexiMatch’s implementation before it is delivered. This will be done by 
taking the easiest recommended implementation (see section 9.1.3: Enabling transitive 
combinations via more paths) 
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Get around 
A way to narrow the chance that the system crashes until the bug is resolved, is to set 
_NameAndDatatypeSim threshold within the Schema combiner at a high value. By doing this, 
combinations between schema elements and subconcepts can only be made when they are at 
least almost (name-) identical. Because the chance that elements will be combined with more 
than one subconcept is diminished, so is the chance that more of the same transitive 
combinations can be made and subsequently added to the SourcesCombinations object.  
 
Setting the _NameAndDatatypeSim threshold at a high value was already advantageous, 
because this increased the chance that the element and subconcept in an element – subconcept 
combination indeed are similar. This is therefore more than a ‘get around’ for this particular 
problem. 
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8  Conclusions 
FlexiMatch is a schema match system that supports the multi-strategy approach. The strategies 
are implemented as Validators, and the current version of FlexiMatch contains two Validators, 
respectively exploiting schema and instance based information. FlexiMatch also learns from 
previous mappings. Besides finding matches between schema elements of both source schemas, 
it now also indirectly can find matches the system would not have come up with otherwise. In 
every subsequent subsection another conclusion from the thesis is discussed. 
 
FlexiMatch is an implementation of schema matching solution 
Based on the multi-strategy learning approach, the schema matching framework FlexiMatch is 
designed and implemented. From the evaluation experiments, it can be concluded that the 
system works: matches between schema elements of both schemas are suggested to the user, 
including corresponding similarity values.  
 
FlexiMatch learns from past approves matches 
Matches are suggested based on subconcepts it learned in previous mappings. When more 
subconcepts and subconcepts interrelations are learned, FlexiMatch’s matching performance 
increases.  
 
This increase is not very big. An important cause for this is that for many similar elements in both 
schemas, either of them is matched with a subconcept so that they remain out of each others 
reach. Another important cause is that many learned similar subconcepts are not directly related 
to each other in the GIS.  
 
This report includes recommendations to respectively diminish and solve above mentioned 
problem cases. The impact on schema matching performance of former described causes is big, 
and it is therefore expected that the matching performance will increase much when the 
recommendations are implemented in FlexiMatch. 
 
Learners are provided for the framework 
Learners are called Validators within FlexiMatch. The Validators were required to be able to do 
evaluation tests with. Because the focus of the framework was on learning instead of good 
performing, not much attention has been given to building good Validators. This should be 
addressed in future work on FlexiMatch.  
 
Based on evaluation discussions about current schema matching systems, some algorithms 
appear to perform well. Some of these algorithms are recommended in this report to replace or 
assist existing Validator implementations of the framework. 
 
Implementation within Sync-It & iteration option 
Two design goals have not been accomplished in this thesis, which is discussed below. 
 
Implementation within Sync-It 
One of the design goals was to implement the FlexiMatch within the tool Sync-It. This is not 
accomplished. 
 
Iteration option 
Due to too less time and a low priority, the possibility to do more iterations has also not been 
implemented. To be able to reduce the solution space with cheap Validator algorithms before 
more computational expensive Validators are put to use, it is recommend to still implementing this 
ability.  
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9 Recommendations 
This recommendation section consists of three types of recommendations, namely: 
• Recommendations arising from the evaluation observations. 
• Recommendations to still implement designed functionality which wasn’t done for this 
thesis due to time constraints. 
• Recommendations for improvements. 
 
These types of recommendations are discussed in the following three sections. 
9.1 Evaluation recommendations 
The remainder of this section discusses several recommendations based on observations made 
during the evaluation. 
9.1.1 Advanced directly combining 
This recommendation considers situations where similar elements are not suggested as a match 
because: 
• Only one of the two elements is combined with a subconcept. 
• The subconcepts of the elements are related via a path of more than one step. 
 
The next section discusses a recommendation in which the similar elements of above two 
situations could still be suggested as a match. 
 
Directly combine elements that failed to combine transitively 
Besides elements that could not be combined with GIS subconcepts in the first place, elements 
that fail to be transitively combined due to the above bulleted situations should be directly 
combined also. 
 
The two bullets below exemplify how this recommendation solves the problems which were 
bulleted in former section. For the following, assume that ‘elt1’ from schema 1 is the only similar 
schema element for ‘elt2’ from schema 2, and vice versa. Assume further that with good element 
– subconcept combinations, i.e. combinations with corresponding similarity values are above the 
_CombineThreshold threshold of the Transitive combiner, result in the subconcepts being stored 
with the elements concerning. 
  
• One of both elements has been combined well with a subconcept. 
‘elt1’ has been combined well with subconcept ‘subconc1’, and ‘elt2’ has not been 
combined with a subconcept. In this situation ‘elt1’ and ‘elt2’ cannot be transitively 
combined with each other.  
 
In the recommended situation both ‘elt1’ and ‘elt2’ are now directly combined with each 
other. Assume that the direct combination results in a suggestion to the user. After the 
approval of the suggestion, subconcept ‘subconc2’ is created based on ‘elt2’. It’s and 
added to the GIS, and related to subconcept ‘subconc1’. 
 
• Subconcepts combined with the elements are out of each others reach. 
‘elt2’ has been combined well with ‘subconc1’ and ‘elt2’ has been combined well with 
subconcept ‘subconc2’. Within the GIS ‘subconc1’ and ‘subconc2’ are not, or not directly 
related, so again ‘elt1’ and ‘elt2’ cannot be transitively combined with each other.  
 
In the recommended situation both elements ‘elt1’ and ‘elt2’ are now directly combined 
with each other. Assume that the direct suggestion results in a suggestion to the user. 
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After the approval of the suggestion, the representatives of both elements ‘elt2’ and ‘elt2’, 
namely ‘subconc1’ and ‘subconc2’, are directly related to each other in the GIS. 
 
Advantage 
This recommendation saves a lot of user interaction: 
• The match suggestions the user was deprived of in bulleted problem situations earlier 
now are suggested to the user. They need not be manually added anymore. 
• The user is relieved from the trouble of selecting from the subconcepts (if any) which 
were well combined with the schema elements that was to be manually added. 
 
Implementation consequence 
The disadvantage of this recommendation is that the implementation is expensive; many 
alterations to the FlexiMatch system are required.  
 
Per implementation class, the proposed alterations are summed up below: 
• NodeSchema class; it should be possible to store a concept with an element in case the 
similarity of the element – subconcept is above the _CombineThreshold threshold of the 
Transitive combiner. 
• Prediction aggregator class; in case the element – subconcept relation is good, the 
Prediction aggregator should be able to store the concept with the element concerning. 
• Schema combiner class; for elements that have affinity with subconcepts contained in the 
GIS, the Schema combiner should be able to work in two modes: 
 Mode 1: make combinations between elements and subconcepts. 
 Mode 2: make direct combinations between elements that failed to be transitively 
combined. 
If an element was previously combined with a subconcept, the Schema combiner should 
also be able to put the concerning subconcept in the ViaGIS attribute of the concerning 
ElementCombination object. 
• MainMapper class: the MainMapper class must assure that the generation, validation, 
prediction aggregation and transitive combination batch of element – subconcept 
combinations precedes the generation, validation and prediction aggregation of the direct 
combinations.  
9.1.2 Saving transitive suggestions 
This recommendation is relevant in case that for a transitive combination, the concerning related 
subconcepts are indirectly related, instead of directly.  
 
Current situation 
In the current implementation of FlexiMatch, just a single subconcept relation is created for every 
approved suggestion (see Learning concepts & concept relations in GIS setup, section 5.2.2: 
GIS). It is expected that, eventually, all subconcepts that belong to a certain overall concept will 
be directly related to each other, but this will take quite some time.  
 
Faster GIS-learning 
Above described process can easily be enhanced. In order to explain this enhancement, consider 
the two cases described below. 
 
• New subconcept ‘subconc1’ is related to existing subconcept ‘subconc2’ of concept 
‘concept2’. 
In the current situation the new subconcept ‘subconc1’ is only related to ‘subconc2’. It is 
recommended to also create relations between ‘subconc1’ and all other subconcepts 
belonging to ‘concept2’. 
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• Existing ‘subconc1’ of concept ‘conc1’ is related to existing subconcept ‘subconc2’ of 
concept ‘conct2’. 
In the current situation, the only two subconcepts ‘subconc1’ and ‘subconc2’ are related 
to each other in the GIS. It is recommended that all subconcepts belonging to ‘concept1’ 
are related to all subconcepts of ‘concept2’. 
 
Above two situations result in cliques of similar subconcepts in the GIS. 
 
Advantage 
Missing transitive combinations because of subconcept paths consisting of more than one step 
will not happen anymore; all related subconcepts are now also directly related. This results in 
more match suggestions. 
 
Disadvantage 
The disadvantage of this procedure is that if the subconcepts are not similar or not always similar, 
this fault or uncertainty is propagated over potentially many more subconcept relations.  
 
When the disapproval of resulting bad transitive suggestions only affects on the subconcepts 
concerning, the erroneous generated subconcept relations are degenerated considerable. 
Subsequent combinations based on the subconcept relation will then have smaller similarity 
values, and only be suggested to the user when FlexiMatch cannot come up with better 
suggestions. 
9.1.3 Enabling transitive combinations via more paths 
This recommendation is based on implementation deficient described in Schema elements 
combined using a single path only, section 7.5.4: Further observations. The current 
implementation of FlexiMatch can only handle an element combination based on at most one 
subconcept path in the GIS. But, if a combination between two schema elements could be made 
via more than one subconcept path, the approval of the resulting element match should result in 
the strengthening of all these paths.  
 
This implementation deficient can be solved in two ways, summed up below and described in 
subsequent sections: 
• Changing the SourcesCombinations object. 
• Changing the ElementCombination object. 
 
Changing SourcesCombinations object 
As is mentioned in the observation 2, a single ElementCombination object can be stored per 
schema 1 and schema 2 element. Tackling the problem by altering the SourcesCombinations 
object, could be accomplished by allowing a list of ElementCombination objects per schema 1 
and schema 2 combination. 
 
Implementation consequence 
Some objects using the SourcesCombinations object will never exceed a single 
ElementCombination object per schema 1 and schema 2 element. If FlexiMatch remains 
‘backwards compatible’ with the current situation, the following objects need not be changed: 
• Schema combiner object; at most one ElementCombination object is generated per two 
input elements (which can be subconcepts or input elements). 
• Validator object; this object handles combinations generated by the Schema combiner. 
• Prediction aggregator object; this object only handles combinations produced by the 
Validator. 
 
Apart from the SourcesCombinations object it selves, many objects using the 
SourcesCombinations have to be altered as well. In the first place the Transitive combiner. Other 
objects that have to be altered are the objects for the components that run on the output of the 
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Transitive combiner (these are the components after the Transitive combiner in Appendix A: 
FlexiMatch’s framework). For clarity, all these objects are summed up below: 
• SourcesCombinations object. 
• Transitive combiner object. 
• Suggestion combiner object. 
• User feedback handler object. 
• Mapping generator object. 
 
Changing ElementCombination object 
Another way of attacking the implementation problem, is by allowing multiple ViaGIS attributes or 
a ViaGIS attribute allowing multiple subconcept combinations.  
 
Implementation consequence 
In the current implementation, there are 5 objects that make use of the ElementCombination’s 
ViaGIS property. For clarity reasons, all these objects are summed up below: 
• ElementCombination object: this object needs to be able to store the different subconcept 
paths and the concerning similarity values per each path. 
• Transitive combiner object: this object writes the one or more subconcept paths to the 
ViaGIS property. 
• User feedback handler object 
• GIS object: this object should be able to update multiple subconcept paths for each single 
ElementCombination. 
• User Interface: this object reads the ViaGIS property to determine the different similarity 
values gained via the different subconcept paths the two elements are related via. 
9.2 Designed functionality recommendations 
Some designed components are not included in the current version of FlexiMatch. The 
subsequent sections discuss these components, and describe how they still could be 
implemented. 
9.2.1 Iteration option 
FlexiMatch was designed to be able to make more iterations before a final schema combination is 
accepted (see Initiate another iteration, section 5.2.10: User feedback handler). The advantage 
described there is repeated here for clarity reasons: 
 
Advantage 
The advantage of making more iterations is:  
• To be able to have the computational more expensive Validators be applied on a solution 
space which was reduced by cheap Validators in earlier iterations. 
• To have special (not yet implemented) structural combiners (section 9.3.3: Validators 
later) cascade match and mismatch information to combinations of elements in the 
vicinity. 
 
Implementation ability 
To be able to iterate within FlexiMatch, an intermediate accepted mapping should be integrated 
with the initial combinations to make use of the user feedback in later iterations.  
 
Integrate possibility 
All initial combinations are the ElementCombination objects stored in the three 
SourcesCombinations objects generated by the Schema combiner (see section 5.2.3). From the 
GISCombined property of node representations of schema elements, it can be derived whether a 
match suggestion was based on a direct or a transitive combination. In case of a transitive 
combination, the initial combinations with subconcepts can be traced back via the ViaGIS 
property of the ElementCombination object. This implies that we can retrieve all the information 
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we need to know to integrate the intermediate accepted mapping with the initial combinations, 
hence, the iteration option is supported. 
9.2.2 Data type similarity 
Whether schema elements are combined with subconcepts is solely based on schema element 
names, as already mentioned in Condition data type similarity check, section 6.3.1: Not 
implemented design components. A future enhancement is to also include data type similarity in 
making combinations. It is cheap, because the information is available at schema level. And as 
already discussed in section 4.1.4: Solution space reduction, data types can be used well in 
leaving out the meaningless candidates. 
 
Implementation ability 
A matching data type table, with per type similar types, is required for taking along data type 
similarity in making combinations. For every type combination in this data type table, an 
equivalence value between 0 and 1 should be included, reflecting to what extent both types are 
similar.  
 
The derivation of the data type similarity of the two elements of a combination now includes 
checking if both elements’ types are related in the table. If so, the corresponding value is 
returned. 
9.3 Future enhancement recommendations 
Some components are implemented in an ad-hoc fashion, because putting much effort in it was 
outside the scope of the thesis. This section includes recommendations to replace, add or adapt 
components of the current implementation of FlexiMatch, in order to enhance its future 
(commercial) performance.  
9.3.1 Learning Prediction aggregator 
In the LSD system (see section 4.2.1: LSD), schema elements are combined with mediated 
schema elements from a mediated schema. The mediated schema is similar to the GIS in 
FlexiMatch, and the mediated schema elements are equivalent to interrelated subconcepts. 
Learners are Validator like components that produce predictions for schema element – mediated 
schema element combinations. 
 
Meta-learner 
The LSD system contains a Prediction aggregator like component, namely the Meta-learner. In 
the Matching phase discussed in section 4.2.1.3 Matching procedure, it is described that the final 
prediction value for a schema element – mediated schema element combination is a weighted 
average based on: 
• The prediction for a schema element – mediated schema element combination computed 
by the Learners. 
• The weights that are assigned to Learner – mediated schema element combination. 
 
The weight for every mediated schema element – Learner combination is assigned by the Meta-
learner, and is a reflection of how much the Meta-learner trusts the prediction of a specific 
Learner for a combination with a mediated schema element. For this trust value, the Meta-
Learner uses the least-squares linear regression algorithm, which is based on how many times 
the Learner falsely predicted a low or a high value for combinations with a mediated schema 
element in previous mappings. 
 
Applicability 
As described in section 5.2.6: Prediction aggregator, the Prediction aggregator receives a 
Similarity cube storing validated combinations for every Validator put to use in FlexiMatch. The 
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Prediction aggregator knows which Validator is responsible for what set of validated 
combinations, which is used to compute an aggregated similarity value for each combination.   
 
If the Prediction aggregator would also receive the final accepted mapping, it should be able to 
deduce for every combination the difference in actual similarity (0 or 1, depending on whether it 
was approved or rejected) and computed similarity by the different Validators. The same  (least-
squares linear regression) method as is used in the Meta-Learner of LSD can now be used to 
learn weights (i.e. ‘trust’) for subconcept – Validator combinations.  
9.3.2 Schema Combiner 
There are two ways the Schema combiner (see section 5.2.3) function could be enhanced. This is 
discussed in subsequent sections. 
 
Combining algorithm 
There has not been put much effort in finding a good algorithm to check whether a schema 
element is to be combined with a subconcept. The current name based algorithm was good 
enough to do the evaluation test with, but it is recommended to check how good this algorithm 
performs compared to similar algorithms (if possible taking along the future working domain) 
before it is put to commercial use. If it performs badly, it is a good idea to replace it with a better 
one.  
 
Exploiting auxiliary information 
The observation described in section 4.1.6: External evidence & Domain knowledge, is that 
source schemas do not contain enough information for matching schemas. Auxiliary information 
could enhance FlexiMatch by supporting the schema combining algorithm in generating 
combinations.  
9.3.3 Validators 
The following subsequent sections describe recommendations for enhancing currently included 
and adding potentially good new Validators in FlexiMatch. 
 
Current Validators 
Quite some effort is put in the algorithm on which the instance based Validator Validator2 (see 
section 5.2.4.2: Validator2) is based, but it is not certain whether it performs well. Furthermore, 
the schema element based validator Validator1 is based on the same ad-hoc algorithm the 
Schema combiner uses for the conditional name based check. 
 
It is recommended to check how well both Validators perform compared to other instance based 
and other name based algorithms respectively, if possible taking along the future working domain. 
If the Validator performs badly, it is recommended to replace them with a better one. 
 
Structural Validator 
An example of a good structural Validator algorithm is the TreeMatch algorithm used in Cupid 
[Madhavan et al., 2001]. The Cupid system (including the TreeMatch algorithm) is described in 
section 4.2.4: Cupid. For the computation of the similarity between two combined schema 
elements ‘elt1’ and ‘elt2’, the structural algorithm of Cupid checks whether schema elements 
related to ‘elt1’ and ‘elt2’ are also combined, and if so, adapts them according to how well ‘elt1’ 
and ‘elt2’ are related.  
 
Meta-Validation 
In the current implementation of FlexiMatch, without the iteration option implemented, the 
structural Validator cannot be placed at the same level as other Validators in FlexiMatch’s 
framework (see Appendix A: FlexiMatch’s framework). The structural Validator makes use of the 
similarity values of combinations, which places it after the Validator objects. For the current 
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situation it is recommended to put the structural Validator as a Meta-Validator after the Prediction 
aggregator (see section 5.2.6: Prediction aggregator) in FlexiMatch’s framework.  
 
If the iteration option is implemented (see the recommendation described in section 9.2.1: 
Iteration option earlier), the structural Validator could also be placed at the same level as the 
other Validators, and put to use in second or later iterations. 
 
Machine Learning Validators 
In section 4.2.3.5: Evaluation of SemInt it is concluded that Neural Networks perform well in 
schema matching. Adding a Validator based on Neural Networks would therefore be a good 
addition to FlexiMatch. Another good performing and popular Machine Learning algorithm is the 
Naïve Bayesian implementation, which is also implemented by the LSD system (described in 
4.2.1: LSD). 
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Appendix A: FlexiMatch’s framework 
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Appendix B: Evaluation input schemas 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Thunderbird 
table: Address Book 
Outlook 
table: Address Book 
Mobile phone Maurice 
table: Adresboek 
PDA Maurice 
table: Kontakte 
PDA Arjen   
table: Address 
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Appendix C: Good mappings 
Mobile phone Maurice – Adresboek  Thunderbird – Address Book 
 
• Adresboek, Address Book 
• Achternaam, Last Name 
• Achternaam, Display Name 
• Achternaam, Nick Name 
• Achternaam, Screen Name 
• Voornaam, First Name 
• Voornaam, Display Name 
• Voornaam, Nick Name 
• Voornaam, Screen Name 
• Tel, Home Number 
• Tel Werk, Work Number 
• Tel Mobiel, Mobile Number 
• Fax, Fax Number 
• Fax2, Fax Number 
• E-Mail, Email 
• E-Mail 2, Email 
• URL, Web page 
• URL, Work Web page 
• Bedrijf, Work Organisation 
• Straat, Home Address 
• Straat, Work Address 
• Postcode, Home ZIP 
• Postcode, Work ZIP 
• Plaats, Home City 
• Plaats, Work City 
• Land, Home Country 
• Land, Work Country 
 
 
Mobile phone Maurice – Adresboek   PDA Maurice – Kontakte 
 
• Adresboek, Kontakte 
• Achternaam, Nachname 
• Voornaam, Vorname 
• Tel, Tel Privat 
• Tel Werk, Tel Buro 
• Tel Mobiel, Tel Mobiel 
• Fax, Fax Buro 
• Fax2, Fax Buro 
• E-Mail, E-Mail Privat 
• E-Mail, E-Mail Buro 
• E-Mail 2, E-Mail Privat 
• E-Mail 2, E-Mail Buro 
• URL, Web Seite 
• Bedrijf, Firma 
• Straat, Strasse Privat 
• Straat, Strasse Buro 
• Postcode, PLZ Privat 
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• Postcode, PLZ Buro 
• Plaats, Ort Privat 
• Plaats, Ort Buro 
• Land, Land Privat 
• Land, Land Buro 
 
 
Thunderbird – Address Book   Outlook – Address Book 
 
• Address Book, Address Book 
• First Name, First Name 
• Last Name, Last Name 
• Display Name, Display Name 
• Nick Name, Nickname 
• Email, E-Mail Addresses 
• Additional Email, E-Mail Addresses 
• Screen Name, First Name 
• Screen Name, Last Name 
• Screen Name, Display Name 
• Screen Name, Nickname 
• Work Number, Business Phone 
• Home Number, Home Phone 
• Fax Number, Home Fax 
• Fax Number, Business Fax 
• Pager Number, Business Pager 
• Mobile Number, Home Mobile 
• Home Address, Home Street Address 
• Home City, Home City 
• Home State, Home State 
• Home ZIP, Home ZIP Code 
• Home Country, Home Country 
• Web page, Home Web Page 
• Work Title, Job Title 
• Work Department, Business Department 
• Work Organisation, Company 
• Work Address, Business Street Address 
• Work City, Business City 
• Work State, Business State 
• Work ZIP, Business ZIP Code 
• Work Country, Business Web Page 
• Work Web page, Business Web Page 
 
 
PDA Maurice – Kontakte   Outlook – Address Book 
 
• Kontakte, Address Book 
• Vorname, First Name 
• Vorname, Display Name 
• Vorname, Nickname 
• Nachname, First Name 
• Nachname, Display Name 
• Nachname, Nickname  
• Tel Mobiel, Home Mobile 
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• Tel Privat, Home Phone 
• E-Mail Privat, E-mail Addresses 
• Strasse Privat, Home Street Address 
• PLZ Privat, Home Zip Code 
• Ort Privat, Home City 
• Bundesland Privat, Home State 
• Land Privat, Home Country 
• Firma, Company 
• Position, Job Title 
• Tel Buro, Business Phone 
• Fax Buro, Business Fax 
• E-Mail Buro, E-mail Addresses 
• Web Seite, Home Web Page 
• Web Seite, Business Web Page 
• Strasse Buro, Business Street Address 
• PLZ Buro, Business Zip Code 
• Ort Buro, Business City 
• Bundesland Buro, Business State 
• Land Buro, Business Country 
• Notiz, Notes 
 
 
Mobile phone Maurice - Adresboek    Outlook – Address Book 
 
• Adresboek, Address Book 
• Achternaam, Last Name 
• Achternaam, Display Name 
• Achternaam, Nickname 
• Voornaam, Last Name 
• Voornaam, Display Name 
• Voornaam, Nickname 
• Tel, Home Phone 
• Tel Werk, Business Phone 
• Tel Mobiel, Home Mobile 
• Fax, Home Fax 
• Fax, Business Fax 
• Fax 2, Home Fax 
• Fax 2, Business Fax  
• E-Mail, E-Mail Addresses 
• E-Mail 2, E-Mail Addresses 
• URL, Home Web Page 
• URL, Business Web Page 
• Groep, Group membership 
• Bedrijf, Company 
• Straat, Home Street Address 
• Straat, Business Street Address 
• Postcode, Home ZIP Code 
• Postcode, Business ZIP Code 
• Plaats, Home City 
• Plaats, Business City 
• Land, Home Country 
• Land, Business Country 
• Verjaardag, Birthday 
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PDA Arjen – Address  Thunderbird – Address Book 
 
• Address, Address Book 
• Last Name, Last Name 
• Last Name, Display Name 
• Last Name, Nick Name 
• Last Name, Screen Name 
• First Name, First Name 
• First Name, Display Name 
• First Name, Nick Name 
• First Name, Screen Name 
• Title, Work Title 
• Company, Work Department 
• Home Number, Home Number 
• Fax, Fax Number 
• E-Mail, Email 
• E-Mail, Additional Email 
• Address, Home Address 
• Address, Work Address 
• City, Home City 
• City, Work City 
• State, Home State 
• State, Work State 
• Zip code, Home ZIP 
• Zip code, Work ZIP 
• Country, Home Country 
• Country, Work Country 
 
 
PDA Arjen – Address  PDA Maurice – Kontakte 
 
• Address, Kontakte 
• Last Name, Nachname 
• First Name, Vorname 
• Title, Position 
• Company, Firma 
• Home Number, Tel Privat 
• Fax, Fax Buro 
• Email, E-Mail Privat 
• Email, E-Mail Buro 
• Address, Strasse Privat 
• Address, Strasse Buro 
• City, Ort Privat 
• City, Ort Buro 
• State, Bundesland Privat 
• State, Bundesland Buro 
• Zip code, PLZ Privat 
• Zip code, PLZ Buro 
• Country, Land Privat 
• Country, Land Buro 
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PDA Arjen – Address  Outlook – Address Book 
 
• Address, Address Book 
• Last Name, Last Name 
• Last Name, Display Name 
• Last Name, Nickname 
• First Name, First Name 
• First Name, Display Name 
• First Name, Nickname 
• Title, Title 
• Title, Job Title 
• Company, Company 
• Home Number, Home Phone 
• Fax, Home Fax 
• Fax, Business Fax 
• Email, E-Mail Addresses 
• Address, Home Street Address 
• Address, Business Street Address 
• City, Home City 
• City, Business City 
• State, Home State 
• State, Business State 
• Zip code, Home Zip Code 
• Zip code, Business Zip Code 
• Country, Home Country 
• Country, Business Country 
 
 
PDA Arjen – Address  Mobile Phone Maurice – Adresboek 
 
• Address, Adresboek 
• Last Nama, Achternaam  
• First Name, Voornaam 
• Company, Bedrijf  
• Home Number, Tel 
• Fax, Fax 
• Fax, Fax 2 
• Email, E-Mail 
• Email, E-Mail 2 
• Address, Straat 
• City, Plaats 
• Zip code, Postcode 
• Country, Land 
 
 
PDA Maurice – Kontakte  Thunderbird – Address Book 
 
• Kontakte, Address Book 
• Vorname, First Name 
• Vorname, Display Name 
• Vorname, Nick Name 
• Vorname, Screen Name 
• Nachname, Last Name 
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• Nachname, Display Name 
• Nachname, Nick Name  
• Nachname, Screen Name 
• Tel Mobiel, Mobile Number 
• Tel Privat, Home Number 
• E-Mail Privat, Email 
• E-Mail Privat, Additional Email 
• Strasse Privat, Home Address 
• PLZ Privat, Home ZIP 
• Ort Privat, Home City 
• Bundesland Privat, Home State 
• Land Privat, Home Country 
• Firma, Work Organisation 
• Position, Work Title 
• Tel Buro, Work Number 
• Fax Buro, Fax Number 
• E-Mail Buro, Email 
• E-Mail Buro, Additional Email 
• Web Seite, Web page 
• Web Seite, Work Web page 
• Strasse Buro, Work Address 
• PLZ Buro, Work ZIP 
• Ort Buro, Work City 
• Bundesland Buro, Work State 
• Land Buro, Work Country 
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Appendix D: Justification good mappings 
 
This section includes the justification for choices which were made for disputable element 
matches. 
 
State and Province, Bundesland and Provincie 
It is decided that ‘State’ and ‘Bundesland are similar elements, as are ‘Province’ and ‘Provincie’.  
 
Combinations with Display name, Nickname, and Screen name fields 
In many cases or applications Display name, Nickname and Screen name fields have as as 
default value the value of Name, First name and/or Last Name. Combining them with Name, First 
Name and/or Last Name therefore make sence. These combinations are approved or 
disapproved, dependent of the situation.  
 
Situation 1: Approved 
The combinations are approved in the case both schemas contain elements like First name, 
Name and/or Last name, but only one schema contains (a subset of) the fields Display name, 
Nickname and Screen name. 
 
Situation 2: Not approved 
The combinations are disapproved in the case both schemas contain both elements like First 
name, Name and/or Last name and Display name, Nickname and Screenname. 
 
Distinction between business and private info 
There are schemas that make distinction between private and business contact info, such as: 
o a private and a business Phone number 
o a private and a business Address 
o a private and a business Country 
 
There are also (smaller) schemas that at most contain a single element for each of the above 
bulleted cases.  
 
Because a device with a small schema could be used for both private and business aims, the 
combination between a single schema element of the small schema is approved with its private 
and business equivalents in bigger schemas. 
 
Anniversary and birthday 
The Outlook schema includes the fields Anniversary and Birthday. In this case, Anniversary 
related to the day an employee started at a company and therefore only the suggestion 
Verjaardag (from the schema of the mobile phone of Maurice) and Birthday is approved, and not 
the suggestion Verjaardag and Anniversary. 
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Appendix E: Classfiles FlexiMatch 
 
 
FlexiMatch component Additional information C# class file 
 
Data structure classfiles 
 
Graph   
• Node  Node.cs 
          Æ Concept type  NodeConcept.cs 
          Æ Schema type  NodeSchema.cs 
                Æ Column type  NodeColumn.cs 
                Æ Table type  NodeTable.cs 
• Edge   
          Æ Schema type  EdgeToNeighbor.cs 
          Æ Concept type  EdgeToConceptNeighbor.cs 
Triple  Triple.cs 
 
Framework component classfiles 
 
Format converter Converter interface class Converter.cs 
 Converter implementation class Converter1.cs 
GIS  GIS.cs 
 GIS from XML ReadGIS.cs 
 GIS to XML WriteGIS.cs 
Schema combiner  SchemaCombiner.cs 
Validator Interface class Validator.cs 
Validator1 Schema based Validator Validator1.cs 
Validator2 Instance based Validator Validator2.cs 
Similarity cube  SimilarityCube.cs 
Prediction aggregator  PredictionAggregator.cs 
Transitive combiner  TransitiveCombiner.cs 
Suggestion combiner  SuggestionCombiner.cs 
Mapping generator  MappingGenerator.cs 
User feedback handler  UserFeedbackHandler.cs 
GUI for mapping  MappingGUI.cs 
 
Framework control files 
 
Control component  MainMapper.cs 
Validator selection  ValidatorSelector.cs 
