New Calder\'on Reproducing Formulae with Exponential Decay on Spaces of
  Homogeneous Type by He, Ziyi et al.
ar
X
iv
:1
80
3.
09
92
4v
2 
 [m
ath
.C
A]
  2
 A
pr
 20
18
New Caldero´n Reproducing Formulae with Exponential Decay on
Spaces of Homogeneous Type
Ziyi He, Liguang Liu, Dachun Yang∗ and Wen Yuan
Abstract Assume that (X, d, µ) is a space of homogeneous type in the sense of Coifman
and Weiss. In this article, motivated by the breakthrough work of P. Auscher and T. Hyto¨nen
on orthonormal bases of regular wavelets on spaces of homogeneous type, the authors intro-
duce a new kind of approximations of the identity with exponential decay (for short, exp-
ATI). Via such an exp-ATI, motivated by another creative idea of Y. Han et al. to merge the
aforementioned orthonormal bases of regular wavelets into the frame of the existed distribu-
tional theory on spaces of homogeneous type, the authors establish the homogeneous con-
tinuous/discrete Caldero´n reproducing formulae on (X, d, µ), as well as their inhomogeneous
counterparts. The novelty of this article exists in that d is only assumed to be a quasi-metric
and the underlying measure µ a doubling measure, not necessary to satisfy the reverse dou-
bling condition. It is well known that Caldero´n reproducing formulae are the cornerstone to
develop analysis and, especially, harmonic analysis on spaces of homogeneous type.
1 Introduction
It is well known that the space of homogeneous type introduced by Coifman and Weiss [10, 11]
provides a natural setting for the study of function spaces and the boundedness of operators. A
quasi-metric space (X, d) is a non-empty set X equipped with a quasi-metric d, that is, a non-
negative function defined on X × X, satisfying that, for any x, y, z ∈ X,
(i) d(x, y) = 0 if and only if x = y;
(ii) d(x, y) = d(y, x);
(iii) there exists a constant A0 ∈ [1,∞) such that d(x, z) ≤ A0[d(x, y) + d(y, z)].
The ball B on X centered at x0 ∈ X with radius r ∈ (0,∞) is defined by setting
B := {x ∈ X : d(x, x0) < r} =: B(x0, r).
For any ball B and τ ∈ (0,∞), denote by τB the ball with the same center as that of B but of radius
τ times that of B. Given a quasi-metric space (X, d) and a non-negative measure µ, we call (X, d, µ)
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a space of homogeneous type if µ satisfies the following doubling condition: there exists a positive
constant C(µ) ∈ [1,∞) such that, for any ball B ⊂ X,
µ(2B) ≤ C(µ)µ(B).
The above doubling condition is equivalent to that, for any ball B and any λ ∈ [1,∞),
(1.1) µ(λB) ≤ C(µ)λωµ(B),
where ω := log2C(µ) measures the upper dimension of X. If A0 = 1, we call (X, d, µ) a metric
measure space of homogeneous type or, simply, a doubling measure metric space.
To develop the real-variable theory of function spaces and the boundedness of operators on
spaces of homogeneous type, one needs Caldero´n reproducing formulae which play a very im-
portant and fundamental role. Indeed, Caldero´n reproducing formulae and their variants are im-
portant tools to characterize Hardy spaces (see [48, 21, 53, 14, 5, 6]), to study Besov spaces and
Triebel-Lizorkin spaces (see [44, 16, 17, 18]), and also more general scale of function spaces
(see [50, 51, 55]), as well to establish T1 or Tb-theorems for Besov or Triebel-Lizorkin spaces
(see [12, 23, 24, 31, 45]). All these have further applications in the study on the bounded-
ness of Caldero´n-Zygmund operators (see, for example, [19, 38, 39, 40]). On the anisotropic
Euclidean space, which is a special case of spaces of homogeneous type, Caldero´n reproduc-
ing formulae were built and then used to study Besov spaces and Triebel-Lizorkin spaces (see
[2, 3, 4, 37]). The reader can also find nice applications of Caldero´n reproducing formulae in
the study of Musielak-Orlicz Hardy spaces and Hardy spaces with variable exponents (see, for
example, [15, 41, 49, 42, 56]).
Classical Caldero´n reproducing formulae on the Euclidean space Rn gain its prototype from
Caldero´n [7], in which problems of the intermediate space and the interpolation were studied via
a reproducing method. In 1971, Heideman [33] proved the (in)homogeneous continuous Caldero´n
reproducing formulae in detail and used them to consider the duality and the fractional integral
on Lipschitz spaces; see also Caldero´n and Torchinsky [9, 8]. Denote by S′(Rn)/P(Rn) the space
S′(Rn) of Schwartz distributions modul the polynomials space P(Rn), which is known topolog-
ically equivalent to S′∞(Rn) (see [55, Proposition 8.1], [43, Theorem 6.28] and [46, Theorem
3.1] for a recent proof), where S∞(Rn) denotes the set of all Schwartz functions having infinite
vanishing moments and S′∞(Rn) its dual space equipped with the weak-∗ topology. Then the ho-
mogeneous continuous Caldero´n reproducing formula in [33, 9, 8] essentially has the version
(CCRF) f =
∑
ν∈Z
ϕν ∗ ψν ∗ f in S′(Rn)/P(Rn),
where ϕ, ψ belong to the Schwartz class S(Rn) with their Fourier transforms ϕ̂, ψ̂ satisfying
supp ϕ̂, supp ψ̂ ⊂ {ξ ∈ Rn : 1/4 < |ξ| < 4}, and ϕν(·) := 2νnϕ(2ν·) and ψν(·) := 2νnψ(2ν·) for any
ν ∈ Z. The homogeneous discrete Caldero´n reproducing formula was first established by Frazier
and Jawerth [16], which reads as follows:
(DCRF) f (·) =
∑
ν∈Z
2−νn
∑
k∈Zn
(ϕν ∗ f )(2−νk)ψν(· − 2−νk) in S′(Rn)/P(Rn).
The reader may also find corresponding inhomogeneous continuous/discrete Caldero´n reproducing
formulae in literatures (see, for example, [17, 55]).
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In the setting of Ahlfors-n regular spaces [that is, µ(B(x, r)) ∼ rn, for any x ∈ X and r ∈ (0,∞),
with the equivalent positive constants independent of x and r], upon assuming that there exists
θ ∈ (0, 1] such that, for any x, x′, y ∈ X,
|d(x, y) − d(x′, y)| . [d(x, x′)]θ[d(x, y) + d(x′, y)]1−θ ,(1.2)
then Caldero´n reproducing formulae were established in [24, 28, 31] and further used to study
Besov and Triebel-Lizorkin spaces as well as T1 or Tb-theorems.
Recall that an RD-space (X, d, µ) is a doubling metric space with µ further satisfying the fol-
lowing reverse doubling condition: there exists a positive constant C˜ ∈ (0, 1] and κ ∈ (0, ω] such
that, for any ball B(x, r) with r ∈ (0, diam X/2) and λ ∈ [1, diam X/(2r)),
C˜λκµ(B(x, r)) ≤ µ(B(x, λr)),
here and hereafter, diam X := sup{d(x, y) : x, y ∈ X}. In RD-spaces, (in)homogeneous continu-
ous/discrete Caldero´n reproducing formulae analogous to (CCRF) and (DCRF) were established
in [30], and further used to built a full theory of (in)homogeneous Besov and Triebel-Lizorkin
spaces on RD-spaces. Also, in [21, 29, 53], Caldero´n reproducing formulae were also used to
establish Littlewood-Paley function characterizations and various maximal function characteriza-
tions of Hardy spaces on RD-spaces. See also [54] to use Caldero´n reproducing formulae and
local Hardy spaces to obtain new characterizations of Besov and Triebel-Lizorkin spaces on RD-
spaces. More applications of Caldero´n reproducing formulae in analysis on RD-spaces can be
found in [20, 22, 35, 36, 52, 54, 13].
Notice that the reverse doubling condition of µ and the fact that d is a metric play fundamental
roles in establishing the Caldero´n reproducing formulae in [30]. It is interesting to ask whether
or not Caldero´n reproducing formulae like (CCRF) and (DCRF) can be established without the
reverse doubling condition of µ and with d being a quasi-metric. This article gives an affirmative
answer to this question. It is these Caldero´n reproducing formulae built in the present article that
impel us to establish, without any additional geometrical condition, various real-variable charac-
terizations of Hardy spaces on spaces homogeneous type, which completely answers the question
asked by Coifman and Weiss [11, p. 642]. Due to the limited length of this article, the latter part
is presented in [32].
One motivation of this article is the breakthrough work of Auscher and Hyto¨nen [1], where an
orthonormal wavelet basis {ψkα : k ∈ Z, α ∈ Gk} of L2(X) with Ho¨lder continuity and exponential
decay on spaces of homogeneous type was constructed, by using the system of random dyadic
cubes. For any k ∈ Z and x, y ∈ X, if we let
Qk(x, y) :=
∑
α∈Gk
ψkα(x)ψ
k
α(y),
then
f (·) =
∑
k∈Z
Qk f (·) =
∑
k∈Z
∑
α∈Gk
〈
f , ψkα
〉
ψkα(·) =
∑
k∈Z
∫
X
Qk(·, y) f (y) dµ(y) in L2(X)(1.3)
and the kernels {Qk}k∈Z were proved in [1, Lemma 10.1] to satisfy conditions (ii), (iii) and (v)
of Definition 2.7 below. It was essentially proved in [27, Lemma 3.6 and (3.22)] that the kernels
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{Qk}k∈Z satisfy the “second difference regularity condition”, with exponentially decay. This in-
spires us to introduce a new kind of approximations of the identity with exponential decay (for
short, exp-ATI); see Definition 2.7 below.
Recall that any approximations of the identity (for short, ATI) on RD-spaces or Ahlfors-n reg-
ular spaces appeared in the literature only has the polynomial decay (see [30, 13]). The exp-ATI
turns out to be an approximations of the identity used in [30]. However, as it is pointed out in Re-
mark 2.11 below, even the approximations of the identity with bounded supports can not provide
the exponential decay factor like
exp
{
−ν
[
max{d(x,Yk)), d(x,Yk)}
δk
]a}
in the right-hand sides of (2.7), (2.8) and (2.9) below; we explain the symbols a, δ and Yk in
Section 2 below. The evidence for the importance of such an exponential decay factor can be
found in [1, Lemma 8.3] which establishes the following estimate
∑
δk≥r
1
µ(B(x, δk))
exp
{
−ν
[
d(x,Yk)
δk
]a}
.
1
µ(B(x, r))
, ∀ x ∈ X, r ∈ (0,∞),
with the implicit positive constant independent of x ∈ X and r ∈ (0,∞). Observe that this estimate
can be used as a replacement of the reverse doubling condition of µ.
Another motivation of this article is the creationary works of Han et al. [25, 26, 27] in which
they attempted to show that (1.3) holds true when f belongs to the distribution space on spaces
of homogeneous type (see Section 2.1 below). Indeed, it was established in [27, Theorem 3.4]
the following wavelet reproducing formula: for any f in the space G˚(β, γ) of test functions with
0 < β′ < β ≤ η and 0 < γ′ < γ ≤ η (see Definition 2.3 below),
f =
∑
k∈Z
∑
α∈Gk
〈
f , ψkα
〉
ψkα in G˚(β′, γ′),
where η ∈ (0, 1) denotes the regularity exponent of the wavelets from [1]. This wavelet repro-
ducing formula was used in [27] to obtain a Littlewood-Paley theory of Hardy spaces on product
spaces. It is the creative combination of the wavelet theory of [1] with the existed distributional
theory on spaces of homogeneous type, which motivates us to consider analogous versions of
(CCRF) and (DCRF) on spaces of homogeneous type in the sense of distributions.
Let us mention here that a Caldero´n reproducing formula for functions in the intersection of
L2(X) and the Hardy space Hp(X) was established in [25, Proposition 2.5], and then was used to
obtain atomic decompositions of Hardy spaces defined via the Littlewood-Paley wavelet square
functions. A deficit of [25, Proposition 2.5] is that it does not have exactly the analogous version
of (DCRF). One might also mention here that the range of p ∈ (ω/(ω + η), 1] in [25, Proposition
2.5] seems to be problematic. This is because the regularity exponent of the approximations of the
identity in [25, p. 3438] is θ [indeed, θ is from the regularity of the quasi-metric d in (1.2)], which
leads to that the regularity exponent in [25, (2.6)] should be min{θ, η} and hence the correct range
of p in [25, Proposition 2.5] (indeed, all results of [25]) seems to be (ω/[ω + min{θ, η}], 1]. This
range of p is not optimal.
Caldero´n Reproducing Formulae 5
Via the aforementioned newly introduced exp-ATI, we follow the Coifman idea in [12] (see
also [30]) to establish the (in)homogeneous continuous/discrete Caldero´n reproducing formulae.
Let {Qk}k∈Z bs an exp-ATI as in Definition 2.7. Then, for any N ∈ N, we write
I =

∞∑
k=−∞
Qk


∞∑
l=−∞
Ql
 = ∑
|l|>N
∞∑
k=−∞
Qk+lQk +
∞∑
k=−∞
QNk Qk =: RN + TN ,
where I denotes the identity operator. When N is sufficiently large, if we can prove that the
operators norms of RN on both L
2(X) and the space G˚η
0
(β, γ) of test functions (see Definition 2.3
below) are all smaller than 1, then TN is invertible in both L
2(X) and G˚η
0
(β, γ), where β, γ ∈ (0, η).
After setting Q˜k := T
−1
N
Qk for any k ∈ Z, we then have
(1.4) I =
∞∑
k=−∞
Q˜kQk,
which is the homogeneous continuous Caldero´n reproducing formula. Moreover, (1.4) holds true
in the space of test functions, as well as its dual space, and also in Lp(X) with any given p ∈ (1,∞).
The difficulty to establish these Caldero´n reproducing formulae lies in the treatment of RN . This
is mainly because of the lack of the regularity of a quasi-metric. For any x0 ∈ X and r ∈ (0,∞), let
G˚(x0, r, β, γ) be the space of test functions (see Definition 2.3 below). Recall that, in the setting of
RD-spaces, the boundedness of RN on G˚(x0, r, β, γ) was ensured by [30, Theorem 2.18]. However,
the proof of [30, Theorem 2.18] needs the existence of the 1-ATI with bounded support (see [30,
Definition 2.3 and Theorem 2.6]). For a space of homogeneous type, the existence of the η-ATI
with bounded support is hard to prove due to the lack of the regularity of the quasi-metric d.
Indeed, it is still unknown whether or not a corresponding theorem similar to [30, Theorem 2.18]
still holds true on a space of homogeneous type. To overcome this essential difficulty, we observe
that, for any f ∈ G˚(x0, r, β, γ) and x ∈ X,
RN f (x) = lim
M→∞
RN,M f (x)
holds true both in L2(X) and locally uniformly (see Lemma 4.10 below), where each RN,M is
associated to an integral kernel, still denoted by RN,M, in the following way
RN,Mg(x) =
∫
X
RN,M(x, y)g(y) dµ(y), ∀ g ∈
⋃
p∈[1,∞]
Lp(X), ∀ x ∈ X,
with RN,M being a standard Caldero´n-Zygmund kernel and satisfying the “second difference regu-
larity condition”. Thus, the boundedness of RN on G˚(x0, r, β, γ) can then be reduced to the corre-
sponding boundedness of operators like RN,M, while the latter is obtained in Theorem 3.1 below.
This is the key creative point used in this article to obtain the desired homogeneous continuous
Caldero´n reproducing formulae.
The above discussion mainly works for the proof of homogeneous continuous Caldero´n repro-
ducing formula. For the homogeneous discrete one, we formally apply the mean value theorem to
(1.4). For the inhomogeneous ones, the difficulties we meet are similar to those for homogeneous
ones. For their detailed proofs, see Sections 5 and 6.2 below, respectively.
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Compared with the Caldero´n reproducing formulae on RD-spaces (or Ahlfors-n regular spaces)
in [30], which holds true in the space G˚ǫ
0
(β, γ) of test functions with ǫ strictly smaller than the
Ho¨lder regularity exponent η of the approximations of the identity, here all Caldero´n reproducing
formulae obtained in this article hold true in G˚η
0
(β, γ), that is, the regularity exponent of the space
of test functions can attain the corresponding one of the approximations of the identity.
Following [11, pp. 587–588], throughout this article, we always make the following assump-
tions: for any point x ∈ X, assume that the balls {B(x, r)}r∈(0,∞) form a basis of open neighborhoods
of x; assume that µ is Borel regular, which means that open sets are measurable and every set A ⊂ X
is contained in a Borel set E satisfying that µ(A) = µ(E); we also assume that µ(B(x, r)) ∈ (0,∞)
for any x ∈ X and r ∈ (0,∞). For the presentation concision, we always assume that (X, d, µ) is
non-atomic [namely, µ({x}) = 0 for any x ∈ X] and diam(X) = ∞. It is known that diam(X) = ∞
implies that µ(X) = ∞ (see, for example, [1, Lemma 8.1]).
The organization of this article is as follows.
Section 2 deals with approximations of the identity on (X, d, µ). In Section 2.1, we recall the
notions of both the approximations of the identity with polynomial decay (for short, ATI) and the
space of test functions from [30], and then state some often used related estimates. In Section 2.2,
motivated by the wavelet theory established in [1], we introduce a new kind of approximations
of the identity with exponential decay (for short, exp-ATI), and then establish several equivalent
characterizations of exp-ATIs and discuss the relationship between exp-ATIs and ATIs.
Section 3 concerns the boundedness of Caldero´n-Zygmund-type operators on spaces of test
functions. In Section 3.1, we show that Caldero´n-Zygmund operators whose kernels satisfying the
second difference regularity condition and some other size and regularity conditions are bounded
on spaces of test functions with cancellation, whose proof is long and separated into two subsec-
tions (see Sections 3.2 and 3.3). Section 3.4 deals with the boundedness of Caldero´n-Zygmund-
type operators on spaces of test functions without cancellation. Compared with [30, Theorem
2.18], the condition used here is a little bit stronger, but the proof is easier and enough for us to
build the Caldero´n reproducing formulae in Sections 4, 5 and 6 below.
In Section 4, we start our discussion by dividing the identity into a main operator TN and a
remainder RN. In Section 4.1, we prove that compositions of two exp-ATIs have properties similar
to those of an exp-ATI. With this and the conclusions in Section 3, we prove, in Section 4.2, that
the operator norms of RN on both L
2(X) and spaces of test functions can be small enough if N is
sufficiently large. This ensures the existence of T−1
N
which leads to the homogeneous continuous
Caldero´n reproducing formulae in Section 4.3.
In Section 5, by a method similar to that used in [30, Section 4], we split the k-level dyadic
cubes Qkα into a sum of dyadic subcubes in level k + j. The remainder for the discrete case
contains RN and another part GN [see (5.3) below]. In Section 5.1, we treat the boundedness
of GN on both L
2(X) and spaces of test functions, and further establish homogeneous discrete
Caldero´n reproducing formulae in Section 5.2.
In Section 6, we obtain inhomogeneous continuous and discrete Caldero´n reproducing formu-
lae, whose proofs are similar to those of homogeneous ones presented in Sections 4 and 5.
Let us make some conventions on notation. Throughout this article, we use A0 to denote the
coefficient appearing in the quasi-triangular inequality of d, the parameter ω means the upper
dimension constant in (1.1), and η is defined to be the smoothness index of wavelets (see Theorem
2.6 below). Denote by δ a small positive number, for example, δ ≤ (2A0)−10, which comes from
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constructing the dyadic cubes on X (see Theorem 2.5 below). For any p ∈ [1,∞], we use p′ to
denote its conjugate index, namely, 1/p + 1/p′ = 1. The symbol C denotes a positive constant
which is independent of the main parameters involved, but may vary from line to line. We use
C(α,β,...) to denote a positive constant depending on the indicated parameters α, β, . . .. The symbol
A . B means that A ≤ CB for some positive constant C, while A ∼ B is used as an abbreviation of
A . B . A. We also use A .α,β,... B to indicate that here the implicit positive constant depends on
α, β, . . . and, similarly, A ∼α,β,... B. For any (quasi)-Banach spaces X, Y and any operator T , we
use ‖T‖X→Y to denote the operator norm of T from X toY. For any j, k ∈ R, let j∧k := min{ j, k}.
2 Approximations of the identity
This section concerns approximations of the identity on (X, d, µ). In Section 2.1, we recall the
notions of both the approximations of the identity with polynomial decay and the space of test
functions from [30], and then state some often used related estimates. In Section 2.2, we recall
the dyadic systems established in [34] and the wavelet systems built in [1], which further motivate
us to introduce a new kind of approximations of the identity with exponential decay. Equivalence
definitions and properties of exp-ATIs are discussed in Section 2.2.
2.1 Approximations of the identity with polynomial decay
For any x, y ∈ X and r ∈ (0,∞), we adopt the notation
V(x, y) := µ(B(x, d(x, y))) and Vr(x) := µ(B(x, r)).
We recall the following notion of approximations of the identity constructed in [30].
Definition 2.1. Let β ∈ (0, 1] and γ ∈ (0,∞). A sequence {Pk}k∈Z of bounded linear integral
operators on L2(X) is called an approximation of the identity of order (β, γ) [for short, (β, γ)-ATI]
if there exists a positive constant C such that, for any k ∈ Z, the kernel of operator Pk, a function
on X × X, which is also denoted by Pk, satisfying
(i) (the size condition) for any x, y ∈ X,
(2.1) |Pk(x, y)| ≤ C
1
Vδk(x) + V(x, y)
[
δk
δk + d(x, y)
]γ
;
(ii) (the regularity condition) if d(x, x′) ≤ (2A0)−1[δk + d(x, y)], then
|Pk(x, y) − Pk(x′, y)| + |Pk(y, x) − Pk(y, x′)|(2.2)
≤ C
[
d(x, x′)
δk + d(x, y)
]β
1
Vδk(x) + V(x, y)
[
δk
δk + d(x, y)
]γ
;
(iii) (the second difference regularity condition) if d(x, x′) ≤ (2A0)−2[δk + d(x, y)] and d(y, y′) ≤
(2A0)
−2[δk + d(x, y)], then
|[Pk(x, y) − Pk(x′, y)] − [Pk(x, y′) − Pk(x′, y′)]|(2.3)
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≤ C
[
d(x, x′)
δk + d(x, y)
]β [
d(y, y′)
δk + d(x, y)
]β
1
Vδk(x) + V(x, y)
[
δk
δk + d(x, y)
]γ
;
(iv) for any x, y ∈ X, ∫
X
Pk(x, y
′) dµ(y′) = 1 =
∫
X
Pk(x
′, y) dµ(x′).
Let L1
loc
(X) be the space of all locally integrable functions on X. Denote by M the Hardy-
Littlewood maximal operator defined by setting, for any f ∈ L1
loc
(X) and x ∈ X,
(2.4) M( f )(x) := sup
r∈(0,∞)
1
µ(B(x, r))
∫
B(x,r)
| f (y)| dµ(y).
For any p ∈ (0,∞], we use the symbol Lp(X) to denote the set of all Lebesgue measurable functions
f such that
‖ f ‖Lp(X) :=
[∫
X
| f (x)|p dµ(x)
] 1
p
< ∞
with the usual modification made when p = ∞.
Now we list some basic properties of (β, γ)-ATIs. For their proofs, see [30, Proposition 2.7].
Proposition 2.2. Let {Pk}k∈Z be an (β, γ)-ATI, with β ∈ (0, 1] and γ ∈ (0,∞), and p ∈ [1,∞). Then
there exists a positive constant C such that
(i) for any x, y ∈ X,
∫
X
|Pk(x, y′)| dµ(y′) ≤ C and
∫
X
|Pk(x′, y)| dµ(x′) ≤ C;
(ii) for any f ∈ L1
loc
(X) and x ∈ X, |Pk f (x)| ≤ CM( f )(x);
(iii) for any f ∈ Lp(X), ‖Pk f ‖Lp(X) ≤ C‖ f ‖Lp(X), which also holds true when p = ∞;
(iv) for any f ∈ Lp(X), ‖ f − Pk f ‖Lp(X) → 0 as k → ∞.
Let us recall the notions of both the space of test functions and the space of distributions, whose
following versions were originally given in [30] (see also [29]).
Definition 2.3 (test functions). Let x1 ∈ X, r ∈ (0,∞), β ∈ (0, 1] and γ ∈ (0,∞). A function f on
X is called a test function of type (x1, r, β, γ), denoted by f ∈ G(x1, r, β, γ), if there exists a positive
constant C such that
(i) (the size condition) for any x ∈ X,
(2.5) | f (x)| ≤ C 1
Vr(x1) + V(x1, x)
[
r
r + d(x1, x)
]γ
;
(ii) (the regularity condition) for any x, y ∈ X satisfying d(x, y) ≤ (2A0)−1[r + d(x1, x)],
(2.6) | f (x) − f (y)| ≤ C
[
d(x, y)
r + d(x1, x)
]β
1
Vr(x1) + V(x1, x)
[
r
r + d(x1, x)
]γ
.
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For any f ∈ G(x1, r, β, γ), define the norm
‖ f ‖G(x1 ,r,β,γ) := inf{C ∈ (0,∞) : (2.5) and (2.6) hold true}.
Define
G˚(x1, r, β, γ) :=
{
f ∈ G(x1, r, β, γ) :
∫
X
f (x) dµ(x) = 0
}
equipped with the norm ‖ · ‖G˚(x1 ,r,β,γ) := ‖ · ‖G(x1 ,r,β,γ). Fixed x0 ∈ X, we denote G(x0, 1, β, γ) [resp.,
G˚(x0, 1, β, γ)], simply, by G(β, γ) [resp., G˚(β, γ)].
Fix x0 ∈ X. For any x ∈ X and r ∈ (0,∞), we find that G(x, r, β, γ) = G(x0, 1, β, γ) with
equivalent norms, but the equivalent positive constants depend on x and r.
Fix ǫ ∈ (0, 1] and β, γ ∈ (0, ǫ]. Let Gǫ
0
(β, γ) [resp., G˚ǫ
0
(β, γ)] be the completion of the set
G(ǫ, ǫ) [resp., G˚(ǫ, ǫ)] in G(β, γ). Furthermore, if f ∈ Gǫ
0
(β, γ) [resp., f ∈ G˚ǫ
0
(β, γ)], we then let
‖ f ‖Gǫ
0
(β,γ) := ‖ f ‖G(β,γ) [resp., ‖ f ‖G˚ǫ
0
(β,γ)
:= ‖ f ‖G(β,γ)]. The dual space (Gǫ0(β, γ))′ [resp., (G˚ǫ0(β, γ))′]
is defined to be the set of all continuous linear functionals from Gǫ
0
(β, γ) [resp., (G˚ǫ
0
(β, γ))′] to C,
equipped with the weak-∗ topology. The spaces (Gǫ
0
(β, γ))′ and (G˚ǫ
0
(β, γ))′ are called the spaces of
distributions.
We conclude this subsection with some estimates from [30, Lemma 2.1], which are proved by
using (1.1).
Lemma 2.4. Let β, γ ∈ (0,∞).
(i) For any x, y ∈ X and r ∈ (0,∞), V(x, y) ∼ V(y, x) and
Vr(x) + Vr(y) + V(x, y) ∼ Vr(x) + V(x, y) ∼ Vr(y) + V(x, y) ∼ µ(B(x, r + d(x, y))),
where the equivalent positive constants are independent of x, y and r.
(ii) There exists a positive constant C such that, for any x1 ∈ X and r ∈ (0,∞),∫
X
1
Vr(x1) + V(x1, y)
[
r
r + d(x1, y)
]γ
dµ(y) ≤ C.
(iii) There exists a positive constant C such that, for any x ∈ X and R ∈ (0,∞),
∫
d(x,y)≤R
1
V(x, y)
[
d(x, y)
R
]β
dµ(y) ≤ C and
∫
d(x,y)≥R
1
V(x, y)
[
R
d(x, y)
]β
dµ(y) ≤ C.
(iv) There exists a positive constant C such that, for any x1 ∈ X and r, R ∈ (0,∞),∫
d(x,x1)≥R
1
Vr(x1) + V(x1, x)
[
r
r + d(x1, x)
]γ
dµ(x) ≤ C
(
r
r + R
)γ
.
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2.2 Approximations of the identity with exponential decay
The main aim of this section is to introduce the approximations of the identity with exponential
decay. Recall that Hyto¨nen and Kariema [34] established a system of dyadic cubes, which is
re-stated in the following theorem.
Theorem 2.5 ([34, Theorem 2.2]). Fix constants 0 < c0 ≤ C0 < ∞ and δ ∈ (0, 1) such that
12A3
0
C0δ ≤ c0. Assume that a set of points, {zkα : k ∈ Z, α ∈ Ak} ⊂ X withAk for any k ∈ Z being
a set of indices, has the following properties: for any k ∈ Z,
(i) d(zkα, z
k
β
) ≥ c0δk if α , β;
(ii) minα∈Ak d(x, z
k
α) ≤ C0δk for any x ∈ X.
Then there exists a family of sets, {Qkα : k ∈ Z, α ∈ Ak}, satisfying
(iii) for any k ∈ Z,⋃α∈Ak Qkα = X and {Qkα : α ∈ Ak} is disjoint;
(iv) if k, l ∈ Z and l ≥ k, then either Ql
β
⊂ Qkα or Qlβ ∩ Qkα = ∅;
(v) for any k ∈ Z and α ∈ Ak, B(zkα, c♮δk) ⊂ Qkα ⊂ B(zkα,C♮δk), where c♮ := (3A20)−1c0, C♮ :=
2A0C0 and z
k
α is called “the center” of Q
k
α.
Throughout this article, we keep the following notation from Theorem 2.5. For any k ∈ Z, let
Xk := {zkα}α∈Ak , Gk := Ak+1 \ Ak and Yk := {zk+1α }α∈Gk =: {ykα}α∈Gk .
Recall that Auscher and Hyto¨nen [1] constructed the points {zkα : k ∈ Z, α ∈ Ak} satisfying
Theorem 2.5 and further built a system of random dyadic cubes having the properties (iii), (iv) and
(v) of Theorem 2.5. With those random dyadic cubes, it was constructed in [1] the spline functions
and then the wavelet functions on (X, d, µ).
Theorem 2.6 ([1, Theorem 7.1 and Corollary 10.4]). There exist constants a ∈ (0, 1], η ∈ (0, 1),
C, ν ∈ (0,∞) and wavelet functions {ψkα : k ∈ Z, α ∈ Gk} satisfying that, for any k ∈ Z and
α ∈ Gk,
(i) (the decay condition) for any x ∈ X,
∣∣∣ψkα(x)∣∣∣ ≤ C√
Vδk(y
k
α)
exp
−ν
[
d(x, ykα)
δk
]a ;
(ii) (the Ho¨lder-regularity condition) if d(x, x′) ≤ δk, then
∣∣∣ψkα(x) − ψkα(x′)∣∣∣ ≤ C√
Vδk(y
k
α)
[
d(x, x′)
δk
]η
exp
−ν
[
d(x, ykα)
δk
]a ;
(iii) (the cancellation condition) ∫
X
ψkα(x) dµ(x) = 0.
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Moreover, the wavelets {ψkα}k, α form an orthonormal basis of L2(X) and an unconditional basis of
Lp(X) with any given p ∈ (1,∞) \ {2}.
For any x, y ∈ X and k ∈ Z, if we let
Qk(x, y) :=
∑
α∈Gk
ψkα(x)ψ
k
α(y),
then Qk was proved to satisfy all conditions (i) through (v) of Definition 2.7 below; see [1,
Lemma 10.1] and [27, Lemma 3.6 and (3.22)]. This inspires us to introduce a new kind of approx-
imations of the identity with exponential decay.
Definition 2.7. A sequence {Qk}k∈Z of bounded linear integral operators on L2(X) is called an
approximation of the identity with exponential decay (for short, exp-ATI) if there exist constants
C, ν ∈ (0,∞), a ∈ (0, 1] and η ∈ (0, 1) such that, for any k ∈ Z, the kernel of operator Qk, a
function on X × X, which is still denoted by Qk, satisfying
(i) (the identity condition)
∑∞
k=−∞ Qk = I in L
2(X), where I is the identity operator on L2(X).
(ii) (the size condition) for any x, y ∈ X,
|Qk(x, y)| ≤ C
1√
Vδk(x)Vδk (y)
exp
{
−ν
[
d(x, y)
δk
]a}
(2.7)
× exp
{
−ν
[
max{d(x,Yk), d(y,Yk)}
δk
]a}
;
(iii) (the regularity condition) if d(x, x′) ≤ δk, then
|Qk(x, y) − Qk(x′, y)| + |Qk(y, x) − Qk(y, x′)|(2.8)
≤ C
[
d(x, x′)
δk
]η
1√
Vδk(x)Vδk (y)
exp
{
−ν
[
d(x, y)
δk
]a}
× exp
{
−ν
[
max{d(x,Yk), d(y,Yk)}
δk
]a}
;
(iv) (the second difference regularity condition) if d(x, x′) ≤ δk and d(y, y′) ≤ δk, then
|[Qk(x, y) − Qk(x′, y)] − [Qk(x, y′) − Qk(x′, y′)]|(2.9)
≤ C
[
d(x, x′)
δk
]η [
d(y, y′)
δk
]η
1√
Vδk(x)Vδk (y)
exp
{
−ν
[
d(x, y)
δk
]a}
× exp
{
−ν
[
max{d(x,Yk), d(y,Yk)}
δk
]a}
,
(v) (the cancellation condition) for any x, y ∈ X,∫
X
Qk(x, y
′) dµ(y′) = 0 =
∫
X
Qk(x
′, y) dµ(x′).
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Remark 2.8. In Definition 2.7, the existence of ν, which is independent of k, x, y, x′ and y′, is far
more important than the quantity of ν. Therefore, in the following discussion, we sometimes do
not distinguish the quantity of ν but focus on the existence of such a ν, which is independent of k,
x, y, x′ and y′.
Remark 2.9. Notice that equivalent definitions of exp-ATIs can be given in the following ways:
(i) Due to (1.1), the factor 1√
V
δk
(x)V
δk
(y)
in (2.7), (2.8) and (2.9) can be replaced by 1
V
δk
(x)
or
1
V
δk
(y)
, with the factor exp{−ν[d(x,y)
δk
]a} replaced by exp{−ν′[d(x,y)
δk
]a} for some ν′ ∈ (0, ν).
(ii) Since a ∈ (0, 1], the factor max{d(x,Yk), d(y,Yk)} in (2.7), (2.8) and (2.9) can be replaced
by d(x,Yk) or d(y,Yk), again with the factor exp{−ν[d(x,y)
δk
]a} replaced by exp{−ν′[d(x,y)
δk
]a}
for some ν′ ∈ (0, ν).
(iii) According to the proposition below, conditions (iii) and (iv) of Definition 2.7 can be equiv-
alently replaced by
(iii)′ if d(x, x′) ≤ (2A0)−1[δk + d(x, y)], then
|Qk(x, y) − Qk(x′, y)| + |Qk(y, x) − Qk(y, x′)|
≤ C
[
d(x, x′)
δk + d(x, y)
]η
1√
Vδk(x)Vδk (y)
exp
{
−ν′
[
d(x, y)
δk
]a}
× exp
{
−ν′
[
max{d(x,Yk), d(y,Yk)}
δk
]a}
;
(iv)′ if d(x, x′) ≤ (2A0)−2[δk + d(x, y)] and d(y, y′) ≤ (2A0)−2[δk + d(x, y)], then
|[Qk(x, y) − Qk(x′, y)] − [Qk(x, y′) − Qk(x′, y′)]|
≤ C
[
d(x, x′)
δk + d(x, y)
]η [
d(y, y′)
δk + d(x, y)
]η
1√
Vδk(x)Vδk(y)
exp
{
−ν′
[
d(x, y)
δk
]a}
× exp
{
−ν′
[
max{d(x,Yk), d(y,Yk)}
δk
]a}
,
where ν′ ∈ (0, ν).
Proposition 2.10. Conditions (iii) and (iv) of Definition 2.7 can be equivalently replaced by (iii)′
and (iv)′ of Remark 2.9(iii). Consequently, any exp-ATI satisfies (2.1), (2.2) and (2.3) with β := η
and any given γ ∈ (0,∞).
Proof. Let us first prove (iii)′. It suffices to consider the case δk < d(x, x′) ≤ (2A0)−1[δk + d(x, y)].
In this case, we have d(x, x′) ≤ A−1
0
δk + d(x′, y) and hence d(x, y) ≤ δk + 2A0d(x′, y), which,
combined with the inequality
Aa ≤ (A − B)a + Ba, ∀A > B > 0 and a ∈ (0, 1],
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implies that
[d(x′, y)]a ≥ (2A0)−a[d(x, y) − δk]a ≥ (2A0)−a
{
[d(x, y)]a − [δk]a
}
.
Similarly, we have
[max{d(x,Yk), d(y,Yk)}]a ≤ [max{δk + 2A0d(x′,Yk), d(y,Yk)}]a
≤ (δk)a + [2A0 max{d(x′,Yk), d(y,Yk)}]a.
Thus, we obtain[
δk + d(x, y)
d(x, x′)
]η
exp
{
−ν
[
d(x′, y)
δk
]a}
exp
{
−ν
[
max{d(x′,Yk), d(y,Yk)}
δk
]a}
(2.10)
≤
[
δk + d(x, y)
δk
]η
exp
{
2(2A0)
−aν
}
exp
{
−ν
[
d(x, y)
2A0δk
]a}
× exp
{
−ν
[
max{d(x,Yk), d(y,Yk)}
2A0δk
]a}
.
From this and (2.7), we easily deduce (iii)′.
Now we prove (iv)′. Let us consider the case δk < d(x, x′) ≤ (2A0)−2[δk + d(x, y)] and δk <
d(y, y′) ≤ (2A0)−2[δk + d(x, y)] as an example to explain the idea. Write
|[Qk(x, y) − Qk(x′, y)] − [Qk(x, y′) − Qk(x′, y′)]| ≤ |Qk(x, y) − Qk(x′, y)| + |Qk(x, y′) − Qk(x′, y′)|.
For the first term, since d(x, x′) ≤ (2A0)−1[δk + d(x, y)], then, from (iii)′, it follows that
|Qk(x, y) − Qk(x′, y)| .
[
d(x, x′)
δk + d(x, y)
]η [
d(y, y′)
δk
]η
1√
Vδk(x)Vδk(y)
exp
{
−ν′
[
d(x, y)
δk
]a}
(2.11)
× exp
{
−ν′
[
max{d(x,Yk), d(y,Yk)}
δk
]a}
.
[
d(x, x′)
δk + d(x, y)
]η [
d(y, y′)
δk + d(x, y)
]η
1√
Vδk(x)Vδk (y)
× exp
{
−ν′′
[
d(x, y)
δk
]a}
exp
{
−ν′
[
max{d(x,Yk), d(y,Yk)}
δk
]a}
,
where ν′′ ∈ (0, ν′) ⊂ (0, ν).
For the term |Qk(x, y′) − Qk(x′, y′)|, notice that d(y, y′) ≤ (2A0)−2[δk + d(x, y)]. Thus,
d(x, y) ≤ A0[d(y, y′) + d(x, y)] ≤ [δk + d(x, y)]/2 + A0d(x, y′),
which implies that d(x, y) ≤ δk + 2A0d(x, y′) and hence
d(x, x′) ≤ (2A0)−2[δk + d(x, y)] ≤ (2A0)−2[2δk + 2A0d(x, y′)] ≤ (2A0)−1[δk + d(x, y′)].
Therefore, using these, (2.11) with y therein replaced by y′ and also (2.10), we conclude that
|Qk(x, y′) − Qk(x′, y′)| .
[
d(x, x′)
δk + d(x, y′)
]η [
d(y, y′)
δk + d(x, y′)
]η
1√
Vδk(x)Vδk (y
′)
exp
{
−ν′′
[
d(x, y′)
δk
]a}
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× exp
{
−ν′
[
max{d(x,Yk), d(y′,Yk)}
δk
]a}
.
[
d(x, x′)
δk + d(x, y)
]η [
d(y, y′)
δk + d(x, y)
]η
1√
Vδk(x)Vδk(y)
exp
{
−ν
′′
2
[
d(x, y′)
2A0δk
]a}
× exp
{
−ν′
[
max{d(x,Yk), d(y′,Yk)}
2A0δk
]a}
.
The other cases are similar, the details being omitted. This proves (iv)′.
Finally, we fix γ ∈ (0,∞). Notice that the doubling condition (1.1) implies that
Vδk(x) + V(x, y)√
Vδk(x)Vδk(y)
.
[
δk + d(x, y)
δk
]ω
with ω as in (1.1). From this, 2.7(ii) and the above (iii)′ and (iv)′, we deduce that[
δk + d(x, y)
δk
]ω
exp
{
−ν′
[
d(x, y)
δk
]a}
.
[
δk
δk + d(x, y)
]γ
.
This implies that any exp-ATI satisfies (2.1), (2.2) and (2.3), which completes the proof of Propo-
sition 2.10. 
Remark 2.11. Observe that, even if {Pk}∞k=−∞ is an (η, γ)-ATI with η as in Definition 2.7 and
γ ∈ (0,∞) as in Definition 2.1, the family {Pk − Pk−1}∞k=−∞ may not be an exp-ATI due to the
additional exponential factor
exp{−ν[max{d(x,Yk)), d(x,Yk)}/δk]a}
in Definition 2.7. This exponential factor is important because it is a substitute of the reverse
doubling condition; see [1, Lemma 8.3] or Lemma 4.8 below.
3 Caldero´n-Zygmund-type operators on spaces of test functions
For any s ∈ (0, η], the Ho¨lder space Cs(X) consists of all f ∈ L∞(X) such that
‖ f ‖C˙s(X) := sup
x,y
| f (x) − f (y)|
[d(x, y)]s
< ∞.
Denote by the symbol Cs
b
(X) the space of all functions in Cs(X) with bounded support, equipped
with the strict inductive limit topology. Write the dual space of Cs
b
(X) as (Cs
b
(X))′, equipped with
the weak-∗ topology.
For any s ∈ (0, η], a function K : (X × X) \ {(x, x) : x ∈ X} → C is called an s-Caldero´n-
Zygmund kernel if there exists a positive constant CT such that
(i) for any x, y ∈ X with x , y,
(3.1) |K(x, y)| ≤ CT 1
V(x, y)
;
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(ii) if d(x, x′) ≤ (2A0)−1d(x, y) with x , y, then
(3.2) |K(x, y) − K(x′, y)| + |K(y, x) − K(y, x′)| ≤ CT
[
d(x, x′)
d(x, y)
]s
1
V(x, y)
.
A linear operator T : Cs
b
(X) → (Cs
b
(X))′ is called an s-Caldero´n-Zygmund operator if T can be
extended to a bounded linear operator on L2(X) and if there exists an s-Caldero´n-Zygmund kernel
K such that, for any f ∈ Cs
b
(X),
T f (x) :=
∫
X
K(x, y) f (y) dµ(y), ∀ x < supp f .
For more studies on Caldero´n-Zygmund operators over spaces of homogeneous type, we refer the
reader to [10, 30, 1, 13].
The main aim of this section is to prove the following boundedness of a Caldero´n-Zygmund-
type operator on spaces of test functions with or without cancellation.
3.1 Boundedness of Caldero´n-Zygmund-type operators on G˚(β, γ)
The main aim of this section is to prove the following boundedness of Caldero´n-Zygmund-type
operators on G˚(x1, r, β, γ).
Theorem 3.1. Suppose that s ∈ (0, η), β, γ ∈ (0, s) and T is an s-Caldero´n-Zygmund-operator
with its kernel K satisfying the following additional conditions:
(a) there exsits a positive constant CT such that, if d(x, x
′) ≤ (2A0)−2d(x, y) and d(y, y′) ≤
(2A0)
−2d(x, y) with x , y, then
(3.3) |[K(x, y) − K(x′, y)] − [K(x, y′) − K(x′, y′)]| ≤ CT
[
d(x, x′)
d(x, y)
]s [
d(y, y′)
d(x, y)
]s
1
V(x, y)
;
(b) for any f ∈ Cβ(X) and x ∈ X,
T f (x) =
∫
X
K(x, y) f (y) dµ(y);
(c) there exists a constant c0 such that, for any x ∈ X.
(3.4)
∫
X
K(x, y) dµ(y) = c0.
Then there exists a positive constant C(β,γ) such that, for any f ∈ G˚(x1, r, β, γ) with x1 ∈ X and
r ∈ (0,∞),
‖T f ‖G(x1 ,r,β,γ) ≤ C(β,γ)
[
CT + ‖T‖L2(X)→L2(X) + |c0|
]
‖ f ‖G(x1 ,r,β,γ),
where C(β,γ) depends on β, γ but not on x1, r or c0.
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Remark 3.2. Theorem 3.1 remains true if d is a metric, the condition (b) is removed and the
condition (c) is replaced by the assumption that T1 = 0 in (C˚
β
b
(X))′, which means 〈T1, f 〉 = 0 for
any
f ∈ C˚β
b
(X) :=
{
f ∈ Cβ
b
(X) :
∫
X
f (x) dµ(x) = 0
}
;
see [30, Theorem 2.18]. It is still unknown whether or not [30, Theorem 2.18] still holds true if d
is just a quasi-metric.
To prove Theorem 3.1, we need the following two lemmas.
Lemma 3.3 ([1, Corollary 4.2]). Suppose x ∈ X and r ∈ (0,∞). Then there exists a function f
such that χB(x,r) ≤ f ≤ χB(x,2A0r) and ‖ f ‖C˙η(X) ≤ Cr−η, where C is a positive constant independent
of x and r.
Lemma 3.4. Let T be a Caldero´n-Zygmund operator with its kernel K satisfying that, for any
x ∈ X, ∫
X
K(x, y) dµ(y) = c0,
where c0 ∈ C is a constant. Assume that x0 ∈ X, t ∈ (0,∞) and θ is a function satisfying
|θ| ≤ χB(x0 ,t) and ‖θ‖C˙η(X) ≤ t−η. Then there exists a positive constant C, independent of x0, t and
c0, such that, for any x ∈ X,
(3.5) |Tθ(x)| ≤ C
[
CT + ‖T‖L2(X)→L2(X) + |c0|
]
.
Proof. With the condition
∫
X
K(x, y) dµ(y) = c0 for any x ∈ X replaced by T1 = 0 in (C˚βb(X))′, the
proof of this lemma was essentially given in [27, (3.24)] (see also [30, Lemma 2.15] on the setting
of RD-spaces). Following the proof of [27, (3.24)], we observe that here the condition∫
X
K(x, y) dµ(y) = c0, ∀ x ∈ X
leads to the additional term |c0| in (3.5), the details being omitted. This finishes the proof of
Lemma 3.4. 
Using Lemmas 3.3 and 3.4, we now show Theorem 3.1.
Proof of Theorem 3.1. Let all the notation be as in Theorem 3.1. Without loss of generality, we
may as well assume that ‖ f ‖G(x1 ,r,β,γ) = 1 and max{CT , ‖T‖L2(X)→L2(X), |c0|} ≤ 1. To show Theorem
3.1, it suffices to prove that, for any x ∈ X,
(3.6) |T f (x)| . 1
Vr(x1) + V(x1, x)
[
r
r + d(x1, x)
]γ
and, for any x, x′ ∈ X satisfying d(x, x′) ≤ (2A0)−1[r + d(x1, x)],
(3.7) |T f (x) − T f (x′)| .
[
d(x, x′)
r + d(x1, x)
]β
1
Vr(x1) + V(x1, x)
[
r
r + d(x1, x)
]γ
.
We conclude the proof of Theorem 3.1 by proving (3.6) and (3.7) in Sections 3.2 and 3.3 below,
respectively. 
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3.2 Proof of the size estimate (3.6)
Proof of (3.6). The proof is given by considering two cases: d(x1, x) < 2A0r and d(x1, x) ≥ 2A0r.
Case 1) d(x1, x) < 2A0r. In this case, the right-hand side of (3.6) is comparable with
1
Vr(x1)
∼
1
Vr(x)
. By Lemma 3.3, there exists a function θ such that χB(x1 ,4A20r)
≤ θ ≤ χB(x1 ,8A30r) and ‖θ‖C˙η(X) .
r−η. Let ψ := 1 − θ. By the fact that f ∈ G(x1, r, β, γ) belongs to Cβ(X), we can use (b) to write,
for any x ∈ X,
T f (x) =
∫
X
K(x, y) f (y) dµ(y)
=
∫
X
K(x, y)[ f (y) − f (x)]θ(y) dµ(y) +
∫
X
K(x, y) f (y)ψ(y) dµ(y) + f (x)
∫
X
K(x, y)θ(y) dµ(y)
=: Z1 + Z2 + Z3
From the fact supp θ ⊂ B(x1, 8A30r) and the assumption d(x1, x) < r, we deduce that any y with
θ(y) , 0 satisfies d(x, y) ≤ 10A4
0
r. Then, applying (3.1), the Ho¨lder regularity condition of f and
Lemma 2.4(iii), the size condition of f and (1.1), we conclude that
|Z1| ≤
∫
d(x,y)≤(2A0)−1[r+d(x1,x)]
|K(x, y)|| f (y) − f (x)| dµ(y)
+
∫
d(x,y)>(2A0)
−1[r+d(x0 ,x)]
d(x,y)<10A4
0
r
|K(x, y)|[| f (y)| + | f (x)|] dµ(y)
.
1
Vr(x1)
∫
d(x,y)≤(2A0)−1[r+d(x1 ,x)]
1
V(x, y)
[
d(x, y)
r + d(x1, x)
]β
dµ(y)
+
1
Vr(x1)
∫
(2A0)−1r<d(x,y)<10A40r
1
V(x, y)
dµ(y) .
1
Vr(x1)
,
as desired.
Notice that ψ(y) , 0 implies that d(x1, y) ≥ 4A20r, which further implies d(x, y) ≥ 2A0r. By
this, (3.1) and Lemma 2.4(ii), we know that
|Z2| .
∫
d(x1 ,y)≥4A20r
1
V(x, y)
| f (y)| dµ(y) . 1
Vr(x)
∫
X
| f (y)| dµ(y) . 1
Vr(x1)
.
From (3.5) and the size condition of f , we deduce that |Z3| . | f (x)| . 1Vr(x1) . Thus, (3.6) holds true
when d(x1, x) < 2A0r.
Case 2) R := d(x1, x) ≥ 2A0r. In this case, by Lemma 3.3, we can choose u1 and u2 such
that χB(x,(2A0)−3R) ≤ u1 ≤ χB(x,(2A0)−2R), ‖u1‖C˙η(X) . R−η, χB(x1 ,(2A0)−3R) ≤ u2 ≤ χB(x1,(2A0)−2R) and
‖u2‖C˙η(X) . R−η. Let u3 := 1− u1 − u2. Write f = f1 + f2 + f3, where fi := f ui for any i ∈ {1, 2, 3}.
We claim that, for any y, y′ ∈ X,
| f1(y)| .
1
VR(x1)
(
r
R
)γ
;(3.8)
| f1(y) − f1(y′)| .
[
d(y, y′)
R
]β
1
VR(x1)
(
r
R
)γ
;(3.9)
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| f3(y)| .
1
Vr(x1) + V(x1, y)
[
r
r + d(x1, y)
]γ
χ{y∈X: d(x,y)≥(2A0)−3R}(y);(3.10) ∫
X
| f3(y)| dµ(y) .
(
r
R
)γ
;(3.11) ∣∣∣∣∣
∫
X
f2(y) dµ(y)
∣∣∣∣∣ . ( rR
)γ
.(3.12)
We now prove (3.8) through (3.12). If y ∈ supp u1 ⊂ B(x, (2A0)−2R), then
R = d(x1, x) ≤ A0[d(x1, y) + d(y, x)] < A0d(x1, y) + d(x1, x)/2,
which implies that R ≤ 2A0d(x1, y). From this and the size condition of f , it follows that
| f1(y)| ≤ | f (y)|χB(x,(2A0)−2R)(y) ≤
1
Vr(x1) + V(x1, y)
[
r
r + d(x1, y)
]γ
.
1
VR(x1)
(
r
R
)γ
,
which proves (3.8).
Next we prove (3.9). By supp u1 ⊂ B(x, (2A0)−2R), we know that | f1(y) − f1(y′)| , 0 implies
either y ∈ B(x, (2A0)−2R) or y′ ∈ B(x, (2A0)−2R). Due to the symmetry, we may as well assume
that y ∈ B(x, (2A0)−2R). Then, like the discussion in the estimation of (3.8), we still have R ≤
2A0d(x1, y). If d(y, y
′) > (2A0)−1[r + d(x1, y)], then, by (3.8) and R ≤ 2A0d(x1, y), we obtain
| f1(y) − f1(y′)| ≤ | f (y)| + | f (y′)| .
[
d(y, y′)
r + d(x1, y)
]β
1
VR(x1)
(
r
R
)γ
.
[
d(y, y′)
R
]β
1
VR(x1)
(
r
R
)γ
.
If d(y, y′) ≤ (2A0)−1[r + d(x1, y)], then, by the definition of u1 and the regularity condition of f ,
we find that
| f1(y) − f1(y′)| ≤ | f (y)||u1(y) − u1(y′)| + |u1(y′)|| f (y) − f (y′)|
.
1
V1(x1) + V(x1, y)
[
r
r + d(x1, y)
]γ
min
{
1,
[
d(y, y′)
R
]η}
+
[
d(y, y′)
r + d(x1, y)
]β
1
Vr(x1) + V(x1, y)
[
r
r + d(x1, y)
]γ
.
[
d(y, y′)
R
]β
1
VR(x1)
(
r
R
)γ
.
This proves (3.9).
Since B(x, (2A0)
−2R) ∩ B(x1, (2A0)−2R) = ∅, it follows that 0 ≤ u3 ≤ 1 and u3(x) = 0 if
x ∈ B(x, (2A0)−3R) ∪ B(x1, (2A0)−3R). Combining this with the size condition of f implies (3.10).
From (3.10) and Lemma 2.4(iv), it follows directly (3.11).
To prove (3.12), since f ∈ G˚(x1, r, β, γ), we deduce that
∫
X
f (y) dµ(y) = 0, which, together with
(3.11), (3.8) and supp f1 ⊂ B(x, (2A0)−2R), implies that∣∣∣∣∣
∫
X
f2(y) dµ(y)
∣∣∣∣∣ =
∣∣∣∣∣
∫
X
[ f1(y) + f3(y)] dµ(y)
∣∣∣∣∣ .
∫
B(x,(2A0)−2R)
| f1(y)| dµ(y) +
(
r
R
)γ
.
(
r
R
)γ
.
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Therefore, we complete the proofs of (3.8) through (3.12).
Now we continue the proof of (3.6) in the case R = d(x1, x) ≥ 2A0r. Notice that, in this case,
the right-hand side of (3.6) is comparable with 1
VR(x1)
( r
R
)γ. By Lemma 3.3, we find a function u
such that χB(x,(2A0)−2R) ≤ u ≤ χB(x,(2A0)−1R) and ‖u‖C˙η(X) . R−η. Then f1 = u f1 and
T f1(x) =
∫
X
K(x, y)u(y) f1(y) dµ(y)
=
∫
X
K(x, y)u(y)[ f1(y) − f1(x)] dµ(y) + f1(x)
∫
X
K(x, y)u(y) dµ(y) =: Γ1 + Γ2.
By Lemma 3.4 and (3.8), we conclude that |Γ2| . | f1(x)| . 1VR(x1) (
r
R
)γ. From the fact that supp u ⊂
B(x, (2A0)
−1R), (3.1), (3.9) and Lemma 2.4(iii), we deduce that
|Γ1| ≤
∫
d(x,y)<(2A0)−1R
|K(x, y)|| f1(y) − f1(x)| dµ(y)
.
1
VR(x1)
(
r
R
)γ ∫
d(x,y)<(2A0)−1R
1
V(x, y)
[
d(x, y)
R
]β
dµ(y) .
1
VR(x1)
(
r
R
)γ
.
Combining the estimates of Γ1 and Γ2, we obtain the desired estimate of T f1(x).
Now we estimate T f2(x). Indeed, from (3.1), (3.2), (3.12), | f2| ≤ | f |, the size condition of f and
Lemma 2.4(iii), we deduce that
|T f2(x)| ≤
∣∣∣∣∣
∫
X
[K(x, y) − K(x, x1)] f2(y) dµ(y)
∣∣∣∣∣ + |K(x, x1)|
∣∣∣∣∣
∫
X
f2(y) dµ(y)
∣∣∣∣∣
.
∫
d(x1 ,y)<(2A0)−2R
|K(x, y) − K(x, x1)|| f2(y)| dµ(y) +
1
V(x, x1)
(
r
R
)γ
.
∫
d(x1 ,y)<(2A0)−2R
[
d(x1, y)
R
]s
1
V(x, x1)
(
r
r + d(x1, y)
)γ
1
V(x1, y)
dµ(y) +
1
VR(x1)
(
r
R
)γ
.
1
VR(x1)
(
r
R
)γ {∫
d(x1 ,y)<(2A0)−2R
[
d(x1, y)
R
]s−γ
1
V(x1, y)
dµ(y) + 1
}
∼ 1
VR(x1)
(
r
R
)γ
.
Finally, by (3.10), (3.1) and (3.11), we conclude that
|T f3(x)| ≤
∫
d(x,y)≥(2A0)−3R
|K(x, y)|| f3(y)| dµ(y)
.
∫
d(x,y)≥(2A0)−3R
1
V(x, y)
| f3(y)| dµ(y) .
1
VR(x1)
(
r
R
)γ
.
Since T f = T f1 + T f2 + T f3, we summarize the estimates of {T fi(x)}3i=1 and then complete the
proof of (3.6) in the case R = d(x1, x) ≥ 2A0r. This finishes the proof of (3.6). 
3.3 Proof of the regularity estimate (3.7)
Proof of (3.7). Assume that ρ := d(x, x′) ≤ (2A0)−1[r + d(x1, x)], we show (3.7) by considering
the following three cases.
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Case 1) ρ ≥ (3A0)−4[r + d(x1, x)]. In this case, we have d(x, x′) ∼ r + d(x1, x) ∼ r + d(x1, x′),
so that the size condition (3.6) and the doubling condition (1.1) directly imply (3.7).
Case 2) ρ < (3A0)
−4[r + d(x1, x)] and R := d(x1, x) < r. In this case, notice that d(x1, x) < r
implies that the right-hand side of (3.6) is comparable with (
ρ
r
)β 1
Vr(x1)
. By Lemma 3.3, we choose
a function ϕ such that χB(x,(2A0)2ρ) ≤ ϕ ≤ χB(x,(2A0)3ρ) and ‖ϕ‖C˙η(X) . ρ−η. Let ζ := 1 − ϕ. Using
(b), we write
T f (x) =
∫
X
K(x, y)[ f (y) − f (x)]ϕ(y) dµ(y) +
{∫
X
K(x, y) f (y)ζ(y) dµ(y)
+ f (x)
∫
X
K(x, y)ϕ(y) dµ(y)
}
=: Γ1(x) + Γ2(x).
Let us first estimate |Γ1(x) − Γ1(x′)|. Noticing that supp ϕ ⊂ B(x, (2A0)3ρ), we then have
|Γ1(x)| ≤
∫
d(x,y)<8A3
0
ρ
d(x,y)≤(2A0)−1[r+d(x1 ,x)]
|K(x, y)|| f (y) − f (x)| dµ(y)
+
∫
d(x,y)<8A3
0
ρ
d(x,y)>(2A0)
−1[r+d(x1 ,x)]
|K(x, y)[| f (y)| + | f (x)|] dµ(y) =: Γ1,1 + Γ1,2.
By (3.1), the regularity condition of f and Lemma 2.4(ii), we conclude that
Γ1,1 .
∫
d(x,y)<8A3
0
ρ
1
V(x, y)
[
d(x, y)
r + d(x1, x)
]β
1
Vr(x1)
dµ(y) .
(
ρ
r
)β 1
Vr(x1)
.
Likewise, using the size condition of f , we obtain
Γ1,2 .
1
Vr(x1)
∫
d(x,y)<8A3
0
ρ
1
V(x, y)
[
d(x, y)
r + d(x1, x)
]β
dµ(y) .
(
ρ
r
)β 1
Vr(x1)
.
Therefore, |Γ1(x)| . (ρr )β 1Vr(x1) .
Notice that, if y ∈ supp ϕ ⊂ B(x, (2A0)3ρ), then d(x′, y) < 9A40ρ, so, by an argument similar to
the estimation of Γ1(x), we also conclude that |Γ1(x′)| . (ρr )β 1Vr(x1) . Thus, we have
|Γ1(x) − Γ1(x′)| ≤ |Γ1(x)| + |Γ1(x′)| .
(
ρ
r
)β 1
Vr(x1)
.
To estimate |Γ2(x) − Γ2(x′)|, by (3.4) and the fact
∫
X
K(x, y) dµ(y) =
∫
X
K(x′, y) dµ(y), we write
Γ2(x) − Γ2(x′) =
∫
X
[K(x, y) − K(x′, y)][ f (y) − f (x)]ζ(y) dµ(y)
+ [ f (x) − f (x′)]
∫
X
K(x′, y)ϕ(y) dµ(y) =: Γ2,1 + Γ2,2.
To estimate Γ2,1, by 0 ≤ ζ ≤ 1 and the support condition of ζ, we have
|Γ2,1| ≤
∫
d(x,y)≥(2A0)2ρ
d(x,y)≤(2A0)−1[r+d(x1 ,x)]
|K(x, y) − K(x′, y)|| f (y) − f (x)| dµ(y)
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+
∫
d(x,y)≥(2A0)2ρ
(x,y)>(2A0)
−1[r+d(x1 ,x)]
|K(x, y) − K(x′, y)|[| f (y)| + | f (x)|] dµ(y) =: Γ2,1,1 + Γ2,1,2.
By (3.1), the regularity condition of f , d(x, x1) < r and Lemma 2.4(iii), we have
Γ2,1,1 .
1
Vr(x1)
∫
d(x,y)≥(2A0)2ρ
[
d(x, x′)
d(x, y)
]s
1
V(x, y)
[
d(x, y)
r
]β
dµ(y)
.
(
ρ
r
)β 1
Vr(x1)
∫
d(x,y)≥(2A0)2ρ
[
ρ
d(x, y)
]s−β
1
V(x, y)
dµ(y) .
(
ρ
r
)β 1
Vr(x1)
.
From (3.1), the size condition of f , d(x, x1) < r and Lemma 2.4(iii), we deduce that
Γ2,1,2 .
1
Vr(x1)
∫
d(x,y)≥(2A0)2ρ
d(x,y)>(2A0)
−1[r+d(x1 ,x)]
[
d(x, x′)
d(x, y)
]s
1
V(x, y)
dµ(y)
.
(
ρ
r
)β 1
Vr(x1)
∫
d(x,y)≥(2A0)2ρ
[
ρ
d(x, y)
]s−β
1
V(x, y)
dµ(y) .
(
ρ
r
)β 1
Vr(x1)
.
We therefore obtain |Γ2,1| . (ρr )β 1Vr(x1) .
Now we estimate Γ2,2. By Lemma 3.4, the regularity of f and d(x, x1) < r, we know that
|Γ2,2| . | f (x) − f (x′)| .
[
d(x, x′)
r + d(x1, x)
]β
1
Vr(x1) + V(x1, x)
[
r
r + d(x1, x)
]γ
∼
(
ρ
r
)β 1
Vr(x1)
.
Therefore, |Γ2(x) − Γ2(x′)| . (ρr )β 1Vr(x1) . Altogether, we find that (3.7) holds true when ρ <
(3A0)
−4[r + d(x1, x)] and d(x1, x) < r.
Case 3) ρ < (3A0)
−4[r + d(x1, x)] and R = d(x1, x) ≥ r. The proof for this case was essentially
given in [27, (3.12)]. We include some details here for the completeness of this article. Notice
that, in this case, the right-hand side of (3.7) is comparable with (
ρ
R
)β 1
VR(x1)
( r
R
)γ. Let ui and fi be
defined as in Section 3.2. Then
|T f (x) − T f (x′)| ≤
3∑
i=1
|T fi(x) − T fi(x′)|.
To estimate the term |T f1(x) − T f1(x′)|, we write
T f1(x) =
∫
X
K(x, y) f1(y) dµ(y)
=
∫
X
K(x, y)˜u(y)
[
f1(y) − f1(x)
]
dµ(y)
+
[∫
X
K(x, y)˜v(y) f1(y) dµ(y) + f1(x)
∫
X
K(x, y)˜u(y) dµ(y)
]
=: Γ3(x) + Γ4(x),
where u˜ is a function satisfying χB(x,2A0ρ) ≤ u˜ ≤ χB(x,4A2
0
ρ) and ‖˜u‖C˙η(X) . ρ−η, and v˜ := 1 − u˜. By
supp u ⊂ B(x, 4A2
0
ρ), (3.1), (3.8) and Lemma 2.4(iii), we conclude that
|Γ3(x) − Γ3(x′)| ≤ |Γ3(x)| +
∣∣∣Γ3(x′)∣∣∣
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≤
∫
d(x,y)<4A2
0
ρ
|K(x, y)| | f1(y) − f (x)| dµ(y)
+
∫
d(x,y)<4A2
0
ρ
|K(x′, y)|
∣∣∣ f1(y) − f (x′)∣∣∣ dµ(y)
.
∫
d(x,y)<4A2
0
ρ
1
V(x, y)
[
d(x, y)
R
]β
1
VR(x1)
(
r
R
)γ
dµ(y)
+
∫
d(x′ ,y)<5A3
0
ρ
1
V(x′, y)
[
d(x′, y)
R
]β
1
VR(x1)
(
r
R
)γ
dµ(y) .
(
ρ
R
)β 1
VR(x1)
(
r
R
)γ
.
To deal with the term Γ4, using the assumption that
∫
X
K(x, y) dµ(y) =
∫
X
K(x′, y) dµ(y), we write
Γ4(x) − Γ4(x′) =
∫
X
[K(x, y) − K(x′, y)]˜v(y) [ f1(y) − f1(x)] dµ(y)
+
[
f1(x) − f1(x′)
] ∫
X
K(x′, y)˜u(y) dµ(y) =: Γ4,1 + Γ4,2.
From supp v˜ ⊂ B(x, 2A0ρ)∁, (3.2), (3.9), β < s and Lemma 2.4(iii), we deduce that
|Γ4,1| ≤
∫
d(x,y)≥2A0ρ
|K(x, y) − K(x′, y)| | f1(y) − f1(x)| dµ(y)
.
∫
d(x,y)≥2A0ρ
[
ρ
d(x, y)
]s
1
V(x, y)
[
d(x, y)
R
]β
1
VR(x1)
(
r
R
)γ
dµ(y)
∼
(
ρ
R
)β 1
VR(x1)
(
r
R
)γ ∫
d(x,y)≥2A0ρ
1
V(x, y)
[
ρ
d(x, y)
]s−β
dµ(y) .
(
ρ
R
)β 1
VR(x1)
(
r
R
)γ
.
By (3.9) and Lemma 3.4, we know that
|Γ4,2| .
∣∣∣ f1(x) − f1(x′)∣∣∣ . ( ρ
R
)β 1
VR(x1)
(
r
R
)γ
,
so does |Γ4(x) − Γ4(x′)|. This shows that |T f1(x) − T f1(x′)| satisfies the desired estimate.
Now we consider the term |T f2(x) − T f2(x′)|. Indeed, we have∣∣∣T f2(x) − T f2(x′)∣∣∣ = ∣∣∣∣∣
∫
X
[K(x, y) − K(x′, y)] f2(y) dµ(y)
∣∣∣∣∣(3.13)
≤
∫
X
|K(x, y) − K(x′, y) − K(x, x1) − K(x′, x1)| | f2(y)| dµ(y)
+ |K(x, x1) − K(x′, x1)|
∣∣∣∣∣
∫
X
f2(y) dµ(y)
∣∣∣∣∣ =: Γ5 + Γ6.
By supp f2 ⊂ B(x1, (2A0)−2R), the fact that ρ = d(x, x′) ≤ (2A0)−2R, (3.3), the size condition of f ,
γ < s and Lemma 2.4(iii), we conclude that
Γ5 =
∫
d(x1 ,y)≤(2A0)−2R
|K(x, x1) − K(x′, x1) − K(x, y) + K(x′, y)|| f (y)| dµ(y)
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.
∫
d(x1 ,y)≤(2A0)−2R
1
V(x, x1)
[
d(x, x′)
d(x, x1)
]s [
d(x1, y)
d(x, x1)
]s
1
Vr(x1) + V(x1, y)
[
r
r + d(x1, y)
]γ
dµ(y)
.
(
ρ
R
)β 1
VR(x)
(
r
R
)γ ∫
d(x1 ,y)≤(2A0)−2R
1
V(x1, y)
[
d(x1, y)
R
]s−γ
dµ(y) .
(
ρ
R
)β 1
VR(x1)
(
r
R
)γ
.
From the fact that ρ = d(x, x′) ≤ (2A0)−1R, (3.2) and (3.12), we deduce that
Γ6 .
1
V(x, x1)
[
d(x, x′)
d(x, x1)
]s (
r
R
)γ
.
(
ρ
R
)β 1
VR(x1)
(
r
R
)γ
.
Combining the estimates of Γ5 and Γ6, we know that∣∣∣T f2(x) − T f2(x′)∣∣∣ . ( ρ
R
)β 1
VR(x1)
(
r
R
)γ
.
Finally, by (3.2), (3.10) and (3.11), we conclude that
∣∣∣T f3(x) − T f3(x′)∣∣∣ ≤ ∫
d(x,y)≥(2A0)−3R≥2A0ρ
|K(x, y) − K(x′, y)| | f3(y)| dµ(y)
.
∫
d(x,y)≥(2A0)−3R≥2A0ρ
1
V(x, y)
[
d(x, x′)
d(x, y)
]s
| f3(y)| dµ(y)
.
(
ρ
R
)β 1
VR(x)
∫
X
| f3(y)| dµ(y) .
(
ρ
R
)β 1
VR(x1)
(
r
R
)γ
.
Thus, when d(x, x′) ≤ (3A0)−4[1 + d(x0, x)] and R ≥ ρ, we also have
|T f (x) − T f (x′)| .
(
ρ
R
)β 1
VR(x1)
(
r
R
)γ
,
as desired.
Summarizing all three cases, we complete the proof of (3.7) and hence of Theorem 3.1. 
3.4 Boundedness of Caldero´n-Zygmund-type operators on G(β, γ)
The aim of this section is to show the following boundedness of Caldero´n-Zygmund-type op-
erators on G(β, γ), whose proof is similar to that of Theorem 3.1.
Theorem 3.5. Let all the notation be as in Theorem 3.1. Assume that there exist positive constants
CT , r0 and σ such that
(d) if d(x, y) ≥ r0, then
(3.14) |K(x, y)| ≤ CT
1
V(x, y)
[
r0
d(x, y)
]σ
;
(e) if d(x, y) ≥ r0 and d(x, x′) ≤ (2A0)−1d(x, y), then
(3.15) |K(x, y) − K(x′, y)| ≤ CT
[
d(x, x′)
d(x, y)
]s
1
V(x, y)
[
r0
d(x, y)
]σ
.
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Let β ∈ (0, s) and γ ∈ (0, s) ∩ (0, σ]. Then, for any f ∈ G(x1, r0, β, γ) with x1 ∈ X,
‖T f ‖G(x1 ,r0,β,γ) ≤ C
[
CT + ‖T‖L2(X)→L2(X) + |c0|
]
‖ f ‖G(x1 ,r0,β,γ),
where C is a positive constant independent of x1, r0, c0 and f . Moreover, if T further satisfies that∫
X
K(x, y) dµ(x) = 0 for any y ∈ X, then T f ∈ G˚(x1, r0, β, γ) for any f ∈ G(x1, r0, β, γ).
Proof. Similarly to the proof of Theorem 3.1, we only need to prove (3.6) and (3.7), but now
f ∈ G(x1, r0, β, γ) has no cancellation.
To show (3.6), following the arguments used in Section 3.2, we consider the cases R :=
d(x1, x) < 2A0r0 and R := d(x1, x) ≥ 2A0r0, respectively. Observe that the cancellation condi-
tion of f is only used in the proof of (3.12) and hence in the estimation of T f2(x) (this is for the
case R ≥ 2A0r0). So we need to re-estimate T f2(x) without using (3.12). Indeed, if f2(y) , 0, then
d(x1, y) < (2A0)
−2R and hence d(y, x) ≥ (2A0)−1R ≥ r0. From this, assumption (b) of Theorem
3.1, (3.14), the size condition of f and Lemma 2.4(ii), we deduce that
|T f2(x)| ≤
∫
d(x1 ,y)≤(2A0)−2R
|K(x, y) f2(y)| dµ(y) .
∫
d(x1 ,y)≤(2A0)−2R
1
V(x, y)
[
r0
d(x, y)
]σ
| f (y)| dµ(y)
.
1
VR(x)
(
r0
R
)σ
.
1
Vr0(x1) + V(x1, x)
[
r0
r0 + d(x1, x)
]γ
.
This finishes the proof of the size condition (3.6).
Next we assume that ρ := d(x, x′) ≤ (2A0)−1[r0 + d(x1, x)] and show (3.7) by following the
arguments used in Section 3.3. Again, the cancellation condition of f was only used in dealing
with the regularity of T f2 [see (3.13) in Case 3) therein]. So we re-estimate |T f2(x) − T f2(x′)|
as follows. Indeed, with the assumption of Case) 3, if y ∈ X satisfies f2(y) , 0, then d(x, y) ≥
(2A0)
−1R > r0 and hence d(x, x′) = ρ ≤ (3A0)−4[r0 + R] ≤ (2A0)−1d(x, y). By this, (3.15) and
Lemma 2.4(ii), we conclude that
|T f2(x) − T f2(x′)| ≤
∫
d(x1 ,y)≤(2A0)−2R
|K(x, y) − K(x′, y)|| f2(y)| dµ(y)
.
∫
d(x1 ,y)≤(2A0)−2R
[
d(x, x′)
d(x, y)
]s
1
V(x, y)
[
r0
d(x, y)
]σ
| f (y)| dµ(y)
.
[
d(x, x′)
R
]s
1
VR(x)
(
r0
R
)σ
.
[
d(x, x′)
r0 + d(x1, x)
]s
1
Vr0(x1) + V(x1, x)
[
r0
r0 + d(x1, x)
]γ
.
This proves (3.7) and hence finishes the proof of Theorem 3.5. 
4 Homogeneous continuous Caldero´n reproducing formulae
Suppose that {Qk}∞k=−∞ is an exp-ATI. For any fixed N ∈ N, we have
(4.1) I =
∞∑
k=−∞
Qk =
∞∑
k=−∞
∞∑
l=−∞
Qk+lQk =
∞∑
k=−∞
QNk Qk +
∞∑
k=−∞
∑
|l|>N
Qk+lQk =: TN + RN in L
2(X),
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where QN
k
:=
∑
|l|≤N Qk+l for any k ∈ Z. To deal with the remainder RN (see Section 4.2), we need
to estimate compositions of exp-ATIs first (see Section 4.1). Then the homogeneous continuous
reproducing formula is established in Section 4.3.
4.1 Compositions of two exp-ATIs
In this subsection, we consider the compositions of two exp-ATIs.
Lemma 4.1. Let {Q˜ j} j∈Z and {Qk}k∈Z be two exp-ATIs. Fix η′ ∈ (0, η). Then, for any j, k ∈ Z, the
kernel of Q˜ jQk, still denoted by Q˜ jQk, has the following properties:
(i) for any x, y ∈ X,
∣∣∣Q˜ jQk(x, y)∣∣∣ ≤ Cδ| j−k|η 1
Vδ j∧k(x)
exp
{
−c
[
d(x, y)
δ j∧k
]a}
exp
{
−c
[
d(x,Y j∧k)
δ j∧k
]a}
;(4.2)
(ii) if d(x, x′) ≤ (2A0)−2d(x, y) with x , y, then∣∣∣Q˜ jQk(x, y) − Q˜ jQk(x′, y)∣∣∣ + ∣∣∣Q˜ jQk(y, x) − Q˜ jQk(y, x′)∣∣∣(4.3)
≤ Cδ| j−k|(η−η′ )
[
d(x, x′)
δ j∧k
]η′
1
Vδ j∧k(x)
exp
{
−c
[
d(x, y)
δ j∧k
]a}
exp
{
−c
[
d(x,Y j∧k)
δ j∧k
]a}
;
(iii) if d(x, x′) ≤ (2A0)−3d(x, y) and d(y, y′) ≤ (2A0)−3d(x, y) with x , y, then∣∣∣∣[Q˜ jQk(x, y) − Q˜ jQk(x′, y)] − [Q˜ jQk(x, y′) − Q˜ jQk(x′, y′)]∣∣∣∣(4.4)
≤ Cδ| j−k|(η−η′)
[
d(x, x′)
δ j∧k
]η′ [
d(y, y′)
δ j∧k
]η′
1
Vδ j∧k(x)
exp
{
−c
[
d(x, y)
δ j∧k
]a}
× exp
{
−c
[
d(x,Y j∧k)
δ j∧k
]a}
;
(iv) for any x, y ∈ X,
(4.5)
∫
X
Q˜ jQk(x, y
′) dµ(y′) = 0 =
∫
X
Q˜ jQk(x
′, y) dµ(x′),
where, in (i), (ii) and (iii), C and c are positive constants independent of j, k, x, y, x′ and y′.
Moreover, according to Remark 2.9, in (i), (ii) and (iii), the factors Vδ j∧k(x) and d(x,Y j∧k) can be
replaced, respectively, by Vδ j∧k(y) and d(y,Y j∧k), but with the factor exp{−c[d(x,y)δ j∧k ]a} replaced by
exp{−c′[d(x,y)
δ j∧k ]
a} for some c′ ∈ (0, c) independent of j, k, x, y, x′ and y′.
Proof. For any j, k ∈ Z and x, y ∈ X, we have Q˜ jQk(x, y) =
∫
X
Q˜ j(x, z)Qk(z, y) dµ(z). By (2.7),
the dominated convergence theorem and the cancellation property of Q˜ j and Qk (see Definition
2.7), we then have (4.5). So it remains to prove (4.2), (4.3) and (4.4). By symmetry, we may as
well assume that j ≥ k.
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First we show (4.2). By the cancellation of Q˜ j, we have∣∣∣Q˜ jQk(x, y)∣∣∣ = ∣∣∣∣∣
∫
X
Q˜ j(x, z)[Qk(z, y) − Qk(x, y)] dµ(z)
∣∣∣∣∣
≤
∫
d(x,z)≤δk
∣∣∣Q˜ j(x, z)∣∣∣ |Qk(z, y) − Qk(x, y)| dµ(z) + ∫
d(x,z)>δk
∣∣∣Q˜ j(x, z)∣∣∣ |Qk(z, y)| dµ(z)
+ |Qk(x, y)|
∫
d(x,z)>δk
∣∣∣Q˜ j(x, z)∣∣∣ dµ(z) =: Y1 + Y2 + Y3.
From the size condition of Q˜ j, the smooth condition of Qk and Lemma 2.4(ii), we deduce that
Y1 .
∫
d(x,z)≤δk
1√
Vδ j(x)Vδ j(z)
exp
{
−ν
[
d(x, z)
δ j
]a} [
d(x, z)
δk
]η
1√
Vδk(x)Vδk (y)
× exp
{
−ν
[
d(x, y)
δk
]a}
exp
{
−ν
[
d(x,Yk)
δk
]a}
dµ(z)
. δ( j−k)η
1√
Vδk(x)Vδk(y)
exp
{
−ν
[
d(x, y)
δk
]a}
exp
{
−ν
[
d(x,Yk)
δk
]a}
×
∫
d(x,z)≤δk
1√
Vδ j(x)Vδ j (z)
[
d(x, z)
δ j
]η
exp
{
−ν
[
d(x, z)
δ j
]a}
dµ(z)
. δ( j−k)η
1√
Vδk(x)Vδk(y)
exp
{
−ν
[
d(x, y)
δk
]a}
exp
{
−ν
[
d(x,Yk)
δk
]a}
.
By the size conditions of Q˜ j, Qk and Lemma 2.4(ii), we conclude that
Y2 .
∫
d(x,z)>δk
1√
Vδ j(x)Vδ j (z)
exp
{
−ν
[
d(x, z)
δ j
]a}
× 1√
Vδk(x)Vδk(y)
exp
{
−ν
[
d(y, z)
δk
]a}
exp
{
−ν
[
d(y,Yk)
δk
]a}
dµ(z).
Notice that a ∈ (0, 1]. From the inequality [d(x, y)]a ≤ Aa
0
([d(x, z)]a + [d(y, z)]a), it follows that
exp
{
−ν
2
[
d(x, z)
δ j
]a}
exp
{
−ν
2
[
d(y, z)
δk
]a}
≤ exp
{
−ν
2
[
d(x, y)
A0δk
]a}
.(4.6)
Similarly, from the fact [d(x,Yk)]a ≤ Aa
0
([d(x, y)]a + [d(y,Yk)]a), it also follows that
exp
{
−ν
4
[
d(x, y)
A0δk
]a}
exp
{
−ν
[
d(y,Yk)
δk
]a}
≤ exp
{
−ν
4
[
d(x,Yk)
A0δk
]a}
.(4.7)
Combining the above two formulae and Lemma 2.4(ii), together with the fact exp{− ν
4
[
d(x,z)
δ j
]a} ≤
exp{− ν
4
δ(k− j)a} . δ( j−k)η, we find that
Y2 . δ
( j−k)η 1√
Vδk(x)Vδk(y)
exp
{
−ν
4
[
d(x, y)
A0δk
]a}
exp
{
−ν
4
[
d(x,Yk)
A0δk
]a}
.
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Again, by the size conditions of Q˜ j and Qk, and Lemma 2.4(ii), we obtain
Y3 .
1√
Vδk(x)Vδk (y)
exp
{
−ν
[
d(x,Yk)
δk
]a}
exp
{
−ν
[
d(x, y)
δk
]a}
×
∫
d(x,z)>δk
1√
Vδ j(x)Vδ j(z)
exp
{
−ν
[
d(x, z)
δ j
]a}
dµ(z)
. exp
{
−ν
2
δ(k− j)a
}
1√
Vδk(x)Vδk(y)
exp
{
−ν
[
d(x,Yk)
δk
]a}
exp
{
−ν
[
d(x, y)
δk
]a}
,
which is desired, because exp{− ν
2
δ(k− j)a} . δ( j−k)η. Therefore, we obtain the size condition (4.2).
Next we consider |Q˜ jQk(x, y)− Q˜ jQk(x′, y)| in (4.3), where d(x, x′) ≤ (2A0)−2d(x, y) with x , y.
Notice that d(x, x′) ≤ (2A0)−2d(x, y) implies that (43A0)−1d(x′, y) ≤ d(x, y) ≤ 43A0d(x′, y). On one
hand, by this and (4.2), we find that∣∣∣Q˜ jQk(x, y) − Q˜ jQk(x′, y)∣∣∣(4.8)
≤
∣∣∣Q˜ jQk(x, y)∣∣∣ + ∣∣∣Q˜ jQk(x′, y)∣∣∣
. δ( j−k)η
1√
Vδk(x)Vδk(y)
exp
{
−c
[
d(x, y)
δk
]a}
exp
{
−c
[
d(x,Yk)
δk
]a}
.
On the other hand, we write∣∣∣Q˜ jQk(x, y) − Q˜ jQk(x′, y)∣∣∣
=
∣∣∣∣∣
∫
X
[
Q˜ j(x, z) − Q˜ j(x′, z)
]
[Qk(z, y) − Qk(x, y)] dµ(z)
∣∣∣∣∣
≤
∫
d(x,z)<2A0d(x,x′ )
∣∣∣Q˜ j(x, z) − Q˜ j(x′, z)∣∣∣ |Qk(z, y) − Qk(x, y)| dµ(z)
+
∫
2A0d(x,x′)≤d(x,z)≤(2A0)−1d(x,y)
· · · +
∫
d(x,z)>(2A0)−1d(x,y)
· · · =: Y4 + Y5 + Y6.
For the term Y4, noticing that d(x, z) < 2A0d(x, x
′) ≤ (2A0)−1d(x, y), we apply the regularity
condition to |Qk(z, y) − Qk(x, y)| [see Remark 2.9(iii)], and then use Lemma 2.4(ii) to deduce that
Y4 .
1√
Vδk(x)Vδk(y)
exp
{
−ν′
[
d(x, y)
δk
]a}
exp
{
−ν′
[
d(x,Yk)
δk
]a}
×
∫
d(x,z)<2A0d(x,x′)
[∣∣∣Q˜ j(x, z)∣∣∣ + ∣∣∣Q˜ j(x′, z)∣∣∣]
[
d(x, z)
δk
]η
dµ(z)
.
[
d(x, x′)
δk
]η
1√
Vδk(x)Vδk(y)
exp
{
−ν′
[
d(x, y)
δk
]a}
exp
{
−ν′
[
d(x,Yk)
δk
]a}
.
To deal with Y5, we first use the regularity conditions to estimate both |Q˜ j(x, z) − Q˜ j(x′, z)| and
|Qk(z, y) − Qk(x, y)| [see Remark 2.9(iii)], and then use Lemma 2.4(ii) to conclude that
Y5 .
1√
Vδk(x)Vδk(y)
exp
{
−ν′
[
d(x, y)
δk
]a}
exp
{
−ν′
[
d(x,Yk)
δk
]a}
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×
∫
X
[
d(x, x′)
δ j
]η
1√
Vδ j(x)Vδ j(z)
exp
{
−ν′
[
d(x, z)
δ j
]a} [
d(x, z)
δk
]η
dµ(z)
.
[
d(x, x′)
δk
]η
1√
Vδk(x)Vδk(y)
exp
{
−ν′
[
d(x, y)
δk
]a}
exp
{
−ν′
[
d(x,Yk)
δk
]a}
.
For the term Y6, noticing that d(x, x
′) ≤ (2A0)−2d(x, y) < (2A0)−1d(x, z), we apply the regularity of
|Q˜ j(x, z)−Q˜ j(x′, z)| [see Remark 2.9(iii)], together with the size conditions of Qk when d(x, z) > δk
and the regularity of Qk when d(x, z) ≤ δk, to obtain
Y6 .
∫
d(x,z)>(2A0)−1d(x,y)
[
d(x, x′)
δ j
]η
1√
Vδ j(x)Vδ j(z)
exp
{
−ν′
[
d(x, z)
δ j
]a}
min
{
1,
[
d(x, z)
δk
]η}
× 1
Vδk(y)
(
exp
{
−ν′
[
d(y, z)
δk
]a}
+ exp
{
−ν′
[
d(x, y)
δk
]a})
exp
{
−ν′
[
d(y,Yk)
δk
]a}
dµ(z).
As in the estimation of (4.6), we always have
exp
{
−ν
′
2
[
d(x, z)
δ j
]a} (
exp
{
−ν′
[
d(y, z)
δk
]a}
+ exp
{
−ν′
[
d(x, y)
δk
]a})
. exp
{
−ν
′
2
[
d(x, y)
A0δk
]a}
for some positive constant c independent of x, y, z and k, j. Consequently,
Y6 .
[
d(x, x′)
δk
]η
1
Vδk(y)
exp
{
−ν
′
2
[
d(x, y)
A0δk
]a}
exp
{
−ν′
[
d(y,Yk)
δk
]a}
×
∫
d(x,z)>(2A0)−1d(x,y)
[
d(x, z)
δ j
]η
1√
Vδ j(x)Vδ j (z)
exp
{
−ν
′
2
[
d(x, z)
δ j
]a}
dµ(z)
.
[
d(x, x′)
δk
]η
1√
Vδk(x)Vδk(y)
exp
−ν
′
4
d(x, y)
A2
0
δk

a exp
−ν
′
4
d(x,Yk)
A2
0
δk

a ,
where in the last step we also used (4.7).
Combining the estimates of Y4 through Y6, we conclude that∣∣∣Q˜ jQk(x, y) − Q˜ jQk(x′, y)∣∣∣(4.9)
.
[
d(x, x′)
δk
]η
1√
Vδk(x)Vδk(y)
exp
{
−ν
′
4
[
d(x, y)
A0δk
]a}
exp
{
−ν′
[
d(x,Yk)
A0δk
]a}
.
Taking the geometric means between (4.8) and (4.9), we then obtain the desired estimate of
|Q˜ jQk(x, y) − Q˜ jQk(x′, y)| in (4.3).
Now we estimate |Q˜ jQk(y, x) − Q˜ jQk(y, x′)| in (4.3). Again d(x, x′) ≤ (2A0)−2d(x, y) implies
that (4
3
A0)
−1d(x′, y) ≤ d(x, y) ≤ 4
3
A0d(x
′, y). On one hand, by (4.2), we have
∣∣∣Q˜ jQk(y, x) − Q˜ jQk(y, x′)∣∣∣ . δ( j−k)η√
Vδk(x)Vδk(y)
exp
{
−c
[
d(x, y)
δk
]a}
exp
{
−c
[
d(x,Yk)
δk
]a}
.(4.10)
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On the other hand, using the size condition of Q˜ j, as well the size and the regularity conditions of
Qk, and invoking (i) and (ii) of Remark 2.9, we find that∣∣∣Q˜ jQk(y, x) − Q˜ jQk(y, x′)∣∣∣
=
∣∣∣∣∣
∫
X
Q˜ j(y, z)[Qk(z, x) − Qk(z, x′)] dµ(z)
∣∣∣∣∣
.
∫
X
1
Vδ j (y)Vδk(z)
min
{
1,
[
d(x, x′)
δk
]η}
exp
{
−ν′
[
d(z,Yk)
δk
]a}
× exp
{
−ν′
[
d(y, z)
δ j
]a} (
exp
{
−ν′
[
d(z, x)
δk
]a}
+ exp
{
−ν′
[
d(z, x′)
δk
]a})
dµ(z).
Noticing that k ≤ j, by (4.7), we have
min
{
1,
[
d(x, x′)
δk
]η}
exp
{
−ν′
[
d(z,Yk)
δk
]a}
exp
{
−ν
′
4
[
d(y, z)
δ j
]a}
.
[
d(x, x′)
δk
]η
exp
{
−ν′
[
d(z,Yk)
δk
]a}
exp
{
−ν
′
4
[
d(y, z)
δk
]a}
.
[
d(x, x′)
δk
]η
exp
{
−ν
′
4
[
d(y,Yk)
A0δk
]a}
.
By (1.1), we obtain 1
V
δk
(z)
. 1
V
δk
(x)
[1 +
d(x,z)
δk
]ω, which, together with d(x, x′) . d(x, y), further
implies that
1
Vδk(z)
(
exp
{
−ν′
[
d(z, x)
δk
]a}
+ exp
{
−ν′
[
d(z, x′)
δk
]a})
.
1
Vδk(x)
[
1 +
d(x, y)
δk
]ω (
exp
{
−ν
′
2
[
d(z, x)
δk
]a}
+ exp
{
−ν
′
2
[
d(z, x′)
δk
]a})
.
As in the estimation of (4.6), we always have
exp
{
−ν
′
2
[
d(y, z)
δ j
]a} (
exp
{
−ν
′
2
[
d(z, x)
δk
]a}
+ exp
{
−ν
′
2
[
d(z, x′)
δk
]a})
≤ exp
{
−ν
′
2
[
d(y, x)
A0δk
]a}
+ exp
{
−ν
′
2
[
d(y, x′)
A0δk
]a}
≤ 2 exp
−ν
′
2
d(y, x)
2A2
0
δk

a .
Applying the above estimates, Lemma 2.4(ii) and (4.7), we conclude that∣∣∣Q˜ jQk(y, x) − Q˜ jQk(y, x′)∣∣∣
.
[
d(x, x′)
δk
]η
1
Vδk(x)
exp
{
−ν
′
4
[
d(y,Yk)
δk
]a}
exp
−ν
′
4
d(y, x)
2A2
0
δk

a
×
∫
X
1
Vδ j(y)
exp
{
−ν
′
4
[
d(y, z)
δ j
]a}
dµ(z)
.
[
d(x, x′)
δk
]η
1
Vδk(x)
exp
{
−c
[
d(x,Yk)
δk
]a}
exp
{
−c
[
d(y, x)
δk
]a}
.
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Taking the geometric means between the last estimate and (4.10), we obtain the desired estimate
of |Q˜ jQk(y, x) − Q˜ jQk(y, x′)| in (4.3).
Finally, we prove (4.4). If d(x, x′) ≤ (2A0)−3d(x, y) and d(y, y′) ≤ (2A0)−3d(x, y) with x , y, by
(4.2) and (i) and (ii) of Remark 2.9, we conclude that∣∣∣∣[Q˜ jQk(x, y) − Q˜ jQk(x′, y)] − [Q˜ jQk(x, y′) − Q˜ jQk(x′, y′)]∣∣∣∣(4.11)
. δ( j−k)η
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a}
exp
{
−c
[
d(y,Yk)
δk
]a}
.
Once we have proved that, when d(x, x′) ≤ (2A0)−3d(x, y) and d(y, y′) ≤ (2A0)−3d(x, y),∣∣∣∣[Q˜ jQk(x, y) − Q˜ jQk(x′, y)] − [Q˜ jQk(x, y′) − Q˜ jQk(x′, y′)]∣∣∣∣(4.12)
.
[
d(x, x′)
δk
]η [
d(y, y′)
δk
]η
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a}
exp
{
−c
[
d(y,Yk)
δk
]a}
,
then taking the geometric mean between (4.11) and (4.12) gives (4.4). Thus, it remains to prove
(4.12).
To show (4.12), we observe that∣∣∣∣[Q˜ jQk(x, y) − Q˜ jQk(x′, y)] − [Q˜ jQk(x, y′) − Q˜ jQk(x′, y′)]∣∣∣∣
≤
∫
X
∣∣∣Q˜ j(x, z) − Q˜ j(x′, z)∣∣∣ |Qk(x, y) − Qk(z, y) − Qk(x, y′) + Qk(z, y′)| dµ(z)
=
3∑
i=1
∫
Wi
∣∣∣Q˜ j(x, z) − Q˜ j(x′, z)∣∣∣ |Qk(x, y) − Qk(z, y) − Qk(x, y′) + Qk(z, y′)| dµ(z) =: 3∑
i=1
Zi,
where
W1 := {z ∈ X : d(x, z) < 2A0d(x, x′)},
W2 := {z ∈ X : 2A0d(x, x′) ≤ d(x, z) ≤ (2A0)−2d(x, y)}
and
W3 := {z ∈ X : d(x, z) ≥ (2A0)−2d(x, y)}.
Notice that d(x, z) < 2A0d(x, x
′) ≤ (2A0)−2d(x, y) when z ∈ W1. By this, (i) and (iii) of Remark
2.9 for Qk and Lemma 2.4(iii), we conclude that
Z1 .
[
d(y, y′)
δk
]η
1
Vδk(x)
exp
{
−ν
′
2
[
d(x, y)
δk
]a}
exp
{
−ν′
[
d(x,Yk)
δk
]a}
×
∫
W1
[∣∣∣Q˜ j(x, z)∣∣∣ + ∣∣∣Q˜ j(x′, z)∣∣∣]
[
d(x, z)
δk
]η
dµ(z)
.
[
d(x, x′)
δk
]η
1
Vδk(x)
[
d(y, y′)
δk
]η
exp
{
−ν′
[
d(x, y)
δk
]a}
exp
{
−ν
′
2
[
d(x,Yk)
δk
]a}
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From (i) and (iii) of Remark 2.9 for Qk and Q˜ j, together with Lemma 2.4(ii), we deduce that
Z2 .
[
d(y, y′)
δk
]η
1
Vδk(x)
exp
{
−ν′
[
d(x, y)
δk
]a}
exp
{
−ν′
[
d(x,Yk)
δk
]a}
×
∫
W2
[
d(x, x′)
δ j
]η
1
Vδ j(x)
exp
{
−ν′
[
d(x, z)
δ j
]a} [
d(x, z)
δk
]η
dµ(z)
.
[
d(x, x′)
δk
]η [
d(y, y′)
δk
]η
1
Vδk(x)
exp
{
−ν′
[
d(x, y)
δk
]a}
exp
{
−ν′
[
d(x,Yk)
δk
]a}
.
To estimate Z3, we claim that, for any z ∈ X,
|[Qk(x, y) − Qk(x, y′)] − [Qk(z, y) − Qk(z, y′)]|(4.13)
.
[
d(y, y′)
δk
]η [
d(x, z)
δk
]η [
1
Vδk(y)
exp
{
−ν′
[
d(x, y)
δk
]a}
exp
{
−ν′
[
d(y,Yk)
δk
]a}
+
1
Vδk(y
′)
exp
{
−ν′
[
d(x, y′)
δk
]a}
exp
{
−ν′
[
d(y′,Yk)
δk
]a}
+
1
Vδk(y)
exp
{
−ν′
[
d(z, y)
δk
]a}
exp
{
−ν′
[
d(y,Yk)
δk
]a}
+
1
Vδk(y
′)
exp
{
−ν′
[
d(z, y′)
δk
]a}
exp
{
−ν′
[
d(y′,Yk)
δk
]a}]
.
Indeed, if d(y, y′) ≤ δk and d(x, z) ≤ δk, then (4.13) follows from the second difference regu-
larity condition of Qk and Remark 2.9(i). If d(y, y
′) > δk and d(x, z) > δk, then we use the size
condition of Qk and Remark 2.9(i) to obtain (4.13). If d(y, y
′) ≤ δk and d(x, z) > δk, then, by the
regularity of Qk and Remark 2.9(i), we have
|[Qk(x, y) − Qk(x, y′)] − [Qk(z, y) − Qk(z, y′)]|(4.14)
≤ |Qk(x, y) − Qk(x, y′)| + |Qk(z, y) − Qk(z, y′)|
.
[
d(y, y′)
δk
]η
exp
{
−ν′
[
d(y,Yk)
δk
]a}
1
Vδk(y)
×
(
exp
{
−ν′
[
d(x, y)
δk
]a}
+ exp
{
−ν′
[
d(z, y)
δk
]a})
.
Using d(x, z) > δk, we directly multiply [d(x, z)/δk]η in the right-hand side of (4.14) to obtain
(4.13). When d(y, y′) > δk and d(x, z) ≤ δk, a symmetric argument also leads to (4.13).
The treatment for the four terms in the bracket of the right-hand side of (4.13) is similar. We
only consider the last term, which is also the most difficult one. Thus, the estimation of Z3 is
reduced to the estimation of
Z˜3 :=
∫
W3
∣∣∣Q˜ j(x, z) − Q˜ j(x′, z)∣∣∣
[
d(y, y′)
δk
]η [
d(x, z)
δk
]η
× 1
Vδk(y
′)
exp
{
−ν′
[
d(z, y′)
δk
]a}
exp
{
−ν′
[
d(y′,Yk)
δk
]a}
dµ(z).
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When z ∈ W3, we have d(x, x′) ≤ (2A0)−3d(x, y) ≤ (2A0)−1d(x, z), so that we can apply (i) and (iii)
of Remark 2.9 for Q˜ j, (4.6) and Lemma 2.4(ii) to conclude that
Z˜3 .
∫
W3
[
d(x, x′)
δ j
]η [
d(y, y′)
δk
]η [
d(x, z)
δk
]η
1
Vδ j(x)Vδk(y
′)
× exp
{
−ν′
[
d(x, z)
δ j
]a}
exp
{
−ν′
[
d(z, y′)
δk
]a}
exp
{
−ν′
[
d(y′,Yk)
δk
]a}
dµ(z)
.
[
d(x, x′)
δk
]η [
d(y, y′)
δk
]η
1
Vδk(y
′)
exp
{
−ν
′
2
[
d(x, y′)
A0δk
]a}
exp
{
−ν′
[
d(y′,Yk)
δk
]a}
.
By d(y, y′) ≤ (2A0)−2d(x, y), we have (43A0)−1d(x, y) ≤ d(x, y′) ≤ 43A0d(x, y) and hence
d(x,Yk) ≤ A20[d(x, y) + d(y, y′) + d(y′,Yk)] ≤ 2A20[d(x, y) + d(y′,Yk)],
which further implies that
exp
{
−ν
′
2
[
d(x, y′)
A0δk
]a}
exp
{
−ν′
[
d(y′,Yk)
δk
]a}
≤ exp
−ν
′
8
d(x, y)
2A2
0
δk

a exp
−ν
′
8
d(x,Yk)
2A2
0
δk

a .
Also, the condition d(y, y′) ≤ (2A0)−2d(x, y) and (1.1) imply that
1
Vδk(y
′)
.
1
Vδk(x)
[
δk + d(y′, x)
δk
]ω
.
1
Vδk(y)
[
1 +
d(x, y)
δk
]ω
.
Therefore, we obtain
Z˜3 .
[
d(x, x′)
δk
]η [
d(y, y′)
δk
]η
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a}
exp
{
−c
[
d(x,Yk)
δk
]a}
,
so does Z3. Combining the estimates of Z1, Z2 and Z3, we obtain (4.12) and hence (4.4). This
finishes the proof of Lemma 4.1. 
Corollary 4.2. Let all the notation be as in Lemma 4.1. Then Q˜ jQk satisfies the following esti-
mates:
(i) if d(x, x′) ≤ (2A0)−1d(x, y) with x , y, then∣∣∣Q˜ jQk(x, y) − Q˜ jQk(x′, y)∣∣∣ + ∣∣∣Q˜ jQk(y, x) − Q˜ jQk(y, x′)∣∣∣(4.15)
≤ Cδ| j−k|(η−η′ )
[
d(x, x′)
d(x, y)
]η′
1
Vδ j∧k(x)
exp
{
−c′
[
d(x, y)
δ j∧k
]a}
× exp
{
−c′
[
d(x,Y j∧k)
δ j∧k
]a}
;
(ii) if d(x, x′) ≤ (2A0)−2d(x, y) and d(y, y′) ≤ (2A0)−2d(x, y) with x , y, then∣∣∣∣[Q˜ jQk(x, y) − Q˜ jQk(x′, y)] − [Q˜ jQk(x, y′) − Q˜ jQk(x′, y′)]∣∣∣∣(4.16)
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≤ Cδ| j−k|(η−η′ )
[
d(x, x′)
δ j∧k
]η′ [
d(y, y′)
δ j∧k
]η′
1
Vδ j∧k(x)
exp
{
−c′
[
d(x, y)
δ j∧k
]a}
× exp
{
−c′
[
d(x,Y j∧k)
δ j∧k
]a}
,
where C and c′ are positive constants independent of k, j ∈ Z and x, y, x′, y′ ∈ X.
Proof. For (i), if d(x, x′) ≤ (2A0)−2d(x, y), then (4.15) holds true by (4.3) and
(4.17)
[
d(x, y)
δ j∧k
]η
exp
{
−c
[
d(x, y)
δ j∧k
]a}
. exp
{
−c′
[
d(x, y)
δ j∧k
]a}
.
If (2A0)
−2d(x, y) < d(x, x′) ≤ (2A0)−1d(x, y), then (4.15) remains true by using (4.2) and (4.17).
The proof of (ii) is similar by using (i) and (4.17). This finishes the proof of Corollary 4.2. 
Remark 4.3. Checking the proof of Lemma 4.1 and Corollary 4.2, we observe that, if j ≥ k, then
we only use the cancellation of Q˜ j while the cancellation of Qk is not necessary. This observation
will be used later in Section 6.
4.2 Boundedness of the remainder RN
For any Banach space B, denote by L(B) the set of all bounded linear operators on B. The aim
of this section is to estimate the operator norms of the remainder RN on both L
2(X) and G˚(β, γ).
To this end, we need the following two lemmas.
Lemma 4.4 ([11]). For any given p ∈ (1,∞], the Hardy-Littlewood maximal operator M defined
in (2.4) is bounded on Lp(X).
Lemma 4.5 ([47, pp. 279–280]). Let {γ( j)}∞
j=−∞ ⊂ (0,∞) be such that A :=
∑∞
j=−∞ γ( j) < ∞.
Suppose that {T j}∞j=−∞ is a sequence of bounded linear operators on L2(X) satisfying that, for any
j, k ∈ Z, ∥∥∥T ∗jTk∥∥∥L2(X)→L2(X) ≤ [γ( j − k)]2 and ∥∥∥T jT ∗k ∥∥∥L2(X)→L2(X) ≤ [γ( j − k)]2.
Then, for any f ∈ L2(X), the series ∑∞j=−∞ T j f converges to an element in L2(X), denoted by T f .
Moreover, the operator T is bounded on L2(X) and ‖T‖L2(X)→L2(X) ≤ A.
We first establish the boundedness of RN on L
2(X) and, moreover, estimate its operator norm.
Lemma 4.6. For any n ∈ N, suppose that RN is defined as in (4.1) and η′ ∈ (0, η). Then there
exists a positive constant C, independent of N, such that
(4.18) ‖RN‖L2(X)→L2(X) ≤ Cδη
′N .
Proof. By (4.2), Proposition 2.2(ii) and Lemma 4.4, we know that, for any k, l ∈ Z and f ∈ L2(X),
‖Qk+lQk( f )‖L2(X) . δη|l|‖M( f )‖L2(X) . δη|l|‖ f ‖L2(X).
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Therefore, for any k1, k2, l1, l2 ∈ Z, we have∥∥∥Qk1+l1Qk1 (Qk2+l2Qk2)∗∥∥∥L2(X)→L2(X) . δ|l1 |ηδ|l2 |η.
On the other hand,∥∥∥Qk1+l1Qk1 (Qk2+l2Qk2)∗∥∥∥L2(X)→L2(X) = ∥∥∥Qk1+l1Qk1Q∗k2Q∗k2+l2∥∥∥L2(X)→L2(X) . δ|k1−k2 |η.
Taking the geometric means between the above two formulae, we conclude that, for any θ ∈ (0, 1),∥∥∥Qk1+l1Qk1 (Qk2+l2Qk2)∗∥∥∥L2(X)→L2(X) . δ(|l1 |+|l2 |)ηθδ|k1−k2 |η(1−θ).
Consequently, ∥∥∥∥∥∥∥∥
 ∑
|l1 |>N
Qk1+l1Qk1

 ∑
|l2 |>N
Qk2+l2Qk2

∗∥∥∥∥∥∥∥∥
L2(X)→L2(X)
(4.19)
≤
∑
|l1 |>N
∑
|l2 |>N
∥∥∥Qk1+l1Qk1 (Qk2+l2Qk2)∗∥∥∥L2(X)→L2(X)
.
∑
|l1 |>N
∑
|l2 |>N
δ(|l1 |+|l2 |)ηθδ|k1−k2 |η(1−θ) ∼ δ2Nηθδ|k1−k2 |η(1−θ).
Combining this with Lemma 4.5 implies that ‖RN‖L2(X)→L2(X) . δNηθ. Taking η′ := ηθ, we then
complete the proof of Lemma 4.6. 
To consider the boundedness of RN on spaces of test functions, we begin with the following
proposition.
Proposition 4.7. For any N ∈ N, suppose that RN is defined as in (4.1) and η′ ∈ (0, η). Then RN
satisfies (3.1), (3.2) and (3.3) with CT therein replaced by Cδ
(η−η′)N , where C is a positive constant
C independent of N.
The proof of Proposition 4.7 is based on the following several lemmas.
Lemma 4.8 ([1, Lemma 8.3]). For any fixed a, c ∈ (0,∞), there exists a positive constant C such
that, for any r ∈ (0,∞) and x ∈ X,
∑
δk≥r
1
Vδk(x)
exp
{
−c
[
d(x,Yk)
δk
]a}
≤ C
Vr(x)
.
Lemma 4.9. For any fixed a, c ∈ (0,∞), there exists a positive constant C such that, for any
x, y ∈ X with x , y,
∞∑
k=−∞
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]}
exp
{
−c
[
d(x,Yk)
δk
]a}
≤ C
V(x, y)
.
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Proof. Take r := d(x, y). Due to Lemma 4.8, to show this lemma, it suffices to prove that
Y :=
∑
δk<d(x,y)
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a}
.
1
V(x, y)
.
Take Γ ∈ (ω,∞). Indeed, by (1.1), we have
Y .
∑
δk<d(x,y)
1
V(x, y)
V(x, y)
Vδk(x)
[
δk
d(x, y)
]Γ
.
1
V(x, y)
∑
δk<d(x,y)
[
δk
d(x, y)
]Γ−ω
∼ 1
V(x, y)
.
This finishes the proof of Lemma 4.9. 
Proof of Proposition 4.7. For any N ∈ N, we first prove that RN satisfies (3.1). By (4.2) and
Lemma 4.9, we conclude that, for any x, y ∈ X with x , y,
|RN(x, y)| ≤
∞∑
k=−∞
∑
|l|>N
|Qk+lQk(x, y)|
.
∞∑
l=N+1
δηl
∞∑
k=−∞
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a}
exp
{
−c
[
d(x,Yk)
δk
]a}
+
−N−1∑
l=−∞
δ−ηl
∞∑
k=−∞
1
Vδk+l(x)
exp
{
−c
[
d(x, y)
δk+l
]a}
exp
{
−c
[
d(x,Yk+l)
δk+l
]a}
. δηN
1
V(x, y)
.
Next we prove (3.2). Suppose that d(x, x′) ≤ (2A0)−1d(x, y) with x , y. Then, from (4.15) and
Lemma 4.9, we deduce that
|RN(x, y) − RN(x′, y)| + |RN(y, x) − RN(y, x′)|
≤
∞∑
|l|>N
∞∑
k=−∞
[|Qk+lQk(x, y) − Qk+lQk(x′, y)| + |Qk+lQk(y, x) − Qk+lQk(y, x′)|]
.
[
d(x, x′)
d(x, y)
]η′ 
∞∑
l=N+1
δ(η−η
′)l
∞∑
k=−∞
1
Vδk(x)
exp
{
−c′
[
d(x, y)
δk
]a}
exp
{
−c′
[
d(x,Yk)
δk
]a}
+
−N−1∑
l=−∞
δ−(η−η
′)l
∞∑
k=−∞
1
Vδk+l(x)
exp
{
−c′
[
d(x, y)
δk+l
]a}
exp
{
−c′
[
d(x,Yk+l)
δk+l
]a}
. δ(η−η
′)N
[
d(x, x′)
d(x, y)
]η′
1
V(x, y)
.
Finally, we show (3.3). By (4.16) and Lemma 4.9, we have
|[RN(x, y) − RN(x′, y)] − [RN(x, y′) − RN(x′, y′)]|
≤
∞∑
|l|>N
∞∑
k=−∞
|[Qk+lQk(x, y) − Qk+lQk(x′, y)] − [Qk+lQk(x, y′) − Qk+lQk(x′, y′)]|
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.
[
d(x, x′)
d(x, y)
]η′ [
d(y, y′)
d(x, y)
]η′
×

∞∑
l=N+1
δ(η−η
′)l
∞∑
k=−∞
1
Vδk(x)
exp
{
−c′
[
d(x, y)
δk
]a}
exp
{
−c′
[
d(x,Yk)
δk
]a}
+
−N−1∑
l=−∞
δ−(η−η
′)l
∞∑
k=−∞
1
Vδk+l(x)
exp
{
−c′
[
d(x, y)
δk+l
]a}
exp
{
−c′
[
d(x,Yk+l)
δk+l
]a}
. δ(η−η
′)N
[
d(x, x′)
d(x, y)
]η′ [
d(y, y′)
d(x, y)
]η′
1
V(x, y)
.
This finishes the proof of Proposition 4.7. 
Let x1 ∈ X, r ∈ (0,∞) and β, γ ∈ (0, η). To prove the boundedness of RN on G˚(x1, r, β, γ), we
cannot use Theorem 3.1 directly, since it is not clear whether or not RN satisfies conditions (b) and
(c) of Theorem 3.1. To overcome this difficulty, for any M ∈ N, define
(4.20) RN,M :=
∑
|k|≤M
∑
N<|l|≤M
Qk+lQk.
Clearly, it is easy to see that, for any f ∈ Cβ(X) with β ∈ (0, η] and x ∈ X,
RN,M f (x) =
∫
X
RN,M(x, y) f (y) dµ(y).
Moreover, for any x ∈ X, ∫
X
RN,M(x, y) dµ(y) = 0 =
∫
X
RN,M(y, x) dµ(y).
Notice that Lemma 4.6 and Proposition 4.7 hold true with RN replaced by RN,M, with all the
constants involved independent of M and N. Besides, since
∫
X
RN,M(x, y) dµ(x) = 0 for any y ∈ X,
from the Fubini theorem, it follows that
∫
X
RN,M f (x) dµ(x) = 0. Applying these and Theorem 3.1,
we know that, for any f ∈ G˚(x1, r, β, γ),
(4.21) ‖RN,M f ‖G˚(x1 ,r,β,γ) . δ
(η−η′)N‖ f ‖G˚(x1 ,r,β,γ)
with η′ ∈ (max{β, γ}, η), where the implicit positive constant is independent of M,N, x1 and r. To
pass form RN,M in (4.21) to RN , we consider the relationship between RN f and RN,M f .
Lemma 4.10. Let f ∈ G(x1, r, β, γ) with x1 ∈ X, r ∈ (0,∞) and β, γ ∈ (0, η). Fix N ∈ N. Then the
following assertions hold true:
(i) limM→∞ RN,M f = RN f in L2(X);
(ii) for any x ∈ X, the sequence {RN,M f (x)}∞M=N+1 converges locally uniformly to some element,
denoted by R˜N f (x), where R˜N f differs from RN f at most on a set of µ-measure 0;
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(iii) the operator R˜N can be uniquely extended from G(x1, r, β, γ) to L2(X), with the extension
operator coincides with RN . In this sense, for any f ∈ G(x1, r, β, γ) and almost every x ∈ X,
lim
M→∞
RN,M f (x) = R˜N f (x) = RN f (x).
Proof. We first prove (i). We only need to prove that, for any f ∈ L2(X),
(4.22) lim
M→∞
∥∥∥RN,M f − RN f ∥∥∥L2(X) = 0.
Indeed, when M > N, write
RN − RN,M =
∑
|k|≤M
∑
|l|>M
Qk+lQk +
∑
|k|>M
∑
|l|>N
Qk+lQk
An argument similar to that used in the proof of (4.19) implies that, for any k1, k2 ∈ Z and
θ ∈ (0, 1), ∥∥∥∥∥∥∥∥
 ∑
|l1 |>M
Qk1+l1Qk1

∗  ∑
|l2 |>M
Qk2+l2Qk2

∥∥∥∥∥∥∥∥
L2(X)→L2(X)
. δ2Mηθδ|k1−k2 |η(1−θ)
and ∥∥∥∥∥∥∥∥
 ∑
|l1 |>M
Qk1+l1Qk1

 ∑
|l2 |>M
Qk2+l2Qk2

∗∥∥∥∥∥∥∥∥
L2(X)→L2(X)
. δ2Mηθδ|k1−k2 |η(1−θ).
Combining this with Lemma 4.5, we obtain∥∥∥∥∥∥∥∥
∑
|k|≤M
∑
|l|>M
Qk+lQk
∥∥∥∥∥∥∥∥
L2(X)→L2(X)
. δMηθ.
Therefore,
∑
|k|≤M
∑
|l|>M Qk+lQk f → 0 in L2(X) when M → ∞.
By Lemmas 4.6 and 4.5, we know that
RN f =
∞∑
k=−∞
∑
|l|>N
Qk+lQk f = lim
M→∞
∑
|k|≤M
∑
|l|>N
Qk+lQk f in L
2(X),
which implies that
lim
M→∞
∥∥∥∥∥∥∥∥
∑
|k|>M
∑
|l|>N
Qk+lQk f
∥∥∥∥∥∥∥∥
L2(X)
= 0.
Thus, we obtain (4.22). This finishes the proof of (i).
Now we prove (ii). Let f ∈ G(x1, r, β, γ). To prove that {RN,M f }∞M=1 is a locally uniformly
convergent sequence, fixing an arbitrary point x ∈ X, we only need to find a positive sequence
{ck,l}∞k, l=−∞ such that
sup
y∈B(x,r)
|Qk+lQk f (y)| ≤ ck,l and
∞∑
k=−∞
∞∑
l=−∞
ck,l < ∞.
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We claim that
sup
y∈B(x,r)
|Qk+lQk f (y)| .

δη|l|
1
Vδ[k∧(k+l)](x)
exp
{
−c
[
d(x,Y[k∧(k+l)] )
A0δ[k∧(k+l)]
]a}
if δ[k∧(k+l)] ≥ r,
δη|l|
1
Vr(x1)
(
δ[k∧(k+l)]
r
)β
if δ[k∧(k+l)] < r.
(4.23)
With ck,l defined as in the right-hand side of (4.23), we apply Lemma 4.8 to obtain
∞∑
k=−∞
∞∑
l=−∞
ck,l . 1.
To prove (4.23), due to the symmetry, we only consider the case l ∈ N. When δk ≥ r, by (4.2),
Lemma 2.4(ii) and (4.7), we conclude that, for any y ∈ B(x, r),
|Qk+lQk f (y)| ≤
∫
X
|Qk+lQk(y, z)| | f (z)| dµ(z)
. δηl
1
Vδk(y)
exp
{
−c
[
d(y,Yk)
δk
]a}∫
X
| f (x)| dµ(z) . δηl 1
Vδk(x)
exp
{
−c
[
d(x,Yk)
A0δk
]a}
,
as desired. When δk < r, by (4.5), we know that, for any y ∈ B(x, r),
|Qk+lQk f (y)| =
∣∣∣∣∣
∫
X
Qk+lQk(y, z)[ f (z) − f (y)] dµ(y)
∣∣∣∣∣ ≤
∫
X
|Qk+lQk(y, z)|| f (z) − f (y)| dµ(z).
For any y, z ∈ X, we use the regularity of f when d(y, z) ≤ (2A0)−1[r + d(x1, y)], or the size
condition of f when d(y, z) > (2A0)
−1[r + d(x1, y)] to conclude that
| f (z) − f (y)| .
[
d(y, z)
r + d(x1, y)
]β
1
Vr(x1)
.
[
d(y, z)
r
]β
1
Vr(x1)
.
From this, (4.2) and Lemma 2.4(ii), it follows that
|Qk+lQk f (y)| . δηl 1
Vr(x1)
(
δk
r
)β ∫
X
1
Vδk(y)
exp
{
−c
[
d(y, z)
δk
]a} [
d(y, z)
δk
]β
dµ(z)
. δηl
1
Vr(x1)
(
δk
r
)β
.
This finishes the proof of (4.23). Thus, for any x ∈ X, the sequence {RN,M f (x)}∞M=N+1 converges
locally uniformly to some element, which is denoted by R˜N f (x).
By (4.22) and the Riesz theorem, we know that there exists an increasing sequence {M j} j∈N ⊂ N
which tends to ∞ such that
lim
j→∞
RN,M j f (x) = RN f (x) µ-almost every x ∈ X.
Consequently, R˜N f (x) = limM→∞ RN,M f (x) = lim j→∞ RN,M j f (x) = RN f (x) for µ-almost every
x ∈ X. This finishes the proof of (ii).
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For any f ∈ G(x1, r, β, γ), since R˜N f is well defined and R˜N f (x) = RN f (x) for µ-almost every
x ∈ X, it follows, from the boundedness of RN on L2(X) and the density of G(x1, r, β, γ) in L2(X),
that R˜N can be uniquely extended to a boundedness operator on L
2(X). The extension operator, still
denoted by R˜N , satisfies that RNg = R˜Ng both in L
2(X) and almost everywhere for all g ∈ L2(X).
This finishes the proof of (iii) and hence of Lemma 4.10. 
Due to Lemma 4.10, it is not necessary to distinguish R˜N and RN . As a consequence of (4.21)
and the dominated convergence theorem, we easily deduce the following boundedness of RN, the
details being omitted.
Proposition 4.11. Let x1 ∈ X, r ∈ (0,∞) and β, γ ∈ (0, η). Then, for any N ∈ N and f ∈
G˚(x1, r, β, γ),
‖RN f ‖G˚(x1,r,β,γ) ≤ Cδ
(η−η′)N‖ f ‖G˚(x1 ,r,β,γ),
where η′ ∈ (max{β, γ}, η) and C is a positive constant independent of x1, r, N and f .
4.3 Proofs of homogeneous continuous Caldero´n reproducing formulae
This section is devoted to the proofs of homogeneous Caldero´n continuous reproducing formu-
lae. We start with following several lemmas.
Lemma 4.12. Let {Qk}k∈Z be an exp-ATI and QNk :=
∑
|l|≤N Qk+l for any k ∈ Z and N ∈ N. Then
there exist positive constants C(N) and c(N), depending on N, but being independent of k, such that
(i) for any x, y ∈ X,
(4.24)
∣∣∣QNk (x, y)∣∣∣ ≤ C(N) 1Vδk(x) exp
{
−c(N)
[
d(x, y)
δk
]a}
;
(ii) for any x, x′, y ∈ X with d(x, x′) ≤ δk,∣∣∣QNk (x, y) − QNk (x′, y)∣∣∣ + ∣∣∣QNk (y, x′) − QNk (y, x)∣∣∣(4.25)
≤ C(N)
[
d(x, x′)
δk
]η
1
Vδk(x)
exp
{
−c(N)
[
d(x, y)
δk
]a}
;
(iii) for any x, x′, y, y′ ∈ X with d(x, x′) ≤ δk and d(y, y′) ≤ δk,∣∣∣∣[QNk (x, y) − QNk (x′, y)] − [QNk (x, y′) − QNk (x′, y′)]∣∣∣∣
≤ C(N)
[
d(x, x′)
δk
]η [
d(y, y′)
δk
]η
1
Vδk(x)
exp
{
−c(N)
[
d(x, y)
δk
]a}
;
(iv) for any x, y ∈ X,
∫
X
QN
k
(x, y′) dµ(y′) = 0 =
∫
X
QN
k
(x′, y) dµ(x′).
Proof. From the cancellation of Qk, it is easy to see that (iv) holds true. Noticing that the constants
C(N) and c(N) are allowed to depend on N, we obtain (i) directly by the size condition of Qk and
Remark 2.9(i).
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To see (ii) and (iii), we make the following observation. Fix N ∈ N and τ ∈ (0,∞). Then,
for any k ∈ Z and l ∈ {−N,−N + 1, . . . ,N − 1,N}, when d(x, x′) ≤ τδk+l and d(y, y′) ≤ τδk+l, the
regularity condition (resp., the second difference regularity condition) of Qk+l in (2.8) [resp., (2.9)]
remains true by using the size conditon of Qk+l (resp., the regularity of Qk+l), with all constants
involved depending on τ but independent of k, l, x, y, x′ and y′.
Using the above observation, we easily obtain (ii) and (iii), via taking τ := 1 when l ∈
{0, . . . ,N}, and τ := δ−N when l ∈ {−N,−N + 1, . . . ,−1}. This finishes the proof of Lemma
4.12. 
Lemma 4.13. Let {Qk}∞k=−∞ be an exp-ATI. For any k ∈ Z, let Ek := QNk Qk =
∑
|l|≤N Qk+lQk. Then
there exist positive constants C(N) and c(N), depending on N, but being independent of k, such that
the integral kernel of Ek, still denoted by Ek, satisfies the following:
(i) for any x, y ∈ X,
|Ek(x, y)| ≤ C(N) 1
Vδk(x)
exp
{
−c(N)
[
d(x, y)
δk
]a}
exp
{
−c(N)
[
d(x,Yk)
δk
]a}
;
(ii) for any x, y, y′ ∈ X with d(y, y′) ≤ δk or d(y, y′) ≤ (2A0)−1[δk + d(x, y)],
|Ek(x, y) − Ek(x, y′)|
≤ C(N)
[
d(y, y′)
δk
]η
1
Vδk(x)
exp
{
−c(N)
[
d(x, y)
δk
]a}
exp
{
−c(N)
[
d(x,Yk)
δk
]a}
.
Proof. Applying Lemma 4.12 and Remark 2.9(i) and following the proofs of (i) and (ii) of Lemma
4.1, we directly obtain (i) and (ii) for d(y, y′) ≤ δk. Further, applying (i) and proceeding as in the
proof of Proposition 2.10 [see Remark 2.9(iii)], we find that (ii) remains true when d(y, y′) ≤
(2A0)
−1[δk + d(x, y)]. This finishes the proof of Lemma 4.13. 
Lemma 4.14. Let {Qk}∞k=−∞ be an exp-ATI. Then, for any k ∈ Z and f ∈ G(η, η), Qk f ∈ G(η, η).
Proof. Notice that G(x0, δk, η, η) and G(η, η) coincide in the sense of equivalent norms, with the
equivalent positive constants depending on k, but this is harmless for the proof of this lemma.
Thus, without loss of generality, we may as well assume that ‖ f ‖G(x0 ,δk,η,η) = 1 and, to prove this
lemma, it suffices to show Qk f ∈ G(x0, δk, η, η).
For any x ∈ X, by the size conditions of Qk and f , we write
|Qk f (x)| =
∣∣∣∣∣
∫
X
Qk(x, y) f (y) dµ(y)
∣∣∣∣∣
.
∫
X
1
Vδk(x)
exp
{
−ν′
[
d(x, y)
δk
]a}
1
Vδk(x0) + V(x0, y)
[
δk
δk + d(x0, y)
]η
dµ(y).
Observe that, for any y ∈ X, the quasi-triangle inequality of d implies that either d(x, y) ≥
d(x0, x)/(2A0) or d(x0, y) ≥ d(x0, x)/(2A0). Also, notice that
1
Vδk(x)
.
1
µ(B(x, δk + d(x, y)))
[
δk + d(x, y)
δk
]ω
.(4.26)
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From these and Lemma 2.4(ii), it follows that, for any x ∈ X,
|Qk f (x)| .
1
Vδk(x0) + V(x0, x)
[
δk
δk + d(x0, x)
]η
.(4.27)
Now we consider the regularity of Qk f . For any x, x
′ ∈ X satisfying d(x, x′) ≤ (2A0)−2[δk +
d(x0, x)], by the fact that
∫
X
[Qk(x, y) − Qk(x′, y)] dµ(y) = 0, we write
|Qk f (x) − Qk f (x′)| =
∣∣∣∣∣
∫
X
[Qk(x, y) − Qk(x′, y)][ f (y) − f (x)] dµ(y)
∣∣∣∣∣
≤
∫
d(x,y)≤(2A0)−1[δk+d(x0 ,x)]
|Qk(x, y) − Qk(x′, y)|| f (y) − f (x)| dµ(y)
+
∫
d(x,y)>(2A0)−1[δk+d(x0 ,x)]
|Qk(x, y) − Qk(x′, y)|| f (y)| dµ(y)
+ | f (x)|
∫
d(x,y)>(2A0)−1[δk+d(x0 ,x)]
|Qk(x, y) − Qk(x′, y)| dµ(y) =: Z1 + Z2 + Z3.
We first deal with Z1. By the size condition of Qk and Remark 2.9(i), we conclude that
|Qk(x, y) − Qk(x′, y)| . 1
Vδk(y)
(
exp
{
−ν′
[
d(x, y)
δk
]a}
+ exp
{
−ν′
[
d(x′, y)
δk
]a})
.
If, in addition, d(x, x′) ≤ (2A0)−1[δk + d(x, y)], then, by Remark 2.9(iii), the right-hand side of the
above formula can be multiplied by another term [
d(x,x′)
δk+d(x,y)
]η by the regularity of Qk. By this, the
regularity of f and Lemma 2.4(ii), we have
Z1 .
1
Vδk(x0) + V(x0, x)
[
δk
δk + d(x0, x)
]η ∫
d(x,y)≤(2A0)−1[δk+d(x0 ,x)]
[
d(x, y)
δk + d(x0, x)
]η
×min
{
1,
[
d(x, x′)
δk + d(x, y)
]η}
1
Vδk(y)
(
exp
{
−ν′
[
d(x, y)
δk
]a}
+ exp
{
−ν′
[
d(x′, y)
δk
]a})
dµ(y)
.
[
d(x, x′)
δk + d(x0, x)
]η
1
Vδk(x0) + V(x0, x)
[
δk
δk + d(x0, x)
]η
.
Notice that, when d(x, y) > (2A0)
−1[δk + d(x0, x)], we have
d(x, x′) ≤ (2A0)−2[δk + d(x0, x)] < (2A0)−1d(x, y) ≤ (2A0)−1[δk + d(x, y)].
Thus, from the regularity of Qk, Remark 2.9(i) and Lemma 2.4(ii), we deduce that
Z2 .
∫
d(x,y)>(2A0)−1[δk+d(x0 ,x)]
[
d(x, x′)
δk + d(x, y)
]η
1
Vδk(x) + V(x, y)
exp
{
−ν′
[
d(x, y)
δk
]a}
| f (y)| dµ(y)
.
[
d(x, x′)
δk + d(x0, x)
]η
1
Vδk(x) + V(x0, x)
[
δk
δk + d(x0, x)
]η
.
Similarly, by Remark 2.9(i) and Lemma 2.4(ii), we conclude that
Z3 .
1
Vδk(x0) + V(x0, x)
[
δk
δk + d(x0, x)
]η
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×
∫
d(x,y)>(2A0)−1[δk+d(x0 ,x)]
[
d(x, x′)
δk + d(x, y)
]η
1
Vδk(x) + V(x, y)
exp
{
−ν′
[
d(x, y)
δk
]a}
dµ(y)
.
[
d(x, x′)
δk + d(x0, x)
]η
1
Vδk(x0) + V(x0, x)
[
δk
δk + d(x0, x)
]η
.
Combining this with Z1 through Z3, we find that, when d(x, x
′) ≤ (2A0)−2[δk + d(x0, x)],
|Qk f (x) − Qk f (x′)| .
[
d(x, x′)
δk + d(x0, x)
]η
1
Vδk(x0) + V(x0, x)
[
δk
δk + d(x0, x)
]η
,(4.28)
When (2A0)
−2[δk + d(x0, x)] < d(x, x′) ≤ (2A0)−1[δk + d(x0, x)], we have
δk + d(x0, x) ∼ δk + d(x0, x′).
From this and (4.27), we deduce that (4.28) also holds true when d(x, x′) ≤ (2A0)−1[δk + d(x0, x)],
which completes the proof of Lemma 4.14. 
Theorem 4.15. Suppose that β, γ ∈ (0, η) and {Qk}k∈Z is an exp-ATI. Then there exists a sequence
{Q˜k}k∈Z of bounded linear operators on L2(X) such that, for any f in G˚η0(β, γ) [resp., Lp(X) with
any given p ∈ (1,∞)],
(4.29) f =
∞∑
k=−∞
Q˜kQk f ,
where the series converges in G˚η
0
(β, γ) [resp., Lp(X) with any given p ∈ (1,∞)]. Moreover, for any
k ∈ Z, the kernel of Q˜k satisfies the size condition (2.1), the regularity condition (2.2) only for the
first variable, and also the following cancellation condition: for any x, y ∈ X,
(4.30)
∫
X
Q˜k(x
′, y) dµ(x′) = 0 =
∫
X
Q˜k(x, y
′) dµ(y′).
Proof. Fix η′ ∈ (max{β, γ}, η). According to (4.18) and Proposition 4.11, we have
‖RN‖L2(X)→L2(X) ≤ C˜δη
′N and ‖RN‖G˚(x1 ,r,β,γ)→G˚(x1 ,r,β,γ) ≤ C˜δ
(η−η′)N ,
where C˜ is a positive constant independent of x1, r and N. Choose N ∈ N sufficiently large such
that max{C˜δη′N , C˜δ(η−η′)N} ≤ 1/2. Then T−1
N
= (I − RN)−1 exists as a bounded operator on L2(X)
and also on G˚(x1, r, β, γ), with operator norms at most 2. For any k ∈ Z and x, y ∈ X, we define
Q˜k(x, y) := T
−1
N
(
QNk (·, y)
)
(x) with QNk =
∑
|l|≤N
Qk+l.
Notice that, for any k ∈ Z and y ∈ X, based on Proposition 2.10, every Qk(x, y) viewed as a function
of x belongs to the space of test functions, G˚(y, δk, β, γ), with ‖ · ‖G˚(y,δk ,β,γ)-norm independent of
y ∈ X and k ∈ Z. This implies that Q˜k satisfies (2.1) and (2.2) for the first variable.
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Next, we prove (4.30). For any y ∈ X, by Q˜k(·, y) ∈ G˚(y, δk, β, γ), we have
∫
X
Q˜k(x, y) dµ(x) = 0.
Now we show the second equality in (4.30). To this end, for any x, y ∈ X, we write
Q˜k(x, y) =
∞∑
j=0
(RN)
j
(
QNk (·, y)
)
(x),
which converges in G˚(y, δk, β, γ) as a function of variable x. By the dominated convergence theo-
rem, we can obtain the second equality of (4.30), provided we can show that, for any j ∈ Z+ and
x ∈ X,
(4.31)
∫
X
(RN)
j
(
QNk (·, y)
)
(x) dµ(y) = 0.
We show (4.31) via a method of induction. Indeed, when j = 0, (4.31) follows directly from the
cancellation of QN
k
. Assuming that (4.31) holds true for some j ∈ Z+, we prove it for j+ 1. To this
end, for any M ∈ N, let RN,M be defined as in (4.20). By (4.21), we conclude that∥∥∥∥RN,MR jN (QNk (·, y))∥∥∥∥G(y,δk,β,γ) . 2− j ∥∥∥QNk (·, y)∥∥∥G(y,δk,β,γ) . 2− j.
Combining this with the dominated convergence theorem and the Fubini theorem, together with
Lemma 4.10, we conclude that, for any x ∈ X,∫
X
(RN)
j+1
(
QNk (·, y)
)
(x) dµ(y) = lim
M→∞
∫
X
RN,M(RN)
j
(
QNk (·, y)
)
(x) dµ(y)
= lim
M→∞
∫
X
∫
X
RN,M(x, z)(RN)
j
(
QNk (·, y)
)
(z) dµ(x) dµ(z) = 0,
where, in the last step, we used the indiction hypothesis. This proves (4.31) and hence finishes the
proof of (4.30).
For any k ∈ Z and x, y ∈ X, since TNQ˜k(x, y) = TN(Q˜k(·, y))(x) = QNk (x, y), it follows that
T−1
N
QN
k
= Q˜k. Invoking the expression of TN in (4.1), we have
f = T−1N TN f = T
−1
N

∞∑
k=−∞
QNk Qk
 ( f ) =
∞∑
k=−∞
T−1N
(
QNk
)
Qk f =
∞∑
k=−∞
Q˜kQk f in L
2(X).
Further, for any L ∈ N and f ∈ L2(X),
∑
|k|≤L
Q˜kQk f = T
−1
N
∑
|k|≤L
QNk Qk
 f(4.32)
= T−1N
TN − ∑
|k|≥L+1
QNk Qk
 f = f − T−1N
 ∑
|k|≥L+1
QNk Qk f
 in L2(X).
The remaining arguments are divided into the following three steps.
Step 1) Proof of the convergence of (4.29) in G˚(β, γ) when f ∈ G˚(β′, γ′) with β′ ∈ (β, η) and
γ′ ∈ (γ, η).
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Without loss of generality, we may assume that f ∈ G˚(β′, γ′) with ‖ f ‖G(β′,γ′) = 1. Due to (4.32)
and the boundedness of T−1
N
on G˚(β, γ), we have
lim
L→∞
∥∥∥∥∥∥∥∥ f −
∑
|k|≤L
Q˜kQk f
∥∥∥∥∥∥∥∥G˚(β,γ) = limL→∞
∥∥∥∥∥∥∥∥T−1N
 ∑
|k|≥L+1
QNk Qk f

∥∥∥∥∥∥∥∥G˚(β,γ) . limL→∞
∥∥∥∥∥∥∥∥
∑
|k|≥L+1
QNk Qk f
∥∥∥∥∥∥∥∥G˚(β,γ) .
Assume for the moment that there exists σ ∈ (0,∞), independent of k, L and f , such that
(4.33)
∣∣∣QNk Qk f (x)∣∣∣ . δσ|k| 1V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
, ∀ x ∈ X
and that, for any x, x′ ∈ X satisfying d(x, x′) ≤ (2A0)−1[1 + d(x0, x)],
(4.34)
∣∣∣QNk Qk f (x) − QNk Qk f (x′)∣∣∣ . δσ|k|
[
d(x, x′)
1 + d(x0, x)
]β
1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
.
Indeed, once we have proved (4.33) and (4.34), then
lim
L→∞
∥∥∥∥∥∥∥∥
∑
|k|≥L+1
QNk Qk f
∥∥∥∥∥∥∥∥G(β,γ) ≤ limL→∞
∑
|k|≥L+1
∥∥∥QNk Qk f ∥∥∥G(β,γ) . limL→∞
∑
|k|≥L+1
δσ|k| = 0.
Moreover, by (4.33), the Fubini theorem and the cancelation property of Qk, we obtain∫
X
∑
|k|≥L+1
QNk Qk f (x) dµ(x) = 0.
Therefore, we have limL→∞
∥∥∥∑|k|≥L+1 QNk Qk f ∥∥∥G˚(β,γ) = 0 and hence f = ∑k∈Z Q˜kQk f in G˚(β, γ),
which is the desired conclusion.
Once we have proved (4.33), then we can use it to show (4.34) in the following way. Indeed,
when d(x, x′) ≤ (2A0)−1[1 + d(x0, x)], we have (2A0)−1d(x0, x′) ≤ d(x0, x) ≤ 2A0d(x0, x′) and
1 + d(x0, x) ∼ 1 + d(x0, x′) so that (4.33) implies that∣∣∣QNk Qk f (x) − QNk Qk f (x′)∣∣∣(4.35)
. δσ|k|
{
1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
+
1
V1(x0) + V(x0, x′)
[
1
1 + d(x0, x′)
]γ}
∼ δσ|k| 1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
.
Notice that (4.33) and Proposition 2.2(iii) imply that QN
k
Qk is a bounded operator on L
2(X), with
operator norm independent of k. Moreover, since QN
k
Qk =
∑
|l|≤N Qk+lQk, by Lemma 4.1 and
Corollary 4.2, we find that every Qk+lQk with l ∈ {−N,−N+1, . . . ,N−1,N} satisfies (3.1), (3.2) and
(3.3) withCT therein being a positive constant independent of k (butCT may depend on N), so does
QN
k
Qk. Thus, applying Theorem 3.1, we know that Q
N
k
Qk is a bounded operator on G˚(β′, γ′). In
particular, we have QN
k
Qk f ∈ G˚(β′, γ′), which implies that, when d(x, x′) ≤ (2A0)−1[1 + d(x0, x)],
∣∣∣QNk Qk f (x) − QNk Qk f (x′)∣∣∣ .
[
d(x, x′)
1 + d(x0, x)
]β′
1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
.
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Taking the geometric means between the last inequality as above and (4.35), we obtain (4.34).
It remains to show (4.33). Let us first prove (4.33) for the case k ∈ Z+. For any x ∈ X, we write
∣∣∣QNk Qk f (x)∣∣∣ = ∞∑
k=L+1
∣∣∣∣∣
∫
X
Ek(x, y)[ f (y) − f (x)] dµ(y)
∣∣∣∣∣
≤
∫
d(x,y)≤(2A0)−1[1+d(x0 ,x)]
|Ek(x, y)|| f (y) − f (x)| dµ(y)
+
∫
d(x,y)>(2A0)−1[1+d(x0 ,x)]
|Ek(x, y)|| f (y)| dµ(y)
+ | f (x)|
∫
d(x,y)>(2A0)−1[1+d(x0 ,x)]
|Ek(x, y)| dµ(y) =: Z1,1 + Z1,2 + Z1,3.
From Lemma 4.13(i), the regularity condition of f , Lemma 2.4(ii) and γ′ > γ, we deduce that
Z1,1 .
1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ′ ∫
X
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a} [
d(x, y)
1 + d(x0, y)
]β′
dµ(y)
.
1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ′ ∫
X
δkβ
′
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a} [
d(x, y)
δk
]β′
dµ(y)
. δ|k|β
′ 1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
.
For the term Z1,2, applying Lemma 4.13(i) and the regularity condition of f , we conclude that
Z1,2 .
∫
d(x,y)>(2A0)−1[1+d(x0 ,x)]
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a}
1
V1(x0)
dµ(y).
Observe that the doubling condition (1.1) implies that V1(x0) + V(x0, x) . [1 + d(x0, x)]
ωV1(x0).
Meanwhile, if d(x, y) > (2A0)
−1[1 + d(x0, x)] and k ∈ Z+, then
exp
{
− c
2
[
d(x, y)
δk
]a}
≤ exp
{
− c
2
[
(2A0)
−1[1 + d(x0, x)]
δk
]a}
.
[
δk
1 + d(x0, x)
]ω+γ+β′
.
By these and Lemma 2.4(ii), we further obtain
Z1,2 . δ
|k|(ω+γ+β′ ) 1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
.
Now we estimate Z1,3. Again, using the fact that the conditions d(x, y) > (2A0)
−1[1+ d(x0, x)] and
k ∈ Z+, we obtain exp{− c2[
d(x,y)
δk
]a} . δkβ′ . From this, Lemma 4.13(i), the regularity condition of f
and Lemma 2.4(ii), it follows that
Z1,3 . | f (x)|
∫
d(x,y)>(2A0)−1[1+d(x0 ,x)]
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a}
dµ(y)
. δkβ
′ 1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
.
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Combining the estimates of Z1,1 through Z1,3, we obtain (4.33) when k ∈ Z+.
Next we prove (4.33) for the case k ∈ Z \ Z+. Notice that, for any x ∈ X,∣∣∣QNk Qk f (x)∣∣∣ =
∣∣∣∣∣
∫
X
[Ek(x, y) − Ek(x, x0)]| f (y)| dµ(y)
∣∣∣∣∣
≤
∫
d(x0 ,y)≤(2A0)−1[δk+d(x0 ,x)]
|Ek(x, y) − Ek(x, x0)|| f (y)| dµ(y)
+
∫
d(x0 ,y)>(2A0)−1[δk+d(x0 ,x)]
|Ek(x, y)|| f (y)| dµ(y)
+ |Ek(x, x0)|
∫
d(x0 ,y)>(2A0)−1[δk+d(x0 ,x)]
| f (y)| dµ(y) =: Z1,4 + Z1,5 + Z1,6.
To estimate Z1,4, we choose γ˜ ∈ (γ, γ′). By Lemma 4.13(ii), γ˜ < η and the size condition of f , we
have
Z1,4 .
∫
X
[
d(x0, y)
δk
]˜γ
1
Vδk(x0)
exp
{
−c
[
d(x0, x)
δk
]a}
1
V1(x0) + V(x0, y)
[
1
1 + d(x0, y)
]γ′
dµ(y).
Since δk ≥ 1, it follows that
1
Vδk(x0)
exp
{
−c
[
d(x0, x)
δk
]a}
(4.36)
.
1
µ(B(x0, δk + d(x0, x)))
[
δk + d(x0, x)
δk
]ω [
1 +
d(x0, x)
δk
]−ω−γ
.
1
µ(B(x0, 1 + d(x0, x)))
[
δk
δk + d(x0, x)
]γ
. δkγ
1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
.
Also, notice that [
d(x0 ,y)
δk
]γ˜[ 1
1+d(x0 ,y)
]γ
′ ≤ δ−kγ˜[ 1
1+d(x0 ,y)
]γ
′−γ˜. Combining these with Lemma 2.4(ii),
we find that
Z1,4 . δ
k(γ−γ˜) 1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
×
∫
d(x0 ,y)≤δk
1
V1(x0) + V(x0, y)
[
1
1 + d(x0, y)
]γ′−γ˜
dµ(y)
. δ(˜γ−γ)|k|
1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
.
For the term Z1,5, from Lemma 4.13(i), the size condition of f and Lemma 2.4(iii), we deduce that
Z1,5 .
∫
d(x0 ,y)>(2A0)−1[δk+d(x0 ,x)]
[
d(x0, y)
δk
]γ′−γ
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a}
× 1
V1(x0) + V(x0, y)
[
1
1 + d(x0, y)
]γ′
dµ(y)
.
1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
δ(γ−γ
′)k
∫
X
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a}
dµ(y)
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. δ(γ
′−γ)|k| 1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
.
To estimate Z1,6, we again choose γ˜ ∈ (γ, γ′). Applying Lemma 4.13(i), (4.36), the size condition
of f and Lemma 2.4(ii), we proceed as in the estimate of Z1,4 to derive that
Z1,6 .
1
Vδk(x0)
exp
{
−c
[
d(x, x0)
δk
]a}∫
d(x0 ,y)>(2A0)−1[δk+d(x0 ,x)]
[
d(x0, y)
δk
]˜γ
× 1
V1(x0) + V(x0, y)
[
1
1 + d(x0, y)
]γ′
dµ(y)
. δ(˜γ−γ)|k|
1
V1(x0) + V(x0, x)
[
1
1 + d(x0, x)
]γ
.
Combining the estimates of Z1,4 through Z1,6, we obtain (4.33) when k ∈ Z \ Z+. This finishes the
proof of (4.33) and hence of Step 1).
Step 2) Proof of the convergence of (4.29) in G˚η
0
(β, γ) when f ∈ G˚η
0
(β, γ).
If f ∈ G˚η
0
(β, γ), then there exists a sequence {gn}∞m=1 ⊂ G˚(η, η) such that limn→∞ ‖ f −gn‖G˚(β,γ) =
0. By the already proved result in Step 1), we know that every gn satisfies
lim
L→∞
∥∥∥∥∥∥∥∥gn −
∑
|k|≤L
Q˜kQkgn
∥∥∥∥∥∥∥∥G˚(β,γ) = 0.
For any N, L ∈ N, define
T˜N,L :=
∑
|k|≤L
QNk Qk =
∑
|k|≤L
∑
|l|≤N
Qk+lQk.(4.37)
Repeating the proof of Lemma 4.6, we find that, for any fixed θ ∈ (0, 1) and any k1, k2 ∈ Z,∥∥∥∥∥∥∥∥
 ∑
|l1 |≤N
Qk1+l1Qk1

 ∑
|l2 |≤N
Qk2+l2Qk2

∗∥∥∥∥∥∥∥∥
L2(X)→L2(X)
≤
∑
|l1 |≤N
∑
|l2 |≤N
∥∥∥Qk1+l1Qk1 (Qk2+l2Qk2)∗∥∥∥L2(X)→L2(X)
.
∞∑
l1=−∞
∞∑
l2=−∞
δ(|l1 |+|l2 |)ηθδ|k1−k2 |η(1−θ) ∼ δ|k1−k2 |η(1−θ).
Similar estimate also holds true for∥∥∥∥∥∥∥∥
 ∑
|l1 |≤N
Qk1+l1Qk1

∗  ∑
|l2 |≤N
Qk2+l2Qk2

∥∥∥∥∥∥∥∥
L2(X)→L2(X)
due to the symmetry. Then, by Lemma 4.5, we conclude that T˜N,L is bounded on L
2(X) with its
operator norm independent of N and L. Moreover, repeating the proof of Proposition 4.7 with
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the summation
∑
|l|>N therein replaced by
∑
|l|≤N , we know that the kernel T˜N,L satisfies all the
conditions of Theorem 3.1, with c0 := 0 and CT therein being a positive constant independent of
L and N. Thus, from Theorem 3.1, it follows that T˜N,L is a bounded operator on G˚(β, γ).
Further, recall that T−1
N
QN
k
= Q˜k and ‖T−1N ‖G˚(β,γ)→G˚(β,γ) ≤ 2. Therefore,∥∥∥∥∥∥∥∥ f −
∑
|k|≤L
Q˜kQk f
∥∥∥∥∥∥∥∥G˚(β,γ)
≤ ‖ f − gn‖G˚(β,γ) +
∥∥∥∥∥∥∥∥gn −
∑
|k|≤L
Q˜kQkgn
∥∥∥∥∥∥∥∥G˚(β,γ) +
∥∥∥∥∥∥∥∥T−1N
∑
|k|≤L
QNk Qk(gn − f )

∥∥∥∥∥∥∥∥G˚(β,γ)
. ‖ f − gn‖G˚(β,γ) +
∥∥∥∥∥∥∥∥gn −
∑
|k|≤L
Q˜kQkgn
∥∥∥∥∥∥∥∥G˚(β,γ) ,
which tends to 0 as n, L → ∞.
We still need to prove that
∑
|k|≤L Q˜kQk f can be approximated by a sequence of functions in
G˚(η, η) in the norm of G˚(β, γ). Notice that the boundedness of T−1
N
and T˜N,L on G˚(β, γ) implies
that
lim
n→∞
∥∥∥∥∥∥∥∥
∑
|k|≤L
Q˜kQk f −
∑
|k|≤L
Q˜kQkgn
∥∥∥∥∥∥∥∥G˚(β,γ) = limn→∞
∥∥∥T−1N T˜N,L( f − gn)∥∥∥G˚(β,γ) = 0.
If we know that
∑
|k|≤L Q˜kQkgn ∈ G˚η0(β, γ), then
∑
|k|≤L Q˜kQkgn can be approximated by functions
in G˚(η, η), so does ∑|k|≤L Q˜kQk f .
Suppose that h ∈ G˚η
0
(β, γ). Then there exists {h j}∞j=1 ⊂ G˚(η, η) such that ‖h − h j‖G˚(β,γ) → 0
as j → ∞. By Lemma 4.14, we find that QN
k
Qkh j =
∑
|l|≤N Qk+lQkh j ∈ G˚(η, η) for any k ∈ Z
and j ∈ N. By the definition of TN and the arguments in the proof of Step 1), we conclude
that T˜N,Lh j =
∑
|k|≤L QNk Qkh j converges to TNh j in G˚(β, γ) as L → ∞. Therefore, every TNh j ∈
G˚η
0
(β, γ). Recall that RN is bounded on G˚(β, γ) with operator norm at most 1/2. Thus, TN is also
bounded on G˚(β, γ), which implies that ‖TNh − TNh j‖G˚(β,γ) → 0 as j → ∞. We therefore obtain
TNh ∈ G˚η0(β, γ), so does RNh for any h ∈ G˚
η
0
(β, γ). Further, applying
T−1N h = (I − RN)−1 =
∞∑
j=0
R
j
N
h,
we know that T−1
N
h ∈ G˚η
0
(β, γ).
Again applying Lemma 4.14, we also know that h := QN
k
Qkgn ∈ G˚(η, η) ⊂ G˚η0(β, γ). Thus,
Q˜kQkgn = T
−1
N
h belongs to G˚η
0
(β, γ), so does
∑
|k|≤L Q˜kQkgn. This finishes the proof of Step 2).
Step 3) Proof of the convergence of (4.29) in Lp(X) when f ∈ Lp(X) with any given p ∈ (1,∞).
For any L ∈ N, define T˜L :=
∑
|k|≤L Q˜kQk. Notice that T˜L is associated to an integral kernel
T˜L(x, y) =
∑
|k|≤L
Q˜kQk(x, y) =
∑
|k|≤L
∫
X
Q˜k(x, z)Qk(z, y) dµ(y), ∀ x, y ∈ X.
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With T˜N,L as defined in (4.37), we have T˜L = T
−1
N
TN,L. Recall that both T
−1
N
and TN,L are bounded
on L2(X) with the operator norm independent of N and L, so does T˜L.
Next, we show that T˜L is a standard Caldero´n-Zygmund kernel. We first prove the size con-
dition. Indeed, for any x, y ∈ X with x , y, by Remark 2.9(i) and the size condition of Q˜k, we
have∣∣∣Q˜kQk(x, y)∣∣∣
=
∣∣∣∣∣
∫
X
Q˜k(x, z)Qk(z, y) dµ(y)
∣∣∣∣∣
. exp
{
−ν′
[
d(y,Yk)
δk
]a}∫
X
1
Vδk(x) + V(x, z)
[
δk
δk + d(x, z)
]γ
1
Vδk(y)
exp
{
−ν′
[
d(z, y)
δk
]a}
dµ(z).
For the last integral, we separate X into two domains {z ∈ X : d(z, x) ≥ (2A0)−1d(x, y)} and
{z ∈ X : d(z, y) ≥ (2A0)−1d(x, y)}. Then, from Lemma 2.4(ii), we deduce that∫
X
1
Vδk(x) + V(x, z)
[
δk
δk + d(x, z)
]γ
1
Vδk(y)
exp
{
−ν′
[
d(z, y)
δk
]a}
dµ(z)
.
1
Vδk(x) + V(x, y)
[
δk
δk + d(x, z)
]γ ∫
d(z,x)≥(2A0)−1d(x,y)
1
Vδk(z)
exp
{
−ν′
[
d(z, y)
δk
]a}
dµ(z)
+
1
Vδk(y)
exp
{
−ν
′
2
[
d(x, y)
δk
]a}∫
d(z,y)≥(2A0)−1d(x,y)
1
Vδk(x) + V(x, z)
[
δk
δk + d(x, z)
]γ
dµ(z)
.
1
Vδk(x) + V(x, y)
[
δk
δk + d(x, z)
]γ
.
Therefore, by the two formulae above, we find that
∣∣∣Q˜kQk(x, y)∣∣∣ . 1
Vδk(x) + V(x, y)
[
δk
δk + d(x, z)
]γ
exp
{
−ν′
[
d(y,Yk)
δk
]a}
,
which, consequently, implies that
∣∣∣T˜L(x, y)∣∣∣ . ∑
δk≥d(x,y)
1
Vδk(y)
exp
{
−ν′
[
d(y,Yk)
δk
]a}
+
∑
δk<d(x,y)
1
V(x, y)
[
δk
d(x, y)
]γ
.
1
V(x, y)
.(4.38)
Next we consider the regularity condition for the x variable. To this end, we choose β1 ∈ (0, β∧γ).
When d(x, x′) ≤ (2A0)−1 min{d(x, y), δk} with x , y, applying the regularity of Q˜k and the size
condition of Qk, and then, following the same argument as that used in the proof of the size
condition of Q˜kQk, we deduce that∣∣∣Q˜kQk(x, y) − Q˜kQk(x′, y)∣∣∣
=
∣∣∣∣∣
∫
X
[
Q˜k(x, z) − Q˜k(x′, z)
]
Qk(z, y) dµ(z)
∣∣∣∣∣
.
∫
X
[
d(x, x′)
δk + d(x, z)
]β
1
Vδk(x) + V(x, z)
[
δk
δk + d(x, z)
]γ
1
Vδk(z)
exp
{
−ν′
[
d(z, y)
δk
]a}
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× exp
{
−ν′
[
d(y,Yk)
δk
]a}
dµ(z)
.
[
d(x, x′)
δk
]β1 1
Vδk(x) + V(x, y)
[
δk
δk + d(x, y)
]γ
exp
{
−ν′
[
d(y,Yk)
δk
]a}
.
When (2A0)
−1δk < d(x, x′) ≤ (2A0)−1d(x, y) with x , y, the size conditions of Q˜k and Qk imply
that
∣∣∣Q˜kQk(x, y) − Q˜kQk(x′, y)∣∣∣ . 1
Vδk(x) + V(x, y)
[
δk
δk + d(x, y)
]γ
+
1
Vδk(x
′) + V(x′, y)
[
δk
δk + d(x′, y)
]γ
.
[
d(x, x′)
δk
]β1 1
V(x, y)
[
δk
d(x, y)
]γ
∼
[
d(x, x′)
d(x, y)
]β1 1
V(x, y)
[
δk
d(x, y)
]γ−β1
.
Thus, by the above two formulae and Lemma 4.8, we conclude that, when d(x, x′) ≤ (2A0)−1d(x, y)
with x , y,∣∣∣T˜L(x, y) − T˜L(x′, y)∣∣∣(4.39)
≤
∞∑
k=−∞
∣∣∣Q˜kQk(x, y) − Q˜kQk(x′, y)∣∣∣
.
[
d(x, x′)
d(x, y)
]β1  ∑
δk≥d(x,y)
1
Vδk(y)
exp
{
−ν′
[
d(y,Yk)
δk
]a}
+
∑
δk<d(x,y)
1
V(x, y)
[
δk
d(x, y)
]γ
.
[
d(x, x′)
d(x, y)
]β1 1
V(x, y)
.
Similarly, by symmetry, when d(y, y′) ≤ (2A0)−1d(x, y) with x , y, we have
(4.40)
∣∣∣T˜L(x, y) − T˜L(x, y′)∣∣∣ .
[
d(y, y′)
d(x, y)
]β1 1
V(x, y)
.
Combining (4.38), (4.39) and (4.40), we find that T˜L is a β1-Caldero´n-Zygmund kernel. The
well-known Caldero´n-Zygmund theory on spaces of homogeneous type developed in [10] then
implies that the operator T˜L is bounded on L
p(X) for any given p ∈ (1,∞) with the operator norm
independent of L.
Now we suppose f ∈ Lp(X) with any given p ∈ (1,∞). It follows, from [1, Corollary 10.4],
that G˚(η, η) is dense in Lp(X), so is G˚η
0
(β, γ). Therefore, for any given ǫ ∈ (0,∞), there exists
g ∈ G˚η
0
(β, γ) such that ‖ f − g‖Lp(X) < ǫ. By the already proved conclusion in Step 2), there exists
L0 ∈ N such that, for any L ≥ L0, ‖g −
∑
|k|≤L Q˜kQkg‖G˚η
0
(β,γ)
< ǫ. Observe that Lemma 2.4(ii)
shows that the space G˚η
0
(β, γ) is continuously embedded into Lp(X) with the embedding constant
depending on x0 and p. Combining these and the boundedness of T˜L on L
p(X), we obtain∥∥∥∥∥∥∥∥ f −
∑
|k|≤L
Q˜kQk f
∥∥∥∥∥∥∥∥
Lp(X)
≤ ‖ f − g‖Lp(X) +
∥∥∥∥∥∥∥∥g −
∑
|k|≤L
Q˜kQkg
∥∥∥∥∥∥∥∥
Lp(X)
+
∥∥∥∥∥∥∥∥
∑
|k|≤L
Q˜kQk(g − f )
∥∥∥∥∥∥∥∥
Lp(X)
. ǫ.
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Meanwhile, notice that Proposition 2.2(iii) implies that
∑
|k|≤L Q˜kQk f ∈ Lp(X). This proves the
convergence of (4.29) in Lp(X) when f ∈ Lp(X), which completes the proof of Theorem 4.15. 
Similarly to the proof of Theorem 4.15, we obtain another homogeneous continuous Caldero´n
reproducing formula, the details being omitted.
Theorem 4.16. Suppose that β, γ ∈ (0, η) and {Qk}k∈Z is an exp-ATI. Then there exists a sequence
{Qk}k∈Z of bounded linear operators on L2(X) such that, for any f in G˚η0(β, γ) [resp., Lp(X) with
any given p ∈ (1,∞)],
(4.41) f =
∞∑
k=−∞
QkQk f ,
where the series converges in G˚η
0
(β, γ) [resp., Lp(X) with any given p ∈ (1,∞)]. Moreover, for any
k ∈ Z, the kernel of Qk satisfies the size condition (2.1), the regularity condition (2.2) only for the
second variable, and the cancellation condition (4.30).
Remark 4.17. Based on (4.1), we have f = TN f + RN f =
∑∞
k=−∞ QkQ
N
k
f + RN f . Taking the
duality in both side of this equality, we obtain
f = T ∗N f + R
∗
N f =
∞∑
k=−∞
(
QNk
)∗
Q∗k f + R
∗
N f .
Based on the proof of Theorem 4.15, we find that Qk in Theorem 4.16 is defined by setting, for
any x, y ∈ X, (
Qk
)∗
(x, y) =
(
T ∗N
)−1 ((
QNk
)∗
(·, y)
)
(x) =
(
T ∗N
)−1 (
QNk (y, ·)
)
(x),
which further implies that Qk(x, y) = (T
∗
N
)−1(QN
k
(x, ·))(y) for any x, y ∈ X.
Using Theorems 4.15 and 4.16, via a duality argument, we have the following conclusion, the
details being omitted.
Theorem 4.18. Let all the notation be as in Theorems 4.15 and 4.16. Then, for any f ∈ (G˚η
0
(β, γ))′
with β, γ ∈ (0, η), both (4.29) and (4.41) hold true in (G˚η
0
(β, γ))′.
Remark 4.19. Observe that, if K is a compact subset of (0, η)2, then the estimates related to
{Q˜k}k∈Z in Theorem 4.15 are independent of β and γ whenever (β, γ) ∈ K, but depend on K.
Similar observations also hold true for Theorems 4.16 and 4.18.
5 Homogeneous discrete Caldero´n reproducing formulae
This section concerns the homogeneous discrete reproducing formulae. Let j0 ∈ N be suffi-
ciently large such that
δ j0 ≤ (2A0)−4C♮,(5.1)
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where C♮ is as in Theorem 2.5. Based on Theorem 2.5, for any k ∈ Z and α ∈ Ak, we define
N(k, α) := {τ ∈ Ak+ j0 : Qk+ j0τ ⊂ Qkα}
and N(k, α) to be the cardinality of the set N(k, α). From Theorem 2.5, it follows that N(k, α) .
δ− j0ω and
⋃
τ∈N(k,α) Q
k+ j0
τ = Q
k
α. We rearrange the set {Qk+ j0τ : τ ∈ N(k, α)} as {Qk,mα }N(k,α)m=1 . Also,
denote by yk,mα an arbitrary point in Q
k,m
α and z
k,m
α the “center” of Q
k,m
α .
Fix a large integer N ∈ N. For any f ∈ L2(X) and x ∈ X, define the discrete Riemannian sum
SN f (x) :=
∞∑
k=−∞
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (x, y) dµ(y)Qk f
(
yk,mα
)
,(5.2)
where yk,mα is an arbitrary point in Q
k,m
α . Notice that, for any f ∈ L2(X) and x ∈ X, we have
RN f (x) := (I − SN) f (x)(5.3)
=
∞∑
k=−∞
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (x, y)
[
Qk f (y) − Qk f
(
yk,mα
)]
dµ(y)
+
∑
|l|>N
∞∑
k=−∞
Qk+lQk f (x)
=:
∞∑
k=−∞
Gk,N f (x) + RN f (x) =: GN f (x) + RN f (x),
where RN is as in (4.1). We have shown, in the previous section, that RN is bounded on both L
2(X)
and G˚(x1, r, β, γ), where x1 ∈ X, r ∈ (0,∞) and β, γ ∈ (0, η). We will show, in Section 5.1 below,
that the operator GN is also bounded on both L
2(X) and G˚(x1, r, β, γ). Thus, if f belongs to L2(X)
[resp., G˚(x1, r, β, γ)], then SN f in (5.2) is a well defined function in L2(X) [resp., in G˚(x1, r, β, γ)].
The proofs for the homogeneous discrete reproducing formulae are presented in Section 5.2.
5.1 Boundedness of the remainder RN
Based on the discussion after (5.3), the boundedness of RN can be reduced to the study of the
boundedness of GN on L
2(X) and spaces of test functions. We need the following lemma.
Lemma 5.1. For any k ∈ Z and N ∈ N, let Gk,N be defined as in (5.3), that is, for any x, y ∈ X,
Gk,N(x, y) =
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (x, z)
[
Qk(z, y) − Qk
(
yk,mα , y
)]
dµ(z).
Then there exist positive constants C(N) and c(N), depending on N, but being independent of k, j0
and y
k,m
α , such that Gk,N satisfies:
(i) for any x, y ∈ X,
(5.4) |Gk,N(x, y)| ≤ C(N)δ j0η
1
Vδk(x)
exp
{
−c′(N)
[
d(x, y)
δk
]a}
exp
{
−c′(N)
[
d(x,Yk)
δk
]a}
;
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(ii) for any x, x′, y ∈ X with d(x, x′) ≤ δk or d(x, x′) ≤ (2A0)−1[δk + d(x, y)],
|Gk,N(x, y) −Gk,N(x′, y)| + |Gk(y, x) −Gk(y, x′)|(5.5)
≤ C(N)δ j0η
[
d(x, x′)
δk
]η
1
Vδk(x)
exp
{
−c′(N)
[
d(x, y)
δk
]a}
exp
{
−c′(N)
[
d(x,Yk)
δk
]a}
;
(iii) for any x, x′, y, y′ ∈ X with d(x, x′) ≤ δk and d(y, y′) ≤ δk, or d(x, x′) ≤ (2A0)−2[δk+d(x, y)]
and d(y, y′) ≤ (2A0)−2[δk + d(x, y)],
|[Gk,N(x, y) −Gk,N(x′, y)] − [Gk,N(x, y′) −Gk,N(x′, y′)]|(5.6)
≤ C(N)δ j0η
[
d(x, x′)
δk
]η [
d(y, y′)
δk
]η
1
Vδk(x)
exp
{
−c′(N)
[
d(x, y)
δk
]a}
× exp
{
−c′(N)
[
d(x,Yk)
δk
]a}
;
(iv) for any x ∈ X,
∫
X
Gk(x, y) dµ(y) = 0 =
∫
X
Gk(y, x) dµ(y).
Proof. We first prove (i). Indeed, from (5.1), it follows that, for any z ∈ Qk,mα ,
d
(
z, yk,mα
)
≤ (2A0)2C♮δk+ j0 ≤ (2A0)−2δk ≤ δk.(5.7)
With this, applying (4.24), Remark 2.9(i), (4.6), Lemma 2.4(ii) and (4.7), we conclude that, for
any x, y ∈ X,
|Gk,N(x, y)| . 1
Vδk(x)
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
exp
{
−c
[
d(x, z)
δk
]a} d(z, yk,mα )
δk
η 1
Vδk(z)
× exp
{
−ν′
[
d(z, y)
δk
]a}
exp
{
−ν′
[
d(y,Yk)
δk
]a}
dµ(z)
. δ j0η
1
Vδk(x)
exp
{
−c ∧ ν
′
2
[
d(x, y)
A0δk
]a}
exp
{
−ν′
[
d(y,Yk)
δk
]a}
×
∫
X
1
Vδk(z)
exp
{
−ν
′
2
[
d(z, y)
δk
]a}
dµ(z)
. δ j0η
1
Vδk(x)
exp
{
−c ∧ ν
′
4
[
d(x, y)
A0δk
]a}
exp
−c ∧ ν
′
4
d(x,Yk)
A2
0
δk

a ,
as desired. Moreover, by the dominated convergence theorem and the cancellation of Qk, we also
obtain (iv).
Suppose now that y ∈ X and x, x′ ∈ X satisfying d(x, x′) ≤ δk. Then, from (4.25), the regularity
condition of Qk, Remark 2.9(i), (4.6), Lemma 2.4(ii) and (4.7), we deduce that
|Gk,N(x, y) −Gk,N(x′, y)|
≤
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
∣∣∣QNk (x, z) − QNk (x′, z)∣∣∣ ∣∣∣∣Qk(z, y) − Qk (yk,mα , y)∣∣∣∣ dµ(z)
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.
[
d(x, x′)
δk
]η
1
Vδk(x)
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
exp
{
−c
[
d(x, z)
δk
]a} d(z, yk,mα )
δk
η 1
Vδk(z)
× exp
{
−ν′
[
d(z, y)
δk
]a}
exp
{
−ν′
[
d(y,Yk)
δk
]a}
dµ(z)
. δ j0η
[
d(x, x′)
δk
]η
1
Vδk(x)
exp
{
−c ∧ ν
′
2
[
d(x, y)
A0δk
]a}
exp
{
−ν′
[
d(y,Yk)
δk
]a}
×
∫
X
1
Vδk(z)
exp
{
−ν
′
2
[
d(z, y)
δk
]a}
dµ(z)
. δ j0η
[
d(x, x′)
δk
]η
1
Vδk(x)
exp
{
−c ∧ ν
′
4
[
d(x, y)
A0δk
]a}
exp
−c ∧ ν
′
4
d(x,Yk)
A2
0
δk

a .
Similarly, when d(x, x′) ≤ δk, by (4.24), Remark 2.9(i), (4.6) and Lemma 2.4(ii), we conclude that
|Gk,N(y, x) −Gk,N(y, x′)|
≤
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
∣∣∣QNk (y, z)∣∣∣ ∣∣∣∣Qk(z, x) − Qk (yk,mα , x) − Qk(z, x′) + Qk (yk,mα , x′)∣∣∣∣ dµ(z)
.
[
d(x, x′)
δk
]η
1
Vδk(x)
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
1
Vδk(z)
exp
{
−c
[
d(y, z)
δk
]a} d(z, yk,mα )
δk
η
× exp
{
−ν′
[
d(z, x)
δk
]a}
exp
{
−ν′
[
d(x,Yk)
δk
]a}
dµ(z)
. δ j0η
[
d(x, x′)
δk
]η
1
Vδk(x)
exp
{
−c ∧ ν
′
2
[
d(x, y)
2A0δk
]a}
exp
{
−ν′
[
d(x,Yk)
δk
]a}
By the two formulae above, we obtain (ii) when d(x, x′) ≤ δk. Using (i) and arguing as Proposition
2.10 [see also Remark 2.9(iii)], we conclude that (5.5) remains true when d(x, x′) ≤ (2A0)−1[δk +
d(x, y)].
Based on (ii) and the proof of Proposition 2.10 [see also Remark 2.9(iii)], we only show that
(iii) holds true when x, x′, y, y′ ∈ X satisfying d(x, x′) ≤ δk and d(y, y′) ≤ δk. In this case,
applying (4.25), the second difference regularity of Qk, Remark 2.9(i), (4.6), Lemma 2.4(ii) and
(4.7), we obtain
|[Gk,N(x, y) −Gk,N(x′, y)] − [Gk,N(x, y′) −Gk,N(x′, y′)]|
≤
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
∣∣∣QNk (x, z) − QNk (x′, z)∣∣∣ ∣∣∣∣Qk(z, y) − Qk (yk,mα , y) − Qk(z, y′) + Qk (yk,mα , y′)∣∣∣∣ dµ(z)
.
[
d(x, x′)
δk
]η [
d(y, y′)
δk
]η
1
Vδk(x)
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
exp
{
−c
[
d(x, z)
δk
]a} d(z, yk,mα )
δk
η 1
Vδk(z)
× exp
{
−ν′
[
d(z, y)
δk
]a}
exp
{
−ν′
[
d(y,Yk)
δk
]a}
dµ(z)
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. δ j0η
[
d(x, x′)
δk
]η [
d(y, y′)
δk
]η
1
Vδk(x)
exp
{
−c ∧ ν
′
2
[
d(x, y)
A0δk
]a}
exp
{
−ν′
[
d(y,Yk)
δk
]a}
×
∫
X
1
Vδk(z)
exp
{
−ν
′
2
[
d(z, y)
δk
]a}
dµ(z)
. δ j0η
[
d(x, x′)
δk
]η [
d(y, y′)
δk
]η
1
Vδk(x)
exp
{
−c ∧ ν
′
4
[
d(x, y)
A0δk
]a}
exp
−c ∧ ν
′
4
d(x,Yk)
A2
0
δk

a .
This proves (iii) and hence finishes the proof of Lemma 5.1. 
To consider the boundedness of GN on the spaces of test functions, we use the method similar
to the proof of RN in Section 4.2. For any N, M ∈ N and x, y ∈ X, define
(5.8) G
(M)
N
(x, y) :=
∑
|k|≤M
Gk,N(x, y) =
∑
|k|≤M
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (x, z)
[
Qk(z, y) − Qk
(
yk,mα , y
)]
dµ(z).
Proposition 5.2. For any N, M ∈ N, let GN and G(M)N be as in (5.3) and (5.8). Let x1 ∈ X,
r ∈ (0,∞) and β, γ ∈ (0, η). Then there exists a positive constant C(N), depending on N, but being
independent of M, j0, x1, r and y
k,m
α , such that
(5.9) ‖GN‖L2(X)→L2(X) +
∥∥∥∥G(M)N ∥∥∥∥L2(X)→L2(X) ≤ C(N)δ j0η
and
(5.10)
∥∥∥∥G(M)N ∥∥∥∥G˚(x1,r,β,γ)→G˚(x1 ,r,β,γ) ≤ C(N)δ j0η.
Proof. Applying (i) and (ii) of Lemma 5.1 and Remark 2.9, we follow the proof of Lemma 4.1(i)
with Q˜ j replaced byGk,N or G
∗
k,N
, and Qk replaced byGl,N or G
∗
l,N
, to deduce that, for any k, l ∈ Z
and x, y ∈ X,
∣∣∣G∗k,NGl,N(x, y)∣∣∣ + ∣∣∣Gk,NG∗l,N(x, y)∣∣∣ ≤ C˜δ j0ηδ|k−l|η 1Vδk∧l(x) exp
{
−c˜
[
d(x, y)
δk∧l
]a}
,
where C˜ and c˜ are positive constants independent of k, l, x, y, j0 and y
k,m
α . Combining this with
Proposition 2.2(iii), we find that, for any k, l ∈ Z,∥∥∥G∗k,NGl,N∥∥∥L2(X)→L2(X) + ∥∥∥Gk,NG∗l,N∥∥∥L2(X)→L2(X) .N δ j0ηδ|k−l|η.
Then (5.9) follows from Lemma 4.5.
Now we show (5.10). Let M ∈ N. By the definition of G(M)
N
and (5.4), for any f ∈ Cβ(X) and
x ∈ X, we have
G
(M)
N
f (x) =
∫
X
G
(M)
N
(x, y) f (y) dµ(y).
It remains to prove that G
(M)
N
satisfies (3.1), (3.2) and (3.3) with CT := Cδ
j0η, where C is a positive
constant depending on N, but being independent of M and j0. For the size condition, by (5.4) and
Lemma 4.9, we conclude that, for any x, y ∈ X with x , y,∣∣∣∣G(M)N (x, y)∣∣∣∣ ≤ ∑
|k|≤M
|Gk,N(x, y)|
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. δ j0η
∞∑
k=−∞
1
Vδk(x)
exp
{
−c′
[
d(x, y)
δk
]a}
exp
{
−c′
[
d(x,Yk)
δk
]a}
. δ j0η
1
V(x, y)
.
Similarly, by (5.5) [resp., (5.6)] and Lemma 4.9, we obtain the regularity condition (resp., the
second difference regularity condition). Notice that G
(M)
N
is bounded on L2(X) with its operator
norm independent of j0 and M [see (5.9)] and the kernel ofG
(M)
N
has cancellation condition. Then,
applying Theorem 3.1, we obtain (5.10). This finishes the proof of Proposition 5.2. 
Lemma 5.3. Let f ∈ G(x1, r, β, γ) with x1 ∈ X, r ∈ (0,∞) and β, γ ∈ (0, η). Fix N ∈ N. Then the
following assertions are true:
(i) limM→∞G
(M)
N
= GN f in L
2(X);
(ii) for any x ∈ X, the sequence {G(M)
N
f (x)}∞
M=1
converges locally uniformly to some element,
denoted by G˜N f (x), where G˜N f differs from RN f at most a set of µ-measure 0;
(iii) the operator G˜N can be uniquely extended from G(x1, r, β, γ) to L2(X), with the extension
operator coinciding with GN . In this sense, for any f ∈ G(x1, r, β, γ) and x ∈ X,
lim
M→∞
G
(M)
N
f (x) = G˜N f (x) = GN f (x).
Proof. To obtain (i), applying Lemma 4.5 and (5.8), we find that, for any f ∈ L2(X),
GN f =
∞∑
k=−∞
Gk,N f = lim
M→∞
G
(M)
N
f in L2(X).
Next we prove (ii). Let f ∈ G(x1, r, β, γ). To prove that {G(M)N f }∞M=1 is a locally uniformly
convergent sequence, for any fixed point x ∈ X, we only need to find a positive sequence {ck}∞k=−∞
such that
(5.11) sup
y∈B(x,r)
|Gk,N f (y)| ≤ ck and
∞∑
k=−∞
ck < ∞.
We claim that
sup
y∈B(x,r)
|Gk,N f (y)| .

1
Vδk(x)
exp
{
−c
[
d(x,Yk)
A0δk
]a}
if δk ≥ r,
1
Vr(x1)
(
δk
r
)β
if δk < r.
(5.12)
With each ck defined as in the right-hand side of (5.12), from Lemma 4.8 we deduce
∑∞
k=−∞ ck <
∞, so that (5.11) holds true.
Now we show (5.12). When δk ≥ r, by (5.4), Lemma 2.4(ii) and (4.7), we conclude that, for
any y ∈ B(x, r),
|Gk,N f (y)| ≤
∫
X
∣∣∣Gk,N(y, z)∣∣∣ | f (z)| dµ(z)
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.
1
Vδk(y)
exp
{
−c′
[
d(y,Yk)
δk
]a}∫
X
| f (z)| dµ(z) . 1
Vδk(x)
exp
{
−c′
[
d(x,Yk)
A0δk
]a}
,
as desired. When δk < r, by Lemma 5.1(iv), for any y ∈ X, we have
|Gk,N f (y)| =
∣∣∣∣∣
∫
X
Gk,N(y, z)[ f (z) − f (y)] dµ(y)
∣∣∣∣∣ ≤
∫
X
|Gk,N(y, z)|| f (z) − f (y)| dµ(z).
As was shown in the proof of Lemma 4.10, for any f ∈ G(x1, r, β, γ) and y, z ∈ X,
| f (z) − f (y)| .
[
d(y, z)
r
]β
1
Vr(x1)
.
This, together with (5.4) and Lemma 2.4(ii), implies that
|Gk,N f (y)| . δηl
1
Vr(x1)
(
δk
r
)β ∫
X
1
Vδk(y)
exp
{
−c
[
d(y, z)
δk
]a} [
d(y, z)
δk
]β
dµ(z) . δηl
1
Vr(x1)
(
δk
r
)β
.
This proves (5.12). Consequently, for any x ∈ X, the sequence {G(M)
N
f (x)}∞
M=N+1
converges locally
uniformly to some element, which is denoted by G˜N f (x).
Moreover, by (i) and the Riesz theorem, there exists an increasing sequence {M j} j∈N ⊂ N,
which tends to ∞, such that
lim
j→∞
G
(M j)
N
f (x) = GN f (x) µ-almost every x ∈ X.
Thus, G˜N f (x) = limM→∞G
(M)
N
f (x) = lim j→∞G
(M j)
N
f (x) = GN f (x) for µ-almost every x ∈ X. This
finishes the proof of (ii).
Notice thatGN is bounded on L
2(X) andG(x1, r, β, γ) is dense on L2(X). By (ii) and an argument
similar to that used in the proof of Lemma 4.10 with RN,M therein replaced by G
(M)
N
and RN
replaced by GN , we easily obtain (iii). This finishes the proof of Lemma 5.3. 
By (5.9), Lemma 5.3, (5.10), Definition 2.3 and the dominated convergence theorem, we im-
mediately obtain the following result, the details being omitted.
Proposition 5.4. Let x1 ∈ X, r ∈ (0,∞) and β, γ ∈ (0, η). Then, for any N ∈ N, there exists a
positive constant C(N), depending on N, but being independent of x1, r, j0 and y
k,m
α ∈ Qk,mα , such
that
‖GN‖L2(X)→L2(X) + ‖GN‖G˚(x1 ,r,β,γ)→G˚(x1 ,r,β,γ) ≤ C(N)δ
j0η.
Consequently, for any η′ ∈ (max{β, γ}, η), there exists another positive constant C, which is inde-
pendent of N, j0 and y
k,m
α , such that
‖RN‖L2(X)→L2(X) ≤ Cδη
′N +C(N)δ
j0η and ‖RN‖G˚(x1 ,r,β,γ)→G˚(x1 ,r,β,γ) ≤ Cδ
(η−η′)N +C(N)δ j0η.
Remark 5.5. Let all the notation be as in Proposition 5.4. To proceed the proof in Section 5.2
below, we first fix N ∈ N sufficiently large such that max{Cδη′N ,Cδ(η−η′)N} < 1/4, and then fix
j0 ∈ N sufficiently large such that both (5.1) and C(N)δ j0η < 1/4 hold true. From Proposition 5.4,
it then follows that
max
{
‖RN‖L2(X)→L2(X), ‖RN‖G˚(x1 ,r,β,γ)→G˚(x1 ,r,β,γ)
}
≤ 1
2
.
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5.2 Proofs of homogeneous discrete Caldero´n reproducing formulae
The main aim of this subsection is to establish the following homogeneous discrete Caldero´n
reproducing formulae. We need the following estimates regarding an analogous discrete version
of the kernel Ek in Lemma 4.13.
Lemma 5.6. Let N ∈ N and {Qk}∞k=−∞ be an exp-ATI. For any k ∈ Z and x, y ∈ X, define
Fk(x, y) :=
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (x, z) dµ(z)Qk
(
yk,mα , y
)
,
where y
k,m
α is an arbitrary point in Q
k,m
α . Then there exist positive constants C(N) and c(N), de-
pending on N, but being independent of k, j0 and y
k,m
α , such that the following assertions are
true:
(i) for any x, y ∈ X,
|Fk(x, y)| ≤ C(N)
1
Vδk(x)
exp
{
−c(N)
[
d(x, y)
δk
]a}
exp
{
−c
[
d(x,Yk)
δk
]a}
;
(ii) for any x, y, y′ ∈ X with d(y, y′) ≤ δk or d(y, y′) ≤ (2A0)−1[δk + d(x, y)],
|Fk(x, y) − Fk(x, y′)| + |Fk(y, x) − Fk(y′, x)|
≤ C(N)
[
d(y, y′)
δk
]η
1
Vδk(x)
exp
{
−c(N)
[
d(x, y)
δk
]a}
exp
{
−c(N)
[
d(x,Yk)
δk
]a}
;
(iii) for any x, x′, y, y′ ∈ X with d(x, x′) ≤ δk and d(y, y′) ≤ δk, or d(x, x′) ≤ (2A0)−2[δk+d(x, y)]
and d(y, y′) ≤ (2A0)−2[δk + d(x, y)],
|[Fk(x, y) − Fk(x′, y)] − [Fk(x, y′) − Fk(x′, y′)]|
≤ C(N)
[
d(x, x′)
δk
]η
1
Vδk(x)
exp
{
−c(N)
[
d(x, y)
δk
]a}
exp
{
−c(N)
[
d(x,Yk)
δk
]a}
;
(iv) for any x ∈ X,
∫
X
Fk(x, y) dµ(y) = 0 =
∫
X
Fk(y, x) dµ(y).
Proof. We first prove (i). By the size conditions of QN
k
[see (4.24)] and Qk, and Remark 2.9(i), we
find that, for any x, y ∈ X,
|Fk(x, y)| . 1
Vδk(x)
exp
{
−ν′
[
d(y,Yk)
δk
]a} ∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
exp
{
−c
[
d(x, z)
δk
]a}
1
Vδk(y)
× exp
−ν′
d(yk,mα , y)
δk
a
 dµ(z).
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For any z ∈ Qk,mα and y ∈ X, we have d(z, yk,mα ) ≤ (2A0)2C♮δk+ j0 ≤ (2A0)−2δk ≤ δk and hence
[d(z, y)]a ≤ Aa0δka + Aa0[d(yk,mα , y)]a,
so that exp{−ν′[d(yk,mα ,y)
δk
]a} in the above formula can be replaced by exp{−ν′[d(z,y)
A0δk
]a}. Define ν′′ :=
c ∧ v′. By this, (4.6), Lemma 2.4(ii) and (4.7), we conclude that
|Fk(x, y)| .
1
Vδk(x)
exp
{
−ν′
[
d(y,Yk)
δk
]a}∫
X
exp
{
−c
[
d(x, z)
δk
]a}
1
Vδk(y)
× exp
{
−ν′
[
d(z, y)
A0δk
]a}
dµ(z)
.
1
Vδk(x)
exp
−ν
′′
2
d(x, y)
A2
0
δk

a exp
{
−ν′
[
d(y,Yk)
δk
]a}
×
∫
X
1
Vδk(y)
exp
{
−ν
′′
2
[
d(y, z)
A0δk
]a}
dµ(z)
.
1
Vδk(x)
exp
−ν
′′
4
d(x, y)
A2
0
δk

a exp
−ν
′′
4
d(x,Yk)
A3
0
δk

a ,
as desired. By this, the dominated convergence theorem and the cancellation of Qk, we obtain (iv).
By (i) and the proof of Proposition 4.11 [see also Remark 2.9(iii)], to prove (ii), it suffices to
show (ii) when x ∈ X and y, y′ ∈ X satisfying d(y, y′) ≤ δk. Due to the symmetry, we only consider
|Fk(x, y)−Fk(x, y′)|. From (4.25), the regularity condition of Qk with Remark 2.9(i), Lemma 2.4(i)
and (4.7), we deduce that
|Fk(x, y) − Fk(x, y′)|
≤
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
∣∣∣QNk (x, z)∣∣∣ dµ(z) ∣∣∣∣Qk (yk,mα , y) − Qk (yk,mα , y′)∣∣∣∣
.
[
d(y, y′)
δk
]η
1
Vδk(x)
exp
{
−ν′
[
d(y,Yk)
δk
]a}
×
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
exp
{
−c
[
d(x, z)
δk
]a}
1
Vδk(y)
exp
−ν′
d(y, yk,mα )
δk
a
 dµ(z).
Similarly to the above discussion in (i), by (4.6), Lemma 2.4(ii) and (4.7), we have
|Fk(x, y) − Fk(x, y′)| .
[
d(y, y′)
δk
]η
1
Vδk(x)
exp
−ν
′′
2
d(x, y)
A2
0
δk

a exp
{
−ν′
[
d(y,Yk)
δk
]a}
×
∫
X
1
Vδk(y)
exp
{
−ν
′
2
[
d(z, y)
A0δk
]a}
dµ(z)
.
[
d(y, y′)
δk
]η
1
Vδk(x)
exp
−ν
′′
4
d(x, y)
A2
0
δk

a exp
−ν
′′
4
d(x,Yk)
A3
0
δk

a .
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This finishes the proof of (ii).
It remains to prove (iii). Again, by Remark 2.9(iii), we only consider the case when x, x′, y, y′ ∈
X satisfying d(x, x′) ≤ δk and d(y, y′) ≤ δk (see Proposition 2.10). By (4.25), the regularity
condition of Qk, Remark 2.9(i), (4.6), Lemma 2.4(ii) and (4.7), we conclude that
|[Fk(x, y) − Fk(x′, y)] − [Fk(x, y′) − Fk(x′, y′)]|
≤
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
∣∣∣QNk (x, z) − QNk (x′, z)∣∣∣ dµ(z) ∣∣∣∣Qk (yk,mα , y) − Qk (yk,mα , y′)∣∣∣∣
.
[
d(x, x′)
δk
]η [
d(y, y′)
δk
]η
1
Vδk(x)
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
exp
{
−c
[
d(x, z)
δk
]a}
1
Vδk(y)
× exp
−ν′
d(yk,mα , y)
δk
a
 exp
{
−ν′
[
d(y,Yk)
δk
]a}
dµ(z)
.
[
d(x, x′)
δk
]η [
d(y, y′)
δk
]η
1
Vδk(x)
exp
−ν
′′
2
d(x, y)
A2
0
δk

a exp
{
−ν′
[
d(y,Yk)
δk
]a}
×
∫
X
1
Vδk(y)
exp
{
−ν
′
2
[
d(z, y)
A0δk
]a}
dµ(z)
.
[
d(x, x′)
δk
]η [
d(y, y′)
δk
]η
1
Vδk(x)
exp
−ν
′′
4
d(x, y)
A2
0
δk

a exp
−ν
′′
4
d(x,Yk)
A3
0
δk

a .
This finishes the proof of (iii) and hence of Lemma 5.6. 
Lemma 5.7. Let {Qk}∞k=−∞ be an exp-ATI. Assume that f ∈ G(x0, δk, β, γ) for some k ∈ Z and
β, γ ∈ (0, η]. Then there exists a positive constant C, independent of k, x0 and r, such that, for any
y, u ∈ X,
|Qk f (y)| ≤ C‖ f ‖G(x0 ,δk,β,γ)
1
Vδk(x0) + V(x0, u)
[
δk
δk + d(x0, u)
]γ
(5.13)
and
|Qk f (y)| ≤ C‖ f ‖G(x0 ,δk,β,γ)
[
1 +
d(u, y)
δk
]β+ω+γ [
δk
δk + d(u, x0)
]β
(5.14)
× 1
Vδk(x0) + V(x0, u)
[
δk
δk + d(x0, u)
]γ
.
Proof. Without loss of generality, we may assume that ‖ f ‖G(x0 ,δk,β,γ) = 1. One may observe that
the proof of (4.27) in Lemma 4.14 also implies (5.13) with the decaying index η therein replaced
by γ.
Now we show (5.14). For any y, u ∈ X, due to the cancellation condition of Qk, we write
|Qk f (y)| =
∣∣∣∣∣
∫
X
Qk (y, z) [ f (z) − f (u)] dµ(y)
∣∣∣∣∣
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≤
∫
d(u,z)≤(2A0)−1[δk+d(x0 ,u)]
|Qk(y, z)|| f (z) − f (u)| dµ(z)
+
∫
d(u,z)>(2A0)−1[δk+d(x0 ,u)]
|Qk(y, z)|| f (z)| dµ(z)
+ | f (u)|
∫
d(u,z)>(2A0)−1[δk+d(x0 ,u)]
|Qk(y, z)| dµ(z) =: J1 + J2 + J3.
By the size condition of Qk, Remark 2.9(i), the regularity condition of f , (5.7) and Lemma 2.4(ii),
we conclude that
J1 .
∫
d(u,z)≤(2A0)−1[δk+d(x0 ,u)]
1
Vδk(z)
exp
{
−ν′
[
d(y, z)
δk
]a} [
d(u, z)
δk + d(x0, u)
]β
× 1
Vδk(x0) + V(x0, u)
[
δk
δk + d(x0, u)
]γ
dµ(z)
.
[
1 +
d(u, y)
δk
]β [
δk
δk + d(u, x0)
]β
1
Vδk(x0) + V(x0, u)
[
δk
δk + d(x0, u)
]γ
,
where, in the last step, we used the inequality
d(u, z)
δk
≤ A
2
0
[d(u, y) + d(y, z)]
δk
.
[
1 +
d(u, y)
δk
] [
1 +
d(y, z)
δk
]
(5.15)
and the fact that the last term 1 +
d(y,z)
δk
is absorbed by the factor exp{−ν′[d(y,z)
δk
]a}.
By the size condition of Qk, Remark 2.9(i), the size condition of f , the fact that [
d(u,z)
δk+d(x0 ,u)
]β ≥
(2A0)
−β and (5.15), we have
J2 .
∫
d(u,z)>(2A0)−1[δk+d(x0 ,u)]
1
Vδk(z)
exp
{
−ν′
[
d(y, z)
δk
]a} [
d(u, z)
δk + d(x0, u)
]β
× 1
Vδk(x0) + V(x0, z)
[
δk
δk + d(x0, z)
]γ
dµ(z)
.
[
1 +
d(u, y)
δk
]β [
δk
δk + d(u, x0)
]β ∫
X
[
1 +
d(y, z)
δk
]β
1
Vδk(z)
× exp
{
−ν′
[
d(y, z)
δk
]a}
1
Vδk(x0) + V(x0, z)
[
δk
δk + d(x0, z)
]γ
dµ(z)
.
[
1 +
d(u, y)
δk
]β [
δk
δk + d(u, x0)
]β ∫
X
1
Vδk(z)
exp
{
−ν
′
2
[
d(y, z)
δk
]a}
× 1
Vδk(x0) + V(x0, z)
[
δk
δk + d(x0, z)
]γ
dµ(z).
For the last integral displayed above, we separate X into {z ∈ X : d(y, z) ≥ d(x0, y)/(2A0)} and
{z ∈ X : d(x0, z) ≥ d(x0, y)/(2A0)}. Then, by Lemma 2.4(ii), we conclude that∫
X
1
Vδk(z)
exp
{
−ν
′
2
[
d(y, z)
δk
]a}
1
Vδk(x0) + V(x0, z)
[
δk
δk + d(x0, z)
]γ
dµ(z)
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.
1
Vδk(x0)
exp
{
−ν
′
4
[
d(x0, y)
2A0δk
]a}∫
d(y,z)≥(2A0)−1d(x0 ,y)
1
Vδk(x0) + V(x0, z)
[
δk
δk + d(x0, z)
]γ
dµ(z)
+
1
Vδk(x0) + V(x0, z)
[
δk
δk + d(x0, z)
]γ ∫
d(x0 ,z)≥(2A0)−1d(x0 ,y)
1
Vδk(z)
exp
{
−ν
′
2
[
d(y, z)
δk
]a}
dµ(z)
.
1
Vδk(x0) + V(x0, z)
[
δk
δk + d(x0, z)
]γ
.
From this, the doubling condition (1.1) and (5.15), it follows that
J2 .
[
1 +
d(u, y)
δk
]β [
δk
δk + d(u, x0)
]β
1
Vδk(x0) + V(y, x0)
[
δk
δk + d(y, x0)
]γ
.
[
1 +
d(u, y)
δk
]β+ω+γ [
δk
δk + d(u, x0)
]β
1
Vδk(x0) + V(x0, u)
[
δk
δk + d(x0, u)
]γ
.
Finally, for the term J3, by the size conditions of f and Qk, Remark 2.9(i), (5.15) and Lemma
2.4(ii), we obtain
J3 .
1
Vδk(x0) + V(x0, u)
[
δk
δk + d(x0, u)
]γ ∫
d(u,z)>(2A0)−1[δk+d(x0 ,u)]
[
1 +
d(u, z)
δk
]β
1
Vδk(z)
×
[
1 +
d(u, z)
δk
]β
exp
{
−ν′
[
d(y, z)
δk
]a}
dµ(z)
.
[
1 +
d(u, y)
δk
]β
1
Vδk(x0) + V(x0, u)
[
δk
δk + d(x0, u)
]γ ∫
d(u,z)>(2A0)−1[δk+d(x0 ,u)]
1
Vδk(z)
× exp
{
−ν
′
2
[
d(y, z)
δk
]a}
dµ(z)
.
[
1 +
d(u, y)
δk
]β
1
Vδk(x0) + V(x0, u)
[
δk
δk + d(x0, u)
]γ
.
Combining the estimates of J1 through J3, we obtain (5.14), which completes the proof of
Lemma 5.7. 
Theorem 5.8. Let {Qk}∞k=−∞ be an exp-ATI and β, γ ∈ (0, η). For any k ∈ Z, α ∈ Ak and
m ∈ {1, . . . ,N(k, α)}, suppose that yk,mα is an arbitrary point in Qk,mα . Then, for any i ∈ {0, 1, 2},
there exists a sequence {Q˜(i)
k
}∞
k=−∞ of bounded linear operators on L
2(X) such that, for any f in
G˚η
0
(β, γ) [resp., Lp(X) with p ∈ (1,∞)],
f (·) =
∞∑
k=−∞
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
Q˜
(0)
k
(·, y) dµ(y)Qk f
(
yk,mα
)
(5.16)
=
∞∑
k=−∞
∑
α∈Ak
N(k,α)∑
m=1
Q˜
(1)
k
(
·, yk,mα
) ∫
Q
k,m
α
Qk f (y) dµ(y)
=
∞∑
k=−∞
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
)
Q˜
(2)
k
(
·, yk,mα
)
Qk f
(
yk,mα
)
,
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where all the summations converge in the sense of G˚η
0
(β, γ) [resp., Lp(X) with p ∈ (1,∞)]. More-
over, the kernels of Q˜
(0)
k
, Q˜
(1)
k
and Q˜
(2)
k
satisfy the size condition (2.1), the regularity condition (2.2)
only for the first variable, and also the following cancellation condition: for any x ∈ X,∫
X
Q˜
(i)
k
(x, y) dµ(y) = 0 =
∫
X
Q˜
(i)
k
(y, x) dµ(y), ∀ i ∈ {0, 1, 2}.(5.17)
Proof. We only prove the first equality in (5.16). Indeed, to obtain the second and the third equal-
ities in (5.16), instead of SN in (5.2), we only need to consider
S(1)
N
f (x) :=
∞∑
k=−∞
∑
α∈Ak
N(k,α)∑
m=1
QNk
(
x, yk,mα
) ∫
Q
k,m
α
Qk f (y) dµ(y), ∀ x ∈ X,
respectively,
S(2)
N
f (x) :=
∞∑
k=−∞
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
)
QNk
(
x, yk,mα
)
Qk f
(
yk,mα
)
, ∀ x ∈ X.
One finds that the corresponding remainders R(1)
N
:= I − S(1)
N
and R(2)
N
:= I − S(2)
N
satisfy the same
estimate as RN in Proposition 5.4. The remaining arguments are similar, the details being omitted.
Now we prove the first equality in (5.16). Due to Remark 5.5, the operator S−1
N
= (I − RN)−1
satisfies ∥∥∥S−1N ∥∥∥L2(X)→L2(X) ≤ 2 and ∥∥∥S−1N ∥∥∥G˚(x1 ,r,β,γ)→G˚(x1 ,r,β,γ) ≤ 2.
for any x1 ∈ X and r ∈ (0,∞). For any k ∈ Z and x, y ∈ X, define
Q˜
(0)
k
(x, y) := Q˜k(x, y) := S−1N
(
QNk (·, y)
)
(x).
By Lemma 4.12 and the proof of Proposition 2.10, we find that QN
k
(·, y) ∈ G˚(y, δk, β, γ) with
‖ · ‖G(y,δk,β,γ)-norm independent of k and y, which implies that {Q˜k}∞k=−∞ satisfies the size condition
(2.1) and the regularity condition (2.2) only for the first variable. The proof of (5.17) is similar
to that of (4.30), with RN therein replaced by RN , the details being omitted. Moreover, for any
f ∈ L2(X), (5.16) converges in L2(X). We divide the remaining arguments into three steps.
Step 1) Proof of the convergence of (5.16) in G˚(β, γ) when f ∈ G˚(β′, γ′) with β′ ∈ (β, η) and
γ′ ∈ (γ, η).
Without loss of generality, we may assume that ‖ f ‖G˚(β′,γ′) = 1. For any k ∈ Z and M ∈ N,
define
Ak,M := {α ∈ Ak : d(x0, zkα) ≤ M} and A∁k,M := Ak \ Ak,M = {α ∈ Ak : d(x0, zkα) > M}.
To obtain the convergence of (5.16) in G˚(β, γ), it suffices to show that
(5.18) lim
L→∞
lim
M→∞
∥∥∥∥∥∥∥∥ f −
∑
|k|≤L
∑
α∈Ak,M
N(k,α)∑
m=1
∫
Q
k,m
α
Q˜k(·, y) dµ(y)Qk f
(
yk,mα
)∥∥∥∥∥∥∥∥G˚(β,γ) = 0.
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Writing f = S−1
N
SN f and noticing that S−1N is bounded on G˚(β, γ), we only need to prove
(5.19) lim
L→∞
∥∥∥∥∥∥∥∥
∑
|k|≥L+1
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (·, y) dµ(y)Qk f
(
yk,mα
)∥∥∥∥∥∥∥∥G˚(β,γ) = 0
and
(5.20) lim
L→∞
lim
M→∞
∥∥∥∥∥∥∥∥∥∥
∑
|k|≤L
∑
α∈A∁
k,M
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (·, y) dµ(y)Qk f
(
yk,mα
)∥∥∥∥∥∥∥∥∥∥G˚(β,γ)
= 0.
Invoking the definition of the kernel Fk in Lemma 5.6, we find that, for any f ∈ G˚(β, γ),
Fk f (x) =
∫
X
Fk(x, y) f (y) dµ(y), ∀ x ∈ X
and hence that (5.19) is equivalent to that
(5.21) lim
L→∞
∥∥∥∥∥∥∥∥
∑
|k|≥L+1
Fk f
∥∥∥∥∥∥∥∥G˚(β,γ) = 0.
Comparing Lemma 5.6 with Lemma 4.14, we find that Fk satisfies the same estimate as Ek =
QN
k
Qk defined in Lemma 4.14. Therefore, repeating the estimations of (4.33) and (4.34), with
QN
k
Qk replaced by Fk, and using the Fubini theorem, we find that there exists a positive constant
σ ∈ (0,∞) such that, for any k ∈ Z and f ∈ G˚η
0
(β, γ), ‖Fk f ‖G˚(β,γ) . δ|k|σ‖ f ‖G˚(β′,γ′), which implies
(5.19).
Since the summation in k in (5.20) has only finite terms, the proof of (5.20) can be reduced to
proving that, for any fixed k ∈ Z,
(5.22) lim
M→∞
∥∥∥∥∥∥∥∥∥∥
∑
α∈A∁
k,M
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (·, y) dµ(y)Qk f
(
yk,mα
)∥∥∥∥∥∥∥∥∥∥G˚(β,γ)
= 0.
Noticing that G˚(β, γ) = G˚(x0, δk, β, γ), we may as well consider the ‖ · ‖G˚(x0 ,δk,β,γ)-norm in (5.22).
To simplify the notation, we let
HM(x) :=
∑
α∈A∁
k,M
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (x, y) dµ(y)Qk f
(
yk,mα
)
, ∀ x ∈ X.
Choose M ∈ N large enough such that M ≥ 2A0C♮δ−L. Then, when |k| ≤ L and α ∈ A∁k,M , we
know that, for any y ∈ Qk,mα
(5.23) d(y, x0) ≥ A−10 d
(
zkα, x0
)
− d
(
zkα, y
)
≥ A−10 M − δk ≥ M/(2A0).
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Based on f ∈ G˚(β′, γ′) = G˚(x0, δk, β′, γ′) and (5.13), we know that, for any y ∈ Qk,mα ,
∣∣∣∣Qk f (yk,mα )∣∣∣∣ . 1
Vδk(x0) + V(y
k,m
α , x0)
 δk
δk + d(yk,mα , x0)
γ
′
∼ 1
Vδk(x0) + V(y, x0)
[
δk
δk + d(y, x0)
]γ′
.
From this, (4.24), and (5.23), it follows that, for any x ∈ X,
|HM(x)| .
∫
d(y,x0)>M/(2A0)
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a}
1
Vδk(x0) + V(y, x0)
[
δk
δk + d(y, x0)
]γ′
dµ(y).
For any y ∈ X, the quasi-triangle inequality of d implies that either d(y, x) ≥ d(x, x0)/(2A0) or
d(y, x0) ≥ d(x, x0)/(2A0). With this and (4.26), the last integral can be further controlled by
1
Vδk(x0) + V(x, x0)
[
δk
δk + d(x, x0)
]γ 
∫
d(y,x0)>M/(2A0)
d(y,x)≥d(x,x0)/(2A0)
1
Vδk(x0) + V(y, x0)
[
δk
δk + d(y, x0)
]γ′
dµ(y)
+
∫
d(y,x0)>M/(2A0)
d(y,x0)≥d(x,x0)/(2A0)
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a} [
δk
δk + M
]γ′−γ
dµ(y)
 .
This, together with Lemma 2.4(ii), implies that, for any x ∈ X,
|HM(x)| . Mγ−γ
′ 1
Vδk(x0) + V(x, x0)
[
δk
δk + (x, x0)
]γ
.(5.24)
Assume for the moment that, when d(x, x′) ≤ (2A0)−1[δk + d(x, x0)],
|HM(x) − HM(x′)| .
[
d(x, x′)
δk + d(x, x0)
]β′
1
Vδk(x0) + V(x, x0)
[
δk
δk + (x, x0)
]γ
.(5.25)
Meanwhile, when d(x, x′) ≤ (2A0)−1[δk+d(x, x0)], we have Vδk(x0)+V(x, x0) ∼ Vδk(x0)+V(x′, x0)
and δk + (x, x0) ∼ δk + (x′, x0), which combined with (5.24), gives
|HM(x) − HM(x′)| .
Mγ−γ
′
Vδk(x0) + V(x, x0)
[
δk
δk + (x, x0)
]γ
.
Then, taking the geometry means between the above two formulae, we obtain
|HM(x) − HM(x′)| . M(γ−γ
′)(1−β/β′)
[
d(x, x′)
δk + d(x, x0)
]β
1
Vδk(x0) + V(x, x0)
[
δk
δk + (x, x0)
]γ
.(5.26)
From (5.24) and (5.26), it follows directly (5.22).
Now we show that (5.25) holds true when d(x, x′) ≤ (2A0)−1[δk + d(x, x0)]. From (4.25) when
d(x, x′) ≤ δk and (4.24) when d(x, x′) > δk, we deduce that
∣∣∣QNk (x, y) − QNk (x′, y)∣∣∣ . min
{
1,
[
d(x, x′)
δk
]η} [
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a}
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+
1
Vδk(x
′)
exp
{
−c
[
d(x′, y)
δk
]a}]
.
Notice that the condition d(x, x′) ≤ (2A0)−1[δk+d(x, x0)] implies that Vδk(x0)+V(x0, x) ∼ Vδk(x0)+
V(x0, x
′) and δk+d(x0, x) ∼ δk+d(x0, x′). With this and f ∈ G˚(β′, γ′) = G˚(x0, δk, β′, γ′) , we apply
(5.14) (with u = x or u = x′ therein) to deduce that
∣∣∣∣Qk f (yk,mα )∣∣∣∣ .
[
δk
δk + d(x, x0)
]β′
1
Vδk(x0) + V(x0, u)
[
δk
δk + d(x0, x)
]γ′
×min

1 + d(x, yk,mα )
δk
β+ω+γ ,
1 + d(x′, yk,mα )
δk
β+ω+γ
 .
Also, due to (5.7), the variable yk,mα in the right-hand side of the above estimate of |Qk f (yk,mα )| can
be replaced by any point y ∈ Qk,mα . Therefore, by Lemma 2.4(ii), we conclude that
|HM(x) − HM(x′)| .
[
d(x, x′)
δk + d(x, x0)
]β′
1
Vδk(x0) + V(x0, u)
[
δk
δk + d(x0, x)
]γ′
×
∫
X
(
1
Vδk(x)
exp
{
−c
[
d(x, y)
δk
]a}
+
1
Vδk(x
′)
exp
{
−c
[
d(x′, y)
δk
]a})
×min

[
1 +
d(x, y)
δk
]β+ω+γ
,
[
1 +
d(x′, y)
δk
]β+ω+γ dµ(y)
.
[
d(x, x′)
δk + d(x, x0)
]β′
1
Vδk(x0) + V(x0, u)
[
δk
δk + d(x0, x)
]γ′
.
This proves (5.25), and hence finishes the proof of Step 1).
Step 2) Proof of the convergence of (5.16) in G˚η
0
(β, γ) when f ∈ G˚η
0
(β, γ).
We first claim that S−1
N
= (I−RN)−1 maps G˚η0(β, γ) continuously into G˚
η
0
(β, γ). Indeed, recalling
that Remark (5.5) says that ‖RN‖G˚(x1 ,r,β,γ)→G˚(x1 ,r,β,γ) ≤
1
2
, it suffices to show that RN maps G˚η0(β, γ)
into G˚η
0
(β, γ). With RN = I−SN , we only need to show that SNh ∈ G˚η0(β, γ) whenever h ∈ G˚
η
0
(β, γ).
Indeed, for any h ∈ G˚η
0
(β, γ), there exists {h j}∞j=1 ⊂ G˚(η, η) such that ‖h − h j‖G˚(β,γ) → 0 as
j→ ∞. Notice that, for ant j ∈ N,
SNh j(·) =
∞∑
k=−∞
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (·, y) dµ(y)Qkh j
(
yk,mα
)
,
where the series converges in G˚(β, γ) due to (5.19) and (5.20). Since every
∫
Q
k,m
α
QN
k
(·, y) dµ(y) ∈
G˚(η, η), then, from (5.22), it follows that, for any k ∈ Z, Fkh j ∈ G˚η0(β, γ). This, together with the
definition of Fk and (5.19), further implies that SNh j ∈ G˚η0(β, γ). Moreover, by the fact that
‖SNh − SNh j‖G˚(β,γ) = ‖(h − h j) − RN(h − h j)‖G˚(β,γ) ≤ 2‖h − h j‖G˚(β,γ) → 0
as j → ∞, we obtain SNh ∈ G˚η0(β, γ). This finishes the proof of the claim. Moreover, repeating
the proof of Step 2) in the proof of Theorem 4.15 with TN and RN replaced, respectively, by SN
and RN , we find that both SN and S−1N are bounded on G˚
η
0
(β, γ).
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Next, we use the above claim to conclude the proof of Step 2). For any f ∈ G˚η
0
(β, γ), there
exists {h j}∞j=1 ⊂ G˚(η, η) such that ‖ f − h j‖G˚(β,γ) → 0 as j → ∞. For any k ∈ Z, L, M ∈ N and
x, y ∈ X, define
Fk,M(x, y) :=
∑
α∈Ak,M
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (x, z) dµ(z)Qk
(
yk,mα , y
)
and F
(L)
M
:=
∑
|k|≤L Fk,M. Repeating the proof of Lemma 5.6 with Fk replaced by Fk,M and the
sum
∑
α∈Ak by
∑
α∈Ak,M , we find that Fk,M satisfies (i) through (iv) of Lemma 5.6, with the implicit
positive constants independent of M. This, combined with Lemma 5.1, implies that Fk,M satisfies
the same estimates as Gk,N with the implicit positive constants independent of M and the factor
δ j0η removed. Therefore, following the proof of Proposition 5.2, with G
(M)
N
replaced by F
(L)
M
, we
further conclude that F
(L)
M
is bounded on G˚(β, γ) with its operator norm independent of M and L.
By this, (5.18) and the boundedness of SN on G˚η0(β, γ), we conclude that∥∥∥∥SN f − F(L)M f ∥∥∥∥G˚η
0
(β,γ)
≤
∥∥∥SN( f − h j)∥∥∥G˚(β,γ) + ∥∥∥∥h j − F(L)M h j∥∥∥∥G˚(β,γ) +
∥∥∥∥F(L)M (h j − f )∥∥∥∥G˚(β,γ)
.
∥∥∥ f − h j∥∥∥G˚(β,γ) + ∥∥∥∥h j − F(L)M h j∥∥∥∥G˚(β,γ) → ∥∥∥ f − h j∥∥∥G˚(β,γ)
as L, M → ∞. If we let j → ∞ and use the boundedness of S−1
N
on G˚η
0
(β,∞), then we know that
(5.16) converges in G˚η
0
(β, γ). This finishes the proof of Step 2).
Step 3) Proof of the convergence of (5.16) in Lp(X) when f ∈ Lp(X) with any given p ∈ (1,∞).
For any k ∈ Z and M, L ∈ N, recall that
Fk,M(x, y) :=
∑
α∈Ak,M
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (x, z) dµ(z)Qk
(
yk,mα , y
)
, ∀ x, y ∈ X
and F
(L)
M
=
∑
|k|≤L Fk,M . Notice that Fk,M satisfies all conditions in Lemma 5.6 with the implicit
positive constants independent of M [this has been proved in Step 2)]. Following the proof of (5.9)
withGk,N replaced by Fk,M andG
(M)
N
by F
(L)
M
, we know that the operator F
(L)
M
is bounded on L2(X),
so is the action of S−1
N
on it.
Let us write
F˜k,M f := S−1N Fk,M f =
∑
|k|≤L
∑
α∈Ak,M
N(k,α)∑
m=1
∫
Q
k,m
α
Q˜k(·, y) dµ(y)Qk f
(
yk,mα
)
.
Consequently,
∑
|k|≤L F˜k,M is bounded on L2(X), with its operator norm independent of M and L.
Notice that each F˜k,M is associated to an integral kernel
F˜k,M(x, y) =
∑
α∈Ak,M
N(k,α)∑
m=1
∫
Q
k,m
α
Q˜k(x, z) dµ(z)Qk
(
yk,mα , y
)
, ∀ x, y ∈ X.
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Applying the size and the regularity conditions of Q˜k, and following the estimations of (4.38),
(4.39) and (4.40) in Step 3) of the proof of Theorem 4.15, we easily conclude that∑
k≤|L|
∣∣∣F˜k,M(x, y)∣∣∣ . 1
V(x, y)
and that, when d(x, x′) ≤ (2A0)−1d(x, y) with x , y,∑
k≤|L|
∣∣∣F˜k,M(x, y) − F˜k,M(x′, y)∣∣∣ + ∑
k≤|L|
∣∣∣F˜k,M(y, x) − F˜k,M(y, x′)∣∣∣ .
[
d(x, x′)
d(x, y)
]β1 1
V(x, y)
,
where β1 ∈ (0, β ∧ γ) and the implicit positive constants are independent of M, L, x, x′ and y.
Thus,
∑
|k|≤L F˜k,M has a standard β1-Caldero´n-Zygmund kernel. From the well-known Caldero´n-
Zygmund theory on spaces of homogeneous type in [10], it follows that the operator
∑
|k|≤L F˜k,M
is bounded on Lp(X) for any p ∈ (1,∞), with its operator norm independent of M and L.
With this, by a standard density argument as in the proof of Step 3) of the proof of Theorem
4.15, we conclude that (5.16) converges in Lp(X) when f ∈ Lp(X) with p ∈ (1,∞). This finishes
the proof Step 3) and hence of Theorem 5.8 overall. 
We state some other homogeneous discrete Caldero´n reproducing formulae, with the proof
omitted due to the similarity.
Theorem 5.9. Let all the notation be as in Theorem 5.8. Then there exist sequences {Q(0)k }∞k=−∞,
{Q(1)k }∞k=−∞ and {Q
(2)
k }∞k=−∞ of bounded linear operators on L2(X) such that, for any f in G˚
η
0
(β, γ)
[resp., Lp(X) with any given p ∈ (1,∞)],
f (·) =
∞∑
k=−∞
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
Qk(·, y) dµ(y)Q(0)k f
(
ykα
)
(5.27)
=
∞∑
k=−∞
∑
α∈Ak
N(k,α)∑
m=1
Qk
(
·, yk,mα
) ∫
Q
k,m
α
Q
(1)
k f (y) dµ(y)
=
∞∑
k=−∞
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
)
Qk
(
·, yk,mα
)
Q
(2)
k f
(
yk,mα
)
,
where all the series converge in G˚η
0
(β, γ) [resp., Lp(X) with any given p ∈ (1,∞)]. Moreover,
for any k ∈ Z, the kernel of Q(i)k with i ∈ {0, 1, 2} satisfies the size condition (2.1), the regularity
condition (2.2) only for the second variable, and also the cancellation condition (5.17).
Remark 5.10. In Theorems 5.8 and 5.9, for any i ∈ {0, 1, 2}, all the estimates satisfied by Q˜(i)
k
and
Q
(i)
k are independent of {yk,mα : α ∈ Ak, m ∈ {1, . . . ,N(k, α)}}, and also independent of β and γ
whenever (β, γ) belongs to a compact subset K of (0, η)2 (but, in this case, may depend on K).
Since we already have Theorems 5.8 and 5.9, then a duality argument implies the following
conclusion, the details being omitted.
Theorem 5.11. Let all the notation be as in Theorems 5.8. Then, for any f ∈ (G˚η
0
(β, γ))′, both
(5.16) and (5.27) hold true in (G˚η
0
(β, γ))′.
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6 Inhomogeneous Caldero´n reproducing formulae
In this section, we establish Caldero´n reproducing formulae by using the newly defined inho-
mogeneous approximation of the identity.
Definition 6.1. A sequence {Qk}∞k=0 of bounded linear operators on L2(X) is called an inhomoge-
neous approximation of the identity with exponential decay (for short, exp-IATI) if {Qk}∞k=0 has the
following properties:
(i)
∑∞
k=0 Qk = I in L
2(X);
(ii) for any k ∈ N, Qk satisfies (ii) through (v) in Definition 2.7;
(iii) Q0 satisfies (ii), (iii) and (iv) in Definition 2.7 with k := 0 but without the term
exp
{
−ν
[
max
{
d
(
x,Y0
)
, d
(
y,Y0
)}]a}
;
moreover,
∫
X
Q0(x, y) dµ(y) = 1 =
∫
X
Q0(y, x) dµ(y) for any x ∈ X.
Via the above exp-IATIs, we show inhomogeneous continuous and discrete Caldero´n reproduc-
ing formulae in Sections 6.1 and 6.2, respectively.
6.1 Inhomogeneous continuous Caldero´n reproducing formulae
By Definition 6.1, we write
(6.1) I =
∞∑
k=0
Qk =
∞∑
k=0

∞∑
l=0
Ql
Qk =
∞∑
k=0
QNk Qk +
∞∑
k=0
∑
|l|>N
Qk+lQk =: TN + RN ,
where
QNk :=

k+N∑
l=0
Ql if k ∈ {0, . . . ,N},
k+N∑
l=k−N
Ql if k ∈ {N + 1,N + 2, . . .}
and Qk := 0 if k ∈ Z \ Z+.(6.2)
Therefore, for any x ∈ X,
(6.3)
∫
X
QNk (x, y) dµ(y) =
∫
X
QNk (y, x) dµ(y) =
1 if k ∈ {0, . . . ,N},0 if k ∈ {N + 1,N + 2, . . .}.
Next, we consider the boundedness of RN on L
2(X) and G(β, γ). To this end, we prove the follow-
ing two lemmas.
Lemma 6.2. Fix N ∈ N and η′ ∈ (0, η). Then RN in (6.1) is a standard η′-Caldero´n-Zygmund
operator with the kernel satisfying (a) of Theorem 3.1 and (d) and (e) of Theorem 3.5 with s := η′,
r0 := 1, σ ∈ (0,∞), CT := Cδ(η−η′)N and ‖RN‖L2(X)→L2(X) ≤ Cδη
′N , where C is a positive constant
independent of N.
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Proof. In the definition of RN, when min{k + l, k} = 0, we have Qk+lQk = QlQ0 with l > N or
Qk+lQk = Q0Qk with k > N, where we recall that Q0 has no cancellation. Thus,
RN =
∑
k>0, k+l>0
|l|>N
Qk+lQk +
∑
l>N
QlQ0 +
∑
k>N
Q0Qk.(6.4)
Following the proofs of Lemma 4.6 and Proposition 4.7, we deduce that the first term in the
right-hand side of (6.4) is a standard Caldero´n-Zygmund operator with the kernel satisfying (a) of
Theorem 3.1.
Letσ ∈ (0,∞) and η′ ∈ (0, η). Notice that, for any x, y ∈ X and k, l ∈ Z satisfying min{k+l, k} ≥
0,
exp
{
− c
2
[
d(x, y)
δ(k+l)∧k
]a}
.
[
δ(k+l)∧k
d(x, y)
]σ
.
[
1
d(x, y)
]σ
.(6.5)
When d(x, y) ≥ 1, by Lemma 4.1(i), Remark 2.9(i), (6.5) and Lemma 4.9, we have
∑
k>0, k+l>0
|l|>N
|Qk+lQk(x, y)| .
∑
k>0, k+l>0
|l|>N
δ|l|η
1
Vδ(k+l)∧k(x)
exp
{
−c
[
d(x, y)
δ(k+l)∧k
]a}
exp
{
−c
[
d(x,Y(k+l)∧k )
δ(k+l)∧k
]a}
. δNη
[
1
d(x, y)
]σ
1
V(x, y)
.
This shows that the first term in the right-hand side of (6.4) satisfies (d) of Theorem 3.5.
When d(x, y) ≥ 1 and d(x, x′) ≤ (2A0)−1d(x, y), then, from Corollary 4.2(i), (6.5) and Lemma
4.9, we deduce that∑
k>0, k+l>0
|l|>N
|Qk+lQk(x, y) − Qk+lQk(x′, y)|
.
∑
k>0, k+l>0
|l|>N
δ|l|(η−η
′)
[
d(x, x′)
d(x, y)
]η′
1
Vδ(k+l)∧k(x)
exp
{
−c
[
d(x, y)
δ(k+l)∧k
]a}
exp
{
−c
[
d(x,Y(k+l)∧k )
δ(k+l)∧k
]a}
. δ(η−η
′)N
[
1
d(x, y)
]σ [
d(x, x′)
d(x, y)
]η′
1
V(x, y)
.
Thus, the first term in the right-hand side of (6.4) satisfies (e) of Theorem 3.5 .
Due to Remark 4.3, following the proofs of Lemma 4.1 and Corollary 4.2, with Q˜ jQk therein
replaced by QlQ0 and Q0Qk with l, k > N, we find that the cancellation of Q0 is not needed (see
Remark 4.3) and hence, all conclusions of Lemma 4.1 and Corollary 4.2 hold true for QlQ0 and
Q0Qk, only with the factor exp{−c[d(x,Y0)]a} therein removed. Therefore, by Proposition 2.2(ii)
and Lemma 4.4, we find that ‖QlQ0‖L2(X)→L2(X) . δlη and ‖Q0Qk‖L2(X)→L2(X) . δkη, which further
imply that ∑
l>N
‖QlQ0‖L2(X)→L2(X) +
∑
k>N
‖Q0Qk‖L2(X)→L2(X) . δNη.
Then we deduce that the second and the third terms in the right-hand side of (6.4) are bounded on
L2(X).
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For any x, y ∈ X, by the proof Lemma 4.1(i) and (1.1), we obtain, when x , y.
∑
l>N
|QlQ0(x, y)| . δNη
exp {−c[d(x, y)]a}
V1(x)
. δNη min
{
1,
[
1
d(x, y)
]σ}
1
V(x, y)
.
Moreover, when d(x, x′) ≤ (2A0)−1d(x, y) with x , y, by the proof of Corollary 4.2(i) and (1.1),
we find that∑
l>N
∣∣∣QlQ0(x, y) − QlQ0(x′, y)∣∣∣ +∑
l>N
∣∣∣QlQ0(y, x) − QlQ0(y, x′)∣∣∣
. δN(η−η
′)
[
d(x, x′)
d(x, y)
]η′
exp {−c[d(x, y)]a}
V1(x)
. δN(η−η
′)min
{
1,
[
1
d(x, y)
]σ} [
d(x, x′)
d(x, y)
]η′
1
V(x, y)
.
When d(x, x′) ≤ (2A0)−2d(x, y) and d(y, y′) ≤ (2A0)−2d(x, y) with x , y, by the proof of Corollary
4.2(ii) and (1.1), we also obtain∑
l>N
|[QlQ0(x, y) − QlQ0(x′, y)] − [QlQ0(x, y′) − QlQ0(x′, y′)]|
. δN(η−η
′)
[
d(x, x′)
d(x, y)
]η′ [
d(y, y′)
d(x, y)
]η′
exp {−c[d(x, y)]a}
V1(x)
. δ(η−η
′)N
[
d(x, x′)
d(x, y)
]η [
d(y, y′)
d(x, y)
]η
1
V(x, y)
.
Similarly,
∑
k>N Q0Qk satisfies also the last three formulae displayed above. Therefore, we know
that the second and the third terms in the right-hand side of (6.4) are also standard η′-Caldero´n-
Zygmund operators with the kernel satisfying (a) of Theorem 3.1 and (d) and (e) of Theorem 3.5.
This finishes the proof of Lemma 6.2. 
To avoid the deficit that RN does not satisfy (b) and (c) of Theorem 3.1, we have the following
lemma via an argument similar to that used in the proof of Lemma 4.10, with RN replaced by RN
and RN,M by RN,M defined below, the details being omitted.
Lemma 6.3. Let {Qk}∞k=0 be an exp-IATI and, for any N ∈ N, RN be defined as in (6.1). For any
M ∈ N, let
RN,M :=
M∑
k=0
∑
N<|l|≤M
Qk+lQk.
Then the following assertions hold true:
(i) all the conclusions of Lemma 6.2 remain true for RN,M with all the involved positive con-
stants independent of M;
(ii) for any x, y ∈ X,
∫
X
RN,M(x, y
′) dµ(y′) = 0 =
∫
X
RN,M(x
′, y) dµ(x′);
(iii) for any f ∈ Lp(X) with p ∈ [1,∞] and any x ∈ X, RN,M f (x) =
∫
X
RN,M(x, y) f (y) dµ(y);
(iv) for any f ∈ G(β, γ) with β, γ ∈ (0, η), the sequence {RN,M f (x)}∞M=1 converges locally
uniformly to an element, denoted by R˜N( f )(x), where R˜N( f ) differs from RN f (x) at most a
set of µ-measure 0;
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(v) if we extend R˜N to a bounded linear operator on L
2(X), still denoted by R˜N, then, for any
f ∈ L2(X), R˜N f = RN f in L2(X) and almost everywhere.
Applying Theorems 3.1 and 3.5 to the operator RN,M and then passing limit to RN , we obtain
the following conclusion, the details being omitted.
Proposition 6.4. Let x1 ∈ X, r ∈ (0,∞), β, γ ∈ (0, η) and η′ ∈ (max{β, γ}, η). Then there exists a
positive constant C, independent of x1, r and N, such that
‖RN‖L2(X)→L2(X) ≤ Cδη
′N
and
‖RN‖G˚(x1 ,r,β,γ)→G˚(x1 ,r,β,γ) + ‖RN‖G(x1 ,1,β,γ)→G(x1,1,β,γ) ≤ Cδ
(η−η′)N .
Now we show the following inhomogeneous continuous Caldero´n reproducing formulae.
Theorem 6.5. Let β, γ ∈ (0, η) and {Qk}∞k=0 be an exp-IATI. Then there exist N ∈ N and a
sequence {Q˜k}∞k=0 of bounded linear operators on L2(X) such that, for any f ∈ G
η
0
(β, γ) [or Lp(X)
with any given p ∈ (1,∞)],
(6.6) f =
∞∑
k=0
Q˜kQk f ,
where the series converges in Gη
0
(β, γ) [or Lp(X) with any given p ∈ (1,∞)]. Moreover, for any
k ∈ Z+, Q˜k satisfies the size condition (2.1), the regularity condition (2.2) only for the first variable
and the following integration condition: for any x ∈ X,
(6.7)
∫
X
Q˜k(x, y) dµ(y) =
∫
X
Q˜k(y, x) dµ(y) =
1 if k ∈ {0, . . . ,N},0 if k ∈ {N + 1,N + 2, . . .}.
Proof. We briefly sketch the main ideas of the proof of this theorem due to its similarity to the
proof of Theorem 4.15. Based on Proposition 6.4, we choose N ∈ N large enough such that, for
any x1 ∈ X and r ∈ (0,∞),
max
{
‖RN‖L2(X)→L2(X), ‖RN‖G˚(x1 ,r,β,γ)→G˚(x1 ,r,β,γ), ‖RN‖G(x1 ,1,β,γ)→G(x1,1,β,γ)
}
≤ 1/2.
Consequently, TN := I−RN is invertible on L2(X), G(x1, 1, β, γ) and G˚(x1, r, β, γ), with all operator
norms at most 2. For any k ∈ Z+ and x, y ∈ X, let
Q˜k(x, y) := T
−1
N
(
QNk (·, y)
)
(x)
with QN
k
as in (6.2). Then it is easy to show that (6.6) holds true in L2(X).
By Lemma 4.12, we know that, when k ∈ {N + 1,N + 2, . . .}, QN
k
(·, y) = ∑k+Nl=k−N QlQk(·, y) ∈
G˚(y, δk, β, γ) and, by Lemma 4.1 and Corollary 4.2 for QlQk, we also know that, when k ∈
{0, . . . ,N}, QN
k
(·, y) = ∑k+Nl=0 QlQk(·, y) ∈ G(y, 1, β, γ). The boundedness of T−1N implies that
Q˜k(·, y) ∈ G˚(y, δk, β, γ) when k ∈ {N+1,N+2, . . .}, and Q˜k(·, y) ∈ G(y, 1, β, γ) when k ∈ {0, . . . ,N}.
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If k ∈ {0, . . . ,N}, then G(y, 1, β, γ) = G(y, δk, β, γ) with norms depending only on N. Therefore,
for any k ∈ Z+, the kernel of Q˜k satisfies the size condition (2.1), and the regularity condition (2.2)
for the first variable.
Similarly to the proof of (4.30), for any x ∈ X, we have
∫
X
Q˜k(x, y) dµ(y) = 0 =
∫
X
Q˜k(y, x) dµ(y)
when k ∈ {N + 1,N + 2, . . .}. When k ∈ {0, . . . ,N}, we write
Q˜k(x, y) = T
−1
N
(
QNk (·, y)
)
(x) =
∞∑
j=0
(
(RN)
j QNk (·, y)
)
(x).
By Lemma 6.3 and the dominated convergence theorem, we find that, for any x ∈ X, RNg ∈
G˚(x1, 1, β, γ) whenever g ∈ G(x1, 1, β, γ). By this and the definition of QNk , we conclude that, for
any y ∈ X, RNQNk (·, y) ∈ G˚(y, 1, β, γ). This, together with the boundedness of RN on G˚(y, 1, β, γ)
(see Proposition 6.4), implies that, for any j ∈ N and y ∈ X,∫
X
(RN)
jQNk (x, y) dµ(x) = 0.
On the other hand, from the Fubini theorem, (6.3) and the cancellation of RN,M [see Lemma
6.3(ii)], we deduce that, for any M ∈ N and x ∈ X,∫
X
RN,MQ
N
k (x, y) dµ(y) =
∫
X
RN,M(x, z)
∫
X
QNk (z, y) dµ(y) dµ(z) = 0.
Then, repeating the proof of (4.31) with RN,M replaced by RN,M and RN by RN , we find that, for
any j ∈ N and x ∈ X, ∫
X
(RN)
jQNk (x, y) dµ(y) = 0.
By these and (6.3), we conclude that, for any k ∈ {0, . . . ,N} and x, y ∈ X,∫
X
Q˜k(x, y
′) dµ(y′) =
∞∑
j=0
∫
X
(RN)
j QNk (x, y
′) dµ(y′) =
∫
X
QNk (x, y
′) dµ(y′) = 1
and, similarly,∫
X
Q˜k(x
′, y) dµ(x′) =
∞∑
j=0
∫
X
(RN)
j QNk (x
′, y) dµ(x′) =
∫
X
QNk (x
′, y) dµ(x′) = 1.
This finishes the proof of (6.7).
Now we prove that, when β′ ∈ (β, η) and γ′ ∈ (γ, η) and f ∈ G(β′, γ′),
(6.8) lim
L→∞
∥∥∥∥∥∥∥ f −
L∑
k=0
Q˜kQk f
∥∥∥∥∥∥∥G(β,γ) = 0.
Notice that f = T−1TN f and T−1N is bounded on G(β, γ). Then it suffices to show that
(6.9) lim
L→∞
∥∥∥∥∥∥∥TN f −
L∑
k=0
QNk Qk f
∥∥∥∥∥∥∥G(β,γ) = limL→∞
∥∥∥∥∥∥∥
∞∑
k=L+1
QNk Qk f
∥∥∥∥∥∥∥G(β,γ) = 0.
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To simplify our discussion, we can assume that L ≥ N + 1, so that QN
k
has the cancellation
properties. Thus, the proofs of (4.33) and (4.34) for the case k ≥ L+ 1 also imply (6.9), and hence
(6.8).
Now we prove the convergence of (6.6) in Gη
0
(β, γ). For any L ∈ N, define
TN,L :=
L∑
k=0
QNk Qk =
L∑
k=0
∑
|l|≤N
Qk+lQk.
Then, repeating the proof of Lemma 6.3 withRN,M replaced byTN,L and the sum
∑
N<|l|≤M replaced
by
∑
|l|≤N , we find that TN,L satisfies all the assumptions of Theorem 3.5 with c0 := 1, r := 1 and
CT a positive constant independent of L. Therefore, by Theorem 3.5, we conclude that TN,L is
bounded on G(β, γ) with its operator norm independent of L. Thus, from a density argument used
in Step 2) of the proof of Theorem 4.15, we deduce that TN is bounded on Gη0(β, γ) and hence
(6.9) converges on Gη
0
(β, γ). Moreover, since I = TN + RN , it then follows that RN is bounded on
Gη
0
(β, γ) with
‖RN‖Gη
0
(β,γ)→Gη
0
(β,γ) ≤ ‖RN‖G(β,γ)→G(β,γ) ≤
1
2
.
Therefore, T−1
N
is bounded on Gη
0
(β, γ), which, together with the convergence of (6.9) in Gη
0
(β, γ),
implies that (6.6) converges in Gη
0
(β, γ).
Next we prove that (6.6) holds true in Lp(X) with any given p ∈ (1,∞). For any L ∈ N,
let T˜L :=
∑L
k=0 Q˜kQk. Following the arguments used in Step 3) of the proof of Theorem 4.15,
with TL replaced by T˜L, we deduce that, when L ∈ {N + 1,N + 2, . . .},
∑L
k=N+1 Q˜kQk is a β1-
Caldero´n-Zygmund operator for some β1 ∈ (0, β ∧ γ), so that it is bounded on Lp(X). Meanwhile,
by Proposition 2.2(iii), we know that
∑N
k=0 Q˜kQk is also bounded on L
p(X). Altogether, we have
‖T˜L‖Lp(X)→Lp(X) . 1, where the implicit positive constant is independent of L. From this and a
density argument as that used in Step 3) of the proof of Theorem 4.15, we obtain the convergence
of (6.6) in Lp(X). This finishes the proof of Theorem 6.5. 
Similarly, we also have the following two theorems, the details being omitted.
Theorem 6.6. Suppose that β, γ ∈ (0, η) and {Qk}∞k=0 is an exp-IATI. Then there exist N ∈ N and
a sequence {Qk}∞k=0 of bounded linear operators on L2(X) such that, for any f ∈ G
η
0
(β, γ) [resp.,
Lp(X) with any given p ∈ (1,∞)],
(6.10) f =
∞∑
k=0
QkQk f ,
where the series converges in Gη
0
(β, γ) [resp., Lp(X) with any given p ∈ (1,∞)]. Moreover, for any
k ∈ Z+, the kernel of Qk satisfies the size condition (2.1), the regularity condition (2.2) only for the
second variable and (6.7).
Theorem 6.7. Let all the notation be as in Theorems 6.5 and 6.6. Then, for any f ∈ (Gη
0
(β, γ))′,
(6.6) and (6.10) hold true in (Gη
0
(β, γ))′.
Remark 6.8. Similarly to Remark 4.19, we can show that, if K is a compact subset of (0, η)2, then
Theorems 6.5, 6.6 and 6.7 hold true with the implicit positive constants independent of (β, γ) ∈ K,
but depending on K.
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6.2 Inhomogeneous discrete Caldero´n reproducing formulae
In this subsection, we consider the inhomogeneous discrete Caldero´n reproducing formulae.
We use the same notation as in Section 5. Here we omit the details because the proofs are combi-
nations of those in Sections 6.1 and 5.
Theorem 6.9. Let {Qk}∞k=0 be an exp-IATI and β, γ ∈ (0, η). Assume that every yk,mα is an arbitrary
point in Q
k,m
α . Then there exist N ∈ N and sequences {Q˜(i)k }∞k=0, i ∈ {1, 2, 3}, of bounded linear
operators on L2(X) such that, for any f ∈ Gη
0
(β, γ) [resp., Lp(X) with any given p ∈ (1,∞)],
f (·) =
N∑
k=0
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
Q˜
(1)
k
(·, y) dµ(y)Qk,m
α,1
( f )(6.11)
+
∞∑
k=N+1
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
Q˜
(1)
k
(·, y) dµ(y)Qk f
(
yk,mα
)
=
∑
α∈A0
N(0,α)∑
m=1
∫
Q
k,m
α
Q˜
(2)
k
(·, y) dµ(y)Q0,m
α,1
( f )
+
∞∑
k=1
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
)
Q˜
(2)
k
(
·, yk,mα
)
Q
k,m
α,1
( f )
=
∑
α∈A0
N(0,α)∑
m=1
∫
Q
k,m
α
Q˜
(3)
k
(·, y) dµ(y)Q0,m
α,1
( f )
+
N∑
k=1
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
)
Q˜
(3)
k
(
·, yk,mα
)
Q
k,m
α,1
( f )
+
∞∑
k=N+1
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
)
Q˜
(3)
k
(
·, yk,mα
)
Qk f
(
yk,mα
)
,
where the series converge in Gη
0
(β, γ) [resp., Lp(X) with any given p ∈ (1,∞)], where, for any
z ∈ X,
(6.12) Qk,m
α,1
(z) :=
1
µ(Qk,nα )
∫
Q
k,m
α
Qk(u, z) dµ(u).
Moreover, for any i ∈ {1, 2, 3} and k ∈ Z+, Q˜(i)k has the properties same as Q˜k in Theorem 6.5.
Remark 6.10. We only explain the decomposition of I to derive the first equality in (6.11). For
any f ∈ L2(X) and x ∈ X, by (6.1), we write
f (x) =
∞∑
k=0
QNk Qk f (x) + RN f (x)
=
N∑
k=0
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (x, y)Qk f (y) dµ(y) +
∞∑
k=N+1
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (x, y)Qk f (y) dµ(y)
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+ RN f (x)
=

N∑
k=0
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (x, y) dµ(y)Q
k,m
α,1
( f )
+
∞∑
k=N+1
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (x, y) dµ(y)Qk f
(
yk,mα
) + RN f (x)
+
N∑
k=0
∑
α∈Ak
N(k,α)∑
m=1
1
µ(Qk,mα )
∫
Q
k,m
α
QNk (x, y)
∫
Q
k,m
α
[Qk f (y) − Qk f (u)] dµ(u) dµ(y)
+
∞∑
k=N+1
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
QNk (x, y)
[
Qk f (y) − Qk f
(
yk,mα
)]
dµ(y)
=: SN f (x) + RN f (x) +R
1
N f (x) +R
2
N f (x).
Then, we can use the method in Sections 5 and 6.1 to consider the boundedness of the remainders
RN , R
1
N
and R2
N
on both L2(X) and G(β, γ), the details being omitted.
Theorem 6.11. Let {Qk}∞k=0 be an exp-IATI and β, γ ∈ (0, η). Assume that yk,mα ∈ Qk,mα is an
arbitrary point. Then there exist N ∈ N and sequences {Q(i)k }∞k=0, i ∈ {1, 2, 3}, of bounded linear
operators on L2(X) such that, for any f ∈ Gη
0
(β, γ) [resp., Lp(X) with any given p ∈ (1,∞)],
f (·) =
N∑
k=0
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
Qk(·, y) dµ(y)Q(1),k,mα,1 ( f )(6.13)
+
∞∑
k=N+1
∑
α∈Ak
N(k,α)∑
m=1
∫
Q
k,m
α
Qk(·, y) dµ(y)Q(1)k f
(
yk,mα
)
=
∑
α∈A0
N(0,α)∑
m=1
∫
Q
k,m
α
Qk(·, y) dµ(y)Q(2),0,mα,1 ( f )
+
∞∑
k=1
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
)
Qk
(
·, yk,mα
)
Q
(2),k,m
α,1 ( f )
=
∑
α∈A0
N(0,α)∑
m=1
∫
Q
k,m
α
Qk(·, y) dµ(y)Q(3),0,mα,1 ( f )
+
N∑
k=1
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
)
Qk
(
·, yk,mα
)
Q
(3),k,m
α,1 ( f )
+
∞∑
k=N+1
∑
α∈Ak
N(k,α)∑
m=1
µ
(
Qk,mα
)
Q
(3)
k
(
x, yk,mα
)
Qk f
(
yk,mα
)
,
where the series converge in G˚η
0
(β, γ) [resp., Lp(X) with any given p ∈ (1,∞)] and, for any i ∈
{1, 2, 3}, Q(i),k,mα,1 is defined as in (6.12), with Qk replaced by Q
(i)
k . Moreover, for i ∈ {1, 2, 3} and
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k ∈ Z+, Q(i)k has the properties same as Qk in Theorem 6.6.
Theorem 6.12. Let all the notation be as in Theorems 6.9 and 6.11. Then, for any f ∈ (Gη
0
(β, γ))′,
all equalities in (6.11) and (6.13) hold true in (Gη
0
(β, γ))′.
Remark 6.13. Similarly to Remark 4.19, if K is a compact subset of (0, η)2, then Theorems
6.9 through 6.12 hold true with the implicit positive constants independent of (β, γ) ∈ K, but
depending on K.
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