Sliding window is one direct way to extend a successful recognition system to handle the more challenging detection problem. While action recognition decides only whether or not an action is present in a pre-segmented video sequence, action detection identifies the time interval where the action occurred in an unsegmented video stream. Sliding window approaches for action detection can however be slow as they maximize a classifier score over all possible sub-intervals. Even though new schemes utilize dynamic programming to speed up the search for the optimal sub-interval, they require offline processing on the whole video sequence. In this paper, we propose a novel approach for online action detection based on 3D skeleton sequences extracted from depth data. It identifies the sub-interval with the maximum classifier score in linear time. Furthermore, it is invariant to temporal scale variations and is suitable for real-time applications with low latency.
INTRODUCTION
Human action detection at real-time has become a topic of increasing interest due to its wide practical use. Applications like Humanmachine interaction, surveillance and gaming, all require accurate and low-latency action detection. Action detection on raw videos is difficult because it is first needed to localize a person in a scene full of objects and noise, then try to recognize the type of action being performed. On the other hand, the recent low-cost depth sensors, like Microsoft Kinect, provided a more convenient way for data capture. The 3D positions of body joints can be estimated from depth maps at low-latency and with acceptable accuracy. Filtering out noise and background, it is now more adequate to perform action detection based on skeleton data. Consequently, skeleton-based approaches to action recognition and detection have been widely adopted. While action recognition focuses on identifying the action label of presegmented video sequences, action detection tackles the more challenging problem of localizing the action in an un-segmented stream of frames. In addition to identifying the correct action label, it specifies the start and end frames of the occurring action. Related work: For action recognition, several work in the literature used the position, motion and orientation of body joints to construct efficient descriptors for human actions. Such descriptors proved to be very effective for action recognition. Ofli et al. [1] used mean and variance of joint angles and maximum angular velocity of joints to select a "Sequence of the Most Informative Joints" (SMIJ) to represent a human action. Gowayyed et al. [2] used a 2D trajectory descriptor, called "Histogram of Oriented Displacement" (HOD), where each displacement in the trajectory casts a vote, weighted by its length, in an orientation angles histogram. More recently, Vemulapalli et al. [3] modeled human actions as curves in a Lie group, since 3D rigid body motions are members of the special Euclidean group. While there are many successful action recognition systems, only few of them have been extended to tackle action detection. Zhao et al. [4] proposed a feature extraction method "Structured Streaming Skeleton" (SSS) which constructs a feature vector for each frame using a dynamic matching approach. The SSS feature vectors are then used for detecting the start and end of actions. Zanfir et al. [5] also proposed a moving-pose descriptor that captures both the body pose at a one frame, as well as the speed and acceleration of body joints within a short time window around the current frame. The proposed descriptor is then used with a modified kNN classifier to detect the start and end of actions. However, both [4, 5] cannot handle mutli-scale actions, where different subjects can perform the same action at different speeds. More recently, Sharaf et al. [6] proposed a system for action detection that can handle temporal scale variations. However, the proposed system uses a multi-scale sliding window approach, which relies on exhaustive search in location and scale.
In this paper, we propose a novel approach for action detection, that we refer to as Efficient Linear Search (ELS). The proposed framework is suitable for real-time applications and is invariant to intra-class temporal scale variations. Moreover, it can be used for real-time video segmentation since, it specifies both the start and end frames of the action.
EFFICIENT LINEAR SEARCH (ELS)
In this section, we first explain our approach on offline action detection. Then we explain how it can be easily extended to work for online detection as well. Figure 1 gives an overview on the approach.
For action recognition, successful skeleton-based approaches have been proposed in the literature. Many of them rely on binary classification. Although such approaches proved to be very effective for action recognition, most of them haven't been extended to tackle the problem of action detection. One direct way to utilize a successful recognition system for detection is to use a sliding window approach, evaluating the classifier function over all candidate subwindows. So, for a video sequence S, it will identify the sub-interval saction = [tst, t end ] for which the classifier function produces the maximum score.
This identifies only one occurrence of the target action in the sequence. If multiple occurrences are to be found, then we can sim- At test time, each extracted feature will be weighted by its cluster weight, and incorporated in the search for the maximum sub-interval sum. If the max sub-interval sum at time ti is above a learned threshold θ, then a successful detection is triggered.
ply remove sub-intervals that correspond to previously identified actions, and repeat the search again for the next smax. However, for a sequence of N frames, we have O(N 2 ) candidate sub-intervals, which incurs significant computational complexity. The high cost of the brute-force search for the optimal subwindow appeared also in object detection in images. Thanks to [7] , a branch-and-bound scheme was proposed that would decrease the search time to be linear in the size of an image, instead of quadratic in the brute-force counterpart. However, branch-and-bound approaches typically work offline, requiring the whole search space to be known in advance. We assume the same constraints as [7] : (1) a bag-of-features representation of action sequences, and (2) a linear binary classifier with good recognition accuracy trained for a specific target action. We next show that in the case of action detection based on skeleton data, and under the aforementioned constraints, then we can achieve two things:
1. We can still perform offline action detection in O(N ) instead of the brute-force O(N 2 ), but without the need for a branchand-bound approach as in [7] .
2. Disregarding the branch-and-bound idea, the detection procedure can further be extended to work online as well.
Bag-of-features representation of action sequences
The bag-of-features representation is very common among images and it is effectively used for object detection. The idea is that each object type has a set of discriminative features that can be used to identify this object. Same concept applies to actions. We first define local features for actions, then we describe how to extract them. Next, we show how the extracted features will be represented. And last we explain how to represent an action sequence in terms of its local features. First, we define local features for actions. For a specific action, we can identify a set of key frames that best capture the discriminative poses of this action. However, key frames are not enough to describe the motion of body-parts, since other information like the direction and speed of motion play an important role in identifying the action. Hence, a local feature must not take a single frame. Instead, this anchor frame along with a small neighborhood of frames around it should be regarded. One problem is how to choose the size of the neighborhood of frames for one feature. The neighborhood size of a single feature may differ based on how fast or slow one performs the same action. So, in order for the local features to be scale-invariant, we extract features with different scales at the same anchor frame.
Second, for feature extraction, we extract multi-scale grid features from the action sequence. We experimented on multiple scales and obtained good results with using three scales equal to 11, 21 and 41 frames at a sampling rate of 30 frames-per-second. Since there isn't much change between two consecutive frames, we avoid extracting features at each frame. Instead, we make a step equal to half the scale of the feature. For example, features with a size of 11 frames will be extracted at frames 1, 6, 11, and so on.
Third, we can use any good descriptor to represent the extracted features. We tried different descriptors like Cov3DJ [9] and HOD [2] . We obtained best results using the covariance of joint angles descriptor [6] , which encodes joint angles (35 angles as used in [10] ), and joint angular velocities.
In the training phase, for each training sequence, we extract multi-scale grid features. The resulting descriptors are then clustered to produce a K-entry codebook. We then represent any action sequence or subsequence by their cluster histogram, where the histogram counts how many local features from each cluster index occurred.
Offline action detection
For the sake of completeness, we include here the derivation of [7] , specialized to the 1D case. To perform action detection, we assume using a linear classifier trained on sequence histograms. We use an SVM classifier with a linear kernel. The corresponding form of the decision function is f 
where, cj is the cluster index to which the local feature xj belongs to, and n is the total number of local features in sequence S. We can Table 1 : Results for MSRC-12 dataset. We report F-Score at = 667ms. We show the average and standard deviations over ten leavepersons-out runs. Our approach trades a bit more latency for higher accuracy. now evaluate f for any subsequence s by summing the weights, wc j , of local features xj extracted from s. Since we want to identify the subsequence s ⊆ S that maximizes equation (2), we can safely drop the bias term, β.
The offline detection procedure will then be as follows: construct an empty 1D score array, with length equal to the number of frames. This array will represent the per-point contribution of all extracted features from subsequence s. For each grid feature xj, identify its cluster index cj, then add up wc j to frame index in the score array. Finding the start and end frames of the action can now be mapped to finding the maximum subarray sum in the score array. Thanks to Kadane's algorithm, this can be done in linear time in the number of frames. If f (smax) ≥ θ, where θ is a learned threshold for a specific action, then we specify that the action has occurred, and we return the start and end frames of the subsequence smax.
To detect different action types, then we will construct a oneversus-all binary classification model for each action. What differs from one action type to another is only the classification model weights assigned to each entry in the codebook. The detection procedure can then be run concurrently on the action sequence with different per-point feature weights for each action type.
Online action detection
In this section we show how to extend our approach to handle online action detection. We start by taking a closer look on how Kadane's algorithm work. The problem of maximum subarray sum is the task of finding the subarray with the maximum sum within a onedimensional array of numbers. Here, the array represents a sequence of frames, and a number at index i represents the per-point contribution of local features anchored at frame i. Kadane's algorithm scans through the array. At each position, it computes the maximum subarray ending at this position. Since we only trigger the action if the maximum subarray sum is larger than a learned threshold θ, then at any time ti, if the maximum sum ending at frame i exceeds θ, then we know that the target action is being performed, and our task then is to find at which frame the action will end. We expect that after the action ends, we will encounter a contiguous sequence of frames with -ve scores. So, for the next frames, as long as the maximum sum grows, the action is still on-going. Once the subarray sum starts to decrease we can assume that the action has ended. There will be a compromise between latency and confidence. If we specify the end of action at the first -ve point score, this will be very sensitive to noise but it will achieve low latency. If we wait till we encounter two consecutive points with -ve scores, then this will achieve higher confidence on the expense of increased latency, and so on. In our experiments, we found that triggering the action at the first -ve point score causes a slight decrease of accuracy, while achieving very low latency. Figure 2 shows an example of online detection. 
EXPERIMENTAL RESULTS

MSRC-12 dataset
The Microsoft Research Cambridge-12 dataset [8] is a challenging and very large dataset, released in June 2012. It is captured using the Microsoft Kinect sensor at a sampling rate of 30 frames-per-second. Any sequence tracks the 3D positions of 20 joints of the body skeleton with an accuracy of about two centimeters in joint positions. The dataset consists of 594 unsegmented sequences, encompassing 6,244 gesture instances. There are 30 subjects performing 12 different gestures under five different instruction modalities: images, text, video, images+text, and video+text. The MSRC-12 dataset uses the notion of Action Points, which is a single pose within the gesture that uniquely identifies the occurrence of the gesture.
Experimental setup
We follow the same experimental setup as in [8] . Each instruction modality contains all 12 gestures, each gesture performed by 10 different subjects. Experiments use leave-one-out approach. So, for each of the 12 gestures, one subject is removed to be used for testing, and the remaining 9 subjects are used for training. This is repeated ten times. Results for each gesture in one modality are obtained by taking the average across the 10 folds. 
Results
As mentioned before, MSRC-12 is annotated with action point frames, instead of the start and end frames of each gesture instance. So, most approaches experimenting on MSRC-12 train only to identify the action point pose at real time. A positive detection is regarded when the gesture occurrence is detected within a short time window from the ground truth action point. Thanks to [9] , they provided manual annotation for the start and end frames of each gesture. To be able to compare our results with [6, 8] , we regard the gesture occurrence to begin at the start frame as in [9] annotation, and ends at the action point annotation. So, our method should trigger the occurrence of a gesture at its ground truth action point as in [6, 8] . Within each modality, we measure the precision and recall of each action label across all 10 folds. We then report the average F-score. We use two different precision-recall experimental protocols. First, A positive detection is counted if the detection was triggered within 20 frames from the action point frame, this is a latency of 0.667 seconds. This is opposed to 10-frame tolerance (0.333 seconds) in [6, 8] . It is noted that we identify the whole sub-interval of a gesture occurrence at the cost of slightly increased latency. This is in contrast to identifying the action point pose only, as in [6, 8] . Table 1 shows the results of ELS over different latency tolerance thresholds.
Second, we use the standard precision-recall experimental protocol used in object detection in images, which is an overlap threshold of 0.2. This is to demonstrate the power of our approach for realtime segmentation, identifying the start and end of a gesture at realtime. We also report results using 0.5 overlap threshold. Figure 3 shows the precision-recall curve for ELS using 0.2 and 0.5 overlap thresholds. For the sake of space limit, we show only the curves for one instruction modality, which is the Video+Text. This modality achieves best results using our approach, as well as in [6, 8] . For the 0.2 overlap threshold, Iconic and Metaphoric actions get similar mean average precision score. As for the 0.5 overlap threshold, Iconic actions show better results. This is consistent with [8] , where Iconic actions reportedly get better results than Metaphoric ones.
Real-time operation
The goal of our framework is not only to perform online action detection, but also to do this in real-time. There are 4 main factors affecting the running time of our approach: 1) Number of different scales used for feature extraction; 2) The step by which we extract grid local features; 3) The size of the codebook; 4) The size of local features descriptor. We obtained best results using three scales (11, 21, 41 frames). We use a step equal to half the used scale. So, for example, features with 11-frame scales will be extracted in a grid manner with a 5-frame step. The codebook we use has a size of 1000 words, and angles descriptor size is 2555 dimensions. The average running-time per frame was measured to be 6.786ms. So, our framework can process approximately 147 frames per second. The running-time was measured on a machine with 2.2 GHz Intel quad-core Core-i7 processor and 6 GB RAM. The framework is implemented using MATLAB (code is publicly available). So, using a more efficient language is expected to reduce the running time even further.
CONCLUSION
We have proposed a novel approach for action detection. The proposed approach maximizes a binary classifier score over all possible subsequences, typically in linear time. It can be used in conjunction with a large class of classifiers. It detects any general action by specifying its start and end frames in an un-segmented video sequence. It operates at real-time with low latency. And it is invariant to temporal scale variations within the same target action.
