Video text information plays an important role in semanticbased video analysis, indexing, and retrieval. Text embedded in the image or video contains very useful information like the name of the person, title, location and sometimes brief description of the image. Many algorithms have been proposed to detect and localize the text information present in video images. In this paper, we proposed a methodology to enhance the quality of the image and then detect and localize text regions from low quality video images. Experimental results show the proposed method achieves improved precision rate and recall rate.
INTRODUCTION
Text detection and localization in images and videos is a research area which attempts to develop a computer system with the ability to automatically read from images and videos the text content visually embedded in complex backgrounds. The research field of text recognition receives a growing attention due to the proliferation of digital cameras and the great variety of potential applications, as well. Such applications include robotic vision, image retrieval, intelligent navigation systems and application to visual impaired persons.
Earlier version of videos usually suffers from low quality, perspective distortion, blur, shadow and uneven lighting. Text embedded in images and video sequences, especially captions provide brief and important content information, such as the name of the speaker or player, the title, location and date of an event etc. The text contained in the images and videos can be of any color and gray scale value, low resolution, variable size, unknown font and may appear in different orientation and it is not an easy problem to reliably detect and localize text embedded in images and videos. Hence, the automatic detection and extraction is a challenging problem. Reported works have identified a number of approaches are categorized as connected component based, edge based and texture based methods. Connected component based methods use bottom up approach to group smaller components into larger components until all regions are identified in the image. A geometrical analysis is later needed to identify text components and group them to localize text regions. Edge based methods focus on the high contrast between the background and text and the edges of the text boundary are identified and merged. Later several heuristics are required to filter out non-text regions. But, the presence of noise, complex background, and significant degradation in the low resolution image can affect the extraction of connected components and identification of boundary lines, thus making both the approaches inefficient. Texture analysis techniques are good choice for solving such a problem as they give global measure of properties of a region.
In this paper, resolution enhancement technique has been employed on low quality video images by using interpolation which generates sharper high resolution image. Texture based text detection and segmentation is applied on the enhanced image. The proposed method is robust enough to detect text regions from low quality video images, and achieves improved precision rate and recall rate.
RELATED WORK
Image enhancement is the process of improving the quality of the digital image without knowledge about the source of degradation. The source may be a low resolution camera or aliasing due to improper selection of sampling rate or poor illumination. These sources affected the resolution of the image. Resolution has been frequently referred as an important aspect of an image. Images are being processed in order to obtain more enhanced resolution.
One of the commonly used techniques for image resolution enhancement is Interpolation. Interpolation has been widely used in many image processing applications such as facial reconstruction, multiple description coding, and super resolution. There are three well known interpolation techniques, namely nearest neighbor interpolation, bilinear interpolation, and bi-cubic interpolation. Image resolution enhancement in the wavelet domain is a relatively new research topic and recently many new algorithms have been proposed [4] - [7] . Discrete wavelet transform (DWT) [8] is one of the recent wavelet transforms used in image processing. DWT decomposes an image into different subband images, namely low-low (LL), low-high (LH), high-low (HL), and high-high (HH). Another recent wavelet transform which has been used in several image processing applications is stationary wavelet transform (SWT) [9] . In short, SWT is similar to DWT but it does not use down-sampling, hence the subbands will have the same size as the input image.
A number of methods for text localization have been published in recent years and are categorized into connected
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Volume 58-No.6, November 2012 component based, edge based and texture based methods. The performance of the methods belonging to first two categories is found to be inefficient and computationally expensive for low resolution images due to the presence of noise, complex background and significant degradation. Hence, the techniques based on texture analysis have become a good choice for image analysis, and texture analysis is further investigated in the proposed work.
A few state of the art approaches that use texture features for text localization have been summarized. A methodology that uses frequency features such as the number of edge pixels in horizontal and vertical directions and Fourier spectrum to detect text regions in real scene images is discussed in [13] . The texture-based text localization method using Wavelet transform is proposed in [14] . Another method which uses DCT coefficients to capture textural properties for caption localization is presented in [8] .
Out of many works cited in the literature it is generally agreed that the robustness of texture based methods depends on texture features extracted from the window/block or the region of interest that are used by the discriminant functions for classification decisions. The probability of misclassification is directly related to the number and quality of details available in texture features. Hence, the extracted texture features must give sufficient information to distinguish text from the background and also suppression/removal of background information is an essential pre-processing step needed before extracting distinguishable texture features to reduce the probability of misclassification. But most of the works cited in the literature directly operate on the image without suppressing the background. Hence, there is a scope to explore such possibilities. The proposed method performs pre-processing on the image for suppressing the uniform background in the DCT domain and further uses texture features for text localization. The detailed description of the proposed methodology is given in the next section.
PROPOSED METHOD
The proposed method enhances the low quality video images by using resolution enhancement technique through discrete and stationery wavelet decomposition, texture based method is implemented to detect the text regions. The block diagram of proposed method is shown in Figure 1. 
Resolution Enhancement [2]
The enhancement technique uses DWT to decompose a low resolution image into different subbands. Then the three high frequency subband images have been interpolated using bicubic interpolation. The high frequency subbands obtained by SWT of the input image are being incremented into the interpolated high frequency subbands in order to correct the estimated coefficients. In parallel, the input image is also interpolated separately. Finally, corrected interpolated high frequency subbands and interpolated input image are combined by using inverse DWT (IDWT) to achieve a high resolution output image.
Algorithm for Texture Based Text Region Extraction [1]
The proposed method comprises of 5 phases; Background removal/suppression in the DCT domain, texture features computation on every 50x50 block and obtaining a feature matrix, Classification of blocks, merging of text blocks to detect text regions, and refinement of text regions.
Figure 1: Block Diagram of Proposed Method
The basic steps of the texture based text extraction algorithm are given below.
1. Divide the input image into 8x8 blocks and apply DCT for each block.
2. Suppress the background of image using high pass filter.
3. Perform inverse DCT on each block to obtain processed image.
4. Divide the processed image into 50x50 blocks. The proposed methodology is robust and performs well different sizes of font and image resolution. The block size is an important design parameter whose dimension must be properly chosen to make the method more robust and insensitive to variation in size, font and its alignment.
Low quality Input video image Resolution Enhanced image
Divide image into 8x8 blocks. Apply DCT for every 8x8 block and suppress the background using high pass filter. Obtain processed image by performing inverse DCT on every 8x8 block.
Texture Features Extraction from processed image blocks (50x50 sizes)
Classification of blocks using texture features and discriminant functions 
RESULTS AND ANALYSIS
The proposed methodology is implemented with MATLAB for text region detection and localization has been evaluated on a data set containing 30 different images on Intel Celeron (2.4 GHz) computer. It was observed that the processing time lies in the range of 5 to7 seconds due to varying background.
The sample list for the test images and results obtained are shown in the Figure 2 . The precision rate and recall rate have been computed to evaluate the efficiency and robustness of text detection in Low Resolution Image (LRI) and Resolution Enhancement Image (REI). The corresponding detailed analysis is presented in Table 1 . 
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CONCLUSIONS AND FUTURE WORK
The effectiveness of the method for text localization from low quality images is presented. The overall precision rate and recall rate of enhanced resolution image is more compared to the low quality images and observed that using image resolution technique extraction of text from the low quality video images is highly efficient. Precision rate and recall rate depends on false positives and false negatives. For improving the performance of the system, false positives and false negatives should be as low as possible.
The performance of the method needs further exploration by combining the edge, connected component based and texture based algorithms, each of the algorithms is by itself quite robust in extracting text regions from low resolution images. A hybridization of two or more techniques may produce more efficient outputs. 
