Abstract-In order to analyze the performance of the DS-CDMA cellular forward channel with convolutional encoding and soft-decision decoding operating in a Rayleigh-fading and lognormal-shadowing environment, we require the probability distribution function for a sum of d multiplicative chisquare(with two degrees of freedom)-lognormal random variables. We approximate the sum using a multiplicative chisquare(with 2d degrees of freedom)-lognormal random variable which is developed in this paper. We further investigate the usefulness of the approximation as it applies to the performance analysis of the DS-CDMA cellular forward channel.
I. INTRODUCTION
In [1] and a separate Globecom 2001 paper, we developed an upper bound on the probability of bit error e P for the forward channel of a DS-CDMA cellular system that employs forward error correction in the form of convolutional encoding and soft-decision decoding using the Viterbi algorithm in a mobile channel, which is subject to slow-flat Rayleigh fading and lognormal shadowing. This upper bound depends upon all possible first-event errors P 2 (d ) that are a distance d from the correct path. In order to calculate P 2 (d )for a specific distance d, we must first find the probability density function for the sum of d chi-square(with 2 degrees of freedom)-lognormal random variables.
The chi-square random variable comes from the transformation of the Rayleigh fading variable. If we let M = R 2 X represent our single chi-square(with 2 degrees of freedom)-lognormal random variable, then we can reasonably find the pdf for M, which we represent as pM (m) . We let the random variable Zd represent a sum of d independent identically distributed chisquare(with 2 degrees of freedom)-lognormal random variables as follows: 10 10 ln λ = and dB σ is the standard deviation of an underlying zero-mean Gaussian random variable (in decibels). We know that Zd has a probability distribution function that can only be determined by convolving pM(m) with itself d times as follows:
.
Furthermore, for any particular convolutional encoder we require a series of P 2 
Even if we truncate the series using only the first 5 terms, we would need to perform 5dfree+10 convolutions, or integrations, to determine e P for a particular operating scenario. In our analysis [1] , we considered convolutional encoders with a code rate of 1 2 and constraint lengths ranging from 7 to 9. Typically, dfree for such encoders range from 10 to 12. Accordingly, for each operating scenario that we wish to consider, we would need to perform between 60 and 70 convolutions in order to calculate the upper bound on the probability of bit error e P for that set of data. The computational cost in performing these integrations is too high a price to pay, which explains why analysis of coded DS-CDMA systems with soft-decision decoding that includes both fading and shadowing models has not previously been accomplished.
Our situation would be greatly improved if the channel model only considered the case of Rayleigh fading. In that case, our first-event error P 2 (d ) would depend only upon a sum of chi-square random variables. We know that the sum of d chi-square random variables with two degrees of freedom is precisely another chi-square random variable with 2d degrees of freedom [2] . Accordingly, the conditioning can be removed from P 2 (d ) analytically. Similarly, if we consider the case of lognormal shadowing only (no Rayleigh fading), our first-event error P 2 (d ) depends only upon a sum of d independent lognormal random variables. Since the sum of lognormal random variables appears in many important communications, radar, and antennae problems, considerable effort has been given in finding its distribution function [3] - [6] . While no closed form solution for the distribution function has been found, there is agreement that the sum of lognormal random variables can be approximated as another lognormal random variable. Accordingly, for the case of strictly lognormal shadowing, we can remove the conditioning of P 2 (d ) on the sum of lognormal random variables by approximating the sum as another lognormal random variable. Consequently, we can solve for the upper bound on the probability of bit error for lognormal shadowing only.
In summary, the distribution of the sum of d chi-square random variables with 2 degrees of freedom is chi-square with 2d degrees of freedom. Furthermore, the distribution of the sum of lognormal random variables can be approximated as lognormal. In light of these two facts, we approximate our sum of d chi-square(with 2 degrees of freedom)-lognormal random variables as a multiplicative chi-square(with 2d degrees of freedom)-lognormal random variable.
II. DEFINING THE MODEL
In order to approximate Zd as a chi-square(with 2d degrees of freedom)-lognormal random variable, we first represent our model ± d Z in terms of its two factors defined by ±
Y is a chi-square random variable with 2d degrees of freedom, whose distribution is completely specified based on the underlying Rayleigh random variable, i.e., 
The remaining step in approximating 
The With the model parameters completely specified, we know that the pdf of ± d Z can be written as a product of its independent component elements; namely 2 and
Alternatively, we can develop the pdf of ± d Z as a function of z using the marginal densities of its components given by 
III. TESTING THE MODEL
In this section we will explore the usefulness of our model as it applies to bit error analysis of DS-CDMA with FEC. As an example, we will consider the case of 7 dB σ = with rate ½ convolution encoding with 8 ν = and approximate the probability of bit error using the first five terms of the union bound from (3). Accordingly, we will examine our model's ability to approximate P 2 (d ) for d = 10 through 14, since these are the key parameters when employing rate ½ convolutional encoding with constraint lengths 7 and 8.
Figs. 1 through 3 show histograms for Zd with 7 dB σ = and E{R 2 }=1, which were formed by generating d sets of multiplicative chi-square(with 2 degrees freedom)-lognormal distributed data consisting of 400,000 independent samples per set and summing over the d sets. We have over-plotted the histogram with the pdf of our model ± d Z . Z can well approximate Zd in calculating the first-event error probability. In order to determine this answer, we evaluate P 2 (d ) as developed in [1] by simulation and compare with the result predicted by our model. We simulate the integral by generating d independent samples from the multiplicative chi-square(with 2 degrees freedom)-lognormal distribution and summing them to form one realization 1 ρ of P 2 (d ). We repeat this process 100,000 times and form our point estimate for P 2 (d ) as follows: We incorporate these results into (3) to determine the probability of bit error using the first five terms in the union bound. For a rate ½ convolutional encoder with constraint length of 8 ν = , we obtain a modeled and simulated probability of bit error as shown in Fig. 7 .
By selecting a constraint length of 8 ν = as an example, we incorporate the modeled and simulated results of Nevertheless, these differences do not outweigh the usefulness of our model in analyzing the performance of DS- CDMA cellular systems. In particular, the model closely matches the simulated result in the range from 10 to 15 dB, which is a practical range in which DS-CDMA cellular systems operate. Furthermore, the differences in the modeled and simulated results appear most obvious when the interference floor is in a range between 10 -3 and 10 -7 , where even the slightest differences are magnified due to the logarithmic presentation of results. 
IV. CONCLUSIONS
The multiplicative chi-square(with 2d degrees of freedom)-lognormal random variable can well approximate the distribution for a sum of multiplicative chi-square(with 2 degrees of freedom)-lognormal random variables. This approximation makes the performance analysis of the DS-CDMA forward channel with forward error correction and soft-decision decoding in Rayleigh-fading and lognormalshadowing environments more palpable. Furthermore, the model may be suitable in other applications such as maximal ratio combining and antenna diversity models. Our model is specifically optimized for sums of between 10 and 15 random variables as required for the convolutional encoder employed. In applications with sums fewer than 10 or greater than 15, alternative values of 1 2 and g g may need to be determined to best approximate the sum.
