Abstract-Functional magnetic resonance imaging (fMRI) time series is nonlinear and composed of components at multiple temporal scales, which presents significant challenges to its analysis. In the literature, significant effort has been devoted into model-based fMRI signal analysis, while much less attention has been directed to data-driven fMRI signal analysis. In this paper, we present a novel data-driven multiscale signal decomposition framework named empirical mean curve decomposition (EMCD). Targeted on functional brain mapping, the EMCD optimizes mean envelopes from fMRI signals and iteratively extracts coarser-to-finer scale signal components. The EMCD framework was applied to infer meaningful low-frequency information from blood oxygenation level-dependent signals from resting-state fMRI, task-based fMRI, and natural stimulus fMRI, and promising results are obtained.
I. INTRODUCTION
F UNCTIONAL magnetic resonance imaging (fMRI) has made remarkable impacts on how we study the function of the brain [1] - [3] . In the literature, a variety of model-driven or data-driven approaches have been developed for fMRI time series signal processing and analysis, such as the generalized linear models [4] , wavelet algorithms [5] , [6] , Markov random field (MRF) models [7] , mixture models [8] , autoregressive spatial models [9] , Bayesian approaches [10] , and independent component analysis (ICA) [11] , [12] . Although these approaches have their own advantages in various applications [4] - [12] , the characteristics of nonlinearity and composition of signal components at multiple time scales in fMRI blood oxygenation level-dependent (BOLD) signals present significant challenges to the inference of meaningful information from fMRI BOLD time series. In addition, fMRI BOLD signal might be subject to physiological motion effect or nonneuronal noise [1] , [2] . As such, nonlinearity and low-signal-to-noise ratio (SNR) are common in fMRI time series data [1] , [2] , which further entail the decomposition of fMRI BOLD signal into meaningful components and random noise residue.
In the signal processing community, empirical mode decomposition (EMD) [13] - [15] has been recognized as an effective data-driven signal decomposition approach and has been widely used in multiscale signal analysis [16] . The EMD algorithm was initially proposed to study ocean waves [13] , and has been applied in solving biomedical signal processing problems [17] - [21] , e.g., in [17] for field potential recording analysis and in [20] for task-based fMRI activation detection. In brief, EMD extracts intrinsic mode functions (IMFs) by iteratively removing mean curves from the input time series (or the residue in subsequent iterations) until the residue becomes an IMF. EMD features a unique decomposition scheme that the IMFs are derived from the time series data directly without prior domain knowledge. Therefore, it is adaptive, in contrast to wavelet or Fourier analysis where the basis functions are predefined in advance.
The data-driven manner of decomposing time series makes EMD a powerful tool in analyzing many types of time series data. In spite of EMD's superiority over many model-based decomposition methods, direct applications of EMD in fMRI BOLD signal analysis might not be appropriate for several reasons. The major issue is the strict constraints of IMF which forces all components extracted by EMD to be: 1) narrow-band limited; and 2) with zero local mean. These constraints ease theoretical analysis and provide a fairly simplified model of the components of prospect. In fMRI time series analysis, as well as many other biomedical applications, however, the ultimate goal of signal decomposition is to reconstruct the intrinsic, biologically meaningful components rather than mathematically defined ones. In particular, EMD extracts higher frequency components first, employing a finer-to-coarser scheme. In fMRI time series analysis, the major noise source is of high frequency while low-frequency global drifting is typically overcome by detrend algorithms [22] . Accordingly, the EMD decomposition results are unstable due to its unavoidable error in extracting the highest frequency component. Thus, the error accumulates rapidly in subsequent iterations. When it reaches the most desirable scale in the low-frequency bands [1] , [23] , the component might have been deteriorated by the accumulated error.
In response to the major limitations of applying EMD in fMRI time series analysis and meanwhile inspired by this data-driven signal decomposition methodology, the focus of this paper is to present and evaluate a novel multiscale, iterative signal decomposition framework named empirical mean curve decomposition (EMCD), to deal with the previous issues in fMRI signal decomposition. The EMCD algorithm calculates both the superior and inferior envelopes in each iteration of signal decomposition [see Fig. 1(a) ], applies a scale control algorithm to optimize the envelopes, and extracts the mean curve by averaging the superior and inferior envelopes. This algorithm is iteratively applied on the residue signal, which is the subtraction of the extracted mean curve from the original signal (see more details in Section II).
Our contributions are summarized in the following five aspects: 1) EMCD extracts and uses the mean curve [see the red curve in Fig. 1(a) ] as the useful signal while the residue signal is used in subsequent signal decompositions. In short, EMCD extracts coarser-to-finer scale signals, reducing the error accumulation against useful low-frequency components; 2) a scale control algorithm was designed and implemented to deal with the instability as of the sparse distribution of extrema causing problems in interpolating and recovering superior and inferior envelopes, thus improving the accuracy and reliability of the decomposition procedure. In addition, this algorithm makes it possible to moderately control the scale at which the extracted component will be, which is helpful when some prior knowledge of the intrinsic signal composition is present (see details in Section III-D); 3) the low-frequency mean curves extracted by EMCD, instead of high-frequency IMFs by EMD, are what we need to reconstruct in fMRI. For instance, in restingstate fMRI analysis, we aim to reconstruct the neuronal oscillation signals in the range of 0.01-0.1 Hz [3] , [23] , which is in the low-frequency bands. Therefore, the mean curve extraction in the proposed EMCD method fulfills the requirements of resting-state fMRI time series analysis, while the IMFs from EMD do not; 4) we successfully applied EMCD in process- ing and analyzing fMRI time series data, including restingstate fMRI [22] , [23] , task-based fMRI [24] , [25] , and natural stimulus fMRI [26] , [27] , [56] ; 5) the EMCD framework has been extensively evaluated and validated by synthesized signals, independent diffusion tensor imaging (DTI) data, comparison with other methods, and verification by neuroscience domain knowledge.
II. EMCD
A general flowchart of the EMCD decomposition algorithm is shown in Fig. 2 . The algorithm decomposes a time series in a multiscale, data-driven manner. Briefly, the maxima (Step 2) and minima (Step 3) are extracted from the input time series (Step 1). They are optimized (Step 4, Step 5) by a local scale control algorithm and are interpolated to form superior envelope (Step 6) and inferior envelope (Step 7), respectively. The local scale control algorithm moderately controls the scale to which the time series is decomposed. The mean curve (Step 8) as the output is calculated by averaging both envelopes. This decomposition algorithm is iteratively applied to the input time series (in its first iteration) and the residues (in the following iterations). Details will be covered in the subsequent sections.
A. EMCD Basics
Let {x [n] , n = 1, . . . , N } be an N -element time series which we will refer to as
, where p i is the time index and N p is the number of maxima;
, where q i is the time index and N q is the number of minima; B{(x i , y i ), x 0 } is the widely used B-spline interpolation function which interpolates the input series (x i , y i ) at the time point x 0 .
1) Superior Envelope:
The superior envelope of a time series is the upper trend curve that passes through all of its maxima (see the purple one in Fig. 3 ). The B-spline interpolation is used to interpolate the maxima
2) Inferior Envelope: Similarly, the inferior envelope of a time series is the lower trend curve that passes through all of its minima (see the green one in Fig. 3) . Similarly, the B-spline interpolation is used to interpolate the minima
3) Mean Curve: The mean curve of a time series is the average of its superior and inferior envelopes (see red in Fig. 3 ) representing the global trend
The notations introduced previously are illustrated in Fig. 3 .
4) Mode:
The mode of a time series is defined as the average of the number of its maxima N p and that of its minima N q
5) Empirical Waveform (EWF):
The fact that the mean curve is determined by the extrema provides a new way to model time series. Here, we introduce the concept of EWF. An EWF is a series of alternating maxima and minima. A simplified EWF is defined as follows:
Then, we can use an EWF to represent a mean curve, while the mode M (x[n]) of which characterizes this EWF. In principle, one complete sine wave cycle has one maximum and one minimum, contributing exactly one to its mode. Hence, the mode of an EWF behaves like the number of complete cycles in traditional Fourier analysis. We derive the empirical period for the previous EWF as
while the empirical frequency is given by
These concepts are listed in Table I in conjunction with their corresponding terms in traditional Fourier analysis for comparison.
It should be noted that empirical period and empirical frequency are temporal estimations over the entire time series rather than the exact model parameters as in traditional Fourier analysis. This relaxation of conditions improves the descriptive abilities such that a wider class of signals from the oscillatory sources can be modeled, e.g., neurons and brain regions, whose signals are like, but not the same as, sine waves. As a comparison, the Fourier analysis decomposes this type of time series into a set of sine waves at different frequencies, and the wavelet transform decomposes them into a set of wavelets at multiple frequencies and different temporal locations.
Theoretically, any time series can be modeled as an EWF once we have extracted the extrema, so is any part of an existing time series. Considering the local properties of the time series, we define local scale as the local period of a cycle. Here, by "cycle" we refer to the time range of a pair of adjacent maximum and minimum. For a time series with multiple components in the form of riding waves, the local scale descriptor may vary largely at different cycles within the time series. In order to effectively model the time series, we process the time series in its EWF to recover the singular EWF components without riding waves, in which a local scale control algorithm is employed to optimize the EWF. We refer to the recovered singular EWF components as "pure" EWFs.
In short, the goal of the proposed EMCD algorithm is to decompose the time series at different scale levels, yielding a composition of pure EWFs. In that sense, the EWFs are the basis functions in EMCD, compared to the sine waves in Fourier analysis and the wavelets in wavelet transforms. These empirical basis functions, however, require no prior knowledge of the signal model and are thus purely data driven. Orthogonality, therefore, is not guaranteed.
B. Iterative Process
The main procedure of EMCD is the iterative decomposition process, which is applied on the input time series to produce the mean curve as the output.
1) Extrema Extraction:
The algorithm extracts both maxima and minima as the initial step of the iterative process.
2) Local Scale Control: This step of the algorithm controls the local scale of the extrema. Recall that by "local scale" we refer to the period length of a certain cycle. Furthermore, as cycles are determined by extrema, we control the local scale by inserting extrema time points, since the extracted extrema are data dependent and are not to be modified. Basically, the local scale controls how much alike we want the extracted mean curve and the input time series to be, since the reconstruction of envelopes depends solely on the extracted extrema. The local scale control procedure was specifically designed for the situation where two adjacent extrema are very far away. Since our decomposition algorithm depends heavily on the detection of extrema, it may yield undesirable results in the presence of adjacent extrema that are far away. With local scale control and prior knowledge of the scale of the desired components, it is possible to recover the components correctly.
Our local scale control procedure applies to both maxima and minima with the same method. Taking maxima as an example, for each pair of adjacent maxima, the number of time points they are apart is calculated as the distance of the pair. By definition, this distance is the local scale. If it is larger than a preselected scale threshold, we need to insert a certain number of new nodes as the "interpolated" maxima between the two real ones. This process controls the local scale at each maximum.
Specifically, suppose the maxima pair, (
The distance is calculated as
Let S be the scale threshold. We calculate the number of new nodes to insert and their locations as
Unlike the indices u and v, the locations L[n] need not to be rounded to integers since those inserted nodes will be used only in the interpolation procedure. Meanwhile, the amplitudes at these nodes are derived from the following Gaussian model:
where 
3) Interpolation: Once we have the optimized extrema from the previous step, B-spline interpolation is utilized to obtain the superior envelope and inferior envelope. The output mean curve is obtained by averaging both envelopes.
C. Decomposition Framework
Having obtained a mean curve C, we employ a practical strategy to determine whether this is a valid pure EWF. The extracted mean curve is simply decomposed one more time into C and residue R (C=C +R ). C is considered as a valid pure EWF only if either of the following criteria is not met.
1) The different between M (C ) and M (R ) (4) is larger than a given threshold. 2) The variance values of both C and R are larger than a given threshold. The first criterion confirms that a riding wave exists in C, and the second ensures that both C and R are statistically nontrivial. If either of the two criteria is not met, C is a valid pure EWF or useless residue; otherwise, we continue the test using C . Depending on the complexity of the data, this process might be repeated a few times until the riding wave diminishes, which must happen because of the nature of the decomposition method.
After each iteration, the residue is also tested for variance conditions. If the variance of the residue after an iteration is too low, the algorithm terminates to avoid generating trivial components. Therefore, the input time series X[n] is decomposed into a number of pure EWFs (EMCD components) and a residue (which is an EWF as well). The number of extracted pure EWFs depends on the data and the local scale threshold. In summary, we have
where N EW F is the number of extracted pure EWFs; the residue is rewritten as C[N EW F +1]. The original time series is merely the addition of all the decomposed EWFs. As an example, depicted in Fig. 4 is a decomposition of an fMRI BOLD time series.
It should be noted that the largest scale (the first component) is data dependent. A further decomposition of the first component yields even larger scale components (see Section III-D).
In comparison with EMD, EMCD focuses on improving the extraction of components at a low frequency or coarser scale. This is especially useful in fMRI analysis where the major noise source is of higher frequency, which typically forms the residue in EMCD results.
III. RESULTS
Four experiments are designed and implemented to evaluate and validate the proposed EMCD framework.
A. EMCD on Synthesized Time Series
In this experiment, we aim to evaluate EMCD on signal recovery in the presence of noise, and compare it with EMD and wavelet transform, both of which are well-established multiscale signal decomposition methods.
1) Experiment Data:
We synthesized time series by adding a sine wave and random noise
where ω 1 -1 ( * ) is a random noise generator whose output resides in the range of -1-1. The advantage of using synthesized signal is that it provides quantitative benchmarking for comparing decomposition results.
2) Decomposition: The synthesized time series was decomposed using EMCD, EMD, and Daubechies wavelet transform as shown in Fig. 5 It is evident that the proposed EMCD decomposition component C 1 matches the benchmark sine wave with high accuracy. In contrast, the result of EMD suffers from the algorithm's instability to noise because it extracts high-frequency components first and accumulates error quickly in subsequent sifting processes, as demonstrated in Fig. 5(b) . In Fig. 5(c) , it is evident that the wavelet transform can hardly recover the original shape since it is model driven and the basis functions can hardly match the signal shapes in the data without prior information. All it generates are linear combinations of its basis functions, as shown in Fig. 5(c) .
The choice to select the first EMCD component as the representing one is empirical rather than theoretically supported at current stage. In this synthesized time series experiment, the first component has the right scale that is comparable to that of the sine wave model. The same situation occurs in Sections III-B and III-C. In other applications, e.g., natural stimulus fMRI, choosing the right scale becomes nontrivial when the external stimulus feature curves have a much higher sampling rate than that of fMRI time series [27] , [56] . To ensure comparisons between components at the same scale, further analysis is essential (see Section III-D). 3) Quantitative Comparison: Quantitatively, we compared EMCD and EMD in measuring Pearson correlation of 100 synthesized time series with random noise and the original sine wave. The results are shown in Fig. 6 , from which we can see that EMCD achieves substantially better correlation results consistently. Specifically, the mean and variance are 0.904 and 0.001 for EMCD results, and 0.537 and 0.023 for EMD results. The wavelet method was not included in this correlation analysis experiment since it is model driven, which could bias the comparison results.
To summarize this section, both qualitative and quantitative evaluations using synthesized time series signals with ground truth demonstrated that the proposed EMCD framework has superior performance in extracting meaningful true components from contaminated signals.
B. EMCD in Resting-State fMRI Analysis
In this experiment, we applied the EMCD framework in resting-state fMRI [22] , [23] , [28] - [30] analysis to discover the multiscale correlation structure as well as the spectral characteristics of EWFs in the resting-state frequency bands.
1) Experiment Data: Nine healthy volunteers were scanned in a GE 3T Signa MRI system (GE Healthcare, Milwaukee, WI) using an eight-channel head coil at the Bioimaging Research Center (BIRC) of the University of Georgia under IRB approval. The experiments were undertaken with the understanding and written consent of each subject. Resting-state fMRI data were acquired with dimensionality 128 × 128 × 60 × 100, spatial resolution 2 mm × 2 mm × 2 mm, TR 5 s, TE 25 ms, and flip angle 90
• . Standard preprocessing procedures were applied, including brain skull removal, motion correction, spatial smoothing, temporal prewhitening, slice time correction, and global drift removal (the same as in [22] and [31] ). DTI data were acquired using the same spatial resolution as that of restingstate data, with TR 15.5 s, TE 89.5 ms, 30 diffusion weighted imaging gradient directions, and 3 B0 volumes. Standard preprocessing procedures were applied, including brain skull removal, motion correction, and eddy current correction. Fiber tracking was performed using MEDINRIA [32] (FA threshold: 0.2; minimum fiber length: 20; sampled by 4). We used DTI as the standard space by registering resting-state data to the DTI space [22] , [25] , [33] . 
2) Correlation Structure of EWFs:
With the proposed decomposition framework, we are able to measure the EWFs correlation structure between two fMRI time series in a multiscale manner. Suppose we have two resting-state fMRI time series X and Y . They are decomposed using EMCD as
Then, their correlation structure is given in the form of a matrix (P C stands for Pearson correlation) Fig. 7 shows an example of the EWFs correlation structure between two resting-state fMRI time series [34] . Elements colored in red or green indicate stronger correlation. As we can see from Fig. 7 , this matrix reveals the scales the two time series are most correlated at. This capability has wide applications in measuring the functional connectivities between resting-state fMRI signals at different frequencies [16] in the future.
We conducted additional experiments to evaluate this multiband correlation structure analysis on more resting-state fMRI data as shown in Fig. 8 . Two groups of time series pairs were selected. Group A contains 100 randomly selected time series pairs from voxels with strong white matter fiber connections derived from DTI data [31] , while Group B contains 100 randomly selected time series pairs from voxels without white matter fiber connections. The functional connectivity strengths were origi- nally measured by Pearson correlation [31] . Here, for each time series pair, we estimated its multiband functional correlation structure using EMCD. Taken column 2 in Fig. 8 as an example, the colors of the elements in the matrices indicate the numbers of cases out of 100 that have their second largest functional correlation values at the corresponding EMCD component pairs. Notice that the extracted EMCD components may be more than ten, which is the dimension of the matrix. We merged all elements beyond that limit to the right-bottom one within the matrix. As shown in Fig. 8 , the EMCD revealed interesting characteristics of the two types of time series pairs: 1) for time series from voxels with strong DTI-derived white matter fiber connections, more than 90% of its largest functional correlation values resides in C 1 − C 1 pair (see the left panel in Fig. 8 ), while the largest functional correlation values of time series from voxels without white matter fiber connections have a sparse distribution as indicated by the red arrows in Fig. 8(b) ; 2) the distributions of the third and fourth largest pairs are alike in both time series pairs. We interpret that the observed differences between the two types of time series pairs in Fig. 8 might originate from the intrinsic characteristics of the time series. As of the pairs with structural fiber connections, the time series pairs in Group A are strongly correlated and the correlation structures concentrate on a few scales. The time series pairs in Group B, however, are not associated with fiber connections and are thus weakly correlated, the correlation structures of which are, therefore, displaying a sparsely distributed pattern.
This result is quite reasonable, considering the close relationship between structural and functional connectivities in the human brain [35] , [36] . Thus, given the lack of ground-truth data in fMRI, this cross-validation result based on independent DTI-derived structural connection patterns strongly supports the biological meanings of our EMCD framework and the decomposed EWFs. 
3) Spectral Characteristics:
In comparison with the traditional low-pass filters commonly used in the signal processing community, EMCD naturally forms a band-pass filter whose spectrum response is nonlinear and data driven. An example is shown in Fig. 9 , from which we can see that the extracted different EWFs are separated in the Fourier frequency domain. This figure provides an intuition of how EMCD works in decomposing resting-state fMRI signals in the frequency domain.
With the notation of EWF, we can calculate the empirical frequency for each extracted EWF component. Fig. 10 shows the statistics of empirical frequency distributions of resting-state time series from gray matter voxels in one human brain as an example. Specifically, the resting-state fMRI time series was decomposed into three EWFs. In Fig. 10 , the horizontal axis refers to the empirical frequency, and the vertical axis refers to the percentage of time series at the corresponding empirical frequency. For each EWF component, the distribution of empirical frequency shows a Gaussian-like pattern. We analyzed other eight brains with resting-state fMRI data and found similar patterns. Table II summarizes the distributions of empirical frequency patterns. In all the subjects we analyzed, the overall average empirical frequency of C 1 is 0.018 Hz; for C 2 , it is 0.026 Hz; and for C 3 , it is 0.053 Hz. These frequency distributions are quite consistent with the reports in the resting-state fMRI literature [2] , [23] .
Importantly, it is also evident in Fig. 10 that the variation of frequency distributions of resting-state fMRI signals across different brains is remarkable, as demonstrated by the standard deviations of the three Gaussian distributions. This variation imposes significant difficulty in selecting the best upper and lower band limits when designing traditional low-pass or bandpass filters for decomposing the fMRI signals. In contrast, our data-driven EMCD decomposition method is adaptive to data itself and provides superior flexibility in fMRI signal decomposition, which is the major advantage of the proposed EMCD framework.
C. EMCD in Task-Based fMRI Analysis
Task-based fMRI is very useful in localizing function regions of interests (ROIs) in the human brain and is widely used in the brain imaging community [1] , [2] , [4] . In this experiment, we decomposed the task-based fMRI BOLD time series [26] , [27] , [56] using the proposed EMCD framework, and compared the decomposed components with the result provided by FSL FEAT [37] , which is widely used in the community. The preprocessing steps of task-based fMRI BOLD signals were based on published methods in [24] and [25] and the auditory task-based fMRI data [26] , [27] , [56] were used in this paper. In total, we have four subjects with auditory task-based fMRI data. 1) Decomposition: Fig. 11 shows an example of EMCD decomposition of task-based fMRI time series. We can see that the first EMCD component C 1 closely matches the FEAT BOLD model, which is a convolution of the hemodynamic response function with a linear combination of explanatory variables such as block-based paradigm stimuli and motion factors.
2) Comparison With EMD:
We compared the correlations between the FEAT BOLD model and the signals decomposed by EMCD, EMD, and the original fMRI signal, respectively. We randomly selected 100 fMRI time series from activated voxels in the auditory task-based fMRI [26] , [27] , [56] and the other 100 time series from nonactivated voxels. The activation map was detected by the FSL FEAT as shown in Fig. 12 .
For EMCD, we calculated the Pearson correlation between the first EMCD component and the BOLD model; for EMD, we calculated the Pearson correlation between each of the components and the BOLD model, and selected the most significant value; for the original fMRI signal, we simply calculated the Pearson correlation value between the raw fMRI time series and the BOLD model. The results are shown in Fig. 13 . In Fig. 13(a) , the mean and variance are 0.755 and 0.004 for EMCD, 0.491 and 0.037 for EMD, and 0.636 and 0.002 for original fMRI signal. It is evident that the first EWF component decomposed by the EMCD framework has the highest correlation to the stimulus curve, suggesting that the lower frequency component in fMRI signal is the biologically relevant signal that is of interest to us and the EMCD approach is able to effectively extract this meaningful component. In contrast, the original fMRI signal might be contaminated or influenced by other irrelevant components of higher frequencies, and the EMD method extracts irrelevant higher frequency signal components first and the error could accumulate rapidly in subsequent iterations when it starts the extractions of the biologically meaningful components.
In Fig. 13(b) where 100 fMRI time series from nonactivated voxels are shown, the means and variances of correlations are -0.014 and 0.057 for EMCD, 0.217 and 0.033 for EMD, and 0.008 and 0.020 for original fMRI signal, respectively. This result suggests that when there is no correlation between the fMRI signal and stimulus curve, EMCD, EMD, and Pearson correlations have similar outcomes. It can be seen that the specificity of the EMCD framework in extracting relevant signal components   TABLE III  NSSD VALUES OF EMCD AND EMD   TABLE IV  NSSD VALUES OF EMCD AND ICA is also very good, given its substantially better sensitivity than the EMD and Pearson correlation methods.
Quantitatively, we used the Pearson correlation of raw signals as the benchmark, which is the best we can do at current stage, and measured the normalized sum of squared differences (NSSD) for both EMCD and EMD results. A smaller NSSD value means the results from the tested method better resemble the benchmark, while a larger NSSD value means the opposite. The NSSD values for both EMCD and EMD using Pearson correlation of raw signals as benchmark are listed in Table III . From the table, we can see that the NSSD values of EMCD results are consistently lower than those of EMD in all subjects regardless of whether the time series is from activated voxels or nonactivated voxels, suggesting that EMCD performed better than EMD in extracting the intrinsic wave, i.e., the BOLD model in our auditory task-based fMRI experiment.
3) Comparison With ICA:
We also compared our EMCD results with ICA. Unlike the proposed EMCD decomposition method, ICA deals with a group of time series simultaneously and estimates the independent components. We applied ICA on each group of the 100 time series from either activated voxels or nonactivated voxels and compared the results with our EMCD results from previous section. Since the ICA results are basically new sets of time series, we used the mean value from the Pearson correlation benchmark when calculating NSSD. For a fair comparison, we also recalculated the NSSD values for our EMCD results using the same mean value, in contrast to the previous section where we used corresponding individual correlation values. We report the NSSD values of EMCD (recalculated using mean benchmark) and ICA results in Table IV . From the results, we can see that despite the nonactivated voxels in subjects 2 and 4, the NSSD values of EMCD results are significantly lower than ICA, which means EMCD performed better in recovering the BOLD waves from raw signals than ICA, even though ICA processed all time series simultaneously when EMCD dealt with time series one by one.
In addition, we performed statistically analysis by computing the p-values of right-tailed test for each subject, in the sense that the intrinsic components from time series from activated voxels in the block-based fMRI experiment should correlate with the BOLD model more strongly than those from nonactivated voxels. We used the 5% significance level without assuming equal variance. The results are reported in Table V . We can see that in our EMCD results the components extracted from time series from activated voxels in the block-based fMRI experiment correlate with the BOLD model significantly more strongly than those from nonactivated voxels (p-values are all close to zero). For ICA, however, there is no significant difference between results from activated voxels and nonactivated voxels (p-values are all much larger than 0.05).The experimental results in this and the previous section demonstrated that the proposed EMCD decomposition framework substantially better recovered the intrinsic BOLD activity embedded in the fMRI time series data that are induced by the block-based external stimulus than the EMD and Pearson correlation methods. Considering that the external stimulus curve of block-based paradigm is widely regarded as the benchmark data, the results based on task-based fMRI data partially validated the effectiveness and accuracy of the proposed EMCD framework in extracting biologically relevant signal components.
D. EMCD in Natural Stimulus fMRI Analysis
Natural stimulus fMRI of movie watching allows us to continuously monitor the brain's responses to multimedia contents in a natural way and with high spatial resolution. Importantly, recent research studies [38] , [39] , including our own [26] , [27] , [56] , have shown that natural stimuli provide a realistic experiment environment for brain research and that the human brain's response to the same stimulus is reliable and reproducible across individuals. In the literature, a relatively less explored issue in natural stimulus fMRI is how to measure the correlation between low-level feature curves extracted from continuous audio/video streams, such as motion energy and motion saliency [40] , and fMRI BOLD signals. In this paper, we applied the EMCD framework to measure the correlation between multiscale lowlevel multimedia feature curves and fMRI signals, in order to elucidate the potential correlative interactions among multimedia stimuli and the human brain's perception and cognition [27] , [38] , [39] , [56] .
1) Experiment Data:
The datasets we used were reported in [26] , [27] , and [56] . Briefly, natural stimulus fMRI data were scanned in a news-watching session. The news multimedia was selected from the TRECVID 2005 dataset [41] . Low-level audio/video features were extracted [26] , [27] , [56] , including visual motion saliency [40] and audio signal energy. Twentynine brain regions (Fig. 15 ) from the vision, auditory, language, and working memory networks were mapped via task-based fMRI [27] , and the natural stimulus fMRI signals scanned in separate sessions were extracted from these functional brain regions [26] , [27] , [56] . The preprocessing steps of these natural stimulus fMRI signals are referred the published methods in [25] - [27] , and [56] .
2) Multiscale Correlation Analysis: The frequencies of fMRI signals and low-level multimedia features are at quite different scales, e.g., 0.1 Hz versus 30 Hz. Hence, we extracted the components from fMRI time series, and use the scale information to guide the decomposition of low-level multimedia feature curves to obtain components at the similar scale. Depicted in Fig. 14(a) is an example of decomposing the visual motion saliency features [40] into a coarser scale signal. After the decomposition, the extrema time points were kept and the extracted component was later reconstructed at the length of the fMRI time series with the extrema for the correlation analysis.
Then, the correlation between these two types of signals is measured by the Pearson correlation of corresponding EMCD components at the same or similar temporal scales, as illustrated in Fig. 14(b) . We hypothesize that low-level features with specific semantic meanings will have higher correlations with the corresponding signals from relevant brain regions. For instance, Fig. 15(a) shows a pilot result on visual motion saliency features, from which we can see that much stronger correlation appears in some brain regions for motion perception including right middle temporal (MT) region and left middle superior temporal (MST) region [42] [see black arrows in Fig. 15(a) ], when we compared the EMCD C 1 components of fMRI BOLD signals and the visual saliency feature curve [40] . The result is quite reasonable, given current known neuroscience knowledge that MT and MST regions are responsible for visual motion processing and understanding [42] . As a comparison, we calculated the Pearson correlation between the original visual saliency feature and the raw fMRI time series signals and it turns out that most correlations are close to zero, indicating that calculating the Pearson correlation between original fMRI signals and lowlevel multimedia features at different time scales is unable to infer any meaningful information [see Fig. 15(b) ].
In addition to the capability of inferring meaningful positive correlations between fMRI signals of MT and MST brain regions and the visual motion saliency features, interestingly, our EMCD-based method also reveals strong negative correlation between the visual saliency feature and the fMRI signal of the insular and precuneus regions [see red arrows in Fig. 15(a) ], while the measured Pearson correlation between the original raw fMRI signals and visual motion saliency features cannot. The validity of the results on negative correlations for insular and precuneus regions in Fig. 15(a) is supported by a variety of literature neuroscience studies that reported the deactivation of vestibular cortex (including insular and precuneus regions) in response to visual motion [43] - [45] .
In addition to visual low-level features, Fig. 15(c) shows another result of the correlation between logarithm audio signal energy feature curve [46] and fMRI time series, where the insular and paracingulate regions [see red arrows in Fig. 15(c) ] exhibit strong positive correlation with the audio features. The validity of these results is supported by several neuroscience literature studies that reported activations of these regions in response to audio stimuli [47] - [51] . However, the results by calculating the Pearson correlation between the raw low-level auditory feature curves and fMRI signals are close to zero [see Fig. 15(d) ].
The promising results in Fig. 15 indicate that the EMCDbased correlation analysis is able to discover meaningful intrinsic positive/negative correlations between low-level multimedia features and fMRI signals extracted from relevant functional brain regions. The critical point here is that the EMCD enables the decomposition of time series into components of multiple temporal scales so that the correlative structure can be measured at the same or similar scales.
IV. DISCUSSION AND CONCLUSION
We presented a novel fMRI signal decomposition algorithm that iteratively extracts the mean curves of time series signals. The EMCD framework extracts coarser-to-finer scale signals, in comparison to the EMD that extracts finer-to-coarser scale signals. Our experimental results demonstrate that the extracted low-frequency mean envelope signals by the proposed EMCD framework are more meaningful and useful than the residue curves. The applications of EMCD in resting-state, task-based, and natural stimulus fMRI data have shown meaningful and interesting results. In particular, the EMCD framework has been extensively evaluated and validated via synthesized time series signals with ground-truth, independent DTI-derived structural connectivity patterns, comparison with other well-established algorithms, and verification by benchmark data and known neuroscience domain knowledge.
In this paper, we focused on the presentation and evaluation of the EMCD framework, and the potential applications of the EMCD method in many fMRI studies are still far from being fully explored yet. For instance, the decomposition of resting-state fMRI signals into three EWF components in a data-adaptive fashion can be potentially used in studying the functional oscillations of large-scale networks in different frequency ranges in the future. In this case, the couplings among the functional oscillations on different brain network [33] in various frequency domains, e.g., 0.01-0.1 Hz, can be examined in both healthy brains and neurological/psychiatric disorders [52] . For task-based fMRI, the EMCD framework could be possibly applied to detect functional activations for decomposed signals at different frequency domains in the future. For natural stimulus fMRI of movie watching, in the future, many other low-level time series multimedia features [53] can be extracted and then correlated with the fMRI signals to infer the possible functional interactions among these two time series spaces. Once these correlative structures between multimedia streams and functional brain responses are achieved, it can provide novel and important insights into the functional working mechanism of the brain under the uncontrolled environment of natural stimulus [38] , [39] .
Although we already compared the proposed EMCD methods with EMD, wavelet transform, Pearson correlation analysis, and ICA using synthesized signals, resting-state fMRI signals, taskbased fMRI signals and natural stimulus fMRI signals, and have demonstrated the superiority of the EMCD framework in this paper, in the future, we will conduct additional extensive comparisons of EMCD and other alternative fMRI signal processing approaches such as MRF models [7] , mixture models [8] , and autoregressive spatial models [9] . For instance, fMRI signals extracted from different task designs with various imaging parameter settings will be used for these comparisons. Also, other advanced approaches for fMRI signal synthesis [54] can be used to generate more realistically looking fMRI signals with ground truth for those comparative studies.
In general, any time series signal decomposition algorithm, either data driven or model driven, relies on certain criteria or constraints during the actual decomposition procedure. For instances, the EMD method enforces all extracted components to be narrow-band limited and with zero local mean, the wavelet or Fourier analysis assumes the predefined basis functions, and the ICA aims to maximize the independence among different extracted components [11] , [12] . In the proposed EMCD method, a scale control algorithm was employed to constrain the distributions of extrema on the superior and inferior envelopes. In the future, we plan to investigate other possible constraints or signal models that are biologically meaningful and computationally feasible into the multiscale EMCD signal decomposition procedure. For instance, for resting-state fMRI data, the statistical models of the distributions of three frequency ranges shown in Fig. 10 could be possibly integrated to guide the datadriven EMCD signal decomposition procedure. Furthermore, we plan to extend the current EMCD methodology by incorporating groupwise information, e.g., multiple fMRI time series from the same ROI. The premise is that the fMRI time series from the same ROI could exhibit similar functional activity, but with different additive noise signals that are realizations of the same noise model. In this way, we may be able to increase the SNR via statistical methods.
Finally, we envision that data-driven fMRI signal processing and analysis methods will play more and more important roles in the brain imaging field in order to the address the challenging problem of spatial and temporal variations in signal composition and frequency characteristics in different brains. Meanwhile, we also believe that appropriate integration of biologically meaningful, statistically sound, and computational feasible models of fMRI signals into the data-driven signal analysis processes could significantly contribute to achieving desirable outcomes. In this sense, a tradeoff between the data-driven and model-driven approaches that takes the advantages of both methodologies can be achieved [55] .
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