Stephens et al. ( 1992) proposed an estimate of average heterozygosity for loci detected by multilocus DNA probes used in DNA fingerprinting. This estimate is based on the DNA restriction-pattern matrices that are typical for fingerprinting studies. This effort is significant, since important genetic characteristics-such as the number of loci, as well as the distribution of alleles in those loci-are not directly available from DNA fingerprinting data. However, the estimate proposed has some statistical deficiencies. Contrary to the claim of Stephens et al., both the estimation of heterozygosity and the estimation of the number of loci are not truly unbiased. In this letter, we propose a bias-corrected estimate of heterozygosity for single-probe multilocus DNA fingerprinting data and demonstrate that the estimate proposed by Stephens et al. ( 1992) provides an underestimation of the average heterozygosity.
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The average heterozygosity (gene diversity), over L loci, in a population is defined (Nei 1973 ) as where pij is the frequency of the jth allele at the ith locus and ni is the number of alleles at the ith locus. Equation ( 1) can be written as
where pk is the frequency of the kth allele among all alleles, regardless of their locus affiliation, and A is the total number of alleles at L loci considered.
Since all bands (alleles) observed are effectively dominant, the expectation of the relative frequency of occurrence of the kth band (allele), Sk, is given by and, hence, is an unbiased estimate of H when the number of loci L is given. This also shows that the factor 2n/( 2n -1) used in equation ( 2) of Stephens et al. ( 1992) is unnecessary when allele frequencies are estimated from Sk, in contrast with the traditional genecount estimation from single-locus allele-frequency data where it is necessary, as shown by Nei (1978) .
According to Stephens et al. ( 1992) , the number of loci L can be estimated by where A, is the total number of alleles at all of monomophic loci . It can be proved that
k=l polymorphic loci and L, is the number
where n is the number of individuals sampled. The approximation
based on the Taylor-series expansion, and the binomial distribution of Sk, leading to v(sk) = sk( 1 -sk)/n, are used in deriving equation (7). This yields a bias-corrected estimate of the number of loci L,
k=l In this computation, L, can be counted as the number of bands present in all individuals, and A, is the total number of variable bands. Equation (7) further shows that the estimate of L proposed by Stephens et al. ( 1992) has an upward bias of magnitude c pk(2 -pk)/gn( 1 -Pkh Substituting equation ( 9) into equation ( 5 ), we have the bias-corrected estimate of average heterozygosity, Eib, = c s/&, Using the data on 15 unrelated domestic cats given in figure 1 of Stephens et al. ( 1992) , we estimate the number of loci L as 16.03 and the average heterozygosity H as 0.435, in contrast with their estimations of 16.22 and 0.432 (0.4 18 in Stephens et al. 1992 , a computation error), respectively. While in this example the above method of bias correction does not change the estimates of H and L substantially, this may not be generally true. For example, in a simulation of 50 triallelic loci, each with allele frequencies l/3, l/3, and l/3, Stephens et al.'s estimate of L was 5 1.8 k 2.0, while the bias-corrected estimate of L was 50.1 k 0.8 in 100 replicates of simulations. Since L is overestimated, H, estimated from equation (5), would clearly be underestimated by Stephens et al.'s procedure. 
