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A bstract
Water continually generates vast research interest due to its many unusual properties, not 
least of which it’s behaviour when confined in small spaces. Understanding this behaviour 
has applications in such fields as construction, medicine and desalination.
The discovery of carbon nanotubes has lead to significant research output into their 
potential applications. Carbon nanotubes are known to exhibit valuable properties includ­
ing high tensile strength and good thermal and electrical conductivity. The methods for 
synthesising carbon nanotubes are improving and it will soon be possible to grow aligned 
tubes of specific and uniform diameters. Such advancements will make it possible to con­
sider their use in applications such as nano-needles and filtration devices like desalination 
membranes.
This work uses molecular dynamics simulations to examine the flow characteristics 
of water confined within carbon nanotubes of diameters ranging from O.Tlnm to 1.43nm. 
Different initial water bath pressures and temperatures have been investigated. Flow rates 
in all cases have been found to well exceed those predicted by the classical Hagen-Poiseuille 
relation and it is postulated that changes in viscosity and slip length need to be included to 
bring the predicted flows more in line with those observed from simulation. The confined 
water molecules have been shown to undergo re-structuring, the nature of which is strongly 
diameter dependent. This structuring appears to give rise to an ‘optimum flow’ in the 
case of the 1.19nm nanotube, which exhibits higher flowrates than its larger counterpart.
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Chapter 1
Introduction
“Anyone who can solve the problems of water will be worthy of two Nobel 
prizes - one for peace and one for science.” John F. Kennedy
“All the waters run to the sea and yet the sea is not full, and from the 
place where they began, thither they return again.” Ecclesiastes
Perhaps it is not surprising that water generates a huge interest in seemingly all areas of 
research. Whether the discipline be environmental, sociological or technical, and whether 
the water is for drinking, cleaning, energy production, survival or convenience, it captures 
the interest of scientists and poets alike. It is the only substance found naturally occurring 
in three states of matter, presenting both unique opportunities and challenges for studying 
its properties and modelling its behaviour.
Water is unusual in that it is liquid at ambient temperature and pressure, whereas 
elements surrounding oxygen in the periodic table (nitrogen, fluorine, phosphorus, sulphur, 
chlorine) form gases when combined with hydrogen. Water’s molecular structure consists 
of a single oxygen atom covalently bonded to two hydrogen atoms. Water molecules 
have a net dipole moment resulting from oxygen attracting electrons more strongly than 
hydrogen. In addition to the intra-molecular attraction of the hydrogen atoms to the 
oxygen, the positively charged hydrogen atom is also attracted to the negatively charged 
oxygen atoms in neighbouring molecules. This hydrogen bonding [1] reduces the distance 
between neighbouring molecules by about 15% compared to the distance expected from 
pure van de Waals interactions, accounting for water’s liquid state at ambient temperature 
and pressure conditions. Unlike most of the hydrogen bonding molecules, water can form 
four hydrogen bonds by accepting and donating two hydrogen atoms.
Water exhibits a number of anomalous properties due to its extensive hydrogen bonding
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network. It has the second highest specific heat capacity (only ammonia is higher) and 
a relatively high heat of vaporisation. Perhaps the most well known unusual property 
of water is that its density in its solid phase is lower than that of its liquid phase. As 
the temperature of water decreases it becomes more dense until it reaches its maximum 
density, at approximately 4°C [2]. At this point, it is energetically favourable for the water 
to stack in a crystalline lattice which stretches the hydrogen bond. This structure reduces 
the number of neighbours each molecule has and thus reduces the density.
The polar nature of water makes it a good solvent. When a solute is introduced 
to water the partially negative dipole ends of the water are attracted to the positively 
charged components of the solute and vice versa. Generally most polar or ionic compounds 
are hydrophilic. Hydrophobic, non polar substances stay together because it is more 
energetically favourable for the water molecules to bond with each other via hydrogen 
bonds than to interact via van de Waals interactions with the nonpolar molecules.
The behaviour of water in confined spaces has been an active area of research generating 
significant research output in areas such as water in zeolite crystals. Materials confined 
in cavities, such as the quasi-one-dimensional environment provided by the nanotubes are 
expected to exhibit different behaviours from the bulk[3, 4].
Studies have been conducted to examine the flow of gas molecules through carbon 
nanotubes [5], finding the flow to be dependent on the temperature of the system and 
the diameter of the tube. Similar molecular dynamics studies were carried out for water, 
in parallel with neutron scattering measurements [6]. Water molecules exhibit enhanced 
flow characteristics through the quasi-one-dimensional nanotube structure. In addition 
to confirming entry of the water molecules into the nanotubes, the neutron scattering 
experiments suggest that the water molecules undergo restructuring within the nanotube, 
demonstrating fluid-like behaviour at temperatures below the freezing point of bulk water. 
Majumder et al [7] were the first to experimentally study flow characteristics of water under 
pressure through carbon nanotubes, although previous studies had looked at both gas 
and alternative fluids [8]. They found flow rates well exceding predictions from classical 
theory. The high flow rates found by both Majumder et al and numerous other work 
[9, 8, 10] highlight the potential applications for carbon nanotubes in nanofluidic devices 
and membranes and numerous medical devices.
Climate change and a continually growing population add to the global water issues. 
Desalination of sea water on a large scale is becoming more widespread in attempts to 
provide fresh water for consumption and irrigation. Most current techniques involve ei­
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ther reverse osmosis or distillation. Reverse osmosis involves forcing sea water through 
semipermeable membranes to filter out salt and other undesirable impurities. This requires 
considerable amounts of energy to generate the pressure required to force water through 
the membranes. Distillation techniques vary slightly; multi-stage flash (MSF) distillation 
heats the sea water then passes it through chambers progressively lower in pressure so 
that it boils at a lower temperature, reducing the energy required [11]. The multiple-effect 
evaporator (MED) is similar but uses the vapour produced by one chamber to heat the 
next. In vapour compression (VC) the vapour produced by evaporisation is compressed; 
this compressed vapour, now at a higher temperature than the remaining sea water, is used 
to continue the evaporation process. Distillation methods, while generally requiring less 
input energy than reverse osmosis, are expensive and so often reverse osmosis is favoured, 
especially in the east where energy sources are more abundant. An alternative method 
is the flow-through capacitor (FTC) or capacitive de-ionisation [12], where sea water is 
passed through a capacitor and the salt ions removed by applying a voltage between the 
collectors. It is hoped that carbon nanotubes, with their unusual transport properties, 
can make desalination a more efficient and less energy intensive process.
The aim of this research is to use equilibrium molecular dynamics simulations to further 
investigate the factors affecting water diffusion through carbon nanotubes as a pre-cursor 
to extending this to the use of nanotubes for desalination.
C hapter 2
C a rb o n  N a n o tu b e s
2.1 Carbon N anotubes
Since lijima’s paper in 1991 [13] characterising the structure of the multi-walled carbon 
nanotube, followed by the observation of single-walled carbon nanotubes in 1993 [14], there 
has been an increasing amount of research into their properties and potential applications
Figure 2.1: Chiral vectors of different nanotubes represented on a graphite sheet [16]
There are a number of parameters used to characterise nanotubes, most usefully chi­
rality, diameter and length. Consider graphene, a layer of graphite one atom thick, being
figure 2.1, describes how the tube is ‘rolled’, oi and 0 2  arc unit vectors and the integers 
n  and m  represent the number of unit vectors along the two directions shown. When 
produced experimentally a range of diameters and chiralities would be expected, however 
for the majority of theoretical and modelling work either armchair (n,n) or zigzag (n,0)
4
[15].
zigzag
x
X
(//>//) arm chair
rolled into a cylinder. The chiral vector, =  nai +  m<2 2 , or simply (n,m), as shown in
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are most commonly used. The diameter of the nanotube is calculated from the chirality 
as shown in equation 2.1
where a = 1.44\/3 assuming the bond length is 1.44Â.
2.1.1 P hysical characteristics
The reason for the large amount of interest in carbon nanotubes are the unusual properties 
they exhibit:
• Electrical
Nanotubes can be either semiconducting or metallic depending on their chirality 
[17]. If n and m  satisfy equation 2.2 the resulting tube is metallic, hence one third 
of all nanotubes including all armchair nanotubes are metallic.
Metallic tubes have very high electronic conduction, considerably greater than that 
of silver or copper.
Nanotubes show very high tensile strength, due to the covalent sp2 bonding, consid­
erably higher than that of steel [18]. Despite the high tensile strength, nanotubes 
are weak under compression, due to their hollow structure.
The nanotube’s high aspect ratio results in a long phonon mean free path, along the 
tube’s axis and the tube exhibits ballistic conduction. Their thermal conductivity 
has been found to exceed that of copper [19].
2.1.2 A pplications
Carbon nanotubes have such a wide range of unusual characteristics which in many cases 
best those of currently used alternatives, and their potential applications are numerous 
spanning a variety of areas in research and industry. Carbon nanotubes are being inves­
tigated for use as biological channels, near infra-red optical sensors, gas sensors and field 
effect transistors [20, 21].
(2 .1)
2n +  m =  3i, where i =  integer (2 .2)
• Strength
• Thermal
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Electronics is an obvious field where nanotubes could be used, given their high con­
ductivity and small size. Mats of carbon nanotubes (with the appearance of nanotube 
‘spaghetti’) can be placed on a flexible plastic substrate, as opposed to the more conven­
tional silicon substrate. Assuming the density of the nanotubes is sufficient, percolation 
occurs (overlapping nanotubes form a pathway from one end of the substrate to the other, 
through which current can flow) and the mat will show metallic behaviour. Due to the high 
aspect ratio of the nanotubes, the critical volume fraction at which percolation occurs is 
low making nanotubes ideal candidates for use in transparent electronics and highlighting 
the improved properties of nanotube composites (for example, adding carbon nanotubes 
to polystyrene can improve its conductivity by four orders of magnitude).
Applications are not limited to electronics; a field of particular interest is nanofluidics, 
including nanovalves and nano-syringes, with associated medical applications for drug 
delivery.
2.2 W ater and Carbon N anotubes
Carbon nanotubes are known to be hydrophobic. It has been found that the wetting of the 
hydrophobic exterior depends on the surface tension of the liquid concerned [22]. There 
was some disagreement in the literature as to whether water will wet carbon nanotubes. 
For the purpose of these discussions, contact angles in excess of 90° will be considered non­
wetting behaviour [23]. This is in line with the commonly accepted position that water, 
with a contact angle of approximately 90°, does not wet graphite [10, 24]. Experiments 
conducted by Luna et al [25] demonstrated contact angles of water on graphite of 30°, 
indicative of pronounced wetting, however it was noted that this could have been the 
result of impurities. Such impurities are not replicated by theoretical studies and as such 
comparing experimental results with those from molecular dynamics remain challenging. 
Another study [26] found the contact angle increased slightly with tube diameter but 
remained of order 100° thus indicating non-wetting behaviour. The size of the contact 
angle is dependant on the strength of the water-carbon interaction and as such alterations 
to the interaction potential can alter the systems nature from hydrophobic to hydrophilic 
and vice versa.
Werder et al[24\ investigated the potentials used in molecular dynamics to model the 
interaction between water and graphite and used the contact angle as a measure of the 
energy balance between the water-water and water-carbon interactions. They looked in 
particular at the parameters needed to produce a contact angle of 86° and a contact angle
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more in line with Luna’s value at 42°. From this study Lennard-Jones parameters for an 
interaction potential between oxygen atoms of the water and carbon atoms were proposed 
which return the binding energies needed (-6.33 and -9.37 k j mol-1) to recover contact 
angles of 86° and 42° respectively. It is the Lennard-Jones parameters corresponding to a 
contact angle of 86° that are used for the carbon-water interaction in this work.
The hydrogen bonding in water is responsible for many of its unusual properties. 
Confining water within the quasi-one-dimensional environment of carbon nanotubes re­
stricts the number of neighbours surrounding each molecule and thus affects the hydrogen 
bonding. This effect was demonstrated near the exterior surface of carbon nanotubes by 
Walther et al [27] who showed a reduction in the number of hydrogen bonds from 3.73 
in the bulk to 2.89 at the carbon-water interface. Gordillo and Marti [28] found water 
within (6,6) carbon nanotubes had less than half the hydrogen bonds compared with bulk 
water, and that larger tubes (up to (12,12)) showed a decrease in the average number of 
hydrogen bonds, albeit less dramatic than for the smaller diameter tube. The decrease 
was found to be independent of the water-nanotube interaction potential. Also, within the 
tube molecules closer to the wall had fewer hydrogen bonds than those nearer the middle. 
They went on to extend this work to supercritical water [29] and found that absorption 
of supercritical water is favoured since its potential energy is lower inside the tube than 
in the bulk.
Similar reduction in the number of hydrogen bonds for confined water can be found in 
the work of Hummer et oZ[30]. Using molecular dynamics the filling of an initially empty 
8.1Â diameter nanotube of length 13.4Â was simulated for a period of 66 ns. During this 
time the tube had an average occupancy of 5 water molecules, with a flowrate through 
the tube of approximately 17 molecules per ns. Rather than a consistent flow, a pulse-like 
transmission was observed where during the pulses the chain of water molecules moved 
rapidly through the tube with little resistance. Further exploration of this pulse-like 
motion lead to the development of a model [31] for the motion of water molecules through 
tubes short enough to be densely packed with molecules forming a continuous chain. This 
chain moves back and forth, where the amplitude of the motion is sufficiently large that 
coinciding entry and exit events occur, resulting in the flow rate seen in Hummer et al 
[30].
Molecular dynamics simulations of rigid nanotubes with diameters ranging from l.lnm  
to 2.1nm showed the diffusivity of water within (14,14) nanotubes to be 0.94 x 10- 9m2s-1 , 
which is lower than that of bulk but in line with predictions of Knudsen flow. In (10,10)
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tubes structuring of the confined water in a helical arrangement was observed [32].
Majumder et al [33] fabricated a membrane of aligned multi-walled carbon nanotubes 
with an interior diameter or approximately 7nm. Their experiments of water and solvent 
flow at an applied pressure of order latm  found flow rates in excess of four orders of 
magnitude higher than those classically predicted. They attributed the fast flow rates to 
the frictionless surface of the carbon nanotube interior. They went on to explain the high 
flow rates in terms of conventional slip lengths.
In 2006, Holt et al [9] fabricated a membrane of vertically aligned double-walled carbon 
nanotubes by chemical vapour deposition, using reactive ion etching to open both ends of 
the tubes. Their measurements suggest the tubes had diameters of less than 2nm and an 
average inner diameter of 1.6nm. Observed gas flow through these membranes exceeded 
that predicted by Knudsen diffusion despite the apparent applicability of the Knudsen 
model to water in tubes, where particle-tube interactions are likely to be more frequent 
than particle-particle interactions, due principally to the reduced number of neighbouring 
particles. The rate of water flow through the membranes was found to exceed that expected 
from hydrodynamic flow calculated from the Hagen-Poiseuille equation (this is covered in 
more detail in Chapter 6). It was unclear whether this high flow rate was attributable 
to the restructuring of the water in the tube or the nearly frictionless surface inside the 
nanotubes.
The structure of confined water at temperatures below that of bulk water’s freez­
ing point was investigated both experimentally and using molecular dynamics [34, 35] 
and the formation of helical ice-like structures within the interior of the nanotube was 
shown. This interior tube of water molecules showed very little in the way of diffusion, 
but allowed the transport of other molecules through them; molecules moving through the 
interior helix would be shielded from interactions with the carbon nanotube. Maniwa et 
al [3] demonstrated the potential use of hydrated nanotubes as gas selective nanovalves. 
Water initially encapsulated within the tube prevents gas molecules from entering until 
the temperature decreases below a critical value, at which point gas entry depends on 
the specific gas-nanotube interaction. In the supporting Molecular Dynamics (MD) sim­
ulations CH4 entered and flowed through the nanotube whereas Ne, which has a weaker 
interaction with the nanotube, did not.
The sensitivity of diffusion rates for different molecules to the nanotube model used 
in molecular simulations was investigated [5] and found to agree with Sokhan et al [36], 
showing nanotube flexibility to play only a minor role in the low Knudsen number (high
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loading) regime (0.02-0.17). The diffusion of simple gases at high loading (150bars) and
did affect the diffusion. If the nanotube is considered rigid, then thermal fluctuations 
that interact with absorbed molecules are not considered. These fluctuations reduce the 
assumed ‘smoothness’ of the interior of the tube and so the tube-fluid interactions which 
dominate the motion due to the lack of fluid-fluid interactions are not totally elastic, so 
a diffusive, rather than ballistic motion is seen. W ith a rigid tube, huid-tube interactions 
would be elastic and the velocity component along the axis of the tube would remain 
constant, giving a higher value for diffusion.
In recognition of the growing level of interest in nano-confined flow and the increase 
in experimental results supporting predictions from molecular simulations, Whitby and 
Quirke [8] published a comprehensive review covering fluid flow in both nanotubes and 
nanopipes. Drawing on papers published over the preceding five years they discussed the 
key question regarding the extent to which classical theories can be applied to such nano 
flow systems. This is covered more fully in Chapter 6.
To investigate the potential of using nanotubes for desalination, Zhang et al [37] pre­
pared nanotubes potentially suitable for use with the FTC desalination method. The 
nanotubes were sythesised using Chemical Vapour Deposition and used to form the elec­
trodes after modification (see the paper for full details of modifications). A schematic of 
the set up is shown in figure 2.2.
The tubes used were multi-walled, not vertically aligned and varied in diameter. The 
amount of salt removed was greatest in nanotubes which were modified to remove the 
catalyst particles at the tips and open the tubes. This shortened the nanotubes but gave 
the highest specific surface area and pore volume.
The advances in carbon nanotube growth techniques have made them viable options fol­
low loading (3 x 10 3bars) was simulated and under low loading conditions the flexibility
cathode
Figure 2.2: Schematic diagram of desalinator [37]
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improving desalination by reverse osmosis. Carbon nanotubes present a viable alternative 
to the current semi-permeable membranes currently used in reverse osmosis. Molecular 
dynamic simulations of membranes of nanotubes ranging in diameter from 6Â to 11Â 
between layers of water containing salt ions were conducted [38]. The water was modelled 
with a TIP3P potential and a concentration of 250mM of NaCl was achieved by the 
random placements of Na+ and Cl" ions. Water entered all of the tubes, with single 
file transport in the smaller diameter (5,5) and (6,6) tubes. In the (5,5) nanotubes not 
all tubes were simultaneously filled throughout the simulation; they were either fully 
occupied or empty owing to the energy required to fragment the hydrogen bonded chain. 
In the larger nanotubes the energy barrier for entry by the ions is not large enough to 
prevent their conduction through the tube. The solvated Na+ ions are surrounded by 
approximately 6 oxygen atoms; the number of these which need to be removed to allow 
the ion to enter is dependent simply on the diameter of the nanotube - the smaller the 
tube, the more molecules need to be removed. Under hydrostatic pressure the smaller 
nanotubes completely rejected the conductance of any ions, whereas in wider tubes the 
rejection percentage dropped to approximately 60%, indicating that the diameter of the 
tubes will need careful control for this method to be a viable option. The flow rates seen 
are much larger than in current membranes and so lower pressures could be used, thus 
reducing the energy impact.
Experimental results for ion rejection by carbon nanotube membranes show that elec­
trostatic interactions between the ions and the ionised carboxylic groups at the ends of 
the nanotubes dominate the ion rejection [39]. This electrostatic domination would permit 
the use of larger diameter nanotubes than suggested in [38], taking greater advantage of 
the faster diffusion through the larger nanotubes without requiring the solution to pass 
through multiple membranes.
Chapter 3
M olecular D ynam ics
3.1 Introduction to  M olecular Dynam ics
Molecular Dynamics is a computer simulation technique for modelling the behaviour of 
classical many-body systems. Newton’s equations of motion are integrated at successive 
time intervals, providing multiple configurations of the system detailing the variation with 
time of the position and velocity of the particles. Newton’s second law can written as:
where fi denotes the position vector of particle i of mass mi being acted upon by the force 
Ffi in the direction of the vector.
Early molecular dynamics simulations used a hard-sphere model consisting of spheres 
moving at constant velocity between elastic collisions using the conservation of linear mo­
mentum to determine the velocity after each collision. In fact the situation is significantly 
more complex, since the force experienced by each particle is dependant on its proxim­
ity to its neighbours the motion of all the particles are coupled together and hence the 
problem can not be solved analytically. As such a numerical approach is required and the 
equations of motions are integrated using finite difference methods.
3.2 F inite Difference Algorithm s
The main principle behind the finite difference method is that the integration of the 
equations of motion can be broken into steps separated in time by 5t. At each time-step the 
force on each individual particle is calculated, from which the acceleration is determined 
and this, with the positions and velocities of the particles at the current time-step t, is used
11
Chapter 3. Molecular Dynamics 12
to determine the future positions and velocities at time t  + St. The force acting on each
particle is assumed to be constant for the duration of the time-step, careful consideration
needs to be given to the length of this time-step for the assumption of constant force to 
hold.
There are a number of integration algorithms available, the most common of which is 
the Verlet algorithm.
3.2.1 Verlet A lgorithm
The Verlet algorithm works on the principle that estimates of a particle’s position and 
velocity at t  + 5t can be determined by a Taylor expansion about time t:
f ( t  +  5t) — f  +  Stv(t) +  ^ôt2â(t) +  ...
f ( t  — ôt) =  f  — Stv(t) +  ^St2a(t) — ... (3 .2)
Addition and rearrangement of these two equations eliminates the velocities leaving:
f ( t  +  St) — 2f(t) — f ( t  — St) +  St2a(t) (3 .3)
as the equation for advancing the positions. It is important to note that the velocities are 
now not automatically calculated, although they can be obtained from the finite difference 
approximation:
m  = f ( t + ' y f) (3-4)
There are two obvious disadvantages to this model, namely the poor handling of the 
velocities and the potential for numerical error arising from the addition of a small term 
(of order St2) to the subtraction of larger terms (of order St).
Additional models have been developed to improve these deficiencies; the leap-frog 
algorithm, which calculates the velocities half a time-step behind the positions, and the 
velocity-Verlet algorithm, which calculates the velocities and the positions at the same 
time, at each full time-step [40, 41].
3.2.2 M odifications to  the V erlet A lgorithm
The leap-frog algorithm is used in this work, due to its elimination of the numerical 
inaccuracies inherent in the original Verlet algorithm without excessive increases in com­
putational expense.
Chapter 3. Molecular Dynamics 13
The leap-frog algorithm uses the velocities at time t —^St and the acceleration at time 
t to calculate the velocities at time t +  ^5t:
(3.5)
(3.6)
Equation 3.5 is used to generate the new positions at time (t+5t) as shown in equation
the velocities ‘leap-frog’ over the positions, giving the algorithm its name. The velocities 
at time t can be found using:
Equation 3.7 provides the means to calculate the kinetic energy contribution to the 
total energy, and thus to adjust the simulation energy achieved by scaling the velocities.
which is still less than ideal.
The velocity-Verlet algorithm provides a solution to this [42] by calculating positions, 
velocities and accelerations at the same time:
In this work the leap-frog algorithm is used, primarily to allow direct comparison with 
the published results for the spc/fw water potential [43] discussed later in Section 3.4.2.
3.3 Evaluation of forces
The force calculation is the most computationally expensive part of the molecular dynamics 
code, since this determines the interaction of every particle with its neighbours at each 
time-step. In the majority of cases the behaviour of the particles deviates from that of an 
ideal gas a van de Waals potential. Forces may be classed into a number of types including 
non-bonded, bonded and Coulomb (long range).
3.6. In the next iteration the velocities at time and positions at time (t + 25t), so
(3.7)
However it is not possible to calculate the velocities at the same time as the positions,
v(t +  St) = v(t) +  ^St [a(t) +  a(t +  St)] 
f (t  +  St) =  f(t) +  Stv(t) +  ^St2a(t)
(3.8)
(3.9)
Chapter 3. Molecular Dynamics 14
3.3.1 N on-bonded  interections
Most commonly the Lennard-Jones (LJ) 12-6 potential, shown in equation 3.10 is used to 
evaluate the non-bonded interactions between two particles.
v = 4e (3.10)
The Lennard-Jones potential illustrated in figure 3.1 consists of a repulsive component 
(oc r~12) and an attractive component (oc r~6) and contains two adjustable parameters, 
e, the depth of the well, and a, the hard-sphere distance, i.e. the separation for which the 
energy is zero.
r. 1.5 2 2.5
f irJ
Figure 3.1: Lennard-Jones interaction potential-resultant of attractive and repulsive components 
[44]
This potential is often used despite quantum mechanical calculations suggesting the 
repulsive term is more likely to take an exponential form because both terms can be 
calculated rapidly [45].
It is important to note that the LJ potential doesn’t decay to zero and so its use 
automatically introduces an approximation; the potential cannot be evaluated to infinite 
distances and so a potential cut off must be used. The choice of the cut off is clearly 
significant; it must be long enough that the potential is sufficiently close to zero, whilst 
being short enough to reduce the computational expense of the calculations. In some 
instances a different potential may be more appropriate, such as the short range attractive 
(SHRAT) potential. The SHRAT potential is of a similar form of the LJ potential but 
has been modified to tend to zero in a much shorter distance.
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3.3.2 B onded interactions
Bonded interactions are the intra-molecular bonds governing the interactions between 
individual atoms within a molecule and include bond stretching, bond angle bending, and 
torsion angle interactions. These can be very complicated terms but are often restricted 
to simple harmonic potentials to reduce computational complexity.
With that restriction assumed, bond length terms take the form ^  (r — ro)2 where k 
is the harmonic force constant.
Bond angle terms are of the form ^ { 6  — Qq)2. The energy required to change the 
bond angle is generally much lower than that required to distort a bond length from its 
equilibrium, so ke is significantly smaller than kr. Bonded interactions are covered further 
in the context of modelling water later in section 3.4.1.
3.3.3 Coulom b forces
Use of the LJ potential for modelling non-bonded interactions is well accepted and in the 
case of simple systems, containing monatomic or diatomic molecules, may be sufficient. 
However, in the case of more complex molecules, such as water, it is necessary to account 
for the long range electrostatic interactions. The Coulomb interaction acts over much 
longer ranges than the LJ potential to the extent that in most cases it far exceeds half the 
length of the simulation cell (the required cut off distance to prevent particles interacting 
with their periodic images, discussed further in section 3.3.5).
There are different approaches that can be employed to deal with long-range Coulomb 
interactions. It is possible to apply a cut off, as with the case of the LJ potential. In the 
case of short-range interactions a potential cut-off can be considered a suitable modification 
because of the assumption that the energy of a particle can be adequately modelled by 
interaction with close neighbours. In the case of the Coulomb interaction this is not the 
case and all charges within the simulation cell, as well as interactions with periodic images, 
need to be explicitly accounted for.
Ewald method
The Ewald method is a technique for efficiently summing the Coulomb forces between 
a particle and all its periodic images. It is widely used for calculating electrostatic in­
teractions in a periodic system. The Ewald method assumes that the system consists of 
positively and negatively charged particles within a box such that the overall charge of the 
system is neutral and that periodic boundary conditions are applied. Each point charge
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is surrounded by a charge distribution of equal magnitude but opposite charge. This 
charge distribution takes a Gaussian form and spreads out radially from the point charge 
screening the interactions between neighbouring charged particles. The contribution to 
the force at a point by a set of screened charges is shorter ranged (a decaying function 
of 1/r) and can be directly summed. This superposition of original point charges and an 
opposing charge distribution forms the Real space part of the Ewald sum. To produce the 
contributions from the original point charges a second set of Gaussian charges is applied 
to cancel the screening distribution, as shown in 3.2.
Figure 3.2: Implementation of the Ewald sum. Original point charges on the left. On the right 
the screened point charges (top) and the cancelling distribution (bottom).
The potential due to these charges is summed in reciprocal space using the Fourier 
form of Poisson’s equation. There is an additional correction required to account for a 
gaussian acting on its own site, known as the self energy correction.
This is discussed in detail in [40, 41, 45] and the DL_POLY manual [46] provides details 
of the implementation of the Ewald sum within DLJPOLY.
3.3.4 S ta tistics and ensem bles
Molecular dynamics simulations generate information about the positions and velocities 
of the particles, whereas the thermodynamics state of a system is determined from macro­
scopic properties such as its temperature and pressure. Statistical mechanics is used to 
obtain such information from the microscopic information available. Molecular dynamics 
relies on the principle that the average behaviour of a many-body system can be deter­
mined by evolving that system numerically over time and averaging results for desired 
quantities over periods of time. Statistical mechanics provides the link between time
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averaging and ensemble averaging.
Most molecular dynamics simulations generate trajectories in the micro canonical or 
NVE (constant number of particles (N), volume (V) and energy (E)) ensemble. NVE is 
the simplest ensemble; essentially the system is isolated since the total energy is conserved. 
It is often necessary to change the volume (NPT), pressure (NVT) or temperature of a 
system. In such circumstances thermostats and barostats are used [40, 41, 45, 46].
3.3.5 B o u n d a ry  con d itio n s
When simulating any system it is important to note that the particles on the surface will 
experience different forces from those in the bulk, regardless of contact with a possible 
bounding container, simply by virtue of the number of neighbours. Thus when simulating 
liquids careful attention must be paid to the number of particles on the surface, which 
for small systems will be substantial. Periodic boundary conditions are implemented to 
overcome surface effects. Figure 3.3 presents a two dimensional representation of this.
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Figure 3.3: A 2D periodic system. Molecules can enter and leave each box across each of the four 
edges. In the 3D system presented, molecules are free to cross any of the six cube faces. [41]
Consider the centre cube; this contains the positions of the atoms in the simulation. 
If there were a container present, atom 1 (moving in the direction indicated by the arrow) 
would interact with the container and consequently its direction would change and it 
would move back, away from the container wall. Implementation of periodic boundary 
conditions effectively replicates the centre cube in every direction, such that as atom 1
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moves out of the box in to the one above (its progress unimpeded due to the lack of 
containing wall) the ‘image’ of atom 1 moves from the cube below, thus conserving the 
number of atoms in the simulation. Provided the size of the simulation box is significantly 
larger than the cut off distance for the interaction potentials (in the case of a Lennard- 
Jones potential a cube of length L % 6cr to ensure that atoms do not interact with their 
periodic images), the properties of the periodic system should accurately represent that 
of the desired macroscopic system.
In some cases the simulation does not suit the implementation of such boundary con­
ditions. If the simulation is not a bulk liquid, perhaps instead a simulation of a slab of 
water on a surface, then it may be more appropriate to replicate the system in only two 
dimensions. To enable the consideration of such systems, a variety of boundary conditions 
are often used.
Clearly not all interactions will be sufficiently short-ranged for this approach to remain 
valid. In simulations involving the long-range force, such as the charge-charge interaction 
between ions, many molecular dynamics codes including DL_POLY use the Ewald sum, 
discussed in more detail in section 3.3.3.
3.3.6 M olecular dynam ics package DL_POLY
DL-POLY is a molecular dynamics simulation package developed at Daresbury Labs [46]. 
It contains inbuilt subroutines to undertake simulations using Verlet and Leap-frog algo­
rithms and has a number of inbuilt interaction potentials.
There are three main input files used to set-up each simulation.
The CONTROL file
This file contains instructions for the details of the simulation. It is this file which governs 
the conditions under which the simulation is run, including, but not limited to, the inte­
gration algorithm, simulation ensemble, thermostat and barostat types, simulation length, 
cut off radii for long range potentials as well as controlling the amount of information writ­
ten the output files. Perhaps the most important parameter is the length of the time-step 
used.
The CONFIG file
The CONFIG file contains the x,y,z coordinates for all the atoms in the simulation cell. At 
the start of this file the ‘periodic boundary key’ is also written. This number determines
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the periodicity and shape of the simulation cell; options include cubic and parallelepiped, 
as well as more complicated shapes such as truncated octahedral.
The FIELD file
Information governing the interaction of the particles in the simulation is contained within 
this file. For each particle in the system its mass and charge are written in this file. Details 
of the potentials, for both inter- and intra-molecular interaction are given here. In the 
majority of cases it is not necessary to explicitly write the equations for each potential 
required, since a large number are included in existing DL-POLY subroutines, and so just 
the parameters are required. In the case of the Lennard-Jones potential for example, the 
form of the potential is already coded and just the values of a and e are required.
3.3 .7  O utput files
The level of detail contained within the various output files is determined by the choice of 
directives in the CONTROL file.
The OUTPUT file
The OUTPUT file contains a summary of the inputs to the simulation including a sample 
of the starting and ending configurations, the number of particles, their type and the 
potentials governing their interactions. The main part of the file is a summary of the 
components of the simulation energies, output at intervals throughout the simulation.
The HISTORY file
The contents of this file is determined by the CONTROL file. Assuming maximum output 
is requested it will contain the positions, velocities and forces for each particle at each time- 
step for the duration of the simulation. Since this can result in a file too big to manage, 
it is normal to restrict writing to intervals of 10s or 100s of timesteps, depending on the 
length of the simulation. Additionally the code has been modified to write the coordinates, 
velocities and forces to three different files. This file is of particular significance to this 
work, since it is from the particles’ trajectories that the mean square displacement and 
thus the diffusion coefficient is calculated.
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The STATIS file
The STATIS file is appended to throughout the simulation, in intervals determined by the 
CONTROL file. It contains information on the temperature, energy, pressure and mean 
square displacement of the particles.
The REVCON file
This file is very much like the CONFIG file, but contains the final configuration of the 
particles, with positions, velocities and forces, as well as the resulting dimensions of the 
simulation cell; depending on the chosen ensemble the volume of the cell can fluctuate 
during the simulation. To continue a simulation from its end point this file is renamed 
‘CONFIG’.
3.4 Potentials
3.4.1 W ater
The main consideration when choosing an appropriate model for water is the trade off be­
tween accuracy and computational expense. The more complex models depend on a larger 
number of adjustable parameters can produce more realistic results but require significant 
resources to run, thus suffering either a reduction of the size of the system (number of 
molecules) that can be considered or the length of time over which the simulation can run 
for.
Any model used in this work will need to reproduce those properties that are generally 
well modelled by even simple models, such as the density, heat of vaporisation and heat 
capacity. Additionally it needs to be able to reproduce the self-diffusion coefficient, which 
is poorly reproduced by most common models.
3.4.2 C hoice o f w ater m odel
Despite the availability of more accurate models many large scale simulations use simple 
three site models, such as ‘single point charge’ (SPG) [47] or ‘transferable intermolecular 
potential with three interaction sites’ (TIP3P)[48]. These models consists of interaction 
sites located at each of the atomic nuclei positions and (generally) rigid bonds between the 
atoms, that is to say the intramolecular degrees of freedom are usually frozen. Lennard- 
Jones potentials are used to model the intermolecular interactions. Such models reproduce 
many of the bulk quantities of water very well and so their use is justified, despite their
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Figure 3.4: Illustration of rigid molecule compared to molecule with flexible bond lengths and bond 
angle
simplicity, in place of more complex and time consuming models. For the most part these 
models do not fare so well at reproducing the self diffusion coefficient of water and a 
slightly more tailored model is required.
Figure 3.4 shows a schematic representation of the difference between a rigid water 
molecule and a flexible one which uses bonded interactions to allow both the bond angle 
and bond length to hex. Such flexibility leads to an improved representation of properties 
such as diffusion.
Diffusion Coefficient
The self-diffusion coefficient [40] is calculated from the Einstein Relation (in three dimen­
sions) .
2tD =  f  (IfiW -  fi(0)|2) (3.11)
Since this work is intending to explore the how of water through carbon nanotubes, it 
is important to select a water model that is capable of reproducing the diffusive properties
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well, at least in bulk conditions. It is recognised that the confinement effects will alter the 
behaviour of the water molecules and thus any existing model’s ability to replicate the 
conditions may be limited.
SPC /Fw  model
The SPC/Fw model developed by Wu et al in 2006 [43] introduces flexible harmonic bonds 
to the rigid SPC model and has been successfully optimised to more accurately model the 
diffusive behaviour of water. It reproduces the self-diffusion coefficient, D, more accurately 
than the standard SPC or TIP3P potentials, 2.2 x 10- 5cm2s-1 compared to experimental 
value of 2.3 x 10_5cm2s_1 and 4 x 10“5cm2s“ 1 for standard SPC.
The general interaction potential for SPC/Fw is:
in tra
p a irs
in ter
[(rofli -  ^Oh ) + (rOH2 -  rOIl) + y  ( f lHOH ~  ^Lh Oh ) (3-12)
' \ 12 /  \  6 
(Tij | +  ^  \ (3.13)
Tin
where V intra and V inter are the intra- and intermolecular interactions. r*QH and QQ/_hoh 
are the equilibrium bond length and bond angle respectively, r#  is the distance between 
atoms, eij and cr^ - are the Lennard-Jones parameters for atom pair The param­
eters are as follows: fcfo=1059.162kcal mol' 1 Â‘2, rQH=1.012À, /ca=75.90kcal mol' 1 rad'2, 
^°Ihoh ~  113.24°. The Lennard-Jones parameters and <7^  are 0.1554253 kcal mol' 1 
and 3.165492Â respectively.
The properties of the SPC/Fw have previously been compared with other common 
models, including both rigid and flexible variations of SPC [49] and TIP3P [50] and 
SPC/Fw was found to reproduce bulk diffusion and dielectric constants better than other 
models, whilst also successfully reproducing other properties currently handled well by 
more standard models.
As stated, the SPC/Fw provides a significant improvement on the calculation of the 
diffusion coefficient for water. Initially a box of water was simulated using the SPC/Fw 
potential for the molecular interactions. Periodic boundary conditions were applied in 
three dimensions, and the temperature and pressure (298K and latm) were maintained 
with a Nosé-Hoover thermostat and barastat respectively. The cell consisted of 326 water 
molecules and was run for a period of 6.5 ns with the first 0.5 ns counted as the equilibration 
period and therefore not included in calculations of the statistical averages. The forces were 
evaluated every Ifs, the short timestep was required due to the flexibility of the individual
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water molecules. These simulation conditions were intentionally chosen to replicate those 
of Wu et al From this simulation the self diffusion coefficient was calculated using the 
Einstein Relation (equation 3.4.2) by averaging over all particles and time origins, and 
found to be (2.35 ±  0.05) x 10- 5cm2s-1; in good agreement with the published value of 
2.32 x 10_5cm2s_1.
3.5 M odelling Carbon N anotubes
As with water simulations, carbon nanotubes can be simulated by a variety of potentials 
ranging in complexity. The simplest widely used method is to treat the nanotube as a 
rigid structure. In such models [6, 51] the positions of the atoms is constant and the only 
interactions considered are with atoms separate from the tube, such as the water-carbon 
interaction discussed later.
Common nanotube potentials
Neglecting the inherent flexibility of the nanotubes reduces the computational cost, but 
there are conflicting results as to its effect on the behaviour of molecules confined within 
the nanotube. Werder et al [24] used rigid atoms when simulating the interaction of water 
with graphite, following the simulation of a validation case of non-rigid atoms which 
demonstrated that fixing the carbon atoms did not affect the contact angles of water 
droplets on the graphite.
If, as some research suggests [5] the flexibility of the nanotube can affect the diffusive 
properties of molecules such as water, then more accurate simulations are needed. These 
include using harmonic potentials, shown in equations 3.14 and 3.15, to maintain the 
desired bond lengths (1.44Â) and bond angles (120°) [30] to approximate the motion of 
the carbon atoms within the tube.
V(r) = \ k { r - T o f  (3.14)
V{6) =  \ k ( e - B af  (3.15)
ro and 9q are the equilibrium values of bond length and angle respectively, and k is the
force (or spring) constant.
The harmonic potential shown here is a first order approximation of the Morse po­
tential, equation 3.16, which is frequently used to model the carbon-carbon interactions
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within the nanotube.
V{r) = d ( i -  e-^(r- ro))2 (3.16)
D, like k, is a force constant. Tuzan et al [52] used the Morse potential to demonstrate that 
heavier fluids induced larger vibrations in the nanotube wall, slowing their diffusion. Since 
this effect had not been seen with rigid tubes, it suggests there is value in considering a 
flexible tube however the Morse potential was not designed for use with carbon nanotubes. 
Pair potentials are well suited to describing close packed structures but are unsuitable for 
covalent systems, such as silicon and carbon, which assume more open structures. Early 
attempts to create a suitable potential for silicon involved adding a third term to the 
pair potential. Such three-body potentials were unable to describe the energetics of the 
bonding geometries; four and five-body potentials were considered to introduce too many 
free parameters. The lack of an optimised potential for modelling covalent systems in 
general lead to the development of the Tersoff potential in 1988 [53].
The Tersoff Potential
The carbon-carbon interactions are modelled using a Tersoff Potential in which the strength 
of the carbon-carbon bond depends not only on distance between carbon atoms but also on 
the number of neighbours. The more neighbours (higher coordination number) the weaker 
the carbon-carbon bonds. Thus the potential includes a sum of pair-like interactions but 
with the attractive term depending on the local environment.
The Tersoff potential [53] was originally designed to simulate silicon but was later 
adapted [54] for use with carbon where the form of the potential remained the same but 
different parameters were chosen. The potential includes both an attractive and repulsive 
component, as with the pair potentials, but additionally it explicitly takes account of the 
affect of bond order. Bond order (strength) is dependent on the coordination number 
(number of bonds). The strength of this dependence determines the molecular structure; 
a strong dependence where the energy per bond decreases rapidly with increasing co­
ordination number favours diatomic molecules, whereas a weak dependence favours the 
formation of close packed structures, resembling metallic rather than covalent bonding in 
the extremes. The form of the potential is taken to be
E (3.17)
Vij — fciXij) [aijfR(rij) bijfA{rij)] (3.18)
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where E  is the total energy of the system, Ei is the site energy and Vij is the bond energy, 
rij is the distance between two atoms, i and j.  The form of the attractive component, /a  
associated with bonding is
fA(r) = - B e - ^ r (3.19)
while the f n  representing a repulsive pair potential (including the orthogonalisation energy 
when atomic wave functions overlap) is given by
M r )  =  Ae-Air (3.20)
and the cut off function, f c  is
fc(r) -
1, r < R  — D
± - l s i n [ % ( r - R ) / D ] ,  R - D < r < R  + D (3.21)
0, r > R  + D
bij, the bond order function is given by
hj = ( i + r q - H "  (3.22)
(a = E ,  M n M 8 ijk)e[XUr,i- r<k)S] (3.23)
k^i,j
m  -  1 + # - [<p  + {h-cose)*] (3-24)
and the function tiÿ is of the form
oy =  (1 +  a X ) " ^  (3.25)
Vij =  E ,  /c ( r* ) e i>3(’'« - '- ) 3] (3.26)
k^i,j
where dijk is the bond angle between bonds i j  and ik. Generally both A3 in 3.23 and 
a  in 3.25 are set to zero. The parameters for carbon [54] are as follows: A = 1393.6eV,
B  = 346.64eV, A% = 3.4879À, A2 =  2.219À, p = 1.5724 x MT7, n = 0.72751, c =  38049,
d =  4.3484, h = -0.57058, R = 1.95À, D = 0.15À.
Refinements to the Tersoff potential have been developed by Brenner and were pub­
lished in 1990 [55]. Further improvements to the Brenner-Tersoff potential were published 
in 2002 [56], which included consideration of conjugated bonds. Despite the development 
of this improved version of the initial Tersoff potential, this work uses the Tersoff poten­
tial as developed for carbon, published in the second of Tersoff’s 1988 papers [54] because
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DL-POLY has subroutines specifically written to implement this potential. 
W ater-C arbon  In teractions
The water-carbon interactions are modelled with a pairwise additive Lennard-Jones po­
tential between the oxygen atoms and the carbon. The potential is of the form shown in 
3.10, where the depth of the potential well e =  9.369 x 10_2kcal mol' 1 and the distance 
between the a pair of carbon and oxygen a = 3.19À[24].
Chapter 4
Sim ulation Preparation
This chapter includes details of the set-up for the simulation cell. It describes the pres­
surisation of the large box of water, and the extraction of a suitable volume for use in the 
parallelepiped simulation cell. It provides information on the choice of configuration, first 
with four nanotubes arranged in a ‘honeycomb’ structure and then the move to the single 
tube for larger diameters due to drops in the pressure and computer resource constraints.
4.1 Preparing the water sim ulation
Due to the small diameter of the nanotubes and the strong hydrogen bonding of the water 
molecules, the likelihood of water molecules entering a carbon nanotube is lower when the 
carbon nanotube is initially empty, while the barrier to entry is reduced for additional 
molecules once the first have entered. The temperature and pressure of the water are 
varied to enable the factors affecting water entry, and then flow dynamics to be explored. 
To alter the temperature and pressure of water, molecular dynamics uses thermostats and 
barostats to gradually adjust the properties of the simulation cell.
4.1.1 Pressure and barostats
The box of water described in section 3.4.2 was used as a base and replicated in each 
direction to create a much larger box of water, such that the larger box consisted of a 
cube made of 27 iterations of the initial box. This box was compressed to create baths 
of water at different pressures. Once compressed, smaller volumes were extracted for use 
with different nanotubes.
27
Chapter 4. Simulation Preparation 28
4.1.2 T he B erendsen barostat
The Berendsen barostat is used to increase the pressure of the system prior to NVE 
simulation runs. It is not possible to set an accurate desired pressure without artifically 
setting the coordinates for each individual atom, and as such achieving a desired pressure 
is an iterative process requiring multiple NPT and NVT runs.
The Berendsen barostat works by weakly coupling the system to an external bath 
using the principle of least local perturbation. An extra term is added to the equations of 
motion and the system is made to obey the following:
and f3 is the isothermal compressibility of the system. The volume of the system is scaled
P is the isothermal compressibility of liquid water (and as such proves quite ideal for these 
simulations). In the cases where the exact value of /3 may be unknown it is not critical to 
the algorthim as the ratio fi/rp and rp is specified in the CONTROL file (section 3.3.6) 
Tp is set to 5.0s for these simulations.
A Berendsen thermostat is simultaneously applied.
4.1.3 T he B erendsen th erm ostat
The Berendsen thermostat scales atomic velocities at each timestep to gradually achieve 
the desired temperature as specified, where the scaling factor is given by:
where Tp is a time constant as specified by the user within the CONTROL file.
The leap-frog algorithm described in the previous chapter implements this thermostat 
as follows:
(4.1)
where rp is the time constant for the coupling. At each timestep the aspects of the 
simulation are scaled by a factor 7] where
(4.2)
by rj and the coordinates and cell vectors are scaled by 771/ 3. In practise DL_POLY assumes
(4.3)
(4.4)
The equations for the positions, r(t +  St) and the velocities, v (t + ^St) are the same
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as before:
r(t +  5t) =  r(i) +  5tv(t +  ^St (4.5)
v [ t  — j + v ( t  + ^5t (4.6)
4.1 .4  U sing ensem bles to  change th e  system
To understand the behaviour of water molecules confined within the quasi one-dimensional 
interior of a carbon nanotube it is necessary to examine the interactions of water molecules 
under different temperatures and pressures. Both of these properties are expected to have 
an impact on the entry and flow dynamics of water molecules into and through carbon 
nanotubes.
To produce a box of water at a specified temperature a thermostat algorithm is em­
ployed which effectively couples the system to a heat bath that sets the target temperature. 
A Berensden barostat is used to compress an initial box of water to a variety of pressures 
and the corresponding thermostat is used to heat the initial box before the water molecules 
are brought into contact with the carbon nanotube. In the case of the pressure adjustment 
an NPT ensemble is used, together with the Berensden barostat. The target pressure is 
set to be much higher than that actually desired to cause the simulation cell to contract. 
Once the volume has reduced the simulation is re-run with an NVT ensemble, which holds 
the volume constant while the pressure settles to be approximately constant throughout 
the simulation cell. During the simulations with the nanotube an Evans thermostat is used 
for the initial time-steps (less than 10% of the simulation duration). This is necessary to 
allow the system to settle.
4.2 Prelim inary sim ulations
In preparation for the inclusion of the carbon nanotubes the initial cell as described in 
section 3.4.2 was replicated in each direction and its shape changed (by way of excluding 
molecules outside chosen boundaries) to implement parallelpiped boundary conditions 
suited to simulation of a lattice formation of nanotubes.
Following successful simulations of a single nanotube with orthorhombic periodic bound­
aries (z »  (y = x)) the nanotube was duplicated four times. The resulting simulation 
cell consisted of four identical nanotubes, arranged as if part of a honeycomb lattice (see 
figure 4.1) with twice the carbon-carbon interatomic distance separating them. To ac­
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commodate repetition of the lattice structure, parallelepiped boundary conditions were 
employed. Interaction between the nanotubes is governed by a Lennard-Jones potential, 
the parameters for which were taken from [24].
Figure 4.1: 2D schematic of CNT simulation cell layout
The length of the simulation cell used for the nanotubes was increased to provide space 
for the water molecules and the simulation run under an NVT ensemble.
It was found that the water molecules were crossing the boundary at the ends of the 
cell and re-emerging the other side, thus approaching the nanotubes from the opposite 
direction. This would perhaps have been of little consequence but for the mechanism 
of transport then being more like evaporation than diffusion. To prevent this boundary 
being crossed a ‘wall’ of carbon atoms was created at the end of the cell with a repulsive 
potential acting between the carbon atoms within it and the oxygen atoms in the water, 
preventing the water molecules moving across said boundary, as shown inn figure 4.2.
Figure 4.2
This situation effectively reproduced ‘slab’ boundary conditions whereby the cell is
Chapter 4. Simulation Preparation 31
periodic in x  and y but not in z. Implementing slab boundary conditions automatically 
within DL-POLY while using the Tersoff potential is not trivial and the Ewald sum cannot 
be used with slab boundary conditions so the Hautman-Klein-Ewald would be required 
instead (the switch from one to the other is automatically handled by DLJPOLY).
4.2.1 Single C N T  sim ulation  layout
The water bath abuts the nanotube bundle and the CNTs are fixed in place by freezing 
two atoms per nanotube. Simulations are run using the NVT ensemble at a temperature 
of 298K with a timestep of 0.5 fs. A typical simulation is run for 5 x 106 timesteps. Data 
are output every 1000 timesteps so that a typical simulation extends for 2.5 ns. Due to 
the size of the (15,0) and (18,0) nanotubes, these systems were simulated using a single 
nanotube, with an additional barrier of carbon atoms at the base of the nanotube to 
prevent the water molecules in the bath moving around the exterior of the nanotube.
For higher simulations with a higher initial water bath pressure, the system with the
(12,0) nanotube was also of the single nanotube configuration.
Chapter 5
R esults
5.1 Introduction
Potential applications for carbon nanotubes include filtration membranes [57] and drug 
delivery devices. Pressure induced flow through carbon nanotubes has been found to ex­
ceed classical flow predictions, in some cases by orders of magnitude [8, 58] with potential 
explanations including the hydrophobic nature of the nanotube and changes in viscosity 
of the water. Most such studies have looked at armchair nanotubes (with (n,n) chiral vec­
tors) and considered nanotubes with diameters larger than Inm [28, 59]. Experimentally, 
Majumder et al [7] examined water flow through multi-walled nanotubes with interior 
diameters of approximately 7nm and found signicant flow enhancements over classical 
predictions. Holt et al [9] looked at smaller nanotubes, with diameters below 2nm. This 
work looks at the pressure induced flow through zig-zag carbon nanotubes (with (n,0) 
chiral vectors) of sub 2nm diameters.
The following sections detail the results from simulations using (9,0), (12,0), (15,0) and
(18,0) nanotubes with diameters of 0.71, 0.95, 1.19 and 1.43nm respectively. Variations 
in initial pressure and temperature are considered. Prior to the start of the simulation 
the water bath is prepared by cycling through NPT and NVT ensembles to compress and 
equilibrate the desired volume, as discussed in Chapter 4. Results from pressurised flow 
at two different initial pressures and four different initial temperatures are presented. The 
flow rates at different pressures are compared with predictions from the Poiseuille relation 
in Chapter 6.
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5.2 Pressurised flow
5.2.1 F illing, occupancy and structure
The initial stages of nanotube filling is investigated by monitoring the number of water 
molecules per nanotube contained within the tube as a function of time (figure 5.1).
250
(9,0) P=0.6GPa
(12.0) P=0.6GPa
(15.0) P=0.6GPa
(18.0) P=0.6GPa
200
|
Iz 150
&
S
5
I  100
I
1.50 0.5 1 2
Time (ns)
Figure 5.1: Water occupancy of nanotubes with time
The rate of filling of the nanotubes is found, as expected, to be dependent on the 
diameter of the tube. The initial influx of molecules into the (9,0) is much smaller than 
for the larger diameter nanotubes, as is its maximum occupancy. The (12,0) and (18,0) 
nanotubes show similar initial filling rates, although it takes the (18,0) significantly longer 
to reach maximum occupancy than the other nanotubes. The (15,0) nanotube shows the 
fastest rate of filling, suggesting it presents more favourable conditions for entry.
The density drop during the initial stages of the simulation, shown in figure 5.2 is more 
pronounced in the case of the (18,0) nanotube and is likely to be partly responsible for 
the slower rate of filling in this nanotube. Further simulations run over longer timescales 
with the addition of an external re-fillable bath could identify how significant the density 
drop is and how similar the filling rates of the (18,0) and (15,0) nanotubes would be with 
a water bath at constant density.
The nanotubes considered here are clearly too small for the water to approximate 
bulk behaviour [60] and as such the water must undergo restructuring in order to enter 
the nanotube. This is especially the case for the smallest nanotube, at just 0.71nm in
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Figure 5.2: Change in density of the water bath during initial stages of simulation
diameter. The cause for the relatively slow filling of this nanotube compared to the others 
is likely to be the larger number of hydrogen bonds that must be broken or reordered to 
allow the water molecule to enter the nanotube.
Figure 5.3 examines the variation in the maximum number of water molecules able to 
occupy the nanotubes and how this varies with diameter. From figure 5.3 it is unclear 
whether a linear or a sigmoid function best describes the relation between occupancy and 
diameter, and so the data is reproduced below on a semi-log scale. This suggests the 
relationship is linear for the the smaller nanotubes, although it does not hold for the 
largest nanotube.
Given the variation in filling rates shown in figure 5.1 it is interesting to consider the 
structure of the water molecules within the nanotubes, since it is possible that restructur­
ing is responsible at least in part for the time taken to fill each nanotube. Fig 5.4 shows a 
cross section view through each nanotube. The water molecules in the (9,0) nanotube are 
(approximately) in the centre of the nanotube. As the diameter increases the arrangement 
changes, and the molecules form a ring as seen from the cross-section view. In the (15,0) 
nanotube the confined water molecules form a hexagonal structure with six nodes of in­
tensity visible in the bottom left of the figure. To show in more detail this restructuring, 
the radial distribution of water molecules is plotted in figure 5.5.
In the largest tube, (18,0) there is an additional column of water molecules, resembling 
that seen in the (9,0) nanotube. These results are similar to those of Wang et al [61] who
Chapter 5. Results 35
250
200
S'
I 150 
|
1 100 
I
? ,
8 ioo 
8
I -
5 1
0.9
1 1.10.8 0.9 1.2 1.3 1.4 1.50.7
Nanotube diameter, nm
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Figure 5.4: Cross section views through each nanotube showing the variation in structure
explored the static properties of water confined in carbon nanotubes and in agreement 
with Thomas and McGaughey [60] for the smaller nanotube diameters. Their findings 
showed a tendency to an almost bulk like state at diameters greater than 1.39 nm whereas 
the present results indicate two separate structures in the larger 1.43nm nanotube. The 
single chain and the surrounding helical structure are similar to that of the ice nanotubes 
simulated by Maniwa et al [3] for the larger CNTs.
In addition to highlighting the structures the confined water molecules form within 
the nanotube, figure 5.5 also shows the orientation of the water molecules. In the smallest 
nanotube there is a clear difference in the radial distributions of the oxygen and hydrogen
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Figure 5.5: Radial distribution of water molecules inside nanotubes of diameters O.Tlnm (top left), 
0.95nm (top right), 1.19nm (bottom left) and 1.43nm (bottom right)
atoms, showing the molecules orient themselves with the oxygen atom pointing at the 
centre of the nanotube and the hydrogen atoms facing the interior surface.
5.2.2 Flow
Carbon nanotubes have been found to exhibit unusual flow characteristics [51, 62] and so 
the flow rates for the nanotubes considered in this study are examined. Figure 5.6 shows 
the howrates for each of the nanotubes defined as both molecules per ns, and molecules 
per ns per cross sectional area.
The overall flowrate increases with diameter for the (9,0), (12,0) and (15,0) nanotubes, 
however it decreases for the (18,0) nanotube. The (15,0) nanotube is shown to have the 
largest rate of flow; one explanation for this is a greater drop in the density of the water 
bath in the case of the (18,0) compared to the (15,0) nanotube. Since the hydrogen bonding 
of water plays such a clear role in the structural rearrangement enforced by confining the 
water molecules it is believed the (15,0) nanotube, with a diameter of 1.19nm, allows for a 
more favourable configuration of water molecules, contributing to the enhanced flow rate 
seen. This is perhaps not surprising considering the very defined structure evident in the
(15,0) nanotube.
The flow rates shown here, ranging from 2.5 to 37 molecules nm^ns"1 are comparable to
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Figure 5.6: Flowrate defined as (a) number of molecules per ns (dashed line), (b) number of 
molecules per ns per cross-sectional area (solid line), as a function of nanotube diameter for the 
(9,0), (12,0), (15,0) and (18,0) nanotubes.
those found by Holt et al [9] and Kalra et al [63] who, through experiment and molecular 
dynamics simulations respectively, found flow rates in the range of 10 to 40 molecules 
nm^ns' 1 1.
To understand the difference in flow rates between the different sized nanotubes it is 
necessary to further examine the transport properties of the confined water. Figures 5.7 
and 5.8 show the axial and angular velocity profiles respectively. It is clear from figure 5.7 
that the axial velocity profile is not what would be expected from classical Hagen-Poiseuille 
flow (discussed in more detail in Chapter 6). Principally this is due to the structuring of the 
water within the nanotube and the areas that are ‘avoided’ by the water molecules. That 
said, the axial velocity is greatest in those molecules closest to the centre of the nanotube. 
It is also worth noting that the axial velocity has been averaged over the duration of 
the simulation, and that if individual timesteps were examined the molecules appear to 
pulse back and forth through the nanotube, with the net result producing positive motion 
through the nanotube.
Despite its small diameter, the (9,0) nanotube exhibits a maximum axial velocity 
comparable to those of its larger counterparts, suggesting that the single file mode of 
transport is at least as fast as the more complex modes found in the larger nanotubes.
1The pressure drop in [63] was ~100atm, much smaller than considered here and Holt[9] extrapolated 
their results, obtained at ~latm, to produce the ranges quoted
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Figure 5.7: Axial velocity of water molecules within the carbon nanotubes
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Figure 5.8: Angular velocity of water molecules within the carbon nanotubes
However, figure 5.6 shows that the (9,0) nanotube has comparatively low howrates because 
of the restricted number of molecules that can occupy the nanotube. The largest tube at 
1.43nm in diameter has the most uniform axial velocity profile showing there less radial 
dependence on the forward motion. In the largest nanotube, the water molecules in 
the outer structure rotate in a helical formation around the interior single file string of 
molecules. This rotation is the most dominant of the transport modes being clearly the
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fastest motion within the nanotube. Given the hydrophobic nature of the nanotube it is 
not surprising that the molecules move faster nearer the inner surface of the nanotube, as 
opposed to those moving through the centre which have a layer of rotating water molecules 
to interact with. For all but the smallest nanotube, the axial velocities shown here are 
comparable to those of Goldsmith and Martens [58] who investigated pressure driven flow 
through model nanopores constructed from frozen water molecules.
5.3 Pressure variation
The previous section has shown an example of pressurised flow, but since a single pressure 
is insufficient, the starting pressure in the water bath has been increased. While the con­
sideration of pressure variation is worthwhile in its own right, these results also contribute 
to the comparison with classical flow covered in Chapter 6.
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Figure 5.9: Water bath density at higher initial density and pressure
The initial density of the water bath was increased by approximately 10%, with the 
change in density during the first Ins of simulation time shown in figure 5.9. This density 
increase results in a change in pressure difference across the length of the nanotube from 
O.GGPa to 1.5GPa. This change has an inconsistent impact on the radial distribution of 
water molecules, shown in figure 5.10, the earlier results are shown on the left of the figure 
for comparison.
Chapter 5. Results 40
12
(9.0) - O ---------
(9 .0 )-H I ---------
(9 .0 ) -H2 ---------10
8
6
4
2
0
0.4 0.6 0.8 10 0.2
12
(9 .0)- O ---------
(9 .0 )-H I  ---------
(9 .0 ) -H2 — —10
8
6
4
2
00 0.2 0.4 0.6 10.8
9 (12.0)- O ----(12.0).HI ----
(12 .0)-H 2  ---------8
7
I 6I
1
0
0.2 0.4 0.6 0.8 10
20 (12,0)- 0 ----(12,0)-H1 ----
1 2 .0 ). H2 ---------
18
16
14
12
10
8
6
4
2
00 10.2 0.4 0.6 0.8
18
(15.0)- O
(1 5 .0 )-H1
(15 .0). H216
14
12
10
8
6
4
2
0
0.2 0.4 0.6 0.8 10
14
(15.0)- O ---------
(1 5 .0 ) -H1 ---------
(15 .0)-H  2 ---------12
10
8
6
4
2
0
0.4 10 0.2 0.6 0.8
8
(18.0)- O
(18.0)-H I
(1 8 .0 ) -H27
6
I
5
4
£ 2
1
0
0.8 10 0.2 0.4 0.6
8
(18.0)- O ---------
(1 8 .0 ) .H1 ---------
(18 .0)-H  2 ---------7
6
E
I 5
4
£ 2
1
00 0.2 0.4 0.6 0.8 1
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Figure 5.11: Nanotube occupancy at 1.5Gpa (right), the results for O.GGPa are shown (left) for 
comparison
Three of the nanotubes show little change compared with the lower pressure, whereas 
the water molecules in the (12,0) nanotube arrange themselves quite differently. The lack 
of change in the (9,0) suggests that the pressure used previously was sufficient to fill the 
nanotube. This assertion is supported by figure 5.11 which shows that the number of 
molecules in the (9,0) nanotube is unchanged.
The change in nanotube occupancy also shows that the maximum occupancy found in 
the (18,0) nanotube with the lower pressure difference was actually significantly lower than 
the possible occupancy. With the higher initial pressure the nanotube is filled much more 
rapidly and stays approximately constant throughout. In the case of the (15,0) nanotube 
however, filling occurred rapidly (at a comparable rate to the (18,0) nanotube), but then 
receded. While the cause of this behaviour is unclear, it does not appear to have had a 
detrimental impact on the flow. The (15,0) nanotube still exhibits higher ffowrates than 
the other nanotubes, shown in figure 5.12.
The velocity profiles for both angular and axial components are shown in figure 5.13.
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Figure 5.12: Flowrates for initial pressures of O.GGPa and 1.5GPa
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5.4 Temperature variation
In addition to the variation in initial water bath pressure already discussed, variations 
in temperature have been examined. For comparison against the 298K scenario explored 
earlier, additional results are presented for starting temperatures of 338K, 368K and 398K 
for both the (9,0) and the (15,0) nanotubes. In keeping with the layout of the pressure dis­
cussion, the radial distribution and nanotube occupancy results are shown in the following 
figures 5.14 and 5.15.
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Figure 5.14: The radial distribution of molecules in the (9,0) and (15,0) nanotubes at different 
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Figure 5.15: Occupancy of O.Tlnm and l.lOnm diameter nanotubes for different initial water bath 
temperatures
At the higher temperatures, the occupancy of the nanotubes actually decreases al­
though the rate of filling is quicker. This suggests that water molecules with a higher 
kinetic energy are more easily capable of overcoming the energy barrier associated with 
breaking the bonds with their neighbours and thus are more likely to enter the nanotube. 
However, once in the nanotube the structure formed is less stable and while the flowrate, 
shown in figure 5.16, increases with temperature (especially in the larger nanotube), it is 
not as simple as the molecules just moving faster.
The change in the axial and angular velocity profiles are shown in figure 5.17 for
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Figure 5.16: Flowrates for 0.71nm and 1.19nm nanotube for different initial water bath tempera­
tures
the (9,0) and (15,0) nanotube respectively. For the smaller (9,0) nanotube the increase in 
starting temperature perturbs both the axial and angular velocity profiles, but leaves their 
shape unchanged; each increase in temperature providing a small increase in velocity.
For the (15,0) nanotube the change in temperature has an increasingly large impact 
on both velocity profiles. For the the two highest temperatures considered the profiles 
flatten out, losing their easily identifiable peaks that indicated inner and outer layers of 
water molecules moving separately. The angular component also reduces, suggesting that 
the molecules may begin to stop following the ‘corkscrew’ motion previously discussed at 
high temperatures.
In both cases the angular component offers the highest absolute velocity. In the (9,0) 
nanotube the flatter axial profile ensures this is still the dominant motion whereas the 
angular component remains dominant in the (15,0) nanotube.
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Figure 5.17: Angular (left) and axial (right) velocity profiles for water in the O.Tlnm (top) and 
1.19nm (bottom) diameter nanotubes for different initial water bath temperatures
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Com parison w ith  classical flow
6.1 Classical flow through a cylinder
Carbon nanotubes, with their long cylindrical structure and comparatively small cross 
sectional areas can be likened to pipes on a nanoscale. While the behaviour of water 
molecules confined within and flowing through carbon nanotubes is very different to bulk 
water, a comparison of flow rates on a nanoscale with classical flow predictions could lead 
to improvements in our ability to predict nano flow and modifications to current theory 
to better account for the flow at these scales.
Hagen-Poiseuille flow [64] describes the flow of fluids through cylindrical geometries. 
It defines the mass of fluid per unit time,or mass flux passing through the pipe as
irpAPa4m assflux  =  —-—-—  (6.1)ofiL
where a is the radius of the pipe, p is the fluid viscosity, A P  is the change in pressure 
across L, the length of the pipe, and p is the fluid density.
To enable a comparison of the results obtained here via MD simulations with Hagen- 
Poiseuille flow, the mass flux predicted by equation 6.1 is converted to molecules ns"1 
nm"2. Additionally a number of assumptions are required. It should be noted that these 
assumptions will reduce the accuracy of the comparison, but since the classical flow theory 
is known to provide a poor description of water confined within a carbon nanotube [65] 
these assumptions are not considered detrimental and can be refined should this work be 
continued further.
The pressure gradient across the nanotube is considered constant for this comparison. 
Since the density of water at both ends of the nanotube changes as the simulation pro­
gresses this will not be accurate. The density of the water bath shows an initial significant
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drop early in the simulation, but additional changes are minimal. The density of the 
water within the nanotube is determined based on the maximum observed occupancy and 
the maximum volume. No account is made for the lack of wetting of the interior of the 
nanotube.
The calculated flow is done initially assuming a constant temperature and therefore a 
constant value of ji. However it is recognised that this assumption is potentially invalid 
since it does not account for the pressure dependent nature of viscosity or the impact of 
confinement on diffusive behaviour. Thus, an additional calculation is performed using 
a value based on the alternative values of viscosity for water confined in different sizes 
nanotubes found by Thomas et al in 2010 [66]. Thomas looked at nanotubes ranging 
in diameter from 1.66nm to 6.93nm and found that the water viscosity increased mono- 
tonically with increasing nanotube diameter, eventually approaching the bulk viscosity at 
larger diameters. The largest tube considered in this work is 1.43nm and so the viscosity 
for the 1.66nm nanotube is still likely to be an overestimate. Thomas et al developed an 
equation to predict the viscosity, but noted that their equation would not be valid for 
smaller diameter nanotubes as too high a proportion of the water molecules are at the 
interface with the interior of the nanotube. Given that the larger nanotubes considered 
here show a layered water structure, with the water molecules nearest the nanotube inte­
rior forming an inner tube with additional water molecules within it, it may be possible to 
extend their equation down to all but the smallest nanotubes (those without the layered 
structuring). However, this is considered beyond the scope of this study.
The flowrate is calculated using the no-slip Poiseuille relation from the MD simulations 
is shown in figure 6.1. Using equation 6.1, the mass flux for four pipes of diameters O.Tlnm, 
0.95nm, 1.19nm and 1.43nm, each of length 6.55nm with pressure gradients of 6 x 108Pa 
and 15 x 108Pa is determined. These values have been deliberately chosen to match those 
from the MD simulations. The pressure gradients are obtained from taking the pressure 
in the water bath after the initial density drop and assuming the difference between either 
ends of the tube to be sufficiently high that the pressure at the far end can be ignored. The 
no-slip Poiseuille relation is used at this stage as the slip length has not been determined. 
Unsurprisingly this predicts an increasing flowrate with increasing tube diameter and 
pressure gradient.
The flowrate from the MD simulations is shown in figure 6.2. In contrast to the 
predicted values of flowrate from the no-slip Poiseuille relation, the values observed in 
the MD simulations do not increase continually with increasing diameter. Given that
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Figure 6.1: Flowrate using the no-slip Poiseuille relation for pipes with the same length and 
diameter as the nanotubes used in the MD simulations at two different pressure differences
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Figure 6.2: Flowrate determined from MD simulations for different diameter nanotubes at two 
different pressure differences
increasing the nanotube diameter would eventually result in a return to bulk-like behaviour 
of water molecules, it is perhaps better to say that the mass flux does not decrease with 
decreasing diameter. Figure 6.1 predicts the 1.43nm pipe to have the highest flowrate, in 
contrast to the observations shown in Figure 6.2 which show that the highest flowrate is 
obtained with the smaller 1.19nm nanotube.
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This result suggests that the water flow through the small diameter nanotubes is not 
Poiseuille-like and so the no-slip Poiseuille relation can not adequately predict the flow. 
In addition to the contradiction with flowrate dependence on diameter, the predicted 
values are also significantly smaller than the observations from the MD simulations. The 
dependence of the enhancement over the predicted values is shown in figure 6.3.
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Figure 6.3: Flow rate enhancement over HP predictions by nanotube diameter
Carbon nanotubes have been widely reported to have fast molecular transport prop­
erties [9, 30, 67] and the results presented here corroborate that.
While the velocity profiles shown in figures 5.7, 5.13 and 5.17 indicate that the velocity 
is at a minimum at the interface with the nanotube (with the exception of the (18,0) 
nanotube), comparison with the radial density (figures 5.5, 5.10 and 5.14) show that 
this minimum occurs in a region largely unoccupied. The water molecules close to the 
interior of the nanotube show a non-zero velocity, suggesting that equation 6.1 may need 
to include a slip length, this is covered in more detail in Chapter 8 . The potential to 
use slip lengths to explain enhanced flow characteristics was discussed by Majumder et al
[33], who extrapolated that the slip lengths involved (3-70/im) would exceed the nanotube 
radius (based on determining the additional radius required to give zero water velocity at 
the then hypothetical carbon-water interface). With pore sizes below 2nm Holt et al[9] 
calculated implied slip lengths of up to 1400nm. It has been suggested that with the very 
small dimensions involved the no-slip boundary condition may no longer be applicable 
[9, 10] and thus more work is required.
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Figure 6.4: Flowrate using the no-slip Poiseuille relation with a viscosity of 0.66mPa-s
As mentioned earlier, viscosity is pressure dependent and may be subject to confine­
ment dependence, and recent work [66] has used the flow enhancement factor to determine 
diameter dependent viscosity values for confined water. Figure 6.4 shows the predicted 
flow rate against nanotube diameter using a reduced value of O.ôômPa-s1 for /z. This value 
is based on the diameter dependent viscosity values for the smallest nanotube (1.66nm) 
considered by Thomas [66]. It would not be expected to give perfect agreement, since the 
true viscosity values for the nanotubes considered here would differ from this value. With 
this revised value of /z the predicted flow rates are much more in line with those observed 
from the MD simulations, however the new predictions are a slight overestimate and still 
do not account for the additional enhancements seen with the (15,0) nanotube.
1The viscosity of bulk water, taken to be O.QlmPa s, has been used for all other calculations
Chapter 7
Conclusions
The flow of water molecules through carbon nanotubes has been studied using the Molec­
ular Dynamics simulation package, DLJPOLY. This work aimed to better understand the 
nature of water flow when confined within the interior of carbon nanotubes. This level 
of understanding would be required as a precursor to developing carbon nanotubes as 
filtration or drug delivery devices. As such water flow in different diameter nanotubes 
(O.Tlnm, 0.95nm, 1.19nm and 1.43nm) has been investigated using water baths at 4 dif­
ferent initial temperatures and two different pressures. The choice of nanotube sizes was 
not arbitrary; the range was chosen to encompass both the single file chain like motion 
seen in the smallest nanotube and the arguably more interesting additional flow structures 
seen in the largest. That said all the nanotubes considered here have an (n,0) chirality 
and thus it is not within the scope of this study to comment on any chiral dependencies 
that may exist.
The flow characteristics of confined water have been found to be both pressure and 
temperature dependent, and to be strongly influenced by the size of the nanotube through 
which they flow. At starting pressures of both 0.6GPa and l.BGPa the 1.19nm (15,0) 
nanotubes exhibited the highest flow rates, both in absolute terms and per cross-sectional 
area. The radial distribution of molecules within this nanotube identified a helical ar­
rangement of water molecules with a largely empty centre. Through interrogation of the 
molecules’ velocity profile the water molecules have been shown to spin around the interior 
of the nanotube, following a ‘corkscrew’ motion. This motion is the dominant mode of 
transport, exceeding the axial velocity by more than a factor of two.
None of the nanotubes exhibit an axial velocity profile in line with the predictions from 
the classical Hagen-Poiseuille relation. That said, the flowrate has been shown to increase 
with pressure, as would be expected with classical flow. The observed flowrates from the
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simulations were therefore compared with predictions from the Hagen-Poiseuille flow for 
tubes of matching dimensions and conditions. The results showed that flowrates through 
a carbon nanotube well exceed that of classical flow predictions, by as much as two orders 
of magnitude in the smallest nanotube. Additionally, classical predictions can not account 
for the variety in structuring that occurs, and thus fail to predict the flowrate in the 1.19nm 
nanotube exceeding that of the largest nanotube. In the (9,0) nanotube the orientation 
of the water molecules remained fixed, irrespective of pressure, with the oxygen atoms 
closest to the centre of the nanotube and the hydrogen atoms facing outwards. The other 
nanotubes did not show such a preference of orientation. However the axial orientation 
has not been considered here, although it could prove interesting from the perspective of 
entrance dynamics especially in the smaller nanotubes and thus should be considered if 
this work is extended.
The temperature dependence of water flow has been considered, with simulations using 
the (9,0) and (15,0) nanotubes with initial water bath temperatures of 298K, 338K, 368K 
and 398K. There is a positive correlation with flowrate and water temperature with both 
absolute flow rate and flowrate per cross-sectional area showing increases, however the 
relationship between water temperature and molecular structure is more complicated and 
requires further investigation to be properly understood. This work has showed that 
the helical structure that seemed responsible for the very high flowrates for the pressure 
simulation begins to break down at higher temperatures. It is not as yet clear what 
impact that may have for potential applications of nanotubes, although it has not caused 
a reduction in the flow rate. To fully understand this relationship additional simulations 
with additional nanotube diameters are required.
Finally it is clear that while there is still a lot to understand (and suggested next steps 
are proposed in the following section) nanotubes do indeed have great potential for use in 
molecular transport devices such as filters and work in this area should, and is anticipated 
to, continue with growing enthusiasm.
Chapter 8
Sum m ary and further work
The importance of carbon nanotubes, and in particular their interaction with complex 
molecules such as water is now well established. The behaviour of water confined in the 
quasi-one dimensional nanotube environment provides interesting insight into the hydro­
gen bond structure and its significance to water’s diffusive rate. The transport properties 
exhibited present exciting opportunities for new research.
This work has shown that the no-slip Hagen-Poiseuille flow relation is not capable of 
predicting flow rates for water confined in carbon nanotubes smaller than 1.43nm. Other 
work [65, 66, 68] has suggested that at such small pore sizes continuum flow is not valid 
and has additionally proposed modifications to account for diameter dependence of both 
the slip length and viscosity. These modifications result in improved predictions of the ob­
served flow. The work presented here has highlighted the potential for diameter dependent 
optimum flow conditions; the (15,0) nanotube clearly showed higher flow rates than the 
smaller (9,0) and (12,0) nanotubes, which might be expected, but it also showed higher 
flow rates than the larger (18,0) nanotube. Although many studies have been conducted 
in this field, most simulation studies use arm-chair nanotubes of larger diameters and so it 
has not been possible to corroborate this result. Clearly further investigation is required 
to determine if the enhanced flow shown for the (15,0) nanotube can be repeated and as­
suming it is a ‘true’ result what the cause is and whether other combinations of diameter 
and chirality can show similar enhancements. Such results could lead to optimisation in 
design of future nano-transport devices.
The transport properties of water confined in carbon nanotubes make them an at­
tractive option for desalination, and studies have investigated their use in electrodes for 
flow-through capacitor (FTC) desalination and as alternative membranes for reverse os­
mosis (RO) desalination [69, 57].
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So far the termination of the open carbon bonds at the ends of carbon nanotubes is 
yet to be thoroughly investigated, though it is an unavoidable factor in the experimental 
work, and has been shown to affect the entry of ions such as Na+ and Cl". It is therefore 
currently unclear how such termination would effect the suggested diameter dependence of 
ion rejection. Corry [57] found that using functionalised nanotubes improved ion rejection 
but also reduced flow rates. If particular nanotubes (such as the (15,0) suggested by this 
work) have higher flowrates than other diameters and chiralities then using particular 
nanotubes could compensate for the reduction in flowrates caused by functionalisation. 
Overall, there is a need to better understand the transport, or lack thereof, of salinated 
water and to bring together temperature, diameter and electrostatic dependencies of ion 
rejection or entry into the nanotubes, with a suitable diffusive model for the transport 
through the interior of the tubes.
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