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L’audio numérique s’est déployé de façon phénoménale au cours des dernières décennies, 
notamment grâce à l’établissement de standards internationaux. En revanche, l’imposition 
de normes introduit forcément une certaine rigidité qui peut constituer un frein à 
l’amélioration des technologies déjà déployées et pousser vers une multiplication de 
nouveaux standards. 
Cette thèse établit que les codecs existants peuvent être davantage valorisés en améliorant 
leur qualité ou leur débit, même à l’intérieur du cadre rigide posé par les standards établis. 
Trois volets sont étudiés, soit le rehaussement à l’encodeur, au décodeur et au niveau du 
train binaire. Dans tous les cas, la compatibilité est préservée avec les éléments existants. 
Ainsi, il est démontré que le signal audio peut être amélioré au décodeur sans transmettre 
de nouvelles informations, qu’un encodeur peut produire un signal amélioré sans ajout au 
décodeur et qu’un train binaire peut être mieux optimisé pour une nouvelle application. 
En particulier, cette thèse démontre que même un standard déployé depuis plusieurs 
décennies comme le G.711 a le potentiel d’être significativement amélioré à postériori, 
servant même de cœur à un nouveau standard de codage par couches qui devait préserver 
cette compatibilité. Ensuite, les travaux menés mettent en lumière que la qualité subjective 
et même objective d’un décodeur AAC (Advanced Audio Coding) peut être améliorée sans 
l’ajout d’information supplémentaire de la part de l’encodeur. Ces résultats ouvrent la voie 
à davantage de recherches sur les traitements qui exploitent une connaissance des limites 
des modèles de codage employés. Enfin, cette thèse établit que le train binaire à débit fixe 
de l’AMR-WB+ (Extended Adaptive Multi-Rate Wideband) peut être compressé davantage 
pour le cas des applications à débit variable. Cela démontre qu’il est profitable d’adapter 
un codec au contexte dans lequel il est employé. 
 
Mots clés : audio numérique, télécommunications, standards de télécommunication, 




Digital audio applications have grown exponentially during the last decades, in good part 
because of the establishment of international standards. However, imposing such norms 
necessarily introduces hurdles that can impede the improvement of technologies that have 
already been deployed, potentially leading to a proliferation of new standards. 
This thesis shows that existent coders can be better exploited by improving their quality 
or their bitrate, even within the rigid constraints posed by established standards. Three 
aspects are studied, being the enhancement of the encoder, the decoder and the bit stream. 
In every case, the compatibility with the other elements of the existent coder is maintained. 
Thus, it is shown that the audio signal can be improved at the decoder without transmitting 
new information, that an encoder can produce an improved signal without modifying its 
decoder, and that a bit stream can be optimized for a new application. 
In particular, this thesis shows that even a standard like G.711, which has been deployed 
for decades, has the potential to be significantly improved after the fact. This contribution 
has even served as the core for a new standard embedded coder that had to maintain that 
compatibility. It is also shown that the subjective and objective audio quality of the AAC 
(Advanced Audio Coding) decoder can be improved, without adding any extra information 
from the encoder, by better exploiting the knowledge of the coder model’s limitations. 
Finally, it is shown that the fixed rate bit stream of the AMR-WB+ (Extended Adaptive 
Multi-Rate Wideband) can be compressed more efficiently when considering a variable bit 
rate scenario, showing the need to adapt a coder to its use case. 
 
 
Key words: digital audio, telecommunications, telecommunication standards, digital signal 
processing, audio coding, transform coding, entropy coding, audio enhancement.
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CHAPITRE 1  
Introduction 
L'audio numérique a connu un essor phénoménal jusqu'à maintenant, en partie dû à 
l'instauration de standards internationaux qui habilitent les communications entre des 
équipements de diverses origines. En revanche, l’imposition de telles normes introduit 
forcément des contraintes qui deviennent ultimement des obstacles pour l’amélioration de 
la qualité des codecs existants ou du moins pour leur adaptation aux exigences particulières 
de nouvelles applications. Parallèlement, la multiplication du nombre de standards peut 
engendrer des pertes de qualité lorsque des systèmes incompatibles communiquent entre 
eux et que cela impose le transcodage d’un format à l’autre. 
De toute évidence, il devient impératif d’envisager des façons d’améliorer, d’adapter et de 
valoriser les codecs existants, tout en préservant la compatibilité avec les standards établis. 
L’industrie des télécommunications saura bénéficier de nouvelles technologies qui 
permettent de répondre aux besoins de nouvelles applications grâce à l’amélioration et à 
l’adaptation de codecs existants. Plusieurs avantages pourront en être retirés, soit de 
disposer de systèmes et de contenus déjà disponibles et d’avoir accès à des codecs qui ont 
déjà été soigneusement développés, testés et rigoureusement caractérisés. 
Ce constat mène aussitôt à trois volets de recherche, à savoir s’il est possible d’améliorer 
la qualité d’un codec en modifiant l’encodeur sans briser la compatibilité avec les 
décodeurs déployés, s’il est possible d’améliorer la qualité d’un décodeur sans ajouter de 
nouvelles informations provenant de l’encodeur et si le train binaire d’un codec peut être 
compressé davantage, pour la même qualité, en tenant compte du contexte qui diffère entre 
la nouvelle application et celui qui a motivé le standard au départ. En somme, est-il 
possible de valoriser des codecs existants en améliorant leur qualité subjective et en 
les adaptant aux particularités d’une nouvelle application, tout en demeurant à 




En particulier, cette thèse propose de répondre à cette question en présentant des exemples 
de solutions originales pour les trois volets impliqués. Ainsi, l’objectif visé est de 
démontrer que des améliorations significatives peuvent être apportées au niveau de 
l’encodeur, du décodeur et du train binaire et ce, tout en préservant la compatibilité avec 
les standards établis. 
Dans un premier temps, un traitement est proposé au décodeur du codec AAC pour maîtriser 
la dégradation des signaux transitoires lorsque le débit est insuffisant pour atteindre la 
transparence. Cette situation se présente dans les codecs modernes, puisqu’ils sont basés 
sur une transformée fréquentielle. Les signaux transitoires nécessitent un débit plus élevé 
que la moyenne dans un codec par transformée, tandis que le recours à un débit variable ou 
l’ajout d’un délai pour intégrer un réservoir de bits n’est pas toujours possible. En général, 
il existe deux types d’algorithmes pour rehausser un signal au décodeur, soit ceux qui 
requièrent des modifications à l’encodeur et au train binaire, puis ceux qui s’appliquent 
uniquement au décodeur, sans information supplémentaire. L’avantage du premier type 
d’algorithme est l’accès au signal original, ce qui amenuise le risque de modifier démesuré-
ment un signal. Toutefois, cette façon de faire est incompatible avec les encodeurs déjà 
déployés et elle implique aussi de réserver une partie du débit disponible pour corriger un 
problème dont la cause est le manque de débit. L’avantage du deuxième type d’algorithme 
est qu’il préserve la compatibilité, puisqu’il ne requiert aucun débit supplémentaire, ni 
aucun changement à l’encodeur et au train binaire. Toutefois, la modification au signal peut 
être mal adaptée, voire exagérée, y introduisant des artefacts à son tour. La présente thèse 
propose une troisième voie, soit un algorithme qui exploite de l’information déjà disponible 
au décodeur, mais qui s’avère être sous-utilisée. Cette proposition permet de minimiser 
l’artefact de pré‐écho et d’étalement temporel, sans référence directe au signal original. Elle 
s’appuie sur une modélisation des limites de représentation du codage par transformée 
employé, de sorte que l’amplitude du traitement puisse être contrôlée avec exactitude pour 
modifier le signal à l’intérieur de la limite de ce qui aurait pu générer le train binaire reçu. 
Le résultat est une augmentation de la qualité subjective et même de la qualité objective des 
signaux produits par le décodeur. Par conséquent, l’encodeur pourrait être employé à un 
débit moyen ou à des débits de pointe plus faibles avant que la dégradation des signaux 




Dans un deuxième temps, il est proposé d’améliorer significativement la qualité du 
standard G.711 en ne modifiant que son encodeur. En fait, cette problématique s’est 
présentée après qu’il ait été proposé, pour le standard G.711.1, de concevoir un nouveau 
codec par couches imbriquées ayant le G.711 comme cœur. Puisque la qualité du G.711.1 
dépend de la qualité de l’encodeur G.711, l’objectif a été fixé de démontrer qu’il est 
possible de rehausser significativement un standard en ne modifiant que son encodeur, peu 
importe sa durée d’existence ou sa simplicité, tout en préservant la compatibilité avec les 
décodeurs déjà déployés. Depuis des décennies, ce standard est resté inchangé, avec une 
quantification non-linéaire de 8 bits et une fréquence d’échantillonnage de 8 kHz. 
Néanmoins, des technologies plus performantes sont apparues depuis, comme le codage 
de la parole ACELP (Algebraic Code-Excited Linear Prediction). Puisque ces nouvelles 
technologies sont basées sur un filtrage à l’encodeur et le filtrage inverse au décodeur, 
elles ne pouvaient pas être intégrées comme tel dans l’encodeur G.711. Par conséquent, 
une mise en forme spectrale du bruit à l’encodeur, contrôlée par un filtrage fortement 
inspiré du modèle perceptuel des codecs ACELP, a été développée. Bien que la mesure 
objective du bruit augmente suite au traitement, la qualité subjective est augmentée de 
façon significative, particulièrement pour les signaux de faible amplitude où le nombre de 
bits utiles est moindre. De plus, la mise en forme spectrale du bruit et le modèle perceptuel 
développés ont servi dans la conception de la couche d’amélioration de 16 kbps. Ainsi, 
grâce à ces innovations, l’ancien standard a été revalorisé, la rétrocompatibilité avec les 
décodeurs déployés est préservée et l’option existe maintenant pour augmenter davantage 
la qualité avec un débit supplémentaire dans un nouveau standard. 
Enfin, il a été proposé de compresser le train binaire d’un codec existant pour réduire son 
débit de façon notable, en particulier lorsqu’il est employé dans une application où les 
conditions diffèrent de celles qui prévalaient à sa conception. Ainsi, lors du développement 
d’un nouveau standard, le contexte d’utilisation est généralement bien défini. Celui-ci fixe 
des paramètres comme la taille des paquets de données transmis, qui peuvent être de taille 
constante, les délais algorithmiques admissibles et d’autres choix de conception qui dépen-
dent en particulier du taux d’erreur sur le canal de communication. Donc, lorsqu’un codec 




différent, il est fort possible qu’il ne soit pas optimal tel qu’il a été conçu. Par conséquent, 
cette thèse propose de tester cette hypothèse en compressant sans perte le train binaire du 
mode TCX (transform coded excitation) de l’AMR-WB+, en supposant une situation où 
le débit variable est possible et où la gestion des erreurs de canal n’est pas un souci. Les 
contributions qui seront présentées permettent de répondre favorablement à cette hypothèse, 
puisque la quantité de données requise pour le train binaire a été réduite jusqu’à 87% de sa 
taille originale en relâchant des contraintes qui étaient présentes lors de la conception du 
codec. Ces résultats signifient que l’AMR-WB+, un codec conçu pour des débits fixes, 
pourrait être davantage valorisé au sein d’applications spécifiques comme la sauvegarde 
d’audio sur disque. Ces applications pourraient profiter d’un codec déjà bien caractérisé, en 
ne réduisant que son débit moyen ou en profitant d’un mode de qualité supérieur à l’encodeur. 
Somme toute, les résultats obtenus dans cette thèse permettent de conclure que la modifica-
tion de codecs existants à l’intérieur du cadre rigide posé par les standards établis est non 
seulement souhaitable, mais possible et offre de nombreux avantages. Le rehaussement et 
la valorisation de standards existants semblent être une piste de recherche sous-exploitée, 
où de nombreux gains seraient encore possibles. En particulier, le post-traitement basé sur 
une modélisation des limites des représentations employées pour le codage mérite d’être 
étudié davantage. Enfin, chaque fois qu’un codec existant est optimisé pour offrir une 
meilleure qualité ou pour servir de base à une nouvelle extension, les coûts de 
développement et les éventuels problèmes de transcodage sont minimisés. 
Cette thèse se compose principalement de quatre parties. Dans un premier temps, le 
chapitre 2 présente l’état de l’art pertinent à ce projet. Pour bien saisir les sujets présentés, 
un portrait de la psychoacoustique, des défauts subjectifs, des codecs modernes et des 
techniques de compression sans perte est nécessaire, ainsi qu’une revue des techniques 
existantes de réduction d’artéfacts. Puis, les trois autres chapitres présentent les contri-
butions de cette thèse. D’abord, le chapitre 3 présente le rehaussement des transitoires au 
décodeur. Ensuite, le chapitre 4 porte sur le sujet de la modification de l’encodeur du G.711. 
Puis, le chapitre 5 traite de la compression sans perte d’un train binaire existant. Enfin, la 
thèse conclue sur le résultat des contributions et les perspectives de recherches futures.
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CHAPITRE 2  
Codage de la parole et de l’audio 
Ce chapitre présente l’état de l’art pertinent à la question de recherche. Toutefois, les 
éléments très spécialisés et qui sont spécifiques à chacune des contributions présentées 
dans les chapitres qui suivent seront traités dans le chapitre correspondant. Ainsi, le 
chercheur expert dans ce ou ces domaines pourra consulter n’importe quel chapitre de 
façon indépendante. 
D’abord, la section 2.1 introduit des éléments de base de la psychoacoustique que l’on 
retrouve dans la majorité des codeurs. Ensuite, pour comprendre quels éléments peuvent 
être améliorés ou modifiés dans un codec, la section 2.2 classe les différents attributs que 
l’on y retrouve, avec un accent sur l’évaluation de la qualité sonore de façon objective et 
subjective. Puis, la section 2.3 recense les principales familles de codeurs pour la parole et 
l’audio. Pour sa part, la section 2.4 énumère plusieurs des artéfacts qui peuvent découler 
des codeurs présentés, tandis que la section 2.5 présente des exemples de techniques de 
réduction de ces défauts. Enfin, la section 2.6 sert d’introduction aux méthodes de codage 
entropique qui sont fréquemment employées par les codeurs pour réduire davantage leur 
débit. 
2.1 Éléments de psychoacoustique 
La psychoacoustique s’intéresse aux phénomènes se rapportant à la physiologie et au 
mécanisme psychosensoriel de l’audition. Cette section propose un survol de ce domaine 
à partir des ouvrages de références classiques [1-3]. L’accent sera mis sur les éléments qui 
sont pertinents au codage perceptuel de l’audio et à la perception d’artéfacts de codage. 




2.1.1 Le seuil de l’audition 
Le seuil de l’audition est défini comme étant la quantité d’énergie minimale requise pour 
qu’une tonalité pure soit détectée par le système auditif en absence d’autre stimulus. Les 
mesures courantes sont le MAP (Minimal Audible Pressure) qui mesure le seuil 
d’audibilité d’une pression acoustique présentée très près du tympan d’une seule oreille et le 
MAF (Minimal Audible Field) qui mesure le seuil d’audibilité d’un champ acoustique 
présenté aux deux oreilles avec des haut-parleurs en chambre anéchoïque. Des variations 
de plus ou moins 20 décibels (dB) du seuil selon les individus sont considérées normales, 
en particulier pour les hautes fréquences lorsque l’individu est plus âgé. De plus, si la durée 
des tonalités est inférieure à 300 ms, les chances de détection varient presque linéairement 
avec la durée, car il s’agit plutôt d’une mesure du phénomène d’intégration temporelle. 
Les informations sur le seuil de l’audition s’avèrent utiles pour le codage de l’audio de 
qualité transparente, car ce seuil peut servir à définir le plancher de bruit acceptable pour 
un système. Toutefois, pour le codage audio à plus bas débit, les phénomènes de masquage 
fréquentiel et temporel seront d’une plus grande importance. 
2.1.2 Les variations sonores minimales perceptibles 
Le système auditif possède une résolution en intensité, en durée, en fréquence et en phase. 
Ainsi, le seuil différentiel est défini comme étant la variation minimale requise par un 
signal pour être perçue. On s’intéresse donc ici aux changements minimaux perceptibles 
au niveau de la fréquence, de la durée et de l’intensité des signaux sonores. 
En ce qui concerne l’amplitude, on dénote souvent un décibel comme étant la résolution 
du système auditif. Toutefois, notre habileté à détecter une variation d’intensité dépend de 
la nature du son (tonalité ou bruit), de sa fréquence et de son intensité nominale. Dans des 
conditions idéales, le seuil de détection de la variation d’amplitude d’un bruit blanc d’au 
moins 30 dB est pratiquement constant à 0.7 dB. Par contre, lorsqu’il s’agit d’une tonalité 
pure, ce seuil a tendance à diminuer lorsque l’intensité augmente. 
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Le système auditif est aussi limité par une certaine résolution fréquentielle. Le seuil de 
détection minimal audible pour une variation en fréquence dépend de la fréquence 
nominale. De plus, les valeurs mesurées dépendent de la technique utilisée. D’une part, si 
le test consiste à présenter d’abord une tonalité de référence de fréquence f (en Hz) et 
ensuite une deuxième de fréquence f +Δf, la résolution du système auditif peut être 
approximée par la relation suivante [1, 4] : 
 ( )log 0.02637 0.5139f f∆ ≈ −  .  (2.1) 
Cette technique a l’avantage d’être relativement simple, mais le résultat n’est pas indépen-
dant de la mémoire auditive. D’autre part, si le test consiste à déterminer si une tonalité 
modulée en fréquence est identique à la même tonalité sans modulation, la discrimination 
en fréquence Δf  peut être approximée comme étant constante à 3.6 Hz sous  f  =  514.3 Hz 
et comme une relation linéaire 0.007 f  Hz par la suite. Cela signifie que la résolution 
fréquentielle du système auditif est excellente, étant d’environ 0.7% pour les fréquences 
au-dessus de 500 Hz. Toutefois, ce pouvoir de résolution fréquentielle diminue progres-
sivement lorsque la fréquence de modulation augmente au-delà d’environ 8 Hz. Comme 
le pouvoir de résolution du système auditif est aussi influencé par le masquage, cette 
résolution diminue aussi lorsqu’un bruit de fond est ajouté. 
2.1.3 Le masquage et la sélectivité en fréquence 
La sélectivité du système auditif consiste en notre habileté à détecter un son en présence 
d’un autre. Cette sélectivité est généralement mesurée par l’entremise du phénomène de 
masquage, qui agit en temps et en fréquence. Dans les deux cas, le masquage est défini 
comme le processus selon lequel le seuil d’audibilité pour un son « masqué » est augmenté 
par la présence d’un autre son, soit le son « masquant ». L’augmentation du seuil 
d’audibilité du son « masqué » est mesurée en décibels. En général, un son sera plus 
facilement masqué lorsque le son masquant possède des composantes fréquentielles 
proches ou identiques à celui-ci. Cela se produit car un signal excite, à l’intérieur du 
système auditif, une plage de fréquences plus large que celle du signal lui-même. En guise 




d’illustration, la figure 2.1 présente le patron d’excitation d’une onde de 1 kHz pour 
différentes intensités, considérant qu’il s’agit d’un phénomène non-linaire [1]. 
 
Figure 2.1 – Patron d’excitation d’une tonalité de 1kHz à 30, 50, 70 et 90 dB 
Pour le codage audio, les patrons d’excitation peuvent servir à calculer une courbe de 
masquage qui détermine le niveau de bruit de quantification qui sera toléré dans chaque 
bande de fréquences. 
Les patrons d’excitation permettent aussi de déterminer l’allure des « filtres auditifs » qui 
peuvent servir à modéliser le système auditif. Ces filtres auditifs peuvent être vus comme 
un banc de filtres passe-bandes qui se superposent largement, qui sont de largeurs 
croissantes en fréquence et qui ont une réponse en fréquence non-linéaire en fonction de 
l’intensité. Un tel réseau de filtres suivi de détecteurs d’énergie peut servir à modéliser les 
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Une simplification de ces filtres auditifs, aussi employée pour le codage audio, est connue 
sous le nom de « bandes critiques ». Contrairement au filtre auditif, les bandes critiques 
sont considérées comme étant un banc de filtres passe-bandes rectangulaires et sans 
recouvrement. Une technique de mesure courante pour évaluer la largeur de ces bandes est 
basée sur la définition suivante : un bruit à bande étroite d’un niveau donné est toujours 
perçu avec la même intensité, tant que la bande passante de celui-ci ne dépasse pas la 
largeur d’une bande critique. Dans ce cas, l’unité de mesure est l’échelle Bark. Elle est 
graduée de 1 à 24 et elle a été publiée par Zwicker avec des extrémités à : 0, 100, 200, 300, 
400, 510, 630, 770, 920, 1080, 1270, 1480, 1720, 2000, 2320, 2700, 3150, 3700, 4400, 
5300, 6400, 7700, 9500, 12000 et 15500 Hz [2]. Les largeurs de ces bandes critiques en 
fonction de la fréquence f  peuvent aussi être approximées par l’équation suivante : 
 ( ) ( )
0.69225 75 1 1.4 /1000cBW f f = + +     (Hz). (2.2) 
D’autres études présentent des valeurs différentes, puisqu’elles reposent sur une technique 
de mesure très différente. Pour les différentier, on nomme cette mesure la « largeur de 
bande rectangulaire équivalente » (ERB, Equivalent Rectangular Bandwidth). L’ERB est 
basé sur un test conçu par Patterson qui consiste à mesurer le seuil de masquage d’une 
tonalité noyée dans un bruit situé de chaque côté de celle-ci, en variant la largeur de la 
zone sans bruit (figure 2.2) [1]. Mesurée de cette façon, la largeur d’un ERB en fonction 
de la fréquence f  est approximée par l’équation suivante : 
 ( ) 0.10794 24.7ERB f f= +    (Hz). (2.3) 
Enfin, pour améliorer leur efficacité et leur qualité subjective, les codeurs audio ont intérêt 
à analyser les signaux audio en bandes de largeur proportionnelle aux bandes critiques ou 
ERB, au lieu de les regrouper simplement de façon linéaire ou logarithmique. 





Figure 2.2 – Mesure de l’ERB par la technique de Patterson 
2.1.4 Le masquage et la résolution temporels 
En plus d’être limité en résolution fréquentielle, le système auditif possède aussi une 
résolution temporelle imparfaite.  De nombreux tests permettent de corroborer que la 
résolution temporelle du système auditif est de l’ordre de deux à cinq millisecondes. 
 
Figure 2.3 – Phénomène de masquage temporel 
Le système auditif possède aussi un mécanisme de masquage dans le temps. Même après 
avoir retiré un signal masquant, il peut continuer à influer sur le seuil de l’audition durant 
une période pouvant atteindre jusqu’à 200 ms. La durée et le niveau de ce masquage 
dépendent de l’intensité et de la durée du signal masquant. De plus, bien que ce soit un 
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influence sur le seuil de l’audition de signaux apparus quelques millisecondes auparavant. 
La figure 2.3 illustre le phénomène de masquage temporel autour d’un signal masquant. 
Toutefois, cet effet s’atténue lorsque l’entrainement des auditeurs augmente, ce qui laisse 
croire qu’il est davantage lié à la réaction des réseaux de neurones du système auditif qu’à 
un mécanisme physique au niveau de la membrane basilaire. Ce phénomène est tout de 
même employé pour justifier l’efficacité de certaines techniques appliquées dans le codage 
audio, comme l’ajustement des tailles des blocs de traitement et la mise en forme du bruit 
de quantification dans le temps (TNS, Temporal Noise Shaping) [5, 6]. 
2.2 Attributs d’un codeur de parole ou d’audio 
Pour être en mesure d’améliorer certains aspects d’un codec existant, tel que proposé dans 
cette thèse, il faut d’abord en définir ses caractéristiques. Il est important d’avoir un portrait 
d’ensemble des différents attributs, puisque l’amélioration d’un aspect est souvent réalisée 
au détriment d’un autre. Cette section définit donc les différents attributs d’un codec de 
parole ou d’audio, comme la qualité et le débit. 
2.2.1 Qualité sonore 
La qualité par rapport au débit est l’une des caractéristiques fondamentales de tout codec 
de parole ou d’audio. En fonction des modifications effectuées au signal, de la disponibilité 
d’un signal de référence et de la nature du résultat désiré, la qualité sonore peut être évaluée 
de façon objective ou subjective. 
Mesures objectives 
En premier lieu, la qualité objective comprend les mesures d’erreur qui ne tiennent peu ou 
pas du tout compte de la perception. La mesure la plus connue est le rapport signal à bruit 
(RSB), normalement exprimé en dB. Il existe aussi la mesure de l’intermodulation qui fait 
ressortir les erreurs non linéaires d’un système et la distorsion spectrale qui peut faire 
abstraction de la phase. Certaines échelles existent pour modéliser sommairement la réponse 




en fréquence du système auditif pour une variété d’intensités sonores (dBA et dBC). 
L’avantage des mesures objectives est leur reproductibilité et l’absence d’interaction hu-
maine. Par contre, elles peuvent être de très mauvais prédicteurs de la qualité subjective. 
Évaluation subjective 
L’évaluation de la qualité subjective comprend les approches où des auditeurs évaluent 
des extraits sonores à partir de ce qu’ils peuvent entendre et percevoir à l’aveugle. Les 
tests varient selon l’objectif visé et le niveau de dégradation ou de différence entre les 
extraits. Par exemple, cet objectif peut être de mesurer la ressemblance entre un extrait 
encodé et l’original ou de déterminer laquelle des deux versions est préférée des auditeurs, 
sans référence à un signal original. Parmi les tests subjectifs les plus utilisés, il existe entre 
autres le test MOS (Mean Opinion Score) [7], le MUSHRA (MUltiple Stimuli with Hidden 
Reference and Anchor) [8], le test A/B et le test A/B-X (BS.1116) [9, 10]. 
Estimation objective de la qualité subjective 
Les tests subjectifs représentent sans contredit l’approche la plus appropriée pour évaluer 
de nouveaux codeurs ou algorithmes de nature perceptuelle. Toutefois, le temps et les coûts 
requis par ces tests peuvent être problématiques lorsque de nombreuses évaluations sont 
requises, comme lors de la mise au point d’un codec. Des mesures objectives de qualité 
ont donc été développées, où une modélisation du système auditif permet de prédire la 
qualité subjective. Plusieurs algorithmes ont été développés pour divers tests subjectifs à 
estimer (MOS, MUSHRA, etc.) et ce, avec divers degrés de perfectionnement de leur 
modèle psychoacoustique. De plus, le modèle peut être très général ou spécialisé pour des 
signaux de parole. Une liste non exhaustive de ces modèles inclut le « Noise to Mask 
Ratio » (NMR, FhG-IIS) [11], le « Perceptual Audio Quality Measure » (PAQM, KPN) 
[12], le « Perceptual Speech Quality Measure » (PSQM) [13], le « Perceptual Evaluation 
of Audio Quality » (PEAQ) [14, 15], le « Perceptual Evaluation of Speech Quality » 
(PESQ) [16], le « Perceptual Objective Measure » (POM, CCETT) [17], le « Perceptual 
Evaluation » (PERCEVAL, CRC) [18], le PEMO-Q (PErception MOdel - Quality 
assessment) [19] et le « Disturbance Index/Distortion Index » (DIX, TU-Berlin).  
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La plupart de ces algorithmes ont en commun un modèle psychoacoustique basé sur une 
modélisation de l’oreille externe (HRTF, Head-Related Transfer Function), de l’oreille 
interne et des mécanismes de base du cerveau. En général, la membrane basilaire est 
modélisée dans le domaine spectral ou temporel avec des bancs de filtres gammatones, le 
bruit interne du système auditif est simulé pour modéliser le seuil de l’audition, les cellules 
ciliées sont modélisées pour simuler l’étalement temporel et spectral, puis l’adaptation à 
l’intensité sonore est aussi estimée. Certains de ces algorithmes, comme PESQ, tiennent 
aussi compte de la synchronisation entre le signal sous test et le signal de référence. 
2.2.2 Débit numérique 
Étant donné que l’objectif d’un codec est de transmettre un signal avec un débit binaire 
moindre que le format original, le débit est un attribut fondamental. Le débit d’un codec 
peut aussi être classé comme étant constant ou variable. Un débit constant signifie que le 
codeur produit le même nombre de bits pour chaque bloc d’une durée donnée. Il s’agit 
d’une caractéristique qui est requise pour certains types de réseaux. Par contre, le débit 
peut aussi être plus ou moins variable. Par exemple, un codage entropique fera varier le 
débit selon la prédictibilité des paramètres transmis, mais le débit pourra varier encore 
davantage s’il est contrôlé par le modèle perceptuel, puisqu’il variera aussi selon la 
difficulté à représenter le signal fidèlement. Généralement, le débit variable permet 
d’atteindre un meilleur rapport qualité-débit pour un débit moyen donné. Il s’agit donc de 
la solution à privilégier pour certaines applications comme la sauvegarde sur disque dur. 
Par ailleurs, si le délai algorithmique peut être augmenté de façon significative, l’ajout 
d’un mécanisme de « réservoir de bit » peut transformer un codeur à débit variable en 
codeur à débit fixe en étalant les variations de débit sur plusieurs trames [20]. 
2.2.3 Complexité algorithmique 
Étant donné que les codeurs de parole et d’audio sont utilisés sur une multitude d’appareils, 
incluant des appareils alimentés par pile ou disposant d’une puissance de calcul limitée, la 
complexité algorithmique est souvent un critère important. Dans certains cas, la 




complexité du décodeur est la seule qui est réellement importante, puisque certains types 
d’appareils servent pour l’écoute, mais ne produisent jamais de contenu. Parallèlement, 
certains algorithmes sont conçus de façon à pouvoir réduire leur complexité significative-
ment, en échange de seulement une légère perte de qualité. 
2.2.4 Délai algorithmique (latence) 
Le délai algorithmique est défini comme étant le délai maximal entre l’entrée d’un 
échantillon dans l’encodeur et sa sortie du décodeur. En plus, dans une application réelle, 
le temps de transmission des données sur un réseau et le temps de calcul s’ajoutent à ce 
délai. Généralement, cet attribut est très important pour une communication bidirection-
nelle, mais peut être négligé dans le cas d’une diffusion à sens unique (streaming). 
2.2.5 Robustesse aux imperfections réseau 
Il existe au moins trois types d’erreurs sur des réseaux de communication, soit des bits en 
erreur, des paquets en retard et des pertes de paquets. Toutefois, sur certains types de 
réseaux, un seul bit en erreur a pour effet que le paquet est abandonné au complet. De 
surcroît, lorsque le décodage s’effectue en temps réel, un paquet en retard a aussi un effet 
comparable à un paquet perdu. Néanmoins, un décodeur peut tout de même employer 
l’information reçue en retard pour mettre à jour son état interne et minimiser la propagation 
de l’erreur [21]. À l’opposé, pour certaines applications comme la sauvegarde sur disque, 
le taux d’erreur peut être considéré comme étant nul. 
2.2.6 Autres caractéristiques 
D’autres attributs d’un codec sont importants selon leur application. Par exemple, il existe 
des codeurs hiérarchiques (scalable), des codecs dont l’accès aléatoire à n’importe quel 
moment est possible ou non (sans un décodage complet), des codecs plus simples à 
transcoder ou même rétro-compatibles, ainsi que des codeurs avec des caractéristiques très 
spécifiques à une application. Il existe aussi d’autres paramètres techniques qui sont 
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parfois importants, comme la quantité de mémoire RAM et la quantité de mémoire ROM 
requises par l’implémentation. 
2.3 Algorithmes de codage de la parole et de l’audio 
Les différents modèles de codage de la parole et de l’audio sont d’un grand intérêt pour 
cette étude, puisque la plupart des artefacts produits par des codecs sont dus aux limitations 
de chacun d’eux. Une connaissance de ces techniques de codage permet ainsi de mieux 
comprendre la provenance de certains des artefacts qu’elles introduisent. 
2.3.1 Codage de la parole G.711 
Le standard G.711 définit le codage de la parole à un débit de 64 kbps avec un quantifi-
cateur non-linéaire de 8 bits par échantillon et une fréquence d’échantillonnage de 8000 
échantillons par seconde [22]. Deux lois de compression-extension (companding) existent 
pour introduire la non-linéarité, soit la loi-µ pour l’Amérique du Nord et la loi-A pour 
l’Europe. La loi-µ permet de convertir une valeur quantifiée de façon linéaire sur 14 bits 
en une valeur exprimée avec 8 bits, tandis que la loi-A ne nécessite que 13 bits en entrée. 
Ces lois de compression conservent plus de précision pour les échantillons de faible 
amplitude afin de maximiser le rapport signal à bruit des signaux de faible amplitude. 
2.3.2 Codage de la parole CS-ACELP 
La technologie CS-ACELP (Conjugate Structure ACELP) est très efficace pour le codage 
de la parole à bas débit, car elle repose principalement sur un modèle de production de la 
parole. Cette technologie est employée dans plusieurs standards internationaux actuels, 
comme le récent codec MPEG USAC (Moving Picture Experts Group, Unified Speech and 
Audio Coding), qui permet de sélectionner des débits aussi bas que 8 kbps [23, 24]. Le 
modèle de production de la parole permet une plus grande efficacité de codage par rapport 
aux technologies conçues pour l’audio en général, car ces dernières sont principalement 
limitées à exploiter des notions de psychoacoustique. Un schéma-bloc simplifié du 




décodeur CS-ACELP est présenté à la figure 2.4 [25]. Cette technologie représente 
l’appareil de production de la parole de l’humain grâce à un modèle de prédiction linéaire 
et d’excitation par code. Un filtre à court terme modélise le conduit vocal, une excitation 
innovatrice modélise les fricatives et la formation de nouveaux sons, tandis qu’une 
excitation adaptative représente efficacement la vibration des cordes vocales. 
 
Figure 2.4 – Schéma-bloc haut-niveau du décodeur CS-ACELP 
2.3.3 Codage perceptuel de l’audio 
La structure de la majorité des codecs audio, incluant le MPEG-1 layer 1, 2 et 3 (MP3) et 
le MPEG-2 (AAC), est similaire à celle illustrée à la figure 2.5 [26].  
 
Figure 2.5 – Structure générale d’un encodeur audio MPEG 
La stratégie d’un codeur audio perceptuel est de représenter et de transmettre seulement le 
strict minimum nécessaire pour reproduire un signal qui sera perçu comme étant identique 
à l’original. Dans les cas où les contraintes de débit ou autres ne permettent pas d’atteindre 
la transparence, la dégradation doit être la plus graduelle possible. Les différences entre 
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(QMF: Quadrature Mirror Filter, DFT: Discrete Fourier Transform, ou MDCT: Modified 
Discrete Cosine Transform), des outils employés lors de la quantification (prédiction, 
quantification vectorielle, codage entropique), de la complexité du modèle psycho-
acoustique et de la présence de techniques plus récentes comme la mise en forme 
temporelle du bruit de quantification (TNS) [5, 6] et la réplication de bandes spectrales 
(SBR, Spectral Band Replication) [27]. 
L’analyse temps-fréquence permet de transformer le signal d’entrée dans un domaine 
approprié pour la mise en forme du bruit de quantification en tenant compte des limites du 
système auditif. La transformation permet aussi la réduction des redondances, en compac-
tant l’énergie dans un nombre plus restreint de coefficients. L’analyse psychoacoustique, 
qui peut être basée sur une transformée différente de l’analyse précédente, permet d’allouer 
un nombre de bits à chacune des bandes de fréquences de chaque bloc temporel, contrôlant 
ainsi la quantité de bruit de quantification injectée dans chaque carreau temps-fréquence. 
La grande majorité des codecs modernes emploient une analyse temps-fréquence basée sur 
la transformée MDCT et le principe d’annulation de repliement dans le domaine temporel 
(TDAC, Time Domain Alias Cancellation). En l’absence de quantification et en respectant 
les définitions de Princen et Bradley pour le fenêtrage des signaux, la MDCT permet une 
reconstruction parfaite du signal tout en maintenant un échantillonnage critique [28]. Cette 
propriété permet de minimiser certains défauts en ayant un recouvrement de 50% des 
fenêtres d’analyse temporelle, tout en évitant de doubler le nombre de coefficients dans le 
domaine de la transformée. La façon d’employer la transformée MDCT en respectant le 
principe de reconstruction parfaite est présentée à la figure 2.6. En résumé, cette 
reconstruction fonctionne puisque la MDCT est l’équivalent d’un repliement dans le 
domaine temporel qui réduit par deux le nombre de coefficients, suivi d’une transformée 
DCT-IV (Discrete Cosine Transform, type 4). Ensuite, la MDCT inverse est l’équivalent 
d’une autre transformée DCT-IV et d’un dépliage dans le domaine temporel. Puisque la 
DCT-IV est une transformée orthogonale et que l’opération de pliage-dépliage s’annule 
lors de l’addition avec recouvrement, le tout peut s’effectuer sans perte. Plus de détails sur 
ces opérations sont présentés dans la section 3.2. 
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Figure 2.6 – Échantillonnage critique avec la transformée MDCT 
2.3.4 Codage hybride de la parole et l’audio avec le TCX 
Pour combler l’écart entre le codage spécialisé de la parole à très bas débit et le codage 
perceptuel de l’audio, l’AMR-WB+ a proposé un codeur hybride ACELP-TCX [29]. 
Celui-ci propose un aiguillage dynamique entre le mode CS-ACELP et un mode basé sur 
la transformée de Fourier et où l’excitation du filtre est quantifiée vectoriellement (TCX). 
De plus, ce nouveau mode permet de composer avec des fenêtres plus ou moins longues 
pour encoder plus efficacement des signaux stationnaires. Plus de détails sur le mode TCX 
sont présentés dans la section 5.2. 
2.3.5 Codage universel de la parole et l’audio dans le codec USAC 
Afin d’améliorer les performances obtenues avec l’AMR-WB+ sur des signaux audio à 
plus haut débit, un nouveau standard MPEG de « codage parole et audio unifié » nommé 
USAC a été proposé [24]. Ce codec combine tous les avantages de l’AMR-WB+ aux 
itérations les plus récentes de l’AAC, en plus d’ajouter de nouvelles technologies. 
Notamment, la transformée de Fourier et l’AVQ (Adaptive Vector Quantizer) du mode 
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TCX ont été remplacés par une transformée MDCT et un quantificateur partagé avec le 
mode de codage audio. Ensuite, un codeur arithmétique contextuel a été ajouté pour réduire 
le débit requis pour la transmission des coefficients quantifiés [30]. Plusieurs des 
innovations présentes dans USAC ont aussi été intégrées dans un autre codeur pour la 
parole et l’audio, le codec EVS (Enhanced Voice Services) [31, 32]. 
2.4 Artefacts introduits par le codage à bas débit 
La nature et l’audibilité des artefacts introduits par le codage audio à bas débit diffèrent 
considérablement des autres types de distorsions rencontrés dans le passé avec les 
systèmes analogiques, comme le pleurage et le scintillement (wow and flutter). Cette 
section résume les artéfacts les plus communs et les plus dommageables pour la qualité 
subjective d’un codeur. La connaissance de ces artéfacts aidera à cibler celui ou ceux qui 
ont le plus avantage à être corrigés, tel que soutenu dans cette thèse. Une revue plus 
complète des artefacts de codage est présentée dans les publications de Marins [33, 34], 
Liu [35, 36] et Erne [37]. 
2.4.1 Atténuation et modulation de bandes fréquentielles 
Un des artefacts ayant l’impact le plus néfaste est la réduction de la bande de fréquence 
reproduite. Néanmoins, la majorité des codeurs doivent sacrifier de la bande passante 
lorsque le débit alloué est trop faible. Certains systèmes sont moins affectés par ce défaut, 
tels les systèmes multicanaux (p. ex. « 5.1 »), où cet artefact est peu nocif lorsqu’il 
n’affecte que le canal central employé pour la parole ou pour des canaux arrières qui ne 
sont employés que pour l’ambiance [38, 39]. Cet artefact peut aussi avoir d’autres causes 
que le manque de débit. Notamment, il existe des implémentations stéréo paramétriques 
qui introduisent ce problème en gérant inadéquatement certains signaux déphasés. 
Parallèlement, il arrive couramment qu’un carreau temps-fréquence ou certaines de ses 
raies spectrales soient mis à zéro par manque de débit disponible. Ainsi, à un certain 
moment, l’effet de ces économies de bits est audible lorsqu’une bande de fréquence alterne 




continuellement entre un état plus ou moins bien quantifié et un état mis à zéro. Cet effet 
de modulation temporelle est connu sous le nom de « birdies ». 
2.4.2 Étalement temporel et pré-écho 
Les codeurs audio modernes traitent des blocs de signal ayant une taille variant 
typiquement entre 256 et 2048 échantillons. Souvent, ces blocs sont transformés dans un 
domaine fréquentiel, à l’aide d’une transformée de Fourier ou de la MDCT. Ensuite, une 
courbe de masquage est calculée et un niveau de bruit de quantification est alloué pour 
chaque bande de fréquences de ce bloc de durée finie. Ce bloc de coefficients spectraux 
est quantifié et transmis au décodeur, qui effectue les opérations inverses. Par conséquent, 
le bruit est mis en forme de façon fréquentielle à l’intérieur du bloc, mais il est réparti dans 
le temps. Dans le cas d’un signal stationnaire localement, l’effet désiré est obtenu. Par 
contre, dans le cas d’un bloc qui renferme un événement temporel transitoire, le bruit est 
étalé dans tout le bloc. Étant donné que l’effet de masquage est beaucoup moins marqué 
pour des sons précédant le signal masquant, le bruit précédant l’événement transitoire est 
audible et cet artéfact porte le nom de pré-écho. Cet artefact doit être minimisé le plus 
possible, car il s’agit d’un défaut ayant un impact fortement négatif pour la majorité des 
auditeurs [33, 34]. Parmi les façons d’y parvenir, il y a la réduction de la taille des blocs 
et la mise en forme temporelle du bruit (TNS) [5] à l’aide d’un filtre de prédiction dans le 
domaine spectral avant la quantification. Toutefois, chacune de ces approches a aussi des 
inconvénients. La diminution de la taille des blocs réduit l’efficacité du codage des signaux 
stationnaires, alors il s’agit d’une alternative qui doit seulement être employée pour des 
signaux contenant un transitoire [35]. Il en va de même pour le TNS, qui requiert une part 
du débit alloué pour transmettre un filtre de prédiction, alors que le manque de débit cause 
déjà un problème. Le TNS peut aussi introduire à son tour des défauts qui sont décrits dans 
la section suivante (2.4.3). Pour illustrer les trois techniques les plus courantes pour 
minimiser le pré-écho, la figure 2.7 présente le cas d’une attaque de castagnettes quantifiée 
après une transformée de 1024 points, après huit transformées de 128 points et après une 
prédiction dans le domaine fréquentiel (TNS). 




Figure 2.7 – Quantification avec bloc long, blocs courts et avec l’outil TNS 
2.4.3 Artefacts introduits par l’outil TNS 
L’outil de mise en forme temporelle du bruit (TNS) employé pour minimiser les problèmes 
de pré-écho peut produire à son tour des artefacts [40]. En effet, il y a d’abord une pénalité 
en ce qui a trait au débit requis pour transmettre le filtre de prédiction. Ensuite, étant donné 
que la mise en forme n’est pas parfaite, le bruit est amplifié autour de l’attaque. Il y a donc 
un bruit important tout juste avant l’attaque et pendant celle-ci, au lieu d’être seulement 
après le début de l’attaque. Ce type de pré-écho est beaucoup moins déplaisant que si la 
mise en forme (TNS) n’avait pas été effectuée, mais elle modifie tout de même l’allure de 
l’attaque. Puis, étant donné que la prédiction spectrale est calculée à partir de la MDCT et 
qu’une MDCT correspond au spectre d’un signal replié dans le temps, le TNS met en forme 
Signal quantifié par un bloc de 1024 
Signal original (castagnettes) 
Signal quantifié par 8 blocs de 128 
Signal quantifié avec l’outil TNS 
Signal quantifié par un bloc de 1024 (erreur) 
Signal quantifié par 8 blocs de 128 (erreur) 
Signal quantifié avec l’outil TNS (erreur) 
0        200      400      600      800     1000 
0        200      400      600      800     1000 
0        200      400      600      800     1000 
0        200      400      600      800     1000 
0        200      400      600      800     1000 
0        200      400      600      800     1000 
0        200      400      600      800     1000 




le bruit autour de l’attaque et aussi autour de sa version « dépliée ». Par conséquent, il se 
peut que ce bruit soit mal annulé par l’opération d’addition avec recouvrement de la trame 
adjacente. Enfin, l’emploi d’un filtre de mise en forme peut augmenter l’énergie totale du 
bruit de quantification, même s’il devient moins audible de par sa mise en forme. 
2.4.4 Artefacts introduits par l’outil SBR 
L’outil de réplication de bandes spectrales (SBR) est une technique de codage para-
métrique à très bas débit qui représente efficacement la bande haute d’un signal à partir de 
la bande basse [27]. Une ou plusieurs bandes dans les fréquences encodées sont translatées 
(recopiées ou modulées) vers les hautes fréquences et modifiées selon des paramètres 
d’enveloppe et de tonalité également transmis au décodeur. Étant un codage paramétrique, 
les bandes hautes sont représentées très efficacement, mais avec l’introduction de 
nouveaux artefacts. D’abord, le choix de la bande basse employée pour générer une bande 
haute peut varier au cours du temps. Pour des signaux à fort contenu tonal, cela peut 
produire des discontinuités fréquentielles semblables à une modulation fréquentielle. 
Ensuite, puisque la bande recopiée n’a pas nécessairement des tonalités alignées avec 
celles de la bande basse, il se produit également un désalignement harmonique. Toutefois, 
ce problème peut généralement être ignoré à cause de la faible résolution du système 
auditif à ces fréquences. Un autre problème survient lorsque la bande haute est plus tonale 
que la bande basse. Dans ce cas, la partie tonale se fait remplacer par une bande de bruit. 
Cependant, il s’agit d’un problème qui peut être minimisé à l’aide d’une mesure tonale à 
l’encodeur. Enfin, il y a un artefact de battement qui devient audible lorsque la translation 
de bandes fréquentielles a pour effet de produire deux tonalités très rapprochées aux 
frontières de ces bandes.  
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2.5 Techniques de réduction des artefacts 
Il existe de nombreux algorithmes de rehaussement de signal ou de réduction de bruit, dont 
certains ont pour objectif de corriger un artéfact de codage à bas débit. Par conséquent, un 
portrait de ces algorithmes, nécessaire à la réalisation des objectifs de cette thèse, sera 
présenté dans cette section. 
2.5.1 Réduction des artefacts de modulation (birdies) 
Avec la transformée de type MDCT, l’amplitude des coefficients d’une tonalité dépend de 
la phase. Donc, d’une trame à l’autre, il peut y avoir une grande variation dans l’amplitude 
des coefficients qui représentent une tonalité de puissance constante. Lorsque la MDCT 
est quantifiée avec peu de bits, cette caractéristique peut introduire une modulation 
d’amplitude en sortie. Cet artefact de modulation est souvent audible, même pour un auditeur 
non entraîné [37]. Une solution partielle au problème décrit ci-dessus est la normalisation 
des coefficients MDCT avant la quantification [41, 42]. Une transformation simple, définie 
par Daudet [41], permet d’obtenir une représentation qui est beaucoup moins sensible à la 
phase. Cela réduit significativement le nombre de cas où l’artefact de modulation survient, 
sans nécessairement les éliminer tous. Enfin, une autre solution consiste à gérer 
implicitement l’allocation des bits à l’encodeur pour les bandes critiques contenant des 
harmoniques importantes [43]. Dans cette proposition, l’allocation de bits est modifiée 
pour réduire les cas où une bande fréquentielle est mise à zéro suivant une trame qui 
contenait des harmoniques importantes. Toutefois, cette solution n’a pas été caractérisée 
convenablement, car sa performance a seulement été estimée à partir d’une analyse des 
spectrogrammes, sans qu’aucun test d’écoute formel n’ait été effectué. Enfin, une autre 
solution pour amoindrir l’effet de « birdies » consiste à ajouter un bruit aléatoire uniforme 
aux bandes mises à zéro, d’une amplitude proportionnelle au pas de quantification [44, 45]. 




2.5.2 Rehaussement de signaux transitoires 
Il existe plusieurs techniques pour minimiser l’effet d’étalement des signaux transitoires 
quantifiés dans un domaine fréquentiel. Le plus évident, employé par la majorité des 
codeurs, est le passage vers un mode avec des blocs plus courts lorsqu’un signal transitoire 
est détecté. Ensuite, plusieurs codecs emploient la technique de mise en forme temporelle 
du bruit de quantification (TNS) [5]. Celle-ci est basée sur le fait qu’une prédiction dans 
le domaine fréquentiel permet la mise en forme du bruit de quantification dans le domaine 
temporel. De cette façon, le bruit de quantification ne précède pas significativement 
l’événement transitoire. Une méthode alternative au TNS a aussi été proposée, où 
l’enveloppe temporelle du signal est transmise, mais sans servir à obtenir un gain de 
prédiction et à augmenter l’efficacité de la quantification à l’encodeur [46]. 
Enfin, il a aussi été proposé de modifier la position de la partie transitoire du signal pour 
qu’elle soit toujours au début d’un bloc [47]. Toutefois, cette méthode requiert aussi la 
transmission d’informations supplémentaires de l’encodeur au décodeur. Aussi, cette 
technique peut avoir un effet néfaste sur l’image stéréophonique si le signal est composé 
de plus d’un canal. De plus, l’efficacité de cette technique dans le contexte d’un 
recouvrement de 50% n’a pas démontrée, malgré qu’un tel recouvrement soit typiquement 
présent dans tous les codecs modernes employant la MDCT. 
D’autres solutions cherchent plutôt à accentuer les signaux transitoires de façon plus 
« exagérée » pour une simple raison de préférence subjective ou pour contrer l’excès de 
compression dynamique présent dans les enregistrements modernes [48, 49]. De tels 
algorithmes sont conçus pour être ajustés au goût de l’usager et non pour corriger l’artéfact 
de pré-écho, mais ils présentent tout de même un intérêt en ce qui a trait aux méthodes 
employées pour détecter et modifier les signaux transitoires. Un constat commun à toutes 
ces méthodes est qu’il faut varier l’intensité du traitement en fonction de la puissance de 
l’événement transitoire au lieu de se limiter à une simple détection binaire et à une simple 
modification de type « tout ou rien ». Un autre constat qui apparaît est qu’il peut être 
avantageux de traiter le signal par bandes critiques, même si l’objectif est de modifier un 
événement limité dans le temps. 
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2.5.3 Post-filtrage perceptuel du bruit 
Il existe des méthodes de filtrages fixes ou adaptatifs pour réduire des problèmes de bruit, 
dont certaines sont basées sur des justifications psychoacoustiques. Notamment, le 
standard AMR-WB (Adaptive Multi-Rate Wideband) possède un post-filtre adaptatif qui a 
pour but d’augmenter l’harmonicité du signal lorsque le codage CS-ACELP est employé 
[50]. Il est aussi possible d’ajouter un post-filtre fixe de sonie (loudness) pour réduire la 
perception de bruit de codage dans ce même codec [51]. Toujours pour l’AMR-WB, un 
post-traitement existe pour augmenter de façon significative la qualité subjective en 
transmettant un masque pour mettre à zéro le bruit entre des harmoniques, ce qui requiert 
un débit non-constant supplémentaire entre 1.2 et 4.0 kbps [52]. Néanmoins, cette 
technologie a été améliorée de façon à employer un masque d’intensité variable et à ne 
nécessiter aucun débit supplémentaire [53, 54]. Finalement, il existe aussi plusieurs 
techniques de réduction de bruit basées sur la soustraction spectrale, donc certaines ont été 
améliorées en y ajoutant des éléments justifiés par la psychoacoustique [55]. 
2.6 Codage entropique 
L’objectif des technologies de compression de l’audio numérique est de réduire la quantité 
de données à stocker ou à transmettre dans le cadre d’une application donnée. Le codage 
perceptuel, avec pertes, vise à ne conserver que les informations jugées pertinentes selon 
les recherches en psychoacoustique. Cependant, que ce soit pour le codage audio avec ou 
sans pertes, la réduction des redondances restantes dans le train binaire est primordiale. 
Dans le cas idéal, la séquence binaire stockée ou transmise doit être complètement 
imprédictible. En d’autres termes, s’il est possible de prévoir l’état d’un bit avec une 
probabilité supérieure à 50%, ce bit n’est pas employé avec 100% d’efficacité. Par 
conséquent, une fois que tout a été fait pour éliminer les redondances dans les paramètres 
transmis, si la distribution de leurs probabilités demeure non-uniforme, il faut concevoir 
un codage entropique pour réduire le débit requis au minimum. 




Un exemple concret permet de constater l’utilité du codage entropique. Supposons que des 
valeurs à transmettre peuvent être le symbole « A » avec une probabilité de 50%, le 
symbole « B » avec une probabilité de 25% ou le symbole « C » avec une probabilité de 
25%. Pour ce cas, le code binaire optimal serait « 1 », « 00 » et « 01 ».  
Symbole Probabilité Code 
A 0.50 1 
B 0.25 00 
C 0.25 01 
Tableau 2.1 – Exemple de dictionnaire de codes à longueur variable 
D’abord, il y a une chance sur deux de retrouver le bit « 1 » qui représente le symbole "A". 
Sinon, le bit « 0 » signifie que le symbole est soit « B » ou « C » et que cela sera déterminé 
par l’état du bit suivant, qui a encore 50% de chances d’être dans un état donné. Dans tous 
les cas, le code est construit de façon à savoir quand il est terminé. Ainsi, le code est 
complet à la réception d’un premier bit à « 1 » ou après la réception d’un bit à « 0 » et d’un 
deuxième bit. Il est donc possible de concaténer ces codes sans problème, car il s’agit de 
codes « sans préfixe », une propriété importante pour des codes à longueur variable. À 
l’opposé, le dictionnaire [0, 1, 00, 01] serait inutile, car il serait impossible de concaténer 
ces codes sans créer une confusion entre « 0 » et « 00 » ou « 01 ». Concrètement, pour 
transmettre la séquence [A, C, A, A, A, B, B, A, C, B, A, C] avec les codes du tableau 2.1, 
la séquence produite serait « 101111000010100101 ». Ainsi, 18 bits sont employés pour 
transmettre 12 symboles, avec 9 bits à l’état « 1 » et 9 bits à l’état « 0 ». La probabilité de 
chaque bit d’être dans un état donné est de 50% et 1.5 bits par symbole sont utilisés en 
moyenne, ce qui représente une économie de 25% du débit par rapport à une représentation 
à un code fixe de 2 bits par symbole. 
Suite à cet exemple, la question se pose à savoir si un code plus efficace existe, soit un 
code qui aurait nécessité moins de 1.5 bits par symbole. Dans ce cas, la réponse est non, 
puisque l’entropie de la source est de 1.5 bits par symbole. Ainsi, le calcul de l’entropie, à 
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partir des probabilités de chaque symbole, permet de connaitre le débit minimum théorique 
qui peut être atteint. L’entropie ( )H X  en bits par symbole, où ( )np x  est la probabilité de 
transmettre le symbole nx , parmi N  symboles, se calcule de cette façon [56, 57] : 






H X p x p x
=
= −∑  bits/symbole. (2.4) 
Concrètement, avec les données de l’exemple précédent : 
 ( ) 2 2 2.5log .5 .25log .25 .25log .25 .5 .5 .5 1.5H X = − − − = + + =  bits/symbole. (2.5) 
2.6.1 Codes de Huffman 
Dans le cas précédent, une solution optimale pouvait être déduite de façon intuitive. Mais 
pour des cas plus complexes, la technique de Huffman permet de concevoir un dictionnaire 
de codes sans préfixe optimal pour un alphabet donné, lorsque la probabilité de chacun de 
ses symboles est connue [58]. Par contre, l’entropie minimale théorique n’est pas 
forcément atteinte, car un code de Huffman attribue un nombre entier de bits par symbole, 
ce qui revient à arrondir la probabilité de chaque symbole à une puissance de 1/2. Le 
codage de Huffman peut donc être considéré comme un cas particulier du codage 
arithmétique, où les fréquences des symboles sont ainsi arrondies.  
Un dictionnaire de Huffman est conçu à l’aide des étapes décrites ci-dessous. 
1. Trier les symboles en ordre (croissant ou décroissant) de probabilité 
2. Unir les deux symboles ayant les probabilités les plus faibles (ex. : x3 et x5) 
3. Leur assigner respectivement les bits « 1 » et « 0 » (ou toujours l’inverse) 
4. Additionner les deux probabilités choisies, puis répéter à partir de l’étape (2) 
En se référant à la figure 2.8, on constate que l’opération est terminée lorsqu’il ne reste 
plus que le tronc de l’arbre, qui a une probabilité égale à 1. Finalement, le code assigné à 
chaque symbole est trouvé en parcourant cet arbre du tronc jusqu’à un symbole, en 
transmettant un bit à chaque embranchement.  




En guise d’exemple, supposons que nous voulons concevoir un code de Huffman pour une 
source ayant l’alphabet { }1 2 3 4 5 6 7 8 9, , , , , , , ,x x x x x x x x xχ =  et les probabilités respectives
{ }0.12, 0.15, 0.06, 0.13, 0.07, 0.20, 0.08, 0.10, 0.09=p . Avec les instructions décrites ci-





















































Figure 2.8 – Conception d’un code de Huffman 
Ensuite, le nombre de bits employés en moyenne pour un code est : 
 ( ) ( )2 0.20 3 0.15 0.13 0.12 0.10 4 0.09 0.08 0.07 0.06L = ⋅ + ⋅ + + + + ⋅ + + + , (2.6) 
 soit 3.1L =  bits/symbole. (2.7) 
Nous pouvons comparer ce résultat à l’entropie de la source, qui est de 3.037 bits par 
symbole. Par conséquent, le dictionnaire obtenu est très près de la limite théorique. 
2.6.2 Forme canonique des codes de Huffman 
Dans certaines applications, il peut être nécessaire de transmettre un dictionnaire de 
Huffman. Pour ces cas, il existe une forme compacte pour éviter de transmettre chaque 
symbole avec la longueur de son code et le code lui-même. Ainsi, la forme canonique 
permet d’assigner des codes de façon systématique pour chacun des symboles, uniquement 
en fonction du nombre de bits de chacun. La procédure débute en triant les symboles 
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d’abord par longueur de code et ensuite par valeur. Si un symbole est inutilisé, il suffit de 
lui attribuer une longueur de zéro. Puis, chaque symbole se voit attribuer un code avec la 
logique suivante. D’abord, le premier symbole se voit attribuer un code formé 
exclusivement de zéros. Le code du symbole suivant est simplement une incrémentation 
du précédent. Si le symbole suivant a davantage de bits, le code est incrémenté et ensuite 
décalé vers la gauche avec l’ajout d’un « 0 » à droite. Donc, avec l’exemple précédent, 
seule une table des longueurs de codes { }3, 3, 4, 3, 4, 2, 4, 3, 4CL =  serait transmise. Pour 
reconstruire une table de codes identique à l’encodeur et au décodeur, la première étape 
est le triage, ce qui donne { }6 1 2 4 8 3 5 7 9, , , , , , , ,x x x x x x x x x . Ensuite, l’attribution des codes 
donne : x6=00, x1=010, x2=011, x4=100, x8=101, x3=1100, x5=1101, x7=1110, x9=1111. 
Finalement, la table de valeurs entières CL  elle-même peut être encodée de façon 
entropique, avec un code de Rice par exemple [59]. 
2.6.3 Codes de Huffman adaptatifs 
Lorsque les statistiques d’un message varient dans le temps ou qu’ils ne sont pas connus 
d’avance, un code adaptatif peut être employé. Dans ce cas, le dictionnaire est constam-
ment mis à jour à l’encodeur et au décodeur à partir de la fréquence des symboles déjà 
transmis. La méthode adaptative peut être plus performante qu’un dictionnaire fixe pour 
des messages dont la distribution des probabilités varie dans le temps, tandis que dans le 
pire cas, elle emploiera moins d’un bit additionnel par symbole [60]. 
L’algorithme de Vitter pour réaliser un code adaptatif est illustré à la figure 2.9 [60, 61]. 
Si le point de départ est un dictionnaire vierge ou si l’ajout de nouveaux symboles est 
possible, l’arbre contenant les symboles du dictionnaire doit avoir un nœud NYT (Not Yet 
Transmitted) avec un poids de 0. Le symbole NYT précède l’ajout de chaque nouveau 
symbole dans l’arbre, à l’exception du tout premier symbole transmis à partir d’un 
dictionnaire vierge. Un arbre vierge ne contient donc qu’un seul nœud (256), le symbole 
NYT. Chaque nouveau symbole s’ajoute à l’arbre, avec un compte du nombre de fois que 
ce symbole est reçu. Puis, l’arbre est réorganisé pour conserver des comptes en ordre 
croissant (la règle de Vitter). Par exemple, pour transmettre la séquence « abb » à partir 




d’un dictionnaire vierge, la séquence [ ‘a’, x, ‘b’, xy ] doit être transmise. Le symbole ‘a’ 
est transmis avec un code binaire déjà déterminé, ce qui génère deux nœuds : un pour le 
symbole ‘a’ (255) avec un poids de 1 et un nœud parent (256) avec le total de 1 (arbre a). 
À ce moment, un bit x  permet de signaler NYT (254) et un bit y  permet de signaler ‘a’. 
Pour transmettre ‘b’, le bit x  est donc transmis (NYT), suivi du code binaire prédéterminé 
pour ‘b’. Le nœud 254 est alors divisé en deux, pour introduire les nœuds 252 et 253 (arbre 
ab). Puisqu’un seul ‘a’ et un seul ‘b’ ont été transmis, le poids des nœuds 253 et 255 sont 
chacun de 1 et le nœud 256 contient la somme des deux. À ce moment, le symbole NYT 
peut être transmis avec les bits xx , le symbole ‘b’ avec les bits xy  et le symbole ‘a’ avec 
le bit y . Les bits xy  sont donc transmis pour indiquer le symbole ‘b’, ce qui incrémente le 
compte du nœud de ‘b’ à 2. La réorganisation de l’arbre avec la règle de Vitter produit 
alors l’arbre abb. Enfin, on constate qu’un troisième symbole ‘b’ pourrait être transmis 
avec un seul bit (y) au lieu de deux (xy), ce qui illustre bien comment le code évolue en 



























Figure 2.9 – Évolution d’un dictionnaire de Huffman adaptatif 
De toute évidence, le système peut démarrer avec un arbre « par défaut » qui contient déjà 
des symboles et des probabilités sous la forme d’un nombre de symboles reçus. Si cet arbre 
par défaut contient déjà tous les symboles possibles, le nœud NYT peut être omis. On peut 
aussi conserver en mémoire les N derniers symboles transmis dans un tampon circulaire, 
afin de les soustraire plus tard aux statistiques, enlevant ainsi l’influence de ces vieilles 
statistiques dans le code de Huffman. 
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2.6.4 Représentation de valeurs entières 
Bien que l’approche des codes de Huffman soit optimale dans plusieurs cas, la complexité 
algorithmique et les besoins en mémoire augmentent en fonction du nombre de symboles. 
Par exemple, il ne serait pas pratique de concevoir un dictionnaire de Huffman pour des 
résidus de prédiction, qui ont des valeurs généralement faibles, mais qui s’étendent tout de 
même sur une grande plage (c.-à-d. ±216). Pour de tels cas, il existe des codes sans préfixe, 
dits « universels ». Ces approches associent des codes binaires sans préfixe aux valeurs 
entières et la longueur de ces codes est proportionnelle à la valeur croissante. Étant donné 
que ces codes ne sont conçus que pour des entiers naturels, il faut intercaler les entiers 
négatifs s’ils sont requis. Une bijection comme celle-ci peut être employée, où chaque 
nombre entier x  est remplacé par un entier naturel x′  : 
 
2 pour 0




≥′ =  − <
  . (2.8) 
Des exemples de codes universels sont les codes Elias Gamma, Elias Delta, Elias Omega, 
Exponential-Golomb et Fibonacci [62]. Il existe d’autres codes entropiques, mais qui ne 
respectent pas la définition de code universel, comme les codes unaires et ceux de Rice et 
Golomb [59, 63]. Par ailleurs, le code de Golomb est un sur-ensemble du code de Rice, 
qui est un sur-ensemble du code unaire. Le code de Rice possède moins de degrés de 
liberté, mais son implémentation est moins complexe, puisqu’il est optimisé pour des 
puissances de deux. Lorsque le paramètre de Golomb « m » vaut 1 ou que le paramètre de 
Rice « k » vaut 0, un code unaire est obtenu. Le tableau 2.2 présente un exemple 
d’encodage de Golomb et de Rice avec différents paramètres (m et k respectivement) pour 
l’encodage de nombres entiers positifs de 0 à 8. 
Enfin, si la valeur maximale possible est connue, le code peut souvent être tronqué tout en 
conservant la propriété de code sans préfixe. Par exemple, si un code de Rice avec k=0 
est employé pour transmettre un message dont toutes les valeurs sont comprises entre 0 et 
8 inclusivement, le nombre 8 peut être transmis sans ambiguïté avec le code « 11111111 ». 




Golomb m = 1 m = 2 m = 3 m = 4 m = 5 m = 6 
Rice k = 0 k = 1  k = 2   
0 0 00 00 000 000 000 
1 10 01 010 001 001 001 
2 110 100 011 010 010 0100 
3 1110 101 100 011 0110 0101 
4 11110 1100 1010 1000 0111 0110 
5 111110 1101 1011 1001 1000 0111 
6 1111110 11100 1100 1010 1001 1000 
7 11111110 11101 11010 1011 1010 1001 
8 111111110 111100 11011 11000 10110 10100 
Tableau 2.2 – Exemples de codes de Rice et Golomb avec différents paramètres 
2.6.5 Codes arithmétiques 
Les codes arithmétiques peuvent être vus comme une généralisation des codes de Huffman, 
sans la contrainte d’arrondir les probabilités des symboles à des puissances de 1/2. Au lieu 
de transmettre un code par symbole, une seule valeur fractionnaire est construite pour le 
message au complet. Pour ce faire, une plage de départ kp  est définie tel que 0 1kp≤ <  et 
cette plage est divisée en fonction de la distribution des probabilités des symboles à 
transmettre. Lorsque le premier symbole est sélectionné, la plage correspondante est sub-
divisée à nouveau en fonction de la distribution des probabilités du prochain symbole [64]. 
Par exemple, si les probabilités des symboles A, B et C sont de 0.3, 0.5 et 0.2 
respectivement et que le message « AB » doit être transmis, la plage correspondante à A,
0 0.3kp≤ < , est subdivisée avec les mêmes ratios, alors la plage correspondante à B 
équivaut à 0.09 0.24kp≤ <  (voir figure 2.10). Le nombre maximum de bits nécessaires 
pour représenter cette plage sans ambiguïté est ( )2log kp =   ( )2log 0.24 0.09 3− =    bits. 
Dans ce cas, la valeur de 0.125, qui nécessite 3 bits, permet effectivement de le faire. Par 
contre, 2 bits n’auraient pas été suffisants, puisque 0.0 ou 0.25 ne sont pas dans la plage 
spécifiée. 













Figure 2.10 – Encodage arithmétique du message « AB » 
2.6.6 Codage entropique contextuel 
L’équation (2.4) permet de calculer le débit minimum théorique pour un dictionnaire de 
symboles X . Par contre, si la probabilité des N  symboles xn  du dictionnaire X  peut varier 
pour chaque contexte ck  parmi un ensemble C  de K  contextes, le débit minimum théorique 
devient : 




k n k n k
k n
H X C p c p x c p x c
= =
= −∑ ∑  bits/symbole. (2.9) 
Par conséquent, si par exemple la probabilité des symboles xn  varie en fonction de la valeur 
des symboles précédents, le débit peut être réduit davantage en construisant des tables de 
probabilités pour chaque contexte [65]. Par contre, la complexité du contexte C  peut être 
arbitrairement élevée et nécessiter une quantité excessive de mémoire. En pratique, il 
devient nécessaire de limiter le nombre de contextes pour que l’implémentation soit d’une 
complexité raisonnable [66, 67]. Pour ce faire, il est possible de fusionner les contextes en 
les regroupant en fonction de leur ressemblance et de leurs probabilités. Concrètement, si 
deux contextes sont comparables et qu’au moins un des deux est peu probable, le coût de 
fusionner ces deux contextes est relativement faible. Ainsi, le nombre de contextes peut 
souvent être réduit de façon significative avec peu d’impact sur l’entropie finale. 





Ce chapitre a présenté un survol des connaissances scientifiques pertinentes au projet de 
recherche élaboré dans cette thèse. Une introduction à la psychoacoustique permet de 
comprendre l’audibilité de certains artéfacts et peut justifier certaines stratégies conçues 
pour les minimiser. Ensuite, un résumé des attributs d’un codec permet de définir quels 
sont les axes qui peuvent être améliorés et les éventuels compromis pour ce faire. Puis, un 
recensement des technologies modernes de codage permet de connaître les méthodes 
qu’elles emploient, afin de comprendre comment les artéfacts liés au codage peuvent se 
produire. Les artéfacts les plus importants ont été expliqués, ainsi que les façons de réduire 
leur impact sur la qualité subjective. Enfin, une introduction au codage entropique est utile 
pour examiner la possibilité de réduire le débit binaire d’un codec existant. 
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CHAPITRE 3  
Correction de l’artefact de pré-écho au décodeur 
3.1 Introduction 
L’un des artefacts les plus communs dans les codecs par transformée est l’apparition de 
pré-échos. Comme son nom l’indique, cet artefact s’entend comme un « écho » qui précède 
le son qui l’a engendré. Il peut souvent être décelé à l’écoute sans devoir le comparer au 
signal original, car il s’agit d’un défaut non-causal. Celui-ci n’a donc aucun lien avec un 
phénomène comparable dans la nature. 
Techniquement, le pré-écho s’explique par la dualité temps-fréquence : un signal dont 
l’énergie est localisée temporellement aura une énergie étalée dans le domaine fréquentiel. 
Lorsque le débit est relativement faible, il devient insuffisant pour représenter précisément 
un grand nombre de raies spectrales. Alors, avec un grand nombre de raies mises à zéro, 
la quantification a pour effet d’étaler le bruit dans le domaine temporel. Cet étalement se 
retrouve de chaque côté d’une attaque, mais la partie avant l’impulsion est la plus 
problématique. L’audition humaine est très sensible au bruit avant une attaque, tandis que 
le bruit qui suit est interprété par le cerveau comme de la réverbération qui peut être 
ignorée. Formellement, il a été démontré en psychoacoustique que le masquage temporel 
postérieur est considérablement plus grand que le masquage temporel antérieur [2]. 
Non seulement l’artefact de pré-écho est répandu, mais des auteurs comme Marins ont 
démontré que cet artefact est celui qui est potentiellement le plus nuisible pour la qualité 
d’ensemble d’un codec audio [33, 34]. Le pré-écho serait au moins aussi dommageable sur 
la qualité globale qu’une réduction de la bande passante. De surcroît, l’artefact de pré-écho 
peut être perçu sans nécessiter une comparaison avec le signal de référence. À l’opposé, 
une variation de bande passante est un phénomène qui peut se produire naturellement, donc 
un signal de référence peut être requis afin de la déceler. 




La figure 3.1 illustre un cas typique de l’étalement temporel d’une attaque située au centre 
d’une trame dans un codec par transformée fréquentielle.  
 
Figure 3.1 – Signal temporel original et signal décodé 
Plus précisément, il s’agit d’une trame du codec AAC. Celui-ci quantifie le signal audio 
dans le domaine de la MDCT [68]. Le signal produit en exemple provient d’un extrait de 
musique contenant de la guitare flamenco et des castagnettes. L’étalement est clairement 
visible, particulièrement avant l’attaque. Dans les cas relativement extrêmes comme celui-
ci, le phénomène est nettement audible si l’auditeur est le moindrement attentif. 
Il existe des mécanismes pour minimiser cet artefact, comme le débit variable avec ou sans 
réservoir de bits, la mise en forme temporelle du bruit (TNS) ou l’utilisation de blocs plus 
courts. Par contre, ces pratiques impliquent toutes des compromis importants. Malgré que 
la cause de l’artefact de pré-écho soit principalement le manque de bits, les techniques 
énumérées ci-dessus requièrent un débit non-négligeable, une réduction de l’efficacité du 
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codage, ou l’introduction d’un délai algorithmique significatif pour le réservoir de bits. La 
méthode proposée dans ce chapitre est une alternative qui n’impose pas de débit 
supplémentaire, ni de réduction de l’efficacité de codage. 
La figure 3.2 ci-dessous correspond à un agrandissement de la figure 3.1 et présente le 
genre de résultat qui peut être obtenu avec l’algorithme proposé. 
 
Figure 3.2 – Trame modifiée par l’algorithme proposé 
Ce chapitre présente donc un algorithme original pour corriger les artéfacts de pré-écho à 
posteriori et ce, sans transmission d’information supplémentaire de la part de l’encodeur. 
En premier lieu, la section 3.2 présente des informations pertinentes à ce chapitre, en 
complément au chapitre sur l’état de l’art. Ensuite, la section 3.3 présente l’algorithme 
proposé en détails. La section 3.4 analyse les résultats de celui-ci. Puis la section 3.5 
propose des variantes et des améliorations possibles. 
































3.2 Propriétés de la MDCT 
Préalablement à la description détaillée de l’algorithme, certaines propriétés de la MDCT 
qui sont importantes pour sa compréhension doivent être formalisées. Entre autres, il faut 
établir les liens entre la MDCT, la DCT-IV, l’ODFT (Odd DFT) et la DFT avec ajout de 
zéros dans le domaine temporel (ZP, Zero-Padding). Certaines de ces propriétés sont peu 
connues ou peu employées en codage, alors elles sont présentées dans cette section, en 
complément au chapitre sur l’état de l’art. 
3.2.1 Transformation sans perte à partir de la MDCT 
Le principe d’annulation du repliement dans le domaine temporel (TDAC) est basé sur la 
propriété de reconstruction parfaite de la transformée MDCT avec recouvrement et 
fenêtrage respectant la condition de Princen et Bradley [28]. Puisque le fenêtrage est 
appliqué deux fois, soit à l’analyse et à la synthèse, la condition pour la conception des 
fenêtres est que la somme avec recouvrement des échantillons au carré doit être constante. 
Pour une fenêtre symétrique de 2N  échantillons ( 2 1n N nw w − −= ) et un recouvrement de 50%, 
cela signifie que 2 2 1n n Nw w ++ = .  
Par contre, la MDCT possède la propriété complémentaire, beaucoup moins connue, d’être 
aussi sans perte lors de « l’aller-retour » à partir du domaine de la MDCT. Cette propriété 
paraît non-intuitive, car elle implique que la modification de coefficients ne se propage pas 
aux trames adjacentes, malgré que la synthèse temporelle repose sur une addition avec 
recouvrement (OLA, OverLap-Add). Cependant, cela s’explique en partie par le fait que 
la représentation MDCT avec un recouvrement de 50% n’est pas redondante, 
contrairement à un spectrogramme basé sur la DFT. Ce dernier devient incohérent lorsque 
les coefficients d’une trame sont modifiés, car il ne représente plus un spectrogramme qui 
peut être obtenu à partir d’un signal temporel réel. Concrètement, les opérations de 
transformée inverse, OLA et DFT ne reproduiraient pas les mêmes coefficients pour la 
trame modifiée et les trames adjacentes. D’ailleurs, l’algorithme Griffin-Lim, très bien 
connu, a été développé pour gérer ce type de situation [69]. 
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Formellement, la propriété de transformation sans perte à partir du domaine de la MDCT 
peut être démontrée de la même façon qu’elle l’est pour le cas usuel à partir du domaine 
temporel. Rappelons que pour une longueur paire, la MDCT est basée sur la DCT-IV, qui 
est une transformée orthogonale [70]. Définissons que le vecteur d’entrée de la transformée 
directe (MDCT) est un vecteur de 2N  échantillons, segmentés en 4 sous-vecteurs de 
longueur N/2, soit (a, b, c, d), et que le vecteur de sortie est de longueur N . Dans ce cas, 
la MDCT est équivalente à une DCT-IV des coefficients repliés sous la forme 
(-cR-d, a-bR)/2, où « xR »  dénote l’inversion de l’ordre des coefficients dans un vecteur 
x  donné. De façon similaire, la transformée inverse (IMDCT, Inverse MDCT) est obtenue 
après une nouvelle DCT-IV, suivi d’une opération de dépliage. Cette opération consiste à 
définir le vecteur (x, z) = (-cR-d, a-bR)/2 et à produire la sortie 2 . (z, -zR, -xR, -x). 
Puisque la DCT-IV est orthogonale, les deux transformées consécutives s’annulent. Cela 
ne laisse que les opérations de pliage-dépliage pour modifier le signal. En substituant x  et 
z  dans l’équation de sortie, on démontre que le vecteur d’entrée (a, b,  c, d) devient le 
vecteur (a-bR, b-aR, c+dR, d+cR) à la sortie. Les vecteurs en ordre inverse « R »  
s’annulent lors de leur addition aux trames adjacentes (OLA), reproduisant les échantillons 
(a, b, c, d) originaux. Concrètement, les vecteurs de coefficients bR  et aR  seront soustraits 
des vecteurs dR  et cR  de la trame précédente et les vecteurs c  et d  de la trame précédente 
sont identiques aux vecteurs a  et b  de la trame courante (avec un recouvrement de 50%). 
Maintenant, l’opération inverse, soit à partir du domaine de la MDCT, se vérifie de la 
même façon. D’abord, les coefficients MDCT font l’objet d’une transformée DCT-IV. 
Ensuite, comme pour le cas précédent, les coefficients résultants (x, z) font l’objet d’un 
dépliage, ce qui produit le vecteur 2 . (z, -zR,  -xR, -x). Ces valeurs temporelles sont 
multipliées par la fenêtre de synthèse et additionnées avec les trames adjacentes qui ont 
subi le même dépliage. En définissant les valeurs transformées par la DCT-IV de la trame 
précédente comme (g, h) et celles de la trame suivante comme (m, n), on obtient le vecteur 
2 . (z-gR, -zR-g, -xR+n, -x-nR) dans le domaine temporel. Le fenêtrage respectant la 
condition de Princen et Bradley a pour effet de diviser ce résultat par 2. L’étape suivante 
de retour au domaine de la MDCT est le pliage, soit de (a, b, c, d) à (-cR-d,  a-bR)/2. La 
substitution des termes a, b , c  et d  par le résultat obtenu précédemment donne le vecteur :  




 (-(-xR+n)R-(-x-nR),  (z-gR)-(-zR-g)R)/2 
 = ((x-nR)+(x+nR),  (z-gR)+(z+gR))/2 (3.1) 
 = (2x-nR+nR, 2z-gR+gR)/2  
 = (x,  z). 
Cela démontre que les termes provenant des trames adjacentes sont annulés lors du retour 
au domaine fréquentiel. En conséquence, la transformation à partir du domaine de la 
DCT-IV de la MDCT au domaine temporel et de nouveau au domaine fréquentiel est sans 
perte. Puisque la transformée DCT-IV est orthogonale, la preuve est faite que les 
coefficients sont identiques dans le domaine de la MDCT après une synthèse temporelle 
et la nouvelle analyse fréquentielle.  
3.2.2 L’ODFT 
L’ODFT est un domaine fréquentiel comparable à la DFT, mais qui permet facilement le 
passage par la suite au domaine de la MDCT. Tout comme pour la DFT, il s’agit d’une 
représentation complexe qui permet le calcul de l’amplitude et de la phase du signal et où 
l’égalité de Parseval s’applique. La propriété « d’aller-retour » sans perte, démontrée dans 
la section précédente, permet à l’algorithme proposé ici de retourner au domaine temporel 
pour ensuite transformer le signal dans ce domaine intermédiaire de la MDCT. La 
transformée ODFT ( )OX k  d’un signal ( )x n  de N  échantillons est : 
 ( ) ( )






X k x n e
π− − +
=
=∑  . (3.2) 
De façon générale, la plage de k  est [0, N-1], mais elle pourrait aussi être [-N/2, N/2-1] 
pour un N  pair, ou [-(N-1)/2, (N-1)/2] pour un N  impair. L’ODFT peut être calculée avec 
le même type de transformée rapide qui est employé pour la DFT, soit la FFT (Fast Fourier 
Transform). De plus, la section 3.5.1 présente le fait que l’ODFT peut aussi être optimisé 
pour le cas très spécifique où deux transformées indépendantes sont calculées au même 
moment, comme c’est le cas à un moment dans l’algorithme proposé. 
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Alternativement, la ressemblance entre ODFT et DFT permet le calcul de l’ODFT à partir 
de la DFT avec ajout de zéros (ZP). Bien qu’il y ait un fenêtrage à l’analyse et à la synthèse, 
l’ajout de zéros permet de minimiser les effets de la convolution circulaire lorsque les 
coefficients fréquentiels sont modifiés. Malgré le fait que ce bénéfice est perdu lors de la 
conversion au domaine MDCT, il améliore la sélection du vecteur de bruit lorsque la 
boucle itérative optionnelle de l’algorithme est employée (section 3.3.4 et figure 3.5). Pour 
démontrer ce lien, rappelons l’équation de la transformée DFT ( )FX l  d’un signal ( )x m  
de M  échantillons, où la plage de l  est généralement [0, M-1] :  







X l x m e
π− −
=
= ∑  . (3.3) 
La comparaison des équations (3.2) et (3.3) permet de constater que les N  coefficients de 
l’ODFT ( )OX k  du signal ( )x n  sont un sous-ensemble des coefficients d’une DFT ( )FX l  
du signal ( )x m  formé de la concaténation de ( )x n  et de zéros (ZP) de façon à obtenir un 
signal d’une longueur totale de M=N .OS , où le facteur de suréchantillonnage OS (Over-
Sampling) est un nombre entier, positif, pair et non-nul (2,4,6,…). En fonction de ces 
définitions, les valeurs de l’ODFT sont un sous-ensemble des valeurs de la DFT, soit : 
 ( ) ( )( )2 2 1O FX k X OS k= ⋅ +  . (3.4) 
En guise d’exemple, la relation entre l’ODFT, la DFT et la DFT avec zéros ajoutés 
(OS  = 4) est illustrée dans le plan complexe de la figure 3.3, en affichant les points de 
l’exponentielle complexe de chaque équation. 





Figure 3.3 – Relation entre ODFT, DFT et DFT avec ZP dans le plan complexe 
Une fois l’ODFT calculée, sa transformation vers le domaine de la MDCT ne requiert pas 
une grande complexité algorithmique. Dans le cas le plus simple, avec les facteurs en sin 
et en cos calculés d’avance, il ne nécessite que deux multiplications et une addition par 
coefficient. Les N  coefficients k  de la MDCT ( )MX k  sont obtenus à partir des parties 
réelles ( eℜ ) et imaginaires ( mℑ ) des coefficients de l’ODFT ( )OX k  de cette façon [71] : 
 ( ) ( ){ } ( ) ( ){ } ( )cos sinM O OX k e X k k m X k kθ θ= ℜ +ℑ        , (3.5) 




πθ   = + +  
  
 . (3.6) 
La plage de k  est généralement [0, N-1]. L’équation ci-dessus confirme que la MDCT ne 
peut pas être transformée directement en ODFT sans le passage par le domaine temporel, 
car il faudrait résoudre une équation pour les parties réelles et imaginaires de l’ODFT à 
partir d’une seule variable réelle. Cette équation permet aussi de démontrer que l’ajout 
d’un bruit de quantification à un coefficient MDCT réel k  n’a d’effet que sur le coefficient 
ODFT imaginaire k , sans effet de bord sur les coefficients adjacents. Du coup, il peut aussi 
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être démontré que l’amplitude des coefficients de la MDCT est dépendante de la phase du 
signal [71] : 
 ( ) ( ) ( ) ( )( )cosM O OX k X k X k kθ= ∠ −  . (3.7) 
3.3 Description détaillée de l’algorithme 
L’algorithme décrit dans ce chapitre modifie les coefficients de la MDCT au moment où 
ils sont décodés à partir des facteurs d’échelle et des raies spectrales quantifiées. La figure 
3.4 présente le schéma haut-niveau de l’algorithme, tandis que la figure 3.5 présente plus 
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Figure 3.4 – Schéma-bloc haut-niveau de l'algorithme proposé 
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Figure 3.5 – Schéma-bloc de l'algorithme de modification des coefficients MDCT 
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En résumé, le signal temporel est d’abord reconstruit normalement, comme c’est le cas 
pour le décodeur standard. Ensuite, dans les cas où une augmentation d’énergie significa-
tive est détectée dans la trame, le signal est divisé en deux parties autour du début de 
l’attaque. Ces parties sont ensuite transformées dans le domaine de l’ODFT. Le niveau de 
bruit de quantification est aussi évalué, principalement à partir des facteurs d’échelle. Ce 
modèle de bruit est employé pour calculer l’étalement de la partie plus énergétique dans la 
partie qui précède l’attaque. Cette énergie étalée devra être soustraite dans le domaine 
spectral de la partie qui précède l’attaque et ajoutée à la partie qui la suit. Toujours dans le 
domaine de l’ODFT, ces deux parties résultantes sont additionnées pour être ensuite 
transformées dans le domaine de la MDCT. Le reste du décodeur peut alors suivre son 
cours normal avec ces coefficients modifiés. 
3.3.1 Décodage des coefficients MDCT et transformée inverse 
L’entrée de l’algorithme est composée de l’information qui est déjà disponible dans le train 
binaire, soit les facteurs d’échelle par sous-bande perceptuelle et les coefficients MDCT 
encodés en fonction de ceux-ci. Définissons k coefficients qui sont répartis de façon 
perceptuelle dans j  sous-bandes. En guise d’exemple, il peut y avoir k  = 1024 coefficients 
répartis dans j  = 49 sous-bandes. Puisque ces sous-bandes sont modélisées d’après le 
système auditif, les premières pourraient contenir seulement 4 coefficients chacune, alors 
que les dernières pourraient en contenir autant que 32 chacune.  
Les coefficients MDCT décodés kξ  sont obtenus à partir de chaque valeur quantifiée kϑ  
en appliquant le facteur non-linéaire 4/3 et le gain jυ de la sous-bande correspondante : 
 ( )
41 34sign 2k k j kξ ϑ υ ϑ=  .  (3.8) 
Si le TNS est actif pour la trame, le filtrage de mise en forme temporelle est alors appliqué 
aux coefficients. Pour tous les cas, les coefficients peuvent maintenant être transformés 
par l’IMDCT. Les échantillons temporels résultants sont multipliés par une fenêtre 
paramétrable KBD (Kaiser-Bessel Derived) [72] avec le facteur 4α =  et additionnés à la 
dernière moitié de la trame précédente et à la première moitié de la trame suivante (OLA). 




3.3.2 Recherche du point de transition et fenêtrage  
L’algorithme doit maintenant déterminer si la trame courante contient un signal transitoire 
qui doit être rehaussé. De plus, la position de celui-ci dans la trame doit être déterminée. 
Le critère employé pour obtenir ces deux informations est le même, soit le ratio d’énergie 
entre le signal de la trame multiplié par une fenêtre qui débute au moment de l’attaque et 
le même signal multiplié par une fenêtre complémentaire (qui précède l’attaque).  
D’abord, définissons les fonctions de la fenêtre « pré- » (précédant la transitoire) et de sa 
fenêtre complémentaire « post- ». La figure 3.6 illustre deux exemples de fenêtrage, pour 
un évènement transitoire qui serait détecté après les échantillons 950 et 1200 
respectivement, pour une trame de 2048 échantillons. 
 
Figure 3.6 – Exemple de fenêtres avec une intersection à 950 et 1200 respectivement 
Essentiellement, la fenêtre KBD standard du décodeur est séparée en deux fenêtres 
complémentaires avec une transition relativement abrupte. Si la fenêtre KBD du décodeur 
est ( )Kw n  pour n  = [0, 2047], que la fenêtre de transition est une fonction de fenêtre KBD 
de 38 échantillons ( )Sw m  où le paramètre 4α =  et m  = [0, 37], et que le point central de 
la transition est à l’échantillon n  = s , la fenêtre « pré- » est : 
 ( )
( )
( ) ( )2
pour 9
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 . (3.9) 
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Puis, la fenêtre complémentaire « post- » est : 
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w n n s
< −
= ⋅ − + − ≤ ≤ +
 > +
 . (3.10) 
Ensuite, la détection d’une transitoire à traiter et sa position sont basées sur un critère de 
ratio d’énergie. Pour un signal ( )x n  de N  = 2048 échantillons, il s’agit du ratio : 
 ( )
( ) ( )( )
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 ⋅  
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 ⋅  
∑
∑
 . (3.11) 
Notons qu’il existe une panoplie de méthodes pour la détection de transitoires. Toutefois, 
le ratio d’énergie est un critère représentatif de la nature du défaut à corriger. Rappelons 
que l’étalement temporel à l’origine de l’artéfact de pré-écho est causé par la quantification 
des coefficients MDCT d’une trame qui contient une variation d’énergie importante. Plus 
ce ratio est grand, plus l’énergie étalée risque d’être grande par rapport à l’énergie du signal 
masquant précédant l’attaque. La position de l’intersection des fenêtres est donc choisie 
pour maximiser leur ratio d’énergie. Parallèlement, le ratio d’énergie doit être suffisam-
ment élevé pour que l’effet d’étalement soit audible. De toute évidence, le gain de qualité 
pouvant être obtenu par la modification du signal dépend de l’ampleur initiale du défaut. 
Puisque la complexité algorithmique augmente proportionnellement au nombre de trames 
modifiées, un compromis acceptable doit être réalisé entre deux considérations : le gain de 
qualité réalisable qui diminue à mesure que le ratio d’énergie diminue et la complexité 
algorithmique moyenne qui s’accroît linéairement avec la proportion des trames traitées.  
Ainsi, le ratio d’énergie ( )sχ  est évalué à de multiples reprises pour trouver le paramètre 
de positionnement s maximal. Une transitoire est considérée être détectée à cette position 
si le ratio d’énergie dépasse un seuil prédéterminé, notamment en fonction des contraintes 
de complexité présents dans l’application. La position exacte n’est pas très critique pour 
la fonctionnalité de l’algorithme, mais puisque la transition des fenêtres n’est pas 




instantanée et que l’attaque devrait se situer le plus possible dans la deuxième fenêtre, le 
point d’intersection est devancé de 5 échantillons en pratique. Enfin, la figure 3.7 illustre 
un exemple du calcul du ratio d’énergie ( )sχ  pour une trame du signal en fonction du 
point d’intersection. Dans cet exemple, le ratio maximum se situe à s  = 1047, donc le point 
d’intersection employé pour les étapes suivantes de l’algorithme serait s  = 1042. 
 
Figure 3.7 – Ratio d'énergie d’un signal en fonction du point d’intersection des fenêtres 
3.3.3 Estimation du niveau de bruit 
Pour déterminer les caractéristiques précises de l’étalement temporel du signal de la 
fenêtre « post- » dans fenêtre « pré- », il faut d’abord caractériser le bruit de quantification. 
L’information utilisée pour ce faire est disponible au décodeur sous la forme de facteurs 
d’échelle et de l’amplitude de chaque raie de la MDCT. L’équation (3.8) permet de 
constater que l’erreur de quantification dépend de l’amplitude du facteur d’échelle, mais 
aussi de l’amplitude de la raie, car l’exposant 4/3 est un facteur non-linéaire. Pour illustrer 
le tout, la figure 3.8 présente l’exemple d’une attaque quantifiée dans le domaine de la 
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MDCT avec l’encodeur AAC standard. Cette figure permet de constater que le pas de 
quantification est proportionnel à l’amplitude des facteurs d’échelle dans chaque bande 
critique. Par exemple, le bruit de quantification sera plus important pour les coefficients 
entre 200 à 450 que pour ceux entre 20 à 70. En observant de plus près les points qui sont 
un multiple du facteur d’échelle, on constate aussi l’effet plus subtil de la quantification 
non-linéaire, puisque le pas de discrétisation augmente en fonction de l’amplitude. 
 
Figure 3.8 – Attaque quantifiée dans le domaine fréquentiel 





  = +  ∆   
 , (3.12) 
où « round » est l’opération d’arrondir à l’entier le plus près, X  est la variable à quantifier, 
∆  est le pas de quantification, β  est un facteur de décalage et Xq  est la valeur quantifiée. 


























Dans le cas du codec AAC, 3 4α = , 0.0946β = −  et 
1
42 jυ∆ = , où jυ  est l’amplitude du 
facteur d’échelle dans la bande j . Donc, pour chaque coefficient k  de la MDCT kξ , 














    = ⋅ −     
.  (3.13) 
Le décodeur standard applique ensuite l’équation (3.8) pour obtenir le coefficient décodé. 
Toutefois, pour calculer la plage des valeurs possibles à l’origine de la valeur de kϑ , il faut 
plutôt inverser l’équation (3.13) en conservant le facteur 0.0946β = −  : 
 ( ) ( )
41 34sign 2 0.0946k k j kξ ϑ υ ϑ= + .  (3.14) 
Ensuite, la substitution de kϑ  par 1kϑ +  et 1kϑ −  dans l’équation (3.14) permet de calculer 
l’amplitude des points adjacents du quantificateur, soit 1kξ
+  et 1kξ
−  respectivement. Les 
amplitudes des pas de quantification pour ce quantificateur non-linaire autour de kξ  sont 
donc 1k kξ ξ
+ −  et 1k kξ ξ
−− . En supposant que le bruit de quantification peut être représenté 
par une distribution uniforme et que les niveaux de décision sont au centre des intervalles, 
l’amplitude de la zone de discrétisation est 1 1 2k kξ ξ
+ −− . 
De surcroît, on suppose que le bruit de quantification est réparti entre les coefficients 
ODFT des signaux pré- ( )préOX k  et post- ( )postOX k  en proportion de leurs énergies 
respectives. Ce ratio est calculé à partir des coefficients dans le domaine de l’ODFT, par 
opposition au domaine MDCT, puisque l’égalité de Parseval ne s’applique pas à ce dernier. 
L’estimation de l’erreur dans la partie post- sera donc multipliée avec la fonction suivante : 
 ( ) ( ) ( )( ) ( ) ( ) ( )
post post
O O
pré pré post post
O O O O
X k X k
g k
X k X k X k X k
∗
∗ ∗= +
 , (3.15) 
où X ∗  dénote le conjugué complexe de X . 
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Afin d’estimer le bruit qui affecte les coefficients réels et imaginaires de l’ODFT à partir 
du calcul de la zone de discrétisation obtenue précédemment pour les coefficients MDCT, 
il faut revoir les équations (3.5) et (3.6) qui présentaient le lien entre ceux-ci. On peut 
écrire que le bruit de quantification ( )q k  qui s’ajoute au coefficient ( )MX k  va contribuer 
à des erreurs ( )q kℜ  et ( )q kℑ , sur les parties réelles et imaginaires respectivement, des 
coefficients de la transformée ODFT : 
 
( ) ( ) ( ) ( ){ } ( )





X k q k e X k q k k





+ = ℜ + +  
ℑ + ⋅   
 . (3.16) 
Par conséquent : 
 ( ) ( ) ( ) ( ) ( )cos sinq k q k k q k kθ θℜ ℑ= +        . (3.17) 
En présumant que le bruit de quantification est réparti entre les parties réelles et 
imaginaires de ( )OX k  de façon proportionnelle à leurs contributions dans ( )MX k , le bruit 
estimé pour chaque coefficient k  sera donc : 
 ( ) ( ) ( ) ( )( ) ( )1 1 cos sin2 k k
g k
b k k j k kξ ξ θ θ ε+ −= − +        , (3.18) 
où ( )kε  est une fonction aléatoire avec une distribution uniforme, dont la densité de 
probabilité est : 
 ( )
1 pour 
0 pour  ou 
a x b
f x b a
x a x b
 ≤ ≤= −
 < >
 , (3.19) 
où a=-½ et b=½. Alternativement, puisque la répartition de l’erreur n’est que 
proportionnelle en moyenne, l’erreur peut être modélisée avec des fonctions aléatoires 
indépendantes ( )1 kε  et ( )2 kε  pour les parties réelles et imaginaires respectivement : 
 ( ) ( ) ( ) ( ) ( ) ( )( )1 1 1 2cos sin2 k k
g k
b k k k j k kξ ξ θ ε θ ε+ −= − +        . (3.20) 




Optionnellement, un facteur entre 0 et 1 peut être appliqué à ( )b k  si un effet amoindri par 
rapport au niveau optimal est désiré. De la même façon, un facteur supérieur à 1 permet 
d’augmenter l’effet du traitement, au risque d’introduire des artefacts. Mais cela permet 
de compenser pour certaines approximations, comme le ratio d’énergie ( )sχ  qui est 
calculé sur le signal décodé au lieu du signal original. En pratique, une valeur entre 1.05 
et 1.20 peut apporter un léger gain de qualité. Une autre alternative est d’appliquer un 
facteur croissant avec l’indice de fréquence k pour augmenter l’effet de la correction dans 
les hautes fréquences si le défaut y est jugé plus important que dans les basses fréquences. 
3.3.4 Correction du signal à partir d’un bruit estimé 
Afin d’appliquer l’erreur estimée ( )b k  aux signaux pré- et post-transitoires, ceux-ci sont 
d’abord transformés dans le domaine de l’ODFT ou du DFT avec ZP. Pour le cas avec ZP, 
l’erreur ( )b k  est estimée avec une amplitude 1 1k kξ ξ+ −−  interpolée. Pour simuler 
l’étalement temporel, l’erreur ( )b k  est d’abord ajoutée à la partie post-transitoire. Ensuite, 
ce signal subi une transformée inverse, un fenêtrage temporel ( ),préw n s , puis une 
transformée directe. Ce nouveau spectre ( )prénY k  représente le contenu fréquentiel étalé 
de la partie post-transitoire ( )postOY k  à la partie pré-transitoire suite à la quantification : 
 ( ) ( ) ( ){ } ( ){ }ODFT IODFT ,pré postn O préY k Y k b k w n s = + ⋅   . (3.21) 
L’amplitude de celui-ci sera soustraite de l’amplitude du spectre pré-transitoire, à la façon 
d’une soustraction spectrale d’amplitude, en préservant les phases originales : 
 ( ) ( ) ( )( )
( ) ( ) ( )si ,
0 sinon.
pré
Oj Y kpré pré pré pré
O n O npré n
O




 − ⋅ >= 

  (3.22) 
Cet estimé précis du bruit de quantification a pour effet d’éviter les artéfacts de bruits 
musicaux qui sont très communs dans les applications de réduction de bruit. 
Ensuite, l’énergie du bruit qui a été soustraite à la partie pré-transitoire est ajoutée à la 
partie post-transitoire, en préservant les phases originales : 
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 ( ) ( ) ( ) ( ) ( )( ) ( )postOj Y kpost n post post n nO O O O OY k Y k Y k Y k Y k e ∠+ ∗ ∗= ⋅ + ⋅ ⋅  , (3.23) 
où : ( ) ( ) ( )n pré pré nO O OY k Y k Y k+= −  . (3.24) 
Les spectres ( )pré nOY k+  et ( )post nOY k+  sont alors additionnés et transformés dans le domaine 
de la MDCT. Ces nouveaux coefficients remplacent ceux qui ont été décodés au départ, de 
sorte que le reste du décodeur peut suivre son cours normal. 
Optionnellement, plusieurs vecteurs ( )b k  peuvent être générés à partir de nouveaux 
nombres aléatoires. Dans ce cas, celui qui produit l’étalement ( )prény n  le plus corrélé avec 
le signal pré-transitoire dans le domaine temporel est retenu, où ( )prény n  correspond à 
( )prénY k  de l’équation (3.21) avant la transformée directe. Cette boucle améliore légère-
ment les résultats objectifs, mais au coût d’une complexité algorithmique augmentée. 
3.4 Analyse et présentation des résultats 
Cette section analyse la performance de l’algorithme de modification de signal proposé. 
Celle-ci couvre le délai et la complexité algorithmiques, puis elle présente les résultats de 
mesures objectives et de tests subjectifs. 
3.4.1 Amplitude des modifications aux coefficients 
Une hypothèse qui a mené à la création de cet algorithme était que l’amplitude des 
modifications de signal visant à réduire un artefact au décodeur doit être limitée 
objectivement. En d’autres termes, il ne devrait pas y avoir d’avantage à ce que de telles 
modifications fassent sortir le signal traité de la plage de valeurs qui auraient pu 
vraisemblablement produire le train binaire donné. En outre, bien que de nombreux 
algorithmes existent pour rehausser un signal à posteriori, nombre d’entre eux produisent 
à leur tour des artefacts qui leur sont propres lorsque leur intensité est excessive. À 
l’inverse, une simple réduction de l’intensité de l’application d’un tel algorithme irait à 
l’encontre de son objectif initial, soit de corriger un problème dans le signal. Pour le cas 




de l’algorithme proposé, même si l’amplitude des modifications au signal dépend de la 
plage des valeurs possibles à l’encodeur, rien ne garantit explicitement que le résultat 
respecte cette limite objective. 
 
Figure 3.9 – Coefficients modifiés par rapport à la zone de discrétisation 
Compte tenu de cela, un premier test a été effectué pour déterminer si le signal modifié 
déroge fréquemment de cette plage. Plus précisément, les coefficients modifiés sont 
comparés à la zone de discrétisation qui est obtenue par le coefficient décodé et les facteurs 
d’échelle. Cette expérience permet de conclure que les cas où la zone de discrétisation est 
transgressée sont plutôt rares et l’ampleur du dépassement est très faible. Pour le signal 
pris en exemple dans ce chapitre, un seul coefficient dans une seule trame est sorti de la 
zone, tout près de l’échantillon 45 dans la figure 3.9. Celle-ci présente les coefficients 
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avant et après modification, ainsi que la zone de discrétisation qui dépend du coefficient 
et de son facteur d’échelle, pour la partie des basses-fréquences de la trame d’exemple. 
En somme, à moins qu’un facteur déraisonnablement élevé soit employé en lien avec 
l’équation (3.20), les nouveaux coefficients se situent principalement dans la zone de 
discrétisation. Par contre, puisque ce n’est pas toujours le cas, un test a été effectué en 
forçant les coefficients dans la zone de discrétisation. Cette limitation, purement 
optionnelle, n’a eu pratiquement aucun effet sur les résultats obtenus. Par contre, cela va 
dans le sens de confirmer l’hypothèse qu’il n’y a pas d’avantage à dépasser la zone des 
valeurs originales possibles. 
Finalement, l’étude de l’amplitude des modifications a aussi permis de constater que les 
modifications d’amplitude requises pour corriger le pré-écho sont étalées dans tout le 
spectre, comme ce serait attendu. Par contre, celles-ci sont relativement faibles par rapport 
à la zone de discrétisation. Cela peut d’ailleurs être observé dans la figure 3.9. 
3.4.2 Délai algorithmique 
Pour les algorithmes de traitement de l’audio, le délai algorithmique est parfois un critère 
très important, comme pour le cas des applications interactives. Par exemple, pour qu’un 
codec puisse opérer avec un débit variable sur un canal à débit fixe, il requiert un réservoir 
de bits. Ce réservoir est constitué d’une portion de chaque bloc de transmission, réservée 
pour les cas où le nombre de bits à transmettre dans une autre trame est trop grand. Cela 
implique qu’un délai de plusieurs blocs est nécessaire et que la qualité de toutes les trames 
est affectée. Bref, l’option de débit variable est disqualifiée pour certaines applications. 
En ce qui a trait à l’algorithme proposé, une seule trame supplémentaire est requise, 
principalement pour la conversion des coefficients MDCT à un autre domaine en passant 
par le domaine temporel. Une deuxième trame d’avance est purement optionnelle, mais 
permet d’améliorer le choix de la meilleure trame à modifier lorsqu’une restriction est en 
place pour éviter de modifier deux trames consécutives. 




3.4.3 Éléments contributifs à la complexité algorithmique 
L’algorithme décrit dans ce chapitre ajoute de la complexité algorithmique au décodeur. 
D’abord, une analyse doit être effectuée à chaque trame pour déterminer si elle doit être 
modifiée ou non. Puis, il y a un traitement supplémentaire qui est exécuté lorsqu’une trame 
est effectivement modifiée. Par conséquent, il faut considérer la complexité moyenne et la 
complexité maximale. Selon l’application, l’une de ces contraintes peut être plus 
significative que l’autre. Par exemple, un système avec amplement de puissance de calcul, 
mais alimenté par batterie, ne nécessite qu’une complexité moyenne faible. Par contre, le 
concepteur d’un système temps-réel avec une puissance de calcul limitée peut être 
davantage préoccupé par la complexité maximale, soit celle du pire cas possible. 
Dans un premier temps, chaque trame est examinée pour la présence d’un signal 
transitoire. Une transformation vers le domaine temporel est alors requise, mais cela 
n’ajoute pas de complexité lorsque la trame demeure inchangée, puisque cette opération 
devait déjà être effectuée par le décodeur. Puis, la détection de transitoire nécessite un 
algorithme plus ou moins simple, qui peut se limiter au calcul d’un simple ratio d’énergie 
entre la première et la deuxième moitié de la fenêtre si la complexité moyenne est un critère 
très important. Dans ce cas, le calcul d’un point de transition précis peut être réservé 
qu’aux trames devant être modifiées. Somme toute, la majorité des éléments qui 
contribuent significativement à la complexité algorithmique se situent plutôt dans le 
traitement des trames devant être modifiées. 
Dans un deuxième temps, les trames devant être modifiées requièrent des calculs 
supplémentaires. Dans le cas le plus simple, il n’y a pas de boucle pour la recherche du 
meilleur vecteur de bruit, puisque le bénéfice apporté par celui-ci est relativement 
marginal. Cette boucle peut augmenter la complexité totale de façon significative, en dépit 
du fait qu’elle n’améliore principalement que les résultats objectifs. De même, s’il n’y a 
pas de boucle de recherche, la transformée ODFT offre les mêmes performances que 
l’opération plus complexe d’une transformée DFT plus longue avec ZP. En somme, les 
opérations significatives sont : 
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• La recherche de la position de la transition avec O(P.N) multiplications et additions 
pour une trame de N  points et une recherche évaluée à P  positions. 
• Deux transformées ODFT de longueur N . 
• Une compression et deux décompressions de N  points avec exposant point-flottant. 
• Une IODFT (Inverse ODFT) et une ODFT de longueur N . 
• Une IMDCT supplémentaire de N/2, puisque celle du décodeur a été modifiée. 
Au final, la modification d’une trame ajoute une complexité algorithmique qui peut être 
estimée de l’ordre de dix fois celle d’une simple transformée IMDCT. Par exemple, les 
deux transformées ODFT de longueur N  sont de 4.4 à 5 fois plus complexes que la FFT 
de N/4 requise pour calculer la transformée IMDCT. En revanche, une fois que les autres 
éléments du décodeur sont considérés, le facteur de dix parait relativement moindre. Ainsi, 
si la complexité moyenne est critique, il faut observer que le traitement de 2 à 3% des 
trames suffit pour obtenir la majeure partie du gain de qualité envisageable. Dans ce cas, 
la complexité moyenne n’augmente pas plus que 30% par rapport au décodage standard. 
Parallèlement, si la complexité du pire cas est le facteur le plus critique, le traitement peut 
être étalé sur la durée de deux trames, puisqu’il y a peu d’avantages à traiter deux trames 
consécutives. D’ailleurs, cet étalement ne requiert pas davantage de délai algorithme que 
celui requis pour vérifier le ratio d’énergie de la trame suivante. Ensuite, il faut considérer 
les autres éléments du système. Par exemple, si celui-ci inclut un mécanisme de correction 
des trames perdues (packet loss concealment), il faut constater qu’il s’agit d’un cas qui 
peut être relativement complexe et où le traitement de pré-écho ne sera jamais employé. 
Ainsi, il se peut qu’un autre cas relativement complexe soit présent dans le système et qu’il 
puisse être mutuellement exclusif. En somme, la complexité de l’algorithme proposé n’est 
pas négligeable pour tous les cas de figure, mais elle demeure en moyenne très raisonnable. 
De plus, l’algorithme est suffisamment flexible pour être adapté aux contextes plus 
spécifiques d’une multitude d’applications. 
En revanche, si la complexité algorithmique est un facteur sans trop d’importance, la 
boucle de recherche du meilleur vecteur de bruit et la transformée avec ajout de zéros (ZP) 
peuvent être employées. Chaque itération supplémentaire contribue à la complexité 




algorithmique avec au moins la génération d’un vecteur aléatoire, des multiplications pour 
ajuster le niveau de bruit et deux transformées temps-fréquence. 
3.4.4 Mesures objectives 
L’algorithme proposé profite de l’information déjà disponible au décodeur pour améliorer 
la synthèse des signaux transitoires. En ce faisant, il améliore la qualité objective et 
subjective du signal. Cette section présente les résultats des mesures objectives de 
l’algorithme. La mesure employée est le rapport signal à bruit segmentale, où chaque 
segment correspond à un bloc complet de signal décodé. Cela correspond à des segments 
de 1024 échantillons. 
Afin de présenter des mesures représentatives de l’amélioration de la qualité objective, le 
tableau 3.1 combine des résultats pour 7 débits typiques et 538 fichiers audio de styles 
variés, totalisant 188767 trames par débit. Cette base contient de la musique, de la parole, 
des publicités (voix sur musique) et d’autres effets sonores. 
 TRAMES 
MODIFIÉES 
RSB TOTAL  
(TOUTES LES TRAMES) 
RSB DES SEGMENTS 
MODIFIÉES UNIQUEMENT 
DÉBIT 
(kbps) QUANTITÉ RATIO STANDARD TRAITÉ DELTA STANDARD TRAITÉ DELTA 
12 10960 5.81% 0.19 0.20 0.008 -0.48 -0.26 0.223 
16 10464 5.54% 5.18 5.19 0.015 3.80 4.19 0.393 
20 10018 5.31% 7.48 7.49 0.017 5.70 6.15 0.444 
24 10333 5.47% 12.12 12.13 0.014 9.17 9.47 0.302 
28 10248 5.43% 11.87 11.89 0.015 9.08 9.40 0.319 
32 10426 5.52% 14.51 14.53 0.012 11.25 11.50 0.253 
48 10647 5.64% 18.58 18.58 0.004 14.89 15.05 0.159 
Tableau 3.1 – Résultats objectifs pour 7 débits, sur 500 fichiers (173810 trames/débit) 
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Le tableau 3.1 présente, pour chaque débit, le nombre et le ratio correspondant de segments 
modifiés. Ensuite, il compare le rapport signal à bruit (RSB), avant et après traitement, 
pour la somme de toutes les trames et pour les segments contenant une transitoire modifiée. 
Ces résultats permettent de remarquer que les mesures objectives sont améliorées à tous 
les débits et plus particulièrement de 16 à 32 kbps. Dans le cas des débits très faibles, 
l’efficacité de l’algorithme peut diminuer, puisque l’étalement est calculé à partir de la 
partie la plus énergétique du signal. Ainsi, à 12 kbps, même si la partie post-transitoire est 
très énergique, elle peut quand même avoir été très mal représentée. En ce qui a trait aux 
débits les plus élevés, le défaut de pré-écho a tendance à se résorber avec l’augmentation 
du nombre de coefficients non-nuls, laissant moins de place à amélioration. 
Parallèlement, le tableau 3.1 permet une conclusion intéressante pour un traitement qui se 
doit de réduire des artéfacts. Ainsi, il permet de constater que les trames améliorées sont 
celles ayant des RSB anormalement plus faibles que la moyenne (outliers). Cela concorde 
assez bien avec le concept de réduction d’artéfacts, puisqu’on peut décrire des artéfacts 
comme des défauts localisés, ou comme de courtes périodes de signal particulièrement 
dégradées. Par exemple, à 24 kbps, les trames modifiées ont un RSB significativement 
plus faible que la moyenne; soit 9.08 dB, contre 11.87 dB en moyenne. 
Cette caractéristique du traitement est encore plus notable dans certains fichiers qui sont 
eux-mêmes des « outliers » pour le codec, comme le fichier donné en exemple pour ce 
chapitre. Pour ce fichier en particulier, très dégradé même à 24 kbps, le RSB du signal 
décodé complet subit un gain relativement modéré de 10.18 dB à 10.39 dB. Par contre, le 
RSB des trames modifiées était beaucoup plus faible, soit de -1.37 dB avant la 
modification du signal. Celles-ci ont subi une amélioration significative, soit de +1.63 dB 
en moyenne. L’histogramme de la figure 3.10 illustre la distribution des variations de RSB 
par trame pour le fichier d’exemple. Pour clarifier avec un exemple, cette figure illustre 
que 8 trames du fichier ont subi une amélioration se situant entre 0.5 et 1.5 dB. Cette 
analyse permet aussi de constater qu’aucune trame ne subit de détériorations significatives, 
tandis que plusieurs trames se sont améliorées de façon importante. 





Figure 3.10 – Histogramme de la variation du RSB 
des trames modifiées dans la séquence d’exemple 
Finalement, pour le lecteur qui aurait remarqué l’évolution irrégulière du RSB du standard 
de 24 à 28 kbps dans le tableau 3.1, notons que l’encodeur, par défaut, accroit de façon 
marquante la bande passante à ce débit pour améliorer les résultats subjectifs. Par contre, 
cela se fait au détriment de la mesure objective du RSB dans la bande basse. Cela rappelle 
une fois de plus que des résultats objectifs sont insuffisants pour confirmer la performance 
d’un algorithme audio, introduisant du coup la prochaine section qui porte sur l’évaluation 
subjective de l’algorithme. 
3.4.5 Résultats subjectifs 
Puisque l’objectif principal de l’algorithme proposé est de minimiser un défaut perçu à 
l’écoute, un test d’écoute subjectif est une mesure indispensable pour évaluer l’atteinte de 
celui-ci. De nombreux types de tests subjectifs existent, tel que les tests A-B, A-B-X et 
MUSHRA. Puisque le défaut à corriger est plus facile à déceler par des auditeurs experts 
qui ont l’opportunité d’en faire une écoute attentive, le test MUSHRA [8], conçu pour 
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évaluer les codecs audio ayant une qualité jugée intermédiaire, a été sélectionné. Celui-ci 
permet à un nombre raisonnable d’auditeurs experts d’écouter attentivement les différentes 
séquences proposées, avant de leur attribuer des notes sur une échelle de 100. 
Un test d’écoute de type MUSHRA permet d’écouter en boucle un extrait sélectionné à 
l’aide de deux curseurs. L’auditeur peut passer à tout moment entre la référence (REF) et 
les 6 autres items. La référence peut être écoutée autant de fois que désiré et une version 
identique de celle-ci est cachée parmi les choix A à F. Combinées à une version passe-bas 
à 3.5 kHz, ces références (anchors) permettent de valider le travail de l’auditeur et elles 
établissent aussi des points de repère pour noter les extraits en évaluation. Idéalement, un 
seul des items se verra attribuer la note parfaite de 100, car un des items est une copie de 
la référence. Ensuite, les autres curseurs sont placés selon les préférences de l’auditeur. 
Une capture d’écran du logiciel employé est présentée à la figure 3.11. 
 
Figure 3.11 – Interface usager pour l’application de test MUSHRA 




Pour obtenir des résultats significatifs, le nombre de curseurs ne doit pas être trop élevé. 
Donc, il vaut mieux limiter le test à l’évaluation de deux débits significatifs. Puisque la 
qualité du codec est déjà sévèrement limitée à 12 et à 16 kbps et que le défaut à corriger 
est moins présent à 48 kbps, le test a été conçu avec deux débits à l’intérieur de cette plage, 
qui sont aussi des débits importants pour des applications réelles, soit 24 et 28 kbps. Au 
final, le test est composé de 6 curseurs, soit l’original, la référence passe-bas à 3.5kHz, 
puis le standard (STD) et le modifié (processed, PRO) aux deux débits. 
Une sélection de 12 séquences a été composée pour avoir des cas où l’artefact de pré-écho 
est bien présent, tout en couvrant un large éventail de genres de signaux. Parmi ces 
séquences, il y a de la parole, de la musique, des effets sonores et de la voix sur musique. 
 
Figure 3.12 – Résultats de test subjectif MUSHRA (par séquence et total) 
Le test a été effectué avec 10 auditeurs sélectionnés pour leur expérience dans l’évaluation 
subjective de codecs. Les résultats du test pour le total des 12 séquences (TOUS) ainsi que 
chacune d’elles (S1 à S12) pour les 6 conditions sont présentés à la figure 3.12. Ces 
conditions sont le signal original (REF, qui signifie Reference), un signal filtré passe-bas 
à 3500Hz (LP35, pour Low Pass 3.5k), les fichiers traités par l’algorithme à 24 et à 28 
kbps respectivement (PRO24 et PRO28, pour Processed: 24, 28) et les fichiers non-traités 







S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 TOUS
REF LP35 PRO24 STD24 PRO28 STD28
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permet de constater une tendance positive pour l’algorithme, sans que les plages de 
confiance à 95% (illustrées sur la figure) puissent confirmer que cela n’est pas dû 
seulement au hasard. 
Par contre, il est possible de poursuivre l’analyse des résultats du test. Puisque l’objectif 
de l’analyse est de confirmer si oui ou non il y a un gain de qualité entre le signal standard 
et le signal modifié, il n’est pas nécessaire de tenir compte des grandes variations dans les 
plages de notes choisies par chaque auditeur. Ainsi, au lieu d’analyser les valeurs absolues, 
il suffit de considérer le delta entre chacune des notes pour la version standard et la version 
modifiée correspondante. La figure 3.13 présente donc une analyse différentielle, où 
seulement les variations entre le standard et la version modifiée sont comptabilisées. 
 
Figure 3.13 – Résultats de l'analyse différentielle (par séquence et total) 
Suite à cette analyse, il est possible de conclure que le traitement procure un gain de qualité 
statistiquement significatif de 1 à 3 points MUSHRA en moyenne sur les 12 séquences de 
test, autant à 24 qu’à 28 kbps (selon l’intervalle de confiance de 95%). Il s’agit donc d’un 
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3.5 Variantes possibles de l’algorithme 
Lors de la description de l’algorithme, quelques options pour son implémentation ont été 
suggérées. Cette section traite de possibilités supplémentaires pour minimiser la 
complexité algorithmique ou pour intégrer l’algorithme dans un autre contexte. 
3.5.1 Potentiel d’inclusion avec l’encodeur 
En plus de pouvoir apporter un gain de qualité à un standard existant, la méthode décrite 
dans ce chapitre peut aussi être plus ou moins intégrée avec l’encodeur. Dans un premier 
temps, même si aucune information n’est transmise au décodeur, un système qui emploie 
le post-traitement des transitoires peut être optimisé en conséquence. Notamment, l’usage 
du débit variable peut être minimisé et l’efficacité de codage peut être optimisée en 
réduisant l’usage de la mise en forme temporelle du bruit (TNS) et les blocs courts. 
Dans un deuxième temps, particulièrement si un nouveau standard ou un système 
spécifique est développé, le concepteur pourrait envisager de transmettre certains 
paramètres en lien avec l’algorithme de traitement des transitoires. Cela permettrait de 
réduire la complexité algorithmique au décodeur et possiblement augmenter la qualité du 
traitement. Ce gain serait possible grâce au fait que l’encodeur peut prendre certaines 
décisions basées sur le signal original au lieu de sa version quantifiée. De plus, pour les 
cas de plusieurs applications de diffusion audio (streaming), la complexité algorithmique 
à l’encodeur a beaucoup moins d’importance que celle au décodeur, qui a souvent lieu sur 
des appareils mobiles. Ainsi, la transmission d’un bit d’activation éviterait au décodeur de 
devoir tester chaque trame pour la présence de transitoires (figure 3.14, page 65). Dans ce 
cas, l’encodeur pourrait aussi tester l’effet du post-traitement pour évaluer si le gain de 
qualité obtenu vaut le traitement supplémentaire requis au décodeur. 
De même, l’encodeur pourrait transmettre une ou plusieurs des caractéristiques de la 
transitoire (figure 3.15, page 66). Par exemple, la position exacte de la transitoire pourrait 
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être transmise, potentiellement sous la forme d’un facteur de correction par rapport à 
















Paramètres (activation du traitement, 













Figure 3.14 – Schéma-bloc de l’algorithme avec l’activation par l’encodeur 
Ensuite, étant donné que l’encodeur a accès au signal original et encodé, il pourrait 
transmettre un facteur de correction pour l’intensité du post-traitement. Cela pourrait 
même inclure un facteur pour la partie pré-transitoire et un autre pour la partie post-
transitoire. Finalement, si la qualité objective est importante, l’encodeur pourrait 
transmettre un index de vecteur de bruit d’étalement. Celui-ci serait un index de départ 
(seed) d’un générateur aléatoire convenu. Dans ce cas, l’encodeur a un avantage pour la 
sélection du meilleur vecteur, puisqu’il peut, encore une fois, comparer le résultat obtenu 
avec le signal original. 
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Figure 3.15 – Schéma-bloc de l’algorithme opérant avec des paramètres de l’encodeur 
3.5.2 Minimisation de la complexité algorithmique 
Tout au long de ce chapitre, des éléments ayant une influence sur la complexité 
algorithmique ont été dénotés. Notamment, il existe plusieurs éléments de l’algorithme qui 
ont été décrits comme étant optionnels, comme la recherche du vecteur de bruit optimal, 
puisqu’ils n’apportent pas la majeure partie du gain de qualité espéré. Il a aussi été noté 
que des réductions de complexité additionnelles sont possibles au décodeur si la trans-
mission d’information de la part de l’encodeur est possible. En complément, cette section 
propose des moyens supplémentaires de minimiser la complexité algorithmique. 
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Les éléments qui ont la plus grande incidence sur la complexité algorithmique sont sans 
contredit les transformées temps-fréquence. Toutefois, ces calculs peuvent être optimisés 
sans incidence sur la qualité du résultat. L’algorithme proposé nécessite au moins deux 
transformées ODFT indépendantes, suivis d’une IODFT, une ODFT, puis la IMDCT. 
Alternativement, les ODFT/IODFT peuvent être remplacées par une DFT avec ZP pour 
lequel des algorithmes rapides existent déjà [73]. 
Le fait que deux transformées DFT d’éléments réels peuvent être calculées avec une seule 
FFT complexe est déjà largement connu [74]. Mais, de la même façon, les deux trans-
formées ODFT indépendantes, de x1 et x2 vers X1 et X2 respectivement, peuvent être 
calculées simultanément avec un algorithme FFT [75] : 
 ( ) ( ) ( )1 2FFT
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jX k X N k X k∗ = − − −   . (3.27) 
Puis, les transformées IODFT et ODFT non-simultanées de longueur N  peuvent aussi être 
calculées de façon plus simple, avec une transformée FFT de longueur N/2 pour chacune 
[76]. Ensuite, le calcul de la transformée IMDCT peut aussi être optimisé. Le lien entre la 
MDCT de longueur N , la IMDCT de longueur N/2 et la DCT-IV de longueur N/2 a déjà 
été présenté. Cette DCT-IV peut être calculée à partir d’une FFT de longueur N/4 [77]. 
En plus des transformées, d’autres éléments peuvent être modifiés pour réduire la 
complexité algorithmique. Notamment, puisque le pré-écho se produit à cause du manque 
de bits pour quantifier un spectre très étalé, les facteurs d’échelle sont souvent relativement 
grands. Cela a pour effet que les raies ont une amplitude quantifiée de 0, ±1 ou plus 
rarement ±2. L’estimation du bruit peut donc être simplifiée, car la compression et la 
décompression non-linéaire avec un exposant point-flottant a un coût non-négligeable pour 
la complexité, mais a peu ou pas d’effet sur les raies de faible amplitude. 





L’artéfact de pré-écho est une problématique qui peut avoir des effets très néfastes sur la 
qualité globale perçue d’un codec. Néanmoins, celui-ci est présent dans des codecs 
standardisés, comme MPEG AAC. Ce défaut peut être minimisé de diverses façons, mais 
nécessitant habituellement la transmission d’informations supplémentaire. Ce chapitre a 
proposé un algorithme qui réduit significativement les artéfacts de pré-écho, mais sans 
introduire de modifications à l’encodeur ou au train binaire. Cet algorithme exploite plutôt 
l’information déjà disponible au décodeur, ce qui permet de le mettre en œuvre de façon 
interopérable avec les standards existants. Néanmoins, cela n’empêche pas que la présence 
du post-traitement soit considérée par un encodeur dans une application donnée, ou qu’un 
nouveau codec spécifique ou à standardiser puisse transmettre certaines informations. 
Un piège qui guette un post-traitement qui opère à l’aveugle, sans paramètres transmis de 
l’encodeur, est que l’intensité de la modification au signal peut être sous-optimale. Un tel 
algorithme sera inefficace si son intensité est trop faible ou il pourrait introduire de 
nouveaux problèmes si son intensité est trop élevée. L’algorithme proposé dans ce chapitre 
évite de tels compromis, en estimant de façon précise l’amplitude des modifications à partir 
de l’information déjà disponible au décodeur. Cela évite que la méthode s’appuie trop 
fortement sur des facteurs déterminés arbitrairement, souvent fixés par essai et erreur, et 
qui peuvent être mal adaptés à certains types de signaux. De cette façon, il devient possible 
d’appliquer une méthode apparentée à la soustraction spectrale, sans introduire les 
artefacts qui sont typiques pour cette famille d’algorithmes. 
Éventuellement, le concept de post-traitement avec limites objectives qui a été introduit 
dans ce chapitre pourrait sans doute être employé pour réduire d’autres types de défauts 
comme les « birdies ». Cet algorithme serait alors un exemple d’un nouveau paradigme où 
les post-traitements qui sont appliqués à un décodeur pour minimiser certains défauts sont 
tous bornés de façon objective. Les informations employées peuvent être basées sur les 
facteurs d’échelle, comme dans ce chapitre et sur d’autres informations plus implicites, 
comme tenir compte des choix de modes et de stratégies employés par l’encodeur. 
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CHAPITRE 4   
Amélioration interopérable de l’encodeur G.711 
4.1 Introduction 
Le G.711 est l’un des standards les plus anciens encore amplement déployés aujourd’hui 
pour la transmission numérique de la parole. Il s’agit d’un format à modulation 
d’amplitude codée (PCM, Pulse-Code Modulation) échantillonné à 8 kHz, avec une pré-
accentuation des hautes fréquences et 256 niveaux de discrétisation non-linéaires (loi µ ou 
loi A), totalisant un débit de 64 kbps [22]. Depuis sa mise en service, de nouveaux codecs 
pour la parole ont proposé une qualité semblable à plus faible débit. Par contre, en dépit 
de l’augmentation généralisée de la capacité de calcul des appareils, le standard G.711 n’a 
jamais été modifié en rétrospective pour améliorer sa qualité subjective. 
Parallèlement, un nouveau standard G.711.1 a été proposé par l’entreprise nippone NTT 
pour les réseaux IP à haut débit. Plutôt que la simple réduction du débit à tout prix, ces 
systèmes nécessitent un faible délai algorithmique, l’interopérabilité avec les réseaux à 
bande étroite, une bonne immunité aux pertes de paquets et une basse complexité. Ce 
nouveau standard propose un codec hiérarchique (extensible), avec le codec G.711 comme 
cœur. Deux couches supplémentaires de 16 kbps chacune sont transmises de façon 
optionnelle pour augmenter la qualité ou la bande passante de l’audio. Pour être en mesure 
d’élargir la bande passante, le cœur G.711 est employé d’une façon sous-optimale, soit 
sans préaccentuation des hautes fréquences et sans filtre passe-bande. Ce contexte créa 
l’opportunité de rehausser la qualité de l’ancien standard G.711 à l’aide des connaissances 
plus récentes en modèles perceptuels et en mise en forme du bruit de quantification. 
Ce chapitre propose donc un algorithme pour rehausser la qualité du standard G.711 de 
façon rétrocompatible avec les décodeurs existants. Cet algorithme intègre, entre autres, 
un modèle perceptuel comparable à celui employé par les codecs de type ACELP. En plus 




de rehausser significativement la qualité du standard G.711, cette contribution a permis de 
développer une solution relativement simple et efficace pour la couche d’amélioration de 
qualité dans le nouveau standard G.711.1. Notamment, la mise en forme perceptuelle du 
bruit de la couche principale est récupérée par la couche d’amélioration, impliquant aussi 
qu’il n’y a pas lieu de réserver une partie du débit pour communiquer l’allocation de bits. 
Dans ce chapitre, la section 4.2 décrit en détails le nouvel algorithme, tel qu’il a été proposé 
pour le standard G.711.1. Ensuite, la section 4.3 présente les résultats des tests d’écoute 
pour cette proposition. Enfin, les contributions de ce chapitre ont été publiées [78] et 
standardisées [79]. Le standard G.711.1 propose aussi des couches d’extension de bande. 
Par contre, l’extension de bande ne fait pas partie des contributions de cette thèse, qui sont 
d’ailleurs précisées dans la conclusion. 
4.2 Description de l’algorithme proposé 
Les objectifs du standard G.711.1 qui sont en lien avec la présente thèse étaient de 
démontrer qu’un standard existant peut être amélioré, de façon rétrocompatible, pour en 
améliorer la qualité et pour l’adapter à de nouveaux besoins. Les contraintes de conception 
pour le G.711.1 spécifiaient que le cœur doit être compatible avec les décodeurs G.711 
existants et que la qualité en bande étroite (50 à 4,000 Hz) serait rehaussée avec la 
transmission optionnelle d’une couche de 16 kbps supplémentaire. Malgré le fait que la 
performance du G.711 est détériorée lorsque les filtres de préaccentuation et de passe-
bande (300 à 3,400 Hz) sont absents, rien ne spécifiait que le cœur G.711 devait être 
modifié. Ces travaux ont permis de démontrer que la qualité du cœur G.711 pouvait être 
augmentée de façon rétrocompatible pour remédier à ses faiblesses connues dans ces 
conditions, tout en facilitant la conception de la couche de rehaussement de 16 kbps. 
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4.2.1 Choix de conception 
D’abord, on peut constater que les codecs plus récents misent sur deux grands concepts 
pour améliorer le ratio qualité-débit. Dans un premier temps, certaines techniques 
permettent d’ignorer les caractéristiques non-pertinentes du signal (irrelevancy reduction). 
Dans un deuxième temps, certaines techniques permettent de réduire les redondances dans 
l’information transmise (redundancy reduction). Il a même été démontré qu’un codec peut 
être conçu en séparant complétement ces deux concepts [80]. Ainsi, Schuller a proposé un 
codec composé d’un encodeur avec pré-filtre contrôlé par un modèle perceptuel et un 
quantificateur suivi par un module de réduction des redondances. Dans ce type de codec, 
un post-filtre au décodeur permet d’inverser l’effet du pré-filtre. 
Pour rehausser la qualité du cœur G.711 de façon rétrocompatible avec les décodeurs 
existants, la réduction des redondances dans le train binaire ne peut être exploitée, puisque 
le format binaire optimisé ne serait plus compatible. De surcroît, un pré-filtre qui doit être 
inversé au décodeur ne peut pas être employé. Par conséquent, il faut une solution qui met 
en forme le bruit de quantification de façon perceptuelle, sans besoin de post-filtre. 
La solution proposée repose donc sur la mise en forme spectrale du bruit, décrite dans la 
section 4.2.2, combinée à un modèle perceptuel, décrit dans la section 4.2.3. Ensuite, la 
section 4.2.4 décrit comment une couche d’amélioration peut s’intégrer à cette solution. 
Enfin, la section 4.2.5 propose certaines améliorations pour corriger des défauts possibles 
avec des signaux de très faible amplitude. 
4.2.2 La mise en forme du bruit de quantification 
La variance 2Qσ  du bruit introduit par la quantification non-linéaire d’un signal ayant la 













= ∆∑  . (4.1) 




La variance du bruit dépend donc de la similarité entre la distribution du signal d’entrée et 
la fonction de compression dynamique (companding). Par contre, ce quantificateur produit 
un bruit plat en fréquence, ce qui peut le rendre facilement audible lorsque le signal 
d’entrée n’est pas suffisamment plat.  
Puisque le bruit du quantificateur est plat, mais que les signaux de parole ont généralement 
davantage de contenu dans les basses fréquences, le standard G.711 met en forme le bruit 
de quantification à l’aide d’une préaccentuation fixe à l’encodeur et sa fonction inverse au 
décodeur. Ces problèmes sont aussi minimisés avec un filtre passe-bande, d’environ 300 
à 3,400 Hz. Par contre, lorsque la préaccentuation fixe est inadaptée à la dynamique du 
signal d’entrée, le bruit de quantification sera audible dans les bandes fréquentielles où 
l’énergie est plus faible. Par exemple, si un signal d’entrée a un contenu très énergétique 
en basses fréquences par rapport aux hautes fréquences, il pourra engendrer un bruit non-
masqué (audible) dans les hautes fréquences. Dans le contexte du standard G.711.1, ce 
problème sera accru par le fait que la préaccentuation et le filtre passe-bande sont absents. 
Un exemple de démasquage du bruit de quantification est illustré à la figure 4.3 (a). 
Par conséquent, ces travaux avaient pour but d’améliorer à la fois les systèmes G.711 
existants et aussi son usage au cœur du G.711.1, où il est employé sans préaccentuation, 









Figure 4.1 – Mise en forme du bruit de quantification 
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La solution proposée repose donc sur un modèle perceptuel qui contrôle la mise en forme 
du bruit par rétroaction de l’erreur de quantification [81]. La boucle de rétroaction, telle 
qu’illustrée à la figure 4.1, produit un bruit de quantification mis en forme avec l’allure 
spectrale ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( )Y z X z G z X z Y z H z E z E z= − − − + . En isolant ( )Y z  : 









 . (4.2) 
Par souci de clarté, spécifions que ( )Y z  est le spectre du signal quantifié, ( )X z  est le 
spectre du signal original et ( )E z  est l’erreur de quantification. Le spectre de l’erreur est 
modifié par les filtrages, mais celui du signal reste inchangé, ce qui confirme qu’aucun 
post-filtre n’est requis au décodeur. Par contre, notons qu’il y a un compromis entre 
l’intensité de la mise en forme du bruit et l’augmentation de l’énergie totale de celle-ci 
[82, 83]. De plus, la boucle de rétroaction ne garantit pas que ( )X z  et ( )E z  sont 
décorrélés, car l’ajout d’un bruit de dispersion (dither) serait nécessaire pour atteindre cet 
objectif [84]. Toutefois, la rétrocompatibilité avec le standard G.711 ne permet pas 
d’employer un bruit soustractif, car il devrait être retiré au décodeur. De même, l’ajout 
d’un bruit non-soustractif est problématique, puisque l’amplitude et la distribution de 
celui-ci présume des pas de quantification de tailles égales. Dans ce cas-ci, puisque le 
quantificateur est non-linaire, le bruit n’a plus une distribution uniforme et indépendante 
du signal. Par conséquent, un bruit de dispersion indépendant du signal d’entrée et calculé 
pour le plus petit pas de quantification serait insuffisant pour un signal de grande 
amplitude, tandis que celui calculé pour le plus grand pas de quantification serait trop 
intense pour les signaux de faible amplitude. Mais tout compte fait, le gain de qualité serait 
minime en pratique, puisque le niveau du bruit qui devrait être ajouté dans le contexte d’un 
quantificateur de seulement 8 bits diminuerait la qualité perçue davantage que le gain 
procuré par la décorrélation du bruit de quantification avec le signal d’entrée.  
Quoi qu’il en soit, la mise en forme spectrale du bruit de quantification de la figure 4.1 est 
couramment employée dans un contexte d’audio haute-fidélité, lorsque le nombre de bits 
d’une source originale (master) est réduit pour la distribution (p. ex. de 24 à 16 bits). Dans 




ce cas, la courbe de mise en forme du bruit est habituellement une forme fixe, comparable 
à la courbe du minimum de l’audition. Avec une fréquence d’échantillonnage de 44.1 ou 
48 kHz et la grande plage dynamique disponible avec 16 bits, cela permet d’abaisser le 
plancher de bruit dans la bande de fréquences entre 1 et 6 kHz, en échange de plus de bruit 
dans des bandes de fréquences moins audibles, au-delà de 6 kHz. Toutefois, dans le cas du 
G.711 à 8 bits et 8 kHz, la bande passante (4 kHz) et le plancher de bruit déjà élevé ne 
permettent pas de simplement dissimuler le bruit de quantification sous la courbe de 
l’audition. Par conséquent, un modèle perceptuel a été mis en œuvre pour adapter la mise 
en forme spectrale du bruit en fonction du signal, afin que celui-ci puisse masquer le bruit. 
Puisque le modèle perceptuel produira un filtre récursif comme celui de l’ACELP, seuls 
les coefficients ( )G z  de la figure 4.1 sont requis. La figure 4.2 présente donc le schéma 
de la solution proposée ici pour le cœur G.711. Cette solution inclut l’ajout d’un modèle 
perceptuel qui met en forme le bruit de quantification avec un filtre perceptuel ( )1 A z . 














Figure 4.2 – Encodeur-décodeur avec mise en forme du bruit 
Pour illustrer l’effet de la mise en forme spectrale du bruit combiné à un filtre adapté au 
signal, la figure 4.3 (a) illustre le bruit normalement produit par le G.711 sans filtrage, 
tandis que la figure 4.3 (b) présente le spectre du bruit avec la mise en forme. La ligne lisse 
(de couleur magenta) représente le filtre employé, la ligne au-dessus (de couleur bleu) est 
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le signal original et la ligne mince en-dessous (de couleur rouge) est le bruit de 
quantification. 
Dans le premier cas (a), le bruit est audible dans certaines bandes de fréquences. En 
revanche, le bruit a plus de chances d’être masqué dans le deuxième cas (b), même si 
l’énergie totale du bruit est plus grande. 
 
Figure 4.3 – Bruit de quantification avec le G.711 (a) et avec la mise en forme (b) 
4.2.3 Le modèle perceptuel 
Les codecs plus récents misent sur la réduction des informations qui servent à représenter 
des parties non-pertinentes du signal (irrelevancy reduction) et la réduction des 
redondances dans l’information transmise (redundancy reduction) [80]. Dans cette 
optique, le but du modèle perceptuel proposé est de contrôler la mise en forme du bruit 













































pour que celui-ci soit masqué par le signal, autant dans le domaine temporel que dans le 
domaine fréquentiel. 
De surcroît, le standard G.711.1 impose des contraintes sur la solution proposée. D’abord, 
le délai aller-retour sur réseau par paquets IP doit être au maximum de 150 ms. Puisqu’une 
partie importante de ce délai est compté pour la transmission sur le réseau et le filtrage 
QMF qui sépare la bande étroite de la bande élargie, le délai algorithmique du modèle 
perceptuel doit être limité à 5 ms. Ensuite, la complexité algorithmique doit être 
relativement faible, ce qui est le cas pour un algorithme comparable à l’ACELP. 
Finalement, la robustesse aux pertes de paquets ne doit pas être compromise, comme ce 
serait le cas avec un prédicteur à long terme de plusieurs dizaines de millisecondes. 
Le modèle proposé est donc basé sur des trames de 5 ms, tandis que les fenêtres d’analyse 
sont des fenêtres en cosinus de 10 ms, soit N=80 échantillons à 8 kHz :  
 ( ) ( )sin 1 2 , 0,1,..., 1w n n n N
N
π = + = − 
 
 . (4.3) 
La figure 4.4 illustre la relation entre la position des fenêtres d’analyse et des trames, où 
kW  représente la fenêtre ( )w n  qui s’applique à la trame kS  composée de 40 échantillons 
du signal ( )s n . 
W1 W2
S1 S2S0  
Figure 4.4 – Trames et fenêtrage pour analyse 
La fenêtre se termine donc au même instant que la trame. Ce fenêtrage avec biais sur les 
échantillons passés peut sembler sous-optimal, mais cela permet de minimiser à la fois le 
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délai algorithmique et les artéfacts de pré-écho. D’abord, ce décalage permet de trans-
mettre la trame 2.5 ms plus tôt que si la fenêtre était centrée, ce qui apporte un gain de 
5.0 ms pour l’aller-retour. Ensuite, le pré-écho est pratiquement éliminé en exploitant au 
maximum le masquage temporel, puisqu’il s’agit d’un phénomène de l’ordre de quelques 
millisecondes en pré-masquage, par opposition à plusieurs dizaines de millisecondes en 
post-masquage. Ainsi, la fenêtre Wk , avec son biais vers le passé, accorde moins 
d’importance aux composantes fréquentielles qui apparaîtraient dans la dernière partie de 
la trame Sk . Si les fenêtres étaient plutôt centrées sur les trames, le bruit de quantification 
risquerait d’être mis en forme dans une bande fréquentielle plusieurs millisecondes avant 
l’apparition du signal masquant. 
Puis, un filtre perceptuel ( )A z  est calculé pour chaque trame k  à partir du signal fenêtré 
( ) ( ) ( )ws n w n s n= . Un tel filtre permet de modéliser l’enveloppe spectrale, comme illustré 
par le trait lisse et foncé de la figure 4.3. Les coefficients du filtre ( )A z  sont obtenus par 
la méthode de la covariance, comme c’est le cas pour l’algorithme de l’ACELP [25]. La 
prochaine étape est donc le calcul de K+1 autocorrélations ( )r k  : 




r k s n s n k k K
=
= − =∑  . (4.4) 
Ensuite, les facteurs d’autocorrélation sont modifiés pour ajouter un plancher de bruit 
à -50 dB, donc ( ) ( )0 0r rρ= ⋅  et ( ) ( )r k r k= , où 50 101 10ρ −= + . Les coefficients de 
prédiction ( )a k  peuvent alors être obtenus par l’algorithme de Levinson-Durbin à partir 
du système d’équations : 





a k r i k r i i K
=
− = − =∑    . (4.5) 
Ensuite, un facteur de pondération des formants (weighting) γ , de l’ordre de 0.8 à 0.92 est 
ajouté à ces coefficients : 
 ( ) ( )ka k a kγ= .  (4.6) 




Puisque l’énergie totale du bruit augmente avec l’agressivité de sa mise en forme, il faut 
limiter l’ordre du filtre de mise en forme et choisir un facteur de pondération approprié. 
En pratique, un ordre aussi faible que 4 apporte un gain de qualité significatif. 
De façon optionnelle, une préaccentuation comparable au mécanisme dans l’AMR 
(Adaptive Multi-Rate audio codec) peut être ajoutée au présent modèle et ce, sans devoir 
réaliser l’opération inverse au décodeur. Puisque la prédiction linéaire lisse les 
harmoniques dans le spectre fréquentiel, une accentuation de la mise en forme du bruit 
vers la partie hautes fréquences permet d’améliorer la qualité subjective des signaux 
harmoniques, puisqu’elle réduit le bruit entre les harmoniques dans les basses fréquences. 
Par contre, la même accentuation d’un signal de type davantage « bruité » pourrait changer 
la tonalité de ce son. Étant donné que l’accentuation est réalisée à l’encodeur seulement, 
elle peut être conçue pour s’adapter à l’harmonicité du signal. Ainsi, l’accentuation 
variable permet d’améliorer la performance de la mise en forme du bruit pour les signaux 
harmoniques, sans réduire son efficacité pour les signaux plus bruités. Concrètement, 
l’ordre du filtre calculé précédemment voit son ordre augmenter d’un par une convolution 
avec le filtre 1 zµ+  : 
 ( ) ( ) ( )( )
1 pour  0,1,..., 1,
ˆ 1
pour  .
a i a i i K
a i
a i i K
µ
µ
+ + = −+ =  =
 

  (4.7) 
La valeur de µ  est soit une constante, soit une valeur dépendante de l’harmonicité du 
signal. Dans ce dernier cas, l’harmonicité peut être estimée de façon simple, par le ratio 
( ) ( )1 0r r− , ou par un décompte des passages par zéro dans la trame. 
4.2.4 L’intégration d’une couche d’amélioration 
Le modèle proposé pour la mise en forme du bruit basé sur un modèle perceptuel a permis 
de faciliter la mise en œuvre d’une couche d’amélioration de la qualité pour le standard 
G.711.1. Notamment, le modèle perceptuel est récupéré au décodeur pour éviter de devoir 
transmettre de l’information relative à l’allocation de bits et pour réduire le niveau du bruit, 
tout en conservant la même mise en forme perceptuelle. Ainsi, la couche d’amélioration 
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sert à retirer une partie du bruit de la couche principale, incluant sa mise en forme 
fréquentielle qui en avait augmenté l’énergie. Par conséquent, la couche d’amélioration 
doit augmenter la précision des échantillons d’une façon équivalente à si cela avait été fait 
ainsi, dès le départ, dans la boucle de mise en forme du bruit (en se référant à la figure 
4.2). Par exemple, dans le cas simple où 2 bits supplémentaires par échantillon sont 
transmis, le spectre du bruit doit être réduit de 12 dB, sans perdre la mise en forme. 
Mathématiquement, le décodage de la deuxième couche (10 bits) doit produire un signal 
de sortie ( )10Y z  équivalent à si c’était l’erreur de quantification à 10 bits ( )10E z  qui avait 
été mise en forme par le filtre ( )1 A z  et ajoutée au signal original ( )X z , soit : 




Y z X z
A z
= +  . (4.8) 
Si l’erreur du quantificateur de 8 bits ( )8E z  peut être définie comme étant la somme de 
l’erreur de quantification 10 bits et des 2 bits transmis, alors ( ) ( ) ( )8 2 10E z E z E z= + . 
Donc, l’équation (4.8) peut se réécrire : 





8 2 8 2
10
E z E z E z E z
Y z X z X z
A z A z A z
−
= + = + −  . (4.9) 
Pour être décodée avec seulement l’information disponible au décodeur, la sortie ( )10Y z  
doit pouvoir s’exprimer uniquement en fonction du cœur ( )8Y z  déjà décodé, de 
l’amélioration à transmettre ( )2E z  et de ( )A z  qui sera estimé au décodeur à partir de
( )8Y z . Pour ce faire, rappelons que ce dernier est : 




Y z X z
A z
= +  . (4.10) 
Alors la substitution de ( )X z  et ( )8E z  de l’équation (4.9) avec l’équation (4.10) donne : 




Y z Y z
A z
= −  . (4.11) 




Concrètement, l’équation (4.11) signifie que ( )10Y z  peut être obtenu à partir de la couche 
principale ( )8Y z  en y retirant tout simplement la couche d’amélioration ( )2E z  filtrée par
( )1 A z . En pratique, cela permet plusieurs options pour ( )2E z , incluant la solution très 
simple pour le G.711 de transmettre 2 bits de mantisse supplémentaires pour chaque 
échantillon. Au total, cela équivaut donc à une quantification de 10 bits exprimée sous la 
forme d’un bit de signe, 3 bits d’exposant et 6 bits au lieu de 4 pour la mantisse. Des 
solutions plus complexes ont été proposées pour le standard G.711.1, mais le concept décrit 
ici reste le même, alors ce chapitre s’en tiendra à la contribution présentée dans cette thèse. 
En somme, la figure 4.5 et la figure 4.6 illustrent respectivement la solution proposée pour 
l’encodeur et le décodeur dans un codec hiérarchique (extensible) à deux niveaux, où 
( ) ( )dA z A z≈ . En fait, puisque le signal quantifié [ ]8y n  est obtenu à l’aide du filtre 
perceptuel ( )A z , ce dernier ne peut être calculé à partir du signal quantifié. 
x[n] Q 8 Q 2
Q 8-11 ̵ A(z)
y8[n]e[n]
d[n]









Figure 4.5 – Encodeur hiérarchique à deux niveaux 
Bref, le filtre perceptuel ( )A z  peut être calculé avec le signal original ou à partir de 5 ms 
de signal quantifié et 5 ms de signal original, tandis que le filtre ( )dA z  au décodeur est 
calculé à partir de 10 ms de [ ]8y n . Étant donné que le cœur est un quantificateur de 8 bits 
et que le filtre perceptuel est calculé avec un facteur de pondération (weighting) et un 
plancher de bruit d’environ -50 dB, cette différence ne pose pas de problème pour des 
signaux d’amplitude nominale. En ce qui a trait aux signaux de très faible amplitude, la 
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disparité entre les filtres ( )A z  et ( )dA z  pourrait s’accroître. Par conséquent, la section 
















Figure 4.6 – Décodeur hiérarchique à deux niveaux 
 
Figure 4.7 – Bruit avec quantificateur 10-bits plat (a) et avec la mise en forme (b) 












































Enfin, la figure 4.7 permet de comparer l’effet d’une deuxième couche de 2 bits 
supplémentaires par échantillon, avec et sans la mise en forme du bruit. Cette figure permet 
aussi de constater que le bruit a été réduit de 12 dB par rapport à la figure 4.3, si bien que 
le trait lisse qui représente le filtre a aussi été illustré 12 dB plus bas (dans la figure 4.7). 
4.2.5 Gestion des signaux de très faible amplitude 
Étant donné que le quantificateur 8 bits du standard G.711 a une faible plage dynamique, 
le bruit de quantification ne peut pas être complètement masqué lorsque l’amplitude du 
signal d’entrée est très faible. De plus, un filtre de mise en forme fréquentielle du bruit de 
quantification augmente l’énergie totale de ce bruit en fonction de l’agressivité de la mise 
en forme. Plusieurs solutions sont donc proposées pour faire face à ces obstacles. D’abord, 
le calcul du filtre de mise en forme peut être réalisé de façon à converger vers une forme 
prédéterminée lorsque le signal devient très faible. Ce filtre prédéterminé est conçu de 
façon à rendre le bruit moins désagréable qu’un simple bruit blanc lorsqu’il devient 
audible, en favorisant le bruit en basses fréquences, tout en minimisant le gain d’énergie 
du bruit par le filtre. Cette convergence vers un filtre prédéterminé a aussi l’avantage d’éviter 
de grandes inadéquations entre les filtres ( )A z  et ( )dA z . Parallèlement, le gain du filtre 
de mise en forme peut être réduit progressivement lorsque le signal devient très faible. 
De plus, le quantificateur peut être modifié pour gérer les signaux presque-nuls, en y 
ajoutant une zone morte (dead-zone quantizer). Ainsi, les portions du signal qui n’ont que 
des échantillons près des valeurs quantifiées -1 et 1 seront mises à zéro pour éviter des 
bruits de crépitement. Entre autres, cela évite que l’amplitude d’un faible bruit puisse 
pratiquement doubler lorsque des valeurs près de ±½ se retrouvent quantifiées à ±1. 
Enfin, une opération comparable pourrait aussi être effectuée sur le signal de sortie du 
décodeur. Puisque cela peut être réalisé de façon totalement indépendante de l’encodeur, 
cela serait rétrocompatible avec le standard G.711. Essentiellement, le gain de sortie serait 
diminué pour des portions de signal de très faible amplitude. Ce genre de technique est 
très répandu en studio, sous l’appellation de « porte de bruit » (noise gate). 
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4.3 Analyse et présentation des résultats 
Cette section présente l’analyse de la performance du système proposé. À cet effet, deux 
tests d’écoute ont été effectués dans le cadre du choix d’un candidat pour le standard 
G.711.1 [85]. Dans un premier temps, la méthodologie ACR (Absolute Category Rating) 
a été employée pour évaluer la solution proposée dans des conditions de parole sans bruit 
à différents niveaux d’amplitude. La méthodologie ACR permet aux auditeurs d’évaluer 
la qualité de chaque item d’audio immédiatement après leur écoute et ce, sur une échelle 
de 1 à 5, où 5 est « excellent » et 1 est « mauvais ». Dans un deuxième temps, la 
méthodologie DCR (Degradation Category Rating) a été employée pour évaluer la 
dégradation de la qualité de la parole dans différents environnements de bruit. Ce test 
permet de valider si une technologie conçue pour la compression de la parole est plus ou 
moins affectée par la présence de bruits variés (musique de fond, bruits d’automobile, etc.). 
Contrairement à la méthodologie ACR, la DCR permet de comparer un signal dégradé à 
un signal de référence avant de fixer son vote sur l’échelle de 1 à 5 [86]. Dans ce cas, le 
signal de parole était toujours à niveau nominal, mais il était détérioré par la présence d’un 
des quatre bruits de fond testés. Quatre types de bruit ont été employés, soient de la 
musique de fond, les sons d’un environnement de bureau, le bruit confus (babble noise) 
ou l’interférence d’un autre locuteur. 
Les échantillons de parole qui ont servi aux tests étaient de nouveaux enregistrements, qui 
n’ont pas servi lors du développement de la solution. Chaque séquence à évaluer était une 
paire de phrases en langue française. Le test contenait quatre paires de phrases différentes 
pour chacun des deux locuteurs masculins et des deux locuteurs féminins, pour un total de 
16 paires de phrases différentes. Pour ce test en bande étroite, les enregistrements ont été 
rééchantillonés à 8 kHz. Leur rapport signal-à-bruit était d’au moins 55 dB. 
Chacune des deux expériences comprennait 24 évaluateurs, répartis en trois ensembles de 
huit auditeurs. Les séquences de parole étaient présentées dans un ordre déterminé au 
hasard et différent pour chacun des ensembles d’auditeurs. La salle d’écoute insonorisée 
permettait de présenter le test à quatre auditeurs à la fois, à l’aide d’écouteurs Sennheiser 




HD 25. La bande passante des écouteurs était plate dans la bande de fréquences utilisée 
dans l’évaluation, soit de 50 à 4000 Hz. La pression sonore était calibrée à 79 dB au niveau 
de l’oreille. Pour simuler l’usage téléphonique, le stimuli était présenté dans une seule 
oreille, au choix de l’auditeur. 
Les résultats du premier test MOS, ainsi que l’écart type (ÉT) et les intervalles de confiance 
de 99% sont présentés dans le tableau 4.1. Ce test a permis d’évaluer l’effet du niveau 
sonore de l’entrée sur la qualité du codec. Il comprend le signal « Direct » (l’original à 
16 bits par échantillon), le signal orignal avec un bruit additif et multiplicatif de type 
MNRU (Modulated Noise Reference Unit) ayant un paramètre multiplicatif Q donné [87], 
le signal avec le codec G.711 standard avec trois niveaux d’entrée différents, le cœur 
proposé (CeT R1, Codec en Test R1) avec trois niveaux d’entrée différents et le codec 
proposé avec la couche d’extension de qualité (CeT R2a) à un niveau nominal. Le niveau 
d’entrée du signal est spécifié en dBO (dB(overload)), soit le niveau en dB par rapport à 
un signal à la limite de la troncature (clipping). Par exemple, une sinusoïde de pleine 
amplitude et sans troncature aurait un niveau de 0 dBO. 
Condition Niveau MOS ÉT 99% inf. 99% sup. 
MNRU, Q = 8 dB -26 dBO 1.063 0.243 1.004 1.121 
MNRU, Q = 16 dB -26 dBO 1.885 0.596 1.743 2.028 
MNRU, Q = 24 dB -26 dBO 2.875 0.669 2.716 3.034 
MNRU, Q = 32 dB -26 dBO 3.927 0.771 3.743 4.111 
Direct -26 dBO 4.531 0.580 4.393 4.669 
G.711@64k -26 dBO 3.260 0.729 3.087 3.434 
G.711@64k -16 dBO 4.167 0.691 4.002 4.331 
G.711@64k -36 dBO 2.552 0.679 2.390 2.714 
CeT@64k (R1) -26 dBO 4.479 0.711 4.310 4.649 
CeT@80k (R2a) -26 dBO 4.510 0.680 4.348 4.673 
CeT@64k (R1) -16 dBO 4.542 0.579 4.404 4.680 
CeT@64k (R1) -36 dBO 4.365 0.698 4.198 4.531 
Tableau 4.1 – Résultats du test MOS pour la parole propre 
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Condition Bruit de fond MOS ÉT 99% inf. 99% sup. 
MNRU, Q = 5 dB Aucun 1.073 0.464 0.962 1.184 
MNRU, Q = 10 dB Aucun 1.333 0.496 1.215 1.451 
MNRU, Q =  15 dB Aucun 1.906 0.682 1.744 2.069 
MNRU, Q = 20 dB Aucun 2.521 0.767 2.338 2.704 
MNRU, Q =  25 dB Aucun 3.125 0.785 2.938 3.312 
MNRU, Q = 30 dB Aucun 3.771 0.900 3.556 3.985 
MNRU, Q = 35 dB Aucun 4.313 0.744 4.135 4.490 
Direct Aucun 4.813 0.418 4.713 4.912 
G.711@64k Musique de fond 3.813 0.744 3.635 3.990 
G.711@64k Bureau (office) 4.656 0.520 4.532 4.780 
G.711@64k Son confus (babble) 4.385 0.745 4.208 4.563 
G.711@64k Locuteur interférant 4.406 0.705 4.238 4.574 
CeT@64k (R1) Musique de fond 4.656 0.559 4.523 4.789 
CeT@64k (R1) Bureau (office) 4.677 0.533 4.550 4.804 
CeT@64k (R1) Son confus (babble) 4.531 0.632 4.381 4.682 
CeT@64k (R1) Locuteur interférant 4.667 0.556 4.534 4.799 
Tableau 4.2 – Résultats du test MOS pour la parole bruitée 
Déjà, en comparant les résultats du G.711 à ceux du codec proposé pour différents niveaux 
d’entrée (-16, -26 ou -36 dBO), il est possible de constater que la qualité du standard G.711 
est très dépendante du niveau d’entrée, tandis que le codec proposé ici permet d’atteindre 
une qualité comparable au son direct pour différents niveaux d’entrée. Par exemple, à un 
niveau de -26 dBO, la qualité du G.711 est déjà dégradée à 3.260 (par rapport à 4.167 au 
niveau plus élevé de -16 dBO), tandis que le codec proposé maintient une note 
relativement élevée de 4.479 (par rapport au son direct à 4.531). 
Les résultats du deuxième test MOS, ainsi que l’écart-type (ÉT) et les intervalles de con-
fiance de 99% sont présentés dans le tableau 4.2. Ce test a permis d’évaluer l’effet de la 
présence de différents bruits de fond sur la qualité du codec. Il comprend le signal direct 
(original), des niveaux de bruits standards (MNRU), le G.711 avec quatre types de bruits 
différents et le cœur proposé (R1) avec quatre types de bruits différents. Ces résultats 
permettent de conclure que la dégradation de la qualité avec le codec proposé due aux 
bruits ajoutés est égale ou moindre à la dégradation constatée avec le G.711 standard. En 
particulier, le codec proposé est beaucoup moins sensible que le G.711 à la présence de 
musique de fond. 





Certains codecs standardisés, tel que le G.711, sont déjà déployés à des milliards 
d’exemplaires partout dans le monde. De même, il arrive qu’un tel standard soit placé au 
cœur d’une nouvelle application, dans un contexte pour lequel il n’avait pas été conçu au 
départ. Par conséquent, la possibilité de rehausser la qualité d’un standard existant, de 
façon rétrocompatible avec les systèmes existants, offre de nombreux avantages. 
Ce chapitre propose une des contributions de cette thèse, soit une méthode pour améliorer 
la qualité subjective de l’encodeur G.711 en y ajoutant un modèle perceptuel comparable 
à celui de l’ACELP. La mise en forme spectrale du bruit de quantification en fonction d’un 
modèle perceptuel conserve la compatibilité avec les décodeurs existants, puisqu’un 
filtrage inverse n’est pas requis. Bien que la technique de mise en forme du bruit ne soit 
pas nouvelle, la mise en forme perceptuelle adaptée au signal et combinée à l’intégration 
qui en a été faite au standard existant a été brevetée. 
De plus, cet encodeur G.711 amélioré a servi de base à la soumission de l’entreprise 
VoiceAge pour le nouveau standard G.711.1. Celui-ci proposait l’ajout d’une couche 
additionnelle de 16 kbps pour améliorer la qualité en bande étroite, mais retirait le filtre 
passe-bande qui éliminait le bruit aux extrémités du spectre. La contribution présentée ici 
a permis d’augmenter la qualité de la couche principale avant même l’ajout de la deuxième 
couche, et ce, malgré le retrait du filtre passe-bande. De plus, le modèle perceptuel est 
repris pour l’algorithme de la deuxième couche, permettant une solution simple et efficace. 
La complexité et le délai algorithmique de la méthode proposée respectent donc les critères 
qui avaient été fixés pour ce nouveau standard. 
Enfin, les problèmes qui auraient pu se poser avec des signaux de très faible amplitude ont 
été écartés avec la désactivation progressive de la boucle de mise en forme du bruit et sa 
convergence vers une forme prédéterminée, la quantification avec zone morte et d’autres 
détails d’implémentation.  
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Des membres du groupe de recherche sur la parole et l’audio (GRPA) de l'Université de 
Sherbrooke ont épaulé l'auteur dans la réalisation du travail présenté dans ce chapitre. Le 
directeur de thèse, le Dr. Roch Lefebvre, a contribué à la solution des équations pour 
l’intégration de la mise en forme spectrale à la deuxième couche. Ensuite, Bruno Bessette 
a contribué à plusieurs détails d’implémentation. Finalement, le Dr. Vladimir Malenovsky 
a intégré cette solution à la proposition de VoiceAge pour le codec G.711.1 complet. Pour 
sa part, l’auteur a proposé la modification de l’encodeur G.711 pour améliorer le cœur du 
nouveau standard G.711.1, incluant l’intégration de la mise en forme spectrale du bruit. 
L’auteur a aussi proposé le système qui a été retenu pour la deuxième couche. Enfin, il a 
proposé l’ajout de traitements supplémentaires pour les signaux de très faible amplitude. 
Au final, la solution qui fût standardisée est très près de la proposition de VoiceAge, du 




CHAPITRE 5  
Optimisation d’un train binaire standardisé 
5.1 Introduction 
Plusieurs caractéristiques importantes d’un codec sont en lien avec son train binaire, telles 
que la robustesse face aux erreurs de transmission, l’attribut fixe ou variable et dans une 
certaine mesure, le rapport qualité-débit. En général, chaque codec standardisé a été conçu 
pour des cas d’utilisation spécifiques, ce qui a dicté, entre autres, des choix importants au 
niveau de la conception de son train binaire. Toutefois, lorsqu’un codec existant doit servir 
dans le cadre d’une nouvelle application, les choix et les compromis originaux ne sont plus 
nécessairement optimaux. Notamment, certains standards de la famille ACELP comme 
l’AMR-WB+ ont été conçus pour des canaux à débit fixe, où des pertes de paquets sont 
possibles. Par contre, lors du stockage sur disque ou de la transmission par un canal qui 
permet des paquets de tailles variables, une contrainte de paquets de taille fixe est de toute 
évidence sous-optimale. Parallèlement, il se peut que les limitations qui existaient pour la 
complexité algorithmique dans l’application originale soient inutilement limitatives pour 
la nouvelle application. 
Par conséquent, ce chapitre examine la possibilité de modifier le train binaire d’un codec 
existant pour en accroître l’efficacité, en adaptant ses caractéristiques aux contraintes 
présentes dans le contexte d’une nouvelle application. En particulier, ce chapitre étudie la 
compression sans perte d’un train binaire à débit fixe, afin de l’optimiser au sein d’une 
application où le débit variable est possible et où il n’y a pas de paquets perdus non 
retransmis. Plus concrètement, la compression sans perte du train binaire du mode TCX 
du codec AMR-WB+ sera présentée. Un tel algorithme pourrait être employé, par exemple, 
pour réduire l’espace de stockage requis par les livres audio de la Library of Congress qui 
emploient ce codec, sans affecter la qualité auditive résultante. 




Dans ce chapitre, la section 5.2 décrit brièvement le codec AMR-WB+ et le format de son 
train binaire afin d’établir où des gains peuvent être réalisés sur le taux de compression. 
Ensuite, la section 5.3 développe la stratégie de compression pour chaque partie du train 
binaire du mode TCX. Enfin, la section 5.4 présente les résultats obtenus en pratique avec 
l’algorithme de compression, puis compare ceux-ci aux estimés théoriques de la section 
précédente. 
5.2 Description du train binaire 
Afin de réaliser un algorithme pour la compression sans perte d’un train binaire existant, 
il faut exploiter les redondances qui persistent dans l’information transmise. Par consé-
quent, une analyse de ce train binaire est requise pour y découvrir des informations 
prédictibles. Ainsi, la sous-section 5.2.1 présente brièvement le fonctionnement du codec, 
tandis que la sous-section 5.2.2 étale les détails du train binaire qui sont nécessaires pour 
développer l’algorithme de compression dans la section suivante. 
5.2.1 Résumé de l’opération du codec 
Le codec AMR-WB+ a été conçu pour encoder efficacement les signaux de parole autant 
que ceux de musique, et ce, à des débits mono entre 6 et 36 kbps et stéréo entre 7 et 
48 kbps. Cette polyvalence est rendu possible grâce à un modèle de codage hybride qui 
sélectionne à chaque instant la technologie ACELP ou TCX en fonction de la nature du 
signal. Ainsi, le signal d’entrée est ré-échantillonné à la fréquence interne du codec, puis 
filtré et décimé afin de produire des blocs de 1024 échantillons en basses fréquences (BF) 
et de 1024 échantillons en hautes fréquences (HF). Le débit du codec est fixé par la 
sélection d’un choix parmi huit possibilités pour le nombre de bits par bloc et par un ratio 
de ré-échantillonnage à la fréquence interne. 
Pour la partie BF, ces super-trames sont alors subdivisées en quatre sous-trames de 256 
échantillons, puis chacune d’entre-elles peut employer le mode ACELP ou TCX. De plus, 
l’option TCX permet de regrouper certaines de ces sous-trames pour encoder d’un coup 
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des blocs de 512 ou 1024 échantillons. Il existe donc quatre modes possibles pour chaque 
sous-trame, soit ACELP, TCX256, TCX512 ou TCX1024. Par exemple, une super-trame 
pourrait être composée de la séquence TCX256-ACELP-TCX512, pour un total de 1024 
échantillons. Quel que soit le mode, le signal est d’abord filtré par un filtre à prédiction 
linéaire qui est transmis par le biais de ses paramètres ISP (Immittance Spectral Pairs). En 
mode TCX, le signal est alors transformé dans le domaine de Fourier avec une fenêtre à 
1/8 de recouvrement, produisant 9/16 N  coefficients complexes pour chaque bloc de taille 
N . Ensuite, un quantificateur vectoriel algébrique (AVQ) est employé pour représenter 
chaque ensemble de quatre coefficients complexes comme étant les coordonnées d’un 
point dans un réseau à huit dimensions. Par exemple, cela signifie qu’un bloc court de 
N=256 produit 144 coefficients complexes, soit 36 points à quantifier. 
Puisque l’AVQ est un quantificateur imbriqué, le nombre de bits requis pour transmettre 
un ensemble d’indices de points dépend de leur amplitude. Par conséquent, l’encodeur peut 
respecter un budget de bits alloué en modifiant le paramètre de gain global, afin de réduire 
l’amplitude moyenne des points à transmettre. Cependant, dans des cas extrêmes, 
l’encodeur peut aussi mettre des points à zéro pour éviter de les transmettre. Enfin, un 
facteur de bruit permet de combler les zones nulles en insérant un bruit de confort. 
Finalement, autant pour le mode ACELP que pour le mode TCX, la partie des hautes 
fréquences est reconstruite à partir d’un repliement spectral de la partie des basses 
fréquences, suivi de modifications à l’aide d’un filtre à prédiction linéaire, un facteur de 
gain et, pour certains modes, des facteurs de correction de l’amplitude dans le temps. 
5.2.2 Format du train binaire 
Les tableaux suivants décrivent le contenu des trames TCX pour la partie monophonique. 
Ensuite, chacun des paramètres est décrit en plus grand détail. Le présent chapitre se 
concentre sur l’étude du mode TCX, mais les approches proposées pourraient également 
s’appliquer à certains paramètres du modèle ACELP. 





Tableau 5.1 – Allocation des bits pour le mode TCX de 256 échantillons 
Paramètre Nombre de bits 
Mode TCX256 = 1 2 
Paramètres ISP 46 
Facteur de bruit 3 
Gain global 7 
AVQ 134 166 198 230 262 310 342 406 
Paramètres ISP (HF) 9 
Gain (HF) 7 
Total 208 240 272 304 336 384 416 480 
 
Tableau 5.2 – Allocation des bits pour le mode TCX de 512 échantillons 
Paramètre Nombre de bits 
Mode TCX512 = 2 2+2 
Paramètres ISP 46 
Facteur de bruit 3 
Gain global 7 
Facteur de redondance 6 
AVQ 318 382 446 510 574 670 734 862 
Paramètres ISP (HF) 7 
Gain (HF) 7 
Correction d’amplitude 16 
Total 416 480 544 608 672 768 832 960 
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Tableau 5.3 – Allocation des bits pour le mode TCX de 1024 échantillons 
Paramètre Nombre de bits 
Mode TCX1024 = 3 2+2+2+2 
Paramètres ISP 46 
Facteur de bruit 3 
Gain global 7 
Redondance 9 
AVQ 695 823 951 1079 1207 1399 1527 1783 
Paramètres ISP (HF) 9 
Gain (HF) 7 
Correction d’amplitude 48 
Total 832 960 1088 1216 1344 1536 1664 1920 
 
En premier lieu, l’information relative à l’AVQ occupe la majeure partie des bits transmis. 
Celle-ci consomme entre 64% et 93% des bits, selon le mode de débit et la répartition des 
sous-trames de différentes tailles.  
Pour chaque point dans l’espace à huit dimensions, l’AVQ sélectionne un dictionnaire, Q0, 
Q2, Q3 ou Q4 comme ceux définis par Conway [88]. Ces dictionnaires Qn  représentent 
des réseaux réguliers de 24n  points dans le réseau RE8, qui reposent sur des sphères en huit 
dimensions de rayons croissants. La figure 5.1 présente une illustration de ce concept pour 
le cas de deux dimensions. Par définition, les points de Q2 ont la particularité d’être tous 
présents dans Q3, mais ceux de Q3 diffèrent des points de Q4. Si un point est à l’extérieur 
de la sphère de Q4, l’extension de Voronoï est employée. Cette dernière applique un gain 
de 2r  au réseau Q3 ou Q4, où r  est un nombre entier positif non-nul. La région ainsi 
agrandie recouvre 28r  points du réseau RE8 original. Par conséquent, un point dans RE8 se 
situant à l’extérieur des sphères de Q4 est représenté grâce à un indice dans Q3 ou Q4 et 
puis l’extension, qui spécifie un point parmi les 28r  contenus dans la région de Voronoï du 
dictionnaire de base qui a été agrandie par un facteur de r . Dans l’exemple illustré en deux 
dimensions, un gain de deux (21) implique que la zone agrandie recouvre 4 points (22•1). 







Figure 5.1 – Dictionnaires algébriques imbriqués et extension de Voronoï 
Enfin, le facteur r  est combiné au choix du dictionnaire n  pour former le code unaire k  
transmis, qui augmente proportionnellement avec le rayon du point dans RE8 : 1=Q0, 
2=Q2, 3=Q3, 4=Q4, 5=Q3+r1, 6=Q4+ r1, 7=Q3+r2, 8=Q4+ r2, etc. 
Ainsi, en l’absence d’une contrainte de débit, le point nul (Q0) nécessiterait un bit et un 
point non-nul consomme 5n+8r  bits. Par contre, rappelons que le nombre de bits réservé 
à l’AVQ est limité par l’un des choix contenus dans les tableaux précédents et précisons 
que le code source officiel de l’AMR-WB+ contient une optimisation qui n’est pas 
clairement énoncée dans la documentation du standard. Plus spécifiquement, les derniers 
points Q0 d’une sous-trame et le bit de fin du dernier code unaire n’ont pas à être transmis 
à partir du moment où le bloc de bits alloué est plein. Par exemple, s’il reste 19 bits à 
décoder, le code ‘1100000’ permet de spécifier que le dernier indice non-nul de la sous-
trame est dans Q3 (12 bits), tandis que le code ‘111’ est un code unaire tronqué, 
différenciable du cas précédent, qui réserve les 16 derniers bits pour un indice dans Q4. Il 
n’y a pas d’ambigüité, puisque le décodeur peut reconnaître qu’il n’y a plus assez d’espace 
dans le bloc pour transmettre un indice plus grand. 
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En second lieu, les paramètres ISP (ou ISF, Immittance Spectral Frequency) représentent 
les filtres de prédiction linéaire pour la partie BF et la partie HF. Les 16 coefficients de la 
bande basse sont transmis à l’aide d’un quantificateur vectoriel scindé et à deux étages 
(split-multistage). La première couche spécifie 8+8 coefficients de 8 bits chacun, tandis 
que la deuxième couche raffine ces mêmes coefficients, scindés de façon 3+3+3+3+4, à 
l’aide de 6+7+7+5+5 bits respectivement. De leur côté, les paramètres de la bande haute 
sont quantifiés à l’aide d’un quantificateur vectoriel à deux étages, soit 7+2 bits. 
Ensuite, le gain global en BF de 7 bits est un facteur qui s’applique à tout le spectre. Ce 
gain est employé par l’encodeur pour contrôler le débit, puisqu’il influence directement 
l’amplitude moyenne des coefficients à transmettre. Le facteur de bruit de 3 bits permet 
d’ajouter un bruit de confort dans les bandes qui ont été mises à zéro. Parallèlement, le 
gain et la correction d’amplitude en HF permet de raffiner l’enveloppe temporelle du signal 
dans la bande haute. Enfin, la répétition des bits de mode et les facteurs de redondance 
sont employés par le mécanisme de masquage des pertes de paquets, afin d’augmenter la 
robustesse du codec face aux erreurs de transmission.  
5.3 L’algorithme de compression 
À partir des éléments pertinents du train binaire énoncés préalablement, la présente section 
vise à établir une stratégie de compression à longueur variable efficace. Afin d’alléger 
cette partie, les exemples qui seront fournis reposent tous sur un long signal de contenu 
mixte encodé à 16 kbps, alors que la section des résultats présentera un plus large éventail 
de débits. 
5.3.1 Retrait des bits de redondance 
Étant donné que l’objectif est de compresser le train binaire dans le contexte où il n’y a 
pas d’erreur de canal, les premiers éléments à retirer sont les bits redondants pour le mode 
et pour les gains. Ces bits sont présents au nombre de 15 par trame TCX1024 et 8 par trame 
de TCX512, mais il y en a aucun dans la trame TCX256. Ainsi, si le taux de compression 




est défini comme étant le ratio ρ  entre le volume final et le volume initial, c.-à-d. 
,init finalρ ϖ ϖ=  un ratio pouvant aller jusqu’à 98% peut être atteint selon le débit et le ratio 
des différents types de trames. En pratique, un ratio de compression de 99.0% est obtenu 
à 16 kbps. 
5.3.2 Compression des paramètres k 
Pour réduire le débit de façon importante, la première étape consiste à remplacer le codage 
unaire pour les valeurs de k  par une méthode plus efficace, puisque ces valeurs sont 
prédictibles et qu’elles représentent 21.6% des bits transmis à ce débit. La figure 5.2 
présente la distribution des probabilités des 15 premiers k . L’entropie des valeurs de k  est 
de 1.86 bits, tandis que leur représentation en code unaire, aussi illustrée ci-dessous, 
requiert 1.88 bits en moyenne. Par conséquent, le gain de codage qui peut être espéré avec 
le simple remplacement du code unaire par un code arithmétique est marginal. 
 
Figure 5.2 – Distribution des probabilités des k comparée au code unaire 
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En revanche, un gain de compression plus significatif demeure possible, puisque les 
valeurs de k  sont proportionnelles à l’amplitude du signal dans la bande de coefficients 
représentés par le point donné. Par conséquent, ces valeurs sont souvent répétitives ou 
corrélées avec les valeurs précédentes en temps et en fréquence. Partant de ce constat, une 
approche proposée dans la littérature est le codage par plages de toutes les valeurs de k et 
l’ajout d’un symbole spécifiant que le reste d’une sous-trame contient la répétition de la 
dernière valeur spécifiée [89]. Ainsi, des valeurs consécutives de k  sont toutes remplacées 
par un code M .r+k , où r  est le nombre de répétitions et M  est la plus grande valeur de k 
possible. Cette substitution est combinée à un codage contextuel en fonction de la longueur 
de la sous-trame, modélisant ainsi le fait que les longues répétitions sont plus probables 
dans les sous-trames plus longues. 
De toute évidence, cette proposition minimise le nombre de codes à transmettre. Dans cet 
exemple à 16 kbps, le nombre est réduit à 45.6% de la quantité initiale. Toutefois, la 
multiplication des valeurs possibles pour chaque symbole a pour effet d’augmenter leur 
entropie contextuelle à 4.1 bits par code substitué, ce qui correspond à 1.88 bits en 
moyenne par code original. Ainsi, la proposition du codage par plage de toutes les valeurs 
n’offre pas de gain dans ce cas en particulier. Il s’avère que l’effet du codage par plage est 
de réduire la probabilité de chaque symbole et d’augmenter le nombre de symboles 
différents. Cela apporte peu de gain lorsque la distribution des probabilités de k  est déjà 
près de la distribution modélisée par le code unaire, comme c’est le cas avec plusieurs 
signaux à ce débit. 
Une autre solution est le codage différentiel, où chaque valeur est encodée comme étant 
une variation par rapport à la précédente. Dans ce cas, la ière valeur de k  (ki) est représentée 
comme le reste (modulo, mi) de la division de ki – ki -1 par M , où M  est la plus grande 
valeur possible de k . Cependant, il s’avère que l’entropie des valeurs différentielles (mi) 
est plus élevée que celle des valeurs (ki) elles-mêmes. Cela s’explique notamment par le 
fait que la distribution des probabilités des mi  varie pour chaque valeur possible de ki , car 
ki – ki -1 < -ki -1 est impossible et les valeurs de k  près de M  sont très improbables. 




Par conséquent, la solution qui se justifie et qui sera étudiée repose sur un codage 
contextuel, qui attribue des probabilités pour chaque valeur de k  en fonction des valeurs 
adjacentes. Cette solution réduit l’entropie moyenne des symboles à transmettre, en misant 
sur le fait que la probabilité de ceux-ci varie en fonction des symboles avoisinants. Le 
contexte peut être établi sans risque à partir des valeurs précédentes de k  en temps et en 
fréquence, étant donné que le système proposé n’a pas à gérer des pertes de paquets. 
D’ailleurs, une méthode semblable a déjà été proposée pour la compression d’image [90], 
puis adaptée au codage des coefficients spectraux dans le codec USAC [67]. Ainsi, dans 
le but de concevoir cette solution, une analyse est préalablement requise afin de définir le 
contexte qui permettra d’augmenter le taux de compression tout en considérant la taille 
des tables de probabilités requises. 
D’abord, supposons un contexte pour chaque valeur précédente dans le temps et en 
fréquence. Cette proposition a aussi été évaluée en étant combinée ou non au codage par 
plage, en particulier le codage par plage des symboles les plus fréquents ou d’un nombre 
minimal de répétitions. Au final, seul un code de fin de trame a apporté un gain. 
Concrètement, puisqu’il y a 36 valeurs de k  possibles, cela implique qu’une table de 
372=1369 contextes est requise, qui contient un total de 50,653 entrées. L’entropie 
conditionnelle est de 1.333 bits, ce qui équivaut à 70.9% du code unaire, permettant un 
ratio de compression maximal de 93.75% en théorie. Toutefois, la quantité de mémoire 
requise pour cette table pourrait être prohibitive. Ainsi, dans la littérature, la minimisation 
du nombre de contextes est proposée. Cela est réalisé avec la quantification plus grossière 
des éléments du contexte et le regroupement des contextes semblables selon un critère 
d’entropie [66, 67]. De cette façon, le nombre de contextes est réduit à seulement huit en 
sommant d’abord la valeur précédente en temps avec la précédente en fréquence et ensuite, 
en regroupant les contextes qui pouvaient l’être avec un minimum d’impact sur l’entropie 
totale. De cette façon, l’entropie conditionnelle est passée à 1.348 bits, soit 71.1% du code 
unaire, pour un ratio de compression théorique de 93.8%. Étant donné la réduction 
significative de la mémoire requise, ce compromis paraît tout à fait acceptable, puisqu’il 
détériore la performance de l’ensemble de seulement 0.15%. Enfin, combiné au retrait des 
5.3  L’ALGORITHME DE COMPRESSION 99 
 
 
bits redondants, un ratio de compression de 94.4% est obtenu en pratique avec une banque 
d’extraits sonores distincts des extraits employés pour le calcul des tables de probabilités. 
Pour terminer, la figure 5.3 illustre la distribution des probabilités des 12 premiers k  dans 
chacun des huit contextes, avec une courbe par contexte. Cette figure permet, notamment, 
de confirmer de façon intuitive comment le codage contextuel peut atteindre le même 
objectif que le codage par plage. Par exemple, la probabilité que k=1 (Q0) dans le contexte 
où k=1 pour le point précédent en temps et en fréquences est de 0.8, alors transmettre cet 
élément consomme 0.32 bits en moyenne avec un encodeur arithmétique. Par conséquent, 
même si l’entropie des valeurs de k  dans leur ensemble est de 1.86 bits, le codage 
entropique contextuel permet ici de transmettre jusqu’à 3 valeurs de k  = 1 avec un seul bit. 
 
Figure 5.3 – Distribution des probabilités de k dans huit contextes différents 






















5.3.3 Compression des indices de l’AVQ 
Les indices de l’AVQ représentent 55.5% des bits transmis à 16 kbps, sans compter les 
bits de l’extension de Voronoï, avec lesquelles elles représentent 62.4%. Étant donné que 
les régions de Voronoï d’un quantificateur algébrique sont de tailles identiques, mais que 
la distribution du signal n’est pas uniforme, un gain de compression est possible. En 
particulier, chaque indice transmis correspond à un point sur une sphère d’un rayon donné 
et les points de plus faible amplitude sont plus probables. Par conséquent, certains points 
seront plus probables que d’autres. Néanmoins, de par la façon dont les indices sont 
associés aux points, il n’y a pas de lien assuré entre la différence de deux indices et la 
distance qui les sépare dans RE8. De plus, il a été démontré que la représentation en parties 
réelles et imaginaires, employée pour positionner le point dans l’espace à huit dimensions, 
a pour effet que des points de rayons et d’énergie comparables ne sont pas nécessairement 
à proximité les uns des autres [89]. 
Pour illustrer le potentiel de compresser les indices, la figure 5.4 illustre la distribution des 
probabilités des indices du dictionnaire Q2, tandis que la figure 5.5 l’illustre pour les points 
de Q3 employés avec ou sans extension de Voronoï. Dans chaque figure, les deux courbes 
représentent la même distribution, avec la différence que dans un cas la distribution des 
indices est présentée avec ses valeurs en abscisse telles que transmises et que dans l’autre, 
ces mêmes indices sont triés en ordre décroissant. Ces distributions ont été obtenues à 
l’aide d’une séquence de contenu mixte (parole et audio) d’environ un million de trames. 
 




Figure 5.4 – Distribution de probabilités des indices dans Q2 
 
Figure 5.5 – Distribution de probabilités des indices dans Q3 
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L’entropie de la distribution des indices dans Q2 est de 7.87 bits, ce qui signifie qu’un ratio 
de compression théorique de 98.4% est envisageable. Parallèlement, le ratio est 95.1% 
pour le cas du dictionnaire Q3 employé sans l’extension de Voronoï et 94.3% pour les cas 
avec l’extension. La nuance est importante, puisque les points de Q2 sont inclus dans Q3, 
donc les 256 premiers indices de Q3 restent inutilisés lorsque l’extension de Voronoï est 
absente. Par conséquent, ces premiers indices représentent des points sur une sphère de 
rayon plus faible, donc leur probabilité est relativement élevée lorsque l’extension est 
présente. En ce qui a trait à l’utilisation de Q4 avec ou sans extension de Voronoï, son 
entropie est de 14.77 bits, ce qui correspond à un ratio théorique de 92.3%.  
En pratique, étant donné la faible marge de gain, l’encodage arithmétique des indices peut 
produire un train binaire plus long dans certaines trames. Pour remédier à cette éventualité, 
un bit est ajouté pour spécifier si l’encodage des indices est activé ou non, permettant ainsi 
un gain de compression de 0.2%. De cette façon, si ni  est le nombre de bits attribué aux 
indices dans la trame i , ni  est une constante B  sans l’encodage arithmétique. Par contre, 
avec un encodage arithmétique ayant un ratio de compression de 96%, ni  est variable et 
possède une distribution de probabilité centrée à 0.96B . L’ajout d’un bit d’activation 
permet de tronquer cette distribution lorsqu’elle est supérieure à 1, tandis que le coût du 
bit ajouté est négligeable et il peut être minimisé davantage en regroupant plusieurs trames. 
De surcroît, le potentiel de codage entropique conditionnel a été évalué pour les indices 
dans Q2, puisque les trames consécutives dans ce réseau sont fréquentes. L’entropie 
conditionnelle a été mesurée avec 257 contextes, soit un par valeur précédente de Q2 
possible et un dernier contexte pour le cas où l’indice précédent n’est pas dans Q2. Ainsi, 
le gain théorique maximum possible est de 1.2% en absence de contrainte sur le nombre 
de contextes, ce qui implique une table de 65,792 entrées. Puisque les indices Q2 
représentent 23.6% des bits transmis, le gain possible est de seulement 0.28%, ce qui 
demeure marginal pour justifier une augmentation substantielle de complexité et de 
mémoire. 
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Enfin, l’extension de Voronoï occupe environ 7% des bits transmis. Elle précise 
l’emplacement du point à l’aide d’un nombre multiple de deux bits dans chaque direction 
dans l’espace à huit dimensions. Bien que la distribution du signal à quantifier ne soit pas 
uniforme dans RE8, l’extension de Voronoï est très localisée dans l’espace, où la 
distribution de probabilité du signal peut être considérée comme étant uniforme. Les 
calculs d’entropie sur ces paramètres ont confirmé qu’un gain de compression mesurable 
n’est pas possible. 
5.3.4 Gain global 
Les bits de gain global en basses fréquences sont au nombre de 7 par sous-trame et leur 
entropie est de 6.1 bits. Par contre, le gain évolue souvent de façon prédictible dans le 
temps. Ainsi, ce paramètre peut être exprimé comme étant la variation par rapport à la 
valeur précédente, avec un modulo par 27. Dans ce cas, l’entropie devient seulement 
4.4 bits. Par conséquent, le gain global sera transmis de cette façon. En ce qui a trait au 
facteur de gain en hautes fréquences, il est plutôt de nature aléatoire, alors il est transmis 
tel quel. 
5.3.5 Bits de mode 
Les bits de mode sont au nombre de deux par sous-trame, ce qui représente très peu dans 
l’ensemble. De plus, le mode TCX1024 est l’un des plus fréquents et il ne requiert que 
deux bits par super-trame. Néanmoins, une optimisation très simple a été mise en œuvre 
pour les cas où le premier ou le troisième bloc est de type ACELP ou TCX256, puisque 
les modes ACELP ou TCX256 sont alors les seules deux possibilités pour le deuxième ou 
le quatrième bloc, ce qui ne nécessite qu’un bit au lieu de deux. Alternativement, tous les 
modes d’une super-trame pourraient être signalés avec une valeur, soit la séquence de 
modes retenue parmi les 26 cas possibles. Cette valeur serait transmise avec l’encodeur 
arithmétique. De plus, le contexte de la super-trame précédente pourrait être employé. Par 
contre, le gain supplémentaire réalisable avec cette approche demeure marginal.  




5.3.6 Correction d’amplitude en HF 
La correction d’amplitude en hautes fréquences consomme 8 fois 2 bits par trame TCX512 
et 16 fois 3 bits par trame TCX1024. Étant donné que la correction requise est souvent 
relativement faible, l’entropie est de 1.35 bits au lieu de 2 pour le premier cas et 1.45 bits 
au lieu de 3 pour l’autre. Ces paramètres sont donc inclus dans le codage arithmétique. 
5.3.7 Autres paramètres 
Le potentiel de compression a aussi été évalué pour les autres paramètres de la trame TCX, 
mais sans apporter de gain significatif.  Ainsi, le facteur de bruit de 3 bits est très aléatoire 
et sera transmis tel quel. 
Puis, les paramètres ISP sont au nombre de 46 bits par trame. Toutefois, contrairement à 
l’AVQ, ceux-ci sont quantifiés avec un dictionnaire vectoriel stochastique, entraîné pour 
minimiser l’erreur de quantification. Par conséquent, les indices produits sont pratique-
ment équiprobables. Aussi, le choix du premier étage comme contexte pour le deuxième 
ne permet pas d’obtenir un meilleur gain de compression. La même situation prévaut pour 
les paramètres ISP dans la bande haute. Ces paramètres seront donc transmis tels quels. 
5.3.8 Alternative de basse complexité 
Pour certaines applications, il est possible que l’encodage arithmétique ait une trop grande 
incidence sur la complexité algorithmique. Une alternative simple a donc été expérimen-
tée, en combinant le codage contextuel aux codes Golomb ou Rice de façon comparable à 
LOCO-I (LOw COmplexity LOssless COmpression for Images) [91]. Pour ce faire, les 
tables de probabilités de chaque contexte sont triées en ordre décroissant pour former une 
table de correspondance. Puis, chaque contexte se voit aussi attribuer un paramètre appro-
prié pour le code de Golomb. La position d’un symbole dans la table triée devient le code 
à transmettre. Par exemple, si les probabilités des symboles A, B et C sont de 0.25, 0.125 
et 0.50 respectivement, la table triée est [C A B]. Enfin, une séquence comme [B C C A] 
serait transmise avec les codes [2 0 0 1], où le paramètre de Golomb m=1 serait optimal. 




Cette section présente les résultats obtenus avec les stratégies développées au cours de ce 
chapitre et ce, pour une gamme complète de débits, soit 8, 16, 24 et 36 kbps. Les tables de 
probabilités ont été construites à partir d’une longue séquence de plus de 100 minutes de 
contenu mixte, ce qui a produit des centaines de milliers de trames à chaque débit, 
nécessaires pour l’obtention de statistiques complètes et précises. Cette séquence incluant 
de la musique, des effets sonores et de la parole avec ou sans d’autres signaux en simultané. 
Ensuite, les performances de l’ensemble ont été évaluées en pratique en considérant les 
catégories de paramètres séparément, afin de pouvoir comparer les données expérimen-
tales aux limites théoriques. La séquence de test est distincte de la séquence d’entraînement 
et contient des extraits fréquemment employés pour l’évaluation de codecs audio. 
5.4.1 Mesures pratiques à plusieurs débits 
La figure 5.6 présente les ratios de compression ( init finalρ ϖ ϖ= ) obtenus en pratique pour 
les quatre débits testés, où la légende présente les éléments dans l’ordre qu’ils apparaissent 
à 16 kbps. Les lignes pleines représentent, respectivement, les résultats pour la compres-
sion des k  et des indices avec l’algorithme de référence par Lakhdhar [89], pour le codage 
proposé ici pour les k  seulement, pour les k  et les indices et enfin, pour les k , les indices 
et certains autres paramètres. Étant donné que la mémoire requise pour compresser les 
indices de Q4 peut être prohibitive, les lignes en tirets présentent les résultats en excluant 
leur modification. Finalement, la ligne en pointillée présente les résultats obtenus avec 
l’algorithme de faible complexité, reposant sur un codage de Rice contextuel, pour la 
compression des valeurs de k  uniquement. 
Pour comparer les résultats obtenus ici avec ceux publiés pour l’algorithme de Lakhdhar, 
le lecteur doit noter deux différences importantes. La présente étude emploie une 
implémentation optimale du codec qui ne transmet pas tous les paramètres de k  lorsqu’une 
trame est remplie. L’algorithme de Lakhdhar ne tient pas compte de cette optimisation, 
autrement les résultats de l’étude présentée ici apparaîtraient tous environ 2% à 3% plus 




bas à 8kbps et environ 1% plus bas à 16kbps. De plus, le ratio de compression est exprimé 
ici en relation au débit requis par la trame TCX au complet, au lieu d’être calculé seulement 
par rapport aux bits de l’AVQ. 
 
Figure 5.6 – Ratios de compression des approches proposées à divers débits 
Enfin, l’étude de Lakhdhar n’a employé le codage contextuel que pour compresser divers 
paramètres (k , indices, etc.) avec un seul codeur arithmétique, sans définir plusieurs 
contextes pour un seul paramètre comme ce fut le cas pour k  dans l’algorithme proposé 
dans ce chapitre. Les résultats obtenus confirment qu’un taux de compression significatif 
peut être obtenu avec le codage contextuel, tout comme ce fut le cas pour le codec USAC. 
5.4.2 Comparaison avec les gains théoriques possibles 
La section 5.3 a évalué les gains théoriques pouvant être espérés pour le débit de 16 kbps. 
Afin de valider la performance de l’implémentation pratique, le tableau 5.4 compare les 















8 kbps 16 kbps 24 kbps 36 kbps
Codage des k et des ind.
de Lakhdhar (sans Q4)
Codage des k et des ind.




contextuel des k seul.
Codage arith. context. des
k et des indices (sans Q4)
Codage arith. context. des
k et des indices (avec Q4)
Codage arith. context. des
k, ind. et param. (sans Q4)
Codage arith. context. des













5.4  RÉSULTATS 107 
 
 
à l’aide d’un signal différent. Si le même signal est employé pour le calcul des statistiques 
et l’implémentation réelle, les résultats sont pratiquement identiques. Par conséquent, le 
tableau 5.4 permet de constater la dégradation de performance qui survient dans un cas 
réel, lorsque les statistiques du signal à compresser ne sont pas identiques à celles du signal 
de référence. Il s’avère que certains paramètres sont plus affectés que d’autres, comme les 
coefficients k , puisqu’ils sont très dépendants du contenu spectral du signal. À l’opposé, 
une fois qu’un dictionnaire est sélectionné avec le paramètre k , la distribution des 
probabilités des indices de celui-ci semble plus constante. Enfin, notons que les bits de 
l’extension de Voronoï sont inclus dans la catégorie « autres paramètres ». 
Tableau 5.4 – Comparaison des résultats théoriques et réels à 16 kbps 
 Ratio de compression 






Bits de redondance 0% 1.0% 1.0% 1.0% 
Coefficients k  71.1% 21.6% 6.2% 4.6% 
Indices Q2 98.4% 23.6% 0.40% - 
Indices Q3 (pour k=3) 95.1% 11.9% 0.60% - 
Indices Q3 (k=5,7,…) 94.3% 4.3% 0.25% - 
Somme des Q2 et Q3 96.9% 39.8% 1.25% 1.2% 
Indices Q4 (k=4,6,…) 92.3% 15.6% 1.45% 1.4% 
SOUS-TOTAL 87.3% 78.0% 9.9% 8.2% 
Gain global (BF) 62.9% 1.3% 0.7% - 
Corr. d’amplitude (HF) 58.0% 2.7% 1.6% - 
Autres paramètres 100% 18.0% 0% 0% 
TOTAL 87.8% 100% 12.2% 9.6% 
 





Les codecs existants ont été soigneusement développés et rigoureusement testés lors de 
leur standardisation. Par conséquent, pour une application donnée, il est généralement 
préférable de sélectionner un codec déjà standardisé au lieu d’en développer un nouveau. 
C’est aussi pourquoi des codecs standards sont parfois employés dans des cas d’utilisation 
qui diffèrent significativement de celui ayant servi de base au développement du standard. 
De toute évidence, cela signifie que les choix de conception du codec sélectionné ne sont 
pas toujours optimaux dans le cadre de la nouvelle application. 
En particulier, le train binaire d’un codec est conçu en fonction des contraintes du système 
dans lequel il sera déployé. Par exemple, le canal de transmission peut imposer que les 
blocs de bits transmis soient de taille fixe ou que son taux d’erreur puisse être suffisamment 
élevé pour proscrire toute forme de prédiction inter-trame. 
Dans cet ordre d’idées, ce chapitre a examiné la possibilité de modifier le train binaire 
d’un codec existant pour en accroître l’efficacité, en l’adaptant aux contraintes spécifiques 
d’une application différente. Particulièrement, la compression sans perte du train binaire 
du mode TCX de l’AMR-WB+ a été examinée, afin de l’optimiser pour le cas où le canal 
de transmission est sans erreur et qu’il permet un débit variable. Un exemple très simple 
d’une telle situation est la sauvegarde des signaux audio sur disque, comme pour 
l’application des livres audio de la Library of Congress. Ainsi, les contributions de ce 
chapitre pourraient servir à réduire leurs besoins d’espace de stockage et ce, sans devoir 
refaire leur processus d’évaluation de la qualité subjective. Cela démontre que l’adaptation 
d’un standard existant à une nouvelle application est une alternative intéressante. 
Pour conclure, les contributions présentées ici pour la compression du train binaire dans 
l’AMR-WB+ ont permis une amélioration notable du taux de compression par rapport à 
l’état de l’art. Ainsi, le débit est réduit de 9.6% sans aucune perte d’information, donc sans 
perte de qualité. De plus, ces gains ont été obtenus en se préoccupant de l’importance de 
réaliser un compromis réaliste entre le taux de compression et son impact sur la complexité 
algorithmique et des besoins en mémoire.
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CHAPITRE 6  
Conclusion 
L’objectif de cette thèse était de démontrer la possibilité d’améliorer la qualité ou le débit 
de codecs déjà standardisés, tout en maintenant la compatibilité avec les versions déjà 
déployées. Cet objectif a été atteint en développant trois alternatives pour y parvenir, soit 
la réduction significative d’un artefact important au décodeur sans information supplémen-
taire de la part de l’encodeur, l’amélioration de la qualité subjective d’un encodeur en 
préservant la compatibilité avec les décodeurs existants et enfin, par la réduction du débit 
requis pour une qualité donnée à l’aide d’une compression sans perte du train binaire. 
Ainsi, il a été démontré qu’il est possible d’apporter des améliorations significatives à un 
système existant en ne modifiant que l’encodeur, le décodeur ou le train binaire. 
Ainsi, dans un premier temps, il a été proposé au chapitre 3 de réduire significativement 
l’un des artefacts les plus néfastes pour la qualité subjective dans les codecs par transfor-
mée, soit le pré-écho. Pour ce faire, un post-traitement a été proposé pour éliminer cet 
artefact dans les codecs modernes, basés sur la MDCT, comme les codecs USAC et AAC 
standardisés par MPEG. Cela a été réalisé en s’attaquant à la source de l’artefact, soit en 
se basant directement sur les limitations du modèle fréquentiel et du quantificateur 
employés. Puisque l’information employée pour ce faire est déjà disponible au décodeur, 
cela ne nécessite aucune modification à l’encodeur, ni aucun ajout au train binaire. La 
méthode proposée apporte un gain de qualité prouvé, particulièrement dans les cas où le 
débit variable ou les délais introduits par l’ajout d’un réservoir de bits sont prohibés. Cela 
permet d’atteindre un objectif important, soit de minimiser la dégradation d’un codec 
lorsqu’il est employé à plus bas débit. Enfin, la méthode proposée est complémentaire avec 
les techniques existantes visant à réduire le même artéfact. 
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Dans un deuxième temps, au chapitre 4, une méthode est présentée pour améliorer de façon 
significative la qualité du standard G.711. Malgré la longue histoire de ce standard, il a été 
démontré que des améliorations significatives demeurent possibles, tout en maintenant la 
compatibilité avec les millions de décodeurs déjà déployés. Entre autres choses, l’encodeur 
a pu être modifié par l’ajout d’un modèle perceptuel semblable à celui de l’ACELP. Cela 
permet d’offrir une meilleure qualité subjective et minimise aussi la dégradation de qualité 
en présence de signaux d’entrée ayant une largeur de bande plus grande ou une amplitude 
très faible. De surcroît, la méthode proposée a servi de base à une couche d’amélioration 
de 16 kbps. Cela démontre qu’un codec existant peut être modifié, avec ou sans ajout de 
débit supplémentaire, pour offrir une qualité nettement améliorée, particulièrement lorsque 
le contexte d’utilisation est différent. Les méthodes proposées dans ce chapitre ont été 
intégrées dans un nouveau standard, le G.711.1, qui offre un mode rétrocompatible avec 
le G.711. 
Puis, au chapitre 5, un standard existant a été amélioré en l’adaptant au contexte d’une 
nouvelle application. En particulier, le train binaire d’un standard conçu pour un canal de 
transmission imparfait et à débit fixe a été optimisé pour une application à débit variable 
sans erreur, comme le stockage sur disque. En l’occurrence, la compression sans perte du 
train binaire du mode TCX de l’AMR-WB+ a été présentée et un ratio de compression 
non-négligeable de l’ordre de 87 à 91% a été rendu possible. 
En somme, il a été démontré que des codecs standards peuvent être améliorés à posteriori. 
Cela présente une alternative intéressante à la multiplication de nouveaux standards, 
puisque les codecs existants ont déjà été testés et caractérisés. Notamment, un codec peut 
être amélioré à partir d’informations sous-exploitées déjà disponibles ou en considérant 
les particularités d’une nouvelle application. Parallèlement, il a été démontré qu’en plus 
d’améliorer la qualité subjective au décodeur, il est possible d’améliorer la qualité 
objective lorsque l’information disponible est bien exploitée. Par conséquent, un standard 
existant peut être amélioré sans transmettre de paramètres supplémentaires, même si la 




Contributions de la thèse 
Les contributions de cette thèse débutent au chapitre 3 avec l’introduction d’un nouveau 
paradigme pour les algorithmes de post-traitement. Contrairement aux méthodes existantes 
pour minimiser l’artéfact de pré-écho, ce nouveau cadre ne requiert pas une altération de 
l’encodeur pour modifier le signal d’entrée ou pour transmettre de l’information 
supplémentaire. Cela ne signifie pas pour autant que le signal est rehaussé de façon 
aveugle, puisque le post-traitement s’appuie sur un estimé précis du niveau de bruit calculé 
à partir de l’information déjà disponible au décodeur. En particulier, les facteurs d’échelle 
et les échantillons transmis permettent d’évaluer la taille des pas de quantification de 
chaque coefficient et cet estimé permet d’évaluer de façon assez précise l’amplitude du 
défaut introduit. La modification de signal peut alors tenir compte des limites réelles du 
codec au lieu d’être un simple effet appliqué aveuglément. Le signal ainsi modifié demeure 
un signal qui aurait pu vraisemblablement être à l’origine du train binaire produit par 
l’encodeur. À toute fin pratique, le signal produit est amélioré en demeurant à l’intérieur 
des pas de quantification. Au final, il se trouve que les résultats subjectifs et objectifs ont 
été améliorés, même si aucune information supplémentaire n’a été transmise. Cette 
contribution ouvre possiblement la voie à des post-traitements pour d’autres défauts qui 
seraient aussi contraints de façon objective par les limites du modèle de codage employé. 
Ensuite, le chapitre 4 a proposé l’ajout d’un modèle perceptuel à l’encodeur G.711, tout 
en conservant la compatibilité avec les décodeurs existants. Bien que la mise en forme 
spectrale du bruit de quantification soit une technique déjà employée avec des filtres 
constants pour la réduction du nombre de bits par échantillon dans des applications de 
matriçage (mastering) haute-fidélité, l’ajout au standard G.711 d’une mise en forme de 
bruit variable contrôlée par un modèle perceptuel était nouveau. Cette contribution a servi 
de base au nouveau G.711.1, pour lequel ces travaux ont aussi contribué à l’ajout d’une 
couche de rehaussement à 16 kbps. Cette couche réutilise le modèle perceptuel du premier 
étage et ajoute des bits supplémentaires pour réduire davantage le plancher de bruit. Ces 
contributions ont fait l’objet de brevets déposés et acceptés [92, 93]. 
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Puis, au chapitre 5, une analyse en profondeur du train binaire du mode TCX de 
l’AMR-WB+ a permis de développer un algorithme de compression sans perte pour un 
canal à débit variable sans erreur. Le codage contextuel, employé d’abord en compression 
d’image et ensuite dans USAC, a été appliqué ici au codage des paramètres du mode TCX. 
L’ampleur du contexte a été réduite pour obtenir des gains de compression importants par 
rapport à un encodeur déjà AMR-WB+ optimisé, tout en se souciant de minimiser les 
exigences en mémoire. Les résultats obtenus sont significativement meilleurs que ceux 
présents dans l’état de l’art, même si le codage contextuel y était aussi présent dans une 
certaine mesure et que les besoins en mémoire restent ici dans le même ordre de grandeur. 
Perspectives de recherche 
Étant donné qu’un des objectifs de cette thèse était d’abord d’examiner les opportunités 
d’amélioration de codecs par trois approches différentes, certains aspects n’ont pas été 
développés jusqu’à un épuisement de tous les axes de recherche possibles. 
Ainsi, un nouveau paradigme a été introduit pour le post-traitement des artéfacts de pré-
écho en contrôlant l’ampleur de ce traitement à partir d’informations déjà disponibles au 
décodeur. Toutefois, des travaux seront nécessaires pour examiner la possibilité d’étendre 
ce concept à la correction de certains autres défauts produits par le codage. Par exemple, 
le post-traitement des « birdies » devrait sans doute être limité de la même façon. Ainsi, la 
modification des harmoniques pourrait être mieux contrôlée pour éviter d’introduire de 
nouveaux défauts. De plus, il existe sans doute d’autres informations disponibles au 
décodeur qui pourraient être exploitées, comme les choix de mode pris par l’encodeur. 
Enfin, la compression sans perte du mode TCX de l’AMR-WB+ a été présentée. Des 
travaux supplémentaires seraient requis pour examiner la possibilité de mieux prédire les 
indices de l’AVQ et pour tenter d’obtenir des résultats semblables dans le mode ACELP. 
Finalement, cette thèse devrait offrir la perspective que l’amélioration de standards 
existants est une alternative viable au développement de nouveaux codecs, particulière-
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