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- The potential for applications of proportional fluidic components 
and circuits in the areas of control, computation, and sensing has been 
recognized for several years. Y~t, with the exception of process 
controllers and a variety of computation circuits for some industrial 
and some aircraft and missile applications, proportional fluidic circuits 
have not been used nearly to the e*tent originally envisioned. 
One of the primary deterrents to more widespread application of 
proportional circuits, appears to be related to the inherent complexity 
of the components. Most real fluidic components are highly nonlinear. 
Passive components do not actually exist which are pure, i.e., which are 
governed by a single energy storage or energy dissipation mechanism. 
Although nonlinear static and ciynamic models exist for most passive 
components, adequate nonlinear dynamic models do not exist for active 
components. 
Additionally, efficient procedures and tools for the static and 
dynamic analysis of proportional fluidic components and circuits do not 
exist. The practical design of these circuits is accomplished presently 
either by trial and error experimental methods or by hand calculation 
methods. Such methods are at best tedious, time consuming, and expen-
s:i.ve; all are impractical for complex circuits. Moreover, the skill level 
2 
required in analysis and synthesis prohibits most designers from even 
trying. 
It seems clear that user-oriented, computer-aided analysis and 
synthesis tools are needed which can handle the dominant nonlinearities 
in fluidic circuits. In addition, some new or refined component models 
are needed which are compatible with these tools. 
Scope and Results of Dissertation 
This dissertation discusses the development and application of two 
general purpose, user-oriented computer programs for the analysis and 
synthesis of proportional fluidic circuits. The first program, termed 
the fluidic .Qircuit !!nalysis _fro gram (FCAP), allows a rapid and accurate 
determination of the static (D.C.) and dynamic (transient) performance 
of any complex proportional .fli:tidic circuit. Included within FCAP is a 
component iibrary which includes a number of common active and passive 
elements. A procedure is provided for adding new components or refined 
component models to the library. Both active and passive components are 
represented by generalized multi-port static and dynamic models. These 
models may be analytically derived or they may be based upon tabulated 
data derived from experimental measurements or manufacturer's catalog 
·!! 
sheets, A procedure is presented whereby a phenomenological model may 
be derived. to describe the nonlinear behavior of a component in case an 
adequate analytical ( or empirical) model does not exist. This procedure 
is illustrated through the derivation of a nonlinear dynamic model for 
proportional amplifier based on measured static characteristics at the 
various ports; the result is believed. to be of singular importance. 
A static Network Optimization program (NETOPT) is presented also. 
3 
This program allows the determination of the optimum parameters of a 
fluidic circuit which minimize the power supplied to the active com-
ponents, while the operation of the circuit meets certain parameter and 
output constraints. Parameters which may be optimized include: 1) 
supply pressures to the active components, 2) resistances of passive 
linear resistors, and 3) cross-sectional areas of certain nonlinear 
resistors. 
Although both computer programs, FCAP and NETOPT, are intended for 
use in the design of proportional fluidiF circuits, they may be adapted 
easily for use with mechanical, electrical and electronic circuits by 
suitable expansion of the component library. For some fluidic circuit 
analysis purposes, FCAP is definitely superior to other well known 
circuit analysis programs, e.g., ECAP, SCEPTRE, NET-1, etc. 
CHAPTER II 
LITERATURE SURVEY 
Review of Analysis Techniques Used 
in Electrical Networks 
With the introduction of electronic computers, considerable pro-
gress has been made in the analysis of electrical networks. Many 
computer-aided circuit analysis programs have been developed which per-
form DC, AC, transient, and in some cases, sensitivity and statistical 
analyses [1, 2]. Most of the programs include equation compilers; that 
is, the programs generate the necessary equations from node to node and 
element-type description of the network. Generally, the circuit 
description input is user-oriented. Some examples of user-oriented 
input language analysis programs are: NET-I [3], SCEPTRE [4], CIRCUS [5], 
CALAHAN [6], ECAP [7], CIRCAL [8], and AEDNET [9]. A few major features 
and capabilities of more general network analysis programs are summarized 
in Table I. Chua and Medlock [10] have developed computer program MEGA 
to analyze non.Jinear'resistivE!networks. The program uses a piefewise..; 
linear method to analyze multivalued electronic networks. One of the 
limitations of the program is that the models have to be in the canonical 
form. Walden [11] has presented a computer program for the dynamic 
analysis of nonlinear electronic circuits. A linear network analysis 
technique has been adapted to include the analysis of nonlinear net~orks. 
Nonlinear storage elements are represented on a piecewise-linear basis, 
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TABLE I 
MAJOR FEATURES AND CAPABILITIES OF SOME CIRCUIT ANALYSIS PROGRAMS [1] 
CALAHAN CIRCUS ECAP NET-1 POTTLE PREDICT SCEPTRE 
Program input features 
Must use specific labels .No Yes Yes Yes Yes Yes Yes 
Sequential node numbering Yes Yes Yes Yes Yes No No 









Tabular input for branch No No No No No Yes Yes 
descriptions 
Tabular input for signal Yes Yes Yes Yes > Yes Yes Yes 
sou:tc'es -
Analytic description of No No No No No Yes Yes 
branch elements Yes No (has No No (htis· · No Yes Yes Analytic description for 
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modi- sources) sources) 
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Automatic modifications of Yes No Yes Yes No No Yes 
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TABLE I (Continued) 
CALAHAN CIRCUS ECAP NET-1 POTTLE PREDICT SCEPTRE 
Network formulation Topolog~. •state- Nodal State- State- State- State-
ical variable variable variable variable variable 
Primary integration Runge- I Exponen- Implicit Predictor Runge- Tr ape- Exponential 
routine Kutta (& tial numerical corrector Kutta (& zoidal 
inverse integra- inverse 
Laplace) tion Laplace) 
...... 
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and nonlinear resistors and active elements are represented by dependent 
drivers. 
A great deal of effort has been spent in developing user-oriented 
computer programs for the analysis of electrical networks. However, none 
of these programs can be used directly for the analysis of fluidic 
networks because of either the type of network formulation or other 
restrictions peculiar to the program. The tree-finding problem is the 
basic limitation of programs using a topological approach to network 
analysis. A practical network may have several hundred thousand trees, 
and with the present algorithms a prohibitive amount of computer time is 
used to find the trees. ECAP uses a piecewise-linear approximation to 
simulate nonlinearities in active devices and parameters. Nonlinearities 
in circuit responses are incorporated through use of switches which 
produce piecewise-linear time responses. This method of representation 
of nonlinearities becomes too involved and complicated if used to 
describe the characteristics of fluid amplifiers, which are,,generally 
functions of more than one variable. With the exception of SCEPTRE and 
PREDICT, other network analysis programs have a basic limitation in that 
they cannot handle tabulated data or analytical models for describing 
circuit branches [1]. 
The structure of SCEPTRE has some inherent limitations which limit 
its use for the analysis of fluidic circuits. The SCEPTRE program 
allows only a maximum of fifty state variables; the program modifications 
needed to increase this number are quite involved. This is a major limi-
tation on the size of the fltiidic circuit that can be ap:alyzed using 
SCEPTRE, since even a simple model for a fluid transmission line may 
involve as many as eighteen state variables. Another limitation of 
9 
SCEPTRE is that there is no provision for integrating the differential 
equations of component models supplied through user written subprograms. 
These equations have to be integrated by the user, and the values of the 
static variables furnished by_ SCEPTRE. This calls for a considerable 
knowledge of both FORTRAN programming and numerical integration tech-
niques on the part of the user. 
Review of Analysis T~chniques Used in Fluidics 
The development of analysis techniques in fluidics technology has 
followed much the same pattern as those in other technologies, especially 
those in electronics. Many of the linear analysis methods used in 
electrical networks have been adapted for fluidics with fair success. 
Fluidic elements, unlike their electronic:, counforparts, are highly 
nonlinear. This limits the linear analysis techniques to only small 
signals around the operating point. The fluid circuit theory is more 
complicated than that of electrical circuit theory, and it has been 
pointed out by Kirshner [12] that there are no analogs of Kirchoff's 
circuit equations for the general case of fluid flow. The Kirchoff laws 
assume that there are no resistive or storage effects at a junc.tiono 
This, in general, is not true for junctions in a fluid circuit. However~ 
for cases where the fluid velocities are small and the temperature 
effects are negligible, the analogs of Kirchoff's circuit equations may 
' 
still be used. 
\ 
Most of the effb'tt in developing tec,hniques for the static q1nalysis 
of fluid systems has been directed toward developing analysis methods 
for cascading and impedance matching of amplifiers. Lechner and 
Wambsganns [13] described the input and output characteristics of fluid 
10 
amp 1 if ier s and their significance to the cascading problem. Dexter [ 14 J 
described an "admittance" parameter for use in classifying and cascading 
components. Brown [15] applied a graphical technique to match a fluid 
amplifier with a ~oad. Katz and Dockery [16] examined in detail the 
generalized performance characteristics for both proportional and digital 
amplifiers, and developed empirical relations for the input and output 
characteristics. They applied these characteristics to the analysis of 
two amplifiers in cascade. Shinn and Boothe [ 17] also described the 
problem of static matching of cascaded fluidic devices using the 
graphical approach to the static analysis of fluidic systems. Parker 
and Addy [18] developed a linear static matching method for analog 
fluidic circuits based on a particular type of proportional fluid ampli-
fier. Interstage matching is achieved by the use of linear capillary 
resistances. In control systems design where gain is specified, the 
method described is useful for determining linear operating regions and 
matching resistances. 
Unlike the development of static analysis techniques, which seems 
to be in only one direction (graphical approach), the progress in the 
development of dynamic analysis techniques has been varied. Belsterling 
and Tsui [ 19] took the initial step i.n the development of a method for 
the dynamic analysis of fluidic systems when they reported the 
"equivalent-circuit approach" for the small signal dynamic analysis. 
Brown [20] presented a frequency domain analysis technique for pre-
dicting the stability of fluid systems. Two methods were outlined; one 
employed adrnittance matrices, and the other used the scattering variables. 
Boothe [21] presented a lumped-parameter technique for predicting the 
dynamic performance of a proportional fluid amplifier. The dynamic 
11 
analysis was based on normalized static characteristics of the amplifier. 
As a result, it was possible to predict the dynamic performance of the 
amplifier from simple static performance information. Healey [22] ex-
tended Boothe's work to include the effects of vent fluid, the inertia 
! 
and friction of which provide additio~al dynamic lags. Manion [23] 
reported an analog computer simulation of a proportional fluidic ampli-
fier which illustrated one more powerful technique for the dynamic 
analysis of fluidic systems. 
In summary, the survey of the literature reveals the following~ 
1. No nonlinear models are known to exist which describe the 
behavior of active proportional fluid amplifiers. 
2. The graphical load-line method and the experimental methods 
are the only available techniques for nonlinear analysis of the static 
performance of fluidic circuits. These methods are very time con-
suming and become involved as the complexity of the circuit increases. 
3. The Belsterling, Brown, and Boothe techniques of dynamic 
analysis of fluidic circuits are limited to small signals. At present, 
no efficient, large signal, (nonlinear) dynamic analysis techniques are 
known to be available for the analysis of fluidic circuits. 
CHAPTER III 
STATIC ANALYSIS 
Static analysis is concerned with two problems: 1) detennination 
of the operating point of the circuit, and 2) determination of the 
linearized gain near a given operating point. The operating point 
determination consists of solving the resistive network for the given 
set of inputs and finding the values of all unknown port variables. The 
resistive circuit may consist of either linear or nonlinear elements 
which may be active or passive. Linearized gain analysis involves the 
determination of gain between any two specified points in the circuit for 
small signal changes. 
A user-oriented Fluidic Circuit Analysis Program, FCAP has been 
developed for the static and dynamic analysis of fluidic circuits. The 
formulation and the computational procedure for the static analysis 
problem is discussed in this chapter. The dynamic analysis of fluidic 
circuits using FCAP is presented in Chapter IV. 
The determination of the operating point consists of three basic 
steps. The first step is to describe the static behavior of the com-
ponents; the next step is to formulate the system equations using the 
laws of interconnections and the component models; and the third step is 
to solve the resulting algebraic equations. The linearized gain analysis 
I 
involves the determination of the operating point twice; first with the 
nominal values for the input, and then with the inputs perturbed. The 
1? 
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gains may then be calculated by dividing the change in the port variables 
by the corresponding change in the input. These steps are explained 
next with particular reference to the analysis of fluidic syttems. 
Component Models 
There are only two basic types or components that need to be con-
sidered for the static analysis. They are: 1) passive resistors, and 
2) active fluid amplifiers. 
Orifices, nozzles and capillary tubes constitute the most connnonly 
used forms of resistances in fluid control systems l24]. Fluid resist-
ance can be represented either by a single port or by a two port model. 
The single port representation can be used only when the resistance is 
a function of pressure drop across the resistor and the flow through it. 
The model for a nonlinear resistor may, however, be a function of the 
individual pressures at the ends of the resistor rather than the pressure 
drop. Fluid resistors are normally connected between two components in 
a circuit. Hence there are two points in a resistor where power trans-
fer occurs. Therefore, from a mere connection point of view, and also 
from the definition of a port, a series resistor would require a two 
port representation. 
Figure 1 shows a two port representation of a resistor and ~ts 
typical characteristics. Analytical models for some known forms of 
fluid resistors are given in Table II. If experimentally measured data 
which do not conform with any of the models in Table II are encountered, 
then the graphical characteristic may be represented analytically by 
using polynomials. It has been found that the characteristic of non-






p2 = cl 





express the behavior of a general resistor using the polynomial repre-
sentation may be written in the form: 
0 (1) 
NX+l 
w1 - Sign (Pl - P2) L Ci p:Pl - P::.1)1 (i-1) = O (2) 
i=l 
where NX is the lowest order of the polynomial that fits the measured 
characteristics in a least square sense, and C. are the constants of the 
l. 
po lynomia 1. 
Type 
1. Capillary Tube 
(Laminar) 
2. Capillary Tube 










W + W = 0 
1 2 
W + W = 0 
1 2 
W + W = 0 
1 2 
See Figure ,1 for sign convention. 
Model 
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Except for open circuit and closed circuit models, generalized 
static input-output models do not exist for active proportional fluidic 
components. Reliance must be placed on experimentally determined 
characteristics. Three sets of characteristics are required: 
1. Power nozzle (supply jet) characteristics 
2. Normalized input characteristics 
3. Normalized output characteristics 
Typical measured static characteristics of a proportional amplifier are 
shown in Figure 2. The power nozzle characteristics describe the 
resistive behavior of the supply port. These characteristics are non-
linear in nature. Analytically, the power nozzle characteristics may be 
expressed by the equation, 
NP+1 
w1 - I Ci. pl (i-1) = 0 (3) 
i=1 1 
where NP is the order of the lowest order polynomial required to fit the 
power nozzle characteristics in a least square sense, and c1 , 
i 
i = 1, •• , NP+1 are constants. 
The input characteristics represent the impedance seen by the input 
(control) signal. For most commercially available proportional ampli-
fiers, these input characteristics are practically independent of the 
output conditions. The characteristics are, however, dependent on the 
bias (the average level of the inputs). It is assumed in this analysis 
that the normalization of the input characteristics with respect to the 
supply conditions is valid. The characteristics may be expressed 













POWER NOZZLE CHARACTERISTICS 
INPUT CHARACTERISTICS OUTPUT CHARACTERISTICS 
Figure 2. Static Characteristics of a Proportional Amplifier 
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NY+l NX+l 
I: I' (4) 
j=l i=l 
-where NX and NY are the lowest order polynomials which fit the data in a 
least square sense and c2 _ • are constants. For a symmetrical amplifier, 
]. 'J 
the input characteristics of each control are identical. 
The output characteristics describe the variation of output flow 
with the output pressure as the load is varied from near zero impedance 
to near infinite impedance. Each control input difference, which may be 
flow or pressure difference, gives rise to a specific output charac-
teristic. It is assumed that the output characteristics are independent 
of the input bias level and that the characteristics can be normalized 
with respect to the supply conditions. It is also assumed that the 
output characteristics of one output port are independent of the loading 
of the other output port. These assumptions are true for most of the 
proportional amplifiers presently available. Analytically, t4e output 
characteristics may be expressed by the relation, 
NY+1 NX+1 
I I: (5) 
j=l i.=1 
where NX and NY are the minimum orders of the polynomials which best fit 
the data in a least square sense. 
Other proportional fluidic amplifiers including rectifiers can also 
be modeled using a similar approach. 
Formulation of Operating Point 
Analysis Problems 
19 
The operating point analysis involves the determination of the 
values of the various port variables of a circuit for a given set of 
inputs. The problem consists of two major steps. The first step is 
to formulate the system equations using laws of interconnection (which 
depend upon the circuit configuration), and the component models; and 
the second step is to solve the resulting algebraic equations. 
A simplified flow diagram of the algorithm for the operating 
point analysis is shown in Figure 3. The configuration of the circuit 
to be analyzed, the tabulated data for the static characteristics of 
the component, parameters for analytic models, and other input infor-
mation are furnished to the Fluidic Circuit Analysis Program, FCAP (See 
Appendix A). The static analysis section of FCAP "picks up" the sub-
routines for each component in the circuit from the component library, 
and connects the proper ports to form the circuit to be analyzed. Next, 
FCAP fits the tabulated data, if any, with polynomials of the lowest 
order that best describe.:the data in a least square sense. The alge= 
braic equations from all the component subroutines are compiled into 
a single set of simultaneous equations of the formg 
G (Q, y_) = 0 
where, 
G is the functional form of the algebraic equations, 
U is the independent port variable, 
Vis the dependent port variable. 
(6) 
Read in Network Configuration 
Data for Port Characteristics 
and/or Parameters for Analytical 
Models 
Process th~ Input 
Data for Errors 
Fit Mathematical 
Equations for Tabulated 
Data 
















Is Gain Analysis No 
Required 
Store Port Variables 
and Perturb the Inputs 





Figurij 3 r(Continued)- · 
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Depending upon the network configuration, FCAP generates the 
necessary continuity and compatibility equations. The continuity and 
compatibility equations express the relations between the independent 
variable at a port of a component and the dependent variable at the 
port of another component connected to it. These equations have the 
general form: 




Lis the functional form of the compatibility and continuity 
equations. FCAP uses the continuity and compatibility equations to 
eliminate the independent port variables in the set of simultaneous 
equations of algebraic models, in favor of dependent port variables. 
The resulting set of equations includes as variables only dependent 
port variables and inputs to the network. The standard Newton-Raphson 
technique is used to solve this algebraic set of equations. 
Example Formulation 
To illustrate the formulation of the system equations explained 
above, consider the fluidic circuit shown in Figure 4. The first 
subscript of the port variables in Figure 4 refers to the component 
number and the second subscript refers to the port number. The circuit 
configuration, the tabulated data for the port characteristics of the 
proportional amplifier, the values of the linear resistors, and the 
independent variables at the ports which are free are furnished to the 
FCAP program. FCAP first picks up the proportional amplifier and the 
resistor subroutines from the component library and builds the circuit 
23 




P14 I P21 w22 - - . 
- I -




0 p 11 1 
- p15 p31 w32 I - -
5 
- I 






1 Proportional Amplifie r 
. 2 Linear Resistor 
p13 ,. w13 (' 
3 Linear Resistor 
Figure 4. A Fluidic Circuit With a Proportional Amplifier 
Loaded by Linear Resistors 
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shown in Figure 4. It should be noted here that a subroutine for a 
particular type of component can represent more than one component of 
the same type. The curve and surface f.itting programs fit polynomials 
of the form given in Equations (3), (4), and (5) to the static charac-
teristics of the proportional amplifier. The models for the resistors 
are analytic in this example and hence require only the value of the 
resistance. 
Three sets of algebraic equations exist, one in each component 
describing the component's static characteristics. FCAP picks up these 
three sets of equations and compiles them into a single set of simul-
taneous equations. The set of simultaneous equations for the present 
example problem is: 
c 
i j 











. (p )(i-1) 
c: 13 
~ 13 i,j p11 
J 
(P 12 + p q\ = O, 
\- p11 J 
(
p )( i-1 ) t _ p . ( j -1 ) 




p )( i-1) (p _ p ( j-1) 
C 15 12 13.\ = 









G22 = p21 - p22 Rl22 = o, (14) 
G31 = w31 + w32 = o, (15) 
G32 = p31 - p32 - R3W32 = o. (16) 
FCAP then generates the continuity and compatibility equations. 
For the circuit given in Figure 4, the continuity and compatibility 
equations are: 
L1 =W14 +W21 = o, (17) 
L2 = W 15 + W31 = o, (18) 
L3 = p 14 p21 = o, (19) 
14 = p15 - p31 ::; o. (20) 
FCAP eliminates the dependent port variables w21 , w31 , P14 and P15 
in Equations (8) through (16) implicitly by using Equations (17) through 
(20). The result~ng equations can be solved for the nine unknown 
dependent variables since the input variables P 11 , P 12 , P 13 , P 22 , and 
P32 are known. FCAP uses the standard Newton-Raphson technique to solve 
this resulting algebraic equation set. 
Formulation of Linearized Gain Analysis Problem 
Gain analysis involves the determination of the ratio of the change 
in toe value of a certain specified port variable(s) to the corresponding 
change in the input variable. The change in the input variable is 
maintained small so that linearized assumptions .. hold. 
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The simplified flow diagram for the linearized gain analysis is 
shown in Figure 3. The operating point of the circuit is determined for 
the given set of inputs using the method described in the previous 
section. The port variables required for gain evaluation are then 
stored. The inputs to the system are then slightly perturbed. (The 
amount of perturbation of the input is user controlled.) The system 
is again solved for the operating point with the new values of the inputs. 
The differences between the new value and the previously stored value of 
port variables are co~puted. The gain is then calculated from the equa-
tion: 
(21) 
where G is the gain, 
AV is the change in value of the variable at the output port of 
0 
interest, 
AV. is the change in the value of the variable at the control 
1 
input port of interest. 
The FCAP Program 
The Fluidic Circuit Analysis Program, FCAP, is a user-oriented 
program for predicting the static and dynamic analysis of fluidic 
circuits. The user needs to specify the circuit configuration and some 
other related data in order to initiate the FCAP program. No real pro-
grannning knowledge is required on the part of the user. FCAP has some 
cormnonly used fluidic"component models stored in its "component library" 
(See Appendix A). No attempt has been made to include all possible 
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models available from literature. A procedure is outlined whereby the 
user can supply additional or refined models, depending on the particular 
problem requirements. FCAP presently includes models for the following 
types of components: 




S. Fluid capacitor, 
6. Transmission line, 
7. Function generator. 
Models for the first two components are generalized and require the 
user to supply experimental data or data available from manufacturers' 
catalogs when suitable. Analytic models are provided for the remaining 
components, although phenomenological models can be developed (internal 
to the program) if the user provides measured data. Provision is made 
for adding additional component types or additional models for existing 
·.components. Each type of component is described by a separate sub-
routine. The static and the dynamic models representing the behavior of 
a component are arranged in the multi-port format within the particular 
component subroutine. Besides the component subroutines, FCAP includes 
other computational and organizational subroutines. The computational 
subroutines include curve fitting programs for fitting equations to 
tabulated data for the static characteristics of components, a pro-
gram which utilizes the Newton-Raphson technique for solving the non-
linear algebraic equations in the static and dynamic models, and a Runge-
Kutta numerical integration program for integrating the dynamic equations. 
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The organizational subroutines check the input data for errors. and set up 
the temporary memory of control vectors required for the particular 
problem. The computational subroutines along with the organizational 
and component subroutines can simulate any proportional fluidic circuit 
composed of any number of components (limited at present to 20). 
The basic steps a user is required to follow in order to initiate 
the FCAP program for either static or dynamic analysis are: 
1. Write the block diagram of the circuit following certain FCAP 
ru:les, 
2. Assign unique numbers between 1 and 20 to each component, 
3. Fill a first table which designates interconnections of the 
. various components, indicates the variable to be printed, and 
the type of analysis to be performed.' 
4. Fill a second table which specifies the tabulated data for 
the components which are represented by measured terminal 
characteristics, 
5. Fill a third table which indicates the ports of different 
components which have identical characteristics, 
6. Fill a fourth tab le which specifies values of the independent 
variables at those ports which are not connected to any other 
components (free ports), 
7. If gain analysis is required, fill a fifth table which fur-
nishes the data for the gain analysis, 
8. Fill a sixth table which specifies the parameter values for 
the components which are represented by analytic models. 
The six tables referred to above are transferred onto computer 
cards to form the input data for the solution of a particular problem 
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using the FCAP program. The next section discusses an example problem. 
Example Problem 1 
The circuit to be anaiyzed is shown in Figure 4. It is required to 
determine the operating point of the circuit and the linearized pressure 
gains associated with ports 4 and 5 of the proportional amplifier when 
the differential input to the proportional amplifier is varied by 0.005 
psig. Other input data are given in Tables III through VII. 
The step by step procedure delineated in the section on FCAP pro-
gram (also see Appendix A) is followed in setting up the input data for 
this problem. 
Step 1. The block diagram of the circuit is shown in.Figure. 
5: 
Step 2. The proportional amplifier is assigned 1 and the 
resistors are assigned 2 and 3 respectively. 
Step 3. Table III shows the type of analysis to be performed and 
the data for circuit interconnections. 
Step 4. Figures 6, 7, and 8 show the manufacturer's static charac-
teristics for the proportional amplifier. These charac-
teristics are expressed as tabulated data as shown in 
TabLe IV. 
Step 5. Not applicable 
Step 6. Table V shows the data for free ports. 
Step 7. The data for the gain analysis is presented in Table VI. 
Step 8. The components 2 and 3 require the value of one parameter 
(resistance). This is entered in Table VII. 
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Figure 5. Block Diagram for 




.CIRCUIT DATA FOR EXAMPLE PROBLEM 1 
1. Type of analysis: Gain Type of Gain: Pressure 
2. Circuit Connection 
COMP TYPE PORT 1 PORT 2 PORT 3 PORT 4 PORT 5 
A B c D A B c D A B c D A B c D A B c D 
1 1 1 1 1 1 1 1 2 1 1 3 1 1 
2 5 1 4 1 1 
3 5 1 5 1 
A: Is port free or connected?= 1 if free 
B: Component number of the port it is connected to 
C: Port number of the component it is connected:to 




w11 -6 1 µ.lb/sec= 1 x 10 lb/sec; 
(µ.lb/sec) 80 1000 µ.lb/sec= 0.80 scfm 
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0 
0 2 4 8 10 
Figure 6. Supply Pressure--Flow Characteristics of 
GE AW 3'2 . 
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Figure 7. Input Characteristics of GE AW 32 
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PORT DATA FOR EXAMPLE PROBLEM 1 
Variable 1 (w11 ) Variable 2 (P11) Variable 3 
6 
Component Port x 10 lbm/sec Psi 
1 1 o. 0.0 










Variable 1 Variable 2 Variable 3 
p12 . :'Pl2 + p 13 w12 
Component Port p 11 
( p ) 
w13 11 
1 3 o~o 0.03 0.2 
0.02 0.04 0.2 
0.045 0.06 0.2 
0.078 0.08 0.2 
0.11 0.10 0.2 
o. 136 0.12 0.2 
0.165 0.14 0.2 
0.195 0.16 0.2 
0.225 0.18 0.2 
0.25 0.20 0.2 
o.o 0.115 0.4 
0.04 0.14 0.4 
o. 07 5. 0.16 0.4 
0.11 0.18 0.4 
0.14 0.2 0.4 
o. 17 5 0.22 0.4 
0.21 0.24 0.4 
0.24 0.26 0.4 
0.27 0.28 0.4 
0.31 0.30 0.4 
o.o 0.19 0.6 
0.5 0.22 0.6 
0.08 0.24 0.6 
0.11 0.26 0~6 
0.15 0.28 0.6 
0.18 0.30 0.6 
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TABLE IV (Continued) 
Variable 1 Variable 2 Variable 3 
p12 p12 + p13 W 12 
( ) 
Component Port p11 p11 w13 
0.21 0.32 0.6 
0.24 0.34 0.6 
o.o 0.25 0.76 
0.042 0.28 0.76 
0.078 0.30 0.76 
0.11 0.32 0.76 
0.14 0.34 0.76 
0.17 0.36 0.76 
0.2 0.38 0.76 
0.23 0.40 o. 76 
0.265 0.42 0.76 
0.30 0.44 0.76 
o.o 0.3 0.9 
0.025 0.32 0.9 
0.055 0.34 0.9 
0.09 0.36 0.9 
0.12 0.38 0.9 
0.15 0.40 0.9 
0.18 0.42 0.9 
0.215 0.44 0.9 
0.25 0.46 0.9 
0.28 0.48 0.9 
0.31 a.so 0.9 
Variable 1 Variable 2 Variable 3 
W 15 p12 - p13 p15 
Component Port W 11 
( p ) 
p 11 . 11 
1 5 0.62 
, o.o 0.05 
0.58 0.05 0.05 
o. 55 · 0.10 0.05 
0.52 0.15 0.05 
0.48 0.20 0.05 
0.45 0.25 o.os 
0.42 0.30 a.as 
0.375 0.35 0.05 
0.325 0.40 o.os 
0.275 0.45 0.05 
0.2 a.so 0.05 
0.05 0.55 0.05 
0.48 ·n. o o.o 
0.45 0.05 o.o 
0.41 0.10 o.o 
0.375 0.15 o.o 
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TABLE IV (Continued) 
Variable 1 Variable 2 Varialbe 3 
W15 p12 - p13 p15 
W 11 
( p ) 
p 11 Component Port 11 
0.325 0.20 o.o 
0.275 0.25 o.o 
0.225 0.3. o.o 
0.15 0.35 o.o 
o.o 0.38 o.o 
0.36 o.o -0.05 
0,30 0.05 -0.05 
0.25 0.1 -0.05 
0.17 5 0.15 -0.05 
0.06 0.2 -0.05 
o.o 0.22 -0.05 
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TABLE V 
FREE PORTS DATA FOR EXAMPLE 1 
Component . Port Value 
1 1 1.5 
1 2 0.05 
1 3 0.05 
2 2 o.o 
3 2 o.o 
TABLE VI 
GAIN ANALYSIS DATA FOR EXAMPUE PROBLEM 1 
Input Gain From Gain To 
Component Port Component Port Component Port Tolerance 




PARAMETERS FOR EXAMPLE PROBLEM 1 
Component Parameter Values 
2 O. 1285 (Resistancp lbf2 / lb~ ) -= . sec 
in 
0 0133 ( . lbf I l_bm ) • Resistance -::--2 in sec 3 
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computer cards and furnished to the FCAP program. 
FCAP fit the following polynomials for the static characteristics 
of the proportional amplifier: 
1. Supply pressure-flow characteristics 
5 l i-\) 
w .. = I clli p" (22) 
i~, 
where,, 
.fll = l0.303 E01 0.600 E02 -0.256 E01 0.140 E01 -0.559 E-01]. 











3. Output characteristics 
~-
3 3 . ti-1) ' <.i-•) 
I: I CLS" .. (p'~) P,2.\1" P,7 = Wu , • 1! P11 Pn 
cl"• Pl 
where, 
0.382 EOO 0.340 E01 0.252 E01 
f1s- : -0.152 E-01 0.190 E01 -0.37 5 E02 




Since data were not furnished for ports 3 and 4 of the proportional 
amplifier, FCAP assumed the amplifier to be symmetric and transferred 
the proper coefficients to the equations for ports 3 and 4. The ,Newton-
Raphson method converged in 5 iterations. The values of the various 
port variables were: 
w11 = -69.491 lbm/sec, w12 = -5.834 i:i,l.bin/sec, · ,w13 = -5.83<Lµlbrn/sec 
P15 =0;3Q3 psi, w15 = 22.804 µlbm/sec, P14 =0.563 psi 
w14 = 4.378 lbm/sec, w21 = 4.378 µlbm/sec, w32 = 22.804 µlbm/sec 
The gain values ·for ports 4 and ,5 ot" the ·proportional. amplifier.· 
when the differential input was perturbed by O.Q05 psi wer~: 
c14 = -3.380 c15 = 1.327 
where c14 and c15 are the gain the individual ports 4 and 5 of compo-
nent 1. The differential for proportional amplifier 1 is 4.707. 
A graphical analysis yielded 
P15 = 0.3 psig 
P14 = 0.57 psig 
c14 = -3.35 
w15 = 22.9 µlbm/sec 
w14 = 4.2 µlbm/sec 
c15 = 1.32 
The above example illustrates the use of FCAP for the static 
analysis of fluidic circuits. More complex problems may be solved just 
as easily as the one presented above. Static analysis of systems other 
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than fluidic can also be performed using FCAP. This would require the 
addition of component subroutines describing the static behavior of 
the new components. Detailed information on the use of FCAP is pre-
sented in Appendix A. 
CHAPTER IV 
DYNAMIC ANALYSIS 
The problem considered in this chapter i.s that of dynamic simula-
tion of nonlinear fluidic circuits. The components that form the 
circuits may be either active or passive, and their models may be 
linear or nonlinear. 
Component Models 
Analytic models, derived using basic principles of fluid mechanics, 
have been reported for some fluidic components, e.g., the enclosed 
volumes (or C:ap'acitors) ,· capillary tube 9, o'rifices, and tra'nsniissio'n lineso 
Static and dynamic models are available for these components which. 
adequately describe their isolated terminal behavior over the range of 
frequencies normally encountered in fluidic control systems. There are, 
however, no known mathematical models that describe the nonlinear 
dynamic behavior of active proportional fluid amplifiers. The next 
section describes a method for deriving a nonlinear lumped parameter 
model for proportional fluid amplifiers. 
Dynamic Modeling of Proportional Fluid 
Amplifiers 
The silhouette of a typical proportional amplifier is shown in 
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port, two control ports, two vents and two receivers. The direction of 
flow of the high-energy power jet is controlled by two low energy con-
trol jets. The power jet is directed into the interaction region. 
Control jets are also directed into this region from either side of the 
power jet. The direction that the power jet assumes after interaction 
depends on the momentum flux of the power jet and the forces exerted by 
the control jets on the power jet. At some distance downstream the 
~ower jet is collected l?Y receivers. When the control pressures and the 
''load,ing 'are equal, the receivers collect the same quantity of fluid and 
hence the output pressures will be equal. A small change in either of 
the control pressures will deflect the main jet and a differential out-
put pressure will result. Since·the output difference normally is 
greater than the input difference, the device is termed an amplifier. 
The dynamics of a proportional amplifier can be considered to be 
made up of the dynamics of four'individual processes: 1) control port, 
2) transport from nozzle to receiver, 3) vent, and 4) receiver. Since 
most amplifiers have short and wide vents, vent dynamics can be con-
sidered insignificant compared with the dynamics of the control and 
receiver ports. Figure 10 shows an equivalent circuit of the propor-
tional amplifier. 
Control Dynamics 
The lumped parameter model for the control ports is shown. in 
Figure 10. 
passage. 
L is the inertance and C · is the capacitance of the control 
c c 
' ' 
The block S represents the experimentallj measured static 
c 
characteristics of the input port. The dynamic behavior of "Control port 
































W,1 - w, r 
J"'I 
W3 - 11\1,a 
N'ICtl (1'-1) 
. ~"" ;, :) (j-t) I: c.ij ( ""l :0 
• Pi 1:1 













It should be noted that the above equations for the control ports take 
into account the bias level of the inputs. 
Transport From Nozzle to Receiver 
Pure time delays result from wave propagation and fluid transport 
effects. It is assumed that the delay due to pressure wave propagation 
is negligible compared to the delay due to fluid transport [21]. It is 
also assumed that the dynamics of the jet due to its inertia and capaci-
tance are sma 11.' f{ence, the jet mode 1 becomes: 
-TP 
e ( Pg - Ri) (35) 
where Tis the time delay due to fluid transport from the nozzle to the 
receiver, and the subscript R refers to the receiver. That is, the 
effect of change in the differential pressure (P8 - P9) is felt at the 
receivers after. a delay time T. It should be pointed out here that 
experimental res~lts have shown that the phase lag caused by this delay 
is very samll compared with those caused due to the dynamics of the con-
trol and receiver passages, and hence can be neglected for low frequency 
models [21]. The proportional amplifier model used in the computer 
program, FCAP, neglects all dynamic effects associated with the power 
jet. 
Receiver Dynamics 
The lumped parameter model for the receivers is shown in Figure 10. 
LR is the inertance and CR is the capacitance of the output port. The 
block SR represents the experimentally measured static characteristics of 
the output port. The receiver dynamics for port 4 can be represented by 
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the following equations: 
=O (36) 
(37) 
dW1, = ..!... (38) 
di 
cl plj. "" . ...L l,.J (] 
dt c~ .. 
(39) 
(40) 






kl, - :0 (45) 
Equations (25) through (45) describe the nonlinear dynamic behavior 
of the proportional amplifier. Since some of the algebraic equations 
are nonlinear, it is not possible to eliminate the intermediate vari-
ables explicitly by hand and write the differential equations in terms 
of only the independent and dependent port variables. It will be shown 
in later sections that the computational algoritlun first solves the 
nonlinear set of algebraic equations and then integrates the nonlinear 
set of differential equations. 
Equations similar to (25) through (45) may also be derived for 
other active devices using the above approach. 
Example 
A nonlinear dynamic model was derived based on the geometrical data 
and measured static cha-acteristics (see Figures 11 and 12) for a typical 
proportional amplifier [21]. Step responses computed with the nonlinear 
model are shown in Figure 13 along with results obtained for the same 
amplifier by Boothe. Boothe's model was linear and neglected the 
capacitive effects of both the control and the receiver ports. Hence, 
for comparison, these effects were also neglected in the nonlinear 
model. For differential signal inputs, the step responses predicted by 
the two models agree well. As the amplitude of the differential input 
is increased, the steady stat~ value predicted by the nonlinear model 
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Figure 11. Normalized Input Characteristics for the 
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Figure 12. Normalized Output Characteristics 
for the Proportional Amplifier 










(P2 - P3) = 0.05 psi 
0.01 
©~V Nonlinear Model 
,A Boothe's Linear Model 
Supply Pressure: 15 psig 
Bias Level: 3 psig 
5~4·~ -,-~-'-~~--1-~~.....L...~~-1-~~..1-...~-,-.L-~__JL--,-~ 
q 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 
Time, Secs- x 10-4 
Figure 13. Comparison of Nonlinear and Linear Models 
for Proportional Fluid Amplifier l21] 




As in the static analysis a modular approach is adopted for dynamic 
simulation. In the FCAP program, each discrete component is described 
by a model incorporated within a separate FORTRAN subprogram. 
Component models fall into three classes: 1) algebraic equations 
only (if the component is purely resistive), 2) differential equations 
only, and 3) both algebraic and differential equations. In general, the 
dynamic model for a component can be represented by the equations: 
• l~dl,'l,t) (46) x = F 
:i! ""!(~.'1.~.,t,) (47) 
V= v l '<) (48) 
or v = ~ (. )( )-t) (49) 
where 
Xis the state variable, 
U is the independent port variable, 
Y is the algebraic variable, 
Vis the dependent port variable, 
Fis the functional form of the differential equations, 
Z is the functional form of algebraic equations. 
A component representation of this type has been presented by Smith 
[25]. In the general form of dynamic model described above, the depen-
dent port variable V can be either equal to an algebraic variable or be 
a function of states and/or time. 
The FCAP transient analysis program first solves for the steady 
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state operation at the initial time and then initializes all the states 
in each dynamic component to the steady state values. The steady state 
operation is determined by using the static models of the components. 
The general form of static model for a component is 
.Q = .Q (Q, y) = 0 (50) 
where, 
G is the functional form of equations describing the 
static models, 
U is the independent variable at ?·Port, 
Vis the dependent variable at a port. 
The solution process, .. for determining the steady state operation at the 
initial time is the same as the one described in Chapter III, Static 
Analysis. 
The dynamic model for a component as described by Equations (46) 
through (50) ~ay involve algebraic equations. The derivatives of states 
are in general, functions of states, independent port variables, alge~ 
' 
braic variables, and time. It is therefore necessary to solve for the 
algebraic variables in the dynamic model before evaluating the deriva-
tives. A set of algebraic equations in one component may be coupled 
with another set of algebraic equations in a component connected to it. 
Consider, for example, the system in Figure 14. Port 1 of component 
'A' is connected to Port 2 of component 1B1 • If VAl is a function of an 
algebraic variable in component A and if the functional form of alge-
braic equations Zin component B involve uB2 , t4en the algebraic equa-
tions in component A will be coupled with those in component B. The 
same is true for vB 2 and UAl" 
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UA2 VA1 I UB2 UB1 - - I - -- Q I - G) 
~ 
2 I - ~ -- -
VA2 UA1 I VB2 
I VB1 
Figure 14. Port Connection Between Two Components 
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In a practical circuit, there could be many such coupled algebraic 
loops which are isolated from each other. The FCAP program isolates 
these algebraic loops and solves each loop separately. The method used 
in FCAP for algebraic loop isolation is similar to the one described by 
Smith [25]. 
· Figure 15 is a simplified flow diagram which shows the computa-
tional procedure used in FCAP. The standard Newton-Raphson technique is 
used to solve the algebraic equations in each loop. The differential 
equations are integrated using the Runge-Kutta method. 
Example Problem 2 
Consider the simple fluidic circuit shown in Figure 16. The cir-
cuit is made up of a ~eneral Electric AW 32 proportional amplifier, two 
linear resistors, a. capacitor, and two function generators. The data 
used for simulation were the following. 
1. Components: 
~) Proportional amplifier 
Inertance of each control port= 0.2292 sec2/in2 
Inertance of each output port= 0.2050 sec2/in2 
The static characteristics are the same as shown in 
Figures 5, 6, and 7. 
b) Capacitor 2: 
Capacitance= 0.2 in2 
c) Resistor 3: 
Resistance = O. 01 ps! I lbm/ sec 
d) Resistor 4: 
Resistance= 0.02 psi /lbm/sec 
Read the Circuit Configuration 
Characteristics and Parameters 
Develop the Static and 
Dynamic Models; 
Isolate the Algebraic Loops 
. ·1' ·, 
Determine the Operation 
of System at Initial Time 
Initialize the States and Port 
Variables to Steady State Values 
Solve the Algebraic 
Equations in the 
Dynamic Section 
Integrate the State Equations 
in Each Component One Time Step 
Update the Dependent 
and Independent 
Variables at Ports 
Increment the Time 
Yes 
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e) Forcing function 5 
p 51 = o •. 15 .p.sig for t ~o 
= 0.10 psig for t :>-0 
f) Forcing function 6 
p61 = 0.15 psig for t~O 
= 0.20 psig for t > 0 
The independent variables at the "free ports" were assumed to be: 
P11 = 1.5 psig, P32 = 0.0 psig, and P41 = 0.0 psig. 
The system was simulated for a total elapse time of 0.3 sec. The 
time step used for the integration was 0.005 sec. The FCAP program 
solved the algebraic equations at the initial time (t = 0) and initial-
ized the states and algebraic variables in the proportional amplifier 
and the capacitor to the following values: 
a) Proportional amplifier: 
W,2. = '( 1 :: ':f-. as, t,,-- 11,wi /se., ' 
1A1 11t.... )(3 -= lq. I 3 ,-... 11,.., J Su .. 
P1,. :: '1(. 1 ::. O· ~s- P~i P11+ i:: Vii. -=. <!l • 3&2. P..-,, 
lr.l,3 ... '<.a ... =I-. !S-1 t-a-,lb...,,~ l.'1 1!>--= ><.3 : J.4• q!il"S"" f-1-- lb.., /Seci. 
P11, : Vi.-: O· 2..S" P<f.,· Pl?, : ')( 2. ... C>• 15" PM, , 
b) Capacitor: 
P2., -:: ',C f ::. ,c,;,;\;3'i'2\ P'"'{; 
The pressure and flow at port 4 of the proportional amplifier are 
plotted as a function of time in Figures 17 and 18 respectively. The 
steady state values of the pressure and flow at the initial and final 
times agree within 5 percent of the results obtained by graphical 
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Figure 18. Flow w14 Versus Time 
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graphical technique. No attempt was made to validate the results ob-
tained from the FCAP program with experimental measurements. The ac-
curacy of the results predicted by the computer program, FCAP, depends 
upon the refinement of the models used for the components. 
CHAPTER V 
NETWORK OPTIMIZATION 
Real fluidic components are nonlinear in behavior. As a result, 
a circuit consisting of real fluidic components may have·a totally 
different type of behavior for each different set of parameter valueso 
There may be many combinations of the parameters which result in es-
sentially identical operation of the circuit. However, only one of these 
combinations is "best" according to some criterion. It is difficult and 
time consuming to determine all feasible combinations of the parameters 
by hand or even by using a computerized analysis program. A,n optimi-
zation procedure is needed by which the parameters of a circuit may he 
selected to extremize a certain criterion. This chapter discusses a 
NETwork OPTimization porgram, NETOPT, which can be used to deter~ine an 
optimum set of parameters for a fluidic circuit in accordance with a 
specified static performance criterion. The circuit components may be 
linear or nonlinear, and active or passive. A NETOPT user's manual is 
presented in Appendix B. 
Criterion to be Optimized 
Typical performance criteria of interest in the design of fluidic 
circuits are: 1) minimize power consumption of the active components, 
2) maximize pressure or flow gain, 3) generate a specific input-output 
function, 4) maintain linear operation, or 5) combination of these. The 
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selection of a particular perfonnance criterion depends upon the spe-
cific design problem. Active fluidic devices are open centered and 
therefore inherently wasteful of power. Moreover, as the circuit com-
plexity increases, the concern for total power consumption increases as 
well. It is in the design of relatively complex circuits that the 
computer-aided static opt;i.mization procedure of this thesis becomes 
particularly important. Consequently, minimum power consumption seems 
the logical choice as a single most important perfonnance criterion to 
incorporate into the procedure. 
The NETwork OPTimization program, NETOPT, allows the detennination 
of the optimum values of certain compcment parameters such that the 
power consumed by the active fluidic amplifiers is a minimum, while the 
static perfonnance of the circuit meets certain parameter and output 
constraints. The program can be modified easily to include other per-
fonnance criteria. 
Parameter and Output Constraints 
In order to obtain physically realizable results, some component 
parameters and certain circuit outputs must be constrainted. The con-
straints may be either regional or functional constraints which place 
restrictions on parameters and output functions. The regional con-
straints specify the upper and lower limits of the parameters and out-
puts, while the functional constraints express certain functional rela-
t.ionships that. have to be satisfied by the parameters and outputs. The 
component parameters considered for optimization are: 1) supply 
pressures tp active devices, 2) resistance values of passive linear 
resistors, and 3)area~ of certain types of passive nonlinear resistors. 
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These particular parameters have been selected since they are normally 
the ones at the control of the designer. It is assumed that the geometry 
of each active device is fixed. 
The system output constraints may be general functions of the port 
variables. One output constraint which has been programmed in NETOPT 
is the gain between any two specified points in the circuit. Other out-
put constraints can be specified through a user supplied subprogram, 
CNSTNT, described in Appendix B. 
Mathematical Statement of the Problem 
The mathematical problem solved by the optimization program, NETOPT, 
may be stated as follows: Determine a parameter vector K which mini-
mizes a performance criterion 
.tAq 
I ( ul\l(r) .H v"l(I) 1) (51) 
.... , 
subject to the constraints, 
0.. ~ 1k l !d I Y. ) IS) ~ b , "" .. , , 2 ' •••• ) N' (52) 
= 11.f(j+I ...... I ~ (53) 
, c}"' ~1-f I, • • • .. , ~+M ~ (54) 
where U is the independent variable at a port, 
Vis the dependent variable at a port, 
K is the parameter to be optimized, 
~ is the functional relations for the gains to be 
constrained, 
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a is the lower limit of gain allowed, 
b is the upper limit of gain allowed, 
gi is the functional form of the user-supplied inequality 
constraints, 
h. is the functional form of user-supplied equality 
J 
constraints, 
IACT is the total number of active components, 
N is the vector containing component numbers of active 
components, 
NG is the number of gain constraints, 
Mis the total number of inequality constraints, 
MZ is the number of equality constraints. 
Optimization Strategy 
NETOPT uses the sequential unconstrained minimization technique 
presented py Mylander, et. al. L26] to solve the constrained optimi-
zation problem stated in Equations (51) through (54). The solution to 
the constrained optimization problem is obtained by solving a sequenc~ of 
unconstrained problems whose solutions approach that of Equations (51) 
• through (54). A penalty function of the form: 
is defined. r is a slack variable whose value is arbitrarily set 
(normally equal to 1) at the beginning of the problem. The solution 
to the constrained minimization problem stated in Equations (51) 
through (54) may be obtained by sequentially reducing the value of rand 
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minimizing the unconstrained penalty function ~(JI, Y.., JS, r). A 
decrease in the value of~(.!:!, Y.., !, r) is due to a combination of three 
factors: 1) a decrease in the value of f(J!, Y.., !), 2) an increase in 
the value of Ti[gi(J!, Y.., !)], that is, an increase in gi(J!, Y.., !), and 
3) a decrease in the value of h.(U, V, _K). The minimization of 
J - -
~(.!:!, J, !, r) for a given value of r is called a subproblem. Solving a 
sequence of subproblems by reducing the value of r drives the inequality 
constraints to greater than zero and the equality constraints to near 
zero. The necessary conditions for the existance of the minima of 
~(.!:!, Y.., !, r) are disucssed by Fiacco, et. al., in reference [27]. 
The NETOPT program incorporates four methods to minimize a sub-
1 
problem: 1) Newton Raphson technique, 2) modified Newton-Raphs?n 
technique, 3) first-order gradient technique, and 4) modified Fletcher-
Po~ell technique. One of these methods is specified by the user 
through the input data (see Appendix B). The first two methods require 
the first and second partial derivatives of the performance criterion and 
constraints with respect to the parameters, while the third and fourth 
J 
methods require only the first partial derivatives. These derivatives 
are evaluated by numerical differencing. 
The NETOPT Program 
A simplified flow chart of the computation procedure used in NETOPT 
is shown in Figures 19 and 20. Like the FCAP program, NETOPT also has 
a library in which there exists a subroutine for each type of fluidic 
component. Presently, the NETOPT component library includes the following 
components: 
1. Proportional amplifier, 
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Read Circuit Configuration, Tabulated Data 
For Port Characteristics, 
and Parameters 
Solve System Equations Using Guess Values 
For Unknown Parameters. 
Evaluate Performance Criterion 
and Constraints 
Phase ~ 2 
Set Up the Penalty Function 
Tj (Q ,Y.. ,~, r) = f (Q ,Y.. , !9 - r 





:>-...i Phase +1 
f (Q ,y_, K):C::: - i: g. (U, V, ){ 
ieA i.- - -
where 
A= {i\gi (Q,Y..,Jf) ~ OJ 
Mark Satisfied 
M+MZ 
) +} 2. 
j=M+l 
Constraints 
Figure 19. Simplified Flow Chart of NETOPT 
Using One of the Four Methods, Minimize7L(Q,.Y,!,r) 
If Phase= 1, Check to See if Any Violated Con-
straints are Satisfied; If So, Go to A. 
Make Solution Estimates Using Solutions 
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3. Linear resistor, 
4. Tee, 
5. Transmission line, 
6. Forcing function. 
Other types of components may be added easily on a permanent basis· (see 
Appendix B). The static operation of any fluidic circuit, made up of 
any number (presently limited to 20) of components from the component 
library, may be optimized using NETOPT. A number of organizational and 
comptitationaJ subr~u~ines are a~so i?cluded in ~he NETOPT program. The 
organizational subroutines check the input data for errors and set up 
the control vectors required for the specific problem at hand. 
The basic steps a user is required to follow in order to initiate 
the NETOPT program are: 
1. Write the block diagram of the circuit to be optimized, 
2. Assign unique numbers between 1 and 20 to each component, 
3. Fill a first table which designates interconnections of the 
various components, 
4. Fill a second table which specifies the tabulated data for the 
components which are represented by phenomenological models, 
5. Fill a third table which indicates the ports of different 
components which have identical characteristics, 
6. Fill a fourth table which specifies values of the independent 
variables at the ports which are not connected to any other 
components (free ports), 
7. Fill a fifth table which specifies the data for the optimi-
zation problem, e.g., the number of parameters ,to be optimized, 
·~· 
the number of inequali.ty and equality constraints, and which 
parameters are to be optimized, 
8. Fill the sixth table which specifies the parameter values for 
the components, 
9. Write the subroutine CNSTNT which supplies the user speci.fied 
constraints. 
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The above mentioned tables are transferred to computer cards which 
form the input data for solving a problem using NETOPT. 
Example Problem 3 
In the design of control systems, it is often necessary to adjust 
the gains of cascaded or individual amplifiers to achieve some particular 
output levels for a given input level. The gain of a proportional 
amplifier may be adjusted by varying parameters such as the supply 
pressure or the load resistance attached to the output ports, or a 
combination of these. 
Consider as an example the circuit shown in Figure 21. Suppose it 
is required to determine the supply pressure (P 11 ) to the proportional 
amplifier, and the values of the linear resistances R2 and R3 which will 
minimize the power consumption while the circuit operation satisfies the 
following constraints~ 
1. The differential pressure gain of the proportional amplifier 
should be 2.5 ± Oa5, 
2o The supply pressure to the proportional amplifier should be 
3. 
4. 




to 10.0 psig, 
should be between o.o and 5.0 psi/lb/ sec, 
should be between o.o and 5.0 psi/ lb/sec. 
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w31 
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3 -·· 
.. 
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Figure 21. A Fluidic Circuit With a Proportional Amplifier Loaded 
by Linear Resistors 
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Mathematically, the problem may be stated as follows: 
Minimize 
(56) 







where G is the differential pressure gain of the amplifier. 
The above problem was solved using the NETOPT program described in 
Appendix B. The input data to NETOPT consisted of: 1) the description 
of the network configuration, 2) the tabulated data for the static 
characteristics of the proportional amplifier (GE AW 32) and 3) the data 
for the inputs, the starting values for the parameters, and the upper 
and lower limits of the gain. The constraints given in Equations (58) 
through (61) were supplied through the program CNSTNT. 
The inputs at free ports and the starting values of the parameters 
were assumed to be: 
u,~ :: C;),OS- P-si 
U13 = O• OS- f>4j 
L)2.'2. = O·O P.&i 
U32. ::, o.o P.-si 
Pn ,,. t· s- P~, 
!<,. : 0 • I 'l. a,- P.-s, / 1-brn J $<,, 
R.21 .,. O, 01 ?.3 P.s, / llo,..., J~ 
The power consumption of the circuit (power jet of proportional ampli-
fier) corresponding to the starting values was 104.2 units; and the 
differential gain of the proportiopal amplifier was 4.7. 
74 
The NETOPT solution converged after solving two subproblems. The 
first subproblem involved five penalty function evaluations while the 
second subproblem involved ten penalty function evaluations. The final 
results were: 
Power con~umption = 4.3 units 
Gain=2.53 
Supply pressure P11 = 0.25 psig 
Resistance R2 = 0.00562 psi/lbm/sec 
Resistance R3 = 0.0153 psi/lbm/sec 
As expected, the results i,how that the supply pressure has been 
reduced to its lower limit. This is because the lower limit on the load 
resistors was zero. Hence, the program has determined the values of the 
load resistors such that for a supply pressure of 0.25 psig, the differ-
ential gain is 2.53. 
CHAPTER VI 
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
Summary 
Computer-aided techniques have been developed for the static 
analysis, the transient analysis, and the static optimization of pro-
portional fluidic control systems. In the static analysis, methods 
have been developed for determining 1) the operating point of the cir-
cuit for large signal inputs, and 2) the linearized gain for small sig-
nal variations around the operating point. The static models for the 
components may be characterized either by analytic equations or by 
tabulated data derived from experimental measurements or manufacturer's 
catalog sheets. A phenomenological model has been derived for des= 
cribing the nonlinear dynamic behavior of a proportional fluidic ampli-
fier. This model is based on the geometry and the measured static 
characteristics of the device. 
A completely automatic user-oriented program, FCAP, has been 
developed for the static and dynamic analysis of fluidic systems. The 
program produces engineering solutions without requiring the user to 
write any type of equations or do any real programming. Some principal 
features of FCAP are: 
1. The static models of components may be described by tabulated 
data or analytic functions, 
2. The program automatically initializes all the state vafiables 
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to the steady state values at the starting time. 
3. FCAP has a component library which contains programs. for most 
of the commonly used fluidic devices. Hence, complex fluidic 
systems can be "built" as an assemblage of components from the 
component li.brary. 
4. Models for new components and refined models for existing com-
ponents may be added permanently to the FCAP library by the user. 
A synthesis technique has been developed for optimizing the static 
operation for fluidic systems. The technique determines the optimum 
design parameters which minimize the power consumption while the circuit 
operation satisfies certain parameter and output constraints. A user 
oriented NETwork OPTimization program, NETOPT, has been developed. Some 
special features of NETOPT are: 
1. Static models for components may be described by tabulated 
data or analytic functions. 
2. NETOPT has a permanent component library of static ~odels for 
most of the commonly used proportional fluidic devices. 
\• 
3. Functional and regional constraints which are general functions 
of output variables and parameters may be specified. 
4. Gains between some pairs of points in the circuit may be con-
strained. This constraint has been programmed and is internal 
to NETOPT. 
5. Models for new components and refined models for existing com-
ponents may be added permanently to the NETOPT library. 
Example problems have been worKed using FCAP and NETOPT. Results of 
some simple problems have been verified with graphical analysis. 
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Conclusions 
The automatic circuit analysis computer program, FCAP, is a conven-
lent and an efficient tool for the static and dynarnic"analysis of propo:r-
tioriat fltlidid circfiits.: It alle~iat~s the problem, issoci•ted with the 
presently used experimental and hand analysis techniques, and provides 
a rigid approach to the nonlinear analysis of complex fluidic circuits. 
The computer program, NETOPT, is the first step in the computer-
aided design of proportional fluidic circuits. This user-oriented cir,-
cuit optimization program eliminates most of the guesswo.rk, _intuition. 
and tedium from the presently used "cut and try" techniques. 
Step responses of the proportional fluid amplifier computed using 
the phenomenologi<c.~Lmodel pr~sented. ih "this "thesis ::agree weLl :with 
those obtained; using the. Boothe linear. model. for small input signals~ 
Results shown in Figure 13 indicate that the linear assumption is valid 
only for very small perturbation in the input amplitude and that the 
nonlinear effects start dominating as the input amplitude increases. 
Recommendations for Further Study 
It is recommended that further developments of the analysis pro-
grams FCAP and NETOPT be centered around the following areas: 
1. An input language should be developed so that the input data 
can be provided through a free-format, easy-to-learn, engineer-
oriented language. 
2. Provision should be made for adding components to the FCAP and 
NETOPT libraries on a temporary basis. 
3. Other methods of representing the tabulated data should be 
explored with storage and accuracy in view. 
4. NETOPT should be extended to include other performance, 
criteria, especially dynamic criteria. The interplay between 
static and dynamic optimization should be explored. 
5. Step response experiments should be conducted on active pro-
portional devices of known geometry in order to validate the 
nonlinear dynamic modeling approach presented. 
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APPENDIX A 





The traditional hand calculation and experimental methods employed 
in the analysis of proportional fluidic circuits are very tedious, and 
become increasingly complex as the size of the circuit increases. The 
fluidic circuit analysis program, FCAP, provides an efficient, com-
puterized approach to the determination of the static and dynamic per-
formance of fluidic circuits. 
This appendix presents a guide to the use of the FCAP program. 
Section A.2 describes the main features of FCAP, Section A.3 explains 
the details of preparation of input data for a FCAP run, Sections A.4 
through A.8 present the output and diagnostic information, Section A.9 
describes the component models stored in the FCAP library, and Section 
A.10 describes the procedure for adding new component models or 
changing the existing ones i.n the FCAP library. 
A.2. Capabilities and Features of FCAP 
FCAP is a user;..oriented, circuit analysis program. In general, the 
I 
user is not required to do any programming. Tables are provided for 
the user to enter data such as circuit topology, component types, com-
ponent steady state characteristics, component parameters, and other 
information relating to the particular ty_pe of analysis to be conducted 
arp.d the constraints to be employed. These data are transferred from 
the tables to standard punched cards. for use;. as· input data to the pro-
gram. 
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Models for most common proportional circuit components are per-
manently stored in an FCAP library. Two types of models are included: 
1) analytical--requiring parameter values only to be supplied as input 
data, and 2) phenomenol.ogica.l-.;requirfng measured static :'characteris,.;· 
tics or data from manufacturer's catalogs to be supplied as input data. 
A provision is made for the user to supply new or refined models on a 
permanent basis when desired. The program may be used to analyze any 
proportional circuit, including electronic, mechanical, pneumatic or 
> 
hydraulic, providing suitable models are added to the component library. 
FCAP automatically "assembles" the circuit on the basis of input 
circuit topology data, and checks for inconsistencies in the data set. 
There is virtually no limitation on the circuit that can be analyzed. 
The output data normally includes a listing of the user-supplied input 
I 
data, and a printout of the user-requested port variables and/or state 
variables. 
FCAP may be used to determine the steady-state operating point of a 
circuit, the small signal pressure or flow gain between specified points 
in a circuit, and the dynamic behavior of a circuit when subjected to a 
specified disturbance input. Nonlinear algebraic equation sets are 
solved within the program using a Newton-Raphson technique and non-
linear differential equations are solved using a Runge-Kutta technique. 
A.3. Preparation for a FCAP Run 
Eight basic steps are required in the preparation of the data for a 
FCAP run. 
1. Sketch a FCAP block diagram, 
2. Fill a circuit data table, 
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3. Fill a port data table, 
4. Fill an equality table, 
5. Fill a.free port table, 
6. Fill a gain .data table, 
7. Fill a parameters table, 
8. Transfer the tables onto computer cards and arrange them in the 
proper order. 
These steps are explained in detail below. 
A.3.J.. Sketching the Block Diagram 
A conventional circuit diagram with standard fluidic symbols is 
transferred into block diagram form using the FCAP component symbols 
shown in Table VIII. The FCAP block diagram aids the user i.n filling 
the circuit data table and checking the port connections. The following 
rules 1 must be observed when preparing the block diagram: 
1. The symbol for each component must be identical to the FCAP 
component symbols shown in Table VIII, 
2. The connections between the ports must match as shown in Table 
IX, 
3. The port and component type numbers of each FCAP component 
symbol must be recorded exactly as shown in Table VIII, 
,4. A unique number (component number) between 1 and 20 must be 
assigned to each component. This number may be written below 
the component type number. 
The component type numbers and the port numbers on the component 
symbols in Table VIII must never be changed. The user-selected com-


























































TABLE VIII (Continued) 
Component FCAP/NETOPT 
Component Type Fluidic Component 
Name Number Symbol Symbol Ports 
Tee 7 ~2 
3 
2 >1 © 1> Line 8 
Forcing 10 8-' v Function 
_Q Capacitor 11 
2. .,, 
Multi-Port Symbol 














A.3.2. Circuit Data Table 
The circuit data table shown in Figure 22 consists of the Option 
Card and the Circuit Connection Table. The Option Card specifies the 
type of analysis to be conducted, and some associated information. The 
entries which are not applicable may be left blank on the Option Card. 
A problem title also may be specified through the Option Card. 
The entrier:;1 in the Option Card are: 
1. IOPT: Analysis option, 
= 1 for operating point analysis 
= 2 for gain analysis 
= 3 for dynamic analysis, 
2. I GAIN: Type of gain (for gain analysis only), 
= p or blank for pressure gain 
= F for flow gain, 
3. TS TART: Initial time for the dynamic simulation, 
4. TFINAL: Final time for the dynamic simulation, 
S. DT: Step size for dynamic simulation 
6. NWRITE: Number of integration time steps between printouts, 
7. TITLE: A connnent to be printed at the beginning of the problem. 
The Circuit Connection Table specifies the interconnections between 
components. The FCAP block diagram will aid in the filling of this 
table. The fields for the various entries in the Circuit Connection 
Data Table are shown in Figure 22. All the integer numbers must be 
right justified. 
The entries in the Circuit Connection Table are: 
FCAP/NETOPT ~, t- ..J t fl '<( 
~I ic:.c::.u IT :J>A TA 
~ ~ z ~ 0 l9 ,Al!Sl-E H H ~ ~ 
c:::.,o.. ~;::t:) c:c:::>L. • "* 6 6 I l - :z.o ':21- 30 31-40 
c:>PTIC>N c:::: •"°" ,:..: ::D 
c::.1icecu1T ,ti: 
po lo':. 'T I PC>~.2 PO'FCT 3 pOiit.T ~ • t ,... + • "'" (\.· + (\.· ii= t "-· ,... * "-· .... :ti= c:=.c::>N N EC- 0.: Ill IU fl: ~ 111 ~ w a: I- w 0.: ~ T I c:::> t,.J 
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1. Comp.# (Col. 10-11): User assigned number for the component. 
The rest of the data in this row refers 
to this component. 
2. Type# (Col. 12-13): Type number for the component. 
3. Port 1 (Col. 16-23)~: Data about the component connected to 
4. 
port 1. 
Free? (Col. 16, 17): Is port 1 ·· free or connected to another 
port? 
= 1 if free 
= 0 if connected; 
Comp.# (Col. 18, 19): Number of the component connected to .. 
port 1, if port 1 is connected, 
= 0 if port 1 is free; 
Port# (Col. 20, 21): Port number of the component connected 
to port 1, if port 1 is connected, 
= 0 if port 1 is free; 
Print? (Col. 22, 23): Should the dependent and independent 
2 
Port 2 (Col. 26-33):: 
variables at port 1 be printed? 
= 1 if yes, 0 otherwise. 
Data about component connected to port 2. 
Entries have similar meanings as in port 
1. 
1It is sufficient to furnish the data at only one of the two ports 
fo.r the connection between two. ports. The data for the other port may 
be ignored. 
2 If a component has less than 5 ports, then the data for the ports 
not applicable are ignored. 
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5. Port 3 (Col. 36-43): Data about component connected to port 
3. Entries have similar meanings as in 
port 1. 
6. Port 4 (Col. 46-53): Data about component connected to port 
4. Entries have similar meanings as in 
port 1. 
7. Port 5 (Col. 56-63): Data about component connected to port 
5. Entries have similar meanings as in 
port 1. 
8. State variable~ to be.printed (Col. 64-73): 
Five state variables of the component 
(Col. 10-11) may be printed. These may 
be specified in Columns 64-73 in 1 2 
format. 
NOTE: Columns 1-9 should be left blank. 
A.3.3. Port Data Table 
The tabulated data for the static ch.9:racteristics of the ports of 
components are supplied in this section. The maximum number of points 
per characteristic is limited to 50. The first card in the data for 
each port must contain only the component and port numbers; the portion 
under the variables must be left blank (see Figure 23). The component 
number and port number may be left blank on the subsequent cards. The 
values of the variables must be entered on the remaining cards for this 
port. The variable values are furnished in the floating point form. 
vafiable 1, Variable 2, and Variable 3 for the various ports of com-





~;:c, CC)~.* I I 1'2 
PORT VA~JABLE I VAP!:IA'BLE 2 VARIA.SLE 3 
+ 
IS ICJ ..31 -40 4l-SO 5t:-~ 
I-SAVE Tl-ftS';~C>*TlON B~ c:.,-., -rHe. 
Fca-::.sT ~~.:» c:>F ' .. , ~,pc:,~, 
Figure 23. FCAP/NETOET _Po:ct Dat.;LTable 
'° t.,.) 
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Section A.9 on the component library. 
The input characteristics may be specified for only one of the two 
input ports of a syrmnetrical proportional amplifier or rectifier. The 
characteristics for the other port are automatically transferred. 
Similarly, the characteristics of only one output port may be specified 
for a syrmnetrical proportional amplifier; the data for the other output 
port are transferred automatically. 
A.3. 4,. Equality Table 
If the same type of component is used in more than one place in a 
circuit, then tabulated data (if needed) may be furnished only for one 
of the components in the Port Data Table. The same data may be trans-
ferred to other components through specifications in the Equality Table 
(Figure 24). The characteristics may be equivalenced one port at a 
time. This is done to enable the user to transfer the data for any 
port of a component to any other port of a different component with 
minimum effort. The equivalences in the Equality Table override the 
implicit transfer of port characteristics of syrmnetrical amplifiers in 
the Port Data Section. The data in the Equality Table need not be 
ordered. The entries in the Equality Table are: 
1. Comp.# (Col. 11-12): Number of the component whose port 
requires the data transfer, 
2. Port# (Col.-18-19): Number of the port requiring data 
transfer, 
3. Comp.# (Col. 25-26): Number of the component whose port 
characteristics are known, 
4. Port# (Col. 32-3~): Number of the port whose characteristics 
FCAP/ 
NET OPT COMP. FORT C Otr'IP. 
EQUALITY 
,-ABLE. =ft: =fl=, * 
CAf,:.:D COL..stf II 12. 18 1q 25 .:2, 
-





A.3.5. Free Port Table 
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are known. (The characteristics for 
this port may have been given either in 
the Port Data Table or in the Equality 
Table. If it is given in the Equality 
Table, then it need not appear prior to 
the data presently being furnished.) 
Data for the independent variables at ports which are not connected 
to any other component are furnished in this table (Figure 25). Only 
the numerical value of an independent variable must be supplied. If a 
component has more than one free port, then data may be supplied in any 
order. The various entries in the Free Port Table are: 
1. Comp.# (Col. 9-10): 
Port# (Col. 11-12): 
Number of the component whose free port 
data are being furnished, 
Number of the port which is free, 2. 
3. Value of Ind. Variable (Col. 15-24): 
4. Port# (Col. 25-26): 
Numerical value of the independent 
variable at port stated in Col. 11-12. 
Number of the port which is free, 
5. Value of Ind. Variable (Col. 29-38): 
6. Port# (Col. 39-40): 
Numerical value of the independent 
variable at port stated in Col. 25-26, 
Number of the port which is free, 
7. Value of Ind. Variable (Cols. 43-52): 
Numerical value of the independent 
vari~ble of port stated in Col. 39-40, 
FCAP/ 
NETOPT COMP. PORT 
FREEPORT TASU! =#= • 
CA~CO!....# 9 60 ! ~ 12 
I .2 .3 
VALUE OF PORT VALI.JECF Poli!:T VALueOF 
INJ:>,VA~. "'* IN::D, V.o.R.. .... IN:D,VAR:. 
!S-2.4 25 26 29-38 3't 40 43-52. 









8. Port# (Colo 53-54): Number of the port which is free, 
9. Value of Ind. Variable (Col. 57-66): 
A.3.6. Gain Data Table 
Numerical value of the independent 
variable at port stated in Col. 53-54. 
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This table must be filled only if the gain analysis option is 
specified. In one run, gains may be calculated from one point in the 
circuit to 10 different points in the circuit. Reruns may be made and 
gains may be calculated from a different point by having a card for each 
run. The ports where the input signals are applied must necessarily 
be free. The entries in the Gain Data Table are (Figure 26): 
1. Input at: Data regarding the place where the 
inputs are applied are furnished here, 
Comp. # (Co 1. 11-12): Number of the component to which the 
Port# (Col. 15): 
inputs are applied, 
Nu.mber of the port at which the input is 
applied, 
= 0 if the input is differential, (The 
input ports must be free.) 
2. Input signal change (Col. 16-25): 
3. Gain From: 
Numerical value of the perturbation in 
the input signal. (Default value = 
0.005), 
Data for the component from where the 
gain has to be computed. This column 
may be ignored if the entries in this 
FCAP INPUT 
INPUT C!:rAIN C=i~lN -re:> 
AT 
Sl<=tNA.L- Fll:.OM c:.HAN<:il!!! 
C=iAIN :PATA I '2. 3 4 5 6 
,ABLE * t * . : t t •• I i # t * t + a; ~ t a; I- 0: ~ n.: ~ I ~ t I- I b! I 8 Pl I fl I fl I f 3 0 f t3 f f 3 f 8 - 0 8 u \J l 
I I I 22 :5 3 ! 3:S :5 
~ ~ ~ ... ~4 55 s 55 s 
~R:D COl-UMNS f~-..2.S 
I I 
I 2 5 61 O I 2 5, 7 O I 2 5 l.7 O I 2 5~ 7 
Figure 26~ FCAP Gain Data Table 
7 s 
it t • I ~ I ~ f ij 
'' ' ' 
,, 
0 ' 






O I 2 
,o 
t ~ * -~ o I 
n. 8 f 
77 7 8 
56 7 0 
'° '° 
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column are the same as those in "Input 
At" column, 
Comp.# (Col. 26-27): Number of the component from where the 
gain has to be calculated, 
Port# (Col. 30): 
4. Gain Up To: 
Comp. #: 
Port #: 
A.3.7. Parameter Table 
Port number of the component in Col. 
26-27 from where the gain has to be 
calculated; 
= 0 for differential control signal, 
Data for the component- up to which gain 
has to be computed. If the component i·s 
either a proportional amplifier or 
rectifier, then the gains are computed 
up to its output ports, 
Number of the component up to which 
gain has to be computed, 
Port number of the component up to 
which gain is to be computed, 
= 0 for differential gain. 
The parameters for components with analytic models are furnished in 
this table (Figure 27). Seven parameters may be furnished per card. If 
the component has more than seven components, data may be continued on 
the next card. No identification is necessary to indicate that it is a 
continuation card. The component number may be omitted on the continu-
ation card. The Parameter Table has the following entries: 






CA!c:.D COL., Cf .....--- ,o 11-20 
P.AF::AME1Ef<:S FOR C::c::=>M PON e.: NT S 
.21-30 31-40 4l-SO Sl-60 6l-70 
' 
Figure 27. ·FCAP/NETOPT Parameter :table 
, t - so 
..... 
0 ..... 
are being furnished, 
2. Parameters for component: 
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The physical quantities that the para-
meters represent are given in model 
specifications in Section A.9 on the 
Component Library. These parameters 
must be furnished consecutively. Seven 
parameters may be furnished per card. 
If there are more than seven parameters, 
they may be continued on the next card. 
No indication is necessary for con-
tinuation. 
A.3.8. Arrangement of Data Cards 
Figure 28 shows the arrangement of data cards for a FCAP run. The 
cards with names PORTDATA, EQUALITY, FREEPORT, GAINDATA, and PARAMTRS 
are placed at the beginning of the Port Data, Equality Data, Free Port 
Data, Gain Data and Parameters Data cards respectively. These names 
are keywords which transfer the control to various sections in the 
program, and hence should never be changed. The keywords must be 
punched in the first eight columns of the card. The data section on 
ga'in data may be omitted if gain analysis is not required. An "END" 
card with END punched anywhere in Columns 1-8 must be placed at the end 
of the data as shown in Figure 28. 
A.4. FCAP Output 










results of the analysis. The input data are printed for user verifica-
tion and permanent record. If errors are detected in the data, they 
are printed immediately below the appropriate data item. 
There is no limitation on the number of port variables that can be 
printed. However, the programmer is discouraged from printing redundant 
and unnecessary port variables. The number of state variables that may 
be printed per component is limited to five. 
The symbols and units of the port variables are: 
Pr:essure - psig - P 
Flow - lbm/sec - W. 
These units are printed along with the output. The units of the state 
variables are not printed. These may be obtained from the component 
equations. 
A.5. Step Sizes for Dynamic Simulation 
It is often difficult to estimate accurately the step size required 
for the simulation of a nonlinear dynamic system. The select,ion of the 
largest step size for a given problem depends upon the followi'ng factors g 
1. The digital computer can store only a finite number of signifi-
cant digits. Hence, if time steps below a certain limit are 
chosen, truncation errors result. This will offset the advan-
tage gained in accuracy due to a reduced time step. 
2. Too large a step size makes the numerical solution unstable. 
This is primarily due to the erroneous approximation of the 
solution function by the difference equation. 
As a general rule, the step size used in the dynamic simulation of 
linear systems is equal to 1/ 10 to 1/ 100 of the smallest time constant 
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or shortest period associated with a natural frequency appearing in the 
system. The same approach may be used in estimating a reasonable step 
size for nonlinear systems, providing approximate time constants and 
natural frequencies are determined intuitively or by using linearized 
analysis. 
A. 6. Newton-Raphson Convergence 
The Newton-Raphson method is used to solve the algebraic equations 
in the static and dynamic models. The maximum number'of Newton-Raphson 
iterations is presently set at fifty. If the solution to the alge-
braic equations does not converge within fifty iterations, an error 
message is printed and the execution of the program is terminated. 
The probable reasons for the nonconvergence of the Newton-Raphson 
method are: 
1. The number of iterations allowed may not be sufficient. The 
limit may be increased by increasing the value of the variable 
NITER in the main program, 
2. Using improper values of the parameters may cause this problem. 
For example, if components using tabulated data are connected 
to passive resistors, an incorrect value (too large or small) 
of resistance may cause the flows to be in the wrong directions 
and the pressures to be negative. This problem may be allevi~ 
ated by choosing reasonable values for the resistances, 
3. If a new component model is being tried, errors in the equa-
tions for either the functions or the partial derivatives may 
cause nonconvergence. 
4. The initial estimates for all the algebraic variables default 
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to zero. Non-zero initial values for some port variables 
may insure convergence; these may be introduced'as parameters 
(see Section A.10). 
A.7. Matrix Singularity 
FCAP uses the Gauss-Jordan elimination technique to solve simul= 
taneous linear equations which result 1) during the least square curve 
or surface fitting of the tabulated data, and 2) during the solution of 
system equations using the Newton-Raphson method. A singular matrix 
may result in either case. 
A singular matrix may result during curve or surface fitting due to 
the lack of sufficient number of points. At least (N + 1) points should 
be furnished for curve fitting, where N is the order of the polynomial; 
and (NX + 1) x (NY + 1) points should be furnished for surface fitting, 
where NX and NY are the orders of the polynomials in variable 1 and 
variable 2 respectively. 
A singular matrix may result during the Newton-Raphson iteration 
due to a poor choice of initial estimates for the port variables. Non-
zero initial values for some port variables may sometimes alleviate the 
problem. 
A.8. Program Limitations 
The main limitations of the FCAP program are: 
1. The number of state variables that may be printed is limited to 
five, 
2. The dimensions of the arrays are presently set up to accomodate 
20 components per circuit. This may, however, be increased 
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easily, 
3. Provision has not been made for temporary addition of new 
components, 
4. The input data must be furnished in fixed format. 
A.9. FCAP Component Library 
A.9.1. Capacitor 
FCAP Name: CAPS TR 
Type Number: 11 
Component Diagram: 
l-/, -+f =i-.- W:,. 
~ ~-1--------~---~:J---.- ~ 




Walls of the capacitor are rigid 




Kl - R, Gas constant 2 
sec OR 




P, : f RT 
s!fl. = d.t RT d.f dt 
State Equations 








tJ 1 -t U1 ::: o 
A.9.2. Forcing Function 
FCAP Name : FRCFUN 
Type Number: 10 
Component Diagram: 







K1 - Maximum p~essure (lbf) . 2 
in 
( lbf) K2 - Pressure at time t 0 . 2 
in 
K3 - State time of ramp (secs) 
K4 - End time of ramp (secs) 
lbf 
K5 - Amp Htude of sine wave (--2 ) 
in 
K6 - Phase lag (degrees) 





K 2 , i:o ~ t < ll:3 
K2 + (k 1-K,_)(t -K3)/(K4-k3), k3~ -l:<k1t, 
~ (.~)-
f<..1 , 1<.,.,.:1<3 
I<.., ' f<4 ' i; 







A. 9.3. Proportional Amplifier (Algebraic) 
FCAP Name: PRPAMP (1) 










The static ·.charattetistics may be normalized with respect 
to the supply pressure and flow conditions. 
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The amplifier is well vented so that the static pressure 
in the interaction region is atmospheric. 









i!, Y,+ ~ c,. 
li-1) 
= u, = 0 
j ' 
EE (i-9 u-P r..z. :: Y.2. + Y, C2 . ~U.2) ( U2. +U3) : o j . 'J' u, u, 
~.; :: Y3 + 'f, t ~ Cj .. {£.,l) (1-9 ( U2 + U2,) (j-1) = 0 
r ' 1&' u, u, 
l:'+ = 
Port Equations 
v, -= 'Yi 
V2 :: Y.2. 
V3-::: 'l'.3 




u."'" P. , u,. = '1 , l).3 .,. '3 ) U4 .,_ · P+ , Us -=- Ps 
v, = w, 1 V:1. :: W2 1 "3::: W.3 , V4 " "'1r , V!,.- ~ WS' 
Equations 
~ tr-~ 




Characteristics to be read 
Port Variable 1 Variable 2 Variable 3 
i .P I w, 
2, ~, f-j ( li+~)/Pi w~/w1 
3 P3 / P1 l P2 +P~ I Pi W3 / w1 
4 W4 /w1 ( f>2.-~)/Pi P.+ I Pi 
' l,,Js/w, ( fi-P~)/ fj Ps-/f, 
A. 9.4. Proportional Amplifier (Dynamic) 
FCAP Name: PRPAMP (2) 
Type Number: 2 
Component Diagram: 
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Time delay due to transportation is negligible. 
Amplifier is well vented so that the static pressure 
in the interaction region is atmospheric. 
The static characteristics may be normalized with 
respect to supply pressure and flow conditions. 
The capacities of the control ports is negligible. 
Vent dynamics are negligible. 
Parameters 
K1 - Area of the control port (in~) 
K2 - Length of the control port. (in
2) 
K3 - Area of the output port (in2 ) 




U 1 ; P1 , U2 : Pi , V ~ ~ P.f , U 4- = ~ > Vs-= ~-




:· • '.\'.:'. ~: [ ( v, -><V J) - ( u, -><~) ~ I ( AD - BS) 
d>t2. = ~ 1<.,u, [t u3 _~) A _ ( U.2.- x.,) c.] / l Ao - sc) 





t, ~ "· + I. er. u, = C.) 
i ' 





Charatteristics to be read 
Same as proportional amplifier (algebraic) 
A.9.5. Rectifier (Algebraic) 
FCAP Name: RECTFR (1) 






'FGAP Component Symbo 1 
Component Equations 
Assumpt~.ons 





u 1 :. P1 , u2 = P2. , u3 ... P~ , u.lf- :a. P+ 















+ IA!Jt/ w, 
A.9.6. Rectifier (Dynamic) 
FCAP Name: RECTFR (2) 




~~ .. ~)/Pi 
(P~+ %)/ Pi 








FCAP Component Symbol 
Component Equations 
Assumptions 
Same as in proportional amplifier (dynamic) 
Parameters 
K1 - Area of the control port (in2) 
K2 - Length of the control port (in) 
( 2 K3 - Area of the output port in) 
K4 - Length of the output port (in) 
Dynamic Model 
Definitions 
0 1 :. P1 , U:2.:. P,_ , U1 = P0 > Utt-: f'lt 




j:.::,i~(u,-i<,) o - (u, -"~)"] / ( AH=,<) 










r. U-t) ..,, = v, + T e,1 u, .::o 
Characteristics to be read 
Same as in Rectifier (algebraic) 
A.9.7. Resistor 1 
FCAP Name: RESTR1 
Type Number: 5 
Component Diagram: 
~· =1-. --'Wv--2-:l:= ~~ 
FCAP Component Symbol: 
Component Equations: 
Assumptions 
The fluid is incompressible. 
Momentum effects are negligible 
Parameters 






~. ~ I I - U,2. - K 1 '('2. :: 0 
~2. ::- ··u, -+ Y2. :. o 
Dependent Port Variables 
v, =. 'f I 






A.9.8. Resistor 2 
FCAP Name: RESTR2 
Type Number: 6 
Component Diagram: 




Same as in Resistor 1 
Parameters: 
· . lbf lbm 







:c, ~ 11 + 'f2, >:>O 
Dependent Port Variables 
Static Model 
Definitions 
v 1 -=- P, , u1 :, P,. , v1 :::: w, . v,_ :, 'N:z. 
Equations 
A. 9. 9. Tee 
FCAP Name: TEE 




FCAP Component Symbol 
Component Equations: 
Assumptions 
There are no losses in the bends. 
Parameters 
None 
Dynamic Mode 1 
Definitions 
U1 = P,, U,_ ::. W-:i.., U,g. ·=- w3 :, '(,: W, , '<2.:. P1 
:· State Equations 
None 
Algebraic Equations 
Dependent Port Variables 
Static Model 
Definitions 
U1 :::i 1"1:i. , U.3 :: 1"'1.3 
"!!. .. P2 . ; v3 "" ~ 
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Equations 
A.9.10. Transmission Line 
FCAP Name: LINE1 
Type Number: 8 
Component Diagram: 
Pa=f ~Pa 
1..1 ------J.- "".2. 





Fluid velocity at any point is much less than the velocity 
of sound in the fluid. 
Perturbations in the density are negligible compared to 
the average density. 
Temperature effects are negligible. 
Fluid viscosity is spatially independent. 
Flow field is axi-symmetric. 
Pressure levels are small. 
Parameters 
K1 - Diameter (inch) 
K2 ~ Length (inch) 
K3 - Speed of sound (in/sec) 
K4 - Density (lbf-sec
2/in4 
K5 - Viscosity (lbf-sec/in2) 
Dynamic Model 
Definitions 
v\-::. F;, u 1 ~ 'rJ2., v.,., w 1 , V1--=>- P2. ,, "1(' 1 -::: P:i.) '1(.4 ::,. ""• 
Model Equations 
where, 
k :: K,2 'tf..4,. I 4 l<s-
Ti ::: k / s.-.,.a 
•2. :; .... , ${,.{, 
T.3 :: K /40. '1 
Te..."" k2. / K.3 
Zt, .,. t.i. r< "" K.3 I -rt 'f:., 2. 
State Equations 
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~ k"lP ( i'1-t i2.) VI -t, k.11- t:lf't' ;& I< T.3 U4 
3.2. ,~2 T,1 Tl° 12..~ ,~3T1 •1 
')(S + k..ii. '}-1j1i<. T3 UI 
3:t Te. T1~~ 
")(& + Kif. «J::: (. T1 T---2, - l-2.-TJ - 1'"31,) Tf2-~ U I + 















l<J+'3--~KTs \J 1(9)j(.?>2.1~1<"t--:i ~) 
- kt+- ~('t'-11'1-- ,-2.-'3-13'1'1) 'fi1.-\(.. o,tc)/ ( !2. i--e.. 111.,1-2.aj 




Dependent Port Variables 
Static Model 
Definitions 
U, ::.. Pi , V2 i:, I.vi 
Equations 
~ I :. 'Jl + IJ..2. =o 
G,.._ ::, v~ 4 u, - a-,e. l:o Ki+- ~ Y·2. / K. 
A.10. Adding Components to the FCAP 
Component Library 
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The four step procedure described below enables new components to 
be added to the component library on a permanent basis. 
1. Prepare the component equation for the computer model, 
2. Write the component subroutine, 
3. Modify the FCAP assays, 
4. Modify the program statements. 
A.10.1. Preparing the Component Equations 
for the Computer Model 
The preparation of the component equations for a computer model 
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consists of the following five major steps. 
a) Assign the component a unique name which consists of six 
letteri or less. 
b) Assign the component a type number. This type number must be 
followed consecutively, i.e., the type number of the new com-
ponent must be one higher than the highest type number in the 
FCAP component library. 
c) Draw the standard component diagram. Assign consecutive 
numbers to ports starting with 1. There may be a maximum of 
five ports. Assign the independent and dependent variables 
at each port. 
d) Develop a unique FCAP component symbol. Indicate each port 
type with the proper FCAP port symbol shown in Table·rx. 
Write the type number of the component in a circle within. 
the component symbol. 
e) Write the component equations using basic physical principles 
or polynomials (for the tabulated data). Follow the six steps 
below in writing the component equations. 
1. State the assumptions made in deriving the component 
equations, 
2o List the parameters required for the component model. 
Denote the parameters by K., i = 1, 
1. 
., NP; where 
NP is the number of parameters. If the dynamic model 
of the component involves more parameters than the 
static model, then list the parameters of the static 
model first. The parameters may be used to initialize 
any dependent port variable. This may be done 
especially when the programmer wishes the user to 
supply guess values of dependent variables for the 
Newton-Raphson method. 
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3. If an analytic model exists, derive the component 
equations from basic principles. Define flow into a 
port as negative and flow out of a port as positive. 
4. Define the independent port variables as U's, depen-
dent port variables as V's, algebraic variables as Y's, 
and static variables as X1 s. The subscripts of the 
U1 s and V's must be identical to their port numbers. 
Write the dynamic model of the component using the 
component equations in the following FCAP formulationi 
! =.f(J, .X, .!!, t), 
..?; = ..?;(!, .X, .!!, t) = 0 
Dependent port variables 
V = V(Y) 
or V = V(X, t) 
where. 
Xis the state variable vector, 
y is the algebraic variable vector, 
u is the independent variable at the ports, 
v is the dependent variable at the ports, 
F is the functional form of the state derivatives, 
Z is the functional form of algebraic equations 
in the dynamic mode 1. 
In the dynamic model, a dependent port variable V may have one of 
137 
two forms: 1) equal to one of the five algebraic variables (Y), or 2) 
a function of states and/or time. For example, 
V(l) = Y(2) 
V(2) = Y(4) 
V(3) = X(l) + X(2) + Sin(t) 
If the dependent variable is equal to an algebraic variable,then the 
port to which it belongs is termed an algebraic port. 
There can be only a maximum of five algebraic variables (Y's) in a 
dynamic model, and corresponding to each variable there should be a Z 
equation. The algebraic equations must be separated into coupled sets 
of simultaneous equations, depending on the coupling of Y variables. 
Each set must be numbered consecutively starting from 1. For example, 
let 
~0) = ~, ( ••• , YC1), '((3),···· ·), 
~ (.2..) t; ~ 1 ( • • • ) Y(2.) , Y (4) > o •• ~), 
. ~ (;) -;;: ~3 ( • • • ' '( (3) , '1 ( s-) ' .... ) ' 
l-(4) ~ ri,.(···. "f(4), ....• ·), 
t(S') :: z:s-(·. ·. , Y(S-), • • • • ·) 
In the above example, Z(l), Z(3), and Z(5) form one set, and Z(2) 
and Z(4) form another set. Hence, Z(l), Z(3), and Z(5) are assigned 
Set 1 and Z(2) and Z(4) are assigned Set 2. 
5. Define the independent port variables as V's and the 
dependent port variables as V1 s. The subscript of the 
U and V must be identical to that of the corresponding 
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port number. The static model of the component may be 
either an analytic model or it may be in the form of 
tabulated data. 
a. Analytic model: Equate all the stafe d~riva-
tives in tli.e componeI;J.t dynamic model ,_equations 'to , o 
zero. 
b. Tabulated data: Express the tabulated data in 
the form of polynomials in as many variables (one or 
two) as is appropriate for the particular port. The 
polynomial representation must be of the form 
Nlc+\ 
Q= r ,for one variable, 
·=-· 
or 
t..1"{1-1 ~'YI-ti • ) ( • ) m "'\ ,., tr-1 ., J-1 
~ = L I ((' . " ~ . 0 d"'-1 ,=1 
variables. In the first equation, designate R for two 
as variable 1, and Q as variable 2; in the second 
equation, designate R as variable 1, S as variable 2, 
and Q as variable 3. In the above equations, Q, R, and 
Smay be either the independent or dependent port 
variables, or a function of both. For example, in the 
case of the static characteristic of the control port 
of a proportional amplifier, 
? 
The earlier mentioned sign convention must be used for 
flow. 
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Write the static model of the component in the form: 
where, G is the functional form of the static model (a 
maximum of 5 equations), the U' s are indepen-
dent port variables, and the VIS are de pen-
dent port variables. 
60 If the static model uses tabulated data, write a 
table showing the port number, number of variables 
required and what the variables 1, 2 and 3 are for 
that particular port. 
A.10.2. Writing the Component Subroutine 
Instruction for writing the component subroutine are given in the 
computer listi.ng shown in Figure. 29. 
A.10.3. Modifying the FCAP Arrays 
There are 11 arrays in FCAP which store permanently the information 





s. IND I FF 




C EXAMPLE COMPONENT SUBROUTINE FOR THE CO~PO~ENT XXXXXX 
c 
C SUBROUTINE XXXXXX 
c 
C IMPLICIT INTEGER*2 ( 1-N) 
C INTEGER*4 NR,NW 
C COMMON/ ALLI NIT ER,KCLASS, I ER, INDEXB, I SEC TN, IPQ lNT,NQROER( 20), l4LAS 
C l S( 2 01 ,I SDRTl llOO I ,I SORT 2 UOOJ ,NPOLX (20, 5 1, NPOL YI 2().5 I, NPN( 20, 5 lt IN 
C 2DCOM I 20, 51, I FNP( 20, 51, I\IPOR-T ( 2 O, 51 , I B ( 2 0, 5) , I TAB ( 11 ,121 ,OVDX ( 2 0, 51 , 
C 3NCALL, KSET, IUVX ( 20, 51, P ARAM (20, 10 1, ALGVAR ( 20, 5), IH 100), VARDE 
C 4P I 2 0, 51 , VAR I ND ( 2 0, 51 , CONST( 2 0 , 5 ,3 6 I , AU 000 0 I 
C COMMON/DYNAM/NWRITE,NDYN,TSTART,TFINAL,DT,T,LDC(20J ,NSTATE(20), 
C 1STATE(20,101,DSTATE(20,10J 
C COMMON/MNWTON/LLSET,NDIMB,ISAVE,KSTART,KEND,ICNTFL,NNSET(251,NEQN( 
C 12 5) , L ORDNM ( 25 I, LORDS T( 25 t t IALG l( t 2 51, 1 AL G2 ( 125 1, I B ALG( 2 O, 5) , IF A •.G ( 
C 220, 51 
C COMMON/ID/ NR,NW 
c 
c 
C GO TO C l00,200,300,400,500,500,500) ,ISECTN 
c 
c 
C I SEC TN = 1 •• INI TI ALI ZE CONSTANTS ANO EXPECTED VALUE FDR PORT I/AR. 
C ISECTN = 2 •• TRANSFER THE VALUES OF ALGEBRAIC VARIABLES (Y'Sl TO 
C DEPENDENT PORT VARIABLES (V'Sl. 
C ISECTN = 3 •• TRANFER THE INITIAL CONDITIONS OF THE STATES 
C tSECTN = 4 •• EVALUATE THE DEPE~DENT PORT VARIABLES WHICH ARE 
C FUNCTIONS Of STATES AND I OR TIME 
C ISECTN = 5 •• EVALUATE A MATRIX (DZ/DYi, AND B VECTOR (-Zl FOR 
C ALGEBRAIC EQUATIONS 
C ISECTN = 6 •• CALCULATE THE DERIVATIVES OF THE STATES 
C ISECTN = 1. • EVALUATE I\ MATRIX (DG/DVI, AN) 8 VECTOR (-GI FOR 

























PLACE I SEC TN 1 CARDS HERE. 
RETURN 
CONTINUE 
PLACE ISECTN : 2 CARDS HERE 
RETURN 
CONTINUE 
PLACE ISECTN = 3 CARDS HERE 
RE TURN 
FIGURE 29 INSTRUCTIONS FOR WRITING A COMPONENT SUBROUTINE FD~ FCAP 
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c 
c 400 CONTINUE 
c 




c 500 CONTINUE 
c 
c Pl ACE THE CAR OS FOR UPDATING THE INDEPEN)ENT VARIABL~S HEi<E 
c 
c IFI ISECTN.EQ.61 GC TO 600 
c IF( ISECTN.EQ.71 GO T!:J 700 
c 
c GO TO (Sl0,520,530,540,5501,KSET 
c 
c 510 CONTINUE 
c 




c 520 CONTINUE 
c 




c 530 CONTINUE 
c 
c PLACE THE CARDS FOR ALGEBRAIC SET 3 HERE 
c RETURN 
c 
c 540 CONTINUE 
c 




c 550 CONTINUE 
c 
c PLACE THE CAR OS FOR ALGEBRAIC Sl:T 5 HERE 
c 
c RE TURN 
c 
c 600 CONTINUE 
c 

































































1 CARDS HERE 
l 
A STEP BY STEP PROCEDURE IS DESCRIBED IN THIS SECT ION TO :ClNVER T 
THE COMPONENT EQUATIONS INTO A COMPONENT,SUBROUTINE 
DEFINITION OF VARIABLES 
VARDEPtNCALL,1) = V(I) 
VAR IND( NC ALL, I I = J ( I ) 
PARAM(NCALL,11 = K(I) 
STATE(NCALL, I I = X( I I 
DSTATE(NCALL,I) = DX(II/OT 
A LG VAR ( NC A LL, I I = Y ( I ) 
A(IBALG(NCALL,Il+IFALG(NCALL,JJJ = OZ(II/DY(JI 
A(IBALG(NCALL,Il+IFALG(NPORT(NCALL,Jl,IUVX(NCALL,JII) = 
DZ(IJ/DU(Jt 
B(IBALG(NCALL,111 = -Z(II 
A(lB(NCALl,Il+IFNP(NCALL,JII = DG(I)IOV(JI 
A ( I R ( NC ALL , I )+ I F NP ( NP ORT ( NC AL l , J J , NP NC NC A LL , J l J J 
B(IB(NCALL,11 = -G!IJ 
DG ( I I I DJ ( J I 
THERE ARE SEVEN SECTIONS IN EACH COMPONENT SUBROUTINE. THE ENTRY 
INTO EACH SECTION IS CONTROLLED BY AN INT!:'GER 11ISECTN" WHICH IS 
THE ARGUMENT OF·A.COMPUTED GO TO. 
GO TO ( 100, 200, 300, 400, 500, 500, 500), I SEC TN 
ISECTN = 1 
THIS SECTION IS EXECUTED ONLY ONCE PER RUN,AND MAY BE USED FOR: 
(11 INITIAL CALCULATtoN OF CONSTANTS,LIKE AREAS,VOLUMES,ET:. 
( 2) THE ALGEBRAIC EQUATIONS IN THE DYNAMIC AND STATIC MODELS ARE 
SOLVED BY NEWTON-RAPHSClN METHOD. IF INITIAL ESTIMATES ARE 
NECESSARY TO INSURE CONVERGENCE,THI ESE VALUES MAY BE INCLUDED 
AS PARAMETERS AND TRANSFERRED TO PROPER VARIABLES. FOR EXAMPLE 
IF K{ 1J IS Tt-,E ESTIMATED VALUE FOR Y(J I, AND K(LI IS THE 
E.STIMATED VALUE FOR V(Ml,THEN STORE, 
ALGVAR(NCALL,JI = PARAM(NCALL,I) 
VARDEP(NCALL,MI = PARAM(NCALL~Ll 
THE DEFAULT VALUES ARE ZEROS. 
NOTE : NEVER CHANGE THE VALUES OF ANY CONTROL VECTORS IN THIS 
SECT I ON 
FIGURE 29 (CONTINUEDI 
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C I SEC Tr-... = 2 
c 
C IF A DEPENDENT VARIABLE AT A PORT IS ALGEB~AIC, THEN IT MUST 3=. 
C EQUAL TD AN ALGEBRAIC VARIABLE. TRANSFER THE VALUES OF ALL THt 
C ALGEBRAIC VAR[ABLfS (Y'S) TO T~E CORRESPONDING DEPENDENT PORT 
C VARlBLES (V 1 Sl IN THIS SECTION. FOR EXAMPLE, IF V(l) = Y(JI, T-iEN 
C STORE, 
C VARDEP(NCALL,II = ALGVAR(NCALL,Jl 
c 
c 
C ISECTN = 3 
c 
C ENTRY INTO THIS SECTION IS MADE AFTER THE STEADY STATE OPE~ATIJN 
C OF THE CIRCUIT AT STARTING TIME HAS BEEN DETERMINED. INITIALIZE 
C THE STATE VARIABLE WHOSE I"llTIAL CONDITIONS ARE \IONZE~D BY USING 
C THF STEADY STATE VALUES OF THE PORT VARIABLES. FOR EXAMPLE, 
C IF X( ll = V( 2), AND X( 3) = U( 1), THEN STORE, 
C STATECNCALL,U = VARDEP(NCALL,2) 
C STATE(NCALL,31 = VARIND(NCALL,U 
c 
C ISECTN = 4 
c 
C CALCULATE THE DEPENDENT PORT VARIABLES WHl:H ARE FUNCTIONS OF THE 
C STATE VARI.ABLES ANO/OR TIME ALONE. FOR EXAl4PLE, IF V(l) = X(JI, 
C THEN STORE, 
C VARDEP(NCALL,11 = STATE(NCALL,Jl 
c 
c 
C ISECTN = 5 
c 
C UPDATE THE INDEPENDENT VARIABLES 
c 
C FIGURE 27 (CONTINUED) 
C (11 FOR EACH U(ll, If NPORT(NCALL,1) IS NONZEPO, THEN STJU, 
C VARIND(NCALL,<I>) = <+OR->VARDEP(NPORT(NCALL,<t>I, 
C NPN(NCALL,<I>tl 
C USE - SIGN IF U(II IS A HOW VARIABLE. 
C NOTE : INFORMATION TO BE FURNISHED BY THE PROGRAMMER IS WITHIN. 
C THE SYMBOLS< AND>. OMIT THESE SY~BOLS F~OM CODING. 
c 
C FOR EACH ALGEBRAIC EQUATI0'4S SET IN THE DYNAMIC MODEL PERFORM 
C THE FOLLOWING TWO COMPUTATIONS 
c 
C {21 FOR EACH INDEPENDE~T V<\RIAoLE, U(II, IN Z(J), CHECK AND STORE, 
C DZ(Jl/DU(I) 
C IF(INDCOM(NCALL,<I>J.NE.11 A(IBALG(NCALL,<J>l + 
C IFAL GI NPOR T( NC ALL, <DI, I UVX( N:All ,<I> Ill = 
C <+ OR -><DZ(J)/DU( ll> 




FIGURE 29 (CONTINUEDt 
c 
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C (31 FOR. EACH ALGFBRAIC VARIABLE, Vt 11, IN Z(JI, STORE, 
C A(IBALG(NCALL,<J>I+ IFALG(NCALL,<I>ll = <OZ(JI/DY(I)) 
C FOR EACH ALGEBRAIC VARIABLE, VU 1, STORE, 
C B(IBALG(NCALL,<l>ll-= -<Z(ll> 
c 
c 
C I SEC TN = 6 
c 
C STORE EACH SUTE DERIVATIVE DX(II/DT AS 
C DSTATE(NCALL,<I>l = <DX(II/DT> .. 
c 
c 
C ISECTN = 7 
c 
C '11 FOR EACH INDEPENDENT VARIABLE U( fl, EXPLICITLY IN G(JI, 
C CHE C K A ND STORE , 
C lflNPORTlNCALL,<I».NE.01 A(IBCNCALL,<J>I + 
C lFNP(NPORTlNCALL,<l>l,NPN(NCALL,<I>III = 
C <+OR-><DG(Jl/DUCIJ> 
C USE - SIGN If U(I) IS A FLOW VARIABLE. 
c 
C FOR EACH OE.PENDENT VARI ABLE VI I I, EXPLIC lTLY' IN GI J), STORE, 
C AIIBCNCALL,<J>I + IFNP(NCALL,<I>H -= <DG(JI/DVlll> 
C FOR EACH OEPENOENl VARIABLE, VI It STORE, 
C BllBCNCALL,<I>II = -<G(l)> 
c 
C END 
FIGURE 29 (CONTINU€DI 
9 •. LVXTAB 
10. LUSET 
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Thereleventh arr~y, named: IOPTYP, ·· stores. information about port 
types. The first ten arrays are at present dimensioned for eleven types 
of components. If more component types are present, this dimension has 
to be increased. The contents of each array are arranged according to 
the type number of the component. That is, row 1 of each array con-
tains information about the component whose type number is 1, and row 2 
contains information about component whose type number is 2, and so on. 
The entries in each array are explained below. 
1. !TAB (11, 12): This table contains 12 columns. Each row contains 
information about the component whose type number is equal to the num-
ber of the particular row. The entries in the various columns are: 
Column Entry 
1 Number of ports the component has 
2 Type number of port 1 
3 Type number of port 2 
4 Type number of port 3 
5 Type number of port 4 
6 Type number of port 5 
7 Number of variables to be read for port 1 
8 Number of variables to be read for port 2 
9 Number of variables to be read for port 3 
10 Number of variables to be read for port 4 
11 Number of variables to be read for port 5 
12 Nu.mber of static variables the component has. 
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Enter a zero in any column which is not applicable. For example, if 
the component does not require tabulated data, columns 7 through 11 will 
have zeros. 
2. NPARS (11): Enter the number of parameters required for the static 
model of the component in this table. 
3. NPARED (11): Enter the number of parameters required for the dynamic 
model of the component in this table. 
4. ISET (11): Enter the number of algebraic sets in the dynamic model 
of the component in this array. 
S. INDIFF (11, 2): This array has two columns. An entry other than 
zero must be made in this table only if the component has two input 
ports, and if these two ports are either of type 1 or type 2. Enter 
the port number of one of the input ports in column 1, and the number of 
the other port in column 2. 
6. IDFOUT (11, 2): An entry other than zero must be made in this table 
only if the component has two output ports, and if these ports are either 
of type 1 or 2. Enter the number of one of the output ports in column 1 
and the number of the other in column 2. 
7. IMPLCT (11, 5): This table contains five columns. Entries are 
made in this table for transferring the tabulated data of one port of 
h h . · 1· Th . h. · th 1 t · e component to ot er s1m1 ar ports. e entry 1.n t e 1 co umn, 




= 0 if the i port does not require any transfer of data, 
= port number whose tabulated data are to be. transferred to 
.th the 1 port. 
Use the+ sign if the characteristics for the two ports are identical (as 
for an input port of a proportional amplifier), and the - sign if. the 
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characteristics are complementary (as for the output characteristics of 
a proportional amplifier). 
8. ISTPRT (11, 5): This table has five columns: If the dependent 
variable at a port is algebraic, then it has to be equal to a particular 
Y, an algebraic variable in the dynamic model. The entries in this table 
indicate the algebraic equations set number. Specifically, the entry in 
each column is: 
Column 1: If v1 is a function a Yi, i = 1, 2, ••• , 5, enter in 
column 1 the algebraic equation set number to which Y. belongs. 
1 
Column 2: Similar information for v 2· 
Column 3: Similar information for v3. 
Column 4: Similar information for v4. 
Column 5: Similar information for v 5• 
9. LVXTAB (11, 5): This table has 5 columns. The contents of the 
table indicate which Y each Vis a function of. The entry in each 
column is: 
Column 1: Subscript of the y which is equal to v 1 • 
Column 2: Subscript of the y which is equal to v 2· 
Column 3: Subscript of the y which is equal to v3. 
Column 4: Subscript of the y which is equal to v 4• 
Column 5: Subscript of the y which is equal to v 5• 
If the port is not algebraic, enter a zero in that column. 
10. LUSET (10, 5, 11): This table contains a 5 x 10 matrix for each ---
type of component. The rows correspond to 5 sets of algebraic equations 
(if there are 5 a 1 ge bra i.c equations and each is independent of the other, 
then there are 5 separate sets of equations) the component may have, and 
the first 5 columns contain information about U1 s and the last five 
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columns contain information about Y's. The entries in the columns of 






Enter a 1 in the 1 column, i, = 1, ••• , 5 
if the first algebraic set is a function of u .• 
1 
1 · h .th 1 6 10 Enter a int e J co umn, j = , ... , 
if the first algebraic set is a function of Y. 
1 
The other rows contain similar entries for the corresponding sets, i.e., 
row 2 corresponds to set 2, etc. Enter a zero if the set does not 
contain the particular U. or Y .• 
1 1 
11. IOPTYP (4, 2): This table contains two columns. 'The· n:uinber of 
rows depends upon the number of port types. Two rows have to be added 
for evdry new type of port. There are at present two basic types of 
ports (pressure-flow, force-displacement). For every pair of port 
variables, there are two combinations of port types. The two types are 
complementary to each other: One of them:is aroitrariJy called the "ha= 
sic type" of port and the other, the "opposite type" port. Assign the 
two combinations of the new type of ports consecuti.'\i:e numbers starting 
one higher than the highest port type in the table. The entries in the 
ith row correspond to the information about the ith type port. Enter in 
1 1 h b f h 1 h ,th co umn t e type num er o t e port comp ementary tote 1 type 
port. Enter in column 2 a 1 if the ith port is a basic type port; 
otherwise, enter a 2. Assign a negative sign to the number in column 2 
'f h . d d . bl f h . th h . . :i. t e in epen ent var1.a e o· t·e 1 type port as sign convention 
associated with it. Make entries for both the basic type port and its 
opposite type port in the table. 
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A.10.4 Modifying the Program Statements 
For every new type of component added, some existing FORTRAN state-
ments have to be changed and some new ones added in subroutines NESBN and 
CNTROL (ICNAME). 
a) Changes in NESBN: The statement, 
GO TO (40, 50, ••• , 140), JCLASS 
should be changed so that when JCLASS is equal to the type number of the 
new component, the control branches. to, the call stateme.nt: for. the. new 
component subroutine. A statement, GO TO 400, should follow the call 
statement to the component subroutine. Both the call statement and the 
GO TO 400 statement should be wi.thin the FORTRAN statement: 
400 CONTINUE 
b) Changes in CONTRL (ICMANE): The statement, 
GO TO (10, 20, ••• , 110), JCLASS 
should be changed so that when JCLASS is equal to the type number of 
the new component, the control brancpes, to: the,calL statement for the 
new component subroutine. A statement GO TO 1000 should follow the 
call statement to the component subroutine. Both the call statement 
and the GO TO 1000 statement should be before the FORTRAN statement 
1000 CONTINUE. 
APPENDIX B 




Fluidic circuits are generally nonlinear in operation. The per-
formance of a circuit depends upon such circuit parameters as the supply 
pressures to active devices and the values of passive resistors. 
Normally, there are many combinations of these parameters which result 
in a given performance of the circuit and also satisfy the parameter 
and output constants. However, there is generally a unique combination 
of these parameters which extremizes the performance criterion and also 
meets the constraints. The determination of this unique set of para-
meters from all possible feasible solutions is dictated primarily by 
the cost and time available. Hand analysis and experimental methods 
are normally highly inefficient and costly. 
This appendix contains user information for a NETwork OPTimization 
computer program which alleviates these problems. NETOPT is an ef-
ficient design tool which provides a computer-aided design approach ':to 
the~statie design of propot'tional fluidi~ citcuitS., 
This appendix presents the user's guide to the NETOPT program. 
Section B.2 9iscusses the capabilities of the NETOPT program;.Section 
B.3 presents the preparations necessary for a NETOPT run; Sections B.4 
through B.7 contain the output and diagnostic information; Section B.8 
presents the models for the components in the NETOPT library; and 
Section B.9 explains the method for adding component models to the 
library. 
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B.2. Capabilities and Features of NETOPT 
NETOPT is a user-oriented computer program for the design of pro-
portional fluidic circuits. NETOPT determines the optimum parameters of 
a fluidic circuit, which minimize the power consumed by the active 
amplifiers, while the static operation of the circuit meets some user 
specified constraints. Specifically, NETOPT determines a parameter 
vector f which minimizes the performance criterion. 
subject to constraints, 
a.,~ ~ l~) y '~) ~ .b k = 1, ,, • • • , N(j 
4•, ( ~ ) ~ , 1<.) ~ C) 
~f(~,Y.~) :O a,. t,,'.\-t, ••••• , ""+""'~ 
where, 
U is the independent variable at a port, 
Vis the dependent variable at a port, 
K is the parameter to be optimized, 
9.< is the functional relations for the gains to be constrained 
(programmed in NETOPT), 
a is the user=specified lower limit for the gain, 
b is the user ... specified upper limit for the gain, 
g. is the functional form of the user-specified inequality con-
1. 
straints, 
h. is the functional form of the user-supp lied equality constraints, 
J 
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IACT is the number of active components in the circuit, 
NACT is the vector containing the component numbers of the active 
components, 
NG is the number of gain constraints, 
Mis the total number of inequality constraints, 
MZ is the number of equality constraints. 
The constraints g., i =NG+ 1, ••• , Mand h,, j = M + 1, ••• , M + MZ 
1 J 
are supp lied by the user through a subroutine CNS TNT discussed in 
Section B.3. 
Tables are provided for the user to enter data such as the circuit 
topology, component types, component static characteristics, parameters 
and other related information. These data are transferred easily from 
the tables to computer cards for use as input data to the program. 
The static models for most common proportional fluidic components 
are permanently stored in the NETOPT Library. Two types of models are 
included: 1) analytical models which require only parameter values to 
be supplied as input data, and 2) phenomen(}logfoa:1 models which require 
measured static characteristics or data from manufacturer's catalogs as 
input data. A provision is made for the user to supply new or refined 
models on a permanent basis. 
NETOPT checks the input data set for inconsistancies and auto-
matically "assembles" the circuit based on the input circuit topology 
information. There is virtually no limitation on the circuit that can 
be analyzed. 
NETOPT includes four minimization techniques: 1) the Newton-
Raphson technique, 2) the modified Newton-Raphson technique, 3) the 
first order gradient technique, and 4) the modified Fletcher-Powell 
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technique. The user can specify one of these methods through the input 
data. 
B.3. Preparation for a NETOPT Run 
Nine basic steps are required in the preparation of the input data 
for a NETOPT run: 
1. Sketch a NETOPT block diagram, 
2. Fill a Circuit Connection Table, 
3. Fill a Port Data Table, 
4. Fill an Equality Table, 
5. Fill a Free Port Table, 
6. Fill an Optimization Data Table, 
7. Fill a Parameters Table, 
8. Transfer the tables onto computer cards and arrange them in 
proper order, 
9. Write a subroutine CNSTNT to introduce the constraints. 
These steps are discussed below. 
B.3.1. Sketching the Block Diagram 
The sketching of the block diagram using NETOPT component symbols 
is identical to that di.scussed for the FCAP program in Section A.3 of 
Appendix A. 
B.3.2. Circuit Connection Table 
The Circuit Connection Table specifies interconnections between 
components in the circuit. The entries in this table are similar to 
those in the FCAP Circuit Connection Table (see Section A.3, Appendix A), 
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with the exception that in this case the entries corresponding to state 
variables printing (columns 64-73) are ignored. It should also be 
noted that there is no Option Card at the beginning of the NETOPT 
Circuit Connection Table. 
B.3.3. Port Data Table 
The entries in this table are identical to those in the port Data 
Table discussed in Section A.3.3, Appendix A. 
B.3.4. Equality Table 
The entries in this table are identical to those in the Equal_ity 
Table discussed in Section A.3.4, Appendix A. 
B.3.5. Free Port Table 
The entries in this Table are identical to those in the Free Port 
Table discussed in Section A.3.5, Appendix A. 
B.3.6. Optimization Data Table 
The required entries in the Optimization Data Table (shown in 
Figure 30 ) are: 
Row 1: 
1. No. of Parameters: Total number of parameters to be optimized, 
2. No. of Inequality Constraints: Number of inequality constraints 
introduced by the user, 
3, No. of Equality Constraints: Number of equality constraints 
introduced by the user, 
4. Method of Minimization: ::;:; 1 for Newton-R.aphson method 
NETOPT N.o. c:::>F ,-.Jc,. C> F NO, ~F MIS-rHO-P c::,F 
c::,pTi Mi eATLOtJ :DATA Of"TIMlc-ATION \NEiQ.UAL-lT'f l=-Q. UAL- l ,Y 
T,6,-BL-e:. PA~MEETl=P::S C.c::lNST~....-..1 NTS C::.cONSTF!-AI NT,S 
MtNIM!~A°llON 
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= 2 for modified Newton-Raphson tech-
nique 
= 3 for first order gradient technique 
= 4 for modified first order graident 
technique. 
Row 2: 
Data for the parameters to be optimized are specified here. 
Component: Number of the component to which the parameter belongs. 
Parameter: Number of the parameter that is to be optimized. 
Row 3: 
Furnished only if gain constraint is to be specified. 
1. Type: = P or blank for pressure gain 
= F for flow gain 
2. Input: Data for the component where the input signal is applied 
is furnished in these columns. 
Component: Number of the component at which the input signal 
is applied. 
Port: = 0 for differential input 
= Number of the port at which the input signal is 
applied 
3. Gain From: Data for the component from whose input·ports the 
gain is to be constrained are furnished in these colu:mns. 
This data may be ignored if they are the same as the 
input data. 
Component~ Number of the component from whose inpu:t ports the 
gain has to be calculated. 
Port: = 0 if gain is to be calculated from differential input 
ports 
= Number of the port from which the gain is to be 
constrained. · 
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4. Gain To: Data for the component up to whose output ports the 
gain is to be calculated are furnished in these columns. 
Component: Number of the Component up to whose output ports 
the gain has to be calculated. 
Port: = 0 if the gain is to be constrained for differential 
output ports 
= Number of the port up to which the gain is to be 
constrained. 
5. Gain High: Upper limit of gain 
6. Gain Low: Lower limit of gain 
7. Input Perturbation: The amount by which the input signal has 
to be varied when calculating the gain. 
B.3.7. Parameter Table 
The entries in this table are identical to those in the Parameter 
Table discussed in Section A.3.7, Appendix A. 
B.3.8. Arrangement of Data Cards 
Figure 3li shows the arrangement of data cards for a NETOPT run. 
The cards with names PORTDATA, EQUALITY, FREEPORT, OPTMDATA and 
PARAMTRS are placed at the beginning of the Port Data, the Equality 
Data, the Free Port Data, the Optimization Data and the Parameter data 
cards respectively. These eight letter names are keywords which trans-









never be misspelled or changed. The keywords must be punched in the 
first eight columns of the card. An "END" card must be placed at the 
end of the data set (see Figure 29). The word END may be punched any-
where in columns 1 through 8. 
B.3.9. Subroutine CNSTNT (I, VAL) 
This subroutine must be supplied by the user to specify any 
additional constraints. The NETOPT program sets the value of I (1 to 
th 
M + MZ - NG) and calls the CNSTNT subroutine for the value of the I 
user-supplied constraint. Hence, for a given value of I, thQs program 
must set VAL equal to the Ith constraint. The inequality constraints 
must be placed first followed by the equality constraints. 
The following variable definitions must be used in writing the 
constraint equations: 
K(L): PARAM (N' L)' 
U(L): VAR IND (N' L)' 
V (L): VARDEP (N' L) • 
These variables are available in the COMMON block named ALL (given 
below) which must be included in this subroutine 
COMMON/ALL/ NITER, KCLASS, IER, INDEXB, IGYES, IPOINT, NORDER(20), 
1 ICLASS (20), ISORT1 (100), ISORT2(100), NPOLX (20, 5), NPOLY (20, 5) 1 
2 NPN(20, 5), INDCOM (20, 5), IFNP (20, 5), NPORT (20, 5), IB(20, 5), 
3 ITAB(11, 12), INDP(20), NCALL, ICNTRL, PARAM(20, 10), B(100), 
4 VARDEP(20, 5), VARIND(20, 5), CONST(20, 5, 36), A(10000). 
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B.4. NETOPT Output 
The NETOPT program prints out the user-supplied input data and the 
results of the optimization problem. The input data are printed for 
user verification and permanent record. If errors are detected in the 
data, they are printed imme<iiately below the appropriate data item. 
NETOPT prints the values of the performance criterion, the penalty 
function, the constraints, and the parameters at the end of each sub= 
problem. Port variables may be printed for debugging purposes by 
setting IDEBUG = 1 in the optimization data section. The port variables 
to be printed must be specified in the circuit connection data section. 
The debug option produces voluminous output. The user is discouraged 
from using this option unless it is absolutely essential. 
B.5. Newton-Raphson Convergence 
NETOPT uses the Newton-Raphson method to solve the simultaneous 
algebraic equations that represent the static behavior of the system. 
The maximum number of iterations of the Newton-Raphson method is 
presently limited to fifty. 
If the solution to the algebraic equations does not converge 
within fifty iterations, an error 1p.essage is printed, and the execiution 
of the problem is continued. The probable reasons for the nonconver-
gence of the Newton-Raphson iteration are: 
1. The number of iterations allowed may not be sufficient. The 
limit may be increased by increasing the value of the variable 
NITER in the main program, 
2. If a new component model is being tried, errors in the equations 
for either the functions or the partial derivatives may cause 
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nonconvergence, 
3. The initial estimates for all the algebraic variables default 
to zero. This may be a poor choice. Nonzero initial values 
for. some port variables may insure. convergence. These initial 
estimates may be introduced as parameters. 
B.6. Matrix Singularity 
NETOPT program uses the Gauss-Jordan elimination technique to 
solve simultaneous linear equations which result 1) during the least 
square method of curve or surface fitting for tabulated data, and 2) 
during the solution of system equations using the Newton-Raphson method. 
A singular matrix may result in either case. 
The probable reason for a singular matrix to result during the 
curve or surface fi.tting may be due to the lack of sufficient number of 
points. At least (N + 1) points should be furnished for curve fitting, 
where N is the order of the polynomial; and (NX + 1) x (NY+ 1) points 
should be furnished for surface fitting where. NX and NY are the orders 
of the polynomials in variable 1 and variable 2 respectively_ 
A singular Jacobian matrix may result during the Newton-Raphson 
iteration due to a poor choice of initial estimates for the port 
variables. Nonzero initial values for some port variables may sometimes 
alleviate the problem. 
B. 7. Program Limitations 
The main limitations of the NETOPT program are~ 
1. The control arrays are presently dimensioned to accomodate only 
20 components in the circuit. The dimensions of the arrays can, 
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however, be increased to include more components, 
2. The maximum number of design parameters is limited to ten per 
circuit. This can also be increased by increasing the 
dimensions of the proper arrays, 
3. Provision has not been made for the temporary addition of 
components, 
4. Input data must be furnished in fixed format. 
B.8. NETOPT Component Library 
NETOPT component library contains models for the same components 
as in the FCAP library. The model specifications are identical to 
those discussed in Section A.8, Appendix A. In the model specifications 
in Section A.8, only the static models are applicable since NETOPT 
optimizes the static operation of the circuit. The structure of the 
component subroutines in the NETOPT library is different from the struc= 
ture of the component subroutines in the FCAP library due to the 
differences in the nature of the problems solved by the two programs. 
The structure of a NETOPT component subroutine is discussed in the next 
section. 
B.9. Adding Components Models to the NETOPT 
Component Library 
This section presents the procedure that enables new component 
models to be added to the NETOPT component library on a permanent basis. 
The addition procedure involves the following main steps: 
1. Preparing the component equations for the computer model, 
2. Writing the component subroutine, 
164 
3. Modifying the NETOPT arrays, 
4. Modifying the program statements. 
B.9.1. Preparing the Component Equations 
for the Computer Model 
The preparation of the component equations for a computer model 
consists of the following five major steps: 
1. Assign a unique name (six letters or less) to the component, 
2. Assign the component a type number. This type number must be 
followed consecutively, i.e., the type number of the new com-
ponent must be one higher than the highest type number in the 
NETOPT component library, 
3. Draw the standard component diagram. Assign consecutive 
numbers to ports starting with 1. There may be a maximum of 
five ports. Assign the independent and dependent variables at 
each port. 
4. Develop a unique NETOPT component symbo 1. Indicate each port 
type with the proper NETOPT port symbol shown in Table IX.o 
Write the type number of the component in a circle within the 
component symbol. 
So Write the component equations using basic principles or poly-
nomials (for tabulated data). Follow the five steps described 
below in writing the component equations. 
a) State the assumptions made in de.riving the component 
equations. 
b) List the parameters required for the component model. 
Denote the parameters by K. , i = 1. • • , NP; where NP is the 
1 
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number of parameters. If the component is an active amplifier~ 
make the supply pressure the last parameter. 
c) If an analytic model exists, write the component equations 
using the sign convention for flow. Flow into a port is 
negative and flow out of a port is positive. 
d) Define the independent port variables as U's and the 
dependent port variables as V's. The subscripts of the U1 s 
and V I s must be consistent with the corresponding port 
numbers. The static model of a component may be in one 
of the two forms. It may be either an analytic model, or 
it may be in the form of tabulated data. If the model .. is 
in the form of tabulated data, express it mathematically 
in the form of polynomials. (See the model of the pro-
portional amplifier for illustration.) Write the static 
model of the component in the form: 
G(U, V) = 0 
where G is the functional form of the static model ( a 
maximum of five equations), 
U's are the independent port variables, 
V's are the dependent port variables. 
5. If the static model is in the form of tabulated data, write a 
table showing the port number, number of variables required and 
what the variables 1, 2 and 3 are for the particular port. 
B.9.2. Writing the Component Subroutine 
Instructions for writing the component subroutine are given in the 
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computer listing ~hown in Figure 32. 
B.9.3. Modifying the NETOPT Arrays 
There are eight arrays in NETOPT which store permanently the infor-








The eighth array, IOPTYP, stores information about port types. The 
first seven arrays are presently dimensional for eleven types of compo-
nents. The contents of each array are arranged according to the type 
number of the component. That is, row 1 of each array contains infor-
mation about the component whose type number is 1, and row 2 contains 
information about the component whose type number is 2, and so on. The 
contents of the arrays are explained below. 
1. ITAB (11, 11)~ The ITAB table has 11 rows and 11 columns. The 
entries in the 11 columns of a row contain eleven or more-'pieces of 
information about the component whose type number is equal to the num-
ber of that particular row. The entries in the v.srious columns are~ 
Column Entry 
1 The number of ports the component has 
2 Type number of port 1 





























































4 STEP tW STE:P f'i{OCEDU!'.(E IS )ESCRIBEO IN THIS SECTION TO CONvFRT 
THE COMPONENT EQUAT[OI\J5 INTJ A COMPONENT SUBRJUTINE 
DEFINITION OF VARIABLES 
VAR DE PI NC ALL , I I = IJ ( I I 
VARINDINCALL,11 = U(II 
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PARAMINCALL, II = Kl II 
AIIB(NCALL,Il+IFNP(NCALL,JII = OGIIl/01/(Jl 
Alld(NCALL,ll+[FNP(NPOKTINCALL,Jl,NPN(NCALL,Jlll 
B(IB(NCALL, II= -Giii 
DG ( I I I DJ I J I 
SJBROUTINE XXXXXX 
COMMON/ALL/ NITER,KCLASS,IER,l\JDEXB,IGVES ,IPOINT,NOR_DER(201,ICLAS 
1 S I 2 0 I , IS ORT 1 (100 l, I 5 ORT 2 t 100 1, \IP :J L XI 20, 5 1, \J POLY( ?O, 51 , "1 PN I 2 0, 51 , IN 
2DC O Ml 20 , 51 , IF NP ( 2 0, 51 , I\JPOR TI 2 0, 5 I , I B ( 20 ,5 ) , IT A 8 I 11, 12 I, INDP ( 2 '.) ) 
3NC ALL, I CNT RL, PAR AM ( 20, l O I, 8 ( 1 00 l , VAR DE PI 20, 5 I 
4 , VAR I NO ( 2 0, 51 , C tJ NS T ( 2 O, 5, 3 6 I , .A (l '.) 0 J '.) I 
COMMON/1:::J/ NR,NW 
1. IF THIS IS AN ACTIVE CO'IPJ\lENT, CH!:CK HJD TRANSFfR, 
IFIINOP(NCALU .fQ.ll VARINO(NCALL,<N>I = PAR~.'11\lCAL:..,<L>l 
WHERE, N IS TH~ SUPPLY PORT NU'13ER, 
L IS THE SUBSCRIPT OF THE PARAM ETFF K DEFl\lED ti.S 
THE SUPPLY PRESSURE. 
NOTE: INFORMAT[Of\ TO 8E FURNISHED BY THE PROGRAM"IER IS WITH["! 
THE SY"IBOLS <AND>. OMIT TrlESE SYMdOLS FRCM CODING. 
2. UPDATE THE INDEf'END::'\JT VA~IAHLES. 
FOR !:ACH U ( I l, CHECK AND TRANS FF:f<, 
IF( NPORT (NCALL 1 <I>I .\IF.. 01 VA':UND( NC ALL ,<I>) 
<+OR-> VARDf.P(.\JPORT(\lC.ALL,<I>l,NPN(NCALL,<I>II 
USE - SIGN IF UIIl IS A FLJW VAR!ABLF. 
3. f-OR EACH INOEPENDtl\JT VARil'.dLE U(ll, 1:XPLICITLY IN G(JI, 
CHECK AND STORE, 
ENO 
IF(NPORT INCALL, <I>I .NE.:J I A( Itl(NCALL, <J>l * 
IFNP(NPORT(NC,\LL,<I>l ,NPN(NCALL,<I>ll l 
<* OR ->(DGIJI/DU( Il> 
USE - SIGN IF U( [l IS ti. =Low VAklABLE. 
FC'~ EACH DEPENOE\lT VA'{IAl:\LI: V(II, ::XPLICITLY IN :,(JI, ST'.J?E, 
AIIB(NCALL,<J>I * IFNP(NCALL,<I>ll = <DGIJ)/OV(Il> 
FOil EACH DEPENDENT IJ AR IAl:lL E, V( I I STJRf:, 
B(IB(NCAL.L,<I>ll = -<Gill> 
FIGURE 32 INSTRUCTIONS FJR W~ITING A CJ"IPJ~ENT SUbROUTINE FO~ N~TGPT 
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Column Entry 
4 Type number of port 3 
5 Type number of port 4 
6 Type number of port 5 
7 Number of variables to be read for port 1 
8 Number of variables to be read for port 2 
9 Number of variables to be read for port 3 
10 Number of variables to be read for port 4 
11 Number of variables to be read for port 5 
Enter a zero in any column which is not applicable. For example, if 
the component does not require tabulated data, columns 7 through 11 will 
have zeros. 
2. NPARED (11): Enter the number of parameters required for the 
static model of the component. If the component is an active device, 
enter one less than the number of parameters. 
3. INDIFF (11, 2): This table has two columns. An entry other than 
zero must be made in this table only if the component has two input 
ports, and if these two ports are of either type 1 or 2. Enter the port 
number of one of the input ports in column 1, and the number of the 
other port in column 2. 
4. IDFOUT (11, 2): An entry other than zero must be made in this table 
only if the component has two output ports, and if these ports are of 
either type 1 or 2. Enter the number of one of the output ports in 
column 1 and the number of the other in column 2. 
So IMPLCT (11, 5)g This table contains five columns. Entries are 
made in this table for transferring the tabulated data of one port of a 
h . ·1 Th . h .th 1 · component to ot er s1.m1 ar ports. e entry in t e i co .umn is 
+ J.. , where i = 1, 2, • 
- 1 . . ' 
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5 and 
i =. 0 if the ith port does not require any transfer of data, 
= Port number whose tabulated data are to be transferred to 
h .th t e 1 port. 
Use the+ sign if the characteristics for the two ports are identical 
(as in the input ports of the proportional amplifier), and the - sign 
if the characteristics are complementary (as in the output characteris-
tics of the proportional amplifier). 
6. NPOPT (11): Enter the maximum number of parameters that may. be 
considered for optimization for the component in question. 
7. IACTAB(11): Enter the port number of the supply port, if the corn-
ponent is active; if not, enter a zero. 
8. IOPTYP(4, 2): This table contains two columns. The number of rows 
depends upon the number of port types. Two rows have to be added for 
every new type of port. There are at present two basic types of ports 
(pressure-flow, force-displacement). For every pair of port variables, 
there are two combinations of port types. The two types are cornple-
mentary to each other. One of them is arbitrarily called the "basic 
type" of port, and the other the "opposite type" port. Assign the two 
combinations of the new type of ports consecutive numbers starting 
one higher than the highest port type in the table. The entries in the 
ith row correspond to the information about the ith type port. Enter 
0 1 1 h b f h 1 h .th in co urnn t e type nurn er o t e port comp ernentary tote 1 type 
port. Enter in column 2 a 1 if the ith port is a basic type port~ 
otherwise, enter a 2. Assign a negative sign to the number in column 2 
.th 
if the independent variable of the 1 type port has a sign convent.ion 
associated with i.t (e.g .. , !flow). 
B.9.4. Modifying the Program Statements 
The FORTRAN statement 
GO TO (40, 50, • , 140), JCIASS 
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in the subroutine NESBN should be changed so that when JCIASS is equal to 
the type number of the new component, the control branches to the call 
statement of the new component. A FORTRAN statement, GO TO 400, should 
follow the call statement. Both the call statement and the "GO TO 4oon 
statement should be before the statement: 400 CONTINUE. 
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