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Abstract
We study a coupled system of two parabolic equations in one space dimension. This system is singular
because of the presence of one term with the inverse of the gradient of the solution. Our system describes
an approximate model of the dynamics of dislocation densities in a bounded channel submitted to an
exterior applied stress. The system of equations is written on a bounded interval and requires a special
attention to the boundary layer. The proof of existence and uniqueness is done under the use of two main
tools: a certain comparison principle on the gradient of the solution, and a Kozono-Taniuchi parabolic
type inequality.
AMS Classification: 35K50, 35K40, 35K55, 42B35, 42B99.
Key words: Boundary value problems for parabolic systems, nonlinear PDE of parabolic type,
BMO spaces, logarithmic Sobolev inequality.
1 Introduction
1.1 Setting of the problem
In this paper, we are concerned in the study of the following singular parabolic system:



κt = εκxx +
ρxρxx
κx
− τρx on I × (0,∞)
ρt = (1 + ε)ρxx − τκx on I × (0,∞),
(1.1)
with the initial conditions:
κ(x, 0) = κ0(x) and ρ(x, 0) = ρ0(x), (1.2)
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and the boundary conditions:
{
κ(0, .) = κ0(0) and κ(1, .) = κ0(1),
ρ(0, .) = ρ(1, .) = 0,
(1.3)
where
ε > 0, τ 6= 0,
are fixed constants, and
I := (0, 1)
is the open and bounded interval of R.
The goal is to show the long-time existence and uniqueness of a smooth solution of
(1.1), (1.2) and (1.3). Our motivation comes from a problem of studying the dynamics
of dislocation densities in a constrained channel submitted to an exterior applied stress.
In fact, system (1.1) can be seen as an approximate model of the one described in [21],
where the model presented in [21] reads:



θ+t =
[(
θ+x − θ−x
θ+ + θ−
− τ
)
θ+
]
x
on I × (0, T ),
θ−t =
[
−
(
θ+x − θ−x
θ+ + θ−
− τ
)
θ−
]
x
on I × (0, T ),
(1.4)
with τ representing the exterior stress field. System (1.4) can be deduced from (1.1), by
letting ε = 0; spatially differentiating the resulting system; and by considering
ρ±x = θ
±, ρ = ρ+ − ρ−, κ = ρ+ + ρ−. (1.5)
Here θ+ and θ− represent the densities of the positive and negative dislocations respec-
tively (see [33, 25] for a physical study of dislocations).
The next challenge (that will be the motivation of another work by the authors) is
to show some kind of convergence of the solution (ρε, κε) of (1.1) to the solution of (1.4)
as ε→ 0.
1.2 Statement of the main result
The main result of this paper is:
Theorem 1.1 (Existence and uniqueness of a solution)
Let 0 < α < 1. Let ρ0, κ0 satisfying:
ρ0, κ0 ∈ C∞(Ī), ρ0(0) = ρ0(1) = κ0(0) = 0, κ0(1) = 1, (1.6)
{
(1 + ε)ρ0xx = τκ
0
x on ∂I
(1 + ε)κ0xx = τρ
0
x on ∂I,
(1.7)
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and
min
x∈I
(
κ0x(x) − |ρ0x(x)|
)
> 0. (1.8)
Then there exists a unique global solution (ρ, κ) of system (1.1), (1.2) and (1.3) satisfying
(ρ, κ) ∈ C3+α, 3+α2 (Ī × [0, T ]) for any T > 0, (1.9)
and
(ρ, κ) ∈ C∞(Ī × [ζ,∞)), ∀ζ > 0. (1.10)
Moreover, this solution also satisfies :
κx > |ρx| on Ī × [0,∞). (1.11)
Remark 1.2 Conditions (1.7) are natural here. Indeed, the regularity (1.9) of the solu-
tion of (1.1) with the boundary conditions (1.2) and (1.3) imply in particular condition.
Remark 1.3 Remark that the choice κ0(0) = 0 and κ0(1) = 1 does not reduce the
generality of the problem, because the problem is linear and equation (1.1) does not see
the constants.
1.3 Brief review of the literature
Parabolic problems involving singular terms have been widely studied in various as-
pects. Degenerate and singular parabolic equations have been extensively studied by
DiBenedetto et al. (see for instance [12, 13, 14, 15, 10] and the references therein). The
authors regard the solutions of singular or degenerate parabolic equations with measur-
able coefficients whose prototype is:
ut − div
(
|∇u|p−2∇u
)
= 0, p > 2 or 1 < p < 2.
The study includes local Hölder continuity of bounded weak solutions, local and global
boundedness of weak solutions and local intrinsic and global Harnack estimates. Other
parabolic equations of the type
ut − ∆um = 0, 0 < m < 1,
are examined in [12, 16, 17]. These equations are singular at points where u = 0. In
[16], the authors investigate, for special range of m, the behavior of the solution near the
points of singularity. In particular, they show that nonnegative solutions are analytic
in the space variables and at least Lipschitz continuous in time. However, in [17], an
intrinsic Harnack estimate for nonnegative weak solutions is established for some optimal
range of the parameter m. Other class of singular parabolic equations are of the form:
ut = uxx +
b
x
ux, (1.12)
b is a certain constant. Such an equation is related to axially symmetric problems and
also occurs in probability theory. A wide study of (1.12), including existence, uniqueness
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and representation theorems for the solution are proved (Dirichlet and Neumann bound-
ary conditions are treated as well). In addition, differentiability and regularity properties
are investigated (for the references, see [11, 37, 2, 9]). A more general form of (1.12),
including semilinear equations, is treated in [32, 7, 8, 29].
An important type of equations that can be indirectly related to our system are
semilinear parabolic equations:
ut = ∆u+ |u|p−1u, p > 1. (1.13)
Many authors have studied the blow-up phenomena for solutions of the above equation
(see for instance [38, 31, 30, 22, 35, 36]). This study includes uniform estimates at the
blow-up time, as well as the investigation of of upper bounds for the initial blow-up
rate. Equation (1.13) can be somehow related to the first equation of (1.1), but with a
singularity of the form 1/κ. This can be formally seen if we first suppose that u ≥ 0, and
then we apply the following change of variables u = 1/v. In this case, equation (1.13)
becomes:
vt = ∆v −
2|∇v|2
v
− v2−p,
and hence if p = 3, we obtain:
vt = ∆v −
1
v
(1 + 2|∇v|2). (1.14)
Since the solution u of (1.13) may blow-up at a finite time t = T , then v may vanishes at
t = T , and therefore equation (1.14) faces similar singularity to that of the first equation
of (1.1), but in terms of the solution itself.
1.4 Strategy of the proof
The existence and uniqueness is made by using a fixed point argument after a slight
artificial modification in the denominator κx of the first equation of (1.1) in order to
avoid dividing by zero. We will first show the short time existence, proving in particular
that
κx(x, t) ≥
√
γ2(t) + ρ2x(x, t) > 0, (1.15)
for initial conditions satisfying:
κx(x, 0) ≥
√
γ2(0) + ρ2x(x, 0)
with some suitable γ(t) > 0. The only, but dangerous, inconvenience is that the function
γ depends strongly on ‖ρxxx‖∞, roughly speaking:
γ
′ ≃ −‖ρxxx‖∞γ, (1.16)
where ‖ρxxx‖∞ does not have, a priori, a good control independent of γ. Here where a
logarithmic estimate interferes (see Section 2, Theorem 2.16) to obtain an upper bound
of ‖ρxxx‖∞ of the form
‖ρxxx‖∞ ≤ E
(
1 + log+
E
γm
)
,
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where E is an exponential function in time, and m ∈ N. This allows, with (1.16), to
have a good lower bound on γ independent of ‖ρxxx‖∞. After that, due to some a priori
estimates, we will move to show the global time existence. One key point here is that∣∣∣ ρxκx
∣∣∣ ≤ 1 which somehow linearize the first equation of (1.1), and then allows the global
existence.
1.5 Organization of the paper
This paper is organized as follows: In Section 2, we present the tools needed throughout
this work; this includes a brief recall on the Lp, Cα and the BMO theory for parabolic
equations. In Section 3, we show a comparison principle associated to (1.1) that will
play a crucial rule in the long time existence of the solution as well as the positivity of
κx. In section 4, we present a result of short time existence, uniqueness and regularity
of a solution (ρ, κ) of an artificially modified system of (1.1). Section 5 is devoted to
give some exponential bounds of the solution given in section 4. In section 6, we show a
control of the W 2,12 norm of ρxxx. In a similar way, we show a control of the BMO norm
of ρxxx in section 7. In section 8, we use a Kozono-Taniuchi parabolic type inequality to
control the L∞ norm of ρxxx. Thanks to this L
∞ control, we will improve the comparison
principle of section 3. In Section 9, we prove our main result: Theorem 1.1. Finally,
sections 10, 11 are appendices where we present the proofs of some standard results.
2 Tools: theory of parabolic equations
We start with some basic notations and terminology.
Abridged notation.
• IT is the cylinder I × (0, T ); Ī is the closure of I; IT is the closure of IT ; ∂I is the
boundary of I.
• ‖.‖Lp(X) = ‖.‖p,X , X is a Banach space, p ≥ 1.
• ST is the lateral boundary of IT , or more precisely, ST = ∂I × (0, T ).
• ∂pIT is the parabolic boundary of IT , i.e. ∂pIT = ST ∪ (I × {t = 0}).
• Dsyu = ∂
su
∂ys , u is a function depending on the parameter y, s ∈ N.
• [l] is the floor part of l ∈ R.
• Qr = Qr(x0, t0) is the lower parabolic cylinder given by:
Qr = {(x, t); |x− x0| < r, t0 − r2 < t < t0}, r > 0, (x0, t0) ∈ IT .
• |Ω| is the n-dimentional Lebesgue measure of the open set Ω ⊂ Rn.
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• mΩ(u) = 1|Ω|
∫
Ω u is the average integral of the u ∈ L1(Ω) over Ω ⊂ Rn.
2.1 Lp and Cα theory of parabolic equations
A major part of this work deals with the following typical problem in parabolic theory:



ut = εuxx + f on IT
u(x, 0) = φ on I
u = Φ on ∂I × (0, T ),
(2.1)
where T > 0 and ε > 0. A wide literature on the existence and uniqueness of solutions
of (2.1) in different function spaces could be found for instance in [27], [20] and [28]. We
will deal mainly with two types of spaces:
1. The Sobolev space W 2,1p (IT ), 1 < p < ∞ which is the Banach space consisting
of the elements in Lp(IT ) having generalized derivatives of the form D
r
tD
s
xu, with r
and s two non-negative integers satisfying the inequality 2r+s ≤ 2, also in Lp(IT ).
The norm in this space is defined by the equality
‖u‖W 2,1p (IT ) =
2∑
i=0
∑
2r+s=i
‖DrtDsxu‖p,IT .
2. The Hölder spaces Cℓ(Ī) and Cℓ,ℓ/2(IT ), ℓ > 0 a nonintegral positive number.
The Hölder space Cℓ(Ī) is the Banach space of all functions v(x) that are continuous
in Ī , together with all derivatives up to order [ℓ], and have a finite norm
|v|(ℓ)I = 〈v〉
(ℓ)
I +
[ℓ]∑
j=0
〈v〉(j)I , (2.2)
where
〈v〉(0)I = |v|
(0)
I = ‖v‖∞,I ,
〈v〉(j)I = |Djxv|
(0)
I , 〈v〉
(ℓ)
I = 〈D[ℓ]x v〉
(ℓ−[ℓ])
I ,
with
〈v〉(α)I = inf{c; |v(x) − v(x′)| ≤ c|x− x′|α, x, x′ ∈ Ī}, 0 < α < 1. (2.3)
The Hölder space Cℓ,ℓ/2(IT ) is the Banach space of functions v(x, t) that are con-
tinuous in IT , together with all derivatives of the form D
r
tD
s
xv for 2r + s < ℓ, and
have a finite norm
|v|(ℓ)IT = 〈v〉
(ℓ)
IT
+
[ℓ]∑
j=0
〈v〉(j)IT , (2.4)
where
〈v〉(0)IT = |v|
(0)
IT
= ‖v‖∞,IT ,
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〈v〉(j)IT =
∑
2r+s=j
|DrtDsxv|
(0)
IT
,
〈v〉(ℓ)IT = 〈v〉
(ℓ)
x,IT
+ 〈v〉(ℓ/2)t,IT ,
and
〈v〉(ℓ)x,IT =
∑
2r+s=[ℓ]
〈DrtDsxv〉
(ℓ−[ℓ])
x,IT
, (2.5)
〈v〉(ℓ/2)t,IT =
∑
0<ℓ−2r−s<2
〈DrtDsxv〉
( ℓ−2r−s2 )
t,IT
(2.6)
with
〈v〉(α)x,IT = inf{c; |v(x, t) − v(x
′, t)| ≤ c|x− x′|α, (x, t), (x′, t) ∈ IT }, 0 < α < 1, (2.7)
〈v〉(α)t,IT = inf{c; |v(x, t) − v(x, t
′)| ≤ c|t− t′|α, (x, t), (x, t′) ∈ IT }, 0 < α < 1. (2.8)
The above definitions could be found in [27, Section 1]. Now, we write down the com-
patibilty conditions of order 0 and 1. These compatibility conditions concern the given
data φ, Φ and f of problem (2.1).
Compatibility condition of order 0. Let φ ∈ C(Ī) and Φ ∈ C(ST ). We say that the
compatibility condition of order 0 is satisfied if
φ
∣∣
∂I
= Φ
∣∣
t=0
. (2.9)
Compatibility condition of order 1. Let φ ∈ C2(Ī), Φ ∈ C1(ST ) and f ∈ C(IT ).
We say that the compatibility condition of order 1 is satisfied if (2.9) is satisfied and in
addition we have:
(εφxx + f)
∣∣
∂I
=
∂Φ
∂t
∣∣∣
t=0
. (2.10)
We state two results of existence and uniqueness adapted to our special problem. We
begin by presenting the solvability of parabolic equations in Hölder spaces.
Theorem 2.1 (Solvability in Hölder spaces, [27, Theorem 5.2])
Suppose 0 < α < 2, a non-integral number. Then for any f ∈ Cα,α/2(IT ),
φ ∈ C2+α(Ī) and Φ ∈ C1+α/2(ST ),
satisfying the compatibility condition of order 1 (see (2.9) and (2.10)), problem (2.1) has
a unique solution u ∈ C2+α,1+α/2(IT ) satisfying the following inequality:
|u|(2+α)IT ≤ c
H
(
|f |(α)IT + |φ|
(2+α)
I + |Φ|
(1+α/2)
ST
)
, (2.11)
for some cH = cH(ε, α, T ) > 0.
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Remark 2.2 (Estimating cH(ε, α, T ))
The constant appearing in the above Hölder estimate (2.11) can be estimated as follows:
cH(ε, α, T ) ≤ (T + 1)2ec(T+1), (2.12)
where c = c(ε, α) > 0 is a positive constant. In order to obtain (2.12), we consider three
cases for the time T .
Case 1, T = 1. In this case, we obtain cH(ε, α, T ) = c(ε, α) > 1.
Case 2, T < 1. We linearly extend the function Φ from [0, T ] to [0, 1], and we extend the
function f from IT to I1 by f(x, t) = f(x, T ) for T ≤ t ≤ 1. In this case, We have the
same result of Case T = 1.
Case 3, T > 1. Take n ∈ N such that n ≤ T ≤ n+ 1. We obtain the estimate (2.12) on
cH by iteration. Let F = |f |(α)IT + |Φ|
(1+α/2)
ST
. We know that:
|u|(2+α)IT ≤
n∑
k=1
|u|(2+α)I×(k−1,k) + |u|
(2+α)
I×(n,T ). (2.13)
We use the fact that |u(., j)|(2+α)I ≤ |u|
(2+α)
I×(j−1,j), j ∈ N, and 1 ≤ j ≤ n, we first compute
for c = c(ε, α) given in Case 1:
|u|(2+α)I×(n,T ) ≤
n+1∑
i=1
ciF + cn+1|φ|(2+α)I
≤ (n+ 1)cn+1
(
F + |φ|(2+α)I
)
,
where for the last line, we have used the fact that c > 1. The other terms of (2.13) can
be estimated in a similar way. Since n+ 1 ≤ T + 1, the estimate (2.12) directly follows.
We now present the solvability in Sobolev spaces. Recall the norm of fractional Sobolev
spaces. If f ∈W sp (a, b), s > 0 and 1 < p <∞, then
‖f‖W sp (a,b) = ‖f‖W [s]p (a,b) +
(∫ b
a
∫ b
a
|f ([s])(x) − f ([s])(y)|p
|x− y|1+(s−[s])p
)1/p
. (2.14)
Theorem 2.3 (Solvability in Sobolev spaces, [27, Theorem 9.1])
Let p > 1, ε > 0 and T > 0. For any f ∈ Lp(IT ),
φ ∈W 2−2/pp (I) and Φ ∈W 1−1/2pp (ST ), (2.15)
with p 6= 3/2 (p = 3/2 is called the singular index) satisfying in the case p > 3/2
the compatibility condition of order zero (see (2.9)), there exists a unique solution u ∈
W 2,1p (IT ) of (2.1) satisfying the following estimate:
‖u‖W 2,1p (IT ) ≤ c
(
‖f‖p,IT + ‖φ‖W 2−2/pp (I) + ‖Φ‖W 1−1/2pp (ST )
)
, (2.16)
for some c = c(ε, p, T ) > 0.
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Remark 2.4 (Neumann conditions)
An analogous theorem of Theorem 2.3 is valid for problem (2.1), but with Neumann
boundary conditions
ux = 0 on ST .
The singular index in this case will be p = 3, see [27, Chapter 4, Section 10].
Remark 2.5 We recall that there exists a constant c = c(p, T ) > 0 such that if ϕ ∈
W 2,1p (IT ), ϕ|I×{0} = φ and ϕ|ST
= Φ, then
‖φ‖
W
2−2/p
p (I×{0})
+ ‖Φ‖
W
1−1/2p
p (ST )
≤ c‖ϕ‖
W 2,1p (IT )
.
Remark 2.6 (The sense of the compatibility condition stated in Theorem 2.3)
Remark that in the case p > 3/2, the two functions φ and Φ presented in (2.15) are
continuous up to the boundary, i.e. φ ∈ C(Ī) and Φ ∈ C(ST ). This is due to the fact
that we have
s = 1 − 1/2p > 2/3 and s′ = 2 − 2/p > 2/3,
hence
sp > n and s′p > n,
where n = 1 is the space dimension. In this case the fractional Sobolev embedding [1]
gives the result, and a sense of the compatibility condition stated in Theorem 2.3 is then
given.
For a better understanding of the spaces stated in the above two theorems, especially
fractional Sobolev spaces, we send the reader to [1] or [27]. The dependence of the
constant c of Theorem 2.3 on the variable T will be of notable importance and this what
is emphasized by the next lemma.
Lemma 2.7 (The constant c given by (2.16): case φ = 0 and Φ = 0)
Under the same hypothesis of Theorem 2.3, with
φ = 0 and Φ = 0,
the estimate (2.16) can be written as:
‖u‖p,IT
T
+
‖ux‖p,IT√
T
+ ‖uxx‖p,IT + ‖ut‖p,IT ≤ c‖f‖p,IT , (2.17)
where c = c(ε, p) > 0 is a positive constant depending only on p and ε.
The proof of this lemma will be done in Appendix A. Moreover, We will frequently make
use of the following two lemmas also depicted from [27].
Lemma 2.8 (Sobolev embedding in Hölder spaces, [27, Lemma 3.3])
(i) (Case p > 3). For any function u ∈W 2,1p (IT ), if α = 1 − 3/p > 0, i.e. p > 3, then
u ∈ C1+α, 1+α2 (IT ), and |u|(1+α)IT ≤ c‖u‖W 2,1p (IT ), c = c(p, T ) > 0. (2.18)
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However, in terms of ux, we have that ux ∈ Cα,α/2(IT ) satisfying the following estimates:
‖ux‖∞,IT ≤ c
{
δα(‖ut‖p,IT + ‖uxx‖p,IT ) + δα−2‖u‖p,IT
}
, c = c(p) > 0, (2.19)
and
〈ux〉(α)IT ≤ c
{
‖ut‖p,IT + ‖uxx‖p,IT +
1
δ2
‖u‖p,IT
}
, c = c(p) > 0. (2.20)
(ii) (Case p > 3/2). If u ∈ W 2,1p (IT ) with p > 3/2, then u ∈ C(IT ), and we have the
following estimate:
‖u‖∞,IT ≤ c
{
δ2−3/p(‖ut‖p,IT + ‖uxx‖p,IT ) + δ−3/p‖u‖p,IT
}
, c = c(p) > 0. (2.21)
In both cases δ = min{1/2,
√
T}.
Lemma 2.9 (Trace of functions in W 2,1p (IT ), [27, Lemma 3.4])
If u ∈W 2,1p (IT ), p > 1, then for 2r + s < 2 − 2/p, we have
DrtD
s
xu
∣∣
t=0
∈W 2−2r−s−2/pp (I) (2.22)
and
‖u‖
W
2−2r−s−2/p
p (I)
≤ c(T )‖u‖W 2,1p (IT ). (2.23)
In addition, for 2r + s < 2 − 1/p, we have
DrtD
s
xu
∣∣
ST
∈W 1−r−s/2−1/2pp (ST ) (2.24)
and
‖u‖
W
1−r−s/2−1/2p
p (ST )
≤ c(T )‖u‖
W 2,1p (IT )
. (2.25)
A useful technical lemma will now be presented. The proof of this lemma will be done
in Appendix A.
Lemma 2.10 (L∞ control of the spatial derivative)
Let p > 3 and let 0 < T ≤ 1/4 (this condition is taken for simplification). Then for
every u ∈W 2,1p (IT ) with
u = 0 on ∂p(IT )
in the trace sense (see Lemma (2.9)), there exists a constant c(T, p) > 0 such that
‖ux‖∞,IT ≤ c(T, p)‖u‖W 2,1p (IT ), (2.26)
with
c(T, p) = c(p)T
p−3
2p → 0 as T → 0. (2.27)
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2.2 BMO theory for parabolic equation
A very useful tool in this paper is the limit case of the Lp theory, 1 < p < ∞, for
parabolic equations, which is the BMO theory. Roughly speaking, if the function f
appearing in (2.1) is in Lp for some 1 < p < ∞, then we expect our solution u to have
ut and uxx also in L
p. This is no longer valid in the limit case, i.e. when p = ∞. In
this case, it is shown that the solution u of the parabolic equation have ut and uxx in
the parabolic/anisotropic BMO space (bounded mean oscillation) that is convenient to
give its definition here.
Definition 2.11 (Parabolic/Anisotropic BMO spaces)
A function u ∈ L1loc(IT ) is said to be of bounded mean oscillation, u ∈ BMO(IT ), if the
quantity
sup
Qr⊂IT
(
1
|Qr|
∫
Qr
|u−mQr(u)|
)
is finite. Here the supremum is taken over all parabolic lower cylinders Qr (see the
beginning of Section 2 for the notation).
Remark 2.12 The parabolic BMO(IT ) space, which will be refereed, for simplicity, as
the BMO(IT ) space, and sometimes, where there is no confusion, as BMO space, is a
Banach space equipped with the norm,
‖u‖BMO(IT ) = sup
Qr⊂IT
(
1
|Qr|
∫
Qr
|u−mQr(u)|
)
. (2.28)
We move now to the two main theorems of this subsection; the BMO theory for parabolic
equations, and the Kozono-Taniuchi parabolic type inequality. To be more precise, we
have the following:
Theorem 2.13 (BMO theory for parabolic equations)
Consider the following Cauchy problem:
{
ut = εuxx + f on R × (0, T ),
u(x, 0) = 0.
(2.29)
If f ∈ L∞(R × (0, T )) and f is a 2I-periodic function in space, i.e.
f(x+ 2, t) = f(x, t),
then there exists a unique solution u ∈ BMO(R × (0, T )) of (2.29) with
ut, uxx ∈ BMO(R × (0, T )).
Moreover, there exists c > 0 independent of T such that:
‖ut‖BMO(R×(0,T )) + ‖uxx‖BMO(R×(0,T )) ≤ c
[
‖f‖BMO(R×(0,T )) +m2I×(0,T )(|f |)
]
. (2.30)
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The proof of this theorem will be presented in Appendix B. The next theorem shows an
estimate concerning parabolic BMO spaces. This estimate, which will play an essential
role in our later analysis, is a sort of control of the L∞ norm of a given function by
its BMO norm and the logarithm of its norm in a certain Sobolev space. It can also
be considered as the parabolic version on a bounded domain IT of the Kozono-Taniuchi
inequality (see [26]) that we recall here.
Theorem 2.14 (The Kozono-Taniuchi inequality in the elliptic case, [26, The-
orem 1])
Let 1 < p <∞ and let s > n/p. There is a constant C = C(n, p, s) such that the estimate
‖f‖∞,Rn ≤ C
(
1 + ‖f‖BMO(Rn)
(
1 + log+ ‖f‖W sp (Rn)
))
(2.31)
holds for all f ∈W sp (Rn).
Remark 2.15 It is worth mentioning that the BMO norm appearing in (2.31) is the
elliptic BMO norm, i.e. the one where the supremum is taken over ordinary balls
Br(X0) = {X ∈ Rn; |X −X0| < r}.
The original type of the logarithmic Sobolev inequality was found in [5, 6] (see also [18]),
where the authors investigated the relation between L∞, W kr and W
s
p and proved that
there holds the embedding
‖u‖L∞(Rn) ≤ C
(
1 + log
r−1
r
(
1 + ‖u‖W sp (Rn)
))
, sp > n
provided ‖u‖W kr ≤ 1 for kr = n. This estimate was applied to prove existence of global
solutions to the nonlinear Schrödinger equation (see [5, 23]). Similar embedding for
vector functions u with div u = 0 was investigated in [3],
‖∇u‖L∞(Rn) ≤ C
(
1 + ‖rot u‖L∞(Rn)
(
1 + log+ ‖u‖W s+1p (Rn)
)
+ ‖rot u‖L2(Rn)
)
, (2.32)
with sp > n, where they made use of this estimate to give a blow-up criterion of solu-
tions to the Euler equations. Estimate (2.31) is an improvement of (2.32) where a sharp
version of (2.31) can be found in [34].
In our work, we need to have an estimate similar to (2.31), but for the parabolic
BMO space and on the bounded domain IT . This will be essential, on one hand, to
show a suitable positive lower bound of κx (κ given by Theorem 1.1), and on the other
hand, to show the long time existence of our solution. Indeed, there is a similar inequality
and this is what will be illustrated by the next theorem.
Theorem 2.16 (A Kozono-Taniuchi parabolic type inequality)
Let v ∈ L∞(IT ) ∩ W 2,12 (IT ), then there exists a constant c = c(T ) > 0 such that the
estimate
‖v‖∞,IT ≤ c‖v‖BMO(IT )
(
1 + log+ ‖v‖
W 2,12 (IT )
+ log+ ‖v‖BMO(IT )
)
, (2.33)
holds, with
‖v‖BMO(IT ) = ‖v‖BMO(IT ) + ‖v‖1,IT .
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This inequality is first shown over Rx × Rt, then it is deduced over IT (for a sketch of
the proof, see Appendix B).
3 A comparison principle
Proposition 3.1 (A comparison principle for system (1.1))
Let
(ρ, κ) ∈
(
C3+α,
3+α
2
(
IT
) )2
, for some 0 < α < 1,
be a solution of (1.1), (1.2) and (1.3) with κx > 0. Suppose that
|ρxxx| ≤ c̃ on IT , (3.1)
for some constant c̃ > 0. Suppose furthermore that:
α0 = min
I
(κ0x − |ρ0x|) > 0. (3.2)
Then there exists a continuous non-increasing function γ(t) > 0 such that:
κx(x, t) ≥
√
γ2(t) + ρ2x(x, t) over IT . (3.3)
Moreover γ satisfies γ(t) ≥ γ(0)e−(ec+c)t for some constants (independent of T ): γ(0) > 0
only depending on α0, and c > 0 only depending on ε and τ .
Proof. Throughout the proof, we will extensively use the following notation:
Ga(y) =
√
a2 + y2 a, y ∈ R. (3.4)
Without loss of generality (up to a change of variables in (x, t) and a re-definition of τ),
assume in the proof that
I = (−1, 1).
Define the quantity M by:
M(x, t) = κx(x, t) −Gγ(t)(ρx(x, t)), (x, t) ∈ IT , (3.5)
γ(t) > 0 is a function to be determined. The proof could be divided into five steps.
Step 1. (Partial differential inequality satisfied by M)
We do the following computations in IT :
Mt = κxt −G
′
γ(ρx)ρxt −
γγ
′
√
γ2 + ρ2x
, (3.6)
Mx = κxx −G
′
γ(ρx)ρxx, Mxx = κxxx −G
′′
γ(ρx)ρ
2
xx −G
′
γ(ρx)ρxxx, (3.7)
and from (1.1) we deduce that



κxt = εκxxx +
ρ2xx
κx
+
ρxρxxx
κx
− ρxρxxκxx
κ2x
− τρxx,
ρxt = (1 + ε)ρxxx − τκxx.
(3.8)
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We set
Γ =
γγ
′
√
γ2 + ρ2x
.
From (3.6), (3.7) and (3.8), we get:
Mt = ε(κxxx −G
′
γ(ρx)ρxxx) +
(
ρ2xx
κx
− ρxρxxκxx
κ2x
)
+
(
ρxρxxx
κx
−G′γ(ρx)ρxxx
)
− τ(ρxx −G
′
γ(ρx)κxx) − Γ
= ε(Mxx +G
′′
γ(ρx)ρ
2
xx) +
(
ρ2xx
κx
− ρxρxx
κ2x
Mx −
ρxρ
2
xxG
′
γ(ρx)
κ2x
)
−ρxxxG
′
γ(ρx)
κx
M − τ(ρxx −G
′
γ(ρx)κxx) − Γ,
where we have used in the last line that G
′
γ(y)Gγ(y) = y. Define the function Fγ by:
Fγ(y) = y − γ arctan(y/γ),
we note that F
′
γ = (G
′
γ)
2 and hence we have:
Mt = εMxx + εG
′′
γ(ρx)ρ
2
xx −
ρxρxx
κ2x
Mx +
ρ2xx
κ2x
[M +Gγ(ρx) −G
′
γ(ρx)ρx]
−
ρxxxG
′
γ(ρx)
κx
M − τ [F ′γ(ρx)ρxx + (1 − F
′
γ(ρx))ρxx −G
′
γ(ρx)κxx] − Γ
= εMxx + εG
′′
γ(ρx)ρ
2
xx −
ρxρxx
κ2x
Mx +
ρ2xx
κ2x
M +
ρ2xx
κ2x
(Gγ(ρx) −G
′
γ(ρx)ρx)
−
ρxxxG
′
γ(ρx)
κx
M + τG
′
γ(ρx)Mx − τ(1 − F
′
γ(ρx))ρxx − Γ,
therefore
Mt = εMxx +
(
τG
′
γ(ρx) −
ρxρxx
κ2x
)
Mx +
(
ρ2xx
κ2x
− ρxxxG
′
γ(ρx)
κx
)
M
+ εG
′′
γ(ρx)ρ
2
xx +
ρ2xx
κ2x
[Gγ(ρx) −G
′
γ(ρx)ρx] − τ(1 − F
′
γ(ρx))ρxx − Γ.
(3.9)
We notice that
G
′′
γ(y) =
γ2
(γ2 + y2)3/2
and 1 − F ′γ(y) =
γ2
γ2 + y2
.
Using Young’s inequality 2ab ≤ a2 + b2, we have:
τγ2|ρxx|
γ2 + ρ2x
≤ εγ
2ρ2xx
(γ2 + ρ2x)
3/2
+
γ2τ2
4ε
√
γ2 + ρ2x
. (3.10)
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Plugging (3.10) into (3.9), we get:
Mt ≥ εMxx +
(
τG
′
γ(ρx) −
ρxρxx
κ2x
)
Mx
+
(
ρ2xx
κ2x
−
ρxxxG
′
γ(ρx)
κx
)
M − γ
2τ2
4ε
√
γ2 + ρ2x
− γγ
′
√
γ2 + ρ2x
.
(3.11)
Step 2. (The boundary conditions for M)
The boundary conditions (1.3), and the PDEs of system (1.1) imply the following equal-
ities on the boundary (using the smoothness of the solution up to the boundary),



εκxx +
ρxρxx
κx
− τρx = 0 on ∂I × [0, T ]
(1 + ε)ρxx − τκx = 0 on ∂I × [0, T ].
(3.12)
In particular (3.12) implies
Mx = −
τ
1 + ε
G
′
γ(ρx)M on ∂I × [0, T ]. (3.13)
To deal with the boundary condition (3.13), we now introduce the following change of
unknown function:
M(x, t) = cosh(βx)M(x, t), (x, t) ∈ IT . (3.14)
We calculate M on the boundary of I to get:
Mx =
(
β tanh(βx) − τ
1 + ε
G
′
γ(ρx)
)
M on ∂I × [0, T ]. (3.15)
We claim that it is impossible for M to have a positive minimum at the boundary of I.
Indeed we have
M has a positive minimum at x = 1 ⇒ Mx ≤ 0;
M has a positive minimum at x = −1 ⇒ Mx ≥ 0.
Both cases violate the equation (3.15) in the case of the choice of β satisfying:
β tanhβ ≥ τ
1 + ε
, (3.16)
and hence the minimum of M is attained inside the interval I. We make the following
calculation inside IT .
Mt =
M t
cosh(βx)
, Mx =
1
cosh(βx)
Mx −
β tanh(βx)
cosh(βx)
M,
Mxx =
1
cosh(βx)
Mxx −
2β tanh(βx)
cosh(βx)
Mx +
β2(2 tanh2(βx) − 1)
cosh(βx)
M.
15
Using the previous identities into (3.11), we obtain:
M t ≥ εMxx +
[
τG
′
γ(ρx) −
ρxρxx
κ2x
− 2βε tanh(βx)
]
Mx −
cosh(βx)γ2τ2
4ε
√
γ2 + ρ2x
− cosh(βx)γγ
′
√
γ2 + ρ2x
+
[
ρ2xx
κ2x
− ρxxxG
′
γ(ρx)
κx
− β tanh(βx)
(
τG
′
γ(ρx) −
ρxρxx
κ2x
)
+ εβ2(2 tanh2(βx) − 1)
]
M.
(3.17)
Step 3. (The inequality satisfied by the minimum of M)
Let
m(t) = min
x∈I
M (x, t).
Since the minimum is attained inside I, and since M is regular, there exists x0(t) ∈ I
such that m(t) = M(x0(t), t). We remark that we have:
Mx(x0(t), t) = 0, and Mxx(x0(t), t) ≥ 0,
and hence we write down the equation satisfied by m, we get (indeed in the viscosity
sense):
mt ≥
R︷ ︸︸ ︷(
ρ2xx
κ2x
−
ρxxxG
′
γ(ρx)
κx
− β tanh(βx)
(
τG
′
γ(ρx) −
ρxρxx
κ2x
)
+ εβ2(2 tanh2(βx) − 1)
)
m
− cosh(βx)γ
2τ2
4ε
√
γ2 + ρ2x
− cosh(βx)γγ
′
√
γ2 + ρ2x
at x = x0(t).
(3.18)
Step 4. (Estimate of the term R)
We turn our attention now to the term R from (3.18). By Young’s inequality 2ab ≤
a2 + b2, we have:
βτ tanh(βx)G
′
γ(ρx) ≤ 2εβ2 tanh2(βx) +
τ2
8ε
(G
′
γ(ρx))
2, (3.19)
therefore the term R satisfies:
R ≥ ρ
2
xx
κ2x
+ β tanh(βx)
ρxρxx
κ2x
−
ρxxxG
′
γ(ρx)
κx
− τ
2
8ε
(G
′
γ(ρx))
2 − εβ2. (3.20)
Moreover, using again the identity ab ≥ −a22 − b
2
2 , we get
β tanh(βx)
ρxρxx
κ2x
=
(√
2ρxx
κx
)(
β tanh(βx)√
2
ρx
κx
)
≥ −ρ
2
xx
κ2x
− β
2 tanh2(βx)
4
ρ2x
κ2x
,
and hence (3.20) implies
R ≥ −
ρxxxG
′
γ(ρx)
κx
− β
2 tanh2(βx)
4
ρ2x
κ2x
− τ
2
8ε
(G
′
γ(ρx))
2 − εβ2. (3.21)
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By the hypothesis (3.2), for all β ∈ R, there exists a unique η = η(β) > 0 satisfying:
η2 = min
x∈I
[cosh(βx)(κ0x(x) −
√
(ρ0x(x))
2 + η2)]. (3.22)
Define
α1 = γ(0) = η(β), where β satisfies (3.16). (3.23)
From (3.22), we know that
m(0) = α21 > 0,
and the continuity of m preserves its positivity at least for short time. Then, as long as
m is positive, we have
κx ≥
√
γ2 + ρ2x. (3.24)
By using (3.24), (3.1), and the basic identities
| tanh(x)| ≤ 1 and |G′γ | ≤ 1,
inequality (3.21) implies:
R ≥ − |ρxxx|√
γ2 + ρ2x
− β
2
4
− τ
2
8ε
− εβ2
≥ − c̃√
γ2 + ρ2x
− β
2
4
− τ
2
8ε
− εβ2
≥ − c̃√
γ2 + ρ2x
− c1, (3.25)
where
c1 =
β2
4
+
τ2
8ε
+ εβ2.
Step 5. (The choice of γ and conclusion)
When γ
′ ≤ 0, we deduce from (3.18) and (3.25) that
mt ≥ −
(
c̃√
γ2 + ρ2x
+ c1
)
m−
(
τ2 cosh β
4ε
)
γ2√
γ2 + ρ2x
− γγ
′
√
γ2 + ρ2x
. (3.26)
We remind the reader that ρx appearing in the previous inequality have the following
form:
ρx = ρx(x0(t), t),
where
m(t) = M (x0(t), t), x0(t) ∈ I. (3.27)
Two cases can be considered:
Case A: m = γ2 smooth.
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Assume first that γ is C1 (which is not the case in general). Then we plug the function
m = γ2 in (3.26) to deduce when γ
′ ≤ 0:
(
2 +
1√
γ2 + ρ2x
)
γγ
′ ≥ −
(
c̃√
γ2 + ρ2x
+ c1
)
γ2 − c2
γ2√
γ2 + ρ2x
(3.28)
with
c2 =
τ2 cosh β
4ε
.
Let
c∗ = max(c1, c2), (3.29)
inequality (3.28) implies:
γγ
′ ≥ −
[
c̃+ c∗(1 +
√
γ2 + ρ2x)
1 + 2
√
γ2 + ρ2x
]
γ2,
hence
γγ
′ ≥ −(c̃+ c∗)γ2. (3.30)
In other terms
mt ≥ −2(c̃+ c∗)m.
This directly implies that m(t) ≥ m(0)e−2(ec+c∗)t.
Case B: the general case.
Simply choose
γ(t) = α1e
−(ec+c∗)t, (3.31)
where c∗ is given by (3.29), and α1 is given by (3.23). We claim that γ
2 is a sub-solution
of (3.26). Indeed, the function γ given by (3.31) is constructed in such a way that γ2 is a
sub-solution of (3.26). To see this, we remark that γ solves the equality that corresponds
to the inequality (3.30) and therefore it solves (3.30) with the reverse inequality. Hence,
coming back from (3.30), we can see that γ2 is a sub-solution of (3.26). Since
γ2(0) = α21 = m(0),
we deduce that
m(t) ≥ γ2(t). (3.32)
Finally, remark that
α21 ≥ min(κ0x −
√
(ρ0x)
2 + α21) ≥ min(κ0x − ρ0x − α1) ≥ α0 − α1,
i.e. α21 + α1 ≥ α0. If α1 ≤ 1, then 2α21 ≥ α0, therefore in general
α1 ≥ min
(
1,
√
α0
2
)
=: α2. (3.33)
Inequality (3.32) implies in particular that we have
κx ≥
√
ρ2x + γ
2(t).
Finally, this result is still true with γ(0) = α1 = α2. 2
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4 Short time existence, uniqueness, and regularity
In this section, we will prove a result of short time existence, uniqueness and regularity
of a solution of problem (1.1), (1.2) and (1.3). This could be done in two steps. At the
first step, we show a short time existence and uniqueness result of a truncated system of
equations that will be specified later. At the second step, we show an improved regularity
of this solution by a bootstrap argument.
4.1 Short-time existence and uniqueness of a truncated system
Fix a time T0 > 0. Consider the following system defined on I × (T0, T0 + T ) by:



κt = εκxx +
ρxxT2M0(ρx)
(γ0/2) + (κx − γ0/2)+
− τρx in I × (T0, T0 + T )
ρt = (1 + ε)ρxx − τκx in I × (T0, T0 + T ),
(4.1)
with M0 > 0 and γ0 > 0 are two positive constants. Here, the function Ta(x), x ∈ R and
a > 0, is called a truncation function and is given by:
Ta(x) =



a if x ≥ a
x if |x| < a
− a if x ≤ −a.
(4.2)
The initial conditions are:
{
ρ(x, T0) = ρ
T0(x) in I × {t = T0}
κ(x, T0) = κ
T0(x) in I × {t = T0},
(4.3)
and the boundary conditions:
{
ρ(0, t) = ρ(1, t) = 0 for T0 ≤ t ≤ T0 + T
κ(0, t) = 0 and κ(1, t) = 1 for T0 ≤ t ≤ T0 + T.
(4.4)
Remark 4.1 (The terms p and α)
In all what follows, and unless otherwise precised, the term p is a fixed positive real
number such that
p > 3,
and the term 0 < α < 1 is a fixed real number that is related to p by the following relation
α = 1 − 3/p.
We write down our next proposition:
Proposition 4.2 (Short time existence and uniqueness)
Let p > 3, and T0 ≥ 0. Let
ρT0 , κT0 ∈ C∞(Ī × {T0}), α = 1 − 3/p, (4.5)
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be two given functions such that:
{
ρT0(0) = ρT0(1) = 0
κT0(0) = 0 and κT0(1) = 1,
(4.6)
κT0x ≥ γ0 on I × {t = T0}, (4.7)
and
‖(DsxρT0 ,DsxκT0)‖∞,I ≤M0 on I × {t = T0}, s = 1, 2, (4.8)
where γ0 > 0 and M0 > 0 are two given positive real numbers. Then there exists
T = T (M0, γ0, ε, τ, p) > 0,
such that the system (4.1), (4.3) and (4.4) admits a unique solution
(ρ, κ) ∈ (W 2,1p (I × (T0, T0 + T )))2.
Moreover, this solution satisfies
κx ≥ γ0/2 on Ī × [T0, T0 + T ], (4.9)
and
|ρx| ≤ 2M0 on Ī × [T0, T0 + T ]. (4.10)
Remark 4.3 Remark that the regularity (4.5) of the initial conditions that we have
considered is somehow strange and not natural for a result of existence in the Sobolev
space W 2,1p . In fact, the regularity (4.5), which is natural in connection with the main
theorem of this paper (see Theorem 1.1), was just taken for the simplification of the
forthcoming announcements of our results.
Remark 4.4 It is worth noticing that (4.6) justifies the compatibility of zero order with
the boundary conditions (4.4) (see (2.9)).
Proof of Proposition (4.2). Let
IT0,T = I × (T0, T0 + T ) and Y = W 2,1p (IT0,T ).
We will prove the existence and uniqueness for T small enough using a fixed point
argument. Define the application Ψ by:
Ψ : Y 2 7−→ Y 2
(ρ̂, κ̂) 7−→ Ψ(ρ̂, κ̂) = (ρ, κ), (4.11)
where (ρ, κ) is a solution of the following system:



κt = εκxx +
ρxxT2M0(ρ̂x)
(γ0/2) + (κ̂x − γ0/2)+
− τ ρ̂x in IT0,T ,
ρt = (1 + ε)ρxx − τ κ̂x in IT0,T ,
(4.12)
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with the same initial and boundary conditions given by (4.3) and (4.4) respectively.
Recall that ρT0 and κT0 verify (4.6). Hence we deduce from Theorem 2.3 (using on one
hand, the fact that the source terms of both equations of (4.12) are in Lp(IT0,T ); the fact
that ρT0 , κT0 ∈W 2−2/pp (I×{T0}) “this is a direct consequence of (4.5)”, and on the other
hand, the compatibility of the boundary conditions (see Remark 4.4)), the existence and
uniqueness of the solution (ρ, κ) ∈ Y 2 of (4.12), (4.3) and (4.4). We claim that Ψ is
a contraction map over some suitable closed subset of Y 2 for T small enough. Let us
clarify that the constant c that will frequently appear in the proof may vary from line to
line but always has the form:
c = c(ε, p, τ) > 0.
Assume we are searching for some T > 0 such that
0 < T < 1/4.
The proof is divided into three steps.
Step 1. (Defining the map Ψ over a suitable subset)
Let λ be any fixed constant. Define Dρλ and D
κ
λ as the two closed subsets of Y given by:
Dρλ = {u ∈ Y ; ‖ux‖p,IT0,T ≤ λ, u = ρ
T0 on ∂pIT0,T} (4.13)
and
Dκλ = {v ∈ Y ; ‖vx‖p,IT0,T ≤ λ, v = κ
T0 on ∂pIT0,T }. (4.14)
We will prove that Ψ is a well defined map over Dρλ×Dκλ into itself, at least for sufficiently
small time T . Let (ρ̂, κ̂) ∈ Dρλ ×Dκλ and let
Ψ(ρ̂, κ̂) = (ρ, κ).
We use system (4.12) to write down some estimates. Take
ρ̄(x, t) = ρ(x, t) − ρT0(x) and κ̄(x, t) = κ(x, t) − κT0(x). (4.15)
From (4.12), the equations satisfied by ρ̄ and κ̄ are:
{
ρ̄t = (1 + ε)ρ̄xx + (1 + ε)ρ
T0
xx − τ κ̂x on IT0,T ,
ρ̄ = 0 on ∂pIT0,T ,
(4.16)
and



κ̄t = εκ̄xx +
(ρ̄xx + ρ
T0
xx)T2M0(ρ̂x)
(γ0/2) + (κ̂x − γ0/2)+
+ εκT0xx − τ ρ̂x on IT0,T ,
κ̄ = 0 on ∂pIT0,T ,
(4.17)
respectively. We use equation (4.16) together with the estimate (2.17), we obtain
‖ρ̄x‖p,IT0,T ≤ c
√
T
(
‖ρT0xx‖p,IT0,T + ‖κ̂x‖p,IT0,T
)
≤ c
√
T
(
T 1/p‖ρT0xx‖p,I + λ
)
≤ cT 1/p (M0 + λ) ,
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and from (4.15), we deduce that
‖ρx‖p,IT0,T ≤ cT
1/p(λ+M0). (4.18)
Therefore, choosing T satisfying:
T ≤
(
λ
c(λ+M0)
)p
(4.19)
ensures that ‖ρx‖p,IT0,T ≤ λ and hence
ρ ∈ Dρλ.
In the same way, we use equation (4.17) with the estimate (2.17) to obtain
‖κ̄x‖p,IT0,T ≤ c
√
T
[
4M0
γ0
‖ρxx‖p,IT0,T + T
1/p‖κT0xx‖p,I + ‖ρ̂x‖p,IT0,T
]
≤ c
√
T
[
4M0
γ0
(
T 1/pM0 + λ
)
+ T 1/pM0 + λ
]
≤ cT 1/p
[
4M0
γ0
(M0 + λ) +M0 + λ
]
≤ cT 1/p (M0 + λ)
(
4M0
γ0
+ 1
)
, (4.20)
where we have used again, passing from the first to the second line, the equation (4.16)
together with the estimate (2.17). Precisely, we have used that:
‖ρ̄xx‖p,IT0,T ≤ c
(
T 1/pM0 + λ
)
.
From (4.20) and (4.15), we deduce that
‖κx‖p,IT0,T ≤ cT
1/p (M0 + λ)
(
4M0
γ0
+ 1
)
. (4.21)
In this case, choosing
T ≤

 λ
c (M0 + λ)
(
4M0
γ0
+ 1
)


p
(4.22)
ensures that ‖κx‖p,IT0,T ≤ λ and hence
κ ∈ Dκλ.
From (4.19) and (4.22), we deduce that for sufficiently small time T , the map Ψ is a well
defined map from Dρλ ×Dκλ into itself.
Step 2. (Ψ is a contraction map)
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Let
Ψ(ρ̂, κ̂) = (ρ, κ) and Ψ(ρ̂′, κ̂′) = (ρ′, κ′).
The couple (ρ− ρ′, κ− κ′) is the solution of the following system:



(κ− κ′)t = ε(κ− κ′)xx +
ρxxT2M0(ρ̂x)
(γ0/2) + (κ̂x − γ0/2)+
− ρ
′
xxT2M0(ρ̂
′
x)
(γ0/2) + (κ̂′x − γ0/2)+
− τ(ρ̂− ρ̂′)x in IT0,T
(ρ− ρ′)t = (1 + ε)(ρ− ρ′)xx − τ(κ̂− κ̂′)x in IT0,T ,
(4.23)
with
(ρ− ρ′, κ− κ′) = (0, 0) on ∂pIT0,T . (4.24)
Step 2.1. From the second equation of (4.23), and (2.17), we have:
‖ρ− ρ′‖Y ≤ c‖(κ̂ − κ̂′)x‖p,IT0,T . (4.25)
By the boundary conditions (4.24) and the Lp parabolic estimate (2.17), we deduce that
for some c > 0, we have:
‖(κ̂− κ̂′)x‖p,IT0,T ≤ c
√
T‖(κ̂ − κ̂′)t − (κ̂− κ̂′)xx‖p,IT0,T ≤ c
√
T‖κ̂− κ̂′‖Y . (4.26)
Therefore from (4.25),
‖ρ− ρ′‖Y ≤ c
√
T‖κ̂− κ̂′‖Y , (4.27)
Step 2.2. Let F be the function given by:
F =
ρxxT2M0(ρ̂x)
(γ0/2) + (κ̂x − γ0/2)+
− ρ
′
xxT2M0(ρ̂
′
x)
(γ0/2) + (κ̂′x − γ0/2)+
− τ(ρ̂− ρ̂′)x. (4.28)
From the first equation of (4.23) and using (2.17), we get
‖κ− κ′‖Y ≤ c‖F‖p,IT0,T , (4.29)
The function F can be rewritten as follows:
F + τ(ρ̂− ρ̂′)x =
A1︷ ︸︸ ︷
T2M0(ρ̂x)
(γ0/2) + (κ̂x − γ0/2)+
(ρxx − ρ′xx) +
A2︷ ︸︸ ︷
ρ′xx(T2M0(ρ̂x) − T2M0(ρ̂′x))
(γ0/2) + (κ̂x − γ0/2)+
+
A3︷ ︸︸ ︷
ρ′xxT2M0(ρ̂
′
x)
(
1
(γ0/2) + (κ̂x − γ0/2)+
− 1
(γ0/2) + (κ̂′x − γ0/2)+
)
.
(4.30)
We are going to use the system (4.23), (4.24) together with the inequality (2.17) in order
to estimate each term of (4.30). First, from (4.27), we have:
‖A1‖p,IT0,T ≤ 4
M0
γ0
‖(ρ− ρ′)xx‖p,IT0,T
≤ cM0
γ0
√
T‖κ̂− κ̂′‖Y . (4.31)
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For the term A2, we proceed as follows. We apply the L
∞ control of the spatial derivative
(see Lemma 2.10) to the function ρ̂− ρ̂′, we get:
‖(ρ̂− ρ̂′)x‖∞,IT0,T ≤ cT
p−3
2p ‖ρ̂− ρ̂′‖Y . (4.32)
For the term ρ′xx, we first remark that if we let ρ̄
′ = ρ′−ρT0, this function satisfies (4.16)
with κ̂x replaced by κ̂
′
x, and hence we deduce that
‖ρ′xx‖p,IT0,T ≤ c(M0 + λ). (4.33)
From (4.32) and (4.33), we deduce that
‖A2‖p,IT0,T ≤ c
(M0 + λ)
γ0
T
p−3
2p ‖ρ̂− ρ̂′‖Y . (4.34)
The term A3 could be treated in a similar way as the term A2, and we obtain the following
estimate:
‖A3‖p,IT0,T ≤ c
M0(λ+M0)
γ20
T
p−3
2p ‖κ̂− κ̂′‖Y . (4.35)
Also we have
‖(ρ̂− ρ̂′)x‖p,IT0,T ≤ c
√
T‖(ρ̂− ρ̂′)t − (ρ̂− ρ̂′)xx‖p,IT0,T ≤ c
√
T‖ρ̂− ρ̂′‖Y .
Step 2.3. From (4.27) in Step 2.1, and (4.29) in step 2.2, we finally get:
‖Ψ(ρ̂, κ̂) − Ψ(ρ̂′, κ̂′)‖Y 2 ≤ cT
p−3
2p
[
1 +
M0
γ0
+
M0 + λ
γ0
(
1 +
M0
γ0
)]
‖(ρ̂, κ̂) − (ρ̂′, κ̂′)‖Y 2 ,
and therefore, taking T satisfying:
T <

 1
c
(
1 + M0γ0
)(
1 + M0+λγ0
)


2p
p−3
, (4.36)
(4.19) and (4.22), we deduce that Ψ is a contraction from Dρλ ×Dκλ into itself.
Step 3. (Conclusion)
In order to terminate the proof, it remains to show (4.9) and (4.10), again for sufficiently
small time T . In fact, this will be done by controlling the modulus of continuity in time
of ρx and κx uniformly with respect to T . The time T that we will use in Step 3 is that
determined by (4.19), (4.22) and (4.36), ensuring existence and uniqueness. However,
additional conditions will be imposed on T so that the inequalities (4.9) and (4.10) are
valid on Q̄T .
Step 3.1. (Controlling the quantity ρx)
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Indeed, from estimate (2.20), we deduce that
〈ρ̄x〉(α)IT0,T ≤ c
(
‖ρ̄t‖p,IT0,T + ‖ρ̄xx‖p,IT0,T +
1
T
‖ρ̄‖p,IT0,T
)
≤ c(M0 + λ),
where for the last line we have used estimate (2.17) for equation (4.16). Hence we have
〈ρ̄x〉(α/2)t,IT0,T ≤ c(M0 + λ).
Call m1 = c(M0 + λ), and recall that ρ̄ = ρ− ρT0, we therefore obtain
〈ρx〉(α/2)t,IT0,T ≤ m1. (4.37)
From (2.8), (4.8), and (4.37), we deduce that for any (x, t) ∈ Q̄T , we have
|ρx(x, t)| ≤ m1Tα/2 +M0,
and then for
T ≤
(
M0
m1
)2/α
, (4.38)
we obtain
|ρx| ≤ 2M0, ∀(x, t) ∈ Q̄T .
Step 3.2. (Controlling the quantity κx)
We argue in a similar manner in order to control 〈κx〉(α/2)t,IT0,T . Again, using (4.17), (2.20)
and (2.17), we deduce that
〈κx〉(α/2)t,IT0,T ≤ m2, (4.39)
with
m2 = c (M0 + λ)
(
4M0
γ0
+ 1
)
.
Following the same arguments as above, we obtain that for
T ≤
(
γ0
2m2
)2/α
, (4.40)
we have
κx ≥ γ0/2, ∀(x, t) ∈ Q̄T .
By choosing T verifying (4.19), (4.22), (4.36), (4.38) and (4.40), we reach the end of the
proof. 2
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4.2 Regularity of the solution
This subsection is devoted to show that the solution of (4.1), (4.3) and (4.4) enjoys
more regularity than the one indicated in Proposition 4.2. This will be done using a
special bootstrap argument, together with the Hölder regularity of solutions of parabolic
equations.
Remark 4.5 (The computations of Proposition 3.1)
The following proposition shows that the solution of (4.1), (4.3) and (4.4) has the suffi-
cient regularity so that the calculation of the proof of the comparison principle (Proposi-
tion 3.1) can be done.
Proposition 4.6 (Regularity of the solution: bootstrap argument)
Under the same hypothesis of Proposition 4.2, let ρT0 and κT0 satisfy:
(1 + ε)ρT0xx = τκ
T0
x at ∂I, (4.41)
and
(1 + ε)κT0xx = τρ
T0
x at ∂I. (4.42)
Then the unique solution (ρ, κ) ∈ Y 2 given by Proposition 4.2, satisfying (4.9) and (4.10),
is in fact more regular. To be more precise, it satisfies:
ρ ∈ C3+α, 3+α2 (Ī × [T0, T0 + T ]), α = 1 − 3/p, (4.43)
and
κ ∈ C3+α, 3+α2 (Ī × [T0, T0 + T ]), α = 1 − 3/p, (4.44)
where T is the time given by Proposition 4.2. Moreover, we have:
(ρ, κ) ∈
(
C∞(I × (T0, T0 + T ))
)2
, (4.45)
precisely,
(ρ, κ) ∈
(
C∞[Ī × [T0 + δ, T0 + T ])
)2
, ∀ 0 < δ < T. (4.46)
Proof. Let us first indicate that since, from (4.9) and (4.10), κx ≥ γ0/2 and |ρx| ≤ 2M0,
then
T2M0(ρx) = ρx and (γ0/2) + (κx − γ0/2)+ = κx,
therefore the system (4.1) can be rewritten as:



κt = εκxx +
ρxρxx
κx
− τρx on I × (T0, T0 + T )
ρt = (1 + ε)ρxx − τκx on I × (T0, T0 + T ).
(4.47)
For the seek of simplicity, let us suppose that T0 = 0. We first write system (4.47) as a
two “separated” equations:



ρt = (1 + ε)ρxx − τκx on IT = I × (0, T )
ρ(x, 0) = ρ0(x) on I
ρ(x, t) = 0 x ∈ ∂I, t ∈ [0, T ].
(4.48)
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and 


κt = εκxx +
ρxρxx
κx
− τρx on IT
κ(x, 0) = κ0(x) on I
κ(0, t) = 0 and κ(1, t) = 1, t ∈ [0, T ],
(4.49)
where we set ρ0 = ρT0 and κ0 = κT0 . The proof could be divided into three steps.
Step 1. (The Hölder regularity of the solution)
Since κ ∈ W 2,1p (IT ), we use Lemma 2.8 to deduce that κx ∈ Cα,α/2(IT ). From the
boundary conditions of system (4.48) and form (4.41) we deduce the compatibility of
order 1 for the equation (4.48). Also, we have ρ0 ∈ C2+α(Ī). This altogether permits
using the solvability of (4.48) in Hölder spaces (see Theorem 2.1) to deduce that
ρ ∈ C2+α,1+α/2(IT ), α = 1 − 3/p, (4.50)
in particular, we have
ρ, ρt,ρx, ρxx ∈ Cα,α/2(IT ). (4.51)
From (4.51) and the fact that κx ≥ γ0/2, we deduce that the source term ρxρxxκx − τρx of
system (4.49) lies in Cα,α/2(IT ). We also have, from (4.9), (4.41) and (4.42), that:
εκ0xx +
ρ0xρ
0
xx
κ0x
− τρ0x
∣∣
∂I
= εκ0xx +
τρ0xκ
0
x
(1 + ε)κ0x
− τρ0x
∣∣
∂I
=
ε
1 + ε
(
(1 + ε)κ0xx − τρ0x
) ∣∣
∂I
= 0.
This, together with the constant boundary condition of system (4.49), ensures the com-
patibility of order 1, and hence we reuse Theorem 2.1 to deduce that
κ ∈ C2+α,1+α/2(IT ), α = 1 − 3/p. (4.52)
Step 2. (The increment of the Hölder regularity)
From (4.52), we see that the regularity of the source term of system (4.48) is increased.
In fact, now
κx ∈ C1+α,
1+α
2 (IT ), α = 1 − 3/p. (4.53)
However, in order to use the Hölder solvability for the system (4.48), in particular The-
orem 2.1, with this new obtained regularity of the source term (4.53), we just need to
check that the compatibility of the boundary conditions is not altered. Indeed, this is
the case since
0 < 1 + α < 2.
We also remark from (4.5) that ρ0 ∈ C2+(1+α)(Ī), and therefore, we can use Theorem
2.1 to deduce that
ρ ∈ C3+α, 3+α2 (IT ), (4.54)
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hence (4.43) is satisfied. Similarly, as in Step 1, (4.54) increases the regularity of the
source term of system (4.49) hence
ρxρxx
κx
− τρx ∈ C1+α,
1+α
2 (IT ).
Again the compatibility between the boundary conditions of system (4.49) is unchanged,
and from (4.5), we know that κ0 ∈ C2+(1+α)(Ī). Therefore, upon reusing Theorem 2.1,
we deduce that
κ ∈ C3+α, 3+α2 (IT ), (4.55)
hence (4.44) is satisfied and the proof is done.
Step 3. (The C∞ regularity)
At this point, we will show how to obtain more regularity of the solution (ρ, κ) away from
the initial data. Remark that if we want to follow similar arguments of what was done
in the previous two steps, we might think of increasing the regularity of ρ by using the
Hölder solvability, Theorem 2.1, and the fact that κx ∈ C2+α,
2+α
2 (IT ) (see (4.55) above).
In fact, this requires higher order compatibilty conditions that are not satisfied having
only (4.41) and (4.42). We send the reader to [27, Chapter 4, Section 5, page 319] for
the details of these compatibility conditions. To overcome this difficulty, we introduce
the following function. Let 0 < δ < T , define the test function ϕδ ∈ C∞[0, T ] by:
ϕδ(t) =



0 if 0 ≤ t ≤ δ/3
ϕδ(t) ∈ (0, 1) if δ/3 < t < 2δ/3
1 if 2δ/3 ≤ t ≤ T.
(4.56)
We introduce the quantities
ρ = ρϕδ and κ = κϕδ. (4.57)
We can easily check that these quantities satisfy two parabolic equations with the higher
order compatibility of the initial data are all satisfied. By the bootstrap argument (see
Steps 1, 2 above), we get:
(ρ, κ) ∈ C∞(IT ).
From (4.56) and (4.57), we deduce that
(ρ, κ) = (ρ, κ) on [2δ/3, T ],
hence the C∞ regularity (4.45) and (4.46) are both satisfied. 2.
5 Exponential bounds
In this section, we will give some exponential bounds of the solution given by Proposition
(4.2) and having the regularity shown by Proposition (4.6).
28
It is very important, throughout all this section, to precise our notation concerning
the constants that may certainly vary from line to line. Let us mention that a constant
depending on time will be denoted by c(T ). Those who do not depend on T will be
simply denoted by c. In all other cases, we will follow the changing of the constants in
a precise manner.
Proposition 5.1 (Exponential bound in time for ‖(ρx(., t), κx(., t))‖∞,I)
Let
(ρ, κ) ∈ C3+α, 3+α2 (Ī × [0,∞)) ∩ C∞(I × (0,∞)) ∩ C∞(Ī × [δ,∞)), ∀δ > 0,
be a long time solution of the following system:



κt = εκxx +
ρxρxx
κx
− τρx on I × (0,∞)
ρt = (1 + ε)ρxx − τκx on I × (0,∞),
(5.1)
with ρ(x, 0) = ρ0(x), κ(x, 0) = κ0(x), and the boundary conditions
ρ(0, .) = ρ(1, .) = 0 on ∂I × [0,∞), (5.2)
κ(0, .) = 0, κ(1, .) = 1 on ∂I × [0,∞). (5.3)
Suppose furthermore that
B =
ρx
κx
satisfies ‖B‖∞ < 1.
Then we have
‖(ρx(., t), κx(., t))‖∞,I ≤ cect, (5.4)
where
c = c
(
‖ρ0‖
W
2−2/p
p (I)
, ‖κ0‖
W
2−2/p
p (I)
)
≥ 1, p > 3.
Remark 5.2 (Improved exponential bound)
Concerning the exponential bound (5.4), we can even get
‖(ρx(., t), κx(., t))‖∞,I ≤ caect,
where a =
(
1 + ‖ρ0‖
W
2−2/p
p (I)
+ ‖κ0‖
W
2−2/p
p (I)
)
, and c > 0 is a fixed constant independent
of ‖ρ0‖
W
2−2/p
p (I)
and ‖κ0‖
W
2−2/p
p (I)
(see the final step of the following proof). However,
this result will not be used in that refined form.
Proof of Proposition 5.1. We use the special coupling of the system (5.1) to find our
a priori estimate. Roughly speaking, the fact that κx appears as a source term in the
second equation of system (5.1) permits, by the Lp theory for parabolic equations, to
have Lp bounds, in terms of ‖κx‖p,IT , on ρx and ρxx which in their turn appear in the
source terms of the first equation of (5.1) satisfied by κ. All this permits to deduce our
estimates. To be more precise, let T > 0 an arbitrarily fixed time.
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Step 1. (estimating κx in the L
p norm)
Let κ′ be the solution of the following equation:
{
κ′t = κ
′
xx on IT
κ′ = κ on ∂pIT .
(5.5)
As a solution of a parabolic equation, we use the Lp parabolic estimate (2.16) to the
function κ′ to deduce that:
‖κ′‖W 2,1p (IT ) ≤ c(T )
(
‖κ0‖
W
2−2/p
p (I)
+ 1
)
, (5.6)
where the term 1 comes from the value of κ′ = κ on ST . Take
κ̄ = κ− κ′ , (5.7)
then the system satisfied by κ̄ reads:



κ̄t = κ̄xx − (κ
′
t − εκ
′
xx) +
ρxρxx
κx
− τρx on IT
κ̄ = 0 on ∂pIT .
(5.8)
Using the special version (2.17) of the parabolic Lp estimate to the function κ̄, we obtain:
‖κ̄x‖p,IT ≤ c
√
T
(
‖κ′t‖p,IT + ‖κ
′
xx‖p,IT + ‖ρxx‖p,IT + ‖ρx‖p,IT
)
, (5.9)
where we have plugged into the constant c the terms ε, τ , p and ‖B‖∞. Combining (5.6),
(5.7) and (5.9), we get:
‖κx‖p,IT ≤ c(T )
(
‖κ0‖
W
2−2/p
p (I)
+ 1
)
+ c
√
T‖ρ‖
W 2,1p (IT )
. (5.10)
The term ‖ρ‖W 2,1p (IT ) appearing in the previous inequality is going to be estimated in
the next step.
Step 2. (estimating ρ in the W 2,1p norm)
As in Step 1, let ρ′, ρ̄ be the two function defined similarly as κ′, κ̄ respectively (see (5.5)
and (5.7)). ρ′ satisfies an inequality similar to (5.6) that reads:
‖ρ′‖W 2,1p (IT ) ≤ c(T )‖ρ
0‖
W
2−2/p
p (I)
. (5.11)
The term 1 disappered here because ρ′ = ρ = 0 on ST . We write the system satisfied by
ρ̄, we obtain:
{
ρ̄t = (1 + ε)ρ̄xx + ((1 + ε)ρ
′
xx − ρ
′
t) − τκx on IT
ρ̄(x, 0) = 0 on ∂pIT ,
(5.12)
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hence the following estimate on ρ̄, due to the special Lp interior estimate (2.17), holds:
‖ρ̄‖
W 2,1p (IT )
≤ c
(
‖ρ′t‖p,IT + ‖ρ′xx‖p,IT + ‖κx‖p,IT
)
. (5.13)
Again, we have plugged ε, τ and p into the constant c, and we have assumed that T ≤ 1.
Combining (5.11) and (5.13), we get in terms of ρ:
‖ρ‖
W 2,1p (IT )
≤ c(T )‖ρ0‖
W
2−2/p
p (I)
+ c‖κx‖p,IT . (5.14)
We will use this estimate in order to have a control on ‖κx‖p,IT for sufficently small time.
Step 3. (Estimate on a small time interval)
From (5.10) and (5.14), we deduce that:
‖κx‖p,IT ≤ c(T )
(
‖κ0‖
W
2−2/p
p (I)
+ ‖ρ0‖
W
2−2/p
p (I)
+ 1
)
+ c
√
T‖κx‖p,IT . (5.15)
Let us remind the reader that all constants c and c(T ) have been changing from line to
line. In fact, the important thing is whether they depend on T or not. Let
T ∗ =
1
2c2
, c is the constant appearing in (5.15),
we deduce, from (5.15), that
‖κx‖p,IT∗ ≤ c3
(
‖κ0‖
W
2−2/p
p (I)
+ ‖ρ0‖
W
2−2/p
p (I)
+ 1
)
,
where c3 = c3(T
∗) > 0 is a positive constant which depends on T ∗. Recall the special
coupling of system (5.1); the brief introduction in the beginning of the proof of this
proposition, and the above estimate, we can deduce that:
‖(ρ, κ)‖
W 2,1p (IT∗ )
≤ c4
(
‖κ0‖
W
2−2/p
p (I)
+ ‖ρ0‖
W
2−2/p
p (I)
+ 1
)
, (5.16)
with c4 = c4(T
∗) > 0 is also a positive constant depending on T ∗ but independent of the
initial data.
Step 4. (The exponential estimate by iteration)
Now we move to show the exponential bound. Set
f(t) = ‖(ρ, κ)‖W 2,1p (I×(t,t+T ∗)), h(t) = ‖(ρx, κx)‖∞,I×(t,t+T ∗),
and
g(t) = ‖κ(·, t)‖
W
2−2/p
p (I)
+ ‖ρ(·, t)‖
W
2−2/p
p (I)
. (5.17)
We have proved in Step 3, estimate (5.16), that
f(0) ≤ c4[g(0) + 1],
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and we know, from the Lemma 2.9 “trace of W 2,1p functions”, estimate (2.23), that
g(T ∗) ≤ c5f(0), c5 = c5(T ∗) > 0,
hence for λ = 1 + c4c5 > 1, we get:
g(T ∗) + 1 ≤ λ[g(0) + 1].
Therefore, for n ∈ N, n ≥ 1, by iteration we have:
g(nT ∗) + 1 ≤ λn[g(0) + 1],
and hence
f(nT ∗) ≤ c4λn[g(0) + 1]. (5.18)
From the Sobolev embedding in Hölder spaces, Lemma 2.8, estimate (2.19), we know
that
h(nT ∗) ≤ c6f(nT ∗), c6 = c6(T ∗) > 0. (5.19)
Combining (5.18) and (5.19), we obtain
h(nT ∗) ≤ c7λn[g(0) + 1], c7 = c4c6. (5.20)
Using the fact that
h(t) ≤ h(nT ∗) + h((n + 1)T ∗), if nT ∗ ≤ t ≤ (n+ 1)T ∗,
we deduce, from (5.20), that:
h(t) ≤ c8[g(0) + 1]ec9t,
where
c8 = (1 + λ)c7, c9 =
µ
T ∗
with µ = log λ.
Since
‖(ρx(., t), κx(., t))‖∞,I ≤ h(t),
the result easily follows. 2
Remark 5.3 (Exponential bound for |ρx|(α)I×(t,t+T ∗) and |κx|
(α)
I×(t,t+T ∗))
We remark that from the Sobolev embedding in Hölder spaces (see Lemma 2.9):
W 2,1p (IT ) →֒ C1+α,
1+α
2 (IT ), p > 3,
the previous result could be improved to an exponential bound of |ρx|(α)I×(t,t+T ∗) and
|κx|(α)I×(t,t+T ∗), namely:
|ρx|(α)I×(t,t+T ∗) ≤ cect and |κx|
(α)
I×(t,t+T ∗) ≤ cect, (5.21)
where c > 0 is a positive constant only depending on the initial conditions.
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Proposition 5.4 (Exponential bound in time for ‖ρxx(., t)‖∞,I)
Under the same hypothesis of Proposition 5.1, we have
‖ρxx(., t)‖∞,I ≤ cAect, t ≥ 0, (5.22)
where
A = 1 + ‖ρ0‖
W
2−2/p
p (I)
+ ‖κ0‖
W
2−2/p
p (I)
+ |ρ0|(2+α)I ,
and c > 0 is a fixed positive constant independent of the initial data.
Proof. Throughout the proof, we will omit, without loss of generality, the dependence
on ‖B‖∞. The ideas of the proof are somehow contained in the proof of the previous
proposition. In fact, we will not only show the exponential bound for the L∞ norm of
ρxx, but also for the C
α norm. The proof is done in two steps.
Step 1. (Estimating ρ in the C2+α,
2+α
2 norm)
We start by writing down the Hölder estimate (2.11) for the second equation of (5.1).
Indeed, since κx ∈ Cα,α/2(IT ), and since the compatibility conditions of order 1 are
satisfied, we have that:
|ρ|(2+α)IT ≤ c(T )
(
|κx|(α)IT + |ρ
0|(2+α)I
)
. (5.23)
We aim to control |κx|(α)IT for an arbitrarily fixed small time. Following the same argu-
ments of Steps 1 and 2 of Proposition 5.1, we get (for a sufficiently small time T ) an
estimate of ‖κ̄‖W 2,1p (IT ), similar to (5.15), that reads:
‖κ̄‖W 2,1p (IT ) ≤ c(T )
(
1 + ‖ρ0‖
W
2−2/p
p (I)
+ ‖κ0‖
W
2−2/p
p (I)
)
+ c‖κx‖p,IT , (5.24)
where κ̄ is given by (5.7). Using the Sobolev embedding in Hölder spaces, namely esti-
mates (2.19) and (2.20), together with the fact that κ̄ = 0 on the parabolic boundary
∂pIT , we get:
‖κ̄x‖∞,IT ≤ c
{
Tα/2(‖κ̄t‖p,IT + ‖κ̄xx‖p,IT ) + T
α
2
−1‖κ̄‖p,IT
}
≤ cT
p−3
2p ‖κ̄‖W 2,1p (IT ), (5.25)
and
〈κ̄x〉(α)IT ≤ c
{
‖κ̄t‖p,IT + ‖κ̄xx‖p,IT +
1
T
‖κ̄‖p,IT
}
≤ c‖κ̄‖
W 2,1p (IT )
, (5.26)
where p and α are always given by Remark 4.1. We notice that for the first equation
(5.25), we have used Lemma 2.10 (the ideas are contained in the proof of this lemma,
see Appendix A), while for the second one (5.26), we have applied estimate (2.17) for
the term ‖κ̄‖p,IT . Combining (5.25) and (5.26), we deduce (for T small enough) that:
|κ̄x|(α)IT ≤ c‖κ̄‖W 2,1p (IT ), c > 0 independent of T,
and hence, from (5.24) and the definition (5.7) of κ̄, we obtain:
|κx|(α)IT ≤ c(T )
(
1 + ‖ρ0‖
W
2−2/p
p (I)
+ ‖κ0‖
W
2−2/p
p (I)
)
+ c‖κx‖p,IT . (5.27)
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For the term where it interferes the κ′, we have used the following:
|κ′x|(α)IT ≤ c(T )‖κ
′‖W 2,1p (IT ) ≤ c(T )
(
‖κ0‖
W
2−2/p
p (I)
+ 1
)
.
Having in mind that the term ‖κx‖p,IT satisfies:
‖κx‖p,IT ≤ T 1/p|κx|
(α)
IT
,
inequality (5.27) can be written:
(
1 − cT 1/p
)
|κx|(α)IT ≤ c(T )
(
1 + ‖ρ0‖
W
2−2/p
p (I)
+ ‖κ0‖
W
2−2/p
p (I)
)
,
and hence for T ∗ small enough, namely
T ∗ =
1
2cp
,
we get
|κx|(α)IT∗ ≤ c10
(
1 + ‖ρ0‖
W
2−2/p
p (I)
+ ‖κ0‖
W
2−2/p
p (I)
)
, c10 = c10(T
∗) > 0. (5.28)
Plugging (5.28) into (5.23), we deduce that:
|ρ|(2+α)IT∗ ≤ c11
(
1 + ‖ρ0‖
W
2−2/p
p (I)
+ ‖κ0‖
W
2−2/p
p (I)
+ |ρ0|(2+α)I
)
, c11 = c11(T
∗) ≥ 1.
(5.29)
Here we consider c11 ≥ 1 for technical reasons.
Step 2. (The exponential estimate by iteration)
This is similar to Step 4 of Proposition 5.1. We first notice that the arguments presented
in that step can be adapted to get an exponential bound on the function g given by
(5.17). Indeed, we use (5.18) and the estimate of the traces of functions in Sobolev
spaces (see Lemma 2.9, estimate (2.23)), to deduce that, for every t ≥ 0:
g(t) ≤ c12[1 + g(0)]ec12t, (5.30)
with c12 ≥ 1 is a fixed positive constant independent of the initial conditions. Also here
c11 ≥ 1 is taken for technical reasons. Let
f̄(t) = |ρ|(2+α)I×(t,t+T ∗), T ∗ is given in Step 1.
From (5.29) and (5.30), we know that
f̄(0) ≤ c11
(
1 + g(0) + |ρ0|(2+α)I
)
≤ c11 + c11c12[1 + g(0)] + c11|ρ0|(2+α)I .
In a similar way, knowing that c11 ≥ 1 and c12 ≥ 1, we obtain:
f̄(T ∗) ≤ c11
(
1 + g(T ∗) + f̄(0)
)
≤ 2c211 + 2c211c12[1 + g(0)]ec12T
∗
+ c211|ρ0|(2+α)I ,
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and hence, by iteration, we get for every n ∈ N:
f̄(nT ∗) ≤ (n+ 1)cn+111 + (n+ 1)cn+111 c12[1 + g(0)]enc12T
∗
+ cn+111 |ρ0|
(2+α)
I .
From this inequality, and the fact that for nT ∗ ≤ t ≤ (n + 1)T ∗, we have f̄(t) ≤
f̄(nT ∗) + f̄((n + 1)T ∗), we easily arrive to the result (see the conclusion of Step 4 of
Proposition 5.1). 2
Remark 5.5 (Exponential bound for |ρ|(2+α)I×(t,t+T ∗))
Proposition 5.4, as it appears in the proof, gives an exponential bound, not only for
‖ρ(., t)‖∞,I , but also for |ρ|(2+α)I×(t,t+T ∗).
6 An upper bound for the W
2,1
2 norm of ρxxx
This section is devoted to give a suitable upper bound for the W 2,12 norm of ρxxx. This
result will be a consequence of the control of the W 2,12 norm of κt and κxx. The goal
is to use this upper bound in the Kozono-Taniuchi inequality (see inequality (2.33) of
Theorem 2.16) in order to control the L∞ norm of ρxxx. Let us consider the following
hypothesis.
(H1). The term T is a fixed time that satisfies:
0 < T1 ≤ T , (6.1)
where T1 is an arbitrarily small fixed number.
(H2). The function κx satisfies:
κx(x, t) ≥ γ(t) > 0, t ∈ [0, T ], (6.2)
where γ(t) is a positive decreasing function with γ(0) < 1.
Let
D = IT , (6.3)
we start with the first lemma.
Lemma 6.1 (W 2,12 bound for κt and κxx)
Under hypothesis (H1)-(H2), and under the same hypothesis of Proposition 5.1, we have:
‖κt, κxx‖W 2,12 (D) ≤
E
γ4
,
where
γ := γ(T ),
and
E = dedT ,
with d ≥ 1 is a positive constant depending on the initial conditions but independent of
T , and will be given at the end of the proof.
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Remark 6.2 (The constant E depending on time)
Let us stress on the fact that, througout the proof, the term E = dedT of Lemma 6.1
might vary from line to line. In other words, the term d in the expression of E might
certainly vary from line to line, but always satisfying the fact of just being dependent on
the initial data of the problem. The different E’s appearing in different estimates can be
made the same by simply taking the maximum between them. Therefore they will all be
denoted by the same letter E.
Proof. Define the functions u and v by:
u(x, t) = ρt(x, t) and v(x, t) = κt(x, t).
We write down the equations satisfied by u and v respectively:



ut = (1 + ε)uxx − τvx on D,
u|ST = 0,
u|t=0 = u0 := (1 + ε)ρ0xx − τκ0x on I,
(6.4)
and with B = ρxκx :



vt = εvxx +
ρxx
κx
ux +Buxx −B
ρxx
κx
vx − τux on D,
v|ST = 0,
v|t=0 = v0 := εκ0xx +
ρ0xρ
0
xx
κ0x
− τρ0x on I.
(6.5)
The proof could be divided into three steps. As a first step, we will estimate the L∞(D)
norm of the term vx = κtx. In the second step, we will control the W
2,1
2 (D) norm of
v = κt. Finally, in the third step, we will show how to deduce a similar control on the
W 2,12 (D) norm of κxx.
Step 1. (Estimating ‖vx‖∞,D)
Since vx = κtx, it is worth recalling the equation satisfied by κ:
κt = εκxx +
ρxρxx
κx
− τρx. (6.6)
In Step 3 of Proposition 4.6, we have shown that κ ∈ C3+α, 3+α2 . Therefore, writing the
parabolic Hölder estimate (see (2.11)), we obtain:
‖κtx‖∞,D ≤ |κ|(3+α)D ≤ cH
(
1 +
∣∣∣∣
ρxρxx
κx
∣∣∣∣
(1+α)
D
+ |ρx|(1+α)D
)
, (6.7)
where the term 1 comes from the boundary conditions, and cH > 0 is the positive
constant given by (2.12) that can be estimated as cH ≤ E. We use the elementary
identity
|fg|(1+α)D ≤ ‖f‖∞,D|g|
(1+α)
D + ‖g‖∞,D|f |
(1+α)
D + ‖fx‖∞,D|g|
(α)
D + ‖gx‖∞,D|f |
(α)
D ,
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to the term
∣∣∣ρxρxxκx
∣∣∣
(1+α)
D
with f = ρxκx and g = ρxx, we get:
∣∣∣∣
ρxρxx
κx
∣∣∣∣
(1+α)
D
≤ 3|ρ|(3+α)D + ‖ρxx‖∞,D
〈
ρx
κx
〉(1+α)
D
+ ‖ρxxx‖∞,D
〈
ρx
κx
〉(α)
D
+
2|ρ|(2+α)D
γ
(‖ρxx‖∞,D + ‖κxx‖∞,D), (6.8)
where we have used the fact that κx ≥ γ and κx ≥ |ρx|. We plug (6.8) in (6.7), we
obtain:
‖κtx‖∞,D ≤ E
(
1 + |ρ|(3+α)D +
〈
ρx
κx
〉(1+α)
D
+ |ρ|(3+α)D
〈
ρx
κx
〉(α)
D
+
1
γ
(
1 + |κ|(2+α)D
))
,
(6.9)
where we have used used the fact that the term |ρ|(2+α)D has an exponential bound (see
Remark 5.5) of the form |ρ|(2+α)D ≤ E. It is worth noticing that the term E appearing in
(6.9) is the maximum between different E’s that might exist as different bounds. This
will be frequently used for the sake of simplicity.
Step 1.1.
(
Estimating
〈
ρx
κx
〉(1+α)
D
)
From the definition of the Hölder norm (see (2.4) and the notation therein), we see that
in order to control
〈
ρx
κx
〉(1+α)
D
, it suffices to control the three quantities:
〈
ρx
κx
〉( 1+α2 )
t,D
,
〈(
ρx
κx
)
x
〉(α)
x,D
, and
〈(
ρx
κx
)
x
〉(α2 )
t,D
.
We use the the following identity:
〈
f
g
〉(α)
t,D
≤
∥∥∥∥
f
g
∥∥∥∥
∞,D
∥∥∥∥
1
g
∥∥∥∥
∞,D
〈g〉(α)t,D +
∥∥∥∥
1
g
∥∥∥∥
∞,D
〈f〉(α)t,D ,
with f = ρx and g = κx, we get
〈
ρx
κx
〉( 1+α2 )
t,D
≤ 1
γ
(
〈ρx〉(
1+α
2 )
t,D + 〈κx〉
( 1+α2 )
t,D
)
. (6.10)
Similarly, we obtain:
〈
ρxx
κx
〉(α)
x,D
≤ ‖ρxx‖∞,D
γ2
〈κx〉(α)x,D +
〈ρxx〉(α)x,D
γ
. (6.11)
We also use the inequality:
〈fg〉(α)x,D ≤ ‖f‖∞,D〈g〉
(α)
x,D + ‖g‖∞,D〈f〉
(α)
x,D,
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with f = κxxκx and g =
ρx
κx
, we get:
〈
κxxρx
κ2x
〉(α)
x,D
≤
〈κxx〉(α)x,D
γ
+
‖κxx‖∞,D
γ2
〈ρx〉(α)x,D +
‖κxx‖∞,D
γ2
〈κx〉(α)x,D. (6.12)
Similarly, we get
〈
ρxx
κx
〉(α2 )
t,D
≤ ‖ρxx‖∞,D
γ2
〈κx〉(
α
2 )
t,D +
〈ρxx〉(
α
2 )
t,D
γ
, (6.13)
and
〈
κxxρx
κ2x
〉(α2 )
t,D
≤
〈κxx〉(
α
2 )
t,D
γ
+
‖κxx‖∞,D
γ2
〈ρx〉(
α
2 )
t,D +
‖κxx‖∞,D
γ2
〈κx〉(
α
2 )
t,D . (6.14)
Collecting the above inequalities (6.10), (6.11), (6.12), (6.13), and (6.14) yield:
〈
ρx
κx
〉(1+α)
D
≤ E
γ2
(
1 + |κ|(2+α)D + ‖κxx‖∞,D〈κx〉
(α)
D
)
, (6.15)
where we have used the fact that 1 ≤ Eγ , γ ≤ 1 and |ρ|
(2+α)
D ≤ E (see Remark 5.5).
Step 1.2.
(
Estimating |ρ|(3+α)D and |κ|
(2+α)
D
)
We recall the equation satisfied by ρ:
ρt = (1 + ε)ρxx − τκx. (6.16)
As for the term κ at the beginning of this Step 1, we have the following estimate for ρ:
|ρ|(3+α)D ≤ E
(
1 + |κ|(2+α)D
)
. (6.17)
Having a second look at the equation (6.6) of κ, we can use again the parabolic Hölder
estimate but for a lower order. In fact, we have:
|κ|(2+α)D ≤ E
(
1 +
∣∣∣∣
ρxρxx
κx
∣∣∣∣
(α)
D
+ |ρx|(α)D
)
.
Similar computations to those in Step 1.1 yield:
|κ|(2+α)D ≤
E
γ
(
1 + |κx|(α)D
)
, (6.18)
and hence from (6.17), we also get a similar estimate for |ρ|(3+α)D :
|ρ|(3+α)D ≤
E
γ
(
1 + |κx|(α)D
)
. (6.19)
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Step 1.3. (The estimate for ‖κtx‖∞,D)
By combining (6.9), (6.15), (6.18) , (6.19), and by using the fact that |κx|(α)D has an
exponential estimate (see estimate (5.21) of Remark 5.3), we deduce that:
‖κtx‖∞,D ≤
E
γ3
, (6.20)
where we have frequently used that γ ≤ 1, and we have always taken the maximum of
all the exponential bounds of the E = dedT form.
Step 2. (Estimating ‖v‖W 2,12 (D))
We turn our attention to the equation (6.4) satisfied by u. We will show that we are
in the good framework for applying the L2 theory of parabolic equations. In fact, note
first that u = ρt ∈ C(D̄), and hence the compatibility condition of order 0 is satisfied.
Moreover, since vx = κtx ∈ C(D̄) then vx ∈ L2(D). Finally, the initial data satisfies
u0 ∈ C1+α(Ī), hence u0 ∈ W 12 (I). The above arguments show that the L2 theory for
parabolic equations (see Theorem 2.3) can be applied to the function u, therefore we get:
u ∈W 2,12 (D) =⇒ ρt, ρtt, ρtx, ρtxx ∈ L2(D),
with the following estimate:
‖u‖W 2,12 (D) ≤ E(1 + ‖vx‖2,D). (6.21)
Here the term E of the previous inequality hides in it all the constant c of the Sobolev
estimate (see (2.16) and (2.17)), where this constant c behaves like T or
√
T . Also the
term 1 in (6.21) comes from the initial data. Since vx = κtx, we plug the estimate (6.20)
obtained in Step 1.3 into (6.21), we get
‖u‖W 2,12 (D) ≤ E
(
1 +
√
T
E
γ3
)
.
Using some elementary identities, we finally obtain:
‖u‖W 2,12 (D) ≤
E
γ3
. (6.22)
Let us remind the reader that the term E is changing from line to line. We now consider
equation (6.5) satisfied by v. In fact, for the same reasons as above with the new fact
that u ∈ W 2,12 (D), we can easily deduce that we are in the good framework for the L2
theory applied to v. Indeed, we have:
v ∈W 2,12 (D) =⇒ κt, κtt, κtx, κtxx ∈ L2(D),
with the following estimate:
‖v‖W 2,12 (D) ≤ E
(
1 +
∥∥∥ρxxκx
∥∥∥
∞,D
‖ux‖2,D + ‖B‖∞,D‖uxx‖2,D
+‖B‖∞,D
∥∥∥ρxxκx
∥∥∥
∞,D
‖vx‖2,D + ‖ux‖2,D
)
, (6.23)
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hence from (6.20), (6.22), and some repeated computations, we deduce from (6.23) that:
‖κt‖W 2,12 (D) ≤
E
γ4
. (6.24)
As a byproduct of this last inequality, we can also get, using the Sobolev embedding
Lemma (see Lemma 2.8-(ii)), that:
‖κt‖∞,D ≤
E
γ4
.
Remark that we can even get a better control by simply integrating (6.20) with respect
to x, hence we obtain:
‖κt‖∞,D ≤
E
γ3
. (6.25)
Step 3. (Estimating ‖κxx‖W 2,12 (D))
The estimate of ‖κxx‖W 2,12 (D) requires a special attention. We will mainly use the equa-
tions (6.16) and (6.6) satisfied by ρ and κ respectivly. The four parts ‖κxx‖2,D, ‖κxxt‖2,D,
‖κxxx‖2,D and ‖κxxxx‖2,D of the above norm will be estimated separately.
Step 3.1. (Estimate of ‖κxx‖2,D)
This can be easily deduced from the equation (6.6) of κ. Indeed, this equation gives:
‖κxx‖2,D ≤ E
(
‖κt‖2,D +
√
T‖ρxx‖∞,D +
√
T‖ρx‖∞,D
)
,
≤ E
γ3
, (6.26)
where for the last line, we have used estimate (6.25), and the exponential bounds on
‖ρx‖∞,D and ‖ρxx‖∞,D. Indeed, by the same way, we can even get, from the L∞ bound
(6.25) on κt, that
‖κxx‖∞,D ≤
E
γ3
. (6.27)
Step 3.2. (Estimate of ‖κxxt‖2,D)
As an immediate consequence of (6.24), we get
‖κxxt‖2,D ≤
E
γ4
.
Step 3.3. (Estimate of ‖κxxx‖2,D)
Using (6.19), we deduce that
‖ρxxx‖∞,D ≤
E
γ
(
1 + |κx|(α)D
)
,
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therefore, the fact that |κx|(α)D ≤ E (see Remark 5.3) gives:
‖ρxxx‖2,D ≤
E
γ
, (6.28)
and hence (6.18) implies that:
‖κxx‖∞,D ≤
E
γ
.
This will be used in estimating ‖κxxt‖2,D. In fact, we derive the equation (6.6) satisfied
by κ, with respect to x, we obtain:
κtx = εκxxx +
ρ2xx
κx
+
ρxρxxx
κx
− ρxκxxρxx
κ2x
− τρxx, (6.29)
and hence, using (6.28), we get:
‖κxxx‖2,D ≤
E
γ3
. (6.30)
Step 3.4. (Estimate of ‖κxxxx‖2,D)
We first derive (6.16) two times in x, we deduce (using (6.22)) that ‖ρxxxx‖2,D has the
same upper bound as ‖κxxx‖2,D, i.e.
‖ρxxxx‖2,D ≤
E
γ3
. (6.31)
We derive the equation (6.29) once more with respect to x:
κtxx = εκxxxx +
2ρxxρxxx
κx
− κxxρ
2
xx
κ2x
+
ρxρxxxx
κx
− ρxρxxxκxx
κ2x
− ρ
2
xxκxx
κ2x
− ρxρxxκxxx
κ2x
− ρxκxxρxxx
κ2x
+
2κ2xxρxρxx
κ3x
− τρxxx,
and we use (6.31) and our controls obtained in the previous steps, in order to deduce
that:
‖κxxxx‖2,D ≤
E
γ4
. (6.32)
In fact, the highest power comes from estimating the following term:
∥∥∥∥
κ2xxρxρxx
κ3x
∥∥∥∥
2,D
≤
∥∥∥∥
κ2xxρxx
κ2x
∥∥∥∥
∞,D
√
T ≤ E
(
1
γ
)2( 1
γ2
)
=
E
γ4
,
where we have used the L∞ estimate of ‖κxx‖∞,D. All other estimates are easily deduced.
Let us just state how to estimate the other term were ‖κxx‖∞,D interferes. In fact, we
have: ∥∥∥∥
ρxρxxxκxx
κ2x
∥∥∥∥
2,D
≤
∥∥∥∥
κxx
κx
∥∥∥∥
∞,D
‖ρxxx‖2,D ≤ E
(
1
γ
)(
1
γ
)(
1
γ
)
.
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Step 3.4. (Conclusion)
From the above estimates (6.26), (6.30) and (6.32), we finally deduce that:
‖κxx‖W 2,12 (D) ≤
E
γ4
. (6.33)
This terminates the proof. 2
We move now to the main result of this section.
Lemma 6.3 (W 2,12 bound for ρxxx )
Under the same hypothesis of Lemma 6.1, we have:
‖ρxxx‖W 2,12 (D) ≤
E
γ4
.
Proof. From Step 3 of Proposition 4.6, we know that
(ρ, κ) ∈ C∞(Ī × [δ, T ]), ∀ 0 < δ < T .
Therefore, we do the following computations over D̄ \ (Ī × {t = 0}). Indeed, we derive
twice the equation of ρ with respect to x, we get
ρxxt = (1 + ε)ρxxxx − τκxxx,
where on ST , we have:
(1 + ε)ρxx = τκx =⇒ ρxxt =
τκxt
1 + ε
.
Combining the above two equations, we obtain:
ρxxxx = ∂x
(
τ
(1 + ε)2
κt +
τ
1 + ε
κxx
)
on ST . (6.34)
Set
κ̄ =
τ
(1 + ε)2
κt +
τ
1 + ε
κxx and w = ρxxx
and
w̄ = w − κ̄.
We write down, after doing some computations, the equation satisfied by w̄:



w̄t = (1 + ε)w̄xx −
τ
(1 + ε)2
κtt on D
w̄x|ST = 0 on ST
w̄|t=0 := w̄0 = ρ0xxx −
τ(1 + 2ε)
(1 + ε)2
κ0xx −
τ
(1 + ε)2
ρ0xρ
0
xx
κ0x
+
τ2
(1 + ε)2
ρ0x.
(6.35)
Let us show that the framework of the L2 theory for parabolic equations with Neumann
boundary conditions (see Theorem 2.3 and Remark 2.4 that follows) is well satisfied.
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First, from Step 2 of Lemma 6.1, we know that κtt ∈ L2(D). Moreover, since we have
supposed (ρ0, κ0) ∈ (C∞(Ī))2, then we eventually have w̄0 ∈ W 12 (I). We note that the
compatibility conditions are not necessary in this case because the singular index in the
Neumann framework is 3 (see Remark 2.4). These arguments permit to use the L2 theory
of parabolic equations with Neumann boundary conditions, hence we get:
w̄ ∈W 2,12 (D),
and
‖w̄‖W 2,12 (D) ≤ E(1 + ‖κtt‖2,D). (6.36)
Since w̄ = w − κ̄, we deduce, from (6.36), that:
‖ρxxx‖W 2,12 (D) ≤ E
(
1 + ‖κtt‖2,D + ‖κt‖W 2,12 (D) + ‖κxx‖W 2,12 (D)
)
, (6.37)
and eventually (6.37) with Lemma 6.1 gives immediately the result. 2
7 An upper bound for the BMO norm of ρxxx
This section is devoted to give a suitable upper bound for the BMO norm of ρxxx. This
result will be a consequence of the control of the BMO norm of a suitable extension
of κxx. As in the previous section, the goal is to use this upper bound in the Kozono-
Taniuchi inequality (see inequality (2.33) of Theorem 2.16) in order to control the L∞
norm of ρxxx. We first give some useful definitions.
Definition 7.1 (The “symmetric and periodic” extension of a function)
Let f ∈ C(IT ) be a continuous function, we define f sym as the function constructed
out of f , first by symmetry with respect to the line x = 0 over the interval (−1, 0), i.e.
f(−x, t) = f(x, t), and then by spatial periodicity with f(x+ 2, t) = f(x, t).
Definition 7.2 (The “antisymmetric and periodic” extension of a function)
Let f ∈ C(IT ) be a continuous function, we define the function fasym over R × (0, T ),
first by the antisymmetry of f with respect to the line x = 0 over the interval (−1, 0),
i.e. f(−x, t) = f(x, t), and then by spatial periodicity with f(x+ 2, t) = f(x, t).
We start with the following lemma that reflects a useful relation between the BMO norm
of f sym and fasym.
Lemma 7.3 (A relation between f sym and fasym)
Let f ∈ C(IT ), then:
‖f sym‖BMO(R×(0,T )) ≤ c
(
‖fasym‖BMO(R×(0,T )) +m2I×(0,T ) (|f sym|)
)
.
The proof of this lemma will be presented in Appendix B. The next lemma gives a control
of the BMO norm of (κxx)
asym.
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Lemma 7.4 (BMO bound for (κxx)
asym)
Under hypothesis (H1), and under the same hypothesis of Proposition 5.1, we have:
‖(κxx)asym‖BMO(R×(0,T )) ≤ cecT , (7.1)
where c > 0 is a constant depending on the initial conditions (but independent of T ).
The function (κxx)
asym is given via Definition 7.2.
Proof. Let κ̄(x, t) = κ(x, t) − κ0(x). We notice that κ̄|ST = 0, therefore κ̄
asym satisfies:



κ̄asymt = εκ̄
asym
xx +
(ρx)
asymρasymxx
(κx)asym
− τ(ρx)asym + ε(κ0xx)asym on R × (0, T )
κ̄asym(x, 0) = 0.
(7.2)
where, from Propositions 5.1 and 5.4, and the fact that
∥∥∥∥
(ρx)
asym
(κx)asym
∥∥∥∥
∞,R×(0,T )
< 1,
we have: ∥∥∥∥
(ρx)
asymρasymxx
(κx)asym
− τ(ρx)asym + ε(κ0xx)asym
∥∥∥∥
∞,R×(0,T )
≤ cecT , (7.3)
c > 0 is a constant depending on the initial conditions. From (7.3), we use the BMO
theory for parabolic equations (Theorem 2.13), particularly (2.30), to deduce that:
‖κ̄asymxx ‖BMO(R×(0,T )) ≤ cecT ,
and hence the result follows. 2
We now present the principal result of this section.
Lemma 7.5 (BMO bound for ρxxx)
Under hypothesis (H1)-(H2), and under the same hypothesis of Proposition 5.1, we have:
‖ρxxx‖BMO(D) ≤ E, (7.4)
where E is the same as in Remark 6.2.
Proof. The proof is based on the following simple observation on the boundary ST .
In fact, recall that the hölder regularity C3+α,
3+α
2 , up to the boundary, for the solution
(ρ, κ) permits using to conclude that:
{
(1 + ε)ρxx = τκx on ST
(1 + ε)κxx = τρx on ST .
hence a simple computation yields that:
ρxx = ∂x
(
τκ
1 + ε
)
. (7.5)
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Let
κ̄ =
τκ
1 + ε
,
we write down the equation satisfied by κ̄:



κ̄t = εκ̄xx +
τ
1 + ε
ρxρxx
κx
− τ
2
1 + ε
ρx on D
κ̄|t=0 := κ̄0 =
τκ0
1 + ε
on I
κ̄|ST =
τκ
1 + ε
∣∣∣
ST
κ̄x|ST = ρxx.
(7.6)
Let
v = ρx,
we also write the equation satisfied by v:



vt = (1 + ε)vxx − τκxx on D
v|t=0 = v0 := ρ0x on I
v|ST = ρx
vx|ST = ρxx.
(7.7)
Take
v̄ = v − κ̄,
the equation satisfied by v̄ reads:



v̄t = (1 + ε)v̄xx −
ετ
1 + ε
κxx −
τ
1 + ε
ρxρxx
κx
+
τ2
1 + ε
ρx on D
v̄|t=0 = v̄0 := ρ0x −
τ
1 + ε
κ0 on I
v̄x|ST = 0.
(7.8)
We can assume, without loss of generality, that the initial condition v̄0 = 0. This is
because being non-zero just adds a constant depending on the initial conditions in the
final estimate that we are looking for. From the fact that v̄x|ST = 0, we can easily deduce
that the function v̄sym satisfies:



v̄symt = (1 + ε)v̄
sym
xx +
g︷ ︸︸ ︷
τ2
1 + ε
(ρx)
sym − τ
1 + ε
(ρx)
sym(ρxx)
sym
(κx)sym
− ετ
1 + ε
(κxx)
sym
on R × (0, T )
v̄sym(x, 0) = 0 on R,
therefore, using the BMO estimate (2.30) for parabolic equations, to the function v̄, one
gets:
‖v̄symxx ‖BMO(R×(0,T )) ≤ c
[
‖g‖BMO(R×(0,T )) +m2I×(0,T )(|g|)
]
. (7.9)
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From Propositions 5.1, 5.4, we deduce that
‖g‖BMO(R×(0,T )) ≤ E + ‖(κxx)sym‖BMO(R×(0,T )), (7.10)
and
m2I×(0,T )(|g|) ≤ E +m2I×(0,T )(|(κxx)sym|). (7.11)
Recall the definition of the term E from Remark 6.2. At this stage, we write the following
estimate:
‖(κxx)sym‖BMO(R×(0,T )) ≤ c
[
‖(κxx)asym‖BMO(R×(0,T )) +m2I×(0,T )(|(κxx)sym|)
]
,
(7.12)
which can be deduced using Lemma 7.3. The constant c > 0 appearing in (7.12) is
independent of T . Finally, we deduce that:
‖v̄symxx ‖BMO(R×(0,T )) ≤ c
[
E + ‖(κxx)asym‖BMO(R×(0,T )) +m2I×(0,T )(|(κxx)sym|)
]
≤ c
[
E +m2I×(0,T )(|(κxx)sym|)
]
≤ c
[
E + (1/T )‖κxx‖1,D
]
≤ c
[
E + T
−1/p‖κxx‖p,D
]
,
where we have used (7.9), (7.10), (7.11) and (7.12) for the first line, and Lemma 7.4 for
the second line. For the last line, we have used that p > 3. From (H1) and (5.16), we
know that:
T
−1/p‖κxx‖p,D ≤ T−1/p1 E.
From the above two inequalities, and since v̄xx = ρxxx − τκxx1+ε , we easily arrive to our
result. 2
8 L∞ bound for ρxxx and revisited results
In this section, we use the results of Sections 5, 6 and 7, in order to give an L∞ bound for
ρxxx via the Kozono-Taniuchi inequality. The next step is to improve some previously
obtained results.
Proposition 8.1 (L∞ bound for ρxxx)
Under hypothesis (H1)-(H2), and under the same hypothesis of Proposition 5.1, we have:
‖ρxxx‖∞,D ≤ E
(
1 + log+
E
γ4
)
. (8.1)
Proof. Applying estimate (2.33) to the function ρxxx over D, we get:
‖ρxxx‖∞,D ≤ c‖ρxxx‖BMO(D)
(
1 + log+ ‖ρxxx‖W 2,12 (D) + log
+ ‖ρxxx‖BMO(D)
)
, (8.2)
where we remind the reader that
‖ρxxx‖BMO(D) = ‖ρxxx‖BMO(D) + ‖ρxxx‖1,D.
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Using (8.2) together with Lemmas 7.5 and 6.3, lead to the result. The only term left to
control is ‖ρxxx‖1,D. In fact, we know that:
‖ρxxx‖1,D ≤ T 1−
1
p ‖ρxxx‖p,D, (8.3)
and since, by repeating the same arguments of the proof of Lemma 7.5, and of Lemma
2.7 (see Appendix B), using the Lp estimates for parabolic equations instead of the BMO
ones, we can conclude that:
‖ρxxx‖p,D ≤ c(1 + ‖κxx‖p,D),
where from (5.16), we finally get:
‖ρxxx‖p,D ≤ cecT .
This inequality together with (8.3) terminates the proof. 2
Remark 8.2 (Improving the comparison principle)
The L∞ bound on ρxxx given by Proposition 8.1 shows that we can improve our choice
of the function γ of Proposition 3.1. Although the function γ was essentially used, on
one hand, to ensure the positivity of κx for all time t ≥ 0, and on the other hand, for
the boundedness of the ratio ρxκx , it was insufficient for showing the long time existence of
(ρ, κ) given by Propositions 4.2 and 4.6; this lies from the fact that γ strongly depends,
and in a dangerous way, on ρxxx (see inequality 3.30). The remedy of this inconvenience
is to revisit the comparison principle “Proposition 3.1” with the new information given
by Proposition 8.1, namely estimate (8.1).
Now, we show that we can even improve estimate (8.1) by eliminating the restrictive
hypothesis (H1) and changing somehow the constant E appearing in (8.1). To be more
precise, we write down our next corollary.
Corollary 8.3 (Proposition 8.1, revisited)
Under hypothesis (H2), and under the same hypothesis of Proposition 5.1. Let
T > 0,
be any fixed time. Then we have:
‖ρxxx‖∞,IT ≤ E
(
1 + log+
E
γ4
)
. (8.4)
Proof. We know, from Propositions 4.2, 4.6, used for T0 = 0, that there exists some
small δ1 > 0 only depending on the initial conditions, with:
‖ρxxx‖∞,Iδ1 ≤ c13, (8.5)
where c13 > 0 is a constant only depending on the initial conditions. We now apply
Proposition 8.1 with
T1 := δ1,
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we get
‖ρxxx‖∞,IT ≤ E
(
1 + log+
E
γ4
)
if T ≥ δ1, (8.6)
where it is important to indicate that the term E = E(δ1) appearing in (8.6) depends
on T1 = δ1 (see for instance the end of the proof of Lemma 7.5). Combining (8.5) and
(8.6), we deduce that ∀T > 0:
‖ρxxx‖∞,IT ≤ c13 + E
(
1 + log+
E
γ4
)
,
and hence the result follows. 2
The following proposition reflects how to improve Proposition 3.1.
Proposition 8.4 (The comparison principle, revisited)
Under the same hypothesis of Corollary 8.3, and under the condition (3.2), we have:
κx(x, t) ≥
√
γ2(t) + ρ2x(x, t), ∀t ≥ 0 (8.7)
where γ > 0 is a positive decreasing function depending on the initial conditions, and
will be given in the proof.
Proof. In Proposition 3.1, we have that c̃ (recall (3.1)) is a bound on ‖ρxxx‖∞,IT . From
the a priori estimate (8.4) we can choose
c̃ = E(T )
(
1 + log+
E(T )
γ4(T )
)
, (8.8)
for any T > 0. We assume that γ(t) is a continuous decreasing function, and that the
solution (ρ, κ) satisfies:
κx(x, t) ≥ γ(t) > 0, t ∈ [0, T ].
Therefore, from the proof of Proposition 3.1, we have that
m = inf
x∈I
(
cosh(βx)
(
κx −
√
γ2 + ρ2x
))
,
satisfies (3.26) on (0, T ). Here β satisfies (3.16) with I = (−1, 1). Therefore, using (8.8),
we obtain
mt ≥ −


E(T )
(
1 + log+ E(T )
γ4(T )
)
√
γ2 + ρ2x
+ c1

m− c2γ
2
√
γ2 + ρ2x
− γγ
′
√
γ2 + ρ2x
, t ∈ (0, T ), (8.9)
with c1 =
β2
4 +
τ2
8ε + εβ
2, and c2 =
τ2 cosh β
4ε . Since (8.9) is true for any T > 0, we deduce
that:
mt(t) ≥ −


E(t)
(
1 + log+ E(t)
γ4(t)
)
√
γ2(t) + ρ2x(x0(t), t)
+ c1

m(t) − c2γ
2(t)√
γ2(t) + ρ2x(x0(t), t)
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− γ(t)γ
′
(t)√
γ2(t) + ρ2x(x0(t), t)
, t ∈ (0, T ), (8.10)
(recall the definition of x0 by (3.27)). Following the same reasoning of the proof of
Proposition 3.1, in particular Step 5, Case A, we know that, as long as m = γ2 is a
solution of (8.10) with γ ∈ C1, γ′ < 0 (which is not the case in general), we have (see
(3.30)):
γ
′
(t) ≥ −
(
c∗ + E(t)
(
1 + log+
E(t)
γ4(t)
))
γ(t), c∗ given by (3.29), t ∈ (0, T ). (8.11)
Inequality (8.11) gives inspiration to the choice of γ as a solution of the following ODE:



γ
′
(t) = −
(
c∗ + E(t)
(
1 + log+
E(t)
γ4(t)
))
γ(t), t ∈ (0, T )
γ(0) = α2,
(8.12)
where α2 is given by (3.33). It is easy to check that γ
2 is a subsolution of (8.10), hence
m ≥ γ2 > 0,
with
m(t) = inf
x∈I
(
cosh(βx)
(
κx(x, t) −
√
γ2(t) + ρ2x(x, t)
))
.
In this case, as long as,
κx(x, t) ≥ γ(t) > 0, on [0, T ], (8.13)
we deduce that
κx(x, t) ≥ γ(t) +
γ2(t)
cosh β
, on [0, T ]. (8.14)
Finally, from (8.13), (8.14) and the short-time existence result, Proposition 4.2, we easily
deduce that κx > 0 for all time and
κx(x, t) ≥
√
γ2(t) + ρ2x(x, t),
then the result follows. 2
In fact, Proposition 8.4, can be used to improve our L∞ exponential bounds found
in Propositions 5.1 and 5.4. This will be the result of the next proposition.
Proposition 8.5 Under the same hypothesis of Proposition 8.4. Let α2 given by (3.23)
satisfies:
0 < α2 < 1,
then the solution (ρ, κ) ∈ C3+α, 3+α2 (IT ), ∀T > 0, satisfies:
κx(., t) ≥ e−e
eb(t+1)
, ∀t ≥ 0, (8.15)
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|ρ(., t)|(3+α)I ≤ ee
eb(t+1)
, ∀t ≥ 0, (8.16)
and
|κ(., t)|(3+α)I ≤ ee
eb(t+1)
, ∀t ≥ 0. (8.17)
Here b > 0 is a positive constant depending on the initial conditions and the fixed terms
of the problem, but independent of time.
Proof. The proof of this proposition could be divided into three steps.
Step 1. (Minoration of γ by γ)
From the ODE (8.12) satisfied by γ, and after doing some computations using the fact
that E(t) = dedt is an increasing function over (0, T ), we get ∀t ∈ (0, T ):
γ
′
(t) = −
[
c∗ + E(t)
(
1 + log+
E(t)
γ4(t)
)]
γ(t)
≥ −
[
c∗ +E(T )
(
1 + | log d| + E(T ) + 4| log γ(t)|
)]
γ(t)
≥ −dedT
(
1 + | log γ(t)|
)
γ(t),
where
d = max(4a, 2d), and a = max
(
c∗, 4d, d| log d|, d2
)
.
Let
E(t) = dedt.
Define γ as the solution of the following ODE:



γ
′
(t) = −E(T )
(
1 + | log γ(t)|
)
γ(t), t ∈ (0, T )
γ(0) = α2.
(8.18)
From (8.18) and the above inequalities, we deduce that
γ(t) ≥ γ(t), ∀t ∈ (0, T ).
Step 2. (Explicit minoration of γ)
It is clear that the decreasing function
γ
T
(t) = e1−(1−log α2)e
(E(T ))t
< 1 (8.19)
is the solution of (8.18), and hence
γ(t) ≥ e1−(1−log α2)e(E(T ))t , t ∈ (0, T ),
then we get (by the continuity of γ at t = T ):
γ(t) ≥ e1−(1−log α2)edte
dt
≥ e−ee
b(t+1)
, ∀t ≥ 0, (8.20)
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for some constant b > 0 depending on the initial conditions and some other fixed terms,
but independent of t. Inequality (8.15) directly follows from (8.7) and (8.20).
Step 3. (Estimate of |κ|(3+α)IT , |ρ|
(3+α)
IT
and conclusion)
From the proof of Lemma 6.1, we can easily deduce that the estimate of ‖κtx‖∞,D (see
(6.20)) is also true replacing ‖κtx‖∞,D by |κ|(3+α)D . Therefore, from (6.19), (6.20) and
(8.20), we deduce the result. 2
9 Long time existence and uniqueness
Now we are ready to show the main result of this paper, namely Theorem 1.1.
Proof of Theorem 1.1. Define the set B by:
B =
{
T > 0; ∃ ! solution (ρ, κ) ∈ C3+α, 3+α2 (IT ) of
(1.1), (1.2) and (1.3), satisfying (1.11)
}
. (9.1)
The proof could be divided into two steps.
Step 1. (B is a non-empty set)
The inequality (1.8) ensures the existence of γ(0) = α2 > 0 given by (3.23), such that
κ0x ≥ γ(0) on Ī , (9.2)
which together with (1.6) permits to apply the short-time existence result (Proposition
4.2). Hence there is some T1 > 0 and a unique solution (ρ, κ) ∈W 2,1p (IT1), of (1.1), (1.2)
and (1.3), with
κx ≥
γ(0)
2
> 0 on IT1 . (9.3)
From the boundary conditions of the initial data (1.7), we deduce, using Proposition 4.6,
that this solution from W 2,1p (IT1) is in fact C
3+α, 3+α
2 (IT1) and therefore
|ρxxx| ≤ c̃1 on IT1 , (9.4)
for some c̃1 > 0. From (9.3), (9.4) and (1.8), we can use Proposition 3.1 where it follows
that ∣∣∣∣
ρx
κx
∣∣∣∣ ≤ 1. (9.5)
The above identities (9.3) and (9.5) show that
T1 ∈ B,
and hence
B 6= ∅.
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Set
T∞ = supB,
our next step is to prove that T∞ = ∞.
Step 2. (T∞ = ∞)
We will argue by contradiction. Suppose T1 ≤ T∞ < ∞. In this case, let δ > 0 be an
arbitrary small positive constant, then there exist some T ∈ B such that
T∞ − δ < T < T∞.
Since T ∈ B, we recall from (8.15) that:
κx(., t) ≥ e−e
eb(t+1)
, ∀0 ≤ t ≤ T,
and we recall from (8.16)-(8.17) that:
|ρ(., t)|(2+α)I ≤ ee
eb(t+1)
and |κ(., t)|(2+α)I ≤ ee
eb(t+1)
, 0 ≤ t ≤ T. (9.6)
We are going to apply Proposition 4.2 with T0 = T∞ − δ. In fact, as a consequence of
(8.15), we have:
κx(., T∞ − δ) ≥ e−e
eb(T∞−δ+1) ≥ e−ee
b(T∞+1)
=: γ1 > 0. (9.7)
Moreover, from (9.6), we deduce that
‖(Dsxκ(., T∞ − δ),Dsxρ(., T∞ − δ))‖∞,I ≤ ee
eb(T∞+1)
=: M1 for s = 1, 2. (9.8)
From (9.7) and (9.8), we use Proposition 4.2 to obtain some
T ∗ = T ∗(M1, γ1, ε, τ, p) > 0 (9.9)
such that there exists a unique solution (ρ, κ) ∈ W 2,1p (I × (T0, T0 + T ∗)), p = 31−α , of
(1.1), (4.3) and (4.4) with T0 = T∞ − δ and
κx ≥
γ1
2
> 0 on Ī × [T∞ − δ, T∞ − δ + T ∗]. (9.10)
Again by (9.7) and (9.8), we can easily check that the quantities γ1 and M1 are inde-
pendent of δ, and then T ∗ given by (9.9) is also independent of δ. However, we have by
Proposition 8.4 that:
κx(., T∞ − δ) ≥
√
γ2(T∞ − δ) + ρ2x(., T∞ − δ),
then
min
I
(
κx(., T∞ − δ) − |ρx(., T∞ − δ)|
)
> 0. (9.11)
The compatibility conditions (4.41) and (4.42) are valid for T0 = T∞ − δ and this is due
to the fact that the equation is satisfied in a strong sense up to the boundary where ρ
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and κ are constants. This argument together with (9.11) permit, using first, Proposition
4.6 on the regularity C3+α,
3+α
2 , and then Proposition 8.4 on the minoration of κx, to
increase the regularity of this solution and then show that
κx > 0 and
∣∣∣∣
ρx
κx
∣∣∣∣ < 1 on Ī × [T∞ − δ, T∞ − δ + T ∗]. (9.12)
From (9.12) and the above arguments, we find that
T∞ − δ + T ∗ ∈ B,
with T ∗ > 0 independent of δ. By choosing
0 < δ < T ∗,
we deduce that
T∞ − δ + T ∗ > T∞,
which contradicts the definition of T∞ = supB. Therefore T∞ = ∞. To complete the
proof, we have to indicate that the C∞ regularity (1.10) is automatically satisfied (see
Step 3 of Proposition 4.6). 2
10 Appendix A: miscellaneous parabolic estimates
A1. Proof of Lemma 2.7 (Lp estimate for parabolic equations)
As a first step, we will prove the result in the case where ε = 1, and in a second step, we
will move to the case ε > 0. It is worth noticing that the term c may take several values
only depending on p.
Step 1. (The estimate: case ε = 1)
Suppose ε = 1. Recall that u ∈ W 2,1p (IT ), p > 1 is the unique solution of (2.1) with
f ∈ Lp(IT ) and φ = Φ = 0. Let ũ be a special extension of the function u defined over
R × (0, T ) by: 


ũ(x, t) = u(x, t) if 0 ≤ x ≤ 1
ũ(x, t) = −u(2 − x, t) if 1 ≤ x ≤ 2
ũ(x+ 2, t) = ũ(x, t) otherwise.
(10.1)
In exactly the same way, we can define f̃ out of the function f . It is easy to verify that
ũ satisfies: 


ũt = ũxx + f̃ on R × (0, T )
ũ(x, 0) = 0, on R.
ũ(x, t) = 0, x ∈ Z.
(10.2)
Take a test function φn(x), n ∈ N defined on R by:
{
φn(x) = 1 if x ∈ (0, 2n)
φn(x) = 0 if x ≥ 2n+ 1 or x ≤ −1. (10.3)
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and set
JT = 2I × (0, T ).
Define ū by
ū = ũφn, (10.4)
this function satisfies: {
ūt = ūxx + f̄ , on R × (0, T )
ū(x, 0) = 0, on R,
(10.5)
with
f̄ = f̃φn − ũφnxx − 2ũxφnx . (10.6)
The parabolic Calderon-Zygmund estimates (see [28, Proposition 7.11, page 168]) ensures
the existence of a constant c = c(p) > 0 such that
‖ūt‖p,R×(0,T ) + ‖ūxx‖p,R×(0,T ) ≤ c‖f̄‖p,R×(0,T ), (10.7)
where from (10.3), (10.4), (10.6) and (10.7), we deduce that
n(‖ũt‖p,JT + ‖ũxx‖p,JT ) +O(1) ≤ cn‖f̃‖p,JT (10.8)
with O(1) remains bounded as n → ∞. Dividing (10.8) by n and taking the limit as
n→ ∞, we deduce that
‖ũt‖p,JT + ‖ũxx‖p,JT ≤ c‖f̃‖p,JT ,
hence by (10.1), we obtain
‖ut‖p,IT + ‖uxx‖p,IT ≤ c‖f‖p,IT , c = c(p) > 0. (10.9)
Since u ∈W 2,1p (IT ) with u|t=0 = 0, we use [27, Lemma 4.5, page 305] to get
‖u‖p,IT ≤ cT (‖ut‖p,IT + ‖uxx‖p,IT ) (10.10)
and
‖ux‖p,IT ≤ c
√
T (‖ut‖p,IT + ‖uxx‖p,IT ). (10.11)
Combining (10.9), (10.10) and (10.11), we deduce that
1
T
‖u‖p,IT +
1√
T
‖ux‖p,IT + ‖uxx‖p,IT + ‖ut‖p,IT ≤ c‖f‖p,IT . (10.12)
Step 2. (The estimate: general case ε > 0)
To get the general inequality, we consider the following rescaling of the function u:
û(x, t) = u(x, t/ε), (x, t) ∈ IεT , (10.13)
which allows to get the desired result. 2
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A2. Proof of Lemma 2.10 (L∞ control of the spatial derivative)
Since u ∈ W 2,1p (IT ) for p > 3, we know from Lemma 2.8 that ux ∈ Cα,α/2(IT ) for
α = 1 − 3p . In this case, we use the estimate (2.19) with δ =
√
T , we obtain
‖ux‖∞,IT ≤ c(p){T
α
2 (‖ut‖p,IT + ‖uxx‖p,IT ) + T
α
2
−1‖u‖p,IT }. (10.14)
Remark that the fact that u = 0 on the parabolic boundary ∂pIT , and that it satisfies
the simple equation: {
ut = uxx + f, f = ut − uxx
u = 0 on ∂pIT ,
(10.15)
permits to apply estimate (2.17) to the function u. Hence (10.14) becomes (with a
different nature of c(p)):
‖ux‖∞,IT ≤ c(p){T
α
2 ‖ut − uxx‖p,IT + T
α
2
−1T‖ut − uxx‖p,IT }
≤ c(p)T α2 ‖u‖
W 2,1p (IT )
≤ c(p)T
p−3
2p ‖u‖W 2,1p (IT ),
and the result follows. 2
11 Appendix B: parabolic BMO theory
B0. Proof of Lemma 7.3. We divide the proof into two steps.
Step 1. (treatment of small parabolic cubes)
Let us consider parabolic cubes Q = Qr(x0, t0) ⊂ R × (0, T ) with 0 < r ≤ 12 . Assume,
without loss of generality, that 1 < x0 < 2 (the other cases can be treated similarly).
Define the left and the right neighbor cubes of Qr(x0, t0) by:
Q− = Q−r (1 − r, t0),
and
Q+ = Q+r (1 + r, t0),
respectively. Since 2r ≤ 1, then
Q− ⊂ (0, 1) × (0, T ) and Q+ ⊂ (1, 2) × (0, T ).
Using the fact that for any function g ∈ L1(Ω):
∫
Ω
|g −mΩ(g)| ≤ 2
∫
Ω
|g − c|, ∀c ∈ R,
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We compute:
1
|Q|
∫
Q
|f sym −mQ(f sym)| ≤
2
|Q|
∫
Q
|f sym +mQ+(fasym)|
≤ 2|Q−|
∫
Q−
|f sym +mQ+(fasym)|
+
2
|Q+|
∫
Q+
|f sym +mQ+(fasym)|. (11.1)
We know that from the properties of f sym and fasym that:
mQ+(f
asym) = −mQ−(f sym),
and
f sym = −fasym on Q+, and f sym = fasym on Q−.
Using the above two inequalities in (11.1), we get:
1
|Q|
∫
Q
|f sym −mQ(f sym)| ≤
2
|Q−|
∫
Q−
|f sym −mQ−(f sym)|
+
2
|Q+|
∫
Q+
|fasym −mQ+(fasym)|
≤ 2|Q−|
∫
Q−
|fasym −mQ−(fasym)|
+
2
|Q+|
∫
Q+
|fasym −mQ+(fasym)|
≤ 4‖fasym‖BMO(R×(0,T )).
Step 2. (treatment of big parabolic cubes)
Consider parabolic cubes Q = Qr ⊂ R×(0, T ) such that r > 12 . In this case, we compute:
1
|Q|
∫
Q
|f sym −mQ(f sym)| ≤
2
|Q|
∫
Q
|f sym|
≤ 2N|Q|
∫
2I×(0,T )
|f sym|,
with
|Q| ∼ N × |2I × (0, T )|,
therefore
1
|Q|
∫
Q
|f sym −mQ(f sym)| ≤ cm2I×(0,T )(|f sym|).
Steps 1 and 2 directly implies the result. 2
B1. Proof of Theorem 2.13 (BMO estimate for parabolic equations)
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Let f be a bounded function defined on R × (0, T ) satisfying f(x + 2, t) = f(x, t). We
extend the function f to R×R+, first by symmetry with respect to the line {t = T} and
after that by time periodicity of period 2T ; call this function f̃ . Set ū as the solution of
the following equation: {
ūt = εūxx + f̃ on R × R+
ū(x, 0) = 0.
(11.2)
We apply the standard result of BMO theory for parabolic equations. Since f ∈ L∞(R×
(0, T )), then f̃ ∈ BMO(R × R+), and hence we obtain that
ūt, ūxx ∈ BMO(R × R+),
with the following estimate:
‖ūt‖BMO(R×R+) + ‖ūxx‖BMO(R×R+) ≤ c‖f̃‖BMO(R×R+), (11.3)
and hence (from the definition of the BMO space),
‖ut‖BMO(R×(0,T ) + ‖uxx‖BMO(R×(0,T )) ≤ c‖f̃‖BMO(R×R+). (11.4)
The BMO theory for parabolic equations, particularly estimate (11.3) is rather classical.
This is due to the fact that the solution of (11.2) can be expressed in terms of the heat
kernel Γ defined by:
Γ(x, t) =
{
(4πεt)−1/2e−
x2
4εt , for t > 0
0 for t ≤ 0,
in the following way:
ū(x, t) =
∫
R×R+
Γ(x− ξ, t− s)f̃(ξ, s) dξ ds.
As a matter of fact, it is shown in [19] that Γxx is a paraboic Calderon-Zygmund kernel
(here we are working in nonhomogeneous metric spaces in which the variable t accounts
for twice the variable x). Therefore Γxx : BMO → BMO is a bounded linear operator.
This result is quite technical and can be adapted from its elliptic version (see [4, Theorem
3.4]). It is less difficult to show that Γxx : L
∞ → BMO, a bounded linear operator (see
for instance [24, Lemma 3.3]).
Having (11.4) in hands, it remains to show that
‖f̃‖BMO(R×R+) ≤ c
(
‖f‖BMO(R×(0,T )) +m2I×(0,T )(|f |)
)
, (11.5)
with c > 0 independent of T . This can be divided into three steps:
Step 1. (treatment of small parabolic cubes)
We consider parabolic cubes Qr(x0, t0), (x0, t0) ∈ R × R+, with
r ≤
√
T .
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Let us estimate the term
1
|Qr|
∫
Qr
|f̃ −mQr f̃ |.
Assume, without loss of generality, that
T ≤ t0 < 2T.
In fact, any other case can be done in a similar way because of the time symmetry of the
function f̃ . Define Qar and Q
b
r; the above and the below parabolic cubes, as follows:
Qar = Qr(x0, T + r
2) and Qbr = Qr(x0, T ).
Clearly
Qr ⊂ (Qar ∪Qbr) and |Qr| = |Qar | = |Qbr|.
We compute:
1
|Qr|
∫
Qr
|f̃ −mQr f̃ | ≤
2
|Qr|
∫
Qr
|f̃ − 2mQbr f̃ +mQar f̃ |
≤ 4|Qr|
∫
Qr
|f̃ −mQbr f̃ | +
2
|Qr|
∫
Qr
|f̃ −mQar f̃ |
≤ 4|Qr|
∫
Qar
|f̃ −mQbr f̃ | +
4
|Qr|
∫
Qbr
|f̃ −mQbr f̃ |
+
2
|Qr|
∫
Qar
|f̃ −mQar f̃ | +
2
|Qr|
∫
Qbr
|f̃ −mQar f̃ |.
We remark (from the symmetry-in-time of the function f̃) that:
mQar f̃ = mQbrf,
and ∫
Qar
|f̃ − c| =
∫
Qbr
|f − c|, ∀c ∈ R.
Therefore the above inequalities give that:
1
|Qr|
∫
Qr
|f̃ −mQr f̃ | ≤ 16‖f‖BMO(R×R+). (11.6)
Step 2. (treatment of big parabolic cubes)
Consider now parabolic cubes Qr ⊂ R × R+, r >
√
T . Because of the symmetry-in-time
of the function f̃ , and its spatial periodicity, we compute:
1
|Qr|
∫
Qr
|f̃ −mQr f̃ | ≤
2
|Qr|
∫
Qr
|f̃ |
≤ 2N|Qr|
∫
2I×(0,T )
|f |,
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Where
|Qr| ∼ N × |2I × (0, T )|.
Therefore, the above inequalities give:
1
|Qr|
∫
Qr
|f̃ −mQr f̃ | ≤ cm2I×(0,T )(|f |). (11.7)
Step 3. (conclusion)
Combining (11.6) and (11.7), we obtain our result. 2
B2. Sketch of the proof of Theorem 2.16 (a Kozono-Taniuchi parabolic type
inequality)
The proof of the Kozono-Taniuchi parabolic type inequality will be a consequence of the
following theorem where we give an analogue estimate over Rx × Rt. More precisely, we
have:
Theorem 11.1 (A Kozono-Taniuchi space-time parabolic type inequality)
Let u ∈ C∞0 (R2), supp u ∈ QR. Then we have
‖u‖∞,R2 ≤ c‖u‖BMO(R2)
(
1 + log+ ‖u‖BMO(R2) + log+ ‖u‖W 2,12 (R2)
)
, (11.8)
where
‖u‖BMO = ‖u‖BMO + ‖u‖L1 ,
and c = c(R) > 0 is a positive constant.
Sketch of the Proof of Theorem 11.1. First, we need to define some notations and
spaces. Let X = (x, t) ∈ R2, we define the parabolic distance of X from the origin by:
|X|p = (x4 + t2)1/2 ∼ x2 + |t|. (11.9)
We write the parabolic version of the Littlewood-Paley dyadic decomposition. Let φj(X)
be the inverse Fourier transform of the j-th component of the parabolic dyadic decom-
position φ̂ = {φ̂j(ξ)}∞j=0 ⊂ S(R2), S(R2) is the Schwartz space, with
supp φ̂0 ⊂ {ξ; |ξ|p ≤ 2},
supp φ̂j ⊂ {ξ; 2j−1 ≤ |ξ|p ≤ 2j+1} if j ∈ N, j ≥ 1.
(11.10)
Here ξ = (ξx, ξt) ∈ R2, and we have:
∞∑
0
φ̂j(ξ) = 1.
The Lizorkin-Triebel space Ḟ γp,ρ
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Let γ ≥ 0. Let 1 ≤ p < ∞, 1 ≤ ρ ≤ ∞ (or p = ∞, 1 ≤ ρ <∞). We define the parabolic
Lizorkin-Triebel space by
Ḟ γp,ρ = {u ∈ S
′
(R2); ‖u‖Ḟ γp,ρ <∞}, (11.11)
where
‖u‖Ḟ γp,ρ =
∥∥∥∥∥∥∥


∞∑
j=0
2jγρ|φj ∗ u|ρ


1/ρ
∥∥∥∥∥∥∥
p,R2
. (11.12)
The ideas of the proof could be separated into several steps.
Step 1. Let γ > 0. We compute:
‖u‖∞ ≤ ‖u‖Ḟ 0∞,1
≤
∥∥∥∥∥∥
∑
0≤j≤N
|φj ∗ u|
∥∥∥∥∥∥
∞
+
∥∥∥∥∥∥
∑
j>N
2−jγ2jγ |φj ∗ u|
∥∥∥∥∥∥
∞
≤
∥∥∥∥∥∥∥
N1/2


∑
0≤j<N
|φj ∗ u|2


1/2
∥∥∥∥∥∥∥
∞
+ cγ2
−γN
∥∥∥∥∥∥∥


∑
j≥N
(
2jγ |φj ∗ u|
)2


1/2
∥∥∥∥∥∥∥
∞
≤ N1/2‖u‖Ḟ 0∞,2 + cγ2
−γN‖u‖Ḟ γ∞,2 , (11.13)
where cγ ≃ 1γ . Now we optimize (11.13) in N . For each u, we set
N ≃ log2γ
(
cγ
‖u‖Ḟ γ∞,2
‖u‖Ḟ 0∞,2
)
,
we finally obtain
‖u‖∞ ≤ ‖u‖Ḟ 0∞,1 ≤ c‖u‖Ḟ 0∞,2

1 +
(
1
γ
log+
‖u‖Ḟ γ∞,2
‖u‖Ḟ 0∞,2
)1/2
 . (11.14)
Step 2. Using the fact that u ∈ C∞0 (R2), we get:
|φ0 ∗ u| ≤ c‖u‖L1
and
|φj ∗ u| ≤ c‖u‖BMO, ∀j ≥ 1,
and then we obtain:
‖u‖Ḟ 0∞,2 ≤ ‖u‖
1/2
BMO
‖u‖1/2
Ḟ 0∞,1
. (11.15)
Using (11.14) with (11.15), we deduce that:
‖u‖Ḟ 0∞,1
‖u‖BMO
≤ c
(
1 + log+ ‖u‖Ḟ γ∞,2 + log
+ ‖u‖BMO + log+
‖u‖Ḟ 0∞,1
‖u‖BMO
)
,
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hence
‖u‖∞ ≤ ‖u‖Ḟ 0∞,1 ≤ c‖u‖BMO
(
1 + log+ ‖u‖Ḟ γ∞,2 + log
+ ‖u‖BMO
)
. (11.16)
Step 3. (‖u‖Ḟ γ∞,2 ≤ c‖u‖W 2,12 , with 0 < γ <
1
2)
Recall that
‖u‖Ḟ γ∞,2 =
∥∥∥∥∥∥∥


∑
j≥0
(
2γj |φj ∗ u|
)2


1/2
∥∥∥∥∥∥∥
∞
.
We calculate
2γj(φj ∗ u)(0) = 2γj
∫
φ̂∗j · ˆ̌u
= 2γj
∫
φ̂∗j
ξ2x + |ξt|
· ˆ̌u · (ξ2x + |ξt|),
where φ∗j is the complex conjugate of φj, and ǔ(x) = u(−x). Therefore, from Cauchy-
Schwartz inequality and the fact that
φ̂j = 0 if (ξ
2
x + |ξt|)1/2 < 2j−1,
we obtain:
2γj |φj ∗ u| ≤ 2γj
(∫
φ̂2j
(ξ2x + |ξt|)2
)1/2(∫
|û|2(ξ2x + |ξt|)2
)1/2
≤ c
2j(
1
2
−γ)
‖u‖W 2,12 .
Finally, we get
‖u‖Ḟ γ∞,2 ≤ c‖u‖W 2,12


∑
j≥0
1
22j(
1
2
−γ)


1/2
, (11.17)
where the above series converges since γ < 12 .
Step 4. (Conclusion)
Combining (11.16) form Step 2, and (11.17) from Step 3, we get the required result. 2
Back to the sketch of the proof of Theorem 2.16. Let v defined on I × (0, T ).
Take ṽ as the special extension of the function v defined as follows:
ṽ(x, t) = −3v(−x, t) + 4v(−x/2, t) ∀ − 1 < x < 0.
The continuation to R× (0, T ) is made by spatial periodicity. The extension in time will
be done, first by symmetry with respect to {t = 0}, and after that by time periodicity
of period 2T . Define the two zones Z1 and Z2 as follows:
Z1 = {(x, t); −1/3 < x < 4/3, −T/3 < t < 4T/3},
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and
Z2 = {(x, t); −2/3 < x < 5/3, −2T/3 < t < 5T/3}.
Take ψ a cut-off function such that
ψ = 1 on Z1, and ψ = 0 on R2 \ Z2.
Let
u = ṽψ,
we apply Theorem 11.1 to the function u, we get
‖v‖∞,IT ≤ c‖ṽψ‖BMO(R2)
(
1 + log+ ‖ṽψ‖BMO(R2) + log+ ‖ṽψ‖W 2,12 (R2)
)
. (11.18)
The special extension of the function v permits to write:
‖ṽψ‖W 2,12 (R2) ≤ c‖v‖W 2,11 (IT ). (11.19)
Moreover, repeating similar arguments as in the proof of Theorem 2.13, Steps 1 and 2,
we can treat relatively small cubes Qs or relatively big cubes Qb for the BMO norm of
‖ṽψ‖BMO(R2). As a final consequence, we get
1
|Qi|
∫
|ṽψ −mQi(ṽψ)| ≤ ‖v‖BMO(IT ), i ∈ {s, b}.
The only new case that we need to take care about is when the cube intersects the zone
Z2 \ Z1 where ψ 6= 0, 1. In this case we use the fact that
‖ṽψ‖BMO ≤ c‖v‖BMO + ‖ṽψ‖L1 ,
which return us to one of the above two cases considered above. Therefore, we obtain
‖ṽψ‖BMO(R2) ≤ c‖v‖BMO(IT ). (11.20)
From (11.18), (11.19) and (11.20), the result follows. 2
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[5] H. Brézis and T. Gallouët, Nonlinear Schrödinger evolution equations, Nonlin-
ear Anal., 4 (1980), pp. 677–681.
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