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The analysis in the present report investigated the effect on the accuracy of WRF as a representative mesoscale model when using older large-scale data (i.e., from GFS). Skamarock et al. (2008) describe the basic features of WRF (although the model has evolved since). The present report briefly describes the analysis procedure and presents preliminary results. As expected, accuracy generally tended to decline as the large-scale data aged, but appeared to slightly increase from 3 days old to 4 days old. Also, there was a wide variation in accuracy between individual cases. The change in the meteorological variables was examined, but the primary emphasis concerned the effect on the radial miss distances (RMDs) derived from simulated artillery trajectories computed using the General Trajectory (GTRAJ) model from the US Army Armaments Research Development and Engineering Center (ARDEC). The use of trajectories, with their major dependence on meteorological conditions, provides a means to check the net overall ability of a model to simulate the atmosphere as an integrated whole over the space and time covered by the trajectory. The Computer Meteorological Message (METCM), commonly used for accounting for meteorological effects in artillery trajectory calculations, provided the meteorological data required by GTRAJ.
Data
The METCM consists of meteorological data (i.e., pressure, virtual temperature, wind speed, and wind direction) for the surface and a series of vertical layers, extending up to 30 km above ground level (AGL), also known as METCM zones. STANAG 4061 (2000) describes the METCM in greater detail. For the current study, METCMs were derived from both WRF-based profiles and RAOB soundings. The generation of vertical profiles of meteorological variables for the METCM is based on algorithms implemented in software described in Cogan (2015) . That software package processes either model data or RAOB soundings into a variety of message type including the METCM. Vertical profiles were extracted from WRF Network Common Data Form output files via a NCAR Command Language (NCL) script using a method developed by Reen (2015) . The profiles were placed into text files that included a header with information on the location, time, model grid resolution, and method (if any) employed to interpolate between model grid points to the selected location. These profiles contain data lines for heights above mean sea level (MSL) of pressure levels. The user has the option to use a "sounding" from the nearest grid point (i.e., no interpolation), or either bilinear interpolation or inverse distance weight interpolation (via built-in NCL capabilities). RAOB data were downloaded from the University of Wyoming's weather website (http://www.weather.uwyo.edu/upperair/sounding.html). An alternative site is the RAOB archive hosted by the NOAA ESRL at their website (http://www.esrl.noaa.gov/raobs/). WRF v3.7.1 was run with 9-, 3-, and 1-km horizontal grid spacing nested domains. The comparisons for this report used data from the 3-km domain. The initial and boundary conditions were derived from GFS 0.5° horizontal grid spacing with a 3-h time interval. Where available, GFS snow fields were replaced with 1-km snow fields from the National Weather Service's National Operational Hydrologic Remote Sensing Center (NOHRSC) (http://www.nohrsc.noaa.gov/technology/) Snow Data Assimilation System, or if not available, with 4-km snow cover fields from the National Ice Center's Interactive Multi-sensor Snow and Ice Mapping System (IMS) (http://nsidc.org/data/docs/noaa/ g02156_ims_snow_ice_analysis/). Consequently, when available, NOHRSC fields were used for an area centered on the United States, IMS data for the rest of the northern hemisphere, and GFS fields for the southern hemisphere. A sea surface temperature product with higher resolution than the GFS output is produced by NCEP's Marine Modeling and Analysis Branch, called the Real-Time Global Sea Surface Temperature (Gemmill et al. 2007 ), which has 1/12th-degree horizontal grid spacing and was used to specify sea surface temperatures. These WRF runs did not use data assimilation (i.e., observation "nudging") in order to simulate the conditions that could occur if operating in a remote area without adequate connection to a source of external data. If we assume observation data were available at the start of the initial period (e.g., prior to leaving a home location), but not afterwards, any noticeable effect on the model calculations would have ended prior to the 12-h forecast of the first run. The Mellor-Yamada-Janjić scheme is used to parameterize the atmospheric boundary layer. As in Lee et al. (2012) and Reen et al. (2014) , the background turbulent kinetic energy is decreased to better simulate conditions with low turbulent kinetic energy and the atmospheric boundary layer depth diagnosis is altered. The WRF single-moment, 5-class microphysics parameterization and the Kain-Fritsch cumulus parameterization (9-km domain only) are used. For radiation, the Rapid Radiative Transfer Model is used for longwave and the Dudhia scheme for shortwave. The Noah land surface model is used to represent land surface processes.
The selected RAOB sites cover various regions and seasons in the northern and southern hemispheres. Table 1 presents a list of regions with the included WMO sites and the date and time of the WMO RAOBs. Analysis locations were selected using locations from previous investigations and tests, which helped ensure availability of data from WMO RAOB sites. To reduce the number of model runs and reduce analysis time, groups of WMO sites were sought that fit within the bounds of the middle WRF nest or domain. The horizontal grid resolution of the middle nest (3 km) is similar to current and near-term planned resolutions used in operational meteorological systems. For some regions, up to 5 sites fit within the bounds of the 3-km domain (723 x 723 km), allowing for sufficient distance from the lateral boundaries to avoid unwanted effects that potentially could arise from the different grid resolutions of the outer and middle domains (9 and 3 km). That distance is generally considered to be on the order of 20 to 30 (or more) grid points, or, in this case, about 60 to 90 km. That leaves a central region no less than about 540 × 540 km (~180 × 180 grid points). The exception was San Diego, California, which was only about 10 to 11 grid points from the edge of the domain. However, the results seemed in line with, or even better, than from the other sites within the "Southwest" region. In some regions, as in the southern hemisphere, only 2 sites fit within the middle domain. Data were extracted for all seasons but mostly for winter and spring and mostly for regions within the United States. A total of 50 cases were examined where each case contains comparisons between a METCM derived from a RAOB with 5 METCMs derived from the 5 runs of WRF (one for each GFS "age" used for initialization). Though a rare occurrence, the main NOAA archive used for the 0.5 o data (https://catalog.data.gov/dataset/global-forecast-system-gfs-0-5-deg) occasionally omits some GFS output. Unfortunately, one such event meant that Day-4 GFS data were not available for the first of 2 Midwest US groups listed in Table 1 (2016-01-02-12). However, the data were available via an alternate website that contains GFS output for 0.5° and 1.0° grids, (http://www.ncdc.noaa.gov/ has/HAS.FileAppRouter?datasetname=GFS3&subqueryby=STATION&applnam e=&outdest=FILE).
Procedure
The WRF was run to produce 12-h forecasts that ended at the time of the respective coincident RAOB. It was initialized using 0.5° GFS data starting with the GFS 0-h forecast and working backwards, and the GFS data were used to update the WRF boundary conditions. Therefore, the WRF 0-h forecast time was the same as the GFS time for a 0-, 24-, 48-, 72-, or 96-h forecast from the same day, 1, 2, 3, or 4 days earlier, respectively. For example, for a 12 Coordinated Universal Time (UTC) RAOB on 25 March, GFS forecast data were obtained every 3 h from the 00 UTC, 25 March data set. In this example, the WRF-based sounding was extracted from the 12-h WRF data so as to match the RAOB time. This procedure was repeated using GFS data from progressively older GFS runs one day apart. For example, the 2-day-old GFS data started on 00 UTC, 23 March. WRF would be run again for 00 UTC, 25 March, but using data from the 2-day-old GFS data set to produce the sounding 12 model hours later than was used to generate the respective METCM. Consequently, WRF soundings were extracted to compare with the same RAOB, but initialized using GFS data that began 0, 24, 48, 72, and 96 h earlier. Figure 1 illustrates the scheme employed to obtain the "aged" GFS data. In the figure, the circles at the left of each line indicate the GFS start time. The WRF start times relative to the GFS start time (0-h forecast) are shown along the solid vertical line (left), and the times of the WRF 12-h forecast and coincident RAOB are shown along the vertical dashed line (right). This method uses successive GFS data sets as input to the WRF model forecasts used to produce soundings contemporaneous to an actual RAOB used as an approximation to truth.
Use of this method to obtain the older GFS data eliminated the potential effect of changes in meteorological conditions that would occur if a single GFS data set was used along with sequential RAOBs. An example is a set of GFS files for 2016032500 with WRF soundings and RAOBs at 12 UTC on 25, 26, 27, 28, and 29 March. During that period of 5 days, the RAOBs would reflect the actual changes in the weather and consequently could be confused with changes in the WRF output arising from the use of older GFS data. Therefore, it would be difficult to separate the effect of the aging GFS from the effect of the actual change in the weather.
The next step was the preprocessing on a local computer of the GFS data for the selected period and location using scripts developed by Reen (2015) that included modifications that corrected some deficiencies in the original code. This preprocessing step converts the GFS and other data (including observations when available with data assimilation activated) into forms appropriate for input to the WRF model itself. The resultant preprocessed files were transferred to a highperformance computer (HPC) since the HPC could run multiple instances of WRF in a much shorter time. The WRF output files for the 3-km grid domain were transferred back to the local computer for generation of the meteorological profiles. Vertical profiles were extracted from the WRF output files via an NCL script. The RAOB and WRF profiles were placed into text files and transferred to a local Windows desktop for conversion into text file "messages" that have the data in the same units and structure as in the METCM. Cogan (2015) describe the program for conversion of RAOB or WRF soundings into METCMs and various other types of meteorological messages. This program also produces a form of the METCM that is suitable for input to the GTRAJ trajectory simulation program. That format also is convenient for use in spreadsheets employed for the meteorological comparisons of this report.
The meteorological values of the METCM, that is, pressure, virtual temperature, wind speed, and wind direction, plus some derived variables such as density, were compared using spreadsheets similar to those in Cogan (2015) for METCM zones up through zone 26 (19-20 km), which is the highest zone covered by the WRFbased output, except where either the WRF-or RAOB-based sounding ended at a height lower than 20 km AGL. In that situation the comparison ended at the maximum level covered by both soundings. The mean difference (MD), the mean absolute difference (MAD, standard deviation of the differences (SD), and the root mean square difference (RMSD) between the WRF-generated METCMs and ones from the corresponding RAOBs were computed for each zone for all cases for each age of the GFS data, that is, each RAOB is compared to 5 WRF outputs generated using current (day 0), 1-day-old, …, 4-day-old GFS data sets. These terms for the several statistics replaced the more common mean, mean absolute error, standard deviation, and root mean square error, because the WRF-based METCMs were compared with those from RAOB data, not the actual atmosphere. While good approximations, RAOBs are subject to errors arising from, for example, instrument error, balloon drift, and differences from the nominal sounding time.
The differences in those variables for each "age" of GFS were compared in another spreadsheet. Tables were constructed where the values for each variable and zone were compared between various "ages" of GFS. For example, the differences were computed between temperature statistics for WRF-based profiles that used 96-120 h GFS data (RAOB 108 h from start of the GFS data) and WRF-based profiles that used current GFS data (0-24 h, RAOB 12 h from start of the GFS data). Data produced from more recent GFS values were subtracted from the older ones. As a result, positive numbers indicated better values for MAD, SD, and RMSD from the newer GFS data. The MD values may or may not indicate better or worse values. For example, subtracting a small positive or negative value from a larger negative value would result in negative value that would suggest the older GFS was better. The MAD normally is a better indicator of how close the WRF-based METCMs are to the RAOB-based ones. Tabular and graphical depictions were prepared and several examples are shown in Section 4.
The GTRAJ (v3.9.7) program was provided by ARDEC and is considered a standard for trajectory calculations. As noted in the GTRAJ user's guide, it is a trajectory simulation program that may be run interactively or scripted. The program uses the point mass or modified point mass equations of motion to simulate the trajectory of a projectile in flight. The program uses a database to obtain aerodynamics and ballistics for the selected projectile. There is also aerodynamic data available for miscellaneous shapes such as fragments, cylinders, and cubes. The user may elect to use a custom database instead of the standard one. Frehlich, et al. (2008) describe an earlier version of GTRAJ they employed in their study of the effect of turbulence on ballistic testing procedures.
For each case, the input to GTRAJ includes the METCM from the RAOB; the 5 METCMs from WRF; and the elevation (MSL) of the RAOB site or from the WRF terrain database; latitude (RAOB and WRF have the same value in this study); and firing information such as azimuth (direction) of fire, cannon type, projectile type, and so on. The cannon was a standard 155-mm system with a commonly used projectile fired at an elevation that would produce ranges on the order of 22-24 km with apogees around 7.5 to 8.5 km AGL. The radial distance (RD) is then computed for each instance (e.g., WRF at one GFS "age" for one comparison time for one site for one azimuth). The RD is the distance from the gun to the target, which may be computed from the range and deflection where RD is the square root of the sum of the squares of the range and the deflection. In order to at least partially account for the variation in RD with azimuth, the simulated firings were run for the 4 cardinal directions (north, east, south, and west). For example, wind and density effects could assist or counteract one another leading to larger or smaller RDs for a given firing azimuth.
The output RDs, ranges, and deflections from GTRAJ for the RAOB and the 5 WRF runs (1 for each age of GFS) for the 4 directions of fire are copied into a spreadsheet. Then the values from the runs that used RAOB-based input are compared to those from the runs with WRF-based input to obtain the differences in range and deflection, which are used to calculate RMD. RMD is the square root of the squares of the differences (∆D) in range and deflection:
where the subscripts r and d refer to range and deflection, respectively. The mean and median values of the RMDs over the 4 azimuths are computed for each of the 5 GFS ages in terms of meters and percent of the RD (also named % Range).
Initial Results: Meteorological
The first set of comparisons was made for the meteorological variables. The emphasis was on the variables in the METCM as well as the derived variables of density and vector wind speed. METCMs were computed from the RAOB and WRF data for each WRF time from start of the GFS as described previously, entered into spreadsheets where the differences were computed for each pair of WRF and coincident RAOB-based soundings, and statistics computed for each of the METCM layers and the surface (line or zone 0). One RAOB for each site and time provided the comparison data for all of the WRF runs for that day and time. For example, the METCM computed from the Wallops Island, Virginia, RAOB for 2016-05-19 at 12 UTC was compared to the WRF-based METCMs for that location and time for all 5 WRF runs (WRF output for 12, 36, …, 108 h from start of the respective GFS run). The sample size or number of pairs for each layer plus the surface ranged from the maximum number of 50 to a lesser number at the highest levels where either the WRF-or RAOB-based sounding failed to reach 20-km AGL. Table 2 shows a sample for wind speed for WRF-based METCMs (i.e., from the WRF simulations using 72-to 96-h GFS data). The WRF was run for 12 h after the start of the selected period, that is, it began at 72 h of GFS model time from the start of the GFS data for day -3. Tables similar to Table 2 were prepared for the other variables and for the other WRF simulations or runs using GFS data with different forecast start times. WRF simulations are referred to by the GFS forecast time at the verification time. For example, the 108-h WRF run uses GFS data with a 0-h forecast 108 h prior to the RAOB time (96-h prior to the WRF 0-h forecast). Figures 2-6 present graphical representations of those WRF data using the 5 different GFS inputs for vector wind speed, virtual temperature, and density. Graphs showing the 36-h statistics for differences in vector wind speed (kn), virtual temperature (K), and density (gm Graphs showing the 60-h statistics for differences in vector wind speed (kn), virtual temperature (K), and density (gm Graphs showing the 108-h statistics for differences in vector wind speed (kn), virtual temperature (K), and density (gm Table 2 and Figures 2-6 present statistics for each METCM zone that show the differences between METCMs derived from WRF using input from each of the several "aged" GFS data sets and those derived from coincident RAOBs. The following table and graphs have the same type of statistics that illustrate any changes in forecast accuracy as compared to the initial forecast at 12 h from the start of the GFS (0-h GFS forecast). The statistical values for the WRF runs were compared for each variable for each METCM layer for each of the WRF model runs. For example, virtual temperatures for the METCM layers plus the surface that were derived from the 108-h WRF run were compared to the values for the respective layers and surface from the 12-h run. Table 3 presents a sample for wind speed where values from the 108-h WRF run were compared to those from the 12-h run. The few negative MD values may or may not indicate that the 108-h WRF occasionally led to better outcomes for the reason given earlier, that is, subtracting a positive or negative value from a negative value of a larger magnitude will lead to a negative number. Consequently, the MAD is a better indicator as is the RMSD. Table 3 Wind As with the individual "GFS age" comparisons, the tables also may be presented in graphical form. Figure 7 shows density and related RMSD values, and Fig. 8 presents wind RMSD values. In these figures, the forecast degrades if the values for the older GFS data are larger than for the newer data. For example, the pressure differences in Fig. 7 are greater for the 84-h WRF than for the 60-h WRF runs. In general, the older the GFS input, the greater the RMSD "error" relative to the 12-h WRF-based METCMs. However, occasionally older GFS data appear to provide values closer to the 12-h WRF-based METCMs. Most notably the vector wind speed and the wind speed values for the 108-h WRF-based METCMs for more than a few layers appear closer to the 12-h values than the 84-h values (10 and 15 of 27 zones, respectively). The wind direction differences vary widely though for 19 of 27 zones, including the surface, and the 84-h results are closer to the 12-h values than the 108-h results. For several zones (4,750-, 5,500-, and 6,500-m AGL) the 108-h results are closer than the 36-h wind directions.
speed (kn) differences between comparisons using 96-to 120-h GFS data (108-h WRF run) minus those using 0-to 24-h GFS data (12-h WRF run). Comparisons using WRF-based soundings for 12 h after the start time of the GFS (0-h GFS

Initial Results: Trajectories
GTRAJ was employed to compute trajectories using the METCMs from RAOBs and the WRF runs with input from the 5 differently aged GFS data sets. Trajectories computed with METCMs from WRF using GFS data for days 0 through minus 4 were compared with METCMs from coincident RAOBs, as discussed previously. RMD values were computed independently for the 4 cardinal directions so as to have an idea of likely variation with azimuth and consequently to mitigate possible effects that could arise from selecting a single azimuth. A small RMD could occur in one direction of fire if effects of a large density error compensated for a large wind error, but the RMD would most likely be much larger for the opposite azimuth where density and wind errors would reinforce their effects.
The RMDs computed using GTRAJ generally followed the accuracy (i.e., agreement to the coincident RAOBs) of the METCMs derived from the WRF output. Nevertheless, there were major variations in RMD that did not seem to follow the general trend. The following tables provide an indication of the overall trends and the significant variation within those trends. The mean and median values for each GFS age were computed for each site and time where one site and time equals one case (e.g., Anchorage on 2016-04-06 at 12 UTC), where each case has a mean and a median RMD computed from the RMDs for the 4 firing directions for each GFS age. Then the means and medians of the mean and median RMDs of each case were computed for all 50 cases for each GFS age. In addition, the standard deviations of the mean and median values were computed for the 50 cases. The standard deviations provide a measure of the variation within each GFS age category.
Tables 4 and 5 present the means and standard deviations of the mean and median RMDs, respectively, for all sites and times by age of GFS input in terms of meters and percent of RD. The Appendix presents the case-by-case mean and median RMDs. WRF was run for 12 h for the several GFS data sets as indicated in Fig. 1. For example, WRF ran for 12 h after using the 0-to 12-h GFS forecast, 12 h using the 24-to 36-h GFS forecast from the previous day, and so on through 12 h with the 96-to 108-h GFS forecast from 4 days earlier. For each case, the 5 METCMs derived from WRF were compared with the RAOB-based METCM at 12 h after the 0-h WRF forecast (see Fig. 1 ). As expected the mean and median values are similar, but not the same, and increased as the GFS input aged from the 12-h through the 84-h computations. However, the mean and median values decreased from the 84-h to the 108-h WRF runs. Since the standard deviation gives a measure of the variation of the RMDs for the 50 cases, the variation appears to peak around the 84-h output with a drop or at least a leveling off afterward at around 108 h. This unexpected result appears to be related to the wind speed and direction improvement noted in Fig. 8 .
As suggested by the standard deviations, there is significant variation from case to case in either mean or median RMD for the several WRF times. On a case-by-case basis, the minimum mean and/or median RMD for an earlier time may exceed that for a later time and vice versa for the maximum RMD. For example, the mean RMD for the 36-h WRF-based METCM may be less than that for the 12-h METCM, or the maximum mean RMD for all 5 times may occur for the 60-h METCM. Table 6 presents the number of cases where there was a minimum or maximum value of mean or median RMD for each time (GFS period). As shown in Table 6 , the number of minimums or maximums of either mean or median RMDs do not match for all times. That result is not unexpected since the RDs for each simulated firing are different for different METCMs and elevations. In addition, the minimum and maximum values for all 50 cases were extracted for each WRF time category as presented in Table 7 . As expected the maximum values increased with age of GFS data, but not entirely for the minimum values. As shown in Table 7 the largest minimum value occurred for the 60-h WRF run. On the other hand, the largest maximum value occurred for the 108-h run. Table 8 presents the same numbers as Table 7 but for the median RMDs. For the median values, the second smallest minimum in meters and % RD was the one at 84 h though the value in meters was close to that for 36 h. Again, the largest minimum occurred for the 60-h category. The maximum values in Table 8 followed the same trend as in Table 7 with increasing size as the WRF time from start of GFS increased.
An additional consideration is whether or not the model produces better outcomes than using standard MET. Standard MET is based on the International Civil Aviation Organization 1976 Standard Atmosphere as described in STANAG 4061 (2000) . It assumes a standard lapse rate for temperature and pressure, and wind speed is set at 0. Earlier work using live-fire data suggested RMDs relative to RD calculated from RAOB METCMs are on the order of 3% to 4%, occasionally much more or much less. A comparison of 12 cases from this study led to similar results, with averages of mean or median values of 3.9% and 3.5%, respectively. Individual RMDs varied considerably, from as small as 0.68% (PANC on 2016-06-06 at 12 UTC) to as large as 6.47% (VEF on 2016-06-18 at 12 UTC). Both cases also had much larger and smaller RMDs, respectively (3.74% and 2.80 %), suggesting that the effects of wind and density errors augmented or counteracted one another. Table 9 presents the number of times each of the 50 case's mean or median RMD (50 values of each) exceeded 3.5% for each GFS age. The number was the same for both mean and median RMDs. Even though there are not enough cases for a definitive statement, it appears that the model-based results should be better than standard MET through the 60-h category. Nevertheless, for one of the cases examined, the value at 60 h slightly exceeded that for standard MET. On the other hand, the largest mean RMD for one case from the use of model data (108-h WRF run) was slightly smaller than that from the use of standard MET (both were slightly higher than 5% RD). As with all similar data sets examined to date, there is wide variation from the mean and median values of Tables 4 and 5 , as also suggested in Tables 6-8 . Occasionally, standard MET can produce a better outcome than a model-based or RAOB-based METCM for a specified direction of fire even when using relatively recent GFS or other large-scale model input due to cancellation of otherwise large errors in density and wind.
Conclusion
This study looked at the potential degradation of WRF-based METCMs relative to RAOBs that served as an approximations to the real atmosphere using differences of meteorological variables and impact points from simulated (GTRAJ) trajectories. In general, the meteorological variables from the WRF-based profiles deviated more from the RAOB-based values as the age of the GFS data increased.
However, it appears that the wind estimates slightly improved at many heights as the GFS data aged from 72-84 h to [96] [97] [98] [99] [100] [101] [102] [103] [104] [105] [106] [107] [108] respectively) . While an investigation in depth is beyond the scope of this study, a brief look showed that at least some of the situations leading to unexpected results seemed to arise when the centerline of a trough or a low center lay not far from one or more RAOB sites. A small displacement of the trough or low can lead to a GFS grid point location being on the east or west side of the centerline or center, respectively, or just being closer or further from the centerline or center. The former, in turn, may lead to a southerly wind changing to a northerly wind or vice versa sometimes with a fairly significant wind speed in each direction, and the latter to very different wind speeds even if in a similar direction. Either one could result in a greater difference from the observed RAOB wind. For example, the former situation seems to have occurred over the Alaska sites (Table 1) around 6 April 2016 based on 700-, 500-, and 300-hPa weather charts (not shown, but available at http://archive.atmos.colostate.edu via the included links).
As with the meteorological variables, the GTRAJ results suggested a general degradation with increasing GFS age of the RMDs generated using the WRF-based METCMs relative to those from the RAOB-based METCMs. However, a leveling off or a decrease in the difference between the WRF-and RAOB-based RMDs occurred from the 84-to 108-h comparisons, based on the data used in this report. Also the mean or median values on a case-by-case basis varied widely from one site to another or between the coincident RAOB times for a given site. In future, the variation in results by site and between individual GFS data sets could be investigated when a larger set of additional comparisons become available.
Overall, the data suggest that almost all the time model-based METCMs for artillery simulations outperform standard MET up through a GFS age of 60 h. While the mean differences in mean or median RMD for 84-and 108-h WRF are noticeably smaller than those from the use of standard MET, occasionally standard MET could lead to a better result. Nevertheless, the mean values and the other statistics suggest the use of model-based METCMs is most often preferable than the use of standard MET. If the use of standard MET was to be considered, investigation of more complete models that include latitude, seasonal, and diurnal variations would be suggested, but that would require additional study to evaluate potential value.
The results of this report suggest that the use of METCMs from WRF-based soundings using large-scale model input without data assimilation can lead to simulated trajectories that are within 1.25% RD on average relative to trajectories calculated using METCMs from RAOB for all WRF times of this report. For WRF times of 60, 36, and 12 h, the mean RMD decreases to about 0.8%, 0.54%, and 0.38% RD, respectively, and a little less for the respective median RMDs. However, the variation from one location and time to another is large and any one RMD may be much smaller or larger. Future research should investigate the relation between individual outcomes and the atmospheric situation, as well as differences by location or region. The use of trajectory calculations from GTRAJ or a similar simulation tool provides a means to assess the integrated or net accuracy of model output spatially over the path of the simulated projectile. The simulated time of flight is often on the order of a minute or 2, and consequently, can provide a nearly "instantaneous" estimate. When possible, use of actual live-fire results can provide an insight into the actual atmosphere not otherwise attainable.
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Appendix. Individual Mean and Median Radial Miss Distances (RMDs) per Site
