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In this paper, we use Fucik spectrum, ordinary differential equation theory of
Banach spaces to study semilinear elliptic boundary value problems with jumping
nonlinearities at zero or inﬁnity, especially with resonance at inﬁnity, and obtain
new results on the existence of multiple solutions and sign-changing solutions with a
weakening of the P.S. condition. In one case we get up to seven nontrivial solutions.
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1. INTRODUCTION
Let us consider the elliptic boundary value problem
−u = f x u in 
u∂ = 0 (1)
where − is the Laplacian and  is a smooth bounded domain in Rn. Let
λj be the jth eigenvalue of − with zero Dirichlet boundary data, 0 < λ1 <
λ2 < · · · < λk < · · · , denote by nk the dimension of ker− − λkI, and
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let ϕk 1 ϕk 2     ϕk nk	 be an orthogonal basis of ker− − λkI with
the property that
∫
  
 ϕk j2 = 1 for j = 1 2     nk and k = 1 2    
It is well known that λ1 > 0 λ1 is simple; i.e., n11 = 1 and ϕ11 > 0. We
denote ϕ11 by ϕ1. Moreover, we assume f x u has jumping nonlinearities
at zero or inﬁnity,
(H1) limu→0+
f xu
u
= a1 limu→0− f xuu = d1 uniformly for x ∈ 
(H2) limu→+∞
f xu
u
= a2 limu→−∞ f xuu = d2 uniformly for x ∈ 
Let
px t = f x t − a2t+ − d2t− Px t =
∫ t
0
px sds
We assume that either
Hx t = 2Px t − tpx t ≤ W x ∈ L1 (2)
and
Hx t → −∞ a.e. as t → ∞ (3)
or
Hx t = 2Px t − tpx t ≥ W x ∈ L1 2′
and
Hx t → +∞ a.e. as t → ∞ 3′
Furthermore, we always assume that f x 0 = 0 f x uu ≥ 0 , and f ∈
C¯×R1 is locally Lipschitz continuous in u uniformly in x in this paper.
We sometimes assume:
(H3) Problem (1) has a negative strict subsolution ϕx and a positive
strict super solution ψx; that is,
−ϕ < f xϕ ϕ < 0 in ϕ∂ = 0
−ψ > f xψ ψ > 0 in ψ∂ = 0
Nontrivial solutions of (1) correspond to nontrivial critical points of the
functional on H = H10,
Ju = 1
2
∫

 
 u2 dx−
∫

Fx udx (4)
where Fx u =
∫ u
0
f x sds; in H we take the inner product
u v =
∫


u · 
v ∀u v ∈ H and u =
√
u u u ∈ H
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We will ﬁnd that the existence of solutions of (1) depends on the homo-
geneous jumping nonlinear problem
−u = au+ + du− u∂ = 0 (5)
where u+ = maxu 0	 u− = minu 0	
Nontrivial solutions of (5) correspond to nontrivial critical points of the
following functional on H:
Jadu =
1
2
∫

 
 u2 dx− a
2
∫

u+2 dx− d
2
∫

u−2 dx (6)
We deﬁne∑ = a d ∈ R2  5 has a nontrivial solution	
and let Sk = a d ∈ R2 λk ≤ a ≤ λk+1 λk ≤ d ≤ λk+1 a d =
λk λk a d = λk+1 λk+1	. By [27] we know Sk ∩
∑
is empty.
Deﬁne
Dk = a d ∈ R2  there exists a path γt = γ1t γ2t t ∈ 0 1
such that γ1t γ2t ∈
∑
and γ0 = a d γ1 ∈ Sk	
(These conditions enable us to calculate the critical groups at zero).
In this paper, we use Fucik spectrum, ordinary differential equation the-
ory of Banach spaces to study semilinear elliptic boundary value problems
with jumping nonlinearities at zero or inﬁnity, and get new existence results
for nontrivial solutions, multiple solutions, and sign-changing solutions. In
one case we get up to seven nontrivial solutions. The method is different
from those of [3, 26]. We do not compute the critical groups and singular
homology groups; we use more properties of the ﬂow of the correspond-
ing equations in C10, and obtain the results with a weakening of the P.S.
condition. This improves some results of [26].
From the results cited in [5], there exists a continuous function ηt
deﬁned on λ1 λ2 with the properties that
(a) η is strictly decreasing, ηλ2 = λ2 limλ→λ1+0 ηλ = +∞;
(b) Eq. (5) has a nontrivial solution for a d = aηa a ∈
λ1 λ2 and a d = ηd d d ∈ λ1 λ2
(c) Eq. (5) has no nontrivial solution for λ1 < d < ηa a ∈ λ1 λ2
or λ1 < a < ηd d ∈ λ1 λ2.
We denote by # the curve aηa  λ1 < a ≤ λ2	 ∪ ηd d  λ1 <
d ≤ λ2	s.
For convenience, we denote by S˜ the set of points a d which are
above # in the a–d plane.
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We deﬁne
a d = u ∈ H  Jadu < 0	 (7)
It is proved in [12] that
S˜ = a d  a d > λ1a d is path-connected	 (8)
Now we give a lemma from [12] which is useful in the following.
Lemma 2.1 of [12]. a d with a d > λ1 is path-connected if and only
if there exists a path in a d connecting ϕ1 and −ϕ1.
2. SEVERAL DEFINITIONS AND LEMMAS
We use the following “compactness condition”: Let ψt be a positive
nonincreasing function on 0∞ satisfying∫ ∞
1
ψtdt = ∞ (9)
We say that J satisﬁes ψc if any sequence uk	 ⊂ H satisfying
Juk → c
J ′uk
ψuk
→ 0 (10)
has a convergent subsequence. If this holds for every c ∈ R1, we say that J
satisﬁes ψ. This reduces to the usual Palais–Smale condition for ψt ≡ 1
and to a condition introduced by Cerami [7] for ψt = 1/1+ t.
We use the following lemma
Lemma 5.1 of [26]. If (2), (3) hold, then for any c ∈ R1,
Juk → c 1+ ukJ ′uk → 0 (11)
implies that uk	 has a convergent subsequence; i.e., J satisﬁes the compact-
ness condition ψ with ψt = 1/1+ t.
Remark 1 As shown in [25], if 2′ 3′ hold, then for any c ∈ R1,
Juk → c 1+ ukJ ′uk → 0
implies that uk	 has a convergent subsequence, i.e., J satisﬁes the com-
pactness condition ψ with ψt = 1/1 + t too. In fact we can prove it
easily as in [26, proof of Lemma 5.1]. (See Remark 7 at the end of this
paper.)
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Now we give some deﬁnitions: Since f x u is locally Lipschitz
continuous for u, so J is a C2−0 functional deﬁned on C10. Let
M = u ∈ H  J ′u = 0	 and X = C10 with the usual norm
uX = max0≤α≤1 supx∈¯ Dαux It is well known that X ⊂ H is densely
embedded into H, the critical points setM ⊂ X. Let ut u0 0 ≤ t < ηu0
(ηu0 is the maximum existence interval) be the forward strong solution
of the initial value problem in X:
u′ = −J ′u u0 = u0 ∈ X (12)
Deﬁnition 1. We call N ⊂ X an invariant set of descent ﬂow of J if
ut u0  0 ≤ t < ηu0 u0 ∈ N	 ⊂ N . (This is similar to a deﬁnition in
[28].)
Let K = −−1 Fu = f x ux for x ∈ ¯ u ∈ H. Then J ′u =
u − KFu The forward strong solution of the initial value problem (12)
satisﬁes that
ut u0 = e−tu0 +
∫ t
0
esKFus u0ds for t ≥ 0 (13)
Since f x t is local Lipschitz continuous in t ∈ R1 uniformly for x, K 
L∞ → C10 is a bounded linear operator, and F  C10 ↪→ L∞
is local Lipschitz continuous, for every u0 ∈ X, there exists Bδu0, l1 > 0
such that
KFu −KFu0X ≤ l1u− u0X ∀u ∈ Bδu0 (14)
where Bδu0 = u ∈ X  u− u0X < δ δ > 0	 . Thus the forward strong
solution ut u0 of (12) exists and is unique in X.
Let PH = u ∈ H  u ≥ 0 almost everywhere	 P = PH ∩ X = u ∈
C10 u ≥ 0	, and P has nonempty interior
o
P . Since KP ⊂ PK−P ⊂
−P and P−P are convex closed sets in X, by the theory of ordinary
differential equations in Banach Spaces (see [15, Lemma 12.1.2]), we know
P−P are both invariant sets of descent ﬂow of J under the condition
f x uu ≥ 0. Noticing KF  P → oP and (13), we know that ut u0 ∈
o
P ,
∀t > 0, for u0 ∈ P , and
o
P , −
o
P are both invariant sets of descent ﬂow of J.
Deﬁnition 2. Suppose that 1 ∈ C1XR1 a ∈ R1. We say that 1 has
the retracting property for a on X if ∀b > a with 1−1a b ∩X ∩M =  ,
then 1a ∩X is a retract of 1b ∩X; i.e., there exists η: 1b ∩X → 1a ∩X
continuous in the topology of X, such that η1b ∩X ⊂ 1a ∩Xη1a∩X =
id1a∩X .
Lemma 1. Suppose that (2), (3) or 2′ 3′ are satisﬁed. Then for any
a ∈ R1, J has the retracting property for a on X.
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Proof. By [26, Lemma 5.1] (or Remark 1), we know that J satisﬁes the
compactness condition ψ with ψt = 1/1+ t.
For ∀b > a satisfying J−1a b ∩X ∩M =  , we consider the forward
strong solution στ u0 (τ ∈ 0 η¯u0, where η¯u0 is the maximum exis-
tence interval) of the following equation in X:
σ ′τ u0 =
−J ′στ u0
J ′στ u0
 σ0 = u0 ∈ J−1a b ∩X\M (15)
By the deﬁnition of ψc for c ∈ a b, we have that there is a δ > 0 such
that
1+ u · J ′u ≥ δ when u ∈ J−1a− δ b+ δ ∩H (16)
Let
wτ u0 =
∫ τ
0
1
J ′σξ u0
dξ (17)
let t = wτ u0: 0 η¯u0 → 0 ηu0, and let ut u0 = στ u0; then
du
dt
= dσ
dτ
· dτ
dt
= −J ′στ u0 = −J ′ut u0 (18)
So the orbit στ u0 of Eq. (15) is the same in X as that of the solution
ut u0 of Eq. (12), and it exists and is also unique.
Since
σ ′τ u0 = 1
we have
στ u0 − u0 ≤
∫ τ
0
σ ′τ u0 ≤ τ (19)
στ u0 ≤ u0 + τ (20)
By
dJστ u0
dτ
= −J ′στ u0 (21)
and (16), we have
Jστ u0 − Ju0 =
∫ τ
0
dJστ u0
dτ
dτ = −
∫ τ
0
J ′στ u0dτ
≤ −δ
∫ τ
0
1
1+ στ u0
dτ
≤ −δ
∫ τ
0
1
1+ u0 + τ
dτ (22)
≤ −δ
∫ u0+τ
u0
1
1+ τdτ
→−∞ as τ→+∞
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Thus there exists a Tu0 < +∞ such that
Jστ u0 = a at T = Tu0  (23)
Moreover, σTu0 u0 = w and w ∈ X. If u0 ∈ Ja, we deﬁne Tu0 = 0.
Since JσTu0 u0 = a and noticing στ u0 is continuous for τ u0
in the topology of X,
∂
∂τ
Jστ u0τ=Tu0 = −J
′σTu0 u0 = 0 (24)
by the implicit function theorem, we know u0 → Tu0 : J−1a b ∩X → R1
is continuous in the topology of X.
Deﬁne
βt u0 =
{
u0 if u0 ∈ Ja ∩X,
σTu0 t u0 if u0 ∈ Jb ∩X\Ja ∩X;
(25)
then β: 0 1 × Jb ∩X → Ja ∩X satisﬁes
β0 · = id β1 Jb ∩X ⊂ Ja ∩X
βt ·Ja∩X = idJa∩X ∀t ∈ 0 1 (26)
Similarly to [9, Lemma 3.2], we can prove that β is continuous in the topol-
ogy of X. Let η· = β1 ·. Then η satisﬁes Deﬁnition 2.
Lemma 2. Suppose U is a bounded connected open set of R2 and 0 0 ∈
U ; then there exists a connected component #′ of the boundary of U , and each
one sided ray l through the origin satisﬁes l ∩ #′ =  
Proof. Since U is a bounded connected open set of R2, R2\U has an
unbounded component V and bounded components Vλ  λ ∈ <. Moreover,
each of these components is closed. Then by [24, Theorem 5.3, Chap. 4],
R2\V will be connected, and clearly it is a bounded open set. By [24,
pp. 134–135], we know
A is a bounded connected open set of R2
A is simply connected ⇐⇒ R2\A is connected ⇐⇒ ∂A is connected
Thus ∂R2\V  is connected. Considering one sided ray l through the origin,
by [24, Theorem 2.2, Chap. 4], we obtain that l ∩ ∂R2\V  =  . Let #′ =
∂R2\V ; if we prove #′ ⊂ ∂U , this will be the desired ﬁlling in of the holes.
Now, R2\V = U ∪ ∪λ∈<Vλ. Assume that x ∈ ∂R2\V . Since R2\V
is open, no point of the boundary of R2\V will belong to R2\V . Hence
∂R2\V  ⊂ V . Hence x ∈ V . Clearly x ∈ ∂V (since x ∈ ∂R2\V ). If x ∈ U
Bεx is a connected set in R2\U for small ε, and hence will be in a single
component of R2\U , where Bεx = y ∈ R2  y − x < ε	. Since x ∈ V ,
then Bεx ⊂ V . This contradicts x ∈ ∂V (note that x ∈ U is impossible
because then x ∈ intR2\V ).
Remark 2. Lemma 2 is a simple proof of the result in [21].
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3. EXISTENCE RESULTS
Theorem 1. Suppose that H1, H2 are satisﬁed, (2), (3) (or 2′ 3′)
are satisﬁed, and a1 d1 < λ1, a2 d2 ∈ S˜, a2 d2 ∈
∑
. Then (1) has
at least one sign-changing solution, one positive solution, and one negative
solution.
Proof. Under these hypotheses (2), (3) (or 2′ 3′), by Lemma 1, we
know J has the retracting property for any a ∈ R1 in X.
First we prove that θ is a strictly local minima of J. (This is known; we
only give this for completeness.)
We only give the proof for  ⊂ Rn n > 2 (the proof is similar for n ≤ 2).
By H1 and f x 0 = 0 a1 d1 < λ1, we know that ∃ 0 < ε0 < λ1 and δ > 0
such that f x t < λ1 − ε0t ∀t < δ; thus
Fx u ≤
∫ u
0
f x tdt < 1
2
λ1 − ε0u2 as 0 < u < δ (27)
By H1, H2, we have ∃b1 > 0 such that
Fx u ≤
∫ u
0
f x tdt < 1
2
λ1 − ε0u2 + b1u2n/n−2
for −∞ < u <∞ (28)
Therefore, by the Poincare´ inequality, we have that∣∣∣∣ ∫

Fx uxdx
∣∣∣∣ ≤ ∫

Fx uxdx
< 12 λ1 − ε0
∫

u2xdx+ b1
∫

ux2n/n−2 dx (29)
≤ 12u2 − 12ε0C2u2 + b1
∫

ux2n/n−2 dx
and by the deﬁnition of J, we have that
Ju > 1
2
ε0C
2u2 − b1
∫

ux2n/n−2 dx ∀u ∈ H (30)
Since H ↪→ L2n/n−2, we have that ∃b2 > 0 such that
b1
∫

u2n/n−2xdx ≤ b2u2n/n−2
Thus, we know
Ju > 1
2
ε0C
2u2 − b2u2n/n−2
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Therefore, there exists b3 > 0 and an open neighborhood Uδ0 of θ such
that
Ju > b3u2 ∀u ∈ Uδ0 and f 0 < f u
∀u ∈ Uδ0 u = 0 (31)
i.e., θ is a strictly local minima of J, where Uδ0 = u ∈ H u < δ0	.
Now we prove there exists a neighborhood of 0 inX, which is an invariant
set of J.
Let U1/n = u ∈ Uδ0 ∩ X  Ju < 1n	 n = 1 2 3     then U1/n is an
open neighborhood of θ in X for each n. Therefore, for sufﬁciently large
n0 such that
1
n0b3
< δ20
and for u0 ∈ U1/n0 , the solution ut u0 of (12) satisﬁes the following
formula:
b3ut u02 < Jut u0 ≤ Ju0 <
1
n0

Thus we have that U1/n0 is an open, invariant set of descent ﬂow of J.
Let U0 = U1/n0 .
Set
U1 = u1 ∈ X  ∃t ′ > 0 such that ut ′ u1 ∈ U0	
It is easy to know that U1 is an open invariant set of descent ﬂow of J in
X. And since ut u1 has continuous dependence on the initial value u1,
we may prove that ∂U1 is also an invariant set of descent ﬂow of J in X if
∂U1 =  . It is clear that Ju > 0 on ∂U1, and hence Jut u0 > 0 for
u0 ∈ ∂U1 by invariance.
Since a2 d2 ∈ S˜ there exists a0 d0 such that a0 d0 ∈ # and a2 >
a0 d2 > d0 . By [12, Lemma 2.1, 2.3], we get that there exists a path L0 in
a2 d2 connecting ϕ1−ϕ1. And by [12, proof of Lemma 2.3],
L0 = tϕ+0 + 1− tϕ1  0 ≤ t ≤ 1	 ∪ tϕ+0 + 1− tϕ−0  0 ≤ t ≤ 1	
∪ tϕ−0 + 1− t−ϕ1  0 ≤ t ≤ 1	 (32)
where ϕ0 is one nontrivial solution of (5) with a d = a0 d0. Since L0
is compact, there is an ε neighborhood Lε in H, such that Lε ⊂ a2 d2.
And in this neighborhood, we can choose a path L in X, such that L ⊂
a2 d2. In fact, we can choose ϕ1 ∈ Xϕ2 ∈ X such that
ϕ1 − ϕ+0  <
ε
2
 ϕ2 − ϕ−0  <
ε
2

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Deﬁne
L = tϕ1 + 1− tϕ1  0 ≤ t ≤ 1	 ∪ tϕ1 + 1− tϕ2  0 ≤ t ≤ 1	
∪ tϕ2 + 1− t−ϕ1  0 ≤ t ≤ 1	
We improve L by replacing it by u/uX for u ∈ L, and ﬁnally we can shrink
the curve to remove intersections and get L with no self-intersections on
∂B1, where B1 is the unit ball in X. (L can be chosen arc connected by [29,
Theorem 4.1, p. 27]).
H2 implies that for δ > 0 δλ−11 supu  u ∈ L	 < infJa2 d2u 
u ∈ L	, there exists t0 > 0 such that
f x t − a2t < δt ∀t > t0
f x t − d2t < δt ∀t < −t0
Thus
Fx t − a2
2
t2 ≤ δ
2
t2 + Ct ∀t ∈ R+
Fx t − d2
2
t2 ≤ δ
2
t2 + Ct ∀t ∈ R−
Therefore, for u ∈ H10,∫

Fx u+ − a2
2
u+2 +
∫

Fx u− − d2
2
u−2
≤ δ
∫

u2 + C
∫

u ≤ δλ−11 u2 + Cu
Since
Ju = Ja2 d2u −
∫

(
Fx u+ − a2
2
u+2)− ∫

(
Fx u− − d2
2
u−2)
for u ∈ H and since for u ∈ L and t ≥ 0, Ja2 d2tu = t2Ja2 d2u, we
have
Jtu ≤ t2Ja2 d2u + δλ−11 t2u + tCu
≤ t2 supJa2 d2u  u ∈ L	 + δλ−11 t2 supu  u ∈ L	
+ tC supu  u ∈ L	
Thus
Jtu → −∞ t →+∞ uniformly for u ∈ L uX = 1 (33)
Deﬁne the surface Z = tu  t ≥ 0 u ∈ L	. It is easily seen to be home-
omorphic to a closed half space R2
+ = x y ∈ R2  y ≥ 0	 in R2 by our
careful choice of L.
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It is easy to know that U1 ∩ Z is a bounded and relatively open set
in Z, ∂U1 ∩ Z =  . We may assume that U1 ∩ Z is connected. (Oth-
erwise, we consider the connected component U ′1 ⊂ Z of U1 ∩ Z, with
0 0 ∈ U ′1, instead of U1 ∩ Z.) By Lemma 2 there exists at least one con-
nected component < ⊂ ∂U1 ∩ Z such that <∩
o
P =   < ∩ −
o
P =  ,
< ∩ X\−P ∪ P =  . (Note that to apply Lemma 2, we consider the
homeomorph of U1 in the half space R2
+
, and then add its reﬂection in the
other half space to obtain an open set in R2.)
Thus without loss of generality, we assume that ∂U1 ∩ Z is connected,
and ∂U1 is connected.
Let
V1 = h ∈ ∂U1  u′ = −J ′u u0 = h ∃t0 ≥ 0
such that ut0 h ∈
o
P	 (34)
V2 = h ∈ ∂U1  u′ = −J ′u u0 = h ∃t0 ≥ 0
such that ut0 h ∈ −
o
P	 (35)
Noticing 13 and f x uu ≥ 0, by the strongly order preserving property
of K we know that P ∩ ∂U1 −P ∩ ∂U1 are both invariant sets of descent
ﬂow of J in X. V1 V2 are disjoint relatively open (in ∂U1) invariant sets of
descent ﬂow of J, and V1 V2 are unchanged if we replace
o
P by P in (34),
(35). By connectedness of ∂U1, ∂U1\V1 ∪ V2 is not empty. Thus by the
deformation lemma (Lemma 1), we have that every solution of (12) goes
to negative energy or approaches a critical point. Regularity implies that it
converges in X. So
∀u0 ∈ P ∩ ∂U1 ut u0 → u1 ∈M ∩ P in X
∀u0 ∈ −P ∩ ∂U1 ut u0 → u2 ∈M ∩ −P in X
∀u0 ∈ ∂U1\V1 ∩ V2 ut u0 → u3 ∈M in X
Thus (1) has at least three solutions: u1 ∈ P ∩ ∂U1 u2 ∈ −P ∩ ∂U1 u3 ∈
∂U1\V1 ∩ V2. And by the maximum principle, we know that u1 ∈
o
P u2 ∈
− oP . It is clear that u3 is sign-changing, and ∃ε0 > 0 such that Jui ≥
ε0 i = 1 2 3. (If ut u0 approached a point in P ∪ −P, u0 ∈ V1 ∪ V2.)
Theorem 2. Suppose that H1 H2 H3 are satisﬁed, (2), (3) (or 2′,
3′) are satisﬁed, a1 d1 ∈ Dk k ≥ 2 a2 d2 ∈ S˜, and a2 d2 ∈
∑
. Then
(1) has at least seven solutions, and three are sign-changing, two are positive,
and two are negative.
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Proof. By a small modiﬁcation of [14, proof of Theorem 1 and
Corollary 1], we get that there exist four nontrivial solutions ui i = 1 2 3 4
in ϕψ; u1 is positive, u2 is negative, and u3 u4 are sign-changing. In the
proof of Theorem 1, we replace U0 by the interior of ϕψ. (Note the inte-
rior of ϕψ is connected.) This is also an open invariant set of descent
ﬂow of J (note (13)). Much as before, we get that there exist three critical
points u5 u6 u7 outside ϕψ, and u5 ∈ ∂U1\V1 ∪ V2, u6 ∈
o
P u7 ∈ −
o
P .
When a2 = d2, we have
Corollary 1. If f ∈ C¯× R satisﬁes
limt→0
f x t
t
< λ1 limt→∞
f x t
t
= λl l > 2 (36)
and
lim
t→∞
2Fx t − tf x t = −∞ uniformly in  (37)
or
lim
t→∞
2Fx t − tf x t = +∞ uniformly in  (38)
then (1) has at least one sign-changing solution, one positive solution, and one
negative solution.
Remark 3 As in [25], we do not assume px t = f x t − a2t+ −
d2t
− grows sublinearly. For example (2), (3) (resp. 2′, 3′) are satisﬁed
if px t = −t/ ln t (resp. t/ ln t) for t large, even though there is no
σ ∈ 0 1 such that px t ≤ Ctσ + 1 in this case.
Remark 4 H3 is satisﬁed when f satisﬁes one of the following three
conditions:
F1 lim supt→+∞ f xtt < λ1;
F2 there exists t1 < 0 t2 > 0 such that f x t1 = f x t2 = 0;
F3 there is a number k > 0 such that f x t < k for t ∈ −c c,
where c = max ex and ex satisﬁes −e = k in , e = 0 on ∂.
Remark 5 It is easy to see that f x uu ≥ 0 is not necessary. Because
f x u is asymptotically linear uniformly for x ∈ , there exists a positive
number m such that gx u = f x u + mu and gx uu ≥ 0; we can
consider the following equation −u + mu = gx u, u∂ = 0 instead
of (1).
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Remark 6 If f ∈ C1¯ × R1, f ′t x 0 < λ1, f ′t x t → λl l > 2 as
t → +∞, and (37) or (38) are satisﬁed, the conclusion of Corollary 1 is
clearly valid.
Remark 7 From the proof of Theorem 1, we know that Jui ≥ ε0 >
0 i = 1 2 3. So in fact for the compactness condition, we only use that J
satisﬁes ψc for any c > 0, and J has the retracting property for any c > 0
in X. From [26, proof of Lemma 5.1], we can use
Hx t ≥ W1x ∈ L1 ∀t ∈ R1
Hx t ≥ W2x ∈ L1 for large t and
∫

W2x ≥ 0 (39)
instead of 2′, 3′. For the convenience of the reader, we give the
proof here.
Proof. We prove for any c > 0,
Juk → c 1+ ukJ ′uk → 0 (40)
implies that uk	 has a convergent subsequence; i.e., J satisﬁes ψc for
any c > 0.
By (40), we have
Ja2 d2uk −
∫

Px uk → c (41)(
J ′a2 d2uk v
)− (px uk v)→ 0 ∀v ∈ H (42)
and
J ′uk uk ≤ uk · J ′uk → 0
Thus
J ′uk uk = 2Ja2 d2uk −
∫

ukpx uk → 0 (43)
Assume that ρk = uk → +∞, and let u˜k = uk/ρk. Then u˜k = 1.
Thus there is a subsequence such that u˜k → u˜ weakly in H, strongly in
L2, and a.e. in . By (43), we obtain
1 = ∇u˜k2L2 = a2u˜+k 2L2 + d2u˜−k 2L2 + ρ−2k
∫

ukpx uk + εk
where εk → 0 as k → +∞. Since u˜k → u˜ strongly in L2 and
px t/t → 0, as t → +∞ uniformly in x, we can pass to the limit and ﬁnd
1 = a2u˜+2L2 + d2u˜−2L2 (44)
This shows that u˜ ≡ 0.
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Moreover, (42) implies J ′a2 d2u˜ = 0.
In fact, (42) implies
J ′a2 d2u˜k v −
(
px uk
ρk
 v
)
→ 0 ∀v ∈ H
Taking the limit, we ﬁnd J ′a2 d2u˜ v = 0 for all v ∈ H, and hence
J ′a2 d2u˜ = 0. Multiplying by u˜ gives
u˜2 = a2u˜+2L2 + d2u˜−2L2
Hence by (44), u˜ = 1. This show that u˜k → u˜ strongly in H. Combining
(41) and (43), we obtain
1
2
∫

Hx uk → −c < 0 (45)
Let 0 = x ∈   u˜x = 0	1 = \0. Then 0 has measure zero,
ukx → ∞ for almost all x ∈ 1. By (39) and Fatou’s lemma, we have
limk→∞
∫

Hx ukxdx≥
∫
0
W1xdx
+ limk→∞
∫
1
Hx ukxdx
≥
∫
1
limk→∞Hx ukxdx
≥
∫
1
W2x =
∫

W2x
≥ 0
(46)
contradicting (45). Hence, the sequence uk	 is bounded in H. A standard
argument now shows that it has a convergent subsequence.
Under (2), (3), or 2′, 3′, we can obtain∫

Hx uk ≤
∫
0
W x +
∫
1
Hx uk → −∞ (47)
or ∫

Hx uk ≥
∫
0
W x +
∫
1
Hx uk → +∞ (48)
Both (47) and (48) contradict that 12
∫
 Hx uk → −c for all c ∈ R1.
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