Introduction
The development of a non-Archimedean (especially, p-adic) mathematical The rst theory with p-adic probabilities was the frequency theory in which probabilities were de ned as limits of relative frequencies N = n=N in the p-adic topology 2 .This frequency probability theory was a natural extension of the frequency probability theory of R. von Mises 15] , 16]. The next step was the creation of p-adic probability formalism on the basis of a theory of p-adic valued probability measures. It was natural to do this by following the fundamental work of A.N. Kolmogorov 14] in which he had proposed the measure-theoretical axiomatics of probability theory. Kolmogorov used properties of the frequency probability (non-negativity, normalization by 1 and additivity) as the basis of his axiomatics. Then he added the technical condition of -additivity for using Lebesgue's integration theory. In works 11], 8] we tried to follow A.N. Kolmogorov. p-adic frequency probability has also the properties of additivity, it is normalized by 1 and the set of possible values of this probability is the whole eld of p-adic numbers Q p : Thus it was natural to de ne p-adic probability as a Q p -valued measure normalized by 1.
However, it was rather complicated problem to propose a p-adic analogue of the condition of -additivity. It is the well known fact that all -additive Q p -valued measures de ned on -rings are discrete measures 18], 19]. Therefore the creators of non-Archimedean integration theory (A. Monna and T. Springer 17]) did not try to develop abstract measure theory, but they proposed an integration formalism via Bourbaki based on integrals of continuous functions. This integration theory has been used for creating p-adic probability theory in the measure-theoretical framework 8].
The main disadvantage of this probability model is the strong connection with the topological structure of a sample space 3 .
An abstract theory of non-Archimedean measures has been developed in 19]. The basic idea of this approach is to study measures de ned on rings which in principle cannot be extended to measures on -rings. This gives the possibility for constructing non-discrete p-adic valued measures.
On the other hand, the condition of continuity for measures in 19] implies the -additivity in all natural cases.
In this paper we develop a p-adic probability formalism based on measure theory of 19] . By probabilistic reasons we use the special case of this measure theory: measures de ned on algebras (such measures have some special properties). However, probabilistic applications stimulate also the development of the general theory of non-Archimedean measures de ned on rings. We prove the formula of the change of variables for these measures and use this formula for developing the formalism of conditional expectations for p-adic valued random variables. 3 This is quite similar to the old probability formalisms of Frechet 6 ] and Cramer 5] in which the topological structure of the sample space played the important role. 2 
Measures
Everywhere below K denotes a complete non-Archimedean eld, R denotes the eld of real numbers. The valuations on these elds are denoted by the same symbol j j: We set U R (a) = fx 2 K : jx?aj Rg; a 2 K; R 2 R; R > 0:
By de nition these are balls in K:
Let X be an arbitrary set and let R be a ring of subsets of X: The pair (X; R) is called a measurable space. The ring R is said to be separating if for every two distinct elements, x and y, of X there exists an A 2 R such that x 2 A; y 6 2 A: We shall consider measurable spaces only over separating rings.
Every ring R can be used as a base for the zero-dimensional topology which we shall call the R-topology. This topology is Hausdor i R is separating.
Throughout this section, R is a separating ring of a set X: A subcollection S of R is said to be shrinking if the intersection of any two elements of S contains an element of S: If S is shrinking, and if f is a map R ! K or R ! R, we say that lim A2S f(A) = 0 if for every > 0; there exists an A 0 2 S such that jf(A)j for all A 2 S; A A 0 :
A measure on R is a map : R ! K with the properties: (i) is additive; (ii) for all A 2 R; kAk = supfj (B)j : B 2 R; B Ag < 1; (iii) if S R is shrinking and has empty intersection, then lim A2S (A) = 0:
We call these conditions respectively additivity, boundedness, continuity. is extended to a measure on R : This is the maximal extension of ; i.e., if we repeat the previous procedure starting with the ring R ; we will obtain this ring again. Set X = fx 2 X : N (x) g; X 0 = fx 2 X : N (x) = 0g; X + = X n X 0 : Every A X 0 belongs R : We call such sets -negligible. Now we construct product measures. Let j ; j = 1; 2; :::; n; be measures on (separating) rings R j of subsets of sets X j : The nite unions of the sets A 1 A n ; A j 2 R j ; form a (separating) ring R 1 R n of X 1 X n :
Then there exists a unique measure 1 n on R 1 R n such
Let X be a zero-dimensional topological space 4 . We denote the ring of clopen (i.e., at the same time open and closed) subsets of X by the symbol B(X) (in fact, this is an algebra). We denote the space of continuous bounded functions f : X ! K by the symbol C b (X): We use the norm kfk 1 = sup x2X jf(x)j on this space.
First we remark that if X is compact and R = B(X) then the condition (iii) in the de nition of a measure is redundant. If X is not compact then there exist bounded additive set functions which are not continuous.
Let X be zero-dimensional N-compact topological space,i.e., there exists a set S such that X is homeomorphic to a closed subset of N S : We remark that every product of N-compact spaces is N-compact; every closed subspace of an N-compact space is N-compact. Then every boundedadditive function : B(X) ! K is a measure. On the other hand, if X is a zero-dimensional space such that every bounded -additive function B(X) ! K is a measure, then X is N-compact.
In the theory of integration a crucial role is played by the R -topology, i.e., the (zero-dimensional) topology that has R as a base. Of course, Rtopology is stronger that R-topology. Every -negligible set is R -clopen.
The following two theorems 19] will be important for our considerations. 4 We consider only Hausdor spaces. We shall also use the following fact. Let (X j ; R j ); j = 1; 2; be two measurable spaces. A function f : X 1 ! X 2 such that f ?1 (R 2 ) R 1 is said to be measurable ((R 1 ; R 2 )-measurable).
We shall use the following simple fact. Lemma 2.1. Let (X j ; R j ); j = 1; 2; be measurable spaces and let f : X 1 ! X 2 be measurable. If S is shrinking in R 2 then f ?1 (S) is shrinking in R 1 : If S has empty intersection, then f ?1 (S) has also empty intersection. Lemma 2.2. Let (X j ; R j ); j = 1; 2; be measurable spaces and let : X 1 ! X 2 be a measurable function. Then, for every measure : R 1 ! K; the function : R 2 ! K de ned by the equality (A) = ( ?1 (A)) is a measure on R 2 and, for every R 2 -continuous function, h : X 2 ! K the following inequality holds: khk kh k : (4) Proof. We have for every A 2 R 2 ; kAk = supfj ( ?1 (B)) : B 2 R 2 ; B Ag k ?1 (A)k < 1: (5) Thus is bounded. We now prove that is continuous on R 2 : Let S be shrinking in R 2 which has the empty intersection. By Lemma 2.1 ?1 (S) is shrinking in R 1 which has also the empty intersection. By (5) we obtain that lim A2S kAk = 0:
We prove inequality (4). Let h : X 2 ! K be R 2 -continuous. We wish to prove that jh(b)jN As A is compact, f( (A)) is also compact. We can cover f( (A)) by disjoint closed balls of radius : f( (A)) U ( 0 ) ::: U ( N ); where 0 is chosen to be 0 in order to obtain: j n j jtj for t 2 U ( n ); n = 0; 1; :::; N: (7) For each n; C n = fC 2 R 2 : C f ?1 (U ( n ))g is a collection of open sets covering the compact set (A) \ f ?1 (U ( n )): Thus, for each n there is a C n 2 C n such that (A) \ f ?1 (U ( n )) C n : We now have C 0 ; :::; C N 2 R 2 ; (8) C n f ?1 (U ( n )); n = 0; 1; :::; N; (9) (A) C 0 ::: C N : (10) Put g(x) = P N n=0 n i Cn (x): Then g is a R 2 -step function. We wish to
show that, for all a 2 X; (a) = j(f )(a) ? (g )(a)jN (a) : Thus, take a 2 X :
(1) If a 2 A; then there is a unique n with (a) 2 C n : Then (a) = j(f )(a) ? n jN (a) N (a) :
(2) If a 6 2 A; but (a) 2 C n for some n; then by (7) we obtain that (a) = j(f )(a) ? n jN (a) j(f )(a)jN (a) :
(3) If a 6 2 C 0 ::: C N ; then g( (a)) = 0: Thus (a) = j(f )(a)jN (a) (as a 6 2 A).
Open problem. To nd a condition for functions f which is weaker than continuity, but implies the formula of the change of variables. Further we shall obtain some properties of measures which are speci c for measures de ned on algebras 5 .
Throughout this paper, A is a separating algebra of a set X: First we remark that if we start with a measure de ned on the algebra A then the system A of -integrable sets is again an algebra. Proposition 2.1. Let : A ! K be a measure. Then for each > 0; the set X is A -compact.
This fact is a consequence of Theorem 2.1. Let : A ! Q p be a measure de ned on a separating algebra A of subsets of the set which satis es the normalization condition ( ) = 1: We set F = A and denote the extension of on F by the symbol P: A triple ( ; F; P) is said to be a p-adic probability space ( is a sample space, F is an algebra of events, P is a probability).
As in general measure theory we set = f! 2 : N P (!) g; > 0; + = >0 ; 0 = n + : Everywhere below, if a property is valid on the subset + we say that is valid a.e. (mod P):
Everywhere below (G; ?) denotes a measurable space over the algebra ?: Functions : ! G which are (F; ?)-measurable are said to be random variables.
Everywhere below Y is a zero dimensional topological space. We consider Y as the measurable space over the algebra B(Y 
Proof. If f and g are locally constant functions then (14) is a consequence of (13) . Arbitrary functions f; g 2 C b (Y ) can be approximated by locally constant functions (with the convergence of corresponding integrals) by using the technique developed in the proof of Theorem 2.4. Remark 3.1. In fact, the formula (14) is valid for the continuous f; g such that the random variables f( ); g( ) and f( )g( ) belong L 1 ( ; P): Proposition 3.4. Let and be independent random variables. Then the random vector z = ( ; ) has the probability distribution P z = P P :
This fact is the direct consequence of (13).
Let and be respectively Q p and G valued random variables and 2 L 1 ( ; P): A conditional expectation E j = y] is de ned as a function m 2 L 1 (G; P ) such that The authors plan to apply the measure-theoretical framework developed in this paper for studying of the limits theorems, random walks for p-adic probabilities (compare with the paper 3] in that p-adic random walk was studied on the basis of conventional probability theory). One of the authors (A. Khr.) would like to thank S. Albeverio for numerous discussions on foundations of probability theory.
