Additional information:
are ultimately limited by their reliance on parameters that have no physical meaning: a "landscape-scale" diffusivity in the case of the diffusion model, and a critical slope threshold in the case of the buzz saw model. In addition, such deterministic models ignore the potentially important and time-dependent role played by large bedrock landslides in landscape evolution. For example, large landslides may form natural dams whose creation and eventual failure have drastic impacts on the downstream geomorphology of the river system [Costa and Schuster, 1988] . The size of the landslide dam determines both how long it persists and how large the eventual outburst flood is, which in turn determine the amount of geomorphic change effected by the presence of the dam [Costa and O'Connor, 1995] . Finally, such deterministic models cannot be used in testing frequency-magnitude distributions of landslides, despite the fact that these distributions provide a distinctive fingerprint of mountainous regions and are increasingly easy to acquire through remote sensing [e.g., Hovius et al., 1997] .
A variety of studies have addressed either the short-term behavior of bedrock landslides or their spatial and temporal distribution. Selby [1980] recognized the importance of discontinuities in controlling and material properties of bedrock and devised a landscape-scale bedrock strength index. Kirkby [1987] produced one-dimensional numerical models of hillslope evolution by landsliding using a steady state reaction model. Schmidt and Montgomery [1995] used the observed relief in landslide-dominated regions to infer landscape-scale bedrock strength, and Miller and Dunne [1996] predicted the two-dimensional density of fracturing within bedrock hillslopes. Compilations of spatial landslide distributions have generally been limited to small spatial and temporal scales [e.g., Megahan et al., 1978; Noever, 1993] , although a number of recent studies have used remote-sensing techniques to determine landscape-scale landslide scaling laws and erosion rates [Pearce and Watson, 1986; Blodgett et al., 1996; Hovius et al., 1997 ].
Application to the Basin and Range Province
The primary motivation behind the development of our LEM is to explore the evolution of mountainous topography in the Basin and Range province as a function of both surface and tectonic processes. The dramatic ranges of the Basin and Range are consequences of late Cenozoic extension and have inspired eloquent explanations for the origin of mountains in general. The structure of these ranges is due to time-integrated tectonic displacements, and consequently, their structural geology has received the most attention in resolving issues about their origin. In contrast, their topography has received little attention since the turn of the century [Gilbert, 1928] (see Sharp [1939 Sharp [ , 1940 and Wallace [1978] for notable exceptions). This is partly because mountainous topography is often considered the remnant of the more active process of geological mountain building, the insignificant remains of the day. Even when topography is acknowledged to contain valuable tectonic information, it is recognized that this information is convolved with the effects of surface processes. We show that despite this, the topography of actively forming mountains may yield quantitative insights into both sets of processes.
In this paper, we describe a numeric landscale evolution model and demonstrate the role of bedrock landsliding in the evolution of synthetic landscapes at length scales of 102-104 m.
Since this is, to our knowledge, the first LEM to incorporate a 
The Landscape Evolution Model: ZSCAPE
ZSCAPE is a three-dimensional numerical model that acts on a finite-difference grid [Ellis et al., 1995] . We use a 100-m spacing between grid points as a compromise between spatial resolution and computation time. This is comparable to the resolution of the U.S. Geological Survey (USGS) 3-arcsec digital elevation models (DEMs), and we test our numerical landscapes against those digital data. The model processes can be divided into two distinct groups: a tectonic rule set, which generates a bedrock displacement field, and a geomorphic rule set, which attacks the resulting bedrock topography and rearranges mass at the surface.
Tectonic Rule Set
Current LEMs use a kinematic tectonic forcing function that prescribes a relatively simple pattern of uplift assumed to be appropriate at the temporal and length scale of interest. In most cases, these LEMs have been aimed at very long-term (--> 106 years) and long length scale (-> 105 m) orogens in which the details of tectonic displacements due to upper crustal faulting are likely to be irrelevant. Our level of interest, however, is at the mountain range scale and below, which requires a more realistic tectonic displacement function.
We assume that patterns of deformation are derived primarily from the sum of repeated earthquakes across faults within the upper crust King et al., 1988] , and we assume that such displacement fields may be derived from planar dislocations within an isotropic elastic half-space. A We calculate displacements using the three-dimensional boundary-element algorithm of Gomberg and Ellis [1993, 1994] , based on the three-dimensional Green's function of Okada [1992] . The boundary element method [Crouch and Starfield, 1983] provides analytical solutions for displacements within a material that is subject to internal displacements across one or more planar dislocation elements. Solutions are obtained by minimizing strain energy within the material while satisfying stress, strain, or displacement boundary conditions. The Gomberg-Ellis algorithm allows in addition the specification of a remote or far-field boundary condition that provides the driving force for displacements across model faults that are constrained by stress conditions.
In the present experiments, we drive displacements across normal faults by specifying a regional pure shear in which crust is horizontally extended at twice the magnitude that it is thinned vertically and shortened horizontally. For a 45 ø-dipping fault of 40-km length and 15-km width (downdip), this increment of pure shear yields displacements that correspond to an earthquake of moment magnitude 7.0 (Figure 1) . We repeat these earthquakes at 500 year intervals, which corresponds to a strain-rate of 10 -7 yr -• over a length of 100 km. The accumulation of tectonic deformation importantly involves both horizontal and vertical displacements. Many threedimensional LEMs incorporate only vertical displacements, but we employ the full three-dimensional field. We use an Eulerian description of the deformation that amounts to watching material move through the fixed finite-difference grid.
Geomorphic Rule Set
Erosion and deposition within the model are dictated by conservation of mass, which relates the rate of change of the surface elevation to spatial gradients in sediment flux: oz/Ot = (l/p) V-qs (1) Because of constraints on computation time, LEMs in general are incapable of resolving the effects of geomorphic processes below some cutoff length scale. The magnitude of this length scale depends on the particular numerical algorithm used to represent the process in question. ZSCAPE is not immune to this cutoff, but we have tried to represent the key geomorphic processes with algorithms that allow us to extend the cutoff down to length scales of the order of 100 m. In this way we are able to examine the landscape at the scale of individual landforms. Our experiments are not intended to reproduce the fine-scale details of the topography, such as the detailed morphology of a stream bed or the effect of jointing on an individual bedrock landslide [Weissel and Seidl, 1997] . Rather, they are designed to bridge the gap between orogenicscale simulations, in which geomorphic processes are only crudely represented, and landform-scale analyses, which ignore the larger spatial and temporal framework.
Regolith Production
Sediment transport requires the presence of a mobile layer of regolith, distinct from the bedrock. The regolith thickness is defined as the difference between the surface and bedrock elevations. Regolith is produced by in situ weathering of bedrock, which lowers the bedrock surface elevation and increases the regolith thickness. Since weathering processes are partly dependent on the presence of water at the bedrock surface for significant periods of time, peak regolith production rates have been hypothesized to occur beneath some finite thickness of regolith, rather than on bare bedrock [Ahnert, 1970] . Recent studies using cosmogenic radionuclide concentrations have confirmed that weathering is faster beneath regolith than on bare bedrock [Small and Anderson, 1996] and that regolith production rates decline rapidly beneath thicker regolith [Heimsath et al., 1996]. The exact dependence of the production rate curve on regolith thickness is poorly known.
We adopt a linear increase in regolith production rate, OR/ 
Regolith Transport
Hillslope transport of regolith typically occurs by processes such as creep, slope wash, rain splash, and downslope motion due to animal activity [Selby, 1993] . Since the transport rates produced by these processes are slope-dependent, we model regolith transport as a linear diffusive process (Figure 2 
Fluvial Sediment Transport
We distinguish between alluvial and bedrock channel behavior depending on the availability of mobile material within the channel. Potential fluvial sediment transport flux is assumed to be proportional to the available stream power per unit bed area, 12 [Bagnold, 1977] , approximated here as
w where 3/is the flow unit weight, A is the contributing drainage area, P is the precipitation rate, Cr is the runoff coefficient, S is the channel bed slope, and w is the flow width (Table 1) . The precipitation rate is set to 1 m yr -• and is both spatially and temporally constant in these experiments (Table 1 ). Since our grid spacing (100 m) is much greater than typical flow widths, we use an empirical relation between flow width and contributing drainage area,
where kw is the empirically determined constant (Table 1) Table 1 ). 
Bedrock Landsliding
The final geomorphic component of the model is a bedrock landsliding algorithm, which determines the distribution of landslides in both space and time. In natural settings, landslide occurrence is strongly stochastic, and we argue that a realistic algorithm must reflect this stochastic character. Discrete bedrock landslides deliver large and highly spatially variable amounts of sediment to the channel network, affecting the pattern of erosion and deposition within the channel and thus its geomorphic evolution. The frequency and magnitude of the landslide events control this evolution [Wolman and Miller, 1960] , as does the sequence in which the events occur [Densmore et al., 1997] . Accurate simulation of the landscape requires a representation of the landslide process that captures the essence of the observed long-term behavi6r.
A bedrock landsliding algorithm must address four central issues: where landslides begin, when they occur, how large they area, and where the landslide material ends up after failure. We use the terms bedrock landslide and landslide interchangeably to denote a mass movement that involves intact or unweathered bedrock rather than being confined to a mobile regolith layer.
In (Table 1) . a portion of the hillslope. This resulted in a commonly observed inner gorge that was removed only by the largest slides.
We therefore select potential sites of landslide initiation, or targets, as the lowest points on each hillslope whose topographic gradient exceeds a critical material friction angle 4) (Figure 3 ). This ensures that landslides begin near the toe of hillslopes and that they initiate only on hillslopes that are steep enough to promote failure.
Hillslope failure may be caused by a number of events, including intense precipitation or coseismic shaking, weathering and subsequent weakening of planes within the rock mass, or a fall in local base level. Here we simply consider landslides caused by base level fall. We expect that as base level falls, the hillslope toe will become steeper and less buttressed, and thus more likely to fail. To assess the local potential for failure, we employ the Culmann slope stability criterion [Spantier and Handy, 1982] , which holds that the maximum stable height that a hillslope may attain will be reached when the shear stress on a potential failure plane within the hillslope is balanced by the shear strength on that plane. In terms of forces, the effective weight of the hillslope material is Since by definition the hillslope height H is always less than or equal to Hc, we can calculate a probability of failure H Pfail-Hc (15) that varies between 0 and 1 (Figure 4) . We take the true failure probability to be the base probability plus a term that increases linearly through time at a rate dictated by the time since the last landslide at that node. This crudely accounts for timedependent weakening of the failure plane and rock mass. The potential size of a bedrock landslide is a function of local topography and relief, topographic gradient, rock strength, and the distribution, orientation, and strength of potential failure planes. We again employ the Culmann criterion, which predicts that the most likely failure plane is one that passes through the toe of the slope and dips at O c.
A potential failure plane, dipping at Oc, is assumed to daylight at every potential landslide target (Figure 4) . We project that failure plane outward and upward to all neighboring nodes within a specified distance from the target. The latter condition prevents, for example, nodes on the other side of a stream channel from failing. Those nodes whose surface elevation is above the projected failure plane are considered unstable, and the volume of material between the surface and the failure plane is recorded. The maximum potential landslide size at each target is the sum of the volumes at all unstable nodes associated with that target.
During each time step, the failure probability at each land- 
Experimental Results
We first describe the synthetic landscapes generated by ZSCAPE, both with and without the bedrock landsliding rule enabled, and compare those landscapes with selected examples of mountainous topography from the Basin and Range province using simple statistical measures. We quantify the role of bedrock landslides by examining the model erosion rates due to different geomorphic processes. We then explore the responses of both the hillslope and fluvial systems to changes in tectonic activity and precipitation. Finally, we examine the spatial and temporal distribution of landslides predicted by ZSCAPE and compare them with distributions from real landscapes.
.
We compare our results with topography from ranges that are bounded by active normal faults and that show clear signs of tectonic activity, such as linear range fronts, triangular facets, and piedmont fault scarps [Wallace, 1978] . On the basis of our field observations and the work of Stewart [1980] and Wallace [1978] , among others, we identify five ranges in particular that meet our criteria: the Humboldt, Stillwater, Tobin, and Toiyabe Ranges in Nevada, and Steens Mountain in Oregon. We emphasize that while our synthetic landscapes are compared below with specific ranges, the visual and statistical signatures of these ranges are very similar despite their widely disparate tectonic and lithologic histories. We draw comparisons with a variety of ranges in order to highlight the consistent form taken by these active-fault-bounded mountains.
It is worth noting that the few existing data on landslide occurrence and magnitude-frequency distributions come from high-relief regions with high tectonic deformation rates, such as the Andes [Blodgett et al., 1996] and the Southern Alps of New Zealand [Hovius et al., 1997] . No such data have been collected for mountains of the Basin and Range. We therefore rely on the topography of these ranges, which after all is due to the integrated effect of geomorphic and tectonic processes, to constrain our present set of experiments.
Synthetic and Real Landscapes
In experiment 1 we begin with a gently tilted (1 ø) initial surface on which there is up to 5 m of randomly distributed bedrock topography, and up to 1 m of randomly distributed regolith (Figure 5a) . We track the topography through 1000 Figure 6 ). In experiment 2 the hillslopes evolve only by regolith production and linear diffusion, and the catchments are unable to widen significantly. This results in considerably steeper hillslopes and a much higher drainage density than in experiment 1 (Figure 7 ). Drainage density, relief, and mean slope along a representative cross section across the footwall block of the Humboldt Range, Nevada, are far better reproduced by experiment 1 than by experiment 2 (Figure 8) . The probability distributions of elevation and of topographic slope indicate that experiment 1 is a better approximation of real topography than is experiment 2 (Figure 9) . Distributions from the Tobin and Toiyabe Ranges, as well as from Steens Mountain in Oregon, appear remarkably consistent, despite wide variations in lithology and fault activity (Figure 9 ), indicating that the distributions are relatively insensitive to these parameters. Experiment 1 yields probability distributions of elevation and slope that are similar to those of the ranges. In contrast, experiment 2 yields very different distributions, which implies that weathering-limited diffusion alone is unable to statistically reproduce Basin and Range topography. As was stated above, other workers have circumvented this by folding mass movements into a transport-limited diffusion law and by resorting to artificially high values of diffusivity. We show below that by treating bedrock landsliding as a separate process, we gain additional insights into the effects of landsliding on topography.
Role of Bedrock Landsliding in Landscape Evolution
The effects of landsliding are highly dependent on the heterogeneity of slope distribution. As expected, the greatest 
Landscape Response Time
Continuous landscape activity requires that the local hillslope base level be consistently lowered. In our experiments this is accomplished by (1) continued activity on the fault, which lowers both global base level for channels draining the footwall and local base level for hillslopes along the mountain front, and (2) continued precipitation, which provides the channels with enough stream power to incise. We can assess the importance of these factors in landslide generation by abruptly changing one or both during a model run. In experi- The bedrock landsliding algorithm is primarily controlled by the rock cohesion and friction angle, which are complex, often time-dependent properties of the rock mass [Selby, 1993] . Values of these parameters for various rock types, measured both in the field and in the laboratory, range over several orders of magnitude [Schmidt and Montgomery, 1995] . Several workers [Selby, 1980; Schmidt and Montgomery, 1995] (14)) and thus results in fewer and smaller landslides (Figure 13b ). In addition, the smaller exponent implies that large landslides are relatively more abundant than in the low-strength experiments. However, we stress that experiments with nearly any degree of landsliding result in topography that is fundamentally different from that generated by weathering-limited diffusion alone.
Discussion

Fluvial Incision as a Rate-Limiting Process
The similarity between rates of erosion from fluvial and landslide processes implies that they are tightly coupled. This coupling is a natural consequence of their relative efficiency and response times and is not explicitly specified in the model. If landslides in a particular landscape are caused primarily by fluvial channel incision, as is modeled here, the degree of coupling will be quite high. However, if other mechanisms of destabilizing slopes, such as groundwater sapping or seismic accelerations, are present, we expect the coupling to be much less pronounced, as landsliding will occur in response to those other mechanisms as well.
In our experiments the rate of fluvial channel incision determines the rate at which the landscape evolves; the channel network sets the lengths and distribution of hillslopes and thus is primarily responsible for the gross morphology of the landscape. We argue therefore that field measurements of rates of landscape evolution in setting similar to our experiments should focus on rates of fluvial processes. Nevertheless, the stochastic nature of the landsliding process and its intrinsic response time can yield hillslopes that in essence lag behind the process of local base level lowering. This lag time may yield unstable hillslopes such as inner gorges that exist for relatively long time periods (>--10 3 years). Inner gorges are commonly observed in actively eroding landscapes and may be misinterpreted as an indication of a recent increase in incision rate caused by regional base level lowering or climate change [Densmore et al., 1997] . Weissel and Seidl [1997] have shown that hillslope processes, particularly bedrock mass wasting, limit the headward propagation rate of drainages on the passive eastern margin of Australia. Their findings do not contradict our conclusions in this paper, as they deal with different stages of drainage basin evolution. Weissel and Seidl [1997] were concerned with the initial incision of a drainage network into low-relief topography, while our results apply to portions of the drainage network that have evolved to a steady state form and relief. The bedrock landsliding algorithm also exhibits a characteristic response time after changes in tectonic activity, although the response is highly nonlinear. This is not surprising, given the nonlinear relationship between failure probability and hillslope gradient (equations (14) and (15)). Recall that an abrupt cessation of tectonic activity, and thus base level fall, causes a decrease in the number of landslides per time step, with a response time of the order of 100 kyr (Figure 12 ). We interpret this response time as reflecting the progressive cessation of channel incision and the onset of aggradation throughout the network. An initial wave of aggradation passes very rapidly up the network (on a timescale of <10 kyr, which agrees with the observation of Wallace [1978] in the Basin and Range) and results in the precipitous initial drop in the number of landslides. Aggradation lowers hillslope heights, essentially freezing the failure probability at any particular target. Those hillslopes that are already steep enough to fail, do so eventually, and the lack of continued base level fall means that few new landslide-prone hillslopes are created.
Assumptions and Improvements
Our approach to modeling mass movements via landslides involves two algorithms, one for determining the location and size of a landslide and a second for distributing the failed material downslope. The first of these is motivated strongly by the physics and observations of slope failure both in the real worked and in controlled experiments, although at present we ignore most of the range of landslide rheologies [e.g., Varnes, 1978] . The means of distributing failed material, however, is tied less to physics than to basic field observations. This is partly because the physics of slide material is strongly dependent on the rheology of the material. Our simple algorithm to distribute slide material can be tuned by adjusting a limited number of parameters, but we hasten to point out that these parameters are simple proxies for a complicated physical process. Particular applications of the model must at least involve Variations in climate should affect the bedrock landsliding algorithm in both direct and indirect ways, although we have not yet explored the effect of climate change on landscape development. In particular, we expect that increased precipitation should increase the channel incision rate and thus more rapidly lower the local base level seen by the hillslopes. In addition, higher precipitation will increase the rate at which information on ultimate base level (as dictated, for example, by tectonic activity) is transmitted upstream. More rainfall should also increase the regolith production rate and should result in saturation of the hillslope regolith, which would be reflected in a higher diffusivity and increased mass fluxes by regolith mass movement. Finally, increased precipitation will hasten weathering of the bedrock along joint planes, thereby decreasing the bulk cohesion and enabling bedrock landslides.
We approximate the accumulating tectonic displacement field by superposing displacement fields calculated from the initial flat surface rather than from the incrementally deforming surface. This leads to/a progressively larger mismatch between the theoretical and applied displacement fields. This is a small source of error, however, since vertical gradients in the relief across the displacement field are of the order of 2.5 % per kilometer of fault displacement. In experiment 1, for instance, total fault displacement is 3.3 km, implying an error of less than 10%. ZSCAPE does not yet account for the flexural effects of differential loading and unloading, which have been shown to be significant in generating footwall uplift in an extensional setting [Weissel and Karner, 1989; King and Ellis, 1990] . We may obtain a crude estimate of the magnitude of the elevation changes due to flexure by calculating the displacement in response to the total load accumulated during an experiment. The negative load due to erosion is represented by the difference between the summed tectonic displacement envelope and the final bedrock topography, while the positive load due to deposition is simply the accumulated regolith thickness. Assuming an effective elastic thickness of 2 km [King and Ellis, 1990] , differential elevation changes due to the flexural response to this load are ---80 m across the 10-km-wide space of experiment 1. In contrast, the cumulative tectonic relief across this same distance in experiment 1 is 620 m. This analysis is of course approximate, as it ignores the feedback between the flexural response and geomorphic activity [King and Ellis, 1990; Small and Anderson, 1995] .
A final issue concerns the spatial resolution of the geomorphic rule set, particularly of the bedrock landsliding algorithm. Selby [1980] , among others, helped to quantify the role played by joints and fractures in dictating rock strength and slope stability. Recent work by Weissel and Seidl [1997] has highlighted the dramatic effect that fracture density and orientation have on hillslope morphology. Such fine-scale variables are at present ignored by the bedrock landsliding algorithm in ZSCAPE, being folded into the rock strength parameters. However, any analysis of the spatially distributed effects of fractures on hillslope morphology and landslide occurrence, as well as explicit comparisons between observed and synthetic landslide morphologies, will require an algorithm capable of resolving such variables.
As such issues are resolved, we believe that models such as ZSCAPE may eventually be useful in predicting the geomorphic evolution of specific sites. Accurate, high-resolution DEM data will serve as the template on which geomorphic and tectonic processes act; ZSCAPE is then ideally suited to monitor the evolution of topography, as well as landslide location and size, erosion rates, and sediment fluxes. Such simulations will provide an independent, long-term check on historically measured parameters such as catchment sediment fluxes, and may help to determine whether modern process rate measurements agree with long-term equilibria.
Conclusions
We have demonstrated the first quantitative model of landscape evolution that includes a realistic tectonic deformation input and erosion by bedrock landslides, and have shown that it produces landscapes that are consistent with laboratory and field observations. In particular, we draw the following conclusions:
1. Our experiments support the hypothesis that bedrock landsliding is an important process in the evolution of realistic mountainous topography. A weathering-limited diffusion rule, although appropriate for modeling regolith transport in many environments, cannot remove sufficient material from the model space using field-measured values of topographic diffusivity. While previous studies have simulated bedrock landsliding by using artificially high diffusivities, we argue that such approaches obscure the contribution of discrete, large landslide events to landscape development.
2. Experimental rates of erosion due to bedrock landsliding are comparable to those due to fluvial channel incision. In addition, the response time of individual hillslopes to changes in local baselevel is very rapid compared with the response time of the channel network as a whole. These lines of evidence argue that fluvial and landsliding processes are tightly coupled. In steady state, and in the absence of alternative means of generating landslides (such as groundwater sapping or seismic accelerations), fluvial channel incision is the ratelimiting process of landscape evolution. Bedrock landslides allow the hillslopes to keep pace with channel incision.
3. Rates of bedrock landsliding respond nonlinearly to temporal changes in tectonic activity. On the basis of the rapid hillslope response, we attribute the bedrock landslide response time to progressive aggradation and adjustment of the channel network. 4. A simple, stochastic bedrock landsliding algorithm is sufficient to generate landslide size distributions that show power law behavior, consistent with laboratory experiments. There is some discrepancy between numerically derived and field-measured exponent values, which may be due to differences in spatial resolution between the numerical model and remote-sensing measurement techniques, or to differences between volume-frequency and area-frequency relationships.
Finally, we wish to point out the need for additional data on landslide size distributions and temporal sequences from a variety of geologic environments. In particular, we stress that future field investigations should focus on fluvial and bedrock landsliding processes, as our experiments demonstrate that these are responsible for the bulk of the geomorphic work done on the landscape. 
