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1. INTRODUCTION 
Semi-inverses, reflexive semi-inverses, and pseudoinverses are defined, 
under various names, for linear transformations on finite dimensional 
vector spaces [3-g]. The Moore-Penrose pseudoinverse has been extended 
to bounded linear transformations with closed range on Hilbert spaces 
il, 21. 
In this paper, semi-inverses, reflexive semi-inverses, and pseudoinverses 
are defined for an arbitrary linear transformation acting on an arbitrary 
vector space. Many results known from the finite dimensional case are 
extended to arbitrary vector spaces and, as very often happens, the more 
general setting allows for simpler proofs. 
Throughout the paper, V and W will denote vector spaces over an 
arbitrary field. For a linear transformation A, B(A) and J(A) will 
denote the range and the null space of A, respectively. The set of all linear 
transformations from I’ into W will be denoted by LF(V, TV). 
The concepts and the treatment are purely algebraic. 
2. SEMI-INVERSES 
DEFINITION 1. Let A E Z( V, W). A linear transformation B E Z( W, V) 
is called a semi-inverse of A if ABA = A. 
The set of all semi-inverses of A will be denoted by Y(A). 
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Remark 1. We will see later that Y(A) is not empty for every 
A E Z(V/, W). 
PROPOSITION 1. Let A E 2?(V, W) and B E Y’(A). Then 
(i) 9(A B) = W(A) ; 
(ii) JV(BA) = X(A); 
(iii) W(A) i-w-(q = (0); 
(iv) 9(B) + M(A) = V; 
(v) AB is a projection of W onto W(A); 
(vi) BA is a projection of V along M(A). 
Proof. (i) 9(A) = .2(ABA) G 9(AB) E 9(A). 
(ii) M(A) = N(ABA) 3 JV(BA) 2 J(A). 
(iii) Lety E 92(A) ll N(B). Theny = Ax for some x E V and By = 0. 
Hence BAx = 0 and then y = Ax = ABAx = 0. 
(iv) We have, for all x E V, 
x=BAx+(x-BAx) 
and clearly BAx E 9(B) and x - BAx E&‘“(A) since A(x - BAx) = 
Ax - ABAx = 0. 
(v) From ABA = A we get (AB)2 = AB, and so AB is a projection 
of IV onto 9(AB) = S(A). 
(vi) From ABA = A we get (BA)2 = BA, and so BA is a projection 
of V along Jlr(BA) = J(A). 
PROPOSITION 2. Let A E _Y(V, W). Th en the following statements are 
equivalent: 
(a) B E Y(A) ; 
(b) AB is idempotent and 92(B) + M(A) = I/; 
(c) BA is idempotent and A!(A) n&“(B) = (0); 
(d) AB is idemjotent and S(AB) = 92(A); 
(e) BA is idempotent and Jlr(BA) =H(A). 
Proof. The implications (a) * (b), (a) => (c), (a) 3 (d), and (a) + (e) 
follow from Proposition 1. 
(b) 3 (a): Let x E V. Then x = x1 + x2 with x1 E S(B), x2 EN(A), 
and so x1 = By for some y E W. Now 
ABAx = ABA(x, + x2) = ABAx, = ABABy = ABy = AxI = Ax, 
i.e., ABA = A. 
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(c) 3 (a): From BABA = BA it follows that ABAx - Ax EM(B) 
for all x E V. Obviously ABAx - Ax E 9?(A). Then ABAx - Ax = 0 
for all XE I/, and so ABA = A. 
(d) =+ (a): Since AB is a projection, we have 
d(A) nN(AB) = 8(AB) flJlr(AB) = (0). (1) 
From ABAB = AB we get ABABA = ABA, and hence ABAx - 
Ax EJV(AB) for all x E V. Also ABAx - Ax E .%(A) and thus, by (1) 
ABAx - Ax = 0 for all XE I/. Hence ABA = A. 
(e) 3 (a): Since BA is a projection, we have 
V = c%(BA) @J’-(BA) = .cZ(BA) @N(A). 
Let x E I/. Then x = x1 + x2 with x1 E %(BA), x2 E N(A), and so 
x1 = BAy for some y E V. Now 
ABAx = ABA@, + x2) = ABA%, = ABABAy = ABAy = Ax, = Ax, 
i.e., ABA = A. 
PROPOSITION 3. Let A E _Y(V, W) and let B,, B, E Y(A). Then 
(i) B,AB, E Y(A) ; 
(ii) A E ,Y(B,AB,). 
Proof. We have 
A(B,AB,)A = AB,AB,A = AB,A = A 
and 
(B,AB,)A(B,AB,) = B,(AB,A)B,AB, = B,(ABIA)B, = B,AB2 
PROPOSITION 4. Let A, E Z(W, V), A2 E _Y(V, W), and let B, E .Y(A,), 
B, E Y(A,). Then B,B, E Y(A,A,) if and only if B,A,A,B, is idempotent. 
Proof. (i) Suppose B,B, E Y(A,A,), i.e. 
A1A2B2B,A1A, = A,A,. 
Then 
(B,A,A,B,)2 = B,(AIA,B,B,A,A,)B, = B,A,A,B,. 
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(ii) Suppose that BIA1A,B2 is idempotent. Then 
AIA‘2B,BIA,A‘2 = (~1~,~,)(~2~2~1~,)(~2~2~2) 
= A,B,A~A,B,A2 = A,A,, 
i.e., B,Br E ,4a(ArA2). 
PROPOSITION 5. Let A E_!Z(V, W), let BE Y(A), let PEp(W, W), 
Q E Z(V, V), where both P and Q are invertible. Then Q-lBP-l E Y(PAQ). 
Proof. We have 
PAQQ-IBP-‘PAQ = PABAQ = PAQ. 
3. REFLEXIVE SEMI-INVERSES 
DEFINITION 2. Let A E 9( V, W). A linear transformation B E _Y( W, V) 
is called a reflexive semi-inverse of A if ABA = A and BAB = B. 
The set of all reflexive semi-inverses of A will be denoted by Y,(A). 
Remark 2. We will see later that Y,(A) is not empty for every 
A E Z(V’, W). 
PROPOSITION 6. Let A E _Y(V, W). Then 
(i) B E Y,(A) if and only if A E Y,(B); 
(ii) BE Y,(A) if and only if BE Y(A) and A E Y(B); 
(iii) Y,(A) s Y(A). 
The proof is straightforward. 
PROPOSITION 7. Let A E$P(V, W) and BE Y,(A). Then 
(i) 9?(AB) = W(A), W(BA) = 9(B); 
(ii) M(AB) = M(B), Jtr(BA) = N(A); 
(iii) W(A) @N(B) = W, .9(B) @M(A) = V; 
(iv) AB is the projection of W onto S(A) along N(B); 
(v) BA is the projection of V onto 99(B) along M(A). 
Proof. These statements are immediate consequences of Propositions 
1 and 6(ii). 
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PROPOSITION 8. Let A E .2?( V, W). Then the following statements are 
equivalent.. 
(4 B E ,Y,(A); 
(b) AB is idempotent and S(B) @ N(A) = V; 
(c) BA is idempotent and 99(A) @N(B) = W; 
(d) AB is idempotent, W(AB) = S(A), and M(AB) = J’“(B); 
(e) BA is idempotent, 3?(BA) = 9(B), and Jlr(BA) = M(A). 
Proof. The proof follows at once from Propositions 2 and B(ii). 
PROPOSITION 9. Let A E 9(V, W) and let B,, B, E Y(A). Then 
B,AB, E Y,(A). 
Proof. In view of Proposition 6(ii), this proposition is merely a 
reformulation of Proposition 3. 
PROPOSITION 10. Let A, E 2(W, V), A, E Z(V, W), and let B, E 
,4p,(A1), B, E .!YPr(Ae). Then B,B, E Y,(4,A,) if and only if both B1A,A2B, 
and A,B,BIA, aye idempotent. 
Proof. This is an immediate consequence of Propositions 4 and B(ii). 
PROPOSITION 11. Let A E _Y(V, W), let B E Y,.(A), let P E S(W, W), 
Q E _Y(V, V) where both P and Q aye invertible. Then Q-lBP-l E Y,(PAQ). 
Proof. This is an immediate consequence of Propositions 5 and 6(ii). 
4. PSEUDOINVERSES 
PROPOSITION 12. Let A E JZ’(V, W) and let 2 be a subspace of V such 
that V = X @X(A). Then the mapping 
AS: ,# -S(A), 
A,x=Ax, xE*, 
is an invertible linear transformation. 
Proof. The linearity of A, follows immediately. A, is one-to-one: 
let x E X such that A,Tx = 0. Then Ax = 0, i.e., x EM(A). But 
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2 I-I N(A) = (0) an so x = 0. A, is onto: let y E d(A). Then y = Ax d 
for some x E I/. Let x = xi + xp with xi E &‘, x2 E N(A). Then 
y = Ax = A(?G~ + x2) = Ax, = Ax,x,. 
Thus y E &(AH). 
DEFINITION 3. Let A E 9( V, W), let # be a subspace of I’ such that 
V = X’ @M(A), and let $ be a subspace of W such that W = %?(A) @ 
4. Then the pair (A?, 2) is called an A-admissible pair. 
DEFINITION 4. Let A E Y(V, W) and let (2, f) be an A-admissible 
pair. Then the mapping 
A;, Y: w -’ v, 
A,,Yy = A$yl> Y = Yl + Y2> y1 E3(A), Y2 E fp 
is called the (~6, $)-pseudoinverse of A. 
In this definition Ax is the invertible linear transformation introduced 
in Proposition 12. 
PROPOSITIOK 13. If A E _Y(V, W) and (2, 8) is an A-admissible$.zir, 
then A$,Y E S?(W, V). 
The proof is straightforward. 
PROPOSITIOK 14. Let A E _Y(V/, W) and let (S, j’) be an A-admissible 
fiair. Then 
(i) %(A $,,) = SF; 
(ii) Jf(A G,g) = 4. 
Pyooj. (i) From the definition of A&,/ it follows that &(A>,$) C 
X. Let x E ,;/d’. Then 
Thus 9(il;,,Y) = Z’. 
(ii) From the definition of A$,s it follows that f c JY(AJ,$). 
Let y E .N(A$ $). Then A$ g;y = 0. If y = yi + y2 with yi E 
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B?(A), yz E f, then we obtain A$,Yy = 0. Hence Asly = 0, and 
so yi = 0. Now y = yz E 2. Thus J(A$,J = 4. 
PROPOSITION 15. Let A E 9( V, W) and let (2, 2) be an A-admissible 
pair. Then A$,x E Y,(A). In other words, A A$,.A = A and 
A, ,AA+ - A+ x,x - X,X’ 
Proof. From Proposition 14 it follows that 
B(A$,J @N(A) = H @N(A) = V. 
Therefore, owing to Proposition 8, it is sufficient to prove that AA&,, 
is idempotent. If y Ed, then 
AA$,.y = A,A&,Yy = AxA$y = 3’7 
where we have made use of the definitions of A, and A$ /. If y E f, 
then AA$,Yy = 0. Thus AA&,, is a projection and therefore it is 
idempotent. 
Remark 3. From Proposition 15 it follows that, for a given A E 
_Y(V, W), the sets Y(A) and YJA) are not empty. 
PROPOSITION 16. Let A E _Y(V, W) and let (S, &) be an A-admissible 
pair. Then 
(4 A &,/A is the projection of V onto X along M(A); 
(ii) AA;, / is the projection of W onto 9(A) along &. 
Proof. Statement (ii) has been proved in the course of the proof 
of Proposition 15; and (i) is an immediate consequence of Propositions 
7 and 15. 
PROPOSITION 17. Let A E 2?(V, W) and let (2, ,$) and (9, Xl be 
A-admissible pairs. Then 
Proof. By Proposition 16 we have 
AA,+,, = AAj&, A$,,A = A,,,A. 
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Then 
In Proposition 15 we have seen that every pseudoinverse of A e 
9( V, W) is a reflexive semi-inverse of A. In the next proposition we show 
that, given any reflexive semi-inverse U of A E Z(V, W), B is an (X, &)- 
pseudoinverse of A for some A-admissible pair (X, 4). 
PROPOSITION 18. Let A E _Y(V, W) and let B E Y,(A). Then 
(i) B = A’ W( B)X(R) ’ 
69 A = %iar,.,p~cAj.. 
Proof, (i) First note that from Proposition 7 it follows that (.2(B), 
M(B)) is an A-admissible pair. Let y E B(A). Then y = Ax for some 
x E V. Let x = xi + x2 with xi E 9(B), x2 E X(A). Then xi = Rz for 
some ZE W. Now 
By = BAx = BA(q + x2) = BAx, = BABz = Bz = xl. 
On the other hand, 
Thus A&BJ,xCHj~ = By for all y E B(A). Since A&Bj,_VCBp = Hu = 0 
for all ZL E N(B) and 9(A) @M(B) = W, we have B = A$(Hj,J, .C,jj. 
(ii) This follows from (i) since by Proposition 6(i) the relation 
B E 9’,(A) implies A E .YT(B). 
PROPOSITION 19. Let A E _Y(V, W) and let (2, &) be an A-admissible 
pair. Then 
(A&&A,,m.4) = A. 
Proof. This is a consequence of Proposition 18. 
The next proposition shows that any pseudoinverse of A E Y(V, W) 
can be expressed in terms of an arbitrary semi-inverse of A. 
PROPOSITION 20. Let A E _F’(V, W), let (X, 2) be an A-admissible 
pair, let E E dp(V, V) be the projection of V onto SF along M(A), and let 
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F E _Y(W, W) be the projection of W onto %(A) along 4. Then 
A;,$ = ECF, 
where C is any semi-inverse of A. 
Proof. Denote B = ECF. If y E 8, then By = ECFy = 0 = A$, fly 
sinceFy=O. IfzEB?(A),thenz=AxforsomexEV. Let%=x,+x, 
with x1 E 3, x2 E X(A). Then 
Bz = ECFz = ECFAx = ECAx = ECA(x, + x2) 
= ECAx, = E(CAx, - x1) + Ex, = xl, 
where we have made use of the fact that FA = A, CAx, - xl EM(A) = 
M(E), and Ex, = x1. On the other hand, 
A,& 9z = A$ = A$Ax = A$Ax, = A$A&q = x1. 
Thus A$,,z = Bz for all z ES?(A). Then A&,Y = B = ECF since 
# @S(A) = W. 
PROPOSITION 21. Let A E 6p(V, W), let P E 9(W, W), Q E p(Lp(V, V), 
where both P and Q are invertible. Let (2, $) be a PAQ-admissible pair. 
Then 
Proof. It can be easily seen that (Q(X), P-l($)) is an A-admissible 
pair. For convenience denoting B = Aa+(mJ,r-l(gj, we have B E YJA) 
and, from Proposition 11, we get then Q-lBP-l E Y,(PAQ). Now from 
Proposition 18 it follows that 
Q-1BP-1 = ( PAQ)~(y-‘sp-,),~‘^(9-~~~-l~. 
Rut 
a(Q-‘BP-‘) = W(Q-lB) = Q-%(B) = Q-IQ(#) = 2, 
JV(Q-IBP-l) = M(BP-l) = PM(B) = PP-l(y) = $, 
and so (PAQ)$,,Y = Q-lBP-l. 
I.inear Algebva and Its Applications 4(1971), 313-322 
322 EMERIC DEUTSCH 
REFERENCES 
1 A. Ben-Israel and A. Charms, Contributions to the theory of generalized inverses, 
J. Sot. Indust. Appl. Math. 11(1963), 667-699. 
2 C. A. Desoer and B. H. Whalen, A note on pseudoinverses, J. Sec. Indust. Appl. 
Math. 11(1963), 442-447. 
3 J. S. Frame, Matrix functions and applications, IEEE Spectrum 1(1964), 208-220. 
4 J. 2. Hearon. Construction of EPr generalized inverses by inversion of nonsingular 
matrices, J. Res. Nat. Bur. Standards Sect. B, 71(1967), 57-60. 
5 R. D. Milne, An oblique matrix pseudoinverse, SIAM J. A#. Math. 16(1968), 
931-944. 
6 M. H. Pearl, Generalized inverses of matrices with entries taken from an arbitrary 
field, Lineav Algebra 1(1968), 571-587. 
7 C. R. Rao, Calculus of generalized inverses of matrices, Part I: General theory, 
Sankhya Ser. A 29(1967), 317-342. 
8 D. W. Robinson, On the generalized inverse of an arbitrary linear transformation, 
Amer. Math. Monthly 69(1962), 412-416. 
9 C. A. Rohde, Some results on generalized inverses, SIAM Rev. E(l966). 201-205. 
Received June, 7969 
Linear Algebra and Its Applications 4(1971), 313-322 
