Abstract. We prove in this paper the convergence of the Marker and Cell (MAC) scheme for the discretization of the steady state compressible Stokes equations on two or three dimensional Cartesian grids. Existence of a solution to the scheme is proven, followed by estimates on approximate solutions, which yields the convergence of the approximate solutions, up to a subsequence, and in an appropriate sense. We then prove that the limit of the approximate solutions satisfy the mass balance and mass momentum equations, as well as the equation of state, which is the main difficulty of this study.
1. Introduction. Since the very beginning of the introduction of the Markerand-Cell (MAC) scheme [11] , it is claimed that this discretization is suitable for both incompressible and compressible flow problems (see [9, 10] for the seminal papers, [2, 12, 13, 14, 1, 3, 19, 20, 21, 22, 23] for subsequent developments and [24] for a review). The use of the MAC scheme in the incompressible case is now standard, and the underlying convergence theory is wellknown. On the contrary, even if some references in the literature report the satisfactory behaviour of this discretization for compressible flow problems, up to our knowledge, no stability nor convergence proof is known in this context. This is the goal of this work, restricting ourselves to the stationary case and to the Stokes problem. The extension to Navier-Stokes equations will be addressed in forthcoming papers. Adapting at the discrete level the arguments of the recent theory of compressible Navier-Stokes equations [17, 6, 18] , we prove the existence of a solution to the discrete stationary Stokes equations, and the convergence (up to a subsequence, since, up to now, no uniqueness result is available for the continuous case) of this solution towards a weak solution of the continuous problem as the mesh size goes to 0. This convergence result seems to be the first one for the compressible Stokes problem in the finite volume context. Its convergence analysis presents some similarities with that provided for the CrouzeixRaviart discretization [7, 5] ; the main difference is probably on the passage to the limit for the equation of state, for which an additional stabilization term was used in the Crouzeix-Raviart context, which is no longer the case for the MAC scheme, thanks to a discrete counterpart of an alternate weak formulation of the momentum balance equation. Note that the compressible Stokes equations with Navier slip boundary conditions and a vorticity formulation of the momentum balance equation were also very recently addressed for mixed finite element discretizations in [15, 16] .
The paper is organized as follows. We first state the continuous problem (Section 2), then we present the discrete spaces, norms and operators of interest (Section 3). The scheme is then given (Section 4), and the remainder of the paper is devoted to its analysis: existence and estimates for the discrete solution (Section 5), convergence to a limit satisfying (under a weak form) the differential equations of the continuous problem (Section 6), and finally the equation of state (Section 7).
For the sake of simplicity, we describe the MAC discretization of the compressible Stokes problem in the two-dimensional case, for the square computational domain Ω = (0, 1) 2 . However, the presented material extends to the three-dimensional case and to any bounded domain adapted to the MAC-scheme (that is any finite union of rectangles in 2D or rectangular parallelipeds in 3D); whenever the extension is not straightforward, we give the details of the generalisation.
The continuous problem.
Let Ω be an open bounded domain of R d with d = 2 or 3, which is supposed to be adapted to the MAC discretization, that is Ω is any finite union of rectangles in 2D or rectangular parallelipeds in 3D; let γ ≥ 1. For f ∈ L 2 (Ω) d and M > 0, we consider the following problem: 
(Ω) satisfying: 3. Discrete unknowns and function spaces. For simplicity, we restrict the presentation of the discrete unknowns and function spaces to the discretization of Ω = (0, 1) 2 . We first describe a MAC grid, which we will call M in the following. Let N, M ∈ N, N, M ≥ 2 and let {h Let (x i− 1 2 ) 1≤i≤N +1 and (y j− 1 2 ) 1≤j≤M+1 be the families of real numbers defined as follows: 
= 1).
We also denote by (x i ) 0≤i≤N +1 and (y i ) 0≤j≤M+1 the two following families of real numbers: We can now define the following three partitions of Ω = (0, 1) 2 :
, which stand for piecewise constant functions over each of the grid cells K, K
x and K y respectively, and the discrete unknowns for the problem are such that the (discrete) pressure p belongs to S, the density ρ belongs to S, the x-component of the velocity u x belongs to S x and the y-component of the velocity u y belongs to S y . The subdomains K, K x and K y will be referred to hereafter as the control volumes for the pressure and density, the x-component and the y-component of the velocity respectively. As usual at the continuous level or for variational discrete formulation (as in the finite element context), the Dirichlet boundary conditions are (partly) incorporated in the definition of the discrete spaces, and, to this purpose, we introduce S x 0 ⊂ S x and S y 0 ⊂ S y defined as follows:
and
The x-component of the velocity will be supposed to belong to S x 0 , which consists in setting to zero the degrees of freedom of v x located at the left boundary (i.e. {0} × (0, 1)) and right boundary (i.e. {1} × (0, 1)) of Ω; the y-component will be supposed to belong to S y 0 , which consists in setting to zero the degrees of freedom of v y located at the bottom boundary (i.e. (0, 1)×{0}) and top boundary (i.e. (0, 1)×{0}) of Ω. Since the discrete functions are determined by the values that they take over their respective control volumes, the unknowns of the discrete problem are:
and the Dirichlet boundary conditions imply that:
For each component of the velocity, the finite volume discrete Laplace operator is given by a classical five-point formula, which we give in appendix A for the sake of completeness. Note that this discrete Laplace operator is obtained by writing a discrete momentum flux balance for each component over each corresponding velocity cell K x or K y ; it is well known that it is not consistent in the finite difference sense, see e.g. [4, Section 5.2 page 732] except on uniform meshes. For the x-component of the velocity, the discrete Laplacian is such that ∆
x v x ∈ S x 0 for any v x ∈ S x 0 , and as usual in the finite volume formulation, implicitly takes into account the Dirichlet boundary at the top and bottom boundaries; since u x is prescribed to zero in the left and right layers of control volumes, the Laplace operator is not defined in these control volumes. Similarly, the discrete Laplacian for the y-component of the velocity, also given in appendix A, is such that, ∀v y ∈ S y 0 , ∆ y v y ∈ S y 0 , implicitly takes into account the Dirichlet boundary conditions at the left and right side, and does not need to be prescribed in the bottom and top layers of control volumes. Let us now 
where | · | stands for the Euclidean measure. Let E x be the set of the edges of the control volumes (K
) 1≤i≤N +1, 1≤j≤M associated to the x-component of the velocity, including the internal ones (i.e. separating two control volumes) and the external ones (i.e. included in the boundary of Ω). For each edge σ
x ∈ E x and v x ∈ S x , we denote by [v x ] σ x either the jump of v x across σ x if σ x is an internal edge, or the value of v x in the control volume adjacent to σ x if σ x is an external edge. Reordering the summation in Equation (3.4), we obtain:
where, for an internal edge σ x , d σ x stands for the distance between the mass centers of the two control volumes adjacent to σ x and, for an external edge σ x , d σ x stands for the distance between the mass center of the control volume adjacent to σ x and the boundary (see Appendix A for the expression of d σ x as a function of the quantities (h x i ) 1≤i≤N and (h y j ) 1≤j≤M ). With similar notations, we obtain:
These bilinear forms are thus symmetric. Moreover each form induces a norm over respectively S x 0 and S y 0 , which we denote:
This norm is known to control the L 2 norm by a discrete Poincaré inequality [4, Lemma 9.1 page 765]. In addition, a compactness result holds for sequences of discrete functions bounded with respect to this norm. This result is given in Theorem 3.1 below; to state it, we first define discrete derivatives of elements of S 
. . , N } and j ∈ {1, . . . , M }:
The formulae (3.8) give, in particular, a discrete divergence operator div
y (see (3.13)-(3.14) below). In order to define ∂ using the notation (3.2) and setting:
We may then define a discrete curl operator, useful for the the proof of convergence of the scheme, by curl
Similary, a discrete curl operator may also be defined in the case d = 3 with an obvious discretization of the continuous curl operator.
Theorem 3.1. Consider a sequence of MAC grids (M n ) n∈N , with step size h n (as defined by (3.1)) tending to zero as n → ∞. Let (u x n ) n∈N (resp. (u y n ) n∈N ) be a sequence of discrete functions, i.e. such that each element of the sequence u x n (resp. u y n ) belongs to a space S x,n (resp. S y,n ) and such that u x n x (resp. u y n y ) is bounded. Then the sequence (u
(Ω) to a limit u x (resp. u y ), and this limit satisfies u ∈ (
Proof. The proof of convergence of the sequence of functions (u x n ) n∈N is similar to that of [4, Theorem 9.1 page 772]. The weak convergence of the discrete gradient in L 2 (Ω) 2 is easily obtained by discrete integration by parts, thus shifting the discrete derivatives on a smooth test function and passing to the limit on its discrete derivative.
is defined from the · x norm and the · y norm of its x-component and y-component respectively by:
We now define the discrete gradient as follows:
with:
Note that the values of the x-component (resp. y-component) of the gradient over the left and right (resp. bottom and top) boundary sides of the mesh do not need to be defined, since it is supposed by definition to vanish:
). Let us now define a discrete divergence operator as follows:
). (3.14)
This divergence operator satisfies:
A fundamental feature of the MAC scheme is that the discrete gradient operator and the (opposite of the) divergence operator are dual with respect to the L 2 inner product:
Another fundamental feature of the scheme is its so-called "inf-sup" stability property, which reads:
where c is is a real number only depending on Ω and m(q) denotes the mean value of q over Ω.
Finally some estimates on the unknowns (see the proof of Proposition 6.1 for the mass balance, the proof of the discrete H 2 loc -estimate in Lemma 7.3 and the proof of Proposition 7.4) will depend on a parameter η > 0 which measures the relative size of neighbouring cells in each direction:
4. Presentation of the scheme and of the main results. Consider a MAC grid as defined in the previous section, which we denote by M. A crucial feature of the scheme is that the resulting approximate density stays positive. To this purpose, the mass equation (2.1b) is discretized with an upwind choice for the density. For any ρ ∈ S and v = (v x , v y ) ∈ S x × S y , we define an upwind discrete divergence div
where the value of the density at each edge is upwinded with respect to the velocity:
We define an average density ρ * by ρ * = M/|Ω|, and (
Remark 4.1. The density ρ * can be chosen as any positive function satisfying ρ * ∈ S and Ω ρ * dx = M . However, the solutions of the scheme may depend on the choice of ρ * .
With these notations, the MAC scheme reads, for a given positive α:
, p ∈ S and ρ ∈ S such that:
Note that this scheme conserves the total mass; indeed, summing (4.2c) over K ∈ M yields that the integral of ρ and ρ * over Ω are equal. From the identities (3.4) and (3.15), the first two equations of the scheme may be set under the following discrete variational form:
In Section 5 below we prove the existence of a solution to the scheme 4.2, along with some estimates. The remainder of the paper is devoted to the proof of the following convergence theorem. 
, and α > 0. Let η > 0 and (M n ) n∈N be a sequence of MAC grids satisfying (3.17) and with step size h n tending to zero as n → ∞. Let (u n ) n∈N , (ρ n ) n∈N and (p n ) n∈N be the corresponding sequence of MAC-discrete solutions. Then, up to the extraction of a subsequence:
• the sequence
• u, ρ and p satisfy the continuous problem (2.2). Remark 4.2. The same convergence result holds (with no problem of passage to the limit in the equation of state) for γ = 1, with only a weak convergence of (ρ n ) n∈N and (p n ) n∈N in L 2 (Ω).
Existence of the solution and estimates.
To avoid the use of the indexes i, j when possible, we use in this section notations designed for general grids (see e.g. [7] ). We denote by E int the set of all the internal edges σ = K|L of the (pressure) grid, where K and L are the two (pressure) control volumes separated by σ. We then define a normal vector to any edge of the pressure grid by n σ = (1, 0) t or n σ = (0, 1) t ). For any K ∈ M, we denote by E K the set of edges of K and for any and σ ∈ E K , we introduce ǫ
) if σ is the edge separating K i,j from K i+1,j (resp. K i,j+1 ). Then, for a density field ρ ∈ S and an internal edge σ = K|L, we denote by ρ σ the upwind choice for ρ on σ with respect to u, that is
With these notations, the discrete divergence given in (3.14) becomes:
and similarly, the discrete upwind divergence given in (4.1) becomes:
The following lemma states the positivity of the discrete density. It is (easily) proven by observing that for a given velocity field, the discrete mass balance (4.2c) is a linear system for ρ the matrix of which is an M-matrix [8, Lemma 2.1].
Lemma 5.1. Let u x ∈ S x 0 , u y ∈ S y 0 and ρ ∈ S satisfy (4.2c). Then the density ρ satisfies ρ > 0.
We are now in position to prove the existence of a solution to the scheme. Proposition 5.2. There exists a solution to System (4.2). Proof. The proof of this result is obtained by applying the fixed point Brouwer theorem. Let
0 be a given discrete velocity field. We define ρ k+1 as the solution of (4.2c) with u
The existence of a solution to this linear system is a consequence of Lemma 5.1 along with the positivity of this solution. In addition, we deduce from the conservativity of the scheme that:
This relation provides a bound for ρ k+1 in the L 1 norm, and therefore in all norms since the problem is of finite dimension. Through the equation of state, we thus obtain a bound for
as the solution, with p = p k+1 , of (4.2a) and (4.2b) respectively:
2 (note, however, that the bounds that we thus obtain depend on the mesh). Multiplying (4.2a) by ((u x ) k+1 ) i− 1 2 ,j , summing over i and j, and using (3.4), we get:
Invoking now the fact that the · x norm controls the L 2 norm, we thus obtain a bound for (u x ) k+1 x , let us say (u x ) k+1 x ≤ C x , which proves the existence of (u x ) k+1 . The same arguments hold for (u y ) k+1 , and we thus get that (u y ) k+1 exists and satisfies an inequality of the form (u
) is continuous. By the Brouwer theorem, it thus admits a fixed point in the convex set C defined by:
This fixed point is a solution to the scheme.
Let us now turn to stability issues: in order to prove convergence, we wish to obtain some uniform (with respect to the mesh) bounds on the solutions to (4.2); these bounds are stated in Lemma 5.5 below. We begin by a technical lemma, which extends [5, Lemma 5.1] and yields Lemma 5.4. In fact, Lemma 5.4 is not only useful for stability issues, but for three reasons. Firstly, it allows an estimate on u in a dicrete H 1 0 norm (Proposition 5.5), as in [5] ). Secondly, it yields a so called weak BV estimate if γ > 2 or weighted weak BV stimate if γ ≤ 2 (Proposition 5.5); these BV estimates are used in the passage to the limit in the mass equation. Note that the weak (and weigthed weak) BV estimate did not have to be used in [5] because of the presence of an additional stabilization term; this latter term was in fact introduced for technical reasons for the passage to the limit in the equation of state. Thirdly, Lemma 5.4 gives (with β = 1) a crucial inequality which is also used in order to pass to the limit in the equation of state.
Lemma 5.3. Let ρ be a positive function of S, and u = (u
Proof. Using the expression of the divergence operator, we get:
Reordering the summations and noting that ǫ
Without loss of generality, we may orient any edge σ ∈ E int as σ = K|L where K is such that u · n K σ ≥ 0, so that ρ σ = ρ K , and we get:
which yields the result thanks to a Taylor expansion of ϕ.
The following result is a consequence of Lemma 5.3.
where C only depends on M , β and Ω, and
Proof. By Lemma 5.1, we know that ρ > 0. Let us first suppose that β > 1.
Multiplying (4.2c) by the test function β β − 1 ρ β−1 and integrating over Ω, we get:
By Lemma 5.3 applied with ϕ(s) = s β , there exists a family of real numbers (
and such that the first term of Relation (5.5) satisfies:
Since the function s → s β is convex, the second term of Relation (5.5) satisfies:
The two above relationships and the fact that ρ σ,β ≤ρ β−2 σ yield the result for β > 1. For β = 1, the arguments are the same with ϕ(s) = s log(s).
be a solution to the scheme, i.e. system (4.2). Then there exists C 1 depending only on f , M , Ω and γ such that:
Moreover, for any β ∈ [1, γ], there exists C 2 depending only on f , M , Ω, γ and β such that
where ρ σ,β is defined in (5.4). In particular, for γ ≥ 2, we get by taking β = 2 in (5.7):
Finally, ρ > 0, p = ρ γ and:
Proof. Let us first notice that ρ > 0 thanks to Lemma 5.1, that p = ρ γ by definition of the scheme (4.2) and that Ω ρ dx = M thanks to the conservativity of the scheme, see (5.3) . By (4.3), we have:
and thus, thanks to the fact that the discrete H 1 norms control the L 2 norm:
where C 3 only depends on f and Ω. Lemma 5.4 with β = γ yields, since p = ρ γ :
where C 4 only depends on M , γ, α and Ω. Summing these two relations, we thus obtain:
The discrete inf-sup condition (3.16) thus allows a control of ||p − m(p)|| L 2 (Ω) , where m(p) stands for the mean value of p. In addition, the positivity of the density and the conservativity of the scheme yields:
and thus a classical result (see e.g. [5, Lemma B.6]) implies that ||p|| L 2 (Ω) itself is bounded, and therefore so is ||ρ|| L 2γ (Ω) . We have therefore proved (5.6) and (5.7) for β = γ. In order to prove (5.7) for β < γ, let us use once again Lemma 5.4, to obtain:
where C depends on M , Ω, γ and β.
Since ρ is bounded in L 2β (Ω) and ||div M (u)|| L 2 (Ω) is controlled by u M , this concludes the proof. 3.17 ) and with step size h n tending to zero as n → ∞. Let (u n ) n∈N , (ρ n ) n∈N and (p n ) n∈N be the corresponding sequence of solutions to (4.3),(4.2c),(4.2d) Then, up to the extraction of a subsequence:
The convergence of the first term may be proven by slight modifications of a classical result [4, Chapter III]:
From the definition of ϕ n and thanks to the weak convergence of the pressure, we have:
Finally, since lim
n→∞ Ω f n · ϕ n dx = Ω f · ϕ dx,, the functions u and p satisfy (2.2a).
Now let ψ ∈ C ∞ c (Ω), and let ψ n ∈ S n with values:
Note that, in this relation and in the remainder of the proof, the dependency of the mesh on n has been omitted for short. Let us multiply the discrete mass balance equation (4.2c) corresponding to K i,j by h x i h y j (ψ n ) i,j and sum over i and j, to obtain T s,n + T x,n + T y,n = 0, with:
Since
Since we have:
where ∂ x denotes the partial derivative with respect to the x variable and c ψ ∈ R depends only on ψ, we get T x,n = T 1,n + R 1,n with:
and, by the Cauchy-Schwarz inequality and thanks to (3.17):
where c depends only on M , Ω and f through the bounds on ρ n and u n (see Proposition 5.5) and on ψ and the parameter η defined in (3.17). Therefore R 1,n tends to zero when n → ∞. Now we can decompose T 1,n = T 2,n + R 2,n with:
On one hand, by definition, the quantity (ρ n ) i+ 1 2 ,j is equal either to (ρ n ) i,j or to (ρ n ) i+1,j . On the other hand, over K x i+ 1 2 ,j , ρ n is equal to (ρ n ) i,j on the "i−side of the edge" and to (ρ n ) i+1,j on the "(i + 1)− side". Since ∂ x ψ is bounded, we thus get:
Let us first suppose that γ ≥ 2. We have:
The last two quantities are controlled, by the second inequality of Proposition 5.5, i.e. Relation (5.7), for the first one and because (u If we now suppose that γ < 2, we may write:
Hence by (5.7), the first sum is bounded. For the second one, we have:
The first term in the right hand side is controlled since ||u x n || L 2 (Ω) is bounded and, the second one is controlled since ||ρ n || L 2 (Ω) is bounded, using the regularity bound (3.17) on h x i+1 /h x i . In this case also, |R 2,n | tends to zero. By the weak and strong convergence of (ρ n ) n∈N and (u x n ) n∈N respectively, we have:
By the same arguments, we obtain:
which shows the ρ and u satisfy the continuous mass balance equation. Remark 6.1. Note that, in the case γ ≥ 2, the convergence proof may easily be modified so as not to require that all the meshes M n satisfy (3.17) with the same η (it is used here only for short in order to get (6.1)). However, in the case γ < 2, it does not seem easy to proceed without this regularity assumption, which is used to obtain (6.2). Moreover, the same assumption is also used in the proof of convergence of the equation of state, for any γ (see Step 2 of Lemma 7.3). Anyway, the bound on η is only a rather weak local assumption which does not yield any serious restriction in practice. 7. Passing to the limit in the equation of state. Under the hypotheses of Proposition 6.1, up to a subsequence, the approximate solution (u n , p n , ρ n ) converges (in the sense given in Proposition 6.1) to (u, p, ρ) (as n → ∞); the limit (u, p, ρ)
(Ω) and satisfies (2.2a), (2.2b), ρ ≥ 0 a.e. and If γ = 1, this is easily proved (except for the strong convergences of p n and ρ n ), thanks to the weak convergence as n → ∞ of p n and ρ n to p and ρ in L 2 (Ω). For γ > 1 however, we may not pass to the limit on the nonlinear equality p n = ρ γ n since the convergence of p n towards p and of ρ n towards ρ are only weak in L 2 (Ω). In order to obtain the relation p = ρ γ , the main idea is to prove that:
Once this inequality is proven, it is quite easy to deduce (up to a subsequence) the a.e. convergence of p n and ρ n and therefore p = ρ γ (and we also obtain the desired strong convergence of p n and ρ n ).
7.1. Proof of (7.1) in a continuous setting. For the sake of clarity, we first prove (7.1) in a simple (but unrealistic) setting, namely assuming that u n satisfies the following approximate (but not discrete) equation:
with f n ∈ L 2 (Ω) 2 and f n → f weakly in L 2 (Ω) 2 as n → ∞. The proof we give here is slightly different from that of [5] . It is more adapted to the case of the MAC scheme that we consider here but it could also be used for the proof of convergence of the scheme considered in [5] .
For all v, w in H
2 is sufficient), one has:
and (recall that ∂ x (∂ y ) denotes the derivative with respect to the x (resp. y) space variable). Even though the relation (7.3) is wellknown, we now give its proof, which will later be used as a guide for the proof of the discrete counterpart of (7.3), stated in Lemma 7.
A blunt comparison of the two sides of (7.3) using the definition of the differential operators yields:
A double integration by parts gives:
which leads to R = 0 and (7.3). Then, we obtain (7.3) in H 1 0 (Ω) 2 by density. Remark 7.1 (Extension of (7.3) to the three-dimensional case). In the three dimensional case, the curl operator is defined by:
The quantities curl v and curl w are thus vector valued but Relation (7.3) still holds, replacing the product curl v curl w by the dot product curl v · curl w in R 3 . The proof of (7.3) then follows by using three times the formula (7.3) written in the two dimensional case. More precisely,
where curl α3 denotes the α 3 -th component of curl. Then, adding these three equations leads to:
This gives (7.3) for v, w ∈ C ∞ c (Ω) 3 and, by density, for v,
Using formula (7.3), we get from (7.2), for all v in H
Let us assume, for a moment, that we may choose v = v n with: as n → ∞ with:
Since div v n = ρ n and curl v n = 0, (7.4) becomes:
Since f n and v n weakly converge in L 2 (Ω) 2 to f and v respectively, we obtain:
But, since (u, p) satisfies (2.2a), one has:
which gives, thanks to (7.6):
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Therefore:
Finally, thanks to the mass balance equation (2.2b), Lemma 2.1 of [5] gives:
We assume also that u n satisfies an approximate mass equation leading to:
This is case in the discrete case, that is when ρ n and u n satisfy (4.2c), as stated in Lemma 5.4. Then one deduces (7.1) from (7.7).
Unfortunately, the above proof of (7.1) fails because it is impossible to choose v n in H 1 0 (Ω) 2 . In order to overcome this, we implement the following construction for v n , which we sketch formally, since it gives the building blocks for a similar construction in the discrete MAC setting in the following subsection. We first choose w n such that w n ∈ H 1 0 (Ω) and −∆w n = ρ n . Since the sequence (ρ n ) n∈N is bounded in L 2 (Ω), the sequence (w n ) n∈N is bounded in H 1 0 (Ω). But we can then also derive an H 2 loc (Ω)-estimate on w n (an H 2 (Ω)-estimate is also available if Ω is convex; however this assumption is otherwise not needed in the present paper); indeed, for ϕ ∈ C ∞ c (Ω) the sequence (∆(w n ϕ)) n∈N is bounded in L 2 (Ω) (by some quantity depending on ϕ), two "formal" integrations by parts (which can be justified) give:
Since (w n ) n∈N is bounded in H 
2 . Let us now prove that:
Taking v = v n ϕ, (7.4) gives:
But, div(v n ϕ) = ρ n ϕ+v n ·∇ϕ and curl(v n ϕ) = L(ϕ) v n , where L(ϕ) is a 1×2-matrix (in the three dimensional case, a 3 × 3-matrix) involving the first order derivatives of ϕ. Thus:
Using the weak convergence of u n in H 1 0 (Ω) 2 , the weak convergence of p n and f n in L 2 (Ω) and L 2 (Ω) 2 respectively and the convergence of v n in L 2 loc (Ω) 2 , we obtain:
which yields, using (7.6):
which proves (7.9). Using now the fact that (p n − div u n ) ρ n is bounded in L q (Ω) for some q > 1 (namely q = 2γ/(γ + 1) > 1, thanks to the L 2 (Ω) estimate on (p n − div u n ) and the L 2γ (Ω) estimate on ρ n ), we deduce from (7.9) (see Lemma B.2 of [5] ) that:
The proof of (7.1) is then obtained using the mass equation (2.1b), as it was from (7.7).
7.2. Proof of (7.1) in the discrete MAC setting. We now have to prove (7.1) with (u n , p n ) solution of the discrete momentum equation (4.3) rather than of the approximate continuous momentum equation (7.2). We use here the fact that the MAC scheme allows an identity similar to (7.3), given in Lemma 7.1 below. Note that this path is quite different from the Crouzeix-Raviart framework [5] , since the Crouzeix-Raviart finite element respects some identity similar to (7.3) but with additional terms involving some jumps at the boundaries of the elements. These jumps are in fact not easy to control; in the Crouzeix-Raviart framework [5] , we use the identity (7.3) itself with some error terms which are somewhat tedious to control.
We first define, in the framework of Section 3, that is with a MAC grid denoted by M, the discrete operator curl M , using the fourth partition of Ω and the space S xy defined in Section 3. The operator curl M is defined from S x × S y to S xy and, for v = (v x , v y ) ∈ S x × S y and for i ∈ {1, . . . , N + 1}, j ∈ {1, . . . , M + 1}, one has:
using the notation (3.2) and, for the boundary, formulae (3.10) that is
In fact, with (3.9), one has curl
More precisely, in (3.9), the quantities ∂ 
Proof. As in the continuous case, a blunt comparison of the two sides of (7.11) using the definition of the discrete differential operators yields:
where R M is a discrete version of the quantity R obtained in the continuous case, that is R M = A + B − C − D with:
The terms A and C are the same as B and D, exchanging i and j, N and M and x and y. The terms A and B come from Ω div M v div M w dx and the terms C and D come from Ω curl M v curl M w dx. In order to prove (7.11), it is sufficient to prove B = D (and, similarly, A = C). To this purpose, we use a double discrete integration by parts:
= 0 for all j ∈ {1, . . . , M + 1}), we get:
(w
= 0 for all i ∈ {1, . . . , N }. Therefore:
Remark 7.2 (Three-dimensional case). If d = 3, the operator curl M is vector valued and, for instance, with natural notations, the third component of curl M is defined on a space denoted S xyz which stands for piecewise constant functions over
) and the formula for this component of curl M v is the same as in the case d = 2, adding the subscript k.
The three-dimensional operator curl M also satisfies Lemma 7.1. As in the continuous case (see Remark 7.1), the proof of this result is obtained by using three times the proof of the two-dimensional case.
Let us now return to the setting described at the beginning of this section. Assuming that the hypotheses of Proposition 6.1 are satisfied, (u n , p n , ρ n ) converges (in the sense given in Proposition 6.1) to (u, p, ρ) (as n → ∞) and that the limit (u, p, ρ) belongs to
(Ω) and satisfies (2.2a), (2.2b), ρ ≥ 0 a.e. and Ω ρ dx = M . We want to prove that p = ρ γ a.e. (and that the convergence of p n and ρ n are strong in the appropriate Lebesgue spaces).
For simplicity, when we consider a sequence (M n ) n∈N of MAC grids, the index M n is replaced by n in the notation of discrete functions and operators, such as div M , curl M or ∇ M . With these notations, since (u n , p n ) satisfies (4.2a) and (4.2b), one has for all v ∈ S x 0 × S y 0 , using (7.11):
We now have to choose a suitable test function v in this relation. As in the simpler case described above, an optimal choice would be v = v n ∈ S We now describe this choice for a general MAC grid M. Let ρ = {ρ i,j , i = 1, . . . , N , j = 1, . . . , M } ∈ S and let w = {w i,j , i = 1, . . . , N , j = 1, . . . , M } ∈ S be the finite volume solution (on the mesh associated to p and ρ) of −∆w = ρ with an homogeneous Dirichlet boundary condition, that is:
where ∆ M w ∈ S is defined by, for all i ∈ {1, . . . , N }, j ∈ {1, . . . , M },
, (7.14)
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with, for all i ∈ {0, . . . , N + 1} and j ∈ {0, . . . , M + 1},
Let us then take v = −∇ M w where ∇ M is a discrete gradient of w defined by
, i ∈ {1, . . . , N }, j ∈ {0, . . . , M }.
This choice of v (using the finite volume discretization of the Laplace operator on the grid associated to ρ) ensures that div M v = ρ. Furthermore, since v is a discrete gradient given by formulae (7.16), it satisfies curl M v = 0 (relation (7.13) is not used for this property). These two properties are stated in the following lemma.
x ×S y be defined by (7.16) and (7.15). Then, with the discrete curl M operator defined by (7.10), we have curl M v = 0. Furthermore, if w satisfies (7.13) with ρ = {ρ i,
Proof. We first prove that curl M v = 0, which is the discrete counterpart of the classical equality curl(∇w) = 0 for a regular function w. Let i ∈ {1, . . . , N + 1} and j ∈ {1, . . . , M + 1}. One has, on K i− . We now use (7.16), noting that (7.15) gives that the formula (7.16b) (resp.(7.16a)) is also true for i = 0 and i = N + 1 (resp. for j = 0 and j = M + 1) since it gives (3.10). We obtain:
, from which one deduces A = B and then curl M v = 0.
We now prove the second part of the lemma. Let i ∈ {1, . . . , N } and j ∈ {1, . . . , M }. One has, on K i,j , following (3.14),
).
Using (7.16), we obtain:
which concludes the proof of the lemma.
23
Remark 7.3. As for Lemma 7.1, this proof extends to the three-dimensional case.
As in the continuous setting described in Section 7.1, we now prove, in Lemma 7.3 below, that an L 2 (Ω)-estimate on ρ gives a discrete-H 2 loc (Ω) estimate on w and then a discrete-H 1 loc (Ω) estimate on v. In order to state these local estimates, we first define an approximation ϕ M of a function ϕ ∈ C ∞ c (Ω) defined by: ϕ i,j = ϕ(x i , y j ) for all i ∈ {0, . . . , N + 1}, j ∈ {0, . . . , M + 1}. (7.17) and consider for w ∈ S, the gradient of the function wφ M ∈ S as defined in (7.16) ,
Note that if ϕ = 1, one recovers (using (7.15) as the boundary conditions for w) (∇ M (wϕ))
is defined by (7.16 ).
Lemma 7.3. Let M be a MAC grid, let ρ ∈ S and let w ∈ S be the finite volume solution of −∆w = ρ, with an homogeneous Dirichlet boundary condition, i.e. let w be the solution to (7.13)- (7.15) . Let ϕ ∈ C ∞ c (Ω). Then, there exists C ϕ only depending on ϕ, η (which is such that (3.17) holds) and Ω, such that (∇ M (wϕ))
Proof.
Step 1. We first prove that the discrete H 1 0 -norm of w is controlled by the L 2 -norm of ρ. This is a consequence of a now classical discrete Poincaré inequality, which is quite easy to prove with a Cartesian mesh. Indeed, using
for i ∈ {1, . . . , N } and j ∈ {1, . . . , M }, the Cauchy-Schwarz inequality yields:
and then ||w|| L 2 (Ω) ≤ ||w|| M , with:
Then, since:
we obtain:
Step 2. Let η > 0 be such that (3.17) is satisfied. Let ϕ ∈ C ∞ c (Ω) and ϕ M be its discrete approximation defined by (7.17 ). Thanks to the discrete H 1 0 -estimate (7.18) on w, there exists C ϕ only depending on ϕ, η and Ω such that
. We now deduce an estimate on (∇ M (wϕ)) x x and (∇ M (wϕ)) y y , using a discrete counterpart of the computation which leads to (7.8) . In the following we denote for short by wϕ i,j the quantity w i,j ϕ i,j , for i ∈ {0, . . . , N + 1} and j ∈ {0, . . . , M + 1}. With this notation, we remark that (∇ M (wϕ))
Note that A (resp. B) is a discrete counterpart of the square of the L 2 -norm of ∂ x ∂ x (wϕ) (resp. ∂ y ∂ x (wϕ)). We now perform a double discrete integration by part to transform B:
This can be rewritten as:
Changing the index in the first summation (and noting that ϕ 0,j = ϕ N +1,j = 0) yields:
, which can be rewritten as:
Adding A to this expression of B gives:
Exchanging x and y, i and j, a similar computation yields:
Then, we obtain the desired result:
Under the hypotheses of Proposition 6.1, the sequence (ρ n ) n∈N is bounded in L 2 (Ω). Let (w n ) n∈N be the corresponding sequence (defined as in Lemma 7.3) and
x , v y n = −(∇ n (wϕ)) y . Thanks to Lemma 7.3, the compactness theorem 3.1 gives, for all ϕ ∈ C ∞ c (Ω), that, as n → ∞ and up to a subsequence, (∇ n (wϕ))
x and (∇ n (wϕ)) y converge in L 2 (Ω) and that the limits are in H 1 0 (Ω). Then, using a diagonal extraction (with a sequence (
Furthermore, using Lemma 7.2 (that is the fact that div M v n = ρ n and curl M v n = 0), it is quite easy to show that div v = ρ and curl v = 0 (see Proposition 7.4).
We can now prove that, for all ϕ ∈ C ∞ c (Ω):
This is stated in the following result.
Proposition 7.4. Let η > 0 and (M n ) n∈N be a sequence of MAC grids satisfying (3.17), with step size h n tending to zero as n → ∞. Let p n and u n be solution of the discrete momentum equations, that is (4.2a)-(4.2b), associated to M n . Assume that,
Proof. Let v be defined by (7.13)- (7.16) 
We define w n with (7.13)-(7.15) (with M n and ρ n instead of M and ρ) and v n with (7.16) (with M n and w n instead of M and w). We setv n = (v
, it is possible to take v =v n in (7.12):
We now mimick the proof given in the simple case for the proof of (7.9). Since div M v n = ρ n , we first remark that:
where lim n→∞ R 1,n = 0, thanks to the discrete H 1 (Ω)-estimate on u n and the L 2 loc (Ω) estimate on v n . Replacing div M u n by p n , the same computation gives: Ω p n div Mv n dx = Ω p n ρ n ϕ dx + Ω p n v n · ∇ϕ dx + R 2,n , (7.24) where lim n→∞ R 2,n = 0. Similarly, we transform the second term of (7.22) : Since curl M v n = 0, (7.25) leads to:
where L(ϕ) is the same matrix involving the first order derivatives of ϕ as in the proof of (7.9).
We recall now that, thanks to Lemma 7.3, since ρ n is bounded in L 2 (Ω), the compactness theorem 3.1 gives that, up to a subsequence, as n → ∞, v n converges to some v in L d as n → ∞. As a consequence of the compactness theorem 3.1 we also have that div M u n and curl M u n converge weakly in L 2 (Ω) towards div M u and curl M u. By hypothesis, we have the weak convergence of p n in L 2 (Ω) towards p. Then, using (7.26)-(7.23), we deduce from (7.22) :
Finally, since p n and u n are solution of the discrete momentum balance equations, we already know thanks to the estimates on p n and ρ n that the limits p and u are solution of the momentum balance equation; hence, since v ∈ H 1 loc (Ω) d :
But, thanks to the discrete H 1 loc (Ω) 2 -estimates on v n , it is quite easy to prove (as in Theorem 3.1) that div M v n and curl M v n converge weakly in L 2 loc (Ω) towards div v and curl v. This gives that div v = ρ and curl v = 0 and therefore:
Then, we obtain the desired result, that is:
(7.27)
We now want to replace in (7.27) the function ϕ (which is in C ∞ c (Ω)) by the constant function equal to 1. This is simple thanks to Lemma B.2 of [5] . Actually, we set F n = (p n − div M u n ) ρ n . The estimate on (p n − div M u n ) in L 2 (Ω) and the estimate on ρ n in L 2γ (Ω) give, thanks to the Hölder inequality, an estimate on F n in L q (Ω) for q = 2γ/(γ + 1) > 1 (since γ > 1). This yields the equi-integrability of the family (F n ) n∈N . Then Lemma B.2 of [5] and (7.27) give the desired result, namely:
But thanks to the mass equations (discrete and continuous, that is (2.2b) and (4.2c)), Lemma 2.1 of [5] and Lemma 5.4 give:
The operator ∆ y is such that, ∀v y ∈ S y , ∆ y v y ∈ S y and: ).
(A.2)
Using Equations (A.1) and (A.2) and reordering the summations in Equations (3.4), we obtain for the discrete H .
