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Abstract
A theorem due to P. Gabriel shows that every bilinear space decomposes in a unique manner, up to
equivalence, as the orthogonal direct sum of indecomposable degenerate spaces and a nondegenerate
space. This has been generalized, by C. Riehm and M.A. Shrader-Frechette, to sesquilinear modules
over a semisimple ring with an anti-automorphism. We give an elementary proof of these facts which
avoids the use of Kronecker modules.
 2004 Elsevier Inc. All rights reserved.
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1. Generalized Gabriel’s theorem
Let R be a semisimple artinian ring and J an anti-automorphism of R. Both will be
fixed throughout the note. Thus R =∏1is Ri , where Ri ’s are simple artinian rings, and
J (Ri) = Rτ(i) for some permutation τ of {1,2, . . . , s}. All modules, V , will be right R-
modules of finite length, l(V ). We say that V is of type i if VRj = 0 for j = i . The unique
maximal submodule of V of type i is its homogeneous component of type i . Denote the
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homogeneous components.
For modules V , W , a biadditive map f :V × W → R is sesquilinear if
f (va,wb) = J (a)f (v,w)b, ∀v ∈ V, ∀w ∈ W, ∀a, b ∈ R.
A sesquilinear space is a pair (V , 〈 , 〉) consisting of a module V and a sesquilinear map
〈 , 〉 :V × V → R. For simplicity, we just write V instead of (V , 〈 , 〉). Any submodule
U ⊆ V is a sesquilinear space via the restriction of 〈 , 〉. For submodules U,W ⊆ V , we
define
LU(W) =
{
u ∈ U : 〈u,W 〉 = 0}, RU(W) =
{
u ∈ U : 〈W,u〉 = 0}.
Recall that the left radical, LV (V ), and the right radical, RV (V ), of V have the same
length (see, e.g., [3, Proposition 5]). If LV (V ) = 0, then V is degenerate, and otherwise
nondegenerate.
A direct sum V = U ⊕ W is orthogonal if 〈U,W 〉 = 〈W,U〉 = 0 and in that case we
write V = U ⊥ W and say that U and W are orthogonal direct summands of V . We
say that V is indecomposable if V = U ⊥ W implies that U or W is 0. We write mV
for the orthogonal direct sum of m copies of V . We declare (V , 〈 , 〉) to be equivalent to
(V ′, 〈 , 〉′) and we write V ∼= V ′ if there is a R-linear isomorphism f :V → V ′ such that
〈v,w〉 = 〈f (v), f (w)〉′ for all v,w ∈ V .
The dual V ∗ of a module V is naturally a left R-module but we shall view it as a right
R-module by defining ϕa ∈ V ∗ (for ϕ ∈ V ∗ and a ∈ R) so that (ϕa)(v) = J (a)ϕ(v) for all
v ∈ V . With this convention, if V is a simple module of type i , then V ∗ is a simple module
of type τ−1(i).
Let us fix a positive integer r and an index i ∈ {1,2, . . . , s}. Let V be the direct sum of
the simple modules Vj , j = 1,2, . . . , r , where Vj is of type τ 1−j (i). For j = 2,3, . . . , r , fix
isomorphisms gj :Vj → V ∗j−1 and define the sesquilinear map f :V × V → R by setting
f (Vj ,Vk) = 0 if j = k + 1 and f (x, y) = gj (x)(y) if x ∈ Vj and y ∈ Vj−1 for some
j = 2,3, . . . , r . It is now straightforward to verify that (V ,f ) is degenerate and uniquely
determined (up to equivalence) by (r, i). We denote such sesquilinear space by N(r, i).
The following theorem was proved first by P. Gabriel [2] in the case when R is a field
and J the identity, and later by C. Riehm and M.A. Shrader-Frechette [3] in the general
case.
Theorem 1.1.
(i) If V is a sesquilinear space, then
V ∼= (⊥r,i m(r, i)N(r, i)
)⊥ C, (1.1)
where the m(r, i)’s are nonnegative integers and C is nondegenerate.
(ii) The m(r, i)’s and the equivalence class of C are uniquely determined by V .
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degenerate indecomposable sesquilinear space of length r whose left radical is a
simple module of type i , namely N(r, i).
The proofs in [2,3] are based on the theory of Kronecker modules (better known to linear
algebraists as the theory of matrix pencils) and in particular the Krull–Remak–Schmidt
theorem for these modules.
The main objective of this note is to give an elementary proof of the above theorem
which avoids the use of Kronecker modules. The assertions (i) and (ii) will be proved
separately in the next two sections, while (iii) follows from them.
2. Existence of the decomposition
In this section, we prove part (i) of Theorem 1.1 by induction on l(V ). This proof is
constructed by using the one given in [1, Proposition 3.1] as a guide.
We may assume that V is degenerate and so W1 := LV (V ) has length d > 0. If
RW1(V ) = 0, then V = V1 ⊥ V2 with V1 ⊆ RW1(V ) simple, say of type i . So V =
N(1, i) ⊥ V2 and induction applies if V2 = 0.
From now on we assume that RW1(V ) = 0.
If 〈RV (V ),W1〉 = 0, choose simple modules V1 ⊆ W1 and V2 ⊆ RV (V ) such that
〈V2,V1〉 = 0. Then V1 ⊕ V2 ∼= N(2, i) for some i . Since
V = (V1 + V2) ⊥
(
LV (V1) ∩ RV (V2)
)
,
we are done in this case.
From now on we assume that 〈RV (V ),W1〉 = 0.
Let W2 be a submodule such that W2 ⊕ LV (W1) = V . Then l(W2) = d . We have W1 =
LW1+W2(W1 + W2), and by replacing W2 with RW1+W2(W1 + W2) we may assume that
these modules are equal. Moreover, if Z := LV (W1) ∩ RV (W2), then LV (W1) = W1 ⊥ Z.
Since RV (V ) ⊆ LV (W1) and RW1(V ) = 0, Z is degenerate. By induction,
Z = (Z1 ⊕ · · · ⊕ Zr) ⊥ Z′,
with all Zj ’s simple and 〈Zj ,Zk〉 = 0 if and only if j = k + 1. Set
W ′2 := RW2+Z1+···+Zr−1(Z2 + · · · + Zr),
W ′′2 := RW1+W ′2
(
W1 + W ′2
)
,
Z′j := RW1+Zj
(
W ′′2
)
, j = 1, . . . , r.
By replacing each Zj with Z′j and W2 with W ′′2 , we may further assume that
〈W2,W2 + Z1 + · · · + Zr + Z′〉 = 0, 〈W1 + W2 + Z2 + · · · + Zr,W2〉 = 0.
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W21 ⊕ W22. Then W21 is simple and 〈Z1,W21〉 = 0. We have W1 = W11 ⊕ W12, where
W11 = RW1(W22) is simple, say of type i , and W12 = RW1(W21).
Note that LZ′(W2 + Z′) ⊆ Z′ ∩ LV (V ) = 0. It follows that LW2+Z′(W2 + Z′) = W2,
whence RW2+Z′(Z′) = RW2+Z′(W2 + Z′) has length d . If RW2+Z′(Z′) were contained in
W22 +Z′, then RW2+Z′(Z′) would be equal to RV (V ), which cannot be since Zr ⊆ RV (V ).
We infer the existence of a simple submodule W ′21 such that W ′21 + W22 + Z′ = W2 + Z′
and 〈Z′,W ′21〉 = 0. Set W ′′21 := RW11+W ′21(W11 + W ′21) and W ′12 := RW1(W ′′21). Then
W11 ⊕ W ′′21 ⊕ Z1 ⊕ · · · ⊕ Zr is an N(r + 2, i) and an orthogonal direct summand of V
with the complementary summand W ′12 ⊕ W22 ⊕ Z′. This completes the proof of part (i).
3. Uniqueness of the decomposition
Observe that LV (V ) ⊆ L2V (V ) and 〈LV (V ),L2V (V )〉 = 0 = 〈L2V (V ),LV (V )〉. Thus
L2V (V )/LV (V ) is a sesquilinear space.
Lemma 3.1. If V = N(r, i), then L2V (V )/LV (V ) is equivalent to N(r −2, τ−2(i)) if r  3,
and is the zero module if r = 1,2.
Proof. If r = 1,2 then L2V (V ) = LV (V ), so we may assume that r  3. Let V =
V1 ⊕· · ·⊕Vr , all Vj ’s simple, V1 of type i , and 〈Vj ,Vk〉 = 0 if and only if j = k+1. Then
LV (V ) = V1 and L2V (V ) = V1 ⊕ V3 ⊕ · · · ⊕ Vr . Hence L2V (V )/LV (V ) ∼= V3 ⊕ · · · ⊕ Vr ,
with V3 of type τ−2(i), and the result follows. 
We now prove part (ii) of Theorem 1.1 by induction on l(V ). We may assume that at
least one m(r, i) > 0. From (1.1) and Lemma 3.1 we deduce that
LV (V ) ∼= ⊥r1; i m(r, i)LN(r,i)
(
N(r, i)
)
,
L2V (V )
∼= (⊥r1; i m(r, i)L2N(r,i)
(
N(r, i)
))⊥ C,
L2V (V )/LV (V )
∼= (⊥r3; i m(r, i)N
(
r − 2, τ−2(i)))⊥ C.
Clearly, the sesquilinear space L2V (V )/LV (V ) is uniquely determined by V . By induction
hypothesis, the equivalence class of C depends only on V , and so do m(r, i) for r  3. As
m(1, i) = li (LV (V ) ∩ RV (V )) and
∑
r1
m(r, i) = li
(
LV (V )
)
,
m(1, i) and m(2, i) are unique too.
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