Abstract
INTRODUCTION
The SVD technique was first proposed in the 1970s and has been applied in many image processing applications, such as image hiding, restoration, compression and reconstruction [1, 2] . Over the last few years there has been abundant interest in SVD methods for noise removal. Recently a wide range of SVD-based tools and ideas have been studied and proposed [3, 4, 5] .
The SVD decomposes the image matrix into two orthogonal subspaces representing signal and noise respectively. During the decomposition, dividing the two subspaces optimally is critical. G. S. Yovanof researched into SVD and image compression algorithm, and then gave a method to de-noise image adaptively [9] . However, it needed intensive computation to calculate the function of image compression ratio and its knee point.
By establishing a Minimum Energy Model as described in this paper, the visual quality of noisy images can be enhanced, based on the SVD technique.
The rest of this paper is organized as follows. In section 2, we discuss the definition of singular value decomposition and its application in image de-noising. In section 3, we establish the Minimum Energy Model and introduce how to get the optimal orthogonal subspace decomposition adaptively. In section 4, experiment results are given and analyzed and the conclusions are drawn in section 5.
SINGULAR VALUE DECOMPOSITION AND IMAGE DE-NOISING

Singular Value Decomposition and Eigenimage
A singular value decomposition of an N M × (without loss of generality, we take N M > ) matrix A is any factorization of the form The matrix i I is referred as the i th weighted eigenimage. From the original image and its eigen-images we can observe the fact that the most energy, in other words, the image information is concentrated on the foreside of the eigen-images. Figure 1 shows an image and its eigen-images. From the figure we can find that the first three eigen-images possess almost the structure feature and energy of the image SVD is a natural linear algebraic tool for determining the dominant structure of a linear model and constructing low-rank signal processing algorithms. The reason why SVD plays such an important role in the theory of inference on linear models is explained in the reference [7] in detail.
SVD-based Image Approximation
If we take an image as a non-negative and real matrix, a diagonal matrix, in which the ordered entries are the singular values, can be obtained through its SVD directly. In general, the approximation, or the main information of an image can be represented by the singular values with large magnitude while the remaining smaller ones provide detailed information of the image. The noise component, as a kind of detail information, also concentrates on the singular values with small magnitude.
SVD produces a sequence of approximations of A with the form
Where k Σ is defined by formula (4). It is the rank Figure 2 shows some examples of approximate images for the woman image with different value of k .
SVD-based Image De-noising
Usually, we assume that the noise can be separated from the signal, and that the noise component lies in a subspace orthogonal to the signal subspace. For this reason, the SVD is adopted to approximate the matrix for de-noising purpose. This is achieved by decomposing the data into the optimal estimate of the signal and noise components.
The SVD provides one of the most accurate methods in determining the effective rank of a matrix [9] . In theory, the rank of A is the number of its nonzero singular values. Specifically, if the rank of A is r , where σ , which corresponds to the orthogonal subspace defining the noise components [8] .
The main steps in SVD-based image de-noising algorithm are as follows: 1). Singular value decomposition to the image matrix. 2). Determination of the optimal value of k for the best separating of the signal and noise. 3). Reconstruction of the image From the analysis above, we can see that the effectiveness of the SVD-based image de-noising algorithm depends on the accurate estimation of the value k .
In the applications of SVD-based de-noising algorithms, it is crucial to ascertain the optimal value of k through experimental methods [2, 5, 6] . In reference [9] , the author designed a calibration scheme to obtain the best value of the threshold about singular value. At the certain threshold ε , the knee-point, the calibration algorithm removes the possible noise to a maximum degree. To obtain the optimal threshold ε the scheme must calculate the compression ratios of all reconstructed images for a large series of different threshold values.
MINIMUM ENERGY MODEL
The Establishment of Minimum Energy Model
In the past few years variational and PDE (Partial Differential Equation) methods have been widely used in image processing applications such as continuous mathematical morphology, shape from shading, image segmentation, image restoration and contrast enhancement [10, 11] .
There are several ways to solve a PDE, in which the basic idea is to minimize energy functional. We can assume a variational approach to image processing formulated as
In this paper, in order to de-noise or restore the image through the way of SVD, we establish a minimum energy model in matrix space, as illustrated in the following formula:
Where 0 u denotes noisy image and u denotes the de-noised image.
Our objective is to find the optimal opt u that makes the following formula into existence:
The model established above consists of two items, which can be denoted as the following:
The first item In both items of the model, the ⋅ can take any format of norm. In this paper, we use the following calculation method:
The energy model established above avoids the overloaded computation for calculating PDE because it is designed justly to find the optimal opt u in the finite 
Evaluation of the SVD-based Image Denoising
To evaluate this process, the signal-to-noise-ratio (SNR) is adopted as a measure of noise in this paper. The definition of SNR can be shown as: 
EXPERIMENTS AND EVALUATION
A set of tests have been carried out on a number types of images to find the optimal parameter for the model. Among the images we choose three typical images to illustrate the experiment results.
For the three images, Lean, Building and Letter-H, we add different variances of Gauss noise and calculate the SNR-NSV curve to find the optimal number of the singular values by which we reconstruct the image. Table 1 show the optimal number of the singular values under the conditions of different variances, which are calculated from the SNR-NSV curve. Our objective is to adjust the model with certain parameter to verify the supposition that the opt u defined in formula is consistent with the restored image using the optimal magnitude of the singular value's number in table 1 . Tables 2 to 4 For comparison, this paper also presents an experiment performed on one image using the SVDbased de-noising method and the total variation (TV) method [10] . In figure 5, (c) is the discrimination between (a) and (b) that reflects the removed noise, (e) and (f) show the results of adaptive TV with different parameters, respectively. Figure 6 is the energy curve of the bar image using the Minimum energy model. The position where the minimum value occurs is marked by a star symbol. We also find that for the images, such as Letter-H and Bars image, the established model is not sensitive to the parameterα . This paper's objective is to develop a method to find the best match in a series of reconstructed images to the original image. The experiments demonstrate that the established model is valid for the images with simple pattern/structure.
CONCLUSIONS
Facing the problem that it is difficult to exactly divide an image into signal and noise subspaces in the process of image de-noising based on singular value decomposition, the paper establishes a model, which combines the two parts representing the image's smoothness and disparity, respectively. Through finding the optimal image with the minimum energy in the reconstructed images based on singular value decomposition, the paper realizes the SVD-based adaptive image de-noising. The experiment results show that the solution is effective and robust to the images with simple/regular pattern/structure. 
