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Abstract
Let f be a regular real-valued non-constant symbol defined on the one dimensional torus T. Denote
respectively by κ and T , its set of critical points and the associated Toeplitz matrix on l2(N). If V
is a suitable compact perturbation, we prove that the operator T + V has no singular continuous
spectrum and only finite point spectrum away from the set of thresholds f(κ). We also obtain some
propagation estimates and apply these results to concrete examples.
Keywords: Spectrum, Commutator, Laurent operators, Hankel operators, Toeplitz operators, compact
perturbations.
1 Introduction
Toeplitz operators have been studied extensively over the years and their spectral properties are well-
known, see e.g. [3], [4], [10], [12], [24]. Their compact perturbations have also been characterized [26].
However, aside from the invariance of the essential spectrum, few information is available concerning the
stability of these spectral properties under compact perturbations, see e.g. [16].
In this paper, we show that under suitable regularity conditions on the symbol and the perturbation,
the spectral properties of the associated Toeplitz operator remain qualitatively stable away from a set
of critical values (see Theorem 2.1). This result is based on a positive commutator technique (regular
Mourre theory). We apply it to various contexts. First, we consider compact perturbations of the discrete
Schro¨dinger operator on the half-line and deduce Theorem 2.2 as a counterpart of the results obtained
in [6] on the lattice. Second, we consider the case of suitable finite rank perturbations and extend the
results obtained in [16] for the rank one case (Theorem 2.3). Finally, we study the spectral properties of
symmetrized products of Toeplitz operators in Theorem 2.4.
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These results are introduced in Section 2. We dedicate Section 3 to their proofs and provide a
dynamical interpretation in Section 4 with some propagation estimates. All these results are contrasted
with the case of Laurent operators defined on the lattices Z and Zd in Section 5.
Notations. IfH denotes an infinite-dimensional (complex) Hilbert space, B(H) is the algebra of bounded
operators acting on H. The resolvent set of an operator B in B(H) is denoted by ρ(B) and its spectrum
by σ(B) := C\ρ(B). The one-dimensional torus is denoted by T := R/2piZ. If H is a self-adjoint operator
defined on H, its spectral family is denoted by (E∆(H))∆∈B(R), where B(R) stands for the family of Borel
sets of R. The continuous and point subspaces of the operator H are respectively denoted by Hc(H) and
Hpp(H). In this paper, we deal mostly with the Hilbert spaces
l2(N) = {ψ = (ψn)n∈N :
∑
n∈N
|ψn|2 <∞}
and l2(Zd) = {ψ = (ψn)n∈Zd :
∑
n∈Zd
|ψn|2 <∞} for d ∈ N
equipped with their usual inner product 〈ϕ, ψ〉l2(N) =
∑
n∈N ϕ¯nψn and 〈ϕ, ψ〉l2(Zd) =
∑
n∈Zd ϕ¯nψn. The
canonical orthonormal bases of l2(N) and l2(Zd) are denoted by (en)n∈N and (en)n∈Zd . If N is a subset
of N or Zd, the linear span of the vectors (en)n∈N is denoted by 〈en;n ∈ N〉 and its Hilbert closure by
〈en;n ∈ N〉.
L2(Td) denotes the Hilbert space of square integrable complex functions with inner product
〈f, g〉 = 1
(2pi)d
∫
Td
f(θ)g(θ) dθ ,
With these notations, the Fourier transform F : L2(Td)→ l2(Zd) is defined by: Ff = (fˆn)n∈Zd where fˆn
is the n-th Fourier coefficient of the function f ∈ L2(Td):
fˆn =
1
(2pi)d
∫
Td
e−in·θf(θ) dθ . (1)
The spaces L∞(Td), C0(Td) and Ck(Td) (k ∈ N) stand respectively for the linear spaces of essentially
bounded complex functions, continuous complex functions and k-th continuously differentiable complex
functions defined on Td. The Wiener algebra is denoted by: A(Td) := {f ∈ L∞(Td); (fˆn)n∈Zd ∈ l1(Zd)}.
2 Main results
The main ingredients are introduced in Sections 2.1 and 2.2. The results are stated in Sections 2.3 and
2.4.
2.1 Laurent, Toeplitz and Hankel operators
Laurent operators. Let f ∈ L∞(T). The Laurent operator associated to f is defined by: Lf : l2(Z)→
l2(Z),
(Lfϕ)n = ((Ff) ∗ ϕ)n =
∑
k∈Z
fˆn−kϕk , (2)
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for all ϕ ∈ 〈en;n ∈ Z〉 and all n ∈ Z. Since f ∈ L∞(T), Lf extends as a bounded operator on l2(Z) and
‖Lf‖ = ‖f‖∞. The operator Lf is unitarily equivalent to the multiplication operator by the function f on
L2(T): Lf = FfF∗. For any functions f and g in L∞(T) and any c ∈ C, we have that: Lf+g = Lf +Lg,
Lfg = LfLg, Lcf = cLf , L
∗
f = Lf¯ . In particular, [Lf , Lg] = 0. L1 is the identity on l
2(Z).
Toeplitz operators. Let f ∈ L∞(T). The Toeplitz operator associated to f is defined by: Tf : l2(N)→
l2(N),
(Tfϕ)n =
∑
k∈N
fˆn−kϕk , (3)
for all ϕ ∈ 〈en;n ∈ N〉 and all n ∈ N. Since f ∈ L∞(T), Tf extends as a bounded operator on l2(N),
‖Tf‖ ≤ ‖f‖∞. For any functions f and g in L∞(T) and any c ∈ C, we have that: Tf+g = Tf + Tg,
Tcf = cTf , T
∗
f = Tf¯ . But Tfg 6= TfTg and [Tf , Tg] 6= 0 in general (see e.g. formula (5)). T1 is the identity
on l2(N). If the function f ∈ L∞(T) is real-valued, then Tf is self-adjoint, σ(Tf ) is equal to the essential
range of f [13], [25] and the operator Tf has purely absolutely continuous spectrum [23].
With the direct sum l2(Z) = 〈en;n ≥ 1〉 ⊕ 〈en;n ≤ 0〉, we observe that l2(N) and the closed subspace
〈en;n ≥ 1〉 of l2(Z) are canonically unitarily isomorphic, which provides a natural embedding of l2(N)
into l2(Z). If P denotes the orthogonal projection on 〈en;n ≥ 1〉 in l2(Z) and P⊥ = I−P the orthogonal
projector on its orthocomplement, we identify the operators Tf and PLfP . Note that l
2(N) and the
closed subspace 〈en;n ≤ 0〉 of l2(Z) can also be identified naturally.
Hankel operators. Let f ∈ L∞(T). We define the Hankel operator associated to f by: Hf : l2(N)→
l2(N),
(Hfϕ)n =
∑
k∈N
fˆn+k−1ϕk ,
for all ϕ ∈ 〈en;n ∈ N〉 and all n ∈ N. Hf extends also as a bounded operator on l2(N) (Nehari Theorem
[18]). If in addition f ∈ C0(T), Hf is compact (Hartman Theorem [2], [14]). For more details see also
[19], [20], [21].
Once identified the closed subspaces 〈en;n ≥ 1〉 and 〈en;n ≤ 0〉 of l2(Z) with copies of l2(N) as stated
above, we also identify the operator P⊥LfP (resp. PLfP
⊥) and the Hankel operator Hf (resp. H
∗
f¯
).
All these correspondences are used freely in this paper: namely, we will write for all f ∈ L∞(T),
Tf = PLfP , Hf = P
⊥LfP , H
∗
f¯ = PLfP
⊥ (4)
We deduce in particular that for any (f, g) ∈ L∞(T) × L∞(T), one has that
TfTg = PLfPLgP = PLfgP − PLfP⊥LgP = Tfg −H∗f¯Hg . (5)
Symbols. The function f ∈ L∞(T) associated to the operators Lf , Tf and Hf above is sometimes
called the symbol of these operators. For real-valued functions f in L∞(T),
¯ˆ
fn = fˆ−n and the operators
Lf and Tf are self-adjoint. The set of critical points of f is denoted by
κf = {θ ∈ T; f is not differentiable at θ or f ′(θ) = 0} .
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In particular, for f ∈ C1(T) real-valued, the set κf is a compact subset of T and the set of thresholds
f(κf ) is a compact subset of σ(Tf ) = Ranf .
2.2 Commutation and regularity
Let H be a Hilbert space. Consider A a self-adjoint operator defined on H with domain D(A) and let B
be a bounded operator on H. We say that B is of class C1 w.r.t. A if the sesquilinear form F defined by
F (ϕ, ψ) := 〈Aϕ,Bψ〉 − 〈ϕ,BAψ〉
for any (ϕ, ψ) ∈ D(A) × D(A), extends continuously to a bounded form on H ×H (w.r.t. the product
topology of H × H). The (unique) bounded linear operator associated to the extension is denoted by
adA(B) = [A,B]. We denote: C
1(A) := {B ∈ B(H);B is of class C1 w.r.t A}. In practice, it is enough
to check this continuity property on some core of A.
Higher order commutators are defined inductively as follows. With the convention that C0(A) = B(H)
and ad0AB = B for all B ∈ B(H), we say that the operator B ∈ B(H) is of class Ck w.r.t. A for
some k ∈ N, if B ∈ Ck−1(A) and adk−1A B ∈ C1(A). We denote: adA(adk−1A (B)) = adkA(B) and
Ck(A) := {B ∈ B(H);B is of class Ck w.r.t A}. Also, C∞(A) := ∩k∈NCk(A).
Remark: We can also consider fractional order regularities [1], [6]. Let us just mention that for B ∈
B(H), we say that:
• B ∈ C0,1(A) if: ∫ 1
0
‖eiAτBe−iAτ −B‖ dτ
τ
<∞ .
• B ∈ C1,1(A) if: ∫ 1
0
‖eiAτBe−iAτ + e−iAτBeiAτ − 2B‖ dτ
τ2
<∞ .
Clearly, C0,1(A) and C1,1(A) are linear subspaces of B(H). They are stable under adjunction ∗. It is also
known that if B ∈ C1(A) and adAB ∈ C0,1(A), then B ∈ C1,1(A) and that C2(A) ⊂ C1,1(A) ⊂ C1(A)
(see e.g. inclusions 5.2.19 in [1]).
LetB be a self-adjoint operator defined on the Hilbert spaceH. We will say that a Limiting Absorption
Principle (LAP) holds for B on some Borel subset Λ ⊂ R (w.r.t some auxiliary self-adjoint operator A)
if statements (a)–(c) below are satisfied:
(a) For any compact subset K ⊂ Λ
sup
ℑz 6=0,ℜz∈K
‖〈A〉−1(z −B)−1〈A〉−1‖ <∞ .
(b) If z tends to λ ∈ Λ (non-tangentially), then 〈A〉−1(z −B)−1〈A〉−1 converges in norm to a bounded
operator denoted F+(λ) (resp. F−(λ)) if ℑz > 0 (resp. ℑz < 0). This convergence is uniform on
any compact subset K ⊂ Λ.
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(c) The operator-valued functions defined by F± are continuous on each connected component of Λ,
w.r.t. the norm topology on B(H).
Remark: If Λ ⊂ ρ(B), the properties described above are trivially satisfied. In this case, F+(λ) =
F−(λ) = 〈A〉−1(λ−B)−1〈A〉−1 for any λ ∈ Λ.
Note that for suitable self-adjoint operators B, Mourre Theory relates the existence of commutation
and conjugacy properties (see Section 3.1) to the existence of a LAP. The choice of the operator A depends
in practice on B. In the next section, we specify such a choice for Toeplitz operators.
2.3 Conjugate operators
Let X denote the linear operator defined on the canonical orthonormal basis of l2(Z) by: Xen = nen,
n ∈ Z. It is essentially self-adjoint on 〈en;n ∈ Z〉 and its self-adjoint extension with domain DX = {ψ =
(ψn)n∈Z ∈ l2(Z) :
∑
n∈Z n
2|ψn|2 < ∞} is also denoted X. Similarly, let X denote the linear operator
defined on the canonical orthonormal basis of l2(N) by: Xen = nen, n ∈ N. It is essentially self-adjoint on
〈en;n ∈ N〉 and its self-adjoint extension with domain DX = {ψ = (ψn)n∈N ∈ l2(N) :
∑
n∈N n
2|ψn|2 <∞}
is also denoted X . The operators X and X are respectively the position operators on l2(Z) and l2(N).
We observe that P ∈ C1(X) and that [X, P ] = 0. So, X = PXP ⊕ P⊥XP⊥. In the following, we identify
the operators X and PXP .
Note that F∗XF = −i∂θ. By Fourier transform (1), we deduce that for h ∈ Ck(T), k ∈ N, Lh ∈ Ck(X)
and for all j ∈ {0, . . . , k}, adj
X
Lh = (−i)jLh(j) . Using the identifications X = PXP and T = PLP , we
deduce that:
Lemma 2.1 Let h ∈ Ck(T). Then, Th ∈ Ck(X) and for all j ∈ {0, . . . , k}, adjXTh = (−i)jTh(j) .
Let g be a real-valued function which belongs to C2(T). By Lemma 2.1, the corresponding Toeplitz
operator Tg belongs to C
1(X), so TgDX ⊂ DX . This allows us to define on DX the symmetric operator
Ag by:
Ag =
1
2
(TgX +XTg) . (6)
According to Lemma 2.1, we can rewrite:
Ag = TgX +
1
2
adXTg = XTg − 1
2
adXTg . (7)
Lemma 2.2 Let g in C2(T) be real-valued. Then, the symmetric operator Ag is essentially self-adjoint.
The linear space 〈en;n ∈ N〉 is a core for A∗∗g .
Proof. The linear space S := 〈en;n ∈ N〉 is a core for X and X2. The Toeplitz operator Tg is bounded
symmetric hence self-adjoint on l2(N). It implies that the operator Ag and its restriction to S (denoted
by Aog) are also symmetric. We also notice that for all ϕ ∈ S, ‖ϕ‖ ≤ ‖Xϕ‖ ≤ ‖X2ϕ‖. From (7) and
Lemma 2.1, we deduce that for some C > 0 and for any ϕ ∈ S, ‖Aogϕ‖ ≤ C‖X2ϕ‖. Using again Lemma
5
2.1, the following identity holds as a sesquilinear form on S × S:
[Aog, X
2] = −1
2
(
X2[X,Tg] + 2X [X,Tg]X + [X,Tg]X
2
)
=
1
2
([X, [X,Tg]]X − 4X [X,Tg]X −X [X, [X,Tg]]) = 1
2
(−Tg′′X + 4iXTg′X +XTg′′) .
With the same arguments, we deduce that |〈Aogϕ,Xϕ〉 − 〈Xϕ,Aogϕ〉| ≤ C‖Xϕ‖2 for some C > 0 and all
ϕ ∈ S. By Theorem X.37 in [22], Aog is essentially self-adjoint. Ag is a symmetric extension of Aog. This
implies that Ag is also essentially self-adjoint and that A
∗∗
g = A
o ∗∗
g (see e.g. [22] Section VIII.2). 
In the remainder of the paper, we abuse notations and denote by Ag the self-adjoint extension A
∗∗
g .
We conclude this section with the following observation:
Lemma 2.3 Let g in C2(T) be real-valued. Then, the operators AgX
−1 and A2gX
−2 are bounded.
2.4 An abstract result
Let f ∈ C0(T) be real-valued. We know that σ(Tf ) = σess(Tf ) = Ran f . It follows immediately from
Weyl Theorem that for any compact symmetric operator V , σess(Tf + V ) = σess(Tf) = Ran f . In
addition, we have that:
Theorem 2.1 Consider a non-constant real-valued symbol f ∈ C3(T). Let H = Tf+V with V a compact
symmetric operator defined on l2(N) such that V ∈ C1,1(Af ′ ). Then,
(a) given any Borel set Λ such that Λ ⊂ Ran f \ f(κf ), H has at most a finite number of eigenvalues
in Λ. Each of these eigenvalues has finite multiplicity.
(b) a LAP holds for H on Ran f \ σpp(H) ∪ f(κf ) w.r.t Af ′ . H has no singular continuous spectrum
in Ran f \ f(κf ).
In particular, if f(κf ) has a finite number of accumulation points, H has no singular continuous spectrum.
See Section 3.4 for the proof. A similar result holds for Laurent operators (see Theorem 5.1). Note also
that:
• the regularity hypothesis on f can be relaxed with extra-technicalities.
• a generalized version of the LAP can also be stated under the hypotheses of Theorem 2.1 (see e.g.
[1] Theorem 7.3.1).
• stronger regularity assumptions on f and V would imply stronger regularity properties for the
spectral measure of H [15].
• the distribution of the point spectrum is not studied here.
We illustrate Theorem 2.1 with various applications.
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2.5 Examples
2.5.1 Discrete Schro¨dinger operator on the half-line
Consider the function f ∈ C∞(T) defined by f(θ) = 2 cos θ. The associated Toeplitz operator Tf is defined
by Tfe1 = e2 and Tfen = en−1 + en+1 if n ≥ 2. We have that: σ(Tf ) = [−2, 2] and κf = {0, pi}. So,
f(κf ) = {−2, 2}. Let us consider a compact symmetric operator V defined on the canonical orthonormal
basis by: V en = vnen, n ≥ 1 where the sequence (vn) vanishes at infinity. Denoting H := Tf + V , we
have that σess(H) = [−2, 2] by Weyl Theorem.
To measure the regularity of the operator V w.r.t. the self-adjoint operator Af ′ defined by (6), we
introduce the family of norms (qk)k≥0 defined on C
N by:
q0(γ) = ‖γ‖∞ := sup
n∈N
|γn| and qk+1(γ) = qk(γ) + ‖ξk+1∆k+1γ‖∞ , (8)
where ∆γ and ξγ are defined by: (∆γ)n = γn − γn+1 and (ξγ)n = nγn, n ∈ N. We also introduce the
following sets of hypotheses:
(S) There exist 0 < a1 < b1 <∞ such that:∫ ∞
1
sup
a1r≤n≤b1r
|γn| dr <∞ .
(M) q1(γ) <∞, limn→∞ γn = 0 and there exist 0 < a2 < b2 <∞ such that:∫ ∞
1
sup
a2r≤n≤b2r
|γn+1 − γn| dr <∞
(L) q2(γ) <∞ and limn→∞ γn = 0.
Theorem 2.2 Let f be defined by f = 2 cos. Let (sn)n∈N, (mn)n∈N and (ln)n∈N be real-valued sequences
which satisfy conditions S, M and L respectively. Consider H := Tf + V where V en = vnen, vn =
sn +mn + ln, n ∈ N. Then, σess(H) = [−2, 2] and
• any open interval Λ such that Λ ⊂ (−2, 2) contains at most a finite number of eigenvalues. Each
of these eigenvalues has finite multiplicity.
• a LAP holds for H on (−2, 2)\σpp(H) w.r.t Af ′ . H does not have any singular continuous spectrum.
The proof is developed in Section 3.5. Theorem 2.2 is the half-line analog of Theorem 2.1 in [6] (which
is itself a special case of Theorem 5.1).
2.5.2 Finite rank perturbations
Our next example is motivated by [16]. We will say that a vector ψ ∈ l2(N) satisfies the hypothesis H if
for some 0 < a < b <∞, ∫ ∞
1
(
∑
n∈N∩[ar,br]
|ψn|2 )1/2 dr <∞ .
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Theorem 2.3 Let f ∈ C3(T) be non-constant and real-valued. Let N ∈ N and consider a finite family
of vectors (ψk)
N
k=1 ⊂ l2(N) such that for all k ∈ {1, . . . , N}, ψk satisfies H or belongs to D(A2f ′). Let
(Hβ)β∈RN be the family of operators defined by Hβ := Tf + Vβ where
Vβ =
N∑
k=1
βk|ψk〉〈ψk| .
Then for any β ∈ RN , σess(Hβ) = Ran f and statements (a)-(b) of Theorem 2.1 hold for Hβ.
The proof is developed in Section 3.6. Theorem 2.3 extends the rank-one case studied in [16].
2.5.3 On the product of Toeplitz operators
Theorem 2.4 Let f, g be two real-valued functions in C3(T) such that their product h = fg is not
constant. Let H = ℜ(TfTg). Then, σess(H) = Ran h and
• given any Borel set Λ such that Λ ⊂ Ran h \ h(κh), H has at most a finite number of eigenvalues
in Λ. Each of these eigenvalues has finite multiplicity.
• a LAP holds for H on Ran h \ σpp(H) ∪ h(κh) w.r.t Ah′ . H has no singular continuous spectrum
in Ran h \ h(κh).
From the proof developed in Section 3.7, we could relax the regularity hypotheses on the functions f and
g. We shall not consider it here.
3 Technicalities
First, we start by reviewing the main features of the regular Mourre theory for self-adjoint operators
that are used in the proof of Theorem 2.1. To grasp an overview of the theory, the reader is referred to
Chapter 4 in [7] and [11]. For detailed and optimal results, we refer to Chapter 7 in [1].
We also use the following notations: S ≈ T if S−T is a compact operator and S . T (resp. S & T ) if
S ≤ T+K (resp. S ≥ T+K) for some compact operatorK. For example, given (f, g) ∈ L∞(T)×L∞(T),
(5) rewrites TfTg ≃ Tfg whenever f or g is a continuous function (Hartman Theorem).
3.1 Regular Mourre Theory
Throughout this section, H is a Hilbert space and H a bounded self-adjoint operator defined on H. We
start by recalling the concept of conjugacy which is central in our discussion.
Definition 3.1 Assume that there exist a self-adjoint operator A with domain D(A) ⊂ H such that
H ∈ C1(A). For a given Λ ∈ B(R), we say that
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• H is weakly conjugate w.r.t. A if i[A,H ] > 0 i.e. for all ϕ ∈ H \ {0}, 〈ϕ, i[A,H ]ϕ〉 > 0.
• H is conjugate w.r.t. A on Λ if there exist c > 0 such that: EΛ(H)i[A,H ]EΛ(H) & cEΛ(H).
• H is strictly conjugate w.r.t. A on Λ if there exist c > 0 such that: EΛ(H)i[A,H ]EΛ(H) ≥ cEΛ(H).
Mourre Theory (or conjugate operator method) provides a control of the point spectrum via the Virial
Theorem, which states that E{λ}(H)i[A,H ]E{λ}(H) = 0 for all λ ∈ R if H ∈ C1(A) (see e.g. [11] or
Proposition 7.2.10 in [1]). As a consequence, if H is weakly conjugate w.r.t A, then H has no eigenvalue.
Similarly, if H is strictly conjugate w.r.t A on some Borel set Λ ⊂ R, then H has no eigenvalue in Λ. The
Virial Theorem also implies that:
Proposition 3.1 Let H ∈ C1(A). Assume that H is conjugate w.r.t. A on the Borel set Λ ⊂ R. Then,
H has a finite number of eigenvalues in Λ. Each of these eigenvalues has finite multiplicity.
See [1], Corollary 7.2.11 for the proof. Mourre Theory provides also the existence of a LAP away from
the set of eigenvalues and therefore allows to rule out the existence of singular continuous spectrum. We
refer to Section 7.3 in [1] for a proof of the following result.
Theorem 3.1 Let Λ ⊂ R be an open set. Assume that H ∈ C1,1(A) and that H is conjugate w.r.t A on
Λ. Then, a LAP holds for H on Λ \ σpp(H) w.r.t A and H has no singular continuous spectrum in Λ.
For later convenience, we recall that:
Lemma 3.1 Let H be a Hilbert space and A a self-adjoint operator defined on H with domain D(A). If
B is a compact operator on H which belongs to C1,1(A), then adAB is also compact.
The proof of Lemma 3.1 corresponds actually to the remark (ii) made in the proof of Theorem 7.2.9 in
[1]. Due to the inclusions (5.2.10) noted in [1], adAB can be expressed as the norm-limit when ε tends
to 0, of the family of compact operators (−iε−1(eiAεBe−iAε −B))ε>0.
The next result provides a practical criterion to prove the fractional regularity properties mentioned
above:
Theorem 3.2 Let Q be a self-adjoint operator in H bounded from below by a strictly positive constant
such that AlQ−l is continuous for some integer l ∈ N. Let 0 ≤ s < l. Then a bounded symmetric operator
B is of class Cs,1(A) if there exists a function χ ∈ C∞0 ((0,∞)) which is positive on some interval (a, b)
(0 < a < b <∞) such that: ∫ ∞
1
‖rsχ(Q/r)B‖dr
r
<∞ (9)
See Theorem 7.5.8 in [1] and Theorem 6.1 in [6] for a proof.
The proof of Theorem 2.1 is the result of an interplay between some regularity and conjugacy issues,
which are treated in Section 3.2 and 3.3 below.
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3.2 Regularity issues
In the following, we write: S = 〈en;n ∈ N〉.
Lemma 3.2 Let F be a sesquilinear form defined on S × S. Assume that
∑
(p,q)∈N2
|F (ep, eq)|2 <∞ .
Then, F is continuous on S × S for the topology induced by H ×H. It extends continuously to H×H.
If B denotes the (unique) bounded operator associated to that extension, then
‖B‖ ≤

 ∑
(p,q)∈N2
|F (ep, eq)|2


1/2
.
Proof. Let (ϕ, ψ) ∈ S × S. We have that:
F (ϕ, ψ) =
∑
(p,q)∈N2
〈ep, ϕ〉〈eq, ψ〉F (ep, eq) .
Applying twice Cauchy-Schwarz inequality entails:
|F (ϕ, ψ)|2 ≤
∑
(p,q)∈N2
|F (ep, eq)|2‖ϕ‖2‖ψ‖2
which proves the first statement. The conclusion is straightforward. 
Lemma 3.3 Let (f, g) ∈ A(T)×A(T) be real-valued and (Φ,Ψ) be two complex-valued continuous func-
tions on (0,∞). Consider the sesquilinear form F defined on S×S by: F (ϕ, ψ) = 〈ϕ,Φ(X)H∗fHgΨ(X)ψ〉.
Then, for all (p, q) ∈ N2 and all (α, β) ∈ (1,∞)2 such that α−1 + β−1 = 1,
|F (ep, eq)| ≤ |Φ(p)||Ψ(q)|

∑
k≥p
|fˆk|α


1/α
∑
k≥q
|gˆk|β


1/β
.
Proof. We note that:
F (ep, eq) = 〈ep,Φ(X)H∗fHgΨ(X)eq〉 = Φ(p)Ψ(q)〈ep, H∗fHgeq〉
= Φ(p)Ψ(q)
∑
k≤0
〈ep, H∗f ek〉〈ek, Hgeq〉 .
The conclusion follows from Ho¨lder inequality. 
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Lemma 3.4 Let (f, g) ∈ C2(T) × C2(T) be two real-valued functions. Consider the sesquilinear forms
F± and F defined on S × S by:
F+(ϕ, ψ) = 〈ϕ,XH∗fHgψ〉
F−(ϕ, ψ) = 〈ϕ,H∗gHfXψ〉
F (ϕ, ψ) = 〈ϕ,X [Tf , Tg]ψ〉+ 〈ϕ, [Tf , Tg]Xψ〉 .
Then, F±, F are continuous on S × S for the topology induced by H×H.
Proof. We prove first the continuity of F+. This is merely a consequence of Lemmata 3.2 and 3.3, once
observed that the Fourier coefficients of the functions f and g satisfy supn n
2|fˆn| <∞, supn n2|gˆn| <∞
and by choosing α > 2 (i.e. β < 2) in Lemma 3.3. Then, we observe that for all (ϕ, ψ) ∈ S × S,
F−(ϕ, ψ) = F+(ψ, ϕ). So, the continuity of F− follows, which implies the continuity of the sesquilinear
form Fs defined on S × S by: Fs(ϕ, ψ) = F+(ϕ, ψ) − F−(ϕ, ψ) = 〈ϕ,XH∗fHgψ〉 − 〈ϕ,H∗gHfXψ〉. We
note that the roles of the functions f and g can be exchanged in the above discussion without changing
the conclusions. Using formula (5), we deduce the continuity of F . 
The bounded operator associated to the extensions of F+, F− and F to H×H are denoted XH∗fHg,
H∗gHfX and (X [Tf , Tg] + [Tf , Tg]X) respectively. We deduce that:
Proposition 3.2 Let (f, g) ∈ C2(T) × C2(T) be two real-valued functions. Then, Tf ∈ C1(Ag) and
iadAgTf =
1
2
(TgTf ′ + Tf ′Tg) +
i
2
([Tg, Tf ]X +X [Tg, Tf ]) . (10)
Proof. By Lemma 2.2, the domain S is a core for Ag. Working with sesquilinear forms on S × S, we
have that:
i(AgTf − TfAg) = 1
2
(TgTf ′ + Tf ′Tg) +
1
2
(i[Tg, Tf ]X +Xi[Tg, Tf ]) .
Due to Lemma 3.4, the RHS is continuous on S×S w.r.t. the topology of H×H. The conclusion follows.

Corollary 3.1 Let f ∈ C3(T) be a real-valued function. Then, Tf and Tf ′ belong to C1(Af ′). In
particular, we have that:
iadAf′Tf = T
2
f ′ +
i
2
([Tf ′ , Tf ]X +X [Tf ′, Tf ]) . (11)
In order to prove Theorem 2.1, we require a little bit more.
Lemma 3.5 Let (f, g) ∈ C3(T) × C2(T) be two real-valued functions. Consider the sesquilinear forms
G± defined on S × S by:
G+(ϕ, ψ) = 〈ϕ,XH∗fHgXψ〉
G−(ϕ, ψ) = 〈ϕ,XH∗gHfXψ〉 .
Then, G± are continuous on S × S w.r.t. the topology induced by H×H.
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Proof. We observe first that for all (ϕ, ψ) ∈ S × S, G−(ϕ, ψ) = G+(ψ, ϕ). So it is enough to prove the
continuity of G+. This is again a consequence of Lemmata 3.2 and 3.3, once observed that the Fourier
coefficients of the functions f and g satisfy supn n
3|fˆn| < ∞, supn n2|gˆn| < ∞ and by choosing α < 2
(i.e. β > 2) in Lemma 3.3. 
The bounded operator associated to the extensions of G+ and G− to H×H are denoted XH∗fHgX ,
XH∗gHfX respectively. We deduce that:
Proposition 3.3 Let (f, g) ∈ C3(T)×C2(T) be two real-valued functions. Then, the operator ([Tg, Tf ]X+
X [Tg, Tf ]) is compact.
Proof. Note that X is invertible (X ≥ 1) and X−1 is compact. Therefore, if (f, g) ∈ C3(T) × C2(T),
the operators XH∗fHg = (XH
∗
fHgX)X
−1 and H∗fHgX = X
−1(XH∗fHgX) are compact by Lemma 3.5.
So are their adjoints, H∗gHfX and XH
∗
gHf . The conclusion follows since ([Tg, Tf ]X + X [Tg, Tf ]) =
XH∗fHg −XH∗gHf +H∗fHgX −H∗gHfX . 
Lemma 3.6 Let (f, g) ∈ C3(T) × C2(T) be two real-valued functions. Then, the operators XH∗fHg,
H∗fHgX, XH
∗
gHf and H
∗
gHfX belong to C0,1(Ag). In particular, ([Tg, Tf ]X + X [Tg, Tf ]) belongs to
C0,1(Ag).
Proof. Since the class C0,1(Ag) is stable under adjunction ∗, it is enough to prove the result for H∗fHgX
and H∗gHfX . With Theorem 3.2 in view, it is enough to show that:∫ ∞
1
‖χ(X/r)H∗fHgX‖
dr
r
<∞
∫ ∞
1
‖χ(X/r)H∗gHfX‖
dr
r
<∞ ,
where χ is the characteristic function of some interval [a, b] ⊂ (0,∞). Given 0 < a < b < ∞, we deduce
from Lemma 3.5 that:
‖χ(X/r)H∗fHgX‖ ≤ ‖χ(X/r)X−1‖‖XH∗fHgX‖ ≤
1
ar
‖XH∗fHgX‖
which show the finiteness of the first integral. The second case is similar. The last statement follows from
(5). 
Proposition 3.4 Let (f, g) ∈ C3(T) × C2(T) be two real-valued functions. Then, Tf ∈ C1,1(Ag). In
particular, Tf ∈ C1,1(Af ′).
Proof. It follows from Proposition 3.2 that Tf ′ and Tg belong to C
1(Ag). In particular, the products
Tf ′Tg and TgTf ′ belong also to C
1(Ag) ⊂ C0,1(Ag). By Lemma 3.6, ([Tg, Tf ]X +X [Tg, Tf ]) ∈ C0,1(Ag),
so we have proven that adAgTf belongs to C0,1(Ag), hence the result. 
Remark: A more involved computation shows that if g ∈ C2(T) and f ∈ C4(T) are real-valued functions
then Tf ∈ C2(Ag). Under more restrictive conditions on the symbols f and g, the commutators [Tf , Tg]
are finite-rank [9].
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3.3 Conjugacy issues
Notations. Let f , g be two real-valued continuous functions defined on T and Λ ⊂ R be a Borel set
such that Λ∩ Ran f 6= ∅. We define:
cΛ,f,g := min
θ∈f−1(Λ)
g(θ) , CΛ,f,g := max
θ∈f−1(Λ)
g(θ) .
If IΛ denotes the collection of all open sets Λ′ ⊂ R such that Λ ⊂ Λ′, we also write:
c♯Λ,f,g := sup
Λ′∈IΛ
cΛ′,f,g , C
♭
Λ,f,g := inf
Λ′∈IΛ
CΛ′,f,g .
Remark: We note that f−1(Λ) is a compact subset of T. Clearly, 0 ≤ c♯Λ,f,g ≤ cΛ,f,g ≤ CΛ,f,g ≤ C♭Λ,f,g.
Lemma 3.7 Let f ∈ C0(T) be real-valued and Φ be a complex-valued continuous function vanishing
outside the compact set Ran f . Then,
(a) Φ(Tf ) ≃ PΦ(Lf)P
(b) PΦ(Lf)P
⊥ , P⊥Φ(Lf )P are compact, i.e. PΦ(Lf)P
⊥ ≃ 0 ≃ P⊥Φ(Lf )P .
Proof. We drop the subscript f and write: L = Lf , T = Tf . Let us prove by induction on j, j ≥ 0 that
T j ≃ PLjP . This is clear for j = 0 if we identify the operator P defined on l2(Z) with the identity on
l2(N). Assume the induction hypothesis for some j ≥ 0. Then,
T j+1 = (PLP )j+1 = (PLP )j(PLP ) ≃ PLjP (PLP ) = PLj(I − P⊥)LP ≃ PLj+1P
since P⊥LP is compact by Hartman Theorem. This proves statement (a) for all polynomials Φ. The
conclusion follows from Stone-Weierstrass Theorem. Now let us prove by induction on j, j ≥ 0, that
PLjP⊥ ≃ 0. This is clear for j = 0. Assuming the induction hypothesis for some j ≥ 0, we have that:
PLj+1P⊥ = (PLjP )(PLP⊥) + (PLjP⊥)(P⊥LP⊥) ≃ 0
by Hartman Theorem ((PLP⊥) is compact) and the induction hypothesis ((PLjP⊥) is compact). This
proves PΦ(Lf )P
⊥ ≃ 0 for all polynomials Φ. The conclusion follows again from Stone-Weierstrass
Theorem. The proof is complete since P⊥Φ(Lf )P = (P Φ¯(Lf )P
⊥)∗ ≃ 0. 
Another consequence of Stone-Weierstrass Theorem is:
Lemma 3.8 Let H1, H2 be two bounded self-adjoint operators defined on H such that H1 ≃ H2. For any
function Φ continuous on σ(H1) ∪ σ(H2), Φ(H1) ≃ Φ(H2).
Proposition 3.5 Let f ∈ C3(T) be a non-constant real-valued symbol. Let Λ ⊂ Ran f be a Borel set.
For any real-valued function Φ ∈ C0(R) vanishing outside Λ,
CΛ,f,|f ′|2Φ(Tf )
2 & Φ(Tf)(iadAf′Tf )Φ(Tf ) & cΛ,f,|f ′|2Φ(Tf )
2
If Λ ⊂ Ran f \ f(κf), then cΛ,f,|f ′|2 > 0.
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Proof. Note that EΛ(Lf) = χf−1(Λ)(Lf ) for any Borel set Λ ⊂ R. For any Λ ⊂ Ran f and any
ψ ∈ l2(Z), CΛ,f,|f ′|2‖EΛ(Lf)ψ‖2 ≥ 〈EΛ(Lf )ψ,L 2f ′EΛ(Lf )ψ〉 ≥ cΛ,f,|f ′|2‖EΛ(Lf)ψ‖2. So, for any real-
valued function Φ ∈ C0(R) vanishing outside Λ,
CΛ,f,|f ′|2Φ(Lf )
2 ≥ Φ(Lf )L2f ′Φ(Lf ) ≥ cΛ,f,|f ′|2Φ(Lf)2 . (12)
By Corollary 3.1 and Proposition 3.3, we have that iadAf′Tf ≃ T 2f ′ , which implies that:
Φ(Tf )(iadAf′Tf )Φ(Tf ) ≃ Φ(Tf)T 2f ′Φ(Tf)
≃ PΦ(Lf)P (PL2f ′P )PΦ(Lf )P ≃ PΦ(Lf )L2f ′Φ(Lf )P
by Lemma 3.7. Since PΦ(Lf )
2P ≃ Φ(Tf )2, the first statement follows from (12). The second statement is
a direct consequence of the first one since f is continuous and f−1(Λ) ⊂ f−1(Λ) ⊂ T\f−1(f(κf )) ⊂ T\κf .

The next result shows that the conjugacy property still holds for adequate compact perturbations of
Tf . We recall that if V is a compact operator, σess(Tf + V ) = σess(Tf ) = Ran f .
Corollary 3.2 Let f ∈ C3(T) be a non-constant real-valued symbol f . Let Λ ⊂ Ran f be a Borel set. Let
V be a compact symmetric operator defined on l2(N) with V ∈ C1(Af ′) and such that adAf′V is compact.
Denote H := Tf + V . For any real-valued function Φ ∈ C0(R) vanishing outside Λ,
CΛ,f,|f ′|2Φ(H)
2 & Φ(H)(iadAf′H)Φ(H) & cΛ,f,|f ′|2Φ(H)
2
If Λ ⊂ Ran f \ f(κf), then cΛ,f,|f ′|2 > 0.
Proof. Due to Corollary 3.1 and the fact that V ∈ C1(Af ′), H ∈ C1(Af ′) and
Φ(H)(iadAf′H)Φ(H) = Φ(H)(iadAf′Tf )Φ(H) + Φ(H)(iadAf′V )Φ(H) ≃ Φ(H)(iadAf′Tf)Φ(H) .
Since H ≃ Tf , then Φ(H) ≃ Φ(Tf ) and Φ2(H) ≃ Φ2(Tf ) by Lemma 3.8. So, Φ(H)(iadAf′H)Φ(H) ≃
Φ(Tf )(iadAf′Tf)Φ(Tf ) and the conclusions follow from Proposition 3.5. 
Corollary 3.3 Let f ∈ C3(T) be a non-constant real-valued symbol f . Let Λ ⊂ Ran f be a Borel set. Let
V be a compact symmetric operator defined on l2(N) with V ∈ C1(Af ′) and such that adAf′V is compact.
Denote H := Tf + V . For any open set Λ
′ such that Λ ⊂ Λ′,
CΛ′,f,|f ′|2EΛ(H) & EΛ(H)(iadAf′H)EΛ(H) & cΛ′,f,|f ′|2EΛ(H) .
If Λ ⊂ Ran f \ f(κf), then there exists an open set Λ′ such that Λ ⊂ Λ′ and cΛ′,f,|f ′|2 > 0.
Proof. From Corollary 3.2, we have that for any open set Λ′ such that Λ ⊂ Λ′ and any real-valued
continuous function Φ vanishing on T \ Λ′, which takes value 1 on Λ (Urysohn Lemma),
CΛ′,f,|f ′|2Φ(H)
2 & Φ(H)(iadAf′H)Φ(H) & cΛ′,f,|f ′|2Φ(H)
2
The first statement follows after multiplying the previous inequalities on both sides by EΛ(H). Given Λ
such Λ ⊂ Ran f \ f(κf ), we can pick an open set Λ′ such that Λ ⊂ Λ′ and Λ′ ⊂ Ran f \ f(κf ) (Ran
f \ f(κf ) is an open subset of Ran f). Due to Corollary 3.2, 0 < cΛ′,f,|f ′|2 . 
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3.4 Proof of Theorem 2.1
By hypothesis V ∈ C1,1(Af ′ ) is compact, thus adAf′V is also compact (see Lemma 3.1). By Proposition
3.4, Tf ∈ C1,1(Af ′). So, H = Tf + V ∈ C1,1(Af ′). Due to Corollary 3.3, H is conjugate w.r.t Af ′ on any
Borel set and any open set Λ such that Λ ⊂ Ran f \ f(κf ). Statement (a) follows from Proposition 3.1
while statement (b) derives from Theorem 3.1.
3.5 Proof of Theorem 2.2
The main point consists in proving that the operator V belongs to C1,1(Af ′). Let S denote the unilateral
shift: Sen = en+1, n ∈ N. Note that S∗e1 = 0 and S∗en = en−1 otherwise. This allows us to rewrite:
Tf = S + S
∗ and Tf ′ = i(S − S∗). Note that S and S∗ belong to C∞(X). In particular, adXS = S and
adXS
∗ = −S∗. We have that:
Af ′ =
i
2
((S − S∗)X +X(S − S∗)) .
We use the following local notations. To any bounded sequence γ := (γk)k∈N in C
N, we associate the
bounded linear operator Dγ defined by its action on the canonical orthonormal basis of l
2(N): Dγen =
γnen, n ∈ N. We recall that ‖Dγ‖ = supn |γn| = q0(γ). Note that if γ and β are two bounded sequences
in CN and c ∈ C, then Dγ+β = Dγ + Dβ, Dγ·β = DγDβ , Dcγ = cDγ , D∗γ = Dγ¯ and [Dγ , Dβ ] = 0. In
addition, if ξ · γ is bounded, then Dξ·γ = XDγ = DγX . For any bounded sequence γ, Dγ ∈ C∞(X) and
adXDγ = 0.
Lemma 3.9 If q1(γ) <∞, then Dγ ∈ C1(Af ′).
Proof. As a sesquilinear form on DX ×DX , we have that:
i(Af ′Dγ −DγAf ′) = −1
2
([S,Dγ ]X − [S∗, Dγ ]X +X [S,Dγ ]−X [S∗, Dγ ])
where [S,Dγ ] = D∆γS and [S
∗, Dγ ] = −S∗D∆γ. If q1(γ) < ∞, the identity extends by continuity to
H×H. Since DX is a core for Af ′ , Dγ ∈ C1(Af ′) and
iadAf′Dγ = −
1
2
(D2ξ∆γ−∆γS + S
∗D2ξ∆γ−∆γ) . (13)

Lemma 3.10 S ∈ C1(Af ′).
Proof. Note first that S∗S = I, SS∗ = I−|e1〉〈e1|, so [S∗, S] = |e1〉〈e1|. As a consequence, the operators
[S∗, S]X and X [S∗, S] (defined via their associated sesquilinear forms on DX × DX) are bounded and
X [S∗, S] = |e1〉〈e1| = [S∗, S]X . Using sesquilinear form on DX ×DX , we have that:
i(Af ′S − SAf ′) = −1
2
(S[X,S]− S∗[X,S]− [S∗, S]X + [X,S]S − [X,S]S∗ −X [S∗, S])
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Since DX is a core for Af ′ , the result follows and
iadA′
f
S = −S2 + 1 + 1
2
|e1〉〈e1| .

Lemma 3.11 If q2(γ) <∞, then Dγ ∈ C2(Af ′).
Proof. Since q1(γ) ≤ q2(γ) < ∞, Dγ ∈ C1(Af ′) by Lemma 3.9. It remains to prove that adAf′Dγ ∈
C1(Af ′). By Lemma 3.10, S (and S
∗) belongs to C1(Af ′). Since q2(γ) < ∞, then q1(2ξ∆γ −∆γ) < ∞
and so D2ξ∆γ−∆γ ∈ C1(Af ′) by Lemma 3.9. In view of (13), we deduce that iadAf′Dγ ∈ C1(Af ′), hence
the result. 
Lemma 3.12 Let γ be a bounded sequence of real numbers.
(a) If ∫ ∞
1
sup
a1r≤n≤b1 r
|γn| dr <∞ (14)
for some 0 < a1 < b1 <∞, then Dγ ∈ C1,1(Af ′).
(b) If q1(γ) <∞ and ∫ ∞
1
sup
a2r≤n≤b2r
|γn+1 − γn| dr <∞ (15)
for some 0 < a2 < b2 < ∞, then Dγ ∈ C1(Af ′) and adAf′Dγ ∈ C0,1(Af ′). In particular, Dγ ∈
C1,1(Af ′ ).
Proof: The proof follows from Lemma 2.3 and Theorem 3.2 where the roles of A and Q are endorsed
by Af ′ and X respectively. We start with statement (a). Let χ be a smoothed characteristic function
supported on the interval (a1, b1):∫ ∞
1
‖χ(X/r)Dγ‖ dr ≤
∫ ∞
1
sup
a1r≤n≤b1 r
|γn| dr <∞ ,
and the conclusion follows from Theorem 3.2. We go on with statement (b). Since q1(γ) < ∞, Dγ ∈
C1(Af ′) by Lemma 3.9. Let χ be a smoothed characteristic function supported on the interval (a2, b2).
Since ‖S‖ = 1, we have that∫ ∞
1
‖χ(X/r)D2ξ∆γ−∆γS‖ dr
r
≤
∫ ∞
1
‖χ(X/r)D2ξ∆γ−∆γ‖ dr
r
≤ C
∫ ∞
1
sup
a2r≤n≤b2 r
|γn+1 − γn| dr <∞ ,
for some C > 0. By Theorem 3.2, we get that D2ξ∆γ−∆γS ∈ C0,1(Af ′). Since C0,1(Af ′) is stable under
adjunction ∗, we deduce that S∗D2ξ∆γ−∆γ ∈ C0,1(Af ′). In view of (13), this shows that adAf′Dγ belong
to C0,1(Af ′). 
Now, consider the operator V defined in Theorem 2.2. In view of Lemmata 3.11 and 3.12, it is
expressed as a sum of operators which belong to C1,1(A) (since C2(A) ⊂ C1,1(A)). Therefore, V ∈ C1,1(A)
and Theorem 2.2 is a consequence of Theorem 2.1.
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3.6 Proof of Theorem 2.3
The operators (Vβ)β∈RN are finite rank, so σess(Hβ) = Ran f for all β ∈ RN . The main point consists
in proving that these operators belong to C1,1(Af ′).
Lemma 3.13 Let g ∈ C2(T) be a real-valued function. Let ϕ, ψ be two unitary vectors of l2(N) and
assume that one of them satisfies the hypothesis H for some 0 < a < b <∞. Then, the projectors |ψ〉〈ϕ|
and |ϕ〉〈ψ| belong to C1,1(Ag).
Proof. In order to fix ideas, assume that ψ satisfies the hypothesis H. We note that the class C1,1(Ag)
is stable under adjunction ∗. So it is enough to prove that |ψ〉〈ϕ| belongs to C1,1(Ag). Let χ be the
characteristic function of the interval [a, b] ⊂ (0,∞). Then,
∫ ∞
1
‖χ(X/r)|ψ〉〈ϕ|‖ dr =
∫ ∞
1
(
∑
n∈N∩[ar,br]
|ψn|2 )1/2 dr <∞
In view of Lemma 2.3 and Theorem 3.2, one has that |ψ〉〈ϕ| ∈ C1,1(Ag), hence the conclusion. 
Lemma 3.14 Let A be a self-adjoint operator defined on some Hilbert space H, with domain D(A).
Assume that ϕ, ψ are two unitary vectors of H which belong to D(Ak) for some k ∈ N. Then, |ψ〉〈ϕ| ∈
Ck(A).
Proof. It is enough to prove by induction on j, j ∈ {1, . . . , k} that |ψ〉〈ϕ| ∈ Cj(A) and
adjA(|ψ〉〈ϕ|) =
j∑
p=0
(−1)j−p
(
j
p
)
|Apψ >< Aj−pϕ| .
The details are omitted. 
Now, consider the operators (Vβ) defined in Theorem 2.3. In view of Lemmata 3.13 and 3.14, they are
expressed as a sum of operators which belong to C1,1(A) (since C2(A) ⊂ C1,1(A)). Therefore, Vβ ∈ C1,1(A)
for all β ∈ RN and Theorem 2.3 is a consequence of Theorem 2.1.
3.7 Proof of Theorem 2.4
Since f and g belong to C3(T), h = fg ∈ C3(T) and the operators Tf , Tg and Th = Tfg belong to
C1,1(Ah′). We also deduce that TfTg, TgTf and ℜ(TfTg) belong to C1,1(Ah′) (see e.g. Proposition 5.2.3
in [1]). So, the compact operators H∗fHg = Th − TfTg and H∗gHf = Th − TgTf also belong to C1,1(Ah′).
Since
H = Th +
1
2
(H∗gHf −H∗fHg)
Theorem 2.4 is a consequence of Theorem 2.1.
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4 Propagation estimates
The commutator formalism also allows to derive some propagation estimates. In this section, f denotes a
real-valued symbol in C3(T). We characterize first the propagation properties of the Toeplitz operators.
Through this section we define for all ψ ∈ DX , ‖ψ‖X =
√‖ψ‖2 + ‖Xψ‖2.
Proposition 4.1 Consider a non-constant real-valued symbol f ∈ C3(T). Then, for all ϕ ∈ DX ,
(
lim inf
t→±∞
1
t
∫ t
0
‖Tf ′eiTf sϕ‖2 ds
)1/2
≤ lim inf
t→±∞
1
t
‖eiTf tϕ‖X
lim sup
t→±∞
1
t
‖eiTf tϕ‖X ≤
(
lim sup
t→±∞
1
t
∫ t
0
‖Tf ′eiTf sϕ‖2 ds
)1/2
See Section 4.3 for the proof. These properties are preserved in a weaker form under perturbations:
Proposition 4.2 Consider a non-constant real-valued symbol f ∈ C3(T). Let V ∈ C1(Af ′) ∩ C1(X) ∩
C1(X2) be a bounded symmetric operator on l2(N). Let H = Tf + V . Then, for all ϕ ∈ DX
lim sup
t→±∞
1
|t| ‖e
iHtϕ‖X ≤
√
‖adAf′H‖‖ϕ‖ .
See Section 4.4 for the proof.
Proposition 4.3 Consider a non-constant real-valued symbol f ∈ C3(T). Let V ∈ C1(Af ′) ∩ C1(X) ∩
C1(X2) be a compact symmetric operator such that adAf′V is also compact. Let H = Tf + V and Λ ⊂
Ran f be a Borel set. Then,
• For all ϕ ∈ H such that EΛ(H)ϕ ∈ Hc(H) ∩ DX√
c♯Λ,f,|f ′|2‖EΛ(H)ϕ‖ ≤ lim inft→±∞
1
|t| ‖e
iHtEΛ(H)ϕ‖X ≤ lim sup
t→±∞
1
|t| ‖e
iHtEΛ(H)ϕ‖X ≤
√
C♭Λ,f,|f ′|2‖EΛ(H)ϕ‖ .
• For all ϕ ∈ Hc(H) ∩ DX and all real-valued Φ ∈ C∞0 (R) vanishing outside Λ,
√
cΛ,f,|f ′|2‖Φ(H)ϕ‖ ≤ lim inf
t→±∞
1
|t| ‖e
iHtΦ(H)ϕ‖X ≤ lim sup
t→±∞
1
|t| ‖e
iHtΦ(H)ϕ‖X ≤
√
CΛ,f,|f ′|2‖Φ(H)ϕ‖ .
If Λ ⊂ Ran f \ f(κf), then cΛ,f,|f ′|2 ≥ c♯Λ,f,|f ′|2 > 0.
See Section 4.5 for the proof.
Remark: The conclusions of Propositions 4.2 and 4.3 still hold if instead of the condition V ∈ C1(Af ′)∩
C1(X) ∩ C1(X2), we only require that V ∈ C1(Af ′) ∩ C1(X) and that for all ϕ ∈ DX
lim
t→±∞
1
t
ℜ〈i(adXV )eiHtϕ,XeiHtϕ〉 = 0 .
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Remark: The construction of a non trivial vector ϕ satisfying the condition EΛ(H)ϕ ∈ Hc(H) ∩ DX
under the hypotheses of Proposition 4.3 can be performed as follows. Let Λ be an open interval such that
Λ ⊂ Ran f \ f(κf ). Since V ∈ C1(Af ′) is symmetric, we deduce from Corollary 3.3 and Proposition 3.1
that σpp(H) ∩ Λ is finite. Moreover V ∈ C1(X), so H and Φ(H) belong to C1(X) for any Φ ∈ C∞0 (Λ).
By considering Φ ∈ C∞0 (Λ \ σpp(H)) and defining ϕ = Φ(H)ψ where ψ ∈ DX , we have that EΛ(H)ϕ =
ϕ ∈ DX ∩Hc(H).
Sections 4.1 and 4.2 articulate Mourre Theory with the proofs of Propositions 4.1, 4.2 and 4.3.
4.1 Preliminaries
Let H be a Hilbert space and A be a self-adjoint operator defined on H with domain D(A). We recall
that if H ∈ C1(A), then eiHt ∈ C1(A) and eiHtD(A) ⊂ D(A) for any t ∈ R. So given t ∈ R, let us define
on D(A)×D(A) the sequilinear form:
Ft(ϕ, ψ) = 〈eiHtϕ,AeiHtψ〉 − 〈ϕ,Aψ〉 =
∫ t
0
〈eiHsϕ, i[A,H ]eiHsψ〉 ds
Ft is continuous onD(A)×D(A) w.r.t. the topology induced byH×H: actually we have that: |Ft(ϕ, ψ)| ≤
‖adAH‖|t| ‖ϕ‖ ‖ψ‖ . If F ot denotes the continuous extension of Ft to H×H, then for all (ϕ, ψ) ∈ H×H,
F ot (ϕ, ψ) =
∫ t
0
〈eiHsϕ, i(adAH)eiHsψ〉 ds (16)
and for all (ϕ, ψ) ∈ H × D(A), F ot (ϕ, ψ) = 〈eiHtϕ,AeiHtψ〉 − 〈ϕ,Aψ〉. Thus, for all ϕ ∈ D(A) and all
t ∈ R,
e−iHtAeiHtϕ−Aϕ =
∫ t
0
e−iHsi(adAH)e
iHsϕds . (17)
It follows that:
Lemma 4.1 Let H ∈ C1(A). Then, for all (ϕ, ψ) ∈ H ×D(A),
lim sup
t→±∞
1
|t| |〈e
iHtϕ,AeiHtψ〉| ≤ ‖adAH‖ ‖ϕ‖ ‖ψ‖ .
RAGE Theorem [7] tells us that for all ϕ ∈ Hc(H) and any compact operator K defined on H,
lim
t→±∞
1
t
∫ t
0
‖KeiHsϕ‖ds = 0 .
We deduce the two following lemmata:
Lemma 4.2 Let H ∈ C1(A) and assume that i(adAH) R B+K where B is bounded and K is compact.
Then, for all ϕ ∈ D(A) ∩Hc(H)
lim inf
t→±∞
1
t
〈eiHtϕ,AeiHtϕ〉 R lim inf
t→±∞
1
t
∫ t
0
〈eiHsϕ,BeiHsϕ〉 ds
lim sup
t→±∞
1
t
〈eiHtϕ,AeiHtϕ〉 R lim sup
t→±∞
1
t
∫ t
0
〈eiHsϕ,BeiHsϕ〉 ds .
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Lemma 4.3 Let H ∈ C1(A) and Φ ∈ L∞(R) be real-valued.
• If Φ(H)(iadAH)Φ(H) ≥ cΦ(H)2+K for some c ∈ R and K compact then for any ϕ ∈ H such that
Φ(H)ϕ ∈ D(A) ∩Hc(H), one has that
lim inf
t→±∞
1
t
〈eiHtΦ(H)ϕ,AeiHtΦ(H)ϕ〉 ≥ c‖Φ(H)ϕ‖2
• If Φ(H)(iadAH)Φ(H) ≤ CΦ(H) + K for some C ∈ R and K compact then for any ϕ ∈ H such
that Φ(H)ϕ ∈ D(A) ∩Hc(H), one has that
lim sup
t→±∞
1
t
〈eiHtΦ(H)ϕ,AeiHtΦ(H)ϕ〉 ≤ C‖Φ(H)ϕ‖2
Note that the conclusions of Lemma 4.2 can be strengthened in the following cases:
Lemma 4.4 Let H ∈ C1(A). Assume that i(adAH) = B +K where B is bounded, K is compact and
[B,H ] = 0.
(a) If K = 0, then for all ϕ ∈ D(A),
lim
t→±∞
1
t
e−iHtAeiHtϕ = i(adAH)ϕ = Bϕ .
(b) If σpp(H) is finite, then for all ϕ ∈ D(A),
lim
t→±∞
1
t
e−iHtAeiHtϕ = Ec(H)BEc(H)ϕ .
Proof: Case (a) follows from (17). Now, consider Case (b). Assume that σpp(H) 6= ∅, denote by (λj)Nj=1,
N ∈ N the set of eigenvalues of H and by Epp(H) (resp. Ec(H)) the orthogonal projection on Hpp(H)
(resp. Hc(H)). For all ϕ ∈ H and all t 6= 0, we have that:
1
t
∫ t
0
e−iHsKeiHsEpp(H)ϕds =
N∑
j=1
1
t
(
∫ t
0
e−i(H−λj)s ds)KE{λj}(H)ϕ
which tends to
∑N
j=1 E{λj}(H)KE{λj}(H)ϕ when t tends to ±∞ (see e.g. Theorem 1.3 in [17] Chapter
X). By RAGE Theorem, we have also that for all ϕ ∈ H,
lim
t→±∞
1
t
∫ t
0
e−iHsKeiHsEc(H)ϕds = 0
In other words, using the fact that [B,H ] = 0, we get that for all ϕ ∈ H,
Bϕ+ lim
t→±∞
1
t
∫ t
0
e−iHsKeiHsϕds =
N∑
j=1
E{λj}(H)(B +K)E{λj}(H)ϕ+ Ec(H)BEc(H)ϕ
But, we have that E{λj}(H)i[A,H ]E{λj}(H) = E{λj}(H)(B+K)E{λj}(H) = 0 for all j ∈ {1, . . . , N}, due
to the Virial Theorem (see Proposition 7.2.10 in [1]). The conclusion follows from (17). If σpp(H) = ∅,
we proceed as before, noting that Epp(H) = 0 (and Ec(H) = I). 
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4.2 Preliminaries. continued
We come back to the context and notations of Section 2. Recall that if H ∈ C1(X), then eiHt and
HeiHt ∈ C1(X) for any t ∈ R. So, eiHtDX ⊂ DX and HeiHtDX ⊂ DX for all t ∈ R.
Lemma 4.5 Let H ∈ C1(X). Then for all t ∈ R and all ϕ ∈ DX ,
‖eiHtϕ‖2X − ‖ϕ‖2X = 2
∫ t
0
ℜ(〈i(adXH)eiHsϕ,XeiHsϕ〉 ds .
As a consequence, if lim supt→±∞ |t|−1|ℜ(〈i(adXH)eiHtϕ,XeiHtϕ〉| <∞ then,
lim sup
t→±∞
1
|t| ‖e
iHtϕ‖X ≤
(
lim sup
t→±∞
1
|t| |ℜ(〈i(adXH)e
iHtϕ,XeiHtϕ〉|
)1/2
<∞
If 0 ≤ lim inf t→±∞ t−1ℜ(〈i(adXH)eiHtϕ,XeiHtϕ〉 ≤ lim supt→±∞ t−1ℜ(〈i(adXH)eiHtϕ,XeiHtϕ〉 < ∞,
then
(
lim inf
t→±∞
1
t
ℜ(〈i(adXH)eiHtϕ,XeiHtϕ〉
)1/2
≤ lim inf
t→±∞
1
t
‖eiHtϕ‖X
and lim sup
t→±∞
1
t
‖eiHtϕ‖X ≤
(
lim sup
t→±∞
1
t
ℜ(〈i(adXH)eiHtϕ,XeiHtϕ〉
)1/2
<∞ .
Proof. We have that for all t ∈ R and all ϕ ∈ DX : ‖eiHtϕ‖2X − ‖ϕ‖2X = ‖XeiHtϕ‖2 − ‖Xϕ‖2 and so
‖eiHtϕ‖2X − ‖ϕ‖2X =
∫ t
0
∂s〈XeiHsϕ,XeiHsϕ〉 ds = 2
∫ t
0
ℜ〈i[X,H ]eiHsϕ,XeiHsϕ〉 ds .

Remark: Let H ∈ C1(X) and assume that [H, adXH ] = 0. Then for all t ∈ R and all ϕ ∈ DX ,
‖eiHtϕ‖2X − ‖ϕ‖2X = t2‖(adXH)ϕ‖2 + 2tℜ〈i(adXH)ϕ,Xϕ〉 .
4.3 Proof of Proposition 4.1
First, we note that σpp(T ) = ∅ [13], [23]. We also have that Tf ∈ C1(Af ′) and iadAf′Tf ≃ T 2f ′ by
Corollary 3.1 and Proposition 3.3. We deduce from Lemma 4.2 that for all ϕ ∈ D(Af ′),
0 ≤ lim inf
t→±∞
1
t
∫ t
0
‖Tf ′eiTf sϕ‖2 ds = lim inf
t→±∞
1
t
〈eiTf tϕ,Af ′eiTf tϕ〉
lim sup
t→±∞
1
t
〈eiTf tϕ,Af ′eiTf tϕ〉 = lim sup
t→±∞
1
t
∫ t
0
‖Tf ′eiTf sϕ‖2 ds <∞ .
The conclusion follows from Lemma 4.5 by noting that: iadXTf = Tf ′ and so that ℜ(〈i(adXTf)eiTf tϕ,XeiTf tϕ〉 =
〈eiTf tϕ,Af ′eiTf tϕ〉 for all t ∈ R and all ϕ ∈ DX ⊂ D(Af ′).
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4.4 Proof of Proposition 4.2
Due to Lemma 2.1 and Corollary 3.1, we have that H ∈ C1(Af ′) ∩ C1(X). By Lemma 4.1, for all
(ϕ, ψ) ∈ H×D(A),
lim sup
t→±∞
1
|t| |〈e
iHtϕ,Af ′e
iHtψ〉| ≤ ‖adAf′H‖ ‖ϕ‖ ‖ψ‖ .
Since V ∈ C1(X2), we observe that for all t ∈ R and all ϕ ∈ DX ⊂ D(Af ′),
2ℜ〈i(adXH)eiHtϕ,XeiHtϕ〉 = 2〈eiHtϕ,Af ′eiHtϕ〉+ 〈eiHtϕ, i(adX2V )eiHtϕ〉
where the last term on the RHS is uniformly bounded in t. The conclusion follows from Lemma 4.5. 
4.5 Proof of Proposition 4.3
As shown in the previous section, we observe that H ∈ C1(Af ′)∩C1(X). We also deduce from Corollary
3.3 and Lemma 4.3 that for all ϕ ∈ H such that EΛ(H)ϕ ∈ D(Af ′ ) ∩Hc(H)
c♯Λ,f,|f ′|2‖EΛ(H)ϕ‖2 ≤ lim inft→±∞ t
−1〈eiHtEΛ(H)ϕ,Af ′eiHtEΛ(H)ϕ〉
≤ lim sup
t→±∞
t−1〈eiHtEΛ(H)ϕ,Af ′eiHtEΛ(H)ϕ〉 ≤ C♭Λ,f,|f ′|2‖EΛ(H)ϕ‖2
On the other hand, for all t ∈ R and all ϕ ∈ H such that EΛ(H)ϕ ∈ DX ∩Hc(H) ⊂ D(Af ′ ) ∩Hc(H),
2ℜ〈i(adXH)eiHtEΛ(H)ϕ,XeiHtEΛ(H)ϕ〉 = 2〈eiHtEΛ(H)ϕ,Af ′eiHtEΛ(H)ϕ〉
+ 〈i(adX2V )eiHtEΛ(H)ϕ, eiHtEΛ(H)ϕ〉
since V ∈ C1(X2). In particular, the last term on the RHS is uniformly bounded in t. The first statement
follows from Lemma 4.5.
To prove the second statement, note first that for any smooth function Φ with compact support,
Φ(H) ∈ C1(Af ′) ∩ C1(X). So, Φ(H)ϕ ∈ DX ∩ Hc(H) (resp. Φ(H)ϕ ∈ D(Af ′) ∩ Hc(H)) for all
ϕ ∈ DX ∩ Hc(H) (resp. ϕ ∈ D(Af ′ ) ∩ Hc(H)). We deduce from Corollary 3.2 and Lemma 4.3 that
for all ϕ ∈ D(Af ′ ) ∩Hc(H),
cΛ,f,|f ′|2‖Φ(H)ϕ‖2 ≤ lim inf
t→±∞
t−1〈eiHtΦ(H)ϕ,Af ′eiHtΦ(H)ϕ〉
≤ lim sup
t→±∞
t−1〈eiHtΦ(H)ϕ,Af ′eiHtΦ(H)ϕ〉 ≤ CΛ,f,|f ′|2‖Φ(H)ϕ‖2
The conclusion follows as in the previous case substituting EΛ(H)ϕ by Φ(H)ϕ, C
♭
Λ,f,|f ′|2 by CΛ,f,|f ′|2
and c♯Λ,f,|f ′|2 by cΛ,f,|f ′|2 . For the last statement, we refer to Corollaries 3.2 and 3.3.
5 Complement on Laurent operators
We can apply the techniques used previously to obtain similar results for (compact) perturbations of
Laurent operators. We introduce them in this section. The details of the proofs are omitted. In the
following d ∈ N is fixed.
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Laurent operators. Let f ∈ L∞(Td) and denote the sequence of its Fourier coefficients by (fˆα)α∈Zd .
The Laurent operator Lf associated to f is the bounded discrete convolution operator defined by: Lf :
l2(Zd)→ l2(Zd),
Lfψ := F(f) ∗ ψ , ψ ∈ l2(Zd) .
In other words, for any β ∈ Zd, (Lfψ)β =
∑
α∈Zd fˆαψβ−α. Note that ‖Lf‖ = ‖f‖∞ and that Lf is
unitarily equivalent to the multiplication operator by the function f on L2(Td): Lf = FfF∗. For any
functions f and g in L∞(Td), any c ∈ C: Lf+g = Lf + Lg, Lfg = LfLg, Lcf = cLf , L∗f = Lf¯ . In
particular, [Lf , Lg] = 0 and L1 is the identity operator on l
2(Zd). If the function f ∈ L∞(Td) is real-
valued, then the Laurent operator Lf is self-adjoint and the spectral properties of Lf are directly related
to the properties of the function f . To name a few of them, we have that:
• the spectrum of Lf is equal to the essential range of f . For example, if f is continuous on Td, we
have that σ(Lf ) = f(T
d) = Ran f , which is a connected and compact subset of R.
• λ is an eigenvalue of Lf if and only if f−1({λ}) has non zero Lebesgue measure
• Lf has purely absolutely continuous spectrum in a subset Λ ⊂ R if and only if for any Borel set
N ⊂ Λ of zero Lebesgue measure, f−1(N) is also of measure zero.
• Lf has non-trivial singular continuous spectrum if and only if there exists a Borel set N ⊂ R of
zero Lebesgue measure, such that f−1(N) has non-zero measure but f−1({λ}) is of zero measure
for each λ ∈ N .
The reader will find a similar discussion in paragraph 7.1.4 [1] for multiplication operators on Rd.
Remark: The shift operators (Sj)j∈{1,...,d} are examples of (unitary) Laurent operators on l
2(Zd): Sj =
Leiθj . Their action on the orthonormal basis of l
2(Zd) is given by: for all α ∈ Zd, Sjeα = eα+δj , where
the vector δj ∈ Zd is defined by its coordinates: (δj)n := δjn, n ∈ {1, . . . , d}. For all (i, j) ∈ {1, . . . , d}2:
S∗j = S
−1
j and [Si,Sj ] = 0. For any α = (α1, . . . , αd) ∈ Zd, we write Sα = Sα11 . . .Sαdd . If the symbol
f belongs to the Wiener algebra A(Td), then Lf rewrites as a norm convergent series:
Lf =
∑
α∈Zd
fˆαS
α .
We refer sometimes to the function f as the symbol of the operator Lf . The sets of critical points of
f is
κf = {θ ∈ Td; f is not differentiable at θ or ∇f(θ) = 0} .
In particular, if f ∈ C1(Td) is real-valued, the set κf is a compact subset of Td and the set of thresholds
f(κf ) is a compact subset of σ(Lf ) = Ranf ⊂ R.
Conjugate operators. Denote by (Xj)
d
j=1 the family of linear operators defined on the canonical
orthonormal basis of l2(Zd) by: Xjeα = αjeα. The operators (Xj)
d
j=1 are essentially self-adjoint
on 〈eα;α ∈ Zd〉. We also denote by Xj, j ∈ {1, . . . , d} their respective self-adjoint extensions. In
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particular, for all j ∈ {1, . . . , d}, F∗XjF = −i∂θj . This allows us to define the positive operator
〈X〉 :=√X21 + . . .+ X2d + 1 on
DX = ∩dj=1D(Xj) = {ϕ ∈ l2(Zd);
∑
α∈Zd
(1 + α21 + . . .+ α
2
d)|ϕα|2 <∞} .
Using Fourier transform (1), we note that Lf ∈ ∩dj=1C1(Xj) if f ∈ C1(Td). In this case, LfDX ⊂ DX.
Let g = (gj)j∈{1,...,d} ⊂ C2(Td) a family of real-valued functions. We associate to g a symmetric
operator Ag defined on DX by:
Ag :=
1
2
(Lg · X+ X · Lg) = 1
2
d∑
j=1
LgjXj + XjLgj =
1
2
F (g · (−i∇) + (−i∇) · g)F∗ .
Following the proof of Proposition 7.6.3 (a) in [1], we can show that the operator i(g · ∇ + ∇ · g) is
essentially self-adjoint on C2(Td). We deduce that Ag is essentially self-adjoint on DX. Its self-adjoint
extension is also denoted Ag. Note that Ag〈X〉−1 and A2g〈X〉−2 are bounded.
Lemma 5.1 Let f ∈ C3(Td). Consider g = (gj)j∈{1,...,d} ⊂ C2(Td) a family of real-valued functions.
Then Lf ∈ C1(Ag), adAgLf = L−ig·∇f and adAgLf ∈ C2(Ag). In particular, Lf ∈ C3(A∇f ) and
adA∇fLf = −iL|∇f |2.
Given f , g two real-valued continuous functions on Td and any Borel set Λ ⊂ R, Λ∩ Ran f 6= ∅, let
us define cΛ,f,g, CΛ,f,g, c
♯
Λ,f,g, C
♭
Λ,f,g as in Section 3.3 (with f
−1(Λ) ⊂ Td). Mourre inequality for the
operator Lf rewrites:
Lemma 5.2 Let f ∈ C3(Td) be a non-constant real-valued symbol. Let Λ ⊂ Ran f be a Borel set. Then,
CΛ,f,|∇f |2EΛ(Lf ) ≥ EΛ(Lf )(iadA∇fLf)EΛ(Lf ) ≥ cΛ,f,|∇f |2EΛ(Lf ) .
If Λ ⊂ Ran f \ f(κf), then cΛ,f,|∇f |2 > 0.
We deduce that if V is a compact symmetric operator such that V ∈ C1(A∇f ) and adA∇fV is compact,
then for H = Lf+V and any real-valued Φ ∈ C0(R) vanishing outside the Borel set Λ, CΛ,f,|∇f |2Φ(H)2 &
Φ(H)(iadA∇fH)Φ(H) & cΛ,f,|∇f |2Φ(H)2. Like Theorem 2.1, the next result is deduced by applying
Mourre Theory (see Section 3.1):
Theorem 5.1 Consider a non-constant real-valued symbol f ∈ C3(Td). Let H = Lf + V with V a
compact symmetric operator defined on l2(Zd) such that V ∈ C1,1(A∇f ). Then, σess(Lf+V ) = σess(Lf ) =
Ran f and
(a) given any Borel set Λ such that Λ ⊂ Ran f \ f(κf ), H has at most a finite number of eigenvalues
in Λ. Each of these eigenvalues has finite multiplicity.
(b) a LAP holds for H on Ran f \ σpp(H) ∪ f(κf ) w.r.t A∇f . H has no singular continuous spectrum
in Ran f \ f(κf ).
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An illustration. The d-dimensional discrete Laplacian on Zd described in [6] is actually the Laurent
operator Lf where f is defined on T
d by f(θ) = 2
∑d
j=1 cos θj : Lf =
∑d
j=1Sj + S
∗
j . We have that:
σ(Lf ) = [−2d, 2d], κf = {θ ∈ Td; ∀j ∈ {1, . . . , d}, θj = 0 or pi} and f(κf ) = {4k − 2d; k ∈ {0, . . . , d}} is
finite. If V is compact symmetric and H = Lf + V , then σess(H) = σess(Lf ) = Ran f . We deduce from
Theorem 5.1 that if in addition V ∈ C1,1(A∇f ), then
• Given any Λ ⊂ R such that Λ ⊂ [−2d, 2d] \ f(κf ), the operator H has at most a finite number of
eigenvalues in Λ. Each of these eigenvalues has finite multiplicity.
• a LAP holds for H on [−2d, 2d]\σpp(H)∪f(κf) w.r.t A∇f . H has no singular continuous spectrum.
We recover Theorem 2.1 in [6].
Remark: Note the existence of alternative methods for decaying potentials in random settings [8], [5].
In the context of Laurent operators, Proposition 4.1 takes a slightly different form due to the com-
mutation properties between Lf and L|∇f |2 (see Lemma 4.4):
Proposition 5.1 Consider a non-constant real-valued symbol f ∈ C3(Td). Then, for any ϕ ∈ D(A∇f ),
lim
t→±∞
1
t
e−itLfA∇fe
itLfϕ = L|∇f |2ϕ ,
and for any ϕ ∈ DX,
lim
t→±∞
1
|t| ‖e
itLfϕ‖X = ‖L|∇f |ϕ‖ .
where ‖ϕ‖X :=
√
‖ϕ‖2 +∑dj=1 ‖Xjϕ‖2.
The reader will also reformulate easily Propositions 4.2 and 4.3:
Proposition 5.2 Consider a non-constant real-valued symbol f ∈ C3(Td). Let V be a bounded symmetric
operator on l2(Zd) such that V ∈ C1(A∇f ) and V ∈ ∩dj=1(C1(Xj)∩C1(X2j )). Let H = Lf +V . Then for
any ϕ ∈ DX,
lim sup
t→±∞
1
|t| ‖e
itHϕ‖X ≤
√
‖adA∇fH‖‖ϕ‖ .
Proposition 5.3 Consider a non-constant real-valued symbol f ∈ C3(Td). Let V be a compact symmetric
operator on l2(Zd) such that V ∈ C1(A∇f ), V ∈ ∩dj=1(C1(Xj) ∩ C1(X2j)) and adA∇fV is compact. Let
H = Lf + V and Λ ⊂ Ran f be a Borel set. Then,
• For any ϕ ∈ H such that EΛ(H)ϕ ∈ Hc(H) ∩DX,
√
c♯Λ,f,|∇f |2‖EΛ(H)ϕ‖ ≤ lim inft→±∞
1
|t| ‖e
itHEΛ(H)ϕ‖X ≤ lim sup
t→±∞
1
|t| ‖e
itHEΛ(H)ϕ‖X ≤
√
C♭Λ,f,|∇f |2‖EΛ(H)ϕ‖ .
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• For all ϕ ∈ Hc(H) ∩ DX and all real-valued Φ ∈ C∞0 (R) vanishing outside Λ,
√
cΛ,f,|∇f |2‖Φ(H)ϕ‖ ≤ lim inf
t→±∞
1
|t| ‖e
iHtΦ(H)ϕ‖X ≤ lim sup
t→±∞
1
|t| ‖e
iHtΦ(H)ϕ‖X ≤
√
CΛ,f,|∇f |2‖Φ(H)ϕ‖ .
If Λ ⊂ Ran f \ f(κf), then 0 < c♯Λ,f,|∇f |2 ≤ cΛ,f,|∇f |2 .
References
[1] Amrein W.O., Boutet de Monvel A., Georgescu V., C0-groups, Commutator Methods and
Spectral Theory of Hamiltonians, Birkha¨user, 1996.
[2] Bonsall F.F., Power S.C., A proof of Hartman’s theorem on compact Hankel operators, Math.
Proc. Cambridge Philos. Soc. 78 (1975), no. 3, 447-450.
[3] Bo¨ttcher A., Grudsky S.M., Spectral properties of banded Toeplitz matrices, SIAM, 2005.
[4] Bo¨ttcher A., Silbermann B., Analysis of Toeplitz operators, Springer, 1990.
[5] Bourgain J., On random Schro¨dinger operators on Z2, Discrete Contin. Dyn. Syst. 8 (2002),
no. 1, 1-15.
[6] Boutet de Monvel A., Sahbani J., On the spectral properties of discrete Schro¨dinger operators:
the multi-dimensional case, Rev. Math. Phys. 11 (1999), no. 9, 1061-1078.
[7] Cycon H. L., Froese R. G., Kirsch W., Simon B., Schro¨dinger operators with application to
quantum mechanics and global geometry, Texts and Monographs in Physics, Springer, 1987.
[8] Delyon F., Simon B., Souillard B., From power pure point to continuous spectrum in disordered
systems, Ann. Inst. H. Poincare´ Phys. The´or. 42 (1985), no. 3, 283-309.
[9] Ding X., Zheng D., Finite rank commutator of Toeplitz operators or Hankel operators, Houston
J. Math. 34 (2008), n.4 , 1099-1119.
[10] Douglas R.G., Pearcy C., Spectral theory of generalized Toeplitz operators, Trans. Amer. Math.
Soc. 115 (1965) 433-444.
[11] Georgescu V., Ge´rard C., On the virial theorem in quantum mechanics, Comm. Math. Phys.
208 (1999), no.2, 275-281.
[12] Grenander U., Szego¨ G., Toeplitz forms and their applications, Second edition, Chelsea, 1984.
[13] Hartman P., Wintner A., The spectra of Toeplitz’s matrices, Amer. J. Math. 76 (1954), 867-882.
[14] Hartman P., On completely continuous Hankel matrices, Proc. Amer. Math. Soc. 9 (1958)
862-866.
[15] Jensen A., Mourre E., Perry P., Multiple commutator estimates and resolvent smoothness in
Quantum scattering theory, Ann. Inst. H. Poincare´ Phys. The´or. 41 (1984), no. 2, 207-225.
26
[16] Johnston W., A condition for absence of singular spectrum with an application to perturbations
of selfadjoint Toeplitz operators, Amer. J. Math. 113 (1991), no. 2, 243-267.
[17] Kato T., Perturbation theory for linear operators, Springer, 1980.
[18] Nehari Z., On bounded bilinear forms, Ann. of Math. (2) 65 (1957), 153-162.
[19] Partington J., An introduction to Hankel operators, Cambridge, 1988.
[20] Peller V., Hankel operators and their applications, Springer, 2003.
[21] Power S. C., Hankel operators on Hilbert space, Research Notes in Mathematics 64. Pitman,
1982.
[22] Reed M., Simon B., Methods of Modern Mathematical Physics, Vol.I-II, Academic Press, 1975-
1979.
[23] Rosenblum M., The absolute continuity of Toeplitz’s matrices, Pacific J. Math. 10 (1960) 987-
996.
[24] Rosenblum M., Rovnyak J., Hardy classes and operator theory, Corrected reprint of the 1985
original, Dover, 1997.
[25] Widom H., On the spectrum of a Toeplitz operator, Pacific J. Math. 14 (1964) 365-375.
[26] Xia J., A characterization of compact perturbations of Toeplitz operators, Trans. Amer. Math.
Soc. 361 (2009), no.10, 5163-5175.
27
