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Motivated by problems arising in nonlinear optics and Bose–
Einstein condensates, we consider in RN , with N  3, the following
system of coupled Schrödinger equations:
⎧⎪⎪⎨
⎪⎪⎩
−ui + λVi(x)ui = ui
d∑
j=1
αi ju
2
j ,
ui  0, lim|x|→∞ui(x) = 0,
i = 1, . . . ,d,
where λ > 0 is a parameter, αi j = α ji are positive constants, and
Vi non-negative given potentials. We assume that the interior of⋂d
i=1 V
−1
i (0) admits m connected components Ω1, . . . ,Ωm which
are of class C1, and isolated in each V−1i (0). For each non-empty
J ⊂ {1, . . . ,m}, we prove that the system admits for any λ large a
multi-bump solution uλ :RN →Rd which is small in RN \⋃ j∈ J Ω j ,
and on each Ω j ( j ∈ J ) close in H1-norm to a least energy solution
of the limit problem:
−ui = ui
d∑
j=1
αi ju
2
j , i = 1, . . . ,d,
* Corresponding author.
E-mail addresses:mlucia@math.csi.cuny.edu (M. Lucia), tangzw@bnu.edu.cn (Z. Tang).
1 This work was partially supported by a grant from the Simons Foundation (Nr. 210368 to Marcello Lucia), MTM2008-06349-
C03-01, MTM2011-27739-C04-01 (Spain) and 2009SGR345 (Catalunya).
2 The author was supported by the Alexander von Humboldt foundation and NSFC-10801013.0022-0396/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2011.11.017
M. Lucia, Z. Tang / J. Differential Equations 252 (2012) 3630–3657 3631subjected to homogeneous Dirichlet boundary condition. An ex-
plicit condition on the matrix (αi j) is given to ensure our solutions
have at least two positive components.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Due to its broad ﬁeld of applications in optic, superconductivity, plasma physics, much attention
has been devoted to nonlinear Schrödinger equation
−ε2ψ + V (x)ψ = αψ p, ψ > 0, (1.1)
where p > 1, and α ∈R.
In optics, the observation done by J. Kerr in 1875 that the refractive index of some materials de-
pends on the light itself propagating through it, has been widely exploited in the communication
technologies. A mathematical description of this phenomenon, based on Maxwell’s equation and as-
suming a nonlinear photorefractive response of the medium, was done in 1962 by Askarjan [6]. His
analysis yields a nonlinear wave equation, which for a class of standing wave solutions (solitons)
reduces to an equation of the type (1.1). As a consequence Askarjan pointed out the possibility of
self-trapping optical beams propagating without spreading. The Bose–Einstein condensates have sim-
ilar features, and concern a gas of bosons at very low temperature. For such a system, Bose and
Einstein (see [9,19]) predicted that a large number of bosons must enter in a single state giving
rise to a “coherent” wave function. A mean-ﬁeld model describing the Bose–Einstein condensates has
been given by Gross and Pitaevskii [23,33,24] leading to Eq. (1.1) with p = 3 (also referred to as the
Gross–Pitaevskii equation). The theoretical results have been conﬁrmed in 1995 when Cornell, Wie-
mann and independently Ketterle were able to obtain Bose–Einstein condensates in their laboratory,
contributions that have been awarded by a Nobel price in 2001. In these two areas of physics, one is
naturally led to consider the cubic nonlinearity.
In the presence of several propagating-modes in a ﬁber, or for a system of different species of bo-
son, the above discussion can be extended by using a vectorial version of the nonlinear equation (1.1).
When several pulses with different frequencies are transmitted in a ﬁber, then their mutual interac-
tions must be taken into considerations. For two solitons, Manakov [29] was led to study a system
of two equations, and its generalization where d-solitons interact can be found in [1, Section 7.3.4].
In [20], a binary mixture of Bose–Einstein condensate have been mathematically described using a
Hartree–Fock approximation. Their discussion can be generalized to a system containing d different
populations of boson, leading to a nonlinear Schrödinger system in RN involving the corresponding
condensate amplitudes (ψ1, . . . ,ψd). In all these situations the solitons are described by the following
system ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−ε2ψi + Vi(x)ψi = ψi
d∑
j=1
αi jψ
2
j ,
ψi  0, lim|x|→∞ψi(x) = 0,
i = 1, . . . ,d. (1.2)
In the Bose–Einstein condensates, αii and αi j (i = j) are the intraspecies and interspecies scattering
lengths. When αi j > 0 (respectively αi j < 0), the interactions of states |i〉 and | j〉 are repulsive (resp.
attractive). For these problems related to quantum theory, the diffusion coeﬃcient ε appearing in (1.2)
is after scaling the Planck constant, which takes into account the strength of quantum effects. Note
that according to Bohr’s correspondence principle the classical description of the mechanical physics
should be recovered by considering the semiclassical limit, i.e. when the Planck constant is sent to
zero. Therefore beside proving existence of solutions to (1.2), it is physically relevant to study the
asymptotic limit as ε → 0 of such solutions.
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Under the condition infx∈RN V (x) > 0, there have been enormous investigations on problem (1.1).
In [21], by assuming that V is a bounded function having a non-degenerate critical point, Floer and
Weinstein used a Lyapunov–Schmidt reduction to establish the existence of solutions to (1.1) with
suﬃciently small ε > 0 in dimension N = 1. Moreover they showed that u concentrates near the given
non-degenerate critical point of V when ε → 0. Their method and results were later generalized by
Oh [32,31] to the higher-dimensional case and the existence of multi-bump solutions concentrating
near several non-degenerate critical points of V as ε → 0 was obtained. Using a variational method,
Rabinowitz [34] was able to prove existence of a solution under the assumptions
inf
x∈RN
V (x) > 0 and lim inf|x|→∞ V (x) > 0.
For more results, we refer to Ambrosetti, Badiale and Cingolani [3], Del Pino and Felmer [16,17],
Ambrosetti, Malchiodi and Secchi [4], Cao and Heinz [13].
The case when infx∈RN V (x) = 0 for the scalar equation has been considered by Sirakov in [36],
and also by Byeon and Wang [11,12] who investigated the asymptotic behavior of positive solutions
to problem (1.1). Ding and Tanaka [18] have considered potentials V  0 that are uniformly bounded
away from zero outside a big ball, but vanish on a non-empty open set made of isolated components
Ω1, . . . ,Ωm . Choosing a non-empty J ⊂ {1, . . . ,m}, they proved that for ε → 0 problem (1.1) admits
solutions of mountain pass type that concentrate on
⋃
j∈ J Ω j . They derive their result by penalizing
the energy functional associated to the problem. This strategy of modifying in an appropriate way the
functional has also been used recently by Moroz and Schaftingen [30] to obtain existence result for
fast decaying potentials.
Concerning the system (1.2), a lot of work has been done for d = 2. Important result of existence of
least energy solutions and their asymptotical behavior for ε small has been done by Lin and Wei [27]
under the assumptions
0< inf
x∈RN
V i(x) < lim inf|x|→∞ Vi(x) (i = 1,2), α12 ∈ (−∞, AN )
where 0< AN <
√
α11α22 is a small constant depending only on N . For constant potentials Vi(x) = λi
(i = 1,2), and under similar conditions on α12, Lin and Wei [25] obtained the least energy solution
by minimizing on a Nehari manifold. For λ1 = 1, Sirakov [37] discussed the whole range of α12 ∈ R
and analyzed for which α12 problem (1.2) admits or not a least energy solution. For the existence of
bound states for Schrödinger systems, we also refer to Lin and Wei [26], Dancer and Wei [14], Dancer
et al. [15], Bartsch et al. [7], Ambrosetti and Colorado [5], Maia et al. [28], Bartsch et al. [8].
In the present paper, we consider the system of coupled Schrödinger equations (1.2) with poten-
tials Vi  0 that simultaneously vanish on some open sets Ω1, . . . ,Ωm . Under the assumption that
these open sets are of class C1 and isolated in each V−1i (0) (i = 1, . . . ,d), our aim will be to extend
to the system (1.2) the result obtained by Ding and Tanaka [18] for the single equation (1.1). To reach
this goal, it is more convenient to deﬁne ui := ε−1ψi , λ := ε−2, and rewrite problem (1.2) as follows⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−ui + λVi(x)ui = ui
d∑
j=1
αi ju
2
j , in R
N ,
ui  0, lim|x|→∞ui(x) = 0,
i = 1, . . . ,d. (Sλ)
Written in this way, the system includes potentials well Vi whose depth increases as λ tends to
inﬁnity, namely a “deepening potentials well”. We will prove that the system (Sλ) admits solutions
that concentrate as λ → ∞ on the open sets Ωi . Furthermore, under suitable assumptions on the
constants αi j , these solutions cannot coincide with the solutions arising from the scalar equation. Our
result is in accordance with the Bohr’s correspondence principal. Indeed for positive value of λ (i.e.
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in the domain where the potential has lower value. This is precisely the behavior of the family of
solutions that we construct in this paper.
Our method follows the ideas of Ding and Tanaka [18]. We will ﬁrst modify the nonlinearity by
considering an associated penalized functional that satisﬁes the Palais–Smale condition, and forces the
critical points to concentrate on zeroes set of the potentials. However our penalization is different and
simpler than the one considered by [18], and allows to treat easily the vectorial case. Aside these sim-
pliﬁcations, our variational approach relies on a more general deformation lemma. This generalization
has an interest in its own, and may potentially be used for other problems. This deformation lemma
combined with our estimates allows to use a minimax argument to derive our existence results.
Our paper is organized as follows. In Section 2, we give the assumptions, notations and state our
main results. The precise functional framework is provided in Section 3. In Section 4, we introduce
a penalized functional which satisﬁes the Palais–Smale condition and provide solutions to the sys-
tem (Sλ) that concentrate on the zeroes set of the potentials Vi . These solutions converge to a limit
problem that is studied in Section 5, where we also give a suﬃcient condition that ensures the lim-
iting solutions to be non-scalar. In Section 6, we introduce an appropriate deformation ﬂow. This
allows in Section 7 to use a minimax argument to prove existence of a critical point for our penalized
functional. In the ﬁnal section, we collect our results to prove that system (Sλ) admits solutions that
concentrate, as λ → ∞, on the isolated connected components of ⋂di=1 V−1i (0) (see our Theorems 2.2
and 2.3).
2. Notations and main results
Throughout our paper, we assume N  3. Furthermore the potentials V1, . . . , Vd and coeﬃ-
cients αi j (1 i, j  d) are subjected to the following hypotheses:
(H1) Vi ∈ L1loc(RN , [0,∞)) and lim inf|x|→∞ Vi(x) > 0 for i = 1, . . . ,d.
(H2) There exist m non-empty connected bounded open sets Ω1, . . . ,Ωm of class C1 which are such
that:
(i) V ≡ 0 on ⋃mj=1Ω j ;
(ii) Ω j ∩ (V−1i (0) \Ω j) = ∅ (1 i  d, 1 j m).
(H3) αi j = α ji > 0, and setting A := max1id{αii}, there exists k ∈ (0,∞)d such that
d∑
i, j=1
(A − αi j)kik j < 0. (2.1)
The assumption (H2) requires the potentials V1, . . . , Vd to vanish on some common open sets, that are
assumed to be isolated in each V−1i (0). Our hypotheses (H1)–(H2) and αi j = α ji > 0 will be enough
to construct solutions that are localized on the set
⋃m
j=1Ω j . The additional assumption (2.1) will be
used to ensure such solutions to be non-scalar, namely to have at least two non-trivial components.
Remark 2.1.
(a) When d = 2, a straight computation shows that condition (2.1) is equivalent to
α12 >max{α11,α22}. (2.2)
(b) Condition (H3) is satisﬁed if α11 = · · · = αdd and αi j >α11 > 0 for all i = j.
(c) By looking at the Rayleigh quotient that characterizes the ﬁrst eigenvalue λ1 of the matrix
(A − αi j)i j , we easily see that our hypothesis (H3) implies λ1 < 0.
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V =
⎛
⎝ V1 0. . .
0 Vd
⎞
⎠ , F (η) = { 14 ∑di, j=1 αi jη2i η2j , if η ∈ (0,∞)d,
0 otherwise,
(2.3)
and for u :RN → Rd we will write u  0 (resp. u > 0) if each component satisﬁes the inequality
ui  0 (resp. ui > 0) a.e. in RN . With these notations our goal is to solve the following problem
−u+ λV u= ∇ F (u), u 0, u ≡ 0. (2.4)
To recast this problem in an appropriate functional framework, for any open set D ⊂ RN , we introduce
the vector space
E(D) =
{
f= ( f1, . . . , fd) ∈
[
H1(D)
]d
:
∫
D
f t V (x)f< ∞
}
. (2.5)
If V ≡ 0 on D , the following bilinear form
〈f,g〉λ,D =
∫
D
{〈∇f,∇g〉 + λf t V (x)g}, ∀f,g ∈ E(D), (2.6)
deﬁnes for each λ > 0 an inner product on E(D). The associated norm will be denoted by ‖ · ‖λ,D ,
and we easily see that all norms ‖ · ‖λ,D (λ > 0) are equivalent to ‖ · ‖1,D . When D = RN , we shall
simply write E , ‖ · ‖, ‖ · ‖λ instead of E(RN ), ‖ · ‖1,RN , ‖ · ‖λ,RN .
We look for a non-negative and non-trivial weak solutions, i.e. a function u ∈ E \ {0} satisfying
∫
RN
{〈∇u,∇ξ 〉 + λut V ξ − 〈∇ F (u), ξ 〉}= 0, ∀ξ ∈ E, (2.7)
which is the Euler–Lagrange equation of the following C1-functional
E →R, u → 1
2
∫
RN
{|∇u|2 + λut V u}− ∫
RN
F (u). (2.8)
By deﬁnition of F (see (2.3)), and as a consequence of the strong maximum principle, we deduce that
the critical points u := (u1, . . . ,ud) of (2.8) satisfy the alternative
(i) u> 0 or (ii) ui ≡ 0 for some i ∈ {1, . . . ,d}.
The solutions of the type (ii) are obviously obtained by considering an associated d − 1 Schrödinger
system. This class includes in particular solutions that have exactly d−1 components identically zero.
These latter will be called “scalar solutions”, while those having at least two non-trivial components
will be referred to as non-scalar solutions (referred respectively to as “standard” and “non-standard”
solutions in [37]).
M. Lucia, Z. Tang / J. Differential Equations 252 (2012) 3630–3657 3635The purpose of the present paper is to construct, for λ large, non-scalar solutions that concentrate
on Ω j . More speciﬁcally, we will show that critical points of (2.8) satisfying an energy bound converge
(up to a subsequence) to a critical point of the limiting functional
IΩ j (u) =
∫
Ω j
{ |∇u|2
2
− F (u)
}
, u ∈ [H10(Ω j)]d, (2.9)
whose associated Euler–Lagrange equation is
−u= ∇ F (u), u ∈ [H10(Ω j)]d. (2.10)
Furthermore, critical points of mountain pass type of the functional (2.9) can be used to construct
family of solutions to (2.7). More speciﬁcally, let
c(IΩ j ) := inf
γ∈Γ supt∈[0,1]
IΩ j
(
γ (t)
)
be the mountain energy level of the functional IΩ j . For each non-empty J ⊂ {1, . . . ,m}, we set Ω J :=⋃
j∈ J Ω j and consider the set
C J :=
{
ω ∈ H10(Ω J ): I ′Ω j (ω|Ω j ) = 0, IΩ j (ω|Ω j ) = c(IΩ j )
}
.
Our main result reads as follows.
Theorem 2.2. Assume (H1), (H2) hold and αi j > 0. Then, for any ε > 0 there exists Λ0 = Λ0(ε) > 0 such
that, for λΛ, the system (Sλ) has a solution uλ ∈ E satisfying
‖uλ −ω‖λ < ε, for some ω ∈ C J . (2.11)
Moreover, for any sequence λn → ∞, we can extract a subsequence λni such that uλni converges strongly
in E to a function u which satisﬁes
(i) u≡ 0 in RN \Ω J ;
(ii) for j ∈ J the restriction u|Ω j is a solution of the system (2.10) with IΩ j (u|Ω j ) = c(IΩ j ).
Note that in the scalar case d = 1, one checks easily that our conclusion (2.11) is slightly stronger
than the one obtained by Ding and Tanaka in [18], and therefore their result is covered by Theo-
rem 2.2.
If m 2, the above result gives multiplicity of solutions as in [18], however those solutions could
be just scalar solutions. Under the further hypothesis (H3), we will prove that the mountain pass
critical point with energy value c(IΩ j ) is a non-scalar solution of the system (Sλ). Since there are
2m − 1 different ways of constructing the open set Ω J , we deduce
Theorem 2.3. Assume (H1) to (H3) hold. Then there existsΛ> 0 such that for λ >Λ, the problem (Sλ) has at
least 2m − 1 solutions which are non-scalar.
Remark 2.4.
(a) The assumption that Vi is positive outside a bounded set is diﬃcult to relax. For instance, when
V≡ 0, αi j  0, system (Sλ) does not admit positive solutions. Indeed, in this case we have
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the two-dimensional version of the Liouville Theorem, we deduce that u must be constant.
(ii) If N = 3, the same conclusion applies as a consequence of a Pohozaev identity, or by applying
the moving spheres method (see [35]).
(b) Our strategy to prove Theorems 2.2 and 2.3, consists in using positive solution from the limiting
system of equations (2.10). For this system, note that the coeﬃcients αi j must satisfy natural
condition to ensure existence of solutions. Indeed, looking at the system (2.10) we easily see that
0=
∫
Ω j
{
u1u2
d∑
i=1
(αi1 − αi2)u2i
}
, ∀1 = 2.
Hence, if for some 1, 2 ∈ {1, . . . ,d}, 1 = 2, we have
αi1 − αi2 < 0 ∀i ∈ {1, . . . ,d}, (2.12)
then system (2.10) does not admit any solution u> 0.
In the case d = 2, condition (2.12) is equivalent to
min{α11,α22} <α12 <max{α11,α22}.
Hence for d = 2, in order to get positive solution to the system (2.10) we must necessarily con-
sider coupling constant α12 satisfying
(i) α12 <min{α11,α22} or (ii) α12 >max{α11,α22}. (2.13)
Referring to (2.2), the case (ii) in (2.13) is precisely our assumption (H3) when d = 2.
Henceforth, we will use the same C to denote a generic positive constants, and the notation o(1)
will refer to quantities that tend to 0.
3. Functional framework
In this section we give the main property of the vector space E(D) deﬁned by (2.5) endowed
with the inner product (2.6), where D is an open set on which V ≡ 0. We start with the following
embedding result.
Proposition 3.1. Let V ∈ L1loc(RN ,Rd) be a map with V  0, D ⊂RN , and assume one of the following holds:
(a) D is a bounded Lipschitz open set, and on each connected component D ′ of D we have
∫
D ′ Vi > 0 for all
i = 1, . . . ,d;
(b) D is an unbounded Lipschitz domain and lim inf|x|→∞ Vi(x) > 0 for i = 1, . . . ,d.
Then, for each λ > 0 we have the following continuous embedding
(
E(D),‖ · ‖λ,D
)
↪→ [H1(D)]d. (3.1)
Proof. (a) Let us argue by contradiction. If the embedding (3.1) does not hold, we can ﬁnd a sequence
un ∈ E(D) such that
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D
{|∇un|2 + λutnVun}= o(1), (3.2)
∫
D
{|∇un|2 + |un|2}= 1. (3.3)
By (3.3) we deduce un → u weakly in [H1(D)]d (up to a subsequence). In particular we have
lim inf
n→∞
∫
D
|∇un|2 
∫
D
|∇u|2, (3.4)
and by Rellich–Kondrachov Theorem we get un → u in [L2(D)]d . The sequence converges therefore
pointwise and since V  0, Fatou’s Lemma yields
lim inf
n→∞
∫
D
utnV un 
∫
D
ut V u. (3.5)
Hence, (3.2)–(3.5) give ∫
D
|∇u|2 = 0 and
∫
D
V iu
2
i = 0,
for i ∈ {1, . . . ,d}. Hence ui is constant on each connected component D ′ of D , and the assumption∫
D ′ Vi > 0 implies that ui ≡ 0 for all i ∈ {1, . . . ,d} on D ′ .
From the Rellich–Kondrachov Theorem, and (3.2), we deduce in fact that un → 0 strongly in H1(D).
This contradicts the normalization (3.3).
(b) In the case D is unbounded, our assumptions imply the existence of a ball B(0, R) and δ > 0
such that ∫
B∩D
V i > 0 and Vi  δ on D \ B(0, R), (3.6)
for each i ∈ {1, . . . ,d}. Therefore, by the part (a), we ﬁnd a constant ν > 0 such that∫
D∩B(0,R)
{|∇u|2 + λut V u} ν ∫
D∩B(0,R)
{|∇u|2 + |u|2},
and furthermore by the second condition in (3.6), we also get∫
D\B(0,R)
{|∇u|2 + λut V u} δ ∫
D\B(0,R)
{|∇u|2 + |u|2}.
Therefore the conclusion follows. 
In particular we deduce the following.
Corollary 3.2. Assume that assumption (a) or (b) of Proposition 3.1 holds. Then the vector space E(D) endowed
with the inner product deﬁned by (2.6) is a Hilbert space.
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that
un − u→ 0 in
[
H1(D)
]d
.
On the other hand, since
√
Viun,i is a Cauchy sequence in L2(D) (for i = 1, . . . ,d), and un → u in
[L2(D)]d , we deduce
(un − u)t V (un − u) → 0.
Hence un → u in (E(D),‖ · ‖λ,D). 
Remark 3.3.
(a) Our Proposition 3.1 extends Proposition 1.1 in [18]. Let us emphasize that our proof is completely
different, shorter, and is in fact closer to the argument used in [40, Chapter 4] to prove the usual
Poincaré inequality.
(b) If lim inf|x|→∞ V (x) = 0, then the embedding (3.1) may fail. For instance, in the scalar case d = 1,
consider the function V :RN → R, such that V ≡ 0 on RN \ B(0,1). In this case, for the family of
radial functions uα ∈ C∞0 (RN ) deﬁned by
0 uα  1, uα(x) =
{0 if |x| < 1,
1 if 2< |x| <α,
0 if |x| >α + 1,
∣∣u′α∣∣ C,
a straight computation shows that, for α large we have
∫
RN
{|∇uα |2 + V (x)u2α}∫
RN
{|∇uα |2 + u2α}
 C
1+ ∫ α+1α rN−1
1+ ∫ α2 rN−1 = O
(
1
αN
)
.
Therefore, the embedding (3.1) cannot hold in this case.
4. A penalized functional
On a bounded domain Ω ⊂RN , it is well known that the functional (2.8) satisﬁes the Palais–Smale
condition. Classical results imply the existence of a positive solution of mountain pass type [2]. When
working on RN the situation is drastically different since the functional (2.8) may fail to satisfy the
Palais–Smale condition. Indeed, consider for instance potentials V i satisfying Vi ≡ 1 on RN \ Ω with
Ω RN . Consider then a solution u of
−u+ λu= ∇ F (u), u ∈ [H10(Ω)]d, u ≡ 0,
which exists since Ω is bounded. Then the sequence of translated functions u(· + ne1), with e1 :=
(1,0, . . . ,0) and n ∈ N, is a non-converging Palais–Smale sequence.
To overcome this lack of compactness, we will modify the nonlinearity and work with a penalized
functional for which the Palais–Smale condition holds.
4.1. The penalized nonlinearity
From our assumptions (H2) on the set
⋂d
i=1 V
−1
i (0), for each j ∈ {1, . . . ,m} we can ﬁnd a bounded
open subset Ω ′j with smooth boundary such that
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(ii) Ω ′j ∩Ω ′k = ∅ for all k = j;
(iii) Ω ′j ∩ (V−1i (0) \Ω j) = ∅ ∀ j ∈ {1, . . . ,m}, ∀i ∈ {1, . . . ,d}.
In what follows, we ﬁx a non-empty subset J ⊂ {1, . . . ,m} and deﬁne
Ω J :=
⋃
j∈ J
Ω j, Ω
′
J :=
⋃
j∈ J
Ω ′j.
Following ideas developed by Del Pino and Felmer (see [17]), solutions to the system (Sλ) that con-
centrate on Ω J , will be obtained as critical points of a penalized functional:
Φλ : E →R, u → 1
2
∫
RN
{|∇u|2 + λut V u}− ∫
RN
H(·,u),
H(x,u) = χΩ ′J (x)F (u)+
(
1− χΩ ′J (x)
)
P (u), (4.1)
where χΩ ′J stands for the usual characteristic function, and P is a nonlinearity that will be chosen in
such a way that: the modiﬁed functional Φλ satisﬁes the Palais–Smale condition and penalizes large
value of |u| outside Ω ′J .
To construct the nonlinearity P , for each a> 0 we consider Xa ∈ C∞0 ([0,+∞),R) satisfying
0Xa  1, Xa(t) =
{
1, t ∈ [0,a],
0, t > 2a,
X ′a(t) 0,
∣∣X ′a(t)∣∣ ca (4.2)
where c is a positive constant, and deﬁne
P (η) = Xa
(|η|)F (η), η ∈Rd. (4.3)
For later purpose, let us mention that we can ﬁnd a constant P0 > 0 such that
P (η) a2P0|η|2,
∣∣∇ P (η)∣∣ a2P0|η|, ∀η ∈Rd (4.4)
which follows from Xa(s) = X ′a(s) = 0 for s 2a and the fact
∇ P (η) = X ′a
(|η|) η|η| F (η)+ Xa
(|η|)∇ F (η).
It is easy to check that Φλ ∈ C1(E,R) and its critical points are solutions of
−u+ λV (x)u= ∇uH(x,u), u 0. (4.5)
Since P (η) = F (η) whenever |η| a, a critical point u of Φλ is solution of (Sλ) if and only if |u| a
in RN \Ω ′J .
Note that our penalization is simpler than the one used by Ding and Tanaka [18] to construct
solution for the scalar equation (1.1). With the choice (4.3) some of their arguments can be shortened,
and allows to obtain easily similar results of existence for the system (Sλ).
3640 M. Lucia, Z. Tang / J. Differential Equations 252 (2012) 3630–36574.2. Compactness properties
To prove our main result, we will work with the functional Φλ,D with D to be one of the open
sets:
D =RN , D = Ω ′J , D =RN \Ω ′J . (4.6)
Given λ0 > 0 and D be one of the open sets (4.6), the embedding (3.1) yields the existence of a
constant γ0 > 0 such that ∫
D
|u|2  γ0‖u‖2λ,D , ∀u ∈ E(D), ∀λ λ0. (4.7)
Indeed, in the scale case, the same inequality with (4.7) has been proved by Tang [38, Proposition 3.1].
The parameter a in the cutting function (4.2) must be chosen in order to have compactness prop-
erties for the functionals
Φλ,D(u) := 1
2
∫
D
{|∇u|2 + λut V u}− ∫
D
H(·,u), u ∈ E(D), (4.8)
with λ λ0 and D one of the open sets (4.6). This can be done if a is small enough, and the compu-
tations that we will do lead to the following choice:
a2P0γ0 <
1
10
. (4.9)
Henceforth we ﬁx λ0 > 0, and shall consider the family of functionals (Φλ,D)λλ0 with the parameter
a chosen as in (4.9). With this choice of a we can derive the following estimates.
Lemma 4.1. Assume (H1)–(H2). Let λ0 > 0 be ﬁxed, D be one of the sets (4.6), and choose a as in (4.9). Then
for any λ λ0 we have
Φλ,D(u)− 1
4
Φ ′λ,D(u)(u)
1
8
‖u‖2λ,D , ∀u ∈ E(D), (4.10)
Φλ,RN\Ω ′J (u)
1
8
‖u‖2
λ,RN\Ω ′J , ∀u ∈ E
(
R
N \Ω ′J
)
. (4.11)
Proof. Let us prove (4.10). Since F is homogeneous of degree 4, we have 〈∇ F (η),η〉 = 4F (η). There-
fore
Φλ,D(u)− 1
4
Φ ′λ,D(u)(u) =
(
1
2
− 1
4
)
‖u‖2λ,D −
∫
D\Ω ′J
{
P (u)− 1
4
〈∇ P (u),u〉}. (4.12)
By applying (4.4) and Proposition 3.1 we obtain
Φλ,D(u)− 1
4
Φ ′λ,D(u)(u)
1
4
(
‖u‖2λ,D − 5a2P0
∫
D\Ω ′J
|u|2
)
 1
4
(‖u‖2λ,D − 5a2P0γ0‖u‖2λ,D)
 1
(
1− 5a2P0γ0
)‖u‖2λ,D .4
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Φλ,RN\Ω ′J (u)
1
2
‖u‖2
λ,RN\Ω ′J − a
2P0
∫
RN\Ω ′J
|u|2 
(
1
2
− a2P0γ0
)
‖u‖2
λ,RN\Ω ′J .
The conclusion (4.11) follows then by choosing a as in (4.9). 
Setting (E∗(D),‖ · ‖∗λ,D) to be the dual space of (E(D),‖ · ‖λ,D) (for λ > 0), we have the following
compactness result:
Proposition 4.2. Assume (H1)–(H2). Let λ0 > 0, D be one of the sets (4.6), and choose a as in (4.9). Then for
any sequence (λn,un) ∈ [λ0,∞)× E(D) satisfying
Φλn,D(un) c,
∥∥Φ ′λn(un)∥∥∗λn,D → 0, (4.13)
the following hold:
(a) the sequences ‖un‖λn,D , ‖un‖1,D are bounded;
(b) there exists u ∈ E(D) such that (up to a subsequence)
‖un − u‖λn,D → 0, un → u strongly in E(D). (4.14)
If lim infn→∞ λn = ∞ we furthermore have
u≡ 0 in D \Ω J , u ∈
[
H10(Ω J )
]d
,
I ′Ω j (u|Ω j ) = 0 ∀ j ∈ J , limn→∞Φλn(un) =
∑
j∈ J
IΩ j (u).
Proof. (a) By applying (4.10) in Lemma 4.1, and the assumption (4.13), we have
1
8
‖un‖2λn,D Φλn,D(un)−
1
4
Φ ′λn,D(un)(un) c + εn‖un‖λn,D ,
with limn→∞ εn = 0. Therefore ‖un‖λn,D is bounded. Since the norms ‖ · ‖λ0,D and ‖ · ‖1,D are equiv-
alent, we deduce
‖un‖1,D  C‖un‖λ0,D  ‖un‖λn,D = O (1),
and therefore un is also bounded in (E(D),‖ · ‖1,D).
(b) By part (a) and Proposition 3.1 we note that (up to a subsequence):
un ⇀ u weakly in
(
E(D),‖ · ‖1,D
)
, (4.15)
un ⇀ u weakly in
[
H1(D)
]d
. (4.16)
Using (4.13), for n → ∞ we have
Φ ′λn,D(un)(un − u) = o(1),
which yields
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∫
D
ut V (un − u)+
∫
D
〈∇u,∇(un − u)〉
−
∫
Ω ′J
〈∇ F (un),un − u〉−
∫
D\Ω ′J
〈∇ P (un),un − u〉= o(1). (4.17)
Firstly, by using (4.16) we have ∫
D
〈∇u,∇(un − u)〉= o(1). (4.18)
Secondly, since Ω ′J is bounded, we have un → u in [L4(Ω ′J )]d (Rellich–Kondrachov Theorem), and so∫
Ω ′J
〈∇ F (un),un − u〉= o(1). (4.19)
Thirdly, since the map [H1(D)]d → L2(D), w → |w| is continuous, the weak convergence (4.16) im-
plies
|un − u| ⇀ 0 weakly in L2(D). (4.20)
Thus ∫
D\Ω ′J
∣∣〈∇ P (un),un − u〉∣∣ a2P0
∫
D\Ω ′J
|un||un − u|
 a2P0
{ ∫
D\Ω ′J
|un − u|2 +
∫
D\Ω ′J
|u||un − u|
}
= a2P0
∫
D\Ω ′J
|un − u|2 + o(1)
 a2P0γ0‖un − u‖2λn,D + o(1). (4.21)
Plugging in (4.17) the inequalities (4.18), (4.19) and (4.21) we obtain
(
1− a2P0γ0
)‖un − u‖2λn,D + λn
∫
D
ut V (un − u) o(1). (4.22)
To proceed with the proof we distinguish two cases.
Case 1. The sequence λn is bounded.
The continuous embedding (E(D),‖ · ‖λ0) ↪→
∏d
i=1 L2(D, Vi(x)dx), together with (4.15) gives∫
ut V (un − u) = o(1).D
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(
1− a2P0γ0
)‖un − u‖2λn,D  o(1).
Hence by the choice of a (4.9) we deduce ‖un − u‖λn,D = o(1) and since
‖un − u‖1,D  C‖un − u‖λ0,D  ‖un − u‖λn,D = o(1),
we conclude (4.14) in the case λn is bounded.
Case 2. λn → ∞ (along a subsequence).
Since Vi  0 for i ∈ {1, . . . ,d}, Fatou’s Lemma and part (a) yield
∫
D
V iu
2
i  lim infn→∞
1
λn
∫
D
{|∇un|2 + λnutnV un}= lim infn→∞ ‖un‖λn,Dλn = 0.
Thus, Viui ≡ 0 a.e. on D (so ui ≡ 0 on D \ V−1i (0)). In particular we derive
λn
∫
D
ut V (un − u) = 0,
which together with (4.22) implies
‖un − u‖λn,D = o(1).
This shows conclusion (4.14) in the case λn is unbounded.
We now prove that u≡ 0 on D \Ω J . Consider the function
uˆ :=
{
0 inΩ J ,
u on D \Ω J .
Since ui ≡ 0 in D \ V−1i (0), we have that uˆ≡ 0 in Ω ′J and therefore uˆ ∈ E(D). Hence, our assumption
that ‖Φ ′λn (un)‖∗λn → 0 (see (4.13)), and the fact that ‖uˆ‖λn,D is independent of λn (since Viuˆ2i ≡ 0
on D) imply that Φ ′λn (un)(uˆ) → 0. From this fact with that un converges strongly in H1(D) (by (4.14)
and (3.1)), we get
∫
D
{|∇uˆ|2 − 〈∇ P (uˆ), uˆ〉}= 0. (4.23)
Using in (4.23) the norm ‖ · ‖λ0,D , the estimate (4.4) and Proposition 3.1, we deduce
0= ‖uˆ‖2λ0,D −
∫
D
〈∇ P (uˆ), uˆ〉 ‖uˆ‖2λ0,D − a2P0
∫
D
|uˆ|2

(
1− a2P0γ0
)‖uˆ‖2λ ,D .0
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u≡ 0 a.e. in D \Ω J . (4.24)
Since Ω J is an open set of class C1, conclusion (4.24) implies u ∈ [H10(Ω J )]d (see [10, Proposi-
tion IX.18]).
Let us now prove that I ′Ω j (u) = 0 for each j ∈ J . Using again that ‖Φ ′λn (un)‖∗λn → 0 and that
‖ξ‖λn,D is independent of λn for any ξ ∈ H10(Ω j), we deduce that Φ ′λn (un)(ξ) → 0. Remembering that
on Ω J we have H ≡ F (see (4.1)), we deduce that
∫
Ω j
〈∇u,∇ξ 〉 −
∫
Ω j
〈∇ F (u), ξ 〉= 0, ∀ξ ∈ H10(Ω j).
Hence, I ′Ω j (u|Ω j ) = 0, for any j ∈ J .
Finally, since ut V u≡ 0 on D , and ‖un − u‖2λn,D = o(1) we also deduce
λn
∫
D
utnV un = λn
∫
D
(un − u)t V (un − u) ‖un − u‖2λn,D = o(1).
Therefore limn→∞ Φλn (un) =
∑
j∈ J IΩ j (u). This concludes the proof of this proposition. 
Proposition 4.3. Assume (H1)–(H2) hold, and choose a as in (4.9).
(a) For each λ  λ0 , the functional Φλ satisﬁes the Palais–Smale condition at each level c ∈ R. I.e., any se-
quence un in E satisfying
Φλ(un) → c,
∥∥Φ ′λ(un)∥∥∗λ → 0, (4.25)
admits a subsequence converging strongly in E.
(b) Assume there exists a family (λ,uλ) ∈ [λ0,∞)× E satisfying
Φλ(uλ) M, Φ ′λ(uλ) = 0. (4.26)
Then there exists Λ := Λ(M) > 0 such that |uλ| a in RN \ Ω ′J whenever λΛ. In particular, (λ,uλ)
solves the original problem (Sλ) for λΛ.
Proof. (a) Apply Proposition 4.2 with the constant sequence λn = λ.
(b) Since Φ ′λ(uλ) = 0, we easily see that uλ is a non-negative solution of (4.5). From the fact
V1, . . . , Vd are also non-negative on RN , we deduce
−uλ ∇uH(·,uλ) on RN .
Since the distance between the closed sets Ω J and RN \Ω ′J is positive, we can choose r > 0 such that
B2r(x) ⊂RN \Ω J for all x ∈RN \Ω ′J . Applying, in the open set RN \Ω J with N  3, the sub-solution
estimate given in [22, Theorem 8.17], we can ﬁnd a constant C(r) such that
sup
B (x)
uλ(x) C(r)
(‖uλ‖L2(B2r(x)) + ∥∥∇uH(·,uλ)∥∥L2(RN\Ω J )), (4.27)r
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∣∣∇uH(·,u)∣∣
{
a2P0|u| on RN \Ω ′J ,
C |u|3 onΩ ′J .
Thus, for any x ∈ RN \Ω ′J , the inequality (4.27) can be rewritten as
sup
Br(x)
uλ(x) C
(‖uλ‖L2(RN\Ω ′J ) + ‖uλ‖L6(Ω ′J \Ω J )). (4.28)
Since ‖ · ‖1,RN  ‖ · ‖λ,RN (for λ 1), by applying Proposition 4.2, for any sequence λn → ∞ we can
extract a subsequence still denoted as λn such that ‖un − u‖1,RN → 0 with u ≡ 0 on RN \ Ω J . The
embedding (3.1), and the classical Sobolev embedding (N  3):
E
(
R
N \Ω J
)
↪→ H1(RN \Ω J ), H1(Ω ′J ) ↪→ L6(Ω ′J )
imply that
‖uλn‖L2(RN\Ω ′J ) + ‖uλn‖L6(Ω ′J \Ω J ) → 0.
Since λn → ∞ is arbitrary, we conclude that for λ → ∞ we have
‖uλ‖L2(RN\Ω ′J ) + ‖uλ‖L6(Ω ′J \Ω J ) → 0. (4.29)
Hence (4.28) and (4.29) show that |uλ(x)| → 0 uniformly in x ∈ RN \Ω ′J . 
The above theorem shows that Φλ satisﬁes Palais–Smale condition. If αi j > 0, we easily check that
u ≡ 0 is a strict local minimizer of Φλ and that this functional has actually a mountain geometry.
Hence, at this stage of the paper we already know that Φλ admits a non-trivial critical point uλ for
each λ > 0. We also easily see that Φλ(uλ)  M . Hence from part (b) of Proposition 4.3, we deduce
the existence of a positive solution to the system (Sλ), when λ > Λ. However it is not clear at this
point that such solutions are non-scalar, and it is not clear either if these solutions concentrate on
the set Ω J . Our aim will be to construct solutions that share both such properties.
5. The limiting problem
Proposition 4.2 shows that for λ → ∞ solutions to the system (Sλ) converge in (E(D),‖ · ‖1) to a
function in [H10(Ω J )]d that solves the system (2.10). In this section, we collect some useful facts on
critical points of mountain pass type for such limiting problem.
Given a Banach space X , and a function I : X → R that has a mountain pass geometry, i.e.
I(0) = 0, I  0 in B(0,ρ0), I  ρ1 on ∂B(0,ρ0), I(ξ) < 0, (5.1)
for some ρ0,ρ1 > 0 and ξ /∈ B(0,ρ0), we will denote the “mountain pass level” by
c(I) := inf
γ∈Γ (I) supt∈[0,1]
I
(
γ (t)
)
,
where Γ (I) := {γ ∈ C([0,1], X): γ (0) = 0, I(γ (1)) < 0}. We will use the notation Cr(I) to denote the
set of critical points of the functional I .
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I0 :
[
H10(D)
]d →R, u → ∫
D
{ |∇u|2
2
− F (u)
}
.
Consider the restrictions I1, . . . , Id of I0 on the subspaces
H10(D)× {0}d−1, {0} × H10(D)× {0}d−2, . . . , {0}d−1 × H10(D).
Then:
(a) Ii has a mountain pass geometry and c(Ii) is a critical value (i = 0,1, . . . ,d).
(b) If ω ∈ Cr(I0) with I0(ω) = c(I0), then c(I0) = maxt>0 I0(tω) and c(I0) is a least energy critical level, i.e.
c(I0) = inf
{
I0(u): u ∈ Cr(I0), I0(u) = 0
}
.
(c) Assume (H3) holds. Then any ω ∈ Cr(I0) with I0(ω) = c(I0) is non-scalar (i.e. has at least two positive
components).
Proof. (a) The well-known arguments show that the functionals Ii satisfy the Palais–Smale condition
(D is bounded), and have a mountain pass geometry. Hence the min–max values c(I i) are critical
values [2].
(b) Since F is a homogeneous nonlinearity, we can follow step by step the proof given in [39,
Theorem 4.2] for scalar functional.
(c) Here we borrow some arguments found in [37]. Note ﬁrst that
ω is scalar ⇒ c(I0) = min
1id
{
c(Ii)
}
. (5.2)
Indeed, since Γ (I1), . . . ,Γ (Id) ⊂ Γ (I0) we always have c(I0)min1id{c(Ii)}. Now if ω is scalar,
we may without loss of generality assume that its ﬁrst component satisﬁes ω1 ≡ 0, while ωi ≡ 0 for
i  2. Choose R > 0 such that I0(Rω) < 0 and consider the path γ (t) = tRω. We have γ ∈ Γ (I1), and
it holds
c(I0) = I0(ω) = max
t∈[0,1] I0(tRω1,0, . . . ,0) c(I1).
Thus to show that ω is non-scalar, it is suﬃcient to ﬁnd a path γ0 ∈ Γ (I0) such that
maxt∈[0,1] I(γ0(t)) <min1d{c(I)}. With this aim consider the scalar functional
Iˆ(u) =
∫
D
{ |∇u|2
2
− u
4+
4
}
, u ∈ H10(D).
This functional admits a mountain pass critical level c( Iˆ) achieved at a critical point wˆ . Choosing
k ∈ (0,∞)d satisfying (H3), we consider then the path
γ0(t) := t(
√
k1 wˆ, . . . ,
√
kd wˆ).
Since condition (2.1) is still satisﬁed after multiplying k by a scalar positive constant, we can also
assume
I(
√
k wˆe) < 0, for  = 1, . . . ,d, (5.3)
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I0
(
γ0(1)
)= 1
2
d∑
i=1
∫
D
ki |∇ wˆ|2 − 14
d∑
i, j=1
∫
D
αi jkik j wˆ
4
=
d∑
i=1
Ii(
√
ki wˆ)− 14
∑
i = j
kik jαi j
∫
D
wˆ4 < 0.
Thus we have γ0 ∈ Γ (I0), and furthermore
max
t∈[0,1] I0
(
γ0(t)
)= max
t∈[0,1] I0(t
√
k1 wˆ, . . . , t
√
kd wˆ)
= max
t∈[0,1]
{
t2
2
(
d∑
i=1
ki
)∫
D
|∇ wˆ|2 − t4
∫
D
F (
√
k1 wˆ, . . . ,
√
kd wˆ)
}
= 1
16
((
∑d
i=1 ki)
∫
D |∇ wˆ|2)2∫
D F (
√
k1 wˆ, . . . ,
√
kd wˆ)
= (
∑d
i=1 ki)2∑d
i, j=1 αi jkik j
(
∫
D |∇ wˆ|2)2
4
∫
D wˆ
4
=
∑d
i, j=1 kik j∑d
i, j=1 αi jkik j
c( Iˆ). (5.4)
Since k satisﬁes (2.1), we deduce
∑d
i, j=1 kik j∑d
i, j=1 αi jkik j
<
1
A
. (5.5)
Hence (5.4) together with (5.5) yields
max
t∈[0,1] I0
(
γ0(t)
)
<
c( Iˆ)
A
= min
{
c( Iˆ)
α11
, . . . ,
c( Iˆ)
αdd
}
=min{c(I1), . . . , c(Id)}. 
We discuss now how the functionals IΩ j , Φλ,Ω ′j (deﬁned by (2.9), (4.8)) are related one to the
other as ε → 0. Since these two functionals satisfy the Palais–Smale condition (the open sets Ω j , Ω ′j
are bounded) and have a mountain pass geometry when αi j > 0, the energy levels c(IΩ j ), c(Φλ,Ω ′j )
are critical values (see [2]). The following result shows that mountain pass critical points of Φλ,Ω ′j
converge, as λ → ∞ to a mountain pass critical point of IΩ j .
Proposition 5.2. Assume (H1), (H2) hold and αi j > 0.
(a) For λ > 0, λ → c(Φλ,Ω ′j ) is non-decreasing and
0< c(Φλ,Ω ′j ) c(IΩ j ). (5.6)
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sequence, we can ﬁnd ω j ∈ Cr(IΩ j ) such that
‖ωλn, j −ω j‖λ,Ω ′j → 0 and limλ→∞ c(Φλ,Ω ′j ) = IΩ j (ω j) = c(IΩ j ).
Proof. (a) The deﬁnition of the mountain pass level readily implies c(Φλ,Ω ′j ) > 0, and the monotonic-
ity for λ > 0 follows from the fact that Vi  0 (i = 1, . . . ,d). Furthermore, using the natural embedding
H10(Ω j) ↪→ H1(Ω ′j) we have Γ (IΩ j ) ⊂ Γ (Φλ,Ω ′j ) which implies c(Φλ,Ω ′j ) c(IΩ j ). Thus (a) holds.
(b) Part (a) shows that Φλ,Ω ′j (ωλ, j) is bounded. Applying then Proposition 4.2, we can ﬁnd ω j ∈
Cr(IΩ j ) such that ‖ωλn, j −ω j‖λn,Ω ′j → 0 (along a subsequence), and
0< lim
n→∞Φλ,Ω ′j (ωλn, j) = IΩ j (ω j) c(IΩ j ).
Now by Proposition 5.1, we know that c(IΩ j ) is the least energy level of IΩ j and therefore
lim
n→∞Φλn,Ω ′j (ωλn, j) = IΩ j (ω j) = c(IΩ j ).
Since this limit holds for any sequence λn → ∞, we conclude limλ→∞ c(Φλ,Ω ′j ) = c(IΩ j ). 
6. Deformation lemma
In this section we introduce a deformation lemma following the main ideas found in [18]. Since
such deformation can be useful for a wide range of problems, we will give a general statement in
Hilbert spaces. We will then apply it to detect critical points for our functional Φλ .
6.1. Formulation in a Hilbert space
In a Hilbert space (H, 〈·,·〉), we consider a C2-functional F :H → R that satisﬁes the Palais–Smale
condition. For L ∈R we will use the notation
F L := {u ∈ H: F(u) L},
and given A ⊂ F L , the ε-neighborhood of A in F L will be denoted as
Aε :=
{
u ∈ F L: dist(u, A) < ε}.
Using the gradient of steepest descent, we can show the following:
Proposition 6.1. Let F ∈ C2(H,R) be a functional that satisﬁes the Palais–Smale condition, and consider a
closed set A ⊂ F L . Assume that
(i) there exists a constant σ0 > 0 such that∥∥∇F(u)∥∥ σ0, ∀u ∈ A3ε \ Aε; (6.1)
(ii) F admits no critical point in Aε .
Then, there exists a C1-deformation η : [0,∞)× F L → F L such that
(i) F(η(·,u0)) = u0 for all u0 ∈ F L \ A4ε;
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(iii) there exists T > 0 such that F(η(T ,u0)) L − σ0ε for all u0 ∈ Aε .
Proof. By assumption the functional F satisﬁes the Palais–Smale condition and has no critical points
in Aε . Hence we deduce the existence of a constant σ1 > 0 such that∥∥∇F(u)∥∥ σ1 ∀u ∈ Aε. (6.2)
Let ϕ :H → R be a locally Lipschitz continuous function such that
0 ϕ  1, ϕ(u) =
{
1 for u ∈ A3ε,
0 for u /∈ A4ε.
Deﬁne then the following vector-ﬁeld
X :F L → H, u → −ϕ(u) ∇F(u)‖∇F(u)‖ ,
and consider the following deformation ﬂow η : [0,∞)× F L → F L deﬁned by
dη
dt
= X(η(t,u)), η(0,u) = u ∈ F L .
We note that η satisﬁes the following
d
dt
F(η(t,u))= −ϕ(u)∥∥F(u)∥∥ 0, (6.3)∥∥∥∥dηdt
∥∥∥∥
λ
 1 for all (t,u) ∈ [0,∞)× F L, (6.4)
η(t,u) = u for all (t,u) ∈ [0,∞)× (F L \ A4ε). (6.5)
Claim. Set σ˜ :=min{σ0, σ1} with σ0 , σ1 given in (6.1) and (6.2). Then for T := σ0εσ˜ ,
F(η(T ,u0)) L − σ0ε, ∀u0 ∈ Aε. (6.6)
To keep notation short, let us set η˜(t) := η(t,u0). We consider two cases:
(i) η˜(t) ∈ A3ε for all t ∈ [0, T ];
(ii) η˜(t) ∈ ∂ A3ε for some t ∈ [0, T ].
When (i) holds, we have ϕ(η˜(t)) ≡ 1 and ‖∇F(η˜(t))‖ σ˜ for all t ∈ [0, T ]. Thus by (6.3), we have
F(η˜(T ))= F(u0)+
T∫
0
d
ds
F(η˜(t))
= F(u0)−
T∫
ϕ
(
η˜(s)
)∥∥∇F(η˜(s))∥∥ds
0
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T∫
0
σ˜ ds
= c J − σ0ε.
When (ii) holds there exist 0 t1 < t2  T such that
η˜(t1) ∈ ∂ Aε, η˜(t2) ∈ ∂ A3ε, (6.7)
η˜(t) ∈ A3ε \ Aε for all t ∈ [t1, t2]. (6.8)
By (6.7) there exists u ∈ A such that
∥∥η˜(t1)− u∥∥ 2ε,
and for such u, property (6.7) also yields
∥∥η˜(t2)− u∥∥ 3ε.
Therefore we have
∥∥η˜(t2)− η˜(t1)∥∥ ∥∥η˜(t2)− u∥∥− ∥∥η˜(t1)− u∥∥ ε. (6.9)
By (6.4) and (6.9) we get
ε 
∥∥η˜(t2)− η˜(t1)∥∥
t2∫
t1
∥∥∥∥dη˜ds
∥∥∥∥ (t2 − t1).
Using (6.8), (6.1), and the fact that t2 − t1  ε, we have
F(η˜(T ))= F(u0)−
T∫
0
ϕ
(
η˜(s)
)∥∥∇F(η˜(s))∥∥ds
 c J −
t2∫
t1
σ0 ds
= c J − σ0(t2 − t1)
 c J − σ0ε
and thus (6.6) is proved. 
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The above deformation lemma will be applied to detect critical points of the functional Φλ con-
tained in some neighborhood containing solutions of the limiting problem (2.10).
More speciﬁcally consider the following set:
C := {ω ∈ H10(Ω J ): I ′Ω j (ω|Ω j ) = 0, IΩ j (ω|Ω j ) = c(IΩ j )}. (6.10)
Extending each element of C by zero outside Ω J , this set will be identiﬁed to a subset of E . We easily
see that such set C is closed in E . Furthermore we have
Φλ(ω) =
∑
j∈ J
c(IΩ j ) =: c J , ∀ω ∈ C,
and therefore C ⊂ Φ−1λ (c J ). Consider the neighborhood
Cε =
{
u ∈ Φc Jλ : distλ(u,C) < ε
}
, (6.11)
where distλ(·, A) stands for the distance function to the set A induced in E by the norm ‖ · ‖λ .
Since each ω ∈ C arises as solution to the limiting problem for the system (Sλ), we expect to ﬁnd
some critical points of the functional Φλ in Cε . Henceforth we will choose ε as follows
0< ε <
1
2
min
j∈ J
√
c(IΩ j ). (6.12)
Lemma 6.2. Assume (H1)–(H2) hold. There exist σ0,Λ0 > 0 such that
∥∥Φ ′λ(u)∥∥∗λ  σ0, (6.13)
for all λ >Λ0 , and for all u ∈ C3ε \ Cε .
Proof. Let (λn,un) ∈ (0,∞)×Φc Jλ be such that
λn → ∞ and
∥∥Φ ′λn (un)∥∥∗λn → 0. (6.14)
By Proposition 4.2, we can extract a subsequence of un still denoted as un , such that
un → u in E and I ′Ω j (u|Ω j ) = 0,
for j = 1, . . . ,m. Since un ∈ Φc Jλ and Φλ(un) →
∑
j∈ J IΩ j (u|Ω j ), we have
∑
j∈ J
IΩ j (u|Ω j )
∑
j∈ J
c(IΩ j ). (6.15)
Hence, two cases may occur.
Case 1. IΩ j (u|Ω j ) = c(IΩ j ) for all j ∈ J ,
In this case, we have u ∈ C , and therefore un ∈ Cε for large n.
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In this case, since c(IΩ j0 ) is the least energy level, we have IΩ j0 (u) = 0 and therefore u|Ω j0 = 0.
Hence for any ω ∈ C we have
‖un −ω‖λ → ‖u−ω‖λ  ‖ω‖λ,Ω j0 = 2
√
c(IΩ j0 ) > 4ε,
where the last inequality follows from the choice (6.12). In this case un /∈ C3ε .
Hence, property (6.14) can hold only if un ∈ Cε or un /∈ C3ε . This completes the proof. 
The fact that Φλ satisﬁes the Palais–Smale condition (by Proposition 4.3) and Lemma 6.2 allow us
to formulate the deformation lemma given in Proposition 6.1 as follows:
Proposition 6.3. Assume (H1)–(H2) hold. Consider the set Cε deﬁned by (6.11) with ε satisfying (6.12), and
the constantΛ0 given in Lemma 6.2. Assume that for λΛ0 , problem (Sλ) admits no solutions uλ ∈ Cε . Then,
there exists a C1-deformation η : [0,∞)×Φc Jλ → Φc Jλ with the following properties:
(i) Φλ(η(·,u0)) = u0 for all u0 ∈ F L \ C4ε;
(ii) ddsΦλ(η(·,u0)) 0 for all u0 ∈ F L ;
(iii) there exist T > 0 and a constant c˜ > 0 independent of λ, such that
Φλ
(
η(T ,u0)
)
 c J − c˜, ∀u0 ∈ Cε.
7. A minimax argument
In this ﬁnal section we give a minimax argument to construct, for λ large, critical points for the
functional Φλ , under the hypotheses (H1), (H2) and αi j > 0.
For each j ∈ J , consider ω j ∈ Cr(IΩ j ) with IΩ j (ω j) = c(IΩ j ). Extending ω j by zero on RN \Ω j , we
get a function in H1(RN ) still denoted as ω j . Let us choose R > 0 such that
IΩ j (Rω j) < 0 ∀ j ∈ J and R  2. (7.1)
Setting | J | to be the cardinality of J , we can without loss of generality write J = {1, . . . , | J |}. Let us
then deﬁne the following:
γ0 : [0,1]| J | → E, s → R
∑
j∈ J
s jω j, (7.2)
Γ J :=
{
γ ∈ C([0,1]| J |, E): γ (s) = γ0(s) ∀s ∈ ∂([0,1]| J |)},
bλ, J := inf
γ∈Γ J
max
s∈[0,1]| J |
Φλ
(
γ (s)
)
. (7.3)
Note that γ0 ∈ Γ J . Moreover, for any γ ∈ Γ J we have Φλ(γ (0)) = Φλ(γ0(0)) = 0, which implies
bλ, J  0. Hence bλ, J is well deﬁned.
Proposition 7.1. Assume (H1), (H2) hold and αi j > 0.
(a) γ0(s) ∈ Φc Jλ for all s ∈ [0,1]| J | . Furthermore, maxs∈[0,1]| J | Φλ(γ0(s)) = c J , and γ0(s) = c J if and only if
s = ( 1R , . . . , 1R ).
(b) γ0(s) /∈ C4ε for all s ∈ ∂[0,1]| J | .
M. Lucia, Z. Tang / J. Differential Equations 252 (2012) 3630–3657 3653(c) For any λ > 0, we have
∑
j∈ J
c(Φλ,Ω ′j ) bλ, J  c J . (7.4)
(d) limλ→∞ bλ, J = c J .
Proof. (a) For any s ∈ [0,1]| J | , we have
Φλ
(
γ0(s)
)=∑
j∈ J
IΩ j (s j Rω j)
∑
j∈ J
max
s j∈[0,1]
IΩ j (s j Rω j).
Since maxs∈[0,1] IΩ j (sRω j) = c(IΩ j ) for any j ∈ J (see Proposition 5.1, part (b)), we deduce
Φλ
(
γ0(s)
)

∑
j∈ J
c(IΩ j ) = c J , ∀s ∈ [0,1]| J |.
Now at s0 = ( 1R , . . . , 1R ) we have Φλ(γ0(s)) =
∑
j∈ J IΩ j (ω j) = c J . But, from the homogeneity of F and
the fact that ω j is a critical point of IΩ j , we deduce that s → IΩ j (Rsω j) admits a unique maximum
point at s = 1R . We easily conclude that s0 = ( 1R , . . . , 1R ) is the unique maximum point of the function
s → Φλ(γ0(s)).
(b) Let ω˜ ∈ C . Since for each s ∈ ∂([0,1]| J |) we have s j0 ∈ {0,1} for some j0 ∈ J , we deduce that
∥∥γ0(s)− ω˜∥∥λ =∑
j∈ J
‖s j Rω j − ω˜ j‖λ  ‖s j0 Rω j − ω˜ j‖λ

∣∣s j0 R‖ω j‖λ − ‖ω˜ j‖λ∣∣. (7.5)
Using the fact that ‖ω j‖λ = ‖ω˜ j‖λ = 2√c(IΩ j ) we obtain
∥∥γ0(s)− ω˜∥∥λ  |s j0 R − 1|2√c(IΩ j ) 2√c(IΩ j ) 4ε.
(c) Since γ0 ∈ Γ J , the upper bound follows from part (a). Let us now prove the lower bound
estimate for bλ, J . Given γ ∈ Γ J , we deﬁne the map
Tγ : [0,1]| J | → R| J |, s →
(
Φλ,Ω ′1
(
γ (s/R)
)
, . . . ,Φλ,Ω ′| J |
(
γ (s/R)
))
.
For s ∈ ∂[0,1]| J | , we have γ (s)|Ω ′j = γ0(s)|Ω ′j = Rs jω j (ω j |Ω ′i ≡ 0 for i = j). Hence, we have
Tγ (s) = Tγ0(s) =
(
IΩ1(s1ω1), . . . , IΩl (s| J |ω| J |)
)
, ∀s ∈ ∂[0,1]| J |. (7.6)
Using the facts that ω j is a critical point of IΩ j , and that F is a homogeneous function, on the one
hand we have
d
ds j
IΩ j (s jω j) > 0 ∀s j ∈ [0,1] (7.7)
and on the other hand (see also Proposition 5.1, part (b)), we have:
max
s j∈[0,1]
IΩ j (s jω j) = c(IΩ j ). (7.8)
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Tγ
(
∂[0,1]| J |)= Tγ0(∂[0,1]| J |)= ∂
(∏
j∈ J
[
0, c(IΩ j )
])
. (7.9)
We claim that the map Tγ satisﬁes the following property:∏
j∈ J
[
0, c(IΩ j )
]⊂ Tγ ([0,1]| J |). (7.10)
We distinguish two cases.
Case 1. Let ξ ∈ ∂(∏ j∈ J [0, c(IΩ j )]).
In that case, relation (7.9) implies that ξ = Tγ (s0) for some s0 ∈ ∂[0,1]| J | .
Case 2. Let ξ ∈∏ j∈ J (0, c(IΩ j )).
In that case we ﬁrst note that by (7.9), the Leray–Schauder degree deg(Tγ , [0,1]| J |, ξ) is well
deﬁned. Since for each γ ∈ Γ J the maps Tγ and Tγ0 coincide on the boundary of [0,1]| J | we have
deg
(Tγ , [0,1]| J |, ξ)= deg(Tγ0 , [0,1]| J |, ξ). (7.11)
We can easily compute the derivative of the map Tγ0 , and using (7.7) we immediately deduce
deg
(Tγ0 , [0,1]| J |, ξ)= 1. (7.12)
The well-known properties of topological degree, relations (7.11) and (7.12), imply that there exists
sγ ∈ [0,1]| J | such that Tγ (sγ ) = ξ .
Hence, property (7.10) holds. In particular, since c(Φλ,Ω ′j ) ∈ (0, c(IΩ j )] (see (5.6)), we deduce that
there exists sγ ∈ [0,1]| J | such that
Tγ (sγ ) =
(
c(Φλ,Ω ′1), . . . , c(Φλ,Ω ′| J |)
)
,
i.e., (
Φλ,Ω ′1
(
γ (sγ /R)
)
, . . . ,Φλ,Ω ′| J |
(
γ (sγ /R)
))= (c(Φλ,Ω ′1), . . . , c(Φλ,Ω ′| J |)).
Thus setting u := γ (sγ /R), and remembering that Φλ,RN\Ω ′J  0 (see (4.11) in Lemma 4.1) we have
Φλ(u) =
∑
j∈ J
Φλ,Ω ′j (u)+Φλ,RN\Ω ′J (u)

∑
j∈ J
Φλ,Ω ′j (u)
=
∑
j∈ J
c(Φλ,Ω ′j ). (7.13)
Since γ ∈ Γ J is arbitrary, we conclude bλ, J ∑ j∈ J c(Φλ,Ω ′ ).j
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limλ→∞ bλ, J = c J . 
Theorem 7.2. Assume (H1), (H2) hold and αi j > 0. Consider the set Cε deﬁned by (6.11) with ε satisfy-
ing (6.12), and the constant Λ0 given in Lemma 6.2. Then, the functional Φλ admits a critical point uλ ∈ Cε
for each λΛ0 .
Proof. Let λΛ0, and assume that Φλ admits no critical points. Consider then the deformation ﬂow
η given by Proposition 6.3, and the minimax value bλ, J deﬁned by (7.3).
By Proposition 7.1 (parts (a), (b)), and the fact that η(·,u0) = u0 for any u0 ∈ Φc Jλ \ C4ε , we have
η(t, γ0(s)) = γ0(s) for all s ∈ ∂([0,1]| J |). Therefore
η(t, ·) ◦ γ0 ∈ Γ J . (7.14)
Setting s0 = ( 1R , . . . , 1R ), note that the deﬁnition of γ0 and Proposition 7.1 yield
γ0(s0) =ω ∈ Cε,
Φλ
(
γ0(s)
)
<Φλ
(
γ0(s0)
)= c J ∀s = s0.
By continuity of γ0, there is a ball B(s0, r) ⊂ [0,1]| J | such that
γ0(s) ∈ Cε ∀s ∈ B(s0, r),
max
s/∈B(0,r)
Φλ
(
γ0(s)
)
< c J .
Hence, by setting
m0 := max
{
Φλ
(
γ0(s)
)
: s ∈ [0,1]| J |, γ0(s) /∈ Cε
}
, (7.15)
we see that m0 is independent of λ and m0 < c J .
Now by the properties of the deformation ﬂow summarized in Proposition 6.3 we deduce the
following:
(i) If γ0(s) /∈ Cε , then
Φλ
(
η
(
T , γ0(s)
))
Φλ
(
γ0(s)
)
m0.
(ii) If γ0(s) ∈ Cε , then
Φλ
(
η
(
T , γ0(s)
))
 c J − c˜.
Therefore
bλ, J  max
s∈[0,1]| J |
Φλ
(
η
(
T , γ0(s)
))
max{m0, c J − c˜}. (7.16)
Hence, bλ, J is bounded from above by a constant that is independent of λ, and strictly less than c J .
However, this in contradiction with the fact limλ→∞ bλ, J = c J , proved in Proposition 7.1. Thus Φλ has
a critical point uλ ∈ Cε for each λ >Λ0. 
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We can now collect all our arguments to prove Theorems 2.2 and 2.3.
Proof of Theorem 2.2. Let ε > 0, and consider Λ0 := Λ0(ε) given by Lemma 6.2. Applying Theo-
rem 7.2, for each λΛ0 the functional Φλ admits a critical point uλ ∈ Cε . Hence uλ satisﬁes (2.11).
By Proposition 4.3, we can ﬁnd Λ  Λ0 such that for each λ > Λ the critical point uλ is in fact a
solution to the system (Sλ).
By Proposition 4.2, for any given sequence λn → ∞, we can extract a subsequence, still denoted
by λn , such that uλn converges in E to some u ∈ E that satisﬁes
u≡ 0 in R \Ω J , I ′Ω j (u|Ω j ) = 0, IΩ j (u|Ω j ) = c(IΩ j ), (8.1)
for each j ∈ J . 
Proof of Theorem 2.3. This follows from Theorem 2.2, and the fact that the limit function u|Ω j satis-
fying (8.1) is not scalar whenever (H3) holds (by Proposition 5.1). 
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