ABSTRACT. We work with very general Banach spaces of analytic functions in the disk or other domains which satisfy a minimum number of natural axioms. Among the preliminary results, we discuss some implications of the basic axioms and identify all functional Banach spaces in which every bounded analytic function is a pointwise multiplier. Next, we characterize (in various ways) the weighted composition operators among the bounded operators on such spaces, thus generalizing some well-known results on multiplication or composition operators. We also characterize the invertible weighted composition operators on the disk and on general Banach spaces of analytic functions on bounded domains under different sets of axioms whose connections we discuss by providing appropriate examples. This generalizes and complements various recent results by Gunatillake, Bourdon, and Hyvärinen-Lindström-Nieminen-Saukko.
INTRODUCTION
For a function F analytic in a planar domain Ω and an analytic map ϕ of Ω into itself, the weighted composition operator (sometimes abbreviated as WCO) T F,ϕ is defined formally by the formula T F,ϕ f = F ( f • ϕ) = M F C ϕ f as the composition followed by multiplication; it may or may not be bounded on a given space of analytic functions. Such operators are relevant in the theory of function spaces and operator theory for various reasons:
• They generalize both the pointwise multiplication operators M F (when ϕ(z) = z) and the composition operators C ϕ (when F ≡ 1); • The only surjective isometries of some classical spaces of analytic functions are precisely of this type (cf. [23, 24] , [32] ); • Some classical operators such as the Cesàro operator [13] and the Hilbert matrix operator [19] can be written as average values of weighted composition operators; • Close connections have been found between the boundedness [43] or compactness [44] of certain weighted composition operators on weighted Bergman spaces and the well-known Brennan conjecture in geometric function theory. The earliest references on WCOs appear to be [30] and [31] . Such operators have been studied more recently in a number of papers, e.g., in [15, 16] , [18] , [35] , [37] , [12] . The point of view of the present paper is to study the properties of WCOs in a unified way by working with general Banach spaces of analytic functions that satisfy only a handful of axioms while still obtaining that same conclusions as in the known special situations, thus covering many cases in one stroke. At least two papers have appeared recently guided by a similar philosophy: [7] , [14] .
For individual multiplication or composition operators on the basic spaces such as the Hardy or Bergman spaces of the disk, the properties such as injectivity, surjectivity, or invertibility are relatively simple to understand; cf. [5] , [45] , [17] . However, for the weighted composition operators it is no longer so simple to describe the operators with such properties. In the recent papers [25] and [28] the invertibility and Fredholm property of weighted composition operators were studied, in some special cases leading to identifying the spectrum of such a transformation. In [25] the invertibility was characterized on the Hardy space H 2 and in [28] on more general spaces that satisfy a number of conditions. Our treatment is also axiomatic but our assumptions are much weaker, hence our results are far more general and some even work for spaces on arbitrary bounded domains. They also complement or generalize some of the results from [7] where invertibility was considered even in general classes of analytic functions on the disk, not necessarily linear spaces. We explain below the main results and the organization of the paper.
In Section 1 we review a list of classical function spaces and examine some consequences of the basic axioms such as the boundedness of point evaluations. Among other results, we obtain a statement that might be of independent interest. Namely, it is well-known that every pointwise multiplier of a "reasonable" Banach space of analytic functions into itself should be a bounded analytic function and the converse is false in general. We find a condition (Theorem 2) that describes in terms of a very simple property (called the Domination Property) all functional Banach spaces in which all bounded analytic functions are pointwise multipliers.
In Section 2 we consider functional Banach spaces of the unit disk that satisfy only five basic and very natural axioms, among them the boundedness of the shift operator (multiplication by the independent variable z). It is well-known that in the Hardy space H 2 the only operators that commute with the shift are the multiplication operators M F (by bounded analytic functions). It is also a classical result that all multiplicative operators on H 2 , in the sense that T ( f g ) = T f · T g for all f , g ∈ H 2 with f g ∈ H 2 are precisely the composition operators C ϕ . For any space X that satisfies our five basic axioms and a non-trivial bounded operator T on X , Theorem 4 extends both results in one stroke by giving several conditions on T , all of them equivalent to the property of being a weighted composition operator.
We then use the above result to prove Theorem 5, a characterization of invertible compact composition operators in all spaces that satisfy only our five basic axioms. This result generalizes similar results from [25] and [28] and complements the results from [7] . The results are accompanied by examples showing that if certain axioms are omitted, the results no longer hold. Since the axioms listed are so natural, we have limited the number of examples presented. It should be stressed that, even though a WCO is a product of two operators, C ϕ and M F and often both of them are bounded, it is still possible for both of them to be unbounded while the product T F,ϕ is bounded. What might come as a surprise is our Example D where a functional Banach space of the disk and a bounded WCO are exhibited with the following properties: neither C ϕ nor M F is bounded; however, the product T F,ϕ is a bijective isometry of the space and an involution.
In Section 3 we consider functional Banach spaces on general bounded domains in the plane (without any connectivity assumptions whatsoever). Again, we require five axioms to be satisfied, some of them slightly different from those considered in Section 2. These axioms are fulfilled in a number of relevant spaces of the disk. The main result of the section is Theorem 8 which characterizes the invertible WCOs in arbitrary spaces that satisfy these axioms. The statement has the same flavor as Theorem 5 and the results from the recent papers cited but seems significantly more general than any of them. The proof relies in part on Theorem 7 which may be of independent interest and which shows that analytic self-maps of bounded domains with certain boundary behavior must be onto.
1. SOME PRELIMINARY RESULTS 1.1. Functional Banach spaces. Denote by Ω a domain (i.e., an open and connected set) in the complex plane. We will consider general domains Ω which will sometimes be required to be bounded and sometimes will simply be the unit disk, denoted by D.
We will denote by H (Ω) the algebra of all analytic functions in Ω. Let X ⊂ H (Ω) be a Banach space of analytic functions in Ω. Abstract Banach spaces of analytic functions, assumed to satisfy only a handful of axioms, have been considered in the literature, e.g., in [9] , [40] , [1] , or [7] .
Given a point z in Ω, we will denote by Λ z the point evaluation functional corresponding to z, defined by Λ z ( f ) = f (z), for f ∈ X . Throughout the paper we assume that the point evaluation functionals are bounded in X . (This is the most common axiom in the literature.) Thus, they are uniformly bounded on each compact subset of Ω; indeed, given a compact set K ⊂ Ω, we have sup
for each f ∈ X , hence sup z∈K Λ z < ∞ by a direct application of the uniform boundedness principle. Our spaces will also often be assumed to contain the polynomials and we may also require that the polynomials be dense in the norm of X . Some additional axioms, satisfied by many specific spaces, will be assumed in different sections.
Examples of function spaces.
We give here a partial list of classical Banach spaces of analytic functions that will be relevant for further discussion.
• The classical Hardy spaces H p , 1 ≤ p < ∞, defined as the set of functions in H (D) such that
(See [20] , [33] , among other sources.) [26] ), consisting of all functions in H (D) that are p-integrable with respect to the normalized Lebesgue area measure
, equipped with the norm
• The mixed-norm spaces H(p, q, α) (considered by Hardy and Littlewood and formally first introduced and studied by Flett [22] , [29] ), consisting of all functions f in H (D) for which
, introduced by Shields [42] (see also [17] ), consisting of all analytic functions in D with the Taylor series f (z) = ∞ n=0 a n z n in D and such that
(thus, generalizing the Hardy, Dirichlet, and Bergman spaces, with β(n) = 1, n, and (n + 1)
respectively).
• The disk algebra A = H ∞ ∩ C (D), equipped with the norm from the larger space H ∞ .
• The Bloch space B (introduced by Anderson, Clunie and Pommerenke; see [21] , [26] , [48] ) of all f in H (D) for which
and its closed subspace B 0 called the little Bloch space (the closure of the polynomials in the above norm) whose functions satisfy
• The analytic (diagonal) Besov spaces B p , 1 < p < ∞, of all functions analytic in D for which 
where the weight v is a strictly positive function, some typical examples being v (z) = (1 − |z|) α and v (z) = e −|z| 2 . See, e.g., [6] or [15] .
• The Bargmann-Fock space F 2 of entire functions [49] which are square integrable in the complex plane C with respect to the Gaussian measure: Proof. Recall that the point evaluation functionals on X are uniformly bounded on compact subsets of the disk. Thus,
for some fixed M r > 0 and all f ∈ X . Let f ∈ X with f (z) = ∞ n=0 a n z n . The Cauchy integral formula yields Since this holds for arbitrary r ∈ (0, 1), the statement follows.
In the next section a relevant condition in some statements will be the assumption that lim sup n→∞ n z n X ≤ 1 and, thus, actually lim sup n→∞ n z n X = 1. It is not difficult to see that in most spaces of interest to us the above lim sup is actually equal to one. This is readily verified for the Hardy, Bergman, and mixed-norm spaces but also in the Bloch, analytic Besov spaces, and weighted Banach spaces H 
and Stirling's formula shows that lim n→∞ n z n X = ∞.
Pointwise multipliers and the domination property.
A function F analytic in D is said to be a pointwise multiplier of a Banach space of analytic functions X into itself if F f ∈ X for every f ∈ X . For any such F we can define the pointwise multiplication operator M F in a natural way:
a standard normal family argument shows that M F has closed graph and is, thus, a bounded operator. Pointwise multipliers on various spaces of analytic functions were examined in a number of papers, e.g., in [4] , [5] , [9] , [45, 46] , [47] .
Let us denote by M F the pointwise multiplication operator with symbol F and by M (X ) the space of all (bounded) multipliers from X into itself, a closed subspace of the space of bounded operators on X . It is a simple consequence of the boundedness of point evaluations that
It is known that, in general, H ∞ = M (X ); for example, in the Bloch space B there exist bounded non-multipliers of the space; see [9] . Thus, a most natural question comes to mind: for which "reasonable" Banach spaces X of analytic functions is H ∞ = M (X ) true? We have not been able to find an answer in the literature and we give here a very simple answer in terms of what we call the domination property.
We will say that a Banach space X of analytic functions has the Domination Property (DP) if there is a universal constant
It is readily checked that all Hardy, Bergman, mixed-norm spaces H(p, q, α), and weighted Banach spaces H 
Moreover, the least constant possible in the inequality that defines the property (DP) is C = J , where J is the correspondence operator J :
and let us show that the space X has (DP). First of all, observe that the correspondence operator J : H ∞ → M (X ), given by J (F ) = M F , is bounded. To verify this, it suffices to see that it has closed graph by an application of a normal families argument in the usual way: suppose that
In order to show that T = M F , we note that
In view of the boundedness of point evaluations, it follows that F n → F pointwise (actually, uniformly on compact subsets) and also F n f → T f pointwise, hence F n f → F f pointwise and therefore T f = F f . This shows that T = M F . Knowing that J is a bounded operator, there exists a universal constant C > 0 such that for each
The trivial case g ≡ 0 yields f ≡ 0 which clearly presents no problem. When g is not identically zero in Ω, every zero of g is a zero of f (of at least the same order) and is isolated so one easily extends the function F = f /g to be analytic in the whole domain Ω. This function F ∈ H ∞ (Ω) and F ∞ ≤ 1. By the above observation based on the closed graph theorem, there is a fixed constant C (independent of F !) such that M F ≤ C . Hence, we obtain
This shows that X has (DP). It is also clear from the proof that the smallest possible value of C is precisely J . 
Composition operators.
Given an analytic function ϕ ∈ H (Ω) such that ϕ(Ω) ⊂ Ω, we will say that ϕ is an analytic self-map of Ω. It is natural to define the composition operator C ϕ with symbol ϕ by the formula C ϕ f = f • ϕ. In the case when case Ω = D, for a number of known spaces of the disk, such as the Hardy, Bergman, H(p, q, α), Bloch spaces, every analytic self-map of the disk defines a composition operator of the space into itself (which is automatically bounded by an application of the closed graph theorem). For a good exposition of the theory of composition operators on Hardy spaces and its rich interplay with geometric function theory and iterations of self-maps of the disk, we refer the reader to the monographs [40] and [17] .
In B p spaces, only maps ϕ that satisfy a certain Carleson measure condition define bounded composition operators. However, disk automorphisms do have this property and even preserve the norm; in other words, these spaces are conformally invariant; see [48] . In the weighted H ∞ v spaces, again, not all self-maps induce bounded composition operators [6] .In the Fock space, only certain linear maps are symbols of bounded composition operators [11] .
It is worth remarking that it does not seem easy to find a natural and satisfactory analogue of Theorem 2 for composition operators. At least we have not been able to identify a property that would play a role analogous to that of (DP) in this context.
WEIGHTED COMPOSITION OPERATORS ON THE DISK
In this section we only consider spaces of analytic functions in the disk that satisfy a fixed set of five natural axioms. We will prove two results: one characterizing all weighted composition operators among the bounded operators on such a space, and another, characterizing the invertible WCOs among the bounded ones.
2.1. A characterization of weighted composition operators on spaces of the disk. The unilateral shift operator S, defined by S f (z) = z f (z), for z ∈ D and f ∈ X , makes sense and is often bounded on many functional Banach spaces
Throughout the whole section, we will consider Banach spaces X ⊂ H (D) that satisfy the following set of axioms:
Ax1: All point evaluation functionals Λ z are bounded on X . Ax2: The set of all algebraic polynomials of z is contained in X and dense in it (in · X ). Before stating and proving Theorem 4 we will need a simple auxiliary statement, easy to prove and valid for arbitrary planar domains [21, Lemma 11, p. 57]; however, we will state it only for the disk. It will become obvious from the proof that the extra assumption on the norms of the monomials, together with a minor technical assumption, forces the analytic function ϕ = T z/(T 1) to become a self-map of the disk, which is the key to the validity of the result. It should be noted that Axiom [Ax5] is not required in the statement. (a) T is a weighted composition operator;
holds for all functions f , g ∈ X for which f g ∈ X as well.
Whenever any of the conditions (a)-(g) is fulfilled, then ϕ = T z/(T 1) is the composition symbol of T .
Proof. It suffices to prove the chain of implications (a) (c) ⇒ (d) The statement is obvious for n = 0 and we also have it for n = 1 by (c). Now
Proceeding by induction, we obtain It is only left to show that |ϕ(ζ)| < 1 for all ζ ∈ D. Since T 1 · ϕ n ∈ X for all n ≥ 1, by the boundedness of the point-evaluation functionals for an arbitrary but fixed ζ in D (by virtue of [Ax1]) we get
Taking the n-th roots of both sides and then lim sup n→∞ , using condition [Ax4] we first get that |ϕ(ζ)| ≤ 1 for all ζ ∈ D. Next, it is immediate that |ϕ(ζ)| = 1 for some ζ ∈ D is impossible in view of the maximum modulus principle and the assumption that T z = λ · T 1 for λ with |λ| = 1. Thus, ϕ is an analytic function in D which maps D into itself.
(f) ⇒ (a) Suppose that ϕ n ·T 1 = T (z n ) for some analytic self-map ϕ of D and for all integers n ≥ 0. We need to show that T is a weighted composition operator, namely, T f = F · ( f • ϕ) for this same mapping ϕ and F = T 1.
By assumption, T (z
for all integers n ≥ 0, hence by linearity T p = F ·(p•ϕ) for every polynomial p. Now let f be an arbitrary function in X and (p n ) n a sequence of polynomials convergent to f in the norm of X (which exists by [Ax2]). Then, by continuity of T , we have T p n → T f in X and since
It is readily checked that (g) holds as both sides of the equality
It is clear that the identity in (e) holds trivially for n = 0 and that it holds for n = 1 for ϕ = T z/(T 1), clearly a meromorphic function in D since T z, T 1 ∈ X . We now prove that
n (T 1) n−1 for some n ≥ 1, we get from (g) with f (z) = z n and g (z) = z and from the inductive hypothesis that
which completes the inductive proof.
An inspection of the proof shows that we have effectively used all assumptions on T (linearity and boundedness), on ϕ, and on X . It should be clear that all of our assumptions are really needed but we still include some examples to illustrate this.
The following example shows that the result is false if the assumption [Ax4] is not fulfilled. In this case, the remaining axioms [Ax1] -[Ax3] hold in X and, in spite of the fact that the representation T f = F · ( f • ϕ) in view of (d) holds on a dense subset of X , namely for all polynomials, T cannot be represented in this fashion on the whole space. [11] .) Our next example shows that the assumption [Ax2] is also essential. Indeed, if X does not contain the constant functions (even if the polynomials lacking the constant term are dense in the space), the conclusion of the result fails. 
EXAMPLE B. Let X be the space from Example A formed by restrictions of functions in the Fock space to the disk and let T be the linear operator given by
T f (z) = f z 2 + 1 , f ∈ X , z ∈ D .
As some very simple integral estimates show, this is a bounded operator on X . (A more general result characterizing the symbols of all bounded composition operators on the Fock space can be found in

It is trivial to check that T satisfies condition (c) of Theorem 4 with ϕ(z)
=EXAMPLE C. Let X = A 2 0 = { f ∈ A 2 : f (0) = 0},
X contains all polynomials that vanish at the origin and it is easy to see that they are actually dense in X . However, the constant function one does not belong to X . If we define the operator T by T f
(z) = f ′ (0)z, it
is clear that this is a linear rank one operator from X into itself and satisfies the relation M ϕ T = T S = 0 for the constant function ϕ ≡ 0 (which trivially maps D into itself). However, the operator T defined in this fashion cannot be written as a WCO in any way. In fact, if we had F
(z)· f (ϕ(z)) = f
Invertibility of WCOs in spaces on the disk.
We already know that in certain "natural" spaces the inverse of an invertible composition operator is again a composition operator though this does not hold in general; cf. [17, Exercises 2.1.14 and 3.1.6]. We now address the following question: when is a weighted composition operator invertible? A rule of thumb should suggest that the composition symbol should be an automorphism of the domain and the multiplication symbol should be invertible (bounded from above and below) or, alternatively, self-multipliers of the space. Statements of this exact type have already appeared in the recent literature. Gunatillake [25] studied the spectrum of weighted composition operators with automorphic symbols acting on the Hardy space H 2 . As a motivation for this, in the same paper he also showed that such an operator is invertible on H 2 if and only if the composition symbol is an automorphism and the multiplication symbol is bounded from above and from below.
Two generalizations were obtained subsequently: Bourdon [7] obtained a version of the last statement in the context of sets of analytic functions in the disk (with no linear structure at all) that satisfy certain axioms. He then applied his findings to certain specific spaces of the disk. Hyvärinen-Lindström-Nieminen-Saukko [28] obtained a generalization to other spaces of analytic functions on the disk with certain growth control.
In this subsection we consider a different set of axioms and prove similar invertibility results which complement the earlier results. If compared with Bourdon's result [7 
(b) Assuming that Axiom [Ax5] also holds, we have the following characterization. The WCO T F,ϕ is invertible on X if and only if its composition symbol ϕ is an automorphism of D, the multiplication symbol F does not vanish in the disk, and 1/F ∈ M (X ). If this is the case, then F is also a self-multiplier of X and the inverse operator is T G,ψ , with the symbols given by (1).
Note that the condition F ∈ M (X ) is not needed in the proof of (b), hence it is not listed among the hypotheses. It actually follows easily from the remaining assumptions. This may seem paradoxical but can be explained by the fact that we are assuming from the start that T F,ϕ acts boundedly so in certain multiplications the boundedness of M F is not really required.
Proof. (a) To simplify the notation, write T for our operator T F,ϕ and U for its inverse. Then T U = U T = I , where I is the identity operator on X .
We first make sure that the possibility U z = λ·U 1 (for some fixed λ with |λ| = 1) is ruled out: indeed, if this happens then z = T U z = λT U 1 = λ for all z ∈ D, which is absurd. This shows the hypotheses of Theorem 4 are all satisfied so we can apply the statement.
We want to use part (e) of Theorem 4 to conclude that U is also a WCO. To this end, we ought to show that
First observe that
which shows that neither F nor U 1 • ϕ can vanish in D and
Since ϕ is not identically constant, we deduce from the uniqueness principle for analytic functions that h(U 1) n−1 = g n holds throughout D. Thus, in view of the removable singularities,
also holds in all of D. By the way g and h were defined, this means that (2) holds. Now Theorem 4 implies that U is a WCO.
Next, knowing that U = T G,ψ for some G ∈ H (D) and some analytic self-map ψ of D, we find an explicit formula for U . Starting from
it is clear that G does not vanish in D. Using also the representation of T = T F,ϕ and the fact that f (z) = z is also a function in X , we obtain and from (3) we get
(b) There are two implications to be proved.
⇒ First suppose that T = T F,ϕ is invertible. By what we have already proved in part (a) using only axioms
is also a WCO and we know that its symbols are given by (1) . So, it is only left to show that 1/F ∈ M (X ), assuming also Axiom [Ax5].
To this end, we first prove an auxiliary fact that F ∈ M (X ). Let f be an arbitrary function in X . By our assumptions, every disk automorphism induces a bounded composition operator so C ψ is bounded on X . Therefore f • ψ ∈ X and also
instead of T and G = U 1 instead of F = T 1, we see that G ∈ M (X ) as well.
In order to show that 1/F ∈ M (X ), let f ∈ X be arbitrary. Since C ψ is bounded on X it follows that f • ψ ∈ X , hence
Finally, since C ϕ is bounded on X , it follows that
This shows that 1/F ∈ M (X ).
⇐ Now assume that T F,ϕ bounded on X , its composition symbol ϕ is an automorphism of D, the multiplication symbol F does not vanish in the disk, and 1/F ∈ M (X ). We want to show that T is invertible by checking that the operator U = T G,ψ , with G and ψ given by (1), acts boundedly on X and T U = U T = I .
In view of Axiom [Ax5], both operators C ϕ and C ψ where ψ = ϕ
, are bounded on X . Thus, if f ∈ X then f • ϕ ∈ X and then also ( f • ϕ)/F ∈ X since 1/F ∈ M (X ). But C ψ maps X to itself and therefore we also have that
Since this holds for arbitrary f ∈ X , if follows that 
Also, the function F , being unbounded, cannot generate a bounded pointwise multiplier M F from X into itself. Nonetheless, the weighted composition operator T F,ϕ with 
INVERTIBILITY IN SPACES ON GENERAL DOMAINS THAT SATISFY FIVE AXIOMS
In this section we work in a more general context of Banach spaces of analytic functions on a general bounded planar domain (without any connectivity assumptions). It should be noted that while the axioms in [7] are quite general they refer necessarily to the disk so they are not suited for this general context. Our axioms -when applied to the spaces on the disk-are still weaker than those assumed in [28] and hence our result is more general. The main idea is to avoid the use of Carleson measures and the technicalities typical of any individual space while relying on the properties of functions which are near extremal for the point evaluations.
It should be noted that in this section we only prove a theorem on invertibility, different from Theorem 5. Since the monomials are very special and so is the disk as a domain, it is not at all clear how an analogue of Theorem 4 would look like on a general bounded domain.
In what follows we consider Banach spaces X ⊂ H (Ω) that satisfy the following set of axioms (ordered following certain similarity with the previous section):
for Axiom (A5) to hold is given by [17, Theorem 3.5] 
It is quite routine to check from our axioms that if a weighted composition operator acts on a space:
, where F is analytic in Ω and ϕ is an analytic self-map of Ω, then the operator is actually bounded. This follows from Axiom (A1) and the usual argument involving normal families and the closed graph theorem.
Note that in this context it is not clear at all what result, if any, should constitute an analogue of Theorem 4 as the geometry of the disk and the role played by the monomials z n are quite special while here we are working with general bounded domains. Thus, we prove only one result in this section: a theorem on invertibility of a WCO based on the five axioms above.
We first need a simple topological lemma which states essentially that when we delete part of a domain we inevitably add some boundary (of course, we may lose some but that is not of interest here). As is usual, ∂D denotes the boundary of the set D while D(z; r ) will denote the open disk centered at z of radius r . Since Ω is a planar domain, it is path connected so we can find a simple curve γ connecting z 1 with z 2 and entirely contained in Ω. Since z 1 ∈ D and z 2 ∈ C \ D, the curve γ can neither be contained entirely in D nor in C \ D there must exist a point z on the curve γ such that z ∈ ∂D. But then z ∈ Ω ∩ ∂D = , which is again absurd. This completes the proof.
The following purely complex analysis statement may be of interest by itself. It should be compared with [38, Corollary 2.10, p. 25], a known statement with much more restrictive hypotheses and a bit stronger conclusion. It shows that for nicely behaved self-maps of a domain the behavior inside is somehow controlled by the behavior near the boundary. As is usual, we will denote by d (z, ∂Ω) the distance of the point z to the boundary of Ω and will often write z → ∂Ω to denote the fact that d (z, ∂Ω) → 0. Proof. Clearly, ϕ(Ω) is a domain contained in Ω. Suppose that ϕ(Ω) = Ω. Then by Lemma 6 , Ω ∩ ∂ϕ(Ω) = , and we can find a point w 0 ∈ Ω ∩ ∂ϕ(Ω). Note that w 0 ∈ ϕ(Ω). Hence there exists a sequence of points w n ∈ ϕ(Ω) such that w n → w 0 and therefore also a sequence of points z n ∈ Ω such that w n = ϕ(z n ) → w 0 ∈ Ω, as n → ∞. Since Ω is a bounded domain, some subsequence z n k → z 0 ∈ Ω. Of course, w n k → w 0 ∈ Ω and this will force a contradiction in both possible cases: z 0 ∈ Ω and z 0 ∈ ∂Ω.
Indeed, if z 0 ∈ Ω then w 0 = lim ϕ(z n k ) = ϕ(z 0 ), which is contradiction with the fact that w 0 ∈ ϕ(Ω). And if z 0 ∈ ∂Ω then z n k → z 0 means that lim k→∞ dist(z n k , Ω) = 0 hence, by assumption, lim k→∞ dist(ϕ(z n k ), Ω) = 0. But since ϕ(z n k ) = w 0 , this means that w 0 ∈ ∂Ω, which is in contradiction with w 0 ∈ Ω.
We are now ready to prove a theorem on invertibility for our set of five axioms. Since the axioms assumed here are much weaker than the ones in [28] , our result is more general even in the case when Ω = D. The result, of course, also generalizes a theorem for H 2 from [25] whose proof has partially served as an inspiration although some entirely new techniques were required here.
The reader will undoubtedly notice that the statement below resembles Theorem 5 to some extent. Just like in Theorem 5, the condition F ∈ M (X ) is not needed in the proof of (b), and thus it is not listed among the assumptions (it will again follow from the remaining ones). Proof. (a) Suppose that T F,ϕ is invertible. We divide the proof into a few steps.
• ϕ is injective:
First of all, the function F is in X since f 0 ∈ X with f 0 (z) ≡ 1 by Axiom (A2) and
is invertible on X and hence surjective. Therefore, there exists a function g ∈ X such that T F,ϕ g = F · (g • ϕ) = f 1 · F, that is, g (ϕ(z)) = z for z ∈ Ω. From here it follows that ϕ is injective: if α, β ∈ Ω are such that ϕ(α) = ϕ(β), then α = g (ϕ(α)) = g (ϕ(β)) = β .
• ϕ is onto and, thus, an automorphism of Ω, and also F does not vanish in Ω:
Let z ∈ D be an arbitrary point and let f z ∈ X be a function in X such that f z = 1 and | f z (z)| ≥ C Λ z . Since the operator T F,ϕ is surjective, there exists a function g ∈ X such that T F,ϕ g = F ·(g •ϕ) = f z . Taking into account that the operator T F,ϕ is invertible, there exists a positive constant m such that m h ≤ T F,ϕ h for all h ∈ X . Therefore m g ≤ T F,ϕ g = f z = 1 .
In view of Axiom (A1), we have
m .
From here it follows that
Equivalently,
Since z was arbitrary, we conclude that this holds for all z ∈ D. By Axiom (A4), we have
hence by (4): Λ ϕ(z) → ∞ as z → ∂Ω . We will now see that this means that ϕ(z) → ∂Ω as z → ∂Ω. If this was not the case, we could find a sequence {z n } ⊂ Ω such that z n → ∂Ω, Λ ϕ(z n ) → ∞ and {ϕ(z n )} is contained in a compact subset of Ω. For every function f ∈ X and a compact subset K of Ω, the set of values {|Λ ϕ(z) f | : z ∈ K } is bounded as a consequence of Axiom (A1). Hence by the uniform boundedness principle there exists a constant C K such that Λ ϕ(z n ) ≤ C K , which is absurd.
Thus, ϕ has the property claimed and this implies that it is a surjective self-map of Ω by Theorem 7.
(b) As before, some of the conclusions follow from part (a) already proved. We prove the rest in two steps.
• F is a self-multiplier of X .
Since ϕ is an automorphism of Ω, by Axiom (A5) the operator C ϕ −1 is bounded and
for all f ∈ X . In other words, M F is a bounded operator on X . In order to bound F from below, it suffices to see that
It follows from here that
for every z ∈ Ω since the composition operator with symbol ϕ is bounded by Axiom (A5). Note that C ϕ > 0 by virtue of Axiom (A2). Hence 1 F is analytic in Ω. Since the operator T F,ϕ is surjective, for each f ∈ X there exists g ∈ X such that f = T F,ϕ g = F · (g • ϕ).
Thus, 1
since C ϕ is a bounded operator on X . It follows that M 1 F is also bounded on X .
Conversely, if the following three assumptions are satisfied: the composition symbol ϕ is an automorphism of Ω, the multiplication symbol F does not vanish in Ω, and 1/F ∈ M (X ), we will show that T F,ϕ is invertible and its inverse is given by the expected formula.
If ϕ is an automorphism of Ω, so is its inverse ϕ −1
. By Axiom (A5) the composition operator C ϕ −1 is bounded on X . The multiplication operator M 1 F is bounded on X by assumption, hence the operator C ϕ −1 M 1 F is bounded. Moreover, for each function f in X we have
and also
In other words, the operator T F,ϕ is invertible and
The space from Example D is again relevant here. This time it satisfies the axioms (A1), (A2), and (A3). It can also be checked that it fails to satisfy (A4) and (A5); for example, in view of our observations in Example D, we see that in general
Thus, we cannot expect Theorem 8 to hold automatically. In fact, we already know from Example D that not all conclusions in part (b) can hold since 1/F is an unbounded function and therefore cannot multiply X into itself.
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