Abstract-Echo State Networks (ESNs) are recurrent neural networks that only train their output layer, thereby precluding the need to backpropagate gradients through time, which leads to significant computational gains. Nevertheless, a common issue in ESNs is determining its hyperparameters, which are crucial in instantiating a well performing reservoir, but are often set manually or using heuristics. In this work we optimize the ESN hyperparameters using Bayesian optimization which, given a limited budget of function evaluations, outperforms a grid search strategy. In the context of large volumes of time series data, such as light curves in the field of astronomy, we can further reduce the optimization cost of ESNs. In particular, we wish to avoid tuning hyperparameters per individual time series as this is costly; instead, we want to find ESNs with hyperparameters that perform well not just on individual time series but rather on groups of similar time series without sacrificing predictive performance significantly. This naturally leads to a notion of clusters, where each cluster is represented by an ESN tuned to model a group of time series of similar temporal behavior. We demonstrate this approach both on synthetic datasets and real world light curves from the MACHO survey. We show that our approach results in a significant reduction in the number of ESN models required to model a whole dataset, while retaining predictive performance for the series in each cluster.
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I. INTRODUCTION
Echo State Networks (ESNs) [1] are an instance of recurrent neural networks (RNNs) whose distinctive feature is that they only adapt their output layer in training, while keeping the weights of recurrent and input connections fixed. This avoids propagating gradients back through time, which is computationally expensive and fraught with numerical difficulties [2] . The ESN architecture is governed by numerous hyperparameters that greatly influence its predictive performance [3] . These parameters govern the properties of its reservoir, i.e. the hidden nodes that make up the recurrent part of the network. Depending on the specification of the ESN, the number of parameters can range from 4 [4] to 7 [1] . ESN performance depends critically on this parametrization.
Current approaches to optimization of these hyperparameters are typically slow or suboptimal, and include setting them manually based on experience [3] , heuristic search [5] , gradientbased optimization [6] and grid search [4] . While rules of thumb and heuristics are useful in practice, these rules do not guarantee optimality of the hyperparameters for an individual task. Gradient-based optimization is computationally expensive and only works for the subset of the parameters that have defined gradients. This is non-trivial, because parameters governing the size and connectivity of a reservoir have a direct effect on the memory capacity of the model and, therefore, its performance [7] . Additionally, since prior research has shown that the optimization problem is not guaranteed to be convex [6] , gradient descent can lead to suboptimal, local optima.
The most exhaustive approach to hyperparameter optimization so far is a grid search strategy, which finds the optimal parameter setting by evaluating all combinations on a discretized grid. While this is suboptimal due to discretization of the space, it may come close to the optimal setting if the resolution of the grid is high enough, albeit this can make the optimization extremely expensive. In addition, the curse of dimensionality makes a grid search infeasible for high dimensional spaces.
In this work we reduce the burden of ESN optimization twofold, so to increase the model's practicality in large-scale applications. Firstly, we use Bayesian optimization to optimize the hyperparameters governing the reservoir and show this outperforms a grid search strategy in terms of computational cost, while retaining the ability to optimize all parameters, including discrete ones.
Secondly, in the context of large scale time series datasets it may not even be required to model every time series individually -each with its own hyperparameters and readout weights. Often the data generating processes are limited to a number of (unknown) latent classes. For example, in astronomical sky surveys, light curves (photometry measured over time) greatly outnumber the number of stellar classes. We use this premise of redundancy in large scale time series dataset to optimize groups of similar time series using clusterbased ESNs optimized by Bayesian optimization, rather than individual series. This leads to another speedup by greatly reducing the number of models needing to be trained an optimized. 
Related Work
While [8] have (concurrently) shown it is possible to use Bayesian optimization to optimize hyperparameters in ESNs, they do not provide evidence that this is better than the commonly used grid-search strategy. In this work we compare these strategies in terms of required function evaluations, and show that Bayesian optimization is more efficient than a grid search on benchmark sets. In addition, we show that the technique can be efficiently used to cluster time series by their underlying dynamics, which is useful in domains like astrophysics where large sets of unlabeled time series need to be grouped in some fashion.
Section II will go into the background theory behind Echo State Networks and Bayesian optimization. In section III we show how Bayesian optimization can be practically applied to the hyperparameter optimization problem of an ESN. Section IV uses this approach show how Bayesian optimized ESNs can be used as the to effectively group time series into clusters. In section V we show that Bayesian optimization significantly outperforms a grid search in terms of model evaluations, and we show how ESNs optimized using Bayesian Optimization can be used as cluster centers in clustering families of time series. This is demonstrated in numerical experiments on synthetic as well as real-world data.
II. BACKGROUND

Echo State Networks
ESNs are discrete time, deterministic state-space models in which only the output, i.e. readout, layer is trained, while the input and hidden layer are generated stochastically [1] . ESNs predict a target y(t) ∈ R Y given input series s(t) ∈ R S , where t ∈ [1, T ], T is the length of the time series, S is the number of input series, and Y is the number of output series being predicted. The hidden recurrent part of the ESN, referred to as the reservoir, contains N neurons and is viewed as a fading memory whose current state x(t) summarizes previously processed inputs. At time t, the ESN sees an input s(t) and updates its state via 1 :
where
are the inputs weights and W ∈ R N ×N are the weights of the hidden recurrent layer, i.e. the reservoir. The ESN makes a prediction for the target at time t via:
where the concatenated column of ones acts as bias, and
are the output, or readout, weights of the network.
ESNs are constructed in two stages. Firstly, the inputs weights W in and hidden weights W are stochastically generated and fixed [1] . In a second stage, the readout weights W out are optimized. Starting with an initial arbitrary state, e.g. x(0) = 0, for each input s(t) the state activations x(t), calculated via (1), are recorded row-wise in matrix
Secondly, having collected all states in X and given the corresponding targets as y, W out is obtained by minimizing the least squares problem:
where λ ≥ 0 is a regularization parameter.
Simple Cyclic Reservoir
A practical difficulty when working with the ESN is the fact that its performance depends on the random construction of the network topology and its hidden (reservoir) weights. The Simple Cyclic Reservoir (SCR) was put forward as a way of constructing the ESN in a fully deterministic way [4] without compromising performance. The SCR connects the hidden neurons in a cycle and simplifies the weight structure: all elements in W in are set to the same absolute value of a scalar w in ∈ [0.0, 1.0]. The signs of the elements in W in are deterministically set by a pseudo-random sequence. All elements in the reservoir matrix W are set to 0 apart from the elements in the lower sub-diagonal and the upper right corner which are also set to the same scalar, i.e. W n+1,n = w, n ∈ [1, . . . , N − 1] and W 1,N = w where w ∈ [0.0, 1.0]. A sketch of the SCR architecture is displayed in Fig. 1 .
Training proceeds in exactly the same way as for the standard ESN. Table I lists the hyperparameters associated an SCR. We collectively denote all hyperparameters by θ, and make them explicit in the predictions of the SCR with the notationŷ θ (t). 
Bayesian Optimization
Bayesian optimization (BO) is a gradient-free global optimization method to optimize arbitrary functions [9] , and is one way to perform surrogate-based optimization [10] . It was introduced to minimize loss functions f (θ) of machine learning models whose (hyper)parameters θ are difficult to tune, such as when the optimization problem exhibits many local optima, or when gradients are unavailable.
BO, as formulated in [9] , treats the loss f (θ) as a latent function to be inferred, and models it with a Gaussian Process (GP), i.e. it maintains a probability distribution p cur (f ) over an infinite set of candidate functions of what the true loss function f (θ) might be. The true loss is only known at the parameters θ where it has been evaluated. Given the current p cur (f ), BO samples a new θ which it considers as a likely candidate for the sought minimum (acquisition). The newly sampled θ is viewed as a new observation from f (θ) and is used to update the current distribution over functions, i.e. we get an updated posterior p new (f ) ∝ p(θ|f )p cur (f ) compatible with all θ's evaluated so far.
An important element in BO is the acquisition function that decides which θ to query next. Amongst the various acquisition functions available, we use the Lower Confidence Bound (LCB) [9] , which chooses to query the loss at
The scalar κ ≥ 0 balances exploitation (querying where the expectation of a minimum is high) and exploration (querying where the standard deviation of the loss is high).
Typically, BO starts off by evaluating the loss f (θ) on a randomly picked set of θ's for an initial exploration of what the landscape of f (θ) looks like. This is useful for initializing the hyperparameters of the GP (e.g. kernel length scales). Thereafter, queries on θ are decided via the acquisition function, while GP hyperparameters are updated after each query. Convergence is reached when the next query for θ falls within a radius of the previous query.
III. BAYESIAN OPTIMIZATION APPLIED TO ECHO STATE NETWORKS
In our case, we use BO to fit a GP (the surrogate) to the prediction error of an SCR (our model) as a function of its hyperparameters. We then iteratively optimize its hyperparameters by optimizing an acquisition function, as defined above.
We optimize the parameters θ = [N, w in , w, λ] of an SCR in the task of predicting the next time step of a time series y. Whereas gradient-based optimization methods cannot optimize parameters that are not readily expressible in gradients, such as N , BO can optimize all parameters using the LCB criterion to guide the search.
As mentioned before, typically the objective in (3) (or variations thereof) is optimized for obtaining the readout weights W out of an SCR on a time series y. In principle, the same objective could be used by BO to optimize the hyperparameters θ. The joint optimization of W out and θ could be done by iteratively alternating between two steps: in the first one, θ is kept fixed and W out is optimized, and in the second step we keep fixed W out while optimizing θ with BO. However, optimizing both hyperparameters and parameters can lead to overfitting. Therefore, we suggest a more robust training objective based on a K-fold cross-validated likelihood [11] .
Specifically: we split the set of time steps t = {1, 2, . . . , T } indexing time series y into K equal-sized sets denoted by t k . In each of the K rounds, the SCR is trained on the K − 1 sets of indices by minimizing t∈t\t k (y(t)−ŷ θ (t)) 2 +λ W out 2 , and we measure its performance on how well it predicts on the left-out time steps t k as t∈t k (y(t) −ŷ θ (t))
2
. Thus, we define the objective for the BO as the average over the left-out performances:
In the optimization, we initialize the GP that models f (θ) with a zero mean function (since we center the samples from f (θ) every iteration), an ARD Matérn 5/2 kernel covariance matrix, and an LCB acquisition function with κ = 2, a configuration that has empirically been proven a good default choice across a variety of problems [9] . The optimization is performed in log space.
IV. CLUSTERING FAMILIES OF TIME SERIES
As mentioned before, a main concern of our work is reducing the computational cost associated with optimizing the ESN hyperparameters θ. Typically given a dataset of n time series {y 1 , . . . , y n }, one determines individual hyperparameters θ and outputs weights W out for each time series y i in the dataset. In many large scale time series databases settings this is not strictly needed, because it is known that the series are sourced from only a small number of generating processes. For example, an astronomical sky survey will deliver time series (light curves) that all belong to one particular class of stars with their own dynamics (albeit it is not initially known to which class they belong). We take advantage of this redundancy and avoid unnecessary (expensive) computation, by finding ESNs that work well not just for an individual time series but rather for multiple time series of similar temporal behavior, i.e. families of time series. To that end, we formulate a clustering approach whereby each cluster is characterized by an SCR that exhibits good predictive performance for a family of time series.
Time-series are softly assigned to clusters, and each cluster's SCR is then adapted to fit its assigned members, akin to fuzzy clustering approaches [12] . Here adaptation involves adapting the readout weight vector of the SCR jointly with the hyperparameters governing the reservoir. We use BO to optimize the cluster dependent SCRs.
Let C be the number of clusters and n the number of time series y i , i ∈ [1, n] to be clustered. Each cluster is characterized by a SCR parametrized by a readout W out,c and hyperparameters θ c . Inspired by fuzzy clustering, we calculate memberships via the softmax function as:
where f i (θ c ) is the objective in (4) expressing the performance of the c-th SCR on the i−th time series. Given the memberships, the total loss function for the fuzzyclustering model reads:
Keeping the memberships m ic fixed, we then optimize every cluster model via BO in (6) independently of all others (their parameters θ c do not interact). The Bayesian optimization of every SCR and the membership calculation step are repeated alternately until the total validation error stops decreasing (or starts increasing) for each series' most probable model. This criterion is formalized as:
This is an early stopping strategy, meaning we stop clustering when e l > e l−1 , where l denotes the l-th iteration in clustering. Even though early stopping does not guarantee global optimality, it speeds up the clustering process and helps to avoid overfitting by stopping when generalization error is lowest [13] .
V. NUMERICAL EXPERIMENTS
We describe the synthetic and real-world datasets used in the numerical experiments 3 . The first set of experiments show how BO can be a good alternative to grid search in optimizing the hyperparameters of an ESN. The second set of experiments show how it is possible to reduce the number of ESN models required for modeling datasets of multiple time series.
Synthetic datasets
Mackey-Glass: This is a chaotic time series that has been extensively used as a benchmark for ESNs e.g. [1] , and is defined as:
Using τ = 30 and initial values of x(0) = 0.5 and x(τ ) = 1, we generate 4 1500 samples. To increase the difficulty of the task, white noise is added with a standard deviation of 0.05. Subsequently, we split the series into 1000 samples for the training/validation and 500 samples for the test set. NARMA: The second synthetic benchmark is a Nonlinear Autoregressive Moving Average (NARMA) series of the 10th order:
y(k − i)+ 1.5s(k − 9)s(k) + 0.1 (9) where s(k) is an input sequence drawn independently from a uniform distribution, U(0, 0.5). As initialization y was set to 0 for k < 0. Again, we generate 1500 samples, of which the first 1000 samples are used for training/validation, and the last 500 samples for testing.
Real-world datasets EMG:
The first dataset is an electromyogram (EMG) of a healthy subject [16] , retrieved from PhysioNet [17] . EMGs are nerve conduction studies used to assess muscle function, and are used to diagnose disorders like muscular dystrophies and neuropathies [16] . We used 2000 points from this dataset for training and validation, and 500 points for testing.
MACHO: The second dataset is an astronomical light curve of the RR Lyrae (RRL) class, sourced from the MACHO survey [18] . RRLs are type of variable star, whose their brightness fluctuates with time, producing a time series. This series uniquely identifies the type of the variable star at hand. An example is shown in Fig. 2 . Because of sparse, irregular sampling, light curves are analyzed in phase space by folding them by their period, i.e. we align individual sample points by their position in the light curve's period. We determine the period of our RRL using the MHAoV method [19] , as implemented in the package P4J [20] . The folded series is subsequently binned into regular intervals for usage in ESNs. Data is binned to 500 points covering 10 periods, so to make sure the ESN has enough training data to learn the light curve's structure after discarding initial transient (washout). Any missing values are interpolated quadratically. Outliers are filtered out by applying a Savitzky-Golay filter [21] . Of the 500 points, 400 are used for training and validation, and 100 for testing.
Comparison: Bayesian optimization vs. grid search Setup: We demonstrate the efficacy of Bayesian optimization by comparing it against a grid search, and observe the number of function evaluations that it needs to reach the same test error as the grid search. The parameter domains for Bayesian optimization read: number of nodes N ∈ {50, 51, . . . , 200}, cyclic weight r c ∈ (0.01, 0.95), input weight w in ∈ (0.01, 0.95) and the L2-regularization parameter λ ∈ (10 −12 , 10 −2 ) (optimized in log-space). Bayesian optimization is initialized with 50 points in the hyperparameter space, chosen using a Latin hypercube design [22] . Subsequently, BO chooses the next hyperparameters using the LCB criterion. The optimization was stopped when reaching a cross-validation error as good as Table II that of the grid search, or when the Bayesian optimization had converged-with a criterion of = 10
on the L1 distance between subsequently evaluated hyperparameters from the GP model, normalized by their scale in the domain.
For grid search, we discretize the parameter space. For N we take the sparse grid N ∈ {50, 100, 200} as the exact number of nodes is immaterial, e.g. we expect little difference between a reservoir of 55 and one of 60 nodes.
For both w in and w we take the same grid of 10 equally spaced values starting with 0.01 and ending with 0.95. For regularization we take 5 values for λ ∈ {10 −12 , . . . , 10 −2 }. This amounts to 1500 parameter combinations. Though we define the parameter grids manually, according to our a-priori expectation of how sensitive the individual parameters are, we note that this can be of tremendous benefit for the grid-search; if we were to uniformly discretize the parameter space in a grid of equally spaced grid points in each parameter dimension, grid search would perform very poorly.
Experiments were performed on the four datasets previously described. Each experiment was repeated 30 times with different random seeds for both the grid search and the Bayesian optimization. All datasets were normalized to have mean zero and a standard deviation of 1.
The final score of each method was reported as the predictive performance on a held out test set and noted in Table II . Test errors are reported as Normalized Mean Square Error (NMSE), which is defined the mean square error normalized by the series standard deviation:
where, as in section II, y(t) is the observed time series we want to predict at time step t,ȳ(t) is the empirical mean of the observed time series andŷ(t) is the prediction of the SCR. The NMSE facilitates an easier comparison of the results across datasets as it does not depend on the scaling of the data.
Results: We present the results in table II. Bayesian optimization needs only a fraction of the number of model evaluations to reach a test error that is comparable to that of the grid search on all four datasets. The speed up in terms of model evaluations (choosing hyperparameters, building and training a model and reporting validation performance) is between 7.5 to 16 times, which is a significant computational gain. Note that this speedup could have been even higher when compared to an uninformed, uniform grid search over the space, because such a strategy does not exploit heuristics that are known to deliver good scores.
Clustering Families of Time Series
A goal of this work is to avoid the computational effort in learning one ESN per time series in the dataset as this involves tuning both the readout weights as well as the SCR hyperparameters. In this section we demonstrate how the cluster formulation can help in reducing the number of ESN models required for obtaining good predictive performance on synthetic and real-life datasets of astronomical light curves. We emphasize that the goal of the clustering here is not to necessarily cluster the time series according to some existing class membership, but rather to find ESNs that display good predictive performance for multiple time series and hence avoid the need for learning an individual ESN per time series, which can be very costly. Of course, if time series of the same class exhibit similar temporal behavior, as a byproduct, they may end up being assigned to the same ESN cluster.
Setup: In the first experiment we generate 40 time series with 750 points each, from four distinct sources:
• a 10th-order NARMA system • a 20th-order NARMA system • a Mackey-Glass DDE with τ = 17 • a Mackey-Glass DDE with τ = 30 These series are all highly nonlinear. Since there is resemblance in the series' time lags as well as in their definitions, clustering these series by their source is an especially hard task.
The second experiment is a real-life application of time series clustering using cluster-based ESNs. We show that we can effectively cluster three distinct classes of light curves from astronomy, without prior knowledge of their labels. This experiment includes 30 series from three different astronomical light curves, 10 for each type:
• RR Lyrae (RRLs) • Eclipsing Binaries (EBs)
• Quasar The RRLs and EBs are periodic stars [23] , while Quasars exhibit stochastic behavior [24] . Every series is binned to have 500 points, and RRLs and EBs are folded to have 10 periods. Missing values are interpolated quadratically and the series are smoothed by applying a Savitzky-Golay filter [21] . All data is centered and standardized before clustering.
Results: Fig. 3 shows how the mean predictive error changes given a number of clusters (models) for experiment 1. The dotted line denotes the average predictive performance of one global ESN with one readout and one set of hyperparameters ('one cluster'). As number of clusters increases, predictive error goes down rapidly, until adding more clusters does not significantly decrease predictive performance anymore. The predictive performance at 4 clusters is close to the predictive error of having 40 ESNs, or one for every individual time series. This shows that the cluster-based ESNs represent the time series in their clusters well.
A similar plot is given for experiment 2 (Fig. 4) . The validation error reaches its minimum at 3 clusters and above. What is especially interesting is that due to the relatively short sequence length, individually optimized ESNs perform worse than one global ESN over all 30 series. We think this is due to overfitting, because, per sequence, effectively only 400 points are available for training and 100 points for validation. Combining series into clusters, therefore, groups and augments the data for each model, thereby making them less prone to overfitting.
For larger datasets the same approach can be followed. The number of clusters can be increased until a desired degree of predictive error is reached, or until some predetermined computation budget is exhausted. Alternatively, expert opinion may inform the number of clusters to be in accordance with the number of latent classes expected in the dataset.
VI. CONCLUSION
We reduce the burden of ESN optimization by applying Bayesian optimization to ESNs hyperparameters, and have shown how to make effective use of it in a time series clustering context. Using these clusters we were able to reduce the amount of optimization needed even more, by precluding the need to model every individual series separately. In large time series dataset with redundancy, in which there often is only a limited number of data generating processes, only the clusters need to be modeled and optimized, leading to significant computational gains.
