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Abstract
We introduce a new method to analysis the many-body problem with disor-
der. The method is an extension of the real space renormalization group based
on the operator product expansion. We consider the problem in the presence
of interaction, large elastic mean free path, and finite temperatures. As a
result scaling is stopped either by temperature or the length scale set by the
diverging many-body length scale (superconductivity). Due to disorder a su-
perconducting instability might take place at TSC → 0 giving rise to a metal-
lic phase or T > TSC . For repulsive interactions at T → 0 we flow towards
the localized phase which is analized within the diffusive Finkelstein theory.
For finite temperatures with strong repulsive backward interactions and non-
spherical Fermi surfaces characterized by |d lnN(b)ln b | ≪ 1 one finds a fixed point
(D∗,Γ∗2) in the plane (D,Γ
(s)
2 ). (D ∝ (KF ℓ)
−1 is the disorder coupling con-
stant, Γ
(s)
2 is the particle-hole triplet interaction, b is the length scale and N(b)
is the number of channels.) For weak disorder, D < D∗, one obtains a metallic
behavior with the resistance ρ(D,Γ
(s)
2 , T ) = ρ(D,Γ
(s)
2 , T ) ≃ ρ
∗f(D−D
∗
D∗
1
T zν1 )
(ρ∗ = ρ(D∗,Γ∗2, 1), z = 1, and ν1 > 1) in good agreement with the experi-
ments.
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I. INTRODUCTION
The Metal-Insulator (M-I) transition has been understood within the seminal paper [1]
in 1979. Focusing on noninteracting electrons the authors demonstrated that in two dimen-
sion (2D) even weak disorder is sufficient to localize the electrons at T = 0. Few years
later [2] it has been realized by Finkelstein that the particle-hole interaction in the triplet
channel might enhance the conductivity. However a detailed analysis revealed that at long
scale the interaction term diverges making difficult to determine what will happen at long
scales. Recently a remarkable experiment [3] has been performed on a 2D electron gas in
zero magnetic field strongly points towards a M-I transition in two dimensions. The charac-
teristic of this experiment performed on a 2DES silicon ( ns ∼ 10
11cm−2) the mean free path
“ℓ” is large, the electron-electron interaction was ∼ 5mev, while the Fermi energy is only
0.6mev. The lowest temperature in the experiment was 0.2K. These experimental condition
might suggest that the non-linear sigma model introduced in ref. [2] might not be applica-
ble since it ignores the interaction effects at length scales shorter than the mean free path.
Since the mean free path is large quantum effects in the momentum range 2π/ℓ ≤| q |≤ Λ
(Λ−1 ∼ a ∼ particle separation) might be important for weak disorder, ℓ −→ ∞. This sug-
gests that a phase transition due to a collective many body interaction might occur before
the diffusive limit is reached. One might have a phase transition from a superconductor to
insulator [4], Wigner crystal [5,6], or quantum Hall-insulator transition [7]. In one dimension
it is known that attractive interaction or ferromagnetic spin fluctuations can suppress the
2kF backscattering leading to a delocalization transition [8]. We investigate the problem
in the presence of interaction and large mean free paths. In order to clarify the situation
in 2D we propose to use the Renormalization Group (RG) analysis. Motivated by the fact
that the mean free path “ℓ” can be large with respect to the particle separation a ∼ Λ−1
(standard transport theories start at the scale “ℓ” and investigate only processes at larger
scales governed by diffusion) we investigate at finite temperatures the competition between
localization and interaction. The competition between multiple scattering (due to disorder)
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and the interactions is investigated within a RG theory. The method used here is different
from the procedure used in ref. [2]. In ref. [2] one emphasizes the disorder by replacing the
multiple elastic scattering by a diffusion theory and in the second step the interactions are
treated perturbatively. We consider a situation where the elastic mean free path is much
larger than any microscopic length. Therefore we might have a situation that before entering
the diffusive region we have to stop scaling. This can happen if the thermal wave length
is shorter than the elastic mean free path or that the Cooper channel diverges giving rise
to superconductivity. In the quantum region the single particle excitations are well-defined
and the Fermi surface is parametrized in terms of No =
πkF
Λ
channels. When the cutoff Λ is
reduced Λ −→ Λ/b, one finds that the interactions scale like Γ −→ Γb1−d and the number of
channels, increases like N = Nob [9]. The disorder scales like D −→ Db
2−d. Due to the fact
that the number of channels increase under scaling, we find that the interaction is marginal
and the disorder is relevant. The quantum region gives rise to a set of scaling equations
for the interaction term Γ: Γ
(c)
2 –particle-hole singlet, Γ
(s)
2 –particle-hole triplet, Γ
(s)
3 –particle-
particle singlet and disorder D (d
(s)
3 –the Cooperon). Our results show that due to disorder
Γ
(s)
3 might becomes negative resulting in a superconducting instability at T −→ 0. This
might give rise to an Insulator-Superconductor transition similar to what one has for super-
conducting films where a phase transition is expected [4]. In the absence of an instability
the standard method at length scale b > bDif , bDif =
Λ
2π/ℓ
is the diffusion theory developed
by Finkelstein. Here we consider the situation where the system is in the clean limit such
that the microscopic mean free path ℓo = ℓ(b = 1) is large. Due to interaction we obtain
that the mean free path ℓ(b > 1) increases, ℓ(b) > ℓo.
In this paper we will work at finite temperatures such the the thermal wavelength is
shorter than the mean free path ℓ. We introduce a thermal length scale bT =
vFΛ
T
and con-
sider the situation where bDif > bT . Since we have to stop the scaling scaling at b = bT we
are allowed to ignore the diffusive region. In the recent transport experiment EF/T ∼ 5 and
KF ℓ≫ 5, therefore the condition bDif > bT is realized. The presence of the cutoff bT prevent
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the number of channels to scale to infinity, instead we have No < N(b) ≤ N(bT ) = N¯ =
EF
T
.
We solve the model under the condition bDif > bT and find that the physics is controlled
by the disorder “D” and the particle-hole triplet Γ
(s)
2 . We find that when the number of
channels does not scale (This might be the case at finite temperature or for non-spherical
Fermi surfaces, which obeys N(b) ≃ Const.), a fixed point in the plane Γ
(s)
2 and D is ob-
tained. This fixed point separates a metallic phase from a localized one. The metallic phase
is caused by the fact that the particle-hole triplet flows to a stable fixed point causing a
shift in the critical dimension from d = 2 to d < 2. The presence of the stable fixed point in
the triplet channel causes power law behavior of the spin-spin correlations. The resistivity
is expected to obey the scaling behavior: ρ(D,Γ
(s)
2 , T ) = ρ(D(b),Γ
(s)
2 (b), T b
z); z ≃ 1 where
Γ
(s)
2 (b) = Γ
∗
2+(Γ
(s)
2 −Γ
∗
2)b
−1/ν2 and D(b) = D∗+(D−D∗)b1/ν1 . Choosing Tbz = To we obtain:
ρ(D,Γ
(s)
2 , T ) ≃ ρ(D
∗,Γ∗2, To) + const.(
D−D∗
D∗
)(To
T
)1/zν1. In agreement with the experimental
results given in ref. [1] the resistivity increases for D > D∗ and decreases for D < D∗. In
the literature alternative theories have been proposed already: ref. [14] (phenomenological),
ref. [10] (within the Finkelstein theory), as well as models which focus on the insulating side
ref. [15,6].
The plan of this paper is: We introduce in Chapter II our microscopic model. We consider
a two dimensional gas in the presence of a screened two-body potential and a static random
potential. We follow a standard method for treating disorder. We use the “replica” method
and perform the statistical average over the disorder. In the second step we parametrize
the Fermi Surface (FS) in terms of N channels. Using this parametrization we identify in
Appendix A all the possible interaction and disorder terms. We find that the interaction
and disorder is best described in terms of chiral currents carrying indices of charge, spin,
replica, and channel. In Chapter III the method of the Renormalization Group (RG) based
on the Operator Product Expansion (OPE) is introduced. We compute the OPE rules for
the different interaction terms, particle-hole (p-h) singlet, p-h triplet, particle-particle (p-p)
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and the Cooperon (the effective interaction induced by the disorder). Chapter IV is devoted
to the derivation of the RG equations based on the OPE results obtained in Chapter III. In
Chapter V we consider the scaling equations in the quantum limit. Chapter VI is devoted
to the possible superconducting instability which might occur in the quantum region. In
Chapter VII we investigate the scaling equations at finite temperatures. Here we observe
that the physics is determined by the effective number of channels N¯ . In Chapter VIII we
solve the RG equations and compute the resistivity. Chapter IX is limited to discussions
and conclusions.
II. THE MICROSCOPIC MODEL
We introduce the screened two-body potential and perform a statistical average over the
disorder using the replica method. We parametrize the FS in terms of N Fermions. Using
these Fermions we replace the interaction terms and the Cooperon by chiral currents. The
starting point of our investigation is the averaged disorder [11] partition function, Z¯α, α =
1, ..., α→ 0,
Z¯α =
∫
D[ψ¯, ψ]e−S, α = 1, ..., α→ 0 (1)
So =
∫
ddx
∫
dt{
∑
σ
∑
α
[ψ¯σ,α∂tψσ,α − ψ¯σ,α(
∇2
2m
+ EF )ψσ,α]} (2)
Sint =
∫
ddx
∫
ddy
∫
dt
∑
σ,σ′
∑
α
{ψ¯σ,α(x)ψ¯σ′,α(y)v(x− y)ψσ′,α(y)ψσ,α(x)} (3)
SD = −
∫
dt1
∫
dt2
∫
ddx
∫
ddy
∑
σ,σ′
∑
α,β
{V (x)V (y)ψ¯σ,α(x, t1)ψ¯σ′,β(y, t2)ψσ′,β(y, t2)ψσ,α(x, t1)}
(4)
“v(x− y)” is the two body screened potential and V (x)V (y) = Dδ(x − y) where D =
v2F
KF ℓ
is the disorder parameter controlled by the elastic scattering time τ = ℓ/vF . Next we
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parametrize the Fermi surface (FS) in terms of N Fermions or N/2 pairs of right and left
movers ( see ref. [9] ):
ψσ,α(~x) =
N/2∑
n=1
(eikF nˆ·~xRn,σ,α(~x) + e
−ikF nˆ·~xLn,σ,α(~x)) (5)
Rn,σ,α(~x) and Ln,σ,α(~x) are right and left movers defined by momenta | q‖ |< Λ, | q⊥ |< Λ
around each Fermi point kF = kF nˆ. The Fermi momentum is determined by the renor-
malized Fermi energy E¯F which is related to the non-interacting Fermi energy EF by the
relation E¯F = EF + δµF , such that E¯F =
k2F
2m∗
. The value of δµF is obtained from the
interaction. The two dimensional Fermions are expressed in terms of the one dimensional
Fermions Rˆn,σ,α(x‖) and Lˆn,σ,α(x‖):
Rn,σ,α(~x) = Rˆn,σ,α(x‖)Zn(x⊥), Ln,σ,α(~x) = Lˆn,σ,α(x‖)Zn(x⊥)
Zn(x⊥) is scalar function which ensures the conservation of momentum in the transversal
direction. The number of channels (Fermions) is related to kF and cutoff Λ < kF , No =
πkF
Λ
.
Using the representation given in Eq.5, we introduce the normal order currents JRn,α,σ(Z)
(right mover) and JLn,α,σ(Z¯) (left mover) with Z and Z¯ given by Z = (Z‖, Z⊥), Z¯ = (Z¯‖, Z¯⊥),
Z‖ = vF t− ix‖, Z¯‖ = vF t + ix‖, and Z⊥ = Z¯⊥ = x⊥,
JRn,α,σ(Z) =: R
†
n,α,σ(Z)Rn,α,σ(Z) :≡ R
†
n,α,σ(Z + ǫ)Rn,α,σ(Z)− 〈R
†
n,α,σ(Z + ǫ)Rn,α,σ(Z)〉o (6)
with ǫ = εx − iδ, ǫ→ 0 and the expectation value:
〈R†n,α,σ1(~x, t1)Rm,β,σ2(~y, t2)〉o ∼ δn,mδα,βδσ1,σ2δ
d−1
Λ (x⊥ − y⊥)[vF (t1 − t2)− i(x‖ − y‖)]
−1 (7)
Similarly we introduce for the left movers:
JLn,α,σ(Z¯) =: L
†
n,α,σ(Z¯)Ln,α,σ(Z¯) :≡ L
†
n,α,σ(Z¯ + ǫ¯)Ln,α,σ(Z¯)− 〈L
†
n,α,σ(Z¯ + ǫ¯)Ln,α,σ(Z¯)〉o (8)
We write the interaction and the disorder parts in the normal order form. From the disorder
part we obtain the elastic scattering term 1
2τ
∝ D (see ref. [12]). From the disorder part
(Eq.4) we obtain the normal order form S˜D.
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From the interaction part we find the normal order representation S˜int plus a shift of
the Fermi energy: δµint(J
R
n,α,σ(~x, t) + J
L
n,α,σ(~x, t)). We choose δµF such that it cancels the
interaction shift, δµF + δµint = 0. As a result S0 becomes:
S˜o =
N/2∑
n=1
∑
σ
∑
α
∫
ddx
∫
dt{R¯n,α,σ[∂t − vF nˆ · ~∂]Rn,α,σ + L¯n,α,σ[∂t + vF nˆ · ~∂]Ln,α,σ} (9)
Using the representation given in Eq.5 we replace the interaction term and disorder in
terms of the currents ( see appendix A ). The interaction part is decomposed in terms of
forward scattering Q(F )n,m(t, ~x, ~y) (charge part) H
(F )
n,m(t, ~x, ~y) (spin part), Q
(B)
n,m(t, ~x, ~y) (particle-
hole in the singlet channel), H(B)n,m(t, ~x, ~y) (particle-hole in the triplet channel), O
(s)
n,m(t, ~x, ~y)
(particle-particle in the singlet channel), O(t)n,m(t, ~x, ~y) (particle-particle in the triplet chan-
nel). From the screened two-body potential v(| ~q |) we obtain the scattering matrix elements
for the different processes, Γ(c)(~n, ~m),Γ(s)(~n, ~m), Γ
(c)
2 (~n, ~m),Γ
(s)
2 (~n, ~m), Γ
(s)
3 (~n, ~m),Γ
(t)
3 (~n, ~m).
For the screened case the matrix elements Γ(~n, ~m) depend only on the angles “θ” on
the FS. For example, if κ is the inverse of the screening length we have Γ
(s)
2 (~n, ~m) =
2κ[1 + 2kF
κ
cos θ/2]−1, 0 ≤ θ ≤ π (“θ” is the angle between the unit vectors ~n and ~m). The
particle-particle matrix is, Γ
(s)
3 (~n, ~m) =
κ
2
[(1+2kF
κ
sin θ/2)−1+(1+2kF
κ
cos θ/2)−1], 0 ≤ θ ≤ π.
We introduce the left and right currents and obtain the representations for the interaction
and disorder terms:
JRn,α,σ1;m,β,σ2(~x, t1, t2) =: R
†
n,α,σ1
(~x, t1)Rm,β,σ2(~x, t2) :
JLn,α,σ1;m,β,σ2(~x, t1, t2) =: L
†
n,α,σ1(~x, t1)Lm,β,σ2(~x, t2) : (10)
For the interaction term we have t1 = t2 and α = β. We obtain that the interaction part
for a screened two-body potential takes the form:
S˜int =
Λ1−d
2No
∑
n
∑
m
∫
ddx
∫
dt
∑
α
{Γ(c)(~n, ~m)Q(F )n,m;α(~x, t)− Γ
(s)(~n, ~m)H(F )n,m;α(~x, t)
+ Γ
(c)
2 (~n, ~m)Q
(B)
n,m;α(~x, t)− Γ
(s)
2 (~n, ~m)H
(B)
n,m;α(~x, t) + Γ
(s)
3 (~n, ~m)O
(s)
n,m;α(~x, t) + Γ
(t)
3 (~n, ~m)O
(t)
n,m;α(~x, t)}
(11)
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In Eq.11 we have to restrict Γ
(s)
3 (~n, ~m) and Γ
(t)
3 (~n, ~m) to ~n 6= ~m in order to avoid double
counting. If we ignore the angle dependence of Γ
(t)
3 we have Γ
(t)
3 ≃ 0. For ~n = ~m we
have the relation Γ
(s)
3 (~n, ~n) =
1
2
Γ
(s)
2 (~n, ~n). Based on dimensional analysis we obtain that the
interaction term has the dimension of Λ1−d. Due to the fact that the interaction is defined
at the scale Λ < kF we have the relation k
1−d
F Γ(kF ) = Λ
1−d(kF
Λ
)d−1Γ(Λ) ∝ Λ
1−d
No
Γ(Λ) where
No = π(
kF
Λ
)d−1 is the number of channels. The operators Q(F )n,m;α, H
(F )
n,m;α, Q
(B)
n,m;α, H
(B)
n,m;α,
O(s)n,m;α, and O
(t)
n,m;α are given by:
Q(F )n,m;α(~x, t) = J
R
n,α(~x, t)J
R
m,α(~x, t) + J
L
n,α(~x, t)J
L
m,α(~x, t),
H(F )n,m;α(~x, t) =
~JRn,α(~x, t) ·
~JRm,α(~x, t) +
~JLn,α(~x, t) ·
~JLm,α(~x, t),
Q(B)n,m;α(~x, t) = J
R
n,α(~x, t)J
L
m,α(~x, t) + J
L
n,α(~x, t)J
R
m,α(~x, t),
H(B)n,m;α(~x, t) =
~JRn,α(~x, t) ·
~JLm,α(~x, t) +
~JLn,α(~x, t) ·
~JRm,α(~x, t),
O(s)n,m;α(~x, t) = O
(‖)
n,m;α(~x, t)− O
(⊥)
n,m;α(~x, t), O
(t)
n,m;α(~x, t) = O
(‖)
n,m;α(~x, t) + O
(⊥)
n,m;α(~x, t),
O(⊥)n,m;α(~x, t) =
∑
σ
: R†n,α,σ(~x, t)Rm,α,−σ(~x, t) :: L
†
n,α,−σ(~x, t)Lm,α,σ(~x, t) :
+ : L†n,α,σ(~x, t)Lm,α,−σ(~x, t) :: R
†
n,α,−σ(~x, t)Rm,α,σ(~x, t) :,
O(‖)n,m;α(~x, t) =
∑
σ
: R†n,α,σ(~x, t)Rm,α,σ(~x, t) :: L
†
n,α,σ(~x, t)Lm,α,σ(~x, t) :
+ : L†n,α,σ(~x, t)Lm,α,σ(~x, t) :: R
†
n,α,σ(~x, t)Rm,α,σ(~x, t) :, (12)
where
JRn,α(~x, t) =
∑
σ
: R†n,α,σ(~x, t)Rn,α,σ(~x, t) :,
~JRn,α(~x, t) =
1
2
: R†n,α,σ1(~x, t)~σσ1,σ2Rn,α,σ2(~x, t) :
(13)
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with similar expressions for the left movers. “Λ” < kF is the cutoff of the theory and we
find that the naive dimension of the interaction field is Λ1−d (d = 2). This follows from
the fact that Eq.9 is invariant under the scaling Λ −→ Λ/b, x = x′b, t = t′b, Rn(~x, t) =
b−d/2Rn(~x
′, t′), Ln(~x, t) = b
−d/2Ln(~x
′, t′), and N(b) = bNo. Following the same procedure as
for the interaction we express the disorder part using again the respective part:
S˜D = −
Λ2−d
No
∑
n
∑
m
∑
α,β
∫
dt1
∫
dt2
∫
ddx{d
(d)
2 ρn,m,α,β(~x; t1, t2)− d
(c)
2 qn,m,α,β(~x; t1, t2)
− d
(s)
2 h
(B)
n,m,α,β(~x; t1, t2) + d
(s)
3 c
(s)
n,m,α,β(~x; t1, t2) + d
(t)
3 c
(t)
n,m,α,β(~x; t1, t2) (14)
The operators in Eq.14 are in complete analogy with the ones in Eq.11, except that they
are at different times and have double replica index:
ρn,m,α,β(~x; t1, t2) ←→ Q
(F )
n,m,α(~x, t);
qn,m,α,β(~x; t1, t2) ←→ Q
(B)
n,m,α(~x, t);
h
(B)
n,m,α,β(~x; t1, t2) ←→ H
(B)
n,m,α(~x, t);
C
(s)
n,m,α,β(~x; t1, t2) ←→ O
(s)
n,m,α(~x, t);
C
(t)
n,m,α,β(~x; t1, t2) ←→ O
(t)
n,m,α(~x, t)
The corresponding constants in Eq.14 have the initial values: d
(s)
3 = d
(c)
2 =
1
2
d
(s)
2 ≡ D,
d
(t)
3 = 0. We will find that only the Cooperon term, d
(s)
3 c
(s)
n,m,α,β(~x; t1, t2) is important. For
the rest part of this paper we will ignore the rest of the terms and consider only the Cooperon
part.
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III. THE RENORMALIZATION GROUP METHOD
In the first part of this chapter we will introduce the RG method based on the OPE.
This method is needed in order to analyze the possible phase diagram of our problem. The
real space method based on the Operator Product Expansion (OPE) introduced in ref. [13]
is in particular advantageous. In order to explain how this works we express the action in
Eq.11 by a formal expression S ∼
∑
ΓiAi where Ai are the operators and Γi are the coupling
constants. Using the fact that the time ordered product of the single particle operator is
given by,
Rn,α,σ(~x, t1)R
†
m,β,σ1
(~y, t2) ∼
1
2π
δn,mδα,βδσ,σ1δ
d−1
Λ (x⊥ − y⊥)θ(t1 − t2)
[vF (t1 − t2)− i(x‖ − y‖)]
−1 (15)
where x‖ = nˆ · ~x, x⊥ = ~x− nˆ · ~x. We find for any two operators given in Eq.11 the OPE:
Ai(~x, t1)Aj(~x+ a, t2) ∼
∑
K
CKij FK(| t1 − t2 |)AK(~x,
t1+t2
2
)
[a2 + v2F (t1 − t2)
2]xi+xj−xK
(16)
with CKij the structure constant and FK(| t1 − t2 |) ∼ 1. As a result the product of any
number of operators can be reduced to a sum of operators. This implies that once the cutoff
Λ is reduced to Λ/b, one can obtain the scaling equations for coupling constants Γi. For Γi
with the scaling dimension Γi −→ Γib
(xi−d), one obtains:
dΓK
d ln b
= −(d − xK)ΓK −
1
2
∑
i,j
C˜Ki,jΓiΓj +
1
3!
∑
i,j
∑
p,q
C˜pi,jC˜
K
p,qΓiΓjΓq (17)
where the C˜Ki,j are proportional to the structure constants C
K
i,j. In order to be able to complete
the RG equation given in Eq.17 we have to compute the operator product expansion of the
operators which appear in Eqs.11 and 14. The second part of this chapter will be devoted to
the calculation of the OPE for the interaction and disorder operators. Using current algebra
of the chiral currents given in ref. [16] we will establish the OPE rules for our problem.
The calculation is based on the Wick theorem which replaces the time order product by the
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normal ordered form plus all the possible ways of contracting pairs of Fermion fields. This
calculation is standard and lengthy therefore we will present only the results. We start with
the results for the p-p singlet:
O(s)n,m,α(~x, t)O
(s)
k,l,β(~x+ ~a, t+ τ) =
1
(2π)2
(
Λ
2π
)d−1δα,β[a
2 + (vF τ)
2]−1{O
(s)
k,m,α(~x, t)δn,l
+O
(s)
n,l,α(~x, t)δk,m − δn,lδk,m(Q
(B)
n,m,α(~x, t) +Q
(B)
m,n,α(~x, t))}+ [“c”number]. (18)
From Eq.18 we learn that the OPE generates p-p and p-h singlets.
For the p-h in the triplet channel no new terms are generated:
H(B)n,m,α(~x, t)H
(B)
k,l,β(~x+ ~a, t + τ) =
1
(2π)2
(
Λ
2π
)d−1δα,β[a
2 + (vF τ)
2]−1
{−2H(B)n,m,α(~x, t)[δn,lδk,m + δn,kδl,m]}+ [“c”number] (19)
The p-h singlet generates only a “c” number:
Q(B)n,m,α(~x, t)Q
(B)
k,l,β(~x+ ~a, t+ τ) = [“c”number] (20)
The OPE for the Cooperon do not generate new terms:
C
(s)
n,m;α,β(~x; t1, t2)C
(s)
k,l;α′β′(~x+ ~a; t1 + τ1, t2 + τ2) =
1
(2π)2
(
Λ
2π
)d−1[
1/2
(vF τ1 − ia)(vF τ2 + ia)
+
1/2
(vF τ1 + ia)(vF τ2 − ia)
]{2δα,β′δα′,β[δm,kC
(s)
n,l;α,β(~x; t1, t2) + δn,lC
(s)
k,m;α,β(~x; t1, t2)]
−
1
2
δα,α′δβ,β′δm,kδn,l[C
(s)
n,m;α,β(~x; t1, t2) + C
(s)
m,n;α,β(~x; t1, t2)]}+ [“c”number] (21)
The OPE between the p-p and p-h triplet generates the p-p operator and the p-h singlet:
O(s)n,m;α(~x, t)H
(B)
k,l;β(~x+ ~a, t+ τ) =
1
(2π)2
(
Λ
2π
)d−1δα,β[a+ (vF τ)
2]−1{
3
4
δl,kδn,lδm,kQ
(B)
n,m)~x, t)]}
−
δl,k
8
[δn,lO
(s)
l,m;α(~x, t) + δm,lO
(s)
n,l;α(~x, t)]}+ [“c”number] (22)
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The OPE between the p-p term and the p-h singlet generates a “c” number:
O(B)n,m;α(~x, t)Q
(B)
k,l;β(~x+ ~a, t+ τ) = [“c”number] (23)
The product for the product p-h triplet and p-h singlet gives a “c” number:
H(B)n,m;α(~x, t)Q
(B)
k,l;β(~x+ ~a, t+ τ) = [“c”number] (24)
In the remaining part we present the OPE between the Cooperon and the interaction oper-
ators. For the p-p case we generate the Cooperon and p-p operator:
O(s)n,m;γ(~x, t)C
(s)
k,l;α,β(~x+ ~a, t1 + τ1, t2 + τ2) =
1
(2π)2
(
Λ
2π
)d−1{[
1/2
(vF τ1 − ia)(vF τ2 + ia)
+
1/2
(vF τ1 + ia)(vF τ2 − ia)
]δγ,αδγ,β [O
(s)
k,m;γ(~x, t)δn,l+O
(s)
n,l;γ(~x, t)δk,m]+
1/2
(vF τ1)2 + a2
δk,mδn,lδn,m(δγ,α+δγ,β)
C
(s)
n,m;α,β(~x, t, t+ τ2) +
1/2
(vF τ2)2 + a2
δk,mδn,lδn,m(δγ,α + δγ,β)C
(s)
n,m;α,β(~x, t+ τ1, t)}+ [“c”number]
(25)
For the p-h triplet one obtains the p-p and Cooperon terms:
H(B)n,m;γ(~x, t)C
(s)
k,l;α,β(~x+~a, t1+τ1, t2+τ2) =
1
(2π)2
(
Λ
2π
)d−1{−
1
2
[
1
a2 + (vF τ1)2
C
(s)
n,m;α,β(~x, t, t+τ2)
+
1
a2 + (vF τ2)2
C
(s)
n,m;α,β(~x, t + τ1, t)][δk,mδn,lδn,m(δγ,α + δγ,β)
3
4
]− [
1/2
(vF τ1 − ia)(vF τ2 + ia)
+
1/2
(vF τ1 + ia)(vF τ2 − ia)
][δm,kδm,l + δn,kδn,l][δγ,αδγ,β][
1
4
O(s)n,m;γ(~x, t) +
1
4
O(t)n,m;γ(~x, t)]}+ [“c”number]
(26)
When we consider the p-h singlet we generate the p-p and Cooperon terms.
Q(B)n,m;γ(~x, t)C
(s)
k,l;α,β(~x+~a, t1+τ1, t2+τ2) =
1
(2π)2
(
Λ
2π
)d−1{−
1
2
[
1
a2 + (vF τ1)2
(C
(s)
n,m;α,β(~x, t, t+τ2)
−C
(t)
n,m;α,β(~x, t, t+ τ2)])) +
1
a2 + (vF τ2)2
(C
(s)
n,m;α,β(~x, t+ τ1, t)− C
(t)
n,m;α,β(~x, t + τ1, t))]
12
12
(δn,kδm,l + δm,kδn,l)(δγ, α+ δγ,β) + [
1/2
(vF τ1 − ia)(vF τ2 + ia)
+
1/2
(vF τ1 + ia)(vF τ2 − ia)
]
δγ,αδγ,β(δm,kδm,l + δn,kδn,l)(O
(s)
n,m;γ(~x, t)− O
(t)
n,m;γ(~x, t))}+ [“c”number] (27)
The Eqs.18-27 have been obtained using the free Fermion action given in Eq.9. We will
work at a finite temperature, therefore Eqs.15 is an approximation of the exact propagator
{vF β
π
sin[ π
vF β
(vF (t1 − t2) − i(x‖ − y‖))]}
−1. This means that the “t” range of integration in
Eqs.17 and 27 is restricted to t < β.
IV. DERIVATION OF THE RG EQUATIONS
This chapter is designated to the computation of the RG equations. This will be done
by expanding the partition function Z in terms of the interaction and disorder operators.
Using the OPE rules derived in Eqs.18-27 will allow to replace the product of operators in
terms of a sum of operators. When rescaling the minimal distance “a” to “ba” will allow to
find the scaling equations. It is important to remark that the method used here is different
from the standard method used for problems with disorder. The traditional method [2]
starts from the diffusion theory and includes the interaction terms as a perturbation. Here
we start from the Fermion theory and include simultaneously on equal footing the effects
of interaction and disorder. In the standard approach the quantum diffusion theory ignores
completely the effects of interactions at short distances (distances shorter than the mean
free path). We will see that considering the disorder and interaction on equal footing new
terms will appear in the RG equations. The scaling equations will contain terms which are
controlled by the number of channels.
Following the analysis given in section II we have:
S˜o =
N/2∑
n=1
∑
σ
∑
α
∫
ddx
∫
dt{R¯n,α,σ[∂t − vF nˆ · ~∂]Rn,α,σ + L¯n,α,σ[∂t + vF nˆ · ~∂]Ln,α,σ}. (28)
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The action S˜o determines the partition function Zo,
Zo =
∫
D [ψ¯, ψ]e−S˜o.
We perturb the partition function Zo by the interaction S˜int and disorder S˜D:
S˜int =
Λ1−d
2No
∑
n
∑
m
∑
α
∫
ddx
∫
dt{Γ(c)(~n, ~m)Q(F )n,m;α(~x, t)−Γ
(s)(~n, ~m)H(F )n,m;α(~x, t)+Γ
(c)
2 (~n, ~m)Q
(B)
n,m;α(~x, t)
−Γ
(s)
2 (~n, ~m)H
(B)
n,m;α(~x, t) + (1 − δn,m)Γ
(s)
3 (~n, ~m)O
(s)
n,m;α(~x, t)}
=
Λ1−d
2No
∑
n
∑
m
∑
α
∫
ddx
∫
dt{Γ(c)(~n, ~m)Q(F )n,m;α(~x, t)−Γ
(s)(~n, ~m)H(F )n,m;α(~x, t)+e
(c)
2 (~n, ~m)Q
(B)
n,m;α(~x, t)
− e
(s)
2 (~n, ~m)H
(B)
n,m;α(~x, t) + e
(s)
3 (~n, ~m)O
(s)
n,m;α(~x, t)} (29)
In Eq.29 we have ignored for simplicity the particle-particle triplet and consider only the
particle-particle singlet.
Due to the relation between the particle-particle and the particle-hole triplets we remove
the term (1− δn,m) by defining new coupling constants:
e
(c)
2 (~n, ~m) = Γ
(c)
2 (~n, ~m)−
1
2
δn,mΓ
(s)
3 (~n, ~m),
e
(s)
2 (~n, ~m) = Γ
(s)
2 (~n, ~m)− 2δn,mΓ
(s)
3 (~n, ~m),
e
(s)
3 (~n, ~m) = Γ
(s)
3 (~n, ~m). (30)
The results in Eqs.30 follows from the operator identity
O(s)n,m;α(~x, t) = (1− δn,m)O
(s)
n,m;α(~x, t) + δn,m[
1
2
Q(B)n,m;α(~x, t)− 2H
(B)
n,m;α(~x, t)] (31)
Eq.31 follows directly from the definitions of the particle-particle singlet for ~n = ~m in terms
of the currents ( see Eqs.12-13 ). For ~n = ~m the particle-hole triplet Γ
(s)
2 (~n, ~n) is related to
the particle-particle singlet Γ
(s)
3 (~n, ~n) ( see Eq.A4 )
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Γ
(s)
2 (~n, ~n) = Γ
(s)
3 (~n, ~n). (32)
For the disorder part we will consider only the dominant Cooperon term d
(s)
3 C
(s)
n,m;α,β(~x; t1, t2)
and we will ignore the effect of forward disorder
S˜D = −
Λ2−d
No
∑
n
∑
m
∑
α
∑
β
∫
ddx
∫
dt1
∫
dt2{d
(s)
3 C
(s)
n,m;α,β(~x; t1, t2)}. (33)
Following ref. [13] we compute the partition function Z of the action S˜o + S˜int + S˜D by
expanding up to the third order in S˜int + S˜D. Using Zo we obtain:
Z = Zo{1 − [〈S˜int〉a + 〈S˜D〉a −
1
2
〈S˜2int〉a − 〈S˜intS˜D〉a −
1
2
〈S˜2D〉a
+
1
3!
〈S˜3int〉a +
1
3!
〈S˜3D〉a +
1
2
〈S˜2intS˜D〉a +
1
2
〈S˜intS˜
2
D〉a]}. (34)
The meaning of 〈· · ·〉a is to take the expectation value with respect to S˜o defined in Eq.28.
Since we want to perform a RG analysis we will take the expectation value only in the
interval (Λ,Λ/b), b ≥ 1. In real space this means to integrate from the microscopic distance
a to ba.
Next we will compute the first term in Eq.34
〈S˜int〉ba = b
2−d No
N(b)
〈S˜int〉a, N(b) = Nob (35)
where 〈· · ·〉ba represents the expectation value with respect to Eq.28 with the new cutoff
Λ/b = 2π/ba. The expectation value of 〈S˜D〉a is different from Eq.35. The difference is due
to the two times t1 and t2. For times | t1 − t2 |≤ a/vF , C
(s)
n,m;α,β(~x; t1, t2) is replaced by the
singlet particle-particle interaction.
〈S˜D〉ba = b
3−d No
N(b)
〈S˜D〉a (36)
∆〈S˜int〉ba = −
2a
vF
b2−d
No
N(b)
〈S˜D(t1 = t2)〉a. (37)
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Eq.37 represents the contribution from the disorder Cooperon to the singlet particle-particle
term when | t1 − t2 |≤ a/vF .
In order to compute the higher order term we have to use the rule of the operator product
expansion defined in Eqs.18-27, and have to perform the time integration. We introduce the
notation 〈· · ·〉da which stands for the expectation value in the domain (a,ba)
−
1
2
〈S˜2int〉da =
da
a
{
Λ1−d
2N
A−1
4N
(−1)
∑
n
∑
m
∑
α
∫
ddx
∫
dt{T (~n, ~m)Q(B)n,m;α(~x, t)
− S(~n, ~m)H(B)n,m;α(~x, t) +R(~n, ~m)O
(B)
n,m;α(~x, t)} (38)
where da
a
= ba−a
a
∼ d ln b. R(~n, ~m), S(~n, ~m), and T (~n, ~m) are a set of polynomials defined
by the rules of the OPE given by Eqs.18-27.
T (~n, ~m) = −[2(e
(s)
3 (~n, ~m))
2 +
3
4
δn,me
(s)
2 (~n, ~m)e
(s)
3 (~n, ~m)],
R(~n, ~m) = 2
∑
~l
e
(s)
3 (~n,~l)e
(s)
3 (~l, ~m) +
1
4
e
(s)
3 (~n, ~m)e
(s)
2 (0),
S(~n, ~m) = 4(e
(s)
2 (~n, ~m))
2 (39)
where e
(s)
2 (0) ≡ e
(s)
2 (~n, ~n). A
−1 is determined by the time integration
A−1 =
I1(βˆ)
(2π)d−12πvF
; βˆ ≡
β
πa
(40)
I1(βˆ) =
2
π
∫ ∞
0
dx
cosx/βˆ
x2 + 1
(41)
where βˆ is the dimensionless inverse temperature. The function I1(βˆ) originates at T 6= 0.
In the limit β ≫ 1, I1(βˆ) → 1. In the limit β ∼ 1, I1(βˆ) ≪ 1 and the time integration can
be neglected.
−
1
2
〈S˜2D〉da =
da
a
{
Λ2−d
N
B−1
2N
(−1)
∑
n
∑
m
∑
α
∑
β
∫
ddx
∫
dt1
∫
dt2[2(d
(s)
3 )
2(1−
1
8N
)NC
(s)
n,m;α,β(~x; t1, t2)]}
(42)
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and
−〈S˜intS˜
2
D〉da =
da
a
{−
Λ1−d
2N
B−1
N
∑
n
∑
m
∑
α
∫
ddx
∫
dt[−d
(s)
3 Lˆ(~n, ~m)O
(s)
n,m;α(~x, t)]
−
Λ2−d
N
A−1
2N
∑
n
∑
m
∑
α
∑
β
∫
ddx
∫
dt1
∫
dt2[−d
(s)
3 Mˆ(~n, ~m)C
(s)
n,m;α,β(~x; t1, t2)]} (43)
where
B−1 =
I2(2βˆ)
(2π)d−12v2F
(44)
I2(βˆ) = [I1(βˆ)]
2 (45)
The term Lˆ(~n, ~m) and Mˆ(~n, ~m) are given by:
Lˆ(~n, ~m) = 2
∑
~l
e
(s)
3 (~l, ~m) +
1
2
e
(s)
2 (~n, ~m)− 2e
(c)
2 (~n, ~m) (46)
and
Mˆ(~n, ~m) =
3
2
e
(s)
2 (~n, ~m) + 2γ
(s)
3 (~n, ~m)δn,m − 2e
(c)
2 (~n, ~m) (47)
The set of Eqs.43-47 concludes the RG calculation to second order.
The presence of the elastic mean free path introduces a cutoff in the time domain and
allows us to apply the method of OPE to higher order. To third order in the interaction
parameters e
(s)
2 , e
(c)
2 , e
(s)
3 , and disorder d
(s)
3 we obtain:
〈S˜2intS˜D〉da =
da
a
{
Λ2−d
N
A−1
2N2
∑
n
∑
m
∑
α
∑
β
∫
ddx
∫
dt1
∫
dt2[
A−1
2
J1(βˆ)
I1(βˆ)
G1(~n, ~m)
+B−1
J2(2ˆβ)
I2(2βˆ)
ℓˆG2(~n, ~m)]C
(s)
n,m;α,β(~x; t1, t2)}+
da
a
{
Λ1−d
2N
A−1B−1
N2
∑
n
∑
m
∑
α
∫
ddx
∫
dt
[
J2(βˆ)
2I2(βˆ)
K3(~n, ~m) +
J1(βˆ)
I1(βˆ)
K2(~n, ~m) +
B
A
J1(βˆ)
I1(βˆ)
K3(~n, ~m)]O
(s)
n,m;α(~x, t)}
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+
da
a
{
Λ1−d
2N
A−1B−1
N2
J1(βˆ)
I1(βˆ)
∑
n
∑
m
∑
α
∫
ddx
∫
dtF (~n, ~m)Q(B)n,m;α(~x, t)} (48)
In Eq.48 the time integration introduces:
J1(βˆ) ≃ I1(βˆ), J2(βˆ) ≃ I2(βˆ). (49)
The integral in Eq.49 depends explicitly on the dimensionless βˆ. At the scale b = 1 we
have βˆ(b = 1) = βˆ ≫ 1 and for b = bT = β/a we have βˆ(b) = 1 and have to stop scaling.
By Using the OPE rules we generate the polynomials G1, G2, K1, K2, K3, and F . These
polynomials are obtained from the microscopic couplings and the OPE results obtained at
second order ( the polynomials R, S, T , L, and M).
G1(~n, ~m) = −d
(s)
3 [
3
2
S(~n, ~m) + 2R(0)δn,m − T (~n, ~m)], (50)
G2(~n, ~m) = −d
(s)
3 [2Mˆ(0)e
(s)
3 (0)δn,m +
3
2
Mˆ(~n, ~m)e
(s)
2 (~n, ~m)− 2Mˆ(~n, ~m)e
(c)
2 (~n, ~m)], (51)
K1(~n, ~m) = −d
(s)
3 [2
∑
~l
R(~l, ~m) +
1
2
S(~n, ~m)− T (~n, ~m)], (52)
K2(~n, ~m) = −d
(s)
3 [2
∑
~l
~L(~n,~l)e
(s)
3 (~l, ~m) +
1
4
~L(~n, ~m)e
(s)
2 (0)], (53)
K3(~n, ~m) = −d
(s)
3 [2
∑
~l
~M(~n,~l)e
(s)
3 (~l, ~m) +
1
2
~M(~n, ~m)e
(s)
2 (~n, ~m) + 2 ~M(~n, ~m)e
(c)
2 (~n, ~m)], (54)
F (~n, ~m) = −d
(s)
3 [2~L(~n, ~m)e
(s)
3 (~n, ~m)−
3
4
δn,me
(s)
2 (0)Lˆ(~n, ~m)]. (55)
Next we compute:
〈S˜intS˜
2
D〉da =
da
a
{
Λ2−d
N
A−1B−1
N2
∑
n
∑
m
∑
α
∑
β
∫
ddx
∫
dt1
∫
dt2[
J1(βˆ)
2I1(βˆ)
(d
(s)
3 )
2Mˆ(~n, ~m)(4N−1)
+
J2(2βˆ)
I2(2βˆ)
(d
(s)
3 )
2(2Lˆ(0)δn,m + 4
∑
lˆ
Mˆ(~l, ~m)− Mˆ(~n, ~m))]C
(s)
n,m;α,β(~x; t1, t2)}. (56)
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The OPE in Eq.56 determines the behavior of the Cooperon as a function of the polynomials
Mˆ (see Eq.47) and Cooperon coupling d
(s)
3 .
1
3!
〈S˜3int〉da =
da
a
{
Λ1−d
2N
(A−1)2
3!4N2
J1(βˆ)
I1(βˆ)
∑
n
∑
m
∑
α
∫
ddx
∫
dt
[W (~n, ~m)Q(B)n,m;α(~x, t)− V (~n, ~m)H
(B)
n,m;α(~x, t) + U(~n, ~m)O
(s)
n,m;α(~x, t)]} (57)
where the functions U , V , and W are defined in terms of the microscopic couplings and the
second order functions R and S defined in Eq.39.
W (~n, ~m) = −[2R(~n, ~m)e
(s)
3 (~n, ~m) +
3
4
δn,m(R(0)e
(s)
2 (0) + S(0)e
(s)
3 (0))]
V (~n, ~m) = 4S(~n, ~m)e
(s)
2 (~n, ~m)
U(~n, ~m) = 2
∑
~l
R(~n,~l)e
(s)
3 (~l, ~m) +
1
4
(R(~n, ~m)e
(s)
2 (0) + S(0)e
(s)
3 (~n, ~m)) (58)
and
1
3!
〈S˜3D〉da =
da
a
{−
Λ2−d
N
(B−1)2
J2(2βˆ)
I2(2βˆ)
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3!
∑
n
∑
m
∑
α
∑
β
∫
ddx
∫
dt1
∫
dt2
(d
(s)
3 )
3(1−
1
4N
)3C
(s)
n,m;α,β(~x; t1, t2)} (59)
Using the results given in Eqs.29-59 we will obtain the RG equations.
V. THE RG EQUATIONS IN THE QUANTUM LIMIT
The quantum region is defined by Λ/bT < |q| < Λ where bT =
vFΛ
T
. In principle it is
possible that before the scale bT has been reached, one of the coupling constants has reached
values of order one. If this happens at a scale bo < bT we have to stop at bo and for the inter-
val Λ
bT
≤ |q| < Λ
bo
we have a different theory. If the Cooperon coupling constant tˆ
N
∝ (kF ℓ)
−1
19
reaches values of order one at bo < bT we must crossover to the Finkelstein diffusion the-
ory. From the other hand if one of the two-body interactions reaches large values we have
to construct a new theory. If the two-body interaction which grows under scaling is the
Cooper coupling constant we have to construct a theory based on a superconductivity with
disorder. We will consider here the situation where the effects of interactions are such that
the value of bo ≡ bDif obeys bDif > bT or bo ≡ bSC , bSC < bT (bSC is the length scale where
the Cooper coupling constant diverges.). Therefore we will ignore the diffusive region.
We introduce the following rescaled coupling constants:
d
(s)
3 = tˆB; e
(c)
2 (~n, ~m) = eˆ
(c)
2 (~n, ~m)A;
Γ
(c)
2 (~n, ~m) = γˆ
(c)
2 (~n, ~m)A; e
(s)
2 (~n, ~m) = eˆ
(s)
2 (~n, ~m)A;
Γ
(s)
2 (~n, ~m) = γˆ
(s)
2 (~n, ~m)A; e
(s)
3 (~n, ~m) = eˆ
(s)
3 (~n, ~m)A;
Γ
(s)
3 (~n, ~m) = γˆ
(s)
3 (~n, ~m)A. (60)
where the constants A and B are defined in Eqs.40 and 44. In the quantum regime the
number of channels obeys N0 → N(b) = π(
kF
Λ/b
) = N0b. Due to the fact that when the cutoff
Λ is reduced to Λ/b the number of channels scales like N(b) = N0b, it follows that the naive
scaling dimension of the interaction and disorder will be
γ
N
Λ/b
−→
γ
N
b2−d and
tˆ
N
Λ/b
−→
tˆ
N
b3−d.
We observe that the interaction becomes marginal while the disorder is relevant. In the
opposite situation where the number of channels does not scale, we have: γ → γb1−d and
tˆ→ tˆb2−d.
For the disorder Cooperon coupling constant tˆ we have the scaling equation:
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dtˆ
d ln b
= tˆ[1 −
1
N
(
3
4
γˆ
(s)
2 (~n, ~m)− γˆ
(c)
2 (~n, ~m) +
J1(βˆ)
I1(βˆ)
δn,m[γˆ
(s)
3 ]
2
n,m)]
+ 2tˆ2[1−
1
N
J1(βˆ)
I1(βˆ)
(
3
2
γˆ
(s)
2 (~n, ~m)− 2γˆ
(c)
2 (~n, ~m))−
1
N
J2(βˆ)
I2(βˆ)
(3〈γˆ
(s)
2 〉 − 2〈γˆ
(c)
2 〉)]. (61)
In Eq.61 we use the notation:
[γˆ
(s)
3 ]
2
n,m ≡
1
N
∑
~l
γˆ
(s)
3 (~n,~l)γˆ
(s)
3 (~l, ~m) (62)
〈γˆ
(s)
2 〉 =
1
N
∑
~l
γ
(s)
2 (~l, ~n), 〈γˆ
(c)
2 〉 =
1
N
∑
~l
γ
(c)
2 (~l, ~n). (63)
From Eq.61 we see that we can have a M-I transition in two dimensions when the p-p in-
teraction γ
(s)
3 and the p-h γ
(s)
2 increases such that the linear term in “tˆ” becomes negative
(see Eq.61). We observe in Eq.61 that the effect of the p-h singlet γ
(c)
2 is opposite to the
p-h triplet γ
(s)
2 . γ
(c)
2 enhances the localization while γ
(s)
2 drives the system metallic. This
is consistent with the known fact that a “Hartree” term (γ
(c)
2 ) favors localization while the
“Fock” exchange term (γ
(s)
2 ) drives the system metallic. From dimensional analysis it follows
that Eq.61 must be linear in tˆ. In addition we have that the number of channels obey the
scaling law, N = N(b) = Nob.
The scaling equation for the particle-hole singlet is:
dγˆ
(c)
2 (~n, ~m)
d ln b
=
1
N
{(γˆ
(s)
3 (~n, ~m))
2 +
J1(βˆ)
I1(βˆ)
[tˆ〈γˆ
(s)
3 〉(γˆ
(s)
3 (~n, ~m)(1− 3δn,m) +
3
2
δn,mγˆ
(s)
2 (0))
−
1
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[γˆ
(s)
3 ]
2
n,m(γˆ
(s)
3 (~n, ~m)(4− 3δn,m) +
3
2
δn,mγˆ
(s)
3 (0))]}+
1
2
δn,m
dγˆ
(s)
3 (~n, ~m)
d ln b
(64)
and the particle-hole triplet γˆ
(s)
2 (~n, ~m) is given by:
dγˆ
(s)
2 (~n, ~m)
d ln b
=
1
N
{−(γˆ
(s)
2 (~n, ~m))
2 +
1
6N
J1(βˆ)
I1(βˆ)
(γˆ
(s)
2 (~n, ~m))
3}) + 2δn,m
dγˆ
(s)
3 (~n, ~m)
d ln b
(65)
From Eqs.64 and 65 we see that the particle-particle channel affects the particle-hole singlet.
In addition for ~n = ~m the particle-particle channel γˆ
(s)
3 (~n, ~n) is identicle to the particle-hole
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triplet 1
2
γˆ
(s)
2 (~n, ~n), γˆ
(s)
3 (~n, ~n) =
1
2
γˆ
(s)
2 (~n, ~n).
The particle-particle singlet term obeys the scaling equation:
dγˆ
(s)
3 (~n, ~m)
d ln b
= −
1
2
[γˆ
(s)
3 ]
2
n,m + tˆ〈γˆ
(s)
3 〉+
1
3!
J1(βˆ)
I1(βˆ)
[γˆ
(s)
3 ]
3
n,m
−2
J2(βˆ)
I2(βˆ)
tˆ〈(γˆ
(s)
3 )
2〉 − 4
J1(βˆ)
I1(βˆ)
tˆ〈(γˆ
(s)
3 )
2〉+ 8
J2(βˆ)
I2(βˆ)
tˆ2〈(γˆ
(s)
3 )〉 + 8
J1(βˆ)
I1(βˆ)
tˆ2〈(γˆ
(s)
3 )〉
+
1
N
{[tˆ+4tˆ2(
J1(βˆ)
I1(βˆ)
+
A
B
J2(βˆ)
I2(βˆ)
)][
1
2
γˆ
(s)
2 (~n, ~m)−2γˆ
(c)
2 (~n, ~m)]}+
1
N
{
1
8
γˆ
(s)
3 (~n, ~m)γˆ
(s)
3 (0)−
1
16
γˆ
(s)
3 (~n, ~m)γˆ
(s)
2 (0)
−
1
3!
J1(βˆ)
I1(βˆ)
δn,m[γˆ
(s)
3 ]
2
n,mγˆ
(s)
3 (0) +
1
2!3!
J1(βˆ)
I1(βˆ)
[γˆ
(s)
3 ]
2
n,mγˆ
(s)
2 (0)−
J2(2βˆ)
I2(2βˆ)
〈(γˆ
(s)
3 )〉(
1
2
γˆ
(s)
2 (0)− γˆ
(s)
3 (0)δn,m)}
(66)
where
[γˆ
(s)
3 ]
2
n,m =
1
N
∑
~l
γˆ
(s)
3 (~n,~l)γˆ
(s)
3 (~l, ~m)
〈(γˆ
(s)
3 )
2〉 =
1
N
∑
~l
(γˆ
(s)
3 (~n,~l))
2
〈(γˆ
(s)
3 )〉 =
1
N
∑
~l
γˆ
(s)
3 (~n,~l)
[γˆ
(s)
3 ]
3
n,m =
1
N2
∑
~l
∑
~l′
γˆ
(s)
3 (~n,~l)γˆ
(s)
3 (~l,~l
′)γˆ
(s)
3 (~l
′, ~m). (67)
The scaling relation for the forward part are trivial:
dΓ(c)
d ln b
=
dΓ(s)
d ln b
= 0 (68)
The set of Eqs.64-66 show that in the limit of N →∞ the interaction is controlled only by
the particle-particle singlet γˆ
(s)
3 (~n, ~m). In addition we observe that the disorder renormalizes
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the γˆ
(s)
3 (~n, ~m). We observe that the scaling equation for γˆ
(s)
3 (~n, ~m) can be negative at b = 1.
The origin of the negative term is given by Eq.37, where it has been shown that at short
times the Cooperon behaves like a Cooper p-p singlet. As a result the initial values of the
particle-particle singlet γˆ
(s)
3 (~n, ~m; b = 1) are replaced by γˆ
(s)
3 (~n, ~m; b = 1) − 2vF (
B
A
)tˆ. In
Eqs.61, 64, 65, and 66 the scaling of the number of the channels is stopped when diffusive
region is reached. At finite temperature we stop scaling at the scale b = bT = EF/T . This
will fix the number of channels to N¯ ≡ NT = EF/T (see ref. [9]). It might be possible that
in two dimensions the decoherency introduced by the temperature might be stronger than
T . This might be the case if we have in mind dephasing effects in two dimensions which can
define an effective temperature Teff (T ) > T replacing N¯ by EF/Teff .
VI. THE CONDUCTING PHASE DUE TO THE SUPERCONDUCTING
INSTABILITY IN THE QUANTUM REGION
In the low temperature limit we can ignore all the many body effect except the particle-
particle singlet γˆ
(s)
3 (~n, ~m). The reason being the 1/N factor which appears in Eqs.64 and 65
and is missing for the particle-particle singlet in Eq.66. The growth of the number of chan-
nels N(b) is determined by the topology of the Fermi surface. In particular this is the case
for spherical Fermi surface where N(b) = Nob. For T 6= 0 we obtain N(b = bT ) =
EF
T
. (In
chapter VIII we will consider non-spherical Fermi surface with repulsive interaction which
might lead to a Ferromagnetic instability.)
Due to the fact that the 1/N factor is only absent for the particle-particle singlet, we
will investigate the problem in the parameter space (γˆ
(s)
3 , tˆ) using the angular momentum
representation:
γ
(s)
3 (r) ≡ γr =
∫ π
0
dθ
π
γ
(s)
3 (θ) cos(rθ), r = 0, 2, 4, · · · .
For the singlet case r = 0 we have γr=0 = γo:
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γo ≃
1
N
∑
~l
γˆ
(s)
3 (~l, ~n) (69)
From Eq.66 we obtain to leading order in 1/N the following equation for particle-particle
singlet:
dγo
d ln b
= −
1
2
γ2o + γotˆ− 6γ
2
o tˆ + 16γotˆ
2 +
1
3!
γ3o , (70)
with
γo(b = 1) → γo(b = 1) − 2v˜F tˆ
In Eq.70 we have used I1 ∼ I2 ∼ J1 ∼ 1 and v˜F = vFB/A where the constants A and B
have been defined in Eqs.40 and 44.
We investigate Eq.70 in the limit of weak disorder tˆ → 0. We find that even for positive
value of γo the effect of disorder is to drive γo(b) to negative values. The reason for this is
the fact that the negative linear term in tˆ can cause an initial negative value for γo(b = 1).
As a result the term −1
2
γ2o (for negative value of γo, γo(b = 1) < 0) might drive the particle-
particle interaction towards a superconducting instability. This behavior can be seen in the
following way. In the limit of tˆ → 0 we keep in Eq.70 only the two first order terms and
obtain the solution for γo(b):
γo(b = e
ℓ) = γo(b = 1) exp(
∫ ℓ
0
tˆ(x) dx)[1 +
1
2
γo(b = 1)
∫ ℓ
0
dy exp(
∫ y
0
tˆ(x) dx)]−1 (71)
For γo(b = 1) < 0, γo(b) diverges at a length scale b = bSC ≡
vFΛ
TSC
where TSC represents the
superconducting instability temperature,
TSC = vFΛ(1 +
2tˆ
|γo(b = 1)|
)−
1
t
tˆ→0
−→ vFΛ exp(−
2
|γo(b = 1)|
).
Next we consider the RG equation for the Cooperon (see Eq.61 with J1(βˆ) ∼ I1(βˆ) ∼ I2(βˆ) ∼
1). From Eq.61 we observe that in the limit of vanishing interactions the Cooperon cou-
pling constant scales like tˆ(b)
N(b)
∼ tˆ(b=1)
No
[1− 2tˆ(b = 1) log b]−1 and diverges at b ≡ bLoc ≡
vFΛ
TLoc
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(bLoc ≥ bDif , TDif ≥ TLoc), TLoc ≃ vFΛ exp[−
1
2tˆ(b=1)
]. In order to understand the physics
of the system we have to compare the physical temperature T with the other two, TSC and
TLoc. We have to consider separately the cases: a) T < TSC < TLoc; b) T < TLoc < TSC ; c)
TSC < TLoc < T ; d) TSC < T < TLoc; e) TLoc < T < TSC ; f) TLoc < TSC < T .
a) T < TSC < TLoc
This is the localized case where the mean free path “ℓ” is the shortest length scale in the
problem. This case will not be analyzed here. Most of the work in the past has been con-
centrated towards this case, in particular the Finkelstein theory which has investigated the
interactions within the diffusion theory.
b) T < TLoc < TSC
Here the shortest length scale is the Cooper coherence length. Physically one can describe
this region by a system of disorder bosons (the bosons describe the pairs). The critical
theory might correspond to a disorder X-Y model.
c) TSC < TLoc < T
This is a region where interactions are not important. The physics is controlled by classical
hopping transport.
d) TSC < T < TLoc
As in case a) here the system is localized. This case will not be considered here. (See the
Finkelstein theory.)
e) TLoc < T < TSC
Again a bosonic X-Y theory with disorder is applicable here as in case b).
f) TLoc < TSC < T
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In this region we will have transport controlled by pair breaking.
In the rest part of this section we will investigate the RG equation for the negative
particle-particle singlet γˆ
(s)
3 (~n, ~m) and the Cooperon coupling constant tˆ. In agreement with
Eq.69 we introduce the angular momentum representation for the Cooper and Cooperon
channels: γo =
1
N
∑
~l γˆ
(s)
3 (~l, ~n), to =
1
N
∑
~l tˆ(
~l, ~n). We obtain from Eq.61 and Eq.70 the
following RG equations:
dλ
d ln b
=
1
2
λ2 + λto, λ ≡ −γo
dto
d ln b
= to[1 − (
λ
N
)2] + 2t2o
ρ(b) ∝
to(b)
N(b)
≡ t¯o(b), N(b) = Nob (72)
ρ(b) is the resistance with b restricted to 1 < b ≤ vFΛ
T
. From Eq.72 we observe that in
the limit b → ∞ (T → 0) the parameter λ diverges. In particular we observe that the
ratio λ(b)
N(b)
b→∞
−→ ∞. As a result the RG equation behaves like dto
d ln b
= −to(
λ
N
)2. Due to the
large value of ( λ
N
)2 it follows that to(b)
b→∞
−→ 0. As a result we obtain a superconducting
ground state. At finite temperature we consider the case bT < bSC < bLoc. We substitute
the solution of λ(b) into to(b) and obtain
t¯o(bT ) =
to
No
exp{−
∫ log bT
0
(
λ(x)
N(x)
)2dx} ∼
to
No
exp{−
(4/N2o )TSC
|T − TSC |
}, T > TSC (73)
No ≃
πkF
Λ
∼ 1 and TSC is given by Eq.71. As a result we obtain that the resistance obeys
ρ(T )
T→TSC−→ 0, ρ(T ) ∼ Const. exp{− (4/N
2
o )TSC
|T−TSC |
}. To conclude this section (γo < 0) we remark
that the transport data [3] show some similarity with the one reported for disorder bosons
in ref. [4]. This might suggest that the correct starting point might be a disordered bosonic
system instead of a diffusion theory [2].
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VII. THE RG EQUATION AT FINITE TEMPERATURE
At a temperature T the scaling is restricted to Λ
bT
< |q| < Λ where bT =
vFΛ
T
. In this
interval the number of channels is restricted to N¯ = N(bT ) =
EF
T
, with N(b) obeying the
condition No < N(b) ≤ N¯ . We replace in Eqs.61-68 J1(βˆ) ∼ J2(βˆ) ∼ I1(βˆ) ∼ I2(βˆ) ∼ 1 and
find a simplified form
dtˆ
d ln b
= ǫ(b)tˆ −
tˆ
N
(
3
4
γˆ
(s)
2 (~n, ~m)− γˆ
(c)
2 (~n, ~m) + δn,m[γˆ
(s)
3 ]
2
n,m)
+ 2tˆ2[1−
1
N
(
3
2
γˆ
(s)
2 (~n, ~m)− 2γˆ
(c)
2 (~n, ~m))−
1
N
(3〈γˆ
(s)
2 〉 − 2〈γˆ
(c)
2 〉)] (74)
The parameter ǫ(b) controls the crossover at finite temperatures. ǫ(b) is given by, ǫ(b) = 1
for b < bT and ǫ(b) ≃ 0 for b > bT . Eq.74 replaces the scaling Eq.61 for the disorder coupling
constant tˆ. In Eq.74 we observe that the interaction has produced a shift in the critical
dimensionality. The disorder parameter tˆ has accumulated a finite anomalous dimension,
1
N
(3
4
γˆ
(s)
2 · · ·), which will control the M-I transition. (In the limit T → 0, N → ∞ causing
this term to disappear.)
At finite temperatures the scaling Eqs.64 and 65 for the interactions γˆ
(s)
2 and γˆ
(c)
2 are the
same except that linear terms of the form [ǫ(b) − 1]γˆ
(s)
2 and [ǫ(b) − 1]γˆ
(c)
2 are added to the
Eqs.64 and 65, respectively. For the particle-particle singlet γˆ
(s)
3 we have
dγˆ
(s)
3 (~n, ~m)
d ln b
= [ǫ(b)− 1]γˆ
(s)
3 (~n, ~m)−
1
2
[γˆ
(s)
3 ]
2
n,m + tˆ〈γˆ
(s)
3 〉+
1
3!
[γˆ
(s)
3 ]
3
n,m − 6tˆ〈(γˆ
(s)
3 )
2〉+ 16tˆ〈γˆ
(s)
3 〉
+
1
N
{(tˆ+ 8tˆ2)(
1
2
γˆ
(s)
2 (~n, ~m)− 2γˆ
(c)
2 (~n, ~m))}+
1
N
{
1
8
γˆ
(s)
3 (~n, ~m)γˆ
(s)
3 (0)−
1
16
γˆ
(s)
3 (~n, ~m)γˆ
(s)
2 (0)
−
1
3!
δn,m[γˆ
(s)
3 ]
2
n,mγˆ
(s)
3 (~n, ~m) +
1
2!3!
[γˆ
(s)
3 ]
2
n,mγˆ
(s)
2 (0)− 〈γˆ
(s)
3 〉(
1
2
γˆ
(s)
2 (0)− γˆ
(s)
3 (0)δn,m)} (75)
In Eq.75 we use the same definitions as given in Eq.67. Eq.75 must be supplemented by
the condition 1
2
γˆ
(s)
2 (~n, ~n) = γˆ
(s)
3 (~n, ~n) plus Eqs.64 and 65.
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VIII. THE SCALING EQUATIONS FOR THE RESISTIVITY AT FINITE
TEMPERATURES AND STRONG REPULSIVE INTERACTIONS
We restrict ourselves to finite temperatures or/and cases where the scaling of the number
of channels is different from N(b) = Nob (spherical Fermi surface). For flat Fermi surface
the number of the channels does not scale. We have N(b) ∼ N(b = 1) ∼ No. At finite
temperature for spherical Fermi surface the number of channels is finite and is restricted by
the temperature No < N(b) < N(bT ) ∼
EF
T
. Since the coupling constants depend on the
number of channels (finite), we will normalize the coupling constant by N , the number of
channels
γ¯
(c)
2 ≡
γˆ
(c)
2
N
, γ¯
(s)
2 ≡
γˆ
(s)
2
N
, γ¯
(s)
3 ≡
γˆ
(s)
3
N
, t¯ ≡
tˆ
N
. (76)
As a result the new RG equations are given in terms of the original Eqs. 75, 65, and 66:
dγ¯
(c)
2
d ln b
=
1
N
(
dγˆ
(c)
2
d ln b
) − ǫT γ¯
(c)
2 ;
dγ¯
(s)
2
d ln b
=
1
N
(
dγˆ
(s)
2
d ln b
) − ǫT γ¯
(s)
2 ;
dγ¯
(s)
3
d ln b
=
1
N
(
dγˆ
(s)
3
d ln b
)− ǫT γ¯
(s)
3 (77)
The parameter ǫT depends on the topology of the Fermi surface and temperature
ǫT ≡ |
d lnN(b)
d ln b
|, No ≤ N(b) ≤ N(bT ). (78)
The parameter ǫT takes values of 0 ≤ ǫT ≤ 1. The value of ǫT = 1 is obtained for spherical
Fermi surface N(b) = Nob and ǫT = 0 is obtained for flat Fermi surface or high temperatures,
N(b) ∼ N¯ ∼ EF
T
.
Here we consider a special case of repulsive interactions such that the particle-particle
singlet and particle-hole triplet are strong in the backward direction. This means that the
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most relevant interactions are those with ~n = ~m. In order to be specific we will consider a
special model for which the terms γˆ
(c)
2 (~n, ~m), γˆ
(s)
2 (~n, ~m), and γˆ
(s)
3 (~n, ~m) are zero for ~n 6= ~m.
We keep only terms with ~n = ~m and introduce the definition:
γˆ
(c)
2 ≡ γˆ
(c)
2 (~n, ~n), γˆ
(s)
2 ≡ γˆ
(s)
2 (~n, ~n) = 2γˆ
(s)
3 (~n, ~n)
γˆ
(c)
2 (~n 6= ~m) ≃ γˆ
(s)
2 (~n 6= ~m) ≃ γˆ
(s)
3 (~n 6= ~m) ≃ 0 (79)
Using Eqs. 76, 77, and 78 we obtain:
γ¯
(c)
2
d ln b
= −γ¯
(c)
2 (ǫT + tˆ) +
1
2
tˆγ¯
(s)
2 −
3
4
(γ¯
(s)
2 )
2(tˆ−
1
4
) (80)
γ¯
(s)
2
d ln b
= γ¯
(s)
2 (2tˆ + 8tˆ
2 − ǫT )− (γ¯
(s)
2 )
2(
5
4
+ 3tˆ) +
5
24
(γ¯
(s)
2 )
3 − 4γ¯
(c)
2 (tˆ + 8tˆ
2) (81)
dtˆ
d ln b
= tˆ[1−
3
4
γ¯
(s)
2 + γ¯
(c)
2 −
1
4
(γ¯
(s)
2 )
2] + 2tˆ2[1−
3
2
γ¯
(s)
2 + 2γ¯
(c)
2 ] (82)
t¯ =
tˆ
N
, N = N(b), 1 ≤ b ≤ bT =
EF
T
(83)
From Eq.80 we conclude that the particle-hole singlet γ¯c is irrelevant. Therefore we will take
γ¯c = 0 and ignore Eq.80. We will solve the RG equation in the space of γ¯
(s)
2 and tˆ (Eqs.
81 and 82). In the parameter space (γ¯
(s)
2 , tˆ) we find a non-trivial fixed point. In the limit
ǫT → 0 we find (γ¯
(s)
2 )
∗ = 8
5
(tˆ)∗ ≃ 4
25
.
We linearize the equations around this fixed point and find: tˆ(b) = tˆ∗ + (tˆ − tˆ∗)b1/ν1 ,
ν1 ≃ 1 +
2
25
and γ¯
(s)
2 (b) = γ¯
∗
2 + (γ¯
(s)
2 − γ¯
∗
2)b
−1/ν2 . These equations show that for tˆ < tˆ∗
the disorder decreases and in the same time γ¯
(s)
2 flows to γ¯
∗
2 . For large value of disorder
we obtain that tˆ increase and γ¯
(s)
2 flows to γ¯
∗
2 . Experimentally the presence of the stable
fixed point γ¯∗2 might be identified by a power law behavior in the spin-spin correlation. This
is similar to what one has in one dimension and might corresponds to a spin-liquid phase.
For the transport properties, we believe that our predictions are in a qualitative agreement
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with the experiments [1], we find for the resistivity ρ(t¯, γ¯
(s)
2 , T ) at a finite temperature and
the dynamical exponent z ≃ 1: ρ(t¯, γ¯
(s)
2 , T ) = ρ(t¯(b), γ¯
(s)
2 (b), T b
z) = ρ(t¯∗ + (t¯ − t¯∗)b1/ν1 ,
γ¯∗2 + (γ¯
(s)
2 − γ¯
∗
2)b
−1/ν2 , T bz). We introduce Tbz ≃ To ⇒ b ≃ (
To
T
)1/z and use the definitions
t¯ ≡ tˆ
N¯
. As a result we find:
ρ(t¯, γ¯
(s)
2 , T ) ≃ ρ(t¯
∗, γ¯∗2 , To) + const.(
t¯− t¯∗
t¯∗
)(
To
T
)1/zν1 (84)
Eq.84 shows that for t¯ < t¯∗ the resistivity ρ decreases as we lower the temperature and in-
creases when t¯ > t¯∗. In order to make contact with the experiments we replace: t¯ ∝ (kF ℓ)
−1,
kF ∝ n
1/2
c , t¯
∗ ∝ (n∗c)
−1/2 (n∗c is the critical density) and identify
t¯−t¯∗
t¯∗
∝ n
∗
c−nc
n∗c
≡ δ. As a result
we find: ρ(nc, γ¯
(s)
2 , T ) ≃ ρ
∗f( δ
T 1/zν1
), ρ∗ ≡ ρ(n∗c , γ
∗
2 , To) which is the result observed in ref.
[3]. We hope that more accurate experiments will confirm the existence of the suggested
fixed point.
IX. CONCLUSION
A new method for studying many-body systems and disorder has been introduced. The
method is based on the extension of the OPE to two dimensional systems. Using a real
space version of RG we have derived a set of RG equations for disorder and interaction. We
have constructed an alternative theory to the one constructed by Finkelstein [2]. The basic
assumption in ref. [2] is that the elastic mean free path is the shortest length in the problem.
As a result the multiple elastic scatterings are replaced by a diffusion theory (the non-linear
σ-model) and the interactions are considered as a perturbation of the diffusion theory. The
method used here is based on a RG analysis which studies the competitions between the
multiple elastic scattering and the interaction. We identified the following regions:
1) The multiple elastic scattering is the shortest length scale and diverges first. For this case
we agree with the results given in ref. [2] and do not have anything to add.
2) The particle-particle singlet is negative and a superconducting instability occurs for
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T ≤ TSC where TSC > TLoc. As a result one has to treat first the interaction within an
effective Ginzburg-Landau theory. We reproduced a bosonic model (X-Y) which is per-
turbed by disorder.
3) The interactions are positive and the particle-hole is dominant in the backward direction.
At finite temperature and non-spherical Fermi surfaces which obey |d lnN(b)
d ln b
| ≪ 1 one obtains
a non-trivial fixed point in the plane (γ¯
(s)
2 , tˆ) which separates the conducting from the insu-
lating phase. This fixed point is characterized by a stable fixed point in the γ¯
(s)
2 direction.
No divergence in the particle-hole triplet occurs expect the infinite correlation length for the
spin-spin ferromagnetic correlations when γ¯
(s)
2 → γ¯
∗
2 .
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APPENDIX A:
The Fermion field ψσ,α(~x) is decomposed into N Fermions, ψσ,α(~x) =
∑N
~ω=1 e
ikF ~ω~xψ~ω,σ,α.
Using this representation we obtain from Eq.3 the result:
Sint ≃
∫
ddx
∫
dt
∑
σ,σ′
∑
α
∑
~ω1
∑
~ω2
∑
~ω3
∑
~ω4
δ~ω1+~ω2=~ω3+~ω4
v(~ω1, ~ω2, ~ω3, ~ω4)ψ
†
~ω1,σ,α
(~x)ψ†~ω2,σ′,α(~x)ψ~ω3,σ′,α(~x)ψ~ω4,σ,α(~x) (A1)
where v(~ω1, ~ω2, ~ω3, ~ω4) represents the projection of the screened two-body potential on the
Fermi surface. The presence of the Kroneker-delta function imposes the condition ~ω1+~ω2 =
~ω3 + ~ω4. As a result we separate the interaction term into three processes: 1) direct, 2)
exchange, and 3) Cooperon channel:
1. The direct process is realized when ~ω1 = ~ω4, ~ω2 = ~ω3.
2. The exchange process: ~ω1 = ~ω3 ≡ ~ω, ~ω2 = ~ω4 ≡ ~ω
′
3. The Cooperon channel: ~ω ≡ ~ω1 = −~ω2, ~ω
′ ≡ ~ω3 = −~ω4
As a result Eq.A1 becomes
Sint ≃
∫
ddx
∫
dt
∑
σ,σ′
∑
α
∑
~ω
∑
~ω′
{v(0)ψ†~ω,σ,α(~x)ψ~ω,σ,α(~x)ψ
†
~ω′,σ′,α(~x)ψ~ω′,σ′,α(~x)
−v(~ω, ~ω′, ~ω, ~ω′)ψ†~ω,σ,α(~x)ψ~ω,σ′,α(~x)ψ
†
~ω′,σ′,α(~x)ψ~ω′,σ,α(~x)
+ v(~ω,−~ω, ~ω′,−~ω′)ψ†~ω,σ,α(~x)ψ−~ω,σ′,α(~x)ψ
†
~ω′,σ′,α(~x)ψ−~ω′,σ,α(~x)} (A2)
In Eq.A2 we observe that the Cooperon channel is identical to the exchange one if we sub-
stitute in the exchange term ~ω′ = −~ω. This means that we have to take into consideration
this identity in order to avoid double counting.
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We replace the “N” fermions by N/2 pairs of chiral fermions (see Eq.5). In the second
step we replace Eq.A2 by the current representation:
Sint ≃
∫
ddx
∫
dt
∑
α
∑
~n,~m
{(v(0)−
1
2
v(~n, ~m))(JRn,α(~x)J
R
m,α(~x) + J
L
n,α(~x)J
L
m,α(~x))
−2v(~n, ~m)(JRn,α(~x)J
R
m,α(~x) + J
L
n,α(~x)J
L
m,α(~x)) + (v(0)−
1
2
v(~n, ~m+ π))(JRn,α(~x)J
L
m,α(~x)
+JLn,α(~x)J
R
m,α(~x))− 2v(~n, ~m+ π)(J
R
n,α(~x)J
L
m,α(~x) + J
L
n,α(~x)J
R
m,α(~x))
+(1− δn,m)[v(~n, ~m)
∑
σ=↑,↓
(JRn,σ,α;m,σ,α(~x)J
L
n,−σ,α;m,−σ,α(~x) + J
L
n,σ,α;m,σ,α(~x)J
R
n,−σ,α;m,−σ,α(~x))
− v(~n, ~m+ π)
∑
σ=↑,↓
(JRn,σ,α;m,−σ,α(~x)J
L
n,−σ,α;m,σ,α(~x) + J
L
n,σ,α;m,−σ,α(~x)J
R
n,−σ,α;m,−σ,α(~x))]} (A3)
We introduce the following definitions:
Γ˜(c)(~n, ~m) ≡ v(0)−
1
2
v(~n, ~m), Γ˜(s)(~n, ~m) ≡ 2v(~n, ~m),
Γ
(c)
2 (~n, ~m) ≡ v(0)−
1
2
v(~n, ~m+ π), Γ
(s)
2 (~n, ~m) ≡ 2v(~n, ~m+ π),
Γ
(s)
3 (~n, ~m) ≡
1
2
(v(~n, ~m) + v(~n, ~m+ π)), Γ
(t)
3 (~n, ~m) ≡
1
2
(v(~n, ~m)− v(~n, ~m+ π)). (A4)
Using the definitions of the interaction operators given in Eqs.?? and 13 we obtain the result
given in Eq.11.
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