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Abstract
In this paper, we consider a partially linear panel data model with nonsta-
tionarity and certain cross-sectional dependence. Accounting for the explosive
feature of the nonstationary time series, we particularly employ Hermite or-
thogonal functions in this study. Under a general spatial error dependence
structure, we then establish some consistent closed-form estimates for both the
unknown parameters and the unknown functions for the cases where N and
T go jointly to infinity. Rates of convergence and asymptotic normalities are
established for the proposed estimators. Both the finite-sample performance
and the empirical applications show that the proposed estimation methods
work well.
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1 Introduction
Nonstationary time series models have received considerable attentions for more than
half a century or so, since researchers often encounter in real world a great number of
nonstationary data sets from economics, finance and climatology, etc., such as exchange
rate and annual average of global temperature, which make the use of stationary model
impossible. To capture different types of nonstationarity, many models have been pro-
posed in the literature. The following techniques, for example, have widespread appeal
for practitioners for decades:
1. using a deterministic trend under parametric setting, e.g., yt = x
′
tβ + αt + εt (cf.,
Chapter 3 of Anderson (1971)); or
2. using a weak trend under nonparametric setting, e.g., yt = x
′
tβ + g(t/n) + εt (cf.,
Gao and Hawthorne, 2006; Dong and Linton, 2017); and so on.
While deterministic time trends have been widely studied in the literature under both
time series and panel data frameworks (e.g., Cai, 2007; Robinson, 2012; Chen et al.,
2012b), studies of integrated processes have primarily focused on time series data (e.g.,
Park and Phillips, 2001; Dong et al., 2016). By contrast, not many works have been
devoted to investigating integrated processes under panel data settings.
Among limited studies, majority works heavily focus on different unit root tests (e.g.,
Bai and Ng, 2004, 2010; Bai and Carrion-I-Silvestre, 2009) for variety of panel data
models. Moreover, due to technical hurdles, the theoretical results are always presented
in the forms of sequential limits instead of joint limits (cf., Pedroni, 2004; Bai et al., 2009).
Therefore, one of the main aims of this study is to fill the gap, viz., it is to establish some
relevant asymptotic theory as both N and T diverge jointly. Note that the integrated
processes are defined on the whole real axis due to its explosive feature, it makes the use of
some sieves basis (e.g., Fourier series and Chebyshev polynomials) difficult. Accounting
for this difficulty, we particularly employ Hermite orthogonal functions in this study, as
they are orthogonal basis in the Hilbert space L2(R). Additionally, to be in concert
with the feature of panel data sets from reality, we take into account the correlation
among individuals and measure the correlation by geographical locations with a spatial
error structure on the cross-section dimension. Similar treatment can be found in, for
example, Pesaran and Tosetti (2011), Chen et al. (2012b) and Lee and Robinson (2016).
In the light of the above discussion, we consider an alternative version of the second
methodology mentioned in the beginning of this paper where an integrated process in
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time dimension is designed to be a driving force. Specifically, the model is formulated as
follows:
yit = x
′
itβ0 + g(uit) + ωi + eit,
xit = φ(uit) + λi + vit, (1.1)
where 1 ≤ i ≤ N, 1 ≤ t ≤ T , and uit = ui,t−1 + ηit is an integrated process in time
dimension.2 Here, both xit and uit are observable explanatory variables, g(w) is an
unknown function in L2(R), and φ(w) = (φ1(w), . . . , φd(w))′ is a vector of unknown
integrable functions.3 Imposing a particular structure on xit is purely for trying to cover
more cases for regressor variable and providing more inferences in this study. In practice,
one can simply assume xit = vit or xit = φ(uit) based on different needs. For example, in
Jones and Wildman (2008) that dwells on a health economics issue, xit follows stationarity
process only, which reduces to the special case of our model (1.1) that xit = vit. Note
that, under current set-up, φj(w) for j = 1, . . . , d and g(w) will not be constants and all
the constant terms are absorbed in fixed effects ωi and λi. Since we shall use the within
transformation later on, all the fixed effects simply disappear from the system. Thereby,
we do not require extra conditions on identifiability, which is similar to Hsiao (2003, Eq.
3.2.5 on p. 32). Accordingly, the fixed effects can capture unobservable heterogeneity
and be correlated with the regressors. More detailed discussions and examples can be
seen in Hsiao (2003).
One interesting finding is that for model (1.1), the within transformation does not
affect the asymptotic theory in our paper. This is different from those for panel data
models with stationarity on the time dimension. Loosely speaking, for a stationary time
series µt,
1
T
∑T
t=1 g(µt) = E[g(µt)] + OP
(
1√
T
)
under regular restrictions. However, for
an integrated time series regressor µt, we have
1
T
∑T
t=1 g(µt) = OP
(
1√
T
)
due to the
integrability of g(·). As a result, within transformation helps to remove the fixed effects
without any cost.
Another crucial finding is that the joint divergence of (N, T ) → (∞,∞) makes the
asymptotic theory drastically different from that of the integrated time series case. As
2The integrated process is more general than a unit root process in the sense that ηit is serially
correlated across t rather than uncorrelated. See Dickey and Fuller (1979) and Im et al. (2003) for some
traditional definition of a unit root process.
3The current setting on g(·) and φ(·) rules out the unintegrable functions (e.g., polynomial functions).
In order to account for the unintegrable functions, the function norm needs to be defined with respect
to the unintegrable function spaces. A detailed comparision on the assumptions using integrable and
unintegrable functions spaces respectively has been provided in Feng et al. (2016) for the stationary time
series. It requires more involved development for the nonstationary time series.
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stated in Lemma 2.1 below, when (N, T )→ (∞,∞) jointly
LNT − E[LNT ]→P 0, (1.2)
where LNT =
1
N
√
T
∑N
i=1
∑T
t=1 g(uit). When µt is a unit root process, however, we have
1
ρ
√
T
∑T
t=1 g(µt) →D LB(1, 0)
∫
g(x)dx given some conditions on g(x), where ρ > 0 is a
constant, B stands for a standard Brownian motion generated by µt and LB(1, 0) is the
local process of B that measures the sojourning time of B at zero over the period [0, 1].
To obtain the limit of LNT , one naive idea might be that for each i
1√
T
T∑
t=1
g(uit)→D ρ · LBi(1, 0)
∫
g(x)dx, (1.3)
as T → ∞, where Bi is a standard Brownian motion generated by uit, and then by the
law of large numbers, LNT →D ρE[LB(1, 0)]
∫
g(x)dx. While E[LB(1, 0)] does exist, the
convergence may not hold uniformly over i. As a result, the convergence in (1.3) for i = 1
may be very different from that for i = N when (N, T ) → (∞,∞) jointly. In addition,
the establishment of (1.2) does not require an expansion of the original probability space,
which is usually needed to establish convergence in probability (e.g., Park and Phillips,
2001; Dong et al., 2016). The convergence in probability involved in (1.2) is particularly
convenient for the establishment of our asymptotic theory.
In summary, we make the following contributions in this paper.
1. We consider consistent closed-form estimates for partially linear panel data models
with nonstationarity and certain weak cross-sectional dependence.
2. Some new asymptotic properties are established for nonstationary panel data, as
(N, T ) → (∞,∞) jointly. The results obtained under the panel data setting are
stronger than those achieved in the integrated time series setting due to the new
limit of the type (1.2) that avoids the expansion of the original probability space.
The structure of this paper is as follows. Asymptotic theories for the proposed es-
timators are established in Section 2. Section 3 discusses some related extensions and
limitations of our model. Section 4 evaluates the finite-sample performance by Monte
Carlo simulation and gives a case study on Balassa-Samuelson model. Section 5 con-
cludes. The proofs of the main results are given in Appendix A, while the other proofs
of the secondary results are given in Appendix B.
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Throughout the paper, 1d stands for a d× 1 one vector; MP = In − P (P ′P )−1P ′ de-
notes the orthogonal projection matrix generated by a full column ranked matrix Pn×m;
‖·‖ denotes Euclidean norm of a vector or Frobenius norm of a matrix;→P and→D stand
for convergence in probability and convergence in distribution, respectively; λmin(A) and
λmax(A) denote the minimum and maximum eigenvalues of a square matrix A, respec-
tively; bac means the largest integer part of a; ∫ g(w)dw represents ∫∞−∞ g(w)dw and
similar notation applies to multiple integration.
2 Estimation and asymptotic theory
To employ the sieve method below, we briefly introduce an orthonormal basis in function
space L2(R). Let {Hn(w), n = 0, 1, 2, . . .} be the Hermite polynomial system orthogonal
with respect to exp(−w2). The orthogonality of the system means∫
Hn(w)Hm(w) exp(−w2)dw =
√
pi2nn!δnm,
where δnm is the Kronecker delta. Correspondingly, the so-called Hermite functions are
defined by Hn(w) =
1
4√pi√2nn!Hn(w) exp(−w2/2) for n ≥ 0, which is an orthonormal basis
in the Hilbert space L2(R). As a result, we can expand g(w) as
g(w) = gk(w) + γk(w) = Zk(w)
′C + γk(w), (2.1)
where C = (c0, . . . , ck−1)′, Zk(w) = (H0(w), . . . ,Hk−1(w))′, γk(w) =
∑∞
n=k cnHn(w),
and cn =
∫
g(w)Hn(w)dw with n ≥ 0. Thus gk(w) = Zk(w)′C is the partial sum
of the infinite series, which converges to g(w) under certain conditions. We omit the
mathematical details at this stage in order to avoid being deviated from our main goal.
Some useful discussion on the sieve method can be found in Chen and Shen (1998), and
Chen and Christensen (2015).
We are now ready to take the within transformation and write the model as
y˜it = x˜
′
itβ0 + Z˜k(uit)
′C + γ˜k(uit) + e˜it,
where y˜it = yit − 1T
∑T
s=1 yis, and x˜it, Z˜k(uit), γ˜k(uit) and e˜it are defined in the same
fashion as y˜it. Correspondingly, the matrix form is
Y = Xβ0 + ZC + γ + E , (2.2)
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where Y = (y˜11, . . . , y˜1T , . . . , y˜N1, . . . , y˜NT )
′, and X, Z, γ and E are the corresponding
matrices conformable to Y .
To recover β0 and C, we project out Xβ0 and ZC respectively, and focus on the next
two equations:
MZY = MZXβ0 +MZγ +MZE and MXY = MXZC +MXγ +MXE ,
where MZ = INT − Z(Z ′Z)−1Z ′ and MX = INT − X(X ′X)−1X ′. The corresponding
within OLS estimators of β0 and C are
β̂ = (X ′MZX)−1X ′MZY and Ĉ = (Z ′MXZ)−1Z ′MXY. (2.3)
Before proceeding further, we introduce our assumptions and then give some discus-
sions, and then state a fundamental result of this paper.
Assumption 1
1. Let {εij, i ∈ Z+, j ∈ Z} be an array of independent and identically distributed (i.i.d.)
random variables across i and j. Moreover, E[ε11] = 0, E[ε
2
11] = 1 and E|ε11|p <∞
for some p > 4. In addition, The characteristic function of ε11 is integrable, that
is,
∫ |E[exp(iwε11)]|dw <∞.
2. Let uit = ui,t−1 + ηit with maxi≥1 |ui0| = OP (1), where ηit is a linear process of the
form: ηit =
∑∞
j=0 ρjεi,t−j, where {ρj} is a scalar sequence, ρ0 = 1,
∑∞
j=0 |ρj| < ∞
and ρ :=
∑∞
j=0 ρj 6= 0.
3. (a) Let vt = (v1t, . . . , vNt)
′ be strictly stationary and α-mixing. Also, E[vit] =
0 and E[vitv
′
it] = Σv uniformly in i and t, where Σv is a positive definite
matrix. Let αij(|t − s|) denote the α-mixing coefficient between vit and vjs,
such that for some δ > 0,
∑N
i=1
∑N
j=1
∑T
t=1
∑T
s=1(αij(|t−s|))δ/(4+δ) = O(NT ),
and supi,tE‖vit‖4+δ < ∞. Additionally, assume supi≥1
∑T
t=1
∑T
s=1(αii(|t −
s|))δ/(4+δ) = O(T ).
(b) Let et = (e1t, . . . , eNt)
′ be a vector of martingale differences. Precisely, with
filtration FN,t = σ(e1, . . . , et; v1, . . . , vt+1), suppose that E[et|FN,t−1] = 0 al-
most surely (a.s.) and E[ete
′
t|FN,t−1] = {σe(i, j)}N×N =: Σe a.s., where Σe
is a positive definite matrix independent of t,
∑N
i=1
∑N
j=1 |σe(i, j)| = O(N)
and σe(i, i) = σ
2
e . Meanwhile, supi,tE[e
4
it|FN,t−1] < ∞. Moreover, let Σv,e =
limN→∞ 1N
∑N
i=1
∑N
j=1E[vi1v
′
j1]σe(i, j) be a positive definite matrix.
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(c)
∑N
i=1
∑N
j=1
∑T
t1=1
∑T
t2=1
∑T
t3=1
∑T
t4=1
E[v′it1eit2vjt3ejt4 ] = O(NT
2).
4. Let {εij, i ∈ Z+, j ∈ Z} be independent of {(vit, eit), i ≥ 1, t ≥ 1}.
The data generating process of the integrated process uit given by Assumptions 1.1 and
1.2 is standard in the nonstationary time series literature (e.g., Park and Phillips, 2000;
Dong et al., 2016). The use of {ρi} implies that the non-stationary time series processes
{ui1, . . . , uiT}’s are i.i.d. across i. It is worth to mention that the i.i.d. assumption is
imposed to lay the groundwork that we are about to state in Lemma 2.1 below. With
proper modification, one then can take the heteroskedasticity into account by having ρij
instead of ρi in the assumption (e.g., Assumption 2 of Pesaran (2006)).
Assumption 1.3.(a) is in the same spirit as Assumption C of Bai (2009), Assumption
A2 and A4 of Chen et al. (2012b) and Assumption 1 of Dong et al. (2015). On the cross-
sectional dimension, it is also similar to a spatial error structure in Pesaran and Tosetti
(2011) and Robinson (2011). Relevant discussions about various mixing conditions can
be found in Fan and Yao (2003), Bradley (2005) and Gao (2007). Two examples are
given below to demonstrate this assumption is reasonable:
• It can easily be seen that Assumption 1.3.(a) holds if vit is i.i.d. over i and t.
• We now give an example to show that Assumption 1.3.(a) is verifiable. Suppose
that vit = γift + εit, where all variables are scalars and εit is i.i.d. sequence over i
and t with mean zero. Simple algebra shows that the coefficient αij(|t− s|) reduces
to αij · b(|t − s|), in which αij = E[γiγj] and b(|t − s|) is the α-mixing coefficient
of the factor time series {f1, . . . , fT}. If ft is a strictly stationary α-mixing process
and αij converges to 0 at a certain rate as |i− j| increases, Assumption 1.3.(a) can
easily be verified. In fact, Lee and Robinson (2016) have provided a very detailed
structure, which meets our discussion here.
Assumption 1.3.(b) focuses on the cross-sectional dimension of the error term eit, and can
be verified in a simpler fashion as above. To verify Assumption 1.3.(c), we now consider
a special case where {eit} is independent of {vit}, and both {eit} and {vit} are i.i.d. over
i and t. Then we can easily show that
N∑
i=1
N∑
j=1
T∑
t1=1
T∑
t2=1
T∑
t3=1
T∑
t4=1
E[v′it1eit2vjt3ejt4 ]
=
N∑
i=1
N∑
j=1
T∑
t1=1
T∑
t2=1
E[v′it1vjt1 ]E[eit2ejt2 ] =
N∑
i=1
T∑
t1=1
T∑
t2=1
E[‖vit1‖2]E[e2it2 ] = O(NT 2).
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While we would like to implicitly account for certain weak cross-sectional dependence
and serial correlation, we leave the Assumption 1.3.(c) as it is.
Relaxing Assumption 1.4 involves introducing certain correlation between a nonsta-
tionary time series and a stationary time series, which requires some special treatments
(not even to mention the panel data setting). For example, one may need to impose a
structure as Assumption 2.1.ii of Dong et al. (2017), and then follow the study given in
Lemma A.6 of their supplementary file. We leave this for the future work.
Assumption 2
1. There exists an integer m > 1, such that wm−sg(s)(w) ∈ L2(R) for s = 0, 1, . . . ,m.
Moreover, for j = 1, . . . , d, φj(w) ∈ L(R) ∩ L2(R).
2. Let k = baT ϑc with a constant a > 0 and 0 < ϑ < 1
4
. Also, k/N → 0 as (N, T )→
(∞,∞).
Assumption 2.1 ensures that the approximation of the unknown functions g(w) by
an orthogonal expansion can have a fast rate. The reason of imposing restriction on
wm−sg(s)(w) instead of g(w) itself is due to the development of Lemma C1 of Dong et al.
(2016), where they establish the rate of convergence of the truncation residual defined in
(2.1) from some fundamental conditions. We use their Lemma C1 to prove our Lemma
A.1 of Appendix A. Assumption 2.2 imposes restrictions and links between the truncated
parameter, k, and (N, T ), so that they go to infinity at appropriate rates. For example,
Assumption 2.2 implies that T ϑ/N → 0 for the ϑ given above.
Lemma 2.1. Suppose that Assumptions 1.1, 1.2 and 2.2 hold. As (N, T ) → (∞,∞)
jointly,
1.
∥∥∥ 1
N
√
T
Z ′Z − a0Ik
∥∥∥ →P 0, where a0 = √ 2pi|ρ|2 , and ρ is a constant and defined in
Assumption 1.2;
2. Suppose further that k
2
N
→ 0. Then
∥∥∥ 1
N
√
T
Z ′Z − a0Ik
∥∥∥ = oP (k−1/2).
The above result is of general interest and can be used in sieve-based estimation for
panel data models where nonstationary time series are involved. It is worth to emphasis
that the establishment of Lemma 2.1 does not require a richer probability space. By
contrast, in the literature of time series analysis, one normally has to derive similar
results in a richer probability by using Skorohod representation theorem (cf., Park and
Phillips, 2000, 2001). Therefore, we can avoid involving the local time process in the
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development of asymptotic results. In this sense, the results under the panel data setting
are stronger than those achieved for time series models. Also, if one attempts to establish
Lemma 2.1 using other sieve basis (e.g., Fourier series or Chebyshev polynomials) which
is defined on the compact set, certain truncation technique may be required due to the
explosive feature of the integrated process.
With Lemma 2.1 in hand, we are now ready to start investigating β̂. After a sim-
ple expansion, the consistency of β̂ follows immediately from Lemma 2.1 and Lemma
A.4 of Appendix A of this paper, and the normality can be achieved through further
investigation. We summarize them below.
Theorem 2.1. Suppose Assumptions 1 and 2 hold. As (N, T ) → (∞,∞) jointly, β̂ is
consistent. If, in addition, N/km−1 → 0, then √NT (β̂ − β0) →D N(0,Σ−1v Σv,eΣ−1v ),
where Σv and Σv,e are denoted in Assumption 1.3.
Note that, by Lemma A.2 and Lemma A.4, it is easy to obtain that
1
NT
N∑
i=1
T∑
t=1
φ(uit)eit = OP
(
1√
N
4
√
T 3
)
and
1
NT
N∑
i=1
T∑
t=1
viteit = OP
(
1√
NT
)
,
when deriving the asymptotic normality for β̂. Thus, 1
NT
∑N
i=1
∑T
t=1 φ(uit)eit is smoothed
out due to a fast rate of convergence. That is why Σv,e is the same as that in Theorem
1 of Chen et al. (2012b), wherein the discussions on the existence of Σv,e can be found.
Thus, replacing the time trend in Chen et al. (2012b) with non-stationary time series
processes does not affect the rate of convergence of β̂. The condition that N/km−1 → 0
is to remove the truncation residual for us to establish the asymptotic normality.
Before giving a consistent estimator for the asymptotic covariance matrix in Theorem
2.1, we show the consistency of Ĉ given in (2.3).
Lemma 2.2. Suppose Assumptions 1 and 2 hold. As (N, T )→ (∞,∞) jointly,
‖Ĉ − C‖ = OP
(
k1/2N−1/2T−1/4
)
+OP
(
k−(m−1)/2
)
.
The proof is given in Appendix A. We are now ready to consider how to consistently
estimate the asymptotic covariance matrix involved in Theorem 2.1 in order to establish
the confidence interval for β̂. By (6) of Lemma A.4, Σ̂v =
1
NT
X ′X →P Σv. Thus, we
need only to focus on obtaining a consistent estimator for Σv,e. To do so, we will have
to impose some extra assumptions. One straightforward method is to follow the spirit of
Corollary 3.1.ii and Theorem 3.3 of Gao and Phillips (2013) to assume {ei1, . . . , eiT} is
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independent across i. Then Σv,e reduces to σ
2
eΣv. Define the estimator of σ
2
e as
σ̂2e =
1
NT
N∑
i=1
T∑
t=1
(Y˜it − X˜ ′itβ̂ − Z˜k(uit)′Ĉ)2. (2.4)
The next result follows immediately.
Corollary 2.1. Suppose Assumptions 1 and 2 hold. As (N, T )→ (∞,∞) jointly,
1. σ̂2e →P σ2e , where σ̂2e is denoted by (2.4);
2. Additionally, let {ei1, . . . , eiT} be independent across i and N/km−1 → 0. Then we
immediately obtain
√
NT
(
1
σ̂2e
Σ̂v
)1/2
(β̂ − β0)→D N(0, Id), where Σ̂v = 1NTX ′X.
The proof of Corollary 2.1 is given in Appendix A. While eit is not i.i.d. over i and
t, certain restrictions like those in Andrews (1991) need to be imposed to bound the
weak cross-sectional dependence and time series correlation, which is equivalent to add
more restrictive conditions on the mixing conditions of Assumption 1.2. Alternatively,
one can follow Lee and Robinson (2016) to construct the error terms as follows. Let
eit = σ(xit, uit, vit)ξit and ξit =
∑∞
h=1
∑∞
l=0 aihlνh,t−l, where νi,j is i.i.d. with mean 0 and
variance 1 over i and j, and aihl’s are constants. Thus, we just need to impose proper
restrictions on the constants aihl’s of the linear processes. Lee and Robinson (2016) have
used this technique to revisit some cross-sectional data models. However, more work will
be needed to extend this technique to panel data.
Now, for ∀w ∈ R, define the estimator of g(w) as ĝ(w) = Zk(w)′Ĉ. After imposing
some extra restrictions, the normality of ĝ(w) can be achieved.
Theorem 2.2. Suppose Assumptions 1 and 2 hold. As (N, T )→ (∞,∞) jointly,
1.
∫
(ĝ(w)− g(w))2dw = OP
(
k
N
√
T
)
+OP (k
−m+1).
2. Additionally, let
(1)
∑N
i1=1
∑N
i2=1
∑N
i3=1
∑N
i4=1
|E [ei1tei2tei3tei4t|FN,t−1]| = OP (N2) uniformly in t,
and
(2) k2/N → 0 and N 12T 14k−m−12 → 0.
Then
√
Nσ−1k (w)
4
√
T (ĝ(w)−g(w))→D N(0, 1), where σk(w) = a−10 σ2e‖Zk(w)‖2 and
a0 =
√
2/(piρ2) with ρ being defined in Assumption 1.2.
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In the first result of Theorem 2.2, we establish a rate of convergence for the integrated
mean squared error which consists of two terms, with the first one being the variance
component increasing with k, and the second one being the square of the bias term
decreasing with k. When the orders of the two terms match, we may have an optimal
choice for k∗ depending on N and T .
For the second result of Theorem 2.2, two extra restrictions are needed: Condition
(1) is in the same spirit of (3.3) and (3.4) in Chen et al. (2012a), wherein all the rel-
evant discussions and examples can be found; Condition (2) on the sharper bound for
k is due to the development of (A.18) (see Appendix A for details). It is interesting
to see that the cross-sectional dependence of the error terms does not play a role in
the asymptotic variance (i.e., σk(w) = a
−1
0 σ
2
e‖Zk(w)‖2). A short explanation is that in
the derivation of the variance for the term on the right hand side of equation (A.18),
Zk(w)
′E[Zk(uit)Zk(ujt)′]Zk(w) will attenuate at rate t−1 for i 6= j.
Moreover, notice that ‖Zk(w)‖2 = O(k) uniformly by Lemma A.1. Thus, the rate of
convergence for the normality is essentially
√
k−1N
√
T . The condition N
1
2T
1
4k−
m−1
2 → 0
is in line with the same spirit of N/km−1 → 0 provided in Theorem 2.1.
Based on the convergence that 1
N
√
T
∑N
i=1
∑T
t=1H
2
0 (uit) →P a0 in Lemma 2.1 and
σ̂2e →P σ2e in Corollary 2.1, σ̂k(w), an estimator for σk(w), can be obtained. Thus, the
hypothesis test on ĝ(w) for ∀w ∈ R can be conducted from the second result of Theorem
2.2. When heteroskedasticity kicks in through the variances of eit, one can then use the
procedure of weighted ordinary least squares to introduce a weighting matrix.
3 Some discussions and extensions
Testing – Following the spirit of Zhang et al. (2012) and Chen et al. (2012b), a straight-
forward extension to the paper is to consider testing the common trend (i.e., testing if
g(w) is the same across i). This may lead to another research paper, so we wish to leave
it for future study.
Optimal k – Another issues is how to choose optimal k. Different types of studies
have been done to discuss the optimal bandwidth or truncation parameter for the cross-
sectional data or time series data (e.g., Gao et al., 2002; Li and Racine, 2010; Li et al.,
2013), but very limited number of work has been established to study similar issues
under the panel data framework. In other words, optimal bandwidth selection remains
an unresolved issue for the panel data models considered in Sun et al. (2009), Su and Jin
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(2012), and Chen et al. (2012b). This issue is even more daunting for panel data models
with nonstationarity.
Estimating Covarianc Matrix – As discussed under Corollary 2.1, another approach
of consistently estimating Σv,e is to follow the spirit of Section 5 of Lee and Robinson
(2016). We provide the outline now. Suppose that∥∥∥∥∥ 1N
N∑
i=1
N∑
j=1
E[vi1v
′
j1]σe(i, j)− Σv,e
∥∥∥∥∥ = O(N−ν)
with ν being a positive constant. Then, after imposing proper relationship on N and
T and certain structures on {vit} and {eit}, we can estimate Ωe = {σe(i, j)}N×N and
Ωv = {E[vi1v′j1]}Nd×Nd by
Ω̂e = {σ̂e(i, j)}N×N = 1
T
T∑
t=1
(Y˜t − X˜tβ̂ − Z˜ktĈ)(Y˜t − X˜ ′tβ̂ − Z˜ktĈ)′,
Ω̂v = {v̂(i, j)}Nd×Nd = 1
T
T∑
t=1
(vec(X˜ ′t)− vec(φ̂′t))(vec(X˜ ′t)− vec(φ̂′t))′,
where v̂(i, j) is a matrix of dimension d × d, Y˜t = (Y˜1t, . . . , Y˜Nt)′, X˜t = (X˜1t, . . . , X˜Nt)′,
Z˜kt = (Z˜k(u1t), . . . , Z˜k(uNt))
′, ̂˜φt = (̂˜φ1t, . . . , ̂˜φNt)′ and ̂˜φit = Θ̂Z˜k(uit) for i = 1, . . . , N
and t = 1, . . . , T . Then an estimate of Σv,e is defined as
Σ̂v,e =
1
N
N∑
i=1
N∑
j=1
v̂(i, j)σ̂e(i, j).
Due to the similarity and limitation of the space, the details are omitted for this approach.
Extensions – In order to establish the joint convergence while an I(1) process getting
involved in the panel data model, we have been focusing on the case where uit is a scalar.
A more robust setting would be allowing uit to be an l× 1 vector. Then, one can expand
g(·) of (1.1) by using tensor product. All the theoretical development will go through
under proper modification. However, by doing so, the estimation results will suffer the
curse of dimensionality. Alternatively, one can follow Vogt (2012) to adopt an additive
form
yit = x
′
itβ0 +
l∑
j=1
gj(uit,j) + ωi + eit, (3.1)
where uit = (uit,1, . . . , uit,l)
′. Based on some recent developments, one can also follow
Dong et al. (2016) to use a single-index setting:
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yit = x
′
itβ0 + g(u
′
itθ0) + ωi + eit (3.2)
to avoid the curse of dimensionality, and allow for xit being an I(1) process on the time
dimension as well.
4 Numerical study
This section provides the results of some Monte Carlo experiments and an empirical case
study by looking into Balassa-Samuelson model.
4.1 Monte Carlo simulation
In Monte Carlo study, the data generating process (DGP) is as follows.
yit = x
′
itβ0 + g(uit) + ωi + eit,
xit = f(uit) + λi + vit, eit = v
′
itβ0εit,
where β0 = (1, 2)
′, f(u) = exp(−|u|) ⊗ 12 and g(u) = (5 + u) exp(−u2/4). For each i,
ui1 ∼ i.i.d. N(0, 1) and uit = ui,t−1 + i.i.d. 0.5 · N(0, 1) for t = 2, . . . , T . For each t, let
vt = (v1t, . . . , vNt)
′ and εt = (ε1t, . . . , εNt)′. Then we generate (v1, . . . , vT ) and (ε1, . . . , εT )
as vt = ρvvt−1+ξt, ξt ∼ i.i.d. N(0,Σv) and εt ∼ i.i.d. N(0,Σε), where the (i, j)th elements
of Σv and Σε are ρ
|i−j|
v and ρ
|i−j|
ε respectively. For the fixed effects, ωi ∼ N(1+ui1+u2i1, 1)
and λi ∼ N(12, I2), so wi is certainly correlated with the regressor xit.
Based on the above, the cross-sectional dependence comes into the system through
both the error terms eit and vit. Moreover, we choose ρv = ρε = 0.5 and ρv = ρε = 0.9
respectively in order to check if the variation of the cross-sectional dependence and serial
correlation affects the finite sample performance of our estimators.
In order to make sure that the Assumption 2.2 is satisfied, the truncation parameter is
chosen as k = b3.3 · T 1/7c,4 and the sample sizes are N = 40, 80, 160 and T = 40, 80, 160.
To evaluate β̂, we record the bias and squared error for each replication as: bias = β̂j−βj0
and se = (β̂j − β0j)2 for j = 1, 2, where β̂j and β0j denote the jth elements of β̂ and β0
respectively. After 1000 replications, we report the mean of these biases and the root of
the mean of these squared errors, which are labeled as Bias and RMSE in Table 1. To
evaluate the estimation on g(·), we record ĝ for each replication. After 1000 replication,
4Although k = b3.3 · T 1/7c may not be an optimal choice, it certainly satisfies the restrictions on
k and (N,T ) mentioned in assumptions. See Su and Jin (2012) and Dong et al. (2016) for the similar
settings.
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we plot the lower and upper bounds according to these 1000 ĝ’s on a reasonable large
interval in Figures 1 and 2.
It is evident that in Table 1 the biases quickly decrease to zero, and the RMSEs
decrease as both N and T increase. When the cross-sectional dependence and serial
correlation get stronger, all the RMSEs are indeed larger than the cases with weak ones.
But our estimators still behave reasonably well. Though both N and T start from 20,
the sample size given by the product of NT is sufficient to obtain accurate estimation for
the parameters.
Table 1: Bias and RMSE
β̂1 β̂2
T\N 20 40 80 20 40 80
ρe = ρv = 0.5 Bias 20 -0.0040 0.0010 0.0005 -0.0006 0.0017 0.0000
40 -0.0001 0.0003 -0.0005 0.0021 0.0007 0.0000
80 -0.0014 -0.0006 -0.0006 -0.0013 -0.0015 -0.0003
RMSE 20 0.0703 0.0509 0.0359 0.0834 0.0558 0.0407
40 0.0439 0.0305 0.0233 0.0487 0.0359 0.0249
80 0.0287 0.0208 0.0151 0.0301 0.0223 0.0158
ρe = ρv = 0.9 Bias 20 0.0027 0.0023 -0.0015 -0.0002 0.0038 -0.0013
40 -0.0015 -0.0016 -0.0017 0.0042 -0.0005 0.0007
80 -0.0027 0.0009 -0.0004 -0.0011 -0.0004 0.0003
RMSE 20 0.1270 0.1115 0.0732 0.1463 0.1093 0.0882
40 0.0608 0.0502 0.0382 0.0730 0.0568 0.0443
80 0.0358 0.0282 0.0202 0.0406 0.0286 0.0212
In Figures 1 and 2, the solid lines represent the true g, while the two dot lines of
each sub-plot represent the lower and upper bounds of our estimates on g based on
1000 replications. Moreover, Figure 1 plots the estimates under moderate cross-sectional
dependence and serial correlation (i.e., ρe = ρv = 0.5), and Figure 2 plots the estimates
for stronger dependence and correlation cases (i.e., ρe = ρv = 0.9). It is obvious to see
that as sample size goes up, the estimate of g converges to the true function quite quickly.
When cross-sectional dependence and serial correlation get stronger, the estimate of g
becomes less accurate, but still perform reasonably well for large sample sizes.
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Figure 1: Estimated g (ρe = ρv = 0.5)
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Figure 2: Estimated g (ρe = ρv = 0.9)
To further verify Theorem 2.2, we record the values of
Qg(w) =
√
Nσ̂−1k (w)
4
√
T (ĝ(w)− g(w)) (4.1)
for some given w in each replication, and then report the QQ-plots of this quantities
against N(0, 1) based on 1000 replications. Due to space limitation and similarity, we
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focus on the case with ρe = ρv = 0.5 below and only report w = −1 in the main file,
and leave the extra results in the supplementary file. It is clear that all the QQ-plots
strongly suggest that the quantities documented in (4.1) follow N(0, 1), which is exactly
what Theorem 2.2 suggests.
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Figure 3: QQ-plots of Qg(w) at w = −1
In addition, we have implemented extra simulation results to verify Corollary 2.1. Due
to the space limitation of the main text, we report all these results in the supplementary
file of this paper.
4.2 Empirical study
The Balassa-Samuelson model implies that countries with a relatively low ratio of trad-
ables to nontradables productivity will have a depreciated real exchange rate, which can
be evaluated by calculating the gap between a purchasing power parity (PPP)-based
U.S. dollar exchange rate and the nominal U.S. dollar exchange rate. The PPP-based
exchange rate measures how many goods the domestic currency buys within the country
relative to the U.S. as nume´raire country, while the nominal U.S. dollar exchange rate
measures how many U.S. dollars the domestic currency buys in the foreign exchange
market. Specifically, we consider equation (1) of de Boeck and Slok (2006), i.e., (4.2)
provided below.
15
ln
(
pppit
neit
)
= β · ln pgpit + γi + εit, (4.2)
where pppit, neit and pgpit are PPP-based U.S. dollar exchange rate, nominal U.S. dollar
exchange rate and PPP GDP per capita respectively at (i, t). However, running OLS
regression on the above linear model by using the data set provided below gives a R2
smaller than 15%.
From the modelling perspective, (4.2) is one way to take into account the gap between
a PPP-based U.S. dollar exchange rate and the nominal exchange rate, but a data-driven
method would be to let data decide the function form of nominal exchange rate as follows:
ln pppit = β · ln pgpit + g(neit) + γi + εit, (4.3)
where g(·) is an unknown function. We therefore compare models (4.2) and (4.3) (referred
to as LM and PM hereafter, respectively, for brevity).
For this study, the yearly data is collected from Alan Heston, Robert Summers and
Bettina Aten, Penn World Table Version 7.1, Center for International Comparisons of
Production, Income and Prices at the University of Pennsylvania, July 2012. We choose
the time period from 1981 to 2010.5 After removing those countries having missing data,
it leaves us 159 countries in total.
Before studying (4.2) and (4.3), we prepare two preliminary results to explain our
model (1.1) fits this study well.
Firstly, we exam if the nominal U.S. dollar exchange rates of all these countries have
unit roots. To do so, we carry on the Augmented Dickey-Fuller (ADF) test for the time
series {nei1, · · · , neiT} with i = 1, . . . , N , and find out that, among these 159 counties,
the nominal U.S. dollar exchange rates of 146 counties (i.e., 91.82% of countries) indeed
have unit roots.6
Secondly, we exam if ln pgpit has a structure as we specify for xit = φ(uit) +λi + vit in
model (1.1). In order to do so, we estimate φ(·) using the same estimator given in (2.3)
but ignoring the parametric linear part. The optimal truncation parameter is selected by
5On 15 August 1971, the United States unilaterally terminated convertibility of the U.S. dollar to
gold, effectively bringing the Bretton Woods system to an end and rendering the dollar a fiat currency.
As suggested by one referee, we do not incorporate data from 1950-1980 to avoid the effects of potential
structural break. We thank the referee for bringing this structure change to our attention.
6Since our theoretical development requires each time series {nei1, · · · , neiT } to be I(1) process, we
do not implement panel data unit root tests (e.g., Pesaran et al., 2013). Also, as suggested by one referee,
we do not further remove the countries not having unit roots for nominal U.S. dollar exchange rates due
to small portion, and one can regard them as getting smoothed out after taking average across i in the
analysis.
16
in sample mean squared errors (In-MSE) and out sample mean squared errors (Out-MSE)
in the same fashion as (4.4) and (4.5) below. We do not report these preliminary results in
details here for conciseness. Simple calculation shows that the truncation parameter being
6 yields the best fit in terms of the minimum In-MSE and Out-MSE. To show the fitness
of our regression, we plot the original {ln pgp11, . . . , ln pgp1T , . . . , ln pgpN1, . . . , ln pgpNT}
and estimation residuals in Figure 4 below, and further plot the estimated φ(·) in Figure
5. As can be seen, the magnitudes of estimation residuals are relatively small, and move
around 0 line. Thus, it is a signal that ln pgpit can be presented by some nonlinear
function of neit as we specify in model (1.1), although ln pgpit itself moves like an I(1)
process on the time dimension.
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Figure 4: Log PPP GDP per capita and estimation residuals
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Figure 5: Estimated φ(w)
Based on all the above two preliminary results, we are now ready to study the model
(4.3). To measure model performance, we calculate in sample mean squared errors (In-
MSE) and out sample mean squared errors (Out-MSE) as follows:
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• To get In-MSE, all the data collected above are used to estimate β̂In and ĈIn. Then
In-MSE is defined by
In-MSE =
1
NT
N∑
i=1
T∑
t=1
(y˜it − x˜′itβ̂In − Z˜k(uit)′ĈIn)2, (4.4)
where y˜it, x˜it and Z˜k(uit) have been defined right above (2.2).
• To get Out-MSE, only part of data collected above (i = 1, . . . , N , t = 1, . . . , T˜ and
T˜ < T ) are used to estimate β̂Out,T˜ and ĈOut,T˜ , so that we can forecast Y˜i,T˜+1 later
on. Then Out-MSE is obtained as
Out-MSE =
1
N(T − T ∗)
N∑
i=1
T−1∑
T˜=T ∗
(y˜i,T˜+1 − x˜′i,T˜+1β̂Out,T˜ − Z˜k(ui,T˜+1)′ĈOut,T˜ )2,(4.5)
where y˜i,T˜+1 = yi,T˜+1 − 1T˜+1
∑T˜+1
t=1 yit, x˜i,T˜+1 and Z˜k(ui,T˜+1) are defined in the same
fashion as y˜i,T˜+1. In this study, we choose T
∗ = T − 5.
PM LM
k 5 6 7 8
In-MSE 0.03833 0.03813 0.03802 0.03796 5.01089
Out-MSE 0.05010 0.04970 0.04996 0.05007 3.99320
Table 2: In-MSE and Out-MSE
For the partially linear panel data model (4.3), our results of In-MSE and Out-MSE
suggest using k = 7 as the truncation parameter. For the purpose of comparison, the
In-MSE and Out-MSE of (4.2) are also calculated in the same fashion of (4.4) and (4.5)
by rewriting (4.2) as ln pppit = β ln pgpit + lnneit + γi + εit after obtaining β̂.
We now start reporting all the estimation results. For PM method, we focus on the
case k = 7 only. The estimates of β of each method are reported in Table 3, where
the numbers in the brackets stand for the corresponding 95% confidence intervals. For
∀w ∈ R, the estimated g(w) of (4.3) is
ĝ(w) = 16.36H0(w)− 42.38H1(w) + 64.76H2(w)− 64.62H3(w)
+46.58H4(w)− 21.69H5(w) + 6.52H6(w).
Moreover, we plot ĝ(w) and its 95% confidence interval on certain selected points over
an interval in Figure 6.
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Table 3: Estimates of β
PM (k = 7) LM
β̂ 0.306 0.103
std 0.003 0.061
0.75 0.8 0.85 0.9 0.95 1
3.65
3.7
3.75
3.8
3.85
3.9
3.95
4
4.05
4.1
4.15
Figure 6: Estimated g(w)
Finally, to examine the performance of our method, we report the original ln ppp and
estimated residuals in Figure 7. It is easy to see that the magnitudes of all the estimated
residuals are relatively small and move around 0, which indicates a good fit of model
(4.3).
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Figure 7: Plot of log purchasing power parity and estimation residuals
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5 Conclusions
In this paper, we have proposed consistent estimators for a group of partially linear panel
data models with non-stationarity and certain cross-sectional dependence. A spatial error
structure has been used to measure the correlation among individuals. Asymptotic prop-
erties have been established for the proposed estimators. More importantly, new findings
include the significant difference in asymptotic theory for the integrated times series and
nonstationary panel data models. The finite sample properties are demonstrated through
Monte Carlo experiments and a real data example of the Balassa-Samuelson model. Some
possible extensions and limitations of our models have been discussed in detail and they
will be left as future research projects.
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