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FAST OPTICAL ABSORPTION SPECTRA CALCULATIONS
FOR PERIODIC SOLID STATE SYSTEMS
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Abstract. We present a method to construct an efficient approximation to the bare exchange and
screened direct interaction kernels of the Bethe-Salpeter Hamiltonian for periodic solid state systems
via the interpolative separable density fitting technique. We show that the cost of constructing
the approximate Bethe-Salpeter Hamiltonian scales nearly optimally as O(Nk) with respect to the
number of samples in the Brillouin zoneNk. In addition, we show that the cost for applying the Bethe-
Salpeter Hamiltonian to a vector scales as O(Nk logNk). Therefore the optical absorption spectrum,
as well as selected excitation energies can be efficiently computed via iterative methods such as
the Lanczos method. This is a significant reduction from the O(N2k ) and O(N3k ) scaling associated
with a brute force approach for constructing the Hamiltonian and diagonalizing the Hamiltonian
respectively. We demonstrate the efficiency and accuracy of this approach with both one-dimensional
model problems and three-dimensional real materials (graphene and diamond). For the diamond
system with Nk = 2197, it takes 6 hours to assemble the Bethe-Salpeter Hamiltonian and 4 hours
to fully diagonalize the Hamiltonian using 169 cores when the brute force approach is used. The
new method takes less than 3 minutes to set up the Hamiltonian and 24 minutes to compute the
absorption spectrum on a single core.
Key words. Bethe–Salpeter equation, interpolative separable density fitting, optical absorption
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1. Introduction. The Bethe–Salpeter equation (BSE), derived from the many-
body perturbation theory (MBPT), is a widely used method for describing the optical
absorption process in molecules and solids [31, 32, 35, 23, 1, 24, 6]. It models the
behavior of an electron–hole pair, which is an excitation process with two quasi-
particles. Solving BSE requires constructing and diagonalizing a structured matrix,
called the Bethe–Salpeter Hamiltonian (BSH). In the context of optical absorption, the
eigenvalues of the BSH are the exciton energies and the corresponding eigenfunctions
yield the exciton wavefunctions. The BSH consists of the so called bare exchange and
screened direct interaction kernels that depend on single-particle orbitals obtained
from a quasi-particle (usually at the GW level) or mean-field calculation. For isolated
systems such as molecules, the construction of these kernels requires at least O(N5e )
operations in a conventional approach, where Ne is the number of electrons in the
system. This is very costly for large systems that contain hundreds or more atoms.
Recent efforts have actively explored methods for efficient representation of the BSH,
in order to reduce the high computational cost of BSE calculations [3, 13, 16, 21, 29,
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26, 27, 30].
In a recent work [12], two of the authors have presented an efficient way to con-
struct the BSH for molecular systems, and to efficiently solve the BSE eigenvalue
problem using an iterative scheme. Our approach is based on the recently-developed
interpolative separable density fitting (ISDF) decomposition [19, 20]. The ISDF de-
composition has been applied to accelerate a number of applications in computa-
tional chemistry and materials science, including the computation of two-electrons
integrals [19], correlation energy in the random phase approximation [18], density
functional perturbation theory [15], and hybrid density functional calculations [11, 7].
In this scheme, a matrix consisting of products of single-particle orbital pairs is ef-
ficiently approximated as a low-rank matrix product, between a matrix built with a
small number of auxiliary basis vectors and an expansion coefficient matrix. This de-
composition allows us to construct efficient representations to the bare exchange and
screened direct kernels. For isolated systems, the construction of the ISDF-compressed
BSH matrix only requires O(N3e ) operations when the rank of the numerical auxiliary
basis is kept at O(Ne). This results in considerate reduction of the cost compared
to the O(N5e ) complexity required in a conventional approach. By keeping the inter-
action kernels in a decomposed form, the matrix–vector multiplications required in
the iterative diagonalization procedures of the Hamiltonian HBSE can be performed
efficiently. We can further use these efficient matrix–vector multiplications in a struc-
ture preserving Lanczos algorithm [33] to obtain an approximate absorption spectrum
without an explicit diagonalization of the approximate HBSE.
This paper generalizes the work in [12] to periodic solid state systems. According
to the Bloch decomposition, each single particle orbital in a periodic system can be
characterized by an orbital index i, and a Brillouin zone index k. Compared to
isolated systems, the total number of electrons Ne is equal to the number of electrons
per unit cell multiplied by the number of k points denoted by Nk. It has been
observed that for many extended systems, the number of orbitals (both occupied and
virtual orbitals) required for one particular k index can be relatively small, and is
independent of Ne. Hence the difficulty of optical absorption spectra calculations for
periodic systems mainly arise from the large number of k-points. This is particularly
the case when the excitons are delocalized in the real space, or when the Fermi-surface
is not smooth (such as graphene, and other metallic systems). In such case, Nk can
often be rather large (from hundreds to hundreds of thousands, see e.g. [28], where a
120× 120× 1 k-grid is used for the quasi two-dimensional MoS2 system) in order to
properly discretize and sample the Brillouin zone. The cost for constructing the bare
exchange and screened direct kernels scales as O(N2k ), while the cost for diagonalizing
the corresponding BSH scales as O(N3k ). This is prohibitively expensive when a dense
discretization of the Brillouin zone is needed.
With the help of ISDF, we can find a reduced representation of the pair product
orbitals in the periodic setting [20]. Such a reduced representation is possible, thanks
to the smoothness of the single particle orbitals with respect to the k index, and
that the Brillouin zone is a compact domain. We will show that we can reduce the
complexity of the bare exchange and screened direct kernel construction for extended
systems to the optimal complexity of O(Nk). Instead of diagonalizing the BSH di-
rectly, we use iterative methods such as the Lanczos method to evaluate the optical
absorption spectrum. The complexity of applying the approximated kernels to a vec-
tor with respect to Nk is only O(Nk logNk). The same strategy can be applied to
evaluate selected excitation energies.
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The rest of the paper is organized as follows. We first provide a concise review
of the single particle theory and the Bethe-Salpeter equation for periodic systems in
section 2. We could not find a precise mathematical description of how the BSH is
constructed for periodic systems with a discretized Brillouin zone in the literature. We
therefore provide a self-contained derivation in section 2.2. The interpolative separable
density fitting for periodic systems is introduced in section 3, and the application of
the approximate BSH in the ISDF format to a vector in section 4. The numerical
results are presented in section 5, followed by a conclusion in section 6.
2. Preliminaries.
2.1. Single particle theory for periodic systems. To facilitate further dis-
cussion we briefly review Bloch-Floquet theory for periodic systems. Without loss of
generality we consider a three-dimensional crystal. The Bravais lattice with lattice
vectors a1,a2,a3 ∈ R3 is defined as
L = {R|R = n1a1 + n2a2 + n3a3, n1, n2, n3 ∈ Z} . (2.1)
In single particle theories such as the Kohn-Sham density functional theory, the self-
consistent effective potential Veff is real-valued and L-periodic, i.e.
Veff(r + R) = Veff(r), ∀r ∈ R3,R ∈ L.
The unit cell is defined as
Ω = {r = c1a1 + c2a2 + c3a3 | 0 ≤ c1, c2, c3 < 1} . (2.2)
The Bravais lattice induces a reciprocal lattice L∗, with its lattice vectors b1,b2,b3
satisfying aα · bβ = 2piδαβ , α, β ∈ {1, 2, 3}. The unit cell of the reciprocal lattice is
called the (first) Brillouin zone and denoted by Ω∗, defined as
Ω∗ =
{
k = k1b1 + k2b2 + k3b3
∣∣∣ − 1
2
≤ k1, k2, k3 < 1
2
}
.
The Brillouin zone has a number of special points related to the symmetry of the
crystal. The common special point is the Γ-point, which corresponds to k = (0, 0, 0)>.
According to the Bloch-Floquet theory, the spectrum of the Hamiltonian H =
− 12∇2r + Veff(r) can be relabeled using two indices (i,k), where i ∈ N is called the
band index and k ∈ Ω∗ is the Brillouin zone index. Each generalized eigenfunction
ψik(r) is known as a Bloch orbital and satisfies Hψik(r) = ikψik(r) with Bloch
boundary conditions ψik(r + R) = e
ik·Rψik(r) for any R ∈ L. Furthermore, ψik can
be decomposed using the Bloch decomposition
ψik(r) = e
ik·ruik(r), (2.3)
where uik(r) is the periodic part of ψik(r) satisfying the periodic boundary condition
on the unit cell
uik(r + R) = uik(r), ∀R ∈ L. (2.4)
It can be directly obtained by solving the eigenvalue problem
H(k)uik = ikuik(r), r ∈ Ω, k ∈ Ω∗, (2.5)
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where H(k) = − 12 (∇r + ik)2 + Veff(r). For each k ∈ Ω∗, the eigenvalues ik are
ordered non-decreasingly. For a fixed i, {ik} as a function of k is called a Bloch
band. The collection of all eigenvalues forms the band structure of the crystal, which
characterizes the spectrum of the operator H.
In the discussion below, we denote by Nv the number of valence bands (i.e.,
occupied orbitals per unit cell in the ground state), Nc the number of conduction
bands (i.e. unoccupied orbitals per unit cell in the ground state). We also define
N = Nv+Nc. We assume the systems to be insulating, in the sense that the following
band isolation conditions between the valence and conduction bands are satisfied:
inf|ik − i′k′ | := g > 0, k,k′ ∈ Ω∗, 1 ≤ i ≤ Nv, Nv + 1 ≤ i′ ≤ N. (2.6)
Denote by |Ω| the volume of the unit cell, and
|Ω∗| = (2pi)
3
|Ω|
the volume of the Brillouin zone. The Bloch orbitals {ψik} satisfy the orthonormality
condition in the distributional sense∫
R3
ψ∗i′k′(r)ψi,k(r) dr = |Ω∗| δi′,i δ(k′ − k). (2.7)
Here δi′,i is the Kronecker δ symbol for a discrete set, while δ(k
′−k) is the Dirac-delta
distribution. Equation (2.7) implies the normalization condition when integrated over
the Brillouin zone
1
|Ω∗|
∫
Ω∗
∫
R3
ψ∗i′k(r)ψik(r) dr dk = δi′,i. (2.8)
From the Bloch orbitals, the ground state electron density can be constructed as
ρ(r) =
1
|Ω∗|
∫
Ω∗
Nv∑
i=1
|ψik(r)|2 dk = 1|Ω∗|
∫
Ω∗
Nv∑
i=1
|uik(r)|2 dk. (2.9)
In order to practically perform calculations for periodic systems, the integration
with respect to the Brillouin zone Ω∗ needs to be discretized using a quadrature. The
most commonly used scheme is based on the Monkhorst-Pack grid [22]
K`s =
{
3∑
α=1
mα − sα
N `α
bα
∣∣∣ mα = −N `α
2
+ 1, . . . ,
N `α
2
, 0 ≤ sα < 1, α = 1, 2, 3
}
.
(2.10)
It is clear that K`s ⊂ Ω∗ and that it corresponds to a uniform discretization of the
Brillouin zone. When the shift vector s = 0, we denote by K` := K`0, and the calcula-
tion of periodic systems can be equivalently performed using a supercell consisting of
N `1×N `2×N `3 unit cells. The supercell is denoted by Ω`, and is further equipped with
periodic boundary condition called the Born-von Karman boundary condition [2]. The
calculation of a periodic crystal can thus be recovered by taking the limit N `α → ∞.
We denote by Nk ≡ N ` := N `1N `2N `3 the total number of unit cells, or equivalently
the total number of Monkhorst-Pack grid points in the Brillouin zone.
4
Assuming the Brillouin zone is discretized using K`, the orthogonality condi-
tion (2.7) becomes ∫
Ω`
ψ∗i′k′(r)ψik(r) dr = δi′,i δk′,k, k,k
′ ∈ K`. (2.11)
We also modify the Bloch decomposition as
ψik(r) =
1√
N `
eik·ruik(r), k ∈ K`. (2.12)
Here the normalization factor 1/
√
N ` is introduced so that the orthogonality condition
for the periodic part implies∫
Ω
u∗i′k(r)uik(r) dr = δi′,i, k ∈ K`. (2.13)
To facilitate the book-keeping effort of various relevant constants in practical
calculations, in the discussion below we will always assume that the Brillouin zone is
discretized into K` with a corresponding supercell Ω`. The volume of the supercell
is |Ω`| = N `|Ω| = Nk|Ω|. The unit cell is further discretized into a uniform grid
{ri}Ngi=1. Practical BSE calculations often truncate the number of conduction bands
aggressively, in the sense that Ng  Nv + Nc =: N . Numerical results indicate that
in many cases, the low-lying excitation spectrum is relatively insensitive to Nc, and
one can often choose Nc ≈ Nv. Unless otherwise clarified, we may not distinguish a
continuous vector u(r) and the corresponding discretized vector {u(ri)}. Similarly,
when the context is clear, we do not distinguish the kernel of an operator A(r, r′) and
its discretized matrix {A(ri, rj)}.
2.2. Bethe-Salpeter equation for periodic systems. The Bethe–Salpeter
equation is an eigenvalue problem of the form
HBSEX = EX , (2.14)
where HBSE is the Bethe–Salpeter Hamiltonian (BSH), X is the exciton wavefunction,
and E is the corresponding exciton energy. For periodic systems, the BSH has the
following block structure
HBSE =
[
D + 2VA −WA 2VB −WB
−2V B +WB −D − 2V A +WA
]
, (2.15)
where D(ivick, jvjck
′) = (ick − ivk)δiv,jvδic,jcδk,k′ is an (NvNcNk) × (NvNcNk)
diagonal matrix. The quasi-particle energies ivk, ick are typically obtained from a
GW calculation [31]. The VA and VB matrices represent the bare exchange interaction
of electron–hole pairs, and the WA and WB matrices are referred to as the screened
direct interaction of electron–hole pairs. These matrices are defined as follows:
VA(ivick, jvjck
′) =
∫
Ω`×Ω`
ψ¯ick(r)ψivk(r)V (r, r
′)ψ¯jvk′(r
′)ψjck′(r
′) dr dr′,
VB(ivick, jvjck
′) =
∫
Ω`×Ω`
ψ¯ick(r)ψivk(r)V (r, r
′)ψ¯jck′(r
′)ψjvk′(r
′) dr dr′,
WA(ivick, jvjck
′) =
∫
Ω`×Ω`
ψ¯ick(r)ψjck′(r)W (r, r
′)ψ¯jvk′(r
′)ψivk(r
′) dr dr′,
WB(ivick, jvjck
′) =
∫
Ω`×Ω`
ψ¯ick(r)ψjvk′(r)W (r, r
′)ψ¯jck′(r
′)ψivk(r
′) dr dr′.
(2.16)
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Here ψivk and ψick are the valence and conduction single-particle orbitals typically
obtained from a Kohn–Sham density functional theory (KSDFT) calculation respec-
tively, and V (r, r′) and W (r, r′) are the bare and screened Coulomb interactions. Both
VA and WA are Hermitian, whereas VB and WB are complex symmetric. Within the
so-called Tamm–Dancoff approximation (TDA) [24], both VB and WB are neglected
in Equation (2.15). In this case, the HBSE becomes Hermitian and we can focus on
computing the upper left block of HBSE.
In the following discussion, when a single index i is used, it refers to either iv
or ic. Using the Bloch decomposition (2.12), the matrix elements of the BSH can be
written using the periodic part of the orbitals as
VA(ivick, jvjck
′) =
1
N2k
∫
Ω`×Ω`
u¯ick(r)uivk(r)V (r, r
′)u¯jvk′(r
′)ujck′(r
′) dr dr′,
VB(ivick, jvjck
′) =
1
N2k
∫
Ω`×Ω`
u¯ick(r)uivk(r)V (r, r
′)u¯jck′(r
′)ujvk′(r
′) dr dr′,
WA(ivick, jvjck
′) =
1
N2k
∫
Ω`×Ω`
e−i(k−k
′)·(r−r′)u¯ick(r)ujck′(r)W (r, r
′)u¯jvk′(r
′)uivk(r
′) dr dr′,
WB(ivick, jvjck
′) =
1
N2k
∫
Ω`×Ω`
e−i(k−k
′)·(r−r′)u¯ick(r)ujvk′(r)W (r, r
′)u¯jck′(r
′)uivk(r
′) dr dr′.
(2.17)
Note that VA, VB in Eq. (2.17) do not involve the phase factors, since the factor
eik·r exactly cancels due to the complex conjugate operation. The phase factor only
appears in the WA,WB terms.
Eq. (2.17) requires the evaluation of integrals of the following form
V(f, g) := 1
Nk
∫
Ω`×Ω`
f¯(r)V (r, r′)g(r′) dr dr′, (2.18)
and
Wq(f, g) := 1
Nk
∫
Ω`×Ω`
e−iq·(r−r
′)f¯(r)W (r, r′)g(r′) dr dr′. (2.19)
Using such notation,
VA(ivick, jvjck
′) =
1
Nk
V(u¯ivkuick, u¯jvk′ujck′),
VB(ivick, jvjck
′) =
1
Nk
V(u¯ivkuick, u¯jck′ujvk′),
WA(ivick, jvjck
′) =
1
Nk
Wk−k′(u¯jck′uick, u¯jvk′uivk),
WB(ivick, jvjck
′) =
1
Nk
Wk−k′(u¯jvk′uick, u¯jck′uivk).
(2.20)
In Eq. (2.18), (2.19), f, g are periodic functions in the unit cell, and can be
represented using their Fourier representations. For instance,
f(r) =
∑
G∈L∗
fˆ(G)eiG·r, (2.21)
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and its Fourier coefficients can be computed as
fˆ(G) =
1
|Ω|
∫
Ω
e−iG·rf(r) dr. (2.22)
Hence Parseval’s identity reads∫
Ω
f¯(r)g(r) dr = |Ω|
∑
G∈L∗
¯ˆ
f(G)gˆ(G). (2.23)
Both of the kernels V,W satisfy the translation symmetry
V (r + R, r′ + R) = V (r, r′), W (r + R, r′ + R) = W (r, r′), ∀R ∈ L. (2.24)
Eq. (2.24) also defines the values of V,W for r, r′ beyond the supercell Ω`. The Fourier
representation of V takes the form
V (r, r′) =
1
|Ω`|
∑
k∈K`
∑
G,G′
ei(k+G)·rVˆk(G,G′)e−i(k+G
′)·r′ , (2.25)
and the Fourier coefficients can be computed as
Vˆk(G,G
′) =
1
|Ω`|
∫
Ω`×Ω`
dr dr′e−i(k+G)·rV (r, r′)ei(k+G
′)·r′ (2.26)
Similarly, the Fourier representation for W can be defined.
It should be noted that the Coulomb kernel V only depends on the distance
between r and r′, i.e. it has further translational symmetry property that
V (r + r′′, r′ + r′′) = V (r, r′), ∀r′′ ∈ Ω`. (2.27)
As a result, its Fourier transform Vˆk(G,G
′) can be simplified into a diagonal matrix
Vˆk(G,G
′) =
4pi
|k + G|2 δG,G′ . (2.28)
In fact, the Coulomb kernel periodized with respect to the supercell Ω` is defined to
be the inverse Fourier transform of Eq. (2.28).
Using such notation, we have∫
Ω`
V (r, r′)g(r′) dr′
=
1
|Ω`|
∫
Ω`
dr′
∑
k∈K`
∑
G,G′
ei(k+G)·rVˆk(G,G′)e−i(k+G
′)·r′g(r′)
=
1
|Ω`|
∑
R∈L
∫
Ω
dr′
∑
k∈K`
∑
G,G′
ei(k+G)·rVˆk(G,G′)e−i(k+G
′)·(r′+R)g(r′ + R)
=
1
|Ω`|
∫
Ω
dr′
∑
k∈K`
∑
R∈L
e−ik·R
∑
G,G′
ei(k+G)·rVˆk(G,G′)e−i(k+G
′)·r′g(r′)
(2.29)
Here we have used e−iG
′·R = 1, the fact that g is periodic with respect to the unit
cell Ω, as well as the identity∫
Ω`
f(r′) dr′ =
∑
R∈L
∫
Ω
f(r′ + R) dr′. (2.30)
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Furthermore, from Eq. (2.22) and the identity∑
R∈L
e−ik·R = Nkδk,0
we have ∫
Ω`
V (r, r′)g(r′) dr′
=
1
|Ω|
∫
Ω
dr′
∑
G,G′
eiG·rVˆ0(G,G′)e−iG
′·r′g(r′)
=
∑
G,G′
eiG·rVˆ0(G,G′)gˆ(G′).
(2.31)
Compared to Eq. (2.28), the definition of Vˆ0 should be modified to
Vˆ0(G,G
′) =
{
4pi
|G|2 δG,G′ , G 6= 0,
0, G = 0.
(2.32)
Another way to understand Eq. (2.32) is that it can only be applied to a mean zero
function g(r), such that gˆ(0) = 0. In other words, g should be in the range of the
Laplacian operator with the periodic boundary condition. This is indeed correct
for BSE calculations, due to the orthogonality condition between the valence and
conduction bands ∫
Ω
u¯ick(r)uivk(r) dr = 0.
This implies
V(f, g) = 1
Nk
∫
Ω`
f¯(r)
∑
G,G′
eiG·rVˆ0(G,G′)gˆ(G′)
=
∫
Ω
f¯(r)
∑
G,G′
eiG·rVˆ0(G,G′)gˆ(G′)
=|Ω|
∑
G,G′
¯ˆ
f(G)Vˆ0(G,G
′)gˆ(G′)
=|Ω|
∑
G 6=0
4pi
|G|2
¯ˆ
f(G)gˆ(G).
(2.33)
Similarly for the W part,∫
Ω`
e−iq·(r−r
′)W (r, r′)g(r′) dr′
=
1
|Ω`|
∫
Ω`
dr′e−iq·(r−r
′)
∑
k∈K`
∑
G,G′
ei(k+G)·rWˆk(G,G′)e−i(k+G
′)·r′g(r′)
=
1
|Ω`|
∫
Ω
dr′ei(k−q)·(r−r
′)
∑
k∈K`
∑
R∈L
e−i(k−q)·R
∑
G,G′
eiG·rWˆk(G,G′)e−iG
′·r′g(r′).
(2.34)
8
In order to obtain a non-vanishing quantity in the equation above, note that the
quantity
∑
R∈L e
−i(k−q)·R = Nk if k − q ∈ L∗, and is otherwise 0. Therefore the
summation with respect to k should be restricted to those satisfying
k− q = G′′, G′′ ∈ L∗.
Since k is restricted to the first Brillouin zone, there is a unique G′′ (and therefore
k) for each given q satisfying this relation. Also note that k− q may exceed the first
Brillouin zone. In other words, it is indeed possible to have G′′ 6= 0. Then for a given
q, ∫
Ω`
e−iq·(r−r
′)W (r, r′)g(r′) dr′
=
1
|Ω|
∫
Ω
dr′
∑
G,G′
ei(G+G
′′)·rWˆG′′+q(G,G′)e−i(G
′+G′′)·r′g(r′)
=
∑
G,G′
ei(G+G
′′)·rWˆG′′+q(G,G′)gˆ(G′ + G′′)
=
∑
G,G′
eiG·rWˆG′′+q(G−G′′,G′ −G′′)gˆ(G′)
=
∑
G,G′
eiG·rWˆq(G,G′)gˆ(G′).
(2.35)
In the last equality, we have used the definition of the Fourier coefficients in Eq. (2.26).
We then readily have
Wq(f, g) = |Ω|
∑
G,G′
¯ˆ
f(G)Wˆq(G,G
′)gˆ(G′). (2.36)
Therefore, despite that Wq(f, g) is significantly more complex to define, the resulting
formula in the Fourier representation is remarkably similar to the form of V(f, g).
3. Interpolative separable density fitting for periodic systems. In order
to reduce the computational complexity, we seek to minimize the number of integrals
in Equation (2.16). We will use the interpolative separable density fitting decompo-
sition (ISDF) [19, 20]. For periodic systems, we first consider the following general
form of decomposition
Zik,jk′(r) := uik(r)u¯jk′(r) ≈
Nµ∑
µ=1
ζµ(r)uik(rˆµ)u¯jk′(rˆµ). (3.1)
When the unit cell is discretized into a uniform grid {rn}Ngn=1, Z can be viewed as a
matrix with its row index being r, and the column index being a multi-index (ik, jk′).
The matrix size is thus Ng × N2N2k (recall that N = Nv + Nc). For a given r,
uik(r)u¯jk′(r) can be viewed as a row vector of size N
2N2k . The ISDF decomposition
then states that all such matrix rows can be approximately expanded using a linear
combination of matrix rows with respect to a selected set of interpolation points
{rˆµ}Nµµ=1 ⊂ {ri}Ngi=1. The coefficients of such a linear combination, or interpolating
vectors, are denoted by {ζµ(r)}Nµµ=1. Here Nµ can be interpreted as the numerical
rank of the ISDF decomposition.
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The compression of the pair products uik(r)u¯jk′(r) can be understood from the
following two limits. First, if only the Γ point is used to sample the Brillouin zone,
we find that there are NvNc ∼ N2 pairs of functions. However, the number of grid
points Ng only scales linearly with respect to N . Hence the numerical rank of the pair
products must scale asymptotically as O(N). In fact, when all orbitals are smooth
functions, we can expect that the numerical rank Nµ to be much lower than Ng. This
statement has been confirmed by recent analysis [17]. Second, if a large number of
k-points are used to discretize the Brillouin zone, Nv, Nc are often relatively small,
and the number of grid points in the unit cell Ng does not increase with respect
to Nk. Hence as Nk increases, we may also expect that the numerical rank Nµ
will be determined by smoothness of u with respect to r,k, and is asymptotically
independent of Nk. This is indeed what we observe in numerical results. Throughout
the discussion below, we will focus on the second scenario, i.e. we will explicitly write
down the scaling with respect to Ng, N and Nk, but we will primarily focus on the
scaling with respect to Nk.
Assume the interpolation points {rˆµ}Nµµ=1 are already chosen, the interpolation
vectors can be efficiently evaluated using a least squares method as follows [11]. Using
a linear algebra notation, Eq. (3.1) can be written as
Z ≈ ΘC, (3.2)
Here Θ = [ζ1, ζ2, ..., ζNµ ] contains the interpolating vectors. Each column of C indexed
by (ik, jk′) is given by
[uik(rˆ1)u¯jk′(rˆ1), · · · , uik(rˆµ)u¯jk′(rˆµ), · · · , uik(rˆNµ)u¯jk′(rˆNµ)]>.
Eq. (3.2) is an over-determined linear system with respect to the interpolation vectors
Θ. The least squares approximation to the solution is given by
Θ = ZC∗(CC∗)−1. (3.3)
Due to the tensor product structure of Z and C, the matrix-matrix multiplica-
tions ZC∗ and CC∗ can be carried out efficiently [11], with computational cost being
O(NgNµNNk) and O(N2µNNk), respectively. The cost of inverting the matrix CC∗
is O(N3µ), and the overall cost evaluating Θ is thus bounded by O(NgNµNNk +N3µ +
NgN
2
µ). Hence the cost scales cubically with respect to the number of electrons in the
unit cell, and linearly with respect to the number of k points.
Eq. (3.1) is the general form of ISDF. In the BSE calculations, we may further
distinguish whether i, j should take valence or conduction band indices only, as well
as whether k,k′ can be set to be the same. For instance, Eq. (2.17) suggests that in
order to compress VA, VB , we only need the following ISDF decomposition:
ZVicivk(r) := uick(r)u¯ivk(r) ≈
NVµ∑
µ=1
ζVµ (r)uick(rˆµ)u¯ivk(rˆµ). (3.4)
Note that the number of columns of the matrix ZV is only NvNcNk, and the number
of fitting functions NVµ can be chosen to be less than Nµ. The computation of WA,WB
requires the general ISDF format (3.1).
The interpolations points {rˆµ}Nµµ=1 can be chosen via a QR factorization with
column pivoting (QRCP) method [8], with randomization to reduce the computational
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cost. We refer readers to [19, 20] for details of the randomized QRCP method for
evaluating the interpolation points. Other methods can also be used as well to find
the interpolation points as well, such as the method based on the centroidal Voronoi
decomposition (CVT) [7].
4. Fast algorithm for applying the BSH to a vector. Once the ISDF
decomposition is obtained, we may compute the following matrix elements
V˜A,µν = V(ζVµ , ζVν ), V˜B,µν = V(ζVµ , ζ¯Vν ), µ, ν = 1, . . . , NVµ , (4.1)
and similarly
W˜q,µν =Wq(ζµ, ζν), µ, ν = 1, . . . , Nµ. (4.2)
The expressions in Eq. (2.17) can then be approximated in the ISDF format as
VA(ivick, jvjck
′) ≈ 1
Nk
NVµ∑
µ,ν=1
u¯ick(rˆµ)uivk(rˆµ)V˜A,µν u¯jvk′(rˆν)ujck′(rˆν),
VB(ivick, jvjck
′) ≈ 1
Nk
NVµ∑
µ,ν=1
u¯ick(rˆµ)uivk(rˆµ)V˜B,µν u¯jck′(rˆν)ujvk′(rˆν),
WA(ivick, jvjck
′) =
1
Nk
Nµ∑
µ,ν=1
u¯ick(rˆµ)ujck′(rˆµ)W˜k−k′,µν u¯jvk′(rˆν)uivk(rˆν),
WB(ivick, jvjck
′) =
1
Nk
Nµ∑
µ,ν=1
u¯ick(rˆµ)ujvk′(rˆµ)W˜k−k′,µν u¯jck′(rˆν)uivk(rˆν).
(4.3)
In order to use the Fourier representation (2.33) and (2.36), we first need to per-
form Fourier transform for {ζVµ } and {ζµ}. Using the fast Fourier transform (FFT),
and assuming that the number of Fourier coefficients G is also Ng, the computational
cost for the Fourier transform scales as O(NVµ Ng logNg) and O(NµNg logNg), re-
spectively. The Fourier coefficients Vˆk can be obtained analytically, and we assume
the coefficients Wˆk are already provided from e.g. a GW calculation. The cost for
computing V˜A, V˜B using Eq. (2.33) is then O((NVµ )2Ng). Similarly the cost for com-
puting all W˜q matrices is O(N2µNgNk). In particular, the total cost for the initial
setup stage scales as O(Nk) with respect to the number of k-points.
After this initial setup stage, each entry of the BSH can be computed with
O((NVµ )2 + N2µ) operations. If the entire BSH matrix is to be constructed, the cost
will be O(N2µN2kN2vN2c ).
Below we demonstrate that if we only aim at applying the Hamiltonian HBSE to
an arbitrary vector without ever assembling the full Hamiltonian, the computational
cost can be greatly reduced.
For simplicity, let us focus on the case when the Tamm–Dancoff approximation
(TDA) is used. Applying the Hamiltonian HBSE = D + 2VA − WB to a vector
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X ∈ CNvNcNk amounts to evaluating the three terms
[DX](ivick) = (ick − ivk′)X(ivick),
[VAX](ivick) =
∑
jv,jc,k′
VA(ivick, jvjck
′)X(jvjck′),
[WAX](ivick) =
∑
jv,jc,k′
WA(ivick, jvjck
′)X(jvjck′).
(4.4)
Computing the first term for all (ivick) clearly costs O(NvNcNk) operations. We now
show that the second and third term can also be computed efficiently.
Using (4.3), the second term in (4.4) can be regrouped as
1
Nk
∑
µ
u¯ick(rˆµ)uivk(rˆµ)
{∑
ν
V˜A,µν∑
k′
∑
jc
ujck′(rˆν)
∑
jv
u¯jvk′(rˆν)X(jvjck
′)
}. (4.5)
This means that one can first perform contractions over jv, jc, and k
′ to obtain a quan-
tity which only depends on rˆν . The computational complexity is O(NVµ (NvNcNk +
NcNk)). The two remaining sums can be computed with O((NVµ )2 + NVµ NvNcNk)
operations. The total complexity of computing VAX is bounded by O((NVµ )2 +
NVµ NvNcNk).
For the third term in (4.4) we obtain
1
Nk
∑
ν
uivk(rˆν)
{∑
µ
u¯ick(rˆµ)∑
k′
W˜k−k′,µν
∑
jc
ujck′(rˆµ)
∑
jv
u¯jvk′(rˆν)X(jvjck
′)
}. (4.6)
Here, the two innermost contractions over jv and jc result in a quantity that only
depends on k, rˆµ, and rˆν . The cost for these two steps is O(NµNkNvNc +N2µNkNc).
The sum over k′ has the structure of a discrete convolution, for each fixed µν pair.
Therefore it can be computed for all k simultaneously in O(N2µNk logNk) oper-
ations by fast convolution algorithms, e.g., by using FFT with zero-padded vec-
tors. The remaining summation operations over µ and ν are then obtained with
O(N2µNcNk +NµNvNcNk) operations. In total the computation of WAX amounts to
O(NµNvNcNk +N2µNcNk +N2µNk logNk) operations.
Combining the results for the three parts of the Hamiltonian, we see that the
computational complexity is given by
O((Nµ +NVµ )NvNcNk + (NVµ )2 +N2µNcNk +N2µNk logNk).
In particular, the cost with respect to the number of k points only scales asO(Nk logNk).
This allows us to perform BSE calculations for complex materials which requires a
very large number of k-points.
By avoiding the explicit construction of HBSE, the new algorithm also drastically
reduces the storage cost. The storage cost for HBSE alone is O((NvNcNk)2). In the
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new algorithm, the storage cost of Wˆq becomes the dominant component and scales
only linearly with respect to Nk.
As an example, the matrix-free application of HBSE can be used to compute the
optical absorption spectrum, which requires the evaluation of the following quantity
ε2(ω) = Im
[
8pi
|Ω|d
∗
r
(
(ω − iη)I −HBSE
)−1
dl
]
, (4.7)
Here dr and dl are called the right and left optical transition vectors, and η is a
broadening factor used to account for the exciton lifetime. We also compute the
smallest eigenvalue of HBSE which are of interest in their own right, as they represent
the transition energies of bound excitons in many semiconducting solid state materials.
To observe the absorption spectrum and identify its main peaks, it is possible to
use a structure preserving iterative method instead of explicitly computing all eigen-
pairs of HBSE. We refer readers to Ref. [5, 33] for details of the structure preserving
Lanczos algorithm, which has been implemented in the BSEPACK [34] library. When
TDA is used, the structure preserving Lanczos reduces to a standard Lanczos algo-
rithm. For the computation of the first eigenvalue we use standard ARPACK [14]
routines for Hermitian matrices.
5. Numerical Examples. To illustrate the efficiency of ISDF for BSE calcula-
tions in crystals, we apply the method to compute the excitation modes and absorp-
tion spectra of a one-dimensional model problem as well as two real material systems,
diamond (3D bulk) and graphene (quasi-2D). For both systems, we determine the
optical absorption spectra on k-grids close to those employed in previously published
calculations to demonstrate that our method is suitable for state-of-the-art calcu-
lations, both for 3D and quasi-2D materials. We furthermore provide a numerical
scaling analysis and a more detailed analysis of the error in the ISDF in the case of
the one-dimensional model and diamond. We show that a good approximation of the
spectrum can be obtained with a small number of interpolation vectors.
The method was implemented in Julia [4] and the source code is available at
github.com/fhenneke/BSE k ISDF.jl. As input to our method for the actual ma-
terials, we employ the KSDFT single-particle orbitals, quasi-particle energies and
screened Coulomb potential computed by exciting [9, 36], an all-electron full-potential
code with implementations of density functional theory and many-body perturbation
theory. The Tamm–Dancoff approximation is used in all calculations.
All calculation for the proposed method were carried out on a single core of an
i5-8250U CPU at 1.60GHz.
5.1. One-dimensional problems. For the one-dimensional problem, we take
the single particle orbitals ψik(r) in (2.16) to be eigenfunctions of a single particle
Hamiltonian H(k) in which the effective potential is defined as
Veff(r) = 20 cos(4pir/L) + 0.2 sin(2pir/L),
where the unit cell size is |Ω| ≡ L = 1.5.
The bare Coulomb potential used in (2.16) is chosen to be
V (r, r′) =
1√
(r − r′)2 + 0.01 , (5.1)
and the screened interactions is chosen as
W (r, r′) = (3+sin(2pir/L))(3+cos(4pir
′/L))
16 e
− (r−r′)2
32L2 V (r, r′). (5.2)
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Fig. 5.1: On the left: The potentials V (r, 0) and W (r, 0). On the right: Band structure
with coefficients of the lowest eigen function for Nk = 128. The area of the circles on
the valence and conduction band at position k is proportional to
∑
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Compared to the smoothed out Coulomb potential V , the chosen screened interaction
W decays exponentially and also contains lattice periodic contributions. The poten-
tials are shown in Figure 5.1. Both potentials are periodically extended Nk − 1 times
outside of the unit cell. The particular structure of the potentials has an influence on
the band structure and spectrum of the BSH, but was observed to not significantly
impact the convergence behavior or the runtime scaling of the ISDF method.
The Bloch functions uik are sampled on Ng = 128 uniformly distributed grid
points within the unit cell, and the number of k points Nk ranges from 16 to 4096 in
our experiments.
For each k point, the first four eigenstates are treated as the valence states in
this model, while the remaining eigenstates are considered as the conduction states,
separated by an energy gap from the former. We use all Nv = 4 valence bands and
Nc = 5 conduction bands to construct the approximate HBSE. The number of k
points was chosen to be Nk = 256 in the error analysis of the ISDF approximation,
and varies from 16 to 4096 in the run time analysis and the analysis of the error in
the absorption spectrum. The largest resulting Hamiltonian is of size 81920× 81920.
Figure 5.2 shows how the ISDF approximation error varies with respect to the
truncation parameter N ijµ and how the accuracy of the approximate spectrum of HBSE
changes with respect to the ISDF approximation error.
In the left subfigure, we plot the relative error ‖ΘαβCαβ−Zαβ‖F /‖Zαβ‖F , α, β ∈
{v, c}, where ‖ · ‖F is the Frobenius norm, for different choices of truncation levels Nµ
(or number of interpolation points). As expected, when Nµ is too small, ISDF results
in relatively large error. As Nµ becomes slightly larger, the ISDF approximation error
decays exponentially with respect to Nµ up to Nµ = 20 ∼ 30. At this truncation level,
the error is on the order of 10−8, which is sufficiently small for obtaining an highly
accurate approximation of the spectrum of HBSE as shown in the right subfigure.
In this subfigure, we plot the relative error in the first eigenvalue and in the overall
optical absorption spectrum against the ISDF error tolerance Ztol. For each Ztol, we
choose the smallest truncation parameters Nµ’s with the resulting error in Z
α,β being
lesser or equal to Ztol for α, β ∈ {v, c}.
In Figure 5.3, we plot the timing measurements for both the construction of V˜
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Fig. 5.2: On the left: ISDF approximation error ‖Z−ΘC‖F /‖Z‖F for different choices
of Nµ. On the right: Resulting errors in the spectrum of HBSE for different ISDF
error tolerance.
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Fig. 5.3: Run times for the initial setup and individual matrix-free matrix-vector
products.
and W˜ and the multiplication of the approximate HBSE with a vector with respect to
Nk. In these calculations, the ISDF truncation parameters Nµ’s are chosen so that
the relative error in Zαβ is below Ztol = 10
−5. This error tolerance resulted in the
choices of Nvvµ = 17, N
cc
µ = 23, and N
vc
µ = 21.
As we can see in Figure 5.3, the scaling of the runtime for the construction of V˜
and W˜ is nearly linear with respect to Nk, which is in excellent agreement with the
theoretical computational complexity presented in the preceeding section. The scaling
of the runtime for the multiplication of the approximate HBSE with a vector also looks
linear in Nk. In fact, a more detailed investigation showed that the convolutions in
k in the application of W dominate the cost of the matrix-vector multiplications, in
good agreement with the theoretical O(Nk logNk) complexity shown earlier.
For comparison, without the use of ISDF, the construction of HBSE is estimated
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Parameters Diamond Graphene
Nv 4 4
Nc 10 5
Nk 13× 13× 13 42× 42× 1
Nr 20× 20× 20 15× 15× 50
Nvvµ 70 50
N ccµ 220 180
Nvcµ 100 60
Niter 150 100
Table 5.1: Parameters used in the computation of spectra and the benchmarks.
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Fig. 5.4: Optical absorption spectrum for diamond (left) and graphene (right).
to take about 460, 000 seconds for Nk = 4096. With our method it took less than 10
seconds.
5.2. Three-dimensional problems. We now compare optical absorption spec-
tra for diamond and graphene computed from the approximate HBSE constructed
via ISDF with corresponding reference spectra. The reference spectra are obtained
from the exact HBSE from the exciting code [9, 36]. The comparison is shown in
Figure 5.4. The reference spectrum for diamond is constructed on a 13 × 13 × 13
k-grid using all 4 valence and 10 conduction states. Fourier components Wˆq(G,G
′)
in Eq. (2.35) are calculated up to a cut-off |G + q| ≤ 2.5 a−10 , where a0 is the Bohr
radius. The screened Coulomb interaction is calculated within the random-phase
approximation (RPA) including 100 conduction states. For graphene, the reference
spectrum is obtained on a 42 × 42 × 1 k-grid using all 4 valence and 5 conduction
states. Fourier components Wˆq(G,G
′) in Eq. (2.35) are calculated up to a cut-off
|G + q| ≤ 2.0 a−10 and 80 conduction states are included in the RPA calculations
for the screened Coulomb potential. The numerical parameters of the reference and
approximate calculations are shown in Table 5.1. The number of interpolation vectors
was chosen such that the relative ISDF error was around 0.1.
We can clearly see that for both diamond and graphene, the approximate optical
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Fig. 5.5: On the left: Optical absorption spectrum for diamond with differently ac-
curate ISDF approximations. On the right: Estimated errors in ISDF approximation
with different numbers of interpolation points.
Error in
Z Absorption Function First Eigenvalue
0.5 0.199 0.0038 (20.7 meV)
0.1 0.056 0.0011 (6.2 meV)
0.05 0.040 0.0006 (3.3 meV)
Table 5.2: Errors in the spectrum for differently accurate ISDF approximations.
absorption spectrum matches well with the reference spectrum. In particular, the
positions and heights of all major peaks are in good agreement. We should note that,
in the case of diamond, the absorption spectrum produced by a 13× 13× 13 k-grid is
in good agreement with measurements [25] and previous BSE calculations [10]. In the
case of graphene, however, larger k-grids have been reported for BSE calculations [37]
to produce an optical absorption spectrum in good agreement with the experimental
result.
Figure 5.5 shows that the ISDF approximation error can be systematically reduced
as we increase the number interpolating vectors Nµ. However, Figure 5.4 shows
that the approximate absorption spectrum is already in good agreement with the
reference spectrum, when the relative ISDF approximation error is at 0.1. Thus, it
seems unnecessary to use a larger number of interpolation vectors in these cases. This
observation is corroborated by the relative difference between the first eigenvalue of the
approximate HBSE computed using ARPACK and that of reference HBSE constructed
in exciting shown in Table 5.2. With a relative ISDF approximation error of Ztol =
0.1, the error in the first BSE eigenvalue is below 10 meV in both examples shown
here.
To illustrate the run time scaling of the method in the 3D examples, we measure
the time it takes to construct the approximate HBSE via ISDF as well as the time
it takes to multiply the resulting HBSE with vectors for the diamond example. We
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Fig. 5.6: Run times for the initial setup and individual matrix-free matrix-vector
products.
use k-grids of sizes Nk = nk × nk × nk for nk ∈ {2, 3, 4, 5, 7, 9, 13}. The resulting
timing measurements are plotted in Figure 5.6. It can be seen that the runtime for
constructing the approximate HBSE scales linearly with the number of k-points. The
multiplication of HBSE with vectors scales as O(Nk log(Nk)) for sufficiently large Nk.
As in the model problem, the convolutions in k in the application of W dominate
the cost of the matrix-vector multiplications. For comparison, computing the ISDF
decomposition of the Hamiltonian for the case Nk = 13
3 took 147 seconds, whereas
the full assembly of the Hamiltonian took about 6 hours in exciting on 13 compute
nodes with 13 cores each. The optical absorption function was obtained by running
about 150 Lanczos steps, which amounts to about 24 minutes for each fixed direction
(x, y, and z), compared to almost 4 hours required in the exciting code for the full
diagonalization on 13 compute nodes.
6. Conclusion. In this paper, we examined the possibility of using the ISDF
technique to reduce the computational complexity of BSH construction and the sub-
sequent iterative approximation of the optical absorption spectrum and excitation
energies of electron-hole (exciton) pairs for solids. For periodic systems, a fine k-
point sampling in the Brillouin zone is often required to produce accurate results,
whereas the number of bands per k-point required to construct the bare exchange
and screened direct kernels of the BSH is relatively small. We showed that the com-
plexity of the ISDF procedure scales linearly with respect to the number of k points
(Nk) when the ranks of the approximate bare exchange and screened direct kernels
produced by the ISDF procedure are chosen to be independent of Nk. By keeping the
bare exchange and screened direct kernels in the low-rank decomposed form produced
by the ISDF procedure, an iterative method used to obtain the optical absorption
spectrum and selected excitation energies (eigenvalues of the BSH) can be imple-
mented with cost scaling as O(Nk logNk). Our numerical experiments, which were
performed on a 1D model as well as two different types of actual materials (diamond
and graphene), confirm our complexity analysis. They demonstrate that the ISDF
technique can indeed significantly reduce the cost of BSE calculation for solids while
maintaining the same accuracy provided by a standard BSE calculation implemented
in the software exciting. Our current implementation of the ISDF technique is done
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using the Julia programming language for a single node. A distributed parallel imple-
mentation is needed to accommodate a much finer k-point sampling which is required
in case of the graphene example to produce a computed absorption spectrum that
matches with experimental results.
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