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Unusual bound or localized states
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We summarize unusual bound or localized states in quantum mechanics. Our guide through
these intriguing phenomena is the classical physics of the upside–down pendulum, taking advantage
of the analogy between the corresponding Newton’s equation of motion and the time independent
Schro¨dinger equation. We discuss the zero–energy ground state in a three–dimensional, spatially
oscillating, potential. Moreover, we focus on the effect of the attractive quantum anti–centrifugal
potential that only occurs in a two–dimensional situation.
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1. THE PENDULUM: A GUIDE TO QUANTUM
PHYSICS
Determining the energy levels of a quantum system was
a desperate enterprise before the advent of the Bohr–
Sommerfeld quantization conditions. Max Planck had
emphasized that the energy of the harmonic oscillator
is quantized in units of a fundamental energy given by
the product of what we now call Dirac’s constant and
the frequency of the oscillator. However, this rule failed
miserably when used in other quantum systems. Paul
Ehrenfest’s adiabatic principle applied to the pendulum
[1] whose length slowly changes as a function of time,
made clear that it is not the energy, but the action that
is quantized, but why? When we change the length of
the pendulum adiabatically, the amplitude of oscillation
does not stay constant, neither does the frequency nor the
energy. What stays constant is the action, that is, the
area in phase space. For the founding fathers of quantum
mechanics it must have been a miracle, an amazing fact
symbolizing in post–Schro¨dinger language that the num-
ber of nodes in an energy wave function stays constant
under adiabatic changes.
The classical dynamics of the pendulum serves as an
excellent guide for many quantum phenomena. For ex-
ample, the upside–down pendulum yields insight into the
energy wave function of a periodic potential [2]. Here we
do not focus on the familiar Bloch states which appear
when the potential enjoys a strict periodicity over the
whole space. Our states occur when the modulation of
the potential extends only over a finite domain of space.
Due to the shape of this potential we refer to it as the
accordion potential. Extensions of these one–dimensional
considerations to two and three dimensions lead us to the
effect of the quantum anti–centrifugal force [3].
In the present paper we take seriously the joke ‘physics
takes mathematics and makes it understandable’, there-
fore we shall suppress all the mathematics and highlight
the essential ideas. This approach is justified by the fact
that we are not inventing or applying new mathemat-
ics, but attempt to draw together phenomena of differ-
ent fields exposing a common thread. We shall focus on
a general point of view but emphasize that the modern
tools of cold atoms in a standing electromagnetic wave
can demonstrate these unusual bound or localized states
predicted in this paper.
We follow one ‘Leitmotif’, that is, a theme common
to all phenomena discussed in this article: The classical
physics of the upside–down pendulum. Moreover, we de-
velop a little side theme summarized by the phrase ”wave
mechanics in quantum potentials”.
Our paper is organized as follows: In Sec.2 we briefly
summarize the classical physics of the upside–down pen-
dulum and then turn in Sec.3 to related phenomena, such
as the Paul trap, the helium atom and field induced mul-
tipoles. We devote Sec.4 to the transition to quantum
mechanics and in particular, discuss the shape of the
ground state wave function in the accordion potential.
In Sec.5 we show that in three dimensions a localized
ground state can exist – even at zero energy. The quan-
tum anti–centrifugal potential emerges when in Sec.6 we
focus on the Schro¨dinger equation in two dimensions.
We conclude in Sec.7 with an outlook and present ex-
tensions of the concepts discussed in this paper. An
Appendix summarizes the mathematical aspects of the
upside–down pendulum and the Schro¨dinger equation of
the particle in a periodic potential.
2. THE UPSIDE–DOWN PENDULUM
In the mid-forties it was recognized [4,5] that the cy-
clotron would never be able to accelerate particles to en-
ergies above a critical value. The problem lies in the
fact that in free space static electric or magnetic or both
fields together cannot focus a beam of charged parti-
cles in all planes through the axis of the beam. Fortu-
nately, this difficulty, which applies to linear accelerators,
can be circumvented to some degree in circular systems.
However, the degree of focusing permitted by the effect
of the centrifugal force is extremely weak. These con-
siderations suggested that energies higher than 10 MeV
are not attainable without unreasonable expenditures of
money and materials. However, in 1949 Nick Christofilos
from Athens, who at that time was an elevator operator,
dreamt up the principle of strong focusing. Although he
got a patent, his work was unpublished and the principle
was re–discovered [6] in 1952.
The central idea of the principle of strong focusing is
to use a sequence of strong focusing and defocusing fields
to achieve a net focusing effect. This idea is best illus-
trated using the principle of the upside–down pendulum
[7]. Consider the motion of a point mass on one end of a
massless rod. The opposite end of the rod is connected
via a hinge to another rod that is fixed to a support.
This pendulum experiences a constant gravitational force
pulling downwards. When the point of suspension is such
that the pendulum hangs down and we concentrate on
the limit of small displacements from the stable hanging
position we can approximate the motion of the mass by
that of a harmonic oscillator. However, when the pendu-
lum is upside–down and stands straight against the grav-
itational force, the motion is unstable and the mass tends
to fall down. In this case we face an inverted harmonic
oscillator of negative steepness. In order to stabilize it,
Pyotr L. Kapitza [8] in 1951 suggested a rapid vertical
modulation of the foundation of the pendulum. When
the modulation frequency is above a critical value deter-
mined by the length of the pendulum, the gravitational
acceleration and the modulation amplitude, the motion
of the pendulum becomes stable. Why is this so?
Many mathematical arguments offer themselves. They
range from the method of averaging [9] via the secular
growth theory [10] to the Floquet theorem [11]. However,
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none of these mathematical techniques provide deeper
insight into the physics of the stabilizing mechanism. For
the sake of argument and to illustrate this lack of insight,
we follow the Floquet reasoning.
The equation of motion for the phase angle ϕ = ϕ(t) of
the pendulum, measured from its upside–down unstable
position, is the Mathieu equation [12], as discussed in the
Appendix. The Floquet theorem [11] determines the do-
mains of stability and instability of this equation. Hence,
it is the stability chart [12] of the Mathieu equation that
governs the parameter regime for which the upside–down
pendulum is stable.
What is the mechanism of this stabilization? When the
foundation accelerates the pendulum upwards, the gravi-
tational force which pulls the pendulum down and makes
its motion unstable, is reduced. A push up therefore cor-
responds to a stabilizing force. On the other hand, a
motion of the foundation downwards increases the effec-
tive gravitational force and thereby enhances the insta-
bility of the pendulum: A pull down corresponds to a
de–stabilizing force. On the first sight one might think
that during a complete cycle of modulation, the two ef-
fects average out, however, during a majority of time
there is a pushing up effect. Why is this?
In the stable mode the pendulum performs two types
of motion, the secular and the micro–motion. The secu-
lar motion corresponds to a slow oscillation of the mass
between two extremes of phase angles. In addition, the
mass undergoes a rapid motion with a frequency identical
to the modulation frequency. It is this micro–motion, su-
perimposed on the secular motion, which makes the pen-
dulum stable and which breaks the symmetry between
the upward and the downward push. Indeed, due to the
geometry of the pendulum, the angular acceleration is
not only determined by the acceleration due to the mod-
ulation, but by the product of this acceleration and the
instantaneous phase angle. The corresponding force is
therefore a tidal force: No displacement of the oscillator
— no force; large displacement — large force. The mod-
ulation of the foundation translates into a modulation of
the phase angle. Since the effective acceleration is the
product of the acceleration due to the modulation and
the phase angle we find the product of two oscillatory
functions with the same phase. The time average of such
a quantity is a positive constant providing a harmonic
oscillator potential of positive steepness for the slow mo-
tion.
3. PAUL TRAP, HELIUM ATOM AND
NEGATIVE IONS
Many other applications of the upside–down pendulum
come to mind, for example the Paul trap [13] that allows
us to store and manipulate single ions in a controlled way.
It is worth mentioning that Paul traps play an important
role in the recent proposals for a quantum computer.
In the Paul trap the need for a time dependent force is
dictated by the Poisson equation of electrostatics making
it impossible to create binding forces in all three dimen-
sions of space. Indeed, the Poisson equation enforces
the feature that even when two spatial directions enjoy
a binding potential the third one is anti–binding. To
overcome the instability of the trap in the third direc-
tion two possibilities offer themselves: apply a time in-
dependent homogeneous magnetic field that confines the
ion in the third direction or apply an alternating volt-
age to the trap. The first approach corresponds to the
Penning trap, the second to the Paul trap. In the most
elementary case the Paul trap consists of a quadrupole
field, giving rise to harmonic oscillator potentials. The
alternating voltage applied to the electrodes creates a dy-
namical binding in three dimensions. In each dimension
the physics of this binding phenomenon is identical to
the upside–down pendulum.
The helium atom represents another interesting appli-
cation of this concept of dynamical binding. For more
than one hundred years physicists have tried to under-
stand the motion of two electrons around the nucleus.
A one–dimensional model in which the electrons move
along a line with the nucleus at the origin brings out the
essential physics. On first sight, a situation in which the
electrons are on different sides of the nucleus seems to be
preferable since in this way the electrons can avoid each
other in a most effective way. However, an extremely
interesting situation [14] occurs when both electrons are
on the same side. Indeed, here one electron is close to
the nucleus and oscillates rapidly between two equilib-
rium points. The second electron is far away from the
nucleus and moves slowly feeling the attractive force of
the nucleus and the repulsion from the inner electron. In-
deed, the fast motion of the inner electron creates a time
averaged repulsive potential, which superposes with the
attractive Coulomb potential of the nucleus, giving rise
to a local potential minimum for the outer electron. In
this case, the electron–electron repulsion, together with
the rapid motion of the inner electron, forms a time de-
pendent barrier to stop the unstable motion of the outer
electron caused by the attraction towards the nucleus.
This phenomenon is the upside–down pendulum in dis-
guise [15].
Our last illustration of effective potentials, arising from
time averaging, is the effect of an induced dipole or mul-
tipole. It helps us to make the transition to unusual
bound states in quantum mechanics. Two examples of-
fer themselves, (i) the binding of an electron in a nega-
tive ion and (ii) the atom in a standing electromagnetic
wave. The field of an electron can polarize a neutral atom
even when the electron is at a distance large compared
with the atomic dimensions. This interaction between
the electron and the atom leads to a force of attraction.
This attraction is the reason why some atoms, such as
hydrogen or halogen, are able to form negative ions by
an attachment of an electron.
We now consider the motion of an atom in a standing
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electromagnetic wave. Indeed, in quantum optics many
such experiments have been and are being performed.
The light induces a dipole moment in the atom and this
dipole again interacts with the light field. Since the in-
teraction energy is the product of the induced dipole and
the field, it enters quadratically. Consequently, the po-
sition dependence of the interaction energy follows from
the position dependence of the square of the field that is,
from the square of the mode function thereby creating
the effective potential for the motion of the atom.
4. ENERGY GROUND STATE IN THE
ACCORDION POTENTIAL
All examples in the previous sections illustrate how
dynamical binding can occur in classical physics. We now
turn our attention from Newton’s equation of motion
d2ϕ(t)
dt2
+ [ξ0 + ξ(t)]ϕ(t) = 0 (1)
for a harmonic oscillator with time dependent steepness
ξ(t) to the time independent Schro¨dinger equation
d2u(x)
dx2
+
2M
h¯2
[E − V (x)] u(x) = 0 (2)
for a point particle of mass M in a position dependent
potential V (x); both equations are identical in form. The
role of the angle coordinate of the classical upside-down
pendulum is now played by the energy wave function u.
Moreover, the time variable t is replaced by the coordi-
nate variable x. Indeed, Newton’s equation of motion
is an equation of second order in time for the position
and the Schro¨dinger equation is an equation of second
order in position for the wave function. We emphasize
that this analogy between the two equations only holds
true for the classical harmonic oscillator. Whereas the
Schro¨dinger equation is always linear, a feature indepen-
dent of the form of the potential, the form of Newton’s
equation strongly depends on the shape of the potential
and in general is nonlinear.
We focus on a periodic potential in space. The partic-
ular shape of this potential is of no importance as long
as it is averages out to zero over space; it is as often pos-
itive as it is negative. For our analysis it is crucial that
the oscillations of the potential start at a given point in
space and end thereby connecting a flat space through
a domain of wiggles back to a flat space. We measure
energy relative to flat space. Fig.1 shows an example of
such a potential.
It is not surprising that under these circumstances we
find bound states of negative energy, however, under ap-
propriate conditions, this potential can also display a lo-
calized state of zero energy. Thus, it is again the physics
of the upside–down pendulum that allows us to under-
stand this phenomenon.
We first concentrate on the one–dimensional case.
Guided by the analogy between the Newton and
the Schro¨dinger equation we expect the corresponding
ground state energy wave function to exhibit a slowly
varying envelope that is modulated with the period of
the periodic potential; but where does the binding come
from? The origin of this bound state lies in the modula-
tion of the envelope—without the modulation there is no
binding. The modulation can be easily understood: the
particle is more likely to be in a stable minimum of the
potential rather than in an unstable maximum.
The curvature of the wave function at a given posi-
tion, expressed by its second derivative, is determined,
not only by the potential, but also by the wave function
at that point. Indeed, according to the Schro¨dinger equa-
tion (2), it is the product of the potential and the wave
function that governs the curvature. This quantity con-
tains, apart from other terms, the product of the oscilla-
tory potential and the modulations of the wave function.
The simplest case of a cosine modulation gives rise to the
square of the cosine, thus creating a constant potential
and a part that varies in space with twice the modulation
frequency.
We focus on the constant part and note that this con-
stant is always negative. In order to explain this feature
we recall that the modulation of the envelope of the wave
function is such that at the minima of the potential we
have local maxima of the wave function and vice versa.
Hence, the modulation and the potential defer in their
sign and their product creating the potential well is neg-
ative. The fact that the potential only wiggles over a
finite domain makes this constant negative potential into
an attractive potential well whose width is determined
by the range of the oscillations. The depth of the well
involves, apart from other parameters, the square of the
height of the periodic potential. For more mathematical
treatment and explicit expressions for the well, we refer
to the Appendix.
There is a close analogy between the ground state in
the periodic potential and the problem of the upside–
down pendulum. In both cases the binding effect is a
consequence of the average of the product of two oscilla-
tory functions: for the pendulum it is the time dependent
modulation of the foundation and the time dependent an-
gle of oscillation, which creates a harmonic oscillator of
positive steepness. When considering the particle in the
periodic potential, it is the product of the position depen-
dent potential and the wave function modulated in space
that gives rise to a well. However, there is a dramatic
difference: whereas the modulation of the pendulum is
on for all times, the spatial modulation is confined to a
certain domain of space. It is this confinement in space,
together with the creation of an effective potential, which
defines the bound state.
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5. ZERO-ENERGY GROUND STATE
The spatial domain, over which the wiggles are present,
and the depth of the potential well, determine the ground
state energy. Is it possible to choose these parameters so
as to achieve a ground state of zero energy? The answer
is: it depends! In one dimension the answer is a flat no,
but in three dimensions it is possible, as we shall now
show.
We start by considering the situation in one dimension.
As we decrease the depth of the well and the energy of
the ground state approaches zero, the tails of the wave
function reach more and more into the forbidden region
outside of the well. This feature is a consequence of the
fact that the decay is governed by the square root of the
absolute value of the energy. In the limit of zero energy
the wave function is no longer localized; no mechanism
prevents the wave from flooding all space. Consequently,
there is no ground state of zero energy in one dimension.
Is it possible to construct such a zero-energy bound
state in higher dimensions? In order to answer this ques-
tion, we first concentrate on the three-dimensional case
and consider a potential V = V (r) that wiggles along the
radial direction. Beyond a final radius r0, the potential
vanishes. The time independent Schro¨dinger equation
d2u0(r)
dr2
+
2M
h¯2
[E − V (r)] u0(r) = 0 (3)
for the radial energy wave function u0 = u0(r) corre-
sponding to vanishing angular momentum is then iden-
tical to the one-dimensional case. Due to the product of
the oscillatory potential and the wave function, and the
finite domain of oscillations, we find an attractive poten-
tial well of radius r0. There is however, a subtle difference
to the one-dimensional case: it is the origin where the ra-
dial wave function has to vanish [18] corresponding to an
infinitely high potential wall at the origin. This feature is
a consequence of the spherical symmetry. Therefore, the
infinite wall at the origin provides one side of the effec-
tive well creating even a node of the wave function. The
other wall of finite height is due to the effective potential
together with the finite range of the oscillatory domain.
For appropriate parameters such as the final radius and
the depth of the modulation of the potential we can fit a
ground state of negative energy into this well, as shown in
Fig.2. The corresponding wave function displays a node
at the origin and an exponential decay in the classically
forbidden domain beyond the critical radius, with a single
maximum lying in between. Can we now take the limit of
zero energy and thus realize a zero-energy ground state?
The answer is yes! Indeed, we can arrange the depth
of the well such that exactly one quarter of a period of a
sine oscillation fits into the potential well. Why a quarter
of a period? Since the decay of the wave function outside
of the potential is governed by the square root of the
energy we find that for zero energy the wave function is
constant. Due to the condition of continuity on the wave
function it must take on the value at the wall. The radial
wave function displays a node at the origin and increases
like a sine function to a constant value. However, the sine
function must merge smoothly into the constant, which
is only possible at a point where the sine function has
an extremum. Since we want to have the ground state
without a node, except the one at the origin, the only
possibility for such a merger appears at one quarter of a
period [19] of the sine function.
Obviously, this zero–energy ground state radial wave
function does not display any localization. The localiza-
tion becomes apparent when we recall that we have to
divide the radial wave function by the radial variable in
order to find the total wave function, that is
ψ0(r) =
u0(r)
r
. (4)
Indeed, now the total wave function enjoys a maximum
at the origin and decays with the inverse power of the
radius. We emphasize however, that the total wave func-
tion is not square integrable since the volume element
4πr2dr brings in the square of the radius. This contribu-
tion cancels exactly the factor creating the localization
in the probability density, that is, in the absolute value
squared of the wave function. For this reason we refer to
this state as localized state rather than bound state.
We conclude this discussion by briefly addressing the
case of positive energies. Here, the exponential decay
into the classically forbidden region of a wave function
corresponding to negative energy turns into right and left
running plane waves of positive energy. Obviously, plane
waves are not localized wave functions, nevertheless, the
total wave function is concentrated at the origin due to
the inverse power of the radius; in this sense we have
localized wave functions in the continuum.
6. QUANTUM ANTI-CENTRIFUGAL FORCE
The physics of a bound state in two dimensions is very
different from the one in other dimensions; and this for
many reasons. In [3] we have studied this case in more
detail. In the present paper we only highlight and moti-
vate the results of [3]. For detailed derivations we refer
to that article. To bring out the peculiarities of the two–
dimensional case we first consider the case of no external
potential.
In two dimensions a vanishing angular momentum does
not imply [20] a vanishing centrifugal potential as in three
dimensions. Indeed here the radial Schro¨dinger equation
reads
d2u0(r)
dr2
+
2M
h¯2
[E − VQ(r)] u0(r) = 0. (5)
We can trace the origin of the new potential
VQ(r) ≡ − h¯
2
2M
1
4r2
(6)
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back to the non-vanishing commutation relation between
the operators of momentum and the radial unit vector.
This potential is, therefore, a true quantum potential.
Since, in addition, it is attractive rather than repulsive
we have named it the quantum anti-centrifugal poten-
tial [3]. Moreover, the potential is attractive only in a
two–dimensional world. For one or three dimensions it
vanishes, but for higher than three dimensions it becomes
repulsive.
The quantum anti-centrifugal potential has brought us
into a rather unusual situation. Usually, we perform wave
mechanics in a classical external potential. In the present
context however, we have a quantum potential. This fea-
ture stems from the reduction of space from three to two
dimensions, reminiscent of the Born-Oppenheimer ap-
proximation in molecular physics. A molecule is a quan-
tum system consisting of several degrees of freedom. In
the framework of the Born–Oppenheimer approximation
we solve the Schro¨dinger equation for the electrons for
a fixed position of the nuclei and then use the result-
ing potential curves, that is, the electronic energies as
a function of the separation of the nuclei to determine
their relative motion. In this sense we indeed perform
wave mechanics on potentials that are not due to exter-
nal forces but due to quantum mechanics. In the example
of the nuclear motion in a molecule, the appearance of
wave mechanics in a quantum potential is a consequence
of the reduction of the degrees of freedom [21].
The attractive quantum anti-centrifugal potential
manifests itself even in the energy wave function of a
free particle, that is in the absence of any other exter-
nal potential. The ordinary Bessel functions J0 and N0
are two independent solutions of the time independent
Schro¨dinger equation for positive energy. Both show a
bunching of nodes towards the origin, as suggested by
an attractive potential leading to an acceleration of the
particle towards the origin and demonstrated for the ex-
ample of J0 in Fig.3.
We have to compare and contrast this situation with
the case of a particle with one unit of angular momentum,
where the centrifugal potential is indeed repulsive. It is
worth noting that the quantum anti-centrifugal potential
reduces the strength of repulsion of the centrifugal poten-
tial and the effective potential is not as repulsive as in the
classical case. In the case of one unit of angular momen-
tum, the solutions of the time independent Schro¨dinger
equation are the ordinary Bessel functions J1 and N1. As
expected by the repulsive potential enforcing a decelera-
tion of the particle as it approaches the origin, the nodes
of the Bessel functions show anti-bunching towards the
origin.
One might wonder if the quantum anti-centrifugal po-
tential is strong enough to support a bound state with
negative energy. In the transition from positive to neg-
ative energies real wave numbers transform into purely
imaginary ones as a consequence of the quadratic disper-
sion relation between energy and wave number. There-
fore, the ordinary Bessel functions J0 and N0 turn into
modified Bessel functions I0 and K0. Since I0 explodes
for large arguments [12], that is, large radial distances,
this solution does not satisfy the requirement of expo-
nential decay enforced by the attractive quantum anti-
centrifugal potential. Only the function K0 achieves this
goal, but it has another disease: it explodes at the origin
like a logarithm.
This singularity at the origin indicates that the solu-
tion
u0(r) =
√
k
π
√
krK0(kr) (7)
of the Schro¨dinger equation, shown in Fig.4, does not
describe a truly free particle but that there is a delta
function potential present. The strength of this exter-
nal potential determines [22] the energy eigenvalue of
this bound state. Moreover, due to the quantum anti-
centrifugal potential the probability of finding the par-
ticle within a given area in space is concentrated along
a band around the location of the delta function; a re-
markable feature unique to two dimensions. In a similar
arrangement in one or three dimensions the maximum of
the probability is at the location of the potential mini-
mum. This property might have interesting applications
for guiding atoms along wires [23] or electro-magnetic
waves in wave-guides [24].
We now return briefly to the case of an energy eigen-
state in a two–dimensional oscillatory potential of finite
range. As emphasized in the previous paragraph, the
case of vanishing angular momentum contains the most
quantum effects. Here, the ground state wave function
of negative energy feels the combination of the quantum
anti-centrifugal potential and the potential well created
by the product of the wave function and the potential.
7. LIGHT INDUCED POTENTIALS, TROJAN
WAVE PACKETS AND THE LONE ELECTRON
The examples discussed in the preceding sections rep-
resent but only a small subsection of the class of unusual
bound states. They have been selected because they fol-
low or are motivated by the physics of the upside-down
pendulum. However, there are many more intriguing
bound states in atomic and molecular physics [25]. We
conclude our paper by briefly summarizing three exam-
ples starting with one that is still closely related to our
main theme of the upside-down pendulum and gradually
moving away towards new frontiers.
Consider a diatomic molecule with various electronic
states. Within the Born–Oppenheimer approximation
the electronic states provide the potentials for the relative
motion of the two nuclei. A strong external time depen-
dent laser field interacts with the electrons and couples
the individual electronic potential surfaces. The wave
functions for the vibratory motion of the nuclei are there-
fore coupled through a time dependent periodic interac-
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tion Hamiltonian. The product of the interaction Hamil-
tonian and the nuclear wave functions govern the time
evolution of the wave functions; a feature that is again
reminiscent of the upside-down pendulum. In the latter
the product consists of the time dependent steepness of
the oscillator and the phase angle. The only difference
lies in the fact that in the classical case the Newton equa-
tion is of second order, whereas the Schro¨dinger equation
is a first order. However, this distinction is superficial
since we are dealing with the nuclear wave functions cor-
responding to different electronic states and hence, with
a system of differential equations of first order.
Due to this product of two periodic functions with the
same period (interaction Hamiltonian and wave function)
we find again a constant which lifts up the electronic po-
tential by integer multiples of the energy of the absorbed
photon. In mathematical terms this energy elevation is a
consequence of Floquet states. However, it can be viewed
as just one more illustration of the upside-down pendu-
lum with counter-intuitive consequences. Indeed, when
we consider a binding and a repulsive potential this con-
stant shift in energy can result in a crossing of the poten-
tial curves. Since in a diatomic molecule there exists a
non-crossing rule we obtain an avoided crossing forming
new potentials; one is binding and one is repulsive. How-
ever, these potentials are rather peculiar because each of
them consists of parts of the two original potentials. The
formation of new bound states [26] in this light induced
molecule has been observed experimentally [27].
Trojan asteroids are celestial bodies that are held in
their positions by the gravitational forces of the sun and
Jupiter. A similar phenomenon can occur [28] in an atom
where the electron plays the role of a Trojan asteroid,
and the nucleus substitutes for one of the two planets.
A circularly polarized electromagnetic field simulates the
effect of the second planet. Indeed, the electromagnetic
interaction of the electron with the field and the Coulomb
attraction between the electron and the nucleus replace
the gravitational attraction of the celestial bodies. In a
frame rotating with the electromagnetic field, the motion
of the electron is in a plane and governed by three poten-
tials which depend on the two-dimensional radial direc-
tion: the Coulomb attraction of the nucleus, the centrifu-
gal potential of the circular motion and the linear poten-
tial arising from the interaction of the electron with the
electromagnetic field. For short distances the Coulomb
potential dominates, whereas for large distances the re-
pulsive potential of the circular motion prevails. Conse-
quently, for intermediate distances, an unstable potential
maximum occurs. This feature is in complete analogy
with the upside–down pendulum. But where does the
stabilizing drive come from? The answer to this ques-
tion lies in the fact that the radial motion is coupled to
the angular motion. The latter is locked to the rotating
electromagnetic field and the electron performs angular
vibrations around this stable point of equilibrium. These
vibrations couple into the radial motion creating a dy-
namically binding potential. This classical picture also
holds true for the quantum case as verified by extensive
studies of wave packets propagating in this minimum.
In our last example of unusual bound states it is the
balance of static forces that is responsible for the forma-
tion of a bound state of a lone electron in a Rydberg atom
in crossed electric and magnetic fields [29]. The crossed-
field situation is of particular appeal in the field of quan-
tum chaology since in this system energy is the only con-
served quantity. The classical system displays chaos and
is therefore of interest in the search for fingerprints of
chaos in the corresponding quantum system. Apart from
these questions of quantum chaos there is another quite
interesting aspect of this system. The electron in the
atom experiences, not only the attractive Coulomb po-
tential of the nucleus, but also a linear potential due to a
constant electric field and a binding harmonic oscillator
potential due to the magnetic field. The superposition of
all three potentials creates a local potential minimum far
away from the nucleus. An electron bound in this mini-
mum displays a large dipole moment that can be observed
by sending the atom through an inhomogeneous electric
field. Indeed, the experiments [23] have confirmed the
existence of this far outside lying minimum.
We have come a long way on our journey into un-
usual bound states. Starting from the classical physics of
the upside-down pendulum we have been led to the phe-
nomenon of a zero-energy ground state in a periodic po-
tential in three dimensions. The two-dimensional world
has even more surprises in store: the attractive quantum
anti-centrifugal force that manifests itself in a free parti-
cle through the bunching of the nodes or even in a bound
state. Here the probability of finding the particle is con-
centrated in the domain where no force is acting. This
feature resulting from the action of the quantum anti-
centrifugal potential could be useful in guiding atoms
along wires or electromagnetic waves along fibers. Ex-
periments on trapping cold atoms by single photons [30]
or along a whispering gallery mode of a glass sphere res-
onator [31] are yet more realizations of the physics of the
upside-down pendulum and give us confidence that our
predictions of unusual bound and localized states can be
verified experimentally in the near future.
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APPENDIX
In contrast to the main body of the paper, we pursue
in the present Appendix a more mathematical approach.
In particular, we emphasize the similarities between the
classical equation of motion for the upside–down pendu-
lum and the Schro¨dinger equation for a nonrelativistic
particle in a periodic potential. For this purpose, we
first cast the corresponding equations into a dimension-
less form. This approach allows us to simultaneously de-
rive equations for the dynamics contained in the macro–
and micro–motion of the pendulum or the envelope func-
tion and the modulation of the ground state wave func-
tion.
We start by summarizing the classical equation of mo-
tion for the upside–down pendulum. For the sake of sim-
plicity we consider the limit of small angles ϕ measured
relative to the vertical position.
A vertical acceleration f¨ of the foundation translates
into a vertical acceleration of the mass M of the pendu-
lum and adds to the gravitational acceleration g point-
ing downwards. Here, the sign of f¨ is crucial: when f¨
is positive, that is, when the pendulum is accelerated
upwards, the gravitational acceleration pointing down-
wards is reduced. Likewise, when f¨ is negative, that is,
when the pendulum is accelerated downwards, the gravi-
tational acceleration is increased. Consequently, the total
acceleration is g − f¨ . Hence for small angles ϕ the force
tangentially to the rod of the pendulum of length L reads
ML
d2ϕ
dt2
= M
(
g − f¨
)
ϕ, (8)
giving rise to
d2ϕ(t)
dt2
+
[
−Ω2 + 1
L
f¨
]
ϕ(t) = 0, (9)
where Ω2 ≡ g/L.
It is reasonable to assume that the modulation f is a
periodic function of period T ≡ 2π/ν. This time scale
allows us to introduce a dimensionless variable θ ≡ νt and
the differential equation of the upside–down pendulum
takes the form
d2ϕ
dθ2
+ [κ+ a(θ)]ϕ = 0. (10)
Here we have introduced the abbreviations κ ≡ −(Ω/ν)2
and a(θ) ≡ f ′′(θ)/L for the steepness of the inverted
harmonic oscillator and the acceleration due to the mod-
ulation, respectively. Moreover, prime denotes differen-
tiation with respect to θ.
We now make the connection to the time independent
Schro¨dinger equation
d2u(x)
dx2
+
2M
h¯2
[E − V (x)] u(x) = 0 (11)
for a particle of mass M in the potential V (x), which is
periodic in space with period λ ≡ 2π/k.
When we introduce the recoil energy Er ≡ (h¯k)2/(2M)
and the dimensionless coordinate θ ≡ kx, the
Schro¨dinger equation takes the form
d2u
dθ2
+ [η − v(θ)] u = 0 (12)
where the dimensionless energy eigenvalue η ≡ E/Er and
the potential v(θ) ≡ V (θ/k)/Er are scaled in units of the
recoil energy.
The two dimensionless equations of the driven pendu-
lum (10) and the quantum particle in the periodic po-
tential (12) have identical structure. In Secs.2 and 4 we
have presented qualitative arguments to explain the mo-
tion of the pendulum as a superposition of a slow motion
(macromotion) and a rapid motion (micromotion) or, in
the language of wave functions, to decompose the energy
wave function into an envelope and a modulation. We
now take advantage of the analogy between the two sys-
tems to support these qualitative arguments by rigorous
mathematics. For this purpose we start from the equa-
tion
u′′(θ) + [η − v(θ)] u(θ) = 0. (13)
Again, we emphasize that u can either be the phase
angle of the pendulum or the wave function. Likewise,
θ represents time or position and the drive v(θ) is either
the acceleration of the foundation or the potential.
In order to find the solution of (13), we make the
Ansatz
u(θ) = A(θ) [1− ǫv(θ)] , (14)
consisting of the product of the slowly varying envelope
A(θ) and the modulation caused by the drive v(θ).
We substitute the Ansatz (14) into (13), which yields
A′′ + [η + ǫv2]A
−
[
A′′ +
(
η +
1
ǫ
+
v′′
v
)
A
]
ǫv
−2ǫA′v′ = 0. (15)
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So far, our analysis is exact. We now solve the equation
(15) in an approximate way. For this purpose, we first
neglect the last contribution in (15) involving the product
of the first derivatives of the envelope function and the
potential. This approximation is justified since v′ is out
of phase with v and cannot therefore lead to a significant
contribution. Moreover, we choose ǫ such that
1
ǫ
+
v′′
v
= 0. (16)
We emphasize that this is not possible in a strict sense,
since v′′/v is not necessarily a constant. However, in the
oscillatory domain of the potential the most elementary
model v(θ) ∝ cos(θ) suggests the estimate v′′/v ≃ −1
and hence we find
ǫ = +1. (17)
Provided the envelope A satisfies the equation
A′′ + [η + ǫv2]A = 0 (18)
also the second contribution in Eq.(15) vanishes to this
order in ǫ. This is due to the fact that the second con-
tribution is already multiplied by ǫ.
For the case of the upside–down pendulum, the pa-
rameter η is negative. In the absence of the drive, the
negative value of η leads to an exponential growth of A.
However, the square of the drive is always positive and
can create an overall positive coefficient in front of A,
providing an oscillation rather that an exponential ex-
plosion.
In case of the quantum particle, it is advantageous to
write the equation for A in the form of a Schro¨dinger
equation
A′′(θ) + [η − veff (θ)]A(θ) = 0. (19)
Here we have averaged the square of the potential over a
period of the oscillations giving rise to a smooth effective
potential
veff (θ) ≡ − 1
2π
∫ θ+2pi
θ
dθ′v2(θ′). (20)
We note that this potential is always negative. When
the modulation of the potential is confined in space, for
example by a window function µ(θ), and the potential
v(θ) is of the form
v(θ) ≈ µ(θ)C(θ) (21)
where C is a periodic function, we can approximate the
effective potential by a potential well
veff (θ) = −1
2
µ2(θ). (22)
In this case, the envelope A is an energy wave function of
this potential well and the parameter η is the dimension-
less energy eigenvalue. Hence, η is not determined from
the outside, but rather by the well (22) itself. If the well
is deep enough, it can support, apart from the ground
state, also excited states with negative energy.
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FIG. 1. Formation of a bound state in the accordion po-
tential. This one-dimensional potential oscillates in a con-
fined region of space and decays rapidly to a constant outside,
therefore being reminiscent of an accordion. The modulations
in the wave function and in the potential (top) give rise to an
effective potential well (bottom) determining the envelope of
the bound state.
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FIG. 2. Formation of a bound or localized state in a
three-dimensional accordion potential. We consider the cases
of the eigenenergy being smaller (left column), equal (mid-
dle column) or larger (right column) than the free space po-
tential energy. The modulation of the potential enforces a
modulation of the radial wave function (top row). In com-
plete analogy to the one-dimensional case, the envelope of the
wave function follows from the effective potential well (bot-
tom row) created by the product of the modulations in the
wave function and the potential. For negative energies the
radial wave function decays exponentially in the classically
forbidden regime whereas for vanishing energy it is constant.
Positive energies lead to oscillatory wave functions. In the
last two cases the radial wave function is not localized. How-
ever, the probability density |ψ0(r)|2 = |u0(r)/r|2 shown in
the middle row is localized due to the additional factor 1/r2.
FIG. 3. Node bunching and anti-bunching of energy eigen-
functions of a free particle in a two-dimensional space. The
centrifugal potential corresponding to a non-vanishing angu-
lar momentum is repulsive (bottom inset). This feature gives
rise to an anti-bunching of the nodes of the energy eigenfunc-
tion u1(ρ) ≡ √ρJ1(ρ), that is an anti-bunching of the zeros
j1,n of the Bessel function J1. In contrast, the centrifugal
potential corresponding to a vanishing angular momentum is
attractive (top inset). This feature leads to a bunching of the
nodes of the wave function u0(ρ) ≡ √ρJ0(ρ), that is a bunch-
ing of the zeros j0,n of the Bessel function J0. As a measure
gm(n) ≡ pi/∆m(n) of bunching or anti-bunching we use the
inverse of the separation ∆m(n) ≡ jm,n+1 − jm,n of neigh-
bouring zeros jm,n of the m-th Bessel function Jm in units of
the free space separation pi. Squares correspond to g1(n) of
a weakly repulsive centrifugal potential. Diamonds represent
g0(n) with an attractive centrifugal potential–the quantum
anti-centrifugal potential. The physics of the non-relativistic
free particle does not contain an intrinsic unit of length. When
we define a dimensionless length ρ ≡ kr where k is the wave
number, the dimensionless energy eigenvalue is unity.
FIG. 4. Bound state of a “ free ” particle. The attrac-
tive quantum anti-centrifugal potential VQ supports a sin-
gle bound state of negative dimensionless energy. The corre-
sponding energy wave function u0(ρ) ≡
√
ρ/piK0(ρ) is nor-
malizable, since it decays exponentially into the classically
forbidden regime provided by the quantum anti-centrifugal
potential. Here K0 is the Neumann function of purely imag-
inary argument. At the origin the wave function has infinite
steepness indicating the presence of an additional potential
located solely at the origin, that is a delta function potential.
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