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PROBLEMS CONSTRAINED BY VARIATIONAL INEQUALITIES
C. CHRISTOF‡ , J. C. DE LOS REYES§ , AND C. MEYER‡
Abstract. We propose a non-smooth trust–region method for solving optimization problems
with locally Lipschitz continuous functions, with application to problems constrained by variational
inequalities of the second kind. Under suitable assumptions on the model functions, convergence
of the general algorithm to a C– stationary point is verified. For variational inequality constrained
problems, we are able to properly characterize the Bouligand subdifferential of the reduced cost func-
tion and, based on that, we propose a computable trust–region model which fulfills the convergence
hypotheses of the general algorithm. The article concludes with the experimental study of the main
properties of the proposed method based on two different numerical instances.
Key words. Trust–region methods, Bouligand differentiability, stationarity conditions, opti-
mization with variational inequality constraints.
1. Introduction. The study of optimization problems with variational inequal-
ity (VI) constraints is a challenging topic in mathematical programming, due to the
intricate structure of the type of stationary points one aims to reach. Whereas for
differentiable problems only one type of stationarity takes place, in the nonsmooth
framework a family of concepts arise (e.g., Clarke, Dini, Bouligand or Mordukhovich
stationarity), each one with advantages and shortcomings.
To overcome the difficulties related to the nonsmoothness of these types of problems,
relaxation or penalization approaches have been frequently proposed, with different
outcomes concerning optimality conditions and solution algorithms. The main criti-
cism to these approaches, however, is that by removing/relaxing the nonsmoothness,
the structure of the original problem is altered, possibly leading to undesired or un-
physical solutions.
In the special case of Mathematical Programs with Equilibrium Constraints (MPEC)
intensive efforts have been carried out and different methods proposed or extended
(see [16] and the references therein). Typically, convergence to C-stationary points
can be guaranteed for the proposed algorithms. The search for stronger (like B– or
M–) stationary points remains a challenge.
In the case of optimization problems with variational inequality constraints of the
second kind, much less work has been carried out. In [6] a semismooth Newton
method based on a regularized version of the problem was proposed and superlinear
convergence verified. The solution, however, corresponds to a regularized problem
and not to the original one, although consistency is also proved there. A first attempt
to find solutions without using regularization was tested in [9], where a trust–region
algorithm was considered with promising results.
Trust-region methods have been investigated for nonsmooth optimization of locally
Lipschitz continuous functions in, e.g., [2, 10, 19, 20, 25]. The underlying hypotheses,
however, are difficult to verify for optimization problems with variational inequality
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constraints. This especially concerns the hypothesis that the cost function has to be
regular (see [24] for a discussion on this matter), which happens to be very restrictive
for problems as the ones considered in this manuscript. In combination with bundle
methods, a convergence theory based on weaker assumptions, similar to ours, was
recently studied in [2].
The purpose of this paper is twofold. First, we propose a general non-smooth trust-
region method for locally Lipschitz continuous functions, and carry out the con-
vergence analysis of the approach. Similarly to [1, 2], we prove convergence to C-
stationary points without assuming regularity of the cost function. An essential and
novel feature of our algorithm is the computation of the quality indicator, based on
a comparison between an “easy” local model and a complicated one containing neigh-
borhood information (see 12 below).
Second, and maybe more important, we consider the application of the proposed
algorithm to optimal control problems governed by variational inequalities of the
second kind. To that end, the Bouligand subdifferential of the control-to-state map is
precisely characterized, which allows to construct a model function which satisfies the
hypotheses of our general trust-region method. Differently from other contributions
were the choice of a good candidate is assumed, we provide, for this special family of
problems, a way to find them explicitely.
The paper is organized as follows. In Section 2 the general algorithm is presented,
together with the assumptions on the model function and a general convergence result.
In Section 3, we show how to construct a suitable model function for the case of
composite functions with a non-smooth inner function as they appear in the implicit
programming approach for optimal control of VIs. Afterwards, in Section 4, we apply
these findings to an optimal control problem governed by a VI of the second kind. The
construction of the model function associated with this example is based on a precise
characterization of the Bouligand-subdifferential of the control-to-state mapping. In
Section 5, numerical experiments are carried out to verify the main properties of the
proposed algorithm. The paper ends with some concluding remarks.
1.1. Notation. By λn, we denote the n-dimensional Lebesgue-measure. More-
over, ‖ · ‖ and 〈·, ·〉 denote the Euclidean norm and the associated scalar product,
whereas ‖ · ‖∞ and ‖ · ‖1 stand for the maximum and 1-norm, respectively. In addi-
tion, ‖ ·‖Rn×n denotes the spectral norm, and we sometimes suppress the index Rn×n,
if no ambiguity is possible. Given x ∈ Rn and r > 0, we denote by Br(x) the closed
ball around x with radius r.
2. A Non-Smooth Trust-Region Algorithm. We consider the general non-
linear optimization problem
min
x∈Rn
f(x), (P)
with an objective function satisfying the following conditions:
Assumption 2.1 (Objective function). The function f : Rn → R is supposed to be
locally Lipschitz continuous, i.e., for all x ∈ Rn there exist δ > 0 and L > 0 so that
|f(y)− f(z)| ≤ L ‖y − z‖ ∀ y, z ∈ Bδ(x).
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Next, we introduce some basic concepts of nonsmooth optimization that are going to
be used along the paper.
Definition 2.2 (Subdifferentials). Let F : Rn → Rm, m,n ∈ N, be locally Lipschitz-
continuous. We denote the set of points, where F is differentiable, by DF . By
Rademacher’s theorem, this set is dense in Rn. For a given x ∈ Rn we define
• the Bouligand-subdifferential by
∂BF (x) := {G ∈ Rm×n : ∃ (xn) ⊂ DF with xn → x, F ′(xn)→ G}, (2.1)
• the Clarke-subdifferential by
∂F (x) = cl (conv(∂BF (x))) , (2.2)
where conv denotes the convex hull.
It is well known that in case of a scalar-valued locally Lipschitz-continuous function
f : Rn → R the Clarke-subdifferential can equivalently be expressed as
∂f(x) = {g ∈ Rn : 〈g, v〉 ≤ f◦(x; v) ∀ v ∈ Rn},
where f◦ denotes Clarke’s generalized directional derivative. For scalar-valued func-
tions we moreover define the following notion of stationarity:
Definition 2.3. Let f : Rn → R, n ∈ N, be locally Lipschitz-continuous. We then
call a point x¯ ∈ Rn C(larke)-stationary, if 0 ∈ ∂f(x¯).
Our algorithm is based on a suitably chosen model function, whose existence is as-
sumed as a start. In the later sections, we will see how to construct such a model for
concrete problems. To be more precise, we require the following.
Assumption 2.4 (Model function).
1. For every x ∈ Rn, we can calculate a subgradient g ∈ ∂f(x).
2. There is a model function φ : Rn × R+ × Rn → R satisfying the following
conditions:
(a) For every (x,∆) ∈ Rn × R+, the mapping Rn 3 d 7→ φ(x,∆; · ) is posi-
tively homogeneous and lower semicontinuous.
(b) Stationarity indicator property:
The stationarity measure defined through
ψ(x,∆) := − min
‖d‖≤1
φ(x,∆; d) ≥ 0 (2.3)
satisfies the following:
If a sequence {xk,∆k} ⊂ Rn × R+ satisfies
xk → x, ∆k → 0, and ψ(xk,∆k)→ 0,
then it follows that 0 ∈ ∂f(x).
(c) Remainder term property:
For every sequence {xk,∆k} ⊂ Rn × R+ satisfying
xk → x, ∆k → 0, and lim
k→∞
ψ(xk,∆k) > 0,
there holds
lim sup
k→∞
sup
d∈B∆k (0)
f(xk + d)− f(xk)− φ(xk,∆k; d)
∆k
≤ 0. (2.4)
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Note that the inequality in (2.3) follows immediately from the positive homogeneity
and the lower semicontinuity of φ(x,∆, · ). Note moreover that the limes superior in
(2.4) is actually a limes, since the inner supremum is always greater or equal zero
(just choose d = 0 ∈ B∆k(0)).
Remark 2.5. Assumption 2.4(2) is closely related to the hypotheses required in other
contributions in the field of non-smooth trust-region methods such as in [20, Assump-
tion A2] or [2, Theorem 1]. In particular, condition (2c) is similar to the assumption
that the objective f admits a strict first-order model, cf. [2, Definition 1 and Ax-
iom (M˜2)]. To be more precise, it is easy to see that [2, (M˜2)] is sufficient for the
remainder term property in (2c). This property reflects the fact that the model function
has to incorporate certain information about the objective function in a neighborhood
of the current iterate.
Given the model function, our algorithm reads as follows:
Algorithm 2.6 (Non-Smooth Trust-Region Algorithm).
1: Initialization:
Choose constants
∆min > 0, 0 < η1 < η2 < 1, 0 < β1 < 1 < β2, 0 < µ ≤ 1,
an initial value x0 ∈ Rn, and an initial TR-radius ∆0 > ∆min. Set k = 0.
2: for k = 0, 1, 2, ... do
3: Choose a subgradient gk ∈ ∂f(xk) and a matrix Hk ∈ Rn×nsym .
4: if gk = 0 then
5: STOP the iteration, xk is C-stationary, i.e., 0 ∈ ∂f(xk).
6: else
7: if ∆k ≥ ∆min then
8: Compute an inexact solution dk of the trust-region subproblem
min
d∈Rn
qk(d) := f(xk) + 〈gk, d〉+ 1
2
d>Hkd
s.t. ‖d‖ ≤ ∆k,
 (Qk)
that satisfies the generalized Cauchy-decrease condition
f(xk)− qk(dk) ≥ µ
2
‖gk‖ min
{
∆k,
‖gk‖
‖Hk‖
}
. (2.5)
9: Compute the quality indicator
ρk :=
f(xk)− f(xk + dk)
f(xk)− qk(dk) .
10: else
11: Compute an inexact solution dk of the following modified trust-region sub-
problem
min
d∈Rn
q˜k(d) := f(xk) + φ(xk,∆k; d) +
1
2
d>Hkd
s.t. ‖d‖ ≤ ∆k
 (Q˜k)
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that satisfies the modified Cauchy-decrease condition
f(xk)− q˜k(dk) ≥ µ
2
ψ(xk,∆k) min
{
∆k,
ψ(xk,∆k)
‖Hk‖
}
, (2.6)
where ψ(xk,∆k) is as defined in (2.3).
12: Compute the modified quality indicator
ρk :=

f(xk)− f(xk + dk)
f(xk)− q˜k(dk) , if ψ(xk,∆k) > ‖gk‖∆k
0, if ψ(xk,∆k) ≤ ‖gk‖∆k.
(2.7)
13: end if
14: Update: Set
xk+1 :=
{
xk, if ρk ≤ η1 (null step),
xk + dk, otherwise (successful step),
(2.8)
∆k+1 :=

β1 ∆k, if ρk ≤ η1,
max{∆min,∆k}, if η1 < ρk ≤ η2,
max{∆min, β2∆k}, if ρk > η2.
(2.9)
Set k = k + 1.
15: end if
16: end for
Remark 2.7 (Bouligand-subgradients). Our convergence analysis in Section 2.1
below does not require to choose a particular subgradient in Step 3, it works for every
element of the Clarke-subdifferential. Therefore, one could well restrict to elements
of the Bouligand-subdifferential in this step. In this case, the termination criterion in
Step 4 would imply that 0 ∈ ∂Bf(xk), i.e., a stationarity condition which is in general
only meaningful in smooth points.
In the applications we are interested in, we exactly proceed in this way and choose
elements of the Bouligand-subdifferential in Step 3, cf. Algorithm 4.12 below.
Remark 2.8 (Comparison to other non-smooth trust region algorithms). The essen-
tial differences to other non-smooth trust-region algorithms such as for instance the
ones presented in [2,10,20,25] are the following:
• By introducing the distinction of cases in step 7, we allow for a classical trust-
region subproblem, which is easy to solve by standard methods such as the
dogleg method or Steinhaug’s CG method. As our numerical experiments in
Section 5 show, in the applications we have in mind, the second case involving
the complicated model in (Q˜k) occurs only if ∆min is chosen comparatively
large. Our algorithm therefore accounts for the fact that many non-smooth
problems can well be solved by classical trust-region methods and only switches
to complicated model functions if it is strictly necessary.
• Another essential feature of the algorithm, which ensures the convergence of
the method, is the computation of the quality indicator in step 12. It basically
corresponds to a comparison of the “easy” and the complicated model weighted
with the trust-region radius. Since the complicated model contains neighbor-
hood information of the objective function, it may become insufficiently ac-
curate to measure stationarity. This issue is resolved by the comparison with
the local “easy” model in step 12.
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Note that the modified trust-region subproblem (Q˜k) admits an optimal solution due
to the lower semicontinuity of φ w.r.t. the last argument by Assumption 2.4(2a).
Moreover, it is always possible to find inexact solutions to (Qk) and (Q˜k) that fulfill
the respective Cauchy-decrease conditions.
Lemma 2.9. Global minimizers of (Qk) and (Q˜k) satisfy the respective Cauchy-
decrease conditions in (2.5) and (2.6) for every µ ≤ 1.
Proof. Since our model function φ is assumed to be positively homogeneous, we can
argue as in [20, Lemma 3.2], which immediately gives the assertion.
2.1. Convergence Analysis. In what follows, we show that accumulation points
of the sequence of iterates are C-stationary as defined in Definition 2.3. For this pur-
pose, we need the following
Assumption 2.10 (Hessian approximation). The matrices Hk ∈ Rd×dsym from Step 3
of Algorithm 2.6 are supposed to satisfy
‖Hk‖ ≤ CH ∀k ∈ N
with a constant CH > 0.
Proposition 2.11. Assume that Algorithm 2.6 does not terminate in finitely many
iterations. Let (xk) be the sequence of iterates generated by Algorithm 2.6, and suppose
that (xkl) is a subsequence of (xk) satisfying
xkl → x¯ and ∆kl → 0 as l→∞.
Then 0 ∈ ∂f(x¯) holds true.
Proof. Since ∆kl → 0, there exists an L ∈ N such that ∆kl < β1∆min for all l ≥ L.
This is only possible if the iterations kl− 1, l ≥ L, are all null steps, i.e., for all l ≥ L,
we have
xkl−1 = xkl , ∆kl = β1∆kl−1 < β1∆min, ρkl−1 < η1 < 1. (2.10)
This shows
xkl−1 → x¯ and ∆kl−1 → 0.
We next show ψ(xkl−1,∆kl−1) → 0. Once this is established, the assertion immedi-
ately follows from Assumption 2.4(2b). For this end, we argue by contradiction and
assume that there is an ε > 0 so that
lim sup
l→∞
ψ(xkl−1,∆kl−1) ≥ ε. (2.11)
Consider now the subsequence of (xkl−1,∆kl−1), which attains the limes superior,
denoted for simplicity by (xm,∆m)m∈M . Then, for m ∈M sufficiently large, we have
ψ(xm,∆m) ≥ ε/2. Since, in addition, the local Lipschitz-continuity of f and xm → x¯
for m ∈ M → ∞ imply that ‖gm‖ ≤ L(x¯), where L(x¯) denotes the local Lipschitz
constant, the convergence of ∆m to 0 implies that ψ(xm,∆m) > ‖gm‖∆m for m ∈M
sufficiently large. Therefore, the first case in (2.7) applies in the computation of the
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quality indicator. Moreover, the modified Cauchy-decrease condition in (2.6) and
(2.3) imply f(xm)− q˜m(dm) > 0. Thus, for all m ∈ N sufficiently large, we obtain
ρm = 1−
f(xm + dm)− f(xm)− φ(xm,∆m; dm)− 12d>mHmdm
f(xm)− q˜m(dm)
≥ 1− supd∈B∆m (0)
(
f(xm + d)− f(xm)− φ(xm,∆m; d)
)
+ 12 CH ∆
2
m
f(xm)− q˜m(dm)
≥ 1− supd∈B∆m (0)
(
f(xm + d)− f(xm)− φ(xm,∆m; d)
)
+ 12 CH ∆
2
m
µ
4 ε min
{
∆m,
ε
2CH
} ,
where we used (2.6) and (2.11) for the last estimate. Note that the supremum in the
enumerator is always greater or equal zero, since d = 0 is feasible. Assumption 2.4(2c)
then implies
lim inf
m∈M→∞
ρm ≥ 1− 2
µ ε
CH lim
m∈M→∞
∆m
− 4
µ ε
lim sup
m∈M→∞
sup
d∈B∆m (0)
f(xm + d)− f(xm)− φ(xm,∆m; d)
∆m
≥ 1,
which however contradicts the last inequality in (2.10). Therefore, (2.11) is not true,
which, together with the non-negativity of ψ results in
0 ≤ lim inf
l→∞
ψ(xkl−1,∆kl−1) ≤ lim sup
l→∞
ψ(xkl−1,∆kl−1) = 0. (2.12)
This finally yields the desired convergence of ψ(xkl−1,∆kl−1), which establishes the
assertion.
Lemma 2.12. Assume that Algorithm 2.6 does not terminate in finitely many steps.
If the sequence of iterates (xk) admits an accumulation point, then the sequence of
function values (f(xk)) converges to some f¯ ∈ R.
Proof. The arguments are classical. By construction, the sequence (f(xk)) is mono-
tonically decreasing so that f(xk)→ f¯ ∈ R∪{−∞}. If a subsequence (xkl) converges
to a point x¯ ∈ Rn, then the continuity of f implies f¯ = f(x¯) > −∞, which yields the
claim.
Theorem 2.13. Assume that Algorithm 2.6 does not terminate in finitely many
steps. Then every accumulation point of the sequence of iterates is C-stationary.
Proof. If the number of successful iterations is finite, then there is an N ∈ N so that
all iterations k ≥ N are null steps. According to the update rule for null steps, it
follows that xk → xN =: x¯ and ∆k → 0 and thus, Proposition 2.11 yields that x¯ is
C-stationary.
We can thus focus on the case with infinitely many successful iterations. Let x¯ be an
arbitrary accumulation point of the sequence of iterates and denote the corresponding
convergent subsequence by (xkl). W.l.o.g. we may suppose that the iterations kl
are all successful (else, we just shift the index forth to the next successful iteration,
which does not change the sequence due to the update rule for null steps). Since
the iterations are successful, the monotonicity of (f(xk)) and the Cauchy-decrease
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conditions in (2.5) and (2.6) imply
f(xkl)− f(xkl+1) ≥ f(xkl)− f(xkl+1)
≥ η1 µ
2
ν(xkl ,∆kl) min
{
∆kl ,
ν(xkl ,∆kl)
CH
}
≥ 0
with
ν(xkl ,∆kl) :=
{
‖gkl‖, if ∆kl ≥ ∆min
ψ(xkl ,∆kl), if ∆kl < ∆min.
(2.13)
Since the sequence (f(xk)) converges by Lemma 2.12, it follows
lim
l→∞
(
ν(xkl ,∆kl) min
{
∆kl ,
ν(xkl ,∆kl)
CH
})
= 0,
i.e., it has to hold
min {∆kl , ν(xkl ,∆kl)} → 0 (2.14)
as l→∞. We now distinguish between three cases:
(i) If there exists a subsequence of (xkl) (unrelabeled for simplicity) such that the
associated ∆kl converge to zero, then the claim follows immediately from Proposi-
tion 2.11.
(ii) If there exists a subsequence of (xkl) (again unrelabeled) such that ∆kl ≥ ∆min,
then (2.13) and (2.14) imply ‖gkl‖ → 0. In view of [3, Prop. 2.1.5(b)], this implies
0 ∈ ∂f(x¯) as claimed.
(iii) If there exists a subsequence of (xkl) (again unrelabeled) with ε ≤ ∆kl < ∆min
for some ε > 0, then (2.14) gives ν(xkl ,∆kl)→ 0. We know, however, that the steps
(xkl) are all successful and, according to (2.7), this is only the case if
ν(xkl ,∆kl) = ψ(xkl ,∆kl) ≥ ‖gkl‖∆kl ≥ ‖gkl‖ ε ≥ 0.
Accordingly, ‖gkl‖ → 0 holds and we can argue as in the second case to obtain the
claim.
Remark 2.14. The proofs of Proposition 2.11 and Theorem 2.13, in particular (2.12)
and the distinction of cases after (2.14), do not only show that every accumulation
point is C-stationary, but also that, for every convergent subsequence (xkl), the sta-
tionarity indicator min{‖gkl‖, ψ(xkl ,∆kl)} converges to zero, which is important for
practical reasons, as it lays the foundation for an implementable termination criterion
of the form
min{‖gkl‖, ψ(xkl ,∆kl)} ≤ TOL
with a given tolerance TOL > 0.
2.2. A Pathological One-Dimensional Example. A crucial question in the
context of Algorithm 2.6 of course concerns the choice of the model function. For a
general non-smooth problem of the form (P), a naive choice would be
φ˜(x,∆; d) := max
g∈∂f(x)
〈g, d〉, (2.15)
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which is the model proposed in [20, Section 4.1]. However, it turns out that this
model is not well suited for the minimization of non-smooth functions, as we will see
by means of the one-dimensional counterexample below. The essential drawback of
the model in (2.15) is that it does not account for neighboorhood information. Thus,
it is rather natural to consider the following model function:
φ(x,∆; d) := max
g∈U(x,∆)
〈g, d〉 with U(x,∆) :=
⋃
ξ∈B∆(x)
∂f(ξ). (2.16)
A similar model based on the ε-subdifferential as defined in [13] is used in [1] in the
context of a non-smooth trust-region method. If f is Bouligand-differentiable and
semi-smooth, then one can verify the conditions in Assumption 2.4(2) for the model
function in (2.16) so that the above convergence analysis applies. The proof thereof
is analogous to the ones of Lemma 3.6 and 3.7 below and therefore omitted. Of
course, the model function φ is much more costly compared to φ˜, but the following
counterexample shows that the simple model in (2.15) might not suffice. For this
purpose, let us define
f : R→ R, f : x 7→ max{−ax,−bx, x− (1 + b)}, (2.17)
where 0 < b < a < ∞ are given constants. This piecewise affine function is trivially
convex and admits two kinks at x = 0 and x = 1. If one applies the trust-region
method with the two different models to this function, the following lemma is obtained.
Its proof is not difficult, but rather technical and therefore postponed to Appendix A.
Lemma 2.15. Assume that the parameters and initial values in step 1 of the algorithm
satisfy
β1 + β1β2 < 1, η1 ≥
( b
a
− 1
) β1
β1β2 − 1 +
b
a
(2.18)
x0 ∈
((
1 +
β1β2 − 1
β1
)−1
, 0
)
, ∆min > ∆0 :=
β1β2 − 1
β1
x0. (2.19)
Then, the sequence of iterates generated by the trust-region algorithm performed with
the model function φ˜ and Hk = 0 converge to 0, which is not stationary in any sense
(in particular neither Clarke- nor Bouligand-stationary).
By contrast, if one uses the model function φ from (2.16) instead, then the iterates
converges to the global minimum at x = 1, no matter how the parameters and initial
values are chosen.
Remark 2.16. We emphasize that the failure of the trust-region method in case of the
model in (2.15) is not caused by the distinction of cases contained in Algorithm 2.6.
It is easy to see that, in both cases ∆k ≥ ∆min and ∆k < ∆min, the iteration is the
same (unless the algorithm meets one of the kinks) and thus, Algorithm 2.6 turns into
a standard (non-smooth) trust-region iteration.
In our opinion, it is remarkable that this one-dimensional counterexample shows that
a method based on a local model, which does not account for any neighborhood infor-
mation, fails to converge even in case of a convex and piecewise affine objective. Of
course, this observation is not new and we exemplarily refer to [2, Section 5.7], where
a similar two-dimensional example is discussed. However, if the initial radius ∆0
is chosen slightly different from the setting in (2.19), then the trust-region algorithm
with the model in (2.15) will converge to the global minimum at x = 1. This indicates
9
that, in frequent cases, it is not necessary to use an involved model of the form (2.16),
while simpler local models will suffice. Our algorithmic approach accounts for this
observation by incorporating the distinction of cases ∆k ≷ ∆min into the algorithm.
3. Composite Functions. Our aim is to apply Algorithm 2.6 to (discretized)
optimal control problems with non-smooth constraints. In order to conform with the
standard notation in optimal control, we denote the optimization variable by u from
now on. Although this causes a slight abuse of notation, we tacitly replace x by u,
when referring to the results of Section 2. Our general optimal control problem reads
as follows:
min
u∈Rn
f(u) := J(S(u), u), (3.1)
where J : Rm × Rn → R, m,n ∈ N is continuously differentiable and S : Rn → Rm
is assumed to be directionally differentiable and locally Lipschitz continuous. Note
that S is Bouligand-differentiable by [23, Thm. 3.1.2]. In all what follows, we will
frequently abbreviate y := S(u) ∈ Rm. Given u ∈ Rn and ∆ > 0, we suppose that we
can construct an approximation of the Bouligand-subdifferential of S satisfying the
following
Assumption 3.1. Given u ∈ Rn and ∆ > 0, the approximation G(u,∆) ⊂ Rm×n of
the Bouligand-subdifferential is supposed to fulfill the following conditions:
For all u ∈ Rn and all ∆ > 0, there holds⋃
ξ∈B∆(u)
∂BS(ξ) ⊆ G(u,∆) (3.2)
and, if (uk,∆k)→ (u, 0) with 0 /∈ ∂f(u), then
dist(G(uk,∆k), ∂BS(u))) = sup
G∈G(uk,∆k)
inf
W∈∂BS(u)
‖G−W‖Rm×n → 0 (3.3)
is valid.
With this approximation at hand, we construct our model function as follows:
φ(u,∆; d) := sup
G∈G(u,∆)
〈G>∇yJ(y, u) +∇uJ(y, u), d〉. (3.4)
This model function allows the following reformulation of the modified trust-region
subproblem, which will be useful for the realization of the algorithm in case of the
concrete optimization problem in Section 4. Its proof is straightforward and therefore
omitted.
Lemma 3.2. With the model function in (3.4), the modified trust-region subproblem
(Q˜k) from step 11 is equivalent to the following linear quadratic problem in the sense
that they admit the same (global) optima:
min
ζ∈R
d∈Rn
qk(d, ζ) := J(yk, uk) + ζ +
1
2
d>Hkd
s.t. ‖d‖ ≤ ∆k,
〈g, d〉 ≤ ζ ∀ g ∈ {G>∇yJ(yk, uk) +∇uJ(yk, uk) : G ∈ G(uk,∆k)}.
 (Qk)
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In addition, if d¯k is a global minimizer of (Q˜k), then (d¯k, ζ¯k) with ζ¯k = φ(uk,∆k, ; d¯k)
solves (Qk) so that q˜k(d¯k) = qk(d¯k, ζ¯k).
Moreover, if (dk, ζk) is feasible for (Qk) and satisfies
f(xk)− qk(dk, ζk) ≥ µ
2
ψ(xk,∆k) min
{
∆k,
ψ(xk,∆k)
‖Hk‖
}
, (3.5)
then dk fulfills the modified Cauchy-decrease condition in (2.6), too.
Remark 3.3. Note that the optimal solution (d¯k, ζ¯k) of (Qk) satisfies the modi-
fied Cauchy-decrease condition (3.5), since d¯k does so by Lemma 2.9 and q˜k(d¯k) =
qk(d¯k, ζ¯k).
Next, we show that the model function in (3.4) satisfies the conditions in Assump-
tion 2.4. To this end, we require the following
Assumption 3.4. For every u ∈ Rn and every h ∈ Rn, there exists a G ∈ ∂BS(u) so
that S′(u;h) = Gh.
There is a large class of functions satisfying this assumption such as for instance
semi-smooth functions, as the next lemma shows.
Lemma 3.5. If S : Rn → Rm is Bouligand differentiable and semi-smooth, then
Assumption 3.4 is fulfilled.
Proof. Let u and h be given and (tn) be an arbitrary null sequence. For every n ∈ N,
Rademacher’s theorem implies the existence of hn such that
u+ tnhn ∈ DS and ‖hn − h‖ = O(tn). (3.6)
The semi-smoothness of S then implies
S(u+ tnhn)− S(u)
tn
− S′(u+ tnhn)hn → 0. (3.7)
The local Lipschitz continuity of S moreover yields the boundedness of {S′(u+tnhn)}
so that there exists G ∈ Rm×n with S′(u + tnhn) → G. As S is Bouligand differen-
tiable, (3.6) in turn implies the convergence of the first addend in (3.7) to S′(u;h).
This establishes the claim.
Lemma 3.6. Let (uk,∆k) ⊂ Rn × R+ be a sequence such that uk → u˜ and ∆k → 0.
Then, the linearization error satisfies
lim sup
k→∞
sup
d∈B∆k (0)
J(S(uk + d), uk + d)− J(S(uk), uk) + φ(uk,∆k; d)
∆k
≤ 0
such that the model given by (3.4) fulfills Assumption 2.4(2c).
Proof. Let u ∈ Rn, ∆ > 0, and d ∈ B∆(0) be arbitrary. By [23, Prop. 3.1.1] and the
chain rule for Bouligand-differentiable functions, we have
J(S(u+ d), u+ d)− J(S(u), u)
=
∫ 1
0
〈∇yJ(S(u+ θd), u+ θd), S′(u+ θd; d)〉+ 〈∇uJ(S(u+ θd), u+ θd), d〉 dθ.
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By Assumption 3.4, for every θ ∈ [0, 1], there exists a Gθ ∈ ∂BS(u + θd) such that
Gθ h = S
′(u + θd; d). This, together with (3.2), the definition of our model φ, and
‖d‖ ≤ ∆, yields
J(S(u+ d), u+ d)− J(S(u), u)
=
∫ 1
0
〈G>θ ∇yJ(S(u+ θd), u+ θd) +∇uJ(S(u+ θd), u+ θd), d〉 dθ
≤ φ(u,∆; d)
+ sup
G∈∪ξ∈B∆(u)∂BS(ξ)
‖G‖
∫ 1
0
‖J ′(S(u+ θd), u+ θd)− J ′(S(u), u)‖ dθ∆.
Now, let (uk,∆k) be the sequence from the statement of the lemma and denote by L˜ >
0 and U˜ ⊂ Rn the local Lipschitz constant of S at u˜ and the associated neighborhood
of local Lipschitz continuity, respectively. Then, for K ∈ N sufficiently large, we have
B∆k(uk) ⊂ U˜ and therefore
sup
G∈∪ξ∈B∆k (uk)∂BS(ξ)
‖G‖ ≤ L˜ ∀ k ≥ K.
Furthermore, the uniform continuity of u 7→ J ′(S(u), u) on cl(U˜) and (uk,∆k)→ (u˜, 0)
imply
sup
d∈B∆k (0)
‖J ′(S(uk + d), uk + d)− J ′(S(uk), uk)‖ → 0 as k →∞.
Collecting all findings, we arrive at
sup
d∈B∆k (0)
J(S(uk + d), uk + d)− J(S(uk), uk)− φ(uk,∆k; d)
∆k
≤ L˜ sup
d∈B∆k (0)
∫ 1
0
‖J ′(S(u+ θd), u+ θd)− J ′(S(u), u)‖ dθ → 0,
which implies the assertion.
Lemma 3.7. Let ψ denote the stationarity measure from (2.3), i.e.,
ψ(u,∆) := − min
‖h‖≤1
φ(u,∆;h),
and (uk,∆k) ⊂ Rn × R+ so that
uk → u, ∆k → 0, and ψ(uk,∆k)→ 0. (3.8)
Then 0 ∈ ∂f(u) holds true such that the model from (3.4) satisfies Assumption 2.4(2b).
Herein f again denotes the reduced objective, i.e., f(u) = J(S(u), u).
Proof. We argue by contradiction and assume that there is ε > 0 so that
dist(0, ∂f(u)) ≥ ε. (3.9)
Let us denote the set of points, where S and f are differentiable by DS and Df ,
respectively. Since J is continuously differentiable, the chain rule implies DS ⊆ Df
12
and, by Rademacher’s theorem, we have λn(Df \ DS) = 0. Therefore, [3, Thm. 2.5.1]
and the continuous differentiability of J imply
{G>∇yJ(y, u) +∇uJ(y, u) : G ∈ ∂BS(u)}
⊂ cl (conv (g ∈ Rn : ∃ (un) ⊂ DS : un → u, S′(un)>∇yJ(yn, un) +∇uJ(yn, un)→ g))
= ∂f(u)
Therefore, due to Assumption (3.3), there exist K ∈ N such that, for all k ≥ K, it
holds
{G>∇yJ(yk, uk) +∇uJ(yk, uk) : G ∈ G(uk,∆k)}
⊂ {G>∇yJ(y, u) +∇uJ(y, u) : G ∈ ∂BS(u)}+Bε/2(0) ⊂ ∂f(u) +Bε/2(0).
Since ∂f(u) is convex, this in combination with (3.9) implies dist(Ck, 0) ≥ ε/2, where
we abbreviated
Ck := cl
(
conv
({G>∇yJ(yk, uk) +∇uJ(yk, uk) : G ∈ G(uk,∆k)})) .
Next, let us define g¯ as unique solution of the following VI:
g¯ ∈ Ck, 〈g¯, g − g¯〉 ≥ 0 ∀g ∈ Ck.
Using this VI in combination with dist(Ck, 0) ≥ ε/2 results in
ψ(uk,∆k) = max‖h‖≤1
(
inf
G∈G(uk,∆k)
〈G>∇yJ(yk, uk) +∇uJ(yk, uk),−h〉
)
≥ inf
G∈G(uk,∆k)
〈
G>∇yJ(yk, uk) +∇uJ(yk, uk), g¯‖g¯‖
〉
≥ inf
g∈Ck
〈g, g¯〉
‖g¯‖ ≥ ‖g¯‖ ≥
ε
2
∀ k ≥ K.
This however contradicts the last assumptions in (3.8), which gives the claim.
We collect the findings of this section in the following
Corollary 3.8. Under Assumptions 3.1 and 3.4, every accumulation point of the
sequence of iterates generated by our non-smooth trust-region algorithm applied to
(3.1) with the model function in (3.4) is a C-stationary point of (3.1).
Proof. As shown in the above lemmata, Assumption 2.4 is fulfilled, provided that
Assumptions 3.1 and 3.4 hold true. Therefore, Theorem 2.13 gives the assertion.
4. Optimization of Variational Inequalities of the Second Kind. We now
focus on the following class of nonsmooth optimization problems:
min
y,u∈Rn
J(y, u)
s.t. 〈Ay, v − y〉+ ‖v‖1 − ‖y‖1 ≥ 〈u, v − y〉 ∀ v ∈ Rn,
}
(PVI)
where J : Rn ×Rn → R is smooth, A ∈ Rn×n is symmetric and positive definite, and
‖.‖1 denotes the 1-norm, i.e., ‖v‖1 =
∑n
i=1 |vi|. Note that the constraints are given
in form of a variational inequality of the second kind.
In the next proposition we summarize some known results about (PVI). For more
details on this, we refer to [9].
Proposition 4.1. Let u ∈ Rn be given. Then there holds:
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• There exists a unique solution y ∈ Rn of the VI in (PVI), i.e.,
〈Ay, v − y〉+ ‖v‖1 − ‖y‖1 ≥ 〈u, v − y〉 ∀ v ∈ Rn. (VI)
• y is the solution of (VI), iff there exists a q ∈ Rn such that
Ay + q = u, yi qi = |yi|, |qi| ≤ 1, i = 1, ..., n (4.1)
• The solution mapping S : Rn 3 u 7→ y ∈ Rn is globally Lipschitz continuous
and directionally differentiable. Its directional derivative η = S′(u;h) at u in
direction h ∈ Rn is given by the unique solution of
η ∈ K(y), 〈Aη, v − η〉 ≥ 〈h, v − η〉 ∀ v ∈ K(y), (4.2)
where
K(y) := {v ∈ Rn : vi = 0, if |qi| < 1, vi qi ≥ 0, if yi = 0 ∧ |qi| = 1}. (4.3)
Thanks to these properties, we may formulate problem (PVI) in reduced form as
min
u∈Rn
f(u) := J(S(u), u), (4.4)
so that a problem of the form (3.1) is obtained. Our aim in the following is to
verify the hypotheses on the general problem (3.1), i.e., Assumptions 3.1 and 3.4. For
this purpose, we first have to charactrize the Bouligand-subdifferential of S, which is
addressed in the next subsection.
4.1. Characterization of the Bouligand-Subdifferential. Given u ∈ Rn
with y = S(u), we define the following sets
A := {i ∈ {1, ..., n} : yi = 0} (active set) (4.5a)
As := {i ∈ {1, ..., n} : |qi| < 1} (stongly active set) (4.5b)
I := {i ∈ {1, ..., n} : yi 6= 0} (inactive set) (4.5c)
B := {i ∈ {1, ..., n} : yi = 0 ∧ |qi| = 1} (biactive set). (4.5d)
Note that these sets depend on y and thus indirectly on u so that it would be more
appropriate to write A(y) or A(u) etc., but, for the sake of readability, we suppress
this dependency throughout this subsection. This will be different in Section 4.2,
where we have to distinguish between the active sets in different points. Note that,
because of the complementarity like relation in (4.1), one has As ⊂ A, and therefore
A = As ∪ B.
Lemma 4.2. S is differentiable at u iff K(y) = {v ∈ Rn : vi = 0, if yi = 0}.
Proof. It is clear that, if K(y) takes the form stated in the Lemma, then K(y) is a
linear subspace and, as a convex projection on a linear subspace, S′(u, .) is a linear
mapping so that S is differentiable at u.
To show the converse assertion, we first show that
S′(u;Rn) = K(y). (4.6)
By (4.2), we already have S′(u;Rn) ⊂ K(y). To see the reverse inclusion, let z ∈ K(y)
be arbitrary and set h = Az. Then we trivially obtain 〈Az, v − z〉 = 〈h, v − z〉 for all
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v ∈ K(y) so that z = S′(u;h), which shows (4.6). Moreover, if S is differentiable so
that h 7→ S′(u;h) is linear, then S′(u;Rn) becomes a linear subspace and, by (4.6),
so does K(y). Therefore v ∈ K(y) implies −v ∈ K(y), which, due to (4.3) yields
0 ≤ vi qi ≤ 0 ∀ i ∈ B = {j ∈ {1, ..., n} : yj = 0 ∧ |qj | = 1}.
Since qi 6= 0 in B, this yields vi = 0 in B, which, together with vi = 0 in As, see (4.3),
finally gives vi = 0 in B ∪ As = A as claimed.
Now, we are in the position to give a precise characterization of the Bouligand-
subdifferential of S. To this end, we introduce the following
Definition 4.3. Let N ⊂ {1, ..., n} be an index set. Then we define the matrices
A(N ) ∈ Rn×n and χ(N ) ∈ Rn×n by
A(N )ij :=

Aij , if i, j ∈ {1, ..., n} \ N ,
0, if i ∨ j ∈ N , i 6= j,
1, if i = j ∈ N ,
χ(N )ij :=
{
1, i = j ∈ {1, ..., n} \ N ,
0, otherwise.
Theorem 4.4. Let u ∈ Rn be fixed, but arbitrary, and let y = S(u). Then there holds
∂BS(u) = {A(As ∪ B0)−1χ(As ∪ B0) : B0 ⊆ B}. (4.7)
Remark 4.5. Note that A(N ) is indeed invertible for every index set N ⊂ {1, ..., n},
since it is positive definite: For an arbitrary v ∈ Rn, we obtain
v>A(N )v =
∑
i,j /∈N
Aijvivj +
∑
i∈N
v2i
= [(I − χ(N ))v]>A (I − χ(N ))v +
∑
i∈N
v2i ≥ min{λmin, 1}‖v‖2,
where λmin > 0 denotes the minimal eigenvalue of A.
Remark 4.6. We could equivalently replace the last line in the definition of A(N ) by
A(N )ij := c, if i = j ∈ N
with some c 6= 0, since no matter, which value is chosen for c 6= 0, the matrix
A(N )−1χ(N ) is always the same, as
A(N )η˜ = χ(N )h ⇐⇒

η˜i = 0 ∀ i ∈ N ,∑
j /∈N
Aij η˜j = hi ∀ i ∈ {1, ..., n} \ N , (4.8)
and there is no more c appearing on the right hand side of this equivalence.
Proof of Theorem 4.4. Recall that
∂BS(u) =
{
B ∈ Rn×n : ∃ {un} ⊂ DS with un → u, S′(un)→ B
}
, (4.9)
where DS again denotes the (dense) set of points, where S is differentiable. Now
consider an arbitrary B ∈ ∂BS(u) so that there is a sequence in DS with
un → u and S′(un)→ B. (4.10)
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The Lipschitz continuity of S implies
yn := S(un)→ S(u) =: y =⇒ qn = un −Ayn → u−Ay = q. (4.11)
Let us denote the active set associated with yn by An and analogously for In etc.
Then, from (4.11), we deduce the existence of an N ∈ N such that
I ⊂ In and As ⊂ Ans ∀n ≥ N. (4.12)
Next let h ∈ Rn be fixed, but arbitrary. Since un ∈ DS , we know from Lemma 4.2
that ηn := S′(un)h solves
ηni = 0 ∀ i ∈ An,
n∑
j=1
Aijη
n
j = hi ∀ i ∈ In. (4.13)
By (4.10) we obtain that
η˜ := B h = lim
n→∞ ηn. (4.14)
Therefore, from (4.12)–(4.14) it follows that
η˜i = 0 ∀ i ∈ As,
n∑
j=1
Aij η˜j = hi ∀ i ∈ I. (4.15)
It remains to investigate what happens on the biactive set B = A \ As. For this
purpose we introduce
B0 := {i ∈ B : ∃ a subsequence {nk} such that ynki = 0 ∀ k ∈ N}
so that, for all i ∈ B\B0, it holds that yni 6= 0 for all n ∈ N sufficiently large. Then we
deduce from (4.13) that ηnki = 0 for all i ∈ B0 and all k ∈ N and that
∑n
j=1Aijη
n
j = hi
for all i ∈ B \ B0, provided that n ∈ N is sufficiently large. Since ηn → η˜, we obtain
in this way
η˜i = 0 ∀ i ∈ As ∪ B0,
∑
j /∈As∪B0
Aij η˜j = hi ∀ i ∈ {1, ..., n} \ (As ∪ B0). (4.16)
Thus, in view of (4.8) and since h was arbitrary, we observe that
B = A(AS ∪ B0)−1χ(As ∪ B0). (4.17)
Hence, B has indeed the form stated in the theorem.
To complete the proof, we need to show that, for every subset B0 ⊂ B the correspond-
ing matrix B given by (4.7) is an element of ∂BS(u). To this end, let B0 ⊂ B be
arbitrary, but fixed and let us abbreviate B1 := B\B0. In the following, we show that
there exist a sequence {un} satisfying
un ∈ DS , yni = 0 ∀ i ∈ B0, yni 6= 0 ∀ i ∈ B1, ∀n ∈ N,
and un → u, S′(un)→ B as n→∞,
(4.18)
which, according to (4.9) implies B ∈ ∂SS(u). To verify the existence of such a
sequence, let ε > 0 and define
yε := y +
∑
k∈B1
ε sgn(qk) ek,
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where ei denotes the i-the Euclidian unit vector. By construction we obtain for the
inactive and active set associated with yε that
Iε = I ∪ B1 and Aε = A \ B1. (4.19)
Moreover, we set
qε = q −
∑
k∈B0
ε sgn(qk) ek.
Thus, for ε ∈ (0, 1], we obtain |qεi | ≤ 1 for all i = 1, ..., n. Moreover, the above
construction leads to
Aεs = As ∪ B0 = A \ B1, (4.20)
which, together with (4.19), shows that
Bε = Aε \ Aεs = ∅, (4.21)
i.e., the biactive set associated with yε is empty. Furthermore, if we define
uε := u+ ε
∑
k∈B0
sgn(qk)A ek + ε
∑
k∈B1
sgn(qk) ek, (4.22)
then we obtain by construction that
Ayε + qε = uε, yεi q
ε
i = |yεi |, |qεi | ≤ 1, i = 1, ..., n,
which, due to (4.1), implies yε = S(uε). Because of (4.21), we further have K(yε) =
{v ∈ Rn : vi = 0, if yεi = 0}, which, thanks to Lemma 4.2, in turn implies uε ∈ Ds. In
addition, (4.22) immediately gives uε → u as ε↘ 0. Because of (4.19), we moreover
have yεi 6= 0 for all i ∈ B1 and, due to complementarity and (4.20), yεi = 0 for all
i ∈ B0. Therefore, the sequence {uε}ε>0 almost satisfies all conditions required in
(4.18), except S′(uε) → B. To establish this, let {εn}n∈N be a sequence tending to
zero and denote the associated uεn simply by un. The global Lipschitz continuity of
S yields that
‖S′(un)‖Rn×n ≤ L ∀n ∈ N,
where L > 0 is the Lipschitz constant of S. Thus there exists a convergent subse-
quence, i.e.,
S′(unk)→ B˜ as k →∞.
Since ynki = 0 for all i ∈ B0 and ynki 6= 0 for all i ∈ B1, we can argue completely
analogously to the first part of the proof to show
B˜ = A(AS ∪ B0)−1χ(As ∪ B0) = B,
which finally establishes the claim.
Lemma 4.7. For all u, h ∈ Rn, there exists G ∈ ∂BS(u) such that S′(u;h) = Gh.
Hence Assumption 3.4 is fulfilled by the control-to-state map of (PVI).
Proof. Let u, h ∈ Rn be arbitrary and again set y = S(u). As above we denote by As,
I, and B the active, inactive, and bi-active sets associated with y. Recall that the
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directional derivative of the solution mapping in direction h is given by the unique
solution of
η ∈ K(y), 〈Aη, v − η〉 ≥ 〈h, v − η〉 ∀ v ∈ K(y), (4.23)
with K(y) as defined in (4.3). This cone can equivalently be expressed as
K(y) =
{
v ∈ Rn : vi = 0, if |qi| < 1, vi
{
≥ 0, if yi = 0, qi = 1
≤ 0, if yi = 0, qi = −1
}
,
which in turn leads to the following equivalent expression for η
ηi =

max{0, (I −A)η + h}i, if yi = 0, qi = 1
0, if |qi| < 1
min{0, (I −A)η + h}i, if yi = 0, qi = −1
((I −A)η + h)i, elsewhere.
(4.24)
So, if we define
B0 := {i ∈ {1, ..., n} : yi = 0, |qi| = 1, qi((I −A)η + h)i < 0} ⊆ B,
then a comparison of (4.24) with (4.8) shows that
η = A(As ∪ B0)−1χ(As ∪ B0)h.
Since the matrix on the right hand side is an element of ∂BS(u), this establishes the
assertion.
4.2. Approximation of the Bouligand-Subdifferential. The aim of the up-
coming section is to construct a computable approximation of ∂BS, that satisfies the
conditions in Assumption 3.1 so that the model function given by (3.4) fulfills As-
sumption 2.4 for the convergence result in Theorem 2.13. For this purpose, we need
a sharpened Lipschitz continuity result for the solution operator S associated with
(VI):
Lemma 4.8. For all u1, u2 ∈ Rn, there holds
‖y1 − y2‖∞ ≤ Ly ‖u1 − u2‖ with Ly = 1
λmin
,
‖q1 − q2‖∞ ≤ Lq ‖u1 − u2‖ with Lq = λmax
λmin
+ 1,
where yi, qi ∈ Rn, i = 1, 2, are the solutions of (4.1) associated with ui, and λmin and
λmax denote the minimal and maximal eigenvalue of A, respectively.
Proof. By testing the VI for y1 with y2 and vice versa and adding the arising inequal-
ities, we obtain
λmin‖y1 − y2‖ ≤ ‖u1 − u2‖, (4.25)
which immediately gives the first assertion. The second directly follow from the first
equation in (4.1), which yields
‖q1 − q2‖ ≤ ‖A‖Rn×n‖y1 − y2‖+ ‖u1 − u2‖.
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Inserting (4.25) then implies the second estimate in the statement of the lemma.
As the active, inactive, and biactive sets at multiple points will occur in what follows,
we denote these sets for a given u ∈ Rn by As(u), I(u), and B(u). (Note that these
sets are determined by y and q, which in turn uniquely depend on u.)
Definition 4.9. Let u ∈ Rn and ∆ > 0 be given and set y = S(u). Then we define
the set of possibly biactive indices by
P(u,∆) := {i ∈ {1, ..., n} : |yi| < Ly ∆ ∧
∣∣|qi| − 1∣∣ < Lq ∆}.
In view of Lemma 4.8, it is clear that⋃
ξ∈B∆(u)
B(ξ) ⊂ P(u,∆), (4.26)
which is essential for the upcoming analysis. Given the set of possibly active indices,
we construct our approximation of the Bouligand-subdifferential as follows:
G(u,∆) := {A(As(u) ∪ B0)−1χ(As(u) ∪ B0) : B0 ⊆ P(u,∆)}. (4.27)
As an immediate consequence of (4.26) and Theorem 4.4, we obtain
Lemma 4.10. The approximation of the Bouligand-subdifferential in (4.27) satisfies
condition (3.2).
On the other hand, we find the following:
Lemma 4.11. Let (uk,∆k) ⊂ Rn × R+ be a sequence with (uk,∆k) → (u, 0). Then,
there exists an index K ∈ N (depending on u) so that P(uk,∆k) ⊆ B(u) for all k ≥ K.
Therefore, for all k ≥ K, there holds G(uk,∆k) ⊆ ∂BS(u) such that condition (3.3)
is fulfilled, too.
Proof. Again, we denote the state associated with the limit u by y = S(u). Moreover,
we define
δy := min
i∈I(u)
|yi| > 0 and δq := min
i∈As(u)
∣∣|qi| − 1∣∣ > 0.
Since uk → u and S is globally Lipschitz, there exists K1 ∈ N so that
min
i∈I(u)
|yki | ≥
δy
2
and min
i∈As(u)
∣∣|qki | − 1∣∣ ≥ δq2 ∀ k ≥ K1.
Moreover, as ∆k → 0, we can find another index K2 ∈ N so that
∆k < min
{ δy
2Ly
,
δq
2Lq
}
∀ k ≥ K2.
Consequently, we obtain for all i ∈ I(u) that
|yki | ≥
δy
2
> Ly ∆k =⇒ i /∈ P(uk,∆k) ∀ k ≥ K := max{K1,K2}.
Analogously, for all i ∈ As(u), we have∣∣|qki | − 1∣∣ > Lq ∆k =⇒ i /∈ P(uk,∆k) ∀ k ≥ K := max{K1,K2},
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and therefore, since B(u) = {1, ..., n} \ (As(u) ∪ I(u)), it follows P(uk,∆k) ⊂ B(u)
as claimed. The second assertion of the lemma then immediately follows from Theo-
rem 4.4 and the construction of our approximation in (4.27).
For convenience of the reader, we next state the precise algorithm that arises, when
applying Algorithm 2.6 to (PVI). We again use the reduced objective function f(·) =
J(S(·), ·).
Algorithm 4.12 (Trust-Region Algorithm for the solution of (PVI)).
1: Initialization:
Choose constants
∆min > 0, 0 < η1 < η2 < 1, 0 < β1 < 1 < β2, 0 < µ ≤ 1
an initial value u0 ∈ Rn, and an initial TR-radius ∆0 > ∆min. Set k = 0.
2: for k= 0, 1, 2, ... do
3: Solve the variational inequality (VI) to compute the state yk associated with the
control uk.
4: Choose a subset Bk ⊆ B(uk), solve the adjoint equation
A(As(uk) ∪ Bk)pk = ∇yJ(yk, uk),
and set gk = pk +∇uJ(yk, uk).
5: Choose a matrix Hk ∈ Rn×nsym , e.g. via a BFGS-update using gk.
6: if gk = 0 then
7: STOP the iteration, 0 ∈ ∂Bf(uk).
8: else
9: if ∆k > ∆min then
10: Compute an inexact solution dk of the trust-region subproblem
min
d∈Rn
qk(d) := f(uk) + 〈gk, d〉+ 1
2
d>Hkd
s.t. ‖d‖ ≤ ∆k,
 (Qk)
that satisfies the generalized Cauchy-decrease condition
f(uk)− qk(dk) ≥ µ
2
‖gk‖ min
{
∆k,
‖gk‖
‖Hk‖
}
.
11: Compute the quality indicator
ρk :=
f(uk)− f(uk + dk)
f(uk)− qk(dk) .
12: else
13: Identify the possibly biactive indices and denote the elements of the power-
set of P(uk,∆k) by Bk1 , ...,Bkmk with mk = 2|P(uk,∆k)|.
14: for j = 1, ...,mk do
15: Solve the adjoint equation
A(As(uk) ∪ Bkj )pkj = ∇yJ(yk, uk),
and set gkj = pkj +∇uJ(yk, uk).
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16: end for
17: Compute an inexact, but feasible solution dk of the modified trust-region
subproblem
min
ζ∈R,d∈Rn
qk(d, ζ) := f(uk) + ζ +
1
2
d>Hkd
s.t. ‖d‖ ≤ ∆k,
〈gkj , d〉 ≤ ζ ∀ j = 1, ...,mk.
 (Qk)
that satisfies the modified Cauchy-decrease condition
f(xk)− qk(dk, ζk) ≥ µ
2
ψ(uk,∆k) min
{
∆k,
ψ(uk,∆k)
‖Hk‖
}
. (4.28)
18: Compute the stationarity measure ψ(uk,∆k) as solution of
ψ(uk,∆k) = − min
ξ∈R,d∈Rn
{ξ : ‖d‖ ≤ 1, 〈gkj , d〉 ≤ ξ ∀ j = 1, ...,mk}. (4.29)
19: Compute the modified quality indicator
ρk :=

f(uk)− f(uk + dk)
f(uk)− qk(dk, ζk) , if ψ(uk,∆k) > ‖gk‖∆k
0, if ψ(uk,∆k) ≤ ‖gk‖∆k.
20: end if
21: Update: Set
uk+1 :=
{
uk, if ρk ≤ η1 (null step),
uk + dk, otherwise (successful step),
∆k+1 :=

β1 ∆k, if ρk ≤ η1,
max{∆min,∆k}, if η1 < ρk ≤ η2,
max{∆min, β2∆k}, if ρk > η2.
Set k = k + 1.
22: end if
23: end for
Remark 4.13. Completely analogously to Lemma 3.2, one shows that the minimum
on the right hand side of (4.29) equals −min‖d‖≤1 φ(uk,∆k; d), which is the station-
arity measure from Assumption 2.4(2b).
Theorem 4.14. Assume that Algorithm 4.12 does not terminate in finitely many
steps and that Assumption 2.10 is satisfied for all k ∈ N. Then every accumulation
point of the sequence of iterates is C-stationary.
Proof. As seen in Lemma 3.2, since the inexact, but feasible solution (dk, ζk) of
(Qk) satisfies (4.28), dk also fulfills the modified Cauchy-decrease condition in (2.6).
Therefore, we can apply the results for our general Algorithm 2.6. As Lemmata 4.7,
4.10, and 4.11 show, the conditions in Assumptions 3.1 and 3.4, that guarantee the
convergence results for our trust-region algorithm applied to problems with composite
functions as in (3.1), are fulfilled in this concrete setting. Thus, Corollary 3.8 yields
the claim.
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5. Numerical results. In this section we verify the convergence properties of
the proposed trust-region algorithm by means of two different examples. The first
one is a toy problem in R2, for which the solution can be explicitely obtained and,
moreover, the convergence hypotheses of the method analytically proved. Our purpose
for this first experiment is to verify how the algorithm behaves in nondifferentiable
points, i.e., biactive points, either when an optimal solution is biactive or when the
algorithm has to move from such a point to further decrease the cost function.
The second example is concerned with the optimization of a variational inequality of
the second kind arising from the discretization of an optimal control problem. The
nondifferentiability in the variational inequality consists of the discretized L1 norm of
the state variable. The design variable (control) is the right hand side of the inequality,
and represents a distributed control force on the whole geometric domain (see [9] for
further details).
Unless otherwise specified, the used trust-region parameters are: η1 = 0.25, η2 =
0.75, β1 = 0.5, β2 = 1.1 and the initial radius for the algorithm was set to ∆0 = 1.
We use a positive definite BFGS second order matrix Hk, which is updated in every
successful trust-region step. For the fraction of Cauchy decrease, we consider the
parameter µ = 0.8. The algorithm stops whenever |uk+1−uk||u0| and the trust-region
radius are smaller than a given tolerance. To accelerate the method we also compute
the quasi Newton-step −H−1k g and apply a dogleg strategy (see, e.g., [15]).
Experiment 1. We consider here the numerical solution of a toy example in R2
to illustrate the main problem and algorithm features. Let us consider the simplified
variational inequality:
2y(v − y) + |v| − |y| ≥ u(v − y), ∀v ∈ R, (5.1)
whose solution can be obtained using the soft thresholding operator and is given in
closed form by:
y =

1/2(u− 1) if u ≥ 1,
0 if u ∈ [−1, 1],
1/2(u+ 1) if u ≤ −1.
(5.2)
The solution mapping is clearly globally Lipschitz continuous and directionally differ-
entiable. The directional derivative at u in direction h is given by η ∈ K(y) solution
of
2η(v − η) ≥ h(v − η), ∀v ∈ K(y), (5.3)
where K(y) is the convex cone defined by
K(y) := {v ∈ R : v = 0 if |q| < 1; vq ≥ 0 if y = 0 and |q| = 1}. (5.4)
Since for this simplified case the biactive set corresponds to the cases u ∈ {−1, 1} and
the set where |q| < 1 is the same as u ∈ (−1, 1), the cone may also be written as
K(y) = {v ∈ R : v = 0 if u ∈ (−1, 1); v ≥ 0 if u = 1, v ≤ 0 if u = −1} (5.5)
=
v ∈ R : v

≥ 0 if u = 1,
= 0 if u ∈ (−1, 1),
≤ 0 if u = −1.
 (5.6)
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From the projection formula on convex sets it then follows that
η = PK(y)(η − c(2η − h)) = PK(y)((1− 2c)η + ch)), ∀c > 0. (5.7)
Considering the quadratic cost function
J(y, u) =
1
2
|y − zd|2 + α
2
|u|2, (5.8)
we may define the reduced objective f(u) := J(y(u), u), which, thanks to the Lipschitz
continuity of the solution mapping, is a locally Lipschitz function. The directional
derivative is then given by
f ′(u)h = (y − zd)T η + αuTh (5.9)
Taking the particular value c = 1/2 in the projection formula (5.7) we get that
η = PK(y)
(
h
2
)
=

1
2 max(0, h) if u = 1,
0 if u ∈ (−1, 1),
1
2 min(0, h) if u = −1,
1
2h elsewhere.
(5.10)
Consequently,
f ′(u)h =

1
2 (y − zd) max(0, h) + αh if u = 1,
αuh if u ∈ (−1, 1),
1
2 (y − zd) min(0, h)− αh if u = −1,
1
2 (y − zd)h+ αuh elsewhere.
(5.11)
For the solution of this particular instance, we consider the Algorithm 4.12 with the
direction g ∈ ∂Bf(u) given by g = −(p+ αu), where the adjoint state p is computed
through
pi =
{
0 if i 6∈ I
(y − zd)i if i ∈ I.
(5.12)
Since in this case we are working with a single real variable, the direction can be
explicitely written as
g =
{
−αu if u ∈ [−1, 1],
− 12 (y − zd)− αu elsewhere.
(5.13)
Using (5.11) we may compute the directional derivative along the Bouligand direction
g yielding
f ′(u)g =

1
2 (y − zd) max(0,−αu)− α2u2 if u = 1,
−α2u2 if u ∈ (−1, 1),
1
2 (y − zd) min(0,−αu)− α2u2 if u = −1,
− [ 12 (y − zd) + αu]2 elsewhere.
(5.14)
=
{
−α2u2 if u ∈ [−1, 1],
− [ 12 (y − zd) + αu]2 elsewhere. (5.15)
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Consequently, f ′(u)g = −|g|2 for the direction considered, i.e., the element in As-
sumption 3.4 is explicitely given.
If the trust-region radius becomes smaller than ∆min = 1e−2, problem (Qk) is solved
for all possible variations of the possibly biactive set according to Definition 4.9.
For the current toy problem the latter reduces to solve two auxiliary QP problems,
and one extra for determining ψ(uk,∆k). The auxiliary problems are solved using
a Sequential Least Squares Programming (SLSQP) algorithm available in SciPy’s
Optimization library.
Since in this case the solution can be computed analytically, the different properties of
the algorithm can also be easily verified. This involves in particular the attainability
of minima, mainly when these points are biactive, or the escape from biactive points
when they are reached along the iterative process.
In Figure 5.1 the solution operator and the composite cost function are plotted. As
it can be oberved, the resulting objective function is piecewise differentiable with two
local minima at u¯1 = −1 and u¯2 = (4αud + 2zd + 1)/(4α + 1). The points u = −1
and u = 1 are biactive, and only one of them corresponds to a local minimum for the
problem.
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Fig. 5.1. Solution operator (left) and cost function (right). Parameters: α = 0, 01, zd = 1,
ud = −5.
If the initial point of Algorithm 4.12 is chosen below or equal than one, then the
method converges towards the local minimum u¯1, while it converges to u¯2 if the
starting iterate is chosen greater than one. In Figure 5.2 the number of trust-region
iterations for different initial points and α values is depicted. It can be easily observed
that reaching the nonsmooth minimum requires significantly more iterations than
reaching the smooth one, which is intuitively expected. Despite of that, the total
number of trust-region iterations stays below 20 in all cases.
Experiment 2. Let us start this experiment by recalling problem (PVI):
min
y,u∈Rn
J(y, u)
s.t. 〈ν−1Ay, v − y〉+ |v|1 − |y|1 ≥ 〈ν−1u, v − y〉, ∀ v ∈ Rn,
 (5.16)
where |.|1 denotes the 1-norm, i.e., |v|1 =
∑n
i=1 |vi|. We consider the matrix A as the
homogeneous finite differences discretization matrix of the negative two-dimensional
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Fig. 5.2. Number of trust-region iterations, depending on the initial guess u0 ∈ [−5, 5] and the
Tikhonov parameter α ∈ [1e− 4, 1e− 2].
Laplace operator with homogeneous Dirichlet boundary conditions on the domain
Ω = (0, 1)2. The 1-norm, together with the weight ν, is responsible for the level of
sparsity in the computed state. When ν increases, the state becomes sparser up to a
certain threshold where the state is identically zero.
As cost function we choose the classical tracking–type objective
J(y, u) :=
1
2
‖y − zd‖2 + α
2
‖u‖2,
where α > 0 is the Tikhonov weight and zd = χx1≥1. In Figure 5 the controlled states
for different values of ν are shown. As expected, it can be observed that as ν becomes
larger, the region where the state has zero value also increases. This is something
expected from the structure of the variational inequality constraint. Concerning the
behaviour of the biactive sets, in Figure 5 these sets are plotted for different ν values.
It can be realized that the biactive region is not dismissible in practice and should be
carefully handled.
Implementation details. The computational domain Ω was discretized using homo-
geneous finite differences with step size h = 1n+1 , where n is the number of inner
discretization points. The resulting stiffness matrix A is therefore penta-diagonal,
symmetric and positive definite. For the solution of the linear systems we therefore
considered MATLAB’s exact sparse solver. The trust-region radius lower bound was
set to ∆min = 1e− 3
The main costly step in our algorithm is the solution of the variational inequality
constraint. To improve the total computing time we therefore consider the inexact
solution of the variational inequality constraint in the first trust-region iterations, and
the exact solution of the problem in the last ones. Specifically, up to a tolerance of
1e − 2 for the norm of the trust-region residuum, the variational inequality is solved
by means of a semismooth Newton method (with a Huber regularization [14]). After
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Fig. 5.3. Optimal controlled state y for different parameters ν. From the left upper corner to
the lower right corner: ν = 4, ν = 8, ν = 12, ν = 18. Tikhonov parameter: α = 0.001; mesh size
step h = 1/41.
Fig. 5.4. Biactive sets for different parameters ν. From the left upper corner to the lower right
corner: ν = 4, ν = 8, ν = 12, ν = 18. Tikhonov parameter: α = 1e− 3; mesh size step h = 1/61.
that, and until the required tolerance is reached (typically 1e − 6), the lower level
problem is solved using a recently proposed orthantwise method [8]. The orthantwise
method stops whenever the norm of the pseudo-gradient is smaller than 1e− 7.
Performance. The proposed inexact trust–region algorithm does not have significant
difficulties for solving the optimization problem at hand, even when the solution
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h = 1/20 h = 1/40
HHHHHα
ν 4 8 12 18 4 8 12 18
1e− 1 46(20) 46(20) 46(20) 46(20) 53(25) 53(25) 53(25) 53(25)
1e− 2 26(22) 69(20) 69(20) 69(20) 30(26) 76(24) 76(24) 76(24)
1e− 3 35(31) 28(23) 26(21) 72(08) 46(41) 36(25) 29(25) 79(08)
1e− 4 35(30) 38(33) 41(35) 72(08) 104(40) 105(37) 85(42) 79(08)
Table 5.1
Number of iterations in two different meshes for different values of α and ν.
has large biactive sets. The total iteration number of the trust–region method is
provided in Table 5.1 for two medium size meshes and different values of the Tikhonov
parameter α and the coefficient ν. The number of trust-region iterations where the
semismooth Newton solver was used is registered in parenthesis.
6. Conclusions. We have presented a non-smooth trust–region algorithm for
solving optimization problems with locally Lipschitz continuous functions and, under
suitable assumptions, we prove convergence of the iterates to a C-stationary point.
The structure of the trust-region subproblem is dependent on the size of the current
trust-region radius and allows to escape from non-differentiable points which are not
necessarily local minima.
As a particular instance we have considered optimization problems with a class of
variational inequality constraints and proposed a computable model function to be
used along the trust–region iterations. The construction of this model is based on a
precise characterization of the Bouligand-subdifferential associated with the solution
operator of the variational inequality. Moreover, thanks to the structure of these types
of problems, the computation of the solution to the trust-region subproblem (Qk) can
be carried out just by adding a finite number of inequality constraints dependent on
the size of the biactive set.
The proposed algorithm is general enough to deal with several classes of problems. We
tested it for the particular case of optimization problems constrained by variational
inequalities of the second kind and its performance was succesfully verified. The
investigation of the behaviour of the algorithm for other types of problem is a matter
of future research.
Appendix A. Proof of Lemma 2.15.
First we note that the setting in (2.18) and (2.19) fulfills the requirements of the
initialization in Step 1 of Algorithm 2.6. In particular, the condition β1 + β1β2 < 1
ensures that the interval for x0 is non-empty and that ∆0 ∈ (0, 1]. It moreover
guarantees that
θ :=
( b
a
− 1
) β1
β1β2 − 1 +
b
a
∈ (0, 1)
so that the interval [θ, 1) is non-empty and η1 can be chosen as required in (2.18).
Throughout the proof, we assume that the trust-region subproblems in (Qk) and (Q˜k)
are solved exactly (which is not restrictive at all, as they represent one-dimensional
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linear programs). We show by induction that, for all k ∈ N0, it holds
(i) x2k = (β1β2)kx0, (ii) x2k+1 = x2k, (iii) ∆2k = (β1β2)k∆0,
(iv) ∆2k+1 = β1(β1β2)k∆0, (v) ρ2k ≡ θ, (vi) ρ2k+1 ≡ 1.
Let k = 0. Then (i) and (iii) are obviously true. Furthermore, since ∆0 < ∆min
by (2.19), the first trust-region subproblem is given by (Q˜k), whose exact solution is
d0 = ∆0 because of φ˜(x0,∆0; d) = −ad (as x0 < 0) and H0 = 0. Therefore, thanks to
(2.19), we arrive at
x0 + d0 = x0 + ∆0 = x0
(
1 +
β1β2 − 1
β1
)
∈ (0, 1) (A.1)
Consequently, on account of (2.19) and ψ(x0,∆0) = a > a∆0, (2.7) gives
ρ0 =
f(x0)− f(x0 + d0)
−φ˜(x0,∆0; d0)
=
−ax0 + b(x0 + ∆0)
a∆0
= θ ≤ η1
so that (v) is true for k = 0. The update in (2.8) and (2.9) thus implies x1 = x0 and
∆1 = β1∆0, i.e., (ii) and (iv) for k = 0. To compute ρ1, observe that again d1 = ∆0
is the solution of the trust-region subproblem and x1 + ∆1 = β1β2x0 < 0. Hence,
ρ1 =
f(x1)− f(x1 + ∆1)
−φ˜(x1,∆1)
=
−ax1 + a(x1 + ∆1)
a∆1
= 1,
giving (vi) for k = 0.
Now let k ∈ N0 be arbitrary and suppose that (i)–(vi) is true for that k. Since
x2k+1 = x2k = (β1β2)
kx0 < 0, we obtain d2k+1 = ∆2k+1 as the is the exact solution
of the trust-region subproblem. Thus, from ρ2k+1 = 1 and the update formulas in
(2.8) and (2.9) it follows that x2(k+1) = x2k+1 + ∆2k+1 = (β1β2)kx0 +β1(β1β2)k∆0 =
(β1β2)
k+1x0 and ∆2(k+1) = β2∆2k+1 = (β1β2)k+1∆0, i.e., (i) and (iii) for k+1. Thus,
x2(k+1) < 0 and ∆2(k+1) is the exact solution of the trust-region subproblem. More-
over, (A.1) yields x2(k+1) + ∆2(k+1) = (β1β2)k+1(x0 + ∆0) ∈ (0, 1) and consequently
ρ2(k+1) =
f(x2(k+1))− f(x2(k+1) + d2(k+1))
−φ˜(x2(k+1), d2(k+1))
=
−ax2(k+1) + b(x2(k+1) + ∆2(k+1))
a∆2(k+1)
=− (β1β2)
k+1x0
(β1β2)k+1∆0
+
b
a
(β1β2)
k+1x0 + (β1β2)
k+1∆0
(β1β2)k+1∆0
= θ ≤ η1,
which is (v) for k + 1. Therefore, the update formulas in (2.8) and (2.9) give (ii) and
(iv) for k + 1. Therefore, it follows that
x2(k+1)+1 + ∆2(k+1)+1 = (β1β2)
k+1x0 + β1(β1β2)
k+1∆0
= (β1β2)
k+1x0 + (β1β2)
k+1(β1β2 − 1)x0 = (β1β2)k+2x0 < 0
such that
ρ2(k+1)+1 =
f(x2(k+1)+1)− f(x2(k+1)+1 + ∆2(k+1)+1)
−φ˜(x2(k+1)+1,∆2(k+1)+1)
=
−ax2(k+1)+1 + a(x2(k+1)+1 + ∆2(k+1)+1)
a∆2(k+1)+1
= 1,
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i.e., (vi) for k+ 1, which completes the proof of (i)–(vi). Therefore, if the local model
in (2.15) is used and the trust-region subproblems are solved exactly, then, with the
setting in (2.18) and (2.19), we obtain xk → 0, as claimed.
By contrast, if we apply the non-local model function in (2.16), then xk → 1, which is
seen as follows: Firstly, one shows analogously to the proofs of Lemma 3.6 and 3.7 that
the model function in (2.16) satisfies the conditions in Assumption 2.4(2). Therefore,
the convergence analysis from Section 2.1 applies. On the other hand, by construction
of the algorithm, the sequence of iterates stays in the level set {x ∈ R : f(x) ≤ f(x0)},
which is clearly compact for every initial point x0 in case of our one-dimensional
objective in (2.17). Therefore, there is a converging subsequence, whose limit it C-
stationary by Theorem 2.13. The only C-stationary point of this objective however is
x = 1 so that the uniqueness of the limit gives the convergence of the whole sequence.
Remark A.1. Based on (i)–(vi), we can now specify the failure of the local model in
(2.15). Evaluating the expression in (2.4) for the sequence of iterates yields
f(x2k + d2k)− f(x2k)− φ˜(x2k,∆2k; d2k)
∆2k
=
−b(x2k + ∆2k) + ax2k + a∆2k
∆2k
=
(a− b)(x0 + ∆0)
∆0
≡ const. > 0
although x2k → 0, ∆2k → 0, and ψ(x2k,∆2k)→ a > 0, so that Assumption 2.4(2c) is
not fulfilled in case of the local model. Since this assumption can be interpreted as a
non-smooth remainder term property, this again demonstrates the lack of neighborhood
information in case of local models.
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