Abstract| For the problem of signal extraction from noisy data, Waveshrink has proven to be a powerful tool both from an empirical and asymptotic point of view. Waveshrink is especially e cient at estimating spatially inhomogeneous signals. A key step of the procedure is the selection of the threshold parameter. Donoho and Johnstone propose a selection of the threshold based on a minimax principle. Their derivation is speci cally for real signals and real wavelet transforms. In this article we propose to extend the use of Waveshrink to denoising complex signals with complex wavelet transforms. We illustrate the problem of denoising complex signals with an Electronic Surveillance application.
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I. Background
Suppose we observe a univariate real signal s = (s 1 ; s 2 ; : : :; s N ) 2 IR N at equispaced locations x n according to the model s n = f(x n ) + z n ; n = 1; : : :; N; where the z n are identically and independently distributed standard Gaussian random variables. So we assume that the variance of the noise is known and unity (i.e., = 1). In practice the variance 
where E stands for the expectation over the observed noisy signal s. Expansion-based nonparametric estimators assume that the underlying signal can be well approximated by a linear combination of P known basis functions p (e.g., splines, Fourier trigonometric functions), namely that f(x) P P p=1 p p (x). Once a set of basis functions is chosen, the only quantities to estimate are the basis function coefcients = ( 1 ; : : :; P ). The signal estimate is thenf = ^ , where is the matrix of discretized p . The hat on top of a variable is the notation used throughout this article to indicate the estimate of the corresponding variable. A. Waveshrink Waveshrink is an expansion based estimator proposed by Donoho and Johnstone 2]. The expansion is on wavelets, a set of P = N compactly supported and orthonormal functions on the real line. Under the hypothesis that the underlying signal is periodic, the wavelets are orthonormal on the support of the signal and the matrix is orthonormal. Let us denote by 0 the transpose of . The orthonormality property has two important consequences. First the Least Squares estimate of the wavelet coe cients,^ = 0 s Normal( ; I N );
is unbiased, and the coe cients are independent of each other with same variance. Secondly the risk in function values (1) equals the risk in coefcient values: for any estimate^ of , we have R(f; f) = R(^ ; ). So we can concentrate on estimating the wavelet coe cients and measure the predictive performance of an estimator in the coefcient values. The Least Squares estimate is unbiased, but does not denoise the original signal sincef = ( 0 s) = s. The corresponding risk equals the variance of the noise, namely, R(^ ; ) = 1. To estimate the wavelet coe cients with a smaller risk at the cost of introducing some bias, Donoho and Johnstone 2] propose to apply component-wise a function ( ) that shrinks the Least Squares estimate towards zero to obtain the following estimate,
where is the threshold parameter of the shrinkage function, a meta parameter of the Waveshrink procedure. The risk of the estimate (3) is the sum of the risks component-wise, namely,
with ( ; n ) = (^ ;n ? n ) 2 . Because a wide class of functions f can be well approximated by the linear combination of a few wavelets, Donoho and Johnstone 2] propose to enforce sparsity by using either the hard shrinkage function The threshold parameter controls the biasvariance trade-o of the risk (4). Its selection is crucial for Waveshrink to give a good estimation of the underlying signal. Donoho and Johnstone 2] proposed a selection of the meta parameter based on a minimax principal. Their approach can be summarized in three steps:
Oracle risk for diagonal linear projection. They considered a \diagonal linear projection" estimator that keeps or kills each Least Squares coecient with a di erent meta parameter n , namely, = diag( 1 ; : : :; N )^ , where 2 f0; 1g N . This estimator has a total of N meta parameters, one for each Least Squares coe cient. It would be difcult in practice to estimate the N meta parameters. Donoho and Johnstone invoked an oracle (i.e., the knowledge of the quantity to estimate ) and considered selecting by minimizing the risk. The optimal risk is R(DP; ) := min R(^ ; ) = N X n=1 min(j n j 2 ; 1): (6) In practice one would like to approach closely this ideal risk.
Universal threshold.
They considered the Waveshrink estimate (3) with the soft shrinkage function, and select the single meta parameter N = p 2 logN, so that the estimator achieves the performance of the oracle estimator within a factor of essentially 2 log N for all possible true coe cients, namely, R(^ N ; ) (2 logN + 1)
? 1 + R(DP; ) (7) for all 2 IR N . The universal threshold also has the advantage that, if the signal is in fact white noise (i.e., s n = z n ), then the signal will be estimated as zero with high probability since P(max n jz n j > 
II. Waveshrink for complex signals
So far it has been assumed that the signal is realvalued. In some applications, however, the signal is complex-valued (see for instance our application in section III) and the wavelets have real and imaginary parts. Examples of complex wavelets include the complex Daubechies wavelets 6], chirplets 7] and brushlets 8].
To denoise the signal, both the real and imaginary parts of the Least Squares coe cients have to be shrunk towards zero. A simple shrinkage procedure would consist in independently shrinking the real and imaginary parts of the Least Squares wavelet coe cients (2) . One drawback of this procedure is that the underlying signal estimate is not guaranteed to have a sparse wavelet representation (a shrunk coe cient may have its real part set to zero but not its imaginary part, and vice versa). Moreover the phases of the Least Squares coe cients are changed by this kind of shrinkage. If instead the moduli of the Least Squares coe cients are shrunk, then both the real and imaginary parts are guaranteed to be set to zero together, and the phases remain the same. Shrinking the moduli is the natural generalization of Waveshrink to complex signals since it forces sparsity on the wavelet representation.
To be more speci c, suppose we observe a univariate complex signal s = (s 1 ; s 2 ; : : :; s N ) 2 C N at equispaced locations x n according to the model s n = f(x n ) + z n ; n = 1; : : :; N;
where the z n = z 1n + iz 2n are identically and independently distributed complex random variables with (z 1n ; z 2n ) 0 Normal(0; I 2 ). And let us again assume that the underlying complex function can be well approximated by a linear combination of wavelets, namely, f(x) P P p=1 p p (x), where now the 's are complex coe cients and the ()'s are complex wavelets. As in the real case (3), we de ne the soft-Waveshrink estimate by^ = (sof t) (^ ), where^ = 0 s is the (complex) Least Squares estimate. We generalize the soft shrinkage function to complex values as (sof t) ( ) = j j (j j ? ) + ; (8) where j j is now the modulus of the complex number . After applying the soft shrinkage function to the Least Squares coe cients, the moduli are shrunk towards zero and the phases of the Least Squares coefcients are unchanged. Any complex Least Squares coe cient which modulus is less than is set to zero: the sparsity in the wavelet representation of the underlying complex signal is insured.
As in the real case, the key step is in the selection of the threshold parameter . The selection of the meta parameter must however be adapted to complex values since the distribution of the moduli of the Least Squares wavelet coe cients is no longer Gaussian. In the following we will essentially follow the three steps of section I-B for deriving the universal and minimax thresholds: in section II-A.1, we derive the oracle risk for diagonal linear projection; in section II-A.2, we achieve the oracle risk to a factor of 1 + log(N logN) with the universal threshold N ; nally in section II-A.3, we nd the minimax threshold N that achieve the optimal factor N .
A This is analogous to equation (6) for complex signals, and it constitutes our reference predictive performance.
A.2 Universal threshold
In Appendix A, we rewrite the risk de ned in equation (9) in the convenient form of equation (15). Note that the three terms of the second and third lines of equation (15) This equation is analogous to equation (7) . As in the real case, as the number of observations N becomes large, only the predominant features of a signal remain after denoising. Indeed, for N independent and identically distributed standard Gaussian complex random variables Z n , we have: The table  is analogous to Table 2 of 2].
III. Application
In the previous section we have derived the universal and minimax thresholds for denoising complex signals with Waveshrink. We now use the procedure for an Electronic Surveillance application. In this Electronic Surveillance application, we are interested in the problem of passive detection and ngerprinting of incoming radar signatures from an electronic surveillance platform. The observed complex signal plotted in Figure 1 is N = 2048 samples from a chirped RF source at 3db with jamming interference.
We propose to model the underlying complex signal as a linear combination of wavelets. It is natural for this application to use chirplets 7], a collection of locally supported basis functions whose frequency changes linearly with time. The collection is however \over-complete" in the sense that its cardinal P is larger than the number of observations N. The matrix has more columns than rows and is therefore not orthonormal. Chen, Donoho and Saunders 9] proposed an extension of soft-Waveshrink, called Basis Pursuit, to estimate the coe cients in the over-complete situation. The coe cient estimatê is de ned as the solution to the Basis Pursuit optimization problem: where k k 1 = P P p=1 j p j. This de nition of the coe cients is a generalization of Waveshrink because, interestingly, the soft-Waveshrink estimatê = (sof t) ( 0 s) is the closed form solution to the Basis Pursuit optimization problem when is orthonormal. The non-trivial Basis Pursuit optimization problem (when is over-complete) can be solved by an Interior Point algorithm 9] in the real case or by a Block Coordinate Relaxation algorithm 10] in the real and complex cases. The latter is guaranteed to converge and has been found to be empirically more e cient.
As for Waveshrink, the estimate of the meta parameter in (12) is a crucial point of the Basis Pursuit procedure. In practice, the threshold (universal or minimax) developed for Waveshrink gives a good denoising performance to Basis Pursuit. Because our application is concerned with feature extraction, we propose to use the universal threshold. By property (10) , most interferences will be erased and the main features of the underlying signal will be revealed. Using the estimate of the standard deviation of the noise proposed by Donoho and Johnstone in 1] for Gaussian noise, we nd that = :51. So our selection of the meta parameter is =^ p 2 log(N logN) = 2:22. After solving the Basis Pursuit optimization problem, we obtain the denoised estimatef = ^ . Figure 2 shows the spectrogram of the original signal on top, and the spectrogram of the denoised signal at the bottom. While a chirp with linearly decreasing frequency is already slightly visible in the original signal, it is interesting to see how Basis Pursuit with the universal selection of the meta parameter has \cleaned-up" the signal from most of the jamming interference. For even better results, one can choose the meta parameter by hand. For instance Figure 3 shows the Basis Pursuit denoised signal with = 4.
An automatic procedure will more easily detect the ngerprint of an incoming radar signature on the denoised signal than on the original one. 
IV. Conclusions
We have generalized Waveshrink and Basis Pursuit to complex signals. Both procedures need a selection of the meta parameter that controls the amount of denoising. For using the two procedures on complex signals, we have derived the universal and minimax thresholds selection of in a similar fashion as previously proposed for real signals by Donoho and Johnstone 2]. We then used the Ba- sis Pursuit procedure with the proposed universal threshold to successfully denoise a complex signal in an Electronic Surveillance application. 
