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ON THE GRAPHON MEAN FIELD GAME EQUATIONS:
INDIVIDUAL AGENT AFFINE DYNAMICS AND MEAN FIELD
DEPENDENT PERFORMANCE FUNCTIONS
PETER E. CAINES, DANIEL HO, MINYI HUANG, JIAMIN JIAN, AND QINGSHUO SONG
Abstract. This paper establishes unique solvability of a class of Graphon Mean
Field Game equations. The special case of a constant graphon yields the result for
the Mean Field Game equations.
1. Introduction
Mean Field Game (MFG) theory establishes Nash equilibirum conditions for large
populations of asymptotically negligible non-cooperating agents via an analysis of
the infinite limit population (Huang, Caines, and Malhame [9, 11, 10]; Lasry and
Lions [15]). The resulting PDEs consist of a backward Hamilton-Jacobi-Bellman
(HJB) equation and a forward Fokker-Planck-Kolmogorov (FPK) equation for each
generic agent. These equations are linked by the state distribution of a generic agent
which is called the mean field of the system.
The basic structure of standard MFG theory assumes a symmetry in the connec-
tions of the agents but not necessarily of their dynamics. However, in the recent
studies [1, 2, 3] asymmetric graph connections in large population games are consid-
ered. Large subpopulations (or clusters) of agents are placed at their particular nodes
and communicate with the neighbouring subpopulations via the graph edges. The
graphs are heterogeneous with the edges having not necessarily identical weights.
In the network limit, a graphon gives the communication weights g(α, β), see for
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instance the introductions to each of [1, 2, 3, 7] for the Graphon MFG framework
(GMFG) and [16] for the graphon theory. Along with [1, 2, 3], this paper proposes a
new type of MFG PDE system, the Graphon Mean Field Game system characterized
by the GMFG equations. Our goal here is to establish the unique solvability of the
GMFG equation in an appropriate function space.
The GMFG equations consist of a collection of parameterized Hamilton-Jacobi-
Bellman equations, HJB(α), α ∈ [0, 1], and a collection of parameterized Fokker-
Planck-Kolmogorov equations, FPK(α) with α ∈ [0, 1]. The solution of a set of
GMFG equations is a parameterized pair (v, µ), where v[α] = v(t, α, x) solves the
HJB(α) equation and µ[α] = µ(t, α, x) solves the FPK(α) equation. The coupling
of the system PDEs in this paper has the following features (see [3] for a more general
framework subject to different hypotheses):
• FPK(α) depends upon HJB(α) through its first order coefficient ∇v.
• HJB(α) depends upon FPK(α′) for all α′ ∈ [0, 1] through the graphon g
acting on µ[α′]; this is the major difference from MFG.
The GMFG equations with a constant graphon reduce to the classical MFG system
as a special case, moreover the original methods to establish solvability of the classical
MFG equations are helpful in the present case, see [4], [18], [8], and [10], [17]. In
[10] and [17], a Banach fixed point analysis is used depending on a contraction
argument; this is based on assumptions on the Lipschitz continuity of the functions
appearing in the GMFG equations and their derivatives, and yields uniquenss as
well as existence. This approach is used in the parallel study [3] of the solvability
of the GMFG equations. On the other hand, [4] and [18] carry out the existence
and uniqueness analysis by use of the Schauder fixed point theorem based upon
regularity assumptions and then obtains uniqueness via a monotonicity assumption
on the running cost.
In this work, similar to the aforementioned analyses, we will establish the exis-
tence of solutions via the application of a fixed point theorem. Having said that, the
major difficulty for GMFG is to obtain the regularity of the solution with respect
to the variable α, which is essential to the existence result by Schauder’s fixed point
theorem. To be more illustrative, for instance, to obtain a uniform first order es-
timate of |∇v(t, α, x) − ∇v(t, α′, x)| for the solution v of HJB, one has to compare
the solutions from two different HJBs parameterized by α and α′. This leads to a
study of the sensitivity with respect to coefficient functions of corresponding PDEs.
Interestingly, we conclude the local Lipschitz continuity of the solution map, which
is sufficient for our purpose. For instance, if we denote by u[f ] the HJB solution
corresponding to the running cost f , then |u[f1] − u[f2]|0,1 ≤ KR|f1 − f2|0,2 for any
|f1|0,2, |f2|0,2 < R, see Theorem 9.
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The paper is organized as follows. Section 2 gives the problem set up. Section 3
presents the regularity of parabolic PDE with non-Ho¨lder coefficients and applies this
to the FPK. Section 4 presents the existence result and Section 5 treats uniqueness.
Section 6 presents a summary and extensions of the main result. For better clarity,
all notions used in this paper has been collected and explained in the Appendix.
2. Problem setup
Let Td be d-torus. P1(Td) is the Wasserstein space of probability measures on Td
satisfying ∫
Td
|x|dµ(x) <∞
endowed with 1-Wasserstein metric d1(·, ·) defined by
d1(µ, ν) = inf
pi∈Π(µ,ν)
∫
Td×Td
|x− y|dπ(x, y),
where Π(µ, ν) is the collection of all probability measures on Td × Td with its
marginals agreeing with µ and ν.
We consider the following large system of multi-agent problems. A generic agent
can be identified by its state pair (α, x) ∈ [0, 1]×Td, where α is the cluster index and
x is a pure Td valued state. The weight of connections between clusters are given
by a symmetric measurable function g : [0, 1]2 7→ R, which is commonly referred to
a graphon [16]. The population density at the cluster α at time t will be given by
µ(t, α) ∈ P1(Td).
Example. Two examples of graphons are given as the following, while the reader
is referred to [16] for the fundamental theory of this subject. A uniform graphon
which corresponds to the limit of a sequence of Erdoes-Renyi graphs with paramter
p, 0 ≤ p ≤ 1, is given by
g(α, α′) = p, ∀α, α′ ∈ [0, 1] (1)
and the Uniform Attachment graph limit has the graphon
g(α, α′) = 1−max{α, α′}, ∀α, α′ ∈ [0, 1]. (2)

A running cost incurred to the generic agent of (α, x) with a feedback control
exertion a : [0, T ]× [0, 1]× Td 7→ Rd at time t is given by
ℓ(µ, g, a, t, α, x) =
1
2
|a(t, α, x)|2 + ℓ1(µ, g, t, α, x) (3)
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for some given function ℓ1(·, ·, ·, ·, ·). The following cost can be considered as an
example for ℓ1
ℓ1(µ, g, t, α, x) =
∫ 1
0
∫
Td
ℓ2(x, y)µ(t, α
′, dy) g(α, α′) dα′ (4)
for some ℓ2 : T
d × Td 7→ R.
Let b1 : [0, T ]× [0, 1]×Td 7→ Rd and m0 : [0, 1]×Td 7→ R+ be two given functions
of time. Then finding the solution of the GMFG equations consists of solving for the
unknown triples (v, a∗, µ):
• the value function v : [0, T ]× [0, 1]× Td 7→ R,
• optimal control a∗ : [0, T ]× [0, 1]× Td 7→ Rd,
• and the density µ : [0, T ]× [0, 1]× Td 7→ R+,
satisfying the alpha parameterized family

∂tv + (b1 + a
∗) · ∇v + 1
2
∆v + ℓ(µ, g, a∗) = 0
a∗(t, α, x) = arg min
a∈Rd
{a · ∇v(t, α, x) + 1
2
|a|2}
∂tµ = −divx((b1 + a∗)µ) + 1
2
∆µ
v(T, α, x) = 0, µ(0, α, x) = m0(α, x).
(5)
We want to establish existence, uniqueness for the solution of (5) in an appropriate
solution space. In the first and third equation of (5), each term is a function of
(t, α, x) without further specification. In particular, the ℓ(µ, g, a∗) shall be under-
stood as a mapping
(t, α, x) 7→ ℓ(µ, g, a∗)(t, α, x) := ℓ(µ, g, a∗, t, α, x).
3. Some regularity results
We are going to present sensitivity results of the parabolic PDE and FPK equations
with respect their coefficients separately, which eventually serve for the proof of fixed
point theorem as key elements.
3.1. Parabolic equations. Consider the equation{
∂tu = b · ∇u+ 12∆u− cu+ f, on (0, T )× Td
u(0, x) = 0, on x ∈ Td. (6)
We will denote the solution map by u = u[b, c, f ] whenever it is necessary to empha-
size its dependence on the coefficient functions.
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3.1.1. Preliminaries on solvability. If the coefficients b, c and f are Ho¨lder in both
variables (t, x), then there exists a unique classical solution.
Lemma 1. If b, c, f ∈ Cδ/2,δ([0, T )× Td) holds for some δ ∈ (0, 1), then there exists
unique solution u ∈ C1+δ/2,2+δ([0, T )× Td) of (6) satisfying
|u|1+δ/2,2+δ ≤ Ψ(|c|δ/2,δ, |f |δ/2,δ)
for some positive increasing function Ψ. Moreover, the v(t, x) = u(T − t, x) has a
probability representation v[b, c, f ] of the form
v(t, x) = v[b, c, f ](t, x) := E
[ ∫ T
t
exp{−
∫ s
t
c(r,X t,x(r))dr}f(s,X t,x(s))ds
]
, (7)
where
X t,x(s) = x+
∫ s
t
b(r,X t,x(r))dr +W (s)−W (t) := X [b, t, x](s) (8)
for some Brownian motion W .
Proof. The solvability and its Ho¨lder estimate is from Theorem 8.7.2 and Theorem
8.7.3 of [13], Theorem IV.5.1 of [14]. The probabilistic representation v[b, c, f ] is from
Feynman-Kac formula, see [6]. 
Later we also need to use the following definition of weak solution, see [5].
Definition 2. A function u ∈ L2([0, T ], H1(Td)) is a weak solution of (6) if u
satisfies{ ∫
Td
φ(−∂tu+ b · ∇u− cu+ f)dx = 12
∫
Td
∇φ · ∇udx, ∀φ ∈ H1(Td)
u(0, x) = 0, on x ∈ Td. (9)
We have the following uniqueness with the same assumptions as of Lemma 1.
Lemma 3. If b, c, f ∈ Cδ/2,δ([0, T )× Td) holds for some δ ∈ (0, 1), then there exists
unique weak solution of (6) in L2([0, T ], H1(Td)).
Proof. By Lemma 1, there exists a classical solution u. Together with the com-
pactness of the domain, it yields u ∈ L2([0, T ], H1(Td)). By Theorem 7.4 of [5],
uniqueness in L2([0, T ], H1(Td)) holds if b, c ∈ L∞ and f ∈ L2, and this is valid,
since all coefficients are continuous on the compact domain. 
For the subsequent developments, we will use the following probabilistic estimate.
Lemma 4. Consider b1, b2 ∈ C0,1([0, T ]× Td) and x1, x2 ∈ Td for (8). Then, there
exists unique strong solutions X i = X [bi, t, xi] for i = 1, 2, respectively. Furthermore,
the following inequality holds:
E sup
t∈[0,T ]
|X1(t)−X2(t)|m ≤ Ψ(|b1|0,1, |b2|0,1)(|x1 − x2|m + |b1 − b2|m0
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for some positive increasing function Ψ and any m ≥ 1.
Proof. It is a consequence Jensen’s inequality applying to the estimation given by
P405 of [6] with changing the state domain of (8) from d-torus Td to a periodic state
domain Rd. 
3.1.2. First order regularity and sensitivity of the solution map. Although Lemma
1 has an estimation on |u|1,2, its upper bound is relevant to the Ho¨lder norm of
coefficients in the t variable, which is not desirable. In the next, we will develop and
upperbound of the form independent of Ho¨lder in t, i.e. |u|1,2 ≤ Ψ(|b|0,2, |c|0,2, |f |0,2).
We define a linear operator
Lu = ∂tu− b · ∇u− 1
2
∆u. (10)
First result is on an estimate of |u|0 = sup[0,T )×Td |u(t, x)|.
Lemma 5. If c, f ∈ Cδ/2,δ([0, T ]× Td), then u of (6) satisfies |u|0 ≤ e|c|0T |f |0T .
Proof. If c = 0, then with u1 = |f |0t,
Lu1 − f = |f |0 − f ≥ 0.
If c 6= 0, then with u2 = |f |0(e
|c|0t−1)
|c|0
,
(L+ c)u2 = |f |0e|c|0t
(
1 +
c
|c|0
)
− c|c|0 |f |0
= |f |0(e|c|0t − 1)
(
1 +
c
|c|0
)
+ |f |0
≥ f.
Note that both u1 and u2 are no greater than e
|c|0T |f |0T , and finally the comparison
principle yields the result. 
Next we will have the first order estimate independent to the Ho¨lder norm in t
of the coefficients. It also gives sensitivity of the solution map with respect to the
coefficients.
Lemma 6. Let b, c, f ∈ Cδ,1([0, T ] × Td) satisfying |b|0,1, |c|0,1, |f |0,1 < K for some
positive constant K and δ ∈ (0, 1). Then the solution u of (6) belongs to C1,2([0, T ]×
T
d) with
|u|0,1 ≤ Ψ(K).
Furthermore, the solution map u = u[b, c, f ] satisfies, for any
|b1|0,1, |b2|0,1, |c1|0,1, |c2|0,1, |f1|0,1, |f2|0,1 < K
for the same K
|u[b1, c1, f1]− u[b2, c2, f2]|0 ≤ Ψ(K)(|b1 − b2|0 + |c1 − c2|0 + |f1 − f2|0).
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Proof. u of (6) can be written by u(t, x) = v[b, c, f ](T − t, x) with its probability
representation of (7). With X i = X [t, xi, bi] of (8), if we define
Λis = e
−
∫ s
t
c(r,Xi(r))dr,
then
v[bi, c, f ](t, xi) = E[
∫ T
t
Λisf(s,X
i(s))ds].
For simplicity, we set K = max{|b1|0,1, |b2|0,1, |c|0,1, |f |0,1}. We first note that, by
mean value theorem
|Λ1s − Λ2s| ≤ Ψ(K) sup
t∈[0,T ]
|X1(t)−X2(t)|
with probability one for some positive increasing function Ψ. In particular, we can
use Lemma 4 to obtain
E sup
s∈[0,T ]
|Λ1s − Λ2s| ≤ Ψ(K)(|x1 − x2|+ |b1 − b2|0). (11)
Therefore, we have
|v[b1, c, f ](t, x1)− v[b2, c, f ](t, x2)| ≤ E
∫ T
t
|Λ1sf(s,X1(s))− Λ2sf(s,X2(s))|ds
≤ E
∫ T
t
(|Λ1|0|f(s,X1(s))− f(s,X2(s))|+ |f |0|Λ1s − Λ2s|)ds
≤ E
∫ T
t
Ψ(|c|0)|∇f |0|X1(s)−X2(s)|ds+ E
∫ T
t
|f |0|Λ1s − Λ2s|ds
≤ TΨ(|c|0)|∇f |0E sup
s∈[0,T ]
|X1(s)−X2(s)|+ T |f |0|E sup
s∈[0,T ]
|Λ1s − Λ2s|.
Applying Lemma 4 and (11), we have
|v[b1, c, f ](t, x1)− v[b2, c, f ](t, x2)| ≤ Ψ(K)(|x1 − x2|+ |b1 − b2|0).
In particular, with x1 = x2 = x, this yields the sensitivity of the solution map on the
drift b, by writing that
|v[b1, c, f ]− v[b2, c, f ]|0 ≤ Ψ(K)(|b1 − b2|0).
One can similarly show the sensitivity of the solution map to other coefficients and
we omit them here. If b1 = b2 = b, then we can write
|v[b, c, f ](t, x1)− v[b, c, f ](t, x2)| ≤ Ψ(K)(|x1 − x2|),
which also implies that |∇u|0 ≤ Ψ(K). 
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3.1.3. Second order regularity and first order sensitivity. Next, we will see that under
better regularity of c and f in x, we can improve regularity and sensitivity. Formally,
if u of (6) is smooth enough, one can take derivatives of the equation to conclude
that u¯j = ∂ju is the solution of the following equation depending on c, f and u of
(6).{
∂tu¯j = b · ∇u¯j + 12∆u¯j − cu¯j − u∂jc+ ∂jb · ∇u+ ∂jf, on (0, T )× Td
u¯j(0, x) = 0, on x ∈ Td (12)
However, (12) is valid only if u ∈ C1,3 is given apriori.
Lemma 7. If b, c, f ∈ Cδ,2([0, T ) × Td) for some δ ∈ (0, 1), then the solution u of
(6) is in C1,3([0, T )× Td) and u¯j = ∂ju is the unique solution of (12).
Proof. By Lemma 3, u satisfies, for any φ ∈ H2(Td),∫
Td
φ(−∂tu+ b · ∇u− cu+ f)dx = 1
2
∫
Td
∇φ · ∇udx.
Now, if we replace the test function φ by ∂iφ in the above variational form, then we
have ∫
Td
∂iφ(−∂tu+ b · ∇u− cu+ f)dx = 1
2
∫
Td
∇∂iφ · ∇udx.
Using integration by parts, we can show that u¯j solves the variational form of (12)
for any φ ∈ H2(Td). Since H2(Td) is a dense subset in H1(Td), u¯j is indeed a unique
weak solution of (12).
Lastly, since the ∂xb, ∂xc, ∂xf ∈ Cδ,1([0, T )× Td), we conclude that u¯j is indeed a
classical solution from Lemma 1. This also implies that u ∈ C1,3([0, T )× Td). 
Lemma 8. Let b, c, f ∈ Cδ,2([0, T ] × Td) satisfying |b|0,2, |c|0,2, |f |0,2 < K for some
positive constant K. Then the solution u of (6) belongs to C1,3([0, T ]× Td) with
|u|0,2 ≤ Ψ(K).
Furthermore, the solution map u = u[b, c, f ] of (6) satisfies,
|u[b1, c1, f1]− u[b2, c2, f2]|0,1 ≤ Ψ(K)(|b1 − b2|0,1 + |c1 − c2|0,1 + |f1 − f2|0,1)
for any
|b1|0,2, |b2|0,2, |c1|0,2, |c2|0,2, |f1|0,2, |f2|0,2 < K.
Proof. By Lemma 7, u¯j = ∂ju is the classical solution of (12), which satisfies
u¯j = u[b, c, f¯ ],
where
f¯ = −u∂jc+ ∂jb · ∇u+ ∂jf.
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Applying Lemma 6, we have |u¯j|0,1 < Ψ(|b|0,1, |c|0,1, |f¯ |0,1). Note that, |f¯ |0,1 <
Ψ(|u|0,1, |b|0,1, |c|0,1, |f |0,1) and |u|0,1 < Ψ(|b|0,1, |c|0,1, |f |0,1), one can conclude that
|u¯j|0,1 < Ψ(K), hence |u|0,2 < Ψ(K).
Once again, applying Lemma 6 on u[b, c, f¯ ], we have
|u[b1, c1, f¯1]− u[b2, c2, f¯2]|0 ≤ Ψ(K)(|b1 − b2|0 + |c1 − c2|0 + |f¯1 − f¯2|0)
and similarly conclude the desired result. 
3.1.4. Summary on regularity and sensitivity. Now we may summarize and generalize
the results above to a non-zero initial PDE. Consider equation
{
∂tu = b · ∇u+ 12∆u− cu+ f, on (0, T )× Td
u(0, x) = ψ(x), on x ∈ Td. (13)
To proceed, we introduce the following notions:
• Cδ,n0,n′ be the space of all functions f ∈ Cδ,n([0, T ] × Td) with the topology
induced by the norm | · |0,n′.
Theorem 9. The solution map u : [b, c, f, ψ] 7→ u[b, c, f, ψ] given by (13) is a locally
Lipschitz continuous map
C
δ,2
0,2 × Cδ,20,2 × Cδ,20,2 × C4 7→ C1,30,1 .
Proof. It is enough to show that
|u[b1, c1, f1, ψ1]− u[b2, c2, f2, ψ2]|0,1 ≤
Ψ(K)(|b1 − b2|0,2 + |c1 − c2|0,2 + |f1 − f2|0,2 + |ψ1 − ψ2|4)
whenever |bi|0,2, |ci|0,2, |fi|0,2, |ψi|4 < K with i = 1, 2. Indeed, setting u˜(t, x) =
u(t, x) − ψ(x), we have u˜ = u[b, c, b · ∇ψ + 1
2
∆ψ − cψ + f, 0], and see that the
result is a consequence of Lemma 8. 
Note that the local Lipschitz continuity of Theorem 9 automatically yields its local
boundedness, i.e
|u[b, c, f, ψ]|0,1 ≤ Ψ(|b|0,2, |c|0,2, |f |0,2, |ψ|4) (14)
for some positive increasing function Ψ.
The following type Harnack inequality will be used.
Corollary 10. If f ≡ 0, ψ ≡ 1, and c ∈ Cδ,2([0, T ) × Td), then the solution u of
(13) satisfies the inequality
e−|c|0T < u(t, x) < e|c|0T , ∀(t, x) ∈ [0, T ]× Td.
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Proof. The inequalities follow from the representation for v(t, x) = u(T − t, x) in the
form of
v(t, x) = E
[
exp{−
∫ T
t
c(r,X t,x(r))dr}ψ(X t,x(T ))
]
,
where X is given by SDE (8). 
3.2. The FPK equation. We study the weak solution of FPK equation on [0, T )×
T
d. {
∂tν(t, x) = −divx(b(t, x)ν(t, x)) + 1
2
∆ν(t, x)
ν(0, x) = m0(x).
(15)
Definition 11. ν is said to be a weak solution of FPK, if it satisfies, for any φ ∈
C∞c ([0, T )× Td)
〈m0, φ(0, x)〉+
∫ T
0
〈νt, (∂t + L)φ〉dt = 0,
where
L = b · ∇+ 1
2
∆.
We denote the solution map of (15) by ν = ν[b,m0]. We recall that C([0, T ),P1(Td))
is the space of all continuous mappings ν : [0, T ) 7→ P1(Td) with a metric given by
dist(ν1, ν2) = sup
t
d1(ν1(t), ν2(t)),
where d1 is 1-Wasserstein metric for P1.
Theorem 12. Let m0 ∈ P1. Then the solution map b 7→ ν[b,m0] of (15) is a locally
Lipschitz continuous mapping from C([0, T )×Td) to C([0, T ),P1(Td)). In particular,
if |b1|0 + |b2|0 < K then
sup
t
d1(ν1(t), ν2(t)) ≤ Ψ(K)|b1 − b2|0.
Moreover, ν = ν[b,m0] satisfies,
d1(ν(t), ν(s)) ≤ (1 +
√
T |b|0)|t− s|1/2, (16)
sup
t
∫
Td
|x|ν(t, dx) ≤
∫
Td
|x|m0(dx) + |b|0T +
√
T . (17)
Proof. If |b|0 <∞ and m0 ∈ P1, then
X(t) = X(0) +
∫ t
0
b(s,Xs)ds+W (t), X(0) ∼ m0.
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has a unique solution. An application of Itoˆ’s formula and the definition of the weak
solution verifies that ν(t) = Law(X(t)) is the weak solution of (15), see [4]. (16) also
follows from [4].
Next, (17) follows from
sup
t
E|X(t)| ≤ E|X(0)|+ |b|0T +
√
T .
Let’s assume |b1|0 + |b2|0 < K and ν1 and ν2 are corresponding solution of (15).
We denote by X1 and X2 the solutions of SDE above. Note that
E|X1(t)−X2(t)| ≤ E
∫ t
0
|b1(s,X1(s))− b2(s,X2(s))|ds
≤ |b1 − b2|0T +K
∫ t
0
E[|X1(s)−X2(s)|]ds,
we can use the Gronwall’s inequality to have
E|X1(t)−X2(t)| ≤ |b1 − b2|0TeKT .
Therefore, we can have local Lipschitz of b 7→ ν[b,m0] from
d1(ν1(t), ν2(t)) ≤ E|X1(t)−X2(t)| ≤ |b1 − b2|0TeKT .

4. Existence
We now return to the GMFG scheme. First observe that, by using the cost form
of (3), the triple (v, a∗, µ) is the solution of (5) if and only if the pair (v, µ) is the
solution of HJB equation{
∂tv + b1 · ∇v − 1
2
|∇v|2 + 1
2
∆v + ℓ1(µ, g) = 0
v(T, α, x) = 0
(18)
coupled with FPK equation{
∂tµ = −divx((b1 −∇v)µ) + 1
2
∆µ
µ(0, α, x) = m0(α, x).
(19)
We outline our approach to the existence as follows. We define an operator
ν = Φ(µ) = Φ2 ◦ Φ1(µ),
where
(1) ∇v = Φ1(µ), where v is the solution of (20) with given µ.{
∂tv + b1 · ∇v − 1
2
|∇v|2 + 1
2
∆v + ℓ1(µ, g) = 0
v(T, α, x) = 0
(20)
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(2) ν = Φ2(v¯) be the function solving (21) with any given v¯.{
∂tµ = −divx((b1 − v¯)µ) + 1
2
∆µ
µ(0, α, x) = m0(α, x).
(21)
The existence of the solution for GMFG can be accomplished by Schauder’s fixed
point theorem in an appropriate space to be mentioned below.
4.1. The space of two-time processes valued in P1(Td). Recall that d1 is the
Wasserstein metric on P1(Td). Consider S0 = C([0, T ]× [0, 1],P1(Td)) with a metric
ρ(µ1, µ2) = sup
t,α
d1(µ1(t, α), µ2(t, α)). (22)
Different from the measure valued process in the traditional MFG, if ν ∈ S0 on a
time domain [0, T ], it is indeed a P1(Td) valued process on two dimensional time
domain [0, T ]× [0, 1]. By the duality representation of Wasserstein metric, this can
be rewritten as
ρ(µ1, µ2) = sup
t,α,Lip(f)≤1
∫
Td
f(x)d(µ1(t, α)− µ2(t, α))(x) (23)
where Lip(f) is the Lipschitz constant of the function f . We set
|µ|0 = sup
t,α
∫
Td
|x|µ(t, α, dx).
One can verify that |µ|0 = ρ(µ, δ¯0), where
δ¯0(t, α) ≡ δ0, ∀(t, α).
We denote by Br ⊂ S0 the closed ball of radius r centered δ¯0 ∈ S0, i.e.
Br = {µ ∈ S0 : |µ|0 ≤ r}.
If we further define
Br,κ = {µ ∈ Br : sup
α
d1(µ(t1, α), µ(t2, α)) < κ|t1 − t2|1/2}, (24)
then Br,κ is compact in Br for any r, κ > 0 by generalized version of ArzelAscoli
theorem, see P232 of [12]. Summarizing the above,
(1) (S0, ρ) is a convex metric space,
(2) Br is a closed convex bounded subset, but it’s not a compact subset of (S
0, ρ),
(3) Br,κ is a closed convex compact subset in (S
0, ρ).
The following inequality holds from (24) together with duality representation on d1
and will be used later:∫
Td
f(y)d(µ(t1, α)− µ(t2, α))(y) ≤ κ|∇f |0|t1 − t2|1/2, ∀µ ∈ Br,κ, f ∈ C1(Td). (25)
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4.2. Assumptions.
A 1. (1) b1 ∈ C1/2,0,2([0, T ]× [0, 1]× Td,Rd) with |b1|0,0,2 < M .
(2) The graphon g is continuous on [0, 1]2 with |g|0 = sup[0,1]2 |g(α, α′)| <∞.
We pose the following assumptions for the cost function ℓ1. Throughout the paper,
since g will be a priori given function, we will compress g by writing
ℓ1(µ, g, t, α, x) = ℓ1(µ, t, α, x)
if it without causing confusion. For convenience, we will write
ℓ1[µ](t, α, x) = ℓ1(µ, t, α, x) = ℓ1(µ, g, t, α, x).
To proceed, we define a space Cδ,0,m0,0,m′ as the collection of all functions in C
δ,0,m([0, T ]×
[0, 1] × Td,R) equipped with a C0,0,m′([0, T ] × [0, 1]× Td,R) norm. For instance, if
f ∈ C0.5,0,20,0,2 , then we write its norm as
|f |0.5,0,20,0,2 = |f |0,0,2 = |f |0 +max
i
|∂xif |0 +max
ij
|∂xixjf |0.
A 2. The mapping µ 7→ ℓ1[µ] is a bounded and Lipschitz continuous mapping from
Br,κ to C
0.5,0,2
0,0,2 uniformly in (r, κ), that is
|ℓ1[µ]|0,0,2 < M,
|ℓ1[µ1]− ℓ1[µ2]|0,0,2 ≤M sup
t,α
d1(µ1(t, α), µ2(t, α)),
for some M > 0, which does not depend on (r, κ) but may depend on |g|0.
We can check the assumptions being valid with our examples.
Lemma 13. Let d = 1, ℓ2 ∈ C∞(Td×Td,R) and g satisfy Assumption 1. Then, the
cost ℓ1 of (4) satisfies Assumption 2.
Proof. For µ ∈ Br,κ, we have
|ℓ1[µ]|0 ≤ |ℓ2|0|g|0,
|∂xℓ1[µ]|0 ≤ |∂xℓ2|0|g|0,
|∂xxℓ1[µ]|0 ≤ |∂xxℓ2|0|g|0,
ℓ1(µ, t1, α, x)− ℓ1(µ, t2, α, x) =
∫ 1
0
∫
Td
ℓ2(x, y)(µ(t1, α
′, dy)− µ(t2, α′, dy))g(α, α′)dα′
≤
∫ 1
0
|∂yℓ2|0d1(µ(t1, α′), µ(t2, α′))g(α, α′)dα′
≤ κ|∂yℓ2|0|g|0|t1 − t2|1/2.
This implies that ℓ1[µ] ∈ C1/2,0,2 and
|ℓ1[µ]|0,0,2 ≤ |ℓ2|2,0|g|0, ∀µ ∈ Br,κ.
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For µ1, µ2 ∈ Br,κ, we have
ℓ1(µ1, t, α, x)− ℓ1(µ2, t, α, x) =
∫ 1
0
∫
Td
ℓ2(x, y)(µ1(t, α
′, dy)− µ2(t, α′, dy))g(α, α′)dα′
≤ |∂yℓ2|0d1(µ1(t, α), µ2(t, α))|g|0.
This implies that
|ℓ1[µ1]− ℓ1[µ2]|0 ≤ |∂yℓ2|0|g|0ρ(µ1, µ2).
Similarly, we obtain
|∂xℓ1[µ1]− ∂xℓ1[µ2]|0 ≤ |∂y∂xℓ2|0|g|0ρ(µ1, µ2),
|∂xx(ℓ1[µ1]− ℓ1[µ2])|0 ≤ |∂y∂xxℓ2|0|g|0ρ(µ1, µ2).
Therefore, we have Lipschitz continuity
|ℓ1[µ1]− ℓ1[µ2]|0,0,2 ≤ |∂yℓ2|2,0|g|0ρ(µ1, µ2).
Therefore, it satisfies Assumption 2 with M = (|ℓ2|2,0 + |∂yℓ2|2,0)|g|0. 
In the above, it is difficult to obtain an estimation of |ℓ1[µ1] − ℓ1[µ2]|1/2,0,0 ≤
Mρ(µ1, µ2) for the continuity of µ 7→ ℓ1[µ] with the default metric of the range
C1/2,0,2. But this is enough for the entire proof.
4.3. Operator Φ1. Recall that ∇v = Φ1(µ), where v is the solution of (20) with
given µ ∈ S0. By Hopf-Cole transform v is the solution of (20) if and only if
w = exp{−v} (26)
is the solution of{
∂tw + b1 · ∇w + 12∆w − wℓ1[µ] = 0 on (0, T )× [0, 1]× Td
w(T, α, x) = 1 on [0, 1]× Td. (27)
Note that, we have the following relation by chain rule:
∇v = −∇w
w
, ∆v =
−w∆w + |∇w|2
w2
.
Since w appears in the denominator, Harnack inequality will be helpful.
4.3.1. Estimates of parameterized PDEs. We define
w = G(f) (28)
by the solution of{
∂tw + b1 · ∇w + 12∆w − wf = 0 on (0, T )× [0, 1]× Td
w(T, α, x) = 1 on [0, 1]× Td. (29)
Note that w = G(ℓ1[µ]) is the solution of (27).
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Lemma 14. Let b1 satisfy Assumption 1. Then the mapping G is a locally bounded
and locally Lipschitz continuous mapping from C0.5,0,20,0,2 to C
1,0,2
0,0,1 .
Proof. Given f1, f2 ∈ C0.5,0,20,0,2 with |f1|0,0,2 + |f2|0,0,2 < K, then we can conclude
w ∈ C1,0,3 by Theorem 9. Moreover, we can use local Lipschitz continuity of Theorem
9 to obtain local Lipschitz of G,
|w1 − w2|0,0,1 = supα |w1(α)− w2(α)|0,1
≤ supαΨ(K)|f1(α)− f2(α)|0,2
≤ Ψ(K)|f1 − f2|0,0,2.
The boundedness is from the boundedness of Theorem 9 as follows,
|w|0,0,1 = sup
α
|w(α)|0,1 ≤ sup
α
Ψ(|f(α)|0,2) = Ψ(sup
α
|f(α)|0,2) = Ψ(|f |0,0,2).
In the above, we used the monotonicity of Ψ(·) to switch Ψ and sup. 
4.3.2. Φ1 estimate.
Lemma 15. Suppose Assumptions 1 and 2 are valid. Then, the Φ1 is a bounded and
Lipschitz continuous mapping from Br,κ to C
0([0, T ] × [0, 1] × Td,Rd) uniformly in
(r, κ).
Proof. If µ ∈ Br,κ, then ℓ1[µ] ∈ C0.5,0,20,0,2 with |ℓ1[µ]|0,0,2 < M by Assumption 2. The
local boundedness of Lemma 14 implies that
|w|0,0,1 < Ψ(M).
Moreover, Corollary 10 says that the reciprocal of w = G(ℓ1[µ]) is bounded to a
number only related to |ℓ1[µ]|0 ≤M . Therefore, we have
|w|0,0,1 + |w−1|0 < Ψ(M).
Next, we can prove that Φ1 is uniformly bounded in C
0:
|Φ1(µ)|0 = |∇v|0 = |w−1∇w|0 ≤ |w−1|0|∇w|0 ≤ |w−1|0|w|0,0,1 ≤ Ψ(M).
Finally, we can show the global Lipschitz for Φ1 by the estimates on |Φ1(µ1) −
Φ1(µ2)|0.
|Φ1(µ1)− Φ1(µ2)|0 = |w−11 ∇w1 − w−12 ∇w2|0
= |w2∇w1 − w1∇w2
w1w2
|0
≤ Ψ(M)(|w2|0|∇w1 −∇w2|0 + |∇w2|0|w1 − w2|0)
≤ Ψ(M)|w1 − w2|0,0,1
≤ Ψ(M)|ℓ1[µ1]− ℓ1[µ2]|0,0,2
≤ Ψ(M)ρ(µ1, µ2).
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In the last two steps, we used Lipschitz continuity obtained by Lemma 14 and As-
sumption 2. 
4.4. Operator Φ2. If we define ν = F (θ) by the solution of{
∂tν = −divx(νθ) + 1
2
∆ν
ν(0, α, x) = m0(α, x).
(30)
then, we recall that Φ2(v¯) = F (b1− v¯) holds. Next, we will show that Φ2 sends a K-
Ball of C0([0, T ]× [0, 1]×Td,Rd) to BΨ(K),Ψ(K) for some positive increasing function
Ψ(·).
Lemma 16. Φ2 is a locally Lipstchitz continuous mapping from C
0([0, T ]× [0, 1]×
T
d,Rd) to S0. Moreover, there exists monotonically increasing positive function Ψ,
it satisfies
sup
t1 6=t2,α
d1(Φ2(v¯)(t1, α),Φ2(v¯)(t2, α)) ≤ Ψ(K)|t1 − t2|1/2
whenever |v¯|0 < K holds and d1 is the Wasserstein metric in P1(Td).
Proof. For the continuity of Φ2, given v¯1, v¯2 ∈ C0([0, T ] × [0, 1] × Td,Rd) with
|v¯1|0, |v¯2|0 < K, we set θi = b1 − v¯i and νi = F (θi) = Φ2(v¯i) for i = 1, 2. This
leads to
|θ1|0 + |θ2|0 < 2|b1|0 + 2K.
Then, we use the local Lipschitz continuity obtained in Theorem 12 to obtain local
Lipschitz continuity of Φ2 as follows:
ρ(ν1, ν2) = sup
t,α
d1(ν1(t, α), ν2(t, α))
= sup
α
sup
t
d1(ν1(t, α), ν2(t, α))
≤ sup
α
Ψ(2|b1|0 + 2K)|θ1(α)− θ2(α)|0
≤ Ψ(K)|v¯1 − v¯2|0.
Next, we will show Φ2 is locally bounded. Given v¯ ∈ C0([0, T ] × [0, 1] × Td,Rd),
we set θ = b1− v¯ and ν = F (θ) = Φ2(v¯). Applying (17) of Theorem 12, it yields that
supt,α
∫
Td
|x|ν(t, α, dx) = sup
α
sup
t
∫
Td
|x|ν(t, α, dx)
≤ sup
α
(∫
Td
|x|m0(α, dx) + |θ(α)|0T +
√
T
)
≤ Ψ(|v¯|0).
Therefore, ν ∈ BΨ(|v¯|0) holds.
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At last, we check that equicontinuity again by (16) of Theorem 12.
supt1,t2,α d1(ν(t1, α), ν(t2, α)) ≤ sup
α
(1 +
√
T |θ(α)|0)|t1 − t2|1/2
≤ Ψ(|v¯|0)|t1 − t2|1/2.
This proves ν ∈ BΨ(|v¯|0),Ψ(|v¯|0). 
4.5. Existence by Schauder’s fixed point theorem.
Theorem 17. Suppose Assumptions 1 - 2 are valid. Then, there exists a solution of
(5) in the space C1,0,2([0, T ]× [0, 1]× Td,R)× C([0, T ]× [0, 1],P1(Td)).
Proof. Recall that Br,κ of (24) is a convex closed and compact subset of S
0 =
C([0, T ] × [0, 1],P1(Td)) and M is a fixed constant given in Assumptions 1 - 2.
We also have the following facts. For simplicity, we denote by Bˆr as the closed ball
of radius r in C0([0, T ]× [0, 1]× Td,Rd).
(1) By Lemma 15, there exists some positive increasing function Ψ1 independent
to (r, κ), such that the mapping
Φ1 : Br,κ 7→ BˆΨ1(M)
is continuous.
(2) By Lemma 16, there exists some positive increasing function Ψ2 independent
to (r, κ), such that the mapping
Φ2 : BˆK 7→ BΨ2(K),Ψ2(K)
is continuous.
Now we take
κ = r = Ψ2(Ψ1(M))
and we have
Φ2 ◦ Φ1 : Br,κ 7→ Br,κ
is continuous mapping and this yields the existence of a fixed point for Φ by Schauder’s
theorem. 
4.6. Further remarks on the fixed point theorem. To this end, we explain
why Theorem 9 establishes locally Lipschitz continuity of the solution map u :
[b, c, f, ψ] 7→ u[b, c, f, ψ] of (13) in the sense of
C
δ,2
0,2 × Cδ,20,2 × Cδ,20,2 × C4 7→ C1,30,1 (31)
instead of
Cδ,2 × Cδ,2 × Cδ,2 × C4 7→ C1,3. (32)
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For the illustration purpose, if we freeze b, c, ψ of the solution map u, then local
Lipstchitz continuity in the sense of (31) implies local boundedness
|u|0,1 ≤ Ψ(|f |0,2)
while local Lipstchitz continuity in the sense of (32) implies local boundedness
|u|δ,1 ≤ Ψ(|f |1,3).
Roughly speaking, both estimations are valid in view of Theorem 9 and Lemma
1. However, if the Ho¨lder regularity of µ increases, then the Ho¨lder (t, α) regularity
of the running cost ℓ1[µ] can be increased, and the Ho¨lder (t, α) regularity of ∇v
can not be controlled for our purpose. For this reason, we included the regularity
results for parabolic PDE solutions by dropping t-Ho¨lder regularity while increasing
x-Ho¨lder regularity as a tradeoff,
Recall that, we established the existence of a fixed point of a mapping Φ = Φ2 ◦Φ1
for Φ1 : µ 7→ ∇v and Φ2 : ∇v 7→ ν. Our approach is along the the Schuader’s fixed
point theorem with estimates
Φ1 : Br,κ 7→ BˆΨ1(M), Φ2 : BˆΨ1(M) 7→ BΨ2◦Ψ1(M),Ψ2◦Ψ1(M).
In the above, it is crucial that the Φ1 estimation yields the independence of Ψ1(M)
to (r, κ), and this can be inferred from local boundedness of (31) since the running
cost |ℓ1[µ]|0,0,2 can be uniformly bounded for all µ in its space S0 = C([0, T ] ×
[0, 1],P1(Td)).
On the contrary, if we use local boundedness in the sense of (32), then we have
estimations in the form of
Φ1 : Br,κ 7→ BˆΨ1(r,κ), Φ2 : BˆΨ1(r,κ) 7→ BΨ2◦Ψ1(r,κ),Ψ2◦Ψ1(r,κ),
since the norm of the running cost |ℓ1[µ]|1,0,3 depends on µ in its space S0 = C([0, T ]×
[0, 1],P1(Td)). This makes the choice of r = κ = Ψ1(r, κ) invalid.
5. Uniqueness of GMFG
A 3. For µ1 6= µ2 ∈ C([0, T ]× [0, 1],P1(Td)), there exists some αˆ ∈ [0, 1] satisfying
〈ℓ1(µ1, g, t, α, x)− ℓ1(µ2, g, t, α, x), µ1 − µ2〉 > 0.
Recall that
〈f(t, α, x), µ(t, α, x)〉 =
∫
Td
f(t, α, x)µ(t, α, dx).
Theorem 18. ([4], [18]) Suppose Assumptions 1 - 2 and 3 are valid. Then, there
exists a unique solution of (5) in the space C1,0,2([0, T ]× [0, 1]×Td,R)×C([0, T ]×
[0, 1],P1(Td)).
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Proof. For i = 1, 2, let (vi, µi) be two different solutions, and set
v¯ = v1 − v2, µ¯ = µ1 − µ2.
Note that v¯(T, α, x) = µ¯(0, α, x) = 0 for all (α, x) by their given initial-terminal data.
We also write ℓ1[µi] = ℓ1[µi, g] for short. Then, v¯ satisfies
∂tv¯ + b1 · ∇v¯ + 1
2
∆v¯ − 1
2
|∇v1|2 + 1
2
|∇v2|2 + ℓ1[µ1]− ℓ1[µ2] = 0
and µ¯ satisfies
−∂tµ¯− div(b1µ¯) + 1
2
∆µ¯+ div(∇v1µ1)− div(∇v2µ2) = 0.
The above two equations can be rewritten by
〈∂tv¯ + b1 · ∇v¯ + 1
2
∆v¯, µ¯〉+ 〈−1
2
|∇v1|2 + 1
2
|∇v2|2 + ℓ1[µ1]− ℓ1[µ2], µ¯〉 = 0
and µ¯ satisfies
〈∂tv¯ + b1 · ∇v¯ + 1
2
∆v¯, µ¯〉+ 〈v¯, div(∇v1µ1)− div(∇v2µ2)〉 = 0
separately. By subtracting above two equations, and utilizing the identities
〈div(∇v1µ1), v¯〉 = −〈|∇v1|2, µ1〉+ 〈∇v1 · ∇v2, µ1〉
and
〈div(∇v2µ2), v¯〉 = 〈|∇v2|2, µ2〉 − 〈∇v1 · ∇v2, µ2〉,
we obtain
〈1
2
(µ1 + µ2), |∇v¯|2〉+ 〈ℓ1[µ1]− ℓ1[µ2], µ¯〉 = 0.
The first term is non-negative and the second term is strictly positive for some
α ∈ [0, 1], which implies the contradict. 
6. Sketch of the existence with weaker graphon condition
Our main result of Theorem 18 provides existence and uniqueness of the GMFG
equation under some assumptions. In particular, this requires the continuity of
graphon. Note that, some graphons are not necessarily continuous. For this purpose,
our goal is to present the result for some discontinuous graphon. The proof is omitted
since it can be done similarly with additional complexity of notions.
To proceed, we define Cˆ0 as the collection of bounded measurable functions f :
[0, T ]× [0, 1]× Td 7→ R, and we denote its norm as
|f |0 = sup
[0,T ]×[0,1]×Td
|f(t, α, x)|.
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With Cˆδ,0,2, we denote the set of functions f ∈ Cˆ0 with finite norm
|f |δ,0,2 = |f |0 + sup
t1<t2,α,x
|f(t1, α, x)− f(t2, α, x)|
|t1 − t2|δ +maxi |∂if |0 +maxij |∂ijf |0.
A 4. (1) b1 ∈ Cˆ1/2,0,2([0, T ]× [0, 1]× Td,Rd) with |b1|0,0,2 < M .
(2) The graphon g is bounded measurable on [0, 1]2 with
|g|0 = sup
[0,1]2
|g(α, α′)| <∞.
We recall that Br,κ is defined in (24). We use Cˆ
δ,0,2
0,0,2 to denote the same set Cˆ
δ,0,2
with the norm | · |0,0,2, i.e.
|f |0,0,2 = |f |0 +max
i
|∂if |0 +max
ij
|∂ijf |0.
A 5. The mapping µ 7→ ℓ1[µ, g] is a bounded and Lipschitz continuous mapping from
Br,κ to Cˆ
0.5,0,2
0,0,2 uniformly in (r, κ), that is
|ℓ1[µ]|0,0,2 < M,
|ℓ1[µ1]− ℓ1[µ2]|0,0,2 ≤M sup
t,α
d1(µ1(t, α), µ2(t, α)),
for some M > 0, which does not depend on (r, κ) but may depend on |g|0.
We also define Cˆm,0,n as the collection of f ∈ Cˆ0 with continuous bounded mth-
derivatives in t and n-th derivatives x. For instance, for f ∈ Cˆ1,0,2, we have finite
norm
|f |1,0,2 = |f |0 + |∂tf |0 +max
i
|∂if |0 +max
ij
|∂ijf |0.
Now we present the similar result of Theorem 18 without the proof, since it can be
achieved similarly.
Corollary 19. Suppose Assumptions 4 - 5 and 3 are valid. Then, there exists
a unique solution of (5) in the space Cˆ1,0,2([0, T ] × [0, 1] × Td,R) × Cˆ([0, T ] ×
[0, 1],P1(Td)).
7. Appendix
7.1. Notations. In the table (1), d,m, n,m′, n′ ∈ N ∪ {0}, and δ ∈ (0, 1].
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Table 1. Notations
Notations Meaning
T
d d-dimensional torus space
P1(Td) Wasserstein space of probability measures over
T
d with finite first moment
Cm,n([0, T ]× Td) The space of continuous functions with contin-
uous derivatives up to the order m on [0, T ] and
the order n on the state space Td
Cδ,n([0, T ]× Td) Ho¨lder space, see its explanation below
C
δ,n
0,n′([0, T ]× Td) The space of functions in Cδ,n([0, T ] × Td) en-
dowed with the norm | · |0,n′
Cn+δ/2,2n+δ([0, T ]× Td) The parabolic Ho¨lder space
C([0, T ],P1(Td)) The space of continuous functions mapping
from [0, T ] to P1(Td)
Cm,0,n([0, T ]× [0, 1]× Td,R) The space of continuous functions mapping
from [0, T ] × [0, 1] × Td to R with continuous
derivatives up to the order m on [0, T ] and the
order n on Td
Cδ,0,m([0, T ]× [0, 1]× Td,Rd) Ho¨lder space, see its explanations below
C
δ,0,m
0,0,m′([0, T ]× [0, 1]× Td,Rd) The space of functions in Cδ,0,m([0, T ]× [0, 1]×
T
d,Rd) equipped with norm | · |0,0,m′
Cˆδ,0,m([0, T ]× [0, 1]× Td,R) Ho¨lder space, see section 6
Hm(Td) Sobolev space Wm,2(Td), the space of functions
on Td such that the derivatives up to m exists
in weak sense and is in L2(Td)
L2([0, T ], H1(Td)) L2 space of functions from [0, T ] to H1(Td)
7.2. Ho¨lder space. To improve the readability of this paper, we will introduce the
notion of elliptic Ho¨lder space Cn+δ(D,R), parabolic Ho¨lder space Cn+δ/2,2n+δ([0, T ]×
D,R) and Ho¨lder space Cδ,n([0, T ]×D,R) in this appendix section. In this paper,
the domain D is Td, which is the d-dimensional torus space; and the range R may be
R or Rd. If the range is R, then the R can be abbreviated, for instance, Cδ(D) means
Cδ(D,R). For each δ > 0, we also treat Cδ(D) same as Cδ(D¯) by natural bijective
isometry. Indeed, if a function u belongs to Cδ(D), then u is uniformly continuous
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and there exists a unique function v on D such that
v = u on D, v(x) = lim
D∋y→x
u(y), and |u|δ = |v|δ.
7.2.1. Elliptic Ho¨lder space. Let D be a domain in Td and R be a range in Rd1 . For
u : D 7→ R, we define a uniform norm by |u|0 = supD |u|, and we denote by ∂αixi u
the αi-th order partial derivative in the variable xi when it exists. For multi-index
α = (αi : i = 1, . . . , d), we use the notation D
αu = ∂α1x1 · · ·∂αdxd u.
For n ∈ N ∪ {0}, we denote by Cnloc(D,R) the set of all functions u : D 7→ R
whose derivatives Dαu for |α| ≤ n are continuous in D. One can define a norm in
Cnloc(D,R) by
|u|n =
n∑
i=0
max
|α|=i
|Dαu|0.
Then the functions u having finite norm consists of Banach space, and we refer it to
Cn(D,R).
For δ ∈ (0, 1], we can also define a Ho¨lder seminorm for a function u ∈ C(D,R)
by
[u]δ = sup
x,y∈D,x 6=y
|u(x)− u(y)|
|x− y|δ .
Definition 20. For a decimal number δ ∈ (0, 1] and an integer n ∈ N∪ {0}, Ho¨lder
space Cn+δ(D,R) is the Banach space of all functions u ∈ Cn(D,R) for which the
norm
|u|n+δ = |u|n +max
|α|=n
[Dαu]δ
is finite.
7.2.2. Parabolic Ho¨lder space. Let D be a domain in Td, Θ = [0, T ] × D be the
parabolic domain for some T > 0, and R be a range in Rd1 . We are going to define
norms for u : Θ 7→ R in the following.
First, we define parabolic metric on [0, T ]×D: for any z1 = (t1, x1), z2 = (t2, x2) ∈
[0, T ]×D
ρ(z1, z2) = |t1 − t2|1/2 + |x1 − x2|.
Then, for δ ∈ (0, 1], we set the parabolic Ho¨lder seminorm for u ∈ C(Θ) by
[u]δ/2,δ = sup
z1,z2∈Θ,z1 6=z2
|u(z1)− u(z2)|
ρδ(z1, z2)
.
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Definition 21. For δ ∈ (0, 1] and n ∈ N∪{0}, the parabolic Ho¨lder space Cn+δ/2,2n+δ(Θ,R)
is the Banach space of all functions u ∈ Cn,2n(Θ,R) for which the norm
|u|n+δ/2,2n+δ = |u|0 +
n∑
i=1
|Ditu|0 +
2n∑
i=1
max
|α|=i
|Dαxu|0 + max
|α|=2n
[Dnt D
α
xu]δ/2,δ
is finite.
In this paper, we only use Cn+δ/2,2n+δ(Θ,R) for n = 0, 1. For the domain D and
the range R, as we referred at above, the space D is Td, which is the d-dimensional
torus space, and the range R may be R or Rd.
7.2.3. Ho¨lder space Cδ,n([0, T ]×D,R). Similar to the definition of parabolic Ho¨lder
space, for δ ∈ (0, 1], we define the seminorm for u ∈ C([0, T ]×D) by
[u]δ,0 = sup
t1 6=t2,x∈D
|u(t1, x)− u(t2, x)|
|t1 − t2|δ .
Definition 22. For δ ∈ (0, 1] and n ∈ N ∪ {0}, the Ho¨lder space Cδ,n(Θ,R) is the
Banach space of all functions u ∈ C0,n(Θ,R) for which the norm
|u|δ,n = |u|0 +
n∑
i=1
max
|α|=i
|Dαxu|0 +max
|α|=n
[Dαxu]δ,0
is finite.
In this paper, we only use Cδ,n(Θ,R) for n = 0, 1, 2. And as usual, the space D is
always referred to the d-dimensional torus space Td, and the range R may be R or
R
d.
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