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Through quantum mechanical considerations, we optimize the material response factor |χ|2/Im [χ],
which plays a pivotal role in the fundamental limits of near-field radiative heat transfer (RHT). A
comparison of the limits obtained to experimental data for select materials shows that current
materials fall several orders of magnitude short of the optimized values, suggesting the possibility of
significant improvement in the rate of radiative heat transfer between two bodies. This work informs
material design efforts that seek to optimize RHT, as well as provides insights into the quantum
origins of RHT and the theory of fundamental limits.
Introduction – Radiative heat transfer (RHT) – the
process by which heat is transferred between two bod-
ies via photons – is an important example of light-
matter interactions that impacts potential applications
in thermophotovoltaics,[1, 2] nanoscale cooling,[3] and
thermal imaging.[4, 5] To understand RHT, one begins
by considering two bodies at temperatures T1 and T2.
The thermal motion of the electrons in body 1 results in
radiation, which can be absorbed by body 2. The heat
transfer is simply the difference between the energy flux
from body 1 to body 2, φ17→2, and body 2 to body 1,
φ27→1, and is given by
H17→2 = φ17→2 − φ27→1
=
∫ ∞
0
Φ(ω) [Π(ω, T1)−Π(ω, T2)) , (1)
where Π(ω, T ) is the Planck distribution function and
Φ(ω) is a temperature independent energy flux.[6]
It is clear from Eqn. 1 that RHT will be optimal
when materials support bound polaritons at frequen-
cies coinciding with the peak in the Plank distribution
function.[7] Much research has been carried out to un-
derstand the limitations of enhancements of RHT.[8–11]
Through a clever use of energy conservation and reci-
procity, Miller et al discovered there exists a fundamen-
tal limit to RHT[11–13] which they expressed as a limit
on the spectral function Φ at a polariton resonance. For
extended media separated by a distance d [11] this is
Φ(ω)
ΦBB
≤ 1
4(kd)2
ζ1(ω)ζ2(ω), (2)
where ΦBB =
k2A
4pi2 is the flux of a blackbody, and ζi is
the material response factor of body i
ζi(ω) =
|χi(ω)|2
Im [χi(ω)]
. (3)
These limits are fundamental in the sense that they are
independent of accidentals such as shape and size and
only depend on the linear susceptibility.
The limit is expressed at a single frequency because it
is assumed that the system is at a surface plasmon or
phonon polariton resonance. As a consequence, the am-
plified near field RHT has a narrow linewidth and one
assumes that contributions away from the peak are neg-
ligible.
More recently, these limits have been extended to in-
clude multiple scatterers and finite size effects.[14] This
followed from an analysis of the singular value decompo-
sition of the relevant response quantities, leading to the
more strict limit
Φ ≤
∑
i
[
1
2pi
Θ
(
ζAζBg
2
i − 1
)
+
2
pi
ζAζBg
2
i
(1 + ζAζBg2i )
2Θ
(
1− ζAζBg2i
)]
, (4)
where gi are the singular values of the vacuum Maxwell
Green’s function.
It is clear that the MRF is a key figure of merit for
RHT. In this letter we show that the MRF has itself fun-
damental limits, which ultimately derive from the canon-
ical commutation relations of quantum mechanics. This
thereby leads to a more fundamental upper bound on
RHT. We optimize radiative heat transfer at the molec-
ular level, thus providing a guide for developing better
materials that can then in turn be nano-structured for
further improvements.
Limits on molecular polarizability – In parallel to find-
ing fundamental limits to RHT between bulk systems,
a considerable amount of work has been invested into
understanding the fundamental limits of the molecular
polarizability and hyperpolarizabilities [15–17]. The ten-
sor elements of the polarizability are given by the sum
over states (SOS) expressions[18, 19]
αjk(ω) =
e2
~
∑′
n
(
xj0nx
k
n0
(En0 − iΓn0 − ω)
+
xk0nx
j
n0
(En0 + iΓn0 + ω)
)
, (5)
where the prime on the sum indicates that the n = 0
term is excluded, En0 = En − E0 are the energy differ-
ences between eigenstates, ω is the frequency of the inci-
dent electric field, Γn0 is the phenomenological damping
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2factor, and xn0 is the (n,0) matrix element of the position
operator.
Note that infinitely many states contribute to the po-
larizability in Eqn. 5. However, not all of the terms are
independent. Using the canonical commutation relation
[x, p] = i~, (6)
it is easily shown that
[x, [x,H]] = − ~
2
me
, (7)
for a mechanical hamiltonian H that may include elec-
tromagnetic interactions.[20] Taking matrix elements be-
tween states 〈p| and |q〉 on both sides of Eqn. 7 and insert-
ing unity (
∑
n |n〉 〈n|), one obtains the Thomas-Reiche-
Kuhn sum rules∑
n
xpnxnq
(
En − 1
2
(Ep + Eq)
)
=
Ne~2
2m
δpq. (8)
This system of equations relates the transition moments
and energies to each other and acts as a constraint on
the SOS expression for the polarizability, from which a
maximum value for α can be determined. For the static
case, it is easily shown that the maximum polarizability
is[21]
αmax =
e2~2Ne
meE210
. (9)
From molecular to bulk – We can make a connection
between RHT and electron-photon interactions by relat-
ing the molecular polarizability α to the bulk suscepti-
bility χ according to
χ
(1)
ij = N 〈α∗〉ij , (10)
where α∗ denotes the dressed polarizability, which ac-
counts for local field effects within the material, 〈. . .〉 de-
notes an ensemble average over molecular orientations,
and N is the molecular number density.
We consider the bulk to be made up of one-dimensional
elements so only one element in the polarizability tensor
is nonzero, namely αzz. The more general tensor case
is straightforward to treat in principle, but we adopt the
more simple scenario for clarity in the presentation. This
is not to say that the tensor properties cannot be used
for specific device requirements.[22] We will also restrict
our considerations to amorphous solids, thereby assum-
ing these 1D elements to be randomly oriented. Again,
this assumption is made for simplicity and can be relaxed
without issue. Averaging over all orientations yields
〈α〉 =
∫
dΩaiI(Ω)ajJ(Ω)α
∗
IJ (11)
=
2
3
α∗zz, (12)
where aiI(Ω) is the Euler rotation matrix [23].
The dressed polarizability is related to the bare polar-
izability by the local field factor L(1)(ω): [18, 24, 25]
α∗(ω) = L(1)(ω)α(ω), (13)
where the local field factor is given by
L(1)(ω) =
3
3− 4piNα(ω) . (14)
Combining Eqns. 10-14, we can write the bulk suscep-
tibility as
χ(1)(ω) =
2Nα(ω)
3− 4piNα(ω) . (15)
Then, it is straightforward to show that
ζ =
2
3
N
|α(ω)|2
Im [α(ω)]
. (16)
Eqn. 16 connects the material response factor to the
quantum mechanical response of the molecular con-
stituents. Indeed, it is apparent from Eqn. 16 that the
MRF only depends on the optical properties of the in-
dividual molecules and the number density of molecules
making up the material, along with a factor of 2/3 result-
ing from random orientations. Local field enhancements,
which often play a pivotal role in optical interactions,
play no role in radiative heat transfer between amorphous
solids.
Optimizing the MRF – In order to make the optimza-
tion problem tractable, we will adopt an essential state
model. Namely, we assume only three states contribute
to Eqn. 5 and Eqn. 8. This is referred to as the three-level
model (TLM) and gives the truncated SOS expression for
the polarizability
α3L(ω) = e2
×
[
|x10|2
(
1
E10 − iΓ10 − ~ω +
1
E10 + iΓ10 + ~ω
)
+ |x20|2
(
1
E20 − iΓ20 − ~ω +
1
E20 + iΓ20 + ~ω
)]
.
(17)
In order for the MRF to be defined, we need a reason-
able approximation for the phenomenological damping
factor Γn0. The minimum damping allowed by quantum
mechanics is half the natural linewidth [26, 27], which is
given by
Γn0 =
2
3
e2
(
Ωn0
c
)3
|xn0|2. (18)
Eqn. 18 provides the best-case value for the MRF. As
such, we use it below.
It is convenient to introduce several parameters that
appear in the theory of fundamental limits in nonlinear
3optics for our use here.[21] We have already seen the max-
imum polarizability in Eqn. 9. The TRK sum rules also
define the maximum transition moment
x2max =
Ne~2
2meE10
(19)
and the scale invariant energy and moment parameters
E =
E10
E20
and X =
x10
xmax
. (20)
The energy parameter E quantifies the energy level spac-
ing. For example, E = 1 for degenerate excited states.
The two level model, on the other hand, results when
E2 → ∞ so that E = 0. We also have E = 0 when the
ground state is doubly degenerate.
We can now work to reduce the number of free param-
eters in the Eqn. 17. The (p, q) = (0, 0) sum rule gives
|x02|2 = E
(
x2max − |x01|2
)
, (21)
which allows us to write the three level polarizability as
α3L =
αmax
2
[
X2
(
1
1− iγ10 − ω˜ +
1
1 + iγ10 + ω˜
)
+ E(1−X2)
(
1
E−1 − iγ20 − ω˜ +
1
E−1 + iγ20 + ω˜
)]
,
(22)
where ω˜ = ~ω/E10,
γ10 =
Γ10
E10
=
NeαFS
6
X2
E10
mec2
, (23)
γ20 =
Γ20
E10
=
NeαFS
6E2
(1−X2) E10
mec2
, (24)
and αFS is the fine structure constant. The system can
thus be described by the dimensionless parameters E and
X, as well as the parameters E10 and ω. Note that al-
though it may seem more natural to describe the fre-
quency in units of E10, thereby consolidating the two into
a single dimensionless parameter, the natural linewidths
cannot be simplified in this manner; the rest energy of
the electron defines an additional energy scale. In ef-
fect we have four dimensionless quantities: E,X, ω˜, and
E10/mc
2,.
Our approach to optimizing the MRF will be to fix
values for E10 and ω, then find the values for E and X
that maximize the MRF.
Results – The results of a raster scan through allowed
values of E and X are shown in Fig. 1 for select frequen-
cies. Note that since α is symmetric in X, we restrict
the view to 0 ≤ X ≤ 1. We choose E10 = 3.14 eV to co-
incide with the first electric-dipole transition in atomic
Aluminium [28], and N = 8.92 × 10−3 a−30 , the density
of Aluminium in units of the bohr radius a0. One is able
to clearly identify regions in parameter space that result
FIG. 1. Three level material response factor for E10 = 3.14 eV
and N = 8.92 × 10−3 a−30 , which are chosen to coincide with
the corresponding experimental values for Aluminium. Plots
are shown for (a) ω˜ = 0.75E10/~, (b) ω˜ = 0.99E10/~, and (c)
ω˜ = 1.1E10/~. Although the features change with frequency,
the peak MRF remains fixed at E = 1.0 and X = 0.71.
in a large or small MRF. The values corresponding to
a maximum MRF are E = 1.0 and X = ±0.71 for all
frequencies.
Fig. 2 shows the real and imaginary parts, respectively,
of the molecular polarizability over the aforementioned
parameter space. Linear scattering (Re [α]) is maximum
along the two boundaries defined by X = ±1 and E = 1,
respectively, while absorption (Im [α]) is a minimum at
X = ±0.71 if constrained to these boundaries. Thus the
requirement of a large response to an optical field must
be balanced against a small absorption cross-section; the
former obtained when the two excited states are degen-
4erate and the latter through tuning the spatial configu-
ration of the wavefunctions (i.e. X). A large transition
moment between the ground and first excited state en-
hances the required light-matter interactions, but also
increases absorption.
FIG. 2. (a) Real and (b) imaginary parts of the three level
molecular polarizability for E10 = 3.14 eV, N = 8.92 ×
10−3 a−30 and ω˜ = 0.232. The real part is maximized along the
bottom and right boundaries and absorption is minimum at
X = ±0.71 when restricted to these boundaries. Thus, E = 1
and X = ±0.71 represents the optimum trade-off between
large response and low absorption.
The TLA gives an approximation to the optimized
MRF because truncation of states leads to contradic-
tions in the TRK sum rules.[29] To provide an estimate of
the disparity, we calculated the MRF using many states
(N = 21) in Eqn. 5, where the sum rules are enforced
for 1 ≤ p, q ≤ 7. Details on the protocol that we use at
select frequencies can be found in the work of Lytel et al
[30]. The largest MRF obtained with this method is ap-
proximately four times larger than the three-level limits.
However, the optimal parameters lead to the same con-
clusions regarding material design; namely, degeneracies
among the excited state are desirable for enhancing linear
scattering, while tuning the transition moments between
states leads to a decrease in absorption. This suggests
that although the TLM doesn’t provide an exact upper
bound, it none-the-less provides a fundamental measure
of the quality of the material response factor and provides
key target parameters for the design of optimal materials
for RHT.
We repeated the optimization procedure for character-
istic energies E10 = 4.63 eV, 3.66 eV, and 4.93 eV, which
coincide with the first electric-dipole transition of Gold
[31], Silver [32], and Silicon [33], respectively. We also
tried densities corresponding to silver (8.68 × 10−3 a−30
), gold (8.75× 10−3 a−30 ), and amorphous silicon (7.40×
10−3 a−30 ). Once again, for every combination of E10 and
number density N , we maximized the MRF with respect
to E and X. We found that the maximum value of the
MRF depends on density and E10, varying within the
range 107 − 108 a30. Rather surprisingly, the optimal pa-
rameters E and X displayed no such dependence: the
MRF was optimized with E = 1 and X = ±0.71 for all
densities and first excited state energies.
Comparison to Experiment – Next, we study how ac-
tual materials compare to these optimized values. Tab-
ulated complex permittivities for Silver [34], Gold [34],
Aluminium [35], and Silicon [36] were used to calculate
the polarizability of each material. From the polarizabil-
ity, we used Eqn. 16 to determine the MRF. These are
shown in Fig. 3 (solid lines) along with the optimized
MRF from the TLM (upper set of dashed lines). What
FIG. 3. Material response factors of several materials (solid
lines) and the corresponding optimized three-level material
response factors. The larger limits are those obtained by only
including the natural linewidth, while the lower limit is ob-
tained by including inhomogeneous broadening.
is immediately apparant from Fig. 3 is that the actual
values are several orders of magnitude smaller than the
optimized values. The enormity of this gap is largely
due to the assumption of minimal damping. Inclusion of
inhomogeneous broadening results in limits represented
by the lower set of dashed lines in Fig. 3. This re-
duces the limits by approximately four orders of magni-
tude, making the gap about a factor of 100. Conversely,
this suggests that one avenue for substantially enhancing
the MRF of real materials is to decrease inhomogenous
broadening.
5The gap seen in Fig. 3 is reminiscent of the correspond-
ing gap for the first and second hyperpolarizabilities in
nonlinear optics.[21] In the theory of fundamental lim-
its of the hyperpolarizabilities, one defines the intrinsic
hyperpolarizabilities as
βint. =
β
βmax
and γint. =
γ
γmax
, (25)
where βmax and γmax are the maximum possible hyper-
polarizabilities. The intrinsic hyperpolarizabilities have
been used to augment experimental studies of the non-
linear optical response of quantum materials.[37–40] Fur-
thermore, exploring the gap between the empirically
measured βint. and the maximum value of 1 has lead
to experimental [38, 41–44] and theoretical [45–49] work
aimed to improving nonlinear materials. This motivates
the definition of the scale-invariant intrinsic material re-
sponse factor
ζint. =
ζ
ζ3Lopt.
, (26)
where ζ3Lopt. is the MRF optimized within the TLM, where
the natural linewidth is used for the damping factor to
get the absolute upper bound. We propose the intrinsic
material response factor as a figure of merit for materials
involved in radiative heat transfer. This figure of merit
can be used by researchers as a goal post for developing
new molecules that can be used in the fabrication of nano-
structures, and it provides a scale-independent method
for comparing materials.
We can interpret the intrinsic MRF in terms of spa-
tial scaling in light of the dependence of the limits on
E10. The energy difference E10 defines a characteristic
length which measures the spatial extent of the electronic
ground state wave-function.[50] Thus, instead of thinking
of the optimized MRF as a limit for a given energy spec-
trum, it can be thought of as the best case scenario for
the scaling of the MRF with respect to the size of the
molecule. Molecules with a large intrinsic MRF are the
elements that will scale most favorably as the size is in-
creased. Thus, optimizing molecules using the intrinsic
MRF is a two-step process. First, the intrinsic MRF is
itself optimized. The best molecular units found can then
be “scaled up” to larger unit cells that might yield excep-
tionally large MRF. This method has been successfully
utilized in nonlinear optics.[51–53]
Conclusions – In summary, we have demonstrated that
the figure of merit arising from the fundamental limits to
radiative heat transfer – namely, the material response
factor – is itself amenable to constrained optimization,
and that the constraints ultimately derive from the al-
gebraic structure of quantum mechanics. This limit de-
pends only on the optical properties of the molecular sub-
stituents and the molecular number density. The limits
found when compared with common materials are orders
of magnitude higher, suggesting that molecular synthesis
is a promising avenue for fabricating better materials for
RHT. The prolific work that has previously been carried
out in maximizing the linear and nonlinear response of
molecules can be leveraged in the effort to maximize ra-
diative heat transfer between amorphous materials. We
find that the three level model provides a relatively sim-
ple theory that defines key desirable features in the en-
ergy spectrum and transition moments, which can be
used to guide materials development and gain insight into
the origins of the maximal material properties.
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