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Abstract 
Protection of patient's privacy is an obligation enforced by laws and regulations in the US, Canada, and other jurisdictions. With 
exponential growth of exchange of personal health information (PHI) brought about by e-health, there is a need for smart 
algorithms that help the data publisher to protect PHI. Within exiting privacy models, differential privacy is considered one of the 
strongest privacy protection techniques that does not make any assumption about the attacker’s background knowledge. One way 
to achieve differential privacy in the non-interactive mode is to derive a contingency table of the raw data over the database 
domain, to add noise to each count, and to publish the resulting noisy table of counts. This approach, however, is not suitable for 
high-dimensional data with large domains as the added noise substantially destroys the utility of the data. In this work, we show 
that when the K-anonymity is preceded by feature selection, it is possible to obtain a contingency table with higher counts. As a 
result, when noise is added to satisfy differential privacy, its distorting effect is minimized and high utility of the data is 
preserved. We propose the TOP_Diff algorithm which offers a trade-off between anonymization level K and the privacy budget ε, 
and enables us to publish privacy preserving datasets with high utility. Our approach is capable of handling both numerical and 
categorical features.   
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1. Introduction 
      Protection of patient's privacy is an obligation enforced by laws and regulations such as HIPAA(Health 
Information Portability and Accountability Act)9 in US, PHIPA(Personal Health Information Protection Act)10 in 
Ontario, etc. Health care organizations are major Data Holders of patient's personal health information (PHI) and as 
such, are obliged to implement the best practices of the PHI protection. For example, raw data needs to be modified 
before release, and the modification is done via a number of anonymization operations3.  
In general, attributes in a dataset can be categorized into (i) explicit identifier, (ii) quasi identifiers, (iii) sensitive 
and (iv) non-sensitive attributes. Explicit identifiers refer to a set of attributes that explicitly identify individuals. 
Quasi Identifiers (QI) refer to a set of attributes that could be linked to external datasets and potentially breach the 
privacy. Sensitive attributes correspond to person-specific private information. Finally, non-sensitive attributes 
consist of attributes that do not fall into any of the above categories. While the explicit identifiers are removed from 
the table, the QI set is transformed into a less specific form (QI’) by applying anonymization operations. For 
example, a table is considered K-anonymous if the QI values of each tuple are indistinguishable from “at least” K-1 
other tuples. K-anonymity belongs to syntactic anonymity approaches which are known to be susceptible to various 
attacks6. There are also common limitations associated with these approaches such as information loss, ad hoc 
assumption on auxiliary information, and sub-optimality4. In order to respond to the needs for a firm foundation for 
privacy preserving data publishing, differential privacy was proposed by Dwork5. Differential privacy ensures that 
adding or removing a single dataset item does not substantially influence the outcome of any analysis. Differential 
privacy supports a rigorous notion of privacy. However, a study of its utility is still in its infancy6. A fruitful 
research direction is to combine the benefits associated with syntactic anonymity approaches and differential 
privacy7,8 in order to enhance utility while guaranteeing differential privacy. A main approach to guarantee 
differential privacy of the data is through non-interactive means. The current non-interactive strategy is to publish a 
noisy contingency table (i.e. table of counts) 11. This is achieved by deriving a frequency matrix of the original data 
over the database domain. After obtaining the counts, noise is added to each count in order to satisfy differential 
privacy. However, the issue with publishing noisy contingency tables is that such approach is not suitable for high-
dimensional data that represent large domains. In latter setting, the added noise becomes very large compared with 
the counts and therefore, the utility of the data is substantially degraded to the level that it makes the data useless.  
Privacy preserving data publishing focuses on anonymizing and releasing datasets which are used for data 
mining and other analytics purposes. Usually, in this scenario, the purpose of data analysis is not known before 
hand. However, if the data publishing techniques are customized according to a particular type of analysis, better 
results can be obtained1. In this work, we follow this assumption and consider a scenario which includes a Data 
Holder (DH) that holds the original data (e.g. hospital) and a Data Recipient (DR) who wants the data in order to 
apply certain data mining task2 (e.g. a research center).  
In this work, we propose a novel technique for privacy preserving data publishing satisfying differential privacy 
and use feature selection in order to minimize the negative impact of injecting noise into the contingency table. We 
show that when feature selection is applied on the dataset prior to K-anonymization, we obtain contingency tables 
with high counts. Consequently, when noise is added to each count to satisfy differential privacy, the amount of 
noise is well compensated by the higher counts resulting from incorporating feature selection into K-anonymity. Our 
technique enables us to trade-off the level of anonymization and the amount of noise and to obtain a dataset that 
satisfies both the privacy and the utility requirements. Since the data publishing approach presented here is designed 
so as to precede data use for, e.g., model building or other kinds of data analytics, we view this as an instance of the 
Privacy by Design paradigm applied in a data analytics context. 
2. Preliminaries 
2.1 Feature Selection 
     Feature selection aims at removing irrelevant and/or redundant attributes in order to improve the quality of data. 
It is also considered an effective dimensionality reduction method12. There are two broad categories of feature 
selection techniques, namely, filters and wrappers. Filter approach attempts to assess the merits of features from the 
data without considering the induction algorithm. The wrapper model, on the other hand, uses a target learning 
algorithm in order to estimate the worth of attribute subsets. Previous works have shown that the wrapper feature 
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selection achieves better classification accuracy compared with filter feature selection techniques12. In our current 
work the data recipient is known and, the classification algorithm is pre-determined. Therefore wrapper feature 
selection technique was considered a perfect fit for our purpose. 
2.2 Differential Privacy 
In general, differential privacy ensures that the existence of any individual record does not, substantially influence 
the outcome of any analysis on the dataset. The ε-differential privacy5 is described as follows: a randomized 
function K gives ε-differential privacy if for all datasets D and D’ differing by at most one element, all S ؿ Range 
(K), 
Pr[K(D) ϵ S] <= exp (ε) ݔ Pr[K(D’) ϵ S]            (1) 
The ratio of Pr[K(D) ϵ S]/ Pr[K(D’) ϵ S] is interpreted as the “knowledge gain ratio from one data set over the 
other”11. Differential privacy requires that the knowledge gain be bounded by exp(ε). From the definition of the 
differential privacy, if a given participant’s record is removed from the dataset, the limited knowledge gain implies 
that no output becomes more or less likely in any significant way11. In formula (1), parameter ε is called the privacy 
budget (ε >0). The privacy budget is public and is specified by the data holder, and with lower value of ε, stronger 
privacy is guaranteed. The value of ε should be less than 1, and typically is chosen to be 0.01, 0.1, ln 2, and ln 35. 
2.3 Problem Statement 
Suppose a data holder wants to release a dataset D (m1, m2, … , mi, class) to a data recipient and the data 
recipient wants to use that dataset to build a classifier of type Cls. Dataset D may consist of numerical and 
categorical features. In this work, we consider the class attribute to be categorical.  Our utility function is the 
classification accuracy. Given the dataset D, the intended classification algorithm Cls, and the privacy budget ε 
(<=1), K-anonymization technique (with K = 10, 20, 50, 100, and 200), our objective is to publish a task oriented 
privacy preserving dataset DTOP_Diff that satisfies ε-differential privacy, and retains as much as information for 
further classification analysis. We achieve this objective by trading-off the value of K and ε. 
3. Related Works 
A task of combining the benefits associated with syntactic anonymity approaches and differential privacy has 
been addressed recently. The work in7 combines K-anonymity and differential privacy to improve the utility of the 
data by using the very notion of indistinguishability offered by K-anonymity. This work uses microaggregation to 
achieve K-anonymity; however, the method is limited to datasets with numerical features only. Li et al.8 show that 
“safe” K-anonymization followed by random sampling could achieve differential privacy. The authors show a 
dataset that satisfies (ε , δ)-differential privacy can be obtained by applying random sampling to the data followed by 
a generalization step that is independent from the database (i.e. applying a fixed generalization step) and then 
suppression of all tuples which occur less than K times. One issue with this technique is that using a data 
independent generalization may leads to poor utility of data13. Furthermore, adding a random sampling step 
negatively impacts the utility as well14. Mohammed et al.17 presented a novel technique for generalizing the 
contingency table then adding noise to the counts. The technique works with both categorical and numerical 
attributes. According to this method, the generalization step increases the cell counts and therefore, counts become 
much larger than the added noise. Our work differs from the above works. We do not use data independent 
generalization and random sampling and do not use microaggregation to achieve K-anonymity,etc. Our algorithm 
adds the flexibility of choosing different K-anonymization techniques and employs feature selection as a tool to 
increase the counts. We also allow a trade-off between value of K and ε and the flexibility of changing these values 
to achieve desired privacy and utility requirements. 
4. The TOP_Diff Algorithm 
     The TOP_Diff algorithm incorporates the ultimate usage of the data and employs feature selection in order to 
achieve a differentially private dataset on K-anonymous dataset, thus maintaining high utility for further data 
analysis according to a given task. The output of this algorithm is an anonymized dataset satisfying differential 
privacy. Note that this algorithm is run at the DH end and only the noisy dataset is released to the DR. The inputs to 
this algorithm include a raw dataset D with m attributes and n records, a wrapper feature selection algorithm with a 
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base classifier Cls (hereinafter, WFS_Cls_Alg), a given implementation of the K-anonymity technique (i.e. K_Alg) 
along desired level of anonymization, K, and a privacy budget ε. The choice of Cls depends on the analysis task and 
is dictated by the DR. The algorithm first applies wrapper feature selection algorithm to D and obtains the list of 
selected features ms. Then it creates Dfs dataset with a new feature vector {ms, class} and the same number of records 
n. In other words, ms corresponds to a projection of m and indicates attributes selected by the feature selection 
algorithm. The algorithm then applies K_Alg to Dfs and obtains Dfsk which is a K-anonymous version of Dfs. In the 
next step, the algorithm groups similar records together and counts the number of records in each group and 
generates table of counts TC which essentially consists of u unique records and their number of appearance in Dfsk. It 
then applies Laplace noise to each true count of (TC). Since the goal is to reconstruct a new dataset from the noisy 
table of counts, post-processing is required (PostProc). This includes rounding up noisy counts to the nearest non-
negative integer value17. Following the post-processing step, the algorithm obtains a differentially private table of 
counts TCDiff. From this table of counts, it duplicates the number of records based on their noisy count and 
generates a differentially private dataset to be released. This algorithm is shown in Fig. 1. 
 
Input: Original dataset D with m attributes and n records 
            WFS_CLs_Alg (Wrapper Feature Selection and base  classifier Cls) 
            K_Alg = K-anonymity Algorithm, Anonymization Level (K), Privacy budget ε 
 
 {ms} = WFS_CLs_Alg(D) 
           Obtain Dfs with {{ms}, class} feature vector and n records 
             Dfsk = K_Alg(Dfs) 
             Group similar records in Dfsk together and 
             Obtain TC from Dfsk with {{ms}, class, Count} feature vector and u records 
 
for each u ϵ TC do 
 C’ = PostProc(Count + Lap(2/ ε)) 
end for 
 
Obtain TCDiff with {{ms}, class, C’} feature vector and u 
records 
 
for each u ϵ TCDiff do 
 for  (1 .. C’) do 
  DTOP_Diff. add(u) 
 end for 
end for 
 
Output: Anonymized dataset DTOP_Diff 
 
Fig. 1. The TOP_Diff Algorithm. 
5. Experiments 
     In the experimental part, we used the Adult dataset15 which has become the benchmark data set for academic 
research in the area of privacy-preserving data mining/publishing. After removing the records with missing values, 
this dataset contains 45,222 records with 6 numerical attributes, 8 categorical attributes, and a binary class attribute 
which represents two income levels, i.e., <=50 K and >50 K. We used an Intel Celeron 1.7 GHz and 4GB RAM to 
obtain all of the empirical evidences. For the anonymization technique, we used Mondrian16 K-anonymization 
algorithm which is a well-known multi-dimensional model. We consider all of the attributes to be quasi-identifiers. 
We selected 1/3 of the dataset as the testing set and use the remaining 2/3 of the records to built the classifiers. We 
build the classifiers using 10-fold cross validation technique.  
     Following the above evaluation process, we applied the TOP_Diff algorithm to the Adult dataset. We run the 
algorithm for different values of K(10, 20, 50, 100, 200) and ε(0.1, 0.25, 0.5, 1.0), obtained the anonymized dataset, 
built a classifier, and record the classification accuracy. We investigated the accuracy of our TOP_Diff anonymized 
dataset (which is differentially private) with that of anonymized datasets using Mondrian K-anonymity without 
feature selection (KW/OFS) and Mondrian K-anonymity with feature selection (KWFS). We used t-test statistical 
significant test to compare our results. The results are shown in Table 1. The symbols ْ and ٓ in each case 
indicate if the results are significantly higher and lower than KW/OFS respectively.   
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                            Table 1. The classification accuracy of the Top_Diff Algorithm with feature selection 
 KW/OFS KWFS ε = 0.1 ε = 0.25 ε = 0.5 ε = 1 
K = 10 81.468 83.280ْ 74.774ٓ 80.042 81.396 83.160ْ 
K = 20 81.086 83.234ْ 74.703ٓ 80.156ْ 81.636 83.208ْ 
K = 50 80.104 83.314ْ 78.431ٓ 82.525ْ 83.075ْ 83.161ْ 
K = 100 79.030 82.737ْ 80.475ْ 82.644ْ 82.525ْ 82.664ْ 
K = 200 78.670 82.080ْ 81.808ْ 81.881ْ 82.080ْ 82.080ْ 
 
     Let us consider the results reported for each ε value. From differential privacy point of view, a lower value of ε 
corresponds to a larger noise and hence, implies a higher privacy protection. For K=10, 20, and 50, the effect of 
noise at ε = 0.1is high and we get a lower performance if compared with KW/OFS. However, as the value of K 
increases, due to a larger count values the effect of noise is reduced. As such, the performance becomes significantly 
higher when K = 100 and 200. For the remaining values of ε, for different anonymization levels, in general, we 
obtained significantly higher accuracies if compared with KW/OFS. It follows that, for the given privacy budgets 
(i.e. 0.25, 0.5, and 1) the TOP_Diff algorithm generates datasets that satisfy the differential privacy with a utility 
higher than corresponding K-anonymous dataset at the same anonymization level.  
An argument can be made that, what happens if the feature selection step is omitted from the TOP_Diff 
algorithm? Using the very notion of indistinguishablity and the fact that higher K values essentially lead to higher 
counts, we investigate whether the role of feature selection in the process is significant. In this experiment, we re-
run the TOP_Diff algorithm without the feature selection step. In other words, we generate the TC based on Dk and 
not Dfsk. We select the same anonymization levels and ε values and compare the results. These results are shown in 
Table 2.  
                            Table 2. The classification accuracy of the Top_Diff Algorithm without feature selection 
 KW/OFS ε = 0.1 ε = 0.25 ε = 0.5  ε = 1 
K = 10 81.468 71.012ٓ 73.925ٓ 77.667ٓ 78.425ٓ 
K = 20 81.086 69.802ٓ 76.840ٓ 79.375ٓ 80.675 
K = 50 80.104 73.490ٓ 78.791ٓ 79.534 79.859 
K = 100 79.030 76.409ٓ 78.910 79.109 78.970ٓ 
K = 200 78.670 76.460ٓ 78.551 78.544ٓ 78.305ٓ 
 
The results show that when the feature selection step is omitted, higher count values obtained due to increasing 
the value of K alone (without feature selection) do not improve the utility of differentially private dataset. This is 
shown by ٓ next to most of the results (for different values of K and ε). In other words, achieving differential 
privacy comes at the cost of statistically significant lower classification accuracy compared with normal K-
anonymization. This shows the essential role of feature selection in the process. As we reduce ε, we inject more 
noise into the dataset and therefore, we expect a reduction in its utility, i.e. classification accuracy. However, we can 
compensate for this by increasing the value of K.  Increasing K means increasing the number of records that appear 
in each equivalent group and hence achieving higher counts. Higher counts at higher K values eliminate the negative 
impacts of the added noise. On the other hand, as we increase ε, we inject less noise in the dataset and we obtain 
results closer to the K-anonymized dataset without noise (i.e. our final anonymized dataset is similar to KWFS). 
Remember that increasing the value of K usually leads to a decrease in the classification accuracy. When we 
increase ε, higher values of K mean a coarser grained generalization which usually results in reduction in the 
classification accuracy. At the same time, lower K reduce generalization and consequently lead to a higher 
classification accuracy. To this end, we are able to choose the desired trade-off between K and ε to satisfy our 
privacy and utility needs. 
It had been shown that feature selection excludes some of the QI attributes from the list of selected attributes2. 
Applying anonymization only to selected QI attributes (rather than all of the QI attributes) has two consequences: 
First, the more eliminated QI attributes, the less potentially identifying attributes being released. This result 
implicitly leads to a better protection as it becomes more difficult to perform successful linkage attack. Furthermore, 
the very fact that some of the attributes constituting the QI set are removed implies the destruction of the definition 
of quasi-identifiers (Recall that QI refers to minimum set of attributes that when combined may lead to a privacy 
breach by singling out a given individual).  Second, having less QI attributes means that we have less attributes to 
anonymize which directly impacts the performance and scalability of anonymization especially when the dataset is 
large. Thus, feature selection reduces the cost of anonymization. For example, in the adult dataset, when feature 
selection is applied to the dataset prior to anonymization, the time required to anonymize the dataset is decreased 
substantially: anonymization is 3.8 times faster (for K=10) and 2.5 times faster (for K=200).  
The other major source of computational cost is the wrapper feature selection12. However, our approach could be 
easily adjusted to use filter-based technique that is much faster and is more suitable for large datasets. In other 
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words, our algorithm is not tightly coupled to a specific feature selection method. The choice of either wrapper or 
filter based methods depends on the size of the dataset and a comprehensive analysis is required to find the impact 
the size of the dataset on selecting the feature selection technique. The remaining parts of the TOP_Diff algorithm 
include low cost actions of re-ordering the tuples, adding noise, and constructing DTOP_Diff and do not contribute 
significantly to anonymization cost. 
6. Conclusion and Future Work 
Among existing privacy models, differential privacy is one of the strongest which does not make any assumption 
about the background knowledge of the attacker. However, much work needs to be done in order to turn differential 
privacy into a practical solution. In this work we showed that by trading-off the level of anonymization K and the 
privacy budget ε we obtain an anonymized dataset that satisfies our privacy and utility requirements. The data 
publishing approach presented in this work is designed to precede data analysis and shows an instance of the Privacy 
by Design paradigm applied in a data analytics context.  TOP_Diff is capable of handling datasets with both 
categorical and numerical features. This is particularly important in the healthcare domain which consists of datasets 
with both types of attributes. The empirical results show significant improvement of the classification accuracy due 
to incorporating feature selection into the anonymization process. Our results showed that, as we decrease ε, more 
noise is being added to the dataset and as such, we need to increase K in order to achieve higher utility. One the 
other hand, as we increase ε, we need to decrease K in order to obtain higher utility. In the future, we will consider 
multiple releases of the same dataset for different analysis purposes to the same party or multiple parties.  
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