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We extend Liu’s fundamental theorem of the geometry of alternate
matrices to the second exterior power of an inﬁnite dimensional
vector space and also use her theorem to characterize surjective
mappings T from the vector space V of all n × n alternate matrices
over a ﬁeld with at least three elements onto itself such that for any
pairA, B inV, rank(A − B) 2k if and only if rank(T(A) − T(B)) 2k,
where k is a ﬁxed positive integer such that n 2k + 2 and k  2.
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1. Introduction
Let F be a ﬁeld. LetMm,n(F)denote the vector space of allm × nmatrices over F. Let ρ denote the rank
function. Twomatrices A,B ∈ Mm,n(F) are called adjacent if ρ(A − B) = 1. Hua [4] proved the following
fundamental theorem of the geometry of rectangular matrices. If φ is a bijective mapping onMm,n(F),
m,n 2, |F | > 2, such that φ preservers adjacency in both directions, then there exist R ∈ Mm,n(F), an
m × m invertible matrix P, an n × n invertible matrix Q , and an automorphism σ of F such that one of
the following holds:
(i) φ(A) = PAσQ + R, A ∈ Mm,n(F); or
(ii) m = n, φ(A) = PAtσQ + R, A ∈ Mm,n(F).
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Here Aσ is the matrix obtained from A by applying σ entrywise, Aσ = (σ (aij)).
By using Hua’s theorem, Havlicek and Šemrl [2] characterized bijective mappings φ on Mm,n(F),
m,n 2, |F | > 2, such that for every pair A,B ∈ Mm,n(F), A − B is of full rank if and only if φ(A) − φ(B)
is of full rank. Motivated by their work, Lim and Tan [6] characterized surjective mappings T from
Mm,n(F) onto itself such that ρ(A − B) k if and only if ρ(T(A) − T(B)) k, where |F | > 2 and k is a
ﬁxed positive integer < min{m,n}.
Let Kn(F) denote the vector space of all n × n alternate matrices over F . Liu [7] proved the following
fundamental theorem of the geometry of alternate matrices. If φ : Kn(F) → Kn(F), n 5, is a bijective
mapping such that
ρ(A − B) = 2 if and only if ρ(φ(A) − φ(B)) = 2,
then there exist an n × n invertible matrix P, an n × n alternate matrix R, an automorphism σ on F and
a nonzero scalar λ such that
T(A) = λPAσPt + R
for any A in Kn(F).
In this note, we ﬁrst extend Liu’s fundamental theorem of the geometry of alternatematrices to the
second exterior power of an inﬁnite dimensional vector space. We next use Liu’s theorem to charac-
terize surjective mappings φ from Kn(F) onto itself such that for any pair A,B in Kn(F), ρ(A − B) 2k if
and only if ρ(φ(A) − φ(B)) 2kwhere |F | 3 and k is a ﬁxed positive integer such that 2k + 2 n. In
the last section, we use this characterization theorem and a result of Wan [12] to describe surjective
mappings φ from the space of all n × n symmetric matrices onto itself such that ρ(A − B) 2k if and
only if ρ(φ(A) − φ(B)) 2k where k is a ﬁxed positive integer such that n 2k + 1 5 and F is a
perfect ﬁeld of characteristic two with |F | > 3.
2. Adjacency preserving mappings on second exterior powers
Throughout this paper, F is a ﬁeld, U andW are vector spaces over F of dimension at least two. Let
2U be the second exterior power of U. Let k be a positive integer. An element A of 2U is said to
have length k if k is the smallest positive integer such that A is the sum of k nonzero decomposable
elements. It is an elementary fact that A ∈ 2U is of length k if and only if
A =
k∑
i=1
u2i−1 ∧ u2i
for some linearly independent vectors u1, . . . ,u2k inU. In this case, wewrite l(A) = k. As usual, the zero
element in2U is said to have length zero.
Let A and B be two elements in2U. We call l(A − B) the arithmetic distance between A and B, and
we say that A, B are adjacent if l(A − B) = 1.
If A ∈ 2U is of length n > 0 and
A =
n∑
i=1
x2i−1 ∧ x2i =
n∑
i=1
u2i−1 ∧ u2i
for some xj ,uj ∈ U, j = 1, . . . , 2n, then it is known that
〈x1, . . . , x2n〉 = 〈u1, . . . ,u2n〉,
where 〈x1, . . . , x2n〉 is the linear span of the vectors x1, . . . , x2n and we shall use [A] to denote this
uniquely determined subspace 〈x1, . . . , x2n〉.
Let f be a semilinearmapping fromU toW associatedwith an automorphism σ on F . Let2f denote
the second induced power of f from2U to2W where
(2f )(u1 ∧ u2) = f (u1) ∧ f (u2)
for any u1,u2 in U.
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Let f be a σ -semilinear mapping from U to W and g be a τ-semilinear mapping from U to W . If
2f = d2g for some scalar d in F and the rank of f is at least three, then it can be shown that σ = τ
and f = λg for some nonzero scalar λ in F such that λ2 = d. This fact will be used several times in our
proof of the following theorem.
Theorem 2.1. Let U andW be vector spaces over F where U is inﬁnite dimensional. Let T : 2U → 2W be
a surjective mapping that preserves adjacency in both directions. Then there exist an invertible semilinear
mapping ϕ : U → W , an element R in2W and a nonzero scalar λ in F such that
T(A) = λ(2ϕ)(A) + R
for any A in2U.
Proof. We ﬁrst show that T is injective. Suppose that T(A) = T(B) and C :=B − A is a nonzero element.
Deﬁne a mapping φ : 2U → 2W by φ(X) = T(X + A) − T(A). Then φ(0) = φ(C) = 0 and φ preserves
adjacency in both directions. Since U is inﬁnite dimensional, one can choose a nonzero decomposable
element D in 2U such that [C] ∩ [D] = {0}. Clearly C and D are not adjacent. However φ(C) and φ(D)
are adjacent, a contradiction. Hence C = 0 and T is injective.
Let S : 2U → 2W be the mapping deﬁned by S(X) = T(X) − T(0). Then S is a bijective mapping
preserving adjacency in both directions and S(0) = 0. Let G and H be two elements in 2U such that
l(G − H) = s > 0 and l(S(G) − S(H)) = t. Since there exists a chain G0 = G,G1, . . . ,Gs = H of elements
in 2U such that l(Gi+1 − Gi) = 1, i = 0, 1, . . . , s − 1 and S preserves adjacency, it follows that t  s.
Similarly by considering S−1, we have s  t. Hence l(S(G) − S(H)) = l(G − H).
Let X be any 2m-dimensional subspace of U spanned by x1, . . . , x2m wherem 2. Let
S(x2i−1 ∧ x2i) = y2i−1 ∧ y2i, i = 1, . . . ,m.
We shall show that S(2X) = 2Y where Y = 〈y1, . . . , y2m〉. Let k be the largest integer  m such
that y1, . . . , y2k are linearly independent and let J =
∑k
i=1 x2i−1 ∧ x2i. Then for each 1 i  k, S(J) −
y2i−1 ∧ y2i has length k − 1. Hence
S(J) = y2i−1 ∧ y2i + Ji
for some Ji of length k − 1. Since l(S(J)) = k, it follows that
[S(J)] = 〈y2i−1, y2i〉 + [Ji]
and hence
〈y2i−1, y2i〉 ⊆ [S(J)], i = 1, . . . , k.
This shows that [S(J)] = 〈y1, . . . , y2k〉. Suppose that k < m. Then the length of S(J) − S(x2k+1 ∧ x2k+2) is
less than k + 1. However, J − x2k+1 ∧ x2k+2 is of length k + 1, a contradiction. Hence k = m. This implies
that [S(J)] = Y .
Let u ∧ v be a nonzero decomposable vector in2X and S(u ∧ v) = u′ ∧ v′. Then
l(u ∧ v − J) m.
This implies that
l(u′ ∧ v′ − S(J)) m.
Hence 〈u′, v′〉 ∩ Y /= {0}. We shall show that 〈u′, v′〉 ⊆ Y . Suppose the contrary. Then dim(〈u′, v′〉 + Y) =
2m + 1.Wemay assume that v′ /∈ Y . Choosew ∈ W such thatw, v′, y1, . . . , y2m are linearly independent.
Then
l(w ∧ v′ − S(J)) = m + 1
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and hence
l(S−1(w ∧ v′) − J) = m + 1. (1)
Note that u′ ∧ v′, w ∧ v′ are adjacent and hence
u ∧ v, S−1(w ∧ v′) are adjacent.
Hence [S−1(w ∧ v′)] ∩ X /= {0}, a contradiction to (1). Hence 〈u′, v′〉 ⊆ Y . This shows that S(u ∧ v) ∈ 2Y .
Now let E be an element of length t in2X with t  2. Then
E =
t∑
i=1
u2i−1 ∧ u2i
for some linearly independent vectors u1, . . . ,u2t in X . Let
S(u2i−1 ∧ u2i) = v2i−1 ∧ v2i, i = 1, . . . , t.
Then 〈v2i−1, v2i〉 ⊆ Y . In view of the argument in paragraph 3, we have
[S(E)] = 〈v1, . . . , v2t〉.
Hence S(E) ∈ 2Y . This proves that S(2X) ⊆ 2Y . Using S−1 and applying the previous arguments,
we have S−1(2Y) ⊆ 2X . Thus S(2X) = 2Y .
Let A, B be two elements in 2U. Let Q be a 2s-dimensional subspace of U containing [A] ∪ [B]
where s > 2. Then S(2Q ) = 2K for some subspace K ofW with dimQ = dimK . Then by the funda-
mental theorem of geometry of alternate matrices, we obtain that S|2Q is additive. This shows that
S(A + B) = S(A) + S(B) and hence S is additive.
We now ﬁx a 6-dimensional subspace Z of U. Then by Liu’s theorem, we have
S|2Z = λ
2
f
for some invertible σ -semilinear mapping f from Z onto f (Z) and some nonzero scalar λ in F .
Let N be a basis of a complementary subspace of Z in U. For any e ∈ N, choose e′ ∈ U such that
〈e, e′〉 ∩ Z = {0} and letM = Z + 〈e, e′〉. Let L = λ−1S. Then by Liu’s theorem,
L|2M = η
2
g
for some invertible τ-semilinear mapping g from M to g(M) and some nonzero scalar η. Since 2f =
η2g on2Z , we have σ = τ and f = dg on Z for some d ∈ F such that η = d2. Hence L|2M = 
2
(dg).
Extend f to a σ -semilinear mapping fe on Z + 〈e〉 by deﬁning fe(e) = dg(e). Then we have
L|2(Z+〈e〉) = 
2
fe.
Let e1, e2 be two distinct elements from N. Then
L|2(Z+〈e1,e2〉) = δ
2
h
for some invertible σ -semilinear mapping h from Z + 〈e1, e2〉 to its image and some nonzero scalar δ.
Since L|2(Z+〈ei〉) = 
2
fei for i = 1, 2, it follows that there exist scalars d1, d2 such that d2i = δ and
fe1 (z) = d1h(z) for every z ∈ Z + 〈e1〉
and
fe2 (z) = d2h(z) for every z ∈ Z + 〈e2〉.
Hence d1 = d2. For any μ ∈ F , we have
L(μe1 ∧ e2) = δh(μe1) ∧ h(e2)
= d1h(μe1) ∧ d2h(e2)
= fe1 (μe1) ∧ fe2 (e2).
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Let ϕ be the additive mapping from U to W such that ϕ|Z+〈e〉 = fe for every e ∈ N. Then ϕ is an
invertible σ -semilinear mapping from2U to2W . Since L is additive, we have L|2(Z+〈e1,e2〉) = 
2
ϕ.
Since e1, e2 are arbitrarily chosen from N, it follows that L = 2ϕ. This completes the proof. 
Remark 2.2. In [8], Hua’s fundamental theoremof the geometry of rectangularmatriceswas extended
to the algebra of bounded linear operators of ﬁnite rank on an inﬁnite dimensional Banach space,while
in [1], Hua’s fundamental theorem of the geometry of complex symmetric matrices [3] was extended
to the spaces of all bounded symmetric operators of ﬁnite rank on an inﬁnite dimensional complex
Hilbert space. We remark that Hua’s fundamental theorem of the geometry of rectangular matrices
holds true under a weaker assumption of preserving the adjacency in one direction only (see [5,9]).
3. Preservers of pairs of bivectors with bounded distance
Throughout this section, F is a ﬁeld with at least three elements and k is a ﬁxed positive integer
such that 6 2 + 2k  dimU. For any nonempty subset S of2U, let
S⊥k = {B ∈ 2U : l(B − A) k ∀A ∈ S}.
For characterizing surjective mappings from 2U to 2W that preserve pairs of bivectors with
bounded distance k in both directions, we need the following three lemmas.
Lemma 3.1. Let A ∈ 2U be a nonzero element of length k. If C ∈ {0,A}⊥k⊥k and C /= 0, then [C] = [A].
Proof. Let l(A) = s. Then
A =
s∑
i=1
x2i−1 ∧ x2i
for some linearly independent vectors x1, . . . , x2s in U. Let l(C) = t.
Case 1: s > t. Clearly there exist linearly independent vectors xj1 , xj2 , . . . , xjm wherem = 2(s − t) and
1 j1 < j2 < · · · < jm  2s such that
〈xj1 , xj2 , . . . , xjm 〉 ∩ [C] = {0}.
Let E be a tensor of length k + 1 − s in2U such that
[E] ∩ (〈xj1 , xj2 , . . . , xjm 〉 + [C]) = {0}.
Let us choose two of the indices j1, j2, . . . , jm, say j1, j2. If {j1, j2} = {2r − 1, 2r} for some 1 r  s, let
D = E +
s−t∑
i=1
xj2i−1 ∧ xj2i .
Then l(D) = k − t + 1 and l(D − A) k. Hence D ∈ {0,A}⊥k . However l(C − D) = k + 1, a contradiction.
If {j1, j2} /= {2r − 1, 2r} for any 1 r  s, wemay assumewithout loss of generality that j1 = 1, j2 =
3. Note that there exists a scalar λ ∈ F such that
λx3 + x2 /∈ [C] + 〈x1, xj3 , . . . , xjm 〉.
LetD = x1 ∧ (λx3 + x2) +
∑s−t
i=2 xj2i−1∧xj2i + E. Then l(D − A) k and l(D) k andhenceD ∈ {0,A}⊥k .
However l(D − C) = k + 1, a contradiction.
Case 2: s < t. Let D ∈ 2U be of length k − t + 1 such that [D] ∩ [C] = {0}. Since l(D − A) (k − t +
1) + s  k, it follows that D ∈ {0,A}⊥k . However, l(D − C) = k + 1, a contradiction.
From Case 1 and Case 2, we see that s = t. Suppose that [C] /= [A]. Then there exists xj ∈ [A] such
that xj /∈ [C]. Extend xj to 2(k − t) + 2 linearly independent vectors xj , v0, v1, . . . , v2k−2t such that
〈xj , v0, v1, . . . , v2k−2t〉 ∩ [C] = {0}.
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Let J = xj ∧ v0 + v1 ∧ v2 + · · · + v2k−2t−1 ∧ v2k−2t . Then J ∈ {0,A}⊥k . But l(C − J) = k + 1, a contradic-
tion. Hence [C] = [A]. 
Lemma 3.2. Let A,B be an adjacent pair in2U. Then |{A,B}⊥k⊥k | = |F |.
Proof. Without loss of generality, wemay assume that B = 0 and A is a nonzero decomposable tensor.
Let D ∈ {0,A}⊥k⊥k . Then by Lemma 3.1, D = λA for some scalar λ. Now for any C ∈ {0,A}⊥k , we have
l(C) k and hence dim[C] 2k. Since l(A − C) k, it follows that
dim([A] + [C]) 2k + 1.
Hence l(μA − C) k for any μ ∈ F . This shows that μA ∈ {0,A}⊥k⊥k and hence
{0,A}⊥k⊥k = 〈A〉.
This completes the proof. 
Lemma 3.3. Let A,B ∈ 2U such that 2 l(A − B) k. Then {A,B}⊥k⊥k = {A,B}.
Proof. Without loss of generality, we may assume that A = 0 and
B =
n∑
i=1
x2i−1 ∧ x2i
for some linearly independent vectors x1, . . . , x2n. Then 2 n k. Choose vectors x2n+1, . . . , x2k+2 in
U such that x1, . . . , x2n, . . . , x2k+2 are linearly independent.
Let C ∈ {0,B}⊥k⊥k and C /= 0. By Lemma 3.1, [C] = [B] and thus
C =
∑
1i<jn
aijxi ∧ xj
for some aij ∈ F such that aji = −aij .
Let 1 s < t  n. For each λ(t) = (λ1, . . . , λˆt , . . . , λk) ∈ Fk−1, let
Fst(λ(t)) =
k∑
1=r /=s,t
λrx2r−1 ∧ x2r + x2s−1 ∧ x2s + x2t−1 ∧ x2t
+λsx2s−1 ∧ x2k+1 + x2t−1 ∧ x2k+2. (2)
Then Fst(λ(t)) ∈ {0,B}⊥k and hence l(C − Fst(λ(t))) k. This implies that
∣∣∣∣∣∣∣∣∣∣∣∣∣
0 a2s−1,2s − 1 a2s−1,2t−1 a2s−1,2t −λs 0
1 − a2s−1,2s 0 a2s,2t−1 a2s,2t 0 0
−a2s−1,2t−1 −a2s,2t−1 0 a2t−1,2t − 1 0 −1
−a2s−1,2t −a2s,2t 1 − a2t−1,2t 0 0 0
λs 0 0 0 0 0
0 0 1 0 0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.
Since the above determinant equals a2
2s,2t
λ2s , it follows that a2s,2t = 0.
Replacing λsx2s−1 ∧ x2k+1 + x2t−1 ∧ x2k+2 by
(i) λsx2s ∧ x2k+1 + x2t−1 ∧ x2k+2;
(ii) λsx2s−1 ∧ x2k+1 + x2t ∧ x2k+2; and
(iii) λsx2s ∧ x2k+1 + x2t ∧ x2k+2
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in (2) respectively, we get (i) a2s−1,2t = 0; (ii) a2s,2t−1 = 0; and (iii) a2s−1,2t−1 = 0 respectively. Hence
C =
n∑
i=1
a2i−1,2ix2i−1 ∧ x2i.
For each 1 s < t  n, let λ(s, t) = (λ1, . . . , λˆs, . . . , λˆt , . . . , λk+1) ∈ Fk−1 and
G(λ(s, t)) =
k+1∑
1=r /=s,t
λrx2r−1 ∧ x2r + x2s−1 ∧ x2s.
Then G(λ(s, t)) ∈ {0,B}⊥k and hence
l(C − G(λ(s, t))) k
and we get (a2s−1.2s − 1)2a22t−1,2t = 0. Since l(C) = n, we have a2t−1,2t /= 0 and hence a2s−1.2s = 1. This
proves that C = B and hence {0,B}⊥k⊥k = {0,B}. This completes the proof. 
Theorem 3.4. Let k be a ﬁxed positive integer such that 2 + 2k  dimU and k  2. Let T be a surjec-
tive mapping from 2U to 2W such that for any pair A,B ∈ 2U, we have l(A − B) k if and only if
l(T(A) − T(B)) k. Then there exist an invertible semilinear mapping f : U → W , an element R in 2W
and a nonzero scalar c in F such that
T(A) = c(2f )(A) + R
for any A in2U.
Proof. Since T preserves bivectorswith bounded distance k in both directions, it follows that dimW 
2k + 2. Using an argument similar to that of the ﬁrst paragraph of the proof of Theorem 2.1, we can
show that T is injective. Suppose that U is ﬁnite dimensional. Then from the third paragraph of the
proof of Theorem 2.1, we see that dimU = dimW . Hence by Lemma 3.2, Lemma 3.3, Liu’s theorem and
Theorem 2.1, we obtain the result. 
When U is ﬁnite dimensional, Theorem 3.4 can be stated in matrix language as follows:
Corollary 3.5. Let m,n and k be positive integers such that m 2k + 2 and k  2. Let T be a surjective
mapping from Km(F) to Kn(F) such that
ρ(A − B) 2k if and only if ρ(T(A) − T(B)) 2k.
Then m = n and there exist an n × n invertible matrix P, an n × n alternate matrix R, an automorphism σ
on F and a nonzero scalar λ such that
T(A) = λPAσPt + R
for any A in Kn(F).
The following corollary is an immediate consequence of Corollary 3.5 and Liu’s theorem [7].
Corollary 3.6. Let n be a positive even integer  4. Let τ : F → F be a function such that only zero is
mapped to zero. Then T is a surjective mapping from Kn(F) onto itself such that
det(T(A) − T(B)) = τ(det(A − B))
for any A, B in Kn(F) if and only if there exist an n × n invertible matrix P, an n × n alternate matrix R, an
automorphism σ on F , and a nonzero scalar λ such that either
(i) T(A) = λPAσPt + R; or
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(ii) n = 4, T(A) = λP
⎛
⎜⎜⎝
0 a34 a24 a23
−a34 0 a14 a13
−a24 −a14 0 a12
−a23 −a13 −a12 0
⎞
⎟⎟⎠
σ
Pt + R,A = (aij) ∈ K4(F),
where in both cases τ = (det(λPPt))σ.
4. Automorphisms of graphs of symmetric matrices
Let Sn(F) be the vector space of all n × n symmetric matrices over F . For any two positive integers
n, s with n s, let s(Sn(F)) denote the graph of all n × n symmetric matrices over F such that two
distinct vertices A and B are joined by an edge if ρ(A − B)  s. Similarly, we use k(Kn(F)) to denote
the graph of all n × n alternate matrices over F such that two distinct vertices A and B are joined by an
edge if ρ(A − B)  2k, where k is a ﬁxed positive integer such that 2k  n.
When (i) char F /= 2 and 2 k < n, or (ii) k = 1 and |F | > 2, it is known [3,6,10,11] that every graph
automorphism of k(Sn(F)) is of the form A → λPAσPt + R where λ is a nonzero scalar in F , P is an
n × n invertible matrix, σ is an automorphism on F , and R is a matrix in Sn(F). However, the situation
is different when char F = 2 and 2 k. In fact, when F is a perfect ﬁeld of characteristic two, there are
other types of graph automorphisms of 2k(Sn(F)) when n > 2k.
Note that Kn(F) is the second exterior power of F
n where a ∧ b = atb − bta, a, b ∈ Fn. Every element
A in Kn(F) of positive rank 2k is of the form
∑k
i=1 u2i−1 ∧ u2i for some linearly independent vectors
u1,u2, . . . ,u2k in F
n and we use [A] to denote the uniquely determined subspace 〈u1,u2, . . . ,u2k〉.
The following lemma was proved in [12, Theorem 5.62], for the case ρ(A) = 2. Our proof for this
case is different and shorter.
Lemma 4.1. Let char F = 2. Let a, b ∈ Fn and K ∈ Kn(F). Let A =
(
0 a + b
(a + b)t K
)
and B = K + ata + btb.
Then ρ(A) = ρ(B) or ρ(A) = ρ(B) + 1.
Proof. If a = b or K = 0, the result is clear. Suppose now that a /= b and K /= 0. Let J = K + a ∧ b. Then
B = J + (a + b)t(a + b). Let ρ(A) = 2s. Then we have either ρ(K) = 2s − 2 or ρ(K) = 2s.
Case 1: ρ(K) = 2s − 2. We have a + b /∈ [K] and hence either (a) ρ(J) = 2s − 2, or (b) ρ(J) = 2s. Sup-
pose that (a) holds. Let P ∈ Mn(F) such that (a + b)P = 0 and uP = u for every u ∈ [K]. Then Pt(a ∧ b)P =
0 and thus PtKP = PtJP = K . Hence a + b /∈ [J], otherwise ρ(PtJP) < 2s − 2, a contradiction. This implies
that ρ(B) = 2s − 1. Suppose that (b) holds. Then [J] = [K] ⊕ 〈a, b〉. Hence a + b ∈ [J] and this shows that
ρ(B) = 2s or 2s − 1.
Case 2: ρ(K) = 2s. We have a + b ∈ [K] and hence either (a)ρ(J) = 2s − 2, or (b) ρ(J) = 2s. Suppose
that (a) holds. Then [K] = [J] ⊕ 〈a, b〉 and hence a + b /∈ [J]. This implies that ρ(B) = 2s − 1. Suppose that
(b) holds. We shall show that a + b ∈ [J]. Suppose the contrary. Let Q ∈ Mn(F) such that (a + b)Q = 0
and uQ = u for every u ∈ [J]. Then Q tJQ = J = Q tKQ . Since a + b ∈ [K], it follows that ρ(Q tKQ ) < 2s.
However ρ(J) = 2s, a contradiction. Hence a + b ∈ [J] and this implies that ρ(B) = 2s or 2s − 1. 
The following theorem shows that the graphs k(Kn+1(F)) and 2k(Sn(F)) are isomorphic when F
is a perfect ﬁeld of characteristic two and n is an integer  2k + 1. The case for k = 1 was proved in
[12, Theorem 5.62].
Theorem 4.2. Let F be a perfect ﬁeld of characteristic two. Let n and k be two positive integers such that
n 2k + 1. Then the mapping θ : Kn+1(F) → Sn(F) deﬁned by(
0 a
at K
)
→ K + ata,
where a is an 1 × nmatrix and K is an n × n alternatematrix, is a graph isomorphism betweenk(Kn+1(F))
and 2k(Sn(F)).
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Proof. Since F is a perfect ﬁeld of characteristic two, every matrix in Sn(F) can be uniquely expressed
as the sum of an alternate matrix and a symmetric matrix of rank 1. This shows that the mapping
θ is bijective. Let A1 =
(
0 a
at K1
)
and A2 =
(
0 b
bt K2
)
be two matrices in Kn+1(F) where K1 and K2 are
n × n alternate matrices. Then
A1 − A2 =
(
0 a + b
(a + b)t K1 + K2
)
and
θ(A1) − θ(A2) = (K1 + K2) + ata + btb.
By Lemma4.1,wehave ρ(A1 − A2) 2k if andonly if ρ(θ(A1) − θ(A2)) 2k. Hence θ is an isomorphism
from k(Kn+1(F)) to 2k(Sn(F)). 
Corollary 4.3. Let F be a perfect ﬁeld of characteristic two with at least four elements. Let n and k be two
positive integers such that n 2k + 1 5. Let T : Sn(F) → Sn(F) be a surjective mapping such that for any
A, B in Sn(F),
ρ(A − B) 2k if and only if ρ(T(A) − T(B)) 2k.
Then there exist an automorphism σ on F , a matrix R in Sn(F) and an (n + 1) × (n + 1) invertible matrix(
c u
v P
)
where P is an n × n matrix, such that
T(A) = Patσ vt + vaσPt + PKσPt + wtw + R, (3)
where A = K + ata and w = uatσ vt + (caσ + uKσ )Pt.
Proof. Let θ be the isomorphism from k(Kn+1(F)) to 2k(Sn(F)) as mentioned in Theorem 4.2. Let
ϕ = θ−1. We may assume that T(0) = 0. Then L : Kn+1(F) → Kn+1(F) deﬁned by
L(ϕ(A)) = ϕ(T(A)), A ∈ Sn(F),
is a surjective mapping such that for any C, D in Kn+1(F),
ρ(C − D) 2k if and only if ρ(L(C) − L(D)) 2k.
By Corollary 3.5, there exist an automorphism σ on F and an (n + 1) × (n + 1) invertiblematrix
(
c u
v P
)
where P is an n × nmatrix, such that
L
(
0 a
at K
)
=
(
c u
v P
)(
0 a
at K
)
σ
(
c vt
ut Pt
)
=
(
0 w
wt Patσ v
t + vaσPt + PKσPt
)
,
where w = uatσ vt + (caσ + uKσ )Pt. Hence
T(K + ata) = Patσ vt + vaσPt + PKσPt + wtw.
This completes the proof. 
Remark 4.4. The mapping (3) in Corollary 4.3 preserves matrix pairs with bounded distance 2k in
both directions.
Remark 4.5. Suppose that we impose as an additional condition to Corollary 4.3 that T(A) − T(B) is
alternate if A − B is a rank 2 alternate matrix. Then we see that for any n × n alternate matrix K ,
T(K) = PKσPt + P(KσutuKσ )Pt + R.
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If u /= 0, then it is easily seen that there exists a rank two alternate matrix J such that Jσut /= 0
and hence T(J) − T(0) is not alternate, a contradiction. Hence u = 0 and c /= 0. This implies that P is
invertible and
T(K + ata) = Patσ vt + vaσPt + PKσPt + c2PatσaσPt + R.
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