Many computer problems today need the computer power that is only available using large scale parallel processing. For a signicant n umber of these problems, the density of the global communications between the individual processors dominates the performance of the whole parallel implementation on a distributed memory multiprocessor system. In these cases, the design of the interconnection network for the processors is known to play a signi cant part in the ecient implementation of real problems. Networks of processors connected as an irregular con guration have the advantage that they satisfy the best known criteria for producing con gurations that perform well on real applications. This paper presents a new genetic algorithm for the generation of optimal irregular con gurations, which i s a c hallenging problem since there is no obvious representation which allows all the main genetic operations to be implemented e ectively.
Introduction
Many computer problems today need the computer power that is only available using large scale parallel processing. For a signi cant n umber of these problems, the density of the global communications between the individual processors dominates the performance of the whole parallel implementation on a distributed memory multiprocessor system. When a problem with a global communication pattern is implemented, every processor will need to communicate with the all other processors and the overheads that result from this global communication increase as more processors are added. There are a large number of problems, from a wide variety of disciplines, which h a ve these global communication requirements, for example: free Lagrangian codes; boundary element methods; radiosity and spectral methods in graphics; and the modelling of molecular interactions.
Networks of processors connected as an irregular con guration have the advantage that they satisfy the best known criteria for producing con gurations that perform well. Some of the best performance gures for real problems requiring global communication, which h a ve been implemented on a network of T800 transputers, have been achieved using irregular con gurations 5, 6 . The design of these networks requires nding an optimal con guration ove r a v ery large search space. In this paper, con gurations are reported that are better than those produced by a n y previous method, including other genetic algorithm approaches, and many, for the smaller networks, are very close to the theoretical limits. The problem also poses some interesting problems for the application of genetic algorithms, particularly with respect to nding a suitable representation of the problem to support the e ective use of traditional genetic operators.
2 Theoretical limits related to optimal irregular con gurations Each processor in a distributed memory multiprocessor architecture has a number of links available for interconnection with the other processors in the system. If this number of links is not restricted then the system may be fully interconnected. In practice, however, processors have a limited number of links available, which i s t ypically 4 or 6, although processors with more links do exist.
There are a wide variety of regular congurations that have been proposed for the interconnection of processors, in addition to the irregular con gurations considered in this paper. Two important metrics for measuring the e ectiveness of these con gurations are the diameter and the average interprocessor distance. The diameter, D Diam , is the largest number of links in the shortest path connecting any t wo processors in the network. The average interprocessor dis-tance, D Avg , is the average number of links that occur in the shortest paths between any two processors. Thus the average interprocessor distance is equivalent to the average number of links a message has to cross when passing from any source processor to its desired destination processor.
It is important to show h o w the maximum number of processors that can be interconnected in a con guration of a certain diameter can be derived 7 . An upper bound on this value may be obtained from extremal graph theory 2 . Assuming that every processor in the con guration has the same number of links or valency, , the upper bound on the maximum number of processors in the con guration, usually called the Moore In order to provide a practical parallel processing system, the system must have access to Input Output facilities. Most systems achieve this by designating one of the processors as the system controller with the responsibilities of providing this Input Output interface with the other processors performing the actual processing of the problem. The inclusion of a system controller within a con guration may b e achieved either by the provision of an additional link to one or more processors or by using some of the existing links.
For practical irregular con gurations, two existing links from the con guration are used for connection to the system controller, since as the number of links per processor is normally even, using one or three links would leave another link unconnected. In such a con guration of n processors, each with valency , two processors will have , 1 links available and n , 2 processors will have links available for interconnection with the other processors. This results in a smaller upper limit on the maximum number of processors that can be obtained, by considering the number of processors at di erent distances from a processor connected to the system controller. Since such a processor has , 1 links available for interconnection with other processors, this gives the number of processors as:
It is possible to consider an optimal irregular con guration of n processors as a combination of two nodes containing the system controller connections , which will be called the system nodes, and n , 2 other nodes. The two system nodes can then be considered to be connected to all the other nodes by a spanning tree with a root node with one less link available, as represented by formula 2, and the other n ,2 nodes by a spanning tree with root node of normal valency, a s represented by formula 1. It is then possible to calculate the average interprocessor distance, D Avg , of this con guration, and the number of shortest paths P Diam , which are equal to the diameter. These values, which are the theoretical limits for optimal con gurations for various numbers of processors, are included in Table 1 . The Moore limits for a valency of 4 are 40 processors for a diameter of 3 and 121 processors for a diameter of 4.
It is important to realise that these are theoretical limits on the metrics for the best possible con gurations, and do not constitute a proof that such con gurations exist.
3 Generating algorithm
There are two major complications associated with this problem which make i t i n teresting from the genetic algorithm viewpoint. Firstly, it does not seem possible to nd a representation of the network that supports a crossover operator that still maintains a valid con guration, in the sense of preserving the correct number of links on each processor. In practise, the new strings formed are made valid using a network repair function. The second complication is that, even after applying the repair function, the solutions produced by the crossover are nearly always very much inferior to any previous solutions, unless a very long way from the optimal, and thus some additional method must be used to produce comparable new solutions. In this algorithm, a very large use is made of mutations in order to achieve this.
Representation
For this problem, the n processors in the network are numbered from 0 to n-1, with processors 0 and n ,1 being the two system processors. Every link from a processor is then given a di erent n umeric value. Thus f o r a v alency of 4, processor 0 will have links 0, 1, 2 and 3; processor 1 will have links 4,5,6 and 7 etc. The system links are then the lowest and highest numbered links. A link between two processors is then represented by a pair of integers, e.g. the pair 6,13 in a network of valency 4, would represent a connection between processors 1 and 3, using links 6 and 13. This numbering is the same as that used by Sharpe 8 . However the representation is di erent, as the network is represented by a string of pairs of these integers, one pair for each link, ordered by the rst link number and then by the second link number. Thus each link number only occurs once in the string and the same representation can be used for any v alency. Two alternative representations have been proposed by W arwick 9 and by Sharpe 8 .
Genetic algorithm
The genetic algorithm used is based on reproduction, one-point random crossover, mutation and an elitest strategy. There were two major in uences on the design of the algorithm. The rst is that after the crossover operation, a repair function normally has to be applied to produce a valid solution. Since the left-hand side of the string formed after the crossover, up to the crossover point, had previously been part o f a v alid network, then the repair function can be con ned to the right-hand side. This is designed to help the development of schema in the left-hand sides. A second strong in uence is that, in a previous paper by the author and Chalmers 4 , it has been shown that using only random mutation of the links without any other genetic operators, which is basically just a random local search procedure, can achieve v ery good solutions.
Thus the algorithm used was the following:
1. Construct at random a set of N1 strings which represent v alid solutions to the problem and evaluate each of these solution using a tness function. A better solution has a lower value of the tness function chosen. 2. A weight is then associated with each of these solutions, which is calculated as 1000 less the di erence between the tness functions of the current solution and the best solution in the set. 3. A mating pool of N2 distinct strings, N2 N1 , is formed by w eighted random selection from the N1 strings. Currently N1 is set at 40 and N2 at 10 for most problems. 4. The new family of strings then consists of a set of elitest strings, which is currently set at 10 of N1, plus a set of strings formed by crossover, making N1 strings in total. 5. A single-point crossover operation is used, where the point of crossover is chosen at random. The crossover selects both the strings from any of the N2 strings in the mating pool. 6. A repair function is applied to the links in the right-hand half, which will always succeed. This repair function replaces the rightmost value of any duplicated link number by the value of one that has not yet been used anywhere in the string. 7. All the new solutions are evaluated. It is found that the solutions formed from the crossover and repair function are nearly always very much w orse than the elitest solutions from the previous generation. This seems to be due to the crossover and not just the implementation of the repair function. Thus a series of M1 random mutations is applied to the right-part of the solutions followed by M2 to the whole solution. A string is only replaced by its mutation, if this results in a direct improvement in its tness function. It is found that by c hoosing suitable values for M1 and M2, some of the solutions produced by the crossover are then better than the elitest solutions, which is necessary if the reproduction and crossover operations are to have a n y e ect. Without this comparatively large use of mutation, the crossover was not very e ective. M1 and M2 are usually set to 10 to 40 times the number of processors. 8. This whole process is repeated for a number of generations, currently set at 20. 9. Finally, an attempt is made to further improve just the elitest solutions obtained by using M3 random mutations. M3 is current set to 40 times the number of processors. There is no particular constraint, either by the algorithm or by the representation of the network, on the way the tness function is formulated. It was shown by Sharpe et al 8 that the minimumdiameter metric was more important than the average interprocessor distance for the performance of real applications and thus the following tness function f was used: Since it is important to ensure that the minimum diameter dominates the value of the tness function, w 1 is kept large. The weights used for the tness function are: w 1 = 1000000, w 2 = 1000 and w 3 = 1 since past experience showed that the values of Length changed more smoothly than those of P Diam , i.e. one mutation of two links can have a v ery appreciable change on P Diam , but a comparatively small change on Length. When evaluating the tness function, successively higher diameter con gurations are constructed until all the nodes are connected. Thus networks that are not fully connected gain a very high diameter, chosen to be 9, which ensures that such con gurations never survive.
The choice of which t wo links to swap is made at random subject to the following constraints, which are to avoid generating con gurations which could not possibly be an improvement. These are that no two processors, of the four processors involved in the two links, can be the same and the system controller links can not be moved. The combined e ect of all these decisions is that the vast majority of the computation time is spent i n e v aluating the tness function.
Results
Although the algorithm described can be applied to any v alency or numbers of system nodes, this paper will restrict itself to a v alency of 4 and two system nodes. The results obtained from this genetic algorithm are then presented in tables 1 to 3. Table 1 shows a comparison between the results obtained with the theoretical limits described in Section 2 and the best previously published results in the column marked RLS 4 , which represents results obtained by the author and Chalmers using a random local search algorithm. This table shows that it is possible to obtain the best diameter for a given number of processors, when not too near a Moore limit. For the smaller sized networks, by comparing the values of P Diam and D Avg , i t c a n b e seen that these con gurations are very close or may actually be the optimal con gurations with respect to smallest average interprocessor distance for the minimum diameter. When compared to the best previously published results, these results are comparable for the smaller networks, but show a considerable improvement in the values of P Diam for the larger networks. Smaller values of D Avg have been obtained previously for some of these con gurations, but only at the expense of larger diameters 8 .
These results are also compared with a variety of previous published results for the minimum diameter for a given number of processors, as shown in Table 2 ; and with respect to the minimum average interprocessor distance for the best known diameter for that number of processors as shown in Table 3 .
In these tables, the row labelled GA represents results from the genetic algorithm described in this paper, GA 8 and GA 9 show previous results achieved using genetic algorithms as reported by Sharpe et These tables show that this genetic algorithm is better than any previous genetic algorithm published for this problem. When compared with the random local search procedure described by the author in 4 , it appears to be giving similar results for con gurations up to 53 processors, but producing better results for the larger networks, particularly with respect to values of P Diam . It is very di cult to compare directly the timings of the two methods at this stage, as the results obtained do not scale easily with the size of families chosen, numbers of mutations and crossovers, and other adjustable parameters. The author's opinion is that this should prove to be a better method for obtaining the best possible con gurations for the larger sized networks, and also for reducing the computation time required to achieve a given optimality, but a detailed comparison requires far more research.
Conclusion
This paper has described the successful application of a recently developed genetic algorithm for the design of an irregular con guration of processors. It has reported better results than any previously published for the larger sized con gurations.
There are several areas for future research. One of these is the re nement o f the genetic algorithm to try and improve o n both the results obtained and to reduce the number of evaluations of the tness function, so that problems with larger number of processors can be tackled in reasonable computing times. Another research area is the optimal design of the routes to be used between the processors in a particular conguration, so as to avoid bottlenecks on any particular links.
