Suppose that we have the freedom to adapt the observational network by choosing the times and locations of observations. Which choices would yield the best analysis of the atmospheric state or the best subsequent forecast? Here, this problem of \adaptive observations" is formulated as a problem in statistical design. The statistical framework provides a rigorous mathematical statement of the adaptive observations problem and indicates where the uncertainty of the current analysis, the dynamics of error evolution, the form and errors of observations, and data assimilation each enter the calculation. The statistical formulation of the problem also makes clear the importance of the optimality criteria (for instance, one might choose to minimize the total error variance in a given forecast) and identi es approximations that make calculation of optimal solutions feasible in principle. Optimal solutions are discussed and interpreted for a variety of cases. Selected approaches to the adaptive observations problem found in the literature are reviewed and interpreted from the optimal statistical design viewpoint. In addition, a numerical example, using the 40-variable model of Lorenz and Emanuel, suggests that some other proposed approaches may often be close to the optimal solution, at least in for this highly idealized model.
Introduction
Data used in meteorological forecasting currently consists mainly of routine observations from dedicated platforms, such as radiosounding stations and satellites, and observations of opportunity, such as those from commercial aircraft. There is increasing interest, however, in adaptively modifying and supplementing the existing observational network according to the key forecast problems of a given day. This interest is motivated both by the scarcity of resources available for meteorological observations and by the now routine availability of information concerning the growth and propagation of errors within forecasts. We will refer to the notion of changing and supplementing the observational network in order to optimize the quality of a speci c forecast, as adaptive observations.
Since forecast errors have a random component (because analysis errors arise in part from random errors in observations), it is natural to cast the problem in a statistical framework. Thus, our topic is the statistical design of data collection processes in order to optimize statistical measures of the quality of prediction. Though our statistical formulation is appropriate in general design problems, the focus here is to take advantage of opportunities for choosing speci c geographical areas in which specialized observational data will be obtained. We also present an example of optimal design for an idealized low-order model of the atmosphere (following Lorenz and Emanuel 1998) and compare that design against other proposed adaptive observation strategies.
This work was motivated in part by the opportunity to test adaptive strategies during the Fronts and Atlantic Storm Track Experiment (FASTEX; see Joly et al. 1997) . FASTEX included two long-range jet aircraft capable of providing between 10 and 50 additional dropsoundings over the North Atlantic, upstream of the main observational area centered on Shannon, Ireland. The design problem was to regularly and optimally devise ight paths for the aircraft. Future experiments will further test the notion of adaptive data collection.
To best communicate the ideas the following idealized problem is the focus of this article:
Let X 0 ; X 1 ; and, X 2 be n-dimensional vectors representing the state of the atmosphere at times, t 0 ; t 1 ; and t 2 , respectively, based on some nite-dimensional representation, such as model grid-point values or spectral coe cients. Given all available information at t = t 0 (the decision or design time), we wish to decide how to collect additional observations at t = t 1 (the targeted or observation time) in order to optimize statistical properties of a forecast from t = t 1 valid at t = t 2 (the forecast or validation time). The exposition here will primarily assume that all observations at t = t 1 are our \adaptive observations;" more general situations are discussed in Section 2.3. Also, note that in general, the quantities represented in X may include a variety of di erent physical variables, or in idealized settings (e.g., Section 4), the values of a single variable at di erent physical locations or sites. The structure of our formulation is not dependent on these di erences; hence, we generically use \site" to indicate an element of X.
The choice of data collection design is to be guided by trying to obtain the most e cient forecast of X 2 . (The accuracy of a prediction of course depends on how the prediction is made. The forecast model considered here is described in Section 2.) The task involves a trade-o between regions in which one expects to be very uncertain about X 1 versus regions of X 1 which are extremely important in terms of their role in the evolution of the dynamics. We used the word \expects" because the entire issue is statistical. That is, our forecast of X 2 will be based on our best assessment of X 1 , but this assessment depends on the (unknown) future data whose collection is being designed.
To frame the problem statistically, we rst note that quite generally, forecasts (estimators of random variables) are chosen to be the conditional expected values of those random variables. The conditioning is based on all information available at the time of prediction. The corresponding measure of predictive accuracy is then the conditional covariance matrix of the variables. These notions have been the basis for data assimilation. In particular, \ob-jective analysis" procedures typically produce conditional expectations. See Lorenc (1986) for clari cations.
We use the variable , subscripted by time, to represent an analysis; A, again subscripted by time, represents the corresponding analysis errors covariance matrix. We use the variable , subscripted by time, to represent a forecast, and B, appropriately subscripted, represents the corresponding forecast errors covariance matrix. The procedure described here focuses on the quantities described in Table 1 . The indicated formulae for these quantities are developed in Section 2. With this notation, the adaptive observation problem is essentially \At time t 0 , decide where to observe the system at time t 1 , with the intent of making B 2 'small.' "
In Section 2 selected principles of statistical design of experiments are introduced. A more general overview of the subject is given in Appendix 1. Applications of statistical design in the context of prediction of linearizable dynamical systems are described. Section 3 develops the essence of some other approaches to the adaptive observation problem leading to comparisons and new interpretations vis-a-vis our approach. In particular, we explicitly compute examples of our optimal statistical designs in the case of negligible observational noise. This permits new insights, interpretations and comparisons with other approaches.
Section 4 is devoted to example derivations of our results and some comparisons to other approaches. Following Lorenz and Emanuel (1998) , we use a toy adaptive observation problem based on a 40 variable model. Section 5 is devoted to comments and a summary.
Statistical Formulation of Design Problems
The statistical design of experiments is a fundamental sub-discipline of Statistics. The approach taken in this article is known as optimal experimental design. Though the literature is rich and complex, the guiding principle can be stated succinctly:
For a given formulation of a problem, choose a procedure for collecting future data with the intent of optimizing mathematical criteria that re ect statistical accuracy of the conclusion to be made.
If our problem is to predict (forecast) a random vector, say X, we wish to obtain data that is informative regarding the probability distribution of that vector. A very common assumption that well motivates our approach is to control predictive mean squared error (MSE). Namely, we wish to minimize the expected squared di erence between our predictor and X; formally, let p(Y) denote a prediction procedure based on data Y whose collection we are designing. We are to minimize the expectation of the Euclidean norm squared prediction errors:
where the indicated expectation is taken with respect to both X and Y. A result from the theory of prediction (e.g., Aitchison and Dunsmore, 1975, pp. 47-50 ) tells us that we should choose the predictor to be the conditional expectation of X, given the observed data y: E(XjY = y):
This result is derived by noting that
By choosing p(Y) = E(XjY), the second term of (2.4) vanishes. For design purposes our goal then becomes optimization of the expected (with respect to Y) trace of the conditional covariance matrix of X.
A message in this derivation is that we formulate a criterion by rst anticipating what predictive procedure we plan to use. This procedure's accuracy is unknown, since both Y and X are unknown (\random") at the moment of design. Hence, we can only control expected, not actual, behavior.
We present additional review of literature and the development of criteria for optimal design in Appendix 1.
Primary Statistical Formulation

Model at Time t 0 .
We assume the following statistical and dynamical formulations. At time t 0 the information available to us concerning X 0 is summarized in the probabilistic summary, or \prior," X 0 N( 0 ; A 0 ); where this notation is read as \X 0 has a multivariate normal (Gaussian) distribution with expected value (mean), 0 , and covariance matrix A 0 ." Some readers may nd this counterintuitive: The state of the atmosphere at an instant is some xed vector. The statistical view is to summarize our uncertainty via a probability distribution, thereby treating X 0 as a random vector. Typically, this distribution will be the result of some data assimilation process. In particular, 0 is the analyzed state and A 0 is the corresponding analysis error covariance matrix. The dynamics of the evolution of the process are represented as
where f is a known, nonlinear function. (We discuss formulations which include model uncertainty in Section 5.) Note that despite the determinism implicit in (2.5), if X 0 is random, then so is X 1 . Next, consider the tangent linear approximation: X 1 f( 0 ) + F( 0 )(X 0 ? 0 );
where F( 0 ) is the n n Jacobian matrix of the transformation f, evaluated at 0 . Based on this approximation, it follows from standard statistical theory that our implied, approximate distribution for X 1 is X 1 N( 1 ; B 1 ); (2.7) where 1 = f( 0 ) (2.8) and
(2.9) (Also, see Ehrendorfer and Tribbia 1997.) At time t = t 0 we have the opportunity to design an experiment that will take place at time t = t 1 . We will observe a function of the state variables X 1 , with measurement error.
In the adaptive observation problem of FASTEX, the problem was the selection of a limited sub-area of the region of interest for data collection. We assume that the random data to be observed, denoted by Y, follows a model
where K is a d n matrix. We assume that the measurement error vector, " N(0; (Lorenc 1986; Tarantola 1987; Courtier 1997 The fact that the two approaches agree involves a bit of calculus and the observation that for Gaussian distributions, the most likely (maximum likelihood) or modal value coincides with the mean of the distribution. For our purposes it is convenient to present the analyses in standard statistical notation. This permits a clear parallel to statistical design theory and enables a clear tracking of the impact on uncertainties resulting from the approximations used.
2.1.3 Design for Prediction of X 2 .
The above notions are next applied to the basic problem described in Section 1. Throughout this formulation, we act as if all means and covariance matrices derived using tangent linear approximations are exact, rather than approximate. Our goal is to predict X 2 = g(X 1 ); 
Some Issues
From a theoretical view the problem of adaptive observations is now well-posed, statistically. However, serious di culties can arise in practical implementation. The key di culty is that the computation and subsequent optimization of the criterion given in (2.21) are virtually intractable in very high dimensional problems. Hence, additional simpli cations are needed. These simpli cations involve additional statistical approximations as well as numerical simpli cations and dimension reduction.
2.2.1 Design for Estimation of X 1 .
Rather than attempting to arrive at the most e cient prediction of X 2 , consider the problem of e cient estimation of X 1 . The hope, parallel to much of the reasoning in the data assimilation literature, is that a very good estimate of X 1 , say 1 , can be used to obtain reasonable predictions of X 2 . The resulting design problem is then one of nding optima of functions of A 1 . This problem is well-posed, since A 1 does not depend on the actual value of the data y. (This feature is quite dependent on the Gaussian assumptions used here.) This approach also seems natural in settings in which the analyst wishes to predict at a variety of future time points. This notion seems to be a motivation of the discussion presented in Lorenz and Emanuel (1998) .
Approximating the Design Criterion.
The primary criterion (2.21) is complex. Referring to (2.20), the matrix G is a complicated function of the data through the quantity 1 . Furthermore, G( 1 ) itself enters the criterion function (2.21) nonlinearly. These complexities and the size of the problem combine to mandate a signi cant simpli cation.
Recall that E 0 ( 1 ) = 1 = f( 0 ). (See (2.8) and (2.15) .) The suggestion is that we simply \plug-in" the expected value of 1 , i.e., replace G( 1 ) in E 0 (F(G( 1 )A 1 G( 1 ) T )) by G( 1 ). This eliminates the need for computing an expectation, since, as noted earlier, A 1 is independent of the observed data. Analyses based on the resulting criterion,
are considered in Section 3.
To clarify the simpli cation accruing from the plug-in approximation, consider the following special cases (see Appendix 1 for discussion of these example criteria):
(i) Considering the determinant function (D-Optimality) leads to
Applying the approximation reduces to optimizing det(A 1 ). Note that the dynamics beyond t 1 would play no role and we are in the mode of Section 2.2.1.
(ii) The basic A-optimality criterion corresponds to optimization of
(2.24)
Applying the approximation implies that we optimize tr(A 1 G( 1 ) T G( 1 ))). (Interest in features of the matrix A 1 G( 1 ) T G( 1 ) will arise again in Section 3.) (iii) For E-Optimality the approximation implies that we are to minimize the largest eigenvalue of the matrix in (2.22).
Dimension Reduction.
In most settings the dimension of the state variable of interest is very high, on the order of millions. The dimensions of the corresponding covariance matrices leads to severe limitations on the numerical search for statistically optimal designs. A natural suggestion is to seek designs based on low-dimensional collection of variables which are themselves functions of the larger state vector. Once a small number of variables are agreed upon, the design approach is that outlined here, with the reduced set of variables simply replacing the original state variables, X. In some cases this strategy may remove the need for the plug-in approximation described in Section 2.2.2.
Model Uncertainty
To this point, we have have not attempted to adjust for model uncertainty or un-modeled forcings. Suppose that we extend the formulation in (2.5) and (2.17) to X 1 = f(X 0 ) + S 1 (2.25) and X 2 = g(X 1 ) + S 2 ; (2.26) respectively, where S 1 and S 2 are independent vectors of mean-zero stochastic elements.
We also assume that these shocks are independent of the state of the system at the instant before they are added (i.e., X 0 and S 1 are independent). Finally, let 1 and 2 be the covariance matrices of S 1 and S 2 , respectively.
If we are willing to assert the validity of the tangent linear approximations, we can develop a simple analog of the design problem. First, the analogs of (2.7)-(2.9) are that the approximate prior for X 1 is X 1 N( 1 ; B and proceed with the optimization.
Alternative Data Collection Procedures
In most practical weather forecasting contexts, a variety of additional, sometimes termed \routine," observations are available after time t 0 . Adaptive design should adjust for such data. We consider three cases: Routine observations are (1) before, (2) (essentially) simultaneous with, or (3) after the adaptive observations. We brie y describe adjustments to the analyses so far discussed to account for such data. In designing adaptive observation collection for prediction, the recipe for the statistical approach is to nd a formula to the predictive covariance matrix for the state X 2 at time t 2 , as a function of the representation of the adaptive design (in our notation, K), and the unobserved data (now both the adaptive and routine observations). We then nd K to optimize the expectation of a function of the covariance matrix where the expectation is taken over the unobserved data; in practice we typically approximate the expectation. Hence, there is virtually no new conceptual baggage to introduce beyond that already described. However, technical problems in deriving formulas for covariances and approximate expectations may not be obvious. We formulate the set-up in this section, but defer the calculations to Appendix 2.
Case 1. Suppose that at some time t , t 0 < t < t 1 , we will observe a data set, denoted by Y , that is directly informative about the state of the system X at time t .
At time t 0 we can compute a linearization-based approximation (analogous to (2.3)) for the distribution of X . Updating based on the observed data y , leads to an analog of (2.11). Next, our predictive distribution, conditional on the data y , for X 1 can be approximated by employing another linearization (from time t ). The nal step is to form the conditional distribution of X 2 given both y and y. With these de nitions, one can proceed as in Section 2.1.
Case 2. Now suppose that the routine and adaptive observations are to be (essentially) simultaneously observed (t = t 1 ). We then nd new formulas corresponding to (2.13) and (2.15) based on both sets of data, and again proceed as in Section 2.1.
Case 3. Finally, suppose that the routine data is collected at time t , t 1 < t < t 2 .
The analysis proceeds identically to that in Section 2.1 up through the de nition of the conditional distribution X 1 given y. Hence, if one seeks optimal designs for estimating X 1 the analysis is unchanged.
For optimal prediction of X 2 , two linearization arguments (one from t 1 to t and then from t to t 2 ) would be used. We propagate this information forward in time to t 2 .
Extensions of these analyses can be pursued. First, we may envision collections of both future times for adaptive observations as well as times at which we will make predictions. Those predictions will be modi ed as we collect future observations. The adaptive observations problem is then a sequential statistical design problem. (In this article we have used a \greedy" or one-step approximation in which we only have controlled prediction variance at t 2 , but no control downstream.) Further, selection of times as well as locations for adaptive observation may be considered in the optimization. Indeed, statistical design can in principle take a uni ed approach to the design of both routine and adaptive data collection. Though such fully sequential statistical designs have been studied and applied in other contexts (Cherno , 1972) , the complexities and size of weather forecasting applications may moderate the richness of the approach.
observations (Langland and Rohaly 1996; Bishop and Toth 1996; Lorenz and Emanuel 1998; Palmer et al. 1998 ; see also Snyder 1996).
Computations for A-Optimal Designs
Single Observation Setting. Suppose that a single adaptive observation is to be taken. That is, K is a single row vector. If that observation is to represent one coordinate of X 1 , we restrict the admissible K to be row-vectors whose elements are all zero, except for one element equal to 1, i.e., K is an incidence vector (see (2.10)). Our data Y = KX 1 + " is a scalar. We assume that the measurement error " has variance 2 i , for K containing its' 1 at index i. As in Section 2.2.2, all calculations will be based on the plug-in approximation G 0 def = G ( 1 ):
Under these assumptions (2.13) reduces to
The solution is well-de ned: Namely, we should observe at that site which maximizes Finding the optimal site requires further knowledge of B 1 and G 0 to make progress. To provide some intuition, note that in the unlikely situation that both G 0 and B 1 are diagonal matrices, (3.3) implies that we should observe at that site which maximizes (b ii g ii ) for the approximation to be of value.) Setting 2 i = 0 and assuming K is unrestricted, maximization of (3.2) is equivalent to nding the leading eigenvector of the eigenvalue problem,
In the multiple observation case, a corresponding analysis can be obtained when is small. By small, we mean a condition analogous to that motivated for the single observation (3.11) (See Rao, 1973, p.74.) As a closing comment, we note that if the unrestricted solutions k T j above are highly localized, they can direct the search for the restricted, \incidence" solutions.
A Simple Principle for Adaptive Design
We reconsider the design-for-estimation of X 1 problem as discussed in Section 2.2.1 in the context of small observation errors. Results for this case are most readily obtained by simply setting G 0 to be the identity matrix in the A-optimality condition (3.5) as well as the eigenvalue problem (3.11). Assuming again that K is an incidence matrix, note that speci cation of K is equivalent to speci cation of a partition X 1 = (X T o ; X T u ) T Hence, A-optimal choices for the sites to be observed involve sites which not only have large variances but are also highly correlated with those sites that are unobserved. (We refer to variances and correlations given in B 1 .) The intuition seems clear; observing such sites both reduces our uncertainty at those sites and provides indirect information about the unobserved sites through the high correlation structure.
Other Approaches
In the atmospheric science literature it is common to represent notions gauging quality of estimates in terms of \analysis errors" (here denoted by a) and \forecast errors" (here denoted by e). In particular, our expression (2.6) could be written as e 01 F( 0 )a 0 ; (3.14) where the subscript 01 on e explicitly notes that we mean the forecast error in forecasting from t 0 to t 1 ; similarly, a 0 is the analysis error at t 0 . For the statistician, it is natural to describe formulations in terms of the probability distributions of these errors, rather than the errors themselves; i.e., at t 0 , we consider a probability model a 0 N(0; A 0 ) and e 01 N(0; F( 0 )A 0 F( 0 ) T ). Bishop and Toth (1996) . We will show that one suggestion of Bishop and Toth is to minimize (with the respect to K) the largest eigenvalue of the (approximate) forecast covariance matrix G 0 A 1 G T 0 . In our terminology, they suggest an E-optimal design, for the approximate design as we described in Section 2. Hence, our optimal choice for K implies that we are to measure the B ?1 1 -projection of e 01 onto v 1 . This suggests that adaptive observation locations should be biased away from those suggested by Palmer et al. Lorenz and Emanuel (1998) . Their suggestion is most directly related to our Sections 2.2.1 and 3.2. To achieve good estimation of X 1 , they suggest taking adaptive observations of its coordinates having the largest variances in B 1 . Note that this does not coincide with our A-optimality suggestion in Section 3.2, unless B 1 is a diagonal matrix. However, in the single-observation context, their approach can be related to statistical D-optimality. This result does not hinge on a small observation error approximation.
Recall from Section 2.2.2 that the plug-in approximated D-optimal designs for prediction of X 2 are those that minimize det(A 1 ). Thus, the D-optimal design corresponds to that site which makes KB 1 K T as large as possible; namely the location with largest variance. A fourth approach is suggested by Langland and Rohaly (1996) . In order to identify locations where changes in the analysis at t = t 1 would produce large changes in the forecast of X 2 , they propose calculating the gradient w.r. 4 Example Lorenz and Emanuel (1998) considered a low-order model that exhibits chaotic behavior which in some respects resembles that of the atmosphere. The model consists of variables X(t) = (x 1 (t); x 2 (t); : : :; x n (t)) T de ned at n points and evolving according to dx i dt = ?x i?2 x i?1 + x i?1 x i+1 ? x i + F; (4.1) where F is a forcing and the variable x i is taken to be periodic:
x i+n = x i :
One may visualize that the n dimensionless variables represent the values of some atmospheric quantity at n sites which are equally spaced about a latitude circle, indeed, a \toy" Equator. The forcing F appears to control the complexity of the system. F = 8 gives rise to a fairly complex system. For values of F tending to 8, the system undergoes a bifurcation from periodic to chaotic behavior. For additional discussion of the model and its motivation, see Lorenz and Emanuel (1998) .
Description of an Experiment
A reference or true state of the system, which will be subsequently sampled in our experiment, is computed as follows: First, in all calculations we set n = 40 and F = 8. Next, we choose initial values x i = i=10:0; for 1 i 39 and x 40 = x 1 . The rst 6000 time steps are discarded as transients; the next 1000 steps are saved as the reference states. Following the dimensionalization of Lorenz and Emanuel, one day corresponds to nondimensional time intervals in (4.1) of duration 0:2; hereafter, all times will be dimensional. We also assume, as did Lorenz and Emanuel, that Sites 21-40 represent land stations and Sites 1-20 represent ocean stations. The land stations receive observations every 12 hours; observations over the ocean are made intermittently as described below.
The Jacobian matrices needed at various stages of design are computed using the tangent linear model related to (4.1), which was derived by di erentiating (4.1).
Step 1. To start up the experiment, a rst guess ( 0 ) and associated covariance matrix for analysis errors (A 0 ) at the present time t 0 are needed. To mimic a real analysis, we ran the following M iterations of data assimilations based on simulated data. At time step t ?1 = t 0 ? 10M (M=2 days) prior to t 0 , the true state is perturbed by adding independent Gaussian noises N(0;
2 ) at land sites and N(0; (2 ) 2 ) at ocean sites. This perturbed state is used as the best guess at that time. A hypothesized analysis error covariance matrix associated with this information is de ned as follows: A diagonal matrix with variance The ocean site chosen in each step was that site that had the largest predictive variance (i.e., following the Lorenz and Emanuel approach). This feature of the spin-up was introduced to reduce the possibility of producing dominant analysis variances at some ocean sites. Such sites could exert undue in uence on subsequent adaptive designs. (As we will describe, despite our spin-up, such dominant sites did occur.)
The point of this spin-up strategy is to mimic the anticipated structure of the adaptive observation setting, in which reasonably accurate, land based data are available at the design stage. Speci cally, the spin-up introduces an unbalanced structure in the matrix A 0 , in that sites over land should have much smaller variances than ocean sites.
Step 2. At the present time, t 0 , we suppose there is an opportunity to observe one of the ocean sites, labeled 1-20, with error N(0; 2 2 ), at time t 1 . The goal here is to improve forecast at future time t 2 .
We set = 0:3; M = 20; 1 = 0:5; and 2 = 0:5: Four experiments were run at di erent times, within the same long run of the system. Two additional clari cations: First, the adaptive designs followed the formulation of Section 2.1. In particular, while we used routine observations during spin-up, we did not adjust for routine observations at the observation times such as the analyses outlined in Section 2.3. Second, all four spin-ups involved independent data. For example, the spin-up for Case 2 made no use of data from the spin-up of Case 1.
Results
To provide some intuition regarding results, Figure 1 presents information summarizing the expected state of the system at time t 1 based on information available at time t 0 for Case 2.
( Figure 2 contains the same information for Case 4.) Speci cally, Figure 1a shows the true value of X 1 along with its prediction 1 . Figure 1b presents the diagonal elements of the corresponding B 1 . Also based on B 1 , the third panel (Figure 1c ) provides information about the covariance structure for neighboring sites; i.e., covariances of forecast errors between site x i and x i+ where = 1; 2 or 3 are plotted. Figure 3 shows the values of the average of the variances in Case 1 as a function of adaptive observation site, corresponding to the data assimilation as well as three forecast times. The same information for Cases 2-4 is reported in Figures 4-6 , respectively. In each of these four problems, our A?optimal solution corresponds the site yielding the smallest average variance. Resulting optimal designs are summarized in Table 3 .
The rst observation in these results is that for this small experiment, A-optimality and the strategies of Lorenz and Emanuel (1998) and Palmer et al. (1998) tend to agree if one seeks optimal estimation of X 1 . (An exception occurs in Case 3, though the improvements of A-optimality in expected average mean squared estimation error appear modest.) Di erences in results are more evident for forecasting. This is certainly plausible in comparison to Lorenz and Emanuel, since their suggestion does not \look ahead" via G 0 . Note that in constructing a two-day forecast for Case 1, the A-optimality solution suggests a relative savings of 19.4% ( :618?:498 :618 ) in predictive mean squared error over the best-estimation-at t 1 approach. In Case 3, for two-day forecasting, we see a relative savings of 31.4% in using the A-optimal design versus that suggested by Palmer et al., while the savings over Lorenz and Palmer is only 8.4%. In Case 4, A-optimality showed a 24.5% relative savings over the Case forecast time A-optimal Palmer et al. Lorenz For optimal estimation at time t 1 and the three forecast times, the optimal sites are indicated for three methods: A-optimality, Palmer et al., and Lorenz and Emanuel. The numbers in parentheses are the average prediction variance achieved for the corresponding design.
other approaches for a two-day forecast. It is interesting to inquire about impacts of designing for a particular forecast time. That is, are designs for forecasting one-day ahead at least reasonable for forecasting for less than one-day ahead? To examine this question, rst consider Case 1. The A-optimal solution for two-day forecasting is Site 7. This site is also A-optimal for a one-day forecast, but we observe a relative savings loss of 3.6% in terms of average prediction variance compared to the best (Site 9) for a half-day forecast. In Case 2, the A-optimal (and Palmer et al.) procedure for two-day forecasting is Site 7, for which we expect an average prediction variance of .148 for a half-day lead. (Site 7 is also optimal for a one-day lead.) The corresponding optimal value of .145 (for Site 12) leads to a relative loss of only 2%. Case 3 also suggests little regret in designing for two-day forecasts. However, in Case 4, using Site 17 gives relative savings loss of 30.7% for a half-day forecast. (Site 17 is optimal for one-day forecasting.) Case 4 leaves the issue unsettled. If the tangent linear approximations driving the A-optimal two-day solution are poor approximations to the true dynamics, then obviously the solution is not robust. On the other hand, if the tangent linearization is reasonable for two days, then designing only for the very short-term is ine cient.
A nal important point concerns anticipated di erences in results for various approaches. We suggest that in the presence of sites with relatively large variances (diagonal elements) in B 1 , any sensible approach to adaptive observation selection for either estimation of X 1 or short-term forecasting will suggest observing those sites. The situation is clearest in Case 4. In that example, Site 12 has an extraordinarily large (B 1 ) variance (see Figure 2 ). This appears to dominate Palmer et al. in this case. despite the use of the same dynamics for long-term forecasting as in the A-optimal approach. Of course, B 1 variance determines the Lorenz and Emanuel suggestion, but also appears to dominate A-optimality for short-term forecasting. This may seem at odds with our Section 3.2, where we suggested that both variance and correlation drive the A-optimal solution. That claim is correct; this system however produces highly oscillatory sample paths and spatial correlation patterns in B 1 , leading to a diminished role for spatial correlation.
Discussion
Summary
While there has been much recent interest in the problem of adaptive observations, all investigations to date begin from the intuitive notion that adaptive observations seek to improve the quality of the analysis or the skill of subsequent forecasts. Our fundamental contribution is a rigorous statistical formulation of the adaptive design problem. This formulation provides a precise mathematical framework for further understanding of the importance of various components of the problem, such as the uncertainty of the current analysis, the dynamics of error evolution, the form and errors of observations, data assimilation, and the choice of criterion to be optimized.
We discuss properties of optimal statistical solutions in a variety of contexts. To enable calculation of optimal solutions, several approximations were used: First, criteria to be optimized may depend on (expected) forecasts from future times. At the time of design such forecasts are unknown (since they depend on data not yet observed). Such forecasts were replaced by longer-lead forecasts from the time of adaptive design. Second, analysis and forecast errors are assumed to be Gaussian and to evolve linearly in time. (As discussed below, neither of the Gaussian nor linear assumptions are required in the formulation of the problem.) For a single, accurate observation, the optimal observation is that which \observes" the projection onto errors at the current time (in either an analysis or a shortterm forecast) of the structure that will evolve subsequently into the leading eigenvector of the forecast error covariance matrix at the desired forecast time.
The relationships of other proposed approaches to optimal statistical solutions are discussed in general and in the context of a numerical example involving the 40-variable model of Lorenz and Emanuel (1998) . This example suggests that other proposed approaches may often be close to a statistically optimal solution, at least for this highly idealized model. However, this may not be representative of results in more general situations.
Further improvement in adaptive observing strategies over the heuristic techniques employed to date (such as in FASTEX) will require progress in several areas. First, it is clear that much of the subtlety of the problem arises when the covariance matrices for the analysis and forecast have nontrivial structure. Understanding and estimating this structure are di cult and are the subject of much current research in data assimilation. For adaptive observations, there is the additional di culty that, in practice, data assimilation schemes only approximate the optimal estimates (2.12{2.15) assumed here and the covariances in question will depend on the speci c scheme employed to assimilate data. Even given good estimates of the covariance matrices, work will remain to be done in computing the optimal design, especially incorporating the constraints and form of existing observational platforms.
Practical implementation of adaptive strategies also awaits the advent of novel observing techniques and technologies to replace the use of manned aircraft. Indeed, the framework presented here may have its soonest practical application in the adaptation of existing systems such as the radiosounding network.
Assumptions
Our statistical formulations rely heavily on selection of the mean-squared error criterion to gauge predictive accuracy, tangent linear approximations, knowledge of analysis error covariance matrices (this aspect was discussed in Section 5.1), and appear to also rely on Gaussian distributional assumptions. Extremely important issues involve the impacts of departures from these assumptions. A complete analysis is beyond the scope of this article, though the following perspectives merit discussion.
First, the reader should not equate \statistical design" with linearization plus Gaussian assumptions. The latter are simply a particular framework that is familiar and in which we can readily construct criteria for optimization. If these assumptions are deemed to be untenable, one would construct alternative procedures for constructing approximate predictive distributions (e.g., ensemble forecasting-based ideas, see Bishop and Toth 1996) . Similarly, our criteria were motivated by mean-squared prediction error minimization. If this criterion is not considered primary, the statistical method could be applied to whatever is viewed more appropriate (at least in principle).
Second, suppose one is interested in relaxing the Gaussian assumptions, but maintaining linearization. Then analyses hinge on what choices are made for the predictive covariance matrices, not the assumptions made to derive them. This article compared results based on linearization-based covariances. If one wishes to ignore all Gaussian assumptions and rather view these derivations as an extended Kalman lter, so be it. The comparisons are still valid. However, if the Gaussian approximation breaks down due to multimodality or non-normal tails in the predictive distributions, the proper issue for examination is the potential meaninglessness of any analysis based on means and covariances. These objects can be poor summaries of such non-normal distributions.
For general introductions to optimal statistical design of experiments, see Fedorov (1972) , Pukelsheim (1993) and Silvey (1980) . See Chaloner and Verdinelli (1995) for a review of Bayesian experimental design. See Aitchison and Dunsmore (1975) for background discussion of statistical prediction. Also, see Ford, Titterington, and Kitsos (1989) for review of special issues in experimental design in nonlinear contexts.
Design in the context of prediction of stochastic processes also has a history. A related topic is the sequential design of experiments, referring to designing a sequence of experiments. General background and further references can be found in Cherno (1972) and Titterington (1980) . Beyond the statistics and probability literature, extensive use and development of these ideas can be found in various disciplines. For example, as a Referee pointed out, techniques of statistical design analogous to those presented here are discussed in some engineering literatures; see El-Jai and Pritchard (1988), Fedorov and M uller (1989) , and Omatu and Seinfeld (1989) for pertinent discussion and review.
In practice, design of experiments is based on optimization with respect to a speci ed class of possible experiments. While our focus here is on limitations dictated by adaptive observation procedures, the principles could be applied to the design of all data collection procedures, including monitoring systems. Further, analyses balancing economic costs of data collection combined with computational overhead versus economic value of improved weather forecasts can be pursued in principle, though such suggestions are beyond the scope of this paper.
Criteria for Optimal Designs Recall that best MSE-based prediction led to optimization of (expected) trace of the conditional covariance matrix of X, say B. More generally, a variety of criteria aimed at making B \small" have been studied. Of course, B is a matrix so the notion of the best (expected) B cannot be de ned. To make the problem mathematically meaningful, some criterion function, generically denoted by F, taking B into a scalar must be speci ed. We present a brief overview here. (See Chaloner and Verdinelli, 1995, and Silvey, 1980 for in depth reviews; the following presentation relied heavily on that of Silvey.) As we develop these we suspend constantly writing that we optimize expected values (with respect to the data Y) of these criteria. D-Optimality Suppose rather than simply predicting X, we wish to provide a prediction region: That is, we are to calculate a set such that, conditional on y, the probability that X is in that region is some speci ed value, say P. (Note the parallel to \con dence intervals" in estimation.) Typically, we wish to choose the region as small as possible while satisfying the probability condition. Under the Gaussian assumptions used here, the desired prediction region takes the form of an ellipsoid in n dimensions, given by fx : (x ? E(Xjy) T B ?1 (x ? E(Xjy) c P g
where c P is a constant. Geometry tells us that the volume of this ellipsoid is proportional to the square root of the determinant of B. Designs which minimize the determinant of B are D-optimal. G-and E-Optimality Next, suppose we actually plan to predict a particular linear combination of X, say L T X, for some vector L. The predictive variance is readily found to be L T BL. We would nd designs which minimize this quantity. (This is sometimes called c-optimality.) A generalization is to consider a collection of interesting L's and minimize maximum predictive variance over that class. This is G-Optimality. If the class is chosen to be the set of all n-vectors satisfying L T L = 1, we refer to the approach as E-Optimality.
Note that an E-optimal design minimizes the largest eigenvalue of B.
A-Optimality Rather than the \minimax" notion of G-optimality, we may wish to minimize an average prediction variance. Formally, impose a probability distribution on L. 
where M is a r n matrix. Assume that the measurement error vector, " N(0; ), and that the error vectors " (see (2.10)) and " are independent of each other.
At time t 0 we compute a linearization (analogous to (2.3)) for the distribution of X . Assuming model dynamics X = f (X 0 ) and de ning F ( 0 ) to be the appropriate Jacobian, Next, our predictive distribution, conditional on the data y , for X 1 can be approximated by employing a linearization (from time t ). Assuming that X 1 = f 1? (X ) and de ning F 1? ( ) to be the appropriate Jacobian, we have that The matrix G is the collection of rst partials of the transformation g; in (2.20) G is evaluated at 1 .
Note that in selecting adaptive observations with the intent of achieving optimal estimation of X 1 , we encounter an extra di culty. Because of the extra linearization step at time t , A 1 is a function of the routine, yet unobserved, observations y . (This is similar to the situation in Section 2.2.2.) In principle, design criteria would be based on expectations over both these routine observations. Approximations can be found by analog to the idea in Section 2.2.2. Further, in design for optimal prediction at time t 2 , the relevant covariance matrix B 2 depends (in a complicated fashion) on both the routine and adaptive data.
Case 2. To incorporate both datasets, we nd formulas corresponding to (2.13) and (2.15). This is a standard problem in Bayesian analysis. The easiest way of representing the answer is: (5.16) and then (2) proceed as in Section 2.1. The idea is that we formally can rst assimilate the routine data, leading to (5.15) and (5.16), and then assimilate the adaptive observations as in Section 2.1. Justi cation of this is an argument in probability theory. This solution does hinge on the assumption that the measurement errors in these data sets are independent. For optimal prediction of X 2 , rst, propagate (2.11) forward in time to t , yielding the approximate distribution of X given y. To do this assume that X = g (X 1 ) and de ne G ( 1 ) to be the appropriate Jacobian. It follows that X jy N( ; B Two days ahead 
