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Liouville theorem, conformally invariant cones and
umbilical surfaces for Grushin-type metrics ∗
Daniele Morbidelli
Abstract
We prove a classification theorem for conformal maps with respect to the control
distance generated by a system of diagonal vector fields in Rn. It turns out that in many
cases all such maps can be obtained as compositions of suitable dilations, inversions
and isometries. Our methods involve a study of the singular Riemannian metric as-
sociated with the vector fields. In particular we identify some conformally invariant
cones related to the Weyl tensor. The knowledge of such cones enables us to classify
all umbilical hypersurfaces.
1 Introduction
The principal purpose of this paper is to classify maps which are conformal with respect
to the control (Carnot–Carathe´odory) distance d generated by a system of diagonal vector
fields. Our principal result is that all such maps are compositions of a restricted class of el-
ementary conformal maps: isometries, suitable dilations and inversions naturally associated
with the distance d. The form of these elementary maps will be explicitly identified.
Consider in M := Rp × Rq the diagonal vector fields
Xj =
∂
∂xj
, Yλ = (α + 1)|x|
α ∂
∂yλ
, j = 1, . . . , p, λ = 1, . . . q. (1.1)
Here α > 0 is fixed. Vector fields of the form (1.1) are usually referred to as Grushin vector
fields and they are a subclass of the diagonal vector fields studied by Franchi and Lanconelli
in [5]. Denote by d : M×M→ [0,+∞[ the control distance associated with the vector fields
in (1.1) (see Subsection 2.2, or [5] for a complete account). We take here the following
metric definition of conformal map. Let Ω,Ω′ ⊂ M be open sets. A homeomorphism
f : Ω→ Ω′ is conformal with respect to the metric d if there is a function u : Ω→ ]0,+∞[
such that
lim
ζ→z
d(f(ζ), f(z))
d(ζ, z)
= u(z)−1, (1.2)
∗MSC: 30C35, 53A30. Keywords: Riemannian geometry, Conformal maps, Liouville theorem, Umbilical
surfaces.
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for any z = (x, y) ∈ Ω. We say that u is the conformal factor of f .
It is not difficult to check that the following maps are conformal:
(x, y) 7→ Γ(x, y) = (Ax,By + b), A ∈ O(p), B ∈ O(q), b ∈ Rq; (1.3)
(x, y) 7→ δt(x, y) := (tx, t
α+1y), t > 0. (1.4)
Maps of the form (1.3) are isometries. As the form of the vector fields Yλ suggests, no
translations in the variable x are admitted in (1.3). Note also that all the vector fields Xj, Yλ
are homogeneous of degree 1 with respect to the anisotropic dilations (1.4).
A less trivial example of conformal map, which makes the model studied here quite rich,
is given by the following inversion. Define the “homogeneous norm” ‖z‖ = ‖(x, y)‖ =(
|x|2(α+1) + |y|2
)1/(2(α+1))
. Then, for any z ∈ M \ {(0, 0)}, let
Φ(z) = δ‖z‖−2z. (1.5)
The map (1.5) is a reflection in the homogeneous sphere of equation ‖z‖ = 1. It generalizes
to to the present setting the classical Mo¨bius inversion t 7→ |t|−2t, where t belongs to an
Euclidean space. See the discussion in Subsection 2.2. The conformality of the map Φ was
already recognized in [18] by R. Monti and the author.
Compositions of the elementary maps described above provide easily more examples of
conformal maps. Our main result states that, if p ≥ 3, there are no further examples.
Theorem 1.1 Assume that p ≥ 3 and q ≥ 1. Let Ω,Ω′ ⊂ M be connected open sets. Let
f : Ω→ Ω′ be a conformal homeomorphism in the metric sense (1.2). Then f has the form
f(z) = Γ
(
δt‖(x,y−b)‖s(x, y − b)
)
, (1.6)
for all z = (x, y) ∈ Ω. Here Γ is an isometry of the form (1.3), t > 0, b ∈ Rq and s = 0 or
−2.
We immediately observe that the theorem is false for p = 2, q ≥ 1. This is a consequence
of the fact that the Riemannian metric ĝ (see (1.7) below) is conformally flat if p = 2. See
Subsection 2.1 and Remark 3.3. Case p = 1 has been discussed by Payne [23].
The proof of Theorem 1.1 requires Riemannian arguments, because the control distance
of the Grushin vector fields is Riemannian away from the (somehow small) set where x
vanishes. Indeed, consider in M0 := (Rp \ {0})× Rq, the metric
ĝ = |dx|2 +
|dy|2
(α + 1)2|x|2α
. (1.7)
The vector fields introduced in (1.1) form an orthonormal frame in (M0, ĝ). It is easy to
realize that their control distance agrees with the Riemannian distance dbg associated with
ĝ (lengths of curves are the same). Moreover, by a result of Ferrand [12], a conformal
homeomorphism in a smooth Riemannian manifold must be smooth. Thus, given a homeo-
morphism f : Ω → Ω′, where Ω,Ω′ ⊂ M, if f satisfies (1.2), then it is smooth in Ω ∩ M0
and it must satisfy the Cauchy–Riemann system
ĝ(f∗U, f∗V ) = u(z)
−2ĝ(U, V ), (1.8)
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for all vector fields U, V supported Ω ∩M0 and for a suitable conformal factor u.
In view of the discussion above, it turns out that our main result Theorem 1.1 follows
immediately from the following Liouville theorem for the manifold (M0, ĝ).
Theorem 1.2 Let p ≥ 3 and q ≥ 1. If Ω,Ω′ ⊂ M0 are open and connected and f : Ω→ Ω′
is a smooth diffeomorphism satisfying the Cauchy–Riemann system (1.8), then f has the
form (1.6).
In order to prove Theorem 1.2, we use the metric g = (α + 1)2|x|2αĝ, which belongs to
the same conformal class of ĝ and makes computations easier. A standard way to study con-
formal maps on Riemannian manifolds starts from the interpretation of the transformation
formula for the Ricci tensor under conformal changes of metrics as a tool to obtain a system
of partial differential equations for the conformal factor u. Indeed, given a metric g, letting
g˜ = u−2g, then we have the classical formula
Riceg = Ricg + (n− 2)u
−1∇2u− u−2
{
(n− 1)|∇u|2 − u∆u
}
g. (1.9)
Here ∇2u denotes the Hessian in the Levi Civita connection ∇ of the metric g, while |∇u|
is the length of the gradient and ∆u the Laplacian. Next, if f : Ω → Ω′ is a conformal
diffeomorphism in (M0, g), which means, by definition, f ∗g = u−2g for some function u,
then u satisfies
Ric(f∗U, f∗V )
= Ric(U, V ) + (n− 2)u−1∇2u(U, V )− g(U, V )u−2
{
(n− 1)|∇u|2 − u∆u
}
,
(1.10)
for any pair of vector fields U, V in Ω. Here Ric = Ricg. We will show that, if p ≥ 3, then all
solutions u of (1.10) have the same form as the conformal factor of a suitable composition
of maps of the form (1.3), (1.4) and (1.5). This will reduce the proof to a classification of
local isometries of g, which is given in Section 2.
This strategy can be easily pursued in the Euclidean case and it reduces to a few lines
thanks to the Ricci flatness of the Euclidean space. See [26, Chapter 6]. (See also [1]
or the Liouville’s paper [13], for analytical proofs based on differentiation of the Cauchy–
Riemann system.) Indeed, in the Euclidean case, Ricci flatness makes system (1.10) an easy
overdetermined system in the only unknown u, whose solutions are particular quadratic
polynomials. In our case, the metric g is not Ricci flat. Therefore it is not clear how to
manage the Ricci terms in (1.10), especially the one on the left–hand side.
In order to make viable system (1.10), we introduce the following conformally invariant
cones UP ⊂ TPM0. Assume that the dimension of M0 is greater than 3. Let R,Ric and Scal
be the Riemann, Ricci and scalar curvature of g, respectively. Let
W = R +
1
n− 2
(Ric⊙ g)−
Scal
2(n− 1)(n− 2)
(g ⊙ g) (1.11)
be the Weyl tensor. Here (h ⊙ s)abcd := hadsbc + hbcsad − hacsbd − hbdsac denotes the
Kulkarni– Nomizu product of symmetric 2-tensors. Then define
UP = {X ∈ TPM0 : W (X, Y, U, V ) = 0 for all Y, U, V
such that X, Y, U, V are pairwise orthogonal with respect to g }.
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The conformal invariance of the Weyl tensor (if g˜ = u−2g, then Weg = u−2Wg) trivially
implies that if f : Ω→ Ω′ is a conformal diffeomorphism between subsets of M0, then
f∗(UP ) = Uf(P ), ∀ P ∈ Ω.
In the case of the Grushin metric, the cones UP will be determined explicitly at any P ∈
M0. They have a very clear structure in suitable cylindrical coordinates. Observe that the
invariants UP may also be used to study conformal maps in different Riemannian manifolds,
provided the Weyl tensor has a non trivial structure. See, for example, Remark 3.4. We
also mention that different conformally invariant subsets (actually subspaces) of the tangent
space constructed from the Weyl tensor were used by Listing [14].
With the explicit form of the cones UP in hand, it becomes possible to deal with Ricci
terms in system (1.10) and ultimately to solve it. Then Theorem 1.2 follows in a rather
standard way. It turns out that all conformal maps preserve the Ricci tensor, in the sense
that Ricg(f∗U, f∗V ) = Ricg(U, V ), for all vector fields U, V . Therefore conformal maps are
Liouville maps in the language of [10] and, in particular, Mo¨bius maps in the terminology
of [21]. Here the choice of the metric g in the conformal class [ĝ] is important.
Although our method of classification could be less efficient than other techniques, like
the study of conformal Killing vector fields (see Payne [23], in the case p = 1), it should be
emphasized that our approach provides more. Indeed, the study of the cones UP is inspired
by the fact that conformal maps must send umbilical hypersurfaces to umbilical hypersur-
faces, see e.g. [11]. Indeed, given a manifold (M0, g), of dimension at least 4, a standard
obstruction to the existence of an umbilical surface Σ with given normal N ∈ TPM0 at a
point P ∈ Σ is provided by Codazzi equations (see [20]), which for an umbilical hypersur-
face of curvature κ with respect to a unit normal N become
g(V, Z)(Uκ)− g(U,Z)(V κ) = R(N,Z, U, V ), (1.12)
for all U, V, Z tangent to Σ. If U, V and Z are pairwise orthogonal, then R(N,U, V, Z) = 0.
Moreover, R(N,U, V, Z) = W (N,U, V, Z), by the form (1.11) of Weyl tensor. Therefore,
equation (1.12) shows that a normal vector at P to an umbilical surface cannot belong to
UP .
After the cones UP are known, we are able to classify in Section 4 all umbilical hyper-
surfaces in (M0, g) for p ≥ 3. It turns out that they are rather rare, while for p = 2 the
situation is different, see Remark 4.1. Here is our result.
Theorem 1.3 Let p ≥ 3, q ≥ 1. Then any connected umbilical hypersurface in (M0, g) is
contained in one among the following:
(A1) a homogeneous sphere of equation |x|2(α+1) + |y − b|2 = c2, b ∈ Rq, c > 0;
(A2) a plane of equation 〈a, y〉 = c, where a ∈ Rq, c ∈ R;
(B) a plane of equation 〈a, x〉 = 0, where a ∈ Rp.
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Observe that the choice of the metric g in the conformal class [g] ensures that all umbil-
ical surfaces have constant curvature, see Remark 4.1.
Grushin–type geometries have been recently rather studied. They pose interesting prob-
lems from the point of view of nonlinear analysis, sharp inequalities and search for symme-
tries related to the degenerate elliptic operator
∆α := ∆x + (α + 1)
2|x|2α∆y. (1.13)
See, for example, the papers [2, 17, 28, 6, 3, 15, 16], just to quote a few. The conformal
inversion Φ in (1.5) is used in [18], in order to construct a Kelvin–type transform for a semi-
linear equation with critical nonlinearity of the form −∆αu = ur, for a suitable r > 1. Our
motivation for a better understanding of these conformal maps stems from the mentioned
paper.
Concerning Liouville–type theorems in sub–Riemannian geometry, we mention the sem-
inal papers by Kora´nyi and Reimann [8, 9], where conformal maps in the Heisenberg group
were classified (see also [4, 28]). More rigidity results are contained in [22, 25, 24]. The
quoted paper are in the setting of Lie groups.
The plan of the paper is the following. In Section 2, we discuss some preliminary facts.
The metric g, its isometries (Subsection 2.1), and the conformal inversion Φ (Subsection
2.2). In Section 3 we prove the Liouville theorem. We first study the cones UP , in Subsection
3.1; then, in Subsection 3.2, we solve system (1.10); finally we show, in Subsection 3.3, how
the proof can be quickly concluded in view of the explicit knowledge of isometries. Section
4 is devoted to the classification of umbilical surfaces. Finally, we included a short appendix
with some standard formulas on warped metrics in Riemannian manifolds.
Notation. Given a Riemannian metric g, we denote by∇ the associated Levi Civita connec-
tion and by R(X, Y )U = ∇X∇YU − ∇Y∇XU − ∇[X,Y ]U the curvature operator. We let
R(U, V,X, Y ) = g(U,R(X, Y )V ), so that Ric(X, Y ) = trace{V 7→ R(V, Y )X}. More-
over, 〈·, ·〉 denotes Euclidean scalar product. Surfaces have codimension 1 and are orientable
and connected. Unless otherwise stated, Latin indices i, j, k run from 1 to p, while λ, µ, σ
go from 1 to q. For typographical reasons, we write ∂j or ∂xj instead of ∂∂xj and we use the
an analogous notation for ∂
∂yλ
. Summation with respect to a repeated index (in the pertinent
range) is sometimes omitted.
Acknowledgements. It is a pleasure to thank Roberto Monti: the problem and ideas con-
tained in this paper originated from our discussions and our shared research activity. In
particular, I am indebted to him for his help in the discussion of system (1.10).
I also thank Zolta´n Balogh and Luca Capogna who kindly indicated same references to
me.
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2 Preliminary facts on Grushin geometry
2.1 The Grushin metric
In the conformal class of ĝ we choose the following metric g in M0:
g = (α + 1)2|x|2α|dx|2 + |dy|2. (2.1)
It turns out that g is better than ĝ for our purposes. Observe that, if p = 2, then the local
holomorphic change of variable xα+1 = ξ, or alternatively formula (1.9) show that, for any
α ≥ 0, the metric (α + 1)2|x|2α|dx|2 is flat if x ∈ R2 \ {(0, 0)}. Therefore, g is flat for
p = 2, q ≥ 1.
Let ̺ = |x|, ϑ = x
|x|
∈ Sp−1 ⊂ Rp. Then, (α + 1)2|x|2α|dx|2 = (α + 1)2{̺2αd̺2 +
̺2(α+1)|dϑ|2}, where |dϑ|2 is the standard metric on the sphere Sp−1. Moreover, letting
̺α+1 = r, it follows quickly that
g = dr2 + |dy|2 + (α + 1)2r2|dϑ|2. (2.2)
Using the notation
H = {(r, y) ∈ ]0,+∞[× Rq}, gH = dr
2 + |dy|2,
S = Sp−1 = {ϑ ∈ Rp : |ϑ| = 1}, gS = |dϑ|
2,
we can write the manifold (M0, g) as a warped product H ×w S, with warping function
w(r, y) = (α+1)r. Briefly, g = gH+w2gS. See the appendix for some standard facts about
warped products. See [20, Chapter 7] for a complete introduction.
For any P = (r, y, ϑ) ∈ H× S, decompose any U ∈ TP (H× S) as
U = UH + US ∈ TPH⊕ TPS, (2.3)
where TPS and TPH denote the lifts at P of the tangent spaces TϑS and T(r,y)H, respectively.
Next we describe the connection in the warped model. Denote by ∇H, ∇S and ∇ the
Levi Civita connections on H, S and H ×w S, respectively. Since the factor H is Euclidean,
by (A.1), covariant derivatives are Euclidean, namely (in the notation ∂r = ∂/∂r and ∂λ =
∂/∂yλ)
∇∂r∂r = ∇∂r∂λ = ∇∂λ∂µ = 0, λ, µ = 1, . . . , q. (2.4)
Then ∇2u(∂r, ∂r) = ∂2ru, ∇2u(∂r, ∂λ) = ∂r∂λu and ∇2u(∂λ, ∂µ) = ∂µ∂λu. Moreover,
again by (A.1), given X , lifting of a vector field on the sphere, then
∇∂rX =
1
r
X and ∇∂λX = 0, λ = 1, . . . , q. (2.5)
Let u = u(r, y, ϑ) be a scalar function. Then |∇u|2 = (∂ru)2+|∇yu|2+(α+1)−2r−2|∇Su|2.
Moreover, given X,X ′ on the sphere, (A.2) provides
∇2u(X,X ′) = (∇S)2u(X,X ′) +
ur
r
g(X,X ′) and (2.6)
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∆u = urr +
p− 1
r
ur +∆yu+
1
(α + 1)2r2
∆Su. (2.7)
In order to compute the curvature, note that in our case ∇2w = 0 (w is linear in r, y).
Therefore only the third line in (A.3) gives nonzero terms. A short computation using the
curvature of the standard sphere S = Sp−1, RS(V1, V2, V3, V4) = gS(V1, V3)gS(V2, V4) −
gS(V1, V4)gS(V2, V3), gives
R(U,V,X, Y ) = R(US, VS, XS, YS)
= −α(α + 2)(α+ 1)−2r−2
{
g(US, XS)g(VS, YS)− g(US, YS)g(VS, XS)
}
,
(2.8)
where all the vectors U, V,X, Y are decomposed as in (2.3). We see again that the manifold
is flat for p = 2 (Sp−1 = S1 and the curly bracket in (2.8) vanishes). Contracting,
Ric(U, V ) = Ric(US, VS) = −α(α + 2)(p− 2)(α + 1)
−2r−2g(US, VS) and
Scal = −α(α + 2)(p− 2)(p− 1)(α+ 1)−2r−2.
(2.9)
Next we classify all local isometries of H×w S for p ≥ 3.
Proposition 2.1 Let p ≥ 3. Let Ω ⊂ M0 be a connected open set. Let f : Ω→ Ω′ ⊂ M0 be
a local isometry in the metric g. Then f is a restriction of a map of the form
(x, y) 7→ (Ax,By + b),
where A ∈ O(p), B ∈ O(q) and b ∈ Rq.
Proof. Write the map as (x, y) 7→ (x˜(x, y), y˜(x, y)). Since isometries preserve scalar curva-
ture, (2.9) gives |x˜(x, y)| = |x| for all (x, y) ∈ Ω. Here the choice p ≥ 3 is crucial.
Introduce the notation Σ̺ = {(x, y) : |x| = ̺}. Next we claim that, for any ̺ > 0, the
restriction of the map f to the set Ω ∩ Σ̺ (provided the latter is nonempty) has the form
(x, y) 7→ (A(̺)x,B(̺)y + b(̺)), (2.10)
where A(̺), B(̺) are orthogonal and b(̺) ∈ Rq. We assume without loss of generality that
Ω is a product of the form Ω = {̺ ∈ (̺0, ̺1), |y − y0| < ε0, |ϑ− ϑ0| < ε1}, so that Ω ∩ Σ̺
is connected. Observe that the metric on Σ̺ has the form (α + 1)2̺2(α+1)|dϑ|2 + |dy|2,
the product of a sphere (of dimension at least 2, because p ≥ 3) with an Euclidean space.
Therefore the claim follows from the standard fact than a local isometry of a product of
space forms of different curvature must be a product map of isometries of the factors (this
fact can be easily proved by means of isometric invariance of sectional curvatures).
Finally we prove that A,B, b are constant in ̺. Take a point z = (x, y). The normal
vector (∂̺)z at the point z = (x, y) to the surface Σ̺ is sent by f∗ to the vector ±(∂̺)ez,
normal to the same surface at the point f(z) = z˜ = (x˜, y˜). Since scalar curvature is
increasing as ̺ increases, the sign must be +. Moreover, by the chain rule,
f∗((∂̺)z) = ∂̺
(
Akjx
j
)
(∂k)ez + ∂̺
(
Bσµy
µ + bσ
)
(∂σ)ez,
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where we sum for j, k = 1, . . . , p and for σ, µ = 1, . . . , q. Therefore, the second term, the
one with derivatives in y, must be zero. Thus, (∂̺B)y + ∂̺b = 0. Differentiating in y, we
get ∂̺B = 0. Then ∂̺b = 0. We have proved that B and b are constant.
Finally, we look at the first term. Recall that ̺ = |x|, so that ∂̺xj = xj/̺. Then,
(∂̺)ez = f∗(∂̺)z = ∂̺
(
Akjx
j
)
(∂k)ez =
(
(∂̺A
k
j )x
j + Akj
xj
̺
)
(∂k)ez
=
(
(∂̺A
k
j )x
j +
1
̺
x˜k
)
(∂k)ez = (∂̺A
k
j )x
j(∂k)ez + (∂̺)ez.
Thus, (∂̺Akj )xj = 0, which gives (differentiate in x) ∂̺Akj = 0. The proof is concluded. 
2.2 Control distance and conformality of the inversion map.
In this subsection we show that inversion is conformal. The same result has been proved in
[18], but here we provide a shorter proof, using the warped model. Let Φ(z) = δ‖z‖−2z. Our
aim is to check that, for any z 6= (0, 0),
lim
ζ→z
d(Φ(ζ),Φ(z))
d(ζ, z)
= ‖z‖−2. (2.11)
Before proving (2.11), we briefly recall the definition of control distance associated
with the vector fields Xj , Yλ, j = 1, . . . , p, λ = 1, . . . , q. See [5], see also [19]. An ab-
solutely continuous path γ : [0, T ] → M is admissible if it satisfies almost everywhere
γ˙ =
∑
ajXj(γ)+
∑
bλYλ(γ) for suitable measurable functions aj , bλ : [0, T ]→ R. Define,
for z, z′ ∈ M, d(z, z′) = inf
∫ T
0
√
|a|2 + |b|2, where the infimum is taken among all the
functions aj, bλ such that the corresponding path γ is admissible and connects z and z′.
We prove conformality by means of a suitable Cauchy-Riemann system. Indeed we
prove that
ĝ(Φ∗U,Φ∗U) = ‖z‖
−4ĝ(U, U), (2.12)
for all U ∈ span{Xj, Yλ : j = 1, . . . , p, λ = 1, . . . , q}, z = (x, y) 6= (0, 0).
We first prove (2.12) in the set M0, namely where |x| > 0. In the warped model of
Subsection 2.1, the map Φ takes the form
Φ(r, y, ϑ) =
(
ϕ(r, y), ϑ
)
, where ϕ(r, y) = |(r, y)|−2(r, y)
is an Euclidean Mo¨bius map. The metric g at P := (r, y, ϑ) is dr2+ |dy|2+(α+1)2r2|dϑ|2,
while in Φ(P ) = (ϕ(r, y), ϑ) it has the form dr2 + |dy|2+ (α+1)2|(r, y)|−4r2|dϑ|2. There-
fore, if we decompose, as in (2.3), U = UH + US, we get Φ∗(UH + US) = (ϕ∗UH) + US ∈
TΦ(P )H⊕ TΦ(P )S. Thus, since TH and TS are orthogonal,
gΦ(P )(Φ∗U,Φ∗U) = gΦ(P )(ϕ∗UH , ϕ∗UH) + gΦ(P )(US, US),
where, in order to be safe, we used the slightly cumbersome notation gΦ(P ) to indicate the
metric g at the point Φ(P ). Next look at the first term. By the properties of Euclidean
Mo¨bius maps, we have
g(ϕ∗UH, ϕ∗UH) = |(r, y)|
−4g(UH , UH). (2.13)
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Moreover, looking at the second term, since the metric at the image point (ϕ(r, y), ϑ) is
dr2 + |dy|2 + (α+ 1)2|(r, y)|−4r2gS (here gS = |dϑ|2), we have
gΦ(P )(US, US) = (α + 1)
2|(r, y)|−4r2(gS)ϑ(US, US) = |(r, y)|
−4gP (US, US). (2.14)
Putting together the three formulas above,
g(Φ∗U,Φ∗U) = |(r, y)|
−4g(U, U) = ‖z‖−4(α+1)g(U, U), (2.15)
which will be referred to in Section 3. Since g = (α + 1)2|x|2αĝ = (α + 1)2r2α/(α+1)ĝ, we
also get
ĝ(Φ∗U,Φ∗U) = ‖z‖
−4ĝ(U, U), (2.16)
for all vector field U in M0. Hence (2.12) is proved at any point of M0.
Next we prove (2.12) at points of the form (0, y), y 6= 0. Here we may work in Cartesian
coordinates. Observe that Φ(0, y) = (0, |y|−2y) and ∂xj (‖z‖)
∣∣∣
(0,y)
= 0. Therefore it is easy
to see that Φ∗(∂xj)(0,y) = |y|−2/(α+1)(∂xj )(0,|y|−2y). Thus, if U = U j(∂xj )(0,y),
ĝ(Φ∗U,Φ∗U) = |y|
−4/(α+1)ĝ(U, U). (2.17)
Equations (2.16) and (2.17) together complete the proof of (2.12).
In order to prove conformality starting from (2.12), use the following routine argument.
Take a point z0 6= 0. Let z be a close point and denote ε = d(z, z0). Take an arclength
geodesic γ : [0, ε] → M, γ(0) = z0, γ(ε) = z, with γ˙(t) = aj(t)Xj(γ(t)) + bλ(t)Yλ(γ(t))
and |a(t)|2 + |b(t)|2 = 1 at almost all t. We may assume that γ does not touch (0, 0),
provided ε is small enough. Then
d
(
Φ(z0),Φ(z)
)
≤
∫ ε
0
√
ĝΦ(γ)(Φ∗γ˙,Φ∗γ˙)dt =
∫ ε
0
‖γ‖−2dt, (2.18)
because ĝ(γ˙, γ˙) = 1 almost everywhere. As ε → 0 we get lim sup
ε→0
d
(
Φ(z0),Φ(z)
)
d
(
z0, z
) ≤
‖z0‖
−2
. The same argument applied to Φ−1 provides equality (2.11) at any point z0 6= (0, 0).
3 Proof of the Liouville theorem
In this section we first study the cones UP of the metric g. Then we use their form to find all
admissible conformal factors u of a conformal map in (M0, g), for p ≥ 3. At the end of the
section we give the easy argument which concludes the proof of Theorem 1.2 and hence of
Theorem 1.1.
3.1 The cones UP for the metric g.
In the following proposition we identify the cones UP defined in the introduction. We use
the warped metric (2.2).
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Proposition 3.1 Let p ≥ 3. Then, for any P ∈ H×w S, we have
UP = {X ∈ TP (H×w S) : |XH| |XS| = 0} = TPS ∪ TPH.
Observe that, if p = 2 and q ≥ 2, then we have UP = TPM0, all the tangent space, because
the metric is flat.
Proposition 3.1, together with a continuity argument, immediately gives corollary below,
whose easy proof is omitted.
Corollary 3.2 Let Ω ⊂ H × S be a connected open set. Let f : Ω → f(Ω) ⊂ H × S be a
conformal diffeomorphism in the metric g = gH + w2gS. Assume that p ≥ 3. Then, either{
f∗(TPS) = Tf(P )S
f∗(TPH) = Tf(P )H
∀P ∈ Ω, (3.1)
or {
f∗(TPS) = Tf(P )H
f∗(TPH) = Tf(P )S
∀P ∈ Ω. (3.2)
Correspondingly, in cylindrical coordinates (r, y, ϑ), the map is a product of one between
the following types:
(r, y, ϑ) 7→ (r˜(r, y), y˜(r, y), ϑ˜(ϑ)), (3.3)
or
(r, y, ϑ) 7→ (r˜(ϑ), y˜(ϑ), ϑ˜(r, y)). (3.4)
Observe that, for dimensional reasons, (3.2) and the corresponding (3.4) may happen only
if S and H have the same dimension, namely when p− 1 = q + 1.
Remark 3.3 Since in case p = 2 the metric g is flat, it is easy to realize that in this situation
there are conformal maps which satisfy neither (3.1), nor (3.2). More precisely, given any
point P and any X, Y ∈ TPM0, there is a local isometry f around P such that f(P ) = P
and f∗X = Y .
Proof of Proposition 3.1. Observe first that W (X,U, V, Z) = R(X,U, V, Z), provided
X,U, V, Z form an orthogonal family. This follows from (1.11).
The proof will be accomplished in two steps.
Step 1. If X = XH +XS ∈ TPH⊕ TPS with |XH| 6= 0 and |XS| 6= 0, then X /∈ UP .
Step 2. If X = XH ∈ TPH or X = XS ∈ TPS, then X ∈ UP .
Proof of Step 1. Write X = XH + XS ∈ TPH + TPS. Recall that both XH and
XS are nonzero. Take two nonzero vectors X⊥S ∈ TPS with g(XS, X⊥S ) = 0 and X⊥H ∈
TPH with g(XH, X⊥H ) = 0. This choice is possible, because dimTPS ≥ 2 (p ≥ 3) and
dimTPH = q + 1 ≥ 2. Then take V = XS − c1XH, where c1 is such that g(X, V ) = 0, and
U = X⊥
S
+X⊥
H
, Z = X⊥
S
− c2X
⊥
H
, where c2 is such that g(U,Z) = 0. Then X,U, V, Z form
an orthogonal family and moreover, by (2.8), R(X,U, V, Z) = R(XS, X⊥S , XS, X⊥S ) 6= 0.
Step 1 is proved.
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Proof of Step 2. If X = XH ∈ TPH and X,U, V, Z form an orthogonal family, then
W (X,U, V, Z) = R(X,U, V, Z) = 0, by (2.8).
If X = XS ∈ TPS, take U, V, Z orthogonal triple, where all the vectors U, V and Z are
orthogonal to X . There are two cases.
First case: all the vectors U, V, Z have nonzero projection along TPS, U = UH + US,
V = VH + VS and Z = ZH + ZS, with |US| |VS| |ZS| 6= 0. But then, since U, V, Z,X are
orthogonal and XH = 0, all US, VS and ZS must be orthogonal to XS. Hence, by (2.8),
W (X,U, V, Z) = R(X,U, V, Z) = R(XS, US, VS, ZS)
= −α(α + 2)(α+ 1)2r2RS(XS, US, VS, ZS) = 0,
by elementary properties of the curvature RS of the sphere.
Second case: at least one among the vectors U, V,W has zero projection along TPS.
Then W (X,U, V,W ) = R(X,U, V,W ) = 0, by (2.8) again. 
Remark 3.4 The argument of the proof above can be used to show a similar result on the
cones UP for a map f conformal in the product of a standard sphere Sk with an Euclidean
space Rm, k ≥ 2, m+k ≥ 4. It turns out that UP = TPSk∪TPRm. Moreover, all arguments
of the following Subsection 3.2 reduce to a few lines and it is easy to see that a conformal
map on a connected open set Ω ⊂ Sk × Rm must be the restriction of a local isometry.
3.2 The conformal factor u
Here we find all functions u which can be conformal factors of some conformal maps. We
begin by proving in the following easy lemma that the function u must be a product. Write
h = (r, y) and denote by (h, s) points in H× S.
Lemma 3.5 Let Ω ⊂ H × S be a connected open set. Let f : Ω → f(Ω) ⊂ H × S be a
conformal diffeomorphism with respect to the warped metric g = gH + w2gS. Assume that
f is a product map of the form either
(h, s) 7→ (h˜(h), s˜(s)), (3.5)
or
(h, s) 7→ (h˜(s), s˜(h)), (3.6)
for all (h, s) ∈ Ω. Then the conformal factor u is a product: u(h, s) = A(h)B(s).
Proof. The Cauchy–Riemann system g(f∗X, f∗X) = u−2g(X,X) for all vector field X
holds. In case (3.5), fix a (lifted) horizontal vector field X . Observe that g(X,X) =
gH(X,X) depends on h only. Moreover, by (3.5), we have f∗(X) = h˜∗(X). Therefore
g(f∗(X), f∗(X)) = gH(h˜∗(X), h˜∗(X)) is a function of h only. Therefore, by the Cauchy–
Riemann system, u depends on h only.
In case (3.6), which may happen only if H and S have the same dimension, given the
same X as above, we have f∗(X) = s˜∗(X), a vertical vector field. Therefore, by the warped
form of g,
g(f∗X, f∗X) = g(s˜∗(X), s˜∗(X)) = w(h˜(s))
2gS(s˜∗(X), s˜∗(X)) = ϕ(s)ψ(h),
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a product of suitable functions ϕ and ψ of s and h, respectively. Therefore the Cauchy–
Riemann system gives u(h, s) = A(h)B(s). 
Before discussing the system (1.10), we prove the following proposition.
Proposition 3.6 Let f : Ω → f(Ω) ⊂ H × S be a conformal diffeomorphism in the metric
g = gH + w
2gS, p ≥ 3. Assume that (3.1) holds. Then f preserves the Ricci tensor.
Proof. We need to prove that Ric(f∗U, f∗V ) = Ric(U, V ) for all vectors U, V . Assumption
(3.1) and the form (2.9) of the Ricci tensor show that it suffices to assume U, V ∈ TS. In
this case we have
Ric(f∗U, f∗V )− Ric(U, V ) = −α(α + 2)(p− 2)(α + 1)
−2
(
r˜−2g(f∗U, f∗V )− r
−2g(U, V )
)
= −α(α + 2)(p− 2)(α + 1)−2
(
r˜−2u−2 − r−2
)
g(U, V ).
To prove the proposition it suffices to show that u−2r˜−2− r−2 = 0. We use the Weyl tensor.
Let X, Y ∈ TS be orthogonal vectors. Then, by (1.11), (2.8) and (2.9) it is easy to see that
W (X, Y,X, Y ) = C0r
−2g(X,X)g(Y, Y ), (3.7)
where C0 = −
q2 + q
(n− 1)(n− 2)
α(α + 2)
(α + 1)2
< 0, if α > 0. Conformal invariance of W gives
W (f∗X, f∗Y, f∗X, f∗Y ) = u
−2W (X, Y,X, Y ).
Using (3.7) in both sides together with the CR system g(f∗Z, f∗Z) = u−2g(Z,Z), Z =
X, Y , we conclude that u−2r˜−2 = r−2. Thus, the proposition in proved. 
Now we are ready to solve system (1.10).
Theorem 3.7 Let p ≥ 3 and let Ω ⊂ M0 be a connected open set. Let f : Ω→ f(Ω) ⊂ M0
be a smooth diffeomorphism, conformal in the metric g. Then, either its conformal factor u
is constant, or it has the form
u = a
(
r2 + |y − b|2
)
= a
(
|x|2(α+1) + |y − b|2
)
= a‖(x, y − b)‖2(α+1), (3.8)
for suitable a > 0, b ∈ Rq, (x, y) ∈ Ω.
Proof. Write the map in the form (r, y, ϑ) 7→ (r˜, y˜, ϑ˜). We first write system (1.10) in
both cases (3.1) and (3.2). Assume that (3.1) holds. Then by Proposition 3.6, system (1.10)
becomes
(n− 2)u−1∇2u(U, V )− g(U, V )u−2
{
(n− 1)|∇u|2 − u∆u
}
= 0, (3.9)
for any U, V ∈ TΩ. Here r˜ = r˜(r, y). In case (3.2) it turns out that, given U = UH + US,
we have (f∗U)S = f∗(UH). Then,
α(α+ 2)(p− 2)(α+ 1)−2
{
r−2g(US, VS)− r˜
−2u−2g
(
UH, VH
)}
= (n− 2)u−1∇2u(U, V )− g(U, V )u−2
{
(n− 1)|∇u|2 − u∆u
}
,
(3.10)
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with r˜ = r˜(ϑ).
Next we start to analyze the systems just obtained. The first part of the discussion is
the same for case (3.9) and (3.10). Indeed, since the connection is Euclidean in variables
r, yλ, in both cases we have ∂r∂λu = ∇2u(∂r, ∂λ) = 0, λ = 1, ..., q. We also have ∂λ∂µu =
∇2u(∂λ, ∂µ) = 0, for all λ 6= µ. Then u(ϑ, r, y) = F (ϑ, r) +
∑
λG
(λ)(ϑ, yλ), for suitable
functions F,G(λ). Moreover, since ∇∂r∂r = 0, ∇∂λ∂λ = 0, both (3.9) and (3.10) give
urr = ∇
2u(∂r, ∂r) = ∇
2u(∂λ, ∂λ) =
∂2u
∂y2λ
, λ = 1, ..., q. (3.11)
Recall also that, by Lemma 3.5, u must be a product. Thus its form is
u(r, ϑ, y) = H(ϑ)
{1
2
(r2 + |y|2) + lr + 〈m, y〉+ n
}
, (3.12)
l, n ∈ R, m ∈ Rp. Here we used the fact that Ω is connected.
Next we use condition ∇2u(∂r, X) = 0, for any X on the sphere, which holds in both
cases (3.9) and (3.10). Let X be (the lifting of) a vector field on the sphere. By (2.5) we
get ∂rXu = 1rXu, which gives Xu(ϑ, r, y) = K(ϑ, y)r, where K is a function depending
on the vector field X . Applying X to (3.12) and equating homogeneous powers of r, we
deduce XH = 0. Thus H is constant, u is constant on the sphere and has the form
u(r, ϑ, y) =
1
2
H(r2 + |y|2) + Lr + 〈M, y〉+N, (3.13)
for some M ∈ Rq, L,N ∈ R.
Next we are ready to rule out case (3.10). Indeed, letting U = V = ∂r in (3.10), we get
−α(α + 2)(p− 2)(α+ 1)−2r˜−2u−2 = (n− 2)u−1H − u−2
{
(n− 1)|∇u|2 − u∆u
}
.
Multiplying by u2 and using the fact that r˜ = r˜(ϑ) (compare (3.4)), we get an equation
of the form r˜(ϑ)−2 = ϕ(r, y), where ϕ is a suitable function. Therefore it must be r˜ =
constant. But this is impossible, because in this case the map f would become singular.
We are left with the study of (3.9). Given any unit vector X ∈ TS we have
∇2u(X,X) = ∇2u(∂r, ∂r).
Taking the form (3.13) of u and (2.6) into account, we get∇2u(X,X) =
(
H+L
r
)
g(X,X) =
H + L
r
. Moreover, since ∇2u(∂r, ∂r) = H , we conclude that L = 0. Thus
u(r, ϑ, y) =
1
2
H(r2 + |y|2) + 〈M, y〉+N, (3.14)
M ∈ Rq, L,N ∈ R.
Taking the trace of (3.9), we obtain
2u∆u− n|∇u|2 = 0. (3.15)
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Some computations based on (3.14) and (2.7) give
|∇u|2 = |∂ru|
2 + |∇yu|
2
= H2r2 + |Hy +M |2 = 2Hu− 2NH + |M |2,
∆u = urr +
p− 1
r
ur +∆yu = (p− 1)H + (q + 1)H = nH.
Inserting these information into (3.15), we easily see that |M |2 = 2NH. Ultimately, if
H = 0, then M = 0 and u = N > 0. If instead H > 0, then we can write u =
H
2
(
r2 +
∣∣y + M
H
∣∣2) , as desired. 
3.3 Conclusion of the argument.
Let Ω ⊂ H ×w S be a connected open set. Let f : Ω → f(Ω) ⊂ H ×w S be a conformal
diffeomorphism with respect to g. Then, either its conformal factor is constant or it has
the form given in (3.8). Recall that the map Φ(z) = δt‖(x,y−b)‖−2(x, y − b) has conformal
factor uΦ(z) = t−α+1‖(x, y − b)‖2(α+1) (see Subsection 2.2, especially equation (2.15)).
Write f(z) = F (Φ(z)) and note that uF◦Φ(z) = uF (Φ(z))uΦ(z). Then, letting t−(α+1) = a,
the map F turns out to be a local isometry. The proof is easily concluded, because local
isometries are classified in Proposition 2.1.
4 Umbilical surfaces
In this section we prove Theorem 1.3. Let Σ ⊂ (M0, g) be a smooth orientable connected
hypersurface. Fix a unit normal vector field N . Recall that Σ is umbilical if at any point P ∈
Σ there is κ(P ) ∈ R such that the shape operator L satisfies L(X) := −∇XN = κ(P )X ,
for all X ∈ TPΣ.
Let p ≥ 3. As discussed in the introduction, the identification of the cones UP and
Codazzi equations give the following obstruction. If Σ is an umbilical surface, P ∈ Σ and
N is a normal vector to Σ at P , then it must be N ∈ UP , which means
|NH| |NS| = 0. (4.1)
Hence, if (4.1) is not satisfied for a given N ∈ TPM0, then there is no umbilical surface
containing P and with normal N at P .
Before proving Theorem 1.3 observe the following facts:
Remark 4.1 (1) Since for p = 2, q ≥ 1 the manifold (M0, g) is flat, then for any point P
and N ∈ TPM0 there is Σ umbilical and with normal N at P .
(2) The notion of umbilical surface is conformally invariant, while curvature depends
on the metric. The choice of the particular metric g makes all umbilical surfaces to have
constant curvature. More precisely, spheres A1 (as defined in the statement of Theorem 1.3)
have curvature 1/c, while planes A2 and B are geodesic surfaces.
(3) Surfaces A1 can be conformally mapped in surfaces of type A2, while surfaces of
type B cannot.
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(4) The homogeneous spheres A1 have the same level sets of the function Γ(z) =
‖z‖−Q+2, Q = p + (α + 1)q, which is a singular solution of the equation ∆αΓ = 0 (see
(1.13)) and plays an important role in analysis and potential theory (see [18]).
Proof of Theorem 1.3. The proof will be accomplished in three steps:
Step 1. Surfaces A1, A2 and B are umbilical.
Step 2. If Σ is umbilical and has normal N¯ ∈ TP¯H at some P¯ ∈ Σ, then Σ is contained
in a surface of type A1 or A2.
Step 3. If Σ is umbilical and has normal N¯ ∈ TP¯S at some P¯ ∈ Σ, then Σ is contained
in a plane of type B.
Proof of Step 1. We start from type A1. Without loss of generality we take c = 1 and
b = 0. so that our surface Σ has equation |x|2(α+1) + |y|2 = 1 In the warped model with
metric (2.2), a unit normal vector field has the form N = −(r∂r + yλ∂λ). Let P ∈ Σ
and U ∈ TPΣ. By linearity of the shape operator, it suffices to consider separately the
cases U ∈ TPS and U = a∂r + cλ∂λ, where ar +
∑
cλy
λ = 0. In the first case, L(U) =
−∇UN = ∇U(r∂r+y
λ∂λ) = U, in view of (2.5). In the second case, ifU = a∂r+cλ∂λ, then
L(U) = −∇UN = ∇a∂r+cλ∂λ(r∂r + y
µ∂µ) = U, because in these variables the connection
is Euclidean. The proof for planes A2 is analogous and we omit it.
Next we pass to Type B. Here Σ has equation
∑
k akxk = 0. Assume that
∑
a2k = 1.
We use Cartesian coordinates (xj , yλ) and the metric g. A unit normal vector field to Σ
is N = (α + 1)−1|x|−αak∂xk . Again by linearity of L, it suffices to consider separately
vectors of the form U = ∂λ, with λ = 1, . . . , q, and U = U j∂j , which are tangent provided
Ukak = 0. In first case, L(∂λ) = −(α + 1)−1∇∂λ |x|−αak∂k = 0, because ∇∂λ∂k = 0. In
the second case, since the Christoffel symbols of the metric (α + 1)2|x|2α|dx|2 in Rp \ {0}
are Γkij = α|x|
−2
{
δikxj + δjkxi − δijxk
}
, we get
L(U j∂j) = −U
j∇∂j (α + 1)
−1|x|−αak∂k
= −(α + 1)−1U jak
{
− α|x|−α−2xj∂k + |x|
−αΓijk∂i
}
= α(α + 1)−1|x|−α−2{−(akxk)U + U
kakxi∂i} = 0,
because 〈a, x〉 = 0 and U is tangent to the plane. Thus L(U) = 0. We have proved that Σ is
a geodesic surface. 
Proof of Step 2. Let P¯ ∈ M0 and let N¯ = N¯H ∈ TP¯H. Let Σ be an umbilical surface with
normal N¯ at P¯ with respect to g. Examples of surfaces A1 and A2 show that there is at least
one surface with these properties. We want to show that Σ is contained in a surface of type
A1 or A2. Denote by N the unit normal vector field to Σ which agrees with N¯ at P¯ . By
continuity and by (4.1) it must be that N = NH ∈ TPH at any point P ∈ Σ.
We prove first that Σ has constant curvature κ. It suffices to prove that Uκ = 0 for any
vector U tangent to Σ. Since N = NH, (2.8) gives R(N,U, V,W ) = 0, for any U, V,W
orthogonal to N . Thus, Codazzi equations (1.12) show that κ must be constant.
In the warped model (r, y, ϑ), the vector field N has the form N = a∂r +Nλ∂λ, where
a,Nλ are suitable functions on Σ. Since Σ is umbilical, given any V = VH + VS ∈ TPΣ, it
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must be that
−κVH − κVS = −κV = ∇VN = (V a)∂r + a∇V ∂r + (V N
λ)∂λ +N
λ∇V ∂λ
= (V a)∂r +
a
r
VS + (V N
λ)∂λ,
(4.2)
where we used (2.4) and (2.5). Comparing like terms, we get
− κ = a/r, ⇒ N = −rκ∂r +N
λ∂λ. (4.3)
Since |N | = 1, it must be that
r2κ2 +
∑
λ
(Nλ)2 = 1. (4.4)
Write in (4.2) VH = V λ∂λ + V r∂r and take components along ∂λ. Thus
− κV λ = V Nλ, ∀ V ∈ TΣ. (4.5)
There are two cases: if κ = 0, then (4.5) implies that Nλ is constant. Therefore Σ is
contained in the plane of equation Nλyλ =constant. If instead κ 6= 0, (4.5) gives V (yλ +
κ−1Nλ) = 0. Therefore yλ + κ−1Nλ = bλ, where bλ is a constant. Thus (4.4) becomes
1 = r2κ2 + κ2
∑
λ(bλ − yλ)
2, as desired. 
Proof of Step 3. Let P ∈ M0 and let N¯ = N¯S ∈ TP¯S be a unit vector. Consider an umbilical
surface Σ with normal N¯ at P¯ . Surfaces of type B show that there is at least one surface
with this property. Our aim is to show that Σ is contained in a plane of type B.
Let N be the unit normal to Σ which agrees with N¯ at P¯ = (r¯, y¯, ϑ¯). Since Σ is
umbilical, by (4.1) and by continuity, it must be that NH = 0 for all P = (r, y, ϑ) ∈ Σ.
Therefore, given a local frame Xj , j = 1, . . . , p−1, on the sphere Sp−1 around ϑ¯, N has the
form N =
∑p−1
j=1 bj(r, y, ϑ)Xj.
Next take the tangent vector ∂y1 ∈ TPΣ, for any P close to P¯ . Let κ be the curvature of
Σ. Then
κ∂y1 = L(∂y1) = −
∑
j≤p−1
{
(∂y1bj)Xj + bj∇∂y1Xj
}
= −
∑
j≤p−1
(∂y1bj)Xj,
by (2.5). Therefore it must be that κ = 0. Hence Σ is a geodesic surface. Thus it must be
contained in the plane of equation
∑
k N¯
kxk = 0, which is by the previous Step 1 a geodesic
surface too. 
Appendix
We collect here some standard formulas on warped products. See [20, Chapter 7] for a
complete discussion. Let (H, gH) and (S, gS) be Riemannian manifolds. Given w : H →
]0,+∞[, the warped product H ×w S is the manifold H × S equipped with the metric g =
gH+w
2gS . Given any P = (h, s), Decompose as usual TPM as the orthogonal sum of TPH
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and TPS, the lifts at P of ThH and TsS, respectively. We use the same notation for a vector
and its lifting. Lifting of vector fields on H and on S are usually denoted by L(H) and L(S).
They are often called lifted horizontal or lifted vertical vector fields. Vector fields ant their
liftings are denoted by the same symbol. Observe that for a function ϕ depending on h only,
the gradient gradϕ of ϕ in the metric g is nothing but the obvious lifting of gradgHϕ.
Next, let∇H,∇S and∇ be the Levi Civita connections on H, S and H×w S, respectively.
Then, the following formulas hold (below A,B,C,D ∈ L(H) and X, Y, Z, V ∈ L(S)).
∇AB = ∇
H
AB,
∇AX = ∇XA = w
−1(Aw)X,
∇XY = ∇
S
XY − g(X, Y )w
−1gradw.
(A.1)
Therefore, given u : H× S→ R, with slight abuse of notation,
∇2u(A,B) = (∇H)2u(A,B),
∇2u(X, Y ) = (∇S)2u(X, Y ) + w−1g(X, Y )(gradw)u,
∆u = ∆Hu+ w
−2∆Su+ dim(S)w
−1(gradw)u.
(A.2)
A computation using (A.1) provides also
R(A,B)C = RH(A,B)C,
R(A,X)B = w−1∇2w(A,B)X,
R(X, Y )Z = RS(X, Y )Z + w
−2|∇w|2
{
g(X,Z)Y − g(Y, Z)X
}
.
Therefore,
R(D,C,A,B) := g(D,R(A,B)C) = RH(D,C,A,B),
R(Y,B,A,X) = w−1∇2w(A,B)g(X, Y )
R(V, Z,X, Y ) = w2RS(V, Z,X, Y )
+ w−2|∇w|2
{
g(X,Z)g(Y, V )− g(Y, Z)g(X, V )
}
.
(A.3)
The remaining nonzero components of R can be obtained by the standard symmetries
Rabcd = −Rbacd = Rcdab of the curvature tensor R.
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