Abstract. A rewarding method for generating a new game ? i+1 from a known game ? i is to adjoin an appropriate subset of the P-positions (2nd player winning positions) of ? i to ? i+1 as moves. We illustrate this statement by adjoining to the generalized Wytho Game three subsets of its P-positions as moves, resulting in three di erent classes of games. We analyze these classes, characterizing the P-positions of some and exhibiting equivalences between others.
Introduction
This paper is about a general interesting way of producing a new game ? i+1 from a known game ? i | applied to a particular game.
By game we mean a combinatorial game, i.e., two-player, perfect information (no hidden information such as in certain card games) without chance moves (no dice) and outcome restricted to (lose, win), (tie, tie) and (draw, draw) for the two players who play alternately: Nim (see below) and chess are examples. A tie is an end position in which neither player won, and a draw is a non-end position from which a player has a next nonlosing move, but cannot force a win. There are several ways of de ning a win-position. Here are two: in normal play, the player making the last move wins and the opponent loses. This outcome is reversed for mis ere play.
We restrict attention to classical games, i.e., those without ties or draws; and to normal play. The theory of such games can be found in books such as Conway Con1976] and Berlekamp, Conway and Guy BCG1982]. Background for this paper can be found in Fra1996] . As customary, we denote by Z 0 and Z + the set of nonnegative integers and the set of positive integers respectively. We now describe two particular games. 1. Nim. Given a nite number of piles, each containing nitely many tokens. A move consists of selecting a (single, nonempty) pile and removing from it a positive number of tokens, possibly the entire pile.
2. Wythoff's Game. Let a 2 Z + be a xed parameter. Given two piles, each containing nitely many tokens. A move is either as in Nim, or else, tokens are removed from both piles, namely say k (> 0) from one and l (> 0) from the other, subject to the constraint jk ? lj < a.
Remarks. (i). We consider both games in normal play, i.e., the player making the last move wins.
(ii). Actually, the case a = 1 is Wytho 's game Wyt1907] , YaY1967], but it is convenient, in the present context, to use the same name also for this generalization, analyzed in Fra1982].
The bare minimal tool required for analyzing games such as the above is the notion of P-and N-positions. Informally, a P-position is a position from which the Previous (2nd) player can force a win; and an N-position is one from which the Next (1st) player can force a win. Denote the set of all P-positions of a game by P and the set of all its N-positions by N. For a position u of a game denote by F(u) the set of all its followers, or options, i.e., all positions attainable by a single move from u. Then the following relationship holds. It is also a fact that the set of all positions of every game can be partitioned uniquely into its subsets P and N. We see that the P-and N-positions are not \symmetrical". A position in P requires that all its followers are in N, which is a relatively rare event. Indeed, Singmaster has shown that \almost all" positions are N-positions Sin1981], Sin1982]. This fact may partly explain why a winning strategy of a game is normally given by characterizing its P-positions rather than its N-positions.
What It has been pointed out in x6 of Fra1996] that interesting games can be obtained by adjoining to a given game an appropriate subset of its P-positions as moves. For example, Wytho 's game with a = 1 is 2-pile Nim, to which Nim's P-positions have been adjoined as moves. This observation also enabled us to nd the long-elusive \correct" generalization of Wytho 's game to more than two piles, as pointed out there. The idea has also been exploited in FrL1991] to examine games which bridge Nim and Wytho .
In this paper we analyze three games, ? 1 ; ? 2 ; ? 3 , obtained from Wytho 's game by adjoining to it subsets of its P-positions as moves.
We let ? 1 In x2 we prove some preliminary results, useful throughout the paper. The main results are enunciated in the four theorems. In Theorem 1 of x3 we give a complete characterization of the P-positions of ? 1 for all a > 1. Note that two equivalent games have, additionally, the same set of Npositions, and so also the same winning strategy.
In Theorem 2 of x4 we prove that for a = 2, ? 1 and ? 3 are equivalent. Useful properties of the P-positions of ? 2 for all a > 2 are given in Theorem 3 of x5.
They enabled us to compute the rst 100,000 P-positions of ? 2 within a second on a computer. Though the data reveals interesting relationships, the observed regularities seem to get broken after a while and replaced by new ones. We didn't succeed in characterizing these P-positions. The situation is reminiscent to that of many games, such as Grundy's game BCG1982].
In Theorem 4 of the nal x6 we prove that for all a > 2, ? 2 and ? 3 are equivalent.
Preliminary Results
Notations.
1. We consider the following moves for our games. Type I. Remove any positive number of tokens from a single nonempty pile (Nim move).
Type II. Remove tokens from both piles, say k (> 0) from one and l (> 0) from the other, subject to the constraint jk ? lj < a (Wytho move, together with Type I moves). Type III. Remove (A 0 n ; B 0 n ) from both piles for some n > 0 (moves for ? i , together with Type I and II moves).
2. The set f(A 0 j ; B 0 j )g 1 j=0 denotes the P-positions of Wytho 's game. . We show below that there is some t 0 2 Z 0 for which (s; t 0 ) is not an N-position, which is clearly a contradiction. It su ces to nd such t 0 for which no follower of (s; t 0 ) is a P-position. First, the number of P-positions to which we may move from (s; t), t 2 Z 0 is bounded. Indeed, let n 0 = maxfi : A i < sg. Then from (s; t) we can only move to (A i ; B i ) for some i n 0 , whatever t is. Secondly, we show that the number of possible moves of Type III from (s; t) is also bounded. It is certainly bounded by the index m 0 = j of the largest Type III move (A 0 j ; B 0 j ) from (s; t), which is: Dividing G n by a + 2, we get a quotient q and remainder r 2 f1; : : :; a + 2g. However, since G and H are complementary, r 6 = a + 2.
Lemma 6 . For any n 2 Z + , write G n = (a+2)q +r, r 2 f1; : : :; a+1g. Then n = (a + 1)q + r.
Proof. For s=t rational, we use (s + 1)=t ? 1 bs=tc s=t. Since G n = b((a+2)n?1)=(a+1)c = (a+2)q+r, we get (a+2)q+r ((a+2)n?1)=(a+1) (a + 2)q + r + a=(a + 1), which implies n (a + 1)q + r + (a + 1 ? r)=(a + 2) < (a + 1)q + r + 1 and n (a + 1)q + r ? (r ? 1)=(a + 2) > (a + 1)q + r ? 1. Since n is an integer, we conclude n = (a + 1)q + r. Can a move G n ! G i , H n ! H i be a Type II move for some i? Lemma 7 shows that the answer is negative. Moreover, since H n ? H i = (a + 2)(n ? i) a + 2 > a + 1, this move can't be a Type III move either. Now, we need also to prove that it's impossible to move G n ! H i and H n ! G i . Let k 2 = G n ? H i (G n > H i ), l 2 = H n ? G i , n > i > 0 (we already took care of the case where i = 0 since G 0 = H 0 = 0).
First consider a move of Type II. . We may also assume that x > 0. Since G and H are complementary sets, we have x 2 G or x 2 H; and also G n+1 ? G n 2 f1; 2g for all n 0.
Case (i). x = H n for some n > 0. Then move y ! G n .
Case (ii). x = G n for some n 0. We consider four possibilities, three of which are very simple.
1. y > H n . Then move y ! H n . 2. y = H n ?1. Then move y ! H n?1 , x ! G n?1 . This is a legal move since we take either (2; a + 1) (move of Type II; if G n ? G n?1 = 2), or (1; a + 1) (move of Type III; if G n ? G n?1 = 1). 3. y = G n + k, where k 2 f0; : : :; a ? 1g. Then move y ! 0, x ! 0. This is also a legal move since jy ? xj < a. 4. An Equivalence for a = 2
Theorem 2 . For a = 2, ? 1 and ? 3 are equivalent.
Proof. The di erence in move-rules of the two games is that ? 3 has the in nity 1 i=1 (A 0 i ; B 0 i ) of Type III moves, whereas ? 1 has only a single Type III move, namely (A 0 1 ; B 0 1 ). By Theorem 1 it su ces to show that, for every n 2 Z + , no move (A 0 i ; B 0 i ) from (G n ; H n ) leads to any (G i ; H i ). Our proof method is similar to that of Theorem 1, part I. We consider two cases.
(i) i = 0. We need to prove that, for every n 2 Z + , the move (G n ; H n ) ! (0; 0) is not a move of Type III, i.e., (G n ; H n ) 6 = (A 0 j ; B 0 j ) for every j 2 Z + .
If we write G n = 4q + r, r 2 f1; 2; 3g, then by Lemma 6, n = 3q + r, so H n = 12q + 4r. Suppose now that (G n ; H n ) = (A 0 j ; B 0 j ) for some j. Then 2j = B 0 5. P-Positions of ? 2 for a > 2 Theorem 3 . Let 1 n=0 f(A n ; B n )g with A n B n , be the P-positions of ? 2 with a > 2. Then for all n 2 Z + , (1) A n ? A n?1 2 f1; 2g, (2) B n ? B n?1 2 fa + 2; a + 3g, and (3) D n ? D n?1 2 fa; a + 1g, where D i = B i ? A i .
Proof. By Lemma 2, ? 2 is Wytho 's game to which the moves (1; a + 1) and (a + 4; (a + 2) 2 ) have been adjoined. We prove (1) and (2) In conclusion, the induction hypothesis for (2) implies A m = A m?1 + 1 or A m = A m?1 + 2. The induction hypotheses for both (1) and (2) imply that in the former case, B m ?B m?1 = a+2; and in the latter case, B m ?B m?1 = a+2 or B m ? B m?1 = a + 3, ending the proofs of (1) and (2) . 6. An Equivalence for a > 2 Theorem 4 . For all a > 2, ? 2 is equivalent to ? 3 .
Proof. ? 3 is obtained by adjoining to ? 2 the moves i= 2f0;1;a+3g (A 0 i ; B 0 i ). We show that the addition of these moves leaves the P-positions 1 i=0 (A i ; B i ) of ? 2 invariant. The proof is based on Theorem 3.
Suppose that A 0 k = A n ?A i for some n > i 0, k > 0. Clearly n?i assumes its smallest value if between A i and A n there is a maximum number of elements of B, so a minimum distance of a + 2 between consecutive B-elements.
: : :A i ;
only if k = a + 3. Now, (A n ; B n ) is a P-position of ? 2 and (A 0 a+3 ; B 0 a+3 ) is one of its legal moves. Therefore, it cannot lead to another P-position (A i ; B i ).
