Let G = (V, E) be an n-vertex connected graph with positive edge weights.
distance between u and v in G. We consider the problem of constructing sparse spanners. Sparseness of spanners is measured by two criteria, the size, defined as the number of edges in the spanner, and the weight, defined as the sum of the edge weights in the spanner. In this paper, we concentrate on constructing spanners of small weight.
For an arbitrary positive edge-weighted graph G, for any t > 1, and any c >0, we show that a t-spanner of G with weight O(n* ) . wt(MST) can be constructed in polynomial time. We also show that (logz n)-spanners of weight O(1) . wt (MST) can be constructed.
We then consider spanners for complete graphs induced by a set of points in d-dimensional real normed space. The weight of an edge Zy is the norm of the~y vector. We show that for these graphs, t-spanners with total weight O(log n) . wt (MST) can be constructed in polynomial time.
1 Introduction Let G = (V, E) be an n-vertex connected graph with positive edge weights. The distance in G between two vertices u, v c V is the length of the shortest weighted path between u and v and it is denoted by d~ (u, v) . A subgraph G1 = (V, E') is a t-spanner of G if for every u, v e V, dG/(u, v)~t .dG (u, v Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. the stretch factor of G'.
Sparseness of spanners is measured by two criteria, the size and the weight. The size of a graph G, size(G), is defined as the number of edges in G and the weight of G, wt (G), is defined as the sum of the edge weights of G. The minimum spanning tree (MST) of G is obviously the sparsest possible connected spanner both in terms of size and weight, but its stretch factor can be as bad as n -1 [1] . The sparseness of a spanner G' is judged by comparing it to the size and weight of the MST.
Spanners have numerous applications.
Spanners for
Euclidean graphs, are of special interest for robotics researchers, and have been considered in several works [1, 7, 8, 9, 13, 20, 21, 22, 24] . Unit edged spanners appear in distributed systems and communications network design [2, 16, 17] , and in genetics [4] . A similar concept, dilation, appears in the design of universal parallel machines [5] . In [15] , spanners have been investigated for chordal graphs and directed graphs. Recently, spanners of graphs with arbitrary positive edge weights have been investigated [1, 3, 8] .
In all the above research, fairly tight sparseness results have been achieved in the size of spanners, but not in the weight. This paper concentrates mainly on the weight criterion, and presents significantly improved results.
We first consider arbitrary positive edge-weighted graphs. Peleg and Schaffer [15] studied this problem for the special case of unit edge-weighted graphs. For these graphs, the size and weight represent the same quantity.
They showed that for every t there are infinitely many n such that there exists an n-vertex graph with the property that every t-spanner for this graph requires fl(n . n+) edges.
For . zot(MST).
While the size bound is optimal within a constant factor in the exponent of n, the weight bound is suboptimal.
Recently [23] , the upper bound on the weight was reduced to O(n~'~) . wt(MST), which is still suboptimal. No spanners of smaller weight were known to exist for arbitrary edge-weighted graphs.
We are able to improve the weight bound of the spanner constructed by the same greedy algorithm (described in Section 2) through improved analysis. Our results show not only the existence, but also the polynomial time constructibility, of spanners which are almost optimal in both size and weight.
Theorem 1.1 Let G be any n-vertex connected graph with positive edge weights. Let t > 1 be any real number. For all c >0 the greedy algorithm constructs a t-spanner of G with weight O(n~) . wt(MST). The constant implicit in the big O notation depends only on t and e.
The above result and the size bound of O(n"~) o size(llST) from [1] are clearly optimal within a factor of 2 in the exponent of n, but are likely to be optimal even in the exponent of n; as we observe in Section 3, any improvement in the exponent of n in the expression above would imply a better bound for an open extremal graph theory problem.
We next consider the problem of finding sparse spanners for geometric graphs. A geometric graph is a com- [1, 7, 9, 11, 12, 13, 14, 20, 21, 2:!, 24] .
The primary focus of most of these papers was to clesign efficient algorithms for spanner construction. However, though the spanners in these results had O(n) edges (which is optimal), they could be arbitrarily large in total edge weight.
A few papers considered weight sparseness of spanners of geometric graphs in two-dimermional Euclidean space [1, 9, 14] , and for this special case these papers show that there exist 0(1)-spanners with size O(n) and weight O(1) . wt(MST). However, the techniques used cannot be extended to higher dimensions, for which the only weight bounds known were bounds for arbitrary edge-weighted graphs. In this paper we use two different techniques to prove much smaller weight bounds on spanners for geometric graphs.
For geometric graphs under any norm and in any dimension, we prove the existence of (and the polynomial time constructibility of) spanners of both optimal size and small weight. The weight result may not be optimal since the best known lower bound is the trivial one of Q(l) . wt(MST). We show that the greedy algorithm produces the desired spanner. There is a new cent ributicln here in terms of size sparseness. Although various schemes [1, 20, 21, 24] have produced spanners with bounded average vertex degree (this follows since these spanners have size O(n)), it was not known whether bounded degree spanners exist for geometric graphs. We show that the spanners built by the greedy algorithm have bounded degree under any norm and for any dimension. The bound on the maximum degree depends on t, the dimension, and the norm.
Constructing bounded degree spanners has applications in the problem of selecting the kt~smallest inter-distance among n points in space [21] .
We obtain an alternative proof albout the constructibility of t-spanners with weight O(log n) .
wt (MST) for geometric graphs under an LP norm.
We present, for complete graphs from arbitrary metric spaces, a transformational technique for converting spanners of small size into spanners of small size and small weight. Using Vaidya's [24] or Salowe's algorithm [21] for O(n) size spanners, and then the transformational technique, we c)bt ain the small weight spanner.
The advantage of this method is that it is much faster than the greedy algorithm.
One unifying aspect of this paper is that the proof structures of most of the theorems are similar, although additional geometric properties are exploited to give stronger results for geometric graphs.
To bound the weight of the spanner G', we cover the edges in G' by a collection of artificially constructed graphs, each of which has edges of approximately thle same weight. The weight of any of these graphs can be bounded by first estimating its size and scaling the size by its maximum edge weight. Finally we cumulate the weights of all these graphs to obtain the desired lbound. In constructing these graphs, we use a technique of collapsing clusters of original vertices into single vertices. For the spanners constructed by the greedy algo~rithm this clustering is purely for the purposes of analysis, but in the case of the transformational technique (Lemma 4.4) we act uall y construct the spanner using these clusters.
In Section 2 we introduce some definitions and notation, and summarizes results of previous papers which will be used in the proofs. Section 3 deals with the proof of Theorems 1.1. Section 4 deals with the two proofs of Theorem 1.2. We conclude with some open problems in Section 5.
2 Preliminaries For simplicity of notation, we assume that n is a power of 2 and omit all floor and ceiling signs; all proofs can be repeated without this assumption with no real complications, at the cost of an increase in the constants.
We begin by stating some definitions and properties that will be used throughout the paper. A metric space (V, d) is a set V of points and a func- A geometric graph is a complete graph in which the vertex set is a set of points in d-dimensional real normed space and the edge weights are the distances between the points, according to the metric generated by the given norm. When the norm considered is the Euclidean norm, the graph is called Euclidean graph. We now summarize some useful results. Let G be an n-vertex connected graph with positive edge weights.
We reproduce here a greedy algorithm which is described in [1]. This is a simple generalization of Kruskal's algorithm to build a minimum spanning tree. It takes as input a weighted graph G = (V, E), and a real number t > 1. It produces as output a subgraph G' = (V, E'). Let T be a minimum spanning tree (MST) for G built by Kruskal's algorithm which considers edges in the same order as the Greedy Algorithm.
Let P be the Hamiltonian path drawn by taking the preorder traversal of T. The weight of an edge uv in P is defined as wi (uv) = d~ (u, v) . Let L = wt(P). It is well known that L~2zvt(T).
The following lemmas (proven in [1]) describe some properties of the output graph G'.
The next is an extremal graph theoretic lemma that is an easy consequence of a theorem proven in [6, Theorem 3.7, Chapter III]. Define the girth of a graph as the number of edges in its smallest cycle. This lemma provides an upper bound on the size of a graph with a given girth.
Lemma 2.3 Every n-vertex graph G with girth at least
H g has at most n n~edges.
The following facts are obvious:
Fact 2.4 For ail U,V 6 V, dp(u, v)~d~ (u, v 
We consider two cases: g' z a' and g' < a'. Each one of these cases is subdivided into two subcases: a > b
and a < b.
The case in which a~b is illustrated in Figure  1, where z is the orthogonal projection of x in the segment @g, d' = dN(Z,.Z), e' = div(ti, z), and f' = dN(z, @.
Since y < z/4 and a~b, z does belong to the segment Gg.
The case in which a < b is illustrated in Figure  2, where z is the orthogonal projection of~in the segment UZ, d' = d~(y) z), e' = d~(u, z), and f' = d~(z, z).
Since y < 7r/4 and a < b, z does belong to the segment UX.
Case 1: g'~a'.
Note that by the triangle inequality we have that g'c '+d~ (u, v) . Using (1) Similarly to Sub case 1.1, we obtain -y >0.
Case 2: g' < a'.
Among the four edges of G, UV, UX, vy, and zy, the edge vy is the largest (under norm N), and consequently will be examined by the algorithm last. In the spanner being built by the Greedy Algorithm there are paths P (u, v) and P(z, y) such that the lengths of P(u, v) and P(z, y) are at most t. d~(u, v) and t. d~(z, y) respectively. This means that when (v, y) is being examined, there exists a path from v to y (via P(u, u), (u, z), and P(z, y)). Let P(u, y) refer to this path. Since the edge vy was added to the spanner by the algorkhm, we have that ta' < wt(P(v, y)) = wt(qv, u))+ Wt(wz) + ?.vt(qz, y))
We again inspect two sub cases: Subcase 2.1: a~b. See Figure  1 .
(4)
Using the triangle inequality, we obtain from (4) that Since tan v > tan 0, we have that y >6, as desired.
Subcase 2.2: a < b. See Figure  2 .
Using the triangle inequality, we obtain from (3) and (4) A(d, 6) = 0(d3t2(fisin(0/2 ))-d.
The following theorem follows from the above observa- The time required to obtain all the t-spanners, using algorithm A repeatedly is log n = O(lvl) + 0(9(11401)) +~0(9( IV I)) jzl log n = O(g(rt)) +~W9(&)) jzl = O(g(n)).
We have used g(rn)/2~g( lm/2~) to obtain the last inequality.
Finally, since there are a total of 0(.f(n)) edges and f(n) is clearly no bigger than g(n), the total time to do the union of the spanning tree and all the spanners to obtain E" is O(g(n)). 
