Abstract-In order to realize many of the potential benefits associated with robotically assisted minimally invasive surgery, the robot must be more than a remote controlled device. Currently, using a surgical robot can be challenging, fatiguing, and time-consuming. Teaching the robot to actively assist surgical tasks, such as suturing, has the potential to vastly improve both the patient's outlook and the surgeon's efficiency. One obstacle to completing surgical sutures autonomously is the difficulty in tracking surgical suture threads. This paper presents novel stereo image processing algorithms for the detection, initialization, and tracking of a surgical suture thread. A nonuniform rational Bspline (NURBS) curve is used to model a thin, deformable, and dynamic length thread. The NURBS model is initialized and grown from a single selected point located on the thread. The NURBS curve is optimized by minimizing the image matching energy between the projected stereo NURBS image and the segmented thread image. The algorithms are evaluated using suture threads, a calibrated test pattern, and a simulated thread image. In addition, the accuracies of the algorithms presented are validated as they track a suture thread undergoing translation, deformation, and apparent length changes. All of the tracking is in real time.
I. INTRODUCTION

R
OBOTIC surgical systems used in minimally invasive surgery (MIS) present an opportunity to pair human surgical expertise with the precision and repeatability of robots. The autonomous robotic execution of low-level surgical manipulation tasks allows the robot to perform tedious and time-consuming work quickly and accurately while relieving the surgeon to concentrate on high-level goals of the procedure. Surgical suturing is one task that can benefit from the synergy of surgeons and surgical robots. In order to complete autonomous suturing tasks during MIS, it is necessary to localize and track task critical elements (e.g., suture needle, thread, and tissue for autonomous suturing) [1] . This paper focuses on the problem of localizing and tracking the suture thread.
In the proposed tracking method, the suture thread model is initialized as a 3-D Nonuniform Rational B-Spline (NURBS) curve and projected into a stereo image pair. The projected model is optimized using an energy-based stereo image algorithm. The stereo optimizations are then recombined to update the 3-D NURBS curve. This approach allows the suture thread to be tracked in real time as it is deformed and the method is robust to apparent changes in thread length, self-intersection, and knot formation.
Part of this research was presented at ICRA 2015 [2] . This paper provides a more in-depth and extended description of the algorithm and its performance improvements. This paper also presents a more comprehensive set of validation experiments than the original conference paper [2] . The added validation experiments include tracking of a precomputed printed validation pattern, and tracking of simulated thread undergoing 3-D deformations. This simulation also includes an example of successful tracking under occlusion and tracking against a realistic surgical background.
The outline of this paper is as follows. Section II summarizes previous related research. Section III discusses how the suture thread is segmented. Section IV describes how the shape of the suture thread is modeled. Section V explains how the NURBS model is seeded from a single point. Section VI discusses how the suture thread model is updated in real time. Section VII demonstrates the capabilities of the suture thread initialization and tracking algorithm. Finally, Section VIII presents the discussions and conclusions.
II. LITERATURE REVIEW In order to improve the performance of robotic surgical assistants, many authors have introduced methods and techniques to plan and control surgical tasks autonomously. The methods that have been applied to surgical suturing include discrete Markov stochastic modeling, learning from demonstration, direct task modeling, and specialized hardware [3] - [10] . Evaluation methodology has also been developed in order to determine the success or failure of autonomous procedures [1] .
While automated needle driving has been accomplished, these demonstrations often involve no suture thread [8] , [9] , [11] , [12] . This contrasts to actual suture needle kits where the thread and the needle are packaged as a single unit shown in Fig. 1 . Once the needle is driven, the suture thread is pulled through, tied off, and cut. The suture kit in Fig. 1 has a 70-cm thread and as such, a single suture kit is often used for multiple sutures. Tying the suture threads using a minimum number of suture threads will increase the number of sutures per needle package and save time and resources by requiring less number of suture kits. In order to efficiently tie sutures, the thread detection algorithm must be robust and accurate.
The problem of tracking suture threads can be decomposed into three subproblems: feature extraction, initialization, and tracking. The first problem, feature extraction, is needed to highlight the thread from its surroundings. Initialization is required in order to detect the thread using only a seed point. Finally, tracking is needed to model and localize the thread as it moves in real time.
Feature extraction establishes the tracking image by highlighting the features that will be tracked. In this paper, the tracked features are threads that are thin, single dimensional structures.
The segmentation of vascular structures in contrast enhanced images such as CT and MRI is a similar problem to thread tracking. Lesege et al. [13] explore some of the more common techniques used to segment blood vessels of various thicknesses. Many other approaches rely on a vesselness filter devised in [14] - [17] . This Frangi filter relies on an image kernel that aligns to the vessel normal, but not the vessel tangent. Other approaches have been utilized for tubular structure segmentation. These models utilized level set segmentation or minimal paths [18] , [19] . Many of the vesselness segmentation algorithms are based on segmenting a still image of the contrasted vasculature. For this paper, a realtime filter that could process a video stream was designed. This filter is based on a directional Frangi vesselness filter [14] . Once the raw image has been properly processed, the thread model can be initialized.
After filtering, the thread will appear to be a thin object present in a dark, but noisy background. The thread model needs to be initialized from the filtered image. Methods for initializing thin feature detectors have already been developed for roads in satellite images and cracks in cement [20] , [21] . Even snakes, as introduced in [22] , can be used for thin feature initialization. Many of the problems addressed in [20] , [21] , [23] , and [24] are not real time, nor do they utilize stereo vision. These works also require a seed point to initialize the curve. Initializing a 1-D curve from a seed point and an image is required when there are many potential suture threads (such as multiple knots) in an image and only one needs to be tracked at a time.
As the thread tracking algorithm is meant to aid the operating physician, the surgeon may be relied on in order to seed the suture thread of interest. Surgeons already rely on increasingly sophisticated interfaces, including augmented reality, when working with surgical robots [25] - [27] . Consequently, there are many potential methods that a surgeon can utilize to input a seed point of a suture thread. The seed point when coupled with the segmented image allows the initial thread to be identified. Once the initialization algorithm seeds the thread curve, it can then be tracked in real time.
Once the curve is initialized, it must be tracked as it deforms and moves. There are two main approaches for tracking a curvilinear structure (i.e., suture thread) in an image. The first one is based on physical models of the thread itself. This may be a dynamic 1-D object (DOO) such as in [28] . This paper models DOOs as a series of rigid bones connected by flexible joints where the joint energy increases as the joint bends. The tracking minimizes the total energy of the model in conjunction with the energy of the image matching. The DOO image is matched against an image segmented using the Canny edge detector [28] , [29] . Schulman et al. [30] used point clouds to identify various deformable objects, such as a rope. Similar to many other tracking algorithms, the tracking is accomplished using energy minimization where the internal model energy and external image matching energy are minimized. Continuum robots often have thread-like geometry and as a consequence can be tracked using similar algorithms [31] . Many of these thread models are based on a physical thread. Since the thread model is derived from a specific thread, it is implicitly constrained to have a fixed length. This assumption requires the thread to be constantly visible and inelastic. While suture threads are generally inelastic, there is no guarantee that the thread will be completely visible over the course of the suture. Even though the thread will not physically change length, the occlusions, loops, and knots may drastically change the visible or apparent thread length.
Tracking a curvilinear structure in the absence of a physical model has different challenges. Cheng et al. [32] completed work on tracking both blood vessels and catheters in fluoroscopic images. This tracking method utilizes multiframe tracking with a dynamic model for curvilinear structures. Similarly, Chang et al. [33] utilized cubic B-splines tubes to track catheters and guidewires in fluoroscopic images.
Padoy and Hager [34] , [35] has looked into both fixed length segments, and spline curves in order to track as suture thread. Padoy and Hager [34] used a textured thread to complete the tracking. The texturing effectively splits the thread into distinct fixed length components that are constrained at their junctions. The other methods used NURBS to describe the shape of the detected thread [35] .
In [35] , the NURBS curve is iterated using a Markov random field model with a fast PD optimization algorithm [36] . In order to keep the iteration model stable, the length of the thread model is kept constant. This limits the tracking algorithm because it assumes that the thread will not be cut, and will always maintain the same visible length. Over the course of a typical suture, the thread will be occluded, change length (due to a knot), self-intersect, and be cut. The limitations of the constant length thread model would interfere with the thread tracking under many of the above conditions. Since the previous work does not focus on occlusions or dynamic thread length, no direct comparison is possible between this or other works.
Many available tracking models constrain the thread geometry such that the thread cannot be tracked over the course of a full suture. This paper addresses how the thread can be tracked during typical usage scenarios during a suture: tracking the suture thread in real time as it moves, deforms, changes apparent length, becomes occluded, and tightens a knots.
While there is currently a large body of work dedicated to detecting and tracking thread-like structures, they do not address some of the more common problems posed by suture tracking. Scenarios such as partial occlusions, dynamic apparent length, realistic surgical views, thread intersection, and knot tying are not specifically addressed in the previous works. As this paper demonstrates how those issues might be addressed, no direct comparison is possible between this work and the literature.
III. SUTURE DETECTION
As with most image tracking algorithms, the raw suture images are processed such that the threads are highlighted through global image processing. Preprocessing the image enhances thread-like structures while suppressing nonthreadlike structures. As with many signal processing algorithms, improved preprocessing significantly improves the performance of downstream results. The remainder of this section describes the modified vesselness filter that is used to enhance the suture thread.
A. Suture Thread Detection
The discrete 2-D image domain is defined to be . The image is a map I l , I r : → R + , where the subscript indicates the left (l) or right (r ) image, respectively. The purpose of detection is to create maps V l , V r : → R 2 that highlights the suture thread from the rest of the image. The outputs of detection, V l , V r ∈ R + × [0, π], describe the magnitude of the detection as well as the direction. There are many different methods that can be used to extract thin objects or edges from an image. Classical methods include the edge detection gradient operators (e.g., Sobel, Roberts, or Prewitt), as well as the Canny edge detector [29] . Many methods are also based on Gaussian convolution kernels such as difference of Gaussians and the Laplacian of Gaussians [37] . Many of these methods incorporate image scale space where the same image is filtered using 2-D Gaussian filter kernels with a range of specific covariance matrices. Since a suture thread is more of a ridge (or valley) in the image space, edge detectors might detect both the rising and falling sides of the thread in the image. To avoid this biphasic edge detection, a thin feature detection algorithm is employed. Since the thin feature detection has many applications in diverse branches of research, a large body of work has been completed with regard to thin feature detection [14] , [20] , [38] , [39] . In this implementation, a thin feature enhancement algorithm developed in [14] for blood vessel detection is utilized. While this filter is also scalable, the thread is of uniform thickness and consequently, only a single scale was used for computational speed. The algorithm is modified to include directionality information using a method similar to one explored in [20] when analyzing images of roads.
Thin feature enhancement begins by convolving a gray scale image with a 2-D Gaussian distribution second derivative. The variance of the Gaussian function corresponds to the scale space size of the image filter. The result is a scale space Hessian matrix of the original gray images, H l , H r : → R 2×2 . Here, each image pixel maps to a 2 × 2 real symmetric matrix. This matrix has real eigenvalues ( |λ 1 | < |λ 2 |) and orthogonal eigenvectors v 1 ⊥ v 2 ∈ R 2 . The magnitude and ratio of these eigenvalues are used to generate the output image magnitude. A large magnitude eigenvalue indicates that the local image region aligns well with the second derivative of a Gaussian function in the corresponding eigenvector direction. If one eigenvalue is large and the other is small, the local image region looks like a ridge (or a section of suture thread). This information is used to generate the maps V l , V r : → R 2 . The output vector for each pixel location V l (i, j ) can be computed directly from the eigenvalues of the corresponding Hessian matrix, 1 as
Here,
, and finally the parameters β and c are user-defined parameters. The result of (1) merges work in [14] and [20] . The second derivative of a Gaussian function appears to be a valley. By contrast, the image magnitude is relatively constant in the thread direction. Consequently, the eigenvector corresponding to the local feature normal (v 2 ) will have the larger eigenvalue.
The result is that each pixel from the gray scale image is now mapped to a vector V l (i, j ) ∈ R 2 . Thread structures will have a higher magnitude of V l than nonthread-like structures.
In order to improve the segmented image tracking, the map V l (i, j ) is smoothed using a normalized low-pass Gaussian The segmented image uses a false color to indicate the direction of the thread as estimated by the algorithm. Notice that the color change highlights the thread intersection. In addition to the suture thread, other image edges are also segmented. This is because, in the gray scale image, the border appears to be a contrasting location to its surrounding edges. The thread self-intersection can be identified from the direction information as can be seen from the different colors of the intersecting thread segments. Suture thread initialization and tracking must be robust against falsely segmented regions.
kernel, G : k → R, in order to reduce the image processing noise. The domain k of the Gaussian kernel is centered about (0, 0). Since eigenvectors remain eigenvector under
and V l is a collection of scaled eigenvectors, blurring the vector map V l requires aligning the eigenvectors before their weighted sum is computed. An eigenvector (v) can be aligned to a second vector (x) by flipping the eigenvector's direction as necessary (−v ∼ v) to ensure that the dot product x ·v > 0. This specialized blurring is accomplished using Algorithm 1. Algorithm 1 allows the eigenvector image to be blurred without introducing errors when
The final results of the detection and filtering are the images V l , V r : → R 2 .
Algorithm 1 : This Algorithm Blurs Local Pixels Together in Order to Maximize the Output Magnitude and Eigenvector Alignment
end if 10 :
end if 16: end for 17 :
end for 19 : end procedure One notable difference between this filter and the filter implemented in [14] is that the original vesselness filter is applied multiple times in order to identify vascular structures of varying widths. Suture threads and the suture thread images should have a relatively constant width; consequently, the filter is only applied once for a fixed width. An example comparing an unsegmented image to a segmented image is shown in Fig. 2 . The suture thread (purple) is highlighted from the background. The segmented image is falsely colored to indicate the direction.
IV. SUTURE THREAD NURBS MODEL
In the proposed tracking approach, the thread is modeled as a 3-D NURBS curve. The suture thread is defined by a set of n + 1 control points C = [c 0 , . . . , c n ] T where each c ∈ R 3 × R + . The R + is the weight of the control point. The order of the curve o indicates the polynomial degree that is used to smooth together the control points. In this paper, o = 3.
A NURBS curve definition also includes a set of m + 1 non decreasing real numbers (also known as knots) where m = n+o+1. In this paper, the vector of knots U is distributed in the range [0, 1]. In addition, the number of knots (m + 1) is based on the overal length of the suture thread being tracked. The end knots have a multiplicity of o + 1. This ensures that the end points of the curve fall on the points c 0 and c n , respectively. This greatly simplifies the manipulation of the end points. NURBS curves have been previously used in vision research because they generate smooth curves with a relatively few control points [35] , [38] , [40] . This naturally allows for the NURBS curve to have a reduced internal energy compared with pointwise curve definitions such as in [22] . The NURBS curve is parametrically defined as in [41] 
The function p : [0, 1] → R 3 generates the points on the curve where u ∈ [0, 1] is the curve parameter. The curve function p(u) is defined by the control point set C ∈ R 3× (n+1) × R +(n+1) as well as the knot vector U that is a set of m + 1 knots in the range [0, 1]. The term N i,o (u) is a B-spline basis function of order o. In this paper, the weight w i is defined to be one for all indices. As a result, the denominator n i=0 N i,o (u)w i always sums to one and (2) simplifies to
Setting the weights w i = 1 reduces the basis space of the NURBS curve to only its control points R 3×(n+1) . In addition, unity weights reduce the space of optimized parameters. Allowing the weights to change would reduce the need to modify the control points and may, in certain cases, enable the curve to converge faster. After the curve p(u) is computed, it is projected onto the stereo images. The resulting two curves are p l (u) and p r (u). These curves are linked by the geometric relationship between the stereo images.
V. INITIALIZING THE SUTURE THREAD The curve initialization function generates a thread model including loops and dead ends when given an arbitrary point along the thread. Previous works on this subject center around the initialization of thin features in a static image (e.g., detecting roads in satellite images, blood vessels in CT or MRI scan, and even cracks in cement pictures). The implementation of this algorithm is related to previous work in [21] . While Kaul et al. [21] relied on using the level set method to grow along the processed image [42] , this paper utilizes the interpoint cost function to grow the point list based on Dijkstra's tree growth algorithm [43] .
Once an initial point is generated, 2 the point grows outward based on a predefined cost function as given by (4) . The initially selected point has a cost of zero. The cost of pixels adjacent to the current active pixel is calculated using the segmented image value V l , V r : → R 2 as 3
Here, L(i, j ) is the cost of the image pixel at the location i , j . The location offset indices are i x , j y ∈ {0, 1, −1}. The small offset in the denominator ( = 0.00001) is to ensure the stability of the cost calculation. This finds the cost of the eight connected neighborhoods around the currently active pixel. The diagonal pixel costs are scaled by √ 2. The power parameter (ρ = 2.3) is used to improve the delineation between the thread and the noisy background. When growing the tree, L max is the maximum cost allowed for an active point. This restricts the tree to bright features.
Dijkstra's algorithm is applied to both images in the stereo pair simultaneously along with simultaneous stereo matching between the left and right images. Specifically, as the point set expands, points are allowed to match between the stereo images once the expanding fronts are some distance away from the previously defined stereo point. Matching criteria include both shared parentage and stereo correspondence. Once matching candidate points are found (x l , x r ), the stereo aligned points x l and x r are found such 2 There are many methods that can be used in order to generate the initial point. While this paper utilized a space-mouse, tracked grippers or a target location can also be used. 3 For brevity, only the cost function for V l is shown, but the cost is analogous for V r . 
Here, f 1 , f 2 , f 3 , and f 4 define the epipolar line constraint of the stereo image pair.
The points x r and x r are defined similar to the points x l and x l . The equations in (5) constrain the new points to the epipolar image lines [44] . For the most image processing applications, including this one, the images are calibrated and rectified using OpenCV such that the epipolar lines are horizontal in both images (y l = y r ) [45] . As part of the image rectification, the image projection matrices are also found which can then be used to project a 3-D point to a pair of corresponding 2-D points or to deproject a pair of corresponding image points to a 3-D point.
As long as the epipolar projection error is small enough, the candidate points are considered to be a match. The stereo deprojection of the matched points is added to a list of potential thread points. When points are matched together, their growth cost L is also set to zero. This acts to 'reset' the cost functions and keeps the growth in the image on the actual thread. The growth of this path is shown in Fig. 3(a) . To prevent overfitting, initialized points must be some minimum distance (in pixels) apart. Similarly, when a new stereo point is identified, they must be matched to their appropriate thread segment.
This matching is accomplished using the concept of parentage. All active pixels are assumed to have a 3-D parent point. The parent point determines the thread list that the points are attached to. When two (one left and one right) active pixels are matched, their parent points are compared. If the parent points match and have no children, the new point is added to the same thread segment as the parent point. Otherwise, the matched point is considered a branch where a new thread segment spawns. The initial seed point is considered to have no parent and define the first thread point list.
After all of the new points are found, the different thread branches are combined into one thread. Two thread segments are connected if the endpoints of the thread segments are close to each other and have similar tangent angles. The merging of matching segments is shown in Fig. 3(b) . This gives a final list of the suture thread initial points.
The list of continuous thread points is then used to generate a curve. The NURBS curve is calculated using a least square approximation of the generated 3-D points. The result is a list of NURBS control points C = [c 0 , . . . , c n ] T . Once the thread has been initialized, the NURBS model is updated using an iterative tracking algorithm.
VI. NURBS CURVE ITERATION After completing the suture thread initialization, the curve is defined as a set of control points, C = [c 0 , . . . , c n ] T . The proposed algorithm tracks the deforming suture thread as it moves in the surgical environment by iteratively updating the control points of the suture thread model. This includes removing and inserting control points as needed. The goal is to minimize both the image energy (a measure of mismatch) and the internal energy (the sharpness of the curve). Evenly spacing the NURBS control points helps to stabilize the iteration. The image energy of both the suture thread and its end points is computed using the image processing results V l and V r .
A. Image Energy
The energy of the NURBS curve image is based on both the image magnitude and the image alignment. The image energy equation actually represents a pair of image energies, one for the left and one for the right image 4
Here, n l (u) is the unit tangent to the curve at point in image space, while p l (u) is defined to be the projection of p(u) as defined in (2). Intuitively, the energy is minimized when the processed thread image has a high local image magnitude and the image tangent of the projected thread aligns with the tangent of the vesselness image. The l subscript indicates that this is the left image of the stereo image pair (E r is formulated in a similar manner). The goal of the NURBS optimization is to update the maps p l (u) such that the energy as defined by (6) is minimized. For every value of u ∈ [0, 1], the update force acting on that point is defined to be
Here, E l is defined in (6) . g p is a tunable gain that is applied to the energy gradient. The gradient of the energy E l with respect to p l is as follows:
It is assumed that the point normal and image directions [i.e., n l and V l ( p l )] are locally constant with respect to p l . Likewise, the derivative of
is also assumed to be small. That is to say, the alignment between the filtered direction and the curve normal does not change quickly. If the local image alignment is small, then the local image region is actively searched for an image point that is more closely aligned with the thread. This is done to increase the image basis of the NURBS optimization algorithm. Optimizing 4 For the rest of the section, equations for the left image will be presented. The equations for the right image are analogous and will be skipped for brevity.
the end points requires that they are given their own energy cost term. The energy of the endpoints is defined in the next section.
B. Endpoint Energy
A difficulty in tracking the thread arises due to the special case of the thread endpoints. Other works have used fixed end points or penalized changing the length of the suture thread in order to assist in tracking the endpoints [23] , [28] , [35] . In this paper, the end of the thread is tracked using the local segmented image information as it aligns to the thread model. The end points have their own calculated energy term
The parameter V cl is the cutoff magnitude of the image. The cutoff magnitude is the average of the foreground mean magnitude and the background mean magnitude of the segmented image. This attracts the curve ends to the thread end. The endpoint forces act on both ends as
In (10), the vectors are evaluated at n l = n l (0) and n l = n l (1), respectively. As in (8) , the gradient of the image NURBS alignment is assumed to be zero. Also, (8) and (10) define the forces that act on each point. In order to ensure that the forces align the NURBS curve to the suture thread, they must be aligned to the curve directions.
C. Point Force Action
When a force, given by (8), acts on a point p l (u) where u ∈ [0, 1], the force may push the point along the suture thread to a section that is locally more strongly segmented (i.e., a local bright spot). This may cause the points to bunch up on local bright spots in the segmented image. To combat this, the force as given by (8) is projected into the normal of the curve
Similarly, the endpoint forces generated by (10) are projected onto the curve tangent as
where u = {0, 1}. The forces are formulated such that the internal points are updated only in directions normal to the curve while the end points are additionally updated in directions that are tangential to the curve. This allows the entire curve to be updated both normally and tangentially. Notice that the forces acting on the end points are in fact the sum of both the normal and tangential force components.
D. Pointwise Precomputation
The NURBS curve is defined to be a linear combination of the control points. Since it is impractical to compute the curve for every u ∈ [0, 1], only a finite number of points are actually computed. If the curve is generated for a list of parameters values u j ∈ u where u = [u 0 , . . . , u k ] then the basis function N i,o (u) can be precomputed and, as such, a matrix A(u) ∈ R (k+1)× (n+1) can be constructed (u 1 ) N 1,o (u 1 ) . . . N n,o (u 1 ) . . .
Here, k is the number of computed NURBS points and the u j values are defined such that the points are evenly spaced throughout the entire NURBS curve. The number of computed points is selected to create an approximation of the curve. As the curve is iterated, the number of control points may change as long as the curve is adequately approximated. The denominator from (2) is dropped because the weights w i = 1 and consequently, the denominator always sums to one. The NURBS curve is now formulated as a linear combination of the control points
T is the set of points on the NURBS curve at parameter values [u 0 , u 1 , . . . , u k ], C is the set of control points as defined previously, and A(u) is defined in (13) . By retaining a precomputed copy of the matrix A(u), the NURBS curve can be quickly recomputed if the control points are updated without changing the parameter vector (u). After the point set P = ac is generated, it is projected into the stereo images resulting in the point sets P l and P r where
The precomputed discrete points of the NURBS curve greatly simplify the force computation on the set of NURBS curve points. This results in identifying the forces applied to the arrays of projected NURBS points (P l and P r ) 5
Here, u i is an element of the array u. The stereo update vector is then
The purpose of P l is to define a set of gradient-based forces on the image points of the projected NURBS curve. Since the actual NURBS curve is a 3-D curve, the corresponding stereo forces acting on the NURBS image points (8) must be deprojected into forces on the 3-D curve points. The 3-D curve point forces can then be used to update the NURBS curve.
E. 3-D Deprojection
Now that the update vector has been found for the set of points in stereo image space ( P l and P r ), they must be mapped from the stereo image space into the 3-D space. This can be accomplished by approximating the projection of the orthonormal curve basis t, n, and b (tangent, normal, and binormal). Assuming that the 3-D optimization vector is of the form p(
Here, α i , β i , and γ i are all gains describing the overall point update. This can be reduced to the following overdetermined matrix equation:
The least squares solution of (17) gives the values of α i ,β i , and γ i . Since the offset of each curve point p is found in 3-D space, the update is constrained to the epipolar lines of the stereo camera system [44] . This allows the vector updates of the NURBS image points to be approximated as vector updates of the 3-D NURBS points. These values can then be used to generate the 3-D offset vector P = p(u 0 ), . . . , p(u k ) T . This offset matrix P in the curve point space is mapped into the control point space using the matrix A(u) as defined in (13) . This is similar to using the Jacobian transpose in robotics to project end-effector forces into joint torques
The final control point update is completed using the update matrix C
The end points are updated directly using the computed offset. This is done because the end points are defined to be the end control points (i.e., c 0 = p 0 ). The operator indicates that matrix C is elementwise divided by denominator matrix D. The matrix D ∈ R k+1×3 is a denominator matrix that is used to normalize the force offsets on the matrix C
The normalization is required because the matrix A(u) is generated by evenly spacing the computed curve points. Due to variability in control point spacing, some control points may be more represented than others. The matrix D serves to normalize against possible uneven spacing. to limit the local curvature as well as the internal energy of the NURBS curve. While not directly used in this paper, Meegama and Rajapakse [46] defines the NURBS internal energy at a curve point as
This mitigates the possibility that control points are bunched up while ensuring that there will not be any gaps in the thread model. Even though straight segments of threads do not need to be modeled with as many points, the presence of the points enables the model to respond more quickly to local changes in the thread shape. Fig. 4 shows the composite result of fitting a NURBS curve to a suture thread.
VII. EXPERIMENTAL VALIDATION
The goal of the experimental validation is to evaluate the performance of the suture thread tracking algorithm. The following aspects are validated: initialization, motion tracking, occlusion, and distortion tracking. In order to test the algorithm, a pair of calibrated stereo cameras (640 × 480 pixels, GRAS-03K2C-C, Point Gray Research Inc., Richmond, BC, Canada) were mounted above a motorized XY linear stage that allows the thread to be tracked as it moves. The experimental stage is shown in Fig. 5 . The orange and red marbled paper was used in an attempt to mimic colors and patterns that might be found in a surgical setting. The computer completing the image processing contains an Intel Core 2 Quad Processor running at 3 GHz with 8 GB of installed RAM. The image processing algorithm was implemented using CUDA and ran on a Nvidia GTX 650 Ti with 2 GB of GDDR5 RAM. During the experiments, the image processing algorithm as well as the tracking algorithm ran in parallel threads. Dividing the detection and tracking between multiple threads allows for the two distinct components of the thread tracking algorithm to be executed independently. This will enable future development by allowing the processed image to be used for tracking other features. This approach will also make integrating this paper into a robotic computer vision framework (e.g., Robot OS) much simpler. The image processing algorithm runs with a loop speed of (15 Hz). The suture tracking thread runs with a loop speed of (20 Hz). Since the suture thread tracking and the image processing operate as parallel threads, the thread Fig. 5 . XY linear stage with a sample of thread. The orange and red patterned construction paper is meant to emulate some of the colors and patterns that might be present in an actual surgical environment. One end of the suture thread is affixed to the immobile piece of paper while the other is affixed to the linear stage. This allows the thread to deform as it is tracked. 
A. Quantative Accuracy
In order to evaluate the accuracy of the thread tracking algorithm, the proposed algorithm was used to estimate the length of three precut suture threads. The lengths of the suture threads were 107, 175, and 200 mm. Each precut segment was positioned on the work space, initialized, and tracked. This includes tracking the thread as it moves and deforms. One instance of each thread was measured in this way. The thread was twisted and kinked in the different images so that it did not lie flat on the workspace. In addition, one side of the suture thread was affixed to an immobile section of the background paper. This was done to ensure that the thread would deform significantly during tracking. This is illustrated in Fig 5. The table moved its attached thread endpoint in a pattern in Fig. 8 with a maximum speed of 11 mm/s. The length of the thread model during deformation was logged and the mean and variance of the logged length are summarized in Table I . The term represents the actual length of the suture thread, while ∼ is the average estimated length of the suture thread. The standard deviation of the measurements (σ ) and the percent error (%) are also listed.
As the table indicates, the algorithm is capable of tracking the length of the suture thread within a few percent as well as a few millimeters. The largest error was with the 175-mm thread length. This indicates that the error is not a fixed value, nor is it dependent on length. In all cases, the thread length is overestimated. There are two potential reasons for this: the width of the Gaussian blurring during image processing may stretch the visible length slightly. Also, if the NURBS curve has a higher bending energy than the thread, this will increase the apparent length of the thread. Decreasing this length will be addressed in the future work.
B. Calibrated Pattern Tracking
In order to validate the performance of the tracking against a known geometric shape, a predefined test pattern was used. The test pattern is shown in Fig. 6 . The test pattern is defined as a(θ ) = x c (θ ) y c (θ ) = 9.5 + 5 cos θ sin 1.5θ 8.5 + 5 sin θ sin 1.5θ mm.
The domain of the curve parameter θ is [−π/4, π]. The curve length is 250.9 mm. The area of the pattern inside the eight surrounding calibration circles is 106.5mm × 106.5mm. Since the geometry of the pattern is known, it is possible to directly compute the NURBS model fit with the curve geometry. The error was evaluated using three main criteria. The first criterion is the curve length in millimeters. This validates that the NURBS model of the suture curve is approximately the same length as the calibration curve. The second criterion is the RMS curve error, defined as
where
The RMS error measures the average error of the curve along the entire length of the calibration curve. The variable u is where the curve f (u) is closest to the calibration curve g(θ ). While the RMS error is useful, it is also important to know the maximum error between the calibration curve and the NURBS curve
The maximum error helps to estimate the open jaw width that would be required to accurately grasp the suture thread. Even though the calibration pattern is planar, it is reoriented such the plane normal is pointed in several different directions. The change in the orientation is approximately ±15°in two orthogonal directions. The successful tracking of the different orientations is shown in Fig. 7 . The red and blue circles indicate the location where the fit is the worst.
The quantitative fit of the curve is evaluated and summarized in Table II . The length is consistently tracked to be within 5.0 % of the actual pattern length.
The gripper used for suture manipulation opens to a jaw width of approximately 10 mm. Since the gripper jaw open to 10 mm wide, as long as the thread tracking is accurate to ±5 mm, the jaw should be able to reliably grasp the thread. As the maximum error of 5.6 mm combined with the RMS error of less than 2 mm means that the gripper should reliably be able to grasp the suture along the entire length of the curve. Based on the error in the length, the gripper should deliberately Thread calibrated pattern. The eight circular markers are for independent geometric calibration. try to grasp the suture several millimeter away from the end of the suture. While it is true that the calibration pattern is planar, printing it out allowed for a specific geometry to be used and tested. Angling the curve plane with respect to the camera image plane allowed the depth of the camera tracking to be tested.
C. Simulation and Occlusion Results
As an additional validation step, a 3-D simulated thread was generated and tracked. This allowed the validation to be completed in full 3-D while demonstrating that the curve can be tracked. Tracking a simulated thread allows for the comparison to be completed against a known baseline truth using a scenario that reproduces a surgical scene as closely as possible. The simulation used in the test used image from an actual surgical scene as the background to additionally demonstrate the performance of the algorithm for tracking a thread against a realistic surgical background. Although there are actual surgical video sets publicly available online, they would not be usable for validation, as they do not include camera calibration information and the baseline thread deformations would not be known.
The simulation was implemented using stereo camera calibration (intrinsics and extrinsics) generated from an Intuitive Surgical da Vinci S laparoscopic camera system. The background image of the simulation (Fig. 8) was picked as an archetype image of a laparoscopic surgical image. The simulation also includes an occlusion demonstration using a simulated surgical gripper. During the tracking, 100 different points were measured as the simulated thread was tracked. The measurements were completed under both motion and Table III . While the errors are larger than with the other tracking examples, this is likely due to the differences in the camera calibration. Specifically, the distance between the laparoscopic camera is only 6 mm. The narrow interocular distance coupled with the frontal parallel arrangement of laparoscopic cameras makes the tracking more sensitive to errors. This is particularly true when identifying the distance between the camera and the thread being tracked. Future work will focus on improving the tracking performance under unfavorable camera calibration.
D. Qualitative Tracking Results
In addition to the quantitative tests, several qualitative tests were performed to evaluate the practicality of the NURBS initialization and tracking algorithms. The NURBS tracking algorithm is tested during thread motion, deformation, length changes, and knot tying. Many of these demonstrations are fully detailed in the video that accompanies this paper.
The initialization algorithm is validated when there are multiple intersecting suture threads in the stereo image. Images of the intersecting threads and the initialized NURBS curve are shown in Fig. 9 . Even though the threads intersect, initialization is capable of distinguishing between them and models the target thread with a NURBS curve. The included video demonstrates the entire initialization process.
The tracking algorithm is also validated by tracking a suture knot as it is drawn tight. Key images from the loop tightening are shown in Fig. 10 . As the overhand knot loop is pulled tight, the control point get closer and closer together. Eventually, they are so close that the loop control points are deleted. The NURBS model then continues to track the suture as it moves and deforms. The video supplement animates the knot closing and thread movement during tracking.
The video submitted with this paper contains several additional components that are meant to illustrate the thread tracking algorithm. The video displays the tracking in both the segmented image space as well as in the raw images. During the video, the thread was moved using the linear stage. In order to validate the thread tracking while it changes length, one end of the thread was fixed to the moving stage, while the other end of the thread was fed through a hole in an immobile background. The thread lengthens as it is pulled through the hole by the linear stage. The longer thread is then tracked as it is deformed. The thread is successfully tracked while the stage moves with a velocity of 9.7 mm/s. The video also demonstrates that the thread tracking is robust against occlusions. The final video component demonstrates successful thread grasping.
The included video also demonstrates how a robotically controlled surgical gripper can reorient and pick up a suture thread that was localized and tracked using the proposed algorithm. The suture thread was threaded through a tissue phantom (part number SCS-10 by Simulab Corp., Seattle, WA, USA). Once the user entered the suture thread point, the thread was traced and a grasp point near the end was identified. In addition to providing a grasp point, the NURBS curve model also provides a tangent to the suture thread. This allows the gripper to reorient as needed to grasp the suture. The robot uses a visual feedback to translate and reorient until it is able to grasp the suture. The robot gripper coordinates were identified using colored circle markers attached to the gripper. The gripper in the video was designed in the laboratory [47] and is mounted to an ABB IRB140 industrial robotic assembly arm (ABB Ltd., Zurich, Switzerland). Once the arm grabs the suture thread, the thread is pulled to show that the gripper grasped the thread successfully.
VIII. CONCLUSION This paper presents novel methods that can be used to track a complete surgical suture thread online in real time using a calibrated stereo vision system. In the proposed method, the suture thread model is segmented and initialized from a single seed point on the thread. Once the suture thread is initialized, a NURBS model tracks the thread as it moves in real time. The image processing operates at 15 Hz, while the actual NURBS tracking operates at 20 Hz. The algorithm is robust against thread deformations, translations, and dynamic thread length. The algorithm is well suited to track a thread end as the thread is pulled through a tissue sample. The method was validated on bench top experiments using the actual suture thread, while the test bench environment was colored as to emulate surgical environments. The validation pattern confirmed that the tracking algorithm is accurate to within 5.6 mm, which should result in reliable suture grasping.
The simulation tracking also validates the 3-D thread tracking with an RMS error of 1.67 mm. In addition, the simulation demonstrates that the thread tracking is robust to occlusions.
The current limitations of the initialization algorithm include some sensitivity to undesired segmented pixels. It is also currently unable to detect when the thread intersects itself for a finite length (e.g., overhand knot). Also, the robustness of tracking to small intersection angles has not been evaluated.
The main limitation with the thread tracking algorithm is that it does not add or remove control points based on local thread shape. The control points, which may appear to be far from the thread itself, do not have any direct bearing on the thread tracking result. The NURBS formulation, in which all curve points are a linear combination of control points, does not pass through the control points except for the end control points. For this reason, all model updates are based on the actual curve points and not on the control points. This can result in reduced measurement accuracy of the actual thread since some bends might be poorly approximated. Another deficiency is that when the thread is moving the NURBS model begins to lag behind the images. This is also due to the parallel processing threads. One way around this might be to incorporate a velocity model (i.e., Kalman filter) into the NURBS curve iteration. Recent advances in deep-learning techniques could also be implemented to help overcome some of the challenges in segmentation, initialization, and tracking.
Further work will focus on actively tracking the suture thread as it is manipulated by surgical grippers. This will allow the thread to be tracked as it is tied into a suture knot. In addition, the NURBS fitting algorithm can be improved to support tracking the thread using previous velocity information. In addition to refining suture thread tracking, this paper will also be expanded to address other clinical tracking needs such as catheters and dynamic (i.e., beating) vasculature. Further development must also address additional common use cases such as tracking close parallel suture threads and identify how best to improve thread tracking for suturing. As this thread tracking algorthim continues to be developed and refined, the next step is to verify it on laparoscopic surgical videos to help identify how best to improve and validate the surgical suture thread tracking algorithms.
