Many experimental studies concerning the neuronal code are based on graded responses of neurons, given by the emitted number of spikes measured in a certain time window. Correspondingly, a large body of neural network theory deals with analogue neuron models and discusses their potential use for computation or function approximation. All physical signals, however, are of limited precision, and neuronal firing rates in cortex are relatively low. Here, we investigate the relevance of analogue signal processing with spikes in terms of optimal stimulus reconstruction and information theory. In particular, we derive optimal tuning functions taking the biological constraint of limited firing rates into account. It turns out that depending on the available decoding time T , optimal encoding undergoes a phase transition from discrete binary coding for small T towards analogue or quasi-analogue encoding for large T .
Introduction
Since the discovery by Adrian (1926) that action potentials are generated by sensory neurons with a frequency that is substantially determined by the stimulus, the idea of rate coding has become the prevalent paradigm in neuroscience (Perkel and Bullock 1968) . In particular, today the coding properties of many neurons from various areas in the cortex have been characterized by tuning curves, which describe the average firing rate response as a function of certain stimulus parameters. Remarkably, almost all tuning functions measured in the mammalian cortex have a smooth bell-shaped form, which suggests an analogue neural code.
On the other hand it is obvious that the maximum number of spikes k max that can be taken into account by subsequent neurons is limited by their integration time, so that a rate code actually constitutes a discrete code with k max + 1 different symbols. Therefore, the precision The presynaptic neuron on the left computes some analogue value x from its synaptic inputs. In order to signal this quantity to another postsynaptic neuron, spikes are generated with a firing rate f (x) and propagated to the postsynaptic neuron. The postsynaptic neuron integrates over all incoming spikes within a time window of length T . The resulting spike count k then serves as the basis for any computation of the postsynaptic neuron for which an estimatex of x is required.
with which an analogue signal can be transmitted to other neurons in a rate code is limited, because the mutual information I between the received number of spikes k and the underlying firing rate f cannot be larger than the log index of the symbol set (i.e. I log 2 (k max +1) (Cover and Thomas 1991) ). Another measure for the coding accuracy that is particularly well suited to the issue of analogue signalling is given by the minimum mean squared error (MMSE) with which the original signal can be reconstructed from the received signal. Similarly to mutual information, the MMSE χ 2 is bounded by k max , too. For example for any uniformly distributed signal with variance v it holds that χ 2 v/(k max + 1) 2 , where the rhs corresponds to the mean squared error of the uniform quantizer (Gersho and Grey 1992) . For both measures it holds that the bounds can only be attained in the case of noiseless signal transmission.
Here we study the question of optimal neural rate coding, in cases where the rate signal is subjected to Poisson noise. In the presence of noise, the bounds on mutual information and the MMSE still hold true, if k max is replaced by the maximum mean spike count µ max . The high degree of irregularity in spike timing of cortical cells in vivo implies that the effective integration time of cortical neurons is small such that for the generation of a postsynaptic action potential essentially only the last spike emitted by each presynaptic neuron is relevant (Softky and Koch 1993) . This fact suggests that small values of µ max (say 1 µ max 5) are particularly relevant.
Taken together the biophysical properties of cortical neurons impose strong constraints on rate signalling, in particular short integration times, limited maximum firing rates, energy constraints, anatomical constraints etc (in we investigated the differential effects of various constraints on the shape of optimal tuning functions). Here, we analyse properties of optimal encoding under the first two constraints listed above with respect to the MMSE. The motivating picture we have in mind refers to the communication process from one neuron to another, where we assume that the presynaptic neuron has computed an analogue number x from its inputs and is now faced with the problem of signalling it over some distance along its axon to other neurons by the use of spikes (figure 1). In other words, x is assumed to represent exactly the 'relevant information' encoded by the neuron, which need not match with the stimulus parameters typically investigated experimentally. For this situation we seek to determine optimal tuning functions such that the MMSE with which x can be inferred by a postsynaptic neuron is minimized. Note that a tuning function with respect to x constitutes a neuronal response function very similar to an f -I curve as known from experimental studies. The theoretical analysis presented in this paper, however, does not rely on assumptions about particular physical signals corresponding to x.
With respect to the issue of optimal rate signalling between neurons, as motivated above, the MMSE appears to be a well suited objective function and it is rather natural to consider each neuron individually. Nevertheless, in the literature several papers are devoted to the issue All neurons of the presynaptic population on the left together compute some analogue value x from their synaptic inputs. In order to signal this quantity to another postsynaptic population, all neurons generate spikes with a firing rate f (x) that are propagated to the postsynaptic population. The postsynaptic neurons integrate over all incoming spikes within a time window of length T . The resulting total spike count k then serves as the basis for any computation of the postsynaptic neurons for which an estimatex is required.
of population coding with respect to the mean squared error loss, so we will take this case into account, too. In particular, this study might serve to take a different view on neuronal populations as they are defined in many large-scale neural network models. The latter often consist of a homogeneous population, for which the responses of all neurons depend identically on the external input. In this highly redundant case the signal has to be encoded in graded differences of the population rate, which has been called 'intensity coding' or 'rate-gradient coding' (figure 2). It is, however, also possible to encode the signal in different spatial patterns rather than in the graded total activity, which is often termed 'place coding' or 'labelled-line coding'. In its most characteristic form, each neuron then responds only in a binary manner contributing at most one bit to the whole signal representation.
According to Snippe (1996) any population code can be considered as a combination of these two extreme encoding strategies. In previous studies optimal population codes have been derived on the basis of Fisher information only, which generally cannot account for discrete encodings and is meaningful merely as an asymptotic quantity . By comparison of some selected coding strategies, we will show strong evidence that optimal population codes have binary tuning functions for all relevant µ max so that rate-gradient coding appears to be of minor relevance.
The bottom line of this paper is to ask in how far the interpretation of rate coding as an analogue code actually makes sense. To this end, we make use of the very basic constraint of a limited decoding time only, while additional constraints e.g. energy consumption would imply a further restriction to the possibility of analogue rate coding. After a brief introduction of the main methods in section 2, we analyse optimal encoding strategies of a single neuron in section 3 and finally we investigate the case of population coding in section 4.
Methods
The issue is to optimally encode a real number x in the number of pulses emitted by a neuron within a certain time window. Thereby, x stands for the intended analogue output of the neuron that shall be signalled to subsequent neurons. We assume, however, that the neuronal output actually read out by subsequent neurons is given by the number of spikes k integrated within a time interval of length T . The statistical dependence between x and k is specified by the assumption of Poisson noise
and the choice of the tuning function f (x), which together with T determines the mean spike count µ(x) = T f (x). An important additional constraint is the limited range of the neuronal firing rate, which can be included by the requirement of a bounded tuning function ( f min f (x) f max , ∀x). Since inhibition can reliably prevent a neuron from firing, we will consider the case f min = 0 most of the time. Instead of specifying f max it makes sense to impose a bound on the mean spike count directly (i.e. µ(x) µ max ), because f max constitutes a meaningful constraint only with respect to a fixed time window of length T . Since µ max has a crucial effect on the signal-to-noise ratio, we will analyse the coding properties as a function of µ max .
As objective function we consider the MMSE 1 with respect to x ∈ [0, 1]
wherex(k) = E[x|k] denotes the mean square estimator, which is the conditional expectation (see e.g. Lehmann and Casella 1999) .
In the second part of the paper, we consider the case where N > 1 neurons together encode for the same quantity x. Then we have to deal with N tuning functions { f j (x)} N j =1 and N spike counts k j , which we put together in a single spike count vector
Provided the noise between different neurons is statistically independent, we then have
and the objective function becomes
Optimal encoding with a single neuron
As derived in on the basis of Fisher information the optimal tuning function for a single neuron in the asymptotic limit T → ∞ has a parabolic shape (figure 3, left):
For any finite µ max , however, this tuning function is not necessarily optimal. In particular, in the limit µ max → 0, the Poisson distribution becomes converges uniformly to a Bernoulli distribution with
, and for the latter, it is straightforward to show that the optimal tuning curve is a step function where (z) is the Heaviside function, that equals one if z > 0 and zero if z < 0 (figure 3, right). In the case of f min = 0 the optimal threshold ϑ f min (µ max ) ∈ [1/2, 2/3] as a function of µ max can be determined analytically
as well as the corresponding MMSE (see appendix):
The MMSE of the asymptotically optimal tuning function is given by
where r,s denotes the truncated gamma function At this point the question arises of whether other tuning functions would outperform f binar y and f asymp for 0 < µ max < ∞. Since it is not possible to compare the step function with all other tuning functions 3 , we have to select an appropriate function class F such that it becomes unlikely to find a better tuning function than the step function, if no such function exists in F. Since rate distortion theory tells us that optimal source encoding is discrete (Rose 1994) , we first studied the following classes S λ of piecewise constant staircase functions with λ 2 quantization levels:
where b 0 = f min and b λ−1 = f max . All these classes together build up a hierarchy of genuine subsets:
and contain the optimal binary step functions given by equation (6) as a special case. Note that for λ = 2 the general notation above might be misleading, because then b 1 no longer constitutes a free parameter so that we have f
The MMSE for all of these tuning functions reads
where a 0 = 0 and a λ = 1 are the left-and right-hand boundaries of the interval, respectively. In the case of f min = 0 and λ = 3, 4, 5 we evaluated the optimal parameters a 1 , . . . , a λ−1 , b 1 , . . . , b λ−2 as a function of µ max finding a phase transition at µ c max 2.95 (figure 5). For µ max < µ c max the optimal tuning function within S 5 is equal to the optimal step function defined by equations (6) and (7). For µ max > µ c max , however, it makes use of all available quantization levels. In order to check whether the binary coding for µ max < µ c max is generically optimal or whether this is rather due to the specific parametrization of S 5 , we also considered another function class L λ that consists of piecewise linear tuning functions:
where b 1 = f min and b λ = f max and S λ ⊂ L λ+1 holds. We determined the optimal tuning function within L 3 , for which the MMSE is given by
where
The corresponding bifurcation diagram for the optimal parameters as a function of µ max is shown in figure 6 , which again exhibits a phase transition at µ c max ≈ 3. Finally, we consider the function class R 2 , which has only two free parameters α β ∈ [0, 1] and contains S 2 as well as the asymptotic optimal parabolic function as special cases. The parametrization
interpolates between both types of tuning curve and their MMSE is given by
Again, we find a phase transition at µ c max ≈ 3 (figure 7). Taken together our results show that the optimal tuning curve within F = S 2 ∪ S 3 ∪ S 4 ∪ S 5 ∪ L 3 ∪ R 2 is the step function f binar y ∈ S 2 given by equations (6) and (7), provided µ max is smaller than circa three. Beyond the phase transition the optimal encodings of all parametrizations perform similarly well 4 (figure 8) apart from the regions of saturation in the case of S 3 , S 4 , S 5 that are due to the bias necessarily induced by piecewise constant tuning functions. This bias leads to a lower bound on the MMSE χ 2 [S λ ] 1 12λ 2 , which is indicated in figure 8 by the dotted lines. Since for µ max > µ c max the MMSE landscape appears to be extremely flat around its minimum, the question of the exact shape of the optimal tuning function is rather technical. However, our analysis shows that all optimal encodings exhibit bimodal firing rate distributions with respect to the Lebesgue measure. This can be nicely demonstrated with the optimal parabolic ramp function, for which the distribution function F of firing rates f is given by
whereα andβ are the optimal parameters of the parabolic ramp function, which depend on µ max . In order to illustrate the bimodality of F ramp , we show the corresponding histogram function (see figure 9 ), which is defined for any distribution function F by
where [z] denotes the integer part of z and is the bin size. The plotted histogram functions demonstrate that even in the case of µ max = 100 the minimum and the maximum firing rate have a substantially higher probability.
Optimal encoding with many neurons
Since the change of a certain stimulus parameter typically alters the responses of a large number of neurons, it is widely believed that population coding is most relevant to understand the neural code. Although in principle it cannot be wrong to study populations instead of individual neurons, the usually studied case of point estimation with respect to the mean squared error loss in a Euclidian space is likely to misrepresent the actual neuronal functionality under natural conditions. For illustration, consider the population of retinal ganglion cells. For the particular task of determining the position of a single light dot, it might be reasonable to consider a two-dimensional point estimation problem under squared error loss. However, this model becomes more or less irrelevant if in fact the discrimination of arbitrary pictures is important. Therefore, we remark that meaningful studies of population codes require strong knowledge about what the true loss function is, while the less ambitious question of how to signal a certain magnitude from one neuron to another may be of relevance independent from the particular task the neurons have to solve. In the different context of large-scale neural network modelling and studies of neuronal population dynamics the idea of population coding plays an important role, too. There populations of neurons are commonly taken as the basic units of information processing, very similar to the cell-to-cell communication considered above. While averaging over sufficiently large populations of neurons clearly allows for precise analogue rate estimates at short timescales, we here study how relevant analogue encoding (i.e. the neuronal response functions have a broad dynamic range) is in order to achieve a high precision in analogue population signalling. To this end, we consider examples from two different classes R 
where we used the abbreviation
and λ determines the length of the region within which the ramp function is increasing ( figure 10 ). The tuning function arrays in W N are arbitrary combinations (ν 1 , . . . , ν N ) of square wavefunctions
with ν ∈ {1, 2, 3, . . .}. Since the multi-dimensional integration in equation (4) cannot be solved analytically, we used Monte Carlo methods to evaluate χ 2 numerically (see the appendix). In this way, we determined χ 2 as a function of µ max for four different ramp coding schemes (λ = 0,
, 1) and three different wave coding schemes (1, 2, 3, 4, 5, 6, 7, 8, 9, 10) , (1, 1, 2, 2, 3, 3, 4, 4, 5, 5) and (1, 1, 2, 2, 3, 3, 4, 4, 5, 6 ) in the case of N = 10 (see figure 11) .
The ramp coding schemes with λ > 1 N are always worse than the ramp coding scheme with λ = 1 N , which is optimal with respect to Fisher information within this class . The ramp coding scheme with λ = 0, however, is slightly better for µ max 5, while it becomes worse for µ max > 5, which is again due to the bias that is unavoidable for discrete encodings. By the use of wavefunctions, however, this bias can be reduced exponentially fast with increasing number of neurons. The bias of the wave coding scheme (1, 2, 3, 4, 5, 6, 7, 8, 9, 10) e.g. is equal to N until it saturates at about µ max ≈ 5. The square wavefunction encodings (1, 1, 2, 2, 3, 3, 4, 4, 5, 5) (solid, 2) and (1, 1, 2, 2, 3, 3, 4, 4, 5, 6) (solid, 3) that exhibit some amount of redundancy achieve a substantially smaller MMSE within 3 µ max 8. The coding scheme (1, 2, 3, 4, 5, 6, 7, 8, 9 , 10) (solid, 4), which has no redundancy and a minimal maximum frequency, is by far the best encoding for 10 µ max 31 457.
achieve a much smaller error with binary encoding, if one introduces some redundancy in the wave coding scheme. A simple choice e.g. is the code (1, 1, 2, 2, 3, 3, 4, 4, 5, 5), where each wavefunction exists twice. Of course this redundancy can only be used at the cost of a much larger bias, which is 1 12 2 −10 now. The code (1, 1, 2, 2, 3, 3, 4, 4, 5, 6) is an example that illustrates how one may achieve better compromises between redundancy and bias reduction with particular combinations of wavefunctions.
Taken together it is quite obvious from these examples that analogue encoding with broad dynamic ranges plays a minor role in population coding. In particular they suggest that a certain required precision χ 2 with respect to a given µ max can always be achieved with a minimal number of neurons, if the encoding is binary.
For better illustration, we finally demonstrate the superiority of binary population coding for the frequent case of encoding a circular random variable φ ∈ [0, 2π) (Theunissen and Miller 1991 , Seung and Sompolinsky 1993 , Salinas and Abbott 1994 , Eurich and Schwegler 1997 . While the optimality of cosine tuning functions (Salinas and Abbott 1994, Todorov 2002 ) has been argued, we here show that box tuning functions lead to a much higher precision within a large range of µ max .
For sufficiently large N the MMSE of cosine tuning functions
with c j uniformly distributed over [0, 2π) is approximately equal to the inverse of the total average Fisher information (Seung and Sompolinsky 1993) 
where equality holds at the inequality if there is no background noise (i.e. f min = 0). Hence, the resulting MMSE of cosine tuning functions is not smaller than 2/(Nµ max ). On the other hand, when the tuning functions are box shaped (i.e. if cos(φ −c j ) is replaced with sgn(cos(φ − c j )) in equation (29), no unbiased estimator exists and even in the absence of noise the error cannot be smaller than the minimal bias, which is given by
However, the error variance decreases substantially faster in the case of binary tuning functions than in the case of smooth tuning functions. This fact suggests how to derive a rule of thumb for the critical µ max , namely by equating the minimum bias of the box encoding to the lower bound 1/J on the MMSE of cosine tuning functions, which yields
In order to support the validity of equation (32), we determined the reconstruction error for the box coding scheme numerically in the case of µ 
Discussion
In this paper we have investigated the shape of optimal tuning functions for rate coding depending on the maximum number of spikes µ max that can be integrated by subsequent neurons. We have shown that for µ max 3 and f min = 0 optimal tuning is strictly binary. While for larger µ max optimal tuning functions may have regions of analogue encoding, these tuning functions still cause bimodal firing rate distributions at least up to µ max = 100. From the point of view of coding efficiency, we therefore conclude that the idea of analogue rate signalling is unlikely to be relevant for cortical information processing.
Intuitively this result is quite conceivable, by recognizing that the quantized nature of spike counts already imposes a strong constraint on rate signalling. In this way it has already been argued by Softky and Koch (1993) that the irregular firing of cortical neurons contradicts the possibility of rate coding. On the other hand there is a large body of literature that rather considers populations of thousands of neurons as the basic units of information processing motivated by local similarities in the tuning of different neurons as they can be found e.g. in a cortical column. One of the first theoretical papers that is related to this point of view is (Wilson and Cowan 1972) , which analyses the question of how to average over the activity of individual neurons in order to obtain the population rate dynamics. Another early work (Gerstein and Mandelbrot 1964) introduced the idea that the balance of excitation and inhibition may provide a source of noise that could explain the high degree of irregularity in the firing of cortical neurons. Combining these ideas a more recent work (Shadlen and Newsome 1998) concludes that noisy firing is used in order to enable analogue population rate coding over a large dynamic range. From the point of view of coding efficiency, however, our work shows that the strategy of encoding a single analogue value by the total population rate 5 is particularly disadvantageous. Hence, it is rather unlikely that stochastic threshold linearization is needed for cortical signal processing, and there is no obvious reason why cortical processing should not be able to make use of place coding (i.e. labelled-line coding), which leads to substantially higher precision. In fact, there is experimental evidence that the redundancy in the responses between different neurons is small, supporting the idea of labelled-line coding (Reich et al 2001) . In the case of population coding, the advantage of binary tuning functions is even more striking than in the single-neuron case (see also : the more neurons encode for the same analogue value, the larger is the range of µ max within which intensity coding is not relevant and the larger is the advantage of place coding over rate-gradient coding.
Finally, we mention some experimental data supporting the relevance of binary coding in natural neuronal systems. For example, the just noticeable difference (jnd) in orientation is known to be almost independent from stimulus contrast over a large range of contrasts 5 Since the total population rate becomes a sufficient statistics in the case of Poisson noise, when all tuning functions are exactly identical, the work of Wilson and Cowan and the work of Shadlen and Newsome correspond to the case of R N 2 with λ = 1. (Skottun et al 1987) . Since the firing rate of most cells in the visual system is strongly affected by stimulus contrast, this implies that the jnd is likely to be almost independent from the graded firing rate too. Using the population vector method, Vogels (1990) recognized the difficulty in explaining this finding. Within the framework of binary coding, however, subsequent neuronal read out should clearly be binary too. Therefore, the concept of binary coding does not rely on any corrective assumptions as has been suggested by Vogels (1990) , but on the opposite, the observed contrast independence of the jnd is a generic prediction of binary coding.
The second example will demonstrate that not all measured tuning functions are smooth. In fact, the H1 neuron of the blowfly constitutes a striking example, for which the firing rate depends on the angular velocity of horizontal rotations of the fly in a rather binary way (see figure 12 ; we are grateful to Rob de Ruyter van Steveninck who made the data available to us 6 ). Furthermore, this example illustrates why the hegemony of smooth tuning functions in experimental studies is not a critical finding, but rather has to be expected, even if the encoding is actually binary: in the case of the H1 neuron the binary nature of the response is clearly visible only under optimal light conditions. The smaller the illumination of the stimulus the more unreliable is the rate response and the tuning is smoothened, most likely due to stochastic threshold linearization.
The fact that the response of the H1 neuron is the more binary the better the light conditions are, even suggests an explicit interpretation for the role of intermediate firing rates: instead of permanently paying temporal precision for resolving graded rate differences in order to enlarge the range of distinguishable stimulus parameter values, intermediate rates could represent a state of uncertainty. In fact, a low pass average over a binary random variable can be interpreted as a maximum likelihood estimate of its probability distribution. In this way a binary code provides a simple solution to the important problem of how to represent uncertain knowledge. Furthermore, in order to obtain a Bayes optimal estimate (w.r.t. 0-1-loss) from such a representation nothing more is required than a threshold operation. This allows subsequent neurons to choose individually the temporal precision with which they filter the neuronal spike trains depending on the respective required temporal precision: the less temporal precision is necessary the more precise becomes the representation of the probabilities. Since few samples are virtually sufficient to determine a Bernoulli distribution, this solution of representing uncertainty 'on demand' appears to match the constraints and demands of sensory processing with spiking neurons. In conclusion, such a 'Bernoulli code' is not only efficient in terms of signal transmission as shown in this paper, but additionally it carries the information in a highly usable form that can be flexibly read out adjusted to the required temporal precision, with low computational complexity. distribution p(k|x) p(x) with p(x) = 1 for all x ∈ [0, 1] and otherwise zero. Then it holds that
The error of this approximation drops with the number of trials. We evaluated the rhs of equation (A.8) up to the second relevant digit. As a termination criterion, we stopped the averaging process when there was no change in the value of the second relevant digit during the last 10 000 trials.
