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Compton scattering of photons by non-relativistic electrons is thought to play an 
important role in forming the radiation spectrum of many astrophysical systems. Here 
we study in detail Compton scattering of photons by electrons with non-negligible 
thermal and bulk velocities and apply our results to understanding the X-ray spectra 
of weakly magnetic accreting neutron stars. We first derive the time-dependent radia-
tive transfer equation that describes spontaneous and induced Compton scattering 
as well as absorption and emission by static and moving media. We demonstrate 
that terms in the radiative transfer equation that are second-order in the electron 
bulk velocity should usually be retained, because the effects described by these terms 
I 
. can be as important as the effects described by the terms that are first-order in the 
electron bulk velocity, even when this bulk velocity is small. We then develop a nu-
merical algorithm for solving the radiative transfer equation in systems with spherical 
symmetry. The algorithm is a generalization of the method of Eddington factors and 
provides solutions that are valid both in the diffusion and free-streaming regimes. 
Using this algorithm we perform detailed numerical calculations of the X-ray spectra 
of the so-called Z sources that are consistent with models of their rapid variability. 
We show that electron cyclotron emission near the surface of neutron stars with sur-
face magnetic field strengths of 109 - 1010 G, when Comptonized by a hot central 
corona and a cool radial inflow, produce X-ray spectra and color-color tracks in ex-
cellent agreement with observations. We suggest that the differences in the spectra 
and rapid variability of different Z sources can be attributed to differences in their 
magnetic field strengths. 
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Chapter 1 
Introduction 
1.1 Compact Objects in Low-Mass X-ray binaries: 
A Historical Overview 
X-ray astronomy was born thirty-five years ago with the detection of Seo X-1, the 
brightest X-ray source in the sky towards the constellation of Scorpio (Giacconi et 
al. 1962; see also Gursky [1994] for an interesting account of the 'discovery flight'). 
The properties of this source were puzzling and several years later Shklovskii (1968; 
although see Trimble 1994) suggested that Seo X-1 may be a compact object accreting 
from a companion star. The detection of an optical counterpart to this X-ray source 
that showed a periodic brightness modulation with a period of 0. 78 days provided 
conclusive evidence that this is indeed a binary stellar system (Gottlieb et al. 1975). In 
the late 60's and early 70's, observations with rocket experiments and with UHURU, 
the first satellite dedicated to X-ray astronomy, revealed a whole population of X-ray 
sources in binary systems, the so-called X-ray binaries. 
Many X-ray binaries show periodic modulations of their X-ray brightness with pe-
riods rv 1-100 seconds (see, e.g., Giacconi et al. 1971) or cyclotron scattering features 
in their X-ray spectra at energies rv 10 keV. It was soon realized that the compact ob-
jects in these systems were strongly magnetic (,...., 1012 G) accreting neutron stars and 
their X-ray brightness was modulated at the spin frequency of the neutron star (see 
1 
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Pringle & Rees 1972; Davidson & Ostriker 1973; Lamb, Pethick, & Pines 1973). Dis-
covery of the optical counterparts of these accretion-powered pulsars showed that the 
.·companion to the neutron stars, in most of these systems, is a massive star (.<:8M0 , 
see van Paradijs [1991] for a review); however, four accretion-powered pulsars are in 
low-mass binary systems-GX 1+4, 4U 1626-67, Her X-1, and J1744-25 (the last 
is the recently discovered Bursting Pulsar; Kouveliotou et al. 1996). No companions 
have so far been detected for five X-ray pulsars (see Meregheti & Stella 1995). 
Observations of about half of the X-ray binary systems show no evidence for 
periodic oscillations of their X-ray brightness or cyclotron features in their X-ray 
spectrum (see van Paradijs [1991] for a review). Searches for optical counterparts 
to these X-ray sources were either unsuccessful or revealed low-mass (~l.5M0 ) main 
sequence or giant-branch companions. In the mid 1970's two types of X-ray bursts 
were discovered from low-mass X-ray binary systems ( Grindlay et al. 1976; Belian, 
Conner, & Evans 1976; see Lewin, van Paradijs, & Taam 1995 for a review). The 
so-called type I X-ray bursts were attributed to thermonuclear burning in the surface 
layers of the neutron star (see Hansen & van Horn 1975; Woosley & Taam 1976; Lamb 
& Lamb 1978) and provided the first direct evidence that the compact objects in these 
particular X-ray binaries are neutron stars. The so-called type II X-ray bursts (seen 
so far only from the Rapid Burster [Lewin et al. 1976] and possibly from J1744-28 
[Lewin et al. 1996]) were attributed to instabilities in the accretion disks (see Lewin, 
van Paradijs, & Taam 1995). 
The launch of EXOSAT in 1983 brought the discovery of two types of quasi-
periodic oscillations in the brightest low-mass X-ray binaries (LMXBs) with frequen-
cies "'5-60 Hz (van der Klis et al. 1985; Middleditch & Priedhorsky 1986). These 
rapid-variability phenomena were found to be correlated with the X-ray spectral states 
of the sources (Hasinger & van der Klis 1989; van der Klis 1989) and provided further 
evidence that the compact objects in these particular systems are weakly magnetic, 
2 
accreting neutron stars, spinning at frequencies ~100 Hz (see Ghosh & Lamb 1992). 
More recently, observations of neutron-star low-mass X-ray binaries using the 
Rossi X-ray Timing Explorer have revealed a new set of phenomena that occur on 
timescales of ,.,., 1 millisecond, such as quasi-periodic oscillations with frequencies 
,.,., 300-1200 Hz (see, e.g., van der Klis et al. 1996; Strohmayer et al. 1996; Berger et 
al. 1996; Zhang et al. 1996; see van der Klis 1997 for an early review), nearly coherent 
oscillations with frequencies ,.,., 300 - 600 Hz during type I X-ray bursts (see, e.g., 
Strohmayer et al. 1996; Smith & Morgan 1997), and ,.,., 30 µs time-lags between hard 
· and soft X-rays during kilohertz quasi-periodic oscillations (Vaughan et al. 1997). All 
these phenomena occur on timescales that are comparable to the dynamical timescale 
at radii comparable to the radius of a neutron star and therefore probe the physical 
conditions very close to the neutron star surface. 
1.2 Compact Objects in Low-Mass X-ray binaries: 
Physical Properties 
In accretion-powered pulsars, the properties of the brightness oscillations at the spin 
frequency and, in same cases, cyclotron scattering lines in the spectrum can con-
strain significantly their magnetic field strengths and mass accretion rates. In most 
LMXB systems, however, neither of these two phenomena have ever been observed . 
. In these systems, it is the properties of typel X-ray bursts, quasi-periodic oscillations, 
and continuum X-ray spectra that provide valuable information about the physical 
conditions near the accreting compact object. 
1.2.1 Type I X-ray Bursts 
Type I X-ray bursts have been observed from about 35 low-mass X-ray binaries (see 
van Paradijs 1995 and Lewin, van Paradijs, & Taam 1995 for recent reviews). They 
are characterized by a rapid ("" 1 s) rise of the X-ray flux (see though Murakami 
3 
et al. 1980) followed by a slow ("" 10 - 100 s) decay to the pre-burst level. The total 
energy radiated during type I X-ray bursts is typically "" 100 times smaller than the 
energy radiated during the the interval between bursts. The X-ray spectra of most 
type I X-ray bursts is well described by the sum of the pre-burst X-ray spectrum 
of the source plus a blackbody component with a temperature that decreases as the 
burst decays and an emitting area comparable to the surface area of a neutron star 
(Swank et al. 1977). 
These and other properties of type I X-ray bursts are well understood in terms of 
the thermonuclear-flash model (Joss 1977; Lamb & Lamb 1977, 1978) according to 
which type I X-ray bursts are produced by a helium flash deep in the accreted layer 
on the surface of the compact object. Helium burning is not delayed by ,B-decays (as 
is hydrogen burning) and therefore proceeds rapidly, naturally explaining the fast rise 
of the X-ray flux during a burst (Lamb & Lamb 1977, 1978). Moreover, the energy 
per baryon released during helium burning is a few percent of the potential energy 
per baryon on the neutron star surface and therefore the ratio of the energy released 
during type I X-ray bursts to the accretion energy radiated in the persistent emission 
of a burster can be accounted for if the compact object in the system is a neutron 
star. 
Detailed models of nuclear burning of the surface layers of neutron stars revealed 
additional properties of type I X-ray bursts as well as some complications. For exam-
ple, Nozakura, Ikeuchi, & Fujimoto (1984) and Bildsten {1994, 1995) have discussed 
the possibility that non-uniform accretion onto the neutron star leads to non-uniform 
burning and propagation of burning fronts. Fushiki & Lamb (1987) showed that the 
properties of the type I X-ray bursts depend not only on the local mass accretion 
rate on the neutron star but also on the temperature of its deep surface layers and 
· hence on whether these surface layers are in steady state or not. Bildsten, Wasser-
man, & Salpeter {1992) showed that, under a very wide range of physical conditions, 
4 
nuclear spalation of carbon, oxygen, and nitrogen by the accretion flow can alter the 
composition, the rate of steady hydrogen burning, and the temperature profile at the 
surface layers of the neutron star, and hence inhibit the bursting activity. 
During very energetic type I X-ray bursts, the outward radiation flux through the 
surface layers of the neutron star becomes higher than the Eddington critical flux, 
at which the outward radiation force balances gravity, forcing these surface layers 
to expand. The emerging X-ray luminosity during this phase of radius expansion 
is maintained very close to the Eddington critical luminosity because the additional 
luminosity goes into the expanding gas (Ebisuzaki, Hanawa, & Sugimoto 1983; Kato 
1983). The peak X-ray flux of a burst with radius expansion can therefore be used as 
a standard candle. The persistent X-ray luminosity of a source can be estimated if the 
ratio of the persistent X-ray flux to the peak X-ray flux of such a burst is measured. 
This approach has led to determinations of the persistent X-ray luminosities and mass 
accretion rates of a number of low-luminosity LMXBs (see van Paradijs & van der 
Klis 1994). 
If the rate of mass accretion rate onto the neutron star is comparable to the 
Eddington critical rate ME, helium burning in the stellar surface layers becomes 
stable and the bursting activity is suppressed (see Fushiki & Lamb 1987). This 
result is in general agreement with observations of high-luminosity LMXBs, which in 
general do not burst. However, weak, possibly type I X-ray bursts have been observed 
from two sources, GX 17+2 (Tawara et al. 1983; Sztajno et al. 1986; Kuulkers 1995) 
and Cyg X-2 (Kahn & Grindlay 1984; Kuulkers, van der Klis, & van Paradijs 1995; 
Wijnands et al. 1997), both of which accrete matter at near-Eddington rates. Slow 
hydrogen burning in the deep layers below the He-burning layer may be responsible 
for these weak X-ray bursts (Taam, Woosley, & Lamb 1996). 
5 
1.2.2 Quasi-Periodic Oscillations 
Three types of quasi-periodic oscillations ( QPOs) have been discovered in low-mass 
X-ray binaries, the so-called horizontal branch oscillation (HBO), the normal/flaring 
branch oscillation (N /FBO ), and the kilohertz quasi-periodic oscillations (kHz QPOs ). 
Horizontal-branch oscillations.-Quasi-periodic oscillations with centroid frequen-
cies ,...., 10 - 60 Hz that in general increase with increasing mass accretion rate have 
been observed from several LMXBs with mass accretion rates ,...., 0.5 - 0.9ME, when 
the sources are on the so-called horizontal branch in their color-color diagrams (van 
der Klis et al. 1985; see van der Klis 1989 for a review). The rms amplitudes of 
these QPOs increase with increasing photon energy and are typically ,...., 1 - 6%; the 
fractional widths !l.v/v of the peaks are ~0.3. 
Soon after the discovery of the HBO, the centroid frequency of the oscillation 
was identified with the difference between the orbital frequency of density inhomo-
geneities in the accretion disk at the inner radius of the Keplerian flow of the gas 
that· is threaded by the stellar magnetic field and the stellar spin frequency (Al par 
& Shaham 1985; Lamb et al. 1985; Shibazaki & Lamb 1987). According to this 
beat-frequency model, as the mass accretion rate through the inner accretion disk in-
creases the disk penetrates closer to the neutron star surface and the beat frequency 
increases. Comparison of the beat frequencies predicted by various models of the disk-
magnetosphere interaction with observations of HBOs in bright LMXBs suggests that 
the spin frequencies of the neutron stars in these sources are ,...., 100 - 300 Hz and 
their dipole surface magnetic-field strengths are ,...., 109 G (Ghosh & Lamb 1992). In 
two LMXBs the HBO frequency has been observed to decrease with increasing mass 
accretion rate, when the latter became comparable to ME (Wijnands et al. 1996, 
1997). This has been attributed to the loss of mass from the inner accretion disk at 
. near,.Eddington mass accretion rates and leads to an upper bound the neutron star 
magnetic field in these sources of ,...., 5 - 8 x 109 G. 
6 
Horizontal branch oscillations observed at high photon energies (~10 keV) were 
shown to lag the oscillations at lower energies by a few milliseconds (see, e.g., van der 
Klis et al. 1987c). Compton scattering in a medium that surrounds the emitting region 
can produce such time lags and this effect was used by, e.g., Stollman et al. (1987) 
and Wijers, van Paradijs, & Lewin (1987) to explain the time lags observed during an 
HBO. However, the large required size of the Comptonizing region ( l"V 107 - 108 cm) 
and the observation of time lags in the second harmonic of the fundamental HBO 
frequency that differ from the time lags in the fundamental introduce complications 
to the suggested explanation (Vaughan et al. 1994a). 
Normal/flaring branch oscillations.-Quasi-periodic oscillations with frequencies 
l"V 5 - 20 Hz have been observed from LMXBs when the systems are in the so-called 
normal or flaring branches in their color-color diagrams and the compact objects are 
accreting matter at accretion rates that are comparable to (and possibly within a few 
percent . of) the critical Eddington mass accretion rate (Middleditch & Priedhorsky 
1986). The rms amplitudes of these oscillations depend strongly on photon energy 
and are typically l"V 1 - 6% (see, e.g., Mitsuda 1988). 
A number of theoretical models have been proposed to explain the normal/flaring 
branch oscillations (for a discussion of the various models for quasi-periodic oscilla-
tions see Lamb 1986, 1991). For example, Alpar et al. (1992) have suggested that 
sound waves propagating in a geometrically thick region of the accretion disk cause 
. the electron scattering optical depth to oscillate and hence produce a color oscilla-
tion. McDermott & Taam (1987) and Bildsten & Cutler (1995; see also Bildsten, 
Ushomirsky, & Cutler 1996) have attributed the N/FBO to oscillations at the surface 
layers of the neutron star excited by nuclear burning. 
The radiation-hydrodynamic model of Fortner, Lamb, & Miller (1989; see also 
Fortner 1992; Miller & Lamb 1992) is currently the most appealing for the nor-
mal/flaring branch oscillation because it provides a natural explanation for many of 
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the properties of this QPO, such as the occurrence of the oscillations only in the 
brightest sources, their frequencies, and the energy dependence of their amplitudes. 
According to this model, when the mass accretion rate onto the neutron star becomes 
.·comparable to ME, a region of approximately radial inflow forms around the compact 
object. Oscillations in this region with a frequency equal to the inverse infall time 
from its outer boundary become weakly damped at these high mass accretion rates 
and are excited by fluctuations in the accretion flow. These oscillations appear as 
QPOs in the power-density spectra of the Z sources. 
Therms amplitudes of the normal/flaring branch oscillations in two of the bright-
est LMXBs (Cyg X-2 and GX 5-1) have a minimum at a low photon energy (6 keV 
and 2 ke V respectively) and the oscillations above this energy are almost 180° out of 
phase with respect to the oscillations below this energy. In the radiation-hydrodynamic 
model, the oscillation of the electron density and hence of the electron-scattering op-
tical depth in the region of nearly radial inflow causes the X-ray spectrum to pivot 
about an energy that is typically of order a few keV (Miller & Lamb 1992). At 
this pivot energy the rms amplitude of the oscillations is a minimum and the phase 
difference between the oscillations at higher and lower energies is approximately 180°. 
More detailed observations of bright LMXBs have shown that the phase difference 
between the oscillations at low and high photon energies is probably close to 150° 
(although 180° is within 3u of the best estimate; see Dieters & van der Klis 1997); 
this may be caused by the different residence time in the region of nearly radial inflow 
of photons that emerge with different energies. Furthermore, observations of Seo X-1 
revealed no minimum in the rms amplitude of the oscillations between 2 - 20 ke V 
(Dieters et al. 1997); this is probably caused by a non-negligible luminosity oscillation 
that may accompany the optical depth oscillation during the QPO cycle. 
The identification of the normal/flaring branch QPO with radiation-hydrodynamic 
· oscillations that occur when a source is accreting at a rate comparable to ME provides 
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an additional standard candle that can be used for the determination of the accretion 
rates and distances of the brightest low-mass X-ray binary sources (van Paradijs & 
van der Klis 1994). 
Kiloherz quasi-periodic oscillations.-Recent observations of many weakly mag-
netic accreting neutron stars have revealed QPOs in their power-density spectra with 
frequencies rv 300 - 1200 Hz (see, e.g., van der Klis et al. 1996; Berger et al. 1996; 
Strohmeyer et al. 1996a; Zhang et al. 1996). These high frequencies are compara-
ble to the inverse of the dynamical time-scale very close to the neutron star surface 
and therefore the properties of the kHz QPOs probe the physical conditions in the 
. strongly curved region of the spacetime near the star. 
The kilohertz QPOs typically occur in pairs, with a frequency difference that is 
consistent with being constant, even when the mass accretion rate onto the neutron 
star varies by a factor of two (Strohmeyer et al. 1996a). Moreover, nearly coherent 
oscillations are observed in some sources during type I X-ray bursts with frequencies 
that are_ consistent with being equal to the frequency difference of the two kHz QPOs 
or to its first overtone (Strohmeyer et al. 1996a; Zhang et al. 1997). Both properties 
can be accounted for if the higher frequency QPO in a pair is identified with the orbital 
frequency at a characteristic radius in the accretion disk and the lower frequency QPO 
in the pair is identified with the beat between this orbital frequency and the stellar 
spin frequency (see Miller, Lamb, & Psaltis 1997 for a discussion of the "sonic-point 
model" as well as of other beat-frequency models for the kilohertz QPOs ). 
Identifying the higher frequency QPO in a pair with an orbital frequency around 
the neutron star poses significant constraints on the radius of a neutron star of given 
mass. Moreover, requiring the radius of the Keplerian orbit to be outside the radius of 
the marginally stable orbit poses significant constraints on the mass of the star (Miller, 
Lamb, & Psaltis 1997; see also Kaaret, Ford, & Chen 1997). Both constraints can be 
used to significantly narrow the currently wide range of allowed equations of state for 
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neutron-star matter. 
1.2.3 Spectral States 
Soon after the discovery of QPOs it became evident that the rapid variability charac-
teristics of a LMXB are correlated with its X-ray spectrum (van der Klis et al. 1987a, 
1987b ). Hasinger & van der Klis (1989) used two appropriately defined X-ray colors 
to characterize the spectrum of a source and found that many LMXBs can be divided 
into two classes, the so-called Z sources and the atoll sources, which are named after 
the patterns they trace out in color-color diagrams. 
The Z sources are the brightest LMXBs. They accrete matter at rates that are 
comparable to ME, burst infrequently, and trace Z-shaped patterns in their color-color 
diagrams. The three branches of the Z are called the horizontal, normal, and flaring 
branches. They also show all three types of quasi-periodic oscillations and three types 
of broad-band 'noise' components in their power-density spectra. The atoll sources 
are fainter LMXBs that accrete matter at rates that are typically 0.01 - O.lME. 
They show regular .type I X-ray bursts and two types of broad-band noise, but only 
high-frequency (kHz) QPOs in their power spectra. 
The rapid variability and bursting characteristics of both the Z and atoll sources 
vary, in general, systematically, continuously, and reproducibly with position on the 
color-color diagrams (see though Dieters & van der Klis [1997] and Wijnands et 
al. [1997] for possible exceptions). Moreover, when the mass accretion rate in a 
Z source varies, the source moves along the Z pattern in the color-color diagram 
without jumping between branches. These together with a variety of other properties 
(see van der Klis & Lamb 1997 for a review) suggest that the X-ray spectra and rapid 
variability characteristics of a LMXB of given magnetic field strength are determined 
largely by a single parameter, which is almost certainly the mass accretion rate (see 
though Kuulkers 1995). 
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1.3 X-ray Spectra of Low-Mass X-ray Binaries 
Direct deconvolution-The direct deconvolution of the countrate spectra of cosmic 
X-ray sources measured with current X-ray detectors is still an unsolved problem. 
The following simplified description of the response of an X-ray detector illustrates 
the problems that arise when this procedure is followed. 
The number of counts Gj measured in the j-th energy channel of a proportional 
counter can be related to the incident spectrum S(E) by 
Ci= A~t f ;+i R(E', E)€(E)S(E)dEdE' , E' loo jE'; O (1.1) 
. where €(E) is the efficiency of the detector at energy E, R(E', E) is its response 
function, A is its effective area, ~t is the duration of the observation, and Ej and 
Ej+1 are the energy boundaries of channel j. The above integral relation can also be 
discretized and written in a matrix form as Gj = L:i RjiSi; the matrix Rji is called 
the response matrix of the detector. 
The columns of the response matrix Rji are approximately Gaussian functions 
with a centroid energy and FWHM that varies very slowly with photon energy and 
hence with i (Dolan 1972). The elements of each column of the matrix Rji are 
therefore approximately equal to the elements of the adjacent columns and hence the 
matrix Rji is nearly singular. As a result, the numerical inversion of the response 
matrix and hence the simple direct deconvolution of the observed countrate spectra 
is a numerically unstable procedure. 
Several authors have developed techniques to solve the above matrix equation 
without the need of inverting the response matrix of the detector (Dolan 1972; Blissett 
& Cruise 1979; Kahn & Blissett 1980). All of these techniques have been shown 
to amplify the counting errors to such a degree that they cannot be used to make 
quantitative estimates of the spectra of cosmic X-ray sources (see Mason et al. 1979). 
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Gorenstein et al. (1968) suggested an alternative method of analyzing X-ray spec-
tra that has been widely used ever since. In this method, a model spectrum is assumed 
for the source and is convolved with the response of the detector. The resulting sim-
ulated countrate spectrum is then compared directly with the observations and a 
. maximum likelihood test is used to test the initial hypothesis and to estimate the 
model parameters. 
Spectral models.-Over the last 20 years the above technique has been used ex-
tensively in analyzing the X-ray spectra of low-mass X-ray binaries. As the energy 
resolution of the X-ray detectors became finer and their effective collecting areas be-
came larger it also became evident that no simple, single component spectral model 
could give acceptable fits to the data (Swank & Serlemitsos 1985). A large num-
ber of model spectra with an increasing number of components and free parameters 
were gradually introduced to fit the X-ray spectral data (see, e.g., White et al. 1986; 
Mitsuda et al. 1984; Christian & Swank 1997). 
The X-ray spectra of low-mass X-ray binaries can be well described by the sum 
of a simple power-law spectral model with a high energy exponential cut-off plus a 
blackbody component (see White et al. 1986; Schulz, Hasinger, & Trumper 1989; 
Hasinger et al. 1990; see also Schulz & Wijers 1993). The power-law spectra of 
these sources have been attributed to Comptonization of soft photon by hot electrons 
because thermal bremsstrahlung or other radiation processes are very inefficient at 
the electron densities and temperatures that are expected around accreting neutron 
stars (see Chapter 4). The weak "blackbody" components that have been introduced 
are probably required simply to account for the small deviations of Comptonization 
spectra from a simple power-law (see Lamb 1989 for a discussion). 
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1.4 Compton Scattering and the Spectra of Weakly 
Magnetic, Accreting Neutron Stars 
Compton scattering of soft photons by hot electrons is thought to be the dominant 
spectral formation mechanism around weakly-magnetic accreting neutron stars, as 
discussed in the previous section. For the electron densities and temperatures that 
are typical of these sources photons gain, on average, energy by scattering off hot 
electrons. 
Comptonization in static, hot media has been studied in detail, often analytically 
(see, e.g., Sunyaev & Titarchuk 1980) or by means of Monte Carlo simulations (see 
Pozdnyakov, Sobol, & Sunyaev [1983] for a review). Both approaches have shown that 
the exponentially decreasing distribution of escape times of photons from a scattering 
medium together with the exponential increase of the energy of a photon with the 
number of scatterings are responsible for the generation of power-law spectra with 
exponential cut-offs at high photon energies. 
Compton scattering in moving media, such as the region of radial inflow around 
a neut~on star that is accreting matter at a rate comparable to ME, is more compli-
cated than the simpler case discussed above for a variety of reasons. First, even if 
the electrons are cold, photons can gain or loose energy by scattering off the moving 
electrons. Second, if the bulk velocity of the electrons is large enough, then pho-
tons may not be able to diffuse outward but may be advected inward with the flow. 
Finally, electron scattering tends to isotropize the photon distribution in the frame 
. comoving with the electrons and therefore the radiation field in the system frame may 
be anisotropic even if the photon mean free path is much smaller than the smallest 
characteristic length scale in the problem. 
In Chapter 2 we derive the time-dependent photon kinetic equation that describes 
spontaneous and induced Compton scattering as well as absorption and emission by 
static and moving media, the corresponding radiative transfer equation, and their 
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zeroth and first moments, in both the system frame and in the frame comoving with 
the medium. We show that it is necessary to use the correct relativistic differential 
scattering cross section in order to obtain a photon kinetic equation that is correct 
to first order in f./me, Te/me, and V, where f. is the photon energy, Te and me 
are the electron temperature and rest mass, and V is the electron bulk velocity in 
units of the speed of light. We also demonstrate that the terms in the radiative 
transfer equation that are second-order in V should usually be retained, because if 
the radiation energy density is sufficiently large compared to the radiation flux, the 
effects of bulk Comptonization described by the terms that are second-order in V can 
be as important as the effects described by the terms that are first-order in V, even 
when V is relatively small. The system- and fluid-frame equations that we derive 
are correct to first order in E/me. Our system-frame equations, which are correct to 
second order in V, may be used when Vis not too large. Our fluid-frame equations, 
which are exact in V, may be used when V -+ 1. Both sets of equations are valid 
for systems of arbitrary optical depth and can therefore be used in both the free-
streaming and the diffusion regimes. We demonstrate that Comptonization by the 
electron bulk motion occurs whether or not the radiation field is isotropic or the 
bulk flow converges and that it is more important than thermal Comptonization if 
In Chapter 3 we describe a numerical algorithm for the solution of the system-
frame, time-independent radiative transfer equation in spherically symmetric systems. 
This algorithm is a generalization of the method of variable Eddington factors (Miha-
las 1980; see also Mihalas 1978, pp. 201-203), in which the radiative transfer equation 
and its zeroth and first moments are solved iteratively. The method provides the so-
lution to the complete radiative transfer equation, which is therefore valid both in 
the diffusion and free-streaming regimes. We use this numerical algorithm in order to 
solve simple model problems and demonstrate the importance of the terms that are 
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second-order in the electron bulk velocity in calculating the X-ray spectra of accreting 
compact objects. 
Finally, in Chapter 4, we present the results of detailed numerical calculations of 
the X-ray spectra of Z sources that are consistent with the models of their rapid X-
ray variability. We show that electron cyclotron emission near the surface of neutron 
stars with magnetic fields of 109 - 1010 Gauss produces, when Comptonized by a 
hot central corona and by a cool radial inflow, X-ray spectra and color-color tracks 
consistent with those of the Z sources. We also suggest that the differences in the 
spectra and rapid variability of the different Z sources can be attributed to differences 
in their neutron star magnetic field strengths. 
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Chapter 2 
Compton Scattering by Static and 
Moving Media: The Transfer 
Equation and its Moments 
2 .1 Introduction 
Compton scattering of photons by nonrelativistic particles is thought to play an im-
portant role in many astrophysical settings, including the early universe (see Peebles 
1971; Sunyaev & Zeldovich 1980), clusters of galaxies (see Rephaeli 1995), active 
galactic nuclei (see Mushotzky, Done, & Pounds 1993), compact galactic X- and 
gamma-ray sources (see Pozdnyakov, Sobol, & Sunyaev 1983), and supernova rem-
nants (see McCray 1993). In this process photons lose energy to the electrons or gain 
energy from their thermal and bulk motions, as a result of Compton recoil. 
Starting from the Boltzmann equation for photons, Kompaneets (1957) derived 
the so-called Kompaneets equation, which describes the time evolution of the photon 
energy distribution caused by scattering by thermal electrons when there is no bulk 
motion, the radiation field is perfectly isotropic, and the change in the energy of the 
photon in each scattering is small. The conditions assumed in deriving the Kompa-
neets equation are never strictly satisfied in astrophysical systems, since the radiation 
field is always anisotropic near their boundaries. In inhomogeneous systems, the ra-
diation field may be anisotropic even in the interior. Also, in many astrophysical 
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systems the scattering particles have substantial bulk motions. Thus, although the 
Kompaneets equation has been used extensively to treat astrophysical systems, in 
many cases it does not give accurate results. This has motivated several authors to 
derive photon kinetic equations that are valid under more general conditions. 
Comptonization in regions where the radiation field is anisotropic has been stud-
ied either by using Monte Carlo techniques or by solving partial differential equations 
for the specific intensity of the radiation field using finite-difference methods. Pozd-
nyakov et al. (1983) have reviewed Monte Carlo methods and results. Nagirner & 
Poutanen (1994) have reviewed work based on calculation of the complete Comp-
ton scattering kernel for polarized radiation. Babuel-Peyrissac & Rouvillois (1969), 
Pomraning (1973), Payne (1980), Madej (1989, 1991), and Titarchuk (1994) derived 
radiative transfer equations that describe Comptonization of an anisotropic radiation 
field when there is no bulk motion. Chan & Jones (1975), Blandford & Payne (1981a), 
and Fukue, Kato, & Matsumoto (1985) derived photon kinetic equations for thermal 
particles with non-zero bulk velocity, in the diffusion approximation. Thorne (1981; 
see also Thorne, Flammang, & Zytkow 1981) derived fluid-frame moments of the ra-
diative transfer equation in general relativity. The equations derived by these various 
sets of authors have been widely used to study Comptonization by strong shocks and 
accretion flows onto compact objects (see, e.g., Blandford & Payne 1981b; Payne & 
Blandford 1981; Lyubarskij & Sunyaev 1982; Colpi 1988; Riffert 1988; Mastichiadis 
& Kylafis 1992; Miller & Lamb 1992; Titarchuk & Lyubarskij 1995; Turolla et al. 
1997; Titarchuk, Mastichiadis, & Kylafis 1997). 
In the course of our investigation of the effects of Comptonization on the X-
ray spectra of accreting neutron stars (see, e.g., Lamb 1989; Miller & Lamb 1992; 
Psaltis, Lamb, & Miller 1995) we have rederived the radiative transfer equation and 
its moments for static and moving media and found important corrections to almost 
all the above derivations of the photon kinetic or radiative transfer equations, as we 
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explain in·§ 2.2 .. There we show that it is necessary to use the correct relativistic 
differential scattering cross section in order to obtain a photon kinetic equation that 
is correct to first order inc/me, Te/me, and V, where E: is the photon energy, Te and 
me are the electron temperature and rest mass, and V is the electron bulk velocity 
in units of the speed of light (we use units in which the Boltzmann constant and the 
speed of light are equal to unity). In § 2.2 we also demonstrate that the terms in 
the radiative transfer equation that are second-order in V usually should be retained, 
because in many situations the second-order terms are at least as important as the 
first-order terms, even when V is small (see also Yin & Miller 1995). If the terms 
that are second-order in V are instead neglected, significant errors are introduced in 
the photon kinetic equation and its moments. 
In § 2.3 we state our assumptions and approximations and introduce our nota-
tion. In § 2.4 we derive the time-dependent photon kinetic equation that describes 
spontaneous and induced scattering by static and moving media, the corresponding 
radiative transfer equation, and their zeroth and first angular moments, in the system 
frame and in the frame comoving with the medium. We derive the moment equations 
as well as the kinetic and transfer equations because, although it is usually necessary 
to solve the full radiative transfer equation in order to determine accurately the an-
gular distribution of the radiation field, the moment equations can be used to speed 
up the numerical computation by a large factor (Mihalas 1980; see also Mihalas 1978, 
pp. 157-158) and to provide additional physical insight. The system- and fluid-frame 
equations that we derive are correct to first order in c/me. Our system-frame equa-
tions, which are correct to second order in V, may be used when V is not too large. 
Our fluid-frame equations, which are exact in V, may be used when V --+ 1. Both 
sets of equations are valid for systems of arbitrary optical depth and can therefore be 
used .in both the free-streaming and the diffusion regimes. Our equations can easily 
be generalized to describe scattering by an arbitrary number of particle species. 
18 
In Appendix A we give the photon kinetic and radiative transfer equations that 
are obtained by averaging the equations for a single electron over a drifting, relativis-
tic Maxwellian electron velocity distribution. In Appendix B we give the radiative 
transfer equation that describes absorption and emission in moving media, and its 
zeroth and first moments. There we point out that the addition of a photon source 
term in the transfer equation without any corresponding absorption term (see, e.g., 
Blandford & Payne 1981) is fundamentally inconsistent with thermodynamics and 
leads to a radiative transfer equation that has a different mathematical character 
from the thermodynamically consistent equation. 
Finally, in § 2.5 we summarize our results and their implications for Comptoniza-
tion by static and moving media. 
2.2 Motivation 
The radiative transfer equation that describes scattering of photons by particles is 
an integro-differential equation in which only derivatives with respect to the spatial 
coordinates appear (see, e.g., Nagirner & Poutanen 1994). The scattering kernel in 
this equation is non-local in photon energy and depends on the (possibly complicated) 
correlations between the angular dependence of the specific intensity of the radiation 
field, the velocity distribution of the particles, and the differential scattering cross 
section. In order to accelerate numerical calculations, gain better physical insight, 
and facilitate comparison with previous studies that made similar approximations, 
we convert this integro-differential equation into a partial differential equation over 
. the spatial coordinates and photon energy by expanding the scattering kernel in 
powers of the dimensionless quantities c:/me, Te/me, and V, which we assume are 
small compared to unity. In this way, the scattering kernel in the transfer equation 
becomes local in photon energy and the scattering integral over solid angle can be 
expressed in terms of the angular moments of the specific intensity of the radiation 
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field. 
We are primarily interested in deriving a transfer equation that can be used to 
calculate the spectra of X-ray and soft 1-ray sources, so in expanding the scattering 
kernel we shall keep only terms of zeroth and first order in llco/co ~ c/me ~ 1, which 
is the average fractional decrease in the energy of a photon in a single scattering in 
the electron rest frame (see eq. [2.17] below). Then, in order to obtain a radiative 
transfer equation of consistent accuracy, the terms in the expansion of the kernel in 
powers of Te/me and V that are of the same size as the terms of first order in llc0 / co, 
i.e., of the same size as c/me, must be retained. Depending on the situation, terms 
of different order in Te/me and V may need to be included. 
We now discuss the accuracy of the expansion of the differential scattering cross 
section needed to obtain a transfer equation that is accurate to first order in c/me, 
the orders of the terms in V that must be retained, and some subtle points that must 
be taken into account if the diffusion approximation is used. 
2.2.1 Approximate Scattering Cross Section 
In order to obtain a transfer equation that is consistently accurate to first order 
in c/me, it is necessary to use the correct relativistic expression for the differential 
scattering cross section in the frame in which one is working. We shall work in 
the electron rest frame and we therefore use the Klein-Nishina expression for the 
differential scattering cross section (see eq. (2.16]). To first order in c/me, the Klein-
Nishina cross section is 
(2.1) 
where <rT is the total cross section for Thomson scattering and f0 and i& are the direc-
tion vectors of the photon in the electron rest frame, before and after the scattering. 
Use of the Thomson approximation for the differential scattering cross section 
(Chan & Jones 1975; Payne 1980; Madej 1989, 1991) rather than expression (2.1) 
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introduces errors in the radiative transfer and moment equations of order e/me, i.e., 
of the same size as the basic Compton effect. Neglecting the angle dependence of the 
term of order e/me in expression (2.1) (Pomraning 1973; Blandford & Payne 1981a) 
introduces errors in the radiative transfer equation of this same order because, unlike 
the Thomson approximation, expression (2.1) is not forward-backward symmetric. 
Approximating expression (2.1) by the average of the cross section over the electron 
velocity distribution (Titarchuk 1994) neglects the effects of correlations between 
the angle dependence of the differential cross section, the specific intensity, and the 
electron velocity, introducing errors in the radiative transfer equation of order e/me, 
Te/me, and V. Finally, use in the system frame of the Thomson or Klein-Nishina 
expressions for the differential scattering cross section (Pomraning 1973; Payne 1980; 
Madej 1989, 1991) introduces errors in the transfer equation of order V and Te/me, 
because these expressions are valid only in the electron rest frame. 
2.2.2 Importance of the Terms of Order V 2 
It has long been recognized that if the divergence of the electron bulk velocity is non-
zero, the electron bulk motion causes a secular change in the energy of the photons 
(see, e.g., Chan & Jones 1975; Blandford & Payne 198la; Fukue et al. 1985). The 
photon kinetic equations derived in these works do not include any terms of second 
order in V and predict that photons are systematically upscattered in energy by the 
electron bulk motion if the flow is converging. However, as we show with the examples 
that follow, photons are systematically upscattered by the electron bulk motion even 
if the terms that are first-order in V have, on average, no effect. Indeed, under some 
circumstances photons are systematically upscattered by the bulk motion even if the 
flow is diverging. 
To see this,. consider a situation in which the bulk motion of the electrons can 
be described as isotropic turbulence in which the velocity correlation length is much 
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smaller than the photon mean free path and the bulk velocity satisfies \7 · V = 0. 
If all the terms that are first-order in V are included correctly in the photon kinetic 
equation but terms that are second-order in V are not included (Fukue et al. 1985), 
the zeroth and first moments of the kinetic equation will indicate that the electron 
bulk motion has no effect on the photon energy distribution on time scales longer 
· than the velocity correlation time. In reality, however, under the conditions stated 
the effect of the electron turbulent motions is completely analogous to the effect of 
electron thermal motions, that is, the turbulent motions cause the mean energy of the 
photons to increase steadily with time, at a rate proportional to the second moment 
of the turbulent velocity field. Hence, the electron bulk motion causes the mean 
photon energy to increase with time even though the flow is not converging; in fact, 
in this case no terms that are first-order in V have any effect on the radiation field, 
on average. If the turbulent velocity is high enough, the terms that are second-order 
in V will cause the mean photon energy to increase even in a diverging flow. 
Origin of terms second-order in V .-The origin of the terms in the photon kinetic 
equation that are second-order in V can be understood by considering a cold (Te= 0) 
. electron fluid with a uniform bulk velocity V in the system frame. For simplicity, let 
us analyze scattering of photons in the Thomson limit in the electron rest frame. 
In this limit, the angular distribution of the scattered photons is backward-forward 
symmetric in the electron rest frame, so the average photon energy in the system 
frame after scattering is 7 2 (1 - (k · V)) times the energy before the scattering (see 
Rybicki & Lightman 1979, p. 198), where 1 = (1- V2)-1/ 2 and the average is over the 
initial photon wave vectors k in the system frame. Consider first the case of a photon 
distribution that is isotropic in the system frame. In this case the average photon 
energy in the system frame after scattering is 7 2 times the energy before scattering, so 
in each scattering the average energy of a photon is increased by an amount of order 
V2 and hence there must be terms of order V2 in the kinetic equation that describe 
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this effect. In the more general case of a photon distribution that is anisotropic in 
the system frame these terms of order V 2 almost always produce a secular increase in 
the average energy of the photons, but there are also terms of order V in the kinetic 
equation that may cause the average energy of the photons to increase or decrease, 
depending on the velocity field and the angular distribution of the photons (there are 
generally terms of order V even if V' · V = O; see Fukue et al. 1985). 
Relative sizes of terms of different order in V .-The order in V of a given term in 
the various moment equations does not by itself determine whether the term should be 
retained in solving a given transport problem. This is because the terms of different 
order in V involve different angular moments of the radiation field, so the relative 
sizes of the moments must also be considered in determining which terms should be 
retained (see also Yin & Miller 1995). 
For example, in the zeroth moment of the radiative transfer equation, which is 
a scalar equation for the energy density of the radiation field, the terms that are 
first-order in V involve the scalar product of the vector quantity V with the vector 
quantity defined by the radiation field, i.e., the radiation flux ii (see eq. [2.34]). In 
contrast, the terms that are second-order in V do not involve ii but instead involve 
the scalar quantity defined by the radiation field, i.e., the radiation energy density J, 
and the radiation stress-energy tensor Kii (again see eq. [2.34]). In general, l/iVjKii 
is of the same size as V 2J. Hence, if J is sufficiently large compared to H, the terms 
in the zeroth moment of the radiative transfer equation that are second-order in V 
are generally at least as large as the terms that are first-order in V. 
In the first moment of the radiative transfer equation, which is a vector equation 
for the radiation flux, the situation is reversed, in that the terms that are first-order 
in V involve J and Kii (see eq. [2.40]) whereas the terms that are second-order in 
V involve ii and Qiik. In general, Vj ltkQijk is of the same size as V(V · ii). Hence, 
one might be tempted to neglect the terms of order V 2 in the first moment of the 
23 
radiative transfer equation if J is large compared to H, even if the terms of order 
V 2 are retained in the zeroth moment equation. However, this is in general unsafe, 
because it involves treating the same terms in the radiative transfer equation, from 
which the moment equations are derived, differently, in taking the zeroth and first 
moment. In addressing a given transport problem, one can only determine which 
terms in the expansion in powers of V must be kept by considering the boundary 
conditions as well as the transfer equation. 
The radiation field quantities that appear in terms that involve only odd powers of 
V are all of about the same size. Similarly, the radiation field quantities that appear 
in terms that involve only even powers of V are all of about the same size, although 
they may be much larger or smaller than the radiation field quantities that appear 
in the terms that involve odd powers of V. Hence, when Vis ~ 1, terms of order 
V3 and higher may be safely neglected in the derivation of the transfer equation (see 
also Yin & Miller 1995). 
2.2.3 Use of the Diffusion Approximation 
In situations in which the change during a scattering of the energy of a photon as 
measured in the fluid frame can be neglected and the longest photon mean free path 
Amax is much smaller than the smallest length scale Lmi.n on which physical variables 
change, the specific intensity in the frame comoving with the electron fluid, 11( e ), is 
given to lowest order in Amax/ Lmi.n by (see Mihalas & Mihalas 1984, p. 457) 
(2.2) 
where J1(e) and H1(e) are the zeroth and first angular moments of I1(e). The diffu-
sion approximation (sometimes called the zeroth-order diffusion approximation; see 
Mihalas & Mihalas 1984, § 97) consists in assuming that I1(e) is given exactly by 
equation (2.2). Then the first fluid-frame Eddington factor J1(e) = K1(e)/J1(e) is 
exactly equal to ~; here K1(e) is the second moment of I1(e). As is evident from 
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· equation (2.2), if the source function involves only the zeroth, first, and second mo-
ments of I1(e), then in the diffusion approximation it is only necessary to solve the 
three equations consisting of the zeroth and first moments of the fluid-frame radiative 
transfer equation and the closure relation J}j(e) = ~ for the three moments J1(e), 
ii J ( e), and K}3 ( e); the specific intensity may then be calculated in this approximation 
using equation (2.2). 
The moments of the specific intensity in the system frame do not satisfy equa-
tion (2.2), even when Amax/ Lmin ~ 1. If expression (2.2) is mistakenly used to relate 
the specific intensity to its zeroth and first moments in the system frame (Blandford 
& Payne 1981) rather than in the fluid frame, then errors of order V will be intro-
duced in the radiative transfer equation and its moments, even if Amax/ Lmin ~ 1 (see 
Fukue et al. 1985). 
If one wants to use the diffusion approximation (2.2) to solve for the moments of 
the specific intensity in the system frame, one must solve the four equations consisting 
of the zeroth and first moments of the system-frame radiative transfer equation and 
the two closure relations involving the first two Eddington factors for the first four 
moments J(e), Hi(e), Kii(e), and Qiik(e) of the specific intensity I(e) in the system 
frame. The reason is that when equation (2.2) is boosted into the system frame 
and the terms that are second-order in V are retained, as in general they must be 
(see above), the third moment of the specific intensity Qiik( e) is introduced into the 
closure relation. (Fukue et al. [1985] were able to set up a closed system of equations 
consisting of the zeroth and first moments of the system-frame radiative transfer 
equation and a closure relation involving the first Eddington factor only because they 
neglected all the terms in the radiative transfer equation that are second-order and 
higher in V.) 
When, as in Compton scattering, the energy of a photon in the fluid frame changes 
in a scattering, expression (2.2) may not be accurate for all photon energies, even if 
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the mean free path of a photon is independent of its energy and Amax/ Lmin « 1. As 
an example, consider a slab that is infinite along the a: and y axes but finite along the 
z axis, in which the electrons are cold and have no bulk motion. Suppose the slab 
is illuminated from one side with monochromatic photons of energy £in propagating 
in the z direction. Since the electrons are static, any photons that have scattered 
have lost energy to the electrons and hence no longer have energy £in· Therefore all 
· photons anywhere in the slab with energies equal to £in have never been scattered 
and are still propagating in the z direction. As a result, the angular distribution of 
these photons is not described accurately by equation (2.2), even if Amax/ Lmin is very 
small; indeed, the Eddington factor at energy £in is equal to unity everywhere in the 
slab. In this example, expression (2.2) is accurate only at energies sufficiently below 
the injection energy £in· 
The electron bulk velocity V is a vector quantity, and hence the relative sizes of 
the terms of first and higher order in V in the expansion of the transfer equation 
and its moments depend strongly on the relation between the angular dependence 
of the bulk velocity, the radiation field, and the differential scattering cross section. 
Therefore, even when the diffusion approximation is only slightly inaccurate (as for 
. example when the Eddington factor differs only slightly from ~), this inaccuracy 
produces additional terms in the moment equations that are of second order in V and 
that are therefore of the same magnitude as the second-order terms that would be 
present if the radiation field were given exactly by equation (2.2). 
For these reasons we derive the radiative transfer and moment equations without 
making use. of the diffusion approximation. 
2.3 Assumptions, Definitions, and Approximations 
In the sections that follow we assume that the electron gas is nondegenerate (electron 
occupation number « 1). For conciseness we shall refer to it as a fluid, without 
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implying anything about whether it is collisional or collisionless. We assume that 
photons are scattered only by electrons, neglecting scattering by any other particles, 
and set h = c = kB = 1, where h is Planck's constant, c is the speed of light, and 
kB is Boltzmann's constant. We indicate quantities evaluated in the rest frame of a 
particular electron by a subscript 'O' and quantities evaluated in the inertial frame 
momentarily comoving (locally) with the fluid, which we call the 'fluid frame', by a 
subscript 'f'. The 'system frame' may be any global inertial frame (such as the frame 
at rest with respect to the center of mass of the system, if it is inertial). Quantities 
evaluated in the system frame have no subscript. 
Bulk velocity and temperature.-We define the fluid frame as the frame in which 
the energy and momentum flux density both vanish (Landau & Lifshitz 1987, p. 505). 
In this frame collisions between the electrons tend to establish an isotropic velocity 
distribution. 
The system-frame three-velocity u of a given electron is related to its fluid-frame 
three-velocity u I by a Lorentz boost. The first and second moments of ii in the system 
frame are 
(u) = v (2.3) 
and 
(2.4) 
where V is the three-velocity of the fluid as measured in the system frame and 
.... .... .... 
v=u-V (2.5) 
is the peculiar velocity of an electron as measured in the system frame. 
If the electron momentum distribution in the fluid frame is a relativistic Maxwellian, 
then the second moment of the electron velocity distribution evaluated in the fluid 
frame is 
(2.6) 
27 
and the second moment of the electron peculiar velocity distribution in the system 
frame is 
(2.7J 
Description of the radiation field.-In section 4.1 and Appendix A we derive the 
equation that describes the evolution of a radiation field interacting with a moving 
electron fluid. We shall refer to this equation as the photon kinetic equation when it is 
· written in terms of the photon mode occupation number and as the radiative transfer 
equation when it is written in terms of the specific intensity of the radiation field; 
the two descriptions are equivalent (see, e.g., Mihalas 1978, p. 32), but the radiative 
transfer equation is more often used in astrophysical problems. 
In deriving the photon kinetic equation we shall describe the radiation field by 
the number n( i, c:) of photons with energy c: propagating in direction i with a given 
polarization state (we suppress the dependence on polarization state, because we 
consider only unpolarized radiation). The first few moments of n(i, c:) are 
n 
-
1 I A 471' n( l, c:) an ' (2.8) 
ni 1 I A • (2.9) - - n( l, c:) zi an ' 471' 
nij 
- 4~/ n(i,c:)zizian' (2.10) 
nijk 
- 4~ J n(i, c:) zizizk an . (2.11) 
In definitions (2.8)-(2.11) the dependence of the moments on position and photon 
energy have been suppressed for brevity. Here and below we display the dependence 
of the photon occupation number on i and c: in order to distinguish it clearly from its 
zeroth moment. 
In writing the radiative transfer equation we shall describe the radiation field by 
its specific intensity I(i,c:) = 2c:3n(i,c:); here the factor of two accounts for the two 
photon polarization states. The first few moments of I( i, c:) are 
J = __!__ J I(i, c:) an = 2c:3n , 471' 
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(2.12) 
Hi 
- 4~ J I(i,c)lidn = 2c3ni, (2.13) 
Kii 
-
__!:__ J I(i,c)lizi dO = 2c3nii, (2.14) 47r 
Qijk 
__!:__I I(i, c) zizilk dO = 2c3nijk ' 
47r (2.15) 
where again we have suppressed the dependence of the moments on position and 
photon energy. 
Compton scattering.-In the rest frame of the electron the differential cross section 
for scattering of unpolarized radiation is (see Berestetskii, Lifshitz, & Pitaevskil 1971, 
p. 297) 
du _ 3uT ( c~) 2 [co c~ 1 (ZA lA' )2] ----- - -+-- + o· o , d0.o l67r co c& co (2.16) 
where UT is the Thomson cross section, co and fo are the energy and direction of the 
incident photon, and 
I CO 
C = A A 0 
1 - .!.!L(l - lo · lti) 
me 
(2.17) 
and f ~ are the energy and direction of the scattered photon. 
The energy and direction of propagation of a photon in the electron rest frame are 
related to the same quantities in the system frame by the Lorentz transformations 
A C 
co = 1e(l - l . u) = A 
1(1 +lo. u) (2.18) 
and 
lo= ;
0 
{l+ ['~ 1 (i·u)- 1]a}. (2.19) 
The photon phase-space volume is Lorentz invariant (see Mihalas 1978, p. 495), i.e., 
cdcdO = codcodno, (2.20) 
. so 
n(i,c) = no(fo,co). (2.21) 
Validity of the approximations.-In deriving the photon kinetic and radiative 
transfer equations and their moments in the system frame, we shall retain terms 
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up to first order in e/me and second order in u (first order in Te/me), neglecting 
terms of order (e/me)u or higher. These equations are therefore valid when 
and e ( 3T. ) 
1
/
2 
( 3T. ) 
- v2 + _e « v2 + _e « 1 . 
me me me (2.22) 
These conditions are usually satisfied in accretion onto white dwarfs and neutron 
stars, but are not satisfied in accretion onto black holes, because the bulk velocity 
V -r 1 at the horizon. 
Our expressions for the photon kinetic and radiative transfer equations in the fluid 
frame are correct to all orders in V but only to first order in Te/me and e1/me. These 
equations are therefore valid when 
and (2.23) 
and can be used where V is '.::::::'. 1. 
2.4 Photon Kinetic and Radiative Transfer Equa-
tions and their Zeroth and First Moments 
2.4.1 Photon Kinetic Equation 
The photon kinetic equation in the system frame is 
kµ8µn(k) - j (~:~13 j d3p{W (k'i,ki') n(k') [1 +n(k)] J(i) [1- f(Ft)] 
-W (kff, k'i') n( k) [ 1 + n( k')] f (i) [ 1 - f(pt) J} , (2.24) 
where kµ = (e,eZ), n(k) is the photon occupation number, pis the electron momen-
tum, f(i) is the electron momentum distribution, W (kff, k'i') is the transition rate 
for the scattering k + p -r k' + pt, and in writing the total derivative on the left side 
we have used the Einstein summation convention. The left side of equation (2.24) 
is manifestly covariant. The ride side is also covariant, if the appropriate transition 
rates are used. 
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It is convenient to integrate first over the photon states and then over the electron 
. states, because the angular integrals are then much simpler. We will therefore assume 
for the moment that all the electrons have the same momentum p. Because each side 
of the photon kinetic equation (2.24) is covariant, the left side can be evaluated in the 
system frame and the right side in the electron rest frame, at the wave vector k0 that 
corresponds to the wave vector k of the photon in the system frame. The resulting 
equation for electrons moving with velocity i1 = p/(Tme) is (compare with Peebles 
1971, p. 204) 
where Ot = 8 / 8t, Oi = 8 / oxi, the xi are the spatial coordinates, neo is the electron 
· density in the electron rest frame, f0 and co are related to i and c by equations (2.19) 
and (2.18), and c~ is related to co by equation (2.17). The factor preceding the cross 
section in the first term of the collision integral is the Jacobian that corrects for the 
different phase spaces of the incident and scattered photons. 
We evaluate the collision integral in equation (2.25) by first using the Lorentz 
invariance of the photon occupation number to relate n0 (f~, c~) to n(Z', c') and relating 
n( Z', c1) to n( Z', c) by expanding n( Z', c') to second order in i1 and to first order in c /me, 
which gives (see Peebles 1971, p. 204) 
no(f~,c~) "' n(f',c) 
+ [ (i~ - io). i1 + (io. u) (io - i~). i1 + ~e (1- fo. i~)] cOi:n(i',c) 
1 [(.' • ) ... ]2 282 (.' ) ( ) + 2 10 - lo · u c i: n l , c , 2.26 
where Oi; = {)I Oc and a; = 82 I Oc2 • We then use this result, the Lorentz invariance of 
the photon distribution, and (du/ dil')o and neoco expanded to second order in i1 to 
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obtain the approximate photon kinetic equation for electrons moving with velocity it 
(at+ziai)n(l,c:) = 3~~~T J an~[1+(l0 .l~)2] [1-2~e (1-l0 .l~)]. 
{ [ 1 - (lo. it) + (lo. it)2 - u2] 
+ ( (l~ - io) ·it+ 2 (fo ·it) (io - i~) ·it] c:o,. 
+-2
1 [(~ - lo). itr c:2a; + _!__ (1- lo· l~) (4 + c:8,.) 
me 
+2_!__ (1- lo. l~) n(Z,c:)(2 + c:o,.)} n(i',c:) 
me 
-neuT(1-2~J (1-l.it)n(Z,c:), (2.27) 
which describes the effects of scattering by electrons with velocity it. 
In Appendix A we give the photon kinetic and radiative transfer equations that 
are obtained by averaging equation (2.27) over a drifting, relativistic Maxwellian 
electron velocity distribution (see eqs. [2.3)-[2. 7]). The moment equations derived in 
the next two subsections can be obtained by computing the zeroth and first moments 
of the equations given in Appendix A. Here we follow the simpler approach of first 
computing the moments of equation (2.27) and then averaging them over the electron 
velocity distribution. 
2.4.2 Zeroth Moment and Radiation Energy Density 
We compute the zeroth moment of the photon kinetic equation by first integrating 
both sides of equation (2.27) over all directions. Making use of the Jacobian 
we find 
a(n,n~) 
8(no,W) ( eeo ~c::) ( ;~ i:~) 
"' [ 1 - 2 (lo. it) + 2 (l'. it) - 2u2 + 3 (io. u)2 
+3 (l'. it) 2 - 4 (lo . it) (l' ·it) J , (2.28) 
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[ { [ 1 - 3u2 + 3 (i'. u) 2 + 2 (i'. u)] + (~ . u) [ 1 + 2 (i' . u)] eae 
+~ (l~. u)2 e2a; + ~e (4 + eae)} 
- (lo · a) { [ 3 +6 ( i' · a)] + [ 1 + 2 ( i' . u)] e&, + ( 1; . il) e' a;} 
+ (lo . u)2 ( 6 + 4e8e + ~e2a;) - ~e (lo. l~) ( 4 + eae) 
2e ( A A ) A ( ) ] A +me 1- l · l' n(l,e) 2 + eae n(l',e) 
-neD"T [ (i -2~J n - niui] . (2.29) 
Next we integrate over dfl0 and then over dfl', using definitions (2.8)-(2.11). The 
result is 
where we have again used the Einstein summation convention. Finally, after averaging 
equation (2.30) over the electron velocity distribution we obtain the zeroth moment 
of the kinetic equation that describes the effects of scattering by a fluid of electrons, 
namely, 
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This equation is valid in both the diffusion and free-streaming regimes, for any arbi-
trary (possibly anisotropic) distribution of electron velocities. 
If the electron velocity distribution in the fluid frame is a relativistic Maxwellian 
with temperature Te, then (see eqs. [2.3] and [2.7]) 
(v·v ·) "' !(v2 )6 .. "' Te 5 .. i 3 - 3 i3 - i3 ' 
me 
(2.32) 
and the zeroth moment of the photon kinetic equation can be written, to the same 
accuracy as equation (2.31), as 
-
1
- ( Otn + Oini) = (3 + cOe) ni\ti 
neUT 
+ [ ~. (4+ e&,) + ( ~: + ~') (4e&, + e'&:)] n 
+ (36+34 150 + 11 15202) (niiv;v;. _ !nv2) 10 10 e 20 e i 3 3 
+~ (_!_) (2n2 - 2nini + 2niinii - 2niikniik 
2 me 
+ ncOen - nicOeni + niicOenij - nijkcOeniik) , (2.33) 
where we have used the relation nii Dij = n. The corresponding zeroth moment of the 
radiative transfer equation with emission and absorption included (see Appendix B) 
IS 
(2.34) 
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where T/e and Xe are the emission and absorption coefficients, which are defined in the 
fluid frame but evaluated at the energy c of the photons in the system frame. 
2.4.3 First Moment and Radiation Flux 
We compute the first moment of the photon kinetic equation by multiplying both 
sides of equation (2.27) by i and then integrating over all directions. In performing 
the integration we use the transformation (2.19) and the Jacobian (2.28), integrating 
first over d00 and then over dO'. The result is 
. 2 c . 1( .. ) 
-ni - 5 me (1 + c8e) ni + 5 -nui + 3ni3uj 
-~ ( 8nijkUjUk - 2niUjUj) - 1~ [3c8e (nui) + cOe ( niiuj)] 
- 1
1
0 [ 10c8e ( niuj) Ui + 9c8e ( nijkUjUk) - €Oeniu
2 ] 
-~ [3c282 (niu·) u· + c282 (niiku·u )] 10 e 3 i e 3 k 
+~ (~) (2nni - 2njnij + 2njknijk - 2njklnijkl 
2 me 
+ nicOen - nijcOenj + nijkcOenjk - nijklcOenjkl) (2.35) 
Averaging equation (2.35) over the electron velocity distribution, we finally obtain 
If the electron velocity distribution in the fluid frame is a relativistic Maxwellian 
with temperature Te, then 
(2.37) 
and 
(2.38) 
and the first moment of the photon kinetic equation reduces to 
The corresponding first moment of the radiative transfer equation with absorption 
and emission included is (again see Appendix B) 
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(2.40) 
where Rijkl is the fourth moment of the specific intensity. 
2.4.4 Equations in the Fluid Frame 
The photon kinetic and radiative transfer equations as well as their moments take 
their simplest form in the fluid frame, since V = 0 in this frame, by definition. 
These equations can be written choosing as independent variables either Eulerian 
coordinates fixed in space and time or Lagrangian coordinates comoving with the 
fluid. 
In terms of the fluid-frame coordinates, the transfer equation (A.8) and its zeroth 
and first moment (2.34) and (2.40) in the fluid frame become 
and 
ne,f<TT [c1If(Z1i E:f) 
+ ~ ( C2Jf + c;H} + ct Kf + c~k QYk + c~kl Rri) 
+ 4!3 (;:J IJ(i!ic:f) (c:f8e1 -1) 
(J zi Hi + zi 1; Kij zi 1; zkQijk)] f-f f ff f-fff f (2.41) 
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where the coefficients £ 1-£6 , which are given in Appendix A, are to be evaluated at 
V=O. 
The left sides of the above equations can also be written in terms of the system-
frame Eulerian coordinates as in equations (95.9), (95.11), and (95.12) of Mihalas & 
Mihalas (1984). The resulting equations, which are often called mixed-frame equa-
tions, are correct to all orders in V and therefore can be used in situations where 
the bulk velocity is relativistic. The velocity-dependent terms that appear in the 
mixed-frame equations arise from Lorentz transformation of the left sides of equations 
(2.41)-(2.43), whereas the velocity-dependent terms that appear in the system-frame 
equations arise from Lorentz transformation of the scattering integral on the right 
sides of these equations. 
The right side of the radiative transfer equation (2.41), can also be used in the for-
malism developed by Thorne (1981), for solving Comptonization problems in general 
relativity (compare eqs. [6.10] and [6.13] of Thorne 1981). 
2.5 Discussion 
In the previous section we derived the radiative transfer equation in both the system 
and fluid frames, taking into account absorption and emission as well as spontaneous 
and induced Compton scattering. In this section, we first show that our equation 
reduces to the Kompaneets equation in the appropriate limits and call attention to 
several errors and misunderstandings in the literature. Next, we discuss the moment 
equations for an anisotropic radiation field in a static medium and show that the ra-
diation force, and hence the critical flux and luminosity, generally depend on both the 
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photon energy spectrum and the electron temperature. We then consider the equa-
tion for the zeroth moment of the specific intensity for moving media and show that 
if the radiation field is isotropic, the terms in the transfer equation that are second-
order in the electron bulk velocity produce a systematic increase in the energy of the 
photons that is completely analogous to the systematic increase in the energy of the 
photons produced by the electron thermal motions. We also show that Comptoniza-
tion by electron bulk motion occurs, whether or not the radiation field is isotropic or 
the bulk flow converges, and give estimates for the time scales on which the photon 
energy distribution changes because of systematic downscattering and upscattering 
caused by the electron thermal and bulk motions. We derive a new, more general 
condition for determining when Comptonization by the electron bulk motion is more 
important than Comptonization by the electron thermal motions. We conclude by 
indicating how the transfer equations we have derived can be solved using the method 
of variable Eddington factors. 
2.5.1 The Kompaneets Equation 
When the radiation field .is isotropic and there is no bulk velocity and no absorption 
or emission, equation (2.34) reduces to the Kompaneets (1957) equation1 
(2.44) 
where on the left side we have introduced the differential Compton time dtc = neuTdt. 
The first two terms on the right side of equation (2.44) describe the effects of sys-
tematic downscattering and upscattering of the photons by electrons. The third term 
1In their derivations of the Kompaneets equation, Rybicki & Lightman (1979, p. 213) and Katz 
(1987, pp. 100-114) did not take into account in the collision integral the different phase spaces of 
the incident and scattered photons. However, following Kompaneets they evaluated the integral by 
using photon conservation and the thermodynamic equilibrium photon distribution rather than by 
performing the integration directly and thereby obtained the correct result despite this error. These 
· authors also used the Thomson approximation to the Klein-Nishina cross section. In general this 
introduces an error of the same size as the systematic downscattering term (see below), but this 
error vanishes if the photon distribution is isotropic. 
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describes the diffusion in energy produced by the thermal motion of the electrons. 
The last term describes the effect of induced Compton scattering. 
As noted by Kompaneets {1957), any Bose-Einstein distribution is a stationary 
solution of equation {2.44). Induced Compton scattering cannot change the chemical 
potential, because it does not change the number of photons. Hence, the statement by 
Pomraning {1973, p. 193; see also Rybicki & Lightman 1979, p. 209) that the Planck 
spectrum {the particular Bose-Einstein distribution with zero chemical potential) 
is the only stationary solution of the Kompaneets equation if induced scattering is 
included is not correct. Integrating equation {2.44) over energy shows that if the 
electron temperature is equal to the Compton temperature 
(2.45) 
the photon energy density remains constant although the photon spectrum may evolve 
with time; here the average is over photon energy, using the photon-number density 
N{c) = {J/c) as the weighting function. Note that, for a given photon spectrum, 
induced Compton scattering always decreases the Compton temperature. 
2.5.2 Implications of the Moment Equations for Static Media 
As we mentioned in the Introduction, the Kompaneets equation (2.44) is not strictly 
valid for astrophysical systems, since it requires the radiation field to be isotropic and 
hence that no radiation leaves the system. If the radiation field is anisotropic but 
there is no bulk motion, the system of equations 
(2.46) 
and 
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must be solved simultaneously together with closure relations for Kii and J, which 
are usually introduced as variable Eddington factors (see Mihalas 1978, p. 157). For 
simplicity, we have neglected the effects of induced Compton scattering in equations 
(2.46) and (2.47). The term (2neuT/5)[(Te - 3c)/me]Hi does not appear in the first 
moment of the transfer equation derived by Chan & Jones (1975), Payne (1980), and 
Madej (1989, 1991), because these authors did not use the appropriate relativistic 
scattering cross section. 
In a static medium and in the absence of absorption, emission, and induced scat-
tering, Fi, the radiation force per unit volume on the electrons (see also Miller & Lamb 
1995) can be obtained by integrating equation (2.47) over photon energy, which gives 
F i 411" (l 8 (c)H; 2 Te) In"° Hid = -neO"T - --- + - c , 
c 5 me me 0 (2.48) 
where (c)H; is the average photon energy, using Hi as the weighting function. Bland-
ford & Payne (1981a) neglected the terms in the square brackets on the right side of 
equation (2.47) and therefore the radiation force given by their equation is incorrect 
to first order in c/me and Te/me. Equation (2.48) shows that the volume radiation 
force on the electrons produced by Compton scattering of the photons is different from 
that obtained in the Thomson limit, and depends both on the photon spectrum and 
on the electron temperature (see also Fukue et al. 1985). Hence, to first order inc/me 
and Te/me, the energy-integrated critical radial radiation flux ;:crit that produces a 
radially outward radiation force which exactly balances the inward gravitational force 
of a massive object depends on the photon spectrum and the electron temperature. 
For a completely ionized hydrogen gas, the critical radiation flux at radius r is given 
implicitly by the equation 
'l'."crit cmpGM ( 8 (c)F~ri1 2 Te )-l J"- = 1-- + - ' 
r 2 <rT 5 me me 
(2.49) 
where mp is the proton mass, Mis the mass of the object, and (c)F~ri1 is the average 
photon energy, using ;:~rit as the weighting function. For example, in the spectral 
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formation region of many neutron-star low-mass X-ray binaries, (e:)~;ril is ,...., 1 keV 
and Te can be rv 25 keV (Miller & Lamb 1992; Psaltis et al. 1995), in which case 
the critical flux is ,...., 103 smaller than the usual Eddington critical flux computed 
assuming Thomson scattering. Note also that to this order the critical luminosity 
Lcrit = 47rr2 _rcrit generally depends on radius, because both (e:)~;rii and Te generally 
depend on radius. 
2.5.3 Implications of the Moment Equations for Moving Me-
dia 
Consider now a medium in which the electron bulk velocity is not zero. Suppose 
first, for simplicity, that the radiation field is isotropic in the system frame. To make 
this situation concrete, consider a thought experiment in which electrons are moving 
with uniform and constant bulk velocity V through a box with sides of length L. The 
electrons are assumed to be able to pass through the walls of the box whereas photons 
are confined inside the box and have a mean free path much larger than L. Under 
these conditions, scattering of photons by the walls of the box, which is much more 
frequent than scattering of photons by the electrons, keeps the photon distribution 
nearly isotropic. 
In this situation the equation for the zeroth moment of the specific intensity 
reduces to 
(2.50) 
where for simplicity we have neglected absorption, emission, and induced scattering. 
Equation (2.50) shows that when the radiation field is isotropic in the system frame, 
Comptonization by the bulk motion of the electrons is described entirely by terms 
that are second-order in V; all terms that are first-order in V vanish identically. 
Suppose now that (i) photons with energies e: ~ Te+ ~me V 2 are injected into the 
box with an isotropic momentum distribution, (ii) the photons are allowed to remain 
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in the box for a distribution of residence times that decreases exponentially with the 
residence time, and (iii) 
_ (Te 1 2)-Yb = 4 me + 3 V trcs ;:S 1 , (2.51) 
where frcs is the mean residence time measured in units of the Compton time (1/neO'T ). 
The solution of equation (2.50) is then a power-law spectrum with a high-energy 
cutoff. At high and low energies the spectrum is 
J = { 
where 
c:3+a ' c: ~ Te + ~me v2 , 
c:3 exp[-c:/(Te + ~ V2 )] , c: :;}>Te+ ~me V 2 , (2.52) 
(2.53) 
and the factor c:3 arises because we are considering the energy density rather than the 
photon occupation number. This solution is a simple generalization of the solution 
to the Kompaneets equation obtained by Shapiro, Lightman & Eardly (1976; see also 
Rybicki & L~ghtman 1979, Ch. 7) and shows that the terms in the transfer equation 
that are second-order in the electron bulk velocity produce a systematic increase in the 
energy of the photons that is completely analogous to the systematic increase in the 
energy of the photons produced by the electron thermal motions. In treating astro-
physical systems, the mean residence time frcs in equation (2.51) is often expressed in 
terms of T 2 , where T is the electron scattering optical depth of the system. 
When the photon momentum distribution is not perfectly isotropic, the charac-
teristic time scales on which the photon distribution changes because of systematic 
downscattering and Comptonization by the electron thermal and bulks motions are 
(see eq. [2.34]) 
r1 down 
r1 
th 
(2.54) 
(2.55) 
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(2.56) 
t -1 v2 ,...., (2.57) 
where the last two time scales have been estimated from the terms that are first- and 
second-order in V. 
Comparison of rates (2.55) and (2.57) shows that Comptonization by the electron 
bulk motion is more important than Comptonization by the electron thermal motion 
if 
V 2 3Te >-. 
me 
(2.58) 
In fact, Comptonization by the bulk motion occurs whether or not the radiation field is 
isotropic or the bulk motion converges (see also eq. [2.50]), contrary to the impression 
given by Blandford & Payne (1981a). Comparison of rates (2.56) and (2.57) shows 
that if J is sufficiently large compared to Hi, the effects of bulk Comptonization 
described by the terms that are second-order in V are dominant compared to the 
effects described by the terms that are first-order in V. 
In estimating the characteristic time scale for bulk Comptonization, Blandford & 
Payne (198la; see also Blandford & Payne 1981b and Payne & Blandford 1981) used 
only one of the several terms in their equation that are first-order in V, neglecting 
other terms that generally also produce systematic upscattering or downscattering 
of photons. As a result, the characteristic time scale that they obtained for bulk 
Comptonization is proportional to (V' · V)/3, which they assumed to be proportional 
to neO"T V 2 /3. This assumption is not generally valid. When it is, their expression 
suggests that bulk Comptonization is less important than thermal Comptonization 
if V 2 < 12Te/me. However, comparison of rates (2.55)-(2.57) shows that the bulk 
Comptonization terms that are second-order in V are already as important as the 
thermal Comptonization terms when V 2 ,...., 3Te/me and hence that these terms can 
be more important than the thermal terms even if V 2 < 12Te/me. 
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2.5.4 A Method of Solving the Transfer Equation for Moving 
Media 
In more realistic models, the radiation field is not isotropic in the system frame in 
the presence of bulk motion (see, e.g., Miller & Lamb 1993, 1996) because electron 
scattering tends to isotropize the photon distribution in the fluid frame. In this 
case, the full radiative transfer equation must be solved. This can be done using the 
method of variable Eddington factors (Mihalas 1980; see also Mihalas 1978, pp. 201-
203), in which the radiative transfer equation and its zeroth and first moments are 
solved iteratively. In this approach, the second and higher moments of the specific 
intensity are related to the zeroth and first moments via variable Eddington factors. 
The zeroth and first moments of the radiative transfer equation are then solved using 
initial guesses for the variable Eddington factors and the source function is computed 
from the calculated moments of the specific intensity. The radiative transfer equation 
is then solved, the Eddington factors are updated, and the whole procedure is repeated 
until convergence is achieved. 
A detailed study of the solutions of the equations derived here for realistic models 
of astrophysical systems are discussed in Chapters 3 and 4. 
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Chapter 3 
Compton Scattering by Static and 
Moving Media: Solutions for 
Spherically Symmetric Systems 
3.1 Introduction 
Compton scattering of photons by electrons with non-zero thermal and bulk veloci-
ties is the dominant radiation process in several astrophysical systems. In particular, 
Comptonization in quasi-spherical coronae and accretion flows is thought to be re-
sponsible for the X-ray spectra of many accreting compact objects. For example, 
the hard X-ray spectra of weakly-magnetic accreting neutron stars can be naturally 
explained if a spherical hot corona surrounds the neutron star and inner accretion 
disk (see, e.g., Lamb 1989; Psaltis, Lamb & Miller 1995). The spectral signature 
of isolated neutron stars accreting from the interstellar medium, which is required 
for their positive identification, is determined mainly by the efficiency of Compton 
upscattering of thermal photons emitted from the stellar surfaces (see, e.g., Zampieri 
et al. 1995). Moreover, Compton scattering in advection-dominated accretion disks 
plays a major role in the formation of the high-energy spectra of accreting black 
holes (see, e.g., Narayan, McClintock, & Yin 1995). A variety of related phenomena 
have also been attributed to Compton scattering in quasi-spherical regions around 
compact objects, such as the strong photon-energy dependence of the amplitudes of 
quasi-periodic oscillations with low ("' 6 - 15 Hz) and high (;c,200 Hz) frequencies 
observed from various low-mass X-ray binaries (Miller & Lamb 1992; Miller, Lamb & 
Psaltis 1997), as well as the microsecond time lags between high-frequency ("' 800 Hz) 
quasi-periodic oscillations observed at different photon energies (Vaughan et al. 1997). 
Comptonization in static and moving media has. been studied either by using 
Monte Carlo simulations or by solving partial differential equations for the specific 
intensity of the radiation field using finite-difference methods. Monte Carlo methods 
and results have been reviewed by Pozdnyakov, Sobol, & Sunyaev (1983) and will not 
be discussed here. 
Over the last twenty five years several authors have derived the photon kinetic 
or radiative transfer equation and their moments for Compton scattering in static 
and moving media (see, e.g., Kompaneets 1957; Babuel-Peyrissac & Rouvillois 1969; 
Pomraning 1973; Chan & Jones 1975; Payne 1980; Blandford & Payne 1981a; Thorne 
1981; Fukue, Kato, & Matsumoto 1985; Madej 1989, 1991; Titarchuk 1994). The 
moment equations derived by these various sets of authors have been widely used in 
studies of Comptonization by static media (see, e.g., Katz 1976; Shapiro, Lightman, 
& Eardly 1976; Sunyaev & Titarchuk 1980) or by strong shocks and accretion flows 
onto compact objects (see, e.g., Blandford & Payne 198lb; Payne & Blandford 1981; 
Lyubarskij & Sunyaev 1982; Colpi 1988; Riffert 1988; Mastichiadis & Kylafis 1992; 
Titarchuk & Lyubarskij 1995; Turolla et al. 1996; Titarchuk, Mastichiadis, & Kylafis 
1997), either under the diffusion approximation or with closure relations that were 
specified a priori. Most of the above analyses of Compton scattering by moving media 
were performed in the system frame and to first order in the electron bulk velocity. 
Recently, Zane et al. (1996) developed a numerical algorithm for solving radiative 
transfer problems by integrating the general-relativistic radiative transfer equation 
for Compton scattering along characteristics without the need for specifying a priori 
closure relations. 
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In Paper I (Psaltis & Lamb 1997; see also Chapter 2) of this series we derived 
the time-dependent photon kinetic and radiative transfer equations and their zeroth 
and first moments that describe absorption and emission as well spontaneous and 
induced Compton scattering in static and moving media, correcting various errors in 
the literature. The system-frame equations that we derived are valid to first order in 
€/me and Te/me, and to second order in V, where me and Te are the electron mass 
and temperature, f. is the photon energy, and V is the bulk velocity of the electrons. 
The fluid-frame equations that we derived are valid for arbitrary values of the bulk 
velocity V. Using these equations we demonstrated in Paper I that the effects of 
Comptonization by the bulk electron velocity that are described by the terms that 
are second-order in V can become at least as important as the effects described by the 
terms that are first-order in V, even when V is small, and hence these second-order 
terms should generally be retained (see also Yin & Miller 1995). 
In this chapter, we describe a numerical algorithm for the solution of time indepen-
dent radiative transfer problems in systems with spherical symmetry. This algorithm 
is a generalization of the method of variable Eddington factors (Mihalas 1980; see also 
Mihalas 1978, p. 157-158) and provides the solution to the radiative transfer equation 
in the system frame. It is therefore accurate for systems of arbitrary optical depth 
and does not require a priori specification of closure relations. The algorithm is based 
on the iterative solution of both the transfer equation and the systems of its first two 
moments and hence the validity and accuracy of the solution can be verified at the 
end of each run. The method also requires a small number of iterations in order to 
converge to the solution and is therefore ideal for future extensions to time-dependent 
and multi-dimensional transport problems. 
In §3.2, we summarize the results from Paper I and in §3.3 we present the numerical 
algorithm. In §3.4 we solve simple model problems in order to understand the physical 
origin of the various terms in the radiative transfer equation as well as their effects 
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on the emerging photon spectra and in §3.5 we briefly discuss our results and their 
implications for the spectral models of accreting compact objects. 
3.2 The Electron Gas and Radiation Field 
Units~-Throughout this chapter we set h = ka = c = 1, where his Planck's constant, 
ka is Boltzmann's constant, and c is the speed of light. We also normalize all the 
spatial coordinates to the inner radius of the flow, the electron temperature Te and 
photon energy €to the electron rest mass me, and the electron density ne to its value 
at the inner radius of the flow. Finally, we normalize the emission and absorption 
coefficients 'TJ(r, €) and x(r, €)to the inverse of the electron scattering mean-free path 
in the Thomson limit. 
The electron gas.-In this chapter we assume that photons are scattered only 
by electrons and that the electrons are non-degenerate (electron occupation number 
~ 1). 
Let u be the system-frame three-velocity of a given electron. We define the local 
bulk velocity V of the electrons as measured in the system frame as 
(3.1) 
where the sharp brackets indicate the average over the local electron velocity distri-
bution in the system frame. We also assume that the electron velocity distribution 
in the fluid frame is a relativistic Maxwellian and therefore 
(3.2) 
where we have neglected terms of order V 2Te and higher. 
The radiation field.-We describe the radiation field at any position in the system 
frame with coordinate vector r using the monochromatic specific intensity I(r, i, €), 
wh~re i is the direction of propagation and € is the photon energy. Here we consider 
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only unpolarized radiation and hence we have suppressed the dependence of the spe-
cific intensity on polarization. Because of the assumed spherical symmetry of the 
problem the radiation field depends only on the radial distance from the center of 
symmetry (i.e., the r-component of the vector T), on the angle 8 between the radial 
direction and the direction of propagation (i.e., cos e = i. r/r ), and on the photon 
energy€. 
We define the first five moments of the monochromatic specific intensity as 
J(T, €) 
-
1 1 A 
47!" 0 I(r, z, €)dn (3.3) 
Hi(T,€) 1 1 A • 
- I(T,l, €Wd0 47!" 0 (3.4) 
Kii(r, €) 4~ fo I(T, i, €)ziz; dn (3.5) 
Qijk(T, €) 
-
.l__ j I(T, i, €)zizizkdn 
47!" 0 
(3.6) 
Ri;kz(T, €) 
-
.l__ j I(T i €)zizizkzzdo (3.7) 4 ' ' . 7l" 0 
The non-zero components of the first five moments of the specific intensity for systems 
with spherical symmetry are given in Appendix C. 
The transfer equation and its moments-Following Mihalas (1980; see also Mihalas 
1978) we solve the radiative transfer equation in a plane that contains the center of 
symmetry of the system between the inner and outer radii Tin and rout of the flow, 
using the coordinate system shown in Figure 3.1 and the coordinates z = r cos 8 and 
p = r sine. 
The radiative transfer equation along a ray of constant coordinate p is 
(3.8) 8 ± ± ± ±-8 I (z,p, €) = (1 - 2€)/ (z,p, €) - S (z,p, €) , 7"z 
where the signs'+' and'-' correspond to the equations for the outgoing and incoming 
rays respectively and we have neglected the effects of induced Compton scattering. 
In equation (3.8) we have used the optical depth along the ray defined as drz = 
-neuT[l + x(r, z, €)]dz, where rz = 0 at the outer boundary and UT is the angle-
integrated Thomson scattering cross section. s±(z,p, €) is the generalized source 
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Figure 3.1: The system of coordinates used for solving the radiative transfer equation. 
function for absorption, emission, and Compton scattering in systems with spherical 
symmetry and is given in Appendix D. 
The equations for the moments of the specific intensity can be derived either 
directly from equation (3.8) or from equations (34) and (40) of Paper I (eqs. [2.34) 
and [2.40) in Chapter 2). Written in compact form and using the dimensionless 
quantities defined above, the moment equations are 
AiJ + A2€8EJ + Aa€2a;J + A4Hr + A5€8EHr + a.,.f'Hr 
B1J + B2£8J + rra.,."J + BaHr + B4€8EHr + B5£28;nr 
Cl (3.9) 
C2 , (3.10) 
electron density is uniform, then the dimensionless quantity Tr is equal to the electron 
scattering optical depth in the radial direction measured from rout· The coefficients 
in equations (3.9) and (3.10) are given in Appendix E. 
In Appendix F we show that the system of partial differential equations (3.9) and 
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(3.10) is parabolic. 
Boundary Conditions.-The boundary conditions for both the transfer equation 
. and .. the system of its moments depend on the specific problem under study. For 
the model problems discussed in section 3.5, we shall assume that the flow is not 
illuminated from the outside, i.e., 
(3.11) 
at the outer boundary, and specify the radiation flux at the inner boundary, i.e., 
(3.12) 
For solving the moments of the radiative transfer equation we shall specify, for 
all photon energies €, the first moment of the monochromatic specific intensity at the 
inner radius, i.e., 
(3.13) 
as well as the ratio of the first to the zeroth moment of the monochromatic specific 
intensity at the outer radius 
We shall also set at all radii 
lim J(r, c) = lim J(r, c) 
E-+0 E-+00 
3.3 ·Numerical Method 
0 
0 
(3.14) 
(3.15) 
(3.16) 
Equation (3.8) is an integro-differential equation for the specific intensity of the ra-
. diation field and therefore any numerical solution of this equation is not trivial to 
obtain. On the other hand, the system of equations (3.9) and (3.10) depends on two 
variable Eddington factors and an unknown outer boundary condition, which can be 
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computed only when the solution of equation (3.8) for the specific intensity is ob-
tained. Here, we employ a numerical algorithm that is a generalization of the method 
of variable Eddington factors (Mihalas 1980; see also Mihalas 1978, pp. 157-158) in 
order to solve iteratively equation (3.8) for the specific intensity of the radiation field 
and the system of partial differential equations (3.9) and (3.10) for its zeroth and first 
moments. This algorithm has proven to be very efficient and gives a solution to the 
complete transfer equation that is limited only by numerical accuracy, independent 
of the optical depth of the medium. 
In this method, we first solve the moments of the transfer equation using an initial 
guess for the variable Eddington factors and for the outer boundary condition. We 
then compute the generalized source function using the calculated moments of the 
specific intensity, solve the radiative transfer equation, and use this solution to update 
the Eddington factors. We repeat the whole procedure until convergence is achieved. 
3.3.1 Solution of the Moments of the Transfer Equation 
The moments of the transfer equation depend only on radius and photon energy, 
when the variable Eddington factors are known. Therefore, we need to discretize the 
domain of solution and the differential operators of equations (3.9) and (3.10) on a 
two-dimensional mesh of N-r grid points over the variable Tr and N En grid points over 
the photon energy €. 
The mesh of discrete grid points over the variable Tr must resolve the rapid change 
of the variable Eddington factors with optical depth near the boundaries of the domain 
of solution. In order to achieve this, we define the mesh points to be equidistant in 
the quantity 
{ 
WT + ( 1 - W) log T , Q= W (Tm - T) + ( 1 - W) log (Tm - T) T ~~Tm T ~~Tm (3.17) 
where T is the optical depth (and not the quantity Tr) in the radial direction measured 
from rout, Tm = T(rin) is the maximum radial optical depth in the medium, and W 
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I.·. 
is a dimensionless parameter that allows us to combine a logarithmic grid near the 
boundaries with a linear grid in the interior. Because the spectra that emerge from 
Comptonizing media are often close to power laws, we shall use a logarithmic mesh 
of discrete grid points over photon energy €. 
Let Fi3 be the value of a physical quantity (e.g., J, Hr, rr, or grr) at the i-th 
grid point in the variable Tr and at the j-th grid point in photon energy. For all 
the interior grid points, in discretizing the zeroth moment of the transfer equation 
we approximate the first derivative of the quantity F with respect to the variable Tr 
using the relation 
( 8Fi3) 8Tr i-1/2,j 
F':·-F.·1· i,3 i- ,3 
(Tr )i - (Tr )i-1 ' (3.18) 
and center all the other differential operators at ( i - 1/2, j). In discretizing the first 
moment of the transfer equation, we approximate the first derivative of the quantity 
F with respect to the variable Tr using the relation 
( 8Fi3) Fi+1,3 - Fi,3 8Tr i+l/2,j - (Tr )i+l - (Tr )i ' 
(3.19) 
and center all the other differential operators at (i + 1/2,j). In both equations we 
approximate the first derivative of the quantity F with respect to photon energy by 
(3.20) 
and the second derivative with respect to photon energy by 
( 8
2F.··) 2 (F.· ·+1 - F.· · F.· · - F: · 1) i3 i,3 i,3 i,3 i,3-
~ ij = €j+l - €j-1 €j+i - €j - €j - €j-1 (3.21) 
We solve the system of equations (3.9) and (3.10) for the zeroth and first moments 
of the specific intensity of the radiation field, J and Hr, at N..,. grid points in optical 
depth and NEn grid points in photon energy. Therefore the system of equations has 
N..,. x NEn unknowns. At all the interior grid points (1 < i < N..,.; 1 < j < NEn) we solve 
both equations (3.9) and (3.10) using the differencing scheme of equations (3.18)-
(3.21). For i = 1 and for all j we solve equations (3.13) and (3.10), whereas for 
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i = N,. and for all j we solve equations (3.14) and (3.9). Finally, for all i and for 
j = 1, NEn, we set both the zeroth and first moments of the specific intensity equal 
to zero, according to boundary conditions (3.15) and (3.16). 
The resulting system of equations is linear in both the zeroth and first moments 
of the specific intensity. Defining the quantity Pi as 
(3.22) 
the system of equations takes the form shown in Figure 3.2. The matrix of coefficients 
is a sparse matrix and can be solved efficiently with the biconjugate gradient method 
[see, e.g., Press et al. (1992), p. 209] with a preconditioner matrix. We choose the 
preconditioner matrix to be the coefficient matrix, with the elements at the outer two 
diagonal bands set equal to zero. The preconditioner matrix can then be inverted 
efficiently with the LU-decomposition method [see, e.g., Press et al. (1992), p. 202]. In 
this method, in order to avoid round-off errors, we scale all the rows in the coefficient 
matrix so that the highest value of the elements in each row is unity. Depending on 
the complexity of the particular problem, the system of difference equations can be 
solved to a fractional accuracy of 10-5 within less than fifty iterations, which can be 
performed in a fraction of a minute on a current workstation. 
3.3.2 Solution of the Radiative Transfer Equation 
In the iterative method of the variable Eddington factors, the transfer equations (3.8) 
is solved at every grid point in the (p - z) plane for the boundary conditions (3.11) 
and (3.12). Because the generalized source function is calculated using the results 
from the previous iterations, the solution of equation (3.8) is just the formal solution 
that can be obtained analytically, i.e., 
- foTz S(t,p, €)e(l-2£)(t--rz)dt 
J+(z . p €)e(l-2£)(-rz-Tzmin) 
Inllll ' 
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Figure 3.2: Schematic representation of the linear system of the discretized zeroth 
and first moments of the radiative transfer equation. 
(3.23) 
where 
I +( ) { J-(Zmin,p, €) , P >Tin Zmin,p, € = J-( ) Hr( ) Zmin,p,€ +4 o € , p<Tin (3.24) 
and Zmin = 0 or Zmin = (T! + p 2)112 when p >Tin or p <Tin respectively. 
3.3.3 Code Validation 
We test the implementation of the numerical method described above in the following 
way: 
First we test the implementation of the solution to the radiative transfer equation. 
We choose the generalized source function to be an exponential in the variable Tz so 
that the integrals in equations (3.23) can be evaluated analytically. We then calculate 
· the numerical solution of the transfer equation and refine the discrete mesh until the 
numerical solution agrees with the analytic one. 
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Finally, we perform a consistency test between the solution of the transfer equation 
and the solution of the moment equations. We solve equation (3.8) iteratively without 
using the solution of the system of equations (3.9)-(3.10), by starting with an assumed 
generalized source function [e.g., S(z,p, €) = O], solving the transfer equation for the 
specific intensity, calculating its moments, updating the generalized source function, 
and repeating until convergence is achieved. We then calculate the moments of the 
specific intensity obtained in this way and compare them directly with the moments 
obtained by solving equations (3.9) and (3.10). 
The desired accuracy of the calculations, which depends mainly on the choice of 
the discrete mesh, depends on the particular problem. Because we are interested 
in calculating the spectra of accreting compact objects, the X-ray colors of which 
are observed to change by a few percent when the mass accretion rate changes by a 
factor of"' 2 (Basinger & van der Klis 1989), we require for our solutions a fractional 
accuracy of"' 10-3 • 
3.4 Results 
In this section we solve the radiative transfer equation for four model problems with 
spherical symmetry that are related to various astrophysical systems and in particular 
to accretion flows onto compact objects. In §3.4.1 we discuss Comptonization of soft 
X-ray photons by a static, uniform medium of hot electrons; this configuration is 
thought to he responsible for the hard X-ray spectra of weakly magnetic, accreting 
neutron stars (see, e.g., Lamb 1989). In §3.4.2 we solve the radiative transfer equation 
in a uniform, cold, converging flow; although such a configuration requires fine tuning 
of the physical conditions around an accreting object and may not occur in nature, 
it is used here to provide physical understanding of the effect of Comptonization by 
the bulk electron velocity. Finally, in §3.4.3 we discuss more realistic problems of 
spherical accretion onto and outflows from compact stars. 
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3.4.1 Compton Scattering in a Hot, Static Medium 
For the first model problem, we consider a static, spherically symmetric, purely scat-
tering medium and set the parameters to values that are typical for weakly magnetic, 
accreting neutron stars (see Psaltis et al. 1995). We set the outer radius of the scatter-
ing medium to 3rin, its electron temperature to 10 ke V, its electron scattering optical 
depth to 4, and the energy-dependence of the radiation flux at the inner boundary 
to be that of a blackbody with a temperature of 0.5 keV; the normalization of the 
input flux is arbitrary because we have assumed that there are no sources of photons 
in the medium. This is a frequently solved problem that has been analyzed in detail 
by, e.g., Katz (1976), Shapiro et al. (1976), and Sunyaev & Titarchuk (1980). All 
these authors showed that the emerging radiation spectrum at energies much larger 
than the energy of the injected photons is largely independent of the details of the 
input spectrum and can be described by a power-law with an exponential cut-off at 
,..., 3Te. Here we solve this simple problem to demonstrate the fact that the variable 
Eddington factors are not independent of energy even when the photon mean-free 
path is independent of energy and the medium is static (see also the discussion in 
Paper I and Chapter 2). 
Figure 3.3 shows the zeroth and first moments of the specific intensity of the 
radiation field, J and Hr, as a function of photon energy and radius. Both quantities 
decrease overall with increasing radius because of the dilution of the radiation field. 
The energy dependence of the radiation energy density changes within one photon 
mean-free-path from the inner boundary but remains unchanged at larger radii. On 
the other hand, the radiation flux evolves throughout the scattering medium. This is 
a consequence of the fact that we solved the system of moment equations by imposing 
an inner boundary condition on H and an outer boundary condition on the ratio H / J 
and not on J itself. 
Figure 3.4 shows the first Eddington factor f = Krr / J at two photon energies as 
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Figure 3.3: The zeroth and first moments of the specific intensity of the radiation field 
in the static, hot medium discussed in §3.4.1. In both panels the curves correspond 
to radii in the medium that are equidistant in the parameter Q (see eq.[3.17]). 
well as the ratio of the energy-integrated second to zeroth moments of the specific 
. intensity of the radiation field. . The Eddington factor shows a strong dependence 
on photon energy even though the scattering cross section and hence the photon 
mean-free-path are mostly energy independent at these low photon energies. This is 
because photons were injected into the medium with energies ~ Te and on average 
gain energy at each scattering. As a result, photons emerging with low energy have 
experienced on average a smaller number of scatterings than photons with higher 
energy and therefore their distribution is less isotropic. 
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Figure 3.4: The first Eddington factor at two photon energies (solid lines) as well as 
the ratio of the energy-integrated second to zeroth moment of the specific intensity 
of the radiation field (dashed line) for the model problem discuss in §3.4.1. 
Figure 3.5 compares the emerging radiation spectrum obtained using the method 
of variable Eddington factors with the spectra obtained using the same boundary 
conditions but two energy-independent prescriptions of the first Eddington factor 
that are commonly used; the second Eddington factor does not enter the calculation 
when the bulk velocity of the electrons is zero. Note that the prescription f = 1/3 for 
all photon energies is not the correct diffusion approximation for Compton scattering 
because it neglects the strong energy dependence of f on photon energy that exists 
even when the photon mean-free-path is smaller than any characteristic length in 
the syst'em and photons diffuse through the scattering medium (see Psaltis & Lamb 
1997 and Chapter 2). The discrepancy between the self-consistent solution and the 
ones obtained using prescribed Eddington factors is small for the prescription that 
depends on optical depth and can be as large as "' 50% at high photon energies for the 
prescription that is independent of optical depth. This discrepancy increases when 
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Figure 3.5: The radiation spectrum at the outer boundary obtained using the method 
of variable Eddington factors and the spectra obtained using the same boundary 
conditions but two energy-independent prescriptions of the first Eddington factor. 
the ratio of the photon mean-free path to the smallest characteristic length scale in 
the system increases. 
3.4.2 Compton Scattering in a Uniform Flow 
In order to investigate the effects of Comptonization by the bulk electron flow we 
first use the same scattering medium as in the previous paragraph but set the elec-
tron temperature equal to zero and the inward electron bulk velocity equal to 0.2c 
. , . 
everywhere in the flow. 
Figure 3.6 shows the radiation spectrum at the inner boundary, the emerging 
radiation spectrum when only terms that are first-order in the electron bulk velocity 
are taken into account, as well as the emerging radiation spectrum that is correct 
to second order in the electron bulk velocity. The terms that are first-order in the 
electron bulk velocity produce a displacement in log € of the input spectrum towards 
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Figure 3.6: The radiation spectrum at the inner boundary (dotted line), the emerging 
radiation spectrum when only terms that are first-order in the electron bulk velocity 
are taken into account (dashed line), and the emerging radiation spectrum that is 
correct to second order in the electron bulk velocity (solid line) for the configuration 
discussed in §3.4.2. 
higher photon energies, whereas the terms that are second-order in the electron bulk 
velocity produce a power-law tail at high photon energies. 
When the total optical depth of the scattering medium and hence the average 
number of scatterings that each photon experiences are increased, then on average 
photons gain more energy by scattering off moving electrons. As a result, the emerging 
radiation spectrum is displaced towards higher photon energies, and the power-law 
tail becomes flatter (see Fig. 3.7a). The emerging spectrum changes in a similar way 
when the electron bulk velocity is increased (see Fig. 3. 7b ). 
3.4.3 Compton Scattering in Inflows and Outflows 
For our simple model calculations of accretion onto a central object we assume a free-
fall density profile and set everywhere in the flow the electron temperature to zero and 
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Figure 3.7: The dependence of the emerging radiation spectrum on (a) the electron 
scattering optical depth and (b) the electron bulk velocity, for the configuration dis-
cussed in §3.4.2. 
the inward radial velocity equal to the free-fall velocity from infinity onto a compact 
object with a gravitational mass of l.4M0 . We also set the outer radius of the medium 
to 30rini at these large radii the photon mean-free path is large compared to radius 
and the electron bulk velocity is small compared to the speed of light that the flow 
does not effect significantly the photon distribution. Finally, instead of specifying the 
mass accretion rate onto the compact object, we specify the total electron-scattering 
optical depth of the flow. 
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. Figure 3.8: (a) The radiation spectrum at the inner boundary (dotted line), the 
emerging radiation spectrum when only terms that are first-order in the electron bulk 
velocity are taken into account (dashed line), and the emerging radiation spectrum 
that is correct to second order in the electron bulk velocity (solid line) for the inflow 
problem discussed in §3.4.3. (b) The dependence of the emerging radiation spectrum 
on the electron-scattering optical depth of the fl.ow. 
Figure 3.8a shows the radiation spectrum at the inner boundary, the emerging 
radiation spectrum when only terms that are first-order in the electron bulk velocity 
are taken into account, as well as the emerging radiation spectrum that is correct to 
second order in the electron bulk velocity. As in the model calculation discussed in 
§3.4.2, the terms that are first-order in the electron bulk velocity produce a displace-
ment in log€ of the input radiation spectrum towards higher photon energies. On the 
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other hand, the terms that are second-order in the electron bulk velocity systemati-
cally upscatter photons and produce a power-law tail at high photon energies. When 
the optical depth of the flow is increased, the systematic upscattering of photons 
becomes more efficient and the high-energy tail becomes flatter. 
Figure 3.9 shows the same quantities as Figure 3.8 but for the case of an outflow. 
For this model problems we have used the same parameters as in the inflow calculation 
but changed the sign of the velocity at all radii. In an outflow, the terms that are 
first-order in the electron bulk velocity produce a displacement in log€ of the input 
radiation spectrum towards lower photon energies. On the other hand, the effect of 
the terms that are second-order in the electron bulk velocity is the same as in the 
case of inflow, i.e., they systematically upscatter the photons and produce a tail at 
high photon energies. For the optical depths and bulk velocities considered here, the 
effect of the second-order terms nearly cancels the effect of the first-order terms and 
the major difference between the input and emerging spectra is the power-law tail at 
high photon energies. As in the case of the inflow, when the optical depth of the flow 
increases, the power-law tail becomes flatter. 
3.5 Discussion 
In the previous sections we presented a method for solving numerically the radiative 
transfer equation that describes Compton scattering in spherically symmetric systems, 
and applied it to a variety of cases related to accretion onto compact objects. We 
showed that. the first Eddington factor, which describes the degree of isotropicity 
of the radiation field at a given point in space, may depend strongly on photon 
energy even though the photon mean-free-path is energy independent, if the photons 
are preferably upscattered or downscattered in energy at each scattering. We also 
demonstrated that the terms that are first-order in the electron bulk velocity alter 
the input spectrum in a way that is qualitatively and quantitatively different than 
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Figure 3.9: (a) The radiation spectrum at the inner boundary (dotted line), the 
.·emerging radiation spectrum when only terms that are first-order in the electron bulk 
velocity are taken into account (dashed line), and the emerging radiation spectrum 
that is correct to second order in the electron bulk velocity (solid line) for the outflow 
problem discussed in §3.4.3. (b) The dependence of the emerging radiation spectrum 
on the electron-scattering optical depth of the flow. 
the effect of the terms that are of second-order. 
The effect of the terms that are first-order in the electron bulk velocity becomes 
evident if we keep in the zeroth moment of the radiative transfer equation, which is 
also the energy equation of the radiation field, only these first-order terms, i.e., if we 
write it as 
(3.25) 
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(3.26) 
where lH is the unit vector in the direction of the radiation flux and we have again 
assumed that there are no sources of photons within the Comptonizing medium. The 
solution of equation (3.25) is simply 
(3.27) 
where 
log €1 =log€ - irin neUT (v · ZH) dr . (3.28) 
Equation (3.27) describes a displacement in log€ of the input spectrum towards higher 
photon energies when the photons move on average against the electrons (V .if < 0) or 
towards lower photon energies when the photons move on average with the electrons 
(V ·ii > 0). This result is very general, provided only that there are no sources of 
photons within the flow. It is independent of the value of the Eddington factors and 
hence is valid in both the diffusion and free-streaming regimes. It is also independent 
of whether the flow converges or diverges. 
Equation (3.27) shows that the effect on the radiation of the terms that are first-
order in the electron bulk velocity is determined mainly by the input boundary con-
ditions. If there were sources of photons within the flow that were specified a priori, 
then the effect of these first-order terms would also depend very sensitively on the 
input spatial and energy distribution of these sources. Therefore, the power-law spec-
tra obtained by various authors (see, e.g., Payne & Blandford 1981b; Mastichiadis & 
Kylafis 1992; Titarchuk, Mastichiadis, & Kylafis 1997) as a result of Comptonization 
of soft photons by the bulk electron motion, when only terms that are first-order in 
the electron bulk velocity are kept, are not general but depend very sensitively on 
the assumed boundary conditions and on the particular configuration of the prob-
lem under study. A discussion of Comptonization in moving media to first order in 
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the electron bulk velocity and a detailed comparison with previous studies will be 
reported elsewhere (Zampieri et al. 1997). 
The effect on the radiation field of the terms that are second-order in the electron 
bulk velocity is qualitatively and quantitatively different than the effect of the terms 
that are first-order. At each scattering with a moving electrons, the second-order 
average fractional energy change of a photon in the system frame is always positive, 
independent of the photon energy, and equal to 4V2 /3 (see, e.g., Rybicki & Lightman 
1979, ch. 7; see also the discussion in Psaltis & Lamb 1997 and Chapter 2). If the 
distribution of photon residence times in the Comptonizing medium drops exponen-
tially to zero at late times, then a power-law tail is produced at high photon energies 
(for total scattering optical depths .<.1), in analogy to the generation of power-law 
tails by thermal Comptonization. 
The velocity at which the terms that are second-order in V become important 
depends on the ratio of the photon mean-free-path Amfp to the shortest characteristic 
length scale L in the problem. In general, when V( >.mrp/ L) ,...., 1, i.e., close to and 
within the photon-trapping radius, the terms that are first- and second-order in V 
become comparable in size (Yin & Miller 1995; Psaltis .& Lamb l997a and Chapter 2) 
and hence the latter should not be neglected. 
In conclusion, using the above simple model-problems we demonstrated that radia-
tive transport calculations in flows in which Compton scattering is important should 
be performed correctly at least to second order in the electron bulk velocity, even 
when this velocity is small. Moreover, we showed that the complete radiative transfer 
equation should be solved and not simply the moment equations, because the solu-
tion of the latter depends sensitively on the prescription used for the closure relations 
and on the boundary conditions. For models of accretion onto compact objects addi-
tional effects should be included in the calculations, such as departures from spherical 
symmetry and general relativistic effects. Models of the X-ray spectra of accreting 
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compact objects that can match the level of detail observed in these systems with cur-
rent instruments can only be the results of very detailed calculations of the transport 
of radiation in the accretion flows around them. 
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Chapter 4 
X-ray Spectra of Z Sources 
4.1 Introduction 
Low-mass X-ray binary systems (LMXBs) are thought to consist of a compact object 
(a neutron star or black hole) and a low-mass main sequence or giant companion. 
About 100 such systems have been detected in our galaxy. Despite many attempts 
during the last twenty years, no periodic X-ray brightness oscillations or cyclotron 
lines have ever been detected in the persistent emission of most low-mass X-ray bi-
naries (see Mereghetti & Grindlay 1987; Wood et al. 1991; Vaughan et al. 1994b 
and references therein); only four of the known low-mass X-ray binary systems are 
. X-ray pulsars (van Paradijs 1995). Current upper limits on therms amplitude of any 
periodic oscillations with frequencies below 500 Hz in the persistent emission of most 
LMXBs range from a few percent in some faint LMXBs to ,...., 0.3% in the brightest 
ones. 
The detection of type I X-ray bursts from rv 35 LMXBs, which are thought to 
be caused by thermonuclear flashes in the surface layers of a neutron star, provides 
compelling evidence that these particular systems contain accreting neutron stars (see 
Lewin, van Paradijs & Taam 1995). The recent detection of nearly coherent X-ray 
brightness oscillations with frequencies ,...., 360-590 Hz from four LMXBs during type I 
X-ray bursts provides additional evidence that the compact objects in these systems 
are neutron stars (Strohmayer et al. 1996a, 1996b; Smith, Morgan, & Bradt 1997; 
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.·Zhang et al. 1997). About 20 LMXBs are thought to contain black holes, based either 
on measured mass-functions that imply gravitational masses higher than the expected 
3M0 maximum mass of a neutron star or based on the detection of a collection of 
related phenomena that are thought to indicate the presence of a black-hole (Tanaka 
& Lewin 1995). In this chapter we will focus on low-mass X-ray binaries that contain 
neutron stars and will refer to them hereafter simply as LMXBs. 
During the last decade, observations of LMXBs made using several X-ray satel-
lites (mainly EXOSAT and Ginga) that had good spectral resolution and fast timing 
capabilities revealed a great number of phenomena at frequencies ;S.200 Hz that vary 
systematically with the spectral state of the sources. All these phenomena were suc-
cessfully organized by Hasinger & van der Klis (1989) into a general phenomenological 
framework (see also van der Klis 1989). According to this framework, many neutron-
star LMXBs can be classified as either Z or atoll sources (the names come from the 
shapes of the tracks these sources make in X-ray color diagrams). Atoll sources have 
X-ray luminosities "'0.01- 0.1 times the Eddington critical luminosity LE, have sev-
eral distinct broad-band components in their power density spectra below "'200 Hz, 
and produce type I X-ray bursts. The Z sources, in contrast, have X-ray luminosi-
ties "' LE, produce two types of quasi-periodic X-ray brightness oscillations ( QPOs) 
and three types of broad-band noise below "'200 Hz, and infrequently burst if they 
burst at all~ More recently, observations of Z and atoll sources with the Rossi X-ray 
Timing Explorer have revealed in several of these sources QPOs with frequencies of 
order "' 1 kHz (see, e.g., van der Klis et al. 1996; Berger et al. 1996; Strohmeyer et al. 
1996a; Zhang et al. 1996) and characteristics that change with the X-ray spectra of 
the sources. In this chapter we concentrate on the rapid-variability phenomena with 
frequencies ;S.200 Hz and refer to Miller, Lamb, & Psaltis (1997) for a discussion of a 
model for the kilohertz QPOs that is consistent with the results of the current work. 
A model that provides a unified description of the X-ray spectra and variability of 
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the Zand atoll sources has been proposed by Lamb (1989). In this model, LMXBs are 
assumed to be weakly magnetic neutron stars that accrete matter from a Keplerian 
disk and also, when the mass accretion rate is near-Eddington, from a region of nearly 
radial inflow that originates in a corona above the inner part of the disk. If a source 
has a magnetic field ;(;109 G and accretion rate rv 0.5 - 0.9 ME (where ME is the Ed-
dington critical mass accretion rate), it produces quasi-periodic brightness oscillations 
at the beat frequency between the orbital frequency of density inhomogeneities in the 
accretion disk at the inner radius of the Keplerian fl.ow of the gas that is threaded 
by the stellar magnetic field and the stellar spin frequency (Alpar & Shaham 1985; 
Lamb et al. 1985; Shibazaki & Lamb 1987). This is the so-called horizontal branch 
oscillation (HBO; see also §4.2). When the mass accretion rate becomes comparable 
to the Eddington critical rate, oscillations in the region of nearly radial inflow become 
weakly damped and QPOs are produced at frequencies approximately equal to the 
inverse inflow time from the outer radius of the region (Fortner, Lamb, & Miller 1989; 
Fortner 1992). This is the so-called normal/flaring branch oscillation (N /FBO ). Rel-
atively fl.at X-ray spectra, cut-off at energies in the range 10 - 30 ke V, are produced 
by Comptonization of soft photons, which are emitted close to the stellar surface, by 
the hot plasma that surrounds the neutron star. The preliminary results of Psaltis, 
Lamb, & Miller (1995) and of Litchfield & Kylafis (1996) have shown that the X-ray 
spectra and colors predicted by the unified model are consistent with observations. 
In this chapter, we present the results of detailed numerical calculations of the 
X-ray spectra of the Z sources, based on the unified model. We treat in detail Comp-
ton scattering in the accretion fl.ow around the neutron star. However, due to the 
complexity of the problem, we make several simplifying assumptions regarding the 
emission processes that are responsible for the production of photons near the neutron 
star surface. Even with these approximations though, the results provide a simple, 
physically consistent explanation of the 2 -15 keV X-ray spectra as well as of several 
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. other.heretofore inexplicable properties of the Z sources. In §4.2 we summarize the 
relevant observations and outline the key characteristics of the unified model. In §4.3 
and §4.4 we discuss the physical conditions and radiation processes in the two main 
region of the model, namely the hot central corona and the region of nearly radial 
inflow. In §4.5 we demonstrate the ability of our spectral model to reproduce the 
X-ray spectra and color diagrams of the Z sources. Finally, in §4.6 we discuss the 
similarities and differences between Z sources with different neutron-star magnetic 
field strengths, as well as some implications of our results for issues related to the 
X-ray spectra of Z sources. 
4.2 Observations and Theoretical Models 
4.2.1 Observations and Spectral Models 
Color diagrams and power spectra.-The Z sources are luminous LMXBs that show a 
characteristic Z-shaped pattern in their color-color diagrams, which consists of three 
branches: the horizontal (HB), normal (NB) and flaring branch (FB; Basinger & van 
der Klis 1989). When a Z source is on the HB, a quasi-periodic oscillation of its X-ray 
emission is observed, with a centroid frequency~ 20-60 Hz that, in general, increase 
with increasing countrate and is accompanied by a low frequency noise component 
(LFN) in the power-density spectra (van der Klis et al. 1985). This is the so-called 
horizontal branch oscillation (HBO). On the normal branch, the HBO becomes weaker 
and eventually disappears into the noise. Instead, a low-frequency QPO peak appears 
in the power spectrum, with a frequency that does not show any similar correlation 
with countrate (Middleditch & Priedhorsky 1986). As the source moves through 
the NB-FB transition, the frequency of this low-frequency QPO increases abruptly, 
while the QPO peak becomes broader and weaker. This is the normal/flaring branch 
oscillation (N/FBO). A recent analysis of archival EXOSAT observations of Cyg X-2 
revealed a QPO peak at rv 26 Hz, when the source was near the hardest end of the FB 
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(Kuulkers & van der Klis 1995); it is still unclear whether this QPO peak is related 
to the N/FBO or represents a third type of QPO. 
The motion of a particular source along the Z pattern in the color diagram is 
erratic but continuous and is thought to be described by the very low frequency 
noise component (VLFN) in the power spectrum of the source (see Dieters & van 
der Klis 1997). A complete Z track is usually traced out on a timescale of 10-20 
hours. In general, all the rapid variability phenomena appear to vary systematically, 
continuously, and reproducibly with position on the Z. Similar patterns are also traced 
by the Z sources in the hardness-countrate diagrams. 
Recent analyses of archival EXOSAT data (Kuulkers et al. 1994; Kuulkers 1995; 
Kuulkers & van der Klis 1996; Kuulkers, van der Klis, & Vaughan 1996) indicate 
that the Z sources can be further divided into two classes: Cyg X-2, GX 5-1 , and 
GX 340+0 (hereafter referred to as the "Cyg-like" sources) form one class, whereas 
Seo X-1, GX 17+2, and Seo X-2 (hereafter referred to as the "Seo-like sources") form 
the other. The Cyg-like sources have: (1) extended HBs, (2) short FBs in the HID 
that extend towards lower countrates, (3) strong HBO, and ( 4) Z patterns that are 
not fixed in the color diagram plane, but move on time scales of a few days. On the 
. other .hand, the Seo-like sources have: (1) short HBs, (2) long FBs in the hardness-
countrate diagrams, which extend towards higher count-rates, (3) weak (GX 17+2 , 
Seo X-1) or absent (GX 349+2) HBO, (4) peaked LFN on the HB, and (5) Z patterns 
that are fixed in the color-color plane. 
In discussing the tracks of the Z sources in color diagrams, a monoparametric 
reference frame is often used to describe the position of a particular source along 
any branch (Hertz et al. 1992). This single parameter, the so-called rank number, is 
set equal to 1 at the HB-NB transition (hard vertex) and equal to 2 at the NB-FB 
transition (soft vertex) and is allowed to increase continuously and monotonically 
from the HB to the NB and finally to the FB. Positions on the HB and the FB are 
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assigned rank numbers based on the metric established by the NB length. 
Spectral models-In early work, a variety of simple mathematical expressions were 
used to fit the observed spectra of the Z and atoll sources. As the precision of measure-
ments improved, acceptable fits to the spectra of these sources could not be obtained 
with a single, simple expression and additional components were introduced to the 
model spectra (Swank & Serlemitsos 1985). Over time, expressions with an increasing 
number of free parameters have given statistically acceptable fits to the data (White 
et al. 1986; Mitsuda et al. 1984; White, Stella, & Parmar 1988; Schulz, Hasinger, 
& Trumper 1989; Hasinger et al. 1990; Asai et al. 1994; Christian & Swank 1997; 
see Vacca et al. 1987 for a discussion of the different models). However, when addi-
tional components were added to the model spectra, the number of free parameters 
became comparable to the implicit degrees of freedom in the data and statistically 
acceptable fits to the same observations could be obtained using a variety of quite 
different mathematical models. These spectral models, when folded with the response 
of the detectors, give a fairly good representation of the observed countrate spectra, 
although most are simply mathematical functions and not the result of self-consistent 
detailed calculations of the various physical processes that take place around accreting 
neutron stars. Some authors have also developed physical models, which fit well the 
time-averaged spectra of particular Z and atoll sources (White et al. 1986; Ponman et 
al. 1989; Schulz & Wijers 1993). However, these models do not attempt to describe 
the detailed phenomenology and properties of the Z sources, i.e., the properties of the 
QPOs, the variation of the model parameters with mass-accretion rate, etc. 
Most of the above analyses have shown that the spectra of Z sources between 
. 1 -15 keV can be fitted fairly well by the sum of a power-law spectrum (with an ex-
ponential cut-off at energies "'"' 10 - 30 ke V) plus a broad spectral component (usually 
a blackbody component) at energies "'"' 1- 3 ke V. The spectra of Z sources at energies 
;:(:.15 keV could not be observed with satellites like EXOSAT or GINGA that had 
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a vanishingly small quantum efficiency at these high photon energies. Observations 
with SIGMA and with balloon-born detectors have shown that less than ,....., 1 % of the 
total X-ray flux of the Z sources is emitted at energies .<,30 keV (Barret & Vedrenne 
1994; see also Matt et al. 1990; Ubertini et al. 1992; Gilfanov et al. 1993). 
The detection of iron emission lines (e.g., at ,....., 6.7 keV) is hampered by inac-
curacies in the subtraction of the continua and has been debated for several years. 
Detection of broad (FWHMrv 0.5 - 1 ke V) iron emission lines has been reported for 
some Z sources (e.g., Seo X-1: Suzuki et al. 1984; White, Peacock, & Taylor 1985; 
Cyg X-2: Chiappetti et al. 1990; Smale et al. 1993), whereas any emission lines were 
absent in others (GX 5-1 : Kendziorra et al. 1985). Gottwald et al. (1995) sum-
marized the results on iron emission lines obtained by EXOSAT. Finally, there have 
been many reports of detections of broad emission lines at ,....., 1 keV in Cyg X-2 and 
Seo X-1 (see Kuulkers et al. 1997 and references therein). 
4.2.2 The Unified Model 
In the unified model (for a detailed discussion of the unified model see Lamb 1989), 
the compact object in a Z source is assumed to be a neutron star with a magnetic 
field strength of ,....., 109 - 1010 G accreting matter from a disk fed by the companion 
star. 
At all mass accretion rates, the magnetosphere and the inner disk are surrounded 
by a hot central corona (HCC). Electron scattering in this HCC spreads the pulsar 
beam and efficiently suppresses periodic modulations of the X-ray brightness at the 
spin frequency of the neutron star (Lamb 1989; see also Brainerd & Lamb 1987; 
Kylafis & Phinney 1989). 
' 
When the total luminosity of the neutron star, the HCC, and the inner disk 
becomes comparable to the Eddington critical luminosity, the outward radiation force 
drives plasma out of the disk, forming an extensive inner disk corona (Lamb 1989; 
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Fortner, Lamb, & Miller 1989; Fortner 1992). Radiation drag then removes the 
· azimuthal and vertical momentum from the plasma in the inner disk corona in less 
than one orbit creating a region of approximately radial inward flow (RF). Because 
of the close balance between gravity and the radial component of the radiation force, 
oscillations in the region of approximately radial inflow with frequencies ,...., 5 - 10 Hz 
become weakly damped (Fortner et al. 1989; Fortner 1992; Miller & Park 1995) and 
these modes appear in the power spectra of the Z sources as QPO peaks, the so-called 
N /FBO. Detailed numerical calculations of the frequency, phase shift, and energy-
dependent amplitudes of the N /FBO are in excellent agreement with observations 
(Fortner et al. 1989; Fortner 1992; Miller & Lamb 1992). 
In the unified model, the behavior of a LMXB depends primarily on two param-
eters: the neutron star surface magnetic field strength BNs and the mass accretion 
. rate )lf. Although the magnetic field is not expected to vary on the time scales of 
interest here, there is evidence that the mass accretion rate changes by ,...., 10% within 
,...., 100 s and by a factor of two within a few hours (see van der Klis 1989). In the 
Z sources, it appears that M increases monotonically as the source moves along the 
Z (i.e., with rank number), in the sense HB---rNB---rFB. This is supported by (for 
a more complete discussion see van der Klis & Lamb 1997): (1) the small width of 
the Z-shaped patterns in the color diagrams and the fact that all properties of the Z 
sources vary systematically, continuously, and reproducibly with position along the 
Z, (2) the increase of the centroid frequency of the HBO along the HB (e.g., Kuulkers 
et al. 1994), which according to the magnetospheric beat-frequency model (Alpar & 
Shaham 1985; Lamb et al. 1985) is caused by an increase in the mass accretion rate 
through the inner accretion disk, (3) the rapid turn-on of the N /FBO in the middle 
of the NB which, in the unified model, is caused by the rapid decrease in the damping 
of radial oscillations with increasing mass accretion rate (Fortner et al. 1989; Fortner 
1992), ( 4) the increase of the X-ray variability as the sources move from the NB to 
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the FB, which is expected if M changes from subcritical to supercritical, and (5) the 
monotonic increase of UV emission lines and continuum flux along the Z, which can 
be fit by accretion disk models in which the mass accretion rate increases with rank 
number (Vrtilek et al. 1990). Hereafter we shall assume that the variations in the 
X-ray colors and countrates that produce the Z-shaped patterns in the color-color 
diagrams are caused by variations in the mass accretion rate. 
4.3 The Hot Central Corona 
As outlined in §4.2, according to the unified model the neutron star in a Z source is 
surrounded by a hot central corona that suppresses any periodic oscillations at the 
spin-frequency of the neutron star and in which the hard X-ray spectrum of the source 
is formed. In this section, we discuss the heating and cooling of the electrons, the 
structure of the magnetic field, and the dominant radiation processes in the HCC. 
4.3.1 Heating and Cooling of the Electrons 
In principle, the HCC could be supported against gravity by the stellar magnetic 
field, rotation, radiation forces, gas pressure gradient forces, or be in free-fall. The 
fact that all LMXBs-which have different magnetic field strengths, mass accretion 
rates, and are observed at different inclinations-show evidence for a Comptonizing 
corona that surrounds the inner disk and magnetosphere strongly suggests that the 
HCC is more or less spherically symmetric and hence cannot be supported by the 
stellar magnetic field or by rotation. Since a HCC exists even at mass accretion rates 
that are much lower than the Eddington critical rate (i.e., in the atoll sources), the 
HCC cannot be supported by radiation forces or even be in free-fall, because in the 
latter case the optical depth of the HCC would not be enough to account for the 
hard X-ray spectra of LMXBs. As a result, the HCC is probably supported by the 
thermal pressure of hot ions. We thus have a situation in which the ions are heated 
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by unspecified processes (perhaps interaction with the magnetosphere or thermal 
instability of the inner disk) and cooled by interaction with electrons, the electrons 
are heated by the ions (collisional heating) and cooled by interactions with photons, 
and the photons are heated by the electrons ( Comptonization and cyclotron emission 
and self-absorption; energy exchange between photons and electrons due to thermal 
bremsstrahlung is negligible, as we demonstrate in §4.3.3). Here we demonstrate with 
the following simple argument that radiative cooling in the HCC can be very efficient 
in maintaining the electrons at a much lower temperature than the ions. 
In order for the ion thermal pressure to support the gas in the HCC, the ion 
temperature should be comparable to the free-fall temperature 
Ti~~ (mp) (_!1_) (RNS) mec2 ~ 0.1 (Ruf RNS) (RNs) GeV, (4.1) 
3 me RNs R 0.2 R 
where mp and me are the proton and electron rest masses, RNs is the radius of the 
neutron star, R0 = GM/(RNsc2 ), and Mis the mass of the neutron star. 
The electrons exchange energy with the ions via Coulomb collisions and with 
the photons via Compton scattering and cyclotron absorption and emission. We 
approximate the Coulomb heating rate by (Spitzer 1956) 
(4.2) 
where ni is the ion number density, ~ and Te are the ion and electron tempera-
tures, and te-i is the characteristic time-scale for energy-exchange between ions and 
electrons. This time scale is (Spitzer 1973) 
(4.3) 
where ne is the electron density and Ai and Zi are the massive and atomic numbers 
of the ions, 
A= _3_ (k~T:) 112 { 1, Te< 4.2 x 105 K (4.4) 2Zie3 11'ne (Te/4.2 X 105 K)-112 , Te ~ 4.2 X 105 K ' 
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and e is the electron charge. 
We calculate the Compton and cyclotron heating and cooling rates by integrating 
the right side of the zeroth moment of the radiative transfer equation, which is also 
the energy equation of the radiation field, [see equation ( 4.23) below] over photon 
energies and obtain 
(4.5) 
. where UT is the Thomson scattering cross section, x is the absorption coefficient and 
S the source function for cyclotron emission (taken here to be the Planck spectrum), 
J is the energy integrated zeroth moment of the specific intensity of the radiation 
field, 
( 4.6) 
and 
1 [''° (x)s-J = 8 _ J lo x(SE - JE)dE . (4.7) 
In steady state, there is no net energy exchange between the ions, the electrons, 
and the photons and hence re = rR. Using equations (4.1)-(4.7) we can estimate 
the equilibrium electron temperature as 
( R9 /RNs)-
1 
( R ) ( H )-1 (lnA) ( Ti )-1/ 2 ( 1 ) Te.~ 6 0.2 RNs HE 15 0.1 GeV · 1 + e keV, (4.8) 
where H is the energy-integrated radial component of the first moment of the specific 
intensity of the radiation field, 47rHE = cGMmp/(RNSuT) is the Eddington critical 
flux at the neutron star surface, and e is the ratio of the cyclotron and Compton 
heating and cooling rates. In writing equation ( 4.8) we have assumed that Ti » 
Te» (E)J/4 and that J rv 3neuTRH. The parameter e depends on the details of the 
transport of radiation in the HCC. Using the numerical simulations presented in §4.5 
we find that, for the magnetic field strengths and electron densities that are typical 
for the HCC around Z sources, e ;S 1. Note that the last four terms in equation ( 4.8) 
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depend implicitly on Te. For example, 47r H is the local energy flux of the radiation 
field at the base of the HCC and therefore it is not simply proportional to the accretion 
luminosity but depends on the efficiency of Comptonization in the HCC and hence 
on Te. 
Equation ( 4.8) demonstrates that the electrons in the HCC can have a significantly 
lower temperature than the ions because of the very efficient radiative cooling. As 
the photon flux increases, Compton cooling of the electrons becomes more efficient 
and the electron temperature decreases. Moreover, when the efficiency of cyclotron 
cooling increases, the electron temperature decreases, as well. 
4.3.2 Magnetic Field Structure 
. The magnetosphere of the neutron star is compressed both by the accretion disk and 
by the settling gas in the HCC. Because of the very high electrical conductivity of 
the gas, electric currents that flow in the accretion disk and possibly in the HCC can 
screen the stellar magnetic field from these regions. As a result, the magnetic flux 
fro~ the stellar field is trapped within a small volume and therefore the magnetic 
field strength in the magnetosphere increases. 
In order to estimate the amplification of the stellar magnetic field in the magne-. 
tosphere and hot central corona we make the following simplifying assumptions. We 
assume that the neutron star has only a magnetic dipole moment µd, that the magne-
tosphere is current-free, and that the stellar magnetic field is zero at radii larger than 
a characteristic radius in the HCC. This characteristic radius must be smaller than 
the size of the HCC in order for electron scattering to reduce the amplitudes of any 
periodic oscillations produced by the channeling of the accreting gas by the stellar 
field below the currently observed upper limits. We therefore set this characteristic 
radius equal to the outer radius of the HCC and hence calculate an upper limit on 
the magnetic field strength in the magnetosphere. 
81 
Starting from Maxwell's equation 
.... 
'V·B=O, (4.9) 
where B is the magnetic field in the magnetosphere, and defining the magnetic po-
tential as \l<P = B we obtain 
<P(r,O) = ~ (a1r1 + }~1 ) ~(cosO), (4.10) 
where r and 0 are the polar coordinates in a plane perpendicular to the equatorial 
plane and .Pz( cos 0) are the Legendre polynomials of order l. 
Using the continuity of the component of the magnetic field that is perpendicular 
to the interface between the hot central corona and the region of nearly radial inflow 
we obtain 
l + 1 bz 
az = -l-R21+1 ' 
HCC 
(4.11) 
where RHcc is the radius of the interface. Similarly, usmg the continuity of the 
component of the magnetic field that is perpendicular to the neutron star surface, 
( 4.12) 
The two components of the magnetic field in the magnetosphere therefore become 
( 4.13) 
and 
Bo = µd [ 2( R/ RH cc )3 + 1 l sin e . 
R3 (RNS/RHcc)3 -1 ( 4.14) 
In the following radiative transfer calculations, we shall assume that the hot central 
corona is spherically symmetric. For this reason, at every given radius R we shall 
use an average of the magnetic field strength over the polar angle 0 as an estimate 
of the strength of the magnetic field at this radius. Figure 4.1 shows the root-mean-
square of the magnetic field strength in units of the magnetic field strength of an 
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Figure 4.1: The angle-averaged magnetic field strength in the hot central corona, 
in units of the magnetic field strength of an isolated neutron star at its magnetic 
equator, for different values of the radius of the hot central corona. 
isolated neutron star at its magnetic equator for different values of the radius of the 
hot central corona and demonstrates the fact that as RHcc decreases, the strength 
of the magnetic field in the magnetosphere increases. Note also that although the 
neutron star is assumed to have only a dipole magnetic moment when it is isolated, 
the magnetic field in the magnetosphere is non-dipolar. 
4.3.3 · Radiation Processes 
At the photon energies (.<,0.5 keV), electron-scattering optical depths ("" 3 - 5), 
and magnetic-field strengths (;S1010 G) of interest here, the only relevant radiation 
processes are thermal bremsstrahlung, cyclotron emission and self-absorption, and 
Compton scattering. In this section we discuss each of these processes in detail. 
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Thermal Bremsstrahlung 
The absorption coefficient for thermal bremsstrahlung at photon energy Eis (Rybicki 
& Lightman 1979, p. 162) 
TB -5 2 e ni -E/Te ( 
T. 
) -1/2 ( E )-3 ( ) X '.'.::::'. 3x 10 Z g(Te, E) 10 keV 1 keV lQ19 cm-3 ( 1 - e ) neUT' 
( 4.15) 
. and therefore for the electron densities and temperatures of interest here, the mag-
netosphere and hot central corona of the neutron star are optically thin to thermal 
bremsstrahlung. 
The volume emissivity of optically thin thermal bremsstrahlung is given by (Ry-
bicki & Lightman 1979, p. 162) 
(4.16) 
where g(Te) is the Gaunt factor averaged over photon energy. If optically thin thermal 
bremsstrahlung were the dominant source of photons in a Z source then the required 
radius of the emitting region would be 
cm, ( 4.17) 
where Tes is the electron scattering optical depth of the region and L is the emerging 
luminosity. Clearly, optically thin thermal bremsstrahlung is an inefficient photon 
production mechanism since the size of the emitting region in the Z sources is ex-
pected to be comparable to the radius of the neutron star, i.e., comparable to 106 cm 
( ~ 1011 cm). 
Cyclotron Emission 
The energy of the fundamental electron cyclotron frequency in the magnetosphere is 
Ee= liwc = !:: ~ 0.012 ( 1~mG) keV, ( 4.18) 
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where Bm is the magnetospheric field strength. Cyclotron emission is self-absorbed 
if (Bekefi 1965) 
_WP -1 7 m 2R ( B )-1 A= WcC = 47reneRB ~ 1.8 X 10 109 G Tes~ 1, (4.19) 
where Wp is the plasma frequency, ne is the electron density, R is the characteristic 
length of the emitting region, namely the size of the magnetosphere, and Tea is the 
electron scattering optical depth in the HCC, which we have approximated by Tes ~ 
neuTR, where UT is the Thomson scattering cross section. Equation ( 4.19) shows that 
cyclotron emission in the magnetosphere is heavily self-absorbed for the magnetic field 
strengths and optical depths that are typical for the Z sources. 
A characteristic feature of cyclotron absorption is the strong dependence of the 
absorption coefficient on photon energy. Let Emax be the photon energy that corre-
. sponds to th.e maximum flux due to cyclotron emission; Emax is comparable to the 
energy at which the cyclotron-absorption optical depth is equal to one and depends 
on the parameter A, the electron temperature Te, and the geometry of the emitting 
region (see Bekefi 1965). At energies below Emax the optical depth is very high and 
hence, when electron scattering in the emitting region is negligible, the energy spec-
trum follows very closely the Planck spectrum. At energies above Emax the optical 
depth is almost zero and the energy spectrum drops rapidly. If electron scattering 
is not negligible and Emax is smaller than the electron temperature, then a fraction 
of the photons are upscattered by resonant and non-resonant scattering from the hot 
electrons and a power-law tail is formed at photon energies higher than Emax • 
Several authors have estimated Emax for a slab geometry (see, e.g., Bekefi 1965; 
Hartmann, Woosley, & Arons 1988; Chanmugam & Langer 1991). In this chapter 
we use the cyclotron absorption coefficients derived by Robinson & Melrose (1984) 
and generalized by Hartmann et al. (1988) for a relativistic Maxwellian distribution 
of electrons. These absorption coefficients were calculated in the continuum appro:xi-
mation (i.e., with no harmonic structure) and were found to be very accurate at the 
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high harmonic numbers (;(;8; see Chanmugam et al. 1989) that are relevant for the 
magnetospheres of Z sources. 
Modeling in detail cyclotron emission, self-absorption, as well as resonant and non-
resonant scattering in the HCC would require solving four coupled, multi-dimensional 
equations for the Stokes parameters in the HCC with extremely complicated coupling 
kernels; such a calculation is very time consuming even with current computers and 
numerical algorithms. Furthermore, this calculation would require the use of tran-
sition rates derived for situations where the electron thermal velocities are mildly 
relativistic and the radiation field is intense (photon occupation number ;(;!); such 
transition rates are not currently available in the astronomical literature. However, 
as we demonstrate in the following sections, the above processes are important at 
energies ;Sl keV and the X-ray spectrum at higher energies is formed by Comp-
tonization of the soft cyclotron photons and is mostly independent of the details of 
cyclotron emission and absorption. For modeling the HCC, we shall therefore solve 
the polarization-independent radiative transfer equation in spherical symmetry using 
the polarization- and angle-averaged absorption coefficients for cyclotron emission 
and absorption discussed above. 
Figure 4.2 shows the absorption coefficient for cyclotron self-absorption in units 
of the inverse photon mean-free-path for electron scattering and compares it to the 
absorption coefficient for thermal bremsstrahlung for an electron temperature of 
Te = 10 ke V and for a variety of magnetic field strengths and electron densities 
that are typical for the HCC and the upper surface layers of the neutron star. When 
the electron temperature is higher than 10 ke V, the absorption coefficient for cy-
clotron self-absorption at a given energy increases whereas the absorption coefficient 
for thermal bremsstrahlung decreases. For an electron scattering optical depth of 5, 
cyclotron emission is self-absorbed up to a photon energy of,...., 0.8(B/1010 G) keV 
and therefore up to a harmonic number of ,...., 8. 
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Figure 4.2: The absorption coefficient for cyclotron self-absorption (solid lines) and 
for thermal bremsstrahlung (dashed lines), in units of the inverse electron scattering 
mean free path, for an electron temperature of Te = 10 ke V, and for a variety of 
magnetic field strengths and electron densities. 
Compton Scattering 
The soft photons injected into the magnetosphere and HCC are Comptonized by the 
hot electrons there. Because the energy of the photons injected into the Comptonizing 
medium is much smaller than the electron temperature there, the emerging radiation 
spectrum is largely independent of the details of the injected spectrum and is well 
approximated by the expression (Shapiro, Lightman, & Eardly 1976; see also Katz 
1976; Sunyaev & Titarchuk 1980) 
{ 
E 3+m E < kBTe 
H(E) ,..., E 3 ex~(-E/kBTe), E >kB Te ' ( 4.20) 
where 
( 4.21) 
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and 
( 4.22) 
The simple "unsaturated Comptonization" model of LMXB X-ray spectra (see, e.g., 
White et al. [1986, 1988]) is motivated by the spectrum ( 4.20). 
In the following calculations we model Compton scattering by solving iteratively 
the radiative transfer equation and its zeroth and first moments derived by Psaltis & 
Lamb (1997a; see also Chapter 2) using the generalization of the method of variable 
Eddington factors described in Psaltis & Lamb (1997b; see also Chapter 3). The ze-
roth and first moments of the transfer equation to first order in E /mec2 and Te/mec2, 
for a static, spherically symmetric medium are 
8H'E 2Hr 
--+- E 8r r 
8KJI 3 (Krr J ) 
--+- E - E 8r r 
where JE, H'E, and KJI are the zeroth, first, and second moments of the monochro-
matic' specific intensity of the radiation field and 17E and XE are the emission and 
absorption coefficients for Cyclotron emission and absorption. We close the system of 
equations by introducing the variable Eddington factors fE = KJI / JE. We first solve 
the moment equations for the zeroth and first moment of the specific intensity of the 
radiation field, with the variable Eddington factors set equal to some initial guess. 
We then solve the radiative transfer equation ( eq. [AS] of Psaltis & Lamb [1997a]; see 
also Appendix A) having evaluated the scattering integral using the moments of the 
specific intensity of the radiation field obtained above. We then update the variable 
Eddington factors and repeat the whole procedure until convergence is achieved. 
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We expect induced scattering to be important at low photon energies (~J keV) 
in the coronae of LMXBs because the photon occupation number at these photon 
energies is comparable to unity for the physical conditions of interest (Miller & Lamb 
1992). However, induced scattering is unimportant at energies .<;1 keV and hence 
alters only slightly the shape and colors of the calculated X-ray spectra at these 
energies. For simplicity we shall neglect the terms that describe induced Compton 
scattering in the calculations presented here. On the other hand, induced scattering 
must be taken into account in calculating the photon-energy dependence of the r.m.s. 
amplitudes of the NBO (see Miller & Lamb 1992), because these amplitudes are 
affected by small differences in the X-ray spectra. 
4.4 The Region of Radial Inflow 
Radial accretion onto weakly magnetic neutron stars has been analyzed by Miller 
(1990) in the Newtonian limit and by Park & Miller (1991) in general relativity. The 
structure of the region of nearly radial inflow has been discussed in detail by Fortner 
(1992; see also Lamb 1989). Here we summarize the key results of these studies. 
4.4.1 Structure of the Region of Radial Inflow 
Size of the region-When the total luminosity of the neutron star, the HCC, and the 
inner disk becomes comparable to the Eddington critical luminosity LE, the outward 
radiation force drives plasma out of the disk, forming an extensive inner disk corona 
(Lamb 1991; Fortner 1992). Radiation drag then removes the azimuthal and vertical 
momentum from the plasma in the inner disk corona in less than one orbit, creating a 
region of approximately radial inflow. The outer radius of this region can be estimated 
· by considering the interaction of radiation with the plasma· and demanding that the 
azimuthal radiation drag can remove all the angular momentum of the accreting 
matter in less than one orbit. Such an estimate gives an upper limit to the extent of 
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the region of approximately radial inflow (Lamb 1989; Fortner 1992) of 
where 
( 2 (0.05) RRF ~ 250 1 - €) -€- km , 
LEdd- L 
€=----
Ledd 
( 4.25) 
(4.26) 
The fraction µr of the total mass accretion rate that can be removed from the accretion 
disk by radiation drag is limited by the amount of angular momentum that can be 
carried away by the photon flux. Fortner (1992) has showed that at most a fraction 
equal to (GMNs/ RNsc2 ) ,.._, 0.3 of the total mass flux can be removed from the accretion 
disk. 
Temperature Profile-Compton heating and cooling of the electrons in the region 
of nearly radial inflow is very efficient. The characteristic time for Compton heating 
and cooling in the radial flow is (Lamb 1989; see also Pozdnyakov, Sobol, & Sunyaev 
1983) 
3mec _7 ( RRF ) ( L )-l (TftF)-l 
tc = 327ruTJ ~ 4 x 10 100 km 10as erg s-1 5 s ' ( 4.27) 
where TftF is the electron scattering optical depth of the radial flow and L is the 
luminosity of the source. The Compton time is much shorter than any other char-
acteristic time around the neutron star (e.g., the dynamical time scale is "' 10-3 s) 
and therefore the electron temperature in this region is maintained equal to the local 
Compton temperature (see Lamb 1989) 
( 4.28) 
where the sharp angles indicate averages of the photon energy E and its square E 2 
over the photon distribution. Previous studies (see Miller & Lamb 1992; Psaltis et 
al. 1995; Litchfield & Kylafis 1996) have shown that the Compton temperature in 
the region of radial inflow is ,.._, 1 ke V. 
90 
l -
Velocity Profile-The exact structure of the velocity profile in the accreting gas 
depends on the details of the radiative transfer and, in particular, on the degree of 
· isotropy of the radiation field, i.e., on the radial profiles of the variable Eddington 
factors in the flow (Miller 1990; Fortner 1992; Yin & Miller 1995). In general, Miller 
(1990; see also Park & Miller [1991] and Fortner [1992]) has shown that the flow 
around a compact object that is accreting radially at a near-critical mass accretion 
rate has three characteristic regions. 
In the outermost of the three regions, the radial velocity of the accreting gas is 
small and hence the radiation flux in the frame comoving with the gas is sub-critical. 
As a result the inward radial velocity of the accreting gas is equal to the modified 
free-fall velocity 
Vmff = J€GMNs c::: 0.6€1/2 (Ru/RNS)1/2 (~)-1/2 
c Rc2 0.2 RNs ( 4.29) 
- In the middle of the three regions, the radiation flux in the frame comoving with the 
gas becomes comparable to the critical flux, the net force on the accreting gas vanishes, 
and hence the inward radial velocity of the gas remains approximately constant and 
equal to 
Vc € 
_,.._,_ 
c 2 ( 4.30) 
Finally, inside the radius at which the flow becomes optically thick to electron scat-
tering, the radiation flux in the frame comoving with the gas becomes super-critical, 
the flow is decelerated, and the inward radial velocity of the gas decreases linearly 
with decreasing radius. 
For the purposes of our calculations we shall use the analytic expression for the 
velocity profile derived by Miller (1990; his equation [2.25]). 
Density Profile-Assuming a steady state and given a velocity profile in the region 
of radial accretion we calculate the electron density profile using the equation of 
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Figure 4.3: The radial electron scattering optical depth in the region of radial inflow 
measured from infinity to RHcc = 2RNs, as a function of the mass accretion rate. 
The parameter µr gives the fraction of the total mass flux that is accreted onto the 
neutron star through the region of radial inflow. 
continuity 
( 4.31) 
where vr is the inward radial velocity of the accreting gas. In writing equation ( 4.31) 
we have assumed that all the mass that is accreted via the region of radial inflow 
leaves the disk at the radius RRF· 
Figure 4.3 shows the radial electron scattering optical depth in the region of radial 
inflow from infinity to RH cc = 2RNs, for different mass accretion rates and fractions 
µr. As the mass accretion rate increases and becomes comparable to ME, radiation 
forces brake the accretion flow and the electron scattering optical depth of the region 
of radial inflow increases sharply with M. 
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4.4.2 Radiation Processes 
Compton scattering of photons by fast moving electrons is the dominant radiation 
process in the region of nearly radial inflow. 
The electron temperature in the radial flow is rv 1 ke V and therefore, if the 
electrons had no bulk velocity, soft X-ray photons with energies « 1 ke V would 
gain energy from the electron thermal motion, whereas harder X-ray photons with 
energies ~ 1 ke V would loose energy to the electrons. As a result, if the electron bulk 
velocity were negligible, Compton scattering by the electrons in the radial flow would 
produce a "peak" at the spectrum around rv 1 - 2 keV. However, Comptonization of 
the photons by the fast moving electrons affects the X-ray spectrum in two ways (see 
Psaltis & Lamb 1997b; see also Chapter 3). First, the propagation of photons against 
the infalling electrons leads to a systematic displacement of the radiation spectrum 
towards higher photon energies; this effect is described by the terms in the transfer 
equation that are first order in the electron bulk velocity. Second, the systematic 
increase of the energy of the photons with the number of scatterings leads to the 
formation of a high-energy tail in the radiation spectrum; this effect is described by 
the terms that are second order in the electron bulk velocity. Both effects dominate 
Comptonization by the thermal electrons and as a net result the X-ray spectrum 
becomes harder in the region of radial inflow, in agreement with the Monte Carlo 
results of Litchfield & Kylafis (1996). 
As in the case of the hot central corona, in the following calculations we model 
Compton scattering in the region of nearly radial inflow by solving iteratively the 
radiative transfer equation for a moving medium and its zeroth and first moments 
derived by Psaltis & Lamb (1997a; see also Chapter 2) using the generalization of the 
method of variable Eddington factors described in Psaltis & Lamb (1997b; see also 
Chapter 3). 
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4.5 The X-ray Spectra of Z Sources 
The X-ray spectrum of a Z source depends primarily on the strength of the neutron 
star magnetic field and the mass accretion rate. Since we are not trying to solve 
the coupled radiation hydrodynamic problem of the accretion disk, boundary layer, 
HCC, and radial flow, in the spectral model described in this and following sections we 
introduce a number of simplifications that allow us to determine the X-ray spectrum 
of a Z source. 
For the magnetic-field strengths and accretion rates of interest here, a fraction of 
the accretion luminosity is released near the neutron star, where the accreting gas 
interacts with the stellar surface. The electron temperature in this region must be 
larger than the electron temperature in the HCC, otherwise the electron scattering 
optical depth and temperature in the HCC required to account for the accretion 
luminosities of the Z sources result, because of Comptonization, in countrate spectra 
that are significantly harder than the observed countrate spectra. Note here that 
emission from very near the neutron-star surface is also required in the model proposed 
by Miller et al. (1997) to explain the properties of the kilohertz QPOs. 
At the outer surface layers of the neutron star, cyclotron emission and self-
absorption dominates thermal bremsstrahlung even when the electron density is up 
to four orders of magnitude higher than in the HCC (see Fig. 4.3). Therefore, the 
energy spectrum of photons emitted near the neutron star surface is largely that of 
self-absorbed cyclotron emission that is truncated typically at ~1 ke V. The emiting 
layer is also expected to be geometrically thin in the radial direction so that Comp-
tonization of the soft photons within this layer do not deform the power-law spectra 
produced by Comptonization in the HCC that has a different electron temperature. 
As a result the magnetic-field strength and emission and absorption coefficients are 
expected to be uniform in this region. In order to model the emission of this layer we 
set the flux FNs(E) emerging from the neutron star surface at a given photon energy 
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E equal to a truncated Rayleigh-Jeans spectrum (see, e.g., Hartmann et al. 1988), 
i.e., equal to 
( 4.32) 
where Xcyc is the absorption coefficient for cyclotron self-absorption in units of the 
inverse photon mean-free path to electron scattering, 7Ns is the electron scattering 
optical depth of the region in which the emission originates, and his Planck's constant. 
In order to model the transport of radiation in the HCC, we assume that the 
electron temperature TeHCC and electron density n~cc are uniform at all radii between 
RNs and RHcc. In order to model the transport of radiation in the region of radial 
inflow, we calculate the electron velocity and density profiles at all radii between RH cc 
and RRF, for a given mass accretion rate Mand mass fractionµ,., as outlined in the 
previous section and calculate self-consistently the electron temperature TeRF using 
equation ( 4.28). For the calculations of the electron velocity and density profiles in 
· the radial flow, we set the mass and radius of the neutron star equal to 1.4M0 and 
10 km respectively. 
In order to test our model X-ray spectra with observations we convolve them with 
the response of an X-ray detector and then compare the predicted countrate spectrum 
directly to the observations (see Gorenstein et al. 1968). For comparing our theoretical 
X-ray spectra and colors with observations we also need to take into account the effects 
of interstellar extinction. Here, we use the coefficients for interstellar extinction given 
by Morrison & McCammon (1983) and the energy response matrix of the ME detector 
of the EXOSAT satellite (see Turner et al. 1981). 
4.5.1 Constraints on the Model Parameters 
For a given neutron-star magnetic field and mass accretion rate, our model spectra 
depend, in principle, on the following parameters: the electron temperature TeNS and 
electron scattering optical depth 7Ns of the emiting layer near the neutron star surface, 
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the radius RHcc, electron temperature TeHcc, and electron scattering optical depth 
7iicc of the HCC, and the radius RRF and fractionµ'" of the total mass accretion rate 
of the radial flow. In this section we demonstrate that the model spectra at energies 
,...., 2 - 15 ke V are determined mainly by the Compton yHCC parameter of the hot 
central corona and the fraction µ'" of the mass flux through the region of nearly radial 
inflow and depend very weakly on the remaining parameters. 
Neutron-star surface layer-For the magnetic-field strengths that are typical for 
the Z sources, TNsXcyc ~ 1 at ~1 ke V and therefore cyclotron emission is negligible 
at these photon energies. Furthermore, because the spectrum of cyclotron photons 
(eq. [4.32]) follows the low-energy (Rayleigh-Jeans) part of the Planck function, the 
electron temperature TeNS and scattering optical depth 'TNS determine mainly the 
normalization and high-energy cut-off of this spectrum and not its detailed shape. As 
a result, the shape of the X-ray spectrum of a Z source at energies E ~ 1 keV depends 
only very weakly on T~5 and 'TNS· We shall therefore set 'T'Ns = 5, which corresponds 
to a collumn density of ,...., 12 g cm-3 , throughout the following calculations and 
calculate iteratively TeNS and the spectrum of the source until the energy-integrated 
luminosity that emerges from the system is equal to the accretion luminosity Lace = 
G MNS M / RNs. The electron tern perature T~5 is typically found to be ,...., 15 - 20 ke V. 
Hot central corona-We can constrain significantly the possible values of the radius 
RHcc, electron temperature T-;1°0 , and electron scattering optical depth 7iicc of the 
HCC using the following observational and theoretical arguments. 
The absence of any appreciable periodic oscillations at the spin frequency of the 
neutron star in LMXBs (see Mereghetti & Grindlay 1987; Wood et al. 1991; Vaughan 
et al. 1994) can be explained in the context of the unified model if the HCC completely 
engulfs the magnetosphere of the neutron star. For neutron star magnetic fields 
,...., 109 -1010 G the characteristic size of the magnetosphere is a few neutron star radii 
(Ghosh & Lamb 1992) and hence the size RHcc of the hot central corona must be 
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comparable to the size of the neutron star1 • 
The attenuation of the amplitude of a beaming oscillation passing through a spher-
ically symmetric scattering medium of optical depth Tf!cc is given approximately by 
A ~· 1/(1 + Tf!cc) (Brainerd & Lamb 1987; see Kylafis & Phinney 1989 for a more 
general expression). The electron scattering optical depth in the HCC must therefore 
be 
( 
A-1 1) 
Tf!cc ;G 4 0.2-1 - 1 ( 4.33) 
so that electron scattering in the HCC can suppress the amplitude of brightness 
oscillations at the spin frequency of the neutron star by a factor of at least A-1 ,...., 
5, possibly making them undetectable with current instruments. The lower limit 
given by equation ( 4.33) is shown as a dotted line in Figure 4.4, which depicts the 
TeHcc - Tf!cc parameter space for the Z sources. 
The fact that the observed X-ray spectra of Z sources sources are relatively flat 
(see for example White et al. 1986) suggests that Comptonization in the HCC is 
unsaturated and hence the value of the Compton YHCC parameter in the HCC is close 
to unity. To quantify this argument, we use the approximate Comptonization model 
spectrum given by equation ( 4.20). First, we require the Compton yHCC parameter in 
the HCC to be~ 5 so that Comptonization is not saturated-the value 5 used here is 
very conservative as can be seen in Figure 4.8 below. Second, we fold the approximate 
photon spectrum through the response of the EXOSAT ME detector, and compute 
the (6.00 - 19.78 keV)/(2.86 - 6.00 kev) X-ray colors defined by Schulz et al. (1989; 
this hard X-ray color is mostly independent of the effects of interstellar absorption) 
for a range of electron temperatures and electron scattering optical depths. The 
observed values of this X-ray color for the Z sources are ,...., 0.2 - 0.3 (Schulz et al. 
1989). In order to allow for the approximations made in deriving equation ( 4.20) 
1 Recent RXTE observations of microsecond. time-lags in the kilohertz QPO of the atoll source 
4U 1608-52 reveal that the size of the Comptonizing region in this source is indeed similar to the 
size of the neutron star (Vaughan et al. 1997). 
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Figure 4.4: Limits on the parameter space of the electron temperature TeHCC and 
electron scattering optical depth THcc in the hot central corona. For the amplitudes 
of beaming oscillations in the HCC to be attenuated by more than a factor of 5, the 
optical depth in the HCC should be to the right of the dotted line. For the hard X-
ray colors of the Z sources to be consistent with EXOSAT observations, the electron 
temperature and optical depth in the HCC should lie within the two solid lines. For 
Comptonization not to be saturated in the HCC, the electron temperature and optical 
depth in the HCC should lie below the long-dashed line. Finally, for the energy flux 
above 30 keV to be consistent with high-energy observations of Z sources, the electron 
temperature and optical depth in the HCC should lie below the short-dashed line. 
The shaded area shows the region of the parameters space that is consistent with 
observations of Z sources. 
we require that the electron temperature and electron scattering optical depth in the 
HCC result in X-ray colors that range between 0.1 - 0.4; the range of allowed values 
of TeHCC and rHCC are shown in Figure 4.4. Note that when the electron temperature 
is ;::;5 ke V, the exponential cut-off of the countrate spectrum occurs at low photon 
energies and therefore the X-ray color is smaller than rv 0.1 for all optical depths, as 
long as Comptonization is unsaturated. 
The model X-ray spectra should also meet the requirement imposed by high-energy 
observations of some Z sources that the radiation flux above 30 keV is ;::;13 of the 
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bolometric flux (Barret & Vedrenne 1994). Figure 4.4 shows the resulting upper limits 
on the electron temperature and optical depth in the HCC for the flux above 30 keV 
to be ~43 of the bolometric flux, where again we have allowed for uncertainties in 
the approximations made in deriving equation ( 4.20 ); in calculating these last limits 
we have assumed that the radiation flux at energies ::::; 1 ke V is negligible. 
Figure 4.4 shows that the electron temperature in the HCC of a Z source is,....., 5-10 
keV and the electron scattering optical depth in the HCC is ,....., 4 - 8, in agreement 
with our calculations of the heating and cooling rates in the HCC, discussed in §4.3.1. 
Radial Flow-The radius RRF of the radial flow is approximately ,....., 250 km (see 
equation [4.25]). At these large radii, the photon mean-free path Amfp for electron 
scattering is 
( 4.34) 
and hence the effect on the X-ray spectrum of Compton scattering at these radii is 
negligible, independent of the exact value of RRF· We shall therefore set RRF = 30RNs 
throughout our calculations. 
Finally, the fraction µr of the mass flux through the region of radial flow is con-
strained between zero and ,....., 0.3 as discussed in §4.4. 
4.5.2 A Reference Model 
Figure 4.5 shows the result of a typical radiative transfer calculation for a neutron 
star with dipole magnetic moment 7 x 1027 G cm-3 that is accreting matter at a rate 
0.97 ME , 273 of which is accreted through the region of radial flow (i.e., µr = 0.27; 
the reason for choosing this particular parameters will become obvious later in this 
section). The neutron star is assumed to be surrounded by a HCC with optical depth 
3.0, electron temperature 5 keV, and RHcc = 2.5RNs km. 
Near the stellar surface, the photon flux peaks sharply at Emax· At photon energies 
lower than Emax the photon flux follows the Rayleigh-Jeans spectrum because at 
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Figure 4.5: The evolution of the radiation flux (a) in the hot central corona and (b) 
in the region of radial inflow around a neutron star with dipole magnetic moment 
7 x 1027 G cm-3 that is accreting matter at a rate 0.97 ME , 273 of which is accreted 
through the region of radial inflow (i.e., µr = 0.27). The HCC has optical depth 3.0, 
electron temperature 5 keV, and RHcc = 2.5RNS. 
these energies the cyclotron absorption photon mean-free path is much smaller than 
RHcc. On the other hand, at photon energies higher than Emax the photon flux drops 
rapidly .because the emission of cyclotron photons is very inefficient at these very 
high-harmonic numbers. A few kilometers above the stellar surface a high energy 
tail is formed as photons gain energy by scattering off hot electrons. As a result, the 
emerging radiation spectrum has a peak at "'Emax and a power-law tail at higher 
energies with an exponential cut-off at "' 3Te. In the region of nearly radial inflow 
the spectrum is further deformed as the photons mainly gain energy from the bulk 
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Figure 4.6: The X-ray spectrum of a Z source (for the same parameters as in 
Figure 4.5) as seen at the source, at earth (for a hydrogen column density of 
1.7 x 1022 cm-2), and as observed by the EXOSAT ME detector. 
kinetic energy of the electrons. 
The model spectrum that was calculated above, as emitted at the Z source, is 
shown in Figure 4.6, together with the spectrum at earth (for a hydrogen column 
density of 1.7 x 1022 cm-2 ) and the observed countrate spectrum. Note that for 
electron temperatures ~5 keV, which are typical for the Z sources, the high-energy 
cut-off of the photon spectrum occurs at photon energies ;GlO keV. At these energies, 
the quantum efficiency of the EXOSAT ME detector is very small and hence the 
countrate spectra and X-ray colors of Z sources observed with EXOSAT are insensitive 
to the exact energy of this cut-off. 
In Figure 4. 7 we compare the simulated spectrum with a countrate spectrum 
. of Cyg X-2 observed by EXOSAT (see Kuulkers et al. 1996 for the details of the 
observation). Note that, although we have not formally fitted the observations, we 
found an excellent agreement between the spectral model and the observed spectrum 
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Figure 4.7: The simulated count-rate spectrum for our reference mode (solid line) 
and the countrate spectrum of Cyg X-2 (error bars) as observed by EXOSAT. 
for the model parameters we chose-the x2 per degree of freedom is rvl.9. The 
residuals of the comparison of the model to the countrate spectrum also show that 
there is no evidence for an emission line at 6 - 7 keV. 
4.5.3 Parameter Study 
As we discussed in §4.2, the spectral and timing properties of a Z source at any given 
moment are, in principle, determined by the neutron-star magnetic field strength and 
the mass accretion rate. In the simplified model we present here, the shape of the 
X-ray spectrum between 2-15 ke V of a neutron star of given dipole magnetic moment 
µd accreting matter at rate M depends mainly on the Compton yHCC parameter of 
the hot central corona and the fraction µr of the mass flux in the region of nearly 
radial inflow. The remaining parameters either affect the shape of the X-ray spectrum 
at energies ;:S,2 ke V or its normalization. 
When the optical depth of the region of nearly radial inflow is ~ 1, the slope 
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of the X-ray spectrum between 2 - 10 ke V depends mainly on the Compton yHCC 
parameter of the hot central corona. On the other hand, the high-energy cut-off of the 
spectrum is determined by the electron temperature TeHCC in the hot central corona. 
However, as we demonstrated in §5.1, the quantum efficiency of the EXOSAT ME 
detector drops fast above ,....., 10 ke V and therefore the EXOSAT X-ray colors depend 
mainly on the Compton yHcc parameter and not on the optical depth or electron 
temperature of the hot central corona individually. 
When the Compton yHCC parameter in the hot central corona increases, the ab-
solute value of the power-law index of the radiation spectrum decreases (see equa-
tions [4.20] and [4.22]) and therefore the spectrum become harder. For large values 
of the Compton yHCC parameter (.<.3), the spectrum cannot be described by a power-
law with a higher energy cut-off and a prominent peak develops at energies ,....., 3kaTe 
in the energy spectrum. Figure 4.8 shows the effect on the X-ray spectrum of the 
variation of the Compton yHcc parameter of the hot central corona. 
The development of a radial inflow outside the hot central corona increases the 
efficiency of the upscattering of photons, because photons gain energy by scattering 
off fast moving electrons. As a result, when the fraction µr of the mass flux in the 
radial flow or the total mass accretion rate M increases, the energy and countrate 
spectra become harder. Figure 4.9 shows the effect on the X-ray spectrum of the 
variation of the fraction µr of the mass flux in the radial flow and of the total mass 
accretion rate M. 
Figure 4.10 shows the variations of the simulated X-ray colors when the parameters 
of the spectral model are varied as discussed above and compares it with the Z pattern 
of Cyg X-2. In plotting Figure 10 we used the EXOSAT soft (3.2 - 4. 7 ke V /0.9 -
3.2 ke V) and hard ( 6.4 - 19.1 ke V /6.4 - 4. 7 ke V) X-ray colors defined by Hasinger & 
van der Klis {1989) to characterize the simulated and observed countrate spectra. 
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Figure 4.8: X-ray spectra of Z sources for different values of the Compton yHcc 
parameter in the hot central corona; the remaining parameters are the same as in 
Figure 4.5. 
4.5.4 Dependence on Mass Accretion Rate 
In the Z sources, the mass accretion rate onto the neutron star is expected to be within 
a factor of two below ME. When the mass accretion rate increases, the accretion flow 
around the neutron star changes in two ways. First, a region of nearly radial inflow 
develops outside the hot central corona and inner disk with a mass flux through this 
· region that is expected to increase monotonically with increasing mass accretion rate. 
Second, the outward radiation force becomes comparable to the gravitational force, 
the ion temperature that is required to support the HCC becomes smaller, the heating 
rate of the electrons in the HCC is reduced and at the same time the photon energy 
density in the HCC is increased. As a result the electron temperature TeHcc and 
hence the Compton yHCC parameter in the HCC decrease (see eq. [4.8]). 
The increase of µ,. and the decrease of yHCC with increasing mass accretion rate 
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the total mass accretion rate M /ME; the remaining parameters are the same as in 
Figure 4.5). 
affect both the photon flux as well as the soft and hard X-ray colors of the source. 
Detailed modeling of the variation of µ,. and yHCC with mass accretion rate depends 
very sensitively on the unknown heating rates in the hot central corona and is beyond 
the scope of the current work. On the other hand, because the model countrate 
spectra between ,..,,, 1 - 15 ke V depend mainly on only three parameters, we can 
use the observed soft and hard X-ray colors as well as the observed countrates of 
Cyg X-2 to estimate the variation of these three parameters along the Z pattern 
· and ·check for consistency with the constraints and estimates given in the previous 
sections. The resulting values ofµ,., yHCC, and M required to model the horizontal 
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and normal branches of Cyg X-2 are plotted in Figure 4.11 and the color-color and 
hardness-countrate diagrams are shown in Figure 4.12. 
There are two basic characteristics of the resulting variation of the model param-
eters with rank number evident in Figure 4.11: (a) all parameters vary monotonically 
with rank number following the general trends discussed above and (b) the transition 
from the horizontal to the normal branch occurs when the behavior of the upscatter-
ing efficiency of Comptonization of soft photons by hot electrons in the HCC changes. 
The latter is actually a generic feature of Comptonization models of the Z patterns, 
as can be seen in the models of Psaltis et al. (1995), Litchfield & Kylafis (1996), as 
well as in the ones of Schulz et al. (1989) and Schulz & Wijers (1993), and is largely 
independent of the details of the spectral models. 
When the mass accretion rate onto the neutron star comes within ,...., 1 - 2% of 
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Figure 4.11: The values of yHCC, µr, and M that are required to model the horizontal 
and normal branches of Cyg X-2. 
ME or even when it becomes larger than ME, the accretion flow is expect to be time-
dependent and highly variable as radiation will escape through regions of smaller 
electron density and fingers of matter will surge down onto the neutron star. Our 
time-independent, spherically symmetric spectral models are inadequate to describe 
such a phase. Generally speaking though, the electron scattering optical depth in the 
region of radial inflow increases very fast with increasing mass accretion rate when 
M rv ME (see Figure 4.3). As a result, upscattering of photons by the bulk velocity 
of the electrons in the radial flow becomes very efficient (although the bulk velocity 
of the electron decreases) and therefore the spectrum is expected to become harder 
again, producing the flaring branch of the Z sources. 
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The results plotted in Figures 4.11 and 4.12 are in general agreement with the 
results obtained by Psaltis et al. (1995) and by Litchfield & Kylafis (1996). There exist 
though a number of differences between these studies. Psaltis et al. (1995) did not 
consider the effects of Comptonization by the bulk electron flow in the region of nearly 
radial inflow. This resulted in spectral parameters that did not vary monotonically 
with rank number; it also required electron scattering optical depths in the region of 
nearly radial inflow that were unphysically high for the mass accretion rates considered 
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(see Litchfield & Kylafis 1996). Litchfield & Kylafis (1996) modeled the transport of 
radiation only in the region of nearly radial inflow and therefore neglected the effect 
of backscattering of photons from the radial flow back to the hot central corona, 
which increases the upscattering efficiency of Comptonization. For this reason, they 
managed to keep the hard color constant in the horizontal branch while increasing 
the mass accretion rate through the radial flow. When the backscattering of photons 
from the radial flow to the hot central corona is taken into account, the Compton 
yHCC parameter has to decrease along the horizontal branch for the hard color to 
remain constant. 
4.5.5 Dependence on Neutron Star Magnetic Field Strength 
The accretion flow around the neutron star in sources with weaker neutron-star mag-
netic field strengths differs from the model outlined above in two aspects. First, 
cyclotron emission from the neutron star surface layers and the magnetosphere be-
comes optically thin at a lower photon energy (see Fig. 4.2). As a result, the soft 
. X-ray spectrum of the source (~1 ke V) peaks at a lower photon energy. Second, 
the efficiency of cyclotron cooling in the hot central corona decreases with decreasing 
magnetic field strength (see equation [4.8]). Therefore the Compton yHcc parameter 
in the hot central corona is expected to increase and the countrate spectra to become, 
on average, harder with decreasing neutron star magnetic field strength. 
·Figure 4.13 shows the dependence of the EXOSAT hard color (defined by Schulz et 
al. 1989) on the yHCC parameter (in plotting Fig. 4.13 we set the remaining parameters 
of the spectral model equal to the parameters obtained above for modeling the soft 
vertex in Cyg X-2). Figure 4.14 on the other hand shows the dependence of the 
relative size of the horizontal branch on the Compton yHCC parameter in the hot 
central corona and the dipole magnetic moment of the neutron star. In plotting 
Figure 4.14 we used the same values for the remaining parameters of the spectral 
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Figure 4.13: EXOSAT hard colors of Z sources (as defined by Schulz et al. 1989) for 
different values of the yacc parameter in the hot central corona; the remaining pa-
rameters of the spectral model were set equal to the parameters required for modeling 
the soft vertex of Cyg X-2. The observed hard X-ray colors of the soft verteces of 
four Z sources are also marked with dashed lines for comparison. 
model as in Figure 4.12 and calculated the relative size of the horizontal branch 
as 2(SC2-SC1)/(SC2+SC1), where SC1 and SC2 are the soft colors (as defined by 
Hasinger & van der Klis 1989 for Cyg X-2) at the extremes of the horizontal branch. 
Both figures demonstrate that the Z sources with weaker neutron-star magnetic field 
strengths have on average harder X-ray spectra and shorter horizontal branches. 
4.6 Discussion 
In the previous sections we presented the results of detailed numerical simulations of 
the transport of radiation around weakly magnetic, accreting neutron stars according 
to the unified model of their X-ray spectral and temporal characteristics. In this 
section we discuss the consistency of our model parameters with the rapid variability 
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of Z sources, the differences between the spectral and rapid variability characteristics 
of the various Z sources, as well as the possible detection of emission lines in their 
X-ray spectra. 
4.6.1 Consistency with Models of Rapid Variability 
In the spirit of the unified model (see Lamb 1989), we require the spectral calculations 
discussed above to be consistent with previous models of the rapid variability of Z 
sources. 
The values of the Compton yHCC parameter in the HCC required to model the 
observations of Cyg X-2 at low mass-accretion rates imply that the electron scattering 
optical depth in the HCC is 
,...., .(YHCC)l/2 (TeHCc)-1/2 
T - 3.9 0.7 6 
(4.35) 
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where we have used a value for the electron temperature in the HCC that is consistent 
with our simple estimates for the heating and cooling of the electrons there (see 
§4.3.1). As the mass accretion rate increases, the radial electron scattering optical 
depth from infinity to the stellar surface increases further because of the development 
of the region of nearly radial inflow. Therefore, our spectral calculations are consistent 
with the models for the absence of any detectable, periodic brightness oscillations in 
the observations of Z sources (Brainerd & Lamb 1987; Kylafis & Phinney 1989). 
The magnetospheric beat-frequency model for the HBO requires that the dipole 
magnetic fields of the Z sources are rv 109 G (see Ghosh & Lamb 1992). Furthermore, 
the decrease of the HBO frequency with increasing mass accretion rate observed in 
· GX 17+2 (Wijnands et al. 1996) and in Cyg X-2 (Wijnands et al. 1997), when these 
sources were in their normal branches, set upper limits on their stellar magnetic dipole 
moments of rv 5 x 1027 and 8 x 1027 G cm3 respectively. These magnetic field strengths 
are consistent with the upper limits on the dipole magnetic moments of the neutron 
stars estimated in the previous section from our spectral models. 
Finally, in the radiation-hydrodynamic model of the N/FBO, oscillations become 
weakly damped and appear as QPOs only when the mass accretion rate becomes 
within ·a few percent of ME, and in particular when µr > 6€ (Fortner et al. 1989; 
Fortner 1992). Figure 4.15 shows the dependence of µr on € along the Z pattern 
for Cyg X-2 as well as the condition for the radiation-hydrodynamic modes in the 
region of radial inflow to become weakly damped and demonstrates that the N /FBO 
is expected to become observable in the middle of the normal branch, in agreement 
with observations. 
4.6.2 Two types of Z sources 
As we discuss.ed in detail in §4.2.1, recent analysis of archival EXOSAT data (Kuulkers 
1995) has confirmed the suggestion of Basinger & van der Klis (1989) that the Z 
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sources can be subdivided into two groups: the so-called "Seo-like" and "Cyg-like" 
sources. Here we suggest that a number of characteristics of the members of these two 
subgroups can be explained if the "Seo-like" sources have on average weaker magnetic 
fields than the "Cyg-like" sources. 
X-ray Colors- The "Seo-like" sources have on average harder countrate spectra 
than the "Cyg-like" sources, as it is demonstrated by the average hard colors of these 
sources at their soft verteces (see Fig. 4.14). At this point on their Z patterns, all 
sources are believed to accrete matter at near-Eddington mass accretion rates as it is 
implied by their similar temporal characteristics. We therefore expect their differences 
in hard X-ray color (which is also unaffected by interstellar extinction) at this point 
along the Z to be determined by a parameter other than the mass accretion rate. As 
we discussed in §4.5.5, the higher hard X-ray colors of the "Seo-like" sources suggest 
113 
that these Z sources have on average weaker magnetic fields than the "Cyg-like" 
sources. 
Z patterns-Although Hasinger & van der Klis (1989) used slightly different defi-
nitions of the X-ray colors for different Z sources and the soft X-ray color of a source 
depends strongly on the interstellar extinction, it is evident in their color diagrams 
that the "Seo-like" sources have on average horizontal branches that are ,...., 2- 3 times 
shorter than the horizontal branches of the "Cyg-like" sources. As we discussed in 
§4.5.4, this fact can be naturally accounted for in our model if the "Seo-like" sources 
have neutron-star magnetic field strengths that are ,...., 2 times weaker than the field 
strengths of the "Cyg"-like sources. 
Amplitudes of the HBO-HBOs have been detected in all three "Cyg-like" sources 
with r.m.s. amplitudes ,...., 2 - 5% (see Hasinger & van der Klis 1989). However, only 
a weak HBO has been detected from GX 17+2 and no HBO has been detected 
from Seo X-1 using the EXOSAT or GING A satellites (Hasinger & van der Klis 1989; 
Hertz et al. 1992). More recently, RXTE observations of Seo X-1 revealed a very 
weak HBO with an r.m.s. amplitude of,...., 1% (van der Klis et al. 1997). According 
to the beat-frequency model of the horizontal branch oscillations (Alpar & Shaham 
1985; Lamb et al. 1985; Shibazaki & Lamb 1987), the HBO is magnetospheric in 
origin and hence we expect the amplitudes of these oscillations to be correlated with 
the neutron star magnetic field strength. As a result, the low r.m.s. amplitudes of the 
HBO in the "Seo-like" sources is consistent with the fact that the "Seo-like" sources 
have on average weaker magnetic fields strengths than the "Cyg-like" sources. 
4.6.3 Emission Lines 
As we discussed in §4.2, detection of emission lines at ,...., 6.7 keV, as well as at lower 
(;Sl keV) photon energies, has been reported for a few Z sources (see, e.g., Kuulkers 
et al. 1997 and reference therein). The resulting emission lines were identified with 
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iron K and L emission lines but their large FWHM were hard to explain, even when 
Compton broadening was taken into account (see, e.g., Ponman et al. 1990; Kallman 
1995 and references therein). 
The reported emission lines in the spectra of Z sources were detected in the resid-
uals of the subtraction of the best-fit continuum spectral models from the observed 
comitrate spectra. In order to investigate the effects of this method on the observed 
properties of the emission lines, we fitted our calculated X-ray spectrum shown in 
Figure 4.6 (labeled as the 'source' spectrum) with a simple two-component model 
that consists of a cut-off power-law plus a blackbody component (as in, e.g., Schulz 
et al. 1989). We performed the fitting between 0.5 and 15 keV and found that the 
simple two-component model can describe well the X-ray spectrum shown in Fig-
ure 4.6 if the power-law index and temperature for the first component is ,...., -1.3 
and rv 5 ke V respectively, the blackbody temperature is rv 0.8 ke V, and the ratio of 
the 2 - 10 keV flux of the blackbody to the cut-off power-law component is ,...., 18%. 
These parameters are very similar to the parameters obtained by Schulz et al. (1989) 
and Hasinger et al. (1990) for Cyg X-2 even though we have not taken into account 
the biases introduced by the response of the detector or by interstellar extinction. 
Figure 4.16 shows the result of the fit as well as its residuals, which show 'evidence' 
for emission lines at energies "' 0.9 keV and "' 7 keV. Although the spectrum in 
Figure 4.6 contains no emission lines, the blackbody component of the spectral model 
is narrower than the peak in the countrate spectrum at ,...., 1 ke V that is produced by 
Comptonization of photons, and hence two additional broad components at the wings 
of the blackbody are needed to improve the fit. Figure 4.16 demonstrates that the 
observed properties of emission lines possibly detected in the residuals of spectral fits 
depend very strongly on the assumed model for the continuum spectrum and even 
the reported detections of such emission lines may as well be artifacts of this process. 
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Figure 4.16: The simulated X-ray spectrum of Cyg X-2 at the middle of the normal 
branch (solid line in upper panel), the two components of the mathematical spectral 
model that were used to fit it (dashed lines in upper panel), and the residuals of the 
fit (lower panel). 
In conclusion, in this chapter we demonstrated that the X-ray spectra predicted by 
the unified model are in excellent agreement with the observed ,...., 2-15 ke V countrate 
spectra of the Z sources and that the resulting model parameters are in agreement 
with models of their rapid variability. The spectra of these sources at energies ;:S2 ke V 
depend very strongly on microphysical processes that cannot be treated accurately 
within the model presented here. Moreover, the spectra at energies .<,15 keV depend 
on the unknown heating processes in the HCC. A more detailed treatment of either 
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energy regime requires a self-consistent solution of the equations for the radiation 
transport and the gas flow and possibly in multiple dimensions. Future observations 
of Z sources at energies ;S2 ke V and ~15 ke V are needed to guide and place constraints 
on the theoretical modeling. Both types of observations can now be performed either 
with ASCA (at low photon energies) or with the HEXTE experiment on RXTE (at 
high.photon energies) and will provide valuable information for the physical conditions 
very close to the compact objects in Z sources. 
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Appendix A 
Photon Kinetic and Radiative 
Transfer Equations for Scattering 
by an Electron Fluid 
In this appendix we give the photon kinetic equation and the corresponding radiative 
transfer equation for scattering by an electron gas with temperature Te and bulk 
velocity V. 
We start from the photon kinetic equation (2.27), transform all the quantities to 
the system frame using equations (2.18)-(2.19), and then average over the electron 
velocity distribution. The resulting photon kinetic equation is 
where 
+ ~ (n2n + n;ni + 'R.ijnij + ntnijk + ntlnijkl) 
+ ~ ( ~J n(i, c:) (2 + c:ae) ( n - zini + zitinii - zizizkniik) 
(A.1) 
'R1 - -1 + 2_:_ + (i · v) , (A.2) 
me 
'R2 - 1 + 2_:_ + _:_c:ae + 2 Te - (i. v) + (i. v)2 - V 2 
me me me 
+c:ae [4 ~: - (i · v) + (i · v)2] + ~c:2 a; [2 ~: + (i · v)2] , (A.3) 
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n; -2.!_zi - .!_E:8eli - 4 Te zi + 2Vi - 2 (f · v) zi - 2 (f · v) 2 zi + 2V2li 
me me me 
[ Te · (A ....,) (A ..... )2 ·] +E:8e -4 me zi + Vi - 4 l · V Vi + 2 l · V zi 
+~E:a; [-2 ~ee zi - 2 (f · v) Vi] , (A.4) 
nt zizi + 2.!_zizi + .!_E:8elizi - 6 Te zizi + (i · v) zizi - 2liVj 
me me me 
+ (i · v)2 zizi - 8 (i. v) ziVj - 3V2lizj + 4ViVj 
+E:8e [4~ee zizi - (i. v) zizi + 3ViVj - (i. v)2 zizi] 
+~E:a; [2~ee zizi + ViVj + (i · v)2 zizi] , (A.5) 
n~k -2.!_zizizk - .!_f:aezizizk + 4 Te zizizk 
me me me 
+4zizivk - sfiV; vk + 4 (i · v) zizi~ 
+E:8e [-4 ~ee zizizk + zizi~ - 4 (i. v) zizivk - 2liVj ~] 
+~E:2a; [-2 ~ee zizizk - 2 (i · v) zizivk] , (A.6) 
n~kz = 10zizi~ Vi+ 5E:8ezizi~ Vi+ ~f:2 a;zizi~ Vi. (A.7) 
The corresponding radiative transfer equation is 
where 
£1 -1+2.!_ + (i · V) , (A.9) 
me 
£ 2 - 1 - .!_ + .!_E:8e + 2 Te + 2 (f · v) + 4 (f · v)2 - V 2 
me me me 
+E:8e [-2 Te - (i · v) - 2 (f · v)2] + ~E:2a; [2 Te + (i · v)2] ,(A.10) 
me 2 me 
c; .!_zi - .!_E:8eli - 4 Te zi - Vi - 2 (f · v) zi - 8 (i · v) 2 zi + 2V2li 
me me me 
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[ T . (A .... ) (A -+)2 •] +d)e 2 m: zi + Vi + 2 l · V Vi + 2 l · V zi 
+~c:a; [-2!: zi - 2 (i. v) Vi] , 
£1 - zizi - ~zizi + ~c:8ezizi - 6 Te zizi + 4 (i. v) zizi - 2liVj 
me me me 
+10 (i. v)2 zizi - 8 (i. v) ziVj - 3V2lizi + ViVj 
+c:8e [-2!: zizi - (i. v) zizi -4 (i. v)2 zizi] 
+~c:a; (2 !: zizi + ViVj + (i. v)2 zizi] ' 
- ~zizizk - ~c:8ezizizk + 4 Te zizizk 
me me me 
+ziziVk - 2liVj Vk + 4 (i. v) ziziVk 
+c:8e [2!: zizizk + ziziVk + 2 (i. v) ziziVk - 2liVjltk] 
+~c:2a; [-2 !: zizizk - 2 (i. v) ziziVk] ' 
. . . . 1 2 2 .. l'l3ltk Vl + 2c8el'l3ltk Vl + 2€ 8el'l3Vk Vl • 
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(A.11) 
(A.12) 
(A.13) 
(A.14) 
Appendix B 
Emission and Absorption Processes 
in the System Frame 
In the absence of scattering, the transfer equation in the system frame becomes simply 
(see, e.g., Mihalas & Mihalas 1984, p. 422) 
(B.1) 
where again the subscript 'f' refers to quantities in the fluid frame and we have for 
simplicity assumed that the emission coefficient 17 and the absorption coefficient x 
. are isotropic in this frame. In writing equation (B.1) we have also used the fact that 
the absorption and emission coefficients are defined in the fluid frame and that (17/c2 ) 
and (ex) are Lorentz invariants. 
We can now expand 17( cf) to second order in V as 
17(c1) - 17[c+(c1-c)] 
( ) 1 2 2 ,....., T/e + €J - € 8e1]e + 2(ct - c) 8e T/e 
,..., T/e + (~v2 - l · v) c8e1]e + (l · v)2 c2a;11e' (B.2) 
where T/e = 17(c). We also expand x(ct) in a similar way. The transfer equation to 
second order in V then becomes 
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We can then obtain the zeroth and first moments of the transfer equation, 
(B.4) 
and 
(B.5) 
Blandford & Payne (198la) added a photon source term to the right side of their 
transfer equation, without adding any corresponding absorption term. This is funda-
mentally inconsistent with thermodynamics (if absorption is not included, the photon 
source can never come into thermodynamic equilibrium with the radiation field). It 
is equivalent to including the terms on the right sides of equations (B.3)-(B.5) that 
involve the emission coefficient 7Je but neglecting all the terms that involve the ab-
sorption coefficient Xe· 
Neglecting the absorption terms compared to the emission term is a valid approx-
imation only if the specific intensity of the radiation field is negligible compared to 
the source function Se = 1Je/Xe at all photon energies, i.e., only if self absorption is 
never important at any energy, anywhere in the system. This is rarely the case in 
astrophysical systems. For example, it is not the case in the Comptonizing regions 
around accreting neutron star and black hole X-ray sources. 
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Neglecting the absorption terms in the transfer equation leads to equations that 
have a different mathematical character from equations (B.3)-(B.5), because in this 
case the right sides of the transfer and moment equations do not depend explicitly 
on the radiation field. 
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Appendix C 
Moments of the Specific Intensity 
in Spherical Geometry 
In defining the moments of the specific intensity in the system frame we shall use the 
quantities 
(C.1) 
and 
(C.2) 
The zeroth moment of the specific intensity is then 
11r J(r, €) = - u(z,p, €)dz, 
r o (C.3) 
where r depends on z and p through the relation r 2 = z2 + p2 • Because of the assumed 
spherical symmetry, the only non-zero component of the first moment of the specific 
intensity is the r-component: 
I !or Hr(r, €) = 2 zv(z,p, €)dz. 
r o (C.4) 
Similarly, the non-zero components of the second, third, and fourth moments of the 
specific intensity are 
(C.5) 
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I 
! 
l 
l 
1 1r l Qrrr(r, c) 4 z3v(z,p, c)dz l ! r o Qeer(r, c) = Qere(r, c) = Qree(r, c) ! (Hr_ Qrrr) ' 
-' ' 2 \ ~ 
Q<P<Pr(r, c) = Q<Pr<P(r, c) = Qr<P<P(r, c) ~(Hr_ Qrrr) , 
1 1r Rrrrr(r, c) 
- 4 z3u(z,p, c)dz 
r o 
Reeee(r, c) 
-
~ (J _ 2Krr + Rrrrr) 
8 
R<P<P<P<P(r, c) 
-
~ (J _ 2Krr + Rrrrr) 
8 
Rrree(r, c) = Rrere(r, c) = ... ! (Krr _ Rrrrr) 
2 
Rrr<P<P(r, c) = Rr<Pr<P(r, c) = ... ! (Krr _ Rrrrr) 
2 
R80<P<P(r, c) = R8"'0"'(r, c) = ... ~Rrrrr 8 . (C.6) 
Appendix D 
The Generalized Source Function 
Using equation (Al)-(A8) of Appendix A we derive the generalized source function 
for a spherically symmetric system: 
S±( ) - s± € s± Tes± vs± v 2s± ·· z,p, € = 1 + - 2 + - 3 + 4 + s ' 
me me (D.1) 
where 
s± 
- ~ [ 3 - cos 02 + ( 3 cos 02 - 1) rr] J 
(D.2) 
1 
s± 
- ~{<-I+ ell,) [3- cos' 0 + (3cos 2 0-1) r] J 2 
+ (1 - €8e) [s - 3cos2 0 + (5cos 2 0 - 3) grr] Hr cos o} 
(D.3) s± 
- ~ { f3cos 2 0 - 1 - 3 (3cos 20- 1) f"'j J 3 
+2 [1 - 3grr + (5grr - 3) cos2 o] Hr cos 0 
+~ (-2<8.+ •'8:) [a - cos2 0 + (3cos2 0- l) r] J 
+~ (2<8, - •'8:) [s - 3cos2 0 + (5cos2 0 - a) g"] H' cos 0 (D.4) s± 
- V cos OJ+ !!v { 4cos 0 [2 - cos20 +(a cos 2 0 - 2) f"] J 4 
. 8 
+ [-l -5cos2 0 + (3cos2 0-1) grr] Hr 
- cos 08e [ 3 - cos2 0 + ( 3 cos2 0 - 1) rr] J 
+8, [~(a - cos' o) + (a cos' o - i) g"] H'} 
(D.5) s± 
- ~V2 { [-5cos4 0 + ~l cos2 0 -1 - 2cos2 0 (2- cos2 o) <8, 5 
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~--------------~-
+ ~ cos 2 8 ( 3 - cos2 8) €2 8;] J 
+ [ 4 - 10 cos 2 8 + ( 3 + cos 2 8) €8" - ~ ( 3 - cos 2 8) €2 8;] cos 8 H 
+ [~ (30cos4 8-37cos2 8 + 7) + 2 (l -3cos4 8) €8" 
+ ~ ( 3 cos4 8 - 3 cos2 8 + 4) €2 8;] rr Krr 
+ [ (6cos2 8 - 4) + (3cos2 8 - 3) €8" - ~ (3cos2 8 -1) €28;] cos8grr Hr 
+ ( 2 cos2 8 - 1) ( 1 + 2€8" + ~€28;) Rrrrr} (D.6) 
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Appendix E 
Coefficients of the Moment 
Equations 
Using equations (2.34) and (2.40) we derive 
Ai - ne [€ + V2 (1~ €0€ + ~~ €28;) rr] 
- (1 + ~v2 + (rr + ~) v2€8e + ~rrv2€2a;] x 
A2 
- no{<- 2T, - ~ V' + [ 110 ( j" - ~) + ~~ e&,j"] V2 } 
Aa 
- [T. !v2 11 (rr _ ! ) v2] ne e + 3 + 20 3 
A4 2 + yr X + yr €OeX -
To -T 
As 
-
nevr 
C1 -
-xSe + ~ V2 Se (€Ge - €20;) x + ~ V2€ (Be Se) (1 - 2€8e) x 
-~V2 €2 (a; Se) x 
and 
B1 
- 1~neVr (9Fr - 7- €8drr) + vrrr (1 + €8e) x 
+ar~ rr - 3 ( rr - ! ) 
To -T 3 
B2 
- _ 11one yr (Fr+ 3) 
Ba 
- n [-i+±e-~T _ _1i_V'+_l_V'(-5-3e& -&')9''] e 5 5 e 10 10 € € 
- [ 1 + ~ v2 - v2 ( grr + ~) €0€ - ~ v2 grr €2 a;] x 
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(E.l) 
(E.2) 
(E.3) 
(E.4) 
(E.5) 
(E.6) 
(E.7) 
(E.8) 
(E.9) 
f. 
B4 [ 2 4 T 9 V' 3 V' ( 2 8 ) ., l (E.10) - n --E + - + - + - -1 - -E g e 5 5e 10 10 3£ 
Bs 
- ne [-~Te - l~ V 2 (grr + 1)] (E.11) 
C2 
- -~Vrxs + ~Vrxd} S + ~ vr Stl} x (E.12) 3 3 £ 3 £ ' 
where To = r(r = 0) and we have supressed the dependence of the various quantities 
on spatial position and photon energy. 
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Appendix F 
Parabolic Character of the System 
of Equations 
In this Appendix we follow the procedure outlined by Ames (1992, pp. 8-12) to prove 
that the system of partial differential equations (3.9) and (3.10) is parabolic. 
We define the quantities L = 8EJ and Mr = 8EHr, which together with the 
partial differential equations ( 4.23) and (3.10), and the equations for the differentials 
dJ, dHr, dL, and dMr, form an 8 x 8 system of algebraic equations for the eight 
derivatives 
1 
1 
1 A3E2 
rr 
drr 
drr 
dE 
BsE2 
drr 
dE drr 
8EJ 
8-r,.J 
8EHr 
8-r,.Hr 
8EL 
8-r,.L 
8EMr 
8-r,.Mr 
L 
Mr 
-
C1 - AiJ - A2EL - A4Hr - AsEL 
C2 - B2EL - B3H - B4EMr 
dJ-LdE 
dHr - MrdE 
dL 
dMr 
(F.1) 
(F.2) 
Equating the determinant of the coefficient matrix to zero, we obtain the characteristic 
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equation for the system of equations, 
(F.3) 
from which we obtain that the system has only one multiple, real characteristic direc-
tion, i.e., drr = 0. Therefore, the system of partial differential equations ( 4.23) and 
(3.10) is parabolic. 
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