Abstract. In this short note, we give a very efficient proof of a recent result of TreilVolberg and Lacey-Spencer giving sufficient conditions for the two-weight boundedness of a sparse operator. We also give a new sufficient condition for the two-weight boundedness of a sparse operator. We make critical use of a formula of Hytönen in [6] .
Introduction
Let D be a dyadic lattice. Recall that a collection S of cubes in D is said to be sparse if the following holds, uniformly over P ∈ D: |∪ Q∈S:S⊂P Q| ≤ 1 2 |P|. This implies that the following holds, uniformly over all P ∈ D:
Q∈S:S⊂P |Q| |P| . For a cube Q ∈ S, let E Q := Q\∪ S∈S:S⊂Q S and note that |E Q | ≃ |Q|. The sparse operator T S indexed over cubes in S is defined by T S f(x) := S∈S f S 1 1 S (x). Here and below, f Q := |Q| −1 Q f(x)dx. Due to deep and important theorems of Lerner, Lacey, and Rey and Conde-Alonso [1, 9, 12] important operators in harmonic analysis (for example, maximal functions, Calderón-Zygmund Operators, Haar shifts) are point wise dominated by finite sums of sparse operators. Thus, proving two-weight inequalities for these sparse operators will imply the same theorems for other operators of interest.
Recently, a sufficient condition for the two-weight boundedness of sparse operators was provided by Treil-Volberg and Lacey-Spencer [13, 19] . The conditions are in terms of so-called "entropy bumps" introduced in [19] . We give an efficient proof of these results and also give a new condition. The main results are as follows. Throughout, let
where ε p is an increasing function on
Our first theorem is the following Theorem 1.1. With definitions as above, and 1 < p < ∞, there holds For our next theorem, let
where α p is a function that is decreasing on (0, 1) and increasing on (1, ∞) and that satisfies r∈Z α p (2 −r )
We have Theorem 1.2. With definitions and above, and 1 < p < ∞ there holds
The type of theorems we are proving are known as "bumps", because they slightly strengthen the joint A p characteristic. The bumps in Theorem 1.1 were introduced in [19] and are known as "entropy bumps", and the bumps in Theorem 1.2 seem to be new. There is a long history of theorems of this type (see for example [2-5, 7, 8, 10, 14-16] ) but in [19] it is shown that under some mild conditions, the entropy bumps are smaller than other bumps and so this approach is more robust.
Our proof builds on the ideas in [13] and uses an interesting formula by Hytönen in [6] that generalizes the expansion of sums like ( j a j ) 2 to powers other than 2. This formula seems to be powerful and it seems to have been first observed in [6] .
The Proof
The proof will use the following facts and notation. First, all cubes considered below are in the sparse collection S. For a collection Q of cubes let [w, σ]
The first fact we use is the following deep theorem, originally due to Sawyer. See [6, 11, 18] . Lemma 2.1. Let D be a dyadic grid and let S ⊂ D be sparse. Define:
Then:
.
We first give the proof of Theorem 1.1 in the case p = 2.
Proof of Theorem 1.1 when p = 2. We will verify the testing conditions hold; we will only verify the first condition as the second condition is verified similarly. Fix P ∈ S. By the triangle inequality and the summability condition of ε 2 , it suffices to show
where Q r := {Q : Q ⊂ P and ρ σ (Q) ≃ 2 r } for r ∈ N. Since two cubes in Q r are either nested or disjoint, there holds
Inserting this into (2.1), and using ρ σ (Q) ≃ 2 r for Q ∈ Q r , P Q∈Qr
Since Q r is sparse, Q∈Qr σ Q Q ′ ⊂Q |Q ′ | Q∈Qr σ(Q). Set Q * r to be the maximal cubes in Q r . Using the fact that |E Q | ≃ |Q| and that {E Q } are pairwise disjoint, there holds:
Since the cubes in Q * r are pairwise disjoint, the sum is bounded by σ(P), as desired. To use a similar idea for p 2 we need the following lemma proven in [6] .
Lemma 2.2. Let Q be any collection of cubes. With obvious notation there holds
We use this to prove Theorem 1.1 for all p > 1.
Proof of Theorem 1.1. We will verify the testing conditions. For simplicity, we will verify the first condition; the dual condition is verified similarly. Thus, let P be any cube in D.
For r ≥ 0, let Q r = {Q ⊂ P : ρ σ (Q) ≃ 2 r }. Note that for these cubes, there holds
Therefore, by the triangle inequality and Lemma 2.2 there holds
In the last estimate, we used the fact that for the cubes in Q r , ρ σ (Q) ≃ 2 r and so we can use the same estimate as in (2.2). The summability condition on ε p completes the proof.
We conclude with the proof of Theorem 1.2.
Proof of Theorem 1.2. As above we need to verify the testing conditions, and we will only verify the first. Thus, let P be any cube in D. For r ∈ Z let Q r = {Q ⊂ P : σ Q ≃ 2 r }. Using the summability condition on α p , as in the proof of Theorem 1.1 we may assume that all cubes are contained in Q r .
Again let Q * r denote the maximal cubes in Q r . Using Lemma 2. In the second line we used the definition of Q r and in the third line we used sparseness. Again, using the definition of Q r , the sum is equivalent to Q * ∈Q * r σ(Q * ) and by the maximality of the cubes in Q * , it follows that this sum is dominated by σ(P).
