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Abstract
Consider a domain Ω in Cn with n > 2 and a compact subset K ⊂ Ω such that Ω\K is
connected. We address the problem whether a holomorphic line bundle defined on Ω\K extends
to Ω. In 2013, Fornæss, Sibony and Wold gave a positive answer in dimension n > 3, when
Ω is pseudoconvex and K is a sublevel set of a strongly plurisubharmonic exhaustion function.
However, for K of general shape, we construct counterexamples in any dimension n > 2. The
key is a certain gluing lemma by means of which we extend any two holomorphic line bundles
which are isomorphic on the intersection of their base spaces.
Keywords: Hartogs’ extension, holomorphic line bundles, gluing lemma
1 Introduction
The Hartogs’ extension theorem is one of the most distinctive results in several complex
variables. Let Ω ⊂ Cn (n > 2) be a domain. Let K ⊂⊂ Ω be a compact subset such that Ω\K
is connected. Denote by O the sheaf of holomorphic functions on Cn.
Theorem 1.1. (Hartogs’ extension theorem for holomorphic functions) The restriction map
H0(Ω,O) −→ H0(Ω\K,O)
is bijective.
A proof using no ∂ techniques can be found in Merker-Porten’s paper [5].
Next, let O∗ be the sheaf of invertible holomorphic functions on Cn. Arguing that a nowhere
vanishing function f ∈ Ω\K extends holomorphically to Ω as well as its inverse g := 1f , and
that f g ≡ 1 transfers from Ω\K to Ω by the uniqueness principle, one deduces the
Corollary 1.2. (Extension of invertible holomorphic functions) The restriction map
H0(Ω,O∗) −→ H0(Ω\K,O∗) (1)
is bijective.
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Beyond functions, it is natural to ask whether for holomorphic line bundles, Hartogs’ type
extension holds from Ω\K to Ω. If yes, is the extension unique modulo isomorphism?
Recall that there is a bijection between the set of isomorphic classes of holomorphic line
bundles over Ω, and the Picard group H1(Ω,O∗), constructed in the following way. Any
holomorphic line bundle pi : L −→ Ω admits an open cover {Ui} of Ω together with local
trivialization maps ϕi : pi
−1(Ui)
∼−→ Ui×C and transition maps fij ∈ H0(Ui∩Uj ,O∗). The data
{fij} is a Cˇech 1-cocycle representing some element inH1({Ui},O∗) ↪→ H1(Ω,O∗). Reciprocally,
any element in H1(Ω,O∗) can be expressed by some Cˇech 1-cocycle {fij} with respect to some
open cover {Ui} of Ω valued in O∗. The data ({Ui}, {fij}) gives a holomorphic line bundle.
Using these notations, we may restate our question more precisely.
Question 1.3. Given a holomorphic line bundle L over Ω\K, does there exist a holomorphic
line bundle L˜ over Ω such that L˜|Ω\K ∼= L? Equivalently, is the restriction map
H1
(
Ω,O∗
) −→ H1(Ω\K,O∗) (2)
surjective? If yes, is it bijective?
A positive answer, under certain circumstances, was given by Fornaess-Sibony-Wold in [3].
Theorem 1.4. (Extension across strictly pseudoconcave level sets) Let Ω ⊂ Cn (n > 3) be a
pseudoconvex domain with a C∞ strictly plurisubharmonic (psh) exhaustion function ρ, i.e. for
each a ∈ R, the sublevel set Ka := ρ−1(−∞, a] is compact in Ω. Then every holomorphic line
bundle over Ω\Ka extends to Ω. The extension is unique modulo isomorphism.
Actually they proved a stronger version of this theorem, namely existence (resp. uniqueness)
of an extension when the Levi form of ρ has at least 3 (resp. 2) positive eigenvalues.
The proof of Theorem 1.4 uses (1) the exponential sequence and Cartan’s theorem B (2)
the extension of holomorphic functions across a totally real plane and (3) Andreotti-Grauert
theory. We will present the first two ingredients in Section 2 because we are going to use them
later.
Now, let us come back to Question 1.3. For n = 2, Ivashkovich already presented in [4] a
local counterexample (cex), but with K ⊂ Ω not compact. In Section 3, we will briefly restate
his construction, and by taking exponential, we will produce a domain Ω ⊂ C2 and a compact
K ⊂⊂ Ω through which some holomorphic line bundles do not extend.
Proposition 1.5. There exists a bounded pseudoconvex domain Ω ⊂ C2 equipped with a C∞
strictly psh function
ρ : Ω −→ [0,∞)
such that K := ρ−1(0) ∼= S1×S1 is a compact totally real 2-torus, and there exists a (nontrivial)
holomorphic line bundle L on Ω\K having the property that there exists no holomorphic line
bundle L˜ on Ω with L˜
∣∣
Ω\K
∼= L.
However, a similar construction in dimension n > 3, again with a compact K = ρ−1(0) ∼=
(S1)n of the same kind, would fall under the positive (known) extension Theorem 1.4.
Hence to really produce a cex to Hartogs’ type extension for holomorphic line bundles in all
dimensions n > 2, the compact K ⊂⊂ Ω should not be of the shape {ρ 6 a}, i.e. a sublevel set
of a strictly psh exhaustion function.
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In Section 4, we will perform an alternative construction. In Cn (n > 2), for 0 <  < n, we
introduce the domain:
G :=
{
z ∈ Cn :
n∑
j=1
(
log |zj |
)2
< 
}
,
which contains the n-dimensional standard totally real torus:
Tn =
{|z1| = · · · = |zn| = 1} ∼= (S1)n.
For 0 <  n small, G will appear to be a thin Grauert tube around Tn. We will check that
the domain G is relatively compact in the ball:
Ω := B
(
2
√
n e
√

)
centered at the origin and of radius 2
√
n e
√
. Also, we will take a small open ball Up ⊂ Cn
centered at the point:
p :=
(
e
√
/n, . . . , e
√
/n
) ∈ ∂G,
as connecting the interior and the exterior of ∂Gε through a small hole at p. Our main result
is the
Theorem 1.6. With the compact:
K := ∂G
∖
Up,
the open set Ω\K is connected, and there exists a (nontrivial) holomorphic line bundle Lcex on
Ω\K having the property that there exists no holomorphic line bundle L˜ on Ω with L˜∣∣
Ω\K
∼= Lcex.
Here ‘cex’ stands for ‘counterexample’
The way we construct this non-extendable Lcex is by using the following gluing lemma.
Lemma 1.7. Let U, V ⊂ Cn be two open subsets, LU , LV be two holomorphic line bundles
defined over U and V respectively. If LU |U∩V ∼= LV |V ∩U are isomorphic as holomorphic line
bundles, then there exists a holomorphic line bundle L defined over U ∪ V such that L|U ∼=
LU , L|V ∼= LV .
A more general version of this gluing lemma, for holomorphic vector bundles, is stated and
proved in subsection 4.1.
Note that in this lemma, we assume no geometrical condition on U, V and no triviality of
LU , LV . The only condition is that LU |U∩V ∼= LV |V ∩U . In particular, when H1(U ∩V,O∗) = 0,
e.g. when U ∩ V is convex, this condition is always satisfied.
The picard group H1(G,O∗) ∼= Z(
n
2) is nontrivial, which will be proved in Proposition
4.4. So we can take a nontrivial holomorphic line bundle Lnt over G. As a consequence of
Proposition 4.5 we show there exists a small ball Up centered at p ∈ ∂G such that Up ∩ G is
convex. So in the gluing lemma, if we regard U as G and V as (Ω\U¯)∪Up, then U∩V = Up∩G
is convex. Thus we can glue Lnt with a trivial line bundle Ltriv over V to obtain a line bundle
Lcex over U ∪ V = Ω\(∂G\Up) = Ω\K, which is connected by Proposition 4.7. Such Lcex is
nontrivial since L|U ∼= Lnt is. It cannot be extended to Ω since H1(Ω,O∗) = 0.
3
VLntU
p Up
In dimension n > 3, the gluing lemma provides a way to extend holomorphic line bundles
different from the method in Theorem 1.4.
In [3], the strongly psh exhaustion function is modified to become a nice Morse exhaustion
function, also denoted by ρ. For any a ∈ R and any holomorphic line bundle La, defined over the
super level set Ωa := {ρ > a}, they proved that for any point p in the level set Γa := {ρ = a},
there exists a small neighborhood Up ⊂ Ω of p such that La|Up∩Ωa is trivial and La can be
extended trivially to Ωa ∪ Up, no matter p is a critical point of the Morse function ρ or not.
Since the level set Γa is compact, after finitely many steps, La extends as Lb over Ωb with some
b < a.
Keep extending La until a local minimum q of ρ is reached. The minimum q is an isolated
point. There exists some small punctured ball B∗q centered at q such that H1(B∗q ,O∗) = 0
when n > 3, by a special case of Andreotti-Grauert theory, Proposition 12 in [1], which is also
proved in [7]. Thus one can extend any holomorphic line bundle trivially across any such local
minimum. This proves Theorem 1.4.
The crucial point above is the following uniqueness result, which a consequence of [3]. Let
us call it ‘downward uniqueness’, since the isomorphism passes to a lower super level set.
Proposition 1.8. (Downward uniqueness) If L,L′ are two holomorphic line bundles defined
over Ωb that are isomorphic over Ωa 6= ∅ with b < a, then they are isomorphic over Ωb.
Γb
p
across a regular point
across a critical point
p
Up
q
q1 q2
Γc
Γb
Γa
Γa
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However, by the gluing Lemma 1.7, we can lose uniqueness when we extend through com-
pact sets having shapes different from Ka. In our cex constructed in Section 4, the ball
Ω = B(2
√
n e
√
) admits a strongly psh exhaustion function ρ(z) = − log(d(z, ∂Ω)). Since
K is compact in Ω, there exists some a ∈ R such that Ωa = {ρ > a} ⊂ Ω\K. We could restrict
the non-extendable holomorphic line bundle Lcex, mentioned above, to Ω
a, and extend Lcex|Ωa
to Ω by Theorem 1.4. But in this way we will get a trivial line bundle, which does not agree
with the initial bundle Lcex over Ω\K. In other words, we have the following commutative
diagram of restriction maps that are group homomorphisms
H1(Ω,O∗)
res4
> H1(Ω\K,O∗)
H1(Ωa,O∗).
res5
∨
res6
>
By Theorem 1.4, the map res6 is bijective. But res5 is not injective since the nontrivial line
bundle Lcex and a trivial one Ltriv over Ω\K have the same restriction on Ωa. Consequently
res4 is not surjective.
non extendable
Ltriv
Ω LntU
FSW extension extension by gluing
Ωa
In conclusion, the map (2) is not always surjective, in any dimension n > 2.
Acknowledgments. The author adresses sincere thanks to Joe¨l Merker for driving him to this
problem and for useful discussions. The author also thanks an anonymous referee for pointing
out minor mistakes in the first version.
2 Background
Now we present the ingredients (1) and (2) mentioned in the Introduction.
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Theorem 2.1. [Cartan’s theorem B] Let X be a Stein manifold, F be a coherent analytic
sheaf on X. Then
Hr(X,F ) = 0 (r>1).
A proof can be found in Cartan’s original paper [2]. Recall the exponential sequence
0 −→ Z ×2pii−−−→ O exp−−→ O∗ −→ 0
of sheaves over X induces an exact sequence of cohomologies
H1(X,O) −→ H1(X,O∗) −→ H2(X,Z).
When X is stein, by Cartan’s theorem B we know H1(X,O) = 0. Moreover, if H2(X,Z) = 0,
for example when X is contractible, then we get H1(X,O∗) = 0. So we have the following
criterion:
Corollary 2.2. Every holomorphic line bundle over a Stein contractible manifold is trivial.
In particular, every convex domain in Cn (n > 1) is Stein and contractible.
Corollary 2.3. Every holomorphic line bundle over a convex domain in Cn (n > 1) is trivial.
The next ingredient is the extension of holomorphic functions across a totally real plane.
Theorem 2.4. Let D ⊂ Cn (n > 2) be a domain, K ⊂ Cn be a totally real plane. Then the
restriction map
H0(D,O) −→ H0(D\K,O)
is bijective.
A proof can be found in the first Chapter of Siu’s book [8]. We can also apply the argument
in the proof of Corollary 1.2.
Corollary 2.5. Under the same assumptions, the restriction map
H0(D,O∗) −→ H0(D\K,O∗)
is bijective.
3 Compactification of Ivashkovich’s Counterexample
In this section we construct a cex in dimension 2. Let z1 = x1 + iy1, z2 = x2 + iy2 be the
standard coordinates of C2 ∼= R4. For any r > 0, let Dr := {|x1| < r, |x2| < r, y21 + y22 < 1} be
a convex bounded domain in C2. Let K := {y1 = y2 = 0} be a totally real plane in C2. Since
Dr\K contracts to C := {x1 = x2 = 0, y21 + y22 = 1/2} ∼= S1, we have H1(Dr\K,Z) = Z.
We can represent a generator of this free Z-module explicitly by using the Cˇech cohomology.
Take an open cover U = {U1, U2} of Dr\K with U1 := {y2 < |y1|}∩Dr and U2 := {y2 > −|y1|}∩
Dr. Then U1 ∩ U2 has 2 components, U112 := {y1 < −|y2|} ∩Dr and U212 := {y1 > |y2|} ∩Dr.
Let c = {c12} ∈ Z1(U ,Z) be a Cˇech 1-cocycle defined by c12|U112 = 0, c12|U212 = 1. Then c is a
nontrivial 1-cocycle representing a generator [c] of the Z−module H1(Dr\K,Z).
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y2
1
y2
y1
1
y1
1
1
y2
y1
1U1
1{y2 = y1}{y2 = −y1}
{y2 = −y1}{y2 = y1}
U112 U
2
12
U2
Recall that the exponential sequence
0 −→ Z ×2pii−−−→ O exp−−→ O∗ −→ 0
induces a long exact sequence
H0(Dr\K,O) α−→ H0(Dr\K,O∗) β−→ H1(Dr\K,Z) γ−→ H1(Dr\K,O) δ−→ H1(Dr\K,O∗). (3)
By Corollary 2.5
H0(Dr\K,O∗) ∼= H0(Dr,O∗).
Since Dr is simply connected, the map
H0(Dr,O)
exp−−→ H0(Dr,O∗)
is surjective, thus in the long exact sequence (3), the map
α : H0(Dr\K,O) −→ H0(Dr\K,O∗)
is also surjective. We have im(α) = ker(β) = H0(Dr\K,O∗) so 0 = im(β) = ker(γ), i.e. γ is
injective. We know that the sequence
0 −→ H1(Dr\K,Z) γ−→ H1(Dr\K,O) δ−→ H1(Dr\K,O∗)
is exact.
The generator [c] ∈ H1(Dr\K,Z) maps to γ([c]) which is nontrivial since γ is injective.
Since 12γ([c]) is not in the image of γ we know δ
(
1
2γ([c])
)
represents a nontrivial holomorphic
line bundle over Dr\K, which cannot be extended to Dr since H1(Dr,O∗) = 0.
Using Cˇech cohomology, the element γ([c]) can be represented by {2piic12} ∈ Z1(U ,O) and
δ
(
1
2γ([c])
)
can be represented by {epiic12} ∈ Z1(U ,O∗). Denote this 1-cocycle by f = {f12}. We
have f12|U112 = 1, f12|U212 = −1. Let L be a holomorphic line bundle defined on Dr\K, trivial on
U1 and U2 and the transition function is defined by {f12}. Then L is a nontrivial holomorphic
line bundle. L cannot be extended to Dr, since by Corollary 2.3 every holomorphic line bundle
over Dr is trivial.
Now we will construct the following objects:
• a bounded pseudoconvex domain Ω ⊂ C2 with a strongly C∞ psh exhaustion function ρ;
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• some a ∈ R and some compact Ka := ρ−1(−∞, a] ⊂⊂ Ω;
• a holomorphic line bundle L over Ω\Ka which can not be extended to Ω.
Recall Dr = {|x1|, |x2| < r, y21 + y22 < 1}. Consider the map
ϕ = exp(i·) : C2 −→ C2,
(z1, z2) 7−→ (w1, w2) := (eiz1 , eiz2).
This map ϕ is locally biholomorphic. It is bijective, hence biholomorphic from Dr onto ϕ(Dr),
when r 6 pi. When r > pi, the image is {(log |w1|)2 + (log |w2|)2 < 1}. We define Ω as this
open set. Actually Ω is a Grauert tube around the totally real torus {|w1| = |w2| = 1}. It is a
bounded pseudoconvex domain, as a special case of Proposition 4.4 with n = 2 and  = 1. The
function
ρ : Ω −→ [0,+∞)
(w1, w2) 7−→ − log
(
1− (log |w1|)2 − (log |w2|)2
)
is a strongly psh exhaustion function of Ω and ϕ(K ∩ Dr) = {|w1| = |w2| = 1} = ρ−1(0) =
K0 ⊂⊂ Ω.
Recall the covering U of Dr\K and the Cˇech 1-cocycle {f12} above. Notice that f12 is
constant along the (x1, x2)-directions. In particular,
f12(x1 + 2k1pi, x2 + 2k2pi, y1, y2) = f12(x1, x2, y1, y2)
whenever k1, k2 ∈ Z, (x1, x2, y1, y2) ∈ Dr and (x1 +2k1pi, x2 +2k2pi, y1, y2) ∈ Dr. So f12 induces
a function f˜12 well defined on the disjoint union ϕ(U12) = ϕ(U
1
12) unionsq ϕ(U212) with
f˜12|ϕ(U112) = 1,
f˜12|ϕ(U212) = −1.
Here ϕ(U ) := {ϕ(U1), ϕ(U2)} is an open cover of Ω\K0. This open cover, together with the
transition function f˜12, defines a nontrivial holomorphic line bundle L over Ω\K0.
Suppose L can be extended to a holomorphic line bundle L′ over Ω. Note that ϕ = exp(i·) is
a biholomorphism between D1 = {|x1|, |x2| < 1, y21 +y22 < 1} and its image ϕ(D1). The pull-back
ϕ∗(L′|ϕ(D1)) gives a holomorphic line bundle defined overD1 which extends ϕ∗(L|ϕ(D1)\K0). Here
ϕ∗(L|ϕ(D1)\K0) is a holomorphic line bundle defined over D1\K, since ϕ−1
(
ϕ(D1)\K0
)
= D1\K.
However, due to our discussion in Section 2, such ϕ∗(L|ϕ(D1)\K0) is nontrivial hence cannot be
extended across K. This contradiction shows that L cannot be extended to Ω.
We can draw Ω ⊂ R4 as a movie of its 3d-sections (when y2 is fixed) in R3.
Figure 1: 3d-sections of Ω, where the red surface is ∂Ω and the blue curve is K0
In fact, each 3d-section is obtained by rotating the 2d-section (when y1 = 0) along the
x2-axis (the dashed line).
We can also draw ϕ(U1), ϕ(U2), ϕ(U
1
12) and ϕ(U
2
12) in this way.
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Figure 2: 2d-sections of Ω when y1 = 0
Figure 3: 2d-sections of ϕ(U1)
Figure 4: 2d-sections of ϕ(U2)
Figure 5: 2d-sections of ϕ(U112) in green and of ϕ(U
2
12) in yellow
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4 Counterexamples in general dimension
As announced in the Introduction, we will construct some ‘strange’ bundles which cannot
be extended from Ω\K to Ω. The key idea is a certain gluing lemma describing ‘flexibility’ of
holomorphic line bundles. Actually such lemma holds for holomorphic vector bundles.
4.1 Gluing lemma
Roughly speaking, holomorphic vector bundles have more ‘flexibility’ than holomorphic func-
tions. Let Ω ⊂ Cn (n > 2) be a domain and U ⊂ Ω be a non-empty open subset. If two
holomorphic functions f and g in Ω are equal over U , then they are equal over Ω. However, if
two holomorphic vector bundles E and F over Ω are isomorphic over U , then they may not be
isomorphic over Ω in general. For example, let E and F be two non-isomorphic holomorphic
line bundles over Ω. For any x ∈ Ω, there exists a neighborhood UE (resp. UF ) of x in Ω where
E (resp. F ) is trivial. So E and F are trivial over U := UE ∩ UF , another neighborhood of x
in Ω. So they are isomorphic over a non-empty open subset U of Ω.
Lemma 4.1. (Gluing lemma for holomorphic vector bundles) Let X be a complex manifold,
let U, V ⊂ X be two open subsets and let W := U ∩ V . For any integer r > 1, let EU be a
holomorphic vector bundle of rank r over U . Let EV be a holomorphic vector bundle of rank r
over V such that EU |W ∼= EV |W . Then there exists a holomorphic vector bundle E of rank r
over U ∪ V such that E|U ∼= EU and E|V ∼= EV .
Remark 4.2. Denote by GLr(O) the sheaf of invertible r × r matrices with coefficients in the
sheaf O of holomorphic functions. In particular, GL1(O) = O∗. Using the language of category
theory, by the universal property of the fibre product, the following commutative diagram
H1
(
U ∪ V,GLr(O)
) res
> H1
(
U,GLr(O)
)

H1
(
V,GLr(O)
)res∨ res
> H1
(
U ∩ V,GLr(O)
)res∨
induces a canonical map
q : H1
(
U ∪ V,GLr(O)
) ∼= H1(U,GLr(O))×H1(U∩V,GLr(O)) H1(V,GLr(O)).
The gluing Lemma 4.1 states that q is an epimorphism, by constructing a left inverse of q.
Remark 4.3. Note that we only have existence, but not uniqueness in general. That is to
say, E is not uniquely determined up to isomorphism by the information of EU and EV . When
r = 1, a simple cex to uniqueness can be constructed by taking
X = CP1 := {[Z0 : Z1], (Z0, Z1) ∈ C2\(0, 0)},
U := {Z0 6= 0} = {[1 : Z1Z0 ], Z1Z0 ∈ C} ∼= C,
V := {Z1 6= 0} = {[Z0Z1 : 1], Z0Z1 ∈ C} ∼= C,
W = U ∩ V ∼= C∗
and EU := U ×C with coordinates (z1, s1), EV := V ×C with coordinates (z0, s0) being trivial
line bundles with the identifications
(z1, s1) = (
1
z0
, 1zn0
s0)
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for each n ∈ Z. This defines the holomorphic line bundle O(n), trivial over U and V . But O(n)
and O(m) are not isomorphic whenever n 6= m.
Proof of Lemma 4.1. It suffices to consider the case where U , V , W are non-empty. Denote the
projection maps by piU : EU −→ U and piV : EV −→ V . Let {(Ui, ϕi)} be a trivialization of EU ,
{(V j , ψj)} be a trivialization of EV . We will use the notations
Ui1,...,is :=
s⋂
x=1
Uix ,
V j1,...,jt :=
t⋂
y=1
V jy .
By trivializations of these vector bundles, we mean that {Ui} is an open cover of U , {V j} is an
open cover of V and
ϕi : pi
−1
U (Ui) −→ Ui × Cr,
ψj : pi−1V (V
j) −→ V j × Cr,
are homeomorphisms and the transition functions fi2,i1 , g
j2,j1 defined by
ϕi2 ◦ (ϕi1)−1 : Ui1,i2 × Cr −→ Ui1,i2 × Cr
(z, l) 7−→ (z, fi2,i1(z) · l),
ψj2 ◦ (ψj1)−1 : V j1,j2 × Cr −→ V j1,j2 × Cr
(z, l) 7−→ (z, gj2,j1(z) · l),
are holomorphic maps valued in GLr(O)(Ui1,i2), GLr(O)(V j1,j2), satisfying the cocycle condi-
tions:
fi3,i2(z) · fi2,i1(z) = fi3,i1(z) (z∈Ui1,i2,i3 ), (4)
gj3,j2(z) · gj2,j1(z) = gj3,j1(z) (z∈V j1,j2,j3 ). (5)
In fact, we can use the notation H0,0
∂¯
(UI , EU ) for the set of holomorphic sections of EU over
UI where I = {i1, . . . , is}. It is indeed a free H0(UI ,O)-module of rank r. If we use e1, . . . , er
as the standard basis of the C-vector space Cr, then {(ϕi)−1(z, e1), . . . , (ϕi)−1(z, er)} is a set
of nowhere vanishing holomorphic sections of EU |Ui which generate H0,0∂¯ (Ui, EU ). So actually
fi2,i1 is a H
0(Ui1,i2 ,O)-coefficients invertible linear map such that for α = 1, . . . , r,
(ϕi2)
−1(z, eα) =
r∑
β=1
(
fi2,i1(z)
)
α,β
(ϕi1)
−1(z, eβ) (β=1,...,r; z∈Ui1,i2 ),
and the cocycle conditions are automatically satisfied.
In the language of Cˇech cohomology we would say that EU is represented by the open
cover {Ui} of U and the 1-cocycle {fi2,i1} ∈ Z1
({Ui},GLr(O)). We have similar statements for(
EV , {V j}, {gj2,j1}
)
.
Then {W ji := Ui ∩ V j} is an open cover of W trivializing EU and EV simultaneously,
i.e. H0,0
∂¯
(W ji , EU )
(
resp. H0,0
∂¯
(W ji , EV )
)
is a rank r free H0(W ji ,O)-module generated by
{(ϕi)−1(z, e1), . . . , (ϕi)−1(z, er)}
(
resp. {(ψj)−1(z, e1), . . . , (ψj)−1(z, er)}
)
. The isomorphism
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h : EU |W ∼= EV |W induces an isomorphism between the rank r free H0(W ji ,O)-modules
H0,0
∂¯
(W ji , EU ) and H
0,0
∂¯
(W ji , EV ). It is determined by h
j
i ∈ H0
(
W ji ,GLr(O)
)
such that for
α = 1, . . . , r,
(ψj)−1(z, eα) =
r∑
β=1
(
hji(z)
)
α,β
(ϕi)
−1(z, eβ) (β=1,...,r; z∈W ji ).
Use the notation W j1,...,jti1,...,is := (
s⋂
x=1
Uix) ∩ (
t⋂
y=1
V jy). For any indices i1, i2, j1, j2 we get the
transition equations
fi2,i1(z) =
(
hj2i2(z)
)−1 · gj2,j1(z) · hj1i1(z) (z∈W j1,j2i1,i2 ). (6)
Now we define E, a holomorphic vector bundle over U ∪V . Note that {Ui, V j} is actually an
open cover of U ∪ V . We let E to be trivial on each Ui and V j and define transition functions
l ∈ Z1({Ui, V j},GLr(O)) by
li2,i1 := fi2,i1 ,
lj2,j1 := gj2,j1 ,
lji := h
j
i.
The cocycle conditions among (Ui1 , Ui2 , Ui3) and (V
j1 , V j2 , V j3) are satisfied because of (4)
and (5). We only need to check the cocycle conditions among (Ui1 , Ui2 , V
j) and (Ui, V
j1 , V j2),
i.e.
hji2(z) · fi2,i1(z) = h
j
i1
(z) (z∈W ji1,i2 ),
gj2,j1(z) · hj1i(z) = hj2i(z) (z∈W j1,j2i ).
But this can be achieved by taking j1 = j2 = j or i1 = i2 = i in (6) and using fi,i = id, g
j,j = id.
We have E|U ∼= EU , because both bundles are given by the same transition functions {li2,i1 =
fi2,i1} with respect to the same open covering {Ui} of U . For the same reason E|V ∼= EV .
4.2 A Stein manifold with a nontrivial holomorphic line bundle
Take ρ : (C∗)n −→ [0,+∞), (z1, . . . , zn) 7→
n∑
j=1
(log |zj |)2. For any  > 0, define G :=
ρ−1[0, ). Denote by B(r) := {
n∑
j=1
|zj |2 < r2} the open ball centered at the origin of radius r > 0
in Cn.
Proposition 4.4. For every  > 0,
(i) G ⊂ B(
√
ne
√
) is bounded;
(ii) G is pseudoconvex with smooth boundary;
(iii) G is connected. In fact G contracts to a n-dimensional torus. Its Picard group is
H1(G,O∗) ∼= Z(
n
2). In particular, G carries a nontrivial holomorphic line bundle.
12
Proof. (i) Since
n∑
j=1
(log |zj |)2 <  =⇒ (log |zj |)2 <  (j=1,...,n)
=⇒ e−
√
 < |zj | < e
√

(j=1,...,n)
=⇒
n∑
j=1
|zj |2 < ne2
√
,
we see that G ⊂ B(
√
ne
√
).
(ii) Actually the boundary ∂G = ρ
−1(). We know that ρ is smooth on (C∗)n and dρ =
n∑
j=1
log |zj |(dzjzj +
dz¯j
z¯j
).
dρ = 0
⇐⇒ |zj | = 1 (j=1,...,n)
⇐⇒ ρ = 0.
So  > 0 is a regular value of ρ, hence ∂G is smooth.
To prove that G is pseudoconvex, we check the Levi-condition. For any z ∈ ∂G and
(w1, . . . , wn) ∈ Tz(C∗)n = TzCn satisfying
n∑
j=1
∂ρ(z)
∂zj
wj = 0, we have
n∑
j,k=1
∂2ρ(z)
∂zj ∂¯zk
wjw¯k =
n∑
j=1
|wj |2
2|zj |2 >
1
2e2
√

n∑
j=1
|wj |2.
Thus G is pseudoconvex.
(iii) We claim that G contracts to ρ
−1(0) = {|zj | = 1, j = 1, . . . , n} ∼= S1 × . . .× S1︸ ︷︷ ︸
n times
= Tn.
To show this, we construct a contraction map
H : G × [0, 1] −→ Cn,
(z, t) 7−→ (|z1|λ(z,t)z1, . . . , |zn|λ(z,t)zn),
where λ(z, t) : G × [0, 1] −→ R is a continuous map. Note that
ρ
(
H(z, t)
)
=
(
λ(z, t) + 1
)2
ρ(z).
Then H is a contraction map if for any z ∈ G and any t ∈ [0, 1] we have{
H(z, 0) = z =⇒ λ(z, 0) = 0,
im(H) ∈ G =⇒
(
λ(z, t) + 1
)2
ρ(z) < .
(7)
If we take λ(z, t) = −t, then these conditions are satisfied and im (H(z, 1)) = ρ−1(0) =
{|zj | = 1, j = 1, . . . , n} ∼= Tn. We see G is connected since Tn is.
Now we calculate the Picard group H1(G,O∗). By (ii), G is Stein and by Cartan’s theorem
B, we have H1(G,O) = H2(G,O) = 0. Recall that the exponential exact sequence
0 −→ Z ×2pii−−−→ O exp−−→ O∗ −→ 0
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induces a long exact sequence
H1(G,O) −→ H1(G,O∗) −→ H2(G,Z) −→ H2(G,O).
Since the first and the last term vanish, we have
H1(G,O
∗) ∼= H2(G,Z) ∼= H2(Tn,Z).
Recall that by using a Mayer-Vietoris sequence we have Hk(S1 ×M,Z) ∼= Hk−1(M,Z) ⊕
Hk(M,Z) for any simplicial complex M and any k ∈ Z+. Hence Hk(Tn,Z) ∼= Z(
n
k). In particular
H1(G,O∗) ∼= H2(Tn,Z) ∼= Z(
n
2) is nontrivial since n > 2.
4.3 Gluing process
Now we take 0 <  < n, for example  = n/2. The boundary ∂G is then given by the
equation
ρ(z) =
n∑
j=1
(log |zj |)2 = .
Proposition 4.5. The real Hessian Hρ is positive definite at the point p = (e
√
/n, . . . , e
√
/n) ∈
∂G.
Proof. For j = 1, . . . , n, we have
∂2ρ
∂x2j
=
2
|zj |4
(
(y2j − x2j ) log |zj |+ x2j
)
,
∂2ρ
∂xj∂yj
=
2xjyj
|zj |4 (1− 2 log |zj |),
∂2ρ
∂y2j
=
2
|zj |4
(
(x2j − y2j ) log |zj |+ y2j
)
.
So the real Hessian is
Hρ =

2
|z1|4H
2×2
1 0 . . . 0
0 2|z2|4H
2×2
2 . . . 0
...
...
. . .
...
0 0 . . . 2|zn|4H
2×2
n
 ,
where
H2×2j =
[
(y2j − x2j ) log |zj |+ x2j xjyj(1− 2 log |zj |)
xjyj(1− 2 log |zj |) (x2j − y2j ) log |zj |+ y2j
]
(j=1,...,n).
The real Hessian Hρ is positive definite if and only if for all j, H2×2j is positive definite.
That is equivalent to {
tr(H2×2j ) > 0,
det(H2×2j ) > 0,
for all j. The first inequality is achieved since tr(H2×2j ) = x
2
j + y
2
j > 0 for all j and all
z ∈ ∂G ⊂ (C∗)n. For the second inequality, we calculate
det(H2×2j ) = (x
2
j + y
2
j )
2(log |zj | − (log |zj |)2),
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hence
det(H2×2j ) > 0⇐⇒ log |zj | − (log |zj |)2 > 0
⇐⇒ log |zj | ∈ (0, 1)
⇐⇒ |zj | ∈ (1, e).
So at p = (e
√
/n, . . . , e
√
/n) ∈ ∂G we have det
(
H2×2j (p)
)
> 0 for each j = 1, . . . , n. We
conclude that Hρ(p) is positive definite.
Remark 4.6. The condition  < n is necessary and sufficient for the existence of some point
in ∂G where the real Hessian Hρ is positive definite. This is because when  ≥ n, for any
p′ = (z1, . . . , zn) ∈ ∂G there exists at least one j = 1, . . . , n such that (log |zj |)2 ≥ 1. Thus
det
(
H2×2j (p
′)
) ≤ 0, hence Hρ(p′) is not positive definite.
At the point p = (e
√
/n, . . . , e
√
/n) ∈ ∂G, since Hρ(p) is positive definite and ρ is smooth,
there exists some open convex neighborhood Up of p in (C∗)n (e.g. a sufficiently small open ball
centered at p), such that Hρ(z) is positive definite for all z ∈ Up. Thus ρ is strictly convex in
Up, hence for any p1, p2 ∈ G ∩ Up and any t ∈ (0, 1) we have
ρ
(
tp1 + (1− t)p2
)
< tρ(p1) + (1− t)ρ(p2) < .
So tp1 +(1−t)p2 ∈ G and is also contained in Up since Up is convex. So tp1 +(1−t)p2 ∈ G∩Up.
We proved that G ∩ Up is convex.
Now we define Ω := B(2
√
ne
√
), Ω′ := (Ω\G)∪Up and K := Ω\(G ∪Ω′). In fact we have
K = ∂G\Up ⊂⊂ Ω.
Proposition 4.7. The open set Ω′ ∪G = Ω\K is connected.
To prove the proposition, we will use the language in Range’s book [6] Chap 3.7. We call a
compact set A ⊂ Cn a Stein compactum if it has a neighborhood basis of Stein domains.
Lemma 4.8. For any bounded Stein compactum A ⊂ Cn (n > 2), the complement Ac := Cn\A
is connected.
Proof. Since A is bounded, there exists some R > 0 such that A ⊂ B(R) ⊂ Cn. Thus the open
set Ac has an unbounded component containing B(R)c.
Suppose Ac is not connected and W is another component, then W ⊂ B(R) is bounded.
Also ∂W ⊂ ∂A. Take p ∈ W ⊂ Ac. We have p /∈ A. Thus Cn\{p} is an open neighborhood of
A. Since A is a Stein compactum, there exists an open Stein neighborhood V of A contained in
Cn\{p}. The set ∂W ⊂ ∂A ⊂ A is relatively compact in V . The holomorphically convex hull
of ∂W with respect to V
∂̂W V := {z ∈ V ||f(z)| 6 sup
w∈∂W
|f(w)|,∀f ∈ O(V )},
on one hand, should be relatively compact in V since V is Stein.
But on the other hand W\V ⊂⊂ V ∪W and (V ∪W )\(W\V ) = V is connected. Thus
by Hartogs’ extension theorem for holomorphic functions we have O(V ) = O(V ∪W ) and by
maximal principle we have
|f(z)| 6 sup
w∈∂W
|f(w)|, (z∈W,f∈O(V ∪W )⊂O(W )).
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Hence V ∩W ⊂ ∂̂W V . If ∂̂W V is relatively compact in V , so is W ∩ V . But since W is a
connected domain, it is pathly connected. We take a point q ∈ W ∩ V and a path γ in W
connecting q and p ∈W\V . We get a subpath in W ∩ V approaching ∂V . Hence W ∩ V is not
relatively compact in V , a contradiction.
Proof of Proposition 4.7. In fact Up is a domain meeting both G and Ω\G. By Proposition
4.4 (iii) we know G is connected. So it suffices to show that Ω\G is connected. Note that the
bounded compact set G has a neighborhood basis of Stein domains {G+δ, δ > 0}. By Lemma
4.8 we know G
c
is connected. Since G ⊂⊂ Ω = B(2
√
n), we know Ω\G is connected.
End of the proof of Theorem 1.6. Take the trivial holomorphic line bundle Ltriv over Ω
′, take
Lnt a nontrivial holomorphic line bundle over G. Since G ∩ Up is convex, by Corollary 2.3 we
know the restrictions of Lnt and Ltriv to G ∩ Up are trivial, hence isomorphic. By the gluing
Lemma 4.1 we get a holomorphic line bundle Lcex over G ∪ Ω′ = Ω\K, which is nontrivial
since Lcex|G ∼= Lnt is. Thus H1(Ω\K,O∗) 6= 0. However, H1(Ω,O∗) = 0 since Ω is convex.
Thus the restriction map
H1(Ω,O∗) −→ H1(Ω\K,O∗)
cannot be surjective. In particular, Lcex cannot be extended to Ω.
zoom
p
Up
G
K = ∂G\Up
Ω = B(2
√
ne
√
)
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