Place cell firing patterns in the rat hippocampus are often organized as sequences. Sequences falling within cycles of the theta (6-10 Hz) local field potential (LFP) oscillation represent segments of ongoing behavioral trajectories. Sequences expressed during sharp wave ripple (SWR) complexes represent spatial trajectories through the environment, in both the same direction as actual trajectories (forward sequences) and in an ordering opposite that of behavior (backward sequences). Although hippocampal sequences could fulfill unique functional roles depending on the direction of the sequence and the animal's state when the sequence occurs, quantitative comparisons of sequence direction across behavioral and physiological states within the same experiment, employing consistent methodology, are lacking. Here, we used cross-correlation and Bayesian decoding to measure the direction of hippocampal sequences in rats during active behavior, awake rest and slow-wave sleep.
Introduction pair-wise cross-correlations of units with at least one place field during task performance. Place fields were identified as in Wikenheiser and Redish (2011) . The cross-correlation was computed separately for each epoch, and spanned a 1s window with 1ms bin size. Examples of crosscorrelograms across all epochs are shown in figure 1. Figure 2 was constructed by binning the distance separating cell pair place fields and averaging the correlograms in each spatial bin. Cells exhibiting multiple place fields (22.3%) were assigned to the spatial bin of the field with the greatest mean firing rate (Diba and Buzsaki, 2007) . Each spatial bin was z-scored and smoothed by convolution with a Gaussian kernel (σ = 50 ms). The peak correlation value in each temporal bin was marked with a blue dot to facilitate visual inspection. To quantify the balance of forward and backward correlation strength (figure 3), we compared the mean intensity of pixels in forward (southwest and northeast) and backward (northwest and southeast) quadrants of correlograms with a ranksum test. This analysis was performed on the raw (i.e. not smoothed or z-scored) cross-correlograms.
To examine the effect exerted by units with multiple place fields, we performed the crosscorrelation analysis described above excluding multi-field cells. The general pattern of correlations (figure 2) and the statistical conclusions of the analysis (figure 3) were unaffected by exclusion of cells with multiple fields. We performed another variant of the cross-correlation analysis in which correlograms of multi-field cell pairs were duplicated and sorted into bins corresponding to all possible separations between the cell pair's fields. Again, the visual pattern of the correlations and the statistical findings of the quantification were unchanged (data not shown).
Bayesian decoding of ripple events and theta cycles. To detect ripple events, the LFP recorded from the pyramidal cell layer was band-pass filtered at ripple frequency (140-220 hz) and the power in this band was estimated via the Hilbert transform. As in previous studies (e.g. Karlsson and Frank 2009), candidate ripple events were defined as 150 ms windows centered on times when ripple power exceeded a threshold (one standard deviation the baseline value). We chose a lower ripple threshold than some previous studies to err on the side of decoding many putative events and used a bootstrapping procedure (described below) to assess the significance of each event's sequence content. Overlapping events were concatenated. Only events in which at least 3 neurons fired a total of at least 5 spikes were included for analysis. To isolate times of sleep during pre-and post-periods, only events surrounded by at least 30 s of little or no motion (movement speed < 2 cm/s) and mean theta-delta ratio < 0 were included. To ensure that theta sequences were not misclassified as ripple events within the run-LIA epoch, candidate events were included only if the rat's average speed during the event was < 2 cm/s and the average thetadelta ratio during the event was < 0.
We used one-step, Bayesian decoding (Zhang et al., 1998) to estimate spatial locations represented by ensemble spiking. Given spike counts from each cell in the ensemble, this method computes the posterior probability of the ensemble representing each position in space; with the simplifying assumptions that cells' firing is independent of other cells in the ensemble and that spike counts follow a Poisson distribution, Bayesian decoding provides a statistically justified method of estimating locations represented by an ensemble of place cells. We decoded spiking in 10 ms time windows using a uniform spatial prior, resulting in a posterior probability distribution across 64 spatial bins (~4 cm each). Posterior distributions were normalized to sum to one, and we calculated the decoded position for each time step as the circular mean of the posterior probability distribution (that is, the vector sum with the central angle of each bin weighted by the amount of probability it contained). Within candidate events, only time steps containing at least one spike were decoded. In the cross-correlation analysis, units exhibiting multiple fields were classified with respect to the field with the greatest average firing rate. Bayesian decoding, however, correctly assigns probability weighted by the firing rate of cells across the entire maze.
Thus, cells with multiple firing fields did not interfere with decoding of sequential representations. To detect sequences, we computed the cumulative sum of the difference between successive decoded positions. Forward sequences were characterized by positive differences, so their cumulative sum had a positive slope. The opposite was true of backward sequences. We performed a linear regression on the cumulative sum of differences from each decoded event, and used the bootstrap procedure of Karlsson and Frank (2009) to identify statistically significant sequences. Of 24,240 candidate ripples (across all sessions), 6796 (28%) were deemed significant. Considered by epoch, 5.9% of pre-run candidates, 28.3% of run-LIA candidates and 25.4% of post-run candidates met the criterion for significance.
We used a similar approach to decode sequences occurring within theta cycles while the rat performed the behavioral task. Place cell spiking is concentrated between peaks of the theta rhythm recorded from the hippocampal fissure (Skaggs et al., 1996) , so theta cycles were defined as the time between peaks of the theta band-pass filtered fissure LFP. Only theta cycles occurring when the theta-delta ratio was greater than 0.5 standard deviations above baseline were decoded.
Only cycles in which at least 3 cells fired a total of 5 or more spikes were decoded. Sequences within theta cycles were tested for significance as outlined above. Of 18,550 theta cycles (across all sessions and subjects), 2040 contained significant sequences (11%).
To demonstrate the efficacy of the decoding algorithm, we constructed a plot of the mean decoded posterior probability distribution for each position on the maze during the run-theta epoch ( figure 4) . Individual examples of significant decoded sequences are shown in figure 5.
Results
The ratio of forward to backward correlation strength increased during post-run rest. Because forward and backward sequences should produce characteristic patterns of correlations, we computed the cross-correlation of cell pairs that had place fields during the task. We segmented data into epochs (pre-run, run-theta, run-LIA, post-run), computed cross-correlograms separately for each, and sorted correlograms by the distance between place fields of the cell pair. To quantify the balance of forward and backward activity, we compared the intensity of pixels in forward quadrants (northeast and southwest) of cross-correlograms with pixels in backward quadrants (northwest and southeast; figure 3 ). There were no significant differences in the distributions for the pre-run and run-LIA epochs (p = 0.69 and p = 0.09, respectively; ranksum test); however, forward correlations were significantly stronger in the run-theta and post-run epochs (both p < 10−10; figure 3 ).
We confirmed that correlation patterns were similar across rats by performing the same quantification separately for each subject. Consistent with the grouped data, no differences in forward and backward correlation intensity were observed for the pre-run and run-LIA epochs (pre-run p = 0.36, 0.31 and 0.44; run-LIA p = 0.07, 0.19 and 0.17, for rats 1-3, respectively; ranksum test) Forward correlation intensity was greater than backward correlation intensity in the run-theta and post-run epochs (all p values for all rats < 10−10; ranksum test).
Forward sequences were more prevalent than backward sequences during post-run rest. To more directly assess the prevalence of forward and backward sequences, we decoded spatial positions represented by sequential spiking (Davidson et al., 2009; Karlsson and Frank, 2009) . We applied (Figures 2 and 3) , very few significant sequences were found in the pre-run epoch, and sequences during run-theta were predominantly forward (78.5%). Both forward and backward sequences were present in the run-LIA (47.0% forward) and post-run (60.0% forward) epochs.
To statistically describe the balance of forward and backward sequences in each epoch, we used two-tailed signrank tests to ask whether distributions of sequence slopes were significantly different than zero. The balance of forward and backward sequences was not significantly different for the run-LIA epoch (p = 0.08, signrank test). However, there were significantly more forward sequences during both the run-theta (p < 10−6) and post-run (p < 10−3) epochs. To measure sequence direction we fit regression lines to the cumulative sum of differences between consecutive decoded positions. Forward sequences have positive slopes, while backward sequences have negative slopes. Histograms of sequence slopes are shown, with a vertical grey line at zero. To assess the balance of forward and backward sequences, we used a sign-rank test to test if medians of the distributions were significantly different than zero. The medians of distributions were not different than zero for the pre-run and run-LIA conditions. However, medians were significantly greater than zero during the run-theta and post-run epochs. 
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