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Thesis Summary
This thesis is composed of four essays on theory and applications of Bayesian Model Av-
eraging (BMA), based on joint work with Martin Feldkircher (first and second chapter),
my supervisor Robert Kollmann (third chapter), Martin Wagner (fourth chapter).
BMA addresses the econometric problem of selecting the few out of many potential
explanatory variables which should be included in the ’true’ model for an outcome vari-
able. BMA tackles such model uncertainty by assigning prior model probabilities to
each variable combination and updating them to data-based posterior model probabili-
ties. The purpose of the latter is twofold: First, they allow for inference about the true
model and its constituent variables. Second, they enable the construction of aggregate
posterior statistics as a weighted average of individual model estimators. The sound-
ness and robustness of BMA results, however, hinges on the set-up of its priors, which
therefore plays a crucial part in all chapters of this thesis.
The first chapter addresses the robustness problems arising from a default prior frame-
work that is widely used in BMA. For computing the model-specific results that provide
the basis for model averaging, most BMA studies rely on natural-conjugate Bayesian
regression with Zellner’s g (Zellner, 1986). While this framework has vital computa-
tional advantages, it requires the choice of a ’shrinkage’ hyperparameter that expresses
how tightly coefficient priors are centered at zero. Since this parameter can exert strik-
ing influence on posterior results, several articles have suggested fixing it to a ’default’
scalar (e.g., Foster and George, 1994, Fernandez et al., 2001) – a recommendation that is
widely followed in applied research. However, empirical results under this default prior
framework have been shown to suffer from a lack of robustness (Eicher et al. 2008,
Ciccone and Jarocin´ski, 2011).
In response, we analytically demonstrate that the value of a fixed shrinkage parameter
directly affects the concentration of model weights, which in turn is crucial for robust-
ness. Under this viewpoint, the value of the shrinkage parameter should theoretically
vary with the error variance, which is unknown. We therefore propose to forgo fixed
shrinkage altogether and instead focus on an endogenous shrinkage parameter that ad-
justs to the data quality of individual models. To this end, we focus on a hyper-prior
such as the one proposed by Liang et al. (2008). A substantial part of the chapter is
dedicated to algebraically refining the incomplete analytical setup of this hyper-prior
in order to render its numerical implementation feasible. Moreover, we demonstrate
some properties of posterior results under a hyper-prior and establish a relationship
with common OLS diagnostics. Finally, simulations and an application to the empirics
of economic growth demonstrate the merits of the hyper-prior both in terms of prior
robustness and predictive performance.
The second chapter discusses the shrinkage parameter in the light of a particular robust-
ness problem highlighted by Ciccone and Jarocin´ski (2011). Their study demonstrates
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that the importance BMA attributes to potential determinants of economic growth
varies tremendously over different revisions of growth data. The authors conclude that
default priors appear too sensible for this strand of growth empirics. In response, we
show that the found instability owes mainly to the fixed default prior setting relied
on in this exercise. We demonstrate that applying a hyper-prior to the original data
yields a marked reduction in the instability of posterior results. The improvements in
robustness come at a price, though: Results from the hyper-prior set-up show that the
conclusions to be drawn from such data are weaker than what has been implied by
previous studies (e.g., Sala-i-Martin et al., 2004).
The financial crisis of 2007-09 led to the consideration of balance sheet leverage as
a potential determinant of real economic activity (e.g., Kollmann et al., 2011). The
third chapter therefore explores whether there is empirical evidence for a link between
leverage and real activity in the US. To this end, we assess forecasts for real activity
based on leverage of the financial sector, households and non-financial businesses, while
controlling for a large set of macro/financial variables commonly used by forecasters.
We apply BMA to compare the predictive performance of leverage to that of individual
controls. In addition to in-sample results, we construct out-of-sample forecasts, requir-
ing the estimation of over two billion models. Moreover, we adjust model priors to
avoid coincidental significance of alternative predictors due to their groupwise consider-
ation. The econometric findings on the importance of leverage are complemented and
corroborated by parsimonious least squares models.
The results document that leverage is negatively related to the future growth of real
activity, and positively linked to the conditional volatility of future real activity and
of equity returns. The joint information in sectoral leverage series is more relevant for
predicting future real activity than the information contained in any individual leverage
series. Moreover, we find that the predictive power of leverage is roughly comparable
to that of macro and financial variables. Nonetheless, leverage information would not
have allowed to predict the ’Great Recession’ of 2008-2009 any better than conventional
macro/financial predictors.
The fourth chapter assesses the empirical importance of recently proposed ’financial’
predictors for US business cycles, while controlling for a wide range of established
potential explanatory variables (such as interest rates, industrial production, etc.). Ad-
dressing this proto-typical econometric exercise with standard BMA methods runs two
major risks: First, in a small sample with many controls (potentially more variables
than observations), the results can be very sensitive to the averaging set-up (even under
elaborate priors). Second, under small sample with many controls, a researcher faces a
trade-off between risking over-fitting on the one hand, and omitted variable bias for the
variables in question. Such a situation usally requires elaborate – and there specification
of controls risks to err either on the side of over-fitting
To address both issues, we propose Principal-Component-augmented Model Averaging.
This approach subsumes the control variables under a handful of factors, allowing to
concentrate model averaging on the small set of remaining ’focus’ variables (financial
indicators, in our case) as well as over the number of included factors. In contrast to
established similar methods, this setup provides for an endogenous updating of the rela-
tive importance between ’focus’ variables and controls, and thus softens the over-fitting
vs. omitted variable bias trade-off. We demonstrate that our approach is asymptoti-
cally equivalent to outright model averaging but improves robustness in small samples.
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For implementation, we provide a framework with carefully adjusted ’default’ priors,
in particular on the number of factors to be included. We subsequently assess the
link between financial predictors and real activity both with Bayesian and Frequen-
tist Principal-Component-augmented model averaging. We find that results are indeed
more robust in comparison with outright BMA. In addition, we show that the predictive
performance of our approach is superior to outright BMA and closer to that of factor
models (cf. Stock and Watson, 2006). On the empirical side, we find that evidence for
a linear relationship between our financial variables and economy activity since 2000 is
limited at most.
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