1.1. The Vershik-Kerov Conjecture. Let n ∈ N and let Y n be the set of Young diagrams with n cells. For λ ∈ Y n let dim λ be the dimension of the irreducible representation of the symmetric group on n elements corresponding to λ. The Plancherel probability measure Pl (n) on Y n is given by the formula
Pl
(n) (λ) = dim 2 λ n! .
In 1985 Vershik and Kerov [14] showed that there exist two positive constants α 1 , α 2 such that
and conjectured that the sequence of random variables − log Pl (n) (λ) √ n converges to a constant according to the Plancherel measure.
The main result of this paper is the proof of the Vershik-Kerov conjecture: Theorem 1.1. There exists a constant H > 0 such that for any ε > 0 we have
λ ∈ Y n : H + log Pl (n) (λ) √ n ≤ ε = 1.
Theorem 1.1 immediately implies

Corollary 1.2 (Asymptotic Equidistribution for the Plancherel Measure).
For any ε > 0 there exists n 0 > 0 such that for any n ∈ N, n > n 0 , there exists a subset Y n (ε) ⊂ Y n with the following properties:
(1) The cardinality #Y n (ε) of the set Y n (ε) satisfies the inequality e (H−ε)
√ n ≤ #Y n (ε) ≤ e (H+ε) √ n .
(2) For each λ ∈ Y n (ε) we have e −(H+ε) √ n ≤ Pl (n) (λ) ≤ e −(H−ε) √ n .
Vershik and Kerov have suggested to call H the entropy of the Plancherel measure. Numerical experiments allowing to estimate the entropy H of the Plancherel measure are given in [16] . An explicit formula for H is given below in (15).
1.2.
The Shannon-McMillan-Breiman Theorem. The term "entropy" is suggested by the following analogy. Let W (N ) be the set of all binary words of length N . Take p ∈ (0, 1), and let P N,p be the Bernoulli measure which to a word w ∈ W (N ) with k zeros assigns the weight
be the entropy of the Bernoulli measure. Shannon's Theorem then says that for any p ∈ (0, 1) and any ε > 0 we have
Using Kolmogorov's Strong Law of Large Numbers, Shannon's Theorem can be strengthened to a pointwise statement, the Shannon-McMillanBreiman Theorem. Similarly, Vershik and Kerov have given a pointwise analogue of their conjecture. Let T(Y) be the space of infinite Young tableaux, that is, infinite directed paths in the Young graph starting at the origin. The sequence Pl (n) n∈N gives rise to a natural Markov measure on T(Y); that measure is denoted Pl and called the Plancherel measure on T(Y) (see [14] for details).Vershik and Kerov conjectured that for Pl-almost all paths
we have
The pointwise conjecture remains open. Convergence in L p for p < ∞, on the other hand, can be obtained simultaneously with the convergence in measure. Let E Pl (n) stand for the expectation with respect to the Plancherel measure. Corollary 1.3. There exists a constant H > 0 such that for any p, 0 < p < ∞, we have
Indeed, by the Euler-Hardy-Ramanujan Formula, the number of Young diagrams with n cells does not exceed exp(2π √ n/ √ 6), whence
and Corollary 1.3 is immediate from Theorem 1.1 .
1.3.
Outline of the Proof of Theorem 1.1. The first step, due to Vershik and Kerov [14] , is a variational formula for the normalized logarithm of the Plancherel measure (see Subsection 2.2). Using the hook formula, Vershik and Kerov represent the normalized logarithm of the Plancherel measure as a special double integral, called the hook integral. The hook integral admits a unique minimum -the Vershik-Kerov-Logan-Shepp limit shape. The Vershik-Kerov variational formula (2) is an explicit expression for the quadratic variation of the hook integral. The next step is the Theorem established, independently and simultaneously, by Borodin, Okounkov and Olshanski [3] and Johansson [7] , which claims that the poissonization of the Plancherel measure is the discrete Bessel determinantal point process. Using this Theorem, Borodin, Okounkov and Olshanski showed that local patterns in the bulk of a Plancherel Young diagram are governed by the discrete sine-process.
The Vershik-Kerov Variational Formula has two types of terms: the local terms and the nonlocal terms. For the local terms, the Borodin-OkounkovOlshanski Theorem is averaged along the boundary of the Young diagram, and it is shown that the normalized number of appearances of a given local pattern in a Young diagram converges to a constant with respect to the Plancherel measure (Lemma 4.2). In particular, for k ∈ N, it is shown that the normalized number of cells with hook length k converges to a constant according to the Plancherel measure (Lemma 2.1). The proof relies on a simple upper estimate for the decay of correlations of the Plancherel measure (Lemma 4.1).
The final step is to show that the nonlocal terms of the Vershik-Kerov formula converge to 0 according to the Plancherel measure (Lemma 2.3, proved in Section 6). The proof relies on upper estimates for the variance of the Bessel point process and the Plancherel measure, which are obtained using the classical contour integral representations for Bessel functions and the Okounkov contour integral representation for the discrete Bessel kernel (Section 7). , λ 2 , . . . ) (setting λ i = 0 for all large i). Introduce a piecewise-linear function Φ λ in the following way: we set Φ λ | (k,k+1) = −1 if k = λ i − i for some i, we set Φ ω | (k,k+1) = 1 otherwise, and we require that the equality Φ λ (t) = |t| hold for all sufficiently large t (it is easy to see that the continuous function Φ λ is uniquely defined by these requirements; it is differentiable except at integer points).
The function Φ λ admits the following combinatorial interpretation. Assume that the cells of our diagram are squares with diagonal 2. Following Vershik and Kerov [14] , rotate the diagram λ by π/4; the boundary of the rotated diagram forms the graph of Φ λ , while "beyond" the diagram, for all sufficiently large |t|, we have Φ λ (t) = |t| (see Fig. 1 on p. 482 in [3] ).
Following Vershik and Kerov, introduce the function
and denote
By definition, the function F λ has compact support and is Lipschitz with constant 2. Vershik and Kerov [13] and, independently and simultaneously, Logan and Shepp [9] have shown that for any ε > 0 we have
The Quadratic Variation of the Hook Integral.
Recall that the hook length of a cell in a Young diagram is the number of cells to the right of it and under it (including the cell itself) and let h k (λ) stand for the number of cells in λ with hook length k. Denote
The Vershik-Kerov Variational Formula(see [14] , Lemma 1 and formulas (5), (8), (9)) is the equality
where ε n only depends on n (not on λ) and tends to 0 as n → ∞. It will be convenient for us to adopt the following terminology. Assume that for each n ∈ N we are given a random variable ξ n on Y n . If there exists β such that for any ε > 0 we have
then we say that ξ n converges to the constant β according to the Plancherel measure.
we say that ξ n is asymptotically majorated by β according to the Plancherel measure.
We shall analyze the terms of the Vershik-Kerov Variational Formula one by one. 
converge to a constant according to the Plancherel measure.
Lemma 2.3. For any ε > 0 there exists h 0 > 0 such that the random variables
are asymptotically majorated by ε according to the Plancherel measure.
Lemma 2.4. The random variables
converge to 0 according to the Plancherel measure. We proceed to the proof of the Lemmas.
2.3. Proof of Lemma 2.4. As before, we let λ 1 be the length of the first row of λ, and we let λ 1 be the length of the first column of λ. Vershik and Kerov [14] established that for any ε > 0 we have
We shall need a more precise estimate.
Proposition 2.5.
(1) For any δ 0 > 1/6 there exists constants C > 0, γ > 0 such that for all δ satisfying δ 0 ≤ δ ≤ 1/2 we have
(2) For any ε 1 > 0 there existsγ 1 > 0 depending only on ε 1 such that for any ε > ε 1 we have
Proposition 2.5 is well-known. For completeness of the exposition a proof is given below (see Proposition 6.11). Now, using Proposition 2.5, choose δ > 1 6 and assume that
we have:
and, as soon as δ < 3 10 , we are done. We proceed to the analysis of the remaining terms.
POISSONIZATION.
3.1. Diagrams and Sequences. Let Ω 2 = {0, 1}
Z be the space of biinfinite sequences of the symbols 0 , 1:
To a sequence ω we assign a continuous piecewise-linear function Φ ω in the following way: we set
(it is easy to see that the continuous function Φ ω is uniquely defined by these requirements; it is differentiable except at integer points).
Take a Young diagram λ = (λ 1 , λ 2 , . . . ) (setting λ i = 0 for all large i) and introduce a sequence c(λ) ∈ Ω 2 by the rule c k (λ) = 1 if k = λ i − i for some i and c k (λ) = 0 otherwise. It is clear from the definitions that the difference Φ λ − Φ c(λ) is a constant.
Take an integer vector m = (m 1 , . . . , m r ) all whose coordinates are distinct and for a Young diagram λ denote
In what follows, when we speak of integer vectors, we shall always assume that all their coordinates are distinct.
and for η > 0 let
be the η-poissonized Plancherel measure on Y.
At the centre of our argument lies a theorem obtained by Borodin, Okounkov and Olshanski in [3] and Johansson in [7] which states that the measure P ois η naturally induces the Bessel determinantal point process on the space of sequences of two symbols. We proceed to the exact formulation and start by recalling the definition of a determinantal point process on Ω 2 (for a more detailed exposition, see, e.g., [12] ).
Let K : 2 (Z) → 2 (Z) be a self-adjoint positive contraction, or, in other words, a self-adjoint linear operator satisfying
There exists a unique probability measure P K on Ω 2 such that
Now set η = θ 2 (assuming θ > 0) and, for x = y, write
The expression J(θ 2 ; x, x) is defined using the l'Hospital Rule. The kernel J(θ 2 ) is called the discrete Bessel kernel, and the resulting measure P J(θ 2 ) on Ω 2 is called the Bessel point process.
Recall that to a Young diagram λ we have assigned a sequence c(λ) ∈ Ω 2 . Slightly abusing notation, we denote the push-forward of the measure P ois η on Y under the map λ → c(λ) by the same symbol P ois η .
The theorem of Borodin, Okounkov and Olshanski [3] and Johansson [7] states that the measure P ois η defined above is precisely the Bessel point process with parameter η = θ 2 .
3.3. Depoissonization. Informaton about the Plancherel measure will be derived from the corresponding properties of the Bessel point process with the use of the following lemma of Borodin, Okounkov and Olshanski (a slight modification of Lemma 3.1 in [3] ).
Lemma 3.1 ( Borodin, Okounkov, Olshanski). Let 0 < α < 1/4. Let {f n } be a sequence of entire functions
and assume that there exist constants
Then there exists a constant C = C(γ, C 1 , C 2 ) such that for all n > 0 we have
The proof is identical to the proof of Lemma 3.1 in [3] except that o(1) in the last two formulas on page 495 must be replaced by O(1).
To use Lemma 3.1 we must allow complex values of the poissonization parameter θ 2 : in this case, expressions such as E J(θ 2 ) are understood formally (by analytic continuation).
Lemma 3.1 can be equivalently reformulated as follows.
Lemma 3.2. Let δ > 0 be arbitrary, let α satisfy 0 < α < 1 4 . Assume that there exist constants
Then there exists a constant
Corollary 3.3. Assume that the sequence f n of entire functions defined by (7) satisfies conditions 2) and 3) of Lemma 3.2. Let C 1 > 0, and let a n be a sequence of positive numbers satisfying |a n | ≤ C 1 . If
then for all n > 0 we have:
Here C, again, is a constant depending only on
Proof. Follows by applying Lemma 3.2 to the sequence
We shall be mainly concerned with depoissonization of various polynomials of Bessel functions, and it is useful to note that in this case Conditions 2 and 3 in Lemma 3.2 and Corollary 3.3 hold automatically. More precisely, we have the following proposition.
n , n ∈ N, be k sequences of integers satisfying
Then there exist constants
depending only on k, K and P such that
The Proposition is immediate from the contour integral representation of the Bessel functions. We also note that in the depoissonization arguments that follow, weaker assumptions on θ than those of [3] are sufficient: namely, we shall always assume that θ = √ z satisfies
where ε 0 is sufficiently small.
3.4.
The Debye Asymptotics. For depoissonization we need the asymptotics of Bessel functions when both order and argument are large. First results of this type are due to Carlini; we shall use the asymptotics due to Debye, following the exposition by Watson [18] . Take ε > 0. Set
n . Then there exists ε 0 > 0 depending only on ε such that for any θ ∈ C satisfying |θ/ √ n − 1| < ε 0 the following is true. Introduce u by the formula cos u = x/2θ, 0 < (u) < π. Then we have the following representation for Bessel functions, asymptotic in the sense of Poincaré:
where for any ε > 0 there exists
LOCAL PATTERNS IN PLANCHEREL YOUNG DIAGRAMS.
4.1. The Discrete Sine-Process. Take a ∈ (−2, 2) and introduce the discrete sine-kernel by the formula
Introduce a measure S(a) on Ω 2 by setting
The measure S(a) is called the discrete sine-process.
The theorem of Borodin, Okounkov and Olshanski [3] says that for any a ∈ (−2, 2), any m ∈ Z r and any sequence x n ∈ Z satisfying
Furthermore, if a = b and
then for any integer vectors l, m we have
Distant local patterns in a Young diagram are thus asymptotically independent. We shall need an estimate for the decay of correlations of the Plancherel measure.
Decay of Correlations for the Plancherel Measure.
For an integer vector m, let | m| stand for the maximum of absolute values of its coordinates.
4.3.
Frequency of Local Patterns. Lemma 4.1 will be used to in the next section to prove the following Lemma 4.2. For any continuous bounded function f : R → C and any integer vector m, the sequence of random variables
converges, as n → ∞, to the constant
according to the Plancherel measure.
We shall see in the next section that Lemma 2.1 is a simple corollary of Lemma 4.2. Lemma 2.2 admits the following more precise version, which will also be derived from Lemma 4.2. 
For the constant H, the entropy of the Plancherel measure, we now obtain
. Cov P (x, l; y, m) = E P (c x+ l · c y+ m ) − E P (c x+ l ) · E P (c y+ m ).
For complex θ the expression Cov J(θ 2 ) (x, l; y, m) is defined formally, by analytic continuation. Our next aim is to estimate this quantity from above. The representation (9) implies, in particular, the existence of constants C, γ, ε 0 depending only on ε such that
The function J(x, y, θ 2 ) is entire in x, y and, in the same way as in (3.7) on p.498 in [3] , write
where r is arbitrary. This representation shows that in the case x = y we also have
We have established the following Lemma 5.1. For any ε > 0, L > 0, there exist positive constants C = C(ε, L), γ = γ(ε, L) and ε 0 depending only on ε, such that for any n > 0,
n , and any integer vectors l, m with absolute values not exceeding L, we have
5.2.
Proof of Lemma 4.1. The Debye asymptotics (9) immediately yields (see [3] for details) that for any ε > 0 there exists ε 0 > 0 and for any l ∈ N constants C = C(l, ε), γ = γ(l, ε) such that if θ satisfies |θ| = √ n,
n we have
By definition of a determinantal process, the estimate (19) implies the following Proposition 5.2. For any ε > 0, L > 0, there exist positive constants C = C(ε, L), γ = γ(ε, L) and ε 0 depending only on ε, such that for any n > 0, any θ satisfying |θ| = √ n, |θ/ √ n − 1| < ε 0 , any x ∈ N (ε)
n , and any integer vector l satisfying | l| ≤ L, we have
Depoissonizing by Lemma 3.1, we obtain
As a simple example, taking l = 0 in (19) and depoissonizing by Lemma 3.1 yields
Substituting (20) into (18), we obtain
whence, by the depoissonization Lemma 3.1, we have
Finally, using (21), we write
and Lemma 4.1 is proved.
5.3.
Proof of Lemma 4.2. As before, let f : R → C be continuous and bounded, let m = (m 1 , . . . , m r ) be an integer vector and denote
Take ε > 0 and consider a modification of the function S n ( m, f, λ) defined by the formula 
Proof. We begin by estimating
By Lemma 4.1 and Proposition 5.2, boundedness of f implies the estimate
Summing in k and l, we obtain that the integral (28) is bounded above by C(f, ε) log 2 n/n. Now observe that the quantity
is a Riemann sum for the integral
Since the function f (a) E S(a) c m is continuous on [ε − 2, 2 − ε], the Riemann sums converge to the integral, and Proposition 5.3 is proved.
To derive Lemma 4.2 from Proposition 5.3, note that if λ ∈ Y n satisfies
where C( m, f ) is a constant depending only on m and f . Since ε and ε 1 can be chosen arbitrarily small, Lemma 4.2 follows now from Proposition 2.5 .
Proof of Lemma 2.1. Observe the clear identity (30)
(note that only finitely many terms in the right-hand side are nonzero). 
where the constant C(ε, h 0 ) only depends on ε and h 0 . Now take s ∈ (0, 1) and consider the expression (33)
For any h 0 ≥ 0 there exists N 0 = N 0 (h 0 ), and for all h :
By Proposition 5.3, the sum (33) converges, with respect to the Plancherel measure, to the constant
Taking ε to 0 (the transition to the limit is justified in the same way as in (29)) and integrating in s from 0 to 1, we obtain Lemma 4.3.
6. PROOF OF LEMMA 2.3.
6.1. Outline of the Proof. The first step in proving Lemma 2.3 is to reduce integrals to sums and to observe that summation need only take place "away from the edge". More precisely, let δ ∈ R, 0 < δ < 1 4 and let K > 0. Denote
Lemma 6.1. For any δ satisfying 0 < δ < 1 4 , any K > 0, L > 0 and any ε > 0, there exists a number h 0 > 1 depending only on δ, K, L, ε and such that for any n ∈ N and any λ ∈ Y n (K, δ) we have the inequality
We postpone its proof to the following subsection. The second step is to estimate the expectation of the quantity
with respect to the Plancherel measure.
We start with estimates for the poissonized Plancherel measure, the Bessel point process. Take δ > 1/6 and let there exist constants C > 0, γ > 0, ε > 0 such that the following holds.
For any l 0 > 1 there exists n 0 > 0 such that for all n > n 0 , and all θ satisfying
Lemma 6.2 is again essentially a straightforward computation using simple estimates on the discrete Bessel kernel. We prove Lemma 6.2 in the following subsection. Now we conclude the proof of Lemma 2.3.
Rewrite formula (35) as follows
Now write (37)
From the Taylor formula applied to the function Ω we have, for |k| < 2 √ n,
To estimate the quantity
we use the following Lemma. there exist constants C > 0, γ > 0 such that for all n ∈ N, all x ∈ Z satisfying |x| ≤ 2 √ n − n δ 0 and all θ ∈ C satisfying
Observe that it suffices to prove Lemma 6.3 for x > 0, as the other case follows by symmetry. Lemma 6.3 is again a relatively straightforward estimate using Okounkov's contour integral representation for the discrete Bessel kernel. For the reader's convenience, we give the proof in the last Section.
Using Lemma 6.3, we obtain from (37), (38) the estimate
Observe now the following simple inequality
From (36) and (39) we now obtain
Depoissonizing, we have
The estimate (40), together with Lemma 6.1, completes the proof of Lemma 2.3.
6.2.
Proof of Lemma 6.1. The first step is to pass from integrals in t and in h to sums in k and l. Since the function F λ is Lipschitz with the Lipschitz constant 2, for any t ∈ R, h ∈ R + we have
where, as before l = [h]. Now, integrating in h from l to l + 1, we arrive at the inequality
whence, for any h 0 > 1 we have
For h 0 > 1, we thus arrive at the inequality
which concludes the first step of the argument.
To prove Lemma 6.1, it suffices now to establish the following Lemma.
Lemma 6.4. For any δ satisfying 0 < δ < 1 4 , any K, L > 0 there exists a positive constant C(K, L, δ) such that for any n ∈ N any λ ∈ Y n (K, δ) and any h ≥ 1 we have:
The next step is to pass from
The support ofF
and, for l ∈ N, denotě
By definition, for the cardinality ofǏ
whence, using the clear inequality
we arrive, for any l ∈ N, at the inequality
and, consequently, at the inequality
Furthermore, again using the fact thatǏ (L,δ) λ has measure at most 2(K + L)n δ , and the Lipschitz property ofF
for any l ∈ N we have the inequality
Using the clear inequality
we obtain, for any l ∈ N, the inequality
We proceed to summing in l. First we sum in l ∈ [h 0 , n δ ] using inequality (43), and then we sum in l ∈ [n δ , +∞) using inequality (45). From (43) we immediately obtain (46)
From (45) we have
Indeed, to prove (47), it suffices to observe that
Combining (46) and (47), we conclude the proof of the Lemma. 
Proof. From the well-known identity
we derive
Summing in k, we obtain
Dividing by l 2 and summing in l we obtain the Proposition.
Recall that N(n, δ) = {x ∈ Z : |x| ≤ 2 √ n − n δ }. Summing only over indices belonging to N(n, δ), we obtain Corollary 6.6. For any δ > 0, l > 1 we have
Estimates on the Bessel Kernel. To estimate the average variance of the discrete Bessel process using Corollary 6.6, we need estimates for the discrete Bessel kernel for various values of the parameters. We formulate these estimates in this subsection and postpone their routine proofs until the last Section. Very simple estimates on the Bessel kernel are quite sufficient for our purposes. We start with the following estimate for the Bessel function.
Lemma 6.7. There exists ε 0 > 0 such that the following holds. For any δ > 1 6 there exist constants C > 0, γ > 0 depending only on δ 0 such that for all x ∈ N satisfying
Remark. By symmetry, for x < 0, |x| ≤ 2 √ n − n δ , we have
This is easily proved using the contour integral for the Bessel function; for the reader's convenience, the proof is given in the last Section. . There exist constants C > 0, γ > 0, ε > 0 such that for all n ∈ N, all θ ∈ C satisfying
and all x, y ∈ N, x = y, x, y ∈ N(n, δ) we have
Proof. Immediate from the preceding Lemma and the formula
Corollary 6.9. Let δ > . There exist constants C > 0, γ > 0, ε > 0 such that for all n ∈ N, all θ ∈ C satisfying
and all x, y ∈ Z, x = y, x, y ∈ N(n, δ) we have
These are immediate from Lemma 6.7.
For the values of x that are "close the edge", we use the following estimate.
Proposition 6.10. There exist constants C > 0, ε > 0, γ > 0 such that for all x ∈ Z, all n ∈ N and all θ ∈ C satisfying θ √ n − 1 < ε we have
. Proposition 6.10 is immediate from the uniform asymptotic estimates of Olver for Bessel functions (see, e.g., Abramowitz and Stegun [1], 9.3.5, 9.3.6, 9.3.38, 9.3.39).
For values of x "beyond the edge", we use the following stretched exponential estimate.
Proposition 6.11. There exists constants ε 1 > 0, ε 2 > 0 such that the following is true. For any δ > 1 6 there exist constants C > 0, ε > 0, γ > 0, γ > 0 such that for all δ :
while for x > (2 + ε 1 ) √ n we have
Proposition 6.11 is immediate from the contour integral representation of Bessel functions. Note that Proposition 2.5 is immediate from Proposition 6.11 by depoissonization. 6.5. Proof of Lemma 6.2. We now derive Lemma 6.2 from Corollary 6.6.
Proof. First, note the clear inequality ψ(l 0 , r) < 2 log
We further assume that n is large enough so that n δ > l 0 . We consider several cases.
Case 1. The Bulk. First, take ε > 0 and denote
In this case, the Debye asymptotics implies
and we consequently have
We proceed to the analysis of the remaining terms. Recall our notation
Case 2. Close Points. Denote
In this case, again, we have
Indeed, if x and y are both positive, then the estimate follows from Corollary 6.8; if both are negative, then the estimate follows by symmetry; while if x and y have different signs, then (x, y) ∈ N ε , and the estimate also holds. Consequently, again we have
Remark. Of course, N ε ∩ N 2 = ∅, but that does not matter since we are only concerned with upper estimates.
Case 3. Distant Positive Points. Set
For definiteness, let x > y. Corollary 6.8 implies the bound
and, consequently, there exists δ 2 > 0 depending only on δ such that
Case 4. Distant Negative Points. Set
This case is similar to the previous one. Case 5. Distant Points of Opposite Signs. Set
, (x, y) / ∈ N ε , x and y have opposite signs .
In this case |x − y| ≥ √ n, and Corollary 6.9 implies
Case 6. Large Values of y. Set
In this case, by Proposition 6.11, there exists δ 6 > 0 depending only on δ such that J x, y; θ
and, consequently, there exists δ 7 > 0 depending only on δ 6 such that we have
Case 7. The Point y on the Edge. Set
In this case, Lemma 6.7 and Proposition 6.10 give
(2 √ n − |x|) 5 4 ,
The Lemma is proved completely. and any K > 0 there exist constants C > 0, γ > 0 depending only on δ 0 and K, such that for all δ :
Throughout the proof, the symbols C and γ will denote constants depending only on δ 0 and K. Let K be a contour going around 0 counterclockwise once. We then have the following integral representation for the Bessel function:
We choose K as follows. Take ε > 0 sufficiently small. Denote u = x+1 √ n and introduce the angle
, by the formula 2 cos ϕ u = u.
Introduce the arcs I + , I − by the formulas:
We now complete the contour K by drawing a circle arc O + counterclockwise from the outer endpoint of I + to the outer endpoint of I − , and, similarly, drawing a circle arc O − counterclockwise from the inner endpoint of I − to the inner endpoint of I + (see Fig. 1 ). We estimate the contribution of each arc separately and show that the arcs I + , I − give the main contribution, while the contribution of the arcs O + , O − is negligible. We start with the arc I + . Write
and denote S(z) = z − z −1 − u log z.
and denote S(t) = S(z t ).
and since there exists a constant C such that
where |A(t)| ≤ C provided |t| ≤ n
+ε . Consequently,
Noting that
where the exponent is negative as long as ε <
(here we use the condition δ 0 > 1 6 ), and that
we arrive at the estimate
The contribution of the arc I − is estimated in the same way. It remains to estimate the contributions of the circular arcs O + and O − . Our aim is to show that there exists ε 0 > 0 such that
We only show it for O + , as the case of O − is completely similar.
For z ∈ O + write z = r z e iϕz .
There exist positive constants C 1 , C 2 , C 3 such that
+ε .
Consider the function
Note that S # (1) = 0. From (49) we have:
whence there exists ε 0 > 0 such that
for all z ∈ O + . We conclude that The case of O − is similar, and the first claim of the Lemma is proved completely.
We proceed to the proof of the second claim. Write
The contour K stays the same. We first estimate the contribution of the interval I + . Write . This is the main contribution. We proceed to the analysis of the remaining terms and estimate Recall that
and note that the first summand in the right hand side of (50) is an odd function of t, so its integral over I + is zero. We now estimate the second summand in absolute value. Note that , and so is negligible compared to the main contribution. Finally, we have .
The contribution of I − is estimated in the same way, and the contribution of the circular arcs is shown to be negligible in exactly the same way as in the proof of the first Claim. The Lemma is proven completely. 7.2. Proof of Lemma 6.3. We start with Okounkov's integral formula for the discrete Bessel kernel [10] . We take any positive numbers α 1 > α 2 > 0 and write (51) J(x, y; θ 2 ) = 1 (2πi) 2 |z|=α 1 |w|=α 2 e θ(z−z −1 −w+w −1 ) (z − w)z x+1 w −y dz du.
As before, we define ϕ u by formula 2 cos ϕ u = u, and we set S(z, u) = z − z −1 − u log z (the principal branch of the logarithm is taken here). Setting x = y = u √ n, we rewrite (51) as follows J(x, x; θ 2 ) = 1 (2πi) 2 |z|=α 1 |w|=α 2 e θ(S(z,u)−S(w,u))+(θ− √ n)u(log z−log w) (z − w)z dz dw.
Now, following Okounkov [10] , we deform the contour of integration and obtain an integral representation for the quantity J(x, x; θ 2 ) − ϕ u π = J(x, x; θ 2 ) − arccos
We estimate the right-hand side of (52), and we begin by estimating z(z − w) dw dz.
As before, we write z t = e iϕu + 1 + i √ 2 e iϕu t, w s = e iϕu + 1 − i √ 2 e iϕu s, and S(z t , u) = − sin ϕ u · t 2 + A(t) · t 3 , S(w s , u) = sin ϕ u · s 2 + A(s) · s 3 .
We set I(n) = −n (t + is) e (A(t)·t 3 + A(s)·s 3 )+(θ− √ n)(log zt−log ws)
+
1+i √ 2
