Multiple Object Tracking accuracy and precision (MOTA and MOTP) are two standard and widely-used metrics to assess the quality of multiple object trackers. They are specifically designed to encode the challenges and difficulties of tracking multiple objects. To directly optimize a tracker based on MOTA and MOTP is difficult, since both the metrics are strongly rely on the Hungarian algorithm, which are non-differentiable. We propose a differentiable proxy for the MOTA and MOTP, thus allowing to train a deep multiple-object tracker by directly optimizing (a proxy of) the standard MOT metrics. The proposed approximation is based on a bidirectional recurrent network that inputs the object-to-hypothesis distance matrix and outputs the optimal hypothesis-to-object association, thus emulating the Hungarian algorithm. Followed by a differentiable module, the estimated association is used to compute the MOTA and MOTP. The experimental study demonstrates the benefits of this differentiable framework on two recent deep trackers over the MOT17 dataset. Moreover, the code is publicly available from https://gitlab.inria.fr/yixu/ deepmot.
Introduction
Object tracking is one of the core scientific challenges of computer vision. In the recent past, thanks to the advances of neural networks, great progress has been achieved in object tracking [42, 28, 46, 27, 11, 10] . Most of the research in visual tracking deals with single object tracking (SOT), 1 where the main difficulties are (i) the properly modeling of the target dynamics and (ii) the learning of a robust appearance model. In addition to the challenges of the singleobject tracking, the complexity of multiple object tracking is further characterized by the data-to-track assignment problem [5] . Indeed, when dealing with tracking of multiple objects, one needs to associate data points (i.e. detections) to each of the tracks. Data association is essential not only at inference time, where the detections must be associated to different tracks, but also at evaluation time (training and performance evalution), where the inferred tracks have to be associated to the ground-truth. We will rather focus in the latter. Furthermore, these assignment problems are combinatorial and global. Combinatorial, because there is a number of assignment possibilities exponentially growing with the number of elements to be associated (tracks) and polynomially growing with the number of elements to be associated to (ground-truth objects). Global, because the decision has to be taken, considering the distance between all inferred tracks and all ground-truth objects. Moreover, both the number of inferred tracks and ground-truth objects vary over time, and therefore any assignment method must be able to cope with input distance matrices of variable size.
Traditionally, this generic assignment problem has been addressed with the Hungarian or Munkres algorithm [22] . In the case of MOT, a modified version of the Hungarian algorithm is used to assign tracks to ground-truth objects [6] . On one side, there can be a different number of tracks and ground-truth objects. On the other side, when the distance between a track and a ground-truth object exceeds a threshold, we should avoid this assignment (see [6] for more details). Therefore, not all tracks will be associated to a ground-truth object, and not all ground-truth objects will have an associated track. In an extreme case, there could be no associations at all at a given frame. What the standard and the modified Hungarian algorithms have in common is that the optimal assignment cannot be expressed as a differentiable function of the input distance matrix. This is problematic when one wishes to use MOTA or MOTP as training loss for a deep multiple object tracker. Current deep trackers are trained with ad-hoc differentiable losses that have little or nothing to do with MOTA or MOTP.
In this paper, we introduce a differentiable operator that approximates the Hungarian algorithm like in [6] . To that aim, we use recurrent neural networks, and we call it deep Hungarian network (DHN). Once trained, the DHN can be used in two different ways. Firstly, to provide an approximation of the optimal track-to-ground-truth assignment, that is differentiable w.r.t. the distance matrix (and thus to approximate MOTA and MOTP to directly train deep MOT). Secondly, to convert any fully trainable deep singleobject tracker, into a deep multiple object tracker. Indeed, the tracks can be inferred from a purely MOT method, from several SOT methods running in parallel, or from any combination of MOT and SOT methods working in parallel.
The rest of the paper is structured as follows. We first discuss works related to ours. We then present the structure of the overall pipeline, including the deep Hungarian network (DHN) and the operators to compute the MOTA and MOTP metrics. After, we evaluate the usefulness of the proposed pipeline in several ways. First, the advantages of the proposed training framework compared with standard losses are shown and discussed. Second, we show that thanks to the proposed training framework, a single-object tracker can achieve state-of-the-art multiple object onlinetracking performance.
Related Work

Single Object Tracking
Single object tracking (SOT) methods [11, 10] aim to learn discriminative models to track one object and separate it from the background. A simple feed-forward regression network learning a generic relationship between object motion and appearance was proposed in [15] . Moreover, siamese trackers [42, 28, 46, 27] have recently achieved state-of-the-art performance. The original siamese tracker was proposed in [42] , which is based on a correlation filter learner. It is able to extract deep features that are tightly coupled with the correlation filter. An extension of the siamese tracker using region proposal networks (RPN) was introduced in [28] . It employs the siamese subnetwork for feature extraction and the RPN to perform classification and regression. Most of recent SOT trackers can be trained endto-end, but their performance significantly drops when applied directly to MOT.
Multiple Object Tracking
Multiple object tracking often follows the tracking-bydetection paradigm. Unlike single object tracking, the goal of a MOT tracker is to solve the data association problem. Standard benchmarks are proposed in [25, 31] for pedestrians tracking. Based on whether the algorithms use future information, MOT methods can be split into online and offline tracking.
Offline MOT [39] formulates the multi-person tracking by a multi-cut problem and use a pair-wise feature which is robust to occlusions. Person re-identification methods have been combined into a tracking framework in [40] . Moreover, [17] solves the problem by co-clustering the low-level feature point motions from optical flow and the high-level bounding-box trajectories. Quadruplet convolutional neural networks are used in [38] . They perform metric learning for target appearances together with the temporal adjacencies, which is then used for data association. In addition, [19] proposes a bilinear LSTM to learn the long-term appearance models, where the memory and the input have a linear relationship. An iterative multiple hypothesis tracking (MHT) is proposed in [37] , which includes the prior association information from the previous frames. [16] fuses both the head and full-body detection into one tracking framework. Another approach is proposed in [24] , which introduces a Siamese network. It encodes both the appearance information from the RGB image and the motion information from the optical-flow map. The obtained features are then processed by a linear programming based tracker.
Online MOT [1, 4] formulate the problem in a probabilistic framework, then use a variational expectationmaximization algorithm to find the track solution. Moreover, [9] proposes an aggregated local flow descriptor which encodes the relative motion pattern and then performs tracking. Another solution is proposed in [43] , which uses Markov Decision Processes and reinforcement learning for the best data association. Alternatively, [35] presents a framework based on Recurrent Neural Networks (RNN). The dynamics of the appearance change, motion, and people interactions are modeled independently by a RNN. Then different information are fused together with a convolutional network. Besides, a model with dual matching attention networks is introduced by [45] , which uses both spatial and temporal attention mechanisms. The estimation of the detection confidence is realized in [2] , where the detections with different scores are then clustered into different classes and they are processed separately. [32] proposes a recurrent neural network (RNN) based method for both motion dynamics and detection-to-track data association and further explored it to NP-hard problems [33] . Finally, in [36] an optical-flow based approach is proposed.
Single vs. Multiple Object Trackers
Multiple object tracking frameworks have the clear advantage to be able to address the MOT problem, but most of the existing trackers are not trainable end-to-end. On the contrary, the literature on end-to-end trainable single object trackers is much more mature, but adapting to multipleobject tracking is still unclear and tracker-dependent. In this paper, we propose a deep proxy for the standard MOT metrics: a deep recurrent network that emulates the Hungarian algorithm. Interestingly, this allows us to directly use -and train -end-to-end trainable single object trackers, for multiple object tracking. Therefore, our formulation allows us to take full advantage of the maturity of the single object tracking literature and to train these trackers in an end-toend fashion, to tackle the multiple object tracking problem.
Problem Formulation
The objective of MOT is to predict the trajectories of all objects at each time step, including their bounding boxes and associated identities. First, the trajectory should be precise in the sense that each bounding box should enclose its associated object well. Second, the trajectories should be accurate, meaning that only real objects and all of them should be captured (no clutter objects or missed objects) by the bounding boxes; and each trajectory should always have a unique and consistent identity through time. These properties are respectively measured by MOTP and MOTA.
With the emergence of deep learning, people address the MOT problem with (deep) neural networks, mainly by constructing robust models that capture information about motion, appearance and/or object interactions [35, 45] . However, an end-to-end training framework with a dedicated loss function for MOT remains undiscovered. As our first contribution, we propose a differentiable approximation of the two common MOT performance metrics, MOTA and MOTP, so that any trainable MOT method can be optimised to maximise these (now differentiable) metrics.
As an intermediate component for calculating the MOT metrics, the Hungarian algorithm of O(n 3 ) time complexity
give an approximated solution to the linear sum assignment problem (LSAP) by minimizing the sum distance of assigning ground-truth bounding boxes to the predicted ones. Given the algorithmic nature of this operation, no gradient of the metrics with respect to the predicted bounding boxes can be computed. And therefore the standard MOTA and MOTP cannot be used as optimisation criteria. To solve this problem, we propose a Deep Hungarian Network, or DHN, which can be seen as a differentiable function that approximates the Hungarian algorithm. In this way, the full pipeline is differentiable and the gradient of the (approximated) MOT loss can be back-propagated to any trainable MOT methods. Figure 1 shows the overview of the proposed method. Taking tracking pedestrians in a video sequence as an example, at time t, several single object trackers are used to track multiple people, providing N t estimated bounding boxes (ebb), X t1 , . . . , X tNt , X tn ∈ R 4 , ∀t, n. These estimates are then compared to the M t ground-truth bounding boxes
Methodology
The pair-wise distance between e-bb and gt-bb is stored in a distance matrix D t ∈ R Nt×Mt . The proposed deep Hungarian network is then used to estimate the optimal soft-assignment matrix A t ∈ [0, 1] Nt×Mt . Finally, the expected values of MOTA and MOTP, MOTA and MOTP are computed from A t and D t . If all septs used to compute these expected values are differentiable, then we would be able to train the tracking network(s) by directly optimising MOTA and MOTP.
The remaining of the section is split in two blocks, corresponding to the green and blue boxes of Figure 1 . We first describe the tracking systems, based on state-of-the-art single object trackers, together with the birth and death processes. Then, we present the structure of the deep Hungarian network and provide details on how MOTA and MOTP are computed. Importantly, the training is done in two stages (see details in the experimental sections): training, once and for all, of the DHN and training the tracking network(s) with the DHN's weights fixed.
MOT Pipeline
MOT by SOT
DeepMOT is able to train any tracking method that outputs multiple bounding box estimates. This includes running several SOT methods in parallel. In this paper, as detailed later on, we instantiate two different single object trackers [15, 29] . At time t, and for each tracked person n, both trackers expect a reference image R tn ∈ R H×W ×C , encoding the appearance information of the target to track, and a search image S tn ∈ R H ×W ×C . The key idea of these trackers is to extract visual features from R tn , and use them as convolutional kernels for the visual features of S tn . In this way, these trackers are able to output an estimate of the bounding box of object n at time t, X tn . Importantly, the search region S tn is obtained from the previous estimated object bounding box X (t−1)n , thus making the reasonable assumption that the target is not moving too fast but in the vicinity of its previous position, this assumption encodes the motion information of the target and it is commonly used for tracking pedestrians and common objects.
More formally, we represent the search of the reference image within the search image as a function, SOT of R tn , S tn and the weights of the SOT network, W SOT :
At test time, we output all X tn and check for new/idle tracks by means of the birth and death processes (see Section 4.1.2). At training time, we exploit the X tn 's (e-bb) together with the O tm 's (gt-bb) to compute MOTA and MOTP as a differentiable function of the X tn 's. The first step to do so, is to compute the pair-wise distance between the estimated and ground-truth bounding boxes. Generally speaking, we could use any (differentiable) distance. The commonly-used metric for measuring the similarity between two bounding boxes is intersection over union (IoU, also named Jaccard index). However, if two bounding boxes have no intersection, the distance 1 − IoU will always be a constant value 1. The gradient from the loss will be 0 and W SOT can not be updated through training. For this reason, we calculate D tnm , the (n, m)-th element of the matrix D t , by using the combination of Euclidean center-point distance and 1 − IoU, formally written as:
where the L2(·) term is the Euclidean distance normalized w.r.t. the image size and IoU itself is also within the range [0, 1]. For any distance D tnm , we then have D tnm ∈ [0, 1].
The distance matrix D t is the input of the DeepMOT loss module that is discussed in Section 4.2.
Birth and Death Processes
During test time, we use visual detections provided from MOT dataset [31] to initialize tracks and give birth to new identities. If the IoU of a detection Y tk with any track bounding box X tn is smaller than a threshold ξ, Y tk is then considered as a birth candidate. To avoid false positive detections, if during L consecutive frames, a sequence of bounding boxes in birth candidates has an IoU, with each other, higher than a threshold τ , it is considered as a new track. Moreover, a track having no overlap with any detection is considered as invisible, and is removed from the tracking results. If a track is considered as invisible for Q frames, it will be removed from the tracking list. However, if the same track reappears, it will be recovered with the same identity as before. During training time, we replace the detections with ground-truth augmented with noise (see details in Section 6 Implementation details), and the same birth and death processes are applied but with different L and Q.
DeepMOT training framework
In order to train MOT methods to directly optimise MOTA ad MOTP, we first need to define two functions MOTA and MOTP that are differentiable and that approximate the original MOT metrics. As shown in Figure 1 , these approximations are computed in two steps, inspired from the original MOT metrics. First, the deep Hungarian network estimates the optimal soft-assignment A t from the distance matrix D t . Second, the MOT metrics are approximated from A t and D t . The details of these two steps are presented in the following.
DHN: Deep Hungarian Network
The aim of the DHN is to compute the optimal softassignment matrix A t from the input distance matrix D t . We recall that the original Hungarian algorithm takes D t as the input and provides the optimal binary assignment matrix A * t , i.e. the one that minimizes the sum distance cost. The element A * tnm represents the assignment decision made by the Hungarian algorithm for the n-th track and the m-th ground truth. If track n is assigned to ground truth m at time t, then A * tnm = 1 and 0 otherwise. Importantly, the assignment algorithm used for MOT [6] is inspired by, but not exactly, the original Hungarian algorithm. Indeed, two main differences hold: (i) the number of estimated and ground truth bounding boxes may not be the same and (ii) beyond a certain distance threshold τ d , assignments should not be performed. This means that, in an extreme case, the optimal assignment for MOT could be empty (i.e. no assignments made), while for the original Hungarian algorithm, this solution is not possible. We will train the proposed DHN according to the MOT optimal assignment, rather than according to the one from the original Hungarian algorithm. However, the methodology presented remains generic and could be used to learn the behavior of the Hungarian algorithm.
The design of the proposed DHN is based on two ideas. First, the network should deal with distance matrices whose size varies over time. Second, the receptive field of all elements of A t should be the whole D t , since the decision of the optimal assignment is global. While a fully convolutional approach could account for the first issue, large input matrices would imply partial receptive fields: the decision would be local and not global. The alternative is to use bidirectional recurrent neural networks (BiRNN).
More precisely, the structure of DHN is illustrated in Fig. 2 . Since D t is a two-dimensional matrix, two BiRNNs, with different weights and inputs, are sequentially applied in order to receive information from elements in D t in a row-wise and in a column-wise direction. First, D t , flattened in the row-wise order, is input into the first BiRNN having hidden units of size h. and it outputs a sequence containing N × M elements. Each element is a vector of size 2 × h. Second, we reshape the output sequence into a tensor, named first-stage hidden representation of size N × M , with depth of 2×h. After, we perform a column-wise flatten operation before inputting to the second BiRNN, which produces the second-stage hidden representation, having same size as the first-stage representation. At that point, the second-stage hidden representation is flattened and given to three fully-connected (FC) layers. They operate independently for each of the N × M vectors of length 2 × h (therefore they are independent to the size of D t ). We apply the sigmoid function to the output after FC layers. Finally, after reshaping, we obtain A t .
This (now differentiable) operation is formalised as a function DHN :
where W DHN are the weights of the BiRNN and the channelwise fully connected layers. Importantly, this formalism allows us to write the assignment matrix A t as a differentiable function of the distance matrix D t . As described in [6] , the input distance values larger than a threshold τ d should not lead to an assignment, and are therefore multiplied by a large scaling factor inf before input to the DHN. The training procedure of the DHN is discussed later on (see Section 5). Once trained, the DHN is used for training MOT methods, but not updated anymore.
MOTA t and MOTP t
Once the optimal assignment A t is estimated, we need to compute (a differentiable approximation of) the MOT metrics, MOTA and MOTP. First of all, we quickly recall the definitions of MOTA and MOTP, see also [6] . Staying in the previous example of tracking pedestrians, if a track is matched to a ground truth (a match means that at time t, a ground-truth identity is assigned to a track. The matching criterion can vary according to applications, commonly, an IoU of two bounding boxes larger than 0.5 is considered as a match), the track is considered as a true positive (TP t ). Otherwise, it is a false positive (FP t ) and a missed ground-truth is considered as a false negative (FN t ). For a track marked as TP at time t and at the most recent previous time step, if it is assigned to different ground truth identifies, then it counts as identity switch (IDSw t ). Now MOTA is formally defined as:
MOTP calculates the average of distances of bounding boxes among all the TP t tracks and their associated ground truth bounding boxes, formally defined as:
We are now left with the task of computing FN t , FP t and IDSw t as a differentiable function of A t and D t . These operations are illustrated in Fig 3 (N = M = 3 , as a simple example). FN t and FP t are computed with similar operations. To estimate FN t , we append a row filled with a basis value δ to A t , and apply column-wise softmax, thus obtaining A r t . Intuitively, if all elements of column m of A t are smaller than δ, then A r t(Nt+1)m will be close to one. Analogously for FP t : a column filled with δ is appended and row-wise softmax is applied, obtaining A c t . Then, the sum of the N t + 1-th row of A r t and of the M t + 1-th column of A c t provide an estimate of FN t and FP t respectively. We interpret this as expected values and write:
To compute IDSw t as well as MOTP t , we need a hard assignment to build binary assignment mask A b t and this can be done by positioning TPs knowing FNs and FPs. A b t is just served as a selective mask and has no gradient to be back-propagated but IDSw t and MOTP t do as shown below.
In order to compute the identity switches, we need to record and update historical track-ground truth identities associations knowing TP t , named H IDt . We first construct a binary hard assignment mask A b t−1 with H ID(t−1) for all ground-truth objects at time t (new objects at time t can be filled the way as in A b t ). We then compute the element-wise product 2 of its complementary 1 − A b t−1 with A r t , and sum up (except the last N t + 1-th row), leading to:
We can now define the expected value of MOTA as:
From A b t , we compute the expected value of MOTP:
Since MOTA is to be maximized and MOTP to be minimized, the proposed DeepMOT loss at each time step t writes: 2 The necessary column and row additions and deletions must be performed accordingly to the birth and death processes. Importantly, the deletions and additions will never have an effect in the identity switches and the ordering of tracks and ground-truth objects in A b t−1 should be consistent to A r t . where λ is a calibration factor.
By minimizing L DeepMOT , we are minimizing all artifacts associated to the MOT problem: false positives, missed objects, identity switches and inprecise predictions. In practice, we are explicitly telling to the MOT method in which respect the output bounding boxes should be modified to reduce all these artifacts.
Experiments on DHN
In this section, we first present the training details of DHN. Secondly, we compare different settings and structures of DHN and evaluate their performance in terms of the assignment accuracy. Finally, we further study the influence of different structures on MOT performance. Extensive tracking results are reported in Section 6.
Data simulation: To train the DHN, we generate distance matrices D of gts and detections bounding boxes provided by the MOT challenge datasets (MOT 15-17) [25, 31] . A threshold uniformly distributed between 0 and 1 is applied to D to augment data. D are then input to the Hungarian algorithm from [6] to get the corresponding A * . The latter is a binary matrix, where 1 represents a match, else 0. In other words, we create a data set with simulated pairs of matrices (D and A * ), separated into 114,483 matrices for training and 17,880 for testing.
Network training: DHN is trained as a two-dimensional binary classification task. Focal loss [30] using a modulating factor γ = 2 is applied. Since in all A * , the number of zeros n 0 is much larger than that of ones, denoted as n 1 , we balance the data by weighting the loss, w 1 for the positive class (corresponding to ones in A * ) and w 0 for the negative class (corresponding to zeros): w 0 = n 1 /(n 0 + n 1 ), and w 1 = 1 − w 0 . The RMSprop optimizer [41] is used, with a learning rate of 0.0003, gradually decreased by 5% every 20,000 iterations. The training process lasts around 6 hours for 20 epochs on a GPU Titan XP.
Model comparison and selection:
We study the impact of different network configurations in terms of prediction accuracy. Therefore, the weights w 1 and w 0 are also used when computing the accuracy, leading to the weighted accuracy (WA):
where n * 1 and n * 0 are the number of true positives and true negatives respectively. Since the output of the DHN are between 0 and 1, only output values above 0.5 are considered as assignments.
Two candidate network structures are compared, namely RNN A and RNN B, where the RNN A is illustrated in Fig. 2 and RNN B is shown in Fig. 4 . RNN A is a sequential network structure while RNN B processes D in a parallel way. Moreover, we try two different recurrent units (LSTM and GRU) on both network structures. The hidden size h is however fixed to 256. The result is shown in Table. 1. We observe that when using the structure RNN B and LSTM, we achieved WA = 83.65%. When switching to RNN A, WA increases to 88.93%. The best performance is obtained by RNN A using GRU units, with WA = 92.88%.
We further study the impact of different network structures on MOT performance, plugged into DeepMOT. [29] is used as SOT. Three sequences in the training corpus of MOT17: MOT17-04, MOT17-05 and MOT17-09 are chosen for the experiment. Sequence MOT17-04 is used for training, while the rest is used for validation. During the validation, the provided SDP detections are used. All the three sequences are under the scenario with the crowded street view, where MOT17-04 and MOT17-09 are recorded with static cameras and MOT17-05 with a moving camera. For a fair comparison, all other parameters in the model are In this experiment, better performance of DHN will directly lead to a higher MOTA score. Since a good DHN structure will provide more accurate predictions and Deep-MOT will produce more meaningful training gradient. The results in Table 2 are consistent with the the results in Table  1 . The structure RNN A with GRU outperforms the others in terms of MOTA score while keeping a similar MOTP 3 .
Experiments on MOTs
In this section, we demonstrate the interest of our Deep-MOT in three different ways. First, by comparing the performance of two different SOTs trained with the proposed DeepMOT or fine-tuned with bounding regression loss on the same data set. Second, by comparing to state-of-the-art MOT methods. Finally, by providing a graphical interpretation of the negative gradient produced by DeepMOT.
Datasets The MOT17 data set provides crowed pedestrian video sequences in real-world outdoor and indoor sce- [14] , and SDP [44] .
Evaluation metrics Different evaluation metrics are used. In addition to the standard MOTP and MOTA, IDF1 [34] is the ratio of correctly identified detections over the average number of ground-truth and computed detections. Moreover, mostly tracked targets (MT), is the ratio of ground-truth trajectories that are covered by a track hypothesis for at least 80% of their respective life span, while the mostly lost targets (ML) represents the ratio of the groundtruth trajectories are covered by less 20%. To notice that, as it is traditionally done, the bounding box used for evaluation is the IoU and not the distance used to compute L DeepMOT .
SOTs Two SOTs are selected: GOTURN [15] uses pretrained CaffeNet to extract image features from both reference R and search images S (H = W = H = W = 227 and C = 3), followed by FC layers to predict the bounding box. Siamese-RPN [29] , based on region proposal networks, also takes R and S as inputs(H = W = 127, H = W = 271 and C = 3). It has two main branches: one provides classification scores, i.e. whether the proposal is an object or the background; the other outputs the distances among the proposed anchors and the ground-truth bounding box. The anchor with the highest classification score is selected to produce a predicted bounding box. A variant of AlexNet [21] is employed as the feature extraction backbone. All the pre-trained weights are loaded before training on different configurations.
Implementation details During training, values in D larger than τ d = 0.5 are multiplied by inf = 1, 000; Q = L = 1, which means we give birth to new tracks and end old ones right away. The basis value is set to δ = 0.7 and λ is set to 5. The Adam optimizer [20] with a learning rate of 0.0001 is used. The training procedure lasts around 72h for 15 epochs on a Titan XP GPU. In addition, to prevent overfitting during training, noise is added to the tracker bounding-box initialization. Bounding boxes are randomly re-scaled using the scaling factor ranging from 0.8 to 1.2. Also, they are randomly shifted both horizontally and vertically by a factor ranging from 0 to 0.25 of their width and height; With a probability of 0.2, standard Gaussian noise with is added to both R and S.
During test time, detections from three different detectors (DPM, SDP and FRCNN) are used to refine the tracking results X . If the IoU between X tn and a detection is higher than ζ = 0.6, we output their average. For the birth and death processes, the parameters are set as follows: τ = 0.3, ξ = 0.5, L = 3 and Q = 60, see Section 4.1.2. All these details are common to all trackers and all configurations.
In the experiments, we compare training with the Deep-MOT loss, to training with the standard loss, i.e. bounding box regression. For the latter, each track is initialized with the gt-bb. At each training step, MOT outputs the estimated bounding box for all tracks. The loss corresponds to the L1 distance between the estimated and the ground truth bounding boxes. Following the training settings in [15] , SGD optimizer with a learning rate of 1e-5 is used. The training loss stabilises at around 20 epochs. An additional binary classification loss for the classification branch of Siamese-RPN is added to all training configurations.
Results and Comparisons
We compare the results using different training configurations on MOT17 and they are reported in Table 3 . We first recall the different configurations: (Pre) pre-trained trackers without training on From Table 3 , we observe that compared the pretrained configurations, the performance of both trackers is greatly improved by our proposed DeepMOT. For GO-TURN, DeepMOT increases MOTA by 12.5% and MOTP by 3.3%. Compared with bounding box regression (Reg), our DeepMOT increases MOTA by 5.7% and MOTP by 1%, which means a decrease of 11,683 FPs, 18,194 FNs, and 2,128 IDs. For Siamese-RPN, DeepMOT also demonstrates largely improved performance. It outperforms bounding box regression (Reg) by improving MOTA to 48.1% from 47.2% and MOTP to 76.5% from 75.3%. Finally, our proposed [29] +DeepMOT is among the state-of-the-art methods. Importantly, [29] +DeepMOT is competitive with offline tracking methods, but without using future information.
Training Gradient The negative gradient should reflect the direction that minimizes the loss. We plot the negative gradient of different terms in DeepMOT loss w.r.t the position of each X tn to demonstrate visually the effectiveness of our DeepMOT, illustrated in Fig. 5 . In the example, we manually generated the cases which contain the FP, FN or identity switching scenarios. We see that the negative gradient does force the tracks to be close to their associated gts during training.
Conclusion
In this paper, we propose an end-to-end MOT training framework DeepMOT via the proxy DHN. The results reported on the MOT17 challenge dataset demonstrate that combined with the proposed framework, an SOT can achieve the nearly state-of-the-art online MOT performance.
