Abstract. Smart levees are being increasingly investigated as a flood protection technology. However, in large-scale emergency situations, a flood decision support system may need to collect and process data from hundreds of kilometers of smart levees; such a scenario requires a resilient and scalable IT infrastructure, capable of providing urgent computing services in order to perform frequent data analyses required in decision making, and deliver their results in a timely fashion. We present the ISMOP IT infrastructure for smart levee monitoring, designed to support decision making in large-scale emergency situations. Most existing approaches to urgent computing services in decision support systems dealing with natural disasters focus on delivering quality of service for individual, isolated subsystems of the IT infrastructure (such as computing, storage, or data transmission). We propose a holistic approach to dynamic system management during both urgent (emergency) and normal (non-emergency) operation. In this approach, we introduce a Holistic Computing Controller which calculates and deploys a globally optimal configuration for the entire IT infrastructure, based on cost-of-operation and quality-of-service (QoS) requirements of individual IT subsystems, expressed in the form of Service Level Agreements (SLAs). Our approach leads to improved configuration settings and, consequently, better fulfilment of the system's cost and QoS requirements than would have otherwise been possible had the configuration of all subsystems been managed in isolation.
Introduction
Levees monitored with in situ sensors -so-called smart levees -are gaining momentum as a flood protection technology [1] . We present the ISMOP IT infrastructure for smart levee monitoring and flood decision support [2, 3] . The main purpose of the ISMOP project is the development of a comprehensive system that supports decision makers in flood risk management by providing information on dynamics and intensity of processes that occur in river levees. The main concept is to enrich the river levees with sensors, mainly for measuring pore pressure and temperature, and then process the collected data using geophysical models. As a result of data processing, it will be possible to assess the likelihood of the levee breach, levee stability as well as determine not only the time and place but also the cause of a breach. For the purpose of the research, the experimental smart levee located in the Lesser Poland region, near the Vistula River ( Figure 1 ) has been built. It is equipped with the IT infrastructure for its monitoring, in order to perform controlled flooding experiments and study the behavior of levees exposed to long-term water infiltration, typical for flood scenarios in Lesser Poland where long-lasting flood waves frequently cause levee failures.
In this paper we describe the ISMOP IT infrastructure dedicated to smart levees and comprising a number of subsystems for data acquisition, transmission, storage, processing and presentation. While the prototype of the ISMOP IT infrastructure was built as a monitoring system for the experimental levee, it was designed to support decision making in large-scale emergency situations, affecting river areas protected by hundreds of kilometers of levees. Such scenarios require resilient and 
scalable IT infrastructures, capable of real-time acquisition and transmission of large volumes of sensor measurements, storage and retrieval of the collected data, and regular, timely data analyses through urgent computing services. Consequently, a levee monitoring system operates in two different modes: (1) a common 'normal' (non-emergency) mode in which the minimization of the operation costs is the priority, and (2) a rare 'urgent' (emergency) mode where reliability and timeliness are crucial.
The novel contribution of this paper is the holistic approach to management of the system's configuration during both normal and urgent operation. In this approach, a component, called the Holistic Computing Controller, calculates and deploys a globally optimal configuration for the entire IT infrastructure, based on cost-of-operation and quality-of-service (QoS) requirements of individual IT subsystems, expressed in the form of Service Level Agreements (SLAs). The proposed approach leads to improved configuration settings and, consequently, better fulfilment of the system's cost and QoS requirements than would have otherwise been possible had the configuration of all subsystems been managed in isolation.
The paper is organized as follows. Section 2 presents related work. Section 3 introduces the ISMOP IT infrastructure for smart levees. Section 4 explains the concept of the holistic approach to system optimization, and presents an experimental case study based on this concept. Section 5 discusses the results of the experiments. Section 6 concludes the paper.
Related work
Monitoring and decision support systems which focus on natural disasters often rely on urgent computing services in order to ensure sufficient supply of computer resources and the required quality of service in the event of a crisis. Urgent computing is an area of computation characterized by the presence of strict deadlines, unpredictability of crisis events and the ability to mitigate their impact through computational effort [4] . Examples of such applications include severe weather forecasting workflows [5] , simulation applications [6] , storm surge modelling applications [7] , and wildfire forecasting workflow [8] . The core characteristic of urgent computing scenarios is not their resource-critical nature, but rather the temporal restrictions which necessitate procurement of on-demand computational and storage resources.
The operation of urgent computing systems for natural disaster prevention can be generally divided into two stages: data provisioning and data processing. Each of these stages is then subdivided into separate tasks, which carry QoS requirements. Existing approaches tend to focus on optimization of individual tasks or computational steps (e.g. resource allocation [9] , data stream processing [10] , or provisioning of storage resources [11] ) rather than on optimizing the process as a whole. In particular, the correlation with data delivery has not been fully supported in target processing subsystems.
Complex solutions for job prioritization and preemption have been developed for HPC and grid computing infrastructures. Notable efforts such as the SPRUCE [12] project focus on enhancement of scheduling algorithms in order to acknowledge the presence of urgent tasks and provision the necessary computational and storage infrastructure to support said tasks. In the Common Information Space (CIS) platform [13] provided by the UrbanFlood early warning system [14] cloud services are used for on-demand deployment and autoscaling of warning system instances in emergency situations. The CLAVIRE platform [15] proposes a model-based approach to management of heterogeneous computing resources for urgent computing scenarios. In spite of this progress, however, existing work tends to deal exclusively with optimizing the data processing stage without resolving data delivery issuesthe acquisition and staging of data sets required for computations (which are often massive) is taken for granted and the projects in question rely on the presence of local storage which is assumed to be secure and faultless. Using network protocols or distributed system techniques (e.g. web services, as in [7] ) is alleged to bypass the challenge, but ongoing acquisition of external data (e.g. from numerous environmental sensors) and timely delivery of critical data components (including maintenance and adaptation of communication channels) are not explored sufficiently.
The necessity and usefulness of research dealing with data delivery has been recognized, e.g. in the LEAD project [5] , the Urgent Data Management Framework (UDMF) [11] and SPRUCE, which proposes robust data placement mechanisms [16] . However, these solutions take advantage of existing data, whereas real-time monitoring calls for delivery of up-to-date measurements collected on the fly by a distributed sensor infrastructureespecially wireless sensors [10] , which have become a common solution in recent years. Live environmental monitoring by a large number of heterogeneous nodes requires dedicated infrastructural and algorithmic solutions to ensure timely data delivery and aggregation [17] .
Advanced solutions for providing efficiency and reliability to urgent data delivery have been developed. For instance, UDMF [11] introduced new capabilities into urgent computing infrastructures, including Quality of Service (QoS) or data policy management and monitoring. Urgent storage and data management tools provide QoS and SLA for data services [18] .
While Tolosana-Calasanz et al. [10] recognized the significance of coping with data volumes generated by distributed sensor networks, as well as the SLA implications of having to aggregate and transfer such data, their QoS solution assumes that data is processed on the fly by a distributed computational infrastructurewhich is not the case when data must be collected at a centralized location prior to processing, as in the ISMOP project.
To summarize, we have not been able to find an urgent computing system which relies on aggregation of data from heterogeneous and physically distributed devices while providing global QoS guarantees across the
entire infrastructure (as opposed to individual subsystems). The need for this type of holistic approach has been recognized in many domains reliant on complex event processing -including natural history, biology, education etc. [19] . Systems and their properties should be viewed as synergetic wholes, not as collections of parts [20] -whereas in the solutions presented above data processing and external data delivery are typically regarded as two separate domains. No mechanisms have been found that can leverage the overall system efficiency with the synergy of the processes.
When focusing on technological solutions, the simplest interpretation of holism would be shifting control mechanisms from the local plane to the global plane. This approach is evident in Smart Cities [21] and Software Defined Networks (SDN) [22] paradigms. In both cases, business logic is shifted from the infrastructure layer (e.g. a local traffic lights system or a network switching appliance) to the control layer (management center or business applications supported by network controllers). A large-scale decision system may thus take advantage of global knowledge and perform global -rather than local -optimization. Such an approach is also embodied in the system presented in this work.
ISMOP system for smart levees
The ISMOP system for smart levee monitoring and flood decision support is shown in Figure 2 . The operation of the system is defined by two operating loops: (1) Decision-support loop controlled by human decision-makers observing the status of the levees in the monitored areas of interest and, depending on the current situation, setting the operating mode for these areas to urgent or normal. Changing the mode to urgent enables frequent collection of temperature and pore pressure data from the affected areas, and turns on data-and modeldriven analyses that assess the levee state and predict their future behavior. (2) Management loop controlled by the Holistic Computing Controller (HCC) component which continuously monitors the IT infrastructure and, if necessary, initiates its reconfiguration in order to optimize non-functional properties of the entire system. Figure 3 shows a detailed architecture of the ISMOP IT infrastructure comprising the Computing and Data Management System (CDMS) and the Data Acquisition and Pre-processing System (DAPS). DAPS and CDMS are further divided into subsystems described in sections 3.1 and 3.2, respectively. The DSS is presented in Section 3.3. The Holistic Computing Controller is introduced in Section 4.
Data Acquisition and Pre-processing System
DAPS has a multilayer structure composed of three layers which acquire and transport data obtained from sensors to the Computing & Data Management System. The following layers are defined:
• Measuring Layer which is composed of sensors measuring physical parameters of the environment (temperature and pore water pressure). Values of these parameters are transmitted over a wired or wireless network to edge computing devices.
• Edge Computing Layer which is a collection of distributed computing devices which control Measuring Layer operation and perform preprocessing of measurement data (such as data compression, encryption, filtering etc.) In more advanced systems this is the place where event We have developed a functional prototype of the control and measurement station ( Figure 4 ) which operates on all three layers, with particular focus on the Edge Computing Layer. The prototype consists of a specialized hardware platform and an embedded software solution ( Figure 5 ). The control and measurement station's hardware platform is based on a modern low-power ARM Cortex-M4 microcontroller. In future, in order to achieve better control over hardware configuration, the utilization of Field Programmable Gate Array (FPGA) [23, 24] technology can be considered. The station connects to the wireless sensor network's edge router and acquires data from its sensors. The acquired data is subsequently preprocessed, serialized and transmitted to higher layers of the system using the MQTT protocol [25] . Due to limited physical access to the control-measurement station hardware, we also consider substituting traditional lead-acid batteries with electric double-layer capacitors (EDLCs) also known as supercapacitors (SCs). The station uses a renewable energy source and is equipped with solar cells for charging its batteries. The control-measurement station uses multi-level power management features. Whenever the microcontroller operates in idle mode, the onboard real time operating system enables reduced power consumption. This mode allows the system to preserve only a fraction of total power, but supports rapid resumption of the normal operating mode. The microcontroller can also enter a deep power-saving mode in which its microprocessor core is disabled. This mode is utilized periodically when 
the system has no operation to perform. The third power saving mechanism concerns controlling power supply of the peripheral modules, including sensors and communication subsystems. The station can transmit data with one of two available interfaces. By default, it uses its built-in GPRS connectivity to transmit data directly to the CDMS. The alternative path is based on XBee communication. In the latter scenario one station disseminates data to other stations until data reaches a station with sufficient cellular network coverage, enabling transmission to CDMS via GPRS. 
Computing and Data Management System
CDMS comprises the following subsystems:
• Computing infrastructure includes physical computers along with management software, such as cloud middleware. The computing infrastructure provides the capability to dynamically allocate computing resources required for data processing, e.g. in the form of Virtual Machine (VM) instances.
• Data management subsystem, responsible for reliable data storage and access to data required by the decision support system, in particular sensor data received from the Communication layer. The primary responsibility of the data management subsystem is to ensure data availability and access quality (e.g. throughput and latency). The system comprises, among others, the Data Access Platform (DAP • Data processing and resource orchestration subsystem, where data analyses are performed in order to assess the current levee state and forecast future behavior. These analyses may include anomaly detection, simulation of future levee state, and computation of flood threat levels for individual levee sections.
Decision support system
The main goal of the decision support system in the presented infrastructure is to visualize different aspects of the collected measurements and data analyses in order to improve levee monitoring procedures and enable a more informed decision making process. Sample views of different visualization aspects are depicted in Figure 6 . Geospatial data of monitored levees and measurement devices are shown in the top left corner. A cross-section of one of the measurement profiles with a temperature gradient is visualized in the top right corner. The bottom left part of the image shows a profile with measurement devices superimposed onto the levee contour and, finally, in the bottom right corner measurement plots of selected devices are depicted. Different views of the monitored objects and data sets allow for more informed analysis of levee performance for both present and historical data. Additionally, the user interface contains several facilities to improve the analysis process. The experiment panel has a global time slider which synchronizes all the views with the current timestamp selection. Vertical and horizontal intersection views carry dedicated wizards which allow users to modify configuration details at any point and, wherever possible, an auxiliary mini-map is used to mark positions of the devices whose data is being visualized. To keep track of the current flooding experiment a dedicated widget visualizes the current water level along with the expected level to conveniently observe possible deviations.
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Special attention while building user interfaces was devoted to responsiveness as the data set of collected measurements (millions of readings) is quite large and unoptimized data queries could take minutes, which is unacceptable for end-users. It was assumed that the maximum data query response time should not exceed ten seconds in order for the interface to remain sufficiently responsive. While collecting data it soon became clear that additional work was needed to improve the response time of data queries. One example of improving the interface responsiveness is asynchronous data loading while changing the time constraints of readings charts and limiting the number of readings in accordance with requested chart zoom levels. This also required modifying the data storage subsystem to take additional query parameters into account.
The main user interface of the presented infrastructure relies on a web platform which currently supports rich capabilities in terms of graphical user interface development. The only user-side requirement is a modern web browser installed on any type of device. Another advantage of using a web-based approach is a wide selection of off-the-shelf graphical components, which improves the process of rapid prototyping and UI delivery.
Holistic system management

Non-functional properties of the system
The IT infrastructure supporting the flood decision support system is characterized by a number of nonfunctional properties related to cost and Quality-ofService (QoS) parameters. The most important of these properties are as follows:
• Operating cost (OPC): expenses required to maintain operation of the system. The total OPC is the sum of expenses for all individual subsystems, for example the cost of data transfer over the cellular network, the cost of renting computing resources from the computing infrastructure, etc.
• Energy Efficiency (EE): an indicator showing
how energy efficient the system is -especially important in the context of limited energy availability in the lower layers as it directly influences the system's lifetime.
• Data measurement interval (DMI): a specification of how often sensor parameters are captured by the measuring subsystem. The lower the value of DMI, the more frequently the measurements are captured and, consequently, the more accurate data analyses can be. However, low DMI also contributes to increased energy consumption.
• Data processing interval (DPI): a specification of how often data analyses, such as the assessment of the current and projected state of the monitored levee, are conducted in the data processing subsystem.
• Data processing time (DPT): time required to complete a single data analysis for a given area of interest.
These non-functional properties are mutually exclusive and cannot all be optimized at the same time. Moreover, their relative importance will vary depending on the system's mode of operation. In the urgent mode in which the flood threat is high the decision support system should provide regular flood threat assessments for the affected levees in a reliable and timely fashion, e.g. every 30 minutes. In such a case the system should be optimized towards performance and fault tolerance at the expense of operating cost. However, most of the time the 
system will operate in its normal (non-emergency) mode in which optimization of operating costs is the priority.
The system must therefore be able to dynamically manage its configuration in order to adapt to the circumstances and optimize the fulfillment of the crucial non-functional properties, possibly at the expense of others. This is the task of the Holistic Computing Controller, described in the following section.
Holistic Computing Controller
The Holistic Computing Controller (HCC), shown in Figure 3 , regularly calculates and updates the configuration of the entire system (i.e. all subsystems) in such a way as to maintain functional operation while optimizing non-functional properties of the system, given the current context in which the system operates. The algorithm performed by the HCC is as follows.
We assume that the system has k configurable properties ൌ ሺ ǡ ǡ ǥ ǡ ሻ. For each of these properties there is a set of possible configuration options that can be chosen ൌ ሺ ǡ ǡ ǥ ǡ ሺሻ ሻ ሺ݅ ൌ ͳǤ Ǥ ݇ሻ. We also have information about the current system context (e.g. battery levels, weather conditions) ൌ ሺ ǡ ǡ ǥ ǡ ሻ.
We define system configuration as a vector of configuration options chosen for each of the configurable properties: ൌ ሺ ǡ ǡ ǥ ǡ ሻ ‫א‬ , where ‫א‬ , while denotes the set of all possible configurations of the system.
The goal of the HCC is to optimize the system's non-functional properties ൌ ሺ ǡ ǡ ǥ ǡ ሻ, where each ൌ ሺǡ ሻ is a function of the system's configuration and context. To this end, HCC solves the following multi-criteria optimization problem:
where is a vector of objective functions, being the objective space. ‫א‬ is a vector of decision variables (system configuration), being the decision space.
is a vector of input (non-decision) variables (system context).
are functional constraints imposed on the decision space, for example "configuration options and are mutually exclusive".
are constraints imposing restrictions on the objective space. Typically these are low and high boundaries for the quality properties, for example minimal system lifetime.
The result of the optimization is a Pareto-set of feasible configurations that optimize the non-functional properties of the system: ൌ ሺ ǡ ǡ ǥ ǡ ሻ A question remains -which of the Pareto-optimal configurations should be chosen and actually deployed in the system? Currently HCC applies a simple heuristic: it assumes a certain importance hierarchy among the objectives and chooses the configuration that produces the best value of the most important objective. If several configurations are equally good, the second most important objective is taken into account, etc. The importance hierarchy depends on the mode of operation. In the urgent mode it is as follows (from most to least important): DPI, DMI, EE, OPC; in the normal mode the corresponding order is: OPC, EE, DMI, DPI. We are currently working on a more complex heuristic based on the AHP method [26] .
Experiments
In order to practically validate the proposed holistic approach to system optimization we have performed a series of experiments using prototype implementations of hardware and software components of the ISMOP IT infrastructure. First, we have identified a number of key configurable properties for all subsystems of the ISMOP IT platform. These properties and their configuration options are presented in Table 1 . A notable configuration property is Data aggregation: it specifies for how long the sensor data collected by the measurement subsystem can be buffered in the edge computing subsystem before being transmitted to the data management subsystem. High aggregation time saves a considerable amount of energy by minimizing the activity of the wireless network interfaces.
Subsystem
Configurable properties
Data processing and resource orchestration The goal of further experiments was to study the effect of configuration options described in Table 1 upon key non-functional properties of the system. The results of this investigation are summarized in Table 2 . Each configurable property either has no effect on a given objective function (crossed-out fields), or can contribute to its low, medium or high value. In addition, we have discovered that the effect on energy efficiency also highly depends on current weather conditions, hence there are two separate columns for this objective. This phenomenon stems from the fact that the control and measurement station utilizes solar cells for charging its batteries.
Based on these findings, we have created simplified models of the objective functions, where each of them maps a configuration and context to a value between 0 and 1, where 0 denotes the minimum (lowest possible), while 1 is the maximum (highest possible) value. Table 2 . Effect of configuration on non-functional properties OPC, EE and TML (objective functions).
Results
Having developed the models of the objective functions, we proceeded to implement a prototype of the HCC and used it to calculate optimal configurations of the system in two different situations: 1) normal mode; 2) urgent mode. The normal and urgent modes differ with respect to the constraints and the objective hierarchy, as shown in Table 3 . In the normal mode, measurements are infrequent (once every hour), while computations assessing levee conditions are invoked rarely (every 24 hours). In the urgent mode both measurements and computations are frequent (occurring every 15 and 30 minutes respectively). Note the constraint imposed on the aggregation time: it basically states the maximum time sensor data can be buffered in the edge computing subsystem before it is required by the data processing subsystem. Finally, the hierarchy of objectives is quite different in both modes: low cost of operation is the most important in the normal mode, while timeliness is the priority in the urgent mode. Table 4 . Sizes of the decision space (configurations meeting constraints) and the Pareto set (Pareto-optimal configurations) in both system modes. Table 4 shows the sizes of the entire decision space (number of all possible configurations meeting constraints) and the number of Pareto-optimal configurations for both system modes. The single optimal configurations for both modes finally selected by the HCC are shown in Table 5 . Note that the optimal value of OPC is 0.0 (minimum cost), while for EE and TML it is 1.0 (maximum energy efficiency and timeliness, respectively). In the normal mode the HCC chose a configuration which results in the best OPC (0.0). Since there were 12 such configurations, HCC chose the one with the highest EE. Table 5 . Optimal configurations selected by the HCC in two situations: 1) normal mode, 2) urgent mode.
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Discussion
Thanks to the holistic view of the system, HCC can perform global optimization of its configuration which leads to better configuration settings than would have been chosen had all subsystems been configured in isolation, based on SLAs pertaining only to these subsystems. For example, only the holistic view of the system allowed setting the Edge computing subsystem's Data aggregation property to high -i.e. at least 12 hours -in the normal mode (Table 5) , even though the Measurement interval was much lower -only 60 minutes. This was possible because the HCC could take into account the constraint imposed on the Processing interval (a property of a completely different subsystem) which, in this case, was much higher than the Measurement interval. This, along with the rule that ‫݊݅ݐܽ݃݁ݎ݃݃ܣ‬ ‫݁݉݅ݐ‬ ൏ ‫ܫܲܦ‬ െ ‫,ܶܲܦ‬ enabled finding the configuration which maximizes OPC. Without the HCC, the aggregation property would have been set to none by the edge computing subsystem because there would have been no indication that sensor data was not required immediately by the upper subsystems. This, in turn, would have resulted in greater power consumption at the edge node as communication would have to be initiated more frequently. For such a configuration, the values of OPC, EE and TML would have been equal to 0.0, 0.34, 0.32, respectively. Given that the OPC is the most important property in the normal mode, clearly it would have been a worse configuration compared to the one achieved with the holistic approach.
Conclusion
This paper presented the ISMOP IT infrastructure and flood decision support system designed to support decision making in large-scale emergency situations. The presented holistic approach to system optimization allows the system to achieve better non-functional properties during operation in both urgent and normal modes than would have otherwise been possible with the isolated approach. Future work involves:
• additional experimental studies in order to develop more precise models of the objective functions,
• design of a better heuristic for selection of the best configuration from the Pareto set,
• investigation of additional configurable properties and their interplay across different subsystems,
• implementation of an efficient solver for multicriteria optimization within the Holistic Computing Controller,
• further development of the prototype components of the ISMOP system.
