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Abstract
Many studies have reported associations between later-life cognition and socioeco-
nomic position in childhood, young adulthood, and mid-life. However, the vast major-
ity of these studies are unable to quantify how these associations vary over time and
with respect to several demographic factors. Varying coefficient (VC) models, which
treat the covariate effects in a linear model as nonparametric functions of additional
effect modifiers, offer an appealing way to overcome these limitations. Unfortunately,
state-of-the-art VC modeling methods require computationally prohibitive parameter
tuning or make restrictive assumptions about the functional form of the covariate ef-
fects.
In response, we propose VCBART, which estimates the covariate effects in a VC
model using Bayesian Additive Regression Trees. With simple default hyperparame-
ter settings, VCBART outperforms existing methods in terms of covariate effect es-
timation and prediction. Using VCBART, we predict the cognitive trajectories of
4,167 subjects from the Health and Retirement Study using multiple measures of so-
cioeconomic position and physical health. We find that socioeconomic position in
childhood and young adulthood have small effects that do not vary with age. In con-
trast, the effects of measures of mid-life physical health tend to vary with respect to
age, race, and marital status. An R package implementing VC-BART is available at
https://github.com/skdeshpande91/VCBART
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1 Introduction
1.1 Socioeconomic position and cognition
A large body of evidence suggests that socioeconomic position (SEP) at different points in
the life course is an important determinant of cognitive function as well as its underlying
risk factors in mid-life and older adulthood (Luo and Waite, 2005; Lyu and Burr, 2016;
Marden et al., 2017; Greenfield and Moorman, 2019; Zhang et al., 2020). For instance,
financial resources during childhood (Marden et al., 2017), educational attainment (Seblova
et al., 2020) in early adulthood, and occupational complexity (Jorm et al., 1998) have all
been associated with cognitive function and decline. A critical open challenge in life course
research is to estimate how the association between cognitive function and SEP at different
stages of life evolve over time and with respect to other sociodemographic characteristics.
Because it can help identify risk factors that predispose some people to poor cognitive health
later in life, addressing this challenge has important public health implications, in light of a
rapidly aging population.
To date, however, while several existing papers attempt to estimate time-varying effects
of different measures of SEP on cognition, the vast majority impose strong parametric as-
sumptions about the functional form of these effects. For instance, despite the merits of
their work, both Lyu and Burr (2016) and Marden et al. (2017) assume that the effect of
childhood SEP on cognition evolves linearly with age, which may not be the case for all indi-
viduals. Such structural assumptions are made not because of substantive prior belief about
the effect in question. Rather, they are typically made out of computational convenience.
Additionally, most existing empirical works linking cognitive function to SEP fail to examine
whether and how the temporal evolution of these links may vary with respect to key socio-
demographic factors. In this paper, we address these methodological limitations by fitting a
flexible linear varying coefficient (VC) model to longitudinal data from the US-based Health
and Retirement Study (HRS).
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1.2 The challenges of varying coefficient modeling
VC modeling begins by specifying a set of p covariates, which we denote by X, and a set of
R effect modifiers, which we denote by Z, and modeling
Y = β0(Z) + β1(Z)X1 + · · ·+ βp(Z)Xp + ε (1)
where the β0(Z), . . . , βp(Z) are functions mapping RR to R and the residual error ε has mean
zero.
Our dataset consists of a total of N = 27, 844 longitudinal observations of n = 4, 167 HRS
subjects. In our particular application, we focus on predicting each subject’s total score
on a battery of cognitive assessments administered biennially between 2000 and 2016. To
do this, we fit a VC model whose covariates X include measures of SEP in childhood, early
adulthood, and later-life as well as measures of later-life physical and mental health. To allow
for covariate effects to vary across time and across the population, our set of modifiers Z
include age and several socio-demographic factors like race, birth place, marital status, food
stamp status, and labor force status. In fitting our VC model, we have several desiderata.
First, in sharp contrast to the models considered by Lyu and Burr (2016) and Marden et al.
(2017), we wish to make minimal assumptions about the functional form of the covariate
effects βj(Z).Additionally, we wish to identify which elements of Z actually modify the effects
of which elements of X. Given the potential public health implications of carefully estimating
heterogeneous effects, we further require calibrated and coherent uncertainty quantification
for both covariate effects βj(Z) and forecasted cognitive trajectories. Finally, we require a
method that can scale to the size of our dataset.
1.3 Our contributions
Unfortunately, to the best of our knowledge, no existing procedure for fitting VC models
meets all of our desiderata of flexibility, uncertainty quantification, and scalability. To wit,
existing state-of-the-art procedures with multivariate modifiers either involve learning a large
number of tuning parameters using leave-one-out cross-validation or rigidly assume that the
covariate effects βj(Z) are additive in Z. Moreover, the default implementations of existing
procedures do not provide any out-of-sample, predictive uncertainty quantification.
We instead propose approximating each covariate effect function βj(Z) with a sum of shallow
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piecewise constant regression trees, effectively extending Chipman et al. (2010)’s Bayesian
Additive Regression Tree (BART) model to the VC setting. On synthetic data, we demon-
strate that our proposed extension, which we call VCBART, exhibits superior covariate
effect recovery compared to the current state-of-the-art without computationally intensive
hand-tuning or imposing strong structural assumptions. Moreover, compared to more flexi-
ble blackbox regression procedures, VCBART can provide substantially more interpretable
fits to data without sacrificing predictive power. We finally show that, under mild conditions,
the VCBART posterior concentrates at a near-optimal rate, even with correlated residual
errors. To the best of our knowledge, our Theorem 1 is the first result to demonstrate the
theoretical near-optimality of Bayesian treed regression in settings with non-i.i.d. noise.
Applying VCBART to our HRS dataset, we found that by the time subjects in our study
population reached older adulthood, the effects of SEP in childhood and early adulthood
were essentially constant over time. We also found that, in our dataset, diabetics displayed
consistently worse cognitive functioning than non-diabetics. Interestingly, however, amongst
diabetic subjects, those who were unmarried had slightly better cognitive functioning than
those who were married.
Here is an outline for the rest of the paper. We briefly review relevant background on VC
modeling, BART, and the HRS dataset in Section 2. Then, in Section 3, we introduce
VCBART, describe how to perform posterior inference, and state our asymptotic results.
In Section 4, we demonstrate VCBART’s excellent covariate effect recovery and predictive
capabilities using synthetic data. We finally apply VCBART to the HRS data in Section 5
and outline several avenues for future work in Section 6.
2 Background
2.1 Limitations of existing work linking SEP & cognition
Over the past several decades, researchers have explored the link between life course SEP
and later-life cognitive function. Their goal was to understand how life course processes
unfold to shape trajectories of cognitive and physical health. Several, but not all, studies
have reported that childhood SEP is an important determinant of cognitive function in older
adulthood. Moreover, the accumulation of low SEP at multiple stages of the life course may
produce the greatest deficits to cognitive health.
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In order to model the time-varying effects of SEP covariates, several authors augment a
simple linear model with interactions between the SEP covariates and functions of age. For
instance, both Marden et al. (2017) and Lyu and Burr (2016) include interactions between
age and SEP covariates. These models are essentially linear VC models whose covariate
effects are linear functions of a single modifier (age). While these models are easy to fit,
these specifications may not be well-suited to capture more complex temporal dynamics.
For instance, while there may be a strong associations between educational attainment (a
commonly used proxy for SEP in early adulthood) and several health outcomes in early
adulthood and mid-life, these association can weaken, diminish, and level off as people age
(see Dupre (2007) and references therein). Such trends cannot be captured by a simple linear
function. While some authors like Aartsen et al. (2019) introduce an additional interaction
between SEP covariates and age-squared, it is not clear whether these models are flexible
enough to detect more complex non-linear relationships.
2.2 The HRS dataset
We use publicly available data from the Health and Retirement Study (HRS). The HRS is
a nationally representative longitudinal survey of US adults over the age of 50 and their
spouses of any age. Since 1992, the HRS has biennially assessed the economic, health, and
social implications of aging through its core survey with response rates greater than 85% in
each wave. The HRS is sponsored by the National Institute on Aging (NIA; U01AG009740)
and is conducted by the University of Michigan. See Sonnega et al. (2014) for additional
details about the HRS.
In each wave, the HRS consistently administered a battery of cognitive tests that include
tasks like listening to a series of 10 words and recalling as many possible immediately and
several minutes later. The HRS constructed a summary score that ranges from 0 to 35,
with higher scores reflecting better cognitive functioning. In our analysis, we use the total
cognitive score as our outcome.
Our covariate set includes measures of SEP at three distinct stages of life and physical health
in older adulthood. We used a composite childhood SEP index developed and validated by
Vable et al. (2017). This index is based on the educational attainment and occupation
of each subject’s parents and their overall financial well-being in childhood. Higher scores
on this index correspond to higher SEP. We used total years of education as a proxy for
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SEP in early adulthood and household wealth in 1998 as a proxy for later-life SEP. Our
later-life physical and mental health covariates, which were all recorded in 1998, include
binary indicators of diabetes, heart problems, high blood pressure, loneliness, participation
in regular physical activity, and stroke. Since body mass index (BMI; Dahl et al. (2013))
and depression (Lichtenberg et al., 1995) have been negatively associated with later-life
cognition, we include BMI and score on the Center for Epidemiological Studies – Depression
scale (CES-D) as covariates. The CES-D scale counts the number of depressive symptoms a
subject experiences in a week.
To estimate how the effects of our covariates might vary over time and across several socio-
demographic factors, our set of modifiers included age, gender, race, birthplace, veteran
status, marital status, labor force status, and indicators of whether or not respondents
were food insecure or received food stamps in 1998. We additionally included self-reported
childhood health as a potential modifier. After expanding each multi-level categorial modifier
into binary dummy variables, we had a total of R = 16 potential modifiers. Table 1 lists all
of the covariate and modifiers used in our analysis.
2.3 Varying Coefficient Models
Since their introduction in Hastie and Tibshirani (1993), VC models have been extensively
studied and deployed in both the statistics and econometrics literature. We give a very brief
overview here and refer the reader to Fan and Zhang (2008) and Franco-Villoria et al. (2019)
for more comprehensive reviews.
When there is only a single modifier (i.e. R = 1), one popular approach (see, e.g., Hoover
et al. (1998) and Huang et al. (2002)) is to express each βj as a linear combination of pre-
specified basis functions. Such a decomposition effectively reduces the functional regression
problem to a high-dimensional linear regression problem for which numerous frequentist (see,
e.g. Wang et al., 2008; Wang and Xia, 2009; Wei et al., 2011) and Bayesian (Bai et al., 2019)
regularization techniques have been proposed. Kernel smoothing is another popular and
theoretically supported alternative (see, e.g., Wu and Chiang, 2000).
In spatial statistics, the βj’s are typically modeled with Gaussian processes (see, e.g., Gelfand
et al. (2003) and Finley and Banerjee (2020)) to allow covariate effects to vary smoothly
in time and space. When the number of observations is large, full Bayesian inference
with Markov Chain Monte Carlo (MCMC) can be computationally prohibitive. Recently,
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Guhaniyogi et al. (2020) proposed a distributed computing strategy to spatially-varying
coefficient models using Gaussian processes.
Outside the context of spatial models, to accommodate models with multivariate modifiers,
Tibshirani and Friedman (2019) and Lee et al. (2018) respectively constrained the covariate
effects to be linear and additive functions of the potential modifiers. In contrast, Li and
Racine (2010) proposed a multivariate kernel smoothing estimator that imposes no rigid
structural assumptions on the βj’s. However, the default implementation of their procedure
tunes several bandwidth parameters with leave-one-out cross-validation. When n, p, or R
are large, as in our analysis, kernel smoothing is computationally prohibitive.
In the last decade, several authors have proposed using regression trees to estimate the
covariate effects βj(Z). Bu¨rgin and Ritschard (2015), for instance, model each βj(Z) with a
single regression tree while Wang and Hastie (2012) and Zhou and Hooker (2019) both use
boosting to construct separate ensembles for each βj(Z). Although trees are an intuitively
appealing approach, existing procedures require substantial tuning and do not provide non-
asymptotic out-of-sample uncertainty quantification.
2.4 Bayesian Additive Regression Trees
We now briefly describe BART. To set our notation, let T denote a binary decision tree
partitioning RR that consists of a collection of interior nodes and L(T ) terminal or leaf
nodes. We associate an axis-aligned decision rule of the form {Zv < c} to each internal (i.e.
non-leaf) node of T. These decision rules are determined by the pair (v, c) of splitting variable
index v and cut-point c. The L(T ) leaves of T partition RR into rectangular cells and we let
`(z;T ) be the function that returns the index of the leaf containing the point z. A regression
tree is a pair (T,µ) consisting of a decision tree T and collection of jumps µ =
{
µ1, . . . , µL(T )
}
associated with each leaf of T. The evaluation function g(z;T,µ) = µ`(z;T ) returns the jump
corresponding to the leaf containing z.
In the standard nonparametric regression problem y = f(z) + , Chipman et al. (2010)
approximated the unknown f with a sum of M a priori independent regression trees
f(z) ≈
M∑
m=1
g(z;Tm,µm).
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Priors over the regression trees (Tm,µm) were then updated to compute an approximate
posterior over f. The regression tree prior consisted of two parts, a branching process prior
over the decision tree Tm and a conditionally Gaussian prior over the jumps µm|Tm. The
branching process prior can be described in three parts: (i) the probability that a node at
depth d is non-terminal, (ii) a distribution for selecting the splitting variable index v used at
each non-terminal node, and (iii) a distribution for selecting the cutpoint c|v at each internal
decision node. Posterior inference in the basic BART model is performed using a Metropolis-
within-Gibbs sampler that sequentially updates each individual regression tree while keeping
the others fixed. Each regression tree update involves first drawing a new decision tree T ′m
with a Metropolis-Hastings step and then updating the jumps µm conditionally given the
new decision tree. The new decision tree T ′m is drawn from a transition kernel that randomly
grows or prunes the existing decision tree. See Pratola (2016) for a more detailed discussion
of MH proposals for regression trees.
The basic BART model has been extended successfully to survival analysis (Sparapani
et al., 2016), multiple imputation (Xu et al., 2016), log-linear models (Murray, 2019), semi-
continuous responses (Linero et al., 2019), and causal inference (Hill, 2011; Hahn et al.,
2020). BART has also been modified to recover smooth (Linero and Yang, 2018; Starling
et al., 2019b) and monotonic (Chipman et al., 2019; Starling et al., 2019a) functions. In each
of these settings, new BART-based methods often substantially outperform existing state-
of-the-art procedures in terms of function recovery and prediction. Moreover, recent results
in Rocˇkova´ and van der Pas (2019) and Rocˇkova´ and Saha (2019) demonstrate BART’s
theoretical near-optimality under very mild assumptions. We refer the reader to Tan and
Roy (2019) for a more detailed review of BART and its many extensions.
3 The VCBART Procedure
For each subject i = 1, . . . , n, we observe ni triplets (xit, zit, yit) of covariates, modifiers, and
outcome at time points t = ti1, . . . , tini . For all i = 1, . . . , n, and t = 1, . . . , ni, we model
yit = β0(zit) +
p∑
j=1
βj(zit)xitj + σεit. (2)
Since the HRS dataset consists of repeated measurements of each subject, we assume εi =
(εi1, . . . , εini)
> ∼ N (0ni ,Σi(ρ)) where Σi(ρ) is a correlation matrix with off-diagonal ele-
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ments equal to 0 ≤ ρ < 1. We assume that the noise vectors εi’s are independent across
subjects. We do not assume that we observe each subject an equal number of times nor do
we assume that the observation times are equally spaced.
The key idea of VCBART is to approximate each covariate effect βj(z) with its own ensemble
of a priori i.i.d. regression trees Ej = {(T (j)m ,µ(j)m )}Mm=1,
βj(z) ≈
M∑
m=1
g(z;T (j)m ,µ
(j)
m ).
We place independent and identical priors on the individual regression trees (T
(j)
m ,µ
(j)
m ). Like
Chipman et al. (2010), we place a branching process prior on the decision trees T
(j)
m and
model µ
(m)
j |T (j)m ∼ N (0L(T (j)m ), τ 2j IL(T (j)m )) where τj > 0 is fixed. We set the prior probability
that a node at depth d is non-terminal to be 0.95(1 + d)−2, thereby placing substantial prior
probability on trees of depth less than five.
For each j = 1, . . . , p, and r = 1, . . . , R, let θjr be the prior probability that Zr is selected as
the splitting variable in a decision rule in the ensemble Ej. Let θj = (θj1, . . . , θjR). Whereas
Chipman et al. (2010) drew the splitting index v at each internal node uniformly (i.e. each
θjr = 1/R), we follow Linero (2018) and adaptively learn these probabilities. To this end,
we model θj ∼ Dirichlet(ηj/R, . . . , ηj/R) and place a further discrete prior over ηj/(ηj +R).
This prior hierarchy encourages sparsity in the set of splitting variables used in each ensemble
Ej. Conditionally on the splitting index v, we pick the cutpoint c uniformly. We complete
our prior specification with a half-tν prior on σ
2.
For a fixed autocorrelation ρ, we use a straightforward extension of Chipman et al. (2010)’s
basic sampler to simulate posterior draws. Conditionally on all other parameters, we se-
quentially update each of the M(p + 1) regression trees by first drawing a new decision
tree with an MH step and then conditionally updating the jumps. After updating every
regression tree, we update σ with an additional MH step. Like Linero (2018), we up-
date each θj with a Dirichlet–Multinomial conjugate update. We defer the full derivation
of our sampler to Section S2. An R package implementing VCBART is also available at
https://github.com/skdeshpande91/VCBART.
Although it is tempting to place a further prior on the autocorrelation ρ and add an additional
Gibbs step to our sampler, we have found that the conditional posterior of ρ is extremely
concentrated around its current value, resulting in very slow mixing. As a result, like Hoover
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et al. (1998), we do not attempt to model ρ jointly with the other parameters. Instead, in
practice, we recommend setting ρ with cross-validation.
Modifier selection. In our sampler, in order to update the vector of splitting index prob-
abilities θj, we keep track of the number of times each modifier Zr is used in a decision
rule in the ensemble Ej. Using these counts, we can estimate probability that each Zr is
selected at least once in the ensemble Ej used to estimate βj. These selection probabilities
are directly analogous to the posterior inclusion probabilities encountered in Bayesian sparse
linear regression. Based on this interpretation, for each ensemble Ej, we construct an analog
of Barbieri and Berger (2004)’s median probability model by reporting those modifiers Zr
whose selection probability exceeds 0.5.
Asymptotic Results. To facilitate a theoretical analysis of VCBART, we assume that the
R modifiers have been rescaled to lie in [0, 1]R and that there are true functions β0,0, . . . , β0,p
satisfying
yit = β0,0(zit) +
p∑
j=0
β0,j(zit)xitj + σ0εit, i = 1, . . . , n, t = 1, . . . , ni, (3)
where each function β0,j is αj-Ho¨lder continuous with 0 < αj ≤ 1, and εi = (εi1, . . . , εini)> ∼
N (0ni ,Σi(ρ0)). With minor modifications to the decision tree prior, the VCBART posterior
concentrates around the true function values at the near-optimal rate as the total number
of observations grows to infinity.
Let N =
∑n
i=1 ni be the total number of observations across all n subjects, and let β and
β0 be N × (p + 1) matrices whose respective (i, j)-th entries are βj(zit) and β0,j(zit). Let
‖β−β0‖2N = N−1
∑n
i=i
∑ni
t=1
∑p
j=0 [βj(zit)− β0,j(zit)]2 be the squared empirical `2 norm. If
we knew the true smoothness level αj of each βj, the minimax-optimal rate for estimating
β0 in ‖·‖2N norm would be r2N =
∑p
j=0N
−2αj/(2αj+R) (Rocˇkova´ and van der Pas, 2019). In
the absence of this knowledge, Theorem 1 shows that VCBART can estimate the varying
coefficients β0 at nearly this rate, sacrificing only a logarithmic factor.
Theorem 1. Under (3), suppose we endow (β, σ) with a modified VCBART prior, where
the splitting probability of each node at depth d in a decision tree is given by γd, for some
N−1 ≤ γ < 0.5 and the splitting indices are chosen uniformly (i.e. θ = (1/R, . . . , 1/R)),
and ν > 1 in the half-tν prior on σ. Suppose we further endow ρ with the uniform prior,
ρ ∼ U(0, 1). Assume that assumptions (A1)-(A4) in Section S4 hold. Then for some constant
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M > 0 and r2N = logN
∑p
j=0N
−2αj/(2αj+R),
Π (β : ‖β − β0‖N > MrN |Y )→ 0, (4)
in P(N)β0 -probability as N, p→∞.
The proof of Theorem 1 is in Section S4.
4 Simulation Studies
In this section, we demonstrate the application of VCBART on a synthetic data set. First,
we compare VCBART’s ability to recover the covariate effect functions βj(Z) with several
other VC methods. We continue with a comparison of the predictive performance of VC-
BART and several blackbox procedures. We finally assess VCBART’s ability to identify
which elements of Z modify the effects of which elements of X.
Our synthetic dataset consisted of p = 5 correlated covariates and R = 20 potential effect
modifiers. The correlated covariates were drawn from a multivariate normal distribution with
mean zero and a covariance matrix with entries 0.75|i−j|. The modifiers were drawn uniformly
from the interval [0, 1]. To demonstrate the performance of VCBART in the presence of both
continuous and discrete modifiers, we discretized Z2 and Z16, . . . Z20 based on whether or not
they exceeded 0.5. We generated ni = 4 observations for n = 500 subjects from the model
in (2) with σ = 1 and the following covariate effect functions:
β0(z) = 3z1 + (2− 5z2) sin (piz1)− 2z2
β1(z) ∼ GP(0, K);K(z, z′) = 2 exp
{
−(z1 − z
′
1)
2
2(0.05)2
− 2
(0.1)2
sin
(
pi(z1 − z′1)2
4
)}
β2(z) = (3− 3z21 cos (6piz1))× 1(z1 > 0.6)− 10
√
z1 × 1(z1 < 0.25)
β3(z) = (1− z3) 13 sin (3pi(1− z4))−
√
1− z1
β4(z) = 10 sin (piz1z2) + 20(z3 − 0.5)2 + 10z4 + 5z5
β5(z) = exp
{
sin
(
(0.9(z1 + 0.48))
10)}+ z2z3 + z4.
The functions β4 and β5 were studied by Friedman (1991) and Gramacy and Lee (2009).
The top row of Figure 1 shows the functions β0, . . . , β3. The bottom row of Figure 1 super-
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imposes the VCBART posterior mean and 95% credible intervals for β0, . . . , β3 computed
using the full synthetic dataset over the true functions. The posterior mean and uncertainty
bands were computed after running two independent chains of VCBART for 1,500 iterations,
discarding the first 500 samples of each as burn-in. We approximated each βj with an en-
semble of M = 50 trees and set each τj = M
− 1
2 . While this is a somewhat arbitrary choice
for τj, we have found that it works well in practice and defer a more detailed hyperparameter
sensitivity analysis to Section S2.
Although the covariate effect functions we considered had markedly different shapes, VCBART
recovered each remarkably well: the posterior means of each βj closely tracked the shape of
the true functions and, for the most part, the true function values were within the shaded
pointwise 95% credible intervals.
Figure 1: Top row.True functions β0, . . . , β3. Bottom row. VCBART’s posterior mean
(blue line) and pointwise 95% credible interval (shaded) for each function
Covariate effect recovery. We compared VCBART’s out-of-sample covariate effect re-
covery performance to that of the standard linear model (implemented using the function
lm in R), Li and Racine (2010)’s kernel smoothing (KS; implemented in the np package
by Hayfield and Racine (2008)), Bu¨rgin and Ritschard (2015)’s TVCM procedure (im-
plemented in the vcrpart package (Bu¨rgin and Ritschard, 2017)), and Zhou and Hooker
(2019)’s boosted tree procedure method (BTVCM; R code available at https://github.
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com/siriuz42/treeboostVCM). Because KS and TVCM involved substantial tuning with
cross-validation, we compared all of these methods using 75 randomly drawn training sub-
jects and 25 randomly drawn testing subjects. Figure 2(a) compares the out-of-sample mean
square error (MSE) averaged over all six functions and over all 100 testing set observations
across 25 different training–testing subsets. VCBART produced much more accurate point
estimates of the βj(z)’s than its competitors. It is interesting to note that KS often returned
worse out-of-sample estimates of βj(z) than the standard linear model.
We also compared the frequentist coverage of VCBART’s 95% credible intervals for the co-
variate effects with the 95% confidence intervals produced by the competitors. Since the
off-the-shelf implementations of KS, TVCM, and BTVCM do not return standard errors of
the estimated covariate effects, we formed 95% bootstrap confidence intervals. Although
there is no a priori reason to expect that the VCBART 95% posterior credible intervals for
the βj(z)’s will have 95% frequentist coverage, it is encouraging to see in Figure 2(b) that
the coverage was above 80%. Furthermore, the VCBART credible intervals were consistently
shorter than the bootstrap intervals for KS, TVCM, and BTVCM. It also took substantially
less time to run VCBART (5 minutes) than to run KS (34 min.), TVCM (86 min.), and
BTVCM (60 min.) with 50 bootstrap replications. We report function-by-function perfor-
mance in Section S3.
Figure 2: (a) Total mean square error for estimating βj. (b) Frequentist coverage of 95%
uncertainty intervals for βj(z). (c)Out-of-sample predictive root mean square error. (d)
Coverage of 95% prediction intervals. All measures reported over 25 training–testing splits.
Predictive performance. We also compared VCBART’s predictive performance to those
of blackbox procedures like BART (implemented in the BART R package by McCulloch et al.
(2018)), extremely randomized trees (ERT; implemented in the ranger R package by Wright
and Ziegler (2017)), and gradient boosting machines (GBM; implemented in the gbm R
package by Greenwell et al. (2019)). Figures 2(c) and (d) compare the out-of-sample root
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mean square error (RMSE) and coverage of the 95% prediction intervals.
On our synthetic dataset, TVCM, BTVCM, and VCBART had substantially smaller out-
of-sample RMSEs than the blackbox methods (BART, ERT, and GBM), despite the latter
methods being more flexible. We moreover found that VCBART consistently achieved the
smallest predictive RMSE in all of our simulations and produced prediction intervals with
close to the nominal 95% coverage. While BTVCM and GBM sometimes produced prediction
intervals that were much shorter than VCBART’s, these intervals tended to have much less
than nominal coverage. Further, although BART generally produced prediction intervals
with similar coverage as VCBART, we found that VCBART’s prediction intervals were, on
average, about three times shorter than BART’s. Interestingly, in nearly all simulations, KS
overfit the training data, resulting in in-sample RMSEs several orders of magnitude smaller
than those of other methods and prediction intervals with essentially zero coverage.
Modifier selection. In the previous section, we described how to construct a median
probability model to identify the modifiers Zr on which each function βj depends. The
average sensitivity, specificity, precision, and accuracy of our median probability model,
averaged across all functions βj and across the 25 training–testing splits, were 0.81, 0.96,
0.75, and 0.95. These results indicate relatively promising modifier selection.
5 Analysis of the HRS Data
We restricted our analysis to HRS subjects who were dementia-free in 1998 and who had
at least two cognitive scores recorded between 2000 and 2016. This resulted in an analytic
sample of n = 4, 167 subjects who contributed a total of N = 27, 844 person-years over the
study period. The average age of subjects in 1998 was 66.58 years. Each subject contributed
between four and eight observations to our sample. Table 1 lists all of the covariates and
potential modifiers included in our analysis.
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Table 1: Covariates and potential modifiers used in our analysis. The column MPM reports
the median probability model estimated for each covariate.
Variable Description MPM
cSES Vable et al. (2017)’s childhood SEP index. ∅
education Educational attainment in years. Proxy for early adulthood SEP race, food stamp
wealth Household wealth in 1998. Proxy for later-life SEP ∅
CESD Score on CES-D scale for depression in 1998. age
BMI Body mass index in 1998. age
phy act Participated in regular physical activity in 1998. age
diab Diagnosed with diabetes in 1998 or earlier. age, marital
hi bp Diagnosed with high blood pressure or hypertension by 1998. age, race
heart Diagnosed with heart problems in 1998 or earlier. age, race
stroke Suffered at least one stroke by 1998. southern
lonely Experienced loneliness in by 1998. age
age Age in months (modifier)
chld hlth Self-rated childhood health (modifier)
race Race (modifier; 4 levels)
gender Gender (modifier)
southern Whether subject was born in Southern U.S. (modifier)
foreign Whether subject was born outside the U.S. (modifier)
veteran Whether subject was veteran (modifier)
marital Marital status in 1998 (modifier)
labor Labor force status in 1998 (modifier; 3 levels)
food stamp Whether subject received food stamps in 1998 (modifier)
food insec Whether subject experienced food insecurity in 1998 (modifier)
Predictive performance. Figure 3 compares the out-of-sample predictive performance
and the coverage of the 95% prediction intervals of VCBART and the competing methods
studied in the previous section across 25 75%-25% training–testing splits of our HRS dataset.
Because KS and TVCM did not converge within eight hours, their performances were ex-
cluded from our comparison. We see clearly that for several values of ρ, VCBART achieved
smaller RMSEs than the competing methods. In fact, in all 25 of our simulations, VCBART
with ρ = 0.5 had smaller RMSE than each of the blackbox methods (BART, ERT, and
GBM).
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Figure 3: (a) Out-of-sample root mean square error. (b) Coverage of 95% prediction intervals.
All measures reported over 25 75%–25% training–testing splits.
Modifier selection. In order to determine which modifiers drive heterogeneity in which
covariate effects, we ran VCBART with ρ = 0.5 on the entire dataset and formed the median
probability model for each βj as described in Section 3. The median probability model for
each covariate effect function is reported in Table 1. Interestingly, none of our three measures
of SEP (childhood SEP index, education, and baseline wealth) displayed age-varying effects.
In fact, the effect of education only varied with respect to race and food stamp status in
1998. Additionally, we found that the effect of diabetes varied with respect to both age and
marital status in 1998.
Estimated varying coefficients. Figure 4 plots the posterior mean and 95% credible inter-
vals of the effects of several covariates across the life-course for two hypothetical individuals.
Both individuals were Southern-born men who rated their health as generally excellent in
childhood and who were working full-time in 1998. The individual whose effects are plotted
in blue was white and unmarried in 1998 while the individual whose effects are plotted in
red was black and married in 1998. The dashed vertical lines in each panel show the 5%
and 95% quantiles of the distribution of ages in our dataset. As one would expect, there is
considerably more uncertainty about the estimated effects outside of this age range.
In Figure 4(a), we not only see that the white male’s estimated intercept (shown in blue)
is smaller than the black male’s (shown in red), but also that the white male’s intercept
decreases at a much faster rate between the ages of 65 and 90. This finding is consistent
with previous literature that reports race-varying rates of cognitive decline (Wilson et al.,
2015; Dı´az-Venegas et al., 2016).
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Figure 4: Posterior mean and 95% credible intervals (shaded) of the effects of several co-
variates for two hypothetical individuals, an unmarried white male (blue) and a married
black male (red). The dashed vertical lines are located at the 5% and 95% quantiles of the
distribution of ages in our dataset.
Figures 4(b) suggests that the effect of childhood SEP on later-life cognition is essentially
constant in older adulthood. Indeed, for both individuals shown in Figure 4, a unit change
in Vable et al. (2017)’s childhood SEP index was associated with an increase of about 0.05 in
cognitive score. In our full dataset, the posterior mean effects of childhood SEP ranged from
-0.06 to 0.12. These estimated effects were all considerably smaller than 4.36, the overall
standard deviation of cognitive scores, which themselves ranged from 0 to 35. We additionally
found that for each person in our dataset, the 95% credible intervals of this effect contained
both positive and negative values. Our results suggest that by the time subjects reach older
adulthood, childhood SEP has relatively little predictive effect on later-life cognition, after
accounting for later-life physical health and other SEP measures.
Consistent with the median probability model reported in Table 1, Figure 4(c) shows that
the effect of educational attainment was essentially constant throughout older adulthood.
In contrast with childhood SEP, every individual’s 95% credible intervals for the effect of
education contained only positive values. This finding is consistent with a large body of
literature that reports a protective effect of higher educational attainment. However, these
credible intervals contained predominantly small values and the overwhelming majority of
our posterior samples were between 0.2 and 0.9. In other words, while an additional year
of education was associated with an increased cognitive score, the associated increase was
typically less than a point.
In Figure 4(d), we see that prior to age 66, which is around the 5% quantile of ages in our
dataset, there is considerable uncertainty about the effect of diabetes. However, between
ages 66 and 85 (i.e. the middle 90% of ages in our dataset), we found that, after adjust-
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ing for the other covariates, subjects with diabetes had worse cognitive scores than those
without diabetes. As reported in Table 1, according to our median probability model, the
effect of diabetes was modified only by age and marital status. Interestingly, we found that
the estimated effects for the married (red) and unmarried (blue) individuals were virtually
indistinguishable until about age 80, at which point the estimated effect for the married
individual is slightly smaller in magnitude. This finding is consistent with studies that have
shown marriage or cohabitation may mediate lifestyle behaviors and diabetes management
and may improve health outcomes (Beverly et al., 2008; Liu et al., 2016).
6 Discussion
We have introduced VCBART for fitting linear varying coefficient models that retain the
interpretability of linear models while displaying predictive accuracy on par with more flex-
ible, blackbox regression models. On simulated data, VCBART displayed covariate effect
function recovery and predictive performance superior to existing state-of-the-art VC meth-
ods without intensive problem-specific tuning or imposing any structural assumptions about
the functions βj(Z). It moreover returned coherent and generally well-calibrated uncertainty
quantifications. Theorem 1 shows that the VCBART posterior concentrates at close to the
minimax optimal rate, losing only a logarithmic factor.
We used VCBART to predict the cognitive trajectories of 4,167 subjects from the Health and
Retirement Study using a combination of demographic, physical health, and socio-economic
variables. We found that by the time that subjects in our dataset reached older adulthood,
the effects of childhood SEP and educational attainment were quite small and essentially
constant over time. In line with a broader literature, we found that among respondents with
diabetes, those who were married had slightly better cognitive outcomes than those who
were unmarried.
Although it is well established that higher educational attainment corresponds to better
cognitive performance on average (Seblova et al., 2020), some prior studies have reported
that more formal education may not correspond to linear trajectories of cognitive decline
(Wilson et al., 2009; Zahodne et al., 2011; Piccinin et al., 2013; Gross et al., 2015; Sisco
et al., 2015). Instead, allowing for nonlinearity in the effect of education on cognitive decline
over time may better capture the dynamics of the life course (Wilson et al., 2009). Even
then, however, associations between education and cognitive decline have been reported to
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vary with respect to other variables which are seldom jointly studied (see, e.g., Wilson et al.
(2009)). Taken together, the results obtained from our study are consistent with and extend
a broader literature seeking to identify life course determinants of cognitive function and
decline.
In our analysis, we did not explicitly adjust for potential selection biases and confounding.
Indeed, it is possible that subjects with higher childhood SEP tended to be better edu-
cated and more well-off in later-life. For a more rigorous study of causal effects of SEP
on cognitive trajectories, similar to Marden et al. (2017), we could use inverse-probability
weights. Incorporating observation-specific weights to the basic VCBART algorithm is rel-
atively straightforward. Relatedly, the Bayesian causal forest models of Hahn et al. (2020)
and Woody et al. (2020) are special cases of our more general VCBART model with single
covariate. It would be interesting to study VCBART’s ability to estimate the simultaneous
effects of multiple, possibly continuous, treatments under suitable identifying assumptions.
Throughout this work we have assumed that the sets of covariates X and effect modifiers
Z was fixed and known. While domain knowledge and theory often suggest natural choices
of effect modifiers, we can readily envision scenarios in which it is not immediately clear
whether a particular predictor should enter Equation (1) as a covariate, modifier, or both.
In these situations, we recommend setting both X and Z equal to the full set of available
predictors.
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Supplementary Materials
S1 Gibbs Sampler Details
Recall that we have ni observations for each subject i = 1, . . . , n. We model for each i =
1, . . . , n, and t = 1, . . . , ni
yit = β0(zit) +
p∑
j=1
βj(zit)xitj + σεit, (S1)
where εi ∼ N (0ni ,Σi(ρ)) and the diagonal elements of Σi(ρ) are equal to one.
Let Θ = {θ0, . . . ,θp} be the collection of splitting index probabilities. Recall that we model
θj ∼ Dirichlet(ηj/R, . . . , ηj/R) and place a further discretized Beta(1, R) prior over the
hyperparameter ηj such that for each k ∈ {0, . . . , 100},
P
(
ηj
ηj +R
=
k
100
)
∝
(
100− k
100
)R−1
For each subject i, let Ri = (Ri1, . . . , Rini)
> be the vector of full residuals for subject i where
Rit = yit −
M∑
m=1
g(zit;T
(0)
m ,µ
(0)
m )−
p∑
j=1
M∑
m=1
xitjg(zi;T
(j)
m ,µ
(j)
m ).
Conditionally on ρ, the joint posterior density of (E , σ2,Θ,η) is given by
pi(E , σ2,Θ,η | Y ) ∝ (ν + σ2)− ν+12 ×
n∏
i=1
σ−ni|Ωi(ρ)| 12 exp
{
−R
>
i Ωi(ρ)Ri
2σ2
}
×
p∏
j=0
pi(ηj)pi(θj|ηj)
M∏
m=1
pi(T (j)m |θj)τ−L
(j)
m
j exp
{
−‖µ
(j)
m ‖22
2τ 2j
}
,
(S2)
where Ωi(ρ) = Σ
−1
i (ρ).
We use a Metropolis-Hastings – within – Gibbs sampler to simulate posterior draws of
(E , σ2,Θ,η)|Y .
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Updating a single tree. We now describe the update of the mth regression tree (T
(j)
m ,µ
(j)
m )
in the ensemble Ej used to approximate βj. Let E− denote the collection of all remaining
M(p + 1) − 1 regression trees, where, for notational compactness, we have suppressed the
dependence of this collection on the indices j and m. Additionally, let ri = (ri1, . . . , rini)
>
be the vector of subject i’s partial residuals where
rit = Rit + xitjg(zit;T
(j)
m ,µ
(j)
m ),
where we have again suppressed the dependence of rit on j and m for brevity.
Before describing the update of the tree, we require some additional notation. For an arbi-
trary decision tree T with L leaves, let Ii(`) be the set of indices t such that zit is contained
in leaf ` of tree t. That is, Ii(`) = {t : `(zit) = `}. Further, let Xi(T ) be the ni × L matrix
whose (t, `) entry is equal to xitj if t ∈ Ii(`, T ) and is zero otherwise. With this additional
notation, we have ri = Ri +Xi(T
(j)
m )µ
(j)
m .
The conditional posterior density of a single regression tree (T,µ) is given by
pi(T,µ | y,E−,Θ,η, σ, ρ) ∝ pi(T |θj)τ−L(T ) exp
{
−1
2
[
µ>Λ(T )−1µ− 2µ>Θ(T )]} (S3)
where
Λ(T ) =
[
τ−2IL(T ) +
n∑
i=1
Xi(T )
>Ωi(ρ)Xi(T )
]−1
Θ(T ) =
n∑
i=1
Xi(T )
>Ωi(ρ)ri.
In order to update the tree (T
(j)
m ,µ
(j)
m , we use the same strategy as Chipman et al. (2010):
we first draw a new decision tree from the marginal distribution pi(T |Y ,E−, σ,Θ,η, σ) with
a MH step and then draw a new set of jump conditionally on the new decision tree. To this
end, by integrating µ out of (S3), the marginal posterior mass function of T is given by
pi(T | Y ,E−,Θ,η, σ, ρ) ∝ |Λ(T )| 12 τ−L(T ) exp
{
1
2
Θ(T )>Λ(T )Θ(T )
}
. (S4)
In our MH step, we propose a new tree T˜ by growing or pruning the current tree T
(j)
m .
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We can also read off the conditional density of µ | T directly from (S3)
pi(µ | T,Y ,E−,Θ,η, σ, ρ) ∝ exp
{
−1
2
[
µ>Λ−1(T )µ− 2µ>Θ(T )]} , (S5)
which is proportional to the density of a N (Λ(T )Θ(T ),Λ(T )) distribution.
Updating σ. We use another Metropolis-Hastings step to draw a new value of σ from its
conditional distribution with density
pi(σ | Y ,E ,Θ,η, ρ) ∝ (ν + σ2)− ν+12 σ−N exp
{
− 1
2σ2
n∑
i=1
R>Ωi(ρ)Ri
}
.
In our MH step, we draw a new proposal from a transition kernel Q with density
q(σ) ∝ σ−3−N exp
{
− 1
2σ2
n∑
i=1
R>i Ωi(ρ)Ri
}
.
Note that if σ ∼ Q, then
σ2 ∼ Inverse Gamma
(
N
2
,
1
2
n∑
i=1
R>i Ωi(ρ)Ri
)
.
The transition kernel Q is precisely equal to the conditional posterior distribution of σ that
we would have obtained had we placed a non-informative Jeffrey’s prior on σ2 with improper
density σ−2.
Using the transition kernel Q, which to the best of our knowledge was first suggested by
Linero and Yang (2018), facilitates considerable cancellation in the MH acceptance proba-
bility. Indeed, if we draw a new proposal σ˜ ∼ Q, then we accept the transition from σ → σ˜
with probability
α(σ → σ˜) =
(
ν + σ˜2
ν + σ2
)− 1+ν
2
×
(
σ˜
σ
)3
.
Updating θj and ηj. When we update each decision tree T
(j)
m in the ensemble Ej, we
track the number of times that each modifier is used in This facilitates a simple Dirichlet-
Multinomial conjugate update for θj. Since the prior on ηj, is discrete, it is straightforward to
sample directly from the conditional posterior pi(ηj|Ej,θj,Y ). For further details, see Linero
(2018).
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Computational complexity. Each regression tree update involves computing a sum of
the form
n∑
i=1
Xi(T )
>Ωi(ρ)Xi(T ).
For a general tree with L leaves and a general Ωi(ρ), computing this sum requiresO(L
2
∑n
i=1 n
2
i ).
Thanks to the strong regularization imposed by Chipman et al. (2010)’s branching process
prior, however, the number of leaves L is usually quite small relative to n. As a result,
the complexity of a single tree update for a general error correlation structure is essentially
O(
∑n
i=1 n
2
i ). Similarly, to update σ, we must compute
∑n
i=1R
>
i Ωi(ρ)Xi(T ), which has the
same complexity. However, if we assume a compound symmetry error correlation structure,
in which all off-diagonal elements of Σi(ρ) are equal to ρ, we can compute this quadratic
form with O(ni) operations, resulting in a per-iteration complexity of O(NMp).
The complexity of updating θj and ηj is O(R), which is negligible when N is substantially
larger than R.
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S2 Hyperparameter Sensitivity
Recall from the main text, that each ensemble Ej contained M = 50 trees and we set the
prior jump variance τj = M
− 1
2 . This induced a marginal N (0, 1) prior on each evaluation
βj(z). Of course, if one has strong prior beliefs about the range of covariate effects, one can
set τj in such a way that the implied marginal prior on βj(z) places substantial probability
on this range. In this section, we consider the sensitivity of VCBART’s covariance effect
recovery and predictive capabilities to different choices of τj. Specifically, we replicate the
synthetic data experiment from Section 4 of the main text keeping M = 50 fixed but setting
each τj = τM
− 1
2 with τ ∈ {0.25, 0.5, 1, 2, 4} .
Figure S1 is the analog of Figure 2 in the main text, comparing the covariate effect recovery
and predictive performance of VCBART with different values of τj. Uncertainty interval
and predictive interval lengths lengths are reported relative to our recommended setting
τ = 1; values greater than one indicate that a particular setting of τ results in less posterior
uncertainty than τ = 1.
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Figure S1: (a) Total mean square error for estimating βj. (b) Frequentist coverage of 95%
uncertainty intervals for βj(z). (c) Lengths of 95% uncertainty intervals relative to VCBART
with τ = 1. (d) Out-of-sample predictive root mean square error. (e) Coverage of 95%
prediction intervals. (f) Lengths of 95% prediction intervals relative to VCBART with τ = 1.
All performance measures reported over 25 training–testing splits.
In Figures S1(a) and (d), we find that as we introduce less shrinkage (i.e. increase τ),
the overall MSE for estimating the βj’s and the out-of-sample predictive RMSE tends to
increase. We further see in Figures S1(b) and (c) that increasing τ produced somewhat
shorter uncertainty intervals about the estimated βj(z) with decreasing frequentist coverage.
Interestingly, when we look at the predictive intervals, we find that the overall coverage is
relatively insensitive to increasing τ (Figure S1(e)) but the predictive intervals get longer
(Figure S1(f)). Although VCBART is somewhat sensitive to the choice of τj, none of the
values of τ that we considered led to performance that was worse than any of KS, TVCM,
or BTVCM.
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S3 Simulation Details and Additional Results
S3.1 Implementation and experimental details
VCBART is implemented in C++ and interfaces with R (R Core Team, 2019) through Rcpp
(Eddelbuettel and Franc¸ois, 2011) and RcppArmadillo Eddelbuettel and Sanderson (2014).
Our implementation uses the basic class structures of tsBART (Starling et al., 2019b). We
have created an R package VCBART, which is included in the supplemental materials. We
performed all of the experiments reported in Sections 4 and 5 of the main text on a high
performance computing cluster. All of the experiments were run in R version 3.6.2 on nodes
with 8 GB of RAM and running an Intel Xeon Gold 6248 processor.
Where possible, we ran the competing methods in our simulations with package defaults
and did not implement any additional tuning procedures. For instance, the default imple-
mentation of Zhou and Hooker (2019)’s boosted tree procedure (referred to as BTVCM in
Sections 4 and 5 of the main text) does not automatically perform cross-validation to set
the learning rate or number of boosting iterations. Instead, in all of our experiments, we
ran BTVCM for 200 iterations and with a learning rate of 0.5, which are the same settings
as the example provided by the authors at https://github.com/siriuz42/treeboostVCM.
Similarly the implementation of extremely randomized trees in the ranger package (Wright
and Ziegler, 2017) does not automatically perform cross-validation to select the number of
possible splitting variables at each node (i.e. the parameter mtry). In our experiments, we
used the package default, setting mtry equal to the square root of the number of inputs.
S3.2 Function-by-function covariate recovery performance
In the main text, we reported the covariate effect function recovery performance averaged
over all βj’s. Across the 25 training–testing splits considered in Section 4 of the main
text, VCBART produced consistently more accurate estimates of each individual function
βj (Figure S2). Figures S3 and S4 compare the frequentist coverage and relative lengths of
the 95% uncertainty intervals for each function. For each function, VCBART’s 95% credible
intervals tended to be narrower than the bootstrapped confidence intervals for KS, TVCM,
and BTVCM. However, the frequentist coverage of VCBART’s 95% credible intervals tended
to be closer to 85% for each function, with the exception of β3, which was the constant zero
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function.
Figure S2: Mean square error for estimating each βj.
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Figure S3: Frequentist coverage of the 95% uncertainty intervals for each βj.
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Figure S4: Lengths of the 95% uncertainty intervals for each βj relative to VCBART with
ρ = 0.
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S4 Proofs for Asymptotic Results
S4.1 Notation and Preliminaries
The proof of Theorem 1 is based on the standard prior concentration and testing arguments
outlined in Ghosal and van der Vaart (2017). Roughly speaking, in order to prove optimal
posterior concentration, the prior on β = [β0, . . . , βp] first needs to be “close” enough to β0
(i.e. the prior needs to assign enough positive probability mass to a neighborhood of β0).
Second, we need to construct exponentially powerful statistical tests, so that the probabilities
of Type I and Type II errors for testing H0 : β = β0 vs. H1 : {‖β − β0‖n > rn} are
exponentially decreasing.
Throughout this section, we use the following notation. For two nonnegative sequences {an}
and {bn}, we write an  bn to denote 0 < lim infn→∞ an/bn ≤ lim supn→∞ an/bn < ∞. If
limn→∞ an/bn = 0, we write an = o(bn) or an ≺ bn. We use an . bn or an = O(bn) to
denote that for sufficiently large n, there exists a constant C > 0 independent of n such that
an ≤ Cbn. For a function β, ‖β‖∞ = maxz∈[0,1]R |β(z)|. Finally, for a symmetric matrix A,
we let λmin(A) and λmax(A) denote its minimum and maximum eigenvalues
For two densities f and g, let K(f, g) =
∫
f log(f/g) and V (f, g) =
∫
f | log(f/g)−K(f/g)|2
denote the Kullback-Leibler (KL) divergence and KL variation respectively. Denote the
Re´nyi divergence of order 1/2 as ρ(f, g) = − log ∫ f 1/2g1/2dν. Finally, denote the ε-covering
number for a set Ω with semimetric d as the minimum number of d-balls of radius ε needed
to cover Ω and denote the ε-covering number as N(ε,Ω, d) and the metric entropy as
logN(ε,Ω, d).
To prove near-optimal posterior concentration for VCBART, we need to make the following
assumptions. Below, we let αmin := min{α0, . . . , αp} and nmax = max{n1, . . . , nn}.
(A1) ‖β0,j‖∞ <∞ for 0 ≤ j ≤ p.
(A2) There exists a constant D > 0 so that |xitj| ≤ D for all 1 ≤ i ≤ n, 1 ≤ t ≤ ni, 1 ≤ j ≤ p.
(A3) p = o(N2αmin/(2αmin+R)/ logN), R = O((logN)1/2), and nmax  N/n.
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(A4) The eigenvalues of each within-subject correlation matrix Σi satisfy
1 . min
1≤i≤n
λmin(Σi(ρ0)) ≤ max
1≤i≤n
λmax(Σi(ρ0)) . 1,
and for any (σ21, ρ1), (σ
2
2, ρ2) ∈ (0,∞)× (0, 1)
max
1≤i≤n
‖σ21Σi(ρ1)− σ22Σi(ρ2)‖2F ≤
1
n
‖σ21Σ(ρ1)− σ22Σ(ρ2)‖2F
. n2max(σ21 − σ22)2 + n4maxσ22|ρ1 − ρ2|2.
where Σ = diag(Σ1, . . . ,Σn).
Assumption (A1) requires the true β0,j’s to be uniformly bounded. Since the effect modifiers
z have been rescaled to lie in [0, 1]R, this assumption is likely to be satisfied in practice.
Assumption (A2) requires that the covariates xitj are uniformly bounded for all i, t, j. As-
sumption (A3) allows the number of covariates p to diverge to infinity but at a slower rate
than N . This assumption is needed to ensure that the contraction rate converges to zero
as n, p → ∞. Assumption (A3) also allows the number of effect modifiers R to grow with
n, but at a much slower rate. Assumption (A4) assumes that the within-subject correlation
matrices are asymptotically well-behaved in the sense that the eigenvalues for every Σi are
bounded away from zero and infinity, and the maximum squared Frobenius norm for the dif-
ference between any two correlation matrices of size ni×ni is bounded above by a function of
nmax. Many commonly used correlation structures like first-order autoregressive, compound
symmetry, and moving average satisfy this assumption.
S4.2 Proof of Theorem 1
Let θit =
∑p
j=0 β0(zit)xitj, and let θi = (θ11, . . . , θini)
> denote the ni×1 vector corresponding
to the ith subject. Let θ = (θ>1 , . . . ,θ
>
n )
> be the N × 1 vector of all the θit’s. Let θ0,itj =∑p
j=0 β0,j(zit)xitj and define θ0,i = (θ0,i1, . . . , θ0,ini)
> and θ0 = (θ>0,1, . . . ,θ
>
0,n)
>. Let P(N)β0
denote the probability measure underlying the true model,
yit = β0,0(zit) +
p∑
j=0
β0,j(zit)xitj + σ0εit, 1 ≤ i ≤ n, 1 ≤ t ≤ ni, (S6)
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where εi = (εi1, . . . , εini)
′ ind∼ Nni(0ni ,Σi(ρ0)), ρ0 ∈ [0, 1). Recall that N =
∑n
i=1 ni is the
total number of observations. For the ith observation, the response yi = (yi1, . . . , yini)
> is
distributed as yi ∼ Nni(θi, σ2Σi(ρ0)). Let fi denote the density for yi and f =
∏n
i=1 fi.
Analogously, the let f0,i be the density for yi ∼ Nni(θ0,i, σ2Σi(ρ0)), and let f0 =
∏n
i=1 f0,i.
The proof of Theorem 1 can be sketched as follows. First we establish the optimal prior
concentration for the VCBART prior in Lemma 2 and the optimal posterior contraction
with respect to average Re´nyi divergence of order 1/2 in Lemma 3. This will then imply the
optimal posterior contraction in the empirical `2 norm.
Lemma 2. Under (S6), suppose we endow (β, σ) with the VCBART prior and the au-
toregressive parameter ρ with the uniform prior, ρ ∼ U(0, 1). For the BART priors on
the βj’s, j = 0, . . . , p, suppose that the splitting probability of a node is q(d) = γ
d for some
1/N ≤ γ < 1/2 and that the splitting indices are chosen uniformly (i.e. θ = (1/R, . . . , 1/R)).
For the half-tν prior on σ, assume ν > 1. Assume that Assumptions (A1)-(A4) hold. Then
for r2N = logN
∑p
j=0N
−2αj/(2αj+R) and some C1 > 0,
Π
(
K(f0, f) ≤ nr2N , V (f0, f) ≤ Nr2N
)
& exp(−C1Nr2N). (S7)
Proof of Lemma 2. Our proof follows along the same lines as the proof of Lemma 1 in Bai
et al. (2019), with suitable modifications for the fact that we use BART priors on the func-
tionals β. Denote Σ?i = (σ
2/σ20)Σ
−1/2
0i ΣiΣ
−1/2
0i , i = 1, . . . , n. Denote the ordered eigenvalues
of Σ?i by λit, 1 ≤ t ≤ ni, and let Σ? = diag(Σ?1, . . . ,Σ?n). Noting that the n subjects are
independent, we have
K(f0, f) =
1
2
{
n∑
i=1
ni∑
t=1
(λit − 1− log λit) + ‖Σ
−1/2(θ − θ0)‖22
σ2
}
,
V (f0, f) =
[
n∑
i=1
ni∑
t=1
(1− λit)2
2
]
+
σ20
(σ2)2
‖Σ1/20 Σ−1(θ − θ0)‖22.
Define the sets,
A1 =
{
σ :
n∑
i=1
ni∑
t=1
(λij − 1− log λij) ≤ Nr2N ,
n∑
i=1
ni∑
t=1
(1− λij)2
}
,
A2 =
{
(β, σ) :
‖Σ−1/2(θ − θ0)‖22
σ2
≤ Nr2N ,
σ20
(σ2)2
‖Σ1/20 Σ−1(θ − θ0)‖22 ≤
Nr2N
2
}
.
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Then Π(K(f0, f) ≤ Nr2N , V (f0, f) ≤ Nr2N) = Π(A2|A1)Π(A1), and so we can consider
Π(A2|A1) separately. Using almost identical arguments as those in the proof of Lemma 1 of
Bai et al. (2019),
Π(A1) & exp(−C1Nr2N/2), (S8)
for some C1 > 0. Next we focus on bounding Π(A2|A1) from below. Similarly as in the
proof of Lemma 1 of Bai et al. (2019), the left-hand side for both inequalities in the set A2,
conditional on A1, can be bounded above by a constant multiple of ‖θ − θ0‖22. Thus, for
some constant b1 > 0, we have as a lower bound for Π(A2|A1),
Π(A2|A1) ≥ Π
(
β : ‖θ − θ0‖22 ≤
Nr2N
2b1
)
= Π
β : n∑
i=1
ni∑
t=1
[
p∑
j=0
βj(zit)xij −
p∑
j=0
β0,j(zit)xij
]2
≤ Nr
2
N
2b1

≥ Π
(
β :
n∑
i=1
ni∑
t=1
p∑
j=0
[βj(zit)− β0,j(zit)]2 ≤ Nr
2
N
2b1D2(p+ 1)
)
≥
p∏
j=0
Π
(
βj :
n∑
i=1
ni∑
t=1
[βj(zit)− β0,j(zit)]2 ≤ N(r
j
N)
2
2b1D2(p+ 1)
)
≥
p∏
j=0
Π
(
βj : ‖βj − β0,j‖N ≤ r
j
N
D2
√
2b1(p+ 1)
)
, (S9)
where rjN = N
−αj/(2αj+R) log1/2N, j = 0, . . . , p, and we used Assumption (A2) about the
uniform boundedness of the covariates and an application of the Cauchy-Schwarz inequality
in the third line of the display. Since we want to show that Π(A2|A1) & exp(−C1Nr2N/2),
it suffices to show (based on the last line of (S9)) that for each function βj, j = 0, . . . , p,
Π
(
βj : ‖βj − β0,j‖N ≤ r
j
N
D2
√
2b1(p+ 1)
)
& e−C1N(r
j
N )
2/2. (S10)
Note that the lower bound in (S10) holds due to Assumption (A1) that ‖β0,j‖∞ ≺ log1/2N
for all 1 ≤ j ≤ p, Assumption (A3) that R = O((logN)1/2), and the proof of Theorem 7.1 of
Rocˇkova´ and Saha (2019). Thus, from (S9)-(S10), we have that Π(A2|A1) is lower bounded
by exp(−C1Nr2N). Combined with (S8), this yields the desired lower bound in (S7).
Next, we prove posterior contraction of f to the truth f0 with respect to average Re´nyi
39
divergence of order 1/2.
Lemma 3. Under (S6), suppose we endow (β, σ) with the VCBART prior and the au-
toregressive parameter ρ with the uniform prior, ρ ∼ U(0, 1). For the BART priors on
the βj’s, j = 0, . . . , p, suppose that the splitting probability of a node is q(d) = γ
d for some
1/N ≤ γ < 1/2 and that the splitting indices are chosen uniformly (i.e. θ = (1/R, . . . , 1/R)).
For the half-tν prior on σ, assume ν > 1. Assume that Assumptions (A1)-(A4) hold. Then
for r2N = logN
∑p
j=0N
−2αj/(2αj+R) and some C2 > 0,
Π
(
1
N
ρ(f, f0) ≥ C2r2N |Y
)
→ 0, (S11)
in P(N)f0 probability as N, p→∞.
Proof of Lemma 3. This statement will be proven if we can establish that for some C1, C3 >
0,
Π
(
K(f0, f) ≤ Nr2N , V (f0, f) ≤ Nr2N
)
& exp(−C1Nr2N), (S12)
as well as the existence of a sieve {FN}∞N=1 such that
Π(F cN) ≤ exp(−C3Nr2N), (S13)
and a test function ϕn such that
Ef0ϕN ≤ e−Nr2N ,
sup
f∈FN :ρ(f,f0)>C2Nr2N
Ef (1− ϕN) . e−Nr2N/16. (S14)
We already proved (S12) in Lemma 2. To verify (S13), we consider the sieve,
Fn =
{
(β, σ, ρ) : 0 < σ < eC4Nr
2
N , e−C4Nr
2
N < ρ < 1− e−C4Nr2N , βj ∈ BjN , j = 0, . . . , p
}
,
where for each j = 0, . . . , p, BjN is defined as the sieve in the proof of Theorem 7.1 of Rocˇkova´
and Saha (2019), i.e. the union of all functions belonging to the class of functions Fε (defined
in Rocˇkova´ and van der Pas (2019)) that are supported on a valid ensemble VE (Rocˇkova´
and van der Pas, 2019), where each tree in the jth ensemble Ej has at most ljN leaves, and
ljN is chosen as l
j
N = bD˜N(rjN)2/ logNc  NR/(2αj+R), for sufficiently large D˜ > 0. With this
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choice of sieve, we have
Π(F cn) ≤ Π(σ > eC4nr
2
n) + Π(ρ ≤ e−C4Nr2N ) + Π(ρ ≥ 1− e−C4Nr2N ) +
p∑
j=0
Π(βj /∈ Bjn). (S15)
Since we assumed that ν > 1 in the half-tν prior on σ, E(σ) is well-defined, and a simple
application of the Markov inequality gives Π(σ > eC4Nr
2
N ) ≤ e−C4Nr2NE(σ) . e−C5Nr2N for
some C5 > 0. Obviously, the second and third terms in (S15) are each equal to e
−C4Nr2N ,
since ρ ∼ U(0, 1).
We now focus on bounding the final term in (S15) from above. Let Ljm denote the number of
terminal leaf notes in the mth tree of the jth tree ensemble Ej corresponding to the functional
βj(z). Let l
min
N = min{l1N , . . . , lpN}, recalling ljN = bD˜N(rjN)2/ logNc. Noting that all the
BART priors have the same number of trees M , we have that the second term in (S15) can
be bounded above as
p∑
j=0
Π(βj /∈ Bjn) ≤
p∑
j=0
Π
(
M⋃
m=1
{Ljm > ljN}
)
≤
p∑
j=0
M∑
m=1
Π(Ljm > l
j
N)
.M
p∑
j=0
e−Cll
j
N log l
j
N
.Mp exp(−CllminN log lminN )
= M exp(log p− CllminN log lminN ), (S16)
where we used the proof of Theorem 7.1 of Rocˇkova´ and Saha (2019) for the third line. By our
assumption on the growth rate of p in Assumption (A3), we haveMe−Cll
min
N log l
min
N +log p+C5Nr
2
N →
0 as N, p→∞ for sufficiently large Cl > 0 and any C5 > 0. Thus, we have from (S16) that
the final term on the right-hand side of (S15) is bounded above by e−C6nr
2
N for some C6 > 0.
Since each of the terms in (S15) can be bounded above by eKNr
2
N for some constant K, we
see that (S13) holds.
Now we show the existence of a test function ϕN so that (S14) also holds. As in Bai
et al. (2019), we first consider the most powerful Neyman-Pearson test φN = I{f1/f0 ≥ 1}
for any f1 such that ρ(f0, f1) ≥ Nr2N , where f1 =
∏n
i=1 f1,i and f1,i is the density for
yi ∼ Nni(θ1,i, σ21Σi(ρ1)). If the average Re´nyi divergence between f0 and f1 is bigger than
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r2N , then
Ef0φN ≤ e−Nε2N ,
Ef1(1− φN) ≤ e−Nε2N .
(S17)
By the Cauchy-Schwarz inequality, we have
Ef (1− φN) ≤ {Ef1(1− φN)}1/2{Ef1(f/f1)2}1/2, (S18)
and thus, following from the second inequality in (S17) and (S18), we can control the prob-
ability of Type II error properly if Ef1(f/f1)2 ≤ e7Nr2N/8. Using Assumptions (A2) and (A4)
and the same arguments as those in the proof of Lemma 2 in Bai et al. (2019), we have that
Ef1(f/f1)2 is bounded above by e7Nr
2
N/8 for densities f1 satisfying
‖θ − θ1‖22 ≤ Nr
2
N
16
,
1
n
‖σ2Σ(ρ)− σ21Σ(ρ1)‖2F ≤ r
4
N
4n2max
.
(S19)
Combining this with the second inequality in (S17) and (S18) gives
Ef (1− φN) . e−Nr2N/16.
Thus, we see from the first inequality in (S17) and the above inequality that the test ϕN
satisfying (S14) is obtained as the maximum of all tests φN described above, for each piece
required to cover the sieve. To complete the proof of (S14), we need to show that the metric
entropy, logN(rN ,FN , ρ(·)), i.e. the logarithm of the maximum number of pieces needed to
cover FN can be bounded above asymptotically by Nr2N . By Assumption (A2), we have that
1
N
‖θ − θ1‖22 ≤ D22(p + 1)
∑p
j=0‖βj − β0j‖2N , and by Assumption (A4), the left-hand side of
the second inequality in (S19) is bounded above by n2max(σ
2 − σ21)2 + e2C4Nr2Nn4max(ρ − ρ1)2
on F˜N . Thus, for densities f1 satisfying (S19), the metric entropy can be bounded above by
p∑
j=0
logN
(
rN
4D2
√
p+ 1
, {βj ∈ FN : ‖βj − β0,j‖N < rN}, ‖·‖N
)
+ logN
(
r2N√
8n2max
, {σ2 : 0 < σ2 < eC4Nr2N}, | · |
)
+ logN
(
r2N√
8n3maxe
C4Nr2N
, {ρ : 0 < ρ < 1}, | · |
)
. (S20)
One can easily verify that the last two terms in (S20) are upper bounded by a constant factor
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of Nr2N . By modifying the proof of Theorem 7.1 in Rocˇkova´ and Saha (2019) appropriately,
we have for some A2 > 0 and small δ > 0 that the first term in (S20) can be upper bounded
by
p∑
j=0
[
(ljN + 1)M log(NRl
j
N) + A2Ml
j
N log
(
972D2
√
M(p+ 1)ljNN
1+δ/2
)]
, (S21)
where M is the number of trees in each ensemble BjN . Recalling that M is fixed, ljN 
N(rjN)
2/ logN where rjN = N
−αj/(2αj+R) log1/2N , and Assumption (A3) thatR = O(log1/2N),
we have that each summand in the first term in (S20) is upper bounded by N(rjN)
2, and
so (S21) is asymptotically bounded above by N
∑p
j=0(r
j
N)
2 = Nr2N . Therefore, from (S20)-
(S21), we have for densities f1 satisfying (S19),
logN(rN ,FN , ρ(·)) . Nr2N ,
and so this completes the proof of (S14). Having established (S12)-(S14), it follows that we
have posterior contraction with respect to average Re´nyi divergence, i.e. (S11) holds.
With Lemmas 2 and 3, we now have the ingredients to prove Theorem 1.
Proof of Theorem 1. By Lemma 3, Π(N−1ρ(f, f0) . r2N |Y ) → 1 in P(N)f0 -probability as
N, p → ∞, where ρ(f0, f) is the Re´nyi divergence of order 1/2. Under our assumptions
and following similar arguments as those in the proof of Lemma 3 in Bai et al. (2019),
posterior contraction w.r.t. average Re´nyi divergence then implies
r2N &
1
N
‖θ − θ0‖22/(1 + r2N)
=
1
N(1 + r2N)
n∑
i=1
ni∑
t=1
[
p∑
j=0
[βj(zij)xitj − β0,j(zij)xitj]
]2
& 1
N(1 + r2N)
n∑
i=1
ni∑
t=1
p∑
j=0
(βj(zij)− β0,j(zij))2
 ‖β − β0‖2N , (S22)
where we used Assumption (A1) that ‖βj‖∞ < ∞ for all 1 ≤ j ≤ p and Assumption (A2)
that the covariates xitj, 1 ≤ i ≤ n, 1 ≤ t ≤ ni, 1 ≤ j ≤ p, are uniformly bounded in the third
line of the display. In the final line, we used the fact that r2N → 0 as N → ∞. Thus, from
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(S22), the posterior is asymptotically supported on the event {β : ‖β − β0‖2N ≤ M22 r2N} for
sufficiently large N and some large constant M2 > 0. This proves the theorem.
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