ABSTRACT: Soil DNA profiling has potential as a forensic tool to establish a link between soil collected at a crime scene and soil recovered from a suspect. However, a quantitative measure is needed to investigate the spatial/temporal variability across multiple scales prior to their application in forensic science. In this study, soil DNA profiles across Miami-Dade, FL, were generated using length heterogeneity PCR to target four taxa. The objectives of this study were to (i) assess the biogeographical patterns of soils to determine whether soil biota is spatially correlated with geographic location and (ii) evaluate five machine learning algorithms for their predictive ability to recognize biotic patterns which could accurately classify soils at different spatial scales regardless of seasonal collection. Results demonstrate that soil communities have unique patterns and are spatially autocorrelated. Bioinformatic algorithms could accurately classify soils across all scales with Random Forest significantly outperforming all other algorithms regardless of spatial level.
KEYWORDS: forensic science, soil DNA profiling, spatial scale, machine learning algorithms, Random Forest, soil provenance Soil can provide valuable corroborative evidence in forensic investigations due to its prevalence and transferability, based on the Locard's Exchange Principle (1) . Forensic soil analyses are usually conducted by comparing questioned samples with those of known origin to evaluate whether they are similar (inclusion) or different (exclusion) based on physical characteristics (e.g., soil color, texture, consistency, density, porosity, and particle size) (2-4) and chemical properties (i.e., mineralogy and elemental composition) (1, (4) (5) (6) . With the growth of molecular techniques, research has shown the potential of soil DNA profiling as a reliable method for forensic soil analyses (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) . The current ecological hypothesis states that the soil type (e.g., chemical and physical properties) determines which microbes and plants occupy a particular soil (20) (21) (22) and provides the foundation for soil provenance studies to assist in intelligence gathering or forensic applications. Based on this hypothesis, soil community profiling should produce a unique biotic profile at every location that can provide a rapid and efficient method for soil geographic provenance or comparison of soil evidence. For example, human DNA profiles are used to determine a match between biological evidence from a crime scene and a suspect. Applying the same principle, a soil biotic profile can be used to establish a link between soil found on the suspect's shoes, or clothing, and the soil at a crime scene (comparison) or identify a likely geographic source (provenance).
Studies have shown the potential and effectiveness of using microbial DNA from soil to identify the origin of a soil sample (7) (8) (9) 11, 14, (16) (17) (18) . A majority of the studies explore the bacterial 16S rRNA genes using terminal restriction length fragment polymorphism (T-RFLP) (7, 9, 10) or length heterogeneity polymerase chain reaction (LH-PCR) (8, 23) . Several studies have recently shown that soil community profiling (i.e., bacteria or multiple taxa) using Next Generation Sequencing (NGS) technologies is strongly correlated with soil location and soil disturbance (14, (16) (17) (18) 24) . In this study, a simple profiling method, LH-PCR, was used instead of NGS metagenomic sequencing for several reasons. Primarily, the LH-PCR has been proven to be quick, robust, cost-effective, and reproducible in studying microbial community dynamics (23, 25, 26) . Second, many forensic laboratories have not implemented NGS technologies in their laboratories, and LH-PCR is one method that can be used with standard forensic DNA instrumentation.
Although studies have previously shown spatial variation, the effectiveness of soil DNA profiling to differentiate forensic samples depends on the existence of quantitative measures or 1 methods that (i) help distinguish soils from different types of habitats, (ii) exhibit spatial autocorrelation (i.e., increasing dissimilarity with further distance from a particular habitat), and (iii) remain relatively stable within limited temporal scales (27) . Analytical approaches to soil community profiling need to combine discriminatory power, robustness, and reliability; in addition, statistical methods must be identified to provide objective measures for assessing the similarities and differences between samples (28) . In forensic science, the probability that a sample originated from one source rather than another selected at random must be evaluated with statistics such as the random match probability or likelihood ratio, which are commonly used for human DNA profiling (16) . However, soil analysis differs from human identification as soil is not discrete, and the soil community is vulnerable to spatial and temporal variability. To date, there is no standardized way to process T-RFLP or LH-PCR profiles. A standard method to quantify the calculated similarity in a forensic setting and develop a decision model to estimate evidential value of such similarities is needed (12, 29) . Therefore, two soil samples cannot be said in the absolute sense to have originated from a single source (16) and it is only possible to establish a degree of probability (i.e., similarity percentages) regarding whether or not the sample derived from a given location (16, 29) .
Pattern classification and prediction are developing rapidly, and previous literature discusses the benefits of machine learning tools for pattern discovery, classification, and prediction (30) (31) (32) (33) . The statistical algorithms are designed to study patterns in data that can further provide predictive models for the classification of unknown samples. Machine learning tools are separated into two categories: supervised and unsupervised. Supervised learning involves using a training set to build a model of causation for the desired classification, whereas unsupervised learning does not make such assumptions and attempts to discover patterns and structures in the data without a training set (31) . The forensic community could benefit enormously by the utilization of the classification tools and a comprehensive reference database to distinguish soil samples to determine their geographic origin. However, bioinformatic trials are required to establish an optimal data analysis pipeline and assess the signal-to-noise ratio and false-positive/negative error rates (34) .
This study examines DNA from four large kingdoms (i.e., bacteria, archaea, fungi, and plant) using a four taxa concatenated profile from the soil samples and assessing them over multiple spatial scales-soil types (i.e., similar physical and chemical properties), transects (i.e., sites within a soil type and 100 m in length), subplot levels (i.e., sites within the transect within a 1 m 2 quadrat), and temporal scales (dry and wet seasons over a year). Previous study conducted by MacDonald et al. (2008) utilized a multiplex T-RFLP approach to analyze bacteria, archaea, and fungi, which led to better discrimination of soil samples as different taxa responded differently to spatiotemporal ecological drivers (10) . Plants also have a potential to be used to discriminate soil samples, as they are dependent on the soil's microbes, water, and nutrients. Therefore, a four taxa approach was employed to include plants as well as bacteria, archaea, and fungi; however, the discrimination power of each taxon compared to their combined power for soil discrimination was outside the scope of this manuscript and will be discussed in a subsequent paper. The first objective of this study was to assess the biogeographical patterns of the soil and determine whether a soil's genetic content was spatially correlated with their respective geographic locations (i.e., samples that are geographically closer are more similar than those farther away). The second objective was to evaluate five different machine learning algorithms (i.e., K-Nearest Neighbor, Decision Trees, Random Forests, Neural Networks, and Support Vector Machines) for their predictive ability to recognize biotic patterns and that could accurately classify soils at different spatial scales. This study advances the fundamental understanding of how site-by-site differences in soil microbiota might be exploited to distinguish soil samples that can assist in provenance investigations and ultimately, help to decide whether community analysis of soils is a viable tool to incorporate into forensic practice.
Materials and Methods

Soil Collection
Soil samples (n = 1332) were collected across Miami-Dade County, Florida ( Table S1 ). Given that the collections were made from public access sites and did not involve endangered or protected species, no special permits were required. Six soil types were surveyed. The soils were labeled as one of six different soil types according to USDA soil surveys (35): 1-Urban LandUdorthents, 2-Lauderhill Dania-Pahokee, 3-Rock Outcrop-Biscayne-Chekika, 4-Perrine-Biscayne-Pennsuco, 5-Krome Association, and 6-Perrine-Terra Ceia-Pennsuco. Within each soil type, 2-4 transects of 100 m in length and 1.6 km apart were sampled. Most transects were established in undisturbed sites that had limited public access. Six subplots were randomly selected within each transect, and GPS coordinates for each subplot of each transect were recorded. Names of transects and their GPS coordinates can be found in the Supporting Information section (Table S1) . Within each subplot, six cored samples were taken within a 1 m 2 quadrat. A 5-cm-diameter soil corer was used to collect the top 5-10 cm of the soil (Fig. 1 ). Samples were collected during a oneyear time frame, with the exception of one transect (FIU) where samples were collected over a 1.5-year period. Due to South Florida's monsoonal subtropical climate, sampling was repeated at the same sites during both the dry and wet seasons. Wet and dry seasons were defined by the Florida Automated Weather Network (FAWN, http://fawn.ifas.ufl.edu), where seasons in Florida are classified based on the average rainfall. The wet season is defined as the period during which the average rainfall is four times more than that in the corresponding dry season. The wet season typically occurs from May to October, while the dry season is generally from November to April (36) .
DNA Extraction
The soil samples were transported back to the laboratory on ice, each manually homogenized, and sieved to remove large objects and debris. DNA was extracted from each homogenized soil sample (<250 mg) using the BIO 101 Fast DNA Spin Kit for Soil â and FastPrep â -24 System homogenizer (MP Bio, Solon, OH). The Fluorescent DNA Quantitation Kit (Bio-Rad, Hercules, CA) and Modulus TM Microplate Multimode Reader (Turner Biosystems, Sunnyvale, CA) were used to quantify the extracted DNA. Samples were diluted to a working stock of 20 ng/lL. Lastly, a 1% agarose yield gel was run to assess the integrity and quality of the extracted DNA.
Length Heterogeneity Polymerase Chain Reaction
DNA was amplified using length heterogeneity polymerase chain reaction (LH-PCR) using two PCR duplexes: (i) bacteria and fungi, and (ii) plant and archaea. LH-PCR, as the name implies, is based on the natural variations in sequence lengths of target gene fragments (8, 25) . This technique is a rapid, robust, and reliable method that uses universal taxa primer sets that are highly conserved among the taxa but have hypervariable regions that can distinguish species level. Universal primers for the following genomic regions of each taxon were used as follows: 16S rRNA for bacteria (27-F, 355-R) (37) and archaea (21-F, 518-R) (38) , ribosomal internal transcribed spacer region (ITS) for fungi (ITS5-F, ITS2-R) (39) , and chloroplast trnl intergenic region for plant (trnL-F, trnL-R) (40) ( Table 1) . Forward primers were labeled with 6-FAM fluorescent dye. PCR reaction mixtures included the following: 19 reaction buffer, 2.5 mM MgCl 2 , 250 lM dNTPs (Promega, Madison, WI), 1% BSA (fraction V, Fisher Scientific, Pittsburgh, PA), 1% DMSO (Promega), various concentrations of primers (bacteria, 0.5 lM; archaea and fungi, 0.4 lM; plant, 0.6 lM), 40 ng DNA, 0.5 U AmpliTaq Gold â DNA Polymerase (Applied Biosystems, Foster City, CA), and diethylpyrocarbonate-treated (DEPC) water to a final volume of 20 lL. Each duplex was amplified with the same program using the ABI 9700 TM thermocycler (Applied Biosystems) with the following parameters: 10 min initial denaturing step at 95°C; 25 cycles of denaturation at 95°C, annealing at 54°C, and extension at 74°C each for 30 sec; with a final extension at 74°C for 10 min.
Capillary Electrophoresis
Samples from the two duplexes were coloaded where 0.5 lL of each duplex PCR product was added to a mixture of 11.5 lL Hi-Di TM Formamide (Applied Biosystems) and 0.65 lL internal size standard, GeneScan 600 LIZ â (Applied Biosystems), denatured by heating for 2 min at 95°C and then snap-cooled on ice for 2 min. The amplicon data were analyzed using the DS-33 Matrix and Filter Set G5 (Applied Biosystems). The samples were electrokinetically injected at 15 kV for 5 sec and separated at 60°C on an ABI Prism TM 310 Genetic Analyzer (Applied Biosystems) using a Performance Optimized Polymer 4 (POP4) separation matrix (Applied Biosystems) with laser power at 9.9 mW and capillary length of 36 cm well-to-read (WTR) distance to the detection window.
Analyses
Raw data were analyzed using the GeneMapper TM research software, version 4.0 (Applied Biosystems). Local Southern Size Calling method was used for the analysis parameters with a minimum threshold of 50 relative fluorescent units (RFUs). Bins were created to separate amplicons that differed from each other in length by a single base pair. Data from all taxa were concatenated for subsequent analyses. The relative ratios were calculated by normalizing the heights of each peak in the genotype to the total peak intensity, thus making each peak height to be in the range 0 through 1.
Mantel Test
Mantel tests were performed using the ade4 library from the R programming language (41) . Two distance matrices were tested, geographic distance and genetic distance, with data imported as binary data (i.e., presence/absence). Relative GPS coordinates were recorded for each sample by designating the center of each subplot as the true GPS coordinate. The Mantel tests were conducted, plotted using the mantel.randtest function, and calculated based on random permutation using the Monte Carlo method. This method relies on repeated random sampling (i.e., using 999 permutations) to compute the results so that no assumptions regarding the statistical distributions of samples in the matrix were needed. The rows and columns of one matrix were randomly permutated, followed by recalculations of the correlations after each permutation, thereby testing the significance. A detailed exemplar script can be found in the Supporting Information section (Appendix S1).
Dissimilarity Percentages
All analyses were conducted using the PRIMER-E v7 software (PRIMER E Ltd., Plymouth Marine Laboratory, Plymouth, U.K.). Dissimilarity percentages were obtained from Bray-Curtis similarity matrices that were generated on relative abundance ratios, which had been square-root transformed prior to analysis. Cluster dendrograms were used to visualize the average transect Bray-Curtis similarity matrices and show whether the different soil types (1-6) cluster in an order that reflects their geographic distribution (i.e., samples closer together geographically were similar in their biotic composition). SIMPER analysis was conducted to determine the similarity percentages within and between samples at multiple spatial scales (i.e., soil type, transect, and subplot) and seasonal differences (i.e., wet and dry). These analyses were also conducted to identify unique LH-PCR peaks contributing to dissimilarity between sites, which was supported by the Random Forest important variable plot, illustrating the significant LH-PCR peaks to discriminate between samples.
Machine Learning Tools
R software was used for all the classification methods; the specific R packages used for these methods include the following: class for K-Nearest Neighbor (42), rpart for Decision Trees (43), randomForest for Random Forests (44), neuralnet for Neural Networks (45) , and e1071 for Support Vector Machines (46) . Detailed exemplar scripts for each classification method can be found in the Supporting Information section (Appendix S2). Two-thirds of the dataset was used for training, while one-third was used for testing for each replicate run and across each algorithm. For reproducibility, the datasets were retested by randomly selecting a different training and testing set, three different times. Comparisons of the methods were conducted by calculating the average percent of samples correctly classified into soil type, transect, or subplot based on the three test sets. The primary performance criterion evaluated was the classification accuracy, which is the measurement of correctly classified instances (i.e., accuracy = total number of samples correctly classified/total number of samples), as well as the overall error rate. The second performance criterion evaluated was the area under an ROC curve (AUC). This is widely used to measure the performance of supervised classification methods based on their ranking quality of sensitivity (true-positive rate) as a function of the 1-specificity (false-positive rate). An AUC value of 1 illustrates a perfect test that has zero false-positives and zero false-negatives. Multiclass AUC was conducted using the pROC package in R (47) . Random Forest and Support Vector Machines were re-evaluated using different minimum ratio RFU thresholds (1%, 5%, 10%, and 20%) for the electrophoretic data to check for any changes in the classification accuracy. Student's twosample t-tests were conducted to determine significant differences between varying classification scales and machine learning tools. Random Forest analysis was conducted to provide the most important variables for classification for each spatial scale (i.e., soil type, transect, and subplot). Random Forest analysis provides a "Mean Decrease Accuracy" for the different LH-PCR peaks to determine the most important variable for discriminating between the soils being classified. The greater the decrease in accuracy due to the exclusion of a single variable, the more important that variable is deemed. Three scales were analyzed as follows: soil type, transect, and subplot. The Mean Decrease Accuracy was calculated based on an out-of-bag error calculation phase to determine whether the accuracy of the Random Forest prediction decreases when the single variable is excluded.
Results
Spatial Autocorrelation Analysis: Mantel Test
The genetic profiles from a majority of the sites in MiamiDade displayed a significant positive spatial autocorrelation between its geographic location and biotic composition illustrating samples that were geographically closer together were statistically similar in their biotic composition. However, of eighteen transects, six transects had nonsignificant correlations, as well as temporal variability (Table S2 ). These six sites were found to have been previously disturbed and therefore, did not represent the pristine parent soil type. During the wet season, the sites included the following: Soil 
Similarity Percentages
Cluster dendrograms supported the Mantel spatial autocorrelation results showing that samples that were geographically closer together were similar in their biotic composition (Fig. 2) . For instance, KK and CH transect both from Soil Type 3 grouped within the same cluster. The same trend was observed for Soil Types 2, 5, and 6. Two outliers were observed that did not group with their respective soil type (i.e., CS from Soil Type 4 and OSP3 from Soil Type 1 that grouped with Soil Types 6 and 4, respectively). SIMPER analyses conducted at different scales (i.e., soil type, transect, subplot, and season) illustrated the similarities between and within each scale (Tables 2 and 3 ). Overall, the average similarities within the sites were greater than between sites. Within-soil type similarities ranged from 19 to 49% and within-transects similarities ranged from 36% to 71%, while the between-site similarities ranged from 12% to 20% and 8% to 26% for soil type and transect, respectively. Seasonal similarity was different based on soil type and transect (Tables 2  and 3 , respectively). At the transect level, KS8 had the highest seasonal similarity of 71%, while PE had the lowest seasonal similarity of 24%. These results can be attributed to the physical characteristics of the soil samples as will be elaborated in the discussion. Soil type did not demonstrate to be an indicator of the seasonal variability (Fig. 3) . In this study, both transects from Soil Type 4 (CS and PE) showed to have the highest seasonal differences (70% and 76% seasonal dissimilarity, respectively), while Soil Type 2 transects differed in their seasonal dynamic with KS8 having 71% similarities between the wet and dry community and KNT having a larger seasonal fluctuation in the biotic community (i.e., 60% dissimilarity).
Soil Classification: Comparison of Five Machine Learning Tools
Using only the soil type (n = 144-288 per soil type) as a classifier, K-Nearest Neighbors, Decision Tree, Random Forest, Neural Networks, and Support Vector Machines provided 98%, 95%, 99%, 91%, and 91% classification accuracy (AUC = 0.93-1), respectively (Fig. 4, Table 4) . At the transect level (n = 72 per transect), accuracies were 92%, 85%, 98%, 64%, and 89% (AUC = 0.95-1), while the subplot level (n = 12 per subplot) had classification accuracies drop to 51%, 6%, 67%, 13%, and 45% (AUC = 0.97-0.99) with K-Nearest Neighbors, Decision Tree, Random Forest, Neural Network, and Support Vector Machines, respectively (Fig. 4, Table 4 ). Irrespective of which machine learning tool was used, soil type classification resulted in significantly higher accuracy when compared to either the transect or subplot classifications (p < 0.007). Student's t-test results show that Random Forest significantly outperformed all other algorithms regardless of the spatial level selected (e.g., soil type (p < 0.044)), transect (p < 0.001), subplot (p < 0.001) with the exception of K-Nearest Neighbors (p = 0.065) for soil type classification.
Testing only Random Forest and Support Vector Machine algorithms, the classification accuracy was not significantly altered by increasing the electrophoretic threshold to 5% (p = 0.528). However, increasing the threshold to >10% significantly reduced the classification accuracy (p < 0.001). Regarding the 1% and 5% thresholds, Random Forest significantly outperformed Support Vector Machines (p < 0.004); however, under higher thresholds (i.e., 10% and 20%), the two machine learning tools were not significantly different (p = 0.570, 0.848, respectively). Prediction accuracy and AUC values are listed in Table 5 .
Discriminatory LH-PCR Peaks
The results illustrated that with finer resolution scale (i.e., subplot vs. soil type), more peaks were important to accurately classify the soil's origin (Fig. 5) . Moreover, these data support the threshold data ( Table 5 ) and illustrated that all four taxa were important to discriminate between soils. The Random Forest analyses were supported by the SIMPER analysis results of their unique LH-PCR peaks that contributed to the dissimilarity between sites (Fig. 5) .
Discussion
Soil ecosystems are very complex and contain a vast array of information, both abiotic and biotic, that are highly integrated. It is not surprising to see differences in biota, especially for sites that have varying vegetation and soil properties. However, this study illustrates that not only are there differences, but more importantly, there is a biotic organization to the soil communities that can be captured with length heterogeneity PCR. The machine learning algorithms were able to detect these hidden patterns by focusing on the dissimilarities as well as the similarities to be able to group the sites according to their geographic location at multiple spatial scales.
This study builds on the growing knowledge of spatial relationships in microbial communities by applying the Mantel statistic to illustrate that the biotic patterns and their geographic location are indeed spatially autocorrelated in Miami-Dade soils (Table S2 ). The nonsignificant spatial autocorrelation proved to be an indicator of localized disturbed or constructed sites when compared to the undisturbed transects within the same soil type -value added for discrimination of sites for provenance or forensic applications (i.e., CH had been burned six months prior to soil collection, PE was an old abandoned nursery, NW137 was an illegal mixed trash dump site, and the OSP transects spanned mixed forest vegetation to abandoned construction sites). Previous studies have also shown that extensive human interactions can lead to biological homogenization (27, (48) (49) (50) .
Based on the four taxa profiles and Mantel test, correlation between biotic content and geographic location was observed, thus justifying the use of machine learning tools to predict biotic patterns that can be applied for determination of soil provenance. Studies have shown that no single classification method is superior in every case (33, (51) (52) (53) (54) . Each classification tool has its own learning and prediction procedure; therefore, to be able to compare five different supervised machine learning tools, using the same training and test sets was important. For forensic/ provenance applications, the model needs to have a high degree of classification accuracy and be easily interpretable for implementation in a court of law. A balance between sensitivity and specificity is required for forensics, whereby the method should be able to detect differences and also avoid false-positive results (16) . In this study, all algorithms were able to classify the soil samples with high accuracy and high AUC values. Irrespective of the spatial scale (soil type, transect, or subplot), the Random Forest approach had the highest classification accuracy and AUC value compared to the other algorithms (Table 4) . Random Forest was able to predict soil type and transect level accurately 99% and 98% of the time, respectively. This was significantly higher than the other algorithms that were only able to achieve soil type and transect level classification accuracies of 91-98% and 64-92%, respectively. Moreover, the Random Forest method was able to accurately predict the origin of the soil using the four taxa profiles at the smallest scale, subplot level with 67% accuracy (Fig. 4) . Those that misclassified at the subplot level were still classified correctly within the same transect. In contrast, the other four machine learning algorithms were only able to accurately predict subplot level with 6-51% accuracy. Previous studies also concluded that the Random Forest algorithm was both computationally efficient and made extraction of important model features simple (54, 55) . Similarly, Kampichler et al. (2010) recommended the utilization of the Random Forest approach for biologists and decision makers due to their ease of interpretability of classifiers and clarity of the method (33) . When choosing the most appropriate algorithm, it is important to take into account the dataset. Neural Networks and Support Vector Machines are more complex algorithms compared to Decision Trees, Random Forests, and K-Nearest Neighbors. For example, the simpler Decision Trees and Random Forest methods perform better with discrete and categorical data as they approach the variables with the purpose of finding the most discriminative variable to classify and repeats this process until all of the data are categorized (51) . Support Vector Machines and Neural Networks essentially find the maximal margin that can distinguish different classes that result in a highly comprehensible model but at times can also have the potential to over-fit the data (30, 51, 54) . Therefore, Support Vector Machines and Neural Networks are capable of working with high-dimensional and continuous data but require variable selection and do not perform well with a large number of irrelevant variables (51, 56) .
Variable selection can significantly influence the performance of machine learning tools. Random Forest and Support Vector Machines were re-evaluated using different minimum thresholds and a continuous reduction in the number and intensity of peaks by increasing minimum thresholds. It was expected that the Support Vector Machines classification accuracy would increase with more stringent electrophoretic thresholds as expected "irrelevant" variables (i.e., low-intensity peaks) would be reduced. A previous study found that using the "top (highest peak intensity) 40 peaks" of a bacterial profile generated with universal primers was as effective in discriminating soil samples as when implementing all of the electrophoretic peaks and similarity indices (27) . Meyers and Foran (2008) determined that observing the top 40 peaks reduced the inclusion of small nonreproducible peaks that can occur by slight differences in the amount of DNA injected into the capillary (27) . In the current study, using four taxa profiles showed that as the minimum RFU threshold was raised, the majority of the peaks that were removed were archaea, fungi, and plant peaks resulting in a decrease in classification accuracy. Increasing the threshold resulted in losing peaks that represented distinguishing taxa. Therefore, these 'rare' peaks representing various members of the community are important to the specific habitat and provided "uniqueness" to the sample, which is important in forensics and provenance studies. This implication was supported by the discriminatory amplicons from the SIMPER and Random Forest analyses (Fig. 5) . These results show that as the spatial resolution increases from soil type to subplot level, all the LH-PCR amplicons are important in discriminating locations (Fig. 5) . A peak threshold between 1 and 5% was needed for all representative taxa to categorize an unknown sample to its approximate origin and thus demonstrating the significance of using four taxa to yield higher accuracy and discrimination between sites.
Scale level is important to consider as accuracy rates decrease at smaller scales. Soil type classification resulted in significantly higher accuracy when compared to transect and subplot (p < 0.007). The decreased number of samples at the different spatial scales (i.e., soil type [n = 144-288], transect [n = 72], and subplot [n = 12]) could also be a reason a decrease in accuracy was observed at finer scales. The reduced sample size resulted in fewer samples that could be implemented to train the algorithms to recognize the hidden patterns, which are essential to classify the samples correctly. Regardless, this study shows the power of bioinformatics to pinpoint the origin of a soil sample accurately in 67% of cases at the subplot level and approximately 99% for larger spatial levels (i.e., soil type and transect). Decrease in accuracy at the finer scale (subplot level) was not surprising for some transects as SIMPER analysis illustrated that the within-transect variability was less than the variability between transects (Table 3) . Multiple studies support these results and have also found that bacterial profiles within a habitat are more similar to each other than those from other ecosystems (9, 15, (57) (58) (59) . For example, in this study, site KS8 had a 71% within-site similarity compared to a 23% similarity between transects (Table 3 ). This can be attributed to more similar and homogeneous microbial flora and fauna within some transects. Similarly, Mummey and Stahl (2003) illustrated that homogeneous grasslands had a highly similar bacterial community and a lower within-site variability than shrublands (57) .
Local heterogeneity can be due to different soil properties and multiple environmental factors, such as mixed or unique plant species, sunlight penetration through the plant canopy, and different moisture content (58, 59) . Meta-analysis by Shade et al. (2013) showed that microbial communities' temporal dynamics can also be dependent on habitat type (60) . Therefore, it is important to understand temporal variability of the soil microbial communities and how this variability compares among different soil types. Seasonal dissimilarities also varied between transects (Table 3) ; however, it did not alter the classification of the biotic profiles at different spatial scales. Overall, this study showed that stable profiles may allow comparison between evidence and a possible crime scene despite the time lapse between sample collections. Previous studies have also reported a large level of variability within habitats spatially and temporally; however, the variability did not have a substantially negative influence on the ability to categorize soils based on habitat from samples collected throughout a year time frame (15, 29, 59) .
This study provides a foundation for further studies as it shows that soil communities have a hidden pattern and bioinformatic approaches can be used for soil provenance. However, the authors do acknowledge that for a robust tool to be applied in forensic applications, an understanding of the uncertainty associated with any comparison and the parameters that significantly influence variability in profiles must be determined. Further studies are needed to address other important questions such as temporal variability (e.g., over several years' time span). Spatial distribution and sensitivity of the analysis method to detect differences in soil communities from similar soil types (i.e., chemical and physical properties) and local scales (i.e., similar location) are important for forensic context. Therefore, this study focused on multiple spatial scales across two seasons to address the sensitivity of the approach-from large scale (i.e., soil type similar physical and chemical properties) to transect (i.e., sites within 100 m in length) and down to subplot (sites within 1 m 2 ). The biotic analyses can be conducted with the DNA expertise and instrumentation already employed in many crime laboratories, making it easy to implement and can be used with ≤250 mg of soil (26, 28) . Further studies should be conducted to determine the sampling design, such as number of samples collected and distance between samples across different habitats, that are needed to utilize soil community profiling for intelligence-based forensic investigations and ultimately for establishing a usable database for soil provenance.
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