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Necessary conditions are given for a symmetric a-stable (SaS) process, 1 < a < 2, to be Markov. 
These conditions are then applied to find Markov or weakly Markov processes within certain 
important classes of SLVS processes: time changed L&y motion, scale mixed Gaussian processes, 
moving averages and harmonizable processes. Two stationary SaS Markov processes are intro- 
duced, the right and the left SolS Ornstein-Uhlenbeck processes. Some of the results are in sharp 
contrast to the Gaussian case LY = 2. 
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1. Introduction 
Let X = {X(t), t E T G R} be a zero mean Gaussian process, with covariance function 
R(s, t) = %‘X(s)X(t). Then we have that, if s< t, s, 1~ T, 
X is Markov a Z+{X(t)IX(u), uss}= g{X(t)lX(s)} 
e ~{X(s)IX(u),u~t}=~{X(s)IX(t)}, 
where the expectation equalities are to be taken as probability one statements. If 
we refer to processes satisfying these two equalities as, respectively, left and right 
weakly Markov, (LWM and RWM), then for Gaussian X we have 
X is Markov Q X is LWM e X is RWM. (1.1) 
Research supported by the Air Force Office of Scientific Research Contract No. F49620 85 C 0144. 
* This author was also supported by AFOSR, Grant No. 87-0298. 
** This author was also supported by the Dr. Chaim Weizman Foundation. 
0304.4149/90/$3.50 0 1990, Elsevier Science Publishers B.V. (North-Holland) 
2 R.J. Adler, S. Camhanis, G. Snmorodnitsky / Stable Markov processer 
Our first aim in this paper is to see if (1.1) extends to non-Gaussian processes as 
well, and, if not (which is in fact the case) to see what we can do about characterizing 
the LWM and RWM properties. 
If X is Gaussian and stationary, and Markov (or LWM, or RWM) then X must 
be the Omstein-Uhlenbeck process with covariance function 
R(s, t)=R(t-s)=R(O)e~“” ” (1.2) 
for some h > 0. Our secondary aim is to see if this characterization also works 
outside of the Gaussian framework. 
The processes that we shall study are the so-called symmetric a-stable (SaS) 
processes. To define these, recall that a real valued random variable Z is called 
symmetric stable of index a, O< N 4 2 if % eioz = emm*LH”‘, for some p > 0. An SaS 
process {X(t), t E T} is one for which Cr”_, a,X(j,) is an ScvS random variable, for 
all N > 1, a, E [w, 1, E T. Of course, if (Y = 2, then X is Gaussian. Each such process 
has a representation of the form 
X(r) = .f(j, u) U(u), f~ T, (1.3) 
C’ 
where (U, 1, p) is a measure space, and Z a random r-additive set function on 
~~={EE~:~((E)<~} which is independently scattered (i.e. EnF=(O =+ Z(E) 
and Z( F) are independent) and ScvS with g eiHzC”) = eP’“‘E)‘H’L’. Furthermore,f( t, .) E 
P<.( U, 1, p) (Hardin Jr., 1982; Kanter, 1972; Kuelbs, 1973). While the representation 
(1.3) need not be unique, when 1 < cy < 2 the covariution function 
R( t, s) = Cov[X( t), X(s)] = f’( t, u)f’(s, u)+‘) dP( u), (1.4) 
Ll 
where xCy) = 1x1” g ( ) . d s n x , IS in ependent of the choice off and p., and, while nondefini- 
tive, provides a useful parameter of X. When cr = 2, the covariation and covariance 
functions are identical up to a multiplicative constant, and so determine the finite 
dimensional distributions of X. In the general SCYS case with 1 < LY ~2, R( t, t) 
determines the marginal distribution of X(t), but R( r, s) does not determine even 
bivariate distributions. Nevertheless, the covariation function has played a useful 
role in past studies of SLVS processes and, as we shall soon see, also plays a role in 
studying the question of Markovianess. 
Here is a summary of some of our main findings. All refer to the case 1 < cy < 2, 
a necessary restriction in order to make conditional means finite. 
(i) LWM =B RWM, RWM + LWM. 
(ii) LWM and RWM + Markow. 
(iii) Markovianess and stationarity + R( t, s) = R(0) emh”m”. 
(iv) R(r, s) = R(0) eA” ‘I =& LWM or RWM. 
(v) There exist at least two distinct SaS, stationary, Markov processes. 
Virtually all the arguments leading to (i)-(v) are of the “special case” type. More 
general arguments show that none of the usual families of stationary stable processes 
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(e.g. harmonizable, nonanticipating or fully anticipatory moving averages) are 
Markov, which makes us conjecture that the “at least” in (v) can be deleted. 
The above results are almost all negative, but we have a collection of positive 
ones as well, yielding characterizations of LWM, RWM and Markov ScvS processes 
under a variety of conditions. In the following section we provide a necessary and 
sufficient condition based on the covariation for SaS processes to be LWM or 
RWM. The stationary case is also studied there. In Section 3 we concentrate on 
time changed Levy motions, which we show are essentially the only SaS processes 
with SaS conditional distributions. Sections 4-6 discuss specific classes of SaS 
processes, for which more detailed results can be obtained. The brief final section 
notes that the LWM and RWM properties are not identical. 
2. A general result 
Underlying most of our results is the following. 
Theorem 2.1. X is LWM if and only if 
X(s), Y 
I 
=0 forallsSt. (2.1) 
and for all YE G{X(u), u s s}, with closure in probability. Zf X is L WM then 
R(t,, tdR(t,, t,)= R(f3, t,)R(t*, tJ for all t,s tZG tj. (2.2) 
A covariation function R with R( t, s) # 0 for all s < t in T satisjies (2.2) ifSit is of the 
form 
R(t, s) = H(t)K(s)‘“-” for all ss t, (2.3) 
where the functions K, H are unique up to a multiplicative constant, have the same 
sign and K(t)/ H (t) is positive and nondecreasing on T. 
Proof. It is known (Kanter, 1972) that %‘{X(t)~X(s)}=X(s)[R(t,s)/R(s, s)], and 
so X is LWM iff 
R(t, s) 
8{X(t)IX(u),u~s}=R(s s)x(s) Vsct. 
> 
This, by Cambanis, Hardin Jr. and Weron (1988, Proposition l.S), is equivalent to 
(2.1). 
If X is LWM, then, taking Y = X(u), u <s, we obtain 
R(t s) 
R(t, u)=~ 
R(s, s) 
R(s, u) tlu<s< t, 
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which is (2.2). The general form (2.3) of the solution of (2.2) is obtained as in 
Borisov (1982) by taking, for some interior point t,, of T, K( t)(“-‘) = R( to, t) for 
ts t,, =R(t, t)R(h, tJlR(t, to) for t> to, and H(t) = R( t, t)/R(t,, t) for t< t,,, 
=R(t, tJ/R(t,,, t,,) for t> t,,. Since by (1.6), R(t, C)zO, where it is assumed that 
R( t, t) is not equal to zero, it follows from 0 < R( t, t) = H( t)K( t)(” -‘) that K and 
H have the same sign at each point. Also from (1.4) and Holder’s inequality we obtain 
IR(t, s)ls{R(t, t)}““{R(s, s)}’ I“’ (2.4) 
and substituting from (2.3) we have 1 K(S)/ H(s)1 d IK( t)/H(t)l. Since KH-’ is 
positive, it is nondecreasing on T. Conversely, (2.3) implies (2.2) immediately and 
the fact that KH -’ is nondecreasing is needed to show that R given by (2.3) is a 
covariation function. The simplest way of showing this is by constructing an SaS 
process with covariation (2.3), as was done in the Gaussian case in Wong and Hajek 
(1985, p. 64). Indeed, using the time change r(t) = { K(t)H-‘( t)}“m’ (nondecreas- 
ing), and the SaS Levy motion L = {L(t), t b 0} which has stationary independent 
increments, L(0) = 0, and %’ exp{ir[ L( t) - L(s)]} = exp{ -Irl” I t - sl}, we can intro- 
duce the SLVS process 
X(t) = H(t)Ur(t)), 
whose covariation function, for s < t, is given by 
Cov[X(t), X(s)] = H( t)H(.~)‘“m”Cov[L(T(t)), L(T(s))] 
= H(t)H(s)‘” ‘)7(s) 
(2.5) 
= H(t)H(s)‘“m”{K(s)/H(s)}f’m’ 
= H(t)K(s) (+‘)c R(t, s) (2.6) 
since K(t)H(t)>O. 0 
In the Gaussian case (Y = 2, the covariation is linear in its second argument (as 
well as in its first), and the necessary condition (2.2) is also sufficient; thus when 
R( t, t) # 0, t E T, conditions (2.1), (2.2), (2.3) and (2.5) are all equivalent, and all 
Gaussian Markov processes are time changes of Brownian motion. However, in the 
non-Gaussian SaS case with 1 < cy < 2, generally the covariation is not linear in its 
second argument and the necessary condition (2.2) is not sufficient. Also, while the 
time changes of SaS Levy motion (2.5) have covariation function of the form (2.3), 
they do not exhaust the classs of SaS processes with covariation function of the 
form (2.3). We shall give a number of examples of this type as the paper progresses. 
The solution of (2.2) in the general case, i.e. without the condition R( t, s) f 0 on 
T x T, can be obtained as in the Gaussian case (Borisov, 1982; Timoszyk, 1974), in 
the form (2.3) on a finite or denumerable union of disjoint squares around the 
diagonal of T x T (and zero elsewhere). 
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When X is stationary (T = [w’) then R( t, s) depends only on t-s and we write 
R( t, s) = R( t - s). When (Y = 2 the converse is also true, but this is not generally 
true when l<a<2. When R(t,s)=R(t-s) for all t,sER’, we say that X is 
covariation stationary and Theorem 2.1 takes the following simpler form. 
Corollary 2.1. Let T = [w’. If X is covariation stationary and L WM, then 
R(t) = R(0) em”’ for all t > 0, 
for some 0 s A G 03. If X is stationary, then it is L WM if and only if 
Cov[X( t) -ep^‘X(0), Y] = 0 
for some 0~ A s CO and all t > 0, YE G{X( u), u s 0). 
(2.7) 
(2.8) 
Proof. If X is covariation stationary and LWM, then (2.2) is satisfied and can be 
written in the form 
R(u)R(v)=R(u+v)R(O) for all u, ~20. 
Since by (2.4), 1 R( t)l s R(O), Vt, R(t)/ R(0) is bounded and therefore the solutions 
of the above equations are given by (2.7) (see Feller, 1968, p. 459). 0 
When A = 0 in (2.7), R(t) = R(0) for all t > 0, and every separable modification 
of X has constant sample paths. When A = +a, we have R(t) = 0 for t > 0 and 
R(0) > 0, so the stationary process X is not continuous in probability and its sample 
functions do not have measurable modifications (Cambanis, Hardin and Weron, 
1987, p. 3). The interesting case then is when 0 < A < ~0. In the Gaussian case the 
only stationary LWM processes are the Ornstein-Uhlenbeck processes with covari- 
ante function R(t) = R(0) e-*“I, which are also Markov. As we shall see, in the 
non-Gaussian SaS case 1 < (Y < 2 there exist LWM stationary processes that are not 
Markov (see e.g. Section 4). 
Results analogous to Theorem 2.1 and Corollary 2.1 are clearly valid for the right 
weak Markovian property. We will not repeat the details here; we only mention 
that (2.2) takes the form R(t,, tz)R(tz, t3) = R(t,, t3)R(t2, t2) for all t,s tzs t,, and 
(2.3)takestheformR(t,s)=H(s)K(t) (uP’) for all t s s, where K(t)/ H( t) is positive 
and nondecreasing on T. Therefore, if X is two-sided weakly Markov with R( t, t) # 0 
on T, then 
R(t,s)= 
H,(t)K,(s)‘“_“, SG t, 
H*(t)K,(s)‘“p’), t S s. 
(2.9) 
When 1 < (Y < 2, the two pairs of functions K, , H, , and K,, H,, need not be identical, 
as is the case with the time changes of SCYS Levy motion defined by (2.5) where 
H2( t) = H,(t)+‘), K?(t) = K,( t)(‘l_‘). (2.10) 
These Levy motion time changes are in fact Markov, as follows from 
H(t) 
X(t) =- 
H(s) X(s)+ H(t){L(T(t)) - L(ds))), 
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and they have a-stable conditional distributions symmetric about {H( t)/H(s)}X(s) 
for s < t, 
Z{exp[irX(t)]]X(u), uss} 
=exp irzX(s) 
1 1 
gexp{irH(t)[L(T(t))-L(T(s))]} 
H(t) 
irH(s)X(s)-~r~“IH(t)/“[~(t)-T(s)] 
1 
= Z?{exp[irX(t)]]X(s)}. (2.11) 
In particular every two-sided weakly Markov stationary SLVS process has 
R(t)= 
R(0) emmAI’, t 2 0, 
R(0) e*z’, t S 0, 
for some Och,, h,<a. When 1 <LY ~2, we may have A, #A,; see (2.13). Among 
the time changes (2.5) of SCTS Levy motion the only stationary ones are of the form 
X(t)=ae *‘L(e’“*‘), --oO<t<oz, (2.12) 
for some 0 < a <a, 0 G A < ~0; and in fact it can be easily seen they are the only 
ones with stationary bivariate distributions (i.e. for these time changes, bivariate 
stationary implies stationarity). When 0~ A (~0 the Markov processes (2.12) will 
be called SaS Ornstein- Uhlenbeck with parameters (Y and A. Using (2.5), (2.9) and 
(2.10) we conclude that the covariation function of the SaS Ornstein-Uhlenbeck 
process (2.12) is given by 
R(t)= 
R(0) e mA’, t 2 0, 
R(0) e”rm”h’, t GO, 
(2.13) 
and is not symmetric unless (Y = 2. 
3. More on time changed L&y motion 
In Section 2 we saw that time changes of SaS Levy motion are fully Markov with 
the conditional distribution of X(t) given X(s) a-stable and symmetric, for any 
s < t. Now we shall show that all SaS Markov processes with right to left conditional 
distributions that are a-stable and symmetric are made up from independent seg- 
ments of time changed Levy motion, and that the only stationary ones with dependent 
values are ScvS Ornstein-Uhlenbeck processes. 
Recall that if L = { L( t), t 2 0} is an SaS Levy motion, T(t) is positive and 
nondecreasing on T, and H(t) is positive on T, then the time change 
x(t)=H(t)L(T(t)), te T, (3.1) 
R.J. Adler, S. Cambanis, G. Samorodnirsky / Stable Markov processes 7 
is Markov and, for s < f, the conditional distribution of X(t) given X(s) is a-stable 
and symmetric, cf. (2.11). (An analogous result holds if 7 is nonincreasing, and we 
take s> t in (3.1).) Whereas these properties of the time changes of SaS Levy 
motion are useful and trivial to establish, we shall now show that there are not 
many other Markov SaS processes which share the property of having conditional 
distributions which are a-stable and symmetric. Unlike their Gaussian counterparts, 
non-Gaussian stable processes in general do not have stable conditional distribu- 
tions. Our aim in this section is to characterize the classes ~Z4ii’ and 4:’ of all SaS 
Markov processes X which have the property that for all s < t (s > t, correspond- 
ingly) the conditional distribution of X(t) given X(s) is a-stable and symmetric. 
Ofcourseifl<a<2and9{X(t)lX(s)} y is s mmetric about some point, this point 
is necessarily the conditional mean ‘CY{X( t) 1 X(s)}. 
Theorem 3.1 characterizes the processes in 4::’ and JGlj:’ when 1 < a < 2. Those 
with covariation function nonvanishing everywhere are time changes of Levy motion, 
as in (3.1). The general process in .4):’ (J!‘,“) is made up of independent segments 
of Levy motion time changes on disjoint intervals. There are two extreme cases: the 
constant process and the stable white noise. In the stationary case the latter is made 
up of i.i.d. SaS r.v.‘s, with scale parameter a > 0, and we denote it by I, = 
{Z,(t), --OO < t <a}. The only stationary processes in .&St’ are the SaS Ornstein- 
Uhlenbeck processes (2.12), the constant process, and I,. The only stationary 
processes in AZ’ are the inverted SC& Ornstein- Uhlenbeck processes defined by 
X(t) = a eh’L(e-nh’), --cO<t<oO, a>o, ,430, (3.2) 
the constant process, and Z,. The SaS Ornstein-Uhlenbeck processes (2.12) and 
(3.2) coincide trivially in the Gaussian case (Y = 2, but not in the case (Y < 2 (more 
on this point can be found in Theorem 3.2). 
Theorem 3.1. Let X belong to AC’ (correspondingly, .A:,“) for some 1 < a < 2. 
(i) Zf its covariation function satis$es R(.t, s) # 0 for all s < t in T, then X is a 
version of a time changed L&y motion. 
(ii) Zf X is stationary then X is a version of either an SaS Ornstein- Uhlenbeck 
process (correspondingly, an inverted SaS Ornstein- Uhlenbeck process), or a stable 
white noise. 
In order to prove Theorem 3.1 we need the following properties of bivariate SLYS 
distributions which are of independent interest. Recall that the r.v.‘s X, and X, are 
jointly SaS if their joint characteristic function is of the form 
57 exp{i( r,X, + rzX,)} = exp 
H 
- lrlxl + rZxZln dZ(x,, 4 
s2 1 
for all real r,, r,, where Z is a uniquely determined symmetric finite 
the unit circle S, in [w’. When 1 <(Y < 2, the covariation of X, with 
(3.3) 
measure on 
X, is given 
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(Cambanis and Miamee, 1989), by 
Cov[ x, ) X*] = I XIX2 (rr-‘) dT(x,, x2). .sz 
We denote by IIX,Ila the scale parameter 
IlXzllTt = I, w dr(x,, ~2) = Cov[X, Xl, 
2 
i = 1,2, and we have by Kanter (1972), 
g(x*Ix,)= 
Cov[X,, x,1 
Cov[X, > x, 1 
x, %2,x,. 
Proposition 3.1. Let X, and X2 be jointly SaS and 1 < (Y < 2. Then the following are 
equivalent. 
(i) J??( X, I X,) is a-stable and symmetric. 
(ii) X2-p2,X, is independent of X,. 
(iii) r is concentrated on *(O, I), +((l +p:,))“*, p2,(1 +p:,))“*). 
Under any of these conditions we have 
Ilx2-P*,x,/I::=llx2l):-lP2,l~~/1x,JI::=IIx2lls-l~~~~,.~x~]l~, (3.4) 
1 n 
X, , X7 are independent if Cov[X,, X,] = 0 i$’ p2, = 0. 
Proof. Assume (i). Then 
g{exp(ir,X,IX,}=exp{-lr,l”M(X,)+ir,N(X,)} 
for some real measurable functions M and N with M 20. It follows that N(X,) = 
8(X21X,) = pz,X,. Set Z = p2,X, + M(X,)““Z,,, where Z, is independent of X, and 
% exp(irZ,,) = exp(-jr(“), r E R’. Then clearly T(Zl X,) = Y’(X2J X,) and so 
2(X,, Z) = 2(X,, X,). Consequently, Z - pz,X, is SLUS, and thus for some c > 0 
and every real r, 
exp(-jrj”c) = 8 exp{ir(Z-p,,X,)}= g exp{irM(X,)““Z,} 
= g exp{-lrl”M(X,)}. 
By the uniqueness of the Laplace transform we conclude that M(X,) = c a.s. Then 
Z -pz,X, = cZ, is independent of X,, and this implies that Xz-p2,X, is also 
independent of X, proving (ii). 
Conversely, assuming (ii) and writing X2 = (X2 - p2,X,) + pr,X, we obtain, since 
X,-+,X, is ScuS, 
(3.5) 
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so that (i) is satisfies, and in fact the constant M(X,) = c is equal to llXz - p2,X, 11 z. 
We also obtain IIX,l]~ = IIX2-~2,X,II~+l~Z,laIIX,II~, from which (3.4) follows. 
Therefore (i) or (ii) imply 
g exp{i(r,X, + r,XJ] = 8 expIi(r, +r2pz1)X1 -Ir21”llX2- PxX~IIZ~ 
=~~p~-l~~+~~p~llaII~111~-l~21UII~~-p21~111~~ 
from which (iii) is evident. 
Conversely, assuming (iii) we have 
8 exp{i(r,X, + rzX2)} = exp{-lr,l”d, - Ir, + r2p2,1ad2} 
for some d, , d2 3 0, and therefore 
g{i[4X2 - p2,Xl) + bX,Il = 8 expM(b - ap,,)X, + axA> 
= exp{-(al”d, - Ibl”dz} 
from which (ii) follows. 0 
Corollary 3.1. Let X, and X2 be jointly SC& and 1 < LY < 2. Then the following are 
equivalent. 
(i) 9(X, 1 X,) and 2(X, I X,) are a-stable and symmetric. 
(ii) X, and X2 are either independent or linearly dependent. 
(iii) risconcentratedon {*(O, l), *(l, 0)) oron+(c,(l-c2)“‘)forsomeO~c~1. 
Proof. In view of Proposition 3.1, (i) implies that r is concentrated on the set 
{*(0, I), *((1+ P:1)-“2, p2,(1+p:l)~“2)} and also on the set {*(l,O), *(p12(l+ 
P:*)-“2, (1 + pf2)~“2)}, from which (iii) follows. The converse is clear, as is the 
equivalence of (ii) and (iii). 0 
Proof of Theorem 3.1. Because of symmetry we will consider A::’ only. 
(i) Since for all s< t in T, Z’{X(t)lX(s)} . IS a-stable and symmetric, it follows 
from Proposition 3.1 (cf. (3.5)) that 
~{expbx(t)l I X(s)1 = ev-Id” Ilx(t) - p,,X(s)llZt +irp,,X(s)I (3.6) 
where p,, = R(t, s)/R(s, s) and 11X(t)-p,,X(s)II: = R(t, t)-IR(t, s)l”/R(s, s)‘“-’ 
(cf. (3.4)). Since X is Markov and R( t, s) # 0 for s < t, by Theorem 2.1, R( t, s) has 
the representation (2.3), which implies pry = H(t)/H(s) and 
IIx(t)-P,sX(~)II: = ff(t)K(t)‘“-“- IH(t {$#}a-’ 
= IH(t)l”{~(t) -7(s)}, 
where 7(t)={K(t)/H(t)}L’m’. Thus 
‘ZY{exp[irX(t)]]X(s)}=exp 
H(t) 
-IrlUIH(t)l”[5-(t)--T(s)]+ir~ 
H(s) 
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which is the same as the conditional characteristic function for Y(t) = H( t)L( T( t)), 
t E T, given in (2.11). It follows that P’{X(t) 1 X(s)} = LZ{ Y(t) 1 Y(s)} for all s < t. It 
is also clear from (2.6) that [/X(t) 11 z = 1) Y(t) II ::, so that ,Ce{X( t)} = 6p{ Y(t)} for all 
t, and since both X and Y are Markov, 5?(X) = JZ’( Y). The function H may be 
taken positive without loss of generality. 
(ii) If X is stationary, then, by Corollary 2.1, R(t, s) = R(0) em”“-“ for all s < t, 
for some 0 s A s a~. When A = +m, R( t, s) = 0 for all s < t, and by Corollary 3.1 it 
follows that Z’(X) = 6p( I,,) for some a > 0. When 0 s A < ~0, part (i) of the theorem 
is applicable, necessarily with H(t) = a emA’ and r(t) = b euA’ for some a, b > 0. This 
completes the proof. 0 
It is worth noting that in the Gaussian case Ju, “‘=~~I~‘.Incontrastwhen l<(u<2 
the common processes of 4::’ and Ju!’ are few and trivial. 
Theorem 3.2. (i) There is a one-to-one correspondence between Jut’ and JH~’ given 
byX(t) = Y(~(c)), t E T, X E A:;‘, YE A:,!‘, foranyfixedfunction r : T + Tone-to-one, 
onto, and such that r(s)> r(t) ifs<t (e.g. 7(t)=-t when T=[W’). 
(i) A process X belongs to JJ! ii’ n .k!?, 1 < cr < 2, if and only tfit is of the following 
form: for somefinite or denumerable set of intervals {T,,},“=, in T, X(t) = a( t)X, a.s. 
for each CE T,,, n = 1,. . . , N, where a is a real function, nonvanishing in the interior 
of T,, and the r.v.‘s {(X,,)r=, , X(t), t E T\IJr=, T,} are independent. 
(iii) The only stationary processes in &:i’n A):‘, 1 < cy < 2, are the white noises and 
the constant processes. 
Proof. (i) is clear. 
(ii) Suppose X E JUi’n &c’. Then by Corollary 3.1, for each s,t in T, the r.v.‘s 
X(s) and X(t) are either independent or linearly dependent. But since X is Markov, 
if X(t) is a multiple of X(s), it will be necessarily a multiple of each X(u) for u 
in between s and t. Hence for each TV T there is an interval T, such that for all 
s E T,, X(s) is a multiple of X(t). Denoting by {T,,}:=, those intervals among the 
T,, TV T, with positive Lebesgue measure we obtain the result. 
(iii) In view of stationarity, if two r.v.‘s of the process are linearly dependent, 
they will all be as. equal; and if two r.v.‘s of the process are independent, they will 
all be independent. 0 
4. Scale mixtures of Gaussian processes 
It is an interesting and often useful fact that ScwS processes have a representation 
as a mixture of Gaussian processes (Marcus and Pisier, 1984). Although we have 
not been able to exploit this representation to study Markov and weak Markov 
properties, in the present section we shall see what can be said about very simple 
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mixtures of this kind. We start with the simplest, almost trivial, case, which neverthe- 
less still holds some interesting results. If we can write 
X(t)=A”‘G(t), TV T, (4.1) 
where G = {G(t), t E T} is a zero-mean Gaussian process independent of the totally 
skewed to the right ($a)-stable r.v. A (see Feller, 1968) which is positive and satisfies 
8exp{--uA}=exp{-u”‘~}, u>O, (4.2) 
then we call X scale mixed Gaussian. Such a scale mixed Gaussian process X is 
easily seen to be ScrS, and when T =[w’, X is stationary if and only if G is. Our 
first result on scale mixed Gaussian processes X follows from the fact that the 
covariation function of X is proportional to the covariance of G (Cambanis and 
Miamee, 1989). 
Theorem 4.1. If X is a SaS scale mixed Gaussian process, then 
X is LWM e X is R WM (j G is Markov. 0 
If G in (4.1) is Brownian motion, we call X a scale mixed Brownian motion. We 
can now state the following corollary. 
Corollary 4.1. Any weakly Markov SoS scale mixed Gaussian process with covariation 
function R( t, s) # 0 for any t, s, is equivalent to a nondecreasing time change of scale 
mixed Brownian motion. 0 
Among all SaS scale mixed Gaussian processes very few are Markov, and these 
can be determined by specifying the structure of the Gaussian process G. It is shown 
in Adler, Cambanis and Samorodnitsky (1987) that G must have one of the forms 
a(t)Yi, a(t){Y,l,,,,,,,+ Y2Lr,,J, a(t){ Y1l(,,,o,+ Y21(,>,J, 
where to E T, the r.v.‘s Y, , Yz are jointly normal with zero means and unit variances, 
and a(t) is a function with the property that for some s, < s2, which may be boundary 
points of T, a(t)= a, for t<s, (or tss,), a(t) = a, for t > s2 (or t 2 sz), and 
a(t) @ {a,, a2} outside of the above intervals. As a corollary of Theorem 4.1 and this 
result we have the following. 
Corollary 4.2. The only weakly Markov stationary SoS scale mixed Gaussian processes 
are the scale mixed Ornstein- Uhlenbeck processes and the constant processes. The only 
Markov stationary SaS scale mixed Gaussian processes are the constant processes. 0 
While this result implies that the class of weakly Markov SaS scale mixed Gaussian 
processes is almost trivially small, the class of SaS scale mixed Gaussian processes 
is not closed under linear combinations of its independent members, and so a natural 
question is whether we can obtain new weakly Markov stationary SCYS processes 
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as linear combinations of independent stationary SaS scale mixed Gaussian ones. 
Thus let G, , . . . , G,, be independent stationary Gaussian processes with zero mean 
and distinct covariance functions %{G,(t)G,(O)}=p,(t), p,(O)=l, i=l,...,n. Let 
A,, . . . , A, be i.i.d. r.v.‘s distributed according to (4.2) and independent of the 
Gaussian processes G,, . . , G,,. Let b,, . . . , b,, be positive real numbers. Then, it 
is shown in Adler, Cambanis and Samorodnitsky (1987) that if n > 1, the sfationary 
SaS process 
X(r) = i b,Af”G,( t), --cO<t<oO, 
I : I 
cannot be weakly Markov. 
Proofs of the results in this section can be found in Adler, Cambanis and 
Samorodnitsky (1987). 
5. Moving averages 
An ScrS moving average is a stationary process of the form 
I 
x 
X(j) = _/I-s) dL(s), --co< r<a, 
where {L(s), --CO< s <a} is an ScvS Levy motion, and f E ZC,(R’, 93’, Leb). When 
f vanishes on the negative line, X is a nonanticipating moving average: 
X(l) = I ’ f(t-s) dL(s), rx (5.1) 
and is called invertible if sp{X( r), t G 7) = sp{dL( t), t s T} 2 ${ L( t) - L(s), s < t 5 
T} for all T, i.e. the increments of L represent the innovations of X. We shall now 
characterize those nonanticipating invertible SaS moving averages which are LWM 
(these are in fact Markov), and we shall show that they are precisely the SaS 
Ornstein-Uhlenbeck processes. 
Theorem 5.1. X is an LWM, nonanticipating, invertible, SC& moving average with 
I< a < 2, if and only if it is of the form 
X(f)=a 
I’ 
e “(“‘dL(s). --cO<t<m, (5.2) 
-x 
for some 0 c a, A < 00; i.e. if and only if it is an SaS Ornstein- Uhlenbeck process. 
Proof. An X satisfying (5.1) is LWM iff for some 05 A s 00, COV[X(T) - 
e-^‘X(O), Y]=O for all r>O and all Y~sp{X(t), t<O}=@{AL(t), t<O}, i.e. for 
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all Y=jy,gdL where j!,Ig(s)l*ds<oo; i.e. iff VT>O, VgEL,((-oo,O), 
9(-c% 0), Leb), 
7 
o=cov __f(~-s) dL(s)-e-” _f(-s) dL(s), I0 g(s) dL(s) 
--Ix, I 
=I 
0 0 
f( 7 - s)g(s)‘“-” ds - eeAT f( -s)g( s)+‘) ds. 
-a, -u3 
With g(s) = 1(+,,(s), x > 0, we have that if X is LWM then for all T> 0, x > 0, 
I 
0 
_xf(r--)ds=e-“’ f(-s) ds, 
i.e. 
Tti 
T f(u)du=e-“’ 
i.e. 
where F(x) = j,‘f(n) du. If A = 0 or cc it is easy to see that X = 0 a.s. Thus we 
consider only 0 <A < 00. Interchanging T and x we also have F(T+x) = 
F(x) +e-““F( T), VT, x > 0, and thus 
Hence F(x) = c(1 -ehr), x> 0, and f(x) = CA emAx a.e. on (0,~). In view of the 
symmetry of the distribution of X, the finite constant a = CA may be taken positive. 
This implies (5.2). 
Conversely, it is clear that the process (5.2) satisfies the necessary and sufficient 
condition for being LWM and is invertible. It is the stationary solution of the 
stochastic differential equation X’(t) + AX( t) = aL’( t), where L’(t) is SaS white 
noise, and is Markov as follows from (s < t), 
(5.3) 
where the second term is independent of {X(u), u < s}. 
We finally show that the process (5.2) is the SaS Omstein-Uhlenbeck process 
Y(t) = a eP”‘l(e*A’)/(cwA)““. Since 
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Z{X(t)}=2’{ Y(t)}. From (5.3), using the independence of the two terms on the 
right hand side, we have for s < t, 
%{exp[irX( t)] [X(s)} = exp ir e -*(‘-C)X(S)_Ira(U j-,’ en*(‘-u’ du} 
= exp{ir emAcrm’) X(s) -Irl”a”(1 -e”^“-“)/(ah)}. 
On the other hand, from (2.11) with H(t) = a eph’(dm”“, T(t) = eaA’, we have 
57{exp[irY(t)]] Y(s)}=exp{ir e~*“~“Y(~)-~rlL’aU(l -eCrh(‘P’))/(~h)}. 
Therefore P-‘{X(t)lX(s)} = _‘Z{ Y(t)1 Y(s)} f or all s < t. Since both X and Y are 
Markov it follows that L?(X) =9(Y). It is clear by (2.12) that the ScvS Ornstein- 
Uhlenbeck processes X exhaust the class of all SaS Ornstein-Uhlenbeck pro- 
cesses. 0 
When X is an ScyS moving average and f vanishes on the positive line, so that 
X(t)=j’:f(t-s)dL(s), we say that X is fully anticipatory, and we call it invertible 
if G{X(t), t~~}=i${dL(t), t 2 T} for all T. This is clearly equivalent to X(-t) 
being non-anticipating and invertible. Thus the only fully anticipatory invertible 
SaS moving averages (1~ (Y s 2) which are RWM are the Markov processes Y(t) = 
a’ r eA”“’ dL(s), where 0~ a’, h’<co, which have covariation function 
R,,(t) = 
Ry(0) e~h’(rr~“‘, t 2 0, 
Ry(0) e”‘, tso. 
(5.4) 
Theorem 3.2(iii) implies that nonanticipating and fully anticipatory invertible SaS 
moving averages are distinct when 1 < (Y < 2. 
6. Harmonizable processes 
A complex harmonizable SaS process has a harmonic spectral representation 
K, 
x(t) = e”” dZ( u), -co<t<co, (6.1) 
--II 
where Z is a complex, independently scattered, isotropic SaS measure on (W’, %I’, p) 
with p a finite symmetric measure. For every complex function g E L5a (p) the r.v. 
j g dZ is complex isotropic SCYS with g exp{iRe 5 j g dZ} = exp{-(z]” 5 (g]” dp}, for 
complex z. Set zCy) = ]z]‘-‘~. Then the covariation is given by 
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for all g,, gzE ye(p). (Properties of covariation and regression used here in the 
real case are also valid in the complex isotropic case; Cambanis and Miamee, 1989.) 
The harmonizable process (6.1) is stationary and has covariation function 
I 
oc 
R(t) = eiru dp( u). (6.2) 
-13 
Its real part is a real harmonizable process, but it is more convenient to work with 
complex quantities. Note that when (Y = 2 all (continuous in probability) stationary 
Gaussian processes are harmonizable, while when 1 < (Y < 2, the harmonizable, the 
nonanticipating moving averages and the SaS scale mixed Gaussian processes 
“almost” form disjoint classes (Cambanis and Soltani, 1984). We now show that 
(nontrivial) harmonizable processes cannot be weakly Markov. 
Theorem 6.1. The only harmonizable SaS process with 1 < CY < 2 which is L WM or 
R WM is the constant SC& process. 
Proof. Let X be harmonizable SaS and LWM. Then R(t) = R(0) e-“’ for all t 30 
and some 0 s A s 00. The continuity of R in (6.2) excludes A = ~0. When A = 0, X 
is the constant SaS process with p concentrated at 0. Assume from now on that 
O< A <CO. Since R is even it follows that R(t) = R(0) ePn”’ for all t, and by (6.2), 
dp(u) = 
AR(O) du 
rr(A*+ u’)’ 
Since X is LWM, it satisfies Cov[X( r) -e~^‘X(O), Y] = 0 for all TZ 0, V Y E 
@{X(s), s s 0). Taking Y = X(0)+X(-u), (u 2 0) we obtain for all r, v 2 0, 
I 
ar o= (,iTu _ep^‘)(l _te-iUu)(a~l) dp(u) 
-03 
-I 
_ a, (eiTu-emAT )(l+e’““) du 
-m [2(1+cos VU)]‘-*‘* A2+u2’ 
Introduce, for each u 2 0, the measure CL, where 
d&u) = 
du 
(ltcos VU) ‘-U’2(A2+n2)’ 
Then pU is symmetric and finite since for uu = (2k-t l)rr, 1 +cos uu = 
f[uu-(2k+l)~]‘and 2(1-&)=2-a<l. We have for all r,u>O, 
I 
m 
e”“( 1 + eioU) dp,( u) = eeAT 
-‘x I 
m (l+ei”“‘d~u,(u). 
-co 
Let f”( * ) be the characteristic function of the probability measure pL,/pU(lw’). Since 
/I” is symmetric, f, is real and even, and for all r, u 3 0, 
fU(~)+fo(~+u)=epATf 
I 
a7 (l+cosuu)d~,(u)~e-hrb(u). 
P”(R’) -30 
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It follows that for all k = 1, 2,. . . , and u, r 3 0, 
f,(~+2k~)=f,(~)-e”~b(u)(1-e~*“+e-’*”- . . . -em(2k-‘)h’) 
=f,.(T)-em”‘b(v) llLei:::‘, 
and thus 
!~~,f,(rt?ko)=~,(r)-e~“‘~ VT, v > 0. 
By the Riemann-Lebesgue lemma, ,f(ia) = 0. Hence fL,( r) = em”‘b( v)/( I+ ephc) 
VT, u > 0, and by the symmetry of A., 
The uniqueness of Fourier transform now implies that for any u > 0, 
1 b(u) A ZIP 
(1 +cos VU) ‘~‘y’2(A2+ u2)~u,([w’) 1 +emA” n(A’+ u*)’ 
for almost every u, and so 
which is a contradiction, as the left-hand side depends on u while the right-hand 
side does not. It follows that X with 0 < A < 00 can be neither RWM nor LWM. 0 
The proof of Theorem 6.1 provides an example of a harmonizable ScvS process 
with covariation function R(t) = R(0) em*“’ (0 <A < 00) which is not weakly Markov: 
X(t) = [R(O)A/n] 
I 
II 
e”” ’ 
(u*+A~)“~ dZ(u), -K 
(6.3) 
Z is complex isotropic SaS Levy motion. 
7. Note 
Every LWM process constructed in earlier sections is also RWM. Here is an example 
of an LWM process that is not RWM. Let X, be SaS Ornstein-Uhlenbeck with 
X2 be inverted SaS Ornstein-Uhlenbeck with 
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and X3 be SryS scale mixed Ornstein-Uhlenbeck with 
Assume the X, are independent, and b,, b2, b3 are positive reals, at least two of 
which are non zero. Then 
Y(t)=b,X,(t)+b,X,(r)+b,X,(t) 
is LWM but not RWM. Details of the proof can be found in Adler, Cambanis and 
Samorodnitsky (1987). 
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