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a b s t r a c t
Buckling and post-buckling analysis of extensible beam–columns is performed numerically
in this paper. It was experienced earlier that in some cases the numerical integration
would not produce the convergent post-buckling solutions, especially under high loads.
Therefore, a newdifferential quadrature (DQ) based iterative numerical integrationmethod
is proposed to solve post-buckling differential equations of extensible beam–columns.
Six cases, including five classical Euler buckling cases, are analyzed. Critical loads and
convergent post-buckling solutions under different applied loads are obtained. The results
are comparedwith the existingmultiple scales solutions. It is found that under high applied
loads, the small rotation assumption in obtaining multiple scales solutions is no longer
valid. The proposed iterative DQ based numerical integration method can yield reliable
and accurate post-buckling solutions even at high applied loads for the cases investigated.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The instability problem is one of the most active subjects in the field of modern mechanics. Since Euler solved the first
instability problem of inextensible rods more than 200 years ago, the problem has been extensively investigated [1] due to
its theoretical and practical importance. As a basic structure component, the beam–column has been paidmore attention by
researchers. In usual cases, the classical simple beam theory is sufficient for evaluation. Later Euler large deflection theory
is proposed, but the beam axis is still assumed inextensible by considering only a little length change of the beam axis in
bending shape under low applied load. For small deflections, the ignorance of axis extensible is acceptable. However, with
the increase of applied load and deflection, the effect of axial stretch on the buckling behavior would become significant.
Therefore, it is necessary to take the extensible impact into consideration when dealing with the post-buckling behavior
under high applied loads.
Various methods have been employed to solve the buckling problems of beams or columns. To name a few, for example,
Civalek [2] used the discrete singular convolution (DSC) method to analysis buckling problems of columns having different
geometries. Coskun [3] used the variational iteration method (VIM), an approximate method for the solution of nonlinear
differential and integral equations, to analyze five classical Euler column caseswith constant and variable cross-sections. The
equation of equilibrium was established in terms of deflection and based on the simple beam theory without considering
the axial stretching. Mazzill [4] used themethod of multiple (spatial) scales to survey the post-buckling regime for the same
five classical buckling cases. The equation of equilibrium was established in terms of the rotation, rather than in terms of
the deflection, and taking the axial stretching into consideration. Approximation was also introduced to use the method
of multiple scales since the assumption of small rotation was adopted. Results obtained by using the iterative numerical
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integration were used to verify the accuracy of the multiple scales results. It was experienced that, however, convergent
results could not always be obtained by using the iterative numerical integration at higher applied loads [4]. This indicates
that there is still room for improvement of the method of iterative numerical integration or usage of different numerical
methods to acquire the accurate post-buckling solutions of extensible beams at higher applied loads.
Due to the complicated mathematical structure for analyzing the nonlinear buckling of beams, analytical post buckling
solutions are only available for beams with a few combinations of boundary conditions under low applied loads. Therefore,
approximate continuum or numerical methods have to be resorted to for obtaining the post-buckling behavior under high
applied loads. It is noted that the small rotation assumption was no longer valid under high applied loads [4], thus the
method of multiple scales may not be employed to obtain accurate post buckling solutions at high applied load. Although
many numerical methods, such as the fourth order Runge–Kutta and Newton–Raphson methods are powerful for the post
buckling analysis, the iterative differential quadrature (DQ)-based numerical integration method is to be employed herein.
Our previous research results [5] showed that the DQ numerical integration algorithm, proposed by Fung, can use a 10 times
or larger ‘‘time step’’ than all other numerical integration schemes studied in [5], including the fourth order Runge–Kutta
method. Therefore, the scheme is more suitable for time integrations over a long time duration.
The DQ method, introduced by Bellman and Casti in 1971 [6], is a numerical technique for the solution of initial as well
as boundary value problems. Bert and his coworkers first used the DQ method to solve problems in structural mechanics
in 1988 [7]. Since then, the method has been applied successfully to a variety of problems [8–13]. The introduction of the
Hadamard and SJT product of matrices by Chen et al. [14–16] simplifies the formulations of DQ equations and makes the
DQmethod more efficient for the solution of non-linear problems. On solving the initial value problems, perhaps Chen [14]
is the first one to use the DQ method directly for solutions of initial value problems. Tomasiello [13] only used the DQ
method to discretize the non-linear dynamical system problems with initial-boundary-value first in the physical domain,
then the coupled non-linear differential equations in the time domain were solved by using the modified version of the
Lindstedt–Poincare method. In 2001, Fung [17,18] presented a new time integration scheme based on the DQ method.
The time integration scheme is unconditionally stable, higher-order accurate and computationally efficient for initial value
problems. A year later, Shu et al [19] proposed a block-marching technique with DQ discretization for time depending initial
problems. The time domain is first divided intomany intervals. The time interval and the physical domain are called a block.
Then the DQ method is applied in each block. Numerical solutions at the time level in each block possess the same order of
accuracy, and both the accuracy and efficiency are much higher than the fourth-order Runge–Kutta method. In 2002, Chen
and Tanaka [20] also proposed a step-by-step time integration algorithm based on the DQmethod. In 2008, Liu andWang [5]
made an assessment on Fung’s DQ time integration scheme for non-linear dynamic equations and concluded that overall
the DQ time integration scheme is reliable, computationally efficient, and also suitable for time integrations over a long time
duration.
Although the DQ method has been used successfully for solutions of a variety of problems [8–14], the DQ based time
integration schemes [14,17–20] have not been used for solutions of boundary value problems thus far. The main purpose of
this investigation is to use the DQ based time integration scheme for the post-buckling solutions of extensible beams. Since
the post-buckling problem is not a real initial value problem, thus a way to handle the boundary problems is proposed.
Six cases, including five classical Euler buckling cases, are analyzed by using the proposed iterative DQ-based numerical
integration method. High applied loads are involved to test the reliability of the proposed method. For the five classical
Euler buckling cases, results are compared with the existing solutions obtained by the method of multiple scales. Some
conclusions are drawn based on the results reported herein.
2. Non-linear equilibrium formulation
For completeness, the non-linear equilibrium formulation of extensible beam is briefly described. More details on the
derivations and on the method of multiple scales may be found in Ref. [4].
Consider a beam–column with length l, cross-section A and moment of inertia I , made of an elastic material of Yong’s
modulus E. It is subjected to an initial axial compression force P . Fig. 1 shows the six Euler buckling cases to be investigated.
Depending on the end constrains, the end transversal force Rmay come into play.
To use the numerical integrationmethod for obtaining the post-buckling solutions, the order of the equilibrium equation
should be reduced to two or one. Therefore, the formulation of the beam–column is in terms of the cross-sectional rotation,
rather than in terms of the deflection.
Using the geometric equations, constitutive equations, and equilibrium equations yields the following second-order
differential equation in terms of the rotation ϕ,
EI
d2ϕ
dx2
+

1− ( P
EA
cosϕ − R
EA
sinϕ)

(R cosϕ + P sinϕ) = 0. (1)
After dimensionless, Eq. (1) can be rewritten as
d2ϕ
dξ 2
+ p
η
[1− p(cosϕ − α sinϕ)](α cosϕ + sinϕ) = 0 (2)
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Fig. 1. Six Euler buckling cases.
where
p = P
EA
, α = R
P
, ξ = x
l
, η = I
Al2
. (3)
The axial displacement can be obtained by
u¯
l
=
 ξ
0
[(1− p cosϕ + pα sinϕ) cosϕ − 1]dξ (4)
where u¯ stands for the axial displacement of the cross-section center.
The transverse displacement is given by
w¯
l
= w¯(1)
l
+ η
p

dϕ(ξ)
dξ

ξ=1
− dϕ
dξ

+ α

1+ u¯(1)
l

−

ξ + u¯
l

= η
p

dϕ(ξ)
dξ

ξ=0
− dϕ
dξ

− α

ξ + u¯
l

(5)
where w¯ stands for the transverse displacement of the cross-section center.
In terms of cross-sectional rotation, the boundary conditions for the six cases shown in Fig. 1 are
I : ϕ(0) = 0, dϕ(ξ)
dξ

ξ=1
= dϕ(1)
dξ
= 0
II : dϕ(ξ)
dξ

ξ=0
= dϕ(0)
dξ
= 0, dϕ(ξ)
dξ

ξ=1
= dϕ(1)
dξ
= 0
III : ϕ(0) = 0, ϕ

1
2

= 0
IV : ϕ(0) = 0, ϕ(1) = 0
V : ϕ(0) = 0, dϕ(ξ)
dξ

ξ=1
= dϕ(1)
dξ
= 0
VI : dϕ(ξ)
dξ

ξ=0
= dϕ(0)
dξ
= Klϕ(0)
EI
,
dϕ(ξ)
dξ

ξ=1
= dϕ(1)
dξ
= 0
(6)
where K is the elastic constant of the rotational spring. Cases I–V are five classical Euler buckling cases investigated by using
the method of multiple scales in [4]. It is also seen that when K is zero, Case VI reduces to Case II; when K = ∞, Case VI
reduces to Case V.
3. Iterative DQ-based numerical integration scheme
3.1. DQ-based numerical integration scheme
For obtaining post-buckling solutions of beam–columns, Eqs. (2) and (4) are to be integrated directly by using the
available numerical integration schemes. Since the post-buckling problem is not a real initial value problem, thus iteration is
necessary to satisfy the boundary condition at ξ = 1. Although there are several explicit and implicit numerical integration
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schemes available, it is shown [5], however, that the unconditional stable DQ-based numerical integration scheme proposed
by Fung [18] is reliable, computationally more efficient, and also suitable for time integrations over long time duration. To
get the same accuracy, it can use a 10 times or larger ‘‘time step’’ than all other numerical integration schemes studied in
Ref. [5], including the fourth order Runge–Kuttamethod. Therefore, Fung’s DQ-based numerical integration scheme [18] is to
be tried for obtaining post-buckling solutions of beam–columns. For completeness consideration, the DQ-based numerical
integration scheme [18] is briefly presented.
It is known that the essence of the conventional DQ method is to express the value of the derivative at each node in the
given domain as the weighted linear sums of the function values at all nodes in the entire domain. Assume that a function
ϕ(x) is differentiable in domain of [a, b].N(=n+ 1) nodes are chosen in domain [a, b], namely,
a ≤ x0 < x1 < · · · < xn ≤ b. (7)
According to the DQ method:
drϕ(x)
dxr

x=xi
=
n
k=0
A(r)ik ϕ(xk) i = 0, 1, 2, . . . , n (8)
where A(r)ik is the weighting coefficient of the r-th order derivative. It can be written collectively in a matrix form as
dϕ(x0)
dx
dϕ(x1)
dx
...
dϕ(xn)
dx

=

A(1)00 A
(1)
01 · · · A(1)0n
A(1)10 A
(1)
11 · · · A(1)1n
...
...
. . .
...
A(1)n0 A
(1)
n1 A
(1)
nn


ϕ(x0)
ϕ(x1)
...
ϕ(xn)
 =

A(1)

ϕ(x0)
ϕ(x1)
...
ϕ(xn)
 . (9)
Furthermore,
drϕ(x)
dxr
= d
dx

dr−1ϕ(x)
dxr−1

= d
r−1
dxr−1

dϕ(x)
dx

. (10)
Thus, [A(r)] can be written as follows,
[A(r)] = [A(1)][A(r−1)] = [A(r−1)][A(1)]. (11)
Once [A(1)] is obtained, the weighting coefficients of the high-order derivatives can be readily obtained. A(1)ij can be
computed explicitly by [10]
A(1)ij =

n
k=0
k≠i,j
(xi − xk)
 n
k=0
k≠j
(xj − xk) (i ≠ j)
n
k=0
k≠i
1
(xi − xk) (i = j).
(12)
The 2nd-order nonlinear equilibrium equation, i.e., Eq. (2), can be re-written by
d2ϕ
dξ 2
= f1(ϕ) (13)
where f1(ϕ) = − pη [1− p(cosϕ − α sinϕ)](α cosϕ + sinϕ), and the initial conditions are ϕ(0) = ϕ0, dϕ(0)/dξ = ϕ′0, and
ξ ∈ [0, 1].
In applying the DQ-based numerical integration scheme, the whole domain is divided into M integration intervals. A
uniformly distributed integral interval, namely, 1ξ = 1/M , is adopted for simplicity. Each integral interval [ξi, ξi+1] is
regularized to [0, 1] by τ = (ξ − ξi)/1ξ . Thus, one has
d2ϕ
dξ 2
= d
2ϕ
dτ 2
· dτ
2
dξ 2
= 1
1ξ 2
d2ϕ
dτ 2
≡ 1
1ξ 2
ϕ¨ (14)
dϕ
dξ
= dϕ
dτ
· dτ
dξ
= 1
1ξ
dϕ
dτ
≡ 1
1ξ
ϕ˙ (15)
ϕ(τ = 0) ≡ ϕ0 = ϕ(ξi) (16)
ϕ˙(τ = 0) ≡ ϕ˙0 = 1ξ dϕ(ξ)dξ |ξ=ξi ≡ 1ξϕ
′(ξi). (17)
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Take the typical integral interval [0, 1] as an example. The value of ϕ0 and ϕ˙0 at τ = 0, i.e., at the node ξi, are initial
conditions. Let ξi be the first node, i.e., τ0(τ = 0). The remaining nodes are:
0 < τ1 < τ2 < · · · < τn < 1. (18)
For unconditional stability, higher-order accuracy and computational efficiency, τi is computed by [18]
τi = (1+ xi)/2, i = 1, 2, . . . , n (19)
where xi are the abscissa of Gaussian quadrature in domain [−1, 1]. Such as xi = −
√
0.6, 0,
√
0.6 if n = 3.
In terms of the DQ method, Eq. (13) at these nodes (except for τ0) can be expressed by
ϕ¨(τ1)
ϕ¨(τ2)
...
ϕ¨(τn)
 = 1ξ 2

f1(ϕ(τ1))
f1(ϕ(τ2))
...
f1(ϕ(τn))
 (20)
or
{ϕ¨} = 1ξ 2{f1(ϕ)}. (21)
Taking out the first equation in Eq. (9) results in
{ϕ˙} = {G0}ϕ0 + [G]{ϕ} (22)
where
{ϕ˙} =
ϕ˙1...
ϕ˙n
 , {ϕ} =
ϕ1...
ϕn
 , {G0} =
A
(1)
10
...
A(1)n0
 , [G] =
A
(1)
11 · · · A(1)1n
...
. . .
...
A(1)n1 · · · A(1)nn
 . (23)
Similarly, the second–order derivative can be expressed as follows,
{ϕ¨} = {G0}ϕ˙0 + [G]{ϕ˙}
= {G0}ϕ˙0 + [G]{G0}ϕ0 + [G][G]{ϕ}. (24)
Substituting Eq. (24) into Eq. (21) results in
[G]2{ϕ} = 1ξ 2{f1(ϕ)} − ϕ0[G]{G0} − ϕ˙0{G0}. (25)
The above equation can be rewritten as
{ϕ} = ([G]2)−1{f¯1(ϕ)} (26)
where
{f¯1(ϕ)} = [1ξ 2{f1(ϕ)} − ϕ0[G]{G0} − ϕ˙0{G0}]. (27)
Since f¯1(ϕ) is a non-linear function, the direct iteration method is employed to obtain the solutions, namely,
{ϕk+1} = ([G]2)−1{f¯1(ϕk)}. (28)
Note that [G]2 is a constant matrix, thus, its inverse, ([G]2)−1, is only performed once. To start with the iteration, let the
value of ϕ1, ϕ2, . . . , ϕn be ϕ0, and the value of ϕ˙1, ϕ˙2, . . . , ϕ˙n be ϕ˙0.
Similarly, in terms of the DQ method, Eq. (4) can be written as
[G]{u} = 1ξ{f2(ϕ)} − {G0}u0 (29)
where u = u¯/l and
{f2(ϕ)} = {1− (1− p cosϕ + pα sinϕ) cosϕ}. (30)
Once ϕ1, ϕ2, . . . , ϕn, ϕ˙1, ϕ˙2, . . . , ϕ˙n, and u1, u2, . . . , un are obtained, the value of ϕ, ϕ˙, u at τ = 1, i.e., at ξk+1, can be
computed by using the method of extrapolation. It is shown by Fung [18] that the order of accuracy at τ = 1 by using the
method of extrapolation is even higher than the order of accuracy at other locations within the integral interval.
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Fig. 2. (a) p = 0.002 boundary value-initial value curve. (b) Local enlargement.
Fig. 3. (a) p = 0.003 boundary value-initial value curve. (b) Local enlargement.
3.2. Method to impose the unknown initial condition
As was mentioned in the previous section, the solution to Eqs. (2) and (4) is to be obtained directly by the DQ-based
numerical integration scheme. However, the problem is a boundary value problem, thus the DQ-based time integration
scheme is not strictly applicable. Two initial conditions at ξ = 0 are required to obtain the solutions by using the direct
numerical integration. For the six cases, however, only one initial condition at ξ = 0, either ϕ(0) or dϕ(0)/dξ , is known.
Therefore, an appropriate way to impose the other initial condition is proposed.
To start with, assign the other initial condition a certain value. Usually this assigned value does not satisfy the real
constraint, therefore, the other initial condition is determined iteratively. With the two initial conditions, Eq. (2) can be
integrated by using the DQ-based numerical integration scheme. The integration proceeds for increasing the value of ξ until
ξ reaches 1. Check if the other boundary condition, either ϕ(1) or dϕ(1)/dξ , is satisfied. If the relative error between the
known value and calculated one is within a prescribed tolerance, the solution is obtained. Otherwise, change the value of
the other initial condition and repeat the process until the boundary condition at ξ = 1 is satisfied.
For illustration, take Case Iwithη = 0.001 as an example. The critical load is pcr = 0.002474 and the boundary conditions
are ϕ(0) = 0 and dϕ(1)/dξ = 0. Thus, one can assign 0 to the unknown dϕ(0)/dξ to start with the numerical integration.
Eq. (2) is then integrated step by step until ξ = 1. Check if |dϕ(1)/dξ | ≤ err , where err is a prescribed tolerance. If
|dϕ(1)/dξ | > err , then dϕ(0)/dξ is increased by∆, that is,
ϕ′(0)n+1 =

dϕ(0)
dξ

n+1
=

dϕ(0)
dξ

n
+∆. (31)
Since the direction of the buckling mode has no significant influence on the buckling load and post-buckling behavior,
thus one can assume∆ > 0.
Figs. 2 and 3 show the variations of dϕ(1)/dξ with dϕ(0)/dξ at two different applied loads. It is seen that for a given load,
the curve is continuous and smooth. When p = 0.002, lower than the buckling load, dϕ(1)/dξ increases with the increase
of dϕ(0)/dξ and is always greater than zero. However, when p = 0.003, higher than the buckling load, dϕ(1)/dξ has a zero
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point at non-zero dϕ(0)/dξ , which means that assigning this value to dϕ(0)/dξ as the other initial condition, the solution
obtained by numerical integration will satisfy the boundary condition at the other end, i.e., dϕ(1)/dξ = 0.
Physically, when p < pcr, the beam is in a pre-buckling situation. Thus, the beam will stay straight. If dϕ(0)/dξ is not 0,
an end bendingmoment at ξ = 1, i.e., EIdϕ(1)/ldξ , is needed tomake the beam a stable buckled shape. Therefore, dϕ(1)/dξ
is always positive, as is shown in Fig. 2.
When p > pcr, the beam is in a post-buckling situation. If dϕ(0)/dξ is not 0, it can still keep the buckled shape without
an end bending moment at ξ = 1. Thus, dϕ(1)/dξ = 0 when dϕ(0)/dξ ≠ 0. Denote dϕ(0)/dξ = ϕ′∗(ϕ′∗ ≠ 0)which makes
dϕ(1)/dξ equal to 0. When dϕ(0)/dξ < ϕ′∗, the deformation is smaller than the actual post-buckling mode, thus a negative
bending moment at ξ = 1, i.e., dϕ(1)/dξ < 0, is needed to keep the shape. When dϕ(0)/dξ > ϕ′∗, the deformation is larger
than the actual post-bucklingmode, thus a positive bendingmoment at ξ = 1, i.e., dϕ(1)/dξ > 0, is required. This is clearly
shown in Fig. 3. If two zero points exist at one given load, the post-buckling will have two buckling modes.
It is known that the critical load is the minimum compressive applied forces that can make the beam keep the bending
configuration. In other words, the critical force is the load that allows the stable configuration to transform from the straight
configuration to a bending configuration. To determine the critical load by the method of direct numerical integration for
the cases considered, the applied compressive load is gradually increased. The critical load is defined as the applied load
that makes the boundary condition at ξ = 1 (for Case III, ξ = 1/2) equal to 0 for the first time with the non-zero assumed
initial condition.
Since dϕ(1)/dξ, ϕ(1) or ϕ(1/2) are all continuous functions with the corresponding missing initial condition,
dϕ(0)/dξ = ∆ (or ϕ(0) = ∆ for Case II) can be used at the beginning to check if the applied load is the critical load to
increase the computational efficiency. Only the sign of dϕ(1)/dξ (or ϕ(1/2) for Case III, and ϕ(1) for Case IV) should be
checked. Denote pb and pa the applied loads before and after changing the sign of dϕ(1)/dξ (or ϕ(1/2) for Case III, and ϕ(1)
for Case IV). A more accurate critical load can be obtained by using the dichotomy in the domain of [pb, pa].
For the post-buckling analysis at a given load, the approximate initial value can be obtained by Eq. (31). Only the sign of
dϕ(1)/dξ (or ϕ(1/2) for Case III, and ϕ(1) for Case IV) should be checked. Denote ϕ′(0)n and ϕ′(0)n+1 (or ϕ(0)n and ϕ(0)n+1
for Case II) the approximate initial value before and after changing the sign of dϕ(1)/dξ (or ϕ(1/2) for Case III, and ϕ(1)
for Case IV). A more accurate initial value can be obtained by using the dichotomy in the domain of [ϕ′(0)n, ϕ′(0)n+1] (or
[ϕ(0)n, ϕ(0)n+1] for Case II). Thus, the accurate post-buckling behavior at a given load can be obtained by using theDQ-based
numerical integration scheme with the refined initial value.
3.3. Iterative scheme of coupled equations
Cases I–IV can be readily solved by using the procedures described in Section 3.2. For Case V and Case VI, Eqs. (2) and
(4) are coupled due to the existing transverse force R. In other words, u¯(1)/l, dϕ(0)/dξ and α are related to each other.
Therefore, an iterative scheme is required. It is experienced [4] that the convergence of the iteration may not be achieved,
especially under high applied loads. Therefore, accurate results are not available for Case V under the applied loads higher
than 1.067 times the critical load. Besides, Case VI has not been investigated in [4].
Through careful study, it is found that the key to overcome this difficulty is to find an appropriate value of α. Once α is
obtained, Eqs. (2) and (4) can be solved separately. Thus, the procedures for obtaining solutions to Case I–IV can be adopted.
For Case V, the relationship between transverse force R and the bending momentM at ξ = 0 can be written as:
R(l+ u¯(1)) = −M0 = EIϕ′(0). (32)
By the definition of α, one has
α = R
P
= EIϕ
′(0)
Pl

1+ u¯(1)l
 = dϕ(0)dξ
p
η

1+ u¯(1)l
 . (33)
From Eq. (33), it is seen that α is related to the initial value of ϕ′(0) and u¯(1)/l. Therefore, it is impossible to obtain α
directly. Since ϕ, u¯, andα are related to each other, it would not be easy to establish an absolute convergent iterative scheme
by using the Newton–Raphson method. In this paper, a simple method, called the method of direct iteration, is employed,
i.e.,
αn+1 =
dϕ(0)
dξ
p
η

1+ u¯αnl
 (34)
where u¯αnl stands for the value of u¯(1)/lwith α = αn.
To increase the rate of convergence, αn+1 is modified by
αn+1 = λαn + (1− λ)αtempn+1 , (35)
where αtempn+1 stands for the value of αn+1 computed by using Eq. (34) with α = αn, and λ ∈ [0, 1).
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Table 1
Critical loads pcr and Post-buckling maximum displacements of Case I with differentM(η = 0.001).
M pcr p/pcr = 1.0105 p/pcr = 1.2489
(w¯/l)max (u¯/l)max (w¯/l)max (u¯/l)max
5 0.0024734735 0.1822792340 −0.0232643524 0.6902894954 −0.3911731997
10 0.0024735283 0.1822796558 −0.0232643921 0.6902862886 −0.3911660926
15 0.0024735313 0.1822796737 −0.0232643938 0.6902861176 −0.3911657270
20 0.0024735318 0.1822797073 −0.0232644006 0.6902860969 −0.3911656680
50 0.0024735311 0.1822798096 −0.0232644084 0.6902860234 −0.3911653316
100 0.0024735317 0.1822796993 −0.0232643911 0.6902861291 −0.3911655580
M p/pcr = 1.5158 p/pcr = 2.5344
(w¯/l)max (u¯/l)max (w¯/l)max (u¯/l)max
5 0.7909075182 −0.6525064183 0.7506272039 −1.1102471252
10 0.7909009416 −0.6524831294 0.7506275906 −1.1101422026
15 0.7909005473 −0.6524818640 0.7506273356 −1.1101363989
20 0.7909005400 −0.6524817238 0.7506272839 −1.1101353867
50 0.7909004483 −0.6524811793 0.7506274942 −1.1101349560
100 0.7909005468 −0.6524814821 0.7506273845 −1.1101349574
For an iterative scheme, another important factor is the selection of the initial iterative value. For small deformation, one
has
u¯(1)
l
≈ − P
EA
= −p. (36)
Thus, Eq. (33) can be approximated by
α ≈
dϕ(0)
dξ
p
η
(1− p) . (37)
Once p and dϕ(0)/dξ are determined, the approximate value of α can be calculated by Eq. (37). Since p and dϕ(0)/dξ
can be determined by using procedures described in Section 3.2, therefore, the approximate value of α is always available at
each time step. Numerical results show that a satisfactory result can be obtained with such an approximate value of α as the
initial iterative value. It should be pointed out that the initial iterative value computed by using Eq. (37) is only valid when
the deformation is small. For the case of large deflection, it is better to set the convergence value of α under (dϕ(0)/dξ)n
as the initial iterative value of α for computing (dϕ(0)/dξ)n+1. This is based on the consideration of the fact of that the
increment∆ is usually small, thus α would not change much.
For Case VI, similar procedures as those for Case V can be followed. Unlike in Case V, Eq. (34) is now replaced by
αn+1 =
dϕ(0)
dξ
P
η

1+ u¯αnl
 = Klϕ(0)EI
p
η

1+ u¯αnl
 (38)
and Eq. (31) is replaced by
ϕ(0)n+1 = ϕ(0)n +∆. (39)
4. Results and discussions
FORTRAN programs are written. Six cases, including the five classical Euler buckling cases (η = 0.001) studied in
Ref. [4], are investigated numerically by using the proposed iterative DQ-based numerical integration scheme, i.e., Fung’s DQ
numerical integration scheme together with the proposed iteration method for determining the missing initial condition.
The effect of the integration interval, M , on the buckling and post-buckling behavior is investigated first. Case I with
η = 0.001 is considered. The prescribed tolerance for both the buckling load and the initial condition is set to 10−8, and
n = 3. Table 1 shows the critical loads and post-buckling behaviors at four applied loads with differentM . It is seen that the
accurate results can be obtained even under small M . For M = 20 and n = 3, there are a total of n × M + 1 = 61 nodes
which can describe the deflection of the beam accurately. Therefore, all results presented afterwards are obtained by using
the iterative DQ-based numerical integration scheme with M = 20 and n = 3. For verification and comparison purposes,
results, re-calculated by using the Fourth-order Runge–Kutta (R–K) method with M = 100 and by the method of multiple
scales (MS) [4], are also presented for Cases I–V.
Table 2 summarizes the pcr obtained by the R–K method and the iterative DQ-based numerical integration scheme
(termed DQ for simplicity), as well as the multiple-scale solutions for Cases I–V. As is expected, all three methods yield the
same accurate solutions. The corresponding (w¯/l)max and (u¯/l)max, obtained by the three methods, are listed in Table 3.
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Table 2
Critical loads pcr of five classical cases (η = 0.001).
Case I II III IV V
R–K 0.00247353 0.00996911 0.04117371 0.00996899 0.02061575
DQ 0.00247353 0.00996909 0.04117269 0.00996898 0.02061561
MS [4] 0.002474 0.009969 0.041174 0.009969 0.020615
Table 3
Post-buckling maximum displacements of five classical cases (η = 0.001).
Case I II III IV V
p/pcr 1.213 1.204 1.214 1.204 1.0672
w¯
l max
R–K 0.6609762 0.3261343 0.3312799 0.6524141 0.2481825
DQ 0.6609762 0.3262134 0.3312799 0.6524142 0.2481128
MS [4] 0.661 0.326 0.331 0.652 0.248
u¯
l max
R–K −0.3460867 −0.3432797 −0.3956054 −0.3432621 −0.2063821
DQ −0.3460867 −0.3432797 −0.3956055 −0.3433262 −0.2063770
MS [4] −0.346 −0.343 −0.396 −0.343 −0.206
Cpu time R–K 0.04 s 0.07 s 0.10 s 0.05 s 1.51 sDQ 0.03 s 0.05 s 0.11 s 0.06 s 1.47 s
Table 4
Post-buckling maximum displacements of Case I.
p/pcr 1.0105 1.2489 1.5158 2.5344
(u¯/l)max
DQ −0.023264 −0.438652 −0.652482 −1.110135
MS −0.023723 −0.481239 −0.756122 −1.500205
MS/DQ 1.020 1.097 1.159 1.351
(w¯/l)max
DQ 0.182279 0.716786 0.790901 0.750627
MS 0.183773 0.703414 0.763455 0.673080
MS/DQ 1.008 0.981 0.965 0.897
Table 5
Post-buckling maximum displacements of Case II.
p/pcr 1.2037 (1st mode) 5.0155 (1st mode) 5.0155 (2nd mode) 8.0249 (2nd mode)
(u¯/l)max
DQ −0.342882 −1.458954 0.396138 −0.977640
MS −0.366931 −2.381098 −0.427654 −1.297145
MS/DQ 1.070 1.632 −1.080 1.327
(w¯/l)max
DQ 0.326070 0.281024 0.165729 0.198593
MS 0.322666 0.229520 0.166397 0.201682
MS/DQ 0.990 0.817 1.004 1.016
Again, results agree very well with each other. Therefore, the correctness of the proposed method for determining the
missing initial condition and the written programs is verified. From Table 3 it is seen that the CPU time by the DQ method
is slightly higher than that by the R–K method. It should be pointed out that, however, for high applied load the CPU time
by the DQmethod is much lower than that by the R–K method. For example, when p/pcr = 2.4254 for Case V, the CPU time
of the R–K method is 8.17 s but the CPU time of the DQ method is only 5.51 s.
Fig. 4 shows the post-buckling deformations obtained by the DQ-based numerical integration scheme at four different
loads for Case I. For comparisons, results obtained by the method of multiple scales (MS) [4] are also included. Table 4 lists
the values of (u¯/l)max and (w¯/l)max for all four loads. It is seen that when the applied load is small and close to the critical
load, e.g., p/pcr = 1.0105, the results obtained by the two methods coincide each other. However, the difference between
the DQ data and the multiple scales solutions is getting larger with the increasing of the applied load. For p/pcr = 2.5344,
the difference is quite large. The main reason is that the rotation ϕ is no longer small enough, thus large error is introduced
in the multiple scales solution obtained based on the small rotation assumption. To obtain solution of Eqs. (2) and (4) by
using the multiple scales method, one assumed that cosϕ ≈ 1− ϕ2/2 and sinϕ ≈ ϕ − ϕ3/6.
The post-buckling deformations at four different loads for Case II, obtained by the DQ method and multiple scales
method [4], are shown in Fig. 5. Table 5 summarizes the values of (u¯/l)max and (w¯/l)max at four applied loads. Similar
conclusions as in Case I can be drawn based on the results shown in Fig. 5 and Table 5. It should be pointed out, however,
that the relative difference between the DQ data and the multiple scales solutions may be different as in Case I even
for the same applied load ratio (p/pcr). For example, when p/pcr equals to 5.0155, two post-buckling modes exist. The
maximum relative difference of (u¯/l)max and (w¯/l)max for the second mode is only 8% and 0.4% approximately, while the
maximum relative difference of (u¯/l)max and (w¯/l)max for the first mode increases to 63.2% and 18.3%. The main reason is
that the error introduced in themultiple scales solution depends on the deflection configuration, i.e., on the rotationϕ, since
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Fig. 4. Post-buckling configurations under different applied loads of Case I.
approximation, cosϕ ≈ 1−ϕ2/2 and sinϕ ≈ ϕ−ϕ3/6, is introduced in obtaining solutions to Eqs. (2) and (4) by themethod
of multiple scales. When p/pcr = 8.0249, the maximum cross-section rotation ϕ is 2.218 rad (127.08°), the small rotation
assumption is no longer valid. When ϕ = 2.218 rad, sinϕ = 0.7978 and cosϕ = −0.6030, while ϕ − ϕ3/6 = 0.3994 and
1− ϕ2/2 = −1.4598, the differences can be clearly seen in Fig. 6.
If the approximation, cosϕ ≈ 1− ϕ2/2 and sinϕ ≈ ϕ − ϕ3/6, are adopted, Eq. (2) can be re-written as
d2ϕ
dξ 2
+ p(1− p+ α
2p)
η
ϕ − αp(1− 4p)
2η
ϕ2 − p(1− 4p+ 4α
2p)
6η
ϕ3 = −αp(1− p)
η
. (40)
And Eq. (4) can be rewritten as
u¯
l
= −pξ + αp
 ξ
0
ϕdξ −

1− 2p
2
 ξ
0
ϕ2dξ − 2
3
αp
 ξ
0
ϕ3dξ . (41)
Eqs. (40) and (41) are the basic equations in applying the method of multiple scales. Solving Eqs. (40) and (41), instead of
Eqs. (2) and (4), under p/pcr = 8.0249 by using the DQ-based numerical integration scheme yields the result, marked by ‘‘DQ
(40)’’, shown in Fig. 5. The result is in between multiple scales and DQ solutions to Eqs. (2) and (4). The difference between
the multiple scales solution and results marked by ‘‘DQ (40)’’ is due to the approximation in obtaining the multiple scales
solutions, since only terms of order up to ε3 [4] are retained in obtain the solutions. To increase the accuracy of the multiple
scales solutions, more terms of higher order of ε should be retained when the applied load is high. It should be emphasized
that the multiple scales solutions are only valid for small rotations, thus one should always check if the assumption of small
rotations is held to use the multiple scales solutions.
The post-buckling deformations at two different loads for Case III, obtained by the DQ-based numerical integration
scheme and multiple scales (MS) method [4], are shown in Fig. 7. Table 6 lists the values of (u¯/l)max and (w¯/l)max for
comparisons. Similar to Case I and Case II, when the applied load is small and close to the critical load, the results obtained
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Fig. 5. Post-buckling configurations under different applied loads of Case II.
Fig. 6. Errors of small rotation assumption.
by both methods are close to each other. However, the difference between the DQ data and the multiple scales solutions is
quite large when the applied load is high enough, say, p/pcr = 2.3960.
Fig. 8 shows the post-buckling deformations at two different loads for Case IV, obtained by the DQ-based numerical
integration scheme and multiple scales (MS) method [4]. Table 7 lists the values of (u¯/l)max and (w¯/l)max for comparisons.
Based on the results shown in Fig. 8 and Table 7, similar conclusion to Cases I–III can be drawn.
The post-buckling deformations at p/pcr = 1.0672 for Case V, obtained by the DQ-based numerical integration scheme
and multiple scales (MS) method [4], are shown in Fig. 9. As is expected, the results are close to each other.
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Fig. 7. Post-buckling configurations under different applied loads of Case III.
Fig. 8. Post-buckling configurations under different applied loads of Case IV.
Fig. 9. Post-buckling configurations under different applied load of Case V.
For Case V, Eqs. (2) and (4) are coupled each other, thus difficult may arise in solving the two coupled equations.
It was reported [4] that convergent results could not be obtained by using the numerical integration at higher loads
(p/pcr > 1.0672). However, such a difficulty is not encountered by using the proposed DQ-based numerical integration
Z. Yuan, X. Wang / Computers and Mathematics with Applications 62 (2011) 4499–4513 4511
Fig. 10. Post-buckling configurations under high applied loads of Case V.
Fig. 11. Critical loads for η = 0.001, 0.002, 0.003 as a function of Kl/EI.
Table 6
Post-buckling maximum displacements of Case III.
p/pcr 1.1980 2.3960
(u¯/l)max
DQ −0.373979 −1.153557
MS −0.401458 −1.695053
MS/DQ 1.073 1.469
(w¯/l)max
DQ 0.323781 0.378073
MS 0.325026 0.389095
MS/DQ 1.004 1.029
Table 7
Post-buckling maximum displacements of Case IV.
p/pcr 1.2037 1.8056
(u¯/l)max
DQ −0.342865 −0.852806
MS −0.366931 −1.049832
MS/DQ 1.070 1.231
(w¯/l)max
DQ 0.652127 0.804298
MS 0.645333 0.767746
MS/DQ 0.990 0.955
scheme. Fig. 10 shows the DQ results at p/pcr = 1.9403 and 5.0000. Since the rotations are quite large, thus the multiple
scales solutions, not valid anymore, are not shown in Fig. 10 for comparisons. Table 8 lists the values of (u¯/l)max and (w¯/l)max.
For the reason mentioned before, the cited MS data are only for p/pcr = 1.0672.
The post-buckling behavior for Case VI is obtained by the DQ-based numerical integration scheme. Fig. 11 shows the
variations of critical loads with Kl/EI varying from 10−3 to 104 for cases of η = 0.001, 0.002, and 0.003. For the case of
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Fig. 12. Post-buckling configurations under different applied loads of Case VI.
Table 8
Post-buckling maximum displacements of Case V.
p/pcr 1.0672 1.9403 5.0000
(u¯/l)max
DQ −0.206376 −0.851970 −1.177549
MS −0.229783
MS/DQ 1.113
(w¯/l)max
DQ 0.248113 0.164701 0.174090
MS 0.253279
MS/DQ 1.021
Table 9
Critical loads under different Kl/EI (η = 0.001).
Kl/EI 0.001 0.01 1 5 10
pcr 0.00997101 0.00998937 0.01173587 0.01551758 0.01737822
Kl/EI 20 50 100 1000 10000
pcr 0.01876950 0.01981585 0.02020512 0.02057359 0.02061140
Table 10
Post-buckling maximum displacements of Case VI.
p/pcr 1.0672 1.2037
(u¯/l)max −0.179359 −0.511592
(w¯/l)max 0.244807 0.363873
η = 0.001, the critical loads at ten different values of Kl/EIare tabulated in Table 9 for reference. From Fig. 9, the tendency
of the critical loads changing with the rotational spring constant (Kl/EI) can be clearly seen. Comparing the results shown in
Tables 2 and 9 reveals that Case VI reduces to Case II when Kl/EI approaching to zero and to Case V when Kl/EI approaching
to infinity. This validates the formulations, solution strategy and written computer program.
The post-buckling deformations at p/pcr = 1.0672 and 1.2037 for Case VI, shown in Fig. 12, are obtained by the DQ-based
numerical integration scheme. η = 0.001 and Kl/EI = 5.0. From Fig. 11, it is seen that this case is in between Case II and
Case V. Table 10 lists the values of (u¯/l)max and (w¯/l)max at the two applied loads for references.
5. Conclusions
Based on the numerical results reported herein, one may conclude that the proposed iterative DQ-based numerical
integration scheme, i.e., Fung’s DQ numerical integrationmethod together with the proposedway to determine onemissing
initial condition, can be used to solve the post-buckling differential equations of extensible beam–columns correctly and
reliably. Six cases, including five classical Euler buckling cases, are analyzed. Since convergent results can always be obtained,
thus, the difficulty existing in the numerical integration scheme reported earlier [4] has been overcome. It is found that
for higher applied load, the DQ-based numerical integration scheme is more efficient than the Fourth-order Runge–Kutta
method. No difficulties have been encountered for obtaining the post-buckling behavior by using the iterative DQ-based
numerical integration scheme if multiple post-buckling modes exist.
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