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Notationen
Im zahlentheoretischen Kontext orientieren sich die Notationen in dieser Arbeit an dem
Buch [Bru¨95]. Die Bezeichnungen fu¨r die auftretenden Funktionenra¨ume und die zugeho¨rigen
Normen sind [AF03] entnommen. Notationen, die u¨ber mehrere Kapitel hinweg verwendet
werden, sind in der nachfolgenden Tabelle aufgelistet.
Notationstabelle
N natu¨rliche Zahlen {1, 2, 3, . . . }
Z ganze Zahlen
R reelle Zahlen
C komplexe Zahlen
O f = O(g) synonym mit ∃C : f ≤ C|g|.
o f = o(g) synomym mit f/g → 0
 synonym mit O
Θ Turingsches Thetasymbol → S. 22
O˜ f(x) = O˜(g(x)) synonym mit ∃N : f(x) = O(log(x)Ng(x))
Ω logische Negation von o
pi(x) Anzahl der Primzahlen ≤ x
pi∗(x) Riemannsche Primzahlza¨hlfunktion pi∗(x) =
∑
k>0
pi(x1/k)
k
θ, ψ Tschebyschow-Funktionen → S. 17
pi0, pi
∗
0 , ϑ0, ψ0 Normalisierungen (→ S. 19) der Funktionen pi, pi∗, ϑ und ψ
ψc,ε modifizierte Tschebyschow-Funktion → S. 21
pi∗c,ε modifizierte Riemannsche Primzahlza¨hlfunktion → S. 32
χA charakteristische Funktion der Menge A
χ∗A Normalisierung der charakteristischen Funktion,
d.h. χ∗A(x) =
1
2 fu¨r Randpunkte x von A
f±(x) limh↘0 f(x± h)
Br(x) je nach Kontext in R oder C: {y | |x− y| < r}
ζ Riemannsche Zetafunktion
Γ Gammafunktion
Ei Synonym mit Ei1
li Integrallogarithmus: li(x) = Ei(log(x))
Eik Exponentialintegrale → S. 38
Ik modifizierte Besselfunktion der 1. Art → S. 84
`c,ε Logan-Funktion → S. 20
ηc,ε Fourier-Transformierte von `c,ε → S. 21
λc,ε synonym mit `c,ε(i/2)
sgn Vorzeichenfunktion: sgn(0) = 0, sgn(±t) = ±1 fu¨r t > 0
∂U Rand der Menge U .
[x] gro¨ßte ganze Zahl ≤ x
{x} x− [x]
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Einleitung
Diese Arbeit ist dem Studium der Funktion
pi(x) = #{p | p ≤ x, p prim}
gewidmet. Der Primzahlsatz in seiner schwa¨chsten Form besagt, dass pi(x) fu¨r x → ∞
asymptotisch a¨quivalent zum Integrallogarithmus
li(x) = lim
ε↘0
(∫ 1−ε
0
+
∫ x
1+ε
) dt
log t
ist. Derertige Aussagen gewinnt man fu¨r gewo¨hnlich u¨ber das Studium der Nullstellen der
Riemannschen Zetafunktion, welche in <(s) > 1 durch
ζ(s) =
∞∑
n=1
n−s =
∏
p
(
1− p−s)−1
gegeben ist. So ist die schwache Form des Primzahlsatzes beispielsweise zum Nichtverschwin-
den von ζ(1 + it) fu¨r reelle t a¨quivalent. Sta¨rkere Versionen der Primzahlsatzes beruhen auf
Nullstellenfreien Gebieten links der Gerade <(s) = 1. Das sta¨rkste Resultat dieser Art
geht auf Vinogradov und Korobov zuru¨ck, die unabha¨ngig voneinander zeigten, dass die
nicht-trivialen Nullstellen ρ der Riemannschen Zetafunktion fu¨r geeignetes c > 0 und =(ρ)
genu¨gend groß die Abscha¨tzung
<(ρ) ≤ 1− c log log(=ρ)−1/3 log(=(ρ))−2/3
erfu¨llen [Vin58, Kor58]. Dies fu¨hrt zu Abscha¨tzungen der Form
|pi(x)− li(x)|  x exp
(
−η log(x)
3/5
log(log(x))1/5
)
fu¨r geeignetes η > 0.
Unter Annahme der Riemannschen Vermutung, nach welcher <(ρ) = 1/2 fu¨r alle Null-
stellen ρ gelten soll, lassen sich deutlich sta¨rkere Abscha¨tzung beweisen. Schoenfeld zeigte
unter dieser Annahme, dass
|pi(x)− li(x)| ≤ 1
8pi
√
x log(x) (1)
fu¨r genu¨gend große x gilt.
Die Riemannsche Vermutung la¨sst sich numerisch zumindest partiell verifizieren, indem
man einen Teil der Nullstellen berechnet und anschließend ihre Vollsta¨ndigkeit beweist (sie-
he z.B. [Bre79]). Die Liste derartiger Berechnungen ist lang und die umfangreichste ihrer
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Art umfasst die ersten 1013 Nullstellen [Gou04]. Es ist daher naheliegend, die Frage zu
stellen, wie sich aus der Kenntnis eines Teils der Nullstellen genauere Kenntnisse u¨ber die
Primzahlza¨hlfunktion gewinnen lassen, und darin besteht der Beitrag dieser Arbeit.
Wir beweisen zum einen einen partiellen Primzahlsatz, der besagt, dass die Gu¨ltigkeit
der Riemannschen Vermutung fu¨r alle Nullstellen mit Imagina¨ranteil in (0, T ) bereits die
Gu¨ltigkeit der Schoenfeldschen Schranke (1) fu¨r 25x/ log(x) < T 2 impliziert.
Ferner entwickeln wir einen effizienten analytischen Algorithmus zur Abscha¨tzung des
Restgliedes im Primzahlsatz. Dieser basiert auf einer Idee von J. Franke zur effizienten
multiplen Auswertung gewisser Summen u¨ber einen Teil der Nullstellen der Zetafunktion.
Fu¨r die Primzahlza¨hlfunktion ergeben sich daraus unter Verwendung der Nullstellen mit
Imagina¨rteil bis 1011 die Schranken
0 < li(x)− pi(x) <
√
x
log x
(
1.94 +
3.88
log x
+
27.57
log(x)2
)
fu¨r 108 ≤ x ≤ 1019. Im oberen Gu¨ltigkeitsbereich ist diese Abscha¨tzung etwa um einen
Faktor 35 sta¨rker als die Schoenfeldsche Schranke und sie zeigt insbesondere, dass die Skewes-
Zahl, die Stelle des ersten Vorzeichenwechsels von pi(x) − li(x) in [2,∞), von unten durch
1019 beschra¨nkt ist.
Desweiteren entwickeln wir eine neue Variante der analytischen Methode zur Berech-
nung der Primzahlza¨hlfunktion. Dies schließt an die Vorarbeiten in [FKBJ] an und wird zur
Berechnung von
pi(1025) = 176, 846, 309, 399, 143, 769, 411, 680
herangezogen. Wegen der starken Abha¨ngigkeit der Implementierung des Verfahrens von der
Vorga¨ngermethode ist diese Berechnung allerdings als ein gemeinsames Resultat der Autoren
in [FKBJ] anzusehen.
Als Hilfsmittel fu¨r die oben erwa¨hnten Abscha¨tzungen entwickeln wir zudem neue Schran-
ken fu¨r gewichtete Summen u¨ber Primzahlen, wie sie unter Anderem beim Studium der
Primzahlverteilung mittels der Weil-Barnerschen expliziten Formel auftreten. Das Resultat
verallgemeinert die wohlbekannte Brun-Titchmarsh-Ungleichung
pi(x+ y)− pi(x) ≤ 2 y
log(y)
.
Zum Aufbau der Arbeit ist das Folgende zu sagen. Das zweite Kapitel bildet die tech-
nische Grundlage: Die Weil-Barnersche explizite Formel wird vorgestellt, und wir definieren
eine modifizierte Tschebyschow- Funktion, die uns spa¨ter als Hilfsmittel zur Abscha¨tzung
der Primzahlza¨hlfunktion dient.
Das dritte Kapitel ist der analytischen Berechnung von pi(x) gewidmet. Wir entwickeln
eine modifizierte Primzahlza¨hlfunktion, die effizient u¨ber die Nullstellen der Zetafunktion
berechnet werden kann und deren Differenz zur Riemannschen Primzahlza¨hlfunktion im
Wesentlichen durch die Primzahlpotenzen in einer geeigneten Umgebung von x ausgedru¨ckt
werden kann.
Im vierten Kapitel studieren wir schwach gewichtete Summen u¨ber Primzahlen. Dabei
kommen vornehmlich elementare Siebmethoden zum Einsatz.
In Kapitel 5 stellen wir dann den Algorithmus zur effizienten Restgliedabscha¨tzung
von. Dieser wird nicht fu¨r die Primzahlza¨hlfunktion direkt, sondern fu¨r die Tschebyschow-
Funktion formuliert. Die Resultate werden im darauffolgenden Kapitel 6 auf die Prim-
zahlza¨hlfunktion u¨bertragen. Dieses beinhaltet auch den partiellen Primzahlsatz sowie eine
Erweiterung der Liste der Lo¨sungen von
Npi(x) = x
14
auf N ≤ 50. Diese waren bislang fu¨r N ≤ 26 bekannt.
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Kapitel 1
Explizite Formeln und die
Tschebyschow-Funktionen
Den Tschebyschow-Funktionen
ϑ(x) =
∑
p≤x
log p und ψ(x) =
∞∑
k=1
ϑ(x1/k) (1.1)
kommt in der analytischen Zahlentheorie eine zentrale Bedeutung zu. Sie sind u¨ber partielle
Summation mit der Primzahlza¨hlfunktion pi(x) =
∑
p≤x 1 und der Riemannschen Prim-
zahlza¨hlfunktion
pi∗(x) =
∞∑
k=1
pi(x1/k)
k
verbunden, was es ermo¨glicht, Aussagen u¨ber die Primzahlza¨hlfunktionen in Aussagen u¨ber
die Tschebyschow-Funktionen zu u¨bersetzen. So ist beispielsweise der Primzahlsatz, nach
welchem pi(x) ∼ li(x) fu¨r x → ∞ gilt, zu ϑ(x) ∼ x a¨quivalent. Der Gewinn solcher
U¨bersetzungen liegt in der einfacheren analytischen Natur der Funktion ψ(x). Denn die-
se, oder genauer gesagt ihre Normalisierung
ψ0(x) =
1
2
lim
h→0
(
ψ(x+ h) + ψ(x− h)),
ist u¨ber die Mellin-Transformation mit der meromorphen Funktion ζ
′
ζ verbunden, wa¨hrend
die Riemannsche Primzahlza¨hlfunktion auf diesem Wege zu einem Logarithmus der Zeta-
funktion korrespondiert.
Die Funktion ψ0(x) ist u¨ber die von Mangoldtsche explizite Formel
ψ0(x) = x−
∑∗
ρ
xρ
ρ
− log(2pi)− 1
2
log(1− x−2) (1.2)
mit den Nullstellen der Zetafunktion verbunden [vM95]. Somit ha¨ngt die Gro¨ße des Rest-
glieds ψ(x) − x maßgeblich von der Nullstellenverteilung der Zetafunktion ab. Die direkte
Anwendung dieser Formel gestaltet sich aber ha¨ufig als schwierig, da die auftretende Summe
u¨ber Nullstellen nur langsam und nicht absolut konvergiert.
In diesem Kapitel fu¨hren wir eine stetige Approximation der Tschebyschow-Funktion
ein, fu¨r welche eine zu (1.2) a¨hnliche explizite Formel existiert. Der Wert der modifizierten
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Tschebyschow-Funktion an der Stelle x unterscheidet sich dabei von ψ(x) durch einen Bei-
trag der Primzahlpotenzen in einer Umgebung variabler Gro¨ße von x. Dafu¨r ist die Summe
u¨ber Nullstellen in der expliziten Formel sehr viel leichter handhabbar. Diese modifizierte
Tschebyschow-Funktion dient in den folgenden Kapiteln sowohl als Grundlage fu¨r theoreti-
sche Betrachtungen als auch fu¨r numerische Abscha¨tzungen des Restglieds im Primzahlsatz.
Die Konstruktion der modifizierten Tschebyschow-Funktion basiert auf der Weil-Barner-
schen expliziten Formel, einer Verallgemeinerung klassischer expliziter Formeln in funktio-
nalanalytischer Sprache.
1.1 Die Weil-Barnersche explizite Formel
Die Weilsche explizite Formel ist eine Verallgemeinerung klassischer expliziter Formeln wie
der Riemannschen oder von-Mangoldtschen expliziten Formel und ihrer Analoga auf Rest-
klassen oder im Zahlko¨rperfall [Wei52]. Der Zusammenhang des Euler- und des Weierstraß-
Produkts wird dort durch eine Identita¨t von Funktionalen auf einem Raum geeigneter Test-
funktionen ausgedru¨ckt. Die Weilsche explizite Formel wurde spa¨ter von Barner in eine etwas
handhabbarere Form u¨berfu¨hrt [Bar81], die wir hier verwenden.
Im Fall der Riemannschen Zetafunktion sind die Funktionale durch
ws(gˆ) =
∑∗
ρ
gˆ
(ρ
i
− 1
2i
)
− gˆ
( i
2
)
− gˆ
(
− i
2
)
, (1.3)
wf (g) = −
∑
pm
log p
pm/2
(
g(m log p) + g(−m log p)) (1.4)
und
w∞(g) =
(Γ′
Γ
(1
4
)
− log pi
)
g(0)−
∫ ∞
0
g(t) + g(−t)− 2g(0)
1− e−2t e
−t/2 dt (1.5)
gegeben. Dabei bezeichnet gˆ die Fourier-Transformierte von g, die hier als
gˆ(ξ) =
∫ ∞
−∞
g(t)eiξt dt
definiert ist, und die Summe in (1.3) la¨uft u¨ber alle nicht-trivialen Nullstellen der Zetafunk-
tion, wobei die Nullstellen gema¨ß ihrer Vielfachheit auftreten und die Summe als
lim
T→∞
∑
|=ρ|<T
gˆ
(ρ
i
− 1
2i
)
(1.6)
zu berechnen ist.
Die Weil-Barnersche explizite Formel ist dann durch
ws(gˆ) = wf (g) + w∞(g) (1.7)
gegeben und gilt fu¨r alle g in der Barner-Klasse. Diese umfasst alle Funktionen g : R → C,
die den folgenden Bedingungen genu¨gen:
(B1) Es gibt ein a > 12 derart, dass die Funktion e
a|t|g(t) Lebesgue-integrierbar und von
beschra¨nkter Variation ist.
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(B2) Die Funktion g ist normalisiert, d.h. fu¨r alle t ∈ R gilt
g(t) =
1
2
lim
h→0
(
g(t+ h) + g(t− h)).
(B3) Es existiert ein ε > 0 derart, dass
2g(0) = g(t) + g(−t) +O(|t|ε)
gilt.
Barner stellt in [Bar81] die sta¨rke Bedingung, dass (B3) mit ε = 1 gelten soll. Die Ab-
schwa¨chung zu ε > 0 geht auf Lang zuru¨ck [Lan94].
Es sei noch erwa¨hnt, dass fu¨r Funktionen g der Barner-Klasse die Fourier-Inversionsfor-
mel
g(t) =
1
2pi
∫ ∞
−∞
gˆ(ξ)e−itξ dξ
punktweise gilt (siehe z.B. [Lan93, Theorem 2.5]).
1.1.1 Die von Mangoldtsche explizite Formel
Die Riemannsche explizite Formel folgt mit etwas Mu¨he aus der Weil-Barnerschen (sie-
he [BFJK13]) und es wird gerne darauf verwiesen, dass die von Mangoldt-Formel (1.2)
leicht durch Anwendung der Weil-Barner-Formel auf die Normalisierung der Testfunktion
χ[0,log x](t)e
t/2 folgt. Letzteres bedarf aber dennoch einiger Rechenschritte, und da wir diese
Rechnungen spa¨ter ohnehin beno¨tigen werden, bietet es sich an, den Beweis an dieser Stelle
einmal auszufu¨hren.
Satz 1.1. Sei x > 1. Dann gilt
ψ0(x) = x−
∑∗
ρ
xρ
ρ
− log(2pi)− 1
2
log(1− x−2).
Beweis. Sei gx(t) = χ
∗
[0,log x](t)e
t/2. Dann gilt
gˆx(ξ) =
e
1
2+iξ
1
2 + iξ
,
und somit haben wir
ws(gˆx) =
∑∗
ρ
xρ − 1
ρ
+ 1− x− log(x).
Bekanntlich konvergiert die Summe der Reziproken der Nullstellen, und wir haben∑∗
ρ
1
ρ
= 1 +
1
2
(
γ − log(4pi)
)
(1.8)
[Edw74, S. 67]. Offenbar gilt
wf (gx) = −ψ(x),
und es verbleibt somit lediglich die Betrachtung von
w∞(gx) =
1
2
Γ′
Γ
(1
4
)
− 1
2
log pi −
∫ log x
0
1− e−t/2
1− e−2t dt+
∫ ∞
log x
e−t/2
1− e−2t dt.
19
Hier nutzen wir die Integraldarstellung
1
2
Γ′
Γ
(1
4
)
=
∫ ∞
0
e−2t
2t
− e
−t/2
1− e−2t dt, (1.9)
die Tatsache, dass fu¨r das Exponentialintegral
E1(y) =
∫ ∞
y
e−t
t
dt = −γ − log y +O(y)
fu¨r y ↘ 0 gilt [Olv97, S. 40], wobei γ die Eulersche Konstante bezeichnet, sowie die Gleichung
−
∫ log x
0
1− e−t/2
1− e−2t dt = − log x+
∫ log x
0
e−t/2 − e−2t
1− e−2t dt (1.10)
und erhalten
w∞(gx) = − log x− 1
2
log pi +
∫ log x
0
e−2t
2t
− e
−2t
1− e−2t dt+
∫ ∞
log x
e−2t
2t
dt
= − log x− 1
2
log pi − 1
2
log(1− x−2) + 1
2
lim
δ↘0
(
E1(2δ) + log(1− e−2δ)
)
= − log x− 1
2
log pi − 1
2
log(1− x−2)− γ
2
.
1.2 Eine modifizierte Tschebyschow-Funktion
Im Kontext der Weil-Barner-Formel zeigt sich die Unstetigkeit der Testfunktion als Ursache
fu¨r das schlechte Konvergenzverhalten der Summe u¨ber Nullstellen. Es ist also naheliegend,
die Testfunktion in einer Umgebung von log x durch eine stetige Approximation zu ersetzen.
Dabei kann man sich zu Nutze machen, dass fu¨r g(t) = et/2 und jeden Kern K
g ∗K(t) =
∫ ∞
−∞
K(y)g(t− y) dy = g(t)Kˆ(−i/2)
gilt, sofern das Fourier-Integral konvergiert. Liegt der Tra¨ger von K dann in [−ε, ε], so
unterscheidet sich gx ∗K nur in einer ε-Umgebung von 0 und log x von Kˆ(−i/2)gx und der
Kern wirkt durch
ĝx ∗K(ξ) = gˆx(ξ)Kˆ(ξ)
konvergenzbeschleunigend.
Die Wahl des Kernes fiel dabei, wie schon bei der Berechnung der Primzahlza¨hlfunktion
in [FKBJ], auf die Fourier-Transformierte der Loganschen Funktion
`c,ε(ξ) =
c
sinh c
sinh
(√
c2 − (ξε)2)√
c2 − (ξε)2 . (1.11)
Man beachte, dass `c,ε(ξ) nicht von der Wahl der Wurzel
√
c2 − (ξε)2 abha¨ngt, sofern diese
in Za¨hler und Nenner gleich gewa¨hlt wird. Die Logansche Funktion minimiert unter allen
Funktionen h mit h(0) = 1 und supp hˆ ⊂ [−ε, ε] das Funktional∫
|t|≥ cε
|h(t)|
|t| dt
20
[Log88]. Somit kommt die Faltung von gx mit `c,ε einem Abschneiden der Summe u¨ber
Nullstellen bei |=(ρ)| = cε nahe, wobei der Parameter c die Gro¨ße des abgeschnittenen
Restglieds kontrolliert.
Sei also
ηc,ε(t) = ˆ`c,ε(t) = χ
∗
[−ε,ε](t)
c
2 sinh(c)
I0
(
c
√
1− (t/ε)2), (1.12)
λc,ε = `c,ε(i/2) der Eigenwert zu g unter Faltung mit ηc,ε und
gx,c,ε(t) =
1
λc,ε
gx ∗ ηc,ε.
Dann definieren wir die modifizierte Tschebyschow-Funktion zu den Parametern c und
ε durch
ψc,ε(x) = −wf (gx,c,ε). (1.13)
Da ηc,ε nicht-negativ ist und außerhalb von [−ε, ε] verschwindet, erhalten wir nach dem
bisher Gesagten unmittelbar den folgenden Satz.
Satz 1.2. Sei ε < log 2 und
M (ψ)x,c,ε(t) =
log t
λc,ε
[
χ∗[x,exp(ε)x](t)
∫ ε
log(t/x)
ηc,ε(τ)e
−τ/2 dτ
− χ∗[exp(−ε)x,x](t)
∫ log(t/x)
−ε
ηc,ε(τ)e
−τ/2 dτ
]
. (1.14)
Dann gilt
ψ(x) = ψc,ε(x)−
∑
e−εx<pm<eεx
1
m
M (ψ)x,c,ε(p
m). (1.15)
Ferner gelten fu¨r jedes α > 0 die Ungleichungen
ψ(e−αεx) ≤ ψc,ε(x)−
∑
e−εx<pm≤e−αεx
1
m
M (ψ)x,c,ε(p
m) (1.16)
und
ψ(eαεx) ≥ ψc,ε(x)−
∑
eαεx≤pm<eεx
1
m
M (ψ)x,c,ε(p
m). (1.17)
Beweis. Wegen ε < log 2 gilt gx,c,ε(t) = e
t/2 fu¨r t ∈ [log 2, log x − ε]. Ferner verschwindet
gx,c,ε(t) fu¨r t > log x+ ε und t ≤ − log 2. Die behauptete Identita¨t in (1.15) folgt nun aus
λc,ε gx,c,ε(y) = e
y
2
∫ ε
y−log x
ηc,ε(τ)e
− τ2 dτ
= λc,εe
y
2 −
∫ y−log x
−ε
ηc,ε(τ)e
− τ2 dτ.
Die Ungleichungen folgen leicht aus der Positivita¨t (bzw. Negativita¨t) von M
(ψ)
x,c,ε in
(x, exp(ε)x) (bzw. (exp(−ε)x, x)) und dem Verschwinden von M (ψ)x,c,ε außerhalb von
[exp(−ε)x, exp(ε)x].
Insbesondere liefert ψc,ε(x) somit eine untere bzw. obere Abscha¨tzung fu¨r ψ(e
±εx). Diese
kann durch geschicktes Abscha¨tzen der Summen in (1.16) und (1.17) unter Verwendung von
Siebmethoden noch einmal deutlich verbessert werden, was Gegenstand des 3. Kapitels sein
wird.
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1.2.1 Die explizite Formel fu¨r ψc,ε
Die Weil-Barnersche Formel liefert eine zu (1.2) a¨hnliche explizite Formel fu¨r ψc,ε, von der
wir eine approximative Variante beweisen. Hierzu fu¨hren wir die Turingsche Θ-Notation ein:
Definition 1.1. Fu¨r Funktionen f, g : U → C sagen wir, dass
f(t) = Θ(g(t))
fu¨r t ∈ U gilt, falls fu¨r alle derartige t
|f(t)| ≤ g(t)
gilt.
Theorem 1.1. Sei 0 < ε < 110 und sei log(x) >
2
|log ε| . Sei ferner
C = −γ
2
− 1− 1
2
log pi
und
ac,ε(ρ) =
1
λc,ε
`c,ε
(ρ
i
− 1
2i
)
.
Dann gilt
ψc,ε(x) = x−
∑∗
ρ
ac,ε(ρ)
xρ − 1
ρ
+ C − 1
2
log(1− x−2) + Θ(8ε|log ε|). (1.18)
Beweis. Sei
∆ =
1
λc,ε
fx ∗ ηc,ε − fx.
Dann gilt offenbar
ψc,ε(x) = − 1
λc,ε
ws( ̂fx ∗ ηc,ε) + w∞(fx) + w∞(∆).
Da
1
λc,ε
ws( ̂fx ∗ ηc,ε) = 1− x− log(x) +
∑∗
ρ
ac,ε(ρ)
xρ − 1
ρ
gilt und w∞(fx) aus dem Beweis von Satz 1.1 bereits bekannt ist, genu¨gt zum Beweis des
Satzes der Nachweis von
|w∞(∆)| ≤ 8ε|log ε|. (1.19)
Hierzu nutzen wir das folgende Lemma.
Lemma 1.1. Seien ε und x wie in der Formulierung des Satzes. Dann verschwindet ∆(t)
fu¨r t /∈ Bε(0) ∪Bε(log x). Ferner gilt
∆(t) + ∆(−t) = 2∆(0) + Θ(2t) fu¨r 0 ≤ t ≤ ε, (1.20)
|∆(0)| ≤ ε, (1.21)
sowie
|∆(t)| ≤ 1
2
eε/2
√
x fu¨r |t− log(x)| ≤ ε. (1.22)
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Beweis des Lemmas. Die Aussage u¨ber das Verschwinden von ∆ außerhalb von Bε(0) ∪
Bε(log x) ist nach dem bisher Gesagten klar.
Fu¨r das Weitere benutzen wir die großzu¨gige Abscha¨tzung
et+τ = et + Θ(2|τ |). (1.23)
Aus
et/2 =
1
λc,ε
∫ ε
−ε
ηc,ε(τ)e
t−τ
2 dτ
erhalten wir mit
∆(0) =
1
2λc,ε
∫ ε
0
ηc,ε(τ)
(
eτ/2 − e−τ/2) dτ = Θ(ε) (1.24)
die Ungleichung (1.21) und zum Beweis von (1.20) nutzen wir
∆(t) + ∆(−t) = 1
λc,ε
∫ ε
t
ηc,ε(τ)
(
e
τ−t
2 − e t−τ2 ) dτ
=
1
λc,ε
∫ ε
t
ηc,ε(τ)
(
eτ/2 − e−τ/2) dτ + Θ(t)
=
1
λc,ε
∫ ε
0
ηc,ε(τ)
(
eτ/2 − e−τ/2) dτ + Θ(2t).
Die verbleibende Ungleichung (1.22) entnimmt man unschwer der wegen log x > 2ε in
Bε(log x) gu¨ltigen Gleichung
∆(t) =
χ(log x,∞)(t)
λc,ε
∫ ε
t−log x
ηc,ε(τ)e
t−τ
2 dτ − χ(0,log x)(t)
λc,ε
∫ t−log x
−ε
ηc,ε(τ)e
t−τ
2 dτ.
Zum Beweis von (1.19) unterteilen wir nun das Integral in w∞(∆) wie folgt:∫ ∞
0
∆(t) + ∆(−t)− 2∆(0)
1− e−2t e
−t/2 dt =
∫ ε
0
∆(t) + ∆(−t)− 2∆(0)
1− e−2t e
−t/2 dt
− 2
∫ ∞
ε
∆(0)
1− e−2t e
−t/2 dt+
∫
Bε(log x)
∆(t)
1− e−2t e
−t/2 dt (1.25)
Da die Abbildung t 7→ 1−exp(−2t)t in (0,∞) monoton fa¨llt, gilt fu¨r 0 ≤ t ≤ 1/10 die
Ungleichung
1− e−2t ≥ 1.8 t (1.26)
und somit erhalten wir fu¨r das erste Integral auf der rechten Seite von (1.25), unter Ausnut-
zung von (1.20), die Abscha¨tzung∫ ε
0
|∆(t) + ∆(−t)− 2∆(0)|
1− e−2t e
−t/2 dt ≤
∫ ε
0
2t
1.8 t
dt ≤ 1.2 ε.
Fu¨r das zweite Integral nutzen wir (1.21), sowie die Tatsache, dass |log ε| ≥ 2.3 fu¨r ε < 110
gilt, und erhalten
2|∆(0)|
∫ ∞
ε
e−t/2
1− e−t dt ≤ 2|∆(0)|
∣∣∣∣log eε/2 − 1eε/2 + 1
∣∣∣∣ ≤ 2 ε ∣∣∣log ε2 · 2.1 ∣∣∣ ≤ 3.4 ε |log ε|.
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Es verbleibt die Abscha¨tzung des dritten Integrals. Analog zu (1.26) erhalten wir unter
Ausnutzung von log x ≥ 2|log ε| die fu¨r t ∈ Bε(log x) gu¨ltige Abscha¨tzung
1− e−2t ≥ 1− exp(2ε− 2 log x) ≥ 1− exp
(
− 4|log ε|
)
≥ 2|log ε| .
Aus dieser folgt zusammen mit (1.22) die Schranke∫
Bε(log x)
|∆(t)|
1− e−2t e
−t/2 dt ≤ 1
2
eε/2
√
x
eε/2√
x
∫
Bε(log x)
dt
1− e−2t ≤ ε |log ε|.
Der Gaußsche Digamma-Satz [AAR99, Theorem 1.2.7] liefert noch
Γ′
Γ
(1
4
)
= −γ − pi
2
− 3 log 2
und somit ∣∣∣∣Γ′Γ (14)− log pi
∣∣∣∣ ≤ 5.4. (1.27)
Insgesamt erhalten wir also
|w∞(∆)| ≤ ε(5.4 + 1.2 + (3.4 + 1)|log ε|) ≤ 8 ε |log ε|.
1.2.2 Abschneiden der Summe u¨ber Nullstellen
Der natu¨rliche Punkt fu¨r das Abschneiden der Summe u¨ber Nullstellen in (1.18) ist cε , da
die Logansche Funktion `c,ε bis zu diesem Punkt schnell fa¨llt und anschließend zu oszillieren
beginnt und nur noch langsam abklingt. Fu¨r Betrachtungen ohne Annahme der Riemann-
schen Vermutung kann es aber sinnvoll sein, den Abschneidepunkt weiter zu senken, wenn
die Riemannsche Vermutung zumindest fu¨r Nullstellen mit einem Imagina¨rteil bis cε bekannt
ist.
Satz 1.3. Sei x > 1, ε ≤ 10−3 und c ≥ 3. Dann gilt
∑∗
|=(ρ)|> cε
∣∣∣∣ac,ε(ρ)xρρ
∣∣∣∣ ≤ 0.32 xhsinh(c)e0.71√cε log(3c) log( cε), (1.28)
wobei unter Annahme der Riemannschen Vermutung h = 12 gewa¨hlt werden kann und an-
sonsten h = 1 zu setzen ist.
Sei ferner a ∈ (0, 1) derart, dass a cε ≥ 103 gilt. Falls die Riemannsche Vermutung fu¨r
alle Nullstellen mit Imagina¨rteil in (0, cε ] gilt, so haben wir∑∗
ac
ε <|=(ρ)|≤ cε
∣∣∣∣ac,ε(ρ)xρρ
∣∣∣∣ ≤ 1 + 11cεpica2 log( cε)cosh(c
√
1− a2)
sinh(c)
√
x. (1.29)
Zum Beweis des Satzes beno¨tigen wir zwei Lemmata. Das erste ist eine Verbesserung der
Rechnungen in [FKBJ].
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Lemma 1.2. Sei 0 < ε < 10−3 und sei c ≥ 3. Dann gilt∑∗
|=(ρ)|> cε
∣∣`c,ε(ρi − 12i)∣∣
|=(ρ)| ≤ 0.32
e0.71
√
cε
sinh(c)
log(3c) log
( c
ε
)
. (1.30)
Beweis. Sei z = x + iy mit |y| ≤ ε2 . Wir zeigen zuna¨chst, dass fu¨r die Logansche Funktion
fu¨r |x| ≥ c und |y| ≤ ε2 die Ungleichung
|`c,1(z)| ≤ c
sinh(c)
e0.71
√
cε min
{
1,
1
|x| − c
}
(1.31)
gilt. Offenbar ko¨nnen wir uns dabei auf den Fall x, y ≥ 0 beschra¨nken. Wir untersuchen
zuna¨chst den Quotienten
sin(
√
z2 − c2)√
z2 − c2 .
Es gilt einerseits ∣∣∣∣ sin(w)w
∣∣∣∣ ≤ 12
∣∣∣∣∫ 1−1 eiwt dt
∣∣∣∣ ≤ e|=(w)| (1.32)
und andererseits ∣∣∣∣ sin(w)w
∣∣∣∣ ≤ e|=(w)||w| . (1.33)
Wir haben also
∣∣=(√z2 − c2)∣∣ abzuscha¨tzen. Dazu zeigen wir zuna¨chst fu¨r beliebige y > 0,
dass die Abbildung x 7→ =(√z2 − c2) in (0,∞) monoton fallend ist, wenn wir die in (0,∞)×
i(0,∞) holomorphe Wurzel mit positivem Imagina¨rteil wa¨hlen. Diese ist gerade durch den
Hauptzweig des Logarithmus gegeben. Sei also y > 0 und es gelte (a+ ib)2 = z2 − c2, sowie
b > 0. Dann erfu¨llen a, b, x und y die Gleichung
x2y2
b2
− b2 = x2 − y2 − c2. (1.34)
Somit strebt b fu¨r x → 0 gegen
√
y2 + c2 > y und fu¨r x → ∞ gegen y. Ferner ist b
als Funktion von x reell-analytisch und das Vorliegen eines lokalen Maximums in (0,∞)
implizierte b2 = y2, im Widerspruch zu (1.34).
Wir erhalten daher fu¨r x ≥ c und 0 ≤ y ≤ ε2 die Abscha¨tzung
0 ≤ =(√z2 − c2) ≤ =(√(c+ iy)2 − c2) = √|2ciy − y2| sin(pi
4
+
1
2
arctan
( y
2c
))
≤
√
(2c+ ε)y sin
(pi
4
+
1
1200
)
≤ 0.71
√
2cy, (1.35)
wobei die fu¨r t ≥ 0 gu¨ltige Ungleichung arctan(t) ≤ t sowie die Monotonie des Sinus in [0, pi2 ]
benutzt wurde. Hieraus folgt zusammen mit (1.32) die Abscha¨tzung
|`c,1(z)| ≤ e
0.71
√
cε
sinh c
fu¨r x ≥ c.
Sein nun x ≥ c+ 1. Dann gilt wegen y2 ≤ 2c offenbar∣∣∣√z2 − c2∣∣∣2 ≥ ∣∣<(z2 − c2)∣∣ = (x− c)2 + 2c(x− c)− y2 ≥ (x− c)2 (1.36)
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und somit erhalten wir mit (1.33) den zweiten Teil,
|`c,1(z)| ≤ c
sinh(c)
e0.71
√
cε 1
|x| − c ,
der Ungleichung (1.31).
Als na¨chstes beno¨tigen wir eine Abscha¨tzung der Nullstellenza¨hlfunktion N(t), deren
Wert die Summe der Vielfachheiten der Nullstellen der Riemannschen Zetafunktion mit
Imagina¨rteil in (0, t] ist. Dazu nutzen wir das Rossersche Resultat, nach welchem
N(T ) =
T
2pi
log
T
2pi
− T
2pi
+
7
8
+ Θ(0.137 log T + 0.443 log log T + 1.588). (1.37)
fu¨r T ≥ 2 gilt (siehe [Ros41, Seite 223]). Es sind zwar inzwischen bessere Abscha¨tzungen
fu¨r das Restglied bekannt, aber die Auswirkung auf die Abscha¨tzung der betrachteten Sum-
me u¨ber Nullstellen ist a¨ußerst gering, weshalb sich eine konservative Wahl empfiehlt. Wir
nutzen sogar das schwa¨chere Resultat
N(T ) =
T
2pi
log
T
2pie
+ Θ(0.82 log T ) (1.38)
fu¨r T ≥ 100, welches unmittelbar aus (1.37) folgt.
Wir wollen zuna¨chst den Beitrag der Nullstellen mit Imagina¨rteil in ( cε ,
c+1
ε ] abscha¨tzen.
Sei dazu T ≥ 100 und M ≥ 0. Dann erhalten wir aus (1.38), unter Verwendung der fu¨r
a, b > 0 gu¨ltigen Ungleichung log(a+ b) ≤ log(a) + ba , die Abscha¨tzung
N(T +M)−N(T ) = T +M
2pi
log
T +M
2pi
− T
2pi
log
T
2pi
− M
2pi
+ Θ(1.64 log(T +M))
=
M
2pi
log
T +M
2pi
+
T
2pi
log
T +M
T
− M
2pi
+ Θ
(
1.64 log(T +M)
)
<
M
2pi
log
T +M
2pi
+ log(T +M) <
M + 18
2pi
log
T +M
2pi
.
Sei nun
f(z) =
sinh(c)
c
e−0.71
√
cε`c,ε(z).
Aus (1.31) und der vorangegangenen Abscha¨tzung, angewandt mit T = cε und M =
1
ε
erhalten wir somit∑
ρ
c
ε<=(ρ)≤ c+1ε
∣∣f(ρi − 12i)∣∣
|=(ρ)| ≤
ε
c
ε−1 + 18
2pi
log
c+ 1
2piε
≤ 0.16
c
log
c
piε
. (1.39)
Den Beitrag der Nullstellen mit Imagina¨rteil > c+1ε scha¨tzen wir u¨ber ein Riemann-
Stieltjes-Integral ab:∑
ρ
=(ρ)> c+1ε
∣∣f(ρi − 12i)∣∣
|=(ρ)| ≤ −
∫ ∞
c+1
ε
N(t)
d
dt
(
1
t(εt− c)
)
dt− ε
c+ 1
N
(c+ 1
ε
)
≤ −
∫ ∞
c+1
ε
N(t)
d
dt
(
1
t(εt− c)
)
dt− 1
2pi
log
c+ 1
2piεe
+ Θ
(
0.82
ε
c
log
c+ 1
ε
)
. (1.40)
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Wir nutzen (1.38), um das Integral auf der vorletzten Zeile von (1.40) weiter abzuscha¨t-
zen. Der Hauptterm t2pi log
t
2pie liefert den Beitrag
− 1
2pi
∫ ∞
c+1
ε
t log
t
2pie
d
dt
(
1
t(εt− c)
)
dt =
1
2pi
log
c+ 1
2piεe
+
1
2pi
∫ ∞
c+1
ε
log( t2pi )
t(εt− c) dt,
wobei der erste Term auf der rechten Seite den zweiten Term auf der vorletzten Zeile von
(1.40) weghebt. Das Integral ko¨nnen wir weiter abscha¨tzen zu
1
2pi
∫ ∞
c+1
ε
log t2pi
t(εt− c) dt =
1
2pi
∫ ∞
1
log( t+c2piε )
(t+ c)t
dt
≤ 1
2pi
( log( cpiε )
c
∫ c
1
dt
t
+
∫ ∞
c
log( t+c2piε )
t2
dt
)
=
1
2pic
log
( c
piε
) · log c+ log 2c2pi
2pic
+
1
2pi
∫ ∞
c
dt
t(t+ c)
≤ 1
2pic
(
log
( c
piε
) · log c+ log c
pi
+ 1
)
≤ 0.16
c
log(c) log
c
ε
. (1.41)
Fu¨r die Abscha¨tzung des Beitrags des Restterms zum Integral in der zweiten Zeile von
(1.40) nutzen wir
−
∫ ∞
c+1
ε
log t
d
dt
(
1
t(εt− c)
)
dt = ε
∫ ∞
1
log t+cε
(t+ c)2t
dt+ ε
∫ ∞
1
log t+cε
(t+ c)t2
dt
≤ 2ε
∫ ∞
1
log t+cε
(t+ c)t2
= 2ε
∫ ∞
1
log(t+ c)− log ε
(t+ c)t2
≤ 2ε
∫ ∞
1
dt
t2
− 2ε log ε
∫ ∞
1
dt
t3
= 2ε− ε log ε ≤ ε log c
ε
.
Der besagte Beitrag ist also durch ε log cε beschra¨nkt und man sieht unschwer, dass der
Θ-Term auf der rechten Seite von (1.40) durch 2ε log cε beschra¨nkt ist. Da die Nullstellen
mit positivem Imagina¨rteil u¨ber die Abbildung ρ 7→ 1 − ρ in Bijektion mit den Nullstellen
mit negativem Imagina¨rteil stehen, erhalten wir also aus (1.39) und (1.40) mit den obigen
Abscha¨tzungen
∑
ρ
|=(ρ)|> cε
∣∣f(ρi − 12i)∣∣
|=(ρ)| ≤
2
c
[
0.16 log
c
ε
+ 0.16 log
( c
ε
)
log(c) + 3ε log
( c
ε
)]
≤ 0.32
c
log(3c) log
c
ε
,
woraus sich die behauptete Ungleichung ergibt.
Lemma 1.3. Seien c, ε > 0 und sei a ∈ (0, 1), so dass acε ≥ 103 gilt. Dann haben wir
∑
ac
ε <|=(ρ)|≤ cε
`c,ε(=(ρ))
|=(ρ)| ≤
1 + 11 · cε
pica2
log
( c
ε
)cosh(c√1− a2)
sinh(c)
. (1.42)
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Beweis. Sei
N˜(t) =
t
2pi
log
t
2pie
+
7
8
und R(t) = N(t)− N˜(t),
wobei N wieder die Nullstellenza¨hlfunktion bezeichnet. Dann erhalten wir aus (1.37) die
Schranke
R(t) = Θ(0.5 log t) (1.43)
fu¨r t ≥ 103.
Die Nullstellen mit positivem bzw. negativem Imagina¨rteil tragen jeweils die Ha¨lfte zur
betrachteten Summe bei, weshalb wir uns, wie schon im vorangegangenen Lemma, auf die Be-
trachtung der Summe u¨ber die Nullstellen mit positivem Imagina¨rteil beschra¨nken ko¨nnen.
Offenbar haben wir∑
a cε<=(ρ)≤ cε
`c,ε(=(ρ))
=(ρ) =
∫ c
ε
a cε
lc(εt)
t
d(N˜(t) +R(t))
=
1
2pi
∫ c
ε
a cε
`c,1(εt) log
t
2pi
dt
t
+
∫ c
ε
a cε
`c,1(εt)
t
dR(t). (1.44)
Wir scha¨tzen zuna¨chst das erste Integral in der letzten Zeile von (1.44) ab. Dazu nutzen
wir die im Integrationsbereich gu¨ltige Abscha¨tzung
0 <
1
t
log
t
2pi
≤ ε
2
(ac)2
log
( c
2piε
)
t.
Mit der Substitution u =
√
c2 − (εt)2 erhalten wir dann
0 <
1
2pi
∫ c
ε
a cε
`c,1(εt) log
t
2pi
dt
t
≤ 1
2pi(ac)2
log
( c
2piε
) c
sinh(c)
∫ c√1−a2
0
sinh(u) du
≤ 1
2pica2
log
( c
2piε
)cosh(c√1− a2)
sinh(c)
. (1.45)
Fu¨r das zweite Integral in der letzten Zeile von (1.44) haben wir∣∣∣∣∣
∫ c
ε
a cε
`c,1(εt)
t
dR(t)
∣∣∣∣∣ =
∣∣∣∣∣
[
`c,1(εt)
t
R(t)
] c
ε
a cε
−
∫ c
ε
a cε
d
dt
(`c,1(εt)
t
)
R(t) dt
∣∣∣∣∣
≤ ε
ac
`c,1(a c) log
( c
ε
)
− 0.5
∫ c
ε
a cε
d
dt
(`c,1(εt)
t
)
log(t) dt
≤ 1.5 ε
ac
`c,1(ac) log
( c
ε
)
+ 0.5
∫ c
ε
a cε
`c,1(ε t)
t2
dt
≤ 1.6 ε
ac
`c,1(ac) log
( c
ε
)
. (1.46)
Dabei wurde in der zweiten Zeile benutzt, dass `c,ε(t)/t im Integrationsbereich monoton fa¨llt
und in der letzten Zeile, dass log( cε ) ≥ 6 gilt. Da die Funktion t 7→ t cosh tsinh t in [0,∞) monoton
wa¨chst, haben wir
c
√
1− a2 cosh(c
√
1− a2)
sinh(c
√
1− a2) ≥ 1
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und ko¨nnen somit (1.46) weiter abscha¨tzen zu
1.6
εc
ac
log
( c
ε
)cosh(c√1− a2)
sinh(c)
.
Zusammen mit (1.45) erhalten wir also die Abscha¨tzung
1
2pica2
log
( c
2piε
)
+ 1.6
εc
ac
log
( c
ε
)
≤ 1
2
1 + 11 c ε
pica2
log
( c
ε
)
,
was gerade der Ha¨lfte der behaupteten Schranke fu¨r die gesamte Summe entspricht.
Beweis von Satz 1.3. Da ∣∣∣∣ac,ε(ρ)xρρ
∣∣∣∣ ≤
∣∣`c,ε(ρi − 12i )∣∣xh
|=(ρ)|
gilt, folgt Satz 1.3 unmittelbar aus den vorangegangenen Lemmata.
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Kapitel 2
Analytische Berechnung der
Primzahlza¨hlfunktion
Die Konstruktion der modifizierten Tschebyschow-Funktion aus dem vorherigen Kapitel la¨sst
sich auch auf die Riemannsche Primzahlza¨hlfunktion pi∗(x) u¨bertragen und liefert dann eine
Variante der analytischen Methode zur Berechnung von pi(x) [LO87]. Die urspru¨ngliche ana-
lytische Methode basiert auf der numerischen Berechnung einer Modifikation der bekannten
Integraldarstellung
pi∗0(x) =
1
2pii
∫ c+i∞
c−i∞
log ζ(s)
xs
s
ds, (2.1)
wobei log ζ(s) die holomorphe Ausdehnung des reellen Logarithmus von ζ(σ) in die Halb-
ebene <(s) > 1 bezeichnet.
Inzwischen sind Varianten dieser Methode bekannt, die stattdessen auf der Auswertung
einer Summe u¨ber die Nullstellen der Zetafunktion basieren [FKBJ, Pla], was zu einer kleine-
ren Konstante in der Laufzeit fu¨hrt. Die im Folgenden beschriebene Methode vereinheitlicht
die beiden Methoden in [FKBJ], die ebenfalls den Logan-Kern verwenden. Sie ist dabei all-
gemeiner anwendbar als die Erste und simpler als die Zweite, die aus der Notwendigkeit
heraus konstruiert wurde, den minimalen Bedarf an Nullstellen zu senken.
Die Methode in [Pla] basiert auf der Arbeit von Galway [Gal04], der zur Konvergenzbe-
schleunigung den Gauß-Kern verwendet. Das Ergebnis scheint aber nicht besser zu sein als
jenes, welches der Logan-Kern liefert, und der Logan-Kern hat den Vorzug, die Summe u¨ber
Nullstellen scharf abzuschneiden und bandbreitenbeschra¨nkt zu sein, was auf eine endliche
Korrektursumme u¨ber Primzahlpotenzen fu¨hrt.
Die im Folgenden beschriebene Methode wurde, basierend auf den Vorarbeiten mit J.
Franke, Th. Kleinjung und A. Jost, implementiert und zur Berechnung von
pi(1025) = 176, 846, 309, 399, 143, 769, 411, 680
verwendet, was derzeit der gro¨ßte bekannte Wert an einer Zehnerpotenz ist. Ferner wurde
mit dieser Methode auch nach der Berechnung in [Pla] ein zweites Mal der Wert
pi(1024) = 18, 435, 599, 767, 349, 200, 867, 866
ohne Annahme der Riemannschen Vermutung besta¨tigt.
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2.1 Eine modifizierte Primzahlza¨hlfunktion
Bei der U¨bertragung der Konstruktionsmethode fu¨r die modifizierte Tschebyschow-Funktion
aus dem vorangegangenen Kapitel auf die Riemannsche Primzahlza¨hlfunktion treten zwei
zusa¨tzliche Probleme auf, die die Lage technisch etwas schwieriger machen. Zum Ersten ist
die Herleitung der Riemannschen expliziten Formel aus der Weil-Barner-Formel, die formal
durch Anwendung der Weil-Barner-Formel auf die Testfunktion χ∗(−∞,log x)(t)
et/2
t folgt, tech-
nisch anspruchsvoller als die der von Mangoldtschen expliziten Formel. Und zum Zweiten
ist die Funktion e
t/2
t keine Eigenfunktion der Faltung mit dem Logan-Kern mehr.
Das zweite Problem la¨sst sich teilweise durch eine Modifikation der Testfunktion behe-
ben (im Gegensatz zur Modifikation des Kerns in [FKBJ]). Wir definieren zuna¨chst einige
Hilfsfunktionen. Sei
fk(t) =
et/2
tk
, (2.2)
sei Ac,ε = −`′′c,ε(0)/2, und fu¨r |t| > ε sei
φx,c,ε(t) =
1
λc,ε
(
χ(−∞,log x] ·
(
f1 +Ac,ε
(
f2 − 2f3
)))
∗ ηc,ε(t). (2.3)
Dann definieren wir fu¨r ε < log 2 die modifizierte Primzahlza¨hlfunktion durch
pi∗c,ε(x) = −wf (φx,c,ε) =
∑
pm
1
m
Φx,c,ε(p
m), (2.4)
wobei wir
Φx,c,ε(t) =
log t√
t
φx,c,ε(log t) (2.5)
setzen.
Im Gegensatz zur modifizierten Tschebyschow-Funktion sind wir nun in der Situati-
on, wo φx,c,ε und f1 auf [log 2, log x − ε] nicht mehr u¨bereinstimmen; der Korrekturterm
Ac,ε(f2 − 2f3) verkleinert lediglich ihre Differenz. Folglich ist die Differenz pi∗(x) − pi∗c,ε(x)
nicht mehr alleine eine Funktion der Primzahlpotenzen mit Logarithmus in Bε(log x), son-
dern ha¨ngt auch von den Primzahlpotenzen ≤ e−εx ab. Dieser Beitrag stellt sich aber als
vernachla¨ssigbar heraus.
Um die Fehlerabscha¨tzungen etwas zu vereinfachen, beschra¨nken wir gelegentlich den
Parameterbereich durch
1
2
log x ≤ c ≤ 2 log x (2.6)
und
x−2/3 ≤ ε ≤ x−1/3. (2.7)
Fu¨r die Berechnung von pic,ε(x) ist dies praktisch keine Einschra¨nkung. Denn die untere
Schranke fu¨r c ist sogar unter Annahme der Riemannschen Vermutung notwendig, um pic,ε(x)
exakt zu berechnen, und die obere Schranke ist immer noch groß genug, um den Fehler
 xη−1 fu¨r jedes η > 0 zu halten. Der Bereich fu¨r ε ist ebenfalls recht weit gefasst und
erlaubt auch Anwendungen, in denen die Nullstellen bis x2/3 zur Berechnung von pic,ε(x)
herangezogen werden. Dies wa¨re zwar fu¨r einzelne Auswertungen ineffizient, aber es ist
durchaus interessant, wenn pi∗c,ε(x) fu¨r viele Werte von x gleichzeitig ausgewertet werden
soll.
Wir untersuchen zuna¨chst die Differenz pi∗(x)− pi∗c,ε(x).
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Satz 2.1. Sei x > 1010, x−2/3 < ε < x−1/3, sei 12 log x < c < 2 log x und sei
M (pi)x,c,ε(t) =
1
λc,ε
[
µc,ε
(
log tx
)
+
( 1
log t
− 1
2
)(
µc,ε
(
log tx
)
log tx − νc,ε
(
log tx
))]
Dann gilt
pi∗c,ε(x) = pi
∗(x) +
∑
e−εx<pm<eεx
1
m
M (pi)x,c,ε(p
m) + Θ
(
0.82
ε3x
log(εx)2
)
. (2.8)
Wir beweisen zuna¨chst einige Lemmata.
Lemma 2.1. Sei ε ≤ 0.001, c ≥ 1 und sei |t| ≥ log 2. Dann gilt
φ∞,c,ε(t) = f1(t) + Θ
(
39
ε4
c2
f2(t)
)
.
Beweis. Sei t ∈ R, |t| ≥ log 2 und sei
gk(τ) = e
−τ/2
( t2
(t− τ)k − t
2−k
)
.
Dann haben wir
fk ∗ ηc,ε(t) =
∫ ε
−ε
ηc,ε(τ)
e
t−τ
2
(t− τ)k dτ = λc,εfk(t) + f2(t)
∫ ε
−ε
ηc,ε(τ)gk(τ) dτ. (2.9)
Hieraus erhalten wir das behauptete Resultat durch Abscha¨tzen des Integrals auf der rech-
ten Seite mittels Taylor-Approximation. Dazu verwenden wir die aus der Fourier-Analysis
bekannte Beziehung
`(n)c,ε (0) = i
n
∫ ε
ε
ηc,ε(τ)τ
n dτ. (2.10)
Da ηc,ε eine gerade Funktion ist, genu¨gt dabei die Betrachtung der ungeraden Terme in
der Taylor-Entwicklung von gk im Nullpunkt. Offenbar gilt gk(0) = 0, und fu¨r die zweite
Ableitung bekommen wir
g′′k (τ) = e
−τ/2
[
− t
2−k
4
+
1
4
t2
(t− τ)k −
ktk+1
(t− τ)2 +
k(k + 1)t2
(t− τ)k+2
]
.
Daru¨ber hinaus beno¨tigen wir fu¨r k = 1 noch die vierte Ableitung. Diese berechnet sich zu
g
(4)
1 (τ) = e
−τ/2
[ 1
16
tτ
t− τ −
1
2
t2
(t− τ)2 +
3t2
(t− τ)3 −
12t2
(t− τ)4 +
24t2
(t− τ)5
]
.
Nun gilt fu¨r |τ | ≤ ε ≤ 0.001 die Abscha¨tzung∣∣∣∣ tt− τ
∣∣∣∣ ≤ log 2log 2− 0.001 ≤ 1.002,
und folglich erhalten wir
|g′′k (τ)| ≤ 1.002k+2e0.0005
[ 1
2 log(2)k−2
+
k
log(2)k−1
+
k(k + 1)
log(2)k
]
≤
{
16.1 k = 2,
43.5 k = 3,
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sowie∣∣∣g(4)1 (τ)∣∣∣ ≤ 1.0025 · e0.0005[ 1160.001 + 12 + 3log(2) + 12log(2)2 + 24log(2)3 ] ≤ 103.
Damit bekommen wir also die Abscha¨tzungen
g1(τ) = α1τ +
τ
2
( 2
t2
− 1
t
)
+ β1τ
3 + Θ(4.3τ4),
g2(τ) = α2τ + Θ(8.1τ
2),
und
g3(τ) = α3τ + Θ(21.8τ
2)
fu¨r passende αk und passendes β1. Hieraus erhalten wir mit (2.10)∣∣∣∣∫ ε−ε ηc,ε(τ)gk(τ) dτ
∣∣∣∣ ≤
{
8.1
∣∣l′′c,ε(0)∣∣ k = 2,
21.8
∣∣l′′c,ε(0)∣∣ k = 3, (2.11)
und ∫ ε
−ε
ηc,ε(τ)g1(τ) dτ = −
l′′c,ε(0)
2
( 2
t2
− 1
t
)
+ Θ(4.3 `(4)c,ε(0)). (2.12)
Es verbleibt die Abscha¨tzung von `′′c,ε(0) und `
(4)
c,ε(0). Fu¨r c ≥ 1 gilt
0 ≤ cosh(c)
sinh(c)
− 1
c
= 1 +
e−c
sinh(c)
− 1
c
≤ 1 + 1
c
( e−1
sinh(1)
− 1
)
≤ 1.
Ferner folgt aus (2.10) unmittelbar, dass l′′c,ε(0) < 0 und l
(4)
c,ε (0) > 0 gilt. Folglich erhalten
wir
0 < −`′′c,ε(0) =
ε2
c
(cosh(c)
sinh(c)
− 1
c
)
≤ ε
2
c
(2.13)
und
0 < `(4)c,ε(0) =
9ε4
c2
( 1
c2
− cosh(c)
c sinh(c)
+
1
3
)
≤ 3ε
4
c2
.
Dies, zusammen mit (2.11) und (2.12) (unter Beru¨cksichtigung von λc,ε > 1), liefert wie
behauptet
φ∞,c,ε(t) =
1
λc,ε
(
f1 +Ac,ε(f2 − 2f3)
) ∗ ηc,ε(t)
= f1(t)
[
1 + Θ
(
4.3
3ε4
tc2
)
+Ac,εΘ
(
(8.1 + 43.6)
ε2
tc
)]
= f1(t)
[
1 + Θ
(
39
ε4
tc2
)]
.
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Lemma 2.2. Sei x ≥ 1010, ε ≤ 0.001 und c ≥ 1. Mit der Bezeichnung y = t − log(x)
definieren wir
m(pi)x,c,ε(t) =
et/2
λc,εt
[
µc,ε(y) +
(1
2
− 1
t
)(
y µc,ε(y)− νc,ε(y)
)]
. (2.14)
Dann gilt
φx,c,ε(t) = χ
∗
[2ε,log x](t)φ∞,c,ε(t) +m
(pi)
x,c,ε(t) + Θ
(
0.1e−ε/2
ε2
√
x
c log(eεx)
)
(2.15)
fu¨r |t− log x| ≤ ε.
Beweis. Seien t, ε und y wie in der Formulierung des Lemmas. Dann haben wir
(χ[2ε,log x]fk) ∗ ηc,ε(t) = χ∗[log x,∞)(t)
∫ ε
y
ηc,ε(τ)fk(t− τ) dτ
+ χ∗[2ε,log x](t)
[
fk ∗ ηc,ε(t)−
∫ y
−ε
ηc,ε(τ)fk(t− τ) dτ
]
. (2.16)
Fu¨r t ∈ Bε(log x) gilt
0 < fk(t) ≤ fk(log(x) + ε) ≤ eε/2
√
x
log(x)k
.
Zusammen mit∫ ε
0
ηc,ε(τ) dτ =
∫ 0
−ε
ηc,ε(τ) dτ =
1
2
∫ ε
−ε
ηc,ε(τ) dτ =
1
2
`c,ε(0) =
1
2
erhalten wir somit aus (2.16)
(χ[2ε,log x]fk) ∗ ηc,ε(t) = χ∗[2ε,log x](t)
(
fk ∗ ηc,ε
)
(t) + Θ
( eε/2√x
2 log(x)2
)
. (2.17)
Fu¨r k = 1 verbessern wir diese Abscha¨tzung noch etwas. Durch eine einfache Rechnung
erha¨lt man unter den Voraussetzungen des Lemmas (wir haben t > 23)
e
t−τ
2
t− τ = f1(t)
(
1 + τ
(1
t
− 1
2
)
+ Θ(0.15τ2)
)
fu¨r |τ | ≤ ε. Wir behandeln zuna¨chst den Fall y > 0. In diesem Fall erhalten wir unter
Verwendung von (2.10) und (2.13) die Abscha¨tzung∫ ε
y
ηc,ε(τ)f1(t− τ) dτ = e
t
2
t
∫ ε
y
ηc,ε(τ)(1 + τ(
1
t − 12 ) + Θ(0.15τ2)) dτ
=
e
t
2
t
(
µc,ε(y) + (
1
t − 12 )
∫ ε
y
ηc,ε(τ)τ dτ + Θ
(
0.15
ε2
c
))
=
e
t
2
t
(
µc,ε(y) + (
1
t − 12 )(yµc,ε(y)− νc,ε(y)) + Θ
(
0.075
ε2
c
))
fu¨r das erste Integral in (2.16).
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Fu¨r y < 0 zeigt eine a¨hnliche Rechnung, dass∫ y
−ε
ηc,ε(τ)f1(t− τ) dτ = −f1(t)
(
µc,ε(y) + (
1
t − 12 )(yµc,ε(y)− νc,ε(y)) + Θ
(
0.075
ε2
c
))
gilt. Der Fall y = 0 ergibt sich aus den beiden Abscha¨tzungen durch Grenzu¨bergang, da µc,ε
und νc,ε normalisiert sind. Da ferner
eε/2
√
x
log x
[
0.075
ε2
c
+Ac,ε
( 1
log(x)
+
2
log(x)2
)]
≤ 0.1e−ε/2 ε
2
√
x
c log(eεx)
gilt, folgt die Aussage des Lemmas aus (2.16) und den obigen Abscha¨tzungen.
Beweis von Satz 2.1. Wir bemerken zuna¨chst, dass unter den geforderten Bedingungen an
x, c und ε die Ungleichungen ε < 0.0005 und c > 10 gelten, so dass die Voraussetzungen
von Lemma 2.1 und 2.2 erfu¨llt sind.
Sei nun I = [e−εx, eεx] das Siebintervall. Aus Lemma 2.2 erhalten wir die Zerlegung
pi∗c,ε(x) =
∑
pm
log p
pm/2
φx,c,ε(m log x)
=
∑
pm
log p
pm/2
(
χ∗[2ε,log x]φ∞,c,ε
)
(m log p)
+
∑
pm∈I
log p
pm/2
(
m(pi)x,c,ε(m log p) + Θ
(
0.1
e−ε/2ε2
√
x
c log(eεx)
))
. (2.18)
Die Summe in der zweiten Zeile von (2.18) gleicht
pi∗(x) +
∑
pm
log p
pm/2
χ∗[2ε,log x](φ∞,c,ε − f1)(m log p). (2.19)
Wir ko¨nnen die hierin auftretende Summe mit Lemma 2.1 unter Verwendung von c ≥
log(εx)/2 und
∑
pm≤x
1
m2 log(p) ≤ x durch∑
pm≤x
log p
pm/2
|(φ∞,c,ε − f1)(m log p)| ≤ 39ε
4
c2
∑
pm≤x
1
m2 log(p)
(2.20)
≤ 39ε
4
c2
x ≤ 0.08 ε
3x
log(εx)2
abscha¨tzen. Die Schranke x fu¨r die Summe auf der rechten Seite von (2.20) ist dabei nicht
ganz trivial, ergibt sich aber leicht aus der Tatsache, dass nur der erste Summand gro¨ßer als
1 ist und die Summe fu¨r x = 5 den Wert 3.695 · · · < 5 annimt.
Fu¨r die Summe in der dritten Zeile von (2.18) nutzen wir die fu¨r pm ∈ I gu¨ltige Unglei-
chung
log p
pm
≤ eε/2 log(e
εx)√
x
und erhalten den Beitrag ∑
pm∈I
1
m
M (pi)x,c,ε(p
m) + Θ
(
0.1
ε2
c
∑
pm∈I
1
m
)
. (2.21)
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Es verbleibt die Abscha¨tzung des Θ-Terms. Wir behandeln zuna¨chst den Beitrag der
Primzahlen. Fu¨r diese erhalten wir mit der Brun-Titchmarsh-Ungleichung aus [MV73],
pi(x+ y)− pi(x) < 2 y
log(y)
fu¨r y > 1,
die Abscha¨tzung
0.1
ε2
c
∑
p∈I
1 ≤ 0.1ε
2
c
4.01εx
log(εx)
≤ 0.802 ε
3x
log(εx)2
. (2.22)
Fu¨r die ho¨heren Primzahlpotenzen nutzen wir das folgende Lemma.
Lemma 2.3. Sei x ≥ 100, ε ≤ 1100 und sei I = [e−εx, eεx]. Dann gilt∑
pm∈I
m>1
1
m
≤ 4.01ε√x+ log log(2x2).
Beweis. Sei 0 < 2Y < X. Durch Taylor-Entwicklung erhalten wir fu¨r m > 1 die Unglei-
chungskette
(X − Y )1/m ≥ X1/m − Y
m
X1/m−1 − Y
2
2m
(
1− 1
m
)
(X − Y )1/m−2 ≥ X1/m − 2Y
m
X1/m−1.
Folglich haben wir
#{p | pm ∈ [X,X − Y ]} ≤ X1/m − (X − Y )1/m + 1
≤ 2Y
m
X1/m−1 + 1. (2.23)
Fu¨r X = eεx, Y = 2 sinh(ε)x und m ≥ 2 ist dies offenbar durch
4.01
m
√
x+ 1
beschra¨nkt und somit erhalten wir wie behauptet die Abscha¨tzung
∑
pm∈I
m≥2
1
m
≤
∫ 2 log(2x)
1
4.01ε
√
x
t2
+
1
t
dt ≤ 4.01ε√x+ log log(2x2).
Wegen x1/3 ≤ εx ≤ x2/3 liefert Lemma 2.3 die Abscha¨tzung∑
pm∈I
m≥2
1
m
≤ εx
log(εx)
(
4.01
log(εx)√
x
+
log log(2x2) log(εx)
εx
)
≤ 0.03 εx
log(εx)
.
Zusammen mit (2.22) impliziert dies, dass der Θ-Term in (2.21) durch
0.81
ε3x
log(εx)2
, (2.24)
beschra¨nkt ist, wobei wieder 2c ≥ log(εx) benutzt wurde. Die Behauptung des Satzes folgt
nun wegen 0.08 + 0.81 < 0.82 aus (2.21) und (2.24).
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2.1.1 Die explizite Formel fu¨r pi∗c,ε
Die modifizierte Primzahlza¨hlfunktion pi∗c,ε(x) erfu¨llt eine zur Riemannschen expliziten For-
mel,
pi∗0(x) = li(x)−
∑∗
ρ
Ei(ρ log(x))− log(2) +
∫ ∞
x
dt
t log(t)(t2 − 1)
[Rie59, vM95], a¨hnliche explizite Formel. In diesem Abschnitt beweisen wir eine fu¨r Berech-
nungen hinreichende approximative Variante der expliziten Formel fu¨r pi∗c,ε(x). Wir definieren
dazu zuna¨chst die folgenden Hilfsfunktionen.
Definition 2.1. Fu¨r z ∈ C mit <(z) > 0 bezeichne γ+(z) den Polygonzug (−∞ + i, i, z)
und es bezeichne γ−(z) den Polygonzug (−∞− i,−i, z). Dann definieren wir
Eik(z) =
1
2
(∫
γ+(z)
+
∫
γ−(z)
) eu
uk
du. (2.25)
Die explizite Formel ist dann wie folgt gegeben.
Theorem 2.1. Sei x > 30000, c ≥ 1, 0 < ε ≤ 0.01 und sei
Ψx,c,ε(ρ) = λ
−1
c,ε
(
Ei1(ρ log x) +Ac,ε
(
ρEi2(ρ log x)− 2ρ2 Ei3(ρ log x)
))
`c,ε
(
ρ
i − 12i
)
.
Dann gilt
pi∗c,ε(x) = li(x) +
Ac,ε x
log(x)2
−
∑∗
ρ
Ψx,c,ε(ρ)− log(2) +
∫ ∞
x
dt
t log t(t2 − 1) + Θ(50ε). (2.26)
Beweis. Fu¨r 0 < δ < 1/x definieren wir die Hilfsfunktionen
fδ,x = χ
∗
(log δ,log x)f1 und gδ,x = χ
∗
(log δ,log x)(f2 − 2f3),
fk wie in (2.2), sowie
Fδ,x(t) =
1
2
(fδ,x(t) + fδ,x(−t)) und Gδ,x(t) = 1
2
(gδ,x(t) + gδ,x(−t)).
Wir beweisen den Satz durch Anwendung der Weil-Barnerschen expliziten Formel (1.7)
auf die Testfunktion
Hδ,x,c,ε = λ
−1
c,ε(Fδ,x +Ac,εGδ,x) ∗ ηc,ε
und den Grenzu¨bergang δ ↘ 0. Angewandt auf die Testfunktion Fδ,x alleine ergibt dies
gerade die Riemannsche explizite Formel, wie in [BFJK13] gezeigt, und wir bedienen uns im
weiteren Verlauf der folgenden Resultate aus dieser Arbeit:
lim
δ↘0
(
ws(F̂δ,x)− log |log δ|
)
=
∑∗
ρ
Ei1(ρ log x)− li(x)− log log x, (2.27)
lim
δ↘0
(
wf (Fδ,x)− log |log δ|
)
= γ − pi∗(x) (2.28)
und
lim
δ↘0
w∞(Fδ,x) =
∫ ∞
x
dt
t log t(t2 − 1) − γ − log 2, (2.29)
was Bestandteil der Lemmata 3.3, 3.4 und 3.5 in [BFJK13] ist.
Wir beginnen nun mit der Betrachtung von ws(Ĥδ,x,c,ε).
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Lemma 2.4. Sei x > 30000. Dann gilt
lim
δ↘0
(
ws(Ĥδ,x,c,ε)− log |log δ|
)
= − li(x)− log log(x)−Ac,ε x
log(x)2
+
∑∗
ρ
Ψx,c,ε(ρ) + Θ
(
3.2Ac,ε
log x
)
. (2.30)
Beweis. Fu¨r |t| ≤ log x gilt offenbar
Fδ,x(t) =
sinh(t/2)
t
und Gδ,x(t) =
1
t2
(
cosh(t/2)− 2sinh(t/2)
t
)
.
Somit sind Fδ,x und Gδ,x auf R beschra¨nkt und ihre Fourier-Integrale F̂δ,x und Ĝδ,x konver-
gieren in |=(ξ)| < 12 fu¨r δ → 0 jeweils punktweise gegen F̂0,x und Ĝ0,x .
Wir berechnen ws in der Form
ws(Ĥδ,x,c,ε) = λ
−1
c,ε
(
ws( ̂Fδ,x ∗ ηc,ε) +Ac,εws( ̂Gδ,x ∗ ηc,ε)
)
. (2.31)
Dazu vergewissern wir uns zuna¨chst, dass ws in beiden Fa¨llen mit dem Limes δ → 0 ver-
tauscht. Wir zeigen dies exemplarisch fu¨r ̂Fδ,x ∗ ηc,ε. Die U¨berlegungen dazu lassen sich eins
zu eins auf den Fall ̂Gδ,x ∗ ηc,ε u¨bertragen.
Da die nicht-trivialen Nullstellen der Zetafunktion Realteil in (0, 1) und nicht-verschwin-
denden Imagina¨rteil haben, genu¨gt es dazu, die Funktion ̂Fδ,x ∗ ηc,ε fu¨r |=(ξ)| < 1/2 und
|<(ξ)| > 0 abzuscha¨tzen. Da Fδ,x ∗ ηc,ε reellwertig ist, ko¨nnen wir uns dabei sogar auf den
Fall <(ξ) > 0 beschra¨nken.
Wir haben
̂Fδ,x ∗ ηc,ε = F̂δ,x · η̂c,ε = F̂δ,x · `c,ε.
Die Logansche Funktion `c,ε erfu¨llt in dem betrachteten Gebiet offensichtlich die Abscha¨t-
zung
|`c,ε(ξ)|  1<(ξ) ,
und die Fourier-Transformierte von Fδ,x ist dort durch
F̂δ,x(ξ) =
∫ log x
− log x
eiξt
sinh(t/2)
t
dt−
∫ − log δ
log x
e(−1/2+iξ)t + e(−1/2−iξ)t
t
dt (2.32)
gegeben. Hier scha¨tzen wir die beiden Integrale auf der rechten Seite separat ab. Fu¨r das
erste Integral bekommen wir∫ log x
− log x
eiξt
sinh(t/2)
t
dt =
[
eiξt sinh(t/2)
iξt
]log x
− log x
− 1
iξ
∫ log x
− log x
eiξt
(
sinh(t/2)
t
)′
dt = O
( 1
<(ξ)
)
.
Da∫ − log δ
log x
e(±iξ−1/2)t
t
dt =
[
e(±iξ−1/2)t
(±iξ − 12 )t
]− log δ
log x
+
1
±iξ − 1/2
∫ − log δ
log x
e(±iξ−
1
2 )t
t2
dt = O
( 1
<(ξ)
)
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gleichma¨ßig in δ > 0 gilt, ist auch das zweite Integral in (2.32) durch O(<(ξ)−1) abgescha¨tzt.
Folglich gilt ∣∣∣(F̂δ,x · `c,ε)(ξ)∣∣∣ 1<(ξ)2
gleichma¨ßig fu¨r |=(ξ)| < 1/2 und 0 < δ < 1/x. Bekanntermaßen konvergiert fu¨r jedes α > 1
die Summe ∑∗
ρ
1
|=(ρ)|α
und somit erhalten wir wie gewu¨nscht∑∗
ρ
(F̂δ,x · `c,ε)
(ρ
i
− 1
2i
)→ ∑∗
ρ
(F̂0,x · `c,ε)
(ρ
i
− 1
2i
)
fu¨r δ → 0 aus dem Satz u¨ber die majorisierte Konvergenz.
Als na¨chstes dru¨cken wir die Fourier-Transformierten von F0,x und G0,x durch die Funk-
tionen Eik aus. Dazu benutzen wir die Bezeichnungen z =
1
2 + iξ und z˜ = 1− z. Wir wollen
zeigen, dass mit diesen Bezeichnungen fu¨r |=(ξ)| < 1/2
F̂0,x(ξ) =
1
2
(
Ei1(z log x) + Ei1(z˜ log x)
)
(2.33)
und
Ĝ0,x(ξ) =
z
2
Ei2(z log x)− z2 Ei3(z log x) + z˜
2
Ei2(z˜ log x)− z˜2 Ei3(z˜ log x) (2.34)
gilt. Da beide Seiten von (2.33) und (2.34) in diesem Gebiet holomorph sind, ko¨nnen wir
uns dabei der Einfachheit halber auf den Fall beschra¨nken, dass ξ rein imagina¨r ist, so dass
z, z˜ ∈ (0, 1) gilt. Wir substituieren nun u = zs in (2.25). Dann sind die Transformationen
der Kurven γ±(z log x) in C \ {0} zu den Polygonzu¨gen (−∞± ir, log x± ir, log x) homotop,
und folglich haben wir
z1−k Eik(z log x) =
1
2
∫ log x
−∞
ez(ir+t)
(ir + t)k
+
ez(−ir+t)
(−ir + t)k dt+O(r),
wobei die implizite Konstante von z und k abha¨ngt. Analog ergibt die Substitution u = −z˜s
z˜1−k Eik(z˜ log x) =
1
2
∫ ∞
− log x
ez˜(−ir−t)
(−ir − t)k +
ez˜(ir−t)
(ir − t)k dt+O(r).
Setzen wir dies in die rechte Seite von (2.33) bzw. (2.34) ein, so bleibt die Summe der
Integranden in einer Umgebung der 0 beschra¨nkt. Folglich vertauscht der Limes r → 0 mit
dem Integral, und wir erhalten das Fourier-Integral von F0,x bzw. G0,x.
Die Polstellenbeitra¨ge zu ws(F̂δ,x) und ws(Ĝδ,x) berechnen sich leicht zu
Fδ,x(i/2) + Fδ,x(−i/2) = li(x) + log log(x)− log |log δ|+O(δ)
und
Gδ,x(i/2) +Gδ,x(−i/2) =
∫ log x
− log x
et − 1
t2
− 2e
t − 1
t3
dt
+ Θ
(∫ ∞
log x
( 1
t2
+
2
t3
)
(1 + e−t)
)
+O
(|log δ|−1). (2.35)
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Hier ist das erste Integral auf der rechten Seite von (2.35) gleich[
et − t− 1
t2
]log x
− log x
=
x
log(x)2
+ Θ
( 2.1
log x
)
,
und das Integral im Θ-Term ist betragsma¨ßig durch 1.1/ log(x) beschra¨nkt. Somit erhalten
wir
lim
δ↘0
(
Gδ,x(i/2) +Gδ,x(−i/2)
)
=
x
log(x)2
+ Θ
( 3.2
log x
)
.
Da `c,ε(ξ) = `c,ε(−ξ) gilt und da ρ 7→ 1− ρ eine Bijektion der nicht-trivialen Nullstellen
ist, erhalten wir∑∗
ρ
Eik((1− ρ) log x) `c,ε
(ρ
i
− 1
2i
)
=
∑∗
ρ
Eik(ρ log x) `c,ε
(ρ
i
− 1
2i
)
fu¨r k ≥ 1. Folglich ko¨nnen wir in (2.33) und (2.34) z˜ durch z ersetzen, und somit erhalten
wir, unter Beachtung von λc,ε > 1, das gewu¨nschte Resultat aus (2.31).
Lemma 2.5. Sei x > 1, ε ≤ 0.01 und c ≥ 1. Dann gilt
lim
δ↘0
(
wf (Hδ,x,c,ε)− log |log δ|
)
= γ − pi∗c,ε(x) + Θ
(
440
ε4
c2
)
.
Beweis. Fu¨r |t| > ε definieren wir die Hilfsfunktion
h(t) = λ−1c,ε(χ(log δ,log x)(f1 +Ac,ε(f2 − 2f3))) ∗ ηc,ε(t).
Fu¨r derartige t gilt dann
Hδ,x,c,ε(t) =
1
2
(h(t) + h(−t)),
und wegen ε ≤ 0.01 < log 2 gilt zudem
wf (Hδ,x,c,ε) = wf (h).
Wir beweisen das Lemma durch Vergleich von wf (Hδ,x,c,ε) und wf (Fδ,x). Wegen
wf (Hδ,x,c,ε − Fδ,x) = pi∗(x)− pi∗c,ε(x)−
∑
pm
log p
pm/2
(
h− fδ,x
)
(−m log p) (2.36)
und (2.28) genu¨gt es dafu¨r zu zeigen, dass die Summe auf der rechten Seite von (2.36) fu¨r
δ → 0 durch 440 ε4/c2 beschra¨nkt bleibt.
Sei dazu g(t) = (h− fδ,x)(−t) und sei y = δ−1. Wir betrachten zuna¨chst den Beitrag der
Primzahlpotenzen pm mit m log p ∈ Bε(y). Offensichtlich gilt fu¨r t ∈ Bε(y) gleichma¨ßig
|g(t)| ε 1√
y log y
fu¨r y → ∞. Somit ist der Beitrag eines jeden solchen pm in (2.36) gleichma¨ßig durch ein
Vielfaches von 1/y beschra¨nkt. Aus der Brun-Titchmarsh-Ungleichung folgt, dass die Anzahl
derartiger Primzahlpotenzen fu¨r y →∞ bei festem ε durch ein Vielfaches von
y
log y
+
√
y
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beschra¨nkt ist. Somit ist der Beitrag dieser Summanden zu (2.36) O(log(y)−1) und ver-
schwindet folglich fu¨r y →∞.
Da g(t) fu¨r t > y + ε verschwindet verbleibt nur die Betrachtung der Primzahlpotenzen
mit log pm ≤ y − ε. Dazu nutzen wir Lemma 2.1, nach welchem
|g(t)| = |(φ∞,c,ε − f1)(−t)| ≤ 39ε
4
c2
e−t/2
t2
fu¨r t ≥ log 2 gilt. Folglich haben wir∑
pm≤y−ε
log p
pm/2
|g(m log p)| ≤ 39ε
4
c2
∑
pm
1
m2pm log p
≤ 39ε
4
c2
ζ(2)
∑
pm
1
p log p
. (2.37)
Aus der Brun-Titchmarsh-Ungleichung erhalten wir nun∑
2k≤p<2k+1
1
p log p
<
2k+1
k log 2
2−k
k log 2
<
2
log(2)2
, k−2
und Summation u¨ber k zeigt, dass die Summe in (2.37) wie behauptet durch
39 ζ(2)2
2
log(2)2
ε4
c2
< 440
ε4
c2
beschra¨nkt ist.
Lemma 2.6. Seien x > 30000, 0 < ε < 0.01 und c ≥ 1. Dann gilt
lim
δ↘0
w∞(Hδ,x,c,ε) =
∫ ∞
x
dt
t log t(t2 − 1) − γ − log log x− log 2 + Θ(49.4 ε).
Beweis. Wir ko¨nnen w∞ direkt auf H0,x,c,ε anwenden und nach dem Satz u¨ber die majori-
sierte Konvergenz haben wir limδ↘0(Hδ,x,c,ε) = w∞(limδ↘0Hδ,x,c,ε).
Sei nun ∆ = H0,x,c,ε − F0,x. Dann gilt
w∞(H0,x,c,ε) = w∞(F0,x) + w∞(∆).
Zum Beweis der Aussage des Lemmas genu¨gt wegen (2.29) also der Nachweis von w∞(∆) =
Θ(49.4 ε). Dies ergibt sich aus den folgenden Abscha¨tzungen, die wir im Nachfolgenden
beweisen werden.
− 2
∫ log 2
0
∆(t)−∆(0)
1− e−2t e
−t/2 dt = Θ(14.1 ε), (2.38)
2∆(0)
∫ ∞
log 2
e−t/2
1− e−2t dt = Θ(14.5 ε), (2.39)
−
∫ log x
log 2
(φ∞,c,ε − f1)(t)
1− e−2t e
−t/2 dt = Θ(76 ε4), (2.40)
−
∫ log x+ε
log x−ε
(φx,c,ε − χ(ε,log x]φ∞,c,ε)(t)
1− e−2t e
−t/2 dt = Θ(0.12 ε), (2.41)
−
∫ ∞
log 2
(φx,c,ε − f1)(−t)
1− e−2t e
−t/2 dt = Θ(38 ε4), (2.42)
∆(0)
(Γ′
Γ
(1/4)− log pi
)
= Θ(20.6 ε). (2.43)
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Wir zeigen aber zuna¨chst, dass aus diesen Abscha¨tzungen tatsa¨chlich das Gewu¨nschte folgt.
Da fu¨r t > ε
∆(t) + ∆(−t) = (φx,c,ε − f0,x)(t) + (φx,c,ε − f1)(−t)
gilt, sieht man leicht, dass sich die linken Seiten von (2.38) bis (2.43) zu w∞(∆) summieren.
Da wir ferner ε < 0.01 fordern, erhalten wir daraus in der Tat
|w∞(∆)| ≤
(
14.1 + 14.5 + 76× 10−6 + 0.12 + 38× 10−6 + 20.6) ε < 49.4 ε.
Wir beno¨tigen zuna¨chst eine Schranke fu¨r ∆ in einer Umgebung der 0. Dazu definieren
wir die ganzen Hilfsfunktionen
F (z) =
sinh(z/2)
z
und G(z) =
cosh(z/2)
z2
− 2sinh(z/2)
z3
.
Sei nun U1 = {z ∈ C | |<(z)| < 3/2, |=(z)| < 3/2}. Dann stimmen F0,x und G0,x auf U1 ∩R
mit F und G u¨berein. Wir haben
max
z∈∂U1
{|sinh(z/2)|, |cosh(z/2)|} ≤ e3/4 < 2.2
und folglich erhalten wir aus dem Maximumprinzip die Schranken
|F (z)| ≤ 2.2 2
3
< 1.5 und |G(z)| ≤ 2.2
(4
9
+
16
27
)
< 2.3
fu¨r z ∈ U1. Wir verkleinern U1 nun zu U2 = {z ∈ C | |<(z)| < 1, |=(z)| < 1} und scha¨tzen
die Ableitung von F und G durch die Cauchy-Formel ab. Fu¨r F erhalten wir fu¨r z ∈ U2 die
Schranke
F ′(z) =
1
2pii
∫
|z−ξ|= 12
F (ξ)
(ξ − z)2 dξ = Θ(3).
Vo¨llig analog erhalten wir G′(z) = Θ(4.6) fu¨r z ∈ U2.
Als na¨chstes beno¨tigen wir explizite Schranken fu¨r λ−1c,ε . Die Abbildung t 7→ sinh(t)/t ist
in t ∈ (0,∞) monoton steigend und folglich haben wir
sinh(
√
c2 + ε2/4)√
c2 + ε2/4
≤ sinh(c+ ε/2)
c+ ε/2
≤ eε/2 sinh c
c
.
Hieraus erhalten wir
1 > λ−1c,ε ≥ e−ε/2 ≥ 1−
ε
2
.
Sei nun f : U → C holomorph. Dann gilt ganz allgemein
1
λc,ε
∫ ε
−ε
ηc,ε(τ)f(z − τ) dτ = 1
λc,ε
∫ ε
−ε
ηc,ε(τ)
(
f(z) + Θ(|τ |‖f ′‖∞,U )
)
dτ
=
1
λc,ε
f(z) + Θ
(
ε‖f ′‖∞,U
)
= f(z) + Θ
(
ε(‖f ′‖∞,U + 0.5‖f‖∞,U )
)
fu¨r alle z mit Bε(z) ⊂ U . Wir wenden dies auf F und G an, verkleinern U2 noch einmal zu
U3 = {z ∈ C | |<(z)| < log 2, |=(z)| < pi/4} ,
und erhalten
λ−1c,εF ∗ ηc,ε(z) = F (z) + Θ(3.75 ε) und λ−1c,εG ∗ ηc,ε(z) = G(z) + Θ(5.75 ε)
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fu¨r z ∈ U3, woraus sich unmittelbar die Abscha¨tzung
∆(z) = Θ(3.8 ε) (2.44)
ergibt.
Wir kommen nun zum Beweis der Abscha¨tzungen (2.38) - (2.43). Fu¨r z ∈ ∂U3 haben wir∣∣1− e−2z∣∣ ≥ 1− e−2 log 2 = 3
4
.
Durch Anwendung des Maximumprinzips auf die Funktion ∆(z)−∆(0)1−exp(−2z) unter Verwendung
der Abscha¨tzung (2.44) erhalten wir somit
2
∫ log 2
0
∣∣∣∣∆(t)−∆(0)1− e−2t
∣∣∣∣e−t/2 dt ≤ 2 · log 2 · (43 · 2 · 3.8 ε) < 14.1 ε,
wie in (2.38) behauptet.
Zum Beweis von (2.39) nutzen wir∫ ∞
log 2
e−t/2
1− e−2t dt ≤
4
3
∫ ∞
log 2
e−t/2, dt =
4
3
√
2 < 1.9,
(2.44) und 2 · 3.8 ε · 1.9 < 14.5 ε.
Fu¨r (2.40) nutzen wir Lemma 2.1, nach welchem
|φ∞,c,ε(t)− f1(t)| ≤ 39 εe
t/2
t2
(2.45)
fu¨r t ≥ log 2 gilt. Folglich haben wir∫ log x
log 2
|φ∞,c,ε(t)− f1(t)|
1− e−2t e
−t/2 dt ≤ 39 ε4 4
3
∫ ∞
log 2
dt
t2
<
39 · 4
3 log 2
ε4 < 76 ε4.
Zum Beweis von (2.41) nutzen wir Lemma 2.2. Mit den offensichtlichen Abscha¨tzungen
|µc,ε(t)| ≤ 1
2
, |νc,ε(t)| ≤ ε und |y| ≤ ε
in (2.14) erhalten wir ∣∣∣m(pi)x,c,ε(t)∣∣∣ ≤ et/2t (12 + ε).
Somit liefert Lemma 2.2 die Abscha¨tzung∣∣∣(φx,c,ε − χ∗[2ε,log x]φ∞,c,ε)(t)∣∣∣ e−t/21− e−2t ≤ 1.001( 12 + εlog x− ε + 0.1 ε2log x) < 0.06
fu¨r den Integranden in (2.41), wobei log x − ε > 10 benutzt wurde. Die La¨nge des Integra-
tionswegs betra¨gt 2ε, und somit folgt die Behauptung.
Fu¨r (2.42) nutzen wir wieder die Abscha¨tzung (2.45) aus Lemma 2.1. Diese liefert∫ ∞
log 2
|(φx,c,ε − f1)(−t)|
1− e−2t e
−t/2 dt ≤ 39 ε4 4
3
1
2
∫ ∞
log 2
dt
t2
< 38 ε4.
Es verbleibt der Beweis von (2.43), aber dies folgt direkt aus (2.44) und (1.27).
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Theorem 2.1 folgt nun leicht durch Einsetzen der bisherigen Resultate in
ws(Ĥδ,x,c,ε)− log |log δ| = wf (Hδ,x,c,ε)− log |log δ|+ w∞(Hδ,x,c,ε). (2.46)
Unter Verwendung der Abscha¨tzungen log x > 10, c ≥ 1, ε ≤ 0.01 und Ac,ε ≤ 0.005
summieren sich hier die Restglieder aus den Lemmata 2.4, 2.5 und 2.6 zu
Ac,ε
3.2
log x
+
440 ε4
c2
+ 49.4 ε < 50 ε,
und die Behauptung des Satzes folgt durch den Grenzu¨bergang δ → 0.
2.1.2 Auswertung der Summe u¨ber Nullstellen
Wie schon im Fall der modifizierten Tschebyschow-Funktion liegt der natu¨rliche Punkt zum
Abschneiden der Summe in (2.26) bei |=(ρ)| ≈ cε . Im Fall der Berechnung von pi(x) ohne
Annahme der Riemannschen Vermutung kann man sich aber wieder die partielle Kenntnis
der Riemannschen Vermutung zu Nutze machen, wodurch sich die Anzahl der Nullstellen
etwa um 13% reduzieren la¨sst.
Wir beweisen zuna¨chst einige asymptotische Formeln zur Auswertung von Ψx,c,ε. Dazu
beginnen mit der Betrachtung der Funktionen Eik aus Definition 2.1.
Lemma 2.7. Es gilt
Eik(z) = sgn(=(z)) pii
(k − 1)! +
n−1∑
l=0
(k + l − 1)!
(k − 1)!
ez
zl+k
+ Θ
(
2
(k + n− 1)!
(k − 1)!
e<(z)
|=(z)|k+n
)
(2.47)
in <(z) > 0.
Beweis. Sei z = x + iy. Da sowohl Eik als auch die rechte Seite von (2.47) mit komplexer
Konjugation vertauschen, du¨rfen wir ohne Beschra¨nkung der Allgemeinheit y < 0 vorausset-
zen. Durch Verschieben der Integrationswege γ+(z) und γ−(z) nach i∞ bzw. −i∞ in (2.25)
erhalten wir
Eik(z) = −1
2
∫ x+i∞
z
eξ
ξk
dξ +
1
2
∫ z
x−i∞
eξ
ξk
dξ. (2.48)
Es gilt nun ∫ x+i∞
x−i∞
eξ
ξk
dξ = 2piiResξ=0
eξ
ξk
=
2pii
(k − 1)! ,
wie man durch Verschieben des Integrationswegs nach −∞ sieht, und somit liefert (2.48)
Eik(z) = − pii
(k − 1)! +
∫ z
x−i∞
eξ
ξk
dξ.
Durch mehrmalige partielle Integration erhalten wir daraus die gewu¨nschte asymptotische
Formel ∫ z
x−i∞
eξ
ξk
dξ =
n∑
j=0
(j + k − 1)!
(k − 1)!
ez
zj+k
+
(k + n)!
(k − 1)!
∫ z
x−i∞
eξ
ξk+n+1
dξ,
wobei das Restglied wie behauptet durch∣∣∣∣ (k + n)!(k − 1)!
∫ z
x−i∞
eξ
ξk+n
dξ
∣∣∣∣ ≤ (k + n)!(k − 1)! ex
∫ y
−∞
dξ
|ξ|k+n+1
≤ (k + n− 1)!
(k − 1)!
ex
|y|k+n
abgescha¨tzt ist.
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Wir definieren nun die Hilfsfunktion
ψx,c,ε(ρ) = Ei1(ρ log x) +Ac,ε(ρEi2(ρ log x)− 2ρ2 Ei3(ρ log x)), (2.49)
sodass also
Ψx,c,ε(ρ) =
1
λc,ε
ψx,c,ε(ρ)`c,ε
(ρ
i
− 1
2i
)
gilt. Zur Auswertung von ψx,c,ε(ρ) haben wir den folgenden Satz.
Satz 2.2. Sei c ≥ 3 und ε ≤ 0.01. Fu¨r l ≥ 1 sei
αl(x, c, ε) =
(l − 1)!
log(x)l
+Ac,ε
( l!
log(x)l+1
− (l + 1)!
log(x)l+2
)
und es sei
α0(ρ, c, ε) = sgn(=(ρ))pii
(
1 +Ac,ε(ρ− ρ2)
)
.
Sei ferner |=(ρ)| > 14, <(ρ) ∈ (0, 1) und n+ 1 ≤ 10 log x. Dann gilt
ψx,c,ε(ρ) = α0(ρ, c, ε) +
n−1∑
j=1
αl(x, c, ε)
xρ
ρl
+ Θ
(
2.01(n− 1)! x
<(ρ)
(|=(ρ)| log x)n
)
. (2.50)
Die Approximation in (2.50) ist fu¨r die Berechnung der Summe u¨ber Nullstellen voll-
kommen ausreichend, denn mit der Wahl n = dlog(x)e folgt aus der Stirlingschen Formel
die Abscha¨tzung
2.01(n− 1)! x
<(ρ)
(|=(ρ)| log x)n 
1
|=(ρ)|
√
log x
x
mit hinreichend kleiner impliziter Konstante. Ferner sei bemerkt, dass der Term α0(ρ, c, ε)
wegen α0(ρ, c, ε) + α0(1− ρ, c, ε) = 0 fu¨r die Berechnung der Summe u¨ber Nullstellen keine
Rolle spielt. Zur Beschleunigung der Auswertung der Summe u¨ber Nullstellen kann a¨hnlich
wie in [FKBJ] die Funktion
x−ρ(ψx,c,ε(ρ)− a0ρ, c, ε)
abschnittsweise durch Tschebyschow-Approximation berechnet werden.
Beweis von Satz 2.2. Wir erhalten den Hauptterm aus den asymptotischen Entwicklungen
fu¨r Eik(ρ log x). Die Summe der Θ-Terme ist dabei durch
2 (n− 1)! x
<(ρ)
|=(ρ) log x|n
[
1 +Ac,ε
(
n|ρ|
|=(ρ) log x| +
n(n+ 1)|ρ|2
|=(ρ) log x|2
)]
(2.51)
beschra¨nkt. Unter den Voraussetzungen des Satzes gilt ferner
|ρ|
|=(ρ)| ≤
1 + 14
14
< 1.08,
n+ 1
log(x)
≤ 10
und Ac,ε ≤ 3× 10−5. Somit ist der Ausdruck in der eckigen Klammer in (2.51) durch 1.004
beschra¨nkt, woraus sich unmittelbar die Behauptung ergibt.
Es verbleibt die Abscha¨tzung des Approximationsfehlers, der durch das Abschneiden der
Summe u¨ber Nullstellen entsteht. Hierzu haben wir den folgenden Satz.
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Satz 2.3. Sei c ≥ 10, ε ≤ 10−3 und x ≥ 1010. Sei h = 12 , wenn die Riemannsche Vermutung
gilt, und sei ansonsten h = 1. Dann gilt∣∣∣∣∣∣∣
∑∗
ρ
|=(ρ)|>c/ε
Ψx,c,ε(ρ)
∣∣∣∣∣∣∣ ≤ 0.65 e0.71
√
cε−c log(3c) log
( c
ε
) xh
log x
. (2.52)
Sei ferner a ∈ (0, 1) derart, dass ac/ε ≥ 103 erfu¨llt ist, und es gelte <(ρ) = 12 fu¨r alle
Nullstellen ρ der Zetafunktion mit |=(ρ)| ≤ cε . Dann gilt∣∣∣∣∣∣∣∣
∑∗
ρ
a cε<|=(ρ)|≤ cε
Ψx,c,ε(ρ)
∣∣∣∣∣∣∣∣ ≤
0.33 + 3.6cε
c a2
log
( c
ε
)cosh(c√1− a2)
sinh(c)
√
x
log x
. (2.53)
Beweis von Satz 2.3. Mit n = 2 in Satz 2.2 und der Abscha¨tzung
|α1(x, c, ε)| ≤ 1
log x
+
ε2
2c
(
1
log(x)2
+
2
log(x)3
)
≤ 1.001
log x
erhalten wir
|ψx,c,ε(ρ)− α0(ρ, c, ε)| ≤ 1.001 x
<(ρ)
|ρ| log x + 2.01
x<(ρ)
|=(ρ) log x|2 ≤
1.01x<(ρ)
|=(ρ)| log x. (2.54)
Aus Lemma 1.2 folgt somit∣∣∣∣∣∣∣
∑∗
ρ
|=(ρ)|>c/ε
Ψx,c,ε(ρ)
∣∣∣∣∣∣∣ ≤ 0.32
e0.71
√
cε
sinh(c)
log(3c) log
( c
ε
) xh
log x
,
woraus wegen ec/ sinh(c) < 2.01 die Abscha¨tzung in (2.52) folgt.
Fu¨r die zweite Abscha¨tzung (2.53) nutzen wir Lemma 1.3 zusammen mit (2.54), wo wir
<(ρ) = 12 annehmen du¨rfen, und erhalten∣∣∣∣∣∣∣∣
∑∗
ρ
a cε<|=(ρ)|≤ cε
Ψx,c,ε(ρ)
∣∣∣∣∣∣∣∣ ≤ 1.01
1 + 11 c ε
pica2
log
( c
ε
)cosh(c√1− a2)
sinh(c)
√
x
log x
.
Unter Einschra¨nkung des Parameterbereichs lassen sich diese Abscha¨tzungen wieder et-
was vereinfachen. Im ersten Fall erha¨lt man z.B. das folgende Korollar:
Korollar 2.1. Sei x ≥ 1010 und seien c, ε wie in (2.6) und (2.7). Sei h = 12 , wenn die
Riemmansche Vermutung gilt, und sei ansonsten h = 1. Dann gilt∣∣∣∣∣∣∣
∑∗
ρ
|=(ρ)|>c/ε
Ψx,c,ε(ρ)
∣∣∣∣∣∣∣ ≤ e−cxh log log(x).
Beweis. Wir benutzen e0.71
√
cε < 1.11, log(3c) < 1.6 log log(x) und log(c/ε) < 0.84 log(x) in
(2.52).
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2.2 Auswertung der Summe u¨ber Primzahlpotenzen
Die Berechnung der Summe u¨ber Primzahlpotenzen geschieht wie in [FKBJ] und basiert auf
der Potenzreihenentwicklung von ηc,ε(t) im Nullpunkt. Diese berechnet sich leicht zu
ηc,ε(t) =
∞∑
k=0
λkt
2k
mit
λk = − (−c/2)
k+1
k! sinh c
Ik(c).
Daraus erhalten wir die fu¨r t ∈ (−1, 1) gu¨ltigen Formeln
µc,ε(t) =
1
2
χ(0,1] −
∞∑
k=0
λk
2k
t2k+1 (2.55)
und
νc,ε(t) =
I1(c)
2 sinh(c)
+
|t|
2
−
∞∑
k=0
λk
2k(2k + 1)
t2k+1. (2.56)
Mit der Lukeschen Ungleichung
1 < k!
(2
t
)k
Ik(t) < cosh(t)
[Luk72] sieht man leicht, dass unter den Bedingungen in (2.6) fu¨r die Auswertung von µc,ε
und νc,ε mit einer Genauigkeit von x
−α fu¨r beliebiges α > 0 eine Anzahl von O(log x)
Summanden der Potenzreihen genu¨gen.
Die Berechnung der Beitra¨ge der Primzahlen in I = [e−εx, eεx] zur Summe∑
p∈I
M (pi)x,c,ε(p
m)
folgt ebenfalls dem gleichen Schema wie in [FKBJ]: Das Intervall I wird in Teilstu¨cke [ak, bk)
zerlegt, die nacheinander mit den Primzahlen bis zu einer gegebenen Primzahlgrenze P
gesiebt werden. Die Beitra¨ge der U¨berlebenden des Siebes in [ak, bk) werden dabei durch
Polynominterpolation von M
(pi)
x,c,ε approximiert. Zur Reduzierung des Speicherbedarfs kann
die Primzahlgrenze P kleiner als
√
bk gewa¨hlt werden. Fordert man zumindest P > 3
√
ak, so
bleiben auf diesem Weg ho¨chstens zusammengesetze Zahlen der Form p·q mit max{p, q} > P
u¨brig, die mit einem Rechenaufwand von O˜(bk/P ) wieder entfernt werden ko¨nnen.
2.3 Rechnungen und Laufzeit
Die urspru¨ngliche analytische Methode [LO87] berechnet pi(x) fu¨r jedes ε > 0 mit O(x
1
2+ε)
Rechenschritten. Fu¨r die Methoden in [FKBJ] und [Pla] sowie fu¨r die im Vorangegangenen
beschriebene Methode ist dies nicht mehr offensichtlich, weil man die Nullstellenberechnung
mit einbeziehen mu¨sste. Man erwartet zwar, dass sich die ersten n Nullstellen mit einer
Laufzeit von O(n1+ε) bestimmen lassen [OS88], jedoch ist dem Autor kein strenger Beweis
dieser Aussage bekannt. Es wa¨re allerdings denkbar, dass sie sich dies mit den Methoden
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zur Beschra¨nkung der Komplexita¨t der Nullstellenbestimmung von komplexen Polynomen
in [Sch82] bewerkstelligen ließe.
Setzt man die Nullstellen einfach als gegeben voraus, so sieht man zum Beispiel mit der
Parameterwahl
ε =
√
log x
x
und c = log(x) + log log log(x) + 10,
dass das oben beschriebene Verfahren pi(x) auf offensichtliche Weise mit den Nullstellen bis
C
√
x/ log x und O(log(x)3/2
√
x) Rechenschritten berechnet.
Die Werte von pi(1024) und pi(1025) wurden beide mit der Parameterwahl c = 62 und
ε = 6.2 × 10−10 berechnet. Die erste Berechnung beno¨tigte 3, 900 CPU-Stunden und die
zweite etwas weniger als 40, 000 CPU-Stunden. Beide Berechnungen ko¨nnten durch den
Einsatz einer gro¨ßeren Nullstellenmenge deutlich beschleunigt werden. Im ersten Fall erga¨be
zum Beispiel der Einsatz der Nullstellen mit Imagina¨rteil bis zu 4× 1011 eine hypothetische
Rechenzeit von 900 CPU-Stunden, was ca. 5 Wochen auf einem einzigen Prozessorkern ent-
spricht. Damit sollte die analytische Methode fu¨r Werte in dieser Gro¨ßenordnung inzwischen
schneller sein als die kombinatorische Lehmer-Meissel Methode [LMO85].
Eine interessante verbleibende Frage ist, ob der Logan-Kern oder der Gauß-Kern fu¨r
die analytische Berechnung von pi(x) besser geeignet ist. Beide Kerne erfu¨llen gewisse, dem
Problem zutra¨gliche, Optimalita¨tsbedingungen in disjunkten Klassen von Funktionen. Wie
bereits zu Beginn dieses Kapitels erwa¨hnt, hat der Logan-Kern den Vorzug, die Summe
u¨ber Nullstellen quasi scharf abzuschneiden, und wegen der Kompaktheit des Tra¨gers von
ηc,ε ist die Summe u¨ber Primzahlpotenzen endlich und man verbleibt somit nur mit einer
kritischen Fehlerabscha¨tzung. Die Frage nach der Effizienz der Methoden ist hingegen nicht
ganz offensichtlich. Das rechte Maß fu¨r einen solchen Vergleich wa¨re Produkt der La¨nge des
Siebintervalls und der La¨nge des Summationsbereichs der Summe u¨ber Nullstellen. Fu¨r die
Berechnung von pi(1024) fa¨llt dieses fu¨r beide Methoden etwa gleich aus. Allerdings ha¨tte
dies fu¨r die vorliegende Methode unter Verwendung der Abscha¨tzung in (2.53) noch um
mindestens 20% reduziert werden ko¨nnen.
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Kapitel 3
Gewichtete Summen u¨ber
Primzahlen
Motiviert durch Satz 1.2 sollen in diesem Kapitel Summen der Form∑
p∈I
p≡l mod k
f(p) (3.1)
mit teilerfremden l, k ∈ N untersucht werden, wobei I = [x, x + y] ein Teilintervall von
[0,∞) bezeichnet. Fu¨r diese Arbeit ist dabei nur der Fall k = 1 von Interesse, aber die
Betrachtung des Falls k > 1 bereitet keine große zusa¨tzliche Mu¨he und wa¨re beispielsweise
von Nutzen, wenn man die U¨berlegungen in dieser Arbeit auf Primzahlen in arithmetischen
Progressionen u¨bertragen wollte.
Wir beweisen eine obere Schranke fu¨r (3.1), die im Fall f ≡ 1 die wohlbekannte Brun-
Titchmarsh-Ungleichung in der Form von van Lint und Richert [vLR65] impliziert. Im Fall
k = 1 erhalten wir sogar das etwas sta¨rkere Resultat von Montgomery und Vaughan [MV73].
Der Beweis beruht auf einer gewichteten Form des Selberg- und des Eratosthenes-Siebes.
3.1 Gewichtete Siebe
Sei A ⊂ N eine endliche Menge und sei
Ad = {a ∈ A | d | a}
die Teilmenge aller durch d teilbarer Elemente. Viele Siebmethoden beruhen auf der Mo¨g-
lichkeit, das Verha¨ltnis
|Ad|
|A|
gut durch eine multiplikative Funktion in d beschreiben zu ko¨nnen.
Zur Untersuchung von gewichteten Summen der Form (3.1) ist es daher naheliegend, das
Gleiche fu¨r den Quotienten ∑
a∈Ad f(a)∑
a∈A f(a)
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zu versuchen. Im Fall A = [x, x + y] ∩ (l + kZ) sto¨ßt man dabei im Wesentlichen auf Rie-
mannsummen und kann beide Summen zu
∫
I
f(t) dt ins Verha¨ltnis setzen.
Wir fixieren diese Bezeichnungen A und Ad fu¨r den Rest des Abschnitts. Ferner bezeich-
nen wir mit W 1,1(I) den Abschluss von C1(I) bezu¨glich der Norm
‖f‖1,1,I = ‖f‖1,I + ‖f ′‖1,I =
∫
I
|f(t)| dt+
∫
I
|f ′(t)| dt,
wobei f ′ die schwache Ableitung von f bezeichnet. Der Sobolev-Raum W 1,1(I) ist stetig in
C0(I) eingebettet und wir definieren die punktweise Auswertung u¨ber diese Einbettung.
Wir wiederholen zudem die Definition einiger arithmetischer Funktionen, die im Folgen-
den verwendet werden. Sei dazu n ∈ N und n = pe11 pe22 · · · pekk die Primfaktorzerlegung, d.h.
es gelte pi 6= pj fu¨r i 6= j und ej > 0 fu¨r 1 ≤ j ≤ k. Dann ist die Mo¨biusfunktion µ durch
µ(n) =
{
(−1)k e1 = e2 = · · · = ek = 1
0 sonst
gegeben. Die Eulersche ϕ-Funktion hat in diesem Fall den Wert
ϕ(n) = # (Z/nZ)× =
k∏
j=1
p
ej−1
j (pj − 1).
Ferner beno¨tigen wir die Funktionen
σ(n) =
∑
d|n
d,
P (z, k) =
∏
p≤z
p-k
p,
die Primfaktorza¨hlfunktion
ν(n) = k
und die Primzahlza¨hlfunktion in arithmetischen Progressionen
pi(x; k, l) = {p ≤ x | p ≡ l mod k}.
Desweitern bezeichnet [x] die kleinste ganze Zahl ≤ x und {x} := x − [x] den nicht-
ganzzahligen Anteil einer reellen Zahl x. Fu¨r natu¨rliche Zahlen n,m bezeichnet zudem (n,m)
den gro¨ßten gemeinsamen Teiler und [n,m] das kleinste gemeinsame Vielfache.
Lemma 3.1. Sei f ∈W 1,1(I) und seien k, d ∈ N teilerfremd. Dann gilt∣∣∣∣∣ 1kd
∫
I
f(t) dt−
∑
n∈I∩(l+kZ)
d|n
f(n)
∣∣∣∣∣ ≤ ‖f‖∞,I + ‖f ′‖1,I .
Beweis. Sei
rd =
∑
n∈Ad
f(n)− 1
kd
∫
I
f(t) dt.
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Dann haben wir |rd| ≤ ‖f‖∞,I + ‖f ′‖1,I zu zeigen. Seien dazu x′ = x+ kd
[
y
kd
]
, I ′ = [x, x′)
und I ′′ = [x′, x+ y]. Wir definieren
r′d =
∑
a∈Ad∩I′
f(a)− 1
kd
∫
I′
f(t) dt und r′′d =
∑
a∈Ad∩I′′
f(a)− 1
kd
∫
I′′
f(t) dt.
Dann gilt rd = r
′
d + r
′′
d , da I die disjunkte Vereinigung von I
′ und I ′′ ist.
Sei nun a < b und ξ ∈ [a, b]. Wir wollen zeigen, dass fu¨r jedes g ∈ W 1,1((a, b)) die
Gleichung ∫ b
a
g(t) dt = (b− a)g(ξ) +
∫ ξ
a
g′(t)(a− t) dt+
∫ b
ξ
g′(t)(b− t) dt (3.2)
gilt. Fu¨r g ∈ C1((a, b)) ist dies wohlbekannt und folgt unmittelbar durch partielle Integra-
tion. Fu¨r allgemeine stetige g ∈ W 1,1((a, b)) wa¨hlt man eine approximierende Folge von
C1-Funktionen in W 1,1((a, b)). Da W 1,1 stetig in C0([a, b]) eingebettet ist, konvergiert diese
auch Punktweise gegen g und (3.2) folgt durch Grenzu¨bergang.
Aus (3.2) erhalten wir nun die Schranke∣∣∣∣∣g(ξ)− 1b− a
∫ b
a
g(t) dt
∣∣∣∣∣ ≤
∫ b
a
|g′(t)| dt. (3.3)
Nach dem Chinesischen Restsatz gilt Ad = (b+ dkZ)∩ I fu¨r ein geeignetes b ∈ Z. Somit
zerfa¨llt I ′ in
[
y
kd
]
disjunkte halboffene Intervalle der La¨nge kd, von welchem jedes genau
ein Element aus Ad entha¨lt. Durch Anwendung von (3.3) auf jedes dieser Teilintervalle und
anschließende Summation u¨ber die Teilstu¨cke erhalten wir also
|r′d| ≤
∫
I′
|f ′(t)| dt. (3.4)
Es verbleibt somit die Abscha¨tzung von r′′d . Da |I ′′| < kd gilt, ist Ad ∩ I ′′ entweder leer
oder besteht aus genau einem Element a. Im ersten Fall erhalten wir
|r′′d | ≤
1
kd
∫
I′′
f(t) dt ≤ ‖f‖∞,I′′
und im zweiten
|r′′d | ≤
∣∣∣∣ 1kd
∫
I′′
f(t) dt− |I
′′|
kd
f(a)
∣∣∣∣+ (1− |I ′′|kd )|f(a)|
≤ |I
′′|
kd
∫
I′′
|f ′(t)| dt+
(
1− |I
′′|
kd
)
|f(a)| ≤ ‖f ′‖1,I′′ + ‖f‖∞,I′′ .
In beiden Fa¨llen gilt also |r′′d | ≤ ‖f ′‖1,I′′ + ‖f‖∞,I′′ , woraus sich zusammen mit (3.4) die
behauptete Abscha¨tzung ergibt.
Die Anwendung auf das Selberg-Sieb ergibt
Satz 3.1 (Gewichtetes Selberg-Sieb). Sei f ∈ W 1,1(I) nicht-negativ und sei z ≥ 1. Seien
ferner
Sk(z) =
∑
n≤z
(n,k)=1
µ(n)2
ϕ(n)
und Hk(z) =
∑
n≤z
(n,k)=1
µ(n)2
σ(n)
ϕ(n)
.
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Dann gilt die Ungleichung∑
n∈I∩(l+kZ)
(n,P (z,k))=1
f(n) ≤ ‖f‖1,I
kSk(z)
+ (‖f‖∞,I + ‖f ′‖1,I)
Hk(z)
2
Sk(z)2
.
Beweis. Der Beweis beruht auf Selbergs quadratischer Methode [Sel47]. Sei rd wie im Beweis
von Lemma 3.1 und sei
Nk = {n ∈ N | 1 ≤ n ≤ z, µ(n) 6= 0, (n, k) = 1} .
Sei (λn)n∈Nk eine Folge reeller Zahlen mit λ1 = 1. Dann gilt∑
a∈A
f(a)
( ∑
n∈Nk
n|a
λn
)2
≥
∑
a∈A
(a,P (z,k))=1
f(a)
( ∑
n∈Nk
n|a
λn
)2
=
∑
a∈A
(a,P (z,k))=1
f(a). (3.5)
Durch Ausmultiplizieren der inneren Summen auf der linken Seite von (3.5) und anschlie-
ßendem Vertauschen der Summationsreihenfolge erhalten wir∑
a∈A
f(a)
( ∑
n∈Nk
n|a
λn
)2
=
∑
(n1,n2)∈N 2k
λn1λn2
∑
a∈A[n1,n2]
f(a)
=
‖f‖1
k
∑
(n1,n2)∈N 2k
λn1λn2
[n1, n2]
+
∑
(n1,n2)∈N 2k
λn1λn2r[n1,n2]. (3.6)
Folglich erhalten wir aus (3.5) und (3.6) zusammen mit Lemma 3.1 die Abscha¨tzung∑
n∈I∩(l+kZ)
(n,P (z,k))=1
f(n) ≤ ‖f‖1
k
∑
(n1,n2)∈N 2k
λn1λn2
[n1, n2]
+ (‖f‖∞,I + ‖f‖′1)
( ∑
n∈Nk
|λn|
)2
.
Hier wa¨hlen wir nun die bekannte minimierende Folge
λn =
µ(n)n
Sk(z)
∑
m∈Nk
n|m
1
ϕ(n)
fu¨r die quadratische Form in (3.6) und wie in [vLR65] erhalten wir∑
(n1,n2)∈N 2k
λn1λn2
[n1, n2]
=
1
Sk(z)
und
∑
n∈Nk
|λn| = Hk(z)
Sk(z)
.
Wir beno¨tigen auch noch eine gewichtete Form des Eratosthenes-Siebs, was zwar im
Allgemeinen schwa¨cher ist als das Selberg-Sieb, aber bessere Abscha¨tzungen fu¨r die Anzahl
von Primzahlen in sehr kurzen Intervallen liefert.
Satz 3.2 (Gewichtetes Eratosthenes-Sieb). Sei f ∈ W 1,1(I) nicht-negativ und sei z ≥ 1.
Dann gilt die Ungleichung∑
n∈I∩(l+kZ)
(n,P (z,k))=1
f(n) ≤ ‖f‖1,I
k
∏
p≤z
p-k
(
1− 1
p
)
+ (‖f‖∞,I + ‖f ′‖1,I) 2pi(z).
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Beweis. Wir haben∑
n∈I∩(l+kZ)
(n,P (z,k))=1
f(n) =
∑
a∈A
f(a)
∑
d|(a,P (z,k))
µ(d)
=
∑
d|P (z,k)
µ(d)
∑
a∈Ad
f(a)
=
‖f‖1,I
k
∑
d|P (z,k)
µ(d)
d
+
∑
d|P (z,k)
µ(d)rd
≤ ‖f‖1,I
k
∏
p|P (z,k)
(
1− 1
p
)
+ (‖f‖∞,I + ‖f ′‖1,I) 2pi(z).
3.2 Die gewichtete Brun-Titchmarsh-Ungleichung
Wir kommen nun zum Hauptresultat dieses Kapitels, der gewichteten Brun-Titchmarsh-
Ungleichung. Wir beweisen diese zuna¨chst fu¨r den allgemeinen Fall k ≥ 1 unter Verwendung
der Resultate in [vLR65]. Im Anschluss verbessern wir dieses Resultat fu¨r den Spezialfall
k = 1.
Sei I = [x, x + y]. Dann definieren wir das Funktional ρI : W
1,1(I) → [0,∞) durch
ρI(0) = 0 und
ρI(f) =
‖f‖1,I
‖f‖∞,I + ‖f ′‖1,I
falls f nicht identisch verschwindet.
Theorem 3.1. Sei I = [x, x + y] ⊂ [0,∞) und seien l, k ∈ N teilerfremd. Dann gelten die
Ungleichungen ∑
p∈I
p≡l mod k
f(p) < 2
‖f‖1,I
ϕ(k) log(ρI(f)/k)
(
1 +
8
log(ρI(f)/k)
)
und ∑
p∈I
p≡l mod k
f(p) < 3
‖f‖1,I
ϕ(k) log(ρI(f)/k)
fu¨r alle nicht-negativen f ∈W 1,1(I) mit ρI(f) > k.
Beweis. Wir fu¨hren die Aussage des Satzes auf eine Situation im Beweis der gewo¨hnlichen
Brun-Titchmarsh-Ungleichung in [vLR65] zuru¨ck.
Sei g = f/(‖f‖∞,I + ‖f ′‖1,I). Dann gilt ρI(g) = ‖g‖1,I = ρI(f). Mit der Bezeichnung
Y = ρI(f) genu¨gt es also offenbar,∑
p∈I
p≡l mod k
g(p) < 2
Y
ϕ(k) log(Y/k)
(
1 +
8
log(Y/k)
)
(3.7)
und ∑
p∈I
p≡l mod k
g(p) < 3
Y
ϕ(k) log(Y/k)
(3.8)
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zu zeigen.
Wir setzen k1 = [k, 2] und bezeichnen mit l1 einen Vertreter des ungeraden Urbilds
(d.h. des Urbilds, welches nur ungerade Elemente entha¨lt) der Restklasse von l unter der
Projektion Z/k1Z→ Z/kZ. Wegen ‖g‖∞,I ≤ 1 gilt dann∑
p∈I
p≡l mod k
g(p) ≤
∑
p∈I
p≡l1 mod k1
g(p) + 1.
Mit Hilfe von Satz 3.1 erhalten wir hieraus die Abscha¨tzung∑
p∈I
p≡l mod k
g(p) ≤ Y
ϕ(k)S1(z)
+
H2k1(z)
S2k1(z)
+ pi(z; k1, l1) + 1 (3.9)
und sind somit in der Situation des Beweises der Brun-Titchmarsh-Ungleichung in [vLR65],
in der zu zeigen ist, dass die rechte Seite von (3.9) fu¨r eine geeignete Wahl von z durch die
rechte Seite von (3.7) bzw. (3.8) beschra¨nkt ist.
Theorem 3.2. Sei I = [x, x+ y] ⊂ [0,∞). Dann gilt die Ungleichung
∑
p∈I
f(p) < 2
‖f‖1,I
log(ρI(f))
fu¨r alle nicht-negativen f ∈W 1,1(I) mit ρI(f) > 1.
Der Beweis beruht auf einer Kombination des Eratosthenes-Siebs mit dem Selberg-Sieb
unter Verwendung von scha¨rferen Abscha¨tzungen fu¨r H1 und S1. Wir beweisen zuna¨chst
zwei Lemmata. Das zweite ist eine explizite Fassung eines Resultats von Ward [War27].
Wir beno¨tigen dazu die folgenden wohlbekannten Identita¨ten fu¨r die Zetafunktion (siehe
z.B. [Tit51]):
ζ(2) =
pi2
6
, ζ(4) =
pi4
90
,
ζ(s)
ζ(2s)
=
∏
p
(1 + p−s) =
∑
n
µ(n)2
ns
,
∑
n
2ν(n)
ns
=
ζ(s)2
ζ(2s)
und
1
ζ(s)
=
∑
n
µ(n)
ns
. (3.10)
Lemma 3.2. Es gilt
H1(z) =
15
pi2
z + Θ(223
√
z)
fu¨r z ≥ 1.
Beweis. Wir definieren
h(s) =
∏
p
(
1 +
2
(1 + ps)(p− 1)
)
und h˜(s) =
∏
p
(
1 +
2
(ps − 1)(p− 1)
)
.
Diese Produkte konvergieren normal in <(s) > 0 und besitzen dort eine Darstellung als
Dirichlet-Reihen
h(s) =
∑
n
cnn
−s und h˜(s) =
∑
n
|cn|n−s
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mit geeigneten cn. Aus (3.10) erhalten wir
ζ(s)
ζ(2s)
h(s) =
∏
p
(1+p−s)
∏
p
(
1+
2
(1 + ps)(p− 1)
)
=
∏
p
(
1+p−s
p+ 1
p− 1
)
=
∑
n
µ(n)2σ(n)
ϕ(n)
n−s,
woraus ∑
n≤z
µ(n)2σ(n)
ϕ(n)
=
∑
d≤z
cd
∑
m≤z/d
µ(m)2 (3.11)
folgt.
Aus der wohlbekannten Gleichung
µ(n)2 =
∑
d2|n
µ(d)
erhalten wir ∑
n≤z
µ(n)2 =
∑
d≤√z
µ(d)
[ z
d2
]
= z
∑
d≤√z
µ(d)
d2
+ Θ(
√
z + 1)
=
z
ζ(2)
+ Θ(2
√
z + 2) =
6
pi2
z + Θ(4
√
z)
fu¨r z ≥ 1, woraus wir zusammen mit (3.11)
H1(z) =
∑
d≤z
cd
( 6z
pi2d
+ Θ
(
4
√
z
d
))
=
6z
pi2
∑
d
cd
d
+ Θ
(
4
√
z
∑
d
|cd|√
d
+
6z
pi2
∑
d>z
|cd|
d
)
=
6
pi2
h(1)z + Θ(4.7 · h˜(1/2)√z) (3.12)
erhalten.
Der Wert h(1) berechnet sich unter Verwendung von (3.10) zu
h(1) =
∏
p
(
1 +
2
p2 − 1
)
=
∑
n
2ν(n)
n2
=
ζ(2)2
ζ(4)
=
5
2
.
Zur Abscha¨tzung von h˜(1/2) verwenden wir die in t ≥ 16 gu¨ltige Ungleichung
(
√
t− 1)(t− 1) ≥ 23 t3/2 und erhalten
h˜(1/2) ≤
( ∏
p<10000
1 + 2(
√
p− 1)−1(p− 1)−1
1 + 3p−3/2
)∑
n
µ(n)2
3ν(n)
n3/2
.
Hier ist Produkt auf der rechten Seite ist durch 4.6 beschra¨nkt und die Summe la¨sst sich
mit Hilfe der Zetafunktion abscha¨tzen: Fu¨r r ∈ N definieren wir
Mr(n) =
∑
d1··· dr=n
r∏
j=1
µ(dj)
2.
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Dann ist Mr multiplikativ, es gilt Mr(n) ≥ 0 fu¨r jedes n ∈ N und wir haben Mr(p) = r fu¨r
jede Primzahl p. Ferner gilt∑
n
Mr(n)n
−s =
(∑
n
µ(n)2n−s
)r
=
ζ(s)r
ζ(2s)r
,
und folglich erhalten wir fu¨r σ > 1 die Abscha¨tzung∑
n
µ(n)2 rν(n)n−σ ≤ ζ(σ)
r
ζ(2σ)r
.
Wegen ζ(3/2)3/ζ(3)3 ≤ 10.27 haben wir also h˜(1/2) ≤ 47.3, und da 4.7 · 47.3 ≤ 223 gilt,
folgt die Behauptung aus (3.12).
Lemma 3.3. Sei z ≥ 109. Dann gilt∑
n≤z
µ(n)2
ϕ(n)
= log(z) + γ +
∑
p
log(p)
p(p− 1) + Θ((42 log(z) + 121)/
√
z). (3.13)
Beweis. Sei p(t) = 1− {t}, sei g(t) = 1/ [t]− 1/t und sei z ≥ 1. Dann gilt fu¨r alle n ∈ N
lim
ε↘0
g(n+ ε) = lim
ε↘0
p(n− ε) = 0
und es gilt p′(t) = 1 fu¨r t ∈ R \ Z. Somit erhalten wir
γ =
∫ ∞
1
g(t) dt =
∑
n≤z
1
n
+
{z} − 1
[z]
− log(z)− g(z)p(z)−
∫ ∞
z
p(t)
t2
dt.
Wegen
0 ≤ z
[z]
(1− {z}) ≤ 1,
gilt
0 ≤ 1− {z}
[z]
+ g(z)p(z) +
∫ ∞
z
p(t)
t2
dt ≤ 3
z
,
und somit haben wir ∑
n≤z
1
n
= log(z) + γ + Θ(3/z).
Angewandt auf ∑
n≤z
µ(n)2
n
=
∑
d≤√z
µ(d)
d2
∑
m≤z/d2
1
m
ergibt dies ∑
n≤z
µ(n)2
n
=
log(z) + γ
ζ(2)
− 2
∑
d
µ(d) log(d)
d2
+ Θ
(4 log(z) + 7.2√
z
)
, (3.14)
wobei ∑
d>
√
z
|µ(d)|
d2
log(d) ≤ log(z) + 1√
z
und
∑
d>
√
z
|µ(d)|
d2
≤ 2√
z
(3.15)
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benutzt wurde. Zur Abku¨rzung definieren wir
A =
γ
ζ(2)
− 2
∑
d
µ(d) log(d)
d2
=
γ
ζ(2)
− 2 ζ
′(2)
ζ(2)2
.
Sei nun
h(s) =
∏
p
(
1 +
1
(1 + ps)(p− 1)
)
und h˜(s) =
∏
p
(
1 +
1
(ps − 1)(p− 1)
)
.
Eine a¨hnliche Berechnung wie im Beweis von Lemma 3.2 zeigt
ζ(s)
ζ(2s)
h(s) =
∑
n
nµ(n)2
ϕ(n)
n−s, (3.16)
und es gilt wieder
h(s) =
∑
n
cnn
−s und h˜(s) =
∑
n
|cn|n−s
fu¨r geeignete cn in <(s) > 0. Aus (3.16) erhalten wir∑
n≤z
µ(n)2
ϕ(n)
=
∑
d≤z
cn
d
∑
m≤z/d
µ(m)2
m
und somit folgt∑
n≤z
µ(n)2
ϕ(n)
=
∑
d≤z
cd
d
∑
m≤z/d
µ(m)2
m
(3.17)
=
∑
d≤z
( log(z/d)
ζ(2)
+A
)cd
d
+ Θ
(
h˜(1/2)
4 log(z) + 7.2√
z
)
.
Seien nun ε < 1/2, z0 > 1 und Cε > 0 derart, dass fu¨r z ≥ z0 die Ungleichung
log(z) ≤ Cεzε (3.18)
gilt. Dann gilt offenbar∑
d>z
|cd|
d
( log(z) + log(d)
ζ(2)
+ |A|
)
≤ 1√
z
( 2Cε
ζ(2)
+ z−ε0 |A|
)
h˜( 12 − ε). (3.19)
Zur Abscha¨tzung von h˜(σ) nutzen wir, dass fu¨r σ ≥ 1/4 und t ≥ 20 die Ungleichung
t1+σ − tσ − t+ 1 ≥ t1+σ/2
gilt. Daraus erhalten wir, wie im Beweis des vorigen Lemmas, fu¨r σ ≥ 14 die Abscha¨tzung
h˜(σ) ≤
( ∏
p<10000
1 + (pσ − 1)−1(p− 1)−1
1 + 2p−1−σ
) ζ(1 + σ)2
ζ(2 + 2σ)2
. (3.20)
Desweiteren haben wir
|A| ≤ γ
ζ(2)
+ 2
∣∣∣∣∣∣
∑
d≤100
µ(d) log(d)
d2
∣∣∣∣∣∣+ 2
∫ ∞
100
log(t)
t2
dt ≤ 1.8.
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Mit der gu¨ltigen Wahl ε = 1/8, z0 = 10
9 und Cε = 1.56 in (3.19) erhalten wir nun aus
(3.20) die Schranke h˜(3/8) ≤ 22. Aus dieser folgt zusammen mit (3.19)∑
d>z
|cd|
d
( log(z) + log(d)
ζ(2)
+ |A|
)
≤ 2.04 · 22√
z
≤ 45√
z
.
Aus (3.20) erhalten wir ferner h˜(1/2) ≤ 10.5. Mit
h(1) =
∏
p
(
1 + p−2
1
1− p−2
)
= ζ(2)
und (3.17) bekommen wir also
∑
n≤z
µ(n)2
ϕ(n)
= log(z) +B + Θ
(42 log(z) + 121√
z
)
.
Der Beweis, dass B mit der Konstante in (3.13) u¨bereinstimmt, wird beispielsweise in [Bru¨95]
ausgefu¨hrt.
Beweis von Theorem 3.1. Seien g und Y wie im Beweis von Theorem 3.2. Wir betrachten
zuna¨chst den Fall Y > 4× 1018. Aus Satz 3.1 erhalten wir die Abscha¨tzung
∑
p∈I
g(p) ≤ Y
S1(z)
+
H21 (z)
S21(z)
+ pi(z)
fu¨r jedes z ≥ 1. Mit der Wahl z = √Y /2 folgt aus unseren Voraussetzungen an Y , dass
z > 109 gilt, und somit erhalten wir aus Lemma 3.3 die Abscha¨tzung
S1(z) ≥ log(z) + γ +
∑
p<1000
log(p)
p(p− 1) − 0.007 ≥ log(z) + 1.32 ≥
1
2
(
log(Y ) + 1.25
)
.
Aus Lemma 3.2 erhalten wir ferner
H1(z) ≤
(15
pi2
+
223√
109
)
z ≤ 1.53 z,
und somit folgt
Y
S1(z)
≤ 2 Y
log(Y ) + 1.25
= 2
Y
log(Y )
− 2.5 Y
log(Y )(log(Y ) + 1.25)
und
H21 (z)
S21(z)
≤ 2.4 Y
(log(Y ) + 1.25)2
.
Mit der trivialen Abscha¨tzung pi(z) ≤ z erhalten wir also
Y
S1(z)
+
H21 (z)
S21(z)
+ pi(z) ≤ 2 Y
log(Y )
+
√
Y
2
− 0.1Y
log(Y )(log(Y ) + 1.25)
< 2
Y
log(Y )
,
wie behauptet.
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Als na¨chstes betrachten wir den Fall 1 < Y < 20000. Hier liefert Satz 3.2 die Abscha¨tzung∑
p∈I
g(p) ≤ Y
∏
p≤z
(
1− 1
p
)
+ 2pi(z) + pi(z).
Es genu¨gt also zu zeigen, dass fu¨r jedes derartige Y ein Wahl von z existiert, so dass
Y
∏
p≤z
(
1− 1
p
)
+ 2pi(z) + pi(z) < 2
Y
log(Y )
gilt. Aber dies ist bereits in [MV73, S. 130] bewiesen.
Zum Beweis der Behauptung verbleibt nun nur noch die Betrachtung des Fallst
20000 ≤ Y ≤ 4 × 1018. Hier bedienen wir uns einer numerischen Methode: Die Funkti-
on t 7→ t/ log(t) ist fu¨r t > e2 konkav. Folglich impliziert bei fester Wahl von z die Gu¨ltigkeit
der Ungleichung
Y
S1(z)
+
H21 (z)
S21(z)
+ pi(z) < 2
Y
log(Y )
(3.21)
fu¨r Y ∈ {Y0, Y1} bereits ihre Gu¨ltigkeit fu¨r beliebige Y ∈ [Y0, Y1]. Die Ungleichung (3.21)
wurde mit einem einfachen C-Programm fu¨r alle z ∈ [50, 2×109)∩Z fu¨r Y ∈ {4z2, 4(z + 1)2}
verifiziert. Folglich gilt (3.21) mit der Wahl z =
√
Y /2 fu¨r alle Y ∈ [4× 502, 1.6× 1019].
Bemerkung 3.1. Die gewichtete Brun-Titchmarsh-Ungleichung bietet wieder einen Anreiz,
eine Herleitung des sta¨rkeren Resultats
pi(x+ y; k, l)− pi(x; k, l) < 2
ϕ(k)
y
log(y/k)
fu¨r y > k (3.22)
von Montgomery und Vaughan [MV73] aus dem Selberg-Sieb zu versuchen, denn das große
Sieb, auf dem die obige Abscha¨tzung beruht, ist fu¨r den hier gewa¨hlten Ansatz zur Gewin-
nung gewichteter Siebabscha¨tzungen nicht zuga¨nglich.
Es la¨sst sich zeigen, dass die (3.22) entsprechende Abscha¨tzung
∑
p∈I
p≡l mod
f(p) <
2
ϕ(k)
‖f‖1,I
log(ρI(f)/k)
zumindest fu¨r ρI(f) ε q1+ε gilt. Es ist aber nicht klar, ob sie sich auch fu¨r ρI(f) > k
zeigen la¨sst.
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Kapitel 4
Algorithmische
Restgliedabscha¨tzung
In diesem Kapitel entwickeln wir eine effiziente analytische Methode zur Abscha¨tzung von
Rψ(x) =
x− ψ(x)√
x
,
dem normierten Restglied im Primzahlsatz fu¨r die Tschebyschow-Funktion. Die beste dem
Autor bekannte explizite Abscha¨tzung von Rψ ist derzeit
|Rψ(x)| ≤
√
8
17pi
X1/2
√
xe−X (4.1)
mit X =
√
x/R und R = 6.455, gu¨ltig fu¨r alle x ≥ 23 [Tru, Theorem 1].
Unter Annahme der Riemannschen Vermutung verbessert sich diese, nach einem bekann-
ten Resultat von L. Schoenfeld, zu
|Rψ(x)| ≤ 1
8pi
log(x)2 (4.2)
fu¨r x ≥ 2657 [Sch76].
Der im Nachfolgenden beschriebene Algorithmus leistet das Folgende: Sei
±M±ψ (x) = max
t∈[x,2x]
±Rψ(t)
und sei θ ∈ [0, 1/2). Dann nimmt der Algorithmus die ersten O˜(x 12−θ) Nullstellen als Einga-
bedaten und berechnet mit O˜(x
1
2−θ) Rechenschritten obere Schranken ±M˜±ψ (x) fu¨r ±Mψ(x)
mit der Eigenschaft, dass
±M˜±ψ (x) ≤ ±M±ψ (x) + δxθ
fu¨r ein fest gewa¨hltes δ > 0 gilt.
Damit lassen sich sowohl die Schranke in (4.1) als auch die Schranke in (4.2) verbessern.
Besonders interessant ist dabei der Fall θ = 0. Nach einem Resultat von J. E. Littlewood
gilt
Rψ(x) = Ω(log log log(x)),
63
sodass M±ψ (x) in diesem Fall dominant ist [Lit14]. Allerdings ist bislang kein x bekannt, fu¨r
das |Rψ(x)| > 1 gilt. Diese Frage ist eng verwandt mit dem Auftreten des ersten Vorzeichen-
wechsels von li(x) − pi(x). Die Stelle des Vorzeichenwechsels ist nach Littlewoods Schu¨ler
S. Skewes, der als erster eine explizite obere Abscha¨tzung bewies, als Skewes-Zahl benannt
[Ske33]. Fu¨r diese ist inzwischen die obere Abscha¨tzung 1.39821924×10314 bekannt [BH00].
Diese beruht auf dem Nachweis der Positivita¨t eines gewichteten Mittelwerts von li(x)−pi(x)
und liefert somit keine tatsa¨chlichen Beispiele fu¨r li(x)− pi(x) < 0.
Die letzte dokumentierte untere Abscha¨tzung der Skewes-Zahl stammt von T. Kotnik,
der zeigte, dass kein Vorzeichenwechsel bis 2× 1014 stattfindet [Kot08]. Sein Beweis basiert
auf einer effizienten Implementierung des Siebs des Eratosthenes, also der Auswertung von
li(p)− pi(p) fu¨r alle Primzahlen p ≤ 2× 1014. Zudem geben D. A. Stoll und P. Demichel in
[SD11] an, Vorzeichenwechsel bis 1018 ausgeschlossen zu haben, allerdings ohne ihre Methode
na¨her zu erkla¨ren.
Die analytische Herangehensweise zur Gewinnung unterer Abscha¨tzungen fu¨r die Skewes-
Zahl ist deutlich effizienter als die Verwendung des Siebs des Eratosthenes, denn erstere
berechnet fu¨r diese Zwecke hinreichend genaue Schranken bis zu einer Ho¨he von x mit einer
Laufzeit von O˜(
√
x), wohingegen das Sieb des Erathostenes in diesem Fall eine Laufzeit von
O˜(x) hat.
Die Ergebnisse fu¨r Rψ(x) lassen sich mit Standardtechniken leicht auf θ(x), pi
∗(x) und
pi(x) u¨bertragen, was im nachfolgenden Kapitel ausgefu¨hrt wird.
4.1 Beschreibung der Methode
Der Algorithmus basiert auf der Tatsache, dass die Tschebyschow-Funktion ψ(x) einerseits
durch die Nullstellen der Zetafunktion und andererseits durch die Primzahlpotenzen≤ x aus-
gedru¨ckt werden kann. Ersteres kann genutzt werden, um ψ(x) effizient an vielen Stu¨tzstellen
zu approximieren, wobei die Kenntnis der ersten O(xα) Nullstellen ausreichend ist, um ψ(x)
bis zu einer Genauigkeit von O˜(x1−α) zu berechnen. Dabei kommen Verfahren zur schnellen
Auswertung trigonometrischer Summen zum Einsatz, die im Abschnitt 4.2 na¨her beschrie-
ben werden, und die eine Auswertung an O(xα) Stu¨tzstellen mit einer Laufzeit von O˜(xα)
ermo¨glichen. Die Darstellung von ψ(x) als Summe u¨ber Primzahlpotenzen bietet dann die
Mo¨glichkeit, derartige Schranken zwischen den Stu¨tzstellen zu interpolieren.
Zur Abscha¨tzung von ψ(x) wird dabei nicht die von Mangoldtsche explizite Formel ver-
wendet, was prinzipiell mo¨glich wa¨re, sondern die modifizierte Tschebyschow-Funktion ψc,ε
aus Kapitel 1, die leichter zu handhaben ist und vermutlich auch bessere Resultate liefert.
Die Idee, Methoden zur schnellen Auswertung trigonometrischer Summen zur multiplen
Auswertung derartiger Summen u¨ber Nullstellen zu verwenden, verdankt der Autor J. Fran-
ke.
4.1.1 Beschra¨nkung von ψ(x) durch ψc,ε(x)
Wir hatten schon in Kapitel 1 gesehen, dass ψc,ε zur Beschra¨nkung von ψ herangezogen
werden kann. Wir nutzen nun die gewichtete Brun-Titchmarsh-Ungleichung aus Kapitel 3,
um die Summen u¨ber Primzahlpotenzen in Satz 1.2 weiter abzuscha¨tzen.
Satz 4.1. Sei 0 ≤ α < 1, x > 109, ε < 10−4, und es gelte
B =
εxe−ε|νc(α)|
2(µc)+(α)
> 1.
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Wir definieren
A(x, c, ε, α) = e2ε log(eεx)
[2 ε x |νc(α)|
logB
+ 2.01ε
√
x+
1
2
log log(2x2)
]
Dann gilt
ψ(e−αεx) ≤ ψc,ε(x) +A(x, c, ε, α)
und
ψ(eαεx) ≥ ψc,ε(x)−A(x, c, ε, α).
Beweis. Nach Satz 1.2 genu¨gt es∑
eαεx≤pm≤eεx
1
m
Mx,c,ε(p
m) ≤ A(x, c, ε, α) (4.3)
und
−A(x, c, ε, α) ≤
∑
e−εx≤pm≤e−αεx
1
m
Mx,c,ε(p
m) (4.4)
zu zeigen. Aus (1.23) und (1.14) ist leicht ersichtlich, dass
Mx,c,ε(t) =
log t
λc,ε
µc,ε
(
log
t
x
)
(1 + Θ(ε)) ≤ e
ε
2
log(eεx) (4.5)
gilt.
Wir scha¨tzen zuna¨chst den Beitrag der Primzahlen ab.
Lemma 4.1. Seien x > 1, ε < 1 und α ∈ [0, 1) derart, dass
B =
εxe−ε|νc(α)|
2(µc)+(α)
> 1
gilt. Dann gelten die Ungleichungen
∑
e−εx≤p≤e−αεx
∣∣∣∣µc(1ε log px)
∣∣∣∣ ≤ 2εx|νc(α)|logB
und ∑
eαεx≤p≤eεx
∣∣∣∣µc(1ε log px)
∣∣∣∣ ≤ 2εxeε|νc(α)|logB .
Beweis. Wir beweisen exemplarisch die zweite Ungleichung. Sei dazu I = [eαεx, eεx] und
f(t) = (µc)+
(1
ε
log
t
x
)
.
Dann erfu¨llt f die Voraussetzungen von Theorem 3.2 und folglich haben wir
∑
p∈I
f(p) ≤ 2‖f‖1,I
(
log
‖f‖1,I
‖f‖∞,I + ‖f ′‖1,I
)−1
.
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Da f auf I monoton fa¨llt, gilt offenbar ‖f‖∞,I = ‖f ′‖1,I = (µc)+(α). Ferner erhalten wir
mit der Substitution u = 1ε log
t
x
‖f‖1,I =
∫ eεx
eαεx
f(t) dt = εx
∫ ε
α
eεuµc(u) du,
woraus sich unmittelber die Behauptung ergibt. Die erste Ungleichung folgt in vo¨llig analoger
Weise.
Zusammen mit Lemma 2.3 und (4.5) folgen nun die behaupteten Ungleichungen.
Bemerkung 4.1. Nach bekannten Resultaten u¨ber das Wachstum der modifizierten Bessel-
funktionen, auf die wir im nachfolgenden Kapitel noch weiter eingehen werden, gilt
|νc(0)| ∼ 1√
2pic
fu¨r c→∞. Fu¨r Anwendungen mit c ∼ C1 log x liefert Satz 4.1 also eine Abscha¨tzung, die um
einen Faktor C2/
√
log x kleiner ist als die triviale Abscha¨tzung mit der Brun-Titchmarsh-
Ungleichung. Dieser Gewinn la¨sst sich nutzen, um bei gleichem Approximationsfehler den
Nullstellenbereich durch eine Verkleinerung von ε um etwa den gleichen Faktor C2/
√
log x
zu verringern. In typischen Anwendungen ließ sich der Nullstellenbereich auf diese Weise um
ca. 80% verkleinern.
4.1.2 Interpolation von ψ(x)
Wir kommen nun zum zweiten Bestandteil des Algorithmus, der Interpolation von Schranken
fu¨r Rψ(x) zwischen den Stu¨tzstellen. Hierzu dient uns der folgende Satz.
Satz 4.2. Sei 109 ≤ a < b und sei
a = x0 < x1 < · · · < xn = b
eine Zerlegung von [a, b], dessen maximale Schrittweite
∆ = max {xk − xk−1 | k = 1, . . . , n}
der Bedingung 10 ≤ ∆ ≤ 10−5a genu¨gt. Dann gelten die folgenden Aussagen:
1. Sei M > 0 und es gelte
xk − ψ(xk)√
xk
≤M
fu¨r k = 0, 1, . . . , n. Dann gilt fu¨r alle y ∈ [a, b]
y − ψ(y)√
y
≤ 1.001
[
M +
log a√
a
(
∆
log ∆
+ log log(a2)
)]
.
2. Sei m < 0 und es gelte
xk − ψ(xk)√
xk
≥ m
fu¨r k = 0, 1, . . . , n. Dann gilt fu¨r alle y ∈ [a, b]
y − ψ(y)√
y
≥ 1.001
[
m− log a√
a
(
∆
log ∆
+ log log(a2)
)]
.
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Beweis. Wir beweisen zuna¨chst die Abscha¨tzung
ψ(x)− ψ(x− y) ≤ log(x)
(
1.0001
∆
log ∆
+ log log(x2)
)
(4.6)
fu¨r x ≥ a ≥ 109 und 0 ≤ y ≤ ∆2 . Wegen ∆log ∆ ≥ 10log 10 > 3 genu¨gt es offenbar, dies fu¨r y ≥ 3
zu zeigen. Wir nutzen wieder die Abscha¨tzung in (2.23) und erhalten
ψ(x)− ψ(x− y) ≤ log(x)
∑
x−y≤pm≤x
1
m
≤ log(x)
 2y
log y
+
[2 log x]∑
m=2
(
2
y
m2
x1/m−1 +
1
m
) .
Hier nutzen wir weiter
[2 log x]∑
m=2
1
m
≤
∫ 2 log x
1
dt
t
≤ log log(x2)
und
[2 log x]∑
m=2
2
y
m2
x1/m−1 ≤ y
2
√
x
+
2y
x2/3
∫ ∞
2
dt
t2
≤ y√
x
(1
2
+ x−1/6
)
< 0.6
y√
x
≤ 0.0002 y
log y
,
und erhalten (4.6) unter Ausnutzung der Monotonie von y 7→ ylog y .
Sei nun x ∈ {xk}nk=1 und 0 ≤ y ≤ ∆/2. Dann haben wir
x− y − ψ(x− y)√
x− y =
x− ψ(x)√
x− y +
ψ(x)− ψ(x− y)√
x− y −
y√
x− y . (4.7)
Sind nun m < 0 und M > 0 die Schranken aus der Formulierung des Satzes, so gilt
1.001m ≤
√
x√
x− ym ≤
x− ψ(x)√
x− y ≤
√
x√
x− yM ≤ 1.001M.
Aus (4.6) erhalten wir zudem
0 ≤ ψ(x)− ψ(x− y)√
x− y ≤
log x√
x− y
(
1.0001
∆
log ∆
+ log log(x2)
)
≤ 1.001 log a√
a
(
∆
log ∆
+ log log(a2)
)
.
Wegen
0 ≤ y√
x− y ≤ 1.0001
∆√
a
≤ 1.001 log(a)∆√
a log ∆
erhalten wir somit aus (4.7) die Abscha¨tzung
1.001
(
m− log a√
a
( ∆
log ∆
+ log log(a2)
))
≤ x− y − ψ(x− y)√
x− y
≤ 1.001
(
M +
log a√
a
( ∆
log ∆
+ log log(a2)
))
.
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Auf analoge Weise erha¨lt man die Abscha¨tzung
1.001
(
m− log a√
a
( ∆
log ∆
+ log log(a2)
))
≤ x+ y − ψ(x+ y)√
x+ y
≤ 1.001
(
M +
log a√
a
( ∆
log ∆
+ log log(a2)
))
fu¨r x ∈ {xk}n−1k=0 und 0 ≤ y ≤ ∆/2, womit der Satz bewiesen ist.
Die Grundlage des Algorithmus bildet nun das folgende Theorem.
Theorem 4.1. Sei ε < 10−4 und sei 0 ≤ α ≤ 1 derart, dass
ε x νc(α)
2µc(α+)
> 10
gilt. Seien ferner eαε109 ≤ a < b und sei
a = x0 < x1 < · · · < xn = b
eine Zerlegung von [a, b], dessen maximale Schrittweite
∆ = max{|xk − xk−1| | k = 1, . . . , n}
der Bedingung 10 ≤ ∆ ≤ 10−5a genu¨gt.
Wir definieren die Fehlerterme
E1 = 1.001α ε
√
b,
E2 = 2.02 log(b)
(
ε
√
b |νc(α)| log
( ε b |νc(α)|
2(µc)+(α)
)−1
+ ε+
log log(2a2)
4
√
a
)
und
E3 = 1.001 log a√
a
(
∆
log ∆
+ log log(a2)
)
.
Dann gelten die folgenden Aussagen:
1. Sei M > 0 und es gelte
xk − ψc,ε(xk)√
xk
≤M
fu¨r k = 0, 1, . . . , n. Dann gilt fu¨r alle y ∈ [eαεa, b]
y − ψ(y)√
y
≤ 1.01 (M + E1 + E2 + E3) .
2. Sei m < 0 und es gelte
xk − ψc,ε(xk)√
xk
≥ m
fu¨r k = 0, 1, . . . , n. Dann gilt fu¨r alle y ∈ [a, e−αεb]
y − ψ(y)√
y
≥ 1.01 (m− E1 − E2 − E3) .
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Beweis. Wir beweisen exemplarisch die erste Aussage. Dazu definieren wir x˜ = eαεx. Dann
erhalten wir aus Satz 4.1 die Abscha¨tzung
x˜k − ψ(x˜k)√
x˜
≤ x˜k − xk√
x˜k
+
xk − ψc,ε(xk)√
x˜k
+
A(xk, c, ε, α)√
x˜k
= 2 sinh(αε/2)
√
xk + e
−αε/2xk − ψc,ε(xk)√
xk
+ e−αε/2
A(xk, c, ε, α)√
xk
.
Unter den Voraussetzungen des Satzes haben wir
2 sinh(αε/2)
√
xk ≤ E1
und
A(xk, c, ε, α)√
xk
≤ E2.
Folglich gilt
x˜k − ψ(x˜k)√
x˜k
≤M + E1 + E2
fu¨r k = 0, . . . , n und Satz 4.2 liefert die gewu¨nschte Abscha¨tzung
y − ψ(y)√
y
≤ 1.001
(
M + E1 + E2 + log(a˜)√
a˜
( ∆˜
log ∆˜
+ log log(a˜2)
))
≤ 1.01 (M + E1 + E2 + E3)
fu¨r alle y ∈ [a˜, b˜].
Die untere Abscha¨tzung erha¨lt man analog durch Betrachtung von
xˆk − ψ(xˆk)√
xˆk
≥ −2 sinh(αε/2)√xk + eαε/2xk − ψc,ε(xk)√
x
− eαε/2A(xk, c, ε, α)√
xk
,
mit der Bezeichnung xˆk = e
−αεxk.
4.2 Schnelle multiple Auswertung von ψc,ε
Setzen wir x ≥ 109 und ε ≤ 10−4 voraus, so erhalten wir aus Theorem 1.1 unter Verwendung
von ∣∣∣∣∣∑∗
ρ
ac,ε(ρ)
ρ
∣∣∣∣∣ =
∣∣∣∣∣∣
∑∗
=(ρ)>0
ac,ε(ρ)
ρ(1− ρ)
∣∣∣∣∣∣ ≤ e
ε/2|1 + i100|
100
∑∗
ρ
1
ρ
≤ 0.024
(siehe (1.8)) die fu¨r die hiesigen Zwecke ausreichende approximative Formel
x− ψc,ε(x)√
x
=
∑∗
ρ
ac,ε(ρ)
ρ
xρ−
1
2 + Θ
( 2√
x
)
. (4.8)
Folglich ist der Aufwand zur Berechnung der beno¨tigten Schranken fu¨r ψc,ε(x) mittels der
expliziten Formel gleich dem Aufwand zur Berechnung von∑∗
ρ
|=(ρ)|≤c/ε
ac,ε(ρ)
ρ
xρ−
1
2 . (4.9)
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Dies fu¨hrt nach U¨bergang zur logarithmischen Skala auf das Problem der schnellen
Auswertung trigonometrischer Summen. Hierzu existieren verschiedene Methoden, die die
schnelle Fourier-Transformation nutzen, um derartige Summen simultan auf a¨quidistanten
Gittern zu berechnen (siehe z.B. [OS88, Odl92]). Auswertungen an Zwischenstellen ko¨nnen
zudem effizient mittels bandbreitenbeschra¨nkter Interpolation bewerkstelligt werden.
4.2.1 Schnelle Auswertung trigonometrischer Summen
Als trigonometrische Summen bezeichnen wir Funktionen der Form
F (x) =
N∑
j=1
aje
iγjx
mit γj ∈ R. In [FKBJ] wurde ein einfaches Verfahren beschrieben, derartige Summen mit
Hilfe der schnellen Fourier-Transformation fu¨r alle x ∈ [−T, T ] ∩ Z zu berechnen. Dieses ist
wie folgt gegeben:
Sei R = 2r und sei
γj =
2pinj
R
+ δj
mit
|δj | ≤ pi
R
.
Sei ferner
P (t) = b0 + · · ·+ bntn
ein approximierendes Polynom der Funktion f(t) = exp(it) in [−piT/R, piT/R]. Dann gilt
F (x) =
N∑
j=1
aje
2piinjx/Reixδj
=
N∑
j=1
aje
2piinjx/RP (xδj) + Θ
(∥∥f − P ; C0([−piT/R, piT/R])∥∥ N∑
j=1
|aj |
)
.
Setzen wir nun
fl(k) =
N∑
j=1
nj≡k mod R
ajδ
l
j und fˆl(x) =
R∑
k=1
fl(k)e
2piikx/R,
so erhalten wir
N∑
j=1
aje
2piinjx/RP (xδj) =
n∑
l=1
blx
l
N∑
j=1
ajδ
l
je
2piinjx/R
=
n∑
l=1
blfˆl(x)x
l.
Die Berechnung von fˆl an allen Elementen von Z/RZ la¨sst sich mittels der schnellen
Fourier-Transformation mit einer Laufzeit von O(R log(R)) bewerkstelligen. Fu¨r P sind we-
gen ihrer guten Approximationseigenschaften die Tschebyschow-interpolierenden Polynome
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von f eine gute Wahl. In diesem Fall hat man
∥∥f − Pn; C0([−piT/R, piT/R])∥∥ ≤ (piT
2R
)n+1 √8
(n+ 1)!
nach der Standardabscha¨tzung fu¨r den Interpolationsfehler, wenn Pn ∈ C[X] das eindeutig
bestimmte Polynom vom Grad ≤ n bezeichnet, welches an den Stu¨tzstellen piTR cos( 2k−12n+2pi)
fu¨r k = 1, 2, . . . , n+ 1 mit f u¨bereinstimmt.
Sind dann die Koeffizienten αk gleichma¨ßig beschra¨nkt, und gehen N,T und R gemein-
sam gegen ∞, so dass die Quotionten N/T und R/T von oben und unten beschra¨nkt blei-
ben, so lassen sich auf diese Weise offenbar alle gewu¨nschten Werte von F fu¨r jedes α > 0
in O(N log(N)2) mit einer Genauigkeit von N−α berechnen.
Die Laufzeit des Algorithmus ist somit von der gleichen Ordnung wie die des Odlyzko-
Scho¨nhage-Algorithmus, aber er ist einfacher anzuwenden und auf Fehlerfortpflanzung hin
zu untersuchen.
4.2.2 Bandbreitenbeschra¨nkte Interpolation
Das Verfahren aus Abschnitt 4.2.1 liefert eine effiziente Method zur Berechnung der Summe
u¨ber Nullstellen auf geometrischen Progressionen. Zur Auswertung der Summe an Zwischen-
stellen kann eine konvergenzbeschleunigte Variante der Interpolationsformel von Shannon,
Nyquist, Whittacker und Kotelnikov verwendet werden. Wir formulieren diese fu¨r den Spe-
zialfall trigonometrischer Summen mit dem Logan-Kern zur Konvergenzbeschleunigung.
Satz 4.3. Sei
F (y) =
N∑
j=1
aje
iγjy
mit γj ∈ R und sei τ = maxj{|γj |}. Sind dann β und λ so gewa¨hlt, dass die Ungleichungen
τ ≤ λ− ε < λ+ ε ≤ β
gelten, so gilt fu¨r F die Interpolationsformel
F (y) =
λ
β
∑
n∈Z
F
(pin
β
) sin(λ(y − pinβ ))
λ(y − pinβ )
`c,ε
(
y − pin
β
). (4.10)
Ferner gilt mit der Bezeichnung A =
∑N
j=1 |aj | die Abscha¨tzung∣∣∣∣∣∣∣F (y)−
λ
β
∑
|y−pinβ |≤ cε
F
(pin
β
) sin(λ(y − pinβ ))
λ(y − pinβ )
`c,ε
(
y − pin
β
)∣∣∣∣∣∣∣
≤ 2A
sinh(c)
(
log(c+ 1)
pi
+
2ε
β
+ 1
)
. (4.11)
Beweis. Der Beweis von (4.10) ist in [OS88] skizziert und in [BJ10] na¨her ausgefu¨hrt. Wir
begnu¨gen uns daher damit, an dieser Stelle (4.11) zu zeigen. Wir betrachten zuna¨chst den
Beitrag der Summanden mit
y − npi
β
>
c
ε
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zu (4.10). Mit den Abscha¨tzungen∣∣∣∣ sin(x)x
∣∣∣∣ ≤ 1x, |lc,1(y)| ≤ csinh(c) min{1, 1|y| − c} und |F (t)| ≤ A
fu¨r x 6= 0, y > c und t ∈ R erhalten wir
λ
β
∑
y−npiβ > cε
∣∣∣∣∣F (pinβ ) sin(λ(y −
pin
β ))
λ(y − pinβ )
`c,ε
(
y − pin
β
)
∣∣∣∣∣
≤ Ac
β sinh(c)
 c
ε
+
∑
y−npiβ > c+1ε
1
y − npiβ
1
ε(y − npiβ )− c

≤ Ac
β sinh(c)
[
2ε
c
+
∫ β
pi (y− c+1ε )
−∞
dt
(y − piβ t)(ε(y − piβ t)− c)
]
=
A
sinh(c)
[
2ε
β
+
1
pi
log(c+ 1)
]
,
wobei der erste Summand auf der zweiten Zeile von den Summanden mit cε < y− npiβ ≤ c+1ε
herru¨hrt und beim U¨bergang von der zweiten zur dritten Zeile die Monotonie der Summan-
den genutzt wurde.
Eine analoge Rechnung scha¨tzt den Beitrag der Summanden mit y − npiβ < − cε ebenso
ab, und somit folgt (4.11).
Zur Berechnung der Summe u¨ber Nullstellen wird dies auf die Funktionen
FT,U (y) = e
−iy T+U2
∑
T<γ<U
ac,ε(ρ)
ρ
eiγy (4.12)
angewendet, wobei wir ρ = 1/2+ iγ gesetzt und angenommen haben, dass γ reell ist, was fu¨r
alle auftretenden Nullstellen der Fall ist. Der Vorfaktor e−iy
T+U
2 dient dabei der Reduktion
der Bandbreite.
4.3 Laufzeit und Speicherbedarf
Sei δ > 0 und sei 0 ≤ θ < 12 . Wir wollen fu¨r genu¨gend große x die Laufzeit zur Berechnung
oberer Schranken ±M˜±ψ (x) fu¨r ±Rψ(t) in [x, 2x], die der Bedingung
±M˜±ψ (x) ≤ ±M±ψ (x) + δxθ
genu¨gen, abscha¨tzen. Zu diesem Zweck wa¨hlen wir c = log x und ε = c1x
θ− 12 , so dass nach
Satz 4.1 fu¨r genu¨gend großes t ∣∣∣∣ψ(t)− ψc,ε(t)√t
∣∣∣∣ ≤ δ4 tθ
gilt. Fu¨r derartige t gilt dann folglich∣∣∣∣ t− ψc,ε(t)√t
∣∣∣∣ ≤ ∣∣∣R±ψ (t)∣∣∣+ δ4 tθ.
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Somit erhalten wir die gewu¨nschte Abscha¨tzung, wenn wir ψc,ε auf einem Stu¨tzstellen-
system in [x, 2x] mit maximaler Schrittweite c2x
θ+ 12 mit einer Genauigkeit von δ4 t
θ auswer-
ten, wobei c2 klein genug gewa¨hlt sei, dass in Theorem 4.1 E3 < δ4 gelte. Letzteres ist fu¨r
genu¨gend großes x immer erfu¨llt, wenn ψc,ε durch die Summe u¨ber die Nullstellen bis zu
einem Imagina¨rteil von cε approximiert wird.
In der Interterpolationsformel wa¨hlen wir β = 2τ = cε und berechnen die Koeffizienten
mit dem in Abschnitt 4.2.1 beschriebenen Verfahren (wobei fu¨r R = 2r die na¨chste Zwei-
erpotenz zu β zu wa¨hlen ist) mit O˜(x
1
2−θ) Rechenschritten. Eine einzelne Auswertung der
Summe mit der Interpolationsformel hat dann den Aufwand O(log(x)B), fu¨r ein geeignetes
B > 0, und somit lassen sich alle beno¨tigten Auswertungen in O˜(x
1
2−θ) bewerkstelligen.
Der Speicherbedarf ist bei der obigen Vorgehensweise durch ein Vielfaches der Anzahl
der Nullstellen abgescha¨tzt, also O˜(x
1
2−θ). Er la¨sst sich aber durch eine Unterteilung der
Summe u¨ber Nullstellen reduzieren. Bei gegebenem Speicher der Gro¨ße O(xγ) erho¨ht sich
der Aufwand durch das wiederholte Interpolieren dabei auf O˜(xγ+1−2θ). Insbesondere hat
der Algorithmus damit im Fall θ = 0 wieder eine Laufzeit von O˜(x), wenn einmal die
Speichergrenze erreicht ist. Allerdings ist die implizite Konstante dabei in der Regel deutlich
geringer als bei einer Anwendung des Siebs des Eratosthenes.
4.4 Implementierung und Resultate
Die Implementierung des Algorithmus basiert wesentlich auf einer 64-Bit-Festkomma-Arith-
metik, die zu diesem Zweck entwickelt wurde. Lediglich die Auswertung der auftretenden
elementaren Funktionen werden mit der Multipra¨zisionsbibliothek MPFR bewerkstelligt und
fu¨r die Berechnung der Koeffizienten
`c,ε(γ)
ρ · `c,ε(i/2) exp
(
i
(
γ − T0 + T1
2
)
y0
)
, (4.13)
wobei T0 und T1 die Grenzen des Nullstellenbereichs und y0 = log x + log
√
2 den Lo-
garithmischen Mittelpunkt des betrachteten Intervalls bezeichnet, wird ein von J. Franke
implementierter 128-Bit-Festkommadatentyp verwendet.
Die Verwendung der Festkomma-Arithmetik hat einige Vorzu¨ge, die mit einer etwas
erho¨hten Laufzeit erkauft werden.
1. Sie liefert mehr Genauigkeit als der herko¨mmliche double-Datentyp und beno¨tigt we-
niger Speicher als der extended double-Datentyp.
2. Nur Multiplikationen sind Rundungsfehler behaftet, sofern kein Variablenu¨berlauf auf-
tritt.
3. Das Nichtauftreten eines Variablenu¨berlaufs liefert Informationenen u¨ber den gro¨ßten
aufgetretenen Zwischenwert, der sich a priori meist nur schlecht abscha¨tzen la¨sst, aber
fu¨r eine Rundungsfehleranalyse mit double-Variablen unerla¨sslich ist. Auf diesem Wege
hat man die Mo¨glichkeit, die Fehlerabscha¨tzung durch Scha¨tzung des gro¨ßten Wertes
zu verbessern.
Fu¨r die Berechnungen standen dem Autor die von J. Franke et. al. berechneten Nullstel-
len bis zu einem Imagina¨rteil von 1011 mit einer Genauigkeit von 64 Nachkommabits aus
[FKBJ] zur Verfu¨gung. Das Programm ist so konzipiert, dass es den Beitrag der Eingabe
und Rundungsfehler selbst abscha¨tzt (siehe Anhang). Die Strategie dabei ist, den Fehler
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der Ausgabedaten in der `∞-Norm gegen den Fehler der Eingabedaten in der `1-Norm ab-
zuscha¨tzen. Dabei kommt der Hauptterm von der Rundung der Koeffizienten in (4.13) auf
64 Nachkommabits. Der Fehler, der von der Ungenauigkeit der Nullstellen und von der
Rundung der δj im in Abschnit 4.2.1 beschriebenen Verfahren herru¨hrt, stellt sich dagegen
als vernachla¨ssigbar heraus. Zur U¨berpru¨fung werden die berechneten Maxima und Minima
durch direkte Auswertung der Summen u¨ber Nullstellen gegengerechnet. Fu¨r die gro¨ßten
Rechnungen ergaben die Abscha¨tzungen schon einen mo¨glichen Approximationsfehler von
0.016 fu¨r den ersten Summenabschnitt. Es ist allerdings bei den U¨berpru¨fungen keine Ab-
weichung, die gro¨ßer als 10−11 wa¨re, festgestellt worden.
Fu¨r die bisherigen Rechnungen war die Speichergro¨ße auf 340 GB beschra¨nkt. Dies erfor-
derte ab x = 4× 1014 eine Unterteilung des Nullstellenbereichs. Fu¨r die Abscha¨tzungen im
Intervall [5.12× 1018, 1.024× 1019] war bereits eine Unterteilung in13 Abschnitte vonno¨ten.
Allerdings belief sich die Rechenzeit dafu¨r auf einem einzigen Prozessorkern dennoch nur
auf 290 Stunden.
Die Ergebnisse der Berechnungen sind in Tabelle 4.1 angegeben. Die Ausgaben der Pro-
gramme mit allen Parametern und den Werten der stu¨ckweisen Maxima und Minima ist
dem Anhang in elektronischer Form beigefu¨gt. Ebenso die Ergebnisse der U¨berpru¨fungen
durch direkte Auswertung. Fu¨r die Zukunft sind weitere Berechnungen unter Einbeziehung
eines gro¨ßeren Nullstellenbereichs geplant.
Daru¨ber hinaus hat der Autor mit einem brute force-Algorithmus die Schranken
−0.8 ≤ Rψ(t) ≤ 0.81
fu¨r t ∈ [100, 5×1010] berechnet. Mit den Werten in Tabelle 4.1 erhalten wir also zusammen-
fassend
Satz 4.4. Es gilt
|Rψ(x)| ≤ 0.94 fu¨r 100 ≤ x ≤ 1019.
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Tabelle 4.1: Schranken fu¨r Rψ(x)
x M˜−ψ (x) M˜
+
ψ (x) x M˜
−
ψ (x) M˜
+
ψ (x)
1010 −.77 .85 1012 −.80 .81
2× 1010 −.75 .64 2× 1012 −.79 .76
4× 1010 −.73 .80 4× 1012 −.73 .73
8× 1010 −.80 .86 8× 1012 −.80 .76
16× 1010 −.88 .68 16× 1012 −.80 .68
32× 1010 −.88 .78 32× 1012 −.67 .93
64× 1010 −.66 .74 64× 1012 −.78 .77
x M˜−ψ (x) M˜
+
ψ (x) x M˜
−
ψ (x) M˜
+
ψ (x)
1014 −.79 .72 1016 −.88 .74
2× 1014 −.60 .76 2× 1016 −.87 .70
4× 1014 −.65 .73 4× 1016 −.65 .73
8× 1014 −.81 .88 8× 1016 −.82 .77
16× 1014 −.66 .86 16× 1016 −.71 .92
32× 1014 −.74 .86 32× 1016 −.78 .71
64× 1014 −.73 .66 64× 1016 −.94 .82
128× 1016 −.94 .75
256× 1016 −.82 .86
512× 1016 −.83 .94
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Kapitel 5
Weitere Resultate und
Anwendungen
5.1 Abscha¨tzungen fu¨r pi(x), pi∗(x) und ϑ(x)
Wir kommen nun zur U¨bertragung der errechneten Abscha¨tzungen von
Rψ(x) =
x− ψ(x)√
x
aus dem vorherigen Kapitel auf die Restterme
Rϑ(x) =
x− ϑ(x)√
x
,
Rpi∗(x) =
log
√
x√
x
(
li(x)− pi∗(x))
und
Rpi(x) =
log
√
x√
x
(
li(x)− pi(x)).
Dazu nutzen wir, dass ψ(x) und pi∗(x), sowie ϑ(x) und pi(x) u¨ber partielle Summation
miteinander verbunden sind. Wir beginnen aber zuna¨chst mit der U¨bertragung der Ergeb-
nisse fu¨r Rψ(x) auf Rϑ(x).
5.1.1 Schranken fu¨r Rϑ(x)
Lemma 5.1. Sei 0 < a < b und es gelte
c ≤ Rψ(x) ≤ C (5.1)
fu¨r x ∈ [a, b]. Dann gilt
Rϑ(x) ≤ C + 1− c x−1/4 (5.2)
fu¨r x ∈ [a2, b] und
Rϑ(x) ≥ c+ 1− (C + 1)x−1/4 + c x−3/8 (5.3)
fu¨r x ∈ [a4, b].
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Beweis. Wegen
ψ(t)− ψ(√t) = ϑ(t)− ϑ(√t)
haben wir
ψ(t)− ψ(√t) ≤ ϑ(t) ≤ ψ(t)− ψ(√t) + ψ(t1/4).
Hieraus ergeben sich (5.2) und (5.3) durch Anwendung von (5.1) auf ψ(
√
t) und ψ(t1/4).
Aus den Schranken fu¨r Rψ erhalten wir das folgende Korollar.
Korollar 5.1. Es gilt
Rϑ(x) < 1.94 fu¨r 10
4 ≤ x ≤ 1019. (5.4)
und
Rϑ(x) > 0.06 fu¨r 10
8 ≤ x ≤ 1019. (5.5)
Beweis. Zum Beweis der oberen Abscha¨tzung wenden wir Lemma 5.1 zuerst mit x = 100,
y = 108 und −c = C = 0.81 an und erhalten die Abscha¨tzung in (5.4) fu¨r 104 ≤ t ≤ 108.
Fu¨r die verbleibenden t wa¨hlen wir dann x = 100, y = 1019 und −c = C = 0.94. Die untere
Abscha¨tzung folgt analog mit der gleichen Parameterwahl.
Fu¨r x ≤ 108 sei zudem auf das Resultat [RS62, Theorem 19] verwiesen, nach welchem
0 < Rϑ(x) ≤ 2.05282 fu¨r 0 < x ≤ 108 (5.6)
gilt. Insbesondere ist somit Rϑ(x) fu¨r 0 < x ≤ 1019 stets positiv.
5.1.2 Schranken fu¨r Rpi∗(x)
Zur U¨bertragung der Schranken von Rψ(x) auf Rpi∗(x) haben wir das folgende Lemma.
Lemma 5.2. Sei b > 107, 12 < a < b, seien c < 0 und C > 0 derart, dass
c ≤ Rψ(x) ≤ C (5.7)
fu¨r alle x ∈ [a, b] gilt, und sei
A = pi∗(a)− li(a) + a− ψ(a)
log a
.
Dann gelten fu¨r alle x ∈ [max{a, 107}, b] die Ungleichungen
Rpi∗(x) ≤ 1
2
Rψ(x) +
C
log x
(
1 +
5
log x
)
+A
log
√
x√
x
und
Rpi∗(x) ≥ 1
2
Rψ(x) +
c
log x
(
1 +
5
log x
)
+A
log
√
x√
x
.
Beweis. Durch partielle Summation erhalten wir
pi∗(x)− pi∗(a) = li(x)− li(a)− x− ψ(x)
log x
+
a− ψ(a)
log a
−
∫ x
a
t− ψ(t)
t log(t)2
dt. (5.8)
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Zum Beweis des Satzes genu¨gt es somit, fu¨r a ≥ 12 und x ≥ 107 die Abscha¨tzung
0 ≤
∫ x
a
dt√
t log(t)2
≤ 2
√
x
log(x)2
(
1 +
5
log x
)
(5.9)
zu zeigen. Mit der Substitution u = log t erhalten wir∫ x
a
dt√
t log(t)2
=
∫ log x
log a
eu/2
u2
du
=
∫ log a+i∞
log a
eu/2
u2
du−
∫ log x+i∞
log x
eu/2
u2
du.
Fu¨r beliebiges α > 0 erha¨lt man durch zweimalige partielle Integration
e−α/2
∫ α+i∞
α
eu/2
u2
du = − 2
α2
− 8
α3
+ 24i
∫ ∞
0
eit/2
(α+ it)4
dt. (5.10)
Hier scha¨tzen wir das letzte Integral betragsma¨ßig durch∫ α
0
dt
α4
+
∫ ∞
α
dt
t4
=
4
3α3
ab und erhalten ∫ α+i∞
α
eu/2
u2
du = −2e
α/2
α2
(
1 +
4
α
+ Θ
( 16
α2
))
.
Fu¨r α ≥ log(12) ist das Integral auf der linken Seite folglich negativ. Ferner gilt fu¨r α ≥
log(107) zudem 16α ≤ 1 und wir erhalten (5.9).
Mit der Wahl a = 100 im Lemma 5.2 erha¨lt man aus Satz 4.4 und den Werten in Tabelle
4.1 die in Tabelle 5.1 aufgefu¨hrten Schranken M˜±pi∗(x) mit
M˜−pi∗(x) < Rpi∗(t) < M˜
+
pi∗(x) fu¨r x ≤ t ≤ 2x.
Wir erhalten somit das folgende Korollar.
Korollar 5.2. Es gilt
|Rpi∗(x)| < 1
2
fu¨r 107 ≤ x ≤ 1019.
5.1.3 Schranken fu¨r Rpi(x) und die Skewes-Zahl
Es verbleibt nun lediglich die U¨bertragung der Schranken fu¨r Rϑ(x) auf Rpi(x). Hierbei ist
besonders zu bemerken, dass Rϑ(x) in [2,∞) das Vorzeichen erstmalig vor Rpi(x) wechselt.
Zur unteren Abscha¨tzung der Skewes-Zahl genu¨gt es daher, die Positivita¨t von Rϑ(x) bis zu
einer gegeben Gro¨ße zu verifizieren.
Lemma 5.3. Sei b > 107, 12 < a < b, c ≤ 0 und C ≥ 0 derart, dass fu¨r alle x ∈ [a, b]
c ≤ Rϑ(x) ≤ C (5.11)
gilt, und sei
A = pi(a)− li(a) + a− ϑ(a)
log a
.
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Tabelle 5.1: Schranken fu¨r Rpi∗(x)
x M˜−pi∗(x) M˜
+
pi∗(x) x M˜
−
pi∗(x) M˜
+
pi∗(x)
1010 −.43 .47 1012 −.44 .45
2× 1010 −.42 .37 2× 1012 −.44 .42
4× 1010 −.41 .45 4× 1012 −.41 .40
8× 1010 −.44 .48 8× 1012 −.44 .42
16× 1010 −.49 .38 16× 1012 −.44 .38
32× 1010 −.48 .43 32× 1012 −.37 .50
64× 1010 −.37 .41 64× 1012 −.43 .42
x M˜−pi∗(x) M˜
+
pi∗(x) x M˜
−
pi∗(x) M˜
+
pi∗(x)
1014 −.43 .40 1016 −.47 .40
2× 1014 −.34 .42 2× 1016 −.47 .38
4× 1014 −.36 .40 4× 1016 −.36 .40
8× 1014 −.44 .48 8× 1016 −.44 .42
16× 1014 −.36 .47 16× 1016 −.39 .49
32× 1014 −.40 .46 32× 1016 −.42 .39
64× 1014 −.40 .36 64× 1016 −.50 .44
128× 1016 −.50 .40
256× 1016 −.44 .46
512× 1016 −.44 .50
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Dann gilt fu¨r alle x ∈ [max{a, 107}, b]
Rpi(x) ≤ 1
2
Rϑ(x) +
C
log x
(
1 +
5
log x
)
+A
log
√
x√
x
sowie
Rpi(x) ≥ 1
2
Rϑ(x) +
c
log x
(
1 +
5
log x
)
+A
log
√
x√
x
.
Ferner gilt die Implikation
Rϑ(t) > 0 fu¨r 2 ≤ t ≤ T ⇒ Rpi(t) > 0 fu¨r 2 ≤ t ≤ T .
Beweis. Der erste Teil des Lemmas folgt wie im Beweis von Lemma 5.2 aus
pi(x)− pi(a) = li(x)− li(a)− x− ϑ(x)
log x
+
a− ϑ(a)
log a
−
∫ x
a
t− ϑ(t)
t log(t)2
dt. (5.12)
Fu¨r den zweiten Teil genu¨gt es, die Implikation
”
Rϑ(t) > 0 fu¨r t ∈ [10, T ]“ ⇒ ”Rpi(t) > 0
fu¨r t ∈ [10, T ]“ zu zeigen, da fu¨r t ∈ [2, 10] beide Aussagen ohnehin richtig sind. Aber dies
folgt wegen
pi(10)− li(10)− 10− ϑ(10)
log(10)
> 0.1
aus (5.12).
Wir erhalten das folgende Korollar.
Korollar 5.3. Es gilt
Rpi(x) < 0.97 +
1.94
log(x)
(
1 +
5
log(x)
)
fu¨r 108 ≤ x ≤ 1019.
und
Rpi(x) > 0 fu¨r 2 < x ≤ 1019.
Beweis. Die obere Schranke folgt mit der Wahl a = 100 in Lemma 5.3 aus Korollar 5.1 und
die untere Schranke folgt unter zusa¨tzlicher Beru¨cksichtigung von [RS62, Theorem 19], wie
in (5.6) wiedergegeben.
5.2 Ein partieller Primzahlsatz
Die Gu¨ltigkeit der Riemannsche Vermutung fu¨hrt bekanntlich auf eine verbesserte Abscha¨t-
zung fu¨r das Restglied im Primzahlsatz. Schoenfeld bewies unter ihrer Annahme in [Sch76]
die explizite Abscha¨tzung
|pi(x)− li(x)| ≤
√
x
8pi
log(x).
Dieses Resultat la¨sst sich graduieren, denn fu¨r die obige Abscha¨tzung an einer konkreten
Stelle x ist es nicht erforderlich, dass alle Nullstellen auf der Gerade <(s) = 1/2 liegen. Es
genu¨gt vielmehr, dass dies fu¨r die Nullstellen mit einem Imagina¨rteil bis etwa
√
x gilt. Auf
diesem Wege lassen sich die Resultate partieller U¨berpru¨fungen der Riemannschen Vermu-
tung in verbesserte Restgliedabscha¨tzungen auf endlichen Intervallen u¨bersetzen.
Unser Hauptresultat ist das folgende Theorem.
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Theorem 5.1. Sei T > 0 und es gelte die Riemannsche Vermutung fu¨r alle Nullstellen
ρ mit 0 < =(ρ) ≤ T . Dann gelten unter der Voraussetzung 5
√
x
log x ≤ T die folgenden
Abscha¨tzungen:
|ψ(x)− x| ≤
√
x
8pi
log(x)2 fu¨r x > 59, (5.13)
|ϑ(x)− x| ≤
√
x
8pi
log(x)2 fu¨r x > 599, (5.14)
|pi∗(x)− li(x)| ≤
√
x
8pi
log(x) fu¨r x > 59 (5.15)
und
|pi(x)− li(x)| ≤
√
x
8pi
log(x) fu¨r x > 2657. (5.16)
Insbesondere garantieren die dem Autor vorliegenden Nullstellen bis 1011 die Gu¨ltigkeit
der besagten Schranken fu¨r x < 2×1022. Legt man das Resultat von Gourdon und Demichel
[Gou04] zu Grunde, so ergibt sich sogar die Gu¨ltigkeit fu¨r x < 1.3× 1025.
Beweis. Wir zeigen zuna¨chst, dass unter den Voraussetzungen des Satzes die sta¨rkere Ab-
scha¨tzung
|ψ(x)− x| ≤
√
x
8pi
log(x)
(
log(x)− 3) fu¨r x ≥ 5000 (5.17)
gilt. Fu¨r 5000 ≤ x ≤ 1019 folgt dies aus Satz 4.4 und fu¨r x ≥ 1019 werden wir dies aus (4.8),
d. h.
x− ψc,ε(x) =
∑∗
ρ
ac,ε(ρ)
ρ
xρ + Θ(2), (5.18)
herleiten. Dazu wa¨hlen wir die Parameter
c =
1
2
log(x) + 5,
ε =
log(x)3/2
8
√
x
.
Insbesondere haben wir wegen x ≥ 1019 also c > 26 und ε < 1.2× 10−8, und wegen
c
ε
≤ 5
√
x
log x
≤ T
gilt nach Voraussetzung <(ρ) = 1/2 fu¨r alle Nullstellen mit |=(ρ)| < c/ε. Ferner sind damit
die Voraussetzungen fu¨r (4.8) erfu¨llt.
Wir scha¨tzen zuna¨chst die Summe u¨ber Nullstellen in (5.18) ab. Fu¨r |=(ρ)| > c/ε erhalten
wir aus Satz 1.3 ∑
|=(ρ)|> cε
∣∣∣∣ac,ε(ρ)xρρ
∣∣∣∣ ≤ 0.32 xsinh(c)e0.72√cε log(3c) log( cε)
≤ 0.0026√x log(x) log log(x) =: E1(x). (5.19)
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Ferner liefert uns Satz 1.3 mit der Wahl a =
√
2
c die Abscha¨tzung
∑
√
2c
ε <|=(ρ)|≤ cε
∣∣∣∣ac,ε(ρ)xρρ
∣∣∣∣ ≤ 1 + 11cε2pi log( cε)cosh(c
√
1− a2)
sinh(c)
√
x
≤ 1.001
4pie
log(x)
√
x ≤ 0.03 log(x)√x =: E2(x). (5.20)
Fu¨r den Beitrag der verbleibenden Nullstellen nutzen wir das folgende Lemma.
Lemma 5.4. Sei t2 > t1 ≥ 14. Dann gilt
∑
t1≤=(ρ)<t2
1
=(ρ) ≤
1
4pi
[
log
( t2
2pi
)2
− log
( t1
2pi
)2]
+ Θ
(
5
log t1
t1
)
. (5.21)
Unter der scha¨rferen Voraussetzung t2 ≥ 5000 gilt zudem
∑
0<=(ρ)<t2
1
=(ρ) ≤
1
4pi
log
( t2
2pi
)2
.
Beweis. Mit der Bezeichnung N(t) = g(t) +R(t) und g(t) = t2pi log
t
2pie +
7
8 erhalten wir
∑
t1≤=(ρ)<t2
1
=(ρ) =
∫ t2
t1
g′(t)
t
dt+
∫ t2
t1
dR(t)
t
.
Das erste Integral liefert gerade den Hauptterm in (5.21). Aus (1.37) folgt |R(t)| ≤ log t
fu¨r t ≥ 14. Somit erhalten wir∫ t2
t1
dR(t)
t
=
[R(t)
t
]t2
t1
+
∫ t2
t1
R(t)
t2
dt
≤ 2 log t1
t1
+
∫ t2
t1
log t
t2
dt
≤ 4 log t1
t1
+
1
t1
≤ 5 log t1
t1
.
Die zweite Abscha¨tzung folgt aus der ersten mittels
∑
0<=(ρ)<t2
1
=(ρ) ≤
1
4pi
log
( t2
2pi
)2
+
∑
0<=(ρ)<5000
1
=(ρ) −
1
4pi
log
(5000
2pi
)2
+ 5
log 5000
5000
≤ 1
4pi
log
( t2
2pi
)2
+ 3.54− 3.55 + 0.0086 < 1
4pi
log
( t2
2pi
)2
.
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Aus Lemma 5.4 erhalten wir wegen |ac,ε(ρ)/ρ| ≤ 1/|=(ρ)| die Abscha¨tzung
∑
0<|=(ρ)|≤
√
2c
ε
∣∣∣∣ac,ε(ρ)xρρ
∣∣∣∣ ≤ √x2pi log
(√
2c
2piε
)2
≤
√
x
2pi
(
1
2
log(x) + log(1.45)− log log(x)
)2
≤
√
x
8pi
log(x)2 +
√
x
(
0.061 log(x) + 0.16 log log(x)2
+ 0.024− 0.15 log(x) log log(x)− 0.114 log log(x)
)
=:
√
x
8pi
log(x)2 + E3(x). (5.22)
Als na¨chstes wenden wir uns der Differenz ψ(x) − ψc,ε(x) zu. Hier wenden wir Satz 4.1
an, wozu wir allerdings noch eine Abscha¨tzung fu¨r νc(0) beno¨tigen. Dazu fu¨hren wir die
modifizierte Besselfunktion der ersten Art zu reellen Parametern α ein:
Iα(x) =
(x
2
)α ∞∑
n=0
(x/2)2n
n!Γ(α+ n+ 1)
. (5.23)
Wir haben nun die folgende Monotonieaussage:
Lemma 5.5. Seien α, β ∈ [0,∞) und es gelte α < β. Dann strebt die Funktion
Iβ(x)
Iα(x)
in (0,∞) monoton wachsend gegen 1.
Beweis. Der Beweis basiert auf dem Sturmschen Monotonieprinzip [Stu36], [Wat44, S. 518].
Wir definieren die Hilffunktion
fγ(x) =
√
xIγ(x).
Aus der Differenzialgleichung
d2
dx2
Iγ +
1
x
d
dx
Iγ −
(
1 +
γ2
x2
)
Iγ = 0
fu¨r die modifizierten Bessel-Funktionen folgt dann, dass
d2
dx2
fγ −
(
1− 1
4x
+
γ2
x2
)
fγ = 0
gilt. Folglich haben wir
fβf
′′
α − f ′′β fα =
β2 − α2
x2
fαfβ > 0
in (0,∞) und somit [
fβf
′
α − f ′βfα
]x
ε
> 0
fu¨r jedes ε > 0 und alle x > ε. Da
fβf
′
α − f ′βfα = Iβ
(
xI ′α + Iα
)
− Iα
(
xI ′β + Iβ
)
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fu¨r x→ 0 verschwindet, gilt somit
fβf
′
α − f ′βfα ≥ 0.
Folglich ist fβ/fα = Iβ/Iα in (0,∞) monoton wachsend und strebt wegen
Iγ(x) ∼ e
x
√
2pix
gegen 1.
Da I1/2(x) =
√
2
pix sinh(x) gilt, erhalten wir aus Lemma 5.5 die Abscha¨tzung
0.98√
2pic
≤ |νc(0)| = I1(c)
2 sinh(c)
≤ 1√
2pic
fu¨r c > 26. Satz 4.1 liefert also
|ψ(x)− ψc,ε(x)| ≤ 2.01
√
x log(x)5/2
8
√
pi(log(x) + 10)
log
( 0.97√x log(x)3/2
8
√
pi(log(x) + 10)
)−1
+
2.02
8
log(x)5/2 + 0.51 log log(2x2) log(x). (5.24)
Wegen
√
log(x)
log(x)+10 ≥ 0.9 ist der erste Summand auf der rechten Seite durch
E4(x) := 0.283
√
x
log(x)3/2√
log(x) + 10
(5.25)
beschra¨nkt. Mit
E5(x) := 0.26 log(x)5/2 + 0.51 log(x) log log(2x)2 + 2
erhalten wir somit die Abscha¨tzung
|ψ(x)− x| ≤
√
x
8pi
log(x)2 + E1(x) + E2(x) + E3(x) + E4(x) + E5(x).
Durch Differenzieren nach der Variablen y = log(x) sieht man leicht, dass der Ausdruck
1√
x log(x)
(E1(x) + E2(x) + E3(x) + E4(x) + E5(x))
fu¨r x ≥ 1019 monoton fallend ist. Da sein Wert an der Stelle x = 1019 durch − 48pi beschra¨nkt
ist, erhalten wir die gewu¨nschte Abscha¨tzung (5.17).
Wir kommen nun zu den Abscha¨tzungen fu¨r ϑ, pi und pi∗. Aus (5.8), mit der Wahl
a = 5000, und (5.17) erhalten wir
|pi∗(x)− li(x)| ≤
√
x
8pi
(log(x)− 3) +
∣∣∣∣pi∗(5000)− li(5000)− ψ(5000)− 5000log(5000)
∣∣∣∣
+
√
x
4pi
−
√
5000
4pi
<
√
x
8pi
log(x)
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fu¨r x > 5000, wobei benutzt wurde, dass der Ausdruck zwischen den Betragsstrichen auf
der rechten Seite kleiner als 0.5 ist.
Wegen ψ(x)− ψ(√x) ≤ ϑ(x) ≤ ψ(x) erhalten wir aus (5.17), Korollar 5.1 und (5.6) die
Abscha¨tzung
|ϑ(x)− x| ≤
√
x
8pi
log(x)
(
log(x)− 2) fu¨r x ≥ 5000
A¨hnlich wie zuvor erhalten wir aus (5.12) nun die Abscha¨tzung
|pi(x)− li(x)| ≤
√
x
8pi
(log(x)− 2) +
∣∣∣∣pi(5000)− li(5000)− ϑ(5000)− 5000log(5000)
∣∣∣∣
+
√
x
4pi
−
√
5000
4pi
<
√
x
8pi
log(x),
wobei benutzt wurde, dass der Ausdruck zwischen den Betragsstrichen auf der rechten Seite
kleiner als 5 ist.
Somit sind (5.13), (5.15), (5.14) und (5.16) fu¨r x > 5000 bewiesen. Fu¨r die verbleibenden
x folgen die Abscha¨tzungen durch Tabellierung der Werte an den Primzahlpotenzen.
5.3 Lo¨sungen der Gleichung Npi(x) = x
In [Gol62] bemerkte Golomb, dass in Folge des Primzahlsatzes pi(x) ∼ li(x) der Quotient
x
pi(x)
in [2,∞) alle ganzzahligen Werte N > 1 annimmt. Legt man den Primzahlsatz in einer
etwas scha¨rferen Form zu Grunde, etwa
pi(x) = li(x) +O(xe−η
√
log x)
mit einem η > 0, so sieht man leicht, dass fu¨r jedes C > 1 die Lo¨sungen der Gleichung
Npi(x) = x (5.26)
fu¨r genu¨gend großes N stets zwischen eN/C und CeN liegen. Sie lassen sich folglich durch
Sieben dieses Intervalls mit einer Laufzeit von O˜(eN ) berechnen.
Mit den verbesserten Abscha¨tzungen aus Theorem 5.1 lassen sich die Lo¨sungen auf deut-
liche ku¨rzere Intervalle der Form BNBeN/2(e
N ), fu¨r geeignetes B > 0, beschra¨nken, wenn
die Riemannsche Vermutung bis zu einer Ho¨he von O(eN/2) bekannt ist. Der Aufwand zur
Berechnung der Lo¨sungen reduziert sich dann auf O˜(eN/2).
Zum Zeitpunkt des Verfassens dieser Arbeit waren die Lo¨sungen von (5.26) fu¨r N ≤
26 bekannt und der Autor hat alle weiteren Lo¨sungen fu¨r N ≤ 50 berechnet. Zur ersten
Eingrenzung der Lo¨sungen wurde dafu¨r die explizite Abscha¨tzung
|pi(x)− li(x)| ≤ 0.2452 x
log(x)3/4
exp
(
−
√
log x
6.455
)
fu¨r x ≥ 229
aus [Tru, Theorem 2] verwendet. Die gewonnenen Abscha¨tzungen wurden dann mittels Theo-
rem 5.1 auf die endgu¨ltigen Intervalle [aN , bN ], die in Tabelle 5.3 aufgelistet sind, verkleinert.
Fu¨r N ≤ 49 genu¨gte dafu¨r die Verifikation der Riemannschen Vermutung bis 1011 in [FKBJ]
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und fu¨r N = 50 musste auf das Resultat von Gourdon und Demichel in [Gou04] zuru¨ck
gegriffen werden. Die beno¨tigten Startwerte pi(aN ) wurden mit der analytischen Methode
aus Kapitel 2 berechnet.
In Tabelle 5.2 sind die entsprechenden Glieder verschiedener Folgen der The On-Line
Encyclopedia of Integer Sequences [Slo09] aufgelistet, die mit den Lo¨sungen von (5.26) in
Verbindung stehen. Diese sind die Folge der kleinsten Lo¨sungen (5.26) (A038625), der Wert
von pi(x) an der kleinsten Lo¨sung (A038626), die Anzahl der Lo¨sungen (A038627) sowie der
Abstand von gro¨ßter und kleinster Lo¨sung (A087237). Eine vollsta¨ndige Liste der berechne-
ten Lo¨sungen ist dem Anhang in elektronischer Form beigefu¨gt.
Es sei noch darauf hingewiesen, dass die Lo¨sung von (5.26) fu¨r N = 26, die in [Slo09] als
kleinste Lo¨sung angegeben ist, tatsa¨chlich die zweitkleinste ist.
Tabelle 5.2: Minimale Lo¨sungen von Npi(x) = x und verwandte Folgen.
N A038625 A038626 A038627 A087237
26 554805820452 21338685402 4 4
27 1505578023621 55762149023 15 92
28 4086199301996 145935689357 9 36
29 11091501630949 382465573481 15 72
30 30109570412400 1003652347080 26 296
31 81744303089590 2636913002890 22 296
32 221945984401280 6935812012540 24 327
33 602656752070527 18262325820319 9 23
34 1636523496705466 48133044020749 3 2
35 4444280714420575 126979448983445 14 168
36 12069948025326672 335276334036852 55 658
37 32781729631790293 885992692751089 36 770
38 89038728550467484 2343124435538618 3 90
39 241849345578326577 6201265271239143 65 1274
40 656943924741197840 16423598118529946 52 1454
41 1784546064357412171 43525513764814931 33 1514
42 4847770656544878888 115423110870116164 139 3259
43 13169525310647352914 306268030480170998 42 612
44 35777578362249369360 813126780960212940 2 6
45 97199410027249992915 2159986889494444287 85 2896
46 264075047224548917472 5740761896185846032 25 367
47 717466145742128063267 15265237143449533261 7 15
48 1949328764391662651424 40611015924826305238 96 2011
49 5296363488157501280423 108089050778724515927 16 287
50 14390600632080526061850 287812012641610521237 33 1915
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Tabelle 5.3: Siebintervalle und Anfangswerte
N aN bN pi(aN )
26 554000000001 556000000000 21308886474
27 1500000000001 1506700000000 55563209929
28 4080000000001 4089000000000 145722197706
29 11000000000001 11100000000000 379418886337
30 30100000000001 30116000000000 1003343987689
31 81700000000001 81760000000000 2635530060709
32 221920000000001 221970000000000 6935025392842
33 602620000000001 602694000000000 18261245867717
34 1636400000000001 1636590000000000 48129518718772
35 4444100000000001 4444410000000000 126974433369163
36 12069700000000001 12070200000000000 335269636013392
37 32781300000000001 32782200000000000 885981395012372
38 89038070000000001 89039408000000000 2343107561732079
39 241848000000000003 241850600000000000 6201231654548898
40 656941852806685141 656946100000000000 16423547616178789
41 1784542362627032655 1784549867600073571 43525425682300978
42 4847764098327766761 4847777387805849133 115422958442310677
43 13169513742785180525 13169537236189699514 306267767720242404
44 35777557969650016531 35777599436014645058 813126328031628995
45 97199373983769429339 97199447062079268984 2159986106337500116
46 264074983991015495985 264075112594316116677 5740760551442136915
47 717466033637131277695 717466259639798613819 15265234809011163738
48 1949328569200267939771 1949328965841551974820 40611011943098192513
49 5296363144989782458813 5296363840220103130372 108089043918291421175
50 14390600028647151125091 14390601245752186653982 287812000814419074089
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Anhang A
Zur numerischen
Fehlerabscha¨tzung
Im Folgenden sollen die U¨berlegungen zur Fehlerabscha¨tzung der in Abschnitt 4.4 beschrie-
benen Implementierung dargelegt werden. Wir beginnen mit der Beschreibung der verwen-
deten 64-Bit-Arithmetik, geben eine Fehlerabscha¨tzung fu¨r die FFT-Implementierung an,
und beschreiben die Anwendung auf die Auswertung trigonometrischer Summen.
Die Fehlerabscha¨tzung ist nicht vo¨llig rigide, da zur Vereinfachung an verschiedenen
Stellen vernachla¨ssigbare Terme fortgelassen werden, die am Ende pauschal aufgefangen
werden. Es sollte aber aus dem Gesagten plausibel hervor gehen, dass diese Vereinfachungen
zula¨ssig sind.
A.1 64-Bit-Festkomma-Arithmetik
Es sei
R64 = [−1, 1) ∩ 2−63Z.
Arithmetische Operationen auf R64 sind Abbildungen
R64 ×R64 → R64 ∪ {O},
wobei O das Auftreten eines Variablenu¨berlaufs anzeigt. Die Addition und die Subtraktion
entsprechen einfach der 64-Bit-Ganzzahlarithmetik und somit gilt fu¨r die Addition ⊕ auf
R64
a⊕ b =
{
a+ b a+ b ∈ R64,
O sonst.
Analoges gilt fu¨r die Subtraktion 	. Die Multiplikation ⊗ auf R64 ist Rundungsfehlerbehaf-
tet. Genauer haben wir
a⊗ b =
{
O a = b = −1,
ab+ δ(a, b) sonst,
wobei δ(a, b) = δ(b, a) und |δ(a, b)| ≤ 2−63 gilt.
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Daneben existiert noch die komplexe Datenstruktur
C64 := R64 × iR64.
Auf diese u¨bertragen sich die arithmetischen Operationen durch
(a+ ib)⊕ (c+ id) = (a⊕ c) + i(b⊕ c)
und
(a+ ib)⊗ (c+ id) = ((a⊗ c)	 (b⊗ d)) + i((a⊗ d)⊕ (b⊗ c)).
Wir geben dem Ergebnis den Wert O, falls O in diesen Rechnungen an einer Stelle als
Zwischenergebnis auftritt. Additionen sind somit wieder exakt sofern kein U¨berlauf statt
findet und fu¨r z, w ∈ C64 mit z ⊗ w 6= O gilt
z ⊗ w = zw + δ(z, w)
mit einem δ(z, w) ∈ C. Dieses erfu¨llt δ(z, w) = δ(w, z) und
|δ(z, w)| ≤
√
2 max{<δ(z, w),=δ(z, w)} ≤
√
2 · 2−62.
A.2 Fehlerabscha¨tzung fu¨r den FFT-Algorithmus
Es sei R = 2r, f : Z/RZ→ C und φ : Z/RZ→ C64 eine Approximation von f . Es bezeichne
fˆ(k) =
R−1∑
j=0
f(j)e
2piikj
R
die Fouier-Transformierte von f . Sind dann die Einheitswurzeln mit maximaler Genauigkeit√
2 ·2−63 gegeben (Vorberechnung mit MPFR), so u¨berzeugt man sich leicht davon, dass die
Implementierung des Cooley-Tukey-Algorithmus mittels der C64-Arithmetik das Folgende
leistet: Sei
˜ˆ
φ : Z/RZ → C64 die berechnete Approximation fu¨r φˆ (d. h. es ist kein U¨berlauf
eingetreten). Dann gilt
max
0≤k<R
∣∣∣fˆ(k)− ˜ˆφ(k)∣∣∣ ≤ R−1∑
j=0
|f(j)− φ(j)|+
√
2 · 2r−61.
Die `∞-Norm des Ausgabefehlers ist also im Wesentlichen durch die `1-Norm des Eingabe-
fehlers abgescha¨tzt.
A.3 Anwendung auf die Auswertung trigonometrischen
Summen
Die Betrachtung der Fehlerfortpflanzung des im Abschnitt 4.2.1 beschriebenen Algorith-
mus soll zuna¨chst durch einige Voru¨berlegungen vereinfacht werden. Wir nehmen vorweg,
dass fu¨r jeden Teilabschnitt des Algorithmus die Abscha¨tzung des Ausgabefehlers (in der
`∞-Norm) affin-linear (mit positiven Koeffizienten) vom Eingabefehler (in der `1-Norm)
abha¨ngen wird. Somit fu¨hrt eine Vergro¨ßerung des Eingabefehlers um n Prozent ho¨chstens
zu einer Vergro¨ßerung des Ausgabefehlers um n Prozent. Dies erlaubt es, ho¨here Terme im
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Eingabefehler zu vernachla¨ssigen und dafu¨r entsprechend den Ausgabefehler etwas zu ver-
gro¨ßern. In all diesen Fa¨llen sollte klar sein, dass der vernachla¨ssigte Fehler im Bereich von
ho¨chstens einem Zehntausendstel (und meist sogar deutlich weniger) des Hauptterms liegt.
Es sind zuna¨chst die Eingabedaten
aρ =
`c,ε(ρ · `c,ε(i/2))
λc,ε
eiy0(γ−Tm)
und δρ, mρ mit
pi
β
(
γ − Tm
)
=
2pimρ
R
+ δρ
und |δρ| ≤ piR zu berechnen. Hierbei bezeichnet ρ = 12 +iγ eine Nullstelle, Tm den Mittelpunkt
des betrachteten Nullstellenbereichs [T0, T1), y0 = log(x) +
1
2 log 2 den logarithmischen Mit-
telpunkt des untersuchten Intervalls [x, 2x], R = 2r die FFT-Gro¨ße und pi/β die Schrittweite
des Gitters. Fu¨r die Implementierung ist β = 8R fest gewa¨hlt.
Sei nun a˜ρ die berechnete Aprroximation fu¨r aρ, sodass aˆρ := 2
−sa a˜ρ ∈ C64 fu¨r ein
geeignetes sa gilt. Die Nullstellen sind mit einer Genauigkeit von 64 Nachkommabits gegeben
und die Berechnung der Werte aρ und δρ erfolgt mit 128-Bit Genauigkeit, sodass wir fu¨r
x ≤ 1020
a˜ρ = aρ + Θ(
√
2 · 2sa−63 + 2−55|aρ|)
annehmen du¨rfen. Sei δ˜ρ die Approximation mit δˆρ := 2
−sδ δ˜ρ ∈ R64, dann haben wir
δ˜ρ = δρ + Θ(2
sδ−62).
Der Exponent fu¨r δρ ist dabei fest als sδ = 2 − r gewa¨hlt und sa variiert mit dem Sum-
menabschnitt. Fu¨r den ersten Abschnitt hat sich dabei die Wahl sa = 0 (die prinzipiell zu
Variablenu¨berlauf fu¨hren ko¨nnte) bislang als ausreichend erwiesen.
Beim Auswerten der trigonometrischen Summen haben wir nun
aˆρ ⊗ δˆρ ⊗ · · · ⊗ δˆρ︸ ︷︷ ︸
k mal
= 2−sa−ksδaρδkρ + Θ
(
(k + 1)
√
2 · 2−63 + k 2−sa−55|aρ|+ ε
)
,
wobei ε fu¨r die vernachla¨ssigbaren Terme ho¨herer Ordnung steht. Sei nun Nρ die Anzahl
der betrachteten Nullstellen mit Imagina¨rteil in [T0, T1) und
A =
∑
T0≤=ρ<T1
|aρ|.
Da A nur wie log(T1)
2 − log(T0)2 wa¨chst, Nρ aber schneller als T1 − T0, ist der relative
Fehlerterm k 2−sa−55|aρ| vernachla¨ssigbar (wir haben in der Regel Nρ ≈ 1010, wohingegen
die Summe der Absolutbetra¨ge der Koeffizienten stets kleiner als 40 ist).
Mit den Bezeichnungen fk und fˆk wie in Abschnitt 4.2.1 fa¨llt somit bei der Berechnung
von 2−s1−ksδ fˆk nach dem im vorherigen Abschnitt gesagten schlimmstenfalls ein Fehler von
√
2 ·Nρ(k + 1)2−63 +
√
2 · 2r−61 + ε
an. Der Rundungsfehler durch die Multiplikation mit (2−rj)k ist dagegen vernachla¨ssigbar.
Die Exponenten der Tschebyschow-Koeffizienten, multipliziert mit der Verschiebung 22k,
sind durch
0, 2, 3, 4, 4, 4, 3, 2, 1, 0,−1,−3,−4,−6,−8,−10,−12,−14,−18, . . .
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gegeben, was schließlich zu einem Ausgabefehler
≤ 2s−63(562 ·Nρ + 440 · 2r)(1 + ε)
in den trigonometrischen Summen
F (k) =
∑
T0≤=ρ<T1
aρ exp
(
ik
pi
β
(γ − T0)
)
fu¨hrt.
Die Betrachtung der Fehlerfortpflanzung bei der bandbreitenbeschra¨nkten Interpolation
ist dagegen vergleichsweise einfach, denn der Kern ist betragsma¨ßig ≤ 1 und Rundungs-
fehler spielen im Vergleich zum obigen Eingabfehler keine Rolle mehr. Die Anzahl der
beru¨cksichtigen Koeffizienten in der Interpolationsformel (4.10) ist in allen Berechnungen
stets ≤ 160 gewesen. Zur Steigerung der Effizienz werden die Auswertungen an Zwischen-
stellen aber nicht einzeln vorgenommen, sondern es werden mittels diskreter Faltung un-
ter Verwendung der schnellen Fourier-Transformation 2t Werte gleichzeitig berechnet. Die
diskrete Fourier-Transformierte des zyklisch fortgesetzten Kerns in (4.11) bleibt dabei be-
tragsma¨ßig durch 1 beschra¨nkt, und somit erha¨lt man unter Verwendung der Abscha¨tzung
in Abschnitt A.2 die Fehlerschranke
2s+t−62
(
562 ·Nρ + 440 · 2r
)
(1 + ε)
fu¨r die berechneten Werte
2<
 ∑
T0≤=(ρ)<T1
ac,ε(ρ)
x
ρ−1/2
k
ρ
 .
Die expliziten Abscha¨tzungen in Tabelle 4.1 setzen voraus, dass ε durch 0.5 beschra¨nkt
bleibt. In Bezug auf die Laufzeit hat sich die Wahl t = 12 als optimal erwiesen. Fu¨r die
gro¨ßten Berechnungen (Nρ = 20, 248, 875, 963, r = 29) ergibt dies einen Maximalfehler
< 0.016 fu¨r den ersten Summenabschnitt. Der erwartete und der beobachtete Fehler fallen
allerdings weit hinter diese Schranke zuru¨ck.
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Anhang B
Daten
Die Daten sind der Arbeit auf CD-ROM beigefu¨gt. Sie sind ferner online abrufbar unter
http://nbn-resolving.de/urn:nbn:de:hbz:5n-39732.
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