Abstract-Features based on Markov random field (MRF) models are sensitive to texture rotation. This paper develops an anisotropic circular Gaussian MRF (ACGMRF) model for retrieving rotation-invariant texture features. To overcome the singularity problem of the least squares estimate method, an approximate least squares estimate method is designed and implemented. Rotation-invariant features are obtained from the ACGMRF model parameters using the discrete Fourier transform. The ACGMRF model is demonstrated to be a statistical improvement over three published methods. The three methods include a Laplacian pyramid, an isotropic circular GMRF (ICGMRF), and gray level cooccurrence probability features.
INTRODUCTION
A challenging problem in image classification is to extract robust rotation-invariant texture features. A Markov random field (MRF) [1] is a powerful tool to model the probability of spatial interactions in an image and has been extensively applied to extract texture features for image classification. As features based on MRF models are generally rotation-variant [2] , the application of MRF models for classifying rotated images is strictly limited.
Some research has alternatively considered the frequency domain to extract rotation-invariant features for image textures. Greenspan et al. [3] applied a set of oriented pyramid filters to an image texture and obtained a set of filtered energies. Porter and Canagarajah [4] removed the HH wavelet channels and combined the LH and HL wavelet channels to obtain rotation-invariant wavelet features. They also used circularly symmetric Gabor filters to extract rotation-invariant features. A further exploration of extracting rotation-invariant features through Gabor filters was done by Haley and Manjunath [5] . Cohen et al. [2] estimated rotation angle and scale parameters based on a GMRF (Gaussian Markov random field) model in the frequency domain. Kashyap and Khotanzad [6] constructed an isotropic circular GMRF (ICGMRF) model to extract rotation-invariant features. The ICGMRF model is defined in a circular neighborhood system. The values of the neighbors which are not located on the image grid are bilinearly interpolated. The values of all equiradius pixels are used to generate only one feature. The ICGMRF model, therefore, discards directional information in the possibly nonisotropic textures [2] . To capture directional information, the ICGMRF model will be extended into a novel anisotropic circular GMRF (ACGMRF) model in this paper. The one-dimensional discrete Fourier transform (1D DFT) will be employed to convert the parameters of the ACGMRF model into a set of rotationinvariant features [3] , [7] . Ojala et al. [8] used an occurrence histogram to perform rotation invariant texture classification. Pun and Lee [9] applied a log polar transform to perform texture classification that is both rotation and scale invariant. Some papers that study rotation-invariant texture features perform comparisons with other methods [9] , [8] , [4] ; however, not all papers perform comparisons [2] , [3] , [5] , [6] .
As the values of the interpolated neighbors in the ACGMRF model are highly correlated, the parameter estimation is unreliable since a singular or nearly singular matrix may occur when using least squares [10] or maximum likelihood [10] . This paper demonstrates a design of an approximate least squares estimate (ALSE) method to overcome this singularity problem. The rotationinvariant ACGMRF features are shown to be a statistical improvement over rotation-invariant features based on the ICGMRF model, the steerable Laplacian pyramid method [3] , and the cooccurrence method [11] , when classifying rotated textures.
Here, Section 2 discusses the extension of the ICGMRF model to the ACGMRF model. Section 3 discusses the ALSE method to estimate parameters of the ACGMRF model. Section 4 presents experiments and Section 5 concludes this paper.
ANISOTROPIC CIRCULAR GAUSSIAN MRF MODEL

Isotropic Circular Gaussian MRF (ICGMRF) Model
Readers are referred to [1] , [12] for details of MRF models, a recognized technique for modelling image textures. In the twodimensional image lattice S ¼ fs ¼ ði; jÞj1 i H; 1 j W , i; j, H; W 2 Ig (where H and W are the image height and width in pixels), the pixel values x ¼ fx s js 2 Sg are a realization of random variables X ¼ fX s js 2 Sg. A typical MRF model is the Gaussian MRF (GMRF) model [1] which is widely used for modeling image textures. The GMRF model is also a stationary noncausal twodimensional autoregressive process which is described by the following difference equation:
where r is the relative position with respect to the central pixel s, N s is a neighborhood system centered at s, and f s g is a stationary Gaussian noise sequence with a zero mean and a known autocorrelation [1] . r is the parameter describing directional information between pixels x sþr and x s . All r in the neighborhood system N s form the vector parameter ¼ f r js þ r 2 N s g. The property of the neighborhood system N s is determined by its order and structure. The order of N s determines the spatial range of the neighborhood. The structure of the neighborhood system N s determines the spatial distribution of neighbors in the neighborhood. For the parameter vector , its dimensionality and inherent directionality are therefore dependent on the order n together with the structure of the neighborhood system N s .
A rectangular grid is typically used as the structure of the neighborhood system N s in a GMRF model [1] , [10] , [12] . Here, such a neighborhood system is referred to as a rectangular neighborhood (RN) system. Fig. 1a shows an RN system in different orders. The shape of the RN system changes when it is rotated by any angle except multiples of 2 radians. Each rotation of an RN system will therefore generate a different spatial distribution of neighbors.
Kashyap and Khotanzad [6] proposed for the GMRF model a circular neighborhood (CN) system (shown in Fig. 1b ) which can achieve a rotation-invariant spatial distribution of neighbors. All neighbors in a CN system are located on only a single circle. Values of the neighbors are estimated using the bilinear interpolation method. Kashyap and Khotanzad further restricted the parameter r to be the same value if s þ r is located on the same concentric circle. Equation (1) is changed to:
This GMRF model is referred to as an isotropic circular GMRF (ICGMRF) model in this paper.
Although the features based on the vector parameter ¼ f k ; k ¼ 1; . . . ; ng are rotation-invariant, their limitation of modelling textures is obvious as textures do not necessarily have isotropic neighbors but anisotropic neighbors that can be reflected as directional information [2] .
Anisotropic Circular Gaussian MRF (ACGMRF) Model
Definition 1. An nth order circular neighborhood (CN) system is CN n s ¼ fs þ r jrj ¼ k; 0 < k n; k 2 Ig. All neighbors on the same concentric circle are evenly distributed, and the number of neighbors on different circles is the same.
According to this definition, the CN system used by Kashyap and Khotanzad [6] is the first order CN system CN 1 s . An angle interval between two nearest neighbors on the same concentric circle is defined as ¼
2
, where is the number of neighbors on one concentric circle in the CN system. The third-order CN system with 16 orientations is shown in Fig. 1c . It can be seen that a CN 3 s has a similar spatial distribution of neighbors as the ninth-order RN system. The GMRF model defined in the nth order CN system CN n s has the following difference equation:
As the parameter r may be different for different circular neighbors, this model is referred to as an anisotropic circular GMRF (ACGMRF) model. Note that this equation is still a function of the order n in the CN system.
PARAMETER ESTIMATION 3.1 Approximate Least Squares Estimate
Due to its computation efficiency, the least squares estimate (LSE) method has been commonly accepted to estimate the parameters of GMRF models [10] . Define a quadratic difference Q between the central pixel x s and its neighbors in the ACGMRF model:
The least squares estimate of r is [10] :
where Z s ¼ colfx sþr js þ r 2 CN n s g. This solution may encounter a singularity problem when Â n is larger than the number of neighbors in the rectangular grid. This is because the interpolated values of the neighbors are highly correlated. The estimate is unreliable when encountering a singular or near singular matrix. Using uncorrelated data can overcome the singularity problem. For this purpose, the parameters of the ACGMRF model can be divided into a number of groups and then estimated separately.
Denote the set of all parameters of the nth order ACGMRF model by ¼ f r js þ r 2 CN 1. For estimating the first group of parameters
2. For estimating the kth group of parameters k , where
0 denote the set of parameters estimated by the LSE method, 1 1 the set of parameters estimated by the first ALSE method, and 2 2 the set of parameters estimated by the second ALSE method. Three quadratic differences can be obtained: Q 0 bŷ 0 0 , Q 1 by 1 1 , and Q 2 by 2 2 . The smaller the difference jQ i À Q 0 j (i 2 f1; 2g) the better the ALSE solution approximates the LSE solution.
An example for estimating parameters of the linear system y ¼ ax 1 þ bx 2 is given here. The parameters ða; bÞ are to be estimated and a total of 1; 024 (¼ 32 Â 32) sets of y; x 1 ; x 2 are generated randomly. Then, the LSE method and both ALSE methods are applied. The differences Q 0 , Q 1 , and Q 2 are computed with the corresponding estimated parameters. The above experiment is repeated 200 times to obtain 200 sets of Q 0 , Q 1 , and Q 2 plotted in Fig. 2 . Q 2 varies closely to Q 0 , while Q 1 has a larger deviation from Q 0 . This observation is also Â 100 percent and p 2 ¼ jmeanðQ2ÞÀmeanðQ0Þj meanðQ0Þ
Â 100 percent, where meanðQ i Þ is the mean of the 200 sets of Q i . Here, p 1 ¼ 2:91 percent and p 2 ¼ 0:43 percent. Therefore, the second ALSE method is used for texture feature extraction in this paper.
The following rules are adopted in this paper to divide parameters of the ACGMRF model into different groups for the ALSE method.
1, The parameters for the neighbors on different concentric circles
should be divided into different groups. 2, A basic number of parameters for the nth concentric circle is set to the number of pixels on the border of the nearest rectangular grid. When the number of parameters on the nth concentric circle exceeds the basic number of the nth concentric circle, these parameters should be separated into different groups. 3, The angle intervals between the nearest neighbors in a group should be consistent. 4, The parameters on a lower-order concentric circle should be estimated before those on a higher-order concentric circle.
Rotation-Invariant Features
The parameters of the ACGMRF model form a one-dimensional (1D) vector. A rotation of the circular neighborhood is therefore equivalent to shifting the 1D parameter vector [7] . The 1D discrete Fourier transform (1D DFT) can be applied to the 1D parameter vector and obtain a magnitude vector of the DFT coefficients. The magnitude vector corresponding to a shifted vector remains unchanged with respect to the magnitude vector corresponding to the original vector. This DFT-based magnitude vector is therefore a set of rotation-invariant features. Note that the number of nonzero and nonredundant components in the magnitude vector is much smaller than the total dimension of the magnitude vector. For a symmetric ACGMRF model (which is implemented in experiments of this paper), the number of nonzero and nonredundant components of the magnitude vector is not greater than 
EXPERIMENTAL RESULTS
Synthesis of Rotated Image Textures
There are two objectives for this texture synthesis experiment. One is to verify that the ALSE method is able to properly estimate the parameters of the ACGMRF model. Another is to verify that a rotation of the circular neighborhood system, which corresponds to a shift of the parameter vector, will accordingly generate a rotated image texture. The raffia texture (D084) in the Brodatz database [13] is selected as the original texture. The ALSE method is used to estimate a set of parameters of the third-order and 16-orientation ACGMRF model. Five angles (0,
2 radians) are used to rotate the circular neighborhood system in the counterclockwise direction, and five sets of shifted parameter vectors for each rotated texture are generated, accordingly. The Metropolis sampling method [1] is employed for texture synthesis. The synthesized rotated textures in Figs. 3c, 3d, 3e, and 3f display the rotated directional information relative to the original texture.
Classification Methodology
The classification experiments are performed in a supervised manner. All image texture samples are placed into separate training and testing sets. A set of rotation-invariant features based on the ACGMRF model is extracted from each image texture sample, denoted by f j ¼ ff jk j1 k Ân 4 þ 1g for the jth sample. The mean of the training class is denoted
for the ith texture class whose feature set is f i . The distance used in [6] is used in this paper as the metric to measure the feature distance:
where Dðf j ; i Þ ¼ PÂn 4 þ1 k¼1 fjkÀik k , and k ¼ stdff jk ; for all jg. An error matrix is produced when classifying the test data and Kappa () coefficients and associated confidence intervals () are determined [14] .
Classification of Brodatz Textures
Brodatz textures [13] are commonly used as test data for generic texture interpretation research. Each Brodatz sample is assumed to contain only one class. Twelve Brodatz textures are selected for classification (Fig. 4) . Each Brodatz texture has 256 Â 256 pixels. These Brodatz textures include regular textures, i.e., D006, D011, D019, D021, D052, D079, D095, and nonregular textures, i.e., D029, D036, D037, D084, D087.
Nonrotated images are used for the training data. Test data is obtained by rotating the images over eleven angles (
, and 11 12 radians). Only the central 128 Â 128 regions are used to avoid boundary problems when rotating. Each 128 Â 128 rotated image is separated into sixteen 32 Â 32 nonoverlapping subimages to represent the texture samples. Then, a set of rotationinvariant features is extracted from each subimage modeled by the Fig. 2 . The comparison between the LSE method and the two ALSE methods. Q0, Q1, and Q2 are the quadratic differences obtained by the LSE, first ALSE, and second ALSE methods, respectively. third-order and 24-orientation ACGMRF model. By the classification scheme in (9), the test subimages will be classified into one of the 12 texture classes.
The ACGMRF model is compared to three other published methods that extract rotation-invariant texture features. First, the third-order ICGMRF model features are used as discussed earlier.
Second, rotation-invariant features are produced using the method proposed by Greenspan et al. [3] . Three scales are used with four orientations per scale to retrieve steerable Laplacian pyramid (SLP) features [3] . Third, the gray level cooccurrence probability (GLCP) texture features [11] are used. The GLCP features are generated by setting three displacements (1; 2; 3), four orientations (0; 4 ; 2 ; 3 4 radians), and three statistics (entropy, contrast, and correlation) using 64 quantized gray levels and a 9 Â 9 window [15] . The 1-DFT method is then applied to convert the GLCP features to be rotationinvariant.
The results listed in Table 1 show the rotation-invariant features of the ACGMRF model achieve the highest overall classification rate among all four methods. Although the SLP method can classify part of the data set at more than 95 pecent, it fails to classify textures that tend to be nonstationary such as those in D021, D036, D037, D052, D079, and D095. The GLCP method shows strong ability for classifying textures in D011, D029, and D087, but is not successful for classifying those textures in D019, D021, D052, D079, D084, and D095. This is because the GLCP method is relatively weak for capturing information for a regular texture which has a strong and dominant response in certain frequencies. Comparative statistical testing of the error matrices demonstrate that the ACGMRF model is a significant improvement over each of the ICGMRF model, the SLP method, and the GLCP method.
As cited in the bibliography, there exist other research papers that have studied rotation-invariant texture classification. There is no attempt here to directly compare these classification results to the classification results in these studies since this would not be scientifically sound. Each paper uses different data sets, different training/testing samples, a different number of training/testing samples, different classification methods, different sized windows, etc. As such, interpaper comparisons based on percentage classification accuracy are not suitable. It is noted that there is a tendency for other papers to use window sizes larger than 32 Â 32. A 64 Â 64 window contains 400 percent of the spatial information 
CONCLUSION
An anisotropic circular GMRF (ACGMRF) model is developed by extending the isotropic circular GMRF (ICGMRF) model to model textures with directional information. To overcome the singularity problem for the least squares estimate method, an approximate least squares estimate method is developed and successfully implemented in the paper. By using the one-dimensional DFT, the parameters of the ACGMRF model can be converted into a set of rotation-invariant features. Experimental results indicate that a significant improvement of classification accuracy is achieved by the ACGMRF model with respect to the ICGMRF model and two other published methods. It is recommended that the ACGMRF model be used for feature extraction of anisotropic textures.
