In general, the distribution of residuals cannot be obtained explicitly. We give an asymptotic formula for the density of Pearson residuals in continuous generalized linear models corrected to order n −1 , where n is the sample size. We define corrected Pearson residuals for these models that, to this order of approximation, have exactly the same distribution of the true Pearson residuals. Applications for important generalized linear models are provided and simulation results for a gamma model illustrate the usefulness of the corrected Pearson residuals.
Introduction
The residuals carry important information concerning the appropriateness of assumptions that underlie statistical models, and thereby play an important role in checking model adequacy. They are used to identify discrepancies between models and data, so it is natural to base residuals on the contributions made by individual observations to measures of model fit. The use of residuals for assessing the adequacy of fitted regression models is nowadays commonplace due to the widespread availability of statistical software, many of which are capable of displaying residuals and diagnostic plots, at least for the more commonly used models. Beyond special models, relatively little is known about asymptotic properties of residuals in general regression models. There is a clear need to study second-order asymptotic properties of appropriate residuals to be used for diagnostic purposes in nonlinear regression models.
The unified theory of generalized linear models (GLMs), including a general algorithm for computing the maximum likelihood estimates (MLEs) is extremely important for analysis of real data. In these models, the random variables Y 1 , . . . , Y n are assumed independent and each Y i has a density function in the linear exponential family π(y; θ i , φ) = exp[φ{yθ i − b(θ i )} + c(y, φ)],
where b(·) and c(·, ·) are known appropriate functions. We assume Y continuous and π a probability density function with respect to Lebesgue measure and that the precision parameter φ = σ −2 , σ 2 is the so-called dispersion parameter, is the same for all observations, although possibly unknown. We do not consider the discrete distributions in the form (1) such as Poisson, binomial and negative binomial. For two-parameter full exponential family distributions with canonical parameters φ and φθ, the decomposition c(y, φ) = φa(y) + d 1 (y) + d 2 (φ) holds. The mean and variance of Y i are, respectively, E(Y i ) = µ i = db(θ i )/dθ i and Var(Y i ) = φ −1 V i , where V = dµ/dθ is the variance function. For gamma models, the dispersion parameter σ 2 is the reciprocal of the index, whereas for normal and inverse Gaussian models, σ 2 is the variance and Var(Y i )/E(Y i ) 3 , respectively. The parameter θ = V −1 dµ = q(µ) is a known one-to-one function of µ. A linear exponential family is characterized by its variance function, which plays a key role in estimation.
A GLM is defined by the family of distributions (1) and the systematic component g(µ) = η = Xβ, where g(·) is a known one-to-one continuously twice-differentiable function, X is a specified n × p model matrix of full rank p < n and β = (β 1 , . . . , β p )
T is a set of unknown linear parameters to be estimated. Letβ be the MLE of β.
Residuals in GLMs were first discussed by Pregibon (1981) , though ostensibly concerned with logistic regression models, Williams (1984 Williams ( , 1987 and Pierce and Schafer (1986) . McCullagh and Nelder (1989) provided a survey of GLMs with substantial attention to definition of residuals. Pearson residuals are the most commonly used measures of overall fit for GLMs and are defined by
, whereμ i andV i are respectively the fitted mean and fitted variance function of Y i . In this paper we consider only Pearson residuals appropriate to our particular asymptotic aims when the sample size n → ∞. Cordeiro (2004) obtained matrix formulae for the expectations, variances and covariances of these residuals and defined adjusted Pearson residuals having zero mean and unit variance to order n −1 . Pearson residuals defined by Cordeiro (2004) are proportional to √ φ, although we are considering here R i as usual without the precision parameter φ. While Cordeiro's adjusted Pearson residuals do correct the residuals for equal mean and variance, the distribution of these residuals is not equal to the distribution of the true Pearson residuals to order n −1 . Further, Cordeiro and Paula (1989) introduced the class of exponential family nonlinear models (EFNLMs) which extend the GLMs. Later, Wei (1998) In a general setup, the distribution of residuals usually differ from the distribution of the true residuals by terms of order n −1 . Cox and Snell (1968) discussed a general definition of residuals, applicable to a wide range of models, and obtained useful expressions to this order for their first two moments. Loynes (1969) derived, under some regularity conditions, and again to order n −1 , the asymptotic expansion for the density function of Cox and Snell's residuals, and then defined corrected residuals having the same distribution as the random variables which they are effectively estimating. In all but the simplest situations, the use of the results by Cox and Snell and Loynes will require a considerable amount of tedious algebra. Our chief goal is to obtain an explicit formula for the density of Pearson residuals to order n −1 which holds for all continuous GLMs. In Section 2 we give a summary of key results from Loynes (1969) applied to Pearson residuals in GLMs. The density of Pearson residuals in these models corrected to order n −1 is presented in Section 3. We provide in Section 4 applications to some common models. In Section 5 we compare the corrected residuals with the adjusted residuals proposed by Cordeiro (2004) . We present in Section 6 simulation studies to assess the adequacy of the approximations for a gamma model with log link. Some concluding remarks are given in Section 7. Finally, in the Appendix, we give a more rigorous proof of the general results discussed by Loynes (1969).
Conditional moments of Pearson residuals
The ith contribution for the score function from the observation Y i follows from (1)
where w = V −1 µ 2 is the weight function and from now on the dashes indicate derivatives with respect to η.
Suppose we write the Pearson residual as R i = ε i + δ i . We can write the following conditional moments given ε i = x to order n −1 (Loynes, 1969) Cov
where −κ sr is the (s, r)th element of the inverse information matrix
is the conditioned score function. The mean and variance of the asymptotic distribution of δ i , given ε i = x, are to order n
where
. We obtain by simple differentiation
Conditioning on ε i = x leads to H (i)
r (x) = e i (x)x ir and H (i)
and
For canonical models (θ = η), (5) and (6) become
Conditioning the score function U (i)
x ir x, and then using (2) we find
} is the diagonal matrix of weights, τ s is a p-vector with the sth element equal to one and all other elements equal to zero and γ i is an n-vector with one in the ith position and zeros elsewhere. Defining M = {m si } = (X T W X) −1 X T , we can easily verify that
Cordeiro and McCullagh (1991) showed that the n −1 bias ofβ is given by
ii } is a diagonal matrix with the diagonal elements of Z and 1 is an n-vector of ones. The asymptotic covariance matrix of the MLEη of the linear predictor is simply φ −1 Z. We obtain
where B(η i ) is the ith element of the
The bias expression depends on the model matrix, the variance function and the first two derivatives of the link function. Also,
The conditional mean θ (i)
x from (3) is then a second-degree polynomial in x given by
where e i (x) and h i (x) are obtained from (5) and (6). We now compute the conditional variance φ
x . From (4) it follows
Hence, φ
is also a second-degree polynomial in x.
The density of Pearson residuals
A simple calculation from (1) gives the probability density function (pdf) of the true Pearson residual
where θ = q(µ). Table 1 gives the densities of the true residuals for the normal, gamma and inverse Gaussian distributions, where Γ(·) is the gamma function. 
Throughout the following we assume that the standard regularity conditions of maximum likelihood theory are satisfied. The pdf of the Pearson residual R i in continuous GLMs to order n −1 follows from Loynes (1969) . See, also, equation (21) in the Appendix. We have
come from (9), (7) and (8), respectively. We now define corrected Pearson residuals for these models of the form R i = R i + ρ i (R i ), where ρ(·) is a function of order O(n −1 ) constructed in order to produce the residual R i with the same distribution of ε i to order n −1 . Loynes (1969) showed (see, also, the proof given in the Appendix) that if
holds to order n −1 , i.e., the corrected residuals R i have the same distribution of the true residuals to this order of approximation. Combining (8) with (9) gives
Using (11), (7) and (12), the correction function turns out to be
Direct substitution using (13) yields the corrected Pearson residuals R i for most models. The term φ −1 z ii in the above equation is just Var(η i ). Although there are several terms in (13) , the correction term is simple to be applied to any continuous model since we need only to calculate e i (x), h i (x) and (5), (6) and (1), the others terms being standard quantities in the theory of GLMs. More generally, the corrected residuals R i depend on the model only through the matrix X, the precision parameter φ, the function c(·, ·) and the variance and link functions with their first two derivatives.
The density of the true residual for the inverse Gaussian model given in Table 1 depends on the unknown mean µ. However, we can estimate this density using the general expression for the corrected MLE of µ,μ say, given by Cordeiro and McCullagh (1991, formula (4.4)). The resulting estimated density is identical to the true density except by terms of order less than n −1 and the results of Sections 3 and 4 could also be applied to this distribution. To prove this, letμ = µ + c/n 2 . Then, keeping only terms up to order n −2 , we havẽ
Hence,
where c 1 =
and c 2 = 2 . From this equation it is clear that the estimated density and the true density of ε are in agreement to order n −1 .
4 Some special models Formula (13) holds for all continuous GLMs including the models in common use: linear models, canonical models, normal models, gamma models and inverse Gaussian models. We now compute the correction ρ i (·) in (13) for some important GLMs and obtain the corrected residuals R i = R i + ρ i (R i ). Table 2 and 3 give the quantities µ , µ and w for some useful link functions and q(µ), V , w and
for the normal, gamma and inverse Gaussian distributions, respectively. Table 2 : Values of µ , µ and w for some link functions.
Inverse of the square 
Linear models
For linear models,
Canonical models
For canonical models,
Normal models
For normal models,
The normal linear model for which µ = θ = η, e i (x) = −1 and h i (x) = 0 yields
and the corrected residuals follow as
We can verify that Var(R i ) = 1 + O(n −2 ). A check of this expression can be obtained by considering the simplest case of independent and identically distributed observations. We have Z = n −1 1 1 T , z ii = n −1 and then
which is identical to the result given in the example discussed by Loynes (1969).
Gamma models
For gamma models,
Inverse Gaussian models
For inverse Gaussian models,
Expansion for Cordeiro's adjusted residual
We now obtain the density function of the adjusted Pearson residuals proposed by Cordeiro (2004) . He gave simple expressions to order n −1 for the mean and variance of the Pearson residual R i in GLMs, namely E(
, where
I is the identity matrix of order n,
is the projection matrix, J, Q and T are diagonal matrices given by J = diag{V
T is an n-vector with the diagonal elements of Z = X(X T W X) −1 X T , and γ i was defined in Section 2. Cordeiro's (2004) adjusted residuals are
Expanding (σ 2 +v
, we can write R * i equivalently to order n −1 as
which implies trivially that E(R * i ) = 0 + O(n −3/2 ) and Var(R * i ) = 1 + O(n −3/2 ). Then, the adjusted residuals (14) have zero mean and unit variance to order n −1 .
, the cumulative distribution function (cdf) of S i , F S i (x) say, can be obtained from (15) to order n −1 following the approach developed by Cordeiro and Ferrari (1998, Section 2)
Differentiation of (16) with respect to x, and replacing f R i (x) by its asymptotic expansion in (10), yields the density of S i to the same order
The density function of R * i is f R * i (x) = σf S i (σx), where f S i (σx) comes from (17) with σx replacing x. The sum of the second and third terms in (17) are expressed as
are all quantities of order O(n −1 ), the terms on the right hand side of (17), except f ε i (x), are of this order and then the densities f R * i (x) and f ε i (x) differ by terms of order O(n −1 ). However, we showed in Section 3, that the densities f R i (x) and f ε i (x) are equal to this order. Thus, the distribution of the corrected residuals R i , even in small samples, is closer to the distribution of the true Pearson residuals than the distribution of the adjusted residuals R * for the normal model with any link function is given by
where the constant terms a 0 = 3µ
that depend on the model are all of order O(n −1 ).
Simulation results
We present some simulation results for studying the finite-sample distributions of the Pearson R i , corrected R i , adjusted R * i and the true ε i residual. We use a gamma model with log link log µ = β 0 + β 1
where the true values of the parameters were taken as β 0 = 1/2, β 1 = 1, β 2 = −1 and φ = 4. The explanatory variables x 1 and x 2 were generated from the uniform U(0, 1) distribution for n = 20 and their values were held constant throughout the simulations. The number of Monte Carlo replications was set at 10, 000 and all simulations were performed using the statistical software R.
In each of the 10, 000 replications, we fitted the model and computed the MLEβ and fitted meanμ, the Pearson residuals R i , the corrected function ρ(·) and the corrected residuals R i . Further, we calculated their expected values and variances from the expressions given by Cordeiro (2004) to obtain the adjusted residuals R * i . Finally, we calculated the true residuals ε i . Tables 4 and 5 give the sample means, variances, skewness and kurtosis of the residuals R i , R i , R * i and ε i , respectively, out of 10, 000 values.
The corrected residuals R i should agree with the true Pearson residuals rather than to the normal distribution. A good agreement with the normal distribution happens when these figures are, on average, close to 0,1,0 and 3, respectively.
The figures in Tables 4 and 5 show that the distribution of all residuals for the gamma model are positively skewed. All four cumulants of the corrected Pearson residuals R i are generally closer to the corresponding cumulants of the true residuals ε i than those of the other residuals. The adjusted residuals R * i have cumulants much closer to the cumulants of a standard normal distribution as claimed by Cordeiro (2004) . Further, the distribution of the corrected residuals is generally closer to the distribution of the true residuals than the distribution of the Pearson residuals. In short, the correction ρ(.) appears to be effective even when the sample size is small.
In Table 6 we give the values of the Kolmogorov-Smirnov (K-S) and Anderson-Darling (A-D) (see, for instance, Anderson and Darling, 1952; Thode, 2002, Section 5.1.4) distances between the empirical distribution of each set of the 10, 000 uncorrected R i and corrected R i residuals for i = 1, . . . , 20, and the estimated distribution of the true residuals. The estimated distribution here is the shifted gamma distribution with dispersion parameter φ taken to be the sample average of the estimated dispersion parameters at each step of the Monte Carlo simulation. In Table 7 , we follow the same procedure for Table 6 , but we now examine if the uncorrected R i and corrected R i residuals follow the empirical distribution of the true residual ε i . We then calculated both K-S and A-D distances between the empirical distributions of both (uncorrected and corrected) residuals and the empirical distribution of the true residuals ε i .
We see from Tables 6 and 7 that the distribution of the corrected residuals is closer to the distribution of the true residuals than the distribution of the uncorrected residuals. Furthermore, the distances for the corrected residuals are substantially smaller than the distances for the uncorrected ones. These facts show that, when the model is wellspecified, our correction works very well for the set of the corrected residuals.
We conclude the study providing an application of the corrected residuals to assess the adequacy of the above gamma model. We could expect that under a well-specified model, the distribution of the corrected residuals will follow approximately the distribution of the true residuals. However, even though it is common to compare the distribution of the Pearson residuals with the normal distribution, it is not clear that this approximation should be good in small samples. Therefore, we compare the empirical distribution of the corrected residuals with the distribution of the true residuals and the distribution of the uncorrected residuals with the normal distribution. For doing this, we use a QQPlot which displays a quantile-quantile plot of the sample quantiles of the corrected and uncorrected residuals versus theoretical quantiles from the estimated distribution of the true residuals and the normal distribution with mean zero and varianceφ −1 , respectively. If the distribution of the corrected residuals is well approximated by the distribution of the true residuals, the plot will be close to linear. Therefore, we expect that a QQPlot of the Studentized corrected residuals versus the estimated distribution of the true residuals should be closer to the diagonal line than that QQPlot of the uncorrected residuals against the normal N (0,φ −1 ) distribution. Moreover, we also consider the QQPlot of the adjusted residuals suggested by Cordeiro (2004) against the theoretical quantiles of a standard normal distribution. Figure 1 gives two QQPlots, one for the vector of the 10, 000 ordered uncorrected Table 4 : Mean and variance of uncorrected, corrected, adjusted and true residuals. residuals and other for the vector of the 10, 000 ordered corrected residuals. These figures show that even for a well-specified model, the plot for the uncorrected residuals is very distant from the diagonal line when compared with the plot for the corrected residuals. The adjusted residuals given in Figure 2 provides an improvement in regard to the uncorrected residuals, but the plot is also distant from the diagonal line when compared to the corrected residuals. Therefore, the corrected residuals have a good behavior that leads to the right conclusion, i.e., that the model is well-specified. We thus recommend the corrected residuals to build up QQPlots. 
Conclusion
Using the results given in Loynes (1969), we calculate the O (n −1 ) distribution of the Pearson residuals in GLMs (see, for instance, McCullagh and Nelder, 1989) . It is important to mention that the distribution of residuals in regression models are typically unknown, and therefore all inference regarding these residuals are done by asymptotic assumptions which may not hold in small or moderate sample sizes. Then we can use this knowledge to define corrected Pearson residuals in these models in such a way that the corrected residuals will have, to order O (n −1 ), the same distribution of the true Pearson residuals, which is known. The corrected residuals have practical applicability for all continuous GLMs. We simulate a gamma model with log link to conclude the superiority of the corrected Pearson residuals R i over the uncorrected residuals R i and also over the adjusted residuals suggested by Cordeiro (2004) with regard to the approximation to the reference distribution, which for the corrected and uncorrected residuals was the distribution of the true residuals and for the adjusted residuals was the standard normal distribution. The paper is concluded with an application of the corrected residuals to assess the adequacy of the model. 
Appendix
Suppose we write the residual R in terms of the true residual ε as R = ε + δ, where ε and δ are absolutely continuous random variables with respect to Lebesgue measure and δ is of order O p (n −1 ). Our goal is to define a corrected residual R having the same density of ε to order n −1 . Initially, we have
Expanding E(e isδ | ε) in a Taylor series around s = 0 gives
where f ε (·) is the density function of ε. By using formulae (25) and (26) from Cox and Snell (1968) with ε = 0, it is possible to conclude that E(δ) and Var(δ) (and thus E(δ 2 )) are of order O(n −1 ) and, in the same way, that the higher moments of δ are of order o(n −1 ). In a similar manner, we can show that E(δ | ε = x) and Var(δ | ε = x) are also of order O(n −1 ), and that the higher-order conditional moments are of order o(n −1 ). Then, we can rewrite equation (18) 
Note that we can express the integral on the right side of (19) as a sum of three integrals. Then, integration by parts, one time for the integral containing θ x on the integrand and two times for the integral containing φ 2 x on the integrand, yields the following formula
The uniqueness theorem for characteristic functions yields the density of R to order n −1
Equation (21) is identical to formula (5) in Loynes (1969) .
Further, we now define corrected residuals of the form R = R + ρ(R), where ρ(·) is a function of order O(n −1 ) used to recover the distribution of ε. We may proceed as above, noting that E{ρ(R) | R = x} = ρ(x), to obtain the density of R to order n {ρ(x)f ε (x)} to this order. Therefore, the densities of R and ε will be the same to order
Equation (22) is identical to equation (6) given by Loynes (1969) and it is clear from the proof that the support of ε does not need to be the entire line and we can have proper intervals as support. We should note that the assumptions needed can be made weaker if we require that an expansion of the Taylor polynomial of order two with a remainder term (for instance, Lagrange remainder) can be done instead of the complete series. We could also prove Loynes' (1969) results by using the equivalence of (3c) and (4c), together with (5) and (6) of Cox and Reid (1987) and appropriate regularity conditions. The idea to this approach is as follows: consider in equation (3c) of Cox and Reid (1987) X 0 = ε, X 1 = n 1/2 δ and X 2 = 0. This means that we are writing Y n as Y n = ε + δ + O p (n −3/2 ), where ε and δ are of orders O p (1) and O p (n −1 ), respectively. Then, from (4c), (5) and (6) where F 0 (·) and f 0 (·) are the cdf and pdf of ε, respectively. The expression above implies equation (21). We can also obtain the expansion for R + ρ(R) from the equivalence of (3c) and (4c) of Cox and Reid (1987) by setting X 0 = R, X 1 = 0 and X 2 = ρ(R). The rest of the proof is identical to the one given before. Note also, that for this proof ε does not need to have a support in the entire line since this is not an assumption in the usual regularity conditions. 
