Abstract. In this paper, by providing the uniform gradient estimates for a sequence of the approximating equations, we prove the existence, uniqueness and regularity of the conical parabolic complex Monge-Ampère equation with weak initial data. As an application, we prove a regularity estimates, that is, any L ∞ -solution of the conical complex Monge-Ampère equation admits the C 2,α,β -regularity.
Introduction
The complex Monge-Ampère equation plays an important role in geometric analysis. It is well known that the existence of the Kähler-Einstein metrics and the solutions of the complex Monge-Ampère equations are closely connected. Aubin [1] and Yau [49] solved the Calabi's [5] conjecture by using the complex Monge-Ampère equation and Cao [4] gave a parabolic proof of this conjecture by using the parabolic complex Monge-Ampère equation which is equivalent to the Kähler-Ricci flow. By using the complex Monge-Ampère equation with conical singularity, Tian [44] and Chen-Donaldson-Sun [7, 8, 9] proved the Yau-Tian-Donaldson's conjecture. There are many results of the (parabolic) complex Monge-Ampère equation, we refer the reader to references Caffarelli-Kohn-Nirenberg-Spruck [3] , J.C. Chu [12] , DienwZhang-Zhang [13] , B. Guan [16] , Guan-Li [17, 18] , P.F. Guan [19, 20, 21] , Liu-Zhang [31] , Phong and Sturm et al. [34, 35, 36, 37] , G. Sźekelyhidi [38] , Sźekelyhidi-Tosatti [39] , G. Tian [43, 45] , Tian-Zhu [46] , Y. Wang [47] , Y.Q. Wang [48] and X. Zhang [50] , etc.
Let (M, ω 0 ) be a Kähler manifold. Assume that D is an irreducible divisor, s and h are the definition section and smooth Hermitian metric of the line bundle associated to the divisor D respectively. Denote the model conical Kähler metric ω β = ω 0 + √ −1δ∂∂|s| • For any 0 < δ < T , there exists a constant C such that
• On [δ, T ], there exist constants α ∈ (0, 1) and C * such that ϕ(t) is C α on M with respect to ω 0 and
We study the conical parabolic complex Monge-Ampère equation (1.2) by using the following parabolic complex Monge-Ampère equation
We first prove the uniform gradient estimates for a sequence of smooth parabolic complex Monge-Ampère equations. In this process, we need construct a new auxiliary function, and we also need more details to deal with the terms which need not be considered for a single equation, such as the terms coming from the new auxiliary function and the curvature terms, etc. Then we study the existence of the conical parabolic complex Monge-Ampère equation (1.2) by the approximating method which was used in [32] . We also prove the uniqueness and regularity of the equation (1.2) by using Jeffres' trick [26] and Tian's elliptic C 2,α,β -estimates [45] respectively. In fact, we obtain the following theorem. Theorem 1.2. Let (M, ω 0 ) be a Kähler manifold with complex dimension n, D be an irreducible divisor, s and h be the definition section and smooth Hermitian metric of the line bundle associated to the divisor D respectively. Assume that ϕ 0 ∈ E p (M, ω 0 ) with p > 1. For any β ∈ (0, 1), there exists T such that the conical parabolic complex Monge-Ampère equation (1.2) admits a unique solution ϕ(t) on
with some function h, the equation (1.2) is the conical Kähler-Ricci flow which was studied in [10, 11, 15, 31, 32, 40, 41] . When β = 1, there exists no singular terms in (1.2). Song-Tian [42] studied F (z) case and Sźekelyhidi-Tosatti [39] studied the case with particular initial data. Here, we consider β ∈ (0, 1) and the general initial data.
As an application of Theorem 1.2, we obtain the following regularity estimates for the singular equation. Theorem 1.4. With the assumptions in Theorem 1.2, let ϕ 0 ∈ P SH(M, ω 0 ) L ∞ (M ) be a solution of the conical complex Monge-Ampère equation
Remark 1.5. In [39] , Sźekelyhidi-Tosatti considered this problem in the smooth case β = 1. In their case, they can prove that ϕ 0 is smooth. In [45] , Tian obtained the C 2,α,β -regularity for ϕ 0 under the assumption that ω 0 + √ −1∂∂ϕ 0 is equivalent to the model conical Kähler metric ω β . Here we only assume that
When F (ϕ, z) = µϕ + h with smooth function h, this result is proved by Guenancia-Pȃun in [23] . In our case, we need the uniform gradient estimates which do not be needed in Guenancia-Pȃun's case for the sequence of approximating equations.
The paper is organized as follows. In section 2, we prove the uniform gradient estimates for the sequence of the approximating equations, and then we prove the existence and uniqueness of the parabolic complex Monge-Ampère equation (1.4) . In section 3, we prove the existence of the solution to the conical parabolic complex Monge-Ampère equation (1.2) by limiting the equations (1.4), and prove that ϕ(t) converges to ϕ 0 in L ∞ -norm as t → 0 + . We also prove the uniqueness and regularity of the conical equation (1.2) . At last, we prove Theorem 1.4.
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The existence of the parabolic complex Monge-Ampère equation with weak initial data
In this section, we prove the existence and uniqueness of the solution to the parabolic complex Monge-Ampère equation (1.4) by following the arguments in [32, 42] . The differences are that we need prove the uniform gradient estimates for the sequence of the approximating equations in this case. In [39] , Székelyhidi and Tosatti proved the gradient estimate for a single parabolic Monge-Ampère equation. But when we prove the uniform gradient estimates for a sequence of parabolic Monge-Ampère equations, we need more details to deal with the terms which need not be considered for a single equation.
We denote f =
By considering the complex Monge-Ampère equation
and using the stability theorem in [29] (see also [14] or [22] ), we have
We prove the existence of the solution to the equation (1.4) by using the smooth parabolic complex Monge-Ampère equation
) and f ε are uniformly bounded (see (15) and (25) in [6] ).
Let [0, T ε,j ) be the maximal existence interval of the equation (2.4), where T ε,j depends on the C 2,α -norm of φ ε,0,j . Our aim is to obtain the uniform high order estimates, which only depend on the initial condition in a weaker way. For all s, we define (2.5)
which is a continuous function independent of ε and j, where C satisfies |f ε | ≤ C. Let G(t) be the solution of equation
A for any ε and j. Denote T ε,j = min{T ε,j , T }.
Lemma 2.1. For any 0 < T < T ε,j , there exists a constant C depending only on ϕ 0 L ∞ (M) , β, n, ω 0 , T and F such that for any t ∈ [0, T ] and ε > 0,
Proof. For any ε > 0, let z t be the maximum point of φ ε,j at time t.
If the derivative does not exist at some point, we consider the limsup of the forward difference quotients at these points ( Hamilton [24] ). By the maximum principle (see ), we have max
, where the choice of function G is independent of ε and j. Hence there exists a constant C depending only on ϕ 0 L ∞ (M) , β, n, ω 0 , T and F such that max
φ ε,j (t) ≤ C for any 0 < T < T ε,j , ε > 0 and j. By the similar arguments we get the lower bound. Proposition 2.2. For any 0 < T < T ε,j , there exists a constant C depending only on ϕ 0 L ∞ (M) , n, β, F , T and ω 0 such that for any t ∈ (0, T ] and ε > 0,
Proof: Let ∆ ε,j be the Laplacian operator associated to the Kähler form ω ε,j (t) = ω ε + √ −1∂∂φ ε,j (t). Straightforward calculations show that (2.10)
Without loss of generality, we can assume that t 0 > 0 andφ ε,j (t 0 , x 0 ) > 0. By the maximum principle,
We conclude that t 0 > 0 and there exists constants C 1 , C 2 and C 3 such that, at (t 0 , x 0 ),
where the constant C 1 depends only on n, C 2 depends only on F and C 3 depends only on n, ω 0 , ϕ 0 L ∞ (M) , β, F and T . In inequality (2.14), without loss of generality, we assume that
. By the maximum principle, we have
where C 4 is independent of ε and j. Then it easily follows that H − ε,j (t) is bounded from below by a constant C depending only on ϕ 0 L ∞ (M) , n, β, ω 0 , F and T .
Next, we prove the uniform gradient estimates for equation (2.4). Proposition 2.3. For any 0 < T < T ε,j , there exists a constant C depending only on ϕ 0 L ∞ (M) , n, β, F , ω 0 and T such that for any t ∈ (0, T ], ε > 0 and j,
Proof. We modify Blocki's estimates [2] for the complex Monge-Ampère equation (compare Hanani [25] and Székelyhidi-Tosatti [39] ). Define
where function γ, constants α, A and B will be chosen later and
we need only consider t 0 > 0. We choose a local coordinate system w = (w 1 , ..., w n ), to make (g εij ) be identity and (g φε,j ik ) be a diagonal matrix. For simplicity, we write Φ = |∇φ ε,j (t)| 2 ωε and φ ε,j (t) = φ. Straightforward calculations show that
where F ′ is the derivative of F (φ, z) in the φ variable and F k is the derivative of
where we assume that γ ′ > 0, e − α 2t 0 log Φ(x 0 , t 0 ) ≥ C for some constant C which will be determined later, and hence Φ(x 0 , t 0 ) ≥ 1. By computing, we have
where constant C is uniform. Since the function
By choosing K large enough and putting (2.20)-(2.23) into (2.18), we have
We claim that
2 ), ε = r cos θ, |s| h = r sin θ and r ∈ (0, 1). Then
It is obvious that
We need only consider the case x 0 ∈ U . By 1 − ρ >β, we have
log Φ for any k. By (2.9), we know that
If we choose α large enough, we have
By (2.29), we conclude that at (x 0 , t 0 ),
This shows that Φ(t 0 , x 0 ) ≤ C and in turn H ε,j (t 0 , x 0 ) are uniform bounded by some uniform constant. Hence there exists a constant C depending only on ϕ 0 L ∞ (M) , n, β, ω 0 , F and T such that
Lemma 2.4. For any 0 < T < T ε,j , there exists a constant C depending only on ϕ 0 L ∞ (M) , n, β, ω 0 , F and T such that for any t ∈ (0, T ] and ε > 0,
. By computing, we have
At the same time, by using Proposition 2.3, we have
Then by the similar arguments as that in Lemma 2.3 [32] , we have
(2.37)
By the maximum principle and the inequality where the constant C depends only on ϕ 0 L ∞ (M) , n, β, ω 0 , F and T . From (2.39) and (2.40), we prove the lemma. By Lemma 2.4 and the fact that ω ε > γω 0 for some uniform constant γ (see inequality (24) in [6] ), we have
where C is a uniform constant and C ε depends on ε. We next prove the Calabi's C 3 -estimates. Denote
Lemma 2.5. For any 0 < T < T ε,j and ε > 0, there exist constants C ε and C such that for any t ∈ (0, T ], we have
where constant C depends only on ϕ 0 L ∞ (M) , n, β, ω 0 , F and T , and constant C ε depends in addition on ε.
Proof: Straightforward calculations show that
where
Combining with the following evolution equations
we have
By choosing suitable α, β and γ and using the maximum principle, we have
where C ε is independent of j and h α (t) is independent of ε, j. By using the Schauder regularity theory and equation (2.3), we get the high order estimates of ϕ ε,j (t). Proposition 2.6. For any 0 < η < T < T ε,j , ε > 0 and k ≥ 0, there exists a constant C k depending only on η, T , ε, k, n, β, ω 0 , F and ϕ 0 L ∞ (M) , such that
Proposition 2.7. There exists a uniform T such that the equation (2.3) admits a unique solution on [0, T ] × M for any ε and j. Furthermore,
In particular, {ϕ ε,j (t)} satisfies
Proof. Let T ε,j be the maximal existence interval of the equation (2.3). We prove that T ε,j ≥ T for any ε and j. If T ε,j < T , by Proposition 2.6, we obtain C ∞ -estimates for ϕ ε,j (t) on [0, T ε,j ). Hence as t → T ε,j , ϕ ε,j (t) converge in C ∞ to a smooth function ϕ ε,j (T ε,j ) and thus we obtain a smooth solution to the equation Set Ψ ε,j,l (t) = ϕ ε,j (t) − ϕ ε,l (t).
where K only depends on ϕ 0 L ∞ , ω 0 , β, n, F and T , (2.57)
Let Ψ ε,j,l (t) = e −Kt Ψ ε,j,l (t) − δt. Assume that the maximum point of Ψ ε,j,l (t) is (t 0 , x 0 ). If t 0 = 0, then
If t 0 > 0 and Ψ ε,j,l (t 0 , x 0 ) ≤ 0, we have (2.59) Ψ ε,j,l (t) ≤ δT e KT .
If t 0 > 0 and Ψ ε,j,l (t 0 , x 0 ) > 0, then
(2.60)
By the maximum principle, at (t 0 , x 0 ), we have 0 ≤
By the same arguments, we can get the lower bound of Ψ ε,j,l (t),
Combining (2.61) and (2.62), we have
Let δ → 0, we have
By the similar arguments as above, we know that the solution to equation (2.4) must be unique.
For any ǫ > 0, there exists an N such that for any j > N ,
On the other hand, fixed such j, there exists 0 < δ < T such that
Combining the above estimates together, for any t ∈ [0, δ] and z ∈ M ,
This completes the proof of the lemma. Proposition 2.9. ϕ ε (t) is the unique solution to the parabolic Monge-Ampère equation (1.4) in the space of
Proof: By proposition 2.8, we only need to prove the uniqueness. Suppose there exists another solutionφ
By the same arguments as that in the proof of Proposition 2.7,
Hence ψ ε (t) = 0, that is,φ ε (t) = ϕ ε (t).
The existence of the conical parabolic complex Monge-Ampère equation with weak initial data
In this section, we study the existence of the conical parabolic complex MongeAmpère equation (1.2) by the smooth approximation of equations (1.4). We also prove the uniqueness and regularity of the equation (1.2) .
By Lemma 2.1, Lemma 2.4, Proposition 2.6 and Proposition 2.7, we conclude that there exist constants C 1 and C 2 depending only on ϕ 0 L ∞ (M) , β, n, ω 0 , F and T , such that for any ε > 0,
We first prove the local uniform Calabi's C 3 -estimates and curvature estimates along the equation (2.3). Our proofs are similar as that in Section 2 of [32] , but we need some arguments to handle the terms from F . 
Proof: By Lemma 2.4, there exists a uniform constat C depending only on 
By choosing sufficiently large α, β, γ, A and using the maximum principle, we conclude that
Hence ϕ ε,j (t) C 2,α is uniformly bounded on [η 1 , T ] × B r1 with 0 < η 1 < η and
where C depends on δ and T . We fix a smaller radius r 2 satisfying r 1 > r 2 > r 2 . Let ρ be a cut-off function identically equal to 1 on B r2 (p) and identically equal to 0 outside B r1 . We also let ρ satisfy |∂ρ| 2 ω0 , | √ −1∂∂ρ| ω0 ≤ C r 2 for some uniform constant C. From the former part we know that S ε,j is bounded on [η 1 , T ] × B r1 (p). Let K =Ĉ r 2 ,Ĉ be constants which are large enough such that
We only consider an inner point (t 0 , x 0 ) which is a maximum point of F ε,j achieved on [0, T ] × B r1 (p). By the similar arguments as that in Lemma 3.1 of [32] , we have
where Q = |∇X| 2 + |∇X| 2 . Now we choose α = 2β and
where C 1 and C 2 depend only on ϕ 0 L ∞ (M) , n, β, T , dist ω0 (B r (p), D), η 1 , F and ω 0 . Hence we prove the lemma.
Using the standard parabolic Schauder regularity theory [30] , we obtain the following proposition.
Through a further observation to equation (1.4) , we prove the monotonicity of ϕ ε (t) with respect to ε.
is monotonously decreasing as ε ց 0.
Proof: For any ε 1 < ε 2 , let ψ 1,2 (t) = ϕ ε1 (t) − ϕ ε2 (t). Then we have
By the similar arguments as that in Proposition 2.7, for any (t, x) ∈ [0, T ] × M and δ > 0, we have
is uniformly bounded by Proposition 3.2. Let j approximate to ∞, we obtain that ϕ ε (t) C k ([δ,T ]×K) is uniformly bounded. Then let δ approximate to 0 and K approximate to M \ D, by the diagonal rule, we get a sequence {ε i }, such that
and satisfies the equation
Combining the above arguments with (3.1) and (3.2), for any T > 0, we have
where ω(t) = ω 0 + √ −1∂∂ϕ(t), constants C 1 and C 2 depend only on ϕ 0 L ∞ (M) , β, n, ω 0 , F and T . By the similar arguments as that in [31] , we obtain the following proposition.
Proposition 3.4. For any t ∈ (0, T ], ϕ(t) is Hölder continuous on M with respect to the metric ω 0 .
Next, by using the monotonicity of ϕ ε (t) with respect to ε and constructing a auxiliary function, we prove the continuity of ϕ(t) as t → 0 + .
Proof: Through the above arguments, we only need prove the limit (3.17) . By the monotonicity of ϕ ε (t) with respect to ε, for any ǫ > 0 and (t, z)
By the same arguments as that in Proposition 2.8, for any t ∈ (0, δ 1 ] and z ∈ M ,
On the other hand, by S. Kolodziej's results [28] , there exists a smooth solution u ε,j to the equation 20) and u ε,j satisfies
whereĈ is a uniform normalization constant independent of ε and j, the constant C depends only on ϕ 0 L ∞ (M) , β and F .
We define
m, l should be choosen later. Straightforward calculations show that 24) when t is sufficiently small and m, l are sufficiently large. Combining the above inequalities,
This equation is equivalent to (3.26)
By the similar arguments as that in the proof of Proposition 2.7, for any (t, z)
Let j → ∞ and then ε → 0, we have
There exists δ 2 such that for any t ∈ [0, δ 2 ],
This completes the proof of the proposition. Now we are ready to prove the uniqueness of the conical parabolic complex Monge-Ampère equation (1.2) starting with ϕ 0 ∈ E p (M, ω 0 ) for some p > 1.
2) be two solutions to the parabolic Monge-Ampère equation
• For any 0 < δ < T , there exists a uniform constant C such that
with respect to ω 0 and
Proof: We apply Jeffres' trick [26] in the parabolic case. For any 0 < t 1 < T and a > 0, let φ 1 (t) = ϕ 1 (t) + a|s| 2q h , where 0 < q < 1 is determined later. The evolution equation of φ 1 is
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Denote
∂z i ∂z j ds, ψ(t) evolves along the following equation
By the arguments as that in [31] , we obtain ∂ψ(t) ∂t ≤∆ψ(t) + K|ψ| + aC.
. By choosing suitable 0 < q < 1, we can assume that the space maximum ofψ on [t 1 , T ] × M is attained away from D. Let (t 0 , x 0 ) be the maximum point. If t 0 > t 1 and ψ(t 0 , x 0 ) > 0, by the maximum principle, at (t 0 , x 0 ), we have
which is impossible, hence t 0 = t 1 or t 0 > t 1 and
Let a → 0 and then t 1 → 0 + , we get
It shows that ϕ 1 (t) ≤ ϕ 2 (t) after we let ǫ → 0. By the same reason we have ϕ 2 (t) ≤ ϕ 1 (t), then we prove that ϕ 1 (t) = ϕ 2 (t). Next, we prove the uniform gradient estimates and Laplacian estimates ofφ ε,
Lemma 3.7. For any 0 < η < T , there exists a uniform constant C depending only on ϕ 0 L ∞ (M) , n, β, η, ω 0 , F and T , such that for any t ∈ [η, T ], ε > 0 and j ∈ N + , we have
Proof: As the computations in [31] , we have
ωε,j + C, where 2A = CT + 2. By the maximum principle, we have
By the maximum principle, we get
On the other hand, we setG ε,j = (t−
ωε,j . Assume that the maximum point ofG ε,j on [
By the maximum principle, we get (3.37) (t − η 2 ) 2 (−∆ ε,jφε,j ) ≤ C.
At last, we prove the regularity along the conical parabolic complex MongeAmpère equation (1.2). Proof : Fix t > 0. We assume that t ∈ [η, T ] for some 0 < η < T . By (3.16), we know that |∆ ω β ϕ(t)| is uniformly bounded by some constant C depending only on ϕ 0 L ∞ (M) , n, β, ω 0 , η, F and T . By Proposition 2.7, we obtain that |∇ϕ(t)| ω(t) is bounded. By the Lemma 4.6 in [31] , Lemma 2.1, Lemma 3.7 and (3.16), we have
where the C 1 -norm and Laplacian are taken with respect to ω(t), and the constant C depending only on ϕ 0 L ∞ (M) , n, β, ω 0 , η, F and T . Since ω β ≥ γω 0 for some positive constant γ, we have |∇F (ϕ(t, z), z)| ω(t) ≤ C and n − Cγ −1 n ≤ ∆ ω(t) ϕ ≤ n. Proof: The proof is similar as that in the section 2 and 3. We only prove the last result. By the arguments in section 3, we conclude that ϕ ε (t) converges to a functionφ(t) in C ∞ loc ((0, T ]×(M \D)). We proveφ(t) = ϕ(t) by using the uniqueness Theorem 3.6. By checking the steps in section 3, we know that all the arguments are valid except Proposition 3.3. So we only need prove inequality (3.19) . By the similar arguments as that in Proposition 2.7, for any ε 1 < ε 2 , (t, x) ∈ [0, T ] × M and δ > 0, we have ϕ ε1 (t, x) − ϕ ε2 (t, x) ≤ e KT ψ ε1 − ψ ε2 L ∞ (M) + T e KT δ. where K depends on β, n, ω 0 , F , T and ϕ L ∞ . Sincė ϕ ε,j (0) = F (ψ ε,j , z) − F (ϕ j (z), z) + log c ε , (4. 
