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ABSTRACT. The Painlevé-III equation with parameters Θ0 = 푛 + 푚 and Θ∞ = 푚 − 푛 + 1 has a unique rational solution
푢(푥) = 푢푛(푥;푚) with 푢푛(∞;푚) = 1 whenever 푛 ∈ ℤ. Using a Riemann-Hilbert representation proposed in [4], we study the
asymptotic behavior of 푢푛(푥;푚) in the limit 푛 → +∞ with 푚 ∈ ℂ held fixed. We isolate an eye-shaped domain 퐸 in the
푦 = 푛−1푥 plane that asymptotically confines the poles and zeros of 푢푛(푥;푚) for all values of the second parameter 푚. We then
show that unless 푚 is a half-integer, the interior of 퐸 is filled with a locally uniform lattice of poles and zeros, and the density
of the poles and zeros is small near the boundary of 퐸 but blows up near the origin, which is the only fixed singularity of the
Painlevé-III equation. In both the interior and exterior domains we provide accurate asymptotic formulæ for 푢푛(푥;푚) that we
compare with 푢푛(푥;푚) itself for finite values of 푛 to illustrate their accuracy. We also consider the exceptional cases where 푚
is a half-integer, showing that the poles and zeros of 푢푛(푥;푚) now accumulate along only one or the other of two “eyebrows”,
i.e., exterior boundary arcs of 퐸.
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1. INTRODUCTION
Generic solutions of the six Painlevé equations cannot be expressed in terms of elementary functions, hence the
common terminology of Painlevé transcendents for the general solutions of these famous equations. However, it is
also known that all of the Painlevé equations except for the Painlevé-I equation admit solutions expressible in terms of
classical special functions (e.g., Airy solutions for Painlevé-II, or Bessel solutions for Painlevé-III) as well as rational
solutions, both of which occur for certain isolated values of the auxiliary parameters (each Painlevé equation except
Painlevé-I is actually a family of differential equations indexed by one or more complex parameters). Rational solutions
of Painlevé equations have attracted interest partly because they are known to occur in several diverse applications such
as the description of equilibrium configurations of fluid vortices [11] and of particular solutions of soliton equations
[10], electrochemistry [1], parametrization of string theories [15], spectral theory of quasi-exactly solvable potentials
[19], and the description of universal wave patterns [6]. In several of these applications it is interesting to consider the
behavior of the rational Painlevé solutions when the parameters in the equation become large (possibly along with the
independent variable); as the degree of the rational function is tied to the parameters via Bäcklund transformations,
in this limit algebraic representations of rational solutions become unwieldy and hence less attractive than analytical
ones as a means for extracting asymptotic behaviors. Recent progress on the analytical study of large-degree rational
Painlevé solutions includes [3, 7, 8, 17] for Painlevé-II and [5, 16] for Painlevé-IV. Both of these equations have the
property that there is no fixed singular point except the point at infinity. On the other hand, the Painlevé-III equation
is the simplest of the Painlevé equations having a finite fixed singular point (at the origin). This paper is the second
in a series beginning with [4] concerning the large-degree asymptotic behavior of rational solutions to the Painlevé-III
equation, which we take in the generic form
d2푢
d푥2
= 1
푢
( d푢
d푥
)2
− 1
푥
d푢
d푥
+
4Θ0푢2 + 4(1 − Θ∞)
푥
+ 4푢3 − 4
푢
, 푥 ∈ ℂ. (1)
It is convenient to represent the constant parameters Θ0 and Θ∞ in the form
Θ0 = 푛 + 푚 and Θ∞ = 푚 − 푛 + 1. (2)
It is known that if 푛 ∈ ℤ, there exists a unique rational solution 푢(푥) = 푢푛(푥;푚) of (1) that tends to 1 as 푥 → ∞.The odd reflection 푢(푥) = −푢푛(−푥;푚) provides a second distinct rational solution. Similarly, if 푚 ∈ ℤ, there aretwo rational solutions tending to ±i as 푥 → ∞, namely 푢(푥) = ±i푢푚(±i푥; 푛), while if neither 푚 nor 푛 is an integer,(1) has no rational solutions at all. If only one of 푚 and 푛 is an integer, then there are exactly two rational solutions;
however if both 푚 ∈ ℤ and 푛 ∈ ℤ there are exactly four distinct rational solutions: 푢푛(푥;푚), −푢푛(−푥;푚), i푢푚(i푥; 푛),and −i푢푚(−i푥; 푛).
1.1. Representations of 푢푛(푥;푚).
1.1.1. Algebraic representation. It has been shown [9, 12, 20] that 푢푛(푥;푚) admits the representation
푢푛(푥;푚) =
푠푛(푥;푚 − 1)푠푛−1(푥;푚)
푠푛(푥;푚)푠푛−1(푥;푚 − 1)
; 푢−푛(푥;푚) =
1
푢푛(푥;푚)
, 푛 ∈ ℤ≥0, (3)
where {푠푛(푥;푚)}∞푛=−1 are polynomials in 푥with coefficients polynomial in푚 that are defined by the recurrence formula
푠푛+1(푥;푚) ∶=
(4푥 + 2푚 + 1)푠푛(푥;푚)2 − 푠푛(푥;푚)푠′푛(푥;푚) − 푥
(
푠푛(푥;푚)푠′′푛 (푥;푚) − 푠
′
푛(푥;푚)
2)
2푠푛−1(푥;푚)
(4)
and the initial conditions 푠−1(푥;푚) = 푠0(푥;푚) = 1. The polynomials {푠푛(푥;푚)}∞푛=−1 are frequently called theUmemura
polynomials, although in [20] Umemura originally considered instead related functions that are polynomials in 1∕푥.
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For 푛 not too large, the recurrence relation (4) provides an effective computational strategy to obtain the poles and zeros
of 푢푛(푥;푚). The rational function 푢푛(푥;푚) has the following symmetry:
푢푛(−푥;푚) =
1
푢푛(푥; −푚)
. (5)
This follows from the fact that 푢(푥) ↦ 푢(−푥)−1 is a symmetry of (1)–(2) corresponding to the parameter mapping
(푚, 푛) ↦ (−푚, 푛). Since this symmetry preserves rationality and asymptotics 푢 → 1 as 푥 → ∞, it descends from
general solutions to the particular solution 푢푛(푥;푚) as written in (5).
1.1.2. Analytic representation. The goal of this paper is to study 푢푛(푥;푚) when 푛 is a large positive integer and 푚 is afixed complex number. The representation (3) is useful to determine numerous properties of the rational Painlevé-III
solutions, however when 푛 is large another representation becomes more preferable. To explain this alternate repre-
sentation, we first define some 푥-dependent arcs in an auxiliary complex 휆-plane as follows. Given 푥 ∈ ℂ with 푥 ≠ 0
and |Arg(푥)| < 휋, there is an intersection point 푝 and four oriented arcs 퐿∞⬔, 퐿0⬔, 퐿∞⬕, and 퐿0⬕ such that:
∙ The arc 퐿∞⬔ originates from 휆 = ∞ in such a direction that i푥휆 is negative real and terminates at 휆 = 푝, the
arc 퐿0⬔ begins at 휆 = 푝 and terminates at 휆 = 0 in a direction such that −i푥휆−1 is negative real, and the net
increment of the argument of 휆 along 퐿∞⬔ ∪ 퐿0⬔ is
Δarg(⬔) = 2Arg(푥) ± 2휋. (6)
The ambiguity of the sign in (6) will be explained below (see Remark 1).
∙ The arc 퐿∞⬕ originates from 휆 = ∞ in such a direction that −i푥휆 is negative real and terminates at 휆 = 푝, the
arc 퐿0⬕ begins at 휆 = 푝 and terminates at 휆 = 0 in a direction such that i푥휆−1 is negative real, and the net
increment of the argument of 휆 along 퐿∞⬕ ∪ 퐿0⬕ is
Δarg(⬕) = 2Arg(푥). (7)
∙ The arcs 퐿∞⬔, 퐿0⬔, 퐿∞⬕, and 퐿0⬕ do not otherwise intersect.
See Figure 19 below for an illustration in the case of Arg(푥) = 14휋. We define a single-valued branch of the argumentfunction 휆 ↦ arg(휆), henceforth denoted arg⬕(휆), by first selecting 퐿∞⬕ ∪ 퐿0⬕ as the branch cut, and then defining
arg⬕(휆) = 0 for sufficiently large positive 휆 when Im(푥) > 0 and arg⬕(휆) = 휋 for sufficiently large negative 휆 when
Im(푥) < 0. It is easy to see that this definition is consistent for 푥 > 0 but there is a jump across the negative real 푥-axis.
We define an associated branch of the complex logarithm log(휆) by setting log⬕(휆) ∶= ln |휆|+ i arg⬕(휆). Then, given
푞 ∈ ℂ, the corresponding branch of the power function 휆푞 will be denoted by 휆푞⬕ ∶= e푞 log⬕(휆). Finally, we denote by
퐿 the union of the four oriented arcs 퐿∞⬔, 퐿0⬔, 퐿∞⬕, and 퐿0⬕, and define the function
휑(휆) ∶= 휆 − 휆−1, 휆 ∈ ℂ ⧵ {0}. (8)
The following Riemann-Hilbert problem was formulated in [4, Sec. 1.2]. Here and below we follow the convention
that subscripts+/− refer to boundary values taken on a jump contour from the left/right, and 휎3 ∶= diag[1,−1] denotesa standard Pauli spin matrix.
Riemann-Hilbert Problem 1. Given parameters 푚 ∈ ℂ and 푛 = 0, 1, 2, 3,… , as well as 푥 ∈ ℂ⧵{0} with |Arg(푥)| <
휋, seek a 2 × 2 matrix function 휆↦ 퐘(휆) = 퐘푛(휆; 푥, 푚) with the following properties.
1. Analyticity: 휆 ↦ 퐘(휆) is analytic in the domain 휆 ∈ ℂ ⧵ 퐿. It takes continuous boundary values on 퐿 ⧵ {0}
from each maximal domain of analyticity.
2. Jump conditions: The boundary values 퐘±(휆) are related on each arc of 퐿 by the following formulæ:
퐘+(휆) = 퐘−(휆)
⎡⎢⎢⎢⎣
1 −
√
2휋휆−(푚+1)⬕
Γ( 12 − 푚)
휆푛ei푥휑(휆)
0 1
⎤⎥⎥⎥⎦ , 휆 ∈ 퐿
0
⬔, (9)
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퐘+(휆) = 퐘−(휆)
⎡⎢⎢⎢⎣
1
√
2휋휆−(푚+1)⬕
Γ( 12 − 푚)
휆푛ei푥휑(휆)
0 1
⎤⎥⎥⎥⎦ , 휆 ∈ 퐿
∞
⬔, (10)
퐘+(휆) = 퐘−(휆)
⎡⎢⎢⎢⎣
1 0√
2휋(휆(푚+1)∕2⬕ )+(휆
(푚+1)∕2
⬕ )−
Γ( 12 + 푚)
휆−푛e−i푥휑(휆) 1
⎤⎥⎥⎥⎦ , 휆 ∈ 퐿
∞
⬕, (11)
퐘+(휆) = 퐘−(휆)
⎡⎢⎢⎢⎣
−e2휋i푚 0√
2휋(휆(푚+1)∕2⬕ )+(휆
(푚+1)∕2
⬕ )−
Γ( 12 + 푚)
휆−푛e−i푥휑(휆) −e−2휋i푚
⎤⎥⎥⎥⎦ , 휆 ∈ 퐿
0
⬕. (12)
3. Asymptotics: 퐘(휆) → 핀 as 휆 → ∞. Also, the matrix function 퐘(휆)휆−(Θ0+Θ∞)휎3∕2⬕ = 퐘(휆)휆
−(푚+12 )휎3
⬕ has a
well-defined limit as 휆→ 0 (the same limit from each side of 퐿).
Remark 1. Given any choice of sign in (6), the sign may be reversed by a surgery performed on 퐿∞⬔ ∪ 퐿0⬔ for any
given value of 푥 ≠ 0, |Arg(푥)| < 휋 which leaves the conditions of Riemann-Hilbert Problem 1 invariant. The surgery
consists of bringing 퐿∞⬔ together (with the same orientation) with 퐿
0
⬔ in some small arc. The jump for 퐘 cancels on
this small arc because the jump matrices in (9)–(10) are inverses of each other; thus, up to some relabeling, one has
effectively changed the sign in (6). In [4] the choice of sign in (6) was tied to the sign of Im(푥) due to the derivation of
Riemann-Hilbert Problem 1 from direct/inverse monodromy theory, however the above surgery argument shows that the
sign is in fact arbitrary. The freedom to choose this sign will be important later when the solution of Riemann-Hilbert
Problem 1 is constructed for large 푛.
It turns out that if Riemann-Hilbert Problem 1 is solvable for some 푥 ∈ ℂ ⧵ {0}, then we may define corresponding
matrices 퐘∞1 (푥) and 퐘00(푥) by expanding 퐘(휆) = 퐘푛(휆; 푥, 푚) for large and small 휆, respectively:
퐘(휆) = 핀 + 퐘∞1 (푥)휆
−1 + (휆−2), 휆→ ∞; 퐘∞1 (푥) = [푌∞1,푗푘(푥)]2푗,푘=1 (13)
and
퐘(휆)휆
−(푚+12 )휎3
⬕ = 퐘
0
0(푥) + (휆), 휆→ 0; 퐘00(푥) = [푌 00,푗푘(푥)]2푗,푘=1. (14)
Then, according to [4, Theorem 1], an alternate formula for the rational solution 푢푛(푥;푚) of the Painlevé-III equation(1) is
푢푛(푥;푚) =
−i푌∞1,12(푥)
푌 00,11(푥)푌
0
0,12(푥)
, (15)
where we have suppressed the parametric dependence on 푛 ∈ ℤ and 푚 ∈ ℂ on the right-hand side.
1.2. Results and outline of paper. A good way to introduce our results is to first explain a simple formal asymptotic
calculation. Since we are interested in solutions 푢 = 푢푛(푥;푚) of (1) with parameters written in the form (2) when 푛 islarge, and since numerical experiments such as those in [4, Sec. 2] suggest that the largest poles and zeros of 푢푛(푥;푚)lie at a distance |푥| from the origin proportional to 푛 with a local spacing that neither grows nor shrinks with 푛, it is
natural to introduce a complex parameter 푦 ≠ 0 and a new independent variable 푤 ∈ ℂ by setting 푥 = 푛푦 + 푤. It
follows that if 푢(푥) solves (1)–(2), then 푝(푤) ∶= −i푢(푥 = 푛푦 +푤) satisfies
d2푝
d푤2
= 1
푝
(
d푝
d푤
)2
+ 4i
푦
(푝2 − 1) − 4푝3 + 4
푝
+ (푛−1) (16)
in which the (푛−1) symbol absorbs several terms each of which is explicitly proportional to 푛−1 ≪ 1. Dropping these
formally small terms leads to an autonomous second-order equation which is amenable to classical analysis:
d2푝̇
d푤2
= 1
푝̇
(
d푝̇
d푤
)2
+ 4i
푦
(푝̇2 − 1) − 4푝̇3 + 4
푝̇
, (17)
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where 푝̇ denotes a formal approximation to 푝. Solutions of the equation1 (17) can be classified as follows:
∙ Equilibrium solutions 푝̇ ≡ constant. Generically with respect to 푦 there are four such equilibria: 푝̇ ≡ ±1 and
푝̇ ≡ 푝±0 (푦) ∶= i2푦 ∓ i
√
1
4푦2
+ 1, (18)
where to be precise we take the square roots to be equal to 1 at 푦 = ∞ and to be analytic in 푦 except on a line
segment branch cut connecting the branch points 푦 = ± 12 i in the 푦 parameter plane. Note that of these four,the unique equilibrium that tends to −i as 푦 → ∞ (as would be consistent with 푢 = 푢푛(푥;푚) → 1 as 푥 → ∞)is 푝̇ ≡ 푝+0 (푦).
∙ Non-equilibrium solutions. These can be obtained by integrating (17) to find a first integral. Thus, provided
푝̇(푤) is non-constant, we may write (17) in the equivalent form(
d푝̇
d푤
)2
= 16
푦2
푃 (푝̇; 푦, 퐶), 푃 (푝̇; 푦, 퐶) ∶= −푦
2
4
푝̇4 + i푦
2
푝̇3 + 퐶푝̇2 + i푦
2
푝̇ − 푦
2
4
, (19)
in which 퐶 is a constant of integration. There are two types of non-equilibrium solutions:
– If 퐶 is generic given 푦 such that 푃 has 4 distinct roots, then all non-constant solutions of (19) are (doubly-
periodic) elliptic functions of 푤 with elliptic modulus depending on 퐶 and 푦.
– If 퐶 = 퐶(푦) is such that the quartic 푃 has fewer than 4 distinct roots, then the higher-order roots are nec-
essarily equilibrium solutions of (17) and all non-constant solutions of (19) are (singly-periodic) trigono-
metric functions of 푤.
Our rigorous analysis of 푢푛(푥;푚) in the large-푛 limit shows that all of the above types of solutions of the approximatingequation (17) play a role. In order to begin to explain our results, first observe that if 푥 is replaced with 푛푦 + 푤, then
for large 푛, the dominant factors in the off-diagonal elements of the jump matrices in Riemann-Hilbert Problem 1 are
the exponentials e±푛푉 (휆;푦), where
푉 (휆; 푦) ∶= − log(휆) − i푦휑(휆). (20)
The fact that 푉 is multi-valued is not important because e±푛푉 (휆;푦) is single-valued whenever 푛 ∈ ℤ. However,
Re(푉 (휆; 푦)) is certainly single-valued for 휆 ∈ ℂ ⧵ {0} and 푦 ∈ ℂ. For simplicity, in the rest of the paper we write
푝(푦) ∶= 푝+0 (푦). Since 푝(푦) is analytic and non-vanishing in its domain of definition, the left-hand side of the equation
Re(푉 (푝(푦); 푦)) = 0 (21)
defines a harmonic function in the complex 푦-plane omitting the vertical branch cut of 푝(푦) connecting the branch points
± 12 i. Therefore, (21) determines a curve in the latter domain that turns out to be the union of four analytic arcs: two
rays on the imaginary axis connecting the branch points 푦 = ± 12 i to 푦 = ±i∞ respectively, an arc in the right half-planejoining the two branch points, and its image under reflection through the imaginary axis. The union of the latter two
arcs is the boundary of a compact and simply-connected eye-shaped set denoted퐸 containing the origin 푦 = 0. The eye
퐸 is symmetric with respect to reflection through the origin as well as both the real and imaginary axes. See Figure 20
below. Our first result is then the following.
Theorem 1 (Equilibrium asymptotics of 푢푛(푥;푚)). Fix 푚 ∈ ℂ and let 퐾 ⊂ ℂ ⧵ 퐸 be bounded away from 퐸, i.e.,
dist(푦, 퐸) > 0. Then
푢푛(푛푦;푚) = i푝(푦) + (푛−1), 푛→ +∞, 푦 ∈ 퐾, (22)
where the error estimate is uniform for 푦 ∈ 퐾 .
Thus, 푢푛 is approximated by the unique equilibrium solution of (17) that tends to −i as 푦 → ∞, provided that 푦lies outside the eye 퐸. Since 푝(푦) is analytic and non-vanishing as a function of 푦 bounded away from 퐸, the uniform
convergence immediately implies the following.
Corollary 1. Fix 푚 ∈ ℂ and let 퐾 be as in the statement of Theorem 1. Then 푢푛(⋅;푚) has no zeros or poles in the set
푛퐾 for 푛 sufficiently large.
1More properly, it is a family of equations parametrized by 푦 ∈ ℂ ⧵ {0}.
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As an application of these results, let 푦 ∈ ℂ ⧵ 퐸 and let 퐶푦 denote a positively-oriented loop surrounding the point
푦. Then, from Cauchy’s integral formula it follows that, as 푛→ +∞,
d푗푢푛
d푥푗
(푛푦;푚) = 1
푛푗
d푗푢푛
d푦푗
(푛푦;푚) = 푗!
2휋i푛푗 ∮퐶푦
푢푛(푛푦′;푚) d푦′
(푦′ − 푦)푗+1
= i푛−푗 d
푗푝
d푦푗
(푦) + (푛−푗−1), 푗 = 1, 2, 3,… , (23)
where to evaluate the integral we used (22). It is easy to see that the error term enjoys similar uniformity properties as
in Theorem 1.
Next, we let퐸L (resp.,퐸R) denote the part of the interior of퐸 lying in the open left (resp., right) half-plane, compare
again Figure 20. We now develop an asymptotic formula for 푢푛(푥;푚) when 푛−1푥 ∈ 퐸R and 푚 ∈ ℂ⧵ (ℤ+ 12 ). Since 퐸Land 퐸R are related by reflection through the origin, by the symmetry (5) this formula will also be sufficient to describe
푢푛(푥;푚) for large 푛when 푛−1푥 ∈ 퐸L, because −푚 ∈ ℂ⧵ (ℤ+ 12 )whenever 푚 ∈ ℂ⧵ (ℤ+ 12 ). Given 푚 ∈ ℂ⧵ (ℤ+ 12 ), in(157)–(158) below we define complex-valued functions ∙푛(푦,푤;푚), ◦푛(푦,푤;푚),  ∙푛(푦,푤;푚), ◦푛 (푦,푤;푚), and푁(푦),whose real and imaginary parts are smooth but non-analytic functions of the real and imaginary parts of 푦 ∈ 퐸R andwhich are entire functions of푤 ∈ ℂ, with푁 ∶ 퐸R → ℂ non-vanishing. These functions depend crucially on a smoothbut non-analytic function 퐶 = 퐶(푦) defined on 퐸R by a procedure described in Sections 4.1.1 and 4.1.2, and also on arelated smooth function 퐵 = 퐵(푦) with Re(퐵(푦)) < 0 defined by (125). In detail, compare (157),
∙푛(푦,푤;푚) = Θ(퓏∙푛(푦,푤;푚) − i휋 − 12퐵(푦), 퐵(푦)), ◦푛(푦,푤;푚) = Θ(퓏◦푛(푦,푤;푚) + i휋 + 12퐵(푦), 퐵(푦)),
 ∙푛(푦,푤;푚) = Θ(퓅∙푛(푦,푤;푚) + i휋 + 12퐵(푦), 퐵(푦)), ◦푛 (푦,푤;푚) = Θ(퓅◦푛(푦,푤;푚) − i휋 − 12퐵(푦), 퐵(푦)),
(24)
in which Θ(푧, 퐵) denotes the Riemann theta function defined by (131), and in which the complex-valued phases 퓏∙푛,
퓏◦푛, 퓅∙푛, and 퓅◦푛 are well-defined affine linear functions of 푤 ∈ ℂ and 푛 ∈ ℤ≥0 with coefficients and constant terms
that are smooth functions of 푦 ∈ ℝ depending parametrically on 푚 ∈ ℂ ⧵ (ℤ + 12 ). We then define
푢̇푛(푦,푤;푚) ∶= 푁(푦)
∙푛(푦,푤;푚)◦푛(푦,푤;푚) ∙푛(푦,푤;푚)◦푛 (푦,푤;푚) , 푦 ∈ 퐸R, 푤 ∈ ℂ, 푚 ∈ ℂ ⧵ (ℤ +
1
2 ), (25)
excluding isolated exceptional values of (푦,푤) ∈ 퐸R × ℂ for which the denominator vanishes.
Theorem 2 (Elliptic asymptotics of 푢푛(푥;푚)). Fix 푚 ∈ ℂ ⧵ (ℤ+ 12 ). For each 푛 ∈ ℤ≥0 and each 푦 ∈ 퐸R, the function
푝̇(푤) ∶= −i푢̇푛(푦,푤;푚) is a non-equilibrium elliptic function solution of (17) in the form (19) with integration constant
퐶 = 퐶(푦). If 휖 > 0 is an arbitrarily small fixed number and 퐾푦 ⊂ 퐸R and 퐾푤 ⊂ ℂ are compact sets, then
푢푛(푛푦 +푤;푚) = 푢̇푛(푦,푤;푚) + (푛−1), 푛→ +∞, (26)
holds uniformly on the set of (푦,푤, 푛) defined by the conditions 푦 ∈ 퐾푦, 푤 ∈ 퐾푤 such that
dist(퓏∙푛(푦,푤;푚), 2휋iℤ + 퐵(푦)ℤ) ≥ 휖, dist(퓏◦푛(푦,푤;푚), 2휋iℤ + 퐵(푦)ℤ) ≥ 휖,
dist(퓅∙푛(푦,푤;푚), 2휋iℤ + 퐵(푦)ℤ) ≥ 휖, dist(퓅◦푛(푦,푤;푚), 2휋iℤ + 퐵(푦)ℤ) ≥ 휖. (27)
Under the same conditions and with the same sense of convergence,
푢푛(−(푛푦 +푤); −푚) =
1
푢̇푛(푦,푤;푚)
+ (푛−1), 푛→ +∞, (28)
which provides asymptotics of 푢푛(푛푦;푚) when 푦 ∈ 퐸L.
The formula (28) follows from (26) with the use of the symmetry (5) (and that 푢̇푛(푦,푤;푚) is bounded and boundedaway from zero on the indicated set, as it happens). Thus, provided that 푛−1푥 lies in either domain 퐸L or 퐸R and 푚is not a half-integer, the rational Painlevé-III function 푢푛(푥;푚) is locally approximated by a non-equilibrium ellipticfunction solution of the differential equation (17). Note that the fact that the leading term on the right-hand side of (28)
is an elliptic function follows from the first statement of Theorem 2 and the fact that the integrated form (19) admits
the symmetry (푝̇, 퐶, 푦,푤)↦ (−푝̇−1, 퐶,−푦,−푤).
Remark 2. The fact that in (26) and (28) we are approximating a function of a single complex variable 푥 = 푛푦 + 푤
with a function of two independent complex variables (푦,푤) deserves some explanation. Indeed, given 푥 there are
many different choices of parameters (푦,푤) for which 푥 = 푛푦+푤, so the form of 푢̇푛(푦,푤;푚) actually gives a family of
approximations for the same quantity. The variable 푤 captures the local properties of the rational function 푢푛(푥;푚);
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it is the scale on which 푢푛(푥;푚) resembles a fixed elliptic function. On the other hand the variable 푦 captures the way
that the elliptic modulus depends on the point of observation within the eye 퐸 and unlike the meromorphic dependence
on 푤, 푢̇푛(푦,푤;푚) is a decidedly non-analytic function of 푦. If we approximate 푢푛(푥;푚) by setting 푤 = 0 and letting 푦
vary, we obtain a globally accurate (on 퐾푦) approximation that is unfortunately not analytic in 푦. However if we fix
푦 ∈ 퐸R and let 푤 vary, we obtain a locally accurate (푤 ∈ 퐾푤, so 푥 − 푛푦 = 푤 = (1) as 푛 → +∞) approximation
that is an exact elliptic function depending only parametrically on 푦.
If in any of the conditions (27) we put 휖 = 0, then the corresponding phase agrees with a point of the lattice
2휋iℤ + 퐵(푦)ℤ and the associated factor in the definition of 푢̇푛(푦,푤;푚) vanishes. For 휖 > 0, each condition in (27)
defines a “swiss-cheese”-like region in the variables (푦,푤) given 푛 ∈ ℤ≥0 and 푚 ∈ ℂ ⧵ (ℤ + 12 ) with holes centeredat points corresponding to lattice points. In fact, if 푦 ∈ 퐸R is also fixed, then the lattice 2휋iℤ + 퐵(푦)ℤ is a uniformlattice and each of the conditions in (27) omits from the complex 푤-plane the union of disks of radius 휖 centered at
the lattice points. On the other hand, if instead it is 푤 ∈ ℂ that is fixed, then each of the conditions (27) omits from
the complex 푦-plane neighborhoods of diameter proportional to 휖푛−1 containing the points in a set that can be roughly
characterized as a curvilinear grid of spacing proportional to 푛−1.
Corollary 2. Fix푚 ∈ ℂ⧵(ℤ+ 12 ) and a compact set퐾푦 ⊂ 퐸R. If {푦푛}
∞
푛=푁 ⊂ 퐾푦 is a sequence such that∙푛(푦푛, 0;푚) = 0
for 푛 = 푁,푁 + 1,… (or such that ◦푛(푦푛, 0;푚) = 0 for 푛 = 푁,푁 + 1,… ), then for each sufficiently small 휖 > 0
there is exactly one simple zero, and possibly a group of an equal number of additional zeros and poles, of 푢푛(푛푦;푚)
within |푦 − 푦푛| < 휖푛−1 for 푛 sufficiently large. Likewise, if {푦푛}∞푛=푁 ⊂ 퐾푦 is a sequence such that  ∙푛(푦푛, 0;푚) = 0 for
푛 = 푁,푁 + 1,… (or such that ◦푛 (푦푛, 0;푚) = 0 for 푛 = 푁,푁 + 1,… ), then for each sufficiently small 휖 > 0 there
is exactly one simple pole, and possibly a group of an equal number of additional zeros and poles, of 푢푛(푛푦;푚) within|푦 − 푦푛| < 휖푛−1 for 푛 sufficiently large.
The proof of this result depends on Theorem 2 and some additional technical properties of the zeros of the factors
in the formula (25) and will be given in Section 4.7. The proof is based on an index argument, which computes the
net number of zeros over poles within a small disk. For this reason, we cannot rule out the possible attraction of one
or more pole-zero pairs of the rational function 푢푛(푥;푚), in excess of a simple zero (or pole), toward a given zero(or singularity) of the approximating function. However, we do not observe any such “excess pairing” in practice.
One approach to ruling out any excess pairing would be to compare against precise counts of the zeros and poles of
푢푛(푥;푚) as documented in [12]. However, such a comparison would require accurate approximations in domains thatcompletely cover the eye 퐸 without overlaps. In this paper we avoid analyzing 푢푛(푥;푚) near the origin, the corners
푦 = ± 12 i, and the “eyebrows” (except in the special case 푚 ∈ ℤ + 12 ; see below). These are projects for the future.Although for these reasons there remains some ambiguity about the distribution of poles and zeros of the rational
function 푢푛(푥;푚), our analysis gives very detailed information about the distribution of singularities and zeros of theapproximation 푢̇푛(푦,푤;푚). In particular, we have the following.
Theorem 3. Let 푚 ∈ ℂ ⧵ (ℤ + 12 ). There is a continuous function 휌 ∶ 퐸R → ℝ+, 휌 ∈ 퐿
1
loc(퐸R), such that for any
compact set 퐾 ⊂ 퐸R,
lim
푛→+∞
1
푛2
#{푦 ∈ 퐾, 푢̇푛(푦, 0;푚) = 0} = lim푛→+∞
1
푛2
#{푦 ∈ 퐾, 푢̇푛(푦, 0;푚) = ∞} = ∫퐾 휌(푦) d퐴(푦), (29)
where d퐴(푦) denotes Lebesgue measure in the 푦-plane. The density 휌 is independent of 푚 ∈ ℂ ⧵ (ℤ + 12 ) and satisfies
휌(푦)→ 0 as 푦→ 휕퐸R ⧵ {0} and 휌(푟ei휃) = ℎ(휃)푟−1 + 표(푟−1) as 푟 ↓ 0 for some function ℎ ∶ (−휋∕2, 휋∕2) → ℝ+.
We would expect that the same statement holds with 푢̇푛(푦, 0;푚) replaced by 푢푛(푛푦;푚), but this would require rulingout the excess pairing phenomenon mentioned above. The density function 휌(푦) is defined in (211) below, and the
proof of Theorem 3 is given in Section 4.7. Although the proof of Theorem 3 does not allow us to consider sets 퐾
that depend on 푛 in any serious way, the assumtion that (29) holds when 퐾 is the disk of radius 푛−2 centered at the
origin leads to the prediction that this disk contains(1) zeros/singularities of 푢̇푛(푦, 0;푚) consistent with the empiricalobservation that the smallest zeros and poles of 푢푛(푥;푚) scale like 푛−1 in the 푥-plane [4].
While the asymptotic approximations of the rational Painlevé-III function 푢푛(푥;푚) for 푛−1푥 ∈ 퐸L ∪ 퐸R are muchmore complicated than the simple formula i푝(푛−1푥) valid for 푛−1푥 ∈ ℂ ⧵퐸, they are easily implemented numerically,
once the necessary ingredients developed as part of the proof of Theorem 2 are incorporated. To quantitatively illustrate
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the accuracy of the approximations described in Theorems 1 and 2, we compare 푢푛(푥;푚) with its approximations for
푥 restricted to a real interval that bisects 퐸 in Figures 1–3. In these figures, we found it compelling to plot the
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FIGURE 1. Comparison of 푢푛(푛푦;푚) (blue curve) with its approximations over the interval −0.5 <
푦 < 0.5 for 푚 = 0 with 푛 = 10 (left) and 푛 = 20 (right). The points where this interval intersects 휕퐸
are shown with vertical gray lines. The approximation 푢̇푛(푦, 0;푚) of Theorem 2 is plotted in betweenthe gray lines with black broken curves. The dotted curve is the analytic continuation into 퐸 from
the right of the outer approximation i푝(푦) described in Theorem 1. Likewise, the dash/dotted curve
is the meromorphic continuation into 퐸 from the left of the same outer approximation.
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FIGURE 2. As in Figure 1 but for 푚 = 1.
approximate formula i푝(푦) of Theorem 1 continued into the eye 퐸 from the left and right, even though we have no
basis for comparing the graphs of these (reciprocal) continuations with that of 푢푛(푛푦;푚) when 푦 ∈ 퐸. Indeed, insome situations these graphs appear to form quite accurate upper or lower envelopes of the wild modulated elliptic
oscillations of 푢푛(푛푦;푚) that occur when 푦 ∈ 퐸 and that are captured with locally uniform accuracy by 푢̇푛(푦, 0;푚).We have no explanation for these somewhat imprecise observations, but we find them interesting and note that similar
phenomena occur for the rational solutions of the Painlevé-II equation (also without explanation) as was noted in [7].
Now, we go into the complex 푦-plane where we can illustrate both the shape of the eye 퐸 and the phenomenon of
attraction of poles and zeros of 푢푛(푛푦;푚) to the left (퐸L) and right (퐸R) halves. In these figures, the zeros and poles ofthe rational Painlevé function 푢푛(푛푦;푚) are plotted with the following convention (as in our earlier paper [4]):
∙ Zeros of 푢푛(푥;푚) that are also zeros of 푠푛(푥;푚 − 1): blue filled dots.
∙ Zeros of 푢푛(푥;푚) that are also zeros of 푠푛−1(푥;푚): blue unfilled dots.
∙ Poles of 푢푛(푥;푚) that are also zeros of 푠푛(푥;푚): red filled dots.
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FIGURE 3. As in Figures 1–2 but for 푚 = 15 i. Here the top row compares the real parts and thebottom row compares the imaginary parts (the graph of Im(푢푛(푛푦;푚)) is shown with a brown curve).
∙ Poles of 푢푛(푥;푚) that are also zeros of 푠푛−1(푥;푚 − 1): red unfilled dots.
In addition to displaying the overall attraction of the poles and zeros to the eye domain 퐸, the plots in Figures 4–15 are
also intended to demonstrate the remarkable accuracy of the approximation of Theorem 2 in capturing the locations of
individual poles and zeros as described in Corollary 2. As described in Section 4.7 below, each of the four factors in
the fraction on the right-hand side of (25) has zeros that may be characterized as the intersection points of integral level
curves of two different functions (see (202) and (203) below) defined on퐸R (and via the symmetry (5),퐸L). We plot thefamilies of level curves for each of the four factors in separate figures in order to demonstrate another phenomenon that
is evident but for which we have no good explanation: the zeros of the separate factors in the approximation 푢̇푛(푦, 0;푚)as defined by (25) appear to correspond precisely to the actual zeros of the four polynomial factors in the formula (3)
for the rational Painlevé-III function 푢푛(푛푦;푚). This coincidence is what motivates the superscript notation (∙ versus
◦) on the four factors in (25); the zeros of the factors with superscript ∙ (resp., ◦) apparently correspond in the limit
푛→ +∞ to filled (resp., unfilled) dots.
Another feature of the plots in Figures 4–15 is that only one pole or zero is evidently attracted to each crossing point
of the curves, which suggests that the excess pairing phenomenon that cannot be ruled out by our index-based proof of
Corollary 2 does in fact not occur. Finally, these plots illustrate the most important properties of the pole/zero density
function 휌(푦) described in Theorem 3, namely the infinite density at the origin and the dilution of poles/zeros near the
boundaries of 휕퐸L and 휕퐸R (which include the imaginary axis vertically bisecting 퐸).
Clearly, when 푚 ∈ ℂ⧵ (ℤ+ 12 ) there are many poles and zeros in the domains퐸L and퐸R when 푛 is large, and in thissituation we say that the eye is open. On the other hand, the large-푛 asymptotic behavior of 푢푛(푥;푚) when 푛−1푥 is in a
neighborhood of the eye 퐸 is completely different than described above when 푚 ∈ ℤ+ 12 . We refer to the closures (i.e.,including endpoints) of the arcs of 휕퐸L and 휕퐸R in the open left and right half-planes respectively as the “eyebrows”
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FIGURE 4. The black curves including the vertical segment form the boundary of the left (퐸L) and
right (퐸R) halves of the eye퐸. The light blue curves are 훼0,+푛 (푦, 0, 푚) ∈ ℤ (solid) and 훽0,+푛 (푦, 0, 푚) ∈
ℤ (dotted) plotted in the 푦-plane; see (202) for definitions of these functions. These plots are for
푚 = 0 and 푛 = 5 (left), 푛 = 10 (center), and 푛 = 20 (right). The blue/red dots are the actual
zeros/poles of 푢푛(푛푦;푚) (filled for zeros of 푠푛 and unfilled for zeros of 푠푛−1). Note how the unfilledblue dots are attracted toward the intersections of the curves, which are the zeros of 푢̇푛(푦, 0;푚) arisingfrom roots of ◦푛(푦, 0;푚).
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FIGURE 5. As in Figure 4 but here the light blue curves are 훼0,−푛 (푦, 0, 푚) ∈ ℤ (solid) and
훽0,−푛 (푦, 0, 푚) ∈ ℤ (dotted); see (202) for definitions of these functions. Note how the filled bluedots are attracted toward the intersections of the curves, which are now the zeros of 푢̇푛(푦, 0;푚) aris-ing from roots of ∙푛(푦, 0;푚).
of the eye 퐸, denoting them by 휕퐸0⬕ and 휕퐸∞⬔ , respectively. Our first result is that, in a sense, the eye is closed when
푚 ∈ ℤ + 12 .
Theorem 4 (Equilibrium asymptotics of 푢푛(푥;푚) for 푚 ∈ ℤ + 12 ). Suppose that 푚 = −(푘 + 12 ) for 푘 ∈ ℤ≥0. Let
퐾 ⊂ ℂ ⧵ 휕퐸∞⬔ be bounded away from 휕퐸
∞
⬔ , i.e., dist(푦, 휕퐸
∞
⬔ ) > 0. Then
1
푢푛(푛푦;푚)
= 1
i푝∞⬔(푦)
+ (푛−1), 푛→ +∞, 푦 ∈ 퐾, (30)
where 푝∞⬔(푦) denotes the meromorphic continuation of 푝(푦) from a neighborhood of 푦 = ∞ to the maximal domain
ℂ⧵휕퐸∞⬔ as a non-vanishing function whose only singularity is a simple pole at the origin 푦 = 0, and the error estimate
is uniform for 푦 ∈ 퐾 . Likewise, if 푚 = 푘 + 12 for 푘 ∈ ℤ≥0 and 퐾 ⊂ ℂ ⧵ 휕퐸0⬕ is bounded away from 휕퐸0⬕, then
푢푛(푛푦;푚) = i푝0⬕(푦) + (푛−1), 푛→ +∞, 푦 ∈ 퐾, (31)
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FIGURE 6. As in Figure 4 but here the light red curves are 훼∞,+푛 (푦, 0, 푚) ∈ ℤ (solid) and
훽∞,+푛 (푦, 0, 푚) ∈ ℤ (dotted); see (203) for definitions of these functions. Note how the filled reddots are attracted toward the intersections of the curves, which are the singularities of 푢̇푛(푦, 0;푚)arising from roots of  ∙푛(푦, 0;푚).
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FIGURE 7. As in Figure 4 but here the light red curves are 훼∞,−푛 (푦, 0, 푚) ∈ ℤ (solid) and
훽∞,−푛 (푦, 0, 푚) ∈ ℤ (dotted); see (203) for definitions of these functions. Note how the unfilled reddots are attracted toward the intersections of the curves, which are now the singularities of 푢̇푛(푦, 0;푚)arising from roots of ◦푛 (푦, 0;푚).
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FIGURE 8. As in Figure 4 but for 푚 = 45 i.
where 푝0⬕(푦) denotes the analytic continuation of 푝(푦) from a neighborhood of 푦 = ∞ to the maximal domain ℂ ⧵ 휕퐸
0
⬕
as a function whose only zero is simple and lies at the origin, and the error estimate is uniform for 푦 ∈ 퐾 .
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FIGURE 9. As in Figure 5 but for 푚 = 45 i.
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FIGURE 10. As in Figure 6 but for 푚 = 45 i.
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FIGURE 11. As in Figure 7 but for 푚 = 45 i.
The functions 푝∞⬔(푦) and 푝0⬕(푦) both agree with 푝(푦) for 푦 ∈ ℂ ⧵ 퐸, and they are reciprocals of one another when
푦 ∈ 퐸. Theorem 4 is proved in Section 5.1. Note that this result is consistent with Theorem 1, which does not require
any condition on푚 ∈ ℂ. Moreover, it gives a far-reaching generalization of Theorem 1 for the special case of푚 ∈ ℤ+ 12 .The uniform nature of the convergence implies that 푢푛(푛푦;푚) can have no poles or zeros in 퐾 for sufficiently large 푛,unless the set 퐾 contains the origin, in which case an index argument predicts a unique simple pole near the origin for
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FIGURE 12. As in Figure 4 but for 푚 = 14 .
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FIGURE 13. As in Figure 5 but for 푚 = 14 .
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FIGURE 14. As in Figure 6 but for 푚 = 14 .
푚 = −(푘 + 12 ) and a unique simple zero near the origin for 푚 = 푘 + 12 . However, it is proven in [12] that there is asimple pole or zero exactly at the origin if 푛 is sufficiently large (given 푘 ∈ ℤ≥0). Therefore, we have the following.
Corollary 3. Suppose that 푚 = −(푘 + 12 ), 푘 ∈ ℤ≥0. If 퐾 ⊂ ℂ is bounded away from 휕퐸∞⬔ , then 푢푛(⋅;푚) has no zeros
or poles in the set 푛퐾 for 푛 sufficiently large, except for a simple pole at the origin. On the other hand, if 푚 = 푘 + 12 ,
푘 ∈ ℤ≥0 and 퐾 ⊂ ℂ is bounded away from 휕퐸0⬕, then 푢푛(⋅;푚) has no zeros or poles in the set 푛퐾 for 푛 sufficiently
large, except for a simple zero at the origin.
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FIGURE 15. As in Figure 7 but for 푚 = 14 .
This result can be combined with Theorem 4 to show immediately as in (23) that the convergence of 푢푛(푛푦;푚) for
푦 ∈ 퐾 extends to all derivatives. Corollary 3 also shows that if 푚 ∈ ℤ + 12 , all of the poles/zeros but one are attractedtoward one or the other of the eyebrows as 푛→ +∞, depending on the sign of푚; this is what we mean when we say that
the eye is closed. Counting arguments suggest it is reasonable that the poles and zeros should be organized near curves
rather than in a two-dimensional area such as퐸L∪퐸R in this case. Indeed, in [12] it is also shown that the total number
of zeros and poles of 푢푛(푥;푚) scales as 푛 as 푛 → +∞ when 푚 ∈ ℤ + 12 , while for 푚 ∈ ℂ ⧵ (ℤ + 12 ) the number scalesas 푛2. Our methods allow for the following precise statement concerning the nature of convergence of the poles/zeros
to one or the other of the eyebrows for 푚 ∈ ℤ + 12 . The following results refer to a “tubular neighborhood” 푇 of theeyebrow 휕퐸∞⬔ defined as follows: for sufficiently small positive constants 훿1 and 훿2,
푇 = 푇훿1,훿2 ∶=
{
푦 ∈ ℂ ∶ | arg(푦)| ≤ 휋
2
− 훿1, |Re(푉 (푝(푦); 푦))| ≤ 훿2} . (32)
Since points on the eyebrow 휕퐸∞⬔ satisfy Re(푉 (푝(푦)); 푦) = 0, the set 푇 contains points on both sides of 휕퐸∞⬔ , and the
angular condition bounds the set 푇 away from the endpoints 푦 = ± 12 i of 휕퐸∞⬔ . Note that 푉 (푝(푦)−1; 푦) = −푉 (푝(푦); 푦)
(mod 2휋i).
Theorem 5 (Layered trigonometric asymptotics of 푢푛(푥;푚) for 푚 ∈ ℤ+ 12 ). Let 푚 = −( 12 + 푘), 푘 ∈ ℤ≥0, and let 푇 be
as defined in (32). Then the following asymptotic formulæ hold in which the error terms are uniform on the indicated
sub-domains of 푇 from which small discs of radius proportional to an arbitrarily small multiple of 푛−1 centered at each
zero or pole of the indicated approximation are excised:
∙ If 푦 ∈ 푇 with Re(푉 (푝(푦)−1; 푦)) ≤ − 12푘푛−1 ln(푛), then 푢푛(푛푦;푚) = 푢̇푛 + (푛−1) where 푢̇푛 is given explicitly by(282).
∙ For 퓁 = 1,… , 푘,
– If 푦 ∈ 푇 with − 12 (푘− 2퓁 + 2)푛
−1 ln(푛) ≤ Re(푉 (푝(푦)−1; 푦)) ≤ − 12 (푘− 2퓁 + 32 )푛−1 ln(푛), then 푢푛(푛푦;푚) =
푢̇푛 + (푛−1∕2) where 푢̇푛 is given explicitly by (285).
– If 푦 ∈ 푇 with − 12 (푘− 2퓁 +
3
2 )푛
−1 ln(푛) ≤ Re(푉 (푝(푦)−1; 푦)) ≤ − 12 (푘− 2퓁 + 12 )푛−1 ln(푛), then 푢푛(푛푦;푚) =
푢̇푛 + (푛−1∕2) where 푢̇푛 is given explicitly by (288) or (291).
– If 푦 ∈ 푇 with − 12 (푘 − 2퓁 +
1
2 )푛
−1 ln(푛) ≤ Re(푉 (푝(푦)−1; 푦)) ≤ − 12 (푘 − 2퓁)푛−1 ln(푛), then 푢푛(푛푦;푚) =
푢̇푛 + (푛−1∕2) where 푢̇푛 is given explicitly by (294).
∙ If 푦 ∈ 푇 with Re(푉 (푝(푦)−1; 푦)) ≥ 12푘푛−1 ln(푛), then 푢푛(푛푦;푚) = 푢̇푛 + (푛−1) where 푢̇푛 is given explicitly by(297).
These results imply corresponding asymptotic formulæ for 푢푛(푛푦;푚) if 푚 =
1
2 + 푘, 푘 ∈ ℤ≥0 by the exact symmetry (5);
in particular the eyebrow near which the asymptotics are nontrivial is then the left one, 휕퐸0⬕.
The inequalities on 푦 in the statement of the theorem describe a dissection of 푇 into finitely-many (depending on 푘)
“layers” roughly parallel to the right eyebrow 휕퐸∞⬔ and overlapping at their common boundaries. The order of the layers
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as written in the theorem corresponds to 푦 crossing 휕퐸∞⬔ from inside 퐸 to outside, and the “interior” layers described
by the index 퓁 are each of width proportional to 푛−1 ln(푛). The approximation 푢̇푛 assigned to each layer is a fractional
linear (Möbius) function of 푛훽e2푛푉 (푝(푦)−1;푦) where the power 훽 and the coefficients of the linear expressions in the
numerator/denominator depend on the layer. The latter coefficients are relatively slowly-varying functions of 푦 alone
that are explicitly built from 푝(푦), and hence the dominant local behavior in any given layer is essentially trigonometric
with respect to 푦. We wish to stress that, unlike the approximation formula (25) whose ingredients involve implicitly-
defined functions of 푦 ∈ 퐸R and elements of algebraic geometry, the approximation 푢̇푛 in each layer is an elementaryfunction of 푉 (휆; 푦) and 푝(푦). In particular, it is easy to check that when 푦 is in the innermost or outermost layers but
bounded away from 휕퐸∞⬔ (the “overlap domain”), Theorem 5 is consistent with Theorem 4.
The analogue of Corollary 2 in the present context is the following.
Corollary 4. Let 푚 = −(푘 + 12 ), 푘 ∈ ℤ≥0, and let 푇 be defined as in (32). If {푦푛}∞푛=푁 ⊂ 푇 is a sequence for which
푦푛 is a zero of 푢̇푛 for all 푛 ≥ 푁 , then for each 휖 > 0 sufficiently small there is exactly one simple zero, and possibly a
group of an equal number of additional zeros and poles, of 푢푛(푛푦;푚) within |푦 − 푦푛| < 휖푛−1 for 푛 sufficiently large.
Likewise, if {푦푛}∞푛=푁 ⊂ 푇 is a sequence for which 푦푛 is a pole of 푢̇푛 for all 푛 ≥ 푁 , then for each 휖 > 0 sufficiently small
there is exactly one simple pole, and possibly a group of an equal number of additional zeros and poles, of 푢푛(푛푦;푚)
within |푦 − 푦푛| < 휖푛−1 for 푛 sufficiently large.
As before, we suspect that with additional work one should be able to preclude the excess pairing phenomenon, so
that the poles and zeros of 푢푛(푥;푚) and its approximation 푢̇푛 are in one-to-one correspondence. Now in each layer of
푇 , the poles and zeros of 푢̇푛 are easily seen to lie exactly along certain explicit curves roughly parallel to the eyebrow.
Theorem 6. Suppose that 푚 = −( 12 + 푘), 푘 ∈ ℤ≥0 and let 푇 be as in (32). The zeros and poles of the piecewise-
meromorphic approximating function 푢̇푛 on 푇 lie on a system of 4푘+ 2 non-intersecting curves roughly parallel to the
eyebrow 휕퐸∞⬔ . From left-to-right, these are:
∙ a curve of poles given by (299)
∙ a curve of zeros given by (298)
∙ For 퓁 = 1,… , 푘,
– a curve of zeros given by (300)
– a curve of poles given by (301)
– a curve of poles given by (303)
– a curve of zeros given by (302).
Analogous results hold for the approximation to 푢푛(푛푦;푚) for 푚 =
1
2 + 푘, 푘 ∈ ℤ≥0, obtained from 푢̇푛 via the symmetry(5) (푦↦ −푦, 푚↦ −푚, 푢̇푛 ↦ 푢̇−1푛 ).
Corollary 4 and Theorem 6 are proved in Section 5.2.8. To illustrate the accuracy of these results, we compare the
exact locations of zeros and poles of 푢푛(푛푦;푚) for 푚 = −(푘 + 12 ), 푘 ∈ ℤ≥0, with the curves described in Theorem 6 inFigures 16–18. In addition to illustrating the accuracy of the approximation by 푢̇푛, these figures demonstrate anotherphenomenon for which we do not yet have an explanation: for any given curve, the poles/zeros attracted are those
contributed by exactly one of the four polynomial factors in (3). Furthermore, there appears again to be no excess
pairing of poles and zeros.
Evidently, the large-푛 asymptotic behavior of 푢푛(푥;푚) is completely different for 푚 = ±(푘 + 12 ), 푘 ∈ ℤ≥0, and for
푚 = ±(푘 + 12 ) + 휖, however small 휖 ≠ 0 is. In other words, even crude aspects of the large-푛 asymptotic behaviorof 푢푛(푥;푚) for 푛−1푥 in a neighborhood of the eye 퐸 fail to be uniformly valid with respect to the second parameter 푚near half-integer values of the latter. Thus, given 푚 ∈ ℂ, the eye is either open or closed in the large-푛 limit. On the
other hand, the polynomials 푠푛(푥;푚) in the formula (3) are actually polynomials in both arguments 푥 and 푚 [12], and
in this sense the limits of 푛 → +∞ and 푚 → ℤ + 12 do not commute. Capturing the process of the closing of the eyerequires connecting 푚 with 푛 in a suitable double-scaling limit so that 푚 tends to a given half-integer as 푛 → +∞. In
a subsequent paper, we will show that in the right double-scaling limit, all three types of solutions of the autonomous
model equation (17) play a role in describing 푢푛(푛푦;푚) as 푛→ +∞.
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FIGURE 16. The pole (red) and zero (blue) curves of 푢̇ for 푘 = 0 and 푛 = 5, 10, 20 from left-to-right,
shown together with the actual poles (red dots) and zeros (blue dots) of 푢푛(푛푦; −( 12 + 푘)) and theeyebrow 휕퐸∞⬔ (black curve).
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FIGURE 17. As in Figure 16 but for 푘 = 1.
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FIGURE 18. As in Figure 16 but for 푘 = 2.
2. SPECTRAL CURVE AND 푔-FUNCTION
When 푛 is large, the exponential factors e±푛푉 (휆;푦) appearing in the jump conditions (9)–(12) need to be balanced
in general by some compensating factors that can be used to control exponential growth. We therefore introduce a
“푔-function” 푔(휆; 푦) that is taken to be bounded and analytic in ℂ ⧵퐿 with 푔(휆; 푦)→ 푔∞(푦) as 휆 →∞ for some 푔∞(푦)
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to be determined, and we set
퐌푛(휆; 푦, 푚) ∶= e푛푔∞(푦)휎3퐘푛(휆; 푛푦, 푚)e−푛푔(휆;푦)휎3 . (33)
Thus, representing (9)–(12) in the general form 퐘푛+(휆; 푥, 푚) = 퐘푛−(휆; 푥, 푚)퐕(휆; 푥, 푚), we obtain the corresponding
jump conditions for퐌푛(휆; 푦, 푚) in the form퐌푛+(휆; 푦, 푚) =퐌푛−(휆; 푦, 푚)e푛푔−(휆;푦)휎3퐕(휆; 푛푦, 푚)e−푛푔+(휆;푦)휎3 . Noting that
e푛푔−(휆;푦)휎3퐕(휆; 푛푦, 푚)e−푛푔+(휆;푦)휎3 =
[
e−푛(푔+(휆;푦)−푔−(휆;푦))푉11(휆; 푛푦, 푚) e푛(푔+(휆;푦)+푔−(휆;푦))푉12(휆; 푛푦, 푚)
e−푛(푔+(휆;푦)+푔−(휆;푦))푉21(휆; 푛푦, 푚) e푛(푔+(휆;푦)−푔−(휆;푦))푉22(휆; 푛푦, 푚)
]
(34)
we place the following conditions on 푔. We want 푔 to be chosen so that 퐿 can be deformed and then split into several
arcs along each of which one of the following alternatives holds (recall that 푉 is defined by (20)):
∙ 푔+(휆; 푦) − 푔−(휆; 푦) = i퐾 where 퐾 ∈ ℝ is constant (implying that 푔′(휆; 푦) has no jump discontinuity acrossthe arc), and Re(2푔±(휆; 푦) − 푉 (휆; 푦)) < 0, or
∙ 푔+(휆; 푦) + 푔−(휆; 푦) − 푉 (휆; 푦) = i퐾 where 퐾 ∈ ℝ is constant (implying that 푔′+(휆; 푦) + 푔′−(휆; 푦) − 푉 ′(휆; 푦) = 0holds along the arc), while Re(2푔(휆; 푦) − 푉 (휆; 푦)) > 0 on both sides of the arc, or
∙ 푔+(휆; 푦) + 푔−(휆; 푦) − 푉 (휆; 푦) = i퐾 where 퐾 ∈ ℝ is constant (implying that 푔′+(휆; 푦) + 푔′−(휆; 푦) − 푉 ′(휆; 푦) = 0holds along the arc), while Re(2푔(휆; 푦) − 푉 (휆; 푦)) < 0 on both sides of the arc, or
∙ 푔+(휆; 푦) − 푔−(휆; 푦) = i퐾 where 퐾 ∈ ℝ is constant (implying that 푔′(휆; 푦) has no jump discontinuity acrossthe arc), and Re(2푔±(휆; 푦) − 푉 (휆; 푦)) > 0.
The real constant 퐾 will generally be different in each maximal arc.
2.1. The spectral curve and its degenerations. If we assume that 푔′(휆; 푦) has a finite number of arcs of discontinuity
along 퐿 ⧵ {0}, then obviously (푔′(휆; 푦) − 12푉 ′(휆; 푦))+ = (푔′(휆; 푦) − 12푉 ′(휆; 푦))− except along these arcs. Along thearcs of discontinuity where instead the condition 푔+(휆; 푦) + 푔−(휆; 푦) −푉 (휆; 푦) = i퐾 holds, by differentiation along the
arc we have (푔′(휆; 푦) − 12푉 ′(휆; 푦))+ = −(푔′(휆; 푦) − 12푉 ′(휆; 푦))−. It follows that (푔′(휆; 푦) − 12푉 ′(휆; 푦))2 is an analyticfunction of 휆 except at 휆 = 0, which is the only singularity of 푉 ′(휆; 푦). Now since 푔′(휆; 푦) = (휆−2) as 휆 → ∞ and
푔′(휆; 푦) = (1) as 휆→ 0, it follows that
푔′(휆; 푦) − 1
2
푉 ′(휆; 푦) =
⎧⎪⎨⎪⎩
i푦
2
휆−2 + 1
2
휆−1 + (1), 휆→ 0
i푦
2
+ 1
2
휆−1 + (휆−2), 휆→ ∞ , (35)
and hence if 푦 ≠ 0,
(
푔′(휆; 푦) − 1
2
푉 ′(휆; 푦)
)2
=
⎧⎪⎨⎪⎩
−푦
2
4
휆−4 + i푦
2
휆−3 + (휆−2), 휆→ 0
−푦
2
4
+ i푦
2
휆−1 + (휆−2), 휆→ ∞
. (36)
Therefore, if 푦 = 0, Liouville’s theorem shows that
푔′(휆; 0) − 1
2
푉 ′(휆; 0) = 1
2
휆−1, (37)
while if 푦 ≠ 0 we necessarily have that(
푔′(휆; 푦) − 1
2
푉 ′(휆; 푦)
)2
= 1
휆4
푃 (휆; 푦, 퐶), (38)
where 푃 (⋅; 푦, 퐶) is the quartic polynomial defined by (19) and it only remains to determine 퐶 . Since the zero locus of
푃 (휆; 푦, 퐶) is obviously symmetric with respect to the involution 휆 ↦ 휆−1, the following configurations for 푃 (휆; 푦, 퐶)
include all possibilities, given that 푦 ≠ 0:
(i) All four roots coincide, in which case the four-fold root must lie at either 휆 = 1 or 휆 = −1, i.e., 푃 (휆; 푦, 퐶) =
− 14푦
2(휆∓ 1)4 = − 14푦
2휆4 ± 푦2휆3 − 32푦
2휆2 ± 푦2휆− 14푦
2. Comparing with (19), we see that this situation occurs
only if 푦 = ± 12 i, and then only if also 퐶 = − 32푦2 = 38 . In this case, since 푃 (휆; 푦, 퐶) is a perfect square, we have
either 푔′(휆; 푦)− 12푉 ′(휆; 푦) = 12 i푦(1∓휆−1)2 = 12 i푦(1∓2휆−1+휆−2) or 푔′(휆; 푦)− 12푉 ′(휆; 푦) = − 12 i푦(1∓휆−1)2 =
− 12 i푦(1 ∓ 2휆
−1 + 휆−2). Since 푔′(휆; 푦) = (휆−2) as 휆 → ∞, only the former is consistent with (20), and
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then we see that in fact 푔′(휆; 푦) − 12푉 ′(휆; 푦) = − 12푉 ′(휆; 푦), i.e., 푔′(휆; 푦) = 0 in this case, which implies that
푔(휆; 푦) = 푔∞(푦). This case turns out to be relevant exactly for 푦 = ± 12 i.
(ii) There are two double roots that are exchanged2 by the involution, in which case there is a number 푝 ≠ ±1 such
that푃 (휆; 푦;퐶) = − 14푦2(휆−푝)2(휆−푝−1)2 = − 14푦2휆4+ 12푦2(푝+푝−1)휆3− 14푦2(푝2+4+푝−2)휆2+ 12푦2(푝+푝−1)휆− 14푦2.Comparing with (19) shows that this is possible for all 푦 ≠ 0, provided that 푝 is determined as a function of 푦 up
to reciprocation by 푝+푝−1 = i푦−1 and then퐶 is given the value퐶 = − 14푦2(푝2+4+푝−2) = − 14 (2푦2−1). In this
case, 푃 (휆; 푦, 퐶) is again a perfect square and hence either 푔′(휆; 푦) − 12푉 ′(휆; 푦) = 12 i푦(1 − 푝휆−1)(1 − 푝−1휆−1)
or 푔′(휆; 푦) − 12푉 ′(휆; 푦) = − 12 i푦(1 − 푝휆−1)(1 − 푝−1휆−1). Only the former is consistent with (20) given that
푔′(휆; 푦) = (휆−2) as 휆→ ∞ and again we deduce that 푔′(휆; 푦) = 0 and hence also 푔(휆; 푦) = 푔∞(푦). This turnsout to be the case corresponding to 푦 ∈ ℂ ⧵ 퐸.
(iii) There is one double root and two simple roots, with the double root being fixed by the involution and hence
occurring at 휆 = ±1 and the simple roots being permuted by the involution and hence being given by 휆 = 휆0
and 휆 = 휆−10 for some 휆0 ≠ ±1. Thus 푃 (휆; 푦, 퐶) = − 14푦2(휆∓ 1)2(휆− 휆0)(휆− 휆−10 ) = − 14푦2휆4 + 14푦2(휆0 ± 2 +
휆−10 )휆
3− 12푦
2(1±(휆0+휆−10 ))휆
2+ 14푦
2(휆0±2+휆−10 )휆−
1
4푦
2. Comparing with (19) shows that this configuration
is possible for all 푦 ≠ 0, provided that 휆0 is determined up to reciprocation by 휆0 + 휆−10 = 2i푦−1 ∓ 2 and that
퐶 is assigned the value 퐶 = − 12푦2(1 ± (휆0 + 휆−10 )) = 12푦2 ∓ i푦. This case turns out to be relevant only when
푦 ∈ (퐸 ∩ iℝ) ⧵ {± 12 i}.
(iv) There are four simple roots, none of which equal3 1 or −1, in which case for some 휆0 and 휆1 with 휆20 ≠ 1,
휆21 ≠ 1, 휆1 ≠ 휆0 and 휆1 ≠ 휆−10 , we have 푃 (휆; 푦, 퐶) = − 14푦2(휆 − 휆0)(휆 − 휆−10 )(휆 − 휆1)(휆 − 휆−11 ) = − 14푦2휆4 +
1
4푦
2(휆0+휆−10 +휆1+휆
−1
1 )휆
3− 14푦
2((휆0+휆−10 )(휆1+휆
−1
1 )+2)휆
2+ 14푦
2(휆0+휆−10 +휆1+휆
−1
1 )휆−
1
4푦
2. Comparing with
(19) shows that this case is possible for all 푦 ≠ 0with arbitrary 퐶 , and that then 휆0 and 휆1 are determined up toreciprocation and exchange by the identities 휆0+휆−10 +휆1+휆−11 = 2i푦−1 and (휆0+휆−10 )(휆1+휆−11 ) = −2−4퐶푦−2.This turns out to be the case for 푦 ∈ 퐸L ∪ 퐸R.
Note that in either of the cases that 푃 (휆; 푦, 퐶) is not a perfect square it is necessary to take care in placing the branch
cuts of the square root to obtain 푔′(휆; 푦) − 12푉 ′(휆; 푦) from (푔′(휆; 푦) − 12푉 ′(휆; 푦))2 = 휆−4푃 (휆; 푦, 퐶) in order that theasymptotic relations (35) hold rather than just (36).
2.2. Boutroux integral conditions. In order to ensure that the constant 퐾 associated with each distinguished arc of
퐿 is real, it is necessary in the above case (iv) to impose further conditions. Given 푦 and 퐶 such that this is the case, let
Γ = {(휆, 휇) ∶ 휇2 = 휆−4푃 (휆; 푦, 퐶)} be the genus-1 Riemann surface or algebraic variety associated with the equation
휇2 = 휆−4푃 (휆; 푦, 퐶) in ℂ2 with coordinates (휆, 휇). Let (픞, 픟) be a canonical homology basis on Γ and take concrete
representatives that do not pass through the preimages on Γ of each of the two points 휆 = 0 or 휆 = ∞. Then we impose
the Boutroux conditions
픅픞(푢, 푣; 푦) ∶= Re
(
∮픞 휇 d휆
)
= 0 and 픅픟(푢, 푣; 푦) ∶= Re
(
∮픟 휇 d휆
)
= 0, (39)
where 퐶 = 푢 + i푣, i.e., 푢 ∶= Re(퐶) and 푣 ∶= Im(퐶). It follows from (35) that the differential 휇 d휆 has real residues
at the two points of Γ over 휆 = 0 and the two points over 휆 = ∞; therefore taken together the conditions (39) do not
depend on the choice of homology basis. We expect that the two real conditions (39) should determine 푢 and 푣 as
functions of 푦 ∈ ℂ. Differentiation of the algebraic identity relating 휇 and 휆 gives
2휇휕휇
휕푢
= 1
휆2
and 2휇휕휇
휕푣
= i
휆2
(40)
2That it is impossible to have two double roots that are fixed individually by the involution can be seen as follows. It would be necessary to have
one double root at 휆 = 1 and another double root at 휆 = −1, and therefore 푃 (휆; 푦;퐶) = − 14 푦2(휆2 − 1)2 = − 14 푦2휆4 + 12 푦2휆2 − 14 푦2. Comparing with
(19) shows that this situation cannot occur for 푦 ≠ 0.
3If there are four roots and one of them is 휆 = ±1, then the others are 휆 = ∓1, 휆 = 휆0 and 휆 = 휆−10 with 휆20 ≠ 1. Thus 푃 (휆; 푦, 퐶) =
− 14 푦
2(휆2 − 1)(휆 − 휆0)(휆 − 휆−10 ) = −
1
4 푦
2휆4 + 14 푦
2(휆0 + 휆−10 )휆
3 − 14 푦
2(휆0 + 휆−10 )휆 +
1
4 푦
2. Comparing with (19) shows that this case is not possible
for 푦 ≠ 0.
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from which it follows (since the paths 픞 and 픟 may be locally taken to be independent of 푦 and 퐶) that
휕픅픞,픟
휕푢
(푢, 푣; 푦) = 1
2
Re
(
∮픞,픟
d휆
휇휆2
)
and 휕픅픞,픟
휕푣
(푢, 푣; 푦) = −1
2
Im
(
∮픞,픟
d휆
휇휆2
)
. (41)
Therefore, the Jacobian determinant of the equations (39) equals
det
(
휕(픅픞,픅픟)
휕(푢, 푣)
)
= −1
4
Re
(
∮픞
d휆
휇휆2
)
Im
(
∮픟
d휆
휇휆2
)
+ 1
4
Re
(
∮픟
d휆
휇휆2
)
Im
(
∮픞
d휆
휇휆2
)
= 1
4
Im
([
∮픞
d휆
휇휆2
] [
∮픟
d휆
휇휆2
]∗)
.
(42)
Noting that 휇−1휆−2d휆 is a nonzero differential spanning the (one-dimensional) vector space of holomorphic differen-
tials on Γ, it follows from [13, Chapter II, Corollary 1] that the above Jacobian is strictly negative under the assumption
that the four roots of 푃 (휆; 푦, 퐶) are distinct. Thus, an application of the implicit function theorem allows us to extend
any solution of the integral conditions (39) for which 푃 (휆; 푦0, 푢0 + i푣0) has distinct roots to a neighborhood of 푦0 onwhich 푢 and 푣 are smooth real-valued functions of 푦 satisfying 푢(푦0) = 푢0 and 푣(푦0) = 푣0. In fact, one can show thatthe Jacobian determinant (42) blows up as the spectral curve degenerates, and it is in this way that the implicit function
theorem ultimately fails.
3. ASYMPTOTICS OF 푢푛(푛푦;푚) FOR 푦 ∈ ℂ ⧵ 퐸
In this section, we study Riemann-Hilbert Problem 1 with 푥 = 푛푦 (i.e., we set 푤 = 0) and assume that 푦 lies in a
neighborhood of 푦 = ∞ to be determined.
3.1. Placement of arcs of 퐿 and determination of 휕퐸. We first show that for 푦 sufficiently large in magnitude,
we may take 퐶 = − 14 (2푦2 − 1) and hence 푃 (휆; 푦, 퐶) has two double roots; therefore the spectral curve is reducibleleading to 푔(휆; 푦) = 푔∞(푦) for a suitable value of the latter constant. For 푦 large we take the double root 푝 = 푝(푦)
satisfying 푝 + 푝−1 = i푦−1 to be the branch for which 푝(푦) = −i(1 − 12푦−1 + (푦−2)) as 푦 → ∞. Then, we choose
푔∞(푦) ∶=
1
2푉 (푝(푦); 푦). Thus,
2푔(휆; 푦) − 푉 (휆; 푦) = 2푔∞(푦) − 푉 (휆; 푦) = 푉 (푝(푦); 푦) − 푉 (휆; 푦)
= log(휆) − log(푝(푦)) + i푦(휆 − 휆−1) − i푦(푝(푦) − 푝(푦)−1) = i푦(휆 + 2i − 휆−1) + (1), (43)
where the (1) error term applies in the limit 푦 → ∞ uniformly for 휆 in compact subsets of ℂ ⧵ {0}. Taking into
account that 2푔(휆; 푦) − 푉 (휆; 푦) has a double zero at 휆 = 푝(푦), one can show that if |푦| is sufficiently large, taking
the common intersection point of all four contour arcs to be the point 푝(푦), it is possible to arrange the arcs so that
Re(2푔(휆; 푦) − 푉 (휆; 푦)) < 0 (resp., Re(2푔(휆; 푦) − 푉 (휆; 푦)) > 0) holds on 퐿∞⬔ ∪ 퐿0⬔ (resp., on 퐿∞⬕ ∪ 퐿0⬕), with theinequality being strict except at the intersection point 휆 = 푝(푦), compare Figure 19. The function 푝(푦) has an analytic
continuation from the neighborhood of 푦 = ∞ to the maximal domain 푦 ∈ ℂ ⧵ 퐼 , where 퐼 denotes the imaginary
segment connecting the two branch points ± 12 i. As 푦 is brought in from the point at infinity, it remains possible to placethe arcs of the contour 퐿 as described above at least until either 푦 meets the branch cut 퐼 of 푝(푦) or the topology of the
zero level set ofRe(2푔(휆; 푦)−푉 (휆; 푦)) changes. The latter occurs precisely when the only other critical point 휆 = 푝(푦)−1
moves onto the zero level set; since Re(푉 (휆−1; 푦)) = −Re(푉 (휆; 푦)), whenever both 푝(푦) and 푝(푦)−1 lie on the same
level of Re(푉 (휆; 푦)) we necessarily have Re(푉 (푝(푦); 푦)) = 0. The set of 푦 ∈ ℂ ⧵ 퐼 where the latter condition holds true
is plotted in Figure 20. Because 푦 ∈ iℝ ⧵ 퐼 implies that |푝(푦)| = 1, it is easy to confirm that indeed Re(푉 (푝(푦); 푦)) = 0
for such 푦, see also Figure 20. The rest of the points comprise a closed curve 휕퐸 with two smooth arcs meeting at the
branch points ± 12 i and bounding the eye-shaped domain 퐸 defined in Section 1.2.The following figures illustrate how the domains such as shown in Figure 19 change as the value of 푦 varies near
the arcs of the curve shown in Figure 20. Figure 21 concerns the three points on the real axis and Figure 22 concerns
the three points on the diagonal. Figure 23 shows that although there is a topological change in the level curve as
푦 crosses the imaginary axis in the exterior of 퐸, this does not obstruct the placement of the contour arcs of 퐿. On
the other hand, the topological change that occurs when 푦 lies along the arc of 휕퐸 in the right half-plane (resp., left
half-plane) only obstructs placement of the arc 퐿∞⬔ (resp., 퐿0⬕) and therefore we write 휕퐸 as the union of two closed
arcs: 휕퐸 = 휕퐸∞⬔ ∪ 휕퐸0⬕. Note that the surgery allowing for a sign change Δarg(⬔) = 2Arg(푥) − 2휋 ↔ Δarg(⬔) =
2Arg(푥) + 2휋 (see Remark 1) is compatible with the sign-chart/contour placement scheme provided that the domain
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FIGURE 19. For 푦 = 5ei휋∕4, the domain where Re(2푔(휆; 푦) − 푉 (휆; 푦)) < 0 is shaded in red, and the
domain where Re(2푔(휆; 푦)−푉 (휆; 푦)) > 0 is shaded in blue. Left panel: the 휆-plane. Right panel: the
휆−1-plane. The unit circle is shown with a dashed curve in each plot. Suitable contour arcs matching
the scheme described in Section 1.1.2 including the argument increment conditions (6)–(7) (for one
choice of the arbitrary sign in (6)) are also shown.
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FIGURE 20. The curves in the 푦-plane where Re(푉 (푝(푦); 푦)) = 0. The branch cut 퐼 of 푝(푦) (gray
line) joins the two junction points. The dots correspond to plots in subsequent figures. The domain
퐸 is defined as the bounded region between the two black curves, bisected by the branch cut of 푝(푦).
The sign of Re(푉 (푝(푦); 푦)) is indicated in each region. In particular, 퐸R (resp., 퐸L) is the boundedregion where Re(푉 (푝(푦); 푦)) > 0 (resp., Re(푉 (푝(푦); 푦)) < 0) holds.
Re(2푔(휆; 푦) −푉 (휆; 푦)) < 0 consists of a single component. If it consists of two components, then the contours 퐿0⬔ and
퐿∞⬔ necessarily lie in distinct components and the surgery becomes impossible. The former holds in the exterior of 퐸for Re(푦) > 0 and the latter for Re(푦) ≤ 0.
3.2. Parametrix construction. Let 푦 be fixed outside of 퐸, let 훿 > 0 be a fixed sufficiently small (given 푦) constant,
and let 퐷 denote the simply-connected neighborhood of 휆 = 푝(푦) defined by the inequality |2푔(휆; 푦) − 푉 (휆; 푦)| < 훿2.
We will define a parametrix 퐌̇푛(휆; 푦, 푚) for퐌푛(휆; 푦, 푚) in (33) by a piecewise formula:
퐌̇푛(휆; 푦, 푚) =
{
퐌̇out(휆; 푦, 푚), 휆 ∈ ℂ ⧵ (퐿 ∪퐷)
퐌̇in푛 (휆; 푦, 푚), 휆 ∈ 퐷 ⧵ 퐿.
(44)
Noting that the jump matrix for퐌푛(휆; 푦, 푚) converges uniformly on 퐿 ⧵퐷 (with exponential accuracy) to 핀 except
on 퐿0⬕, where the limit is instead −e2휋i푚휎3 , and that 퐌푛(휆; 푦, 푚)휆−(푚+1∕2)휎3⬕ should have a limit as 휆 → 0, we define
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FIGURE 21. The domain whereRe(2푔(휆; 푦)−푉 (휆; 푦)) < 0 in red and whereRe(2푔(휆; 푦)−푉 (휆; 푦)) >
0 in blue for 푦 = 0.381372 (left column), 푦 = 0.331372 (middle column), and 푦 = 0.281372
(right column), corresponding to the green, amber, and red dots, respectively, on the real axis in
Figure 20. The top row shows a neighborhood of the unit disk in the 휆-plane, while the bottom
row shows the exterior of the unit disk in the 휆−1-plane. In the plots in the right-hand column, the
level curve has broken and it is no longer possible to place the contour arc 퐿∞⬔ connecting 푝(푦) and
∞ completely within the red region. This phase transition, which apparently occurs only on the
right edge of the domain 퐸, is only relevant if the jump matrix on 퐿∞⬔ is not the identity, i.e., if
푚 − 12 ∉ ℤ≥0. These plots show contours with Δarg(⬔) = 2Arg(푥) − 2휋 = −2휋. The other choice
Δarg(⬔) = 2Arg(푥) + 2휋 = 2휋 would also be compatible with the sign chart.
퐌̇out(휆; 푦, 푚) as the following diagonal matrix:
퐌̇out(휆; 푦, 푚) ∶=
[
휆
휆 − 푝(푦)
](푚+12 )휎3
, 휆 ∈ ℂ ⧵ (퐿 ∪퐷), (45)
where the branch cut is taken to be 퐿0⬕ and the branch is chosen such that the right-hand side tends to 핀 as 휆 → ∞. In
order to define 퐌̇in푛 (휆; 푦, 푚), we will find a certain canonical matrix function that satisfies exactly the jump conditionsof퐌푛(휆; 푦, 푚)within the neighborhood퐷 and then we will multiply the result on the left by a matrix holomorphic in퐷to arrange a good match with 퐌̇out(휆; 푦, 푚) on 휕퐷. For the first part, we introduce a conformal mapping푊 ∶ 퐷 → ℂ
by the following relation:
푊 2 = 2푔(휆; 푦) − 푉 (휆; 푦), 휆 ∈ 퐷. (46)
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FIGURE 22. As in Figure 21 except for 푦 = 0.414768e−3휋i∕4 (left column), 푦 = 0.364768e−3휋i∕4
(middle column), and 푦 = 0.314768e−3휋i∕4 (right column), corresponding to the green, amber, and
red dots, respectively, on the diagonal in Figure 20. In the plots in the right-hand column, the level
curve has broken and it is no longer possible to place the contour arc 퐿0⬕ connecting 푝(푦) and 0completely within the blue region. This phase transition, which apparently occurs only on the left
edge of the domain 퐸, is only relevant if the jump matrix on 퐿0⬕ is not the identity, i.e., if −푚− 12 ∉
ℤ≥0. These plots show contours withΔarg(⬔) = 2Arg(푥)+2휋 = 휋∕2. In this case, the other choice
of Δarg(⬔) = 2Arg(푥) − 2휋 could only be arranged by a surgery of 퐿∞⬔ ∪ 퐿0⬔ that would result incontours incompatible with the sign chart.
Because 2푔(휆; 푦) − 푉 (휆; 푦) is a locally analytic function vanishing precisely to second order4 at 휆 = 푝(푦), the relation
(46) defines two different analytic functions of 휆 both vanishing to first order at 휆 = 푝(푦). We choose the analytic
solution 푊 = 푊 (휆; 푦) that is negative real in the direction tangent to 퐿0⬕. Then we deform the arcs of 퐿 within 퐷
so that in this neighborhood 퐿0⬕ and 퐿∞⬕ correspond exactly to negative and positive real values of푊 , while 퐿0⬔ and
퐿∞⬔ correspond exactly to negative and positive imaginary values of푊 . By definition of 퐷, its image푊 (퐷; 푦) under
푊 is the disk of radius 훿 centered at the origin, see Figure 24. Consider the matrix 퐍푛(휆; 푦, 푚) defined in terms of
퐌푛(휆; 푦, 푚) for 휆 ∈ 퐷 by 퐍푛(휆; 푦, 푚) ∶=퐌푛(휆; 푦, 푚)푑(휆; 푦, 푚)휎3 , where
푑(휆; 푦, 푚) ∶=
⎧⎪⎨⎪⎩
휆
−12 (푚+1)
⬕ (−e
−i휋푚), Im(푊 (휆; 푦)) > 0, Re(푊 (휆; 푦)) ≠ 0,
휆
−12 (푚+1)
⬕ , Im(푊 (휆; 푦)) < 0, Re(푊 (휆; 푦)) ≠ 0.
(47)
4Indeed, 2푔′′(푝(푦); 푦) − 푉 ′′(푝(푦); 푦) = −푝(푦)−2 − 2i푦푝(푦)−3 = (1 − 푝(푦)2)푝(푦)−2(1 + 푝(푦)2))−1 can only vanish if 푝(푦) = ±1 which corresponds
to 푦 = ± 12 i.
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FIGURE 23. As in Figure 21 except for 푦 = −0.05+0.55i (left column), 푦 = 0.55i (middle column),
and 푦 = 0.05+0.55i (right column), corresponding to the three green dots near the positive imaginary
axis in Figure 20. The topological change in sign chart has no effect on the placement of the contours.
The configurations with Re(푦) ≤ 0 require the choice Δarg(⬔) = 2Arg(푥) − 2휋 ≈ −휋. On the other
hand, the configuration with Re(푦) > 0, although pictured here with Δarg(⬔) = 2Arg(푥) − 2휋,
admits surgery of the contours 퐿0⬔ and 퐿∞⬔ within the domain Re(2푔(휆; 푦) − 푉 (휆; 푦)) < 0 and hencethe choice Δarg(⬔) = 2Arg(푥) + 2휋 is also possible.
FIGURE 24. The neighborhood 퐷 and its image under the conformal mapping푊 = 푊 (휆) = 푊 (휆; 푦).
Recalling the precise definition of 휆±
1
2 (푚+1)
⬕ , with its cut along 퐿∞⬕ ∪퐿0⬕, it follows that 푑(휆; 푦, 푚) can be continued tothe whole domain 퐷 as an analytic nonvanishing function. The jump conditions satisfied by 퐍푛(휆; 푦, 푚) within 퐷 are
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then the following:
퐍푛+(휆; 푦, 푚) = 퐍푛−(휆; 푦, 푚)
⎡⎢⎢⎢⎣
1 −
√
2휋
Γ( 12 − 푚)
e푛푊 (휆;푦)2
0 1
⎤⎥⎥⎥⎦ , 휆 ∈ 퐿
0
⬔ ∩퐷, (48)
퐍푛+(휆; 푦, 푚) = 퐍푛−(휆; 푦, 푚)
⎡⎢⎢⎢⎣
1
√
2휋e2휋i푚
Γ( 12 − 푚)
e푛푊 (휆;푦)2
0 1
⎤⎥⎥⎥⎦ , 휆 ∈ 퐿
∞
⬔ ∩퐷, (49)
퐍푛+(휆; 푦, 푚) = 퐍푛−(휆; 푦, 푚)
⎡⎢⎢⎢⎣
1 0
−
√
2휋e−i휋푚
Γ( 12 + 푚)
e−푛푊 (휆;푦)2 1
⎤⎥⎥⎥⎦ , 휆 ∈ 퐿
∞
⬕ ∩퐷, (50)
and
퐍푛+(휆; 푦, 푚) = 퐍푛−(휆; 푦, 푚)
⎡⎢⎢⎢⎣
−e2휋i푚 0
−
√
2휋e−i휋푚
Γ( 12 + 푚)
e−푛푊 (휆;푦)2 −e−2휋i푚
⎤⎥⎥⎥⎦ , 휆 ∈ 퐿
0
⬕ ∩퐷. (51)
Although we will only use its values for 휆 ∈ ℂ ⧵퐷, the outer parametrix 퐌̇out(휆; 푦, 푚) has a convenient representation
also for 휆 ∈ 퐷 in terms of the conformal coordinate푊 = 푊 (휆):
퐌̇out(휆; 푦, 푚) = 푓 (휆; 푦, 푚)휎3푊 (휆; 푦)−(푚+
1
2 )휎3 , 휆 ∈ 퐷, (52)
where the power function of 푊 refers to the principal branch cut for 푊 < 0, and where 푓 (휆; 푦, 푚) is holomorphic
and nonvanishing in 퐷. Now letting 휁 ∶= 푛1∕2푊 (휆; 푦), we define precisely a matrix 퐏(휁 ;푚) as the solution of the
following model Riemann-Hilbert problem.
Riemann-Hilbert Problem 2. Given any 푚 ∈ ℂ, seek a 2 × 2 matrix function 휁 ↦ 퐏(휁 ;푚) with the following
properties:
1. Analyticity: 휁 ↦ 퐏(휁 ;푚) is analytic for Re(휁2) ≠ 0, taking continuous boundary values on the four rays of
Re(휁2) = 0 oriented as in the right-hand panel of Figure 24.
2. Jump conditions: The boundary values 퐏±(휁 ;푚) taken on the four rays of Re(휁2) = 0 satisfy the following
jump conditions (cf., (48)–(51)):
퐏+(휁 ;푚) = 퐏−(휁 ;푚)
⎡⎢⎢⎢⎣
1 −
√
2휋
Γ( 12 − 푚)
e휁2
0 1
⎤⎥⎥⎥⎦ , arg(휁 ) = −
휋
2
, (53)
퐏+(휁 ;푚) = 퐏−(휁 ;푚)
⎡⎢⎢⎢⎣
1
√
2휋e2휋i푚
Γ( 12 − 푚)
e휁2
0 1
⎤⎥⎥⎥⎦ , arg(휁 ) =
휋
2
, (54)
퐏+(휁 ;푚) = 퐏−(휁 ;푚)
⎡⎢⎢⎢⎣
1 0
−
√
2휋e−i휋푚
Γ( 12 + 푚)
e−휁2 1
⎤⎥⎥⎥⎦ , arg(휁 ) = 0, (55)
and
퐏+(휁 ;푚) = 퐏−(휁 ;푚)
⎡⎢⎢⎢⎣
−e2휋i푚 0
−
√
2휋e−i휋푚
Γ( 12 + 푚)
e−휁2 −e−2휋i푚
⎤⎥⎥⎥⎦ , arg(−휁 ) = 0. (56)
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3. Asymptotics: 퐏(휁 ;푚) is required to satisfy the normalization condition
lim
휁→∞
퐏(휁 ;푚)휁 (푚+
1
2 )휎3 = 핀. (57)
Here, 휁푝 refers to the principal branch.
This problem will be solved in all details in Appendix A. From it, we define the inner parametrix 퐌̇in푛 (휆; 푦, 푚) asfollows:
퐌̇in푛 (휆; 푦, 푚) ∶= 푑(휆; 푦, 푚)
휎3푛
1
2 (푚+
1
2 )휎3푓 (휆; 푦, 푚)휎3퐏(푛1∕2푊 (휆;푚);푚)푑(휆; 푦, 푚)−휎3 , 휆 ∈ 퐷 ⧵ 퐿. (58)
As shown in Appendix A, 퐏(휁 ;푚)휁 (푚+
1
2 )휎3 has a complete asymptotic expansion in descending powers of 휁 as 휁 → ∞
(see (321)). Taking into account the explicit leading terms from the expansion (321) and using the fact that푊 (휆; 푦) is
bounded away from zero for 휆 ∈ 휕퐷, we get
퐌̇in푛 (휆; 푦, 푚)퐌̇
out(휆; 푦, 푚)−1 = 푛푚휎3∕2
[
1 + (푛−1) 푎(휆; 푦, 푚) + (푛−1)(푛−1) 1 + (푛−1)
]
푛−푚휎3∕2, 푛→ +∞, 휆 ∈ 휕퐷, (59)
holding uniformly for the indicated values of 휆 ∈ 휕퐷, where
푎(휆; 푦, 푚) ∶= −iei휋푚2푚푑(휆; 푦, 푚)2푓 (휆; 푦, 푚)2푊 (휆; 푦)−1, 휆 ∈ 휕퐷. (60)
3.3. Error analysis and proof of Theorem 1. To compare the unknown퐌푛(휆; 푦, 푚) with its parametrix 퐌̇푛(휆; 푦, 푚),note the constant conjugating factors in (59) and consider the matrix function 퐅푛(휆; 푦, 푚) defined by 퐅푛(휆; 푦, 푚) ∶=
푛−푚휎3∕2퐌푛(휆; 푦, 푚)퐌̇푛(휆; 푦, 푚)−1푛푚휎3∕2, which is well-defined for 휆 ∈ ℂ ⧵ (퐿 ∪ 휕퐷). This matrix satisfies a jumpcondition of the form 퐅푛+(휆; 푦, 푚) = 퐅푛−(휆; 푦, 푚)(핀 + exponentially small) as 푛 → +∞ uniformly for 휆 ∈ 퐿 (in fact,
퐅푛+(휆; 푦, 푚) = 퐅푛−(휆; 푦, 푚) exactly if 휆 ∈ 퐿 ∩퐷). To see this for 휆 ∈ 퐿 ⧵퐷, note that
퐅푛+(휆; 푦, 푚) = 퐅푛−(휆; 푦, 푚)푛−푚휎3∕2퐌̇out− (휆; 푦, 푚)퐕푛(휆; 푦, 푚)퐕̇(휆; 푦, 푚)
−1퐌̇out− (휆; 푦, 푚)
−1푛푚휎3∕2, 휆 ∈ 퐿 ⧵퐷, (61)
where 퐌푛+(휆; 푦, 푚) = 퐌푛−(휆; 푦, 푚)퐕푛(휆; 푦, 푚) and 퐕̇(휆; 푦, 푚) is the corresponding jump matrix for 퐌̇out(휆; 푦, 푚),
which is just the diagonal part of퐕푛(휆; 푦, 푚) and which hence reduces to the identity matrix except on퐿0⬕. The desired
result then follows because 퐕푛(휆; 푦, 푚)퐕̇(휆; 푦, 푚)−1− 핀 is exponentially small in the limit 푛→ +∞, while 퐌̇out− (휆; 푦, 푚)and its inverse are independent of 푛 and bounded because 휆 is excluded from 퐷. Finally, for 휆 ∈ 휕퐷, taken with
clockwise orientation, we have
퐅푛+(휆; 푦, 푚) = 퐅푛−(휆; 푦, 푚)푛−푚휎3∕2퐌̇in푛 (휆; 푦, 푚)퐌̇
out(휆; 푦, 푚)−1푛푚휎3∕2, 휆 ∈ 휕퐷. (62)
The jump contour for퐅푛(휆; 푦, 푚) (and also for the relatedmatrix퐄푛(휆; 푦, 푚) defined below) in a typical case of 푦 ∈ ℂ⧵퐸is shown in Figure 25.
Taking into account the leading term on the upper off-diagonal in (59), we define a parametrix for 퐅푛(휆; 푦, 푚) as atriangular matrix independent of 푛:
퐅̇(휆; 푦, 푚) ∶= 핀 + 1
2휋i ∮휕퐷
[
0 푎(휉; 푦, 푚)
0 0
]
d휉
휉 − 휆
(clockwise orientation for 휕퐷). (63)
Since 푑(⋅; 푦, 푚) and 푓 (⋅; 푦, 푚) are analytic and nonvanishing within 퐷, and since 푊 (⋅; 푦) is univalent on 퐷 with
푊 (푝(푦); 푦) = 0, the above Cauchy integral can be evaluated by residues. In particular, if 휆 ∈ ℂ ⧵퐷, then
퐅̇(휆; 푦, 푚) =
[
1 iei휋푚2푚푑(푝(푦); 푦, 푚)2푓 (푝(푦); 푦, 푚)2푊 ′(푝(푦); 푦)−1(푝(푦) − 휆)−1
0 1
]
, 휆 ∈ ℂ ⧵퐷. (64)
Note that 퐅̇(휆; 푦, 푚) is analytic for 휆 ∈ ℂ ⧵ 휕퐷, 퐅̇(휆; 푦, 푚) → 핀 as 휆 → ∞, and across 휕퐷 satisfies (by the Plemelj
formula from (63)) the jump condition
퐅̇+(휆; 푦, 푚) = 퐅̇−(휆; 푦, 푚)
[
1 푎(휆; 푦, 푚)
0 1
]
, 휆 ∈ 휕퐷 with clockwise orientation. (65)
At last, we consider the matrix 퐄푛(휆; 푦, 푚) ∶= 퐅푛(휆; 푦, 푚)퐅̇(휆; 푦, 푚)−1. The matrix 퐄푛(휆; 푦, 푚) is analytic for 휆 ∈
ℂ ⧵ (퐿 ∪ 휕퐷), tends to the identity as 휆 → ∞, and takes continuous boundary values from each component of its
domain of analyticity, including at the origin. The jump conditions satisfied by 퐄푛(휆; 푦, 푚) are as follows. Firstly,
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FIGURE 25. The jump contour for 퐅푛(휆; 푦, 푚) and 퐄푛(휆; 푦, 푚) for 푦 = 0.364768e−3휋i∕4 ∈ ℂ ⧵ 퐸corresponding to the left-most column of Figure 22. The jump contour is the union of the cyan
and red arcs (which comprise 퐿 ⧵ 퐷), and the green circle 휕퐷, which is taken to have clockwise
orientation for the purposes of defining the boundary values.
since 퐅푛(휆; 푦, 푚) extends continuously to the arcs of 퐿 ∩ 퐷 while 퐅̇(휆; 푦, 푚)−1 is analytic for 휆 ∈ ℂ ⧵ 휕퐷, it follows
by Morera’s theorem that 퐄푛(휆; 푦, 푚) is in fact analytic on the arcs of 퐿 ∩ 퐷. For 휆 ∈ 퐿 ⧵ 퐷, 퐅̇(휆; 푦, 푚) is analyticwith analytic inverse, both of which are bounded; since 퐅푛+(휆; 푦, 푚) = 퐅푛−(휆; 푦, 푚)(핀+ exponentially small), it follows
that as 푛 → +∞, 퐄푛−(휆; 푦, 푚)−1퐄푛+(휆; 푦, 푚) − 핀 is small beyond all orders uniformly for bounded 푚 ∈ ℂ. Finally, for
휆 ∈ 휕퐷,
퐄푛+(휆; 푦, 푚) = 퐅푛+(휆; 푦, 푚)퐅̇+(휆; 푦, 푚)−1
= 퐅푛−(휆; 푦, 푚)
[
1 + (푛−1) 푎(휆; 푦, 푚) + (푛−1)(푛−1) 1 + (푛−1)
] [
1 −푎(휆; 푦, 푚)
0 1
]
퐅̇−(휆; 푦, 푚)−1
= 퐄푛−(휆; 푦, 푚)퐅̇−(휆; 푦, 푚)
[
1 + (푛−1) 푎(휆; 푦, 푚) + (푛−1)(푛−1) 1 + (푛−1)
] [
1 −푎(휆; 푦, 푚)
0 1
]
퐅̇−(휆; 푦, 푚)−1
= 퐄푛−(휆; 푦, 푚)(핀 + (푛−1)), 푛→ +∞, 휆 ∈ 휕퐷,
(66)
where the (푛−1) terms are uniform on 휕퐷. Here, we used (59), (62), and (65) on the second line. The jump contour
for 퐄푛(휆; 푦, 푚) is therefore exactly the same as that for 퐅푛(휆; 푦, 푚); see Figure 25. From these considerations, we
see that uniformly for (푦, 푚) in compact subsets of (ℂ ⧵ 퐸) × ℂ, 퐄푛(휆; 푦, 푚) satisfies the conditions of a small-normRiemann-Hilbert problem for |푛| sufficiently large, and the unique solution satisfies 퐄푛(휆; 푦, 푚) = 핀+(푛−1) uniformlyfor 휆 ∈ ℂ ⧵ (퐿 ∪ 휕퐷). Moreover, 퐄푛(휆; 푦, 푚) is well-defined at 휆 = 0 with 퐄푛(0; 푦, 푚) = 핀 + (푛−1) as 푛 → +∞, and
퐄푛(휆; 푦, 푚) = 핀 + 퐄푛,1(푦, 푚)휆−1 + (휆−2) as 휆 → ∞ with 퐄푛,1(푦, 푚) = (푛−1) as 푛 → +∞. Now, we have the exactidentity
퐌푛(휆; 푦, 푚) = 푛푚휎3∕2퐅푛(휆; 푦, 푚)푛−푚휎3∕2퐌̇푛(휆; 푦, 푚)
= 푛푚휎3∕2퐄푛(휆; 푦, 푚)퐅̇(휆; 푦, 푚)푛−푚휎3∕2퐌̇푛(휆; 푦, 푚),
(67)
and therefore from (33) and 푔(휆; 푦) = 푔∞(푦) = 12푉 (푝(푦); 푦), we get
퐘푛(휆; 푛푦, 푚) = e−푛푉 (푝(푦);푦)휎3∕2푛푚휎3∕2퐄푛(휆; 푦, 푚)퐅̇(휆; 푦, 푚)푛−푚휎3∕2퐌̇푛(휆; 푦, 푚)e푛푉 (푝(푦);푦)휎3∕2. (68)
Now recall the formula (15) for the rational solution 푢 = 푢푛(푥;푚) of the Painlevé-III equation (1). Since to calculatethe quantities in this formula we only need 퐘푛(휆; 푛푦, 푚) for 휆 in neighborhoods of the origin and infinity, we can safelyreplace 퐌̇(푛)(휆; 푦, 푚) in (68) by the diagonal outer parametrix 퐌̇out(휆; 푦, 푚) which commutes with 푛−푚휎3∕2. Therefore,
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if 퐐푛(휆; 푦, 푚) ∶= 퐄푛(휆; 푦, 푚)퐅̇(휆; 푦, 푚)퐌̇out(휆; 푦, 푚), then (15) can be rewritten as
푢푛(푛푦;푚) =
−i lim
휆→∞
휆푄푛,12(휆; 푦, 푚)[
lim
휆→0
푄푛,11(휆; 푦, 푚)휆
−(푚+1∕2)
⬕
] [
lim
휆→0
푄푛,12(휆; 푦, 푚)휆
푚+1∕2
⬕
] . (69)
Now all three factors of 퐐푛(휆; 푦, 푚) tend to 핀 as 휆→ ∞ but 퐌̇out(휆; 푦, 푚) is also diagonal,
lim
휆→∞
휆푄푛,12(휆; 푦, 푚) = lim휆→∞ 휆퐹̇12(휆; 푦, 푚) + 퐸푛,1,12(푦, 푚)
= −iei휋푚2푚푑(푝(푦); 푦, 푚)2푓 (푝(푦); 푦, 푚)2푊 ′(푝(푦); 푦)−1 + (푛−1) (70)
where in the second line we used (64) and 퐄푛,1(푦, 푚) = (푛−1). Also, since 퐌̇out(휆; 푦, 푚)휆−(푚+1∕2)휎3⬕ tends to a limitof the form ℎ(푦, 푚)휎3 as 휆→ 0, where ℎ(푦, 푚) ≠ 0,[
lim
휆→0
푄푛,11(휆; 푦, 푚)휆
−(푚+1∕2)
⬕
] [
lim
휆→0
푄푛,12(휆; 푦, 푚)휆
푚+1∕2
⬕
]
=
[
퐸푛,11(0; 푦, 푚)퐹̇11(0; 푦, 푚) + 퐸푛,12(0; 푦, 푚)퐹̇21(0; 푦, 푚)
] [
퐸푛,11(0; 푦, 푚)퐹̇12(0; 푦, 푚) + 퐸푛,12(0; 푦, 푚)퐹̇22(0; 푦, 푚)
]
=
[
퐸푛,11(0; 푦, 푚)
] [
퐸푛,11(0; 푦, 푚)iei휋푚2푚푑(푝(푦); 푦, 푚)2푓 (푝(푦); 푦, 푚)2푊 ′(푝(푦); 푦)−1푝(푦)−1 + 퐸푛,12(0; 푦, 푚)
]
= iei휋푚2푚푑(푝(푦); 푦, 푚)2푓 (푝(푦); 푦, 푚)2푤′(푝(푦); 푦)−1푝(푦)−1 + (푛−1),
(71)
where in the third line we used (64) and in the fourth line we used 퐄푛(0; 푦, 푚) = 핀+(푛−1). Using these results in (69)then gives the asymptotic formula (22) and completes the proof of Theorem 1.
4. ASYMPTOTICS OF 푢푛(푛푦 +푤;푚) FOR 푦 ∈ 퐸 AND 푚 ∈ ℂ ⧵ (ℤ + 12 )
To study 푢푛(푥;푚) for values of 푥 corresponding to the interior of 퐸, we wish to capture two different effects: (i)the rapid oscillation visible in plots showing a locally regular pattern of poles and zeros on a microscopic length scale
Δ푥 ∼ 1 and (ii) the gradual modulation of this pattern over macroscopic length scales Δ푥 ∼ 푛. To separate these
scales, we write 푥 = 푛푦 + 푤 as described in Section 1.2. As mentioned in Remark 2, considering 푢푛(푛푦 + 푤;푚) as afunction of 푤 for fixed 푦 ∈ 퐸 captures the microscopic behavior of 푢푛, while setting 푤 = 0 and considering 푢푛(푛푦;푚)as a function of 푦 captures instead the macroscopic behavior of 푢푛. A similar approach to the rational solutions of thePainlevé-II equation was taken in [7]. In this section we will develop an approximation of 푢푛(푛푦 +푤;푚) that dependsnot on the combination 푛푦 + 푚 but rather separately on 푦 and 푚 in such a way as to explicitly separate these scales. In
particular, it will turn out that the approximation is meromorphic in 푤 for each fixed 푦 but generally is not analytic at
all in 푦.
4.1. Spectral curves satisfying the Boutroux integral conditions for 푦 ∈ 퐸. We tie the spectral curve to the value
푦 of the macroscopic coordinate and compensate for nonzero values of the microscopic coordinate 푤 later in the
construction of a parametrix.
4.1.1. Solving the Boutroux integral conditions for 푦 small. To construct a 푔-function for 푦 small, we assume that the
spectral curve corresponds to a polynomial 푃 (휆; 푦, 퐶) with four distinct roots. We write 푦 in polar form as 푦 = 푟ei휃
and we write 퐶 in the form 퐶 = 푦퐶̃ . For 푟 > 0 we may divide the equations (39) through by√푟 and consider instead
the renormalized Boutroux integral conditions
픅̃픞(퐶̃; 푟, 휃) ∶= Re
(
∮픞 휇̃ d휆
)
= 0 and 픅̃픟(퐶̃; 푟, 휃) ∶= Re
(
∮픟 휇̃ d휆
)
= 0 (72)
where
휇̃2 = ei휃
[1
2
i휆−1 + 퐶̃휆−2 + 1
2
i휆−3
]
− 1
4
푟e2i휃(1 + 휆−4). (73)
Note that if 푢̃ ∶= Re(퐶̃) and 푣̃ ∶= Im(퐶̃), then just as in (42) one has that
det
(
휕(픅̃픞, 픅̃픟)
휕(푢̃, 푣̃)
)
= 1
4
Im
([
∮픞
d휆
휇̃휆2
] [
∮픟
d휆
휇̃휆2
]∗)
(74)
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which is nonzero as long as 휇̃ (see the algebraic relation (73)) has distinct branch points on the Riemann sphere of the
휆-plane, see [13, Chapter II, Corollary 1]. We now first set 푟 = 0 and attempt to determine 퐶̃ as a function of 휃. It
is convenient to then reduce the cycle integrals in (72) to contour integrals connecting pairs of branch points in the
finite 휆-plane, and since when 푟 = 0 the differential 휇̃ d휆 has a double pole with zero residue (in an appropriate local
coordinate) at the branch point 휆 = 0 we can integrate by parts to transfer “half” of the double pole to each of the finite
nonzero roots of 휇̃2 which (again in appropriate local coordinates) are simple zeros of 휇̃ d휆. In this way we obtain
conditions equivalent to (72) for 푟 = 0 involving a differential that is holomorphic at all three branch points in the finite
휆-plane. These conditions are the following:
픅̃0픞(퐶̃; 휃) ∶= Re
(
∮픞 휇̃0 d휆
)
= 0 and 픅̃0픟(퐶̃; 휃) ∶= Re
(
∮픟 휇̃0 d휆
)
= 0, (75)
where
휇̃20 ∶= ie
i휃 (휆 − i퐶̃)2
휆(휆2 − 2i퐶̃휆 + 1)
. (76)
The desired simplification is then that the cycle integrals in (75) over 픞 and 픟 may be replaced (up to a harmless factor
of 2) by path integrals from 휆 = 0 to the two roots of the quadratic 휆2 − 2i퐶̃휆 + 1 respectively.
If ei휃 = 1, we may solve (75) in this simplified form by assuming 퐶̃ to be real and positive. Indeed, then the roots
of 휆2 − 2i퐶̃휆 + 1 are the values 휆 = i(퐶̃ ±
√
퐶̃2 + 1) which lie on the positive and negative imaginary axes. It is easy
to see that when 휃 = 0, 휇̃20 > 0 holds for purely imaginary 휆 between 휆 = i(퐶̃ −
√
퐶̃2 + 1) and 휆 = 0. Therefore it is
immediate that
Re
⎛⎜⎜⎝∫
i(퐶̃−
√
퐶̃2+1)
0
휇̃0 d휆
⎞⎟⎟⎠ = 0, 휃 = 0, 퐶̃ > 0. (77)
The remaining Boutroux integral condition then reduces under the hypotheses 휃 = 0 and 퐶̃ > 0 to a purely real-valued
integral condition on 퐶̃:
퐽 (퐶̃) ∶= ∫
퐶̃+
√
퐶̃2+1
0
푡 − 퐶̃√
푡
√
1 + 2퐶̃푡 − 푡2
d푡 = 0 (78)
Obviously lim퐶̃↓0 퐽 (퐶̃) exists and the limit is positive. Also, by rescaling 푡 = 퐶̃푠,
퐽 (퐶̃) = −
√
퐶̃ ∫
1
0
1 − 푠√
푠
√
퐶̃−2 + 2푠 − 푠2
d푠 +
√
퐶̃ ∫
2
1
푠 − 1
푠
√
2 − 푠
d푠 + 표(
√
퐶̃), 퐶̃ → ∞, (79)
and clearly the first term is the dominant one so 퐽 (퐶̃) < 0 for large positive 퐶̃ . Also, by direct calculation,
퐽 ′(퐶̃) = −1
2 ∫
퐶̃+
√
퐶̃2+1
0
d푡√
푡
√
1 + 2퐶̃푡 − 푡2
< 0, 퐶̃ > 0, (80)
so there exists a unique simple root 퐶̃0 > 0 of 퐽 (퐶̃). Numerical computation shows that 퐶̃0 ≈ 0.860437.
If ei휃 = −1, we can invoke the symmetry 휆 ↦ −휆 and 퐶̃ ↦ −퐶̃ of 휇̃20 to deduce that the equations (75) hold for
퐶̃ = −퐶̃0 ≈ −0.860437.
When 푟 = 0, the elliptic curve given by (73) has distinct branch points on the Riemann sphere unless 퐶̃ = ±i,
and hence the Jacobian (74) of the equations (75) is nonzero for ei휃 = ±1. The solution of the 푟 = 0 system can
therefore be continued to other values of ei휃 until the condition 퐶̃ ≠ ±i is violated. It is easy to check that 퐶̃ = ±i
is consistent with (75) only for ei휃 = ∓i. Therefore the solutions of the 푟 = 0 system (75) obtained for ei휃 = ±1 can
be uniquely continued by the implicit function theorem to fill out an infinitesimal circle surrounding the origin 푦 = 0
with the possible exception of its intersection with the imaginary axis. Fixing any phase factor ei휃 ≠ ±i, we can then
continue the solution of the full (rescaled) system (72) to small 푟 > 0 (in fact, also for 푟 < 0, although the solution is
not relevant), and the radial continuation can only be obstructed if branch points collide.
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4.1.2. Degenerate spectral curves satisfying the Boutroux integral conditions. The only possible values of 푦 ∈ ℂ for
which all four roots of 푃 (휆; 푦, 퐶) coincide are 푦 = ± 12 i, which lie on the boundary of 퐸. For all 푦 ∈ ℂ it is possibleto have either a pair of distinct double roots or a double root and two simple roots, provided 퐶 is appropriately chosen
as a function of 푦. We will now show that these degenerate configurations are inconsistent with the Boutroux integral
conditions (39), which have to be interpreted in a limiting sense, provided that 푦 lies in the interior of 퐸 but does not
also lie on the imaginary axis.
Consider first a nearly degenerate configuration of roots in which two simple roots of 푃 are very close to a point
휆 = 푝 and two reciprocal simple roots are very close to 휆 = 푝−1. Then we may choose the cycle 픞 to encircle the pair
of roots near, say, 휆 = 푝. As the spectral curve degenerates with the cycle 픞 fixed, we may observe that 휇 becomes in
the limit an analytic function of 휆 in the interior of 픞 and therefore ∮픞 휇 d휆→ 0 and hence Re(∮픞 휇 d휆)→ 0, so one ofthe Boutroux integral conditions is automatically satisfied in the limit. The cycle 픟 should then be chosen to connect
the small branch cut near 휆 = 푝 with the small reciprocal branch cut near 휆 = 푝−1. In the limit that the spectral curve
degenerates and 휇2 becomes a perfect square, the second Boutroux integral condition becomes
Re
(
∮픟 휇 d휆
)
→ 2Re
(
∫
푝−1
푝
i푦
2
(휆 − 푝)(휆 − 푝−1)
휆2
d휆
)
= Re(푉 (푝; 푦) − 푉 (푝−1; 푦)) (81)
where 푝 + 푝−1 = i푦−1. The condition on 푦 ∈ ℂ that this quantity vanishes is precisely that either 푦 ∈ 휕퐸 or 푦 lies on
the imaginary axis outside of 퐸. Therefore the Boutroux conditions cannot be satisfied by such a degenerate spectral
curve if 푦 is in the interior of 퐸.
Next consider a nearly degenerate configuration in which a pair of simple roots of 푃 lie very close to 휆 = ±1 and
another pair of reciprocal simple roots tend to distinct reciprocal limits satisfying whose sum is 2i푦−1∓2. Again taking
픞 to surround the coalescing pair of roots shows that Re(∮픞 휇 d휆)→ 0 in the limit. Then, in the same limit, up to signs,
Re
(
∮픟 휇 d휆
)
→ 2Re
(
∫
±1
휆±
i푦
2
휆 ∓ 1
휆2
푟±(휆; 푦) d휆
)
=∶ 퐹±(푦), (82)
where 휆± + (휆±)−1 = 2i푦−1 ∓ 2 and 푟±(휆; 푦)2 = (휆 − 휆±)(휆 − (휆±)−1) with 푟± having a branch cut connecting the
two roots of 푟±(휆; 푦)2 and, say, 푟± = 휆 + (1) as 휆 → ∞. It is easy to show that 퐹+(푦) = 0 for 푦 on the segment
between 푦 = 0 and 푦 = 12 i, and that 퐹−(푦) = 0 for 푦 on the segment between 푦 = 0 and 푦 = − 12 i. However, neitherfunction 퐹±(푦) vanishes identically, so the equations 퐹±(푦) = 0 define a system of curves in the complex 푦-plane.
The only branches of these curves in the interior of 퐸 lie on the imaginary axis as illustrated in Figure 26. Therefore,
- 1.0 - 0.5 0.0 0.5 1.0
- 1.0
- 0.5
0.0
0.5
1.0
FIGURE 26. The locus 퐹+(푦) = 0 (orange) and 퐹−(푦) = 0 (green). The curve 휕퐸 is shown in black
and the sub-domains 퐸L and 퐸R of 퐸 ⧵ ((휕퐸) ∪ iℝ) are indicated.
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continuation along radial paths of the Boutroux conditions from the infinitesimal semicircles about the origin in the
right and left half-planes defines a unique spectral curve for each 푦 ∈ 퐸L ∪ 퐸R, recalling that 퐸L (퐸R) is the part ofthe interior of 퐸 in the open left (right) half-plane.
4.2. Stokes graph and construction of the 푔-function. For the rest of Section 4 we will be concerned with the
approximation of 푢푛(푛푦 + 푤;푚) for large 푛 when 푚 ∈ ℂ ⧵ (ℤ + 12 ) and 푤 is bounded, while 푦 ∈ 퐸L ∪ 퐸R. Actually,due to the exact symmetry (5), it is sufficient to assume that 푦 ∈ 퐸R, as 퐸L is the reflection through the origin of 퐸R.Thus we assume for the rest of Section 4 that 푦 ∈ 퐸R and at the end invoke (5) to extend the results to 푦 ∈ 퐸L.
Given 푦 ∈ 퐸R, let퐶 = 퐶(푦) be determined by the procedure described in Section 4.1 so that the Boutroux conditions(39) are satisfied. The Stokes graph of 푦 is the system of arcs (edges) in the complex 휆-plane emanating from the
four distinct roots of 푃 (휆; 푦, 퐶(푦)) (vertices, when taken along with 휆 = 0,∞) along which the condition (푔′(휆; 푦) −
1
2푉
′(휆; 푦))2 d휆2 = 휆−4푃 (휆; 푦, 퐶(푦)) d휆2 < 0 holds. The Boutroux conditions (39) imply that the Stokes graph is
connected. In particular, each pair of roots of 푃 (휆; 푦, 퐶(푦)) that coalesce at 휕퐸 is directly connected by an edge of the
Stokes graph. Denoting the union of these two edges by Σout(푦), let푅(휆; 푦) be the function analytic for 휆 ∈ ℂ⧵Σout(푦)
that satisfies푅(휆; 푦)2 = 푃 (휆; 푦, 퐶(푦)) and푅(휆; 푦) = 12 i푦휆2+(휆) as 휆→ ∞. According to (35) and (38), 푔′(휆; 푦)maythen be defined by
푔′(휆; 푦) = 1
2
푉 ′(휆; 푦) + 푅(휆; 푦)
휆2
, 휆 ∈ ℂ ⧵ Σout(푦), 푦 ∈ 퐸R. (83)
Note that the apparent singularity at 휆 = 0 is removable, and 푔′(휆; 푦) is integrable at 휆 = ∞. Figures 27, 28, and 29
below illustrate how the Stokes graph varies with 푦 ∈ 퐸R. A comparison of the top and bottom rows of these figures
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FIGURE 27. The Stokes graph and sign charts for Re(2푔(휆; 푦) − 푉 (휆; 푦)) (red/blue for nega-
tive/positive) for 푦 = 0.16 (left column), 푦 = 0.24 (center column), and 푦 = 0.32 (right column).
Observe as expected that for small 푦 there are roots close to 휆 = 0 and 휆 = ∞, while as 푦 → 휕퐸
there are two coalescing pairs of roots, each pair connected by an edge of the graph.
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FIGURE 28. As in Figure 27, but for 푦 = 0.3 (left column), 푦 = 0.3ei휋∕4 (center column), and
푦 = 0.3e99휋i∕200 (right column). Observe that as 푦 approaches the positive imaginary axis (where
퐹+(푦) = 0) from within 퐸R, a pair of roots coalesce at 휆 = 1.
illustrates the fact that the Stokes graph of 푦 ∈ 퐸R is invariant while Re(2푔(휆; 푦) − 푉 (휆; 푦)) changes sign under theinvolution 휆↦ 휆−1.
Given the Stokes graph, we may lay over the arcs Σout(푦) and in the complement of the Stokes graph a contour
퐿 consisting of arcs 퐿∞⬔, 퐿0⬔, 퐿∞⬕, and 퐿0⬕ that satisfy the increment-of-argument conditions (6)–(7). There are twotopologically distinct cases differentiated by the sign Im(푦), as illustrated in Figure 30 for 푦 ∈ 퐸R with Im(푦) > 0 and inFigure 31 for 푦 ∈ 퐸R with Im(푦) < 0. If 푦 ∈ 퐸R with Im(푦) = 0, we may use either configuration and obtain consistentresults because as a rational function 푢푛(푥;푚) is single-valued. In the rest of this section, we will for simplicity supposefrequently that 푦 ∈ 퐸R ⧵ ℝ simply for the convenience of being able to speak of contour 퐿 as a well-defined notion.The vertices of the Stokes graph on the Riemann sphere are the four roots of 푃 (휆; 푦, 퐶(푦)), each of which has degree
3, and the points {0,∞}, each of which has degree 2.
The solution 퐘 of Riemann-Hilbert Problem 1 depends parametrically on 푥 = 푛푦 + 푤, and when we consider
푦 ∈ 퐸R we are introducing a 푔-function 푔 that depends on 푦 but not on 푤. Therefore, in this setting the analogue ofthe definition (33) is instead
퐌푛(휆; 푦,푤,푚) ∶= e푛푔∞(푦)휎3퐘푛(휆; 푛푦 +푤,푚)e−푛푔(휆;푦)휎3 , (84)
i.e., the matrix퐌 related to 퐘 via (84) will depend on both 푦 and 푤 as independent parameters.
4.2.1. The 푔-function and its properties. When 푦 ∈ 퐸R ⧵ℝ, the self-intersection point of 퐿 is identified with the rootof 푃 (휆; 푦, 퐶(푦)) adjacent to 0 in the Stokes graph. Therefore, for 푦 ∈ 퐸R ⧵ ℝ, the arcs 퐿0⬕ and 퐿0⬔ each connect twodistinct vertices of the Stokes graph, while 퐿∞⬕ joins three consecutive vertices and 퐿∞⬔ joins four consecutive vertices.
We break these latter arcs at the intermediate vertices; thus 퐿∞⬕ = 퐿∞,1⬕ ∪퐿∞,2⬕ and 퐿∞⬔ = 퐿∞,1⬔ ∪퐿∞,2⬔ ∪퐿∞,3⬔ with the
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FIGURE 29. As in Figure 27, but for 푦 = 0.3 (left column), 푦 = 0.3e−i휋∕4 (center column), and
푦 = 0.3e−99휋i∕200 (right column). Observe that as 푦 approaches the negative imaginary axis (where
퐹−(푦) = 0) from within 퐸R, a pair of roots coalesce at 휆 = −1.
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FIGURE 30. The Stokes graph (black curves) for 푦 = 0.2 + 0.25i ∈ 퐸R. Suitable contour arcsmatching the argument increment conditions (6)–(7) are also shown. As in preceding figures, the
sign of Re(2푔(휆; 푦) − 푉 (휆; 푦)) is indicated with red (negative) and blue (positive) shading.
components ordered by orientation away from∞ and where 퐿∞,2⬕ and 퐿∞,2⬔ are the two disjoint components of Σout(푦).The different sub-arcs are illustrated in Figures 30 and 31.
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FIGURE 31. As in Figure 30 but for 푦 = 0.2 − 0.25i ∈ 퐸R.
With these definitions, 푔(휆; 푦) is determined up to an integration constant by (83) and the condition that 푔(휆; 푦) is
analytic for 휆 ∈ ℂ ⧵ (Σout(푦) ∪퐿∞,3⬔ ). Then, assuming that the branch cut of log(휆) in (20) is disjoint from the contour
퐿, 푔+(휆; 푦)+푔−(휆; 푦)−푉 (휆; 푦) is constant along the two arcs of Σout(푦), and we choose the integration constant (giventhe arbitrary choice of overall branch for log(휆) in (20)) so that 푔+(휆; 푦)+푔−(휆; 푦)−푉 (휆; 푦) = 0 holds as an identity for
휆 ∈ 퐿∞,2⬔ ⊂ Σ
out(푦). In particular, 푔(∞; 푦) is well-defined mod 2휋iℤ. The Stokes graph of 푦 then coincides with the
zero level set of the function Re(2푔(휆; 푦)−푉 (휆; 푦)). In Figures 30 and 31, the region where Re(2푔(휆; 푦)−푉 (휆; 푦)) < 0
is shaded red while the region where Re(2푔(휆; 푦) − 푉 (휆; 푦)) > 0 is shaded blue. The advantage of placing the arcs of
퐿 in relation to the Stokes graph of 푦 as shown in Figures 30 and 31 is that the following conditions hold:
∙ For 휆 ∈ 퐿0⬔, 푔+(휆; 푦) = 푔−(휆; 푦) and Re(2푔(휆; 푦) − 푉 (휆; 푦)) < 0.
∙ For 휆 ∈ 퐿0⬕, 푔+(휆; 푦) = 푔−(휆; 푦) and Re(2푔(휆; 푦) − 푉 (휆; 푦)) > 0.
∙ For 휆 ∈ 퐿∞,1⬔ , 푔+(휆; 푦) = 푔−(휆; 푦) and Re(2푔(휆; 푦) − 푉 (휆; 푦)) < 0.
∙ For 휆 ∈ 퐿∞,2⬔ , 푔+(휆; 푦)+푔−(휆; 푦)−푉 (휆; 푦) = 0 (by choice of integration constant) andRe(2푔(휆; 푦)−푉 (휆; 푦)) >
0 on both left and right sides of 퐿∞,2⬔ .
∙ For 휆 ∈ 퐿∞,3⬔ , we can use (83) to deduce that
푔+(휆; 푦) − 푔−(휆; 푦) = −∮ 푅(퓁; 푦)퓁2 d퓁, 휆 ∈ 퐿∞,3⬔ , (85)
where the integration is over a counterclockwise-oriented loop surrounding 퐿∞,2⬔ . As this loop can be inter-
preted as one of the homology cycles (픞, 픟) on the Riemann surface of the equation 휇2 = 휆−4푃 (휆; 푦, 퐶(푦)), by
the Boutroux conditions (39) we therefore have 푔+(휆; 푦)−푔−(휆; 푦) = i퐾1 where퐾1 ∈ ℝ is a real constant (inde-
pendent of 휆 ∈ 퐿∞,3⬔ , but depending on 푦 ∈ 퐸R). Also for 휆 ∈ 퐿∞,3⬔ we haveRe(푔+(휆; 푦)+푔−(휆; 푦)−푉 (휆; 푦)) <
0.
∙ For 휆 ∈ 퐿∞,1⬕ , 푔+(휆; 푦) = 푔−(휆; 푦) and Re(2푔(휆; 푦) − 푉 (휆; 푦)) > 0.
∙ For 휆 ∈ 퐿∞,2⬕ , since 푔+(휆; 푦) + 푔−(휆; 푦) − 푉 (휆; 푦) = 0 holds on 퐿∞,2⬔ , integration of (83) along 퐿∞,3⬔ gives
푔+(휆; 푦) + 푔−(휆; 푦) − 푉 (휆; 푦) = 2∫퐿∞,3⬔
푅(퓁; 푦)
퓁2
d퓁. (86)
The right-hand side can also be identified with a cycle integral on the Riemann surface, so by the Boutroux
conditions (39) we deduce that 푔+(휆; 푦) + 푔−(휆; 푦) − 푉 (휆; 푦) = i퐾2 holds on 퐿∞,2⬕ , where 퐾2 = 퐾2(푦) ∈ ℝ is
a real constant. Also Re(2푔(휆; 푦) − 푉 (휆; 푦)) < 0 holds on either side of the arc 퐿∞,2⬕ .
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4.3. Szegő function. The Szegő function is a kind of lower-order correction to the 푔-function. Its dual purpose is to re-
move theweak 휆-dependence from the jumpmatrices onΣout(푦) for퐌푛(휆; 푦,푤,푚) defined in (33) while simultaneously
repairing the singularity at the origin captured by the condition that 퐌푛(휆; 푦,푤,푚)휆−(푚+1∕2)휎3⬕ must be well-defined
at 휆 = 0. We write the scalar Szegő function 푆(휆; 푦, 푚) in the form of an exponential: 푆(휆; 푦, 푚) = e퐿(휆;푦,푚) where
퐿(휆; 푦, 푚) is bounded except near the origin and is analytic for 휆 ∈ ℂ ⧵ (Σout(푦) ∪ 퐿0⬕). The Szegő function is thenused to define a new unknown 퐍푛(휆; 푦,푤,푚), by the formula
퐍푛(휆; 푦,푤,푚) ∶= 푆(∞; 푦, 푚)−휎3퐌푛(휆; 푦,푤,푚)푆(휆; 푦, 푚)휎3 = e−퐿(∞;푦,푚)휎3퐌푛(휆; 푦,푤,푚)e퐿(휆;푦,푚)휎3 . (87)
To define the Szegő function, we insist that the boundary values taken by 퐿(휆; 푦, 푚) on the arcs of its jump contour
Σout(푦) ∪ 퐿0⬕ are related as follows:
∙ For 휆 ∈ 퐿0⬕, 퐿+(휆; 푦, 푚) − 퐿−(휆; 푦, 푚) = −2휋i(푚 + 12 ).
∙ For 휆 ∈ 퐿∞,2⬔ , 퐿+(휆; 푦, 푚) + 퐿−(휆; 푦, 푚) = 12 ln(2휋) − log(Γ( 12 − 푚)) − (푚 + 1)log⬕(휆) − 12 i휋.
∙ For 휆 ∈ 퐿∞,2⬕ , 퐿+(휆; 푦, 푚) + 퐿−(휆; 푦, 푚) = −(푚 + 1)⟨log⬕(휆)⟩ + 12 i휋 + 훾(푦, 푚).
Here log(Γ( 12 − 푚)) is an arbitrary value of the (generally complex) logarithm, we recall that log⬕(휆) ∶= ln |휆| +
iarg⬕(휆), and ⟨log⬕(휆)⟩ refers to the average of the two boundary values of log⬕(휆) taken on 퐿∞,2⬕ . Also, 훾(푦, 푚) is aconstant to be determined so that 퐿(휆; 푦, 푚) tends to a well-defined limit 퐿(∞; 푦, 푚) as 휆 → ∞. Writing 퐿(휆; 푦, 푚) =
푅(휆; 푦)푘(휆; 푦, 푚) and solving for 푘 using the Plemelj formula we obtain
푘(휆; 푦, 푚) = −(푚 + 12 )∫퐿0⬕
d퓁
푅(퓁; 푦)(퓁 − 휆)
+ 1
2휋i ∫퐿∞,2⬔
1
2 ln(2휋) − log(Γ(
1
2 − 푚)) − (푚 + 1)log⬕(퓁) −
1
2 i휋
푅+(퓁; 푦)(퓁 − 휆)
d퓁
+ 1
2휋i ∫퐿∞,2⬕
−(푚 + 1)⟨log⬕(퓁)⟩ + 12 i휋 + 훾(푦, 푚)
푅+(퓁; 푦)(퓁 − 휆)
d퓁. (88)
Since푅(휆; 푦) = (휆2) as 휆→ ∞, we need 푘(휆; 푦, 푚) = (휆−2) in the same limit, which gives the condition determining
훾(푦, 푚):
0 = −(푚 + 12 )∫퐿0⬕
d퓁
푅(퓁; 푦)
+ 1
2휋i ∫퐿∞,2⬔
1
2 ln(2휋) − log(Γ(
1
2 − 푚)) − (푚 + 1)log⬕(퓁) −
1
2 i휋
푅+(퓁; 푦)
d퓁
+ 1
2휋i ∫퐿∞,2⬕
−(푚 + 1)⟨log⬕(퓁)⟩ + 12 i휋 + 훾(푦, 푚)
푅+(퓁; 푦)
d퓁. (89)
Note that the coefficient of 훾(푦, 푚) is necessarily nonzero as a complete elliptic integral of the first kind. We note also
the identity
∫퐿∞,2⬔
d퓁
푅+(퓁; 푦)
= −∫퐿∞,2⬕
d퓁
푅+(퓁; 푦)
, (90)
from which it follows that
훾(푦, 푚) = 12 ln(2휋) − log(Γ(
1
2 − 푚)) − i휋 + 훾̃(푦, 푚) (91)
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where
훾̃(푦, 푚) ∶=
(
∫퐿∞,2⬕
d휆
푅+(휆; 푦)
)−1 [
2휋i(푚 + 12 )∫퐿0⬕
d휆
푅(휆; 푦)
+ (푚 + 1)
(
∫퐿∞,2⬔
log⬕(휆) d휆
푅+(휆; 푦)
+ ∫퐿∞,2⬕
⟨log⬕(휆)⟩ d휆
푅+(휆; 푦)
)]
. (92)
Since 푘(휆; 푦, 푚) exhibits negative one-half power singularities at each of the four roots of 푃 (휆; 푦, 퐶(푦)), 퐿(휆; 푦, 푚) is
bounded near these points. Near the origin, we have퐿(휆; 푦, 푚) = −(푚+ 12 )log⬕(휆)+(1), and therefore퐍푛(휆; 푦,푤,푚)is bounded near 휆 = 0.
The jump conditions satisfied by 퐍푛(휆; 푦,푤,푚) on the arcs of 퐿 when 푦 ∈ 퐸R ⧵ℝ are then as follows:
퐍푛+(휆; 푦,푤,푚) = 퐍푛−(휆; 푦,푤,푚)
⎡⎢⎢⎢⎣
1
√
2휋휆−(푚+1)⬕ e
−2퐿(휆;푦,푚)ei푤휑(휆)
Γ( 12 − 푚)
e푛(2푔(휆;푦)−푉 (휆;푦))
0 1
⎤⎥⎥⎥⎦ , 휆 ∈ 퐿
∞,1
⬔ . (93)
퐍푛+(휆; 푦,푤,푚) =
퐍푛−(휆; 푦,푤,푚)
⎡⎢⎢⎢⎣
e−i푛퐾1(푦)
√
2휋휆−(푚+1)⬕ e
−2퐿(휆;푦,푚)ei푤휑(휆)
Γ( 12 − 푚)
e푛(푔+(휆;푦)+푔−(휆;푦)−푉 (휆;푦))
0 ei푛퐾1(푦)
⎤⎥⎥⎥⎦ , 휆 ∈ 퐿
∞,3
⬔ . (94)
퐍푛+(휆; 푦,푤,푚) =
퐍푛−(휆; 푦,푤,푚)
⎡⎢⎢⎢⎣
1 0√
2휋(휆(푚+1)∕2⬕ )+(휆
(푚+1)∕2
⬕ )−e
2퐿(휆;푦,푚)e−i푤휑(휆)
Γ( 12 + 푚)
e−푛(2푔(휆;푦)−푉 (휆;푦)) 1
⎤⎥⎥⎥⎦ , 휆 ∈ 퐿
∞,1
⬕ . (95)
퐍푛+(휆; 푦,푤,푚) = 퐍푛−(휆; 푦,푤,푚)
⎡⎢⎢⎢⎣
1 −
√
2휋휆−(푚+1)⬕ e
−2퐿(휆;푦,푚)ei푤휑(휆)
Γ( 12 − 푚)
e푛(2푔(휆;푦)−푉 (휆;푦))
0 1
⎤⎥⎥⎥⎦ , 휆 ∈ 퐿
0
⬔. (96)
퐍푛+(휆; 푦,푤,푚) =
퐍푛−(휆; 푦,푤,푚)
⎡⎢⎢⎢⎣
1 0√
2휋(휆(푚+1)∕2⬕ )+(휆
(푚+1)∕2
⬕ )−e
퐿+(휆;푦,푚)+퐿−(휆;푦,푚)e−i푤휑(휆)
Γ( 12 + 푚)
e−푛(2푔(휆;푦)−푉 (휆;푦)) 1
⎤⎥⎥⎥⎦ ,
휆 ∈ 퐿0⬕. (97)
퐍푛+(휆; 푦,푤,푚)
⎡⎢⎢⎢⎣
1 0
−
Γ( 12 − 푚)e
2퐿+(휆;푦,푚)e−i푤휑(휆)√
2휋휆−(푚+1)⬕
e−푛(2푔+(휆;푦)−푉 (휆;푦)) 1
⎤⎥⎥⎥⎦ =
퐍푛−(휆; 푦,푤,푚)
⎡⎢⎢⎢⎣
1 0
Γ( 12 − 푚)e
2퐿−(휆;푦,푚)e−i푤휑(휆)√
2휋휆−(푚+1)⬕
e−푛(2푔−(휆;푦)−푉 (휆;푦)) 1
⎤⎥⎥⎥⎦ i휎1e
−i푤휑(휆)휎3 , 휆 ∈ 퐿∞,2⬔ . (98)
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퐍푛+(휆; 푦,푤,푚)
⎡⎢⎢⎢⎣
1 −ei휋(푚+1)
Γ( 12 + 푚)e
−2퐿+(휆;푦,푚)ei푤휑(휆)√
2휋(휆푚+1⬕ )+
e푛(2푔+(휆;푦)−푉 (휆;푦))
0 1
⎤⎥⎥⎥⎦ =
퐍푛−(휆; 푦,푤,푚)
⎡⎢⎢⎢⎣
1 e−i휋(푚+1)
Γ( 12 + 푚)e
−2퐿−(휆;푦,푚)ei푤휑(휆)√
2휋(휆푚+1⬕ )−
e푛(2푔−(휆;푦)−푉 (휆;푦))
0 1
⎤⎥⎥⎥⎦ i휎1e
훿(푦,푚)휎3e−i푛퐾2(푦)휎3e−i푤휑(휆)휎3 ,
휆 ∈ 퐿∞,2⬕ , (99)
where
e훿(푦,푚) ∶= −2 cos(휋푚)e훾̃(푦,푚), (100)
in which the product Γ( 12 − 푚)Γ( 12 + 푚) has been eliminated using [18, Eq. 5.5.3].
Remark 3. Referring to (100), it is the fact that e훿(푦,푚) = 0 and hence 훿(푦, 푚) is undefined when 푚 ∈ ℤ + 12 that
excludes the latter values from consideration in this section and hence in the statements of Theorem 2, Corollary 2,
and Theorem 3.
4.4. Steepest descent. Outer model problem and its solution.
4.4.1. Steepest descent and the derivation of the outer model Riemann-Hilbert problem. For the steepest descent step,
we take advantage of the factorization of the jump matrix evidenced in the formulæ (98) and (99). Let Λ±⬔ denote
lens-shaped domains immediately to the left (+) and right (−) of 퐿∞,2⬔ . Define
퐎푛(휆; 푦,푤,푚) ∶= 퐍푛(휆; 푦,푤,푚)
⎡⎢⎢⎢⎣
1 0
∓
Γ( 12 − 푚)e
2퐿(휆;푦,푚)e−i푤휑(휆)√
2휋휆−(푚+1)⬕
e−푛(2푔(휆;푦)−푉 (휆;푦)) 1
⎤⎥⎥⎥⎦ , 휆 ∈ Λ
±
⬔. (101)
Similarly, let Λ±⬕ denote lens-shaped domains immediately to the left (+) and right (−) of 퐿∞,2⬕ , and define
퐎푛(휆; 푦,푤,푚) ∶= 퐍푛(휆; 푦,푤,푚)
⎡⎢⎢⎢⎣
1 ∓e±i휋(푚+1)
Γ( 12 + 푚)e
−2퐿(휆;푦,푚)ei푤휑(휆)√
2휋휆푚+1⬕
e푛(2푔(휆;푦)−푉 (휆;푦))
0 1
⎤⎥⎥⎥⎦ , 휆 ∈ Λ
±
⬕. (102)
For all other values of 휆 for which퐍푛(휆; 푦,푤,푚) is well-defined, we simply set퐎푛(휆; 푦,푤,푚) ∶= 퐍푛(휆; 푦,푤,푚). If we
denote by 휕Λ±⬔ (resp., 휕Λ±⬕) the arc of the boundary of Λ±⬔ (resp., Λ±⬕) distinct from 퐿∞,2⬔ (resp., 퐿∞,2⬕ ), but with thesame initial and terminal endpoints, then the boundary values taken by 퐎푛(휆; 푦,푤,푚) on these arcs satisfy the jumpconditions
퐎푛+(휆; 푦,푤,푚) = 퐎푛−(휆; 푦,푤,푚)
⎡⎢⎢⎢⎣
1 0
Γ( 12 − 푚)e
2퐿(휆;푦,푚)e−i푤휑(휆)√
2휋휆−(푚+1)⬕
e−푛(2푔(휆;푦)−푉 (휆;푦)) 1
⎤⎥⎥⎥⎦ , 휆 ∈ 휕Λ
±
⬔, (103)
and
퐎푛+(휆; 푦,푤,푚) = 퐎푛−(휆; 푦,푤,푚)
⎡⎢⎢⎢⎣
1 e±i휋(푚+1)
Γ( 12 + 푚)e
−2퐿(휆;푦,푚)ei푤휑(휆)√
2휋휆푚+1⬕
e푛(2푔(휆;푦)−푉 (휆;푦))
0 1
⎤⎥⎥⎥⎦ , 휆 ∈ 휕Λ
±
⬕. (104)
The effect of the transformation from 퐍푛(휆; 푦,푤,푚) to 퐎푛(휆; 푦,푤,푚) is that the jump matrices for 퐎푛(휆; 푦,푤,푚) on
퐿∞,2⬔ and 퐿∞,2⬕ are now simply off-diagonal matrices:
퐎푛+(휆; 푦,푤,푚) = 퐎푛−(휆; 푦,푤,푚)i휎1e−i푤휑(휆)휎3 , 휆 ∈ 퐿
∞,2
⬔ , (105)
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and
퐎푛+(휆; 푦,푤,푚) = 퐎푛−(휆; 푦,푤,푚)i휎1e훿(푦,푚)휎3e−i푛퐾2(푦)휎3e−i푤휑(휆)휎3 , 휆 ∈ 퐿
∞,2
⬕ . (106)
On all remaining arcs of 퐿, the boundary values of퐎푛(휆; 푦,푤,푚) agree with those of 퐍푛(휆; 푦,푤,푚), which are relatedby the jump conditions (93)–(97). Finally, we note that 휆 ↦ 퐎푛(휆; 푦,푤,푚) is analytic for 휆 ∈ ℂ ⧵ Σ퐎, where Σ퐎 ∶=
퐿 ∪ 휕Λ±⬔ ∪ 휕Λ
±
⬕, taking continuous boundary values from each component of its domain of analyticity, and satisfies
퐎푛(휆; 푦,푤,푚)→ 핀 as 휆→ ∞.The placement of the arcs of 퐿 relative to the Stokes graph of 푦 now ensures that all jump matrices converge
exponentially fast to the identity as 푛 → +∞ with the exception of those on the arcs 퐿∞,2⬔ ∪ 퐿∞,3⬔ ∪ 퐿∞,2⬕ . Theconvergence holds uniformly on compact subsets of each open contour arc, as well as uniformly in neighborhoods
of 휆 = 0 and 휆 = ∞. Building in suitable assumptions about the behavior near the four roots of 푃 (휆; 푦, 퐶(푦)), we
postulate the following model Riemann-Hilbert problem as an asymptotic description of 퐎푛(휆; 푦,푤,푚) away fromthese four points.
Riemann-Hilbert Problem 3 (Outer model problem). Given 푛 ∈ ℤ, 푦 ∈ 퐸R ⧵ℝ, 푤 ∈ ℂ, and 푚 ∈ ℂ ⧵ (ℤ + 12 ), seek
a 2 × 2 matrix function 휆↦ 퐎̇out(휆) = 퐎̇out푛 (휆; 푦,푤,푚) with the following properties:
1. Analyticity: 휆 ↦ 퐎̇out(휆) is analytic in the domain 휆 ∈ ℂ ⧵ (퐿∞,2⬔ ∪ 퐿∞,3⬔ ∪ 퐿∞,2⬕ ). It takes continuous
boundary values on the three indicated arcs of 퐿 except at the four endpoints 휆푗(푦) at which we require that
all four matrix elements are ((휆 − 휆푗(푦))−1∕4).
2. Jump conditions: The boundary values 퐎̇out± (휆) are related on each arc of the jump contour by the following
formulæ:
퐎̇out+ (휆) = 퐎̇
out
− (휆)i휎1e
−i푤휑(휆)휎3 , 휆 ∈ 퐿∞,2⬔ , (107)
퐎̇out+ (휆) = 퐎̇
out
− (휆)e
−i푛퐾1(푦)휎3 , 휆 ∈ 퐿∞,3⬔ , (108)
and
퐎̇out+ (휆) = 퐎̇
out
− (휆)i휎1e
훿(푦,푚)휎3e−i푛퐾2(푦)휎3e−i푤휑(휆)휎3 , 휆 ∈ 퐿∞,2⬕ . (109)
3. Asymptotics: 퐎̇out(휆)→ 핀 as 휆→∞.
The jump diagram for Riemann-Hilbert Problem 3 is illustrated in Figure 32. The solution of this problem (see
Section 4.4.2 below) is called the outer parametrix.
FIGURE 32. The jump contour and jump conditions for Riemann-Hilbert Problem 3. Note that we
denote by 휆0 the vertex of the Stokes graph adjacent to∞.
4.4.2. Solution of the outer model Riemann-Hilbert problem. To solve Riemann-Hilbert Problem 3, first let 퐻(휆; 푦)
be defined by the formula
퐻(휆; 푦) ∶=
푅(휆; 푦)퐾1(푦)
2휋 ∫퐿∞,3⬔
d퓁
푅(퓁; 푦)(퓁 − 휆)
+
푅(휆; 푦)(i퐾2(푦) + 휂(푦))
2휋i ∫퐿∞,2⬕
d퓁
푅+(퓁; 푦)(퓁 − 휆)
,
휆 ∈ ℂ ⧵ (퐿∞,2⬔ ∪ 퐿
∞,3
⬔ ∪ 퐿
∞,2
⬕ ). (110)
Here, 휂(푦) is uniquely determined so that퐻(∞; 푦) is well-defined:
i퐾1(푦)∫퐿∞,3⬔
d퓁
푅(퓁; 푦)
+ (i퐾2(푦) + 휂(푦))∫퐿∞,2⬕
d퓁
푅+(퓁; 푦)
= 0. (111)
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Unlike the real-valued quantities퐾1(푦) and퐾2(푦), 휂(푦) is complex-valued, and it is well-defined because its coefficientis a complete elliptic integral, necessarily nonzero. The boundary values taken by 퐻(휆; 푦) on its jump contour are
related by the conditions
퐻+(휆; 푦) +퐻−(휆; 푦) = 0, 휆 ∈ 퐿
∞,2
⬔ , (112)
퐻+(휆; 푦) −퐻−(휆; 푦) = i퐾1(푦), 휆 ∈ 퐿
∞,3
⬔ , (113)
and
퐻+(휆; 푦) +퐻−(휆; 푦) = i퐾2(푦) + 휂(푦), 휆 ∈ 퐿
∞,2
⬕ . (114)
We also define a related function ℎ(휆; 푦) by
ℎ(휆; 푦) ∶= 1
2
휑(휆) + 푅(휆; 푦)
i푦휆
+ 휈(푦)푅(휆; 푦)
2휋i ∫퐿∞,2⬕
d퓁
푅+(퓁; 푦)(퓁 − 휆)
, 휆 ∈ ℂ ⧵ (퐿∞,2⬔ ∪ 퐿
∞,2
⬕ ) (115)
(note that ℎ(휆; 푦) is analytic at 휆 = 0 because푅(0; 푦) = 12 i푦), in which 휈(푦) is a constant determined uniquely by settingto zero the coefficient of the dominant term proportional to 휆 in the Laurent series of ℎ at 휆 = ∞, making ℎ(∞; 푦)
well-defined:
1 − 휈(푦)푦
4휋 ∫퐿∞,2⬕
d퓁
푅+(퓁; 푦)
= 0. (116)
The analogues of the conditions (112)–(114) for ℎ are
ℎ+(휆; 푦) + ℎ−(휆; 푦) = 휑(휆), 휆 ∈ 퐿
∞,2
⬔ , (117)
ℎ+(휆; 푦) − ℎ−(휆; 푦) = 0, 휆 ∈ 퐿
∞,3
⬔ , (118)
and
ℎ+(휆; 푦) + ℎ−(휆; 푦) = 휑(휆) + 휈(푦), 휆 ∈ 퐿
∞,2
⬕ . (119)
It follows that the matrix 퐏푛(휆; 푦,푤,푚) related to the solution 퐎̇out푛 (휆; 푦,푤,푚) of Riemann-Hilbert Problem 3 by
퐏푛(휆; 푦,푤,푚) ∶= e−(푛퐻(∞;푦)+i푤ℎ(∞,푦))휎3퐎̇out푛 (휆; 푦,푤,푚)e
(푛퐻(휆;푦)+i푤ℎ(휆;푦))휎3 (120)
has the same properties of analyticity, boundedness, and identity normalization at 휆 = ∞ as does 퐎̇out푛 (휆; 푦,푤,푚), butthe jump conditions for 퐏푛(휆; 푦,푤,푚) take the form
퐏푛+(휆; 푦,푤,푚) = 퐏푛−(휆; 푦,푤,푚)i휎1, 휆 ∈ 퐿
∞,2
⬔ , (121)
퐏푛+(휆; 푦,푤,푚) = 퐏푛−(휆; 푦,푤,푚), 휆 ∈ 퐿
∞,3
⬔ , (122)
and
퐏푛+(휆; 푦,푤,푚) = 퐏푛−(휆; 푦,푤,푚)i휎1e(훿(푦,푚)+i푤휈(푦))휎3e푛휂(푦)휎3 , 휆 ∈ 퐿
∞,2
⬕ . (123)
The jump condition (122) together with the continuity of the boundary values taken by 퐏푛(휆; 푦, 푚) on 퐿∞,3⬔ from both
sides indicates that the domain of analyticity of 퐏푛(휆; 푦,푤,푚) is precisely the “two-cut” contour Σout(푦) = 퐿∞,2⬔ ∪퐿∞,2⬕ .
Let 픞 denote a counterclockwise-oriented loop surrounding the cut 퐿∞,2⬔ , and define the Abel mapping 퐴(휆; 푦) by
퐴(휆; 푦) ∶= 2휋i
[
∮픞
d퓁
푅(퓁; 푦)
]−1
∫
휆
휆0(푦)
d퓁
푅(퓁; 푦)
, 휆 ∈ ℂ ⧵ (퐿∞,2⬔ ∪ 퐿
∞,3
⬔ ∪ 퐿
∞,2
⬕ ), (124)
where 휆0(푦) is the vertex adjacent to∞ on the Stokes graph of 푦 (hence the initial endpoint of 퐿∞,2⬔ ). Note that 퐴(휆; 푦)is well-defined because 1∕푅(휆; 푦) is integrable at 휆 = ∞. The integral over the corresponding 픟-cycle (in the canonical
homology basis determined from 픞) of the 픞-normalized holomorphic differential that is the integrand of 퐴(휆; 푦) is
then given by
퐵(푦) ∶= −4휋i
[
∮픞
d퓁
푅(퓁; 푦)
]−1
∫퐿∞,3⬔
d퓁
푅(퓁; 푦)
. (125)
Since
∮픞
d퓁
푅(퓁; 푦)
= −2∫퐿∞,2⬔
d퓁
푅+(퓁; 푦)
= 2∫퐿∞,2⬕
d퓁
푅+(퓁; 푦)
, (126)
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with the second equality following from (90), we can use (111) to write 휂(푦) in the form
휂(푦) = −i퐾2(푦) + i퐾1(푦)
퐵(푦)
2휋i
. (127)
It is a general fact [13] thatRe(퐵(푦)) < 0, which implies that thereforeRe(휂(푦)) ≠ 0 unless퐾1(푦) = 0. More concretely,by comparing with the Stokes graphs illustrated in Figure 27, it is easy to see that for 푦 > 0 in the domain 퐸, 퐵(푦) is
real and strictly negative. The Abel mapping satisfies the following jump conditions:
퐴+(휆; 푦) + 퐴−(휆; 푦) = 0, 휆 ∈ 퐿
∞,2
⬔ , (128)
퐴+(휆; 푦) − 퐴−(휆; 푦) = −2휋i, 휆 ∈ 퐿
∞,3
⬔ , (129)
and
퐴+(휆; 푦) + 퐴−(휆; 푦) = −퐵(푦), 휆 ∈ 퐿
∞,2
⬕ . (130)
We now recall the Riemann theta function Θ(푧, 퐵) defined by the series
Θ(푧, 퐵) ∶=
∑
푘∈ℤ
e푘푧+
1
2퐵푘
2
, 푧 ∈ ℂ, Re(퐵) < 0. (131)
In the notation of [18, §20], Θ(푧, 퐵) = 휃3(푤|휏) where 푧 = 2i푤 and 퐵 = 2휋i휏 (i.e., in the currently relevant genus-1setting the Riemann theta function basically coincides with one of the Jacobi theta functions). For each 퐵 in the left
half-plane, Θ(푧, 퐵) is an entire function of 푧 with the automorphic properties
Θ(−푧, 퐵) = Θ(푧, 퐵), Θ(푧 + 2휋i, 퐵) = Θ(푧, 퐵), and Θ(푧 ± 퐵,퐵) = e−
1
2퐵e∓푧Θ(푧, 퐵). (132)
The function Θ(푧, 퐵) has simple zeros only, at each of the lattice points 푧 = (푗 + 12 )2휋i + (푘+ 12 )퐵, (푗, 푘) ∈ ℤ2. Given
a point 휅 ∈ ℂ ⧵ (퐿∞,2⬔ ∪ 퐿∞,3⬔ ∪ 퐿∞,2⬕ ) and a complex number 푠, consider the meromorphic functions defined by
푞±(휆; 휅, 푠, 푦) ∶=
Θ(퐴(휆; 푦) ± 퐴(휅; 푦) ± i휋 ± 12퐵(푦) − 푠, 퐵(푦))
Θ(퐴(휆; 푦) ± 퐴(휅; 푦) ± i휋 ± 12퐵(푦), 퐵(푦))
, 휆 ∈ ℂ ⧵ (퐿∞,2⬔ ∪ 퐿
∞,3
⬔ ∪ 퐿
∞,2
⬕ ). (133)
In fact, 푞+(휆; 휅, 푠, 푦) is analytic for 휆 in its domain of definition, but 푞−(휆; 휅, 푠, 푦) has a simple pole at 휆 = 휅 as its only
singularity (unless 푠 is an integer linear combination of 2휋i and 퐵(푦) in which case the singularity is cancelled and
푞−(휆; 휅, 푠, 푦) is analytic as well). Consider the matrix function
퐐(휆; 휅, 푠, 푦) ∶=
[
푞+(휆; 휅, 푠, 푦) −i푞−(휆; 휅,−푠, 푦)
i푞−(휆; 휅, 푠, 푦) 푞+(휆; 휅,−푠, 푦)
]
. (134)
Then from the jump conditions (128)–(130) and the automorphic properties (132), it is easy to check that 퐐(휆; 휅, 푠, 푦)
satisfies the jump conditions:
퐐+(휆; 휅, 푠, 푦) = 퐐−(휆; 휅, 푠, 푦)
[
0 −i
i 0
]
, 휆 ∈ 퐿∞,2⬔ , (135)
퐐+(휆; 휅, 푠, 푦) = 퐐−(휆; 휅, 푠, 푦), 휆 ∈ 퐿
∞,3
⬔ , (136)
and
퐐+(휆; 휅, 푠, 푦) = 퐐−(휆; 휅, 푠, 푦)
[
0 −ie푠
ie−푠 0
]
, 휆 ∈ 퐿∞,2⬕ . (137)
To construct 퐏푛(휆; 푦,푤,푚) from 퐐, we need to remove the pole from the off-diagonal elements of 퐐 while slightlymodifying the jump conditions on Σout(푦). To this end, we observe that we have the freedom to introduce mild singu-
larities into 퐏푛(휆; 푦,푤,푚) at the four roots of 푃 (⋅; 푦, 퐶(푦)), here denoted 휆0(푦) (adjacent to ∞ in the Stokes graph of
푦), 휆1(푦) (adjacent to 휆0(푦) in the Stokes graph), 휆0(푦)−1, and 휆1(푦)−1. Let 휙(휆; 푦) denote the unique function analyticfor 휆 ∈ Σout(푦) with 휙(휆; 푦)→ 1 as 휆→∞ that satisfies
휙(휆; 푦)4 =
(휆 − 휆0(푦))(휆 − 휆1(푦)−1)
(휆 − 휆1(푦))(휆 − 휆0(푦)−1)
. (138)
Then set
푓D(휆; 푦) ∶= 1
2
(휙(휆; 푦) + 휙(휆; 푦)−1), 푓OD(휆; 푦) ∶= 1
2i
(휙(휆; 푦) − 휙(휆; 푦)−1), 휆 ∈ ℂ ⧵ Σout(푦). (139)
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It is easy to see that on both arcs of Σout(푦), the jump condition 휙+(휆; 푦) = −i휙−(휆; 푦) holds. This implies the corre-sponding jump conditions
푓D+ (휆; 푦) = 푓
OD
− (휆; 푦), 푓
OD
+ (휆; 푦) = −푓
D
− (휆; 푦), 휆 ∈ Σ
out(푦). (140)
The functions 휆↦ 푓D(휆; 푦) and 휆↦ 푓OD(휆; 푦) are analytic in their domain of definition, and they are bounded except
near the four roots of 푃 (휆; 푦, 퐶(푦)), where they exhibit negative one-fourth root singularities. Also,
푓D(휆; 푦) = 1 + (휆−2) and 푓OD(휆; 푦) = 1
4
i(휆0(푦) + 휆1(푦)−1 − 휆1(푦) − 휆0(푦)−1)휆−1 + (휆−2), 휆→∞. (141)
Observe that
푓D(휆; 푦)푓OD(휆; 푦) = 1
4i휙(휆; 푦)2
(휙(휆; 푦)4 − 1)
=
(휆 − 휆0(푦))(휆 − 휆1(푦)−1) − (휆 − 휆1(푦))(휆 − 휆0(푦)−1)
4i휙(휆; 푦)2(휆 − 휆1(푦))(휆 − 휆0(푦)−1)
=
(휆1(푦) + 휆0(푦)−1 − 휆0(푦) − 휆1(푦)−1)(휆 − 휅(푦))
4i휙(휆; 푦)2(휆 − 휆1(푦))(휆 − 휆0(푦)−1),
(142)
where
휅(푦) ∶=
휆1(푦)휆0(푦)−1 − 휆0(푦)휆1(푦)−1
휆1(푦) + 휆0(푦)−1 − 휆0(푦) − 휆1(푦)−1
=
휆0(푦) + 휆1(푦)
1 + 휆0(푦)휆1(푦)
. (143)
Therefore the product 푓D(휆; 푦)푓OD(휆; 푦) has precisely one simple zero in its domain of definition, namely 휆 = 휅(푦), and
this value is either a zero of 푓D(휆; 푦) or 푓OD(휆; 푦) but not both. In the case that 푦 > 0, the roots of 푃 (휆; 푦, 퐶(푦)) lie on
the imaginary axis with 1 < |휆1(푦)| < |휆0(푦)|. It is easy to check that휙(휆; 푦) is positive on the imaginary axis excludingthe jump contour Σout(푦), which also implies that 푓D(휆; 푦) > 0 for such 휆. The inequality 1 < |휆1(푦)| < |휆0(푦)| impliesthat 휅(푦) is negative imaginary, and that |휅(푦)| > |휆1(푦)−1|. Thus 휅(푦) lies below both intervals of the jump contour
Σout(푦) on the imaginary axis, and hence 푓D(휅(푦); 푦) > 0. It therefore follows that for 푦 > 0, 휅(푦) is a zero of 푓OD(휆; 푦).
This will remain so as 푦 varies in 퐸R so long as 휅(푦) does not pass through either arc of Σout(푦). We proceed underthe assumption that 휆 = 휅(푦) is a simple zero of 푓OD(휆; 푦), and indicate below how the procedure should be modified
if 휅(푦) should ever intersect Σout(푦), a possibility which is difficult to rule out analytically, although we have never
observed it numerically.
We may obtain 퐏푛(휆; 푦,푤,푚) from 퐐(휆;휇(푦), 푠, 푦) by multiplying the diagonal elements by 푓D(휆; 푦) and the off-diagonal elements by ±푓OD(휆; 푦), and by normalizing the result via left-multiplication by a constant matrix:
퐏푛(휆; 푦,푤,푚) ∶=
[
푄11(∞; 휅(푦), 푠, 푦)−1 0
0 푄22(∞; 휅(푦), 푠, 푦)−1
]
⋅
[
푓D(휆; 푦)푄11(휆; 휅(푦), 푠, 푦) 푓OD(휆; 푦)푄12(휆; 휅(푦), 푠, 푦)
−푓OD(휆; 푦)푄21(휆; 휅(푦), 푠, 푦) 푓D(휆; 푦)푄22(휆; 휅(푦), 푠, 푦)
]
. (144)
Combining (135)–(137) with (140) shows that 퐏푛(휆; 푦,푤,푚) satisfies the prescribed jump conditions (121)–(123) pro-vided that the free parameter 푠 is given the value
푠 = 푠푛(푦,푤,푚) ∶= −훿(푦, 푚) − i푤휈(푦) − 푛휂(푦). (145)
Since the zero 휆 = 휅(푦) of 푓OD(휆; 푦) cancels the simple pole of푄12(휆; 휅(푦), 푠, 푦) and푄21(휆; 휅(푦), 푠, 푦), the singularityis removable and hence 퐏푛(휆; 푦,푤,푚) is indeed analytic for 휆 ∈ ℂ ⧵Σout(푦) with negative one-fourth root singularitiesat the roots of 푃 (휆; 푦, 퐶(푦)). Finally, the constant matrix pre-factor ensures the asymptotic normalization condition
that 퐏푛(∞; 푦,푤,푚) = 핀. Now that 퐏푛(휆; 푦,푤,푚) has been determined, we recover 퐎̇out푛 (휆; 푦,푤,푚) using (110), (120),(125), and (127).
Finally we indicate what changes if 휅(푦) passes through an arc of Σout(푦) as 푦 varies in 퐸R. It is easy to see thateach time 휅(푦) crosses an arc of Σout(푦) transversely, the simple zero at 휆 = 휅(푦) is exchanged between the functions
푓D(휆; 푦) and 푓OD(휆; 푦). To account for this correctly, one should define the value of 퐴(휅(푦); 푦) appearing in (133) by
analytic continuation of the Abel mapping 퐴(휆; 푦) through the cuts, which has the effect of transferring the simple pole
at 휆 = 휅(푦) between the function 푞+(휆; 휅(푦), 푠, 푦) and 푞−(휆; 휅(푦), 푠, 푦) and hence between the off-diagonal and diagonal
elements of 퐐(휆; 휅(푦), 푠, 푦). With this interpretation of 퐴(휅(푦); 푦) the formula (144) remains analytic in its domain of
definition and yields the solution of Riemann-Hilbert Problem 3 through (120).
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4.4.3. Properties of the solution of the outer model Riemann-Hilbert problem. The constant pre-factor in (144) also
introduces singularities in the parameter space. In other words, 퐏푛(휆; 푦,푤,푚) and hence also 퐎̇out푛 (휆; 푦,푤,푚) willexist if and only if 푄11(∞; 휅(푦), 푠푛(푦,푤,푚), 푦)푄22(∞; 휅(푦), 푠푛(푦,푤,푚), 푦) ≠ 0. This is equivalent to the condition
Θ(퐴(∞; 푦)+퐴(휅(푦); 푦)+ i휋+ 12퐵(푦)−푠푛(푦,푤,푚), 퐵(푦))Θ(퐴(∞; 푦)+퐴(휅(푦); 푦)+ i휋+
1
2퐵(푦)+푠푛(푦,푤,푚), 퐵(푦)) ≠ 0.In other words, we see that Riemann-Hilbert Problem 3 has a unique solution provided that the parameters do not
satisfy either (distinguished by a sign ±) of the following conditions
No solution of Riemann-Hilbert Problem 3:
퐴(∞; 푦) + 퐴(휅(푦); 푦) ± (훿(푦, 푚) + i푤휈(푦) + 푛휂(푦)) ∈ 2휋iℤ + 퐵(푦)ℤ. (146)
Lemma 1. For each 푦 ∈ 퐸R, the condition (146) is independent of the choice of sign (±).
Proof. Fix 푦 ∈ 퐸R. It is sufficient to show that 2퐴(∞; 푦)+2퐴(휅(푦); 푦) ∈ 2휋iℤ+퐵(푦)ℤ. Let Γ denote the hyperellipticRiemann surface associated with the equation 휏2 = 푃 (휆; 푦, 퐶(푦)), which we model as two copies (“sheets”) of the
complex 휆-plane identified along the two cuts making up Σout(푦). Selecting one sheet on which 퐴(휆; 푦) is defined
as in (124), we may extend the definition to the universal covering of Γ by analytic continuation through the cuts or
through 퐿∞,3⬔ . Then by taking the quotient of the continuation by the lattice of integer periods Λ ∶= 2휋iℤ + 퐵(푦)ℤ,we arrive at a well-defined function on Γ taking values in the corresponding Jacobian variety Jac(Γ) ∶= ℂ∕Λ, the
Abel map of Γ denoted (푄), 푄 ∈ Γ. Labeling the points 휆 on the original sheet of definition of 퐴(휆; 푦) as 푄+(휆),
and their corresponding hyperelliptic involutes on the second sheet as 푄−(휆), we observe that for any 휆 not one of the
four branch points of Γ, the equalities 퐴(휆; 푦) = (푄+(휆)) = −(푄−(휆))) hold on Jac(Γ) because the base point of
the integral in (124) was chosen as a branch point. We may also take 휆 = ∞ in the above relations, and hence we
have 2퐴(∞; 푦) + 2퐴(휅(푦); 푦) = (푄+(∞)) + (푄+(휅(푦))) − (푄−(∞)) − (푄−(휅(푦))), which is usually written
as (풟 ) for 풟 ∶= 푄+(∞) + 푄+(휅(푦)) − 푄−(∞) − 푄−(휅(푦)) when the action of  is extended to divisors 풟 as
formal sums of points with integer coefficients. Therefore, 2퐴(∞; 푦) + 2퐴(휅(푦); 푦) ∈ 2휋iℤ + 퐵(푦)ℤ is equivalent
to the condition that (풟 ) = 0 in Jac(Γ) for the indicated divisor 풟 . According to the Abel-Jacobi theorem, to
establish this condition it suffices to construct a nonzero meromorphic function on Γ with simple poles at 푄−(∞) and
푄−(휅(푦)) and simple zeros at the hyperelliptic involutes 푄+(∞) and 푄+(휅(푦)), with no other zeros or poles. The
existence of such a function must take advantage of the formula (143), because the Riemann-Roch theorem asserts that
the dimension of the linear space of meromorphic functions on the genus 푔 = 1 Riemann surface Γ with divisor of the
form풟 = 푄+(∞)+푄+(휁 )−푄−(∞)−푄−(휁 ) is deg(풟 )−푔+1 = 0−1+1 = 0 unless the divisor is special, implying
that 휁 is non-generic.
In order to construct the required function, let 휏(푄±(휆)) ∶= ±푅(휆; 푦) define 휏 properly as a function on Γ, and
consider the function 푓 ∶ Γ→ ℂ given by
푓 (푄) ∶= 휆(푄)
2 + 푎휆(푄) + 푏 + 푐휏(푄)
휆(푄) − 휁
(147)
for constants 푎, 푏, 푐, and 휁 . The only possible singularities of this function are the two points on Γ over 휆 = ∞ and the
two points over 휆 = 휁 . Recall the roots of 푃 (휆; 푦, 퐶(푦)): 휆푗 = 휆푗(푦), 푗 = 0, 1, and their reciprocals. As 푄 → 푄±(∞),
we have 휏(푄) = ± 12 i푦(휆(푄)2 − 12 (휆0 + 휆1 + 휆−10 + 휆−11 )휆(푄) +푂(1)), so to ensure that 푓 (푄+(∞)) = 0 we must choose
푐 ∶= 2i
푦
and 푎 ∶= −1
2
(
휆0 + 휆1 + 휆−10 + 휆
−1
1
)
. (148)
With the above choice of 푐 it is also clear that 푓 (푄) = 2휆(푄) + 푂(1) as 푄 → 푄−(∞), so 푓 has a simple pole at
푄 = 푄−(∞). Given these choices and the divisor parameter 휁 ∈ ℂ, upon taking a generic value of 푏, 푓 (푄) will have
simple poles at both푄 = 푄+(휁 ) and푄 = 푄−(휁 ). We may obviously choose 푏 uniquely such that 푓 (푄) is holomorphic
at 푄 = 푄+(휁 ):
푏 ∶= −휁2 − 푎휁 − 푐휏(푄+(휁 )) = −휁2 + 1
2
(
휆0 + 휆1 + 휆−10 + 휆
−1
1
)
휁 − 2i
푦
푅(휁 ; 푦). (149)
With 푎, 푏, 푐 determined for arbitrary fixed 휁 , there is no additional parameter available in the form (147) to ensure that
푓 (푄+(휁 )) = 0, a fact that is consistent with the Riemann-Roch argument given above.
Sowe take the point of view that 휁 should be viewed as the additional parameter needed to guarantee that 푓 (푄+(휁 )) =
0. Indeed, for this to be the case, the derivative with respect to 휆 of the numerator in (147) should vanish at푄 = 푄+(휁 );
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we therefore require:
2휁 − 1
2
(
휆0 + 휆1 + 휆−10 + 휆
−1
1
)
= −2i
푦
d휏
d휆
(푄+(휁 )) = −2i
푦
d푅
d휆
(휁 ; 푦). (150)
By implicit differentiation,
d푅
d휆
(휆; 푦) = − 푦
2
8푅(휆; 푦)
(
(휆 − 휆0)(휆 − 휆1)(휆 − 휆−10 ) + (휆 − 휆0)(휆 − 휆1)(휆 − 휆
−1
1 )
+ (휆 − 휆0)(휆 − 휆−10 )(휆 − 휆
−1
1 ) + (휆 − 휆1)(휆 − 휆
−1
0 )(휆 − 휆
−1
1 )
)
. (151)
Substituting (151) into (150) and squaring both sides yields a cubic equation for 휁 with solutions:
휁 = 휅(푦), 휁 = 휅(푦)−1, and 휁 = 0, (152)
where 휅(푦) is given by (143). These are precisely the three values of 휁 ∈ ℂ for which the divisor풟 = 푄+(∞)+푄+(휁 )−
푄−(∞) − 푄−(휁 ) is special in the setting of the Riemann-Roch theorem. Selecting the desired solution 휁 = 휅(푦), it
remains only to confirm that (150) holdswithout squaring both sides. But, since−2푎 is the sum of roots of푃 (휆; 푦, 퐶(푦)),
from (19) we can also write 푎 = −i푦−1, and then since when 푦 > 0 we know that the branch cuts of 푅(휆; 푦) lie on
opposite halves of the imaginary axis and 휅(푦) lies on the imaginary axis below both cuts, it follows that both sides
of (150) are negative imaginary for 휁 = 휅(푦) and 푦 > 0. The persistence of (150) for 휁 = 휅(푦) as 푦 varies within 퐸Rfollows by analytic continuation, with the re-definition of퐴(휅(푦); 푦) as described in the last paragraph of Section 4.4.2,
should 휅(푦) pass through Σout(푦) as both move in the complex 휆-plane. 
Remark 4. Numerical calculations allow us to find the exact lattice point corresponding to the sum of Abel maps
appearing in the proof: 2퐴(∞; 푦) + 2퐴(휅(푦); 푦) = −퐵(푦) holds as an identity on 푦 ∈ 퐸R. In a similar way, one can
also prove the identity 2퐴(0; 푦) − 2퐴(휅(푦); 푦) = 2휋i.
The parameter values excluded by the (equivalent) conditions (146) are said to form the Malgrange divisor for
Riemann-Hilbert Problem 3. We have the following result.
Lemma 2. Riemann-Hilbert Problem 3 has a unique solution with unit determinant provided that 푛 = 0, 1, 2, 3,… ,
푚 ∈ ℂ ⧵ (ℤ + 12 ), 푦 ∈ 퐸R, and 푤 ∈ ℂ do not lie in the Malgrange divisor (146). Moreover, for fixed 푚 ∈ ℂ ⧵ (ℤ + 12 )
and 휖 > 0 arbitrarily small, 퐎̇out푛 (휆; 푦,푤,푚) is uniformly bounded on the set of (휆, 푛, 푦, 푤) satisfying |푤| ≤ 퐾 for some
퐾 > 0 and the conditions
dist(휆, {휆0(푦), 휆1(푦), 휆0(푦)−1, 휆1(푦)−1}) ≥ 휖, (153)
dist(퐴(∞; 푦) + 퐴(휅(푦); 푦) ± (훿(푦, 푚) + i푤휈(푦) + 푛휂(푦)), 2휋iℤ + 퐵(푦)ℤ) ≥ 휖, and dist(푦, 휕(퐸R)) ≥ 휖. (154)
Note that for fixed 푛 and 푤 = 0, the two conditions in (154) bound 푦 within 퐸R by a distance 휖 from the boundaryand also bound 푦 away from the points of the Malgrange divisor by a distance proportional to 휖푛 , that is, an arbitrarilysmall fixed fraction of the spacing between the points of the divisor.
Proof. The uniqueness and unimodularity of the solution given existence are standard results. It remains to show the
boundedness under the conditions |푤| ≤ 퐾 , (153), and (154), which is not obvious because the solution formula
for 퐎̇(푛),out(휆; 푦,푤,푚) contains exponential factors and theta-function factors that grow exponentially with 푛, which is
allowed to grow without bound. However, the conditions of Riemann-Hilbert Problem 3 only involve 푛 in the form of
exponential factors e±i푛퐾푗 (푦), 푗 = 1, 2, which have unit modulus for all 푛 because퐾푗(푦) ∈ ℝ by the Boutroux conditions(39). The parameter space for Riemann-Hilbert Problem 3 is therefore a subset of a compact set even though 푛 can
become unbounded. This fact leads to the claimed uniform boundedness. See [7, Proposition 8] for a similar argument
with full details. 
4.4.4. Defining the approximation 푢̇푛(푦,푤;푚). Reversing the substitutions 퐘푛 ↦ 퐌푛 ↦ 퐍푛 ↦ 퐎푛 and using (15)shows that the rational solution 푢 = 푢푛(푥;푚) of the Painlevé-III equation (1) can be expressed for 푦 ∈ 퐸R and 푥 = 푛푦+푤in terms of 퐎푛(휆; 푦,푤,푚) in the form
푢푛(푛푦 +푤;푚) =
−i푌∞1,12(푛푦 +푤,푚)
푌 00,11(푛푦 +푤,푚)푌
0
0,12(푛푦 +푤,푚)
=
−i푂∞푛,1,12(푦,푤,푚)
푂0푛,0,11(푦,푤,푚)푂
0
푛,0,12(푦,푤,푚)
. (155)
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where 퐎0푛,0(푦,푤,푚) = 퐎푛(0; 푦,푤,푚) and 퐎∞푛,1(푦,푤,푚) = lim휆→∞ 휆(퐎푛(휆; 푦,푤,푚) − 핀). Note that here we do nothave to exclude real values of 푦, because 푢푛(푛푦 +푤;푚) is rational in 푦 meaning that (155) must be consistent for pos-itive 푦 in 퐸R. In Section 4.6 we will show that under the conditions |푤| ≤ 퐾 , (153) and (154), the outer parametrix
퐎̇out푛 (휆; 푦,푤,푚) is an accurate approximation of 퐎푛(휆; 푦,푤,푚), from which 푢푛(푛푦 + 푤;푚) can be extracted accord-ing to (155). This motivates the introduction of an explicit approximation for 푢푛(푛푦 + 푤;푚) obtained by replacing
퐎푛(휆; 푦,푤,푚) by its outer parametrix in (155):
푢̇푛(푦,푤;푚) ∶=
−i푂̇∞푛,1,12(푦,푤,푚)
푂̇0푛,0,11(푦,푤,푚)푂̇
0
푛,0,12(푦,푤,푚)
, (156)
where 퐎̇0푛,0(푦,푤,푚) = 퐎̇out푛 (0; 푦,푤,푚) and 퐎̇∞푛,1(푦,푤,푚) = lim휆→∞ 휆(퐎̇out푛 (휆; 푦,푤,푚) − 핀). Using the formulæ devel-oped in Section 4.4.2 for the outer parametrix then yields the formula (25) for 푢̇푛(푦,푤;푚), in which
◦푛(푦,푤;푚) ∶= Θ(퐴(∞; 푦) + 퐴(휅(푦); 푦) + i휋 + 12퐵(푦) − 푠푛(푦,푤,푚), 퐵(푦))
∙푛(푦,푤;푚) ∶= Θ(퐴(∞; 푦) − 퐴(휅(푦); 푦) − i휋 − 12퐵(푦) + 푠푛(푦,푤,푚), 퐵(푦))
 ∙푛(푦,푤;푚) ∶= Θ(퐴(0; 푦) + 퐴(휅(푦); 푦) + i휋 + 12퐵(푦) − 푠푛(푦,푤,푚), 퐵(푦))
◦푛 (푦,푤;푚) ∶= Θ(퐴(0; 푦) − 퐴(휅(푦); 푦) − i휋 − 12퐵(푦) + 푠푛(푦,푤,푚), 퐵(푦))
(157)
and, using the fact that 휙(0; 푦)2 = 휆0(푦)휆1(푦)−1,
푁(푦) ∶= i
휅(푦)
⋅
Θ(퐴(0; 푦) + 퐴(휅(푦); 푦) + i휋 + 12퐵(푦), 퐵(푦))Θ(퐴(0; 푦) − 퐴(휅(푦); 푦) − i휋 −
1
2퐵(푦), 퐵(푦))
Θ(퐴(∞; 푦) + 퐴(휅(푦); 푦) + i휋 + 12퐵(푦), 퐵(푦))Θ(퐴(∞; 푦) − 퐴(휅(푦); 푦) − i휋 −
1
2퐵(푦), 퐵(푦))
. (158)
We recall that for 푦 ∈ 퐸R, 푠푛(푦,푤,푚) = −훿(푦, 푚) − i푤휈(푦) − 푛휂(푦). Observe that 푁(푦) is well-defined and nonzerofor all 푦 ∈ 퐸R and is independent of 푛 and 푚.
4.4.5. The differential equation satisfied by 푝̇(푤) = −i푢̇푛(푦,푤;푚). Although 푢푛(푥;푚) is a rational function of 푥 =
푛푦 + 푤, the approximation 푢̇푛(푦,푤;푚) is not a meromorphic function of 푦 because 퐶 = 퐶(푦) is determined from the
Boutroux equations (39), from which a direct computation shows that 휕퐶 ≠ 0 in general, i.e., the real and imaginary
parts of 퐶 do not satisfy the Cauchy-Riemann equations with respect to the real and imaginary parts of 푦. On the
other hand, since 푠푛(푦,푤,푚) is linear in 푤, it is obvious from (25) with (157)–(158) that 푢̇푛(푦,푤;푚) is a meromorphicfunction of푤 for each fixed 푦 ∈ 퐸R. In order to establish the first statement of Theorem 2, we will prove in this sectionthat the related function 푝̇(푤) ∶= −i푢̇푛(푦,푤;푚) is in fact an elliptic function of 푤 satisfying the differential equation(19) in which the constant 퐶 = 퐶(푦) is determined from the Boutroux equations (39).
Rather than try to deal directly with the explicit formula (25), we argue indirectly from the conditions of Riemann-
Hilbert Problem 3. We first observe that the outer parametrix 퐎̇out푛 (휆; 푦,푤,푚) satisfies a simple algebraic equation.Indeed, it is straightforward to check that the matrix
퐆(휆) ∶= 푅(휆; 푦)퐎̇out푛 (휆; 푦,푤,푚)휎3퐎̇
out
푛 (휆; 푦,푤,푚)
−1 (159)
is an entire function; its continuous boundary values match along the three arcs of the jump contour of 푅 and 퐎̇out푛 ,and it is clearly bounded near the four roots of푅2, hence analyticity in the whole complex 휆-plane follows by Morera’s
theorem. Moreover, since
푅(휆; 푦) = 1
2
i푦휆2 + 1
2
휆 + i1 − 4퐶(푦)
4푦
+ (휆−1), 휆→∞, (160)
Liouville’s theorem shows that 퐆(휆) is a quadratic matrix polynomial in 휆. Using the expansion 퐎̇out푛 (휆; 푦,푤,푚) =
핀 + 휆−1퐎̇∞푛,1(푦,푤,푚) + 휆
−2퐎̇∞푛,2(푦,푤,푚) + (휆−3) as 휆→∞ shows that
퐆(휆) = 1
2
i푦휎3휆2 +
1
2
(
휎3 + i푦
[
퐎̇∞푛,1(푦,푤,푚), 휎3
])
휆 +퐆∞ + (휆−1), 휆→∞, (161)
where
퐆∞ ∶= i1 − 4퐶(푦)
4푦
휎3 +
1
2
[
퐎̇∞푛,1 + i푦퐎̇
∞
푛,2, 휎3
]
− 1
2
i푦
[
퐎̇∞푛,1, 휎3
]
퐎̇∞푛,1. (162)
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Also, using
푅(휆; 푦) = 1
2
i푦 + 1
2
휆 + (휆2), 휆→ 0 (163)
and the expansion 퐎̇out푛 (휆; 푦,푤,푚) = 퐎̇0푛,0(푦,푤,푚) + 퐎̇0푛,1(푦,푤,푚)휆 + (휆2) as 휆 → 0 gives
퐆(휆) = 1
2
i푦퐎̇0푛,0(푦,푤,푚)휎3퐎̇
0
푛,0(푦,푤,푚)
−1 +퐆01휆 + (휆2), 휆→ 0, (164)
where
퐆01 ∶=
1
2
퐎̇0푛,0휎3(퐎̇
0
푛,0)
−1 + 1
2
i푦퐎̇0푛,0
[
(퐎̇0푛,0)
−1퐎̇0푛,1, 휎3
]
(퐎̇0푛,0)
−1. (165)
Therefore 퐆(휆) is the quadratic matrix polynomial
퐆(휆) = 1
2
i푦휎3휆2 +
1
2
(
휎3 + i푦퐀(푤)
)
휆 + 1
2
i푦퐁(푤), (166)
where, suppressing explicit dependence on the parameters 푦 ∈ 퐸 and 푚 ∈ ℂ,
퐀(푤) ∶=
[
퐎̇∞푛,1(푦,푤,푚), 휎3
]
and 퐁(푤) ∶= 퐎̇0푛,0(푦,푤,푚)휎3퐎̇0푛,0(푦,푤,푚)−1. (167)
These matrices have the forms
퐀(푤) =
[
0 퐴12(푤)
퐴21(푤) 0
]
and 퐁(푤) =
[
훽(푤) 퐵12(푤)
퐵21(푤) −훽(푤)
]
(168)
where
det(퐁(푤)) = −1 ⟹ 훽(푤)2 = 1 − 퐵12(푤)퐵21(푤). (169)
Comparing the constant terms between the expansions (161) and (164) yields the identity
퐆∞ = 1
2
i푦퐁(푤), (170)
where 퐆∞ is given by (162), and comparing the terms proportional to 휆 in the same expansions yields
퐆01 =
1
2
(
휎3 + i푦퐀(푤)
)
, (171)
where 퐆01 is given by (165). Since 휎23 = 핀, it is also clear from (159) that the square of the matrix polynomial 퐆(휆) isa multiple of the identity, i.e., a specific scalar polynomial:
퐆(휆)2 = 푅(휆; 푦)2핀 = 푃 (휆; 푦, 퐶(푦))핀, (172)
where 푃 is the quartic in (19). On the other hand, calculating the square directly from (166) gives
퐆(휆)2 = 1
4
(
−푦2휆4 + 2i푦휆3 +
(
1 − 푦2퐴12(푤)퐴21(푤) − 2푦2훽(푤)
)
휆2
+i푦
(
2훽(푤) + i푦(퐴12(푤)퐵21(푤) + 퐴21(푤)퐵12(푤))
)
휆 − 푦2
)
핀. (173)
Comparing the coefficient of 휆 between (173) and 푃 (휆; 푦, 퐶(푦))핀 using (19) yields the identity
훽(푤) = 1 − 1
2
i푦(퐴12(푤)퐵21(푤) + 퐴21(푤)퐵12(푤)). (174)
Using (174) to eliminate 훽(푤) from (173) and comparing again with (172) gives the identity
푃 (휆; 푦, 퐶(푦)) = −1
4
푦2휆4 + 1
2
i푦휆3
+ 1
4
(
1 − 푦2퐴12(푤)퐴21(푤) − 2푦2 + i푦3(퐴12(푤)퐵21(푤) + 퐴21(푤)퐵12(푤))
)
휆2 + 1
2
i푦휆 − 1
4
푦2. (175)
We note that the coefficient of 휆2 here is actually independent of 푤, since according to (19) it is given by 퐶 = 퐶(푦),
but the above expression is more useful in the context of the present discussion.
On the other hand, one may observe that the matrix 퐅(휆;푤) ∶= 퐎̇out푛 (휆; 푦,푤,푚)ei푤휑(휆)휎3∕2 satisfies jump conditionsthat are independent of 푤 ∈ ℂ, and therefore 퐅푤퐅−1 is a function of 휆 analytic except possibly at 휆 = 0 where 퐅 has
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essential singularities. By expansion for large and small 휆 and Liouville’s theorem, it follows that 퐅푤퐅−1 is a Laurentpolynomial:
휕퐅
휕푤
(휆;푤)퐅(휆;푤)−1 = 1
2
i휎3휆 +
1
2
i
[
퐎̇∞푛,1(푦,푤,푚), 휎3
]
− 1
2
i퐎̇0푛,0(푦,푤,푚)휎3퐎̇
0
푛,0(푦,푤,푚)
−1휆−1. (176)
Therefore, the outer parametrix 퐎out푛 (휆; 푦,푤,푚) itself satisfies the differential equation
휕퐎̇out푛
휕푤
(휆; 푦,푤,푚) = 1
2
i
[
휎3, 퐎̇out푛 (휆; 푦,푤,푚)
]
휆 + 1
2
i
[
퐎̇∞푛,1(푦,푤,푚), 휎3
]
퐎̇out푛 (휆; 푦,푤,푚)
+ 1
2
i
(
퐎̇out푛 (휆; 푦,푤,푚)휎3 − 퐎̇
0
푛,0(푦,푤,푚)휎3퐎̇
0
푛,0(푦,푤,푚)
−1퐎̇out푛 (휆; 푦,푤,푚)
)
휆−1. (177)
Substituting the large-휆 expansion of 퐎̇out푛 (휆; 푦,푤,푚) yields an infinite hierarchy of differential equations on the ex-pansion coefficient matrices, the first member of which is
d퐎̇∞푛,1
d푤
= 1
2
i
[
휎3, 퐎̇∞푛,2
]
+ 1
2
i
[
퐎̇∞푛,1, 휎3
]
퐎̇∞푛,1 +
1
2
i휎3 −
1
2
i퐎̇0푛,0휎3(퐎̇
0
푛,0)
−1. (178)
Using the off-diagonal part of the identity (170) we can eliminate the commutator [휎3, 퐎̇∞푛,2], and therefore (178) impliesthat
d퐎̇∞푛,1
d푤
= 1
2푦
퐀(푤) + 1
2
i
(
퐀(푤)퐎̇∞푛,1
)D
+ 1
2
i휎3 +
1
2
i(퐁(푤))D − i퐁(푤), (179)
where (⋅)D denotes the diagonal part of a matrix. Taking the commutator of this equation with 휎3 then yields
d퐀
d푤
= 1
2푦
[퐀, 휎3] − i[퐁, 휎3]. (180)
Similarly, substituting into (177) the small-휆 expansion of 퐎̇out푛 (휆; 푦,푤,푚) and taking just the leading (constant) termgives the differential equation
d퐎̇0푛,0
d푤
= 1
2
i[퐎̇∞푛,1, 휎3]퐎̇
0
푛,0 +
1
2
i퐎̇0푛,0[(퐎̇
0
푛,0)
−1퐎̇0푛,1, 휎3]. (181)
Multiplying the identity (171) on the right by 퐎̇0푛,0 allows 퐎̇0푛,1 to be eliminated from the right-hand side of the abovedifferential equation, leading to
d퐎̇0푛,0
d푤
= i퐀(푤)퐎̇0푛,0 +
1
2푦
[휎3, 퐎̇0푛,0]. (182)
This identity allows us to compute the derivative of 퐁(푤). Using also 퐁(푤)2 = 핀 yields the differential equation
d퐁
d푤
= i[퐀,퐁] − 1
2푦
[퐁, 휎3]. (183)
The differential equations (180) and (183) obviously form a closed system on the matrices 퐀(푤) and 퐁(푤).
From (156), we can express 푝̇(푤) ∶= −i푢̇푛(푦,푤;푚) in terms of the elements of 퐀(푤) and 퐁(푤) simply as
푝̇(푤) = −i푢̇푛(푦,푤;푚) = −
퐴12(푤)
퐵12(푤)
. (184)
Now we use (180) and (183) to differentiate 푝̇(푤):
d푝̇
d푤
= −2i훽(푤)
퐴12(푤)2
퐵12(푤)2
+ 2
푦
퐴12(푤)
퐵12(푤)
− 2i. (185)
Therefore, using (169) to eliminate 훽(푤)2, we find that
푦2
16
(
d푝̇
d푤
)2
= −1
4
푦2 − 1
2
i푦
퐴12(푤)
퐵12(푤)
+
(1
4
− 1
2
푦2훽(푤)
) 퐴12(푤)2
퐵12(푤)2
− 1
2
i푦훽(푤)
퐴12(푤)3
퐵12(푤)3
+ 1
4
푦2
(
퐵12(푤)퐵21(푤) − 1
) 퐴12(푤)4
퐵12(푤)4
. (186)
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Substituting 휆 = 푝̇ with (184) into (175) gives
푃 (푝̇; 푦, 퐶(푦)) = −1
4
푦2 − 1
2
i푦
퐴12(푤)
퐵12(푤)
+ 1
4
(
1 − 푦2퐴12(푤)퐴21(푤) − 2푦2 + i푦3(퐴12(푤)퐵21(푤) + 퐴21(푤)퐵12(푤))
) 퐴12(푤)2
퐵12(푤)2
− 1
2
i푦
퐴12(푤)3
퐵12(푤)3
− 1
4
푦2
퐴12(푤)4
퐵12(푤)4
. (187)
Subtracting these two identities yields
푦2
16
(
d푝̇
d푤
)2
− 푃 (푝̇; 푦, 퐶(푦)) =(
−1
2
푦2(훽(푤) − 1) + 1
4
푦2퐴12(푤)퐴21(푤) −
1
4
i푦3(퐴12(푤)퐵21(푤) + 퐴21(푤)퐵12(푤))
) 퐴12(푤)2
퐵12(푤)2
− 1
2
i푦(훽(푤) − 1)
퐴12(푤)3
퐵12(푤)3
+ 1
4
푦2퐵12(푤)퐵21(푤)
퐴12(푤)4
퐵12(푤)4
. (188)
Finally, eliminating 훽(푤) using (174) yields the differential equation (19). Together with the fact that the four roots of
푃 (휆; 푦, 퐶(푦)) are distinct by choice of퐶(푦) satisfying the Boutroux conditions (39) on퐸R, this proves the first statementof Theorem 2.
4.5. Airy-type parametrices. Local parametrices for the matrix 퐎푛(휆; 푦,푤,푚) are needed in neighborhoods of each
of the four roots of 푃 (휆; 푦, 퐶(푦)), 휆 = 휆0, 휆1, 휆−11 , 휆−10 , where we recall that by definition 휆0 is adjacent to ∞ and 휆1is adjacent to 휆0 on the Stokes graph of 푦 ∈ 퐸R ⧵ ℝ. Centering a disk of sufficiently small radius independent of 푛 ateach of these points, a conformal map 푊 = 푊 (휆) can be defined in each disk as indicated in Table 1. As indicated
TABLE 1. Conformal map data for 푦 ∈ 퐸R ⧵ℝ.
Center
푊 = 0 Conformal map푊
Ray Preimages
푊 > 0 arg(푊 ) = 23휋 arg(푊 ) = −
2
3휋 푊 < 0
휆0
(푉 − 2푔)2∕3,
continued from 퐿∞,1⬔
퐿∞,1⬔ 휕Λ
−
⬔ 휕Λ
+
⬔ 퐿
∞,2
⬔
휆1
(푉 − 푔+ − 푔−)2∕3,
continued from 퐿∞,3⬔
퐿∞,3⬔ 휕Λ
+
⬔ 휕Λ
−
⬔ 퐿
∞,2
⬔
휆−11
(2푔 − 푉 − 2푔(휆−11 ) + 푉 (휆
−1
1 ))
2∕3,
continued from 퐿∞,1⬕
퐿∞,1⬕ 휕Λ
−
⬕ 휕Λ
+
⬕ 퐿
∞,2
⬕
휆−10
(2푔 − 푉 − 2푔(휆−10 ) + 푉 (휆
−1
0 ))
2∕3,
continued from 퐿0⬕;
푔(휆−10 ) defined by limit along 퐿0⬕
퐿0⬕
휕Λ+⬕ and 퐿0⬔,if Im(푦) > 0
휕Λ−⬕ and 퐿∞,3⬔ ,if Im(푦) > 0 퐿∞,2⬕휕Λ+⬕ and 퐿∞,3⬔ ,if Im(푦) < 0
휕Λ−⬕ and 퐿0⬔,if Im(푦) < 0
in this table, we assume that certain contours near 휆−10 are fused together within the corresponding disk, and that all
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contours are locally arranged to lie along straight rays in the 푊 -plane emanating from the origin. Locally, the jump
contours divide the푊 -plane into four sectors:
푆I ∶ 0 < arg(푊 ) <
2
3
휋; 푆II ∶
2
3
휋 < arg(푊 ) < 휋; 푆III ∶ −휋 < arg(푊 ) < −
2
3
휋; 푆IV ∶ −
2
3
휋 < arg(푊 ) < 0.
(189)
In each case, the jump conditions satisfied by 퐎푛(휆; 푦,푤,푚) can then be cast into a universal form by means of asubstitution
퐏(휆) ∶= 퐎푛(휆; 푦,푤,푚)ei푤휑(휆)휎3∕2e−퐿(휆;푦,푚)휎3휆
−(푚+1)휎3∕2
⬕ 퐓(휆), (190)
where 퐓(휆) is a piecewise-constant matrix defined in the four sectors of each disk as indicated in Table 2. Note that the
Boutroux conditions 퐾푗 ∈ ℝ, 푗 = 1, 2, imply that 퐓(휆) is uniformly bounded on compact sets with respect to 푚 ∈ ℂand for arbitrary 푛 ∈ ℤ≥0. The jump conditions satisfied by 퐏(휆) in each case are most conveniently written in terms
TABLE 2. The transformation 퐓(휆) defined in the four sectors of the 푊 -plane in each of the four
disks for 푦 ∈ 퐸R ⧵ℝ.
Center
푊 = 0
Transformation 퐓(휆)
In Sector 푆I In Sector 푆II In Sector 푆III In Sector 푆IV
휆0
푐휎3 푐휎3 푐휎3 푐휎3
푐 ∶= i(2휋)1∕4Γ( 12 − 푚)
−1∕2
휆1
(푐ei푛퐾1∕2)휎3 (푐ei푛퐾1∕2)휎3 (푐e−i푛퐾1∕2)휎3 (푐e−i푛퐾1∕2)휎3
푐 ∶= (2휋)1∕4Γ( 12 − 푚)
−1∕2
휆−11
(−푐ei휋푚∕2)휎3 i휎1 (−푐ei휋푚∕2)휎3 i휎1 (푐e−i휋푚∕2)휎3 i휎1 (푐e−i휋푚∕2)휎3 i휎1
푐 ∶= (2휋)−1∕4Γ( 12 + 푚)
1∕2ei푛퐾2∕2
휆−10 ,
Im(푦) > 0
(푐e−i휋푚∕2)휎3 i휎1 (푐e−i휋푚∕2)휎3 i휎1 (푐ei휋푚∕2ei푛퐾1 )휎3 i휎1 (푐ei휋푚∕2)휎3 i휎1
푐 ∶= (2휋)−1∕4Γ( 12 + 푚)
1∕2ei푛(퐾2−퐾1)∕2
휆−10 ,
Im(푦) < 0
(푐e−i휋푚∕2)휎3 i휎1 (푐e−i휋푚∕2e−i푛퐾1 )휎3 i휎1 (푐ei휋푚∕2)휎3 i휎1 (푐ei휋푚∕2)휎3 i휎1
푐 ∶= (2휋)−1∕4Γ( 12 + 푚)
1∕2ei푛(퐾2+퐾1)∕2
of the rescaled variable 휁 = 푛2∕3푊 (휆):
퐏+(휆) = 퐏−(휆)
[
1 e−휁3∕2
0 1
]
, arg(휁 ) = 0,
퐏+(휆) = 퐏−(휆)
[
1 0
e휁3∕2 1
]
, arg(휁 ) = ±2
3
휋,
퐏+(휆) = 퐏−(휆)
[
0 1
−1 0
]
, arg(−휁 ) = 0,
(191)
where in each case the boundary values of 퐏 are defined with respect to orientation in the direction of increasing
real part of 휁 , and where all powers of 휁 are principal branches. We may make a similar transformation of the outer
parametrix, noting that in each disk the matrix
퐏̇out(휆) ∶= 퐎̇out푛 (휆; 푦, 푚)e
i푤휑(휆)휎3∕2e−퐿(휆;푦,푚)휎3휆−(푚+1)휎3∕2⬕ 퐓(휆), (192)
is analytic except for arg(−휁 ) = 0where it satisfies exactly the same jump condition as does 퐏(휆). This fact, along with
the fact that the matrix elements of 퐏̇out(휆) blow up at푊 (휆) = 0 as negative one-fourth powers, implies that 퐏̇out(휆)
can be written in the form
퐏̇out(휆) = 퐇푛(휆; 푦,푤,푚)푊 (휆)휎3∕4퐕 = 퐇푛(휆; 푦,푤,푚)푛−휎3∕6휁휎3∕4퐕, 퐕 ∶=
1√
2
[
1 −i
−i 1
]
, (193)
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where 퐇푛(휆; 푦,푤,푚) is a function of 휆 that is analytic in the disk in question and uniformly bounded with respect to 푚
in compact subsets of ℂ ⧵ (ℤ + 12 ) and 푛 ∈ ℤ≥0, provided |푤| ≤ 퐾 for some 퐾 > 0 and 푦 satisfy conditions such asenumerated in Lemma 2. Noting that the boundary of each disk corresponds to 휁 proportional to 푛2∕3, we wish to model
the matrix function 퐏(휆) by something that satisfies the jump conditions (191) exactly and that matches with the terms
휁휎3∕4퐕 coming from the outer parametrix when 휁 is large. We are thus led to the the following model Riemann-Hilbert
problem.
Riemann-Hilbert Problem 4. Find a 2 × 2 matrix function 휁 ↦ 퐀(휁 ) with the following properties:
1. Analyticity: 휁 ↦ 퐀(휁 ) is analytic in the sectors 푆I, 푆II, 푆III, and 푆IV of the complex 휁 -plane (see (189)), and
takes continuous boundary values from each sector.
2. Jump conditions: The boundary values 퐀±(휁 ) are related on each ray of the jump contour by the following
formulæ (cf., (191)),
퐀+(휁 ) = 퐀−(휁 )
[
1 e−휁3∕2
0 1
]
, arg(휁 ) = 0,
퐀+(휁 ) = 퐀−(휁 )
[
1 0
e휁3∕2 1
]
, arg(휁 ) = ±2
3
휋,
퐀+(휁 ) = 퐀−(휁 )
[
0 1
−1 0
]
, arg(−휁 ) = 0.
(194)
3. Asymptotics: 퐀(휁 )퐕−1휁−휎3∕4 → 핀 as 휁 →∞.
This problem will be solved in all details in Appendix B, where it will be shown that 퐀(휁 )퐕−1휁−휎3∕4 has a complete
asymptotic expansion in descending integer powers of 휁 as 휁 → ∞, with the dominant terms being given by
퐀(휁 )퐕−1휁−휎3∕4 = 핀 +
[(휁−3) (휁−1)(휁−2) (휁−3)
]
, 휁 → ∞. (195)
In each disk we then build a local approximation of 퐎푛(휆; 푦,푤,푚) by multiplying on the left by the holomorphicprefactor 퐇푛(휆; 푦,푤,푚)푛−휎3∕6 and on the right by the piecewise-analytic substitution relating 퐎푛(휆; 푦,푤,푚) and 퐏(휆):
퐎̇in푛 (휆; 푦,푤,푚) ∶= 퐇푛(휆; 푦,푤,푚)푛
−휎3∕6퐀(푛2∕3푊 (휆))퐓(휆)−1휆(푚+1)휎3∕2⬕ e
퐿(휆;푦,푚)휎3e−i푤휑(휆)휎3∕2, (196)
where푊 (휆) is the conformal map associated with the disk via Table 1, 퐓(휆) is the unimodular transformation matrix
given in Table 2, and 퐇푛(휆; 푦,푤,푚) is associated with the outer parametrix and the disk in question via (192)–(193).
4.6. Error analysis and proof of Theorem 2. Let Σ퐎 denote the jump contour for the matrix function퐎푛(휆; 푦,푤,푚),which consists of the contour 퐿 augmented with the lens boundaries 휕Λ±⬔ and 휕Λ±⬕. The global parametrix denoted
퐎̇푛(휆; 푦,푤,푚) is defined as 퐎̇out푛 (휆; 푦,푤,푚) when 휆 lies outside of all four disks, but instead as 퐎̇in푛 (휆; 푦,푤,푚) withineach disk (the precise definition is different in each disk as explained in Section 4.5). We wish to compare the global
parametrix with the (unknown) matrix function퐎푛(휆; 푦,푤,푚), so we introduce the error matrix 퐄푛(휆; 푦,푤,푚) definedby 퐄푛(휆; 푦,푤,푚) ∶= 퐎푛(휆; 푦,푤,푚)퐎̇푛(휆; 푦,푤,푚)−1. The maximal domain of analyticity of 퐄푛(휆; 푦,푤,푚) is deter-mined from those of the two factors; therefore 퐄푛(휆; 푦,푤,푚) is analytic in 휆 except along a jump contour consisting of(i) the part of Σ퐎 lying outside of all four disks and (ii) the boundaries of all four disks. That 퐄푛(휆; 푦,푤,푚) can be takento be an analytic function in the interior of each disk follows from the fact that the inner parametrices 퐎̇in푛 (휆; 푦,푤,푚)satisfy exactly the same jump conditions locally as does 퐎푛(휆; 푦,푤,푚) and an argument based on Morera’s theorem.The jump contour for 퐄푛(휆; 푦,푤,푚) corresponding to the Stokes graph shown in Figure 30 is shown in Figure 33.
Let us assume that, given 푚 ∈ ℂ ⧵ (ℤ + 12 ) and any fixed constants 퐾 > 0 and 휖 > 0, 푤 ∈ ℂ and 푦 ∈ 퐸Rare restricted according to |푤| ≤ 퐾 and the inequalities (154). Then by Lemma 2, 퐎̇푛(휆; 푦,푤,푚) is uniformlybounded whenever 휆 lies outside all four disks (which both gives 퐎̇푛(휆; 푦,푤,푚) = 퐎̇out푛 (휆; 푦,푤,푚) and guaranteesthe condition (153)). Since 퐎푛+(휆; 푦,푤,푚) = 퐎푛−(휆; 푦,푤,푚)(핀 + exponentially small) holds on all arcs of Σ퐎 ly-
ing outside the disks and on which 퐎̇out푛 (휆; 푦,푤,푚) is analytic, and since 퐎푛(휆; 푦,푤,푚) and 퐎out푛 (휆; 푦,푤,푚) satisfyexactly the same jump conditions across all remaining arcs of Σ퐎 outside of all disks, it follows from Lemma 2 that
퐄푛+(휆; 푦,푤,푚) = 퐄푛−(휆; 푦,푤,푚)(핀+ exponentially small) holds on all jump arcs for 퐄푛(휆; 푦,푤,푚) with the exceptionof the four disk boundaries. Let the boundary of each disk be oriented in the clockwise direction. Then a com-
putation shows that on each disk boundary, the matrix 퐄푛(휆; 푦,푤,푚) satisfies the jump condition 퐄푛+(휆; 푦,푤,푚) =
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FIGURE 33. The jump contour for 퐄푛(휆; 푦,푤,푚) for 푦 = 0.2+0.25i ∈ 퐸R (cf., Figure 30). The jump
contour consists of the red and cyan arcs (arcs of 퐿 ⧵ (퐿∞,2⬕ ∪퐿∞,2⬔ ) and of the lens boundaries 휕Λ±⬕
and 휕Λ±⬔ restricted to the exterior of the four disks) and the green circles (the boundaries of the fourdisks, each of which is taken to have clockwise orientation for the purposes of defining the boundary
values of 퐄푛(휆; 푦,푤,푚)). Note that the arcs of 휕Λ±⬕ in the left-hand panel are oriented toward the
upper left, while the arcs of 휕Λ±⬔ in the right-hand panel are oriented toward the lower right.
퐄푛−(휆; 푦,푤,푚)퐇푛(휆; 푦,푤,푚)푛−휎3∕6퐀(휁 )퐕−1휁−휎3∕4푛휎3∕6퐇푛(휆; 푦,푤,푚)−1 where 휁 = 푛2∕3푊 (휆), 푊 (휆) is the relevantconformal mapping from Table 1, 퐀(휁 ) is the solution of Riemann-Hilbert Problem 4, and 퐇푛(휆; 푦,푤,푚) is a boundedfunction with unit determinant. Applying the condition (195) and using the fact that 푊 (휆) is bounded away from
zero on the disk boundary then yields the estimate 퐄푛+(휆; 푦,푤,푚) = 퐄푛−(휆; 푦,푤,푚)(핀 + (푛−1)) as 푛 → +∞. Since
퐄푛(휆; 푦,푤,푚)→ 핀 as 휆→ ∞, it then follows that this matrix satisfies the conditions of a small-norm Riemann-Hilbertproblem. This implies that (under the conditions of Lemma 2) 퐄푛(휆; 푦,푤,푚) exists for sufficiently large 푛 ∈ ℤ>0 andsatisfies:
퐄푛(0; 푦,푤,푚) = 핀 + (푛−1) and lim휆→∞ 휆(퐄푛(휆; 푦,푤,푚) − 핀) = (푛−1), 푛→ +∞. (197)
From this result, it follows that 푢푛(푛푦 +푤;푚) = 푢̇푛(푦,푤;푚) + (푛−1) under the conditions (27) which serve to boundthe four factors in the fraction in (25) away from zero. Combining this result valid for 푦 ∈ 퐸R with the symmetry (5)then concludes the proof of Theorem 2.
4.7. Detailed properties of the approximation 푢̇푛(푦,푤;푚). Proofs of Corollary 2 and Theorem 3. Given 푛 and 푚,the zeros of 푢̇푛(푦,푤;푚) are the roots of the theta function factors in the numerator, namely the pairs (푦,푤) for which
Zeros of 푢̇푛(푦,푤;푚): 퐴(∞; 푦) ± 퐴(휅(푦); 푦) ∓ 푠푛(푦,푤,푚) ∈ 2휋iℤ + 퐵(푦)ℤ. (198)
Note that the zeros of 푢̇푛(푦,푤;푚) corresponding to taking the top sign in (198) are also points of the Malgrange divisor(146), i.e., points at which the solution of Riemann-Hilbert Problem 3 fails to exist. On the other hand, the singularities
of 푢̇푛(푦,푤;푚) are the pairs (푦,푤) that produce zeros of the denominator in (25),
Singularities of 푢̇푛(푦,푤;푚): 퐴(0; 푦) ± 퐴(휅(푦); 푦) ∓ 푠푛(푦,푤,푚) ∈ 2휋iℤ + 퐵(푦)ℤ. (199)
We hesitate to call these singularities “poles” for reasons to be explained in Section 4.4.5 below.
Lemma 3. Given 푛 ∈ ℤ≥0, 푚 ∈ ℂ ⧵ (ℤ + 12 ), 푦 ∈ 퐸R, and 푤 ∈ ℂ, at most one of the four conditions in (198)–(199)
holds, or equivalently at most one of the four factors ∙푛(푦,푤;푚), ◦푛(푦,푤;푚),  ∙푛(푦,푤;푚), or ◦푛 (푦,푤;푚) appearing
in the formula (25) vanishes.
Proof. It suffices to show that none of 2퐴(∞; 푦), 2퐴(0; 푦), 퐴(∞; 푦) − 퐴(0; 푦), nor 퐴(∞; 푦) + 퐴(0; 푦) lies in the lattice
Λ ∶= 2휋iℤ + 퐵(푦)ℤ. As in the proof of Lemma 1, we introduce the Riemann surface Γ = Γ(푦) and its Abel mapping ∶ Γ → Jac(Γ) = ℂ∕Λ, extended to divisors in the usual way. Given that the base point is a branch point, it is
equivalent to show that none of(푄+(∞)−푄−(∞)),(푄+(0)−푄−(0)),(푄+(∞)−푄+(0)), nor(푄+(∞)−푄−(0)) is
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mapped to 0 ∈ Jac(Γ). But by the Abel-Jacobi theorem, we just need to rule out the existence of a nonzeromeromorphic
function on Γ having any of the divisors 풟 = 푄+(∞) − 푄−(∞), 풟 = 푄+(0) − 푄−(0), 풟 = 푄+(∞) − 푄+(0), or
풟 = 푄+(∞) −푄−(0). However, in each case there is only one simple pole whose residue necessarily vanishes, so the
desired meromorphic function would in fact be holomorphic with a zero somewhere on Γ, hence identically zero. 
Proof of Corollary 2. Each of the zero/singularity conditions (198)–(199) defines a regular lattice of points in the 푤-
plane, and the minimum distance between points of the four lattices is exactly
훿(푦) ∶= 1|휈(푦)| min{dist(2퐴(∞, 푦),Λ(푦)), dist(2퐴(0, 푦),Λ(푦)),
dist(퐴(∞, 푦) − 퐴(0, 푦),Λ(푦)), dist(퐴(∞, 푦) + 퐴(0, 푦),Λ(푦))
}
> 0, 푦 ∈ 퐸R, (200)
where Λ(푦) ∶= 2휋iℤ+퐵(푦)ℤ where 휈(푦) is the function on 퐸R defined by (116). Note that |휈(푦)| is continuous on 퐸Rand hence the inequality above follows from Lemma 3. Moreover, the minimum factor in 훿(푦) is continuous on 퐸R, soit follows from compactness of 퐾푦 ⊂ 퐸R in the statement of Corollary 2 that
훿 ∶= inf
푛≥푁 훿(푦푛) ≥ inf푦∈퐾푦 훿(푦) = min푦∈퐾푦 훿(푦) > 0. (201)
By definition of the sequence {푦푛}∞푛=푁 , taking 푦 = 푦푛 makes one of the four factors in the fraction on the right-handside of (25) vanish at푤 = 0 for all 푛 = 푁,푁 +1,… , while the roots of the other three factors are bounded away from
푤 = 0 in the푤-plane by the distance 훿 > 0. Now choose 휖 = 13훿 as the parameter in Theorem 2; the circle |푤| = 휖 thenlies on the boundary of the closed domain characterized by the inequalities (27). Letting 푛→ +∞, Theorem 2 implies
that the winding numbers (indices) about the circle |푤| = 휖 of the rational function 푓 (푤) ∶= 푢푛(푛푦푛 + 푤;푚) and themeromorphic function 푔(푤) ∶= 푢̇푛(푦푛, 푤;푚) necessarily agree for sufficiently large 푛. But since 휖 < 훿 the index of
푔(푤) = 푢̇푛(푦푛, 푤;푚) is 1 (−1) if the sequence {푦푛}∞푛=푁 corresponds to roots of a factor of the numerator (denominator)in (25), and this common value of the index is precisely the net number of zeros less poles of the rational function
푓 (푤) = 푢푛(푛푦푛 +푤;푚) within the circle |푤| = 휖. This establishes the third statement of Theorem 2 and completes theproof. 
Since Re(퐵(푦)) < 0 holds for 푦 ∈ 퐸R and therefore 퐵(푦) and 2휋i are necessarily linearly independent over the realnumbers, we can resolve the left-hand sides of (198)–(199) into real multiples of the lattice periods:
퐴(∞; 푦) ± 퐴(휅(푦); 푦) ∓ 푠푛(푦,푤,푚) = 2휋i훼0,±푛 (푦,푤,푚) + 퐵(푦)훽
0,±
푛 (푦,푤,푚), where
훼0,±푛 (푦,푤,푚) ∶=
Im(퐵(푦)∗(퐴(∞; 푦) ± 퐴(휅(푦); 푦) ∓ 푠푛(푦,푤,푚)))
2휋Re(퐵(푦))
훽0,±푛 (푦,푤,푚) ∶=
Re(퐴(∞; 푦) ± 퐴(휅(푦); 푦) ∓ 푠푛(푦,푤,푚))
Re(퐵(푦))
,
(202)
and
퐴(0; 푦) ± 퐴(휅(푦); 푦) ∓ 푠푛(푦,푤,푚) = 2휋i훼∞,±푛 (푦,푤,푚) + 퐵(푦)훽
∞,±
푛 (푦,푤,푚), where
훼∞,±푛 (푦,푤,푚) ∶=
Im(퐵(푦)∗(퐴(0; 푦) ± 퐴(휅(푦); 푦) ∓ 푠푛(푦,푤,푚)))
2휋Re(퐵(푦))
훽∞,±푛 (푦,푤,푚) ∶=
Re(퐴(0; 푦) ± 퐴(휅(푦); 푦) ∓ 푠푛(푦,푤,푚))
Re(퐵(푦))
.
(203)
Thus, the zeros of 푢̇푛(푦,푤;푚) satisfy the quantization conditions
Zeros of 푢̇푛(푦,푤;푚): 훼0,±푛 (푦,푤,푚) ∈ ℤ and 훽0,±푛 (푦,푤,푚) ∈ ℤ, (204)
and similarly
Singularities of 푢̇푛(푦,푤;푚): 훼∞,±푛 (푦,푤,푚) ∈ ℤ and 훽∞,±푛 (푦,푤,푚) ∈ ℤ. (205)
One way to parametrize points within the domain 퐸R is by choosing to set 푤 = 0 and thus 푥 = 푛푦 where 푦 ranges over
퐸R. Using this parametrization, we can give the following.
Proof of Theorem 3. Given 푛 and 푚, for each choice of sign ±, the conditions (204) (resp., (205)) for 푤 = 0 define a
network of two families of curves whose common intersections locate the zeros (resp., singularities) of 푢̇푛(푦, 0;푚) on
퐸L ∪ 퐸R. Given 푚 ∈ ℂ ⧵ (ℤ + 12 ) it is particularly interesting to consider how the curves depend on 푛 ∈ ℤ large and
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positive. For this, we observe that the only dependence on 푛 enters through 푠푛(푦, 0, 푚); substituting from (127) and(145) gives, for 푦 ∈ 퐸R,
훼0,±푛 (푦, 0, 푚) = 훼
0,±
0 (푦, 0, 푚) ∓
푛퐾2(푦)
2휋
, 훼0,±0 (푦, 0, 푚) =
Im(퐵(푦)∗(퐴(∞; 푦) ± 퐴(휅(푦); 푦) ± 훿(푦, 푚)))
2휋Re(퐵(푦))
, (206)
훽0,±푛 (푦, 0, 푚) = 훽
0,±
0 (푦, 0, 푚) ∓
푛퐾1(푦)
2휋
, 훽0,±0 (푦, 0, 푚) =
Re(퐴(∞; 푦) ± 퐴(휅(푦); 푦) ± 훿(푦, 푚))
Re(퐵(푦))
, (207)
훼∞,±푛 (푦, 0, 푚) = 훼
∞,±
0 (푦, 0, 푚) ∓
푛퐾2(푦)
2휋
, 훼∞,±0 (푦, 0, 푚) =
Im(퐵(푦)∗(퐴(0; 푦) ± 퐴(휅(푦); 푦) ± 훿(푦, 푚)))
2휋Re(퐵(푦))
, (208)
훽∞,±푛 (푦, 0, 푚) = 훽
∞,±
0 (푦, 0, 푚) ∓
푛퐾1(푦)
2휋
, 훽∞,±0 (푦, 0, 푚) =
Re(퐴(0; 푦) ± 퐴(휅(푦); 푦) ± 훿(푦, 푚))
Re(퐵(푦))
. (209)
The simplified formulæ (206)–(209) show that when 푛 is large, the quantization conditions (204)–(205) determine
a locally (with respect to 푦) uniform tiling of the 푦-plane by parallelograms each of which has area (measured in the
푦-coordinate) 퐴◊(푦)(1 + 표(1)) as 푛→ +∞, where
퐴◊(푦) =
4휋2
푛2|∇퐾1(푦) × ∇퐾2(푦)| , 푦 ∈ 퐸R, (210)
see Figure 34. By working in the 푤-plane rather than the 푦-plane, one can see that the area 퐴◊(푦) is also proportional
by a factor of 푛2 to the Jacobian determinant (42). For each choice of sign ±, one associates via (204) (resp., (205))
FIGURE 34. The local tiling of the 푦-plane by parallelograms of area 퐴◊(푦).
exactly one zero (resp., pole) of 푢̇푛(푦, 0;푚) with each parallelogram. Hence the densities (per unit 푦-area) of zeros andpoles are exactly the same and are given by 푛2휌(푦)(1 + 표(1)) as 푛→ +∞, where
휌(푦) ∶= 2
푛2퐴◊(푦)
= 1
2휋2
|∇퐾1(푦) × ∇퐾2(푦)|, 푦 ∈ 퐸R. (211)
Note that since 퐾1(푦) and 퐾2(푦) are functions independent of 푚 ∈ ℂ ⧵ (ℤ + 12 ), the same is true of 휌(푦). The density
휌(푦) is a smooth nonnegative function on 퐸R, but it vanishes on 휕퐸R ⧵ {0} and blows up as 푦 → 0. To prove theformer, we may use the fact that 휌(푦) is inversely-proportional to the Jacobian determinant (42), which blows up as
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푦 → 휕퐸R ⧵ {0} as mentioned in Section 2.2. To prove the blowup of 휌(푦) at the origin, we first express the gradientsin polar coordinates 푦 = 푟ei휃 , and thus
|∇퐾1(푦) × ∇퐾2(푦)| = 1푟 ||||휕퐾1휕푟 휕퐾2휕휃 − 휕퐾1휕휃 휕퐾2휕푟 |||| , 푦 = 푟ei휃 . (212)
Next, we compute the partial derivatives near 푟 = 0. For this purpose, we recall the scalings introduced in Section 4.1.1
to construct the solution of the Boutroux equations for small 푟 = |푦|. Thus, 퐶 = 푦퐶̃(푟, 휃), where for |휃| < 휋∕2,
퐶̃0(휃) ∶= lim
푟↓0
퐶̃(푟, 휃), 퐶̃0푟 (휃) ∶= lim푟↓0 퐶̃푟(푟, 휃), and 퐶̃
0
휃 (휃) ∶= lim푟↓0 퐶̃휃(푟, 휃) = 퐶̃
0′(휃) (213)
all exist (the subscripts 푟 and 휃 denote partial derivatives). For each such 휃, in the limit 푟 ↓ 0, 휆0 → ∞ while 휆1converges to a nonzero limit. Since the integrands in the definitions of 퐾푗(푦), 푗 = 1, 2, are singular at 휆 = 0,∞, wefirst use the Cauchy theorem to rewrite 퐾푗(푦) as contour integrals over contours that we may take to be independent of
푟 as 푟 ↓ 0. Since 휆0 → ∞ and 휆−10 → 0 as 푟 ↓ 0, it is necessary to account for some residues at 휆 = 0,∞, but from (35)and (83) it follows that these contributions are independent of 푦, so they will not play any role upon taking the required
derivatives. Thus,
퐾1(푦) = −휋 − i∫퐶1
푅(휆; 푦)
휆2
d휆, (214)
where the original contour of integration (a counterclockwise-oriented path just enclosing the arc 퐿∞,2⬔ with endpoints
휆0 → ∞ and 휆1) has been replaced with 퐶1, a counterclockwise-oriented closed path enclosing the arc 퐿∞,2⬕ with
endpoints 휆−10 → 0 and 휆−11 as well as the limit point 휆 = 0. Likewise,
퐾2(푦) = 휋 − i∫퐶2
푅(휆; 푦)
휆2
d휆, (215)
where 퐶2 is a contour consisting of two arcs joining 휆1 with 휆−11 such that 휆−10 and 휆 = 0 are contained in the regionbetween the two arcs, while 휆0 is excluded. With the help of a small additional contour deformation near 휆1 and 휆−11 inthe case of퐾2, both new contours may be taken to be locally independent of 푦 and hence derivatives may be computedby differentiation under the integral sign. Thus
휕퐾푗
휕푟, 휃
(푟ei휃) = − i
2 ∫퐶푗
휕푃
휕푟, 휃
(휆; 푟ei휃 , 푟ei휃퐶̃(푟, 휃)) d휆
휆2푅(휆; 푟ei휃)
, 푗 = 1, 2. (216)
With the scaling of Section 4.1.1, 푃 (휆; 푟ei휃 , 푟ei휃퐶̃(푟, 휃)) = − 14푟2e2i휃휆4 + 12 i푟ei휃휆3 + 푟ei휃퐶̃(푟, 휃)휆2 + 12 i푟ei휃휆− 14푟2e2i휃 ,and therefore
휕퐾푗
휕푟
(푟ei휃) = − i
4 ∫퐶푗
−푟e2i휃휆2 + iei휃휆 + 2ei휃퐶̃(푟, 휃) + 2푟ei휃퐶̃푟(푟, 휃) + iei휃휆−1 − 푟e2i휃휆−2
푅(휆; 푟ei휃)
d휆, 푗 = 1, 2, (217)
and
휕퐾푗
휕휃
(푟ei휃) = − i
4 ∫퐶푗
−i푟2e2i휃휆2 − 푟ei휃휆 + 2i푟ei휃퐶̃(푟, 휃) + 2푟ei휃퐶̃휃(푟, 휃) − 푟ei휃휆−1 − i푟2e2i휃휆−2
푅(휆; 푟ei휃)
d휆, 푗 = 1, 2.
(218)
Now, given 휃, the following limit exists uniformly on 퐶푗 (again after suitable small deformation near 휆1 and 휆−11 in thecase of 퐶2):
lim
푟↓0
푟−1∕2푅(휆; 푟ei휃) = 푅̃(휆; 휃), 푅̃(휆; 휃)2 = 1
2
iei휃휆3 + ei휃퐶̃0(휃)휆2 + 1
2
iei휃휆, (219)
where 푅̃(휆; 휃) is analytic except on the limiting Stokes graph arcs Σout(푦) and is well-defined by choosing the branch
globally based on the above limit at any generic point 휆. Similar uniform limits for the numerators in the integrands of
(217)–(218) then show that
lim
푟↓0
푟1∕2
휕퐾푗
휕푟
(푟ei휃) = e
i휃
4 ∫퐶푗
휆 + 휆−1
푅̃(휆; 휃)
d휆 − ie
i휃퐶̃0(휃)
2 ∫퐶푗
d휆
푅̃(휆; 휃)
, 푗 = 1, 2 (220)
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and
lim
푟↓0
푟−1∕2
휕퐾푗
휕휃
(푟ei휃) = ie
i휃
4 ∫퐶푗
휆 + 휆−1
푅̃(휆; 휃)
d휆 − ie
i휃
2
(i퐶̃0(휃) + 퐶̃0휃 (휃))∫퐶푗
d휆
푅̃(휆; 휃)
, 푗 = 1, 2. (221)
Therefore, the following limit exists:
1
2휋2
lim
푟↓0
[
휕퐾1
휕푟
휕퐾2
휕휃
−
휕퐾1
휕휃
휕퐾2
휕푟
]
= −
ie2i휃퐶̃0휃 (휃)
16휋2
det
⎡⎢⎢⎢⎣
∫퐶1
휆 + 휆−1
푅̃(휆; 휃)
d휆 ∫퐶1
d휆
푅̃(휆; 휃)
∫퐶2
휆 + 휆−1
푅̃(휆; 휃)
d휆 ∫퐶2
d휆
푅̃(휆; 휃)
⎤⎥⎥⎥⎦ . (222)
The absolute value of this limit is the quantity ℎ(휃) referred to in the statement of Theorem 3. 
5. THE SPECIAL CASE OF 푚 ∈ ℤ + 12
As in Section 3, in this section we study Riemann-Hilbert Problem 1 under the substitution 푥 = 푛푦, i.e., we set
푤 = 0.
5.1. Asymptotic behavior of 푢푛(푛푦;푚) for 푦 away from the distinguished eyebrow. Proof of Theorem 4. If 푚 ∈
ℤ + 12 , then the jump matrix for 퐘(휆) simplifies dramatically. Indeed, if 푚 = ±( 12 + 푘), 푘 = 0, 1, 2, 3,… , then
Γ( 12 ∓ 푚)
−1 = 0. Therefore, if 푚 is a positive half-integer, in place of (9)–(10) we have simply 퐘+(휆) = 퐘−(휆) for
휆 ∈ 퐿0⬔ ∪ 퐿
∞
⬔, while if 푚 is a negative half-integer, in place of (11)–(12) we have 퐘+(휆) = 퐘−(휆) for 휆 ∈ 퐿0⬕ ∪ 퐿∞⬕.Now, we observe that the arc 휕퐸∞⬔ ⊂ 휕퐸 in the right half-plane is the locus of values of 푦 for which the inequality
Re(푉 (휆; 푦)) > 0 necessarily breaks down at some point of the contour 퐿∞⬔, and that this inequality is only needed to
control the generically nonzero off-diagonal element of the corresponding jump matrix for 퐘. Since this off-diagonal
element vanishes for 푚 = 12 + 푘, 푘 = 0, 1, 2, 3,… , we see that in this case the open arc 휕퐸∞⬔ ⧵ {± 12 i} is no obstruction
to the continuation of the asymptotic expansions (22) and (23) into the domain 퐸. Likewise, for 푚 = −( 12 + 푘),
푘 = 0, 1, 2, 3,… , the open arc 휕퐸0⬕ ⧵ {± 12 i} is no obstruction to the continuation (22) and (23) into 퐸.
The function 푝(푦) may be continued through its branch cut 퐼 connecting ± 12 i from the right. This continuation canbe written in terms of the principal branch of the square root by the formula
푝(푦) = i
2푦
− i
푦
(
푦 − 12 i
)1∕2 (
푦 + 12 i
)1∕2
, Re(푦) > 0 or |Im(푦)| > 12 . (223)
Here the branch cuts of the two square-root factors emanate to the left from the corresponding roots ± 12 i, so the right-hand side is analytic in the interior domain 퐸 with the possible exception of a simple pole at 푦 = 0. This particular
continuation into 퐸 through the open arc 휕퐸∞⬔ ⧵ {± 12 i} is precisely the function 푝0⬕(푦), a function that has the arc
휕퐸0⬕ ⊂ 휕퐸 as its branch cut. Since (± 12 i)1∕2 = 2−1∕2e±i휋∕4, it is easy to check that Res푦=0 푝0⬕(푦) = 0, so 푝0⬕(푦) is
analytic throughout the interior of 퐸. We conclude that if 푚 = 12 + 푘, 푘 = 0, 1, 2, 3,… , the asymptotic formula (22)in which 푝(푦) is simply replaced by 푝0⬕(푦), is valid both for 푦 ∈ ℂ ⧵ 퐸 as well as throughout the maximal domain of
analyticity for 푝0⬕(푦), namely 푦 ∈ ℂ ⧵ 휕퐸0⬕. Likewise, the continuation of 푝(푦) through its branch cut from the left canbe written as
푝(푦) = i
2푦
+ i
푦
(
−
(
푦 − 12 i
))1∕2 (
−
(
푦 + 12 i
))1∕2
, Re(푦) < 0 or |Im(푦)| > 12 , (224)
which is precisely the branch 푝∞⬔(푦) defined as a meromorphic function on the maximal domain 푦 ∈ ℂ⧵ 휕퐸∞⬔ , the only
singularity of which is a simple pole at the origin 푦 = 0. For 푦 in the interior of the eye 퐸, both 푝0⬕(푦) and 푝∞⬔(푦) are
well-defined, and we have the identity 푝∞⬔(푦) = 푝0⬕(푦)−1 (and of course for 휆 ∈ ℂ⧵퐸 the identity 푝∞⬔(푦) = 푝0⬕(푦) = 푝(푦)
holds). Due to the pole at the origin, if 푚 = −( 12 + 푘), 푘 = 0, 1, 2, 3,… , the formula (22) should be replaced with
푢푛(푛푦;푚)−1 = (i푝∞⬔(푦))
−1 + (푛−1) as 푛 → +∞ which is valid uniformly for 푦 in compact subsets of ℂ ⧵ 휕퐸∞⬔ . Thiscompletes the proof of Theorem 4. 
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5.2. Asymptotic behavior of 푢푛(푛푦;푚) for 푦 near the distinguished eyebrow. Proof of Theorem 5. While to de-
scribe the asymptotic behavior of 푢푛(푛푦;푚) for 푚 = −( 12 + 푘) with 푘 ∈ ℤ≥0 and 푦 bounded away from the eyebrow
휕퐸∞⬔ it was useful to introduce the analytic continuation 푝∞⬔(푦) of 푝(푦) from a neighborhood of 푦 = ∞ to the maximal
domain ℂ ⧵ 휕퐸∞⬔ , for 푦 near 휕퐸∞⬔ it is better to denote the two critical points of 푉 (휆; 푦) as 푝(푦) and 푝(푦)−1, both ofwhich are analytic functions on all proper sub-arcs of the eyebrow 휕퐸∞⬔ . We consider the matrix퐌푛(휆; 푦, 푚) with thesimplest choice of 푔-function, namely 푔(휆) ≡ 0, which will treat the two critical points more symmetrically, as turns
out to be appropriate for 푦 near the eyebrow 휕퐸∞⬔ . It is then convenient to reformulate the Riemann-Hilbert conditions
on퐌푛(휆; 푦, 푚) in the special case that 푚 = −( 12 + 푘) for 푘 ∈ ℤ≥0. Since the jump on 퐿∞⬕ ∪퐿0⬕ reduces to the identity
in this case (see (11)–(12)), the jump contour for 퐌(푘)푛 (휆; 푦) ∶= 퐌푛(휆; 푦,−( 12 + 푘)) = 퐘푛(휆; 푛푦,−( 12 + 푘)) is simply
퐿 = 퐿∞⬔ ∪ 퐿
0
⬔, and along the latter contour the factor 휆−(푚+1)⬕ = 휆푘−1∕2⬕ appearing in the jump conditions (9)–(10)
changes sign at the junction point between 퐿∞⬔ and 퐿0⬔. Therefore, if we define a branch 휆푘−1∕2∞ analytic along 퐿 and
such that 휆푘−1∕2∞ = 휆푘−1∕2⬕ holds when 휆 ∈ 퐿∞⬔, the Riemann-Hilbert problem for퐌(푘)푛 (휆; 푦) can be written as follows.
Riemann-Hilbert Problem 5 (Eyebrow problem for 푚 = −( 12 + 푘)). Given parameters 푛, 푘 ∈ ℤ≥0 as well as 푦 in a
tubular neighborhood 푇 of 휕퐸∞⬔ as defined in (32), seek a 2 × 2 matrix function 휆 ↦ 퐌(푘)푛 (휆; 푦) with the following
properties:
1. Analyticity: 휆↦퐌(푘)푛 (휆; 푦) is analytic in the domain 휆 ∈ ℂ⧵퐿,퐿 ∶= 퐿∞⬔∪퐿0⬔. It takes continuous boundary
values on 퐿 ⧵ {0} from each maximal domain of analyticity.
2. Jump conditions: The boundary values퐌(푘)푛±(휆; 푦) are related by
퐌(푘)푛+(휆; 푦) =퐌
(푘)
푛−(휆; 푦)
⎡⎢⎢⎣1
√
2휋
푘!
휆푘−1∕2∞ e−푛푉 (휆;푦)
0 1
⎤⎥⎥⎦ , 휆 ∈ 퐿. (225)
3. Asymptotics: 퐌(푘)푛 (휆; 푦)→ 핀 as 휆 →∞ and퐌(푘)푛 (휆; 푦)휆푘휎3 has a well-defined limit as 휆→ 0.
5.2.1. Motivation: the special case of 푘 = 0. When 푘 = 0, Riemann-Hilbert Problem 5 reduces from a multiplicative
matrix problem to an additive scalar problem for the 12-entry, and the explicit solution is obtained from the Plemelj
formula:
퐌(0)푛 (휆; 푦) =
⎡⎢⎢⎢⎣
1 1
i
√
2휋 ∫퐿
휇−1∕2∞ e−푛푉 (휇;푦)
휇 − 휆
d휇
0 1
⎤⎥⎥⎥⎦ . (226)
Since 퐘푛(휆; 푛푦,− 12 ) =퐌(0)푛 (휆; 푦), applying (15) gives the exact result
푢푛(푛푦; −
1
2 ) = i
∫퐿 휆
−1∕2
∞ e−푛푉 (휆;푦) d휆
∫퐿 휆
−3∕2
∞ e−푛푉 (휆;푦) d휆
. (227)
The large-푛 asymptotic behavior of the rational solution 푢푛(푛푦; − 12 ) is therefore reduced to the classical saddle-pointexpansion of two related contour integrals. When 푦 is close to the eyebrow 휕퐸∞⬔ ,Re(푉 (푝(푦); 푦)) ≈ 0, so the landscape of
Re(−푉 (휆; 푦)) in the 휆-plane is similar to that shown in the central panels of Figure 21, except in small neighborhoods
of the two critical points 휆 = 푝(푦), 푝(푦)−1. In particular, for 휆 bounded away from these two points, the contour
퐿 = 퐿∞⬔∪퐿
0
⬔ lies entirely in the red-shaded domain and henceRe(−푉 (휆; 푦)) < 0 holds. This makes the correspondingcontributions to the integrands in the numerator and denominator of (227) exponentially small by comparison with the
contributions from neighborhoods of the two saddle points. In a sense, this classical saddle point analysis can be
embedded in a more general scheme that applies to Riemann-Hilbert Problem 5 also for 푘 = 1, 2, 3,… .
Remark 5. In our previous paper on the subject of rational solutions of the Painlevé-III equation [4] we observed that
when 푚 ∈ ℤ+ 12 it is possible to reduce Riemann-Hilbert Problem 1 to a linear algebraic Hankel system of dimension
independent of 푛 in which the coefficients are contour integrals amenable to the classical method of steepest descent
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when 푛 is large such as those just considered above. We originally thought that these Hankel systems would provide
the most efficient approach to the detailed analysis of 푢푛(푛푦;푚) for half-integral 푚, but it turns out that an approach
based on more modern techniques of steepest descent for Riemann-Hilbert problems is more effective. We develop this
approach in the following paragraphs.
5.2.2. Modified outer parametrix. The same argument that focuses the contour integrals in (227) on the critical points
serves more generally to make the jump matrix in (225) an exponentially small perturbation of the identity matrix
except in neighborhoods of the critical points, which in turn suggests approximating 퐌(푘)푛 (휆; 푦) with a single-valuedanalytic function built to satisfy the required asymptotic conditions as 휆 → ∞ and 휆 → 0. Thus, given 푘 ∈ ℤ≥0 andnonnegative integers 훼1 and 훼2 such that
훼1 + 훼2 = −
(
푚 + 1
2
)
= 푘, (228)
we define an outer parametrix for퐌(푘)푛 (휆; 푦) by the formula
퐌̇out,(훼1,훼2)(휆; 푦) = 휆−푘휎3 (휆 − 푝(푦)−1)훼1휎3 (휆 − 푝(푦))훼2휎3 . (229)
This function is analytic for 휆 ∈ ℂ ⧵ {0, 푝(푦), 푝(푦)−1}, and satisfies the required asymptotic conditions in the sense
that 퐌̇out,(훼1,훼2)(휆; 푦) → 핀 as 휆 → ∞ and that 퐌̇out,(훼1,훼2)(휆; 푦)휆푘휎3 is analytic at 휆 = 0. The singularities in the outer
parametrix at the critical points 휆 = 푝(푦), 푝(푦)−1 are needed to balance the local behavior of퐌(푘)푛 (휆; 푦) which we turnto approximating next.
5.2.3. Inner parametrices based on Hermite polynomials. As the tubular neighborhood 푇 containing 푦 excludes the
branch points 휆 = ± 12 i, the two critical points remain distinct and hence simple, and both are analytic and nonvanishingfunctions of 푦 ∈ 푇 . To set up a uniform treatment of the two critical points, we may also refer to the critical points
as 휆1(푦) ∶= 푝(푦)−1 and 휆2(푦) ∶= 푝(푦), which indicates the order in which neighborhoods of these points are visited
as 휆 traverses 퐿 = 퐿∞⬔ ∪ 퐿0⬔. Since 휆푗(푦) are analytic and nonvanishing functions on 푇 , to define 휆푘−1∕2∞ = 휆푘휆−1∕2∞for 휆 = 휆푗(푦) it suffices by analytic continuation to determine the value when 푦 = 0.331372 corresponding to the real
midpoint of the eyebrow 휕퐸∞⬔ . Thus, from the central panels in Figure 21 we get that when 휆 = 휆푗(0.331372), 휆−1∕2∞lies in the right half-plane for both 푗 = 1, 2.
Let 퐷푗 be simply-connected neighborhoods of 휆푗(푦), 푗 = 1, 2, respectively, and assume that these neighborhoodsare sufficiently small but independent of 푛. Exploiting the fact that both critical points of 푉 are simple, we conformally
map 퐷푗 to a neighborhood of the origin via a conformal mapping 휆↦ 푊푗(휆; 푦), where
푉 (휆; 푦) − 푉 (휆푗(푦); 푦) = 푊푗(휆; 푦)2, 휆 ∈ 퐷푗 , 푗 = 1, 2. (230)
In this equation we make sure to choose branches of log(휆) in 푉 so that the left-hand side is a well-defined analytic
function of 휆 that vanishes to second order at the critical point 휆 = 휆푗(푦). For small enough 퐷푗 , this relation defines
푊푗(휆; 푦) as a conformal mapping up to a sign, which we select such that (possibly after some local adjustment of 퐿near the critical points) the image of the oriented arc 퐿 ∩ 퐷푗 is a real interval containing 푊푗 = 0 traversed in the
direction of increasing 푊푗 . We will need the precise value of 푊 ′푗 (휆푗(푦); 푦), and by implicit differentiation one finds
that 12푉 ′′(휆푗(푦); 푦) = 푊 ′푗 (휆푗(푦); 푦)2. Now for 푗 = 1, 2, 12푉 ′′(휆푗(푦); 푦) is an analytic and non-vanishing function of
푦 on the tubular neighborhood 푇 in question, so to determine the 휆-derivative 푊 ′푗 (휆푗(푦); 푦) as an analytic function,it suffices to determine its value at any one point, say 푦 = 0.331372 where the eyebrow 휕퐸∞⬔ intersects the positive
real 푦-axis. Here, from the central panels in Figure 21 one can use the geometric interpretation of 푊 ′푗 (휆푗(푦); 푦)−1 as
the phase factor of the directed tangent to 퐿 to deduce that 푊 ′1 (휆1(푦); 푦) is positive imaginary while 푊 ′2 (휆2(푦); 푦) isnegative real when 푦 = 0.331372.
Given the conformal maps푊푗 ∶ 퐷푗 → ℂ, 푗 = 1, 2, we define corresponding analytic and non-vanishing functions
of 휆 ∈ 퐷푗 denoted 푓 (훼1,훼2)푗 (휆; 푦) such that
퐌̇out,(훼1,훼2)(휆; 푦) = 푓 (훼1,훼2)푗 (휆; 푦)
휎3푊푗(휆; 푦)훼푗휎3 , 휆 ∈ 퐷푗 , 푗 = 1, 2. (231)
Likewise, the function 휆↦√2휋휆푘−1∕2∞ ∕푘! admits analytic continuation from 퐿 ∩퐷푗 to all of 퐷푗 , and this function isnon-vanishing on 퐷푗 (taken sufficiently small but independent of 푛). Therefore, it has an analytic and non-vanishing
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square root, which we denote by 푑푗(휆), 푗 = 1, 2. Then, using (225) the jump condition for the modified matrix
퐍(푘,푗)푛 (휆; 푦) ∶=퐌
(푘)
푛 (휆; 푦)e−푛푉 (휆푗 (푦);푦)휎3∕2푑푗(휆)휎3 satisfies the local jump conditions
퐍(푘,푗)푛+ (휆; 푦) = 퐍
(푘,푗)
푛− (휆; 푦)
[
1 e−푛푊푗 (휆;푦)2
0 1
]
, 휆 ∈ 퐿 ∩퐷푗 , 푗 = 1, 2. (232)
To define appropriate solutions of these jump conditions within the neighborhoods 퐷푗 yielding inner parametricesmatching well onto the outer parametrix when 휆 ∈ 휕퐷푗 , we need to take into account the final factor on the right-hand
side of (231). Thus writing 휁 = 푛1∕2푊푗(휆; 푦), we arrive at the following model Riemann-Hilbert problem.
Riemann-Hilbert Problem 6. Given 훼 ∈ ℤ≥0, seek a 2×2matrix function 휁 ↦ 퐇(훼)(휁 ) with the following properties:
1. Analyticity: 휁 ↦ 퐇(훼)(휁 ) is analytic for Im(휁 ) ≠ 0, taking continuous boundary values on the real axis
oriented left-to-right.
2. Jump conditions: The boundary values 퐇(훼)± (휁 ) taken on the real axis satisfy the following jump condition:
퐇(훼)+ (휁 ) = 퐇
(훼)
− (휁 )
[
1 e−휁2
0 1
]
, 휁 ∈ ℝ. (233)
3. Asymptotics: 퐇(훼)(휁 ) is required to satisfy the normalization condition
lim
휁→∞
퐇(훼)(휁 )휁−훼휎3 = 핀. (234)
This problem is well-known [14] to be solvable explicitly in terms of Hermite polynomials {퐻푗(휁 )}∞푗=0 defined by
the positivity of the leading coefficient,퐻푗(휁 ) = ℎ푗휁 푗 +⋯ for ℎ푗 > 0, and the orthogonality conditions
∫ℝ퐻푗(휁 )퐻푗′ (휁 )e
−휁2 d휁 = 훿푗푗′ . (235)
Indeed the solution for 훼 = 0 is explicitly
퐇(0)(휁 ) ∶=
⎡⎢⎢⎣1
1
2휋i ∫ℝ
e−푠2 d푠
푠 − 휁
0 1
⎤⎥⎥⎦ , (236)
and for positive degree,
퐇(훼)(휁 ) ∶=
⎡⎢⎢⎢⎢⎣
1
ℎ훼
퐻훼(휁 )
1
2휋iℎ훼 ∫ℝ
퐻훼(푠)e−푠
2 d푠
푠 − 휁
−2휋iℎ훼−1퐻훼−1(휁 ) −ℎ훼−1 ∫ℝ
퐻훼−1(푠)e−푠
2 d푠
푠 − 휁
⎤⎥⎥⎥⎥⎦
, 훼 ≥ 1. (237)
From these formulæ we see that the normalization condition (234) takes the more concrete form
퐇(훼)(휁 )휁−훼휎3 =
⎧⎪⎪⎨⎪⎪⎩
[
1 (2휋iℎ20)
−1휁−1 + (휁−3)
0 1
]
, 훼 = 0,[
1 + 푂(휁−2) (2휋iℎ2훼)
−1휁−1 + (휁−3)
−2휋iℎ2훼−1휁
−1 + (휁−3) 1 + (휁−2)
]
, 훼 ≥ 1,
(238)
in the limit 휁 → ∞, where the error terms on the diagonal (resp., off-diagonal) are full asymptotic series in descend-
ing even (resp., odd) powers of 휁 (terminating after finitely-many terms in the first column), and where the leading
coefficients are explicitly given by [18, Chapter 18]
ℎ훼 ∶=
2훼∕2
휋1∕4
√
훼!
, 훼 = 0, 1, 2,… , (239)
and by convention we define ℎ−1 ∶= 0. Now we define the inner parametrices by
퐌̇in,(훼1,훼2,푗)푛 (휆; 푦) ∶= e−푛푉 (휆푗 (푦);푦)휎3∕2푛−훼푗휎3∕2푑푗(휆)휎3푓
(훼1,훼2)
푗 (휆; 푦)
휎3퐇(훼푗 )(푛1∕2푊푗(휆; 푦))푑푗(휆)−휎3e푛푉 (휆푗 (푦);푦)휎3∕2,
휆 ∈ 퐷푗 , 푗 = 1, 2. (240)
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Since the factors to the left of 퐇(훼푗 )(⋅) are analytic within 퐷푗 , it is easy to see that 퐌̇in,(훼1,훼2,푗)푛 (휆; 푦) is analytic within
퐷푗 except along 퐿 ∩퐷푗 , where it exactly satisfies the jump condition (225). We also see easily that
퐌̇in,(훼1,훼2,푗)푛 (휆; 푦)퐌̇out,(훼1,훼2)(휆; 푦)−1 = e−푛푉 (휆푗 (푦);푦)휎3∕2푛−훼푗휎3∕2푑푗(휆)휎3푓
(훼1,훼2)
푗 (휆; 푦)
휎3
⋅퐇(훼푗 )(휁 )휁−훼푗휎3 ⋅ 푓 (훼1,훼2)푗 (휆; 푦)
−휎3푑푗(휆)−휎3푛훼푗휎3∕2e푛푉 (휆푗 (푦);푦)휎3∕2, (241)
where 휁 ∶= 푛1∕2푊푗(휆; 푦). Now, set
퐴(훼1,훼2)푗 (휆; 푦) ∶=
푑푗(휆)2푓
(훼1,훼2)
푗 (휆; 푦)
2
2휋iℎ2훼푗푊푗(휆; 푦)
and 퐵(훼1,훼2)푗 (휆; 푦) ∶= −
2휋iℎ2훼푗−1
푑푗(휆)2푓
(훼1,훼2)
푗 (휆; 푦)2푊푗(휆; 푦)
, 푗 = 1, 2. (242)
These are meromorphic functions of 휆 ∈ 퐷푗 with simple poles at 휆푗(푦), and they are independent of 푛. Since푊푗(휆; 푦)is bounded away from zero when 휆 ∈ 휕퐷푗 , restriction (241) to the boundaries 휕퐷푗 , 푗 = 1, 2, gives
퐌̇in,(훼1,훼2,푗)푛 (휆; 푦)퐌̇out,(훼1,훼2)(휆; 푦)−1 = e−푛푉 (휆푗 (푦);푦)휎3∕2푛−훼푗휎3∕2
⋅
[
1 + (푛−1) 퐴(훼1,훼2)푗 (휆; 푦)푛−1∕2 + (푛−3∕2)
퐵(훼1,훼2)푗 (휆; 푦)푛
−1∕2 + (푛−3∕2) 1 + (푛−1)
]
⋅ 푛훼푗휎3∕2e푛푉 (휆푗 (푦);푦)휎3∕2, 휆 ∈ 휕퐷푗 , 푗 = 1, 2 (243)
if 훼푗 ≥ 0, while in the special case 훼푗 = 0 we may also write
퐌̇in,(훼1,훼2,푗)푛 (휆; 푦)퐌̇out,(훼1,훼2)(휆; 푦)−1 = e−푛푉 (휆푗 (푦);푦)휎3∕2
[
1 퐴(훼1,훼2)푗 (휆; 푦)푛
−1∕2 + (푛−3∕2)
0 1
]
e푛푉 (휆푗 (푦);푦)휎3∕2,
휆 ∈ 휕퐷푗 , 훼푗 = 0. (244)
5.2.4. Initial global parametrix construction and comparison matrices. Given non-negative integers 훼1, 훼2 satisfying
(228), the global parametrix for퐌(푘)푛 (휆; 푦) is then defined by:
퐌̇(훼1,훼2)푛 (휆; 푦) ∶=
⎧⎪⎨⎪⎩
퐌̇in,(훼1,훼2,1)푛 (휆; 푦), 휆 ∈ 퐷1
퐌̇in,(훼1,훼2,2)푛 (휆; 푦), 휆 ∈ 퐷2
퐌̇out,(훼1,훼2)(휆; 푦), 휆 ∈ ℂ ⧵퐷1 ∪퐷2.
(245)
For later purposes, we will need to record the residues of 퐴(훼1,훼2)푗 (휆; 푦) and 퐵(훼1,훼2)푗 (휆; 푦) at 휆 = 휆푗 , where푊푗(휆; 푦)vanishes to first order. Thus,
Res
휆=휆푗
퐴(훼1,훼2)푗 (휆; 푦) =
푑푗(휆푗)2푓
(훼1,훼2)
푗 (휆푗 ; 푦)
2
2휋iℎ2훼푗푊
′
푗 (휆푗 ; 푦)
and Res
휆=휆푗
퐵(훼1,훼2)푗 (휆; 푦) = −
2휋iℎ2훼푗−1
푑푗(휆푗)2푓
(훼1,훼2)
푗 (휆푗 ; 푦)2푊
′
푗 (휆푗 ; 푦)
, (246)
and combining (229) with (231) and l’Hôpital’s rule gives
푓 (훼1,훼2)푗 (휆푗 ; 푦) = 휆
−푘
푗 (휆푗 − 휆3−푗)
훼3−푗푊 ′푗 (휆푗 ; 푦)
−훼푗 , 푗 = 1, 2. (247)
Recalling the definition of 푑푗(휆) as a square root of
√
2휋휆푘−1∕2∞ ∕푘!, we have
푑푗(휆푗)2푓
(훼1,훼2)
푗 (휆푗 ; 푦)
2 =
√
2휋
푘!
휆−푘푗 휆
−1∕2
푗,∞ (휆2 − 휆1)
2훼3−푗푊 ′푗 (휆푗 ; 푦)
−2훼푗
= 2
훼푗
√
2휋
푘!
휆−푘푗 휆
−1∕2
푗,∞ (휆2 − 휆1)
2훼3−푗푉 ′′(휆푗 ; 푦)−훼푗
(248)
where 휆−1∕2푗,∞ refers to the branch of the square root that lies in the right half-plane when 푦 = 0.331372 (the real point of
휕퐸∞⬔ ), continued analytically to all 푦 ∈ 푇 , and we used the identity푊 ′푗 (휆푗 ; 푦)2 = 12푉 ′′(휆푗 ; 푦) and the fact that 2훼3−푗
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is even. Combining this with (239) finally gives
Res
휆=휆푗
퐴(훼1,훼2)푗 (휆; 푦) =
훼푗!휆−푘푗 휆
−1∕2
푗,∞ (휆2 − 휆1)
2훼3−푗푉 ′′(휆푗 ; 푦)−훼푗
i푘!푉 ′′(휆푗 ; 푦)1∕2
Res
휆=휆푗
퐵(훼1,훼2)푗 (휆; 푦) =
푘!휆푘푗 휆
1∕2
푗,∞(휆2 − 휆1)
−2훼3−푗푉 ′′(휆푗 ; 푦)훼푗
i(훼푗 − 1)!푉 ′′(휆푗 ; 푦)1∕2
,
(249)
where the analytic functions 푉 ′′(휆1(푦); 푦)1∕2 and 푉 ′′(휆2(푦); 푦)1∕2 are respectively positive imaginary and negative realwhen 푦 = 0.331372.
To compare퐌(푘)푛 (휆; 푦) with its parametrix, we define two types of comparison matrices by
퐅(훼1,훼2,푗)푛 (휆; 푦) ∶= e푛푉 (휆푗 (푦);푦)휎3∕2푛(훼푗+1∕2)휎3∕2퐌(푘)푛 (휆; 푦)퐌̇
(훼1,훼2)
푛 (휆; 푦)−1푛−(훼푗+1∕2)휎3∕2e−푛푉 (휆푗 (푦);푦)휎3∕2, 푗 = 1, 2.(250)
Both types (i.e., for 푗 = 1, 2) of comparison matrix have the property that they are analytic functions of 휆 in both
domains 퐷1 and 퐷2 (because the continuous boundary values of 퐌(푘)푛 (휆; 푦) and 퐌̇(훼1,훼2)푛 (휆; 푦) satisfy the same jumpconditions there) and in the exterior domain except on the original jump contour 퐿 = 퐿∞⬔ ∪ 퐿0⬔. Moreover, it is easy
to check that 퐅(훼1,훼2,푗)푛 (휆; 푦) → 핀 as 휆 → ∞. The comparison matrices therefore satisfy the conditions of a Riemann-Hilbert problem specified by jump conditions across the part of 퐿 exterior to the domains 퐷1 and 퐷2 and across theboundaries 휕퐷1 and 휕퐷2 of these domains. Jump contours for the comparison matrices are illustrated in Figures 35and 36 (cf., Figure 21) for two different values of 푦 on either side of the eyebrow 휕퐸∞⬔ . Observe that the landscape
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FIGURE 35. The jump contour for the comparison matrices 퐅(훼1,훼2,푗)푛 (휆; 푦), and also for the final error
matrix 퐄(훼1,훼2,푗)푛 (휆; 푦), for 푦 = 0.33, a point just to the left of the eyebrow 휕퐸∞⬔ . The jump contour
consists of the arcs of 퐿 = 퐿∞⬔ ∪ 퐿0⬔ outside the disks 퐷1 and 퐷2 (red), as well as the boundariesof the latter disks (green) that are oriented in the clockwise direction for the purposes of defining the
boundary values taken thereon. The background is a contour plot of Re(푉 (휆; 푦)), with pink shading
for Re(푉 (휆; 푦)) > 0 and blue shading for Re(푉 (휆; 푦)) < 0.
of Re(푉 (휆; 푦)) shown in these plots resembles, at least for 휆 not too close to 휆1 or 휆2, that illustrated in the centralpanels of Figure 21. Therefore, when 푦 is close to the eyebrow 휕퐸∞⬔ , if the tubular neighborhood 푇 is taken to besufficiently thin (by choosing 훿2 sufficiently small in (32)) given the domains 퐷1 and 퐷2, the jump condition satisfied
by 퐅(훼1,훼2,푗)푛 (휆; 푦) on the arcs of 퐿 exterior to the latter domains has the form (because all red contours lie strictly withinthe pink-shaded region)
퐅(훼1,훼2,푗)푛+ (휆; 푦) = 퐅
(훼1,훼2,푗)
푛− (휆; 푦)(핀 + exponentially small), 푛→ +∞, 휆 ∈ 퐿 ⧵ (퐷1 ∪퐷2), (251)
with the convergence being in the 퐿푝 sense for every 푝 and holding uniformly for 푦 ∈ 푇 . Therefore, the essential jump
conditions for 퐅(훼1,훼2,푗)푛 (휆; 푦) are those across the domain boundaries 휕퐷1 and 휕퐷2. Taking these to be oriented in the
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FIGURE 36. As in Figure 35, but for 푦 = 0.333, a point just to the right of the eyebrow 휕퐸∞⬔ .
clockwise sense, using (243)–(244) gives
퐅(훼1,훼2,푗)푛+ (휆; 푦) = 퐅
(훼1,훼2,푗)
푛− (휆; 푦)
[
1 + (푛−1) 퐴(훼1,훼2)푗 (휆; 푦) + (푛−1)(푛−1) 1 + (푛−1)
]
, 휆 ∈ 휕퐷푗 (252)
(in the special case that 훼푗 = 0 the (푛−1) error terms in all but the 12 entry of the jump matrix vanish identically),while
퐅(훼1,훼2,푗)푛+ (휆; 푦) =
퐅(훼1,훼2,푗)푛− (휆; 푦)
[
1 + (푛−1) 푎(훼1,훼2,푗)푛 (푦)[퐴(훼1,훼2)3−푗 (휆; 푦) + (푛−1)]
푏(훼1,훼2,푗)푛 (푦)[퐵
(훼1,훼2)
3−푗 (휆; 푦) + (푛−1)] 1 + (푛−1)
]
,
휆 ∈ 휕퐷3−푗 (253)
where
푎(훼1,훼2,푗)푛 (푦) ∶= e푛(푉 (휆푗 (푦);푦)−푉 (휆3−푗 (푦);푦))푛훼푗−훼3−푗 and 푏(훼1,훼2,푗)푛 (푦) ∶= e푛(푉 (휆3−푗 (푦);푦)−푉 (휆푗 (푦);푦))푛훼3−푗−훼푗−1 (254)
(in the special case that 훼3−푗 = 0 the푂(푛−1) error terms in all but the 12 entry of the jumpmatrix vanish identically, and
in addition 퐵(훼1,훼2)3−푗 (휆; 푦) ≡ 0 because by convention ℎ−1 = 0). Recalling that Re(푉 (휆2(푦); 푦)) + Re(푉 (휆1(푦); 푦)) = 0and 훼1 + 훼2 = 푘, upon suitable conditions on 푦 ∈ 푇 the jump condition (253) reduces to one of the following forms:
∙ Case I: If 훼3−푗 = 0 (so also 훼푗 = 푘) and the inequality
Re(푉 (휆푗(푦); 푦)) ≤ −12훼푗
ln(푛)
푛
= −1
2
푘
ln(푛)
푛
(255)
holds, then (253) becomes
퐅(훼1,훼2,푗)푛+ (휆; 푦) = 퐅
(훼1,훼2,푗)
푛− (휆; 푦)
[
1 푎(훼1,훼2,푗)푛 (푦)[퐴
(훼1,훼2)
3−푗 (휆; 푦) + (푛−1)]
0 1
]
, 휆 ∈ 휕퐷3−푗 (256)
in which 푎(훼1,훼2,푗)푛 (푦) = (1) as 푛→ +∞.
∙ Case IIa: If 훼3−푗 > 0 (so also 훼푗 < 푘) and the inequalities
1
2
(푘 − 2훼푗 −
1
2 )
ln(푛)
푛
≤ Re(푉 (휆푗(푦); 푦)) ≤ 12(푘 − 2훼푗)
ln(푛)
푛
(257)
hold, then (253) becomes
퐅(훼1,훼2,푗)푛+ (휆; 푦) = 퐅
(훼1,훼2,푗)
푛− (휆; 푦)
[
1 + (푛−1) 푎(훼1,훼2,푗)푛 (푦)[퐴(훼1,훼2)3−푗 (휆; 푦) + (푛−1)](푛−1∕2) 1 + (푛−1)
]
, 휆 ∈ 휕퐷3−푗 (258)
in which 푎(훼1,훼2,푗)푛 (푦) = (1) as 푛→ +∞.
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∙ Case IIb: If 훼3−푗 > 0 (so also 훼푗 < 푘) and the inequalities
1
2
(푘 − 2훼푗 − 1)
ln(푛)
푛
≤ Re(푉 (휆푗(푦); 푦)) ≤ 12(푘 − 2훼푗 − 12 )
ln(푛)
푛
(259)
hold, then (253) becomes
퐅(훼1,훼2,푗)푛+ (휆; 푦) = 퐅
(훼1,훼2,푗)
푛− (휆; 푦)
[
1 + (푛−1) (푛−1∕2)
푏(훼1,훼2,푗)푛 (푦)[퐵
(훼1,훼2)
3−푗 (휆; 푦) + (푛−1)] 1 + (푛−1)
]
, 휆 ∈ 휕퐷3−푗 (260)
in which 푏(훼1,훼2,푗)푛 (푦) = (1) as 푛→ +∞.
By varying the index 푗 = 1, 2 as well as the choice of non-negative integers 훼1 + 훼2 = 푘, the above inequalities (257),(259), and (255) on 푦 ∈ 푇 actually cover the whole tubular neighborhood 푇 . Indeed, given 푘 ≥ 0, begin by taking
훼1 = 푘 and 훼2 = 0, and consider the comparison matrix 퐅(푘,0,1)푛 (휆; 푦). Assuming that Re(푉 (휆1(푦); 푦)) ≤ − 12푘푛−1 ln(푛),the inequality (255) of Case I guarantees that (256) governs the jump condition on 휕퐷2. Then, for 퓁 = 1,… , 푘,
∙ Take 훼1 = 푘 − 퓁 + 1 > 0 and 훼2 = 퓁 − 1 < 푘, and consider the comparison matrix 퐅(푘−퓁+1,퓁−1,2)푛 (휆; 푦).
Assuming that − 12 (푘− 2퓁 + 2)푛−1 ln(푛) ≤ Re(푉 (휆1(푦); 푦)) ≤ − 12 (푘− 2퓁 + 32 )푛−1 ln(푛), the inequalities (257)
of Case IIa imply that (258) governs the jump condition on 휕퐷1. Assuming that − 12 (푘 − 2퓁 + 32 )푛−1 ln(푛) ≤
Re(푉 (휆1(푦); 푦)) ≤ − 12 (푘 − 2퓁 + 1), the inequalities (259) of Case IIb imply that (260) governs the jumpcondition on 휕퐷1.
∙ Now take 훼1 = 푘−퓁 < 푘 and 훼2 = 퓁 > 0, and consider the comparison matrix 퐅(푘−퓁,퓁,1)푛 (휆; 푦). Assuming that
− 12 (푘−2퓁+1)푛
−1 ln(푛) ≤ Re(푉 (휆1(푦); 푦)) ≤ − 12 (푘−2퓁+ 12 )푛−1 ln(푛), the inequalities (259) of Case IIb imply
that (260) governs the jump condition on 휕퐷2. Assuming that − 12 (푘 − 2퓁 + 12 )푛−1 ln(푛) ≤ Re(푉 (휆1(푦); 푦)) ≤
− 12 (푘 − 2퓁)푛
−1 ln(푛), the inequalities (257) of Case IIa imply that (258) governs the jump condition on 휕퐷2.
Finally, take 훼1 = 0 and 훼2 = 푘, and consider the comparison matrix 퐅(0,푘,2)푛 (휆; 푦). Assuming that Re(푉 (휆1(푦); 푦)) ≥
1
2푘푛
−1 ln(푛), the inequality (255) of Case I then guarantees that (256) governs the jump condition on 휕퐷1.
5.2.5. Modeling of comparison matrices. To determine the asymptotic behavior as 푛 → +∞ of the various types of
comparison matrices, it now becomes necessary to model the leading terms of the jump matrices, which generally do
not decay to the identity on the domain boundaries 휕퐷1 and 휕퐷2, but that are guaranteed to be bounded by associationof 푦 ∈ 푇 with the appropriate indices 훼1, 훼2, and 푗 as described above. In Cases I and IIa, the dominant terms in thejumpmatrices on 휕퐷1 and 휕퐷2 are both upper triangular matrices, while in Case IIb one jumpmatrix is upper triangularand the other is lower triangular. This situation requires two different types of parametrices, which we formulate as
Riemann-Hilbert problems here.
Riemann-Hilbert Problem 7 (Upper-upper; Cases I and IIa). Let distinct points 휆1 ≠ 휆2, 휆푗 ≠ 0, 푗 = 1, 2, be
given with corresponding simply-connected neighborhoods 퐷1 and 퐷2 with 퐷1 ∩ 퐷2 = ∅. For 푗 = 1, 2, let 휙푗 be
meromorphic on 퐷푗 and continuous up to the boundary 휕퐷푗 with a simple pole at 휆푗 as the only singularity in 퐷푗 .
Seek a 2 × 2 matrix function 휆↦ 퐅̇(휆) with the following properties:
1. Analyticity: 휆 ↦ 퐅̇(휆) is analytic for 휆 ∈ ℂ ⧵ (휕퐷1 ∪ 휕퐷2) and takes continuous boundary values from each
side on 휕퐷1 and 휕퐷2.2. Jump conditions: The boundary values are related by the following jump conditions. Assuming clockwise
orientation of 휕퐷푗 , 푗 = 1, 2,
퐅̇+(휆) = 퐅̇−(휆)
[
1 휙푗(휆)
0 1
]
, 휆 ∈ 휕퐷푗 , 푗 = 1, 2. (261)
3. Asymptotics: 퐅̇(휆)→ 핀 as 휆→ ∞.
This problem always has a unique solution, which may be sought in the form
퐅̇(휆) =
[
1 ̇푓 (휆)
0 1
]
. (262)
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The conditions of Riemann-Hilbert Problem 7 descend to the conditions that the scalar function ̇푓 (휆) be analytic for
휆 ∈ ℂ ⧵ (휕퐷1 ∪ 휕퐷2) with ̇푓 (휆) → 0 as 휆 → ∞, and the jump conditions now take the additive form: ̇푓+(휆) =
̇푓−(휆) + 휙푗(휆) holds for 휆 ∈ 휕퐷푗 , 푗 = 1, 2. It follows that ̇푓 (휆) is given by the Plemelj formula
̇푓 (휆) = 1
2휋i ∮휕퐷1
휙1(휇) d휇
휇 − 휆
+ 1
2휋i ∮휕퐷2
휙2(휇) d휇
휇 − 휆
, 휆 ∈ ℂ ⧵ (휕퐷1 ∪ 휕퐷2). (263)
The integrals may be evaluated explicitly, by residues. In the special case that 휆 is exterior to both domains퐷푗 , 푗 = 1, 2,we therefore find
퐅̇(휆) =
⎡⎢⎢⎣1
Φ1
휆 − 휆1
+
Φ2
휆 − 휆2
0 1
⎤⎥⎥⎦ , 휆 ∈ ℂ ⧵퐷1 ∪퐷2, (264)
where Φ푗 denotes the residue of 휙푗 at 휆푗 , 푗 = 1, 2. In particular, we see that
퐅̇(휆) = 핀 + 휆−1퐅̇∞1 + (휆−2), 휆→ ∞ and 퐅̇(휆) = 퐅̇00 + (휆), 휆→ 0, (265)
in which we have
퐹̇∞1,12 = Φ1 + Φ2, 퐹̇
0
0,11 = 1, 퐹̇
0
0,12 = −
Φ1
휆1
−
Φ2
휆2
. (266)
Riemann-Hilbert Problem 8 (Upper-lower; Case IIb). Let distinct nonzero points 휆U ≠ 휆L be given with correspond-
ing simply-connected neighborhoods 퐷U and 퐷L with 퐷U ∩퐷L = ∅. Let 휙U and 휙L be meromorphic on 퐷U and 퐷L
respectively and continuous up to the corresponding boundary curves, with simple poles only at 휆U and 휆L respectively.
Seek a 2 × 2 matrix function 휆↦ 퐅̇(휆) with the following properties:
1. Analyticity: 휆↦ 퐅̇(휆) is analytic for 휆 ∈ ℂ ⧵ (휕퐷U ∪ 휕퐷L) and takes continuous boundary values from each
side on 휕퐷U and 휕퐷L.2. Jump conditions: The boundary values are related by the following jump conditions. Assuming clockwise
orientation of 휕퐷U,
퐅̇+(휆) = 퐅̇−(휆)
[
1 휙U(휆)
0 1
]
, 휆 ∈ 휕퐷U, (267)
and assuming clockwise orientation of 휕퐷L,
퐅̇+(휆) = 퐅̇−(휆)
[
1 0
휙L(휆) 1
]
, 휆 ∈ 휕퐷L. (268)
3. Asymptotics: 퐅̇(휆)→ 핀 as 휆→ ∞.
This problem is a generalization of the one that characterizes the soliton solutions of AKNS systems [2]. Unlike
Riemann-Hilbert Problem 7 this problem is only conditionally solvable. Letting ΦU denote the residue of 휙U at 휆U,and ΦL that of 휙L at 휆L, this problem has a unique solution if and only if
Δ ∶= ΦUΦL + (휆U − 휆L)2 ≠ 0. (269)
The solution is a rational function in the domain exterior to 퐷U ∪퐷L:
퐅̇(휆) = 핀 + 1
휆 − 휆U
(휆U − 휆L)ΦU
Δ
[
0 휆U − 휆L
0 ΦL
]
+ 1
휆 − 휆L
(휆L − 휆U)ΦL
Δ
[
ΦU 0
휆L − 휆U 0
]
, 휆 ∈ ℂ ⧵퐷U ∪퐷L. (270)
This formula determines 퐅̇(휆) in the domains 퐷U and 퐷L by the jump conditions; Laurent expansion of the interiorboundary value 퐅̇−(휆) shows in each case that its only singularity is removable. Moreover, (270) shows that expansionsof the form (265) again hold whenever the solution exists, in which
퐹̇∞1,12 =
(휆U − 휆L)2ΦU
Δ
, 퐹̇ 00,11 = 1 −
(휆L − 휆U)ΦLΦU
휆LΔ
, and 퐹̇ 00,12 = −
(휆U − 휆L)2ΦU
휆UΔ
. (271)
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5.2.6. Final error analysis and asymptotic formulæ for 푢푛(푛푦; −( 12 +푘)). Suppose that 푦 is such that, after proper asso-ciation of the data of Riemann-Hilbert Problem 7 or 8 with the leading terms of the jump matrices for the comparison
matrix 퐅(훼1,훼2,푗)푛 (휆; 푦), 퐅̇(휆) exists and is bounded as 푛→ +∞ (no condition in the case of Riemann-Hilbert Problem 7).
Then it is easy to check that the error matrix 퐄(훼1,훼2,푗)푛 (휆; 푦) ∶= 퐅(훼1,훼2,푗)푛 (휆; 푦)퐅̇(휆)−1 satisfies the conditions of a small-norm Riemann-Hilbert problem formulated relative to a jump contour such as shown in Figures 35 and 36, with the
result that
퐄(훼1,훼2,푗)푛 (휆; 푦) = 핀 + 휆−1퐄∞푛,1(푦) + (휆−2), 휆→ ∞ and 퐄푛(휆; 푦) = 퐄0푛,0(푦) + (휆), 휆→ 0, (272)
where 퐄∞푛,1(푦) = (푛−1∕2) and 퐄0푛,0(푦) = 핀 + (푛−1∕2) as 푛 → +∞ uniformly for 푦 ∈ 푇 (if Case I holds, we may
replace (푛−1∕2) in both estimates with (푛−1)). Note that for 휆 in the exterior of the domain 퐷1 ∪ 퐷2, we have theexact identity
퐘푛(휆; 푛푦,−(
1
2 + 푘)) =퐌
(푘)
푛 (휆; 푦)
= 훿푛(푦)휎3퐅
(훼1,훼2,푗)
푛 (휆; 푦)훿푛(푦)−휎3퐌̇out,(훼1,훼2)(휆; 푦)
= 훿푛(푦)휎3퐅
(훼1,훼2,푗)
푛 (휆; 푦)퐌̇out,(훼1,훼2)(휆; 푦)훿푛(푦)−휎3
= 훿푛(푦)휎3퐄
(훼1,훼2,푗)
푛 (휆; 푦)퐅̇(휆)퐌̇out,(훼1,훼2)(휆; 푦)훿푛(푦)−휎3 , 휆 ∈ ℂ ⧵퐷1 ∪퐷2,
(273)
where 훿푛(푦) ≠ 0 is independent of 휆 and takes a different form in different parts of the tubular neighborhood 푇
containing 푦, the hypothesis on 휆 ensures that 퐌̇(훼1,훼2)푛 (휆; 푦) = 퐌̇out,(훼1,훼2)(휆; 푦), and we used the fact that the outer
parametrix is diagonal. Consequently, from (15), we arrive at the following approximate formula for 푢푛(푛푦; −( 12 + 푘))valid for large 푛:
푢푛(푛푦; −(
1
2 + 푘)) =
−i퐹̇∞1,12 + (푛−1∕2)
퐹̇ 00,11퐹̇
0
0,12 + (푛−1∕2) , 푛→ +∞, (274)
which holds uniformly for 푦 ∈ 푇 for which 퐅̇(휆) exists and is bounded (in Case IIb the denominator Δ should bebounded away from zero). In Case I, the error terms can be replaced with(푛−1). Therefore, if 푦 ∈ 푇 is such that Case
I or IIa holds, from (266) we have
푢푛(푛푦; −(
1
2 + 푘)) = i
휆1휆2(Φ1 + Φ2) + (푛−1)
휆2Φ1 + 휆1Φ2 + (푛−1) , 푛→ +∞, if Case I holds, (275)
푢푛(푛푦; −(
1
2 + 푘)) = i
휆1휆2(Φ1 + Φ2) + (푛−1∕2)
휆2Φ1 + 휆1Φ2 + (푛−1∕2) , 푛→ +∞, if Case IIa holds, (276)
while if instead Case IIb holds and Δ is bounded away from zero, from (271) and (269) we have, for any given 훿 > 0independent of 푛,
푢푛(푛푦; −(
1
2+푘)) = i
휆U휆L((휆L − 휆U)2 + ΦUΦL) + (푛−1∕2)
휆L(휆L − 휆U)2 + 휆UΦUΦL + (푛−1∕2) , 푛→ +∞, if Case IIb holds and |Δ| ≥ 훿 > 0. (277)
Due to the inequalities that characterize Cases I, IIa, and IIb, the leading terms in the numerator and denominator arebounded as 푛 → +∞ in each case. If in addition the leading terms in the denominator are bounded away from zero,
one can extract a leading approximation 푢̇푛 of 푢푛(푛푦; −( 12 + 푘)) with a small absolute error:
푢푛(푛푦; −(
1
2 + 푘)) = 푢̇푛 +
{(푛−1), (Case I)
(푛−1∕2), (Case IIa), 푢̇푛 ∶= i
Φ1 + Φ2
휆2Φ1 + 휆1Φ2
, (278)
if |휆2Φ1 + 휆1Φ2| ≥ 훿 > 0 and for Case IIb,
푢푛(푛푦; −(
1
2 + 푘)) = 푢̇푛 + (푛−1∕2), 푢̇푛 ∶= i (휆L − 휆U)
2 + ΦUΦL
휆L(휆L − 휆U)2 + 휆UΦUΦL
, (279)
if |Δ| ≥ 훿 > 0 and also |휆L(휆L − 휆U)2 + 휆UΦUΦL| ≥ 훿 > 0. Note that in this case the zeros of Δ (where Riemann-Hilbert Problem 8 fails to be solvable) correspond to zeros of the approximation 푢̇푛. In deriving the above formulæ for
푢̇푛 we used the fact that 휆1휆2 = 휆U휆L = 1.
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5.2.7. Concrete formulæ for 푢̇푛 in domains covering the tubular neighborhood 푇 . Now recall that 휆1(푦) = 푝(푦)−1 and
휆2(푦) = 푝(푦). We construct 푢̇푛 for each 푦 ∈ 푇 according to the scheme described at the end of Section 5.2.4.
Suppose first that Re(푉 (푝(푦)−1; 푦)) ≤ − 12푘푛−1 ln(푛). Then we are to consider the comparison matrix 퐅(푘,0,1)푛 (휆; 푦)which corresponds to Case I and hence the formula (278) with
Φ1 ∶= Res
휆=푝(푦)−1
퐴(푘,0)1 (휆; 푦) =
푝(푦)푘푝(푦)1∕2∞ 푉 ′′(푝(푦)−1; 푦)−푘
i푉 ′′(푝(푦)−1; 푦)1∕2
(280)
and
Φ2 ∶= 푎(푘,0,1)푛 (푦) Res휆=푝(푦)퐴
(푘,0)
2 (휆; 푦) = e
2푛푉 (푝(푦)−1;푦)푛푘
푝(푦)−푘푝(푦)−1∕2∞ (푝(푦)−1 − 푝(푦))2푘
i푘!푉 ′′(푝(푦); 푦)1∕2
(281)
wherewe used the identity푉 (푝(푦); 푦) = −푉 (푝(푦)−1; 푦) (mod 2휋i). Since only the ratio of the residuesΦ1 andΦ2 entersinto the formula (278), it is possible to remove all ambiguity of branches of square roots as follows. It is straightforward
to check that whenever 휆 is such that 푉 ′(휆; 푦) = 0 we have 푉 ′′(휆; 푦) = 휆−2(휆2−1)(휆2+1)−1 and therefore the identity
푉 ′′(푝(푦)−1; 푦) = −푝(푦)4푉 ′′(푝(푦); 푦) holds for 푦 ∈ 푇 . Taking square roots and carefully determining the sign to choose
for consistency when 푦 = 0.331372 ∈ 휕퐸∞⬔ , this identity implies that 푉 ′′(푝(푦)−1; 푦)1∕2 = i푝(푦)2푉 ′′(푝(푦); 푦)1∕2.
Furthermore, 푝(푦)1∕2∞ ∕푝(푦)−1∕2∞ = 푝(푦), so all details of the “∞” branch of the power functions disappears from the
ratio of residues. Using these facts, we arrive at a simple formula for 푢̇푛 valid for Re(푉 (푝(푦)−1; 푦)) ≤ − 12푘푛−1 ln(푛):
푢̇푛 = i푝(푦)
e2푛푉 (푝(푦)−1;푦) − i푛−푘푘!푝(푦)−1(푝(푦)−1 + 푝(푦))푘(푝(푦)−1 − 푝(푦))−3푘
e2푛푉 (푝(푦)−1;푦) − i푛−푘푘!푝(푦)(푝(푦)−1 + 푝(푦))푘(푝(푦)−1 − 푝(푦))−3푘
, Re(푉 (푝(푦)−1; 푦)) ≤ −1
2
푘
ln(푛)
푛
. (282)
We observe that as 푦 moves away from 휕퐸∞⬔ into the interior of 퐸, the exponentials tend to zero and 푢̇푛 ≈ i푝(푦)−1consistent with Theorem 4.
Now let 퓁 be an integer varying from 퓁 = 1 to 퓁 = 푘; we must now analyze four corresponding sub-cases depending
on 푦 ∈ 푇 . First we are to consider the comparison matrix 퐅(푘−퓁+1,퓁−1,2)푛 (휆; 푦). Assuming the inequalities − 12 (푘−2퓁 +
2)푛−1 ln(푛) ≤ Re(푉 (푝(푦)−1; 푦)) ≤ − 12 (푘 − 2퓁 + 32 )푛−1 ln(푛), we are in Case IIa with
Φ1 = 푎(푘−퓁+1,퓁−1,2)푛 (푦) Res휆=푝(푦)−1
퐴(푘−퓁+1,퓁−1)1 (휆; 푦)
= e−2푛푉 (푝(푦)−1;푦)푛2퓁−푘−2
(푘 − 퓁 + 1)!푝(푦)푘푝(푦)1∕2∞ (푝(푦)−1 − 푝(푦))2퓁−2푉 ′′(푝(푦)−1; 푦)퓁−푘−1
i푘!푉 ′′(푝(푦)−1; 푦)1∕2
(283)
and
Φ2 = Res휆=푝(푦)퐴
(푘−퓁+1,퓁−1)
2 (휆; 푦) =
(퓁 − 1)!푝(푦)−푘푝(푦)−1∕2∞ (푝(푦)−1 − 푝(푦))2푘−2퓁+2푉 ′′(푝(푦); 푦)−퓁+1
i푘!푉 ′′(푝(푦); 푦)1∕2
. (284)
Applying similar arguments to express the ratio of residues appearing in (278) in terms of integer powers of 푝(푦) gives
푢̇푛 = i푝(푦)
e2푛푉 (푝(푦)−1;푦) − i(−1)퓁−1푛2퓁−푘−2 (푘−퓁+1)!(퓁−1)! 푝(푦)
−1(푝(푦)−1 + 푝(푦))푘−2퓁+2(푝(푦)−1 − 푝(푦))6퓁−3푘−6
e2푛푉 (푝(푦)−1;푦) − i(−1)퓁−1푛2퓁−푘−2 (푘−퓁+1)!(퓁−1)! 푝(푦)(푝(푦)
−1 + 푝(푦))푘−2퓁+2(푝(푦)−1 − 푝(푦))6퓁−3푘−6
,
− 1
2
(푘 − 2퓁 + 2) ln(푛)
푛
≤ Re(푉 (푝(푦)−1; 푦)) ≤ −1
2
(푘 − 2퓁 + 32 )
ln(푛)
푛
. (285)
Comparing (282) and (285) in the case 퓁 = 1 shows that the same formula for 푢̇푛 holds over the whole range of values
Re(푉 (푝(푦)−1; 푦)) ≤ − 12 (푘− 12 )푛−1 ln(푛) although different comparison matrices are involved in the derivation. Contin-
uing with studying the same comparison matrix but now assuming that − 12 (푘−2퓁+ 32 )푛−1 ln(푛) ≤ Re(푉 (푝(푦)−1; 푦)) ≤
− 12 (푘 − 2퓁 + 1)푛
−1 ln(푛), we are in Case IIb with 휆U = 휆2 = 푝(푦) and 휆L = 휆1 = 푝(푦)−1, with corresponding residues
ΦU = Res휆=푝(푦)퐴
(푘−퓁+1,퓁−1)
2 (휆; 푦) =
(퓁 − 1)!푝(푦)−푘푝(푦)−1∕2∞ (푝(푦)−1 − 푝(푦))2푘−2퓁+2푉 ′′(푝(푦); 푦)−퓁+1
i푘!푉 ′′(푝(푦); 푦)1∕2
, (286)
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and
ΦL = 푏(푘−퓁+1,퓁−1,2)푛 Res휆=푝(푦)−1
퐵(푘−퓁+1,퓁−1)1 (휆; 푦)
= e2푛푉 (푝(푦)−1;푦)푛푘−2퓁+1
푘!푝(푦)−푘푝(푦)−1∕2∞ (푝(푦)−1 − 푝(푦))2−2퓁푉 ′′(푝(푦)−1; 푦)푘−퓁+1
i(푘 − 퓁)!푉 ′′(푝(푦)−1; 푦)1∕2
.
(287)
After some simplification of the product ΦUΦL of the residues along the lines indicated above, the applicable formula(279) for 푢̇푛 becomes
푢̇푛 = i푝(푦)−1
e2푛푉 (푝(푦)−1;푦) − i(−1)퓁푛2퓁−푘−1 (푘−퓁)!(퓁−1)!푝(푦)(푝(푦)
−1 + 푝(푦))푘−2퓁+1(푝(푦)−1 − 푝(푦))6퓁−3푘−3
e2푛푉 (푝(푦)−1;푦) − i(−1)퓁푛2퓁−푘−1 (푘−퓁)!(퓁−1)!푝(푦)
−1(푝(푦)−1 + 푝(푦))푘−2퓁+1(푝(푦)−1 − 푝(푦))6퓁−3푘−3
,
− 1
2
(푘 − 2퓁 + 32 )
ln(푛)
푛
≤ Re(푉 (푝(푦)−1; 푦)) ≤ −1
2
(푘 − 2퓁 + 1) ln(푛)
푛
. (288)
Switching now to the comparison matrix 퐅(푘−퓁,퓁,1)푛 (휆; 푦), we assume that the inequalities − 12 (푘 − 2퓁 − 1)푛−1 ln(푛) ≤
Re(푉 (푝(푦)−1; 푦)) ≤ − 12 (푘 − 2퓁 − 12 )푛−1 ln(푛) hold, which again imply Case IIb but now with 휆U = 휆1 = 푝(푦)−1 and
휆L = 휆2 = 푝(푦), and corresponding residues
ΦU = Res
휆=푝(푦)−1
퐴(푘−퓁,퓁)1 (휆; 푦) =
(푘 − 퓁)!푝(푦)푘푝(푦)1∕2∞ (푝(푦)−1 − 푝(푦))2퓁푉 ′′(푝(푦)−1; 푦)퓁−푘
i푘!푉 ′′(푝(푦)−1; 푦)1∕2
(289)
and
ΦL = 푏(푘−퓁,퓁,1)푛 Res휆=푝(푦)퐵
(푘−퓁,퓁)
2 (휆; 푦)
= e−2푛푉 (푝(푦)−1;푦)푛2퓁−푘−1
푘!푝(푦)푘푝(푦)1∕2∞ (푝(푦)−1 − 푝(푦))2퓁−2푘푉 ′′(푝(푦); 푦)퓁
i(퓁 − 1)!푉 ′′(푝(푦); 푦)1∕2
.
(290)
Thus (279) becomes
푢̇푛 = i푝(푦)−1
e2푛푉 (푝(푦)−1;푦) − i(−1)퓁푛2퓁−푘−1 (푘−퓁)!(퓁−1)!푝(푦)(푝(푦)
−1 + 푝(푦))푘−2퓁+1(푝(푦)−1 − 푝(푦))6퓁−3푘−3
e2푛푉 (푝(푦)−1;푦) − i(−1)퓁푛2퓁−푘−1 (푘−퓁)!(퓁−1)!푝(푦)
−1(푝(푦)−1 + 푝(푦))푘−2퓁+1(푝(푦)−1 − 푝(푦))6퓁−3푘−3
,
− 1
2
(푘 − 2퓁 + 1) ln(푛)
푛
≤ Re(푉 (푝(푦)−1; 푦)) ≤ −1
2
(푘 − 2퓁 + 12 )
ln(푛)
푛
. (291)
Comparing (288) and (291), we observe that the approximate formula 푢̇푛 is the same over the whole range − 12 (푘−2퓁+
3
2 )푛
−1 ln(푛) ≤ Re(푉 (푝(푦)−1; 푦)) ≤ − 12 (푘 − 2퓁 + 12 )푛−1 ln(푛) over which Case IIb applies with different comparison
matrices. Continuing with the same comparison matrix we now assume the inequalities − 12 (푘 − 2퓁 + 12 )푛−1 ln(푛) ≤
Re(푉 (푝(푦)−1; 푦)) ≤ − 12 (푘 − 2퓁)푛−1 ln(푛) and find that Case II푎 applies once again with residues given by
Φ1 = Res
휆=푝(푦)−1
퐴(푘−퓁,퓁)1 (휆; 푦) =
(푘 − 퓁)!푝(푦)푘푝(푦)1∕2∞ (푝(푦)−1 − 푝(푦))2퓁푉 ′′(푝(푦)−1; 푦)퓁−푘
i푘!푉 ′′(푝(푦)−1; 푦)1∕2
(292)
and
Φ2 = 푎(푘−퓁,퓁,1)푛 (푦) Res휆=푝(푦)퐴
(푘−퓁,퓁)
2 (휆; 푦)
= e2푛푉 (푝(푦)−1;푦)푛푘−2퓁
퓁!푝(푦)−푘푝(푦)−1∕2∞ (푝(푦)−1 − 푝(푦))2푘−2퓁푉 ′′(푝(푦); 푦)−퓁
i푘!푉 ′′(푝(푦); 푦)1∕2
.
(293)
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Hence from (278) we get
푢̇푛 = i푝(푦)
e2푛푉 (푝(푦)−1;푦) − i(−1)퓁푛2퓁−푘 (푘−퓁)!
퓁! 푝(푦)
−1(푝(푦)−1 + 푝(푦))푘−2퓁(푝(푦)−1 − 푝(푦))6퓁−3푘
e2푛푉 (푝(푦)−1;푦) − i(−1)퓁푛2퓁−푘 (푘−퓁)!
퓁! 푝(푦)(푝(푦)
−1 + 푝(푦))푘−2퓁(푝(푦)−1 − 푝(푦))6퓁−3푘
,
− 1
2
(푘 − 2퓁 + 12 )
ln(푛)
푛
≤ Re(푉 (푝(푦)−1; 푦)) ≤ −1
2
(푘 − 2퓁) ln(푛)
푛
. (294)
We observe that (285) and (294) agree upon replacing 퓁 with 퓁 + 1 in the former.
Having completed the above four cases with 퓁 = 푘, it remains only to turn to the comparison matrix 퐅(0,푘,2)푛 (휆; 푦)
and assume the inequality Re(푉 (푝(푦)−1; 푦)) ≥ 12푘푛−1 ln(푛). This corresponds to Case I with residues
Φ1 = 푎(0,푘,2)푛 (푦) Res휆=푝(푦)−1
퐴(0,푘)1 (휆; 푦) = e
−2푛푉 (푝(푦)−1;푦)푛푘
푝(푦)푘푝(푦)1∕2∞ (푝(푦)−1 − 푝(푦))2푘
i푘!푉 ′′(푝(푦)−1; 푦)1∕2
(295)
and
Φ2 = Res휆=푝(푦)퐴
(0,푘)
2 (휆; 푦) =
푝(푦)−푘푝(푦)−1∕2∞ 푉 ′′(푝(푦); 푦)−푘
i푉 ′′(푝(푦); 푦)1∕2
. (296)
Using these in (278) gives
푢̇푛 = i푝(푦)
e2푛푉 (푝(푦)−1;푦) − i(−1)푘푛푘 1푘!푝(푦)
−1(푝(푦)−1 + 푝(푦))−푘(푝(푦)−1 − 푝(푦))3푘
e2푛푉 (푝(푦)−1;푦) − i(−1)푘푛푘 1푘!푝(푦)(푝(푦)
−1 + 푝(푦))−푘(푝(푦)−1 − 푝(푦))3푘
, Re(푉 (푝(푦)−1; 푦)) ≥ 1
2
푘
ln(푛)
푛
.
(297)
If 푘 = 0, the formulæ (282) and (297) agree and define 푢̇푛 by the same formula for all 푦 ∈ 푇 . However if 푘 > 0, then(297) agrees with (294) with 퓁 = 푘, showing that the latter formula defines the approximation 푢̇푛 over the whole range
Re(푉 (푝(푦)−1; 푦)) ≥ 12 (푘− 12 )푛−1 ln(푛). Also, as 푦moves out of 푇 into the exterior of 퐸, we have Re(푉 (푝(푦)−1; 푦)) > 0,so as 푛 → +∞ we get 푢̇푛 ≈ i푝(푦), which is again consistent with Theorem 4. Combining these formulæ with the
convergence results described in Section 5.2.6 and the exact symmetry (5) to extend the results to 푚 = 12 + 푘, 푘 ∈ ℤ≥0completes the proof of Theorem 5.
5.2.8. Detailed asymptotics for poles and zeros. Proofs of Corollary 4 and Theorem 6.
Proof of Corollary 4. Each of the formulæ for 푢̇푛 described in Section 5.2.7 is a different meromorphic function of 푦
whose accuracy as an approximation of 푢푛(푛푦; −( 12 + 푘)) holds in an absolute sense for 푦 in a certain curvilinear striproughly parallel to the eyebrow 휕퐸∞⬔ and of width proportional to 푛−1 ln(푛). The absolute accuracy of the approximation
depends on the assumption that 푦 is bounded away from each pole and zero of 푢̇푛 by a distance proportional to 푛−1 byan arbitrarily small constant. It is easy to see that this distance is an arbitrarily small fraction of the spacing between
nearest poles or zeros of 푢̇푛. This allows one to compute the index (winding number) of 푢푛(푛푦; −( 12 + 푘)) about a smallcircle containing just one pole or zero of 푢̇푛 and hence deduce that the index is −1 or 1 respectively. 
Proof of Theorem 6. According to (282) and the discussion following (285), the zeros and poles of 푢̇푛 in the left-most
sub-domain of 푇 given by the inequality Re(푉 (푝(푦)−1; 푦)) ≤ − 12 (푘 − 12 )푛−1 ln(푛) lie exactly on the respective curves
Zero curve of 푢̇푛 for Re(푉 (푝(푦)−1; 푦)) ≤ −12(푘 − 12 )
ln(푛)
푛
: e2푛Re(푉 (푝(푦)−1;푦)) = 푘!|푝(푦)−1 + 푝(푦)|푘
푛푘|푝(푦)−1 − 푝(푦)|3푘 |푝(푦)|−1, (298)
Pole curve of 푢̇푛 for Re(푉 (푝(푦)−1; 푦)) ≤ −12(푘 − 12 )
ln(푛)
푛
: e2푛Re(푉 (푝(푦)−1;푦)) = 푘!|푝(푦)−1 + 푝(푦)|푘
푛푘|푝(푦)−1 − 푝(푦)|3푘 |푝(푦)|. (299)
Note that because |푝(푦)| < 1 holds for all 푦 ∈ 휕퐸∞⬔ , the zero curve lies to the right of the pole curve. Then, for
퓁 = 1,… , 푘, by (288) and (291), the zeros and poles of 푢̇푛 in the domain− 12 (푘−2퓁+ 32 )푛−1 ln(푛) ≤ Re(푉 (푝(푦)−1; 푦)) ≤
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− 12 (푘 − 2퓁 +
1
2 )푛
−1 ln(푛) lie exactly on the respective curves
Zero curve of 푢̇푛 for −12(푘 − 2퓁 +
3
2 )
ln(푛)
푛
≤ Re(푉 (푝(푦)−1; 푦)) ≤ −1
2
(푘 − 2퓁 + 12 )
ln(푛)
푛
:
e2푛Re(푉 (푝(푦)−1;푦)) = (푘 − 퓁)!|푝(푦)−1 + 푝(푦)|푘−2퓁+1
(퓁 − 1)!푛푘−2퓁+1|푝(푦)−1 − 푝(푦)|3푘−6퓁+3 |푝(푦)|, (300)
Pole curve of 푢̇푛 for −12(푘 − 2퓁 +
3
2 )
ln(푛)
푛
≤ Re(푉 (푝(푦)−1; 푦)) ≤ −1
2
(푘 − 2퓁 + 12 )
ln(푛)
푛
:
e2푛Re(푉 (푝(푦)−1;푦)) = (푘 − 퓁)!|푝(푦)−1 + 푝(푦)|푘−2퓁+1
(퓁 − 1)!푛푘−2퓁+1|푝(푦)−1 − 푝(푦)|3푘−6퓁+3 |푝(푦)|−1, (301)
(the zero curve lies to the left of the pole curve) and from (285) and (294), the zeros and poles of 푢̇푛 in the adjacent
domain − 12 (푘 − 2퓁 + 12 )푛−1 ln(푛) ≤ Re(푉 (푝(푦)−1; 푦)) ≤ − 12 (푘 − 2퓁 − 12 )푛−1 ln(푛) lie exactly on the respective curves
Zero curve of 푢̇푛 for −12(푘 − 2퓁 +
1
2 )
ln(푛)
푛
≤ Re(푉 (푝(푦)−1; 푦)) ≤ −1
2
(푘 − 2퓁 − 12 )
ln(푛)
푛
:
e2푛Re(푉 (푝(푦)−1;푦)) = (푘 − 퓁)!|푝(푦)−1 + 푝(푦)|푘−2퓁
퓁!푛푘−2퓁|푝(푦)−1 − 푝(푦)|3푘−6퓁 |푝(푦)|−1, (302)
Pole curve of 푢̇푛 for −12(푘 − 2퓁 +
1
2 )
ln(푛)
푛
≤ Re(푉 (푝(푦)−1; 푦)) ≤ −1
2
(푘 − 2퓁 − 12 )
ln(푛)
푛
:
e2푛Re(푉 (푝(푦)−1;푦)) = (푘 − 퓁)!|푝(푦)−1 + 푝(푦)|푘−2퓁
퓁!푛푘−2퓁|푝(푦)−1 − 푝(푦)|3푘−6퓁 |푝(푦)| (303)
(again the zero curve lies to the right of the pole curve). Finally, according to (297), the zeros and poles of 푢̇푛 in the
right-most sub-domain of 푇 given by the inequality Re(푉 (푝(푦)−1; 푦)) ≥ 12 (푘+ 12 )푛−1 ln(푛) lie along the latter curves inthe terminal case of 퓁 = 푘. 
APPENDIX A. SOLUTION OF RIEMANN-HILBERT PROBLEM 2
A.1. Derivation of differential equation. Suppose that퐏(휁 ;푚) satisfies the conditions of Riemann-Hilbert Problem 2.
It is easy to check that det(퐏(휁 ;푚)) = 1 for all 휁 . Then the related matrix 퐑(휁 ;푚) ∶= 퐏(휁 ;푚)e휁2휎3∕2 has the same
analyticity domain and is equally regular up to the jump contour Re(휁2) = 0. It satisfies jump conditions across the
four rays of the jump contour that are direct analogues of (53)–(56), except that the 휁 -dependent exponential factors
e±휁2 have been removed from the off-diagonal elements of the jump matrices. Thus, 퐑(휁 ;푚) satisfies jump conditions
that are independent of 휁 on each ray. Differentiating these jump conditions with respect to 휁 then shows that 퐑′(휁 ;푚)
satisfies exactly the same jump conditions as does퐑(휁 ;푚) and hence (using the fact that det(퐑(휁 ;푚)) = 1 for Re(휁2) ≠
0)퐑′(휁 ;푚)퐑(휁 ;푚)−1 can be continued to the jump contour unambiguously, defining an entire function of 휁 . Supposing
for the moment that the normalization condition (57) holds in the stronger sense that
퐏(휁 ;푚) ∼ (핀 + 휁−1퐏∞1 (푚) +⋯)휁
−(푚+12 )휎3 , 휁 → ∞ (304)
with 퐏∞1 (푚) being the same for all four sectors and with the indicated asymptotic series being differentiable term-by-term, the entire function 퐑′(휁 ;푚)퐑(휁 ;푚)−1 satisfies
퐑′(휁 ;푚)퐑(휁 ;푚)−1 = 휎3휁 + [퐏∞1 (푚), 휎3] + (휁−1), 휁 →∞, (305)
and hence by Liouville’s theorem, 퐑′(휁 ;푚)퐑(휁 ;푚)−1 = 휎3휁 + [퐏∞1 (푚), 휎3] exactly. In other words, 퐑(휁 ;푚) satisfiesthe following differential equation:
d퐑
d휁
=
[
휁 훼
훽 −휁
]
퐑, 훼 ∶= −2푃∞1,12(푚), 훽 ∶= 2푃
∞
1,21(푚). (306)
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Rescaling by 푡 ∶= 휁√2 and eliminating the second row shows that any element 푅1푘, 푘 = 1, 2, of the first row satisfiesthe differential equation of parabolic cylinder functions (see [18, Eq. 12.2.2])
d2푅1푘
d푡2
−
(1
4
푡2 + 푎
)
푅1푘 = 0, 푎 ∶=
1
2
(1 + 훼훽), 푘 = 1, 2. (307)
According to [18, §12.2(i)], we will take 푅1푘 as a linear combination of an appropriate “numerically satisfactory” pairof solutions in each of the four sectors:
푅1푘(휁 ;푚) = 훼퐴I푘푈 (푎,
√
2휁 ) + 훼퐵I푘푈 (−푎,−i
√
2휁 ), 0 ≤ arg(휁 ) ≤ 휋
2
, (308)
푅1푘(휁 ;푚) = 훼퐴II푘푈 (−푎,−i
√
2휁 ) + 훼퐵II푘푈 (푎,−
√
2휁 ), 휋
2
≤ arg(휁 ) ≤ 휋, (309)
푅1푘(휁 ;푚) = 훼퐴III푘 푈 (푎,−
√
2휁 ) + 훼퐵III푘 푈 (−푎, i
√
2휁 ), −휋 ≤ arg(휁 ) ≤ −휋
2
, (310)
and
푅1푘(휁 ;푚) = 훼퐴IV푘 푈 (−푎, i
√
2휁 ) + 훼퐵IV푘 푈 (푎,
√
2휁 ), −휋
2
≤ arg(휁 ) ≤ 0. (311)
From the first row of (306) we then find the corresponding matrix elements푅2푘(휁 ;푚) ∶= 훼−1(푅′1푘(휁 ;푚)−휁푅1푘(휁 ;푚)).Hence using [18, Eqs. 12.8.2–12.8.3], from (308)–(311) we get
푅2푘(휁 ;푚) = −
√
2퐴I푘푈 (푎 − 1,
√
2휁 ) − i
√
2(푎 − 12 )퐵
I
푘푈 (1 − 푎,−i
√
2휁 ), 0 ≤ arg(휁 ) ≤ 휋
2
, (312)
푅2푘(휁 ;푚) = −i
√
2(푎 − 12 )퐴
II
푘푈 (1 − 푎,−i
√
2휁 ) +
√
2퐵II푘푈 (푎 − 1,−
√
2휁 ), 휋
2
≤ arg(휁 ) ≤ 휋, (313)
푅2푘(휁 ;푚) =
√
2퐴III푘 푈 (푎 − 1,−
√
2휁 ) + i
√
2(푎 − 12 )퐵
III
푘 푈 (1 − 푎, i
√
2휁 ), −휋 ≤ arg(휁 ) ≤ −휋
2
, (314)
푅2푘(휁 ;푚) = i
√
2(푎 − 12 )퐴
IV
푘 푈 (1 − 푎, i
√
2휁 ) −
√
2퐵IV푘 푈 (푎 − 1,
√
2휁 ), −휋
2
≤ arg(휁 ) ≤ 0. (315)
Note that in addition to the sixteen coefficients 퐴푆푘 and 퐵푆푘 , 푘 = 1, 2, 푆 = I, II, III, IV, it remains to determine also theparameters 훼 and 훽.
A.2. Selection of solutions and parameter determination. Now we impose that the matrix 퐑(휁 ;푚) satisfy the
leading-order normalization condition implied by (57). For this purpose, given the choice of basis made above in
each sector 푆, it is sufficient to use the large-푧 asymptotic expansion for 푈 (푎, 푧) given by [18, Eq. 12.9.1], which im-
plies that 푈 (푎, 푧) = 푒−푧2∕4푧−푎−1∕2(1 + (푧−2)) as 푧 → ∞ with | arg(푧)| < 3휋∕4. Thus, in order to avoid unwanted
exponential growth it is necessary to choose:
퐴I1 = 퐵
I
2 = 0, 퐴
II
2 = 퐵
II
1 = 0, 퐴
III
1 = 퐵
III
2 = 0, 퐴
IV
2 = 퐵
IV
1 = 0. (316)
With these choices, all four elements of 퐑(휁 ;푚)e−휁2휎3∕2휁 (푚+
1
2 )휎3 are bounded by a power of 휁 as 휁 → ∞. Determining
the parameter 푎 = 12 (1 + 훼훽) in terms of 푚 explicitly by
푎 = −푚 (317)
is then necessary to ensure the existence of a finite limit as 휁 → ∞. By examination of the diagonal elements in the
four sectors, we then deduce that 퐑(휁 ;푚)e−휁2휎3∕2휁 (푚+
1
2 )휎3 = 핀 + (휁−2) as 휁 → ∞ in all directions, provided that the
remaining eight nonzero coefficients are determined as follows:
퐵I1 = 퐴
II
1 = 훼
−12
1
4−
1
2 푎ei휋(
1
2 푎−
1
4 ), 퐵III1 = 퐴
IV
1 = 훼
−12
1
4−
1
2 푎e−i휋(
1
2 푎−
1
4 ),
퐴I2 = 퐵
IV
2 = −2
1
2 푎−
3
4 , 퐵II2 = 2
1
2 푎−
3
4 ei휋(
1
2−푎), 퐴III2 = 2
1
2 푎−
3
4 e−i휋(
1
2−푎).
(318)
The only remaining ambiguity concerns the precise values of 훼 and 훽 such that 12 (1 + 훼훽) = 푎 = −푚. This ambiguityis resolved by resorting to the jump conditions in Riemann-Hilbert Problem 2. Here, we make use of the connection
formula 푈 (푎, 푧) = ±ie±i휋푎푈 (푎,−푧) +√2휋e±i휋(푎−1∕2)∕2푈 (−푎,±i푧)∕Γ(푎 + 1∕2), see [18, Eq. 12.2.19]. With the help
of this formula, it is straightforward to check that the jump conditions are satisfied by 퐏(휁 ;푚) ∶= 퐑(휁 ;푚)e−휁2휎3∕2,
provided that 훼 is given by:
훼 = iei휋푚2푚+1. (319)
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Then from 푎 = 12 (1 + 훼훽) = −푚 we get
훽 = ie−i휋푚2−푚(푚 + 12 ). (320)
A.3. Refined asymptotics of 퐏(휁 ). The matrix 퐏(휁 ;푚) = 퐑(휁 ;푚)e−휁2휎3∕2 clearly satisfies all of the conditions of
Riemann-Hilbert Problem 2, and it is easy to show that there can be only one solution. Here we give the complete
asymptotic expansion of the solution퐏(휁 ;푚) in the large-휁 limit, giving information beyond the normalization condition
(57). Indeed, using [18, Eq. 12.9.1], we find that
퐏(휁 ;푚)휁 (푚+
1
2 )휎3 ∼
⎡⎢⎢⎢⎢⎢⎣
∞∑
푗=0
( 12 + 푚)2푗
4푗푗!휁2푗
−iei휋푚2푚휁−1
∞∑
푗=0
(−1)푗( 12 − 푚)2푗
4푗푗!휁2푗
ie−i휋푚2−푚−1(푚 + 12 )휁
−1
∞∑
푗=0
( 32 + 푚)2푗
4푗푗!휁2푗
∞∑
푗=0
(−1)푗(− 12 − 푚)2푗
4푗푗!휁2푗
⎤⎥⎥⎥⎥⎥⎦
, 휁 → ∞ (321)
uniformly in all directions of the complex plane, including along the sector boundaries. Notably, the expansion coeffi-
cients do not depend on the sector in which the solution is analyzed, a fact that also follows from the exponential decay
of the off-diagonal elements of the jump matrices in Riemann-Hilbert Problem 2.
APPENDIX B. SOLUTION OF RIEMANN-HILBERT PROBLEM 4
B.1. Derivation of differential equation. Reasoning as in Appendix A, one checks that if 퐀(휁 ) satisfies Riemann-
Hilbert Problem 4, then the related matrix 퐒(휁 ) ∶= 퐀(휁 )e−휁3∕2휎3∕2 has unit determinant and satisfies jump conditions
analogous to (194) except that the exponential factors in the jump matrices for arg(휁 ) = 0 and arg(휁 ) = ± 23휋 havebeen cancelled. It follows by differentiation of the resulting constant jump matrices with respect to 휁 that 퐒′(휁 )퐒(휁 )−1
is an entire function of 휁 . Assuming that 퐀(휁 )퐕−1휁−휎3∕4 ∼ 핀 + 휁−1퐀∞1 +⋯ as 휁 → ∞ with the coefficient 퐀∞1 beingthe same for each of the four sectors of analyticity and with the asymptotic series being differentiable term-by-term, it
follows that
퐒′(휁 )퐒(휁 )−1 = 3i
4
[
퐴∞1,21 퐴
∞
1,22 − 퐴
∞
1,11 − 휁
1 −퐴∞1,21
]
+ (휁−1), 휁 → ∞. (322)
By Liouville’s theorem, we derive the first-order system of differential equations satisfied by 퐒(휁 ):
d퐒
d휁
= 3i
4
[
퐴∞1,21 퐴
∞
1,22 − 퐴
∞
1,11 − 휁
1 −퐴∞1,21
]
퐒. (323)
Rescaling by 푡 = ( 34 )2∕3(휁 − 푐), where 푐 ∶= (퐴∞1,21)2 + 퐴∞1,22 − 퐴∞1,11 and eliminating the first row of 퐒 it follows thatthe elements of the second row of 퐒 are solutions of Airy’s equation [18, Eqn. 9.2.1]
d2푆2푘
d푡2
− 휁푆2푘 = 0, 푘 = 1, 2. (324)
We represent the second-row elements of 퐒 as linear combinations of “numerically satisfactory” solutions (see [18,
Table 9.2.1]) appropriate for each sector:
푆2푘(휁 ) = 퐴I푘Ai(푡) + 퐵
I
푘Ai(e
−2휋i∕3푡), 0 ≤ arg(휁 ) ≤ 2
3
휋, (325)
푆2푘(휁 ) = 퐴II푘Ai(e
−2휋i∕3푡) + 퐵II푘Ai(e
2휋i∕3푡), 2
3
휋 ≤ arg(휁 ) ≤ 휋, (326)
푆2푘(휁 ) = 퐴III푘 Ai(e
−2휋i∕3푡) + 퐵III푘 Ai(e
2휋i∕3푡), −휋 ≤ arg(휁 ) ≤ −2
3
휋, (327)
푆2푘(휁 ) = 퐴IV푘 Ai(푡) + 퐵
IV
푘 Ai(e
2휋i∕3푡), −2
3
휋 ≤ arg(휁 ) ≤ 0. (328)
Once the sixteen coefficients 퐴푆푘 and 퐵푆푘 , 푘 = 1, 2, 푆 = I, II, III, IV have been determined, the first row elements of
퐒(휁 ) will then be determined from the first-order system (323). The parameter 푐 involved in the relation connecting 휁
with 푡 also needs to be determined.
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B.2. Selection of solutions. We now consider the normalization condition on 퐀(휁 ) which in terms of 퐒(휁 ) reads
퐒(휁 )e휁3∕2휎3∕2퐕−1휁−휎3∕4 = 핀 + (휁−1) as 휁 → ∞. Imposing this condition in each sector with the help of the well-
known asymptotic formula [18, Eqn. 9.7.5] forAi(푡) valid for large 푡, we find that in order to avoid unwanted exponential
growth it is necessary to choose
퐵I1 = 퐴
I
2 = 0, 퐴
II
1 = 퐵
II
2 = 0, 퐵
III
1 = 퐴
III
2 = 0, 퐵
IV
1 = 퐴
IV
2 = 0. (329)
While these conditions remove the terms exhibiting the most rapid exponential growth as 휁 → ∞, there are still
subdominant exponentially growing terms that, since det(퐒(휁 )) = 1, can only be removed if the parameter 푐 is made
to vanish: 푐 = 0. Assuming (329) and 푐 = 0, the quantity 퐒(휁 )e휁3∕2휎3∕2퐕−1휁−휎3∕4 tends to a finite limit as 휁 → ∞ but
with a leading error term proportional to 휁−1∕2. Removing this term and imposing the condition that the finite limit in
question is 핀 gives two additional conditions per sector that determine all eight remaining coefficients.
Thus, the second row of thematrix 퐒(휁 ) is uniquely determined in each of the four sectors simply from the differential
equation (324) and by imposing the desired asymptotic behavior for large 휁 . The first row is then determined from the
second using (323) and 푐 = 0, and finally once 퐒(휁 ) is known in all four sectors, 퐀(휁 ) = 퐒(휁 )e−휁3∕2휎3∕2. The resulting
formulæ are as follows, in which 푡 = ( 34 )2∕3휁 because 푐 = 0:
퐀(휁 ) ∶=
√
2휋
(4
3
)휎3∕6 [−Ai′(푡) e2휋i∕3Ai′(푡e−2휋i∕3)
−iAi(푡) ie−2휋i∕3Ai(푡e−2휋i∕3)
]
e2푡3∕2휎3∕3, 0 < arg(휁 ) < 2
3
휋, (330)
퐀(휁 ) ∶=
√
2휋
(4
3
)휎3∕6 [e−2휋i∕3Ai′(푡e2휋i∕3) e2휋i∕3Ai′(푡e−2휋i∕3)
ie2휋i∕3Ai(푡e2휋i∕3) ie−2휋i∕3Ai(푡e−2휋i∕3)
]
e2푡3∕2휎3∕3, 2
3
휋 < arg(휁 ) < 휋, (331)
퐀(휁 ) ∶=
√
2휋
(4
3
)휎3∕6 [ e2휋i∕3Ai′(푡e−2휋i∕3) −e−2휋i∕3Ai′(푡e2휋i∕3)
ie−2휋i∕3Ai(푡e−2휋i∕3) −ie2휋i∕3Ai(푡e2휋i∕3)
]
e2푡3∕2휎3∕3, −휋 < arg(휁 ) < −2
3
휋, (332)
퐀(휁 ) ∶=
√
2휋
(4
3
)휎3∕6 [−Ai′(푡) −e−2휋i∕3Ai′(푡e2휋i∕3)
−iAi(푡) −ie2휋i∕3Ai(푡e2휋i∕3)
]
e2푡3∕2휎3∕3, −2
3
휋 < arg(휁 ) < 0. (333)
The jump conditions relating the boundary values of 퐀(휁 ) in Riemann-Hilbert Problem 4 are now seen to simply be a
consequence of the connection formula Ai(푡) + e−2휋i∕3Ai(푡e−2휋i∕3) + e2휋i∕3Ai(푡e2휋i∕3) = 0 (see [18, Eqn. 9.2.12]).
B.3. Refined asymptotics of 퐀(휁 ). Using the known asymptotic expansions of Ai(푡) and Ai′(푡) (see [18, Eqns. 9.7.5–
9.7.6]), it is easy to show that 퐀(휁 )퐕−1휁−휎3∕4 has a complete asymptotic expansion in integer powers of 휁 as 휁 → ∞,
and that the leading error term is characterized by the formula (195).
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