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Abstract--The asymptotic performances of a random access and an ordered entry G/M/K/O queueing 
system with a stationary counting arrival process, K heterogeneous parallel servers, no waiting room and 
retrials are approximated based on a two-parameter method. In a random access system, units upon 
arrival are randomly assigned to one of the servers. In an ordered entry system, servers are indexed from 
I to K, and units first arrive at server i and if the server is found to be busy, those units arrive at server 
(i + 1), for i -- 1 to K - 1. In both queueing systems, if units are not processed by one of the servers, those 
units are not lost, instead they retry to receive service by merging with the incoming arrival units. 
To approximate the asymptotic performance of the above queueing systems, a recursive algorithm is 
suggested, and appropriate performance measures are presented to be used as comparison criteria at the 
design stage. Furthermore, numerical results are provided and approximation outcomes are compared 
against hose from a simulation study. 
1. INTRODUCTION 
Consider G/M/K/O queueing systems with a stationary counting arrival process, K parallel 
heterogeneous Markovian servers, no waiting room and retrials. In queueing systems with retrials, 
if arrival units are not initially processed by one of the servers, those units are not lost, instead 
they retry to receive service by merging with the incoming arrival units. 
In this paper two kinds of G/M/K/O queueing systems with retrials are considered, one is with 
a random access and the other one is with an ordered entry. In a random access queueing system, 
units upon arrival are randomly assigned to one of the servers. If the arrival units at a server find 
it busy, they overflow from the server and leave the queueing system. In an ordered entry queueing 
system, servers are indexed from 1 to K, and units first arrive at server i and if server i is found 
to be busy, they overflow from it and leave the queueing system. It is noted that, in queueing 
systems with retrials, the overflow units are not lost. Those units retry to receive service by merging 
with the incoming arrival units. 
Queueing systems with retrials can be used to model the performances of some tele- 
communication a d manufacturing systems. For example, such queueing systems could either be 
used to model the performance ofa telecommunication or aclosed-loop material handling system. 
In these systems, units could represent either calls or discrete workpieces which may initially find 
the servers busy, and have to retry for receiving a service. For applications in production and 
telecommunication systems, ee Sonderman [1], Pourbabai [2] and Riordan [3], respectively. It is 
noted that, queueing systems with an ordered entry or a random access can also be used to model 
the effect of the configuration (e.g. layout) of the servers on the performance of the system, either 
in series or in parallel, respectively. 
Our primary interest in this paper is to approximate the asymptotic performance of the two 
G/M[K/O queueing systems which were described earlier, and to suggest comparison criteria 
between the two queueing systems, for selection of one of the two systems at the design stage. 
For a review of the related literature of ordered entry queueing systems without retrials, see Refs 
[3]-[7]. Also see Pourbabai [8], who has discussed an ordered entry queucing system with retrials, 
similar to the one described in this paper. For a review of the literature of random access quetming 
systems without retrials, see G-nedenko and Kovalenko [9], and for similar models with retrials, 
see Pourbabai and Sonderman [10]. 
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The organization of this paper is as follows. In Section 2, the components of the models are 
described. In Section 3, numerical results are provided and approximation results are compared 
against hose from a simulation study. Finally, in Section 4, concluding remarks are discussed. 
2. THE MODELS 
Throughout the paper the following notation will be used. 
Notation 
Description 
2, C--The arrival rate and the coefficient of variation (c.v.) of the distribution of 
the interarrival times. 
2~, C~--The overflow rate and the c.v. of the distribution of the interoverflow times 
from server i at iteration j.
2~, Cg--The arrival rate and the c.v. of the distribution of the interarrival times at 
server i at iteration j.
2 °, C°--The overflow rate and the c.v. of distribution of the interoverflow times from 
the queueing system. 
2~, C~--The superposition arrival rate and the c.v. of the distribution of the 
interarrival times of the superposition arrival process at iteration j.
Pi,/~,~---The stationary probability of assigning units upon arrival to server i in the 
random access queueing system, and the service rate of server i. 
p and 2 d The utilization factor of the queueing system and the departure (e.g. 
throughput) rate. 
A(t) and Ao(t)---The distribution of the interarrival times at the queueing system and the 
distribution of the interarrival times at server i at iteration j.
Gu(t) and G(t)---The distribution of the interoverflow times from server i at iteration j and 
distribution of the interoverflow times from the queueing system. 
Furthermore, let F(t), F*(s) and ( -1)"  F*'(0) be the distribution function of a sequence 
of identically distributed random variables of a stationary counting arrival process, its 
Laplace--Steiltjes transform, and its (m)th moment, respectively. Then, the arrival rate and the 
c.v. of the distribution of the interarrival times are, 
and 
where 
2 = - [F*'(0)]-' (1) 
C = 2 {F*"(0) - [F*'(0)12} '/2, (2) 
~0 °° F*(s) = e-St dF(t). (3) 
Components of the models 
In this section two models are presented for a random access and an ordered entry G/M/K/O 
queueing systems with retrials. 
Thrbughout this paper, the stationary counting arrival process, and the overflow process from 
each queueing subsystem are approximated by the stationary interval method of Whitt [11] for 
approximation of stationary counting processes. In this method a stationary counting arrival 
process is approximated byan appropriate r newal process based on at least he first two moments 
of the distribution of the interarrival times. For this purpose, depending on the c.v. of the 
distribution of the interarrival times being /> 1, or ~< 1, an appropriate r newal process with either 
hyperexponentially distributed interevent times with two parameters and balanced means or a 
hypoexponenfially distributed interevent times with k parameters espectively, is fitted to the 
corresponding stationary counting process. It is noted that, a hypoexponential distribution with 
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k parameters can be used when the c.v. of the distribution of the interevent imes of the 
corresponding stationary counting process is > 1/x/~ and < 1. 
For a generic stationary counting arrival process with the arrival rate 3. and the c.v. of the 
distribution of the interevent imes C >t 1, the following hyperexponential distribution function 
with two parameters and balanced means can be used: 
H2(0, ,['; t) = 1 - 0 exp(-21 t) - (1 - 0) exp(-3.2t), t/> 0, 
where the shape parameter is 
]/ 0 =Lt, c-r.;q. ) + 1 2 
and the intensity parameters are 
and 
(4) 
(5) 
2~ = 202 (6) 
22 = 2(1 - 0)2. (7) 
On the other hand, for a stationary counting arrival process with 1/x/~ < C < 1, the following 
hypoexponential distribution function with two parameters can he used: 
E2(~[ ; t) 1 3.2exp(-2~t) 3.,exp(-3.2t) = , t i> 0, (8) 
22 - 21 3.1 - 3.2 
where the density parameters are 
3.1 ~-"  23./[1 + (2C 2 - 1) '/2] (9) 
and 
3.2 = 23./[1 - (2C z - 1)~/z]. (10) 
It is also noted that, in the stationary interval approximation method of Whitt [11], a stationary 
counting process can he approximated by an ordinary renewal process with a phase-type 
distribution. Because, hyperexponential and hypoexponential distributions are special forms of the 
phase-type distribution. For a review of the related literature, see Neuts [12] and [13], also see the 
Appendix, Remark 2. 
Furthermore, the performance of each server is modeled by a G/M/1/O queueing system and 
is approximated by a PH/M/1/O queueing system with a phase-type renewal arrival process. Then, 
the flow of units which find a server busy is characterized by the overflow process from a PH/M/1/O 
queueing system and is approximated by an appropriate renewal process. For further details, see 
the Appendix. 
A random access model. In a G/M/K/O queueing system, servers are placed in parallel. At first 
iteration, units arrive at the queueing system with parameters (3., C). Hence, 
l 
~ = x (11) 
and 
ci  = c. (12) 
In general at iteration j >t 1, units upon their arrival at the system with parameters (3.~, C~) are 
assigned to server i with probability Pl, these units form the thinned arrival process at server i with 
the following parameters, see G-nedenko and Kovalenko [9]: 
and 
3.~= Pi3.~, j>O,  i = l to K (13) 
C~ = [(1 - P,) + P,(Cj)'z] 1/2, j > 0, i = 1 to K, (14) 
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where 
K 
Y. ?,= I. (15) 
i-I 
The units which find server i busy, overflow from (e.g. bypass) it and form the overflow process 
from server i with parameters (2~, C~), see the Appendix, Proposition 2. At iteration j, the units 
which upon their arrival at the system find the corresponding servers busy, overflow from the 
system and retry to he processed by merging (e.g. superimposing) with the flow of incoming arrival 
units. This forms the (j + l)st superposition arrival process at iteration (j + I) with the following 
parameters" 
K 
2~+,=2+~2~: ,  j>O,  (16) 
i=1 
- _ ~ _-I1/2 
2c + Z 2o(c ; )q  
i=i J Ci+' = 2j+, -7;-~- , j>0.  (17) 
The above approximation idea for superposition of a finite number of stationary counting processes 
is discussed in Whitt [I I]. Finally, the units which are processed leave the system. The previous 
steps are then repeated until the equilibrium state is reached at iteration e as follows. Let, 6 he 
a sufficiently small constant (e.g. 6 = I × 10-5), and 
n = nfin(j: 2~+, + 2~+, ~< 6) (18) 
and 
m = rain(j: C~+, - C~+l ~< 6), (19) 
then 
e = max (n, m). (20) 
An ordered entry model. In a G/M/K/O queueing system, servers are placed in series. At first 
iteration, units arrive at the queueing system with parameters (2, C). Hence, 
2] = 2~t = 2 (21) 
and 
C] = C~l = C. (22) 
In general at iteration j I> 1, units arrive at server i with parameters (2~,C~), if arrival units at 
service i find it busy, those units overflow to server (i + 1) with parameters (2~, C~), see the 
Appendix, Proposition 2. Those units then arrive at server (i + l) with the following parameters: 
2~+1,:.=2~ j>0,  i= l toK- -1  (23) 
and 
8 Ci+l,j-C~: j>0,  i= l toK- -1 .  (24) 
Furthermore, the units which find server K busy, overflow from it and merge with the incoming 
arrival units with the following parameters: 
2~+1 = 2 + 2~j (25) 
[ 2C2 +- 2°~(Cr'/)2-] u2 (26) 
c;+,= • 2;+1 d " 
Finally, the equilibrium state is obtained at cycle e, as was discussed before. 
Comparison criteria 
The asymptotic performance ofboth queueing systems could then be measured based on at least 
one of the following comparison criteria (e.g. performance measures), the throughput rate from 
the queueing system and the utilization factor of the queueing system, also see the Appendix. 
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Table 1. The approximation and simulation outcomes 
An ordered entry system A random access ystem 
2' 0.3 0.5 0.7 0.3 0.5 0.7 
k~, 0.332"1" 0.714 1.790 0.433 1.039 2.512 
0.347 -1- 0.0015 0.771:1:0.007 1.924-t-0.004 0.441 5-0.004 1.0795-0.011 2.8275-0.063 
27= 0.133 0.429 1.425 0.066 0.269 0.906 
0.147 5- 0.001 0.482 5- 0.001 1.556 5- 0.004 0.069 5- 0.001 0.288 5- 0.005 1.062 5- 0.030 
2~= 0.031 0.214 1.090 0.066 0.269 0.906 
0.047 + 0.001 0.271 + 0.001 1.226 5- 0.003 0.069 + 0.001 0.288 5- 0.005 1.062 + 0.030 
?An approximation outcome. 
:~A simulation outcome. 
The throughput from the queueing system, which is also its departure rate, is 
2d = :t'e - 20 ,  (27) 
where 
i~1 :t~' in a random access ystem (28) 
:to 
L :t}e, in an ordered entry system. (29) 
The utilization factor of the queueing system, which is an efficiency measure, is 
:ta 
P = x (30) 
i=l 
Furthermore, the values of :t~ and :t ° can also be used as additional comparison criteria, for i = 1 
to  K. 
3. NUMERICAL RESULTS 
In this section approximation and simulation outcomes for the queueing systems with K = 2, 
C = 1.0, #l = #2 = 0.5 and Pi = 0.5 are presented in Table 1. The approximation results were 
obtained by developing a computer program in Fortran based on the approximation steps in 
Section 2. The simulation outcomes were obtained based on a simulation model, using SLAM 
package, developed by Pritsker and Pegden [14]. Each simulation outcome was obtained based on 
10 independent computer uns. The approximate 95% confidence intervals for the reported 
performance measures were obtained based on a replication approach. From Table 1, we observe 
that the approximation error is somewhat insignificant, but the error seems to be smaller for the 
random access queueing system. Furthermore, based on the numerical results in Table 1, we observe 
the following intuitive results that, as the input rate increases, the superposition arrival and the 
overflow rates also increase. Finally, it is concluded for the observed range of values that, the 
ordered entry system performs more efficiently and results in small values of 2~, also see Fig. I. 
x: ~ PI "0.1 , Random PI ,0.3, Random 
PI "0.5, Random 
Ordered  
J I I I I I t • 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
F1 
I I I I I I I I I 
0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 
P'e 
Fig. 1. The superposition arrival rate vs the service rates in queueing systems with two servers and retrials, 
for 2" = 0.5 and C = = 1.0. 
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4. CONCLUDING REMARKS 
In this paper, an iterative approximation method, which was discussed in Sonderman [1], was 
applied to approximate the asymptotic performance of G/M/K/O queueing systems with retrials. 
For this purpose, two kinds of G/M/K/O queueing systems with retrials were considered, one with 
a random access, and the other one with an ordered entry. Then, several performance measures 
were suggested to be used as comparison criteria at the design stage. 
We conclude this short paper, by pointing out that, the approximation methodology which is 
discussed in this paper can also be applied to approximate the asymptotic performance of similar 
G/G/K/O queueing systems with generally distributed service times. For this purpose, the only 
additional information is the Laplace-Stieltjes transform of the distribution of the interoverflow 
times from a GI/G/1/0 queueing system, which is developed in Halfin [15], also see Pourbabai and 
Sonderman [5]. 
REFERENCES 
1. D. Sonderman, An analytical model for recirculating conveyors with stochastic input and outputs. Int. J. Prod. Res. 
20, 591~05 (1982). 
2. B. Pourbabai, Performance modeling of a closed loop material handling system. Eur. J. opl. Res. (in press). 
3. J. Riordan, Stodmstic Service Systems. Wiley, New York (1962). 
4. C. Palm, Intensity fluctuations in telephone tra~c. Ericsson Tech. 44, 1-189 (1943). 
5. B. Pourbabai and D. Sonderman, Server utilization factors in queueing loss systems with ordered entry and 
heterogeneous servers. J. appl. Prob. 23, 236-242 (1986). 
6. D. D. Yao and J. G. Shanthikumar, Exact analysis of ordered-entry s stem, management science, Univ. of Cal., 
Berkeley, CA 94720, U.S.A. Working Paper NO-MS-26 (1985). 
7. J. G. Shanthikumar and D. D. Yao, Comparing ordered-entry queues with heterogeneous servers. Working Paper, 
IEOR Dept, Columbia Univ., New York, NY 10027 (1986). 
8. B. Pourbabai, Analysis of a G/M/K/O queueing loss system with heterogeneous servers and retrials. Int. J. Syst. Sei. 
(in press). 
9. B. V. Gncdenko and I. N. Kovalenko, Queueing Theory. Wiener Bindery, Jerusalem (1968). 
10. B. Pourbabai and D. Sonderman, A recirculation system with random access. Fur. J. opl Res. 21(3), 367-378 (1985). 
11. W. WhiR, Approximating a point process by a renewal process, I: two basic methods. Opl Res. 36(1), 125-147 (1982). 
12. M. F. Neuts, Renewal process of phase type. Nay. Res. Logist. Q. 25, 445, 454 (1978). 
13. M. F. Neuts, A versatile Markovian point process. J. appl. Prob. 16, 764-787 (1979). 
14. A. A. Pritsker and C. D. Pegden, Introduction to Simulation and SLAM. Halsted Press, New York (1979). 
15. S. Haltin, Distribution of the interoverflow time for the GI/G/i loss system. Maths opl Res. 6(4), 563-570 (1981). 
16. D. D. Yao, Convexity properties of the overflow in an ordered entry system with heterogeneous servers. Working Paper, 
IEOR Dcpt, Columbia Univ. New York, NY 10027 (1985). 
17. D. D. Yao, The arrangement of servers in an ordered entry system, Dept. of IEOR, Columbia Univ., New York, NY 
10027, U.S.A. Working Paper (1985b) 
Lemma 1 
APPENDIX  
Consider GI/M/K/O queueing systems with an ordered entry. Then, 
- A *(s) + A*(s +#t) '  
G*(s) = G*_ t(s + #,) i = 2 to K, 
- G*t(s)  + G*_ I(s + lay  
and 
and 
o = - -  [G  K Ot (0 ) ] -  1 
(A.I) 
(A.2) 
(A.3) 
C ° = ~o {G~*" (0) - [G~'(0)]2} v2. (A.4) 
Proof. Because the overflow process from server i is a renewal process, from Palm's [4] results the above expressions 
result. 
/.emma 2 
Consider GI/M/K/O queueing systems with a random access. Then, 
A*(s +#~) i = 1 toK, (A.5) 
G~*(s) = 1 - X~*(s) + a?(s + 1~,)' 
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where 
and 
Pr' l*  (s) 
A~*(s) 1-(1--P,)A*(s)' i= l toK ,  (A.6) 
K 
h °= -- ~ [G~*'(0)]-'. (A.7) 
Proof The above expressions are directly obtained from Palm [4] and Gnedenko and Kovalenko [9, p. 109], respectively. 
Remark 1 
In GI /M/K/O queueing systems with a random access, no simple exact expression can be obtained for C °. But, 
Proposition 2 can be used to approximate C °, as described in Section 2. 
Proposition 1 
In finite queueing systems with heterogeneous servers, the following expressions hold at the steady state: 
40 
p = ~ (A.8) 
iffi! 
and 
h a = h a -- 2 °. (A.9) 
Proof Because, in finite queueing systems, at the steady state, the input rate equals the summation of the departure and 
overflow rates. The above expressions are then obtained from their definitions. 
Proposition 2
Consider GI/M/1/O queueing systems. Then, the first two moments of distribution of interoverflow times are 
X*'(0) 
-G* ' (O)  = - - -  (A.lO) A*(~) 
and 
A *"(O)A *(~) + 2A *' (0) [A *'(0) - A *' (p)] 
a*"(o) = [x* 6u)12 (A. l l )  
Proof. Directly obtained from Lemma 1, for K = I. 
Remark 2 
The first two moments of distribution of the interoverflow times from PH/M/1/O queueing systems with two parameters 
can be obtained by substituting the appropriate terms from the following expression in Proposition 2: 
ct#1 (1 - ~t)#dh 
A*(s) = + . (A.12) 
#,+s  ~+s) (~2+s)  
Remark 3 
The first two moments of the distribution of the interoverfiow times from H2/M/I/0 queueing systems can be obtained 
by substituting the following expression in Proposition 2: 
0). 1 (1 - 0)).2 (A.13) 
Notice that, by setting 
and 
~1 =n~Lx(h l ,h2)  (A.14) 
#2 = min (2t, h2), (A.15) 
= [0). I + (I - 0) 221/#1- (A.16) 
The above hyperexponentlal distribution is obtained from the phase-type 2 distribution of Remark 2. Finally it is noted 
that, by setting 0 = h2/(22- )1) in the above hyperexponential distribution with two parameters, the following hypo- 
exponential distribution with two parameters i obtained: 
21 ).5 '1.1 ).5 A*(s) + (A.17) 
(,l~ - ,~0( ,h  + s) (h, - ,~9(a ,  + s) 
