We extend the Nested Sampling algorithm to simulate materials under periodic boundary and constant pressure conditions, and show how it can be efficiently used to determine the phase diagram directly from the potential energy in a highly automated fashion. The only inputs required are the composition and the desired pressure and temperature ranges, in particular solid-solid phase transitions are recovered without any a priori knowledge about the structure of solid phases. We apply the algorithm to the Lennard-Jones system, aluminium, and the NiTi shape memory alloy.
Phase diagrams of materials describe the regions of stability and equilibria of structurally distinct phases and are crucial in both fundamental and industrial materials science. In order to augment experiments, computer simulations and theoretical calculations are often used to provide reference data and describe phase transitions. Although there exist a plethora of methods to determine phase boundaries, such as Gibbs ensemble Monte Carlo [1] , Gibbs-Duhem integration [2] , thermodynamic integration or even direct coexistence simulations, they all require specific expertise and separate setup for each type of phase transition. Moreover, in case of solid phases, where most of the interest lies, advance knowledge of the crystal structure of each phase is required. Methods that systematically explore the potential energy landscape, such as parallel tempering (also known as replica exchange) [3, 4] and Wang-Landau [5] , are potential alternatives, but are invariably hampered by convergence problems due to the entropy jump at a first order transition: the probability distributions (parametrised in terms of temperature in case of parallel tempering or energy in case of Wang-Landau) on the two sides of the phase transition have very little overlap resulting in a combination of low acceptance rates and poor exploration.
The Nested Sampling (NS) algorithm [6, 7] was designed to solve this problem. It constructs a sequence of uniform distributions bounded from above by a sequence of decreasing potential energy levels, {E i }, with the property that each level encloses a volume χ i of configuration space that is approximately a constant factor smaller than the volume, χ i−1 , corresponding to the previous level. Hence, each distribution will have an approximately constant fractional overlap with the one immediately before and after, ensuring fast convergence of the sampling and allowing an accurate evaluation of phase space integrals. In particular, the energy level spacings near the phase transition will be very narrow. The sequence of energy levels comprise a discretisation of the cumulative density of states χ(E), which allows the evaluation of the partition function at arbitrary temperatures,
where N is the number of particles of mass m, V is the volume, β is the inverse temperature, h is Planck's constant, the density of states χ is the derivative of χ, and we labelled the factor resulting from the momentum integral as Z m . The total phase space volume is χ 0 = V N corresponding to the ideal gas limit. Note that the sequence of energies and volumes are independent of temperature, so the partition function can be evaluated at any temperature by changing β in (2). Since its inception Nested Sampling has been used successfully in astrophysics [8] , and also to investigate the potential energy landscapes of atomistic systems ranging from clusters to proteins [9] [10] [11] [12] [13] [14] [15] . Here we modify the algorithm to allow for a variable unit cell with periodic boundary conditions, thus enabling the determination of constant-pressure heat capacities and hence pressuretemperature phase diagrams of materials directly from the potential energy function without recourse to any other a priori knowledge.
The basic NS algorithm is as follows. We initialise by generating a pool of K uniformly random configurations and iterate the following loop starting at i = 1, 1. Record the energy of the sample with the highest energy as E i , and use it as the new energy limit,
2. Remove the sample with energy E i from the pool and generate a new configuration uniformly random in the configuration space, subject to the constraint that its energy is less than E limit . One way to do this is to clone a randomly chosen existing configuration and make it undergo a random walk of L steps, subject only to the energy limit constraint.
3. Let i ← i + 1, and return to step 1. At each iteration, the pool of K samples are uniformly distributed in configuration space with energy E < E limit . The finite sample size leads to a statistical error in log χ i , and also in the computed observables, that is asymptotically proportional to 1/ √ K, so any desired accuracy can be achieved by increasing K. Note that for any given K, the sequence of energies and phase volumes converge exponentially fast (the number of iterations required to obtain results shown below never exceeded 2000 · K), and increasing K necessitates a new simulation from scratch. In this, NS is similar to the Wang-Landau method, and in contrast with the case of parallel tempering in which an existing Markov chain can be extended to an arbitrary number of steps to improve convergence.
We now modify the algorithm for the constant pressure case. The integration in (1) needs to be extended over all volumes and all shapes of a periodic unit cell. The partition function describing the system at isotropic pressure p is [16, 17] ,
where h is the 3 × 3 matrix of lattice vectors relating the Cartesian positions of the atoms r to the fractional coordinates s via r = hs, V = |h| is the volume, and h 0 = hV −1/3 is the image of the unit cell normalised to unit volume. NS is performed at fixed pressure to generate a sequence of enthalpies, H i , where H = E (s, V, h 0 ) + pV . We split the volume integral into two by imposing an upper limit of V 0 (approximating the dilute limit of the ideal gas) on the numerical integration and incorporate the factor V N into the measure by drawing samples with volumes proportional to V N . Together with the contribution of the tail, corresponding to the ideal gas is, we have
where Γ is the upper incomplete Gamma function, and the O(1) factor arises from the integration over lattice shapes as explained in the Supplementary Information, and has no material bearing on the numerical results we report below. The first term is computed using the samples generated by NS, as [18] , boiling (dashed) [19] and sublimation (dotted) [20] The precise setting of V 0 is not important as long as the pV term dominates over the potential term in the enthalpy for volumes beyond V 0 , which in principle does depend on the pressure and temperature range of interest, but in practice it is easy to find values suitable for physically relevant conditions. We typically use V 0 = 10 7 N .
We use single atom Monte Carlo (MC) moves in fractional coordinates with the amplitude updated every K 2 iterations to maintain a good acceptance rate. Uniform sampling of lattice shapes was achieved by independent shearing and stretching moves which do not change the volume, while h 0 was also constrained not to be too oblique by rejecting moves that would result in the height of the unit cell (normalised to unit volume) less than 0.7. The ratios of the atom, volume, shear and stretch moves were N : 10 : 1 : 1. Derivations of the above formulae and further details on the MC moves are given in the [21] , with Diamond anvil cells (DAC (a) [22] and (b) [23] ) and shock waves (SW) [24] . Different square symbols show estimates of the critical point from experiments, (a) [25] , (b) [26] , (c) [27] and (d) [28] . For NPB-EAM and MD-EAM large black squares show the critical point and smaller black squares show the evaporation temperatures all calculated by GEMC [29] . At pressures below the critical point, NS parameters K = 800 and L = 3000 were used (the total number of energy evaluations was 3×10 9 for each pressure), while runs at pressures where solid-solid transitions are present required K = 3200 and L = 15000 (total number of energy evaluations were 4 × 10 10 ).
Supplementary Information. Given the partition function, phase transitions can be easily located by finding the peaks of response functions such as the heat capacity, given by
By performing separate NS simulations for a range of pressures and combining the pressure and temperature values corresponding to the heat capacity peaks one can straightforwardly construct the entire phase diagram including all thermodynamically stable phases.
To demonstrate the efficacy of NS, we show the phase diagram of the periodic Lennard-Jones model in Figure 1 . Most of the phase diagram is accurately recovered using just 64 particles, with finite size errors only apparent for sublimation at low pressures. NS provides a reasonable estimate of the melting and boiling points using only ∼ 10 8 energy evaluations, while parallel tempering needs many orders of magnitude more computational effort than NS to find the evaporation transition and almost two orders of magnitude more computational effort to find the melting transition. (A similar increase in computational efficiency compared with parallel tempering was found for LJ clusters [9] and hard spheres [10, 30] .)
For our next example we consider aluminium. As one of the most commonly used metals, the thermodynamic properties of aluminium have been extensively studied. The melting line of aluminium has been measured up to 125 GPa [21] [22] [23] [24] , with good agreement between the different experimental techniques, and theoretical calculations were performed using embedded-atom type potentials [31] [32] [33] [34] [35] [36] [37] [38] and ab initio methods [39] [40] [41] , the latter providing melting temperatures up to 350 GPa [42] . At ambient conditions aluminium crystallises in the facecentred-cubic (fcc) structure, but a phase transition to the hexagonal-close-packed (hcp) structure at 217 GPa has been revealed by X-ray diffraction experiments [43] and the body-centred-cubic (bcc) phase has been also produced in laser-induced microexplosions [44] . The critical points of most metals are not amenable to conventional experimental study and thus estimation of their properties is usually based upon empirical relationships between the critical temperature and other measured thermodynamic properties. In case of aluminium these result in predictions in a wide temperature and pressure range [25] [26] [27] [28] .
We chose four widely used models all based on the embedded-atom method (EAM): (1) the model developed by Liu et al. [37] (LEA-EAM), which is an improved version of the original potential of Ercolessi and Adams [36] , (2) the model developed by Mishin et al. [38] using experimental and ab initio data as well (Mishin-EAM), (3) the EAM of Mei and Davenport [34] (MD-EAM) and (4) the recently modified version of the MD-EAM, reparametrised by Jasper et al. to accurately reproduce the DFT energies for Al clusters and nanoparticles of various sizes (NPB-EAM) [45] .
The phase diagrams for all four models based on NS simulations with 64 particles are shown in Figure 2 . The resulting critical parameters vary over a wide range for the different models. Above the critical point, the heat capacity peak corresponding to evaporation does not diminish immediately but broadens gradually resulting in the Widom-line, shown by the points with large error bars that correspond to the width of the peak.
The melting lines are in a good agreement with the available experimental data up to the pressure value p ≈ 25 GPa. Above that the melting curves of the different potentials diverge from the experimental results, except for the MD-EAM potential, which reproduces melting curve remarkably well.
At higher pressures a small peaks appear on the heat capacity curves below the melting temperature for all models, indicating solid-solid phase transitions. We post processed the samples from the NS simulations which revealed that while at low pressures the fcc structure is the most stable for all four models as expected, the models differ markedly in their predictions for high pressure phases, with the only commonality being that their prediction for the upper critical pressure for the stability of the fcc phase is far too low in comparison with experiment and density functional theory [43, 46, 47] .
Finally, we show preliminary results for a problem of current scientific interest, the NiTi shape memory alloy [48] . The shape memory effect relies on the structural phase transition from the high temperature austenitic phase (cubic B2 structure) to the low temperature martensitic phase [49] . Figure 3 shows the pressuretemperature-composition phase diagram corresponding to a recent EAM model [50] . The NS results for the phase transition temperature are within 50 K of the experimental value, reproduce the trend with compositional change, and predict a decreasing critical temperature with increasing pressure. It is notable that this EAM model seems successful here despite not reproducing the experimentally observed B19' structure at low temperature. By inspecting the configurations near the end of the NS simulation, we found that the potential has a number of different low symmetry minima with energies all within a few meV of each other. A more detailed study of NiTi will be presented elsewhere.
In summary, we have extended the Nested Sampling algorithm to allow simulations of periodic systems under constant pressure conditions and demonstrated how it can be used to determine pressure-temperaturecomposition phase diagrams. In contrast to existing methods for comparing specific phases, NS explores the entire configuration space without requiring any prior knowledge about the structures of different solid phases with the only necessary input being the composition and the desired pressure and temperature ranges. We suggest that this makes it eminently suitable for validating materials models, and in the future could even play a role in the automatic optimisation of empirical models. The structure (labelled B19 -X) shown for the low temperature phase is similar to the experimentally observed B19 structure. The NS parameters were K = 1920, L = 10 5 and each data point used 10
10 energy evaluations, and Ni-Ti swap moves were also included in the MC. Experimental results are from [51] .
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