The flare, which aims to burn all kinds of waste gas produced by petrochemical enterprises, is an important facility for plants to keep safe and prevent harming the environment. However, when the exhaust gas is not sufficiently burned, black smoke will be produced in the flare system and endanger air quality and human health. So, as a crucial task, reducing the emission of flare black smoke is attracting a growing amount of research attention. In a typical flare smoke reduction system, a high-resolution smoke image is greatly beneficial to smoke recognition and analysis. But the smoke image usually encounters the low-resolution problem. Accordingly, in this paper we propose a super-resolution method specific for smoke images, which is called smoke images upsampling method (SIUM). Considering the texture and edge characteristics of the smoke images, the proposed SIUM learns a mapping between the low-resolution images and the associated high-resolution images. Experimental results demonstrate that our proposed SIUM is prominently superior to relevant state-of-the-art technologies when applied to upsample low-resolution smoke images.
I. INTRODUCTION
With the standardization development of petrochemical plants and the constant increase of natural gas treatment plants, the flare system becomes an indispensable supporting facility. However, when the fuel is not sufficiently burned, the system will produce black smoke, causing serious pollution to the atmosphere and damaging human health. The smoke from the flare system contains a large amount of sulfur dioxide, nitrogen dioxide and carbon monoxide. The sulfur dioxide and the nitrogen dioxide can lead to the acid rain when they encounter water, which might destroy soil composition. Therefore, ensuring the full combustion of the exhaust gas in the flare is currently the primary task of the flare smoke reduction system. Through image recognition, we can identify whether the flare is emitting black smoke and automatically identify the flow of combustion gas, so as to ensure efficient combustion in the flare system.
Generally speaking, in order to meet the requirements of plants and environment, the flare stack is usually very high, The associate editor coordinating the review of this article and approving it for publication was Abdel-Hamid Soliman. and thus the image collector cannot be close to the flare flame. Figure 1 shows a sketched system for acquiring the flare smoke images. It is apparent that the image collector is more than 200 meters away from the flare to ensure the integrity of the captured images. It may cause the problem that the resolution of smoke images collected through remote collection is not high enough, thus influencing the following processes of smoke recognition and analysis.
Super-resolution is a popular research direction for reconstructing high resolution images from low resolution ones [1] - [8] . In [9] , the authors believed that the nonlocal autoregressive mode (NARM) based on image interpolation, could effectively construct new edge structures and suppress jagged artifacts, so as to achieve better image interpolation effect. In [10] , Mallat et. al. proposed the Super-Resolution with Sparse Mixing Estimators (SME-SR) algorithm which was a kind of nonlinear inverse estimators, and image interpolation is performed using adaptive blending linear estimators. In [11] , a study on image experimental statistics showed that image patches could be well-represented as a sparse linear combination of elements from an over-complete dictionary. Based on this, to search for a sparse representation of each patch of the low-resolution input, Yang et. al. applied the coefficients of this representation to generate the highresolution output (ScSR). In [12] , considering that different images or patches could significantly change the content of a single image, Dong et. al. proposed to learn various sets of bases from a precollected dataset of example image patches, and then, for a given patch to be processed, one set of bases were adaptively selected to characterize the local sparse domain (ASDS). Most of the above super-resolution methods are based on dictionary learning. However, they require the pre-established dictionary library in advance, which might increase the time cost.
To this end, an increasing number of studies have been devoted to the deep learning-based super-resolution in recent years. In [13] , Dong et. al. proposed a convolutional neural network (CNN) structure, which could be applied to lowlevel vision problems due to its advantages of simplicity and robustness. In [14] and [15] , two super-resolution methods FSRCNN and VDSR were proposed to improve the method developed in [13] . The FSRCNN algorithm reduces the computation on the whole. The VDSR algorithm can process large images with faster convergence speed and it also considers multiple scales. But those above methods all deal with natural scene images; that is, there is no super-resolution method for the smoke images in the flare smoke reduction system. This paper resolves the low resolution problem of smoke images based on the CNN to find a mapping between the lowresolution images and high-resolution images based on texture and edge characteristics of smoke images, since the CNN was proven to be an important tool that is good at extracting the features in many applications such as image classification, target detection and image recognition [16] - [18] . To be specific, our method extracts the features of smoke image by designing multiple convolutional hidden layers for restoring the super-resolution details. Compared with some existing algorithms, the method proposed in this paper is the first work that performs super-resolution on smoke images, and also the first work that uses deep learning as a super resolution method for smoke images. We use quite a few popular image quality assessment indicators for superresolution comparison, including full reference indicators and no reference indicators, such as Root Mean Square Square Error (RMSE), Peak Signal to Noise Ratio (PSNR), Feature-Similarity Index (FSIM) [19] , Blind/Referenceless Image Spatial QUality Evaluator (BRISQUE) [20] , SIx-Step BLind Metric (SISBLIM) [21] , No-reference Free Energy-Based Robust Metric (NFERM) [22] , Fast Image Sharpness (FISH) [23] , and No-Reference Blind Sharpness Metric (ARISM) [24] . Results demonstrate that our method can perform faster and better in super-resolution recovery.
The overall structure of the article is as follows. Section II introduces each part of SIUM in detail. In Section III, to confirm the effectiveness of the proposed SIUM, we compare the SIUM with existing super-resolution methods (NARM [9] , SME-SR [10] , ScSR [11] , ASDS [12] and SRCNN [13] ) on smoke images. In Section IV, we discuss how our method proposed in this paper is helpful for detecting smoke. Eventually, several concluding remarks are provided in Section V.
II. PROPOSED SIUM A. THE ARCHITECTURE OF SIUM
The architecture of SIUM consists of two parts, as shown in Figure 2 . First, we use the bicubic method to amplify the input low-resolution image and then send it to the proposed CNN for furthering processing. The bicubic algorithm uses the gray values of 16 points around the point to be sampled for cubic interpolation, which not only takes into account the influence of the gray values of 4 immediate neighboring points, but also considers the influence of the change rate of gray values among the adjacent points. Three operations can get closer to the magnification effect of high-resolution images, but it also leads to a sharp increase in the amount of calculation. Then a specially designed CNN is applied to extract the characteristics of the smoke images. In order to get a high-resolution smoke image quickly and clearly, we connect the multi-layer network with small convolution kernels, which is beneficial to reduce the parameters of the network and well restore the details of smoke images.
Note that the deeper the convolutional neural network layer is, the more complex the extracted feature map will be. In this work we have examined the number of layers in the network. During our experimental test, we find that the superresolution result on smoke images will not improve if the number of network layers for deep learning reduces to less than eight. So we finally determine to select the eight layers for the deep network in our super-resolution recovery method. Subsequently, we will analyze the network in detail according to the characteristics of network depth and convolution operations.
B. LOW-LEVEL FEATURES MAPPING EXTRACTION
For smoke images, the edge of smoke is an important feature in the recovery process of smoke images. At the beginning of feature extraction, the edge features of smoke images should be extracted as much as possible. For this we design the first layer of the network to extract a large number of VOLUME 7, 2019 low-level edge features, while the first layer of the network uses 64 convolution filters with the kernel size 3 × 3. Our first layer is represented by the operation of G 1 :
where W 1 and B 1 represent filters and biases respectively.
where c is the number of channels to input images. In our algorithm, c = 1, f 1 is the size of the first layer filter, and n 1 is the number of the first layer filter. In general, W 1 applies n 1 convolution kernels on smoke images, and the size of each convolution kernel is
The output of the first layer is n 1 feature maps. B 1 is a n 1 dimensional vector. Each of its elements is related with a filter. In deep learning, the depth of the network highly affects the performance of the network. As the number of network layers increases, the sigmoid function and tanh function are prone to gradient disappearance, which makes the network unable to meet the requirements during the training process. Compared with the sigmoid and tanh functions, the advantage of the Rectified Linear Unit (ReLU) activation function is that in the back propagation process, the problem of gradient dispersion is alleviated, and the parameters of the first few layers of the neural network can be quickly updated. In the forward propagation process, the Sigmoid and Tanh functions need to calculate the exponent when calculating the activation value, while the ReLU function only needs to set the threshold, which speeds up the calculation of forward propagation, that is the reason why the ReLU is applied here.
C. LOW-LEVEL FEATURES MAPPING FUSION
The first level output is n 1 channel. The main purpose of the second layer is to make nonlinear combinations of lowlevel feature maps, and thus we make the low-level feature maps more conducive to restore the details of the images. The small size of convolution kernel filter does not merge the image's spatial position information, but integrates the feature map channel only. In the second layer, we select the 32 convolution filters with the kernel size 1 × 1 to fuse the 64 low-level features extracted from the first layer. The second layer operation G 2 is expressed by the formula:
where W 2 is of size n 1 ×f 2 ×f 2 ×n 2 and B 2 is n 2 -dimensional, Specifically, f 2 is the size of the first layer filter, and each of the output n 2 -dimensional vectors is conceptually a representation of a patch that will be used for deep low-level feature extraction and fusion. As shown in the formula, the first layer of convolutional neural network extracts image features mainly from simple features such as edges and textures. The first 64 convolution kernels extract 64 feature maps containing a number of low-order features of the smoke image. In order to reduce the network parameters and remove the redundant feature information, we adopt a convolutional layer with a convolution kernel size of 1 and quantity of 32 to fuse the front layer features. A convolution operation with a convolution kernel size of one, is used to transform the 64-channel feature nonlinear mapping of the previous layer into the fusion feature mapping. After 32 convolution operations, 32 fusion feature maps are obtained.
D. DEEP LOW FEATURES EXTRACTION AND FUSION
After the feature extraction and feature fusion of the first two parts to the images, the details of the smoke images are rebuilt. In order to increase the recovery effect of the edge details, this part consists of three convolution layers. The top two layers are composed of 16 convolution filters with the kernel size 3 × 3. The third layer consists of 8 convolution kernels with the kernel size 1 × 1. Through the three layers' convolution nonlinear mapping, the ability of the network to restore the image details is improved, and the number of feature layers and the network parameters are both reduced. The operation of this layer is represented by the following three formulas: 
E. IMAGE DETAIL RECONSTRUCTION
We use three layer convolutions for image detail reconstruction. The first and second layers are of 8 convolution filters with the kernel size 3 × 3, and the third layer is of the 1 convolution filter with the kernel size 1×1. The top two layers are convolution through nonlinear mapping to extract the features for restoring the image details, and reduce the redundant information by introducing 8 filters to reduce the network parameters. Finally, the super resolution reconstructed smoke images are obtained by nonlinear fusion of the 8 level feature map got from the previous layer. The activation function formula for each layer is as follows:
In contrast to the previous part, the convolution kernel size of the third layer is changed to 1 × 1, so that the final superresolution restored smoke images output is 1 channel.
The super resolution of smoke images from low resolution to high resolution is a process of shrinking the network structure. In order to show the dimension of input data and output data as well as the network structure of each part clearly, we list each layer of deep network parameters in Table 1 , where c represents the number of channels, f represents the size of the convolution kernels, n represents the number of convolution kernels, and s represents the number of steps.
The SIUM proposed in this paper has totally eight layers. The formula for calculating the number of parameters of the depth network is shown as follows:
where N is the total number of network parameters, m is the number of layers to the network, and b is the bias factor (equal to 1). According to the formula, the final parameters of our network are 10977. Compared with the ordinary deep learning network, the number of network parameters is obviously reduced.
III. EXPERIMENTAL RESULTS
In this research, to solve the low resolution problem of smoke images collected by the flare smoke reduction system, we propose the SIUM. To validate the effectiveness of our proposed method, we establish the database of smoke images gathered from the petrochemical plant. Among these smoke images, 1,600 images are used for training the network and 100 images are used for testing. Both the training and testing samples include different shapes of smoke images. Figure 3 shows a portion of smoke images, which are used to train the network. The hardware of our experimental platform is Lenovo (ThinkCentre M8300t) with 16G memory and the software environment is Matlab2015a under Windows 10. We deploy several popular indicators to compare different methods of super-resolution smoke images comprehensively. We perform ×2, ×3, and ×4 times super resolution on the images. In the training stage of the network, the loss function is the mean square error (MSE), which is used to backpropagate the error. To ensure the performance comparison with other deep learning networks, we try to control the same conditions except the network structure. For example, the epochs of the network training are set to 300 times (the super-resolution algorithm for smoke images is generally not improved after 300). In the experiment, the super-resolution performance of each model is compared with image quality evaluation methods. 
A. TESTING METHODS AND INDICATORS
In the experiment we compare our algorithm with other commonly used super-resolution algorithms. For different algorithms, the effect of image super-resolution performs differently. We divide the comparison into three categories: twice (×2), triple (×3) and quadruple (×4). The methods of comparison include NARM [9] , SME-SR [10] , ScSR [11] , ASDS [12] , SRCNN [13] , FSRCNN [14] and VDSR [15] . Image quality evaluation model is an important indicator of human judgment of visual quality [25] , [26] . We use some image quality models to reflect the effect of each superresolution method on smoke images. The first RMSE represents the average error of 1000 tested images relative to the reference images, which can reflect the effect of superresolution algorithm for upsampling different smoke images. The second PSNR is an objective standard for evaluating image and is the most commonly and widely used objective measurement method for quality assessment. The third FSIM [19] introduces phase congruency and gradient magnitude to represent local image quality, since PC recognition is mainly represented by low-level features. The fourth BRISQUE [20] applies scene statistics of locally normalized luminance coefficients to quantify possible losses of 'naturalness' in the image due to the presence of distortions, thus resulting in a holistic measure of quality. The fifth SISBLIM [21] systematically combines the single quality prediction of every emerging distortion type and joints the effect of different distortion sources. The sixth NFERM [22] proposes a new robust metric based on NR free energy, including recently discovered free energy principles and important HVS heuristic functions prior to SVM regression modules. The seventh FISH [23] presents the input image through three-stage separable discrete wavelet transform (DWT), and then calculated the logarithmic energy of DWT subband for operation. FISH is an image quality index without reference image. The eighth ARISM [24] is fixed via the analysis of AR model parameters. Its first step is to calculate the energy and contrast-differences, which is in the locally estimated AR coefficients in a pointwise way, and its second step is to quantify the image sharpness based on percentile pooling to predict the overall score. The former three models are typically full reference methods for evaluating super-resolution method, which requires reference images in the evaluation. The others are no reference indicators, which are also used to prove the performance of our image super-resolution method, since reference images are not available in most practical cases.
A good super-resolution model is wished to obtain smaller values of RMSE, BRISQUE, FISH, NFERM and SISBLIM, but larger values of PSNR, FSIM and ARISM.
B. PERFORMANCE COMPARISON
First of all, to illustrate the time advantage of our method, we compare it with some conventional methods for super resolution restoration. To be specific, we test the 1,000 smoke images for each method at a multiple of 2 times and report the results in Table 2 . As seen, our method can perform superresolution on the smoke images quickly. Next, in order to choose the most appropriate network architecture, we make a series of experiments to test different architectures. The number of layers of the deep low features extraction and fusion module are denoted as l. The average PSNR values on the test set of ×2 times super resolution are shown in Table 3 . We analyze the results and choose our model for the sake of effect and computational complexity.
Moreover, by replacing the activation function used in the network, we testify the effect of the activation function on the super-resolution of smoke images. In order to find the most suitable activation function, we set the activation function as ReLU, Sigmoid and Tanh respectively. As shown in Table 4 , the results show that the network with ReLU as the activation function can achieve the optimal super-resolution effect among ReLU, Sigmoid and Tanh. The reason for this result is that Sigmoid and tanh activation functions are prone to gradient diffusion as the network depth increases, but ReLU can avoid this disadvantage. So, the ReLU is finally selected as the activation function of the network.
We apply different algorithms on the smoke images to perform super resolution recovery of ×2, ×3, and ×4 times, and obtain the image quality predictions, as shown in Tables 5-7 . It can be clearly seen that under 2 times, the proposed algorithm achieves 0.9342, 49.5237, 0.9999, 50.1202, 3.7569, 37.5167, 0.4185 and −19.4063 of RMSE, PSNR, FSIM, BRISQUE, FISH, NFERM, ARISM and SISBLIM respectively. Excepte RMSE, BRISQUE and FISH, SIUM has the best result under the super resolution of ×2 in the case of other indexes being the same. It can be seen that the method has the lowest error rate for super-resolution restoration of smoke images, and it is suitable to multiple super-resolution multiples.
In the case of triple and quadruple super resolution, the proposed algorithm is superior to the other methods in terms of RMSE, PSNR and FSIM. It has been improved in other indicators. Comparing the same method in different super-resolution multiples, both RMSE and BRISQUE will increase, PSNR and FISH will decrease, and FSIM will remain basically unchanged. Comparing the graphs longitudinally, as with all the algorithms, the PSNR, FISH, RMSE and BRISQUE of our proposed algorithm will also decrease, but these indices will vary at different resolutions from ×2 to ×4.
The SIUM proposed in this paper has the better effect of recovering the image details when it is performed with a larger super-resolution ratio, and it is closer to the real situation. Figure 4 shows the results of using different superresolution methods for smoke images.
Compared with the other deep learning networks, the network structure we designed is more capable of superresolution recovery for smoke images. The smoke image is composed of a large number of low-level features such as textures, edges, etc. In fact, the FSRNN and VDSR methods have better training effects during the network training, but in the testing phase, the super-resolution results of smoke images are not ideal, because the two methods are not applicable to the characteristics of smoke image extraction. The network may be so deep that the low-level features are lost, and thus the image restoration effect is deteriorated. Therefore, SRCNN's improved algorithm FSRCNN, with increased network depth, has significant improvement in upsampling the natural images, but the super-resolution effect of smoke images is not ideal. Most of the smoke images are textured areas with few sharp edges and other areas. Due to the lack of high-frequency regions in the image, the process of restoring super-resolution images by VDSR through residual learning is not effective on smoke images. Our method can recover smoke images with super-resolution more effectively. 
C. INDUSTRIAL APPLICATION
In order to verify that SIUM is helpful for detecting smoke from low-resolution smoke images, we selected six typical smoke images for testing. The images were collected at the petrochemical plant based on a remote video camera, and thus of small resolution. It was found that the DCNN [27] is unable to detect smoke from those above six images. Based on the proposed SIUM, the resolution of the six images were superresolved by 2 times. In such case, the DCNN is capable of identifying the smoke from those upsampled images. This test can illustrate that our proposed SIUM can help smoke detectors to identify low-resolution smoke images.
IV. DISCUSSION
In recent years, many methods for real-time video smoke detection using CNN have been continuously proposed. For example, a method is proposed for smoke detection in outdoor video sequences, as mentioned in [28] . Through the connected component analysis, this method decides whether the detected ROI is smoke by using the k-temporal information of its color and shape extracted from the ROI. There is also a method which proposes a dark channel priori based approach for early stage smoke detection in video sequence, as mentioned in [29] . Because the method proposed in this paper is a kind of work that uses deep learning as a super resolution method for smoke images. It extracts the features of smoke image by designing multiple convolutional hidden layers for restoring the super-resolution details, and resolves the low resolution problem of smoke images based on the CNN. So for these methods, we recommend using superresolution algorithm proposed in this paper to improve image quality firstly, so as to provide convenience for subsequent smoke detection.
V. CONCLUSION
In this paper, a super-resolution upsampling method based on deep learning method has been proposed for improving the following smoke image recognition in the flare system. It deserves to summarize that the problem we have resolved stems from a practical problem in engineering projects. To solve this problem, we built a deep learning network structure and trained the network through the characteristics of smoke images to solve the problem of low resolution of smoke images collected in the flare smoke elimination system. The proposed SIUM constructs a mapping relationship between low resolution and high resolution smoke images. It uses multiple layers of small convolutional cores to deepen the depth of the network, which increases network capacity and complexity. Although the structure of the deep network has become deeper, there are few network parameters used. The effect of super-resolution is better than some other methods. Finally, we would like to emphasize that the proposed SIUM is able to provide high quality smoke images for flare smoke elimination system. In the future, we plan to propose smoke recognition model and use it as the evaluation criterion in the super resolution of smoke images. HUIQING ZHANG received the Ph.D. degree from the China University of Mining and Technology, in 2003. He is currently an Associate Professor with the College of Electronic Information and Control Engineering, Beijing University of Technology. He is also mainly involved in indoor positioning technology, industrial electrical automation, and wireless sensor network. He has published more than 50 refereed journal and conference papers.
