In this paper, we generalize topological results known for noncompact manifolds with nonnegative Ricci curvature to spaces with nonnegative N -BakryÉmery Ricci curvature. That is, we study the codimension one integral homology of noncompact spaces with nonnegative N -BakryÉmery Ricci curvature. For example, we prove that if M n is a complete, noncompact Riemannian manifold with positive N -BakryÉmery Ricci curvature where N > n, then H n−1 (M, Z) is 0.
Introduction
One of the themes of Riemannian geometry is analyzing the topological implications of a manifold admitting a metric with a curvature constraint. In 1976, Yau proved that if M n is a complete, noncompact manifold with Ric > 0, then H n−1 (M, R) = 0 [14] . In 2000, Shen-Sormani generalized this to show that such a space has H n−1 (M, Z) = 0 [10] . In this paper, we will generalize these results to that of Riemannian manifolds with non-negative and positive Bakry-Émery Ricci curvature. Our results for positive curvature are optimal in the sense that none of the assumptions can be removed (See Examples 4.1, 4.2, 4.3).
Riemannian manifolds with smooth positive density function e −f were first studied by Lichnerowicz in 1971 [6] . Bakry andÉmery studied this further in order to study diffusion processes [1] . More recently, Bakry-Émery Ricci tensors have been studied in optimal transport, Ricci flow, and general relativity. We define the N -Bakry-Emery Ricci tensors as follows: Definition 1.1. Let X be a vector field on (M n , g), a Riemannian manifold. The N -Bakry-Émery tensor is
where L X g is the Lie derivative of g with respect to X, and
If X = ∇φ where φ : M → R is a smooth function, the N -Bakry-Émery Ricci tensor is Ric N φ := Ric + Hess φ − 1 N − n dφ ⊗ dφ.
If X = ∇φ and N = ∞, then we denote Ric φ := Ric ∞ φ = Ric + Hess φ.
Remark 1.2. Note that Ric N X is a generalization of Ric N φ because if X = ∇ φ, then Ric N X = Ric N φ . Similarly, we call Ric N φ a generalization of Ric because if φ is constant, then Ric N φ = Ric.
The main tool used by Shen and Sormani in [10] is the Cheeger-Gromoll Splitting Theorem, which states that if Ric ≥ 0 and M contains a line, then M is isometric to a product metric, R k × N , where N doesn't contain any lines [2] .
There are also different versions of the Cheeger-Gromoll Splitting Theorem for the N -BakryÉmery Ricci curvature. The Ric N X ≥ 0 assumption becomes a weaker hypothesis as N increases. N > n is our strongest premise and the Splitting Theorem holds with no further assumptions [5, Theorem 2] , [3, Theorem 1.3] . N < 1 or N = ∞ is a weaker premise and the Splitting Theorem does not hold in general; however, if we include the additional assumptions that X = ∇φ and φ < K for K constant, then we do obtain a splitting [13, Corollary 1.3] . If N = 1 the Splitting Theorem does not hold, even when φ is bounded. However, if X = ∇φ with φ < K, then we get a more general warped product splitting [13, Theorem 1.2] . Here, we say that (M, g) has a warped product splitting if M is diffeomorphic to R × L where L is an (n − 1)-dimensional manifold and there exists u : R → R + such that g = dr 2 + u 2 (r)g 0 for a fixed metric g 0 . We call g a warped product over R.
Using a remark by Fang-Li-Zhang, we can show that if Ric φ ≥ 0 and ∇φ → 0 at ∞, the Splitting Theorem holds [3, Remark 3.1]. This is interesting because unlike the generalization of Myers' Theorem, which says if Ric ∞ φ ≥ λg > 0, and if |∇φ| is bounded, then M n is compact [4] , in order for the Splitting Theorem to hold for Ric ∞ φ , we need ∇φ → 0 at ∞ rather than |∇φ| bounded. We will discuss this in more detail in Section 2.
The following table summarizes the known versions of the Splitting Theorem for Ric N X ≥ 0:
If Ric N X ≥ 0, then: [3] Our main result generalizes the result of Shen-Sormani to all non-negative Bakry-Emery Ricci bounds where the Splitting Theorem is known. Theorem 1.3. Let M n be complete and noncompact.
If Ric
Theorem 1.4. Let M n be complete and noncompact.
1. If Ric N X ≥ 0 for N > n, then H n−1 (M, Z) = 0 or Z.
If
Ric N φ ≥ 0 with φ < K for N < 1 , then H n−1 (M, Z) = 0 or Z.
Ric N φ ≥ 0 with |φ| < K for N = 1 , then H n−1 (M, Z) = 0 or Z.
Ric ∞ φ ≥ 0 with ∇φ → 0 at ∞, then H n−1 (M, Z) = 0 or Z. In Section 4, we will give examples to show that our results in Theorem 1.3 are optimal. In Example 4.1, we construct an example that satisfies the following: Ric N φ > 0 for N ≤ 1 or N = ∞, φ is unbounded, and H n−1 (M, Z) = Z. In Example 4.2, we will give an example where Ric N φ > 0 for N = ∞, ∇φ doesn't converge to 0 at ∞, and the Splitting Theorem does not hold. Finally, in Example 4.3, we will construct an example where Ric ∞ φ > 0, ∇φ is bounded, ∇φ doesn't converge to 0 at ∞, and H n−1 (M, Z) = Z.
Our approach follows that of Sormani, in [11] , where she studies a property called the loops to infinity property. In [11, Theorem 1.7], Sormani proved that if M n is non-compact and doesn't satisfy the geodesic loops to infinity property, then there is a line in its universal cover. A manifold doesn't satisfy the loops to infinity property if for some ray γ, there exists h ∈ π 1 (M, γ(0)) and some compact set K such that every loop which is homotopic to h along γ must loop back to K, the compact set. We will review this result in more detail in the next section.
Next, we will follow [11, Proposition 1.9], which says, if M n has nonnegative Ricci curvature with h ∈ π 1 (M ) which does not satisfy the geodesic loops to infinity property along a ray γ, then by the Cheeger-Gromoll Splitting Theorem, if γ ∈ M is a ray, then the lift of γ must lie in the R direction of the universal cover of M . Then, in [10] , Shen and Sormani use these theorems along with methods in algebraic topology to classify the n − 1 integral homology of complete noncompact manifolds with nonnegative Ricci curvature.
In the proof of [11, Proposition 1.9], the only place Ric ≥ 0 is used is in the Splitting Theorem. However, when we have Ric 1 φ ≥ 0 with bounded (above and below) potential function, φ, we instead get a warped product splitting over R by [13, Lemma 4.4] . We will work around this issue by analyzing the R direction of the splitting in Section 3.
Definitions and Background Statements
In this section, we will give some definitions and review the proof of the Line Theorem (See Theorem 2), which is the main tool we use to prove the results in this paper. First, we recall the definition of a line. Next, we give the definition for the notion of a loop being homotopic to another loop along a ray. Definition 2.3. Given a ray γ and a loop C : [0, L] → M based at γ(0), we say that a loop C : [0, L] → M is homotopic to C along γ if there exists r > 0 with C(0) = C(L) = γ(r) and the loop, constructed by joining γ from 0 to r with C from 0 to L and then with γ from r to 0 is homotopic to C, in π 1 (M, γ(0)).
Finally, we define the geodesic loops to infinity property. We are ready to present Sormani's Line Theorem.
Theorem 2.5. [11, Theorem 1.7] If M n is a complete non-compact manifold which does not satisfy the geodesic loops to infinity property, then there is a line in its universal cover.
Proof.
Since M n is a complete, non-compact manifold, there exists a ray, γ : [0, ∞) → M n . Let h ∈ π 1 (M, γ(0)) which does satisfy the loops to infinity property, and let C be a representative of h based at γ(0). Because h doesn't satisfy the loops to infinity property, there exists a compact set A ⊂ M such that any loop homotopic to C
Now, let M be the universal cover of M , and let π : M → M be the covering map. Identifying loops in π 1 (M, γ(0)) with deck transformations, let γ and h • γ be lifts of γ starting at γ(0) and h • γ(0) respectively, and let C be the lift of C, starting at γ(0) and ending at h • γ(0).
Let A be the lift of A to the fundamental domain in M . For all i ∈ N, there exists
Through some computational details which we will omit, (See [11, Theorem 1.7] for more details),
Let γ ∞ be the geodesic with these initial conditions. Then γ ∞ runs from lim
Thus, we have constructed a line, namely γ ∞ , in M .
The following corollary follows from [11] and the generalizations of the Cheeger-Gromoll Splitting Theorem.
Corollary 2.6. Let M n be a complete, noncompact Riemannian manifold, and suppose one of the following holds:
Then, (i) If g ∈ π 1 (M ), then either g or g 2 has the geodesic loops to infinity property.
(ii) If there exists g ∈ π 1 (M ) which does not satisfy the loops to infinity property along a given ray γ, then for all h ∈ π 1 (M, γ(0)), h must satisfy
Also, M must have a split double cover which lifts γ to a line.
(iii) If D be a precompact subset of M and ∂D is simply connected, then π 1 (D) can only contain elements of order 2.
(iv) If D be a precompact subset of M with smooth boundary, where γ is a ray such that γ(0) ∈ D and if S be any connected component of ∂D containing a point γ(a), then the image of the inclusion map
is N ⊂ π 1 (Cl(D), γ(a)) such that π 1 (Cl(D), γ(a))/N contains at most two elements.
Corollary 2.7. Let M n be a complete, noncompact Riemannian manifold, and suppose one of the following holds:
3. Ric N φ ≥ 0 with N ≤ 1 and φ bounded above, and there exists a point p ∈ M such that (Ric N X ) p > 0.
Then, M n has the geodesic loops to infinity property.
First, we will show that M and its universal cover, M , have no lines. Suppose for the sake of contradiction that M contains a line. We saw earlier in the paper that each of the four premises gives us a version of the Splitting Theorem. Hence, M = R × N . However, Ric N φ ( ∂ ∂r , ∂ ∂r ) = 0, which is a contradiction, thus proving our claim.
Ergo, by Sormani's Line Theorem, M has the loops to infinity property.
Before we state our next theorem, we will show that if Ric φ ≥ 0 and ∇φ → 0, then the Splitting Theorem holds. According to a remark by Fang-Li-Zhang, if Ric ∞ φ ≥ 0 and if φ satisfies the condition lim Let γ(t) be a unit speed ray. Then, φ(γ(t)) = ∇φ,γ ≤ |∇φ| 2 ≤ ε, where the first inequality follows by Cauchy Schwarz. After integrating, for the same ε > 0 and R > 0, we get φ(γ(t)) < εt + C, where C is a constant. We will use this to show that lim
Letting ε → 0, we get lim In Theorems 1.3 and 1.4, we state that given our curvature bounds, we can find H n−1 (M, Z). In the following theorem, we generalize further and give the n − 1 homology with coefficients in G, where G is an Abelian group.
Theorem 2.9. Let M n be a complete noncompact manifold with either of the following:
1. Ric N X ≥ 0 with N > n.
2. Ric N φ ≥ 0 with φ bounded above and N ≤ 1 or N = ∞.
3. Ric N φ ≥ 0 with N = ∞ and ∇φ → 0 at ∞.
Then we have the following cases:
(i) If M n has two or more ends and G is an Abelian group, then
(ii) If M n is one-ended with the loops to infinity property, then H n−1 (M, Z) = 0.
(iii) If M n is one-ended and doesn't have a ray with the loops to infinity property, and G is an Abelian group, then
We will give a sketch of the proof of Theorem 2.9 omitting the N = 1 case, which we will explore in the next section.
Proof of Theorem 2.9 omitting the N = 1 case. If M n is two-ended, then M n contains a line, so we can use the Splitting Theorem and follow the proof of [10, Proposition 3.1] to get (i).
If M n has is one-ended and has the loops to infinity property, we follow [10, Proposition 3.2], using the Cheeger-Gromoll Splitting Theorem and the Universal Coefficient Theorem, to get (ii).
Finally, if M n is one-ended and doesnt have a ray with the loops to infinity property, we will use Sormani's Line Theorem to get (iii).
Now, for the sake of completion, we will also give a short proof of Theorem 1.3.
Proof of Theorem 1.3 omitting the N = 1 case.
Cases 4, 5, and 6 clearly follow from Theorem 2.9. We will focus on Cases 1, 2, and 3. Since the proofs of these cases are the same, without loss of generality, suppose Ric N X > 0 with N > n. Then by Corollary 2.7, M n must have the geodesic loops to infinity property. We will show that M n must be one-ended. Suppose for the sake of contradiction, that M n is two-ended. Then M n must contain a line, which means M n must split by the Splitting Theorem. However, Ric N X ( ∂ ∂r , ∂ ∂r ) = 0 which is a contradiction. Thus, M n must be one-ended and so by Theorem 2.9 (ii), H n−1 (M, Z) = 0.
Warped Product Splitting and Geodesic Loops to Infinity
First, we recall the definition of a ray lying in the split direction. Before we prove the next proposition, we will first show that there exist examples of Riemannian manifolds with Ric 1 φ ≥ 0 not satisfying loops to infinity property along a given ray γ and universal cover which has a warped product splitting.
Example 3.2. Let φ ∈ C 2 be bounded with bounded first and second derivatives. By [13, Corollary 2.4] , there exists λ large enough so that Ric 1 φ ≥ 0 and g = dt 2 + e 2φ n−1 S n λ . Now consider M = (R × S n ) / G , where G is the group generated by h(t, x) = (a − t, −x) for any constant a > 0. If we also assume φ(a − t) = φ(t), then h is an isometry and (M, g, φ) satisfies Ric 1 φ ≥ 0. h does not have the loops to infinity property along (t, 0) = (−t, a), so (R × S n ) / G satisfies all of the necessary properties.
We state the next three theorems, which can be found in [13, Lemmas 4.2 4.4] , because we will use them in the proof of our main result, Lemma 3.7. (1) γ 2 is either constant or its image is a minimizing geodesic in (N, g N ).
(2) If γ 2 is not a constant and γ is a line in M , then the image of γ 2 is a line in N .
Next, we state remarks from [13, Lemma 4.4] and [8, page 208, Remark 8] which we will use in the proof of Lemma 3.7. 
We are prepared to state our main result. Lemma 3.7. Let (M, g, φ) be a Riemannian manifold with Ric 1 φ ≥ 0 and |φ| ≤ K for K > 0. Suppose there exists h ∈ π 1 (M ) which does not satisfy the geodesic loops to infinity property along a given ray γ. Then the lift γ of γ is in the split direction, γ(t) = (x(0), y(t)) and
h * ( γ (t)) = − γ (t).
Proof. Let ( M , g) be the universal cover of M . By Theorem 2.5, there exists a line in M . By Theorem 3.3, we have the following cases: either M = N × R k and g = g N + g R k , or M = N × R with g = e 2f (r) n−1 g N + dr 2 , where N contains no lines.
If g = g N + g R k , then we have a product metric, so we can follow the proof of [11, Proposition 1.9] to obtain the desired conclusion.
Suppose g = e 2f (r) n−1 g N + dr 2 , where N contains no lines. Recall the setup of Theorem 2.5. We know that there are minimal geodesics C i running from γ(r i ) to h • γ(r i ). [11, Theorem 1.7] Let p N :M → N and p R :M → R be the projections onto the N component and the R component, respectively. Let C i (t) = (x i (t), y i (t)), where x i (t) := p N ( C i (t)) and y i (t) := p R ( C i (t)). We have h * ( C i (t i )) = h * (x i (t i ), y i (t i )) = (h 1 * • x i (t i ), h 2 * • y i (t i )) for t i ∈ (0, L i ) as in Theorem 2.5. The last equality follows from Remark 3.5.
By Theorem 3.4, since γ ∞ (t) is a line, x ∞ (t) is either the image of a line or constant. However, N doesn't contain any lines, so |x ∞ (0)| = 0. Now, using Remark 3.6, e 4f (y(t i )) n−1
Then,
So, we know that lim i→∞ |x i (0)| 2 = 0.
We want to show that for any t, there exists i 0 ∈ N such that for all i ≥ i 0 , |y i (t)| is strictly positive. Suppose for the sake of contradiction that there exists some t 1 such that for all i ≥ i 0 , y i (t 1 ) = 0. Then, since C i (t) is unit speed, we have
As i → ∞, |x i (t 1 )| → 0, however,
which is a contradiction. Thus, for all t, there exists i large enough so that |y i (t)| is strictly positive. In particular, since |y i (t)| is never 0 in R, |y i (t)| never changes direction, and so d R (y(r i ), h(y(r i )) = L(y i (t)) =
where |x i (t)| 2 → 0 uniformly by the above as i → ∞, and ε i → 0.
Thus,
Since y(t) and h(y(t)) are in R, we can write y(t) = t 0 y (s)ds − y(0) and h(y(t)) = t 0 h * (y (s))ds − h(y(0)). Also, the only possible isometries in R are reflections, translations, and a combination of the two. We want to show that h * cannot be a translation.
Suppose for the sake of contradiction that h * (y (s)) = y (s). Taking the limit of both sides, we get lim i→∞ |h(y(r i )) − y(r i )| L i = 0, which is a contradiction. Thus, h * must be a reflection, and h * ( γ (0)) = − γ (0).
In order to show thatγ is in the split direction, along with showing (2), we must also show that |x (s)| = 0 for all s. We proceed by using (2) to show that lim
By (2), we have the following equality:
By the Fundamental Theorem of Calculus and the Triangle Inequality, = |y(r i ) − y(0) − h(y(r i )) + h(y(0))| L i ≥ |h(y(r i )) − y(r i )| L i − |h(y(0)) − y(0)| L i .
Taking the limit of both sides, and by (1),
On the other hand, since |y (s)| = 1 − e 2f (s)
This equality comes from [11, Note 2.1].
Hence, |y (s)| = 1, so |x (s)| = 0,γ(t) = (x(0), y(t)), andγ is in the split direction. Now that we have proven this result, we can follow the proofs of [10, Theorems 3.1, 3.2, 3.3] to classify the H n−1 (M, Z) for manifolds with Ric 1 φ ≥ 0 and |φ| bounded; but first, we have to state the following corollary, which comes follows directly from Lemma 3.7 and [11, Theorem 1.12].
Corollary 3.8. If M n is a complete noncompact manifold with Ric 1 φ ≥ 0, |φ| bounded, and there exists an element h ∈ π 1 (M ) which doesn't satisfy the loops to infinity property along a given ray γ, then M n is a flat normal bundle over a compact totally geodesic soul. Corollary 3.9. Let M n be a complete noncompact manifold with Ric 1 φ ≥ 0, |φ| bounded and two or more ends. If G is an Abelian group, then
Proof.
We can follow the proof of [10, Theorem 3.1], except instead of using the Cheeger-Gromoll Splitting Theorem, we use Theorem 3.3.
We will give a sketch of the proof of the next corollary. 
Examples
In this section, we will give examples to show that our main result (Theorem 1.3) is optimal. In the following example, we will give a space and metric where Ric N φ > 0 for N = ∞ and N ≤ 1, φ is unbounded, and H n−1 (M, Z) = Z.
In the S n−1 direction, Ric > 0 and Hess φ = 0. In the R direction, Ric = 0 and Hess > 0.
If N = ∞ or N ≤ 1, then − 1 N − n ∇φ * ⊗ ∇φ * ≥ 0.
Therefore, Ric N φ > 0 for N = ∞ and N ≤ 1. However, H n−1 (S n−1 × R, Z) = H n−1 (S n−1 , Z) = Z. Notice that φ is unbounded.
Observe that in Example 4.1, the Splitting Theorem does hold. In our next example, we will construct an example where Ric ∞ φ > 0, lim Now, we will give an example where Ric φ > 0, ∇φ is bounded, lim ρ→∞ 1 ρ 2 φ(γ(s))ds is nonzero and finite, the Splitting Theorem doesn't hold, and H n−1 (M, Z) = Z, rather than 0. Example 4.3. Let M = R × S n−1 , where our metric is g = dr 2 + ρ 2 (r)g N . Let V be a vector in the tangent space of S n−1 . We wish to construct ρ(r) and φ(r) such that Ric φ > 0 everywhere and φ(r) and ρ(r) are smooth.
Let ρ be a function such that
where A and C are constants. The following graph is an example of what ρ might look like: Later in the example, we will consider ερ where ε > 0, so the space will look like a cylinder with a small dip around 0. We proceed with our calculations: Given our metric, Ric φ ( ∂ ∂r , ∂ ∂r ) = −(n − 1)ρ ρ +φ and Ric φ (V, V ) = (n − 2)(1 −ρ 2 ) − ρρ +φρ (See [9] , page 69).
On |r| < A, there exists a smooth function, α(r), larger than (n − 1)ρ ρ on |r| < A such that α(A) = α(−A) = 0, because −(n − 1)ρ ρ (±A) < 0.
Let φ be a function such that φ (r) = α(r).Then, Ric φ ( ∂ ∂r , ∂ ∂r ) > 0 everywhere. Now, consider ερ in place of ρ where ε > 0.
Then we still get Ric φ ( ∂ ∂r , ∂ ∂r ) = −(n − 1)ρ ρ > 0.
Ric φ (V, V ) = (n−2)(1−ε 2ρ2 )−ε 3 ρρ+φε 2ρ ρ. Letting ε → 0, Ric φ (V, V ) → n−2 > 0 sinceφ is bounded.
Finally, we have Ric φ > 0 everywhere.
