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Abstract. We consider a system of two Brownian particles (say A and B), coupled
to each other via harmonic potential of stiffness constant k. Particle-A is connected to
two heat baths of constant temperatures T1 and T2, and particle-B is connected to a
single heat bath of a constant temperature T3. In the steady state, the total entropy
production for both particles obeys the fluctuation theorem. We compute the total
entropy production due to one of the particles called as partial or apparent entropy
production, in the steady state for a time segment τ . When both particles are weakly
interacting with each other, the fluctuation theorem for partial and apparent entropy
production is studied. We find a significant deviation from the fluctuation theorem.
The analytical results are also verified using numerical simulations.
Keywords: fluctuation phenomena, large deviations in non-equilibrium systems, heat
conduction
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1. Introduction
Understanding the properties of driven small systems has challenged both theoretical
and experimental techniques. Examples of small scale systems include biopolymers
(such as DNA, RNA and proteins), enzymes, Brownian particles, Brownian motors, and
nanoscale engines. These systems always remain in contact with a noisy environment
called as heat bath, and that satisfies fluctuation-dissipation theorem [1]. To drive these
systems away from equilibrium, an external source of energy is needed. These sources
can be an external time dependent field, temperature or chemical potential gradient,
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shear flow, etc. For systems driven far from equilibrium, the general framework of
equilibrium statistical mechanics [2] is not applicable. When the system is close to
equilibrium, linear response of it in the presence of field, is related to the fluctuation
properties of the given system (in the absence of field) in the equilibrium. The fluctuation
relations go beyond the linear response theory and are valid for the system driven
arbitrarily far from equilibrium. These relations are particularly useful for small scale
systems where fluctuations are predominant. Within this context, Evans et al. [3]
used numerical simulation to understand the distribution of entropy production of a
shear fluid interacting with a thermal reservoir. They found an interesting symmetry
relation between the probability of positive entropy production to that of negative one
in a steady state, which we referred as steady state fluctuation theorem. Gallavotti
and Cohen [4] proved the fluctuation theorem for Hamiltonian system using chaotic
assumption for the dynamics. Subsequently, Kurchan [5] derived the fluctuation theorem
for Langevin dynamics which was later extended by Lebowitz and Spohn [6] for general
Markov process. Jarzynski’s equality [7, 8] provides a method to estimate the difference
in the free energies between two equilibrium states using nonequilibrium work done.
Hatano-Sasa relation [9] which is analogous to Jarzynaki’s equality, deals with the
transition between steady states. Evans and Searles [10] proved the fluctuation theorem
in transient regime (i.e., when the initial distribution is the equilibrium one). Crooks
work fluctuation theorem [11, 12] measures the relative probabilities of work done in
forward and reverse processes starting from respective equilibrium distributions.
In the realm of stochastic thermodynamics [13], thermodynamical quantities such as
heat, work, power dissipation, power injection, etc., are defined at the single trajectory
level of a non-equilibrium process. These observables have probability distribution
function rather than having a unique value. When such distribution functions satisfy
large deviation principle [14], then those are characterized by large deviation function.
With the interest of obtaining these distributions and large deviation functions, several
efforts have been put to test the corresponding fluctuation relations for the observables
mentioned above. In contrast to initial studies where the sole contribution to the entropy
production was considered from the heat dissipation by the system in the thermal
bath, Seifert [15, 16] identified entropy production along the stochastic trajectory using
an example of colloidal particle and for general stochastic dynamics obeying master
equation. This entropy production consists of two parts: the entropy production in the
system ∆Ssys and the entropy production in the medium ∆Smed. The sum of these
two is called as total entropy production ∆Stot = ∆Ssys + ∆Smed. While the system
entropy production remains bounded for finite potential system, the medium entropy
production has major contribution towards the total entropy production in the long
time limit. Thus, the corresponding fluctuation theorem holds in the long time limit.
When both of these parts are considered, the total entropy production ∆Stot in the
steady state, satisfies the fluctuation theorem given as
P (∆Stot = sτ)
P (∆Stot = −sτ) = e
sτ , (1)
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for all time, where ∆Stot is an extensive quantity with the observation time τ . Though,
total entropy production ∆Stot satisfies steady state fluctuation theorem in general, this
relation may not hold for other stochastic observables such as work done, heat flow,
power flux, etc., [17, 18, 19, 20, 21, 22, 23, 24, 25, 26].
Consider a Brownian particle connected to two heat reservoirs of different
temperatures T1 and T2 (where T1 > T2). According to standard thermodynamics, the
heat flows from a hot to a cold reservoir. However, in this small system, due to thermal
fluctuations, once in a while, the heat flows in reverse direction, although on an average,
the heat current is a positive quantity which obeys second law of thermodynamics. The
entropy production in the baths is ∆Smed = −(Q1/T1 + Q2/T2) (see section 6), where
Qi is the heat energy transferred by i
th bath to the Brownian particle. This quantity
may not always satisfy the fluctuation theorem (1) as shown in section 6. However, once
the system entropy production ∆Ssys is added to medium one, resulted total entropy
production ∆Stot obeys the relation given in (1).
In all of above the examples, it is assumed that all the relevant degrees of freedom
(DOFs) of the system are considered. However, there may arise a situation where the
complete description of the system is not possible. The cause of incomplete information
may be because the system is coarse grained or there may be hidden DOFs which
affect the observed system. Recently, there has been lot of excitement in understanding
the system properties when the partial information of a given system is available. For
example, Rahav et al. [27] considered a Markov jump process on a set of finite number
of states. The jump from a given state to another state is described by transition
rates. Assuming certain transition rates higher than other ones, the whole network of
states is then mapped to a group of clusters. This type of coarse graining modified
the entropy production and they showed that the coarse grained entropy satisfied the
fluctuation theorem provided the transition rates of the system to jump within clusters
are sufficiently high. Similar results found in Ref. [28], where authors have discussed
the projection of Markov process with constant transition rates to smaller number of
observable aggregated states, and the resulting entropy production on the set of all
aggregated state satisfied both detailed and integral fluctuation theorems. Puglisi et
al. [29] showed an example where decimation of certain fast states with respect to
a given threshold time does not affect the entropy production, provided it does not
entirely remove the loops carrying net probability current. In all of these references, it is
shown that coarse graining based on time-scale separation did not alter the underlying
physics of the problem. There are some other studies which differ from the above
mentioned ones where relaxation time of all relevant DOFs is much larger than that of
bath DOFs. For example, in Ref. [30], two paramagnetic colloidal particles of same size
were trapped in separate non-overlapping toroidal traps. Whole system was in contact
of the heat bath. Tangential forces were applied on each particle using laser field.
Consequently, both particles reached in the non-equilibrium stationary state. A static
magnetic field perpendicular to the plane of toroidal traps, was used to set an interaction
among these particles. The total entropy production due to one of the particles was
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measured and the deviation from fluctuation theorem with the coupling strength was
observed. In a theoretical model [31], fluctuation theorem for the entropy production
of a single electron box is studied in a coupled electron box system. In an another
example [32], authors studied molecular motors which are modeled by flashing ratchet,
and found that Gallavotti-Cohen symmetry is preserved only when both chemical and
mechanical DOFs are considered in the theory. There are also some examples where
partial information is utilized to get full system properties. For example, in Ref. [33],
Ribezzi-Crivellari and Ritort have shown a method to infer full work distribution from
the partial work measurement using Crooks fluctuation theorem. Amann et al. [34]
have derived a criterion to describe a non-equilibrium steady state of a Markov system
of three states using the data from sufficiently long two states trajectories. Some other
studies related to the area of partial observation of a complete system can also be seen
in Refs. [35, 36, 37, 38, 39, 40, 41, 42]. The main conclusion of these studies is, when a
system consists of DOFs having relaxation time much larger than that of bath DOFs,
then the partial system or subsystem may not behave like a complete system for large
coupling strength. Recently, Gupta et al. [43] have discussed a fluctuation theorem for
partial entropy production in weak coupling limit in a general scenario, and shown that
deviation from the fluctuation theorem can be seen even in the limit of coupling strength
tending to zero. In Ref. [44], authors have shown a technique to diminish the effect of
weak coupling on the observed DOFs from the hidden variables. In both of the previous
setups, the authors have chosen external stochastic Gaussian forces to drive the system
into nonequilibrium state. In this paper, we consider a system of a coupled Brownian
particle where one of the particles (say particle-A) is connected to two heat baths at
different temperatures while the other one (say particle-B) in attached to a single heat
bath. We take the interaction between these two particles to be harmonic. Here, we
focus on the total entropy production in the steady state by one of the particles (say
particle-A), which we call as partial or apparent entropy production ∆SAtot. In the limit
of vanishing coupling, deviation from the fluctuation theorem [see (1)] is studied. There
are two important features of this paper: (1) We have used thermal gradient to drive
the system into nonequilibrium steady state, and (2) The asymmetry function given in
(116), has negative slope which was not observed in the earlier studies.
The paper is organized as follows. We describe the model system and give the
definitions of partial entropy production in section 2. Section 3 contains the joint
steady state distribution P fullss (U) of the coupled system. The generating function
Z(λ) ∼ g(λ)eτµ(λ) is obtained in the large time limit (τ → ∞) for both definitions
of partial entropy production in section 4, and then, we invert Z(λ) using saddle point
method which yields the probability density function for partial entropy production
(section 5). In section 6, we compute the medium entropy production by a single
Brownian particle connected to a thermal gradient, and show that for the entropy
production to satisfy the fluctuation theorem for large but finite time, it is necessary
to incorporate the system entropy production. Since we are interested in the steady
state fluctuation theorem for partial entropy production in the weak coupling limit, we
Partial entropy production in heat transport 6
δ
A
B
T3 ,  γ3
TT1 ,  γ1 2,  γ2
Figure 1. Brownian particle-A is connected to two heat baths of temperatures
(dissipation constants) T1 (γ1) and T2 (γ2) while particle-B is connected to a bath
of temperature (dissipation constant) T3 (γ3). Both particles are connected by spring
of coupling parameter δ = 2km/γ21 (dimensionless).
discuss the assumption to approximate the prefactor term g(λ) ≈ g0(λ) in section 7.
The computation of the branch point singularities present in the cumulant generating
function or the range of the saddle point discussed in section 8. In section 8.1, we
discuss the Gallavotti-Cohen symmetry of the cumulant generating function µ(λ). The
asymmetry function which measures the deviation from the fluctuation theorem is
discussed in section 9. Section 10 contains the comparison of the analytical predictions
with the numerical simulations. We summarize our paper in section 11. In Appendix A,
we show how the hidden fast DOFs effect the fluctuation theorem in the weak coupling
limit for a single Brownian particle coupled to three baths of different temperatures.
2. Model
Consider a Brownian particle (say particle-A) of mass m, in contact with two heat baths
at temperatures T1 and T2 (T1 > T2). Let γ1 and γ2 are the dissipation constants of the
baths with temperatures T1 and T2, respectively. Suppose the given Brownian particle-
A is coupled harmonically with another Brownian particle (say particle-B) of mass m.
The particle-B is in contact with a single heat bath of a constant temperature T3 and
the dissipation constant γ3. The schematic diagram of the coupled Brownian particle
system is shown in figure 1. The Hamiltonian of the system is given as
H(y, vA, vB) = 1
2
mv2A +
1
2
mv2B +
1
2
ky2, (2)
where y = xA−xB is the relative separation between particle-A and particle-B, k is the
stiffness constant, vA and vB are the velocities of particle-A and particle-B, respectively.
The evolution of the given system is described by following Langevin equations
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y˙ = vA(t)− vB(t), (3)
mv˙A = −γAvA(t) + ηA(t)− ky(t), (4)
mv˙B = −γBvB(t) + ηB(t) + ky(t), (5)
where ηA(t) = η1(t) + η2(t), ηB(t) = η3(t), γA = γ1 + γ2, and γB = γ3. The thermal
noises η1(t), η2(t), and η3(t) are from the heat baths, with mean zero and correlations
〈ηi(t)ηj(t′)〉 = 2Tiγiδijδ(t−t′), where {i,j}={1,2,3}. We set Boltzmann’s constant kB = 1
throughout the calculations.
The goal of this paper is to understand the validity of the fluctuation theorem for
the total entropy production of a subsystem or partial system of the complete system in
the steady state. In the following subsections, we give two definitions of partial entropy
productions.
2.1. Partial entropy production
Suppose we are interested in the total entropy production due to particle-A in a coupled
Brownian particle system as shown in figure 1. The dynamics of particle-A is given by
(4). Multiplying (4) by vA(t) and integrating over time t from 0 to τ yields
1
2
m[v2A(τ)− v2A(0)] = Q1(t) +Q2(t)− k
∫ τ
0
dt y(t)vA(t), (6)
where Qi =
∫ τ
0
[ηi(t) − γivA(t)]vA(t) dt, is the heat absorbed by Brownian particle-A
from the ith heat bath. The term on the left hand side is the change in the kinetic
energy of the Brownian particle-A from time t = 0 to t = τ . The third term on the right
hand side is energy change due to interaction among the particles. These baths are of
infinite size and have infinite heat capacity. Therefore, these are assumed to be always
in thermal equilibrium. Using standard thermodynamics, the entropy production in the
baths due to Brownian particle-A can be written as
∆SAmed = −
(
Q1
T1
+
Q2
T2
)
= ∆βQ1 − k
T2
∫ τ
0
dt y(t)vA(t)− m
2T2
[v2A(τ)− v2A(0)], (7)
where ∆β =
1
T2
− 1
T1
is the difference in inverse temperatures.
Total entropy production ∆SAtot of Brownian particle-A is the sum of medium
entropy production ∆SAmed and system entropy production ∆S
A
sys of the particle-A. In
the steady state, the system entropy production of the particle-A from time t = 0 to
t = τ is [15, 16]
∆SAsys = − lnPss(vA(τ)) + lnPss(vA(0)), (8)
where Pss(vA) is the steady state distribution obtained after integrating the joint steady
state distribution P fullss (y, vA, vB) over y and vB
Pss(vA) =
1√
2piHP
exp
[
− v
2
A
2HP
]
. (9)
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In the above equation, HP is given by
HP = lim
τ→∞
〈
[vA(τ)−〈vA(τ)〉]2
〉
=
γ3(γ1 + γ2 + γ3)(γ1T1 + γ2T2) +mk(γ1T1 + γ2T2 + γ3T3)
m(γ1 + γ2 + γ3)(mk + γ1γ3 + γ2γ3)
.
(10)
Therefore, total entropy production due to particle-A is given as
∆SAtot = ∆βQ1 −
k
T2
∫ τ
0
dt y(t)vA(t)− 1
2
[
m
T2
− 1
HP
]
[v2A(τ)− v2A(0)]. (11)
2.2. Apparent entropy production
Consider an experiment where we want to find the entropy production for a single
Brownian particle (say particle-A) in the contact with two heat baths of temperatures
(dissipation constants) T1 (γ1) and T2 (γ2) (see figure 1 with δ = 0). The Langevin
equation for Brownian particle-A is
mv˙A = −(γ1 + γ2)vA(t) + η1(t) + η2(t). (12)
Multiplying above equation by vA and integrating over time t from 0 to τ gives (6) with
k = 0. Therefore, one can write the entropy production in the baths due to Brownian
particle-A as
∆SAmed = −
(
Q1
T1
+
Q2
T2
)
= ∆βQ1 − m
2T2
[v2A(τ)− v2A(0)]. (13)
The system entropy production of the Brownian particle-A in steady state is given as
∆SAsys = − ln P˜ss(vA(τ)) + ln P˜ss(vA(0)). (14)
In the above equation, P˜ss(vA) is the steady state distribution obtained from (12)
P˜ss(vA) =
1√
2piHA
exp
(
− v
2
A
2HA
)
, (15)
where
HA = lim
τ→∞
〈
[vA(τ)− 〈vA(τ)〉]2
〉
=
γ1T1 + γ2T2
m(γ1 + γ2)
.
Therefore, total entropy production of particle-A can be written as
∆SAtot = ∆βQ1 −
1
2
(
m
T2
− 1
HA
)
[v2A(τ)− v2A(0)]. (16)
It is important to note that equation (16) is written by assuming that there is no other
particle is coupled to the given particle-A. Therefore, an experimentalist naively uses
(16) to compute the entropy production due to a single Brownian particle-A coupled to
two heat baths of distinct temperatures. If there is one more particle (say particle-B)
is present and interacting harmonically with given particle-A, then the actual dynamics
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of particle-A will be given by (3)–(5). To understand what an experimentalist observes
without the prior knowledge of particle-B, we use (16) for entropy production with the
actual dynamics given in (3)–(5), and then we compute the distribution of total entropy
production of particle-A. This definition of entropy production we call as apparent
entropy production.
In fact, we can combine both definitions of total entropy production [i.e., (11) and
(16)] using following parameter
Π =
{
1, Partial entropy production,
0, Apparent entropy production.
(17)
Therefore, the generalized partial entropy production of particle-A reads as
∆SAtot = ∆βQ1 −
Πk
T2
∫ τ
0
dt y(t)vA(t)− 1
2
[
m
T2
− 1
H
]
[v2A(τ)− v2A(0)], (18)
where H = ΠHP + (1− Π)HA.
3. Steady state distribution P fullss (U)
We write (3)–(5) in the matrix form as
y˙ = ATV (t), (19)
mV˙ = −ΓV (t)− kAy(t) + ξ(t), (20)
where A = (1,−1)T , V = (vA, vB)T , ξ = (ηA, ηB)T , and Γij = δij(δ1jγA + δ2jγB) with
{i,j}={1,2}.
Consider a time dependent quantity F (t). The finite time Fourier transform and
its inverse are given as
F˜ (ωn) =
1
τ
∫ τ
0
dt F (t)e−iωnt, (21)
F (t) =
∞∑
n=−∞
F˜ (ωn)e
iωnt, (22)
where ωn = 2pin/τ . Using (21), one can write (19) and (20) in the frequency domain as
y˜(ωn) = A
TG ξ˜(ωn)− 1
τ
[
(γ3 + imωn)(G22 −G12)∆y +mATG∆V
]
, (23)
V˜ (ωn) = iωnG ξ˜(ωn) +
G
τ
[kA∆y − imωn∆V ]. (24)
In the above equations, ∆y = y(τ)−y(0), ∆V = V (τ)−V (0), and the Green’s function
matrix is G(ωn) = [−mω2n + iωnΓ + Φ]−1, where Φrl = k(2δl,r − 1) with {l, r} = {1, 2}.
Therefore, we can write y˜(ωn) and v˜A(ωn) as
y˜(ωn) = (G11 −G12)[η˜1(ωn) + η˜2(ωn)] + (G12 −G22)η˜3 − 1
τ
∆UT q1, (25)
v˜A(ωn) = iωn[G11{η˜1(ωn) + η˜2(ωn)}+G12η˜3(ωn)] + 1
τ
∆UT q2, (26)
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where
qT1 = [(γ3 + iωnm)(G22 −G12),m(G11 −G12),m(G12 −G22)], (27)
qT2 = [k(G11 −G12),−imωnG11,−imωnG12]. (28)
In the above equations, the matrix elements Gij = [G(ωn)]ij.
The row vector UT (τ) = [y(τ), V T (τ)] is given as
UT (τ) = lim
→0
∞∑
n=−∞
e−iωn [y˜(ωn), V˜ T (ωn)]. (29)
Substituting (25) and (26) in the above equation, we find that the terms
lim
→0
∞∑
n=−∞
e−iωn
τ
[(γ3 + iωnm)(G22 −G12)∆y +mATG∆V ],
lim
→0
∞∑
n=−∞
e−iωn
τ
[kAT∆y − imωn∆V T ]GT ,
go to zero. This is because in the limit of large τ , we convert the summation into
integration, and these terms have poles in the upper half of the complex ω-plane.
Therefore, using the calculus of residue, one can find that the contribution from these
terms vanishes identically. This implies
UT (τ) = lim
→0
∞∑
n=−∞
e−iωn [{η˜1(ωn) + η˜2(ωn)}qT3 + η˜3(ωn)qT4 ], (30)
where
qT3 = (G11 −G12, iωnG11, iωnG12), (31)
qT4 = (G12 −G22, iωnG12, iωnG22). (32)
The mean and variance of U(τ) are
〈U(τ)〉 = 0, (33)
〈U(τ)UT (τ)〉 = 1
pi
∫ ∞
−∞
dω[(T1γ1 + T2γ2)q3q
†
3 + T3γ3q4q
†
4], (34)
respectively. In (34), we have used the definition of correlation function of noises in the
frequency domain as given by
〈η˜i(ω)η˜j(ω′)〉 = 2Tiγi
τ
δ(ω + ω′)δij. (35)
From (30), it is clear that the steady state distribution of U = (y, vA, vB)
T is Gaussian
distribution whose mean and variance are given in (33) and (34), respectively:
P fullss (U) =
1√
(2pi)3 detM
exp
[
− 1
2
UTM−1U
]
, (36)
where Mij = 〈U(τ)UT (τ)〉ij. But from (18), we see that ∆SAtot depends on thermal
noises quadratically. Therefore, the distribution of partial entropy production is non-
Gaussian, and does not depend only on the mean and variance of it. Nevertheless, one
can find the large but finite time distribution of it as shown in the following sections.
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4. Moment generating function
Total entropy production for particle-A (∆SAtot) given in (18), is a stochastic quantity.
Therefore, to find the probability distribution of it in the steady state, it is better to
start with characteristic function or moment generating function defined as
Z(λ) = 〈exp[−λ∆SAtot]〉, (37)
where average is taken over set of all trajectories of noises. Rather than computing (37)
directly, we first calculate restricted characteristic function
Z(λ, U, τ |U0) =
〈
exp[−λ∆SAtot]δ[U − U(τ)]
〉
U,U0
, (38)
where the angular brackets represent the average over trajectories starting from initial
variable U0 to final variable U . Substituting ∆S
A
tot from (18) in (38), we get
Z(λ, U, τ |U0) = exp
[
λ/2
(
mT−12 −H−1
)(
UTΣU − UT0 ΣU0
)]
ZW (λ, U, τ |U0), (39)
where Σij = δi,jδ2,j with {i,j}={1,2,3}, W is
W = ∆βQ1 − Πk
T2
∫ τ
0
dt y(t)vA(t), (40)
and
ZW (λ, U, τ |U0) =
〈
e−λW δ[U − U(τ)]〉
U,U0
. (41)
Since the boundary terms do not contribute in the averaging process in (39), we have
taken them outside from the angular brackets. The quantity W given in (40), is a
functional of all trajectories. Therefore, the evolution of the restricted characteristic
function ZW (λ, U, τ |U0) corresponding to it follows the differential equation
∂ZW (λ, U, τ |U0)
∂τ
= LλZW (λ, U, τ |U0), (42)
where the differential operator Lλ has the following form
Lλ = 1
m
∑
i=A,B
[
∂H
∂xi
∂
∂vi
− ∂H
∂vi
∂
∂xi
]
+
γBvB
m
∂
∂vB
+
γ1T1 + γ2T2
m2
∂2
∂v2A
+
γ3T3
m2
∂2
∂v2B
+
3∑
i=1
γi
m
+ λ
[
γ1∆β
(
v2A +
T1
m
)
+
ΠkyvA
T2
]
+ λ2∆β2v2Aγ1T1 +
v
A
m
(γA + 2λγ1T1∆β)
∂
∂vA
. (43)
The differential equation (42) is subjected to the initial condition ZW (λ, U, 0|U0) =
Z(λ, U, 0|U0) = δ(U − U0).
It is impossible to solve the differential equation given in (42), to get full solution.
Nevertheless, one can write the general solution of the differential equation as
ZW (λ, U, τ |U0) =
∑
n
eτµn(λ)χn(U0, λ)Ψn(U, λ). (44)
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In the above equation, χn(U0, λ) and Ψn(U, λ) are the n
th left and right eigenfunctions,
respectively, corresponding to the eigenvalue µn(λ) of the differential operator Lλ. These
eigenfunctions satisfy orthonormality condition∫
χn(U, λ)Ψm(U, λ) dU = δnm. (45)
Computation of all of these eigenvalues and eigenfunctions is a non-trivial problem.
In most of the physical situations, one is interested in the large time solution of the
differential equation. In such cases, the solution of differential equation shown in (42),
is dominated by the largest eigenvalue of the full spectrum, i.e., µ(λ) := max{µn(λ)}.
Thus, for large time
ZW (λ, U, τ |U0) = eτµ(λ)χ(U0, λ)Ψ(U, λ) + . . . , (46)
where µ(λ) is the largest eigenvalue of the differential operator Lλ and the corresponding
left and right eigenfunctions are χ(U0, λ) and Ψ(U, λ), respectively. The steady state
distribution one can obtain from the restricted characteristic function by substituting
λ = 0: P fullss (U) = ZW (0, U, τ →∞|U0) = Ψ(U, 0). Note that µ(0) = 0 and χ(U0, 0) = 1.
Even, it is impossible to evaluate the largest eigenvalues and these eigenfunctions from
the differential equation. Nevertheless, there is a technique developed in [45] with which
one can find these eigenfunctions and eigenvalue exactly.
The quantity W is non-linear in thermal noises. Therefore, we write it in the
frequency domain using (21) and (22), we get
W =
τ
2
∞∑
n=−∞
[
∆βI1n − Πk
T2
I2n
]
, (47)
where
I1n = η˜1(ωn)v˜A(−ωn) + η˜1(−ωn)v˜A(ωn)− 2γ1v˜A(ωn)v˜A(−ωn), (48)
I2n = y˜(ωn)v˜A(−ωn) + y˜(−ωn)v˜A(ωn). (49)
Substituting y˜(ωn) and v˜A(ωn) from (25) and (26) in (48) and (49) yields
I1n = iωn
[
G11(η˜1 + η˜2)η˜
∗
1 +G12η˜3η˜
∗
1 −G∗11η˜1(η˜∗1 + η˜∗2)−G∗12η˜1η˜∗3
]
+
∆UT q2
τ
η˜∗1
− 2γ1ω2n
[|G11|2(η˜1 + η˜2)(η˜∗1 + η˜∗2) + |G12|2η˜3η˜∗3 +G11G∗12(η˜1 + η˜2)η˜∗3
+G12G
∗
11η˜3(η˜
∗
1 + η˜
∗
2)
]− 2γ1
τ 2
∆UT q2q
T
2 ∆U − 2iγ1ωn
q†2∆U
τ
[G11(η˜1 + η˜2) +G12η˜3]
+
q†2∆U
τ
η˜1 + 2iγ1ωn
∆UT q2
τ
[G∗11(η˜
∗
1 + η˜
∗
2) +G
∗
12η˜
∗
3], (50)
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and
I2n = iωn(η˜1 + η˜2)(η˜
∗
1 + η˜
∗
2)(G12G
∗
11 −G11G∗12) + iωn(η˜1 + η˜2)η˜∗3[G11(G∗12 −G∗22)
−G∗12(G11 −G12)] + iωnη˜3(η˜∗1 + η˜∗2)[G12(G∗11 −G∗12)−G∗11(G12 −G22)]
+ iωnη3η
∗
3(G22G
∗
12 −G12G∗22) +
q†2∆U
τ
[(G11 −G12)(η˜1 + η˜2) + (G12 −G22)η˜3]
+
∆UT q2
τ
[(G∗11 −G∗12)(η˜∗1 + η˜∗2) + (G∗12 −G∗22)η∗3]− iωn
q†1∆U
τ
[G11(η˜1 + η˜2) +G12η˜3]
+ iωn
∆UT q1
τ
[G∗11(η˜
∗
1 + η˜
∗
2) +G
∗
12η˜
∗
3]−
∆UT (q1q
†
2 + q2q
†
1)∆U
τ 2
. (51)
For convenience, in the above equations, we have written Gij = [G(ωn)]ij, G
∗
ij =
[G(−ωn)]ij, η˜r = η˜r(ωn), and η˜∗r = η˜r(−ωn), where r = 1, 2, 3.
Now, the restricted characteristic function for W is given by
ZW (λ, U, τ |U0) = 〈e−λW δ[U − U(τ)]〉U,U0 =
∫
d3σ
(2pi)3
eiσ
TU〈eE(τ)〉U,U0 , (52)
where we have used the integral representation of Dirac delta function, and E(τ) is
given by
E(τ) = −λW − iσTU(τ). (53)
Using (30) and (47), we write E(τ) as
E(τ) =
∞∑
n=1
[− λτζTnCnζ∗n + ζTn αn + αT−nζ∗n + λτ |fn|2]− λτ2 ζT0 C0ζ0 + ζT0 α0 + λ2τ f 20 ,
(54)
where Cn = ∆βC
I
n −
Πk
T2
CIIn , and the row vector containing noise components in the
frequency domain is ζTn = (η˜1, η˜2, η˜3). Here the matrices C
I
n and C
II
n are
CIn =
CI11 CI12 CI13CI∗12 CI22 CI23
CI∗13 C
I∗
23 C
I
33
 and CIIn =
CII11 CII12 CII13CII21 CII22 CII23
CII∗13 C
II∗
23 C
II
33
 ,
whose the matrix elements are
CI11 = iωn(G11 −G∗11)− 2γ1ω2n|G11|2,
CI12 = −iωnG∗11 − 2γ1ω2n|G11|2,
CI13 = −iωnG∗12 − 2γ1ω2nG11G∗12,
CI22 = −2γ1ω2n|G11|2,
CI23 = −2γ1ω2nG11G∗12,
CI33 = −2γ1ω2n|G12|2,
CII11 = C
II
12 = C
II
21 = C
II
22 = iωn[G12G
∗
11 −G11G∗12],
CII13 = C
II
23 = iω[G11(G
∗
12 −G∗22)−G∗12(G11 −G12)],
CII33 = iωn[G22G
∗
12 −G12G∗22].
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The column vector αn is
αn = −λ
aT11∆UaT21∆U
aT31∆U
− ie−iωn
qT3 σqT3 σ
qT4 σ
 , (55)
in which
aT11 =
[
∆β(1− 2iγ1ωnG11)− Πk
T2
(G11 −G12)
]
q†2 +
iωnΠk
T2
G11q
†
1,
aT21 =
[
− 2iγ1ωn∆βG11 − Πk
T2
(G11 −G12)
]
q†2 +
iωnΠk
T2
G11q
†
1,
aT31 =
[
− 2iγ1ωn∆βG12 − Πk
T2
(G12 −G22)
]
q†2 +
iωnΠk
T2
G12q
†
1.
In (54), |fn|2 is given by
|fn|2 = ∆UT
[
2∆βγ1q2q
†
2 −
Πk
T2
(q1q
†
2 + q2q
†
1)
]
∆U.
Therefore,
〈eE(τ)〉U,U0 =
∞∏
n=1
〈
exp
[
− λτζTnCnζ∗n + ζTn αn + αT−nζ∗n +
λ
τ
|fn|2
]〉
×
〈
exp
[
− λτ
2
ζT0 C0ζ0 + ζ
T
0 α0 +
λ
2τ
f 20
]〉
, (56)
where the angular brackets represent the average over the noise distribution. For n = 0,
the average is over the distribution P (ζ0) = (2pi)
−3/2(det Λ)−1/2 exp[−1
2
ζT0 Λ
−1ζ0] whereas
for each n ≥ 1, average is over distribution P (ζn) = pi−3(det Λ)−1 exp[−ζTn Λ−1ζ∗n].
The diagonal matrix Λ = diag
(
2T1γ1
τ
,
2T2γ2
τ
,
2T3γ3
τ
)
. After some simplification, (56)
becomes
〈eE(τ)〉U,U0 = eτµ(λ) exp
[
1
2
∞∑
n=−∞
(
αT−nΩ
−1
n αn +
λ|fn|2
τ
)]
. (57)
In the large time limit (τ →∞), we convert the summation in the above equation into
integration. Therefore, we get
〈eE(τ)〉U,U0 = eτµ(λ) exp
[
− 1
2
σTH1(λ)σ + i∆U
TH2(λ)σ +
1
2
∆UTH3(λ)∆U
]
, (58)
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where one can identify µ(λ), H1(λ), H2(λ), and H3(λ) as
µ(λ) = − 1
4pi
∫ ∞
−∞
dω ln[det(ΛΩ)], (59)
H1(λ) =
τ
2pi
∫ ∞
−∞
dω ρTΩ−1φ, (60)
H2(λ) = − τ
2pi
lim
→0
∫ ∞
−∞
dω e−iω bT1 Ω
−1φ, (61)
H3(λ) =
τ
2pi
∫ ∞
∞
dω
[
bT1 Ω
−1b2 +
λ
τ
{
2∆βγ1q2q
†
2 −
Πk
T2
(q1q
†
2 + q2q
†
1)
}]
, (62)
with Ω = [Λ−1 + λτCn], ρT = (q∗3, q
∗
3, q
∗
4), b
T
1 = −λ(b11, b12, b13), b2 = −λ(aT11, aT21, aT31)T ,
and φ = (q3, q3, q4)
T . The column vectors b1j are given as
b11 = q2
[
∆β(1 + 2iγ1ωG
∗
11)−
Πk
T2
(G∗11 −G∗12)
]
− iωΠk
T2
q1G
∗
11,
b12 = q2
[
2iγ1ω∆βG
∗
11 −
Πk
T2
(G∗11 −G∗12)
]
− iωΠk
T2
q1G
∗
11,
b13 = q2
[
2iγ1ω∆βG
∗
12 −
Πk
T2
(G∗12 −G∗22)
]
− iωΠk
T2
G∗12q1.
Therefore, the characteristic function ZW (λ, U, τ |U0) can be rewritten as
ZW (λ, U, τ |U0) =
∫
d3σ
(2pi)3
eiσ
TU〈eE(τ)〉U,U0
=
eτµ(λ)e
1
2
∆UTH3∆Ue−
1
2
(UT+∆UTH2)H
−1
1 (U+H
T
2 ∆U)√
(2pi)3 detH1(λ)
. (63)
Following (46), we can factorize the restricted characteristic function ZW (λ, U, τ |U0) into
left and right eigenfunctions. Consequently, the matrices H1(λ), H2(λ), H3(λ) satisfy
the condition H3 −H2H−11 HT2 −H−11 HT2 = 0. Therefore, we write
ZW (λ, U, τ |U0) = e
τµ(λ)e−
1
2
UTL1(λ)Ue−
1
2
UT0 L2(λ)U0√
(2pi)3 detH1(λ)
, (64)
where the matrices L1(λ) = H
−1
1 +H
−1
1 H
T
2 and L2 = −H−11 HT2 .
Using (39), we can write the characteristic function for total entropy production
for particle-A
Z(λ, U, τ |U0) = e
τµ(λ)e−
1
2
UT L˜1(λ)Ue−
1
2
UT0 L˜2(λ)U0√
(2pi)3 detH1(λ)
, (65)
where the matrices L1(λ) and L2(λ) modify as
L˜1(λ) = L1(λ)− λ(mT−12 −H−1)Σ,
L˜2(λ) = L2(λ) + λ(mT
−1
2 −H−1)Σ.
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Therefore, the characteristic function Z(λ) for partial and apparent entropy production
∆SAtot can be obtained by integrating the restricted characteristic function Z(λ, U, τ |U0)
over the initial steady state distribution P fullss (U0) and the final variable U , we get
Z(λ) =
∫
dU
∫
dU0P
full
ss (U0)Z(λ, U, τ |U0) ≈ g(λ)eτµ(λ) + . . . , (66)
where the prefactor is given by
g(λ) = [detH1(0) detH1(λ) det L˜1(λ) det[L˜2(λ) +H
−1
1 (0)]]
−1/2. (67)
4.1. Cumulant generating function
The cumulant generating function µ(λ) given in (59), has the following form
µ(λ) = − 1
4piτγ
∫ ∞
−∞
du ln
[
1 +
h(u, λ)
q(u)
]
, (68)
where
h(u, λ) = 4λ(1− λ)β12
[
α12(1− β12)2{u4 + u2(α213 − δ) + δ2/4}+ δ2α13β13(β12 + Π− 1)/4
]
− λδ2α13
[
(β12 + β13λΠ− β13λ)(β12 + Π− 1) + α12β12Π(β12 − β13 + β13λΠ)
]
,
(69)
q(u) = β212
[
u6 + u4{(1 + α12)2 + α213 − 2δ}+ u2{(1 + α12)2 − δ}(α213 − δ)
+ δ2(1 + α12 + α13)
2/4
]
. (70)
Here β1j =
Tj
T1
and α1j =
γj
γ1
with j = 2, 3, the coupling parameter δ =
2km
γ21
, and
τγ = m/γ1 is the viscous relaxation time. For simplicity, we assume α12 = α13 = 1, i.e.,
γ1 = γ2 = γ3 = γ. Therefore, h(u, λ) and q(u) become
h(u, λ) = 4λ(1− λ)β12
[
(1− β12)2{u4 + u2(1− δ) + δ2/4}+ δ2β13(β12 + Π− 1)/4
]
− λδ2[(β12 + β13λΠ− β13λ)(β12 + Π− 1) + β12Π{β12 − β13 + β13λΠ}], (71)
q(u) = β212[u
6 + u4(5− 2δ) + u2(4− δ)(1− δ) + 9δ2/4]. (72)
5. Probability distribution function
The probability distribution function for the total entropy production ∆SAtot or any
observable whose characteristic function Z(λ) is of the form given by (66), is obtained
by inverting it using inverse transformation
P (∆SAtot = sτ/τγ) =
∫ +i∞
−i∞
dλ
2pii
Z(λ)eλsτ/τγ ≈
∫ +i∞
−i∞
dλ
2pii
g(λ)e(τ/τγ)[µ˜(λ)+λs], (73)
where µ˜(λ) = τγµ(λ) is the scaled cumulant generating function, and the contour of
integration is taken along the direction of imaginary axis passing through the origin
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of the complex λ-plane. If both µ˜(λ) and g(λ) are analytic functions of λ, then, for
large time (τ  τγ), we can approximate the above integral using saddle-point method.
Therefore, we get
P (∆SAtot = sτ/τγ) ≈
g(λ∗)e(τ/τγ)h(λ
∗)√
2pi(τ/τγ)|h′′(λ∗)|
, (74)
where the function h(λ∗) = µ˜(λ∗) + λ∗s. In the above equation,
h′′(λ∗) =
∂2h(λ)
∂λ2
∣∣∣∣
λ=λ∗(s)
, (75)
and the saddle point λ∗(s) is calculated by solving the following equation
∂µ˜(λ)
∂λ
∣∣∣∣
λ=λ∗(s)
= −s. (76)
Now, assume that both g(λ) and µ˜(λ) satisfy Gallavotti-Cohen symmetry, i.e., g(λ) =
g(1 − λ) and µ˜(λ) = µ˜(1 − λ) (condition I). Therefore, we can write the probability
distribution function for negative entropy production as
P (∆SAtot = −sτ/τγ) ≈
∫ +i∞
−i∞
dλ
2pii
g(1− λ)e(τ/τγ)[µ˜(1−λ)+(1−λ)s−s]
≈ e−sτ/τγ
∫ 1+i∞
1−i∞
dλ
2pii
g(λ)e(τ/τγ)[µ˜(λ)+λs]. (77)
If both g(λ) and µ˜(λ) do not have singularities between λ ∈ [0, 1] (condition II), then,
we can easily shift the contour of integration from (1 − i∞, 1 + i∞) to (−i∞,+i∞)
easily. Therefore, from (73) and (77), we get
P (∆SAtot = sτ/τγ)
P (∆SAtot = −sτ/τγ)
≈ esτ/τγ . (78)
The equation (78) is the fluctuation theorem for total entropy production ∆SAtot in
steady state. If g(λ) and µ˜(λ) satisfy both conditions I and II, then the corresponding
observable (for instance, in our case, the observable is the total entropy production
∆SAtot) will satisfy fluctuation theorem. Note that we have proved this result for large
but finite time.
In the following section, we discuss the result for the entropy production for a single
Brownian particle connected to a thermal gradient.
6. Single Brownian particle in contact with two heat baths (δ = 0)
Consider a single Brownian particle-A is in contact with two heat baths at temperatures
T1 and T2 (see figure 1 with δ = 0). The Langevin equation is given as
mv˙A = −(γ1 + γ2)vA(t) + η1(t) + η2(t). (79)
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Entropy production in both baths due to particle-A is given as
∆Smed = −
[
Q1
T1
+
Q2
T2
]
= ∆βQ1 − m
2T2
[v2A(τ)− v2A(0)], (80)
where Q1 =
∫ τ
0
dt [η1 − γ1vA]vA(t), is the heat energy given by the bath of the
temperature T1 and dissipation constant γ1 to the Brownian particle-A. Therefore, the
restricted characteristic function for medium entropy production is given as
Z(λ, vA, τ |vA(0)) = exp
[
λm
2T2
{v2A − v2A(0)}
]〈
e−λ∆βQ1δ[vA − vA(τ)]
〉
vA,vA(0)
= exp
[
λm
2T2
{v2A − v2A(0)}
]
Z˜(λ, vA, τ |vA(0)), (81)
where Z˜(λ, vA, τ |vA(0)) satisfies the following differential equation
∂Z˜(λ, vA, τ |vA(0))
∂τ
= LAλ Z˜(λ, vA, τ |vA(0)). (82)
In the above equation, the differential operator LAλ is given as
LAλ =
γ1T1 + γ2T2
m2
∂2
∂v2A
+
vA
m
(γ1 + γ2 + 2λ∆βγ1T1)
∂
∂vA
+
[
γ1 + γ2
m
+λ∆β
(
γ1v
2
A +
γ1T1
m
)
+ λ2∆β2v2Aγ1T1
]
. (83)
The differential equation (82) is subjected to initial condition Z˜(λ, vA, τ |vA(0)) =
δ[vA − vA(0)]. One can solve this differential equation exactly [25, 46]. In the limit
of large τ , we get
Z(λ, vA, τ |vA(0)) ≈ e(τ/tγ)µ0(λ)
√
m(γ1 + γ2)ν(λ)
2pi(γ1T1 + γ2T2)
× exp
[
− m(γ1 + γ2)v
2
A
4(γ1T1 + γ2T2)
{ν(λ)− 2λ+ 1}
]
× exp
[
− m(γ1 + γ2)v
2
A(0)
4(γ1T1 + γ2T2)
{ν(λ) + 2λ− 1}
]
, (84)
where tγ = 2m/(γ1 + γ2). Integrating the above equation over the initial steady state
distribution Z(0, vA, τ → ∞|vA(0)) = P˜ss(vA(0)) given in (15), and final variables vA,
we get
Z(λ) ≈ e(τ/tγ)µ0(λ)g0(λ), (85)
where
µ0(λ) = 1− ν(λ), (86)
g0(λ) =
2
√
ν(λ)√
1 + ν(λ)− 2λ√1 + ν(λ) + 2λ, (87)
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with
ν(λ) =
√
1 + 4αλ(1− λ) =
√
4α(λ+ − λ)(λ− λ−). (88)
In the above equation, λ± = 1/2[1±
√
1 + 1/α] in which α = γ1γ2T1T2∆β
2/(γ1+γ2)
2. In
(87), the first factor in the denominator comes from the integration over final variable vA
while the second one comes from the integration over the initial steady state distribution
P˜ss(vA(0)). Here, µ0(λ) is analytic function when λ ∈ (λ−, λ+). First denominator in
g0(λ) has one branch point at λ = λa = 1 for all α ∈ (0,∞) where λa ∈ (λ−, λ+) when
1− 2λ+ < 0 while second denominator has a branch point at λ = λb = (α− 1)/(α+ 1)
for α < 1/3 where λb ∈ (λ−, λ+) when 1 + 2λ− < 0.
The probability distribution function of the medium entropy production ∆Smed can
be obtained by inverting Z(λ) given in (85), using inverse transform [see (74)]. Here,
the saddle point λ∗0(s) is given by solving the following equation
∂µ0(λ)
∂λ
∣∣∣∣
λ=λ∗0(s)
= −s. (89)
When α > 1/3, g0(λ) has only one singularity, i.e., at λ = λa. Therefore, the
saddle point λ∗0(s) moves from λ− to λa as s decreases from s = +∞ to sa, and gets
stuck at λ = λa, where sa is the solution of λ
∗
0(sa) = λa. Therefore, P (∆Smed =
sτ/tγ) ∼ e(τ/tγ)[µ0(λ−)+λ−s] as s → +∞. Around s = sa, i.e., λ∗0 = λa − a, where
0 < a  1, P (∆Smed = sτ/tγ) ∼ e(τ/tγ)[µ0(λa)+λas]. This implies for large s, we find
[20, 21, 22, 23, 25, 43, 44]
lim
(τ/tγ)→∞
tγ
τ
ln
P (∆Smed = sτ/tγ)
P (∆Smed = −sτ/tγ) = µ0(λ−)− µ0(λa) + [λ− + λa]s. (90)
Similarly, for α < 1/3, g(λ) has both singularities, i.e., λa and λb. In this case, (90)
modifies as
lim
(τ/tγ)→∞
tγ
τ
ln
P (∆Smed = sτ/tγ)
P (∆Smed = −sτ/tγ) = µ0(λb)− µ0(λa) + [λb + λa]s. (91)
Therefore, we find that entropy production in the medium will not satisfy fluctuation
theorem for large scaled parameter s for any α ∈ (0,∞). But it is interesting to note
that once we incorporate the entropy production of the system into entropy production
in the medium, i.e., ∆Stot = ∆Smed+∆Ssys, where ∆Ssys = − ln P˜ (vA(τ))+ln P˜ (vA(0)),
in which P˜ss(vA(τ)) is given in (15), the prefactor term g0(λ) corresponding to ∆Stot
modifies to
g0(λ) =
2
√
ν(λ)
1 + ν(λ)
, (92)
and it is analytic function within the same domain as that of µ0(λ). Therefore, both
µ0(λ) and g0(λ) satisfy condition I and II. Consequently, in this case, total entropy
production satisfies fluctuation theorem for all α.
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7. Analysis for prefactor g(λ) for δ 6= 0
In our problem, it is not possible to obtain the analytical expression for the prefactor
term g(λ) given in (67), as it requires the computation of matrices H1(λ), H2(λ) and
H3(λ) [see (60)–(62)] which is a non-trivial problem. Since we are interested in the weak
coupling limit (δ → 0), we can write
g(λ) ≈ g0(λ) + δbg1(λ), where b > 0. (93)
The term g0(λ) is the same prefactor term as given in (92). The term g1(λ) may have
singularities, but in the limit δ → 0, we can approximate the correction term as [43, 44]
g(λ) ≈ g0(λ). (94)
8. Analysis for cumulant generating function µ(λ) for δ 6= 0
Computation of the integral given in (68), is quite involved and not very illuminating
to us. Therefore, we compute µ(λ) numerically for fix parameters δ, β12, and β13 as
a function of λ. The range of λ is not arbitrary, it is given by the saddle point λ∗(s)
which is the solution of (76). As one varies the scaled parameter s, the saddle point
λ∗(s) moves on the real line between two end points λδ±, i.e., λ
∗(s → ∓∞) → λδ±. In
the following, we identify these branch points singularities λδ± present in µ(λ). We see
that arguments of the logarithm of the integrand in (68) are q(u) and [h(u, λ) + q(u)].
The function
q(u) = β212
[
u6 + u4(5− 2δ) + u2(4− δ)(1− δ) + 9δ2/4] (95)
is positive for all real u ∈ (−∞,∞). We write [h(u, λ) + q(u)] as
h(u, λ) + q(u) = −p1(u)λ2 + p2(u)λ+ q(u) = 0, (96)
where
p1(u) = 4β12
[
(1− β12)2{u4 + u2(1− δ) + δ2/4}+ δ2β13(β12 + Π− 1)/4
]
+δ2β13[(Π− 1)(β12 + Π− 1) + β12Π2], (97)
and
p2(u) = 4β12
[
(1− β12)2{u4 + u2(1− δ) + δ2/4}+ δ2β13(β12 + Π− 1)/4
]
−δ2β12[β12 + Π− 1 + Π(β12 − β13)]. (98)
The roots of the quadratic equation (96) are given as
λδ±(u) =
p2(u)±
√
p2(u)2 + 4p1(u)q(u)
2p1(u)
. (99)
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Figure 2. The figures show the variations of λδ−(u) and λ
δ
+(u) with respect to u in
which blue dashed lines correspond to δ=0 (coupling is absent) whereas red solid lines
correspond to δ > 0 case for fixed β12, β13, and Π.
Figure 2 shows the variation of λδ±(u) with respect to u for fixed β12, β13, δ, and Π, in
which red solid and blue dashed lines correspond to δ > 0 and δ = 0 case, respectively.
It is clear from figure 2, both λδ±(u) have either one extremum or two extrema depending
upon the choice of parameters β12 and β13 for given Π and δ. We see that the curvature
of the functions λδ±(u) changes around u = 0. Therefore, the equation
λ′′±(0) =
∂2λδ±(u)
∂u2
∣∣∣∣
u=0
(100)
decides the extrema of the function λδ±(u) for given Π and δ.
For Π = 1, i.e., partial entropy production
∂2λδ±(u)
∂u2
∣∣∣∣
u=0
=
2β12(1− δ)r±P (β12, β13, δ)
δ2x1[(1− β12)2 + β13(1 + β12)]2 , (101)
where
r±P (β12, β13, δ) = (1− β12)2[4x1 ∓ (1 + 6β12 + β212)]± β13(1 + β12)[3(1− β12)2
+4β13(1 + β12)]∓ [(1− β12)2 + β13(1 + β12)]2δ.
In equation (101), we take δ < 1, and function x1 is given by
x1 =
√
(1 + β12)(1 + β12 + β13)[(β12 − 1/2)2 + β13(1 + β12) + 3/4],
Partial entropy production in heat transport 22
where x1 is a positive functions of β12 and β13.
While the function r+P (β12, β13, δ) > 0 for all β12, β13 at δ < 1 which indicates
that the function λδ+(u) has similar behavior as shown in figure 2(b), the function
r−P (β12, β13, δ) changes sign depending upon the choice of parameters β12, β13 at δ < 1.
Therefore, the contour separating these two regions is given by
r−P (β12, β13, δ) = 0. (102)
We plot the phase diagram as shown in figure 3(a) in the limit δ → 0, in which red
dashed contour corresponds to above equation. Thus, λδ−(u) has similar behaviours as
shown in figures 2(a) and 2(c) for region I and II, respectively, of figure 3(a).
For Π = 0, i.e., apparent entropy production
∂2λδ±(u)
∂u2
∣∣∣∣
u=0
=
2β12(1− δ)r±A(β12, β13, δ)
δ2x2(1− β12)(β12 + β13)2 , (103)
where
r±A(β12, β13, δ) = ∓[(β12 − β13)(4± 2x2) + β12β13(1 + 2δ) + β212(3 + δ)− β213(2− δ))],
In (103), we take δ < 1, and function x2 is given by
x2 =
√
(1 + β12 + β13)(4 + β12 + β13), (104)
where x2 is positive function of β12 and β13.
The function r−A(β12, β13, δ) > 0 for all β12, β13 and δ < 1 which suggests that the
function λδ−(u) has variation with respect to u as shown in figure 2(a). The function
r+A(β12, β13, δ) can be either positive or negative depending upon the choice of β12, β13
at δ < 1. Therefore, the equation of contour separating these two regions is given as
r+
A
(β12, β13, δ) = 0 (105)
In the limit δ → 0, the phase diagram is shown in figure 3(b) where red dashed contour is
given by above equation. Thus, the root λδ+(u) has the variations as shown in figures 2(d)
and 2(b) in region I and II, respectively, of figure 3(b). Note that in both phase diagram,
the axis (not shown) corresponds to δ is perpendicular to the plane of paper.
The extrema of λδ±(u) shown in figure 2, give the cut-off on the real line of the
complex λ-plane within which the cumulant generating function µ(λ) is a real function.
Note that the saddle point λ∗(s) also lies within this domain. The equation for extremum
is given by
∂λδ±(u)
∂u
∣∣∣∣
u=u∗±
= 0, (106)
where u∗± is the solution of the following equation
[
√
p22(u
∗±) + 4p1(u∗±)q(u∗±)± p2(u∗±)][p1(u∗±)p′2(u∗±)− p2(u∗±)p′1(u∗±)]
±2p1(u∗±)[p1(u∗±)q′(u∗±)− q(u∗±)p′1(u∗±)] = 0. (107)
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In the above equation, ′ represents the derivative with respect to u. In the weak coupling
limit (δ → 0), we compute u∗± (upto leading order in δ) using perturbation theory for
both definitions of entropy production. In the case of partial entropy production (Π = 1)
u∗− =
±
√
δ
[5− 3β212 − 4β13 − 2β12(1 + 2β13)]1/4√
2(1− β12)
+ o(
√
δ) for region I of figure 3(a),
0 for region II of figure 3(a),
and u∗+ = 0 for region I and II of figure 3(a). Thus, λ
δ
−(u
∗
−) → λ− in the region I
whereas λδ−(u
∗
−) → λ˜− in the region II of figure 3(a) in the limit of δ → 0. Similarly,
λδ+(u
∗
+)→ λ˜+ for both regions I and II of figure 3(a) in the limit δ → 0.
In the case of apparent entropy production (Π = 0)
u∗+ =
±
√
δ
[5β212 + 4β12(1− β13)− 4β13]1/4√
2β12
+ o(
√
δ) for region I of figure 3(b),
0 for region II of figure 3(b),
whereas u∗− =
√
δ/2 + o(
√
δ) for region I and II of figure 3(b). In the weak coupling
limit, λδ+(u
∗
+) → λ+ in the region-I and λδ+(u∗+) → λ˜+ in the region II of figure 3(b).
Similarly, λδ−(u
∗
−)→ λ− for both regions I and II of figure 3(b) in the limit δ → 0.
λ˜± for Π = 1 are given by
λ˜± =
1 + β13 + β12(−4 + β12 + β13)± x1
2[1 + β13 + β12(−2 + β12 + β13)] , (108)
whereas λ˜+ for Π = 0 is
λ˜+ =
β12(2− β12 − β13 + x2)
2(1− β12)(β12 + β13) . (109)
One can find λ± in section 6.
In the figure 3(a), region I has two subregions (Ia and Ib) which are decided by the
function
f1(β12, β13) = λ− + λ˜+, (110)
where λ− and λ˜+ are given in section 6 and (108), respectively. In subregion Ia, the
function f1(β12, β13) > 0 whereas in subregion Ib, it is less than zero. Similarly in
figure 3(a), region II has also two subregions (IIa and IIb) which are decided by the
function
f2(β12, β13) = λ˜− + λ˜+, (111)
where λ˜± are given in (108). The function f2(β12, β13) > 0 in the subregion IIa whereas
in subregion IIb, it is negative.
Similarly in the figure 3(b), region II has two subregions (IIa and IIb) which are
decided by the function
f3(β12, β13) = λ− + λ˜+ (112)
where λ− and λ˜+ are given in section 6 and (109), respectively. While the function
f3(β12, β13) is positive in subregion IIa, it is negative in subregion IIb of figure 3(b) .
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Figure 3. Phase diagrams for partial (a) and apparent (b) entropy production are
shown. The red dashed contours correspond to (102) and (105) in figures (a) and
(b), respectively, in the limit δ → 0. There are four subregions in figure (a). In
subregion Ia, the function f1(β12, β13) > 0 whereas f1(β12, β13) < 0 in the subregion
Ib. The function f2(β12, β13) > 0 in subregion IIa and f2(β12, β13) < 0 in subregion
IIb. There are two subregions of region II in figure (b). Subregion IIa corresponds to
f3(β12, β13) > 0 whereas f3(β12, β13) < 0 in subregion IIb.
8.1. Gallavotti-Cohen symmetry for cumulant generating function µ(λ)
It can be seen from (68) that µ(λ) does not satisfy Gallavotti-Cohen symmetry, i.e.,
µ(λ) 6= µ(1−λ) for large δ, which is also a signature of partial measurement. In figure 4,
we have plotted the cumulant generating function µ(λ) (blue solid line) and µ(1 − λ)
(red dashed line) against λ for: (a) region I of figure 3(a), (b) region II of figure 3(a),
(c) region I of figure 3(b), and (d) region II of figure 3(b). All of the these figures are
plotted for fixed coupling parameter δ = 10−10. Except for region I of figure 3(b), the
cumulant generating function does not satisfy the Gallavotti-Cohen symmetry for all λ.
Therefore, we expect that the fluctuation theorem for apparent entropy production in
the steady state, may hold in the region I of figure 3(b) in the limit δ → 0.
9. Large deviation function, fluctuation theorem and asymmetry function
Both µ(λ) and g0(λ) are real functions within any pair of singularities, i.e., λ
δ
−(u
∗
−) and
λδ+(u
∗
+) depending upon the choice of β12 and β13 in the weak coupling limit. The saddle
point λ∗(s) moves from λδ−(u
∗
−) to λ
δ
+(u
∗
+) as s decreases from +∞ to −∞. Therefore,
the probability distribution function P (∆SAtot) is given by (74) and the corresponding
probability density function p(s) for large s has the following form
p(s) ≈
{
eτ/τγI(s), s→ +∞,
eτ/τγI(−s), s→ −∞,
(113)
where the probability density function is
p(s) = (τ/τγ)P (∆S
A
tot = sτ/τγ), (114)
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Figure 4. The cumulant generating function µ(λ) (blue solid line) and µ(1 − λ)
(red dashed line) are plotted against λ for: (a) region I of figure 3(a), (b) region II
of figure 3(a), (c) region I of figure 3(b), and (d) region II of figure 3(b). All of the
above figures are plotted for fixed coupling parameter δ = 10−10. Except for region I
of figure 3(b), the cumulant generating function µ(λ) does not satisfy the Gallavotti-
Cohen symmetry even in the limit δ → 0.
and I(s) := h(λ∗(s)) is the large deviation function [14]. We define an asymmetry
function f(s) as
f(s) =
τγ
τ
ln
[
p(s)
p(−s)
]
. (115)
Thus, in the large time limit τ/τγ →∞, the asymmetry function is given by
f(s) = lim
τ/τγ→∞
[
p(s)
p(−s)
]
= I(s)− I(−s). (116)
The quantity of interest is variation of the asymmetry function f(s) with the scaled
parameter s = ∆SAtotτγ/τ , and deviation from f(s) = s will indicate the violation of
steady state fluctuation theorem. In the limit δ → 0, the asymptotic behavior of f(s)
in the case of partial entropy production for s→∞ is given by [43]
f(s) =
{
µ0(λ−)− µ0(λ˜+) + (λ− + λ˜+)s, for region I of figure 3(a),
µ0(λ˜−)− µ0(λ˜+) + (λ˜− + λ˜+)s, for region II of figure 3(a),
(117)
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Figure 5. A comparison of analytically obtained results (red dashed lines) of
probability density function p(s) and asymmetry function f(s) given in (114) and
(115), respectively, with the numerical simulations (blue dots) is shown for partial
entropy production with time τ/τγ = 50.0 [figures (a) and (b)] and τ/τγ = 150.0
[figures (c) and (d)]. All of the above figures are shown for coupling strength δ = 0.1.
whereas for apparent entropy production
f(s) =
{
s, for region I of figure 3(b),
µ0(λ−)− µ0(λ˜+) + (λ− + λ˜+)s, for region II of figure 3(b),
(118)
and f(−s) = −f(s). In (117) and (118), the cumulant generating function µ0(λ)
corresponds to the case δ = 0, is given in (86).
We plot analytical asymmetry function f(s) given in (116) against s in figures 6(a)–
6(d) and figures 7(a)– 7(c) for partial and apparent entropy production, respectively, for
δ = 0.1 (red dashed line) and δ = 0.01 (black solid line). The asymmetry function f(s)
in the limit δ → 0 (orange dotdashed line) is also plotted for each case [43]. In these
figures, magenta tiny dashed lines correspond to the asymptotic expression of asymmetry
function f(s) given by (117) and (118) for partial and apparent entropy production,
respectively. One can see, as the coupling parameter δ reduces, the asymmetry function
f(s) converges to that of δ → 0 case.
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Figure 6. The analytically evaluated asymmetry function f(s) given in (116) for
partial entropy production is plotted against the scaled variable s = ∆SAtotτγ/τ in
figures (a)–(d) for respective β12 and β13 of phase diagram shown in figure 3(a).
These plots are obtained for δ = 0.1 (red dashed line) and δ = 0.01 (black solid
line). The asymmetry functions in the limit δ → 0 (orange dotdashed line) are also
plotted for respective cases [43]. The asymptotic behaviours for asymmetry function
f(s) for partial entropy production given in (117) are shown by magenta tiny dashed
lines. The comparison of analytical results (red dashed line) for asymmetry function
f(s) given by (115) and probability density function p(s) given by (114) with the
numerical simulations (blue dots) of partial entropy production are shown in figures
(e)–(h) and figures (i)–(l), respectively. These comparison are shown for fixed δ = 0.1
and τ/τγ = 150.0.
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Figure 7. The analytical expression for f(s) given in (116) of apparent entropy
production is plotted against the scaled variable s = ∆SAtotτγ/τ in figures (a)–(c)
for respective β12 and β13 of phase diagram shown in figure 3(b) for δ = 0.1 (red
dashed line) and δ = 0.01 (black solid line). The asymmetry functions in the limit
δ → 0 (orange dotdashed line) are also plotted for respective cases [43]. Magenta tiny
dashed lines represent the asymptotic expressions of f(s) given in (118). In figures
(d)–(f) and figures (g)–(i), we compared the asymmetry function f(s) given in (115)
and probability density function given in (114) with the numerical simulation results,
respectively, for apparent entropy production for given δ = 0.1 and τ/τγ = 150.
10. Numerical simulation
In figures 5(a)– 5(d), we show the comparison of theoretical predictions (red dashed line)
of probability density function p(s) given by (114) and the asymmetry function f(s)
given by (115) for partial entropy production for coupling parameter δ = 0.1 with the
numerical simulation results (blue dots) with time τ = 50.0 [figures 5(a) and 5(b)] and
τ = 150.0 [figures 5(c) and 5(d)]. This comparison indicates that as the observation time
τ/τγ increases, the agreement between theoretical predictions and numerical simulation
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results gets better.
We compare the analytical asymmetry functions f(s) given in (115) (red dashed
line) with the numerical simulation results (blue dots) for δ = 0.1 in figures 6(e)– 6(h)
and figures 7(d)– 7(f) for partial and apparent entropy production, respectively. The
probability density function p(s) (red dashed line) given in (114) is also compared with
numerical simulation results (blue dots) for δ = 0.1 in figures 6(i)– 6(l) and figures 7(g)–
7(i) for partial and apparent entropy production, respectively. All of these results are
compared at time τ/τγ = 150, and show that there is nice agreement between theoretical
predictions and numerical simulations.
11. Summary
We have considered a coupled Brownian particle system. Both particles are connected
by harmonic spring of stiffness k. One of the particles is connected to a thermal gradient
and the other one is connected to a single bath of a constant temperature. The main
goal of this paper is to understand the deviation of fluctuation theorem for total entropy
production of one of the the particles (say particle-A) in a steady state when the
interaction between the particle is weak. We have given two definition of total entropy
production of partial system: partial and apparent entropy production. For convenience,
we defined five dimensionless parameters: (1) coupling constant δ = 2km/γ21 , (2)
β12 = T2/T1, (3) β13 = T3/T1, (4) α12 = γ2/γ1, and (5) α13 = γ3/γ1. When
α12 = α13 = 1, we plotted phase diagrams in (β12, β13) plane, for both definitions of
entropy production, in the limit δ → 0. In the weak coupling limit (δ → 0), we have
found that fluctuation theorem for total entropy production for one of the particles in
the steady state is satisfied only in the region I of the phase diagram shown in figure 3(b).
The results given above are also supported by the numerical simulations, and they have
very nice agreement.
In a different model system where a single Brownian particle is connected with
three heat baths of distinct temperatures (see Appendix A). The coupling δ of one of
the baths with the particle is assumed to be very weak. We compute the total entropy
production from the Brownian particle due to two heat baths [see (A.3)]. This model
is exactly solvable. In the limit of δ → 0, we see the fluctuation theorem for partial
entropy production is restored in the steady state. The results given so far in the paper
sound contradictory with the result obtained from this model. This is because, in the
paper, we considered the coupling between slow variables (particle A and B) whereas in
this example, we considered the coupling between slow DOF (Brownian particle) and
fast DOFs (heat bath). Therefore, in the weak coupling limit, one may see the violation
of fluctuation theorem for the partial entropy production when slow DOFs are being
coupled.
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Appendix A. Single Brownian particle in connect with three heat baths
Consider a single Brownian particle of mass m, in the contact with three heat reservoirs
of temperatures T1, T2, and T3. Let γ1, γ2, and γ3 are the dissipation constants of the heat
baths with temperatures T1, T2, and T3, respectively. Suppose the Brownian particle is
connected to one of the baths (T3, γ3) with a coupling parameter δ. The velocity v(t) of
the Brownian particle evolves according to underdamped Langevin equation
mv˙ = [−γ1v(t) + η1(t)] + [−γ2v(t) + η2(t)] + δ[−γ3v(t) + η3(t)], (A.1)
The thermal noises η1, η2 and η3 acting on the Brownian particle, have mean zero and
correlations 〈ηi(t)ηj(t′)〉 = 2γiTiδi,jδ(t−t′). Since the velocity is linear in thermal noises,
the steady state distribution is given by
Pss(v(τ)) =
1√
2piσ2v
exp
[
−v
2(τ)
2σ2v
]
, (A.2)
where
σ2v =
γ1T1 + γ2T2 + δ
2γ3T3
m(γ1 + γ2 + δγ3)
.
Here the observable is the total entropy production ∆S12tot of the Brownian particle
due to two heat baths with temperatures (dissipation constants) T1 (γ1) and T2 (γ2) in
the steady state for a duration τ
∆S12tot = −
(
Q1
T1
+
Q2
T2
)
− lnPss(v(τ)) + lnPss(v(0)) = Q+ 1
2σ2v
[v2(τ)− v2(0)], (A.3)
where
Q = a0Q1 + b0Q2, (A.4)
in which a0 = −1/T1 and b0 = −1/T2.
The Fokker-Planck equation for the restricted characteristic function of Q is given
by
∂ZQ(λ, v, τ |v0)
∂τ
=
[
γ1T1 + γ2T2 + δ
2γ3T3
m2
∂2
∂v2
+
γ1 + γ2 + δγ3 + 2λ(a0γ1T1 + b0γ2T2)
m
+
{
γ1 + γ2 + δγ3 + 2λ(a0γ1T1 + b0γ2T2)
m
}
v
∂
∂v
+ λ[(a0γ1 + b0γ2)v
2
− (a0γ1T1 + b0γ2T2)/m] + (a20γ1T1 + b20γ2T2)λ2v2
]
ZQ(λ, v, τ |v0). (A.5)
The differential equation given above is subjected to initial condition ZQ(λ, v, τ =
0|v0) = δ(v − v0).
For simplicity, we choose γ1 = γ2 = γ3 = γ. In the large time limit (τ → ∞), the
solution of (A.5) is given by [25, 46]
ZQ(λ, v, τ |v0) = e(τ/τγ)µ(λ)
√
mν(λ)
2piΘ
exp
[
− mv
2
4Θ
[2 + δ − 4λ+ ν(λ)]
]
× exp
[
− mv
2
0
4Θ
[−2− δ + 4λ+ ν(λ)]
]
+ . . . . (A.6)
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In the above equation, the characteristic time scale τγ = m/γ, Θ = T1 + T2 + δ
2T3, and
µ(λ) =
1
2
[2 + δ − ν(λ)], (A.7)
with
ν(λ) =
√
(2 + δ − 4λ)2 − 4Θλ(1− λ)(a0 + b0) =
√
(α0 − 16)(λδ+ − λ)(λ− λδ−). (A.8)
In the above equation, the branch points λδ± are
λδ± =
1
2(α0 − 16)[α0 − 8(2 + δ)±
√
α0
√
α0 − 16 + 4δ2], (A.9)
where α0 = 4(1 + 1/β12)(1 + β12 + δ
2β13) in which β1j = Tj/T1.
Therefore, the restricted characteristic function for total entropy production ∆S12tot
can be written as
Z(λ, v, τ |v0) = exp
[
− λ
2σ2v
[v2(τ)− v2(0)]
]
ZQ(λ, v, τ |v0)
= e(τ/τγ)µ(λ)
√
mν(λ)
2piΘ
exp
[
− mv
2
4Θ
[2 + δ + 2λδ + ν(λ)]
]
× exp
[
− mv
2
0
4Θ
[−2− δ − 2λδ + ν(λ)]
]
+ . . . (A.10)
The characteristic function for the partial entropy production is given by
Z(λ) =
∫
dv
∫
dv0 Pss(v0) Z(λ, v, τ |v0) = e(τ/τγ)µ(λ)g(λ) + . . . , (A.11)
where the prefactor is
g(λ) =
2
√
(2 + δ)ν(λ)√
2 + δ + 2λδ + ν(λ)
√
2 + δ − 2λδ + ν(λ) . (A.12)
Here, first term is the denominator comes from integrating the restricted characteristic
function of partial entropy production over the final variable v while the second term in
the denominator arises from integrating the restricted characteristic function over the
initial steady state ensemble Pss(v0).
In g(λ), both of the denominators have one branch point each for particular
choice of β12, β13 and δ. Corresponding to first denominator, λ = λa is the zero of
[2 + δ + 2λδ + ν(λ)], and λa ∈ (λδ−, λδ+) when [2 + δ + 2δλδ−] < 0 (condition I). On the
other hand, λ = λb is the zero of second denominator having [2 + δ − 2λδ + ν(λ)], and
λb ∈ (λδ−, λδ+) only when [2 + δ − 2δλ+] < 0 (condition II). Condition II is simply given
by δ ≥ 2.
λa,b are given as
λa =
(α0 − 16− 4δ(δ + 4))
(α0 − 16 + 4δ2) , (A.13)
λb = 1. (A.14)
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Figure A1. The prefactor g(λ) is analytic to the left side of the contours given
by condition I for given δ. The arrow indicates the direction of decreasing coupling
parameter δ.
Since we are interested in the weak coupling limit (δ → 0), using condition I, we plot
the phase diagram as shown in figure A1 in (β12, β13) plane for various values of δ. In
the phase diagram, condition I does not hold to the left side of contours for respective
δ. From the figure A1, it is clear that there is no singularity present in the prefactor
g(λ) in the weak coupling limit, i.e., δ → 0. Hence, g(λ) is analytic function of λ in
the weak coupling limit. Therefore, in the limit δ → 0, the probability density function
p(s) is given by
p(s) ∼ e(τ/τγ)I(s), (A.15)
where I(s) := µ(λ∗) + λ∗s is the large deviation function [14]. The saddle point λ∗(s) is
the solution of µ′(λ∗) + s = 0 which gives
λ∗(s) =
1
2(α0 − 16)
[
α0 − 8(2 + δ)− 2s
√
α0(α0 − 16 + 4δ2)
α0 − 16 + 4s2
]
, (A.16)
Therefore,
I(s) = 1 +
δ
2
+
s[α0 − 8(2 + δ)]
2(α0 − 16) −
1
4
√
α0(α0 − 16 + 4δ2)
α0 − 16 + 4s2
(
1 +
4s2
α0 − 16
)
. (A.17)
The asymmetry function f(s) in this case is
f(s) = I(s)− I(−s) = s[α0 − 16− 8δ]
α0 − 16 . (A.18)
Thus, in the weak coupling limit (δ → 0), the fluctuation theorem is satisfied (f(s) = s).
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