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WEYL GROUP INVARIANTS
MASAKI KAMEKO AND MAMORU MIMURA
Abstract. For any odd prime p, we prove that the induced homomorphism
from the mod p cohomology of the classifying space of a compact simply-
connected simple connected Lie group to the Weyl group invariants of the mod
p cohomology of the classifying space of its maximal torus is an epimorphism
except for the case p = 3, G = E8.
1. Introduction
Let p be an odd prime. Let G be a compact connected Lie group. Let T be a
maximal torus of G. We denote by W the Weyl group NG(T )/T of G. We write
H∗(X) for the mod p cohomology of a space X . Then, the Weyl group W acts on
G, T , G/T , BG, BT and their cohomologies through the inner automorphism. The
mod p cohomology of BT is a polynomial algebra Z/p[t1, . . . , tn]. We denote by
H∗(BT )W the ring of invariants of the Weyl group W . Since G is path connected,
the action of the Weyl group on BG is homotopically trivial and so the action of
the Weyl group on the mod p cohomology H∗(BG) is trivial. Therefore, we have
the induced homomorphism
η∗ : H∗(BG)→ H∗(BT )W .
If H∗(G;Z) has no p-torsion, the induced homomorphism is an isomorphism.
Even if H∗(G;Z) has p-torsion, the fact that the induced homomorphism η
∗ is an
epimorphism was proved by Toda in [10] for (G, p) = (F4, 3) and announced in [11]
for (G, p) = (E6, 3), respectively. However the results depend on the computation
of the Weyl group invariants. The purpose of this paper is not only to show the
following theorem but also to give a proof without explicit computation of the Weyl
group invariants.
We denote by y2 a generator of H
2(BG) for (G, p) = (PU(p), p) and by y4
a generator of H4(BG) for (G, p) = (F4, 3), (E6, 3), (E7, 3), (E8, 5). Let Qi be
the Milnor operation defined by Q0 = β, Q1 = ℘
1β − β℘1, Q2 = ℘pQ1 − Q1℘p,
. . . , where ℘i is the i-th Steenrod reduced power operation. Let e2 = Q0Q1y2,
e3 = Q1Q2y4 for the above H
∗(BG)’s. For a graded vector space M , we denote by
M even, Modd for graded subspaces of M spanned by even degree elements and odd
degree elements, respectively.
Theorem 1.1. For (G, p) = (PU(p), p), (F4, 3), (E6, 3), (E7, 3), (E8, 5), the induced
homomorphism η∗ above is an epimorphism. Moreover, we have
H∗(BT )W = Heven(BG)/(ek),
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where k = 2 for (G, p) = (PU(p), p) and k = 3 for (G, p) = (F4, 3), (E6, 3), (E7, 3), (E8, 5).
If G is a simply-connected, simple, compact connected Lie group, then G is
one of the classical groups SU(n), Sp(n) and Spin(n) or one of the exceptional
groups G2, F4, E6, E7, E8. Since H∗(G;Z) has no p-torsion except for the cases
(G, p) = (F4, 3), (E6, 3), (E7, 3), (E8, 3) and (E8, 5), the above theorem provides a
supporting evidence for the following conjecture.
Conjecture 1.2. Let p be an odd prime. Let G be a simply-connected, simple,
compact connected Lie group. Then, the induced homomorphism η∗ above is an
epimorphism.
To prove this conjecture, it remains to prove the case (G, p) = (E8, 3). However,
the mod 3 cohomology of BE8 seems to be rather different from the other cases.
For instance, the Rothenberg-Steenrod spectral sequence for the mod p cohomology
for (G, p)’s in Theorem 1.1 collapses at the E2-level but the one for the mod 3
cohomology of BE8 is known not to collapse at the E2-level and its computation is
still an open problem. See [4].
In this paper, for (G, p)’s in Theorem 1.1, we examine the Leray-Serre spectral
sequence associated with the fibre bundle BT → BG and show that at the level of
the spectral sequence, E∗,0r 6= (E
∗,∗′
r )
W for some r but we have E∗,0∞ = (E
∗,∗′
∞ )
W at
the end. In the case (G, p) = (E8, 3), the cohomology of the base space BE8 is not
yet known; since we need the cohomology of the base space in order to examine the
Leary-Serre spectral sequence, we do not deal with the case (G, p) = (E8, 3) in this
paper.
The paper is organized as follows. In §2, we recall the Leray-Serre spectral
sequence and the action of the Weyl group on it. In §3, we recall the invariant
theory of the Weyl group of non-toral elementary abelian p-subgroup of G in order
to describe the cohomology of the base space BG. In §4, we recall the cohomology of
BG and prove Proposition 4.3. In §5, using Proposition 4.3, we compute the Leray-
Serre spectral sequence. As a consequence of the computation of the Leray-Serre
spectral sequence, we obtain Theorem 1.1.
The result in this paper is announced in [6], where we deal with the case (G, p) =
(PU(p), p) in detail.
2. The Weyl group and the spectral sequence
As in §1, let G be a compact connected Lie group. We consider the Leray-Serre
spectral sequence associated with the fibre bundle
G/T
ι
−→ BT
η
−→ BG.
Since BG is simply connected, the E2-term is given by
H∗(BG) ⊗H∗
′
(G/T ).
It converges to grH∗(BT ). Moreover, the Weyl group acts on this spectral sequence
and its action is given by
r∗(y ⊗ x) = y ⊗ r∗x,
where r is an element in W . We fix a set of generators {rj} and denote by σj the
induced homomorphism 1− r∗j . It is clear that
H∗(G/T )W =
⋂
j
Kerσj ,
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and σj(x ⊗ y) = x⊗ σj(y). Moreover, we have
(E∗,∗
′
r )
W =
⋂
j
Kerσj .
To relate the Weyl group invariants of H∗(BT ) with the one of E∞-term, that
is grH∗(BT ), of the spectral sequence, we use the following lemma.
Lemma 2.1. Suppose that f : M → N is a filtration preserving homomorphism of
finite dimensional vector spaces with filtration. Denote by grf : grM → grN the
induced homomorphism between associated graded vector spaces. Then, we have
dimKer grf ≥ dimKer f.
It is clear that
E∗,0∞ = Im η
∗ : H∗(BG)→ H∗(BT )W ,
so that dimE∗,0∞ ≤ dimH
∗(BT )W . By Lemma 2.1 above, we have∑
∗′
dim(E∗−∗
′,∗′
∞ )
W ≥ dimH∗(BT )W .
Hence, if we have
(E∗,∗
′
∞ )
W = E∗,0∞ ,
we obtain
dimH∗(BT )W ≤ dimE∗,0∞
and the desired result E∗,0∞ = H
∗(BT )W .
In [2], Kac mentioned the following theorem and Kitchloo gave the detailed
account of it in §5 of [7].
Theorem 2.2 (Kac, Kitchloo). Let p be an odd prime. Let G be a compact con-
nected Lie group. Let T be a maximal torus of G and W the Weyl group of G.
Then, we have H∗(G/T )W = H0(G/T ) = Z/p.
Theorem 2.2 is the starting point of this paper. By Theorem 2.2, we have
(E∗,∗
′
2 )
W = (H∗(BG) ⊗H∗
′
(G/T ))W = (H∗(BG) ⊗ Z/p) = E∗,02 .
Recall that the cohomologyH∗(G/T ) has no odd degree generators. So, ifH∗(G;Z)
has no p-torsion, then the E2-term has no odd degree generators. Hence, it collapses
at the E2-level. Thus, we have that
(E∗,∗
′
∞ )
W = E∗,0∞ = H
∗(BG).
Therefore, it is clear that the induced homomorphism η∗ : H∗(BG)→ H∗(BT )W is
an isomorphism if H∗(G;Z) has no p-torsion.
However, for (G, p) in Theorem 1.1, H∗(G;Z) has p-torsion and we have odd
degree generators in the E2-level. These odd degree generators do not survive to
the E∞-level. So, the spectral sequence does not collapse at the E2-level. We deal
with the spectral sequence for (G, p) in Theorem 1.1 in §4 and we will see that
(E∗,∗
′
r )
W 6= E∗,0r for some r but still (E
∗,∗′
∞ )
W = E∗,0∞ holds.
We end this section by recalling from [2] the description of the mod p cohomology
of G/T for (G, p)’s in Theorem 1.1.
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Theorem 2.3 (Kac). For (G, p) in Theorem 1.1, as an S-module, H∗(G/T ) is a
free S-module generated by xim (0 ≤ i ≤ p− 1), that is,
H∗(G/T ) = S{xim | 0 ≤ i ≤ p− 1},
where S is the image of the induced homomorphism ι∗ : H∗(BT ) → H∗(G/T ),
m = 2 for (G, p) = (PU(p), p) and m = 2p+ 2 for (G, p) = (F4, 3), (E6, 3), (E7, 3)
and (E8, 5).
3. Invariant theory
In order to describe the odd degree generators of H∗(BG) for (G, p) in Theo-
rem 1.1, we consider non-toral elementary abelian p-subgroups of G.
Non-toral elementary abelian p-subgroups of a compact connected Lie group G
and their Weyl groups are described in [1] not only for (G, p) in Theorem 1.1 but also
for (G, p) = (E8, 3), (PU(p
n), p). For (G, p)’s in Theorem 1.1, there exists a unique,
up to conjugacy, maximal non-toral elementary abelian p-subgroup A. Their Weyl
groups W (A) = NG(A)/CG(A) are also determined in [1]. We refer the reader to
[1] for the details. From now on, we consider the case (G, p) in Theorem 1.1 only.
We denote by ξ : A → G the inclusion of A into G and the induced map
BA → BG by the same symbol ξ : BA → BG. Although the Weyl group in-
variants H∗(BT )W is not yet known, we determined in [5] the ring of invariants
H∗(BA)W (A). It is rather easy to describe it in terms of Dickson-Mui invariants
because the Weyl groups W (A) are SL2(Z/p) for (G, p) = (PU(p), p), SL3(Z/p)
for (G, p) = (F4, 3), (E8, 5) and



1 ∗ ∗ ∗
0
0 g
0



 ,




ε ∗ ∗ ∗
0
0 g
0




for (G, p) = (E6, 3), (E7, 3), respectively, where g ranges over SL3(Z/3) and ε
ranges over (Z/3)×.
In order to describe the image of ξ∗ : H∗(BG) → H∗(BA)W (A) for the above
(G, p), firstly, we recall from [5] the invariant theory of special linear groups and
related groups. Let p be an odd prime and An the elementary abelian p-group of
rank n. We need the cases n = 2, 3, 4, p = 3, 5 only. However, since some arguments
seem to be comprehensive when we put them in the general setting, we recall the
invariant theory without any restriction on p and n for the time being. We have
H∗(BAn) = Z/p[t1, . . . , tn]⊗ Λ(dt1, . . . , dtn),
where dti’s are generators of H
1(BAn), ti = βdti, and β is the Bockstein homo-
morphism. Denote by Gn, G
′
n subgroups of GLn(Z/p) consisting of the following
matrices: 

1 ∗ · · · ∗
0
... g
0

 ,


α ∗ · · · ∗
0
... g
0

 ,
respectively, where g ranges over SLn−1(Z/p) and α ranges over (Z/p)
×. We use
the letter H to denote one of SLn(Z/p), Gn, G
′
n.
Now, we define some elements in the ring of invariants. Let Vn be the vector
space over Z/p spanned by t1, . . . , tn and Vn−1 the subspace spanned by t2, . . . , tn.
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We denote the element dt1 · · · dtn by un and let en = Q0 · · ·Qn−1un. We also denote
dt2 · · · dtn by un−1 and let en−1 = Q0 · · ·Qn−2un−1. The Dickson invariants cn,i’s
are defined by ∏
x∈Vn
(X − x) =
n∑
j=0
(−1)jcn,n−jX
pn−j .
We also consider the Dickson invariants cn−1,i given by∏
x∈Vn−1
(X − x) =
n−1∑
j=0
(−1)jcn−1,n−1−jX
pn−1−j .
We define On−1 to be
Qn−1 − cn−1,n−2Qn−2 + · · ·+ (−1)
n−1cn−1,0Q0.
Let fn = On−1(dt1). Then, it is clear that we have
un−1 = f
−1
n On−1un
and
en−1 = f
−1
n Q0 · · ·Qn−2On−1un.
For the sake of notational simplicity, we denote {0, . . . , n−1}, {0, . . . , n−2} by ∆n,
∆n−1, respectively. For a subset I = {i1, . . . , ir}, where 0 ≤ i1 < · · · < ir ≤ n− 1,
of ∆n, let
QIun = Qi1 · · ·Qirun
and Qφun = un. In order to deal with H = SLn(Z/p), Gn, G
′
n in the same manner,
we need the following definition. We define Qi by Qi = Qi for i = 0, . . . , n− 2. Let
un = un for H = SLn(Z/p), Gn and un = f
p−2
n un for H = G
′
n. We define Qn−1 by
Qn−1 = Qn−1, f
−1
n On−1, f
−p+1
n On−1
for H = SLn(Z/p), Gn, G
′
n, respectively. We define QIun to be
Qi1 · · ·Qirun
and Q∅un = un.
We denote the ring of invariants
Z/p[t1, . . . , tn]
H
by R. We have
R = Z/p[cn,1, . . . , cn,n−1, en] for H = SLn(Z/p),
R = Z/p[cn−1,1, . . . , cn−1,n−2, en−1, fn] for H = Gn,
R = Z/p[cn−1,1, . . . , cn−1,n−2, en−1, f
p−1
n ] for H = G
′
n.
Moreover, we have
H∗(BAn)
H = R{1, QIun} for H = SLn(Z/p),
H∗(BAn)
H = R{1, QJun−1, QKun} for H = Gn,
H∗(BAn)
H = R{1, QJun−1, fp−2n QKun} for H = G
′
n,
where I ranges over all the proper subsets of ∆n, J ranges over all the proper subsets
of ∆n−1 and K ranges over all the subsets of ∆n−1. With the above definitions of
Qi’s and un, we may write
H∗(BAn)
H = R{1, QIun},
where I ranges over all the proper subsets of ∆n.
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Secondly, we consider a subspace Fi of H
∗(BAn)
H . Since there holds
H∗(BAn)
Gn ⊂ H∗(BAn)
Gn ,
we introduce a filtration on H∗(BAn)
SLn(Z/p) and H∗(BAn)
Gn . Let w(QIun) be
the number of elements in I. For monomials in H∗(BAn)
SLn(Z/p), we define w(−)
by
w(en) = n,
w(cn,j) = 0 (j = 1, . . . , n− 1),
and
w(xy) = w(x) + w(y),
where x, y are monomials in H∗(BAn)
SLn(Z/p). For monomials in H∗(BAn)
Gn , we
define w(−) by
w(en−1) = n,
w(cn−1,j) = 0 (j = 1, . . . , n− 2),
w(fn) = 0,
and
w(xy) = w(x) + w(y),
where x, y are monomials in H∗(BAn)
Gn . We denote by Fj+i,i the subspace
spanned by elements x such that j + i ≥ w(x) ≥ i, that is, Fj+i,i = Fi ⊕ Fi+1 ⊕
· · · ⊕ Fi+j . Since
H∗(BAn)
G′n ⊂ H∗(BAn)
Gn ,
by abuse of notation, we denote
H∗(BAn)
G′n ∩ Fi
by Fi. It is clear that
F∞,i = Z/p[ek]⊗ Fn−1+i,i,
where k = n for H = SLn(Z/p) and k = n− 1 for H = Gn, G′n. It is also clear that
H∗(BAn)
H = R⊕ F∞,0.
We will see in Theorem 4.2 that R ⊕ F∞,0 is the image of ξ∗ for (G, p) =
(PU(p), p), that R ⊕ F∞,1 is the image of ξ∗ for (G, p) = (F4, 3) and (E8, 5), that
R ⊕ F∞,2 is the image of ξ∗ for (G, p) = (E6, 3) and that R ⊕ (F∞,2 ∩ (O3u4)) is
the image of ξ for (G, p) = (E7, 3) where (O3u4) is the R-submodule generated by
QIu3 = QIO3u4’s.
Next, we consider the multiplication on R ⊕ F∞,i. For I = {i1, . . . , ir}, J =
{j1, . . . , js} ⊂ ∆n such that I ∩ J = ∅, we denote the sign of the permutation(
1 · · · r r + 1 · · · r + s
i1 · · · ir j1 · · · js
)
simply by sgn(I, J). If one of I, J is empty, we set sgn(I, J) = 1.
Lemma 3.1. If I ∪ J 6= ∆n, then QIun ·QJun = 0. If I ∪ J = ∆n, then
QIun ·QJun = (−1)
nr+r2sgn(K, I \K)sgn(I \K, J)enQKun,
where K = I ∩ J and r is the number of elements in I \K.
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Proof. If I ∪ J 6= ∆n, then w(QI\Kun) + w(QJun) < n. So, it is clear that
QI\Kun ·QJun = 0.
On the other hand, we have
QK(QI\Kun ·QJun) = sgn(K, I \K)QIun ·QJun,
since QkQJ = 0 for k ∈ K ⊂ J . Hence, we have QIun ·QJun = 0 as desired.
Next, we deal with the case I ∪ J = ∆n and I ∩ J = ∅. There holds
QI\{i1}un ·QJun = 0,
since w(QI\{i1}un) + w(QJun) < n. On the other hand, we have
Qi1(QI\{i1}un ·QJun) = QIun ·QJun + (−1)
n+r−1QI\{i1}un ·Qi1QJun.
Hence, we have
QIun ·QJun = (−1)
n+rQI\{i1}un ·Qi1QJun.
Therefore, we obtain
QIun ·QJun = (−1)
n+r(−1)n+r−1 · · · (−1)n+1un ·Qir · · ·Qi2Qi1QJun
= (−1)nr+r(r+1)/2(−1)r(r−1)/2un ·QIQJun
= (−1)rn+r
2
sgn(I, J)un · en,
which is the desired result.
Now, we deal with the case I ∪ J = ∆n and K = I ∩ J . Then, we have
QI\Kun ·QJun = (−1)
rn+r2sgn(I \K, J)enun.
Hence, we have
QK(QI\Kun ·QJun) = (−1)
rn+r2sgn(I \K, J)enQKun.
On the other hand, we have
QK(QI\Kun ·QJun) = sgn(K, I \K)QIun ·QJun,
since QkQJun = 0 for k ∈ K ⊂ J . This completes the proof. 
Remark 3.2. For H = Gn, G
′
n, it is easy to see that we have the same formula
QIun ·QJun = (−1)
nr+r2sgn(K, I \K)sgn(I \K, J)en−1QKun.
By Lemma 3.1 and by Remark 3.2, we see that Fi·Fj ⊂ Fi+j . Therefore, R⊕F∞,i
is closed under the multiplication.
Finally, we end this section by considering the direct sum decomposition
R ⊕ F∞,i = N0 ⊕N1.
We use this decomposition in order to deal with differentials in the spectral sequence
in §5. For 0 ≤ ℓ ≤ n−2, let E(ℓ) be the subspace of F∞,0 spanned by {xQIun | ℓ ∈
I, x ∈ R} and Ê(ℓ) the subspace of F∞,0 spanned by {xQIun | ℓ 6∈ I, x ∈ R}. Let
N0 = R⊕ (F∞,i ∩ E(ℓ)) and
N1 = F∞,i ∩ Ê(ℓ).
Let
zℓ = Q0 · · · Q̂ℓ · · ·Qn−2Qn−1un.
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From now on, we assume that i ≤ n − 1, so that zℓ ∈ N1. Let F j,i = Fj,i/(zℓ) if
zℓ ∈ F∞,i. Then, it is easy to see that the following proposition holds.
Proposition 3.3. There hold the following :
(1) Suppose that i < n. If n− i is even, then F eveni = Fi. If not, F
even
i = {0}.
(2) If n is even, then F evenn = Fn. If not, F
even
n = {0}.
(3) Fn−1 ∩ Ê(ℓ) = {0}.
(4) Fn ∩ Ê(ℓ) = Fn.
The Milnor operation Qℓ induces a short exact sequence
0→ N1
Qℓ−→ N0 → R/(ek)⊕ Fi ∩E(ℓ)→ 0.
The multiplication by zℓ induces an isomorphism
0→ N0
zℓ−→ N1 → Fn−2+i,i ∩ Ê(ℓ)→ 0.
We have the following proposition:
Proposition 3.4. For (n, i) = (2, 0), (3, 1), (4, 2), there exist short exact sequences
(1) 0→ N0
zℓ−→ N1 → N
even
1 /(ek)→ 0,
(2) 0→ N1
Qℓ−→ N0 → N
even
0 /(ek)→ 0.
Proof. From the observation above, it suffices to show that
R/(ek)⊕ Fi ∩ E(ℓ) = N
even
1 /(ek) and
Fn−2+i,i ∩ Ê(ℓ) = N
even
0 /(ek).
Since (N0 ⊕N1)even/(ek) = R/(ek)⊕ F evenn−1+i,i, it suffices to show that
F evenn−1+i,i = Fi ∩ E(ℓ)⊕ Fn−2+i,i ∩ Ê(ℓ).
By Proposition 3.3, we have the following table.
(n, i) (2, 0) (3, 1) (4, 2)
Fi ∩ E(ℓ) F even0 ∩E(ℓ) F
even
1 ∩ E(ℓ) F
even
2 ∩ E(ℓ)
F i ∩ Ê(ℓ) F even0 ∩ Ê(ℓ) F
even
1 ∩ Ê(ℓ) F
even
2 ∩ Ê(ℓ)
F i+1 ∩ Ê(ℓ) − 0 0
F i+2 ∩ Ê(ℓ) − − F even4
F eveni F
even
0 F
even
1 F
even
2
F eveni+1 0 0 0
F eveni+2 − 0 F
even
4
F eveni+3 − − 0
This table completes the proof. 
4. Cohomology of classifying spaces
Now, we investigateH∗(BG) andH∗(BA)W (A) for (G, p) in Theorem 1.1. Through-
out the rest of this section, we put
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k = 2, n = 2, R = Z/p[e2, c2,1] for (G, p) = (PU(p), p),
k = 3, n = 3, R = Z/p[e3, c3,1, c3,2] for (G, p) = (F4, 3), (E8, 5),
k = 3, n = 4, R = Z/p[e3, c3,1, c3,2, f4] for (G, p) = (E6, 3) and
k = 3, n = 4, R = Z/p[e3, c3,1, c3,2, f4
2] for (G, p) = (E7, 3).
Then, the number n is nothing but the rank of the maximal non-toral elementary
p-subgroup A. We recall from [5] the following.
Theorem 4.1. The ring of invariants H∗(BA)W (A) is
R{1, QIu2} for (G, p) = (PU(p), p),
where I ranges over all the proper subsets of ∆2,
R{1, QIu3} for (G, p) = (F4, 3), (E8, 5),
R{1, QIu3, QJu4} for (G, p) = (E6, 3) and
R{1, QIu3, f4QJu4} for (G, p) = (E7, 3),
where I ranges over all the proper subsets of ∆3 and J ranges over all the subsets
of ∆3.
For (G, p) = (PU(p), p), the induced homomorphism ξ∗ defined in the previous
section is an epimorphism but it is not an epimorphism for (G, p) = (F4, 3), (E6, 3),
(E7, 3) and (E8, 5).
By comparing odd degree generators of H∗(BG) with the image of the induced
homomorphism ξ∗, it is easy to see the following theorem. For H∗(BG), we refer
the reader to the work of Mimura and Sambe in [8] and [9], or Kameko [3].
Theorem 4.2. The induced homomorphism
Hodd(BG)→ Hodd(BA)W (A)
is a monomorphism and the image of
ξ∗ : H∗(BG)→ H∗(BA)W (A)
is generated by Q0u3, c3,1 and c3,2 for (G, p) = (F4, 3) and for (E8, 5), Q0u3, c3,1
and c3,2, O3(dt1)2 for (G, p) = (E7, 3), and Q0u3, c3,1, c3,2, Q0Q1u4, O3(dt1) for
(G, p) = (E6, 3), as an algebra over the Steenrod algebra.
We choose elements ek in H
∗(BG) as in Theorem 1.1. We choose elements cor-
responding to other generators of R in H∗(BG) and we consider R as a subalgebra
of H∗(BG).
For (G, p) = (PU(p), p), the rank of the elementary abelian p-subgroup A is 2.
Since F1,0 = R/(e2){u2, Q0u2, Q1u2}, we put
M0 = R{1, y2p+1},
M1 = R{y3, y2},
where y2 is the generator of H
2(BG) such that ξ∗(y2) = u2 and y3 = Q0y2, y2p+1 =
Q1y2. Then, we have
ξ∗M0 = R{1, Q1u2} = R⊕ (F∞,0 ∩E(1)),
ξ∗M1 = R{Q0u2, u2} = F∞,0 ∩ Ê(1).
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For (G, p) = (F4, 3) and (E8, 5), the rank of the elementary abelian p-subgroup
A is 3. Since F3,1 = R/(e3){Q0u3, Q1u3, Q2u3, Q0Q1u3, Q0Q2u3, Q1Q2u3, e3u3},
we put
M0 = R{1, y2p2+2, y2p2+3, y2p2+2p+1},
M1 = R{y2p+3, y2p+3y2p2+2, y4, y2p+2},
where y4 is the generator of H
4(BG) such that ξ∗(y4) = Q0u3, y2p+2 = ℘
1y4,
y2p+3 = −Q1y4, y2p2+2 = ℘
p℘1y4, y2p2+3 = −Q2y4, y2p2+2p+1 = −Q2y2p+2. Then,
we have
ξ∗M0 = R{1, Q2u3, Q0Q2u3, Q1Q2u3} = R⊕ (F∞,1 ∩ E(2)),
ξ∗M1 = R{Q0Q1u3, e3u3, Q0u3, Q1u3} = F∞,1 ∩ Ê(2).
For (G, p) = (E6, 3) and (E7, 3), the rank of the elementary abelian p-subgroup
A is 4. First, we consider the case (G, p) = (E6, 3). Let O3 = f
−1
4 O3. Since
F5,2 = R/(e3){QIu4, e3QJu4},
where w(QIu4) = 2, 3 and w(QJu4) = 0, 1, we denote by y4, y10 the generators
of H4(BG), H10(BG) such that ξ∗(y4) = Q0O3u4 = Q0u3, ξ∗(y10) = Q0Q1u4,
respectively. Let y9 = −Q1y4, y8 = ℘1y4, y20 = ℘3℘1y4 and let y22 = ℘3y10,
y26 = ℘
1y22. Let y30 = y10y20. Let
M0 = R{1, y22, y26, y20, Q2y10, Q2y4, Q2y8, Q2y30},
M1 = R{y9, y9y22, y9y26, y9y20, y10, y4, y8, y30}.
Then, we have
ξ∗M0 = R{1, QiQ2u4, Q2O3u4, Q2O3u4, Q0Q1Q2u4, QiQ2O3u4, e3Q2u4}
= (R⊕ F∞,2) ∩ E(2),
ξ∗M1 = R{Q0Q1O3u4, e3O3u4, QiO3u4, Q0Q1u4, e3u4, e3Qiu4}
= F∞,2 ∩ Ê(2),
where i ranges over {0, 1}.
As for (G, p) = (E7, 3), let
M0 = R{1, y20, Q2y4, Q2y8},
M1 = R{y9, y9y20, y4, y8}.
Then, we have
ξ∗M0 = R{1, Q2O3u4, QiQ2O3u4, } = R⊕ (F∞,2 ∩ (O3u4) ∩ E(2)),
ξ∗M1 = R{Q0Q1O3u4, e3O3u4, QiO3u4} = F∞,2 ∩ (O3u4) ∩ Ê(2),
where i ranges over {0, 1}.
One can verify the following proposition by direct computations but it also fol-
lows immediately from Proposition 3.4.
Proposition 4.3. For (G, p) in Theorem 1.1, there holds
(1) ξ∗M0 ⊕ ξ∗M1 = Im ξ∗.
Moreover, there exist the following short exact sequences:
(2) 0→M0
ym+1
−→ M1 →M
even
1 /(ek)→ 0,
(3) 0→M1
Qk−1
−→ M0 →M
even
0 /(ek)→ 0,
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where m = 2, k = 2 for (G, p) = (PU(p), p) and m = 2p + 2, k = 3 for (G, p) =
(F4, 3), (E6, 3), (E7, 3), (E8, 5).
5. The spectral sequence
In this section, we complete the proof of Theorem 1.1 by computing the Leray-
Serre spectral sequence associated with
G/T
ι
−→ BT
η
−→ BG
for (G, p) in Theorem 1.1. We put m = 2, k = 2 for (G, p) = (PU(p), p) and
m = 2p+ 2, k = 3 for (G, p) = (F4, 3), (E6, 3), (E7, 3), (E8, 5).
The E2-term of the spectral sequence is given by
E2 = H
∗(BG) ⊗H∗
′
(G/T )
as an H∗(BG)⊗S-algebra. The algebra generator is 1⊗xm. So, the first nontrivial
differential is determined by dr(1⊗ xm) for some r ≥ 2.
Proposition 5.1. For r < m+ 1, dr = 0. The first nontrivial differential is dm+1
and there holds
dm+1(1 ⊗ xm) = α(ym+1 ⊗ 1)
for some α 6= 0 ∈ Z/p.
Proof. Suppose that dr0(1 ⊗ xm) 6= 0 for some r0 < m + 1. Then, up to degree
≤ m, Er0+1-term is generated by 1⊗ 1 as an H
∗(BG)⊗S-module. So, for r1 ≥ r0,
Im dr1 does not contain any element of degree less than or equal to m+ 1. Hence,
ym+1 ⊗ 1 survives to the E∞-term. Then, η∗(ym+1) 6= 0. This contradicts the fact
Eodd∞ = {0}, since deg ym+1 = m+1 is odd. Therefore, we have dr(1⊗ xm) = 0 for
r < m+ 1.
Next, we verify that dm+1(1 ⊗ xm) = α(ym+1 ⊗ 1) for some α 6= 0 in Z/p.
If Im dm+1 does not contain ym+1 ⊗ 1, then up to degree ≤ m + 1, the spectral
sequence collapses at the Em+2-level and ym+1⊗ 1 survives to the E∞-term. As in
the above, it is a contradiction. Hence, the proposition holds. 
To consider the next nontrivial differential, first we show the following lemmas.
Lemma 5.2. Both
(1) the multiplication by ym+1 and
(2) the multiplication by ek
are trivial on Ker ξ∗.
Proof. Suppose that z ∈ Ker ξ∗. Then, ξ∗(z · ym+1) = 0 and deg(z · ym+1) is odd.
Hence, we have z · ym+1 = 0 in H
∗(BG).
We also get Qk−1(z · ym+1) = 0. On the other hand, since ξ∗(Qk−1z) = 0 and
since deg(Qk−1z) is odd, we have Qk−1z = 0 in H
∗(BG). Hence, we get
Qk−1(z · ym+1) = Qk−1z · ym+1 + (−1)
k−1z · ek = (−1)
k−1z · ek = 0.
So, we obtain z · ek = 0. Thus, we have the desired results. 
By choosing suitable elements in H∗(BG) as generators, we may consider a
subalgebra of H∗(BG), which maps to R in H∗(BA)W (A). By abuse of notation,
we call it R. Then, we may consider
Em+1 = · · · = E2 = (M0 ⊕M1 ⊕Ker ξ
∗)⊗H∗(G/T ),
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as an R⊗ S-module. By Propositions 5.1 and 4.3 (2) and Lemma 5.2 (1), we have
the Em+2-term:
Em+2 = (M1⊗Np−1)⊕ (M
even
1 /(ek)⊗N≤p−2)⊕ (M0⊗N0)⊕ (Ker ξ
∗⊗H∗(G/T )),
where N≤i is the S-submodule of H
∗(G/T ) generated by xkm (k ≤ i) and Ni is
the S-submodule generated by a single element xim in H
∗(G/T ). Observe that the
above direct sum decomposition is in the category of R⊗ S-modules.
Now, we investigate the action of the Weyl group on the spectral sequence in
terms of σj . Recall that we define {rj} to be the generators of the Weyl group W
and that σj = 1−r∗j where σj acts on the spectral sequence by σj(y⊗x) = y⊗σj(x)
and so it commutes with the differential dr for r ≥ 2.
Lemma 5.3. There holds σj(x
i
m) ∈ N≤i−1 for all σj .
Proof. Since dm+1 commutes with σj and since σj(ym+1 ⊗ 1) = 0, we have
dm+1(σj(1⊗ xm)) = 0.
Suppose that σj(xm) = βxm + s for some β ∈ Z/p and s in S. Then, we have
dm+1(β(1 ⊗ xm) + 1⊗ s) = αβ(ym+1 ⊗ 1) = 0.
Therefore, we have β = 0 and σj(xm) ∈ N0 = S. In general, we have
σj(xy) = σj(x)y + xσj(y)− σj(x)σj(y).
Hence, we have
σj(x
i
m) = σj(xm)x
i−1
m + xmσj(x
i−1
m )− σj(xm)σj(x
i−1
m ) ∈ N≤i−1,
as desired. 
Remark 5.4. By Lemma 5.3, σj acts trivially on Ni = N≤i/N≤i−1. Hence, it is
easy to see that
(E∗,∗
′
m+2)
W = (Modd1 ⊕ekM
even
1 )⊗Np−1⊕(M
even
1 /(ek)⊕M0⊕Ker ξ
∗)⊗Z/p 6= E∗,0m+2.
Now, we begin to compute the next nontrivial differential.
Proposition 5.5. For r ≥ m+ 2 such that Er = Em+2, we have
dr(M0 ⊗N0) = dr(Ker ξ
∗ ⊗H∗(G/T )) = dr(M
even
1 /(ek)⊗N≤p−2) = {0}.
Proof. SinceM0⊗N0 is generated byM0⊗Z/p as an R⊗S-module, dr(M0⊗N0) =
{0} holds for r ≥ m + 2. For M even1 /(ek) ⊗ N≤p−2, there exist no odd degree
generators. Hence, we have dr(M
even
1 /(ek) ⊗ N≤p−2) ⊂ E
odd
m+2 = M
odd
1 ⊗ Np−1 ⊕
Modd0 ⊗N0. On the one hand, the multiplication by ek⊗ 1 is zero on M
even
1 /(ek)⊗
N≤p−2. On the other hand, the multiplication by ek ⊗ 1 is a monomorphism on
Modd1 ⊗Np−1 ⊕M
odd
0 ⊗N0. Hence, we have
dr(M
even
1 /(ek)⊗N≤p−2) = {0}.
Finally, by Lemma 5.2, the same holds for Ker ξ∗ ⊗H∗(G/T ) and so we obtain
dr(Ker ξ
∗ ⊗H∗(G/T )) = {0}. 
Let n = m(p − 1) for the sake of notational simplicity. Next, we show the
following proposition.
Proposition 5.6. If r ≥ m+ 2 and if dr is nontrivial, then r ≥ n+ 1.
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Proof. Suppose that we have a nontrivial differential dr for some r < n+ 1, say,
dr(z ⊗ x
p−1
m ) = zi1 ⊗ x
′
1 + · · ·+ ziℓ ⊗ x
′
ℓ,
where z ∈M1, 1 ≤ i1 < · · · < iℓ ≤ L, {z1, . . . , zL} is a basis for
(M even1 /(ek)⊕M0 ⊕Ker ξ
∗)deg z+r,
and x′1, . . . , x
′
ℓ ∈ H
n−r+1(G/T ), x′1, . . . , x
′
ℓ 6= 0. Since H
∗(G/T )W = Z/p, for
x′1 6= 0 in H
n−r+1(G/T ), there exists σj such that σj(x
′
1) 6= 0. Therefore, we have
σjdr(z ⊗ x
p−1
m ) 6= 0.
On the other hand, by Lemma 5.3, we have σj(x
p−1
m ) ∈ N≤p−2. Hence, by Propo-
sition 5.5 above, we have
σjdr(z ⊗ x
p−1
m ) ∈ dr(M
even
1 /(ek)⊗N≤p−2) = {0}.
This is a contradiction. Hence, we have r ≥ n+ 1. 
Finally, we complete the computation of the spectral sequence.
Proposition 5.7. There holds dn+1(M1 ⊗Np−1) = (Modd0 ⊕ ekM
even
0 )⊗N0.
Proof. The En+1-term is equal to
M1 ⊗Np−1 ⊕M
even
1 /(ek)⊗N≤p−2 ⊕M0 ⊗N0 ⊕ (Ker ξ
∗)⊗H∗(G/T )
and
dn+1(M
even
1 /(ek)⊗N≤p−2 ⊕M0 ⊗N0 ⊕ (Ker ξ
∗)⊗H∗(G/T )) = {0}.
Since M even1 /(ek) ⊗ N≤p−2 ⊕M0 ⊗N0 ⊕ (Ker ξ
∗) ⊗H∗(G/T ) is generated by the
elements of the second degree less than n, that is, the elements in E∗,∗
′
r (∗
′ < n), it
is clear that
dr(M
even
1 /(ek)⊗N≤p−2 ⊕M0 ⊗N0 ⊕ (Ker ξ
∗)⊗H∗(G/T )) = {0}
for all r ≥ n+ 1.
On the other hand, since all the elements in (Modd0 ⊕ ekM
even
0 ) ⊗ Z/p do not
survive to the E∞-term and since dr(M0⊗N0) = {0} for all r ≥ 2, all the elements
in (Modd0 ⊕ ekM
even
0 )⊗ Z/p must be hit by nontrivial differentials.
Suppose that there exists an element in (Modd0 ⊕ ekM
even
0 ) ⊗ Z/p which is not
hit by dn+1. Let z ⊗ 1 be such an element with the lowest degree s. Up to degree
< s, by Proposition 4.3, we see that
dn+1 :M
i
1 ⊗Np−1 → (M
odd
0 ⊕ ekM
even
0 )
i+n+1 ⊗N0
is an isomorphism for i < s.
Then, Ker dn+1 is equal toM
even
1 /(ek)⊗N≤p−2⊕M0⊗N0⊕(Ker ξ
∗)⊗H∗(G/T )
up to degree s. Therefore, for r ≥ n+ 2, Im dr = {0} up to degree ≤ s. Hence the
element z⊗1 survives to the E∞-term. This is a contradiction. So, the proposition
holds. 
Thus, by Propositions 5.5 and 5.7, we have
En+2 = (M
even
1 /(ek)⊗N≤p−2)⊕ (M
even
0 /(ek)⊗N0)⊕ (Ker ξ
∗ ⊗H∗(G/T )).
Since there are no odd degree elements in the En+2-term, the spectral sequence
collapses at the En+2-level and we obtain E∞ = En+2 and
(E∗,∗
′
∞ )
W = E∗,0∞ = (M
even
1 /(ek)⊕M
even
0 /(ek)⊕Ker ξ
∗)⊗ Z/p.
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This completes the proof of Theorem 1.1.
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