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Abstract
Ferroelectric and antiferroelectric ultrathin films have attracted a lot of attention recently
due to their remarkable properties and their potential to allow for device miniaturization
in numerous applications. However, when the ferroelectric films are scaled down, it brings
about an unavoidable depolarizing field. A partial surface charge compensation allows to
control the residual depolarizing field and manipulate the properties of ultrathin ferroelectric
films. In this dissertation we take advantage of atomistic first-principles-based simulations
to expand our understanding of the role of the partial surface charge compensation in the
properties of ferroelectric and antiferroelectric ultrathin films.
The application of our computational methodology to study the effect of the partial
surface charge compensation in ferroelectric ultrathin films led to the prediction that, de-
pending on the quality of the surface charge compensation, ferroelectric thin films respond
to an electric field in a qualitatively different manner. They can be tuned to behave like a
linear dielectric, a ferroelectric or even an antiferroelectric. This effect was shown to exist in
films with different mechanical boundary conditions and different crystal symmetries. There
are a number of potential applications where such properties of ferroelectric thin films can
be used. One of these potential applications is energy storage. We will show that, in the an-
tiferroelectric regime, ferroelectric thin films exhibit drastic enhancement of energy storage
density which is a desirable property.
One of the most promising applications of ferroelectric ultrathin films that emerged only
recently is the harvesting of the giant electrocaloric effect. Interestingly, despite numerous
studies of the electrocaloric effect in ferroelectric thin films, it is presently unknown how a
residual depolarizing field affects the electrocaloric properties of such films. Application of
state-of-the-art computational methods to investigate the electrocaloric effect in ferroelec-
x
tric films with partial surface charge compensation led to the prediction that the residual
depolarizing field can perform a dual role in the electrocaloric effect in these films. When the
depolarizing field creates competition between the monodomain and nanodomain states, we
predict an enhancement of the electrocaloric effect due to the frustration that increases the
entropy of the state and therefore the electrocaloric temperature change. On the other hand,
when the depolarizing field leads to a formation of nanodomains, thin films either exhibit a
small electrocaloric effect or lose their electrocaloric properties altogether to the irreversible
nanodomain motion. When the residual depolarizing field is weak enough to permit the for-
mation of monodomain phases, the electrocaloric effect is significantly reduced as compared
to bulk. We believe that our findings could potentially reveal additional opportunities to
optimize solid state cooling technology.
While the electrocaloric effect has been a popular topic of interest in recent years [12],
there still exists numerous gaps in the fundamental understanding of the effect. In partic-
ular, it is presently unknown whether the scaling laws, known to exist for magnetocaloric
materials, can be applied to ferroelectric and antiferroelectric electrocalorics. We predict the
existence of scaling laws for low-field electrocaloric temperature change in antiferroelectric
and ferroelectric materials. With the help of first-principles-based simulations, we showed
computationally that the scaling laws exist for antiferroelectric PbZrO3 along with ferro-
electrics PbTiO3 , BaTiO3 and KNbO3. Additional evidence of the scaling laws existence
are provided using experimental data from the literature.
Interestingly, our studies on ferroelectric films predicted the existence of antiferroelectric
behavior in ultrathin films with partial surface charge compensation. One may wonder
whether it is possible to stabilize the ferroelectric phase in antiferroelectric films and what
role the surface charge screening would play in such a transition. Motivated to address
these fundamental questions, we used computational experiments to study antiferroelectric
ultrathin films with a residual depolarizing field. Our studies led to the following predictions.
We found that PbZrO3 thin films exhibit the ferroelectric phase upon scaling down and under
the condition of efficient surface charge compensation. We also found a strong competition
between the antiferroelectric and ferroelectric phases for the thin films of the critical size
associated with antiferroelectric-ferroelectric phase transition. This finding motivated us to
xi
study the electrocaloric effect in PbZrO3 thin films with antiferroelectric-ferroelectric phase
competition. We found that high tunability of the phase transition by the electric field leads
to a wide range of temperatures associated with a strong electrocaloric effect. In addition,
we found that epitaxial strain provides further tunability to the electrocaloric properties.
In summary, our studies led to a broader and deeper understanding of the abundantly
many roles surface charge compensation plays in ultrathin ferroelectrics and antiferroelectrics.
xii
Chapter 1
Introduction
1.1 Historic review
The phenomenon of ferroelectricity was discovered in Rochelle salt, NaKC4H4O6· 4H2O, in
1921 [14]. During the 1940s, G. Busch and P. Scherrer discovered the ferroelectric properties
of potassium dihydrophosphate which opened the beginning of a big crystal group with a sim-
ilar crystalline structure [15]. In 1944, Wool and Goldman in the Soviet Union, Weiner and
Solomon in the United States and Ogawa and Waku in Japan concurrently found abnormal
dielectric properties of barium titanium, BaTiO3, which is currently one of the most widely
used ferroelectric materials and plays a crucial role in a variety of applications [16–19]. Since
then, the development of the science of ferroelectrics has proceeded very rapidly [20,21]. Up
until now, there are hundreds of materials which have been discovered to be ferroelectric
crystals [22].
The successful developments in integrated Si devices in the late 1960s through the early
1970s has trigged immense interest in the development of ferroelectric thin films for non-
volatile memory fabrication [23–25]. However, difficulties in production of viable samples
delayed the implementation of ferroelectric materials into non-volatile memory devices until
the 1980s. Finally, advances in ferroelectric thin film fabrication allowed for integration of
ferroelectric memory with complementary silicon metal-oxide semiconductors (CMOS) [26].
Over the past 25 years, the variety of potential applications has led to intense research
in the area of ferroelectric thin films. The following books [27–29], reviews [30, 31] and
1
publications [32] summarize the research accomplishments achieved in the field. A short
summary of main events in ferroelectric materials history is summarized in Table 1.1.
Table 1.1: The most significant events in the history of ferroelectrics. [11]
Year Event description
1824 David Brewster found that Rochelle salt possesses piezoelectric
properties
1919 Joseph Valasek started actively studying the Rochelle salt and
discovers that “permanent” polarization is a natural state of the
Rochelle salt
1921 Erwin Schro¨dinger first introduced the term “ferroelectric”
1935 Busch and Scherrer discovered that KH2PO4 is a ferroelectric with a
critical temperature of 123 K
1938 Busch suggested that hydrogen bonds between neighboring oxygen
atoms are responsible for ferroelectricity
1942 The discovery of BaTiO3
1945 von Hippel demonstrated ferroelectric switching in BaO-TiO2
1951 The development of a phenomenological model for ferroelectrics by
Devonshire based on BaTiO3
1961 The soft modes concept is introduced and the lattice dynamics
theory for ferroelectrics is developed
1977 Development of ferroelectric thin films
1981 The development of sol-gel technique which is used to prepare
ferroelectric thin films
1992 The development of strain-amplified actuators
1993 Integration of ferroelectric films to silicon technology
2
Table 1.2: Classifications of ferroelectric materials. [3]
Name of
the group
Chemical formula Tc (K) Ps (µC/cm
2)
KDP
KH2PO4 123 5.33 (T=96)
KD2PO4 213 4.5
RbH2PO4 147 5.6 (T=90)
KH2AsO4 96 5.0 (T=80)
TGS (NH2CH2COOH)3· H2SO4 322 2.8 (T=293)
(CH2NH2COOH)3· H2SO4
Perovskite
BaTiO3 393 26 (T=296)
SrTiO3 32 3 (T=4)
KNbO3 712 30 (T=523)
PbTiO3 763 > 50 (T=300)
1.2 Definition of ferroelectricity
Ferroelectric materials have inherently unique properties and a notable potential in a variety
of technological applications [31,33,34]. By definition, ferroelectricity is a property of certain
types of materials to possess a spontaneous polarization in the absence of an electric field; the
direction of polarization can then be reversed by the application of an external electric field
[22]. Their polar state is a consequence of the structural transition from a high-temperature,
high-symmetry paraelectric phase to a low-temperature, low-symmetry ferroelectric phase.
The transition temperature between paraelectric and ferroelectric state is called a Curie
temperature (TC).
Ferroelectrics can be grouped into several different families of compounds. Examples
include polymeric systems such as poly-vinylidene fluoride (PVDF), hydrogen bonded sys-
tems such as potassium dihydrogen phosphate KH2PO4 (KDP) and ABO3 compounds (cubic
perovskite structures, tetragonal and hexagonal phases) [3]. Different ferroelectric material
groups have been summarized in Table 1.2. This work focuses on the study of ferroelec-
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tric perovskite structures ABO3. Here A is a monovalent or divalent metal and B is a
tetravalent or pentavalent metal. One example of a ferroelectric perovskite is PbTiO3. The
schematic structure of cubic PbTiO3 is presented on Figure 1.1(a). It undergoes a single
phase transition from paraelectric cubic phase to ferroelectric tetragonal phase around the
Curie temperature, TC . Titanium, Ti, and oxygen, O, atoms get shifted in the opposite di-
rections with respect to the lead, Pb, atoms and the whole unit cell exhibits a relaxation and
becomes tetragonal. These atomic shifts lead to the occurrence of a non-zero dipole moment
and therefore a non-zero value of polarization. The schematic of PbTiO3 in a tetragonal
state is shown on Figure 1.1(b) for the electric field in the [0,0,1] direction and Figure 1.1(c)
for the electric field in the [0,0,-1] direction.
Figure 1.1: The schematic structure of PbTiO3 perovskite.
Ferroelectric perovskites were chosen for these studies due to their fundamental im-
portance, practical utility and the variety of functional properties (dielectric, piezoelectric,
electro-optic, etc.) of which they exhibit.
1.3 Landau-Ginzburg theory of ferroelectric phase tran-
sition
It is known that the same type of ferroelectric material can exhibit various phases. The tran-
sition between different phases is called a phase transition. Here we look at phenomenological
Landau-Ginzburg theory [35–37] which studies structural ferroelectric phase transitions.
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In general, phase transitions can be divided into two groups based on Ehrenfest’s charac-
teristic [38]: first-order phase transitions and second order phase transitions. For a first-order
phase transition, the first derivative of thermodynamic potentials experiences a discontinuity,
while for a second-order phase transition, the first derivative is continuous but the second
derivative is discontinuous.
From the macroscopic point of view, the symmetry of the system is described by the
system order parameter η(p, T ) (where p is pressure and T is temperature) which is zero
when the system is in disordered (non-polarized) state and non-zero when the system is in
polar state with lower symmetry. For describing transitions in ferroelectric materials, the
system order parameter can be chosen to be the spontaneous polarization, P [20, 39–42].
Figure 1.2: (a) Free energy as a function of polarization for the second-order phase transi-
tion for three different temperatures: T > T0 corresponds to the non-polar state, T = T0
corresponds to the transition from the non-polar to the polar state and T < T0 corresponds
to the polarized state; (b) Spontaneous polarization vs temperature for the second order
phase transition; (c) Dielectric susceptibility as a function of temperature [1].
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1.3.1 Second-order phase transition
Ginzburg applied the Landau phase transition theory to ferroelectric materials. The main
hypothesis of this theory is that thermodynamic free energy, F , can be written as a Taylor
expansion with respect to the order parameter η:
F (p, T, η) = F0(p, T ) + g1η + g2η
2 + g3η
3 + g4η
4 + g5η
5 + g6η
6 + . . . (1.1)
where coefficients g1, g2, . . . g6 are the functions of pressure, p, and temperature T . As was
mentioned above, the order parameter, η, for ferroelectric materials can be chosen to be
polarization P. Changing the sign of a polarization vector, P, does not change the free
energy, F , in the absence of an external electric field. This means that all the odd powers
of order parameter in the expression for F need to be removed:
F (p, T, P ) = F0(p, T ) + g2P
2 + g4P
4 + g6P
6 + . . . (1.2)
When the electric field is present, we can rewrite the expression for free energy as:
F = −E · P + F0 + 1
2
g2P
2 +
1
4
g4P
4 +
1
6
g6P
6 + . . . (1.3)
In general, coefficients g2, g4 and g6 are temperature dependent but, in order to describe the
first and second order phase transitions, coefficients g4 and g6 can be considered tempera-
ture independent. The approximate temperature dependence for the coefficient g2 can be
described as follows:
g2 = γ(T − T0) (1.4)
where γ is a positive constant and T0 is the Curie temperature. Equilibrium polarization
can be found from the minimization of free energy:
∂F
∂P
= 0 = −E + g2P + g4P 3 + g6P 5 + . . . (1.5)
E = g2P + g4P
3 + g6P
5 + . . . (1.6)
The order of the phase transition depends on the sign of g4. For the case of second-order
phase transition, coefficient g4 is considered to be positive. Also, g6 needs to be positive
in order to ensure stability of F as P → ∞. We will neglect the terms of the sixth order
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and higher in free energy. The conditions for the minimum of free energy F ,
∂F
∂P
= 0 and
∂2F
∂P 2
> 0, will have the following form:
E = g2P + g4P
3 (1.7)
g2 + 3g4P
2 > 0 (1.8)
In the absence of the electric field, P = Ps and Equation 1.7 can be solved to provide the
solution for the spontaneous polarization Ps:
P 2s = 0 when T > T0 (1.9)
P 2s = −
g2
g4
= −γ(T − T0)
g4
when T < T0 (1.10)
The spontaneous polarization’s, Ps, dependence on temperature T is graphed on Figure 1.2(b).
It can be seen that it is a second-order phase transition because polarization is continuous
and does not experience a jump around the transition temperature T0.
The graph for free energy F is presented in Figure 1.2(a). The graph evolves from
the curve with one minimum at zero polarization to a curve with two symmetrical minima
as temperatures fall below the transition temperature. The values of polarization at the
minimum of the free energy curve correspond to the equilibrium value of polarization of
equal magnitude but opposite direction.
Next, we can calculate the dielectric susceptibility as:
χ =
∂P
∂E
∣∣∣
P=0
=
1
γ(T − T0) (1.11)
The dielectric susceptibility is plotted on Figure 1.2(c). It can be seen that the dielectric
susceptibility experiences a discontinuity at the transition temperature which is in an agree-
ment with definition of the second order phase transition. Dielectric susceptibility can be
obtained experimentally which allows us to identify the value of the coefficient γ.
1.3.2 First-order phase transition
First order phase transition takes place if coefficient g4 is negative. Now, we need to keep
the three terms in Equation 1.6 in order for free energy, F , not to approach negative infinity.
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Figure 1.3: (a) Free energy as a function of polarization for temperatures below and above
first-order transition temperature; (b) Polarization as a function of temperature; (c) Dielec-
tric susceptibility as a function of temperature. [1]
When the applied electric field is zero, E = 0, we will have the following:
g2Ps + |g4|P 3s + g6P 5s = 0 (1.12)
From here we see that there are two solutions:
Ps = 0 (1.13)
or
γ(T − T0)+ | g4 | P 2s + g6P 4s = 0 (1.14)
In the case of the first-order phase transition, temperature TC is not equal to the charac-
teristic temperature T0 which is called Curie-Weiss temperature. If we solve Equations 1.14
and 1.3 together, where in Equation 1.3 we set F = 0, we will deduce that transition tem-
perature TC is equal to the following:
TC = T0 +
3γ2
16βδ
(1.15)
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The free energy for the first-order phase transition is presented on Figure 1.3(a). We can see
that the free energy develops a local minimum before it reaches the transition temperature
TC . This leads to the development of the so-called metastable states. These states can easily
be addressed mathematically and global minima can therefore be identified [3]. However,
when it comes to experimental measurements, metastable states can occur frequently and
the transition temperature can be found at higher values than expected, especially when
approached from lower temperature values. This is what is called a thermal hysteresis effect.
It can be seen from Figure 1.3(b) that polarization experiences a discontinuity at the
transition temperature which now satisfies the definition of the first-order phase transition.
1.4 Depolarizing field and surface charge screening
The depolarizing field plays a very important role in understanding the physics of ferroelectric
materials since it tends to eradicate spontaneous polarization, Ps. Therefore, it is important
to study how the depolarizing field can be suppressed if we want to preserve the polar state
of the system. The depolarizing field arises as a result of unscreened bound charges on the
surface of a ferroelectric film. From the electrostatic perspective, the electric displacement
vector D can be written as:
D = ε0εE + P (1.16)
where P equals to:
P = Ps + Pi (1.17)
where Ps is spontaneous polarization and Pi = ε0χE is the induced polarization and χ is
dielectric susceptibility. D must satisfy the Poisson’s equation:
∇ ·D = ρf (1.18)
where ρf is the free charge density. Substitution of D from Equation 1.16 into Equation 1.18
gives:
∇ · (ε0E + Ps + ε0χE) = ρf (1.19)
defining:
ε = 1 + χ (1.20)
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we get:
∇ · E = (ρf −∇ ·Ps)
ε0ε
(1.21)
If the ferroelectric material is infinite, then the term ∇ · Ps = 0 since the spontaneous
polarization is uniform in this case and the ferroelectric is described by the equation ∇·E =
ρf
ε0ε
[22]. However, if the ferroelectric is finite and the surface or defects are present, then
∇ ·Ps 6= 0 and this is what gives rise to the depolarizing field [22].
Figure 1.4: The left part of the diagram (pink) represents the ways how the depolarizing
field can be screened in a ferroelectric film; the right part of the diagram (blue and green)
shows the possibilities for a ferroelectric film to preserve its polar state in the absence of
free carriers; the area at the center represents the situation when all the mechanisms of
suppression of the depolarizing field failed and the spontaneous polarization is suppressed
by the depolarizing field [2].
10
An efficient way to control the depolarizing field is of significant research interest. The
depolarizing field can be screened by the flow of free charge within the film:
ρ =
∫ t
0
σ · Edt (1.22)
where σ is the film’s electrical conductivity. Another way to compensate for the depolarizing
field is by accounting for the presence of free charge in the surrounding medium [22]. The
diagram on Figure 1.4 shows the different scenarios that can occur in a ferroelectric film [2].
If there is no charge available to screen the depolarizing field, there are still ways for
the ferroelectric film to preserve its polar state on the local level. Examples are shown on
Figure 1.4 (right). They include polarization rotation into the ferroelectric film slab [43],
creation of the vortex-like states in nanoscale ferroelectrics [44–46] and formation of domains
with opposite polarization (Kittel domains) or closure domains (Landau-Lifshitz domains)
[47]. In multilayered heterostructures where layers of ferroelectric material alter with the
paraelectric material layers, the paraelectric layers may polarize in order to preserve the
continuity of spontaneous polarization through the heterostructure and therefore help to
suppress the depolarizing field [48,49].
It can be seen from the left part of Figure 1.4 that there are a number of extrinsic and
intrinsic methods that can be utilized in order to compensate for the depolarizing field. The
topic of charge screening has piqued the curiosity of numerous research groups [50–60]. As a
result, a number of different extrinsic and intrinsic mechanisms for the screening of surface
charge have been proposed and investigated. The screening of the depolarizing field can
be achieved by way of ions from the atmosphere, mobile charges from the semiconducting
ferroelectric film itself, or by free charges from the metallic electrodes. Examples include
molecular adsorbates, charge carriers, intrinsic surface states, oxygen and other ionic vacan-
cies, etc. [53–55,57–62]. It was also shown that properties of the ferroelectric ultrathin films
depend critically on the amount of partial surface charge compensation applied. For exam-
ple, when the screening of the surface charge is insufficient (the depolarizing field is high),
ferroelectric films develop a polydomain state such as nanostripes [51,63–67]. However, when
the surface charge compensation mechanism is efficient (small depolarizing field), the fer-
roelectric films are in a monodomain state with the polarization direction dictated by the
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mechanical boundary conditions. Epitaxial strain can serve as an example of a mechanical
boundary condition [50–53, 57, 58, 65, 68, 69]. Another important fact to mention relates to
the mobility of the compensating charge. If the mobility of the compensating charge is poor,
this can result in the irreversibility of spontaneous polarization [58]. The main challenge
in suppressing the depolarizing field by means of charge compensation is obtaining effective
control over the screening charge. This challenge was overcome in Ref. [70] where it has been
proposed that a compensating charge can be controlled by adjusting the oxygen pressure.
It can be concluded that surface charge screening is an effective method to control and
manipulate the properties of ferroelectric ultrathin films. Therefore, it is highly desirable to
expand our knowledge and understanding of its many roles. In this dissertation, we will take
advantage of first-principles-based simulations to explore the properties of ferroelectric and
antiferroelectric ultrathin films under partial surface charge compensation. In particular,
we will examine the unusual phenomena that occur when ferroelectric and antiferroelectric
ultrathin films are subjected to an external electric field and study the multifold role of
the depolarizing field in the electrocaloric properties of ferroelectric and antiferroelectric
ultrathin films.
1.5 Domains
When we look at ferroelectric materials from a thermodynamic perspective, we can apply
general thermodynamic laws to achieve thermodynamic equilibrium. In thermodynamic
equilibrium we want the free energy to be at its minimum or any other thermodynamic func-
tion must be at its minimum depending on what variables we keep constant. Since the free
energy of the whole structure needs to be at its minimum, the ferroelectric materials develop
a domain structure where inside the neighboring domains the direction of polarization has
an opposite sign.
Indeed, polarized ferroelectric crystal creates an electric field not only inside the crystal
but on the outside of the crystal as well. The total energy is composed of three major parts:
the internal domain energy, the energy of the electric field outside the crystal and the domain
wall’s energy. The energy of the electric field outside the crystal reaches its maximum if the
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entirety of the crystal is polarized uniformly and in one direction. Therefore, division of the
crystal into domains can be energetically more favorable than uniform polarization of the
crystal and can result in a reduction of the total energy. However, the domains formation
is accompanied by an increase of the domain’s surface energy. This process will terminate
itself when the total energy will reach its minimum.
Figure 1.5: Example of ferroelectric domain structure for (a) one axis ferroelectric, (b) two
axis ferroelectric. [3]
Electric dipole moments, which are responsible for the overall domain polarization, inside
a domain have the same direction but inside a neighboring domain they have the opposite
direction. For crystals with one polar axis there are only two opposite directions of the
polarization possible which are parallel to this axis. An example of this domain structure
is shown on Figure 1.5(a). The resultant polarization of a ferroelectric crystal is defined by
a vector sum of polarization in different domains. If polarization is equal and directed in
opposite directions, then the overall polarization is zero.
The domain structure of a ferroelectric crystal with several polar axis is more diverse (see
Figure 1.5(b)). The number of possible directions of domain formation is double that of the
number of polar axises.
Due to the domain structure of ferroelectrics, the resultant dipole moment in ferroelectric
samples in the absence of an external electric field is equal to zero: the crystal is not polarized.
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Under an external electric field, the domains change their orientation and volume: the overall
polarization of a crystal P is no longer zero (see Figure 1.6).
Figure 1.6: Example of ferroelectric hysteresis loop. [3]
The polarization P as a function of an applied electric field E is shown on Figure 1.6.
Firstly, an increase of polarization is described by the curve OA. At point A, all the domains
are oriented along the direction of the electric field E. At AD part of the curve, the increase
in polarization is due to the induced polarization Pi = αE. When we reach point D, the
electric field decreases. The change in polarization P follows not the DAO curve but the
new DAB′A′D′ curve which is higher than DOA. This phenomenon is called ferroelectric
hysteresis and is related to the fact that, for ferroelectrics, the process of reorientation of
domains and domain growth are slowed down in the presence of the applied electric field.
The closed AB′A′BA curve on Figure 1.7 is called a hysteresis loop.
1.6 Applications of ferroelectrics
Since the discovery of Rochelle salt, ferroelectric materials have been examined for their
potential uses in varied applications. Furthermore, certain special properties of ferroelectrics
are already in use in a variety of devices. For example, the fact that some ferroelectrics are
also viable piezoelectrics lead them to be used for transducers, actuators, ultrasonic imaging
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and micro-sensors [22,71–74]. In addition, the property of ferroelectrics to act as an effective
pyroelectric is used in energy converters, thermal imaging, electron emission devices and
pyroelectric sensors [22, 74]. The fact that ferroelectric materials posses a large dielectric
constant makes them viable candidates for high permittivity capacitors and the gate oxide
of field-effect-transistors (FeFET) [22,74].
Figure 1.7: Diagram of the properties of ferroelectric films that can be used in corresponding
commercial applications. [4]
However, the most important property of ferroelectrics is switchable polarization. This
unique property, along with the ability of ferroelectric thin films to be scaled down, is used in
a number of applications. Examples include non-volatile computer memories, electrocaloric
cooling devices and nanoscale sensors [22, 32, 74, 75]. An overview of the main applications
of ferroelectric films is presented on Figure 1.7 [4].
The demand for miniaturized devices leads to a continuous scaling down of ferroelectric
materials. While it can be challenging to study them experimentally, computer simulations
can provide us with a deep atomistic understanding of the properties of nanoscale ferro-
electrics.
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Due to the demand for innovative cooling technologies, one of the recent additions to the
application of the ferroelectrics are the caloric effects. In this work, we particularly focus on
the electrocaloric effect and provide further details in the next chapter.
1.7 Electrocaloric effect
The electrocaloric effect is defined as a reversible adiabatic change in temperature or isother-
mal change in entropy under the application or removal of an external electric field. As a
potential area of application, the electrocaloric effect can be used for high efficiency refrig-
eration, air conditioning, heat pumping and for the conversion of heat flow into electrical
power [5, 76–79]. Electrocaloric coolers display a high efficiency similar to that of magne-
tocaloric coolers but also offer additional benefits as solid-state cooling devices, such as, easy
device integration, small size and reduced weight. Also, electrocaloric cooling devices have
a potential to possess high efficiency and be ecologically friendly.
Even though the electrocaloric effect has appears to have very promising applications in
the cooling of integrated circuits and has the ability to be a great alternative for conventional
refrigeration technology, it was not until recently that the electrocaloric effect came to be
studied actively. The most significant events in the history of electrocaloric effect are sum-
marized in Table 1.3 [12]. The electrocaloric effect was predicted theoretically by William
Thompson in 1878 [80] but was observed experimentally in 1930 in Rochelle salt [81]. The
actual change in temperature in Rochelle Salt was first measured in 1943 by Hautzenlaub
and yielded minute changes in temperature (∼0.003 K) [82]. It was found by Karchevskii
while studying BaTiO3 in 1962 that the electrocaloric effect reaches its maximum around the
phase transition [83]. This study showed that among all piezoelectric materials, ferroelectric
materials are the best candidates for electrocalorics. In the 70’s, the need for temperatures
below 15 K, which are required for superconducting devices, led to the study of electrocaloric
materials with a very low transition temperature such as KTaO3 and SrTiO3 and in 1977 a
cryogenic refrigeration concept was developed [84]. The interest in room temperature elec-
trocaloric cooling led to the study of PbSc0.5Ta0.5O3 ceramics and the change in temperature
was shown to be around 2.4 K [85].
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Table 1.3: The most significant events in the history of electrocaloric effect [12].
Year Event description References
1878 Major theoretical treatment of pyroelectricity and first
prediction of electrocaloric effect
[80]
1930 Electrocaloric effect observed in Rochelle Salt [81]
1943 Quantitative measurement of electrocaloric effect in
Rochelle Salt
[82]
1962 Electrocaloric effect maximum found at Curie
Temperature
[83]
1964 Electrocaloric effect measured in SrTiO3 [90]
1968 Electrocaloric effect measured in doped-PZT [91]
1977 First cryogenic electrocaloric refrigerator concept [84]
1992 Electrocaloric effect in PbSc0.5Ta0.5O3 ceramics [85]
2006 Discovery of giant electrocaloric effect in
Pb0.05Zr0.95TiO3 thin films
[76]
2008 Large electrocaloric effect measured in P(VDF-TrFE)
thin films
[77]
2010 Direct measurement of electrocaloric effect in thin films [86]
2011 Negative electrocaloric effect proposed for BNT-BT
ceramics
[88]
Due to the minuscule change in electrocaloric temperature, there were a small number
of research groups who dedicated their research to developing solid-state refrigeration based
on the electrocaloric effect. The field of electrocalorics research changed after the prediction
of the giant electrocaloric effect in 2006 by Mischenko and others [76]. The ability to apply
much larger electric fields in thin films as compared to bulk is thought to be the main
factor in such a dramatic increase in the electrocaloric temperature. In 2008, Neese et
al. [77] showed the existence of the giant electrocaloric effect near room temperature for
ferroelectric polymer thin films. These two works started a renaissance in electrocaloric
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effect research and there have been numerous studies performed since [12]. However, the
majority of these works had the electrocaloric effect temperature change extracted through
the indirect measurements which could potentially lead to a substantial inaccuracy of the
acquired data. In 2010, the direct measurements of the electrocaloric effect in bulk and thin
films were performed for a number of materials and the results showed to be in agreement
with the indirect measurements [86]. The only significant discrepancy which was found was
for relaxor materials which was attributed to its non-thermal equilibrium nature [87].
Recently, the negative electrocaloric effect was observed for a number of ceramics [88].
For the negative electrocaloric effect, the change in temperature is negative when the electric
field is applied and positive when the field is removed. Also, the combination of negative and
positive electrocaloric effect was observed in 70PbMg1/3Nb2/3O3-30PbTiO3 single crystal [89].
The existence of both negative and positive electrocaloric effect is associated with the free
energy changes which are induced by an electric field [89].
Next, we turn to the theoretical description of the electrocaloric effect. The first law of
thermodynamics for solid materials can be written in the following form:
dU = Xijdxij + EidDi + TdS (1.23)
where dU is the internal energy change, Xij is a stress tensor component, xij is a component
of the strain tensor, Ei is a component of the electric field vector, Di is a component of
the electric displacement vector, T is the temperature and S is the entropy. Coefficients i
and j run from 1 to 3. Using Legendre transformation, the Gibbs free energy is defined the
following way:
G = U −Xijxij − EiDi − TS (1.24)
Equation 1.24 in differential form is:
dG = −xijdXij −DidEi − SdT (1.25)
From Equation 1.25 we can find components of the strain tensor xij, components of electric
polarization vector Di and entropy S by calculating partial derivative of the Gibbs energy
with respect to Xij, Ei and T , respectively:(
∂G
∂Xij
)
E,T
= −xij,
(
∂G
∂Ei
)
X,T
= −Di,
(
∂G
∂T
)
E,X
= −S (1.26)
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Finally, we obtain Maxwell relations by computing second derivatives of Equations 1.26.
−
(
∂2G
∂Xij∂Ek
)
T
=
(
∂xij
∂Ek
)
X,T
=
(
∂Dk
∂Xij
)
E,T
= dijk (1.27)
−
(
∂2G
∂Xij∂T
)
E
=
(
∂xij
∂T
)
X,E
=
(
∂S
∂Xij
)
E,T
= αij (1.28)
−
(
∂2G
∂Ei∂T
)
X
=
(
∂Di
∂T
)
X,E
=
(
∂S
∂Ei
)
X,T
= pi (1.29)
where dijk is piezoelectric coefficient, αij is piezocaloric coefficient and pi is pyroelectric
coefficient. In further computations we focus our attention on the following Maxwell relation:(
∂Di
∂T
)
X,E
=
(
∂S
∂Ei
)
X,T
= pi (1.30)
From Equation 1.16 we can conclude that when the electric field is negligible, D ∼ P . The
entropy change in the adiabatic process under the assumption of a constant stress can be
written the following way:
dS =
(
∂S
∂Ei
)
T
dEi +
(
∂S
∂T
)
E
dT = 0 (1.31)
from where we get the following:
dT
dEi
= −
(
∂S
∂Ei
)
T(
∂S
∂T
)
E
(1.32)
Taking into account the Maxwell relation 1.30, the Equation 1.32 can be rewritten in the
following way:
dT
dEi
= − T
CE
(
∂Di
∂T
)
X,E
(1.33)
where CE is the heat capacity when the electric field is constant:
CE = T
(
∂S
∂T
)
E
(1.34)
Finally, we can write adiabatic change in temperature as:
dT = − T
CE
(
∂Di
∂T
)
X,E
dEj (1.35)
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and after the integration we get that electrocaloric change in temperature can be described
as:
∆T = T (E2)− T (E1) = −
∫ E2
E1
T
CE
(
∂Di
∂T
)
X,E
dEj (1.36)
It can be seen from Equation 1.36 that in order for the electrocaloric change in temperature
to be large, we need to have a large value of derivative
(
∂Di
∂T
)
X,E
which for the ferroelectric
materials is possible near ferroelectric-paraelectric phase transition. In order for the Equa-
tion 1.36 to be valid for the ferroelectric materials with the first-order phase transition, we
need to account for the fact that we will have a discontinuity in the order parameter at the
ferroelectric-paraelectric phase transition [92]:
∆S =
∫ E
0
(
∂Di
∂T
)
E
dEj −∆D
(
∂E
∂T
)
(1.37)
It is also worth mentioning that ferroelectric materials which posses first order ferroelectric-
paraelectric phase transition experience a substantial hysteresis which is associated with
thermodynamical losses. It means that the process is thermodynamically irreversible and
Maxwell relations need to be used with caution due to the fact that we assumed thermody-
namical reversibility of the process when we derived them.
1.8 Landau-Ginzburg phenomenological theory of elec-
trocaloric effect
We already showed in Section 1.3 how Landau-Ginzburg theory can be used to describe the
macroscopic phenomena in polar materials near the phase transition. Now we will show how
we can describe the electrocaloric effect using Landau-Ginzburg theory.
We begin by rewriting Equation 1.35 in the following form:(
∂T
∂D
)
S
=
T
CE
(
∂E
∂T
)
(1.38)
Using the equation E = γ(T − T0)D − g4D3 + g6D5, we can rewrite Equation 1.38 in terms
of the Devonshire coefficients γ as: (
∂T
∂D
)
S
=
γDT
CE
(1.39)
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After integrating Equation 1.39 over a finite temperature region we get the following equation
for the electrocaloric temperature change:
∆T = T2 − T1 = 1
2
Tγ
CE
(
D22 −D21
)
(1.40)
In this equation, we can set D1 = PS which corresponds to E1 = 0. It can be seen from
Equation 1.40 that in order to achieve large change in temperature under the application of
an external field we want the coefficient γ along with the value of the electric displacement
to be large. This can be achieved around the ferroelectric-paraelectric phase transition.
1.9 Applications of electrocaloric effect
There are number of reasons why developing new methods of cooling is important. First,
the conventional vapor techniques which are implemented in contemporary air conditioning
systems and refrigeration technologies use freon, chlorofluorocarbons (CFCs) and hydrochlo-
rofluorocarbons (HCFCs) gases. These gases are considered to be very harmful for the atmo-
sphere because they react with atmospheric ozone which in turn allows ultraviolet radiation
(UV) to pass through and reach the Earth’s surface. The exposure to UV radiation is known
to cause various health issues which is why the search for alternative cooling technologies
has been a notable topic in the public health sector [93]. Using solids for new refrigeration
techniques helps to avoid the release of harmful gases into the atmosphere.
Secondly, the use of new refrigeration technology is required by the microelectronic in-
dustry. It is known that the amount of components in an integrated circuit is constantly
growing and it already reached a level of thousands of components [94]. As a result of having
so many parts in one chip, there is an abundance of heat generated throughout the chip. It
creates the demand for on-chip cooling technology which will necessitate minuscule cooling
devices.
Thirdly, there are certain industries which additionally require new refrigeration tech-
nologies. For example, the electric car industry is in need of an ecologically viable and low
cost technology for cooling the electrolytic-based capacitors which cannot withstand tem-
peratures higher than 70◦. Also, superconductor-based technologies are in need of easily
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controlled cryogenic temperature refrigeration. The electrocaloric effect based solid state re-
frigeration satisfies all the criteria which are mentioned above: it is environmentally friendly,
has low cost, the electrocaloric temperature change is easy to control, it allows for small size
refrigerators and the electrocaloric temperature change range can be controlled by the choice
of material which is used.
Figure 1.8: The schematic comparison of the electrocaloric solid-state refrigeration cycle
(left) and the conventional vapor-compression refrigeration cycle (right) [5].
Now lets compare the conventional vapor-compression refrigeration cycle and electrocaloric
solid-state refrigeration cycle [5]. The scheme of these two cycles are shown in Figure 1.8.
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We can see that electrocaloric refrigeration undergoes the same reverse Carnot cycle as
vapor-compression refrigeration. It has the following stages:
1. The first stage is adiabatic polarization of the material. The external electric field is ap-
plied and all the dipoles become aligned, the electric entropy of the material decreases
and the temperature of the material increases to T+∆ Tad. In conventional refriger-
ation systems this stage is equivalent to the adiabatic compression of a refrigerant in
the compressor.
2. The second stage is isoelectric heat transfer, when heat is removed from the material
keeping the electric field constant, which keeps the dipoles aligned and prevents them
from reabsorbing the heat. This process is equivalent to the isothermal compression of
the of the refrigerant in the compressor in vapor-compression refrigeration systems.
3. The third stage is adiabatic depolarization when the electric field is removed and the
dipoles become disordered. This results in an electric entropy increase and the tem-
perature of the system decreases becoming T-∆ Tad. This process is equivalent to the
adiabatic expansion of the refrigerant in vapor-compression refrigeration systems.
4. The fourth stage is isoelectric heat transfer where the electric field remains zero. The
electrocaloric material is cooler than the refrigerated environment, external heat is
absorbed by the electrocaloric material bringing its temperature back to T. This process
is equivalent to the isothermal expansion (boiling) of the refrigerant in the evaporator
in vapor-compression refrigeration systems.
There are number of other refrigeration cycles which are considered for electrocaloric
refrigeration [95,96].
Ferroelectric thin films are considered to be among the top candidates for room-temperature
electrocaloric materials as they exhibit excellent electric properties (large γ and D in Equa-
tion 1.40) and allow application of record high electric fields. At the same time, downsizing
of ferroelectric electrocalorics brings about an unwanted but unavoidable depolarizing field
that could critically alter or even destroy the films’ electrocaloric properties. Despite the
principal role it plays in the properties of ferroelectric ultrathin films, the depolarizing field
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effect on the films electrocaloric properties is largely unknown. In this work we take ad-
vantage of the atomistic first-principles-based computational approach that does not rely
on the use of Maxwell relations to reveal the critical role of the depolarizing field on the
electrocaloric properties of ferroelectric ultrathin films, to demonstrate the contribution of
nanodomains to the electrocaloric effect in such films, and to revisit the potential limitations
of the indirect approach to study electrocaloric effect in nanoscale ferroelectrics.
Another interesting question that has not received much attention in the literature is the
electrocaloric effect in materials that exhibit an antiferroelectric to ferroelectric phase tran-
sition and/or phase competition in the absence of an electric field. From one point of view,
a phase competition can make material very susceptible to the electric field and, therefore,
may lead to the enhancement of the electrocaloric effect. Indeed, paraelectric-ferroelectric
as well as ferroelectric-ferroelectric phase transitions are usually associated with enhanced
electrocaloric effect. Recently, it was proposed that antiferroelectric-ferroelectric phase com-
petition could be responsible for the giant electrocaloric effect in a relaxor Pb0.8Ba0.2ZrO3
film at room temperature [97] and a giant electrocaloric effect was estimated at the electric
field induced antiferroelectric-ferroelectric phase transition [98]. On the other hand, the elec-
trocaloric effect in antiferroelectric and ferroelectric phases has different signs [8,76,99], which
may potentially lead to a reduction of the electrocaloric response at the antiferroelectric-
ferroelectric phase transition. Similarly, it is presently unknown what contribution the
antiferroelectric-ferroelectric phase competition makes to the isothermal entropy change.
Could such transition be responsible for the giant value of 46.9 J/K kg reported experi-
mentally [97]? Motivated to answer these questions we use first-principles-based atomistic
simulations to study PbZrO3 thin films that exhibit antiferroelectric-ferroelectric phase tran-
sition upon cooling down.
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Chapter 2
Computational techniques
2.1 Density functional theory
If we are able to understand and control the properties of matter at the molecular and
atomic levels, endless benefits are available. The theory which is able to provide us with
such a description is called Density Functional Theory. It is a computational simulation
method used to investigate the ground state of a system. This is an ab-initio method
which means that it does not contain empirical parameters even though it can have some
practical approximations. One of the fundamental approximations which lays the ground
for Density Functional Theory is the Born-Oppenheimer theorem [100]. It says that we
can consider nuclear to be motionless in the first approximation compare to the electrons.
Indeed, the mass of a proton is approximately 1800 times bigger than the mass of an electron,
mp ≈ 1800me, and electrons respond to any outside changes much more rapidly. It means
that using this approximation we can set the nuclear kinetic energy term for the whole system
to zero. This allows us to consider a multi-particle system as if electrons were moving in a
static Coulomb field created by the stationary nucleus. The total energy of this system now
can be written as a sum of the electronic energy and the nuclear energy Etot = Eelec +Enuc,
where Enuc =
∑M
A=1
∑M
B>A
ZAZB
|rAB| . Calculation of the Enuc is quite straightforward and the
main challenge is in calculating the ground state energy of the electrons Eelec.
The laws of quantum mechanics underline the basis for Density Functional Theory. In
order to find energy of a multi-electron system in quantum mechanics, a time-independent
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non-relativistic Schroedinger equation needs to be solved: Hˆψ = Eψ, where Hˆ is a Hamil-
tonian operator and ψ is a set of eigenstates. For a many-electron system wave function
ψ depends on the coordinates and spins of all electrons in the system ψ = ψ(x1, . . . , xN),
xi = (ri, σi) where ri is an electron coordinate and σi is the spin value. Then Schroedinger
equation will have the following form:[
− h¯
2
2me
N∑
i=1
52i +
N∑
i=1
V (ri) +
N∑
i=1
∑
j<i
U(ri, rj)
]
ψ = Eψ (2.1)
where me is a mass of an electron and E = Eelec is the electronic energy. Inside the brackets,
the first term represents the operator of the sum of kinetic energies of all electrons, the
second term is the operator of the sum of all potential energies of the electrons in the field of
all the nuclear Vˆext and the last term is the potential energy operator of an electron-electron
interaction Uˆee. The wave function ψ = ψ(x1, . . . , xN) is normalized:∑
σi
∫
dx1 . . .
∫
dxN |ψ(x1, . . . , xN)|2 = 1 (2.2)
where we integrate over the whole space and take a sum over all spins.
2.1.1 Variational principle
When our system is in a state ψ, the average value of the system energy in Dirac notation
can be calculated as follows:
E[ψ] =
〈ψ | Hˆ | ψ〉
〈ψ | ψ〉 (2.3)
where
〈ψ | Hˆ | ψ〉 =
∑
σi
∫
dx1 . . .
∫
dxNψ(x1, . . . , xN)
∗Eψ(x1, . . . , xN) (2.4)
The variational principle states that the energy E[ψ] is always higher or equal to the
ground state energy E0 for any arbitrary ket vector |ψ〉 in Hilbert space:
E[ψ] =
〈ψ | Hˆ | ψ〉
〈ψ | ψ〉 ≥ E0 (2.5)
where the case E[ψ] = E0 only possible when |ψ〉 = |ψ0〉, |ψ0〉 is the ground state wave
function. The wave function |ψ〉 is called a trial wave function and the energy E[ψ] is
technically a functional of |ψ〉. If we are able to minimize the functional E[ψ], we can obtain
the ground state wave function and corresponding ground state energy as well.
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2.1.2 First and Second Hohenberg-Kohn theorem
The first Hohenberg-Kohn theorem [101] is one of the central mathematical theorems in
Density Functional Theory which underlines its basis. First, we need to define what the
electron density is. It is defined as an integral of all spin coordinates of all electrons and of
all but one r variable:
n(r) = N
∫
. . .
∫
|ψ|2ds1dx2 . . . dxN (2.6)
Electron density represents the probability of finding any one of N electrons in an elementary
volume dr. If we integrate n(r) over the dr, we get the number of electrons in the system
N . In contrast to the wave function ψ, electron density n(r) is an observable and can be
experimentally measured.
The first Hohenberg-Kohn theorem shows that the electron density of the system uniquely
defines the Hamiltonian of the system and therefore the rest of the system properties. It
states that:
The ground-state energy of the system E0 is a unique functional of
the electron density
.
The main advantage of considering energy as a functional of the electron density E[n(r)]
compared to the energy as a functional of a trial wave function E[ψ] is that we are dealing
with the function of only three variables instead of 3N variables which significantly simplifies
the solution. We can now write the total electronic energy the following way:
E[n(r)] = Vext[n(r)] + T [n(r)] + Vee[n(r)] =
∫
n(r)Vext(r)dr + FHK [n(r)] (2.7)
FHK = T [n(r)] + Vee[n(r)] (2.8)
The functional FHK is called a Hohenberg-Kohn functional and it contains functionals of
electrons kinetic energy and potential energy of electron-electron interaction. Writing these
functionals in their explicit form creates the major challenge for Density Functional Theory.
The second Hohenberg-Kohn theorem [101] is another important mathematical theorem
which underlines the basis for Density Functional Theory. It states the following:
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The energy of the ground state can be obtained through variational
principle, and the density that minimizes the total energy is the exact
ground state density
This means that if we have a trial electron density n˜(r) which satisfies the boundary
conditions that
∫
n˜(r)dr = N and n˜(r) ≥ 0 then we can say that the energy from the
Equation 2.7 is the upper bound to the true ground state energy E0:
E0 ≤ E[n˜(r)] = Vext[n˜(r)] + T [n˜(r)] + Vee[n˜(r)] (2.9)
The ground state energy E0 can only be obtained if the ground state electron density is
inserted in Equation 2.9.
Even though Hohenberg-Kohn theorems are very powerful, they only provide Density
Functional Theory with mathematical basis and do not offer the methodology for computing
the ground state energy in practice. Though, Kohn and Sham came out with the procedure
for carrying out the Density Functional Theory calculations shortly after.
2.1.3 The Kohn-Sham equations
By applying both Hohenberg-Kohn theorems we obtained so far that in order to get the
ground state energy E0 the following functional needs to be minimized with respect to the
electron density n(r):
E0 = min|n(r)
(∫
n(r)Vext(r)dr + FHK [n(r)]
)
(2.10)
The Hohenberg-Kohn functional FHK [n(r)] contains the contributions from the kinetic en-
ergy of all electrons T [n(r)] and the potential energy of electron-electron interaction Vee[n(r)].
The second term can be rewritten as a sum of classical J [n(r)] and non-classical Encl[n(r)]
contributions:
Vee[n(r)] =
1
2
∫ ∫
n(r1)n(r2)
r12
dr1dr2 + Encl[n(r)] = J [n(r)] + Encl[n(r)] (2.11)
where non-classical contribution Encl[n(r)] contains self-interaction correction, Coulomb and
exchange correlation.
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Finding contributions from T [n(r)] and Encl[n(r)] is the main challenge for Density Func-
tional Theory. In order to overcome this, Kohn and Sham suggested to calculate the exact
kinetic energy of a non-interacting reference system with the same density as the real, inter-
acting one [102]:
TKS = − h¯
2
2m
N∑
i=1
〈ψi|∇2|ψi〉 (2.12)
nKS(r) =
∑
σi
N∑
i=1
|ψi(r, σi)|2 = n(r) (2.13)
In these equations ψi is the wave function of single-particle orbitals and the ground state
wave function of the electronic system ψKS is defined now by the Slater determinant:
ψKS =
1√
N !
det[ψ1(r1, σ1)ψ2(r2, σ2) . . . ψN(rN , σN)] (2.14)
As a next step, the FHK [n] functional was rewritten as three terms where the first two terms
can be calculated exactly and they constitute the majority of the electronic energy and the
third term being small unknown contribution to the energy:
FKH [n(r)] = J [n(r)] + TKS[n(r)] + EXC [n(r)] (2.15)
where EXC [n(r)] is an exchange-correlation term which contains the difference between ex-
act and non-interacting kinetic energy of electrons and non-classical contribution from the
electron-electron interaction. The exchange-correlation term can be then written the follow-
ing way:
EXC [n(r)] = (T [n(r)]− TKS[n(r)]) + (Vee[n(r)]− J [n(r)]) (2.16)
After the above separation was made, we can write the expression for the energy functional
the following way:
E[n(r)] = − h¯
2
2me
N∑
i=1
〈ψi|∇2|ψi〉+
N∑
i=1
N∑
j=1
1
2
∫ ∫ |ψi(r1)|2|ψj(r2)|2
r12
dr1dr2−
−
N∑
i=1
∫ M∑
A=1
ZA
r1A
|ψi(r1)|2dr1 + EXC [n(r)]
(2.17)
All the terms can be written explicitly except the last exchange-correlation term. Now our
goal is to minimize this functional using the variational principle and to find what condition
29
should spin-orbital wave functions ψi satisfy in order to minimize the energy functional. This
condition is called Kohn-Sham equation and it has the following form:(
− h¯
2
2m
∇2 + VKS(r1)
)
ψi = εiψi (2.18)
VKS(r1) =
∫
n(r2)
r12
dr2 −
A∑
M=1
ZA
r1A
+ VXC(r1) (2.19)
where exchange-correlation potential VXC(r1) is defined as a functional derivative of EXC(r1):
VXC(r1) =
δEXC [n(r1)]
δn(r1)
(2.20)
Kohn-Sham equations cannot be solved analytically except for the homogeneous electron
gas case. In order to solve them an iteration procedure, which is called self-consistent
calculations, needs to be used.
2.2 First-principles-based models
Even though Density Functional Theory is known to be the most accurate way to simu-
late ferroelectric systems, it is very computationally expensive, time-consuming, applicable
only to the systems with relatively small number of atoms and is mostly limited to 0 K
temperatures [103]. That is why a number of alternative semi-empirical methods were de-
veloped to study ferroelectrics. They include, but are not limited to, the phenomenological
Landau-Devonshire model [35–37], the Effective Hamiltonian method [6, 104] and the Shell
model [105, 106]. We already outlined the Landau-Devonshire model in Section 1.3. The
Shell model is an atomistic model where atoms are separated into massive core and massless
shell parts [105, 106]. For our computations we have been using the Effective Hamiltonian
method for ferroelectrics [6, 107]. It has been successfully applied for numerous studies of
the ferroelectric nanostructures [6, 107–109]. We describe this method in the next section.
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2.3 Effective Hamiltonian for ferroelectric nanostruc-
tures
The Effective Hamiltonian method was first proposed by W. Zhong, D. Vanderbilt and K.
Rabe in 1994 [107]. They constructed the Effective Hamiltonian for a well-known perovskite
oxide BaTiO3, determined interaction parameters for the Effective Hamiltonian using the
Density Functional Theory calculations and performed the classical Monte-Carlo simulations
to identify the phase transition sequence. In order to construct the Effective Hamiltonian, a
number of approximations have been used, which we will discuss below.
First of all, in order to study the equilibrium properties of the system at finite temper-
atures, we need to know the partition function Z =
∑∞
i=1 e
−
εi
kBT where T is the system’s
temperature and εi is the energy level of the system. The contribution to the partition
function decreases exponentially with increasing energy. Therefore, it is possible to obtain
an accurate partition function from a simplified energy surface including only low-energy
configurations.
The number of experiments and ab-initio calculations showed that the ferroelectric phase
transitions in perovskites are the results of very smalls atomic displacements from their
cubic positions. It means that the main input into partition function is from an atomic
configurations close to the cubic phase. Therefore, the energy surface can be written as a
Taylor expansion of the displacement from the cubic structure. Since ferroelectricity is an
anharmonic phenomenon, we have to include terms at least up to the forth-order in the
Taylor expansion.
Experimental and ab-initio calculated data for the phonon dispersion relationship show
that only long-wavelength acoustic phonons (strain variables) and only the lowest TO modes
(soft modes) make significant contribution to the phonon density of state at low energy
[22,110]. Experimental data also suggests that a ferroelectric phase transition is only driven
by a soft mode and by a subsequent strain relaxation. The rest of the phonon spectrum
is not affected by the ferroelectric phase transition. This gives us the basis for the second
approximation which is used to construct the Effective Hamiltonian: the energy surface is
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Figure 2.1: The direction of the ionic displacement in a perovskite unit cell and the illustra-
tion of the local mode concept (right figure). Left figure illustrates the soft mode concept
for a supercell being a collection of local modes of individual primitive cells.
considered to be only a function of the soft-mode and strain variables. Now, we have only 6
degrees of freedom per unit cell instead of 15.
We know that an acoustic phonon can be described in terms of a cooperative displacement
of individual atoms. The same concept can be used with respect to the soft modes. The soft
mode over the whole Brillouin zone can be described as a cooperative motion of the “local
modes”, ul, associated with the primitive unit cell l. The concept of a local mode for an
ABO3 perovskite structure is illustrated on Figure 2.3. The intelligent choice of where to
place the local mode inside the unit cell leads to further reduction of the necessary parameters
for the system. We want the local mode to have the highest symmetry and to be able to
minimize intersite interactions. For a perovskite structure, the highest symmetry is reached
by placing the local mode at either site A or B. Further choice of where to place the local
mode depends on the bond structure between the different atoms. Now we can define the
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ionic displacement as a vector:
υα =

υAα
υBα
υ
O‖
α
υO⊥α
υO⊥α

= uiξi = ui

ξAα
ξBα
ξ
O‖
α
ξO⊥α
ξO⊥α

(2.21)
where υAα is the displacement of the atom A along the Cartesian direction α and ξ
A
α is the
element of the soft mode eigenvector along the α direction. Index α runs over different
Cartesian components x, y, z. Note that O‖ corresponds to the oxygen atom forming Ti-O
bond parallel to the displacement of the positive and negative charges, while O⊥ corresponds
to the oxygen atom forming Ti-O bond perpendicular to the displacement of the positive
and negative charges.
Finally, after applying all the approximations, we can construct the basic Effective Hamil-
tonian:
EEH = Eself ({u}) + Edpl({u}) + Eshort({u}) + Eelas({ηl}) + Eint({u}, {ηl}) (2.22)
where ηl is a component of a strain tensor in Voigt notation, E
self (u) is a local-mode self-
energy, Edpl(u) is a long-range dipole-dipole interaction, Eshort({u}) is a short-range in-
teraction between the local modes, Eelas({ηl}) is an elastic energy, and Eint({u}, {ηl}) is
an interaction between the local mode and the local strain. Next, we look at these terms
individually.
2.3.1 Local mode self energy
The explicit form of a local mode self energy is [6]:
Eself =
∑
i
E(ui) (2.23)
where
E(ui) = κ2u
2
i + αu
4
i + γ(u
2
ixu
2
iy + u
2
iyu
2
iz + u
2
izu
2
ix) (2.24)
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In Equation 2.23 the sum runs over the three components of the local mode ui. The local
mode self energy describes the total energy of the isolated local modes. In order to be able
to describe ferroelectricity, the anharmonic as well as harmonic terms are kept. Due to the
cubic symmetry we omit odd-power terms. Coefficients κ2, α and γ can be found from the
ab-initio calculations.
2.3.2 Dipole-dipole interaction
The following term in the Effective Hamiltonian corresponds to the long-range dipole-dipole
Coulomb interaction between the local modes [6]. Only the dipole-dipole interactions are
considered since the higher-order terms tend to act within a short range and will therefore
belong to the short-range interactions between the local modes Eshort({u}).
The dipole moment for a primitive unit cell i is:
di = Z
∗ui (2.25)
where Z∗ is the Born effective charge which is defined as following:
Z∗ = ξAZ∗A + ξBZ
∗
B + ξO‖Z
∗
O‖ + 2ξO⊥Z
∗
O⊥ (2.26)
The Born effective charges for different ions can be found using ab-initio calculations.
The dipole-dipole Coulomb interaction between the local modes can be found using a
general formula of one dipole in the field of another and summed over all pairs of dipoles:
Edpl({u}) = Z
∗2
∞
∑
i<j
ui · uj − 3(Rˆij · ui)(Rˆij · uj)
R3ij
(2.27)
where ∞ is the optical dielectric constant of the material. However, this equation is not
useful for the computations and certain approximations need to be made. First, we use the
Ewald sum to calculate Edpl. The dipole-dipole interaction energy can then be rewritten in
the following form:
Edip(D) =
1
2Ωc
∑
ij,αβ
Q
(S,D)
ij,αβ pα(ri)pβ(rj) (2.28)
where matrix Q for the non-periodic and system periodic in one, two or three directions is
defined as [111]:
Q
(S,0)
ij,αβ =
δα,βr
2
ij − 3rij,αrij,β
r5ij
(2.29)
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Q
(S,1)
ij,αβ =
2
a
∑
G
G2 cos(G · zij)
{
K0(Gρij)δαzδβz +
δαxδβx + δαyδβy
Gρij
K1(Gρij)−
− 1
ρ2ij
K2(Gρij)ρα,ijρβ,ij
}
− 2
a
∑
G
G sin(G · zij)K1(Gρij)ρ−1ij Gαρβ,ij+
+
1
a3
(δαxδβx + δαyδβy − 2δαzδβz)
∞∑′
n=−∞
∣∣∣∣n+ zija
∣∣∣∣−3
(2.30)
Q
(S,2)
ij,αβ =
2pi
A
∑
G
{
G cos(G · ρij)
[
1√
4pi
Γ
(
− 1
2
,
G2
4λ2
)
δαzδβz +
1
G2
erfc
(
G
2λ
)
GαGβ
]
+
+G exp(−G|zij|)
[(
GαGβ
G2
− δαzδβz
)
cos(G · ρij)−
− Gαδβz
G
sin(G · ρij) zij|zij|
]}
− 4λ
3δαβδij
3
√
pi
(2.31)
Q
(S,3)
ij,αβ =
4pi
Ωc
∑
G 6=0
1
G2
exp
(
− G
2
4λ2
)
GαGβ cos(G · rij)− 4λ
3δαβδij
3
√
pi
(2.32)
Indexes α and β run over the different Cartesian components x, y and z, indexes i and j
run over the different primitive cells of the simulation supercell (S) and D=1,2,3 defines the
number of directions along which the system is periodic. The term D=0 corresponds to
the non-periodic system (for example, for a ferroelectric nanodot). Ωc is the volume of the
supercell, A is the area of the supercell and a is the supercell length in the z-direction. The
vector rij is the vector between the primitive cells i and j and it is split into two components
rij = ρij + zij where ρij is in-plane (x,y) component and zij is the component in the z
direction. The function K(0,1,2) is the modified Bessel’s function, erfc is the complementary
error function and Γ is the incomplete gamma function, λ is the parameter responsible for
the decay of the Gaussian charge packets and G is the reciprocal lattice vector. In order
to reduce computational time vectors G and ri are taken to be constant which makes the
matrix Q
(S,D)
ij,αβ constant as well. It needs to be evaluated only once at the beginning of the
calculations.
35
Figure 2.2: The independent intersite interactions corresponding to the parameters j1, j2
(first neighbor), j3, j4, j5 (second neighbor), and j6 and j7 (third neighbor) [6]
2.3.3 Short-range interaction
The short-range interaction term, expanded up to the second order, has the following form [6]:
Eshort({u}) = 1
2
∑
i 6=j
∑
αβ
Jij,αβuiαujβ (2.33)
where Jij,αβ is a coupling matrix. The E
short is the energy contribution due to the short-range
interactions between the neighboring local modes, with dipole-dipole interactions excluded.
This contribution stems from the differences of the short-range repulsion and electronic
hybridization between two adjacent local modes and two isolated local modes.
Only terms up to the third nearest neighbor (NN) are considered. Further neighbors do
not significantly contribute to the short-range local mode energy compared to the dipole-
dipole interactions. Due to the cubic symmetry, coupling matrix Jij,αβ can be simplified
as:
Jij,αβ = (j1 + (j2 − j1)|Rˆij,α|)δαβ (2.34)
Jij,αβ = (j4 +
√
2(j3 − j4)|Rˆij,α|)δαβ + 2j5Rˆij,αRˆij,β(1− δαβ) (2.35)
Jij,αβ = j6δαβ + 3j7Rˆij,αRˆij,β(1− δαβ) (2.36)
where Equation 2.34 corresponds to the first NN, Equation 2.35 corresponds to the second
NN and Equation 2.36 corresponds to the third NN. The physical meaning of the coefficients
j1, . . . , j7 is presented on Figure 2.3.3.
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2.3.4 Elastic energy
The elastic energy term Eelas describes how the crystal energy depends on the microscopic
strains [6]. It can be written as a sum of the homogeneous and inhomogeneous strain
contributions:
Eelas({ηl}) = EelasI ({ηI,l}) + EelasH ({ηH,l}) (2.37)
where terms up to the second order only are included. The homogeneous strain energy has
the following form:
EelasH ({ηH,l}) =
N
2
B11(η
2
H,1 + η
2
H,2 + η
2
H,3)+
+NB12(ηH,1ηH,2 + ηH,2ηH,3 + ηH,3ηH,1)+
+
N
2
B44(η
2
H,4 + η
2
H,5 + η
2
H,6)
(2.38)
where N is the number of primitive cells in the supercell, B11, B12 and B44 are the elastic
constants, which can be found from first-principles calculations.
For the inhomogeneous strain energy, it is found to be more convenient to write it in
terms of the atomic displacements v(Ri) rather than using local strain tensor components.
It gives the benefits of keeping the acoustic phonon frequencies well behaved throughout the
Brillouin zone. Also, the presence of cubic symmetry allows for a great reduction of terms.
Accounting for bond stretching, bond correlation and bond bending respectively, Eelas can
be written as:
EelasI ({ηH,l}) =
∑
i
{γ11[υx(Ri)− υx(Ri ± x)]2+
+ γ12[υx(Ri)− υx(Ri ± x)][υy(Ri)− υy(Ri ± y)]+
+ γ44[υx(Ri)− υx(Ri ± y) + υy(Ri)− υy(Ri ± x)]2+
+ cyclic permutations}
(2.39)
where γ11 =
B11
4
, γ12 =
B12
8
and γ44 =
B44
8
.
2.3.5 Local mode-local strain interaction
The last term in the Effective Hamiltonian is the interaction between the local mode and
strain [6]. This term plays an important role in describing the piezoelectric response of the
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material. It has the following form:
Eint({u}, {ηl}) = 1
2
∑
i
∑
lαβ
Blαβηl(Ri)uα(Ri)uβ(Ri) (2.40)
where coefficients Blαβ give the strength of the coupling between local atomic distortion and
strain. Due to the cubic symmetry we have only three different coefficients Blαβ:
B1xx = B2yy = B3zz,
B1yy = B1zz = B2xx = B2zz = B3xx = B3yy,
B4yz = B4zy = B5xz = B5zx = B6xy = B6yx
(2.41)
Similar to the previous unknown coefficients, Blαβ can be found from the first-principles
calculations.
2.3.6 Modeling of the surface charge screening
The numerous advantages of being able to control the depolarizing field (partial surface
charge compensation) have already been discussed in the previous chapter. Here we describe
how it can be accomplished computationally [112]. In order to simulate partial surface charge
screening, we add an additional term to the Effective Hamiltonian 2.22 and the total energy
becomes:
Etot = EEH + β
∑
i
〈Edep〉 · d(ri) (2.42)
where the parameter β corresponds to the amount of surface charge screening. For example,
when β=0 we have the ideal open circuit electrical boundary conditions and the depolarizing
field is not compensated. On the other hand, when β=1 we have the ideal short circuit
electrical boundary conditions and the depolarizing field is fully compensated. 〈Edep〉 is
computed as:
〈Edep〉 = − 1
N∞
∑
j
[
∂E
(D)
dep
∂d(rj)
]
(2.43)
where N is the total number of primitive cells in the supercell, ∞ is the optical dielectric
constant of the material, d(rj) is the local dipole at the j primitive cell. E
(D)
dep is defined
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as the energy difference between the ideal open circuit and the ideal short circuit electric
boundary conditions:
E
(D)
dep = E
(D)
dip − E(3)dip =
1
2Ωc
∑
ij,αβ
[Q
(S,D)
ij,αβ −Q(S,3)ij,αβ]dα(ri)dβ(rj) (2.44)
where E
(D)
dep and Q
(S,D)
ij,αβ where already defined in Section 2.3.2.
2.4 Effective Hamiltonian for antiferroelectric nanos-
tructures
Antiferroelectric materials research is currently on the rise owing to the unique properties and
potential for technological applications of these materials [113–117]. The Effective Hamilto-
nian for antiferroelectric nanostructures was proposed in Ref. [118]. The degrees of freedom
for the Hamiltonian include local modes, oxygen octahedra tilts about pseudocubic axes and
strain variable tensors. The total energy of the antiferroelectric supercell is given by:
Etot = EAFE(ui) + E
AFD(ωi) + E
elas(ηi)
+ EAFE−elas(ui, ηi) + EAFD−elas(ωi, ηi)
+ EAFE−AFD(ui, ωi)
(2.45)
In this sum, EAFE is the energy term which is associated with Σ2 antipolar mode and it
contains the contributions from the dipole-dipole interactions, short-range interactions and
on-site self-energy. These terms were already defined in Sections 2.3.1-2.3.3. The term
EAFD is the energy term due to the antiferrodistortive mode and is similar to the EAFE
energy term but there are no dipole-dipole interactions included since antiferrodistortive
local modes are nonpolar. The next term, Eelas, corresponds to the elastic deformation of
an antiferroelectric crystal. The terms EAFE−elas, EAFD−elas and EAFE−AFD correspond to
the interaction between the antiferroelectric mode and strain, the antiferrodistortive mode
and strain and the antiferroelectric and antiferrodistortive modes, respectively.
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2.5 Molecular dynamics
Once the Effective Hamiltonian for a given perovskite is available, it can be used in classical
Molecular Dynamics or Monte Carlo simulations to study temperature dependent properties
of the material.
Molecular Dynamics is a computational technique which allows for the study of the time
evolution of the system at the atomistic level [119]. In order to determine the trajectories
of the atoms, Newton’s equations of motion are solved numerically. There are a number of
different methods available for solving second order differential equations such as leapfrog,
Verlet, predictor-corrector, etc. In our studies we use the predictor-corrector method which
is composed of three basic steps. The first step is to predict new atomic positions r, velocities
υ and accelerations a using the Taylor serious expansion:
r(t+ δt) = r(t) + δtυ(t) +
1
2
δt2a(t) +
1
6
δt3b(t) +
1
24
δt4c(t) + . . . (2.46)
υ(t+ δt) = υ(t) + δta(t) +
1
2
δt2b(t) +
1
6
δt3c(t) + . . . (2.47)
a(t+ δt) = a(t) + δtb(t) +
1
2
δt2c(t) + . . . (2.48)
b(t+ δt) = b(t) + δtc(t) + . . . (2.49)
where b and c are the higher order derivatives of the coordinate.
The second step is to evaluate forces at the new positions to give accelerations a(t+ δt).
The third step is to compare computed accelerations with those predicted from the Taylor
expansion ac(t + δt). The difference between computed and calculated acceleration ∆a(t +
δt) = ac(t+ δt)− a(t+ δt) is used to correct the positions:
rc(t+ δt) = r(t+ δt) + c0∆a(t+ δt) (2.50)
υc(t+ δt) = υ(t+ δt) + c1∆a(t+ δt) (2.51)
ac(t+ δt)/2 = a(t+ δt)/2 + c2∆a(t+ δt) (2.52)
bc(t+ δt)/6 = b(t+ δt)/6 + c3∆a(t+ δt) (2.53)
where c0, c1, c2 and c3 are the coefficients which values depend on the order of the Taylor
series. In our computation, terms up to 4th order are used.
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2.6 Monte Carlo techniques
2.6.1 Metropolis Monte Carlo
Monte Carlo is a computational technique which is based on a repeated random sampling to
obtain numerical results. This method was first developed by Ulam and Metropolis in 1945
to study the diffusion of neutrons in fissionable materials [120].
First, we focus on simulation of the NPT ensemble (constant number of particles, pres-
sure and temperature). Classical expression for the partition function has the following
form:
Q = c
∫
dpNdrNe
−
H(pN , rN)
kBT (2.54)
where rN are the coordinates of N particles, pN is the momenta of N particles, kB is the
Boltzmann constant and T is temperature. The function H = K + U is the Hamiltonian of
the system where K is the kinetic energy of the system and U is the potential energy. The
coefficient c is the proportionality coefficient and is chosen the way that the sum over the
quantum states approaches the classical partition function in the limit of h → 0, where h
is the Planck’s constant. For example, in the case of the system of N identical atoms the
coefficient is equal to c = 1/(h3NN !).
The classical expression for the ensemble average:
< A >=
∫
dpNdrNA(pN , rN)e−βH(p
N ,rN )∫
dpNdrNe−βH(pN ,rN )
(2.55)
where β = 1/kBT and A is an observable. Since kinetic energy term K in the Hamiltonian
depends on the momentum squared, the integral for averages < A > over pN can be easily
calculated analytically. However, the integral for averages < A > over the coordinates
rN can be analytically calculated only in a limited number of cases and usually requires a
numerical integration. It is not possible to evaluate integrals like
∫
drNexp[−βU(rN)] using
direct Monte Carlo sampling due to the astronomically large number of mesh points where
the integration needs to be performed. However, in numerous cases, we are not interested
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in configurational part of the partition function itself but in the averages of the type:
< A >=
∫
drNe−βU(r
N )A(rN)∫
drNe−βU(rN )
(2.56)
therefore, we are interested in calculating the ratio of the two integrals. Metropolis et
al. showed that it is possible to create an efficient Monte Carlo scheme to sample such a
ratio [121]. To understand the Metropolis method, lets look at the Equation 2.56. We can
highlight the configurational part of the partition function:
Z =
∫
drNe−βU(r
N ) (2.57)
The probability density of finding the system in a configuration around the position rN :
ρ(rN) =
e−βU(r
N )
Z
(2.58)
where ρ(rN) > 0.
Now lets assume that we were able to randomly generate points in a configuration space
based on the probability distribution 2.58. Therefore, a number of points ni which was
generated per unit volume around a point rN is equal to Lρ(rN), where L is the total
number of points which we generated. Therefore:
< A >≈ 1
L
L∑
i=1
niA(r
N
i ) (2.59)
The essence of the Metropolis algorithm is the construction of an importance-weighted ran-
dom walk. In the Metropolis scheme, a random walk is constructed through that region of
space where the integrand is non-negligible.
Before we move to the construction of the Metropolis scheme, lets look at how we can
generate points in the configuration space with a relative probability proportional to the
Boltzmann factor. First, we prepare the system in a configuration rN which we denote by
o (old) and which has a non-vanishing Boltzmann factor exp[−βU(o)]. Then, the new trial
configuration r′N is generated which we denote by n (new). It is generated by adding a small
displacement 4 to o and its Boltzmann factor is exp[−βU(n)]. The next step is to decide
whether the trial configuration is accepted or rejected. Lets derive the Metropolis algorithm
for the transition probability pi(n → o) to go from n to o. First, we impose the following
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condition: in equilibrium the average number of accepted moves from o to any other state n
is exactly canceled by the number of reverse moves. This balance implies the following:
ρ(o)× pi(o→ n) = ρ(n)× pi(n→ o) (2.60)
where transition matrix pi(o→ n) can have many possible forms. Lets look at how pi(o→ n)
is constructed in practice. A Monte Carlo move consists of two stages. The first stage is to
perform a trial move from stage o to n. The probability to move from o to n is denoted by
the transition matrix α(o → n) where α is usually referred to as the underlying matrix of
a Markov chain [122]. The second stage is to either accept or reject the trial move. Let us
denote the probability to accept the trial move by acc(o→ n). Therefore:
pi(o→ n) = α(o→ n)× acc(o→ n) (2.61)
where α(o→ n) is the symmetric matrix (α(o→ n) = α(n→ o)). Thus, Equation 2.58 can
be written in the form:
ρ(o)× acc(o→ n) = ρ(n)× acc(n→ o) (2.62)
From Equation 2.62 we get:
acc(o→ n)
acc(n→ o) =
ρ(n)
ρ(o)
= exp(−β[U(n)− U(o)]) (2.63)
Many choices for acc(o→ n) satisfy the condition 2.63. The Metropolis choice of acc(o→ n)
is the following:
acc(o→ n) =

ρ(n)
ρ(o)
if ρ(n) < ρ(o)
1 if ρ(n) ≥ ρ(o)
(2.64)
Even though different choices for acc(o→ n) are proposed (see Ref. [123]), the original choice
by Metropolis et al. remains to result in a more efficient sampling of the configuration space
than most other algorithms that have been considered.
When Monte Carlo is used for simulation of ferroelectrics, it provides statistical averages
of the equilibrated system but no insight into the dynamics of the system.
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2.6.2 Adiabatic Monte Carlo
This approach has been developed in Refs. [124, 125] in order to model the electrocaloric
effect directly without using the Maxwell relations. The first law of thermodynamics can be
written as:
dU = Xijdxij + EidDi + TdS (2.65)
where U is the internal energy, Xij is the stress tensor, xij is the strain tensor, T is temper-
ature, S is entropy, Ei is the electric field vector and Di is the electric displacement vector.
Using the Legendre transformation, the Equation 2.65 can be written in the following dif-
ferential form:
dH = dQ− xijdXij −DidEi (2.66)
where H is the enthalpy, dQ is the infinitesimal quantity of heat. Since the electrocaloric
effect is an adiabatic process, dQ can be set to 0. Moreover, we assume that our system
is under constant stress or pressure (dXij ≈ 0) and under slowly varying electric fields
(Ei ≈ const). To simulate the adiabatic process, we follow the approach of Ref. [126] and
introduce extra degrees of freedom called “demons”. This new set of variables is analogous
to the kinetic energy carried by the conjugate momentum in the microcanonical description
of the system [126]. The demons travel around the system redistributing energy between the
lattice degrees of freedom.
In our simulations we set the enthalpy of the supercell to be equal to:
H =
Upot +
ndem∑
i=1
Edemi − V Xijxij − Z∗E
∑
j
uj
V
= H +
ndem∑
i=1
Edemi (2.67)
where Upot is the potential energy given by the Effective Hamiltonian [127], ndem is the total
number of demons in the supercell, Edemi is the energy carried out by the ith demon, V is
the volume of the supercell, Z∗ is the Born effective charge and uj is the local mode at the
site j. In order to correctly reproduce the kinetic energy contribution to the heat capacity
CE=0 in the classical limit, we set ndem per unit cell equal to the following:
ndem = integer
[
3
2
n
]
= 8 (2.68)
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where n is the number of ions in the unit cell. At every adiabatic Monte Carlo step the
demon attempts to update a degree of freedom of the system. The degree of freedom can be
chosen either randomly or sequentially. At every step the change between updated system
energy and the old system energy is compared to the energy of an ith demon:
If Edemi −4H > 0 − accept the move (2.69)
then
H → H +4H
Edemi → Edemi −4H
(2.70)
If the condition of the Equation 2.69 is not satisfied, the demon jumps to the next site. We
calculate the temperature after each sweep using the following expression:
T =
ndem∑
j=1
Edemj
kBndem
(2.71)
The temperature is typically averaged over 20,000 Monte Carlo sweeps. We use this simu-
lation technique to model the electrocaloric effect for different ferroelectrics and antiferro-
electrics.
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Chapter 3
The effect of partial surface charge
compensation on the electric
properties of ferroelectric ultrathin
films
3.1 Introduction and project goals
Ferroelectric ultrathin films possess a variety of potential applications due to their ability to
sustain significantly higher electric fields than in bulk [31,33,34,128,129]. As was mentioned
previously, the unscreened bound charge on the surface of an ultrathin ferroelectric film
gives rise to a depolarizing field which is generally strong enough to completely suppress
polarization. To preserve a polar state in a ferroelectric thin film, the depolarizing field
must be suppressed. Furthermore, a partial charge compensation mechanism is efficacious
in controlling and manipulating the properties of ferroelectric ultrathin films [50–60]. It is
therefore highly desirable to expand our current understanding of the many roles of partial
surface charge compensation in the properties of ferroelectric ultrathin films. In this work,
we take advantage of the first-principles based simulations in order to reveal the role of
partial surface charge compensation on the properties of ultrathin ferroelectric films which
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are subject to an applied electric field.
The goals for this project are:
• to show that depending on the amount of partial surface charge compensation, ferro-
electric films respond to the applied electric field in a qualitatively different manner;
• to predict an unusual transition from ferroelectric to antiferroelectric to dielectric be-
havior under applied electric field in ferroelectric ultrathin films that originates from
the partial surface charge compensation;
• to show that ferroelectric ultrathin films with partially compensated surface charge
have a superior potential for nanoscale energy storage application.
3.2 Computational details
In this work, the classical Molecular Dynamics [119] was used to study 7 nm thick ferroelectric
ultrathin films. The force field for Molecular Dynamics is derived from the first-principles
based Effective Hamiltonian [6] for nanostructures [112]. This approach has been successfully
applied in the past to study the dynamic and the static properties of ferroelectric ultrathin
films [51,65,108,112,130,131] and a detailed description of the Effective Hamiltonian model
was presented in Chapter 2. Here we study PbTiO3 and BaTiO3 ferroelectric ultrathin films.
Such films have been successfully synthesized experimentally [57–59,63,66,70,132,133]. The
parameters for the Effective Hamiltonian are those of Refs. [134] and Ref. [109] (also see
Appendix A).
We study two different types of boundary conditions which most commonly occur in
experiments [60, 70, 133, 135–137]: the PbTiO3 films are considered to be under -0.65%
compressive strain and the BaTiO3 films are considered to be stress-free. For stress-free
films, all the components of the homogeneous strain tensor η in the Effective Hamiltonian
are fully relaxed. For the films under compressive strain, we freeze the following components
of the homogeneous strain tensor [51]:
η1 = η2 = δ, η6 = 0 (3.1)
47
where δ=-0.65% is the lattice mismatch between the material and the SrTiO3 substrate
which it is grown on.
In order to computationally model the screening of the depolarizing field we use the
approach described in Section 2.3.6. The parameter β demonstrates the percentage of surface
charge and the screening varies from 0% (open circuit boundary conditions) to 100% (short
circuit boundary conditions). In this work we varied β from 10%, which corresponds to high
depolarizing field, up to 99% when the depolarizing field is almost fully suppressed.
In our computational setup, we chose the x and y directions to be along [1,0,0] and
[0,1,0] crystallographic directions while the direction of the film’s growth z is chosen to be
along [0,0,1]. In order to simulate a film of infinite area, we applied the periodic boundary
conditions along the x and y directions.
Ferroelectric ultrathin nanofilms can develop nanodomains which are the nanoscale re-
gions with different polarization direction. The size and periodicity of such nanodomains
strongly depend on the thickness of ferroelectric nanofilms. This dependence is called the
Kittel law and can be applied not only to ferroelectric ultrathin nanofilms but also to fer-
romagnetic and ferroelectric macroscopic structures [138–140]. The Kittel law states that
the domain width is directly proportional to the square root of the sample’s thickness. In
a recent work [141], several features related to the Kittel law for ultrathin ferroelectric nan-
odomains were revealed: for the films which have a thickness above 1.6 nm, the Kittel law
is valid for 180◦ stripe domains; for the films with thickness below 1.2 nm, the Kittel law is
not applicable anymore due to the disappearance of 180◦ domains. Based on the Kittel law,
for PbTiO3 we chose the simulation supercell size to be 48×48×18 unit cells and for BaTiO3
we chose it to be 40×40×18. The choice of the supercell sizes was based on the prerogative
of modeling the films with the lowest possible energy domain pattern configurations.
To obtain equilibrium patterns, we first annealed PbTiO3 films starting from 1500 K
down to 5 K in steps of 5 K and BaTiO3 films starting from 800 K down to 5 K in steps of 5
K. The choice of different starting temperatures for annealing simulations is dictated by the
difference in transition temperature between PbTiO3 and BaTiO3. For every temperature
step, films were first equilibrated by simulating NPT (constant number of particles, pressure
and temperature) ensemble using Molecular Dynamics with Evans-Hoover thermostat and
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barostat mimicked via a PV term in the Effective Hamiltonian, where P is the pressure and
V is the volume of the supercell [119,142]. For each temperature, we used 40,000 Molecular
Dynamics steps with every step being 1 fs.
PbTiO3
P
BaTiO3
P
Figure 3.1: The ground state configurations of the domain patterns for PbTiO3 and BaTiO3
films. Different colors indicate different directions of polarization inside domains.
We obtained the following results from our annealing simulations. When the partial sur-
face charge compensation parameter is very high which corresponds to the depolarizing field
being highly suppressed, the films are in the monodomain state with nearly homogeneous
dipole patterns. Similar dipole patterns are observed in bulk samples. To be more specific,
for PbTiO3 films in the ground state, we observed tetragonal phase with polarization point-
ing along the growth direction; while for BaTiO3 films in the ground state, we observed films
to be in the rhombohedral phase with polarization pointing along 〈111〉 direction. When the
partial surface charge compensation is relatively poor, which corresponds to the presence of
a high residual depolarizing field, the films develop a nanodomain structure with polariza-
tion alternating in opposite directions. Examples of the ground state domain patterns are
presented in Figure 3.1. For PbTiO3 films, we observed 180
◦ domain structure, while for
BaTiO3 we observed 43
◦ domains. The deviation from the ideal 71◦ domain configuration for
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BaTiO3 films is due to the domain closure as well as a reduction of the out-of-plane polariza-
tion component. The thickness of nanodomains is found to be 1.7 nm for BaTiO3 films and
3.1 nm for PbTiO3 films. This data is in agreement with numerous experimental and theo-
retical works [51, 57, 63, 64, 66, 143–146]. We have also observed that, for PbTiO3 films, the
nanostripes alternate along the [1,0,0] direction while for BaTiO3 they alternate along [1,1,0]
direction which also is in agreement with previous works [51,57,63,64,104,131,143–146]. It
is also notable that, for films with nanostripes, the out-of-plane polarization is eliminated.
Our findings are in agreement with previous reports that nanostructures can be either in a
monodomain [57,58,60,133] or polydomain [56,63,64,66,67,70] state depending on how well
the depolarizing field is screened.
The equilibrated films are next subjected to an external ac electric field which is applied
along the [0,0,1] direction, the film’s direction of growth. The electric field amplitude varied
for different simulated samples: for BaTiO3 the amplitude of the electric field was in the range
of 0.1 to 1 MV/cm while for PbTiO3 the range is 1 to 10 MV/cm. The field magnitudes
are comparable to those previously applied to the ultrathin film samples experimentally
[56, 67, 144]. Also we should note that the magnitudes of the applied fields are at the high
end due to the defect-free nature of the simulated films. The experiment shows that very
high quality films can withhold an electric field strength higher than 1.5 MV/cm [144]. The
simulated frequency of the electric field is 1 GHz. We run our simulations for 3-6 ns which
corresponds to 3-6 periods of the electric field. The data for polarization, P , as a function
of applied electric field, E, is collected during the last period. For BaTiO3 we run our
simulations at temperature T=60 K while for PbTiO3 the temperature is T=385 K. The
temperature is chosen in order to preserve the nanostripe domain patterns similar to those
shown in Figure 3.1.
3.3 Results and discussions
Some results of our computational experiments are presented in Figure 3.2. We can see
from the figure that for both materials, depending on the amount of partial surface charge
compensation, the films response to the applied electric field is qualitatively different.
50
Figure 3.2: Polarization P as a function of applied electric field E for different amounts of
partial surface charge compensation in PbTiO3 and BaTiO3 films.
First, lets look at the case when the partial surface charge compensation mechanism is
inefficient (β <93% for PbTiO3 and β <96% for BaTiO3). In this case we can see that
P (E) loops resemble the behavior typical for linear dielectrics. The slope of P (E), which
is equal to dielectric susceptibility, is decreasing with decreasing β parameter. The induced
polarization is getting even more suppressed as the depolarizing field increases. The origin
of the dielectric-like behavior can be traced to the films polydomain state at equilibrium. As
already mentioned, when the films are in a polydomain state, the out-of-plane component
of the polarization is zero. With the increasing electric field, the nanostripe domains get
wider which leads to the induced polarization. The induced polarization in turn gives rise to
the depolarizing field. This depolarizing field is only partially compensated and is relatively
strong which does not allow the films to transition into the monodomain state.
Second, let us consider the situation when partial charge compensation is very efficient
(β parameter is relatively high). These correspond to β ≥96% for PbTiO3 films and β ≥98%
for BaTiO3 films. For this case, polarization as a function of electric field shows behavior
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typical for ferroelectrics (see Figure 3.2). This behavior is similar to the one observed in bulk
and associated with electric hysteresis, remnant polarization and coercive fields. However, in
bulk the values of remnant polarization and coercive fields are usually higher than in films.
This is attributed to the fact that there is a residual depolarizing field in the simulated film
samples. When the electric field is removed, the films remain in the monodomain state.
However, the most interesting results are found for the intermediate range of partial
surface charge compensation parameter β (93% ≤ β <96% for PbTiO3 and 96% ≤ β <98%
for BaTiO3). For this range of β we can see that P (E) dependences show a double loop
structure which is a signature of antiferroelectric behavior. When the applied electric field is
relatively low, the polarization response to the field is linear and the films are in a nanodomain
state. However, when the electric field is further increased, the nanodomains widen until the
critical value of the electric field is reached and the films transition into the monodomain
state. Now let us look how we can trace the origin of this field induced transition to the role of
partial surface charge compensation in the energy balance. When the partial surface charge
compensation parameter β is low, the most energetically favorable state for the system is
the nanodomain state because the depolarizing field is suppressed in this state even in the
absence of a compensating charge. When the β parameter is high, the monodomain state is
energetically more favorable since the depolarizing field is screened. When the β parameter
range is intermediate, there is a competition between the monodomain and polydomain
states. This means that the energies for the polydomain state and monodomain state are so
close in their values that the transition between these two states can be induced by applying
an external electric field. Interestingly, the transition from ferroelectric to antiferroelectric
behavior is the opposite to what was observed for antiferroelectric nanostructures. It was
shown that some antiferroelectric bulk can exhibit ferroelectric behavior at the nanoscale
[147]. The double hysteresis loops which we observed in our computational experiment were
reported experimentally for ferroelectrics with defects [148] and ferroelectric superlatticies
[149]. Also, there was a report for BaTiO3 thin films which predicted the dramatic change
in response to the applied electric field as the films are scaled down [104]. This can serve as
an alternative way for tailoring ferroelectric ultrathin films properties.
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3.4 Potential for energy storage application
There exists a number of potentially useful applications of the antiferroelectric behavior of
the nanoscale ferroelectric films. One of them is electrocaloric cooling, which is described in
detail in Chapter 1. The competition between monodomain and polydomain states result in
a large system frustration which then results in a high change in entropy. This is one of the
main conditions for a material to be a viable electrocaloric material.
Another potentially viable application is for energy storage. There are two main re-
quirements for energy storage applications. First, we want the energy density W to be
substantially high, where W is defined as:
W =
∫
EdP (3.2)
where E is the electric field and P is the polarization. Second, we want the energy efficiency
per cycle η to be high as well:
η =
2Wr
(2Wr +Wloss)
(3.3)
where Wr is the recoverable portion of the energy density and Wloss is the irrecoverable
portion. The inset to Figure 3.3 shows the schematic digram of a P (E) loop, where the
blue region represents the loss portion of the energy density and the pink region represents
the recoverable portion of the energy density. We can see that for P (E) dependences with
double loop structure, the loss portion of the energy yields relatively small values while
the recoverable portion is large. Such an energy storage application has been explored
experimentally for antiferroelectric films and relaxor ferroelectrics [144,150].
Here, we study energy storage properties of partially compensated PbTiO3 and BaTiO3
ultrathin films. We calculated the recoverable Wr and irrecoverable Wloss portions of the
energy density for both BaTiO3 and PbTiO3 films and for different amounts of partial surface
charge compensation from the P (E) graphs. The results are shown in Figure 3.3. It can
be seen that the recoverable portion of the energy density is maximized in the region of β
parameter where the ferroelectric films show antiferroelectric behavior. We can also see that
53
the energy storage efficiency η is relatively high for the same range of β parameter which is
also desirable for energy storage applications.
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Figure 3.3: Recoverable portion of the energy density (left y-axis) and the efficiency per
cycle (right y-axis) as a function of the partial charge compensation parameter β in PbTiO3
and BaTiO3 films. The inset indicates the recoverable and loss portions of the energy.
In summary, we showed that, depending on the amount of partial surface charge compen-
sation, the ferroelectric ultrathin films show the transition from dielectric to ferroelectric to
antiferroelectric behavior under the application of an external electric field. We can con-
clude that this effect is robust because it occurs in films made of different ferroelectrics as
well as under different mechanical boundary conditions. In the antiferroelectric regime, the
simulated films exhibit drastic enhancement of energy storage densities which is a promising
feature for potential applications.
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Chapter 4
The effect of partial surface charge
compensation on the electrocaloric
properties of PbTiO3 thin films
4.1 Introduction and project goals
Ferroelectric (or generally polar) ultrathin films are particularly attractive for practical de-
vices as they allow application of much larger electric fields [76, 77] compared to bulk ma-
terial. However, when polar materials are scaled down it gives rise to a depolarizing field
which is known to dramatically affect the electric properties and the domain patterns in
ferroelectric ultrathin films [50,64,65]. Surprisingly, even though the depolarizing field plays
a principal role in the properties of ferroelectric ultrathin films, its effect on the films elec-
trocaloric response remains largely unknown. A phenomenological approach in combination
with Maxwell relations was used to study strained single domain BaTiO3 films and the
depolarizing field was shown to play a detrimental role in the electrocaloric properties of
such films [151]. In Ref. [152], Ginzburg-Landau-Devonshire thermodynamic model in com-
bination with Maxwell relations were used to investigate the effect of nanodomains on the
electrocaloric properties. It was shown that, depending on the residual stress in the sample,
the domain-wall motion can either enhance or reduce the electrocaloric effect. In Ref. [153],
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a phase-field approach was used to predict a large enhancement of the electrocaloric effect
by means of domain engineering.
By looking at the recent studies, one might wonder how beneficial the downsizing of fer-
roelectric electrocalorics can really be. Will the depolarizing field destroy the electrocaloric
properties of ferroelectric films gained by the application of much larger electric fields com-
pared to bulk or could we actually take advantage of the depolarizing field by training
nanodomains to enhance the electrocaloric effect as proposed in Refs. [152, 153]? The lat-
ter possibility is particularly appealing but also controversial. Indeed, we know that the
domain-wall motion is irreversible and therefore its contribution to the electrocaloric effect
is expected to be detrimental. Do the recent findings mean that the nanodomain dynamics is
fundamentally different from the dynamics of larger domains [108] and could contribute con-
structively to the electrocaloric effect? Or could it be that the use of the indirect approach
based on Maxwell relations to study ferroelectric nanostructures should be revisited?
The goals for this project are:
• to investigate how the electrocaloric effect is affected by the residual depolarizing field
in ultrathin ferroelectric films;
• to find out how the formation of nanodomains in ferroelectric ultrathin films affects
the electrocaloric properties of these films;
• to revisit the limitations of the indirect approach, which is based on Maxwell relations,
to study the electrocaloric effect in nanoscale ferroelectrics;
• to find answers to the questions proposed above.
For this project we use the direct first-principles-based atomistic approach which was de-
scribed in Section 2.3.
4.2 Computational details
In these computational experiments we simulate 4.8-nm thick PbTiO3 films which are grown
on SrTiO3 substrate. The direction of growth was chosen to be along the [0,0,1] pseudocubic
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direction. Our simulation setup closely resembles the experimentally synthesized PbTiO3
films [63,154,155]. Ferroelectric ultrathin films are known to develop nanodomains which are
the nanoscale regions of up and down polarization (see Section 1.5). The size and periodicity
of such domains are strongly dependent on the thickness of the ferroelectric films. This
dependence is well described by the Kittel law. The Kittel law states that the domain width
is directly proportional to the square root of the sample’s thickness. Based on the Kittel law,
we chose the simulation supercell size to be 12×12×12 which accommodates the equilibrium
domain pattern. The supercell is periodic along the in-plane directions [1,0,0] and [0,1,0]. The
energy of the supercell is given by the Effective Hamiltonian [6] for PbTiO3 which correctly
reproduces a number of PbTiO3 thermodynamical and structural properties [134]. These
properties include the phase transition temperatures, TC , dipole pattern, tetragonality and
so on. The parameters for the Effective Hamiltonian were obtained from the first-principles
calculations [134] (see Appendix A).
For stress-free films, the components of the homogeneous strain tensor η in the Effective
Hamiltonian are fully relaxed. In order to simulate films grown on SrTiO3 substrate, we set
the components of the homogeneous strain tensor η equal to the following:
η1 = η2 = δ, η6 = 0 (4.1)
where δ=-0.65% corresponds to the lattice mismatch between PbTiO3 film and SrTiO3 sub-
strate. The partial surface charge compensation due to the extrinsic or intrinsic free carriers
is modeled as described in Section 2.3.6. This computational technique correctly reproduces
the electric response of partially compensated films along with the correct domain pattern
configuration [109, 149]. As was already mentioned, the amount of charge compensation is
described by the parameter β where β=100% corresponds to the fully compensated depo-
larizing field while β=0% corresponds to the uncompensated depolarizing field.
The films were first annealed from 1200 K to 5 K in steps of 5 K using the canonical Monte
Carlo simulations. For each temperature 40,000 Monte Carlo sweeps were used. The direct
atomistic approach from Ref. [124, 125] was utilized for equilibrated films in the framework
of the adiabatic Monte Carlo simulations to model the electrocaloric effect (see Section 2.6).
The field direction was chosen along the film growth direction and the field was applied and
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removed slowly in steps of 50 V/m per one Monte Carlo sweep to ensure reversibility. The
electrocaloric change in temperature ∆T was computed as a function of the applied electric
field E.
4.3 Results and discussions
First, we examine the data for the equilibrated films from the annealing simulations. We
found that when the films are well-compensated, which corresponds in our case to β >94%,
they are in a single-domain state with the polarization vector pointing along the growth
direction. On the other hand, when the films are poorly compensated, which corresponds
to β <94%, they are found to be in the nanodomain state which is in agreement with the
previous experimental [63, 64] and computational [51] studies. In Figure 4.1 we show how
transition temperature depends on the amount of partial surface charge compensation. For
poorly compensated films (β <94%), the transition temperature value TC is lower than the
TC value in bulk and decreases with decreasing β. An example of a nanodomain pattern is
shown in the inset of Figure 4.1. The width of the domains is consistent with the experimental
measurements in the Fα phase [64]. It can also be seen from Figure 4.1 that for well-
compensated films the transition temperature exceeds the bulk value which is the result of
the stabilizing role of the epitaxial compressive strain. However, the most interesting results
are found for the value of β=94%. For this critical value of partial charge compensation, the
monodomain and nanodomain states compete with each other. In the temperature range
from 275 to 580 K, the nanodomain state has a slightly lower free energy while for other
temperatures below the Curie point the monodomain state is energetically more favorable.
Next, we look at how partial charge compensation affects the electrocaloric properties
of ultrathin ferroelectric films. In the upper panel of Figure 4.2 we plot the electrocaloric
change in temperature as a function of the applied electric field for three representative
temperatures T0 and for a range of partial charge compensation parameter β. To aid our
understanding of the electrocaloric data, we plot the corresponding hysteresis loops on the
lower panel. The hysteresis loops were simulated using the approach described in the Section
2.3. We also add the data for bulk PbTiO3 for comparison.
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First, lets examine the data for the initial temperature of T0=600 K. From the Fig-
ures 4.2(c) and (f) we see that the poorly compensated films are in the paraelectric phase
while the well-compensated films are in the ferroelectric phase. The electrocaloric change in
temperature depends strongly on the amount of partial surface charge compensation, how-
ever the electrocaloric effect is overall suppressed compared to the electrocaloric effect in
bulk. Also, the electrocaloric effect is significantly non-linear due to the complex interplay
between the direct influence of the depolarizing field and its indirect contribution through
the change in the transition temperature.
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Figure 4.1: Transition temperature TC as a function of the charge compensation parameter β.
Solid circles on the graph indicate that the films undergo transition to a monodomain state
while open circles indicate a situation when the films undergo transition to the nanodomain
state. The point with the half-open half-filled circle indicates a situation when monodomain
and nanodomain phases compete with each other. The horizontal line on the graph gives
the value for the computation transition temperature TC where the vertical line provides us
with the border between nanodomain and monodomain states. The inset shows an example
of a nanodomain pattern for the simulated samples.
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Figure 4.2: Figures (a)-(c) show the electrocaloric change in temperature ∆T as a function
of the applied electric field E for the initial temperatures of T0 = 200 K, T0 = 400 K and
T0 = 600 K and different percentage of the charge compensation. Figures (d)-(f) show the
polarization P as a function of the applied electric field E for the initial temperatures of T0
= 200 K, T0 = 400 K and T0 = 600 K and different percentage of the charge compensation.
Black color indicates data for bulk.
Next, we look at the data for the temperature T0=400 K. It can be seen from Figure 4.2(b)
that for poorly compensated films (β <94%, nanodomain state) the electrocaloric effect
is negligible and well-pronounced anomalies in the temperature change can be observed.
These anomalies arise from the domain reconstruction, including the transition between the
nanodomain and monodomain states. We found the fact that the electrocaloric effect is fully
reversible for the nanodomain films to be very peculiar because the domain wall motion is
usually irreversible. The explanation of this effect can be found in Figure 4.2(e) where we
can see that the transition from the nanodomain to the monodomain state, which occurs
with increasing β parameter, is associated with very small hysteretic loses. There are two
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possible factors that this can be attributed to: the unusual dynamics of nanodomains [108]
and the proximity to the transition temperature. In Ref. [108], it was predicted that the
effective mass of the nanodomain walls decreases with the film’s thickness which causes a
transition to a new potentially reversible type of motion. Also, the proximity to the transition
temperature is associated with the decrease of the hysteresis loop area which could lead to
reversibility.
The value β=94% appears to have an electrocaloric response even higher than in bulk,
however for some of the ∆T the electrocaloric effect is irreversible due to the substantial
electric hysteresis which can be see in Figure 4.2(e). We will discuss later why the case of
β=94% is associated with larger electrocaloric effect as compared to bulk.
Next, we look at the electrocaloric effect for the temperature T0=200 K (Figures 4.2(a)
and 4.2(d)). This temperature is significantly below TC . We can see that the electrocaloric
effect is substantially smaller compared to the electrocaloric effect observed for higher tem-
peratures. Also, for poorly compensated films the electrocaloric temperature change is ir-
reversible. This can be traced to the P (E) loops which show large hysteresis for poorly
compensated films. This means that the electrocaloric properties of the poorly compensated
films for temperatures well below TC are almost entirely degraded. However, we found that
for the critical value of β=94% the electrocaloric change in temperature exceeds the bulk
value.
Such a high electrocaloric effect response can be traced to the fact that the competition
between the monodomain and nanodomain states, which occurs for the β=94%, can increase
the entropy of the state and therefore lead to the increase of the electrocaloric effect. Lets look
at the Maxwell relation which is described by the Equation 1.30. If change in polarization
with respect to temperature is large, it results in a large entropy change and therefore large
electrocaloric effect. Figure 4.3 shows how polarization depends on temperature for the
film with β=94%. The data was obtained from a depolarization of an initially polarized
supercell and corresponds to zero electric field. Our computations predict transitions from
monodomain to polydomain phase with nanobubbles [131] at around 230 K and then to a
polydomain state with nanostripe domains at 275 K and after that to a paraelectric phase
at 580 K. We can see that this transition sequence results in an abrupt polarization change
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in the temperature range from 230 K to 275 K. This leads to a large value of derivative(
∂P
∂T
)
E
and a large electrocaloric effect in that temperature region (see Equation 1.40).
Also, Figure 4.3 shows the bulk data for comparison. It can be seen that the change in
polarization in the temperature region from 230 K to 275 K in the bulk is small which leads
to a small entropy change compared to the case of films. This explains the enhancement of
the electrocaloric effect in ultrathin films at the critical partial surface charge compensation
value relative to bulk.
Figure 4.3: Polarization as a function of temperature for films with 94% partial surface
charge compensation and bulk. The vertical lines separate regions with different phases in
the film.
Finally, in order to further comprehend how partial charge compensation affects the
electrocaloric effect, we plot change in temperature ∆T as a function of initial temperature
T0 (see Figure 4.4). The data corresponds to the electric field of E=500 kV/cm, which is
well below the breakdown field for PbTiO3 ultrathin films. The data suggests that:
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• when the films are in the monodomain state or above the Curie temperature, the
depolarizing field significantly reduces the electrocaloric effect, which is in agreement
with the phenomenological results of Ref. [151];
• when the films are in the nanodomain state, they either loose their electrocaloric prop-
erties entirely to the irreversible domain wall motion or the electrocaloric effect is
minute;
• when the films are in the monodomain state, for the critical value of β=94%, the
electrocaloric effect is enhanced and even exceeds the bulk value due to the competition
between different phases.
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Figure 4.4: The electrocaloric change in temperature ∆T as a function of the initial temper-
ature T0 for the electric field value of 500 kV/cm. Solid symbols correspond to the films in
monodomain state while open symbols correspond to the films in nanodomain state. Only
reversible changes in temperature are reported.
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The findings suggest that using the indirect approach to study the electrocaloric effect in
ferroelectric ultrathin nanostructures can be erroneous due to the irreversible domain wall
motion. The direct approach [124, 156, 157] appears to be more suitable for studying the
electrocaloric effect for ultrathin films.
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Chapter 5
Scaling behavior of the electrocaloric
temperature change in
antiferroelectrics and ferroelectrics
5.1 Introduction and project goals
Recently it was proposed [158–160] that there exist scaling laws for magnetic entropy change,
∆SM , associated with magnetocaloric materials that undergo a second-order phase transi-
tion. Utilizing a mean-field approach, the relationship between the change in magnetic
entropy ∆SM , determined from the Maxwell relations, and the temperature, T , was shown
to follow a universal behavior [158–161]. This is accomplished by normalizing and rescaling
of the ∆SM versus T curves and rescaling the temperature axis by an arbitrary reference
temperature. The scaling behavior of these curves has been shown to help determine the
character of a phase transition and extrapolate data in the vicinity of the transition where
experimental data can be difficult to collect [161]. Universal curves can also be used to de-
termine the existence of minority phases [162]. The simplicity of determining the scalability
of the curves and their potential applicability to analyzing magnetocaloric materials suggests
the question if a similar analysis can be applied to other caloric effects as well.
In contrast with magnetocaloric materials, ferroelectric and antiferroelectric materials
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usually undergo first order or first-order-like phase transition which seems to exclude the
opportunity to observe the scalability of the curves. To our knowledge, there were no reports
on scaling behavior of entropy or temperature change for ferroelectric or antiferroelectric
materials. In this chapter, by using the macroscopic thermodynamics and first-principles-
based direct computations, we aim to:
• study the electrocaloric effect in ferroelectrics PbTiO3, BaTiO3 and KNbO3 and anti-
ferroelectric PbZrO3 for a variety of temperature and applied electric field ranges;
• predict the existence of the scaling curves for the electrocaloric temperature change in
ferroelectric and antiferroelectric materials subjected to weak electric fields;
• explain the origin of our findings;
• compare the computational predictions with experimental data from the literature.
5.2 Thermodynamics of scaling behavior for the elec-
trocaloric effect in antiferroelectrics
We start with the theoretical prediction of the scaling behavior for the electrocaloric effect
in antiferroelectrics. As was already shown in Section 1.8, the electrocaloric effect can be
described by Maxwell relation:
(
dT
dE
)
S
= − T
CE
(
dD
dT
)
E
(5.1)
where D is the electric displacement, T is the temperature, E is the electric field and CE is
the heat capacity at the constant E. If the electric field is not very large, the polarization
in antiferroelectrics can be written as:
P = ε0εE (5.2)
where ε is the dielectric constant. Using Equation 5.2, we can now rewrite the Maxwell
relation in the following way:
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(
dT
dE
)
S
= −Tε0
CE
(
dε
dT
)
E
E (5.3)
We can see from this equation that for a linear dielectric the electrocaloric change in tem-
perature is proportional to the temperature derivative of the dielectric constant
(
dε
dT
)
E
.
It is known that in antiferroelectrics the derivative
(
dε
dT
)
E
changes sign at the transition
temperature [163]. Equation 5.3 predicts the change in the sign of electrocaloric effect at
the Curie point that was recently observed experimentally [7, 8].
Next, we take into account that the electrocaloric change in temperature ∆T is typically
small compared to the initial temperature T0. It allows us to approximate Equation 5.3 even
further:
(
dT
dE
)
S
≈ −T0ε0
CE
(
dε
dT0
)
E (5.4)
Integrating Equation 5.4 while assuming that the heat capacity is independent of the electric
field [8, 76], we get the following:
∆T ≈ −T0ε0
2C
(
dε
dT0
)
(E2final − E2initial) (5.5)
where Einitial is the initial electric field and Efinal is the final electric field. We can see that
the electrocaloric change in temperature is proportional to the square of the electric field.
Equation 5.5 suggests that it is possible to collapse the electrocaloric ∆T (T ) dependences
onto a single curve. First, we choose a control curve as:
∆Tcont = −T0ε0
2C
(
dε
dT0
)
E=0
E2cont (5.6)
Note that here we assume that Einitial = 0. Using this control curve we can now collapse the
rest of the electrocaloric effect curves onto the control curve using the following rescaling:
(
Econt
E
)2
∆T → ∆T (5.7)
where the formulas above are only valid when the temperature change is much smaller than
the initial temperature
∆T
T0
 1 and the heat capacity does not vary much in the applied
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electric field range. Our findings in this chapter suggest that for antiferroelectrics ∆T (E),
curves can be collapsed onto a single curve as long as they comply with the conditions listed
above.
The scaling procedure proposed here for antiferroelectrics and linear dielectrics is not
applicable to ferroelectrics because in ferroelectrics spontaneous polarization, Ps, contributes
to Equation 5.2 as follows:
P = Ps + ε0εE (5.8)
5.3 Insight into the scaling laws from first-principles-
based direct simulations
After we proved the theoretical possibility of scaling the electrocaloric change in temperature
∆T (E) curves in antiferroelectrics using macroscopic thermodynamics, we verify our predic-
tions using the first-principles-based direct simulations of the electrocaloric effect [124,125].
Even though we were not able to find a theoretical model of scaling the electrocaloric temper-
ature change in ferroelectrics, we will look into the possibility of scaling the computational
data. The advantage of using the direct simulations is that they do not rely on macroscopic
thermodynamics and therefore on Maxwell relations. This will allow us to get an indepen-
dent insight into the possibility of collapsing the electrocaloric temperature change curves
into a single curve and to confirm our theoretical predictions for antiferroelectrics.
We utilize the adiabatic Monte Carlo simulation technique (see Section 2.6.2) to directly
compute the change in temperature, ∆T , under the application of different electric fields for
three ferroelectric materials, PbTiO3, BaTiO3 and KNbO3, and antiferroelectric, PbZrO3.
Prior to the electrocaloric effect calculations, all samples were annealed using the canonical
Monte Carlo simulations. The annealing details are presented in Table 5.1. We ran 40,000
Monte Carlo sweeps for every temperature simulation. All the materials are simulated as
bulk using a 16x16x16 supercell with the periodic boundary conditions applied in all three
Cartesian directions. The total energy of the supercell is given by the Effective Hamiltonian
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for antiferroelectrics [118] and ferroelectrics [6] (see Sections 2.3 and 2.4). The parameters
for the Effective Hamiltonian are derived from the first-principles calculations and are given
in Refs. [118, 134] (see Appendix A). The Effective Hamiltonian method was shown to be
successful in the past to correctly reproduce a number of thermodynamical and electrical
properties including antiferroelectric and ferroelectric phase transition, dipole pattern which
is associated with this phase transition, materials behavior under pressure and electric hys-
teresis loops [51,65,118].
Table 5.1: Simulated annealing protocol for ferroelectrics and antiferroelectrics.
Name Type Starting
temperature
(K)
Final
temperature
(K)
Annealing step
(K)
PbZrO3 antiferroelectric 1200 K 5 K 5 K
PbTiO3 ferroelectric 1500 K 5 K 5 K
BaTiO3 ferroelectric 800 K 5 K 5 K
KNbO3 ferroelectric 1300 K 5 K 5 K
Equilibrated structures were used in the adiabatic Monte Carlo simulations of the elec-
trocaloric effect [124, 125]. For PbZrO3 three different directions of the electric field were
considered: [1,0,0], [1,1,0] and [1,1,1]. We slowly applied and then removed the electric field
at a rate of 150 V/m per one Monte Carlo sweep to ensure reversibility. No significant
difference in ∆T was found for the different orientations of the electric field. For ferro-
electrics, the electric field was directed along the growth direction and was slowly applied
and then removed at a rate of 50 V/m per one Monte Carlo sweep to ensure reversibility.
The electrocaloric temperature ∆T was computed as a function of the applied electric field.
In contrast with the work done on the magnetocaloric effect [158–160], the data collected
here is ∆T versus T instead of the change in entropy, ∆S, versus T . This, however, is not
expected to affect the scaling behavior since ∆T can be directly extracted from ∆S.
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5.4 Results and discussions
5.4.1 Analysis of the computational data for the antiferroelectric
PbZrO3
First, we analyze the data for the antiferroelectric PbZrO3 which we obtained from the direct
simulations. Figure 5.1(c) shows the data for the polarization as a function of temperature,
P (T ), for different values of the applied electric field. It can be seen that the transition from
the antiferroelectric to the ferroelectric phase occurs around E=1750 kV/cm. Qualitatively
our results are in agreement with the experiments referenced in [7, 8]. However, the value
for the Curie temperature, which from our computations is equal to 946 K, and the value
for the electric field at which antiferroelectric to ferroelectric phase transition occurs are
overestimated in our computations. This can be explained by the fact that we simulated
undoped defect-free samples. Doping and defects are known to lower the values for coercive
fields in PbZrO3 [164,165].
Let us now focus on the electrocaloric effect in the antiferroelectric phase. This means
that we only consider the fields below the 1750 kV/cm transition value. Figures 5.1(a)
and 5.1(b) show the data for the electrocaloric temperature change ∆T as a function of
the applied electric field for the initial temperature values of T=690 K and T=1050 K. It
can be seen that below the Curie point value, the electrocaloric change in temperature is
negative while above the Curie point, the ∆T is positive. These results are in agreement
with experimental measurements from Ref. [7] and Ref. [8]. The data in Figure 5.1(a) and
(b) can be fit well with quadratic dependence ∆T = αE2. This result agrees with the
predictions from the thermodynamical model (see Equation 5.6) as well as the experimental
results [8]. It should be noted that the entire range of temperatures and electric fields
data for PbZrO3, where it remains in antiferroelectric phase, show quadratic dependence.
Figure 5.1(d) shows the computational data for the electrocaloric temperature change ∆T
as a function of the initial temperature T for several values of the applied electric field along
with the prediction from the quadratic fit of the ∆T (E) data. It can be seen from the graph
that for the temperatures below the Curie point the electrocaloric change in temperature
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∆T is negative while for the temperatures above the Curie point ∆T is positive. These
results are in agreement with the experimental data from Ref. [8]. We should note that
while the experimental data is continuous at the transition temperature, the computational
data has a discontinuity near the Curie point. This discontinuity can be attributed to the
characteristics of the first-order phase transition in bulk PbZrO3.
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Figure 5.1: Electrocaloric change in temperature ∆T as a function of the applied electric field
E for initial temperature a) T = 690 K and b) T = 1050 K. The square symbols correspond
to the computational data from the direct simulations and the solid lines represent fitting
of the data with the function ∆T = αE2. c) Polarization as a function of temperature for
different values of the applied electric field. d) The electrocaloric change in temperature ∆T
as a function of the initial temperature T0 for different values of the applied electric field.
Circles correspond to the computational data while the solid lines show the predictions from
the quadratic fit to ∆T vs E data.
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Figure 5.2: (a) Scaled curves for ∆T (T ) with the control curve at Econt = 1400 kV/cm and
applied transformation
(
Econt
E
)2
∆T → ∆T . The circle symbols represent the computational
data and the solid line corresponds to the quadratic fit of ∆T (E) data. (b) Electrocaloric
change in temperature ∆T as a function of the initial temperature T0 for PbZrO3 which is
taken from the experimental data of Ref. [7] (filled symbols). Open symbols indicate the data
for La-doped Pb(ZrTi)O3 thin films from Ref. [8]. Lines indicate the prediction from the
scaling model with the control curve Econt=60 kV/cm. The dashed lines give the prediction
of the scaling model where the experimental data is not available.
Next, we apply the scaling transformation of Equation 5.6 to the ∆T (T ) curves presented
in Figure 5.1(d). We chose the control curve to correspond to Econt=1400 kV/cm. The choice
of the control curve was determined by the fact that PbZrO3 is in the antiferroelectric phase
below this field and we can fit all the data for ∆T (E) with a quadratic fit. After we chose a
control curve, we rescale the rest of our data for the lower fields as
(
Econt
E
)2
∆T → ∆T . The
scaled data are shown in Figure 5.2(a). It can be seen that the resultant curves all collapse
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onto a control set. This result confirms the prediction from the macroscopic thermodynamics
that there is a scaling law for the electrocaloric temperature change in antiferroelectrics
subjected to the low electric field. We should mention that based on our computations the
scaling behavior is expected to occur for any defect-free PbZrO3 for the electric field values
below the critical field associated with the antiferroelectric-ferroelectric phase transition.
As was already mentioned, scaling laws can provide us with a number of advantages. One
such example is the emergent possibility of predicting the electrocaloric change in tempera-
ture for the electric fields and temperatures for which the data are not available or for the
ranges of fields and temperatures that may be difficult to achieve in experiments, particularly
when materials fabrication has not been optimized. Next, we are turning to experimental
results from Ref. [7] to demonstrate how the proposed scaling procedure can be utilized. Fig-
ure 5.2(b) displays the experimental data for ∆T (T ) for several values of the electric field.
We choose the control curve to be the one which corresponds to the electric field Econt=60
kV/cm. This value was chosen because it contains the largest number of experimental points.
Then we applied our scaling procedure
(
Econt
E
)2
∆T → ∆T in order to predict the ∆T (T )
dependence for the following fields: 20, 40, 80, 100 and 150 kV/cm. The prediction from
the scaling procedure is shown in Figure 5.2(b) by lines (solid lines correspond to the region
where experimental data is available while the dashed lines correspond to the region where
no experimental data is available). Note that the curves are cut off where the fields may be
high enough to induce a transition into a ferroelectric phase.
By analyzing the data in Figure 5.2(b) we can see that the fit of the data below the control
curve is in good agreement with the experiment. However, when the electric field is above
the control value, some deviation between the experimental data and the prediction of the
scaling model occurs. This is to be expected since the scaling model is the most accurate for
the electric fields low enough to maintain the antiferroelectric phase of the material and the
constant heat capacity. We also note that the scaling model allows us to significantly extend
the reach of the experimental measurements which is shown by dashed lines on Figure 5.2(b).
We compare the prediction of the extended region of the scaling model with the experimental
data for the La-doped Pb(ZrTi)O3 thin films [8]. This data was obtained using the indirect
approach and is indicated by open symbols in Figure 5.2(b)).
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5.4.2 Analysis of the computational data for ferroelectrics
Next, we focus on the scaling of the electrocaloric data from the direct Monte Carlo simula-
tions for ferroelectric materials. Figure 5.3 reports the electrocaloric change in temperature
∆T as a function of the initial temperature T0 for PbTiO3, BaTiO3 and KNbO3. It is impor-
tant to note that while PbTiO3 undergoes only a single ferroelectric phase transition, BaTiO3
and KNbO3 undergo three ferroelectric phase transitions. To collapse the ∆T vs T curves
shown in Figure 5.3 we apply the technique similar to the one proposed in Ref. [161]. Namely,
we select four reference temperatures such that Tr1 > TC , TTO < Tr2 < TC , TOR < Tr3 < TTO
and Tr4 < TOR where TC is the transition temperature of the paraelectric to tetragonal
phase transition, TTO is the transition temperature of the tetragonal to orthorhombic phase
transition and TOR is the transition temperature of the orthorhombic to rhombohedral phase
transition. The only requirement that we place on these four reference temperatures is that
∆T (Tr1)/∆TpeakC = ∆T (Tr2)/∆TpeakC = ∆T (Tr3)/∆TpeakTO = ∆T (Tr4)/∆TpeakOR = h for
an arbitrary choice of h and where ∆TpeakC , ∆TpeakTO and ∆TpeakOR correspond to the peak
in the electrocaloric temperature change ∆T for the three corresponding phase transitions.
In this work we use h=e, where e≈2.7 for all materials studied. This particular choice of
the h parameter is motivated by the fact that all four regions can be fit relatively well with
the exponential function. It is highly unlikely that data points lying directly at the values
of h∆Tpeak are available so a simple linear interpolation was used to estimate the value of
∆T at the reference temperatures.
Once the values of Tr1 , Tr2 , Tr3 and Tr4 have been determined the temperature axis is
rescaled to a new variable θ using the expression
θ =

(T − TC)/(Tr2 − TC), TTO < T ≤ TC
(T − TC)/(Tr1 − TC), T > TC
(T − TTO)/(Tr3 − TTO), TOR < T ≤ TTO
(T − TOR)/(Tr4 − TOR), T ≤ TOR
(5.9)
Following the technique of Ref. [161] we designate TC , TTO and TOR as points with maximum
temperature change which corresponds to one of three regions (paraelectric+tetragonal, or-
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thorhombic or rombohedral). These regions are shown on Figure 5.3. By rescaling two sides
(regions I and II) and one side for region III and region IV of the peak temperature change
separately and normalizing the ∆T axis to the peak value, the result of the Equation 5.9
is that ∆T/∆Tpeak = h when θ = ±1 (for region I and II) and θ = +1 (regions III and
IV) [161].
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Figure 5.3: The electrocaloric temperature change ∆T as a function of the initial temperature
T0 for select values of the electric field for three ferroelectric materials PbTiO3, BaTiO3
and KNbO3. Region I corresponds to the paraelectric phase, region II corresponds to the
ferroelectric tetragonal phase, region III corresponds to the ferroelectric orthorhombic phase
and region IV corresponds to the ferroelectric rombohedral phase.
The scaled curves for PbTiO3, BaTiO3 and KNbO3 are shown on Figure 5.4. Surprisingly,
we found the scaling behavior for ferroelectrics. The maximum field of the rescaled curves is
450 kV/cm and seems to lie within the technologically viable range. We also found that the
data for the electric fields higher than 450 kV/cm does not show the scaling behavior. The
data for PbTiO3 at 1000 kV/cm is added to Figure 5.4(a) to show the discrepancy between
the scaled curves and the curve for the higher electric field.
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Figure 5.4: Upper panels (a)-(c) correspond to the scaled curves for the three ferroelectric
materials PbTiO3, BaTiO3 and KNbO3 for the paraelectric+tetragonal phase; lower panels
(d) and (f) correspond to the scaled curves for the orthorhombic phase for BaTiO3 and
KNbO3; lower panels (e) and inset of (f) correspond to the scaled curves for the rombohedral
phase for BaTiO3 and KNbO3.
To confirm the proposed model of the scaling behavior for ferroelectrics, we use the
experimental data for ∆T vs T curves from the direct [10] and indirect [9] measurements.
Then the scaling procedure above is similarly applied to the experimental data. The results
are shown on Figure 5.5. The left panel shows the scaled graph for the indirect experimental
data from Ref. [9] and the right panel shows the scaled curve for the paraelectric phase of
the direct experimental data of Ref. [10]. Both graphs show collapse of the experimental
data onto one scaled curve.
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Figure 5.5: Scaled curves for experimental data of Ref. [9] (left graph) and Ref. [10] (right
graph)
In summary, using macroscopic thermodynamics, the scaling law for low-field electrocaloric
∆T (T ) in antiferroelectrics was proposed. The existence of such a law was computationally
demonstrated in antiferroelectric PbZrO3 from first-principles-based simulations. Also, the
ability to scale ∆T (T ) in ferroelectrics was demonstrated from first-principles-based simula-
tions for PbTiO3, BaTiO3 and KNbO3. Application of the scaling model to the experimental
data from the literature provided further evidence for the existence of the scaling law for the
low-field electrocaloric ∆T (T ) for antiferroelectrics and ferroelectrics. Potential applications
of the scaling law include extrapolation to the temperatures and fields for which the data is
not available, screening of novel materials performance, and the detection of minority phases.
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Chapter 6
Ferroelectric-antiferroelectric phase
competition in antiferroelectric films
with partial surface charge
compensation
6.1 Introduction and project goals
Properties of antiferroelectric materials have the propensity to lend themselves to a plethora
of technological applications and advancements. Antiferroelectrics are antipolar counterparts
of ferroelectric materials and do not exhibit spontaneous polarization [22]. A first-order phase
transition from an antiferroelectric to a ferroelectric phase occurs under the application of
an external electric field. A signature of antiferroelectric materials is a double-loop structure
of P (E) dependencies as was shown in Figure 3.2. A unique behavior of antiferroelectric
P (E) loops suggests that antiferroelectric materials can be successfully used for energy stor-
age. Another promising application is electrocaloric cooling [12]. The electric field induced
transition from the antiferroelectric to the ferroelectric state can result in a large entropy
change which is a desirable feature for good electrocalorics. Antiferroelectrics can also be
used in high strain actuators and temperature and pressure transducers [165–168].
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It was shown recently that there might be an alternative way to induce the antiferroelectric-
ferroelectric phase transition: the scaling down the film’s lateral size [113, 147, 169–171]. It
was shown experimentally in Refs. [113, 113, 147, 169–171] that upon scaling down of anti-
ferroelectric ultrathin film it develops a ferroelectric phase below a certain critical thickness.
Several explanations were proposed to understand this phenomena [113,172]. In Ref. [172] it
was proposed that a previously overlooked surface effect can be responsible for the size-driven
onset of the ferroelectric phase in antiferroelectric nanostructures and this effect can stabilize
the ferroelectric phase due to the removal of the energetically costly “head-to-tail” dipoles.
The intrinsic nature of this effect suggests the possibility that the onset of the ferroelectric
phase may occur not only in thin films but also in other nanostructures such as nanodots
and nanowires.
In this work, we aim to expand our understanding of the nanoscale properties of anti-
ferroelectric thin films which, until now, has remained limited in comparison to ferroelectric
materials.
The goals for this project are:
• to investigate the role of the partial surface charge compensation in stabilizing the
ferroelectric phase in antiferroelectric films;
• to find out if antiferroelectric films can exhibit a vortex state similar to ferroelectric
films [173];
• to predict how the films’ thickness affects the equilibrium phases and electrical prop-
erties of such films;
• to show that the transition between antiferroelectric and ferroelectric state for well-
compensated ultrathin PbZrO3 films can be controlled by the epitaxial strain;
• to investigate the electrocaloric effect in the vicinity of the antiferroelectric to ferro-
electric phase transition.
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6.2 Computational details
We start by simulating the PbZrO3 ultrathin films of various thickness which are grown along
the [0,0,1] direction. The films are modeled by a 16×16×N supercell, where N varies from 8 to
20 unit cells of cubic PbZrO3, which corresponds to 3.3-8.3 nm thickness. In order to simulate
a film of an infinite area, the periodic boundary conditions were applied along the [1,0,0] and
[0,1,0] crystallographic directions. The size of the film was chosen in order to accommodate
the antipolar dipole pattern associated with the Σ2 point in the Brillouin zone. The total
energy of the supercell is given by the Effective Hamiltonian of Ref. [118] (see Section 2.4).
The Hamiltonian correctly reproduces multiple electrical and thermodynamical properties of
PbZrO3. In particular, it correctly reproduces the antiferroelectric phase transition and the
dipole pattern associated with it, the PbZrO3 behavior under pressure and electric hysteresis
loops. The surface charge compensation is modeled using the approach proposed in Ref. [112]
(see Section 2.3.6). The parameter β is used to control the amount of charge compensation.
The low β corresponds to the poorly compensated surface charge (high depolarizing field)
and the high β corresponds to the good surface charge compensation (low depolarizing field).
In particular, the β = 0% corresponds to the ideal open circuit boundary conditions while
β = 100% corresponds to the ideal short circuit boundary conditions.
The energy given by the Effective Hamiltonian is used in canonical Monte Carlo simula-
tions to simulate annealing. In such simulations, we start at a temperature of 1200 K and
slowly anneal the film down to 5 K in steps of 5 K. For every temperature 40,000 Monte Carlo
sweeps are used. The equilibrated structures are used to investigate the finite temperature
properties of PbZrO3 films. In order to simulate the electric field measurements at very low
frequencies, the following simulation protocol was proposed: a dc electric field was slowly
applied in the film’s growth direction, then removed and reapplied in the opposite direction.
The data for polarization as a function of the electric field, P (E), was collected for different
temperatures and amounts of surface charge compensation. The electric field was applied
perpendicular to the film’s plane (see Figure 6.1 for a schematic view).
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Figure 6.1: The schematic setup for the electric field application in PbZrO3 films.
6.3 Results and discussion
Figure 6.2(a) shows that for the samples with the largest d PbZrO3 films exhibit the double
hysteresis loops which is a signature of antiferroelectric behavior while for the films with the
smallest d the hysteresis loops are those that are typical for ferroelectrics.
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Figure 6.2: Panel (a) shows the hysteresis loops for PbZrO3 films for the biggest and the
smallest value of the sample thickness d simulated in this work. Panel (b) shows the dipole
pattern for PbZrO3 films for the largest value of the sample thickness d. Panel (c) shows
the dipole pattern for PbZrO3 films for the smallest value of the sample thickness d.
Next, lets take a look at the low temperature dipole patterns for the simulated films.
Figure 6.2(b) corresponds to the films with the largest value of thickness d, while Figure 6.2(c)
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corresponds to the films with the smallest value of thickness d. It can be seen that the dipole
pattern for the smallest d corresponds to the tetragonal ferroelectric monodomain state with
polarization pointing along the growth directions. Similar dipole patterns were observed in
other ferroelectric nanostructures [174]. As for the domain patterns for the films with the
largest d, they reveal the antiferroelectric phase which is associated with the Σ2 point in the
Brillouin zone and closely resemble the bulk PbZrO3 dipole pattern.
Our computational findings suggest that for the well-compensated PbZrO3 films below
a certain critical thickness, the ferroelectric phase can be stabilized. The mechanism which
is responsible for stabilizing the ferroelectric phase in antiferroelectric nanostructures is of
intrinsic origin and has to do with the reduction of the energetically expensive “head-to-tail”
dipoles at the surface [175].
Next, we analyze how the partial surface charge compensation affects the antiferroelectric-
ferroelectric phase transition as well as equilibrium properties of the PbZrO3 films. Fig-
ure 6.3(a) shows the hysteresis loops for a film with d = 5.0 nm for three different percentages
of the partial surface charge compensation. It can be seen that when the nanostructures are
poorly compensated, which corresponds to β = 20%, the P (E) dependence is linear and
no field-induced transition into the ferroelectric phase is observed. However, when the per-
centage of the partial charge compensation is increased we can see that all films exhibit the
double-loop hysteresis which is typical for bulk antiferroelectric behavior. Further increase
in the amount of partial charge compensation leads to the appearance of a ferroelectric
behavior.
Figure 6.3(b) shows the spontaneous polarization as a function of the screening param-
eter β for a few selected values of the film’s thickness d. As we can see, when the partial
surface charge compensation is poor, we do not observe spontaneous polarization and the
films are in the antiferroelectric bulk-like state with the dipole pattern similar to the one
shown on Figure 6.2(b). However, when we further increase the amount of partial charge
compensation, we observe the appearance of non-zero spontaneous polarization which indi-
cates the ferroelectric phase. The quality of the partial surface charge compensation plays
a critical role in the stabilization of the ferroelectric phase in antiferroelectric films. In par-
ticular, only the PbZrO3 films with well-screened surface charge can exhibit a ferroelectric
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phase while poorly compensated films remain in the antiferroelectric state. This follows from
the fact that poor surface charge compensation leads to high values of residual depolarizing
field which are incompatible with the ferroelectric state [50, 64, 65, 70]. As the value of the
lateral size d decreases, the surface-to-bulk dipole ratio increases and the amount of partial
charge compensation necessary to produce a ferroelectric phase decreases. Less amount of
the charge screening is required to stabilize the ferroelectric phase in smaller size films.
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Figure 6.3: Panel (a) shows P (E) dependences at room temperature for PbZrO3 films with
different amounts of partial surface charge compensation β. Panel (b) shows spontaneous
polarization P as a function of the amount of partial surface charge compensation β for
PbZrO3 films with different lateral size d.
When the depolarizing field is poorly compensated in ferroelectric films, they usually
exhibit a nanodomain structure. However, it was also shown that they can exhibit a vortex
state [173]. We found that poorly compensated PbZrO3 films remain in the antiferroelectric
bulk-like state. This can be explained by the fact that, in antiferroelectrics, antiferroelectric
and ferroelectric phases are close in energy to each other.
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Figure 6.4: Spontaneous polarization P as a function of the lateral size d for PbZrO3 films
with different amounts of partial surface charge compensation β.
Next, we focus on how the reduction of the lateral size in PbZrO3 films affects their
equilibrium phases. Figure 6.4 shows how the spontaneous polarization P depends on the
lateral size d for PbZrO3 films with different values of the β parameter. There exists a thick-
ness dcrit which corresponds to the transition from the antiferroelectric to the ferroelectric
phase and this value strongly depends on the amount of partial surface charge compensa-
tion. However, dcrit remains below 10 nm which is in a good agreement with the experimental
data [170]. The films with larger d > dcrit remain in an antiferroelectric state and do not
exhibit spontaneous polarization. As the lateral size d becomes smaller and the surface-to-
volume dipole ratio increases, the spontaneous polarization increases as well indicating the
further stabilization of the ferroelectric state.
Figure 6.5 summarizes the computational data for the electrical properties of PbZrO3
films with good surface charge compensation. Figure 6.5(a) shows the P (E) dependences
for several values of the lateral size d and for the β parameter values which are close to
the antiferroelectric-ferroelectric phase transition. We can see that as the value of the
lateral size d decreases, the saturation polarization increases, the coercive field decreases
and the P (E) dependence is evolving from the antiferroelectric double-loop structure to
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the mixed antiferroelectric-ferroelectric loops to ferroelectric hysteresis loops. The mixed
antiferroelectric-ferroelectric loops are of particular interest here due to the potential ap-
plication in a three state logic devices. These mixed loops resemble the ones observed
experimentally in Ref. [176]. The unusual shape of the loops is caused by a strong competi-
tion between the antiferroelectric and ferroelectric phases and shows that either one of these
phases can be potentially stabilized in a zero electric field.
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Figure 6.5: Room temperature hysteresis loops for PbZrO3 films with different thickness and
amount of partial surface charge compensation.
Figure 6.5(b) shows the P (E) dependences for several values of the thickness d and for
the β parameter values which correspond to excellent surface charge compensation. Here we
can see that for all values of the lateral size d the films are in the ferroelectric state with the
hysteresis loops which are typical for ferroelectrics. As the film’s thickness d decreases, the
coercive field and the remnant polarization increase which shows that the ferroelectric phase
is further stabilized.
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Figure 6.6: (a) Hysteresis loops in PbZrO3 film at different temperatures. The polariza-
tion is along the growth direction. (b) Polarization and antiferroelectric order parameter
as a function of temperature. Antiferroelectric order parameter is reported relative to the
computational lattice constant of cubic PbZrO3 . (c) Temperature dependence of the strain
components in Voigt notations. (d) Dependence of the antiferroelectric-ferroelectric transi-
tion temperature on the screening parameter β.
Now we focus on the temperature dependence of the PbZrO3 films properties. We focus
on the film of 5 nm thickness grown along the [0,0,1] pseudocubic direction. Figure 6.6(a)
shows polarization vs electric field loops (P (E) loops) computed at different temperatures.
The film has 97.5% of its polarization surface charge compensated by the free carriers. At
the highest temperature the film exhibits paraelectric behavior, while at 500 K it shows
typical antiferroelectric behavior. For the lowest temperature reported in Figure 6.6(a) the
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film exhibits a spontaneous reversible polarization associated with a ferroelectric behavior.
Hysteresis loops were computed in the temperature range of 5 to 1000 K and used to plot the
polarization, P , as a function of temperature in Figure 6.6(b). In addition, we also report
the antiferroelectric order parameter as a function of temperature in the same figure. The
components of the strain tensor as a function of temperature are given in Figure 6.6(c). Under
the chosen boundary conditions the film exhibits an antiferroelectric to ferroelectric phase
transition at 293 K. The temperature of the antiferroelectric-ferroelectric phase transition,
TA−F , is remarkably sensitive to the surface charge compensation. Figure 6.6(d) shows
the dependence of the transition temperature on the screening parameter, β. Since our
simulations correspond to a film sandwiched between the two electrodes, we can use the
model of imperfect screening to relate screening parameter to the effective screening length
of the electrodes [177]. In such a model the finite screening length of the electrodes, λeff ,
leads to the appearance of the residual depolarizing field in a polar film sandwiched between
two electrodes. The compensating electric field due to the electrodes, Ecomp, is related to
the residual depolarizing field in the polar film, Edep, as
Ecomp = − Edepd
d+ 2λeff
(6.1)
where d is the film’s thickness. Since in our model the compensating field is Ecomp = −βEdep
we obtain
λeff =
d(1− β)
2β
(6.2)
The screening parameter of 97.5% corresponds to the effective screening length of 0.6 A˚.
A value of 0.23 A˚ was estimated from the first principles for an ideal SrRuO3/BaTiO3
interface [177].
Next, we turn to the investigation of the electrocaloric effect using the computational
technique that models the experimental indirect approach [76,97,178]. In such an approach
the P (E) loops obtained at different temperatures are used to compute the dependence
of polarization on temperature for different values of an electric field. More precisely, the
upper branches of P (E) loops for positive electric fields were used to obtain P (T ) curves
plotted in Figure 6.7(a). The most notable feature of these curves is a significant shift
in the antiferroelectric-ferroelectric transition temperature under an applied electric field.
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The data plotted in Figure 6.7(a) is then used to estimate the electrocaloric temperature
change, ∆T , and isothermal entropy change, ∆S, from Maxwell relations (Equations 1.30
and 1.36). Here we used C=302 J×kg/K and ρ=8.3 g/cm3 [76, 179]. Figure 6.7(b) and (c)
give the electrocaloric change in temperature and isothermal entropy change, respectively,
as a function of temperature. The data indicates that the electrocaloric effect is mostly
positive, reaching negative values in the antiferroelectric phase in the vicinity of the Curie
point. The coexistence of a positive and negative electrocaloric effect similar to that found in
computations has been observed experimentally in (Pb,La)(Zr,Sn,Ti)O3 single crystal [99].
Under an electric field of 500 kV/cm the maximum ∆T reaches 13 K which compares well
with experimental value of 12 K obtained in PbZr0.95Ti0.05O3 films under similar electric
field [76]. A notable feature of the electrocaloric response is the broadness of ∆T (T ). The
half width of ∆T (T ) under 500 kV/cm electric field is 318 K which compares favorably to
120 K in PbZr0.95Ti0.05O3 films [76]. The room temperature is within the half maximum range
of ∆T . More precisely, at room temperature ∆T reaches 7 K under the field of 500 kV/cm.
We find that the electrocaloric effect is positive at the antiferroelectric-ferroelectric phase
transition which is attributed to the negative slope of dP
dT
(see Figure 6.7(a)). The largest
∆S reaches 9 J/kg K, which compares well with the experimental value for PbZr0.95Ti0.05O3
films [76] and is within the range of the values reported in the literature [97].
Furthermore, we investigate the effect of epitaxial strain on the electrocaloric properties
of the film. Figure 6.8(a) gives the dependence of the antiferroelectric-ferroelectric transi-
tion temperature on the epitaxial strain for the case of good surface charge compensation,
namely β =98%. For the epitaxial strain in the range of -1% to 2% we do not observe
the antiferroelectric-ferroelectric phase transition. To understand why the stabilization of
the ferroelectric tetragonal phase requires relatively large compressive strain we notice that
the ferroelectric phase is associated with the in-plane spontaneous strain of -2% (see Fig-
ure 6.6(c)). Therefore, strains greater than -1.5% are too weak to stabilize the ferroelectric
phase. It should be noted that first-principles zero Kelvin calculations suggest that the ferro-
electric rhombohedral phase is stable for the entire range of compressively strained PbZrO3
bulk [171].
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Figure 6.7: (a) Temperature dependence of the polarization in PbZrO3 thin films under
different electric fields. Electrocaloric ∆T (b) and isothermal entropy change (c) as a function
of temperature for different values of applied electric field. Data correspond to β =97.5%.
A notable feature of the phase diagram in Figure 6.8(a) is the tunability of TA−F by
the epitaxial strain. Indeed, TA−F increases very rapidly as the compressive strain increases
in magnitude. To investigate the role of epitaxial strain on the electrocaloric properties
we focus on the compressive strain of -1.5% since for this case TA−F is below the room
temperature. The P (T ) curves for this case are given in Figure 6.8(b) and reveal that, just
as in the stress-free case, the electric field has a pronounced effect on TA−F . The associated
electrocaloric ∆T and ∆S are given in Figure 6.8(c) and (d), respectively. The maximum
electrocaloric ∆T in this case is smaller than that for the stress-free film. However, the range
of the temperatures with significant ∆T is much wider. Similar observation holds for ∆S(T ).
The origin of this widening is in the high tunability of the antiferroelectric-ferroelectric phase
transition by the electric field. Indeed, the electric field can significantly shift TA−F as seen
from Figure 6.8(b). Since TA−F is associated with the largest values of dPdT and, consequently,
∆T and ∆S, the shift leads to the broadening of ∆T (T ) and ∆S(T ) curves.
In summary, we have used atomistic first-principles-based simulations to predict a sig-
nificant electrocaloric effect in antiferroelectric PbZrO3 films that undergo transition into a
ferroelectric phase upon cooling down. The notable feature of the effect is the wide range of
temperatures associated with strong electrocaloric response. This feature derives its origin
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Figure 6.8: (a) Phase diagram for the antiferroelectric-ferroelectric phase transition in
PbZrO3 film. (b) Temperature dependence of the polarization under different electric fields
in PbZrO3 film under compressive strain of -1.5% and β =98%. Electrocaloric ∆T (c) and
isothermal entropy change (d) as a function of temperature for different values of applied
electric field. Data correspond to β =0.98 and epitaxial strain of -1.5%.
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from the high tunability of the antiferroelectric-ferroelectric phase transition temperature by
the applied electric field. Epitaxial compressive strain was found to critically affect TA−F and,
therefore, could be used to tune the electrocaloric response in PbZrO3 films. In particular,
we found that an epitaxial compressive strain of -1.5% decreases TA−F as compared to the
stress-free case and leads to the reduction of the maximum electrocaloric ∆T . On the other
hand, the same strain results in significant widening of ∆T (T ) and ∆S(T ) curves which we
attribute to the increased tunability of antiferroelectric-ferroelectric by the applied electric
field. Our findings suggest that antiferroelectric films that exhibit ferroelectric phases could
be promising candidates for applications that utilize the electrocaloric effect. This conclusion
is likely to hold for a wider class of materials that exhibit antiferroelectric-ferroelectric phase
transition and competition.
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Appendices
Appendix A: First-principles parameters for Effective
Hamiltonian for ferroelectrics PbTiO3, BaTiO3 and an-
tiferroelectric PbZrO3
Table 6.1: First-principles parameters for PbTiO3 in atomic units using the notations of
Ref. [6].
On-site κ2 = 0.01722 α = 0.02635 γ = − 0.01382
j1 = −.01290 j2 = 0.04077
Intersite j3 = 0.00289 j4 = − 0.00235 j5 = 0.00350
j6 = 0.00018 j7 = 0.00045
Elastic B11 = 4.74599 B12 = 1.86162 B44 = 1.39531
Coupling B1xx = − 0.66101 B1yy = − 0.07801 B4yz = − 0.04681
Dipole Z∗ = 9.147 ε∞ = 8.715
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Table 6.2: First-principles parameters for BaTiO3 in atomic units using the notations of
Ref. [6].
On-site κ2 = 0.0851097 α = 0.02635 γ = − 0.01382
j1 = − 0.01067455 j2 = − 0.00865285
Intersite j3 = 0.003447565 j4 = − 0.002744875 j5 = − 0.00170978
j6 = 0.00125551 j7 = 0.002774935
Elastic B11 = 4.5415 B12 = 1.60634 B44 = 1.84152
Coupling B1xx = − 2.15188 B1yy = − 0.236294 B4yz = − 0.0627395
Dipole Z∗ = 10.2355 ε∞ = 6.8865
Table 6.3: First-principles parameters for PbZrO3 in atomic units using the notations of
Refs. [6] and [13].
Antiferroelectric on-site κ2 = 0.00049 α = 0.00723 γ = − 0.00345
j1 = − 0.00784 j2 = 0.02380
Antiferroelectric intersite j3 = 0.00186 j4 = − 0.00014 j5 = − 0.00094
j6 = − 0.00022 j7 = 0.00030
Elastic B11 = 5.62008 B12 = 0.80047 B44 = 0.82796
Antiferroelectric-strain coupling B1xx = − 0.12962 B1yy = 0.14621 B4yz = 0.01116
Antiferroelectric dipole Z∗ = 6.3244 ε∞ = 7.025
Antiferrodistortive on-site κ˜2 = − 0.00059 α˜ = 0.01721 γ˜ = − 0.01026
j˜1 = 0.00582 j˜2 = − 0.00056
Antiferrodistortive intersite j˜3 = − 0.00008 j˜4 = − 0.00552 j˜5 = 0.00112
j˜6 = 0.00022 j˜7 = 0.00002
Antiferrodistortive-strain
coupling
B˜1yyx, B˜2yyx =
0.00277
B˜3yyx = 0.02932 B˜4yzx = 0.00113
Antiferroelectric-
antiferrodistortive
coupling
Gxxxx = 0.00894 Gxxyy = 0.01926 Gxyxy = −
0.01396
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