). In the permutation test, we perform the decoding analysis with 5 the "permuted" dataset, where the label for the trial is randomly permuted. By 6 performing the permutation test multiple times, we achieve a reasonable estimate of Figure 1B bottom; see Allefeld et al., 2015 , Stelzer et al., 2013 for empirical use in fMRI experiment; Good, 2000, Ojala and Garriga 2010 for theory).
9
Without estimating the D-Acc probability distribution, when a person has label 1 0
; Figure 1C top left), we formulate the probability that a 1 1 participant provided a DA greater than ܽ ො under a given
with the weight of the probability that a participant belongs to Ω ା (ߛ) and to Ω ା 1 4
(1 െ ߛ ), respectively. Then, the probability that "݅-th OS is at or greater than observed
; Figure 1C 1 6 right). This is equal to the probability that " The notations are tabulated in Table 1 . This calculation is conducted in four steps. First, the probability is formulated 7 so that each participant's D-Acc is greater than
Eq. (2.2)). Second, by combining the probability for each participant, the probability 9 that "the ݅ -th worst D-Acc is better than the one actually observed (ܲ൫ܽ
Eq. (2.3)) is determined. Third, the upper limit of
) is calculated using Eq. (2.5) and Eq. (2.6)).
1 2
Fourth, the upper limit of
under the null hypothesis (
is calculated. Then, the upper limit of
By using the probability that a participant belongs to Ω ା (ߛ) and the D-Acc is formulated as follows; that "D-Acc of a participant is at or greater than
Then, we formulate the probability that the "݅-th worst D-Acc is at or greater 
Here,
is the group of all ܰ -dimensional vectors, with elements of 1 and 0, and the 4 number of 0s is less than ݅ (the number of 1s is more than participant's independence, the probability of each case is the product of the probability 1 3 of each participant's result, e.g., when
. 1 5 1 6
Upper limit of
We find the upper limit of
Eq. (2.4) can be easily verified from Eq. (2.2) by noting that
because of the basic nature of probability. Then, the right side of Eq. (2.4) is an
Note that the value of ܳ can be calculated after we estimate
with the permutation tests.
3
the null hypothesis (Eq. (2.5)), we find that
under the null hypothesis H : ߛ ߛ as follows;
The monotonicity is obvious because when the probability that the "D-Acc of one of the 1 0 participants is equal to or greater than
) increases, the 1 1 probability that "more than
participants have a D-Acc equal to or greater than
) should increase. When ‫ܮ‬ is smaller than the statistical threshold ߙ , it is proven that
is smaller than ߙ from Eq. (2.7). Thus, we can conclude that the event that the "݅-th In the original version of iPIPI explained above, we do not assume that accepted, Eq. (2.6) becomes
. reformulated by using Lemma B1 (Appendix B1) as
We call this as iPIPI-id, which stands for the identical distribution (i.d.). Figure 1) . In such cases, the assumption of i.d. the D-Acc distribution often vary among participants. We discuss the merit and the 9 demerit of this assumption in Section 5.1. We refer to this as iPIPI-one. iPIPI-one is almost the same as the method method.
2
Because the arithmetic and geometric means are identical if the assumption of 2 3 the i.d. is true, and the results of these two methods are identical in our artificial data 2 4 (Section 3) as well as the empirical fMRI data (Section 4), we only report the results of 2 5
the iPIPI-one in the present paper. The procedure for performing the iPIPI is constructed with 1) set four predetermined Step 1: Determine the values of the four predetermined parameters 7
The iPIPI objective is to test whether the population proportion (prevalence) of label 8 information is larger than the threshold. Therefore, the iPIPI's positive results can infer 9 that "the brain activation has information about the label in proportion more than the statistic for test statistics).
6
The combination of parameters is constrained by Eq. (2.9), which determines Under this constraint, there is no universal optimal set of parameter values 1 9
because it depends on an unknown data structure. Here, a guideline for selecting the 2 0 parameters is provided. This is not a solid recommendation but suggested as a first 2 1 choice. First, ߛ ൌ 0 . 5 may be intuitively acceptable, because we can infer that "a 2 2 majority (more than half) of the population has label information," and it is, at present, commonly used in many statistical tests published in neuroscience papers.
7
As for the values of becomes large (see Figure 2B ). Thus, a larger ܰ is considered better.
2
In summary, our suggestion for the parameters is to use Step 2: Identify tests that provide performance better than
is the D-Acc obtained from the m-th permutation test of the n-th distribution. Thus, we pooled the permutation results from all the participants and 1 9 estimate one value:
Step 3 increases. This is also solved by using iPIPI with ݅ ௫ .
6
In the examples below (Sections 3.1 and 3.2), we consider artificial data, where ).
0
In this section, we only provide the numerical calculation results. See which is ideally close to 1.
3
We increased the number of participants from 5 to 50 and evaluated the , the predetermined parameters 1 5 cannot satisfy the constraint (Eq. (2.10)); therefore, we cannot apply iPIPI.
6
The probability of a significant result of iPIPI-one (݅ as the number of participants (ܰ) increases from 5 to 50 (solid blue line in Figure 2A ), 1 8
because the probability that at least one outlier exists increases (see Appendix A1).
9
Furthermore, when ݅ is fixed at a certain value (݅ 2 ), the probability of a significant 2 0 result gradually decreases (dotted colored lines). However, the maximum available 2 1 value of ݅ (݅ ௫ ) also increases when ܰ increases ( Figure 2B ). Thus, by using ݅ ௫ , 2 2 iPIPI can resist the decrease of the D-Acc (solid red line in Figure 2A ). This is because 2 3 the iPIPI is immune to the existence of ሺ ݅ െ 1 ሻ lower outliers (Appendix A1). In the next example, we did not include outliers explicitly, and the observed probability 2 in the experiment was randomly chosen from the population distribution. Namely, keeping the false alarm ratio lower than the statistical threshold. open access. We predicted the chosen hand from brain activity measured before the 1 2 movement execution. error trials were excluded from the decoding analysis.
8
The preprocessed fMRI volume, which was measured before using an action 1 9
initiation to predict the chosen hand. The classifier was trained by the iSLR algorithm cross-validation results. Original iPIPI: Figure 4A shows the distribution of the actual results (D-Acc) from all 1 0 participants and the permutation results from an example participant. We set the 3rd OS presented in the figure (green bars in Figure 4A ), we estimated , we concluded that "the brain activation has information 2 0 about the label in proportion to more than half of the population." 2 1 iPIPI-id: In iPIPI-id, we pooled the results of the permutation tests to estimate
. That is, we counted the total number of permutation tests with 2 3 D-Acc better than ܽ ො ሺ ଷ ሻ among 12,000 (12 x 1,000) permutation tests ( Figure 4B ). We 2 4
found that the D-Acc was better than 60.0% in 316 of the 12,000 permutation tests 2 5
(green bars in Figure 4B ). Therefore, we estimated . Thus, the null hypothesis is rejected also with iPIPI-id. In the current 2 8
example, the statistical test provided virtually the same result as the original iPIPI 2 9
(difference of values of ‫ܮ‬ < 0.000002). . From 1 the permutation results, we found that the D-Acc was better than 47.6% in 7,998 of the 2 12,000 permutation tests (blue bars and green bars in Figure 4B ). Thus, we estimated
as 0.67. By using Eq. (2.11) and (2.13), we found
Thus, iPIPI-one could not reject the null hypothesis.
6
We cannot know the true population in the empirical data. However, when we look at 7 the distribution of the obtained D-Acc (Red bars in Figure 4 ), the value of ܽ ො ሺ ଵ ሻ appears 8 to come from the population without information Ω ି rather than Ω ା , because it is 9 below chance. Thus, we may assume that iPIPI-one failed to achieve significant results In this paper, we proposed a novel statistical test for decoding accuracy and named it 2 iPIPI, which is an extension of the method proposed by Allefeld et al., (2016) . In 3 contrast to the commonly used statistical test, which compares the population mean 4 D-Acc with the chance level, our method focuses on population information prevalence, 5 i.e., the proportion of the population that has a better-than-chance D-Acc. The positive 6 result of the statistical test on population information prevalence can infer major 7 population trends as "more than ߛ (e.g., more than half) of the population has D-Acc
