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MULTIPERMUTATION SOLUTIONS OF THE YANG–BAXTER
EQUATION
TATIANA GATEVA-IVANOVA AND PETER CAMERON
Abstract. Set-theoretic solutions of the Yang–Baxter equation form a meeting-
ground of mathematical physics, algebra and combinatorics. Such a solution
consists of a set X and a function r : X×X → X×X which satisfies the braid
relation. We examine solutions here mainly from the point of view of finite
permutation groups: a solution gives rise to a map from X to the symmetric
group Sym(X) on X satisfying certain conditions.
Our results include many new constructions based on strong twisted union
and wreath product, with an investigation of retracts and the multipermuta-
tion level and the solvable length of the groups defined by the solutions; and
new results about decompositions and factorisations of the groups defined by
invariant subsets of the solution.
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2 TATIANA GATEVA-IVANOVA AND PETER CAMERON
1. Introduction
Let V be a vector space over a field k. It is well-known that the “Yang–Baxter
equations” on a linear map R : V ⊗ V → V ⊗ V , the equation
R12R23R12 = R23R12R23
(where Ri,j denotes R acting in the i, j place in V ⊗ V ⊗ V ), give rise to a linear
representation of the braid group on tensor powers of V . When R2 = id one says
that the solution is involutive, and in this case one has a representation of the
symmetric group on tensor powers.
A particularly nice class of solutions is provided by set-theoretic solutions where X
is a set and r : X ×X → X ×X obeys similar relations on X ×X ×X . Of course,
each such solution extends linearly to V = kX with matrices in this natural basis
having only entries from 0,1 and many other nice properties.
Associated to each set-theoretic solution are several algebraic constructions: the
semigroup S(X, r), the group G(x, r), the semigroup algebra kS(X, r) = kR[V ]
generated by X with relations xy = ·r(x, y) (where · denotes product in the free
semigroup, resp free group) and the permutation group G(X, r) ⊂ Sym(X) defined
by the corresponding left translations y 7→ xy for x ∈ X , where r(x, y) = (xy, yx)
(under assumptions which will be given later).
In this paper we study the special case when (X, r) is a square-free solution, a
square-free symmetric set of arbitrary cardinality. Our special interest is in the
retractability of such solutions. We study multipermutation solutions and find close
relation between the multipermutation level of such a solution and the properties
of the associated algebraic objects G(X, r), G(X, r), and S(X, r). A feature of our
approach is to give prominence to the group G(X, r).
We introduce and study various constructions of solutions such as strong twisted
unions of solutions, doubling of solutions, wreath product of solutions, and various
other constructions, and study the multipermutation level of the new solutions and
properties such as solvable length of their associated algebraic structures.
We now describe the contents of the paper in greater detail.
In Section 2 we recall basic definitions and basic results, and give a general descrip-
tion of the permutation groups H ⊆ Sym(X) which can serve as a YB permutation
group of some square-free solution (X, r), see Proposition 2.17.
In Section 3 we recall the definitions and basic properties of homomorphisms and
automorphisms of solutions, we give a general construction, the strong twisted union
of a finite number of solutions, and describe strong twisted unions in terms of split
maps, see Proposition 3.12.
In Section 4 we study various decompositions of square-free solutions (X, r) into
disjoint unions of a finite number of r-invariant subsets and the corresponding
factorisation of S(X, r), G(X, r), and G(X, r), see Theorems 4.16, 4.19 and 4.21.
We make essential use of the matched pairs approach to solutions (in the most
general setting), developed in [GIM08].
Section 5 continues the study of multipermutation solutions of low levels which
was initiated in [GIM07], and deepened in [GIM0806] with detailed description of
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solutions of multipermutation level 2. Using matched pair approach and results
from [GIM08] we show in Proposition 5.6 that when (X, r) has multipermutation
level 2, the associated braided monoid (S, rS) and the associated braided group
(G, rG) are symmetric sets which inherit some nice combinatorial conditions such
as the cyclic condition and condition lri (seeDefinition 2.9) but they are not square-
free. Furthermore, S (respectively G) acts on itself as automorphisms. Proposition
5.8 characterises the permutation groups H ⊂ Sym(X) which define (via the left
action) square-free solutions (X, r) with multipermutation level 2. As a corollary
we obtain that every finite abelian group H is isomorphic to the permutation group
G(X, r) of some square-free solution with multipermutation level 2.
We characterise solutions with multipermutation level 3 in Proposition 5.12, and
Corollary 5.13. We show that, for (X, r) of arbitrary cardinality, but having only a
finite number of G-orbits, each solution with multipermutation level 3 decomposes
as a strong twisted union of a finite number of solutions with multipermutation level
≤ 2, and the permutation group G decomposes as a product of abelian subgroups,
see Propositions 5.15, and 5.12.
One can say a surprising amount about solutions (X, r) for which G(X, r) is abelian:
this is the theme of Section 6. In Subsection 6.1 we develop a technique for com-
putation with actions in the case of abelian G.
This technique and Theorem 7.10 are used to prove the main results of the section:
Theorems 6.1 and 6.3. We assume (X, r) is a square-free solution of arbitrary
cardinality, G = G(X, r) is abelian, andX has finite number t of G-orbits. Theorems
6.1 shows that every such a solution is a multipermutation solution of level mplX ≤
t, and X decomposes as a strong twisted union of its orbits. Furthermore, each
orbit Xi is itself a trivial solution (so mplXi = 1)). This confirms two conjectures
of the first author (only for the case of abelian G, of course), see [GI] Conjecture I,
Conjecture II, formulated for finite square-free solutions (see also Conjecture 2.26).
Theorem 6.3 proves that, under the assumption that G(X, r) is abelian, a strong
twisted union X = X1 ♮ X2 of two multipermutation solutions is itself a multiper-
mutation solution with mplX ≤ mplX1+mplX2. In the general case, the question
whether a strong twisted union X = X1 ♮X2 of multipermutation solutions X1, X2
is also a multipermutation solution remains open.
A resent result of Cedo´, Jespers, and Oknin´ski, [CJR09], shows that each finite
square-free solution (X, r) with G abelian is retractable. The proof is combinatorial
(and different from ours) and relies strongly on the finiteness of X ; there is no
estimate of mplX . Our proof uses a general technique which is applicable to
solutions with arbitrary cardinality of X (but a finite number t of G-orbits). In
fact we show that t is an upper bound for the multipermutation level mplX .
Section 7 studies the general case of multipermutation square-free solutions. In
Subsection 7.1 we recall basic notions and facts from [GI], and use them to develop
a basic technique for dealing with retracts and retract classes. Theorem 7.10 gives
an explicit identity in terms of action necessary and sufficient for mplX = m. This
identity plays an essential role in the paper.
Subsection 7.2 contains some of the important results of this paper. We study the
groups G = G(X.r) and G = G(X, r) of multipermutation solutions. We show that
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if (X, r) is a square-free multipermutation solution (of arbitrary cardinality) the
groups G and G are solvable. This was known for finite symmetric sets, see [ESS],
(see also [GI] for finite square-free solutions), but no information about the solvable
length of G was known.
Lemma 7.15 and induction on m = mplX allow us not only to prove solvability
(without assuming X or G finite), but also to find an upper bound for the solvable
lengths: slG ≤ m and slG ≤ m− 1. The results of Section 9 show that these upper
bounds are attained. Theorem 7.25 verifies that, whenever (X, r) is a square-free
solution of finite order, then sl(G) = sl(G) + 1.
In Section 8 we define the notion of wreath product of solutions, by analogy with
the wreath products of permutation groups. Theorem 8.7 shows that wreath
product (Z, r) = (X0, rX0 ) wr (Y, rY ) is a square-free solution, with G(Z, r) =
G(X0, rX0 )wrG(Y, rY ). Furthermore, whenever (X0, rX0 ) and (Y, rY ) are multiper-
mutation solutions, one has mpl(Z, r) = mpl(X0, rX0 ) + mpl(Y, rY )− 1.
In Section 9 we construct an interesting sequence of explicitly defined solutions
(Xm, rm), m = 0, 1, 2, . . ., such that mpl(Xm) = m, Ret(Xm+1, rm+1) ≃ (Xm, rm),
m = slG(X, rm) = slG(X, rm) + 1: see Definition 9.9 and Theorem 9.11.
2. Preliminaries on set-theoretic solutions
There are many works on set-theoretic solutions and related structures, of which
a relevant selection for the interested reader is [WX, GB, ESS, GI, GI04, GIM07,
GIM08, GIM0806, LYZ, Ru, Ta, V]. In this section we recall basic notions and
results which will be used in the paper. We shall use the terminology, notation and
some results from [GI, GIM07, GIM08, GIM0806].
Definition 2.1. Let X be a nonempty set (not necessarily finite) and let r :
X×X −→ X×X be a bijective map. We refer to it as a quadratic set, and denote
it by (X, r). The image of (x, y) under r is presented as
(2.1) r(x, y) = (xy, xy).
The formula (2.1) defines a “left action” L : X × X −→ X, and a “right action”
R : X ×X −→ X, on X as:
(2.2) Lx(y) =
xy, Ry(x) = x
y,
for all x, y ∈ X. The map r is nondegenerate, if the maps Lx andRx are bijective for
each x ∈ X . In this paper we shall consider only the case where r is nondegenerate.
As a notational tool, we shall often identify the sets X ×X and X2, the set of all
monomials of length two in the free semigroup 〈X〉.
Definition 2.2. (1) r is square-free if r(x, x) = (x, x) for all x ∈ X.
(2) r is a set-theoretic solution of the Yang–Baxter equation or, shortly a solu-
tion (YBE) if the braid relation
r12r23r12 = r23r12r23
holds in X × X × X, where the two bijective maps rii+1 : X3 −→ X3,
1 ≤ i ≤ 2 are defined as r12 = r × idX , and r23 = idX × r. In this case we
refer to (X, r) also as a braided set.
(3) A braided set (X, r) with r involutive is called a symmetric set.
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Convention 2.3. By square-free solution we mean a nondegenerate square-free
symmetric set (X, r), where X is a set of arbitrary cardinality. Alternative defini-
tions are given in terms of the left action, see Lemma 2.12 and Corollary 2.14.
To each quadratic set (X, r) we associate canonical algebraic objects generated by
X and with quadratic defining relations ℜ = ℜ(r) defined by
(2.3) xy = zt ∈ ℜ(r), whenever r(x, y) = (z, t).
Definition 2.4. Let (X, r) be a quadratic set.
(i) The unital semigroup S = S(X, r) = 〈X ;ℜ(r)〉, with a set of generators X and
a set of defining relations ℜ(r), is called the semigroup associated with (X, r).
(ii) The group G = G(X, r) associated with (X, r) is defined as G = G(X, r) =
gr〈X ;ℜ(r)〉
(iii) For arbitrary fixed field k, the k-algebra associated with (X, r) is defined
as A(k,X, r) = k〈X ;ℜ(r)〉. (A(k,X, r) is isomorphic to the monoidal algebra
kS(X, r)).
(iv) To each nondegenerate braided set (X, r) we also associate a permutation
group, called the group of left action and denoted G = G(X, r), see Definition 2.7.
If (X, r) is a solution, then S(X, r), resp. G(X, r), resp. G(X, r), resp. A(k,X, r)
is called the Yang–Baxter semigroup, resp. the Yang–Baxter group, , resp. the
Yang–Baxter algebra, resp. the (Yang–Baxter) permutation group or shortly the
YB permutation group, associated to (X, r)
The YB permutation group G(X, r) will be of particular importance in this paper.
Example 2.5. For arbitrary nonempty set X , denote by τX = τ the flip map
τ(x, y) = (y, x) for all x, y ∈ X. Then (X, τ) is a solution called the trivial solution.
It is clear that (X, r) is the trivial solution if and only if xy = y, and xy = x, for
all x, y ∈ X, or equivalently Lx = idX = Rx for all x ∈ X . In this case S(X, r) is
the free abelian monoid, G(X, r) is the free abelian group, A(k,X, r) the algebra
of commutative polynomials in X , and G(X, r) = {idX} is the trivial group.
Remark 2.6. Suppose (X, r) is a nondegenerate quadratic set. It is well known,
see for example [GIM08], that (X, r) is a braided set (i.e. r obeys the YBE) if and
only if the following conditions hold
l1 : x(yz) =
xy(x
y
z), r1 : (xy)
z
= (x
yz)y
z
,
lr3 : (xy)
(x
y
(z))
= (x
yz)(yz),
for all x, y, z ∈ X .
Clearly, conditions l1 imply that, for each nondegenerate braided set (X, r), the
assignment x −→ Lx for x ∈ X extends canonically to a group homomorphism
(2.4) L : G(X, r) −→ Sym(X),
which defines the canonical left action of G(X, r) on the set X . Analogously r1
gives the canonical right action of G(X, r) on X .
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Definition 2.7. [GIM08] Let (X, r) be a nondegenerate braided set, L : G(X, r) −→
Sym(X) be the canonical group homomorphism defined via the left action. The
image L(G(X, r)) is denoted by G(X, r). We call it the (permutation) group of left
action.
Remark 2.8. If X is a finite set, then G = L(S(X, r)). Indeed, for a finite group,
generating sets as group and as semigroup coincide; for any element g of the group
has finite order, say m, and so its inverse g−1 can be expressed as a positive power
gm−1.
The following conditions were introduced and studied in [GI, GIM07, GIM08]:
Definition 2.9. [GIM08] Let (X, r) be a quadratic set.
(1) (X, r) is called cyclic if the following conditions are satisfied
cl1 : y
x
x = yx for all x, y ∈ X ; cr1 : x
xy = xy, for all x, y ∈ X ;
cl2 :
xyx = yx, for all x, y ∈ X ; cr2 : xy
x
= xy for all x, y ∈ X.
We refer to these conditions as cyclic conditions.
(2) Condition lri is defined as
lri: (xy)x = y = x(yx) for all x, y ∈ X.
In other words lri holds if and only if (X, r) is nondegenerate andRx = L
−1
x
and Lx = R−1x
2.1. Square-free solutions. In this paper the class of square-free solutions will
be of special interest. We now introduce these.
In the case when (X, r) is a square-free solution of finite order |X | = n > 2, the
algebras A(X, r) are binomial skew polynomial rings, see [GI, GI04], which pro-
vided new classes of Noetherian rings [GI94, GI96-1], Gorentstein (Artin–Schelter
regular) rings [GI96-2, GI00, GI04] and so forth. Artin–Schelter regular rings were
introduced in [AS] and are of particular interest. The algebras A(X, r) are similar
in spirit to the quadratic algebras associated to linear solutions, particularly studied
in [Ma], but have their own remarkable properties. The semigroups S(X, r) were
studied particularly in [GIM08] with a systematic theory of ‘exponentiation’ from
the set to the semigroup by means of the ‘actions’ Lx,Rx (which in the process
become a matched pair of semigroup actions) somewhat in analogy with the Lie
theoretic exponentiation in [M90].
We shall recall some basic facts and recent results needed in this paper.
The following result is extracted from [GIM08], Theorem 2.34, where more equiv-
alent conditions are pointed out. Note that in our considerations below (unless we
indicate the contrary) the set X is not necessarily of finite order.
Facts 2.10. [GIM07]. Suppose (X, r) is nondegenerate, involutive and square-free
quadratic set (not necessarily finite). Then the following conditions are equivalent:
(i) (X, r) is a set-theoretic solution of the Yang–Baxter equation;
(ii) (X, r) satisfies l1;
(iii) (X, r) satisfies r1;
(iv) (X, r) satisfies lr3.
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In this case (X, r) is cyclic and satisfies lri.
Corollary 2.11. Every square-free solution (X, r) satisfies lri, so it is uniquely
determined by the left action L : X ×X −→ X, more precisely,
r(x, y) = (Lx(y),L
−1
y (x)).
Furthermore it is cyclic.
The following is straightforward and gives an alternative definition of square-free
solutions.
Lemma 2.12. Let X be a nonempty set and L be a map
L : X −→ SymX ; x 7→ Lx ∈ SymX.
Denote Lx(y) = xy, L−1x (y) = y
x and define r : X ×X −→ X ×X as r(x, y) =
(xy, xy). Then (X, r) is a square-free solution if and only if the following three
conditions are satisfied for all x, y, z ∈ X:
(i) xx = x
(ii) (y
x
x) = yx
(iii) x(yz) =
xy(x
y
z)
Remark 2.13. Note that in the hypothesis of Lemma 2.12 condition (ii) implies
(X, r) involutive.
Corollary 2.14. [GIM08] In the hypothesis and notation of Lemma 2.12, (X, r)
is a square-free solution if and only if the following conditions are satisfied for all
x, y, z ∈ X:
(i) xx = x
(ii)
yx(yz) =
xy(xz)
Recall that a quadratic set (X, r) which satisfies condition (ii) of Corollary 2.14 is
called a cyclic set, see [Ru, GIM08].
Definition 2.15. The permutation group H ⊆ SymX is called a YB permutation
group, if it is isomorphic to G(X, r) for some square-free solution (X, r).
Open questions 2.16. Let X be a nonempty set.
(1) For which permutation groups H ⊆ SymX is there a square-free solution
(X, r) with G(X, r) = H?
(2) Let m be a positive integer. For which permutation groups H ⊆ SymX is
there a square-free solution (X, r) with G(X, r) = H and mpl(X, r) = m
(see Definition 2.25)?
The next result gives a translation of the first question which is not very easy to
check.
Proposition 2.17. Let H ⊆ SymX be a permutation group. Then H is a YB
permutation group for some square-free solution (X, r) if and only if there exists a
map
f : X −→ H ; x 7→ fx
such that the following conditions hold:
8 TATIANA GATEVA-IVANOVA AND PETER CAMERON
(1) f(X) is a generating set for H;
(2) fx(x) = x;
(3) ffy(x) ◦ fy = ffx(y) ◦ fx.
In this case the quadratic set (X, r) with r(x, y) = (fx(y), (fy)
−1(x)) is a square-free
solution, and H ≃ G(X, r).
Proof. Corollary 2.14 implies that the quadratic set (X, r) is a square-free solution.
Clearly, in this case Lx = fx ∈ SymX. Condition 3 (together with lri) implies
fx ◦ fy = fxy ◦ fxy ,
so (fx◦fy)(a) = fx(fy(a)) and the map Lx 7→ fx extends to a group homomorphism
ϕ : G(X, r) −→ H . We have fxi1 ◦ · · · fxik (y) =
xi1 (· · · (xik y) · · · ), so the kernel of
ϕ is trivial. 
In Proposition 5.8 we describe the permutation groups H ⊆ SymX which define
square-free solutions (X, r) with mpl(X, r) = 2, where X is an arbitrary finite
nonempty set.
Definition 2.18. Let (X, r) be a braided set, G = G(X, r),G = G(X, r). A subset
Y ⊂ X is said to be r-invariant if r(Y × Y ) ⊆ Y × Y. Suppose Y is an r-invariant
subset of (X, r). Then r induces a solution (Y, r|Y×Y ). Denote r|Y×Y = r|Y . We
call (Y, r|Y ) the restricted solution (on Y ). We say that Y ⊂ X is a (left) G -
invariant subset of X , or equivalently a G-invariant subset, if Y is invariant under
the left action of G. Clearly, Y is (left) G -invariant if and only if
La(Y ) ⊆ Y, ∀a ∈ X.
Right G-invariant subsets are defined analogously. In the case when (X, r) is sym-
metric, and condition lri holds the subset Y is left G-invariant if and only if it is
right G-invariant. In this case we shall refer to it simply as a G-invariant subset.
Clearly each G-invariant subset Y of X is also an r-invariant subset, but, in general,
an r-invariant subset may, or may not be G-invariant. The following holds:
Lemma 2.19. Let (X, r) be a symmetric set with lri, G = G(X, r). Y ⊂ X.
Denote by Z the complement of Y in X. The following conditions are equivalent.
(1) Y is G-invariant;
(2) Z is G-invariant;
(3) Y and Z are r-invariant complementary subsets of X.
Moreover, in this case (X, r) decomposes as a disjoint union of r-invariant subsets
X = Y
⋃
Z.
Proof. Suppose Y is G-invariant. Clearly, x ∈ Y if and only if the G-orbit of x is
contained in Y .
It is easy to show now that Z is also G-invariant. Indeed assume z ∈ Z, a ∈ X, t =
az. If we assume that t is not in Z, this would imply t ∈ Y. By lri one has
t = az =⇒ ta = (az)a = z
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But t ∈ Y, and the G-orbit of t is contained in Y, so z = ta ∈ Y, a contradiction.
Thus Z is G-invariant. This proves (1) =⇒ (2).
The implication (2) =⇒ (1) is analogous. Clearly, then each of the conditions (1)
and (2) implies that Y and Z are r-invariant.
Suppose now (X, r) is decomposed into two r-invariant disjoint subsets X = Y
⋃
Z.
We claim that (1) and (2) hold. It will be enough to verify (1). Y is r-invariant,
therefore
ay ∈ Y ∀a, y ∈ Y.
It remains then to show that
zy ∈ Y ∀y ∈ Y, z ∈ Z.
Assume the contrary, for some y ∈ Y, z ∈ Z, one has zy ∈ Z. This yield
t = zy ∈ Z =⇒ y = (zy)z = tz ∈ Z,
since Z s r-invariant. This contradicts y ∈ Y .
It is easy to show that rY : Y × Y −→ Y × Y is surjective, and therefore bijective.
Clearly, (Y, rY ) is involutive, hence (Y, rY ) is a symmetric set. 
Note that (X, r) is a square-free solution since in this case condition lri holds, see
Corollary 2.11.
Remark 2.20. Suppose (X, r) is a square-free solution. Then it satisfies lri (see
Corollary 2.11) and therefore Lemma 2.19 is in force. Clearly, each G-orbit X0
under the left action of G on X is G-invariant and therefore it is an r-invariant
subset. In the case when G acts non-transitively on X (in particular, this this
holds when X is finite), (X, r) decomposes into a disjoint union X = X0
⋃
Z, of its
r-invariant subsets X0, and Z, where Z is the complement of X0 in X .
Each finite involutive solution (X, r) with lri can be represented geometrically by
its graph of the left action Γ(X, r). It is an oriented labeled multi-graph (although
we refer to it as a graph). It was introduced in [GI00] for square-free solutions, see
also [GIM07], Section 5, and [GIM08]. Here we recall the definition.
Definition 2.21. [GIM07] Let (X, r) be a finite symmetric set with lri. We define
the graph Γ = Γ(X, r) as follows. It is an oriented graph, which reflects the left
action of G(X, r) on X . The set of vertices of Γ is X . There is a labeled arrow
x
a
−→y if x, y, a ∈ X and ax = y. An edge x
a
−→y with x 6= y is called a nontrivial
edge. We will often consider the simplified graph in which to avoid clutter we
typically omit self-loops unless needed for clarity or contrast. Also for the same
reason, we use the line type to indicate when the same type of element acts, rather
than labeling every arrow. Clearly, x
a
←→y indicates that ax = y and ay = x. (One
can make such graphs for arbitrary solutions but then it should be indicated which
action is considered).
Note that two solutions are isomorphic if and only if their oriented graphs are
isomorphic. Various properties of a solution (X, r) are reflected in the properties
of its graph Γ(X, r), see for example the remark below.
Remark 2.22. Let (Z, r) be a symmetric set with lri, Γ = Γ(Z, r).
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(1) (Z, r) is a square-free solution if and only if Γ does not contain a nontrivial
edge x
x
−→y, x 6= y; that is, the edge of type x leaving x is a loop.
(2) In this case, (Z, r) is a trivial solution (or equivalently, mpl(Z, r) = 1) if
and only if all the edges are loops.
(3) TheG-orbits ofX are in 1-1 correspondence with the connected components
of Γ.
(4) [GIM07], Theorem 5.24 gives necessary and sufficient conditions for mpl(X, r) =
2 in terms of the properties of Γ(X, r). It can be read off from [GIM07],
Theorem 5.22, Theorem 5.24 that, in this case, each nontrivial connected
component Γi of Γ is a Cayley graph (see below).
Definition 2.23. If G is a group and S a subset of G, the Cayley graph Cay(G,S)
is the graph with vertex set G and directed edges (g, gs) for all g ∈ G and s ∈ S.
Note that the group G acts by left multiplication as automorphisms of the Cayley
graph Cay(G,S). The graph is loopless if and only if id /∈ S and connected if and
only if 〈S〉 = G.
Now any graph admitting a group G of automorphisms acting regularly on the
vertices is a Cayley graph for G. For the vertex set can be identified with G (with
action by left multiplication); and, if S is the set of vertices s for which (id, s)
is an edge, then (g, gs) is an edge for all g ∈ G since G acts by automorphisms.
In particular, every transitive abelian group action is regular, so a graph with a
transitive abelian group of automorphisms is a Cayley graph.
The notions of retraction of symmetric sets and multipermutation solutions were
introduced in the general case in [ESS], where (X, r) is not necessarily finite, or
square-free.
In [GI, GIM07, GIM08, GIM0806] the multipermutation square-free solutions are
studied; we recall some notions and results. Let (X, r) be a nondegenerate sym-
metric set. An equivalence relation ∼ is defined on X as
x ∼ y if and only if Lx = Ly.
In this case we also have Rx = Ry,
We denote by [x] the equivalence class of x ∈ X , [X ] = X/∼ is the set of equivalence
classes.
Lemma 2.24. [GIM08] Let (X, r) be a nondegenerate symmetric set.
(1) The left and the right actions of X onto itself naturally induce left and right
actions on the retraction [X ], via
[α][x] := [αx] [α][x] := [αx], for all α, x ∈ X.
(2) The new actions define a canonical map r[X] : [X ] × [X ] −→ [X ] × [X ]
where r[X]([x], [y]) = (
[x][y], [x][y]).
(3) ([X ], r[X]) is a nondegenerate symmetric set. Furthermore,
(4) (X, r) cyclic =⇒ ([X ], r[X]) cyclic.
(5) (X, r) is lri =⇒ ([X ], r[X]) is lri.
(6) (X, r) square-free =⇒ ([X ], r[X]) square-free.
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Definition 2.25. [ESS] The solution Ret(X, r) = ([X ], [r]) is called the retraction
of (X, r). For all integers m ≥ 1, Retm(X, r) is defined recursively as Retm(X, r) =
Ret(Retm−1(X, r)).
(X, r) is a multipermutation solution of level m, if m is the minimal number (if
any), such that Retm(X, r) is the trivial solution on a set of one element. In this
case we write mpl(X, r) = m.
By definition (X, r) is a multipermutation solution of level 0 if and only if X is a
one element set.
The following conjecture was made by the first author in 2004.
Conjecture 2.26. [GI]
(1) Every finite square-free solution (X, r) is retractable.
(2) Every finite square-free solution (X, r) of finite order n is multipermutation
solution, with mpl(X, r) < n.
A more recent conjecture states
Conjecture 2.27. [GI08] Suppose (X, r) is a nondegenerate square-free multiper-
mutation solution of finite order n. Then mpl(X) < log2 n.
Evidence for this conjecture will be given later in the paper.
3. Homomorphisms, automorphisms, strong twisted unions
In this section, we recall the definitions and basic properties of homomorphisms and
automorphisms of solutions, see and give a general construction, the strong twisted
union of solutions, see [GIM07, GIM08].
Definition 3.1. [GIM07] Let (X, rX) and (Y, rY ) be arbitrary solutions (braided
sets). A map ϕ : X −→ Y is a homomorphism of solutions, if it satisfies the equality
(ϕ× ϕ) ◦ rX = rY ◦ (ϕ× ϕ).
A bijective homomorphism of solutions is called (as usual) an isomorphism. An
isomorphism of the solution (X, r) onto itself is an r-automorphism.
We denote by Hom((X, rX), (Y, rY )) the set of all homomorphisms of solutions
ϕ : X −→ Y . The group of r-automorphisms of (X, r) will be denoted by Aut(X, r).
Clearly, Aut(X, r) is a subgroup of Sym(X).
Remark 3.2. [GIM07] Let (X, rX), (Y, rY ) be finite square-free solutions Every
homomorphism of solutions ϕ : (X, rX) −→ (Y, rY ) induces canonically a homo-
morphism of their graphs:
ϕΓ : Γ(X, rX) −→ Γ(Y, rY ).
Furthermore there is a one-to one correspondence between Aut(X, r) and Aut(Γ(X, r)),
the group of automorphisms of the multigraph Γ(X, r).
Lemma 3.3. [GIM07] Let (X, rX) and (Y, rY ) be braided sets.
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(1) A map ϕ : X −→ Y is a homomorphism of solutions if and only if
ϕ ◦ Lx = Lϕ(x) ◦ ϕ and ϕ ◦ Rx = Rϕ(x) ◦ ϕ for all x ∈ X.
(2) If both (X, rX) and (Y, rY ) satisfy lri, then ϕ is a homomorphism of solu-
tions if and only if
ϕ ◦ Lx = Lϕ(x) ◦ ϕ, for all x ∈ X.
(3) If (X, r) obeys lri, (in particular, if (X, r) is a square-free solution) then
σ ∈ Sym(X) is an automorphism of (X, rX) if and only if
(3.1) σ ◦ Lx ◦ σ
−1 = Lσ(x), for all x ∈ X.
For example, if (X, r) is the trivial solution then, clearly, Aut(X, r) = Sym(X).
This is because each Lx = idX . More generally, (3.1) implies:
Corollary 3.4. [GIM07] The group Aut(X, r) is a subgroup of NorSym(X)G(X, r),
the normalizer of G(X, r) in Sym(X).
Corollary 3.5. Suppose (X, r) is a braided set with lri. Let Y , be an r- invariant
subset, (Y, r|Y ) be the restricted solution. Let x ∈ X. Then Lx ∈ Aut(Y, r|Y ) if and
only if
(3.2) (Lαx)|Y = (Lx)|Y ∀α ∈ Y
Corollary 3.6. Suppose (X, r) is a square-free solution. Then the following con-
ditions hold.
(1) For each r- invariant subset Y , and each x ∈ X, one has Lx ∈ Aut(Y, r|Y )
if and only if (3.2) holds.
(2) The intersection G0 = Aut(X, r)
⋂
G is an abelian subgroup of G.
Proof. We know that each square-free solution satisfies lri, hence, Corollary 3.5
gives (1). By Corollary 2.14 (ii) the following equality holds:
(3.3) Lxy ◦ Lx = Lyx ◦ Ly ∀x, y ∈ X
Assume now that Lx,Ly ∈ Aut(X, r). Then (1) implies
(3.4)
Lyx = Lx : by Lx ∈ Aut(X, r)
Lxy = Ly : by Ly ∈ Aut(X, r)
This together with (3.3) yield
Lx ◦ Ly = Ly ◦ Lx.

We shall now discuss a special class of extensions of solutions called strong twisted
unions of solutions
Definition 3.7. [GIM07], [GIM08] Let (X, r) be an involutive quadratic set, sup-
pose X is a disjoint union X = X1
⋃
X2 of r-invariant subsets. Suppose the re-
stricted sets (X1, r1), (X2, r2) are symmetric sets (ri = r|Xi , i = 1, 2). The qua-
dratic set (X, r) is a strong twisted union of (X1, r1) and (X2, r2) if
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(1) The assignment α −→ Lα|X1 , α ∈ X2, extends to a left action of the associ-
ated group G(X2, r2) (and the associated monoid S(X2, r2)) on X1, and the
assignment x −→ Lx|X2 , x ∈ X1 extends to a right action of the associated
group of G(X1, r1) (and the associated monoid S(X1, r1)) on X2;
(2) The actions satisfy
stu : α
y
x = αx; α
βx = αx, for all x, y ∈ X, α, β ∈ Y.
Note first that condition stu is equivalent to the following condition:
(3.5) stu1 :
yαx = αx; αx
β
= αx, for all x, y ∈ X1, α, β ∈ X2.
We shall refer to it also as stu condition.
Secondly, note that by Definition 3.7 a strong twisted union of symmetric sets is
not necessarily a solution (a symmetric set). We shall use notation
(X, r) = X1 ♮ X2
to denote that (X, r) is a symmetric set which is a strong twisted union of its
r-invariant subsets X1 and X2.
The strong twisted union (X, r) of (X1, r1) and (X2, r2) is nontrivial if at least one
of the actions in (1) is nontrivial. In the case when both actions (1) are trivial we
write (X, r) = X1 ♮0 X2). In this case one has r(x, α) = (α, x), r(α, x) = (x, α) for
all x ∈ X1, α ∈ X2.
In [GIM07], [GIM08] and [GIM0806] appear strong twisted unions of m disjoint
symmetric sets, where m is arbitrary integer, m ≥ 2. Although a formal definition
was not given, the notion of strong twisted union there is clear from the context.
Here we give a formal definition.
Definition 3.8. Let (X, r) be a symmetric set, which is a disjoint union of G-
invariant subsets X1, · · · , Xm, where m ≥ 2. For each pair i 6= j, 1 ≤ i, j ≤ m,
denote by Xij the r-invariant subset Xij = Xi
⋃
Xj . We say that (X, r) is a a
strong twisted union of (Xi, ri), 1 ≤ i ≤ m and write
X = X1 ♮ X2 ♮ · · · ♮ Xm
if
Xij = Xi ♮ Xj , ∀i 6= j, 1 ≤ i, j ≤ m.
Here as usual, (Xi, ri), 1 ≤ i, j ≤ m denotes the symmetric set with ri- the restric-
tion of r on Xi ×Xi.
Example 3.9. Let (X1, r1), · · · , (Xs, rs) be pairwise disjoint square-free solutions.
Let X =
⋃
1≤i≤sXi. Let r : X ×X −→ X ×X be the extension of ri, 1 ≤ i ≤ s
satisfying r(x, α) = (α, x) whenever x ∈ Xi, α ∈ Xj, where 1 ≤ i, j ≤ s, i 6= j. Then
clearly (X, r) is a square-free solution and (X, r) = Xi ♮0 X2 ♮0 · · · ♮0 Xs.
Note that when (X, r) is a strong twisted union X = X1 ♮ X2 ♮ · · · ♮ Xm of m
G-invariant subsets, m > 2, each set Xi, and its complement Zi are G-invariant.
(Clearly, Zi =
⋃
1≤j≤m,j 6=iXj). However, the union Xi
⋃
Zi may not be a strong
twisted union of solutions.
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Corollary 3.10. Let (X, r) be a square-free solution. Suppose X1, X2, · · · , Xm are
disjoint G-invariant subsets of X.
Then (X, r) is a strong twisted union X = X1 ♮X2 ♮ · · · ♮Xm if and only if for each
pair i 6= j, 1 ≤ i, j ≤ m and each x ∈ Xi one has
(Lx)|Xj ∈ Aut(Xj , rj).
Definition 3.11. Suppose (Z, r) is an extension (nondegenerate, involutive) of the
square-free disjoint solutions (X, rX) and (Y, rY ). Consider the maps
f = f(X,Y ) : Z × Z −→ Z × Z g = g(Y,X) : Z × Z −→ Z × Z
defined for all x, y ∈ X,α, β ∈ Y as
f(α, x) = (αx, α) f(x, α) = (α, xα) f|X×X = rX , f|Y×Y = τY
g(x, α) = (xα, x) g(α, x) = (x, αx) g|X×X = τX , g|Y×Y = τY
(Here τX , τY are the corresponding flips, and the left and the right actions
α•, · · · , •x
are the canonical actions defined via r ).
We call f and g, respectively, the associated X- and Y -split maps of r.
Proposition 3.12. Suppose the quadratic set (Z, r) is an extension (nondegener-
ate, involutove) of the square-free disjoint solutions (X, rX) and (Y, rY ), let f, g be
respectively the associated X- , respectively, Y - split maps of r. Then the following
condition holds.
(i) f and g are involutive maps.
(ii) There is an equality of maps r = f ◦ τ ◦ g.
Suppose furthermore that (Z, r) is a square-free solution.
(iii)
(Z, f) is a square-free solution ⇐⇒ α
y
x = αx ∀x, y ∈ X,α ∈ Y.
In this case G(Y, rY ) acts as automorphisms on (X, rX).
(iv)
(Z, g) is a square-free solution⇐⇒ x
β
α = xα ∀x ∈ X,α, β ∈ Y
In this case G(X, rX) acts as automorphisms on (Y, rY ).
(v)
(Z, f) and (Z, g) are square-free solutions ⇐⇒ (Z, r) = X ♮ Y.
Proof. Let x, y ∈ X and α, β ∈ Y . We look at the diagrams (3.6). The left hand-
side diagram contains all elements of the orbit of monomial αxy ∈ X3, under
the action of the group D(f) = gr〈f12, f23〉. Analogously the right hand-side
diagram contains the elements of the orbit of xαβ ∈ X3 under the action of D(g) =
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gr〈g12, fg23〉.
(3.6)
α x y
f23
//
f12

α(xy xy)
f12

x α β
g23
//
g12

x(αβ αβ)
g12

αx α y
f23

α(xy) α xy
f23

xα x β
g23

x(αβ) x αβ
g23

αx αy α
f12

α(xy) α(xy) α xα xβ x
g12

x(αβ) x(αβ) x
αx
(αy) (αx)
αy α
xα
(xβ) (xα)
xβ x
Suppose f is a solution, then from the left hand-side diagram we obtain an equality
of words in the free monoid 〈X〉 :
αx
(αy) (αx)
αy α = α(xy) α(xy) α,
and therefore
(3.7)
αx
(αy) = α(xy)
By assumption, r is a solution, so l1 gives
(3.8) α(xy) =
αx
(α
x
y),
Now (3.7) and (3.8) imply
αx
(αy) =
αx
(α
x
y),
which by the non degeneracy of (Z, r) implies
(3.9) αy = α
x
y,
and this is valid for all x, y ∈ X,α ∈ Y.
Assume now that (Z, r) is a solution. Then direct computation to shows that (3.9)
implies that (Z, f) satisfies condition l1, and therefore is a square-free solution.
Analogous argument shows that under the assumption that (Z, r) is a solution,
(Z, g) is a square-free solution if and only if
(3.10) xα = x
β
α ∀x ∈ X,α, β ∈ Y
Clearly, both (Z, f) and (Z, g) are square free solutions if and only if both (3.9)
and (3.10) hold, which by Corollary is equivalent to
(Z, r) = X ♮ Y.

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4. Decomposition of solutions.
In this section we study various decompositions of square-free solutions (X, r) into
disjoint unions of a finite number of r-invariant subsets and the corresponding
factorisation of S(X, r), G(X, r), and G(X, r). We use essentially the matched pairs
approach to solutions (in the most general setting) developed in [GIM08] . We first
recall the necessary notions and results from [GIM08].
4.1. The matched pairs approach to set-theoretic YBE. The notion of a
matched pair of groups in relation to group factorisation has a classical origin.
By now there have been various works on matched pairs in different contexts and
we refer to the text in [GIM08] and references therein. In particular, this notion
was used by Lu, Yan and Zhu to study the set-theoretic solution of YBE and the
associated ‘braided group’, see [LYZ] and the excellent review [Ta]. The notion of
a matched pair of monoids , is developed in [GIM08] with additional refinements
that disappear in the group case.
We now recall some notions and results from [GIM08].
Definition 4.1. (S, T ) is a matched pair of monoids if T acts from the left on S
by ( )• and S acts on T from the right by •( ) and these two actions obey
ML0 : a1 = 1, 1u = u; MR0 : 1u = 1, a1 = a
ML1 : (ab)u = a(bu), MR1 : a(uv) = (au)v
ML2 : a(u.v) = (au)(a
u
v), MR2 : (a.b)u = (a
bu)(bu),
for all a, b ∈ T, u, v ∈ S.
Proposition 4.2. [GIM08] A matched pair (S, T ) of monoids implies the existence
of a monoid S ⊲⊳ T (called the double cross product) built on S × T with product
and unit
(u, a)(v, b) = (u.av, av.b), 1 = (1, 1), ∀u, v ∈ S, a, b ∈ T
and containing S, T as submonoids. Conversely, suppose that there exists a monoid
R factorising into monoids S, T in the sense that (i) S, T ⊆ R are submonoids and
(ii) the restriction of the product of R to a map µ : S × T → R is bijective. Then
(S, T ) are a matched pair and R ∼= S ⊲⊳ T by this identification µ.
Definition 4.3. A strong monoid factorisation is a factorisation in submonoids
S, T as above such that R also factorises into T, S. We say that a matched pair is
strong if it corresponds to a strong factorisation.
Definition 4.4. A braided monoid is a monoid S forming part of a matched pair
(S, S) such that
(1) The equality
(4.1) uv = (uv)(uv) holds in S, ∀u, v ∈ S.
(2) The associated map rS
rS : S × S → S × S defined by rS(u, v) = (
uv, uv)
is bijective and obeys the YBE. A braided monoid is denoted by (S, rS).
(3) The braided monoid (S, rS) is called a strong braided monoid if (S, S) is a
strong matched pair.
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Remark 4.5. Matched pairs of groups and braided groups are defined analogously.
Note that if the group G forms a matched pair (G,G) such that uv = (uv)(uv) holds
for all u, v ∈ G then the associated map rG : G×G→ G×G with rG(u, v) := (uv, uv)
is a solution of YBE so (G, rG) is a braided group.
The following facts can be extracted from [GIM08] Theorems 3.6 and 3.14.
Facts 4.6. Let (X, r) be a braided set and S = S(X, r) the associated monoid.
Then
(1) The left and the right actions
( )• : X ×X −→ X, and •( ) : X ×X −→ X
defined via r can be extended in a unique way to a left and a right action
( )• : S × S −→ S, and •( ) : S × S −→ S.
which make (S, rS) a strong (graded) braided monoid. (In particular (S, rS)
is a set-theoretic solution of YBE).
(2) (S, rS) is nondegenerate if and only if (X, r) is nondegenerate.
(3) (S, rS) is involutive if and only if (X, r) is involutive.
The following is an interpretation of [GIM08], Remark 4.3 in our settings.
Remark 4.7. Suppose the square-free solution (Z, r) decomposes into a disjoint
union of its r-invariant (nonempty) subsets X and Y . By definition (Z, r) is non-
degenerate, thus the equalities r(x, y) = (xy, xy), r(y, x) = (yx, yx), and the non-
degeneracy of r, rX , rY imply that
yx, xy ∈ X, and xy, yx ∈ Y, for all x ∈ X, y ∈ Y.
Therefore, r induces bijective maps
(4.2) ρ : Y ×X −→ X × Y, and σ : X × Y −→ Y ×X,
and left and right “actions”
(4.3) ( )• : Y ×X −→ X, •( ) : Y ×X −→ Y, projected from ρ
(4.4) ⊲ : X × Y −→ Y, ⊳ : X × Y −→ X, projected from σ.
In the general setting of [GIM08] extensions satisfying (4.2) are called regular ex-
tension.
4.2. Decompositions of square-free solutions, and factorisation of S, G
and G. From now on we keep the conventions and the usual notation of this paper-
(X, r) will denotes a square-free solution, not necessarily finite (unless we indicate
the contrary). S = S(X, r), G = G(X, r), G = G(X, r) denote respectively the
YB-monoid, YB-group and the YB permutation group associated with (X, r). L :
G(X, r) −→ Sym(X) is the canonical group homomorphism defined via the left
action, see Remark 2.6, and by definition G = L(G(X, r)). One has G = L(S(X, r))
whenever X is a finite set.
It is known that when (X, r) is a finite square-free solution the group G, or equiv-
alently G, acts intransitively on X . This follows from the decomposition theorem
of Rump, [Ru]. Most of the statements in this and the later sections do not need
necessarily the assumption that X is of finite order.
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Remark 4.8. The group G acts intransitively onX whenever (X, r) is a square-free
solution with finite multipermutation level m ≥ 1 (where X is a set of arbitrary
cardinality) . In this case the number of orbits t equals at least the cardinality of
the (m− 1)th retract, |Retm−1(X, r)|, see Corollary 7.9.
When the set X is infinite we shall often impose the restriction that the number t
of G-orbits is finite, this will be clearly indicated.
Notation 4.9. OG(x) will denote the G-orbit of x, x ∈ X .
In all cases whenX has finite number of G-orbits we shall denote these byX1, · · · , Xt.
Clearly, the orbits are r-invariant subsets of X , and each (Xi, ri), 1 ≤ i ≤ t, where
ri is the restriction ri = r|Xi , is also a square-free solution. For each α ∈ Xj there
is an equality of sets
Xj = {
uα | u ∈ G}.
Notation 4.10. Let (X, r) be a square-free solution, Y ⊂ X an arbitrary subset.
We shall use the following notation.
S(Y ) := the submonoid of S(X, r) generated by Y ;
G(Y ) := the subgroup of G(X, r) generated by Y ;
G(Y ) := L(G(Y )). This is a subgroup of G(X, r) generated by the permutations
Ly ∈ G(X, r), where y ∈ Y :
G(Y ) = gr〈Ly ∈ G(X, r) | y ∈ Y 〉
Remark 4.11. Let Y ⊂ X , an arbitrary subset. Then G(Y ) = 1 if and only if
Y ⊂ kerL.
Remark 4.12. Suppose Y is G-invariant. Then (Y, rY ) is a square-free solution,
(as usual rY denotes the restriction rY×Y of r).Then S(Y ) ≃ S(Y, rY ), G(Y ) ≃
G(Y, rY ), (see Theorem 4.16). Note that in general, G(Y ) is different from the
permutation group G(Y, r|Y ) ≤ Sym(Y ). Furthermore, if (X, r) is a finite solution
and Y is an r-invariant subset of X , then the group G(Y ) is the image of S(Y )
under the map L : G(X, r) −→ Sym(X).
Proposition 4.13. Let (X, r) be a square-free solution, S = S(X, r), G = G(X, r).
Suppose Y is a G-invariant subset of X. Then
(i) au ∈ S(Y ), ua ∈ S(Y ) ∀u ∈ S(Y ), a ∈ S;
(ii) au ∈ G(Y ), ua ∈ G(Y ) ∀u ∈ G(Y ), a ∈ G.
Under the hypothesis of the proposition we prove first the following key lemma.
Lemma 4.14. With the assumptions and notation of Proposition 4.13, the follow-
ing are equalities in G
(4.5) a(y−1) = (ay)−1; (y−1)a = (ya)−1 ∀a ∈ G, y ∈ X.
Proof. Note that each element a ∈ G can be presented as a monomial
(4.6) a = ζ1ζ2 · · · ζn, ζi ∈ X
⋃
X−1.
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We shall consider a reduced form of a, that is a presentation 4.6 with minimal
length n. We shall use induction on the length n of the reduced form of a.
Step 1. a ∈ X
⋃
X−1. Two cases are possible: (i) a ∈ X. By the cyclic condition
we have
yay = ay. This implies
(
yay).(ay)−1 = 1
Recall that (G,G) is a matched pair of groups, thus a1 = 1 for all a ∈ G. Consider
the equalities
1 =
ya1 =
ya(y.y−1) : by ML0
= [
yay].[(
ya)y (y−1)] : by ML2
=
yay.(a(y−1) : since (ya)y = a by lri.
Hence
1 = (
yay).(ay)−1 =
yay.(a(y−1),
which is an equality in the group G, therefore the left hand side of (4.5) holds. For
the right hand side one uses analogous argument. By the (right) cyclic condition
one has ya
y
= ya, hence
(ya)−1(ya
y
) = 1
This time we act on the right-hand side:
1 = 1a
y
= (y−1y)a
y
: by MR0
= [(y−1)
y(ay)][y(a
y)] : by MR2
= [(y−1)a][y(a
y)] : by lri.
So (y−1)a(y(a
y)) = (ya)−1(ya
y
) holds in G and therefore (y−1)a = (ya)−1. This
verifies RHS of (4.5). (ii) a ∈ X−1, or equivalently a = ζ−1, where ζ ∈ X. Recall
that there is an equality
ζ−1y = yζ ∀ζ, y ∈ X.
Consider now the equalities:
1 =
y(ζ−1)[yy−1] : by ML0
= ((
yζ)−1)[yy−1] : by case i
= [((
yζ)−1)y].[((
yζ)−1)yy−1] : by ML2
= [y(
yζ)].[((
yζ)y)−1(y−1) : by case i
= [yζ ].[(ζ
−1)(y−1) : by the cyclic condition and lri
= [ζ
−1
y][(ζ
−1)(y−1).
So the equality
[ζ
−1
y][(ζ
−1)y−1] = 1
implies
[ζ
−1
y]−1 = (ζ
−1)y−1
and therefore
(ay)−1 = a(y−1).
This proves the LHS of (4.5). Analogous argument verifies its RHS.
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Step 2. Assume (4.5) hold for each y ∈ X and each a ∈ G with reduced form of
minimal length n. Suppose a ∈ G has minimal length n+ 1. Then a = ζb, where
ζ ∈ X
⋃
X−1, and b ∈ G has length n. Then
a(y−1) = (ζb)(y−1)
= ζ(b(y−1)) : by ML1
= ζ((by)−1) : by the inductive assumption
= (ζ(by))−1 : by the inductive assumption
= ((ζb)y)−1 : by ML1
= (ay)−1 : by a = ζb.
This proves the LHS of (4.5), the remaining part is proven analogously. The lemma
has been proved. 
Proof of the proposition. We shall prove the implication
(4.7) u ∈ G(Y ), a ∈ G =⇒ au ∈ G(Y ) au ∈ G(Y )
This time we use induction on the length of u. Lemma 4.14 gives the base for
the induction. Assume now (4.7) holds for all u ∈ G(Y ) with length n. Suppose
u ∈ G(Y ) has length n + 1, so u = ζv, where ζ ∈ Y
⋃
Y −1, and v ∈ G(Y ) has
length n. One has
au= a(ζv)
= [aζ][a
ζ
v] : by ML2
∈ G(Y ) : since aζ, a
ζ
v ∈ G(Y ) by the inductive assumption.
Analogous argument verifies ua ∈ G(Y ). This proves part (ii) of the proposition.
The proof of (i) is analogous.
Corollary 4.15. In notation as above let Y be a G-invariant subset of (X, r).
Then
i) S(Y ) is an rS-invariant subset of the braided monoid (S, rS)
ii) G(Y ) is an rG-invariant subset of the braided group (G, rG)
Proof. We shall prove (ii) ((i) is analogous). We know that (G, rG) is a braided
group and rG is defined via the left and right actions on G = G(X, r). So we have
rG(u, v) = (
uv, uv) ∀u, v ∈ G.
By Proposition 4.13 each pair u, v ∈ G(Y ) satisfies uv, uv ∈ G(Y ). This shows that
G(Y ) is rG-invariant. 
Theorem 4.16. Let (X, r) be a square-free solution, which decomposes into a dis-
joint union X = Y
⋃
Z of r-invariant subsets. Let (Y, rY ), (Z, rZ) be the restricted
solutions, G = G(X, r), GY = G(Y, rY ), GZ = G(Z, rZ). Then
(1) G(Y ) ≃ GY , G(Z) ≃ GZ .
(2) GY , GZ is a matched pair of groups with actions induced from the braided
group (G, rG). G = G(X, r) is isomorphic to the double crossed products
G ≃ GY ⊲⊳ GZ ≃ GZ ⊲⊳ GY .
In particular, G factorises as:
(4.8) G = G(X, r) = GYGZ = GZGY .
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(3) G decomposes as product of subgroups (which in general is not a factorisa-
tion):
(4.9) G = G(Y )G(Z) = G(Z)G(Y ).
Proof. It follows from [GIM08] Proposition 4.25. that GY , GZ is a matched pair,
so there is a factorisation G = GYGZ , and each w ∈ G has unique presentation as
(4.10) w = ua with u ∈ GY , a ∈ GZ .
On the other hand (X, r) is a solution, thus (G, rG) is a braided group and the
equality
ua = (ua)(ua) holds ∀ u, a ∈ G.
Y and Z are G-invariant subsets of X , so by Proposition 4.13
a ∈ GZ , u ∈ G =⇒ ua ∈ GZ
u ∈ GY , a ∈ G =⇒ u
a ∈ GY .
Therefore each element w ∈ G presents as
(4.11) w = ua = a1u1 where u, u1 ∈ GY , a, a1 ∈ GZ , a1 =
ua, u1 = u
a.
The uniqueness of a1 and u1 in (4.11) follows from GY
⋂
GZ = 1. This implies the
factorisation G = GZGY , hence GY , GZ is a strong matched pair.
We apply the group homomorphism L to (4.8). Now the equalities L(G) = G ,
L(GY ) = L(G(Y )) = G(Y ) and L(GZ) = L(G(Z)) = G(Z) give the decomposition
(4.9). Note that each w ∈ G decomposes as a product w = ua = a1u1, where
u, u1 ∈ G(Y ), a, a1 ∈ G(Z), but this presentation is possibly not unique. 
Proposition 4.17. With the assumptions and notation of Theorem 4.16, there are
isomorphisms of monoids S(Y ) ≃ S(Y, rY ), S(Z) ≃ S(Z, rZ). S(X)
⋂
S(Y ) = 1.
Furthermore, (S(Y), S(Z)) is a strong matched pair of monoids, S is isomorphic to
the double crossed product
S = S(X, r) ≃ S(Y ) ⊲⊳ S(Z) ≃ S(Z) ⊲⊳ S(Y ).
There is a factorisation of monoids
S = S(Y )S(Z) = S(Z)S(Y ),
where each w ∈ S decomposes uniquely as
w = ua = a1u1, u, u1 ∈ S(Y ), a, a1 ∈ S(Z).
The following lemma is straighforward. It verifies the associativity of bicross prod-
ucts for G-invariant subset of (X, r).
Lemma 4.18. Notation as above. The double cross product on G-invariant disjoint
subsets of (X, r) is commutative and associative. More precisely, suppose Y1, Y2, Y3
are pairwise disjoint G-invariant subsets of X. Let Y = Y1
⋃
Y2
⋃
Y3. Then
S(Yi
⋃
Yj) ≃ S(Yi) ⊲⊳ S(Yj) ≃ S(Yj) ⊲⊳ S(Yi), 1 ≤ i < j ≤ s.
Analogous statement is true for the groups G(Yi
⋃
Yj), 1 ≤ i < j ≤ s. Furthermore,
S(Y ) ≃ S(Y1) ⊲⊳ [S(Y2) ⊲⊳ S(Y3)] ≃ [S(Y1) ⊲⊳ S(Y2)] ⊲⊳ S(Y3)
G(Y )≃ G(Y1) ⊲⊳ [G(Y2) ⊲⊳ G(Y3)] ≃ [G(Y1) ⊲⊳ G(Y2)] ⊲⊳ G(Y3).
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Theorem 4.19. Let (X, r) be a nontrivial square-free solution. Suppose X decom-
poses into a disjoint union
X =
⋃
1≤i≤p
Yi,
of G-invariant subsets Y1, Y2, · · ·Ys. Then
S = S(X, r) ≃ S(Y1) ⊲⊳ S(Y2) ⊲⊳ · · ·S(Ys)
G = G(X, r)≃ G(Y1) ⊲⊳ G(Y2) ⊲⊳ · · ·G(Ys).
In particular,
(1) S = S(X, r) factorises as a product of submonoids:
(4.12) S = S(X, r) = S(Y1) S(Y2) · · · S(Ys),
where each u ∈ S has unique presentation u = u1u2 · · ·us, ui ∈ S(Yi), 1 ≤
i ≤ s.
(2) G = G(X, r) factorises as a product of subgroups:
(4.13) G = G(X, r) = G(Y1) G(Y2) · · · G(Ys),
where each u ∈ G has unique presentation u = u1u2 · · ·us, ui ∈ G(Yi), 1 ≤
i ≤ s.
(3)
(4.14) G = G(X, r) = G(Y1) G(Y2) · · · G(Ys),
in the sense that each a ∈ G is presented as a product a = a1a2 · · · as, where
ai ∈ G(Yi), 1 ≤ i ≤ s, but this presentation is possibly not unique. At least
one of the groups G(Yi) is nontrivial. (We have G(Yi) = 1 if and only if
Yi ⊂ kerL ).
Corollary 4.20. Let (X, r) be a nontrivial square-free solution, which is either
finite, or infinite but with a finite set of G-orbits. Let X1 · · ·Xt be the set of all
orbits in X denoted so that the first t0 orbits are exactly the nontrivial ones. Then
(4.15)
S = S(X, r) = S(X1) S(X2) · · · S(Xt)
G = G(X, r) =G(X1) G(X2) · · · G(Xt)
G = G(X, r) = G(X1) G(X2) · · · G(Xt0).
For multipermutation square-free solutions (X, r) with mplX = m there is a natural
and important decomposition: X decomposes as a disjoint union of its (m− 1) th
retract classes. The retract classes [x(k)], 1 ≤ k, x ∈ X are introduced in section 7,
see Notation 7.1, and Facts 7.4. They are disjoint r-invariant subsets of (X, r) and
behave nicely. Note that when mplX = m, and k < m− 1 at least one of the k-th
retract classes is not G-invariant. Moreover, each (m−1)-th retract class [x(m−1)] is
G-invariant and contains the orbitOG(x). More precisely, each retract class [x
(m−1)]
splits into a disjoint union of the orbits Xij , which intersect it nontrivially.
Theorem 4.21. Let (X, r) be a nontrivial square-free solution, which is either
finite, or is infinite but with a finite number of G-orbits. Suppose it has a finite
multipermutation level mpl(X, r) = m. Then
(1) Ret(m−1)(X, r) is a finite set of order ≤ t, where t is the number of G-orbits
of X. Let
Y1 = [ξ
(m−1)
1 ], · · · , Ys = [ξ
(m−1)
s ]
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be the set of all distinct (m − 1)-retract classes in X. One has s ≥ 2, and
|Yi| ≥ 2 for some 1 ≤ i ≤ s.
(2) X is a disjoint union X =
⋃
1≤i≤s Yi. Each Yi, 1 ≤ i ≤ s, is G-invariant,
and mpl(Yi, ri) ≤ m− 1, where (Yi, ri) is the restricted solution.
(3) The monoid S = S(X, r) and the group G = G(X, r) have factorisations
as in (4.12) and (4.13), respectively. G = G(X, r) also decomposes as a
product of subgroups (4.14), but some pairs of these subgroups may have
nontrivial intersection.
Proof. Clearly X =
⋃
1≤i≤s Yi is a disjoint union. It follows from Proposition 7.8
that s ≥ 2, Yi is G-invariant for 1 ≤ i ≤ s and contains each G-orbit which intersects
it nontrivially. If we assume | Yi |= 1, 1 ≤ i ≤ s, this would imply that all G- orbits
in X are trivial, and therefore (X, r) is a trivial solution, a contradiction. It follows
than that | Yi |≥ 2 for some i, 1 ≤ i ≤ s. The inequality mpl(Yi, ri) ≤ m− 1 follows
from Facts 7.4 2. We have proved (1) and (2). (3) follows straightforwardly from
Theorem 4.19. 
Remark 4.22. Proposition 5.15 shows that in the particular case when 2 ≤ m ≤ 3
(X, r) is a strong twisted union
X = Y1 ♮ Y2 ♮ · · · ♮ Ys,
and G decomposes as a product of abelian subgroups
G = G(Y1)G(Y2) · · · G(Ys),
5. Multipermutation solutions of low levels.
A natural question arises:
Question 5.1. Suppose (X, r) is a multipermutation square-free solution. What is
the relation between the multipermutation level mpl(X, r) and the algebraic proper-
ties of S(X, r), G(X, r), G(X, r), kG(X, r), A(k,X, r)?
The following is straightforward.
Lemma 5.2. Suppose (X, r) is a square-free solution of order ≥ 2 (but not neces-
sarily finite). Then the following conditions are equivalent.
(1) mpl(X, r) = 1.
(2) (X,r) is the trivial solution, i.e. r(x, y) = (y, x), for all x, y ∈ X.
(3) S(X, r) is the free abelian monoid generated by X.
(4) G(X, r) is the free abelean group generated by X.
(5) G(X, r) = {id}, the trivial group.
5.1. Square-free solutions of multipermutation level 2. Detailed study of
square-free solutions of multipermutation level 2 is performed in [GIM0806], and
[GIM08]. We recall first some results from these works needed in the sequel.
Proposition 5.3. [GIM0806], Let (X, r) be a square-free solution of finite order, let
Xi, 1 ≤ i ≤ t be the set of all G(X, r)-orbits in X enumerated so that X1, · · · , Xt0
is the set of all nontrivial orbits (if any). Then the following are equivalent.
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(1) (X, r) is a multipermutation solution of level 2
(2) t0 ≥ 1 and for each j, 1 ≤ j ≤ t0, x, y ∈ Xj implies Lx = Ly.
(3) t0 ≥ 1 and for each x ∈ X the permutation Lx is an r-automorphism, i.e.
G(X, r) ⊆ Aut(X, r).
Theorem 5.4. [GIM0806] Let (X, r) be square-free solution of multipermutation
level 2 and finite order, and Xi, 1 ≤ i ≤ t be the set of all G(X, r)-orbits as in
Popostion 5.3. Let (Xi, ri), 1 ≤ i ≤ t be the restricted solution. Then:
(1) G(X, r) is a nontrivial abelian group.
(2) Each (Xi, ri), 1 ≤ i ≤ t0 is a trivial solution. Clearly in the case t0 < t,
each (Xj , rj), with t0 ≤ j ≤ t is a one element solution.
(3) For any ordered pair i, j, 1 ≤ i ≤ t0, 1 ≤ j ≤ t, such that Xj acts nontrivially
on Xi, every x ∈ Xj acts via the same permutation σ
j
i ∈ Sym(Xi) which is
a product of disjoint cycles of equal length d = dji
σji = (x1 · · ·xd)(y1 · · · yd) · · · (z1 · · · zd),
where each element of Xi occurs exactly once. Here d
j
i is an invariant of
the pair Xj , Xi.
(4) X is a strong twisted union X = X1 ♮ X2 ♮ · · · ♮ Xt.
Fact 5.5. [GIM08], Proposition 2.5. Let (X, r) be a quadratic set. Then any of
the following two conditions imply the third. (i) (X, r) is involutive; (ii) (X, r) is
nondegenerate and cyclic; (iii) (X, r) satisfies lri.
Proposition 5.6. Suppose (X, r) is a multipermutation solution of level 2. Then
(1) The associated braided monoid (S, rS) is a symmetric set which satisfies the
cyclic conditions and lri (see Definition 2.9). (S, rS) is not square-free.
Furthermore, S acts on itself as automorphisms:
(5.1) a(uv) = (au)(av) (uv)a = (ua)(va) ∀ a, u, v ∈ S.
(2) An analogous statement is true for the associated braided group (G, rG).
Proof. By Facts 4.6 (S, rS) is an nondegenerate involutive set-theoretic solution of
YBE, therefore it is a symmetric set. By Proposition 5.3 G(X, r) ⊆ Aut(X, r), thus,
by Corollary 3.5 and by the definition of automorphism of solutions one has
(5.2)
Lαx = Lx = Lxα ∀ x, α ∈ X
a(xy) = (ax)(ay) ∀ a ∈ S, x, y ∈ X.
Using (5.2) and induction on the length | v | of v ∈ S) one shows easily that
(5.3)
abv = av v
ba = va, for all a, b, v ∈ S;
bav = av, va
b
= va for all a, b, v ∈ S.
replacing b with v in each of the above equalities one yields the cyclic conditions
for the solution (S, rS). We have shown that (S, rS) satisfies (i) and (ii) of Fact 5.5,
hence it satisfies (iii). This verifies lri ((au)a = u = a(ua) for all a, u ∈ S). We will
verify that the left action of S (see Facts 4.6) is as automorphisms (the proof for
the right action is analogous). This follows from the equalities:
a(uv) = (au)(a
u
v) : by ML2
= (au)(av) : by (5.3).
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We claim that (S, rS) is not square-free, or equivalently there exist an a ∈ S, such
that aa 6= a. Assume the contrary. By hypothesis (X, r) is not the trivial solution,
so there exist x, y ∈ X , with yx 6= x. Let a = xy
aa = xy(xy) = (xyx)(xyy) : by (5.1)
= (y(xx))(x(yy)) : by G abelian
= (yx)(xy) : by (X, r) square-free.
So xy = a = aa = (yx)(xy) are equalities in S. The only quadratic relation in S
involving xy is
xy = xy.xy.
Therefore one of the following is an equality of words in the free monoid 〈X〉 :
(5.4) (yx)(xy) = xy in 〈X〉
(5.5) (yx)(xy) = xy.xy in 〈X〉.
Case a. (5.4) holds. Then yx = x which contradicts the choice of x and y. Case
b. (5.5) is in force. Hence yx = xy. We apply right action by y on both sides of
this equality and obtain
(5.6) (yx)y = (xy)y.
Thus
x = (yx)y by lri
= (xy)y by (5.6)
= x(yy) by G abelian
= xy by (X, r) square-free.
Therefore xy = x = xx. It follows then by the nondegeneracy of (X, r) that y = x,
and yx = yy = y. A contradiction with the choice of x, y. We have verified the
first part of the proposition. An analogous argument proves the statement for the
braided group (G, rG). 
It is natural to ask
Questions 5.7. 1) When can an abelian group of permutations H ≤ SymX be
considered as a permutation YB group of a solution (X, r)?
In particular,
2) When is H ≤ SymX a permutation YB group of a solution (X, r) of multiper-
mutation level 2?
An answer to the second question is given in the following Proposition 5.8. Fur-
thermore, as shows Corollary 5.9, every finite abelian group is isomorphic to the
permutation group of a solution (X, r) with mplX = 2.
Proposition 5.8. Let H be an abelian permutation group on a set X. Then the
following are equivalent:
(a) there is a solution (X, r), with mpl(X, r) = 2, such that G(X, r) = H;
(b) there is a function f from the set of H-orbits on X to H with the properties
– f(Xi) fixes every point in Xi;
– the image of f generates H.
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Proof. We use the following facts: If H is an abelian permutation group on X , and
if h ∈ H fixes x ∈ X , then H fixes every point of the H-orbit containing X . For, if
k ∈ H , then
h(k(x)) = k(h(x)) = k(x).
Also, if a solution (X, r) has mpl(X, r) = 2, and La(x) = y, then Lx = Ly. For in
the first retract, L[a] is the identity, so that [x] = [y], which means precisely that
Lx = Ly . It follows that if x and y lie in the same orbit of G(X, r), then Lx = Ly.
Now suppose that H = G(X, r) for some solution (X, r) with mpl(X, r) = 2. For
any orbit Xi, choose a ∈ Xi, and let f(Xi) = La. This element fixes a, and
hence fixes every point of its orbit. Moreover, the previous paragraph shows that
f(Xi) is independent of the choice of a ∈ Xi. Also, the image of f consists of all
permutations La, for a ∈ X ; so it generates G(X, r) = H .
Conversely, suppose that we are given a function f with the properties in the
proposition. For all a ∈ Xi, we define La = f(Xi), and then construct a map
r : X ×X → X ×X in the usual way:
r(a, b) = (La(b),L
−1
b (a)).
By assumption, La(a) = a. Also, for any a, b ∈ X , La(b) = ab lies in the same
orbit as b, and hence Lab = Lb; similarly Lab = La; and the fact that the group is
abelian now implies that
LabLab = LbLa = LaLb.
It follows that we do have a solution. Moreover, the group H is generated by all
the maps La, for a ∈ X ; so H = G(X, r). 
From this we can deduce the following.
Corollary 5.9. Let H be a finite abelian group. Then there is a solution (X, r)
with mpl(X, r) = 2 such that G(X, r) ∼= H.
Proof. Let h1, . . . , hr generate H . Now let X = H ∪ {a1, . . . , ar}, where H has its
regular action on itself and fixes the points a1, . . . , ar. Define a function f by
f(H) = id,
f({ai}) = hi.
The conditions of the proposition are obviously satisfied by f . 
5.2. Square-free solutions of multipermutation level 3. It is straightforward
that mplX > 2 if and only if Ret(X, r) is a nontrivial solution, or equivalently
∃α, x ∈ X, such that [αx] 6= [x].
Remark 5.10. The following are equivalent
i) mpl(X, r) > 2
ii) There exists a first-retract class [x] = [x(1)] which is not G-invariant.
(iii) There exists a G-orbit X0 in X and a pair α, β ∈ X0 such that Lα 6= Lβ .
Proposition 5.11. Let (X, r) be a square-free solution (of arbitrary cardinality).
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(1) mpl(X, r) ≤ 3 if and only if the following condition holds
(5.7) L(βx) = L(αx) ∀α, β, x ∈ X with OG(α) = OG(β).
(2) mplX = 3, if and only if (5.7) holds, and there exists a pair x, α ∈ X such
that
L(αx) 6= Lx
Proof. The following implications hold:
mpl(X, r) ≤ 3⇐⇒ Ret2(X, r) is either the trivial solution or one element solution
⇐⇒ [α] ∼ [uα] in Ret(X, r) ∀α ∈ X,u ∈ G
⇐⇒ [αx] = [βx] ∀α, β, x ∈ X, with OG(α) = OG(β)
⇐⇒ Lαx = Lβx ∀α, β, x ∈ X, with OG(α) = OG(β).
This implies the first part of the proposition. Now (1) together Remark 5.10 imply
(2). 
Proposition 5.12. Let (X, r) be a nontrivial square-free solution with condition
(5.7). Suppose Xi, 1 ≤ i ≤ t, is the set of all G(X, r)-orbits in X enumerated so
that X1, · · · , Xt0 , (t0 ≥ 1) are exactly the nontrivial ones. Then the following are
equivalent. Then the following conditions hold:
(1) There are equalities
(5.8)
βxα = xα
yαx = αx ∀x, y ∈ Xi, ∀α, β ∈ Xj, 1 ≤ i < j ≤ t.
(2) Each group G(Xj), 1 ≤ j ≤ t0, is abelian. In the case when t0 < t, G(Xj) =
{1}, for all t0 < j ≤ t.
(3) X is a strong twisted union X = X1 ♮ X2 ♮ · · · ♮ Xt.
(4) In particular, mpl(X, r) = 3 implies (5.7) and conditions (1), (2), (3).
Proof. We apply the two sides of (5.7) to the element α, and use the cyclic condition
to yield: Lβx(α) = Lαx(α) = Lx(α). This interpreted in our typical notation gives:
βxα = xα ∀x ∈ X,α, β ∈ Xj, 1 ≤ j ≤ t,
We have verified the left hand-side equality of (5.8). The right hand-side is analo-
gous. This proves part (1).
To prove (3) it will be enough to show that for two arbitrary orbits Xi, Xj , 1 ≤ i <
j ≤ t the set Xij = Xi
⋃
Xj is r-invariant, and the restricted solution (Xij , r|Xij )
is a strong twisted union Xij = Xi ♮ Xj.
Consider two orbits Xi, Xj , where 1 ≤ i < j ≤ t. As a union of two G-invariant
subsets of X , the set Xij = Xi
⋃
Xj is r-invariant, so (5.8) implies that the re-
stricted solution (Xij , r|Xij ) is a strong twisted union Xij = Xi ♮ Xj, which proves
(3).
Suppose now 1 ≤ j ≤ t. Without loss of generality we can assume that the group
G(Xj) is nontrivial (by hypothesis (X, r) is a nontrivial solution). Now in the
equality (5.7) we set x = α and since (X, r) is square-free (αα = α) we obtain the
left hand-side of the following
(5.9) Lβα = Lα, Lβα = Lβ ∀α, β ∈ Xj , 1 ≤ j ≤ t.
28 TATIANA GATEVA-IVANOVA AND PETER CAMERON
The equality in the right hand-side is analogous. Recall that since (X, r) is a
solution one has
Lβ ◦ Lα = Lβα ◦ Lβα ∀α, β ∈ X,
which together with (5.9) implies
(5.10) Lβ ◦ Lα = Lα ◦ Lβ , ∀α, β ∈ Xj, 1 ≤ j ≤ t.
By definition, G(Xj) is the subgroup of G, generated by the set of all Lα, α ∈ Xj.
It follows then from (5.10) that each nontrivial G(Xj), 1 ≤ j ≤ t, is abelian. 
Corollary 5.13. Let (X, r) be a finite square-free solution with mplX = 3. Let
X1 · · ·Xt be the set of G-orbits in X. Then
(1) Each group G(Xj), 1 ≤ j ≤ t, is abelian (G(Xj) = {e} is also possible).
There exists a j, 1 ≤ j ≤ t for which G(Xj) is nontrivial. Without loss
of generality we shall assume that the nontrivial groups are G(Xj) with
1 ≤ j ≤ t0.
(2) Suppose 1 ≤ j ≤ t0, so G(Xj) acts on X nontrivially. Consider the set of
G(Xj)-orbits in X. Then the elements of each G(Xj)-orbit in X act equally
on Xj, that is:
(Lα)|Xj = (Lβ)|Xj whenever β ∈ OG(Xj)(α).
Moreover, X = X1 ♮ X2 ♮ · · · ♮ Xt.
(3) The group G is a product of abelian subgroups
G = G(X1)G(X2) · · · G(Xt0 ).
This corollary gives interesting information about the graph Γ of finite solutions
(X, r) with mplX = 3. Take an arbitrary j for which the group G(Xj) is nontrivial.
The action of G(Xj) on X is represented graphically by taking the subgraph Γ(j) of
Γ with the same set of vertices, but only edges labeled by α, where α ∈ Xj , are con-
sidered. Then clearly, there is a 1− 1 correspondence between the set of connected
components in Γ(j) and the set of G(Xj)-orbits in X . For each component Γ
(j)
x (x
is an arbitrary vertex in the component) the corresponding orbit is OG(Xj)(x). As
a set it coincides with the set of all vertices in Γ
(j)
x . It follows then from Corollary
5.13 that all vertices in a connected component of Γ(j), 1 ≤ j ≤ t0 have the same
action on the set Xj.
Question 5.14. In notation as above, suppose that (X, r) is a finite square-free
solution which satisfies condition (1) and (2) of Corollary 5.13. What additional
“minimal” condition should be imposed on the actions (if any) to guarantee mplX =
3? We are searching a condition which formally is weaker that the obviously suffi-
cient condition (5.7).
Proposition 5.15. Let (X, r) be a nontrivial finite square-free solution of multi-
permutation level m, 2 ≤ m ≤ 3. Let
Y1 = [ξ
(m−1)
1 ], · · · , Ys = [ξ
(m−1)
s ]
be the set of all distinct (m − 1)-retract classes in X. Let S(Yj), G(Yj),G(Yj), 1 ≤
j ≤ s, be as in Notation 4.10. Then
(1) s ≥ 2, |Yi| ≥ 2 for some 1 ≤ i ≤ s. (We enumerate them so that the first
s0 are exactly the nontrivial ones).
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(2) Each retract class Yi, 1 ≤ i ≤ s, is G-invariant and the restricted solution
(Yi, ri) where ri = r|Yi has multipermutation level ≤ 2. (In the case when
s0 < i ≤ s,mpl Yj = 0).
(3) (X, r) is a strong twisted union
X = Y1 ♮ Y2 ♮ · · · ♮ Ys.
(4) All groups G(Yj), 1 ≤ j ≤ s, are abelian and G(Yj) = 1 is possible for at
most one retract class Yj (with Yj ⊂ kerL). Furthermore,
G = G(Y1)G(Y2) · · · G(Ys0 ).
Proof. We give a sketch of the proof for the case mplX = 3, the case mplX = 2 is
analogous. 1 is clear. 2 follows from Facts 7.42 We shall prove 3. Clearly, X splits
into a disjoint union X =
⋃
1≤j≤s Yj . of the G-invariant subsets Yj , 1 ≤ j ≤ s. By
Definition 3.8 it will be enough to show that for each pair i 6= j, 1 ≤ i, j ≤ s the
G-invariant subset Yij = Yi
⋃
Yj is a strong twisted union Yij = Yi ♮ Yj . Suppose
α, β ∈ Yi, then α(2) = β(2) and by Facts 7.4, (7.3) one has
αxβ = xβ ∀x ∈ X,
which implies Yij = Yi ♮ Yj . This proves 3.
By Corollary 7.7 each group G(Yi), 1 ≤ is abelian. By Remarks 4.11 G(Yj) = 1 iff
Yj ⊂ kerL, and 7.6 implies that if such a retract class exists it contains the set
X0 = X
⋂
kerL, and therefore it is unique. Now 4 follows from the decomposition
Theorem 4.21 (3). 
We show in section 6 that for square-free solutions of arbitrary cardinality and finite
multipermutation level m one has
slG(X, r) ≤ m− 1, slG(X, r) ≤ m
Thus
mplX = 3 =⇒ 1 ≤ slG(X, r) ≤ 2.
We conclude the section with an example of a square-free solutions (X, r) with
mpl(X, r) = 3 and abelian YB permutation group G(X, r).
Example 5.16. Let (X, r) be the square-free solution defined as
X = X1
⋃
X2
⋃
X3
X1 = {xi | 1 ≤ i ≤ 8} X2 = {a, c} X3 = {b, d}
La = (b d)(x1 x2)(x3 x4)(x5 x6)(x7 x8) Lc = (b d)(x1 x5)(x2 x6)(x3 x7)(x4 x8)
Lb = (a c)(x1 x3)(x2 x4)(x5 x7)(x6 x8) Lc = (a c)(x1 x8)(x2 x7)(x3 x6)(x5 x4)
Lxi = idX 1 ≤ i ≤ 8.
Then mpl(X, r) = 3, G(X, r) is abelian, and the group G(x, r) is solvable of solvable
length 2.
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Proof. Note that ab = d, ab = c, so LaLb = LabLab . Similarly one veryfies that
LzLt = LztLzt , for all z, t ∈ X , so condition l1 is satisfied and the left action given
above defines a solution. Direct computation shows:
La ◦ Lb = Lb ◦ La = Ld ◦ Lc = Lc ◦ Ld = (a c)(b d)(x1 x4)(x2 x3)(x5 x8)(x6 x7)
La ◦ Lc = Lc ◦ La = Lb ◦ Ld = Ld ◦ Lb = (x1 x6)(x2 x5)(x3 x8)(x4 x7)
La ◦ Ld = Ld ◦ La = Lb ◦ Lc = Lc ◦ Lb = (a c)(b d)(x1 x7)(x2 x8)(x3 x5)(x4 x6).
Hence G = G(X, r) = 〈La,Lb,Lc,Ld〉 is abelian. Next, the equality Lab = Ld 6= Lb,
implies that mpl(X, r) ≥ 3. It is easy to see that
G = 〈La〉 × 〈Lb〉 × 〈Lc〉 ≃ C2 × C2 × C2.
We will show that mpl(X, r) = 3. For the retracts one has
Ret(X, r) = ([X ], r[X]), where [X ] = {[a], [b], [c], [d], [x1]},
L[a] = L[c] = ([b] [d]),L[b] = L[d] = ([a] [c])
Ret2(X, r) = ([[X ]], r[[X]]), where [[X ]] = {[a], [b], [x1]},L[[a]] = L[[b]] = L[[x1]] = e
Ret3(X, r) is the one element solution on {[a]}.
So we have mpl(X, r) = 3. We have seen that G is abelian, or equivalently, slG = 1.
It is easy to see that slG(X, r) = 2. Indeed, mpl(X, r) = 3 implies 2 ≤ slG(X, r),
by Theorem 7.23 slG(X, r) ≤ slG + 1 = 2.

Question 5.17. Are there multipermutation square-free solutions (X, r) of arbi-
trarily high multipermutation level, and with abelian permutation group G? If not,
what is the largest integer M for which there exist solutions (X, r) with mpl(X, r) =
M and G abelian.
We show, see Theorem 6.1, that assuming G(X, r) abelian, one has mpl(X, r) ≤ t,
where t is the number of G-orbits in X . We still do not have examples of solutions
with high multipermutation level and G abelian.
6. Solutions with abelian permutation group
We can say a surprising amount about solutions (X, r) for which G(X, r) is abelian.
In this section we keep the notation and conventions from the previous sections.
As usual (X, r) is a square-free solution of arbitrary cardinality, G = G(X, r) denotes
its YB permutation group. In the cases when we assume X finite this will be
written explicitly. Without restriction to the case of necessarily finite solutions we
shall assume that X has a finite number of G- orbits, as in the previous sections,
X = {X1, · · · , Xt} will denote the set of G-orbits in X . Clearly, in the case when
X is finite this condition is always in force. As discussed in the previous sections,
each (Xi, ri), 1 ≤ i ≤ t, is also a square-free solution, where ri is the restriction
ri = r|Xi . The main results of the section are the following theorems.
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Theorem 6.1. Let (X, r) be a square-free solution of arbitrary cardinality. Sup-
pose its permutation group G is abelian, and X has a finite number of G- orbits,
X1, · · · , Xt, where t ≥ 2. Then the following conditions hold.
(1) Each (Xi, ri), 1 ≤ i ≤ t, is a trivial solution.
(2) (X, r) is a strong twisted union of its G-orbits (see Definition 3.8):
X = X1 ♮ X2 ♮ · · · ♮ Xt.
(3) (X, r) is a multipermutation solution, with
mpl(X, r) ≤ t.
Corollary 6.2. Every finite square-free solution (X, r) with abelian permutation
group G has multipermutation level mpl(X, r) ≤ t, where t is the number of its G-
orbits.
Theorem 6.3. Let (X, r) be a square-free solution with abelian permutation group
G. Suppose X is a strong twisted union, (X, r) = X1 ♮X2 of the solutions (X1, rX1 ),
and (X2, rX2 ). Then the three solutions are multipermutation solutions and
mplX ≤ mplX1 +mplX2.
Remark 6.4. Note that using a different argument Cedo´, Jespers, and Oknin´ski,
[CJR09], have proven that each finite square-free solution (X, r) with G abelian is
retractable (and therefore multipermutation solution), but do no give estimation of
the multipermutation level.
Remark 6.5. Theorem 6.1 confirms Conjectures I and II [GI] in the case when
the finite square-free solutions (X, r) has abelian permutation group G(X, r), or
equivalently its YB group G(X, r) has solvable length 2.
Remark 6.6. Note that in the general case there is no relation between mplX and
the number of orbits t = t(X). As show Lemma 6.8, and Theorem 9.11, for every
integer m ≥ 3 there exist finite square-free solutions (X, r) with exactly 2 orbits
and with mplX = m.
The proofs of the main results in this section heavily rely on a necessary and
sufficient condition for mpl(X, r) = m given by Theorem 7.10 in the next section.
This condition is given in terms of long actions, or as we call them informally
towers of actions. We need to develop first some basic technique for computation
with towers of actions. We end the section with a simple construction doubling of
solutions which is also used to illustrate that a solutions (X, r) may have exactly
two orbits and arbitrarily large finite multipermutation level m = mplX .
Definition 6.7. Let (X, rX) and (X
′, rX′) be a disjoint identical finite square-free
solution, where X = {x1 · · ·xn}, X ′ = {x′1 · · ·x
′
n}. Let Y = {α} be a one element
set disjoint with X
⋃
X ′, and let (Y, r0) be the one element trivial solution. (By
definition one has mplY = 0). Consider the extension of solutions (Z, r)
Z = (X ♮0 X
′) ♮ {α},
where r is an extension of the YB maps, rX , rX′ , rY defined (as usual) via the
canonical isomorphism of solutions Lα = (x1 x′1) · · · (xn x
′
n)
r|X = rX , r|X′ = rX′
r(xi, x
′
j) = (x
′
j , xi) 1 ≤ i, j ≤ n
r(α, xj) = (x
′
j , α), r(α, x
′
j) = (xj , α).
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We call (Z, r) a canonical doubling of (X, rX), and denote it Z = X
[2,α].
In the following lemma, wr denotes the wreath product of a group with a permu-
tation group. We discuss wreath products more extensively below.
Lemma 6.8. Let (X, rX) be a square-free solution with mplX = m. Let (Z, r) =
X [2,y] be a canonical doubling of (X, rX). Denote GX = G(X, rX), GZ = G(Z, r).
Then
(1) mpl(Z, r) = m+1 and clearly, (Z, r) has exactly two G(Z, r) orbits, namely
Z1 = X
⋃
X ′, and Z2 = {y}.
(2) There is an isomorphism of groups
GZ ≃ (GX ×GX)⋊ C∞ ≃ GX wr C∞,
where the generator of the infinite cyclic group interchanges the two factors.
(3) There is an isomorphism of groups
G(Z) ≃ (GX × GX)⋊ C2 ≃ GX wr C2.
The proof is straightforward.
Clearly, Lα ∈ Aut(X♮0X ′) but does not belong to the permutation group G(X ♮0
X ′), so Lemma 6.8 is a particular case of Lemma 8.3.
Remark 6.9. It is straightforward to see that
sl(GZ) = sl(GX) + 1, sl(GZ) = sl(GX) + 1,
where sl(G) denotes the solvable length of the group G. We will see more general
results later.
6.1. Computations with actions in (X, r). In cases when we have to write a
sequence of successive actions we shall use one also well known notation
(6.1) α⊲x = αx
Definition 6.10. Let ζ1, ζ2, · · · , ζm ∈ X. The expression
ω = (· · · ((ζm⊲ζm−1)⊲ζm−2)⊲ · · · ⊲ζ2)⊲ζ1
will be called a tower of actions or shortly a tower.
Clearly, the result of this action has the shape uζ1, where
u = (· · · ((ζm⊲ζm−1)⊲ζm−2)⊲ · · · ⊲ζ3)⊲ζ2,
so it belongs to the G-orbit of ζ1.
The following two remarks and lemma are straightforward and hold for the general
case of square-free solutions, where G(X, r) is not necessarily abelian, and X is of
arbitrary cardinality.
Remark 6.11. Let Σ1,Σ2 be two disjoint alphabets, m1,m2 be positive integers,
m = m1 +m2 + 1. Let ω = ζmζm−1 · · · ζ2ζ1 be a string (word) of length m in the
alphabet Σ1
⋃
Σ2.Then one of the following conditions is satisfied
i) ω contains a segment v of the shape v = βyq · · · y2y1α, where q ≥ 1, yk ∈ Σj , 1 ≤
k ≤ q, α, β ∈ Σi, and 1 ≤ i 6= j ≤ 2
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ii) ω = yq · · · y2y1αp · · ·α2α1, where ys ∈ Σj , 1 ≤ s ≤ q, αk ∈ Σi, 1 ≤ k ≤ p, and
either p ≥ mi+1, or q ≥ mj+1, (p = 0, q = m1+m2+1, or p = m1+m2+1, q = 0
is also possible).
This remark has a transparent but very useful interpretation for towers of actions.
Remark 6.12. Let X1, X2 be disjoint subsets of the solution (X, r), m1,m2 be
positive integers, m = m1 + m2 + 1. Let ζ1, ζ2, · · · ζm ∈ X1
⋃
X2, and ω be the
tower:
ω = (· · · (ζm⊲ζm−1)⊲ · · · ⊲ζ2)⊲ζ1
Then either
i) ω contains a segment (((· · · ⊲β⊲yq)⊲ · · · ⊲y2)⊲y1)⊲α, where q ≥ 1, yk ∈ Xi, 1 ≤ k ≤
q, α, β ∈ Xj, and 1 ≤ i 6= j ≤ 2; or
ii) ω has the shape
ω = (· · · (((· · · (yq⊲yq−1)⊲ · · · ⊲y2)y1)⊲αp) · · ·α2)⊲α1,
where ys ∈ Xj , 1 ≤ s ≤ q, αk ∈ Xi, 1 ≤ k ≤ p, with 1 ≤ i 6= j ≤ 2. Furthermore,
either p ≥ mi+1, or q ≥ mj+1, (p = 0, q = m1+m2+1, or q = m1+m2+1, q = 0
is also possible).
Lemma 6.13. Let (X, r) be square-free solution, y1, · · · yk ∈ X, with k ≥ 1, and
let Z be an r- invarionat subset of X. Suppose there is an equality
(6.2) ((· · · ((α⊲yk)⊲yk−1)⊲ · · · y2)⊲y1) = (· · · (yk⊲yk−1)⊲ · · · y2)⊲y1 ∀α ∈ Z
Then any longer tower
(6.3)
ω = (· · · (((· · · (((((· · · (as⊲as−1)⊲ · · · )⊲a1)⊲α)⊲yk)⊲yk−1)⊲ · · · ⊲y2)⊲y1)⊲bp)⊲ · · · ⊲b2)⊲b1
with a1, · · ·as, b1, · · · bp ∈ X and α ∈ Z, can be simplified by “cutting” the leftmost
sub-tower of length s+ 1, that is there is an equality:
(6.4) ω = ω′ = ((· · · (((· · · (yk⊲yk−1)⊲ · · · ⊲y2)⊲y1)⊲bp)⊲ · · · ⊲b2)⊲b1.
In the particular cases s = 0 (respectively p = 0) the a’s, (respectively the b’s) are
simply missing in the formulae above.
The lemma follows straightforwardly from the clear implication
α ∈ Z =⇒ ((· · · (as⊲as−1)⊲ · · · )⊲a1)⊲α ∈ Z
We shall refer (informally) to the procedure described in Lemma 6.13 as truncation.
From now on we assume that G(X, r) is abelian.
Lemma 6.14. Let (X, r) be a square-free solution with abelian permutation group
G. Suppose Y, Z are r-invariant subsets of X and the following stu-type condition
is satisfied:
(6.5)
αyz = yz ∀α, z ∈ Z and ∀y ∈ Y.
Then for every pair α, z ∈ Z, and every finite sequence y1, · · · , yk ∈ Y , k ≥ 1 one
has
(6.6) ((· · · (α⊲yk)⊲yk−1)⊲ · · · ⊲y2)⊲y1)⊲z = ((· · · (yk⊲yk−1)⊲ · · · ⊲y2)⊲y1)⊲z.
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Proof. We shall prove (6.6) using induction on k. Clearly, (6.5) gives the base
for the induction. Assume the statement of the lemma is true for k − 1 where
k > 1. Suppose α, z ∈ Z, y1, · · · yk ∈ Y. For convenience we introduce the elements
y′k−1, y
′′
k−1 as follows:
(6.7) y′k−1 = yk⊲yk−1 =
ykyk−1 y
′′
k−1 = (α⊲yk)⊲yk−1 =
(αyk)yk−1
Then the following equalities hold.
α⊲y′k−1 =
α(ykyk−1) (6.7)
=
αyk(α
yk yk−1) l1
= α
yk (
αykyk−1) G abelian
= α
yk ((α⊲yk)⊲yk−1)
= (αyk)⊲y′′k−1 (6.7)
Thus
(6.8) α⊲y′k−1 = (α
yk)⊲y′′k−1.
Now consider the equalities
((· · · ((α⊲yk)⊲yk−1)⊲ · · · y2)⊲y1)⊲z
= ((· · · (y′′k−1⊲yk−2)⊲ · · · ⊲y2)⊲y1)⊲z (6.7)
= ((· · · (((αyk)⊲y′′k−1)⊲yk−2)⊲ · · · ⊲y2)⊲y1)⊲z α
yk ∈ Z, and by IH
= ((· · · ((α⊲y′k−1)⊲yk−2)⊲ · · · ⊲y2)⊲y1)⊲z (6.8)
= ((· · · (y′k−1⊲yk−2)⊲ · · · ⊲y2)⊲y1)⊲z by IH
= ((· · · ((yk⊲yk−1)⊲yk−2)⊲ · · · ⊲y2)⊲y1)⊲z (6.7)
where IH is the inductive assumption. This proves the Lemma. 
Remark 6.15. Note that in the hypothesis of Lemma 6.14 we do not assume
that the sets Y, Z are disjoint. Furthermore the stu-type condition is not imposed
symmetrically on both sets, i.e. even if Y and Z are disjoint we do not assume that
necessarily Y ♮ Z.
6.2. Proofs of the theorems.
Lemma 6.16. Let (X, r) be a square-free solution, with abelian permutation group
G. Then the following two conditions hold.
(1) Let Y be a G-orbit of X. Then for any x ∈ Y one has (Lx)|Y = idY
(2) Suppose Y, Z are two distinct G-orbits of X, (Y, rY ), (Z, rZ) are the canon-
ically induced solutions on Y and Z. Then the actions satisfy the stu
condition:
(Lxα)|Y = (Lα)|Y ; (Lαx)|Z = (Lx)|Z for all x ∈ Y, α ∈ Z
Moreover, the induced solution (T, rT ) on the union T = Y
⋃
Z is a strong
twisted union T = Y ♮ Z.
Proof. Let x ∈ Y. To prove (1) it will be enough to show
(6.9) x(tx) = tx, ∀t ∈ X.
Now the equalities
x(tx) = t(xx) G abelian
= tx (X, r) square-free .
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imply (1). Assume now that x, y ∈ Y, α, β ∈ Z. We have to show
(6.10)
yαx = αx,
βxα = xα.
Consider the equalities
αx = y(αx) y, αx ∈ Y and (1)
= (
yα)(y
α
x) by l1
(yα)x x, yα ∈ Y and (1)
We have shown the left hand side equality in (6.10). Analogous argument gives the
remaining equality. 
Corollary 6.17. Let (X, r) be a square-free solution of arbitrary cardinality and
with abelian permutation group G. Suppose G acts non transitively on X and splits
it into a finite number of G- orbits X1, · · ·Xt, t ≥ 2. Then each (Xi, ri) is a trivial
solution and X is a strong twisted union
X = X1 ♮ X2 ♮ · · · ♮ Xt.
Proposition 6.18. Under the hypothesis of Theorem 6.1. (X, r) is multipermuta-
tion solution with mplX ≤ t, where t is the number of G-orbits of X.
Proof. By Theorem 7.10 it will be enough to show that for each choice of y1, · · · ym+1 ∈
X there is an equality
(6.11)
ω := (· · · ((ym+1⊲ym)⊲ym−1)⊲ · · · ⊲y2)⊲y1 = (· · · (ym⊲ym−1)⊲ · · · ⊲y2)⊲y1 =: ω
′.
Clearly, since the orbits are exactly m, there will be some 1 ≤ λ < λ+ µ ≤ m+ 1,
such that yλ, yλ+µ are in the same orbit, say Xi.
Two cases are possible.
Case 1. µ = 1. In this case,λ + µ = λ + 1 (ym+1⊲ym)⊲ · · · ⊲yλ+1) = u ∈ Xi and
since Xi is a trivial solution, one has (· · · (ym+1⊲ym)⊲ · · · ⊲yλ+1)⊲yλ = uyλ = yλ,
thus
ω = (· · · ((ym+1⊲ym)⊲ym−1)⊲ · · · ⊲y2)⊲y1 = (· · · (yλ⊲yλ−1)⊲ · · · ⊲y2)⊲y1
Similarly,
ω′ = (· · · (ym⊲ym−1)⊲ · · · ⊲y2)⊲y1 = (· · · (yλ⊲yλ−1)⊲ · · · ⊲y2)⊲y1
So ω = ω′, which proves (6.11).
Case 2. µ > 1. In this case we set yλ+µ = α, yλ = z. The tower ω contains the
segment (· · · (α⊲yλ+µ−1)⊲ · · · ⊲yλ+1)⊲z, with α, z ∈ Xi. By Lemma 6.14 we can cut
α from the tower to yield
(· · · (α⊲yλ+µ−1)⊲ · · · ⊲yλ+1)⊲z = (· · · (yλ+µ−1⊲yλ+µ−2) · · · ⊲yλ+1)⊲z.
We shall assume λ+µ < m+1 (The proof in the case λ+µ = m+1 is analogous).
By Lemma 6.13 there are equalities
ω = (· · · ((· · · ((· · · (ym+1⊲ym)⊲ · · ·α)⊲yλ+µ−1)⊲ · · · ⊲yλ+1)⊲z)⊲ · · · )⊲y1
= (· · · ((· · · (yλ+µ−1⊲yλ+µ−2) · · · ⊲yλ+1)⊲z)⊲ · · · )⊲y1
= (· · · ((· · · ((· · · (ym⊲ym−1)⊲ · · ·α)⊲yλ+µ−1)⊲ · · · ⊲yλ+1)⊲z)⊲ · · · )⊲y1.
The proposition has been proved. 
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Theorem 6.1 follows straightforwardly from Corollary 6.17 and Proposition 6.18.
We shall now prove Theorem 6.3. Suppose the square free solution (X, r) is a
strong twisted union (X, r) = X1 ♮ X2 and G(X, r) is abelian. Then by Theorem
6.1 (X, r),(X1, rX1), (X2, rX2) are multipermutation solutions. Let mplX1 = m1,
mplX2 = m2. We claim that mplX ≤ m1 + m2. Denote m = m1 +m2 + 1. By
Theorem 7.10 it will be enough to show that for any choice of ζ1, · · · ζm ∈ X there
is an equality
(6.12) ω = (· · · (ζm⊲ζm−1)⊲ · · · ⊲ζ2)⊲ζ1 = ω
′ = (· · · (ζm−1⊲ζm−2)⊲ · · · ⊲ζ2)⊲ζ1
By Remark 6.12 two cases are possible.
Case 1. ω contains a segment (((· · · ⊲β⊲yq)⊲ · · · ⊲y2)⊲y1)⊲α, where q ≥ 1, yk ∈
Xi, 1 ≤ k ≤ q, α, β ∈ Xj, and 1 ≤ i 6= j ≤ 2. Since X is strong twisted union of X1
and X2 the hypothesis of Lemma 6.14 is in force, and therefore
((· · · (β⊲yq)⊲ · · · ⊲y2)⊲y1)⊲α = ((· · · (yq⊲yq−1)⊲ · · · ⊲y2)⊲y1)⊲α
Now apply Lemma 6.13 to deduce (6.12)
Case 2. ω has the shape
ω = (· · · (((· · · (yq⊲yq−1)⊲ · · · ⊲y2)⊲y1)⊲αp) · · ·α2)⊲α1,
where ys ∈ Xj , 1 ≤ s ≤ q, αk ∈ Xi, 1 ≤ k ≤ p, with 1 ≤ i 6= j ≤ 2. Furthermore,
either p ≥ mi+1, or q ≥ mj+1, (p = 0, q = m1+m2+1, or q = m1+m2+1, q = 0
is also possible). Without loss of generality we may assume q ≥ mj + 1. But
mplXj = mj , so Theorem 7.10 implies the equality
(· · · (yq⊲yq−1)⊲ · · · ⊲y2)⊲y1 = (· · · (yq−1⊲yq−2)⊲ · · · ⊲y2)⊲y1.
We apply again Lemma 6.13 to obtain (6.12). The case when p ≥ mi+1 is analogous
and we leave it to the reader.
Theorem 6.3 has been proved. Q.E.D.
7. Multipermutation solutions of finite multipermutation level
7.1. General results. We shall use the notation from section 2. We also recall
some notions and basic facts from [GI].
Notation 7.1. Let (X, r) be a square-free solution. For each integer k ≥ 0 as
usual, we shall use following notation.
(1) Retk(X, r) denotes the k-th retract of (X, r), but when k = 1 it is convenient
to use both notations Ret(X, r) = Ret1(X, r) and ([X ], r[X]) for the retract.
For completeness we set Ret0(X, r) = (X, r).
(2) x(k) denotes the image of x in Retk(X, r). The set
[x(k)] := {ξ ∈ X | x(k) = ξ(k)}
is called the kth retract class of x. (In [GI] it is referred to as the kth retract
orbit of x).
(3) In the case when mpl(X, r) = m < ∞, and X has a finite number of
G-orbits, we let these orbits be
X1, . . . , Xt.
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(4) We fix a notation for the elements of the (m− 1)th retract:
m−1
Ret(X, r) = {ζ
(m−1)
1 , · · · , ζ
(m−1)
s }.
(By Corollary 7.9 one has s ≤ t).
(5) The m− 1th retract classes will be denoted by
Yi := [ζ
(m−1)
i ], 1 ≤ i ≤ s.
For each i, 1 ≤ i ≤ s we denote the set of all G-orbits of X which intersect
Yi nontrivially by
Xi1, Xi2, · · · , Xiti .
Remark 7.2. In the above notation, suppose that mpl(X, r) = m <∞, and that
X has a finite number of G-orbits, say X1, . . . , Xt. Then by Corollary 7.9 Ret
m−1
is a finite set of order s, 2 ≤ s ≤ t.
Furthermore, it follows from Proposition 7.8 that for each pair i, j1 ≤ i ≤ s, 1 ≤
j ≤ t one has
Yi
⋂
Xj 6= ∅ ⇐⇒ Xj ⊆ Yi.
so each (m − 1)th retract class Yi, 1 ≤ i ≤ s is a disjoint union of the set of all
G-orbits which intersect it nontrivially:
Yi =
⋃
1≤k≤ti
Xik.
The following corollary is straightforward from Lemma 2.24.
Corollary 7.3. For each integer k ≥ 1 the canonical map (X, r) −→ Retk(X, r),
x 7→ x(k), is a homomorphism of solutions.
The following results are extracted from [GI], where they are stated for finite square-
free solutions (X, r). However, the argument does not rely on the finiteness of X .
Facts 7.4. [GI]
(1) [GI], Lemma 8.10. For every α, β, x ∈ X, and k a positive integer,
(7.1) α(k) = β(k) =⇒ (αx)(k−1) = (βx)(k−1).
In particular,
(7.2) α(2) = β(2) =⇒ αx ∼ βx ∀x ∈ X, αβ ∼ β.
(2) [GI], Lemma 8.9. It follows (7.1) that for any positive integer k, and any
x ∈ X, the restriction rx,k of r on [x(k)] is a bijective map
rx,k : [x
(k)]× [x(k)] −→ [x(k)]× [x(k)],
so the kth retract class ([x(k)], rx,k) is itself a solution. Furthermore, ([x
(k)], rx,k)
is a multipermutation solution of level ≤ k. In particular, whenever [x] has
cardinality ≥ 2, ([x], rx,1) is the trivial solution.
(3) [GI], Lemma 8.12.
(7.3) α(2) = β(2) =⇒
αxβ = xβ ∀x ∈ X, (Lαx)|[α(2)] = (Lx)|[α(2)].
Remark 7.5. Note that Lemma 8.9 in [GI] states inaccurately that mpl([x(k)], rx,k) =
k. The correct statement is mpl([x(k)], rx,k) ≤ k.
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Remark 7.6. Suppose that X0 = X
⋂
kerL 6= ∅ then G(X0) = 1. Let ζ0 ∈ X0.
Then X0 = [ζ0] ⊆ [ζ
(k)
0 ], for all k ≥ 1. Let Y = [x
(k)] be a k-th retract class distinct
from [ζ
(k)
0 ]. Then this class generates a nontrivial permutation group G(Y ). It
follows then that G(Y ) = 1 is possible for at most one k-th retract class, namely
Y = [ζ
(k)
0 ], and this happens in the particular case Y = [ζ
(k)
0 ] = X0.
Corollary 7.7. Suppose Y = [ζ(2)] is a second retract class in X. Then the
permutation group G(Y ) is an abelian subgroup of G = G(X, r). G(Y ) = 1 iff
Y ⊂ kerL.
Proof. Let α, β ∈ Y . Then α(2) = β(2), and by (7.2) one has
αβ ∼ ββ = β,
or equivalently
(7.4) L(αβ) = Lβ
similarly
(7.5) Lαβ = Lα.
So we have
Lα ◦ Lβ = Lαβ ◦ Lαβ lri
= Lβ ◦ Lα (7.4), (7.5),
hence G(Y ) is abelian. 
Proposition 7.8. The following conditions are equivalent:
(1) mpl(X, r) = m.
(2) For every x ∈ X one has
X ⊃ [x(m−1)] ⊇ OG(x),
where the left hand side inclusion is strict, and OG(x) is the G-orbit of x.
(3) For every x ∈ X the m − 1 retract class [x(m−1)] is a G-invariant proper
subset of X.
Proof. Note that mpl(X, r) = m iff Retm−1 is a trivial solution with at least 2
elements. Clearly, Retm−1 is a trivial solution iff
(a(m−1))(x(m−1)) = x(m−1) ∀a, x ∈ X.
The following are equalities in Retm−1
(a(m−1))(x(m−1)) = (ax)(m−1) ∀a, x ∈ X
mpl(X, r) = m⇐⇒ Retm−1 is a trivial solution of order ≥ 2
⇐⇒ (ax)(m−1) = x(m−1) ∀a, x ∈ X, [x(m−1)] ⊂ X
⇐⇒ OG(x) ⊆ [x(m−1)] ⊂ X ∀a, x ∈ X
⇐⇒ [x(m−1)] is a G-invariant proper subset of X.

Corollary 7.9. Let (X, r) be a square-free multipermutation solution of arbitrary
cardinality. Suppose it is a multipermutation solution with 2 ≤ mplX = m <
∞. Then the number of G- orbits in X is at least the cardinality of Retm−1. In
particular, G acts intransitively on X.
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Proof. The (m-1)st retract Retm−1 is a trivial solution with at least 2 elements. By
Proposition 7.8 each (m− 1)-retract class [x(m−1)] contains the G-orbit of x. This
proves the corollary. 
Theorem 7.10. Let (X, r) be an arbitrary square-free solution, not necessarily of
finite cardinality. Then
i) mpl(X, r) ≤ m if and only if the following equality holds
(7.6)
((· · · ((ym⊲ym−1)⊲ym−2)⊲ · · · ⊲y2)⊲y1)⊲x
= ((· · · (ym−1⊲ym−2)⊲ · · · ⊲y2)⊲y1)⊲x,
∀x, y1, · · · ym ∈ X.
ii) mpl(X, r) = m if and only if m is the minimal integer for which (7.6) holds.
Proof. We use induction on m to show the implication
mplX ≤ m⇐⇒ (7.6).
Clearly,
mplX ≤ 2⇐⇒ [zy] = [y], ∀y, z ∈ X ⇐⇒ (
zy)x = yx, ∀x, y, z ∈ X.
This gives the base for the induction.
Assume the implications are true whenever mplX ≤ m. Consider now the retract
([X ], r[X]. Clearly mplX = mpl[X ]+ 1. Furthermore, by the inductive assumption
the following equality holds if and only if mpl([X ], r[X ]) ≤ m.
(7.7)
((· · · (([ym+1]⊲[ym])⊲[ym−1])⊲ · · · [y3])⊲[y2])⊲[y1] = (· · · (([ym]⊲[ym−1])⊲ · · · [y3])⊲[y2])⊲[y1]
for all y1, · · · , ym, ym+1 ∈ X .
(Here we enumerate differently: we write y1 instead of x, etc.) By the obvious
equalities
(7.8) [a]⊲[b] = [a][b] = [ab] = [a⊲b],
(7.7) is equivalent to
(7.9) [(· · · ((ym+1⊲ym)⊲ym−1)⊲ · · · ⊲y2)⊲y1] = [(· · · (ym⊲ym−1)⊲ · · · ⊲y2)⊲y1]
for all y1, · · · , ym, ym+1 ∈ X .
But (7.9) is equivalent to
(7.10) ((· · · ((ym+1⊲ym)⊲ym−1)⊲ · · · ⊲y2)⊲y1)⊲x = (· · · ((ym⊲ym−1)⊲ · · · ⊲y2)⊲y1)⊲x
for all x, y1, · · · ym, ym+1 ∈ X .
This proves the equivalence mplX ≤ m+ 1⇐⇒ 7.10, which proves i).
(ii) follows straightforwardly from (i).
The theorem has been proved. 
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7.2. The groups G(X, r) and G(X, r). We recall more results.
Facts 7.11. Suppose (X, r) is a square-free solution. Then
(1) G = G(X, r) is torsion free. Let p be the least common multiple of the
orders of all permutations Lx for x ∈ X. Then the following conditions
hold.
(i) yxp = ((yx)p)y, xpy = y(xy)p ∀x, y ∈ X. Thus the group G acts
via conjugation on the set X(p) = {xp | x ∈ X}.
(ii) xpyp = ypxp, ∀x, y ∈ X. The subgroup A of G generated by the set
X(p) = {xp | x ∈ X} is isomorphic to the free abelian group in n
generators, (see [GI, GB]).
(2) It is known that each set-theoretic solution (X, r) of YBE (a braded set) can
be extended canonically to a solution (S, rS) on S = S(X, r), see [GIM08]
(respectively to a solution (G, rG), on G = G(X, r),, [LYZ]) which makes
(S, rS), a braided monoid (respectively (G, rG), a braided group. In other
words the equality
(7.11) uv = uv.uv,
holds in for all u, v in S (respectively in G).
Remark 7.12. It follows from the results of [GIM08] that the extended solution
(G, rG) satisfy
(1) (G, rG) is involutive (i.e. (G, rG) is symmetric set) if and only if (X, r) is
involutive.
(2) (G, rG) is nondegenerate if and only if (X, r) is nondegenerate
(3) In particular, if (X, r) is a square-free solution then (G, rG) is a nondegen-
erate symmetric set (but in general it is not square-free). The notion of
equivalence u ∼ v given by
u ∼ v ⇔ (∀g ∈ G)(ug = vg)
is well defined, and, as usual, [u] denotes the equivalence class of u in G.
Lemma 7.13. Let G = G(X, r). The kernel K0 = kerL of the group homomor-
phism L : G −→ Sym(X) is a normal abelian subgroup of G of finite index. In
particular, K0 contains the free abelian subgroup A = gr[x
p
1, · · · , x
p
n], where p is the
least common multiple of all orders of permutations Lx, for x ∈ X.
Proof. Clearly u ∈ K0 if and only if Lu = idX , and by lri the right action Ru =
(Lu)−1 = idX . This straightforwardly implies
(7.12) u ∈ K0 ⇐⇒
ua = a ∀a ∈ G⇐⇒ au = a, ∀a ∈ G
Assume now u, v ∈ K0 Then uv =(7.11) uv.uv =(7.12) vu, so K0 is abelian. Clearly,
Lxp = (Lx)p = idX , so xp ∈ K0, for all x ∈ X, and therefore the free abelian group
A is contained in K0. 
In assumption and conventions as above we introduce more notation.
Notation 7.14. (1) Gi = G(Ret
i(X, r)), G0 = G(X, r) = G (Ret
0(X, r)) :=
(X, r)).
(2) Gi = G(Ret
i(X, r)).
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(3) L0 = L : G(X, r) −→ G(X, r) is the usual epimorphism extending the
assignment x 7→ Lx, x ∈ X
Li = L : Gi −→ Gi is the canonical epimorphism extending the assignment
x(i) 7→ Lx(i) ∈ Sym(Ret
i(X, r)), x ∈ X.
(4) Ki, is the pull-back of kerL
i in G, in particular K0 = kerL.
(5) µi : Gi −→ Gi+1 are the canonical epimorphisms extending x(i) 7→ x(i+1),
where 0 ≤ i < mplX, see Lemma 7.15 and Proposition 7.17.
(6) Ni is the pull-back of kerµi in G.
(7) ϕi : Gi −→ Gi+1 is the canonical epimorphism extending the assignments
L(x(i)) 7→ Lx(i+1) , x ∈ X , see Lemma 7.15 and Proposition 7.17.
(8) Hi is the pull-back of kerϕi in G.
Note that by definition, for 1 ≤ i ≤ m− 1 one has
K1 = {u ∈ S | L[u] = id[X]}, Ki = {u ∈ S | L(u(i)) = idReti(X,r)}.
Lemma 7.15. In assumption and notation as above the following conditions hold.
(1) The canonical epimorphism of solutions
µ : (X, r) −→ ([X ], [r]); x 7→ [x],
extends to a group epimorphism µ0 : G0 −→ G1. Analogously there exists a
group epimorphism µ1 : G1 −→ G2.
(2) There is a canonical epimorphism ϕ0 : G0 −→ G1 Lx 7→ L[x], ∀x ∈ X.
(3) The kernels N0 = kerµ0, K0 = kerL
0, H0- the pull back of kerϕ0 into G,
and K1, the pull back of kerL1 into G satisfy
(7.13)
N0 ⊂ K0 ⊂ K1 = H0
kerµ1 ≃ N1/N0; kerL1 ≃ K1/N0; kerϕ0 ≃ K1/K0.
(4) In particular, N0 is an abelian normal subgroup of G0, and there is a canon-
ical epimorphism of groups
f0 : G1 −→ G0 [x] 7→ L[x], x ∈ X with ker f0 ≃ K0/N0.
(5) There are short exact sequences:
(7.14)
1 −→ N0 −→ G
µ0
−→ G1 −→ 1 1 −→ K0 −→ G
L0
−→ G −→ 1
1 −→ N1/N0 −→ G1
µ1
−→ G2 −→ 1 1 −→ K0/N0 −→ G1
f0
−→ G −→ 1
1 −→ K1/N0 −→ G1
L1
−→ G1 −→ 1 1 −→ K1/K0 −→ G
ϕ0
−→ G1 −→ 1,
Moreover, the following diagram is commutative:
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(7.15)
1
1
→
−→
1
K1/K0
N0
ւ
→
−→
ր
1
↓
G0
↓L0
G0
↓
K0
↓
1
−→
φ0
ւf0
−→
µ0
K1
ր ց
1
↓
G1
↓L1
G1
↓
K1/N0
↓
1
−→
−→
ւ
1
1
K0/N0
ւ
1
Proof. Parts (1), (2) are clear. We shall verify (3). Clearly, the kernel N0 = KerµG
consists of all a ∈ G, such that [a] = 1[G], hence it will be enough to show the
implication
[a] = 1[G] =⇒ La = idX .
Indeed, suppose [a] = 1[G]. Then for an arbitrary x ∈ X one has [ax] = [a][x] = [x],
so
(7.16) xy = axy = a(xy) ∀y ∈ X.
In particular, (7.16) is true for y = x, thus for an arbitrary x ∈ X one has
(7.17) x = xx = axx = a(xx) = ax,
where the equality x = xx follows from our assumption (X, r) square-free. We have
shown ax = x, for every x ∈ X, thus La = idX . This verifies N0 ⊆ K0. By Lemma
7.13 the group K0 is abelian, so is N0.
The equality H0 = K1 follows from the implications:
u ∈ H0⇐⇒ L[u] = id[X]
⇐⇒ [u][x] = [ux] = [x] ∀x ∈ X
⇐⇒
uxz = xz ∀x, z ∈ X
⇐⇒ u ∈ K1.
The inclusions (7.13) for the three kernels are clear. This implies the second line
in (7.13). The existence of the short exact sequences (7.14) is straightforward from
(7.13). One easily sees that the diagram (7.15) is commutative. 
We discuss some basic differences between the two kernels N0 and K0 below.
Remark 7.16. Suppose (X, r) is a nontrivial square-free solution of finite order
(so mplX ≥ 2). Then K0 is a normal subgroup of G of finite index [G : K0],
and in contrast, the index [G : N0] of N0 is not finite. Furthermore, A ⊂ K0, but
A ∩N0 = e. Indeed, by hypothesis (X, r) is a nontrivial solution then, by Lemma
5.2 the set [X ] has order > 1. Furthermore the retract ([X ], [r]) is a braided set.
Hence [X ] generates the group G1 = G([X ], r[X]), [x] 6= 1G[X] , ∀x ∈ X . The group
G1 is torsion free as a YB group of square-free solution of order > 1, see Facts 7.11,
MULTIPERMUTATION SOLUTIONS OF THE YBE 43
in particular, [xp] = [x]p 6= 1G[X] , so ∀x ∈ X, x
p is not in N0. On the other hand
we have shown in Lemma 7.13 that xp ∈ K0, ∀x ∈ X.
The following proposition is an iteration of Lemma 7.15
Proposition 7.17. Let (X, r) be a nontrivial square-free solution. Suppose mpl(X, r) =
m. Then the following conditions hold.
(1) For all j, 0 ≤ j ≤ m− 1, there are canonical group epimorphisms
(7.18)
µj : Gj −→ Gj+1 x(j) 7→ x(j+1),
Lj : Gj −→ Gj x
(j) 7→ Lx(j)
fj : Gj+1 −→ Gj x(j+1) 7→ Lx(j)
ϕj : Gj −→ Gj+1 Lx(j) 7→ Lx(j+1) .
(2) For 0 ≤ j ≤ m − 1 let Nj, (respectively, Kj , Hj) be the pull-back in G of
the kernel kerµj , (respectively, the pull-back of kerLj, kerϕj). Then there
are inclusions
N0 ⊂N1 ⊂N2 ⊂ · · · ⊂ Nj ⊂Nj+1 ⊂ · · ·⋂ ⋂ ⋂ ⋂ ⋂
K0 ⊂K1 ⊂K2 ⊂ · · · ⊂ Kj ⊂Kj+1 ⊂ · · ·
‖ ‖ ‖ ‖
H0 ⊂H1 ⊂ · · · ⊂Hj−1 ⊂ Hj ⊂ · · ·
and
(7.19)
kerµj ≃ Nj/Nj−1, kerLj ≃ Kj/Nj−1
ker fj ≃ Kj/Nj , kerϕj ≃ Kj+1/Kj.
(3)
Remark 7.18. Note that mpl(X, r) = m if and only if Hm−1 = G.
Remark 7.19. By assumption (X, r) is a square-free solution, thus lri holds and
the graph Γ(X, r) is well defined. µ induces a homomorphism of graphs
µΓ : Γ(X, rX) −→ Γ([X ], r[X])
The graph Γ([X ], r[X]) is a homomorphic image of Γ(X, rX), though not in general
a retraction.
Recall that each solvable group G has a canonical solvable series, namely the derived
series
G ⊃ G′ ⊃ G(2) ⊃ · · · ⊃ G(s) = 1,
where the derived subgroups G(k) are defined recursively. G′ is the commutator
of G (it is generated by the comutators [x, y] = xyx−1y−1, x, y ∈ G) and for all
k ≥ 1, G(k+1) = (G(k))′. Clearly, each Gk is a normal subgroup of G. The length
s of the derived series is called the solvable length of G, it is the minimal length
of solvable series for G. We shall denote the solvable length of G by sl(G). The
following fact is well known, and can be extracted, with a slight modification of the
proof, from [MI, Proposition 6.6].
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Fact 7.20. Let N be a normal subgroup of G, and let G = G/N. Suppose N and
G/N are solvable of solvable lengths m and s, respectively. Then the solvable length
sl(G) satisfies max(m, s) ≤ sl(G) ≤ m+ s.
Remark 7.21. It is known that the YB groupG(X, r) of every finite nondegenerate
symmetric set is solvable, see [ESS], Theorem 2.15. In [GI], Theorem 7.10. is given
a different proof for the case of finite square-free solutions.
We shall prove that for each multipermutation (square-free) solution (X, r) of ar-
bitrary cardinality the groups G(X, r) and G(X, r) are solvable, and the solvable
length of G(X, r) ≤ mpl(X, r).
Proposition 7.22. Let (X, r) be a square-free solution of arbitrary cardinality,
G = G(X, r),G = G(X, r). Suppose ([X ], r[X]) = Ret(X, r), G1 = G([X ], r[X]).
Then the following are equivalent
(1) G is solvable.
(2) G is solvable.
(3) G1 is solvable.
In this case the following inequalities hold:
(7.20) sl(G) ≤ sl(G1) ≤ sl(G) ≤ sl(G) + 1.
In particular, if some of the retracts Reti(X, r) (i ≥ 0 is a finite set, then G(X, r)
is solvable.
Proof. We know that there is a short exact sequence
1 −→ K0 −→ G
L
−→ G −→ 1,
where the kernel K0 = kerL is an abelian normal subgroup of G, see Lemma 7.13.
Fact 7.20 implies then that
sl(G) ≤ sl(G) + 1
. By Lemma 7.15 there is a short exact sequence
(7.21) 1 −→ N0 −→ G
µ0
−→ G1 −→ 1,
where the kernel N0 of µ0 is an abelian normal subgroup of G, so
sl(G1) ≤ sl(G).
By Lemma 7.15 N0 ⊂ K0 and there is a short exact sequence
1 −→ K0/N0 −→ G1 −→ G −→ 1
thus
sl(G) ≤ sl(G1).
We have verified the inequalities (7.20). Clearly this implies the equivalence of (1),
(2), (3).
Assume now that for some i the retract Reti(X, r) is of finite order. Then by
Remark 7.21 Gi = G(Ret
i(X, r)) is solvable, and therefore Gi−1 = G(Ret
i−1(X, r))
is solvable. By decreasing induction on i we deduce that G0 = G(X, r) is solvable.

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Theorem 7.23. Let (X, r) be a square-free solution of arbitrary cardinality, G =
G(X, r),G = G(X, r). Suppose (X, r) is a multipermutation solution with mpl(X, r) =
m. Then G and G are solvable with
(7.22) sl(G) ≤ m and sl(G) ≤ m− 1.
Furthermore,
mpl(X, r) = 2 =⇒ sl(G) = 2 and sl(G) = 1.
Proof. We shall use induction on m to show that sl(G) ≤ m. Note that the retrac-
tion ([X ], [r]) is a multipermutation square-free solution of level mpl([X ], r[X]) =
m − 1. Base for the induction, m = 1. Then (X, r) is the trivial solution, G = e,
and by Lemma 5.2, G is abelian, so slG = 1 = mpl(X, r).
Suppose the statement is true for m ≤ m0. Let mpl(X, r) = m0 + 1. Look at
the short exact sequence (7.21). The retraction ([X ], r[X]) is a multipermutation
square-free solution of level mpl([X ], r[X]) = m0, so by the inductive assumption
the solvable length of G1 is at mostm0. Clearly, the solvable length of N0 is exactly
1, hence by Fact 7.20 the solvable length of G is at most m0 + 1.
Using analogous argument one shows that slG ≤ m− 1, this time we use the short
exact sequence
1 −→ K1/K0 −→ G −→ G1 −→ 1,
where the kernelK1/K0 is an abelian normal subgroup of G, see Lemma 7.15 again.
(Here as usual G1 = G([X ], r[X])). This verifies 7.22.
Assume now that mpl(X, r) = 2. This implies that G(X, r) is abelian, or equiva-
lently slG(X, r) = 1, see Theorem 5.4. We have already shown that slG(X, r) ≤
mpl(X, r)(= 2). An assumption that there is a strict inequality slG(X, r) < 2
would imply G(X, r) is abelian, and therefore by Lemma 5.2 mpl(X, r) = 1, a
contradiction.
The theorem has been proved. 
In the case when (X, r) is of finite order we show that the solvable lengths of G
and G differ exactly with 1, see Theorem 7.25.
We need a preliminary lemma.
Lemma 7.24. Let A be a non-zero free abelian group of finite rank, and let H be
a non-trivial finite group acting faithfully on A. Let
[H,A] = 〈ha− a : a ∈ A, h ∈ H〉.
Then [H,A] is non-zero, and H acts faithfully on [H,A].
Proof. We begin by observing that H does indeed act on [H,A]. If k ∈ H , then
k(ha− a) = khk
−1
b − b, where b = ka ∈ A,
so k(ha− a) ∈ [H,A].
Let Aˆ = A⊗Q. Then Aˆ is a vector space over Q, with dimension equal to the rank
of A, and H acts faithfully on Aˆ. It suffices to prove the lemma with Aˆ in place
of A, since elements of [H,A] are multiples of elements of [H, Aˆ]. The advantage
46 TATIANA GATEVA-IVANOVA AND PETER CAMERON
is that Maschke’s Theorem holds: if B is an H-submodule of Aˆ, then there is a
complement C, a H-submodule such that Aˆ = B ⊕ C (in other words, Aˆ/B ∼= C).
Now [H, Aˆ] is the smallest H-submodule B of Aˆ such that H acts trivially on A/B.
So the complement guaranteed by Maschke’s Theorem is CH(Aˆ) = {a ∈ Aˆ : ah =
a}. Since H 6= {1} and the action is faithful, CH(Aˆ) 6= Aˆ, so [H, Aˆ] 6= {0}.
Finally, suppose that h ∈ H acts trivially on [H, Aˆ]. Since also h acts triviallly on
CH(Aˆ) by definition, it acts trivially on the whole of Aˆ; since we assume that H
acts faithfully on A, we deduce that h = 1. The lemma is proved. 
Theorem 7.25. Let (X, r) be a square-free solution of finite order. Then
sl(G) = sl(G) + 1.
Proof. We know that there is a natural number p such that the subgroup of G
generated by the pth powers of the generators is a free abelian group A. Clearly
A is isomorphic to the integral permutation module for G (in its action on X), so
the action is faithful. (This uses the equation bapb−1 = (ba)p, which follows from
bap = (ba)pb, see Facts 7.11 1. i.)
Let A(n) be defined inductively by A(0) = A and
A(n+1) = [G(n), A(n)]
for n ≥ 0. By lemma 7.24 and induction, if G(n) 6= {1}, then A(n+1) 6= {0} and
G(n) acts faithfully on A(n+1). So, if l = slG, then A(l) 6= {0}. But A(l) ≤ G(l) (the
lth derived group of G); so slG > l. By our previous observation, we know that
slG ≤ l + 1; so in fact slG = l + 1 holds, and the theorem is proved. 
We know that mpl(X, r) = 2 implies sl(G(X, r)) = 2. Example 5.16 shows that a
gap between mpl(X) and sl(G(X, r) can occur even for mpl(X, r) = 3.
Question 7.26. Suppose (X, r) is a multipermutation square-free solution of finite
order |X | > 1. The following questions are closely related.
(1) Suppose mpl(X, r) = m. Can we express a lower bound for slG(X, r) in
terms of m ?
(2) When there is an equality?
slG(X, r) = mpl(X, r) or equivalently slG(X, r) = mpl(X, r)− 1?.
In Section 9 we construct an infinite sequence of explicitly defined solutions (Xm, rm),
m = 0, 1, 2 · · · , such that mpl(Xm) = m, and m = slG(X, rm) = slG(X, rm) + 1,
see Definition 9.9 and Theorem 9.11.
8. Wreath products of solutions
In this section we define the notion of wreath product of solutions, by analogy with
the wreath product of permutation groups.
The following result is true for arbitrary braided sets (without any further restric-
tions like being symmetric, finite, or square-free).
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Theorem 8.1. [GIM08] Let (X, rX), (Y, rY ) be disjoint solutions of the YBE, with
YB- groups GX = G(X, rX), and GY = G(Y, rY ). Let (Z, r) be a regular YB-
extension of (X, rX), (Y, rY ), with a YB-group GZ = G(Z, r). Then
• GX , GY is a matched pair of groups with actions induced from the braided
group (GZ , r).
• GZ is isomorphic to the double crossed product GX ⊲⊳ GY .
Fact 8.2. [ESS] Let (X, rX) and (Y, rY ) be symmetric sets. If Z ∈ Ext+(X,Y ),
then GZ ≃ GY ⋊ GX , where the semidirect product is formed using the action of
GY on X via α→ Lα.
Ext+(X,Y ) is the set of all symmetric sets (Z, r) which are extensions of (X, r1), (Y, r2)
with r(x, α) = (α, xα).
Lemma 8.3. Let (X, r) be square-free multipermutation solution, let τ ∈ Aut(X, r)
be an automorphism of (X, r). Let (Y, r0) be the trivial solution on the one element
set Y = {α}, where α is not in X. Let (Z, rZ) = X ♮ Y be the strong twisted union
defined via Lα = τ, Lx|Y = idY , for all x ∈ X. (i.e.
αx = τ(x), xα = α, for all
x ∈ X.) Then
(1) (Z, rZ) is a square-free solution, so Z = X♮Y .
(2) G(Z, rZ ) is the semidirect product G(Z, rZ ) ≃ G(X, r) ⋊ C∞
(3) Furthermore, if (X, r) is a multipermutation solution of finite multipermu-
tation level, and τ does not belong to G(X, r) then
mpl(Z, rZ ) = mpl(X, r) + 1.
The following proposition can be deduced from [GIM08].
Proposition 8.4. Let (X, rx), (Y, rY ) be disjoint nondegenerate symmetric sets
(not necessarily finite or square-free). Assume there is an injective map Y −→
Sym(X), α 7→ σα ∈ Sym(X). Let (Z, r) be the extension of (X, rX), and (Y, rY )
where Z = X
⋃
Y, r extends rX and rY , and
r(α, x) = (σα(x), α) r(x, α) = (α, σ
−1
α (x)) ∀x ∈ X,α ∈ Y.
Then (Z, r) is a symmetric set if and only if the assignment α 7→ σα extends to a
homomorphism LY : G(Y, rY ) −→ Aut(X, rX).
Lemma 8.5. Suppose (X, ry), (Y, rY ) are disjoint symmetric sets (most general
setting). Let σ ∈ SymX, ρ ∈ SymY. Let (Z, r), be an extension of (X, rX), (Y, rY ),
such that
r(x, y) = (ρ(y), σ−1(x)) r(y, x) = (σ(x), ρ−1(y))
Then (Z, r) is involutive, nondegenerate quadratic set. Furthermore, (Z, r) is a
solution if and only if σ ∈ AutX and ρ ∈ Aut Y.
We now define the wreath product of solutions:
Definition 8.6. Suppose (X0, r0), and (Y, rY ) are disjoint square-free solutions.
Let {(Xα, rα) | α ∈ Y } be the set of |Y | disjoint solutions (Xα, rα) indexed by Y ,
where each (Xα, rα) is an isomorphic copy of (X0, r0) defined on a set Xα = {tα,x |
x ∈ X0}, and tα,x denotes the copy of x in Xα (tα,x 6= tα,z if and only if x 6= z),
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and the map rα and the associated actions are translations of r0 and its associated
actions to Xα. Thus
rα(tα,x, tα,z) = (t(α,xz), t(α,xz)) ∀x, z ∈ X.
Let (X, rX) = ♮α∈YXα, be the trivial extension of all Xα, for α ∈ Y ; that is, for all
α, β ∈ Y , we have
r|Xα×Xα = rα
r(x, z) = (z, x), ∀x ∈ Xα, z ∈ Xβ, with α 6= β
Define the map Y −→ SymX, β 7→ σβ , where the permutations σβ ∈ SymX are
defined as follows
(8.1)
σβ : Xα −→ Xβα, α ∈ Y
σβ(tα,x) = t(βα),x
Let (Z, r) be the extension of (X, rX) and (Y, rY ) defined as follows
Z =X
⋃
Y,
r(β, (tα,x)) = (σβ(tα,x), β),
r((tα,x), β) = (β, (σβ)
−1(tα,x)),
∀α, β ∈ Y, tα,x ∈ Xα.
We call (Z, r) a wreath product of (X0, rX0 ) and (Y, rY ), and denote it by (Z, r) =
(X0, rX0) wr (Y, rY ).
Theorem 8.7. (1) The wreath product (Z, r) = (X0, rX0 )wr(Y, rY ) is a square-
free solution.
(2)
G(Z, r) = G(X0, rX0) wr G(Y, rY ).
(3) Suppose (X0, rX0) and (Y, rY ) = are multipermutation solutions of finite
multipermutation level. Then
mpl(Z, r) = mpl(X0, rX0) + mpl(Y, rY )− 1.
Proof. Note that (Z, r) satisfies the hypothesis of Proposition 8.4, hence (Z, r) is a
solution if and only if the map Y −→ SymX, β 7→ σβ , extends to a homomor-
phism LY : G(Y, rY ) −→ Aut(X, rX).
We show first that
(8.2) σβ ∈ Aut(X, rX) ∀β ∈ Y.
By Lemma 3.3 this is equivalent to
(8.3) σβ ◦ Ltα,x = (Lσβ(tα,x)) ◦ σβ ∀α.
Note that by the definition of r the associated left action on Z satisfies:
(8.4) Ltα,x(tγ,y) =
{
t(α,xy) if γ = α
tγ,y else
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Let tγ,y ∈ X. We apply both sides of (8.3) on tγ,y, and compute using (8.4) and
(8.1). Case 1. γ = α.
(8.5)
σβ ◦ Ltα,x(tα,y) = σβ(tα,xy)
= tβα,xy
Lσβ (tα,x) ◦ σβ(tα,y) = Lt(βα,x)(tβα,y)
= t(βα,xy),
as desired. Case 2. γ 6= α. In this case, due to the nondegeneracy of rY one has
(8.6) βα 6= βγ, ∀β ∈ Y.
Now our computation (applying (8.4), (8.1), and (8.6)) give:
(8.7)
σβ ◦ Ltα,x(tγ,y) = σβ(tγ,y)
= tβγ,y
Lσβ(tα,x) ◦ σβ(tγ,y) = L(tβα,x)(tβγ,y)
= t(βγ,y).
We have verified (8.3), therefore (8.2) holds.
Next we show that the map L0 : Y −→ Aut(X, r) β 7→ σβ extends to a homom-
porphism
G(Y, rY ) −→ Aut(X, r).
Y generates G(Y, rY ), so it will be enough to show that L0 respects the relations
of G(Y, rY ), or equivalently
(8.8) σβ ◦ σγ = σβγ ◦ σβγ , ∀β, γ ∈ Y.
Recall that since (Y, rY ) is a solution, condition l1 holds, that is
β(γα) =
βγ(β
γ
α) ∀α, β, γ ∈ Y.
Let t ∈ X. Then t = tα,x for some α ∈ Y, x ∈ X0. We apply both sides of (8.8) on
t and obtain:
(8.9)
σβ ◦ σγ(tα,x) = σβ(tγα,x)
= t(β(γα),x)
= t(βγ(βγα),x)
σβγ ◦ σβγ (tα,x) = t(βγ(βγα),x)
which verifies (8.7). We have shown that the sufficient conditions for (Z, r) being
a solution are satisfied which proves part (1) of the theorem.
(2) The wreath product of a group G by a permutation group H (acting on the set
Y ) is defined to be the semidirect product of N by H , where N (the base group)
is the direct product of |Y | copies of G, and H acts on N by permuting the direct
factors in the same way as it permutes the indexing elements of Y . If G is itself
a permutation group on a set X , then G wrH is in a natural way a permutation
group on X × Y (regarded as the disjoint union of |Y | copies of X).
It is clear from our construction that G(Z, r) is isomorphic as abstract group to
G(X0, rX0 )wrG(Y, rY ), and in fact acts on the union of copies of X0 by the natural
permutation action of the wreath product; it acts on Y according to the action of
G(Y, rY ) (that is, the base group is in the kernel of this action).
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(3) Suppose now that (X0, r0), and (Y, rY ) are multipermutation solutions with
mpl(X0, r0) = m and mpl(Y, rY ) = n. Every retract Ret
k(X, r) is a trivial extension
of the retracts Retk(Xα, rα), α ∈ Y. It follows straightforwardly that mpl(X, rX) =
mpl(X0, r0) = m
We study the retracts RetN (Z, r), N = 1, 2, · · · . Note first that by the definition of
the map r on Z × Z it follows that
(8.10)
Lx|X = Ly|X ⇐⇒ Lx|Z = Ly|Z x, y ∈ X
Lα|Y = Lβ|Y ⇐⇒ Lα|Z = Lβ|Z α, β ∈ Y.
Hence the retract Ret(Z, r) can be viewed as the extension of Ret(X, rX) and
Ret(Y, rY ), induced from the original actions of Y onto X , but reduced after col-
lapsing all elements x ∈ X , with Lx = idX and α ∈ Y , with Lα = idY into a
single point, say [z0]. This does not have effect on Ret(X, rX), Ret(Y, rY ), but now
these solutions might intersect in a single joint point (with trivial action). For each
k, 1 ≤ k ≤ m,α ∈ Y, as usual, (see Notation 7.1) α(k) denotes the equivalence class
of α in Retk(Z, r). Denote Yk = {α(k) | α ∈ Y }. Note that (Yk, rk) (with rk induced
from rY ) is isomorphic to Ret(Y, rY ) = ([Y ], r[Y ] for all k, 1 ≤ k ≤ m. Note also
that each retract Retk(Z, r), with 1 ≤ k ≤ m − 1 is an union of Retk(X, rX) and
(Yk, rYk) with possibly one joint point z
(k)
0 , the class of all ξ ∈ Z which act trivially
on Retk−1(Z, r).
Indeed every such a retraction has the effect of obtaining the retractions Retk(Xα, rα),
where α ∈ Y, but these are disjoint sets and therefore for each pair α, β ∈ Y the
inequality of equivalence classes in Y , [α] 6= [β] implies (L[α])|[X] 6= (L[β])|[X], and
therefore (L[α])|[Z] 6= (L[β])|[Z].
This way exactly on the m-th retraction Retm(Z, r) all the elements of X collapse
in a single element z
(m)
0 (which could be also the unique joint element with Ym).
From now on the m+ j-th retraction Retm+j(Z, r) has effect of j +1-th retraction
on (Y, rY ) in the usual way, since as we know (Ym, rm) is isomorphic to Ret(Y, rY ),
all element of Ym have trivial action on z
(m)
0 . It follows than that we need exactly
n− 2 more retractions to obtain that Retm+n−2(Z, r) is a trivial solution of order
≥ 2, hence Retm+n−1(Z, r) = {z
(m+n−1)
0 }, is a one element solution. This verifies
(3). 
Open questions 8.8. Suppose the square-free solution (Z, r) = X ♮ Y is a strong
twisted union of (X, rX) and (Y, rY ),. DenoteGZ = G(Z, r), GX = G(X, rX), GY =
G(Y, rY )
1) How are the groups GZ , GX , GY related?
Proposition 4.6. [GIM08], shows that for arbitrary braided set (Z, r) which is an
extension of two disjoint sets (X, rX) and (Y, rY ), GX , GY is a matched pair of
groups and GZ is isomorphic to the double crossed product GX ⊲⊳ GY .
Note that in the case when Z is a strong twisted union of X Y , the group GX acts
on GY via automorphisms and GY , acts on GX vis automorphisms, so we expect
the structure of GZ ≃ GX ⊲⊳ GY to be more special.
2) How are the groups G(Z, r),G(X, rX ),G(Y, rY ) related?
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3) Can we determine a upper bound for the solvable length of G(Z, r) in terms
of the solvable lengths of GX , GY . Analogous question for the solvable lengths of
G(Z, r),GX ,GY
Moreover, suppose both (X, rX) and (Y, rY ), are multipermutation solutions.
4) Is it true that (Z, r) is always a multipermutation solution?
5) How is mpl(Z) related to mpl(X),mpl(Y )?
Clearly max(mplX,mplY ) ≤ mpl(Z). Can we express an upper bound for mpl(Z)
in terms of mpl(X),mpl(Y )?
6) Suppose (Z, r) is a finite multipermutation square-free solution, with mplZ = m.
Is it true that (Z, r) can be always presented as a strong twisted union of r-invariant
subsets of multipermutation level < m?
Lemma 8.9. There exist two disjoint square-free symmetric sets (X, rX), (Y, rY ),
with mpl(X) = mpl(Y ) = 2, and a strong twisted union (Z, r) = X ♮ Y, which is
a multipermutation solution with mpl(Z, r) = mpl(X) + mpl(Y ) = 4. Moreover,
sl(G(Z, r)) = 4 = sl(GX) + sl(GY ), and sl(G(Z, r)) = 3.
Proof. We shall define (X, rX), (Y, rY ) and (Z, r) explicitly, via the left actions. Let
(X, rX), (Y, rY ) be the solutions defined as
X =
⋃
1≤i≤4X
i X i = {xi1, x
i
2, x
i
3, x
i
4}, 1 ≤ i ≤ 4
Lxi1 = Lxi3 = (x
i
2x
i
4) Lxi2 = Lxi4 = (x
i
1x
i
3), 1 ≤ i ≤ 4.
Y = {a1, a2, a3, a4, a′1, a
′
2, a
′
3, a
′
4, b, c}, Lai = La′i = idY , 1 ≤ i ≤ 4,
Lb = (a1a2)(a3a4)(a′1a
′
2)(a
′
3, a
′
4), Lc = (a1a3)(a2a4)(a
′
1a
′
3)(a
′
2a
′
4).
Note thatX is a trivial extension of the four isomorphic solutions (X i, ri), 1 ≤ i ≤ 4,
with ri defined, as usual, via the left action. It is easy to see that mplX
i = 2
Clearly, one has mplX = 2. Direct computation shows that mplY = 2. We set
Z = X
⋃
Y. In (8.11) we define a left action Z × Z −→ Z extending the given
actions X ×X −→ X and Y × Y −→ Y. (All permutations bellow are considered
as elements of SymZ).
(8.11)
Lxi1 = Lxi3 = (x
i
2x
i
4)(aia
′
i) Lxi2 = Lxi4 = (x
i
1x
i
3)(aia
′
i),
Lai = La′i = (x
i
1x
i
2x
i
3x
i
4), 1 ≤ i ≤ 4;
Lb = (a1a2)(a3a4)(a′1a
′
2)(a
′
3a
′
4)
∏
1≤i≤4[(x
1
i x
2
i )(x
3
i x
4
i )],
Lc = (a1a3)(a2a4)(a′1a
′
3)(a
′
2a
′
4)
∏
1≤i≤4[(x
1
i x
3
i )(x
2
i x
4
i )].
Consider the map r : Z × Z −→ Z × Z, defined as r(z, t) = (Lz(t),L
−1
t (z)) where
t, z ∈ Z,Lz ,Lt as in (8.11). One verifies straightforwardly condition l1, hence (Z, r)
is a symmetric set. Furthermore, condition stu holds, so (Z, r) = (X, rX) ♮ (Y, rY ).
Direct computation shows that mplZ = 4. Moreover, a short calculation with
GAP [GAP] shows that the group G(Z, r) has order 214 and solvable length 3.
(This can easily be seen directly, since G is the wreath product of the dihedral
group of order 8 with the Klein group of order 4.) By Theorem 7.25, slG = 4. 
52 TATIANA GATEVA-IVANOVA AND PETER CAMERON
9. Infinite solutions
We consider solutions (X, r) with X infinite but having finite multipermutation
level.
Question 9.1. In the hypothesis and notation of Lemma 8.3, when can we ex-
press G(Z, r)) as a wreath product G(X, r) wr 〈τ ′〉 (where τ ′ is some appropriate
permutation deduced from τ)? (This is not true in general.)
Note that, in general, Aut(X, r) ⊆ G(X, r), is possible (so the existence of a τ /∈
G(X, r) is not automatic), as show the following example.
Example 9.2. Let (X, r) be the three element nontrivial solution, with X =
{x1, x2, x3} and r defined via the left actions Lx3 = (x1x2),Lx1 = Lx2 = idXx.
Then mpl(X, r) = 2 and Aut(X, r) = G(X, r) = {idX , (x1x2)},
Example 9.3. We shall construct an infinite sequence of explicitly defined square-
free symmetric sets
(X0, r0), (X1, r1), · · · , (Xm, rm), · · · ,
such that
(i) for each m, m = 0, 1, 2, · · · , Xm ⊂ Xm+1 is an rm+1-invariant subset of Xm+1.
Furthermore,
(ii) (Xm, rm) is a finite multipermutation solution of order |X | = 2m+1 − 1, and
(iii) mpl(Xm, rm) = m, the solvable length of each G(Xm, rm) is exactly m.
(iv) (Xm+1, rm+1 is a strong twisted union of a solution (Ym, rm), with mpl(Ym) =
m, |Ym| = 2(2m − 1), and a trivial one-element solution.
As a starting point we chose an infinite countable set X = {xn | 1 ≤ n}. We define
the solutions (Xm, rm),m = 0, 1, 2, · · · recursively.
• (X0, r0) is the one element trivial solution with X0 = {x1}.
• (X1, r1) is the trivial solution on the set X1 = {x1, x2}.
• We set (X2, r2) = X1 ♮ {x3}, where Lx3 = (x1x2). Clearly, mplX2 = 2.
• Construction of (X3, r3). Let (X ′2, r
′
2) be an isomorphic copy of (X2, r2),
whereX ′2 = {x4, x5, x6}, and the map τ : (X2, r2) −→ (X
′
2, r
′
2) with τ(xi) =
xi+3, 1 ≤ i ≤ 3, is an isomorphism of solutions. Let (Y2, rY2) = X2 ♮0 X
′
2
be the trivial extension. We set (X3, r3) = Y2 ♮ {x7}, where the map r3
is defined via the left action Lx7 = (x1x4)(x2x5)(x3x6). One has Lx7 ∈
Aut(Y2, rY2) \ G(Y2, rY2), so mplX3 =3.
Assume we have constructed the sequence (X0, r0), (X1, r1), · · · , (Xm, rm), satisfy-
ing conditions (i) and (ii). We shall construct effectively (Xm+1, rm+1) so that (i),
(ii). and (iii) are satisfied. For N = 2m − 1 = |Xm|, let X ′m = {xN+1, · · ·x2N , }
and let (X ′m, rX′m) be the solution isomorphic to (Xm, rm) via the isomorphism
τ : Xm −→ X ′m with τ(xi) = xi+N , 1 ≤ i ≤ N. We denote by (Ym, rYm) the
trivial extension Xm ♮0 X
′
m, and set Xm+1 = (Ym, rYm) ♮ {x2N+1}, where rm+1 is
defined via the action Lx2N+1 = (x1xN+1)(x2xN+2) · · · (xNx2N ). One can show that
mpl(Xm+1, rm+1) = m+ 1, and G(Xm+1, rm+1) = G(Xm, rm) wr C2.
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The following question was posed by Paul Martin.
Question 9.4. For each positive integer m denote by nm, the minimal integer so
that there exists a square-free multipermutation solution (Xm, rm) of order |Xm| =
nm, and with mpl(Xm, rm) = m. How does nm depend on m?
In the proof of Theorem 9.11 we construct an infinite sequence of recursively de-
fined explicit solutions (Xm, rm),m = 0, 1, 2 · · · , s.t. mpl(Xm) = m, and |Xm| =
2m−1 + 1. Therefore nm ≤ 2m−1 + 1. By definition, the unique symmetric set with
multipermutation level 0 is the one element solution, so n0 = 1. Direct computation
show that for 1 ≤ m ≤ 3 the square-free solutions (Xm, rm) in the Construction
9.11, are of minimal possible order, so nm = 2
m−1 + 1,m = 1, 2, 3.
Question 9.5. Is it true that nm = 2
m−1 + 1, for all integers m ≥ 1?
Let X = {xi | i = 1, 2, 3, · · · } be an infinite countable set.
Definition 9.6. Let ρ = (xi1 xi2 · · ·xik) and σ = (yi1 yi2 · · · yik) be disjoint cycles
of length k in Sym(X), and let N be a natural number. Define
ρ[N ] = (xi1+N xi2+N · · · xik+N )
ρ ∨ σ = (xi1 yi1 xi2 yi2 · · · xik yik)
So ρ[N ] is a cycle of the same length k as ρ and is obtained by shifting the indices
N -steps to the right. ρ ∨ σ is a cycle of length 2k and
(ρ ∨ σ)2 = ρ ◦ σ.
Definition 9.7. For a pair (xi, xj) ∈ X× X we define (xi, xj)[N ] = (xi+N , xj+N ).
Let (Y, r) be a symmetric set, where Y = {x1, x2 · · ·xk} ⊂ X. For each integer
N , N > k we define the quadratic set (Y, r)[N ]) = (Y [N ], r[N ]), where Y [N ] =
{x1+N , x2+N · · ·xk+N}, and
(9.1) r[N ](xi+N , xj+N ) = (r(xi, xj))[N ]
Remark 9.8. Clearly the left action induced by r[N ] satisfies
(9.2) (x[N ])(y[N ]) = (xy)[N ]
So l1 is satisfied and therefore (Y [N ], r[N ]) is a square-free solution. There is an
isomorphism of solutions
ϕN : (Y, r) −→ (Y [N ], r[N ]) xi 7→ xi+N .
Furthermore,
G(Y [N ], r[N ]) = G(Y, r)[N ] = gr〈Lx[N ] | x ∈ Y 〉.
Definition 9.9. For m = 0, 1, 2 · · · define a sequence of cycles σm ∈ SymX, each
of length 2m as follows
σ1 = (x1 x2)
σ2 = σ1 ∨ (σ1[2]) = (x1 x3 x2 x4)
σ3 = σ2 ∨ (σ2[4])
σm+1 = σm ∨ (σm[2m])
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For m = 0, 1, 2, · · · we define the solutions (Xm, rm) and (Ym, rYm) recursively, as
follows.
(9.3)
(X0, r0) the trivial solution on one element set X0 = {x1}
(X1, r1) the trivial solution on the set X1 = {x1, x2}
(Y1, rY1) = (X1, r1) (for completeness only)
(X2, r2) = Y1 ♮ {x3} where Lx3 = σ1
Y2 = Y1 ♮ Y1[2], where Lx3 = Lx4 = σ1, Lx1 = Lx2 = σ1[2]
(X3, r3) = Y2 ♮ {x5}, where Lx5 = σ2 = σ1 ∨ (σ1[2])
Y3 = Y2 ♮ Y2[4], where Ly|Y2 = σ2, ∀y ∈ Y2[4], Lx|Y2[4] = σ2[4], ∀x ∈ Y2
(X4, r4) = Y3 ♮ {x9}, where Lx9 = σ3 = σ2 ∨ (σ2[4])
Y4 = Y3 ♮ Y3[8], where Ly|Y3 = σ3, ∀y ∈ Y3[8], Lx|Y3[8] = σ3[8], ∀x ∈ Y3
. . . . . . . . . . . . . . . . . .
Ym = Ym−1 ♮ Ym−1[2
m−1], where Ly = σm−1, ∀y ∈ Ym−1[2m−1],
and Lx|Ym−1[2m−1] = σm−1[2
m−1], ∀x ∈ Ym−1
Xm+1 = Ym ♮ {ξ}, where ξ = x2m+1, Lξ = σm = σm−1 ∨ (σm−1[2
m−1]).
Clearly X =
⋃
0≤mXm.
Definition 9.10. Define the map
rX : X× X −→ X× X r(x, y) = rm(x, y) where x, y ∈ Xm.
Theorem 9.11. In assumption and notation as above Let
(X0, r0), (X1, r1), · · · , (Xm, rm), · · ·
be the infinite sequence of quadratic sets defined in Definition 9.9. Then the follow-
ing conditions hold for each m = 0, 1, 2, . . .:
(1) (Xm, rm) is a square-free solution of order |Xm| = 2m−1 + 1
(2) (Xm+1, rm+1) is an extension of (Xm, rm).
(3) Ret(Xm+1, rm+1) ≈ (Xm, rm). (i.e. (Xm+1, rm+1) is a blow up of (Xm, rm).
(4) mpl(Xm, rm) = m,m = 0, 1, 2 · · · .
(5) Each group Gm+1 = G(Xm+1, rm+1) is isomorphic to the wreath product
G(Xm, rm) wr C2 , so Gm+1 = ((C2 wr C2) wr · · · ) wr C2︸ ︷︷ ︸
m times
.
(6) There are equalities sl(Gm) = m, sl(Gm) = m− 1.
(7) (X, rX) is the inverse limit of the solutions (Xm, rm). For the retracts one
has Retm(X, rX) 6= Ret
m+1(X, rX), and mpl(X, r) = ∞. Furthermore, the
group G(X, rX) acts nontransitively on X.
Proof. Under the hypothesis of the theorem we prove first several preliminary state-
ments.
Remark 9.12. Let m be an integer, m ≥ 2, Nm = 2m
(1) |Ym| = 2
m and |Xm+1| = 2
m + 1.
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(2) σm is well defined via σk, k ≤ m− 1 and the shift y 7→ y[Nm−1]. We have
the following explicit formulae:
(9.4) (σm−1[Nm−1])(y[Nm−1]) = (σm−1(y)[Nm−1] ∀y ∈ Ym−1
(9.5)
σm(y) = y[Nm−1] ∈ Ym−1[Nm−1], ∀y ∈ Ym−1
σm(y[Nm−1]) = σm−1y ∈ Ym−1, ∀y ∈ Ym−1
(9.6) x[Nm−1]z[Nm−1] = (
xz)[Nm−1]
Lemma 9.13. For each integer m ≥ 1, (Ym, rYm) is a square-free solution of order
Nm = 2
m and σm ∈ Aut(Ym, rYm),
Proof. We shall prove the lemma using induction on m. Base for the induction,
m = 1. By definition (Y1, rY1) is the trivial solution {x1, x2} and clearly σ1 =
(x1x2) ∈ Aut(Y1, rY1). Assume now that the lemma is true for all k ≤ m.
Clearly, by Definition of as a set Ym+1 is a disjoint union Ym+1 = Ym
⋃
Ym[Nm], so
|Ym+1| = 2|Ym| = 2m+1. Furthermore (by definition), the quadratic set (Ym+1, rm+1)
with r = rYm+1 satisfies
r(x, y) = (σm[Nm](y), σ
−1
m x) r(y, x) = (σ(x), σm[Nm]
−1(y) ∀x ∈ Ym, y ∈ Ym[Nm].
By assumption σm ∈ Aut(Ym, rYm), hence σm[Nm] ∈ Aut(Ym[Nm], rYm [Nm]),
Hence by Lemma 8.5 (Ym+1, rm+1) is a solution.
We shall now prove that σm+1 ∈ Aut Ym+1. By Lemma 3.3 3) it will be enough to
show that for each x ∈ Ym
(9.7) σm+1 ◦ Lx = Lσm+1(x) ◦ σm+1
is an equality of maps in Ym+1, or equivalently
(9.8) σm+1(
xz) = σm+1(x)σm+1(z)∀z ∈ Ym+1.
By the inductive assumption we have
(9.9) σm(
xz) = σm(x)σm(z)∀x, z ∈ Ym.
Let x, z ∈ Ym+1. By definition Ym+1 = Ym
⋃
Ym[Nm] (this is a disjoint union).
Case 1. x ∈ Ym. 1.a. z ∈ Ym
xz ∈ Ym σm(xz) = xz[Nm] by (9.5)
σm(x) = x[Nm] σm(z) = z[Nm] by (9.5)
σm(x)σm(z) =
x[Nm]z[Nm] =
xz[Nm] by (9.6)
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So in this case (9.8) holds. 1.b. z = y[Nm], where y ∈ Ym.
xz = (σm[Nm])(z) = σm(y)[Nm] ∈ Ym[Nm] by (9.3
σm(
xz) = σm(σm(y)[Nm]) = (σm)
2(y) by (9.5)
σm(x) = x[Nm] σm(z) = σm(y[Nm]) = σm(y) by (9.5)
σm(x)σm(z) =
x[Nm]σm(y) = σm(σm(y)) by ((9.3).
Hence (9.8) holds.
Case 2. x = ξ[Nm] ∈ Ym[Nm]. 2.a. z ∈ Ym In this case (9.8) follows from the
equalities
xz = σm(z) =∈ Ym by (9.3)
σm(
xz) = σm(σm(z)) = σm(z)[Nm] by (9.5)
σm(x) = σm(ξ[Nm]) = σm(ξ) ∈ Ym σm(z) = z[Nm] ∈ Ym[Nm] by (9.5)
σm(x)σm(z) =
σm(ξ)z[Nm] = σm[Nm](z[Nm]) by (9.3)
= (σm(z))[Nm] by (9.4).
2.b. z = y[Nm], y ∈ Ym. Note that
xz = ξ[Nm]y[Nm] = (
ξy)[Nm] ∈ Ym[Nm] by (9.2)
σm(
xz) = σm((
ξy)[Nm]) = σm(
ξy) by (9.5)
σm(x) = σm(ξ) ∈ Ym σm(z) = σm(y[Nm]) = σm(y) ∈ Ym by (9.5)
σm(x)σm(z) =
σm(ξ)σm(y) = σm(
ξy by IH and (9.8).
where IH denotes the inductive hypothesis.
We have shown that σm+1 ∈ AutYm+1, which verifies the lemma. 
The following corollary is straightforward from the recursive definition of the qua-
dratic sets (Xm, rm) and Lemma 8.5.
Corollary 9.14. For each m = 0, 1, 2, · · · , (Xm, rm) is a square-free solution, of
order |Xm| = 2m−1 + 1. Furthermore, (Xm+1, rm+1) is an extension of (Xm, rm).
The following lemma gives explicit recursive presentation of the left actions in Xm,
respectively Ym
Lemma 9.15. Let m ≥ 2.
MULTIPERMUTATION SOLUTIONS OF THE YBE 57
(1) Let x ∈ Xm+1 then following equalities hold.
(9.10)
∀x ∈ Ym−1 Lx|Ym = Lx|Ym−1 ◦ σm−1[Nm−1]
Lx|Xm+1 = Lx|Ym
∀y ∈ Ym−1[Nm−1], y = x[Nm−1], x ∈ Ym−1 Ly|Ym = (Lx|Ym−1)[Nm−1] ◦ σm−1
Ly|Xm+1 = Ly|Ym
z = x2m+1 Lz | Xm+1 = σm.
(2) For all i, i = 2k − 1, 1 ≤ k ≤ 2m−1 one has
(9.11)
Lxi|Xm+1 = Lxi+1|Xm+1 ,
Lxi 6= Lxj whenever j 6= i, i+ 1, 1 ≤ j ≤ 2
m + 1
(3) There is an isomorphism of solutions
Ret(Xm+1, rm+1) ≃ (Xm, rm).
Proof. The equalities (9.10) follow from the recursive definition of Ym and Xm,m =
0, 1, 2, · · · see Definition 9.9, (9.3). The recursive definition and (9.10) imply (9.11).
Then
[Xm+1] = {[x1], [x3], · · · [x2m−2+1], · · · [x2m−1−1]}.
It is easy to see that ([Xm+1], r[Xm+1]) ≃ (Xm, rm). 
Now the statement of the theorem follows easily. Indeed, Corollary 9.14 verifies
parts (1), and (2). Part (3) follows from Lemma 9.15. Clearly, induction on m
and (3) straightforwardly imply (4). (5) is clear from the construction. (5) implies
sl(Gm) = m − 1. Hence, by Theorem 7.25 we have sl(Gm) = sl(Gm) + 1, which
proves (6). Finally, (7) is clear. 
Construction 9.16. Let R be a finite ring and A a finite faithful R-module. Let
ω be a fixed unit in R. For a ∈ A, let La be the permutation x 7→ ωx+ (1− ω)a.
Note: We do not need to assume that R is commutative, since we work only in the
subring generated by 1 and ω. Also, note that La has the effect of multiplying x−a
by ω; so it is clearly a permutation fixing a. (Its inverse is obtained by replacing ω
by its inverse.) If ω = −1, it is the inversion in a.
Proposition 9.17. The following are equivalent:
(a) the maps La, for a ∈ A, give a solution;
(b) the maps La, for a ∈ A, all commute;
(c) (1 − ω)2 = 0.
Proof. Clearly La(a) = a holds for all a ∈ A. Thus, the maps form a solution if
and only if
LabLab = LaLb,
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where ab = La(b) and a
b = L−1b (a); and a short calculation (see below) shows that
this condition and the condition LaLb = LbLa hold for all a and b if and only if
(1− ω)2 = 0.
If ω = 1, then La is the identity map for all a, and the multipermutation level is 1.
Otherwise, La = Lb if and only if (1− ω)(a− b) = 0; so the elements of the reduct
are the cosets of the submodule {a ∈ A : (1 − ω)a = 0 (the annihilator of 1 − ω.
Since (1 − ω)2 = 0, the element (1 − ω) acts as zero on the quotient module A/I,
so the reduct has mpl 1, and the original solution has mpl 2.
Calculations. La maps x to ωx+ (1− ω)a, and so
LaLb 7→ ωx+ (1− ω)b
7→ ω(ωx+ (1− ω)b) + (1 − ω)a
= ω2x+ (1− ω)(a+ ωb).
Similarly LbLa maps x to ω
2x + (1 − ω)(b + ωa). These are equal if and only if
(1 − ω)2(a − b) = 0. For this to hold for all a and b, it is necessary and sufficient
that (1 − ω)2 = 0.
Now ab = ω−1a+ (1 − ω−1)b and ab = ωb+ (1− ω)a, so we calculate that LabLab
maps x to
ω2x+ (1− ω)(2 − ω)a+ (1− ω)(2ω − 1)b.
This is equal to LaLb(x) if and only if (1 − ω)2(a − b) = 0, and the conclusion
follows as before. 
10. More about YB permutation groups
Let (Z, r) be an YB extension of the disjoint solutions (X, rX) and (Y, rY ). Then
for every z ∈ Z the action Lz splits
Lz = (Lz)|X ◦ (Lz)|XY .
Recall that if (X, rX) and (Y, rY ) are two disjoint solutions Then the trivial exten-
sion (Z, r) is defined as Z = X
⋃
Y , with r(x, α) = (α, x), for all x ∈ X,α ∈ Y .
Proposition 10.1. Let (X, rX) and (Y, rY ) be disjoint square-free solutions with
G1 = G(X, rX), G2 = (Y, rY ), G1 = G(X, rX),G2 = G(Y, rY ). Then the following
conditions hold.
(1) Suppose (Z, r) is the trivial extension of (X, rX) and (Y, rY ). Then it is a
square-free solution, and
G(Z, r) = G1 ×G2 G(Z, r) = G1 × G2
Conversely, if G1 and G2 ate permutation YB groups, then G = G1 × G2
is a permutation YB group.
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(2) Suppose (Z, r) is an involutive extension which satisfies
(10.1) r(α, x) = (αx, α) ∀x ∈ X,α ∈ Y.
Then (Z, r) is a solution if and only if the assignment α 7→ (Lα)|X extends
to a homomorphism
G(Y, rY ) −→ Aut(X, rX)
In other words, G(Y, rY ) acts as automorphisms on (X, r). In this case
G = G(Z, r) and the YB permutation group G = G(Z, r) are semidirect
products:
G = G1 ⋊G2, G = G1 ⋊ G2.
(3) Conversely, suppose there is an action of G(Y, rY ) on G(X, rX), such that
X is invariant under this action. Then the formula (10.1 ) induces canon-
ically a solution (Z, r) on Z. In particular, a semidirect product G1 ⋊ G2 of
two permutation YB groups defined via an action of G(Y, rY ) on G(X, rX),
which keeps X invariant is itself a permutation YB group.
(4) Suppose (Z, r) is the wreath product of solutions (Z, r) = (X, rX)wr(Y, rY ),
see Definition 8.6. Then there are equalities
G(Z, r) = G1 wrG2 G(Z, r) = G1 wr G2
Question 10.2. Under what conditions is the wreath product G1 wr G2 of two
permutation YB groups G1 and G2 ismorphic to a permutation YB group?
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