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Abstract
Under a certain restriction, singular first-order linear partial differential equations of nilpotent
type with two variables are divided into two classes. In the previous paper Part I, we dealt with
the one class, and comprehended that there was a close affinity between the Borel summability of
divergent solutions and global analytic continuation properties for coefficients. In this Part II, we give
a similar consideration on the other class. More precise global estimates than those given in Part I
for coefficients will be required to prove the Borel summability of divergent solutions.
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1. Introduction and main result
In this paper Part II, as a continuation of Part I (Hibino [2]), we are concerned with the
Borel summability of the formal solution for the following singular first-order linear partial
differential equation of nilpotent type:
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P = {α(x) + β(x, y)}yDx + {a + b(x, y)}y2Dy + 1 + a(x, y)y, (1.1)
where x, y ∈ C, Dx = ∂/∂x, Dy = ∂/∂y. a is a complex constant, and the coefficients α,
β , b, a and f are holomorphic at the origin. Moreover, α, β and b satisfy
α(0) = 0, (1.2)
β(x,0) ≡ b(x,0) ≡ 0. (1.3)
Since the case a = 0 was studied in Part I, throughout this Part II we consider the case
a = 0. (1.4)
First of all, let us recall fundamental results stated in Part I. On the definitions of the
notation and some concepts (O[R][[y]]2, Borel summability, and so on) we refer to Part I
(cf. Definitions 1.1 and 1.3 in Part I). Under the conditions (1.2) and (1.3), Eq. (1.1) has
a unique formal power series solution u(x, y) = ∑∞n=0 un(x)yn in O[R][[y]]2 for some
R > 0 (cf. Theorem 1.1 in Part I). Therefore, the formal solution of (1.1) diverges in general
and the rate of divergence is characterized in terms of the Gevrey index 2.
Since the unique existence of divergent solutions of the Gevrey type is ensured, we
can study the existence of holomorphic solutions which have the divergent solution as an
asymptotic expansion of the Gevrey type, and in particular we are interested in the Borel
summability of the divergent solution. In [1] we studied the case where α(x) = α0 + α1x
(α0, α1: constants; α0 = 0), a(x, y) ≡ 0, and β(x, y) and b(x, y) are polynomials with
respect to y-variable, and we obtained conditions under which the divergent solution is
Borel summable. Our main purpose of the present study is to generalize that result. In Part I
we studied the case a = 0, and we gave the complete generalization of [1] (cf. Theorem 1.5
in Part I). In this Part II, we deal with the case a = 0, and we would like to give the complete
generalization of [1]; that is, the main purpose of Part II is to obtain conditions under which
the divergent solution of (1.1) is Borel summable in the case a = 0.
The content of Part II is as follows. In Section 1.1, we state the main theorem (Theo-
rem 1.1); that is, we give conditions which the coefficients should satisfy in order to ensure
the Borel summability of the divergent solution. Similarly to Part I, global analytic contin-
uation properties for the coefficients will be required. Through Sections 2 and 3, we give
the proof. In Section 2, the proof of Theorem 1.1 is reduced to that of a global solvability
of some integral equation (cf. (2.10)). This route of the proof is same as that employed in
Part I. However, in order to prove the global solvability of the integral equation, we adopt
a different approach from that used in Part I. In Part I, the proof was ultimately reduced to
that of a global estimate of some convolution. On the other hand, in this Part II the proof
of Theorem 1.1 is completed by showing a global estimate for some integral operator of
infinite-order (cf. (3.11)). In Section 3, the proof of such a global estimate will be given.
In Section 4, we investigate some special cases in detail. When an equation has a restricted
form, we can obtain a stricter result than Theorem 1.1. Through these consideration, we
will see the essentialness of our global assumptions.
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Before giving the main result, we introduce the notation. First, we define the func-
tion ϕ(η) by
ϕ(η) = 1
a
log(1 + aη). (1.5)
Next, we define the curve Φθ (θ ∈ R) by
Φθ =
{
ϕ(η): η ∈ R+eiθ
}
, (1.6)
where R+ = [0,+∞) and R+eiθ = {reiθ : r ∈ R+}. In order to ensure the well-definedness
of Φθ , we always assume
θ = arg
(
−1
a
)
. (1.7)
Finally, we define the region Φθ,κ by
Φθ,κ =
{
ξ : dist(ξ,Φθ ) ≡ inf
{|ξ − ζ |: ζ ∈ Φθ} κ}; (1.8)
that is, Φθ,κ is the κ-neighborhood of Φθ .
Under the above preparations, let us give the conditions which the coefficients should
satisfy in order to assure the Borel summability of the formal solution in a given direction θ .
Assumptions
First, we state the assumption for α(x). Let us consider the following initial value prob-
lem:
dx
dξ
= −α(x), x(0) = 0. (1.9)
Then we assume the following:
(A1). (1.9) has a holomorphic solution x = χ(ξ) on Φθ,κ for some κ > 0. Precisely, there
exists a holomorphic function χ(ξ) on Φθ,κ for some κ > 0 which satisfies (i) the image
of χ is included in the domain of holomorphy of α; (ii) χ ′(ξ) = −α(χ(ξ)) for ξ ∈ Φθ,κ
and χ(0) = 0.
It is obvious that χ(ξ) is unique, if it exists.
Next, in order to state the assumptions for the other coefficients, we define an analytic
function. Let us define the region Ωθ,κ consisting of the image of χ by
Ωθ,κ =
{
χ(ξ): ξ ∈ Φθ,κ
}
. (1.10)
M. Hibino / J. Differential Equations 227 (2006) 534–563 537Assumption (A1) and (1.2) imply that α(x) is analytic on Ωθ,κ and that α(x) = 0 for all
x ∈ Ωθ,κ . Here and hereafter, when we say that a function F(x) is analytic on Ωθ,κ (or
continued analytically to Ωθ,κ ), we always mean that F(x) can by continued analytically
along the solution curve χ(ξ) of (1.9). Therefore, in many cases F(x) is a many-valued
function.
So, let us define the function A(x) on Ωθ,κ by
A(x) = −
x∫
0
dz
α(z)
, x ∈ Ωθ,κ . (1.11)
Here the path of integration is the solution curve of (1.9). Then A(x) is well defined on
Ωθ,κ and it is analytic there. Moreover, it is easy to check
A ◦ χ = IΦθ,κ and χ ◦ A = IΩθ,κ , (1.12)
where I is the identity mapping.
Under the above preparations we give the conditions for the other coefficients. For the
inhomogeneity term f (x, y) we assume the following.
(A2). f (x, y) can be continued analytically to Ωθ,κ × {y ∈ C; |y|  c} for some c > 0.
Moreover, it has the following growth estimate there. There exist some positive constants C
and δ such that
max
|y|c
∣∣f (x, y)∣∣ C exp[δ∣∣exp{aA(x)}∣∣], x ∈ Ωθ,κ . (1.13)
For the coefficients β(x, y), b(x, y) and a(x, y), we impose the following conditions.
(A3). β(x, y), b(x, y) and a(x, y) can be continued analytically to Ωθ,κ ×{y ∈ C: |y| c}.
Moreover, there exist some positive constants C and M, which are independent of m, and
pm <m such that∣∣∣∣ 1α(x) · ∂mβ∂ym (x,0)
∣∣∣∣ CMmm!∣∣exp{aA(x)}∣∣pm, x ∈ Ωθ,κ , m = 1,2, . . . ; (1.14)∣∣∣∣∂mb∂ym (x,0)
∣∣∣∣ CMmm!∣∣exp{aA(x)}∣∣pm, x ∈ Ωθ,κ , m = 1,2, . . . ; (1.15)∣∣∣∣∂ma∂ym (x,0)
∣∣∣∣ CMmm!∣∣exp{aA(x)}∣∣m+1, x ∈ Ωθ,κ , m = 0,1,2, . . . . (1.16)
Finally, we assume that:
(A4). inf{m− pm; m = 1,2, . . .} > 0.
Let us state the main result in Part II.
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summable in the direction θ . Moreover, its Borel sum in the direction θ is a holomorphic
solution of (1.1).
Since the latter claim has been already shown in Theorem 1.4 of Part I, in the following
we prove the former one.
2. Proof of Theorem 1.1
2.1. Formal Borel transform of equations
In this section, we reduce the proof of Theorem 1.1 to that of a global solvability of
the initial value problem of some convolution equation. Since detailed consideration has
been already given in Section 2 of Part I, we only state the essentials. For the formal
solution u(x, y) =∑∞n=0 un(x)yn ∈ O[R][[y]]2 of (1.1), we define the convergent power
series B(u)(x, η) in a neighborhood of (x, η) = (0,0) by
B(u)(x, η) =
∞∑
n=0
un(x)
ηn
n! , (2.1)
which is called the formal Borel transform of u(x, y). Let us put v(x, η) = B(u)(x, η),
and let us define the region E+(θ, κ) (κ > 0) by
E+(θ, κ) =
{
η; dist(η,R+eiθ ) κ}. (2.2)
Then the proof of Theorem 1.1 is reduced to that of the following statement (BS) (cf. The-
orem 2.1 in Part I).
(BS). v(x, η) can be continued analytically to {x ∈ C: |x|  r0} × E+(θ, κ0) for some
r0 > 0 and κ0 > 0, and has the following exponential growth estimate for some positive
constants C and δ:
max
|x|r0
∣∣v(x, η)∣∣ Ceδ|η|, η ∈ E+(θ, κ0). (2.3)
We note that (BS) gives the necessary and sufficient condition on the Borel summability.
Moreover, when (BS) is satisfied, the Borel sum U(x,y) of u(x, y) in the direction θ is
given by
U(x,y) = 1
y
∫
R+eiθ
e−η/yv(x, η) dη. (2.4)
In order to prove (BS), first, let us write down the equation which v(x, η) = B(u)(x, η)
should satisfy. By operating the formal Borel transform to (1.1), we see that B(u)(x, η) is
a solution of the following initial value problem:
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η∫
0
B(β)η(x, η − t)vx(x, t) dt −B(b)η(x,0)ηv(x, η)
−
η∫
0
B(b)ηη(x, η − t)tv(x, t) dt +
η∫
0
B(b)η(x, η − t)v(x, t) dt
−B(a)(x,0)v(x, η) −
η∫
0
B(a)η(x, η − t)v(x, t) dt +B(f )η(x, η),
v(x,0) = f (x,0), (2.5)
where L is the first-order linear partial differential operator defined by
L = α(x)Dx + (1 + aη)Dη, (2.6)
and B(β)(x, η), B(b)(x, η), B(a)(x, η) and B(f )(x, η) are the formal Borel transforms
of β(x, y) = ∑∞n=1 βn(x)yn, b(x, y) = ∑∞n=1 bn(x)yn, a(x, y) = ∑∞n=0 an(x)yn and
f (x, y) =∑∞n=0 fn(x)yn, respectively, that is,
B(β)(x, η) =
∞∑
n=1
βn(x)
ηn
n! , B(b)(x, η) =
∞∑
n=1
bn(x)
ηn
n! ,
B(a)(x, η) =
∞∑
n=0
an(x)
ηn
n! , B(f )(x, η) =
∞∑
n=0
fn(x)
ηn
n! .
It is easy to see that B(u)(x, η) is the unique locally holomorphic solution of (2.5). Hence,
Theorem 1.1 will be proved by showing that the solution v(x, η) of (2.5) satisfies (BS).
2.2. Proof of Theorem 1.1
Let us start the proof of Theorem 1.1.
Proof of Theorem 1.1. First, we transform the convolution equation (2.5) into the integral
equation. We apply the following formula. The solution V (x,η) of the initial value problem
of the following first-order linear partial differential equation{ {α(x)Dx + (1 + aη)Dη}V (x,η) = k(x, η),
V (x,0) = l(x) (2.7)
is given by
V (x,η) = l(X(x,η,0))+ η∫ k(X(x,η, t), t) 1
1 + at dt, (2.8)0
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X(x,η, t) = χ
(
A(x) + 1
a
log
1 + aη
1 + at
)
. (2.9)
By (2.8), we see that (2.5) is equivalent to the following equation:
v(x, η) = f (X(x,η,0),0)+ η∫
0
g
(
X(x,η, t), t
) 1
1 + at dt + Iv(x, η) +
10∑
i=6
Iiv(x, η),
where g(x, η) = B(f )η(x, η), and each operator I and Ii (i = 6, . . . ,10) is given by
Iv(x, η) = −
η∫
0
t∫
0
B(β)η
(
X(x,η, t), t − s)vx(X(x,η, t), s) 11 + at ds dt,
I6v(x, η) = −
η∫
0
B(b)η
(
X(x,η, t),0
)
tv
(
X(x,η, t), t
) 1
1 + at dt,
I7v(x, η) = −
η∫
0
t∫
0
B(b)ηη
(
X(x,η, t), t − s)sv(X(x,η, t), s) 1
1 + at ds dt,
I8v(x, η) =
η∫
0
t∫
0
B(b)η
(
X(x,η, t), t − s)v(X(x,η, t), s) 1
1 + at ds dt,
I9v(x, η) = −
η∫
0
B(a)(X(x,η, t),0)v(X(x,η, t), t) 1
1 + at dt,
I10v(x, η) = −
η∫
0
t∫
0
B(a)η
(
X(x,η, t), t − s)v(X(x,η, t), s) 1
1 + at ds dt.
Furthermore, let us transform Iv(x, η). By changing the order of integration, we write∫ η
0
∫ t
0 . . . ds dt =
∫ η
0
∫ η
s
. . . dt ds. Here we remark that
η∫
s
B(β)η
(
X(x,η, t), t − s)vx(X(x,η, t), s) 11 + at dt
=
η∫ 1
α(X(x,η, t))
B(β)η
(
X(x,η, t), t − s) ∂
∂t
v
(
X(x,η, t), s
)
dt.s
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Then we see that (2.7) is equivalent to the following integral equation:
v(x, η) = f (X(x,η,0),0)+ η∫
0
g
(
X(x,η, t), t
) 1
1 + at dt +
10∑
i=1
Iiv(x, η), (2.10)
where each operator Ii (i = 1, . . . ,5) is given by
I1v(x, η) = − 1
α(x)
η∫
0
B(β)η(x, η − t)v(x, t) dt,
I2v(x, η) =
η∫
0
1
α(X(x,η, t))
B(β)η
(
X(x,η, t),0
)
v
(
X(x,η, t), t
)
dt,
I3v(x, η) =
η∫
0
t∫
0
1
α(X(x,η, t))
B(β)ηη
(
X(x,η, t), t − s)v(X(x,η, t), s)ds dt,
I4v(x, η) = −
η∫
0
t∫
0
α′(X(x,η, t))
α(X(x,η, t))
B(β)η
(
X(x,η, t), t − s)v(X(x,η, t), s) 1
1 + at ds dt,
I5v(x, η) =
η∫
0
t∫
0
B(β)xη
(
X(x,η, t), t − s)v(X(x,η, t), s) 1
1 + at ds dt.
In order to prove that the solution v(x, η) of (2.10) satisfies (BS), we employ the itera-
tion method. Let us define {vn(x, η)}∞n=0 inductively as follows:
v0(x, η) = f
(
X(x,η,0),0
)+ η∫
0
g
(
X(x,η, t), t
) 1
1 + at dt, (2.11)
vn+1(x, η) = v0(x, η) +
10∑
i=1
Iivn(x, η) (n 0). (2.12)
Next, we define {wn(x,η)}∞n=0 by w0(x, η)=v0(x, η) and wn(x,η)=vn(x, η)−vn−1(x, η)
(n 1), and define {Wn(x, η, t)}∞n=0 by
Wn(x, η, t) = wn
(
X(x,η, t), t
)
. (2.13)
Here we break the proof, and provide the notation needed in stating the key lemma later.
Since A(0) = 0, we can take r0 > 0 and κ0 > 0 such that
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A(x) + 1
a
log(1 + aζ ); |x| r0, ζ ∈ E+(θ, κ0)
}
⊂ Φθ,κ , (2.14)
where κ > 0 is the constant given in assumption (A1). So let us define β˜(x, ζ, y), b˜(x, ζ, y),
a˜(x, ζ, y) and A(x, ζ ) as follows:
β˜(x, ζ, y) = β(X(x, ζ,0), y), (2.15)
b˜(x, ζ, y) = b(X(x, ζ,0), y), (2.16)
a˜(x, ζ, y) = a(X(x, ζ,0), y), (2.17)
A(x, ζ ) = 1
α(X(x, ζ,0))
. (2.18)
Then it follows from the assumptions of Theorem 1.1 and (2.14) that β˜(x, ζ, y), b˜(x, ζ, y)
and a˜(x, ζ, y) are holomorphic on {x ∈ C: |x|  r0} × E+(θ, κ0) × {y ∈ C: |y|  c},
and that A(x, ζ ) is holomorphic on {x ∈ C: |x|  r0} × E+(θ, κ0). Hence, if we define
B(β˜)(x, ζ, η), B(b˜)(x, ζ, η) and B(a˜)(x, ζ, η) by
B(β˜)(x, ζ, η) = B(β)(X(x, ζ,0), η) (= ∞∑
m=1
βn
(
X(x, ζ,0)
)ηm
m!
)
, (2.19)
B(b˜)(x, ζ, η) = B(b)(X(x, ζ,0), η) (= ∞∑
m=1
bm
(
X(x, ζ,0)
)ηm
m!
)
, (2.20)
B(a˜)(x, ζ, η) = B(a)(X(x, ζ,0), η) (= ∞∑
m=0
am
(
X(x, ζ,0)
)ηm
m!
)
, (2.21)
then, we see that they are holomorphic on {x ∈ C: |x| r0} × E+(θ, κ0) × C. Moreover,
let us define β˜m(x, ζ ), b˜m(x, ζ ) and a˜m(x, ζ ) as follows:
β˜m(x, ζ ) = βm
(
X(x, ζ,0)
)
(m = 1,2, . . .), (2.22)
b˜m(x, ζ ) = bm
(
X(x, ζ,0)
)
(m = 1,2, . . .), (2.23)
a˜m(x, ζ ) = am
(
X(x, ζ,0)
)
(m = 0,1,2, . . .). (2.24)
Then, it follows from (1.14)–(1.16) and Cauchy’s integral formula that there exist some
positive constants C0 and M satisfying:
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max
|x|r0
∣∣A(x, ζ )β˜m(x, ζ )∣∣ C0Mm(1 + |ζ |)pm ( C0Mm(1 + |ζ |)m), ζ ∈ E+(θ, κ0),
max
|x|r0
∣∣∣∣ ∂∂ζ {A(x, ζ )β˜m(x, ζ )}
∣∣∣∣ C0Mm(1 + |ζ |)m, ζ ∈ E+(θ, κ0′),
max
|x|r0
∣∣b˜m(x, ζ )∣∣ C0Mm(1 + |ζ |)pm (C0Mm(1 + |ζ |)m), ζ ∈ E+(θ, κ0),
max
|x|r0
∣∣a˜m(x, ζ )∣∣ C0Mm(1 + |ζ |)m+1, ζ ∈ E+(θ, κ0),
(2.25)
where κ0′ = κ0/2.
Next, we take a positive constant K so that
K−1 1
1 + |η| 
∣∣∣∣ 11 + aη
∣∣∣∣K 11 + |η| (K), η ∈ E+(θ, κ0), (2.26)
and we define p > 0 by
p = inf{m − pm: m = 1,2, . . .}. (2.27)
We note that the positive of p is ensured by assumption (A4).
Finally, we give the following definition.
Definition 2.1. (1) For λ  0 and ρ > 0, Uρ[0, λ] denotes the ρ-neighborhood of [0, λ]
in C. Precisely,
Uρ[0, λ] =
{
τ ∈ C: dist(τ, [0, λ])< ρ}.
(2) For η ∈ C, we define the function Gη(τ ) by
Gη(τ ) = τe
i arg(η)
1 + a(|η| − τ)ei arg(η) , τ ∈ C,
and define Gη and Gηρ as follows:
Gη = {Gη(R) ∈ C: 0R  |η|},
Gηρ =
{Gη(τ ) ∈ C: τ ∈ Uρ[0, |η|]}.
Under these preparations let us take a monotonically decreasing positive sequence
{ρn}∞n=0 satisfying
κ˜ = κ0′ −
∞∑
ρn > 0. (2.28)
n=0
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Lemma 2.1. Wn(x, η, t) is continued analytically to {(x, η, t): |x| r0, η ∈ E+(θ, κ0′ −∑n
j=0 ρj ), t ∈ Gηρn}. Moreover, on {(x, η, t): |x| r0, η ∈ E+(θ, κ0′ −
∑n
j=0 ρj ), t ∈ Gη}
we have the following estimate. For some positive constants C1 > 0 and δ1 > max{1,MK},
∣∣Wn(x,η,Gη(R))∣∣ C1eδ1|η|(10K)n
{
n∑
k=0
(
n
k
)
1
pk
1
(1 + |η| − R)kp
}
Rn
n! ,
0R  |η|, (2.29)
where
K= max{C0δ1,C0δ1K,C0δ1K|a|} ∞∑
m=0
(
MK
δ1
)m
.
We prove Lemma 2.1 in Section 3. For the present, we admit it and let us continue the
proof of Theorem 1.1.
Proof of Theorem 1.1 (continued). It follows from Lemma 2.1 that wn(x,η)
(=Wn(x, η, η)) is continued analytically to B(r0) × E+(θ, κ0′ −∑nj=0 ρj ) with the esti-
mate
∣∣wn(x,η)∣∣= ∣∣Wn(x,η,Gη(|η|))∣∣ C1eδ1|η|(10K)n
{
n∑
k=0
(
n
k
)
1
pk
}
|η|n
n!
= C1eδ1|η| (K
′|η|)n
n! ,
where K′ = 10K · (1 + 1/p). Hence, on B(r0) × E+(θ, κ˜) we obtain
∞∑
n=0
∣∣wn(x,η)∣∣ C1e(δ1+K′)|η|.
This shows that vn(x, η) (= ∑nk=0 wk(x, η)) converges to the solution V (x,η) of (2.10)
uniformly on B(r0) × E+(θ, κ˜). Consequently, V (x,η) is an analytic continuation of
v(x, η), and it holds that
max
|x|r0
∣∣V (x,η)∣∣ C1e(δ1+K′)|η|, η ∈ E+(θ, κ˜).
It follows from the above argument that v(x, η) satisfies (BS). This completes the proof of
Theorem 1.1. 
M. Hibino / J. Differential Equations 227 (2006) 534–563 5453. Proof of Lemma 2.1.
Let us prove Lemma 2.1. It is proved by the induction with respect to n.
Proof of Lemma 2.1. First we consider the case n = 0. By (2.11) and (2.13), we see that
W0(x, η, t) has the following form:
W0(x, η, t) = f
(
X(x,η,0),0
)+ t∫
0
g
(
X(x,η, s), s
) 1
1 + as ds
≡ J1(x, η, t) + J2(x, η, t).
Before proving the lemma for W0, we remark the following. It follows from assump-
tion (A2) and Cauchy’s integral formula that g(x, η) is analytic on Ωθ,κ × C with the
estimate ∣∣g(x, η)∣∣ C′ exp[δ∣∣exp{aA(x)}∣∣]eδ′|η|, (x, η) ∈ Ωθ,κ × C, (3.1)
for some positive constants C′ and δ′.
Now let us prove that J1(x, η, t) and J2(x, η, t) are well defined on {(x, η, t): |x| r0,
η ∈ E+(θ, κ0′ − ρ0), t ∈ Gηρ0}. Let |x| r0, η ∈ E+(θ, κ0′ − ρ0), t ∈ Gηρ0 , and let us write
t ∈ Gηρ0 as t = Gη(τ ) (τ ∈ Uρ0 [0, |η|]).
On the well-definedness of J1(x, η,Gη(τ )): it is clear from assumption (A2) and (2.14).
On the well-definedness of J2(x, η,Gη(τ )): in the integral expression of J2(x, η,Gη(τ )),
let us take a path of integration as
s(σ ) = σe
i arg(η)
1 + a(|η| − σ)ei arg(η) (σ ∈ [0, τ ]), (3.2)
where [0, τ ] is the segment from 0 to τ . Then it follows from (|η|−σ)ei arg(η) ∈ E+(θ, κ0′)
(⊂ E+(θ, κ0)) and (2.14) that
X
(
x,η, s(σ )
)= χ(A(x) + 1
a
log
{
1 + a(|η| − σ )ei arg(η)}) ∈ Ωθ,κ .
Hence, from the above remark we obtain the well-definedness of J2(x, η,Gη(τ )).
Therefore, W0(x, η, t) is well-defined on {(x, η, t): |x|  r0, η ∈ E+(θ, κ0′ − ρ0),
t ∈ Gηρ0}. Moreover, on {(x, η, t): |x|  r0, η ∈ E+(θ, κ0′ − ρ0), t ∈ Gη} we have the fol-
lowing representation:
W0
(
x,η,Gη(R))= f (X(x,η,0),0)
+
R∫
g
(
X
(
x,
(|η| − R1)ei arg(η),0), R1ei arg(η)1 + a(|η| − R1)ei arg(η)
)
0
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i arg(η)
1 + a(|η| − R1)ei arg(η) dR1
≡ J1(x, η,R) +J2(x, η,R).
Let us estimate each J1(x, η,R) and J2(x, η,R).
On J1(x, η,R): by (1.13), we have
∣∣J1(x, η,R)∣∣= ∣∣f (X(x,η,0),0)∣∣ C exp[δ∣∣exp{aA(X(x,η,0))}∣∣]
= C exp[δ∣∣eaA(x)(1 + aη)∣∣] C′′eδ1|η|,
where C′′ = C exp[δK max|x|r0 |eaA(x)|] and δ1 = δK max|x|r0 |eaA(x)|.
On J2(x, η,R): it follows from (3.1) and (2.26) that
∣∣∣∣g(X(x, (|η| − R1)ei arg(η),0), R1ei arg(η)1 + a(|η| − R1)ei arg(η)
)∣∣∣∣
C′′′eδ1|η|e−δ1R1 exp
{
δ′ R1|1 + a(|η| − R1)ei arg(η)|
}
C′′′eδ1|η|e−(δ1−δ′K)R1,
where C′′′ = C′ exp[δK max|x|r0 |eaA(x)|]. Here we may take δ > 0 so large that δ′′ =
δ1 − δ′K = δK max|x|r0 |eaA(x)| − δ′K > 0. Hence, we obtain
∣∣J2(x, η,R)∣∣ C′′′Keδ1|η| R∫
0
e−δ′′R1 dR1 
C′′′K
δ′′
eδ1|η|.
By the above argument, it holds that
∣∣W0(x,η,Gη(R))∣∣C1eδ1|η|,
where C1 = C′′ + C′′′K/δ′′. We may take δ1 so large that δ1 > max{1,MK}. Therefore,
the lemma has been proved for W0.
Next, we assume that the claim of the lemma is proved up to n and prove it for n + 1.
By (2.12) and (2.13) we have the following relation between Wn and Wn+1:
Wn+1(x, η, t) =
9∑
i=1
IiWn(x, η, t), (3.3)
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I1Wn(x, η, t) = I1wn
(
X(x,η, t), t
)
= −A(x,Z(η, t,0)) t∫
0
B(β˜)η
(
x,Z(η, t,0), t − s)
×Wn
(
x,Z(η, t, s), s)ds,
I2Wn(x, η, t) = I2wn(X(x,η, t), t)
=
t∫
0
A(x,Z(η, s,0))B(β˜)η(x,Z(η, s,0),0)Wn(x, η, s) ds,
I3Wn(x, η, t) = I3wn
(
X(x,η, t), t
)
=
t∫
0
s∫
0
A(x,Z(η, s,0))B(β˜)ηη(x,Z(η, s,0), s − z)
×Wn
(
x,Z(η, s, z), z)dzds,
I4Wn(x, η, t) = I4wn
(
X(x,η, t), t
)+ I5wn(X(x,η, t), t)
= −
t∫
0
s∫
0
∂
∂ζ
{A(x, ζ )B(β˜)η(x, ζ, s − z)}∣∣∣∣
ζ=Z(η,s,0)
×Wn
(
x,Z(η, s, z), z) 1 + aη
(1 + as)2 dzds,
I5Wn(x, η, t) = I6wn
(
X(x,η, t), t
)
= −
t∫
0
B(b˜)η
(
x,Z(η, s,0),0)sWn(x, η, s) 11 + as ds,
I6Wn(x, η, t) = I7wn
(
X(x,η, t), t
)
= −
t∫
0
s∫
0
B(b˜)ηη
(
x,Z(η, s,0), s − z)
× zWn
(
x,Z(η, s, z), z) 1
1 + as dz ds,
I7Wn(x, η, t) = I8wn
(
X(x,η, t), t
)
=
t∫
0
s∫
0
B(b˜)η
(
x,Z(η, s,0), s − z)Wn(x,Z(η, s, z), z) 11 + as dz ds,
I8Wn(x, η, t) = I9wn
(
X(x,η, t), t
)
= −
t∫
B(a˜)(x,Z(η, s,0),0)Wn(x, η, s) 11 + as ds,0
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(
X(x,η, t), t
)
= −
t∫
0
s∫
0
B(a˜)η
(
x,Z(η, s,0), s − z)Wn(x,Z(η, s, z), z) 11 + as dz ds,
where Z is the function defined by
1 + a ·Z(η,μ, ν) = (1 + aη)(1 + aν)
1 + aμ . (3.4)
Let us prove that each IiWn(x, η, t) (i = 1, . . . ,9) is well defined on{
(x, η, t); |x| r0, η ∈ E+
(
θ, κ0
′ −
n+1∑
j=0
ρj
)
, t ∈ Gηρn+1
}
by taking suitable paths of integration. Let
|x| r0, η ∈ E+
(
θ, κ0
′ −
n+1∑
j=0
ρj
)
, t ∈ Gηρn+1,
and let us write t ∈ Gηρn+1 as t = Gη(τ ) (τ ∈ Uρn+1 [0, |η|]).
On I1Wn(x, η,Gη(τ )): let us take a path of integration as
s(σ ) = σe
i arg(η)
1 + a(|η| − τ)ei arg(η) (σ ∈ [0, τ ]). (3.5)
Then we have
Z(η,Gη(τ ), s(σ )) ∈ E+
(
θ, κ0
′ −
n∑
j=0
ρj
)
and s(σ ) ∈ GZ(η,Gη(τ ),s(σ ))ρn . Hence, Wn(x,Z(η,Gη(τ ), s(σ )), s(σ )) is well defined. It is
obvious that A(x,Z(η,Gη(τ ),0)) and B(β˜)η(x,Z(η,Gη(τ ),0),Gη(τ ) − s(σ )) are well
defined. Therefore, I1Wn(x, η,Gη(τ )) is well defined.
On I2Wn(x, η,Gη(τ )), I5Wn(x, η,Gη(τ )) and I8Wn(x, η,Gη(τ )): let us take a path
of integration as (3.2). Then we have
η ∈ E+
(
θ, κ0
′ −
n∑
j=0
ρj
)
and s(σ ) ∈ Gηρn . Hence,Wn(x, η, s(σ )) is well defined. It is clear thatA(x,Z(η, s(σ ),0)),
B(β˜)η(x,Z(η, s(σ ),0),0), B(b˜)η(x,Z(η, s(σ ),0),0) and B(a˜)(x,Z(η, s(σ ),0),0) are
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I8Wn(x, η,Gη(τ )) are well defined.
On IiWn(x, η,Gη(τ )) (i = 3, 4, 6, 7, 9): we only state paths of integration. By taking
paths of integration as
⎧⎨⎩ s(σ ) =
σei arg(η)
1+a(|η|−σ)ei arg(η) (σ ∈ [0, τ ]),
z(λ) = λei arg(η)1+a(|η|−σ)ei arg(η) (λ ∈ [0, σ ]).
(3.6)
We see that all IiWn(x, η,Gη(τ )) (i = 3, 4, 6, 7, 9) are well defined.
Therefore, Wn+1(x, η, t) is well defined on {(x, η, t): |x|  r0, η ∈ E+(θ, κ0′ −∑n+1
j=0 ρj ), t ∈ Gηρn+1}. Moreover, on {(x, η, t): |x|  r0, η ∈ E+(θ, κ0′ −
∑n+1
j=0 ρj ),
t ∈ Gη} we have the following representations:
I1Wn
(
x,η,Gη(R))
= −A(x,F (η,R,0)) R∫
0
B(β˜)η
(
x,F (η,R,0),
(R − R1)ei arg(η)
1 + a(|η| − R)ei arg(η)
)
× W˜n(x, η,R,R1) e
i arg(η)
1 + a(|η| − R)ei arg(η) dR1,
I2Wn
(
x,η,Gη(R))
=
R∫
0
A(x,F (η,R1,0))B(β˜)η(x,F (η,R1,0),0)
× W˜n(x, η,R1,R1) (1 + aη)e
i arg(η)
{1 + a(|η| − R1)ei arg(η)}2 dR1,
I3Wn
(
x,η,Gη(R))
=
R∫
0
R1∫
0
A(x,F (η,R1,0))B(β˜)ηη(x,F (η,R1,0), (R1 − R2)ei arg(η)1 + a(|η| − R1)ei arg(η)
)
× W˜n(x, η,R1,R2) (1 + aη){e
i arg(η)}2
{1 + a(|η| − R1)ei arg(η)}3 dR2 dR1,
I4Wn
(
x,η,Gη(R))
= −
R∫
0
R1∫
0
∂
∂ζ
{
A(x, ζ )B(β˜)η
(
x, ζ,
(R1 − R2)ei arg(η)
1 + a(|η| − R1)ei arg(η)
)}∣∣∣∣
ζ=F(η,R1,0)
× W˜n(x, η,R1,R2) {e
i arg(η)}2
1 + a(|η| − R1)ei arg(η) dR2 dR1,
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(
x,η,Gη(R))
= −
R∫
0
B(b˜)η
(
x,F (η,R1,0),0
)
× W˜n(x, η,R1,R1) R1{e
i arg(η)}2
{1 + a(|η| − R1)ei arg(η)}2 dR1,
I6Wn
(
x,η,Gη(R))
= −
R∫
0
R1∫
0
B(b˜)ηη
(
x,F (η,R1,0),
(R1 − R2)ei arg(η)
1 + a(|η| − R1)ei arg(η)
)
× W˜n(x, η,R1,R2) R2{e
i arg(η)}3
{1 + a(|η| − R1)ei arg(η)}3 dR2 dR1,
I7Wn
(
x,η,Gη(R))
=
R∫
0
R1∫
0
B(b˜)η
(
x,F (η,R1,0),
(R1 − R2)ei arg(η)
1 + a(|η| − R1)ei arg(η)
)
× W˜n(x, η,R1,R2) {e
i arg(η)}2
{1 + a(|η| − R1)ei arg(η)}2 dR2 dR1,
I8Wn
(
x,η,Gη(R))
= −
R∫
0
B(a˜)(x,F (η,R1,0),0)W˜n(x, η,R1,R1) ei arg(η)1 + a(|η| − R1)ei arg(η) dR1,
I9Wn
(
x,η,Gη(R))
= −
R∫
0
R1∫
0
B(a˜)η
(
x,F (η,R1,0),
(R1 − R2)ei arg(η)
1 + a(|η| − R1)ei arg(η)
)
× W˜n(x, η,R1,R2) {e
i arg(η)}2
{1 + a(|η| − R1)ei arg(η)}2 dR2 dR1, (3.7)
where
F(η,μ, ν) = (|η| − μ + ν)ei arg(η) (3.8)
and
W˜n(x, η,μ, ν) =Wn
(
x,F (η,μ, ν),GF(η,μ,ν)(ν)). (3.9)
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V (x) =
∞∑
m=0
Vmx
m and B(V )(ξ) =
∞∑
m=0
Vm
ξm
m! .
Then it follows from an integration by parts that
ξ∫
0
B(V )
(
ξ − t
Z
)
W(t) dt
=
∞∑
m=0
Vm
Zm
ξ∫
0
ξ1∫
0
. . .
ξm∫
0
W(ξm+1) dξm+1 . . . dξ2 dξ1. (3.10)
By applying (3.10) to (3.7), we obtain the following infinite-order integral representation:
Wn+1
(
x,η,Gη(R))= 6∑
i=1
Ji (x, η,R), (3.11)
where
J1(x, η,R) = I1Wn
(
x,η,Gη(R))
= −
∞∑
m=1
A(x,F (η,R,0))β˜m(x,F (η,R,0)) {ei arg(η)}m{1 + a(|η| − R)ei arg(η)}m
×
R∫
0
R1∫
0
· · ·
Rm−1∫
0
W˜n(x, η,R,Rm)dRm . . . dR2 dR1,
J2(x, η,R) = I2Wn
(
x,η,Gη(R))+ I3Wn(x,η,Gη(R))
=
∞∑
m=1
R∫
0
A(x,F (η,R1,0))β˜m(x,F (η,R1,0)) (1 + aη){ei arg(η)}m{1 + a(|η| − R1)ei arg(η)}m+1
×
R1∫
0
. . .
Rm−1∫
0
W˜n(x, η,R1,Rm)dRm . . . dR2 dR1
=
∞∑
m=1
R∫
A(x,F (η,R1,0))β˜m(x,F (η,R1,0)) {ei arg(η)}m{1 + a(|η| − R1)ei arg(η)}m0
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R1∫
0
. . .
Rm−1∫
0
W˜n(x, η,R1,Rm)dRm . . . dR2 dR1
+
∞∑
m=1
R∫
0
A(x,F (η,R1,0))β˜m(x,F (η,R1,0))
× aR1{e
i arg(η)}m+1
{1 + a(|η| − R1)ei arg(η)}m+1
×
R1∫
0
. . .
Rm−1∫
0
W˜n(x, η,R1,Rm)dRm . . . dR2 dR1,
≡ J2′(x, η,R) + J2′′(x, η,R),
J3(x, η,R) = I4Wn
(
x,η,Gη(R))
= −
∞∑
m=1
R∫
0
∂
∂ζ
{A(x, ζ )β˜m(x, ζ )}∣∣∣∣
ζ=F(η,R1,0)
{ei arg(η)}m+1
{1 + a(|η| − R1)ei arg(η)}m
×
R1∫
0
. . .
Rm∫
0
W˜n(x, η,R1,Rm+1) dRm+1 . . . dR2 dR1,
J4(x, η,R) = I5Wn
(
x,η,Gη(R))+ I6Wn(x,η,Gη(R))
= −
∞∑
m=1
R∫
0
b˜m
(
x,F (η,R1,0)
) {ei arg(η)}m+1
{1 + a(|η| − R1)ei arg(η)}m+1
×
R1∫
0
. . .
Rm−1∫
0
RmW˜n(x, η,R1,Rm)dRm . . . dR2 dR1,
J5(x, η,R) = I7Wn
(
x,η,Gη(R))
=
∞∑
m=1
R∫
0
b˜m
(
x,F (η,R1,0)
) {ei arg(η)}m+1
{1 + a(|η| − R1)ei arg(η)}m+1
×
R1∫
0
. . .
Rm∫
0
W˜n(x, η,R1,Rm+1) dRm+1 . . . dR2 dR1,
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(
x,η,Gη(R))+ I9Wn(x,η,Gη(R))
= −
∞∑
m=0
R∫
0
a˜m
(
x,F (η,R1,0)
) {ei arg(η)}m+1
{1 + a(|η| − R1)ei arg(η)}m+1
×
R1∫
0
. . .
Rm∫
0
W˜n(x, η,R1,Rm+1) dRm+1 . . . dR2 dR1.
Before estimating each Ji (x, η,R), let us note the following inequality. We omit the proof.
Lemma 3.1. For δ > 0, it holds that
R∫
0
R1∫
0
. . .
Rm−1∫
0
eδRm dRm . . . dR2 dR1 
1
δm
eδR (R  0). (3.12)
Now let us estimate each Ji (x, η,R).
On J1(x, η,R): it follows from the assumption of the induction that∣∣W˜n(x, η,R,Rm)∣∣
 C1eδ1|η|e−δ1Reδ1Rm(10K)n
{
n∑
k=0
(
n
k
)
1
pk
1
{1 + (|η| − R + Rm) − Rm}kp
}
Rm
n
n!
 C1eδ1|η|e−δ1Reδ1Rm(10K)n
{
n∑
k=0
(
n
k
)
1
pk
1
(1 + |η| − R)kp
}
R1
n
n! . (3.13)
Hence, by the estimate∣∣∣∣A(x,F (η,R,0))β˜m(x,F (η,R,0)){1 + a(|η| − R)ei arg(η)}m
∣∣∣∣ C0MmKm, (3.14)
we have∣∣J1(x, η,R)∣∣
 C1eδ1|η|e−δ1R(10K)n
{
n∑
k=0
(
n
k
)
1
pk
1
(1 + |η| − R)kp
}
×
∞∑
m=1
C0M
mKm
R∫
R1
n
n!
R1∫
. . .
Rm−1∫
eδ1Rm dRm . . . dR2 dR10 0 0
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{
C0δ1
∞∑
m=1
(
MK
δ1
)m}
·
{
n∑
k=0
(
n
k
)
1
pk
1
(1 + |η| − R)kp
}
Rn+1
(n + 1)! .
Here we adopted the estimate
R∫
0
R1
n
n!
R1∫
0
. . .
Rm−1∫
0
eδ1Rm dRm . . . dR2 dR1
 1
δ1
m−1
R∫
0
R1
n
n! e
δ1R1 dR1 
1
δ1
m−1 e
δ1R
R∫
0
R1
n
n! dR1 =
1
δ1
m−1 e
δ1R
Rn+1
(n + 1)! .
On J2′(x, η,R): let us consider R1 instead of R in (3.13). Then we have∣∣W˜n(x, η,R1,Rm)∣∣
C1eδ1|η|e−δ1R1eδ1Rm(10K)n
{
n∑
k=0
(
n
k
)
1
pk
1
(1 + |η| − R1)kp
}
R1
n
n!
C1eδ1|η|e−δ1R1eδ1Rm(10K)n
{
n∑
k=0
(
n
k
)
1
pk
1
(1 + |η| − R)kp
}
R1
n
n! . (3.15)
Hence, by (3.14) it holds that
∣∣J2′(x, η,R)∣∣ C1eδ1|η|(10K)n
{
n∑
k=0
(
n
k
)
1
pk
1
(1 + |η| − R)kp
}
×
∞∑
m=1
C0M
mKm
R∫
0
R1
n
n! e
−δ1R1
R1∫
0
. . .
Rm−1∫
0
eδ1Rm dRm . . . dR2 dR1.
Therefore, by using the estimate
R∫
0
R1
n
n! e
−δ1R1
R1∫
0
. . .
Rm−1∫
0
eδ1Rm dRm . . . dR2 dR1
 1
δ1
m−1
R∫
0
R1
n
n! dR1 =
1
δ1
m−1
Rn+1
(n + 1)! ,
we see that J2′(x, η,R) has the same estimate as that of J1(x, η,R).
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 C1eδ1|η|e−δ1R1eδ1Rm+1(10K)n
{
n∑
k=0
(
n
k
)
1
pk
1
(1 + |η| − R1)kp
}
Rm+1n
n!
 C1eδ1|η|e−δ1R1eδ1Rm+1(10K)n
{
n∑
k=0
(
n
k
)
1
pk
1
(1 + |η| − R)kp
}
R1
n
n! .
Hence, by the estimate∣∣∣∣∣ ∂∂ζ {A(x, ζ )β˜m(x, ζ )}
∣∣∣∣
ζ=F(η,R1,0)
1
{1 + a(|η| − R1)ei arg(η)}m
∣∣∣∣∣C0MmKm,
we obtain∣∣J3(x, η,R)∣∣
C1eδ1|η|(10K)n
{
n∑
k=0
(
n
k
)
1
pk
1
(1 + |η| − R)kp
}
×
∞∑
m=1
C0M
mKm
R∫
0
R1
n
n! e
−δ1R1
R1∫
0
. . .
Rm∫
0
eδ1Rm+1 dRm+1 . . . dR2 dR1.
Moreover, by using the estimate
R∫
0
R1
n
n! e
−δ1R1
R1∫
0
. . .
Rm∫
0
eδ1Rm+1 dRm+1 . . . dR2 dR1 
1
δ1
m
Rn+1
(n + 1)! 
1
δ1
m−1
Rn+1
(n + 1)! ,
we see that J3(x, η,R) has the same estimate as that of J1(x, η,R).
On J5(x, η,R): by the estimate∣∣∣∣ b˜m(x,F (η,R1,0)){1 + a(|η| − R1)ei arg(η)}m+1
∣∣∣∣ C0MmKm+1,
similarly to the calculation for J3(x, η,R) we have∣∣J5(x, η,R)∣∣
 C1eδ1|η|(10K)n
{
C0δ1K
∞∑(MK
δ1
)m}{ n∑(n
k
)
1
pk
1
(1 + |η| − R)kp
}
Rn+1
(n + 1)! .
m=1 k=0
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∣∣∣∣ C0MmKm+1
that
∣∣J6(x, η,R)∣∣
 C1eδ1|η|(10K)n
{
C0δ1K
∞∑
m=0
(
MK
δ1
)m}{ n∑
k=0
(
n
k
)
1
pk
1
(1 + |η| − R)kp
}
Rn+1
(n + 1)! .
Therefore, it holds that
∣∣J1(x, η,R)∣∣+ ∣∣J2′(x, η,R)∣∣+ ∣∣J3(x, η,R)∣∣+ ∣∣J5(x, η,R)∣∣+ ∣∣J6(x, η,R)∣∣
 C1eδ1|η|(10K)n(5K)
{
n∑
k=0
(
n
k
)
1
pk
1
(1 + |η| − R)kp
}
Rn+1
(n + 1)! . (3.16)
On J2′′(x, η,R): by adopting (3.15) let us estimate W˜n(x, η,R1,Rm) as∣∣W˜n(x, η,R1,Rm)∣∣
C1eδ1|η|e−δ1R1eδ1Rm(10K)n
{
n∑
k=0
(
n
k
)
1
pk
1
(1 + |η| − R1)kp
}
R1
n
n!
C1eδ1|η|e−δ1R1eδ1Rm(10K)n
{
n∑
k=0
(
n
k
)
1
pk
1
(1 + |η| − R1)kp
}
Rn
n! .
Then by the estimate
∣∣∣∣A(x,F (η,R1,0))β˜m(x,F (η,R1,0))aR1{1 + a(|η| − R1)ei arg(η)}m+1
∣∣∣∣ C0MmKm+1|a| R1(1 + |η| − R1)m−pm+1
 C0MmKm+1|a| 1
(1 + |η| − R1)p+1 · R
we have
∣∣J2′′(x, η,R)∣∣
 C1eδ1|η|(10K)n
∞∑
m=1
C0M
mKm+1|a|
n∑
k=0
(
n
k
)
1
pk
R∫
e−δ1R1
(1 + |η| − R1)(k+1)p+1
0
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R1∫
0
. . .
Rm−1∫
0
eδ1Rm dRm . . . dR2 dR1
Rn+1
n!
 C1eδ1|η|(10K)n
{
C0δ1K|a|
∞∑
m=1
(
MK
δ1
)m}
×
n∑
k=0
(
n
k
)
n + 1
pk
R∫
0
1
(1 + |η| − R1)(k+1)p+1 dR1
Rn+1
(n + 1)! .
Furthermore, by noting
R∫
0
1
(1 + |η| − R1)(k+1)p+1 dR1 =
[
1
k + 1
1
p
1
(1 + |η| − R1)(k+1)p
]R
R1=0
 1
k + 1
1
p
1
(1 + |η| − R)(k+1)p ,
we obtain
∣∣J2′′(x, η,R)∣∣ C1eδ1|η|(10K)n
{
C0δ1K|a|
∞∑
m=1
(
MK
δ1
)m}
×
{
n∑
k=0
(
n
k
)
n + 1
k + 1
1
pk+1
1
(1 + |η| − R)(k+1)p
}
Rn+1
(n + 1)!
= C1eδ1|η|(10K)n
{
C0δ1K|a|
∞∑
m=1
(
MK
δ1
)m}
×
{
n+1∑
k=1
(
n
k − 1
)
n + 1
k
1
pk
1
(1 + |η| − R)kp
}
Rn+1
(n + 1)! .
Similarly, it follows from the estimate∣∣∣∣ b˜m(x,F (η,R1,0)) · Rm{1 + a(|η| − R1)ei arg(η)}m+1
∣∣∣∣ C0MmKm+1 1(1 + |η| − R1)p+1 · R
that
∣∣J4(x, η,R)∣∣ C1eδ1|η|(10K)n
{
C0δ1K
∞∑(MK
δ1
)m}
m=1
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{
n+1∑
k=1
(
n
k − 1
)
n + 1
k
1
pk
1
(1 + |η| − R)kp
}
Rn+1
(n + 1)! .
Therefore, it holds that
∣∣J2′(x, η,R)∣∣+ ∣∣J4(x, η,R)∣∣
C1eδ1|η|(10K)n(2K)
{
n+1∑
k=1
(
n
k − 1
)
n + 1
k
1
pk
1
(1 + |η| − R)kp
}
Rn+1
(n + 1)! . (3.17)
Finally, let us combine (3.16) and (3.17). Then we obtain
∣∣Wn+1(x,η,Gη(R))∣∣

6∑
i=1
∣∣Ji (x, η,R)∣∣C1eδ1|η|(10K)n(5K)
[
1 +
n∑
k=1
{(
n
k
)
+
(
n
k − 1
)
n + 1
k
}
1
pk
× 1
(1 + |η| − R)kp +
1
pn+1
1
(1 + |η| − R)(n+1)p
]
Rn+1
(n + 1)! .
Moreover, by noting(
n
k
)
+
(
n
k − 1
)
n + 1
k
=
(
n
k
)
+
(
n + 1
k
)
 2
(
n + 1
k
)
,
we have
∣∣Wn+1(x,η,Gη(R))∣∣
 C1eδ1|η|(10K)n+1
{
n+1∑
k=0
(
n + 1
k
)
1
pk
1
(1 + |η| − R)kp
}
Rn+1
(n + 1)! ,
which implies the lemma for n + 1. The proof has been completed. 
4. Special cases
4.1. Necessary and sufficient condition
Theorem 1.1 gives only sufficient conditions on the Borel summability. When an equa-
tion has a restricted form, we can obtain the necessary and sufficient condition under which
the formal solution is Borel summable. Here we consider the case β(x, y) ≡ b(x, y) ≡
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Precisely, we consider the following equation:
α(x)yDxu(x, y) + ay2Dyu(x, y) + u(x, y) =
k∑
l=0
fl(x)y
l, (4.1)
where each fl(x) (l = 0,1,2, . . . , k) is holomorphic at x = 0. The case a = 0 is studied
in [3] minutely, as a problem for an ordinary differential equation with a parameter. So, in
this section also, we consider the case a = 0.
In order to state the theorem, we introduce the notation. We define the first-order differ-
ential operator Θn (n = 0,1,2, . . .) by
Θn = −
{
α(x)
d
dx
+ an
}
, (4.2)
and define the function f˜ (x) by
f˜ (x) =
k−1∑
l=0
Θk−1Θk−2 · · ·Θlfl(x) + fk(x). (4.3)
Then we have the following theorem.
Theorem 4.1. Let us assume (A1). Then the following two statements (1) and (2) are
equivalent:
(1) The formal solution u(x, y) of (4.1) is Borel summable in the direction θ .
(2) f˜ (x) can be continued analytically to Ωθ,κ , and it satisfies the following estimate for
some positive constants C and δ:∣∣f˜ (x)∣∣ C exp[δ∣∣exp{aA(x)}∣∣], x ∈ Ωθ,κ . (4.4)
Proof. For u(x, y) =∑∞n=0 un(x)yn, let us define u˜(x, y) by
u(x, y) =
k−1∑
n=0
un(x)y
n + yku˜(x, y). (4.5)
We remark that u(x, y) is Borel summable if and only if u˜(x, y) is Borel summable. More-
over, we have the following relation between the Borel sum U(x,y) of u(x, y) and the
Borel sum U˜ (x, y) of u˜(x, y): U(x,y) = ykU˜(x, y) +∑k−1n=0 un(x)yn. Let us prove that
the Borel summability of u˜(x, y) in the direction θ and condition (2) are equivalent. First,
we write down the equation which u˜(x, y) should satisfy. By an easy calculation, it follows
that u˜(x, y) satisfies the following equation:
α(x)yDxu˜(x, y) + ay2Dyu˜(x, y) + (1 + kay)u˜(x, y) = f˜ (x). (4.6)
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tion of the following initial value problem:
{ {α(x)Dx + (1 + aη)Dη + ka}v˜(x, η) = 0,
v˜(x,0) = f˜ (x). (4.7)
Solving (4.7), we obtain the following explicit representation of v˜(x, η):
v˜(x, η) = 1
(1 + aη)k f˜
(
χ
(
A(x) + 1
a
log(1 + aη)
))
. (4.8)
The proof is completed by adopting (4.8) and Theorem 2.1 in Part I. 
Remark 4.1. In (4.1), each un(x) can be written explicitly as
un(x) =
{∑n−1
l=0 Θn−1Θn−2 · · ·Θlfl(x) + fn(x) (n = 0,1,2, . . . , k),∑k
l=0 Θn−1Θn−2 · · ·Θlfl(x) (n = k + 1, k + 2, . . .).
Therefore, it follows from the above proof that the Borel sum U(x,y) (in the direction θ )
of u(x, y) has the following form:
U(x,y) = yk−1
∫
R+eiθ
e−η/y 1
(1 + aη)k f˜
(
χ
(
A(x) + 1
a
log(1 + aη)
))
dη
+
k−1∑
n=0
{
n−1∑
l=0
Θn−1Θn−2 · · ·Θlfl(x) + fn(x)
}
yn.
Theorem 4.1 does not require the analytic continuation property for f (x, y) itself, as
will be shown in the following example.
Example 4.1. Let θ = 0.
(1) We consider the following equation:
−(1 + x)yDxu(x, y) + y2Dyu(x, y) + u(x, y)
= f (x, y) = f0(x) + f1(x)y = 11 − x +
{√
1 + log(1 + x) − 1 + x
(1 − x)2
}
y. (4.9)
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u(x, y) = 1
1 − x +
√
1 + log(1 + x)y
+
{
−√1 + log(1 + x) + 1
2
1√
1 + log(1 + x)
}
y2
+
∞∑
n=3
(−1)n
[
−(n − 1)!√1 + log(1 + x) + Cn−11 12 1√1 + log(1 + x)
+
n−1∑
m=2
Cn−1m
(2m − 3)!!
2m
{
1 + log(1 + x)}−(m−1/2)]yn,
where Cnm are the constants determined by
(X + 1)(X + 2) · · · (X + n) =
n∑
m=0
CnmX
m (n = 1,2,3, . . .).
α(x) = −(1 + x) implies χ(ξ) = eξ − 1 and A(x) = log(1 + x). Hence, condition (A1)
is satisfied. Since f (x, y) cannot be continued analytically along the positive real axis
with respect to x, it does not satisfy condition (A2), but f˜ (x) = (1 + x)f0′(x) + f1(x) =√
1 + log(1 + x) clearly satisfies condition (2) in Theorem 4.1. Therefore, the above
u(x, y) is Borel summable in the direction 0 and its Borel sum U(x,y) in the direction 0
is given by
U(x,y) =
∞∫
0
e−η/y 1
1 + η
√
1 + log(1 + x) + log(1 + η)dη + 1
1 − x .
(2) Let us consider the following equation:
−e−xyDxu(x, y) + y2Dyu(x, y) + u(x, y)
= f (x, y) = f0(x) + f1(x)y + f2(x)y2
= 1
1 − x +
e−x
(1 − x)2 y +
{
1
ex + 1 +
2e−x
(1 − x)2 −
2e−2x(1 + x)
(1 − x)3
}
y2. (4.10)
Equation (4.10) has the divergent solution
u(x, y) = 1
1 − x +
2e−x
(1 − x)2 y +
1
ex + 1y
2 +
∞∑
(−1)n
{
n−2∑
Cn−2m m!
1
(ex + 1)m+1
}
yn,n=3 m=0
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(X + 2)(X + 3) · · · (X + n + 1) =
n∑
m=0
CnmXm (n = 1,2,3, . . .).
Since α(x) = −e−x , we have χ(ξ) = log(1 + ξ) and A(x) = ex − 1. Hence, condi-
tion (A1) is satisfied. In this case also, f (x, y) itself does not satisfy condition (A2), but
f˜ (x) = {e−x(d/dx)−1}{e−xf0′(x)}+ {e−x(d/dx)−1}f1(x)+f2(x) = 1/(ex +1) satis-
fies condition (2) in Theorem 4.1. Therefore, u(x, y) is Borel summable in the direction 0
and its Borel sum U(x,y) in the direction 0 is given by
U(x,y) = y
∞∫
0
e−η/y 1
(1 + η)2
1
1 + ex + log(1 + η) dη +
1
1 − x +
2e−x
(1 − x)2 y.
Here we deal with the case k = 0; that is, we consider the following equation:
α(x)yDxu(x, y) + ay2Dyu(x, y) + u(x, y) = f (x). (4.11)
Furthermore we assume that the existence domain of f (x) is bounded. By using Theo-
rem 4.1, let us try investigating the Borel summability of u(x, y) concretely.
Example 4.2. We assume (1.7), that is, θ = arg(−1/a).
(1) α(x) ≡ −α ( = 0): in this case we have χ(ξ) = αξ . Hence, Assumption (A1) is
satisfied for all θ , and the region Ωθ,κ is always unbounded for all κ > 0. Therefore, u(x, y)
is by no means Borel summable in the direction θ satisfying θ = arg(−1/a).
(2) α(x) = −(1 + x): in this case we have χ(ξ) = eξ − 1, and Assumption (A1) is
satisfied for all θ . If 	(1/a) > 0, then the region Ωθ,κ is unbounded for all κ > 0. Hence,
u(x, y) is not Borel summable in any direction θ = arg(−1/a). If 	(1/a)  0, we see
that the region Ωθ,κ is contained in some closed ball {x ∈ C; |x|  r}. Hence, if f (x) is
holomorphic on such a closed ball, then it satisfies estimate (4.4) automatically and u(x, y)
is Borel summable in the direction θ .
(3) α(x) = (x − 1)2: in this case it holds that χ(ξ) = ξ/(ξ − 1). Hence, if θ =
arg(−1/a), arg{−(1/a)(ea − 1)}, then condition (A1) is satisfied. Moreover, we see that
the region Ωθ,κ is comprised in some closed ball {x ∈ C; |x|  r}. Consequently, when
θ = arg(−1/a), arg{−(1/a)(ea − 1)}, if f (x) is holomorphic on such a closed ball, then it
fulfills estimate (4.4) automatically and u(x, y) is Borel summable in the direction θ .
4.2. Another example
Hitherto, we have assumed (1.7), that is, θ = arg(−1/a). In the case where (1.7) is
not satisfied, it is in general difficult to give conditions for coefficients because we cannot
define the curve Φθ . However, it is within possibility that the divergent solution is Borel
summable in the direction arg(−1/a). Last of all, we give such an example.
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−(1 + x2)yDxu(x, y) + y2Dyu(x, y) + u(x, y) = 12 − exp(arctanx) . (4.12)
Equation (4.12) has the divergent solution
u(x, y) = 1
2 − exp(arctanx) +
∞∑
n=1
[
n∑
m=1
(−1)n−mKnm
m∑
k=1
Kmk
exp(k arctanx)
{2 − exp(arctanx)}k+1
]
yn,
where Knm are the constants determined by
X(X + 1)(X + 2) · · · (X + (n − 1))= n∑
m=1
KnmX
m (n = 1,2,3, . . .),
and Kmk are the constants determined by the following recursion formulae:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
K11 = 1,
Km+11 =Km1 (m = 1,2, . . .),
Km+1k = k(Kmk +Kmk−1) (k = 2,3, . . . ,m; m = 2,3, . . .),
Km+1m+1 = (m + 1)Kmm (m = 1,2, . . .).
We note that Kmm = m!. Since a = 1, condition (1.7) is not satisfied for θ = π . However,
we can prove that the above u(x, y) is Borel summable in the direction π by means of the
formula
B(u)(x, η) = 1
2 − {exp(arctanx)}(1 + η) .
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