In this paper we prove a nontrivial lower bound for the determinant of the covariance matrix of quantum mechanical observables, which was conjectured by Gibilisco and Isola. The lower bound is given in terms of the commutator of the state and the observables and their scalar product, which is generated by an arbitrary symmetric operator monotone function.
Introduction
The basic object in the statistical description of a classical physical system is a probability space (Ω, B, µ), where the measure µ determines the state of the system and the physical quantities are measurable Ω → R functions. The covariance of the quantities X, Y ∈ L 2 (Ω, R, µ) is defined as The quantum mechanical Hilbert space formalism gives a mathematical description of particles with spin of n−1 2 . Concentrating on the spin part of non relativistic particles one can build a proper mathematical model in an n dimensional complex Hilbert space. This is the simplest physical realization of an n-level quantum system. The states of an n-level system are identified with the set of positive semidefinite self-adjoint n × n matrices of trace 1, and the physical observables are identified with the set of self-adjoint n × n matrices. For a given state D the (symmetrized) covariance of the observables A and B is defined as 
which is known as the Schrödinger uncertainty principle [15] . Without the covariance part, one gets the Heisenberg uncertainty relation [6] . The Schrödinger uncertainty principle can be reformulated as
This form was generalized by Robertson for the set of observables (
In this formula the lower bound is given by the commutators of the observables. In this paper we prove the inequality
where the scalar product ·, · D,f is induced by an operator monotone function f , according to Petz classification theorem [14] . The inequality (1) was conjectured and studied first just in the N = 2 case: It was conjectured by Luo and Zhang [11] for the Wigner-Yanase metric, in that case
2 . This conjecture was proved by Luo and Zhang [9, 10] . The case of Wigner-Yanase-
(β ∈ [−1, 2]\ {0, 1}) was proved independently by Kosaki [8] and by Yanagi, Furuichi and Kuriyama [16] . Gibilisco and Isola emphasized the geometric aspects of the inequality (1) and conjectured it for general quantum Fisher information [5] . In a recent paper Gibilisco, Imparato and Isola proved the inequality in the N = 3 real case [4] and conjectured that det
holds too in general if
g (x) . In this paper we prove this inequality too in a bit stronger form.
Quantum Fisher information
The states of an n-level system are identified with the set of positive semidefinite self-adjoint n × n matrices of trace 1. The states form a closed convex set in the space of matrices and denote by M n its interior, the set of all strictly positive self-adjoint matrices of trace 1. Let M (0) n,sa be the real vector space of all self-adjoint n × n matrices of trace 0.
The space M n can be endowed with a differentiable structure [7] . The tangent space
will be called a Riemannian metric if the following condition hold. For all D ∈ M n the map
is a scalar product and for all X ∈ M (0) n,sa the map
is smooth. Let (K (m) ) m∈N be a family of metrics, such that K (m) is a Riemannian metric on M n for all m. This family of metrics defined to be monotone if
for every stochastic mapping, that is completely positive, trace preserving linear map T : M n (C) → M m (C), for every D ∈ M n and for all X ∈ M (0) n,sa and for all m, n ∈ N. Theorem 1. Petz classification theorem [14] . There exists a bijective correspondence between the monotone family of metrics (K (n) ) n∈N and operator monotone f : R + → R functions such that f (x) = xf (x −1 ) hold for all positive x. The metric is given by
For simplicity we denote by ·, · D,f the scalar product given by Equation (3) in the tangent space of the point D. Let denote by F op the set of operator monotone functions f : R + → R with the property f (x) = xf (x −1 ) for every positive parameter x and with the normalization condition f (1) = 1. Here are some elements of the set F op from Refs. [12, 13] :
where 0 ≤ α ≤ 1/2 and 0 < |β| < 1. We also introduce the sets
op and x ∈ R + set
For a function f ∈ F op we define m f (x, y) = xf y x which will be used in sequel.
Volume uncertainty principle for Fisher information
The observables of an n-level quantum system are identified with the n × n self-adjoint matrices, which we will be denoted by M n,sa . For observables A, B ∈ M n,sa , state D ∈ M n and function 
Let (e h ) h=1,...,n be a complete orthonormal base composed of eigenvectors of D ∈ M n , and (λ h ) h=1,...,n be the corresponding eigenvalues. For matrices A, B ∈ M n,sa we associate matrices * A and * B whose entries are given respectively by * A hj = A 0 e h , e j , * B hj = B 0 e h , e j . We have the following identities.
In the equations of the previous Theorem the real part function Re can be omitted, since the matrices * A and * B are self-adjoint * A jh = A 0 e h , e j = e j , A 0 e h = A 0 e j , e h = * A hj and for real, symmetric coefficients α h,j holds. So we will use the equations
for covariances. We will call the set of nonzero matrices (A i ) i∈I offdiagonally independent if none of them can be written as a linear combination of the other matrices and a diagonal matrix. We call the set (A i ) i∈I offdiagonally dependent if there are nonzero (a i ) i∈I coefficients such that the matrix i∈I a i A i is diagonal.
Theorem 4. Consider a state
holds and an N -tuples of nonzero matrices (A (k) ) k=1,...,N ∈ M n,sa . Define the N × N matrices Cov D and Qov D,f with entries
(1) We have
where
(2) The following conditions are equivalent.
c. The set of matrices (A 
Elementary calculations show that α hj > 0. Consider a vector x ∈ C N and define an n × n matrix as C = N a=1 x a * A (a) . Then we have
hj |C hj | 2 ≥ 0.
We note, that if the set of matrices ( * A 
We can repeat our arguments from Equation (9) hj − α 
If for functions f, g ∈ F (r) op
g(t) holds for every positive parameter t then we have mf (x, y) < mg(x, y) for every positive x and y. It
hj − α 
and for matrices Qov D,g and (
These equations implies the first part of the Theorem. 
hold, where
Proof. The Theorem is just an application of a generalized form of the Minkowski inequality, which is due to Firey [2] : for k × k real, symmetric, positive definite matrices K, L and for parameter t ∈ [0, 1] det((1 − t)K + tL)
The t = 1 2 case in the previous Theorem gives back Theorem (4).
