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Abstract
Given a graph G and target values r(u; v) prescribed for each pair of vertices u and v, we
consider the problem of augmenting G by a smallest set F of new edges such that the resulting
graph G+F has at least r(u; v) internally disjoint paths between each pair of vertices u and v. We
show that the problem is NP-hard even if for some constant k¿ 2 G is (k−1)-vertex-connected
and r(u; v)∈{0; k} holds for u; v∈V . We then give a linear time algorithm which delivers a
3
2 -approximation solution to the problem with a connected graph G and r(u; v)∈{0; 2}, u; v∈V .
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The problem of augmenting a given graph G = (V; E) by adding a smallest set
F of new edges such that the augmented graph (V; E ∪ F), denoted by G + F ,
meets a connectivity requirement is called the connectivity augmentation problem.
It has many applications and has been studied extensively (see [2] for a survey).
The local vertex-connectivity between two vertices is measured by the maximum
number of internally disjoint paths between them. In this paper, we consider the
local-vertex-connectivity augmentation problem (LVCAP for short) which asks to Bnd
a smallest edge set F such that the local vertex-connectivity between every two vertices
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u and v in G+F is equal to or larger than the target value r(u; v) prescribed for each
pair of u; v∈V . The function r from V × V to the set Z+ of nonnegative integers is
called a target function. Not many algorithms have been developed to the LVCAP.
To solve the LVCAP with a target function r such that r(u; v)∈{0; 2}, Tsuchiya et
al. [10] proposed an algorithm which computes an optimal solution in O(Bn(n + m))
time, where n and m denote the numbers of vertices and edges in G, respectively
and Bt is the Bell number of a t-element set (which is exponential in t). Based on
a primal-dual approach, Ravi and Williamson [8] gave a 3-approximation algorithm
to the LVCAP with a target function r such that r(u; v)∈{0; 1; 2} (where their al-
gorithm remains applicable to the edge-weighted case). In particular, their algorithm
delivers a 2-approximation solution if G is assumed to be connected. JordJan [6] Brst
proved the NP-hardness of the LVCAP in the case where a given graph G = (V; E)
is ( n2 )-vertex-connected and a target function r satisBes r(u; v)∈{0; n2 + 1}, u; v∈V .
However, as pointed out in [7], the complexity of the problem is not known if target
values r(u; v), u; v∈V are independent of n.
We here brieKy refer to the complexity results known to other local-connectivity
augmentation problems. The local edge-connectivity augmentation problem (LECAP)
asks to augment a graph (or digraph) G by a smallest set F of new edges such that
the local edge-connectivity between each pair of vertices u and v (i.e., the maximum
number of edge-disjoint paths from u to v) in G + F becomes equal to or larger than
the target value r(u; v). In the case of graphs, Frank [1] proved that the problem can
be solved in polynomial time. However, for digraphs, he showed that the LVCAP
and the LECAP are both NP-hard even if the target function satisBes r(u; v)∈{0; 1}
for all pairs u; v∈V [2]. So among the local-connectivity augmentation problems, the
complexity status is left open only for the LVCAP in graphs with small target values
(in particular for the case of r(u; v)∈{0; 2}).
In this paper, we Brst show that the LVCAP in a graph with r(u; v)∈{0; k}, u; v∈V
turns out to be NP-hard for any constant k¿ 2. We then consider designing an ap-
proximation algorithm to the LVCAP for a connected graph G and a target function
r such that r(u; v)∈{0; 2}. On the basis of structure of biconnected components, we
present a 32 -approximation algorithm to the problem.
2. NP-hardness of LVCAP
In this section, we prove the next result.
Theorem 1. Given a (k − 1)-vertex-connected graph G= (V; E) and a target function
r : (V2 ) → {0; k} for an integer k¿ 2, the problem of testing whether there is a
solution F to the LVCAP with size |F | equal to or smaller than a speci<ed value is
NP-hard.
For a subset X ⊂ V , let G(X ) denote the set of vertices in V−X which are adjacent
to a vertex in X . For a subset Y ⊂ V , we denote by G−Y the graph resulting from G
by deleting vertices in Y together with edges incident to them, and say that Y separates
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two vertices x and y if x and y belong to diMerent components in G − Y . For two
vertices u; v∈V , let G(u; v) denote the maximum number of internally disjoint paths
between u and v, which is equal to the minimum size of a subset Y ⊆ V −{u; v} that
separates u and v if u and v are not adjacent. A singleton set X = {x} may be written
as x.
We prove the NP-hardness of the LVCAP by reducing from the following problem,
which is known to be NP-complete in the strong sense [3, p. 224].
3-PARTITION
Instance: (A; B; ) with a set A of 3m elements, an integer B∈Z+, and a size
(a)∈Z+ for each a∈A such that B=4¡(a)¡B=2 and such that ∑a∈A (a) =mB.
Question: Can A be partitioned into m disjoint sets A1; A2; : : : ; Am such that, for
16 i6m,
∑
a∈Ai (a) = B (note that each Ai must therefore contain exactly three
elements from A)?
The strong NP-hardness of the 3-PARTITION is shown in [3] by a polynomial trans-
formation from the 3-dimensional matching problem (3DM) which is one of the
NP-complete problems in such a way that, given an instance I3DM of the 3DM, the
integer B = (1=m)
∑
a∈A (a) in the resulting instance I3PTN of the 3-PARTITION
is bounded from above by a polynomial of the input size of the I3DM. (Thus, any
pseudo-polynomial algorithm for the 3-PARTITION implies a polynomial algorithm
for the 3DM.) Therefore, to prove the NP-hardness of the LVCAP, it suPces to trans-
form an instance I3PTN of the 3-PARTITION into an instance IL of the LVCAP so
that the time of the transformation and the size of IL are bounded from above by a
polynomial of m and B. (In fact, this yields a polynomial transformation from the 3DM
to the LVCAP.)
Take an instance I3PTN = (A; B; ), where A = {a1; : : : ; a3m}, of the 3-PARTITION;
(a)¿ 3 for all a∈A is assumed w.l.o.g. (if necessary we increase each (a) by 2 and
B by 6). From the I3PTN, we construct an instance IL = (G= (V; E); r) of the LVCAP.
The vertex set V of G is given by the union of 5m+1 subsets S={s1; s2; : : : ; sk−1}, Ui=
{u1i ; u2i ; : : : ; u(ai)i } (16 i6 3m), Wj={w1j ; : : : ; wk−1j } (16 j6m) and Zj={z1j ; : : : ; zBj }
(16 j6m). The edge set E of G consists of edges (x; y) such that
x∈Wj and y∈ (Wj − x) ∪ Zj for each j = 1; 2; : : : ; m
and edges (x′; y′) such that
x′ ∈ S and y′ ∈ (U1 ∪ · · · ∪ U3m) ∪ (W1 ∪ · · · ∪Wm):
Observe that the resulting graph G is (k − 1)-vertex-connected. The target function r
is given by r(x; y) = k for all pairs of vertices x; y∈X such that X ∈{U1; U2; : : : ; U3m;
Z1; Z2; : : : ; Zm}; r(x; y)= 0 otherwise. Clearly IL can be constructed in time polynomial
in m and B.
We prove that the instance IL has a set F of at most mB new edges such that
G+F(u; v)¿ r(u; v) for all u; v∈V if and only if the instance I3PTN = (A; B; ) of the
3-PARTITION has a desired partition.
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If part: Let A1; A2; : : : ; Am be a solution to the I3PTN, i.e., m disjoint subsets of A
such that
∑
a∈Ah (a) =B for 16 h6m. Associated with each Ah, 16 h6m, we set
Mh to be a matching of B new edges (u; z) such that u∈Ui with ai ∈Ah and z ∈Zh.
Let F=
⋃
16h6m Mh, where |F |=mB. It is not diPcult to see that G+F(u; v)¿ r(u; v)
for all u; v∈V .
Only-if part: Suppose that there is an edge set F such that |F |6mB and G+F(u; v)¿
r(u; v) for all u; v∈V . Let U =⋃16i63m Ui and Z =
⋃
16j6m Zj. By |G(v)|= k − 1
(v∈U ∪ Z) and |U ∪ Z | = 2mB, F must be a perfect matching on U ∪ Z . Moreover
every edge e∈F must join a vertex in U and a vertex in Z , because otherwise if an
edge in F joins two vertices u∈Ui and u′ ∈Ui′ (where possibly i = i′) then the u
cannot be connected to any other vertex u′′ ∈Ui − {u; u′} (where |Ui|= (ai)¿ 3) in
the graph G + F − S, contradicting G+F(u; u′)¿ k.
Now we claim that for each Ui all edges in F incident to Ui must be incident
to the same Zj. Assume indirectly that F contains edges (u; z) and (u′; z′) such that
u; u′ ∈Ui, z ∈Zj and z′ ∈Zj′ (j = j′). In the graph G + F − S, Wj ∪ Zj belongs to the
same component, whose vertex set consists of Wj ∪ Zj and the vertices in U that are
adjacent Zj via edges in F . Similarly for Wj′ ∪ Zj′ . This implies that u and u′ would
belong to diMerent components in G+F−S, contradicting G+F(u; u′)¿ k. This proves
the claim. By letting Ah = {ai | the vertices in Ui are incident to Zh}, h= 1; : : : ; m, we
obtain a desired partition to the instance I3PTN of 3-PARTITION.
This completes the proof of Theorem 1.
3. A 32 -approximation algorithm
3.1. Main theorem
Let G=(V; E) be a simple undirected graph and r(u; v)6 2 for all u; v∈V . A subset
F of new edges is called a solution to the LVCAP with (G; r) if G+F(u; v)¿ r(u; v)
for all u; v∈V and G+F remains simple. In the sequel, we assume w.l.o.g. that |V |¿ 3
holds and G is connected, but not 2-vertex-connected. Hence G has a vertex v∈V such
that G − v has more than one component. Such a vertex is called a cut-vertex. An
edge is called a bridge of G if the graph becomes disconnected by removing the edge.
We can assume that r(u; v) = 0 or 2 for u; v∈V . Let R= {(u; v) | r(u; v) = 2; u; v∈V}
be a set of Bctitious edges, called r-edges.
We Brst derive some lower bounds on the optimal value opt(G; r) to the LVCAP
with (G; r). A subset T ⊂ V with |G(T )| = 1 is called an r-tight set if is satisBes
one of the following (i) and (ii).
(i) r(u; v) = 2 holds for some pair of vertices u∈T and v∈V − T − G(T ).
(ii) r(u; v) = 2 holds for some pair of vertices u∈T and v∈V − T and (t; s)∈E is a
bridge for some pair of vertices t ∈T and s∈V − T (hence G(T )= {s}), where
possibly V − T − G(T ) = ∅.
For any r-tight set T of type (i) (resp., of type (ii)), V − T − G(T ) (resp., V − T )
is also an r-tight set of the same type. We call an inclusionwise minimal r-tight set T
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an r-leaf set. Observe that any two r-leaf sets are pairwise disjoint. Let ,(G; r) denote
the number of all r-leaf sets in G. Any solution F to the LVCAP with (G; r) must
contain an edge which joins two vertices from an r-leaf set T and the set V − T . A
new edge can contribute to destroying at most two r-leaf sets. Therefore, we see
opt(G; r)¿ ,(G; r)=2:
For a cut-vertex s in G, we denote by CG(s) the set of all components in G − s,
and by CG(s; r) the set of components in CG(s) containing at least one r-leaf set. We
partition CG(s; r) as follows. We say that two components H;H ′ ∈CG(s; r) are r-linked
if they are contained in the same component in (G+R)− s. Consider an inclusionwise
maximal subset H′ ⊆ CG(s; r) such that any two components H;H ′ ∈H′ are r-linked.
Then CG(s; r) is uniquely partitioned into such maximal subsets, say H1;H2; : : : ;Hp.
Note that any solution contains at least |Hi|−1 edges that join the components in Hi
into a single component. Thus the number of components in G−s must be reduced to at
least by .(G; r; s)=
∑
16i6p(|Hi|−1). By letting .(G; r)=max{.(G; r; s) | cut-vertices s
in G}, we have
opt(G; r)¿ .(G; r):
In this section, we prove the next result.
Theorem 2. For a connected graph G = (V; E) with |V |¿ 3 and a set R of r-edges,
there exists a set F of at most ,(G; r)=2+ 12.(G; r)(6 32opt(G; r)) new edges such
that G+F remains simple and G+F(u; v)¿ 2 holds for all (u; v)∈R. Moreover such
an F can be found in O(|E|+ |R|) time.
3.2. Eliminating non r-leaf sets
A subgraph of G induced by a subset X ⊆ V is denoted by G[X ]. An induced
subgraph G[X ] is called a block if no two vertices in X are separated by any cut-vertex
and X is a maximal subject to this property. For any two blocks G[X ] and G[Y ],
E(G[X ]) ∩ E(G[Y ]) = ∅, |X ∩ Y |6 1, and a vertex in X ∩ Y (if any) is a cut-vertex.
Observe that G(u; v)¿ 2 holds for any two vertices u and v in a block G[X ] unless
|X |=2, i.e., G[X ] is a single edge (i.e., a bridge). A block-cut tree T of a connected
graph G is obtained by replacing each block of G with a single vertex adjacent to the
cut-vertices in the block. More formally, T is constructed as follows. Let Vc be the
set of all cut-vertices of G. Starting with the vertex set Vc but no edges, we create a
new vertex vX associated with each block G[X ] of G, joining vX with all cut-vertices
in Vc ∩ X via new edges. Let T = (V = Vc ∪ Vb;E) be the resulting tree, where Vb
denotes the set of vertices vX associated with each block G[X ] in G, and E is the set
of new edges. The block-cut tree of G can be obtained in linear time, since all blocks
and cut-vertices can be identiBed by the depth-Brst search [9].
A subset T ⊂ V is called a tight set if |G(T )| = 1 and V − T − G(T ) = ∅.
An inclusionwise minimal tight set T is called a leaf set, which always induces an
connected subgraph. Any two leaf sets are pairwise disjoint. For a subset Z ⊆ V , let
LG(Z) be the set of all leaf sets T in G such that T ⊆ Z . For a subgraph H of
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G and its vertex set V (H), LG(V (H)) may be written as LG(H). For each leaf set
T ∈LG(V ), G[T ∪ G(T )] is a block of G. Note that for a leaf set T and an r-leaf
set T ′, if T ∩ T ′ = ∅ implies T ⊆ T ′. We now observe the following two properties
on leaf sets and r-leaf sets.
Lemma 3. Let F be a solution to the LVCAP with (G; r). Then there is a solution
F∗ with |F∗|6 |F | such that every edge in F∗ joins two vertices from distinct leaf
sets in G.
Proof. For two vertices u and v in G, let CVG(u; v) denote the set of all cut-vertices
that appear on any paths between u and v. Given a solution F to (G; r), let F∗ be a
solution to (G; r) such that |F∗|6 |F | holds and ∑(u;v)∈F∗ |CVG(u; v)| is maximized.
We prove that F∗ satisBes the lemma statement. Assume indirectly that F∗ contains
an edge e = (u; v) such that u is not in a leaf set. By considering the structure of the
block-cut tree of G, there is a leaf set L∈LG(V ) such that CVG(u′; v) ⊃ CVG(u; v)
for any vertex u′ ∈L. Let e′ = (u′; v) be a new edge for a vertex u′ ∈L, where by the
choice of L we see that G + {e′} contains a cycle C containing {u′; u; v}. Thus, it
suPces to show that F ′ = (F∗ − e) ∪ {e′} remains to be a solution to (G; r) because
this leads to a contradiction. For this, we prove that for any x; y∈V if they satisfy
G+F∗(x; y)¿ 2 then so do they in F ′ (where if adding e′ creates multiple edges
we can simply discard e′). Assume indirectly that there are vertices x and y with
G+F∗(x; y)¿ r(x; y) = 2¿G+F′(x; y) = 1. Thus, G + F ′ has a bridge (x; y) (or a
cut-vertex w) such that e = (u; v) has connected the two components Hx and Hy in
G + F∗ − (x; y) (or in G + F∗ − w). This, however, contradicts that the cycle C in
G + F ′ contains u and v.
In what follows, we assume that G has at least three r-leaf sets (otherwise if
there are only two r-leaf sets T1 and T2, then by |V |¿ 3, we can add a new edge
e = (u; v) for some u∈T1 and v∈T2 without creating multiple edges; we easily see
that {e} is an optimal solution). For a function r : (V2 ) → Z+ and a subset X ⊆ V ,
we denote by r|X the function f : (X2 ) → Z+ such that f(u; v) = r(u; v) for all
u; v∈X .
Lemma 4. Let G = (V; E) have at least three r-leaf sets, and let T ∈LG(V ) be a
leaf set, but not an r-leaf set.
(i) Any solution F ′ to (G − T; r|V−T ) is also a solution to (G; r).
(ii) Conversely there is an optimal solution F to (G; r) such that no edge in F is
incident to any vertex in T (hence F is a solution to (G − T; r|V−T )).
Proof. (i) Let F ′ be a solution to (G − T; r|V−T ). Since T is not an r-leaf set, F ′
remains to be a solution to (G; r).
(ii) Let an optimal solution F to (G; r) contain an edge incident to T . By Lemma
3, every edge in F is assumed w.l.o.g. to join two vertices from distinct leaf sets. To
prove the lemma, it suPces to show that a set F∗ of new edges can be chosen so
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that |F∗| = |F | holds, F∗ has no edge incident to T and G+F∗(x; y)¿ 2 holds for
all x; y∈V − T with G+F(x; y)¿ 2 (where for the simplicity G + F∗ we can simply
discard any resulting multiple edges).
W.l.o.g. FT is denoted by FT = {ei = (ui; vi) | i = 1; 2; : : : ; p} such that ui ∈T and
vi ∈Ti hold for some tight sets {T1; T2; : : : ; Tp} ⊆ LG(V ) − T (where Ti = Tj holds
for i = j, since F is a smallest solution).
Let {t}=G(T ). We construct F∗=(F −FT )∪F∗T , where F∗T is deBned as follows.
Case a: p=1 and G(T1)={t}. Let Ta be an r-leaf set disjoint with T ∪T1, and va
be a vertex in Ta (such Ta exists by the assumption that there are at least three r-leaf
sets). Let F∗T = {e∗1 = (va; v1)}.
Case b: Otherwise (i.e., “p = 1 and G(T1) = {t}” or “p¿ 2”). Let F∗T = {e∗1 =
(t; v1)} ∪ {e∗i = (v1; vi) | i = 2; 3; : : : ; p}.
In any of the two cases, we can observe that F∗ contains no edge incident to T , and
that, for each vertex vi, i=1; 2; : : : ; p, t and vi are in the same block, say Bi in G+F∗,
since G + F∗T contains a cycle Ci containing t; v1 and vi. Hence, since G[T ∪ {t}] is a
block in G, T ∪ {t} is contained in a block, say B0 in G + F∗. Hence by t ∈B0 ∩ Bi,
we see that B0 = Bi holds or B0 and Bi share t as a cut-vertex in G + F∗. From
this property, we claim that F∗ still satisBes the connectivity requirement. Assume
indirectly that there are vertices x and y with r(x; y)= 2¿G+F∗(x; y). Thus, G+F∗
has a bridge (x; y) (or a cut-vertex w) such that an edge ej = (uj; vj)∈FT has joined
the two components Gx and Gy in G+F∗− (x; y) (or in G+F∗−w), where T is not
an r-leaf set, x ∈ T .. Assume w.l.o.g. x; uj ∈V (Gx) and y; vj ∈V (Gy). If G+F∗ has a
bridge (x; y) in the above, we have B0 = Bj, T = {x} and t = y, but these contradict
x ∈ T . If such a cut-vertex w exists, then we have B0 = Bj and w= t, but these imply
that x∈V (Gx)−T = ∅ holds and no edge in E joins V (Gx)−T and V − (V (Gx)−T ),
contradicting the connectivity of G.
By checking maximal tight sets which contain no r-tight sets by means of the
block-cut tree, we can remove all leaf sets that are not r-leaf sets in linear time.
We hereafter assume that each leaf set is an r-leaf set in a given (G; r). Hence
,(G; r) = |LG(V )|.
3.3. Balancedness
To Bnd an approximation solution to a given instance (G; r), we Brst characterize
structure of blocks and cut-vertices in G by introducing a notion of balancedness as
follows.
A set {a1; a2; : : : ; ap} of nonnegative integers is called balanced if max16i6p ai6 12∑
16i6p ai, and is called critically balanced if max16i6p ai =  12
∑
16i6p ai. Notice
that if {a1; a2; : : : ; ap} is balanced, but not critically balanced, then for any ai; aj ¿ 0,
set {a1; : : : ; ai − 1; : : : ; aj − 1; : : : ; ap} remains balanced.
A set M of edges is called an edge cover to a set V of vertices if each vertex in
V is incident to at least one edge in M . We here review some result from the graph
realization problem studied in [4].
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Lemma 5. For a set V of n vertices, let X1; X2; : : : ; Xp be partition of V such that
{|X1|; |X2|; : : : ; |Xp|} is balanced, where |X1| = max16i6p |Xi| is assumed. Then the
following edge cover M to V can be constructed in O(n) time.
(i) [4] For an even n, M is an edge cover M = {(si; ti) | i= 1; 2; : : : ; n=2} to V such
that, for each (si; ti)∈M , si and ti do not belong to the same set Xj.
(ii) For an odd n, M is an edge cover M = {(si; ti) | i=1; 2; : : : ; n+1=2} to V such
that, for each (si; ti)∈M , si and ti do not belong to the same set Xj, and a vertex in
X1 receives two edges from M .
Proof. (i) Denote the vertices in V by v1; v2; : : : ; vn so that they appear in the sets
X1; X2; : : : ; Xp in this order. Construct a perfect matching M = {(vi; vn=2+i) | i =
1; 2; : : : ; n=2}. Clearly, any edge in M cannot join two vertices in the same Xi un-
less vn=2; vn=2+1 ∈Xi. If there is an Xi containing both vn=2 and vn=2+1, then vertices in
Xi ∩ {vn=2+1; vn=2+2; : : : ; vn} are all joined with vertices in X1 since |X1|¿ |Xi|. Hence,
M is the desired edge cover.
(ii) By introducing a new vertex v0 and setting X ′1 =X1∪{v0}, we construct a perfect
matching M in (i) for the vertices v0; v1; v2; : : : ; vn. Then we merge v0 and v1 into v1,
yielding the desired edge cover.
Immediate from the construction method in the proofs for (i) and (ii).
We call an edge cover M in the lemma a minimal edge cover on V with partition
constraint {X1; X2; : : : ; Xp}.
We now return to the problem of Bnding a solution to a (G; r). A cut-vertex v in
G is called balanced if, for CG(v) = {H1; H2; : : : ; Hp} (the set of the components in
G−v), the set {‘1; ‘2; : : : ; ‘p} of integers ‘i= |LG(Hi)| is balanced. A balancedness of
blocks is deBned as follows. For a block G[X ], let v1; v2; : : : ; vq be the cut-vertices v of
G such that v∈X . For each vi, let Ci ∈CG(vi) be the component with V (Ci) ⊇ X − vi.
The block G[X ] is called balanced if the set {‘1; ‘2; : : : ; ‘q} of integers ‘i= |LG(V )−
LG(Ci)| is balanced. We here observe the following property.
Lemma 6. If G is connected and has a cut-vertex, then G has a balanced block or
a balanced cut-vertex.
Proof. To prove this, we use the following fact on a centroidal vertex in a tree T [5],
which is deBned to be a vertex v that minimizes the size of a maximum component in
T − v. For a centroidal vertex v∗ in a tree T (which is uniquely determined if T has
an even number of edges), each component in T − v∗ contains at most a half number
of vertices from the entire set of vertices in T .
We Brst consider the block-cut tree T= (V= Vc ∪ Vb;E) of G. Observe that there
is a one-to-one correspondence between the set of leaves in T and the set of leaf
sets in G. To prove the lemma, it suPces to show that the tree T has a balanced
cut-vertex x∗.
We then convert T into another tree T∗ by attaching n∗= |V| new vertices to each
leaf u in T so that u becomes a nonleaf adjacent to n∗ new leaves in the resulting
tree T∗ (if necessary, we attach one extra new leaf to some u to make the number of
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edges of T∗ even). From the above fact, any centroidal vertex v∗ in T∗ is a balanced
cut-vertex in T, since n∗ is suPciently large.
The two cases distinguished by Lemma 6 are treated in the next two subsection
respectively.
3.4. Balanced block
We here consider the case where G has a balanced block G[X ]. In this case, an
optimal solution to the problem can be found in linear time by the following procedure.
Let v1; v2; : : : ; vp be the cut-vertices of G contained in the block G[X ], and for each vi,
let Ci ∈CG(vi) be the component with V (Ci) ⊇ X − vi. Let Li =LG(V ) −LG(Ci),
and 4={L1;L2; : : : ;Lp}. By the balancedness, |Li|6 12
∑
16h6p |Lh|= 12 |LG(V )|
holds for i = 1; 2; : : : ; p.
We Brst choose a set W ⊆ V of |LG(V )| vertices each of which is chosen from
distinct leaf sets in LG(V ), and partition W into X1; X2; : : : ; Xp so that all vertices in
Xi belong to the same set Li ∈4 of leaf sets . We then construct a minimal edge
cover M on W with partition constraint {X1; X2; : : : ; Xp}. By Lemma 5, such an M can
be constructed in O(|W |) time.
Lemma 7. For the above edge cover M on W , G+M (x; y)¿ 2 holds for any pair
x; y∈V .
Proof. Assume indirectly that G + M has a cut vertex z. Let C1 ∈CG+M (z) (resp.,
C2 ∈CG+M (z)) be the component with V (C1) ⊇ X − z (resp., V (C2)∩X =∅). For any
cut-vertex z, there is a pair of a leaf set T1 and a cut-vertex x1 ∈X of G such that z
is on a path P1 between x1 and a vertex in T1 (where possibly x1 = z). There is an
edge e=(u; v)∈M such that u∈T1 and v∈T2 for some leaf set T2 ∈LG(V )−T1. By
construction of M , X contains another cut-vertex x2(= x1) such that G has a path P2
between x2 and a vertex in T2. This means that for any leaf set T ⊆ C2, there is an
edge in M connecting T and C1, a contradiction.
3.5. Balanced cut-vertex
We then consider the case where G has a balanced cut-vertex s. Note that each
component H ∈CG(s) contains at least one leaf set, which is an r-leaf set by the
assumption after Lemma 4. We partition CG(s) into maximal subsets H1;H2; : : : ;Hp
such that, for each Hi, any two components H;H ′ ∈Hi are r-linked. With these
notions, we Brst observe a suPcient condition for a set of new edges to be a solution
to a given (G; r).
Lemma 8. A set of F such that G+F remains simple is a solution to (G; r) if there
is a cut-vertex s of G such that
(i) Each leaf set T ∈LG(V ) is joined by an edge in F with a leaf set T ′ such that
T and T ′ belong to distinct components in CG(s).
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(ii) Every two r-linked components H;H ′ ∈CG(s) are contained in the same compo-
nent in the graph G + F − s.
Proof. Assume that for a set F of new edges, there is a cut-vertex s satisfying (i) and
(ii). It suPces to show that for any r-edge (x; y)∈R with G(x; y)=1, G+F(x; y)¿ 2.
We distinguish the following two cases (a) and (b).
(a) (x; y) is a bridge of G. Thus the removal of edge (x; y) from G creates two
components Gx and Gy; w.l.o.g. s∈V (Gy) is assumed. Then Gx contains at least one
leaf set T ∈LG(V ), and the T belongs to a component HT ∈C(s). By (i), an edge
e∈F joins T with a leaf set T ′ in some HT ′ ∈CG(s)−HT , and graph G+F contains
a cycle which passes through e and s. By s∈V (Gy), T ′ ⊆ V (Gx) holds and C must
contain (x; y), proving G+F(x; y)¿ 2.
(b) x and y are separated by a cut-vertex w. We Brst claim that w = s. This is trivial
if {x; y} ⊆ V (H) ∪ {s} for some H ∈CG(s). If x∈V (H) and y∈V (H ′) for distinct
H;H ′ ∈CG(s), then H and H ′ are r-linked by (x; y)∈R and they are contained in the
same component in G + F − s by (ii) (hence w = s).
Let S1; S2; : : : ; Sq be the components in G − w; w.l.o.g. x∈ S1, y∈ S2, s∈ Sh and
h = 1 are assumed (possibly h=2). It suPces to show that x and y remain connected
in G + F − w, i.e., x and y are connected by a path which does not contain w in
G+ F . The tight sets S1 and S2 contain leaf sets T1 and T2, respectively in G; By (i)
each Ti is joined by an edge in F to a leaf set T ′i in a component H
′
i ∈CG(s) which
is diMerent from the one containing Ti. Thus T ′1; T
′
2 ⊆ Sh − s. This implies that x and
y are connected by a path which does not contain w.
Based on this lemma, we consider the following algorithm for augmenting a
given G.
MATE
Let CG(s) = {H1; H2; : : : ; Hh} be the set of all components in G − s;
Initially set all leaf sets to be uncovered, and all components H ∈CG(s) to be
unscanned;
‘H := |LG(H)| for all H ∈CG(s);
/* The set {‘H |H ∈CG(s)} will be kept balanced. */
F0 := ∅;
while(i) some Hi contains at least two unscanned components and
(ii) {‘H |H ∈CG(s)} is not critically balanced do
Choose a pair of unscanned subsets H;H ′ ∈Hi, letting H and H ′ be
scanned;
Choose two leaf sets L ⊆LG(H) and L′ ⊆LG(H ′), letting L and L′ be
covered;
Add to F0 a new edge joining L and L′, letting ‘H := ‘H − 1 and ‘H ′ :=
‘H ′ − 1;
end /* while */
/* Each Hi contains at most one unscanned component H ,
or {‘H |H ∈CG(s)} is critically balanced */
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For each H ∈CG(s), choose a vertex from each uncovered leaf set in LG(H),
and let XH denote the set of these vertices;
/* |XH | is equal to the current ‘H */
Construct an edge cover M on W =
⋃
H∈CG(s) XH with partition constraint
{XH |H ∈CG(s); ‘H ¿ 0};
for each Hi (i = 1; 2; : : : ; p) do
Find all components C1; C2; : : : ; Cqi in (G + (F0 ∪M))− s that contain some
H ∈Hi;
Let Fi be a set of qi − 1 new edges that connect all these components in
(G + (F0 ∪M))− s into a single component;
end /* for */
F := F0 ∪M ∪ F1 ∪ F2 ∪ · · · ∪ Fp.
We easily see that MATE can be implemented to run in linear time by an appropriate
data structure. A set F computed by MATE satisBes the conditions (i) and (ii) in
Lemma 8, and is a solution to (G; r).
Lemma 9. For a set F output by MATE, |F |6 ,(G; r)=2+ 12.(G; r; s) holds.
Proof. By construction, |F0∪M |= ,(G; r)=2. It suPces to show that |F1∪F2∪ · · ·∪
Fp|6 12.(G; r; s). For this, we show that for each i=1; 2; : : : ; p, the qi in the for-loop
of MATE is at most 12 (|Hi|+1), from which |Fi|= qi − 16 12 (|Hi| − 1) follows and
thereby |F1 ∪ F2 ∪ · · · ∪ Fp|6 12.(G; r; s) holds.
We Brst consider the case where the set {‘H |H ∈H} obtained after the while-loop
is not critically balanced. In this case, components in each Hi (except for at most one
unscanned component) are partitioned into pairs of components H and H ′ which are
joined by an edge in F0. Thus qi6 12 (|Hi|+ 1).
We next consider the case where the set {‘H |H ∈H} obtained after the while-loop
is critically balanced. In this case, in each Hi, all unscanned components after the
while-loop are joined to the same component in CG(s). Thus clearly qi6 12 (|Hi|+1)
holds before the for-loop.
By summing up the discussions so far, we complete the proof of Theorem 2.
We close this section by constructing an example which shows that the perfor-
mance guarantee 32 of our algorithm is tight. Let p be a positive integer. Let G =
(V; E) be a tree with vertex set V = U1 ∪ U2 ∪ {s; w1; w2} ∪ Z1 ∪ Z2, where Ui =
{ui1; : : : ; ui2p+1} and Zi={zi1; : : : ; zi2p+1} for i=1; 2, and edge set E={(u; s) | u∈U1∪U2}∪
{(s; w1); (s; w2)} ∪ {(w1; z) | z ∈Z1} ∪ {(w2; z) | z ∈Z2}. Let r(x; y) be 2 if {x; y} ⊂ X
with X ∈{U1; U2; Z1; Z2} and be 0 otherwise. Clearly s is the balanced cut-vertex in the
(G; r), from which algorithm MATE computes F0={(u11; u12); (u13; u14); : : : ; (u12p−1; u12p)}∪
{(u21; u22); (u23; u24); : : : ; (u22p−1; u22p)}, M = {(u12p+1; z12p+1); (u22p+1; z22p+1)} ∪{(z11 ; z21); : : : ;
(z12p; z
2
2p)}, F1 = {(u12; u13); (u14; u15); : : : ; (u12p; u12p+1)} and F2 = {(u22; u23); (u24; u25); : : : ;
(u22p; u
2
2p+1)}. The output solution F = F0 ∪M ∪ F1 ∪ F2 has size |F |= 6p+ 2, while
an optimal solution Fopt={(uij; zij) | j=1; : : : ; 2p+1; i=1; 2} has size |Fopt |=4p+2.
The ratio |F |=|Fopt |= (3p+ 1)=(2p+ 1) is asymptotically 32 .
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4. Conclusion
In this paper, we showed that the local-vertex connectivity augmentation prob-
lem is NP-hard even if r(u; v)∈{0; k}, u; v∈V for a Bxed k. We then presented a
3
2 -approximation algorithm for the problem with a connected graph and target values
r(u; v)∈{0; 2}, u; v∈V . It is a future work to design approximation algorithms for
more general cases of the LVCAP by extending the graph theoretic technique in this
paper.
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