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ABSTRACT 
We discuss the numerical range of a doubly stochastic matrix and relate it to the 
structure of the matrix. Also, we characterize those subsets of Q which are the 
numerical range of a 3 x 3 doubly stochastic matrix. 
1. INTRODUCTION 
The numerical range of A E Gnxn is the set 
W(A) = {x*Ax: TEE?“, X*X = 1). 
The classical Toeplitz-Hausdorff theorem asserts that W(A) is a compact 
convex set (see [l]). A matrix A E R n Xfl with nonnegative entries and all row 
and column sums equal to 1 is said to be doubly stochastic. In [2] an inclusion 
region for the numerical range of a doubly stochastic matrix A was given. The 
region is 
R = L4(,) fl D(O,l) and W(A) C R, 
(1) 
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where D(0, 1) is the unit disc centered at 0 and 
L ~(4 = 1 + re”: r>O,l0 - ‘lrl < 
and p(A) is defined as the length of a maximum length cycle in the directed 
graph of A. Namely, LpcAj is the angular wedge in the complex plane with 
vertex at 1 and passing through points e *z*ilp(A). The numerical range of a 
doubly stochastic matrix has other nice properties which are not valid for 
general matrices. For instance, doubly stochastic matrices are spectral, i.e. 
P(A) = r(A), 
where p(A) is the spectral radius and 
r(A) =max((z(:zEW(A)) 
is the numerical radius of A. We can see this immediately by making use of 
(1) and the fact that 1 is always an eigenvalue of a doubly stochastic matrix. 
Moreover, the numerical range of a doubly stochastic matrix is symmetric 
about the x-axis. This is true for all A E R,,,, (see Lemma 3.1). Since [Z] 
appeared, not much more has been found out about the numerical range of a 
doubly stochastic matrix. 
A matrix AeRnxn is said to be reducible if there exists a permutation 
matrix P E W,,, such that 
B C PTAP = o D 
[ 1 
where B and D are square matrices. Otherwise A is said to be irreducible. 
Let A be an irreducible n x n doubly stochastic matrix, and let k be the 
number of eigenvalues of A of modulus 1. If k = 1, then A is said to be 
primitive. If k > 1, then A is said to be cyclic of index k. 
EXAMPLE 1.1. The cyclic permutation matrix P,, = ( pij) E R”,,, i.e., 
pi, i= 1 = 1 for i = 1, . . . , n - 1, p,,, = 1, and all other pii = 0, is cyclic of 
index n. The matrix J,, E W,,, having l/n as entries is primitive. 
We have the following results. 
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THEOREM 1.2. Let A ERGS,, be primitive doubly stochastic. Then W( A) is 
symmetric about the x-axis and is the convex hull of the point 1 and a compact 
convex set contained in the open unit disc. 
We will call the convex set described in Theorem 1.2 of type 1. If 
AER3,xn is a positive doubly stochastic with minimum entry CY > 0, then it is 
primitive by application of Perron’s theorem and we have a stronger result. 
THEOREM 1.3. Let A E RI,,, be positive doubly stochastic with minimum 
entry (Y. Then W(A) is symmetric and is the convex hull of the point 1 and a 
compact convex set contained in the closed disc of radius 1 - on centered at the 
origin. 
THEOREM 1.4. Let A E R”,, be cyclic doubly stochastic of index k. Then 
W( A) is symmetric about the x-axis and satisfies 
W(A)=e “*“‘WY(A) for all 1 = 1,. . . , k 
We will call the sets described in Theorem 1.4 of type 2. 
COROLLARY 1.5. lktAERn,, be irreducible doubly stochastic with prime 
n. Then W(A) either is of type 1 or is the n-polygon with vertices ei2*tfn, 
1 = 1,. . . , n. 
COROLLARY 1.6. Let A E R,,,, be irreducible doubly stochastic. Then 
(a) A is primitive if and only if W( A) is of type 1. 
(b) A is cyclic if and only rf W( A) is of type 2. 
THEOREM 1.7. Let AER”~,, be doubly stochastic. Then W(A) is the 
convex hull of type 1 sets and type 2 sets. 
2. NUMERICAL RANGE OF A 3 x 3 DOUBLY STOCHASTIC MATRIX 
In this section we describe the numerical range of a 3 x 3 doubly stochas- 
tic matrix in greater detail. 
THEOREM 2.1. let AEW~~~ be doubly stochastic. Then W(A) is the 
convex hull of the point 1 and the possibly degenerate ellipse with axes having 
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trA-1 + (tr A - 1)’ - 4det H(A) 
2 - 2 
trA-1 
and 
+ iJG,-%I 
2 - 2 ’ 
where H(A) is the Hermitian part of A. 
Theorem 2.1 explains the shape of W(A) for 
in [3]. 
If the ellipse in Theorem 2.1 is degenerate, then W(A) is either a line 
segment or a triangle. The following theorem describes these possibilities: 
THEOREM 2.2 
(a) There exists a 3 x 3 doubly stochastic A with W( A) = [k, l] tf and only 
ifke[-l,l]. 
(b) There exists a 3 x 3 doubly stochastic A with W(A) = Co(1, X, %) and 
Im X # 0 if and only if XE Co(1, - i -t + v5i). 
We now relate these two types of W(A) to algebraic properties of A: 
THEOREM 2.3. Let A E WSx3 be doubly stochastic. Then 
(a) A is symmetric if and only if W(A) = [k, 11, and A is reducible if and 
only if k = tr A - 2. 
(b) A is normal if and only if W(A) = Co(1, X, x), and A is cyclic if and 
only if h= - + + +fii. 
Finally, we characterize the nondegenerate ellipses which occur in Theo- 
rem 2.1: 
THEOREM 2.4. Let E = E( x, y, z) be the nondegenerate ellipse in the 
complex plane G whose axes have endpoints 
z Y 
x+ -, 
2 
x-+-i, 
2 
where x E R and y, z are positiue. Then Co(1, E) = W( A) for some 3 X 3 
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doubly stochastic matrix A if and only if there is a! E [0, l] such that 
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( 2y z 2 max 3,; +3(1-x) < )~~~min(l-r-~,~+~(1-r~). 
3. PROOFS 
LEMMA 3.1. 
(a) W( A @ B) is the conuex hull of W( A) and W(B). 
(b) W(CY A + 01) = CYW( A) -t /3, where 01, /3 E 6% 
(c) W( A) is symmetric about the x-axis for A E R,,,,. 
(d) W(V*AV) = W(A) for all unitary matrices in @Z,X,. 
Proof. Observations (a), (b), and (d) can be found in [l]. Let AEW,~~, 
and suppose that z E W(A). Then there is x E G” such that ]I I]\ = 1 and 
z = x*Ax. Since A is real, 
Since ]I X]] = ]I x I], we have ZE W(A), so W(A) is symmetric about the real 
axis. n 
The following lemma can be found in [4, p. 511. 
LEMMA 3.2. Let AER”,,~ be cyclic doubly stochastic of index k. Then k 
divides n, and there exists a permutation matrix P E Rnxn such that 
PTAP = 
0 A, 0 -a. 0 
0 0 A, *** 0 
. . . 
. . . 
;, (j 0 * . . . b-1 
_A, 0 0 -** 0 
where all the blocks Aj are (n/k) x (n/k) doubly stochastic matrices. 
To prove Theorem 2.4 we require the following lemma: 
(2) 
LEMMA 3.3. Let E = E((t - 1)/2, fik, Cl) be the ellipse in the complex 
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plane @ whose axes have endpoints 
t-1 a t-1 -f- and - + Cki 
2 2 2 -2 
for real nonnegative numbers t, k, il. Then Co(1, E) is W(B) for some 3 x 3 
doubly stochastic matrix B with (1,l) entry zero if and only if t, k, and Q 
satisfy the following three conditions: 
(a) O<k<i. 
(b) 0 < t Q 1 - 2k. 
(c) t < n < 2t. 
Proof. Let B = [bij], b,, = 0, be 3 x 3 and doubly stochastic. Assume 
that b,, < b,, [otherwise we consider BT, since W( BT) = W(B)], and define 
k = (b,, - b,,)/2. Let 
t = trB, b,, + b,, a= 
2 
Then 
I 
0 a-k 1-a+k 
t+1 1-t 
a+k --a -- k 
B= 2 2 . 
1-t t-1 
l-a-k -+k -+a 
2 2 
1 
Since b,,, bIz E [0, 11, we must have 
k<a<‘l-k andhence O,<k<+. 
~1~0, b,, > 0 and hence 
O<t<l-2k. 
Now, 
I 
0 a l-a 
t+1 1-t 
H(B)= a ?i---a 
1-t 
l-a - 
2 -1 2 t-1 -+a 2 
(3) 
(4) 
(5) 
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and 
det H(B) = 3a(I - u) - G . 
By considering the parametrization (3) of B and the inequalities (4) and (5), B 
is doubly stochastic if and only the inequalities (4) and (5) hold as well as 
1-t 1+t 
-<a<- 
2 2 . 
Thus, with k and t fixed and a varying, 
(6) 
min { det H ( B) : B is doubly stochastic} = 
1 - 2t - 3P 
4 
and 
1 - 2t 
max{det H(B) : B is doubly stochastic} = 4 . 
Therefore, 
t < d(t - l)‘- 4det H(B) Q 2t. (7) 
By Theorem 2.1, W(B) 
= i ( b,, - b,, ( and Q = 
Now, let E((i - 
ing conditions (a), (b), 
doubly stochastic with tr B = t and i 1 b12 - b,, 1 = k for all numbers a 
which satisfy the inequality (6). Since det H( B(a, k, t)) is a continuous func- 
(1 - 2 t - 3t2)/4, (1 - 2 t)/4]; hence 
attains every value in [t, 2t]. n 
Proof of Theorem 1.2. Let AER,,~,, be primitive doubly stochastic. Since 
‘-(A) G II All, h w ere II AlI is the largest singular value of A, W(A) is a subset 
of the circular disc centered at 0 with radius 11 A (I. In fact II A (I is the square 
root of the largest eigenvalue of A*A, which is positive semidefinite symmetric 
doubly stochastic; thus )I A II = 1. S’ mce 1 is always an eigenvalue of A and the 
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spectrum of A is a subset of W(A), we have 
1 E W(A) c D(0, 1). 
Now, if eie E W(A), there exists a unitary matrix U E C,X, such that 
U*AU = ‘le XT [’ I Y B (8) 
where x, y E @“-l and ~3 E @(n-r)x(n-i). Then the (1, 1) entry of 
(U*AU)*(U*AU) is 1 + y*y. Hence 
and we conclude that y*y = 0, i.e., y = 0. Therefore eie is an eigenvalue of 
A. By the fact that A is primitive, eie = 1. Similar argument for AA* leads to 
x = 0, and hence (8) becomes U*AU = 1 @ B, and W(B) is inside the open 
unit disc centered at the origin. By Lemma 3.1(a) and (d), the result follows. 
n 
Proof of Theorem 1.3. Write A = D + an],, where J,, is the matrix with 
entries l/n. Notice that D/(1 - on) is doubly stochastic if 1 - an # 0; 
otherwise A = J,,. If A = J,, then W(A) is the interval [0, 11. Suppose that 
1 - cxn # 0. Let x E CC” be any unit vector, and express 
where 0 < 1 k 1 < 1 and e = (1, . . . , l)T and u E {e} * , i.e., Cyz’=,ui = 0. Then 
x*Ar = dmu+ $e)*(D+anJ”)( d-u+ -&e) 
= (1 - (k 1 ‘)u*Du + T e*De + J1-il;” k(u*De + e*Du) 
lkl’ 
+- 12 e*( anJ,,)e 
= (1 - Ik12)u*Du+ qe*De+ (k12ncu 
= (1 - (k12)u*Du+ lk12. 
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Hence W(A) is the convex hull of 1 and W( P*DP), where P : G” + {e) 1 is 
the orthogonal projection, so W(A) is contained in the convex hull of 1 and 
W(D). Since D/(1 - con) is still doubly stochastic, by (1) we have r(D) < 1 
- a-n. n 
Proof of Theorem 1.4. Let A E W,,, be a cyclic doubly stochastic matrix 
of index k. Then by Lemma 3.2, there exists a permutation matrix P E R3,,, 
such that (2) holds. By Lemma 3.1(d), we may assume that A is of the block 
form (2) and take 
u = ,p, ( ei2*1’k&,,k). 
Then 
and hence by Lemma XI(b) and (d). 
W(A) = W(U*AU) 
= W( eia*lkA) 
=e i2r’kW( A). 
As a result, W(A) = e i2r”kW( A) for all 1 = 1,. . . , k. n 
Proof of Corollary 1.5. If AER,,~” is irreducible doubly stochastic with 
prime n, then A is either primitive or cyclic of index n by Lemma 3.2. If A is 
primitive, W(A) is of type 1. If A is cyclic of index n, then A must be 
permutationally similar to the cyclic permutation given in Example 1.1. The 
numerical range is the n-polygon with vertices ei2*‘in, 1 = 1, . . . , n. n 
Proof of Corollary 1.6. It follows immediately from Theorem 1.2 and 
Theorem 1.4. n 
Proof of Theorem 1.7. Let A E R n x n be a doubly stochastic matrix. If A 
is irreducible, then A is either primitive or cyclic. Then W(A) is of type 1 or 
type 2 respectively. If A is reducible, then there exists a permutation matrix 
PER”,” such that 
PTAP = A, @ **- a A,., 
where AiEWn,xn,> i = I,. . . , r with ~1~ Ini = n are irreducible doubly 
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stochastic matrices. So each Ai is either primitive or cyclic. By Lemma 3.1(a), 
(d) and Theorems 1.2 and 1.4, we are done. n 
Proof of Theorem 2.1. W( A) is the convex hull of 1 and W(B), where 
UTAU = 1 CB B for some orthogonal matrix U. W(B) is a possibly degenerate 
elliptical disc. Using the techniques of [3], the axes of this elliptical disc have 
endpoints 
hw( H( B)), Lin( H(B))T 
and 
tr B 
- f ih, 
2 
where B = H(B) + S(B) is the Hermitian decomposition of B, and { ih - ix} 
is the spectrum of S(B). Since 
H(A) = U[l @ H(B)]UT, 
det H(A) = det H(B), and tr H(B) = tr H(A) - 1 = tr A - 1, it follows that 
Xmax( H( B)) and hmin( H( B)) are the roots of the polynomial 
t2 - (tr A - 1)t + det H(A). 
Likewise, S(A) = U(0 @ S( B))UT. It is easily verified that 
s(A) = a’2 ; u21 ; 
-1 
1 , 
-1 0 1 
which has eigenvalues f ~6 1 aI2 - u21 ( i /2 and 0. 
Proof of Theorem 2.2. (a): The matrix 
NUMERICAL RANGE 171 
has W( A(k)) = [l - 2k, 11. As k ranges over [0, 11, W( A(k)) ranges from [l, l] 
to [-l,l]. 
IfW(A)=[k,l],then (kl <r(A),sok~[-l,l]. 
(b): The matrix 
has spectrum (1, - f + i&i, - f - f&i} when k = 0. When k = i, 
B(k) has spectrum { 1, - $, - i}. Since the spectrum depends continuously 
on the entries of the matrix and tr B(k) = 0 for all k, for each X E [ - f, - i 
+ f v’%i] there is a k such that the spectrum of B(k) is { 1, h il. Given 
p E Co( - $ + $v%i, 1) there is CY E [0, l] and XE [- $, - $ + $ v%i] such 
that p = aX + 1 - 01. Thus (1 - o)I + aB(k) has spectrum (1, CL, ii} for 
appropriately chosen k. Since (1 - cz)l + aB(k) is normal, its numerical 
range is Co(1, j4 iI). 
If W(A) = Co(1, p, $ with Im p # 0, then tr A 2 0, and the inclusion 
region (1) implies p E Co( - $ f + &i, 1). n 
Proof of Theorem 2.3. (a): It is well known that [l] a real matrix is 
symmetric if and only if W(A) is a segment of the real line. If A is 3 X 3 
doubly stochastic and reducible, then for some permutation matrix P E Rsx3, 
1 0 0 
PTAP = 0 
l”, 
l-u 
0 a 
1  O<a<l. 
Then by Lemma 3.1(a) 
= co(1, [1,2u - 11) 
= Co(l,2a - 1) 
= [tr A - 2,1]. 
If W(A) = [tr A-2,1], then A is symmetric with minimum eigenvalue h = 
tr A - 2. Since tr A is the sum of the eigenvalues, the remaining eigenvalue 
must be 1; hence A is reducible. 
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(b): It is well known that [l] f or n < 5, a matrix A is normal if and only if 
W(A) is a polygon. If A is 3 x 3 doubly stochastic and cyclic, then it must be 
either 
0 
P=O [ 
1 0 
0 1  1orP’ 1 0 
In both cases, W(A) is the indicated triangle. If W(A) is the triangle with 
vertices ei2*‘13, I! = 1,2,3, then the eigenvalues of A are these vertices [l]. 
Therefore, A is cyclic. n 
Proof of Theorem 2.4. Let A # Is be 3 x 3 doubly stochastic. We may 
asume that al, is the minimum diagonal entry of A, because there is a 
permutation matrix P such that PAPT is of this form and by Lemma 3.1(d), 
W(A) = W(PAPT). Define B = (l/a)[A - (1 - CY)&], where (Y = 1 - all. 
According to Lemma 3.3, W(B) = Co(1, E), E = E((t - 1)/2, v%k, Q). By 
Lemma 3.1, 
W(A) = (1 - cr) + CY Co(1, E) 
= Co( 1,1 - a + GE). 
Now, 
Let 
at - 3a 
X= 
2 
+ 1, (9) 
y = a&k, 
z = CYQ. 
(10) 
(11) 
Recall the conditions (a), (b), and (c) of Lemma 3.3 on k, t, and Q: 
(a) 0 < k G $, 
(b) 0 ,< t < 1 - 2k, 
(c) t < n < 2t. 
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From (10) and (a) we have 
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and from (9), (lo), and (b), 
CYil-r--& 
From (9), (ll), and (c) we have 
They yield 
i 
2Y z 
max ~‘6 +$(l -x) < ) agmin(I-*-~,~+~(I-x)]. 
(12) 
Now suppose that E( r, y, z) is an ellipse as described in the statement of 
Theorem 2.4 and (Y satisfies the inequalities (12). Define t, k, and Q by (9), 
(lo), and (11). It follows that t, k, h2 satisfy conditions (a), (b), and (c) of 
Lemma 3.3. Hence, there is B with b,, = 0 and 
So A = (1 - o) Is + CYB satisfies W( A) = Co(1, E( x, y, z)) 
4. DISCUSSION 
REMARK 4.1. In the proof of Theorem 1.3, we showed that W(A) is the 
convex hull of 1 and W( PrDP), where A = D + an],, and I’:@“+ {e}l is 
the orthogonal projection. We may apply the technique of the proof of 
Theorem 1.2 and can show that there is a unitary matrix UE @?,X, such that 
U*AU = 1 B) B, and hence W(A) is the convex hull of 1 and W(B). Indeed, 
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we may choose U = [e/h P] and hence 
1 @ B = U*AU 
= u*(D + cmJ$I 
= (1 - an) @ P*DP+ (cm) @ O,_,. 
Hence P*DP = B and so W( P*DP) = W(B). 
REMARK 4.2. In [5] Li and Tsing obtained results for the C-numerical 
range by which the proof of Theorem 1.3 was inspired. 
By (l), we can conclude that the eigenvalue 1 of a doubly stochastic matrix 
is on the boundary of W(A) and hence (see [l, p. 511) there exists a unitary 
matrix UEGnxn such that U*AU = 1 @ B. One may be tempted to show that 
11 B 11 is less than 1 for primitive A, in order to give a proof of Theorem 1.2. 
Since 1) B 11 is the second largest singular value of A, the following exmaple 
makes the above attempt void. 
EXAMPLE 4.3. The matrix 
1 0 
1 A 1 
[ 0 
0 1 
0 1 0 
-=2 1 0 1     I 
is a primitive doubly stochastic matrix with eigenvalues 1, O,O, 0. The matrix 
A*A = ; 
i 0 1 0 1 0 1 0 1  
has eigenvalues 1, 1, 0,O. Hence the second largest singular value of A is 1. 
A point CY E 8 W( A) is called a sharp point of W( A) is there are angles 8r 
and 19, with 0 < B, c 8, < 2r for which Re eiecr = max{Re /3: p E W(eieA)} 
for all 8 E (19,, 6,). The following example shows that sharp points of W(A) 
other than 1 may exist even for a primitive doubly stochastic A. 
NUMERICAL RANGE 175 
EXAMPLE 4.4. The matrix A E W nX n defined as 
A=:1 + 
n-l 
n” 
-P n’ 
n 
where I’, is the cyclic permutation matrix in Example 1.1, is a primitive 
doubly stochastic matrix with eigenvalues 
1 n-l 
-+-e rZ*lfn Z= l,...,n. 
n n 
By Lemma 3.1(b) W(A) is the translation of the n-polygon with vertices 
[(n - l)/n]ei2”‘/” by l/n. In particular, if n = 3, then W(A) is the convex 
hull of 1 and the line segment jointing 5 + $ei2a/3 and $ + !e-i2r/3, as 
mentioned in Theorem 2.2(b). 
The following example shows that the numerical range of a cyclic doubly 
stochastic matrix is not necessarily a polygon, which is true for all permutation 
matrices. 
EXAMPLE 4.5. The matrix A E RdX4, defined as 
A= ’ I2 
[ 1 1, 0 ’ 
is a cyclic doubly stochastic matrix of index 2. It is known [l] that a sharp 
point of W(A) must be an eigenvahre of A. So W(A) may have at most two 
sharp points, the points - 1 and 1, since the spectrum of A is { LO, 0, - 1). 
Thus, if W(A) is a polygon, it must be the line segment (2-polygon) joining 
- 1 and 1. Consider the unit vector x = i( - 1, 1, - i, i)T. Then x*Ax = -i/2. 
So W(A) is not a line segment. 
EXAMPLE 4.6. Every permutation matrix A E R n Xn can be written as 
for some permutation matrix P E W n X “, where Pi E R “, X n. is the cyclic perrnu- 
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tation, i = 1, . . . , r, and Ci=rn, = n. From Theorem 1.7, W(A) is the convex 
hull of the qpolygons W(P,), i = 1, . . . , r. 
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