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Abstract—Ensuring the conformance of a service systems end-
to-end delay to service level agreement (SLA) constraints is a
challenging task that requires statistical measures beyond the
average delay. In this paper, we study the real-time prediction
of the end-to-end delay distribution in systems with composite
services such as service function chains. In order to have a general
framework, we use queueing theory to model service systems,
while also adopting a statistical learning approach to avoid the
limitations of queueing-theoretic methods such as stationarity
assumptions or other approximations that are often used to
make the analysis mathematically tractable. Specifically, we use
deep mixture density networks (MDN) to predict the end-to-end
distribution of the delay given the network’s state. As a result, our
method is sufficiently general to be applied in different contexts
and applications. Our evaluations show a good match between the
learned distributions and the simulations, which suggest that the
proposed method is a good candidate for providing probabilistic
bounds on the end-to-end delay of more complex systems where
simulations or theoretical methods are not applicable.
Index Terms—Service function chaining, queueing networks,
distribution prediction, mixture density networks.
I. INTRODUCTION
Measuring the quality of service (QoS) for a particular
service or application is often a challenging task. In addition,
most applications and services are composed of more fine-
grained services, making quality of service assessment even
more complicated. Service function chaining is one such
example in which the network services consist of an abstract
sequence of service functions (SFs) [1], where each service
function provides a specific service, such as load balancing,
deep packet inspection, etc. Therefore, the end-to-end perfor-
mance of the service chain depends on the performance of
the constituent SFs, as well as the order of the SFs that are
visited by the incoming packets. The end-to-end delay of a
service chain is one of the important measures of the QoS,
particularly when providing time-sensitive services in which
the packets must be processed within some specific deadline.
In this case, real-time prediction of the delay distribution can
be much more informative compared to the existing single-
value delay prediction methods. For instance, the predicted
distribution can be used for designing an admission controller
that rejects the packets that have a high probability of missing
the deadline. Moreover, the predicted distribution can be used
for other control purposes such as auto-scaling of virtual
network functions (VNFs) in a service chain. We refer the
reader to [2]–[4] for some existing works on the performance,
auto-scaling and admission control of VNF chains.
In order to study the end-to-end performance of such sys-
tems, we take a general approach and do not limit ourselves to
a specific application. In particular, we use queueing theory as
a general framework for modeling service systems. However,
we do not adopt the traditional queueing theoretic methods
because of their limitations and unrealistic assumptions. In-
stead, we take a statistical learning approach, without making
any assumptions about the network topology, or service and
inter-arrival time distributions. Specifically, we study the end-
to-end delay of a service network, which is one of the
important measures of the quality of service, by applying
queueing models to the underlying services (SFs in the context
of SFC), so that the theoretical analysis is replaced with
statistical learning methods. It should be noted that real-time
prediction and analysis of the end-to-end delay in queueing
networks, under non-stationarity assumptions, is an under-
explored problem [5], which will be studied in this paper.
A. Background and Previous Work
Here, we briefly review the literature on real-time delay
prediction and analysis of queueing systems, as opposed to
steady state studies. In order to perform real-time prediction,
different types of information such as queue length and
delay history are typically used. We classify delay analysis
in service systems based on two aspects: the analysis tech-
nique (queueing-theoretical versus data-based) and the system
topology (single-stage versus multi-stage network). Let us first
begin with the queueing-theoretic methods for the single-stage
queueing systems.
One of the earliest work on predicting a customer’s waiting
time in a multi-server queueing system is [6]. This paper
investigates the possibility of improving delay predictions by
exploiting information about the system state, and the elapsed
service time of the customers in service, under non-exponential
service time assumptions. Following on [6], the performance
of alternative queue-length-based and delay-history-based pre-
dictors for multi-server queues have been studied in [7].
In contrast to the single-stage case, real-time delay pre-
diction in multi-stage queueing systems has not yet been
extensively studied. One of the few examples in this category,
which is also closely related to this paper, is the approx-
imation model proposed in [8] for predicting the sojourn-
time distribution of the customers in multi-stage systems.
Using phase-type distributions, the authors develop a model
for approximating sojourn-time distributions based on queue
length information. Although the authors in [8] use general
inter-arrival and service time distributions, the method assumes
heavy traffic, stationary distributions and knowledge of the
system parameters and the network topology.
Limitations of the queueing-theoretic analysis have led to
recent interest in data-based methods such as machine-learning
algorithms and data-mining techniques. Combining process
mining and queueing-theoretic results, a technique called
queue-mining is introduced in [9] for predicting waiting times
in service systems. In [10], the authors propose a new predic-
tor, called Q-Lasso, which combines the Lasso method from
statistical learning and fluid models from the queueing theory.
Similar to [9] and [10], most of the existing works in this
area focus on single-value delay predictions and provide no
information on the distribution of the delay. A closely related
work to this paper is [11], which studies delay distribution
prediction in single stage queueing systems using delay history
information. Taking a statistical learning approach, the method
in [11] is capable of predicting the conditional distribution
of the delay under non-stationary conditions, without any
knowledge of the system parameters.
B. Motivation
Both queueing-theoretic as well as data-based methods have
their own advantages and shortcomings. One of the main dis-
advantages of queueing-theoretic methods is that the analysis
can easily become intractable when introducing more realistic
assumptions, such as general non-stationary inter-arrival and
service time distributions. Furthermore, the queueing-theoretic
methods require knowledge of the model parameters and the
network topology, which might not be available and need to be
estimated as well. Another shortcoming of the these methods is
their limitation in exploiting all the available information. On
the other hand, the prediction method and the feature selection
process in data-based predictions are usually specialized for
a particular application and do not provide much insight
into the behaviour of general queueing networks. Uncertainty
of the estimations and the distribution of the waiting times
are additional pieces that are often missing in data-based
methods. The combination of these reasons motivated us to use
statistical learning methods to study queueing models under
more realistic assumptions, such as non-stationary arrivals
and non-exponential service times. Furthermore, our proposed
method enables us to estimate the conditional distribution of
the end-to-end delay, which is much more informative than
single-value predictions.
The remainder of this paper is organized as follows. In
Section II, we describe the queueing system model and for-
mulate the problems that we study in this paper. We begin
our analysis by providing some theoretical results on the
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Fig. 1. Network topologies (a) Tandem queue (b) Acyclic queue.
end-to-end delay of the service networks in Section III. In
Section IV, we propose to use Gaussian mixture models as
an approximation of the delay distribution, parameters of
which can be estimated using mixture density networks. The
evaluation of the proposed methods are presented in Section V.
Finally, Section VI presents the conclusions.
II. SYSTEM MODEL AND PROBLEM SETTING
We consider multi-server queueing systems, with infinite
queue size and First Come First Serve (FCFS) service dis-
cipline, as the building blocks of the service networks that
we study. Furthermore, we study tandem queues and simple
acyclic queueing networks as shown in Fig.1. In a tandem
topology, a customer must go through all the stages to receive
the end-to-end service, while in an acyclic topology, the
customers randomly go through one of the branches with
the specified probabilities in Fig. 1. Our MDN-based method
does not assume a specific distribution for the service times
or inter-arrival times and therefore, these processes can have
non-stationary distributions. It should also be noted that our
MDN-based method is not limited to the earlier mentioned
assumptions about the service discipline or network topologies
and we only consider them so that we can obtain theoretical
baselines for comparison.
Consider a network consisting of N queueing systems,
where system n, 1 ≤ n ≤ N , is a multi-server queueing
system with cn servers. Let b
0
n denote the queue length (QL)
of the nth queueing system upon arrival of the customer
of interest. We define queue length information vector as
b = [b01, b
0
2, · · · , b
0
N ]. Furthermore, D(b) denotes the end-to-
end delay of a new arrival given queue length information
b upon arrival. Our goal is to predict the distribution of a
new arrival’s end-to-end delay, based on the observed QL
information upon arrival of the customer of interest. In other
words, we are interested in obtaining the distribution of D(b).
As we mentioned earlier, an important reason for estimating
the distribution of the delay is to obtain probabilistic bounds
instead of making single-value predictions. More specifically,
we can define probabilistic lower-bounds (dlb) and upper-
bounds (dub) as follows
P (D(b) > dub) ≤ εub, (1)
P (D(b) < dlb) ≤ εlb, (2)
where εub and εlb are the violation probabilities for the upper-
bounds and the lower-bounds, respectively. Confidence inter-
val is another statistic that will be used in this paper to measure
the amount of uncertainty for each prediction. Since the confi-
dence intervals will be used along with the MMSE predictions,
we define the confidence interval for the random delay D(b)
as an interval with endpoints (E[D(b)] − x,E[D(b)] + x)
such that
P
(
E[D(b)] − x < D(b) < E[D(b)] + x
)
≥ Pcl, (3)
where Pcl denotes the corresponding confidence level.
Finally, we study single-value prediction of the end-to-end
delay, which will be denoted by D̂(b). In particular, we are
interested in computing the Minimum Mean Square Error
(MMSE) predictions, which can be obtained by the conditional
expectation of the end-to-end delay, given QL information b.
In other words, it is well-known that E[D(b)] minimizes the
MSE of the predictor, which is defined as
MSE(D̂(b)) ≡ E
[(
D(b)− D̂(b)
)2]
. (4)
III. END-TO-END DELAY ANALYSIS
In this section, we analyze the end-to-end delay of multi-
stage queueing systems with tandem and acyclic topologies.
We only consider queue-length-based methods and investigate
the differences between our approach and the existing ones.
We begin with some approximations of the first two moments
of the end-to-end delay. Using the first two moments, we
discuss the normal approximation method, which motivates the
use of mixtures of Gaussians for approximating the conditional
distribution of the end-to-end delay.
A. Analytical Expressions
We begin by considering a tandem network of N queues
as in Fig. 1a. We define the end-to-end delay of a customer
as the sum of the waiting times and the service times that are
experienced while going through the network, i.e.,
D =
N∑
n=1
(Wn + Sn) , (5)
where Wn and Sn represent the waiting time and service
time of the customer of interest at stage n. Let bτn, τ ∈
{0, 1, · · · , N − 1}, denote the queue length at stage n, once
the customer of interest reaches stage τ + 1. As before, b0n
represents the queue length at stage n once the customer of
interest enters the network. In order to simplify the notation,
we define qn ≡ bn−1n , which represents the queue length
of the n’th queueing system upon arrival of the customer
of interest at this stage. In other words, qn, 1 ≤ n ≤ N ,
represent the sequence of queue lengths that the customer
of interest observes as he goes through stages 1 to N . As
will be discussed later in this section (see Fig. 2), qn and
b0n are not necessarily equal for n ≥ 2 and therefore, the
vector q = [q1, q2, · · · , qN ] needs to be approximated from
b and other system parameters. We propose an algorithm
for this purpose at the end of this section. Now, having an
estimation of q, we can write Wn as
∑qn+1
i=1 Un,i, where Un,i,
1 ≤ i ≤ qn + 1, denote the intervals between successive
service completions at stage n. For mathematical tractability,
we can approximate Un,i by Sn,i/cn under exponential service
time assumption, where Sn,i is a random variable with the
same distribution as the service times in stage n. It should be
noted that we only use the exponential service time assumption
to make the derivations tractable, and we will not limit our
analysis to a particular arrival or service time distribution.
Now, using the approximation, we can write the end-to-end
delay as
D(q) ≃D
N∑
n=1
(
qn+1∑
i=1
Sn,i
cn
+ Sn
)
, (6)
where ’≃D’ indicates equality (with approximation) in distri-
bution. Assuming independent service times, the conditional
mean and variance of the end-to-end delay can be obtained
from Eq. (6) as follows
E[D(q)] ≃
N∑
n=1
(
qn + 1
cn
+ 1
)
E[Sn], (7)
V ar[D(q)] ≃
N∑
n=1
(
qn + 1
c2n
+ 1
)
V ar[Sn]. (8)
As mentioned earlier, we are interested in the MMSE
prediction, E[D(b)], which can be approximated by E[D(q)].
The following Theorem states that using E[D(q)] as our
prediction of the end-to-end delay has the desirable prop-
erty that the predictor becomes relatively more accurate, i.e.,
V ar[D(q)]/E[D(q)]2 → 0, as the number of customers
waiting in the queues or the number of stages in the network
increases.
Theorem 1: For a tandem queueing network with indepen-
dent and exponentially distributed service times, we have
c2D(q) =
V ar[D(q)]
E[D(q)]2
→ 0 as
N∑
n=1
(qn + 1)→∞, (9)
where c2D(q) is the squared coefficient of variation (SCV) of
the end-to-end delay given q.
Proof: Let us define Q =
∑N
n=1(qn + 1). Using Eq. (8),
we have
V ar[D(q)] =
N∑
n=1
qn + 1
c2n
V ar[Sn] +
N∑
n=1
V ar[Sn]
≤ Qβ1 + β2, (10)
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Fig. 2. Change of queue lengths as the customer of interest proceeds through
a tandem network.
where β1 = max1≤m≤N{V ar[Sm]/c2m} and β2 =
max1≤m≤N{V ar[Sm]}. Similarly, using Eq. (7) we obtain
E[D(q)] =
N∑
n=1
qn + 1
cn
E[Sn] +
N∑
n=1
E[Sn]
≥ Qβ3 + β4, (11)
where β3 = min1≤m≤N{E[Sm]/cm} and β4 =
min1≤m≤N{E[Sm]}. Combining Eqs. (10) and (11),
we have
c2D(q) =
V ar[D(q)]
E[D(q)]2
≤
Qβ1 + β2
(Qβ3 + β4)2
. (12)
Consequently, as Q grows to infinity, c2D(q) < β1/(Qβ
2
3) and
therefore, cD(q) → 0.
B. Updating Queue Lengths Through Time
In the previous subsection, we obtained our theoretical
results based on the knowledge of queue lengths upon arrival
of the customer of interest at each stage (q). As shown in
Fig. 2, q is not necessarily equal to b and needs to be
approximated. In this subsection, we explain an algorithm for
approximating q from b in a tandem network, which is close
to the proposed method in [8].
Let us define Tn as the experienced sojourn time of the
customer of interest at stage n. Furthermore, µn represents
the service rate of a single server at stage n. We consider
N−1 updating steps, where the customer of interest proceeds
from one stage to the next, in each step. The vector q is
initialized to b. In the first step, τ = 0, we update the
number of customers in the down-stream stages, i.e., 2 to
N , given that the customer of interest has just arrived to the
second queue. We assume that all b01 + c1 customers in front
of the customer of interest have arrived to the second stage.
Furthermore, assuming busy servers during this time, we can
estimate the number of departed customers from stage 2 by
c2µ2E[T1]. Therefore, b
1
2 will be updated as max{0, b
0
2+b
0
1+
c1 − ⌊c2µ2E[T1]⌋}. For stages n > 2, we update the queue
lengths by max{0, b0n + ⌊cn−1µn−1E[T1]⌋ − ⌊cnµnE[T1]⌋},
where the number of customers from the upstream stage are
equal to ⌊cn−1µn−1E[T1]⌋. Similarly, in updating step τ > 1,
bτn, τ +1 ≤ n ≤ N , are updated as explained in Algorithm 1.
Algorithm 1 Calculating queue lengths upon arrival of the
customer of interest at each stage
q1 ← b01
for τ = 1 to N − 1 do
bττ+1 ← max{0, b
τ−1
τ+1 + b
τ−1
τ + ci − ⌊ci+1µi+1E[Tτ ]⌋}
qτ ← bττ+1
for n = τ + 2 to N do
bτn ← max{0, b
τ−1
n + ⌊cn−1µn−1E[Tτ ]⌋ −
⌊cnµnE[Tτ ]⌋}
end for
end for
A similar approach can be used for updating the queue
lengths in an acyclic network, by taking into account the
probabilities of each branch. It should be noted that this
algorithm is based on heavy-traffic assumption and will only
be used to obtain theoretical results for comparison with our
main MDN-based method.
IV. GAUSSIAN MIXTURE MODEL APPROXIMATION
In this section, we use our results from Section III-A to
approximate the distribution of the end-to-end delay given
queue length information b. Since the end-to-end delay for
a new customer consists of the intervals between service
completion times of the customers ahead of the new arrival,
the central limit theorem (CLT) and Eq. (6) suggest that the
Normal distribution can be a good candidate for approximating
the conditional distribution in a tandem network. Specifically,
we approximate the conditional distribution of the delay in a
tandem network with D(b) ∼ N (m(b), σ2(b)), where m(b)
and σ2(b) can be approximated by calculating q from b using
Algorithm 1, and then using Eqs. (7) and (8). Now, considering
each path of the acyclic network as a tandem queue and using
the normal approximation for each path, we can approximate
the total distribution of the delay in an acyclic network by
Gaussian mixture models (GMM), where the mixture weights
are equal to the probabilities of taking each branch. More
specifically, for an acyclic network as in Fig. 1b, we have
P (D(b)) =
∑
k∈P
pkN (D|mk(b), σ
2
k(b)), (13)
where P is the set of existing paths in the acyclic network, and
mk(b) and σ
2
k(b) denote the mean and variance of the delay
for path k, given queue length information b upon arrival.
In order to have a preliminary assessment of the proposed
approximations, we perform some evaluations on similar
network topologies as in [8] (see Tandem I and Acyclic I
topologies in Table I). Fig. 3 shows the comparison between
the PDFs of the end-to-end delay obtained from the simulation,
approximation method in [8] and our GMM approximation
method, for the tandem and acyclic networks. It can be
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Fig. 3. Comparison of the conditional PDFs of the end-to-end delay in the
a) tandem network, given queue lengths b = [6, 12, 13] b) acyclic network,
given queue lengths b = [6, 4, 16, 13].
observed that the normal distribution can be a good ap-
proximation of the conditional distribution of the delay for
the tandem network. Furthermore, Fig. 3b shows that the
conditional distribution of the end-to-end delay of the acyclic
network consists of two modes, since the conditional means
of the two paths are far from each other relative to their
standard deviations. As can be seen from Fig. 3, the GMM
approximation provides acceptable results, even in comparison
with the more complex method of [8]. However, both of these
methods are limited to stationary systems with heavy traffic
and require knowledge of the network topology, as well as
other parameters of the network, such as the average service
times, which might not be available in practice. In order to
address these issues, we adopt a statistical learning approach
to estimate the parameters of the Gaussian mixture models.
A. Mixture Density Networks (MDNs)
As we discussed in the previous subsection, the Gaussian
mixture model could be a good candidate for approximating
the conditional distribution of the end-to-end delay in tandem
or acyclic networks. However, the theoretical expressions
obtained in Section III become less accurate as the number
of customers in the network decreases or the degree of non-
stationarity increases. Nevertheless, we can still approximate
the conditional distribution of the end-to-end delay by GMMs,
since they are powerful enough to approximate arbitrary
distributions [12].
In order to address the problems related to GMM param-
eter estimation under more realistic assumptions, we adopt a
statistical learning approach called Mixture Density Networks
(MDN). The MDN provides a general framework for approx-
imating arbitrary conditional distributions using mixture mod-
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Fig. 4. Using mixture density network (MDN) for approximating the
conditional distribution of y given x.
els. Considering Gaussian components, an MDN approximates
the conditional distribution of y given x by
P (y|x) =
K∑
k=1
pik(x)N (y|mk(x), σ
2
k(x)), (14)
where pik(x) ∈ (0, 1) are the mixing coefficients and, mk(x)
and σ2k(x) denote the mean and variance of the k’th kernel,
0 ≤ k ≤ K , given x. An MDN estimates the parameters of
the mixture model using a fully-connected neural network. As
shown in Fig. 4, the output layer consists of three types of
nodes which predict the parameters of the mixture model in
Eq. (14). The first type uses the soft-max activation function
to predict the mixing coefficients such that 0 ≤ pik ≤ 1 and∑
k pik = 1. The second group, which predict the variances of
the kernels, use exponential activations to ensure non-negative
values. The last group of the nodes use linear activations and
compute the means of the kernels. Using a data set of Nsample
observations (queue lengths) and their corresponding target
values (end-to-end delay), {(xj = bj ,yj = Dj)|1 ≤ j ≤
Nsample}, the mixture density network learns the weights of
the neural network by minimizing the error function, which is
defined as the negative logarithm of the likelihood, i.e.,
E = −
Nsample∑
j=1
ln {P (yj |xj)} . (15)
We refer the reader to [13], [14] for more information on the
applications of the MDNs.
V. EVALUATION AND NUMERICAL RESULTS
In this section, we evaluate the accuracy of our proposed
methods and compare some of our results to the existing
method from [8] under different network topologies that are
summarized in Table I. Furthermore, we consider multiple
types of arrival processes, including non-stationary and non-
renewal arrivals (Table II). It should be noted that time is
normalized by the mean service time of the ingress queue,
i.e., 1/(c1µ1), in all of the following experiments.
Let us start with revisiting the delay distribution prediction
experiment in Section IV and compare our MDN-based pre-
dictions to the previously obtained theoretical and simulation
results. Our MDN-based predictor consists of three hidden
layers with 64, 32 and 32 hidden nodes, and uses RELU
TABLE I
NETWORK TOPOLOGIES.
Topology
Num. of servers
[c1, c2, · · · , cN ]
Service rates
[µ1, µ2, · · · , µN ]
Arrival
type
Tandem I [5, 3, 2] [0.2, 0.33, 0.5] Gamma
Tandem II [3, 3, 5, 5, 4, 4] [0.33, 0.33, · · · , 0.33] NHPP
Acyclic I [5, 3, 3, 2] [0.2, 0.22, 0.11, 0.5] Gamma
Acyclic II [1, 1, 1, 1, 1] [1.0, 0.44, 0.33, 0.22, 1.0] MMPP
TABLE II
ARRIVAL AND SERVICE MODELS.
Distribution Parameters
Gamma (Arrival) λ = 0.95, SCV = 0.7
NHPP (Arrival) λ¯ = 0.95, α = 0.5, Tp = 144
MMPP (Arrival) λ¯ = 0.95, Pon→off = 0.4, Poff→on = 0.1
Gamma (Service time) for µ see Table I, SCV = 0.8
activation function for the hidden layers. The MDN layer
outputs the parameters of a Gaussian mixture model with 3
kernels. The queue lengths of all the stages in the network
will be used as the feature set, while the ground-truth end-to-
end delays serve as the labels. The MDN-based predictor is
trained for 500 epochs with a batch size of 512. Fig. 3 shows
the predicted probability density function obtained from the
MDN-based method along with the simulation and theoretical
results, for the Tandem I and Acyclic I topologies (see Table I).
As we can see, the MDN can provide acceptable estimations of
the conditional distribution, without any knowledge of the net-
work topology or its parameters. Furthermore, once the neural
network has been trained, the distribution predictions can be
obtained in real-time. This can be a huge benefit compared to
the more complex methods, such as the approximation method
in [8], which require a large number of convolution operations
to perform.
Application to Service Function Chaining
As discussed in Section I, service function chaining
is one of the examples of the service networks that can
benefit from our MDN-based method by providing real-time
service guarantees. We model each service function with a
multi-server queueing system, where each server represents
an instance of a service function.
Admission Control: Let us consider a service function
chain as in Fig. 6a, which is modeled by a queueing network
with topology Tandem I. Moreover, we assume that every
packet must be processed within an end-to-end deadline of
dub = 80, otherwise it is considered useless. Our goal is to
design an admission controller that drops the packets with
high probability of missing the deadline (more than 95%)
at the entrance of the service chain, so that there will be
more room for the following packets and therefore, higher
throughputs can be obtained. Fig. 5 shows the end-to-end
delay of around 200K packets that have made it through the
service chain, both with and without the admission controller.
As can be observed, smaller number of packets will miss
the deadline with admission control (Fig. 5b), which shows
how dropping a few packets that have high probability of
missing the deadline at the entrance can have large impacts
d ub 
(a)
d ub 
(b)
Fig. 5. End-to-end packet delay in a service chain: a) without admission
control b) with admission controller that guarantees P (D > dub) < 0.05
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Fig. 6. Service function chain: a) tandem b) acyclic.
on the end-to-end delay of the following packets. Although
the admission controller only rejects the packets for which
P (D > dub) ≥ 0.95, the end-to-end throughput has been
increased from 87% to 95%. The real-time prediction of
the delay distribution in a SFC can be used for different
purposes such as SLA compliance prediction and scaling
service function chains.
Multimodal Distribution: Consider a service chain
comprising of three service functions as in Fig. 6b. The
incoming traffic to SF 1 will be forwarded to one of the
three instances of SF 2 by probabilities 4/9, 1/3 and
2/9 (Fig. 6b). Finally, all instances of SF 2 forward their
packets to SF 3. This service chain can be modeled by the
acyclic queueing network in Fig.1b, parameters of which are
summarized in Table I (topology Acyclic II). Moreover, we
assume non-renewal arrivals, which are modeled by Markov
Modulated Poisson Process (MMPP) as described in Table II.
Fig. 7 shows the comparison between the PDFs obtained
from the GMM approximation method and the MDN-based
method, given queue lengths b = [6, 5, 15, 20, 10]. As can be
observed, the MDN-based predictor is capable of capturing
the three existing modes in the conditional distribution of the
delay, and has a good match with the GMM approximation
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Fig. 7. Comparison of the conditional PDFs of the end-to-end delay in the
SFC shown in Fig. 6b, given queue lengths b = [6, 5, 15, 20, 10].
method.
Probabilistic Bounds: As we discussed earlier, the predicted
distributions can also be used to obtain probabilistic bounds
on the end-to-end delay. For this experiment, we consider a
service chain consisting of 5 service functions in tandem,
parameters of which are summarized in Table I (topology
Tandem II). Furthermore, we assume non-stationary arrivals
modeled by Non-homogeneous Poisson Process (NHPP). We
adopt the same model as in [7] with sinusoidal arrival rate, i.e.,
we consider an arrival rate of λ(t) = λ¯(1 + α sin(2pit/Tp)),
where λ¯, α and T represent the average arrival rate, relative
amplitude and the cycle length of the arrival rate. These
parameters are summarized in Table II. Fig. 8a shows the
sample paths of the actual end-to-end delay along with the
probabilistic upper bounds, lower bounds and the conditional
mean, obtained from the learned distribution. The bounds
are computed for violation probabilities εlb = εub = 0.05.
It should be noted that there exists a trade off between
the tightness of the bounds and the violation probabilities.
Similarly, Fig. 8b shows the MMSE predictions and the
95% confidence intervals computed from Eq. (3). As can
be observed, using the confidence intervals along with the
predictions, which are shown by the error bars, can be much
more informative compared to the single value predictions,
since it provides a region in which the ground-truth delays
are more likely to occur.
VI. CONCLUSIONS
In this paper, we attempted to show the potential of the
statistical learning methods in providing real-time probabilistic
bounds on the end-to-end delay of service systems. In particu-
lar, we studied the problem of delay prediction and distribution
estimation in multi-stage queueing networks, based on queue
length information. We showed that our MDN-based method,
which only uses the queue length information, can be used
to predict the conditional distribution of the end-to-end delay,
without requiring any knowledge of the system parameters or
network topology. Furthermore, the estimated distribution can
be used to obtain much more informative statistics, such as
probabilistic bounds, compared to the common single-value
predictions. It would be interesting to extend this work by
exploiting the MDN-based method in the design of a controller
for VNF chains, where the admission control or auto-scaling
is done based on the predicted delay distribution.
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Fig. 8. A sample-path of the end-to-end delay with a) probabilistic upper
bounds and lower bounds with violation probabilities εlb = εub = 0.05. b)
MMSE predictions and their corresponding 95% confidence intervals.
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