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Resumo 
Este trabalho vem propor estratégias de tratamentos quimioterápicos que têm 
como objetivo minimizar o tamanho da população de células tumorais - composta 
de células resistentes e sensíveis ao fármaco - e a toxidez decorrente da aplicação 
do fármaco. Para este fim foi utilizada a teoria de Controle Ótimo Determinístico, 
levando em consideração funções genéricas de crescimento celular. Os resultados mos-
traram que a aplicação de concentração máxima do fármaco é uma estratégia presente 
em todos os casos analisados, sendo a única estratégia ótima em certos casos. Trata-
mentos cuja aplicação de fármaco depende da população de células tumorais também 
mostraram ser ótimos em alguns casos, ao passo que a alternância de concentração 
máxima e repouso mostrou ser subótima. em certas circunstâncias ou uma estratégia 
alternativa na falta de soluções ótimas. 
Abstract 
A system of differential equations for the control of tumor cells growth in a 
cycle-nonspecific chemotherapy is presented. Drug resistance and toxicity are also 
taken into account. The aim of the control is to minimize the finaJ tumor levei and 
the toxicity. The analysis resorted to the Optimal Control Theory and the results 
showed that maximum drug concentration featured in ali treatments - in some cases 
it was the sole optimal strategy. Treatments dependent on tumor levei were also 
optimal whereas alternating maximum drug concentration and rest periods proved 
to be suboptimal or an alternative strategy when there is no optimal solution. 
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Introdução 
Muito esforço tem sido despendido nos últimos tempos com o objetivo de al-
cançar a cura ou, pelo menos, o controle do crescimento de células cangerígenas. Dois dos 
métodos comumente utilizados para isto são quimioterapia e radioterapia. O primeiro 
consiste na injeção de uma droga específica no corpo do paciente a fim de eliminar as 
células cancerígenas. O segundo método elimina as células cancerígenas através de irra-
diações. Em ambos os casos é comum fazer-se uso do chamado tratamento fracionado, 
qual seja, a droga ou irradiação são aplicadas em intervalos de tempo e com dosagem 
pré-determinados. A determinação desses dois itens, frequência de aplicação da droga 
e dosagem, fatores essenciais ao êxito do tratamento, geralmente são obtidos através de 
modelos bioestatísticos que, por sua vez, utilizam o conceito de fração de sobrevivência. 
Uma melhor compreensão dos efeitos do tratamento nas células cancerígenas levou à com-
plexificação desses modelos (ver Swan [27] para uma resenha desses modelos). 
Contudo, recentemente, no tocante à quimioterapia, a injeção contínua de droga 
(que na prática é exequível através de bombas portáteis [9]) tem apresentado vantagens 
sobre o tratamento fracionado e isso se constata pelo aumento de expectativa de vida do 
paciente, bem como a redução da toxidez e de outros efeitos colaterais da quimioterapia. 
À luz desse fato, Swan e Vincent [33] propuseram pela primeira vez que o 
problema da escolha de um tratamento quimioterápico fosse modelado por intermédio de 
um problema em Controle Ótimo Determinístico. Para isso, a dinâmica das células sob 
efeito da droga foi modelada por um sistema dinâmico (no caso , uma equação diferencial 
ordinária) e a esse sistema foi atribuída uma performance a ser minimizada (no caso, a 
quantidade de droga injetada no paciente). Em outras palavras, o problema. poderia ser 
formulado da seguinte maneira: qual deve ser o tratamento (isto é, de que maneira deve-se 
efetuar a injeção de droga) a fim de que num determinado intervalo de tempo o tumor 
atinja um nível pré-fixado e a concentração de droga injetada seja a menor possível, dado 
que o número de células tumorais evolui conforme um comportamento pré-determinado. 
Vários trabalhos foram publicados nesta área, abrangendo diversas dinâmicas de células 
tumorais e diversos critérios (ver S\oran [32]). 
Dentro deste contexto, este trabalho tem como objetivo propor políticas ou 
estratégias de tratamentos quimioterápicos, quando as células tumorais obedecem a uma 
certa classe de funções de crescimento e possuem a propriedade de desenvolver resistência 
espontânea ao efeito da droga como resultado de uma mutação que consiste na troca 
permanente de material genético. A importância da resistência bioquímica reside no 
fato de que é uma das principals causas de fracasso dos tratamentos quimioterápicos. 
A despeito de sua importância, poucos foram os trabalhos que incluíram explicitamente 
esta resistência em suas modelagens no contexto de Controle Ótimo (ver Swan [32] para 
resistência induzida pela droga, Martin et al. [16] para resistência espontânea). 
A abordagem da resistência celular neste trabalho segue as idéias propostas por 
Skipper [23) e a modelagem da evolução das células tumorais incluindo a resistência, é 
baseada no trabalho de Vendite [35], onde é feita uma análise do comportamento do tumor 
sob a atuação de alguns tipos de tratamento quimioterápico, com intuito de se obter a 
rninimização das células tumorais. 
O objetivo deste trabalho é encontrar um (ou mais} tratamento que satisfaça ao 
critério pré-estabelecido de minimização das células turnorais e da quantidade de droga 
injetada no paciente, isto é, minimizaçã.o da toxidez. Nos casos em que não foi possível de-
terminar tratamentos ótimos, procuramos fazer comparações entre tratamentos plausíveis 
(sugeridos pela lei de controle). É importante ressaltar que os modelos utilizados neste 
trabalho são de natureza qualitativa, objetivando determinar a natureza qualitativa de 
uma possível estratégia ótima para o tratamento quimioterápico. Portanto, os resultados 
obtidos dizem respeito ao comportamento do tumor sob efeito do tratamento proposto, 
sem no entanto, especificar valores numéricos aos parâmetros do modelo. 
Separamos em capítulos a análise de cada modelo estudado: 
No capítulo 1 são apresentadas as etapas de modelagem do problema de trata-
mento quimiteorápico em termos de Teoria de Controle Ótimo que foram utilizadas no 
decorrer do trabalho. Consistem na formulaç.ào matemática do crescimento tumoral sem 
a presença da droga, do efeito da droga nas células tumorais e por fim, na formulação dos 
critérios a serem seguidos pelo tratamento. 
Em posse do material coletado no capítulo 1, passa-se à resolução do problema 
de Controle Ótimo nos capítulos subsequentes, onde a resolução consiste em encontrar 
um tratamento quimioterápico ótimo que satisfaz um determinado critério. Uma carac-
terística comum a todos os problemas abordados neste trabalho é a resistência celular 
espontânea ao efeito da droga. 
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Na parte final do trabalho (conclusão) fizemos uma análise comparativa entre 
os tratamentos propostos nos capítulos anteriores com intuito de esclarecer as causas das 
diferenças existentes entre os tratamentos. Desta forma, pretendemos delinear algumas 
características qualitativas de tratamentos quimioterápicos a serem possivelmente utiliza-
das na determinação de tratamentos quimioterá.picos ótimos em modelos mais complexos. 
Finalmente alguns esclarecimentos sobre o sistema de referência e termos 
técnicos adotados neste trabalho: as expressões matemáticas estão numeradas de acordo 
com o capítulo em que se encontram; os teoremas, lemas e proposições estão numerados de 
acordo com as suas respectivas ordens de aparição dentro de cada capítulo, independente 
da numeração deste. Por isso as referências a estes itens entre capítulos são do tipo, lema 
* do capítulo **• etc; os termos droga e fárma.co são usados indistintamente. 
Em relação ao tema proposto procuramos fazer um levantamentO bibliográfico 
exaustivo dentro das possibilidades oferecidas em nosso ambiente de pesquisa. De qual-
quer modo, por precaução, os trabalhos foram enviados para publicação em revistas es-
pecializadas, sendo que um deles (referente ao capítulo 2) já foi publicado no IMA -
Journal of Mathematics Applied in Medicine and Biology e o capítulo 3, com sua revisão 
aceita, está para ser publicado na mesma revista. Os capítulos 4 e 5 foram submetidos 
à revista Mathematical Biosciences. Esta foi a forma encontrada para garantirmos sua 




' Controle Otimo Aplicado a Tratamentos 
Quimioterápicos 
Um número crescente de trabalhos clínicos em quimioterapia têm tratado da 
injeção contínua de fármaco na regiâú tumoral-designada por quimioterapia ''regional". 
A terapia apresenta vantagens dentre as quais pode-se citar o aumento da expectativa de 
vida do paciente, redução da toxicidade e de outros efeitos colaterais da quimioterapia. 
As técnicas da teoria de controle ótimo em engenharia parecem prover uma 
abordagem adequada para examinar os modelos teóricos que lidam com injeção contínua 
de fármaco. O intuito desta abordagem é determinar uma (ou várias) "estratégias" ótimas 
de injeção de fármaco. No decorrer do trabalho define-se mais precisamente o que significa 
o termo "estratégia" ótima. 
A fim de fundamentar o emprego do controle ótimo na quimioterapia, apresen-
tamos brevemente no presente capítulo os seguintes aspectos do problema: Modelos de 
Crescimento Tumoral, Efeitos do Fármaco no Crescimento Thmoral, Critérios de Perfor-
mance do Fármaco. 
Esses tópicos serão desenvolvidos a seguir. 
1. Modelos de Crescimento Tumoral 
Para se usar a teoria de controle ótimo é necessário um modelo matemático 
que descreva o crescimento das células tumorais. A escolha de tal modelo é um processo 
delicado, já que os modelos existentes são oriundos de estudos empíricos ou ajuste de 
curvas, ou teóricos, ainda não conclusivos. 
Neste trabalho os modelos matemáticos consistirão em equações diferencais or-
dinárias onde a variável dependente será o número de células tumorais e a variável in-
dependente será o tempo. Frequentemente, os parâmetros envolvidos nas equações só 
podem ser calculados através do ajuste do modelo aos dados reais do tumor. 




Modelo de Gompertz 
O crescimento tumoral segundo Gompertz é dado pela seguinte equação dife-
rencial ordinária: 
dL = -aL/n(L) 
dt e L( O) = Lo (!.J) 
onde L(t) é o número total de células e 8 o valor de saturação do tumor, i.e., quando 
l = O, e o uma constante com dimensão tempo- 1 • Simpson-Herren e Lloyd [22] usam a 
equação de Gompertz para descrever nove tipos de tumor experimental, e uma aplicação 
clínica é dada em Sullivan e Salmon [25] para a. cinética do crescimento do tumor em 
Meloma IgG múltiplo. Swan [32] argumenta que não há consenso quanto à medição do 
nível de saturação B. Discussões sobre a aplicação e simulação do modelo de Gompertz 
em Meloma múltiplo podem ser encontrados em Aroestry at ai. [2]. Outras referências 
sobre a aplicação do modelo de Gompertz são dadas em Swan [32] (p. 240 ). 
Entretanto, vários autores (Zietz e Nicolini [38], Eisen [10}) argumentam que 
não existe um embasamento para o uso convencional do modelo de Gompertz, sendo sua 
aceitação geral e uso, uma representação conveniente. 
A equação de Gompertz pode ser integrada através da transformação de 
variáveis y = In ( ~), gerando 
L(t) = L(O) exp [~o (I - exp( -ai))] 
onde Ao 
t-+ 00. 
aln (L~ O)). A população tende assintoticamente a L(O) exp (~o) quando 
Modelo Logístico 
A equação diferencial 
dL=aL-bL2 
dt L( O) =Lo (1.2) 
é conhecida por equação logística. Rashevsky [19] parece ter sido o primeiro a utilizá-la em 
pesquisa de tumores cancerígenos. A sua derivação resultou das suposições de crescimento 
exponencial e inibição mútua do crescimento - características biológicas plausíveis. O 
mecanismo biológico responsável pela desaceleração em (1.2) é a. inibição mútua ou de 
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massa do crescimento. De Wys [8] discute a característica do retardamento do crescimento 
do tumor com o aumento da massa deste. 
Outra maneira de analisar {1.2) é a seguinte: o termo a representa o excesso 
da taxa de nascimento sobre a taxa de mortalidade. Supondo que o fator limitante seja 
a presença de uma substância tóxica ou inibitória de crescimento e que ela se difunda 
livremente no meio celular, uma dada célula detecta o efeito tóxico acumulativo de todas 
as L células. Então, o efeito tóxico sobre uma célula é proporcional a L e assim o efeito 
total sobre as L células é L vezes o efeito sobre uma célula, e portanto, proporcional a 
L 2 , o que sugere o termo bL2 • 
Extensão do modelo logístico 
Um modelo mais abrangente que o logístico é proposto a seguir: 
dL 
-=aL-bP dt L( O) = L0 (1.3) 
Quando 1 < 1 < 2 a curva gerada por (3) é rapidamente crescente e pode ser apropriada à. 
modelagem de tumores que possuem crescimento rápido, como leucemia aguda e linfoma.. 
Para valores de 1 > 2, as curvas são a.propriadas para tumores de crescimento lento (exs., 
adenocarcinoma do cólon e pulmão). 
Modelo de Cox-Woodbury-Meyers 
Este modelo consiste na seguinte equação diferencial 
dL dt = [aL/(1 + )JL)]-1L L( O) = L0 (1.4) 
onde a,{3,f são constantes e L o número de células do tumor em cada instante t. Este 
modelo foi confrontado com os dados obtidos em animais, mas seu resultado foi positivo 
somente na média e não no plano individual dos experimentos. Infelizmente o modelo não 
foi ajustado para. nenhum caso de dados humanos. 
Segundo Swan [27], a é a taxa intrínseca de crescimento do tumor quando to-
das as células estã-0 em fasej j3 é um parâmetro que dá. a medida da ta.xa de secreção 
celular de uma molécula inibitória, seu volume de distribuiçã.o e sua taxa de degradação 
ou excreção. A morte de células tumorais é representada pelo temos "(L. A solução de 
a-? (1.4) tende a L• = --y;:r· 
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2. Efeitos do Fármaco no Crescimento Tumoral 
Uma possível maneira de se modelar a taxa de mortalidade das células sob efeito 
do fármaco é acrescentar um termo de perturbação do crescimento tumoral nas equações 
do item anterior: 
Efeito Linear 
h= kuL. ( 1.5) 
Este efeito está relacionado com o conceito "log-kill" desenvolvido por Skipper et 
ai. [24], que sugere que a taxa de mortalidade devido ao fármaco depende da concentração 
deste no local onde reside o tumor e dada uma dosagem de droga, esta elimina uma fração 
constante das células, independente do seu tamanho populacional. A representação deste 
efeito é dada por (1.5), onde k é uma quantidade com dimensão tempo-1 e concentração-I 
e u é a concentração de droga no tumor. 
Informação sobre a concentração u(t) não é imediatamente disponível e por-
tanto, uma suposição propõe que u(t) seja aproximada pela concentração da droga in-
jetada no paciente. A hipótese do efeito linear parece não ter sido testada em tumores 
clínicos, onde a resistência à droga pode induzir um decrescimento do fator de eliminação 
das células. 
Efeito de Saturação 
Este efeito é baseado nas seguintes propriedades básicas: se o efeito da droga 
pode ser medido continuamente num indivíduo, então, ao passo que a concentração da 
droga aumenta sem limite, o seu efeito deve tender a um valor máximo. Por outro lado, 
quando não há droga, o efeito é nulo. Uma possível representação para este tipo de 
saturação pode ser da forma: 
h= K 1u 
1(2 + u 
onde /(1 e /(2 são constantes positivas eu a concentração do fármaco. Justificativas para 
seu uso em aplicações in vivo podem ser encontradas em Holford e Sheiner [13]. 
É importante salientar neste ponto que supõe-se que haja uma mistura InS-
tantânea da droga com o plasma e que esta se desloca para o sítio tumoral sem retardo. 
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3. Critérios de Performance do Fármaco 
Os critérios de performance vêm prover um significado formal à melhor maneira 
de se controlar um crescimento tumoral. Ou seja, quer-se controlar o crescimento através 
da realização de um certo critério. Para tornar a idéia mais clara, segue um exemplo: 
objetiva-se reduzir o tumor a um tamanho pré-determinado no menor tempo possível, 
isto é, o controle do crescimento tumoral tem que ser feito o mais rapidamente possível 
(critério). Outros exemplos poderiam poderiam ser fornecidos. Assim, o tipo de controle 
vai depender do critério a ser adotado. 
Quantidade de Fármaco Injetada 
Supondo-se que a concentração do fármaco no sítio tumoral seja aproxima-
damente igual a taxa de injeção do fá.rmaco no instante t, u(t), este critério pode ser 
formulado como 
J = J,T 11(t)dt 
onde T é a duração do tratamento. Este critério pode ser utilizado como indicador da 
toxicidade provocada pelo fármaco. 
Número de Células Thmorais e Normais 
A quimioterapia não só elimina células tumorais, como as normais também. 
Um critério seria a minimização das células tumorais, i.e., 
{T . 
J 1 = L1 (t), ou equivalentemente, 11 =lo L1 (t)dt 
ou maximização das células normais, i.e., 
{T. 
J2 = L2(t), ou equivalentemente, J2 =lo L2(t)dt . 
É importante observar que num tratamento quimioterápico estes dois critérios 
são conflitantes (Zietz e Nicolini [38]). 
Extensão do item anterior 
Ao longo de um tratamento existe um custo., em termos da saúdE' do paciente, 
que se reflete na redução de células normais em decorrência da aplicação da droga (e 
5 
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como consequência, uma maior suscetibilidadc a infecções) e ao número elevado (devido 
à dinâmica de crescimento celular) de células tumorais. 
Um critério similar ao anterior que leva em consideração este custo, requer a 
maxirnização do excesso de células normais acima do nível Af1 e a minimlzação de células 
tumorais abaixo de um nível M 2• Critérios que levam em consideração estes fatores podem 
ser dados por: 
J, ~ J,T (L2(t) - M2)dt . 
Critério envolvendo células tumorais e fármaco 
Um critério envolvendo células tumorais e fármacos pode ser escrito da seguinte 
forma genérica: 
J ~ {(w(L) + pu 2)dt. 
Esta escolha é motivada pelo fato de que o integrando deve conter contribuições 
da populaçiW L(t) (veiculadas através do termo w(L)) e do fármaco u(t). O segundo termo 
reflete um peso no custo do controle que pode ser penalizado infinitamente. Entretanto, 
Swan [26] argumenta que u2 não possui um significado biológico plausível. 
Caso especial do item anterior 
Seja o critério 
A minimização deste funcional requer que o excesso de tumor acima do nível Ld 
(nível mínimo de tumor que pode ser diagnosticado) seja rninimiza.do. Corno o tra-tamento 
tem corno um de seus objetivos diminuir as células turnorais, os clínicos argumentam que 
o tumor deveria ser reduzido ao nível Ld, uma vez que abaixo deste nível a sua medição 
não é mais possível. Swan [30] argumenta que a razão L d/ L é proposta para assegurar que 
as contribuições numéricas do primeiro termo não se sobreponham às do segundo termo. 
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Penalização linear para quantidade de droga e células tumorais 
Swan [26] argumenta que deve haver um compromisso entre a droga injetada 
(toxidez) e o nível de células tumorais. Para isso, propõe uma forma linear de critério que 
penaliza a quantidade droga e o tamanho do tumor: 
J = {(au(t) + bL(t))dt a,b >O. 
Ao contrário do item anterior, neste caso os termos do funcional são lineares 
em u e L, não havendo objetivo de manter o tamanho do tumor em torno de um valor 
pré-fixado. 
4. Problema de Controle Ótimo Determinístico em Quimiote-
rapia 
A obtenção de tratamentos quimioterápicos ótimos pode pode ser formulada 
como a solução do seguinte problema em Controle Ótimo Determinístico: 
~Tin J(L, Lo, u) 
sujeito a 
dL dt = g(L)- h(u)L L(O) =Lo 
onde g, h e J são escolhidos, dentre outras possibilidades, dos itens 1, 2 e 3 respectiva-
mente. 
O ferramenta! matemático utilizado neste trabalho para determinar a solução 
deste problema de Controle Ótimo Determinístico foi o Princípio do Mínimo de Pontryagin 
([3], [4]). 
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Capítulo 2 
' Tratamentos Quimioterápicos Otimos com 
Resistência ao Fármaco e Limite de Toxidez 
1. Introdução 
Em muitas situações práticas é necessário controlar o crescimento de certas po-
pulações usando alguma espécie de tratamento químico. Em quimioterapia, por exemplo, 
almeja-se controlar o número de células tumorais nos pacientes e por razões de segurança 
de saúde, deve-se recorrer a um uso adequado das drogas envolvidas. Entretanto, entre os 
vários aspectos que dificultam a obtenção de uma resposta satisfatória para este problema 
estão a falta de conhecimento detalhado acerca da eficácia das taxas de mortalidade in-
duzidas pela droga, do processo de resistência celular à droga, e de modelos satisfatórios 
de crescimento celular. 
A fim de tentar entender como estes aspectos estão relacionados, consideramos 
um modelo compartimental simplificado no qual as células tumorais a serem controladas 
são compostas de unidades sensíveis à. droga e resistentes à droga., sendo esta resistência 
adquirida através de mutação espontânea a uma certa taxa. O aspecto da resistência é 
relevante visto que é considerado como um dos principais complicadores dos tratamentos 
quimioterápicos (ver Goldie et ai. [ll], Skipper f23]). O tratamento em si consistirá na 
injeção contínua de uma droga não-ciclo-específica (isto é, elimina as células cancerígenas 
independentemente da fase do ciclo de vida em que elas estiverem). O suporte clínico 
para o tratamento contínuo e suas vantagens sobre o tratamento com injeção discreta 
de droga podem ser encontrados em Dorr et al. [9] e Shepard et ai. [21]. Swan & 
Vincent (33] elaboraram a primeira análise teórica que demonstrou a viabilidade, para 
tumores em seres humanos, de tratamentos quimioterápicos contínuos como alternativa 
para protocolos quimioterápicos usuais. Outros trabalhos clínicos a favor de tratamentos 
contínuos em quimioterapia são fornecidos por Swan [32]. O modelo será suficientemente 
genérico para compreender várias taxas de crescimento celular e mortalidade induzida 
pela droga que são utilizados na teoria de tratamentos quimioterápicos. 
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2. Modelo de Crescimento Tumoral Submetido a 
Tratamento Quimioterápico 
--"-"'-' ,._ 
Antes de exibir o modelo matemático de crescimento tumoral submetido a um 
tratamento quimioterápico que consideraremos neste capítulo 1 explicltaremos as hipóteses 
biológicas sob as quais ele será deriva.do: 
a) o tumor é considerado como uma população de células que cresce de forma 
homogênea, isto é1 não depende da posição da célula no interior do tumor. 
b) o tumor consiste também de células resistentes à droga.1 cujo crescimento 
depende do tamanho de sua própria população, bem como do tamanho da população das 
células sensíveis. Este último tipo de dependência deve-se à mutação espontânea aleatória 
das células sensíveis, tornando-se resistentes durante a fase de mitose~ que ocorre segundo 
uma probabilidade constante. Desta maneira, as células sensíveis não se tornam resistentes 
durante seu ciclo de vidai somente as suas células-filhas podem adquirir resistência à 
droga durante a mitose. Uma validação biológica deste tipo de resistência foi testada em 
experimentos "in vitro" com uma linhagem de células T-linfoblásticas CCRF-CEM. Uma 
descrição destes experimentos pode ser encontrada em Vendite [35]. 
c) a taxa de mortalidade induzida pela droga (número de células eliminadas 
por unidade de concentração da droga) é considerada como função das células sensíveis. 
Caso estas sejam mantidas num nível constante, a taxa de mortalidade induzida cresce 
linearmente com a concentração da droga. 
O seguinte sistema é um possível modelo para o comportamento de células 
turnorais submetidas a um tratamento químioterápico, quando as suposições anteriores 
são consideradas: 
dx dt = xf(y) + af(y)(y- x) 
dy dt = yf(y)- u(t)g(y- x), (21) 
x(O) = xo y(D)=Yo· 
Neste contex-to t 2:: O representa o tempo; y(t) E IR é o número de células tumorais no 
instante i 1 x(t) E IR é o número de células resistentes à droga. Qualquer condição inicial 
(x0 ,y0 ) é tal que x0 < y0; f(y) é a taxa de crescimento específica que pode depender 
ou não da população total de células; O < a < 1 é a fração por unidade de tempo das 
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células sensíveis que se tornam resistentes; O ::=::; u(t) ::=::; um é a concentração da droga 
no sítio tumoral (suposta limitada, i.e., Um < +oo ); g é a taxa de mortalidade induzida 
pela droga. por unidade de concentração da droga e é uma função das células sensíveis. 
As funções f e g são supostas de classe C1• O problema de Controle Ótimo, com 
tempo final livre, associado à dinâmica das células tumorais descrita por (2.1), consiste 
em encontrar um tempo O:::; tj < +oo e uma função de variação limitada u* : [O; tj] ......, IR 
tal que O :5 u•(t) :5 Um em [0, tj]. 
u* denotará a concentração ótima da droga no seguinte sentido: 
J,(u·(·), tj) = min{J,(u, t f) u E Bli[O, t f], t f > O; O :5 u(t) :5 um)· (2.2) 




O primeiro termo do funcional representa o número de células tumorais no fim 
do tratamento. O termo da integral denota a quantidade total de droga que atinge o 
sítio tumoral, indicando uma medida de toxidez. A constante c serve como um ajuste de 
dimensões e também como fator de penalização, isto é, quanto maior o valor de c, maior 
a penalização imposta. à. toxidez causada pela droga. Quando c = O, o problema se reduz 
à minimização do número de células tumorais ao final do tratamento, em tj. 
No tocante às funções f e g que aparecem em (2.1), consideramos as seguintes 
suposições: 
i) J,g são de classe C', satisfazendo g(O) =O, g(s) >O e g'(s) >O quando s >O. (2.4) 
ii) Existe Ym >O tal que f(Ym) =O e f(y) >O para O :o; y < Ym· (2.5) 
iii) f(y) >O para y 2 O e g é globalmente Lipschitz. (2.6) 
Em {2.4) ac; duas primeiras expressões relativas à função g indicam que o efeito 
da droga está relacionado com a existência de células sensíveis e g'( s) > O indica que o 
efeito da droga cresce à medida que a. população de células sensíveis aumenta. 
Em (2.5) supõe~se que o tumor cresça em função do seu próprio tamanho e 
que exista um nível populacional máximo (nível de saturação), Ymi tal suposição está de 
acordo com todos os modelos propostos (cf. cap. 1). 
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Em (2.6) supõe-se que não exista. um tamanho máximo para o tumor e que o 
incremento relativo da taxa de mortalidade induzida pela droga por unidade de concen-
tração seja limitada. 
Seja O um aberto de JR 2 definido por: 
i) !l = {(x,y) E IR': O< x, O< y, x < y) 
se as suposições (2.4) e (2.6) forem verdadeiras 
ii) !l={(x,y)ElR2 :0<x,O<y<ym,x<y) 
se as suposições (2.4) e (2.5) forem verdadeiras. 
(2.7) 
Com este conjunto de definições e suposições e usando o Princípio do Mínimo 
de Pontryagin (Athans & Falb [3], Kirk (4]), concluímos que o tratamento ótimo é do tipo 
"bang-off''; mais precisamente, provamos o seguinte teorema: 
Teorema 1: Sob as suposições (2.4)} (2.6) e x 0 < y0 ou as suposições (2.4)} (2.5)} e 
x 0 < Yo < Ym 1 onde Ym é o nível de saturaçâo do tumor definido em (2.5))} o tratamento 
ótimo é dado por u"(t) =Um, com OS t S tf, onde t1 é obtido de (d/dt)y(tJ) = -cum, 
set1 >0. 
É importante salientar que (2.1) é uma generalização do modelo para tratamento 
quimioterápico com resistência à droga estudado por Vendite [35], Vendi te & Bonazza [36], 
Vendite et al. [37]. 
A demonstração do Teorema I é obtida de alguns lemas que se seguem onde 
supomos que (2.4) e (2.6) ou (2.4) e (2.5) valem e que (x0 ,y0 ) E !l (com !l definido em 
(2.7i) ou (2.7ii), de acordo com o conjunto de suposições considerado). 
Primeiramente, consideramos o sistema livre, isto é, u(t) =O em (2.1). Temos 
então o seguinte lema: 
Lema I: Se u(t) = O} entâo o conjunto n é invm'iante positivo e em particular, uma 
trajetória começando em f1 com t = O nunca atingirá o bordo de fl em tempo finito. 
Prova: De fato, considerando (2.4) e (2.6) válidas, basta observar que x = y (x >O) é uma 
curva integral do sistema; que (0,0) é um ponto de equilíbrio instável; que o campo vetorial 
associado reduz-se a (ayf(y),yf(y)) nos pontos (O,y) sobre o eixo y, sendo a componente 
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horizontal estritamente positiva para y > Oi e que as hipóteses de regularidade (2.4) 
garantem que o teorema de existência e unicidade de soluções de equações diferenciais 
ordinárias valha. 
No caso das hipóteses (2.4) e (2.5), ba.stél observar que os pontos da forma 
(x,y .... ) são pontos de equilíbrio. 0 
Provamos em seguida um resultado similar ao anterior para o sistema sob con-
trole (2.1), isto é, u(t) 2: O. 
Lema 2: Dado que Os; u(t) é uma função de variação limitada, uma solução (x(t),y(t)) 
de (2.1) começando em n no instante t:::: o, nunca ating1:rá o bordo de n em tempo finito. 
Prova: Demonstramos primeiramente o resultado para o caso das hipóteses (2.4) e (2.5). 
Suponhamos que o resultado não seja verdadeiro. Consideramos, então, o menor tempo 
positivo l tal que (x(i); y(i)) E 80. (onde 80. denota o bordo de 0.). Assim, (x(t), y(t)) E !1 
para t E [0, l). Vamos analisar agora as diversas possibilidades adYindas desta fato: 
Primeiro, sejam x(l) = O e O < y(t) < Yrn· Desde que u(t) é de variação 
limitada, da primeira equação temos: 
~;(i-)= O J(y(l)) + of(y(i)Jiy(i)- O]> O . 
Por outro lado, já que x(t) :::: O e (l-e) > O para c > O suficientemente pequeno, 
temos que (djdt)x(l-) s; O, contradizendo o resultado anterior. 
Segundo, suponhamos que y(i) = Ym- Já que da condição (2.4), g(y(t)-x(t)) 2: 
O para i E [0, ~'temos que para quase todo tE [0, l], 
dy dt = y(t)f(y(t))- u(t)g(y(t)- x(t)) <;; y(t)f(y(t)). 
Por outro lado, se (x 1(t),y1(t)) denotar a solução de (2.1) com u(t) =O e as 
mesmas condições iniciais, temos para todo t E [O, lJ 
dy, dt(t) = y,(t)f(y,(t)) 
Portanto, segundo o resultado de inequações diferendais (ver Rale [12], p. 30), con-
cluímos que y(t) <;; y1(t) para todo t E [0, ~· Em pMticula.·, Ym = y(i) S y,(l) e assim 
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(x1(i},y1(i}) 1/ fl, contradizendo o lema 1. 
Terceiro, suponhamos que x(i} = y(t). Como g é C1 , g(O) =O, g(s) :0: O para 
s > O e f! é compacto, segue que existe um .M 2: O tal que 
g(y- x) = jg(y- x)j S Mjy- xj = M(y- x) 
para todo (x,y) E fi. 
Assim, para quase todo tE (0, 0, subtraindo a segunda. equação da primeira em 
(1.1), concluímos que 
gerando 
r'( g(y(s)- x(s))) O= y(l)- x(l) = (Yo- x0 )exp fo (1- a)f(s))- u(s) y(s) _ x(s) ds, 
o que é uma contradição porque y0 - x 0 > O e o termo da integral é limitado para [finito 
já que 
lg(y(s) -x(s))l< M. y(s)- x(s) -
Portanto o lema é verdadeiro no caso das hipóteses (2.4) e (2.5). 
O outro caso é mais simples pois nã.o é necessário considerar a segunda pos-
sibilidade e na terceira tem-se por hipótese que g é globalmente Lipschitz e portanto o 
argumento anterior também é verdadeiro. 
Passamos agora ao estudo do problema de Controle Ótimo (2.2). Para isto 
introduzimos o Hamiltoniano 
H(x, y, À1 , Àz, u) = .\,[xj(y) + a](y)(y - x )] + Ã,jyf(y) - ug(y- x )] +cu (2.8) 
onde ),1 e >. 2 sã.o denominadas variáveis de coestado. 
Se (u"' 1 tj) for o controle ótimo e (x-(t),u*(t)) sua trajetória ótima. correspon-
dente, a trajetória ótima associada (.\i(t), >.;;(t)) no espaço de variáveis de coestado deve 
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satisfazer o problema de valor de contorno (ver 1\irk [14), p. 233) 
dx 
dt = xf(y) + af(y)(y- x) 
dy 
dt = yf(y)- u(t)g(y- x) 
di- 1 oH {) dt =-ih= -!.rf(y)(1- a)+ !.,u(t) a)g(y- x)) 
d).2 OH I I 
-d = --0 = -!.r[xf (y) + af (y)(y- x) + af(y)) t y 
->.,[yf'(y) + f(y)] + .\2u(t) :Y[g(y- x)), 
x(O) = Xo , y(O) = Yo , .\1 (tj) =O , >.,(tj) = 1. 
llill :IL 
(2.9) 
Uma vez que se trata de um problema de controle ótimo com tempo final livre 
e o sistema (2.1) autônomo devemos ter: 
H(x•(t),y•(t),>.;(t),>.;(t),u•(t)) =O para todo tE [O, tj). (2.10) 
Aplicando o Princípio do Mínimo de Pontryagin, obtemos a seguinte lei de 
controle ótimo: 
u•(t) = { ~m 
Indeterminado 
se c- >.;(t)g(y•(t)- x•(t)) >O 
se c- -X;(t)g(y•(t)- x•(t)) <O 
se c- !.;(t)g(y•(t)- x•(t)) =O. 
(2.11) 
Observação: Se c- >.;(t)g(y*(t)- x*(t)) = O durante um certo intervalo de tempo, o 
controle referente a este intervalo chama-se contTOle singular. 
Os lemas que seguem têm como objetivo investigar a possibilidade de ocorrência 
dos casos em (2.11). 
Lema 3: O controle ótimo u'" é tal que u*(tj) =Um· 
Prova: Vamos supor que a assertiva seja falsa. Então, de acordo com (2.11), temos que 
u•(tj) = O ou c- >.;(tj )g(y• (tj) - x•( tj)) = O. Em ambos os casos, utilizando a expressão 
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do Hamiltoniano {2.8) calcula<lo em t = tj e o fato que .\1(tj) =O e .\,(tj) =I {ver 
(2.9)), concluímos que y•(tj)f(y•(tj)) =O. 
No caso das hipóteses (2.4) e(2.6), a última igualdade mostra que y•(tj) =O, o 
que implica (x•(t f), y•(t f) E ilíl, contradizendo o lema 2. 
No caso das hipóteses (2.4) e (2.5), concluímos que y'"(tj)) =O, o que gera a 
mesma contradição que a anterior, já que f(y• ( tj)) = O. Portanto, y'"( t 1 ) é uma raiz de 
f. Para provar que y'"(tj) = Ym• verificamos através do Lema 2 que (x*(t),y*(t)) E fl 
para todo t ~ O e portanto y*(t) ~ Ym· Assim, limt-+tj- y'"(t) = y'"(tj) ~ Ym e Ym 
é a única raiz de f em (O,ym]: daí concluímos que y'"(tj) = Ym· Mas isto implica que 
(x•(tj),y•(tj)) E ilíl em contradição ao lema 2. 0 
Lema 4: .\i(t) ~O para todo tE [O, tj]. 
Prova: Suponhamos que exista t 0 E (0, tj) tal que -'2(t) < O; ij é excluído visto que 
.\i(tJ) = l por (2.9). Pela continuidade de .\i(t) podemos tomar o menor t1 E (O,tj) tal 
que .\i (ti) =O. Desde que para tE [to, t1 ), .\i(t) <O, c~ O e g(y•(t)- x•(t)) > O segue 
que c- .\i(t)g(y•(t)- x•(t)) > O e de (2.11) concluímos que u•(t) = O para t E [t0 , t,j. 
Neste mesmo intervalo o Hamiltoniano fornece a seguinte relação 
.\;(t){x•(t)j(y•(t)) + <>f(t))[y•(t)- x"(t))} + .\i(t)y•(t)f(y•(t)) =O. 
Portanto, 
.\•(t) =- y•(t)f(y•(t)) .\•(t) (212) 
1 x•(t)f(y•(t)) + <>J(y•(t))[1t(i)- x•(t)] 2 · · 
Substituindo este resulta.do na terceira equação de (2.9), temos que para tE (t0 , ti) 
onde 
onde 
d.\; = k(t).\i' 
dt 
k t _ M(t)y"(t)j(y"(t)) 
( ) - x•(t)f(y•(t)) + <>f(y•(t))[y•(t)- x•(t)] 
-y•(t)J'(y•(t))- f(y•(t)) + u•(t)g'(y•(t)- x•(t)), 
M(t) = {x•(t)J'(y"(t)) + of'(y"(t)j[y•(t)- x•(t)] + of(y•(t))). 
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Desta equação para >.2(t), podemos concluir que para E > O, suficientemente pequeno, 
vale: 
.<;(tl- E)= .li(to) exp !''-' k(t)dt. },, (2.13) 
Do lema 2, ternos que há duas constantes positivas d1 e d2 tais que tE [t 0 , ti],j(y*(t))?: d1 
e y*(t)- x'"(t) ~ d2• Portanto, k(t) é lirnltado no intervalo ft0 , t 1J e fazendo e tender a 
zero em (2.13), então, pela continuida.de de >.::;(t), concluímos que 
1
,, 
O~ .<;(t1) ~ .<;(t0 ) exp k(t)dt. 
'" 
(2.14) 
1" Mas .\2(t0 ) <O e k(t)dt <+ao e a última equação é uma contra.diçã.o. 
'" 
o 
Lema 5: .<;(t) >O para todo tE [O, tj). 
Prova: Primeiro, observando o lema 3 e a terceira equação em (2.9), junto com as 
condições finais de .\ 1 e .\ 2 (ver (2.9)), temos que 
d>: d/(tj-) = -umg'(y•(tj)- x•(tj)) <O. 
Assim, >.;(t) > O numa vizinhança de tj. Suponhamos que .\j(t) =O para algum tempo 
t E f O, t f) e que t0 E [O, t f) seja o instante ma.is próximo de ij com esta propriedade. 
Então, existe um ponto máximo f E (t0 , tj) para >.~Jt) e assim,>.;([)> O. 
Usando de novo a. terceira equação em (2.9) para calcular a derivada à esquerda 
de ).~ em f, já que l é um ponto de máximo, concluímos que 
d-<·w-J OS 1dt = -.<;(i)f(y•(i))(l- a)- .<;(i)u•(t-)g'(y•(i)- x•(i)) <O 
uma contradição que implica o resultado enunciado. o 
Observação: Com um argumento simila.r a.o procedimento usado prova-se que Ài'(l) é 
estritamente decrescente. 
Finalmente podemos completar a. prova do Teorema l: 
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Prova do teorema 1: É necessário provar que a única possibilidade em (2.11) é a 
segunda. De fato, se para algum instante t E [O,tjJ o controle u•(t) é zero ou singular, 
então (2.8) e (2.11) fornecem exatamente a relação (2.12) entre A;(t) e A;(t). Ainda mais, 
y'(t) >O, f(y'(t)) >O e y'(t)- x'(t) >O, e usando os lemas 4 e 5, temos 
onde a é um número positivo, o que é uma contradição. Então, u(t) ::::::; um para todo 
tE [O,tj). 
Agora, vamos caracterizar tj. Para isto, observamos que se tj > O então, do 
fato de que Jc(u*(·), tj) é um mínimo e tj está no interior de [O,oo), concluímos que 
aaJ'(u'(·),tj) =O. 
t, 
Desta conclusão e da definição (2.3) 1 segue que 
~~ (tj) +c u'(tj) =O 
o que prova o resultado enunciado. 0 
3. Discussão 
O resultado obtido neste capítulo era intuitivamente esperado, mas a conclusão 
do teorema quanto à independência da estratégia de tratamento ótimo com relação às 
taxas específicas de crescimento e às taxas de mortalidade induzidas pela droga é impor-
tante e de alguma maneira justifica o que é feito na prática, onde o grau de incerteza é 
elevado. 
No caso c ;;;::: O o tratamento ótimo pode ser interpretado do seguinte 
modo: administra-se a droga de maneira que a concentração da droga no sítio tumo-
ral seja a máxima permissível (um) até que a população tumor a] seja a menor possível 
((d/dt)y(t1)::::::; 0), quando entã.o o tratamento é interrompido. Quando c> O, o trata-
mento deve ser interrompido antes devido aos fatores inerentes à toxidez. 
Através de métodos numéricos, Vendi te [37 ,38], conjecturou sobre a mesma 
estratégia ótima para c~ O. Neste trabalho fazemos uma prova de uma generalização 
desta conjectura. 
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O uso da teoria. de controle ótimo no estudo de tratamentos quimiotenípicos 
pode ser encontrado em vários trabalhos (Swan [29,32]; Swan & Vincent [33]; Murray 
[17,18], Zietz & Nicolini [38]), embora resistência. à droga não esteja incluída neles. 
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Capítulo 3 
• Tratamentos Quimioterápicos Otimos com 
Resistência ao Fármaco, Efeito 
de Saturação e Toxidez 
1. Introdução 
No capítulo anterior foi proposto um tratamento quimioterápico ótimo levando 
em consideração células resistentes à droga. A variável de controle, u(t), foi designada 
pela concentração da droga no sítio tumoral. A taxa de mortalidade foi suposta linear-
mente proporcional à concentração da droga e dentro deste esquema, o tratamento ótimo 
consistiu no valor máximo de concentração durante o tempo de aplicação. 
Na prática clínica, contudo, oncologistas utilizam um tipo de saturação na taxa 
de mortalidade induzida pela droga, cuja justificativa se encontra na teoria fármaco-
dinâmica (ver Swan [32], p. 242). Neste capítulo propomos elaborar tratamentos ótimos 
quando este tipo de saturação da droga é considerado. 
A inclusão da saturação gera uma dinâmica bem mais complicada do que aquela 
encontrada no capítulo 2. Primeiro: uma concentra.ção diferente da. máxima (um) também 
pode ser ótima. Segundo, a concentração ótima varia de acordo com os valores dos 
parâmetros e condições iniciais. Terceiro, pode haver tamanhos de t mnor para os quais 
o modelo não fornece nenhum tratamento ótimo. Neste caso é necessária uma análise 
que proponha tratamentos subótimos, isto é, tratamentos que aliviariam a carga tumoral 
(embora não ótimos) quando comparados à ausência de tratamento. 
Na próxima seção formulamos o problema de quimioterapia como no capítulo 
2, porém com a saturação na taxa de mortalidade. Alguns resultados genéricos foram 
obtidos, isto é, resultados que independem do crescimento específico do tumor usado no 
modelo. 
Resultados mais completos requerem informação adicional mais específica 
quanto à taxa de crescimento que, neste capítulo foi obtida no caso Malth usiano ( exponen-
cial) de crescimento celular com taxa de mortalidade induzida linearmente proporcional 
à população de células tumorais. 
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Uma característica relevante desta análise do modelo exponencial (que corres-
ponde a um crescimento específico constante) diz respeito à. complexidade da dinâmica, 
indicando que taxas de crescimento específico não lineares devem aumentar a dificuldade 
de se obter soluções ótimas. O caso logístico corrobora esta conjectura. 
2. Efeito de saturação da droga 
Na análise do crescimento tumoral sob efeito do tratamento quimioterápico com 
saturação da droga as suposições i) e ii) do cap. 2 (p. 10) são as mesmas. A diferença 
reside no item íii), a saber: 
iii) a taxa de mortalidade induzida pela droga (número de células eliminadas 
por unidade de concentração da droga) será considerada como função do tamanho da 
população das células sensíveis. Além disso, para um nível fixo de células sensíveis, a taxa 
de mortalidade deve tender a um valor máximo se a concentração da droga aumentar 
ilimitadamente e deve ser nula quando não existe droga- uma possível representação do 
efeito de saturação da droga. 
Tendo em vista estas suposições o seguinte sistema é um possível modelo do 
comportamento das células tumorais submetidas a um tratamento quimioterápico com 
efeito da saturação da droga. 
dx 
dt = xf(y) + crf(y)(y- x) 
dy . u(t) 
dt = yf(y)- D 1\1 + u(t)g(y- x) (3.1) 
x(O) = xo y(O)=yo. 
As mesmas considerações tecidas ao sistema (2.1) valem também para o sistema 
(3.1) ac1ma. A única diferença reside nas constantes positivas D e M, intrínsecas à 
característica de saturação da droga. As funções f e g são de classe C1 e tem-se o 
seguinte problema de Controle Ótimo com tempo final livre associado a (3.1). 
Achar um tempo O :5 tj < +oo e uma função u* : [0, tj] --t IR de variação 
limitada (BV- "bounded variation"), O :5 u*(t) :'S Um em [O, tj] que será a concentração 
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ótima no sentido de minimizar o seguinte funcional: 
J,(u"(-),tj) = min{J,(u,t,) u E BV(o,t,],t, >O; OS u(t) S um), (3.2) 
onde o funcional Jc é definido por 
(3.3) 
que é idêntico a (2.3), valendo assim as mesmas interpretações de seus componentes. O 
mesmo acontece no tocante às suposições (2.4), (2.5), (2.6), à definição do conjunto aberto 
n e aos lemas 1 e 2 do capítulo 2. 
Agora, segue o estudo do problema de Controle Ótimo formado por (3.1) e (3.2). 
Inicialmente introduzimos o Hamiltoniano 
u H(x,y, >., >.,, u) = >.I(xf(y) + af(y)(y- x)] + À2 (yf(y)- DA g(y- x)] +cu (3.4) f+u 
e as equações diferenciais das variáveis de coestado com seus respectivos valores finais 
d>., = _ 8H = -(>-d(y)(l _a)+>., Du(t) 8g(y- x)) 
dt 8x M + u(t) iJx 
d>., as [ 
- = --8 =- >.,(xf'(y) + af'(y)(y- x) + af(y))+ dt y 
>.(f'() /(I)- Du(t) 8g(y-x)J] 
zY y + y M+u(t) fJx 
(3.5) 
Observamos que neste caso o Hamiltoniano é não linear em relação ao controle 
u(t) e que a expressão do efeito da saturação é crescente e não-negativa e como veremos, 
esta não-linearidade tornará a análise mais complexa. 
Para encontrar a estratégia ótima, utilizamos o princípio do Mínimo de Pon-
tryagin (Kirk [14J), tendo que, para isto, minirnlzar o Hamiltoniano, ou seja, minimizar 
u 
G(u)=-À2D f g(y-x)+cu -~ + u (3.6) 
com relação a O~ u(t) ~Um. Isto é feito através do cálculo de pontos críticos. Calculando 
aG =O 
au 





, t . t •t· ' O ' Me fi e es ntamen e pos1 Jvo, se e somente se, Az ~ e A 2g > D . A outra raiz de G1(u) é 
desprezada, visto que consideramos somente u ~ O. 
Consideramos até aqui a nã.o-negatividade do controle u(t). Falta considerar a 
condição fi < Um. Isto implica 
). (um+ M)'c 
'
9 < MD (3.8) 
e portanto, temos O < U < Um quando 
Me ). (um+ M) 2c 
D < ' 9 < MD (3.9) 
(a consistência das desigualdades é facilmente verificada). 
Como G1(u) <O para. O :5 u < U e G'(u) >O para u > ii., então quando (3.9) é 
satisfeito, o mínimo de G( u) no intervalo [0, um] é atingido em u ::::: il. 
O próximo passo é verificar como o controle ótimo se comporta quando (3.9) 
não vale. 
Caso (i): 
Uma análise do sinal de Ql(u) fornece o comportamento de G(u). Neste caso, 
ii. >um> O. Portanto, G'(u) é negativo no intervalo [O,u,.,-J e por conseguinte, o mínimo 
de G(u) em [0, um] é atingido em u =Um. 
Caso (ii): Me ).,g < n 
Neste caso il <O. Portanto G'(1t) é positivo em [0, um], assim o mínimo de G(u) 
é atingido em u = O. 
Resumindo, o controle ótimo deve satisfa.zer 
o 
u•(t) = u 
Me 
se À2g 'S D 
Me ), (um+M) 2c 
se D< ,g< MD 
, (um+ M)'e 
se A 2g > MD 
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Há duas observações a serem feitas: o controle ii depende das variáveis de estado 
e coestado e não existe controle singular porque a lei acima determina todos os possíveis 
tipos de controle. 
Os próximos lemas serão utilizados na demonstração de que não existe controle 
nulo numa estratégia ótima (nota: ao longo do texto será usada a notaçã.o convencional 
h para dh/dt). 
Lema 1: À1(t) ~O em [0, tf] é estritamente decrescente. 
Prova: A condição de contorno ,\1 ( t f) = O e o fato de que À1 ( t 1) < O implica que ,\I( t) > O 
na vizinhança de t f. Como u(t) pode ser contínuo por partes, À1 ( t) pode ter uma "quina" 
em l (l < tf)· Para t < l, .i. 1(t) >O e tomando a derivada à esquerda em l em (3.5) 
· - - - u(l- )D - -
,\1 (t- )J(y(t- ))(I -a) - A2(t-)M + u(t- )g'(y(t-)- x(t- )) > O 
verificamos que os termos que multiplicam ,\1 e .\ 2 são estritamente positivos e desde 
que À1 (l-) > O, então ).2(1-) precisa ser negativo para que a desigualdade acima seja 
verdadeira. Como À1 (t 1) = I e ,\2(l-) < O, deve existir i tal que À2(i) = O (i< i< t 1 ). 
Usando a relação H(x, y, Àt, ,\2 , u) =O em t = l, temos: 
>.1 (i){(x(t)f(y(i)) + af(y(t))(y(t)- x(i))} + cu(i) =O 
o que é impossível uma vez que os dois primeiros termos são estritamente positivos e u(i) 
é não-negativo. Corno f e i são genéricos, ). 1(t) >O para tE [O,tf] e mais, estritamente 
decrescente em [O, t f J, visto que não existem ~'quinas" (o mesmo raciocínio se aplica no 
caso de suavidade, i.e., ,\,(I) = 0). 0 
Lema 2: À2(t) >O para [0, t1J· 
Prova: Segue imediatamente do lema anterior. 
Lema 3: O controle ótimo u~(t) não pode ser zero em nenhum instante. 
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Prova: Vamos supor por contradição que em f E [D,t,J, tenhamos u(t) 
H(:~;([),y([), A,([),u•([)) =O, o Hamiltaniano reduz-se a 
A,(l)[•([)J(y([)) + a.f(y(l))(y([)- x{I))J + A2(i)(y(t)f(y(t))) =O. 
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O. Já que 
Pelos lemas anteriores, o primeiro termo da expressào acima é não-negativo e o segundo 
estritamente positivo. Assim, o lado esquerdo da expressão é estritamente positivo, o que 
é uma contradição. o 
Observação: Tendo em vista que o controle ótimo não pode ser zero, restam, então, 
duas possibilidades: um ou U. Além disso, podemos verificar facilmente que Um passa 
para ü de maneira contínua. 
Na análise que segue1 sao apresentadas algumas condições que garantem a 
existência dos controles um e ü durante o tratamento. Os casos analisados cor-
respondem ao sistema {3.!) com f(y) satisfazendo (2.4) e (2.5) ou {2.4) e (2.6) e com 
g(y- x) = (y- x )F, com F constante positiva. 
Lema 4: Qualquer solução ótima satísfa:: i;(t) <O para todo tE [O,t 1], isto é, durante 
um tratamento ótimo o tamanho do tumor é est1·ifamente deCI'escerdt. 
Prova: Na observação posterior ao lema 3, mencionamos que a. mudança de controle 
é contínua (visto que ü depende continuamente de variável de estado) e portanto, das 
equações (3.1) podemos concluir que i;( t) está. bem definido para todo t E [0, t 1 ]. 
Para provar que numa solução ótima i;(t) <O, observamos que o Hamiltoniano 
satisfaz 
H(x(t),y(t),A 1(t),A 2(t),u'(t)) = A1{t):i:(t) + .\2(t)Ji(t) + cu'(t) =O. 
Então, dos lemas anteriores e do fa.to de que 
i(t) = x(t).f(y(t)) + oj(y(t))(y(t)- x(t)) >O, 
concluímos que 
.() -cu'(t)- .\1 (t)±(t) 
y t = ( ) < o. A2 t D 
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Lema 5: Uma solução ótima não e>iste se (y(O)- x(O)) < :~. 
Prova: Vamos supor, por contradição, que exista uma solução ótima neste caso. Visto 
que x(t) > O e pelo lema 4 y(t) < O, e portanto (y -i) < O. Assim, se (y(O) -x(O)) < :~, 
então (y(tf)- x(tf)) <:~,o que implica u"(tf) =O (segundo a lei de controle). Mas 
isto é impossível de acordo com o lema 3. 0 
Lema 6: Se u"(t) =Um para todo tE [0, tf] for uma estmtégia óflma, então (y(O) -x(O)) 
_ . [Me (um+ M)'e] 
nao pode estar no mtervalo F D, F D.Af . 
[Me (um+M)'e] Prova: Vamos supor que y((O)- x(O)) E FD' FDM . Como (y(t)- x(t)) <O, 
então (y - x) é estritamente decrescente. Portanto, (y(t f) - x( t f)) < ( UmF ~~)'c, vio-
lando a condição de que o controle é Um em f 1 . 0 
_ , Me (um+M) 2e . 
Lema 7: Uma soluçao otima tal que FD < (y(O)- x(O)) < FDM preczsa ter um 
controle ótimo satisfazendo u*(t 1) = U. Além disso, se (y-x) atingiT este intavalo, então 
u"(tf) = u. 
Prova: Como (y- x) é estritamente decrescente, então 
( ) ( ) (Um + M)
2e 
y tf -X tf < FDM . 
d ( ) ) Me - I . d I Por outro lado, não se po e ter y tf - x(tf < FD porque senao1 a e1 e contro e 
implicaria que u*(tf) =O (lembramos que A;(t1) = 1), o que é impossível conforme o 
A . d Me ( ) ( ) (um+ M)
2
e , d' _ lema 3. ss1m, evemos ter F D < y t f -:r t f < F DAI , que e a con Içao para 
que u"(t1) = u. o 
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3. Efeito da Saturação no Caso Malthusiano 
Procedemos agora a uma análise específica do modelo Malthusiano ( exponen-
cial). Este modelo supõe que a taxa de crescimento das células tumorais seja proporcional 
ao número de células tumor ais presentes naquele instante. Em outras palavras f(y) nas 
equações (3.1) é uma constante positiva r. Sua importância está centrada no contexto 
de tempo de duplicação da. população, e embora não possua uma base fisiológica forte, 
pressupõe uma forma razoável de crescimento [34] (este modelo é usado para crescimento 
celular em [lO]). O sistema correspondente a ( 3.1) tem a seguinte estrutura: 
dx 
- = rx + ar(y- x) , 
dt 
dy Fu(t) 
dt = ry - D M + u( t) (Y - x) ' 
x(O) = xo y(O) = Yo . 
onde r > O é a taxa específica de crescimento do tumor. 
O Hamiltoniano e as equações de coestado são 
( DFu ) H(x,y,>. 1 ,>. 2 ,u)=.\1(rx+ar(y-x))+À2 ry- M+)y-x) +cu 
· DFu 
.\1 = ->.1r(!- a)- À2 7Mo-+.,---u 
· ( DFu) 
.\ 2 = -.\ 1(ar)- .\2 r- M + u 
e o funcional a ser minimizado é dado por (3.3). 
(3.11) 
(3.12) 
Enquanto fi< O para todo tE [O,t1], a desigualdade (r- DFu) <O deve M+u 
valer (embora não seja suficiente) para que a existência de uma solução esteja garantida, 
para o problema formado por (3.3),(3.11) e ('3.12). 
Lema 8: ~ 2 (t) >O para todo tE [0, fJ)· 
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( Dh) · . Prova: De r- M + u <O e.\ 2(t f) em (3.12), concluímos que A2(t 1) > O. Verificaremos 
agora, se >.,(l) =O para pelo menos um tE [O,t1]. Neste caso .\1(t)ar = -A2(i)[r-
DFu l Visto que por hipótese À2 é ótimo entào H ( x, y, ). 1 , ).2 , 1L) :::::: O, o que fornece M + u(l) · 
para t = l: 
( i\ _ DFu(t) -
.\1 t 1rx(l- a)+ À,(t) M + u(l) +cu( I)= O. 
O lado esquerdo da expressão é estritamente positivo, o que é uma contradição. Portanto, 
>.,(t) >o Vt E [o,t1J. D 
Uma conclusão imediata da proposição anterior é que O < À2 (t) < 1 Vt E [0, iJ]· 
Lema 9: Há no máximo uma variação entre os candidatos ao controle ótimo na trajetória 
ótima. 
Prova: A função de determinação do controle é dada por ). 2(y- x)F. Calculando a sua 
derivada com respeito a t: 
d . 
dt (F.\,(t)(y- x)) = n,(t)(y- X)+ n,(t)(y-;.) = -Far(ÀI (t) + À,(t))(y - x) < O. 
Assim, esta função é estritamente decrescente, permitindo no máximo uma variação 
(um+ M)'c 
quando cruza a linha y = F D M 0 
Assim, temos que 
Me (um+ M)2c 
Lema 10: Se FD < y(O)- x(O) < FDM , então u(t) U: é a estratégw ótima 
para todo tE [0, t1]. 
Prova: Visto que a estratégia ótima é regida pelo valor de .\2(t)(y(t) -x(t)) e O< À2(t) < 
_ Me () ) )) (um+ M) 2 c [ J ) ) • · l,enta<I FD<À2 t(y(t -x(t < FDM paratodotE O,t1 (y(t -x(t eestn-
tamente decrescente). 0 
Lema 11: Se há uma variação entre os candidatos ao conh'O!e ótimo, então esta é de Um 
para u. 
T _, 
Prova: Segue imediatamente do lema 9. o 
A seguir a análise se baseará em argumentos geométricos. A disposição relativa 
de algumas curvas no plano x, y ditará a estratégia ótima a ser adotada. 
Primeiro, procuramos os pontos que são candidatos a u*(t1) =Um, supondo que 
exista uma estratégia ótima com esta característica. Sendo uma trajetória ótima, esta 
precisa satisfazer a condição necessária H( t 1) = O, isto é, 
( ) FDum ry lj - Af (y(tj)- x(tJ)) = -CUm· 
' +Um 
Isto implica que o ponto (:'-'(t1),y(t1)) se situa na reta dada por 
-F Dum 
Af +u CUm y = -~*""'--x - -----,;n-""'--FDum FDum 
r - -:-;c-"'- r -
flf +Um M +Um 
E t . 1. _ . . FDum O , . , . sta re a tem me maçao positiva porque r-
1 
< para que uma estrategJa ot1ma 
k +um 
exista. 
A próxima curva a ser considera.da. será a isóclina Y =O para u(t) =um, que é 
uma reta da forma: 
(3.13) 
Posto que qualquer trajetória ótima precisa satisfazer iJ < O, então qualquer trajetória 
ótima contendo u(t) = um deve estar situada nesta respectiva região determinada por 
(3.13). 
gera 
Outra curva de interesse no plano :r,y será dada por i;(t1) = -cil(tJ). Como 
DMF( , b . .( ) ( ) /--- y- x) que, apos su stitUJção em y t 1 =-cU t1, c 
(DF) 2x 2+(r-DF)'y'+2DF(r-DF)xy-2cM(r+DF)y+2DFMcx,+(cM)2 =O. (3.14) 
1
Seus pontos de intersecção com as retas 1 - x = /' e y - x = f] sâ.o dadas 
por x = -(eM- 2../DFcAh- ·y(T- DF)) ex= -(eM- 2../DFcM/3- j3(r- DF)), 
r r 
respectivamente. Após algumas manipulações algébricas (ver Apêndice B), (3.14) pode 
ser esc ri to na forma: 
(
(DF)'cM ) ((DF)'+ (r- DF)')yi- 4cMrx 1 - 2 + 2cM(r +DF) y1 +(eM)'= O DF- r 
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ou 
x _ ((DF)'+(r-DF)') 2 ( ,_ (-z(1f,i/',f +ZcM(r+DFJ))')_l_ 
'- 4cMr y, + (eM) 4(DF)' +(r- DF)' 4cMr 
que é a equação de uma parábola (y2 e x2 são os novos eixos). 
Uma possível configuração no plano x, y das curvas previamente apresentadas 
está ilustrada a seguir (ver Figura 1) 
Figura 1. A região hachurada indica as condições iniciais para as quais a estratégia ótima é 
u•(t) =Um. 
Como veremos adiante, esta configuração dita a estratégia ótima de acordo 
com as condições iniciais do sistema. Se a parábola não interceptar as retas y - x = 1 e 
f3 ( d (um+ M)
2
c f3 Me) _ _ . . . . .. Y- x = on e "f = F M D e = F D , entao nao extste traJetona ottma com 
u*(t1 ) =fi. Assim, pelo lema 11, a única possibilidade é u(t) =Um e as condições iniciais 
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para tal estão na região hachurada .. Para outras condições IniCiais não há trajetórias 
ótimas. 
De fato, no caso geral, o conjunto de condições iniciais para as quais existe uma 
estratégia ótima se situa no trapézio "infinito" definido pelos pontos (JSA (Figura 1) e 
a região compreendida pelas semiretas partindo de B (Figura 1). Entretanto, para esta 
situação ocorrer, a abscissas dos pontos de intersecção da parábola com as retas y-x =r 
e y- x = (3 precisam ser negativas. Isto força uma relação entre os parâmetros do modelo. 
Veremos o caso em que a parábola intercepta a região compreendida entre as 
retas paralelas y- x = 1 e y- x = (3 (Figura 2). Aqui, as abscissas dos pontos de 













Além disso, a trajetória correspondente à estratégia. u(t) = Um com condição 
inicial ( x0 , y0 ) deve estar situada abaixo da trajetória. correspondente a. qualquer estratégia 
do tipo O < u(t) < Um com a mesma condiçào inicial (ver Apêndicf? A). Assim, a separatriz 
que parte de A (através de integração em -t para u(t) =um) determina uma regiâo para 
a qual u"'(t) =::Um (a região hachurada na Figura 2). Mais que isso, o segmento ZW da 
parábola indica que: 
a) a região definida pelos pontos ZLEA e H'P'l não possui estratégia ótima; 
b) para os pontos em z,QL, u•(tJ) = ü; isto é, ou u•(t) = u 1ft E [O,t1] ou 
há uma comutação de um para fi; 
c) para os pontos em JEL tem-se como solução ótima u"'(t) =um; 
d) para os pontos na região QLJ tem-se u"'(t) = Um ou uma comutação de Um 
para i1 ou u"'(t) = ii. 
Uma explicação intuitiva para a não existência de soluções ótimas pode estar 
relacionada com o fato de que a proporção de células resistentes dentro do tumor é grande 
e por conseguinte, qualquer tratamento para diminuir o tamanho do tumor provocará um 
aumento no nível da toxidez de maneira que o critério (3.3) nào decresç.a. 
No caso exponencial o modelo sugere que: 
1) para o conjunto de parâmetros correspondente à Figura 1, a concentração 
máxima da droga será o único tratamento ótimo se, no momento do primeiro diagnóstico 
(condições inicials), o número de células tumor ais (y0 ) e células resistentes (x0 ) satisfizer 
a seguinte relação: 
( FDu )-
1
[ FDu l Yo > r - m m Xo - CUm . 
ilf+um M+um 
Ou dito de outra forma, dado o tamanho inicial do tumor, seleciona-se uma droga com 
os parâmetros F, D, AI, um tais que a rela.çào acima seja satisfeita, garantindo portanto, 
a aplicação da concentração máxima de droga ao longo de todo o tratamento. 
2) no caso da Figura. 2 o nível das células tumorajs e resistentes precisam satisfa-
zer as mesmas condições de 1). Além disso há outras restrições (a separatriz e o segmento 
LJ) e isto diminui o domínio de aplica.ção da concentraçào máxima da droga como a única 
estratégia. ótima. Há um outro conjunto de condições iniciais para os quais a C011centração 
máxima da droga pode ser uma estratégia ótima (região QLJ), mas isto nã.o é garantido 
a priori. Nas regiões onde a concentração máxima não é ótima (regiões ZLQ;, R'ZJJ), 
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o modelo sugere que o tratmento seja menos severo no sentido de que deve-se aplicar pri-
meiro um durante um certo intervalo e então mudar para fi (uma concentração mais baixa) 
até o fim do tratamento. O tempo de comutação poderia ser calculado numericamente 
através da lei de controle. 
3) o nível das células tumorais e resistentes no instante do primeiro diagnóstico 
(antes do início de qualquer tratamento) pode ser calculado através da solução do sistema 
de equações para a evolução do tumor sem efeito da droga (u(t) = O em (3.1)). Um 
gráfico das células tumorais em função das resistentes poderia. ser plotado no plano x,y e 
a intersecção com as diversas regiões das Figuras 1 e 2 poderiam ser avaliadas. Visto que 
os tumores são detectados quando atingem um patamar (denominado nível subclínico), 
seria possível verificar, por intermédio dessas intersecções se os níveis subclínicos estariam 
situados nas regiões onde há soluções ótimas. Isto daria uma orientação na implementação 
de tratamentos quimioterâpicos ótimos no momento do primeiro diagnóstico. 
A principal característica. deste estudo está na diversidade de soluções ótimas 
e como estas estão estritamente relacionadas com os parâmetros do sistema. Mudanças 
nestes parâmetros podem alterar de maneira significativa a disposição das curvas no plano 
x, y, o que, por sua vez) poderia alterar a solução ótima. 
4. O Caso Logístico 
A mesma análise foi feita para o caso logístico que mostrou ser mais complicada1 
visto que as expressões envolvidas sâ.o ma.is complexas. Por exemplo, i;(t1) = -cU(tJ) é 
uma expressão cúbica, obrigando recorrer a cálculos numéricos a fim de se encontrar os 
pontos de intersecção. Sobrepujando estas dificuldades, contudo, não houve acréscimo de 
informações com relação à.quelas obtidas para o caso Malthusiano. 
5. Discussão 
Neste capítulo foram apresentados alguns tratamentos quimioterápicos consJ-
derando o efeito de saturação da droga. Diferentemente do capítulo 2, a concentração 




sugere que este tipo de tratamento pode prejudicar a saúde do paciente. O tratamento 
ótimo pode ser também uma combinação de concentração máxima da droga e em seguida 
uma concentração que dependa a cada instant-e do tamanho do tumor. Ou mesmo uma 
concentração dependente do nível do tumor ao longo de todo o tratamento pode ser a 
estratégia ótima. Esses casos são denominados de controle "feedback" (retroalimentação) 
e a sua implementação requer um monitoramento do crescimento das células. Além disso, 
este tipo de controle, no caso analisado, depende também da variável do coestado À2• Por-
tanto, a sua determinação exige uma solução numérica do problema de valor de contorno 
a.ssociado a {3.1) e (3.2). 
Para alguns tamanhos de tumor o modelo não fornece tratamentos ótimos. Esta 
falha poderia ser suprida por intermédio de tratamentos subótimos devidamente definidos. 
A pluralidade de resultados deste capítulo depende estritamente dos parâmetros 
do modelo, tornando por conseguinte, a análise complicada. A questão ''qual a estratégia 
ótima?" parece ser muito exigente e as possíveis respostas podem percorrer um largo 
espectro. À luz desses argumentos, uma possível proposta é o levantamento de questões 
mais restritivas no que concerne tratamentos quimioterá.picos que envolvam saturação da 





• Tratamentos Quimioterápicos Otimos com 
1. Introdução 
Resistência ao Fármaco e 
Cinética do Fármaco 
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No capítulo 2 foi abordado o problema de tratamento quimioterápico com re-
sistência ao fármaco, onde a taxa de mortalidade era linearmente proporcional à concen-
tração da droga. O tratamento ótimo encontrado foi a administração de concentração 
máxima da droga no decorrer do tratamento. 
Por outro lado, no capítulo 3, a inclusão do efeito de saturação da droga gerou 
uma dinâmica mais complexa na determinação do tratamento- outras concentrações além 
da máxima mostraram ser também ótimas sob certas condições sobre os parâmetros do 
modelo e tamanhos iniciais do tumor. 
Na análise dos capítulos anteriores foi suposto que a taxa de injeção e a con-
centra-ção da droga no sítio tumoral eram aproximadamente iguais, o que implica uma 
mistura instantânea da droga com o plasma e a não existência de decaimento da droga 
no corpo. 
Entretanto, na prática, existe uma dinâmica própria da droga quando injetada 
no corpo do paciente. Tal dinâmica pode ser expressa por intermédio de uma equação 
fármaco-cinética para o caso de injeção contínua, considerando o corpo como um ambiente 
compartimental. 
O objetivo deste capítulo é contribuir pa.ra. a compreensão da interação entre 
decaimento da droga e resistência à droga e a influência desta interação na determinação 
de tratamentos quimioterápicos ótimos. 
A equação usada relaciona a concentração da droga no plasma com a dose 
injetada através de uma cinética de primeira ordem. A resistência à droga é adquirida 
através de mutação espontânea, como suposto nos capítulos anteriores. 
Na seção 2 formulamos o problema de tratamento quimioterápico ótimo com a 
variável de controle sendo a concentração da droga injetada sendo que o funcional a ser 
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minimizado consiste somente no número de células tumora.is no fim do tratamento. O _____J.~~. critério de toxídez acumulativo foi' pudt ias capítulos 2 e 3 não foi incluído no funcional 
devido às grandes dificuldades que aparecem na análise matemática do problema. As 
dificuldades pertinentes a este caso serão mencionadas na discussão deste capítulo. Alguns 
resultados preliminares que independem da taxa de crescimento específica do tumor são 
também apresentados nessa seção. Eles são usados na seção 3 a fim de provar que a taxa 
máxima de injeção é ótima no caso Ma1thusiano (exponencial) de crescimento tumoral 
(Teorema 1). Na seção 4 (Teorema 2) mostramos que esta estratégia é subótima (em um 
sentido a ser expressado oportunamente) no caso de modelos de crescimento tumoral mais 
genéricos. 
Os resultados deste capítulo são comparados com os demais capítulos anteriores 
no tocante ao efeito de resistência à. droga, tox:idez, saturaçào e dinâmica da droga. 
2. Um modelo matemático com a cinética da droga 
A fim de prosseguir com a análise, as mesmas hipóteses i) e ii) do capítulo 2 (p. 
10) são também válidas aqui. A diferença reside no seguinte ponto: 
iii) a taxa de mortalidade induzida pela droga (número de células eliminadas 
por unidade de concentraçã-o da droga) é função das células sensíveis, onde a concentração 
no sítio tumoral está relacionada com a concentração da droga injetada por meio de uma 
cinética de primeira ordem. 
O seguinte sistema é um possível modelo para o crescimento de células tumorais 
submetidas à quimioterapia quando as suposições acima são levadas em consideração: 
CUI 
dx ) di= xf(y) + af(y (y- x) 
dy di= yf(y)- c(t)g(y- x) 
de 
-=-?C+ u(t) di 
x(O) = x0 , y(O) = Yo , c(O) =co, 
( 4.1) 
As variáveis x e y têm o mesmo significado dos casos anteriores; c(t) é a concen-
3.5 
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tração da droga no sítio tu moral no inta.nte t e Co 2: O P a conCfmtração inicial; 1 > O é a 
taxa de decaimento da droga. Valem as mesmas considerações apresentadas nos capítulos 
anteriores no que concerne aos componentes do sistema ( 4.1 ). 
O problema de Controle Ótimo com o tempo final livre consiste em achar um 
tempo O :'.S" tj < +oo e uma função de variação limitada (BV~function) u• : [0, tjJ --+ 
IR, O :S: u(t) :S: Um em [O,tj], que denotará a concentração ótima da droga injetada no 
sentido de minimizar o seguinte funcional: 
sujeito ao sistema ( 4.1), onde o funcional Jc é definido por 
{4.3) 
Este funcional representa o número de células tumorais no fim do tratamento. 
As hipóteses (2.4), (2.5), (2.6) do capítulo 2 e a regiã.o !1 definida nos capítulos 
anteriores são as mesmas. 
Antes de prosseguir com a aná.lise do problema de controle ótimo, enunciamos 
um lema que pode ser demonstrado da mesma forma que o lema 1 do capítulo 2 (basta 
observar que as duas primeiras equações de (4.1) são as mesmas do capítulo 2 com u(t) 
substituído por c(t) que é não-negativo). Este lema relaciona as trajetórias do sistema 
(4.1) com a região n. 
Lema I: Seja u( t) ~ O uma função de variação limitada. A solução cor1-espondente 
(x(t),y(t),c(t)) de (4.1} com condições iniciais (x0 ,y0 ,eo) satisfazendo (x0 ,y0 ) E fl é tal 
que sua projeção no plano x,y, isto é, (x(t),y(t)), jamais atinge a fronteira de n em 
tempo finito. 
Este lema implica, em particular, que O< x(t) < y(t) para todo tempo finito t. 
O Ham.iltonia.no do problema de Controle Ótimo formado por (4.1) e (4.2) é 
dado por (Kirk [14]): 




e as equações de coesta.do são: 
dA, ( ag(y- x)) dt =- Aif(y)(l- a)- A,c(t) ax 
dA, [ dt =- A,(xf'(y) + af'(y)(y- x) + af(y)) 
+A2 (yf'(y) + f(y)- c(t)~~ (y- x)J] 
dA3 Tt = A,g(y- x) + An 
com as respectivas condições finais 
Usando o princípio do Mínimo de Pontryagin (Kirk [14]), obtemos a seguinte 





se A3 (t) >O 
se A3 (t) < O 
se A3 (t) =O. 
(4.5) 
No caso ...\3 (t) = O num certo intervalo de tempo, diz-se existir uma situação de 
controle singular. 
A propósito deste fato, temos o seguinte resultado: 
Proposição 1: Uma solução ótima é tal que o controle ótimo correspondente não pode 
ser singular em nenhum intervalo. 
Prova: Suponhamos, por contradição, que o controle ótimo seja singular em algum su-
bintervalo [0, tj]. Então, neste subintervalo, ...\ 3 (t) =: O. Pela equação d>..3/ dt, concluímos 
que ...\ 2 (t).;::::::: O neste mesmo intervalo (já que de acordo com o lema 2 do capítulo 2 e as 
condições sobre g, temos g(y(t)- x(t)) ::/:- O em qualquer t finito). Como o Hamiltoni-
ano é nulo numa trajetória ótima (este é um problema de tempo livre e a variável t não 
aparece expllcitamente, ver [14], p. 239), isto implica que ...\ 1 =O neste mesmo intervalo. 
Visto que as equações das variáveis de coestado são lineares com respeito às variáveis 
de coestado cujos coeficientes são funções limitadas do tempo em [0, tjJ, o fato de que 
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À1 =: >11 = À3 == O para algum intervalo implica que o mesmo é verdadeiro para todo 
tE [O,tj]. Mas como .\2(tt) = 1, isto é uma contradição. 0 
Proposição 2: O último controle a ser aplicado numa estratégia ótima e Um. Isto é, 
u•(t) =Um para todo tE [tj- e,tj] para algum e> O. 
Prova: Posto que A;(t,) = O e ,\ 3 (1) é contínuo, segue que (d/dt),\ 3 (tj) = g(y(tj)-
x(tj)) >O e portanto ,\ 3 (1) <O na vizinhança de t1. Assim a lei de controle (4.5) gera o 
resultado proposto. 
As duas proposições anteriores levam ao seguinte resultado: 
Proposição 3: Um tratamento ótimo consiste ou de mJeção contínua no seu nível 
máximo (um) ou de períodos alternados de repouso (u =O) e injeção máxima (um)· 
À luz da Proposição 3 outro resultado geral pode ser obtido em relação à per-
formance dos dois candidatos à. tratamento ótimo. 
Seja u(t) = Um para todo t E (0, tj] um tratamento onde tj é determinado 
por (djdt)y(tj) =O. Seja u um tratamento com um número finito de comutações entre 
O e um no intervalo (0, t1] e u(t) = Um na vizinhança de t1 . Suponhamos que para 
um certo f E (O,t1J, t 1 = min(tm,t1) temos x(l) = y(tj ). Visto que x é uma função 
estritamente crescente, x(t1) > x(i) = y(tj) e y(t)- x(t) >O para todo t finito, portanto 
y( t f) > x(t 1) > y( tj ). Isto quer dizer que se o tratamento u permite que as células 
resistentes ultrapassem o nível final do tumor no tratamento um, então o valor do nível 
tumoral final do tratamento u será maior do que o de Um. Este resultado indica. que 
as terapias com comutações entre O e Um possuem um tempo limitado de operação se 
desejamos que a sua performance seja majs eficiente do que a de Um. A dependência da 
performance no tempo aparece claramente na análise da seção 4. 
Na sequência elaboramos o tratamento ótimo para o caso Malthusiano (expo-
nencial) do crescimento tumoral e depois analisamos as possibilidades de tratamento para 
o caso de funções gerais do crescimento. Em ambas a.s análises a taxa de mortalidade 
induzida pela droga é considerada linear. 
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3. O Caso Malthusiano 
Faremos inicia.lmente uma análise do tratamento fármaco-resistente levando em 
consideração a cinética da droga, usando o modelo Ma.lthusiano para o crescimento celular 
cujo caso e importância já foram salientados no capítulo 3. seção 3. 
Neste caso o sistema correspondente a ( 4.1) tem a seguinte forma: 
dx 




dt = -1c + u(t) 
x(O) = xo , y(O) = Yo , c( O)= Co . 
Resolvendo a terceira equação em (4.6) em termos de u(t), temos: 
1
,, 
c( t) = c( lo) exp( -1( t - t0 )) + exp( -1( t - s) )u( s )ds. 
Desta expressão temos que se u1 (t) ~ u 2(t), então c 1(t) ~ c2(t). 
Fazendo z = y- x, vem: 
z(t) = z(to)exp((!- a)t·(t- t0 ))exp( -F 1: c(r)dr). 
E quando c1 (t)?: c2(t) para todo tE [t0 , t], isto implica que 
z1 (t) :S z2(t) para todo tE [10 , 1]. 
( 4.6) 
Seja u 1(t) = Um para todo t a estratégia de injeção máxima. de droga e u 2(t) 
uma estratégia qualquer consistindo em comut.a.ç.ões entre O e Um. 
Usando os mesmos índices para as variáveis de estado correspondentes às es-
tratégias mencionadas, as observações a.cima implicam que 
{ 
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e 
{ 
dx2 dt = rx 2(t) + arz, 
x,(to) = xo 
(4.8) 
Comparando ( 4. 7) com ( 4.8) e recorrendo aos resultados de inequações diferen-
ciais (ver Hale [12], p. 30), obtemos 
x1(t) S x,(t) Vt E [to, t). 
Posto que y1 (t) = x1(t) + z1(l) S x 2(t) + z2(t) = y2(t), segue que y1(t) S y2(t) 
para todo tE (t0 , t] (as desigualdades estritas também são válidas para esta análise). 
Portanto, no caso de crescimento exponencial com taxa de mortalidade linear, 
a injeção máxima de droga proporciona níveis tumorais, no fim do tratamento, inferiores 
àqueles referentes ao tratamento com períodos de descanso alternados. Provamos, então, 
o seguinte 
Teorema 1: No caso Malthusiano, a estmtégia ótima para o problema de controle ótimo 
dado por (4.2), (4.3), (4.6) consiste na aplicação de concentração máxima de injeção da 
droga. 
4. Um Caso mais Geral 
Nesta seção suponhamos novamente uma taxa de mortalidade linear induzida 
pela droga, mas com uma taxa de crescimento celular mais geral que satisfaz a seguinte 
propriedade: 
A taxa específica de crescimento celular f é uma funç.ão C 1 não crescente sa-
tisfazendo (2.5) ou (2.6). (4.9) 
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Com estas hipóteses o modelo se reduz a: 




- = -')C+ u(t) 
dt 
x(O) = xo , y(O) = Yo , c( O) = Co . 
UJO, I IIIL 
(4.10) 
Da mesma forma que na seçà.o anterior, baseados no resultado da Proposição 
3, podemos comparar a performance do sistema sob a ação de dois tipos de estratégia: 
injeção máxima de droga ao longo de todo o tratamento e períodos alternados de injeção 
máxima e repouso. 
O resultado principal desta seção pode ser resumido da seguinte forma: devido 
às não-linearidades, não conseguimos provar que a aplicação de injeção máxima ao longo 
do tratamento é ótima. Por outro lado~ demonstramos que sob certas condições (ver Teo-
rema 2) a injeção máxima de droga é subótima no sentido de que é a melhor estratégia na 
classe de estratégias com a mesma duraçáo e períodos curtos de repouso. Este resultado 
se baseia num resultado de inequações integro-diferenciais dado pelo seguinte lema. 
Lema 2: Seja .O um conjunto aberlo conexo em IEf, w : n --t IR e k : IR --t IR são 
funções contínuas tais que haja somente uma solução no intervalo [t0 , T] para o problema 
de valo1· inicial da equação integro-d1jerencial 
{ 
dU f' di:= w(t,U(t). },, k(U(s))ds), 
U(t0 ) = U0 . 
Seja V(t) uma Junção contínua satisfazendo a inequação integro-diferencial correspon-
dente no intervalo [t0 , TJ 
{ 
D, V(t) s; w(t, V(t), 
V(t 0 ) = Vo . 
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(aqui Dr denota derivada à dir'f:ita). 
Seja Vo ::S Uo e seja k uma função não cresccnf c e w( t, W, () uma função não crescente 
na variável Ç. Então, V(t) S U(t) pam todo tE [t 0 ,T]. 
Prova: Para n E FV- {0}, consideramos a equação integro-diferencial modificada: 
{ 
dU 1' 1 
d n = w(t,Un(t), k(Un(s))ds) +-t lo n 
Un(to) = Uo . 
Através de métodos usuais podemos provar que para n grande Un(t) está definido em 
[to, T] e que Un converge para U uniformemente em [to, T]. 
Mostraremos agora que V(t) S Un(t) para todo t E [t0,T]. Vamos supor, por 
contradição, que existam 11 e 12 E [t0 ,T] tais que V(t) S Un(t) para todo tE [1 0 ,1,] e 
V(t) > Un(t) para tE (t 1 ,t2). 
Então, 
dUn i'' 1 > -d (Ir)= w(t,, Un(t 1), k(U.(s))ds) +-
t to n 
j ,, 1 w(t" V(tt), k(Un(s))ds) + -. 
to n 
Mas, visto que V(s) S Un(s) paras E [to,t,J, temos k(V(s)) ~ k(Un(s)) paras E [t0 ,t,]. 
Portanto, 
j ,, 1'' k(V(s))ds) ~ k(Un(s))ds, 
to to 
e assim, 
1,, j'' w(t1 , V(t 1 ), k(Un(s))ds) ~ w(t1, V(t 1 ), k(V(s))ds). to ~ 
Logo, 
i,, 1 k(V(s))ds) +-to n 
!,, k( V ( s) )ds ), to 
em contradição com (4.11) e portanto concluúnos que V(t) ~ Un(t) para todo tE [t0 ,T]. 
Tomando o limite quando n tende a infinito, temos finalmente que V(t) ~ U(t) para todo 
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tE [to,T). o 
Para aplicar o lema acima no caso estudado, consideramos z(t) = y(t)- x(t) 
(sendo z a população das células sensíveis) e subtraindo a primeira equação da segunda 
em (4.10), então temos: 
dz 
dt =[(I- a)f(y(t))- Fc(t))z. 
Logo, 
z(t) = [y(to)- x(to)) exp[-F f' c(s)ds) exp[(l- a) j' f(y(s))ds) ~o to 
Usando esta expressão na segunda equação em ( 4.10), obtemos 
dy 
dt = y(t)J(y(t)) 
(4.12) 
-Fexp[(l- a) f' f(y(s))ds) · [y(lo)- x(t0)]{c(t)exp[-F f'c(s)ds]) 
fto lto 
que é uma equação integro-diferencial similar àquela do lema acima. 
Visto que queremos comparar o resultado de uma estratégia de injeção máxima 
ao longo de todo o tratamento com o resultado de uma estratégia com repouso, consi-
deraremos o comportamento da expressã.o entTe chaves em (4.12) num caso mais simples 
através do seguinte lema: 
Lema 3: Seja t0 < T, O < ót < T- t 0 e c,n(t) e c(t) soluções no intervalo [t0 , T) das 
equações diferenciais 
de 
dt = --yc + u(t), 
respectivamente, com condições iniciais cm(to) = c(t 0 ) =Co> O. Aqui, um(t) =Um> O 
para todo tE [10 , T) e u(t) =O pa1·a tE [1 0, 10 + ót), u(t) =um para tE [t 0 + ót,T). 
2 
Se F < [ 7 ( T) J e ót é bastante pequeno, então para todo t E 
Co/ + Um exp 1· - 1 
[to, T) 




Prova: Visto que c(t) ~O, para satisfazer a desigualdade acima basta que 
inf c,(t)) 2: expF f'(c,.(s)- c(s))ds. 
to$J:ST c(t }to 
Resolvendo as equações para cm(t) e c(t), obtemos 
e 
c,.(t) = C,exp[-l(t- lo)]+ Um {I- exp[-1(1- to)]) 
I 
c( I)= C,exp[-1(t- 10 )] +Um {I- exp[-1(1- t0 )Jexp(!Llt)). 
I 
Portanto, 
(<o- 1Im) +Um exp(/(1- lo)) 
h( t) = Cm ( t) = -,----"o.,--~''-'. ~-c~'---c~----
c(t) ( Um ) Um ) ' Co-- exp(!Llt) +- exp("y(t- t 0 ) 
I I 
donde segue-se (depois de alguns cálculos) que dhjdt <O. 
Assim, 
(t) (co- _um)+ _um exp(/(T- to)) 
. f Cm --~--~~~--~~--~---------m ---=/ ' 
to9ST c( I) (ea- Um exp(/Llt)) + Um exp(I'(T- to)) 
I I 
Por outro lado é fácil ver que 
e portanto é suficiente requerer que 
(Co- Um) + Um exp[I(T- lo)] F 
I I Um [ J 
( 
u ) ? exp --2- exp(1Llt)- I . Co---"' exp("yb.t) +Um exp[1(T- 10 )] I 
I I 
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(4.13) 
Para isto, expandimos ambos os lados da desigualdade (4.9) em portências de t6.t, e 
obtemos 
I+ Um/ b.t+O(b.l 2) 




Portanto se, _ f [ (r )J ] > ~ , o que é verdadeiro por hipótese e 
Co! + Um exp 1 - to - l 'Y 
tlt for bastante pequeno, temos (4.10) (e em consequência (4.9)) satisfeito. 0 
Provamos agora o seguinte teorema: 
Teorema 2: Seja (xm(tJ,ym(t),c,(t)) a solução de (4.10} correspondente a mjeçâo 
máxima de droga u(t) =Um ao longo de todo o tratamento quando (4.9} é verdadeiro. Seja 
T ~O o instante no qual Ym(t) atinge o seu mínimo e x(t), y(t) e c(t) qualquer solução 
de (4.10) correspondente a um tratamento com um número finito de períodos alternados 
de injeção máxima (u(t)::::::: um) e descanso (u(t) ==O) no qual os períodos de repouso têm 
2 
uma duração menor ou igual a um número fixo !:lt. Então, se F < 1 e 
Co'Y +Um exp(1T) 
!!.t suficientemente pequeno, Ym(t) S y(t) pam todo tE [O,T]. 
Prova: Consideraremos inicialmente u(t) tal que u(t) =Um numa vizinhança de Ti isto 
é, existe OS til)< T('i < T,(Tiii- tl11 S !!.t) tal que u(t) =O para tE [tiii,Ti11) e 
u(t) =Um para tE [Tiii, T]. 
Consideraremos agora. a soluçào :r(ll(t),y(1l(t),c(ll(t) da equaçã.o (4.10) para 
u(ll(t) = u(t) para tE [O,t(ll) e u< 1l(t) =um para tE [t< 1l,TJ, com condições iniciais 
x(t0 ), y(t0 ), c( to). 
Observamos que x(1l(t), y(I) ( t) e c(1l( i) coincidem respectivamente com x( t ), y(t) 
e c(t) no intervalo [O, ti 11J. Também de 
de 
dt = -1c+ u(t) S -yc+ Um, 
obtemos que O S c( to) S co exp( -1t0 ) + um [1 - exp( -1t0)] S Co + Um. 
Portanto, ' 1 
''f 2 12 
F < -eo--y-c+:-u-m'-e-x-p7(-y-,T'") S c--;(-,-to-;-h--:+-u-m7[ e-x-p'(-y-;;To::)---1"] 
e se D.t for suficientemente pequeno, aplicamos o lema 3 no intervalo [t(l), T] para con-
cluirmos que 
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Assim, a equação correspondente a ( 4.12) para y(ll(t) no intervalo [tPl, TJ satisfaz 
é 
temos 
-Fexp[(l- a) f' f(yl11(s))ds][y(tl11)- x(tl11)]{cl11(t)exp[-F f' cl11(s)ds]) 
lto> Jt(ll 
-Fexp[(l- a) {' f(yl11(s))ds][y(ti'l)- .r(tOIJ]{c(t)exp[-F f' c(s)ds)) 
lt(ll }tOJ 
Por outro lado, a equaçã-o correspondente a ( 4.12) para y(t) no intervalo [t{ll, t] 
~~ = y(t)f(y(t)) 
-Fexp[(l-a) f' f(y(s))ds][y(tl11) -x(tl'i)]{c(t)exp[-F f' c(s)ds]). 
ltP! lt(ll 
Chamando, agora 
w(t,y,(,) = yf(y)- Fexp[(l- a)Ç][y(tl11)- x(ti11J){c(t)exp[-F f' c(s)ds]) i til! 
dy 1' 
-d = w(t,y(t), f(y(s))ds), 
t til J 
dyiii 1' 
- < w(t yl11(t) f(yl11(s))ds) dt - ' ' til) 
e y(t(ll) = yi'l(ti'IJ. 
Desta forma, temos exatamente as mesmas condições do lema 2 e por conse-
guinte, concluímos que yl11(t)::; y(t) para tE [O, T]. 
Se tPl = O, o resultado enunciado é verdadeiro; outrossim, podemos repetir o 
procedimento acima para obter uma sequência finita O = t(k) < t(k-IJ < ... <t(I)< T 




y('l(t) sendo a solução de (4.10) com u(t) = u., para todo tE [0, TJ, isto é, y('l(t) = Ym(t) 
e Msim provamos que Ym(t) $ y(t) para todo tE [0, T). 
Consideremos agora o caso onde u(t) é zero numa vizinhança de T. Tomamos 
l = T-e, com e > O suficientemente pequeno para que u(t) = O em [l,T]. Seja U(t) 
definida por u(t) = u(t) para tE [O, i) e fi( I)= u., para tE [t,T]. 
Da terceira equação de (4.10) é fácil ver que no intervalo [l,T] as concentrações 
correspondentes a u(t) e U(t) são respect.ivamente 
Então, 
c( I) =c( i) exp( -')'(f - t)) + 11 m [I - exp( -')'(I -i))] 
' 
c(t) = c(t)exp(--y(t- t)) 
c((t)) =I+ Um(_)[exp')(l- f) -I]= I+ "(; (t- f)+ O(t- i)' 
ct ')'ct ct 1 
tem-se também que 
expF j,'fc(s)- c(s)Jds Fum - -Fum[ i\ J exp --(1- t)exp 2 I- exp(-7(t- t,) 
' ' 
I+O(t-t)'. 
Visto que para tE [f,TJ,t -l =O( e), escolhendo E suficientemente pequeno, 
podemos fazer com que 
:i:l2 expF J,'ic(s)- c(s))ds 
para todo t E [f, T], isto é, neste intervalo vale a seguint.e desigualdade: 
c(t)exp[-F J,' c(s)ds) 2 c(t)exp[-F J,' c(s)ds). 
Portanto, procedendo como na primeira parte da prova, concluímos que a 
solução de (4.10), correspondente a ii(l) satisfaz fi(l) $ y(t) para todo tE [O,T). Visto 
que U(t) é igual a Um na vizinhança de T, da primeira parte tem-se que Ym(t) :S. fj(t) para 
todo tE [0, T] e por conseguinte Ym(t) ..S y(t) no mesmo intervalo. o 
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5. Discussão 
Neste capítulo tentamos elaborar um tratamento quimioterápico ótimo quando 
a cinética da droga é considerada. Na maioria dos modelos supõe-se que há uma mistura 
instantânea da droga com o plasma, atingindo esta o sítio tumoral sem retardo. 
Adicionando uma equação fármaco-cinética, estabelecemos uma relação entre a 
concentração da droga injetada e a concentraçâo no sítio tumoral. Os candidatos para 
satisfazer o tratamento ótimo consistiram em cíclicos ("on-off'' - isto é, alternância de 
injeção máxima de droga, um, e repouso, u = 0), ou injeção máxima de droga ininterrupta, 
independente das funções de crescimento e taxas de mortalidade. Abulesz e Lyberatos 
[1 J chegaram ao mesmo resultado, embora com um modelo mais simples constituído de 
equações desacopladas para células tumora.is e normais (sem células resistentes) e um 
critério diferente. 
Quando a taxa específica de crescimento é constante (independe da densidade) 
e a taxa de mortalidade linearmente proporcional às células sensíveis, a injeção máxima 
da droga mostrou ser o tratamento ótimo; ou seja., as células tumorais atingiram seu nível 
mais baixo no fim do tratamento. Neste caso períodos de repouso nã.o sã.o eficazes e o 
decaimento da droga não parece influenciar na determinação do tratamento ótimo. 
Para o caso de taxas específicas de crescimento que dependem da densidade, 
verificamos somente que a injeção máxima é subótima, no sentido de que é a melhor numa 
classe de tratamentos com a mesma duração e curtos períodos de repouso (Teorema 2). 
Por outro lado, o teorema. 2 lança a conjectura que tratamentos com períodos de repouso 
podem prover melhores resultados se os períodos de repouso forem longos ou a condição 
sobre os parâmetros no teorema não for satisfeita. 
No tocante à inclusão do critério de toxidez acumulativa. (fo 11 fYUdi), a análise 
matemática qualitativa do modelo torna-se extremamente complexa, sendo intrat~~ do 
' ponto de vista de obtenção de resultados qualitativos. Isto se deve, em parte, ao fato de 
que o termo pu aparece no Hamiltoniamo (eq.(4.4)) e a função de comutação em (4.5) 
muda para À3 + p. Por sua vez, estes fatores podem gerar uma situação de existência 
de controle singular dependente do parâmetro de penalização p. Consequent.emente as 




esta configuração de controle singular varia em termos qualitativos conforme o parâmetro 
p. 
Finalizando os resultados deste capítulo, no que concerne períodos de repouso, 
diferem daqueles apresentados nos capítulos anteriores onde a injeçâ.o máxima mostrou 
ser ótima (nenhum tratamento ótimo continha períodos de repouso). Uma provável causa 
para esta diferença pode ser a mistura instantânea suposta nos capítulos anteriores. Isto 
sugere que a inclusão da cinética da droga e taxas de crescimento dependentes da den~ 
sidade em modelos de quimioterapia podem gerar tratamentos ótimos que contenham 
perfodos de repouso sob certas condições, o que está de acordo com a evidência. clínica. 
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Capítulo 5 
Tratamentos Quimioterápicos com Resistência ao 
Fármaco e Nível de Células Normais 
como Limite de Toxidez 
1. Introdução 
Nos capítulos anteriores elaboramos tratamentos quimioterápicos onde a re-
sistência à droga e a toxidez estavam presentes na análise, sendo esta última descrita 
através da acumulação de droga no paciente. 
Neste capítulo propomos tratamentos ótimos onde sào consideradas a resistência 
à droga e a toxidez, que, no caso, será modelada através de um nível mínimo de células 
normais que não pode ser violado. 
Alguns autores (.Murray [17,18], Zietz e Nicolini [381) utilizam o critério de 
células normais como um indicador de toxidez e os seus tratamentos ótimos podem conter 
períodos de repouso. 
Em contrapartida, mostramos neste capítulo que a introdução de resistência 
à droga leva a um tratamento ótimo consistindo na concentração máxima permitida no 
decorrer de todo tempo e mais ainda, embora este resultado seja restrito a um conjunto de 
tamanhos iniciais do tumor, é válido para uma classe de funções genéricas de crescimento 
e taxas de mortalidade. No caso Malthusiano (exponencial) de crescimento celular e uma 
taxa de mortalidade linea.r, mostramos que sob certas condições, períodos de repouso, 
embora não ótimos, podem ser incorporados em tratamentos alternativos. 
2. Quimioterapia com células normais 
Nesta análise valem a.s suposições i), ii)) iii) do capítulo 2, (p. 10) sendo que 
a droga provoca uma taxa de mortalidade nas células normais proporcional à população 
destas. 
O seguinte sistema é um possível modelo para o comportamento das células 





dt = xf(y) + af(y)(y- x) 
dy 
- = yf(y)- u(t)g(y- x) 
dt 
x(O) = x0 , y(O) = Yo , n(O) = no . 
Wll iiH 
(5.1) 
Novamente, as considerações feitas nos sistemas anteriores são também válidas 
para o sistema (5.1). f 1 e g1 são as funções de crescimento específico e taxa de mortalidade 
por unidade de concentração da droga para as células normais, respectivamente. 
O problema de Controle Ótimo com tempo final livre consiste em achar um 
certo tempo O :'5: tj < +oo e uma função de variação limitada (BV-function) u· ; [0, tj] ---> 
IR, O :S u"'(t) :'5: um, que será a concentração ótima da. droga no sítio tumoral no sentido 
de minimizar o seguinte funcional 
(q.t.p.-quase toda parte), sujeito ao sistema {5.1) e a restrição n(t)?:: ;3, onde o funcional 
Jc é definido neste caso por 
(5.3) 
Este funcional representa o número de células tumora.is no fim do tratamento 
e {J é o menor nível admissível de células normais, indicando uma possível medida de 
toxidez. 
No tocante à.s funções / 1 , 9I e 11 valem as seguintes hipóteses: 
i) f 1 e g1 são funções de classe C 1 ; g1 (0) =O, g1(s) >O, gi(s) >O quando s >O. (5.4) 
ii) Existe 11m tal que fr(nm) =O e fi(n) >O para OS n < nm. (5.-5) 
iii) f 1 (n) >O para n 2: O e 91 é globalmente Lipschitz. (5.6) 
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Continuam valendo as mesmas hipót<>ses dos capítulos anteriores para f e g; as inter-
pretações para !1,91 e nem (5.4), (5.5), (5.6) são idênticas àquelas apresentadas anteri-
ormente; a região f2 definida em (2.7) no capítulo 2 é a mesma que será. utilizada nesta 
análise. 
Antes de prosseguir com o estudo de Controle Ótimo, enunciamos um lema que 
é demonstrado da mesma forma que o lema 1 no capítulo 2 (observamos que as duas pri-
meiras equações são as mesmas de (2.1) no capítulo 2). Este lema relaciona as trajetórias 
de (5.1) com a região O. 
Lema 1: Seja u(t) > O uma função de va1'iação limitada. A solução correspondente 
(x(t),y(t),n(t)) de (5.1) com condições iniciais (x0,y0,n0 ) satisfazendo (x0 ,y0 ) E O é tal 
que sua projeção no plano x,y, isto{, (x(t),y(t)) nunca atinge a fronteira de nem tempo 
finito. Em paTticular, este lema implica que O< x(t) < y(t.) para iodo t finit.o. 
Antes de iniciarmos a análise deste modelo, sã.o necessárias algumas observações. 
Uma relação entre um e as funções /I, g1 e n deve ser satisfeita a fim de que o problema 
, I d , dn ) não se reduza aque e aborda o no capJtulo 2. De fato, se dt n.f1 (n - umg(n) >O 
com n(O) 2: /3, então n(t) 2: /3 para qualquer tratamento com O ::; u(t) ::; Um e assim 
a condição n(t) 2: f], será sempre verdadeira, reduzindo o presente problema àquele do 
capítulo 2. Para eliminar esta possibilidade, supomos nesta análise que 
(5.7) 
para todo n. O sentido da condição acima ficará mais claro no exemplo da seção 3. 
Em termos clínicos, o principal resultado do estudo do problema de Controle 
Ótimo (5.1) e (5.2) afirma que se existir um tratamento ótimo, este deve consistir na 
aplicação da concentração máxima de droga. (um) no sítio tumoral durante todo o tempo 
e o tratamento deve ser interrompido tão logo o tamanho do tumor (y) atinja. o seu mínimo 
(i.e. (dyjdt)(t1) = O,t 1 - tempo final), sob a condiçào de que o nível das células normais 
seja maior que o nível menor admissível (/3) ao longo de todo o tratamento, sendo igual 
a este somente no tempo final, t 1. Por outro lado, se o nível de células normais atingir 
o nível /3, sob regime de concentração máxima, o tratamento deve ser imediatamente 
interrompido, sendo o nível final do tumor determinado por esse instante. Este nível 
não é necessariamente o mínimo e neste caso o tratamento não é ótimo. Este ponto 
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será retomado na seçã.o 3 onde sugerimos tratamentos alternativos que proporcionam 
resultados melhores do que o citado ac.imn. 
No tocante à análise matemática, seguimos o procedimento de Sage [20J para 
variáveis de controle e de estado limitados. 
Sejam z e w variáveis de folga tais que 
e 
e J o funcional aumentado 
J = y(to) + 1'{1i(tJ) + À1[(xf(y) + af(y)(y- .r))-±]+ .\ 2 [(yj(y)- u(t)g(y- x))- y] 
'" 
+.\,[(nj,(n)- u(t)g,(n))- n] + p,(t)[(um- u)u- z2] + p,(t)[n(t)- fi- w'J)dt 
onde ÀI,À2,À3,P1,P2 são variáveis adjuntns. 
Aplicando as equações e Eulet~Lagrange ao funcional aumentado, obtemos 
· 8g(y-x) 
-.\, = .\J](y)(l -a)- .\,u(t) ax 
-.\2 = .\1(xf'(y) + aj'(y)(y- x) + aj(y)) + .\2(yf'(y) 
8g 
+J(y)-u(t)89 (y-x)) (5.8) 
-.\3 = .\3(j1 (n) + nf;(n)- u(tJg;(n)) + p2(t) 
{ 













Lema 2: Se existir uma estratégia ótima u•(t) em [0, tj], então u"'(t) = um numa VZZl· 
nhança à esquerda de t 1. 
Prova: Pela equaçà<J (5.9), p1 (tf) i' O uma vez que .\3 (t f) =O e À2 (t f) = I. Assim, em tf 
o controle ótimo é um ou zero. O caso u(t 1) =O é eliminado, já que procuramos minimizar 
y(tJ ). Além disso, pela condição (5. 7) este resultado indica que o nível de células normais 
deve ser sempre superior a (:J antes do fim do tratamento. 0 
Em seguida provaremos o seguinte lema: 
Lema 3: Se existir uma estratégia ótima u*(t) para todo tE [O,tj], então o n*(t) corres· 
pondente é tal que n*(t) > j3 para todo tE [O,tj). Portanto, n*(t) poderia se1· igual a j3 
somente no tempo final tj. Além disso, u"'(t) =Um para todo tE [0, tj]. 
Prova: Vamos supor por contradição, que n*(t) seja igual a ,8 em certos instantes. Seja 
[o menor tempo no intervalo [0, tj] tal que para [l, tj], n(t) > ,8 exceto em conjuntos de 
medida nula. 
Podemos verificar que O .:S l < tj, visto que numa vizinhança de tj a estratégia 
ótima deve ser Um e portanto n*(t) deveria ser estritamente decrescente (hipótese (5.7)) 
nesta região. Desde que n*(t1) 2: f3 deveríamos ter n(t) > (:J para t numa vizinhança 
à esquerda de tj. Em [l, tj] aplicamos a versão do Princípio do Mínimo de Pontryagin 
para problemas com restrições nas variáveis de estado (ver Lee e Markus [15], p. 236). 
Contudo, como em [f, tj] as restrições (n 2: (3) são ativas (n = f3) somente em conjuntos 
de medida nula, recorremos a-0 Principio do Mínimo de Pontryagin usual a fim de verificar 
se a estratégia proposta é ótima em [f, tj]. 
As equações das variáveis de estado são as mesmas de (5.1) e o Hamiltoniano 
(Kirk [14]) é dado por 
H= À1 [xf(y) + af(y)(y - x )) + À2 [yf(y) - u( t)g(y- x )) + -l,[nfr (n) - u(t)gi(n)). 
Este Hamiltonia.no gera as mesmas equações de coestado para .\ 1 e .\2 de (5.8) 
e as condições de transversalidade são as mesmas. Em [f,tj],n(t) 2: (:J e a igualdade 
vale somente em conjuntos de medida nula. Consequentemente w(t) :f O e p2(t) =O neste 
intervalo (exceto em conjuntos de medida nula- ver equações (5.10) e (5.11)). Isto implica 
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que para t E [l, tj] 
.\3 (tj) =O. 
Integrando esta. equação em -t no intervalo [l,tj]. verificamos que À3 (t) =O 
neste mesmo intervalo. Portanto, em /f, tj] o presente problema se reduz exatamente 
àquele abordado no capítulo 2, com o funcional J:::::: y(t1). Assim, é possível aplicar 
os resultados sobre ).1 e À2 do referido capítulo para t E [l, tj]. Os seguintes resultados 
também são válidos neste caso: 
i) .\,(i)~ O para todo tE [l,tj]. 
ii) .\1 (1) >O para todo tE [l. tj]. 
As respectivas provas de i) e ii) são análogas do capítulo 2 (p. 10). Portanto, o 
Teorema 1 enunciado no capítulo 2 que garante que a única estratégia ótima é u(t) =um, 
é também válido neste caso para todo t E [l, tjJ. 
Se l :::=O, temos u(t) =Um para todo t E [O,tj]. Portanto n(t) é estritamente 
decrescente e visto que n(t1) 2/3, concluímos que n(t) > j3 para todo tE [O,tj), o que é 
uma contradição à hipótese de que n•(t) seja igual a. zero em certos instantes de tempo. 
Se l > O, observamos que pela sua própria definição e pela continuidade de 
n•(t),n•(t) = j3 num intervalo [i, i], onde i<[. Porém, isto é uma contradição porque 
foi mostrado anteriormente que n(t) > j3 para [ < t < tj (n(t) é estritamente decres-
cente neste intervalo) e por outro lado n(t) :::= ;3 para tE (f,t). Assim, li:~pn(t) = ;3 e 
t-.t-
lirpn(t) > {3 e n(t) nãü poderia ser contínuo. Isto prova o lema. 0 
t-t+ 
Desta maneira, se existir um tratamento ótimo, a. concentraçã.o da droga no 
sítio tumoral teria que ser mantida no seu nível máximo ao longo de todo o tratamento. 
Este resultado é válido para funções de crescimento e taxa.s de mortalidade consideradas 
no início desta seção, incluindo taxas de mortalidade diferenciadas para células normajs 
e tumora.is. 
Todavia, pode haver níveis iniciais de células tumorais e normais para os quais 
a aplicação de Um, até que o tumor atinja o seu mínimo (i.e. dy/dt :::= 0), viole a restrição 
n(t) ~ (3. Em tais casos um tratamento ótimo, como definido acima não é possível, 
exigindo portanto, estratégias alternativas que decresçam o nível das células tumorais. 





normais atingirem o nível mínimo admissível e depois interromper o tratamento ou existe 
outro tratamento após atingir o nível /3 (com a aplicação de um) que renderá melhores 
resultados? Esta questão será abordada na próxima seção para o caso de crescimento 
exponencial. 
3. Tratamentos Alternativos no Caso Malthusiano 
Nesta seção a análise se restringe ao caso de crescimento celular Malthusiano 
(exponencial). A justificativa de seu uso e a sua importância como modelo de dinâmica 
celular estão estão apresentadas no capítulo 3, seção 3. 
O sistema correspondente a (5.1) tem a seguinte forma. 
dx dt = rx + ar(y - x) 
dy 
- = ry- Fu(t)(y- x) dt 
dn 
- = r1n- F1u(t)n dt 
x(O) = x 0 , y(O) = Yo , n(O) = no . 
(5.12) 
onde as células tumorais e normais têm taxas específicas de crescimento r e r 1 , respecti-
vamente. Como a droga pode atuar de maneira diferente em cada. tipo de célula, cons-
tantes de proporcionalidade distintas - F e F1 - para células tumorais e normais foram 
atribuídas às taxas de mortalidade. Além disso, nesta análise a condição {5.7) se reduz a 
(r1 - F1um) <O, garantindo que o problema seja distinto da.quele abordado no capítulo 
2. Esta suposiçã.o será verdadeira durante a análise desta seção. 
Primeiramente, plotamos no espaço de fase (x,y,n) as condições iniciais 
(x0 ,y0 ,n0 ) para as quais u*(t) =Um para todo tE [O,t 1 ] é uma estratégia. ótima. As 
condições iniciais restantes do octant.e positivo será o tema desta análise. 
Visto que o sistema (5.12) possui uma solução explícita. para u*(t) = Um, é 
possível calcular o tempo ~tn necessário para atingir n = {3 para n(O) = n0 , quando 
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u"(t) = um para todo t. 
Da equaçâ<> dnjdt em (5.12) 
(5.13) 
onde Ll.t é tempo acima mencionado. Posto que uma estratégia ótima precisa terminar em 
Y(tj) =O com u•(tj) =Um o tempo Ll.t11 necessário para atingirY(tj) =O com u*(t) =Um 
para todo tE [0, t•] pode ser calculado da equação de dyjdt em (5.12), obtendo-se 
(5.14) 
É necessário que l:lt 11 .:S Ll.tn a fim de que u*(t) =um não viole n 2 (3. Portanto, 
a desigualdade acima envolvendo !3.t 11 e l:ltn toma a forma. 
(51.5) 
A igualdade em (5.15) determina uma hélice no espaço x, y, n (como mostrado 
na figura 1) 
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Qualquer condição inicial (xo, y0 , n0 ) situada na hélice ou na região compreen-
dida entre esta e o plano x, n (ver ponto A na figura 1) tem como solução ótima u*(t) = Um 
para todo t E [0, tj]. 
É importante ressaltar que em termos clínicos o mesmo tratamento pode ter 
resultados diferentes. Por exemplo, para os pontos na região compreendida entre a hélice e 
o plano x, no tratamento termina com as células normais acima do nível mínimo possível 
{i.e. n"'(tj) > /3), ao passo que para. os pontos na superfície da hélice o tratamento termina 
com n•(tj) = (J. 
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Segundo os resultados da seçã.o anterior, condições iniciais situadas na região 
compreendida entre a hélice e o plano y, n (ver ponto B na figura I) não podem ter uma 
solução ótima. Portanto, neste caso, procuramos tratamentos que, embora não sejam 
ótimos, possam diminuir o nível tumoral com respeito ao tratamento usual u(t) = Um 
para todo t. Por exemplo, podemos apresentar alguns casos nos quais é possível continuar 
a administrar droga após as células normais atingirem o mínimo permissível sem violar a 
restrição n(t) 2: fJ. Alguns exemplos estão ilustrados na figura l (trajetórias (l) e (2)). 
A estratégia de concentração máxima poderia ser utilizada até que as células 
normais atingissem o nível n = (3. Em seguida, a estratégia com concentração us = r 1/ F 1, 
que mantém as células normais do nível n = f3 (pelo fato de it =O neste caso), poderia ser 
aplicada se fosse garantida a redução do tumor nesta fase. Isto sempre ocorrerá quando 
a trajetória do sistema (5.11) com condições iniciais entre a hélice e o plano y,n e com 
u(t) =um toca o plano n = j3 à esquerda da isóclina 1'Y- Fus(y- x) =O (i.e. i;= O 
para u = U 8 situada também no plano n = ;3), visto que i; < O para u(t) = us nesta 
reg1ao. Em outras palavras, os tamanhos iniciais de tumores para os quais é possível 
aplicar tal tratamento são determinados através da integraçã.o em -t dos pontos da 
isóclina ry- Fus(Y- :z:) =O (i;= O para u(t) = rd F1 ) com u(t) =um, o que forma. uma 
certa região no espaço (x, y, n). Qualquer outra condição inicial fora. desta região atingirá 
o plano n = /3 à direita da isóclina iJ = O (para Us = ~) no plano n = /3 e nenhum 
tratamento com u = u 8 reduzirá mais o tumor (ver trajetória (3) na figura 1). 
A questão que propomos agora diz respeito aos períodos de repouso, visto que 
estes são uma evidência clínica bem comum em pwtocolos quimioterápicos. No conjunto 
de tratamentos alternativos buscamos condições ta.is que tratamentos com repouso possam 
melhorar a saúde do paciente. 
Uma maneira de se efetuar esta análise consiste na escolha de uma condição 
inicial do tipo ( x 0 , y0 , /1) e após deixar o sistema eYoluir com tt = O (período de repouso) 
até um ponto arbitrá.rio (x1,y1,n 1 ) com n1 > ,B, aplicamos 11m novamente até as células 
normais atingirem (3, isto é, (xz:Yz,f3). Então, verificamos se houve alguma melhora no 
nível tumoral, ou seja, se y2 < y0 . Na sequência, procuramos condições para esta melhora 
em termos de n1 e avaliamos quanto um peâodo de repouso deve durar a fim de que as 
células normais se recuperem, sem contudo, deixar que o tumor evolua a um tal ponto que 
a melhora não seja mais possível. Para isto, são necessárias expressões que relacionem as 
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várias populações com o intervalos de repouso, .6.1 , e com os intervalos .6. 2 de aplicação 
de 'Um· 
No caso exponencial, quando u(t) = Um para todo t, a equação da dinâmica do 
tumor é a seguinte 
dy 
dt = ry- Fum(Y- x). (5.16) 
As células sensíveis z = y- x obedecem a seguinte equação, quando u(t) =Um 
para todo t, 
dz 
- = (r - F um - <>r )z 
di 
que possui uma solução explícita 
z(t) = y(t)- x(t) = z(t0)exp[(l- o)r- Fum](t- t 0 ) 
Substituindo (5.18) em (5.16) 
dy 
dt = ry- Fumz(io) exp[(l - o)r- Fum](t- t0 ). 




y(t) = exp[r(t-t0)][y(t0 )+ "m; [y(l0 )-x(t0)J[exp[-(<>,.+Fum)(t-t0)]-!Jl (5.20) 
ar+ Um 
O período de repouso é dado por 
( 5.21) 
enquanto, .6.2 , o tempo de aplicação de Um até atingir f3 tem a seguinte expressão 
I n 1 112 = fn-,. Fium-ri 1.1 
(5.22) 
Durante o período de repouso o tumor evolui de y0 até y1 segundo a equação 
(5 23) 
e durante .6. 2 , evolui de y1 até y2 segundo (5.20). 
Substituindo (5.23) em (5.20) e a-pós alguns cálculos algébricos extensos obtemos 
uma relação entre o nível tumora.l final y2 e os níveis iniciais y0 e x 0 , ou seja., 
, .. , 






Para termos Y2 < yo, é necessário que 
exp r(t\ 1 + t\ 2 )(1 - k( n1 ) exp( -art\1 )) + 1k( n,) exp r(t\ 1 + t\ 2 ) exp( -rat\1 ) < 1 ( 5.26) 
onde I = x 0 fy0 • Visto que Ll 1, Ll2 e k podem ser escritos em termos de n 1 {equações 
(5.21), (5.22), (5.25)), a desigualdade (5.26) pode ser expressa como uma soma de funções 
de nb isto é, Ht(nt) + 1H2(n1) onde 
H,(n1 ) = exp[r(ll,+ t\ 2)](1- k(n1 )exp( -art\1)) = (~)e ( 1- ( 'if r'~ ( 'if r') 
H 2 (n1 ) = exp[r(t\1 + ll 2)]k(ni) exp( -art\1 ) = c;)'[ ( 'if r~ ( 'iff] 
e as constantes ()' '1jJ' e' b são todas positivas e definidas a seguir: 






O restante da análise .será feito para n 1 ~ j3, ou seja, se alguma melhora. no 
tratamento pode ser conseguida por intermédio de períodos de repouso, quando as células 
normais estão próximas de seu nível minimo admissível. 




dH-71'--(n-'-é,) dH2 (n,)l B (1-1)[(-~l +I =-+ --. 





Para haver alguma melhora, impomos que a expressão (5.30) seja negativa, de 
maneira que na vizinhança de n1 = f3 a desigualdade (5.28) seja satisfeita e consequente-
mente Y2 < Yo· 
Substituindo e, 1/~,Ç,b em (5.26) pelas suas respectivas expressões em termos do 
modelo original, obtemos 













Tendo em vista. (5.32) e supondo que r >ri, os períodos de repouso podem 
melhorar o tratamento se os efeitos da droga nas células tumorais e normais forem dife-
rentes, isto é, se F> FI. Se forem similares (F1 :::::;: F), a única maneira de se conseguir 
alguma melhora será no caso em que a taxa específica de crescimento das células normais 
é maior do que a da.s tumorais (o que não é o caso usual). 
Esta análise também provê um limiar aproximado de células normais para o 
qual o período de repouso não é mais eficaz. Em outras palavras, nenhuma melhora no 
tratamento pode ser obtida se o nível de células normais, após um período de repouso, 
ultrapassa um limiar da.do por 
ar ( ) (;)>C~\ J :, + F1u~- r, 
F~lm 
(5.33) 
Esta desigualdade é obtida através da. imposição de que o coeficiente de y0 em 
(5.24) seja maior que l. Visto que o restante do membro direito de (5.24) é não negativo, 
isto implica que Y2 > Yo· 
Da desigualdade (5.33) podemos extrair algumas características importantes. A 




- que interrelaciona a resistência à droga., crescimento tu moral "'eficá.cia da droga. Para 
o e/ou r pequenos ou Fum grande, a região proibitiva decresce. Portanto, períodos de 
repouso serão eficazes se a taxa de mutação para células resistentes e/ou taxa específica 
de crescimento do tumor forem pequenas ou o efeito de eliminação das células tumorais 
pela droga for grande. 
4. Discussão 
Neste capítulo elaboramos um tratamento quimioterápico ótimo que minimiza 
o número de células tumorais ao término do tratamento, mantendo as células normais 
acima de um nível pré-estabelecido. 
O tratamento consiste na concentração máxima da droga no sítio tumora.l no 
decorrer de todo o tratamento. Isto é válido para uma certa classe de funções de cres-
cimento, taxas de mortalidade e um conjunto específico de tamanhos iniciais de tumor 
e células normais. Este conjunto é determinado peia proporção de células resistentes no 
tumor e pelo número de células normais na ,·izinhança da região tumoral. 
Uma vez que o tratamento ótimo é restrito a um conjunto de condições llll-
ciais, recorremos a tratamentos alternativos para dados iniciais fora deste conjunto, os 
quais foram desenvolvidos para o crescimento exponencial com uma taxa. de mortalidade 
(induzida pela droga) linear. 
Dois tratamentos alternativos foram propostos: 
Inicialmente, concentração máxima da. droga até que as células normais atinjam 
o nível permissível /3, em seguida: 
1) a concentração da droga de\'e ser mudada para o valor rd F 1 - que mantém 
as células normais num patama.r constante- e mantida até que o tumor atinja o seu nível 
minimo (iJ(t1) =O); 
2) o tratamento é interrompido por não haver possibilidade de reduzir mais o 
tumor. 
Tanto o tratamento 1) quanto o 2) vão ser aplicados, dependendo do tamanho 
do tumor (y(t)) no instante que as células normais atingem o nível fJ (isto é, depende de 
que lado da isóclina dyjdt =O para u = 1ls a tr<ljetória toca o plano n(t) =fi) e o tempo 
de comutação é dado pelo instante que as células 11ormais atingem j]. 
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Na análise de funções de crescimC'nto e taxas d(' mortalidade genéricas, mos-
tramos que períodos de repouso nà.o são ótimos, embora sejam usados em protocolos 
quimioterápicos. Entretanto, no contexto de tratamentos alternativos para o cresciment.o 
exponencial e sob a suposição que a taxa de crescimento das células tumorais seja maior 
que a das células normais, períodos de repouso poderiam contribuir para uma maior 
eficiência do tratamento se: a) as células normais estiverem próximas de seu nível mínimo 
permissível, b) a droga afetar as células tumorais mais do que as normais. 
Por outro lado, se o número de células normais ultrapassarem um valor específico 
(determinado pelos parâmetros do modelo) dura.nt.e um período de repouso, nenhum me-
lhoramento seria obtido pela aplicação posterior de concentração máxima. da droga, em 
virtude do crescimento excessivo das células tumorais durante o repouso. 
Com o resumo destes resultados, alguns comentários se fazem necessários. Po-
deríamos esperar que um limite imposto às células normais como uma medida de toxidez, 
criasse tratamentos envolvendo concentrações de droga e repouso alternadamente (ver 
Murray [17,18] para um estudo de equações dinâmicas desacoplada.s para. células tumo-
rais e normais sem resistência à droga). Tal tipo de estratégia não mostrou ser ótima no 
estudo deste capítulo. 
Um argumento que justifique esta evidência pode ser o fato de que as células 
resistentes desempenham um papel influente na determinação de tratamentos ótimos. As 
células resistentes são modeladas através de uma dinâmica. estritamente crescente cuja 
tendência pode somente ser diminuída (mas não re,·ertida) através do tratamento. Por-
tanto, a concentração máxima da droga emerge como a única possibilidade que minimiza 
a população de células tumorais, independente das funções de crescimento e da taxa de 
mortalidade induzida pela droga.. O modelo sugere. então, que a toxidez descrita por um 
mínimo de células normais não é suficiente para supera.r os efeitos da resistência à droga. 
Contudo, é importante mencionar que nos capítulos anteriores concentrações 
alternativas ótimas foram obtidas somente para uma combinação de resistência à droga, 
saturação e tox:idez (ver capítulo 3). 
No que diz respeito à evidência clínica dos períodos de repouso, sugerimos que 
uma equação da dinâmica da droga seja incorporado ao modelo apresentado. Esta con-
jectura é baseada no fato de que o crescimento da droga exerce uma influéncia na de-
terminação de tratamentos ótimos (ver c.?tpítulo 4). Outra sugestão a.ponta para uma 
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modelagem diferent€' da resistência e/ou efeitos não cumulativos da toxidez. A despeito 
das dificuldades intrínsecas à interpretação física dos termos envolvidos na descrição ma-
temática da resist-ência bem como uma escolha apropriada para um critério de toxidez 
(ver Swan [26 1 30, 31])1 a modelagem deveria, em parte, ser direcionada para este dois 
itens a fim de melhorar a compreensão global de dinâmica das células e protocolos quimi-
oterápicos. 
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Conclusão 
Neste trabalho tratamos da determinação qualitativa de tratamentos quimio-
terápicos contínuos, levando em consideração, entre outros itens, a propriedade das células 
adquirirem espontaneamente resistência ao efeito da droga. 
O ferramenta! matemático utilizado foi a Teoria de Controle Ótimo Deter-
minístico. Para. isso, modelamos a dinâmica das células sob efeito da droga através de 
equações diferenciais ordinárias. O objetivo do tratamento foi delineado por intermédio 
da minimização de um critério pré-determinado. O critério escolhido foi uma combinação 
linear do número de células tumorais no fim do tratamento e da quantidade média de 
droga injetada no paciente. Este segundo item traduz o nível de toxidez provocado pelo 
tratamento. 
No primeiro capítulo o único tratamento ótimo sugerido pelo modelo consistiu 
na manutenção da concentração máxima da droga no sítio tumoral ao longo de todo o 
tratamento. Este resultado é válido para uma classe de funções de crescimento das células 
tumorais e para taxas de mortalidade linearmente proporcionais à concentração da droga. 
Por outro lado, no segundo capítulo houve uma diversidade de tratamentos qui-
mioterápicos ótimos, quando analisamos o efeito de saturação da droga. Os tratamentos 
não só dependiam dos parâmetros do modelo (taxa de crescimento das células tumorais e 
eficácia da droga), bem como do nível inicial das células tumorais. Um dos tratamentos 
ótimos propostos foi a concentração máxima da droga ao longo de todo o intervalo de 
tempo. Os outros correspondiam à aplicação do anterior e em seguida à aplicação da 
droga em função das células tumorais ou aplicação da droga em função das células tumo-
rais ao longo de todo o tratamento. De maneira similar ao caso anterior, o repouso não 
figurou dentro do conjunto dos tratamentos ótimos. 
Nos dois casos anteriores supusemos que a concentração da droga injetada fosse 
igual a do sítio tumoral (mistura instantânea na circulaçã.o sanguínea do paciente). Entre-
tanto, sabe-se que há um decaimento da droga ao ser injetada no paciente em decorrência 
de diluição na corrente sanguínea, lixiviação, etc, e portanto, no quarto capítulo adiciona-
mos ao modelo uma equação diferencial ordinária com intuito de descrever a dinâmica da 
droga, isto é, descrever a relação entre a concentraçã-o da droga injetada e a concentração 
no sítio tumora.l. A cinética escolhida foi o decaimento de primeira ordem e o critério a 
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ser minimizado consistiu no número de células tumorais. Os candidatos ao tratamento 
ótimos foram dois: injeção máxima de droga e injeção máxima alternada com períodos de 
repouso. Dado um tempo fixo de tratamento, mostramos que a injeção máxima produzia 
melhores efeitos que a alternância com repouso, quando impostas algumas condições sobre 
' 
os parâmetros do modelo. 
No quarto capítulo abordamos o problema de tratamento quimioterápico 
quando a toxidez foi formulada em termos de um nível mínimo de células normais, uma 
vez que a droga também elimina este tipo de células. Novamente, o único tratamento 
ótimo proposto foi a concentração máxima da droga ao longo de todo o tratamento. Con-
tudo, este resultado mostrou-se válido somente para um conjunto de números de células 
tumorais iniciais. Para outros casos iniciais que não estivessem nesse conjunto, foram su-
geridos tratamentos sub-ótimos, dentre os quais poderia figurar o repouso, quando certas 
condições acerca dos parâmetros do tumor e da droga fossem satisfeitas. 
Mediante os resultados aqui apresentados, verificamos que o tratamento cons-
tituído da concentração máxima da droga está presente em todos os casos, sendo o único 
ótimo em alguns casos. Uma possível explicação para este fato se deve à modelagem da 
resistência. Segundo o modelo a população de células resistentes é crescente durante todo 
o tratamento, e como estas contribuem para o crescimento do tumor, a aplicação precisa 
empregar a concentração máxima da droga nos tratamentos ótimos. As exceções se en-
contram no ca<>o de saturação do efeito da mortalidade da droga e no caso de cinética da 
droga. No primeiro a taxa de mortalidade causada pela droga é limitada e no segundo, 
existe um retardo entre a aplicação da droga e seu efeito no tumor. Nos demais, a taxa 
de mortalidade induzida pela droga não é limitada. 
O tratamento com repouso figurou como um candidato ao ótimo somente no 
caso da cinética da droga. A ausênda deste nos demais casos sugere uma alteração nos 
modelos, uma vez que o repouso é uma evidência clínica nos tratamentos quimioterápicos. 
Um possível passo nesta direção seria uma modelagem diferente para a re-
sistência, no sentido de que a popula.çào de células resistentes sofresse algum declínio 
durante o tratamento. Isto poderia ser conseguido atra.vés da. aplicação de duas ou mais 
drogas, de maneira que a população resistente a uma droga específica fosse eliminada por 
outras drogas (ver Vendite [35]). 
Uma outra alternativa seria a inclusão de um termo não cumulativo de toxidez 
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no critério a ser minimizado pelo tratamento. Quando a toxidez é expressa no critério 
através da integral da concentração da droga, o seu efeito é cumulativo e, portanto, o 
repou5o não fará decrescer o valor do critério. 
Por outro lado, constatou~se qualitativamente que o tratamento ótimo poderia 
tornar~se bem mais complexo, caso fosse incluída a cinética da droga nos problemas abor~ 
dados neste trabalho. Uma conjectura seria a presença do repouso no tratamento ótimo 
em virtude, dentre outros fatores, do atraso entre a injeção da droga e sua atuação no 
sítio tumoral. Trabalhos como os de Murra.y [1 í,lSJ que apresentam o repouso como parte 
de um tratamento ótimo, possuem em seus modelos a cinética da droga. Uma exceção 
diz respeito ao trabalho de Zietz e Nicolini [38], onde o repouso figura corno tratamento 
ótimo num modelo que leva em conta funcionais conflitantes, utilizando a otimalidade de 
Pareto. 
A principal contribuição deste t.rab.:dho situa-se nas sugestões de tratamentos 
quimioterápicos ótimos em termos qualitati\'os, quando as célula.<; tumorais conseguem 
desenvolver espontaneamente resistência ao efeito da droga. Este tipo de resistência é 
tido como um dos principais fatores de insucesso de tratamentos quimioterápicos, advindo 
daí a importância de se planejar tratamentos que se sobreponham a esse obstáculo. Na 
literatura de modelos teóricos em quimioterapia são poucos os trabalhos que levam em 
consideração a resistência explicitamente. Em geral, esta fica implicitamente expressa nos 
critérios. 
Os tratamentos aqui propostos podem ser utilizados como candidatos a trata~ 
mentos ótimos em modelos quantitativos mais complexos. Na realidade nosso trabalho 
deve ser considerado como um passo inicial na. resolução de problemas de controle ótimo 
numérico em quimioterapia. 
Um estudo que poderia constituir uma possível extensão deste trabalho seria a 
formulação do Problema de Controle Ótimo com os modelos estudados, porém levando-
se em conta a aplicaç~o alternada de duas espécies de droga .. Neste caso, o número de 
equações envolvidas aumentaria e por conseguinte, a resoluçã.o do problema requereria 




Lema A: A trajetória comspondente à estratégia u =Um em (3.11} com condições inici-
ais (x0 , y0 ) se situam abaixo da trajetória correspondente a qualquer outra estratégia u(t) 
com O< u(t) <Um e (x0,y0). 
Prova: Seja Xm(t) e Ym(t) a solução de (3.11) para u =Um e x(t),y(t) a solução de (3.11) 
para O < u(t) < Um· Seja também Zm = Ym- Xm e z = x- y. Subtraindo a primeira 
equação da segunda em (3.11) para ambos os casos 
dzm = [(! _ a)r _ DFum ]zm 
dt M+um 
dz =[(I_ a)r _ DFu ]z. 
dt M + u 
V. Du(t) Dum Isto que, ) < , entào M +u(t - M +Um 
z(t) z(O)exp(l[(l- a)>-- ;~u~~;)]d7) 
~ z(O)exp(l[(l- o)r- A~~u:)r) = =m(l) 
isto é, z(t) ~ zm(t) 'li?_ O. 
Por outro lado temos que 
{ 
d;tm = r.Tm(t) + cmm(t) ?_ rxm(t) + arz(t) 
(A.!) 
Xm(O) = X o 
e 
{ 
~;· (t) = rx(l) + arz(t) 
x(O) = zo 
(A.2) 
Comparando (A.l) e (A.2) e recorrendo aos resultados de desigualdades dife-
renciais (ver Hale [12) p. 30) ternos: 
Xm(t) S x(l) \ft ~O. 
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Finalmente Ym(t) = Xm(t) + Zm(t) ~ x(t) + z(t) = y(t), 'lt ~O. 
Portanto Xm(t) ~ x(t) and Ym(t) ~ y(t), 'lt ~O e o lema está provado. 0 
Apêndice B 
Seja a equação: 
Ax' + Bxy + Cy' + Dx + Ey + S = O (A ou B ou C;iO) 
que pode ser escrita da seguinte forma: 
[ x1 Y1 ] [ .\1 O l [ x1 l + [ DE ] [ J ]""'•~'•"' [ x1 l + S = 0 Ü Àz Yt canoruco Yt 
onde ..\1 e .\2 são autovalores de [ ~ ! ] e [J] é a matriz de mudança de base de auto· 
vetores (com relação a ..\ 1 ,).2 ) para a base canônica. Daí 
No caso, .\1 =O, >. 2 =(DF)'+ (1·- DF)', a= -4cMr, 
( D'F'cM ) b= -2 DF-r +2cM(r+DF) e S = (cl\1) 2 
Como ,\1 =O, podemos completar os quadrados para Yh obtendo então, 
b 
onde Y2 = y1 + 2..\2 
e x 2 = x 1. Então, 
.\, 2 ( b' ) l x, = --y + s-- -
a 2 4À2 a 
que é o grafico de uma parábola. 
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