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We have developed a solvation function that
combines a Generalized Born model for polari-
zation of protein charge by the high dielectric
solvent, with a hydrophobic potential of mean
force (HPMF) as a model for hydrophobic inter-
action, to aid in the discrimination of native
structures from other misfolded states in pro-
tein structure prediction. We find that our en-
ergy function outperforms other reported scor-
ing functions in terms of correct native ranking
for 91% of proteins and low Z scores for a vari-
ety of decoy sets, including the challenging Ro-
setta decoys. This work shows that the stabiliz-
ing effect of hydrophobic exposure to aqueous
solvent that defines the HPMF hydration phys-
ics is an apparent improvement over solvent-
accessible surface area models that penalize
hydrophobic exposure. Decoys generated by
thermal sampling around the native-state basin
reveal a potentially important role for side-chain
entropy in the future development of even more
accurate free energy surfaces.
INTRODUCTION
The protein structure prediction problem is to predict the
three-dimensional structure of the native state of a protein
given its sequence of amino acids. Our group has used
global optimization as a promising approach to its solution
because it is believed that in most cases the native state
corresponds to the global, or very low-lying, free energy
minimum (Anfinsen, 1973). Global optimization is required
because the energy landscape of a realistic-sized protein
has thousands of parameters and an enormous number of
local minima that are potential false traps for native struc-
ture (Sugita and Okamoto, 1999; Vasquez et al., 1994).
However, without a quantitative description of the free en-
ergy function describing both the proteins’ intramolecular
forces and the intermolecular interactions with aqueous
solvent, global optimization as a solution to the structure
prediction problem would be useless. We must searchStructure 15, 7on a free energy surface where the global optimum, or
very low-lying free energy minimum, has functional rele-
vance. As is usual for global optimization approaches,
the question is whether the sampling is sufficient or
whether the energy or scoring function is adequate for dis-
criminating native structure from misfolded states.
Atomic nonpolarizable empirical force fields such as
AMBER (Cornell et al., 1995; Hornak et al., 2006; Wang
et al., 2000; Weiner et al., 1984, 1986), CHARMM (Brooks
et al., 1983; MacKerell et al., 1998), GROMOS (Scott et al.,
1999), ECEPP (Momany et al., 1975; Nemethy et al., 1983;
Sippl et al., 1984), and OPLS (Jorgensen et al., 1996;
Kaminski et al., 2001) are fairly simple mathematical func-
tional forms that are reasonable and physically motivated
approximations of the potential energy surface for pro-
teins. Empirical protein force fields such as these have
been shown to be effective in both protein folding and pro-
tein structure prediction (Ponder and Case, 2003). An im-
portant demonstration of their effectiveness is the study of
native folds andmisfolds of the protein sequences of hem-
erythrin, a predominantly alpha protein, and immunoglob-
ulin VL domain, a predominantly b sheet structure. When
the sequences of the two were threaded through the other
tertiary structure, the gas phase energy values (i.e., no
protein-solvent interactions) for the native foldswere com-
parable to theirmisfolds. However, the addition of a simple
solvation description raised the energy of the misfolded
structures, demonstrating that these protein force fields
combined with an adequate solvent model can perform
effectively in discriminating between correct folds and
misfolds (Novotny et al., 1984).
Modeling the interaction of a protein with aqueous sol-
vent can be accomplished with any of the independently
developed liquid water force fields, such as the TIP
(Jorgensen et al., 1983; Jorgensen and Madura, 1985;
Mahoney and Jorgensen, 2000) or SPC (Berendsen
et al., 1981) series of models, and with more recent ver-
sions that are parameterized for long-range electrostatic
interactions, such as TIP4P-Ew (Horn et al., 2004) and
TIP5P-Ew (Rick, 2004), as well as with polarizable water
models, such as TIP4P-pol2 (Chen et al., 2000), TIP4P-
FQ (Rick, 2001; Rick et al., 1994), and SPC-FQ (Rick
et al., 1994). However, the use of an all-atom water poten-
tial is computationally expensive in the context of global
optimization and is possibly not needed in structure27–740, June 2007 ª2007 Elsevier Ltd All rights reserved 727
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Hydrophobic PMF for Protein Structure Predictionprediction if the physics of hydration can be adequately
described by coarse-grained descriptions. For example
the Generalized Born (GB) (Constanciel and Contreras,
1984; Hawkins et al., 1995, 1996; Onufriev et al., 2000,
2004; Still et al., 1990) model represents the electrostatic
polarization free energy as the interaction between the
protein’s charge distribution enclosed in a low dielectric
region and the reaction potential it induces in the sur-
rounding high dielectric solvent. The GB description inte-
grates out the degrees of freedom of explicit water and
replaces them with an effective high dielectric constant.
The GB treatment has been reasonably successful in
both protein folding and protein structure prediction
(Dominy and Brooks, 2002; Feig and Brooks, 2002;
Felts et al., 2002; Garcia and Sanbonmatsu, 2002; Mitsu-
take et al., 2001; Pande and Rokhsar, 1999; Simmerling
et al., 2002; van der Vaart et al., 2000; Vorobjev et al.,
1998).
A popular coarse-grained model of aqueous solvation
involves combining the GB electrostatics model with
a term proportional to the solvent-accessible surface
area (SASA) (Chothia, 1974; Eisenberg and McLachlan,
1986; Lee and Richards, 1971; Sharp et al., 1991; Shrake
and Rupley, 1973; Spolar et al., 1989; Swanson et al.,
2004) to approximate the nonpolar interactions induced
by the aqueous solvent. It is evident from theoretical con-
siderations that the SASAmodel is incapable of accurately
describing nonpolar solvation forces at molecular-length
scales on the order of a water molecule diameter, instead
being more useful at ‘‘large’’ length-scales when more
extended hydrophobic surfaces interface with the water
solvent (Chandler, 2005; ten Wolde, 2002). Thus, alterna-
tive models to SASA are needed to reproduce hydration
phenomena on the molecular scale. For example, the
hydrophobic effect (the thermodynamics of transfer of hy-
drophobic solutes from organic solvents or vacuum into
water) has been modeled in one case by supplementing
the SASAmodel with additional volume and dispersion in-
teractions (Wagoner and Baker, 2006), while Galliccho
and Levy discard the SASA model altogether in favor of
a nonpolar estimator to the work of cavity formation and
dispersion interactions between the solute atoms and
the solvent (Gallicchio and Levy, 2004).
Using bothwide-angle and small-angle solution scatter-
ing experiments and computer simulation (Head-Gordon
et al., 1997; Hura et al., 1999; Pertsemlidis et al., 1996,
1999; Sorenson et al., 1999), we have studied hydropho-
bic interactions between model hydrophobic peptides
such as N-acetyl-leucine-methylamide from low to very
high concentrations (0.1–2.0 M). That these solutions
never phase separate at the highest concentrations stud-
ied suggested to us that small length-scale hydration
physics (Pratt and Chandler, 1977) is operative for the
folding and stabilization of globular proteins (Sorenson
et al., 1999). As such, the influence of water on the free en-
ergy of association of two small hydrophobic groups in
water exhibits a potential of mean force with two minima
separated by a barrier: one for the hydrophobic molecules
in contact and one for the hydrophobic groups separated728 Structure 15, 727–740, June 2007 ª2007 Elsevier Ltd All riby a water layer (Figure 1). This model of the hydrophobic
interaction was introduced by our group in application to
protein structure prediction (Crivelli et al., 2002) to replace
SASA models. Its novelty in the context of structure pre-
diction and protein energetics is the many-body effect of
water’s influence on protein hydrophobic group interac-
tions, and a desolvation barrier to demixing that is not
described by SASA models.
In this work we show that the replacement of the SASA
description with a hydrophobic potential of mean force
(HPMF) model allows better discrimination in favor of na-
tive states with a wide variety of small globular proteins.
In total, our potential energy function to describe the pro-
tein and aqueous solvent free energy surface combines
the AMBER99 protein force field (Wang et al., 2000)
(VProtein), the Generalized Born (GB) description of the
electrostatic component of solvent free energy (VGB) de-
veloped by Case and coworkers (Onufriev et al., 2000),
and the hydrophobic potential of mean force to describe
the solute-solute interaction induced by water (VHPMF):
V =VProtein +VGB +VHPMF : (1)
The performance of AMBER99 combined with the GB/
HPMF solvation model is then evaluated on a large selec-
tion of databases of so-called ‘‘decoy’’ structures that al-
low us to assess its ability to discriminate against mis-
folded structures in favor of the native state. We report
tests of our energy function on 106 proteins using 7 pub-
licly available decoy sets of greatly varying size and diffi-
culty (Holm and Sander, 1992; Keasar and Levitt, 2003;
Park and Levitt, 1996; Samudrala and Levitt, 2000;
Simons et al., 1997; Tsai et al., 2003). We find that our
energy function outperforms other published energy func-
tions in terms of native ranking and native Z score on 91%
of proteins, and does exceptionally well against the hard-
est Rosetta decoy sets, an outcome we attribute to the
success of the HPMF model in particular. We also con-
sider challenging our free energy description with native-
like decoys generated from finite temperature molecular
Figure 1. Hydrophobic Potential of Mean Force
The sum of HPMF and Lennard-Jones energy is plotted against Rij, the
distance between a pair of aliphatic and aromatic carbons.ghts reserved
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AMBER99+GB AMBER99+GB+HPMF
Protein Decoy Number of Residues Decoy Rmsd (A˚) DE DE per Residue DE DE per Residue
1BP2 2PAZ 123 15.38 42.257 0.344 178.378 1.450
1CBH 1PPT 36 9.87 43.240 1.201 48.947 1.360
1FDX 5RXN 54 8.67 11.939 0.221 43.470 0.805
1HIP 2B5C 85 13.84 116.394 1.369 212.696 2.502
1LH1 2I1B 153 17.49 394.606 2.579 285.355 1.865
1P2P 1RN3 124 18.31 113.640 0.916 173.945 1.403
1PPT 1CBH 36 9.76 6.835 0.190 58.543 1.626
1REI 5PAD 212 18.08 278.791 1.315 60.054 0.283
1RHD 2CYP 293 21.56 534.787 1.825 417.677 1.426
1RN3 1P2P 124 18.35 126.357 1.019 147.419 1.189
1SN3 2CI2 65 12.48 112.805 1.735 143.908 2.214
1SN3 2CRO 65 10.77 59.923 0.922 118.553 1.824
2B5C 1HIP 85 14.60 33.580 0.395 2.167 0.025
2CDV 2SSI 107 14.14 140.142 1.310 110.474 1.032
2CI2 1SN3 65 24.93 109.698 1.688 143.420 2.206
2CI2 2CRO 65 23.45 40.205 0.619 108.143 1.664
2CRO 1SN3 65 10.71 192.941 2.968 235.277 3.620
2CRO 2CI2 65 10.66 173.368 2.667 187.076 2.878
2CYP 1RHD 293 21.42 2167.252 7.397 2456.140 8.383
2I1B 1LH1 153 17.52 101.107 0.661 262.069 1.713
2PAZ 1BP2 123 15.35 212.318 1.726 225.312 1.832
2SSI 2CDV 107 15.38 131.374 1.228 183.579 1.716
2TMN 2TS1 316 22.44 689.522 2.182 633.548 2.005
2TS1 2TMN 317 22.75 53.578 0.169 250.015 0.789
5PAD 1REI 212 18.07 514.832 2.428 593.937 2.802
There are 25 proteins whose native states have been determined by both X-ray and NMR. There is only one decoy per protein with
no sequence length variations. DE is the difference in energy between the native and the decoy.dynamics to sample states around the native state for
4PTI at four different temperatures. The thermal decoys
reveal a potentially important role for side-chain entropy
as a direction for future development of even more accu-
rate free energy surfaces.
RESULTS
The results for all proteins used to evaluate our energy
function are given in Tables 1–7 for the EMBL (Holm and
Sander, 1992), 4-state-reduced (Park and Levitt, 1996;
Samudrala and Levitt, 2000), LMDS (Keasar and Levitt,
2003; Samudrala and Levitt, 2000), fisa (Samudrala and
Levitt, 2000; Simons et al., 1997), fisa-casp3 (Samudrala
and Levitt, 2000; Simons et al., 1997), lattice (Samudrala
and Levitt, 2000), and the Rosetta decoy sets (Simons
et al., 1997; Tsai et al., 2003). We do not include 1BBA
in the LMDS set since it does not have a well-defined na-Structure 15, 7tive state. We also do not include protein decoy sets with
heme prosthetic groups (hg_structural [Samudrala and
Levitt, 2000]) or sequence length variations of greater
than 10% with respect to the native structure (MMPBSA
[Lee et al., 2001; Simons et al., 1997] and some parts of
the Rosetta decoy sets) as part of our averages, although
we do report our results on most of these decoys in Table
8 and Table 9.
We have divided the Rosetta decoys developed in
Simons et al. (1999) and Tsai et al. (2003) into two cate-
gories: (1) restricting the decoy set to X-ray-determined
native structures and for %10% variation in sequence
length (Rosetta-1) and (2) restricting the decoy set to na-
tive structures determined by NMR in which multiple
models are reported and for%10% variation in sequence
length (Rosetta-2). Restrictions on sequence length are
necessary because it is ambiguous whether performance
on decoys with >10% variation in sequence length is27–740, June 2007 ª2007 Elsevier Ltd All rights reserved 729
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AMBER99+GB AMBER99+GB+HPMF
Protein Fold Class
Native-State
Resolution (A˚)
Number
of Residues
Native
Rank
Native Z
Score
Native
Rank
Native Z
Score
1CTF a/b 1.70 68 1 3.287 1 3.798
1R69 a 2.00 63 1 3.616 1 3.854
1SN3 a/b 1.20 65 1 3.151 1 5.029
2CRO a 2.35 65 1 3.370 1 3.684
3ICB a 2.30 75 1 2.073 2 2.129
4PTI a/b 1.50 58 1 3.472 1 4.244
4RXN a/b 1.20 54 1 4.042 1 4.005
There are seven proteins whose native states have been determined by X-ray crystallography. There is an average of700 decoys
per protein with no sequence length variations, and an rmsd range of 0.88–9.39 A˚.a problem of the energy function or missing interactions
necessary to stabilize the native fold. We find that discrim-
inating for native protein structures solved by X-ray crys-
tallography is ‘‘easier,’’ while the ensemble of native struc-
tures that are derived from the NMR refinement of solution
measurements make native ranking more ambiguous due
to nonideal packing (Zhang and Liu, 2006).
For these 106 proteins, our energy function is able to
correctly identify the native structure of 96 proteins.
When we compare our energy function (AMBER+GB+
HPMF) with the baseline energy function (AMBER+GB) to
evaluate the contribution of the HPMF term, the baseline
function can only identify the native of 79 proteins. The av-
erage native Z score of the results produced by our energy
function is 4.13 (and 4.50 when we correctly predict
the native state) and 3.29 for the baseline function
(and 3.92 when we correctly predict the native state).
When we compare the structural change of the native
structure after local minimization using our energy func-
tion,wefind that the averagepost-rmsdof the native struc-
ture of each protein is 0.6 A˚, while the average post-rmsd730 Structure 15, 727–740, June 2007 ª2007 Elsevier Ltd All rof the decoys is 0.2 A˚. We speculate that this difference
stems from the model building used in X-ray crystallogra-
phy or NMR refinement being a different energy function
than that used to generate the decoys.
Wenow focuson the tenproteinswhose native structure
is not ranked number one by our energy function. The
native of 3ICB (4-state-reduced) is ranked number two,
although the top-ranked structure is within 1.5 A˚ rmsd
with respect to the native. We question whether this is in
actuality abad result since thermalmotion at room temper-
ature would likely populate ‘‘misfolds’’ in the 1.5 A˚ and
maybe up to 3 A˚ range. In fact the reported NMR data
for other proteins shows an ensemble with a spread of
rmsd between 0.18 A˚ and 0.47 A˚ in the best case (1GB1)
and between 1.30 A˚ and 5.41 A˚ in the worst case (1AJ3).
That the energy versus rmsd plot for 3ICB when fit to a lin-
ear function gives a correlation coefficient (R value) of 0.69
(Figure 2) strongly suggests that the free energy surface for
3ICB is well-described by our model.
Some of the proteins in which our energy function
does not rank the native structure near the top haveTable 3. LMDS Decoy Set
AMBER99+GB AMBER99+GB+HPMF
Protein
Fold
Class
Native-State
Resolution (A˚)
Number
of Residues
Native
Rank
Native Z
Score
Native
Rank
Native Z
Score
1B0N-B a 1.90 31 29 1.684 40 1.433
1CTF a/b 1.70 68 1 3.375 1 4.540
1DTK a/b NMR 57 1 3.527 1 4.261
1FC2 a/b 2.80 43 1 3.389 1 4.232
1IGD a/b 1.10 61 1 4.286 1 4.477
1SHF-A b 1.90 59 1 2.972 1 4.585
2CRO a 2.35 65 1 5.649 1 7.914
2OVO a/b 1.50 56 1 3.411 1 4.580
4PTI a/b 1.50 58 1 4.888 1 6.575
There are nine proteins whose native states have been determined by both NMR and X-ray crystallography. There is an average
of 500 decoys per protein with no sequence length variations, and an rmsd range of 2.45–13.47 A˚.ights reserved
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Hydrophobic PMF for Protein Structure PredictionTable 4. Fisa and Fisa-CASP3 Decoy Set
AMBER+GB AMBER+GB+HPMF
Protein
Fold
Class Decoy Set
Native-State
Resolution (A˚)
Number
of Residues
Native
Rank
Native Z
Score
Native
Rank
Native Z
Score
1FC2 a FISA 2.80 43 152 0.555 70 0.940
1HDD-C a FISA 2.80 57 64 1.180 1 2.454
2CRO a FISA 2.35 65 1 4.922 1 5.077
4ICB a FISA 1.60 76 1 3.588 1 4.487
1BG8-A a FISA-CASP3 2.00 76 1 3.105 1 3.725
1BL0 a FISA-CASP3 2.30 99 15 2.130 1 3.493
1EH2 a FISA-CASP3 NMR 79 18 2.162 1 3.078
1JWE a FISA-CASP3 NMR 114 1 4.745 1 5.285
The fisa decoy set has four proteins whose native states have been determined by X-ray crystallography. There is an average
of 500 decoys per protein with no sequence length variations, and an rmsd range of 2.77–14.13 A˚. The fisa-CASP3 decoy set
has four proteins whose native states have been determined by both NMR and X-ray crystallography. There is an average
of 1500 decoys per protein with no sequence length variations, and an rmsd range of 3.63–20.87 A˚.complications of either being a subunit of a larger protein
or having prosthetic heme or metal groups. 1CC5 and
5ICB in Rosetta-1 and 2PAC in Rosetta-2 are heme-bind-
ing or metal-binding proteins. The prosthetic groups that
bind to these proteins reside in the interior, and without
them there can be destabilization in the core. The nonspe-
cificity of interactions in the collapse of the cavity contrib-
utes tomany possible misfolds that are energetically com-
petitive with the native structure. Thus it is uncertain if the
failure in identifying the native of these proteins is because
of the energy function or the differences in destabilization
of the native structures and misfolds caused by the miss-
ing prosthetic group. In fact we perform well on a number
of heme-binding proteins in the Rosetta decoy sets.
We also succeeded in identifying the native structure for
many proteins that are a domain in a larger quaternary
structure. However, we fail on the small protein 1BON-B
(LMDS decoy set), as well as 1FC2 (fisa decoy set), which
exposes a large amount of hydrophobic surface area. AsStructure 15,described by others (Felts et al., 2002; McConkey et al.,
2003), the removal of other subunits can possibly destabi-
lize the native structure of the target domain more so than
the decoys. It has been suggested that 1BON-B is so
small that other subunits are needed to stabilize it, while
1FC2 packs exposed hydrophobic surface area against
other subunits.
Although our energy function ranked the native state as
number two for 2FDN in Rosetta-1 set and number 13 for
1APF in Rosetta-2 set, the top-ranked structure for these
proteins have very large rmsds with respect to native and
have very poor R values based on linear fits of energy ver-
sus rmsd across the whole decoy set. Other proteins such
as 1ORC (native rank 100) and 1HYP (native rank 1038)
seem to be resounding failures. These proteins offer
more interesting analysis questions about the success of
our energy function. In the cases of 2FDN, 1APF, and
1HYP proteins, there are no native-like decoys (with
rmsd < 3.0 A˚). It is possible that having more native-likeTable 5. Lattice Decoy Set
AMBER99+GB AMBER99+GB+HPMF
Protein
Fold
Class
Native-State
Resolution (A˚)
Number
of Residues
Native
Rank
Native Z
Score
Native
Rank
Native Z
Score
1BEO a 2.20 98 1 5.731 1 5.550
1CTF a/b 1.70 68 1 4.609 1 5.311
1DKT-A a/b 2.90 72 1 4.841 1 3.924
1FCA a/b 1.80 55 3 3.071 1 3.068
1NKL a NMR 78 52 1.811 1 4.173
1PGB a/b 1.92 56 1 3.710 1 5.910
1TRL-A a NMR 62 1 4.383 1 4.261
4ICB a 1.60 76 1 3.790 1 3.524
There are eight proteins whose native states have been determined by both X-ray crystallography and NMR. There are 2000
decoys per protein with no sequence length variations and an rmsd range of 4.74–17.44 A˚.727–740, June 2007 ª2007 Elsevier Ltd All rights reserved 731
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AMBER99+GB AMBER99+GB+HPMF
Protein
Fold
Class
Native-State
Resolution (A˚) DB
Number
of Residues
Native
Rank
Native Z
Score
Native
Rank
Native Z
Score
1AA2 a 2.00 Simons 105 1 4.453 1 5.623
1ACF a/b 2.00 Simons 123 1 6.243 1 7.379
1AIL a 1.90 Tsai 67 17 2.360 1 3.711
1BDO b 1.80 Simons 75 1 3.742 1 5.357
1BQ9 a/b 1.20 Tsai 53 1 4.852 1 4.279
1CC5 a 2.50 Simons 76 123 1.008 77 1.391
1CEI a 1.80 Tsai 85 1 3.401 1 4.895
1CSP b 2.45 Tsai 64 3 3.123 1 3.812
1CTF a/b 1.70 Tsai 67 1 3.263 1 3.835
1ECA a 1.40 Simons 132 1 3.861 1 5.741
1ERV a/b 1.65 Simons 105 1 5.003 1 6.936
1GVP b 1.60 Simons 82 4 2.440 1 3.782
1HYP a 1.80 Tsai 75 1597 1.014 1038 0.051
1KTE a/b 2.20 Simons 100 1 4.083 1 5.176
1MBD a 1.40 Simons 147 1 5.050 1 6.741
1MSI a/b 1.25 Tsai 60 1 3.953 1 4.161
1ORC a/b 1.54 Tsai 56 461 0.708 100 1.488
1PAL a 1.65 Simons 100 15 1.906 1 3.928
1PDO a/b 1.70 Simons 121 1 4.977 1 5.762
1R69 a 2.00 Tsai 61 1 3.475 1 3.802
1RIS a/b 2.00 Simons 92 1 3.360 1 4.745
1TUC b 2.02 Tsai 61 1 3.664 1 3.756
1TUL b 2.20 Simons 97 1 3.514 1 4.536
1UTG a 1.34 Simons 61 1 2.857 1 3.245
1VCC a/b 1.60 Tsai 77 1 3.739 1 4.860
1VLS a 1.85 Simons 143 1 2.461 1 3.321
1WHO b 1.90 Simons 88 1 4.476 1 5.664
2ACY a/b 1.80 Simons 92 1 4.396 1 5.756
2FDN a/b 0.94 Simons 55 30 1.770 2 2.541
2FHA a 1.90 Simons 160 1 3.411 1 6.187
2FXB a 2.30 Tsai 81 1 3.584 1 4.101
2GDM a 1.70 Simons 149 1 4.800 1 6.250
4FGF b 1.60 Simons 121 1 5.122 1 6.855
5ICB a 1.50 Tsai 72 187 1.281 41 1.791
5PTI a/b 1.00 Tsai 55 1 3.546 1 3.243
There are 35 proteins whose native states have been determined by X-ray crystallography. There is an average of 1000 (Simons)
or 2000 (Tsai) decoys per protein with sequence length variation of%10%, and an rmsd range of 2.18–33.53 A˚.decoys might have pushed the clearly nonnative struc-
tures out of the top-ranked set, thereby substantially im-
proving the Z score and R value for the linear fit. Another
possibility is that proteins like 1ORC, which have a larger732 Structure 15, 727–740, June 2007 ª2007 Elsevier Ltd All rigamount of exposed hydrophobic surface area relative to
the average measured over these 106 proteins, hint at
the possibility of a transition in which the hydration free
energy scaling with volume now scales with surfacehts reserved
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AMBER99+GB AMBER99+GB+HPMF
Protein Fold Class Number of Residues Native Rank Native Z Score Native Rank Native Z Score
1AJ3 a 95 17 1.738 1 3.605
1APF b 47 13 1.801 13 1.884
1ARK b 55 1 2.843 1 2.993
1AYJ a/b 46 1 3.172 1 3.923
1BTB a/b 89 1 3.775 1 4.435
1C5A a 62 1 3.266 1 4.811
1GB1 a/b 54 1 3.724 1 3.601
1GPT a/b 47 8 2.355 1 3.307
1KSR b 92 30 1.758 1 2.469
1POU a 70 3 2.249 1 3.440
1SVQ a/b 90 3 2.706 1 3.336
1WIU b 90 12 2.136 1 2.783
2NCM b 96 1 3.830 1 5.562
2PAC a 77 18 1.698 10 1.944
The Rosetta subset of 14 proteins whose native states have been determined by NMR. There is an average of 1000 decoys per
protein with sequence length variation of%10%, and an rmsd range of 1.94–28.79 A˚.area. However, when we evaluate these proteins under
the AMBER99/GBSA model, we do not find substantial
improvement, although theremay be a better implementa-
tion of GBSA than the one that we use here.
Overall, our results appear to perform better than other
scoring functions published in the literature that were
tested on the same or similar decoy sets. The published
scoring functions can be divided into physically derived
energy functions (Dominy and Brooks, 2002; Felts et al.,
2002; Gatchell et al., 2000; Hsieh and Luo, 2004; Lazaridis
and Karplus, 1999; Lee and Kollman, 2001; Narang et al.,
2006; Petrey and Honig, 2000; Zhu et al., 2003), similar in
spirit to our energy function presented here, and those
that are generated as a statistical scoring function based
on the frequency of observations of atom or residue con-
tacts in the PDB database, and sometimes combined with
physical forces (Berglund et al., 2004; Dehouck et al.,
2006; Fain et al., 2001; McConkey et al., 2003; Mukherjee
et al., 2005; Shen and Sali, 2006; Wang et al., 2004). While
it might seem an advantage to use knowledge-based
scoring functions since they are believed to be more reli-
able in protein structure prediction, we found that our en-
ergy function does significantly better in both the native
ranking and the native Z score, especially for the most
challenging Rosetta sets, which generate 1000–2000
decoys with native-like features.
Finally we consider challenging our free energy descrip-
tion with native-like decoys generated based on thermal
fluctuations around the native state for 4PTI, using molec-
ular dynamics and a GBSA model implemented in the
AMBER program (Case et al., 2005) at four different tem-
peratures, 200K, 273K, 293K, and 313K. At each temper-
ature, 250 structures with a range of rmsds of 3–5 A˚Structure 15,were generated around the native state; the resulting
sampled structures were then locally minimized with our
energy function. For the 250 structures generated at
200K, we found that the protein’s native structure is
ranked first. However, the native state rank drops to 2nd
for native-like decoys generated at 273K, 7th for native-
like decoys generated at 293K, and 18th for native-like de-
coys generated at 313K, out of a similar size set of 250
decoys at each temperature. Thus it is clear that decoys
generated from high-temperature sampling near the native
state provide a more difficult decoy set than the LMDS
set (Table 10).
We have analyzed the differences between the LMDS
and the thermal decoys and have determined the follow-
ing features (Table 10). Relative to the native structure,
the decoys in the LMDS set have, on average, a larger ra-
dius of gyration (11.9 A˚ versus 11.0 A˚ for the native struc-
ture) and a greater amount of exposed nonpolar atoms
(63% versus 44% for the native structure). Likewise,
the temperature-dependent decoys that are well discrim-
inated against by our energy function have a larger radius
of gyration and a greater amount of nonpolar exposure,
and therefore are similar to the LMDS set. However the
handful of temperature-dependent decoys that have
a lower minimized energy than the native structure have
either (1) a significantly smaller radius of gyration and sim-
ilar percentage of exposed hydrophobic groups, or (2)
a greater amount of hydrophobic exposure and similar
radius of gyration, relative to the native structure.
Perhaps the more favorable thermal decoys are simply
emphasizing the artificialness of the dogma of finding
a ‘‘single’’ global minimum structure and that fluctuations
of 3–5 A˚ are thermally accessible in the native basin. The727–740, June 2007 ª2007 Elsevier Ltd All rights reserved 733
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AMBER99+GB AMBER99+GB+HPMF
Protein
Fold
Class
Native-State
Resolution (A˚)
Number
of Residues
Native
Rank
Native Z
Score
Native
Rank
Native Z
Score
1ASH a 2.15 147 1 3.174 1 3.195
1BAB-B a 1.50 146 1 2.041 7 0.873
1COL-A a 2.40 197 1 7.794 1 9.643
1CPC-A a 1.66 162 1 6.772 1 5.837
1ECD a 1.40 136 1 3.380 1 4.084
1EMY a 1.78 153 1 2.422 1 1.981
1FLP a 1.50 142 1 2.521 1 3.698
1GDM a 1.70 153 1 4.445 1 5.893
1HBG a 1.50 147 1 2.854 1 3.552
1HBH-A a 2.20 142 1 2.523 1 2.223
1HBH-B a 2.20 146 1 1.740 1 1.932
1HDA-A a 2.20 141 1 1.455 1 1.650
1HDA-B a 2.20 145 1 1.628 1 2.000
1HLB a 2.50 157 12 0.260 17 0.022
1HLM a 2.90 158 26 1.483 25 0.591
1HSY a 1.90 153 4 1.803 3 1.857
1ITH-A a 2.50 141 1 2.665 1 2.121
1LHT a 2.00 153 2 1.797 4 1.547
1MBA a 1.60 146 1 2.201 1 2.062
1MBS a 2.50 153 22 0.510 22 0.5248
1MYG-A a 1.75 153 1 2.121 2 1.844
1MYJ-A a 1.90 153 4 1.801 5 1.624
1MYT a 1.74 146 1 2.290 1 1.797
2DHB-A a 2.80 141 1 1.730 4 1.213
2DHB-B a 2.80 146 13 0.371 7 0.805
2LHB a 2.00 149 1 3.571 1 3.920
2PGH-A a 2.80 141 11 0.647 3 1.444
2PGH-B a 2.80 146 2 1.612 3 1.496
4SDH-A a 1.60 145 1 2.809 1 5.108
There are 29 proteins whose native states have been determined by X-ray crystallography. There are 30 decoys per protein with no
sequence length variations and an rmsd range of 0.69–30.28 A˚.other possibility is the known temperature dependence of
the hydrophobic interaction in which the solvent-mediated
attraction between small hydrophobic groups becomes
stronger at higher temperatures (Baldwin, 1986). Alterna-
tively, one might conclude that the side chains pack very
differently in the various low-energy decoys in spite of their
native-like backbone structure. The differences in side-
chain packing have certainly been noted when comparing
X-ray crystallographic and NMR structures (Gronenborn
and Clore, 1995). In fact, recent work by Zhang and Liu
(2006) has shown that X-ray structures exhibit a far greater
side-chain entropy contribution than the corresponding734 Structure 15, 727–740, June 2007 ª2007 Elsevier Ltd AlNMR structures. For example, the ensembles of superim-
posable rotomer states for each residue that do not in-
volve steric clashes are far greater for X-ray structures
than NMR structures. As noted in Zhang and Liu (2006),
such entropic effects are not explicitly represented in
NMR refinement procedures or in energy functions for
structure prediction.
DISCUSSION
Hydrophobic interaction in aqueous solution is one of the
important driving forces for a protein to fold into itsl rights reserved
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Hydrophobic PMF for Protein Structure PredictionTable 9. MMPBSA Decoy Set
AMBER99+GB AMBER99+GB+HPMF
Protein
Fold
Class
Native-State
Resolution (A˚)
Number
of residues
Native
Rank
Native Z
Score
Native
Rank
Native Z
Score
1GAB a NMR 47 24 0.885 27 0.157
1LEB a NMR 63 1 5.782 1 6.382
1POU a NMR 70 1 2.315 1 3.618
1QYP b NMR 42 2 2.232 1 2.839
1SRO b NMR 66 1 1.293 1 1.889
1UTG a 1.34 62 1 2.189 1 2.838
1UXD a NMR 43 1 1.496 2 2.059
1VIF b 1.80 48 1 3.787 1 5.216
2CDX b NMR 54 1 3.367 6 1.148
2PTL a/b NMR 60 5 1.323 3 1.763
5ICB a/b 1.50 72 4 1.156 4 1.529
5ZNF a/b NMR 25 1 2.815 1 1.729
There are 12 proteins whose native states have been determined by both NMR and X-ray crystallography. There are 30 decoys per
protein with sequence length variations, and an rmsd range of 1.34–11.63 A˚.functional state (Dill, 1990; Kauzmann, 1959). Including
a well-designed solvation model can enhance the ability
of a physically motivated free energy function to discrimi-
nate the native and native-like structures from other, mis-
folded states. The large degree of hydrophobic and hydro-
philic heterogeneity of typical protein sequences, with
residues attached to a polar backbone of the polymer
chain, means that complete demixing of hydrophobic
side chains into a sequestered and pure hydrophobic
core is an impossible outcome. In that case, most single-
domain proteins would best be classified as biological
structures dominated by a large number of weak nonpolar
Figure 2. Scatter Plot of 3ICB Decoys and Native Structure in
the LMDS Set
The energy, evaluated with our energy function, of each decoy and the
native is plotted against its rmsd to the native. The native with an rmsd
of zero sits on the y axis. The plot is fitted with a linear function (solid
line), which gives an R value of 0.69. It demonstrates that our energy
function can well model the energy surface of the protein.Structure 15, 7interactions. In the language of hydration physics, the hy-
drophobic interaction relevant for protein folding is within
the ‘‘wetting regime’’ dominated by entropic effects
(Chandler, 2005; tenWolde, 2002) and in which hydropho-
bic solvation free energy scales with volume and not sur-
face area (Pratt and Chandler, 1977). SASA descriptions
of aqueous solvation typically penalize for any surface ex-
posure of hydrophobic residues to water, when in fact the
many-body effect of water-water interactions can actually
stabilize the exposure of hydrophobic groups to aqueous
solvent. SASA descriptions may be more useful for
multidomain proteins in which individual proteins pack
exposed hydrophobic surface against other protein do-
mains, and therefore surface area dependence in hydro-
phobic solvation may be a better model of the thermody-
namic driver for their association (Liu et al., 2005).
Although we did not extensively evaluate other protein
force fields, we did find in our testing that the AMBER99
model developed by Wang et al, (2000) was a clear im-
provement over AMBER94 (Cornell et al., 1995). Another
interesting comparison among physical energy functions
is the relative performance of nonpolarizable and emerg-
ing polarizable force fields. The polarizable AMBERmodel
developed by Duan and colleagues (Wang et al., 2006) has
been tested on some of the same decoy set proteins we
have examined here, but much less exhaustively, in part
because it is more expensive to evaluate (Lee and Duan,
2004). While our energy function determines the correct
native-state ranking more consistently than the polariz-
able force field, our average native Z score is higher than
that found by the polarizable energy function, when eval-
uated over the same set of proteins. In some individual
cases the polarizable force field shows a dramatic drop
in Z score relative to our energy function, sometimes as
much as four units in cases where both energy functions27–740, June 2007 ª2007 Elsevier Ltd All rights reserved 735
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Decoy Set Native Rank Native Z Score <Rg>low <%NP>low <Rg>high <%NP>high
LMDS 1 4.90 — — 11.9 62.4%
200K 1 1.85 — — 11.7 50.5%
273K 2 1.61 10.9 44.4% 11.2 47.9%
293K 7 1.51 11.0 50.1% 11.4 52.6%
313K 18 1.00 10.4 43.1% 10.9 47.6%
The energy ranking of the minimized native structure and locally minimized decoys generated from thermal fluctuations around the
native state for 4PTI at 200K, 273K, 293K, and 313K, as well as comparison to the LMDS set. There are250 thermal decoys gen-
erated at each temperature, and the rmsdswith respect to native structure range from 3.0 to 5.0 A˚. Characteristics of the decoy sets
include: average radius of gyration and percentage of nonpolar atoms that are exposed for decoys lower in energy than the native
structure (<Rg>low and <%NP>low) and the same quantities for decoys that have higher energy than the native structure (<Rg>high
and <%NP>high). For comparison, the radius of gyration for locally minimized native structure of 4PTI is 11.0 A˚, and the percentage
of nonpolar atoms that are exposed is 43.5%.rank the native as the lowest in energy. Thus polarizability
may be a key level of physics for strongly discriminating
native states from misfolds and even for helping to pro-
mote confidence in the best Model 1 submission in the
context of the CASP exercise.
We also generated more difficult decoy sets by thermal
sampling near the native-state basin, which provides a
better challenge for assessing the correctness of aqueous
solvated protein free energy surfaces. Our energy function
determines that there are a handful of energetically more
favorable ‘‘misfolded’’ decoys that are characterized by
having a smaller radius of gyration or greater percentage
of exposed nonpolar atoms relative to the X-ray crystal
structure. We have shown that the thermal decoys we
generated reveal a clear temperature dependence on
the effectiveness of our energy function that may be due
to the missing description of side-chain entropy in our
model. For example, the greater compaction of the low-
energy decoys could diminish the side-chain entropy of
these structures and thereby restore the true free energy
preference for the native structure.
In summary, we have shown that a hydrophobic poten-
tial of mean force (HPMF) combined with a Generalized
Born model for polarization of protein charge by the high
dielectric solvent is an excellent solvation model for use
in structure prediction on single-domain proteins. When
compared to other physics-based energy functions, we
find that we outperform these other tested energy func-
tions, with both substantial improvements in native rank-
ing and Z score drops of 0.5 to 2.5 units. In addition, we
have found that our energy function also outperforms
other tested energy functions on loop decoys that we
will report on in the near future.
EXPERIMENTAL PROCEDURES
Summary of Decoy Sets
Several early decoy sets were made publicly available through
Decoys ‘R’ Us (Samudrala and Levitt, 2000), enabling the examina-
tion of the ability of different types of energy functions, ranging from
knowledge-based energy functions to purely physics-based poten-
tials (Berglund et al., 2004; Dehouck et al., 2006; Dominy and736 Structure 15, 727–740, June 2007 ª2007 Elsevier Ltd All riBrooks, 2002; Fain et al., 2001; Felts et al., 2002; Gatchell et al.,
2000; Hsieh and Luo, 2004; Lazaridis and Karplus, 1999; Lee and
Kollman, 2001; McConkey et al., 2003; Mukherjee et al., 2005;
Narang et al., 2006; Park and Levitt, 1996; Petrey and Honig, 2000;
Shen and Sali, 2006; Simons et al., 1997; Wang et al., 2004; Zhu
et al., 2003), to detect the native protein structure from a set of mis-
folded or ‘‘decoy’’ structures. These are either grossly misfolded
structures (similar to the test on hemerythrin and the immunoglobulin
VL domain described above) with relatively few decoys (1–30 mis-
folds) to large decoy sets (200–2000 misfolds) with misfolded struc-
tures that range over rmsd values between 1.0 A˚ and 20.0 A˚. More
recent decoy sets have been designed to generate subtle misfolds
that have more native-like structural elements, concentrated in an
rmsd range of <3.0 A˚ (Simons et al., 1997; Tsai et al., 2003). The
decoy sets are composed of target native structures that cover
the all-a, all-b, and a/b fold classes derived from both X-ray and
NMR data.
We have used the decoy data sets listed in Tables 1–9 that differ
substantially in how misfolded protein structures have been gener-
ated. The ordering of decoy sets in Tables 1–9 is meant to reflect an
increasing level of difficulty for discriminating the native fold from mis-
folded structures. Greater levels of difficulty arise from several factors,
including the creation of misfolds with significant native-like or reason-
able generic protein secondary and tertiary features such as the Ro-
setta sets, the use of NMR structures to define the native state,
when thousands instead of tens of nonnative conformations have
been computer generated, proteins with prosthetic groups, and/or
proteins that are part of larger domains.
Energy Function Model
The first term in Equation (1) has the following functional form:
VProtein =
X#bonds
i
kbðbi  boÞ2 +
X#angles
i
kqðqi  qoÞ2
+
X#dihedrals
i
kx ½1+cosðnc+ dÞ
+
XN
i
XN
i<j
 
qiqj
rij
+ 43ij
"
sij
rij
12


sij
rij
6#!
: (2)
The first three terms in Equation (2) represent the chain connectivity
interactions, and the next two terms represent the nonbonded interac-
tions, which comprise electrostatic and van der Waals interactions,
respectively. We refer the reader to the literature for the definitions of
all variables and parameters of the AMBER99 model (Wang et al.,
2000).
The second term in Equation (1), the Generalized Born energy (VGB)
is given asghts reserved
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2

1
3p
 1
3w
X
i
X
i<j
qiqj
fGBij ðrijÞ
; (3a)
where qi and qj are the partial charge of atoms i and j, respectively, and
fGBij is a continuous function in the form of
fGBij ðrijÞ=
"
r2ij +RiRj exp
 
r2ij
4RiRj
!#1
2
; (3b)
where Ri andRj are the Born radius of atoms i and j, respectively, and rij
is the distance between them. We use the parameterization of Born
radii as developed by Onufriev et al. (2000). The dielectric constant
of the protein, 3p, is 4, and of the continuum aqueous solvent, 3w, is 80.
The final term in Equation (1) is the hydrophobic potential of mean
force, VHPMF, in which we use the following functional form:
VHPMF =
XNc
i˛SAi>Ac
tanhðSAiÞ
XNc
j˛SAj>Ac
jsi
tanhðSAjÞ

X3
k = 1
hk exp



rij  ck
wk
2
; (4)
where the sumover i and j is over all aliphatic and aromatic carbon cen-
ters, and the evaluation of HPMF is restricted to carbon centers with an
exposed surface area greater than an area cutoff, Ac. The hyperbolic
tangent functions are used to create a continuous VHPMF function to
smooth discontinuities introduced by the surface area cutoff (SA >
Ac). Each of the three Gaussians is parameterized by position ck, depth
hk, and width wk so as to describe the two minima and the barrier (Fig-
ure 1). Starting from an estimate of these parameters for a methane-
methane potential of mean force profile in water, the HPMF parame-
ters in Equation (4), including the value of Ac, were optimized in the
context of Equation (1) over seven proteins in the 4-state-reduced de-
coy set given in Table 2. The HPMF parameters are listed in Table 11,
and Ac was set to 6.0 A˚
2 (by comparison, the total surface area of
a carbon atom is 120.0 A˚2). We believe that this small training set is
adequate since it generalizes so well to the much larger and more ex-
tensive test set, and furthermore the parameters are plausible physical
values based on the methane-methane potential of mean force. We
believe that the optimized cutoff, Ac, corresponds to the inherent error
of the analytical but approximate estimate of the surface area term,
and essentially atoms with exposed area less than Ac are in fact fully
buried. While better numerical schemes exist that may be able to
calculate the surface area more precisely, they are computationally
expensive, while the cheaper analytical form has a correctible system-
atic error.
The calculation of the solvent-accessible surface area of an atom,Ai,
has the following functional form:
Ai =Si
YN
j = 1

1 pipijbij
Si

; (5a)
where Si is the total solvent-accessible surface area of atom iwhen it is
fully exposed to solvent, and pi is a constant depended on the atom
Table 11. Parameters of the Hydrophobic Potential of
Mean Force Term in the Energy Function
Parameters 1st Gaussian 2nd Gaussian 3rd Gaussian
c 3.81679 5.46692 7.11677
w 1.68589 1.39064 1.57417
h 0.73080 0.20016 0.09055Structure 15, 7type of atom i, and pij is a constant dependent on the connectivity be-
tween atoms i and j. bij is the solvent-accessible surface area of atom i
removed by atom j:
bij =pðRi +RsÞðRj +Ri + 2Rs  rijÞ

1+
Rj  Ri
rij

; (5b)
where Ri, Rj, and Rs are the radii of atoms i, j, and the solvent probe re-
spectively. We use the parameterization developed in Hasel et al.
(1988).
Local Minimization Procedure
The native and decoy conformations are given as Cartesian coordi-
nates of heavy atoms, but our energy function requires hydrogen po-
sitions to be specified as well. We use the CHARMM program (Brooks
et al., 1983) to build the positions of the hydrogen atoms on the native
and the given decoy structures. We evaluate the structures using our
energy function both before and after local optimization. The struc-
tures are then optimized to their nearest local minimum using the
BFGS (Broyden-Fletcher-Goldfarb-Shanno) limited memory quasi-
Newton method (Liu and Nocedal, 1989; Press et al., 1992). Quasi-
Newton methods are effective for large-scale minimization where the
Hessian of the energy function is dense and gradient evaluations are
expensive, as is the case for the energy function explored here. Limited
memory quasi-Newton methods generate a sequence of approximate
solutions by the iteration
xk + 1 = xk  lkB1k VfðxkÞ; (6)
where Bk is an N 3 N positive definite matrix approximating the Hes-
sian of f, and lk is a scalar step-length parameter. In the limited mem-
ory version, Bk is stored using only the 2m update vectors for the m
most recent iterations, wherem% 20. At each iteration, Bk is implicitly
constructed by applying the saved vectors to some standard initial ma-
trix such as the identity.
Analysis of Native and Decoy Structures
After local optimization, the native and the decoy structures of each
protein are sorted in ascending order based on their energy. According
to the thermodynamic hypothesis (Anfinsen, 1973), a protein’s native
structure should be ranked first and therefore the lowest energy in
the sorted list of native and decoys. Furthermore, the degree of dis-
crimination of the native state from the decoys can be evaluated by
calculating the Z score:
Z score=
V  V
s
; (7)
where V is the energy of the native, and V and s are the average energy
and the standard deviation of the energy distribution of the misfolds,
respectively. Z score measures the number of standard deviations of
the native energy separated from the average energy of all of the mis-
folded structures.
Molecular Dynamics for Sampling Near-Native States
We also generated many near-native structures generated by thermal
fluctuations around the protein native state.We take the native PDB file
as the starting structure and use the molecular dynamics in the
SANDER module of Amber 9 package (Case et al., 2005). The energy
function used in the simulations is composed of the AMBER99 force
field (Wang et al., 2000) and GBOBC model (Onufriev et al., 2004),
which is one of the parameterized GB models. The tleap program is
used to set atomic GB radii to MBondi2 values (Onufriev et al.,
2004), and the molecular dynamics time step is 1 fs, and an Andersen
thermostat (Andersen, 1980; Andrea et al., 1983) is used with velocity
resampling every 1000 fs. The simulations are run at constant27–740, June 2007 ª2007 Elsevier Ltd All rights reserved 737
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Hydrophobic PMF for Protein Structure Predictiontemperatures of 200K, 273K, 293K, and 313K, and each simulation at
each temperature is run for 3 ns and structures are collected every
15 ps. The generated structures and the corresponding native are then
local minimized using our energy function, and the energy of the native
is compared to the energy of the thermal decoy structures.
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