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Recent developments in digital communications at microwave frequencies have revealed 
that local oscillator phase noise is often a factor in the bit error rate (BER) analysis. 
Digital signals transported across microwave radio links acquire waveform jitter from 
local oscillator phase noise. As jitter increases so does BER. 
The main goals of the investigations described in this dissertation are to demonstrate the 
feasibility of determining rms jitter from measured phase noise and to develop 
mathematical models to describe how local oscillator phase noise is added to an 
information signal passing through a radio link. The first goal of estimating jitter from 
phase noise data has many applications. An obvious use is to specify the phase noise 
performance of a local oscillator for a given jitter specification which in turn may be 
specified for a desired BER level. A less obvious application is the ability to estimate the 
jitter of a microwave or millimeter wave signal based on measured phase noise. At these 
high frequencies it is often impractical or impossible to measurejitter directly due to 
performance limitations of time domain equipment such as the digital sampling 
oscilloscopes (DSO) which are typically limited to about 22 GHz. Conversely spectrum 
analysis techniques are well developed that allow accurate phase noise measurements to 
be performed well beyond 100 GHz. 
Experiments which validate the known relation between an oscillator's single sideband 
phase noise and associated mean square jitter [8, 28] are presented. Test equipment was 
Redacted for Privacydeveloped to allow the addition of phase noise in a controlled manner to a clean 
reference signal which for practical purposes has no inherent jitter. By performing the 
experiments at the relatively low frequency of 33.333 MHz both the phase noise and 
jitter could be measured easily. Comparing the rms jitter predicted from phase noise data 
to direct measurement with a Digital Sampling Oscilloscope determined that the relation 
gave typically less than 14% error with a worst case disagreement of 24%. The 
experiment had an estimated uncertainty of ± 17%.  This level of agreement is 
acceptable for many BER applications, which often specify jitter to an order of 
magnitude. 
The second goal of the research was to develop a model which describes how the phase 
noise of transmitter and receiver local oscillators add to an information signal carried 
over a communications link.  It is shown that this added phase noise can in principle be 
eliminated in a double sideband communications system when the relative phase 
difference between the two local oscillators is synchronized to NIL, where N is any 
integer. Experiments were performed which validated the predicted results. It was 
found that using real components allowed a 24 dB reduction added phase noise when 
compared to the case when no synchronization was used. A practical circuit is proposed 
to implement the technique in a practical manner for real radio systems. 
A final area of research presented phase noise measurements for a Gunn diode 
microwave integrated circuit (MIC) voltage controlled oscillator (VCO) in the 18 GHz 
region. The single sideband phase noise ratio of -96 dBc/Hz at 100 kHz offset frequency 
was significantly better than current published data for MESFET, HBT, and PHEMT 
VCOs at similar frequencies. These results are important in the area of digital radios, 
since improved phase noise allows higher data rates and reduces adjacent channel power. Copyright June 24, 1998 
by Edward M. Godshall( Characterization and Reduction of Local Oscillator Phase Noise 
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In the last few years the Federal Communications Commission has released large 
amounts of microwave frequency spectrum for commercial use. The regulations for this 
spectrum allow for relatively large channelbandwidths compared to lower frequencies. 
This has led to significant interest in developing radios at these frequencies, since the 
wide channel bandwidth permits high data rates, hence the term "digital radio". Notable 
applications are Multichannel Multipoint Distribution Service (MMDS) at 2.5 GHz, 
Local Multipoint Distribution Service (LMDS) at 28 GHz, and Multipoint Video 
Distribution System (MVDS) at 41 GHz [1]. The nominal operating frequency, 
allocated bandwidth, number of channels, and individual channel bandwidth for these 
services are listed in Table 1.1. 
Table 1.1. Some digital radio services and their associated specifications. 
Channel Nominal 
Frequency (GHz)  Allocated  Number of  Bandwidth 
Bandwidth  Channels  (MHz) Service 
MMDS  2.1 & 2.5  200 MHz  33  6 
LMDS  28.0  1+ GHz  open  < 40 typical 
MVDS  41.0  1 GHz  open  open 
A generic block diagram for a digital radio is shown in Figure 1.1. A digital input signal 
is upconverted from a relatively low baseband frequency by modulating a microwave 
The input signal is shown both in carrier supplied by Local Oscillator (LO-1) as shown.
 
the time domain, si(t), and the frequency domain, S,O. Throughout this dissertation time
 2 
domain signals will use lower case symbols, and frequency domain upper case. The 
upconverted signal is typically double sideband (DSB), and can be passed through a band 
pass filter (BPF) to obtain a single sideband signal (SSB) to reduce microwave spectrum 
usage. 
s,0 
S,.09 = S,(f)+ 
phase noise 1'  I 1' 
so)  fe 7f, .f, .fe F f 







s,.(- ) = sdr + jitter 
si(t)  Optional 
BPF 
Transmission 
Path:  Received signal  t 




delay = rd [sec] 
attenuation = a  LO-2 
with added jitter 
t ' = t + rd 
Figure 1.1. Block diagram of a generic digital radio. 
The transmitted signal, st(t), experiences attenuation, a, due to path loss, and arrives 
after a propagation time, rd, at the receiver. The receiver has a tuning mechanism for 
reception of the desired signal and typically a low noise amplifier (LNA), neither which 
are shown for simplicity. The received signal is downconverted by mixing with the 
receiver's local oscillator (LO-2) to obtain the recovered information signal, s,.(t). 
If the transmitter and receiver systems were ideal (i.e. no distortion due to added noise, 
nonlinearities, etc.) the recovered signal would be an identical time delayed version of 
the transmitted signal after appropriate amplification to account for conversion loss and 
path loss. 3 
In reality there are several factors that corrupt the transmitted signal such as: 
local oscillator phase noise
 




nonlinear behavior of active components such as mixers and amplifiers
 
filters which inherently affect amplitude and phase to some extent
 




The relative importance of each of these items will vary depending on factors such as the 
modulation scheme used, distance to be covered, available transmitter power, adjacent 
users in the spectrum, etc. In digital radios some key factors are phase noise, 
interference from other signals in nearby channels, and multipath effects (multiple arrivals 
of the transmitted signal can be received after taking different transmission paths of 
varying propagation delays an attenuation). If an amplitude sensitive modulation scheme 
is used then the linearity of amplifiers and mixers in the system is also important. 
Local oscillator phase noise and how it corrupts a transmitted signal is a major concern 
in modem digital radios. This is due to the following: 
for a given device technology phase noise increases nominally as the square of the 
frequency [2] 
to be commercially viable, many systems are forced to use devices with relatively 
poor phase noise performance (i.e. GaAs versus HBT MMICs) due to cost and 
technology factors. 
The effects of phase noise are shown in Figure 1.1 as the addition of noise sidebands to 
the received signal in the frequency domain, and jitter to the digital signal in the time 
domain. 4 
The purpose of this investigation is to characterize and model two key aspects of phase 
noise in communications systems. The first goal is to determine how accurately an 
oscillator's rms jitter, in the time domain, can be determined from measurement of phase 
noise in the frequency domain. The second is to develop a model that predicts how 
transmitter and receiver local oscillator phase noise is added to the information signal, 
and how this added noise is a function of the relative phase between these two 
oscillators. Furthermore it will be demonstrated that this added phase noise can be 
eliminated from the recovered signal, sr(t), when a specified phase synchronization exists 
between the two local oscillators. 
A third area of the research investigated the phase noise of a microwave integrated 
circuit (MIC) voltage controlled oscillator (VCO) based on a Gunn diode. These 
devices have low 1/f noise, a prime factor in phase noise generation [3]. This material 
has been published previously and since it is not central to the ideas being put forward in 
this dissertation it is included in Appendix G. 
The following sections will introduce basic phase noise concepts and provide examples 
to give a better understanding of phase noise effects in communications systems. At the 
conclusion of this chapter the research goals will be further explained using these 
concepts. 
1.1 The Relation of Phase Noise and Jitter 
Phase noise is a term used to account for a broad collection of noise mechanisms 
associated with signals generated by oscillators. To gain a better understanding of the 
effects of phase noise on the performance of a communications system a brief discussion 
of phase noise in both the time and frequency domain is presented. These effects will be 
discussed in greater detail in Chapter 2. 5 
1.1.1 Oscillator phase noise 
The general model for a noisy signal in the time domain is: 
v( t) = [V, +  t )] co s[21zfo t + 0(t)],  (1.1) 
where e(t) is amplitude modulation (AM) noise and 0(0 is phase modulation (PM) noise. 
A representative waveform is shown in Figure 1.2, which shows the AM and PM noise 
effects. 
Noiseless 
AM Noise reference signal 
PM noise 
Noisy signal  "jitter" 
= 0 in Figure 1.2. A noisy signal compared to a noiseless reference signal (i.e. e(t) = 
equation (1.1)) to illustrate AM and PM noise. The PM noise is often referred to as 
jitter when viewed in the time domain. 
It is useful to study the frequency domain power spectrum of v(t), also called the RF 
power spectrum, obtained by using the Fourier transform. The Fourier transform of v(t) 
expresses the voltage as a function of frequency, V(f). The power spectrum is a measure 
of the power dissipated in a specified load resistor as a function of frequency, f, with the 
voltage V(f) is applied across this load. Often a normalized power spectrum is used 
which specifies the power dissipated by the waveform into a 1 ohm load resistor. The 
normalized carrier power without noise is Pc( f ) =17,2 1 2 [watts]. The power spectrum 6 
for the signal in (1.1) is shown in Figure 1.3 with and withoutnoise. The phase noise 
causes the instantaneous frequency to "jitter" around the carrier frequency, f,. This leads 
to the noise sidebands on either side of fo as shown. 
Power  A  Power 





Pn(f 0 ±f.) 
noise power
[dBm/Hz] 
fc,  frequency  1,-fn,  Jo  fo+f,  frequency 
(a)  (b) 
Figure 1.3. In (a) the power spectrum for an ideal noise free oscillator at frequencyfo is 
shown. The power spectrum of a real oscillator is shown in (b) with noise sidebands. 
The offset frequency, fm, is the frequency difference between a specified spectral 
component and the fundamental "carrier" frequency, f0. If the power spectrum is 
normalized to unity the power spectral density, P4,), is found whose unit is watts/Hz 
[4]. This is expressed as: 
P(f)cf = 1  [watt]. 
From the power spectrum, as displayed on a spectrum analyzer, it is not possible to 
determine what portion of the noise power at the offset frequencies is a result of phase 
fluctuations, 0(t), or amplitude fluctuations, e(t). The power spectrum may be separated 7 
into two independent spectra: one being the spectraldensity of phase fluctuations So(f,o); 
and the other being the spectral density of amplitude fluctuations Sa(4), also called the 
AM power spectral density. The subtle difference between the former being a spectral 
density and the latter a power spectral density will be clarified shortly. These two 
quantities may be intuitively understood as [5]: 
A4L(f.) S  [rad2
BW 
Ae,.,s(f.)  [Hzit
So(fo,  T702  BW 
where d0,,,,,(fo) is the rms phase deviation, and der,,,,,(4) the rms voltage amplitude 
deviation, measured at an offset frequency fm from the carrier frequencyfo in a 
bandwidth BW. The inverse relations are: 
f,+BW/2 
A 42. (foi ) =  5,50 (f)df 
f.-BW/2 
f,+BW12 
DE,  (f,n) =  fsa(f)df. 
f,-BW/2 
For oscillators, versus amplifiers, v(t) generally experiences negligible AM noise relative 
to PM noise. As explained in Chapter 2 this is due to the fact that oscillators typically 
run with their active device in a fully saturated mode resulting in extreme compression of 
the AM noise components. Thus it is often stated that the phase noise dominates the 
noise power spectrum of an oscillator. We will assume this condition unless specified 
otherwise. 8 
By convention So(f,) is treated as a single sided spectral density, as shown in Figure 1.4, 
since it is generally measured at baseband frequencies due to the nature of the 
measurement techniques used. When  « 1 radian the measurement technique 
effectively adds the RF spectral components atfo fm and fo+f,together to producing a 
single sided baseband spectrum which is a function of fm. 
So(f,) 
S#N) = 2LT;) 
0 Hz  fm  f 
Figure 1.4. The single sided spectral density of phase fluctuations versus offset 
frequency. So (f,)  2L(f,) when  « 1 radian. 
Phase noise sidebands in the RF power spectrum shown Figure 1.3 are generally 
specified as a ratio of rms phase noise power in a 1 Hz bandwidth at an offset frequency, 
fm, to the carrier power, Po(f0). This rms phase noise power is expressed as Pn(fo +fm). 
The ratio is denoted by the symbol L(fn) with units of [dBc/Hz] to specify that the noise 
power in a 1 Hz bandwidth at offset frequency fn, is relative to the carrier power at fo: 
single sideband phase noise:  L(f,) = 10log[PnT0-4-fin)/M-0)] [dBc/Hz]  (1.3) 9 
It is important to note that the RF power spectrum (Figure 1.3) includes the carrier 
signal at fo, versus the spectral density of phase fluctuations (Figure 1.4) which does not, 
since the latter is a baseband spectrum. The total signal power, PT, may be found from 
the RF power spectrum using the relation: 
PT = Pc[1+11,(fm)dfd= 41+ 2+0°1L(fm)df," 
since L(A) is an even function about fo, as demonstrated inChapter 2. The spectral 
density of phase fluctuations, SA), is not a direct measurement of noise power but is 
often confused as a power spectral density, since in practice it is measured by passing the 
signal through a delay line discriminator and measuring an output power spectrum (this 
is discussed in Chapter 3). If 0(0 << 1 radian total power can be estimated from the 
spectral density of phase fluctuations, So(,,), since for small angle modulation it is 
reasonable to assume that negligible power is contained inharmonics of the noise 
components [6]: 
PT %k%  13,[1  o(f,)clf,1. 
0 
This relation is important, since it says that the phase noise sidebands in Figure 1.3 will 
have the same shape as the spectral density of phase fluctuations, and that the two 
quantities are related by a multiplication factor of two.  This will be derived in the next 
section. 
1.1.2 Estimation of jitter from phase noise sidebands 
Phase noise is observable in the time domain as waveformjitter. To understand how this 
occurs consider the phasor diagram in Figure 1.5 where vector Vc represents the peak 
carrier voltage, and the vector Vn the peak noise voltage (often assumed to have a 10 
Rayleigh distribution versus frequency for oscillators [7]). As the noise vector rotates, at 
an offset radian frequency of con----271-f  it causes amplitude and phase perturbations of 
the nominal carrier vector resulting in the net peak voltage vector Vo. When the noise 
vector is parallel, or anti-parallel to Vc only amplitude modulation (AM) of the carrier 
occurs, and similarly when normal to Vc primarily phase modulation (PM) occurs [8]. 
Figure 1.5. Phasor diagram showing the relation between the phase noise and jitter. 
As discussed in the previous section, oscillators in general exhibit primarily phase noise. 
From the phasor diagram pure PM occurs when the noise vector is normal to the carrier 
vector. In this orientation the resulting vector, Vo, is displaced up to a peak angle 
Acti,(N/2 from the carrier vector Vc versus time. For small phase perturbations resulting 
in small displacement angles (A 4(4) < 0.2 radians) [9] it is recognized that: 11 
The left quantity is the mean square phase fluctuations over some bandwidth about the 
offset frequency fm and the right term is the noise power to carrier power ratio over the 
same bandwidth. If BW = 1 Hz in (1.2a) the following substitution may be made: 
A4f,n):.[rad 2 ] 
(fm)
S46  1Hz 
Which yields: 
So(fm) = 2L(fm)  (1.4) 
This analysis assumes that the noise power in each sideband is correlated [10], which will 
be shown to be a valid assumption in Chapter 2. The correlated noise power adds to 
give twice the noise power for a total angular displacement of AO  (f,) 
To further understand how the time domain phenomenon of jitter is related to the 
spectral density of phase fluctuations in the frequency domain recall that the variance a 
2 [y(t)] of a process y(t) is related to its spectral density (also referred to as total power 
spectrum in this type of analysis) by [11] : 
1Sy(f,n)dfff,  . a2[Y(t)] = 




472 [y(t)] =  T  j  )dt , 
T  -T/2 
and applying Parseval's Theorem which demonstrates that the total energy in the time 
domain must equal that in the frequency domain for a given signal, y(t) [12]. 12 
Consider the example when y(t) is a voltage or current into a 1 ohm resistor. For this 
case the mean power ofy(t) is the integral of Sy(fm) with respect to frequency over all 
), and plotting frequencies. In other words Sy(fm) is the power spectrum of the process y( t),
SA) versus fm shows how the variance is distributed with frequency. In the case of 
voltage or current the spectral density is a true "power" spectral density with units of 
[watts/Hz]. For the spectral density of phase fluctuations the units are [radians2/Hz] and 
although it may be related to the phase noise power spectrumit is not a true power 
spectral density. 
To find the cumulative rms jitter, arms, fromthe phase fluctuations over a selected range 
of offset frequencies, f., integration of the spectral density of phase fluctuations is 
performed to find the variance described above: 
(1.5a), arms = iSo(f0df, = 2 JL(fm fm [radians2] 
from which the standard deviation, a, equal to the rmsjitter of the waveform, is found: 
Jitter : arms =  cr2m  [radians].  (1.5b) 
This expression for the jitter is assumed to be a long term rms value. Higher order jitter 
statistics are difficult to predict over a wide range of offset frequencies since a large 
number of different noise mechanisms with individual distributions all contribute to the 
final result. For this reason the prediction of jitter statistics from phase noise will be 
limited to standard deviation (i.e. rms) values in this investigation. 
Although peak jitter (ap) or peak-to-peak jitter (app) are sometimes specified there is not 
sufficient information using this approach to determine these quantities. It should be 
stressed that phase noise, and hence the associated jitter, is a random process. 13 
Even though Equation 1.5 shows that jitter may be calculated from phase noise, it is 
generally measured directly with test equipment such as a digital sampling oscilloscope 
(DSO) such as a Tektronix 11801 or CSA-803A when the operating frequencies are 
appropriate. For this reason little data exists as to how accurately rms jitter may be 
determined from phase noise measurements. With digital wireless applications moving 
into relatively high microwave frequencies, as shown in Table 1.1, direct measurement of 
jitter is not always possible. One of the goals of this  investigation is to determine how 
accurately equation (1.5) predicts rms jitter versus direct measurement of this quantity. 
The total rms jitter as given by Equation (1.5) is shown with the units of [radians]. 
Phase jitter of a digital waveform is shown in Figure 1.6, and frequently it is more 
convenient to specify the jitter in other units such as: 
degrees: a[deg] = (360/ 27t) a[rad]
 
unit interval [UI]: a[UI] = a[rad]/ 27r
 
time: a[sec] = T x a[UI]
 
In the following chapters jitter will be expressed in units of time (typically ps or ns) and 
radians. Test equipment such as the Digital Sampling Oscilloscope, which is discussed in 
Chapter 3, is used to obtain the data in Chapter 4 and measures jitter in units of time. 
When jitter is estimated from phase noise the natural units are radians, such as discussed 
in Chapters 1, 2, 3 and 4. In Chapter 4 the rms jitter in radians is converted to units of 
time for comparison with measured data. 
1.2 Jitter Effects in Communications Systems 
Synchronous Optical Network (SONET) communication systems are very sensitive to 
jitter, since this fiber optic based technology must recover a clock signal from the 14 
received data. Optical carrier phase noise imparts jitter on the recovered clock which 
eventually degrades the system's bit error rate (BER) performance. Data edges that 
jitter back and forth can cause problems in clock recovery circuits and First-In-First-Out 
(FIFO) buffers [13]. Slow variations in system jitter can be tracked by phase-locked 
loops. Many SONET phase-lock loop bandwidths are around 10 Hz. Variations below 
this bandwidth are called wander, since they tend to cause the clock frequency to wander 
back and forth up to this rate. Variations above 10 Hz are defined as jitter and can cause 
loss of lock if the jitter amplitude is great enough. To prevent this from happening 
tolerance masks are used to specify worst case jitter allowed in a system, such as shown 
in Figure 1.7. 
time 
4 
No jitter present 
//41 iN\I I I I I I WA I la
 //  ago  \\
 
Jitter present 
Figure 1.6. A digital signal with and without jitter present.  The signal period is T. 15 
The different scales labeled OC -1, OC-3, and OC-12 refer to three SONET standards 
that have data rates of 52, 156 and 625 Mb/s respectively.  Above the upper frequency 
limit system bandwidth limitations generally diminish the jitter to levels that do not 










0C-1  10  30  300  2k  20k  Offset Frequency (Hz) 
OC-3  10  30  300  6.5k  65k 
250k OC-12  10  30  300  25k 
Figure 1.7. SONET Category II Jitter Tolerance Mask. 
1.3 Phase Noise in Communications Systems 
In this section the impact of phase noise on BER performance of a digital 
communications system will be examined. A typical quadrature phase shift keyed 
(QPSK) [14] modulator block diagram [15] is shown in Figure 1.8. In this system a non-
return to zero (NRZ) digital input signal is sent into a serial to parallel converter that 
divides the signal into two channels defined as in-phase and quadrature, denoted I and Q 
respectively. The symbol rate, fs, in each of these channels is half that of the input digital 
data rate fb [bits/sec]. A local oscillator (LO) is split into two equal amplitude signals, 16 
one is fed directly into I channel mixer, and the other delayed 90 degrees before being 
fed into the Q channel mixer. When the LO signal is mixed with the digital signal the 
two vector states are generated as shown depending on the state of the digital signal. By 
summing the two mixer outputs a combined vector state diagram is generated which has 
four states as shown. This is generally referred to as PSK modulation with M = 4. A 
demodulator at the receiver performs the inverse of the modulator to recover the original 
bit stream. 
An important point to note is that since the transmitted symbol rate is now half that of 
the original digital signal data rate the channel carrying capacity is improved by a factor 
of two. In M-ary transmission systems (i.e. M states) each symbol contains n 
information bits where n = log2(M). Common values for M are 4, 16, and 256 which 
corresponds to 2, 4, and 8 information bits per transmitted symbol. 
Vector States
Symbol rate: +1 
fs = fb/2  -1 
180°  0° 
Combined vector 
state diagram 
01  11 
fb 
Binary NRZ 
input signal  00  10 
fb [bits/sec] 
data rate 
90° Symbol rate: 
f; = fb/2 
Vector States 
270° 
Figure 1.8. QPSK modulator block diagram. 17 
Of interest is how the phase noise of the local oscillators in the modulator and 
demodulator relate to BER performance. To determine how phase noise effects BER 
examine Figure 1.9 which shows an equivalent combined vector state diagram to that 
shown in Figure 1.8. 
This diagram shows phase decision boundaries that determine the state of the received 
vector. The enclosed radial distance between boundaries is equal to 27c/M, where M = 4 
for the system shown in Figure 1.8. Thus when the angle, 0o, of received vector, Vo, 
lies between - 7E/4 and it/4 the receiver interprets this as the binary state 00. Phase noise 
causes the vector angle 0. to become non zero, and if the noise amplitude is great 
enough the received vector can be pushed over a boundary line resulting in an error. 
01  Phase decision 
1---boundary for 00 
. .  and 01, 0 = n/M 
11	  00 0 = 0 (noise free 
reference vector) 
Phase decision 
boundary for 00 
10  and 10, 0 = -7c/M 
Figure 1.9. Error diagram for QPSK system. 18 
Variations in vector angle 0o due to local oscillator phase noise are caused by the same 
random sources discussed earlier, and so must be treated in a statistical manner. If it is 
assumed, without loss of generality, that the mean value of 00 is zero then for this 
example the standard deviation is equal to a, as given in Equation 1.5. If the AM noise 
is small relative to the phase noise, which is often the case for digital communications 
systems using linear amplifiers and mixers, the mean square deviation in vector angle 
may be assumed to be the integrated spectral density of phase fluctuations such 
that  = o-2 [16]. 
It has been shown by other researchers [17] that the probability of error, P(e), for an M 
state PSK system may be approximated as: 
[ C  2( P(e) = K exp  sm  .  (1.6) 
Where C/No is the mean-carrier power to mean-noise power ratio specified in the 
double-sided Nyquist bandwidth which equals the symbol rate bandwidth, f,. The ratio 
C/Nc may be equated directly with the total integrated mean-phase noise power to mean 
carrier power: 
-1 
(1.7) =  =  = 2 SL(.0df.
NC 
This is a satisfying result, since it shows that BER can be estimated directly from the 
phase noise power spectrum. In Chapter 5 extensive analysis will be performed to 
describe the phase noise power spectrum of a received signal in a communications 
system originating from the phase noise ofboth the modulator and demodulator local 
oscillator. An example of BER versus C/Ne is shown in Figure 1.10 for the QPSK 
system in Figure 1.8. 19 
Required BER depends upon the intended application ofthe communications system. 
SONET systems are typically rated at about 10-12  , where as simple telephone or 
television information can tolerate 10-6 to  10-9 without adverse effect. From Figure 1.10 
this implies a C/Nc range of 14 to 17 dB. In Chapter 5 some C/Nc values will be 
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Figure 1.10. BER versus C/Ne for a QPSK communications system (M = 4). Trace 1 is 
for the approximation given by Equation 1.6 with K = 0.2, and trace 2 is from data 
obtained from exact numerical analysis in reference 10. 20 
1.4 Scope of this Research 
The research in this dissertation will determine: 
1. How accurately can rms jitter be determined from measured phase noise? This is an 
important question, since it is often impractical or impossible to measure jitter 
directly at microwave and millimeter wave frequencies due to equipment limitations. 
Conversely phase noise can be measured using well defined spectrum analysis 
techniques to well beyond 100 GHz. Sincejitter is in essence a measure of frequency 
stability Chapter 2 will review prior research concerning the first and second 
definitions of the measure of frequency stability which are based on phase noise 
measurements and time domain measurements respectively. Chapter 3 will describe 
the experimental methods used to obtain the necessary data to validate equation 
(1.5), and the results will be presented and discussed in Chapter 4. 
2. How is the phase noise of transmitter and receiver local oscillators added to an 
information signal as it passes through a communications system? In Chapter 5 a 
mathematical model is developed that describes this added phase noise as a function 
of the relative phase difference between the transmitter and receiver local oscillators. 
By using experimental methods presented in Chapter 3 the validity of the model will 
be demonstrated. A novel equation is validated which predicts that the added phase 
noise can be virtually eliminated for a specified phase synchronization of the two 
local oscillators. 
3. The final area of research was to characterize the phase noise performance of a MIC 
VCO based on a Gunn diode. From section 1.3 it is clear that minimizing local 
oscillator phase noise is an important factor in digital communications systems. The 
Gunn diode has been acknowledged as a low phase noise oscillator technology since 
the 1960's, but almost all published phase noise data have been for cavity based 
designs in which the Gunn diode is mounted in a metallic resonant cavity. Although 21 
these types of resonators can have very high Q factors they are not commercially 
viable owing to cost, size and weight. A possible solution is to design an MIC based 
resonant circuit which is much smaller and less expensive to build, although it will 
inherently have lower Q than the cavity based design. No data regarding the phase 
noise of such a design seems to havebeen published, which motivated this area ofthe 
research. 
To summarize: Chapter 2 will discuss prior research with concentration on how phase 
noise can be modeled as small signal phase modulation. In the process Leeson's 
equation will be presented which is the cornerstone of phase noise analysis. The Allan 
variance will be reviewed with a briefdescription of the first and second definitions of 
frequency stability. Recent research concerning the estimation of phase noise and jitter 
directly from device characteristics will also be discussed. In Chapter 3, the methods and 
equipment used to perform this research will be described, which was a major portion of 
the research effort. Next the accuracy of rms jitter estimation from phase noise 
measurements will be presented in Chapter 4. Chapter 5 contains the most significant 
results of the dissertation where it is demonstrated with both theory and experiment that 
the phase noise added to an information signal by local oscillators in a communications 
system can be virtually eliminated for a specified phase relation between the two 
oscillators. Conclusions will be presented in Chapter 6. The results for the Gunn diode 
based MIC VCO are presented in Appendix G, where it will be seen that this technology 
has extremely good performance. 
Appendix A is a glossary of important terms and symbols used in this dissertation. 22 
CHAPTER 2. REVIEW OF PHASE NOISE AND JITTER THEORY
 
This chapter reviews phase noise and jitter theory appropriate to understanding the 
research presented in the dissertation. The first section introduces Leeson's equation 
which models the origins of phase noise in oscillators.  Once Leeson's equation has been 
presented the results will be used to model phase noise by using small angle phase 
modulation theory, which forms an essential tool for later work in this research. Next 
Allan's seminal work on the measurement of jitter for a periodic waveform and its 
application to this research will be described. Finally, a review of current research in the 
development of circuit models that predict jitter and phase noise in oscillators will be 
presented. 
2.1 Leeson's Equation. 
Leeson developed a heuristic model to understand the observed phase noise in oscillators 
[18] which was later validated mathematically by Sauvage [19]. The model description 
in Leeson's original paper was very brief. Leeson arrived at the following expression for 
an oscillator's output power spectral density, Soo(fin): 
2 
1  (2.1) So,(f.)= So(fm)  (f 2f: nQ 
as a function of output carrier frequency, fo, offset frequency from the carrier, 
oscillator loaded quality factor, QL, and the internal power spectral density of oscillator 
input phase errors, So,N). In some texts the offset frequency is referred to as the 
Fourier frequency, particularly at baseband frequencies and in analysis involving Fourier 
transforms. Throughout this discussion the term offset frequency will be used, since this 
is more common in modern texts. 23 
In addition to Sauvage's work various interpretations [20, 21, 22] have been used to 
explain this model, which works remarkably well. The following development attempts 
to find a common thread through the various interpretations while introducing some 
subtle clarifications. 
First consider the oscillator model that uses a phase servo with positive feedback as 
shown in Figure 2.1. The model assumes an amplifier with unity gain and a resonator 
with a loaded quality factor, QL, at resonant frequency, fo. The amplifier and resonator 
are modeled as noise-free by placing equivalent noise sources at the servo input. 
Figure 2.1. Oscillator modeled as a phase servo with positive feedback. 
The resonator has a response given by: 
H(f) _ 
1 
1 jQ  f _foj
fo  f 24 
For unity gain the servo power spectral density response is given by: 
(f)  1H(f))  So (f) 
Two noise sources are shown. The first source, Scha(f.), models the additive white 
thermal noise power in the vicinity of the carrier frequency,fa. and has the value FkTB, 
where F is the noise figure of the amplifier and resonator combination, k is Boltzmann's 
constant, T is the temperature in Kelvin, and B is bandwidth. The bandwidth, B, is set to 
1 Hz to give Soa(f;) as power spectral density, and the power is normalized to the 
oscillator output power, Pc. This results in the normalized power spectral density: 
so(f.)_F pkT 
The second source, Schb(f.), models noise at baseband frequencies that are mixed into 
the passband around the carrier by nonlinearities in the oscillator's active device. These 
noise mechanisms are described in detail in Appendix B, but may briefly be described as 
a combination of sources such as flicker noise (also known as 1/f noise), shot noise, and 
burst noise in the oscillator's active device. The power spectral density of this noise 
source is shown in Figure 2.2, where K1 and K2 are constants determined by the 
oscillator's particular active device. 
It should be noted that there is a slight inconsistency in Soa(f.) and Sob(fm) as given: the 
former is a double sided spectrum about the carrier frequency, fa, and the later is a single 
sided baseband spectrum referenced to 0 Hz.  This will be addressed shortly. 
By realizing that the model in Figure 2.1 can be transformed into a phase servo loop at 
baseband with an appropriate low pass filter (LPF) substituted for the resonator, the 
analysis is simplified to the model shown in Figure 2.3. 25 




Figure 2.3. Equivalent low pass filter model for the oscillator. 
The equivalent LPF response is given by: 
)2 
so(f.)  ,  so(f.)2 _[i+i fo  (2.2)
2Q.Lfin) 
11  f ni)1 26 





where fin is understood to be the baseband offset frequency referenced to 0 Hz, also 
referred to as the Fourier frequency. 
Both of the noise sources have been combined into an equivalent single-sided noise 
spectral density source, Sgs,(fm), equal to: 
S  m 
FkT+ + K  (2.3)
2 
One might expect that the first term should have a factor of 2 in the numerator since this 
was transformed from a double sided spectral density of this same value.  The 
explanation lies in the fact that indeed there is a 2FkT/Pc power term at baseband which 
generates equal amounts of amplitude and phase modulation Since oscillators generally 
run with their active device at maximum output power due to positive feedback (i.e. the 
active device is in full saturation) there is negligible amplitude variation of the oscillator's 
power spectrum leaving phase fluctuation as the dominant effect.  This amplitude 
limiting effect absorbs FkT/P, of the power leaving another FkT/PC for phase fluctuations 
as shown in (2.3). The clarification of this concept was not previously presented in an 
obvious manner, and is the result of merging the separate approaches to this problem in 
references [1, 3, and 5]. 
By looking at the net response of the noise power spectral density, So df.,), equation 
(2.3) may be simplified. Consider Figure 2.4 where all of the individual noise power 
spectral densities are shown. In general the white thermal noise power term, FkT/Pc, is 
much greater that K2, which is due to sources such as shot noise in bipolar transistors. 27 




fe  fc'  log(fm) 
Figure 2.4. Equivalent single-sided noise spectral density, so, fm). 
Defining the intersection of the Ki/fin noise power and FkT/Pc as the corner frequency, fc, 
of the response allows (2.3) to be simplified: 
FpkT (1+ fij  (2.4) So(fm) 
Combining this with (2.2) gives Leeson's equation for the output power spectral density 
of an oscillator which is also equal to the spectral density of phase fluctuations, So (f.), 
when AM noise in negligible: 
(14_ ffcmj[i±(2Qf:fj21  (2.5) 
c 
This may be equated to the single sideband phase noise to carrier ratio, L(/ ), introduced 
in Chapter 1 by using (1.4). 28 
2 
FkT  fc  1+ L(f,)  (2.6a) (1+ fm  (2QLf.) 
The predicted performance of two oscillators using Leeson's equation are shown in 







Leeson's equation allows us to predict the phase noise response for two interesting 
cases: a high-Q oscillator with f; > f,, and a low-Q oscillator with f; <fi. In both cases 
the corner frequency and FkT/Pc value are kept constant which keeps the effective input 
spectral density of phase fluctuations, S0,(4) identical for both cases. 
In the high-Q case the phase noise has a 1/f,n3 response until fm = fr where it decreases 
to 1/ f; and finally levels out at fff, =fi to a value of FkT/213,. For the low-Q case the 
phase noise also falls off as 1/.43 , but waits until f, = f; to decrease to a 1/f,72 slope, 
finally leveling off at FkT/2Pc when f, = fi.  In the low-Q case there is greater area under 
the phase noise curve, since L(fm) starts at a much higher value. Equation (1.2) implies 
that the low-Q oscillator will add more jitter to a communications system than the high-
Q case. 
In the next section Leeson's equation will be combined with small angle phase
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(a) High Q-Oscillator  (b) Low Q-Oscillator 
Figure 2.5. Single sideband phase noise, L(fd[dBc/Hz] versus offset frequency, fm [Hz], 
for high and a low Q oscillators. In both cases an identical input spectral density of 
phase fluctuations, So,(f,) [rad2/Hz] is assumed. 
2.2 Modeling Phase Noise using Small Angle Phase Modulation Theory 
As described in equation (1.3) the phase noise power in the sidebands is typically 
expressed as the ratio of the single sideband phase noise power in a 1 Hz bandwidth at a 
Offset frequency, fm, to the carrier power Pe( fo). This is shown again in Figure 2.6 for 
convenience, where the ratio is denoted by the symbol L(4): 
L(fm) = 10log[Pn(fotf)/P0(fi)] [dBc/Hz].  (1.3) 30 
Power 
carrier power P,V0) 
[dBm] 
L(4) [dBc/Hz] 
Pn (fo ± fn  noise power 
[dBm/Hz] 
fo+f,  frequency 10-f,  fo 
Figure 2.6. The power spectrum of an oscillator is shown with phase noise sidebands at 
an offset frequency,f from the carrier frequency, fn. Since the sidebands are assumed 
to be correlated in (2.8) they are of equal amplitude. 
The single sideband phase noise can be modeled using phase modulation techniques from 
communications theory [23]. Consider the signal s(t) phase modulated at the offset 
frequency fm: 
(2.7) At) = V COS(CO ot  p(f m)COS COmt) 
where d0p(fin) is the peak phase deviation, can = 2afm is the modulation radian frequency, 
= 2afn is the carrier radian frequency, and Vc is the peak voltage amplitude of the 
carrier. 
This may be expanded to give:
 
sin rootsin(64(fm ) cos (Iv)] .
 At) = V ,[cos CO 01. COS(A p(fm) COS CO mt) 
In general this series is expanded further using the appropriate Maclaurin expansion, but 
for phase noise applications it is generally reasonable to assume that the noise power in 31 
the sidebands is very small relative to the carrier power (i.e. P.(fo+f,) << P0(4)). This 
assumption implies that dOp(fm) <<1 radian, allowing the following approximation to be 
made: 
cos(A0p(fOcosco,t) w, 1 
sin(S. p(f in)COS CO mt)  A0p(f,)coscomt . 
Therefore: 
s(t) ,',' V, [cos co, t  sin cootA0p (f,, ) cos comtl 
(2.8)
AO (L) r  i
= V,{cow)  P2  isinkcoo + co,n)t  sin(coo  co,)t} 
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Figure 2.7. Phase noise sidebands generated atfo+ fm and fo- fm when dOp(f) <<1 radian. 32 
So the power in a sideband of 1 Hz bandwidth relative to the carrier is: 
(P)  (V,,)2  (A0p(12  A0p(f.)2  (2.9a) 
L(fm)  0'1J  LV7)  2  4 
\  OD (f. 
By convention rms phase deviation is typically used, where: AO (f.)  thus 
A0,..f.) ( 
.  (2.9b) L(fm) 
Since the sidebands are correlated the single sided spectral density of phase fluctuations 
is the sum of both sidebands, the result being identical to (1.2a) for a 1 Hz bandwidth: 
AO(fm) ; (2.10a) So(fm)  AOZ,(f.) [rad2/Hz] 
Combining this with (2.9) yields the relation in (1.4): 
So(f,,)= 2 L(fm) [rad2/Hz]  (2.10b) 
Although it may seem that L(A) could be expressed in rad2/Hz it is properly expressed in 
dBc/Hz, as defined by the National Institute of Standards and Technology (NIST) [24], 
since it is defined as a ratio of single sideband phase noise power to carrier power. The 
relation that  So(fm) = 2/4), is also defined as the spectral density of phase fluctuations 
and has the units rad2/Hz. It is very important to understand that these NIST definitions 
only hold true for A0,,T) <<1 radian. When this is not the case the small angle 
approximation that resulted in (2.8) is not valid and a Maclaurin expansion must be used 
instead. In the large angle case So(fm)  2L(fm) , and if 44(4) is large enough the 
situation where VA) > 1 rad2/Hz is even possible, which clearly demonstrates that the 33 
spectral density of phase fluctuations is not a power spectral density.  Although the large 
angle case will not be encountered in this dissertation the distinction is important to point 
out. 
It has been shown that the small angle phase modulation model yields the relation in 
(1.4) between the single sideband phase noise, L(f), and spectral density of phase 
fluctuations, VA). These terms can now be calculated from Leeson's equation and 
used to solve for the peak phase deviation using (2.6) and (2.9): 
Fkq.  fo  )21
2  (2.11) A0p(fm) = 14L (fm) =  I + 
Pc 
I  2QLf. 
This result may now be substituted into (2.8) to model oscillator phase noise: 
s(t) = fi{coskt)  A4 (fm) ) [ Sin(CO, + CO,)t  sin(coo  )t1}  (2.12) 
2 
This is a very important modeling tool and will be used extensively in Chapter 5 to 
simulate the effects of local oscillator phase noise in a communications system. 
2.3 Statistics of Frequency Standards. 
Concurrent with Leeson's work on modeling oscillator phase noise was the seminal 
work being performed at the National Bureau of Standards by Allan [25] and Barnes 
[26] on quantifying the frequency stability of reference oscillators (i.e. Atomic 
standards). It must be remembered that the spectrum analyzer as known today had not 
yet been developed at this time. For this reason Allan and Barnes used time domain 
techniques to measure the fluctuations in reference oscillator frequency. Barnes' method 
monitored the phase of the beat frequency between two oscillators. Allan's method, 34 
which is often referred to as the "Allan variance", measured the frequency of the beat 
frequency between two oscillators over consecutive time interval samples, and was 
eventually adopted as a measurement standard by NIST after some modification [27]. In 
both techniques both oscillators were of similar stability (i.e. Masers at 22.760 and 
22.790 GHz) and the beat frequency at 30 MHz allowed currently available measurement 
techniques to be used. Of relevance are the first and second definitions of the measure of 
frequency stability which will be discussed next, since the experiments in Chapter 4 
essentially compare the two methods by first determining the rms jitter from the 
measured spectral density of phase fluctuations (i.e. phase noise measurements in the 
frequency domain) and second from direct measurement using the time domain 
techniques in a digital sampling oscilloscope (DSO). 
2.3.1 First definition of the measure of frequency stability-frequency domain 
Before describing the Allan variance it is worth taking a moment to put previous 
discussions into proper context in regards to defining frequency stability. Let us start 
with the general expression for a sinusoid in the time domain when AM noise is 
negligible compared to PM noise: 
V(t) = Vo coskafot + 001 , 
whereto is the nominal "mean" oscillator frequency. The instantaneous frequency, f(t), is 
related to the phase noise by: 
d[27ifot + OW]  Mt) 
22zf 
dt  271f°  dt 
Rearranging gives the frequency fluctuation, 8(t): 
1 (d At))
8(t)  f (t)  dt  ) 35 
The next step is to normalize this quantity to the mean frequencyjo, to obtain the 
quantity known as the fractional frequencyfluctuation y(t): 
8(t)  At))
y(t)  [fractional frequency].  (2.13) 
fo  2afo  dt 
This quantity has an associated spectral density of fractional frequency fluctuations: 
Sy(fm) of units (fractional frequency)2/Hz. By using the fact that differentiation in the 
time domain is multiplication byjco in the frequency domain we can relate this to the 
spectral density of phase fluctuations: 
2
 
Sy (fm  =  (2L-1)  So (fm)  [(fractional frequency)2/Hz].  (2.14) 
This relation is the "first definition of the measure of frequency stability-frequency 
domain" as proposed by Barnes in 1971  [28], and extended the concept of the spectral 
density of phase fluctuations to frequency stability. From this equation and (1.5) it is 
clear that rms jitter and rms fractional frequency fluctuations are related. 
2.3.2 Second definition of the measure of frequency stability-time domain. 
The Allan variance takes a time domain approach to quantifying frequency stability, as 
mentioned earlier, by measuring the frequency of the waveform of interest over a series 
of time interval samples. Briefly the method uses infinite time average of the sample 
variance of two adjacent averages of the fractional frequency fluctuation, yk( t). 
If the mean fractional frequency fluctuation over the kth sample interval of duration is 
defined as:
 
q+T  0(4 +  k)
 
y-k =  y(t)dt
  2rfor r  tk 36 
where tk +1 = t k+ T, k = 0, 1, 2, ..., and T is the repetition interval for measurements of 
duration r, and tko is arbitrary. The second measure of frequency stability, analogous to 
the sample variance, is then defined as: 
(2.15) <cry2(N,T,r) 
where <g> denotes the infinite time average of a function g, and N is the number of data 
samples. This measure of frequency stability is dimensionless. This series cannot be 
performed in practice due to the requirement of infinite time averages. By setting T = r 
there is no dead time between the samples and the series is approximated by: 
k1( 
2 
(1,1  1  (2.16) Yk) 
Y  2(N  LY/r4-1 
and is defined as the Allan variance, sometimes referred to as the two sample variance. 
The statistics are limited to the second moment since N is finite, versus (2.15). In (2.16) 
T = i , otherwise degenerate solutions occur for oscillators with phase noise slopes of 
1/f 4 or steeper. The reader is referred to the original papers by Allan and Barnes for a 
detailed discussion of the finer points of this technique. 
In Chapter 3 use of a DSO will be described which uses techniques similar to Allan 
variance to measure the rms jitter of a time domain waveform. These measurements will 
be important in the experiments described in Chapter 4 which in essence compares the 
first and second definitions of the measure of frequency stability. Instead of computing 
tins fractional frequency fluctuations the rms jitter is used, which is essentially a version 
of the first definition of frequency stability as shown in equation (2.14). The comparison 
is performed at low enough frequencies to allow both methods to be used. By validating 
the agreement of the two methods the first method may be used at microwave and 37 
millimeter wave frequencies where the second method is not always practical or even 
possible to perform. 
2.4 Current Research in Prediction of Jitter and Phase Noise in Oscillator Circuits. 
Much interest has been directed towards developing circuit models that can predict jitter 
or phase noise. Progress in each area will be discussed in this section, starting with jitter 
prediction. 
Noteworthy research has been conducted by McNeill [29] in the prediction of jitter in 
ring oscillators. The research relates fundamental circuit-level noise sources (such as 
thermal and shot noise) to system-leveljitter performance. Measured results for bipolar 
based 155 MHz and 622 MHz clock recoveryphase locked loops had closed loopjitter 
within 10% of the theoretical predictions. It should be noted that the circuit model 
assumed only white noise and did not include 1/f noise sources which play a major role in 
digital wireless local oscillators. For McNeill's applications it is reasonable to ignore 1/f 
noise, since a ring oscillator is one of the few oscillator designs that run with their active 
devices in a small signal linear region.  The absence of nonlinearities prevents 
upconversion of low frequency baseband noise sources, such as 1/f noise, into the 
frequency range of the carrier. For this reason ring oscillators can have low jitter. 
McNeill's research was quite thorough and serves as a good reference on circuit based 
modeling of jitter. 
Models for phase noise prediction from fundamental CMOS circuit noise sources have 
been reported by Razavi [30]. In this research both a ring and relaxation oscillator are 
analyzed. The models incorporate three phase noise phenomena, namely, additive noise, 
high-frequency multiplicative noise, and low-frequency noise. A 2 GHz ring oscillator 
and a 900 MHz relaxation oscillator were built and tested. At an offset frequency of 5 
MHz the phase noise error was approximately 4 dB. This work accounted for many 38 
critical noise sources, but unfortunately measurement of the close in phase noise (i.e. 1 
KHz to 1 MHz offset frequency) was not reported.  This is the most critical region for 
many systems, so it is not possible to conclude how good the models performed in this 
region. The research also contains a good discussion of defining Q in oscillator circuits 
that do not have resonators, such as in the case of ring oscillators. 39 
CHAPTER 3. GENERATION AND CHARACTERIZATION OF PHASE NOISE
 
AND JITTER IN A SIMPLE COMMUNICATIONS SYSTEM
 
To summarize the previous chapters the two main goals of the research are: 
Investigate how accurately the rms jitter of a system can be determined fromphase 
noise measurements using the relation described in (1.5). Validation of this relation 
will be presented in Chapter 4. This relation is important at microwave and 
millimeter wave frequencies where jitter can seldom be measured directly, versus 
phase noise which can be measured by spectrum analysis techniques. This appears to 
be the first time such a study has been reported. Even when high performance time 
domain equipment is available, such a Tektronix 11801A or CSA-803A digital 
sampling oscilloscopes (DSOs) which can characterize jitter to 22 GHz, the use of 
such equipment is often not feasible, since in addition to the signal to be 
characterized a second signal is required to trigger the test equipment. A second 
signal is often not an option such as in the case of an oscillator where only one signal 
is available. There are methods ofsplitting a noisy signal into two paths and delaying 
one to decorrelate it from the other giving two channels for input into a DSO [31]. 
This method has limitations caused by the inability to completely decorrelate the 
noise at low offset frequencies, and the additional requirement of using long record 
lengths increases the system jitter contribution which limits the accuracy and 
resolution of measured jitter. 
1. 
Validate the mathematical analysis, developed in Chapter 5, which predicts that in a
2. 
double sideband (DSB) communications system the phase noise added to the 
information signal from the transmitter and receiver local oscillators is a function of 
the phase difference between these two local oscillators. Furthermore, in principle, 
this added phase noise can be eliminated when a specified phase synchronization 
exists between the two oscillators. 40 
Carrying out these two goals required extensive an amount of experimental data to be 
obtained. In this chapter the experimental methods will be discussed in detail including a 
description of the measurement systems constructed and test equipment used. 
3.1 Method for Generating a Controlled Phase Noise Power Spectrum and Measuring 
the Associated rms Jitter. 
Experiments were conducted to validate the use of (1.5) for estimation of rms jitter. 
They were performed at the relatively low frequency of 33.333 MHz, since precision 
time domain and frequency domain test equipment were readily available in this 
frequency range. Measurements were required in both domains to compare the 
predicted and measured rms jitter. It should be understood that the technique for 
predicting rms jitter from measured phase noise may be extended to microwave 
frequencies where direct measurement of rms jitter may be impossible to perform in 
many cases. 
The system shown in Figure 3.1 allows phase noise to be added in a controlled manner to 
a 33.333 MHz crystal oscillator signal which has negligible inherent phase noise for the 
purposes of these experiments.  By splitting the signal into two paths a reference  signal is 
available for triggering a DSO while phase noise is added to the other test signal. 
Phase noise is added to the test signal in a controlled manner using a novel scheme by 
feeding the output of a noise diode into an electronic phase shifter. The noise diode 
power spectrum can be made essentially flat (i.e. white) from dc to beyond 10 MHz, or 
to exhibit a 1/f shape depending on the diode bias voltage applied. The noise diode 
power spectrum is amplified and further shaped by passage through a low noise 
preamplifier (LNPA) having variable gain and bandwidth. By applying the LNPA output 
to the electronic phase shifter different phase noise power spectrum shapes are generated 
by varying the LNPA gain and bandwidth parameters.  The noise diode, LNPA, and 41 
electronic phase shifter along with miscellaneous components such as the power splitter 
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Figure 3.1. System for adding phase noise to a 33.333 MHz signal and measuring the 
added phase noise and associated jitter. 
The rms jitter was measured directly with a Tektronix CSA-803A DSO with jitter 
measurement capability which will be described in Section 3.1.6. The predicted jitter 
was computed from measured phase noise using techniques presented in Section 3.1.7. 
By comparing the measured versus predicted rms jitter the validity of (1.5) will be 
demonstrated in Chapter 4. 42 
3.1.1 Oscillator characteristics 
The oscillator is a 33.333 MHz quartz crystal based device (Part Number TEK­
0033.333MHZ), with a specified frequency accuracy of +/- 0.005% at 25 °C, at an 
operating voltage of 5.0 Volts. The oscillator has a square wave output, since it is 
typically used as a clock in digital applications. To obtain a sinewave signal an elliptic 
response band pass filter (Mini-Circuits model BBP-30 [32]) was used having a 3 dB 
bandwidth of 10 MHz centered at 30 MHz and 1 dB insertion loss at 33.333 MHz. The 
harmonics are suppressed >30 dB at 66.666 MHz and >40 dB from 100 MHz through 
1 GHz resulting in a sinusoidal output at 33.333 MHz with +10 dBm output power. 
3.1.2 Noise source characteristics 
The noise source circuit schematic is shown in Figure 3.2.  By reverse biasing a Zener 
diode, breakdown [33] occurs which generates a noise current.  The 67 ohm resistor acts 
as a negative feed back element to prevent thermal runaway of current through the Zener 
diode by generating a back voltage as current increases. The 130 pH inductor acts an 
RF choke to isolate the bias source from the ac noise voltage, vo. The 470 pF 
electrolytic capacitor ac couples the noise voltage, vo, to the output. The circuit is 
enclosed in metal box with a BNC output connector to  shield the circuit from external 
noise sources. The 130 pH inductor, 470 pF capacitor, 67 ohm resistor and the 50 ohm 
load at the BNC output result in a corner frequency of 677 Hz. 
The Zener diode (Motorola Part Number 152-0576/00W 8327) has a specified 
breakdown voltage of 8.2 volts and is rated at 1 Watt. In this circuit the typical current 
through the device was nominally 38 mA resulting in 0.31 Watts of dissipated power. 
Both the resistor and Zener diode are heat sunk to the metal case. 
The noise characteristics of Zener diodes in breakdown are highly variable, so it was 
necessary to characterize the noise source at baseband frequencies. By varying the bias 
voltage, Vi,, the output noise power spectrum could be altered as shown in Figures 3.3 43 
and 3.4 for V. = 10.90 volts and Figures 3.5 and 3.6 for V. =  11.16 volts. In these 
examples the noise voltage, vV,, was amplified by a factor of 5000 (74 dB) by the LNPA 
described in the next section. This amplification was necessary to raise the noise power 
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Figure 3.2. The noise source circuit schematic. 
The data in Figure 3.3 and Figure 3.5 was measured using a Stanford Research Systems 
SR-780 Network Signal Analyzer which is a sophisticated Fast Fourier Transform (FFT) 
analyzer with mathematical processing capabilities and will be described in Section 3.1.6. 
The data was obtained with the SR-780 in the power spectral density (PSD) mode which 
normalizes the measured rms power spectrum to a 1 Hz bandwidth and consequently 
displays the noise source power spectral density, S4',.), in [dBm/Hz] versus baseband 
offset frequency (also known as the Fourier frequency),f,., in [Hz]. In Figures 3.3 (a) 
and (b) a rise in power is observed in the last few divisions on the left side of each plot. 
This is caused by the FFT line width, which is analogous to resolution bandwidth of a 
spectrum analyzer, being comparable to the frequency being measured. This is similar to 
the convolution of two pulses which gives the triangular shape shown, and as such 
should not be construed as real data. To avoid errors only the data above 6 to 8 
divisions from the start frequency was used. In Figure 3.3 (a) and (b) this implies that 
the minimum usable frequencies are 8 Hz and 700 Hz respectively. 44 
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Figure 3.3. Noise source power spectral density, Sn(f,,), in [dBm/Hz] versus baseband 
The rise in power at the left side of each offset frequency, f,, with Vbias = 10.90 volts.
 
plot is due to the line width being comparable to the frequency being measured.  The
 
overall spectrum is observed to be relatively flat varying from -55 to -58.5 dBm/Hz over
 
a bandwidth of 8 Hz to 102.4 kHz.
 45 
The SR-780 is limited to 102.4 kHz so for higher frequencies a Tektronix 494P spectrum 
analyzer was used to measure the noise source power spectrum, P(f,,,), in [dBm] versus 
baseband offset frequency, f, in [Hz] as shown in Figures 3.4 and 3.6. The power 
spectrum may be converted to power spectral density by accounting for the resolution 
bandwidth of 10 kHz used in both of these examples.  At first one might assume that the 
data should be reduced by 40 dB since this is equal to 10log(10,000), but this is not quite 
correct. A correction factor of 2.5 dB must be added to account for the filter shape and 
the logarithmic amplification used in the spectrum analyzer [34]. This results in a net 
correction factor of -37.5 dB added to the displayed spectrum analyzer data to convert 
to power spectral density. 
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Figure 3.4. Noise source power spectrum, P,7(4), in [dBm] versus baseband offset 
frequency, f in [Hz] with Vbias = 10.90 volts.  Unlike Figure 3.3 this is the power 
spectrum using a resolution bandwidth of 10 kHz on a Tektronix 494P spectrum 
analyzer. To convert to power spectral density add (-40 + 2.5 dB) = -37.5 dB to the 
data shown. This gives a spectrum ranging from -60 dBm/Hz at 100 kHz to -68 
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Figure 3.5. Noise source power spectral density, S(4), in [dBm/Hz] versus baseband 
offset frequency, f with Vbias = 11.16 volts. The rise in power at the left side of each 
plot is due to the line width being comparable to the frequency being measured.  The 
overall spectrum is observed to be relatively flat below 10 kHz at about -40 dBm/Hz and 
rolls off above this to -55 dBm/Hz at  102.4 kHz. 47 
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Figure 3.6. Noise source power spectrum, P (fm), in [dBm] versus baseband offset 
frequency, f in [Hz] with Vbias = 11.16 volts. As for Figure 3.4 to convert the data to 
power spectral density add -37.5 dB to the data shown. This gives a spectrum ranging 
from -55 dBm/Hz at 100 kHz to -71 dBm/Hz at 1 MHz. 
The data in Figures 3.4 and 3.6 show a roll-off versus frequency. It will be shown in the 
next section that the LNPA contributes a 7 dB roll-off from 0 to 1 MHz to the measured 
data in these figures. Taking this roll-off into account and the -37.5 dB correction factor 
results in the net noise source power spectral density, S,,(4), data shown in Table 3.1 for 
the two bias voltages. 
The data in Table 3.1 shows that at a diode bias of 10.90 voltsthe power spectrum is 
relatively flat and has approximately the shape of a white noise power spectrum.  For 
11.16 volts the noise source power spectrum has roughly a 1/fshape above 10 kHz and 
is flat below this, this is also clearly shown in Figure 3.5.  These two noise shapes are of 
interest to us: broadband thermal noise has a white spectrum and is important since it 
degrades the carrier to noise ratio as shown in the BER analysis in Chapter 1, and 48 
transistors have 1/f noise which is gives the normal phase noise characteristics to an 
oscillators power spectrum as shown in Chapter 2 in Leeson's equation. 
Table 3.1. Noise source power spectral density [dBm/Hz] versus frequency for bias 
voltages of 10.90 and 11.14 volts from the data in Figures 3.3 to 3.6. The noise source 
voltage has been amplified by a factor of 5000 (74.0 dB) by passing through the LNA. 
The -7 dB roll-off of the LNA has been factored out. 
Offset frequency, f, 
[Hz]  10  100  1 k  10 k  100 k  1 M 
ST) [dBm/Hz] 
V,,,se =10.90V  -56  -56  -57  -58  -59  -61 
&N,) [dBm/Hz] 
V,se =11.16V  -40  -40  -40  -42  -55  -64 
3.1.3 Low-noise preamplifier (LNPA) 
The LNPA is a Stanford Research Systems model SR560 Low-Noise Preamplifier [35] 
which has the gain and filter characteristics listed in Table 3.2 that are selected from 
either the front panel or an HP -TB bus. 
Table 3.2. Principal characteristics of the SR560 Low-Noise Preamplifier (LNPA). 
Function  Characteristics 
Low Pass Filter (LPF)  6 or 12 dB/octave, -3 dB points are settable in a 1-3-10 sequence from 
0.03 Hz to 1 MHz. 
High Pass Filter (HPF)  6 or 12 dB/octave, -3 dB points are settable in a 1-3-10 sequence from 
0.03 Hz to 10 kHz. 
Band Pass Filter (BPF)  6 dB/octave, combines LPF and HPF breakpoints. 
Frequency Response (for  ± 0.5 dB to 1 MHz, ± 0.2 dB to 300 kHz 
gains up to 1000) 
Voltage Gain  1 to 50,000 +/- 1% in 1-2-5 sequence 
Noise Figure  4nri I AHz at 1 kHz. 
Input Impedance  100 MO + 25 pF 
Inputs  AC or DC coupled, single ended or differential 49 
For adequate noise power to drive the electronic phase shifter in the system shown in 
Figure 3.1 the LNPA was typically set at a gain of 5000. The manufacturer does not 
supply frequency response data for gain levels above 1000 or frequencies beyond 1 
MHz. Therefore the unit was characterized using a Hewlett Packard 8753 Vector 
Network Analyzer (VNA) and the data shown in Figures 3.7 through 3.9 were obtained. 
In all cases the input power was -55 dBm and a 50 ohm terminator (essentially a shunt 
50 ohm resistor) was placed at the SR560 input to provide a match to VNA. 
From the data in Figures 3.7 it is observed that the frequency response roles off about 4 
dB from 400 kHz to 1 MHz for gains up to 2000. It should be noted that this does not 
meet the manufacturer's specified performance for gains up to 1000. At a gain of 5000, 
the most often used setting in the noise experiments, the roll-off is about 7 dB from 300 
kHz to 1 MHz. The relevance ofthis data is that the noise power spectrum will be 
further shaped by this roll-off as discussed in the previous section (see Table 3.1). This 
is not a major impediment, but it must be recognized that what may have been flat, 
broadband, white noise out of the Zener diode noise source will now roll-off in 
frequency. 
Figure 3.8 shows that the frequency response is smooth and well behaved versus 
bandwidth setting , the gain is 5000. In Figure 3.9 the wide bandwidth characteristics 
are shown. This data is useful since it demonstrates that the SR560 LNPA has an 
attenuation slope of about 46 dB/octave above 2 MHz. This is important since it 
effectively limits the noise power spectrum to less than about 2.5 MHz which is useful in 
Chapter 4 when establishing upper limits on the integration of phase noise in (1.5). 50 
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Figure 3.7. Voltage gain, Gy, versus frequency for the LNPA from 10 kHz to 1 MHz: 
AC coupled, single ended, LPF mode with -3 dB point at 1 MHz, Gain = 1, 10, 100, 
200, 500, 1000, 2000, and 5000. 
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Figure 3.8. Voltage gain, Gv, versus frequency for the LNPA from 10 kHz to 1 MHz: 
AC coupled, single ended, Voltage gain = 5000, LPF mode with -3 dB point at 1, 3, 10, 
30, 100, 300 kHz and 1 MHz. 51 
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Figure 3.9. Voltage gain, G versus frequency from 10 kHz to 5 MHz for the LNPA: 
AC coupled, single ended, LPF mode with -3 dB point at 1 MHz, Voltage gain = 1, 10, 
100, 200, 500, 1000, 2000, and 5000. 
3.1.4 Electronic phase shifter design and characteristics 
The electronic phase shifter schematic is shown in Figure 3.10. The circuit is essentially 
a series resonator with a passband center frequency primarily determined by the 0.5 1111 
inductor in series with the two varactors Ci(Vb) and C2(Vb) which vary capacitance with 
bias voltage, Vb. This bias voltage is comprised of a dc term, V4,, and the ac signals, vo, 
from the noise diode source. The varactors were rated as 440 pF at 1V to 90 pF at 8V 
with a Q of 150 at 1 V. For a 33.333 MHz center frequency the required total 
capacitance is 45.6 pF achieved when: Ci(Vb =V4) = C2(Vb =V4,) = 91 pF, which is at 
about V4, = 8 volts based on themanufacturer's data. 52 
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Figure 3.10. The electronic phase shifter circuit diagram. 
The three 4.7 p,H inductors act as RF chokes to block the 33.333 MHz signal from the 
network for the ac noise signal, vo. The 130 pII inductor in series with the 1 1(0 resistor 
isolates the RF from the bias source V4.  The 0.1 tF and 470 tF capacitors act as dc 
blocks for the 33.333 MHz and baseband noise signals respectively. The 50 SI resistor 
provides a matched load to the LNPA output.  The circuit in enclosed in a metal box to 
shield against external noise sources. 
The electronic phase shifter was characterized using an HP 8753A VNA. In Figures 
3.11 to 3.13 the phase and amplitude response are shown for V4= 6.4, 7.5, and 8.5 volts 
with an input RF power of 0 dBm in all cases.  The data indicates that a value of V4, = 
7.5 volts gives lowest insertion loss at 33.333 MHz. The measured insertion loss and 
phase response at 33.333 MHz versus Vd, are shown in Figures 3.14 and 3.15 
respectively. 53 
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Figure 3.11. S21  for the electronic phase shifter was characterized using an HP 8753A 
VNA. Both the magnitude and phase are shown for V4, = 6.4 volts with an input power 
of 0 dBm. The insertion loss is 0.834 dB and the phase delay is -37.32 degrees. 
From the Figure 3.14 the lowest insertion loss is actually at 7.5 volts versus the 8 volts 
predicted from and manufacturer's data. This disagreement is not significant, 
considering that the published data is for typical devices only. The phase delay is 
observed to be fairly linear from about 6.5 to 9 volts in Figure 3.15. 54 
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Figure 3.12. Same as Figure 3.11, except the magnitude and phase are shown for V4 = 
7.5 volts with an input power of 0 dBm. The insertion loss is 0.571 dB and the phase 
delay is -23.63 degrees. 
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Figure 3.13. Same as Figure 3.11, except the magnitude and phase are shown for V4, = 
8.5 volts with an input power of 0 dBm.  The insertion loss is 0.842 dB and the phase 
delay is -8.99 degrees. 55 
Based on this data it would seem that a varactor bias of 7.5 volts would be ideal for use 
with a 33.333 MHz signal. In practice it was found that a bias of 7.0 volts gave the best 
overall performance when minimum amplitude and maximum phase modulation were 
used as the criteria. This makes sense for wide swings of noise voltage around the bias 
point, since the rapid increase in attenuation for voltages greater than about 8.25 volts 
causes the overall response to be unbalanced . By shifting the quiescent point to 7.0 
volts the attenuation over equal positive and negative noise voltage excursions is flatter 
which tends to minimize the AM modulation of the 33.333 MHz signal. 













Figure 3.14. Electronic phase shifter insertion loss at 33.333 MHz vs. varactor bias, Vo. 
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Figure 3.15. Electronic phase shifter phase delay at 33.333 MHz vs. varactor bias, Vo. 56 
The sensitivity of the electronic phase shifter performance to different input power levels 
was found to be minimal up to +10 dBm as shown in Figure 3.16 for a bias voltage of 
7.5 volts. Comparing this to Figure 3.12 shows only a .065 dB change in insertion loss 
and 0.32 degree change in phase delay. 
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Figure 3.16. Same as Figure 3.11, exceptthe magnitude and phase are shown for V4 = 
7.5 volts with an input power of +10 dBm. The insertion loss is 0.635 dB and the phase 
delay is -23.95 degrees. 
Integration of the electronic phase shifter with the noise diode source and LNPA allowed 
The first testing of the system's ability to add phase noise to the 33.333 MHz oscillator. 
tests were performed with the noise diode bias set at 10.90 volts to provide the white 
noise output shown in Figures 3.3 and 3.4. The system response is observed in Figures 
3.17 through 3.22 using a Tektronix 494P spectrum analyzer configured as shown in 57 
Figure 3.1 to display the RF power spectrumPsys(f) in [dBm] versus RF frequency,f, in 
[Hz]. In all cases the electronic phase shifter varactor bias, V0, is 7.0 volts.  The LNPA 
is in the LPF mode, AC coupled, and the voltage gain set at 1, 100, 200, 500,  1000, 
2000, 5000, and 10,000. 
As the LNPA gain, G, was decreased eventually the system noise floor was reached 
where lowering G further did not have any noticeable effect. This minimum noise floor 
occurred for G < 100, and was in effect the system noise floor which was found to be 
constant even without the noise diode source attached. This system noise floor is 
presumably the residual noise of the LNPA and electronic phase shifter combination, 
since the 494P noise floor is about -100 dBm which is at least 20 dB lower.  These 
measurements show that a gain of at least 100 is required to generate phase noise above 
the system noise floor. A noise pedestal is observed for low gain levels which is assumed 
to be from 1/f noise in the electronic phase shifter varactor diodes, since this was not 
observed in Figure 3.3 for the baseband power spectral density of the noise 
source/SR560 LNA combination. 
The response in Figure 3.17 clearly shows the white noise shape, which does not yet 
experience significant roll-off from the LNPA since the offset frequency from the 33.333 
MHz carrier is less than 250 kHz. The combined roll-off of the noise source/LNPA 
combination (see Figure 3.9 and Table 3.1) is apparent in Figure 3.18 as the offset 
frequencies reach 1 MHz. Finally in Figure 3.19 the broadband response of the system is 
shown which confirms the observation made earlier that the phase noise bandwidth is 
about 2.5 MHz for purposes of phase noise integration when using (1.5). 
Figures 3.20 to 3.22 are similar to 3.17 to 3.19, except that the gain is now held at 5000 
while the bandwidth of the LNPA is varied from 1 kHz to 1 MHz. A final set of data is 
shown in Figures 3.23 and 3.24 for the noise diode biased at 11.16 volts to give the 1/f 
like noise spectrum shown in Figures 3.5 and 3.6. 58 
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Figure 3.17. RF power spectrum showing the phase noise added to the 33.333 MHz 
oscillator signal from the noise diode source/LNPA/electronic phase shifter system for 
offset frequencies up to 250 kHz. The LNPA voltage gain, G is varied from 1 to 
10,000 in the LPF mode with f_3 dB = 1 MHz. Vn = 10.90 V, V4 = 7.0 V, Pc = + 9 dBm. 
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Figure 3.18. Same as Figure 3.17, except offset frequencies up to 1 MHz are shown.
 
The roll-off of the SR560 and noise diode source are evident.
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Figure 3.19. Same as Figure 3.17, except the offset frequencies up to 2.5 MHz are 
shown. The roll-off of the SR560 significantly attenuates the phase noise above 2.5 
MHz. 
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Figure 3.20. RF power spectrum showing the phase noise added to the 33.333 MHz 
oscillator signal by the noise diode source/ LNPA /electronic phase shifter system for 
offset frequencies up to 250 kHz. The LNPA gain is set to 5000 in the LPF mode with 
f-3 dB varied from 1 kHz to 300 kHz (see Figure 3.18 for 1 MHz data). Vn = 10.90 V to 
produce white noise, and V4, = 7.0 V. 60 
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Figure 3.21. Same as Figure 3.20, except the offset frequencies up to 1 MHz are shown 
as f_3dB is varied from 3 kHz to 1 MHz. 
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Figure 3.22. As Figure 3.20, except the offset frequencies up to 2.5 MHz are shown. 
The roll-off of the LNPA significantly attenuates the phase noise above 2.5 MHz. 61 
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Figure 3.23. RF power spectrum showing the phase noise added to the 33.333 MHz 
oscillator signal by the noise diode source/ LNPA /electronic phase shifter system for 
offset frequencies up to 250 kHz. The LNPA gain is varied from 1 to 10,000 in the LPF 
= 7.0 V. mode withf3 dB set to 1 MHz. Vn =11.16 V to produce 1/f like noise, and 
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Figure 3.24. Same as Figure 3.23, except the offset frequencies up to 1 MHz are shown. 62 
3.1.5 Miscellaneous components 
Referring to Figure 3.1 shows that there are two remaining components to be discussed: 
a power splitter and a buffer amplifier. The splitter is a transformer based unit sold by 
Mini-Circuits [36] (P/N ZFSC-2-4) which is 50 ohms characteristic impedance at the 
input and two output ports. It has a -3 dB operating range from 200 kHz to 1 GHz, and 
at 33.333 MHz the typical specifications are: 39 dB isolation, 3.15 dB insertion loss, and 
a VSWR of 1.1:1 at the input port and 1.2:1 at the output ports. In Section 3.1.1 the 
oscillator output power was stated to be typically +10 dBm after passing through the 
bandpass filter, which implies that the reference and test signals will be about +7 dBm at 
the splitter outputs. 
The buffer amplifier is also a Mini-Circuits part [37] (P/N ZFL- 500HLN) with a -3 dB 
bandwidth from 10 MHz to 500 MHz. Specifications are 19 dB gain, maximum output 
power (1 dB compression point) of +16 dBm, maximum input power (no damage) of 
+15 dBm, noise figure is typically 3.8 dB, 1P3 is +30 dBm, and input and output VSWR 
are both 1.5:1. To avoid driving the amplifier into compression by the +7 dBm output of 
the splitter 16 dB of attenuation was placed at the amplifier input to reduce the input 
power to -9 dBm. This results in +10 dBm into the electronic phase shifter which has 
less than 1 dB loss itself so typical output power is +9 dBm. To suppress any harmonics 
that might be generated in the varactor diodes a bandpass filter identical to the one 
described in section 3.1.1 is often placed at the electronic phase shifter output. This has 
about 1 dB insertion loss which lowers the test signal output power to +8 dBm, which is 
still adequate input power for the Tektronix CSA-803A DSO to measure the nns jitter. 
3.1.6 Test equipment 
This section will describe the commercial test equipment involved in the measurement 
and characterization of phase noise and jitter.  Discussion of the delay line discriminator 
used to measure the close in phase noise will be postponed until the next section, since it 
is complex enough to warrant separate treatment. 63 
Tektronix 494P Spectrum Analyzer:
 
This instrument [38] was widely used in the experiments to measure phase noise,
 
calibrate the delay line discriminator, etc. The 494P has internal mixers capable of 
providing operation from 10 kHz through 21 GHz, and external mixers allow it to cover 
up to 320 GHz. All of the measurements described in this Chapter used Band 1 of the 
494P which covers 10 kHz to 1.8 GHz. The unit has a display dynamic range of 80 dB 
which may be adjusted in selectable steps to cover the range of -117 dBm to +30 dBm. 
The maximum amplitude error in Band 1 over any given 80 dB range is ± 2.0 dB, over a 
10 dB range is ± 1.0 dB and over a 2 dB range is ± 0.4 dB. When the lower frequency in 
increased from 10 kHz to 50 kHz the maximum amplitude error over any 80 dB range 
drops to ± 15 dB. These specifications are relevant in Chapter 5 when small changes in 
carrier power are measured. 
The 494P equivalent input noise power versus resolution bandwidth is given in Table 
3.3. This is an important quantity, as seen in Figure 3.17, since it sets the noise floor of 
the spectrum analyzer. It is necessary to have a noise floor lower than the measurements 
of interest if meaningful data is to be obtained. Most ofthe measurements used a 10 
kHz resolution bandwidth which gave a guaranteed noise floor of better than -100 dBm. 
In practice it was found that the indicated noise floor was typically -103 dBm which 
agrees well with this specification. 
Table 3.3. Equivalent input noise power (dBm) versus resolution bandwidth for the 
Tektronix 494P spectrum analyzer operating in Band 1 (50 kHz to 1.8 GHz). 
Res. BW  1 MHz  100 kHz  10 kHz  1 kHz  100 Hz  30 Hz 
Noise Power  -80  -90  -100  -110  -118  -121 
(dBm) 64 
Tektronix CSA-803A Communications Signal Analyzer: 
This is a digital sampling oscilloscope with many features added for analysis of 
communications systems such as jitter masks, histogram functions for the determination 
It has sweep speeds from 1 ps to 5 ms of rms jitter and rms voltage statistics, etc. [39]. 
per division and a 200 kHz sampling rate. Traces are captured with 8-bit vertical 
resolution. The trigger can operate directly to 3.0 GHz and up to 10 GHz when an 
internal AC coupled prescaler is used. 
For an understanding of how the CSA-803A measures jitter consider Figure 3.25. To 
acquire a trace the CSA-803A bases the sampling process on a trigger signal. When a 
trigger signal is detected the unit waits for a specified period of time, known as the 
horizontal position which is user selectable, before sampling and digitizing the first trace 
point. After the first point is digitized the unit waits for another trigger signal before 
sampling and digitizing the second point of the trace.  The horizontal position is 
increased by an amount known as the sampling interval for the second sample. This 
process continues until the all the points in the trace record have been sampled. The 
number of points is known as the record length and is generally user selectable at 512, 
1024, 2048, or 4096 points. 
To characterize the jitter of a trace the CSA-803A is set to the statistical measurement 
mode, which limits the record length to 512 points. In this mode a horizontal histogram 
window is placed as shown in Figure 3.25.  Consider that when the record length is 512 
points the sampling interval will be the time period of the trace record divided by 512.  If 
the time period is made small enough and the histogram window is centered about the 
zero crossing, as shown, the CSA-803A can precisely record when the trace is found in 
the window. This is known as a two sample standard deviation since it measures the 
distribution of times between threshold crossings of trigger and trace waveforms. An 
example of jitter statistics acquired on the CSA-803A is shown in Figure 3.26 for the 
system in Figure 3.1 with noise diode voltage of 11.16 volts, and the LNPA set at a gain 
of 10,000 in the LPF mode at 1 MHz bandwidth. The histogram window is roughly 65 
sketched in (a) to show its location, but in reality it is only 2 mV high to minimize effects 
of the waveform slope on the measured jitter to anegligible level. In (b) the displayed 
statistics are: mean value of the zero crossing is 148.3 ns, an rms value (i.e. standard 
deviation, a) of 481 ps, a peak to peak deviation of 3.41 ns, and 72.4 % of the data 
within la, 94.34% within 2a, and 99.50% within 3a. 
Time Period of Trace Record 
Sample Interval  Histogram Window
First Sampled and 





Horizontal  Data in histogram 
position  window 
Figure 3.25. Acquisition of a trace, and histogram function for jitter statistics. 
The interval measurement accuracy is a function of the horizontal position and the 
sample interval. The majority of the data was taken with a horizontal position of about 
180 ns and a time period ranging from 2 ns to 10 ns. Table 3.4 gives the interval 
measurement accuracy for these ranges.  This accuracy level was found to be acceptable 
for the majority of the data taken in Chapter 4 with the system in Figure 3.1. 66 
Table 3.4. Interval measurement accuracy versus time period for a record length of 512 
points with a horizontal position of 180 ns. 
Sampling Interval  Interval Measurement Time Period 
Accuracy (ps) (ps) (ns) 
3.22 10.0 to 100  5.12 to 51.2 
1.72 <10.0 <5.15 
Stanford Research Systems SR780 FFT Signal Analyzer: 
The SR780 [40] is a fast Fourier transform (FFT) analyzer and was used primarily for 
measuring close-in phase noise with the delay line discriminator described in the next 
section. An FFT has the advantage over a spectrum analyzer in that it can be made to 
have superior resolution bandwidths which are essential when measuring the small offset 
frequencies associated with close-in phase noise measurements. In an FFT the resolution 
bandwidth is called the line width can be made almost arbitrarily small (i.e. into the mHz 
range) if the record length is made long enough. 
The SR780 is a high performance dual-channel FFT analyzer with a dynamic range of 90 
dB and a real-time bandwidth of 102.4 kHz and uses a 16 bit A/D converter. It has 
better amplitude accuracy than the 494P spectrum analyzer being ± 02 dB over the 90 
dB range. The unit has a user math feature which allows the user to program 
mathematical operations to be performed on the measured data. This was vital for 
making practical phase noise measurements, since it allowed the delay line discriminator 
transfer function to be corrected for in the displayed data. 67 
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Figure 3.26. Display on the CSA-803A for a 33.333 MHz signal with phase noise added 
by an early version of the system in Figure 3.1. The noise diode bias is 11.16 volts, 
electronic phase shifter bias is 7.43 volts, and the LNPA is set in the LPF mode with a 1 
MHz bandwidth and gain of 10,000. The waveform is shown in (a), and the histogram 
measured jitter statistics in (b). 68 
Hewlett Packard 3336C Synthesizer/Level Generator: 
This piece of equipment [41] was used to generate the signals used to calibrate the delay 
line discriminator in the phase noise measurements, and the information signals in the 
communications system described in Section 3.3. It covers a frequency range of 10 Hz 
to 20.999 MHz with an amplitude range of -71.23 to +8.76 dBm into 50 ohms. For 
calibrating the delay line discriminator is was often convenient to use it in the swept 
frequency mode. 
3.1.7 Phase noise measurements 
To accurately measure close-in phase noise a spectrum analyzer cannot generally be used 
since it cannot distinguish AM noise from phase noise. For this reason an RF signal to 
be characterized is converted to a baseband signal using the a delay line discriminator, 
such as shown in Figure 3.27, since it eliminates AM noise components of the measured 
signal. The output is then fed into the FFT analyzer described earlier. 
Theory of operation:
 
The operation of the system may be understood by examining the phase modulated signal
 
equation (2.7) presented earlier.
 
s(t) =  cos(coot +  p(f,)COS COmt)  (2.7) 
Without loss of generality the peak phase deviation, 40p(f.), may be replaced by a
 
modulation index, 13, where
 
(3.1) 69 
This substitution does not affect the results obtained in Chapter 2, and is useful since it 
gives the instantaneous radian frequency of s(t) when the time derivative of the argument 
of (2.7) is taken 
G-1--(co  t + Af f
P cos2af,t) = coo  27thfp sin2n-fint = coo  2r4f (t) ,  (3.2)
d ° 
where quantity Off is the peak frequency deviation of s(t). Using (2.10) allows the 
spectral density of phase fluctuations and phase noise ratio to be expressed [42] as 
2 
So (fm) =  611:  =  21 (  [rad2/Hz],  (3.3a) 
fm
 
(3.3b) L(f,)=14(Af.f 112  [dBc/Hz]. 
Low-Noise  HP 54501A  SR780 
Preamplifier with  DSO  FFT 
Noise  filter functions 
Diode  Tektronix 494P 
Spectrum Analyzer 
to Measure Phase 
Noise at 33.333 MHz  Delay Line 
Td [ns] 
Phase 
33 MHz  33 MHz  16 dB Shifter 
BPF  BPF  Atten. 
S1 a  A 690° 
Electronic  5 MHz LO 33 MHz  Phase Shifter  0°  LPF 
Crystal Osc. 
Power  AV 
Splitter 
4f(t) 
Figure 3.27. The delay line discriminator used to measure the close in phase noise of a 
33.333 MHz signal. 70 
Consider now the delay line discriminator with a noisy 33.333 MHz signal fed into the 
power splitter as shown.  From (3.3) it is realized that the phase noise may be related to 
a peak deviation in frequency, Afp, that generates the associated noise power as a 
function of offset frequency, fm. A frequency deviation, Af(t), is shown at the two output 
ports of the power splitter with each outputbeing equal phase, in this case 00. By 
introducing a propagation delay, rd, a phase delay occurs in the upper path equal to 
A0(t) .27rrd Af (t) . 
By adjusting the variable phase shifter in the upper arm a phase difference of 90° at the 
carrier frequency, f,, is generated across the phase detector RF and LO ports as shown. 
This condition is referred to as quadrature and causes a cancellation of signal 
components that were in phase at the splitter input, such as AM noise and the carrier 
itself. To obtain this condition the phase detector output is monitored on a power meter 
or an oscilloscope (i.e. HP 54501A DSO) and when minimum output power is obtained 
quadrature has been achieved. Appendix C contains more detailed analysis and shows 
that phase detector isolation is not a limiting factor in system performance. 
The phase detector output is fed into a 5 MHz low pass filter (LPF) to reject the 66.666 
MHz sum frequency of the RF and LO leaving only the baseband difference frequency 
signal. This baseband signal is then amplified in a low noise amplifier (LNA) and then 
displayed on a Fast Fourier Transform (FFT) analyzer. 
Phase noise causes deviations from quadrature since the associated frequency deviations 
are converted to phase deviations by the delay line and thus generate a phase detector 
output voltage equal to 
sin(rif,rd)
AV (t) =  04Ø(0 71 
and Ko is the phase detector constant with units of [volts/radian]. If the maximum offset 
frequency is kept below 1/(2rcrd) the function is reasonably approximated as 
AV (t) = K064(0 . 
Two different delay line lengths were used, 90 ns and 300 ns, which gave upper limits of 
1.77 MHz and 531 kHz for maximum offset frequencies when approximation was used. 
Since the upper frequency limit of the FFT is 102.4 kHz this condition was easily met. 
Since the sensitivity of the discriminator is proportional to delay line length one might be 
tempted to increase the length until 1/(2ir rd) = 102.4 kHz. For a lossless delay line this 
would be reasonable, but owing to losses in real coax cable the signal attenuation also 
increases with length. The optimal delay line length turns out to be that which gives 8.7 
dB of loss [43]. The 300 ns long delay line had 6.0 dB of insertion loss which was 
reasonably close to the maximum of 8.7 dB. 
The overall transfer function of the delay line discriminator from power splitter input to 
phase detector output is thus 
(3.4) V(t) = KdAf(t) , 
where Ka = 2R-1- dlc [volts/Hz]. 
This result allows an output spectral density of voltage fluctuations, SAv(f  to be 
related to the spectral density of frequency fluctuations, Sm(f.), at the input 
(3.5) SA,(f,7)= KciS Af(f.) [V2/Hz]. 
From the relation in (3.3a) the spectral density of frequency fluctuations be related to the 
more familiar spectral density of phase fluctuations normally associated with phase noise 
characterization 
SA/(fm) =  So(fm)  [Hz2/Hz] 72 
Substitution into (3.5) gives 
S (f.)  (f.) [172/Hz]  (3.6) 
which is an important result showing that the spectral density of phase fluctuations may 
be related to the output spectral density of voltage fluctuations, SA(f.), as a function of 
offset frequency fm. In practice S,,,,(f.) is usually measured with an FFT, such as the 
SR780 in our case. Appendix D describes the testing, calibration and use of the delay 
line discriminator in further detail. 
3.1.8 Experimental setup and performance of the system 
A photo of the system in Figure 3.1 used for measuring jitter as a function of phase noise 
power spectrum is shown in Figure 3.28. This system allowed jitter statistics to be 
measured on the Tektronix CSA-803A Communications Signal Analyzer as described in 
the previous sections. Typical data is shown in Figure 3.26 in which a histogram 
window was placed at a zero crossing region and the statistics measured for this area. It 
is important to keep the histogram window height small with respect to the slope ofthe 
waveform, since the waveform slope itself generates jitter equal to the window height 
times the slope. Proper windowing is shown in Figure 3.29 where the window height is 
2 mV and the waveform is a sinusoid if 1.6 volts peak to peak. 
The induced time jitter, dt, caused by the waveform slope in a histogram window of
 
voltage height dv may be analyzed for a sinusoid as follows:
 
Let v(t) = Vo sin(2xfot) = Vo sin (1)
 
dv(t)
  V027/f0 coseo = Vo -Fcosei , The slope at ID is:  dt
 
where T = l/f, (the period).
 
dv(t)  271- dV
 
So at the zero crossing:  dt  ,0 - -V0 
T 
dt  T 
Vo 2,
 73 
For the 33.333 MHz oscillator T = 30 ns, Vo= 0.8 volts and dv = 2 mV, which gives 
dt = 11.9 ps. This agrees well with a measured residual system jitter of 12 ps for 
dv = 2 mV with no phase noise added to the 33.333 MHz carrier (i.e. LNPA gain = 0). 
For finer resolution dv was set to 0.6 mV which reduced the induced jitter to 3.58 ps 
using the above equation. The total predicted residual system jitter needs to also 
account for the CSA-803A interval measurement accuracy data presented in Table 3.4. 
For a histogram window width set at 5 ns the interval measurement accuracy will be on 
the order of 2 ps. Taking the sum of 2 ps and 3.58 ps gives an expected residual jitter of 
about 5.6 ps which agrees well with 6.03 ps measured. 
Figure 3.28. Photo of the phase noise generation system.  Key: A) Shielded enclosure 
containing the 33.333 MHz crystal oscillator, the electronic phase shifter, and the 
necessary bias supplies for these two items plus the noise diode bias. The two cylindrical 
objects are 30 MHz bandpass filters. B) Noise diode in shielded enclosure, C) Low 
noise programmable amplifier (LNPA), D) Buffer amplifier, E) Power splitter, F) 
Tektronix CSA 803 DSO, G) Power supply, and H) Two 8 dB attenuators in series, I) 
30 MHz BPF. 74 
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Figure 3.29. Histogram window height set to reduce the jitter due to waveform slope to 
a negligible amount. 
A penalty in reducing dv too much is that it takes proportionally more time to 
accumulate enough samples in the window to compute the jitter statistics, and during this 
time system drift can manifest itself as jitter. For our case this was not aproblem, since 
over 1,000 samples could typically be obtained in 2 minutes.  It was confirmed that 
during this period the total residual jitter of the system stayed at 6.03 ps when dv = 0.6 
mV. Based on these findings the typical histogram window height was set in the region 
of 0.6 to 2 mV depending upon the data being taken. 75 
The only limitation on histogram window width is that it not accumulate samples from 
the next zero crossing of the waveform. This effectively limits the total width to half the 
period of the carrier (15 ns in our case), if the window is centered at the zero crossing. 
In practice the window width is set just wide enough to accumulate the peak to peak 
jitter, since increased width degrades the resolution of the data due to the fixed 512 
sample points in the histogram mode. In our case the typical window width varied from 
2 ns to 10 ns depending upon the magnitude of the jitter being measured. 
Figure 3.26 shows the waveform experiencing a relatively large amount ofjitter and a 
small amount of amplitude modulation. Inthis case the rms jitter was measured to be 
481 ps and the rms amplitude variation was 5.6 mV. Using an analysis similar to that 
for determining the amount ofjitter due to the waveform slope one can determine the 
induced change in amplitude at a given point due to phase variations of a sinusoid. 
Consider the same sinusoid described by: 
v(t) = Vo sin(2xf ot) = Vo sin (13 
Peak amplitude is at odd multiples of is /2 
Assume at t = t1 that cb = 7c/2 [rad], so at this point v(tr) = Vo 
If the next waveform is sampled one period later at t2 = ti+ 30 ns and there is a 
deviation in phase of cr,,,s [rad] then the amplitude will be: v(t2) = Vo sin( 2rA + anns) 
(481ps/
For the example in Figure 3.26: 6,,,s =  /30ns)'Ir  0.101 [rad] 
This gives v(t2) = Vo sin( r2 + 0.101) = 0.9949V0 
For our case Vo = 800 mV so v(t2) = 795.6 mV which is a 4.4 mV change in 
amplitude with respect to v(ti). 




Another factor that contributes to amplitude variation is the electronic phase shifter. 
Consider Figure 3.14 which shows the attenuation ofthe phase shifter versus varactor 
voltage. For the data in Figure 3.26 the output of the LNPA, with the noise diode 
source biased at 11.16 volts, was 122 mV rms voltage which modulates the varactor 
diodes in the phase shifter. The varactor diodes were biased at a quiescent point of 7.43 
volts, since this minimized the AM noise on the waveform during this test. In later tests 
the quiescent point was normally 7.00 volts due to a slight modification of the electronic 
phase shifter. In the 7.25 to 7.5 volt bias region the attenuation was found to change 
from 0.590 dB to 0.570 dB giving a nominal sensitivity of -0.08 dB/volt. Therefore, the 
122 mV rms deviation in bias causes a -0.0098 dB change in RF carrier power which 
corresponds to an rms deviation of 0.0011 (0.11%) in carrier voltage. For a sinusoid 
with an 800 mV peak this corresponds to an rms deviation in maximum amplitude of 
0.90 mV. 
To summarize: an rms noise voltage of 122 mV into the electronic phase shifter causes 
an rms deviation in peak carrier voltage of 0.9 mV. Combining this with the translation 
of the rms phase deviation of 481 ps into an induced rms amplitude deviation of 4.4 mV 
and assuming a Gaussian process (i.e. taking the root of the sum of the squares) gives a 
total rms amplitude deviation of 4.5 mV which is very close to the 5.6 mV rms variation 
that was measured. 
An important point of this analysis is that the electronic phase shifter system added 
negligible AM noise to the 33.333 MHz carrier while adding enough phase noise to 
generate sufficient jitter for validation of equation (1.5). The 481 ps of rms jitter is 1.6 
% of a period versus the 0.11 % rms amplitude variation, which works out to a phase 
modulation to amplitude modulation ratio of 15:1. So the electronic phase shifter adds 
more than an order of magnitude of phase modulation than amplitude modulation. The 
4.4 mV amplitude deviation mentioned above is caused by phase deviations of the
 
waveform and thus is not an AM noise attributable to the electronic phase shifter.
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These observations, combined with the data presented in Table D.3, determined that the 
noise power spectrum displayed on 494P spectrum analyzer had negligible AM noise 
with the LNPA set at voltage gains of 500 or higher. For this reason the far-out phase 
noise (i.e. for offset frequencies above 100kHz) was measured directly using the 494P 
when the LNPA voltage gain was at least 500. 
Combining the data from both the delay line discriminator system and 494P spectrum 
analyzer allowed the single sideband phase noise ratio, L(f,), to be compiled as a 
function of noise diode voltage, and LNPA gain and bandwidth settings. Examples are 
shown in Table 3.5 and Figure 3.30 of Lff) versus offset frequency, f, as a function of 
LNPA voltage gain, G. The noise voltage is 10.90 volts, and the electronic phase shifter 
is biased a 7.00 volts. Below the corner frequencies given in Figure D.5 the data had to 
be extrapolated. From the data shown in Figures 3.3 and 3.5 it was found that the noise 
power is relatively constant below about 3 kHz for a noise voltage ofboth 10.90 and 
11.16 volts. Based on this observation the average measured phase noise at 1 kHz and 3 
kHz was used extended to 10 Hz. 
Similarly above about 2.5 MHz the phase noise sidebands measured on the 494P 
spectrum analyzer drop below the noise floor of the instrument. The phase noise at 3 
MHz and 10 MHz was estimated by taking data at 1 MHz and 2 MHz and using the 
measured roll-off of 46 dB/decade found from the data in Figure 3.9 to estimate the 
phase noise at these higher frequencies.  It will be shown in Chapter 4 that the phase 
noise above 2 MHz has a relatively minor contribution to the total jitter. This allows for 
a fair amount of error in the estimated phase noise above 2 MHz without causing 
significant error in the jitter predictions. 
By collecting the phase noise data in this manner for a wide range ofpermutations of 
LNPA voltage gain and bandwidth, and noise diode voltages enough data was collected 
to validate equation (1.5). These results will be discussed in Chapter 4. 78 
Table 3.5. Single sideband phase noise, L(f,), versus offset frequency, (f.), as a function 
of LNPA voltage gain, G. The noise voltage is 10.90 volts, and the electronic phase 
shifter is biased a 7.00 volts. The phase noise data at lower offset frequencies is below 
the noise floor of the FFT/delay line discriminator system as shown in Figure 3.30, and 
hence is extrapolated from the higher frequency data. This extrapolated data is denoted 
in italics. Similarly the roll-off of the LNPA low pass filter above 1 MHz causes the 
phase noise to drop below the 494P spectrum analyzer noise floor, and is also denoted 
by italics. The phase noise in this case is estimated by using the attenuation data for the 
LNPA shown in Figures 3.7 and 3.8. 
fm
 
100 300  1  3  10 30 
MHz  MHz 
10	 30 100 300  1  3  10 
G	  Hz  Hz  Hz  Hz  kHz  kHz  kHz  kHz  kHz  kHz  MHz
 
-88  -88  -88  -88  -88.3
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Figure 3.30. Single sideband phase noise, 1,(4), versus offset frequency, fm [Hz], as a 
function of LNPA voltage gain, G. The noise voltage is 10.90 volts, and the electronic 
phase shifter is biased a 7.00 volts. Key: trace 1 is for G = 5000, trace 2 is for G = 
2000, and trace 3 is for G = 1000. The delay line discriminator performance curve from 
Figure D.5 is included (trace 4), since data to the left of this line had to be extrapolated. 79 
3.2 Method for Investigating the Added Phase Noise in a Communications System 
as a Function of the Relative Phase Between the Local Oscillators. 
To investigate how transmitter and receiver local oscillator phase noise is adds phase 
noise to an information signal passing through a radio link, such as shown in Figure 1.1, 
the system shown in Figure 3.31 was constructed.  Of primary interest was to determine 
how this added phase noise varied as a function ofthe relative phase difference between 
the transmitter and receiver local oscillators. 
Two local oscillator signals, LO-1 and LO-2, are generated by using much of the system 
shown in Figure 3.1. The 33.333 MHz crystal oscillator power output is boosted to +13 
dBm with a power amplifier (PA) to achieve the required drive level for the up-
conversion and down-conversion mixers, M-1 and M-2. By inserting various lengths of 
BNC coaxial cable, L-1 and L-2, and adjusting two variable phase shifters, PS-1 and PS­
2, the relative phase difference, AO, or associated equivalent delay, dr, between the two 
local oscillator signals can be set to any desired value.  The variable phase shifters have 
the characteristics shown in Table 3.6. 
The period is 30 ns for the 33.333 MHz carrier which allows time delay to be equated 
with phase difference: 
= 360 x  ) [degrees
3Ons
Table 3.6. Characteristics of the variable phase shifters. 
Loss Phase  Minimum Delay r,,  Maximum Delay rmax  dr= rmax -rm. (ns)
 
(dB)
 Shifter  (ns)  (ns) 
0.96  0.15 PS-1  2.080  3.040 
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Figure 3.31. System for investigating how the phase noise of the transmitter local 
oscillator (LO-1) and receiver local oscillator (LO-2) is added to an information signal, 
s,(0, as a function of the relative phase difference, zl 05, between these two oscillators. 81 
The information signal was generated using the HP-3336C synthesizer described earlier. 
Typically the information signal had a frequency in the range of 1 MHz to 20 MHz and 
the power level was -10 dBm to avoid overdriving the up-conversion mixer, M-1. Recall 
from Figure 1.1 that when the information signal at frequencyf mixes with the local 
oscillator signal at a carrier frequencyf, a double sideband signal is generated with a 
lower sideband (LSB) signal at f, -f and an upper sideband (USB) signal at f, + f. 
The power amplifier was also a Mini-Circuits part [44] (P/N AMP-77) which has a rated 
frequency range of 5 to 1000 MHz and an associated gain of 15 dB and a 1 dB 
compression point of +16 dBm. The maximum input power without damaging the unit 
is +13 dBm. By placing 12 dB ofattenuation after the 33.333 MHz oscillator and 30 
MHz bandpass filter (BPF) the input power to the PA is dropped to -2 dBm. The PA 
amplifies this to +13 dBm, which after passing through another 30 MHz BPF and the 
splitter results in about 6-7 dBm at each local oscillator port of mixers M-1 and M-2. 
The mixers are Mini-Circuits components [45] (P/N ZP-1LH) which have a rated LO 
and RF bandwidth of 0.2 to 500 MHz and an IF bandwidth of DC to 500 MHz.  In the 1 
to 20 MHz IF range with an LO drive level of +7 dBm their typical isolation is 56 dB 
and the single sideband (SSB) conversion loss is 5.7 to 6.5 dB. The maximum RF level 
is rated at +1 dBm, and the typical VSWR at the RF port is 1.20:1 (16.9 dB return loss). 
With an information signal input of -10 dBm into the IF port of mixer M-1  and a nominal 
6 dB conversion loss gives an RF output signal of -16 dBm. To improve the match, and 
simulate transmission path loss between the two mixer RF ports, a 6 dB attenuator was 
placed between the two mixers as shown.  This resulted in an effective return loss of 23 
dB (VSWR of 1.15:1), and an input RF signal to mixer M-2 of -22 dBm.  The received 
signal, sr(t), at the IF port of mixer M-2 was typically -28 dBm. The effects of 
conversion loss on DSB and SSB modes of transmission will be discussed in detail in 
Chapter 5. 82 
For some of the experiments it was desired to filter out the USB portion of the RF 
output signal of mixer M-1 to generate a SSB output signal consisting of just the lower 
sideband LSB signal. To do this an optional 10.7 MHz BPF was inserted as shown. In 
the experiments an information signal at 20 MHz (the maximum output frequency of the 
HP-3336C) was fed into the IF port of M-1 which generated an LSB signal at 13.333 
MHz and an USB signal of 53.333 MHz. The closest Mini-Circuits part that would 
work for this experiment had a of nominal center frequency of 10.7 MHz [46] (P/N 
BPBP-10.7), a 3 dB passband of 8.9 to 12.7 MHz, and atypical insertion loss of 5 dB at 
13.333 MHz and 48 dB at 53.333 MHz. This created the desired LSB signal. 
A coaxial cable of length L-3, with corresponding time delay T3, could be inserted as 
shown to simulate a propagation delay between the transmitter and receiver mixers, M-1 
and M-2 respectively. Typical cable delay was 90 ns. 
To measure the phase difference, or equivalent time delay, between local oscillators LO­
1 and LO-2 the two coaxial cables of lengths L-1 and L-2 (and corresponding delays of 
"r1 and ..r2 respectively) were disconnected from the mixer LO ports and measured 
simultaneously on the HP-54501A DSO with a 50 ohm input termination at each channel 
input. The DSO allowed the time difference between the two waveforms to be read 
directly by placing markers at the zero crossings. From this measurement AO was 
determined. 
Figure 3.32 shows a photo of the actual system in Figure 3.31. The same HP-8753A 
Vector Network Analyzer used in Section 3.1.4 was used to characterize the 
performance of the system. Typical transmission magnitude and phase data are shown in 
Figure 3.33. The data is the received information signal, SrO, normalized to the input 
information signal, Si(f), versus frequency, f.  In this example the relative phase 
difference, AO, between LO-1 and LO-2 was adjusted to achieve maximum power of the 
received information signal, which is equivalent to minimizing the insertion loss of the 
system. The transmitted signal was DSB since the optional BPF was not added. 83 
The magnitude response shows a constant conversion loss of 15.4 dB and linear phase 
response which corresponds to a delay of 97.5 to 98 ns. It is worth noting that the phase 
response of the system is essentially linear for information signal frequencies from below 
1 MHz to at least 30 MHz. 
When the VNA is calibrated, transmitted and received rms power is used. As will 
described further in Chapter 5, when the relative phase difference of LO-1 and LO-2 is 
adjusted to achieve maximum power, the received information signal power is peak 
power, which is 3 dB higher than the rms power. Taking this into account requires that 
the insertion loss data in Figure 3.33 should be increased to 18.4 dB to account for the 
fact that rms power was used for the calibration. The figure of 18.4 dB is as expected, 
since both mixers are about 6 dB conversion loss and a 6 dB attenuator was inserted in 
the transmission path. 
In Chapter 5 different phase relations between LO-1 and LO-2 will be studied to 
determine how this effects the local oscillator phase noise added to the information 
signal. Figure 3.32. Photograph of the system for investigating how the phase noise of the 
transmitter local oscillator (LO-1) and receiver local oscillator (LO-2) is added to an 
information signal, s,(t), as a function of the relative phase difference, AO, between 
these two oscillators. Key: 
A) Shielded enclosure containing the 33.333 MHz crystal oscillator, the electronic  phase 
shifter, and the necessary bias supplies for these two items plus the noise diode bias 
supply. 
B) Power amplifier. 
C) Power splitter. 
D) Buffer amplifier. 
E) Noise diode in shielded enclosure. 
F) Low noise preamplifier (LNPA). 
G) HP 3336C synthesizer to generate the information signal. 
H) two variable phase shifters (PS-1&2). 
I)  up conversion mixer (M-1). 
J)  down conversion mixer (M-2). 
K) 90 ns delay line (L-3). 
L) Tektronix 494P spectrum analyzer. 85 
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Figure 3.33. Magnitude and phase of the transmission coefficient, S21, for the system 
shown in Figures 3.31 and 3.32. The relative phase difference of LO-1 and LO-2 was 
adjusted to achieve maximum power of thereceived information signal. Input 
information signal power was -10 dBm. 86 
CHAPTER 4. RESULTS FOR PREDICTED VERSUS
 
MEASURED RMS JITTER EXPERIMENTS
 
This chapter presents the results for the rms jitter predicted from phase noise 
measurements versus the directly measured rms jitter.  The measurement techniques 
were described in detail in the proceeding chapter. As described in Section 2.3 this is in 
essence a comparison of the first and second definitions of the measure of frequency 
stability using real measurements. The first definition determines the rms frequency 
fluctuations from the spectral density of phase fluctuations, Vim). The second definition 
is based on measuring the rms frequency fluctuations by sampling the frequency of a 
signal over identical time intervals and comparing the variation from interval to interval. 
The results of these experiments allow validation of equation (1.5) for prediction of rms 
jitter from the measured phase noise of a signal. This is an important investigation, since 
often direct measurement of rms jitter is not possible, whereas thephase noise is often 
measurable. For convenience equation (1.5) is shown again 
=  iSo (f,)c/f, = 2 IL(f,)cdf, [radians]2 
(1.5a), 
Jitter : anns = V62,. [radians].  (1.5b) 
The first step in these experiments was to measure the phase noise, L(f.), for several 
different phase noise spectra added to a 33.333 MHz signal using the system shown in 
Figure 3.1. The two basic phase noise spectral shapes were the white noise and 1/f 
types described earlier, which were in turn varied in amplitude and bandwidth. Next the 
rms jitter was predicted from the measured phase noise data. Finally the predicted rms 
jitter was compared to the rms jitter measured directly using the system shown in 
Figure 3.31. 87 
4.1 Measured Phase Noise: 
Recall from Section 3.1.2 that two basic types of phase noise spectra were generated 
using the system shown in Figure 3.1. The first type was relatively flat with frequency 
having a "white noise" like shape as shown in Figures 3.3 and 3.4 and summarized in 
Table 3.1. This white noise was generated when the noise source, shown in Figure 3.2, 
had 10.90 volts applied to the Zener diode. By using the SR560 low noise preamplifier 
(LNPA) to vary the gain and bandwidth of the white noise a variety of 33.333 MHz 
signals were generated with corresponding phase noise spectra. Using the techniques 
described in Section 3.1.7 the phase noise of these signals was measured. Table 4.1 
shows the measured phase noise for the white noise passing through the LNPA set at  1 
MHz bandwidth while the gain was set at G = 5000, 2000, and 1000. As illustrated in 
Figures D.5 and 3.30 there is a lower frequency limit to the ability to make the phase 
noise measurements, defined as the corner frequency of the delay line discriminator. 
Below this limit the phase noise data was extrapolated using the fact that the white noise 
was found to be essentially flat down to 10 Hz as shown in Figure 3.3. 
Depending on the gain setting the phase noise dropped below the noise floor of the 494P 
spectrum analyzer for offset frequencies above 2 to 3 MHz. By using the amplitude 
versus frequency response of the LNPA shown in Figures 3.7 to 3.9 the roll-off of the 
phase noise was estimated to give the data at 3 and 10 MHz. As will be shown later the 
contribution to the rms jitter from the phase noise in this offset frequency range was 
typically less than 1%, so some error in these estimates was not viewed as detrimental to 
the experiments. 
Figure 4.1 shows the measured single sideband phase noise, Lff), listed in Table 4.1 
versus offset frequency, fn. The phase noise is observed to be relatively flat out to the 
1 MHz bandwidth of the LNPA, as expected for band limited white noise source. 88 
Table 4.1. Single sideband phase noise, L(f,), versus offset frequency, fm, as a function 
of LNPA voltage gain, G. The noise voltage is 10.90 volts, and the electronic phase 
shifter is biased a 7.00 volts, which gives a white noise shape to the phase noise.  The 
phase noise data at lower offset frequencies is below the resolution of the FFT/delay line 
discriminator system shown in Figure 3.27, and hence this data is extrapolated from the 
higher frequency data. This extrapolated data is denoted in italics. Similarly the roll-off 
of the LNPA above 1 MHz causes the phase noise to drop below the 494P spectrum 
analyzer noise floor, and is also denoted by italics. The phase noise in this case is 
estimated by using the attenuation data for the LNPA shown in Figures 3.7 and 3.8. 
fm 
10  30  100  300  1  3  10  30  100  300  1  3  10 
G  Hz  Hz  Hz  Hz  kHz  kHz  kHz  kHz  kHz  kHz  MHz  MHz  MHz 
5000  -88  -88  -88  -88  -88.3  -88.0  -88.9  -89.6  -89.3  -89.7  -98.2  -149  <-200 
2000  -97  -97  -97  -97  -97  -97  -97.0  -97.2  -97.4  -98.0  -107  -157  <-200 
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Figure 4.1. Single sideband phase noise, L(4), versus offset frequency, fm [Hz], for the 
data in Table 4.1. Key: trace 1 is for G = 5000, trace 2 is for G = 2000, and trace 3 is 
for G = 1000. 89 
Table 4.2 and Figure 4.2 show the single sideband phase noise data for the white noise 
case with the LNPA set at a gain, G, of 5000, as the bandwidth is set at 1 MHz, 300 
kHz, 100 kHz, and finally 10 kHz. Once again the phase noise is observed to be 
relatively flat up to the bandwidth of the LNPA. 
The next set of phase noise data was generated by setting the noise source voltage at 
11.16 volts, which was shown in Figures 3.5 and 3.6 to be flat up to 10 kHz and to 
Table 4.3 and Figure 4.3 show the single sideband exhibit a 1/f type shape above this. 
phase noise data as the LNPA gain is set at 5000, 2000, and 1000, while the bandwidth 
is kept at 1 MHz. The response shows a slope of 10 to 15 dB/decade beyond 10 kHz 
which is close to the ideal 10 dB/decade response of a true 1/f response. For 
convenience this set of phase noise data will continue to be referred to as having a 1/f 
type shape. 
The final set of phase noise data is shown in Table 4.4 and Figure 4.4 for the 1/f type 
phase noise passing through the LNPA with a gain of 5000 while the bandwidth is set at 
1 MHz, 300 kHz, 100 kHz and finally 10 kHz. The tabulated data and corresponding 
plots are placed on the same page for ease ofviewing. 
To determine the error of the phase noise data obtained in these experiments two issues 
need to be addressed: repeatability and accuracy. By performing an identical phase noise 
measurement several times the repeatability of measuring the phase noise was found to 
be in the region of ± 0.4 dB. The accuracy was primarily set by the Tektronix 494P 
spectrum analyzer, since it was used to calibrate the delay line discriminator by 
measuring the relative power levels of the RF carrier and calibration sidebands as 
described in Appendix D. In Section 3.1.6 it was noted that the 494P has a ± 2 dB 
maximum error over an 80 dB dynamic range. The range of use during calibration was 
typically about 40 dB which allows for the possibility of ±1dB error. Based on this the 
estimated error of the measured phase noise, and therefore of the predicted rms jitter, is 
± lA dB which is equal to ± 17 %. 90 
Table 4.2. Single sideband phase noise, L(4), versus offset frequency, f,, as a function 
of LNPA bandwidth, BW, for a voltage gain, G, of 5000. The noise voltage is 10.90 
volts, and the electronic phase shifter is biased a 7.00 volts. The same assumptions 
described in Table 4.1 apply. 
fm 
10  30  100  300  1  3  10  30  100  300  1  3  10 
BW  Hz  Hz  Hz  Hz  kHz  kHz  kHz  kHz  kHz  kHz  MHz  MHz  MHz 
1  -88  -88  -88  -88  -88.3  -88.0  -88.9  -89.6  -89.3  -89.7  -98.2  -149  <-200 
MHz 
300  -88  -88  -88  -88  -88.5  -88.5  -89.4  -89.1  -89.8  -92.5  -107  -156  <-200 
kHz 
100  -88  -88  -88  -88  -88.5  -88.3  -88.9  -89.2  -91.7  -101  -114  -160  <-200 
kHz 
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Figure 4.2. Single sideband phase noise, L(4), versus offset frequency,f,,, [Hz], as a 
function of LNPA bandwidth, BW, with a gain, G = 5000 for the data shown in Table 
4.2. Key: trace 1 is for BW = 1 MHz, trace 2 is for BW = 300 kHz, trace 3 is for BW = 
100 kHz, and trace 4 is for BW = 10 kHz. 91 
Table 4.3. Single sideband phase noise, L(fm), versus offset frequency, N), as a function 
of LNPA voltage gain, G. The noise voltage is 11.16 volts, and the electronic phase 
shifter is biased a 7.00 volts to give the phase noise a 1/f type shape. The same 
assumptions described in Table 4.1 apply. 
fn 
10  30  100  300  1  3  10  30  100  300  1  3  10 
G  Hz  Hz  Hz  Hz  kHz  kHz  kHz  kHz  kHz  kHz  MHz  MHz  MHz 
5000  -72  -72  -72  -72  -72  -71.9  -73.2  -77.6  -84.7  -91  -101  -151  <-200 
2000  -80  -80  -80  -80  -80  -80.4  -80.7  -85.5  -92.9  -99  -109  -158  <-200 
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Figure 4.3. Single sideband phase noise, Lu.nd, versus offset frequency, fft, [Hz], for the 
data shown in Table 4.3. Key: trace 1 is for G = 5000, trace is for G = 2000,  and trace 3 
is for G = 1000. 92 
Table 4.4. Single sideband phase noise, L(4), versus offset frequency, (4), as a function 
of LNPA bandwidth, BW, for a voltage gain, G, of 5000 for the 1/f type phase noise. 
The same conditions described in Table 4.1 apply. 
fm 
10  30  100  300  1  3  10  30  100  300  1  3  10 
BW  Hz  Hz  Hz  Hz  kHz  kHz  kHz  kHz  kHz  kHz  MHz  MHz  MHz 
1  -72  -72  -72  -72  -72  -71.9  -73.2  -77.6  -84.7  -91  -101  -151  <-200 
MHz 
300  -72  -72  -72  -72  -72  -72.0  -73.4  -77.7  -85.5  -93  -109  -156  <-200 
kHz 
100  -72  -72  -72  -72  -72  -72.1  -73.0  -78.2  -87.2  -99  -117  -164  <-200 
kHz 
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Figure 4.4. Single sideband phase noise, LN, ), versus offset frequency, fn [Hz], for the 
data in Table 4.4. Key: trace 1 is for BW = 1 MHz, trace 2 is for BW = 300 kHz, trace 
3 is for BW = 100 kHz, and trace 4 is for BW = 10 kHz. 93 
4.2 Prediction of rms Jitter: 
To predict the rms jitter using equation (1.5) with the phase noise in Tables 4.1 to 4.4 
and Figures 4.1 to 4.4, the following procedure was followed using Mathcad [47]: 
1.	  Plot the measured single sideband phase noise data, L(f), versus offset frequency 
(labeled trace 1 in Figure 4.5). 
2.	  Find a polynomial that generates a plot, P(4), (labeled trace 2 in Figure 4.5) that fits 
the measured phase noise data, Lff;,,). 
3.	  Substitute P(fm) for L(fm) in equation (1.5) and integrate from 10 Hz to 10 MHz. 
This gives the variance, o-2  , in [radians2]. 
4. Take the square root of the variance to get the rms jitter, ar, in [radians] and 
convert to time in units of [ps]. 
An example is shown in Figure 4.5 for the white noise type phase noise with an LNPA 
gain of 5000 and 300 kHz bandwidth. In this case the polynomial, NA), that best fit the 
measured phase noise data, L(4), is: 
-3 -2 
1 
P(f, ) = 2.05 x 10-10	  (  4 
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Figure 4.5. Comparison of the measured and modeled single sideband phase noise 
versus offset frequency, fn, for an LNPA gain of G = 5000, and bandwidth of 300 kHz. 
The noise voltage is 10.90 volts, and the electronic phase shifter is biased at 7.00 volts to 
give the white noise type phase noise spectra. Key: trace 1 is the measured single 
sideband phase noise ratio, Lff,), and trace 2 is the modeled phase noise using a best fit 
polynomial, P ff,n) . In both cases the units are dBc/Hz. 95 
4.3 Predicted versus Measured rms Jitter 
Using the techniques described above the predicted rms jitter for all of the phase noise 
data in the previous tables was computed. Using the method described in Section 3.2 the 
actual rms jitter was measured directly for the same conditions. In this manner the actual 
measured rms jitter was obtained for comparison to the predicted rms jitter. Table 4.5 
and Figure 4.6 summarize these findings. 
Observe that the disagreement between the predicted and measured rms jitter is less than 
the combined uncertainty of these two quantities except for one data point. Recall that 
the predicted rms jitter uncertainty was estimated in Section 4.1 to be ± 17 %. The 
measured rms jitter was obtained with the Tektronix CSA-803A using a time period of 
less than 5.15 ns which from Table 3.4 gives a measurement accuracy of 1.72 ps.  The 
typical disagreement was less than 14%, and the worst case disagreement between 
predicted and measured rms jitter was 162 ps versus 213 ps respectively (24%). 
The predicted Table 4.5. Predicted rms jitter, apred, versus measured rms jitter, amess 
rms jitter used integration limits of 10 Hz and 10 MHz in equation (1.5).  The measured 
rms jitter was obtained from the Tektronix CSA-803A DSO. 
Disagreement Noise  Noise 
Vn  Shape  Diode  Diode  apred ± 17%  Crams. ± 172 ps  ± uncertainty 
(volts)  Gain  BW (kHz)  (ps) ± (ps)  (ps)  (ps) ± (ps) 
1000  183±31  200  17± 31 10.90	  white  5000 
5000  300  145 + 25  153  8± 25 10.90	  white 
100  98 ± 17  101  3 ± 17 10.90	  white  5000 
31 ± 5  36  5 ± 6 10.90	  white  5000  10 
1000  71 ± 12  85  14 ± 12 10.90	  white  2000 
1000  1000  38 ± 6  43  5 ± 7 10.90	  white 
338± 57  37± 57 11.16	  1/f  5000  1000  375 
320± 54  352  32± 54 11.16	  1/f  5000  300 
100  286 ± 49  324  38± 49 11.16	  1/f  5000 
5000  10  162 ± 28  213  51±28 11.16	  1/f 
1/f  2000  1000  133 ± 23  153  20± 23 11.16 
1000  67 ± 11  74  7± 12 11.16  1/f	  1000 96 
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Figure 4.6. Predicted versus measured rms jitter. The solid line is the ideal response for 
no disagreement between the two quantities, and the error bars show the estimated 
uncertainty of the data. All except one data point are with within the measurement 
uncertainty of the ideal response. 
It is interesting to note that all of the predicted data is lower that the actual data. A 
plausible explanation is that the measured phase noise is about 1 dB lower than it truly is. 
This is possible, since the spectrum analyzer allows for ± 1 dB error in our range of use. 
A 1 dB increase in measured phase noise corresponds to multiplication by a factor of 
1.26, and since the rms jitter is proportional to the square root of the phase noise this 
results in multiplying the predicted jitter by a factor of 1.12. This would increase all of 
the predicted phase noise values by 12% which would reduce the disagreement typically 
less that 10%. 97 
The agreement validates the use of equation (1.5) for predicting rms jitter from phase 
noise for applications such as bit error rate (BER) analysis in digital communications. 
How good is this agreement? Consider that in applications such as (BER) estimation the 
jitter is typically specified to the nearest order of magnitude as shown in Figure 1.7. So 
for many communications systems this level of accuracy is more than adequate. 
To study the effects of errors in the extrapolated phase noise data below 1 kHz and 
above 1 MHz, consider Table 4.6. In addition to the predicted rms jitter, 61,,,d, presented 
in Table 4.5, which was obtained by integration of the phase noise over the 10 Hz to  10 
This second value is the MHz span, a second rms jitter value is given: al-1000 kHz. 
predicted rms jitter when the phase noise is integrated over the span of 1 kHz to 1 MHz, 
the frequency range where no extrapolation of phase noise data was required. The final 
column in the table shows the percentage of rmsjitter predicted in the 1 kHz to 1 MHz 
span relative to the 10 Hz to 10 MHz span. It is observed that typically more than 95% 
of the rms jitter is predicted even when using this reduced span. 
To further illustrate the low error introduced from possible erroneous extrapolation of 
data consider the first row of data that has a predicted rms jitter of 183 ps for an 
integration span of 10 Hz to 10 MHz, and 179 ps when using 1 kHz to 1 MHz. The rms 
difference between the two quantities is 38 ps which is the residual rms jitter contribution 
of the phase noise data in the 10 Hz to 1 kHz span plus the 1 MHz to 10 MHz span.  To 
determine the sensitivity of the predicted jitter to errors in the extrapolated data consider 
the extreme case where this 38 ps of residual jitter is assigned a +/- 50% error (i.e. the 
residual rms jitter ranged from 19 ps to 57 ps). When these minimum and maximum 
residual rms jitter quantities are added to the 179 pS rms jitter the resulting total rms 
jitter is 180 ps minimum and 188 ps maximum. This is less than a 2.8% deviation from 
the original 183 ps figure given in Table 4.5. 98 
Table 4.6. Comparison of predicted rms jitter using the full 10 Hz to 10 MHz 
integration span versus using a reduced 1 kHz to 1 MHz spanwhich does not use any 
extrapolated phase noise data. 
Vn  LNPA  LNPA  apred  61 -1000 kHz  471-1000 kHz krpred 
(volts)  Shape  Gain  BW (kHz)  (ps)  (ps)  ( %) 
10.90  white  5000  1000  183  179  97.8 
10.90  white  5000  300  145  144  99.3 
10.90  white  5000  100  98  94  95.9 
10.90  white  5000  10  31  30  96.8 
10.90  white  2000  1000  71  69  97.2 
10.90  white  1000  1000  38  35  92.1 
11.16	  1/f  5000  1000  338  330  97.6 
300  320  313  97.8 11.16  1/f  5000 
11.16	  1/f  5000  100  286  272  95.1 
10  162  152  93.8 11.16	  1/f  5000 
128  96.2 11.16	  1/f  2000  1000  133 
64  95.5 11.16  1/f  1000	  1000  67 
4.4 Summary of Results 
From the results presented above for predicted versus actual measured rms jitter it is 
evident that equation (1.5) can be used to adequately predict the rms jitter from 
measured phase noise. This is of particular usefulness when measuring standalone 
oscillators or signal sources at millimeter wave frequencies when the option of direct 
measurement of rms jitter may be impractical or even impossible. 99 
CHAPTER 5. LOCAL OSCILLATOR PHASE NOISE
 
EFFECTS IN A COMMUNICATIONS SYSTEM
 
This chapter presents a theory of how local oscillator phase noise degrades the 
information signal in a communications system.  This theory is validated with 
experimental results describing the dependence of additive phase noise in a 
communications system on the relative phase of the local oscillators. 
5.1 Theory 
Consider the communications link shown in Figure 5.1. The two local oscillators, LO-1 
and LO-2, are at the same frequency, but have a relative phase difference AO. This 
relative phase difference is caused by a combination of the instantaneous phase of each 
local oscillator at a given instant in time, the phase delay of the transmission path, and 
other factors such as the phase delay through the mixers. 
Modulator  Demodulator 
Mixer  Mixer 
si(t)  si(t)  ast(t 





Sr0 = Sia) + 
phase noise 
Siff) 
LO-1  LO-2 
f; 
Figure 5.1. Communications system showing an input information signal, s,(t), two local 
oscillators, LO-1 and LO-2, and a received signal, sr(t). The net delay/phase difference 
between the local oscillators is AO. The band pass filter (BPF) is used to convert the 
double sideband (DSB) output of the upconversion mixer, MI, to a single sideband 
(SSB) signal. 100 
It is of interest to understand how the phase noise of each local oscillator is added to the 
input information signal, s,(t); and in turn how this added phase noise modifies the 
recovered signal, sr(t), depending upon the relative difference MD. The following 
analysis considers both the double sideband (DSB) and single sideband (SSB) 
transmission modes. The output of the upconversion mixer, M1, is normally DSB, but 
the optional bandpass filter (BPF) may be added as shown to block one of the sidebands 
resulting in an SSB transmitted signal. 
Consider an input information signal, s,(t), assumed to have negligible phase noise as 
given by 
s,(t) =V, sinco,t 
This signal is upconverted to an RF frequency by multiplying it with a local oscillator 
LO-1 in mixer M1. The local oscillator signal is presumed to have phase noise that varies 
with offset frequency, f,, and, from prior analysis in Chapter 2, may be expressed as 
Ki(fOcoscomti, S L01(t) = V LOr  COS[CO 
where K,(f,)= AqS,(f,) is the phase noise modulation index, coa = 2nfo is the radian 
carrier frequency and corn = 2nfn, is the radian offset frequency. 
As described in Chapter 2 for most oscillators the phase noise power is small compared 
to the carrier power which allows a small angle approximation to be made 
11C (L)r
s Loi(t)  V Loi{COSCOot  isin(coo + co,)t + sin(coo  com)d} 
2 
The RF output signal of MI is the product ofthe information signal and LO-1 signal
 
reduced by the conversion loss, G1, of mixer M1.
 101 
sBE (t) = s, (t)s, (t)G, 
[sin(coo  co,)t  sin(coo + co, )t} 
V iV LO1G1 
K1( f m)  COS(CO + CO,  CO772)t  COS(CO + CO, + CO ni)t  . 
2 
2  cos(coo  co,  com)t  cos(coo  co, + com)t 
Two carrier signals are produced at coo ± co, and each has an upper and lower noise 
sideband offset by radian frequency ± coo, which corresponds to a frequency translation 
of the original phase noise of LO-1 at offset radian frequency o), .  Normal specifications 
for mixer conversion loss are for SSB use and therefore already include the 1/2 
multiplication factor in the leading term of the above equation in the specification. To 
account for this convention the conversion loss factor, Gl, in the above equation should 
be 6 dB lower than the SSB conversion loss. For example a mixer with a specified SSB 
conversion loss of 6.5 dB corresponds to a voltage multiplication of 0.473, so for use in 
the above equation - 6.5 dB - (-6 dB) = -0.5 dB should be used which corresponds to a 
voltage multiplication of 0.946. 




1 LO1  sin(wo + co, )t +  [costcoo + co,  coo,  + cos(coo + co, +0)m S usB(t) = 
LSB signal: 
0, G, V, VL2"
sin(coo + co, )t  IC1(2fm)  coo  co,  to,n)t + cos(roo  o), + com)t] sB (t) = 102 
These RF signals propagate along a transmission path with some path loss, a, and delay, 
rd, and are eventually received at mixer M2. To recover the information signal, sr(t), the 
RF signals are multiplied with a second local oscillator signal, LO-2, which has the same 
carrier frequency, coo, as LO-1. To account for the delay (in both time and phase) 
between LO-1 and LO-2 a phase delay, or "difference", factor, Mb, is included in the 
expression sw(t) for LO-2 (it is assumed that there is negligible electrical separation of 
the local oscillators and their companion mixers): 
K2(fm) r 
COS(CO  + AO) +  [sn((coc, + con, t + AO) sin((co,,  com)t + AO)] 
S L020) = V LO2  2 
where: K2(fm) = A0p2(fm) 
The mixing of the USB and LSB RF signals with LO-2 in the receiver mixer, M2, 
produces output signals with carrier frequencies at the information signal frequency, w, 
at twice the local oscillator frequency with an offset of the information signal 
frequency (i.e. 2coo ± co, ). Only the signals at the information signal frequency are 
desired, so the high frequency terms are filtered out using a low pass filter. This results 
in the following mixer output signals associated with the USB and LSB RF inputs, 
including the effects of path loss, a, and the mixer conversion loss G2: 
K1(fm) r 





[cos((co,  corn)/  AO) + cos((co, + corny  AO)]
S rUSB \tl = 4  2 
(fm)K2(f,n) sin((co,  2cojt AO) + 2 sin(co, t 
4  1.4- sin((co, + 2Wm )t  M1)) 103 
) r (fm





[cos((co,  co,n)t + AO) + cos((co, + con,)t + AO)] 
2 
(fm )K2 (f,,, ) rsin((co,  2co, )t + AO) + 2 sin(co,t + 
4  L+ sin((co, + 2co,,,)t + AO) 
where: K = V,VIV2G1G2a 
These expressions for the outputs reveal that in addition to the recovered information 
signal carrier, co, , there are phase noise sidebands at offset radian frequencies con, and 
2co, .  It is observed that for AO = N7E, where N = 0, 1, 2,  ... the terms at co, 
originating from the USB RF signal will cancel those from the LSB RF signal. This 
observation of phase noise cancellation in a DSB signal for a given phase 
synchronization has not been found to be reported in any previous publications. 
Conversely for the SSB case when only a USB or LSB RF signal is transmitted there is 
no cancellation of the phase noise. The important expressions for the mixer output 
signals at co, co, , and 26), may be expressed as shown in Table 5.1. 
The voltages at co, ± co, and co, ± 2ro, are phase noise voltages added to the original 
information signal from the phase noise of local oscillators, LO-1 and LO-2. Table 5.2 
shows the information signal power and phase noise powers for the DSB and SSB 
transmission modes. When the power is calculated from the voltage waveforms in Table 
5.1 two terms result, one at baseband (i.e. 0 radians/sec) and one at 2co, . Only the 
baseband terms are relevant, since low pass filters block the second harmonic terms. 
The single sideband phase noise ratios L(fm) and L(2 f) are shown in Table 5.3 using the 
relation in equation (1.3) and the appropriate power expressions in Table 5.2. 104 
Table 5.1. Voltage waveforms at receiver mixer output as function of frequency for 
DSB and SSB transmission modes. For convenience let K, = K,(4). 
CASE-II CASE-I 
Frequency  voltage waveform for DSB transmission  voltage waveform for SSB transmission 
Component  mode  mode 
(SrDSB = SrUSB + SrLSB)  (SrLSB , SrUSB = +, 
0,  K(  Ki K2)  K (  /C2)  t ± a sin 0,t COS AO informa o  4 2 4 
signal  K carrier  ,.-',  1- sin(co, t ± MD) kl 2 sinco  cos MD
 
corn  K Ki + K2  K (K1 + K2)
 co,  sin(w,  ce),)t sin AO  +_  COWCO,  w,n)t ± AO)
noise  4  2 2 2 
sideband
 
cO, + co,  K( Ki + K2)  K ( Ki + K2)
 
cos  + corn )t ± MD) sin(co, + co. )t sin AO




 CO  2com  K K K 
1  2  sin 
1 2con)t cos AO  K4  sin((co,  2con)t ± AO) 
noise  4 2 4 
sideband
 
0), + 2com  K ( K1K2)
 
sin(w, + 2co,  AO  K K1K2) sin((co, + 2coni)t ± MD) )t cos  (
noise  4  4 2 4 
sideband 
The results for the SSB case may be intuitively seen to be as expected as illustrated by a 
simple example. Consider when only one local oscillator has significant phase noise (i.e. 
K1 >> K2). In this case the resulting single sideband phase noise ratio at fn will be: 
L(f.)41C)  ("P1)2
2 2 
which is identical for the single sideband phase noise of local oscillator LO-1 itself using 
equation (2.9a). This says that in an SSB transmission systemthe phase noise of the 
local oscillator is simply added to the information signal. 105 
Table 5.2. Output rms signal powers at receiver mixer output as a function of frequency 
for DSB and SSB transmission modes. Only the baseband power components are 
shown. The system characteristic impedance is Zo. For convenience let K., = Kffm). 
CASE-II CASE-I 
rms power for SSB Frequency  rms power for DSB
 
transmission mode
 Component  transmission mode 
CO,  K2 (  Ki K2 )
2 
2  K2  (  Ki K2 )
cos AO (information  32Z  2 8Zo  4 
signal carrier 
power, Pe)  K2 
'-
K 2 
cost  3 2 Zo 8 Z 
CO, ± CO,,,  K2  Ki  K2 ) K2 ( Ki + K2 ) 2  (
 airst order  sine AO 





co,±2con,  K2  ( Ki K2 ) 2  K2 ( Ki K2 ) 2
 
(second order  cos AO
 





Table 5.3. Single sideband phase noise ratios L(f,n) and L(2 f) at the receiver mixer 
output as function of offset frequency for DSB and SSB transmission modes. For 
convenience let  = K,(f,). 
CASE-II CASE-I 
Single Sideband Phase Noise Ratio Offset  Single Sideband Phase Noise Ratio 
for DSB transmission mode frequency  for DSB transmission mode 
2  / \2 ( 
fm  \ 1  \  1 Ki ± K2 K1+ K2 
L(f,,, )  tan2 AO  Wm ) = 
4  K1 K2 4  K1 K2 (first order) 
1  1
2 k­ 4 ) 
1  \2  1 i  \ 2 
K1 Pe,  kfKi + K2 ) tang AO  ,:.-,4k  + K2) 
4 
( \2  i 
2f,  1  K1 K2 1  K1 K2 
L(fo, ) L.( fm )  K1 K2 16  K1 K2  16 (second  1
1 
4 / 1
order)  4  / 
\ 2  1 \ 1 
(KIK2)  c.-- 16 kKiK2) 
16 106 
By contrast results for the DSB case are not intuitive and are actually rather profound 
since they imply that the first order phase noise (i.e. L(f,d) added to the information 
signal can be eliminated with proper phase synchronization of the two local oscillators 
such that AO = NYC, where N = 0, 1, 2, .... As mentioned previously this analysis has 
apparently not been reported elsewhere. The closest prior analysis [48] describes the 
same cos2A  dependence of signal carrier power as in Table 5.2, but no mention is made 
of phase noise power. It is likely that phase noise was not investigated at the time of this 
earlier work, since at lower RF frequencies local oscillator phase noise is rarely a 
significant problem, in contrast to the microwave communications systems developed in 
the last few years. The second order phase noise (i.e. L(2f)) is present in either the 
DSB or SSB transmission mode and is found to be insensitive to the relative local 
oscillator phase relationship. 
The tan2Mb dependence of Lff,) implies that this phase noise quantity should exhibit a 
period of 7t radians. For the 33.333 MHz local oscillators the carrier period is 30 ns = 
27t radians which should give Lff,) a period of 15 ns.  Using Mathcad1M to model the 
equations in Tables 5.2 and 5.3 the predicted response of the system in Figure 5.1 was 
simulated. The model assumed the following: 
Offset frequency: f, = 100 kHz
 
Information signal carrier frequency: f = 1 MHz
 
Information signal peak carrier voltage: V, = 0.10 volt (-10 dBm).
 
Local oscillator (LO -1, LO-2) carrier frequency:f, = 33.333 MHz (30 ns period)
 
Local oscillator (LO -1, LO-2) peak carrier voltage: V1 = V2 = 0.707 volt (+7 dBm).
 
Phase noise modulation index of LO-1: K1= 0.000071 radian (-89 dBc/Hz)
 
Phase noise modulation index of LO-1: K2 = 0 (assume negligible phase noise)
 
Mixer Conversion Loss: G1 = G2 = +0.1 dB (5.9 dB SSB conversion loss -6 dB)
 
Path loss: a = 0.462 (6.7 dB) 107 
These parameters were typical of those used in the experimental setup shown in Figure 
3.37 which was used to validate the theory of phase noise dependence upon MD.  Figure 
5.2 shows the predicted information signal carrier power, Pc, and phase noise sideband, 
Pn, power as a function of phase difference, MD, and equivalent time delay for the  DSB 
transmission mode in Table 5.3. Since K2 = 0 the second order phase noise power, Pen, 
does not appear.  These quantities are observed to have the expected period of 15 ns 
associated with the 30 ns local oscillator period.  Although theory suggests that both 
quantities should have nulls of zero ( 00  dB) real electronic components (such as 
mixers M1 and M2) have finite isolation which will cause non-zero nulls. In the Mathcad 
model the minimum carrier power was set at -60 dBm and the minimum phase noise 
power at -150 dBm to agree with typical experimental results. The noise figure of the 
mixer is shown in Appendix D to have no significant impact on the data. 
The peak information signal carrier power is observed to be Pc = -27 dBm which is as 
expected, since the input information signal is -10 dBm which is reduced to -22.5 dBm 
by the two mixers (2.9 dB DSB conversion loss each) and the path loss of 6.7 dB. An 
additional 6 dB of loss occurs through the filtering of the higher order frequency terms at 
the output of mixer M2, which is observed in the preceding mathematical analysis as a 
factor of 1/2 (i.e. -6 dB) in the trigonometric expansion. The peak phase noise power is 
Pi, = -80 dBm. 
Using the data shown in Figure 5.2 allows the model to predict the single sideband phase 
noise, Lff',=100 kHz), which is shown in Figure 5.3. A minimum of -132 dBc/Hz and a 
maximum of -53 dBc/Hz are observed. Once again the 15 ns period (i.e. Tv radians) is 
observed. For ideal mixers, with perfect isolation, the minimum and maximums would 
be infinite, but using the limitations mentioned above for minimum carrier and phase 
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Figure 5.2. Predicted information signal carrier power, Pc, (trace 1) and phase noise 
power, Pn, (trace 2), both in (dBm), at the output of mixer M2 for the system shown in 
Figure 5.1 versus MD shown both in time (ns) and phase (radians). The horizontal axis 
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Figure 5.3. Predicted single sideband phase noise, L(f,---100kHz) in (dBc/Hz), versus 
phase difference, MD, for the data shown in Figure 5.2. 109 
The modeled results for the SSB case were as expected from Tables 5.2 and 5.3: both 
power levels were invariant with phase difference MD. The information signal carrier 
power was -33 dBm and the phase noise power was -86 dBm. It is worth noting that 
these power levels are both 6 dB less than the peak powers in the DSB case. This makes 
sense, since -3 dB is due to one sideband versus two, and the other -3dB is the difference 
between peak and rms power for a sinusoid. 
In the next section measured data obtained using the system shown in Figure 3.31 will be 
compared with the predicted responses using the modeling techniques just described. 
5.2 Experimental Results 
The system shown in Figure 3.31 was used to validate the relations presented in Tables 
5.2 and 5.3. Input sinusoidal signals, s,(t), ranging from 1 MHz to 20 MHz were
 
investigated in DSB and SSB modes using an RF carrier of 33.333 MHz. Table 5.4
 
summarizes the experiments performed, which will now be described in detail. 
Table 5.4. Summary of experiments performed using the system in Figure 3.31 to
 
validate the relations shown in Tables 5.2 and 5.3.
 
Local Information 
Mode  signal carrier  Ki(100kHz)  K2(1001thz)  oscillator Experiment 
description frequency 
LO-1 noisy DSB  100 kHz to  .000071  al 0 I 
unsynchronized  20MHz  (-89 dBc/Hz)  LO-2 clean 
DSB  2 MHz  same as (I)  ra$ ()  LO-1 noisy II 
LO-2 clean synchronized 
DSB  2 MHz  0  .000071  LO-1 clean III 
(-89 dBc/Hz)  LO-2 noisy synchronized
 
IV
  DSB vs. SSB  20 MHz  same as (I)  al 0  LO-1 noisy 
LO-2 clean synchronized 
V  DSB  100 kHz to  same as (I)  A.,- 0  LO-1 noisy 
LO-2 clean synchronized  20MHz 110 
5.2.1 Experiment I. DSB mode, 100 kHz to 20 MHz input information signal, 
LO-1 noisy, LO-1 & LO-2 free running 
This first experiment was performed in order to form a performance baseline for atypical 
communications system with free running local oscillators (free running in the sense that 
although both local oscillators are at the same carrier frequency they are totally 
independent of each other in terms of phase difference MD). The phase difference will at 
any instant be random, and in a typical measurement interval cover all values between 0 
and 27c radians. This situation is the norm for many microwave systems at present due to 
the simplification in circuitry and economic reasons. 
The system in Figure 3.31 was used to add phase noise to the 33.333 MHz transmitter 
local oscillator (LO-1), which drives the up-conversion mixer, M1. The measured single 
sideband phase noise figure was L(100 kHz) = -89 dBc/Hz±ldB. The receiverlocal 
oscillator signal (LO-2), which drives mixer M2, was provided by a second 33.333 MHz 
crystal oscillator which had no significant phase noise (i.e. K2  f:-% 0  ).  The information 
signal, f, was at a power level of -10 dBm. A 90 ns coax cable was used for theRF 
signal path between the transmitter mixer M1 and the receiver mixer M2, and an 
attenuator (6 dB) was added to give a total path loss of 6.7 dB.  The 6 dB attenuator 
helped to improve the match between the two mixers by attenuating any reflections. 
To verify that the system was not unusually sensitive to a particular input information 
signal frequency a series of input sinusoids ranging from 100 kHz to 20 MHz were used. 
Since the two oscillators were free running no peaks or nulls were observed for the 
received information carrier power or phase noise power (measured at 100 kHz offset 
frequency). The results are summarized in Table 5.5. For information signals less than 5 
MHz a loss pass filter (LPF) of 5 MHz -3 dB corner frequency was placed at the receiver 
mixer, M2, output, but no significant difference was observed with or without the LPF. 111 
Table 5.5. Measured information signal and phase noise power at the output of the 
receiver mixer, M2, as a function of information signal frequency. To obtain the single 
sideband phase noise equation (1.3) was used with the necessary noise power correction 





signal carrier power: 
Pc,meas (dBm) ± 0.2 dB 
Received phase noise 
power: 
Pn,meas (dBm) ± 03 dB 
Single sideband phase 
noise ratio: 
La,,) (dBc/Hz) ± 1 dB 
100 kHz  -33.2  -83.0  -87 
300 kHz  -33.0  -84.5  -89 
1 MHz  -33.0  -86.5  -91 
2 MHz  -33.0  -86.5  -91 
3 MHz  -33.0  -86.5  -91 
10 MHz  -33.2  -87.0  -91 
20 MHz  -33.6  -87.0  -91 
The single sideband phase noise ratio, L(100 kHz), is observed to be typically around ­
91 dBc/Hz except for information signals below 1 MHz.  This rise in L(100 kHz) was 
attributed to the these lower information carrier frequencies acquiring some added noise 
from the 1/f noise of the mixers M1 and M2. The measured results for L(100 kHz) are 
within measurement error of the original figure of -89 dBc/Hz±ldB for LO-1, which is 
the expected result for the communications system without phase synchronization of LO­
1 and LO-2. These results of carrier power, noise power, and single sideband phase 
noise ratio will be used as a benchmark for the following experiments. 
5.2.2 Experiment II. DSB mode, 2 MHz signal, LO-1 noisy, LO-1 and LO-2 phase 
synchronized 
In this experiment the phase noise was again added to LO-1  driving the transmitter 
mixer, M1, with the same single sideband phase noise ratio ofL(100 kHz) = -89 
dBc/Hz±ldB. Again the receiver local oscillator (LO-2) driving mixer M2 had no 
significant phase noise (i.e. K2  0 ), although it was derived from the same 33.333 MHz 
crystal oscillator to allow phase synchronization. The information signal (f) was at 2 
MHz at a power level of -10 dBm. As described previously the phase shifters PS-1 and 112 
PS-2 allowed the net phase difference, MD, between LO-1 and LO-2 to be varied. Both 
the received information signal carrier power at 2 MHz and phase noise power at 100 
kHz offset frequency of the recovered signal, sr(t), were measured as a function of MD. 
In Figure 5.4 the power spectrum of the recovered 2 MHz signal is shown for maximum 
and minimum phase noise as MD is varied. As predicted the phase noise power is 
minimized and the carrier power maximized when MD = Nn, where N = 0, 1, 2, ..., 
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Figure 5.4. A 2 MHz recovered signal versus MD as observed on a spectrumanalyzer. 
The center frequency is 2.1 MHz for the left signal and 1.9 MHz for the right signal to 
provide separation of the two signals for viewing purposes. The left signal is for 
AcII\lic for N=0, 1, 2, ... and has a carrier power of -27.6 dBm and phase noise power 
of -103 dBm at fm=100 kHz offset frequency. The resolution bandwidth is 10 KHz 
which results in an effective noise power of -140 dBm/Hz (including a standard 2.5 dB 
correction factor). This results in L(100 KHz) = -113 dBc/Hz. The right signal is for 
= (2N+1)7c/2 and has a carrier power of -56.8 dBm and phase noise power of -83 
dBm resulting in L(100 KHz) = -64 dBc/Hz. The lower trace is the system noise floor. 113 
By performing measurements such as shown in Figure 5.4 the received information 
signal carrier power and single sideband phase noise power were obtained as a function 
of MI) and compiled such as shown in Table 5.6. From this data the single sideband 
phase noise ratio, L(100 kHz), was easily determined The measured and predicted 
single sideband phase noise ratio data is shown in Figure 5.5. 
The experiment used a 90 ns length of coax between mixersM1 and M2, which 
combined with the delay through each mixer and associated interconnections gave at 
total electrical length of 93.1 ns. This is equal to three 30 ns periods plus 3.1 ns which 
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Figure 5.5. Experiment II: Single sideband phase noise ratio, L(100 KHz), versus phase 
difference, MD, for LO-1 noisy and LO-2 clean. The trace  1 is the predicted response 
and trace 2 is the measured response (i.e. see Figure 5.4 and Table 5.5). The effective 
path delay was 3.1 ns which is observed as an offset of the first null. 114 
Table 5.6. Experiment I measured data for the 2 MHz carrier power and phase noise at 
100 kHz offset frequency obtained using power spectrum data versus AO such as shown 
in Figure 5.4. From this data the measurement based single sideband phase noise 
L(100 kHz) is determined using equation (1.1). 
MD (ns) 
Information signal carrier 
power: 
Phase noise power at 100 
kHz offset frequency: 
P(100 kHz) (dBm) 
Single sideband phase 
noise: 































































































































































29.48  -32  -85  -91 115 
The predicted and experimental data agree quite well, which validates the equations for 
the DSB mode in Table 5.3. The results show peak carrier and noise powers of -27 and 
-81 dBm, respectively, which is about 6 dB higher than the same quantities in 
Experiment I. This is expected, since in the latter case the two local oscillators were 
unsynchronized which results in rms power levels versus the peak power levels in the 
former case. 
The important result is the significant increase of the single sideband phase noise ratio 
from -91 dBc/Hz in the unsynchronized case compared to a best figure of -115 dBc/Hz 
in the synchronized case when M' = Nir for N=0, 1, 2, .... This is a 24 dB improvement 
which may be appreciated by examining equation(1.6). A 24 dB reduction in L(A) 
translates into an effective improvement in carrier to noise ratio of 251, which in turn 
gives roughly a exp[-251] reduction in the probability of error, P(e), in a PSK 
communications system if phase noise were the only limiting factor. 
Another metric to consider is the rms jitter data in Table 4.5, where a single sideband 
phase noise ratio of -89 dBc/Hz (Vn = 10.90 V, LNPA: gain = 5000 BW = 1 MHz) was 
found to add 200 ps of jitter to an information signal. A 24 dB reduction in phase noise 
would reduce this jitter by VEI = 15.8 which results in only 12.7 ps of added jitter to 
the information signal. 116 
5.2.3 Experiment III. DSB mode, 2 MHz signal, LO-2 noisy, LO-1 and LO-2 phase 
synchronized 
This experiment is identical to Experiment II except that the phase noise is added to 
LO-2 and LO-1 is now for practical purposes noise free. This was done to validate the 
results in Table 5.3 that imply that the technique of phase noise reduction using phase 
synchronization will work for noise on either local oscillator.  The data was obtain in 
similar manner to Experiment II. The measured and predicted results are shown in 
Figure 5.6 which shows a 10.6 ns offset, and a best figure of L(100 kHz) = -112 dBc/Hz 
which is 21 dB better than the unsynchronized case in Experiment I.  These results 
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KHz), versus phase Figure 5.6. Experiment III: Single sideband phase noise ratio, L(100
difference, MD, for LO-2 noisy and LO-1 clean.  The trace 1 is the predicted response 
and trace 2 is the measured response. The effective path delay was 10.3 ns which is 
observed as an offset of the first null. 117 
5.2.4 Experiment IV. DSB mode, 20 MHz signal, LO-1 noisy, LO-1 and LO-2 phase 
synchronized, DSB versus SSB 
This experiment demonstrates that although phase synchronization will reduce phase 
noise in a DSB system, it will not for an otherwise identical SSB system.  The system 
used is identical to that in Experiment I, except that the information signal was at 20 
MHz and a low pass filter LPF was inserted in the RF path when an SSB signal was 
desired. As described in Section 3.2 the 20 MHz information signal generates a 13.333 
MHz lower sideband and a 53.333 MHz upper sideband. By placing the 10.7 MHz LPF 
in the RF path the lower sideband experiences about 5 dB of insertion loss and the upper 
sideband about 48 dB. This results in a reasonable approximation of a SSB signal. 
The measured and predicted results for the DSB and SSB modes are shown in Figures 
5.7 and 5.8 respectively. The experiment demonstrates the prediction in Table 5.3 that 
the DSB mode allows phase synchronization to improve the single sideband phase noise 
ratio and the SSB mode does not.  Even though the results show the desired response it 
is noteworthy that the measured 20 MHz information signal, in Figure 5.7, shows 
degraded performance compared to the 2 MHz data in Figures 5.5 and 5.6. It is likely 
that the higher information signal frequency exacerbated any mismatch in the diode ring 
mixer used in this mixer design which in turn degrades the performance of such 
parameters as isolation and cancellation of even harmonics. These mismatches are 
caused by parasitics such as lead inductance and fringing capacitance. 
It should be pointed out that even though the 20 MHz information signal carrier 
frequency is higher than the Nyquist rate (i.e. 33.333 MHz/2 = 16.667 MHz) this is not 
relevant to this experiment. Recall that the Nyquist rate pertains to the information being 
conveyed with the carrier, and not the carrier itself [49]. In this case the information is 
the noise power at 100 kHz Offset frequency, which is obviously well below the Nyquist 
rate. 
To investigate the degradation in performance due to the higher information carrier 
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Figure 5.7. Experiment IV: Single sideband phase noise ratio, L(100 KHz) versus phase 
difference, AO, for DSB modes using a 20 MHz information signal.  LO-1 is noisy and 
LO-2 clean. The trace 1 is the predicted response and trace 2 is the measured response. 
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Figure 5.8. Experiment IV: phase noise ratio, L(100 KHz) versus phase difference, MD, 
in (ns) for SSB mode using a 20 MHz information signal.  LO-1 is noisy and LO-2 clean. 
Trace 1 is the predicted response and trace 2 is the measured response. 119 
5.2.5 Experiment V. DSB mode, 100 kHz to 20 MHz input information signal, LO-1 
noisy, LO-1 & LO-2 phase synchronized 
As described in the previous experiment it was noticed that the single sideband phase 
noise dependence versus MD seemed to degrade with increasing information carrier 
frequency. The degradation was attributed to parasitics in the mixer components. To 
investigate this effect in more detail the information signal carrier frequency was stepped 
over the same frequency interval as reported in Experiment I while the phase delay was 
tuned in the range 18.1 to 18.9 ns which give the best performance of single sideband 
phase noise ratio (i.e. maximum recovered carrier power and minimum noise power). 
The results are shown in Table 5.7, although the data at 100 kHz and 300 kHz was 
corrupted by the noise floor 494 P spectrum analyzer.  It was found that the spectrum 
analyzer noise floor in these experiments was -98 dBc/Hz at a offset frequency of 200 
kHz and -102 dBc/Hz at 400 kHz. Ignoring the corrupted data below 1 MI-lz shows that 
the noise cancellation, as predicted in Table 5.3 and Figure 5.3 does degrade with 
increasing information signal carrier frequency from -115 to -108 dBc/Hz presumably 
due to imperfections in the transmitter and receiver mixers M1 and M2. 
Table 5.7. Measured information signal and phase noise power at the output of the 
receiver mixer, M2, as a function of information signal frequency. To obtain the single 
sideband phase noise equation (1.3) was used with the necessary noise power correction 






signal carrier power: 
Pc,meas (dBm) ± 0.2 dB 
-27.0 
Received phase noise 
power: 
Pn,meas (dBm) ± 05 dB 
< -98.0* 
Single sideband phase 
noise ratio: 
L(/) (dBc/Hz) ± I dB 
< -109* 
300 kHz  -27.0  < -98.0*  < -109* 
1 MHz  -27.0  -104  -115 
2 MHz  -27.2  -104  -115 
3 MHz  -27.0  -104  -115 
10 MHz  -27.2  -101  -112 
20 MHz  -27.4  -97  -108 
* Limited by 494P spectrum analyzer noise floor. 120 
These results imply that in practical systems there may be information signal bandwidth 
limitations beyond which the phase synchronizationmethod begins to suffer degraded 
performance in minimizing the single sideband phase noise ratio. It is likely that better 
mixers will help improve the performance when using large bandwidths. Further 
investigation of this issue was beyond the scope of this research, but it should be 
considered when using this technique. Additional research should be conducted to 
determine if it is indeed mixer imperfections that limit the performance of the technique, 
and what a reasonable maximum is for the information signal bandwidth. 
5.3 Realization of Phase Synchronization 
A reasonable question is how can the phase synchronization technique for reducing 
phase noise power in the received signal be realized? Fortunately a circuit already exists 
for coherent detection of AM [50] which can also be used to maintain the phase 
synchronization required for minimizing the phase noise power in a received information 
signal in a DSB communications system. The circuit is shown in Figure 5.9, and is 
designed for product detection of an AM signal, which by its very nature, requires a 
coherent detection scheme. A phase locked loop is formed by the quadrature detector, 
low pass filter (LPF-1), and voltage controlled oscillator (VCO). This loop achieves a 
locked condition when the error voltage output , ve(t), of the quadrature detector is 
minimized.  By introducing a 90° phase shift between the VCO output signal, vv,o(t), 
This last and the in phase detector the output carrier voltage, vo(t), is maximized. 
condition maximizes the carrier power of received information signal and results in the 
desired phase synchronization to minimize the first order single sideband phase noise of 
this same signal. Unwanted higher order terms are filtered out by LPF-2. 121 
Quadrature 
detector 
vi(t)  LPF-1 
ve(t) 
In phase  -90° phase  VCO 
detector  shift  v,(t) 
LPF-2 
volt) 
Figure 5.9. Circuit based on coherent detection of AM that provides the necessary phase 
synchronization for minimizing single sideband phase noise in a DSB communications 
system. 
By examining Table 5.3 it is realized that the above circuit design can also be used for 
minimizing the phase noise power in the received information signal, since this occurs 
simultaneously with the maximizing of the carrier power of the received information 
signal. Although the circuit is generally used for low frequency applications where the 
output, vo(t), is baseband information the design can be scaled for use at RF and 
microwave frequencies to provide the phase synchronizationrequired for minimizing the 
single sideband phase noise. For phase synchronization use the phase detector should 
probably be replaced with an RF or microwave frequency mixer of appropriate 
specification for the frequency of interest. The subtle difference between a phase 
detector and mixer is that the former generally requires equal amplitudes of RF and local 
oscillator power and minimizes the dc offset voltage of the output signal, whereas the 
latter is typically optimized for both low conversion loss and noise figure and used in 
applications requiring an intermediate frequency (IF) output that will be further 
downconverted by later stages. 122 
This concludes the discussion of the theory and demonstration of the minimizing of 
additive phase noise in a DSB communications system.  It has been shown that phase 
synchronization can be used to improve system performance since jitter and probability 
of error are reduced with decreased phase noise, and that the circuit required to 
implement this technique is fairly straight forward. 123 
CHAPTER 6. CONCLUSIONS
 
The emergence of digital radios at microwave frequencies requires techniques for 
characterization and reduction of phase noise caused by local oscillators in 
communications systems. In Chapter 1 it was shown that phase noise and jitter are 
artifacts of a noisy signal; the former is a frequency domain description, and the latter a 
time domain description. In digital systems bit error rate (BER) specifications are 
typically related to a maximum allowable jitter. When digital signals are combined with 
communications systems (i.e. digital radios) noise can be added to the information signal, 
and BER is related to the carrier to noise ratio of the received signal. At microwave 
frequencies the transmitter and local oscillators can have significant phase noise which 
may degrade the carrier to noise ratio by a significant amount, and hence cause increased 
BER. 
Although it has been stated in literature that the rms jitter of an oscillator can be 
calculated from the phase noise sidebands of the carrier very little work has been 
reported regarding the accuracy of this method. The lack of information concerning this 
relation appears to lay in the fact that until recently jitter was typically measured directly 
using equipment such as digital sampling oscilloscopes, and a relation between jitter and 
phase noise was unnecessary. At the microwave carrier frequencies now in use, 
however, it is very difficult to directly measure the jitter associated with a local 
oscillator, eliminating the usual method ofpredicting BER from measured jitter. With a 
well established relationship between local oscillator phase noise and jitter, workers in 
the digital radio field would be able to predict BER from local oscillator phase noise, a 
quantity which is typically specified for microwave oscillators and measurable in a 
straight forward manner. From conversations with microwave radio manufacturers it 
seems that often specifications for local oscillator phase noise are heuristic, being based 
on what level ofperformance allowed the microwave radio to meet the required BER 
specifications [51]. 124 
For these reasons the first area of research in this dissertation was to determine the 
viability of predicting rms jitter from measured phase noise of an oscillator. The closest 
prior work was the research on frequency stability reported by researchers at the 
National Bureau of Standards, and reviewed in Chapter 2. Although this was seminal 
work in this field it was not presented in a form that easily lent itself to the needs ofthe 
digital radio community. 
By constructing the noise diode source, electronic phase shifter, and other support 
equipment described in Chapter 1 the following equation was validated: 
=  IS0(f,Pf, = 2 IL(f,)df, [radians2]  (1.5a), 
from which the standard deviation, cr,, equal to the rms jitter of the waveform, is found 
(1.5b) Jitter : cr, = Vo-2,.. [radians]. 
The results were presented in Chapter 4, where the single sideband phase noise ratio, 
Lff ,), was measured for several different phase noise cases, and the corresponding 
predicted rms jitter was found for each case by using the above equation. Next the 
actual phase noise was measured directly for each case which allowed a comparison to 
be made. It was found that the predicted rms jitter was typically within 14% of the 
directly measured rms jitter, with the worst case deviation being 24%. It was noted that 
the measurement error of the experiment was nominally ± 17% , so equation (1.5) was 
found to be valid to within measurement uncertainty in all but one case. This level of 
agreement is acceptable for many digital communication system needs, where often the 
jitter is specified in order of magnitude increments. 
The second area of research, discussed in Chapter 5, presented a novel theory describing 
how the phase noise of the transmitter and receiver local oscillators in a communications 
system add to the information signal passing through the system. More precisely it was 
found that the added phase noise to the information signal was a function of the relative 
phase difference, Mb, of the two localoscillator carrier signals. The important 125 
observation was made that in a DSB communication system when a phase 
synchronization exists between the local oscillators such that AO = Nit, where N = 0, 1, 
2, ... the phase noise added to the information signal should vanish. This result does not 
appear to have been reported previously. 
It was found that the phase synchronization technique gave a 24 dB reduction in added 
phase noise in a simple communications link compared to the case of two local 
oscillators free running with random relative phase. This was shown to reduce the rms 
jitter added to the information signal from 200 ps to  12.7 ps for the free running versus 
synchronized case. 
To validate this theory describing added phase noise, several experiments were 
performed using the system described in Chapter 3, and the data reported in Chapter 5. 
The theory was found to accurately predict the added phase noise to the information 
signal passing through a simple communications system as a function of AO. Indeed it 
was found that the added phase noise did achieve a minimum when 6.4) = Nit.  Finite 
isolation of the up and down conversion mixers, measurement noise floor, etc. prevented 
a true vanishing of the added phase noise, but the results were conclusive within these 
bounds. 
It was noted that this same phase condition of AO = Nit, coincides with peak power of 
Based on this observation a circuit the recovered information signal carrier power. 
similar to that used for coherent detection of AM signals was proposed that would allow 
the implementation of the phase noise reductiontechnique for asynchronous (i.e. free 
running) transmitter and receiver local oscillators. A phase locked loop causes the 
receiver local oscillator to effectively track the transmitter local oscillator's phase via 
peaking of the down converted information signal's carrier power. 
A final area of research was presented in Appendix G, since it is relevant to local 
oscillator phase noise, but not central to the main research performed in this dissertation. 
The research was published previously and presented phase noise measurements for a 126 
Gunn diode microwave integrated circuit (MIC) voltage controlled oscillator (VCO) in 
the 18 GHz region. To the author's knowledge this was the first time such data had 
been presented. The single sideband phase noise ratio of -96 dBc/Hz at 100 kHz offset 
frequency (i.e. Fourier frequency) was significantly better than current published data for 
MESFET, HBT, and PHEMT VCOs at similar frequencies. These results are important 
in the area of digital radios, since improved phase noise allows higher data rates and 
reduces adjacent channel power. 
Areas for future research: 
How do the statistics of the phase noise power distribution relate to the measured jitter? 
During the measurements described in Chapter 4 distinct jitter histogram shapes were 
apparent as the noise diode bias was varied.  For 10.90 volts the distribution had a 
Gaussian-like shape, whereas for 11.16 volts the distributionhad the appearance of three 
Gaussian distributions overlapping with slightly offset mean values. It would be 
interesting to see if these time domain distributions could be correlated with observable 
distributions of phase noise power in the frequency domain. 
Can the peak-to-peak jitter be estimated by knowing these statistics? If the link between 
frequency and time domain distributions could be established it may be possible to 
predict the peak-to-peak jitter in addition to the rmsjitter. This would be useful, since 
peak-to-peak jitter is required for many BER predictions. 
Of great interest would be the demonstration of the circuit shown in Figure 5.9 for 
synchronizing a receiver local oscillator to a transmitter oscillator. The experiments 
could use the methods described in Chapter 3 to generate large amounts of phase noise 
on either local oscillator to easily demonstrate the reduction of phase noise added to the 
received information signal. It would be informative to measure the BER of the received 
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APPENDIX A. GLOSSARY OF COMMON TERMS USED IN THIS
 
DISSERTATION 
Table A.1. Common symbols. 
Symbol  Description  Units 
a  Attenuation  typically dB 
fo  The fundamental carrier frequency of an oscillator.  Hz 
Offset frequency. This is the frequency difference between a spectral 
component at a frequencyfr +f, from a reference frequency fr. For 
fm  RF signals typicallyfr = fo the fundamental carrier frequency, and for  Hz 
baseband spectra typically fr = 0 Hz. 
Pc(fo)  The carrier power of an oscillator at frequency f,.  typically mW or 
dBm. 
8(t)  Amplitude variation in a noisy signal (i.e. AM noise), see (1.1)  volts 
dOp(f)  The peak phase deviation of a phase modulated signal with a  radians 
modulation frequency fm, see (2.7). 
LIO,,s(f,)  The rms phase deviation of a phase modulated signal with a  radians 
modulation frequency fm, see (2.9b). 
q$(t)  Phase variation in a noisy signal (i.e. PM noise):  radians 
0(t) = AO  see (1.1) and (2.7). 
Agin)  The peak frequency deviation of a frequency modulated signal with a  radians 
modulation frequency fm, see (3.1). 
f3 
Afp 
Modulation index for a frequency modulated signal: /3 =  radians  . 
cr2  The variance of a signal.  radians2 
anns  The standard deviation of a signal. Commonly referred to as rms 
jitter in communications. 
Radians, Ul, or 
time (i.e. ns) 
rd  Delay, typically applied to a transmission path.  time (i.e. ns) 
Phase shift experienced by oscillator fundamental carrier frequency, 
dB  fo, traveling along a delay line of length Td: AG = 27Trdf. ­ radians 
The instantaneous frequency fluctuation of an oscillator due to phase 
ilf(0  noise at a offset frequency fm: AO(t) = Afp sincomt .  Hz 
The phase difference across the RF and LO phase detector ports for a 
d0(t)  delay line discriminator with a delay line of length rd and an  radians 
instantaneous frequency fluctuation zif(t) at the 
input: A0(t) = AO + 2a-rdAf(t). 
K0  Phase detector constant.  volts/radian 
Kd  Delay line discriminator constant: Kd =27CrdKo.  volts/Hz 
The relative phase difference between the transmitter and receiver 
M  local oscillators in a communications system (i.e. a microwave radio).  radians 
Assumes zero length between the local oscillator and the mixer it is 
driving. 
L(fm)  The single sideband phase noise ratio. This is the ratio of the phase  dBc/Hz 
noise power, P (fm), at a offset frequency, m, to the carrier power, 
Pc(f0), see (1.3). 133 
Spectral Densities: These quantities, Sk(f.), are all similar in that they are a measure of 
the rms density in [units/Hz] of a quantity as a function of offset frequency, fm, such that: 
f 
JSk(fm)dfm = K,Ths [Units], 
where K [units] is the cumulative total of the spectral density Sk(fm) over the frequency 
rangefi (Hz) tofu (Hz). 
Table A.2. Spectral Densities. 
Description Symbol 
The spectral density of voltage fluctuations in [(rms volts)2/Hz]. When a load
Sev(f) 
resistance is specified this quantity may be transformed into power spectral density: 
PO Watts/Hz. When normalized to the mean carrier voltage, Vc, this quantity is 
transformed into the spectral density of amplitude fluctuations:  Sa(f,). 
The spectral density of phase fluctuations in [radians2/Hz]. So(f) 
The spectral density of frequency fluctuations in [Hz2/Hz]. When normalized to the 
mean (i.e. carrier) frequency of a signal this quantity is transformed into the spectral SAAnd 
density of fractional frequency fluctuations: Sp(fd [fractional freq. fluctuations/Hz]. 
Some useful relations: 
S Af = f2,S0(f,), see (3.6)
 
In a delay line discriminator: SA, (fm) = KjSAf  = Kjf,n2So(f,)
 
For the small angle approximation: So (f.,)  2L(f,), see (1.4) and (2.9a).
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APPENDIX B. ORIGINS OF NOISE IN BIPOLAR TRANSISTORS
 
Consider the common base bipolar oscillator shown in Figure B.1: 
to matching
B  network 
L 
Figure B.1. A common base oscillator. 
Sources of noise in the oscillator are the tank circuit loss, R, and the transistor itself. 
Each of these sources will now be examined in detail using the treatment presented in 
[a]. 
1) Shot Noise: Shot noise is always associated with dc current flow and is present in 
diodes and bipolar transistors. A pn junction diode, as shown in Figure B.2, will be used 
to further illustrate the shot noise mechanism. 
The forward current of the diode, ID, is composed of holes from the p region and 
electrons from the n region, which have sufficient energy to overcome the potential 
barriers of the depletion region. The passage of eachcarrier is a random event, but for a 
large number of events a mean current results: 7 = ID .  This is shown in Figure B.3. 
[a] P. R. Gray and R. G. Meyer, Analysis and Design of Analog Integrated Circuits,
 
John Wiley & Sons, 1977, pp. 607-619.
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depletion 




n P E 
Figure B.2. A pn diode junction. Diffusion of carriers generate depletion region with a 
built in potential y. When a voltage, V, is applied to the diode the resulting electric 






Figure B.3. Diode current, I, as a function of time. 
The fluctuation in diode current, I, is termed shot noise and is generally specified in 
terms of its mean-square value variation about its average value b: 
i2 = (I  ID)  (variance) 
T 
i2 = liM  f (I  1D)2 dt
T 
i2 =2qIDAf [Amps2], 136 
where q = electronic charge (1.6x10-19 C), and Af = bandwidth in Hz. An important 
observation is that the noise current has a mean square value that is proportional to 61. 
The implication being that a noise current spectral density: iXxf [Amps2/Hz] can be 
defined that is constant as a function of frequency. Spectral density functions of this type 
are frequently referred to as white noise. 
It can be shown that the amplitude distribution of shot noise is Gaussian and the variance 
and standard deviation are given by: a2 = i2 , and a = 112qIDAf , respectively. These 
results are used to create the small signal shot noise model in Figure B.4. 
Figure B.4. Small signal shot noise equivalent circuit for a pnjunction diode, where
 
2  kT





2) Thermal Noise: Thermal noise present in any linear passive resistor, and is due to 
random thermal motion of electrons. It is unaffected by the presence or absence of 
direct current, since typical electron drift velocities in a conductor are much less than 
electron thermal velocities. Thermal noise is similar to shot noise in that it is 
independent of frequency and Gaussian in nature; hence it is also categorized as white 
noise. Small signal models for thermal noise in a resistor are shown in Figure B.5 
3) Flicker Noise (1/f Noise): Flicker noise is found in all active devices as well as some 
discrete passive elements such as carbon resistors. Origins of flicker noise are varied, 
but in bipolar transistors it is caused by traps associated with contamination and crystal 
defects in the emitter-base depletion layer.  These traps capture and release carriers in a 
random fashion and the time constants associated with the process give rise to a noise 
signal with energy concentrated at low frequencies. 
Flicker noise is always associated with a flow of direct current and displays a spectral 
density of the form: 
ty  /a
=  ---; Af , where 
Af is a small bandwidth at frequencyf
 
I  is a direct current
 
K1 is a constant for a particular device
 
a  is a constant in the range of 0.5 to 2
 
b  is a constant of about unity.
 
Typically b is about unity giving flicker noise a 1/f frequency dependence, unlike shot 
and thermal noise which are white in nature.  This behavior is illustrated in Figure B.6. 138 
(c) (b) (a) 
Figure B.5. Two small signal thermal noise equivalent circuits for the resistor in (a) are 
shown. In the series case (b): v2 = 4kTRAf ; and in the parallel case (c): i2 = 4kTR1Af . 
logf/Af) 
log(f) 
Figure B.6. Flicker noise spectral density versus frequency. 139 
4) Burst Noise: Burst noise is similar to flicker noise in that it is predominantly at low 
frequencies, typically below a few KHz. It has a spectral density of the form: 
iz  = K2  2 Af , where 
I  is a direct current
 
K2  is a constant for a particular device
 
c  is a constant in the range of 0.5 to 2
 
fc  is a particular frequency for a given noise process.
 
Noise Sources in a Bipolar Transistor: Using the equivalent circuits shown above the 
hybrid-7c model for a bipolar transistor can be modified to include them as shown in 
Figure B.7. 




The various noise sources have the following contribution to the overall noise figure of 
the transistor: 
Minority carriers entering the collector-base region depletion region from the 
forward biased emitter-base region exhibit full shot noise as represented by the shot 
noise current generator -e . 
The base current IB in a transistor due to recombination in the base and base-emitter 
depletion regions and also to carrier injection fromthe base into the emitter. All of 
these are independent random processes which is modeled as full shot noise. This 
modeled by the shot noise current generator ib  . 
The base resistor rb is a physical resistor and thus has thermal noise as modeled by 
2
Vb .  The collector series resistor also contributes thermal noise, but is negligible 
owing to the high impedance collector node. 
Flicker noise and burst noise have been found experimentally to be represented by 
current generators across the internal base-emitter junction, and is thus combined 
into the generator ib . 
Vb = 4kTrb,of 
=2q1c6f 
ib= 2qIBAf +  Af + K2  Af 
1+W 141 
The base-current noise spectrum dominates owing to the gain characteristics of the 
bipolar transistor. Neglecting burst noise for simplicity the resulting baseband power 
spectral density, Sob(f), for the base current noise generator is shown in Figure B.8. This 







Figure B.8. Spectral density, SAW, of the base-current noise generator in a bipolar 
transistor. 142 




In the delay line discriminator system shown in Figure 3.27 the phase detector compares 
the phase difference AO as shown. A natural question is what effect the isolation of the 
phase detector has on the noise floor of the output signal AV which is fed to the FFT. 
Consider the delay line discriminator system shown in Figure C.1  with an input signal: 
Afp
v,(0 =v,(coot +  cos& t) f. 
Figure C.1. The delay line discriminator system. 143 
From equation (3.2) the instantaneous frequency of this signal may be shown to be: 
f (t) =  + Af(t) , 
where: Af (t) = Afp sin conit , 
The upper path contains a phase shifter and a delay line, which cause a total time delay rd 
equal to a phase shift, z10(t), of the signal: 
A0(t) = AO+ 2ffrpAf(t), 
where AO = 2frrpf0 , the mean phase shift of the phase shifter and delay line 
combination. 
The phase detector itself is shown in Figure B.2, where leakage, due to finite isolation, 
between the LO and RF ports is represented by an attenuation a and a phase delay 30. 
v2(t)== V2cos(coot+I10(0) 
vi(t)=Vicoscoot 
Figure C.2. Schematic of a mixer with finite isolation. 144 
The total signals at the RF and LO ports will be: 
v Lo(t) = V, cosco ot + aV2cos(coo, + A0(t) + 50) 
vRF (t) = V2 cos(coot + A 0(0 + aV, cos(co + 80) . 
The phase detector output signal, tiv(t), is equal to: Av(t) = Gv w(t)v RE (t) , where G is 
the conversion loss of the phase detector. The low pass filter removes the high 
frequency components at 26.1, leaving: 
[V,V, cos d0 + aV12 cosewfi+ aV 22 COSS!, + a 
2 V V2 cosAO  (C.1) Av(t)= 2  .  4 1 
A phase detector, unlike a conventional mixer, is generally designed for equal power 
input at the RF and LO ports. For the phase detector used in these experiments the 
recommended power input was +7 dBm at each port. This was accomplished by 
inserting a low noise amplifier, before the power splitter as shown, to give about +13 
dBm at each of the 0° outputs. The phase shifter and delay line have about 6 dB total 
attenuation which gives an RF power of +7 dBm at the phase detector input port. A 
6 dB attenuator was inserted in the LO path to also give +7 dBm at that port. In this 
situation V1 = V2, which allows (C.1) to be simplified to: 
GV12  r 
dv(t)  1(1+ a2 )cos(d0 + 27z-z ddf(t)) + a2 cos 80] 
2 
For quadrature d8 = 90 °, so the following approximation may be made: 
Av(t) = 2L[(1+ a2)sin(27rr d Af (t)) + a2cos(50] 
where Ko = GV12 , the phase detector constant for a drive level of +7 dBm. 145 
Using the small angle approximation for df(t), and the fact that a is < -50 dB for this 
phase detector allows one more simplification: 
Av(t) = 212irrd Af (t) + a2 cos801 , 
which is equal to: 
Av(t) = 
A 
dAf sin corn t + a2 cos (50] .  (C.2) 
2 
The first term is the AC component of the output signal and may be recast as: 
AV(t) = KdAf (t) 
where Ka = Ko22rrd  [volts/Hz], the delay line discriminator constant. This is the same 
result shown in (3.4) which is the overall transfer function of the delay line discriminator. 
The second term in (C.2) is merely a DC offset and therefor has no impact on the AC 
signals (i.e. phase noise data) that are displayed on the FFT. Thus it has been 
demonstrated that the finite isolation of the phase detector has no impact on the noise 
floor of the delay line system for resolving phase noise data. 146 
APPENDIX D. TESTING AND CALIBRATION OF THE DELAY LINE
 
DISCRIMINATOR 
Testing the delay line discriminator 
To test the delay line discriminator it is realized from (3.6) that a flat spectral density of 
phase fluctuations, So(f,), should generate a spectral density of voltage fluctuations, 
SA,ff,,), with a 20 dB/decade slope due to theLi' response. The electronic phase shifter 
may be thought of as a transducer which converts an input power spectrum to a phase 
fluctuation spectrum added to an RF carrier. Two methods for generating a flat power 
spectrum will be presented. This flat power spectrum is then used to generate a flat 
spectral density of phase fluctuations, So(fd, in the electronicphase shifter which is then 
fed into the delay line discriminator to determine if the predicted response in (3.6) 
results. This in essence forms the test of the delay line discriminator operation. 
The first method of generating a flat input power spectrum for the electronic phase 
shifter used the HP3336C synthesizer. A constant amplitude signal from the synthesizer 
was fed into the electronic phase shifter and swept from 100 Hz to 100 kHz to generate 
a flat response. 
Figure D.1 shows the 33.333 MHz carrier with sidebands as measured with the 
Tektronix 494P spectrum analyzer with switch Si in position "b" in Figure 3.27. The 
sidebands were generated with the HP3336C set at a constant frequency of f, = 40 kHz 
at -22 dBm power output. This corresponds to a modulation voltage of Vmod = 0.079 
mV  applied to the electronic phase shifter 50 ohm input.  The electronic phase shifter 
quiescent point was 7.0 volts so from Figure 3.14 the attenuation slope at this point was 
found to be 0.4 dB/volt which gives an rms amplitude variation of (0.079 mV)x(0.4 
dBfV) = 0.003 dB which is for practical purposes a constant amplitude sideband (i.e. the 
AM noise is negligible). The sidebands have an rms power of -42 dBm and the carrier is 
+8.2 dBm which is expressed as the sideband to carrier ratio, ASB, where: 147 
ASB = NA) - Pc(f0) = -42 dBm - (+8.2 dBm) = -50.2 dBc 
When the -22 dBm signal is swept from 100 Hz to 100 kHz the response in Figure D.2 is 
observed on the spectrum analyzer using the "max. hold" function which stores the 
highest power reading at each frequency. A general guideline for measuring noise on a 
spectrum analyzer is to start the measurements two divisions from the carrier, since 
measurements closer in can be inaccurate due to the resolution bandwidth filters allowing 
carrier power to leak into the measured power spectrum. This corresponds to a 
minimum offset frequency of fm = 40 kHz in Figure D.2, and indeed below this the 
power is seen to rise about 1 dB for A, between 20 kHz to 40 kHz. For fin < 20 kHz the 
RF power spectrum rises due to convolution of the resolution bandwidth and the carrier. 
The power spectrum is -52.2 dBm +1- 1 dB for f, =--40 kHz to 100 kHz. Reducing the 
resolution bandwidth to 1 kHz showed that the swept response was flat to at least a 
offset frequency of fm = 2 kHz. 
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Figure D.1. RF power spectrum showing the +8 dBm carrier at 33.333 MHz with -42 
dBm sidebands at an offset frequency of 40 kHz as generated by applying a -22 dBm 40 
kHz signal from the HP3336C synthesizer into the electronic phase shifter. 148 
The second method of generating a flat input power spectrum for the electronic phase 
shifter is the noise diode source itself when biased to 10.90 Volts and fed through the 
LNPA with a gain of 5000 and bandwidth of 1 MHz as shown in Figure 3.3. The noise 
power spectrum of the noise diode/LNPA combination is shown in Figure D.3 which 
gives a sideband ratio of ASB = -44 dBm (+8.2 dBm) = -52.2 dBc +/- 0.5 dB for f, = 
20 kHz to 200 kHz. This noise power spectrum magnitude of -44 dBm is 
approximately the same as the -42 dBm generated by synthesizer approach above, so a 
low AM noise contribution from the electronic phase shifter is assumed to apply for the 
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Figure D.2. RF power spectrum showing the +8 dBm carrier at 33.333 MHz with a -42 
dBm flat power spectrum generated by sweeping the HP3336C over offset frequencies 
of 100 Hz to 100 kHz at -22 dBm and applying the signal to the electronic phase shifter. 149 
The noise power spectrum can be converted to the single sideband phase noise ratio by 
using the same conversion technique used in Table 3.1 and Figure 3.4: 
L(fm) = -52.2 dBc - 40 dB + 2.5 dB = -89.7 dBc/Hz +/- 0.5 dB. 
Thus a white noise source having L(A) = -89.7 dBc/Hz +/- 0.5 dB has been created. By 
using (2.10b) this may be related to the baseband spectral density of phase fluctuations: 
So(fm) = -86.7 dB [rad2/Hz]. 
Both methods for generating a flat electronic phase shifter input power spectrum have 
their advantages. The HP3336C method can be used to generate fixed or swept 
frequency signals of arbitrary amplitude. The noise diode source is often easier to use in 
practice since it generate a flat response without any gaps which was at times a problem 
with the synthesizer. 
To compare the delay line discriminator response to that predicted by equation (3.6) 
both methods were used. A typical output of the delay line discriminator as measured on 
the SR780 FFT is shown in Figure D.4 with the noise diode source RF power spectrum 
in Figure D.3 applied by putting switch S1 in position "a" in Figure 3.27. The FFT 
displays the power that SAv(f,n) dissipates into a 50 ohm load, which should be 
proportional to f,,  .  The baseband power spectrum response shows the desired 
20 dB/decade response from about 6 kHz through 102.4 kHz. Below 500 Hz the 
convolution of the 128 Hz line width size with the noise itself causes the rise in power. 
The deviation from the ideal 20 dB/decade slope was found to be to caused by the a 
noise floor of -100.5 dBm/Hz +/- 0.5 dB for the FFT. A corner frequency, fc, was 
defined as the frequency at which the power spectrum of SS(fn) was 6 dB above the 
noise floor of the FFT. Better performance than shown inFigure D.4 could be obtained 
by either using a longer delay line or smaller line widths on the FFT. The former was not 
a viable option, due to increasing insertion loss. The second method was used which 
necessitated using smaller frequency spans for a given measurement which added a 150 
considerable increase in measurement time since the 102.4 span was now broken up into 
sub-bands  .  For example to measure the power spectrum at a offset frequency of 1 kHz 
the span was typically reduced from 102.4 kHz to 800 Hz and the line width reduced 
from 128 Hz to 1 Hz. A reduction of line width from 128 Hz to 1 Hz gave a noise floor 
reduction of 10log(128Hz/lHz) = 22 dB, although each sample now took 1 second, 
versus 1/128 second for the 128 Hz line width case. Given that 100 samples were used 
for each offset frequency, to allow the data averaging to be meaningful, the increase in 
measurement time was substantial. 
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Figure D.3. RF power spectrum for the noise diode source biased at 10.90 volts and the 
LNPA at a voltage gain of 5000 and 1 MHz bandwidth, the carrier power is +8.2 dBm. 
After accounting for the 10 kHz resolution bandwidth and 2.5 dB correction factor the 
effective single sideband phase noise ratio is L(fm) = -89.7 dBc/Hz +/- 0.5 dB from 20 
kHz to 200 kHz. 151 
Using these techniques allowed the corner frequencies in Table D.1 to be obtained, and 
led to the performance curve shown in Figure D.5 which specifies the minimum single 
sideband phase noise resolvable as a function of offset frequency. 
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Figure D.4. RF power spectrum measured on the SR780 FFT showing a 20 dB/decade 
response from about 6 kHz through 102.4 kHz. The flattening of the slope below 6 kHz 
is due to phase detector isolation and the FFT noise floor. In this case the LNPA gain is 
2000, the noise voltage is 10.91 Volts and the electronic phase shifter bias is 7.00 Volts. 
Table D.1 Corner frequency at which the noise and signal voltages are equal amplitude 
versus gain of the LNPA and corresponding single sideband phase noise at the corner 
frequency. The noise source was the noise diode source with bias of 10.90 volts. 
Single sideband phase noise LP
 Garner frequency, ic
 
[d13dIriz) 44- 0.3 dB
 [kHz]


























With the minimum resolvable single sideband phase noise power determined the final 
task was to specify the upper limit allowed for the phase noise power. The upper limit is 
set by the LNA , shown in Figure 3.27, that amplifies the phase detector output by 1000 
(60 dB) with a -3dB corner frequency of 700 kHz. Two 8 dB attenuators were 
required when the RF power spectrum was as shown in Figure D.2 where the noise 
diode was biased at 10.90 volts and the SR560 LNA gain was 5000. Recall that this 
corresponds to a single sideband phase noise ratio of -90 dBc/Hz. With one attenuator 
replaced with a 6 dB attenuator, for a total of 14 dB attenuation the LNA began to clip 
against its +/- 15 volt power supply rails which lead to substantial lIf noise below 1 kHz. 
From these results it was determined that with 16 dB of attenuation the maximum single 
sideband phase noise ratio allowed was -88 dBc/Hz without causing clipping of the 
LNA. The system can be optimized for larger or smaller values of phase noise power 
spectrum by adding or removing attenuation. 
A final consideration is the linearity of the delay line discriminator/FFT system as the 
phase noise power varies. To investigate this sidebands such as that shown in Figure D.1 
were generated at 100 kHz while the HP3336C power output was varied to produce a 
large range on ASB values on the 494P. At the same time the power level of the 
sideband on the delay line discriminator/FFT system was measured. The results are 
summarized in Table D.2 which show that the delay line discriminator/FFT system is 
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Figure D.5. Relationship between minimum measurable single sideband phase noise 
ratio, Lff.,), for the delay line discriminator system versus offset frequency, fn. Trace 1 is 
the experimentally determined lowest offset frequency, defined as the corner frequency, 
at which the corresponding single sideband phase noise can be measured accurately. 
It was determined that measured L(fm) error was less than 2 dB for fn, =i, and less than 
0.5 dB for fin = 2fi. Trace 2 shows an ideal -20 dB/decade slope the data is expected to 
have. 
Table D.2. Linearity test. A 100 kHz tone is applied to the electronic phase shifter from 
the HP3336C synthesizer at the power levels shown. The sideband to carrier ratio DSB 
is measured on a Tektronix 494P spectrum analyzer and the 100 kHz power on the delay 
line discriminator/FFT system. The two measurements agree to within 0.07 dB 
indicating that the delay line discriminator/FFT systemis linear for practical purposes 
within these single sideband power levels. 
HP3336C power into 
electronic phase shifter 
[dBm] 
-2 
ASB measured on 
Tektronix 494P [dBc] 
+/- 0.2 dB 
-30.0 
Sideband power 
measured on FFT 
[dBm] +/- 0.05 dB 
9.89 
Difference 
[dB] +/- 0.25 dB 
39.89 
-12  -40.0  -.08  39.92 
-22  -50.0  -10.04  39.96 
-32  -60.0  -20.05  39.95 
-42  -70.0  -30.04  39.96 154 
Calibration of the delay line discriminator:
 
An important question is how to calibrate the baseband data displayed on the FFT to the
 
actual phase noise at RF frequencies. The method is fairly straight forward and makes
 
use of the white noise spectra discussed in the previous section. The SR780 FFT has an
 
internal microprocessor that allows mathematical operations to be performed on the raw 
data. The following equation was used to calibrate the FFT: 
GIVA,(f.) 
L(, f )= 20log[ (D.1) 
112BWFFT (C2fc  fm) 
Cl is a scaling constant to account for the conversion loss ofthe delay line
 
discriminator, gain of the LNA, attenuator and low pass filter losses, etc.
 
Va(f.) = AIBWFFTSav(f.) [Volts] : the rms voltage developed by Say(fm) in a 50 
ohm load for a noise power bandwidth of BWFFT: 
BWFFT The effective power bandwidth of the FFT, typically 128 Hz. This term is 
multiplied by 2 to account for the BMH filter shape that effectively doubles the 
power bandwidth. This product normalizes the detected power to a 1 Hz bandwidth. 
f is the corner frequency which corresponds to the single sideband phase noise 
power used to calibrate the system as determined from Figure C.5. 
C2 is a scaling constant to fine tune the corner frequency described above, typically 
near unity. 
fm is the offset frequency that acts a pole to cancel the voltage zero in equation (3.6). 
The scaled corner frequency sets the break point for this response to stop the slope 
correction when the offset frequency drops below the corner frequency. 155 
By generating a known single sideband phase noise ratio, as in Figure D.1 the constant 
Cl is determined to achieve the correct magnitude of L(f,n). Once this is done a white 
noise source such as shown Figure D.2 or D.3 is applied to fine tune C2 to give a flat 
response down to the corner frequency. The HP3336C synthesizer data in Figure D.2 
was useful, since it has negligible AM noise which is an important assumption in 
calibrating the delay line discriminator/FFT. Figure D.6 shows the calibrated FFT 
response of the phase noise power spectrum data in Figure D.4 after a calibration has 
been applied. The delay line discriminator/FFT system removes AM noise components 
of the single sideband phase noise, L(4), data that can show up in the RF power 
spectrum measured on a conventional spectrum analyzer such as the 494P. In addition 
the FFT allows Lff) to be measured at smaller offset frequencies than generally possible 
on the spectrum analyzer, which is known as close-in phase noise. 
For relatively high levels of phase noise power, such as shown in Figure D.6, there is no 
significant difference in the data obtained with the delay line discriminator versus the 
spectrum analyzer. The real benefit of the delay line discriminator system was realized 
for lower level of phase noise in which the AM noise was more pronounced. The single 
sideband phase noise ratio obtained from the delay line discriminator system was lower 
than measured on the 494P spectrum analyzer, since in the later case AM noise could not 
be distinguished from phase noise. This isillustrated in Table D.3. 156 
Table D.3. Single sideband phase noise, L(f,), forfin = 100 kHz as a function of LNPA 
gain, G, as measured on the delay line discriminator system versus the 494P spectrum 
analyzer. At lower levels of gain the phase noise power was decreased enough to allow 
AM noise to contribute to the measured power spectrum on the 494P causing the errors 
shown. 
LNPA  L(100kHz) as measured 
voltage gain  on Tektronix 494P 
G  [dBc/Hz] +/- 0.5 dB 
5000  -89.7 
2000  -97.2 
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L(100kHz) as measured  Difference 
on FFT [dBc/Hz] +/- 0.5  [dB] +/-1 dB 
dB 
-89.6  -0.1 
-97.3  0.1 
-103.6  0.9 
-109.4  0.7 








Figure D.6. Calibrated FFT power spectrum normalized to  1 Hz to give the single 
sideband phase noise ratio, Lff,), for the RF power spectrum in Figure 3.31. The FFT 
gives a value of L(f,,) = -97.3 dBc/Hz +/- 0.6 dB from 1 kHz to 102.4 kHz versus the 
494P spectrum analyzer which gives Lff,n) = -97.2 dBc/Hz +/- 0.5 dB from 20 kHz to 
200 kHz. 157 
APPENDIX E. IMPACT OF MIXER NOISE FIGURE ON PHASE NOISE DATA 
Chapter 5 bases many conclusions on measured the phase noise of the received 
A reasonable concern is what information signal in the system shown in Figure 3.31. 
effect the noise figure of the two mixers M1 and M2 have on the measured phase noise. 
The analysis of the problem is straight forward when noise figure is converted to excess 
noise temperature, and finally to excess noise power at the mixer input. The mixer noise 
figure is data was not provided by the manufacturer, but typical DSB values are around 
10 dB for mixers of this type[b]. A noise figure of 10 dB is 10log(F), where F, the 
numerical noise figure, is equal to 10 for this case.  This may be converted to noise 
temperature, in Kelvin, by using the standard relation: 
F= (1+y,Tej , 
where TT is the excess noise temperature of the mixer, and To is the temperature of the 
input noise source [c], both in Kelvin. The input noise source is assumed to be a resistor 
that matches the impedance of a noiseless mixer, and has a temperature To= 290 K. 
Using the above relation gives To = 2610 K, which is the excess noise temperature that 
should be added to the resistor at the noiseless mixer input to give the same noise figure 
as the actual mixer. The excess noise temperature may be converted to an equivalent 
excess noise power at the noiseless mixer input by using the relation for available thermal 
noise power from a resistor:
 
P = kTeB ,
 
[b] G. D. Vendelin, A. M. Pavio, U. L. Rhode, Microwave Circuit Design, New York, 
J.W. Wiley and Sons, 1990, pp. 590-600. 
[c] W. Hayward, Introduction Radio Frequency Design, The American Radio Relay
 
League, 1994, pp. 202-208.
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where k is Boltzmann's constant, 138 x 10-23 J/K, and B is the bandwidth in Hz in which 
the noise appears. Using a 1 Hz bandwidth gives an equivalent excess noise power of 
3.60 x 10-20 Watts which may be expressed in dBm (dB referenced to 1 mW) normalized 
to 1 Hz: P, = -164 dBm/Hz. 
This may now be compared to the phase noise power encountered in the experiments 
described in Chapter 5. In the system shown in Figure 3.31 the input to mixer M2 will 
see the lowest levels of phase noise power, and consequently have the most sensitivity to 
the excess mixer noise. The lowest level of phase noise present at the mixer input may 
be inferred from data in Table 4.1. For example at a offset frequency of 100 kHz the 
single sideband phase noise ratio of LO-1 is 89.3 dBc/Hz, translates to 99.3 dBm/Hz 
at the input of mixer M1 for a carrier power of -10 dBm. This noise power will be 
attenuated by about 12 dB by the time it reaches the input of mixer M2 due to 6 dB 
conversion loss and 6 dB path loss resulting in a phase noise power spectral density of 
111.3 dBm/Hz 
Comparing this to figure of -164 dBm/Hz gives roughly a 50 dB margin between the 
excess noise power and the local oscillator phase noise power at the mixer input. From 
this analysis it is concluded that the mixer noise figure does not affect the measured 
phase noise power in any significant way. 159 
APPENDIX F. EXAMPLE OF THE ALGORITHM USED TO CALCULATE THE
 
PREDICTED RMS JITTER FROM THE MEASURED PHASE NOISE.
 
The following is the algorithm written for use in Mathcad 5.0 to calculate the predicted 
jitter from the measured phase noise: 
33MHz source with Vphi=7.00V and Vn=10.90V. G=5000, BW=300 kHz. Note book (NB)- I page 
143 (jitter) and NB-II 118 and 131 (phase noise). Phase noise data in thesis chapter 4, Table 4.2 
1. Use an index "i" to create frequency steps in a 10, 31.6, 100, 316, ... series to generate the 
Fourier frequencies, fm, over which the single sideband phase noise data was measured. 
i =2,3..14 
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2. Create a model that fits the measured phase noise data. 
A. For completeness use Leeson's equation to model the 33.333 MHz crystal oscillator phase 
noise, even though it is negligible compared to the phase noise generated by the electronic phase 
shifter. 
F =2  Q =20000  fo  33.106 
T  300 
fc =500  Pc  .01	  23
k =1.3810
 
fo 2  fc \
 
1+ 
N2.Q	  Pc  N 160 
B. Create a polynomial, Li, that best fits the measured phase noise data using the following graph 
to obtain a best fit between Li and L(fm), where fm is replace by xi the Fourier frequency index. 
\1  3 
10.1og  Si + 1.410 
9.  1  1 
3 
1.5109,  xi 
1.7 
if 1+  1+ 
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Figure F.1. Graph showing both the measured phase noise, L(fm)=yi, and the polynomial Li. The 
parameters in Li were adjusted for a best fit. The Fourier frequency, fm, is the frequency index xi. 
3. Now use the polynomial to model the spectral density of phase fluctuations, S(fm), as a 
function of fm by using the relation that S(fm)=2Li(fm). 
fo  2  FIE.T`  ,  fc ' 
A. Leeson's equation:  S1(fin)  if 
fin2Q  \  Pc  /  fin, 
B. The complete polynomial that computes the spectral density of phase fluctuations as a function 
of fourier frequency, fm. Note that xi is now replaced by fm. 
1.7
fm 1  1 
S(fin) = 2  Sl(fm)+ 1.410  1+ 
fin n  / fin  3 
1.5109,  1.fin8 109)  1+ 
6.5105/  v0.86106 161 
4. Now integrate the spectral density of phase fluctuations polynomial, S(fm), to find the 
variance (i.e. jitter squared) over the frequency span of 10 Hz to 10 MHz. The integration is 
broken into three frequency spans since Mathcad gave errors if only one integral was used. 
1000  '100000  10000000
 
jss :=  S( fm) dfm  S(fm) dfm 1  S( fm) dfm

1 
.10  1000  100000
 
The variance, jss, is:  jss = 9.00410 4 [radians^2]
 
The period, P, of the 33.333 MHz carrier is 1/frequency:  P =  [sec] 
33.106
 
The rms jitter, j, is the square root of the variance:  j :=4jss  [radians]
 




The rms jitter in seconds is:  j_time_ps  j  1012 [sec]
 
The computed values are: 
P = 3.03.10 8  [sec]
 




j_time_ps = 144.794 [sec]
 
5. The predicted rms jitter is e qual to 145 pS rms jitter, compared to 153 pS measured. 162 
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LOW PHASE NOISE GUNN DIODE MIC VCOs
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SUMMARY 
Abstract: Performance data for Gunn diode microwave integrated circuit (MIC) voltage 
controlled oscillators (VCOs) for use in digital radios is presented. The measured phase noise of 
an 18.6 GHz VCO was -96 dBc/Hz at 100 KHz offset, which is  significantly better than current 
published data for MESFET, HBT, and PHEMT VCOs at similar frequencies.  These VCOs 
have application in systems such as 28 GHz LMDS receivers and digital radios (i.e. LAN) in the 
18 to 38 GHz range, where low phase noise reduces both adjacent channel power (ACP) and bit 
error rate (BER). 
I. INTRODUCTION 
Bit error rate (BER) and adjacent channel power (ACP) are key performance parameters for 
modern digital radios.  Local oscillator phase noise is a major factor in meeting required 
specifications for both these parameters.  Increased phase noise manifests itself as jitter in the 
time domain which degrades BER. In the frequency domain increased phase noise can dominate 
a weak signal in an adjacent channel making reception by another radio impossible. 
This paper describes Gunn diode microwave integrated circuit (MIC) voltage controlled 
oscillators (VCOs) and associated phase noise measurements.  Initially Gunn diodes may seem 
like an unusual technology choice, but MESFET VCOs in general have not met required phase 
noise performance' 2, and HBT and PHEMT technology is still emerging. The attractiveness of 
using Gunn diodes was discussed at a recent conference3, owing to their reputation as low phase 
noise oscillators.  Unfortunately the phase noise data associated with Gunn has been for cavity 
based oscillators which are heavy, relatively large (when compared to MMIC solutions), and 
prone to microphonics.  It should be noted that this discussion is for VCOs with tuning ranges 
wider than dielectric resonator oscillator (DRO) techniques permit, since DROs can have 
perfectly acceptable phase noise using MESFET and PHEMT devices. 
This research was motivated by the absence of published phase noise data for Gunn diode 
oscillators that do not rely on cavities to determine the resonant frequency. Gunn diodes in either 
lumped element or MIC topologies have been used in the past when phase noise was of secondary 
importance compared to power output and tuning range.4 5 6 7 With phase noise now a primary 
performance parameter an investigation was conducted to design, construct, and characterize 
Gunn diode MIC VCOs with this measurement in mind. Initial investigations were conducted at 
18 GHz, with plans to develop units at 23, 28, 38, and 60 GHz, these being spectrum relevant to 
digital radio and LMDS. 
i 21325 SW Wildflower Drive, Newberg, OR 97132,(503) 628-5433, redpoint@aracnet.com. 164 
II. GUNN DIODE MIC VCO
 
The MIC VCOs we developed eliminate the majority of undesirable characteristics associated 
with Gunn diodes. The approach was to use an unpackaged Gunn diode die or "chip" to allow a 
true MIC design.  By using a low output power (i.e. 5 to 10 dBm) device absolute power 
consumption is reduced, and size and weight are decreased substantially. The design should be 
immune to vibration, since no mechanical structures are involved in determining the resonant 
frequency. Adding a monolithic microwave integrated circuit (MMIC) or discrete FET amplifier 
allows the output power to be raised to relatively high levels (i.e. 200 mW is possible at 40 
GHz8). 
Accurate circuit models were not available for the Gunn diode die, so a test fixture was 
constructed which allowed an equivalent circuit to be estimated.  Of the several different 
oscillator circuits designed and tested, the circuit shown in Figure 1 was found to offer the 
desired performance. It consists of a varactor diode with matching transformer in parallel with a 
50 ohm output transmission line.  This impedance is then matched to the Gunn diode to satisfy 
the Kurokawa oscillator condition.9 
The VCO frequency was tunable by either varying the Gunn diode bias or the varactor bias. The 
first VCO using this circuit operated at 14 GHz with 310 MHz of varactor tuning and a power 
output of +4 to +5.5 dBm as shown in Figure 2. From these results a VCO was constructed at 
18.6 GHz whose results are shown in Figures 3 and 4. The VCO had 650 MHz of Gunn diode 
bias tuning with output power varying from +8.5 to +10.8 dBm, and 10 MHz of varactor tuning. 
The varactor tuning slope is negative, which suggests that the resonant frequency of the varactor 
circuit may be below that of the Gunn diode. New designs are planned to increase the varactor 
tuning to 500 MHz or more. The 18.6 GHz VCO combined with a FET power amplifier stage 
had an output power of +17 dBm, and is the configuration used for the phase noise 
measurements. 
III. PHASE NOISE DATA 
A spectrum analyzer is not a reliable measurement system for phase noise.  Hence, a 
discriminator system, shown in Figure 5, down-converts the RF input to baseband where a high 
dynamic range Fast Fourier Transform (FFT) is used to measure the phase noise19. 
Using this system the phase noise for the 18.6 GHz VCO was measured. The results are shown 
in Figure 6.  In addition the noise floor of the FFT and the discriminator with an attenuator 
substituted for the delay line are shown. This later measurement gives the system noise floor, and 
is observed to be 9 dB below the VCO phase noise at 100 KHz offset. The VCO phase noise is 
summarized in Table 1. 
Offset frequency: fm  Output phase noise: 
(KHz)  L(fm) (dBc/Hz) 
1  -40.5 
10  -71.5 
100  -96.1 165 
Table 1. Phase noise data for the 18.6 GHz VCO in combination with the power amplifier. 
These results are compared with the available published results for other free running (i.e. no 
dielectric resonator) MESFET, HBT and PHEMT based VCOs. The phase noise data at 100 
KHz offset is summarized in Table 2 and Figure 7 for various VCO carrier frequencies. Figure 7 
includes the phase noise data for the 18.6 GHz Gunn diode MIC VCO extrapolated to other 
carrier frequencies for comparison". The Gunn diode MIC VCO is observed to have 15 to 20 
dB lower phase noise when compared to other sources in the 18 GHz region. 
IV. CONCLUSIONS 
Precise phase noise measurements for a Gunn diode MIC VCO have been reported.  To the 
author's knowledge this is the first time such data has been presented. The phase noise figure of 
-96 dBc/Hz at 100 KHz offset is significantly better than current published data for MESFET, 
HBT, and PHEMT VCOs at similar frequencies.  These results are important in the area of 
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Figure 2. Frequency and power output versus varactor bias voltage for the 14 GHz Gunn 
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Figure 3. Frequency and power output versus Gunn diode bias for the 18.6 GHz Gunn 
1VHC VCO. Varactor bias is 3 volts. 
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Figure 4. Frequency and power output versus varactor bias voltage for the 18.6 GHz Gunn 
MIC VCO. The Gunn diode bias is 5.8 volts. 
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Figure 5. Discriminator system used to measure the VCO phase noise. 
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Figure 6. Phase noise data for the 18.6 GHz VCO/power amplifier combination. The lower 
trace is the noise floor of the FFT with no input. The middle trace is the phasenoise test set 
noise floor obtained by replacing the delay line with a 6.5 dB attenuator. The upper trace is 
the measured VCO phase noise data. In both the middle and upper trace the 18.6 GHz 169 
Gunn diode VCO served as the input source. Note the 1/f noise of the FFT observable 
below 500 Hz. 
Device type  Frequency  Phase noise at  Power output  Figure 
(GHz)  100 KHz (dBc/Hz).  (dBm)  Index 
HBT12  10.7 to 13.0  -75  23.5  a 
HBT13  35 to 40,  -80  1 to 3.5  b 
(Af=1GHz14) 
c -72  10 
HBT15  26.5 / 33.5  -81/-79  0.2 to 2.5 / -1.4  die 
-78  -2 to 4  f 
HBT14  18 
HBT16  62 
HBT17  40  -70 to -80  -2 to 1  g 
77  -65 to -70  17  h 0.25 p.m MESFET18 
PHEMT19  90.5 / 92  -48 **  7.6 / 8.8  i 
15.8  j PHEMT 19  27-30  -65***
 
Gunn MIC VCO2°  18.6  -96  17*  k
 
1 Multiplied Bipolar2°  3 x 6 = 18  -79  17
 
# Of is the varactor tuning range.
 
*Using FET power amplifier stage (10 dBm for VCO only).
 
**Estimated from -68.2 dBc/Hz @1 MHz offset data using 1/f2 assumption.
 
**Estimated from -85 dBc/Hz @1 MHz offset data using 1/i assumption.
 
Table 2. Summary of published VCO phase noise performance. 
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Figure 7. Summary of VCO phase noise data in Table 2. The lower left green square is the 
phase noise data of the 18.6 GHz Gunn diode MIC VCO. This data is extrapolated to 26.5, 
37, 55 and 77 GHz for comparison" as indicated by the four green squares to the right of 
the 20 GHz frequency line. 170 
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