Robust clustering of data into linear subspaces is a frequently encountered problem. Here, we treat clustering of one-dimensional subspaces that cross the origin. This problem arises in blind source separation, where the subspaces correspond directly to columns of a mixing matrix. We propose the LOST algorithm, which identifies such subspaces using a procedure similar in spirit to EM. This line finding procedure combined with a transformation into a sparse domain and an L 1 -norm minimisation constitutes a blind source separation algorithm for the separation of instantaneous mixtures with an arbitrary number of mixtures and sources. We perform an extensive investigation on the general separation performance of the LOST algorithm using randomly generated mixtures, and empirically estimate the performance of the algorithm in the presence of noise. Furthermore, we implement a simple scheme whereby the number of sources present in the mixtures can be detected automatically.
INTRODUCTION
When presented with a set of observations from sensors such as microphones, the process of extracting the underlying sources is called source separation. Doing so without strong additional information about the individual sources, or constraints on the mixing process, is called blind source separation (BSS). Here, we consider instantaneous mixing, where the sources arrive instantly at the sensors with differing amplitude, which is described as follows. 
where x(t) = [x 1 
(t) · · · x M (t)] T and s(t) = [s 1 (t) · · · s N (t)]
T are time-indexed vectors that contain observations and sources, respectively. When M = N, the underlying sources, S, can be separated if one can find an unmixing matrix W such that s(t) = Wx(t), where s(t) holds the estimated sources at time t, and W = A −1 up to permutation and scaling of the rows. This problem can also be described in probabilistic terms:
where the sources are assumed to be mutually independent, and BSS is achieved after factoring each source's probability density function, P(s i ). Many source separation algorithms are based on the premise that the sources are independent and identically distributed, for example, independent component analysis (ICA) [1] , and achieve separation by making an assumption about the nature of the sources' probability densities. One increasingly popular and powerful assumption is that the sources have a parsimonious representation in a given basis. This assumption has come to be known as the sparseness assumption. A signal is said to be sparse when it is zero, or nearly zero, more than might be expected from its variance. Such a signal has a probability density function or distribution of values with a sharp peak at zero and fat tails. This shape can be contrasted with a Gaussian distribution, which has a smaller peak and tails that taper quite rapidly (see Figure 1) . A standard sparse distribution is the Laplacian distribution,
which has led to the sparseness assumption being sometimes referred to as a Laplacian prior. The sparseness of a distribution can be measured by a variety of methods, such as those based on hyperbolic tangent functions [2] and the Gini index [3, 4] . However, the most commonly used measure for unimodal symmetric sparse distributions is kurtosis, which is the degree of peakedness of a distribution:
where μ is the mean and σ is the standard deviation. A random variable, c, drawn from a super-Gaussian distribution such as the Laplacian has a kurt(c) > 0.
In most situations, a signal of interest will exhibit an inherent structure that defines the underlying components that compose the signal. Without structure a signal is random and of little interest. Typically, structure is not immediately evident from the data and is discovered by identifying an appropriate generative model that describes the structure, then fitting this model to the data by way of a learning algorithm. In the case of BSS, the problem has a dual geometric interpretation, where separation of sources in an audio mixture is equivalent to the separation of linear subspaces in a mixture of oriented lines. Taking a simple example where there are three sources and two mixtures, the generative model takes the form 
therefore the points on the scatter plot of x 1 (t) versus x 2 (t) would lie on the line through the origin whose direction is given by the vector [a 11 a 21 ] T . When the sources are sparse, the probability of multiple sources being nonzero simultaneously is low, which indicates that this scenario occurs frequently. Consequently, a scatter plot of coefficients reveals a mixture of lines, with the lines broadened due to noise and occasional simultaneous activity. These line orientations correspond to the columns of A. Therefore, the essence of the sparse approach is the identification of line orientation vectors from the observed data [5] . In contrast, traditional nonsparse approaches [6] [7] [8] [9] exploit the statistics of the sources as opposed to the structure of the mixtures. Moreover, sparseness may be used to perform source separation in the case when there are more sources than mixtures [10] , that is, the under-determined case. For speech, a sparse representation can often be achieved by a transformation into a suitable domain such as the short-time Fourier transform (STFT) domain (see Figure 2) . However, even though X and S are complex in the STFT domain, the elements of A and W remain real valued, as the form of each depends on the mixing assumption, which remains instantaneous mixing.
We propose the line orientation separation technique (LOST), which separates an arbitrary number of sources from an arbitrary number of mixtures by identifying lines in a scatter plot, consequently factorising a mixture of multivariate Laplacian densities. The orientation of each line is estimated using a procedure that is similar in spirit to Expectation-Maximisation (EM), and for the underdetermined case sources are estimated using L 1 -norm minimisation. We presented an early incarnation of our algorithm in [11] . Here, we present a number of extensions including automatic detection of the number of sources in the mixtures, and improved line estimation through scaling of transform coefficients. Furthermore, we present a more detailed investigation of the algorithm's separation performance, and provide a freely available C code implementation of the algorithm. This paper is organised as follows. In Section 2, we discuss the identification of overlapping linear subspaces in a scatter plot and present the LOST algorithm. Additionally, we implement a simple scheme whereby the LOST algorithm can automatically detect the number of sources in the mixtures. In Section 3, we investigate the general separation performance of the algorithm, and provide an empirical assessment of the algorithms robustness to noise. Furthermore, we investigate the performance of the algorithm when automatically detecting the number of sources, and compare the performance of the LOST algorithm to that of the geoICA [12] algorithm. We complete the paper with a discussion in Section 4, and conclusion in Section 5. Details of the sources used in our experiments are presented in the appendix.
ORIENTED LINES SEPARATION
It can be seen from the scatter plot of Figure 2 that the columns of A, which represent the sources, manifest linear subspaces that cross the origin in a sparse domain. Furthermore, it is evident that the points in each linear subspace are drawn from a distribution that is concentrated around the line. Such a distribution resembles a multivariate Laplacian density that is centred along the line. Since there are N sources, s i , . . . , s N , each characterised by a different Laplacian density, the observations x(t) are generated by a linear combination of these Laplacian densities; such a model is commonly known as a Mixture of Laplacians (MoL) or a Laplacian mixture model (LMM). By fitting an LMM to the observed density P(x), the linear subspaces are identified by the Laplacian density centres.
Mixture of multivariate Laplacians
We propose the following mixture of multivariate Laplacians as a generative model for BSS. The Laplacian density may be expressed by
where v represents the centre of the Laplacian and β controls the boundary of the density. For our purposes, we use multivariate densities, where the centre of the Laplacian, v, (which is normalised v = 1) and the observation x(t) are vectors that represent lines that cross the origin. We require a metric that measures the distance between such lines; an appropriate measure is achieved by calculating the difference between x(t) and the projection of x(t) onto v:
where · denotes the dot product of the Euclidean space. When the Laplacian centre and observation are coincident, q it is at its minimum. We characterised each linear subspace by the following distribution [11] :
and define a mixture of multivariate Laplacians as
where speech is assumed to be identically and independently distributed, and β is assumed to be the same for each distribution.
Line orientation estimation
Here, we describe the procedure used to estimate the parameters of the specified mixture of multivariate Laplacians [11] .
Since there are N lines, each with a different orientation vector v i , the observations are segregated into sets associated with each line. Segregation is achieved by estimating the probability of an observation belonging to a line:
where q it indicates the membership of the observation x(t) to the line v i . Calculating the probability of x(t)
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for all v i represents a partial or soft assignment of the observation to each line. The data set associated with each line can be calculated using the observations, X, and their soft assignments q it , for all i, t. Alternatively, a hard assignment may be used, which corresponds to winner-takesall assignment, where each observation is assigned to just one line [13] . Furthermore, the algorithm obtained from a hard assignment is a k-means clustering algorithm. Typically, k-means performs vector quantisation, while EM performs density estimation-which fits better with our mixture of multivariate Laplacians model. However, both approaches give similar clusters. Although, in general, k-means will consistently find densities with less overlap than EM [14] and makes a strict sparseness assumption where only one source is expected to be active at any time.
For density mixture models, it is common that each density has a separate β specific to that density. Although, for our algorithm, which utilises a multivariate density model, where Laplacian densities are centred along lines that cross the origin, individual β parameters are not possible as they may grow at different rates, over-weighting points close to the origin, that do not belong to the line, potentially squeezing out lines. However, this is not a problem, as it is reasonable to assume that speech is identically and independently distributed, which makes β the same for each distribution.
The orientation of a linear subspace can be thought of as the direction of its greatest variance. One method that can be used to determine the variance of a data set, and its direction, is principal component analysis (PCA) [15] . PCA is a dimensionality reduction technique that represents a data set by the variance of the data in orthogonal directions. The principal component with the largest variance, λ max , which corresponds to the principal eigenvector, u max , of the covariance matrix for the weighted observations
identifies the centre of the line [11] 
where the columns of the matrix U i contain the eigenvectors of Σ i , and the diagonal matrix Λ i contains its associated eigenvalues λ i , . . . , λ M . However, contrary to our mixture model (10) , PCA employs a Gaussian noise model and therefore does not provide a true maximum likelihood estimate of the line, under the Laplacian assumption. Although, PCA may be considered to be the best unbiased linear estimator (BLUE), where the principal eigenvector approaches the maximum likelihood estimate of the line, under the Laplacian assumption, as the number of samples approaches infinity. A similar approach to cluster centre reestimation using singular-value decomposition is presented in [16] , while an alternative approach that fits a straight line to the data points in a linear subspace is presented in [17] .
The density boundary parameter β controls the spread of the densities centred on each line. It is obvious from Figure 2 that such a spread may be represented by the variance of the linear subspace that is orthogonal to the line, that is, the second largest eigenvalue of Λ i . We estimate the value of β using a scheme that creates a set of second largest eigenvalues for all Σ i , and update β to the reciprocal of the largest value in this set, β ← 1/max(λ 1 , . . . , λ N ).
The procedure of soft assignment and line centre repositioning using PCA is repeated until v i converge, at which point A is constructed by adjoining the estimated line orientations to form the columns of the matrix
Such a procedure resembles an Expectation-Maximisation (EM) algorithm [18] -or more correctly a pseudo-EM algorithm-which finds maximum likelihood estimates of parameters in probabilistic models, where the model depends on unobserved latent variables. The EM algorithm alternates between an expectation (E-)step, which calculates an expectation of the latent variables, and a maximisation (M-)step, which calculates the maximum likelihood estimates of the parameters by maximising the expected likelihood found on the E-step. The parameters found on the M-step are then used to begin another E-step, and the process is repeated. In our case, the E-step calculates posterior probabilities assigning observations to lines and the M-step repositions the lines to match the points assigned to them. This pseudo-EM procedure comprises the line estimation stage of the LOST algorithm, and is illustrated in Figure 3 .
Alternatively, the line estimation stage of the LOST algorithm can be thought of as a piecewise linear operation, where observations are soft assigned to lines, and PCA is performed for the data partially assigned to each line.
Sparse transformation
In order for the linear subspaces in the scatter plot to be well defined, an appropriate sparse transformation is required. For the LOST algorithm, we exploit the sparseness of speech in the short-time Fourier transform domain, which results in well-defined lines (see Figure 4 ). However, it is evident that some observations are perturbed by noise, broadening the lines. It is necessary that the lines are as well defined as possible, as the line estimation stage of the LOST algorithm is dependent on the quality of the sparse representation.
The broadening of the lines may be reduced by controlling the effects of the perturbing noise, which may be achieved by segregating the STFT coefficients into different classes based on some notion of noise level. Here, we propose such an approach, where we examine the levels of noise present in each frequency bin over all STFT frames. Since speech is sparse in the STFT domain, we can assume that frequency bins that have a distribution of coefficients that reflect a Gaussian are mostly noise, while frequency bins that exhibit a Laplacian distribution contribute mostly to the definition of the lines; the distinguishing feature between the two distributions is their peakedness. We measure the peakedness of the distribution of coefficients for each bin using kurtosis, kurt( bin is subsequently scaled by its kurtosis, kurt(c k ). Weighting the frequency bins that have a Laplacian distribution of values greater than those that have a Gaussian pushes those observations away from the origin while pulling the noisy observations toward the origin, resulting in better defined lines and improved line estimates.
The effect of kurtosis scaling the STFT coefficients is illustrated in Figure 4 . It can be seen that the kurtosis weighted STFT domain produces the best defined lines, which is especially evident for the two mixtures of two sources scatter plot. The effectiveness of kurtosis scaling is discussed in Section 3.3.
Automatic detection of the number of sources
For most BSS algorithms, the number of sources, N, present in the mixtures is a parameter that must be manually specified by the user. One of the advantages of the LOST algorithm is that the number of sources can be detected from the mixtures automatically. The principal eigenvalues corresponding to the columns of A indicate the variance of each discovered line. If N is specified to a value greater than the number of actual sources, then a line (or a number of lines) may be represented by many vectors. Consequently, the energy associated with the variance of the line is split among the vectors, resulting in the vectors having small principal eigenvalues.
We employ a heuristic that exploits the indicative properties of the principal eigenvalues to identify the number of sources. An upper limit on the number of sources, N max , is specified in advance and a corresponding number of line orientation vectors are initialised. As the algorithm iterates, extraneous line orientation vectors are pruned as their principal eigenvalues fall beneath a predefined threshold, τ. In this way, the algorithm detects the number of sources in the mixtures. The accuracy of this scheme is discussed in Section 3.4.
Source unmixing
The dimensionality of the estimated mixing matrix, A, determines the procedure used to estimate the sources, s. Therefore, so as to be applicable to separation problems that exhibit an arbitrary number of sources and mixtures, the LOST algorithm employs three different source-unmixing methods. For the even-determined case, where M = N, A is square and the data points can be assigned to line orientations using s(t) = Wx(t). When there are more observations than sources, that is, the over-determined case (M > N), data points can be assigned to sources by finding the least squares solution. When M < N, the under-determined case, the inverse of A is ill-posed since A s(t) = x(t) has more unknowns in s than knowns in x, therefore S needs to be estimated by some other means. One technique is so-called hard assignment of coefficients [19] [20] [21] [22] [23] . Another is partial assignment, where each coefficient is decomposed into more than one source. For sparse sources, this is generally done by minimisation of the L 1 -norm, which can be seen as a maximum likelihood reconstruction under the assumption that the coefficients are drawn from a Laplacian distribution-this being the method used by the LOST algorithm. For complex data L 1 -norm minimisation can be solved using second-order conic programming (SOCP). Alternatively, L 1 -norm minimisation can be implemented by a linear programming where the real and imaginary parts are treated separately, thus doubling the number of coefficients. Furthermore, it has been shown that this approach gives solutions that are comparable to, or even better than SOCP, with the added advantage of lower computational cost for low-dimensional problems [24] . Minimisation of the L 1 -norm may also be used for the over-determined case, although the resultant separation performance is essentially the same as for least squares.
The LOST algorithm summary
The following is a summary of the LOST algorithm, describing both line orientation estimation and source unmixing.
Line estimation
(1) Create a scatter plot of X in a sparse domain, transform the observations, x 1 , . . . , x M , using an STFT, and perform kurtosis scaling of the coefficients; the transformed observations are subsequently plotted against each other.
(2) Randomly initialise the N line orientation vectors v i , where v i = 1 throughout, and initialise β to a sufficiently large value. For the automatic detection of sources, initialise N = N max line orientation vectors.
(3) Partially assign each observation, x(t), to each line orientation vector, v i , using a soft data assignment:
where β controls the boundary between the regions attributed to each line, and q it are the computed weightings of the observation at time t for each line i. (4) Calculate the covariance matrix of the weighted observations assigned to each line. The covariance matrix expression and assignment weightings are combined as follows:
where μ is a vector of the mean values of the rows of X, which is typically zero for speech, and Σ i is the covariance of weighted observations associated with line i. (5) Update the line orientation estimates to the principal eigenvector of each covariance matrix. The eigenvector decomposition of Σ i is
where the columns of the matrix U i contain the eigenvectors of Σ i , and the diagonal matrix Λ i contains its associated eigenvalues λ 1 , . . . , λ M . The new line orientation vector estimate is the principal eigenvector of Σ i :
where u max is the principal eigenvector, that is, the eigenvector with the largest eigenvalue, λ max . For automatic detection of sources, compare all λ max to the predefined threshold τ, and remove at most one orientation vector which is beneath this threshold. (6) Update β using the variances that are orthogonal to the direction of the lines, select the second largest eigenvalue from each diagonal matrix Λ i , and update to the reciprocal of the largest eigenvalue from this set:
where λ i is the second largest eigenvalue of Σ i . Return to step 3 and repeat until v i converge. (7) After convergence, adjoin the line orientations estimates to form A:
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Contrasting approaches for mixing matrix estimation include: kernel methods [25] , clustering using topographic maps [26] , feature extraction using the Hough transformation [23] , joint unitary diagonalisation [7] , entropy maximisation [6] , and independence maximisation [27] . All of which are discussed in [28] .
Source unmixing
(1) Perform LOST line estimation procedure to calculate A.
(2) (a) Even-determined case, source estimates are calculated using linear transformation:
where
(b) Over-determined case, source estimates are calculated by finding the least squares solution: 
EXPERIMENTS
To demonstrate the performance of the LOST algorithm, we investigate its separation performance when applied to speech mixtures: We use speech sources that are extracted from a commercial audio CD of poems read by their authors [30] ; each source is a ten second segment of a poem, which has been down-sampled to 8 kHz; details of the extraction procedure and the poems used are presented in the appendix. Throughout this section we use the notation MmNs to denote the mixtures, where M and N indicate the number of mixtures and sources respectively, for example, 4m6s
indicates an instantaneous mixture that has 4 observations of 6 sources. For all experiments, we evaluate the separation performance of the LOST algorithm when applied to the following mixture set: 2m2s, 2m3s, 3m2s, 3m3s, 3m4s, 4m3s, 4m4s, 4m5s, and 4m6s; which includes even-determined, over-determined and under-determined mixtures.
Performance measurement
For the purposes of ease of comparison with existing separation methods, we evaluate the separation performance of the LOST algorithm using the measures provided by the BSS EVAL toolbox [31] . The performance measures are based on the principle that a given source estimate, s, is composed of the original source and different classes of additive noise:
where i (t) is noise due to interference from other sources, n (t) is perturbating noise (such as Gaussian noise) and a (t) is the noise due to artifacts (such as musical noise). The noise introduced by each class is estimated by the toolbox and used in the following global performance measures:
(1) Source-to-Artifact Ratio (SAR): Measures the level of artifacts in the source estimate,
(2) Source-to-Interferences Ratio (SIR): Measures the level of interference from the other sources in the source estimate,
(3) Source-to-Distortion Ratio (SDR): Provides an overall separation performance criterion,
All performance measures are expressed in dB, where higher performance values indicate better quality estimates. The order of the elements within the rows of the estimated A cannot be determined correctly, which may result in incorrect labelling of the returned source estimates, that is, permutation ambiguity associated with BSS. Therefore, prior to performance evaluation, we relabel the estimates by calculating the signal-to-noise ratio (SNR) of each source estimate with all the original sources, and assign each estimate the label of source that achieves the largest SNR.
Transform sparseness
We achieve a sparse representation of the mixtures by exploiting the sparseness of speech in the Short-Time Fourier
Transform domain. In order to find the optimal transform parameters for the data, we perform separation over a wide parameter space and evaluate the estimates. Specifically, we perform an STFT on each mixture where each frame is windowed using a Hamming function over a range of FFT sizes, {128, 256, 512, 1024, 2048, 4096}, and FFT frame advances, {1/16, 1/8, 1/4, 1/2, 1} (expressed in fractions of FFT size). We perform this procedure for each of the previously specified mixtures and repeat for 40 Monte Carlo runs, resulting in a total of 10800 (6 × 5 × 9 × 40) LOST algorithm experiments-automatic source detection is not used. Furthermore, the sources used in each mixture are randomly selected from our set of source signals (see the appendix), and are mixed using a randomly generated mixing matrix. The procedure for each experiment is as follows:
(1) N source signals are randomly selected from the set of sources presented in the appendix, and are mixed using a randomly generated A, which has normalised columns, resulting in a matrix of observations, X = AS.
(2) The LOST algorithm (Section 2.6) is applied to X, and the source estimates, S, are constructed.
(3) The estimates and the original sources are used to evaluate the SIR, SAR, and SDR performance of the LOST algorithm.
Results
The results from all experiments are collated and separation performance is calculated as follows: The performance values of the source estimates for each experiment are averaged, which are themselves averaged over 40 Monte Carlo runs. The worst, median and best performances results, and the transform parameters that achieved these results are tabulated in Table 1 ; average values for β and iterations are also tabulated. As indicated in Figure 2 the sparseness of the coefficients in the transform domain will have an important effect on how well defined the line orientations will be, which ultimately controls the separation performance of the LOST algorithm. The results show that a frame size of 4096 produces the worst separation performance for all three measures, which indicates that speech sampled at 8 kHz is not sufficiently sparse in this domain. Median performance is achieved for a frame size of 128 or 256, while the best performance is achieved for 512 and 1024. It is evident that the average β values obtained for the best performance values are smaller than all others, indicating that the line orientations are well defined when using the associated STFT parameters. Furthermore, the best performance experiments typically converge the fastest. Therefore, the sparseness of the transform domain effects not only the separation performance but convergence speed also. To analyse the performance of the LOST algorithm for STFT parameters that achieve good separation, we select a subset of the experiments that have a frame size of 512 or 1024 (which results in a total of 400 experiments for each mixture) and represent the results using box plots: Each box presents information about the median and the statistical dispersion of the results. The top and bottom of each box represents the upper and lower quartiles, while the length between them is the interquartile range; the whiskers represent the extent of the rest of the data, and outliers are represented by +. Box plots for SDR, SIR, and SAR are presented in Figure 5 , Figure 6 , and Figure 7 respectively. The performance values for SDR indicate that overdetermined mixtures produce the best results, while underdetermined mixtures produce the worst, which is to be expected for under-determined mixtures, as there are more unknowns in s than knowns in x. The general trend in SDR performance is that as M and N increase together, separation performance decreases, which decreases further as N increases greater than M: Comparing 2m2s and 4m4s for example, both are even-determined mixtures, however the median SDR achieved for 4m4s is lower than 2m2s, indicating that an increase in M and N together degrades performance. Furthermore, as indicated by the median SDR for 4m4s, 4m5s & 4m6s, when M is fixed and N increases greater than M, SDR performance degrades further. However, when N is fixed and M increases, as is the case for 2m3s, 3m3s & 4m3s, SDR performance increases.
For SAR performance, the large distances between the median values for the even-determined and underdetermined performance results illustrate the high level of artifacts present in the under-determined mixture source estimates. Listening to these estimates reveals the presence of portions of the other sources in the estimates. Such artifacts are not audible for the even-determined or overdetermined source estimates, and are produced by L 1 -norm minimisation when more than M sources are active at the same time. This contrasts with SIR, where the difference between even-determined and under-determined performance is not so great.
It is worth noting that over all performance measures, increasing the number of observations for an evendetermined mixture, does not greatly improve separation performance. For example, we can see from inspection of the results for the mixtures 3m3s & 4m3s that the additional observation provides a small increase in performance, the same is also true for 2m2s & 3m2s. Such an incremental improvement may defy preconceptions, but is typical of BSS algorithms. A plot of the estimates for 4m6s produced by the LOST algorithm is presented in Figure 8 . It is evident that there are many low-performance outliers in the box plots, this is due to the random mixing matrices used to generate our mixtures. Such randomly generated mixtures may produce scatter plots that contain lines that are too close for the LOST algorithm to separate effectively, that is, A is an ill-conditioned matrix. The presence of outliers may be ameliorated by discarding random matrices that have a poor condition number. However, in the interests of rigorously testing the algorithm, the authors have chosen not to implement such a scheme for these experiments.
Overall, the LOST algorithm provides very good results for the blind source separation of even-determined and over-determined mixtures, and successfully achieves separation of under-determined mixtures with good separation performance.
Robustness to noise
We perform an empirical investigation on the separation performance of the LOST algorithm when Gaussian noise is added to S. The noise added to each source is measured using the signal-to-noise ratio and is expressed in dB. We perform experiments where Gaussian noise of the following intensities is added to the each source: 20 dB, 15 dB, 10 dB, 5 dB, and 2 dB. As a means of comparison, we also perform an experiment where no noise (∞ dB) is added to the sources. We run the LOST algorithm without automatic source detection using an FFT frame size of 512 and frame advance of 128. In contrast to the experimental procedure presented in Section 3.2, each mixture is generated using a fixed mixing matrix and fixed set of sources, which is necessary as we are only interested in robustness to noise and not general separation performance. Additionally, we evaluate the performance of the LOST algorithm with and without kurtosis scaling of the STFT coefficients.
Results
The results from all experiments are collated and averaged as before, and separation performance for each experiment is presented in Table 2 . It is evident that the SIR performance results degrade for all mixtures as the level of noise increases, this reflects the perturbation of the line orientations by the random noise, which influences the level of interference from other sources that will be present in the source estimates. The SAR performance remains relatively constant for the even-determined and over-determined mixtures over all noise levels, while the results for the under-determined results gradually degrade as noise increases. This degradation in performance demonstrates that L 1 -norm minimisation is generally unstable for perturbation of A. Furthermore, the results show that SAR is largely unaffected by the kurtosis scaling of the transform coefficients, which demonstrates that kurtosis scaling has no effect on the presence of artifacts. Table 3 : Typical run times for the LOST algorithm on 10 second mixtures, using a frame size of 512 and frame advance of 128.
Mixture
Time
Overall performance, as indicated by SDR, demonstrates that the LOST algorithm achieves good separation results over all noise levels. Furthermore, kurtosis scaling improves separation performance for all mixtures at all noise levels, however it is particularly effective for evendetermined and over-determined mixtures. The tabulated results demonstrate that the LOST algorithm is an effective algorithm for blind source separation of over-determined, even-determined and under-determined mixtures, even in the presence of noise. To illustrate the convergence of the LOST algorithm, convergence curves for both β and the norm of A are presented for each mixture in Figure 9 ; the curves correspond to the experiments presented in Table 2 where kurtosis scaling is performed and no noise is added. It is evident that both β and A converge to stable results after a small number of iterations, demonstrating the fast convergence properties of the LOST algorithm.
We implemented the LOST algorithm in C code, where version 1.00 was used in our experiments. Furthermore, all the experiments presented were run on a 3.06 GHz Intel Pentium-4 based computer with 768 MB of RAM running the Debian GNU/Linux operating system; typical run times for a frame size of 512 and frame advance of 128 are presented in Table 3 .
Accuracy of automatic source detection scheme
Here, we investigate the accuracy of the automatic source detection scheme employed by the by the LOST algorithm. In our experiments we specify τ = 1.5 and generate each mixture using a fixed mixing matrix and fixed set of sources, as in Section 3.3. Furthermore, we run the LOST algorithm using an FFT frame size of 512 and frame advance of 128. We repeat each experiment for 100 Monte Carlo runs and present the results in Table 4 .
Results
The results from the experiments show that the scheme achieves 100% accuracy for our even-determined and overdetermined mixtures over 100 Monte Carlo runs. For the under-determined case, mixtures 3m4s and 4m5s provide almost perfect accuracy; however, as the number of sources increases greater than the number of mixtures, accuracy deteriorates, as is the case for mixture 4m6s with 77% accuracy. Although, the accuracy of the results may be improved by adjusting τ. The average principal eigenvalues over all runs reveal that there is a variance of results for the mixtures where 100% accuracy was not achieved. This variance is caused when the energy in the principal eigenvalues is split among extraneous line orientation vectors when over-estimation of the number of sources occurs. Furthermore, we have observed that the detection scheme only ever over estimates the number of sources in the mixtures.
LOST versus geoICA
One of the main advantages of the LOST algorithm is that it provides a solution for the under-determined case where M ≥ 2. In order to demonstrate the usefulness of the LOST algorithm when applied to under-determined mixtures, we compare its performance to the geoICA algorithm [12] , which also provides a solution for the under-determined case where M ≥ 2(Matlab implementations for geoICA and GCE are available at http://www.biologie.uni-regensburg.de/Biophysik/Theis/ research/geoICA.zip). We test both algorithms using the previously specified mixtures; where A is randomly generated and the sources are randomly selected as in Section 3.2. Furthermore, each experiment is repeated for 40 Monte Carlo runs. For the LOST algorithm a FFT size of 512 and frame advance of 128 is used, geoICA does not specify a STFT. However, in order to place both algorithms on an even footing in terms of mixture sparseness, we perform geoICA using speech that is STFT transformed using the same parameters as those specified for the LOST algorithm. Furthermore, we use geoICA with its default number of iterations, which is 10 times the number of samples.
The geoICA algorithm specifies no method to separate the sources once A is found (such as L 1 -norm minimisation), therefore we measure the performance of the algorithms using the Generalised Crosstalk Error (GCE) [12] between A and A: For SAR, it is evident that there are large differences between the performances achieved for even-determined and under-determined mixtures, which is a consequence of the artifacts produced by L 1 -norm minimisation. where the minimum is taken over the group Π of all invertible matrices having only one non-zero entry per column. When A and A are equivalent, GCE vanishes, which indicates that GCE decreases as performance increases. The results for each experiment are collated, and the average GCE performances, along with their standard deviations, are presented in Table 5 . It is evident from the results that the LOST algorithm achieves superior performance over geoICA when applied to the separation of speech mixtures. While geoICA performs well for 2m2s, 2m3s, and 3m2s; it performs badly for all other mixtures, even when the observations are transformed to the STFT domain. The general trend of the results show that geoICA does not perform well when M > 2, and while the LOST algorithm does exhibit decreased performance, the scale of degradation is not as great as that exhibited by geoICA. One reason for this may be that geoICA maps the observations to the unit half-sphere, which may cause edge effects when the sources lie near or on the equator, as the mapping may fail to consolidate the line's two halves giving the illusion of two lines, for example, if we take a scatter plot of two mixtures that exhibits two orthogonal lines that are exactly vertical and horizontal, a mapping to the unit half-sphere will result in one cluster for the vertical line and two for the horizontal line, due to perturbations around the line. Another reason may be the fact that geoICA is a simple clustering approach that does not specify any particular prior, unlike the LOST algorithm, which assumes a Laplacian prior.
DISCUSSION
One of the main benefits of our approach is that a solution for the under-determined case can be found. In contrast to other similar sparse methods [32] , the LOST algorithm is not constrained to just two mixtures. Furthermore, by comparison with the geoICA algorithm, we have demonstrated that the LOST algorithm produces good results when M > 2. Recently, modifications have been proposed that extend the DUET [33] blind source separation algorithm to the case where M ≥ 2 [34] . Although, unlike the LOST algorithm, user intervention is required to identify sources. However, further extensions that employ k-means clustering for source identification have been proposed [35] .
The performance of the LOST algorithm is heavily influenced by how well defined the linear subspaces are in the transform domain. Therefore, the sparse domain transformation is an integral component of the algorithm, and appropriate selection of such is required to provide useful results. We use the STFT transform, which achieves good separation performance for speech mixtures when an FFT frame size of 512 or 1024 is used. Alternative transformations such as Gabor or wavelet could also be used.
The algorithm we present is a batch operation algorithm, which operates on the entire set of observations. Conversely, an online approach that operates on an observation-byobservation basis is also possible. We have previously presented such an algorithm [13] , where the PCA computations of the batch algorithm are replaced by the stochastic gradient algorithm, which converges to the direction of the largest variance of its input data. Moreover, the source unmixing stage is also computed in an online manner.
The scheme we use for line estimation involves updating the current line estimates to the principal eigenvector of the covariance matrix associated with each line. While this is a perfectly acceptable assumption for small values of M. For very large hyper spaces, where M is large, such a scheme may not produce an optimal estimate of the direction of linear subspace. The same is also true for the β update. Therefore, to more accurately estimate the direction and width of a linear subspace in a high dimensional space, a more sophisticated scheme using the provided eigenvalues may be required.
The scheme we implement to automatically detect the number of sources present in the mixtures requires a threshold value, τ, for our data τ = 1.5 works well. However, when the LOST algorithm is applied to other data sets our choice for τ may not be optimal. In this event, a good guess for τ can be gleaned from the principal eigenvalues, which are presented in a data file when our C code implementation of the LOST algorithm is run. The LOST algorithm is specific to the instantaneous mixing case. However, it has been demonstrated that scatter plot representations can also be used in the anechoic case, where source arrival delays between sensors are also considered (See [28] for a discussion of the anechoic & echoic generative model). A method for anechoic unmixing where the amplitude and delay parameters of the mixing process are segregated into two matrices is presented in [36] . The amplitude parameters are discovered using a line estimation procedure (kernel density estimation [25] ) similar to the LOST algorithm, where a scatter plot is formed from the magnitudes of the complex-valued observations. The estimated delay matrix is formed by taking the real and imaginary coefficients assigned to each source in the previous operation, and iteratively rectifying the delay parameter until the kernel function of the data is maximised. The procedure is repeated for the N sources and the resultant delay parameters form the estimated delay matrix. Following such an approach, it may be possible to extend the LOST algorithm to the anechoic case.
Unlike other BSS algorithms [12, 32] , the source identification procedure of the LOST algorithm is not prone to edge effects (as previously discussed in Section 3.5), which enables the LOST algorithm to separate arbitrarily positioned sources.
Throughout our experiments, we have observed on occasion that the random initialisation of A affects the performance of the line estimation procedure. Sensitivity to initial conditions is common among clustering algorithms, and in the case of the LOST algorithm, from our experience such a scenario is indicated when β < 1. In this event, we suggest that A is reinitialised and that the experiment is repeated. Finally, occasionally we observe that the scheme we use for the adaption of β causes the parameter to grow without bounds. This typically happens when the transform parameters selected produce scatter plots that are not well defined. When this behaviour is observed, we recommend that β is fixed to some suitably large value. Alternatively, we have observed that increasing the dynamic range of the mixtures works on occasion.
CONCLUSION
In this paper, we presented an algorithm that identifies linear subspaces that cross the origin, we have illustrated how such a problem arises in the context of blind source separation of instantaneous mixtures, where mixture matrix columns correspond to linear subspaces in a scatter plot. This method, combined with a transformation into a sparse domain and an L 1 -norm optimisation, constitutes the LOST algorithm, which provides a solution for the blind source separation of instantaneous mixtures with an arbitrary number of mixtures and sources. Moreover, we implement a simple scheme that automatically detects the number of sources present in the mixtures, where extraneous line vectors are pruned when the energy of its principal eigenvalue is beneath a predefined threshold. We performed an extensive investigation on the general separation performance of the LOST algorithm using randomly generated mixtures, which yielded good results, and demonstrated the algorithm's robustness in the presence of noise. Furthermore, we demonstrated that the LOST algorithm performs well when compared to the geoICA algorithm.
LOST algorithm software
Our C code implementation of the LOST algorithm is released under the GNU General Public License and is freely available for downloaded from the first author's webpage: http://ee.ucd.ie/∼pogrady/.
APPENDIX SOURCES SIGNALS
The source signals are taken from a commercial audio CD of poems read by their authors [30] . The data is recorded as raw 44.1 kHz 16-bit stereo waveforms. Prior to further processing, ten-second clips are extracted, the two signal channels are averaged, and the data is down-sampled to 8 kHz. The scale of the audio data is arbitrary, leading to the arbitrary units on the auditory waveforms presented throughout the paper. The sources are extracted from the following poems: 
