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Abstract
The statistical analysis of shape is an area with wide applications. The
field of facial shape analysis is particularly interesting because the human
face has such a complex shape. This thesis investigates the change in the
facial shape of a cohort of children, whose faces were photographed 6 times
between the ages of 3 months and 12 years providing a normative control
group for potential future comparisons.
Chapter 1 provides an introduction to the data, detailing the background
and motivation for the longitudinal study. The aims of this thesis are outlines.
Chapter 2 describes the study design and data in detail. The process
of data collection, both in the original study and the 12-year follow-up, is
explained and the resulting data is explained. Issues that arose with data
collection and the resulting data are introduced and discussed.
In Chapter 3 the theory of various statistical shape analysis methods is
described in detail, including Procrustes Analysis and Principal Component
Analysis.
Chapter 4 develops and discusses methods of automatic curve identifi-
cation, as well as providing the theory of the shape index and methods of
fitting curves such as p-splines and principal curves.
Chapter 5 details the longitudinal analysis of the control data. Statistical
methods such as Procrustes Matching and Linear Mixed Effect models are
implemented to discover change in facial shape over time.
In Chapter 6 the findings of the thesis are discussed, as well as the lim-
itations of the data and the statistical methods used. Further work which
i
would be of interest in the future is proposed.
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Chapter 1
Introduction
1.1 Introduction
The human face contains a huge amount of information and can tell
you a lot about a person, for example it may indicate their gender, age
or even ethnic background. However, it can be difficult to identify what
about a person’s facial structure tells us this kind of information. Although
the human face is an instantly recognisable shape, it is also an extremely
complex one. Describing the surface of a three-dimensional shape is a difficult
task, but achieving an accurate description can assist work in many different
applications, such as in medical research and practise, physical anthropology
and the development of automatic facial recognition systems. In the medical
field, accurate information about facial shape is particularly advantageous
for facial surgeries.
The Face 3D Project is a research group involving several institutions
and is funded by the Wellcome Trust. The consortium consists of researchers
from the University of Glasgow (Statistics, Computer Science and Dental
Science), the Royal College of Surgeons in Ireland, Dublin City University,
the University of Limerick and the Institute of Technology in Tralee. The
Face 3D Project aims to develop new methods of extracting and analysing
facial shape information from three-dimensional images. These methods are
1
then applied to data in two application areas. The first is the characterisa-
tion of the biological process underlying schizophrenia. The second area of
research focus is the quantative assessment of the outcome of facial surgeries,
specifically surgery of the jaw - orthognathic surgery.
1.2 Motivation for the Study
In the field of statistical facial shape analysis, much research has focused
on two-dimensional data (Bock and Bowman (2006), Kent et al. (2001),
Morris et al. (2000) and Morris et al. (1999)). However, there has been con-
siderably less work carried out on three-dimensional facial shape analysis.
As discussed above, an understanding of facial shape and growth can aid in
the planning and evaluation of facial surgery for patients with craniofacial
anomalies. The extent of the facial deformity can be assessed if a baseline
is available for comparison. Therefore it is of interest to characterise nor-
mal facial features in three-dimensions, and to understand how facial shape
changes as a person grows from infant to adult.
One example of a craniofacial abnormality for which this kind of infor-
mation is vital is cleft lip and palate which, according to the NHS, affects
one in every seven hundred babies born in the UK (NHS, 2012). Cleft lip
and palate is characterised by a gap or split in either the upper lip or the
roof of the mouth (the palate), or sometimes both. The aim of cleft lip
and palate surgery in children is to improve the appearance and function
of the nose and mouth area and to achieve a facial shape that is similar to
that of normal subjects. In this case it is essential to establish a standard
model from normative control data that allows for comparison of facial shape
between normal children and children with cleft lip and palate. It is also im-
portant to understand how the facial shape changes over time in children
with cleft lip and palate pre- and post-surgery. Again, it is a requirement
to have a baseline for comparison of facial development. There have already
2
been some studies using normative data in Japanese children. Yamada et al.
(2001) analysed the facial forms of normal Japanese children aged between 4
months and 3.5 years. Kau et al. (2006) constructed a model of the average
facial shape of Japanese children with a mean age of 11.8 years. However,
there are no studies that have similarly described the facial shape and growth
of normal Caucasian children.
1.3 Collecting Facial Data from Infants
There are some problems that naturally arise when collecting data from
infants. A child’s age, the level of cooperation given by each child and the
length of the examination session can all affect the quality and accuracy of
the data. Movement is a key issue when collecting facial data as it is unlikely
that an infant will be able to hold one specific position for longer than a few
seconds. Previous methods of data collection have included direct anthro-
pometry, two-dimensional photographs, radiographs and facial impression
models, but none of these is able to adequately deal with the aforementioned
issues while simultaneously providing high quality data. Furthermore, some
of these techniques require the child to undergo general anaesthesia or expose
the child to radiation, both of which place the child at unnecessary risk. One
method which resolves all of these problems is to use three-dimensional scan-
ning equipment. This was the method employed by Yamada et al. (2001)
where a liquid-crystal range finder scanned the face for 1 second, produc-
ing three-dimensional coordinates and colour information. Similarly, a re-
cently developed computerized stereophotogrammetry camera system (the
Di3D system and software) allows the capture of monochrome and colour
images in just 50 milliseconds (Ayoub et al. (2002)). Firstly, the images are
captured exceptionally fast and hence the child is not required to be still in
one position for longer than a few seconds. Secondly, the system is flexible
as it allows multiple images to be captured in one session - this is especially
3
useful if the positioning or facial expression of the child is not correct in pre-
vious pictures. Finally, the method is non-invasive and poses no significant
risk to the child.
1.4 Areas for Investigation
This thesis focuses on three main areas of study. The first is the process
of data collection of three-dimensional facial images from a cohort of 12-year
old children. These subjects first participated in a longitudinal study of facial
shape in 2000, and the design of the original study will also be described. The
second area of focus is the exploration of methods of extracting information
from a three-dimensional facial image. Specifically, the aim is to produce
three-dimensional curves which accurately capture key features of the face.
The final section of this thesis uses one of the methods explored in order to
analyse the data collected in the longitudinal study. Linear mixed models
will be fitted in order to identify what contributes to the change in facial
shape over time and to explore whether there are differences between the
sexes.
1.5 Summary
The applications of statistical shape analysis are greatly varied, and one
such field is the study of facial shape. In order to improve facial surgery it
is necessary to accurately describe and analyse a facial surface. The Face
3D Project provides an opportunity to study the development of facial shape
over time in a cohort of children using innovative camera technology. This
thesis describes the study design and data available, explores methods of
obtaining three-dimensional curves and finally uses these methods in order
to investigate the data.
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Chapter 2
Study Design and Data
2.1 Design of the Longitudinal Study
In 2000, a longitudinal study of facial growth in healthy infants began at
the Glasgow Dental Hospital & School, using the innovative Di3D camera
system discussed in Section 1.3. The aim was to establish normal facial shape
for children at 3 months, 6 months, 1 year and 2 years of age for comparison
with a sample of children with unilateral cleft lips (UCL) or unilateral left lip
and palate (UCLP). Some results published from the initial data collection
at 3 months showed a significant difference in facial dimensions, but little
difference in facial shape between the sexes (White et al. (2003)). The study
organisers chose to follow-up this cohort of children at 5 years of age. In 2012
it was again decided to follow-up the control group, who were then 12 years
of age, in order to enlarge the longitudinal data set and eventually carry out
longitudinal analysis from 3-months to 12 years.
In the original data collection process, it was estimated that a control
group of 60 infants would be necessary in order to achieve three times the
number of controls as cleft cases. Additionally, a high dropout rate was
anticipated and so 100 infants in total were recruited to the control group.
The subject requirements were that the infants had to be Caucasian, de-
livered at full term with no perinatal complications, no craniofacial abnor-
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malities and with a birth weight above the third percentile and below the
97th percentile, compared to growth and development records of Gairdner
and Pearson (Gairdner and Pearson (1988a); Gairdner and Pearson (1988b)).
These requirements ensured that the study group was homogenous and able
to provide normative data.
Recruitment to the study was carried out by placing leaflets and posters in
local maternity wards, health centres, general medical practitioner surgeries,
the Glasgow Dental Hospital & School and the Royal Hospital for Sick Chil-
dren, Glasgow. Furthermore, parents were personally invited to participate
in the study by the study organisers at maternity wards and immunisation
clinics. Parents were asked to complete a consent form and a questionnaire
which gathered information on contact details, place of birth, infant’s birth
weight, date of birth and whether or not the infant was breast feeding. Family
social status was assessed using the Carstairs Index of Deprivation. Details
for a secondary contact, such as the grandparents or an aunt or uncle of
the child, were collected at the initial meeting and this proved very valuable
when following up subjects at later time points.
Of the 100 subjects who were initially recruited, 42 changed address at
least once during the study, with several families moving away from the Glas-
gow area or even abroad. The resulting data consists of three-dimensional
images of the infants at 3 months, 6 months, 1 year and 2 years of age. These
were captured using a three-dimensional computerised imaging system situ-
ated at the Glasgow Dental Hospital & School and at the Royal Hospital for
Sick Children. In 2005 the study team decided to follow-up the children, then
aged 5 years. At this time point 88 subjects were successfully followed-up.
2.2 Design of the 12-year Follow-up
It was decided in 2012 to follow-up as many subjects from the initial
study as possible. A database of contact details was compiled from the
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original forms filled in by parents at baseline, additional forms filled in by
parents at the 5-year visit and a small database of email addresses for some
of the parents. There were details on a total of 62 of the 88 subjects whose
images had been captured at the 5-year time point. However, due to missing
parents’ names, three subjects were excluded from the list. This left a group
of 59 potential subjects for follow-up at 12 years and it was considered that a
response rate of two thirds of this group, or approximately 40 of the subjects,
would be adequate for future longitudinal analysis.
Ethical approval was granted for the follow-up study by the Ethics Com-
mittee of the College of Science & Engineering in the University of Glasgow.
The key ethical issue of the follow-up study was that the children had to be
accompanied by a parent or guardian to the imaging session. This was made
clear in the initial invitation letter to parents or guardians. Additionally, the
details of the study were fully explained in the invitation letter along with
the intended use of the data that would be collected. Finally, a consent form
for each child was required to be filled out by a parent or guardian.
The first form of contact made with the parents was a letter to the last-
known postal address of the family containing detailed information on the
study (see Appendix A). If the child and parents were happy to continue
their participation in the study, parents were invited to directly contact the
study organisers or to fill out a form with details of their preferred method
of contact. Stamped addressed envelopes for the School of Mathematics
and Statistics were included in order to encourage the response rate should
parents choose the latter form of contact. This was recommended by the
previous study organiser from the initial recruitment process and did prove
to be a preferred form of contact for many parents. After a few weeks,
further invitations were sent by email to subjects for whom no response had
been received and for whom an email address was available. Unfortunately,
this method did not result in many responses as a large proportion of the
addresses were no longer valid and the emails were returned. In a further
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attempt to contact subjects, letters were sent to the person nominated as a
secondary contact at the initial baseline visit. This letter explained that we
were trying to contact the family regarding a study of facial shape that they
previously participated in and requested whether up-to-date contact details
could be provided, should the person be happy to do this. Again, the response
rate to these letters was very low, probably because the details were at least
7 years old and so many of the contacts may have moved address. Finally, a
second invitation letter was sent to the parents who had still not replied, to
prompt a response. A further issue in arranging follow-up sessions was that,
even once parents had initially responded and shown interest in participation,
it often took weeks, if not months, to fix a date and time. Initially, it was
thought that all the images could be captured over a small number of days,
but it became apparent that this was not practical given the time constraints
and other commitments of both the parents and children. Therefore sessions
were arranged as responses arrived and dates and times chosen according to
the convenience of the parents and child.
Table 2.1: Summary of the Follow-up Process at the 12-year Timepoint
Potential Subjects Requested Removal No Response No Session Successful
for Follow-up from Study Arranged Follow-up
59 1 15 4 39
Of the 59 potential subjects, one family requested to be removed from
the study, leaving 58 children to attempt to follow-up. A number of families
had moved again within the Glasgow area since the 5-year time point, and
a couple had moved away from Glasgow. Fifteen parents did not respond
to any attempts at contact and it eventually proved impossible to arrange a
visit for 4 of the children, despite their parents initially expressing interest in
participating in the study. This means that the final data set consists images
captured from 39 subjects. A database of the 39 final subjects was created
for future use, with the most up to date contact details that were given by
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Initial recruitment to control group in 2000 
(n=100) 
Follow-up at 5 years in 2005 
(n=88) 
Follow-up at 12 years in 2012 
(n=39) 
22 subjects lost to follow-up 
Further 49 subjects lost to follow-up 
Figure 2.1: Flow diagram of subjects through the study
Figure 2.2: Di3D camera system
the parents. A diagram of the flow of participants through the study is shown
in Figure 2.1.
2.3 Image Capturing
Images were captured in the Mathematics & Statistics building at the
University of Glasgow where the Di3D camera system is situated. The system
comprises four independent digital cameras attached around a static frame
which sits on a large tripod. A picture of the camera system is shown in
Figure 2.2. The four cameras capture images simultaneously and produce
four standard digital images.
An example of the resulting jpeg images from one of the 12-year old
9
control children can be seen in Figure 2.3. The Di3D software builds the
four images into a 3-dimensional image, as exemplified in Figure 2.3.
Figure 2.3: Digital stills produced using a Di3D camera system (left) and three-
dimensional image (right)
The positioning of the camera was kept the same, or as close as possible,
for every image captured. Before each session a set of images was taken of
an object of known dimensions - in this case a rectangular board mounted
on a small tripod. This allows the system to calibrate and this must be done
before each session. A chair with adjustable height was placed directly in
front of the camera.
At each session, a signed consent form was obtained from the parents or
guardian present, which can be seen in Appendix B. The child’s previous
images, from 3 months, 6 months, 1 year, 3 years and 5 years of age, were
displayed as interactive 3-dimensional images. The main reason for showing
the previous images was to confirm correct matching of ID numbers, though
the child was also encouraged to take advantage of the interactive nature of
the images. This proved highly interesting and fun for both the child and
the accompanying parents or guardian. If necessary, subjects were asked
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to tie back hair with a hair band or clips and to remove jewellery such as
earrings. The subject was seated in the chair in front of the camera and
time was taken to achieve the correct positioning. This requires that all four
cameras are centred on the middle of the subject’s face. The subject was
asked to tilt their child upwards slightly and look at the join between the
opposite wall and ceiling. They were also asked to keep their lips closed, but
relax their face completely as the clenching of the teeth or the holding of the
mouth in an unnatural position leads to an inaccurate measurement of the
true facial structure. In most cases, just one picture was required to obtain
a satisfactory image. However, if necessary it was possible to take multiple
pictures. At the end of the session, the possibility of future imaging sessions
was mentioned to the parents. All the parents and children expressed interest
in being contacted again in a few years, should the study organisers continue
the longitudinal analysis. In the weeks following each session a copy of the
image captured, along with copies of the five previous images, were sent to
the family in the form of a short video as a memento to keep. The protocol
document for the sessions can be found in the Appendix (C).
2.4 Data
In the original study, 100 infants were recruited at baseline and 88 children
were followed-up to the 5-year time point. As discussed previously, there are
39 images captured at 12 years. Due to some issues with the data that was
collected, 4 cases had to be excluded from analysis. The reasons for these
exclusions is discussed in detail in Section 2.5.
Each image consists of approximately 19,000 three-dimensional coordi-
nates which fully describe the surface of the face. Also available are group-
ings of three coordinates, or ’triples’, which allow the face to be represented
as a triangular mesh, where each triple gives the indices of the coordinates
of the vertices of a triangle within the mesh. Furthermore, the colour to be
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assigned to each point is available, which allows the face to be displayed in
full colour which is useful when landmarking.
Figure 2.4: Facial image represented by three-dimensional coordinates (left) and
a mesh of triples (right)
Figure 2.4 shows an example of a 3-dimensional image represented by
coordinates and by a mesh of the triples. Each image that is captured by the
camera system is loaded into a software tool called Landmark. This allows
the facial image to be visualised, rotated and zoomed in three dimensions.
Anatomical landmarks can be manually placed using this software. At the
12-year time point each image was allocated 30 anatomical landmarks, or 31
for the two cases in which the lips were slightly parted. Table 2.2 defines the
landmarks that were allocated and Figure 2.5 shows an example image with
the 30 anatomical landmarks superimposed.
2.5 Problems with the Data
One problem that arose with the 12-year old data was that, due to the
age group of the children, a number had fixed braces. Clearly these cannot
be removed for the image to be captured, but they have the potential to
affect the facial shape. This was therefore noted in the database detailing
information on the subjects. However, a further problem arose in two cases
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Table 2.2: Anatomical Landmarks used for 12-year Follow-up Images
ID Number Region of the Face Type Abbreviation Name
1 nose middle pm pronasale
2-3 nose left/right a alare
4-5 nose left/right ac alare crest
6 nose middle sn subnasale
7-8 nose left/right nt nostril top point, columella breakpoint
9 nose middle cc columella constructed point
10-11 nose left/right nb nostril base point
12 nose middle se sellion
13 nose middle n soft tissue nasion
14-15 eye left/right ex exocanthion
16-17 eye left/right en endocanthion
18-19 ear left/right t tragion
20 lips middle ls labiale superius
21-22 lips left/right cph crista philtri
23-24 lips left/right ch cheilion
25 lips middle sto stomion
26 lips middle li labiale inferius
27 chin middle sl sublabiale
28 chin middle pg soft tissue gnathion
29-30 ear left/right a otobasion inferius
as the children had their lips parted in the image. The decision was taken to
remove these cases from analysis, as the usual landmarks cannot be added
to the lips. For these cases to be included in future analysis, an alternative
method of landmarking would need to be employed. For example, two land-
marks could be positioned in place of the stomion, one in the centre at the
bottom of the upper lip and one in the centre at the top of the lower lip.
Then a double “dummy” landmark would need to be added in all other cases,
in order for the landmarking to be consistent and therefore comparisons to
be made between subjects in the analysis.
Another problem that occurred in the 12-year old data was that two of the
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Figure 2.5: Facial images with anatomical landmarks: front view (left) and side
view (right)
images had small areas of distortion. This can happen as the Di3D software
builds the four still images into a 3-dimensional image. As this occurs after
the imaging session, it is not possible to take an additional alternative image.
Unfortunately the areas of distortion occurred around the nose and mouth
in both of the images. This meant that neither image was appropriate for
analysis and also had to be excluded from the study.
One specific area of the face which can cause further problems is the ears.
This can be due to hair around the ears which distorts the image, reducing
the quality of the data and making it difficult to accurately place landmarks
on the ears. Hair bands were provided in an attempt to pull hair away from
the face and ears. However, in some cases it proved impossible to remove
all hair from the picture. Distortion of the ears can also occur due to the
positioning of the subject’s ears in relation to the cameras. If the line of sight
of the cameras is close to the angle of the face, the camera tends to capture
the ears less accurately than the rest of the face. Due to this, analysis of
the longitudinal data focused on the central features of the face, such as the
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eyes, nose and mouth.
2.6 Summary
The data for this study consist of multiple 3-dimensional images collected
from a cohort of 100 children who were recruited as infants in 2000. These
images were captured at 6 different time points - 3 and 6 months, and 1,
2, 5 and 12 years. Due to drop outs the final cohort size at 12 years was
39. Each image provides a full description of the facial surface and allows
for landmarks to be placed at key features of the face. Some problems that
occurred with the data collected included fixed braces to the teeth and small
distortions during the 3-dimensional image building process, resulting in a
small number of unusable images.
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Chapter 3
Statistical Shape Analysis
3.1 Measuring Shape
The aim of statistical shape analysis is to compare objects that have
different shapes. This is because we are interested in exploring patterns of
variability, or in finding the areas of greatest variability. In order to compare
objects we require a way of measuring shape, a measure of distance between
shapes and methods for statistical analysis.
Dryden and Mardia (1998), define shape as being “all the geometric in-
formation about an object which remains after location, scale and rotational
effects have been removed”. In other words, the shape is not affected by the
three Euclidean similarity transformations (translation, rotation and reflec-
tion). In order to accurately represent an object’s shape we allocate points,
or landmarks, to specific locations on each object which correspond between
and within populations. A landmark could represent a biologically mean-
ingful position such as the corner of an eye (an anatomical landmark) or be
assigned according to a mathematical requirement such as a point of high
curvature (a mathematical landmark). The set of landmarks on a particular
object is called a configuration and the k×m matrix of coordinates of the k
landmarks in m dimensions is the configuration matrix X. We also define the
pre-shape Z as being an object that has had information regarding location
16
and scale removed, i.e. rotational effects still apply. In the analysis of facial
shape we take the number of dimensions m to be 3. Finally, the shape space
is defined as the set of all possible shapes and is a non-linear space.
3.2 Measuring Distance
A commonly used measure of distance is Euclidean distance, which is sim-
ply the straight line distance between two points. However, the shape space
is characterised by a curved surface and hence is non-Euclidean. Therefore,
we require an alternative measure of distance: the Procrustes distance. If we
have two configuration matrices X1 and X2 with pre-shapes Z1 and Z2, then
the Procrustes distance is the closest great circle distance between Z1 and
Z2 in the pre-shape space, with the minimization carried out over rotations.
3.3 Measuring Size
The most commonly used estimator of size in geometrical shape analysis
is the centroid size, which gives the overall size of a shape in Procrustes
analysis. The centroid size is the square root of the sum of squared distances
of a set of landmarks from their centroid and is defined as follows:
S(X) =
√√√√ k∑
i=1
m∑
j=1
(Xij − X¯j)2
where Xij is the (i, j)th entry of the configuration matrix X and X¯j is the
arithmetic mean of the jth dimension.
3.4 Procrustes Analysis
Now that shape and distance have been defined, we are interested in com-
paring the shapes of two or more objects. The landmarks that are assigned
to each shape do not share the same origin and hence we cannot immediately
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compare them to each other. In order that any ‘real’ shape difference can
be identified (according to the definition of shape above), the configurations
in a set must first be standardised so that they are of equal size, matched
in rotation and centred at a common origin. The method of Procrustes
matching optimally translates, rotates and scales the shapes to obtain sim-
ilar placement. Ordinary Procrustes Analysis (OPA) is used to match two
configurations to each other. Given two configurations X1 and X2 we have:
min
β,(R)
|| X1 − βX2R ||2
where β is the scale parameter and R is the rotation matrix. Generalised
Procrustes Analysis (GPA) is used to compare three or more shapes to an
optimally determined mean shape. Given configurations X1 · · ·Xn we have:
min
βi,(Ri)
|| βiXiRi − X¯ ||2
where β1 · · · βn are the scale parameters, R1 · · ·Rn are the rotation matrices
and X¯ is the average of the set of configurations. GPA is an iterative process
over all configurations in the set and X¯ is given some constraint, such as
|| X¯ ||2= 1. There are a number of variations on Procrustes matching.
Full Procrustes matching involves matching configurations using all three
similarity transformations, whereas partial Procrustes matching preserves
the size of the objects by excluding scaling from the transformations. Both
OPA and GPA can be extended to include reflection as well as the three
similarity transformations which allows, for example, the matching of a right
and left hand which would not be possible otherwise.
3.5 The Tangent Space
Once a collection of objects has been matched into optimal Procrustes
position, the mean shape can be calculated and the structure of shape vari-
ability can be explored. However, rather than work in the curved shape
space, analysis is often carried out in the linearised version of the shape
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space: the tangent space. The advantages of using the tangent space are
that linear methods are well understood and behave well. A point of tan-
gency (the pole) is chosen, corresponding to some reference shape such as
the mean shape. The landmarks on each shape in a set are then projected
onto the plane which touches the shape space at this pole. These are referred
to as the tangent space coordinates. If most of the objects in a dataset are
close in shape then it can be shown that using the Euclidean distance in
the tangent space will be a good approximation to the shape distance in the
shape space (Dryden and Mardia (1998)). Hence a practical approach to
exploring shape variability is to project the shapes into the tangent space
and perform multivariate analysis, such as Principal Components Analysis,
in a linear space.
3.6 Principal Component Analysis
Principal Component Analysis (PCA) is a multivariate statistical tech-
nique which finds a small number of uncorrelated linear combinations of the
variables in a data set which explain most of the variation in the data. The
general procedure is to compute the correlation or covariance matrix and
use this to perform an eigen-analysis. This provides a new set of variables,
or components, made up of uncorrelated linear combinations of the origi-
nal variables. The resulting eigenvalues give the variance explained by each
component and the eigenvectors give the loadings of each component which
can be examined to establish appropriate interpretation for the components.
By construction the components are independent and the total variance is
preserved under the principal component transformation. The components
can then be investigated in order to obtain a meaningful interpretation and
explore the areas of greatest shape variation or whether there are distinct
groups in the data. In conclusion, an appropriate statistical method for
analysing shapes is to use Procrustes matching to align the shapes and min-
19
imise differences between them. The shapes are projected onto the tangent
space using the mean shape as the pole, and PCA is carried out in this linear
space.
3.7 Summary
Statistical shape analysis requires specialised theory in order to deal with
the high dimensionality of the data. This chapter outlined methods for mea-
suring shape and the distance between shapes. Once we have defined shape
and distance, Procrustes methods can be used to standardise 3-dimensional
configurations and PCA provides a new set of variables which can be exam-
ined to establish the areas of greatest shape variation.
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Chapter 4
Curve Identification
4.1 Curvature
Curvature can be defined as the way in which the normal to a surface
changes from point to point. There are a number of ways to measure cur-
vature, such as the widely used Gaussian curvature K and mean curvature
H. Both of these functions make use of the principal curvatures k1 and k2,
which are the maximum and minimum directional curvatures of a surface at
a given point. Together they fully describe the type of shape being measured.
Goldfeather and Interrante (2004) give the following summary on how to cal-
culate the principal curvatures. Let p be a point on a surface S. Then Np
is the unit normal to the surface S at point p and X(u, v) can be considered
a local parameterisation of S in a neighbourhood of p. Now we have all the
parameters that are needed to completely specify our surface S and define a
local coordinate system using Xu(p), Xv(p) and Np, details of which are to
follow in Section 4.2. We define the Weingarten curvature matrix as follows:
W =
 eG−fFEG−F 2 fE−eFEG=F 2
fG−gF
EG−F 2
gE−fF
EG−F 2

where
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e = Np ·Xuu(p) E = Xu(p) ·Xu(p)
f = Np ·Xuv(p) F = Xu(p) ·Xv(p)
g = Np ·Xvv(p) G = Xv(p) ·Xv(p)
Carrying out an eigenanalysis on the Weingarten matrix W results in the
eigenvectors k1 and k2, the principal curvatures required. Then the Gaussian
curvature K and mean curvature H are calculated by:
K = k1 × k2 H = k1 + k2
2
In other words, the Gaussian curvature K is the product of the princi-
pal curvatures and the mean curvature H is the arithmetic average of the
principal curvatures.
4.2 The Shape Index
Koenderink and Doorn (1992) argue that neither the Gaussian or the
mean curvature describe the “local shape” adequately. The shape index
proposed in their paper describes the curvature of a shape independently
of size and is expressed in a single value between -1 and 1. This shape
index corresponds to a simple colour scale which can be easily interpreted
by a viewer. Koenderink and Doorn (1992) also suggest a measure called
curvedness which is a positive number representing the degree of curvature
in the shape.
In order to represent the surface of an object, position and orientation
must be removed. This can be achieved by placing the origin of the coordinate
system at a chosen reference point on the shape and taking the z-axis to point
along the outward normal of the surface. The following finite Taylor series
then describes the deviations of the x and y coordinates:
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z =
1
2
(k1x
2 + k2y
2), k1 ≥ k2
We refer to k1 and k2 here as the principal curvatures which together
fully describe the type of shape being measured. If k1 = k2 then we have an
umbilical point, and more specifically if k1 = k2 = 0 we have a flat point.
k1, k2 > 0 indicates a concave shape, whereas k1, k2 < 0 indicates a convex
shape and if k1,2 have different signs then the shape is a saddle. These
principal curvatures are then combined together in a ratio to calculate the
shape index using the following formula:
s =
2
pi
tan−1
k2 + k1
k2 − k1
The resulting value of s will lie between -1 and 1, with convex and concave
shapes at either end of the scale. The most extreme convex shape, a cap,
is represented by a value of 1 and the most extreme concave shape, a cup,
is represented by a value of -1. Other complementary pairs that fit together
like a stamp into its mould also have opposite signs. The cylindrical shapes,
a ridge and a rut, are found at 0.5 and -0.5 respectively and a symmetrical
saddle is indicated by a value of 0. In order to obtain a quick and easy
visual identification of a shape type, the shape index can be mapped to
a colour scale. This allows a surface to be coloured in according to the
local shape. The colour scale used by Koenderink and Doorn (1992) was
determined according to the following properties:
• Convexities, concavities and saddle shapes should be immediately dis-
tinguishable.
• Shapes that are easy to identify should be represented by recognizable
colours.
• The extreme ends of the scale (convex vs concave shapes) should stand
out against each other.
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Cup
(−1 ≤ s < −7
8
)
Trough
(−7
8
≤ s < −5
8
)
Rut
(−5
8
≤ s < −3
8
)
Saddle rut
(−3
8
≤ s < −1
8
)
Saddle
(−1
8
≤ s < 1
8
)
Saddle Ridge
(1
8
≤ s < 3
8
)
Ridge
(3
8
≤ s < 5
8
)
Dome
(5
8
≤ s < −7
8
)
Cap
(7
8
≤ s ≥ 1)
Figure 4.1: Shape types with corresponding shape index values and colour coding
• Complementary shapes (e.g. cap and cup) should be assigned comple-
mentary colours.
These properties lead to the scale shown in Figure 4.1.
Once the nature of the local shape has been determined and coloured
accordingly, a measure of the strength of the surface curvature can be calcu-
lated. This is called curvedness and is calculated using the following formula:
c =
√
k21 + k
2
2
2
The curvedness is geometrically meaningful since it is independent of
the surface’s position in space. Koenderink and Doorn (1992) suggest using
a monochrome scale to visually represent curvedness, with darker shades
indicating more intense shape curvature.
The paper by Cantzler and Fisher (2001) compares the mean and Gaus-
sian curvature functions to the shape index proposed in Koenderink and
Doorn (1992). They conclude that, although the two methods are extremely
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similar, Koenderink’s approach is preferable overall. It is more stable at low
thresholds and is advantageous when dealing with complex shapes and image
noise.
4.3 B-splines and Penalised Splines
A spline is a smooth polynomial that is defined by multiple subfunctions
and has a desired degree of smoothness at the points where the subfunctions
join together. A basis spline, or B-spline, is a spline function that is con-
structed by joining polynomials together at fixed points. These connection
points are referred to as knots. In other words, the range xmin to xmax is
divided into m′ equal intervals by m′ + 1 knots and each interval is covered
by q + 1 B-splines of degree q. Hence the total number of knots required to
form the B-splines is m′+2q+1 and the number of B-splines in the regression
is m = m′ + q. Let Bj(x; q) denote the value of the jth B-spline of degree q
at x for a given set of equally spaced knots. Then a fitted curve yˆ to data
(xi, yi) is the linear combination:
yˆ(x) =
m∑
j=1
αˆjBj(x; q)
The choice of the number of knots is critical when modelling with B-splines as
too many knots results in overfitting of the data whereas too few knots results
in underfitting of the data. In order to avoid this problem of over-fitting an
additional penalty function can be incorporated in the calculation of spline
functions. Penalised splines, or P-splines, are a combination of B-splines and
difference penalties on the estimated coefficients of the fitted curve (Eilers
and Marx (1996)). They have no boundary effects, are a straightforward
extension of linear regression models, conserve moments of the data and
have polynomial curve fits as limits. Consider the regression of n data points
(xi, yi) on a set of m B-splines Bj(.). The least squares objective function to
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minimise is:
S =
n∑
i=1
{yi −
m∑
j=1
αjBj(xi)}2
Let the number of knots be sufficiently large that the fitted curve shows
more variation than is justified by the data. In order to make the resulting
curve less flexible, Eilers and Marx (1996) propose to base a penalty on finite
differences of the coefficients of adjacent B-splines:
S =
n∑
i=1
{yi −
m∑
j=1
αjBj(xi)}2 + λ
m∑
j=k+1
(∆kαj)
2
where ∆αj = αj − αj−1 and, for example, ∆2αj = αj − 2αj−1 + αj−2 and
so on. This reduces the dimensionality of the problem to m, the number of
B-splines, instead of n, the number of observations. The parameter λ allows
for continuous control over the smoothness of the fitted curve.
4.4 Principal Curves
Principal Component Analysis (PCA) is a multivariate statistical tech-
nique which finds a small number of uncorrelated linear combinations of the
variables in a data set which explain most of the variation in the data. How-
ever, if the data we are dealing with is non-linear then this method is not
appropriate. Principal curves (Hastie and Stuetzle (1989)) allow us to sum-
marise non-linear data by fitting a smooth curve that runs through the centre
of a data set. In order to calculate a principal curve we introduce the idea of
self-consistency. Given a matrix X of n observations on p variables in Rp, we
define f(λ) to be a one-dimensional curve, where λ indicates the position-
ing of points along the curve parameterised by arc length. The projection
index, λf (x), provides the value of λ for which the curve f(λ) is closest to a
particular point x. A curve f is self-consistent if
E(X|λf (X) = λ) = f(λ)
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i.e. for every point on the principal curve, if we take the data that project
onto it and average them, then this should match the chosen point. In prac-
tice, this step of the principal curve calculation is achieved using a smoothing
procedure which calculates the local averages along the curve. The analysis
in the project has used P-splines (see Section 4.3) to carry out the smoothing
step of the principal curve algorithm.
The general algorithm for calculating a principal curve is to select an
initial curve (often a straight line such as the largest principal component)
and to check if this curve is self-consistent by projecting and averaging points.
If it is not self-consistent then the process is iterated using the new curve
obtained through the projection and averaging. If it is self-consistent then
the curve found is a principal curve.
4.5 Local Principal Curves
There are some limitations with the general principal curve method, such
as a dependence on the chosen starting line and problems of bias. Further-
more principal curves are unable to handle branched or disconnected curves.
In order to solve these problems Einbeck et al. (2005) propose an algorithm
for local principle curves (LPC), which examines only a local neighbourhood
around each point under consideration. The LPC algorithm is as follows:
1. Choose an appropriate starting point x0 and define x = x0.
2. Calculate the local centre of mass around x, µ(x). The local centre of
mass around x is essentially a weighted average of the local neighbour-
hood of points and is defined by the following formula:
µ(x) =
∑n
i=1KH(Xi − x)Xi∑n
i=1KH(Xi − x)
where KH is a d-dimensional kernel function and H is a bandwidth
matrix.
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3. Perform a PCA locally at x and find the first local principal component,
denoted γ.
4. Follow γ from x for some previously chosen distance t0. This provides
the new value of x i.e. x = µ(x) + t0γ.
5. Iterate the process until µ(x) remains constant.
The starting point chosen in step 1 could be chosen at random or based
on a density estimate. Einbeck et al. (2005) suggest that the first approach
should be preferred since it is computationally easier and handles crossings
better. The process will naturally remain constant when the end of the data
points is reached, however the algorithm can be stopped earlier than step
5, for example when the difference between consecutive curves is less than a
chosen threshold value.
Some additional steps can be included in the above algorithm in order to
ensure that all types of curves can be handled. One end of a curve may have
been ignored due to the fact that we follow the first principal component
along only one direction. Taking the opposite direction would have been
equally as valid and hence the following step is incorporated:
6. For the opposite direction of γ, −γ, perform steps 4 and 5.
Finally, if the curve is made up of several disconnected branches then it will
be necessary to have multiple starting points:
7. For a set of starting points S0 choose, without replacement, a new
starting point x0 ∈ S0 and start the process again from step 1.
This step will ensure that the algorithm does not fall short of fully describing
the data. The choice of starting points can be chosen by hand in order to
ensure each section of the curve is covered, or can be chosen at random,
which may be computationally easier.
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4.6 The Lips
The development of an automatic curve identification algorithm was fo-
cused on the lips. Given a set of points representing the lips on a face, an
estimate of the three key curves (the upper and lower lips, and the midline
valley where the upper and lower lips meet) can be obtained by fitting a
curve through the candidate points. As discussed in Bowman et al. (2012)
the upper and lower lip boundaries can be problematic as fitted curves often
wrongly track other ridges in the skin shape around the sides of the mouth.
However, the midline where the lips meet is well defined and provides a solu-
tion through the identification of the points at the corners of the mouth. Any
points that lie beyond these corner points can be discarded and the upper
and lower lip curves can be constrained to meet, and end, at these locations.
Accurately finding the corner points of the mouth is essential in order to
give an exact representation of the midline curve and to precisely tie down
the upper and lower lip curves. Finding the corner points is a complicated
task and a number of methods were explored. For instance, the corner points
are characterised by very strong curvature where the midline curve rises to
join the surrounding skin. A principal curve can be fitted to the midline,
parameterised by {x(s), y(s), z(s)} where s is the arc length along the fitted
curve. The curvature of this curve can then be calculated using the following
formula, based on the one given by Koenderink and Doorn (1992) :
√{x′′y′ − y′′x′}2 + {x′′z′ − z′′x′}2 + {y′′z′ − z′′y′}2
(x′2 + y′2 + z′2)2/3
(4.1)
The resulting curvature is a function of the arc length s and the corner
points of the mouth can now be identified as the first and last local maxima of
this function, denoted by (xl, yl, zl) and (xr, yr, zr) respectively. Alternatively,
the shape index can be used in order to identify the corner points. In this case,
areas with the most extreme concave shape, a cup, can be used as opposed
to points with the strongest curvature value. If the two areas consisting of
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Figure 4.2: Identifying the cheilions using the automatic curvature method
coordinates with a shape index value between −7
8
and −1 (a cup) can be
identified along the midline section of the lips, and the centre of these areas
found, then the resulting points can be considered to be the corner points of
the mouth.
Both of these methods were explored, but it was considered that nei-
ther gave sufficiently accurate results, in comparison to manual anatomical
landmarking. Figure 4.2 shows an example of cheilions found using the first
method described above (the first and last local maxima of the curvature of
a principal curve along the midline). The left-hand cheilion seems to be very
close to where we would manually place the landmark, although it is not
perfectly accurate. However, the right-hand cheilion is clearly not identified
appropriately using this method. The function has found a local maxima
that is far from the lips themselves, and has classified this as the second
cheilion.
Since the anatomical landmarks had already been marked up for the 12
years olds, and were also available for all the previous time-points, it was
decided that it would be sensible to make use of this information. Land-
mark analysis is a widely used method and provides suitably precise results.
Figure 4.4 shows the isolated midline section of the lips with the anatomi-
cal landmarks at the corners of the mouth, also referred to as the cheilions
(see 2.2). Once the area of interest and the anatomical landmarks have been
identified a curve can be fitted through the three-dimensional coordinates,
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with the added restriction that the curve must lie between the two chosen
landmarks. The choice of curve to be fitted through the points must now be
made, and the following sections describe two methods which can be used.
Section 4.6.1 outlines how the shape index and principal curves can be used
to create lip curves. Section 4.6.2 introduces the concept of planepath curves
and describes how they can be used to create a curve between two points of
interest.
4.6.1 Using the Shape Index
The shape index proposed by Koenderink and Doorn (1992) can be used
to identify key features of the face. Figure 4.3 exemplifies this using an
image captured for one of the 12 year olds. Figure 4.3 shows the subject’s
face colour coded by the shape index. We can see that the valley of the
midline of the lips, the ridges of the nose, the brow and the upper and lower
lips, and the deep cups at the inner eyes have all been highlighted by the
shape index. Hence, the information obtained from the shape index can be
used in the automatic identification of curves as we can isolate areas of the
face according to their shape type and then fit a principal curve through these
particular points. For example, if we threshold the shape index between−3/8
and −1 then we obtain the image shown in Figure 4.3. The shape type has
been restricted to a rut, trough or spherical cup and the remaining features
of the face include the midline and the eye cups.
In the case of the lips, we begin by isolating the midline of the lips, identi-
fying the cheilions and fitting a principal curve between these two points, as
shown in Figure 4.4. Further restrictions can be incorporated into the prin-
cipal curve algorithm, so that the curve passes through additional available
landmarks such as the middle point of the lips, the stomion. Such con-
straints can conveniently be incorporated into the principal curve algorithm
at the smoothing step, using p-splines. As detailed in Bowman et al. (2013),
a p-spline curve can be expressed in the same form as a linear regression,
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Figure 4.3: Using the shape index to identify key features of the face of a 12 year
old child, with the natural image (left), the shape index (middle) and
the shape index thresholded between −3/8 and −1
x = Bβ, where B is a design matrix which evaluates a set of local B-spline
basis functions at the values of the observed covariate. The model can be
fitted to the observed set of data by using the regression coefficients βˆ which
minimise the penalised sum-of-squares:
S(β) = (x−Bβ)T (x−Bβ) + λβTDT2D2β
where D2 is a matrix of the second differences of the elements of β. If
we require that the curve passes through a specific point then we use the
constraint Aβ = c, where the columns of the matrix A evaluate the basis
functions at the constraint locations and the vector c contains the constrained
response values. Now the sum-of-squares S(β) can be minimised with respect
to the constraint Aβ = c and the constrained coefficients βˆc are defined by:
βˆc = βˆ + (B
TB +DT2D2)
−1AT [A(BTB +DT2D2)
−1AT ]−1(c− Aβˆ).
Additionally, weights can be incorporated into the principal curve algo-
rithm. These weights are based on the appropriate value of the shape index
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Figure 4.4: Isolated midline of the lips with cheilions (top), midline curve (bot-
tom left) and midline, upper and lower curves, with anatomical land-
marks (bottom right)
for the shape type of interest - for example, in the case of the midline the
weights are centred on −3/8, a rut shape, and take the form:
weights = exp(−0.5× (θm + 3/8)2 × 82)
where θm is a vector of the shape index values along the midline curve.
The same method is used for the upper and lower lips, using the appropri-
ate anatomical landmarks for additional restrictions on the principal curve
and the appropriate values of weights. Specifically, the upper lip curve is
forced to pass through the left and right cheilions, the left and right crista
philtri and the labiale superius, and the lower lip curve is forced to pass
through the left and right cheilions and the labiale inferius. Both the upper
and lower lips are characterised by a distinct convex shape and hence the
weights applied in these cases are centred on 5/8, a dome shape, and take
the form:
weights = exp(−0.5× (θl − 5/8)2 × 82)
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where θl is a vector of the shape index values along either the upper or lower
lip curve. The final result is shown in Figure 4.4. We can see that the
curves follow the natural curves of the mouth reasonably well, guided by the
appropriate anatomical landmarks.
There are still refinements that could be made to this algorithm. For
example, one key issue is that the curves do not necessarily lie on the facial
surface and therefore are not always as precise as would be desired. However,
methods for overcoming this problem are not straightforward and so, for the
purposes of this project, the current algorithm was considered satisfactory
for analysis. The algorithm should also be able to find curves on other areas
of the face, such as the nose profile and the brow ridge, but again in the
context of this project only the lip curves have been explored.
4.6.2 Using Planepath Curves
An alternative approach to automatically identifying curves is to calculate
the shortest distance along the facial surface between two points of interest,
referred to as a planepath curve. The planepath curve algorithm is as follows:
1. Identify two points of interest: x1 and x2.
2. Find the normals at these points, denoted n1 and n2.
3. Take the average of these normals, denoted n.
4. Find the plane which contains x1 and x2.
5. Find the set of points between x1 and x2 which lie on the edges of the
mesh and which lie on the plane.
6. Repeat steps 4 and 5 for a range of angles which tilt the plane about
the normal direction, n.
7. Choose the path which has the smallest length to be the final planepath
curve between x1 and x2.
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An example of the planepath curve is shown in Figure 4.5. The planepath
curve describes the shape of the upper lip reasonably well, although the finer
detail of the shape is not captured. The main problem is that the planepath
is too rigid and does not follow the arch of the upper lip, particularly be-
tween the left cheilion and left crista philtri, and the right cheilion and right
crista philtri. However, it is clear that overall the planepath does give a
good representation of the upper lip shape and importantly it sits on the
surface of the shape. This is not the case when using principal curves, as
discussed in Section 4.6.1. Furthermore, the planepath curve can be applied
to any region of the face, provided there are accurate landmarks available.
Figure 4.5 demonstrates how the planepath curve can be used to provide
a comprehensive description of the central features of a face with sufficient
accuracy.
4.7 Summary
There are a number of ways to describe the curvature of a surface, includ-
ing Gaussian and mean curvature. The shape index proposed by Koenderink
and Doorn (1992) provides an alternative measure of shape which is inde-
pendent of size and can be easily visually recognised using a colour scale.
A method of curve identification was developed using a combination of the
shape index and principal curves, a method which summarises non-linear
data. This method was compared to an existing approach which simply cal-
culates the shortest distance along the facial surface between two points of
interest, the planepath curve. The planepath curve gives a reasonably ac-
curate representation of the facial shape and can be applied to any area of
the face. Therefore, despite being slightly restrictive, planepath curves are
preferable to principal curves in their current form. It is likely that further
development of the principal curve method may produce curves of extremely
high quality.
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Figure 4.5: Using planepath curves to identify key features of the face of a 12
year old child, with the upper lip (left) and the full face (right)
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Chapter 5
Longitudinal Analysis
5.1 Data for Longitudinal Analysis
As discussed in Section 2.4, the final number of 12-year images which
were suitable for analysis was 35 (of the 39 images captured, 2 children had
their lips parted due to braces and 2 images were not of high enough quality
around the central features of the face). This gave a total of 203 images to
include in longitudinal analysis - including the previous images taken of the
35 final subjects. A summary of the images used in the longitudinal analysis
is shown in Table 5.1.
Table 5.1: Summary of the Images Used in Longitudinal Analysis
Time point (months) 3 6 12 24 60 144
Number of images 29 34 35 35 35 35
Mouth Closed 6 6 6 5 35 35
Mouth Open 23 28 29 30 0 0
Table 5.1 shows that the most missing data occurs at the first time point
when the infants were 3 months old. The most likely reason for this is that
these subjects may not have been recruited until after the 3 month mark,
making the 6 month time point their initial visit. However, the proportion of
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missing data is not high - there are 203 available images of a potential 210.
Some key factors which can effect the data collected from infants, which
was discussed in Section 1.3, are the child’s age, the level of cooperation given
by each child and the length of the examination session. Although the C3D
camera system allows images to be captured in a matter of seconds, some
of the images were taken while the subjects were still very young and there-
fore would clearly be unable to follow specific instructions regarding their
placement and facial expressions. In most image sessions the subject will be
asked to keep their lips closed, in order to capture comparable pictures which
reflect the natural shape of the mouth. For many infants this specific facial
expression was not possible. In some cases multiple images were captured
in order to achieve the correct facial expression. For the purposes of anal-
ysis, those subjects who had multiple images available have had the image
with their lips closed selected, rather than the image with their lips open.
However, for other subjects multiple images were not taken, and therefore a
number of subjects between the ages of 3 and 24 months have images with
open mouths, as detailed in Table 5.1. In order to accurately represent the
face shape and allow for comparisons between subjects and between time
points, it was decided that only the region above (and including) the upper
lip would be considered in the longitudinal analysis.
The method used to represent the face curves of the 203 subjects is the
planepath curve, which is discussed in detail in Section 4.6.2. Although using
principal curves (Section 4.6.1) may provide a more accurate and flexible
curve, the method still requires some fine-tuning and was not ready to be
applied to other regions of the face, apart from the lips. Planepath curves are
able to provide an accurate representation of the central features of the face
and a final set of 13 curves were chosen to provide this shape summary (see
Figure 5.1). Since the distances between the labiale superius and the right
and left crista philtri are so small, particularly in the early images, the three
landmarks are considered to provide adequate information, instead of an
38
Figure 5.1: Planepath curves and landmarks used in longitudinal analysis (a:
midline nasal profile; b: columella; c: nasal root left; d: nasal root
right; e: nose lateral left; f: nose lateral right; g: nose ridge left; h:
nose ridge right; i: philtrum; j: nasal base left; k: nasal base right;
l: upper lip left; m: upper lip right)
additional two planepath curves. Each curve was assigned a specific number
of points depending on its size, which was to be consistent across all cases.
The 12 landmarks used in addition to the 13 curves are the sellion, pronasale,
subnasale, right and left endocanthions, right and left alare crests, labiale
superius, right and left cheilions and right and left crista philtri (see Section
2.4). The final array of data, combining the 13 curves and 12 landmarks,
consists of 87 three-dimensional points for each of the 203 images.
5.2 Procrustes Matching and Principal Com-
ponents Analysis
Before longitudinal analysis can be carried out, the shapes must first be
standardised so that they are matched in rotation and centred at a common
origin using the method of Procrustes matching (see Section 5.2 for an ex-
planation of this method). Since we are interested in growth, it would not
39
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Figure 5.2: Mean shape viewed from the front (left), left-hand side (middle) and
right-hand side (right)
be appropriate to include the scaling of the images so this step was removed
from the usual Procrustes matching process. The mean shape resulting from
the Procrustes matching process can be seen in Figure 5.2.
Now that the shapes have been optimally matched according to rotation
and placement, a principal components analysis is carried out. Figure 5.3
shows the first and second principal components from this analysis, with sex
and then time point identified. These plots suggest that there may be no clear
difference in facial shape between the sexes according to either of the first two
components. However, they indicate that there may be a difference in facial
shape depending on the time point, a separation that is distinguished by the
first principal component only. Although there is some overlap between the
3, 6, 12 and 24 month time points, a gradual decrease in the first principal
component can be identified as the subjects get older, and the separation
between the 60 and 144 month time points is considerably more evident.
The principal components analysis returns 203 principal components,
which must be reduced to a specified number of components for further
analysis. It was considered that enough principal components were required
40
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
−80 −60 −40 −20 0 20 40
−
20
−
10
0
10
20
First Principal Component
Se
co
nd
 P
rin
ci
pa
l C
om
po
ne
nt
l Male
Female
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
ll
l
l
l
l
−80 −60 −40 −20 0 20 40
−
20
−
10
0
10
20
First Principal Component
Se
co
nd
 P
rin
ci
pa
l C
om
po
ne
nt
l 3
6
12
24
60
144
Figure 5.3: Plots showing the first principal component against the second prin-
cipal component split by sex (top) and time point (bottom)
41
l
l
l
l l
l l l
l l l l l l
l l l l l l l l l l l l l l l l
0 5 10 15 20 25 30
0
20
40
60
80
10
0
Principal Component
Pe
rc
e
n
ta
ge
 o
f V
a
ria
tio
n 
Ex
pl
ai
ne
d
l
l
l
l
l
l
l
l
l l
l l
l l l
l l l l l
l l l l l l l l l l
0 5 10 15 20 25 30
0
20
40
60
80
10
0
Principal Component
Pe
rc
e
n
ta
ge
 o
f V
a
ria
tio
n 
Ex
pl
ai
ne
d
Figure 5.4: Scree plots showing the first 30 principal components: without scal-
ing (left) and with scaling (right) included in the Procrustes matching
process
in order for 80% of the variation in the data to be explained. However,
the first component explains 86.23% of the variation, an extremely large
amount which is already greater than the required level of 80% (see Figure
5.4). Therefore, it was not clear how many further components should be
retained. The Procrustes matching and principal components analysis was
repeated with scaling now included. This allowed the components to be in-
spected without the first component dominating. Figure 5.4 shows the scree
plot for the second analysis process. We can now see that the first 6 com-
ponents capture over 80% of the variation in the data. The exact value of
cumulative variation explained by the first 6 components is 82.36% (see Ta-
ble 5.3). Therefore, in the next stages of the analysis 6 principal components
were used to represent the data.
The 6 chosen scores were plotted against time in order to explore any
patterns in the data. Figure 5.5 shows a decreasing trend in the first principal
component over time - as time increases, the value of the first principal curve
decreases. This pattern appears to be the strongest out of all the 6 principal
components. The other boxplots in Figure 5.5 do not suggest that there are
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Table 5.2: Percentage of Variation Explained by the First 6 Principal Compo-
nents (scaling not included in PCA)
Principal Component 1 2 3 4 5 6
Variation Explained (%) 86.23 2.79 2.39 1.68 1.32 0.88
Cumulative Variation (%) 86.23 89.03 91.42 93.10 94.42 95.31
Table 5.3: Percentage of Variation Explained by the First 6 Principal Compo-
nents (scaling included in PCA)
Principal Component 1 2 3 4 5 6
Variation Explained (%) 50.03 11.34 8.20 5.92 3.65 3.23
Cumulative Variation (%) 50.03 61.37 69.57 75.48 79.14 82.36
any other strong relationships between the next five principal components
and time.
It was proposed that the first principal component may represent size.
Figure 5.6 plots the inverse of the first principal component against the cen-
troid size (defined in Section 3.3) and shows an extremely strong linear cor-
relation between the two variables. This illustrates that the first principal
component does represent the shape size - as the principal component in-
creases the shape size decreases.
We can also determine the shape change represented by each principal
component by comparing the extremes of each component, as displayed in
Figure 5.7. It should be noted that the first principal component explains
a very large proportion of the variation in the data, but the next five com-
ponents explain very little of the variation (see Table 5.2). This means that
the latter five components may not have particularly strong or meaningful
interpretations. Figures 5.7(a) and (b) confirm that the first principal com-
ponent explains the variation in size change, with a very large and clearly
distinguishable pattern. Figures 5.7(c), (d), (e) and (f) suggest that the sec-
ond principal component primarily contains information about the elongation
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Figure 5.5: Boxplots showing each of the first 6 principal components against
time
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Figure 5.6: Plot showing the centroid size against PC1
of the philtrum and mouth area in both upward and downward directions,
whereas the third principal component represents a broadening of the nose
area. The fourth and fifth principal component contain similar shape infor-
mation, which mostly captures a change in the angle and size of the upper lip
(see Figures 5.7(g), (h), (i) and (j)). In particular, the fourth principal com-
ponent shows a small change in the amount of protrusion of the upper lip.
A slight difference between the information captured by these components is
that the fourth principal component also represents an increase in the size of
the tip of the nose, whereas the fifth principal component represents a broad-
ening and flattening of the upper portion of the nose area. Figures 5.7(k)
and (l) show a very weak shape change in the sixth principal component.
This is unsurprising since the sixth principal component explains less than
1% of the variation in the data (see Table 5.2).
5.3 Linear Mixed Effect Models
Longitudinal data consists of a small number of measurements that are
made on a large number of individuals. Here we have 6 time points at
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 5.7: Frontal and side views of the extreme values of the principal com-
ponents analysis without scaling: PC1 ((a) and (b)), PC2 ((c) and
(d)), PC3 ((e) and (f)), PC4 ((g) and (h)), PC5 ((i) and (j)) and
PC6 ((k) and (l)). Blue: maximum. Red: minimum.
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which 35 individuals were measured. A common approach to the analysis
longitudinal data is to use linear mixed effects (LME) models. The key
difference between linear models and LME models is that in the LME model
the error term includes a random effect component in addition to the usual
measurement error term. This random effect term is required in the model
since there are multiple measurements taken on each subject and hence the
measurements are not independent (a crucial assumption for a linear model).
In an LME model each subject is allowed to have their own deviation from
an overall mean and their own deviation from the overall trend over time.
Here we will model the first 6 principal components by the 6 time points,
and then by sex also, allowing for a different score value for each subject at
each time point. We denote the first six principal components by PC1, PC2,
PC3, PC4, PC5 and PC6 respectively.
5.3.1 Basic Model
The first model (Model 1) considered was a simple linear mixed effects
model of the chosen principal components modelled by the 6 time points and
allowing for a different score value for each subject at each time point. The
model formula is given by:
yijk = µk + αj + βk + (αβ)jk + δik
where i denotes the subject, j the time point and k the principal component,
and µk represents the fitted mean value, αj the additive effect of time, βk the
additive effect of each principal component and (αβ)jk the interactive effect
of time and each principal component together. Finally, δik is the random
effects vector allowing each individual to have their own principal component
score value at each time point.
We are interested in the results of the fixed effects in the model, shown in
Table D.1 (for both fixed and random effects see Table D.1 in Appendix D).
Figure 5.8 summarises these results with the estimated values of the fixed
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effects marked on the boxplots of the principal component scores. The model
estimates a strong decreasing trend in the first principal component, very
close to the median value of the data. Since the first principal component
represents size, this tells us that the size of the face increases over time.
The next five components do not allow for very clear interpretations. This
is due to the dominating nature of the first principal component and the
resulting small amounts of variation explained by the other five, as discussed
in Section 5.2 above. In fact, since the sixth principal component does not
describe any meaningful shape change, the interpretation of its estimated
values is also not meaningful. The second principal component has a weak
quadratic trend in the model estimates. This suggests that the pattern of
shape change contained in the second principal component (an elongation of
the philtrum of the nose) reverses over time, however the reason for this is
not clear. The third, fourth and fifth principal components all show either a
steadily increasing or decreasing trend, with an outlier at either the 60 or 144
month time point. This seems to suggest that at a certain time point after
infancy, the particular shape changes reverse. However, since these principal
components explain such small amounts of variation in the data (see Table
5.2) these patterns should not be considered with too much weight.
Table 5.4: Estimated Values of the Fixed Effects in Model 1
Fixed Effect Intercept Time (6 months) Time (12 months) Time (24 months) Time (60 months) Time (144 months)
Estimated Value 34.894 -8.976 -18.967 -29.505 -51.306 -94.384
Fixed Effect PC2 PC3 PC4 PC5 PC6
Estimated Value -32.413 -36.517 -31.644 -33.508 -36.246
Fixed Effect Time(6)*PC2 Time(12)*PC2 Time(24)*PC2 Time(60)*PC2 Time(144)*PC2
Estimated Value 5.724 14.555 25.334 48.546 94.252
Fixed Effect Time(6)*PC3 Time(12)*PC3 Time(24)*PC3 Time(60)*PC3 Time(144)*PC3
Estimated Value 10.816 20.838 31.711 55.879 93.336
Fixed Effect Time(6)*PC4 Time(12)*PC4 Time(24)*PC4 Time(60)*PC4 Time(144)*PC4
Estimated Value 6.414 13.258 22.436 51.395 90.873
Fixed Effect Time(6)*PC5 Time(12)*PC5 Time(24)*PC5 Time(60)*PC5 Time(144)*PC5
Estimated Value 8.631 17.625 28.026 46.133 94.629
Fixed Effect Time(6)*PC6 Time(12)*PC6 Time(24)*PC6 Time(60)*PC6 Time(144)*PC6
Estimated Value 9.640 21.433 32.543 52.502 95.013
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Figure 5.8: Boxplots of the first six principal components (without scaling re-
moved) against time with estimates from Model 1 marked: PC1 (up-
per left), PC2 (upper right), PC3 (middle left), PC4 (middle right),
PC5 (bottom left), PC6 (bottom right)
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The estimates obtained from Model 1 can now be transformed back into
a shape object, in order to provide a more easily interpretable result of the
model in comparison to the raw estimates. This is achieved for each time-
point by multiplying the appropriate predicted value in the model by its
corresponding eigenvalue from the PCA. This provides a new matrix repre-
senting the change in each coordinate in comparison to the mean shape, and
can simply be added to the mean shape matrix to obtain a full set of coor-
dinates for the estimated shape object at the chosen time point. Figure 5.9
shows the estimated average face shape at each time point. It is clearly dis-
tinguishable that the biggest shape change is the size of the face, which grows
bigger over time. Although other changes are very subtle, we can determine
a broadening of the nose, a change in the angle of the upper lip and a change
in the shape of the philtrum, which backs up the suggested interpretations
of the second, fourth and fifth principal component estimates.
5.3.2 Including Sex in the Model
In order to determine any difference between the sexes, a second model
(Model 2) was fitted. This model followed the same structure as Model 1,
but additionally including sex as a fixed effect. The model formula is given
by:
yijkl = µk + αj + βk + γl + (αβ)jk + (αγ)jl + (βγ)kl + (αβγ)jklδik
where i denotes the subject, j the time point, k the principal component and
l the sex of the subject. µk represents the fitted mean value, αj the additive
effect of time, βk the additive effect of each principal component and γl the
additive effect of sex. The model includes two-way interactions between each
pair of covariates, and a three-way effect between all the covariates. Finally,
δik is the random effects vector allowing each individual to have their own
principal component score value at each time point.
Figure 5.10 summarises the results of this model with the estimated val-
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Figure 5.9: Frontal and side views of the average face shape over time accord-
ing to the Model 1 estimates: 3 months (top left), 6 months (top
right), 12 months (middle left), 24 months (middle right), 60 months
(bottom left) and 144 months (bottom right)
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ues of the fixed effects marked on the boxplots of the principal component
scores for males and females (see Table D.2 in Appendix D for the full model
results). Overall, the plots do not show a substantial difference between the
model estimates for male and female subjects. The model estimates for the
first principal component are slightly higher for males than the overall es-
timates for males, whereas the model estimates are slightly lower than the
overall estimates for females. This tells us that males have marginally larger
faces than females. However, transforming the model estimates back into
shape objects reveals no discernable difference between the sexes over time
(see Figure 5.11). Therefore, we can conclude that there is likely to be no
significant difference in the growth pattern of males and females between the
ages of 3 and 144 months in our data set.
5.3.3 Removing Size in the Procrustes Matching
As discussed in detail previously, the first principal component in the
initial analysis dominated the results as the Procrustes matching had allowed
size to remain. The first principal component then explained the size change
in the face over time - an extremely strong effect. This led to difficulty in
interpreting the latter principal components, and hence other types shape
changes were masked. In order to explore whether there are any interesting
shape changes, aside from size, the Procrustes matching process was repeated
with scaling included, and the results of this were used to carry out the same
analysis procedure described in Sections 5.3.1 and 5.3.2. The cumulative
proportion of variation explained by these new principal components can be
seen in Figure 5.4. Again, the first 6 principal components are required to
capture over 80% of the variation in the data (see Table 5.3).
However, the first principal component still essentially represents a change
in the size of the face. This can be seen in the plots of the extremes, which
shows a growth in the size of the nose that is particularly noticeable in the
side view, and also in the correlation observed in the plot of the centroid
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Figure 5.10: Estimates from Model 2 (blue for males and red for males) and
original estimates from Model 1 (green): PC1 (upper left), PC2
(upper right), PC3 (middle left), PC4 (middle right), PC5 (bottom
left), PC6 (bottom right)
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Figure 5.11: Frontal view of the average face shape over time according to the
Model 2 estimates with males in blue and females in red: 3 months
(top left), 6 months (top right), 12 months (middle left), 24 months
(middle right), 60 months (bottom left) and 144 months (bottom
right)
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Figure 5.12: Frontal (left) and side (middle) views of the extreme values of PC1
(with scaling removed). Blue: maximum. Red: minimum. Cen-
troid size against PC1 (right).
size against the first principal component (Figure 5.12). There is greater
variability in the data in the centroid plot, compared to that in Figure 5.6, but
the strong increasing trend is still very evident. This result may intuitively
seem wrong at first inspection, since we believe that all size effects have been
removed. However, the analysis here does not account for time since all
the shapes are considered at the same time, regardless of the time point at
which the data was collected. Time, size and shape are inextricably linked
- over time the size of a face changes, and over time the shape of a face
also changes. Therefore, the relationship we see in the centroid size plot in
Figure 5.12 not only represents the link between shape change and size, but
also highlights a relationship between shape change and time. Considering
this, the results observed appear more reasonable. For example, if particular
features of a subject’s face change significantly in size, in relation to their
own face size, then this effect will remain even once the difference in shape
size between subjects has been removed. Hence, we have discovered that the
key shape change in the faces is indeed a growth in size over time, even when
the difference between shape sizes has been accounted for.
One noticeable effect is the shape change that is observed in the upper
55
lips in the plots of the extremes. This pattern is also observed in some of
the other components (see Figure 5.13 for the full set of shapes) and was
observed in some of the original component plots in Figure 5.7. The change
observed is a shallowing of the angle of the upper lip, which could be related
to the problem which arose with many of the infant images where the subjects
mouths were open. This would stretch the upper lip and create a steeper
curve. As the children age, they are able to follow instructions and with their
mouths closed the upper lip angle is much smaller. A third model (Model
3) was fitted to the 6 chosen principal components using the 6 time points
and allowing for a different score value for each subject at each time point.
The results from this model, shown in Figure 5.15, confirm the results found
previously and show that the main shape change over time is the size of the
features of the face. See Table D.3 in Appendix D for the full model results.
A final model (Model 4) was fitted, including sex as a fixed effect and
using the scaled principal components. Again the results of these models
mirrored the previous results and indicated that no significant difference was
found in the growth pattern of males and females in our cohort. Plots of the
model estimates from Model 4 are shown in 5.16 and a representation of the
average face shape change can be seen in 5.17. See Table D.4 in Appendix
D for the full model results.
5.4 Summary
Four linear mixed models were considered in this chapter. Models 1 and
2 have scaling removed at the Procrustes matching stage. Model 1 did not
include sex as a factor and Model 2 did. Models 3 and 4 allowed for scaling
at the Procrustes matching stage. Model 3 did not include sex as a factor
and Model 4 did. The results of the longitudinal analysis conclusively show
that the growth in facial size is the overwhelmingly dominant shape change.
No significant difference was found between the sexes in either Model 2 or
56
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 5.13: Frontal and side views of the extreme values of the principal com-
ponents analysis (with scaling removed): PC1 ((a) and (b)), PC2
((c) and (d)), PC3 ((e) and (f)), PC4 ((g) and (h)), PC5 ((i) and
(j)) and PC6 ((k) and (l)). Blue: maximum. Red: minimum.
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Figure 5.14: Boxplots of the first six principal components (with scaling re-
moved) against time with estimates from Model 3 marked: PC1
(upper left), PC2 (upper right), PC3 (middle left), PC4 (middle
right), PC5 (bottom left), PC6 (bottom right)
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Figure 5.15: Frontal and side views of the average face shape over time according
to the Model 3 estimates: 3 months (top left), 6 months (top right),
12 months (middle left), 24 months (middle right), 60 months (bot-
tom left) and 144 months (bottom right)
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Figure 5.16: Estimates from Model 4 (blue for males and red for males) and
original estimates from Model 1 (green): PC1 (upper left), PC2
(upper right), PC3 (middle left), PC4 (middle right), PC5 (bottom
left), PC6 (bottom right)
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Figure 5.17: Frontal view of the average face shape over time according to the
Model 4 estimates with males in blue and females in red: 3 months
(top left), 6 months (top right), 12 months (middle left), 24 months
(middle right), 60 months (bottom left) and 144 months (bottom
right)
61
Model 4.
62
Chapter 6
Discussion and Conclusions
6.1 Summary
The key objectives of this thesis were to obtain a database of images of
a cohort of 12-year old children who participated in a longitudinal study as
infants, to develop methods of automatic curve identification and to analyse
the longitudinal data using appropriate curve and statistical shape analyses.
This thesis covered the initial capture of a control data set of facial images
of 100 children, who were originally recruited at the age of 3 months and
followed-up to 5 years. At the 12-year time point 39 subjects were successfully
followed-up, although, due to some issues with the data that was collected,
4 cases had to be excluded from statistical analysis.
Methods of curve identification were discussed, specifically for the curves
of the upper and lower lips and the midline of the lips. An automatic curve
identification algorithm using the shape index was developed, and compared
to planepath curves.
The landmark configurations were identified on the facial images collected
at 12 years, and these, along with the landmark configurations from the
previous 5 time points, were analysed in depth in Chapter 5. The results of
the longitudinal analysis conclusively show that the growth in facial size is
the prominent shape change. The width, length and protrusion of the nose
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increases over time, and the length of the philtrum and upper lip grows. The
effect of size is so strong that it potentially masks other, more subtle, shape
changes. No significant difference was found between the sexes in any of our
analysis.
6.2 Limitations to the Data
One of the issues in the data collection process described in Section 2.2
was the lack of up-to-date contact details for the subjects’ families. This
meant that many of the subjects had to be excluded completely from the
study as there was no information available, and even in the cases where
information was available, some parents did not respond to any of the various
methods of communication attempted. Despite two letters being sent to the
last known postal address of each family, a letter being sent to a secondary
contact and an email being sent where addresses were available, there were
only 39 responses of a potential 59. Since 88 subjects participated up until
the 5 year time point, it would have been desirable to obtain a follow-up
rate as close to this number as possible. However, there was only contact
information on 59 of these 88 subjects, and in the end 39 subjects returned
to have their images were captured.
A problem that was encountered when the imaging sessions began was
that some of the subjects had fixed braces, common for the current age of the
children. This could have the potential to affect the natural lip shape, and
increase the protrusion of the upper or lower lips in particular. Unfortunately
there was no way to avoid an image with the fixed braces, as they are not
removable. If the subject had fixed braces, this was noted in the database
detailing information on the subjects. In future, more detailed, analysis this
information could be utilised in order to determine whether the braces do
have a significant effect on the natural shape of the mouth.
Four of the images captured during the follow-up process had to be ex-
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cluded from the study. Two of these were due to the lips being parted slightly
and two were due to a distortion of the three-dimensional image after the
image building process. The latter two images are probably not useable in
any future analysis as the distortion occurs around some of the key features
of the face, such as the nose or mouth. However, it would potentially be
possible to include the former two images if a different landmarking system
was used, assigning two landmarks to the centre of the mouth, one at the
bottom of the upper lip and one at the top of the lower lip (in cases where the
lips are not parted, a double “dummy” landmark would need to be added).
Ideally the images should be captured with the mouths completely closed
and so closer inspection of the captured images during the session may avoid
this situation.
This problem of a subject’s mouth being open is more of a concern in
the infant data, between the 3 and 24 month time points. As an infant
may not understand or be willing to comply with an instruction, this issue
arose in a large proportion of cases. In a few cases multiple images were
captured in order to achieve the correct facial expression and so the image
with the open mouth could be discarded in favour of the one with the mouth
closed. However, for other subjects multiple images were not taken and in
total 110 of 133 subjects between the ages of 3 and 24 months had their
mouths open. In order to accurately represent the face shape and allow for
comparisons between subjects and between time points, it was decided that
only the region above (and including) the upper lip would be considered in
the longitudinal analysis. Clearly this discards vital information which could
be useful in the analysis of facial shape change. Additionally, the results in
Chapter 5 indicate that the open mouths may have had an influence on the
shape change over time. By the 5 and 12 year time points, all of the subjects
were able to follow the instructions to keep their mouths closed. One of the
shape changes observed (particularly once scale had been removed from the
analysis) was a shallowing of the angle of the upper lip. Having the mouth
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open stretches the upper lip and creates a steeper curve, whereas when the
mouth is at rest and closed the upper lip angle is much smaller. This issue
is, unfortunately, mostly unavoidable when dealing with such young infants.
In future studies it may be possible to achieve the desired facial expression
if many images are captured, but this could require imaging sessions which
are, in practise, too long.
6.3 Limitations to the Curve Identification
Methods
In Chapter 4 two methods of curve identification were explored. The first
of these methods made use of the shape index and principal curves in order to
fit smooth curves between two chosen landmarks. The lips were the focus of
the analysis. The current form of this algorithm is able to produce a flexible
curve which captures some subtle features of the lip curves. However, the
curves do not necessarily lie on the facial surface and therefore are not always
as precise as would be desired. If this algorithm could be developed further,
then it may be applicable to other areas of the face. This may be especially
useful in the regions of the face that are notoriously hard to capture, such as
the brow and jaw lines.
The second method considered in Chapter 4 was the planepath curve,
which fits a curve that describes the shortest distance along the facial sur-
face between two points of interest. The planepath curves were considered
to be advantageous for use in the analysis as they sit on the surface of the
shape and can be accurately applied to regions of the face such as the nose.
However, it is not currently able to handle more difficult curves such as the
brow and jaw lines. This means that the analysis in this thesis has been
limited to the central features of the face. The results in Chapter 5 found
no difference in facial shape change between males and females from 3 to
144 months. This may seem like a surprising result, but since most of the
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subject have not yet reached puberty it is plausible that the distinguishing
features between the sexes are not yet apparent. However, it has been sug-
gested that a distinguishing feature between males and females may in fact
lie in the shape of the brow and jaw line (reference?). Since we do not have
this information available, this hypothesis cannot be explored. Once curve
identification methods are able to accurately represent these types of facial
curves, similar analysis could be repeated including this extra information.
6.4 Areas for Further Study
It would be advantageous to repeat the analysis carried out in Chapter 5
with a larger set of curves, including the midline, lower lip and brow and jaw
lines. This would provide a more comprehensive representation of the face
and may highlight new results that were not possible with the current set of
curves.
It would also be of interest to follow-up the subjects in the longitudinal
study at multiple stages over the next few years. As the children progress
through puberty there may be interesting results, particularly in the dif-
ference between the sexes as discussed above. At the end of each image
capturing session the possibility of follow-ups was discussed with the sub-
jects and their parents. All participants indicated that they would be happy
to continue their participation in the study.
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From: Prof. Adrian Bowman
Professor of Statistics
Tel: 0141-330-4046
E-mail: adrian.bowman@glasgow.ac.uk
November 2, 2012
Dear
A study of facial shape
Several years ago, you and your child were kind enough to participate in a study of facial
shape in children which was conducted by a team from the University of Glasgow. The
project was led by Prof. Ayoub and the data were collected by Dr. Jill White, both from
Glasgow Dental School. Although we did not meet, I was also a member of the team,
responsible for analysis of the images obtained. The data collected from your child and
from others provided invaluable information on normal facial shape and in particular it
allowed comparisons to be made with the facial shape of children who were born with a
cleft lip and had undergone corrective surgery. The results of the study were highly rated
by the Chief Scientists’s Office, who had provided funding, and they were published in
the scientific literature. Thank you for your assistance.
I am contacting you again because there is now an opportunity to follow up the study, to
look at facial shape in older children. It would be possible to recruit new cases to study this
at particular ages but there are very great advantages in continuing to collect data from
the same group of children whose images were taken in earlier years. This would allow
us to track the changes in individual children and so it would be much more informative
about how growth affects shape. Collecting images from the same group of children
throughout childhood would create an invaluable dataset. I am therefore writing to ask
whether you and your child would be willing to visit us for a further three-dimensional
photograph to be taken.
The practical arrangements would involve a trip to the Mathematics & Statistics building
in University Gardens, on the main campus of the University. We need a parent or
guardian to be present, but the day and time can be arranged to suit you. The photograph
should be taken within 10 minutes or so. Anna Price, a research student in the University,
would contact you to discuss details and it is Anna who would take the photograph. We
do not have the funds to cover travel costs but if you are able to participate then we would
be delighted to explain the nature of the research which is going on, if you are interested.
We would also provide you and your child with a three-dimensional facial photograph,
which you might find fun to have.
SCHOOL OF MATHEMATICS AND STATISTICS
Mathematics and Statistics Building, University Gardens, University of Glasgow, Glasgow G12 8QW
Head of Statistics: Prof. A W Bowman Statistics Professors: J H McColl; D Husmeier; E M Scott; D M Titterington
Telephone: 0141 330 5024 Fax: 0141 330 4814 E-mail: maths-stats-office@glasgow.ac.uk
I should reassure you that the project has been approved by the Ethics Committee of the
College of Science and Engineering at the University of Glasgow. In particular, any data
you provide will be held securely within the University of Glasgow. Your child’s image
will not be used in any publications (unless we approach you explicitly about that and
you give us specific permission). You are free at any stage, even after any image has been
taken, to request that your child is withdrawn from the study and that any data we hold
is deleted.
We are also collecting facial shape from adults so if you would like to have your own
photograph taken we would be delighted to do that. An information sheet about adult
data collection is attached.
If you have any questions about this we would be very happy to answer them. If you would
like to contact Anna (a.price.1@research.gla.ac.uk; phone number - to be added), she
would be delighted to explain the background and to make arrangements for a visit. You
are also very welcome to contact me directly (adrian.bowman@glasgow.ac.uk; telephone
0141-330-4046). If we don’t hear from you within a couple of weeks, I hope you won’t
mind if we try to contact you again, in case we have an out-of-date address.
Yours sincerely,
Prof. Adrian Bowman
Appendix B
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Research	  Project:	  A	  Study	  on	  Facial	  Shape	  
	  I	  have	  read	  the	  letter	  about	  this	  project	  and	  I	  agree	  that	  the	  data	  collected	  from	  the	  child	  identified	  below	  can	  be	  used	  for	  the	  purposes	  of	  the	  research	  involved.	  	  I	  understand	  that	  I	  am	  free	  to	  withdraw	  my	  child	  from	  this	  study	  at	  any	  stage	  and	  to	  request	  that	  the	  associated	  data	  be	  deleted.	  	  Study	  Number………………………………………………………………………………………………………..	  	  Name………………………………………………………………………………………………………………….....	  	  Name	  of	  Parent/Guardian………………………………………………………………………………………	  	  Signature	  of	  Parent/Guardian…………………………………………………………………………………	  	  Signature	  of	  experimenter…...…………………………………………………………………………………	  	  Date…………………………………………………………………………………………………………………........	  	  
 
 
 
Face3D project: a study on facial shape 
 
Request for participation in the collecti n of control data 
 
A consortium of rese rch partners nvolving the University of Glasgow (Statistics, Com- 
puting Science, Dental School), the Royal College of Surgeons in Ireland, Dublin City 
University, the University of Limerick and the Institute of Technology in Tralee has been 
awarded funding by the Wellcome Trust to pursue research in three-dimensional facial 
shape. Two medical applications are involved, one on the developmental processes asso- 
ciated with schizophrenia and the other on the success of orthognathic surgery. 
 
Control data are required as part of this study and you are invited to participate. This 
would involve a brief 10 minute session where a stereo-camera system will be used to 
capture your facial shape in three dimensions. Some brief questions will also be asked. In 
order to address the specific research questions of the study, there is biological and 
medical information we must gather and the questions you will be asked are listed 
overleaf. In particular, criteria for acceptable control data for this study include ethnic 
origin, namely white British, white Scottish, white Irish, white European as defined by 
the Office of National Statistics.  
 
Your data will be used in the construction of a database to characterize control facial 
shape. This will be invaluable information in identifying the special characteristics of the 
patient groups of interest. As a further incentive to participate, you will be given a virtual 
three-dimensional image of your face. 
 
Your data will be held in a secure location and will be used only by those in Glasgow and 
Ireland who are involved in the research project. However, we are also seeking 
permission to make the data more widely available at the end of the project. Your image 
will not be identifiable by name and any personal medical information will be removed. 
However, due to the nature of a facial image anonymity cannot be completely preserved. 
 
Guidance for participants 
 
Data from those who have beards, moustaches or other types of facial hair cannot be used 
because of the difficulty in constructing suitable images of facial shape. 
 
Prior to arrival, participants are requested to refrain from using heavy make-up. 
 
During image capture, participants will be asked to pull their hair away from their face. 
Hair clips or hair bands will be provided. 
 
 
Face3D project: a study on facial shape
Request for participation in the collection of control data from students and staﬀ
A consortium of research partners involving the University of Glasgow (Statistics, Com-
puting Science, Dental School), the Royal College of Surgeons in Ireland, Dublin City
University, the University of Limerick and the Institute of Technology in Tralee has been
awarded funding by the Wellco e Trust to pursue research in three-dimensional facial
sh pe. Two medical applications are involved, one on the developmental processes asso-
ciated with schizophrenia and the other on the success of orthognathic surgery.
Control data are required as part of this study and you are invited to participate. This
would involve a brief 15 minute session where a stereo-camera system will be used to
capture your facial shape in three dimensions. Some brief questions will also be asked. In
order to address the specific research questions of the study, there is biological and medical
information we must gather and the questions you will be asked are listed overleaf. In
particular, criteria for acceptable control data for this study include ethnic origin, namely
white British, white Scottish, white Irish, white European as defined by the Oﬃce of
National Statistics. Height, weight and a measurement of body fat will also be taken as
these may be linked to facial shape. A simple electronic device will be used for body fat;
this requires skin sensors to be placed on ankle and wrist. However, these measurements
are optional.
Your data will be used in the construction of a database to characterise control facial
shape. This will be invaluable information in identifying the special characteristics of the
patient groups of interest. As a further incentive to participate, you will be given a virtual
three-dimensional image of your face.
Your data will be held in a secure location and will be used only by those in Glasgow and
Ireland who are involved in the research project. However, we are also seeking permission
to make the data more widely available at the end of the project. Your image will not
be identifiable by name and any personal medical information will be removed. However,
due to the nature of a facial image anonymity cannot be completely preserved.
Guidance for partipants
Data from those who have beards, moustaches or oth r types of facial hair cannot be used
because of the diﬃculty in constructing suitable images of facial shape.
Prior to arrival, participants are requested to refrain from using heavy make-up.
During image capture, participants will be asked to pull their hair away from their face.
Hair clips or hair bands will be provided.
Appendix C
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Data Capture Protocol
This document is intended to outline a standard format for obtaining information from participants in a
3D image capturing project.
Questionnaire
All participants will be asked a series of questions, as documented in the participant information sheet.
The analyst will ask these questions and input the answers directly into a secure database.
Equipment
Throughout a capture session with multiple people, the camera equipment will be positioned in the same
location, or as close to it as possible.
The camera will be calibrated at the beginning of each day and again throughout the day as required, at
the discretion of the analyst.
A static chair will be positioned in front of the camera. The cameras will be positioned so that the
participant’s eyes are lined up at the centre of each camera view before the image is taken.
It is expected that three images will be captured and from these, the best set will be selected. The
selected image will then be built into a 3D image and then checked to ensure that the image is useable
for the study.
Participants
Each of the participants will be allocated a set time in which to arrive at the location of the data
collection. Due to the nature of some of the questions that will be asked during the questionnaire, only
one participant will be in the room along with the analyst at one time.
Each subject will be seated in the static chair. All participants will be asked to pull their hair away from
their face using hair clips or hair bands provided. Prior to their arrival participants will also be asked
to refrain from using heavy make-up and to shave any facial hair. A shiny or hairy facial surface could
produce an image where the facial structure or boundaries of facial features that are inaccurate. Facial
jewellery should be removed, if that is easy to do, but embedded jewellery such as studs should not be
removed in view of the complications which may be involved. Assessment of image quality can be made
after the capture.
Participants will be asked to tilt their heads slightly backwards so that the area around the nose and
chin can be captured accurately. The participant’s eyes should be open. Participants will be asked to
say “Mississippi”, followed by the letter “n” and then asked to let their mouth rest, in order to relax the
mouth and jaw into a natural position before capturing the image. If a participant is clenching their jaw
or holding their mouth in an unnatural position, this will give an inaccurate measurement of their true
facial structure.
Where rest position involves an open mouth, participants will additionally be asked to close their lips
lightly together and a further image will be captuted.
Timing
It is estimated that collection of information will take approximately 15 minutes per participant.
Appendix D
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Table D.1: Summary of Fixed and Random Effects in Model 1
Fixed Effects
Component Estimate Standard Error t-value
Intercept 34.92 0.98 35.64
Time point 6 -9.00 0.78 -11.48
Time point 12 -19.00 0.78 -24.43
Time point 24 -29.53 0.78 -37.98
Time point 60 -51.33 0.78 -66.02
Time point 144 -94.41 0.78 -121.43
PC 2 -32.45 1.46 -22.21
PC 3 -36.53 1.45 -25.14
PC 4 -31.68 1.23 -25.77
PC 5 -33.54 1.32 -25.37
PC 6 -36.27 1.17 -30.88
Time point 6 * PC 2 5.74 21.10 5.18
Time point 12 * PC 2 14.59 1.10 13.27
Time point 24 * PC 2 25.37 1.10 23.08
Time point 60 * PC 2 48.58 1.10 44.20
Time point 144 * PC 2 94.28 1.10 85.79
Time point 6 * PC 3 10.81 1.11 9.75
Time point 12 * PC 3 20.85 1.10 18.95
Time point 24 * PC 3 31.72 1.10 28.83
Time point 60 * PC 3 55.89 1.10 50.80
Time point 144 * PC 3 93.35 1.10 84.85
Time point 6 * PC 3 6.44 1.11 5.82
Time point 12 * PC 4 13.29 1.10 12.10
Time point 24 * PC 4 22.47 1.10 20.46
Time point 60 * PC 4 51.43 1.10 46.83
Time point 144 * PC 4 90.91 1.10 82.77
Time point 6 * PC 5 8.65 1.11 7.81
Time point 12 * PC 5 17.66 1.10 16.06
Time point 24 * PC 5 28.06 1.10 25.52
Time point 60 * PC 5 46.17 1.10 41.98
Time point 144 * PC 5 94.66 1.10 86.08
Time point 6 * PC 6 9.64 1.11 8.71
Time point 12 * PC 6 21.45 1.10 19.53
Time point 24 * PC 6 32.56 1.10 29.65
Time point 60 * PC 6 52.52 1.10 47.82
Time point 144 * PC 6 95.03 1.10 86.52
Random Effects
Component Standard Deviation
Intercept 4.68
PC 2 7.16
PC 3 7.10
PC 4 5.44
PC 5 6.14
PC 6 4.99
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Table D.2: Summary of Fixed and Random Effects in Model 2
Fixed Effects
Component Estimate Standard Error t-value
Intercept 37.48 1.24 30.13
Time Point 6 -8.81 1.07 -8.25
Time Point 12 -18.71 1.07 -17.52
Time Point 24 -29.45 1.07 -27.59
Time Point 60 -52.31 1.07 -48.99
Time Point 144 -96.71 1.07 -90.76
PC 2 -35.59 1.68 -21.21
PC 3 -40.82 1.88 -21.72
PC 4 -34.23 1.73 -19.77
PC 5 -36.56 1.60 -22.94
PC 6 -38.60 1.55 -24.98
Sex (male) -5.27 1.62 -3.25
Time Point 6 *PC 2 6.13 1.51 4.06
Time Point 12 *PC 2 14.99 1.51 9.93
Time Point 24 *PC 2 25.96 1.51 17.20
Time Point 60 *PC 2 49.96 1.51 33.11
Time Point 144 *PC 2 97.11 1.50 64.55
Time Point 6 *PC 3 11.16 1.51 7.39
Time Point 12 *PC 3 21.67 1.51 14.35
Time Point 24 *PC 3 33.51 1.51 22.18
Time Point 60 *PC 3 59.25 1.51 39.23
Time Point 144 *PC 3 97.79 1.51 64.80
Time Point 6 *PC 4 6.77 1.51 4.49
Time Point 12 *PC 4 13.92 1.51 9.23
Time Point 24 *PC 4 22.92 1.51 15.20
Time Point 60 *PC 4 52.88 1.51 35.06
Time Point 144 *PC 4 93.28 1.50 62.06
Time Point 6 *PC 5 7.24 1.51 4.80
Time Point 12 *PC 5 16.16 1.51 10.71
Time Point 24 *PC 5 26.94 1.51 17.85
Time Point 60 *PC 5 46.72 1.51 30.95
Time Point 144 *PC 5 96.99 1.50 64.48
Time Point 6 *PC 6 8.78 1.51 5.82
Time Point 12 *PC 6 20.57 1.51 13.64
Time Point 24 *PC 6 31.43 1.51 20.84
Time Point 60 *PC 6 52.64 1.51 34.91
Time Point 144 *PC 6 96.38 1.50 64.21
Time Point 6 *Sex (male) -0.45 1.55 -0.29
Time Point 12 *Sex (male) -0.59 1.54 -0.38
Time Point 24 *Sex (male) -0.16 1.54 -0.10
Time Point 60 *Sex (male) 2.02 1.54 1.31
Time Point 144 *Sex (male) 4.70 1.56 3.00
PC 2 *Sex (male) 6.50 2.20 2.95
PC 3 *Sex (male) 6.49 2.41 3.66
PC 4 *Sex (male) 5.29 2.23 2.38
PC 5 *Sex (male) 6.23 2.14 2.91
PC 6 *Sex (male) 4.82 2.09 2.31
Component Estimate Standard Error t-value
Time Point 6 * PC 2 * Sex (male) -0.75 2.19 -0.34
Time Point 12 * PC 2 * Sex (male) 0.85 2.17 -0.39
Time Point 24 * PC 2 * Sex (male) -1.25 2.17 -0.58
Time Point 60 * PC 2 * Sex (male) -2.87 2.17 -1.32
Time Point 144 * PC 2 * Sex (male) -5.81 2.21 -2.63
Time Point 6 * PC 3 * Sex (male) -0.61 2.19 -0.28
Time Point 12 * PC 3 * Sex (male) -1.71 2.17 -0.79
Time Point 24 * PC 3 * Sex (male) -3.70 2.17 -1.70
Time Point 60 * PC 3 * Sex (male) -6.94 2.17 -3.19
Time Point 144 * PC 3 * Sex (male) -9.19 2.22 -4.15
Time Point 6 * PC 4 * Sex (male) -0.70 2.19 -0.32
Time Point 12 * PC 4 * Sex (male) -0.69 2.17 -0.61
Time Point 24 * PC 4 * Sex (male) -0.97 2.17 -0.45
Time Point 60 * PC 4 * Sex (male) -3.03 2.17 -1.40
Time Point 144 * PC 4 * Sex (male) -4.89 2.20 -2.22
Time Point 6 * PC 5 * Sex (male) 3.02 2.19 1.38
Time Point 12 * PC 5 * Sex (male) 3.06 2.17 1.41
Time Point 24 * PC 5 * Sex (male) 2.29 2.17 1.06
Time Point 60 * PC 5 * Sex (male) -1.15 2.17 -0.53
Time Point 144 * PC 5 * Sex (male) -4.73 2.21 -2.14
Time Point 6 * PC 6 * Sex (male) 1.84 2.19 0.84
Time Point 12 * PC 6 * Sex (male) 1.80 2.17 0.83
Time Point 24 * PC 6 * Sex (male) 2.33 2.17 1.07
Time Point 60 * PC 6 * Sex (male) -0.26 2.17 -0.12
Time Point 144* PC 6 * Sex (male) -2.66 2.20 -1.21
Random Effects
Component Standard Deviation
Intercept 4.61
PC 2 5.99
PC 3 7.23
PC 4 6.44
PC 5 5.33
PC 6 5.01
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Table D.3: Summary of Fixed and Random Effects in Model 3
Fixed Effects
Component Estimate Standard Error t-value
Intercept 10.21 0.65 15.64
Time Point 6 -0.22 0.68 -0.33
Time Point 12 -3.42 0.68 -5.05
Time Point 24 -7.51 0.68 -11.10
Time Point 60 -16.53 0.68 -24.44
Time Point 144 -31.61 0.68 -46.74
PC 2 -31.61 1.08 -8.67
PC 3 -31.68 0.99 -7.49
PC 4 -9.41 0.96 -9.85
PC 5 -8.19 0.79 -10.38
PC 6 -9.96 0.93 -10.70
Time Point 6 * PC 2 -0.91 0.96 -0.94
Time Point 12 * PC 2 1.67 0.96 1.74
Time Point 24 * PC 2 6.32 0.96 6.60
Time Point 60 * PC 2 16.80 0.96 17.55
Time Point 144 * PC 2 30.33 0.96 31.68
Time Point 6 * PC 3 -1.80 0.96 -1.87
Time Point 12 * PC 3 -1.86 0.96 -1.95
Time Point 24 * PC 3 1.13 0.96 1.18
Time Point 60 * PC 3 17.28 0.96 18.06
Time Point 144 * PC 3 28.28 0.96 29.56
Time Point 6 * PC 4 0.24 0.96 0.25
Time Point 12 * PC 4 2.69 0.96 2.81
Time Point 24 * PC 4 6.93 0.96 7.24
Time Point 60 * PC 4 12.12 0.96 12.66
Time Point 144 * PC 4 32.65 0.96 34.12
Time Point 6 * PC 5 -1.27 0.96 -1.32
Time Point 12 * PC 5 0.04 0.95 0.04
Time Point 24 * PC 5 3.69 0.95 3.87
Time Point 60 * PC 5 14.29 0.95 14.99
Time Point 144 * PC 5 30.75 0.95 32.24
Time Point 6 * PC 6 -0.61 0.96 -0.63
Time Point 12 * PC 6 3.40 0.96 3.56
Time Point 24 * PC 6 7.73 0.96 8.07
Time Point 60 * PC 6 16.20 0.96 16.93
Time Point 144 * PC 6 31.24 0.96 32.63
Random Effects
Component Standard Deviation
Intercept 2.460
PC 2 4.81
PC 3 4.03
PC 4 3.77
PC 5 2.07
PC 6 3.55
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Table D.4: Summary of Fixed and Random Effects in Model 4
Fixed Effects
Component Estimate Standard Error t-value
Intercept 10.54 0.85 12.34
Time Point 6 -0.33 0.94 -0.36
Time Point 12 -0.31 0.94 -3.54
Time Point 24 -6.98 0.94 -7.46
Time Point 60 -16.10 0.94 -17.21
Time Point 144 -31.87 0.93 -34.25
PC 2 -11.60 1.49 -7.78
PC 3 -8.35 1.29 -6.47
PC 4 -10.24 1.26 -8.15
PC 5 -8.86 1.06 -8.33
PC 6 -10.42 1.15 -9.07
Sex (male) -0.66 1.20 -0.55
Time Point 6 * PC 2 0.13 1.32 0.10
Time Point 12 * PC 2 2.93 1.32 2.21
Time Point 24 * PC 2 7.73 1.32 5.83
Time Point 60 * PC 2 18.34 1.32 13.85
Time Point 144 * PC 2 32.29 1.32 24.47
Time Point 6 * PC 3 -0.97 1.32 -0.74
Time Point 12 * PC 3 -0.68 1.32 -0.52
Time Point 24 * PC 3 1.71 1.32 1.30
Time Point 60 * PC 3 18.17 1.32 13.74
Time Point 144 * PC 3 29.36 1.32 22.31
Time Point 6 * PC 4 -1.24 1.32 -0.94
Time Point 12 * PC 4 1.19 1.32 0.90
Time Point 24 * PC 4 5.35 1.32 4.04
Time Point 60 * PC 4 11.38 1.32 8.59
Time Point 144 * PC 4 33.15 1.32 25.16
Time Point 6 * PC 5 -0.36 1.32 -0.27
Time Point 12 * PC 5 0.25 1.32 0.19
Time Point 24 * PC 5 3.65 1.32 2.77
Time Point 60 * PC 5 13.93 1.32 10.56
Time Point 144 * PC 5 31.00 1.31 23.70
Time Point 6 * PC 6 -0.41 1.32 -0.31
Time Point 12 * PC 6 3.09 1.32 2.33
Time Point 24 * PC 6 6.33 1.32 4.79
Time Point 60 * PC 6 14.71 1.32 11.12
Time Point 144 * PC 6 30.28 1.32 23.02
Time Point 6 * Sex (male) 0.21 1.36 0.16
Time Point 12 * Sex (male) -0.25 1.34 -0.19
Time Point 24 * Sex (male) -1.13 1.34 -0.84
Time Point 60 * Sex (male) -0.91 1.34 -0.68
Time Point 144 * Sex (male) 0.49 1.36 0.36
PC 2 * Sex (male) 4.56 1.94 2.36
PC 3 * Sex (male) 1.98 1.78 1.12
PC 4 * Sex (male) 1.64 1.75 0.94
PC 5 * Sex (male) 1.33 1.52 0.87
PC 6 * Sex (male) 0.90 1.63 0.55
Component Estimate Standard Error t-value
Time Point 6 * PC 2 * Sex (male) -2.11 1.92 -1.10
Time Point 12 * PC 2 * Sex (male) -2.11 1.90 -1.36
Time Point 24 * PC 2 * Sex (male) -2.88 1.90 -1.51
Time Point 60 * PC 2 * Sex (male) -3.16 1.90 -1.66
Time Point 144 * PC 2 * Sex (male) -4.00 1.94 -2.07
Time Point 6 * PC 3 * Sex (male) -1.70 1.92 -0.89
Time Point 12 * PC 3 * Sex (male) -2.41 1.90 -1.27
Time Point 24 * PC 3 * Sex (male) -1.19 1.90 -0.63
Time Point 60 * PC 3 * Sex (male) -1.83 1.90 -0.96
Time Point 144 * PC 3 * Sex (male) -2.22 1.93 -1.15
Time Point 6 * PC 4 * Sex (male) 3.16 1.92 1.65
Time Point 12 * PC 4 * Sex (male) 3.14 1.90 1.65
Time Point 24 * PC 4 * Sex (male) 3.30 1.90 1.73
Time Point 60 * PC 4 * Sex (male) 1.58 1.90 0.83
Time Point 144 * PC 4 * Sex (male) 0.93 1.93 -0.48
Time Point 6 * PC 5 * Sex (male) -1.89 1.91 -0.99
Time Point 12 * PC 5 * Sex (male) -0.39 1.90 -0.21
Time Point 24 * PC 5 * Sex (male) 0.14 1.90 0.08
Time Point 60 * PC 5 * Sex (male) 0.79 1.90 0.41
Time Point 144 * PC 5 * Sex (male) -0.43 1.91 -0.22
Time Point 6 * PC 6 * Sex (male) -0.41 1.92 -0.22
Time Point 12 * PC 6 * Sex (male) 0.69 1.90 0.36
Time Point 24 * PC 6 * Sex (male) 2.91 1.90 1.53
Time Point 60 * PC 6 * Sex (male) 3.12 1.90 1.64
Time Point 144 * PC 6 * Sex (male) 2.20 1.93 1.14
Random Effects
Component Standard Deviation
Intercept 2.24
PC 2 5.43
PC 3 3.86
PC 4 3.56
PC 5 1.86
PC 6 2.62
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