Interplay between dissipation and driving in nonlinear quantum systems by Vierheilig, Carmen
C
ar
m
en
 V
ie
rh
ei
lig
D
is
se
rt
at
io
n
sr
ei
h
e 
Ph
ys
ik
 -
 B
an
d
 1
9
Interplay between 
dissipation and 
driving in nonlinear 
quantum systems
Carmen Vierheilig
19
a
9 783868 450729
ISBN 978-3-86845-072-9 ISBN 978-3-86845-072-9
In this thesis we investigate the interplay between dis-
sipation and driving in nonlinear quantum systems for 
a special setup: a flux qubit read out by a DC-SQUID - a 
nonlinear quantum oscillator. The latter is embedded in 
a harmonic bath, thereby mediating dissipation to the 
qubit. 
Two different approaches are elaborated: First we con-
sider a composite qubit-SQUID system and add the bath 
afterwards. We derive analytical expressions for its ei-
genstates beyond rotating wave approximation (RWA), 
by applying Van Vleck perturbation theory (VVPT) in the 
qubit-oscillator coupling. The second approach is an ef-
fective bath approach based on a mapping procedure, 
where SQUID and bath form an effective bath seen by 
the qubit. Here the qubit dynamics is obtained by ap-
plying standard procedures established for the spin-
boson problem. This approach requires the knowledge 
of the steady-state response of the dissipative Duffing 
oscillator, which is studied within a resonant and an off-
resonant approach: The first is applicable near and at 
an N-photon resonance using VVPT beyond a RWA. The 
second is based on the exact Floquet states of the non-
linear driven oscillator. 
The dissipative qubit dynamics is described analytically 
for weak system-bath coupling and agrees well for both 
approaches. We derive the effect of the nonlinearity on 
the qubit dynamics, on the Bloch-Siegert shift and on 
the vacuum Rabi splitting.
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Chapter 1
Introduction
Investigating the interplay of dissipation and driving for nonlinear systems, in par-
ticular for nonlinear oscillators, is essential to understand a large variety of physi-
cal systems, including electrical circuits, nanoresonators or SQUIDs (superconducting
quantum interference device) acting as read-out devices for qubits. Dissipation affects
the system dynamics in two ways: it leads to energy loss and hence to damping of
the motion as well as to decoherence as a consequence of dephasing. While dissipative
effects perturb or even strongly affect the motion of the system under consideration,
an additional tunable driving can act as a source of energy and stabilize the dyna-
mics. Therefore an efficient amplification that counteracts the dissipation is possible.
Moreover, taking into account an external driving is more appropriate to the experi-
mental situation, where external voltages or currents are applied. Within a quantum
mechanical interpretation dissipation enters a system which is coupled to an environ-
ment. The latter is treated as a bath containing infinitely many degrees of freedom.
The bath measures continuously the system thereby destructing phase correlations
and causing decoherence [1]. A famous model for including environmental effects on a
quantum level is the Ullersma-Zwanzig-Caldeira-Leggett model [2, 3, 4, 5]. The bath
is a reservoir composed of independent harmonic oscillators, where each one is coupled
bilinearily to the system of interest. This kind of coupling allows an exact elimination
of the bath degrees of freedom, when the reduced dynamics of the system is consi-
dered. Understanding dissipative effects and decoherence including driving allows to
construct efficient procedures in quantum computation to achieve longer coherence
times. When on top of this nonlinearity comes into play, we observe new behavior of
the system, like bistability, frequency doubling, higher harmonics generation and non-
linear response [6, 7]. Thus quantum computation schemes can benefit from the use
of nonlinear devices, which allow for e.g. efficient amplification of signals or improved
read-out schemes for qubits [8, 9, 10, 11]. To observe coherent effects a quantum de-
scription of nonlinear systems is essential. This will be elaborated in this thesis for
the case of a SQUID modeled as a nonlinear oscillator in the deep quantum regime.
Imposing a nonlinearity allows insight into the classical to quantum transition of a
system [12], which exists both in the deep quantum and in the classical regime. The
reason for testing the transition using a nonlinear system relies on the fact that Ehren-
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fest theorem does not hold any more. Ehrenfest stated [13, 14], based on the fact that
the classical limit is embedded in quantum mechanics, that for a strictly linear system
the classical equations of motion are valid for the expectation values:
M
d2
dt2
〈yˆ〉 = −〈 ∂
∂yˆ
V (yˆ)〉, (1.1)
where yˆ denotes the position operator of a particle with mass M moving in a poten-
tial V (yˆ). Moreover, the expectation values of quantum mechanical observables fulfill
the classical equations of motion if the replacement 〈V (yˆ)〉 → V (〈yˆ〉) holds. This is
exactly valid if all derivatives of the force ∂
∂yˆ
V (yˆ) from the second one on vanish, as
in the case of a harmonic oscillator. It is approximately valid only when the force
∂
∂yˆ
V (yˆ) varies slowly over the spatial extent of the wavefunction, which is about the de
Broglie wavelength. This is verified for extremely localized wave packets and according
to the partition theorem this fact corresponds to high temperatures with respect to
the other energy scales of the system. Then semiclassical or classical treatments are
allowed. For a nonlinear oscillator with nonlinearity ∼ yˆn the exact agreement of the
equations of motion does not hold anymore, as in general the following equality for the
position operator yˆ is not fulfilled: 〈yˆn〉 = 〈yˆ〉n, n > 2, such that the mean value of
the system’s coordinate 〈yˆ〉 does not obey the classical nonlinear equation of motion.
This fact manifests itself e.g. in the behaviour of the Duffing oscillator, - a driven
nonlinear oscillator - : while the classical Duffing oscillator exhibits hysteresis in its
steady-state response, the quantum one does not [15]. In particular, the interplay
of driving and nonlinearity at the quantum level allows completely new system be-
havior, like multiphoton-resonances and antiresonances in the response of the system
[16, 17, 18, 19, 20].
We start this chapter with the presentation of the various approximation schemes and
approaches elaborated in the main part of this thesis. Then we describe a classical
nonlinear system and consider afterwards nonlinear quantum systems. Various ex-
perimental realizations are shown to provide insight into the state of the art and the
limitations of todays experiments as well as the corresponding theoretical works. Al-
though the variety of nonlinear systems is large, we mainly focus on nanoresonators,
Josephson junction devices or SQUIDs and consider the qubit read-out via a nonlinear
DC-SQUID. The next chapter is dedicated to the inclusion of dissipative effects and
to the spin-boson model. Moreover, the dynamical quantity of interest characterizing
the qubit dynamics is investigated.
The main goal of this thesis was to clarify the effects of the SQUID on the qubit dy-
namics, when the SQUID is treated as a nonlinear device in the deep quantum regime.
For the tripartite setup, composed of qubit, SQUID and harmonic bath we elaborated
two different approaches to determine the qubit dynamics, shown in Fig. 1.1. The first
(yellow box) is perturbative in the qubit-oscillator coupling, but exact in the tunneling
amplitude of the qubit. The second (red box), in contrast, is based on an effective
bath description, where the qubit read-out device, the SQUID, and the harmonic bath
form an effective environment. The second approach is perturbative in the tunnel-
ing amplitude and in the qubit-oscillator coupling. As will be shown in the following
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Figure 1.1: Two different approaches for treating the tripartite system. The first is
to start with diagonalizing the qubit-nonlinear oscillator system and adding the bath
afterwards (yellow box). The second approach relies on building an effective bath with
effective spectral density Jeff(ω), which includes the oscillator and the harmonic bath
(red box). This composed system is then coupled to the qubit.
chapters there is a mapping procedure for linear systems to build an effective bath
composed of the read-out device and the harmonic bath, where the effective bath is
characterized by an effective spectral density with structured form. We investigated an
approximate mapping procedure for nonlinear systems using linear response theory to
determine the effective spectral density in chapter 5. For this purpose, the knowledge
of the steady-state response of the dissipative Duffing oscillator is essential. Conse-
quently, we start in the main part of this thesis with the quantum Duffing oscillator
and determine its dissipative steady-state dynamics for the one-photon resonance. We
study the quantum Duffing oscillator within two different approaches in chapter 3.
The first is based on the exact Floquet states of the driven harmonic oscillator and
the nonlinearity is treated perturbatively. It well describes the dynamics in the off-
resonant regime, i.e., when the driving frequency is far off any of the resonances of the
nonlinear oscillator. The second, in contrast, is applicable at and in the vicinity of an
N -photon resonance and exploits quasi-degenerate perturbation theory for the non-
linear oscillator in Floquet space. Thereby we avoid the application of a rotating wave
approximation, which has always been used up to now [16, 18]. The second approach
is perturbative in both driving and nonlinearity. While in the first one the linear
system can be retained back at any step of the calculation, in the second the finite
nonlinearity is essential for achieving a certain resonance condition and can therefore
no more be set to zero. However, these two analytical treatments can be combined
to yield the possibility to cover a wide range of driving frequencies. Then we calcu-
late the dissipative steady-state dynamics of a quantum Duffing oscillator near and at
the one-photon resonance and observe a characteristic antiresonance in the amplitude
of the response. Finally we investigate the case of an off-resonant approach for the
dissipative dynamics of the quantum Duffing oscillator, based on the solution for the
corresponding linear system. We demonstrate the difficulties, when both nonlinearity
and driving have to be considered without applying a resonance condition. In the
next step, chapter 4, the composite system of a qubit and a nonlinear undriven os-
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cillator, the latter embedded in an Ohmic bath, is considered following the approach
indicated by the yellow box in Fig. 1.1. Here, first the energy spectrum of qubit plus
oscillator is investigated and afterwards the effects of the bath are included via a Born-
Markov master equation. In particular, by treating the nonlinearity up to first order
and applying Van Vleck perturbation theory up to second order in the qubit-oscillator
coupling, we derive an analytical expression for the eigenstates and eigenfunctions of
the coupled qubit-NLO system beyond the rotating wave approximation. We derive
the effect of the nonlinearity on the qubit dynamics and on the Bloch-Siegert shift and
present a nonlinearity-decreased vacuum Rabi splitting. The second part of chapter 4
deals with the dissipative dynamics. In the regime of weak coupling to the thermal
bath, analytical expressions for the time evolution of the qubit’s populations are de-
rived: they describe a multiplicity of damped oscillations superimposed on a complex
relaxation part towards thermal equilibrium. The long-time dynamics is characterized
by a single relaxation rate, which is maximal when the qubit is tuned to one of the
resonances with the nonlinear oscillator. In chapter 5 we focus on an effective bath
description, indicated by the red box in Fig. 1.1 and investigate the qubit dynamics.
The read-out SQUID, modeled as a nonlinear quantum oscillator, and an Ohmic bath
form an effective bath, which is then coupled to the qubit. This composed system
can be mapped onto that of a qubit coupled to an effective bath. An approximate
mapping procedure to determine the spectral density of the effective bath is given.
Specifically, within a linear response approximation the effective spectral density is
given by the knowledge of the linear susceptibility of the nonlinear quantum oscilla-
tor. To determine the actual form of the susceptibility, we consider its periodically
driven counterpart, the problem of the quantum Duffing oscillator within linear re-
sponse theory in the driving amplitude. Knowing the effective spectral density, which
includes all effects of the bath, the qubit dynamics is investigated. In particular, an
analytic formula for the qubit’s population difference is derived. Within the regime of
validity of our theory, a very good agreement is found with predictions obtained from
a Bloch-Redfield master equation approach applied to the composite qubit-nonlinear
oscillator system, i.e., the two complementary approximation schemes in Fig. 1.1
agree very well. Furthermore a comparison of the dynamics of the qubit coupled to a
harmonic oscillator with the nonlinear one using the effective bath description in the
non-interacting blip approximation (NIBA) is put forward. In chapter 6 conclusions
are drawn. Parts of this thesis have already been published in [20, 21, 22, 23, 24].
1.1 Classical nonlinear systems
In this section we give an insight into the rich dynamics of classical nonlinear sys-
tems and their differences compared to the underlying linear systems. Exemplarily
we mention a LCR-circuit with either nonlinear inductivity or capacitance [25] and
the well-known damped pendulum equation with harmonic forcing. Their equation
of motion is the famous one of the Duffing oscillator, which is approximated by a
sinusoidal driven and damped harmonic oscillator with mass M , eigenfrequency Ω,
damping constant γ and cubic nonlinearity denoted by α [6, 26]:
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y¨ + γy˙ + Ω2y +
α
M
y3 = − F
M
cosωext. (1.2)
The driving amplitude is denoted by F and the driving frequency by ωex. In case of
small amplitudes we can neglect the nonlinear term and the response reduces to the
one of the underlying linear system [25, 6], which is determined by a superposition
of the solution for the homogeneous and a special solution for the inhomogeneous
differential equation obtained e.g. by the complex variable method [27, 26]:
y(t) = yhom(t) + yinhom(t) (1.3)
= exp
(
−γ
2
t
){
C1 sin
[√
Ω2 − γ
2
4
t
]
+ C2 cos
[√
Ω2 − γ
2
4
t
]}
− A cos(ωext + φ0),
where C1 and C2 are determined by initial conditions. The first part shows expo-
nential damping, while the second, the so-called steady-state, oscillates at the driving
frequency and is therefore harmonic. The amplitude of the steady-state is determined
by the frequency-amplitude relation:
F 2
M2
= A2
[
(−ω2ex + Ω2)2 + γ2ω2ex
]
.
The additional phase φ0 in the steady-state oscillation originates from the damping
and the deviation of driving and eigenfrequency:
tanφ0 =
−γωex
−ω2ex + Ω2
. (1.4)
The amplitude of the steady-state response increases rapidly close to ωex ≈ Ω or for
large driving amplitudes. As a consequence we can not disregard the nonlinearity [6].
According to Hayashi [28] there is no general method for the solution of nonlinear
differential equations. Consequently, various types of approximation procedures are
applied, for example Lindstedt-Poincare perturbation method [7], restricting to a per-
turbation around Ω = ωex(1 + ), where  denotes the detuning. This perturbative
approach effectively couples the free part of the oscillation with the steady-state part.
Therefore the general decomposition procedure in a homogeneous and a special solu-
tion fails when finite nonlinearity and detunings are considered. In this case we apply
Lindstedt perturbation theory, whose main advantages are [6]: first the solution for the
dynamics of the system is a periodic one based on the underlying linear system, which
is the starting point for the perturbative approach [7]. Second the requirement to
have a periodic solution and to avoid secular terms leading to divergences determines
the frequency-amplitude relation. Third a systematic inclusion of higher harmonics is
possible by considering higher orders in the perturbation theory.
Lindstedt perturbation theory provides a solution of a nonlinear differential equation
around the underlying linear equation [7, 28] via a perturbative treatment of F, α, γ
and Ω− ωex leading in lowest order to:
y(t) = A cos(ωext + φ0), (1.5)
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where
tanφ0 =
−γΩ
−ω2ex + Ω2 + 3α4MA2
(1.6)
and
A2
[
γ2ω2ex +
(
Ω2 − ω2ex +
3α
4M
A2
)2]
=
F 2
M2
. (1.7)
The last equation is the frequency-amplitude relation leading to a characteristic phe-
nomenon of the Duffing system: the occurrence of a bistable region. When plotting
the amplitude versus the driving frequency, shown in Fig. 1.2, a backbone curve
arises, exhibiting hysteretic behaviour: Depending on the initial starting point on one
of the two branches of the backbone curve for fixed driving amplitude F the ampli-
tude jumps discontinuously when the driving frequency is continuously increased or
decreased [7, 25]. The points where the amplitude jumps determine the bistable re-
gion, where in principle three values of the amplitude A are possible, but the central
one is unstable and is never observed in experiments. The peak position of the back-
bone curve is determined by the dissipation in the system and is located nearly on the
curve defined by [7]: ω2ex = Ω
2 + 3α
4M
A2, if the damping is weak. In case of vanishing
damping the response of the system diverges - a situation known from non-dissipative
resonantly driven systems: the resonance catastrophe. The main effect of a finite and
weak damping is to prevent the divergence and to give a finite peak at resonance [25].
The higher the dissipation, the lower is the height of the resonance peak. If dissipation
becomes too large, the bistable region disappears and one obtains the corresponding
linear response.
1.2 Nonlinear quantum systems
The experimental achievements during the last years allow to fabricate devices which
can potentially reach the quantum regime. The latter achieve non negligible nonlinear
behaviour as a consequence of their size or due to their incorporation of nonlinear
elements, like Josephson junctions. Promising examples are nanoresonators, Josephson
junctions embedded in a cavity or SQUIDs acting as Josephson bifurcation amplifiers
to improve qubit read-out.
As this thesis considers first the very generic dissipative quantum Duffing oscillator and
focusses later on the effect of a nonlinear undriven oscillator on a qubit, we split this
section into two parts: the first is a representation of nonlinear driven and undriven
quantum oscillators in their various experimental realizations, including single systems
and composed architectures and the related theoretical works. The second is dedicated
to the qubit read-out via a nonlinear undriven quantum oscillator. We clarify the
different regimes, for example semiclassical or deep quantum, and linear or nonlinear
systems in both theory and experiment and demonstrate the integration of the results
of this thesis in the scientific development.
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Figure 1.2: Amplitude A for fixed driving amplitude F , oscillator frequency Ω and
positive nonlinearity α > 0, resulting in a bending to the right. We vary the external
driving frequency for different values of the damping strength increasing from magenta
to black. The amplitude shows a bistable region, depending on the actual values of the
parameters.
1.2.1 Nanoresonators, Josephson junctions and SQUIDs in
the nonlinear regime
Starting with single nonlinear oscillator systems we present the experimental status
and the corresponding theoretical works. Then we consider composed systems allowing
to achieve entanglement as well as to improve measurement schemes by using for
example a cavity including a nonlinear element as bifurcation amplifier1.
Nowadays nanoresonators of submicron length [29], for example double-clamped beams,
nanocantilevers or torsional resonators, are constructed. Due to their size the effects of
nonlinearities become relevant, as the measure for the influence of nonlinearities, the
so-called dynamic range scales with system size [30]. The dynamic range is defined by
the kinetic energy at the critical amplitude divided by the thermomechanical energy.
Nanoresonators are highly tunable and consequently make it possible to cover various
dynamic ranges. Due to their high quality factor (102 − 104), being a signature of
their weak dissipation, their high frequency [31, 32, 33, 34, 35], and their large vari-
ability they can be used for detecting weak forces, masses, charges [33, 36, 35, 37]
and displacements [32], for stabilizing frequencies [30], signal amplification [38] and
noise reduction [39, 40, 41, 42]. Although the experimental realizations are not yet
in the deep quantum regime, where bistability in the amplitude response is no more
observed, it is in our opinion only a matter of time, when a nonlinear driven quantum
1Principle of a bifurcation amplifier: At the jump points, where the bistable regime sets in,
as shown in Fig 1.2, the derivative with respect to the driving frequency becomes infinite, i.e., a
small change in the driving frequency results in a large amplitude change. This allows an efficient
amplification of signals [29].
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resonator is achieved.
Moreover nanoresonators provide an insight into the classical to quantum transition of
nonlinear systems [43, 44, 45, 46, 12]. In a semiclassical regime, where the bistability
is still present, there exists the idea of creating a quantum mechanical superposition of
the two steady-states of motion or of observing tunneling or switching between these
[47, 48, 49]. This regime requires intermediate temperatures, so that mechanisms like
thermal activation, quantum tunneling or thermal switching are possible. In the deep
quantum regime, however, thermal effects are strongly suppressed and the bistabi-
lity in the response of the system is no more observed [15], which is also shown in
chapter 3.
From the theoretical side single nonlinear quantum oscillators were predominantly
studied within the quantum Duffing oscillator model [16, 17, 18, 19], where the oscil-
lator is subject to an external AC driving force. Dynamical tunneling for a Duffing
oscillator based on a semiclassical Wentzel-Kramers-Brillouin (WKB) scheme was in-
vestigated in [49], while a detailed analysis near the bifurcation point using Wigner
functions was carried out in [50, 46, 12]. Motivated by the experimental achievements
the deep quantum regime of the Duffing oscillator has also been widely investigated
theoretically: Within a quantum diffusion model Rigo et al. [15] demonstrated that in
the steady-state the quantum Duffing oscillator, in contrast to the classical one, does
not exhibit any bistability or hysteresis in its mean excitation number as a function of
the driving frequency. In particular, the nonlinear quantum Duffing oscillator exhibits
a very special degeneracy of its eigenenergy spectrum [16]. This is the origin of the os-
cillator’s response amplitude that displays antiresonant dips and peaks [16, 17, 18, 19],
depending on the frequency of the driving field. While the nonlinear response shows
resonant behavior for high damping, resembling the response of a linear oscillator at
a shifted frequency, an antiresonance arises for zero damping and persists even for a
weak Ohmic bath [18, 20].
From the theoretical point of view composed quantum systems including nanores-
onators are of high interest within the framework of quantum computation: By coup-
ling a micromechanical resonator to a Cooper-Pair Box the resonator states can be
entangled and environmental decoherence can be probed [51]. In [52] entanglement
and qubit storage is achieved by a nanomechanical resonator coupled to Josephson
junction phase qubits. In both cases the resonator is modeled by a linear quantum
oscillator. To achieve these coherence effects a quantum mechanical behaviour of at
least one of the systems is essential. However, there has been to date no experi-
mental realization of such composed systems in the deep nonlinear quantum regime,
while the semiclassical regime, where the underlying classical bistability dominates
the dynamics, is already observed in a novel class of devices combining SQUIDs and
resonators. For example, a micromechanical resonator embedded in a nonlinear DC-
SQUID, which is strongly damped to avoid bistability, is used to acquire cooling and
squeezing of the resonator modes and to achieve quantum-limited position detection
[53]. Such a kind of composed system can also be coupled to a qubit. Other setups are
cavities incorporating a Josephson junction [54, 55] constituting a bifurcation ampli-
fier, which can be used for amplification at the quantum limit therefore determining for
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example qubit decoherence. Theoretically a semiclassical approach [56] is put forward
to use a DC-SQUID embedded into a cavity as a bifurcation amplifier in its nonli-
near regime allowing displacement detection and cooling. All these approaches rely
in principle on treating the nanoresonator, the composed systems including Joseph-
son junctions and the SQUID as a classical nonlinear system. To our knowledge there
has been to date no experimental realization of these in the nonlinear quantum regime.
1.2.2 Flux qubit
A qubit is a quantum bit, having two states, which correspond to the two logical states
0 and 1 of a classical bit used as unit for information storage. Due to its quantum
nature, in contrast to the classical bit, which is exclusively in one of the two states,
the quantum bit allows also for superpositions of both, allowing parallel computing,
which is not possible for a classical computer [57].
In the last years there have been various implementations of qubits involving cavities,
ion traps [58] or nuclear spins [59]. Within cavity quantum electrodynamics we exem-
plarily refer to experiments of two-level quantum dots in photonic crystal nanocavities
[60, 61], a quantum dot exciton in a microcavity [62], or single atoms with a large
dipole moment interacting with photons in a microwave cavity [63]. In this thesis we
focus on solid state realizations of qubits exhibiting macroscopic quantum behaviour
because they are, compared to atomic, photonic or nuclear qubit realizations, highly
scalable and tunable allowing therefore to cover various coupling regimes and an easy
integration into electrical circuits [64]. Solid state qubits, however, are more affected
by noise and decoherence than the qubit realizations mentioned above. So they have
to be decoupled from the environment by properly manipulating system parameters.
Within the framework of quantum computation two prominent solid-state realizations
of a qubit-oscillator system are found: a Cooper-pair box [65, 66, 67, 68] coupled to
a transmission line resonator [69, 70, 71, 72, 73, 74] and the Josephson flux qubit [75]
read-out by a DC-SQUID [76, 77, 78]. These devices exhibit macroscopic quantum be-
haviour, as the measured state is fully characterized by a macroscopic variable. In case
of the Cooper-pair box this is the charge state and for the flux qubit the supercurrent
carried by the Cooper pairs [79]. The Cooper-pair box setup has been used to perform
non-demolition measurements or to transfer information between qubits via the trans-
mission line resonator [69, 80, 72, 81, 82, 83]. In the second experimental realization
the flux qubit is usually read out via a damped DC-SQUID, which is represented by
either a linear or a nonlinear oscillator. As demonstrated in [77] the quantum limit
is within the experimental reach as well. A non-demolition read-out procedure, based
on the measurement of the Josephson inductance, is given by Lupas¸cu et al. [84].
At present the effort to exploit the nonlinearity of a qubit read-out device, for exam-
ple, a DC-SQUID or a Josephson bifurcation amplifier (JBA) [9, 8], is increasing, as
nonlinear effects lead to advantages in various measurement schemes and to new phy-
sical observations. The SQUID in the nonlinear regime acting as bifurcation amplifier
optimizes qubit read-out allowing a fast read-out with high fidelity [10, 11] and causing
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little dissipation. Due to the bifurcation of the read-out device a higher sensitivity,
when determining the qubit states, and, due to the nonlinear Josephson inductance,
a high quality factor for the resonance is achieved [8]. Though there are many advan-
tages for driving the system to the nonlinear regime also new channels of relaxation
might arise [11]. A quantum non-demolition read-out has been demonstrated for a
quatronium qubit [85] using a Josephson bifurcation amplifier as well as for a flux
qubit [86] coupled to a nonlinear resonator.
Despite the numerous theoretical works on coupled qubit-linear oscillator systems
[87, 88, 89, 90, 91, 92, 93, 94, 95] composed qubit-Josephson bifurcation amplifier
systems have only been investigated in [96, 97, 98]. In particular, Nakano et al. [98]
looked at the composed qubit-Duffing oscillator dynamics during read-out process and
Kakuyanagi et al. determined the optimal read-out pulse [99]. But the theoretical at-
tempts up to now where either based on semiclassical analysis, where the bifurcation
dominates, or on approximating the Duffing oscillator by applying a rotating wave
approximation [98]. In this thesis we consider the deep quantum regime of a nonlinear
driven or undriven oscillator without applying a rotating wave approximation. In the
remaining part of this chapter we concentrate on the flux qubit and its read-out by a
DC-SQUID by introducing the basic physical mechanism needed as well as the rele-
vant quantities and the theoretical modelling. As both the qubit and the SQUID are
incorporating Josephson junctions, we first present a short overview on the Josephson
effects.
The Josephson effects
For an extensive derivation we refer to [100, 101]. A Josephson junction contains
two strongly coupled superconducting electrodes either interrupted by a thin oxide or
normal conducting layer or connected via a weak link. Such a kind of system exhibits
the Josephson effect. The DC Josephson effect is that at zero voltage a supercurrent
Is = Ic sinΥ (1.8)
arises, which depends on the critical current Ic the junction sustains and the phase
difference Υ of the two electrodes. The magnitude of Ic determines the coupling
strength of the phases of the two electrodes across the weak link.
The AC Josephson effects predicts for a finite voltage difference V across the junction
that the time evolution of the phase difference behaves as:
Υ˙ ≡ d
dt
Υ =
(2e)V

, (1.9)
resulting in an alternating current of amplitude Ic and frequency
(2e)V

corresponding
to the transfer of one Cooper pair, which is carrying twice the elementary charge e,
across the junction. To describe the AC Josephson effect we introduce the RCSJ
(resistively and capacitively shunted junction) model. The bias current I is equal to
the total current in the junction, which is for parallel channels according to Kirchhoff:
I = Ic sinΥ +
V
R
+ C
d
dt
V. (1.10)
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Expressing the last equation in terms of the phase we obtain using the second Joseph-
son relation Eq. (1.9):
(

2e
)2
CΥ¨ +
(

2e
)2
1
R
Υ˙ +
(

2e
)
Ic sinΥ−
(

2e
)
I = 0. (1.11)
This equation of motion is nonlinear, having exactly the form of the Duffing equation,
when expanding sinΥ 	 Υ − Υ3/6. It can be interpreted as a velocity-dependent
damped particle with mass
(

2e
)2
C moving in a tilted washboard potential:
U(Υ) = EJ − EJ cosΥ−
(

2e
)
IΥ, (1.12)
where we introduced the Josephson coupling energy EJ =
(

2e
)
Ic. The classical Hamil-
tonian accompanied by the above equation of motion at zero damping is:
H =
Q2
2C
+ U(Υ), (1.13)
where both the second Josephson relation and V = Q/C have been inserted.
To classify the charging or superconducting regime of the junction we introduce the
corresponding quantum Hamiltonian:
Hˆ =
Qˆ2
2C
+ U(Υˆ). (1.14)
We define the number operator counting Cooper pairs as Nˆ = Qˆ/(2e) = i∂/(∂Υˆ). As
in the corresponding particle picture, where Qˆ refers to the generalized momentum
and Υˆ to the coordinate, these are conjugate operators, therefore fulfilling:
[Υˆ, Nˆ ] = i. (1.15)
Setting EC =
e2
2C
the Hamiltonian is:
Hˆ = −4EC ∂
2
∂Υˆ2
+ U(Υˆ). (1.16)
The fraction 4EC/EJ 
 1 determines the charging regime where, in analogy to a free
particle motion, the coordinate Υˆ is equally partitioned corresponding to a delocalized
phase. In the superconducting regime 4EC/EJ  1 the phase is localized. The
conjugate operators fulfill the uncertainty principle:
ΔΥˆΔNˆ  1. (1.17)
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Figure 1.3: On the left: Scanning electron microscope picture of a flux qubit read-out
by a DC-SQUID. The qubit is the inner ring interrupted by three Josephson junctions,
the outer is the DC-SQUID, containing two Josephson junctions. Picture courtesy of
J. E. Mooij [75]. On the right: Schematic circuit, where crosses denote the junctions.
The superconducting persistent-current qubit
In Fig. 1.3 a flux qubit, the so-called persistent current qubit, is depicted. It is
a mesoscopic system of μm size with a superconducting island connected to tunnel
junctions. Due to its size it is insensitive to background charges in the substrate
and is effectively decoupled from the electrostatic environment, therefore allowing
decoherence times of more than 1ms [75, 64, 89]. The charge on each island and the
current through the junction behave quantum mechanically in the low temperature
regime (T ∼ 30mK).
A persistent-current qubit [64, 75] is built of three Josephson junctions embedded in a
superconducting loop and controlled by applying a magnetic field with magnetic flux
Φex = fΦ0, (1.18)
where f is the so-called magnetic frustration, giving the applied flux in terms of the
flux quantum Φ0 = h/2e. The external flux results in a persistent current in the loop.
Requiring a negligible inductance of the loop the flux generated by this circulating
current is as small as 10−3Φ0 and the whole flux is reduced to the external applied
one. In the superconducting limit (EJ > EC) the phase is a good quantum number
and the charge fluctuates. The ith junction is determined by its charging energy ECi
and its Josephson coupling energy EJi, while the resistive channel originating in the
RCSJ model is assumed to be disregarded. To calculate the total Josephson energy U
we model two Josephson junctions to be equal EJ1 = EJ2 = EJ , while the third is by
a factor δ smaller: EJ3 = δEJ , 0.5 < δ < 1 and consider each of them contributing to
the total energy with:
Ui = EJi(1− cosΥi), (1.19)
where Υi is the gauge-invariant phase different across the junction i. Using fluxoid
quantization [101] arising for the superconducting loop:
Υ1 −Υ2 +Υ3 = −2πf + 2πn, n integer, (1.20)
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the total Josephson energy is characterized by two phases:
U
EJ
= 2 + δ − cosΥ1 − cosΥ2 − δ cos(2πf +Υ1 −Υ2). (1.21)
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Figure 1.4: Contourplot of the Josephson energy U in terms of the two dominating
phases, using: f = 0.5 and δ = 0.8. The periodic pattern with two degenerate minima
in one unit cell is due to choosing f = 1/2 . L and R denote the minima in one unit
cell. The black line determines the intracell potential, shown in Fig. 1.5.
In Fig. 1.4 we show the energy contour for fixed δ and f = 1/2. We observe a periodic
pattern corresponding to two minima per unit cell within the eight-shaped contour,
while the circular contours correspond to maxima. Plotting U along the connection of
the minima within this eight-shaped contour (indicated by the black line in Fig. 1.4),
which corresponds to choosing Υ1 = −Υ2, a double well potential is obtained if the
external flux is close to 1/2. For further interpretation we use the analogy of a particle
being either localized in the right, denoted by |R〉, or left well |L〉. Because the minima
of the potential correspond to stable solutions, they can be interpreted as the two qubit
states, i.e., states with opposite current flow (about 300nA in real devices [75, 64, 89]).
Classically the minimal energy in each well is [102]:
ε = ±Ip(Φex − Φ0/2), (1.22)
where Ip is the magnitude of the classical currents and lies very close to the critical
current of the weakest junction. Analog to a particle, whose mass is proportional
to the capacitance and which moves in the double well potential, quantum tunneling
between the wells can occur if the mass is low enough. Tunneling can occur also
between minima belonging not to the same unit cell, but according to [64, 75] a proper
parameter regime allows to prevent this. This suppression effectively results in the fact
that the qubit is not influenced by charge effects. Requiring that the barrier height
of the double well potential is much larger than the energy splitting between ground
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state and first excited state in each well, which is also large compared to the tunneling
amplitude [1], the system can be represented by a two level system Hamiltonian:
HˆTLS = −
2
(
ε Δ0
Δ0 −ε
)
(1.23)
= −
2
(εσˆz +Δ0σˆx) ,
where |L〉 and |R〉 form the so-called localized basis. In case of zero tunneling, Δ0 = 0,
they reduce to the eigenstates of the system [1], corresponding to clockwise and coun-
terclockwise currents. σˆz = |R〉〈R| − |L〉〈L| and σˆx = |R〉〈L| − |L〉〈R| are the Pauli
matrices. As the localized basis is not an eigenbasis for HˆTLS, an eigenbasis is given
ε
Δb = 
√
ε2 +Δ20
|R〉|L〉
Figure 1.5: Double well potential arising when U(Υ1,Υ2) is plotted along the line
connecting two minima in a unit cell as shown in Fig. 1.4. The two lowest lying
energy levels are separated by the energy amount Δb.
by their superposition:
|g〉 = cos(Θ/2)|R〉 − sin(Θ/2)|L〉, (1.24)
|e〉 = sin(Θ/2)|R〉+ cos(Θ/2)|L〉,
with tanΘ = −Δ0/ε and −π2 ≤ Θ < π2 .
This is the so-called energy basis, where |g〉 is the groundstate and |e〉 the excited state
accompanied by eigenenergies Eg/e = ∓2
√
ε2 +Δ20. Applying the transformation:
R(Θ) =
(
cos (Θ/2) sin (Θ/2)
− sin (Θ/2) cos (Θ/2)
)
, (1.25)
the TLS Hamiltonian becomes diagonal: ˆ˜HTLS = RT (Θ)HˆTLSR(Θ) = −Δb2 σ˜z, where
σ˜z is the Pauli matrix in the energy basis and Δb = 
√
ε2 +Δ20 is the energy splitting.
The energy bias ε can be tuned for a superconducting flux qubit by application of an
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external flux Φex, see Eq. (1.22), and vanishes at the so-called degeneracy point:
Φex = Φ0/2 [74]. Consequently at the degeneracy point the double well potential is
symmetric and the eigenstates acquire the simple form:
|g〉 = 1√
2
(|R〉 − |L〉) , (1.26)
|e〉 = 1√
2
(|R〉+ |L〉) .
While for ε
 Δ0, the states |L〉 and |R〉 are eigenstates of the TLS, which correspond
to a localization in one well, at the degeneracy point the eigenstates |g〉, |e〉 are given
by symmetric and antisymmetric superpositions, respectively, of the two logical states.
The experimental verification of a Josephson junction loop behaving as macroscopic
quantum two level system is provided in [102] using resonance measurements and spec-
troscopy. Coherent dynamics of a persistent current qubit [76] have been observed by
coherent manipulation of the quantum state in the loop using microwave pulses of vari-
able frequency and amplitude. The read-out of the pulsed SQUID showed quantum
state oscillations with high fidelity. A coherent superposition of current states has
been approached by spectroscopic measurements in [89]. Within these experiments
Leggett’s proposal [103] to achieve superposition of macroscopic quantum states and
therefore macroscopic quantum coherence has been achieved.
The SQUID
SQUIDs are superconducting quantum interference devices allowing highly sensitive
detection of magnetic flux using interference. Two realizations are widely used: The
DC-SQUID, built of a superconducting loop intersected by two Josephson junctions,
and the RF-SQUID, containing only one junction. As the qubit read-out in our con-
siderations is based on the DC-setup, we focus on the description of the DC-SQUID.
For a detailed description see [101, 88, 89].
The principle is as follows: To determine the flux the switching current ISW , which
is the current where the SQUID is driven to the normal conducting state resulting in
a finite voltage drop, is measured when a certain bias current is applied. The larger
this applied bias is, the more the washboard potential in the particle picture is tilted,
as shown in Fig. 3 of [89]. As long as the bias current cannot overcome the switching
current, the particle is trapped in one well. In the opposite case, the particle is in the
so-called running mode, corresponding to escape out of a well. Then a finite voltage
is detected. Averaging over several measurements allows to minimize fluctuations and
external noise, which leads to ISW < Im. The maximal supercurrent Im is directly
related to the flux Φ by:
Im = 2Ic
∣∣∣∣cos
(
πΦ
Φ0
)∣∣∣∣ . (1.27)
It therefore allows to determine the flux very accurately. In the last formula a sym-
metric SQUID with equal critical current is assumed.
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According to [89] a DC-SQUID can be treated as a single Josephson junction with a
flux-tunable critical current. Consequently the equation of motion for the flux can be
obtained by the one of the Josephson junction, where on top the selfinductance of the
loop, which arises due to the flux induced by the circulating current, and an external
applied bias and flux are considered [1]:
CΦ¨ +
1
R
Φ˙ +
1
L
(Φ− Φex) + Ic sin(2eΦ/) = Iex cos(ωext). (1.28)
The SQUID behaves as a linear inductor with inductance L = 
2e
Ic if
sin(2eΦ/)  2eΦ/. It becomes hysteretic and acquires a Duffing type form if higher
orders in the trigonometric expansion have to be taken into account, corresponding to
LIc2e/ > 1 [104, 1]. A driving contribution is either achieved by applying an external
periodic bias, as given above, or by periodic modification of the external flux [105].
The SQUID can be modeled in the supercurrent regime, where the particle is trapped
in one well, by a harmonic oscillator. Including nonlinear effects corresponds to taking
into account higher oscillations in the well corresponding to a modified potential, which
is not simple harmonic. The nonlinear Hamiltonian is determined by:
HˆNLO =
Pˆ 2y
2M
+
M
2
Ω2yˆ2 +
α
4
yˆ4 (1.29)
= Ω
(
jˆ +
1
2
)
+
αy40
16
(
aˆ + aˆ†
)4
= Ω
(
jˆ +
1
2
)
+
3
8
αy40 jˆ
(
jˆ + 1
)
+O(α2)
:= Ω
(
jˆ +
1
2
)
+
3
2
αjˆ
(
jˆ + 1
)
+O(α2).
The third line is the first order perturbation theory in the nonlinearity, where jˆ = aˆ†aˆ
and aˆ and aˆ† are the annihilation and creation operators of the linear oscillator. In
the last line a convenient notation is introduced, which will be used in the chapters 4
and 5.
When on top an external driving comes into play via an external applied flux or bias,
we obtain the Hamiltonian of the quantum Duffing oscillator:
HˆDO(t) = HˆNLO + F yˆ cosωext. (1.30)
The inclusion of nonlinear effects resembles not only the experimental situation more
accurately but has direct advantages: In the linear regime the qubit state is determined
by detecting the switching current to the normal state. The switching read-out is
very efficient, but due to driving the system to the finite voltage state a high level
of dissipation destroys the qubit state. Moreover, this results also in an increase
of the temperature for the junction and the substrate during the time of the finite
voltage state (1μs), while the equilibrium is not restored for about 1ms. This limits
the measurement rate and leads to long data acquisition times [79]. These negative
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effects are avoided if a Josephson bifurcation amplifier (JBA) [106, 79] is used, which
allows read-out without dissipation, as the SQUID remains in its superconducting
regime. By explicit use of the SQUID nonlinearity and application of certain driving
frequencies or currents, the JBA is forced to switch to the high or the low amplitude
state of the classical Duffing oscillator, depending on the qubit state. Moreover for such
experiments a quantum non-demolition measurement, which is essential for quantum
computation, has been shown in [9].
The qubit read-out via a DC-SQUID
As shown in Fig. 1.7 the qubit is inductively coupled to the DC-SQUID, so that
the interaction term depends on the magnetic flux and is therefore proportional to σz
[107]:
HˆInt = gyˆqˆ (1.31)
= g
(q0
2
σz
) y0√
2
(
aˆ + aˆ†
)
:= gσz(aˆ + aˆ
†).
In the last line we introduced a convenient notation, as already indicated in Eq. (1.29).
In reality the qubit and its read-out device are never completely decoupled from their
surrounding electromagnetic environment in any experimental situation. Therefore we
have also to take into account environmental effects, which lead due to the coupling
of the three composite parts to dissipation and decoherence in the qubit dynamics, as
indicated in Figs. (1.6) and (1.7).
harmonic
bath
g
linear / nonlinear
oscillator
FLU
X QU
BIT
DETECTOR:
DC-SQUID
Figure 1.6: Experimental realization of a flux qubit read-out by a DC-SQUID and its
theoretical modeling. Experimental picture in the middle courtesy of J. E. Mooij [75].
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Figure 1.7: Schematic representation of the circuit describing the situation in Fig. 1.6.
The qubit (denoted by qb) is coupled inductively via M to a DC-SQUID. The Josephson
junctions are depicted by crosses. The DC-SQUID is driven by an AC current and
coupled to an electromagnetic reservoir of LC-oscillators, represented by harmonic
oscillators [5].
The inclusion of dissipation on a quantum level is represented in the next chapter, by
representing the bath as a reservoir of uncoupled harmonic oscillators.
Chapter 2
Dissipative quantum systems
A classical example for a dissipative system is the dissipative motion of a Brownian
particle moving in a liquid and exhibiting friction and a force orginating from collisions
of the particle with molecules in the liquid. The equation of motion describing this
situation is the Langevin-equation, which includes environmental effects via a frictional
velocity-dependent and a fluctuating force [1]:
μq¨(t) + μγq˙(t) +
d
dq
U(q) = ξ(t), (2.1)
where q(t) is the position of the particle with mass μ, U(q) an external potential and
the friction term is γq˙(t). The fluctuating force ξ(t) obeys Gaussian statistics:
〈ξ(t)〉 = 0 (2.2a)
〈ξ(t)ξ(t′)〉 = 2μγkBTδ(t− t′), (2.2b)
leading to white or δ-correlated noise. The second relation is the classical fluctuation-
dissipation theorem (FDT)1 .
The inclusion of a friction term and a fluctuating force to model dissipation in classical
systems is rather phenomenological. In this chapter we want to clarify the microscopic
origin of dissipation and how it is obtained within a full quantum description. Without
explicit time-dependence of the system’s Hamiltonian the principle of energy conser-
vation is valid and consequently there is no dissipation. According to [1] there have
been several attempts to introduce dissipative effects in the equation of motion of a
quantum particle: First a time-dependent mass is embedded in the Lagrangian al-
lowing a damping term in the classical equation of motion. However, within this
treatment the uncertainty principle is violated. The second realization of damping
is modifying the quantization procedure, requiring some ad hoc assumptions for the
occurrence of certain noise terms. Third due to the violation of the quantum mecha-
nical superposition principle considering a nonlinear Schro¨dinger equation failed. The
most famous and successful method is the system-bath approach, where the system of
1The response of a system to a small external perturbation is related to the spontaneous equili-
brium fluctuations of the system.
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interest, consisting only of few degrees of freedom, is coupled to a large bath (reser-
voir) with many degrees of freedom. The first is therefore treated as an open system,
while the composed system is closed and the origin of dissipation in the small system
is associated with the exchange of energy with the large one. The major advantage
of the system-bath approach is that first the dynamical equation resulting from the
system-bath model describes a stochastic process, represented by a quantum Langevin
equation with a memory-friction force and an operator-valued random force. Second,
due to the special character of the coupling and the actual form of the bath, an exact
elimination of the bath degrees of freedom is possible. The details are found in the
following sections, where we introduce the system-bath model and derive the time
evolution of the system of interest within two different approaches. We introduce the
quantum Langevin equation and apply the path integral formalism, where the bath
degrees of freedom are eliminated and the influence of the bath is captured in the so-
called Feynman-Vernon influence functional, allowing to go beyond the weak coupling
limit.
2.1 System plus bath model
The modelling of the environment is captured within the Ullersma-Zwanzig-Caldeira-
Leggett model [2, 3, 4, 5]. The bath is assumed to be large in order to treat it as
a reservoir compared with the relevant system. Consequently the energy disappears
in the environment and is not fed back into the system within any time of physical
interest, i.e., Poincare recurrences are physically irrelevant. This behaviour describes
a dissipative process [5, 1]. The generic assumption that any bath degree of freedom
is only weakly perturbed by the system allows us to represent the bath as an ensemble
of uncoupled harmonic oscillators, as the equilibrium bath state is almost not affected
by the system. The spectrum of the oscillators is smooth and dense, so that each
oscillator is only weakly coupled to the system of interest. Specifically, the coupling
of system and bath is linear in the bath as well as in the system position coordinates.
This allows an exact elimination of the bath degrees of freedom when we consider the
reduced dynamics of the system. However, as stressed in [5], the weak coupling does
not at all imply that the interaction seen by the system is weak, as the number of bath
modes interacting with the system is large.
Caldeira and Leggett proposed the following ansatz for the Hamiltonian:
Hˆ = HˆS + HˆB, (2.3)
where HˆS is the system and HˆB the bath Hamiltonian:
HˆS =
pˆ2
2μ
+ U(qˆ), (2.4a)
HˆB =
N∑
j=1
(
pˆ2j
2mj
+
1
2
mjω
2
j
[
xˆj − cj
mjω2j
qˆ
]2)
. (2.4b)
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In Eq. (2.4a) μ is the particle’s mass and U(q) a one-dimensional potential. In
Eq. (2.4b) the bath is composed of N harmonic oscillators, each determined by its
mass mj, frequency ωj, its momentum pˆj and position operator xˆj. The strength of
the coupling is determined by the coefficients cj. In the definition of the bath Hamil-
tonian we added a counter term ∝ c2j which compensates a renormalization of the
potential U(qˆ) originating from the linear system-bath coupling [1].
To determine the time-evolution, we have to specify the initial conditions of the com-
posed system by choosing the system and bath to be uncoupled at time t = 0. This
corresponds to factorizing initial conditions for the density operator of system and
bath ρˆS+B:
ρˆS+B(0) = ρˆS(0)⊗ ρˆ0B(0), (2.5)
where ρˆS(0) is the density operator of the system at time t = 0 and
ρˆ0B(0) =
exp(−Hˆ0B/kBT )
Tr exp(−Hˆ0B/kBT )
, (2.6)
the corresponding one of the canonically distributed bath at zero coupling (cj = 0),
respectively. From the experimental point of view, these conditions, where initial
correlations of system and bath are disregarded, are rather artificial, but from the theo-
retical side very simple. A more realistic condition is to start from the equilibrium state
of system and bath including the coupling [108]. However, initial preparation effects
disappear in the stationary limit mainly considered in this work, if the temperature is
finite, so that the simple choice of the initial conditions is appropriate.
2.1.1 Quantum Langevin equation
The Hamiltonian in Eq. (2.3) leads to coupled Heisenberg equations of motion [1]:
μ¨ˆq(t) + U ′(qˆ) +
N∑
j=1
(
c2j
mjω2j
qˆ
)
=
N∑
j=1
cjxˆj, (2.7)
mj ¨ˆxj + mjω
2
j xˆj = cj qˆ,
where U ′(qˆ) = d
dqˆ
U(qˆ). When integrating formally the second equation of motion and
inserting this result into the first one, we obtain the operatorial Langevin equation:
μ¨ˆq(t) + μ
∫ t
0
dt′γ(t− t′) ˙ˆq(t′) + U ′(qˆ) = ξˆ(t), (2.8)
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where the memory friction kernel γ(t− t′) and the fluctuating force ξˆ(t) are related to
the bath via:
γ(t− t′) = θ(t− t′) 1
μ
N∑
j=1
cj
mjω2j
cos(ωj(t− t′)), (2.9)
ξˆ(t) =
N∑
j=1
cj
[
xˆ
(0)
j cos(ωjt) +
pˆ
(0)
j
mjωj
sin(ωjt)
]
− μγ(t)qˆ(0). (2.10)
The force ξˆ(t) is determined in terms of the initial conditions of the bath and by
the transient term μγ(t)qˆ(0) originating from the factorizing initial conditions. The
time evolution of ξˆ(t) is given by Eq. (2.10) and not by the Heisenberg equations
of motion. Moreover, note that ξˆ(t) is a fluctuating force with colored noise2 and
Gaussian statistics, if the average is taken with respect to ρˆB and not to ρˆ
0
B:
〈ξˆ(t)〉ρˆB = 0, (2.11)
〈ξˆ(t)ξˆ(0)〉ρˆB =
μ
π
∫ ∞
0
dωωγ′(ω) [coth(ωβ/2) cos(ωt)− i sin(ωt)]
≡ L(t),
where γ′(ω) represents the real and γ ′′(ω) the imaginary part of the damping ker-
nel in Fourier space. The last relation is the quantum mechanical extension of the
fluctuation-dissipation theorem (FDT), where we used the fact that for N → ∞ the
Poincare recurrence time tends towards infinity, such that the spectrum of the os-
cillators is smooth and continuous allowing us to replace the sum over the oscillator
degrees of freedom by a integral over a continuous spectral density [1].
Defining the spectral density as
J(ω) =
π
2
N∑
j=1
c2j
mjωj
δ(ω − ωj), (2.12)
leads in Fourier space to the simple relation with the real part of the memory-friction
kernel:
γ′(ω) =
J(ω)
μω
. (2.13)
2This means that the noise has a finite correlation time [109].
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In the time-domain this quantity, the noise kernel K(t) and the autocorrelation func-
tion L(t) are related to the spectral density via:
γ(t) = θ(t)
2
πμ
∫ ∞
0
dω
J(ω)
ω
cos(ωt), (2.14a)
K(t) =
1
2
〈[ξˆ(t), ξˆ(0)]+〉 = 1
2
N∑
j=1
c2j
mjωj
coth
(
ωjβ
2
)
cos(ωjt) (2.14b)
=
1
π
∫ ∞
0
dωJ(ω) coth
(
ωβ
2
)
cos(ωt).
L(t) = L′(t) + iL′′(t) (2.14c)
=
1
π
∫ ∞
0
dωJ(ω)
[
coth
(
ωβ
2
)
cos(ωt)− i sin(ωt)
]
,
where L′(t) = K(t) and L′′(t) = μ
2
dγ(t)
dt
. From here we see that the influence of the
bath on the system is fully described by the spectral density J(ω). Therefore, the
dynamics of the system is determined by the potential of the system U(qˆ) and the
knowledge of the spectral density of the bath.
The time for the decay of the correlation function is τB = /kBT , giving an upper
boundary for relevant system-bath correlations. In the classical limit ω  kBT
Eq. (2.14b) reduces to its classical analogue in Eq. (2.2b). Moreover, for a linear
harmonic oscillator coupled bilinearily to a linear environment the spectral density
is determined by quantities that appear already in the classical phenomenological
equation of motion. For nonlinear system this argument is not valid anymore.
Forms of the spectral density
Now we want to consider two examples, the first corresponding to a unstructured
bath (Ohmic bath) and the second corresponding to a structured bath. The spectral
density of the bath, which we will refer to as unstructured bath, is well described by
a power-law form with exponential cutoff:
J(ω) = Mγ
ωs
Ωs−1
exp(−ω/ωc). (2.15)
In particular, we consider in the following chapters the Ohmic bath (s = 1)
J(ω) = ηω = μγω, (2.16)
where the damping is independent of the frequency γ(ω) = γ and the cutoff is sent
to infinity. This type of spectral density corresponds to the ideal case of memoryless
friction, which leads in the equation of motion to a term proportional to γ ˙ˆq and can
be interpreted accordingly to Ohmic’s law as Ohmic. Due to the δ-correlation of the
second cumulant of the force in the limit  → 0 in Eq. (2.11), it corresponds to a
white noise source in the classical limit.
We obtain an example of a structured environment if we consider the experiment
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described in the introduction, namely a qubit coupled to a read-out SQUID, where
the SQUID itself is coupled to a bath of harmonic oscillators. In the appropriate
regime of parameters [88, 89] the SQUID can be described as a harmonic oscillator
with frequency Ω corresponding to the SQUID’s plasma frequency. Therefore we
can schematically visualize the problem as in Fig. 2.1, where we couple a two level
system with the potential U(qˆ) (qubit) via an intermediate harmonic oscillator with
eigenfrequency Ω to an Ohmic bath, which is characterized by its temperature T and
its damping coefficient η.

harmonic
bath
T, J( ) 
g
Figure 2.1: Schematic representation of a qubit (two level system with potential U(q))
coupled to an intermediate harmonic oscillator with eigenfrequency Ω. The oscillator
itself is coupled to an Ohmic bath.
According to [87] there exists a mapping of the first description onto one, where the
influence of both the intermediate harmonic oscillator and the bath is embedded into
an effective spectral density, see Fig. 2.2.
HO
Figure 2.2: The intermediate oscillator and the Ohmic bath build a composed system
with an effective spectral density JHOeff (ω). This composed system is then coupled to
the qubit.
The effective spectral density is given by:
JHOeff (ω) =
g2γω
M(Ω2 − ω2)2 + Mγ2ω2 . (2.17)
In the limit of vanishing frequency we obtain an Ohmic behaviour for the effective
spectral density: JHOeff (ω) −→ω→0 g2γω/(MΩ4).
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2.1.2 The influence functional and the Markovian master
equation (MME)
Although the quantum Langevin equation is simple, a direct integration can only be
performed for very special cases. Feynman and Vernon [110] systematically determined
the dynamics of the system of interest, which is subject to dissipation, that originates
due to the coupling to a reservoir, by using real-time path integral methods. This
procedure allows to capture environmental effects in a general class of functionals
depending on coordinates of the system of interest only [110]. This corresponds to
effectively eliminating the bath degrees of freedom of the full density matrix of the
composed system and considering the reduced dynamics, where the bath degrees of
freedom have been traced out. For a basic introduction to path integrals we refer to
the book of Kleinert [111].
We consider the time evolution of the density operator of the composed system:
ρˆS+B(t) = exp[−iHˆt/]ρˆS+B(0) exp[+iHˆt/], (2.18)
which reads in coordinate representation:
〈qf ,xf |ρˆS+B(t)|q′f ,x′f〉 = 〈qf ,xf |Uˆ(t, 0)ρˆS+B(0)Uˆ−1(t, 0)|q′f ,x′f〉 (2.19)
=
∫
dqidq
′
ixjxiUˆ(qf ,xf , t; qi,xi, 0)〈qi,xi|ρˆS+B(0)|q′i,x′i〉U∗(q′f ,x′f , t; q′i,x′i, 0).
We introduced the shorthand notation xi = {xi,1, . . . , xi,N} including all bath coordi-
nates and
U(qf ,xf , t; qi,xi, 0) = 〈qf ,xf |T exp
[
−i
∫ t
0
dsHˆ(s)
]
|qi,xi〉 (2.20)
is the propagator for the system plus bath connecting the initial state |qi,xi〉 at time
t = 0 and the final state |qf ,xf〉 at time t. Moreover, the completeness relations
have been used:
 
=
∫
dqi|qi〉〈qi| and   =
∫
dxi|xi〉〈xi|. The idea is to split the time
evolution operator over a finite time t into N short time intervals Δt = t/N , where
N → ∞. Decomposing into kinetic and potential parts as well as applying Trotter’s
formula [112, 111] allows us to derive a discretized version of the action entering the
propagator as a functional. This applies only if the system has a classical analogue,
which is not the case for a qubit. In general, the propagator is described by
U(qf , t, qi, 0) =
∫ q(t)=qf
q(0)=qi
DqA[q], (2.21)
where A[q] is the weight of a path for the non-dissipative system fulfilling the boun-
dary conditions. If a classical counterpart exists, according to Feynman and Vernon,
the propagator is expressed in terms of a real-time functional integral over all paths
connecting start and end point, denoted by Dx:
U(qf ,xf , t; qi,xi, 0) =
∫ q(t)=qf
q(0)=qi
Dq
∫ x(t)=xf
x(0)=x0
DxA[q] exp
{
i

(SS[q] + SB[q,x])
}
,
(2.22)
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where SS[q] and SB[q,x] are the classical actions, which are related to the classical
Lagrangian by S[q] =
∫
dsΛ(q, q˙, s) and expressed in terms of our composite system
by the the paths q(s) and xj(s):
SS[q] =
∫ t
0
ds
{μ
2
q˙2(s)− V (q(s))
}
(2.23)
SB[q,x] =
N∑
j=1
∫ t
0
ds
{
mj
2
x˙2j(s)−
mj
2
ω2j [xj(s)−
cj
mjω2j
q(s)]2
}
.
Since we are only interested in the system dynamics, we eliminate the bath degrees of
freedom by taking the trace and end up with the reduced density matrix:
ρˆ(t) ≡ TrBρˆS+B(t). (2.24)
With the help of the factorizing initial conditions, Eq. (2.5), the path integral over the
bath degrees of freedom can be performed exactly, as only Gaussian integrals occur.
Due to the bilinear coupling of system and each harmonic oscillator of the bath, the
elimination of the bath yields an influence phase for linear systems being quadratic in
the system coordinates [110], as shown below. The reduced density operator acquires
then this form in position representation [1, 5, 110]:
ρ(qf , q
′
f , t) =
∫
dxf〈qfxf |ρˆS+B(t)|q′fxf〉 (2.25)
=
∫
dqidq
′
iρS(qi, q
′
i, 0)
∫
dxidx
′
idxfU(qf ,xf , t, qi,xi, 0)ρB(xi,x
′
i, 0)
×U∗(q′f ,xf , t, q′i,x′i, 0)
=
∫
dqi
∫
dq′iG(qf , q′f , t; qi, q′i, 0)ρS(qi, q′i, 0),
where
G(qf , q′f , t; qi, q′i, 0) =
∫ q(t)=qf
q(t0)=qi
Dq
∫ q′(t)=q′f
q′(t0)=q′i
Dq′A[q]A∗[q′] exp
[
i

(SS[q]− SS[q′])
]
× exp{−ΦFV [q, q′]/}, (2.26)
is the propagating function for the reduced density operator depending on q, q ′ alone
and describing how the dissipative system evolves with time. The last term in Eq. (2.26)
is the Feynman-Vernon influence functional, which includes all the influence of the
bath, as we want to emphasize. It includes the influence phase:
ΦFV [q, q
′] =
∫ t
0
dt′
∫ t′
0
dt′′[q(t′)− q′(t′)][L(t′ − t′′)q(t′′)− L∗(t′ − t′′)q′(t′′)]
+
i
2
N∑
j=1
c2j
mjω2j
∫ t
0
dt′[q2(t′)− q′2(t′)]. (2.27)
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Therefore the influence of the bath is fully characterized by the autocorrelation func-
tion of the fluctuating force L(t), given in Eq. (2.14c), and consequently by the spectral
density. Imposing the relations given after Eqs. (2.14a-2.14c) and integrating by parts,
the potential renormalization cancels and we obtain in symmetric and antisymmetric
terms:
ΦFV [q, q
′] =
∫ t
0
dt′
∫ t′
0
dt′′[q(t′)− q′(t′)]K(t′ − t′′)[q(t′′)− q′(t′′)] (2.28)
+
iμ
2
∫ t
0
dt′
∫ t′
0
dt′′[q(t′)− q′(t′)]γ(t′ − t′′)[q˙(t′′) + q˙′(t′′)]
+
iμ
2
∫ t
0
dt′[q(t′)− q′(t′)]γ(t′)[q(0) + q′(0)].
The last term is the initial slip term, which occurs also in the quantum Langevin
equation Eq. (2.8). It is omitted in the following chapters, for the same reasons as ex-
plained in detail in section 2.1.1. Besides the quadratic form in the system coordinate,
which originates due to the bilinear coupling, the effect of the bath is to add a nonlocal
contribution, in particular a selfinteraction. The real part of ΦFV [q, q
′], the so-called
noise functional, represents a pure phase, whose argument is strongly fluctuating. It
is antisymmetric in q and q′ so that it connects the offdiagonal parts of the reduced
density matrix, the coherences. Therefore this part gives rise to decoherence. An
explanation is that the bath is continuously measuring the system’s position, there-
fore suppressing quantum interference between the different system states [1]. The
imaginary part of ΦFV [q, q
′] is an exponential decaying function coupling both sym-
metric and asymmetric paths and leads to friction in the system. The main effects
of the influence phase, whose real and imaginary part are related via the fluctuation-
dissipation theorem given in the second part of Eq. (2.11), are to introduce friction
and dissipation in a systematic way.
Because an analytical treatment of the functional integral is very complicated or even
not possible, for example for nonlinear systems, we impose an additional approxima-
tion by restricting to the weak coupling limit: γ  kBT/ = 1/τB,ΔE/, where τB
is the bath correlation time and ΔE refers to any energy difference in the system, so
that the smallest frequency scale is the damping strength.
Therefore we expand the propagator for the reduced density matrix in terms of the
damping strength γ up to first order G1(qf , q′f , t; qi, q′i, 0) using
exp(−ΦFV [q, q′]/) ≈ 1− ΦFV [q, q′]/. (2.29)
The lowest order contribution G0(qf , q′f , t; qi, q′i, 0) of the propagator is given by ap-
proximating exp{−ΦFV [q, q′]/} 	 1 and is represented by the propagator for the
Schro¨dinger equation of the system alone, U0(qf , t; qi, 0):
G0(qf , q′f , t; qi, q′i, 0) = U0(qf , t; qi, 0)U ∗0 (q′f , t; q′i, 0). (2.30)
Thus an expansion up to first order in the damping strength, which corresponds to se-
cond order in the coupling constants cj, is effectively the so-called Born approximation.
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Moreover, the resulting master equation is of Markovian form, if the damping is the
smallest frequency scale of the problem, as shown below [113, 114, 115, 116, 117, 118].
The reduced density matrix in terms of the expanded propagators is:
ρ(qf , q
′
f , t) =
∫
dqidq
′
iG0(qf , q′f , t; qi, q′i, 0)ρ(qi, q′i, 0) (2.31)
−1

∫ t
0
dt′
∫ t′
0
dt′′
∫
dq1dq
′
1dq2dq
′
2G0(qf , q′f , t; q1, q′1, t′)(q1 − q′1)
×G0(q1, q′1, t′; q2, q′2, t′′)K(t′ − t′′)(q2 − q′2)ρ(q2, q′2, t′′)
− iμ
2
∫ t
0
dt′
∫ t′
0
dt′′
∫
dq1dq
′
1dq2dq
′
2G0(qf , q′f , t; q1, q′1, t′)(q1 − q′1)
×G0(q1, q′1, t′; q2, q′2, t′′)γ(t′ − t′′)(q˙2 + q˙′2)ρ(q2, q′2, t′′),
where additionally, due to the dependence of ΦFV [q, q
′] on t′ and t′′, the path integral is
split into a free time evolution and an integral over q(t′) = q1 and q(t′′) = q2 assuming
that the path integral commutes with the integrations over t′ and t′′ [119, 120]. The
term ρ(t′′) can be rewritten in terms of ρ(t) by using the zeroth order propagator:
ρ(q2, q
′
2, t
′′) =
∫
dqdq′U0(q2, t′′, q, t)U ∗0 (q
′
2, t
′′; q′, t)ρ(q, q′, t). (2.32)
Inserting this expression into Eq. (2.31), taking the full time derivative with respect
to t and rewriting the result in terms of τ = t − t′′, we obtain a Markovian master
equation. It is characterized by the fact that no memory effects are included, as the
derivative for the reduced density matrix ρ˙(t) depends only on the density matrix ρ(t)
at equal time [121]:
ρ˙(qf , q
′
f , t) ≡
d
dt
ρ(qf , q
′
f , t) = −
i

(HS(qf )−HS(q′f ))ρ(qf , q′f , t) (2.33)
−1

∫ t
0
dτK(τ)
∫
dq2dq
′
2dqdq
′(qf − q′f )U0(qf , t; q2, t− τ)U ∗0 (q′f , t; q′2, t− τ)
×(q2 − q′2)U0(q2, t− τ, q, t)U ∗0 (q′2, t− τ ; q′, t)ρ(q, q′, t)
− iμ
2
∫ t
0
dτγ(τ)
∫
dq2q
′
2dqdq
′U0(qf , t, q2, t− τ)U ∗0 (q′f , t, q′2, t− τ)
×(qf − q′f )(q˙2 + q˙′2)U0(q2, t− τ, q, t)U ∗0 (q′2, t− τ, q′, t)ρ(q, q′, t).
In the last derivations we used the rule for differentiating products and the complete-
ness relations.
The master equation can also be represented in operatorial form as:
d
dt
ρˆ = − i

[HˆS, ρˆ] + Lˆρˆ, (2.34)
where the influence of the bath comes in via the superoperator:
Lˆρˆ = −[qˆ, [Pˆ (t), ρˆ]+]− [qˆ, [Qˆ(t), ρˆ]], (2.35)
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with the correlators:
Pˆ (t) =
i
2
∫ ∞
0
dτγ(τ)Uˆ †0(t− τ, t)pˆUˆ0(t− τ, t), (2.36)
Qˆ(t) =
1

∫ ∞
0
dτK(τ)Uˆ †0(t− τ, t)qˆUˆ0(t− τ, t), (2.37)
and Uˆ0(t, t
′) = exp[−iHˆS(t − t′)/] [121]. In the last lines we assumed that the in-
tegration kernel and the friction kernel are practically zero after a finite time τB and
extended the upper integration limit to infinity, thereby implicitly considering the time
distance t from the preparation to be much larger than τB, so that the master equation
involving the above quantities describes an almost equilibrium situation of the system
dynamics [121, 122].
In chapter 3 we solve the master equation in Floquet basis, where the driving is taken
into account, as well as in chapter 4 in a composite basis based on a time-independent
spin-boson Hamiltonian.
2.2 Spin-boson-model
This bath approach is used for the spin-boson model [103, 123, 1]. It is composed of
a two-level system (TLS), which exhibits constructive and destructive quantum inter-
ference effects, coupled to a harmonic reservoir. The TLS is modeled by a double
well potential with finite barrier. Although the bath degrees of freedom can be traced
out exactly, analytical solutions are only possible within two different perturbative
schemes. Spin-boson dynamics are usually perturbative in either the tunneling through
the barrier of the TLS (NIBA, Non-Interacting-Blip-Approximation) [1, 124, 125] or in
the bath coupling (WCA, Weak-Coupling-Approximation) [126, 127]. Those perturba-
tive in the coupling of the TLS to the bath are typically obtained within a Born-Markov
treatment of the Liouville equation for the TLS density matrix [128, 116] or within the
path integral formalism [1]. The equivalence of both methods has been demonstrated
in [129] restricting to low temperatures and damping strengths. An alternative ap-
proach is to perform perturbation theory in the tunneling amplitude of the two-level
system. Within the so-termed non-interacting blip approximation (NIBA) [125, 130, 1]
it yields equations of motion for the TLS reduced density matrix enabling to capture
the case of strong TLS-bath coupling.
As argued above, a two level system, termed as ’spin’ system, provides one of the
simplest situations to study quantum interference effects. When environmental effects
are modeled as in the previous sections by harmonic oscillators which are bilinearily
coupled to the spin system, we obtain the spin-boson Hamiltonian [1]:
Hˆ = HˆTLS + HˆTLS−B + HˆB, (2.38)
where
HˆTLS = −
2
(εσz +Δ0σx) (2.39)
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and
HˆTLS−B = −q0
2
σz
N∑
j=1
cjxˆj. (2.40)
Notice that the generic system Hamiltonian defined before, see section 2.1, has been
replaced by the corresponding one of the two level system, using qˆ → q0
2
σz, where q0/2
are the eigenvalues of the localized states. We obtain:
Hˆ = −
2
(εσz +Δ0σx)− q0
2
σz
N∑
j=1
cjxˆj +
N∑
j=1
(
pˆ2j
2mj
+
mj
2
ω2j xˆ
2
j
)
. (2.41)
Expressing the position and momentum operators in second quantization
xˆj =
√

2mjωj
(bˆj + bˆ
†
j), pˆj = i
√
mjωj
2
(bˆj − bˆ†j), (2.42)
we obtain:
Hˆ = −
2
(εσz +Δ0σx) +
N∑
j=1
ωj bˆ
†
j bˆj −
1
2
σz
N∑
j=1
λj(bˆj + bˆ
†
j), (2.43)
where
λj = q0cj
(
1
2mjωj
)1/2
. (2.44)
This allows to define the spin-boson spectral density:
G(ω) =
N∑
j=1
λ2jδ(ω − ωj) =
q20
2
N∑
j=1
c2j
mjωj
δ(ω − ωj). (2.45)
Comparing with Eq. (2.12) we find the relation:
G(ω) =
q20
π
J(ω). (2.46)
2.3 Population difference of a qubit
The dynamical quantity of interest is the population difference of the two-level system:
P (t) = 〈σz(t)〉 = TrTLS{σzρˆ(t)} (2.47)
= 〈R|σzρˆ(t)|R〉 − 〈L|σzρˆ(t)|L〉,
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where ρˆ(t) is the reduced density matrix. According to section 2.1.2, the reduced
density matrix can be expressed via a real-time path integral:
ρσ,σ′(t) =
∫
Dq
∫
Dq′A[q]A∗[q] exp(−ΦFV [q, q′]/). (2.48)
It is evaluated using the initial state ρσ,σ′(0) = δσ,1δσ′,1 and by summing over all
spin paths q(t) and q′(t′) which fulfill the boundary conditions q(0) = q′(0) = q0
2
,
q(t′) = q0σ/2 and q′(t′) = q0σ′/2 [131]. In our case this corresponds to starting and
ending in the right well.
∫ DqA[q] is the propagator of the non-dissipative TLS, which
includes the probability amplitude of the TLS to follow the path q(t). The propagator
can be directly calculated for a TLS, fixing initial and final conditions. Then the
propagator is split into propagators at many successive time steps, corresponding
to taking into account all possible paths. The TLS paths consist of contributions
where the TLS can remain in its state or jump between the two states. The last
process is always proportional to the tunneling amplitude Δ0. According to [132, 1]
the population difference including this propagator is obtained in an exact analytic
form by summing over all paths containing a certain number of transitions and is
therefore expressed as a power series in the tunneling amplitude.
Following [132] the time evolution of the population difference is given by a generalized
master equation (GME):
P˙ (t) = −
∫ t
0
dt′K(a)(t− t′) +K(s)(t− t′)P (t′), t ≥ 0, (2.49)
where the superscripts {(a), (s)} refer to the asymmetric or symmetric kernel with
respect to the external bias. For an extensive and detailed derivation we refer to
[132, 131, 1]. The kernels contain arbitrary orders in Δ20. An analytical calculation of
the GME including all these non-local terms originating from the correlations is too
complicated. Therefore we restrict ourselves for the calculations in chapter 5 to the
well-established Non-Interacting-Blip-Approximation (NIBA), allowing to truncate the
infinite sum in the kernels to first order in Δ20 [124, 1]:
K(s)(τ) = Δ20 exp(−S(τ)) cos(R(τ)) cos(ετ), (2.50)
K(a)(τ) = Δ20 exp(−S(τ)) sin(R(τ)) sin(ετ), (2.51)
where we introduced:
Q(τ) = S(τ) + iR(τ) (2.52)
=
∫ ∞
0
dω
G(ω)
ω2
[
coth
(
ωβ
2
)
(1− cosωt) + i sinωt
]
, (2.53)
which is related to the autcorrelation function of the force by: Q¨(τ) = q20L(τ)/. By
rewriting the kernels in terms of the time difference τ = t − t′ and without external
time-dependent driving the master equation depends only on convolutive integrals.
Therefore the GME is solved using Laplace transform:
P (λ) =
1 +K(a)(λ)
λ +K(s)(λ)
. (2.54)
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Then the poles of P (λ) determine the dynamics. An inverse Laplace transform finally
yields P (t).
The NIBA approximation becomes exact for 〈σz(t)〉 using an unbiased TLS in the
weak damping regime. Moreover, it is in general applicable for the Ohmic case using
large damping and/or high temperatures [1].
Chapter 3
The dissipative quantum Duffing
oscillator
Parts of the results presented here have been published in [20].
Figure 3.1: The nonlinear quantum oscillator to whom a periodic external driving
(denoted by the wiggled arrows) is applied is the so-called Duffing oscillator indicated
by the left box. Dissipation enters the oscillator by coupling it to a harmonic bath with
temperature T and Ohmic spectral density J(ω) = ηω.
In this chapter we investigate the deep quantum limit of the dissipative quantum
Duffing oscillator and present two different approaches covering different parameter
regimes. The first approach is based on the exact Floquet energies and states of the
driven linear oscillator with the nonlinearity treated perturbatively. As there is no
restriction on the driving amplitude, this scheme can also be applied to the regime
where the driving amplitude is larger than the nonlinearity. The second approach
treats both the driving and the nonlinearity perturbatively. It is applicable for driving
frequencies which can resonantly excite two states of the nonlinear oscillator, requiring
that the energy scale associated with the driving amplitude cannot overcome the energy
shift introduced by the nonlinearity. In general a combination of both approaches
allows to cover a wide range of driving frequencies. Exemplarily we consider in the
first part of this chapter the dynamics of the Duffing oscillator near the one-photon
resonance, where the oscillator dynamics is described analytically. As in [16, 17,
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18, 19] we obtain that for weak dissipation the amplitude of the oscillations displays
an antiresonance rather than a resonance. We find a characteristic asymmetry of the
antiresonance lineshape. In contrast to [16, 17, 18, 19], our analytic results are obtained
without applying a rotating wave approximation (RWA) on the Duffing oscillator. In
the second part of this chapter, we do not impose a resonance condition but investigate,
based on the first approach, the dissipative dynamics of the Duffing oscillator, using
the solution for the dissipative dynamics of the corresponding linear system, the driven
harmonic oscillator.
The chapter is organized as follows: In section 3.1 we introduce the Hamiltonian
of the non-dissipative Duffing oscillator and in section 3.2 the two Floquet based
approximation schemes to treat it. Moreover we derive the Floquet states of the
driven harmonic oscillator. The energy spectrum and eigenstates of the non-dissipative
Duffing oscillator are calculated with the two different schemes in section 3.3 and
section 3.4 and both approaches are compared in section 3.5. Afterwards dissipative
effects are included within a Born-Markov-Floquet master equation in section 3.6.
Section 3.7 addresses the special case of the one-photon resonance including dissipative
effects. In section 3.8 we derive the dissipative steady-state dynamics of the driven
harmonic oscillator and compare the results to its classical analogue. Afterwards the
extension to the nonlinear case is elaborated. In section 3.9 conclusions are drawn.
3.1 Quantum Duffing oscillator
A quantum Duffing oscillator is described by the Hamiltonian:
HˆDO(t) =
Pˆ 2y
2M
+
MΩ2
2
yˆ2 +
α
4
yˆ4 + yˆF cos(ωext), (3.1)
where M and Ω are the mass and frequency of the Duffing oscillator which is driven
by a monochromatic field of amplitude F and frequency ωex. For later convenience we
introduce the oscillator length y0 :=
√

MΩ
. In the following we will consider the case
of hard nonlinearities, α > 0, such that the undriven potential is monostable.
To treat the quantum Duffing oscillator problem we observe that the Hamiltonian can
be rewritten as:
HˆDO(t) = HˆLO(t) +
α
4
yˆ4 (3.2a)
= HˆNLO + yˆF cos(ωext), (3.2b)
where HˆLO(t) describes a driven linear oscillator, while HˆNLO is the Hamiltonian of an
undriven nonlinear oscillator. Due to the periodic driving Floquet theory [133, 134,
135, 130] can be applied, as reviewed in the following section 3.1.1.
3.1.1 Floquet theory
The Floquet theorem states that a Schro¨dinger equation involving a time-periodic
Hamiltonian (HˆDO(t) = HˆDO(t+Tωex) with period Tωex = 2π/ωex) [133, 134, 135, 130,
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118]:
i∂t|ψ(t)〉 = HˆDO(t)|ψ(t)〉 (3.3)
has a complete set of solutions:
|ψj(t)〉 = exp(−ijt/)|φj(t)〉, (3.4)
where |φj(t)〉 = |φj(t + Tωex)〉. The quasienergies j and Floquet states |φj(t)〉 solve
the eigenvalue equation of the Floquet Hamiltonian:
Hˆ(t)|φj(t)〉 =
[
HˆDO(t)− i ∂
∂t
]
|φj(t)〉 = j|φj(t)〉. (3.5)
Defining |φj,n(t)〉 = exp(−inωext)|φj(t)〉 and inserting into Eq. (3.5) we find that
|φj,n(t)〉 is also an eigenstate of the Floquet Hamiltonian, but with the eigenvalue
j,n = j − nωex differing by a multiple integer of ωex. These Floquet states are
therefore physically identical. In other words the spectrum of the Floquet Hamiltonian
has a Brillouin zone structure, each Brillouin zone being of size ωex. To find a complete
set of solutions {|ψj(t)〉}, it is sufficient to consider only those Floquet states and
quasienergies which lie within a single Brillouin zone, i.e., −ωex/2 ≤ j < ωex/2.
Moreover j ≡ j,0 and |φj(t)〉 := |φj,0(t)〉. The eigenstates |ψj(t)〉 as well as the
Floquet states |φj(t)〉 are elements of the Hilbert space R. For convenience we also
define T as the space of Tωex-periodic functions with the inner product:
(f, g) =
1
Tωex
∫ Tωex
0
dtf ∗(t)g(t). (3.6)
An orthonormalized basis of T is given by the functions: ϕn(t) = exp(−inωext), n
integer. The basis set {ϕn} is orthonormalized and complete:
(ϕn, ϕ
′
n) = δn,n′ , (3.7)
1
Tωex
∑
n
ϕ∗n(t)ϕn(t
′) = δTωex (t− t′), (3.8)
where δTωex is the Tωex-periodic delta function. The scalar product in the composite
Hilbert space R⊗ T is then given by:
〈〈φj|φk〉〉 := 1
Tωex
∫ Tωex
0
dt〈φj(t)|φk(t)〉. (3.9)
The decomposition of |φj(t)〉 into basis functions ϕn(t) is equivalent to an expansion
in Fourier series:
|φj,n(t)〉 =
∑
l
exp(−ilωext)|φ(l−n)j 〉, (3.10)
|φ(n)j 〉 =
1
Tωex
∫ Tωex
0
dt exp(inωext)|φj(t)〉 (3.11)
=
1
Tωex
∫ Tωex
0
dt|φj,−n(t)〉.
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For a basis independent notation we introduce the state vectors |n) with (t|n) := ϕn(t).
Then, in the composite Hilbert space R⊗ T we define the state:
|φj,n〉〉 =
∑
l
|φ(l−n)j 〉 ⊗ |l), (3.12)
and |φj,n(t)〉 = (t|φj,n〉〉. In particular, due to the orthogonality of the Floquet states
|φj,m(t)〉, also the orthonormality relation is valid:
〈〈φi,n|φj,m〉〉 = 1
Tωex
∫ Tωex
0
dt〈φi,n(t)|φj,m(t)〉 = δijδnm. (3.13)
Additionally we define:
Hnmij ≡ 〈〈φi,n|Hˆ|φj,m〉〉 =
1
Tωex
∫ Tωex
0
dt〈φi,n(t)|Hˆ(t)|φj,m(t)〉. (3.14)
Hence through the expansion of the Hilbert space it is possible to treat the time-
dependent problem in Eq. (3.3) as a time-independent one by expressing the Floquet
Hamiltonian in a basis of R ⊗ T . Which basis of R ⊗ T is the most convenient to
express H depends on the specific problem. For example in the basis {|φj,n〉〉} of the
Floquet states the eigenvalue equation reads:
Hˆ|φj,m〉〉 = j,m|φj,m〉〉. (3.15)
Equivalently, using the expansion in Eq. (3.12) it also follows from Eqs. (3.14) and
(3.15) ∑
l′
(
Hˆ(l−l
′) − l′ωexδll′
)
|φ(l′−m)j 〉 = j,m|φ(l−m)j 〉, (3.16)
where Hˆ(l) are the Fourier components in the Fourier expansion of Hˆ(t).
The eigenenergies and eigenstates of Hˆ are known only in very few cases, among which
the case of the driven linear oscillator, see section 3.2.1. For a generic time-periodic
Hamiltonian only approximated solutions of Eqs. (3.14) or (3.15) can be found.
3.2 Complementary approaches for the quantum
Duffing oscillator
In this section we discuss two complementary approximation schemes to treat the
quantum Duffing oscillator. Eqs. (3.2a) and (3.2b) describe two different approaches,
shown in Fig. 3.2, to solve the eigenvalue problem described by Eqs. (3.15) and (3.16):
In the first one, called App I, we start with the exact Floquet states and eigenenergies
of the driven linear oscillator HˆLO(t), see Eq. (3.2a). The nonlinearity is treated as
a perturbation. A similar problem was considered by Tittonen et al. [136]. This
approach is convenient if the Floquet states of the time-dependent Hamiltonian are
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Driving
HˆLO HˆLO(t)
App I
Nonlinearity Nonlinearity
App II
HˆNLO HˆDO(t)
Driving
Figure 3.2: Different procedures to incorporate driving and nonlinearity. In App I
starting point are the exact Floquet states and eigenenergies of the driven linear oscil-
lator HˆLO(t). The nonlinearity is the perturbation. In App II the driving is a pertur-
bation expressed on the basis of the Floquet states of the undriven nonlinear oscillator
HˆNLO.
known.
For the driven harmonic oscillator they have been derived by Husimi and Perelomov
[137, 138] and are given in section 3.2.1.
In the second approach, which we call App II, one considers as unperturbed sys-
tem the undriven nonlinear oscillator (NLO) and the driving is the perturbation, see
Eq. (3.2b).
As we shall see, the different ways of treating the infinite dimensional Floquet Hamil-
tonian result in crucial differences when evaluating observables of the Duffing oscillator.
3.2.1 Floquet states of the driven harmonic oscillator
In this section we want to consider the case of the driven harmonic oscillator as ac-
cording to Husimi, Perelomov and Breuer [137, 138, 139] the quasienergy spectrum
can be determined exactly for a periodically driven harmonic oscillator.
Due to the special form of the driving, proportional to the position operator, and the
special properties of the non-dissipative harmonic oscillator, possessing an equidistant
energy spectrum, the time-dependent Schro¨dinger equation
i
∂ψ(y, t)
∂t
= − 
2
2M
∂2ψ(y, t)
∂y2
+
M
2
Ω2y2ψ(y, t)− f(t)yψ(y, t) (3.17)
is exactly solvable. According to Husimi [137] and Ref. [140] the last equation can be
formally solved by introducing a time-dependent translation y1 = y − ξ(t), such that
the Schro¨dinger equation becomes:
i
∂ψ(y1, t)
∂t
= iξ˙(t)
∂ψ(y1 + ξ(t), t)
∂y1
− 
2
2M
∂2ψ(y1 + ξ(t), t)
∂y21
+
M
2
Ω2(y1 + ξ(t))
2 ×
ψ(y1 + ξ(t), t) + F cos(ωext)(y1 + ξ(t))ψ(y1 + ξ(t), t). (3.18)
Applying moreover the unitary transformation ψ(y, t) = exp(iM ξ˙(t)y/)ϕ(y, t) and
requiring that ξ(t) is the steady-state solution of the classical equation of motion, the
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term linear in y1 can be eliminated, so that the wave equation reads:
i
∂ϕ
∂t
= − 
2
2M
∂2ϕ
∂y21
+
M
2
Ω2y21ϕ− Λϕ + Mξ¨(t)ξ(t)ϕ + Mξ˙(t)2ϕ, (3.19)
where Λ is the classical Lagrangian:
Λ =
M
2
ξ˙(t)2 − M
2
Ω2ξ(t)2 + f(t)ξ(t). (3.20)
A further transformation
ϕ = χ exp
[
i

∫ t
0
dt′
(
Λ−Mξ¨(t)ξ(t)−Mξ˙(t)2
)]
(3.21)
reduces the wave equation to the one of the undriven harmonic oscillator:
i
∂χ
∂t
=
[
− 
2
2M
∂2
∂y2
+
M
2
Ω2(y − ξ(t))2
]
χ(y, t). (3.22)
Consequently the driven system is rewritten in terms of the wave equation for the
undriven harmonic oscillator weighted with a complex phase, depending on the La-
grangian of the classical system:
ψ(y, t) = χ(y − ξ(t)) exp
[
i
M

ξ˙(y − ξ) + i

∫ t
0
Λdt
]
(3.23)
= φj(y − ξ(t)) exp
[
i

(∫ t
0
Λdt′ − t
Tωex
∫ Tωex
0
Λdt′ + Mξ˙(y − ξ)
)]
×
exp
[
− i

(
E
(0)
j −
1
Tωex
∫ Tωex
0
Λdt′
)
t
]
,
where we replaced in the last step: χ(y − ξ(t)) = φj(y − ξ(t)) exp(−iE(0)j t/). There-
fore by applying the above transformations the well-known equidistant eigenenergies
E
(0)
j = Ω(j + 1/2) and eigenstates |j〉0 of the undriven harmonic oscillator together
with their orthonormality relation can be used. Remember that the states in position
representation are Hermite-Polynomials Hj
(
y
y0
)
weighted with Gaussian functions:
φj(y) = 〈y|j〉0 =
1√
y0
1√
2jj!
√
π
exp
(
− y
2
2y20
)
Hj
(
y
y0
)
. (3.24)
The solution 〈y|ψj(t)〉 = ψj(y, t) of Eq. (3.5) for the time-dependent Hamiltonian
HˆLO(t), see Eq. (3.2a), is:
ψj(y, t) = φj(y − ξ(t)) exp
{
−i
[(
j +
1
2
)
Ωt− 1
2
∫ t
0
f(t′)ξ(t′)dt′
]}
×
exp
(
i

[
−M
2
ξ(t)ξ˙(t) +Mξ˙(t)y
])
≡ φ(0)j (y, t) exp(−i(0)j t/), (3.25)
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Finally ξ(t) is the steady-state solution of the corresponding classical equation,
Mξ¨(t) +MΩ2ξ(t) = f(t), (3.26)
which is for a driving of the form f(t) = −F cos(ωext):
ξ(t) =
F
M(ω2ex − Ω2)
cos(ωext). (3.27)
The quasienergy spectrum for the harmonic oscillator is for a cosine-like driving term:

(0)
j = 
(0)
j,0 = Ω
(
j +
1
2
)
+
F 2
4M(ω2ex − Ω2)
. (3.28)
Finally,
φ
(0)
j (y, t) = φj(y − ξ(t)) exp(−iθ(F 2, t)) exp
(
i

[
−M
2
ξ(t)ξ˙(t) +Mξ˙(t)y
])
(3.29)
with
θ(F 2, t) = − 1
2
[∫ t
0
dt′f(t′)ξ(t′)− t
Tωex
∫ Tωex
0
dt′f(t′)ξ(t′)
]
. (3.30)
In the following section we use this results to determine perturbatively the Floquet
states of the quantum Duffing oscillator.
3.3 Perturbation theory for a time-periodic Hamil-
tonian with time-independent perturbation
The starting point of the perturbative treatment App I is the Floquet equation for the
full Floquet Hamiltonian Hˆ in the extended Hilbert space R⊗ T , see Eq. (3.15),
Hˆ|φj,m〉〉 = j,m|φj,m〉〉, (3.31)
where Hˆ = Hˆ0 + Vˆα. Moreover, the Floquet states of the Floquet Hamiltonian Hˆ0
satisfying the eigenvalue equation in Eq. (3.15) are known, see e.g. Eq. (3.25) and
Eq. (3.28):
Hˆ0|φj,m〉〉0 = (0)j,m|φj,m〉〉0. (3.32)
We look for an expression of j,m and |φj,m〉〉 in first order in Vˆα. Consequently we
introduce the first order corrections 
(1)
j,m and |φj,m〉〉1 as:
j,m = 
(0)
j,m + 
(1)
j,m, (3.33)
|φj,m〉〉 = |φj,m〉〉0 + |φj,m〉〉1.
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Additionally, we introduce the Fourier coefficients:
0〈〈φk,n|Vˆα|φj,m〉〉0 ≡ v(n−m)kj . (3.34)
As in the case of conventional stationary perturbation theory, the perturbed states are
written as a linear combination of the unperturbed states:
|φj,m〉〉 = |φj,m〉〉0 +
∑
(k,n)=(j,m)
cnmkj |φk,n〉〉0, (3.35)
where (k, n) denotes the couple of quantum numbers k and n. Inserting ansatz
Eq. (3.33) in the Floquet equation, Eq. (3.31), we obtain:(
Hˆ0 + Vˆα − (0)j,m − (1)j,m
)
(|φj,m〉〉0 + |φj,m〉〉1) = 0. (3.36)
Because 
(0)
j,m and |φj,m〉〉0 solve the Floquet equation for Hˆ0 the last equation reduces
to: (
Vˆα − (1)j,m
)
|φj,m〉〉0 +
(
Hˆ0 − (0)j,m
)
|φj,m〉〉1 = 0. (3.37)
This equation allows to determine the modification to the quasienergy 
(1)
j,m and the
actual form of the coefficients cnmkj . To calculate 
(1)
j,m we multiply it from the left with
0〈〈φj,m|. It follows:

(1)
j,m = 0〈〈φj,m|Vˆα|φj,m〉〉0. (3.38)
To determine the coefficients for the states we multiply Eq. (3.37) from the left with
0〈〈φk,n|, where the couple (k, n) = (j,m). Moreover, we exclude the case of degenerate
quasienergies and impose: 
(0)
k,n = (0)j,m. In case of (0)k,n = (0)j,m degenerate perturbation
theory should be applied. We obtain:
0 = 0〈〈φk,n|Vˆα|φj,m〉0 + ((0)k,n − (0)j,m)cnmkj , (3.39)
yielding:
cnmkj =
0〈〈φk,n|Vˆα|φj,m〉〉0

(0)
j,m − (0)k,n
≡ c(n−m)kj . (3.40)
Notice that in order to apply perturbation theory, we have to require that |cnmkj | < 1,
which imposes restrictions on the allowed values of driving and nonlinearity. Moreover,
if we set the driving to zero the quasienergy and the states reduce to the ones obtained
by applying conventional stationary perturbation theory on the unforced system.
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3.3.1 Application to the quantum Duffing oscillator
We can now determine the actual form of the quasienergy spectrum and the corre-
sponding expansion coefficients for the case of the quantum Duffing oscillator using as
perturbation Vˆα =
α
4
yˆ4. The matrix elements Eq. (3.34) defined as:
v
(n−m)
kj =
1
Tωex
∫ Tωex
0
dt exp(i(n−m)ωext)0〈φk(t)|Vˆα|φj(t)〉0 (3.41)
are given in Appendix A. The quasienergies of the quantum Duffing oscillator up to
first order in the nonlinearity read:
j,m = Ω
(
j +
1
2
)
+
F 2
4M(ω2ex − Ω2)
+
α
4
[
3
2
(2j + 1)y20
(
F
M(ω2ex − Ω2)
)2
+
3
2
(
j(j + 1) +
1
2
)
y40 +
3
8
(
F
M(ω2ex − Ω2)
)4]
− ωexm
+O(α2). (3.42)
In the limit of no driving Eqs. (3.35) and (3.42) yield:
Ej = lim
F→0
j = Ω
(
j +
1
2
)
+
3
8
αy40
(
j(j + 1) +
1
2
)
, (3.43a)
|j〉 = lim
F→0
|φj(t)〉 = lim
F→0
(t|φj〉〉 (3.43b)
= |j〉0 + αy
4
0
4
[√
j(j − 1)(j − 1
2
)
2Ω
|j − 2〉0
+
√
(j + 1)(j + 2)(j + 3
2
)
−2Ω |j + 2〉0
+
1
4
√
j(j − 1)(j − 2)(j − 3)
4Ω
|j − 4〉0+
1
4
√
(j + 1)(j + 2)(j + 3)(j + 4)
−4Ω |j + 4〉0
]
,
such that the modifications due to the nonlinearity are exactly those obtained by
conventional stationary perturbation theory [21], where {| j〉0} are the eigenstates
of the undriven harmonic oscillator. Expanding up to second order in the driving
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amplitude we obtain from Eq. (3.35) for |φj(t)〉 = (t|φj〉〉 the result:
|φj(t)〉 = |φj(t)〉0 + α4
[
+
[y40(j +
3
2) +
3
2y
2
0A
2
ξ ]
√
(j + 1)(j + 2)
−2Ω |φj+2(t)〉0 (3.44)
+
[y40(j − 12) + 32y20A2ξ ]
√
j(j − 1)
2Ω
|φj−2(t)〉0
+
y40
4
√
(j + 1)(j + 2)(j + 3)(j + 4)
−4Ω |φj+4(t)〉0
+
y40
4
√
j(j − 1)(j − 2)(j − 3)
4Ω
|φj−4(t)〉0
+
3
4
(2j + 1)y20A
2
ξ
[
exp(−i2ωext)
2ωex
+
exp(i2ωext)
−2ωex
]
|φj(t)〉0
+
3!
√
2
4
(j + 1)
√
j + 1Aξy30
[
exp(−iωext)
ωex − Ω −
exp(iωext)
ωex + Ω
]
|φj+1(t)〉0
+
3!
√
2
4
j
√
jAξy
3
0
[
exp(−iωext)
ωex + Ω
+
exp(iωext)
−ωex + Ω
]
|φj−1(t)〉0
+
√
(j + 3)(j + 2)(j + 1)
23/2
4
y30Aξ
[
exp(−iωext)
ωex − 3Ω −
exp(+iωext)
ωex + 3Ω
]
|φj+3(t)〉0
+
√
j(j − 1)(j − 2)2
3/2
4
y30Aξ
[
exp(−iωext)
ωex + 3Ω
+
exp(+iωext)
−ωex + 3Ω
]
|φj−3(t)〉0
+
3
4
y20A
2
ξ
√
(j + 1)(j + 2)
[
exp(−i2ωext)
2ωex − 2Ω +
exp(i2ωext)
−2ωex − 2Ω
]
|φj+2(t)〉0
+
3
4
y20A
2
ξ
√
j(j − 1)
[
exp(−i2ωext)
2ωex + 2Ω
+
exp(i2ωext)
−2ωex + 2Ω
]
|φj−2(t)〉0 ] ,
where we used the abbreviation Aξ ≡ F/[M(ω2ex − Ω2)] and |φj(t)〉0 are the Floquet
states of the linear oscillator. The coefficients cnmkj have to be small compared to one,
so that a perturbative treatment is adequate. Depending on the actual value of the
driving amplitude, the vicinity of ωex to Ω and the order of the divergence at exact
resonance, we can give a lower boundary for the validity of App I. In the vicinity of
a one-photon resonance (ωex ∝ Ω) the condition that the coefficients cnmkj are smaller
than one becomes: ∣∣∣∣c(αy40)1(y0F )m1+mΩl
∣∣∣∣ < |ωex − Ω|1+m−l, (3.45)
where c is a dimensionless constant with |c| < 1. Up to second order in the driving
combinations of m = 1, 2 and l = 0, 1 occur. This allows us to cover two different
regimes of validity for App I:∣∣∣∣(y0F/)m+1Ωl
∣∣∣∣ < |ωex − Ω|1+m−l, cαy40 < y0F, (3.46a)∣∣∣∣(cαy40/)1+mΩl
∣∣∣∣ < |ωex − Ω|1+m−l, cαy40 > y0F. (3.46b)
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3.4 Perturbative approach for the one-photon res-
onance
When the nonlinearity becomes a relevant perturbation to the equidistant spectrum
of the linear oscillator, it becomes preferable to use the second approximation scheme,
App II, based on the decomposition Eq. (3.2b).
In this case it is convenient to express the Floquet Hamiltonian HˆDO in the composite
Hilbert spaceR⊗T spanned by the vectors |j, n〉〉 ≡ |j〉⊗|n), where |j〉 is an eigenstate
of the nonlinear oscillator HˆNLO given in Eq. (3.43b). Therefore in this basis the Flo-
quet Hamiltonian of the nonlinear oscillator HˆNLO, see Eq. (3.48) below at vanishing
driving amplitude, is diagonal. In contrast, the perturbation VˆF = yˆF cos(ωext) is
time-dependent and thus non-diagonal also in the Hilbert space T . From the relation:
〈〈j, n|HˆDO|k, n′〉〉 = (HˆDO)(n−n
′)
jk − ωexnδjkδnn′ , (3.47)
where (HˆDO)
(n−n′)
jk are the Fourier coefficients of the matrix 〈j|HˆDO(t)|k〉, it follows
〈〈j, n|HˆDO|k, n′〉〉 = Ej,nδkjδnn′ + F
2
〈j|yˆ|k〉(δn,n′+1 + δn,n′−1), (3.48)
with Ej,n = Ej − nωex and Ej the energies of the nonlinear oscillator Eq. (3.43a).
From Eq. (3.48) it is thus apparent that two eigenstates |j, n〉〉, |k,m〉〉 of HˆNLO become
degenerate when Ej,n = Ek,n′ , i.e., for a driving frequency ωex satisfying
ωex(n
′ − n) = Ek − Ej. (3.49)
Setting N = n′ − n one speaks of an N -photon resonance. From Eq. (3.43a) for the
energies Ej it follows, with k = j + M ,
ωexN = Ej+M − Ej = M
[
Ω +
3
8
αy40 (M + 1 + 2j)
]
. (3.50)
In the following we restrict to the case ωex ∼ Ω such that N = M and to the one-
photon resonance N = 1, i.e., the quasienergies Ej,n and Ej+1,n+1 are degenerate if
ωex = Ω+
3αy40(j+1)
4
≡ Ωj.
Moreover, due to the arbitrariness in the choice of the Brillouin zone index n, we fix
it in the following to the zeroth Brillouin zone, i.e., n = 0. For our perturbative treat-
ment we further require that the nonlinearity is large enough that if Ej,0 is resonant
with Ej+1,+1 the remaining quasi-energy levels are off resonance and not involved in
the doublet spanned by the two degenerate levels. Having this in mind, we have to
restrict ourselves to a certain range of possible values of ωex, namely to the resonance
region such that the chosen doublet remains degenerate or almost degenerate, i.e.,
for the one-photon resonance: |ωex − Ωj| < 34αy40. This results from the fact that if
Ej,0 = Ej+1,+1, the closest lying levels Ej+2,2 and Ej−1,−1 are by 34αy
4
0 away. Because
of the manifold (doublet) structure of the quasi-energy spectrum, we apply in the
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following Van Vleck perturbation theory [141, 142] and treat the driving as a small
perturbation, i.e., y0F
2
√
2
 3
4
αy40  Ω. Consequently, a consistent treatment in App II
requires that either F 2 contributions are neglected if we consider the nonlinearity only
up to first order, or that both driving and nonlinearity are treated up to second order.
As the second order in both parameters is very involved, we restrict to the first order
in the nonlinearity and neglect quadratic contributions in the driving strength, as long
as their reliability cannot be verified within a different approach, i.e., App I.
Within Van Vleck perturbation theory we construct an effective Floquet Hamiltonian
Hˆeff = exp(iSˆ)HˆDO exp(−iSˆ) having the same eigenvalues as the original Hamilto-
nian HˆDO and not containing matrix elements connecting states belonging to different
manifolds. Therefore it is block-diagonal with all quasi-degenerate energy states in
one common block. To determine the transformation Sˆ and the effective Hamiltonian
Hˆeff we write both as a power series in the driving:
Sˆ = Sˆ(0) + Sˆ(1) + Sˆ(2) + . . . (3.51)
Hˆeff = Hˆ(0)eff + Hˆ(1)eff + Hˆ(2)eff + . . . . (3.52)
In Appendix C the general formulas for the energies and the states up to second order
are provided [141, 142, 143, 144].
The zeroth order energies areEj,0 andEj+1,+1 and the corresponding (quasi)-degenerate
Floquet states are: |j, 0〉〉 and |j + 1,+1〉〉.
The quasi-degenerate block of the effective Hamiltonian in this basis up to second
order in the driving strength acquires the form:
Hˆeff =
(
Ej,0 + E
(2)−−
j E
(1)
j
E
(1)
j Ej+1,+1 + E
(2)++
j
)
, (3.53)
where
E
(1)
j = 〈〈j, 0|VˆF |j + 1,+1〉〉 = 〈〈j + 1,+1|VF |j, 0〉〉 = n1(j)
y0F
2
√
2
, (3.54)
and
E
(2)−−
j =
y20F
2
8
[
n21(j − 1)
Ej,0 − Ej−1,−1 +
n21(j − 1)
Ej,0 − Ej−1,+1 +
n21(j)
Ej,0 − Ej+1,−1
]
, (3.55)
E
(2)++
j =
y20F
2
8
[
n21(j + 1)
Ej+1,+1 − Ej+2,+2 +
n21(j + 1)
Ej+1,+1 − Ej+2,0 +
n21(j)
Ej+1,+1 − Ej,2
]
,
with
n1(j) =
√
j + 1
[
1− 3
8Ω
αy40(j + 1)
]
. (3.56)
Notice that the unperturbed quasienergies Ej,0 and Ej+1,1 are correct up to first order
in the nonlinearity. For consistency also n2i (j) has to be treated up to first order in α
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only.
As shown by Eq. (3.57) below it is essential to determine the eigenenergies of Hˆeff up
to second order in F . They are also the eigenenergies of HˆDO and read:
∓j =
1
2
(
Ej,0 + Ej+1,+1 + E
(2)−−
j + E
(2)++
j
)
± 1
2
[
(Ej,0 − Ej+1,+1)2 (3.57)
+2(Ej,0 − Ej+1,+1)(E(2)−−j − E(2)++j ) + 4E(1)
2
j
]1/2
.
The convention ∓j is chosen such that 
−
j < 
+
j for ωex < Ωj , whereas it jumps
at resonance such that −j > 
+
j for ωex > Ωj. Because the first order correction in
the driving E
(1)
j enters Eq. (3.57) quadratically, a calculation of the quasienergies
up to first order in F merely yields (when Ej,0 = Ej+1,1) the zeroth order results.
Consequently to be consistent one has to take into account also the second order
corrections E
(2)−−
j and E
(2)++
j to the energies.
The eigenstates of the block, Eq. (3.53), are determined by:
|−j,0〉〉 eff := − sin ηj
2
|j + 1,+1〉〉+ cos ηj
2
|j, 0〉〉, (3.58)
|+j,1〉〉 eff := sin ηj
2
|j, 0〉〉+ cos ηj
2
|j + 1,+1〉〉,
where
tan ηj =
2|E(1)j |
−(Ej,0 − Ej+1,+1 + E(2)−−j − E(2)++j )
. (3.59)
In conventional Van Vleck perturbation theory the eigenstates of HˆDO are obtained
by applying a back transformation:
|∓j,n〉〉 = exp(−iSˆ)|∓j,n〉〉eff . (3.60)
Expanding the exponential up to first order we obtain for the eigenstates:
|∓j,n〉〉 = |∓j,n〉〉eff − iSˆ(1)|∓j,n〉〉eff ,
= |∓j,n〉〉eff + RˆVˆF |∓j,n〉〉eff . (3.61)
As anticipated above Eq. (3.51) we do not determine the second order correction
for the states coming from the second order contribution to Sˆ. For consistency the
trigonometric functions in Eq. (3.62) below should be expanded in F , when certain
orders in perturbation theory are considered. However, for the matter of analytical
convenience and because of the agreement of the quasienergies in both approaches up
to order O(αF 2), see section 3.5.1, we prefer not to expand them.
In the second line of Eq. (3.61) we used the fact that we can express the transformation
Sˆ by introducing the reduced resolvent Rˆ, allowing a nice connection to conventional
degenerate perturbation theory as shown in Appendix C. From Eq. (3.61) it follows:
|−j,0〉〉 = − sin ηj
2
(1 + RˆVˆF )|j + 1,+1〉〉+ cos ηj
2
(1 + RˆVˆF )|j, 0〉〉, (3.62)
|+j,1〉〉 = sin ηj
2
(1 + RˆVˆF )|j, 0〉〉+ cos ηj
2
(1 + RˆVˆF )|j + 1,+1〉〉,
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where
RˆVˆF |j, 0〉〉 =
∑
(k,n)={(j,0),(j+1,+1)}
|k, n〉〉〈〈k, n|VˆF |j, 0〉〉
Ej,0 − Ek,n (3.63)
=
y0F
2
√
2
(
n1(j − 1)
Ej,0 − Ej−1,−1 |j − 1,−1〉〉+
n1(j)
Ej,0 − Ej+1,−1 |j + 1,−1〉〉
+
n1(j − 1)
Ej,0 − Ej−1,+1 |j − 1,+1〉〉+
n3(j, α)
Ej,0 − Ej+3,+1 |j + 3,+1〉〉
+
n3(j − 3, α)
Ej,0 − Ej−3,+1 |j − 3,+1〉〉+
n3(j, α)
Ej,0 − Ej+3,−1 |j + 3,−1〉〉
+
n3(j − 3, α)
Ej,0 − Ej−3,−1 |j − 3,−1〉〉
)
,
RˆVˆF |j + 1,+1〉〉 =
∑
(k,n)={(j,0),(j+1,+1)}
|k, n〉〉〈〈k, n|VˆF |j + 1,+1〉〉
Ej+1,+1 − Ek,n
=
y0F
2
√
2
(
n1(j)
Ej+1,1 − Ej,2 |j,+2〉〉+
n1(j + 1)
Ej+1,1 − Ej+2,2 |j + 2,+2〉〉
+
n1(j + 1)
Ej+1,1 − Ej+2,0 |j + 2, 0〉〉+
n3(j − 2, α)
Ej+1,1 − Ej−2,0 |j − 2, 0〉〉
+
n3(j − 2, α)
Ej+1,1 − Ej−2,2 |j − 2,+2〉〉+
n3(j + 1, α)
Ej+1,1 − Ej+4,0 |j + 4, 0〉〉
+
n3(j + 1, α)
Ej+1,+1 − Ej+4,2 |j + 4,+2〉〉
)
,
and
n3(j, α) =
αy40
16Ω
√
(j + 3)(j + 2)(j + 1).
The effect of the transformation is to yield a contribution from states outside the ma-
nifold. Notice that in order to obtain the states to first order in F the trigonometric
functions sin
ηj
2
and cos
ηj
2
should be expanded in powers of F .
We conclude this section by mentioning that eigenenergies and eigenstates of the
Duffing oscillator have been calculated near and at resonance also by Peano et al.
[18]. However in [18] the nonlinear undriven Hamiltonian HˆNLO =
Pˆ 2y
2M
+ MΩ
2
2
yˆ2 + α
4
yˆ4
is approximated by HˆNLO 	 Ωjˆ + 38αy40 jˆ(jˆ + 1), where jˆ is the occupation number
operator of the undriven linear oscillator. This approximated Hamiltonian is diago-
nal in the linear oscillator basis and yields the result Eq. (3.43a) for the energies of
HˆNLO. However, further corrections of order α contained in the eigenstates (3.43b) are
neglected. The results of [18] at finite driving can be retained from Eqs. (3.57) and
(3.62) by treating the driving up to first order, by replacing n1(j) by
√
j + 1 and by
setting n3(j) = 0.
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3.5 Comparison of the outcomes of the two ap-
proaches
The approximation scheme in section 3.3, App I, is valid when the quasienergy spec-
trum of the linear oscillator is non-degenerate and if conditions (3.46a-3.46b) are ful-
filled, i.e., away of an N -photon resonance. In contrast, the perturbative approach of
section 3.4, denoted as App II, works at best near and at an N -photon resonance in
the quasienergy spectrum of the undriven nonlinear oscillator: 0 ≤ |ωex−Ωj| < 34αy40.
Thus a comparison of the outcomes of the two approaches is possible in the frequency
regime near resonance, i.e., within an intermediate regime, where both approaches are
valid. Additionally, as the Van Vleck-based approximation scheme is perturbative in
the driving, remember y0F
2
√
2
 3
4
αy40, a comparison requires an expansion in F of the
results from App I. This implies that Eq. (3.46b) has to be used for the comparison.
As the one-photon resonance ωex ∼ Ω for the levels j = 0 and j = 1 is considered, the
largest prefactor arises for j = 1, such that the condition for applying perturbation
theory is determined by:
3(αy40)(y0F )
42
< |ωex − Ω|2. (3.64)
In this case Eq. (3.46b) with y0F <
3
4
αy40 becomes:
3
4
αy40/ < |ωex − Ω|. (3.65)
This section is organized as follows: first the energies and then the matrix elements of
the position operator are compared.
3.5.1 Comparison of the quasienergies
We start with the off resonant case |Ej,0 − Ej+1,+1| = |ωex − Ωj| > E(1)j and expand
the result in Eq. (3.57) up to second order in the driving amplitude F :
−j = Ej,0 + E
(2)−−
j + E
(1)2
j /(Ej,0 − Ej+1,+1), (3.66)
+j = Ej+1,+1 + E
(2)++
j − E(1)2j /(Ej,0 − Ej+1,+1).
Expanding further for consistency the eigenvalues up to first order in the nonlinearity
we obtain:
−j = Ej,0 +
y20F
2
8
[
2Ω
(ω2ex − Ω2)
+
3αy40
2
(2j + 1)
Ω2
(ω2ex − Ω2)2
]
(3.67)
+O(F 3, α2)
+j = Ej+1,+1 +
y20F
2
8
[
2Ω
(ω2ex − Ω2)
+
3αy40
2
(2j + 3)Ω2
(ω2ex − Ω2)2
]
+O(F 3, α2).
Inserting y0 =
√
/(MΩ), these are exactly the results obtained from App I for j,0
and j+1,1 upon expanding Eq. (3.42) up to second order in the driving amplitude.
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Consequently, as the quasienergies, Eq. (3.42), coincide with the quasienergies from
App II away from the resonance, we conclude that Eq. (3.57) describes the frequency
dependence of the quasienergies up to O(F 4), also far from resonance. Moreover,
because the contribution of orderO(F 4) to the quasienergies obtained in App I is state-
independent, see Eq. (3.42), it drops when differences of quasienergies are considered.
In other words the difference of quasienergies coincides in both approaches.
3.5.2 Matrix element ylk(t)
Due to the agreement (in second order in F ) for the quasienergies and the disagreement
for the Floquet states shown in Appendix D, the question arises whether expectation
values of observables also differ in the two approaches. We shall answer this question
in the following at the level of the expectation value of the position operator yˆ.
ylk(t) in App I
For the linear oscillator the exact result holds:
y
(0)
lk (t) := 0〈φl(t)|yˆ|φk(t)〉0 (3.68)
=
∫
dy′dy′′ 0〈φl(t)|y′〉〈y′|yˆ|y′′〉〈y′′|φk(t)〉0
=
∫
dyφl(y − ξ(t))yφk(y − ξ(t))
=
∫
dyφl(y)(y + ξ(t))φk(y)
=
y0√
2
[√
k + 1δl,k+1 +
√
kδl,k−1
]
+ ξ(t)δlk.
where the function φl(y) is introduced in Eq. (3.24). Notice that there is no second
order contribution in the driving to the matrix element y
(0)
lk (t). This observation will
be important later on. We now look at the matrix elements of yˆ on Floquet states of
the driven nonlinear oscillator from App I. We define for the following:
ylk(t) := 〈φl(t)|yˆ|φk(t)〉 =
∑
n
exp(−inωext)y(n)lk , (3.69)
where
y
(n)
lk =
1
Tωex
∫ Tωex
0
exp(+inωext)〈φl(t)|yˆ|φk(t)〉 = 〈〈φl,n|yˆ|φk,0〉〉. (3.70)
Moreover:
ylk,mn(t) := 〈φl,m(t)|yˆ|φk,n(t)〉 = exp(−iωext(n−m))ylk(t). (3.71)
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We calculate the matrix elements within App I. In particular, from Eq. (3.35) we
obtain:
yApp I01,01 (t) =
y0√
2
[√
1 +
√
2
(
c
(0)
20 + c
(+2)
20 exp(i2ωext) + c
(−2)
20 exp(−i2ωext)
)
+
√
1
(
exp(−2iωext)(c(−2)00 + c(2)11 ) + exp(2iωext)(c(2)00 + c(−2)11 )
)]
×
exp(−iωext),
yApp I00,00 (t) = ξ(t) +
y0√
2
[
2 cos(ωext)(c
(1)
10 + c
(−1)
10 ) + 2 cos(3ωext)(c
(3)
10 + c
(−3)
10 )
]
,
yApp I10,10 (t) =
(
yApp I01,01 (t)
)∗
,
yApp I11,11 (t) = ξ(t) +
y0√
2
[
2 cos(ωext)(c
(1)
01 + c
(−1)
01 ) + 2 cos(3ωext)(c
(3)
01 + c
(−3)
01 )
+2
√
2 cos(ωext)(c
(1)
21 + c
(−1)
21 ) + 2
√
2 cos(3ωext)(c
(3)
21 + c
(−3)
21 )
]
.
In the last derivations we used the coefficients c
(n)
kj introduced in Eq. (3.40) and the
symmetry relations:
c
(±4)
jj = c
(±4)
kk , j = k (3.72)
c
(n)
kj = −c(−n)jk .
Inserting the actual form of the coefficients c
(n)
kj we obtain:
yApp I00,00 =
F
M(ω2ex − Ω2)
cos(ωext)
[
1 +
3αy40Ω
2(ω2ex − Ω2)
]
(3.73a)
+O(αF 2),
yApp I10,10 =
y0√
2
√
1
(
1− 3αy
4
0
8Ω
)
exp(+iωext) +O(αF 2), (3.73b)
yApp I11,11 =
F
M(ω2ex − Ω2)
cos(ωext)
[
1 +
9αy40Ω
2(ω2ex − Ω2)
]
(3.73c)
+O(αF 2).
We observe that, as it is well known from the driven linear oscillator, terms of order
F 2 or higher are absent at zero nonlinearity. The nonlinearity introduces a correction
of O(αF 2) in Eqs. (3.73a)-(3.73c), which we neglect in the following.
ylk(t) in the perturbative approach App II
We calculate ylk(t) for the one-photon resonance for the case j = 0. In the following
we define |φ0,0(t)〉 ≡ (t|−0,0〉〉 and |φ1,1(t)〉 ≡ (t|+0,1〉〉. Then
yApp II00,00 (t) ≡ 〈φ0,0(t)|yˆ|φ0,0(t)〉
=
∑
n
exp(−inωext)y(n)00
=
∑
n
exp(−inωext)〈〈−0,n|yˆ|−0,0〉〉. (3.74)
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To proceed we use Eqs. (3.62) and (3.63) for j = 0. Using the relation yˆ = y0√
2
(aˆ+ aˆ†),
where aˆ and aˆ† are the annihilation and creation operators of the linear oscillator, we
calculate the matrix elements:
〈〈0, n|(1 + RˆVˆF )†(aˆ + aˆ†)(1 + RˆVˆF )|0, 0〉〉 = y0F
2
√
2
n21(0)
E0,0 − E1,−1 (δn,1 + δn,−1)
≡ A−−(F )(δn,1 + δn,−1),
〈〈1, n + 1|(1 + RˆVˆF )†(aˆ + aˆ†)(1 + RˆVˆF )|1, 1〉〉 = y0F
2
√
2
[
n21(0)
E1,1 − E0,2
+
n21(1)
E1,1 − E2,2 +
n21(1)
E1,1 − E2,0
]
(δn,1 + δn,−1)) ≡ A++(F )(δn,1 + δn,−1),
〈〈1, n + 1|(1 + RˆVˆF )†(aˆ + aˆ†)(1 + RˆVˆF )|0, 0〉〉 = n1(0)δn,−1 ≡ A+−δn,−1,
〈〈0, n|(1 + RˆVˆF )†(aˆ + aˆ†)(1 + RˆVˆF )|1, 1〉〉 = n1(0)δn,1 ≡ A−+δn,1.
(3.75)
Note that A+− = A−+ = n1(0) is independent of the driving. Consequently, we find
the result:
yApp II00,00 (t) = y
(+1)
00 exp(−iωext) + y(−1)00 exp(iωext), (3.76)
with
y
(+1)
00 = y
(−1)
00 (3.77)
≡ y0√
2
(
sin2
η0
2
A++(F )− sin η0
2
cos
η0
2
A+− + cos2
η0
2
A−−(F )
)
.
The other matrix elements are obtained in the same way. We give only the results:
yApp II11,11 (t) = 〈φ1,1(t)|yˆ|φ1,1(t)〉 =
∑
n
exp(−inωext)〈〈+0,n+1|yˆ|+0,1〉〉 (3.78)
= y
(+1)
11 exp(−iωext) + y(−1)11 exp(iωext)
with
y
(+1)
11 = y
(−1)
11 (3.79)
≡ y0√
2
(
sin2
η0
2
A−−(F ) + sin
η0
2
cos
η0
2
A+− + cos2
η0
2
A++(F )
)
,
yApp II10,10 (t) = 〈φ1,1(t)|yˆ|φ0,0(t)〉 =
∑
n
exp(−inωext)〈〈+0,n+1|yˆ|−0,0〉〉 (3.80)
= y
(+1)
10 exp(−iωext) + y(−1)10 exp(iωext)
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with
y
(+1)
10 ≡
y0√
2
(
− sin2 η0
2
A−+ + sin
η0
2
cos
η0
2
[A−−(F )− A++(F )]
)
, (3.81)
y
(−1)
10 ≡
y0√
2
(
+sin
η0
2
cos
η0
2
[A−−(F )− A++(F )] + cos2 η0
2
A+−
)
,
and
yApp II01,01 (t) = 〈φ0,0(t)|yˆ|φ1,1(t)〉 =
∑
n
exp(−inωext)〈〈−0,n|yˆ|+0,1〉〉 (3.82)
= y
(+1)
01 exp(−iωext) + y(−1)01 exp(iωext)
with
y
(+1)
01 = y
(−1)
10 , (3.83)
y
(−1)
01 = y
(+1)
10 .
Consequently, yApp II10,10 (t) =
(
yApp II01,01 (t)
)∗
.
To compare we now expand the matrix elements in the driving strength and in the
nonlinearity up to first order, using:
sin
ηj
2
=
y0Fn1(j)
2
√
2(Ej+1,+1 − Ej,0)
+O(F 3, α2), (3.84)
cos
ηj
2
= 1− 1
16
y20F
2n21(j)
(Ej+1,+1 − Ej,0)2 +O(F
4, α2). (3.85)
Consequently Eqs. (3.76)- (3.83) yield:
yApp II00,00 (t) =
F
M(ω2ex − Ω2)
cos(ωext)
[
1 +
3αy40Ω
2(ω2ex − Ω2)
]
(3.86)
+O(α2, F 2),
yApp II10,10 (t) =
y0√
2
(
1− 3αy
4
0
8Ω
)
exp(iωext) +O(α2, F 2), (3.87)
yApp II11,11 (t) =
F
M(ω2ex − Ω2)
cos(ωext)
[
1 +
9αy40Ω
2(ω2ex − Ω2)
]
(3.88)
+O(α2, F 2),
Therefore App I reproduces the expressions for the matrix elements ylk(t) obtained in
App II up to first order in the driving F near the one-photon resonance. Note that, as
in App I, the difference between yApp II00,00 (t) and y
App II
11,11 (t) in the nonlinear contribution
arises due to the contribution of states neighbouring the (quasi)-degenerate states.
App I is not valid at resonance, as the generated degeneracy is not included in the
perturbative treatment. For App II the resonance condition is essential for generating
a doublet of degenerate levels, requiring a finite nonlinearity. However the resulting
energies and matrix elements can be expanded in the off-resonant regime and coincide
with the results obtained within App I. Combining both approaches we can describe
a large range of possible driving frequencies, using Eqs. (3.76)-(3.83).
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3.6 Dissipative dynamics
To include dissipative effects, as presented in chapter 2, we use the system-bath ap-
proach introduced by Caldeira and Leggett [5], where the bath is composed by N har-
monic oscillators with coordinate xˆj, momentum pˆj and frequency ωj and is coupled
bilinearily to the system degrees of freedom. The interaction between system and
bath is encapsulated in the coupling constants cj. We have also introduced a counter
term, proportional to yˆ2, which accounts for the renormalization of the potential of
the system due to the coupling.
The total Hamiltonian of the system plus bath is given by:
Hˆ(t) = HˆDO(t) + HˆB + HˆDO+B, (3.89)
where
HˆB =
N∑
j=1
[
pˆ2j
2mj
+
1
2
mjω
2
j xˆ
2
j
]
HˆDO+B = −yˆ
N∑
j=1
cjxˆj + yˆ
2
N∑
j=1
c2j
2mjω2j
.
In order to specifiy the effect of the bath it is convenient to introduce the spectral
density of the bath, see Eq. (2.12):
J(ω) =
π
2
N∑
j=1
c2j
mjωj
δ(ω − ωj). (3.90)
For a large number of bath oscillators the spectral density will become a smooth
function and in the following calculations we use the Ohmic case: J(ω) = Mγω,
leading to memoryless friction and white noise in the classical limit. We will assume
for the further calculation that the Duffing oscillator (DO) and bath are uncorrelated
at time t = 0:
ρˆDO+B(0) = ρˆDO(0)⊗ exp(−HˆB/kBT )
TrB exp(−HˆB/kBT )
, (3.91)
where ρˆDO(0) is the density operator of the Duffing oscillator at time t = 0. Because
the bath consists of infinite degrees of freedom we assume the effects of the interaction
with the DO system on the bath to dissipate away quickly, such that the bath remains
in thermal equilibrium for all times t.
We wish to obtain an equation of motion for the reduced density operator
ρˆDO(t) = TrBρˆDO+B(t). Following [113, 114, 115, 116, 117, 118] a Born-Markov ap-
proximation is applied and a Floquet-Markov master equation for the reduced density
operator expressed in the Floquet basis of the DO, as presented in general form in
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chapter 2, is derived:
ρ˙αβ(t) = − i

(α − β)ραβ(t) (3.92)
+
∑
α′β′
∑
nn′
exp[−i(n + n′)ωext][(Nαα′,−n + Nββ′,n′)y(n)αα′y(n
′)
β′β ρα′β′
−Nβ′α′,−ny(n
′)
αβ′ y
(n)
β′α′ρα′β −Nα′β′,n′y(n
′)
β′α′y
(n)
α′βραβ′ ],
where ραβ(t) = 〈φα(t)|ρˆDO(t)|φβ(t)〉. A Lamb-shift contribution was disregarded. The
other quantities entering Eq. (3.92) are
Nαβ,n = N(α − β + nωex), (3.93)
N() =
J(||)

[nth(||) + θ(−)],
where θ(x) is the Heaviside function and nth is the bosonic thermal occupation number
nth() =
1
2
[
coth
(

2kBT
)
− 1
]
. Additionally, y
(n)
αβ are the Fourier coefficients defined by
the matrix elements calculated in section 3.5.2 , see Eq. (3.70). For additional simpli-
fication we perform a moderate rotating-wave approximation consisting in averaging
the time-dependent terms in the bath part over the driving period Tωex = 2π/ωex
[117, 118]:
ρ˙αβ(t) = −
i

(α − β)ραβ(t) +
∑
α′β′
Lαβ,α′β′ρα′β′ , (3.94)
where ρ indicates the time average and the dissipative transition rates are:
Lαβ,α′β′ =
∑
n
(Nαα′,−n + Nββ′,−n)y
(n)
αα′y
(−n)
β′β (3.95)
−δαα′
∑
α′′,n
Nα′′β′,−ny
(−n)
β′α′′y
(n)
α′′β − δββ′
∑
β′′,n
Nβ′′α′,−ny
(−n)
αβ′′ y
(n)
β′′α′ .
The reason for its application is that it yields a time-independent stationary solution
ρstαβ = limt→∞ ραβ(t), which can be obtained by solving the linear system of equations:
0 = − i

(α − β)ρstαβ +
∑
α′β′
Lαβ,α′β′ρstα′β′ . (3.96)
3.7 Observable for the nonlinear response
Using Eq. (3.96) corresponds to describe the long time limit, where the system has
already reached the steady-state. We calculate the mean value of the position operator
in the stationary state, the nonlinear response:
〈yˆ〉st = lim
t→∞
Tr{ρˆDO(t)yˆ} =
∑
αβ
ρstαβyβα(t), (3.97)
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where Tr{} denotes the trace over the oscillator degrees of freedom. Upon focussing
on driving frequencies near and at the first resonance, the solution in the long time
limit for a driven system is given by:
〈yˆ〉st 	 A cos(ωext + φ), (3.98)
where higher harmonics have been neglected. We introduce the amplitude:
A = 2|
∑
αβ
ρstαβy
(+1)
βα |, (3.99)
and phase shift
φ = +πθ
(
−Re
∑
αβ
ρstαβy
(+1)
βα
)
− arctan
[
Im
∑
αβ ρ
st
αβy
(+1)
βα
Re
∑
αβ ρ
st
αβy
(+1)
βα
]
. (3.100)
3.7.1 One-photon resonance using PSA
We solve the master equation close to resonance in the low temperature regime, im-
posing a partial secular approximation (PSA) which amounts to take only coherences
of the involved resonant levels into account. For an intermediate damping strength,
i.e., the damping is of the order of the splitting of the one-photon resonance or larger,
the system of equations is:
0 = L00,00ρ00(t) + L00,11ρ11(t) + 2L00,01Re [ρ01(t)] , (3.101)
0 = −i(0 − 1)ρ01 + L01,00ρ00 + L01,11ρ11 + L01,01ρ01 + L01,10ρ∗01,
ρ11 = 1− ρ00,
where for simplicity we omit the superscript ’st’.
If the damping γ is smaller than the smallest splitting we can even neglect the
coherences completely:
0 =
∑
β
Lαα,ββρββ. (3.102)
Note that we use as shorthand abbreviations: 0 := 
−
0 with eigenstate |0〉 = |φ0,0(t)〉
and 1 := 
+
0 with |1〉 = |φ1,1(t)〉, respectively. Solving the system of equation for the
stationary solution, we obtain:
ρ00 =
{−L00,11[L201,01 − L201,10 + (0 − 1)2/2] + 2L00,01L01,11(L01,01
−L01,10)} /
{
(L00,00 − L00,11)[L201,01 − L201,10 + (0 − 1)2/2]
−2L00,01(L01,00 − L01,11)(L01,01 − L01,10)} ,
Reρ01 =
−(L01,01 − L01,10)[L01,11 + (L01,00 − L01,11)ρ00]
L201,01 − L201,10 + (0 − 1)2/2
,
Imρ01 =
(0 − 1)/
(L01,01 − L01,10)Reρ01. (3.103)
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To simplify the rates and obtain analytic results we restrict to low temperatures,
kBT  ωex. Moreover, we consider the vicinity of a resonance, such that |α − β| is
of the order of the minimal splitting, proportional to F , and within the limit of validity
of App II, we obtain |α− β|  ωex. This corresponds to consider only spontaneous
emission (see Eq. (3.93)): Nαβ,−1 	 J(|ωex|) and Nαβ,1 	 0.
So we obtain:
Lαβ,α′β′ = J(|ωex|)
[
2y
(1)
αα′y
(−1)
β′β − δαα′
∑
α′′
y
(−1)
β′α′′y
(1)
α′′,β (3.104)
−δββ′
∑
β′′
y
(−1)
αβ′′ y
(1)
β′′α′
]
,
with J(|ωex|) = Mγ|ωex|.
3.7.2 One-photon resonance versus antiresonance
We use these approximate low temperature rates and solve the master equation near
the one-photon resonance to calculate the amplitude and phase of the steady-state.
The amplitude A in Eq. (3.99) is calculated for the one-photon resonance using the
energies Eq. (3.57) up to second order in the driving and first in the nonlinearity and
the expectation values Eqs. (3.76)-(3.83) up to both first order in the driving and in
the nonlinearity.
The amplitude in lowest order of the damping
First we start with the analytical result for very low damping, where we only have to
solve Eq. (3.102) resulting in:
ρ00 =
−L00,11
(L00,00 − L00,11) =
y201,1
(y210,1 + y
2
01,1)
+O(γ) (3.105)
ρ11 = 1− ρ00 +O(γ).
Therefore the amplitude Eq. (3.99) in lowest order, i.e., zeroth order, in the damping
is determined to be:
A = 2
∣∣[y0 (2 sin η04A+− cos η0A2−−(F ) (3.106)
+
(
(5 cos(2η0) + 3)A
2
+− − 4A++(F ) sin(2η0)A+−
)
A−−(F )
+6A2+−A++(F ) sin
2 η0 − 2A3+− sin(2η0)
)]
/
[
2
√
2
(
(cos(2η0) + 3)A
2
+− + 2(A−−(F )− A++(F )) sin(2η0)A+−
+2(A−−(F )− A++(F ))2 sin2(η0)
)]∣∣ .
The actual form for the amplitude is shown in Fig. 3.3. Interestingly, an antiresonance
occurs, as already predicted in [16, 18]. For comparison we show the result obtained
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Figure 3.3: Amplitude A at low damping (γ  y0Fn1(0)/
√
2) versus the driving
frequency ωex. Chosen parameters are: Ω = 1, y
4
0α/(Ω) = 4/3 · 10−3, y0F/(Ω) =
23/2 · 10−5, kbT/(Ω) = 10−3 and γ/Ω = 10−7. For comparison we give also the result
obtained by Peano et al. in Eq. (43) in [18].
by Peano et al. [18]. We see that both curves show an exact antiresonance, but
the dip position is slightly different and our result shows an asymmetric line shape.
The reason for the differences are explained in the following. The condition for an
exact antiresonance, A = 0, is ρ00y
(1)
00 = −ρ11y(1)11 . As the result of [18] is given in
lowest order without back transformation, the dip position occurs at the one-photon
resonance, when the driving is such that sin η0
2
= cos η0
2
= 1/
√
2. This corresponds
to resonance in [18] due to ρ00 = ρ11 =
1
2
and with y
(+1)
00 = −y(1)11 = − sin η02 cos η02 y0√2 ,
yielding a symmetric shape of the amplitude, seen in Fig. 3.3. When all contributions
linear in α are included, we find at resonance:
ρ00 =
(A+− + A−−(F )− A++(F ))2
2 [A2+− + (A−−(F )− A++(F ))2]
= 1
2
, (3.107)
and y
(+1)
00 = −y(1)11 . Moreover Aη0=π/4 = 0. The reason for not obtaining an equal
population of the involved levels at resonance is due to the back transformation leading
to the dressing of the eigenstates by states outside the quasi-degenerate doublet. In
general, the dip position is determined by minimizing the amplitude A, Eq. (3.106),
with respect to the external driving frequency. As the driving enters in both A++(F ),
A−−(F ) and in η0, the amplitude acquires a nontrivial ωex-dependence, such that the
minimization can only be done numerically. The antiresonance does not occur exactly
at η0 = π/4, but it is shifted to little larger values (deviation ∝ 10−7) with respect
to the resonant case. This deviation arises due to the interplay of terms involving
trigonometric functions of η0 and explicitly driving-dependent prefactors, A++(F ) and
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A−−(F ), resulting from the back transformation.
Solution for the amplitude including higher orders in the damping
We compute the amplitude in the low temperature regime, for fixed driving ampli-
tude and varying damping strengths by solving Eq. (3.103) for the one-photon reso-
nance E0,0 = E1,1. Depending on the actual value of the damping, introduced by the
bath, either an antiresonant behaviour, at small damping, or a resonant one, at large
damping, is observed. The resonant/ antiresonant lineshape depends on the ratio of
damping and minimal splitting: 
√
2γ/
[
1− 3y40
8Ω
α
]
Fy0. In case of high damping, the
amplitude is very small and broad showing resonant behaviour, where the asymmetry
is smeared out completely. If we decrease the damping, the amplitude increases and
the width shrinks until we reach a critical value for the damping. This critical value
occurs when damping and minimal splitting are almost equal. Lowering the damping
below the critical value, a cusp-like profile arises: the antiresonance. The treatment
of higher orders in the driving and the interplay of driving and nonlinearity introduce
additionally an asymmetry in the response with respect to ωex = Ω+
3
4
αy40. For very
large damping we observe the corresponding linear response (LR) of a linear oscillator
with eigenfrequency Ω + 3
4
αy40, indicated by the black dashed line in Fig. 3.4. So we
can make the connection to the linear response of a driven damped harmonic oscil-
lator, which is resonant at the frequency ωex = Ω +
3
4
αy40, if considering first order
perturbation theory in the nonlinearity.
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Figure 3.4: Amplitude A versus driving frequency at low temperature kBT/(Ω) = 10
−3
for different damping strengths γ. For the rest of the parameters we take
y40α/(Ω) = 4/3 · 10−3, y0F/(Ω) = 23/2 · 10−5, Ω = 1 and varying damping:
γ/Ω = 10−7, 5 · 10−6, 1 · 10−5, 3 · 10−5, 5 · 10−5, 1 · 10−4, 2 · 10−4.
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3.7.3 Phase
The phase for the one-photon resonance is given in Fig. 3.5. It jumps by π at the
one-photon resonance and the step becomes smoother the larger the damping is.
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Figure 3.5: Phase φ versus driving frequency at low temperature kBT/(Ω) = 10
−3
for different damping strengths γ. For the rest of the parameters we take
y40α/(Ω) = 4/3 · 10−3, y0F/(Ω) = 23/2 · 10−5, Ω = 1 and varying damping:
γ/Ω = 10−7, 5 · 10−6, 1 · 10−5, 3 · 10−5, 5 · 10−5, 1 · 10−4, 2 · 10−4.
3.8 Off-resonant approach based on the dissipative
driven harmonic oscillator
As the driven harmonic oscillator is exactly solvable we use it in the following in order
to first specify the differences to the corresponding undriven case, and second to show
that the quantum treatment of the dissipative system is much more involved than the
solution of the corresponding classical system. We show in Appendix B that treating
the driven harmonic oscillator within a rotating wave approximation does not give
the correct results. Then we present, based on the exact solution, how to account for
dissipation in the quantum case. In a second step we extend the derivation for the
dissipative linear oscillator to the nonlinear case.
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3.8.1 The steady-state dynamics for the dissipative driven
harmonic oscillator
Before starting we want to make a short excursion: As the quantum Duffing oscillator
has mainly be considered within a rotating wave approximation (RWA) directly applied
to the Hamiltonian, we consider the effect of this approximation on the underlying
linear system, the driven harmonic oscillator. For completeness and for the comparison
with RWA directly applied to the driven harmonic oscillator Hamiltonian, shown in
Appendix B, we give the result for the matrix element ylk(t), based on the exact
Floquet states:
ylk(t) = 〈ψl(t)|yˆ|ψk(t)〉 (3.108)
=
∑
y′,y′′
〈ψl(t)|y′〉〈y′|yˆ|y′′〉〈y′′|ψk(t)〉
= exp(−iΩt(k − l))
∫ ∞
−∞
dyφl(y − ξ(t))yφk(y − ξ(t))
=
y0√
2
[√
lδl,k+1 exp(iΩt) +
√
kδl,k−1 exp(−iΩt)+
]
+ ξ(t)δlk.
This result is obtained in the ψ-basis and compared with results obtained in the RWA
approach, see Eq. (B.8). A detailed derivation together with the corresponding equa-
tions is given in Appendix B. The main results are the following: first we obtain a
different time-dependence for the undriven contributions in the RWA treatment, as
they are no more slowly oscillating. Second the weights for the driven terms in the
RWA approach are only proportional to ωex−Ω and not to ω2ex−Ω2, which is essential
for making the proper connection to the classical case. Moreover, as a certain reso-
nance condition involving only two levels, as in the nonlinear oscillator case, cannot
be chosen due to the equidistant energy spectrum of the linear oscillator a different
procedure is elaborated below. For the above reasons and the fact that an exact solu-
tion is available we focus in the following on the solution of the master equation using
the exact expressions obtained for the driven harmonic oscillator.
The solution of the dissipative dynamics of a driven harmonic oscillator is based on this
observation: In the regime where the driving frequency is in the vicinity of the eigenfre-
quency of the oscillator we observe resonant excitation, leading in the dissipation-free
case to the so-called resonance catastrophe. This results in the fact that the system
can no more be truncated, such that infinitely many oscillator levels have to be taken
into account. Therefore to account for the dissipative dynamics we have to solve the
full problem, which corresponds to do a summation over the infinite Hilbert space.
Usually this is a very nasty task. However, in the special case of a driven harmonic
oscillator, the master equation containing infinitely many levels can be solved analy-
tically. This fact is very crucial and is directly related to the very special properties
of the equidistant energy spectrum and the fact that there are analytical results for
infinite sums containing the Laguerre-Polynomials weighted with Gaussians.
As the Floquet states |ψl(t)〉 of the undamped system solve the Schro¨dinger equation,
the master equation can be simplified as follows. Expressing the density matrix in the
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ψ-basis, the part containing the free dynamics, see the first term in Eq. (3.92), drops
out compared to the representation in the φ-basis, so that the master equation reduces
to:
ρ˙lk(t) =
∑
l′k′
Llk,l′k′ρl′k′(t) (3.109)
=
∑
l′k′
∑
nn′
exp[−iωex(n + n′)t]{
exp[i(l − k − l′ + k′)t/](Nll′,−n +Nkk′,n′)y(n)ll′ y(n
′)
k′,kρl′k′
− exp[i(l − l′)t/]Nk′l′,−ny(n
′)
l′k′ y
(n)
k′,l′ρl′k
− exp[i(k′ − k)t/]Nl′k′,n′y(n)l′k y(n
′)
k′,l′ρlk′
}
,
where ρlk(t) = 〈ψl(t)|ρˆ|ψk(t)〉. To solve this master equation a rotating wave ap-
proximation is applied. Usually the RWA consists of neglecting fast oscillating terms,
where {l, k, n} = {l′, k′, n′}. However, this argument holds only for systems without
degeneracies or quasidegeneracies. For the linear oscillator with its equidistant energy
spectrum, additional terms have to be taken into account: {l − k, n} = {l′ − k′, n′},
resulting in two possibilities: First Ω ωex or Ω
 ωex, i.e., both frequencies deviate
strongly from each other, such that we can treat them independently in a rotating wave
approximation: l−k = l′−k′ and n = n′. Second if the driving frequency is close to the
oscillator resonance frequency Ω ∼ ωex we cannot treat these two frequencies indepen-
dently and have therefore to account for additional terms: (l−k−l′+k′)Ω ∼= (n−n′)ωex.
To obtain the master equation we insert the actual form of y
(n)
lk in Eq. (3.109) and ap-
ply a rotating wave approximation, by neglecting rapidly oscillating terms (exp(2iΩt)
or exp(±(Ω+kωex)), k ≥ 0). Hence the remaining terms can maximally oscillate with
exp(±i(Ω−kωex)), k ≥ 0, which corresponds to take into account the resonant driving
of the oscillator. Note that at this level, i.e. without dissipation, an exact resonance
must be avoided, such that ξ(t) does not diverge [145]. The master equation reduces
then to:
ρ˙lk(t) =
y20
2
{
J(|Ω|)[nth(|Ω|) + 1][−(l + k)ρlk + 2
√
(l + 1)(k + 1)ρl+1,k+1] (3.110)
+nth(|Ω|)[(−l − k − 2)ρlk + 2
√
lkρl−1,k−1]
}
+
y20
2
exp(iΩt) exp(−iωext) F
√
2
2y0M(Ω2 − ω2ex)
J(|ωex|)
[√
l + 1ρl+1,k −
√
kρl,k−1
]
+
y20
2
exp(−iΩt) exp(iωext) F
√
2
2y0M(Ω2 − ω2ex)
J(|ωex|)
[√
k + 1ρl,k+1 −
√
lρl−1,k
]
,
where
J(|ω|) = Mγω, (3.111)
y20
2
J(|ωex|) = γ
2
|ωex|/Ω.
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Interestingly all higher contributions in the driving amplitude F vanish from the second
order on in the master equation. The solution for the above master equation has been
derived in [145]:
ρlk(t) = exp[−i(k − l)t/]
√
k!
l!
σk
(σ + 1)l+1
exp(−|A(t)|2/(σ + 1))
A(t)l−kLl−kk
(
− |A(t)|
2
σ(σ + 1)
)
, if l ≥ k (3.112a)
A(t) = a0 exp(−iΩt− γt/2) +
[
γ1(ast,1 − a0st,1) + γ−1(a∗st,−1 − a0∗st,−1)
]
exp(−iωext), (3.112b)
σ = nth(1− exp(−γt)), (3.112c)
where
γ1 = γ−1 = |ωex|/Ω,
ast,±1 =
−F
2
√
2y0MΩ
1
Ω∓ ωex − iγ/2 . (3.113)
Note that: ξ(t) = y0√
2
[a0st + a
0∗
st ] and ast =
∑
k ast,k exp(−ikωext) = ast,+1 exp(−iωext)+
ast,−1 exp(+iωext). Here we already evaluated the formulas given by Graham [145] for
a cosine-like driving term, allowing to take only the Fourier components associated to
k = ±1. A(t) denotes the classical complex trajectory. As in the case of the derivation
of the quasienergies and Floquet states of the driven harmonic oscillator, the master
equation can be solved in terms of classical quantities, namely the solution of the
classical equation of motion.
The steady-state dynamics for the driven harmonic oscillator is obtained as:
yst(t) = lim
t→∞
〈yˆ〉 = lim
t→∞
∑
lk
ρlk(t)ykl(t) (3.114)
≡
∑
lk
ρstlk
y0√
2
[√
k exp(iΩt)δk,l+1 +
√
l exp(−iΩt)δk,l−1 +
√
2ξ(t)
y0
δlk
]
=
∑
l
y0√
2
[√
k exp(iΩt)ρstl,l+1 +
√
l exp(−iΩt)ρstl,l−1 +
√
2ξ(t)
y0
ρstll
]
=
∑
l
y0√
2
[
nlth
(nth + 1)l+2
exp(−|Ast(t)|2/(nth + 1))A∗st(t)L1l
(
− |Ast(t)|
2
nth(nth + 1)
)
+Ast(t) exp(−|Ast(t)|2/(nth + 1)) n
l−1
th
(nth + 1)l+1
L1l−1
(
− |Ast(t)|
2
nth(nth + 1)
)
+
nlth
(nth + 1)l+1
exp(−|Ast(t)|2/(nth + 1))L0l−1
(
− |Ast(t)|
2
nth(nth + 1)
)
ξ(t)
√
2
y0
]
,
where Ast = limt→∞A(t). Then we use the sum rule [146]:
∞∑
n=0
Lan(x)z
n = (1− z)−a−1 exp
(
xz
z − 1
)
, |z| < 1. (3.115)
68 | CHAPTER 3. THE DISSIPATIVE QUANTUM DUFFING OSCILLATOR
This formula is used to evaluate the three different sums; the first is given here expli-
citly, while the calculation for the other two is similar:
∑
l
nl−1th
(nth + 1)l+1
L1l−1
(
− |Ast(t)|
2
nth(nth + 1)
)
(3.116)
=
∑
l
1
nth + 1
⎛
⎜⎜⎝ nthnth + 1︸ ︷︷ ︸
z
⎞
⎟⎟⎠L0l
⎛
⎜⎜⎝− |Ast(t)|2nth(nth + 1)︸ ︷︷ ︸
x
⎞
⎟⎟⎠
=
1
nth + 1− nth exp
( |Ast(t)|2nth
nth(nth + 1)
)
= exp
( |Ast(t)|2
nth + 1
)
.
The other summations are also proportional to this exponential factor, so that the
summation over all oscillator states cancels exactly with the exponential prefactor in
Eq. (3.114). Consequently, we obtain a temperature independent steady-state solution
for the harmonic oscillator:
yst(t) =
y0√
2
[
Ast(t) + A
∗
st +
√
2
y0
ξ(t)
]
(3.117)
=
y0√
2
[[
γ1(ast,1 − a0st,1) + γ−1(a∗st,−1 − a∗0st,−1)
]
exp(−iωext)
+
[
γ∗1(a
∗
st,1 − a0∗st,1) + γ∗−1(ast,−1 − a0st,−1)
]
exp(+iωext) +
√
2ξ(t)
y0
]
∼= y0√
2
∑
k=±1
[
ast,k exp(−ikωext) + a∗st,−k exp(+ikωext)
]
− y0√
2
(
a0st + a
0∗
st
)
+ ξ(t)︸ ︷︷ ︸
=0
.
The undamped steady-state terms drop out exactly if γk = 1. However, in our case
γk = |ωex|/Ω, which is not exactly 1. Therefore this cancellation is not exact. However,
we required for the application of the rotating wave approximation that the driving
frequency is in the vicinity of the eigenfrequency Ω, such that this cancellation is
approximately fulfilled. Note that the solution of the classical equation of motion does
not at all require to treat the resonance regime of the oscillator. The explicit form for
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the steady-state of the driven quantum harmonic oscillator is:
yst(t) =
y0√
2
( −F
2
√
2y0MΩ
)[
2 cos(ωext)
(
Ω− ωex
(Ω− ωex)2 + γ24
+
Ω+ ωex
(Ω + ωex)2 +
γ2
4
)
+2 sin(ωext)
(
γ/2
(Ω− ωex)2 + γ24
− γ/2
(Ω + ωex)2 +
γ2
4
)]
= − F
M
[
cos(ωext)
γ2/4 + (Ω2 − ω2ex)
[(Ω− ωex)2 + γ24 ][(Ω + ωex)2 + γ
2
4
]
+ sin(ωext)
γωex
[(Ω− ωex)2 + γ24 ][(Ω + ωex)2 + γ
2
4
]
]
≡ − F
M
√
[(Ω− ωex)2 + γ24 ][(Ω + ωex)2 + γ
2
4
]
[cos(ωext) cosφ0
− sin(ωext) sinφ0]
= − F
M
√
[(Ω− ωex)2 + γ24 ][(Ω + ωex)2 + γ
2
4
]
cos(ωext + φ0), (3.118)
where
tanφ0 = − γωex
(γ2/4 + (Ω2 − ω2ex))
. (3.119)
Within the derivation of Graham [145] a small energy shift has been neglected
assuming weak damping: γ/Ω  1. Therefore in the master equation the shifted
frequency
√
Ω2 − γ2/4 is replaced by Ω. Inverting this replacement for the steady-
state solution of the position operator in the quantum harmonic oscillator, we obtain
exactly the same result as in the steady-state of the corresponding classical system,
given in Eqs. (1.3) and (1.4).
3.8.2 Extension to the nonlinear quantum Duffing oscillator
As the driven harmonic oscillator is solved in this elegant form, we extend this pro-
cedure to the nonlinear case using App I, whose states and energies are based on
a perturbative expansion using the exact Floquet energies and states of the driven
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harmonic oscillator. The matrix element entering the rates is:
ylk(t) = 〈ψl(t)|yˆ|ψk(t)〉 (3.120)
=
y0√
2
exp[−i(k − l)t/]
{[√
lδl,k+1 +
√
kδl,k−1 +
√
2
y0
ξ(t)δlk
]
×
[1 + c∗ll(t) + ckk(t)]
+
∑
k =r
[√
lδl,r+1 +
√
rδl,r−1 +
√
2
y0
ξ(t)δl,r
]
crk(t)
+
∑
l =s
[
√
sδs,k+1 +
√
kδs,k−1 +
√
2
y0
ξ(t)δk,s
]
c∗sl(t)
}
+O(α2),
where cjk(t) =
∑∞
n=0 c
(n)
jk exp(−inωext). The expression Eq. (3.120) has only been
evaluated up to first order in the nonlinearity. As in the linear case we rewrite it in
terms of a Fourier expansion:
ylk(t) = exp[−i(k − l)t/]
∑
n
exp(−inωext)y(n)lk , (3.121)
where
y
(n)
lk =
y0√
2
{√
lδl,k+1δn,0 +
√
kδl,k−1δn,0 + λδn,1δlk + λδn,−1δlk (3.122)[√
lδl,k+1 +
√
kδl,k−1
]
[c
(n)
kk + c
(−n)
ll ]
+λδlk
[
c
(n−1)
kk + c
(−n−1)
ll + c
(n+1)
kk + c
(−n+1)
ll
]
+
∑
k =r
[√
lδl,r+1 +
√
rδl,r−1
]
c
(n)
rk +
∑
k =r
λ
[
c
(n−1)
rk + c
(n+1)
rk
]
δlr
+
∑
l =s
[√
sδs,k+1 +
√
kδs,k−1
]
c
(−n)
sl +
∑
l =s
λδsk
[
c
(−n−1)
sl + c
(−n+1)
sl
]}
,
and λ = F
√
2
2y0M(ω2ex−Ω2) . In contrast to the linear case y
(n)
lk contains up to first order
in the nonlinearity twenty terms and not only the three known from the linear case.
Consequently, we obtain 144 possible combinations y
(n)
lk y
(n′)
sr entering each of the four
contributions to the rate L. Hence the master equation for the nonlinear driven os-
cillator up to first order in the nonlinearity consists of 576 terms. The nonlinearity
enters either via the quasienergies in the exponential prefactor or as direct prefactor
of the density matrix. Note that we avoid to expand the exponential containing the
nonlinear quasienergies. As we have seen in the considerations for the driven linear
harmonic oscillator, we have to take into account all contributions within the rotating
wave approximation introduced by Graham. We use first that at least one Fourier in-
dex is already determined by the linear oscillator case, as always one factor of y
(n)
lk y
(n′)
sr
is of zeroth and one of first order in the nonlinearity, such that their combination is
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also at most of first order in the nonlinearity. Second, we recognize that the actual
form of y
(n)
lk restricts the possible combinations of l and k, determining in this way the
quasienergy difference. A combination of both allows to choose the indices such that
we obtain a minimal oscillation, resulting in:
ρ˙lk =
y20
2
(3.123){
ρlk
[
−(k + 1)N
(
Ω+
3
4
αy40[1 + k] + A
2
ξ
3
4
αy20
)
− lN
(
−Ω− 3
4
αy40l −A2ξ
3
4
αy20
)
−(l + 1)N
(
Ω+
3
4
αy40[1 + l] + A
2
ξ
3
4
αy20
)
− kN
(
−Ω− 3
4
αy40k −A2ξ
3
4
αy20
)]
+ρl+1,k+1 exp(it
3
4
αy40[1 + k − l]/)
√
(l + 1)(k + 1)
[
N
(
−Ω− 3
4
αy40l −A2ξ
3
4
αy20
)
+N
(
−Ω− 3
4
αy40k −A2ξ
3
4
αy20
)]
+ρl−1,k−1 exp(it
3
4
αy40[1 + l − k]/)
√
lk
[
N
(
Ω+
3
4
αy40(l + 1) + A
2
ξ
3
4
αy20
)
+N
(
Ω+
3
4
αy40(k + 1) + A
2
ξ
3
4
αy20
)]
+J(|ωex|) exp(iωext) F
√
2
y02M(ω2ex − Ω2)
[
− exp(it[−Ω− 3
4
αy40k −A2ξ
3
4
αy20]/)
√
kρl,k−1
+
√
l + 1 exp(it[−Ω− 3
4
αy40l −A2ξ
3
4
αy20]/)ρl+1,k
]
+J(|ωex|) exp(−iωext) F
√
2
y02M(ω2ex − Ω2)
[
exp(it[Ω+
3
4
αy40(k + 1)
+A2ξ
3
4
αy20]/)
√
k + 1ρl,k+1
−
√
l exp(it[Ω+
3
4
αy40(l + 1) + A
2
ξ
3
4
αy20]/)ρl−1,k
]}
+ . . . .
In the last equation we disregarded the contributions coming from the modification
of the states due to the nonlinearity, i.e., we neglect terms proportional to cjk(t) and
consider only modifications due to the nonlinear quasienergies. The reason is, that
although the resulting master equation including these terms can be calculated, it is
very hard to find an analytical solution as in the linear case, as the resulting mas-
ter equation still contains a lot of terms. Moreover, in contrast to the linear case,
where only ρl,k, ρl+1,k, ρl,k+1, ρl−1,k−1, ρl+1,k+1 and ρl−1,k−1 occurred, in the nonlinear
case including the modifications to the states much more combinations are possi-
ble, for example terms with ρl+x1,k+x2 where |x1 − x2| = 0, 1, 2, 3. Additionally, the
master equation contains now λ2α terms, such that also higher orders of the driving
occur in the master equation, while in the linear case, as seen in Eq. (3.110), all
the orders proportional to F 2 cancel exactly. This cancellation for the linear case
is based on the fact that we have a linear perturbation for the harmonic oscillator,
which can be diagonalized exactly. As we want to reproduce the underlying linear
case at any step of our calculation, we are not allowed to truncate the possible os-
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cillator levels, but we have really to perform the summation over all oscillator levels
as in the linear case. As this is a very hard task, we look at least for an analytical
solution for the part of master equation, given in Eq. (3.123), where only nonlin-
ear effects in the quasienergies have been taken into account. Therefore we com-
pare the two master equations for the linear and nonlinear case, Eqs. (3.110) and
(3.123), and observe that first the rates become level dependent due to the nonlineari-
ty and can therefore no more be combined to give a global prefactor as in the linear
case. For example the term ρl+1,k+1 changes due to the nonlinearity according to:
2J(|Ω|)nth(|Ω|)→ N
(−Ω− 3
4
αy40l − A2ξ 34αy20
)
+N(−Ω− 3
4
αy40k−A2ξ 34αy20). Second
we want to point out that the level dependence due to the nonlinear non-equidistant
energy spectrum is also seen in the remaining oscillating contributions. While in the
linear case the undriven part of the master equation was showing no oscillation, the
nonlinearity gives rise to a weak level-dependent oscillation.
To find an analytical solution, we first have to understand the derivation of the cor-
responding linear case. As shown in the appendix of Ref. [145], the easiest way is
to start using the solution and take its derivative with respect to time to determine
the master equation. This allows to show how the time-dependent complex trajectory
enters the master equation and how the temperature-dependence is embedded. To
show that the solution (3.112a) solves the master equation (3.110) we have to use the
following conditions:
∂
∂t
σ(t) = γ(nth − σ(t)), (3.124a)
∂
∂t
A(t) = −
(
iΩ +
γ
2
)
A(t)− γ
2
Γ(t), (3.124b)
where A(t) is given in Eq. (3.112b) and
Γ(t) = [γ1a
0
st,1 + γ−1a
0∗
st,−1] exp(−iωext). (3.125)
To derive the master equation of the form given in Eq. (3.110), we need moreover the
relations:
d
dx
Lan(x) = −La+1n−1(x), (3.126)
La−1n = L
a
n(x)− Lan−1(x), (3.127)
x
d
dx
Lan(x) = nL
a
n(x)− (n + a)Lan−1(x). (3.128)
To solve the nonlinear master equation we have to account for the nonlinearity-induced
level dependence. This could be achieved by replacing the linear quasienergies by their
corresponding nonlinear ones. Moreover to solve the linear case it is essential that
Eqs. (3.124a) and (3.124b) are fulfilled. The easiest ansatz is to use a superposition:
σ(t) = σ(t,Δl) + σ(t,Δk), (3.129)
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where
σ(t,Δl) ≡ nth(Δl)[1− exp(−γ(Δl)t)] (3.130)
γ =
1
2
[γ(Δl) + γ(Δk)] , (3.131)
γ(Δl) =
J(|Δl|)
MΩ
. (3.132)
Unfortunately, using the superposition does not allow to rewrite the result due to the
level dependence into the form given by Graham. In the master equation this kind
of superposition results in additional admixtures described in the following: The non-
linear master equation contains only certain combinations: the level-dependence of
the normalization factor is related to the one occurring in the rate, i.e., (l+1)N(Ω+
3αy40(l + 1)/4 + 3A
2
ξy
2
0/4). Imposing the superposition, we obtain terms in the mas-
ter equation where the level dependent normalization factors are weighted with rates
depending on both levels l and k. Additional modifications using a weighted superpo-
sition σ(t) = c1σ(t,Δl) + c2σ(t,Δk), with coefficients chosen to fulfill the nonlinear
master equation, have not been successful.
3.9 Conclusions
In the first part of this chapter we have discussed two perturbative approaches, App I
and App II, to calculate the Floquet quasienergies and states of the quantum Duffing
oscillator beyond a RWA approach. Additionally, the stationary dynamics of the ex-
pectation value of the oscillator position was obtained. Specifically, analytical results
where derived off and near resonance with App I and at the one-photon resonance
within App II. For App II, based on Van Vleck perturbation theory, we also assumed
that the driving is much weaker than the nonlinearity. We showed that in the para-
meter regime near resonance the Van Vleck approach recovers the results of App I
based on the exact Floquet states of the driven linear oscillator, for both the eigen-
frequencies in second order in the driving strength F and the matrix elements of the
position operator in the Floquet basis to first order in F . The comparison allows to
treat the quantum Duffing oscillator for a wide range of frequencies near and at the
one-photon resonance. Our approach, however, also applies nearby a generic N -photon
resonance.
As an application of our formalism we considered the dynamics of a quantum Duffing
oscillator coupled to an Ohmic bath and calculated its response near a one-photon
resonance. Dissipative effects strongly affect the behaviour of the Duffing oscillator in
the resonance region. In agreement with [18] we observe upon variation of the damping
strength a transition from antiresonant to resonant behaviour and that the shape of
the antiresonance with respect to the one-photon resonance condition is asymmetric.
In the second part of this chapter we investigated the dissipative dynamics of a quan-
tum Duffing oscillator using the App I based on the driven harmonic oscillator. We
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want to point out that the properties of the driven harmonic oscillator, for example
the equidistant energy spectrum, allow the construction of the solution of a master
equation containing all orders in the driving. Within the construction of the solution,
these properties allow for large simplifications, as the quasienergy differences, occur-
ring both in the rates and in the phase factors entering the master equation, are level
independent. As this very generic behaviour is absent in the nonlinear case, the un-
derlying solution for the harmonic oscillator can no more be used or has to be strongly
modified. Consequently, a full solution including all oscillator levels has to be found
for the nonlinear case. Whether this is possible at all, as the nonlinearity enters in a
special nontrivial way, remains an open question, because already the solution of the
master equation for the driven linear system is quite complicated and requires some
analytical effort.
Chapter 4
Qubit-nonlinear oscillator system
coupled to an Ohmic bath
The results presented here have been published in [21].
In this chapter the dissipative dynamics of a qubit coupled to a nonlinear oscillator
(NLO) embedded in an Ohmic environment is investigated. We study the SQUID as a
nonlinear, undriven oscillator acting as a read-out device for a qubit. We consider weak
nonlinearities such that the corresponding linear system can be retained at any step of
our calculation. With the help of Van Vleck perturbation theory in the TLS-oscillator
coupling g we determine the eigenstates and spectrum of the coupled system and the
corresponding dynamics in analytic form. Thus we can quantitatively characterize the
influence of the coupling g and of the nonlinearity on the dynamics of the composed
system. The overall effects of the nonlinearity are the following: (i) a shift of the
transition frequencies to higher values compared to the linear case; (ii) the amplitudes
associated to the transition frequencies are modified. In particular the vacuum Rabi
splitting is decreased by the interplay of coupling and nonlinearity. To account for dis-
sipative effects we add a weak Ohmic environment. Then the dynamics of the reduced
density matrix of the composed system can be described in terms of a set of cou-
pled differential equations for its matrix elements in the energy basis (Bloch-Redfield
equations). We discuss a partial secular approximation (PSA) to those equations as
well as two more stringent approximations, the full secular approximation in the low
temperature approximation (LTA) and the smallest eigenvalue approximation (SEA)
accounting for the long time dynamics. All these three approximation schemes allow
for an analytical solution of the dynamics of the TLS, which we compare with predic-
tions obtained by numerically solving the Bloch-Redfield equations. It turns out that
the most accurate PSA should be used when investigating strong nonlinearities. The
long-time approximation enables us nevertheless to extract the correct relaxation rate
within the regime of validity of our perturbative approach. The chapter is organized as
follows: In section 4.1 we introduce the model with the relevant dynamical quantities.
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In section 4.2 the energy spectrum and the dynamics of the non-dissipative coupled
system are investigated. Section 4.3 addresses the dissipative effects, while in section
4.4 results are presented. In section 4.5 conclusions are drawn.
4.1 Qubit-nonlinear oscillator-bath system
In this section we consider a TLS coupled to a nonlinear oscillator, which itself is
coupled to an Ohmic bath. This model mimics, e.g., the situation of a flux qubit, made
of three Josephson junctions, which is coupled inductively to a damped DC-SQUID
[10, 11]. The qubit with its two logical states, the clockwise and counterclockwise
currents, represents a two-level system. Because the SQUID itself is coupled to an
environment, it transfers environmental influences which lead to the dissipation in the
qubit. Hence the total Hamiltonian reads:
Hˆ = HˆTLS−NLO + HˆNLO−B + HˆB, (4.1)
with HˆTLS−NLO describing the coupled TLS-nonlinear oscillator system, while HˆNLO−B
and HˆB are the coupling between the oscillator and bath and the bath Hamiltonian,
respectively. For later convenience we write
HˆTLS−NLO = HˆTLS + HˆNLO︸ ︷︷ ︸
Hˆ0
+HˆInt (4.2)
with coupling Hamiltonian HˆInt.
Two-level system
First we consider the Hamiltonian of the TLS, introduced in chapter 1,
HˆTLS = −
2
(εσz +Δ0σx) , (4.3)
represented in the localized basis {|L〉, |R〉} [1], corresponding to clockwise and coun-
terclockwise currents in the superconducting ring, respectively. The σi, i = x, z, are
the corresponding Pauli matrices. The energy bias ε can be tuned for a supercon-
ducting flux qubit by application of an external flux Φext and vanishes at the so-called
degeneracy point [74].
For ε 
 Δ0, where Δ0 is the tunneling amplitude, the states |L〉 and |R〉 are eigen-
states of the TLS, while at the degeneracy point the eigenstates |g〉, |e〉 are given by
symmetric and antisymmetric superpositions, respectively, of the two logical states.
In general the states |R〉 and |L〉 become in the energy basis:
|R〉 = cos(Θ/2)|g〉+ sin(Θ/2)|e〉, (4.4)
|L〉 = − sin(Θ/2)|g〉+ cos(Θ/2)|e〉,
with tanΘ = −Δ0/ε and −π2 ≤ Θ < π2 . Moreover in this basis the TLS Hamil-
tonian is: ˆ˜HTLS = −Δb2 σ˜z, where σ˜z is the Pauli matrix in the energy basis and
Δb = 
√
ε2 +Δ20 is the energy splitting.
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Nonlinear oscillator
The Hamiltonian for the nonlinear oscillator, already introduced in chapter 1, is com-
posed of a linear harmonic oscillator modified with a quartic term in the position
operator,
HˆNLO = Ωjˆ +
α
4
(aˆ + aˆ†)4, (4.5)
where jˆ = aˆ†aˆ is the occupation number operator of the linear oscillator and aˆ and aˆ†
are the corresponding annihilation and creation operators. In the following we restrict
to the case of hard nonlinearities, i.e., α > 0. Using time-independent perturbation
theory we consider small nonlinearities α  Ω and evaluate the eigenvalues Ej and
eigenfunctions |j〉 of Eq. (4.5) to lowest order in the nonlinearity,
Ej := Ωj +
3
2
αj(j + 1), j = 0, . . . ,∞ (4.6)
|j〉 := |j〉0 + a(j)−2|j − 2〉0 + a(j)2 |j + 2〉0 + (4.7)
a
(j)
−4|j − 4〉0 + a(j)4 |j + 4〉0,
where |〉0 denotes the eigenstate of the corresponding linear oscillator. The expansion
coefficients for the jth state of the nonlinear oscillator are given by:
a
(j)
−4 =
√
(j − 3)(j − 2)(j − 1)jα
16Ω
, (4.8)
a
(j)
4 = −
√
(j + 1)(j + 2)(j + 3)(j + 4)α
16Ω
,
a
(j)
−2 =
(
j − 1
2
)√
(j − 1)jα
2Ω
,
a
(j)
2 = −
(
j + 3
2
)√
(j + 1)(j + 2)α
2Ω
.
We notice that two arbitrary eigenstates |j〉, |k〉 are orthonormal up to first order in
the nonlinearity.
Perturbation theory for a nonlinear oscillator has to be elaborated carefully. Due to
the special form of the nonlinear term, proportional to (aˆ+ aˆ†)4 the energy corrections
acquire a strong level dependence: E
(1)
j =
3
2
αj(j + 1) for the first, see Eq. (4.6),
and E
(2)
j = − 18Ωα2(34j3 + 51j2 + 59j + 21) for the second order. Depending on
the actual level number the second order can be as large as the first order for fixed
nonlinearity. To avoid this, one has to choose the nonlinearity parameter α such that
the oscillator levels under consideration are well represented by the first order result.
The error done by disregarding the nth order perturbation theory is estimated in the
following by introducing Er(n)(j) = |E(n)j |/E(0)j for different nonlinearities (see Table
4.1). Taking only first order perturbation theory into account, the error is determined
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Error α/Ω = 10−3 α/Ω = 0.01 α/Ω = 0.02
Er(1)(1) 3 · 10−3 0.03 0.06
Er(2)(1) 2.06 · 10−5 2.06 · 10−3 8.25 · 10−3
Er(1)(2) 4.5 · 10−3 0.045 0.09
Er(2)(2) 3.84 · 10−5 3.8 · 10−3 0.015
Er(1)(3) 6 · 10−3 0.06 0.12
Er(2)(3) 6.56 · 10−5 6.56 · 10−3 0.026
Er(1)(4) 7.5 · 10−3 0.075 0.15
Er(2)(4) 1.02 · 10−4 1.02 · 10−2 0.041
Er(1)(5) 9 · 10−3 9 · 10−2 0.18
Er(2)(5) 1.46 · 10−4 1.46 · 10−2 0.058
Table 4.1: Error estimation for different values of the nonlinearity for the six lowest
levels.
by Er(2)(jmax), where jmax is the highest level under consideration. The error made
by using first order perturbation theory is in case of α/Ω = 0.02 around 6% for the
j = 5 level.
Finally we consider a coupling Hamiltonian of the form:
HˆInt = gσz(aˆ + aˆ
†). (4.9)
This kind of coupling arises due to the inductive coupling of the TLS to the SQUID
[107].
Harmonic bath
Following Caldeira and Leggett [5], we model the environmental influences originating
from the circuitry surrounding the qubit and the oscillator as a bath of harmonic
oscillators being coupled bilinearily to the nonlinear oscillator. Thus, the environment
is described by HB =
∑
k ωkbˆ
†
kbˆk and the interaction Hamiltonian is
HˆNLO−B = (aˆ† + aˆ)
∑
k
νk(bˆ
†
k + bˆk) + (aˆ
† + aˆ)2
∑
k

ν2k
ωk
. (4.10)
The operators bˆ†k and bˆk are the creation and annihilation operators, respectively, for
the kth bath oscillator, ωk is its frequency, and νk gives the coupling strength. The
whole bath can be described by its spectral density, which we consider to be Ohmic,
GOhm(ω) =
∑
k
ν2kδ(ω − ωk) = κω, (4.11)
where κ is a dimensionless coupling strength.
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4.1.1 Population difference
We wish to describe the dynamics P (t) of the TLS described by the population differ-
ence
P (t) = TrTLS{σzρˆred(t)} (4.12)
= 〈R|ρˆred(t)|R〉 − 〈L|ρˆred(t)|L〉
between the |R〉 and |L〉 states of the qubit. The reduced density matrix of the TLS,
ρˆred(t) = TrNLOTrB{Wˆ (t)} = TrNLO{ρˆ(t)}, (4.13)
is found after tracing out the oscillator and bath degrees of freedom from the total
density matrix Wˆ (t) = exp−
i

Hˆt Wˆ (0) exp
i

Hˆt. For vanishing nonlinearities it is possi-
ble to map the problem described by the Hamiltonian in Eq. (4.1) onto a spin-boson
model [87] with an effective peaked spectral density depending on the coupling g, the
frequency Ω, and the damping strength κ. This mapping hence allows the evaluation
of the population difference P (t) of the TLS using standard approximations developed
for the spin-boson model [91, 92, 147]. Such a mapping, however, is possible in the
nonlinear oscillator case within a linear response approximation, as shown in chapter
5. In this chapter here we consider therefore the TLS and the nonlinear oscillator as
central quantum system and describe dissipative effects by solving the Bloch-Redfield
master equations for the reduced density matrix ρˆ(t) = TrB{Wˆ (t)} of the qubit-NLO
system. In a second step we perform the trace over the NLO degrees of freedom to
obtain the reduced dynamics of the TLS. An expression for P (t) is then given in terms
of diagonal and off-diagonal elements of ρˆ(t) in the HˆTLS−NLO Hamiltonian’s eigenbasis
{|n〉}. It reads [148]:
P (t) =
∑
n
pnn(t) +
∑
n,m
n>m
pnm(t), (4.14)
where
pnn(t) =
∑
j
{
cosΘ
[
〈jg|n〉2 − 〈je|n〉2
]
+ 2 sinΘ〈jg|n〉〈je|n〉
}
ρnn(t), (4.15)
pnm(t) = 2
∑
j
{
cosΘ
[
〈jg|n〉〈m|jg〉 − 〈je|n〉〈m|je〉
]
+sinΘ
[
〈je|n〉〈m|jg〉+ 〈je|m〉〈n|jg〉
]}
Re{ρnm(t)},
and ρnm(t) = 〈n|ρˆ(t)|m〉. The TLS-NLO eigenstates are derived in the next section.
4.2 Energy spectrum and dynamics of the non-dis-
sipative TLS-NLO system
In the following section we derive the eigenenergies and eigenstates of the unperturbed
TLS-NLO Hamiltonian HˆTLS−NLO using Van Vleck perturbation theory [141, 142],
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which has already been introduced in chapter 3. This approach allows us to deal
with spectra containing almost exactly degenerate levels organized in manifolds (here
doublets), as it is the case if the TLS and nonlinear oscillator are close to resonance,
Δb ≈ Ω, and the coupling g is small compared to the energy separation of the mani-
folds.
4.2.1 Energy spectrum
The eigenstates of the uncoupled TLS-NLO system Hamiltonian ˆ˜H0 are
{|j〉 ⊗ |g〉; |j〉 ⊗ |e〉} ≡ {|jg〉; |je〉}. The associated energies, denoted by Ej,{g,e}, are
depicted by the dotted lines in Fig. 4.1. At the resonance condition of the TLS with
two neighboring nonlinear oscillator levels,
Ω = Δb − 3α(j + 1), (4.16)
where j denotes the lower oscillator level involved, the states |(j + 1)g〉 and |je〉 are
exactly degenerate except for the ground state |0g〉. For finite coupling the full Hamil-
tonian HˆTLS−NLO acquires in the basis {|jg〉; |je〉} the form
ˆ˜HTLS−NLO =
ˆ˜H0 +
ˆ˜HInt (4.17)
= −Δb
2
σ˜z + Ωjˆ +
3
2
αjˆ(jˆ + 1) +
g
Δb
(σ˜z −Δ0σ˜x)
(
aˆ + aˆ†
)
.
To find the eigenvalues of the Hamiltonian ˆ˜HTLS−NLO, we treat
ˆ˜HInt ∝ g as a small
perturbation, which is satisfied for g  Δb,Ω. Using Van Vleck perturbation theory
[141, 142] we can construct an effective Hamiltonian by applying an unitary transfor-
mation to ˆ˜HTLS−NLO,
ˆ˜Heff = exp(iSˆ)
ˆ˜HTLS−NLO exp(−iSˆ). (4.18)
ˆ˜Heff has the same eigenvalues as
ˆ˜HTLS−NLO but does not involve matrix elements
connecting states which are far away from degeneracy. Consequently, it is block-
diagonal with all quasi-degenerate energy levels being in one common block. Because
the quasi-degenerate states form doublets, each block of H˜eff is given by a 2×2 matrix.
The latter can be diagonalized easily. To calculate Sˆ and ˆ˜Heff we write both as a power
series up to first order in the nonlinearity α and up to second order in the coupling g,
Sˆ = Sˆ(0) + Sˆ(1) + Sˆ(2) +O(α2, g3), (4.19)
ˆ˜Heff =
ˆ˜H
(0)
eff +
ˆ˜H
(1)
eff +
ˆ˜H
(2)
eff +O(α2, g3), (4.20)
where exp(iSˆ(0)) =
 
. The upper index in the above equation denotes the actual
order in g. Consequently, in the following we assume that α/Ω ∼ g2/Ω2  1. To
calculate Sˆ(1/2) and ˆ˜H
(1/2)
eff we use both that Hˆeff acts only inside a manifold and that
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Figure 4.1: Energy spectrum of the coupled qubit-nonlinear-oscillator system versus
the linear oscillator frequency Ω (in units of the TLS tunneling splitting Δ0). Solid
lines show the energy levels for the five lowest energy states (|0〉, |1〉, |2〉, |3〉, |4〉) with
the TLS-NLO coupling being switched on, g = 0.18Δ0, and for finite nonlinearity,
α = 0.02Δ0. The TLS is unbiased, ε = 0. The energy levels for the uncoupled case
are given by the dotted lines. Due to the non-equidistant level spacing of the nonlinear
oscillator the resonance condition (crossing of dotted lines), given in Eq. (4.16), is
different for each doublet. This causes a shift of the exact crossings with respect to
the linear case at zero coupling to lower frequencies. For finite coupling the spectrum
exhibits avoided crossings around resonance, whereas it approaches the uncoupled case
away from resonance.
Sˆ has no matrix elements within a manifold. The general formulas are found e.g. in
[148, 141, 142] and in Appendix C.
The results for the effective Hamiltonian and the transformation matrix are given in
Appendix C.1. The non-vanishing matrix elements of the effective Hamiltonian, apart
from the zeroth-order contributions in g, are
(
ˆ˜Heff
)(1)
je;(j+1)g
= −gΔ0
Δb
n1(j) ≡ Δ(j), (4.21)
and
(
ˆ˜Heff
)(2)
je;je
=  [W1(j,Ω)−W0(j,Ω)] , (4.22)
(
ˆ˜Heff
)(2)
jg;jg
=  [W1(j,Ω) +W0(j + 1,Ω)] . (4.23)
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We used as abbreviation
n1(j) =
√
j + 1
(
1 +
√
ja
(j+1)
−2√
j + 1
+
a
(j)
2
√
j + 2√
j + 1
)
=
√
j + 1
[
1− 3α
2Ω
(j + 1)
]
+O(α2), (4.24)
and
W1(j,Ω) = − g
2ε2
Δ2bΩ
+
6α g2(2j + 1)ε2
Δ2bΩ
2
+O (α2) , (4.25)
W0(j,Ω) = − g
2Δ20j
Δ2b(Δb + Ω)
[
1− 3αj(Δb + 2Ω)
Ω(Δb + Ω)
]
+O (α2) . (4.26)
Therefore the effective Hamiltonian acquires in first order in the nonlinearity and in
second order in the coupling the form:
ˆ˜Heff =  · (4.27)⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
Δb
2
+ jΩ + 3
2
αj(j + 1)
+W1(j,Ω)−W0(j,Ω) Δ(j)
−Δb
2
+ (j + 1)Ω + 3
2
α(j + 1)(j + 2)
Δ(j)
+W1(j + 1,Ω) +W0(j + 2,Ω)
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
for the states |je〉 and |(j + 1)g〉. The ground state |0〉eff ≡ |0g〉 is an eigenstate of
ˆ˜Heff with eigenenergy:
E0 = (−Δb/2 +W1(0,Ω) + W0(1,Ω)). (4.28)
Due to the doublet structure the blocks of the effective Hamiltonian are 2×2 matrices
and the corresponding eigenvectors are for j ≥ 0:
|2j + 1〉eff = cos
(ηj
2
)
|(j + 1)g〉+ sin
(ηj
2
)
|je〉, (4.29)
|2j + 2〉eff = − sin
(ηj
2
)
|(j + 1)g〉+ cos
(ηj
2
)
|je〉,
where tan ηj =
2|Δ(j)|
δj
and 0 ≤ ηj < π. Moreover,
δj = Δb−Ω− 3α(j + 1)

+W1(j,Ω)−W1(j +1,Ω)−W0(j,Ω)−W0(j +2,Ω). (4.30)
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In turn the eigenstates of the qubit-nonlinear oscillator system are obtained from the
transformation
|n〉 = exp(−iSˆ)|n〉eff . (4.31)
Finally, the eigenenergies are then
E2j+1/2j+2 = (j + 1
2
)Ω +
3
2
α(j + 1)2 + (W1(j,Ω) +W1(j + 1,Ω))/2
−W0(j,Ω)/2 + W0(j + 2,Ω)/2∓ 
2
√
δ2j + 4|Δ(j)|2. (4.32)
These eigenenergies are also eigenenergies of ˆ˜HTLS−NLO by construction and are de-
picted in Fig. 4.1 (solid lines) for the case of an unbiased TLS, ε = 0. At finite coupling
the degeneracy is lifted and we observe avoided crossings (solid lines in Fig. 4.1). Due
to the coupling the resonance condition acquires a shift compared to Eq. (4.16), the
so-called Bloch-Siegert shift [149],
Ω = Δb − 3

α(j + 1) +W1(j,Δb)−W1(j + 1,Δb)−W0(j,Δb)−W0(j + 2,Δb)
+3
α g2Δ20
2Δ4b
(j + 1)2 +O(α2, g4). (4.33)
The resonance corresponds to δj = 0. We notice that the effect of the nonlinearity on
the Bloch-Siegert shift is very weak, namely at least of order O(α g2) and negligible
for the values of nonlinearity and coupling we consider in the following.
At resonance, Eq. (4.33), the minimal splitting of the former degenerate gap is:
E2j+2 − E2j+1 = 
√
j + 1g
Δ0
Δb
[
2− 3
Ω
α(j + 1)
]
+O(α2, g3). (4.34)
We notice that at any point of our calculation we can set the nonlinearity to zero and
reproduce the results obtained for the TLS-linear oscillator system [148].
4.2.2 Dynamics of the qubit for the non-dissipative case
The time evolution of the qubit-nonlinear-oscillator system without bath is given by
ρˆ(t) = exp(− i

ˆ˜HTLS−NLO)ρˆ(0) exp(+ i
ˆ˜HTLS−NLO) and therefore
ρnm(t) = 〈n|ρˆ(t)|m〉 = exp(−iωnmt)ρnm(0), (4.35)
where ωnm =
1

(En − Em). Consequently, we obtain for the population difference in
Eq. (4.14)
P (t) = p0 +
∑
n,m
n>m
pnm(0) cosωnmt, (4.36)
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where we introduced p0 ≡
∑
n pnn(0). We observe from Eq. (4.36) that the dynamics
of the TLS is determined by an infinite number of oscillation frequencies rather than
showing a single Rabi oscillation. To set the initial conditions we assume that the qubit
starts in the state |R〉 and that the occupation numbers of the NLO are Boltzmann
distributed:
ρˆ(0) = |R〉〈R| 1
ZNLO
exp(−βHˆNLO), (4.37)
where
ZNLO =
∞∑
j=0
exp[−β(Ωj + 3
2
αj(j + 1))] (4.38)
is the partition function of the oscillator and β = (kBT )
−1 is the inverse temperature.
In the TLS-NLO eigenbasis we get:
ρnm(0) = 〈n|ρˆ(0)|m〉 (4.39)
=
1
ZNLO
∞∑
j=0
exp[−β(Ωj + 3
2
αj(j + 1))]
[
cos
(
Θ
2
)
〈n|jg〉+ sin
(
Θ
2
)
〈n|je〉
]
×
[
cos
(
Θ
2
)
〈jg|m〉+ sin
(
Θ
2
)
〈je|m〉
]
.
Low temperature approximation
Eq. (4.36) allows us to describe the non-dissipative dynamics in terms of the ap-
proximate eigenenergies and eigenstates, Eqs. (4.31) and (4.32), which involve in this
way all nonlinear oscillator states. Therefore the Hilbert space under consideration
is infinite. To calculate pnm(0) and pnn(0) we need to know the structure of a ma-
trix element such as 〈j, {g/e}|n〉 = 〈j, {g/e}| exp(−iSˆ)|n〉eff . The |n〉eff are themselves
linear combinations of the uncoupled states |j, {g/e}〉, see Eq. (4.29). Because we
calculated exp(−iS) up to second order in the coupling Hamiltonian HˆInt, we find
that the oscillator index j can at most change by four, see Appendix C.1. For typical
experiments on qubits the temperature is restricted to the regime of β−1  Ω, Δb.
Due to the exponential function in Eq. (4.39) high levels of the NLO are only weakly
populated and consequently we can truncate the infinite sum in Eq. (4.39) for the
matrix elements of the density matrix at initial time to j = 1. This means that the
lowest 12 {|n〉} states enter Eq. (4.39).
After a close analysis we observe, by inserting Eq. (4.39) into Eq. (4.15), that the
coefficients pnm(0) with n ≥ 7 are of higher than second order in g. The same is valid
for p50, p60, p55 and p66. Thus those terms do not occur in the calculation of P (t). Of
the remaining contributions we observe that those with n = 5, 6 are either at least
of order g exp[−β(Ω + 3α)] or of order g2 exp[−β(Ω + 3α)] or of order α g2. Thus
we can also disregard contributions from pnm for n ≥ 5 for the parameters chosen in
the following, i.e., in the considered low temperature regime it is enough to restrict to
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the five lowest eigenstates of ˆ˜HTLS−NLO. Therefore the number of possible oscillation
frequencies ωnm is reduced to 10, where n,m = 0, 1, . . . , 4 and n > m.
In the following we show the dynamics of an unbiased TLS (ε = 0), which results in
vanishing of p0, p30(0), p40(0), p21(0) and p43(0). Therefore we obtain:
P (t) = p10 cos(ω10t) + p20 cos(ω20t) + p31 cos(ω31t) + p41 cos(ω41t) (4.40)
+p32 cos(ω32t) + p42 cos(ω42t).
Exemplarily we consider the resonant case for the corresponding linear oscillator, where
Ω = Δb = Δ0. This corresponds to a slightly detuned nonlinear-oscillator system. The
resulting transition frequencies using Eq. (4.32) are:
ω10 = Ω− g + 3α
2
+
9α g
4Ω
+
9α g2
4Ω2
, (4.41)
ω20 = Ω+ g +
3α
2
− 9α g
4Ω
+
9α g2
4Ω2
,
ω31 = Ω+ g(1−
√
2) +
9α
2
+
9α g
4Ω
[
2
√
2− 1
]
+
9α g2
2Ω2
,
ω41 = Ω+ g(1 +
√
2) +
9α
2
− 9α g
4Ω
[
2
√
2 + 1
]
+
9α g2
2Ω2
,
ω32 = Ω− g(1 +
√
2) +
9α
2
+
9α g
4Ω
[
2
√
2 + 1
]
+
9α g2
2Ω2
,
ω42 = Ω− g(1−
√
2) +
9α
2
− 9α g
4Ω
[
2
√
2− 1
]
+
9α g2
2Ω2
.
Due to the nonlinearity the six different oscillation frequencies in Eq. (4.41) are shifted
to higher frequencies compared to the linear oscillator case α = 0. In contrast to the
linear case they are no longer located symmetrically around Ω = Δ0. The reason for
this lies in the non-equidistant energy levels of the nonlinear oscillator alone and in the
interplay of coupling and nonlinearity. The population difference P (t) and its Fourier
transform are shown in Fig. 4.2. As in the linear case, the dominating frequencies are
ω10 and ω20. These correspond to transitions between the first and the second state of
the qubit-NLO-system and the ground state. In the linear oscillator case the weight of
their peaks is almost equal, whereas with weak nonlinearities the peak corresponding to
ω10 is more pronounced. This is due to the fact that the frequency corresponding to the
more pronounced peak fits more accurately the resonance condition, which includes
the Bloch-Siegert shift in Eq. (4.33). The weight of the peaks can additionally be
influenced by allowing a finite bias of the qubit, ε = 0. The zero bias case was chosen
here for simplicity.
From these graphs and Eqs. (4.34) and (4.41) we can read off first that the vacuum
Rabi splitting is decreased for finite nonlinearity and second that the overall frequency
shifts compared to the linear case are larger the higher the oscillator levels are involved
if the coupling g is not too large to overcome the effects caused by the nonlinearity.
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Figure 4.2: Left: Dynamics of the population difference P (t) for the unbiased, ε = 0,
qubit-nonlinear oscillator system at linear resonance (Ω = Δ0) (blue line). We choose
a nonlinearity α = 0.02Ω, a TLS-NLO coupling g = 0.18Ω, and inverse temperature
β = 10(Ω)−1. For comparison we plotted the corresponding linear case (orange line).
Right: Fourier transform F (ω) of P (t) for the unbiased system. The dominating
frequencies are ω10 and ω20. To visualize the delta-functions, finite widths have been
introduced artificially.
4.3 Influence of the environment
The knowledge about decoherence and dissipation processes entering in the qubit
dynamics is essential for quantum computation. Therefore we consider now the qubit-
nonlinear-oscillator system to be coupled to an environment and treat the full Hamil-
tonian Hˆ.
4.3.1 Master equation for the qubit-NLO system
As shown in section 4.1.1, Eq. (4.14), we need for the calculation of P (t) the density
matrix ρˆ(t) of the qubit-nonlinear oscillator system. To take into account the effect of
the bath we start from the Liouville equation for the full density matrix Wˆ (t) of Hˆ,
i
∂WˆI(t)
∂t
=
[
HˆNLO−B,I(t), WˆI(t)
]
, (4.42)
where the index I denotes the interaction picture. Following [116, 113] and the deriva-
tions in chapter 2 we arrive at a Born-Markov master equation for ρˆ(t) being in the
Schro¨dinger picture and expressed in the basis of the eigenstates of ˆ˜HQ−NLO:
ρ˙nm(t) = −iωnmρnm(t) + π
∑
k,l
Lnm,klρkl(t). (4.43)
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The first term includes the free dynamics, whereas the second accounts for the dissi-
pative one. The Bloch-Redfield tensors are defined by:
Lnm,kl = [G(ωnk)Nnk −G(ωlm)Nml] ynkylm − δml
∑
l′
G(ωl′k)Nl′kynl′yl′k (4.44)
+δnk
∑
k′
G(ωlk′)Nk′lylk′yk′m,
with Nnm =
1
2
[coth(βωnm/2)− 1] and ynm = 〈n|(aˆ + aˆ†)|m〉.
In the following we assume to have an Ohmic bath described by the spectral density
G(ω) ≡ GOhm(ω) = κω.
For the derivation of the master equation besides the Born-Markov approximation
more assumptions have been made. We only mention them briefly: first, we assume
that the system and bath are initially uncorrelated (at t = 0), i.e., Wˆ (0) = ρˆI(0)ρˆB(0),
where ρˆB(0) = Z
−1
B exp(−βHˆB) and ZB is the partition function of the bath. Because
the bath consists of infinite degrees of freedom we assume the effects of the interaction
with the TLS-NLO system on the bath to dissipate away quickly, such that the bath
remains in thermal equilibrium for all times t: WˆI(t) = ρˆI(t)ρˆB(0). Additionally an
initial slip term is neglected, which occurs due to the sudden coupling of the system
to the bath [1]. Finally we disregarded the Lamb-shift of the oscillation frequencies
ωnm.
4.3.2 Matrix elements
The Redfield tensors, Eq. (4.44), depend on the matrix elements ynm of the NLO
position operator in the TLS-NLO eigenbasis. Using Eq. (4.31) we rewrite ynm in the
form:
ynm = 〈n|y|m〉 = eff〈n| exp(iSˆ)yˆ exp(−iSˆ)|m〉eff
≡ eff〈n|ˆ˜y|m〉eff . (4.45)
The effective states are given in Eq. (4.29) as linear combinations of states of the
{|jg〉; |je〉} basis. In the following we show the different building blocks for ynm. We
can distinguish between different situations. First there are matrix elements where
neither the qubit nor the oscillator state is changed, namely:
〈jg|ˆ˜y|jg〉 = −2(LLO0(g) + LNLO0(j, α, g)), (4.46)
〈je|ˆ˜y|je〉 = +2(LLO0(g) + LNLO0(j, α, g)),
where LLO0(g) = gε/ΔbΩ and LNLO0(j, α, g) = −6α gε(2j + 1)/ΔbΩ2. These matrix
elements contain contributions independent of the oscillator occupation number j for
zeroth order in the nonlinearity α and acquire a level dependence in first order.
A transition within the qubit is described by
〈jg|ˆ˜y|je〉 = LLO0+(g) + LNLO0+(α, g)(2j + 1). (4.47)
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Here we introduced abbreviations, given in Appendix E, to show the actual order of the
matrix elements involved. The notation is as follows: indices LO and NLO refer to the
linear or nonlinear oscillator, respectively. An additional index number, Δj, indicates
that the nonlinear oscillator state is changed by Δj quanta. We have elements where
zero, one, two or three quanta are emitted or absorbed by the oscillator. Moreover,
we introduce indices +/− or g/e which correspond to the TLS transition g→ e or to
e→ g, respectively, or to the qubit not changing from g or e configuration.
For the case Δj = 1:
〈jg|ˆ˜y|(j + 1)g〉 =
√
j + 1
[
1 + (j + 1)LNLO(α) + LLO1(g
2) + LNLO1g(j, α, g
2)
]
,
〈je|y˜|(j + 1)e〉 =
√
j + 1
[
1 + (j + 1)LNLO(α)− LLO1(g2) + LNLO1e(j, α, g2)
]
,
(4.48)
〈jg|ˆ˜y|(j + 1)e〉 =
√
j + 1
[
LLO1+(g
2) + LNLO1+(α, g
2)(j + 1)
]
,
〈je|y˜|(j + 1)g〉 =
√
j + 1
[
LLO1−(g2) + LNLO1−(α, g2)(j + 1)
]
, (4.49)
describe processes where an oscillator quantum is absorbed. All the matrix elements
in Eqs. (4.47), (4.48) and in (4.49) contain both zeroth-order as well as first-order
contributions in the nonlinearity. Additionally, due to the fact that the states of the
NLO are linear combinations of the linear oscillator states, see Eq. (4.7), additional
transitions involving a change of the oscillator state by more than one quantum are
allowed. They correspond to Δj = 2, Δj = 3 and read as
〈jg|ˆ˜y|(j + 2)g〉 =
√
(j + 1)(j + 2)LNLO2(α, g), (4.50)
〈jg|ˆ˜y|(j + 2)e〉 =
√
(j + 1)(j + 2)LNLO2+(α, g),
〈je|ˆ˜y|(j + 2)g〉 =
√
(j + 1)(j + 2)LNLO2−(α, g),
〈je|ˆ˜y|(j + 2)e〉 = −
√
(j + 1)(j + 2)LNLO2(α, g),
〈jg|ˆ˜y|(j + 3)g〉 =
√
(j + 1)(j + 2)(j + 3)
[
LNLO3(α, g
2)− LNLO(α)/2
]
,
〈jg|ˆ˜y|(j + 3)e〉 =
√
(j + 1)(j + 2)(j + 3)LNLO3+(α, g
2),
〈je|ˆ˜y|(j + 3)g〉 =
√
(j + 1)(j + 2)(j + 3)LNLO3−(α, g2),
〈je|ˆ˜y|(j + 3)e〉 =
√
(j + 1)(j + 2)(j + 3)
[−LNLO3(α, g2)− LNLO(α)/2] .
Notice that all terms in Eq. (4.50) vanish when α = 0. The terms in Eqs. (4.48)
and (4.50) involving no change in the qubit and a change in the oscillator by Δj = 1
and Δj = 3 quanta contain g-independent nonlinear contributions. The interplay of
nonlinearity and coupling in lowest order can be observed in 〈jg| ˆ˜y|je〉, and in the terms
involving an oscillator level change by 2. Additionally at the degeneracy point, ε = 0,
LLO0(g), LNLO0(j, α, g), LLO1±(g2), LNLO2(α, g), LNLO1±(α, g2), LNLO3±(α, g2), and
parts of LNLO1{g/e}(j, α, g2) vanish. We are now able to calculate the matrix elements
ynm. They are given in Appendix E.
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4.3.3 Dissipative dynamics
To calculate P (t) we have to solve the system of coupled differential equations
Eq. (4.43). When several TLS-NLO levels are involved an exact solution can only
be found numerically. Hence, in the remaining of this section we discuss three dif-
ferent approximation schemes, two based on the full secular approximation (FSA)
applied to Eq. (4.43) and one based on a partial secular approximation (PSA). We
then compare the so obtained analytical predictions with the exact numerical solution
of Eq. (4.43).
Full secular approximation (FSA)
We define:
ρnm(t) = exp(−iωnmt)σnm(t), (4.51)
which, inserted in Eq. (4.43), enables us to obtain a set of differential equations for
σ˙nm(t):
σ˙nm(t) = π
∑
kl
Lnm,kl exp[i(ωnm − ωkl)t]σkl(t). (4.52)
The FSA consists of neglecting fast rotating terms in Eq. (4.52) such that only terms
survive where ωnm − ωkl vanishes. This allows an effective decoupling of diagonal and
off-diagonal elements such that:
σ˙nn(t) = π
∑
k
Lnn,kkσkk(t), (4.53a)
σ˙nm(t) = πLnm,nmσnm(t) for n = m. (4.53b)
The off-diagonal elements are determined by:
σnm(t) = σ
0
nm exp(πLnm,nmt), (4.54)
which results with Eq. (4.51) in
ρnm(t) = ρ
0
nm exp(πLnm,nmt) exp(−iωnmt). (4.55)
The separation of the oscillatory motion of the dynamics from the relaxation one allows
us to divide Eq. (4.14) into two parts:
P (t) = Prelax(t) + Pdephas(t), (4.56)
where Prelax(t) =
∑
n pnn(t) is the relaxation contribution and Pdephas(t) =
∑
n>m pnm(t)
is the dephasing part. Inserting Eq. (4.55) in the last expression and using Eq. (4.15),
we obtain:
Pdephas(t) =
∑
n>m
pnm(0) exp(−Γnmt) cos(ωnmt), (4.57)
where the dephasing rates are determined by Γnm ≡ −πLnm,nm. The actual form of the
dephasing coefficients Lnm,nm can be found in Appendix F and the initial conditions
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ρ0nm = σ
0
nm = ρnm(0) are defined in Eq. (4.39). The diagonal elements are more
difficult to obtain, since the coupled system of differential equations in Eq. (4.53a)
has to be solved. To proceed we restrict ourselves in this section again to the physical
relevant low temperature case, such that the highest qubit-nonlinear oscillator state
involved is the eigenstate |4〉. Calculating the rate coefficients accompanied with the
five lowest eigenstates, we observe that there are only eight independent ones due to
the structure of the rate coefficients. These are L00,11, L00,22, L11,22, L11,33, L11,44,
L22,33, L22,44, and L33,44. In general they are determined by:
Ljj,kk = 2G(ωjk)Njky2jk with j < k, (4.58)
where j and k adopt the above values. Furthermore, L00,33, L00,44, L33,00 and L44,00 are
disregarded, because they are at least of order O(g4). The remaining rate coefficients
are combinations of the above. We find that:
Lkk,jj = Ljj,kk + 2G(ωjk)y2jk = (Njk + 1)2G(ωjk)y2jk, (4.59)
and
L00,00 = −L11,00 − L22,00, (4.60)
L11,11 = −L00,11 − L22,11 − L33,11 − L44,11,
L22,22 = −L00,22 − L11,22 − L33,22 − L44,22,
L33,33 = −L11,33 − L22,33 − L44,33,
L44,44 = −L11,44 − L22,44 − L33,44.
Low temperature approximation (LTA)
Despite the above relations Eq. (4.53a) is too complicated to be solved analytically.
Therefore an additional approximation is applied: we consider the factor
Nnm + 1 =
1
2
[coth(βωnm/2) + 1] with n < m in Eq. (4.59) and use that
limx→−∞ coth(x/2) = −1
is reached exponentially fast.
The terms containing this factor are neglected in the following. As we consider only the
lowest five levels, this amounts to require max{ωnm} = |ω14| 
 kbT . Using Eq. (4.34)
we observe that ω12 ∝ g and ω34 ∝ g. For this reason and due to the structure of ynm
given in Eq. (E.1) the rates L11,22 and L33,44 are at least of order O(g3) and can be
neglected. With Eq. (4.60) the rate matrix Lrelax associated to Eq. (4.53a) becomes:
Lrelax =
⎛
⎜⎜⎜⎜⎝
0 L00,11 L00,22 0 0
0 −L00,11 0 L11,33 L11,44
0 0 −L00,22 L22,33 L22,44
0 0 0 −L11,33 − L22,33 0
0 0 0 0 −L11,44 − L22,44
⎞
⎟⎟⎟⎟⎠ .
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The eigenvalues and eigenvectors of this matrix and the associated time evolution of the
elements σnn(t) are given in Appendix G. In contrast to the simple analytic expression
for the dephasing part the relaxation rate is not easy to extract as Prelax(t) =
∑
n pnn(t)
consists of a sum of several exponential functions, cf. Eq. (4.15) and Appendix G.
However, an analytical formula for P (t) can be provided using Eq. (4.56).
Smallest eigenvalue approximation (SEA)
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Figure 4.3: The relaxation rate Γr given in Eq. (4.62) drawn against the oscillator
frequency Ω (continuous blue line). We used ε = 0.5Δ0, corresponding to a frequency
splitting Δb = 1.118Δ0, coupling g = 0.18Δ0 and the nonlinearity α = 0.02Δ0. The
damping constant is κ = 0.0154 and β = 10(Δ0)
−1. At resonance (Ω = Δb − 3α/+
g2Δ20
Δ3b
) Γr is maximal. For comparison also the second lowest eigenvalue is plotted
(orange dashed line). The inset shows the two eigenvalues close to resonance.
In order to get a better insight into the effect of the relaxation mechanism, we consider
the long-time dynamics of the system. This means that the we direct our attention
to the smallest eigenvalue of the relaxation coefficients, which dominates at long time,
rather than to tackle the many relaxation contributions involved in the populations
σnn(t). We do not make the low temperature approximation discussed above. We re-
strict for simplicity to the three lowest qubit-NLO eigenstates |0〉, |1〉, |2〉 in Eq. (4.53a)
and obtain using Eq. (4.60):
Lrelax =
⎛
⎝ −L11,00 − L22,00 L00,11 L00,22L11,00 −L00,11 − L22,11 L11,22
L22,00 L22,11 −L00,22 − L11,22
⎞
⎠ . (4.61)
We do not neglect L11,22 and L22,11, even if they are at least of order O(g3), because
these contributions lift the degeneracy of the two lowest eigenvalues at resonance (see
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Fig. 4.3). The smallest eigenvalue is:
Γr ≡ −π
2
{
−
∑
n=m
Lnn,mm +
[(∑
n=m
Lnn,mm
)2
− 4(L00,11L00,22 + L11,00L00,22
+L00,11L11,22 + L11,00L11,22 + L00,11L22,00 + L11,22L22,00 + L22,11L00,22
+L11,00L22,11 + L22,00L22,11)
]1/2}
. (4.62)
Additional detuning allows for a further simplification:
Γr ≈ πL00,22 for Ω+3α/− g
2Δ20
Δ3b
< Δb and Γr ≈ πL00,11 for Ω+3α/− g
2Δ20
Δ3b
> Δb. In
Fig. 4.3 the relaxation rate Γr in (4.62) is plotted as a function of the linear oscillator
frequency Ω. It is maximal at resonance, whereas it decays for Ω being detuned from
resonance. Additionally we plotted the second smallest eigenvalue of Eq. (4.61) for
comparison (dashed orange line in Fig. 4.3).
In the long-time limit it then holds:
Prelax(t) = (p0 − p∞)e−Γrt + p∞, (4.63)
where, like in section 4.2.2, p0 ≡
∑
n pnn(0). To obtain p∞ we have in principle to find
the steady-state solution of Eq. (4.53a). Here, we just assume for t→∞ a Boltzmann
distribution for the TLS-NLO system, so that ρnn(∞) = Z−1TLS−NLO exp(−βEn) with
ZTLS−NLO =
∑
n exp(−βEn). Thus,
p∞ =
∑
n
∑
j
{
cosΘ
[
〈jg|n〉2 − 〈je|n〉2
]
+ 2 sinΘ〈jg|n〉〈je|n〉
}
ρnn(∞). (4.64)
The formula for the long-time dynamics is then obtained,
P (t) = (p0 − p∞) exp(−Γrt) + p∞ +
∑
n>m
pnm(0) exp(−Γnmt) cos(ωnmt). (4.65)
To get further insight on the dominant frequencies we evaluate the Fourier transform
of Eq. (4.65) according to
F (ω) = 2
∫ ∞
0
dt cosωtP (t), (4.66)
yielding
F (ω) = 2(p0 − p∞) Γr
ω2 + Γ2r
+ 2πp∞δ(ω) +
∑
n<m
pnm(0)Γmn (4.67)
×
[
1
Γ2mn + (ωmn + ω)
2
+
1
Γ2mn + (ωmn − ω)2
]
.
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Partial secular approximation (PSA)
The PSA is an improvement to the FSA, where one accounts for corrections to the
equations for the coherences due to dominant rotating terms ωnm − ωkl in Eq. (4.52).
The equation for the populations is still given by Eq. (4.53a). At low temperatures the
dominant correction to the FSA comes from transitions involving the quasi-degenerate
states |1〉 and |2〉. To solve the off-diagonal part we have to determine σ01, σ02, σ13,
σ23, σ14, and σ24. With Eq. (4.52) the system of equations is:
ρ˙nm(t) = (−iωnm + πLnm,nm)ρnm(t) + πLnm,jkρjk(t), (4.68)
ρ˙jk(t) = πLjk,nmρnm(t) + (−iωjk + πLjk,jk)ρjk(t) (4.69)
with {(nm), (jk)} = {(01); (02)},{(13); (23)}, or {(14); (24)}. The solution is:
ρnm = c
(+)
nm,jkv
(+)
nm,jk exp(λ
(+)
nm,jkt) + c
(−)
nm,jkv
(−)
nm,jk exp(λ
(−)
nm,jkt), (4.70)
ρjk = c
(+)
nm,jk exp(λ
(+)
nm,jkt) + c
(−)
nm,jk exp(λ
(−)
nm,jkt),
where the oscillation frequencies and the decay of the off-diagonal elements are given
by [148]:
λ
(+/−)
nm,jk =
1
2
[π(Lnm,nm + Ljk,jk)− i(ωnm + ωjk)±Rnm,jk] (4.71)
with
Rnm,jk =
√
[π(Lnm,nm − Ljk,jk)− i(ωnm − ωjk)]2 + 4π2Lnm,jkLjk,nm. (4.72)
The amplitudes of the oscillations are given through the coefficients:
c
(+/−)
nm,jk = ±
2πLjk,nmρ0nm − ρ0jk [π(Lnm,nm − Ljk,jk)− i(ωnm − ωjk)∓Rnm,jk]
2Rnm,jk
(4.73)
and
v
(+/−)
nm,jk =
1
2πLjk,nm [π(Lnm,nm − Ljk,jk)− i(ωnm − ωjk)±Rnm,jk] . (4.74)
We can calculate analytically the relaxation and dephasing part of P (t). While the
FSA allows a simple form for the dephasing rates, Γnm = −πLnm,nm, the PSA one is
much more involved. As in case of the SEA the smallest eigenvalue dominates the de-
phasing behavior. The corresponding Bloch-Redfield tensors are found in Appendix F.
4.4 Numerical versus analytical predictions for dis-
sipative qubit dynamics
In the following we compare the results for the dynamical quantity P (t) and its Fourier
transform, obtained by a numerical solution of Eq. (4.43), with the predictions of the
approximations from section 4.3.
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4.4.1 Low temperature
We start by focussing on low temperatures β = 10/(Ω) and compare the results for
all three approaches (SEA, LTA, and PSA) to the numerical solution in Fig. 4.4. We
recognize that the dynamics and the corresponding Fourier spectrum are well repro-
duced within the simple SEA approach as well as in the two LTA and PSA treatments
and determined by the superposition of two oscillations. The best approximation is
the PSA. In the following we use the SEA approach due to its simpler analytic form.
To determine the effects of the nonlinearity onto the qubit dynamics we compare P (t)
and F (ω) with the corresponding linear case in Fig. 4.5. We choose Ω = Δb. Both
in the nonlinear and in the corresponding linear case two oscillation frequencies are
dominant. Due to the Bloch-Siegert shift, see Eq. (4.33), in both cases Ω = Δb is not
the exact resonance condition. However, in the nonlinear case the nonlinearity partly
compensates the Bloch-Siegert shift, which also influences the relative peak heights,
as we argued in section 4.2.2.
4.4.2 Higher temperatures
To investigate the influence of temperature we show in Fig. 4.6 P (t) and the corre-
sponding F (ω) for the same parameters as in Fig. 4.5, but at inverse temperature:
β = 3/(Ω). By increasing the temperature higher oscillator levels are populated and
influence the dynamics of the qubit. We calculated the corresponding equations for
the long time dynamics within the SEA. The relaxation matrix Lrelax for the rate Γr
was calculated implementing higher levels, until |8〉eff .
We plot for comparison also the linear oscillator case. We observe again the overall
shift of the resonance frequencies to higher values and that a new shoulder arises in
the Fourier spectrum. It corresponds to the transition frequency ω32 (see also Fig. 4.2
bottom). We checked numerically that the structure of the Fourier spectrum can be
fully represented by summation of the six contributions in P (t) with the frequencies
ω10, ω20, ω32, ω42, ω13, and ω14. These six contributions arise due to the finite popu-
lations of the involved levels. Therefore the appearance of additional shoulders in the
dynamics is a pure temperature effect, which is also seen in the corresponding linear
case. The frequency shift induced by the nonlinearity is much larger for the higher
levels. The effect of temperature is also reflected in the height of the dominating
peaks, which is decreased for higher temperatures. The temperature can not influence
which peak is dominant. This means by comparing Fig. 4.5 with Fig. 4.6 that in both
figures in the nonlinear case the peak corresponding to ω10 dominates over the one
corresponding to ω20.
The use of a nonlinear oscillator instead of a linear one has advantages which rely
in the fact that the energy spectrum of the nonlinear oscillator is not equidistant.
Supposing that the TLS frequency Δb can be tuned, it is in case of the nonlinear os-
cillator possible to have the TLS in resonance with exactly one and only one nonlinear
oscillator state transition. All other transitions are then off resonance/detuned. For
the linear oscillator in resonance with the TLS the number of possible transitions is in
principle infinite. Therefore we determine in the following the dynamics of the qubit
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Figure 4.4: Comparison of the behaviour of P (t) and its Fourier transform F (ω) as
obtained from the numerically exact solution (red line) and the three approximation
schemes (orange line) discussed in the text. Top left: Smallest eigenvalue approxi-
mation (SEA), Top right: Low temperature approximation (LTA). Bottom: Partial
secular approximation (PSA). The chosen parameters are: α = 0.02Ω, g = 0.18Ω,
ε = 0Ω, κ = 0.0154 and β = 10(Ω)−1. The dynamics is well reproduced within all
approximations, however, the agreement of the PSA with the exact numerics is the
best. In the corresponding Fourier spectrum almost no deviations occur for all three
approaches.
by putting the qubit in resonance with the nonlinear oscillator transition |3〉 → |2〉,
see Fig. 4.7.
We read off from Fig. 4.7 that the detuning compared to Fig. 4.6 results in the
enhancement of the ω20-peak, whereas the other dominating peak is shrinked. This is
due to the different resonance conditions leading to opposite weights of the peaks for
the nonlinear case in Fig. 4.7 compared to Fig. 4.6. However a peak corresponding to
higher transitions is not seen. The reason for this is the small population of the higher
oscillator levels involved.
4.5 Conclusions
To conclude, we determined the dynamics of a TLS which is coupled via a nonlinear
oscillator to an environment described by an Ohmic spectral density. We restricted
96 | CHAPTER 4. QUBIT-NONLINEAR OSCILLATOR SYSTEM COUPLED TO AN
OHMIC BATH
0 50 100 150 200
0.5
0.0
0.5
1.0
t units of 1
P
t
nonlinear
linear
0.0 0.5 1.0 1.5 2.0
0
5
10
15
20
25
Ω units of 
F
Ω

nonlinear
linear
Figure 4.5: Left: P (t) for the linear (orange line) and nonlinear (blue line) case using
the parameters: α = 0 or α = 0.02Ω, respectively, and g = 0.18Ω, κ = 0.0154, ε = 0,
Δb = Ω, β = 10(Ω)
−1. Right: Corresponding Fourier transform F (ω).
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Figure 4.6: P (t) and its Fourier transform F (ω) for the parameters: α = 0.02Ω,
g = 0.18Ω, κ = 0.0154, ε = 0, Δb = Ω as in Fig. 4.5, but β = 3(Ω)
−1. For
comparison we plotted the linear case in orange.
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Figure 4.7: P (t) and its Fourier transform F (ω) for the parameters: α = 0.02Ω,
g = 0.18Ω, κ = 0.0154, ε = 0, Δb = 1.18Ω, corresponding to the oscillator transition
from |3〉 → |2〉, and β = 3(Ω)−1. For comparison we plotted the linear case in orange.
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ourselves to the regime of weak nonlinearity, weak damping and moderate coupling
of oscillator and TLS. To diagonalize the qubit-nonlinear-oscillator Hamiltonian we
used Van Vleck perturbation theory, hence avoiding the use of the rotating wave
approximation (RWA). Within the RWA and for vanishing nonlinearity our model
would reduce to the Jaynes-Cummings Hamiltonian. In section 4.2.2, an analytical
expression for the non-dissipative dynamics is given, which accounts for the infinite
Hilbert space of the composed system. The influence of the nonlinearity onto the qubit
dynamics is determined and compared to the linear case.
At low temperatures kBT < Ω, Δb this infinite Hilbert space can be truncated such
that the transition processes between the ground state and the two first excited energy
levels of the qubit-nonlinear-oscillator system dominate the dynamics. As in the linear
case this yields a pronounced vacuum Rabi splitting.
To investigate the influence of the bath we solved the Bloch-Redfield Markovian master
equation for the density-matrix of the qubit-nonlinear-oscillator system numerically.
For an analytical treatment we considered three kinds of approximations: first a full
secular approximation including a low temperature approximation, where all fast os-
cillating terms are neglected. Second an ansatz for the long-time dynamics allows
a general expression for the relaxation and dephasing rates of the qubit. The third
approximation was a partial secular approximation reproducing almost perfectly the
exact numerical solution. A comparison of these three analytical approaches showed
good agreement with the numerical solution. Finally, we investigated the effect of
the non-equidistant energy spectrum of the nonlinear oscillator on the TLS dynamics.
To do so, we allowed higher temperatures to populate higher levels and moreover we
concentrated on the actual transition of the nonlinear oscillator from |3〉 → |2〉. We
observed the rise of additional shoulders in the Fourier spectrum and showed that the
shift in the transition frequencies is much larger if higher oscillator levels are involved.

Chapter 5
Effective bath approach
The results presented here have been published in [22].
The famous spin-boson model [1, 125, 130], introduced in section 2.2, consists of a
two-level system (TLS) bilinearily coupled to a bath of harmonic oscillators. It allows
to study the environmental influences on the coherent dynamics of a qubit. Reality is
however often more complex, as the qubit might be coupled to other quantum systems
besides to a thermal bath. For example, to read-out its state, a qubit is usually coupled
to a read-out device.
In the following we mostly have in mind the flux qubit [75] read-out by a DC-SQUID.
The latter mediates the dissipation originating from the surrounding electromagnetic
bath and can be modeled both as a linear or nonlinear oscillator [75, 76, 77, 78, 104,
10, 88, 89, 11]. As shown in this chapter, this situation can be mapped, for weak
TLS-read-out device coupling, to an effective spin-boson model.
From the theoretical side there are two different viewpoints to investigate the dyna-
mics of a qubit coupled to an oscillator, with the latter in turn coupled to a thermal
bath. The first way, demonstrated in chapter 4, is to consider the TLS and the
oscillator as a single quantum system coupled to the bath, while the second, which
is elaborated below, is an effective bath description where the effective environment
seen by the qubit includes the oscillator and the original thermal bath. The mapping
to an effective bath has been discussed for the case in which the TLS is coupled to
a harmonic oscillator in [87]. Specifically, the spectral density of the effective bath
acquires a broadened peak centered around the eigenfrequency of the oscillator. This
case has been investigated in [93, 92, 91, 150, 147, 95, 151] by applying standard
numerical and analytical methods established for the spin-boson model. All those
works showed that the peaked structure of the effective bath is essential when the
eigenfrequency of the TLS becomes comparable to the oscillator frequency.
So far the first approach was used in chapter 4 to describe a qubit-nonlinear oscillator
(NLO) system in the deep quantum regime. Here the effects of the (harmonic) thermal
reservoir can be treated using standard Born-Markov perturbation theory. The price
to be paid, however, is that the Hilbert space of the qubit-nonlinear oscillator system
is infinite, which requires for practical calculations its truncation invoking e.g. low
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temperatures.
In contrast to the previous chapter we investigate here the case of a qubit-NLO system,
with the latter being coupled to an Ohmic bath, within an effective bath description.
Due to the nonlinearity of the oscillator, the mapping to a linear effective bath is not
exact. In this case a temperature and nonlinearity dependent effective spectral density
well captures the NLO influence on the qubit dynamics.
The chapter is organized as follows: In section 5.1 we introduce the model with the re-
levant quantities. In section 5.2 the mapping procedure is investigated and the effective
spectral density for the corresponding linear case is given. Afterwards the mapping
procedure is applied to the case of a qubit coupled to a nonlinear quantum oscillator.
As a consequence of the mapping the determination of the effective spectral density is
directly related to the knowledge of the susceptibility of the oscillator. We show how
the susceptibility can be obtained from the steady-state response of a quantum Duffing
oscillator in section 5.2.3. In section 5.3 the steady-state response of the dissipative
quantum Duffing oscillator is reviewed and its susceptibility is put forward. The
related effective spectral density is derived in section 5.4. In section 5.5 the qubit
dynamics is investigated by applying the non-interacting blip approximation (NIBA)
to the kernels of the generalized master equation which governs the dynamics of the
population difference of the qubit. In section 5.6 an analytical formula for the qubit’s
population difference is derived. A comparison with the results of chapter 4, obtained
within the first approach, is shown in section 5.7. Further analogies and differences
with respect to the linear case are discussed. In section 5.8 conclusions are drawn.
5.1 Qubit-nonlinear oscillator-bath Hamiltonian
We consider a composed system built of a qubit, which is the system of interest,
coupled to a nonlinear quantum oscillator (NLO), see Fig. 5.1. To read-out the qubit
state we couple the qubit linearly to the oscillator with the coupling constant g, such
that via the intermediate NLO dissipation also enters the qubit dynamics.
Figure 5.1: Schematic representation of the composed system built of a qubit, an
intermediate nonlinear oscillator and an Ohmic bath.
The Hamiltonian of the composed system reads:
Hˆtot = HˆS + HˆNLO + HˆS+NLO + HˆNLO+B + HˆB, (5.1)
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where
HˆS =
pˆ2
2μ
+ U(qˆ), (5.2)
HˆNLO =
1
2M
Pˆ 2y +
1
2
MΩ2yˆ2 +
α
4
yˆ4,
HˆS+NLO = gyˆqˆ,
HˆNLO+B =
∑
j
[
−cjxˆj yˆ +
c2j
2mjω2j
yˆ2
]
,
HˆB =
∑
j
[
pˆ2j
2mj
+
1
2
mjω
2
j xˆ
2
j
]
.
Here HˆS represents the qubit Hamiltonian, where μ is the particle’s mass and U(q) a
one-dimensional double well potential with minima at q = ±q0/2. HˆNLO is the NLO
Hamiltonian, see Eq. (1.29), where the parameter α > 0 accounts for the nonlinearity.
When the oscillator represents a SQUID used to read-out the qubit, the oscillator
frequency Ω corresponds to the SQUID’s plasma frequency. The dissipation on the
NLO is modeled in the following by coupling it to an Ohmic bath, characterized by
the spectral density [1], given in Eq. (2.12):
J(ω) =
π
2
N∑
j=1
c2j
mjωj
δ(ω − ωj) = ηω = Mγω. (5.3)
In the classical limit it corresponds to a white noise source, where η is a friction
coefficient with dimensions mass times frequency.
In the following focus will be on the qubit dynamics in the presence of the dissipative
nonlinear oscillator. Namely we will study the time evolution of the qubit’s position
as described by:
q(t) := Tr{ρˆtot(t)qˆ} = TrS{ρˆred(t)qˆ}, (5.4)
where ρˆtot and ρˆred are the total and reduced density operators, respectively. The
latter is defined as:
ρˆred := TrBTrNLO{ρˆtot}, (5.5)
where the trace over the degrees of freedom of the bath and of the oscillator is taken.
In Fig. 5.2 the two different approaches to determine the qubit dynamics are de-
picted. In the first approach, which is elaborated in chapter 4, one first determines the
eigenstates and eigenvalues of the composed qubit-oscillator system and then includes
environmental effects via standard Born-Markov perturbation theory. The second ap-
proach exploits an effective description for the environment surrounding the qubit
based on a mapping procedure. This will be investigated in the next section.
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Figure 5.2: Schematic representation of the complementary approaches available to
evaluate the qubit dynamics: In the first approach one determines the eigenvalues and
eigenfunctions of the composite qubit plus oscillator system (yellow box) and accounts
afterwards for the harmonic bath characterized by the Ohmic spectral density J(ω). In
the effective bath description one considers an environment built of the harmonic bath
and the nonlinear oscillator (red box). In the harmonic approximation the effective
bath is fully characterized by its effective spectral density Jeff(ω).
5.2 Mapping to an effective bath
The main aim is to evaluate the qubit’s evolution described by q(t). This can be
achieved within an effective description using a mapping procedure. Thereby the
oscillator and the Ohmic bath are put together, as depicted in Fig. 5.2, to form an
effective bath. The effective Hamiltonian
Hˆeff = HˆS + HˆBeff (5.6)
is chosen such that, after tracing out the bath degrees of freedom, the same dynamical
equations for q(t) are obtained as from the original Hamiltonian Hˆtot. Due to the
nonlinear character of the oscillator an exact mapping implies that HˆBeff represents
a nonlinear environment. We show in the following subsection using linear response
theory that a linear approximation for HˆBeff is justified for weak coupling g. Then
Eq. (5.6) describes an effective spin-boson problem, introduced in section 2.2, where
HˆBeff =
1
2
N∑
j=1
[
Pˆ 2j
mj
+ mjω
2
j
(
Xˆj − dj
mjω2j
qˆ
)2]
, (5.7)
and the associated spectral density is:
Jeff(ω) =
π
2
N∑
j=1
d2j
mjωj
δ(ω − ωj). (5.8)
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The Hamiltonian, Eq. (5.6), with Eq. (5.7) leads to coupled equations of motion
[1, 125]:
μ¨ˆq(t) + U ′(qˆ) +
N∑
j=1
(
d2j
mjω2j
qˆ
)
=
N∑
j=1
djXˆj,
mj
¨ˆ
Xj + mjω
2
j Xˆj = dj qˆ,
where U ′(qˆ) = d
dq
U(qˆ). By formally integrating the second equation of motion and
inserting the solution into the first equation the well-known Langevin equation, derived
in section 2.1.1, for the operator qˆ is obtained. This, in turn, allows to obtain the
Langevin equation for qeff(t) := Tr{ρˆeff qˆ(t)} [1]:
μq¨eff + μ
∫ t
0
dt′γeff(t− t′)q˙eff + 〈U ′(qˆ)〉eff = 0, (5.9)
with the effective damping kernel γeff(t− t′).
Notice that 〈. . . 〉eff indicates the expectation value taken with respect to ρˆeff , which is
the density operator associated to Hˆeff [1]. In Laplace space, defined by
y(t) =
1
2πi
∫
C
dλy(λ) exp(λt), (5.10)
y(λ) =
∫ ∞
0
dty(t) exp(−λt),
we obtain from Eq. (5.9) the equation of motion:
μλ2qeff(λ) + μλγeff(λ)qeff(λ) + 〈U ′(λ)〉eff = 0. (5.11)
The real part γ ′eff(ω) = Re[γˆ(λ = −iω)] of the effective damping kernel γeff(t) is related
to the spectral density via [1]:
γ′eff(ω) =
Jeff(ω)
μω
. (5.12)
The mapping for the case of zero nonlinearity α and Ohmic damping has already been
discussed in [87]. There the influence of both the intermediate harmonic oscillator and
the bath is embedded into an effective peaked spectral density given by:
JHOeff (ω) =
g2γω
M(Ω2 − ω2)2 + Mγ2ω2 , (5.13)
showing Ohmic low frequency behaviour JHOeff (ω) −→ω→0 g2γω/(MΩ4).
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5.2.1 Equation of motion for the nonlinear Hamiltonian
As discussed above, the mapping requires the knowledge of the reduced dynamics of the
system described by the variable q(t). Therefore we start from the coupled equations
of motion derived from the Hamiltonian Hˆtot given in Eq. (5.1):
μ¨ˆq + U ′(qˆ) = −gyˆ, (5.14a)
M ¨ˆy + η ˙ˆy +MΩ2yˆ + αyˆ3 = −gqˆ + ξˆ(t). (5.14b)
According to Eq. (5.3), η = Mγ is the damping coefficient and
ξˆ(t) =
N∑
j=1
cj
[
x
(0)
j cos(ωjt) +
p
(0)
j
mjωj
sin(ωjt)
]
−Mγδ(t)yˆ(0) (5.15)
a fluctuating force originating from the coupling to the bath. In order to eliminate yˆ
from the first equation of motion, we have to calculate yˆ[qˆ(t)] from the second equa-
tion.
In the following we look at equations of motion for the expectation values resulting
from Eqs. (5.14a) and (5.14b), i.e., we look at the evolution of q(t) := Tr{ρˆtotqˆ(t)} and
y(t) := Tr{ρˆtotyˆ(t)}. Since we want to calculate y(t) we turn back to Eq. (5.1) and
treat the coupling term HˆS+NLO as a perturbation, gy0q0  Ω, where we introduced
the oscillator length y0 =
√
/(MΩ). Then the use of linear response theory in this
perturbation is justified and we find:
y(t) = 〈yˆ(t)〉0 − i

∫ ∞
−∞
dt′θ(t− t′)〈[yˆ(t), yˆ(t′)]〉0g〈qˆ(t′)〉0θ(t′) +O(αg2), (5.16)
where 〈. . . 〉0 denotes the expectation value in the absence of the coupling g, which we
assume it has been switched on at time t0 = 0.
Notice that for a linear system, as for example the damped harmonic oscillator, the
linear response becomes exact, such that the neglected corrections are at least of order
O(αg2). Moreover, the time evolution of the expectation values is the same as in
the classical case; this fact corresponds to the Ehrenfest theorem [1]. For nonlinear
systems the expression in Eq. (5.16) is an approximation, because all orders in the
perturbation are nonvanishing1 .
In Laplace space, Eq. (5.16) yields:
δy(λ) = χ(λ)g〈qˆ(λ)〉0 +O(αg2), (5.17)
where δy(λ) = y(λ)−〈yˆ(λ)〉0 and where χ(λ) is the Laplace transform of the response
function or susceptibility:
χ(t− t′) = − i

θ(t− t′)〈[yˆ(t), yˆ(t′)]〉0. (5.18)
1An extension of the concept of linear response in case of nonlinear systems is the so called Volterra
expansion, which provides a systematic perturbation series in the forcing [152].
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Since q(λ)− 〈qˆ(λ)〉0 = O(g), from Eqs. (5.14a) and (5.17) it follows:
μλ2q(λ) + g2χ(λ)q(λ) +O(αg3, g3) = −〈U ′(λ)〉 − g〈yˆ(λ)〉0. (5.19)
That is, we have a normalization of the mass, and a damping-like term due to the
coupled equations of motion. The effect of the nonlinearity is embedded in the response
function χ.
We assume in the following that in the absence of the coupling to the qubit the NLO
and bath are in thermal equilibrium, which yields 〈yˆ(t)〉0 = 0 for all times, and thus
also: 〈yˆ(λ)〉0 = 0.
5.2.2 Mapping of the equations of motion and generic form
for the effective spectral density
By comparison of Eqs. (5.11) and (5.19) we can conclude that they yield the same
dynamics if:
〈U ′(λ)〉eff = 〈U ′(λ)〉, (5.20)
and the effective bath is chosen such that:
g2
χ(λ)
μλ
= γeff(λ). (5.21)
By comparing the last equations with the relation in Eq. (5.12) and replacing λ = −iω
it follows:
Jeff(ω) = −g2χ′′(ω), (5.22)
where χ′′(ω) is the imaginary part of the susceptibility in Fourier space. We have now
reduced the problem of finding the effective spectral density to that of determining the
corresponding susceptibility. Notice that for a linear system the classical and quantum
susceptibility coincide and are independent of the driving amplitude! In this case it
is possible to calculate χ(ω) directly from the classical equations of motion. For a
generic nonlinear system, however, the classical and quantum susceptibilities differ.
5.2.3 Linear susceptibility of a Duffing oscillator
In order to evaluate the linear susceptibility, we solve the auxiliary problem of calcu-
lating the susceptibility of a quantum Duffing oscillator (DO), i.e., of the nonlinear
quantum oscillator in Eq. (5.2) additionally driven by a periodic force with driving
amplitude F and driving frequency ωex. The corresponding equation of motion is:
M ¨ˆy + η ˙ˆy +MΩ2yˆ + αyˆ3 = −Fθ(t− t0) cos(ωext) + ξˆ(t). (5.23)
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Application of linear response theory in the driving yields the equation for the expec-
tation value of the position of the oscillator:
y(t) = 〈yˆ(t)〉0 − i

∫ ∞
t0
dt′θ(t− t′)〈[yˆ(t), yˆ(t′)]〉0F cos(ωext′) +O(F 2). (5.24)
Using the symmetry properties of the susceptibility χ(ω) we obtain in the steady-state
limit:
yst(t) = lim
t0→−∞
y(t) = 〈yˆ(t)〉0 + F cos(ωext)χ′(ωex) + F sin(ωext)χ′′(ωex) +O(F 3)
≡ A cos(ωext+ φ) +O(F 3). (5.25)
Here the presence of the Ohmic bath implies limt0→−∞〈yˆ(t)〉0 = 0. Notice that due
to symmetry inversion of the NLO, corrections of O(F 2) vanish in Eq. (5.25). In
Eq. (5.25) A and φ are the amplitude and phase of the steady-state response. It
follows χ(ω) = A
F
exp(−iφ), such that χ′′(ω) = −A
F
sinφ.
5.3 Steady-state dynamics of a Duffing oscillator
So far we have reduced the problem of finding the effective spectral density to the
one of determining the steady-state response of the Duffing oscillator in terms of the
amplitude A and the phase φ. These quantities were derived in chapter 3 and [18],
using the framework of a Bloch-Redfield-Floquet description of the dynamics of the
DO. The results in chapter 3 are applicable in a wide range of driving frequencies
around the one-photon resonance regime ωex = Ω +
3αy40
4
≡ Ω1 for strong enough
nonlinearities: y0F
2
√
2
 3
4
αy40  Ω.
As illustrated in chapter 3 and Ref. [18] the amplitude and phase are fully determined
by the knowledge of the matrix elements of the stationary density matrix of the Duffing
oscillator in the Floquet basis, see e.g. Eqs. (3.98)-(3.100) and (3.103) in chapter 3.
There the master equation yielding the elements of the stationary density matrix is
analytically solved in the low temperature regime kBT  Ω imposing a partial se-
cular approximation, yielding Eq. (3.103), and restricting to spontaneous emission
processes only. Here we follow the same line of reasoning as in chapter 3 to evaluate
the amplitude and phase: we impose the same partial secular approximation and
consider low temperatures kBT < Ω. However, we include now both emission and
absorption processes, i.e., we use the full dissipative transition rates as in Eq. (3.95)
of chapter 3. The imaginary part of the linear susceptibility χ follows from the so
obtained nonlinear susceptibility χNL in the limit of vanishing driving amplitudes:
χ′′(ωex) = lim
F→0
χ′′NL(ωex) (5.26)
= −
y40J(ωex)n
4
1(0)
2Ω1
|ωex|+Ω1
y40J
2(Ω1)n41(0)(2nth(Ω1) + 1)
2 + 42(|ωex| − Ω1)2 ,
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where
n1(0) =
[
1− 3
8Ω
αy40
]
. (5.27)
For consistency also n41(0) has to be treated up to first order in α only.
Moreover, we used the spectral density J(ω) = Mγω and the Bose function
nth(ω) =
1
2
[
coth
(
ω
2kBT
)
− 1
]
, (5.28)
which determine the weight of the emission and absorption processes.
5.4 Effective spectral density for a nonlinear system
The effective spectral density follows from Eqs. (5.22) and (5.26). It reads:
Jeff(ωex) = g
2
γωexn
4
1(0)
2Ω1
|ωex|+Ω1
Mγ2Ω21(2nth(Ω1) + 1)
2n41(0) + 4MΩ
2(|ωex| − Ω1)2 . (5.29)
As in case of the effective spectral density JHOeff , Eq. (5.13), we observe Ohmic be-
haviour at low frequency. In contrast to the linear case, the effective spectral density
is peaked at the shifted frequency Ω1 = Ω+
3
4
αy40. Its shape approaches the Lorentzian
one of the linear effective spectral density, but with peak at the shifted frequency, as
shown in Fig. 5.3.
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Figure 5.3: Comparison of the effective spectral density Jeff(ω) and a Lorentz curve.
The parameters are: Ω = 1.0, y40α/(Ω) = 0.08 and γ/Ω = 0.097, β = 10(Ω)
−1.
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While in chapter 3 and in [20, 18] the amplitude of the oscillator showed an antireso-
nant to resonant transition depending on the ratio of driving amplitude F and damping
γ the effective spectral density displays only resonant behaviour.
5.5 Qubit dynamics
In the following we derive the dynamics of a qubit coupled to this effective nonlinear
bath. Therefore we identify the system Hamiltonian HˆS introduced in Eq. (5.1) with
the one of a qubit, denoted in the following as HˆTLS. This is verified at low energies if
the barrier height of the double well potential U(qˆ) is larger than the energy separation
of the ground and first excited levels in each well. In this case the relevant Hilbert space
can be restricted to the two-dimensional space spanned by the ground state vectors
|L〉 and |R〉 in the left and right potential well, respectively [1]. We start defining the
actual form of the qubit Hamiltonian and its interaction with the nonlinear oscillator
and afterwards introduce its dynamical quantity of interest, the population difference
P (t).
5.5.1 Qubit
The Hamiltonian of the TLS (qubit), given in the localized basis {|L〉, |R〉}, is, see
Eq. (1.23):
HˆTLS = −
2
(εσz +Δ0σx) , (5.30)
where σi, i = x, z, are the corresponding Pauli matrices. The energy bias ε accounts
for an asymmetry between the two wells and Δ0 is the tunneling amplitude. The bias
ε can be tuned for a superconducting flux qubit by application of an external flux Φext
and vanishes at the so-called degeneracy point [74]. For ε 
 Δ0 the states |L〉 and
|R〉 are eigenstates of HˆTLS, corresponding to clockwise and counterclockwise currents,
respectively.
The interaction in Eq. (5.2), defined already in Eq. (1.31), is conveniently rewritten
as:
HˆTLS−NLO = gqˆyˆ (5.31)
=
g
2
√
2
q0σzy0(aˆ + aˆ
†)
:= gσz(aˆ + aˆ
†).
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Likewise we express the nonlinear oscillator Hamiltonian as:
HˆNLO = Ω
(
jˆ +
1
2
)
+
α
4
yˆ4 (5.32)
= Ω
(
jˆ +
1
2
)
+
αy40
16
(aˆ + aˆ†)4
:= Ω
(
jˆ +
1
2
)
+
α
4
(aˆ + aˆ†)4.
5.5.2 Population difference
The dynamics of a qubit is usually characterized in terms of the population difference
P (t) between the |R〉 and |L〉 states of the qubit, as defined in section 2.3:
P (t) := 〈σz〉 (5.33)
= TrTLS{σzρˆred(t)}
= 〈R|ρˆred(t)|R〉 − 〈L|ρˆred(t)|L〉,
where ρˆred(t) is the reduced density matrix of the TLS,
ρˆred(t) = TrB{ρˆeff(t)}. (5.34)
It is found after tracing out the degrees of freedom of the effective bath from the to-
tal density matrix ρˆeff(t) = exp
− i

Hˆeff t ρˆeff(0) exp
i

Hˆeff t. It follows that in the two level
approximation qeff(t) =
q0
2
P (t), where qeff(t) is the position operator expectation value
introduced in section 5.2.
As we mapped the nonlinear system onto an effective spin-boson model, the evaluation
of the population difference P (t) of the TLS is possible using standard approximations
developed for the spin-boson model [91, 92, 147]. Assuming a factorized initial con-
dition ρˆeff(0) = ρˆTLS(0) exp(−βHˆBeff)/Z, the population difference P (t) fulfills the
generalized master equation (GME) [1, 132]
P˙ (t) = −
∫ t
0
dt′[Ks(t− t′)P (t′) +Ka(t′)], t > 0 (5.35)
where Ks(t− t′) and Ka(t− t′) are symmetric and antisymmetric with respect to the
bias, respectively. They are represented as a series in the tunneling amplitude. As an
exact solution neither analytically nor numerically is available, due to the complicated
form of the exact kernel, we impose in the following the so-called Non-Interacting Blip
Approximation (NIBA) [1, 125] illustrated in section 2.3. Applying NIBA corresponds
to truncating the exact kernels to first order in Δ20 and is therefore perturbative in
the tunneling amplitude of the qubit. It is justified in various regimes: it is exact at
zero damping, otherwise it is only an approximation which works at best for zero bias
and/or large damping and/or high temperature [1]. One finds within the NIBA
Ks(t) = Δ20 exp(−S(t)) cos(R(t)), (5.36)
Ka(t) = Δ20 exp(−S(t)) sin(R(t)),
110 | CHAPTER 5. EFFECTIVE BATH APPROACH
where S(τ) and R(τ) are the real and imaginary part of the bath correlation function:
Q(τ) = S(τ) + iR(τ) =
∫ ∞
0
dω
Geff(ω)
ω2
[
coth
(
βω
2
(1− cos(ωt))
)
+ i sin(ωt)
]
,
(5.37)
where Geff(ω) =
q20
π
Jeff(ω). In particular, upon introducing the dimensionless constant
ς = g
2
Ω3
γ
π
n41(0), we obtain:
Geff(ω) = 2ςΩ
2
ω 2Ω1|ω|+Ω1
γ2 + (|ω| − Ω1)2 , (5.38)
where we used Ω1n
2
1(0) = Ω + O(α2), and γth := 2nth(Ω1)+12 γ. Consequently, the dy-
namics of the qubit is fully determined by the knowledge of the correlation function
Q(τ) and hence of the effective spectral density derived in section 5.4.
We now consider the qubit dynamics for the case of the effective nonlinear bath. There-
fore we determine the actual form of the correlation functions S(τ) and R(τ). From
Eq. (5.38) it follows:
S(τ) = Xτ + L [exp(−γthτ) cos (Ω1τ)− 1] + Z exp(−γthτ) sin (Ω1τ) , (5.39)
R(τ) = I − exp(−γthτ) [N sin (Ω1τ) + I cos (Ω1τ)] ,
where
I =
2πςΩ2
Ω21 + γ
2
th
(5.40)
N = −I
(
Ω1
γth
− γth
Ω1
)
X =
2
β
I
L = − I
γth
1
cosh (βΩ1)− cos (βγth)
[Ω1 sinh (βΩ1)− γth sin (βγth)]
Z = − I
γth
1
cosh (βΩ1)− cos (βγth)
[γth sinh (βΩ1) + Ω1 sin (βγth)] .
Here we have neglected the contribution coming from the Matsubara term, which is
verified if the temperature is high enough [1], i.e., kBT 
 γ/(2π). Moreover, we
applied in the contributions of the poles lying in the vicinity of ±Ω1 the approxima-
tion: 2Ω1/(2Ω1 ± iγth) ≈ 1. This corresponds effectively to neglect certain O(γth)
contributions.
5.6 Analytical solution for the nonlinear peaked
spectral density
In this section we derive an analytical formula for the population difference P (t) for
the symmetric case (ε = 0), requiring weak damping strengths γ, such that a weak
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damping approximation of the NIBA kernels is verified, specifically γ/(2πΩ) 1. As
this calculation is analogue to the one illustrated in detail in [147], we only define the
relevant quantities and give the main results.
Due to the convolutive form of Eq. (5.35) this integro-differential equation is solved
by applying Laplace transform. In Laplace space it reads:
P (λ) =
1− 1
λ
Ka(λ)
λ + Ks(λ)
, (5.41)
where P (λ) =
∫∞
0
dt exp(−λt)P (t) and analogously for Ka/s(λ).
Consequently, the dynamics of P (t) is determined if the poles of
λ +Ks(λ) = 0 (5.42)
are found and the corresponding back transformation is applied. We transform the
kernels in Eq. (5.36) in Laplace space and expand them up to first order in the
damping. This procedure is called weak damping approximation (WDA) [147]. One
obtains:
K(s)(λ) = Δ20
∫ ∞
0
dτ exp(−λτ) exp(−S0(τ)) {cos(R0(τ))[1− S1(τ)] (5.43)
− sin(R0(τ))R1(τ)} ,
K(a)(λ) = 0,
where the indices {0, 1} denote the actual order in the damping. Specifically,
S(τ) = S0(τ) + S1(τ) +O(γ2), (5.44)
R(τ) = R0(τ) +R1(τ) +O(γ2), (5.45)
where
S0(τ) = Y [cos(Ω1τ)− 1], (5.46)
S1(τ) = Aτ cos(Ω1τ) +Bτ + C sin(Ω1τ),
R0(τ) = W sin(Ω1τ),
R1(τ) = V
(
1− cos(Ω1τ)− Ω1τ
2
sin(Ω1τ)
)
.
The zeroth order coefficients in the damping are given by:
Y = −W sinh(βΩ1)
cosh(βΩ1)− 1 (5.47)
W =
4g2n41(0)
Ω1Ω(2nth(Ω1) + 1)
,
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and the first order coefficients by:
A = −γthY,
B =
2
β
V
C = −V βΩ1 + sinh(βΩ1)
(cosh(βΩ1)− 1)(2nth(Ω1) + 1)
V =
2g2n41(0)γ
Ω21Ω
.
With this we are able to solve the pole equation for P (t), Eq. (5.42), as an expansion
up to first order in the damping around the solutions λp of the non-interacting pole
equation, i.e., λ∗ = λp − γκp + iγυ +O(γ2), as γ/Ω  1. Following Nesi et al. [147]
the kernel is rewritten in the compact form:
K(s)(λ) =
∞∑
n=0
∫ ∞
0
dτ exp(−λτ){Δ2n,c cos(nΩ1t)[1− S1(τ)] + Δ2n,s sin(nΩ1t)R1(τ)} ,
(5.48)
where
Δn,c = Δ0 exp(Y/2)
√
(2− δn,0)(−i)nJn(u0) cosh
(
n
βΩ1
2
)
,
Δn,s = Δ0 exp(Y/2)
√
(2− δn,0)(−i)nJn(u0) sinh
(
n
βΩ1
2
)
,
(5.49)
and
u0 = i
√
Y 2 −W 2 (5.50)
= i
(
4g2n41(0)
(2nth(Ω1) + 1)Ω1Ω
)
1
sinh(βΩ1/2)
.
To obtain analytical expressions, we observe that in the considered parameter regime
where g/Ω 1 and βΩ1 > 1 it holds |u0| < 1. Following [147] this allows effectively
a truncation to the n = 0 and n = 1 contributions in K (s)(λ) as the argument of the
Bessel functions is small, leading to the following approximations:
Δ20,c = Δ
2
0 exp(Y )J0(u0) ≈ Δ20 exp(Y ) (5.51)
≈ Δ20 exp
(
−4g
2n61(0)
Ω2
)
≈ Δ20
(
1− 4g
2n61(0)
Ω2
)
Δ21,c = Δ
2
0 exp(Y )
√
Y 2 −W 2 cosh(βΩ1/2),
≈ Δ20
4g2n61(0)
Ω2
,
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where corrections of order O(g4/Ω4) have been neglected. Notice also that as our
theory only accounts for corrections up to linear order in the nonlinearity α we expand
n61(0) = 1− 6(3α/(2Ω)) +O(α2). Solving the undamped pole equation yields:
λ2p ≡ λ2± = −
Δ20,c +Δ
2
1,c + Ω
2
1
2
±
√(
Δ20,c − Ω21
2
)2
+
Δ21,c
2
(
Δ20,c +
Δ1,c
2
2
+ Ω21
)
:= −Ω2±. (5.52)
The last two equations allow to determine the oscillation frequency. Finally, within
the WDA the qubit’s population difference is obtained as:
P (t) = exp(−γκ−t)λ
2
− + Ω
2
1
λ2− − λ2+
[
cos(Ω−t)− γκ−
Ω−
sin(Ω−t)
]
(5.53)
+ exp(−γκ+t)λ
2
+ + Ω
2
1
λ2+ − λ2−
[
cos(Ω+t)− γκ+
Ω+
sin(Ω+t)
]
,
where κ± = κ(λ±), which is derived in detail in Eq. (B.1.) of [147]. Note that for
a consistent treatment if O(g2) is kept we implicitly require γ  g, as only the first
order in the damping is taken into account.
We consider two possible resonance cases: First we choose the resonance condition
Ω1 = Δ0,c, such that the oscillation frequencies are, to lowest order in g/Ω and α/(Ω),
Ω± = Ω1 ∓ Δ1,c
2
(5.54)
≈ Ω + 3

α∓ g(1− 3
2Ω
α).
As a consequence we obtain a nonlinearity-decreased vacuum Rabi splitting:
(Ω− − Ω+) = 2g(1− 3α/(2Ω)), (5.55)
which is in the same form also obtained in chapter 4. For comparison with chapter 4
we choose as second condition Δ0 = Ω, such that to lowest order in g/Ω and α/(Ω)
we obtain:
Ω± = Ω+
3α
2
∓ g
(
1− 9α
4Ω
)
, (5.56)
Ω− − Ω+ = 2g(1− 9α/(4Ω)),
which also agrees with the results of chapter 4.
5.7 Qubit dynamics within different approaches
We show in Fig. 5.4 a comparison of the analytic WDA formula Eq. (5.53), the
numerical solution of the NIBA Eq. (5.35), denoted by NIBA, and the results obtained
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in chapter 4 from a numerical solution of the Bloch-Redfield equations referred to as
TLS-NLO approach. We observe that the dynamics is dominated by two frequencies
and well reproduced within all three approaches. In the Fourier spectrum we observe
tiny deviations of the resonance frequencies. There are two different reasons for these
deviations: First the coupling strength g is large enough, that higher orders in the
coupling yield a finite contribution in the effective bath description. Second Eq. (5.52)
has to be expanded in both the nonlinearity and the coupling g, which is not possible
in the numerical program. However, as we derived above when expanding the analytic
formula, we find up to lowest order in the coupling g and in the nonlinearity α the same
results. We emphasize that this small discrepancy is also seen for the corresponding
linear system in the work of Hausinger et al. [148] when comparing the NIBA results
in [147] with those of the Bloch-Redfield procedure. To clarify the above statements
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Figure 5.4: Left: Comparison of the behaviour of P (t) as obtained from the numerical
solution of the Bloch-Redfield equations based on the TLS-NLO approach, chapter 4,
the numerical solution of the NIBA equation, Eq. (5.35), and the analytical formula
provided in Eq. (5.53). The chosen parameters are: α = 0.02(Ω), g = 0.18Ω, ε = 0,
γ/(2πΩ) = 0.0154 and β = 10(Ω)−1. The dynamics agree within all three approaches.
Right: Corresponding Fourier transform of P (t).
we consider also the case that the coupling is weak, i.e., g  γ,Ω1. In the regime
where the coupling is much weaker than the nonlinearity (g  α), Eq. (4.32) given
in chapter 4 has to be expanded differently. Note that in this regime the results of
Eq. (4.41) in chapter 4 are not applicable. A proper expansion allows in this regime
to neglect O(g2) or higher if O(α2) is neglected. The transition frequencies, when
choosing Ω = Δ0, are then determined by Eq. (4.32) of chapter 4:
Ω± = Ω+
3
2
α∓ 1
2
√
9α2/2 (5.57)
=
{
Ω,
Ω1 = Ω+ 3α/.
Applying also an expansion of Eq. (5.52) consistent with this parameter regime, we
obtain:
−Ω2± =
1
2
(−Ω2 − Ω21 ± Ω2 ∓ Ω21) , (5.58)
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such that:
Ω+ = Ω (5.59)
Ω− = Ω1 = Ω+ 3α/.
The transition frequencies in Eqs. (5.57) and (5.59) coincide, and in Fig. 5.5 there is
no deviation observed when comparing the three different approaches.
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Figure 5.5: Left: As in Fig. 5.4 but a weaker TLS-NLO coupling constant g = 0.0018Ω.
Right: Corresponding Fourier transform of P (t).
5.7.1 Influence on the qubit dynamics due to the nonlinearity-
A comparison of the NIBA for linear and nonlinear ef-
fective spectral densities
In this last section we want to address the effects of the nonlinearity on the qubit
dynamics. The comparison of linear versus nonlinear case is done at level of the nu-
merical solution of the NIBA equation and shown in Fig. 5.6. As already obtained
in chapter 4, we observe that the transition frequencies are shifted to higher values
compared to the linear case. Specifically, as it can be seen from Eqs. (5.54) and (5.56),
the reduction is linear in α for terms involving both nonlinearity and coupling. As a
consequence also the amplitudes associated to the transitions are modified. Moreover,
we observe a decrease of the vacuum Rabi splitting compared to the linear case. Con-
sequently, the effect of the nonlinearity of the read-out device can be observed in the
qubit dynamics.
5.8 Conclusions
In this chapter we determined the dynamics of a qubit coupled via a nonlinear oscil-
lator (NLO) to an Ohmic bath within an effective bath description. We investigated
an approximate mapping procedure based on linear response theory, which is appli-
cable in case of weak nonlinearities and small to moderate qubit-NLO coupling. We
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Figure 5.6: Left: P (t) within the NIBA when using the linear and the nonlinear
effective spectral densities, Eqs. (5.13) and (5.29) respectively. Parameters are:
α = 0.02(Ω) or α = 0 respectively, g = 0.18Ω, ε = 0Ω, γ/(2πΩ) = 0.0154 and
β = 10(Ω)−1. Right: Corresponding Fourier transform of P (t). The effect of the
nonlinearity is to increase the resonance frequencies with respect to the linear case. As
a consequence the relevant peak heights change.
determined the effective spectral density in terms of the qubit-oscillator coupling and
the linear susceptibility of a nonlinear oscillator. The susceptibility was calculated for
practical purposes from the periodically driven counterpart of the original nonlinear
oscillator, yielding an analytical expression for the effective spectral density valid at
low temperatures. The so obtained spectral density shows resonant behaviour, speci-
fically almost a Lorentzian form for the considered parameter regime, and is peaked
at a shifted frequency, namely at the one-photon resonance between ground state and
first excited state of the nonlinear oscillator. Moreover, this effective spectral density
acquires a temperature dependence and behaves Ohmic at low frequencies. Based
on the effective spectral density the qubit dynamics is investigated within the NIBA
approximation. In addition an analytical formula for the qubit dynamics is provided,
which describes correctly the dynamics at low damping. These results were compared
to the numerical solution in chapter 4, where the Bloch-Redfield equations for the den-
sity matrix of the coupled qubit nonlinear oscillator system (TLS-NLO) are solved.
These latter equations have the same regime of validity as those of the effective bath
approach, namely weak nonlinearities α/(Ω)  1, small qubit-nonlinear oscillator
coupling g/Ω  1 and low temperatures kBT/(Ω)  1. In this regime we expect
an overall agreement of the two approaches. Exemplarily the predictions of the two
approaches were analyzed for two possible coupling strengths g. We emphasize that
parameters like temperature and damping and especially the strength of the coupling
g and nonlinearity α determine the appropriate form of the expansions in the different
regime of parameters. Due to the tunability of the parameters various qubit dynamics
are possible. In special, near at at resonance the same analytical results are predicted
within the two approaches up to first order in the coupling and nonlinearity. In agree-
ment with chapter 4 we observed the following effects due to the nonlinearity: In the
regime g 
 α/ a vacuum Rabi splitting is observed. The transition frequencies of
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the two dominating peaks are shifted to larger values compared to the linear case.
As a consequence also the amplitudes of the coherent oscillations of the population
difference P (t) are modified. Moreover, the vacuum Rabi splitting is decreased due to
the nonlinearity.
We conclude that, as in case of the corresponding linear system [147, 148], the effective
bath description provides an alternative approach to investigate the complex dynamics
of the qubit dissipative NLO system.

Chapter 6
Conclusions and perspectives
The main aim of this thesis was to clarify the effects on the qubit dynamics of the
coupling to a read-out device, a DC-SQUID, which is modeled as a nonlinear oscillator
in the deep quantum regime. The latter, in turn, is coupled to an Ohmic environment.
To this extent we also investigated the interplay of driving and nonlinearity on the
dynamics of dissipative quantum oscillators.
In the introduction we first gave an insight into the various experimental realisations
starting from the classical regime and ending up in the deep quantum regime. Addi-
tionally an overview of the corresponding theoretical research achievements was pre-
sented. To account for dissipative effects within a quantum description we introduced
in chapter 2 the Ullersma-Caldeira-Leggett model, the Feynman-Vernon path integral
formalism and focussed on the famous spin-boson model. In the last part of chapter 2
we defined the dynamical quantity of interest, the qubit’s population difference, whose
evolution characterizes the qubit dynamics.
In this thesis we elaborated two complementary approaches to describe the qubit-
nonlinear oscillator-bath system and showed their agreement. The first is based on
considering the qubit and SQUID as composite system. In a second step dissipative
effects are included. This procedure is perturbative in the qubit-SQUID coupling and
in the nonlinearity of the SQUID. This approach is based on degenerate perturbation
theory, in particular van Vleck perturbation theory, thereby focussing on the case that
the qubit transition frequency between its two eigenstates is at or in the vicinity of a
certain transition of two nonlinear oscillator levels. The second approach to describe
the qubit-nonlinear oscillator-bath system is based on the following observation: As
the SQUID mediates the dissipation, which originates from the bath, to the qubit, the
qubit sees an effective environment formed by SQUID and bath. Due to the fact that
the SQUID acts as a ’band pass’ for the environmental frequencies, the qubit feels an
effective bath characterized by an effective spectral density of structured form; i.e., the
spectral density is peaked at the SQUID’s eigenfrequency. Consequently, the second
approach is based on this effective bath description.
To determine the effective spectral density associated with the SQUID acting as non-
linear undriven oscillator, the knowledge about the behaviour of a dissipative nonlinear
quantum oscillator is essential. In chapter 3 we therefore developed two different ap-
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proaches to describe the dissipative dynamics of the quantum Duffing oscillator, which
is the driven counterpart of our nonlinear quantum oscillator. The first approach is
based on the exact Floquet states of the driven harmonic oscillator. It is applicable
off resonance, i.e., when the driving frequency is far off the frequency associated to
a certain transition between two nonlinear oscillator levels. It is thus perturbative
in the driving and in the nonlinearity and the energy scale associated with the dri-
ving can overcome the shift introduced by the nonlinearity. The second approach in
contrast is applicable at and in the vicinity of such an N -photon resonance. It is
perturbative in both driving and nonlinearity and in particular the energy scale of
the driving is smaller than the one introduced by the nonlinearity. In the regime of
low driving amplitudes both approaches can be combined to cover a large range of
driving frequencies. In contrast to previous works [16, 17, 18, 19], the application of a
rotating wave approximation has been avoided. We calculated the nonlinear response
of the dissipative system for the special case of a one-photon resonance by solving
a Born-Markov-Floquet master equation and determined the characteristic antireso-
nance, which originates from the very special degeneracy of the nonlinear oscillator.
An extension of the first approach including dissipation is a very hard task as shown
in detail in chapter 3. It remains to be clarified, whether a full analytical solution of
the dissipative dynamics can be given for this approach at all. We want to empha-
size that while the classical counterpart of the Duffing oscillator exhibits hysteresis,
the quantum system can show an antiresonant response and so a completly different
behaviour. This is a first indicator of how important nonlinear systems are, when
transitions between the quantum and classical regime are investigated.
In chapter 4 we focussed on the composed qubit-nonlinear oscillator system and de-
termined first the corresponding eigensystem in analytic form up to first order in the
nonlinearity and up to second order in the qubit-oscillator coupling. This allowed us
to derive the effects of the nonlinearity on the qubit dynamics as well as on the Bloch-
Siegert shift. Moreover, the nonlinearity results in an decreased vacuum Rabi splitting.
We observed in the low temperature regime that the qubit dynamics is dominated by
the transition frequencies between the ground state and the two first excited energy
levels. Additionally, the transition frequencies of the composite system are shifted to
higher values compared to the corresponding linear case and also the weights of the
transitions are modified due to the nonlinearity. Via a Born-Markov master equation,
restricting to weak coupling to the bath, we accounted for dissipative effects and de-
rived three different analytical approaches, covering the qubit dynamics. The first was
a full secular approximation, where on top a low temperature approximation was ap-
plied. Within the second approach an ansatz for the long time dynamics is obtained,
which yields approximate general expressions for the relaxation and dephasing rates
of the qubit. The third approach is a partial secular approximation showing almost
perfect agreement with the exact numerical solution. A comparison of these analytical
approaches with the numeric solution showed good agreement.
Chapter 5 is dedicated to the effective bath description. As, due to the nonlinearity
of the SQUID, an exact mapping of the composite SQUID-bath system to an effec-
tive bath is not possible, we investigated an approximate mapping procedure based
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on linear response theory. Then the effective spectral density can be related to the
susceptibility of the nonlinear oscillator, so that an analytic expression for the effective
spectral density is obtained. To determine the susceptibility of a nonlinear quantum os-
cillator we considered its driven counterpart, the nonlinear quantum Duffing oscillator
within linear response theory in the driving amplitude. The so obtained effective spec-
tral density is peaked at a shifted frequency compared to the linear case and becomes
temperature-dependent. Having derived the actual form of the effective spectral den-
sity, the qubit dynamics can be investigated both numerically and analytically using
standard procedures elaborated for the spin-boson problem. An analytic formula for
the population difference, covering the qubit dynamics, is derived in the weak dam-
ping regime using the non-interacting blip approximation. The formula allows us an
easy insight in the qubit’s behaviour. A comparison of the numerical solution with
the analytic formula showed good agreement. Moreover, a direct comparison with the
approach of chapter 4 based on the Bloch-Redfield equations is performed. In agree-
ment with chapter 4 we observed that the transition frequencies are shifted to higher
values compared to the linear case. Consequently, also the amplitudes of the coherent
oscillations entering the qubit’s population difference are modified.
Both complementary approaches, introduced in Fig. 1.1, capture very well the qubit
dynamics and agree nicely up to first order in the qubit-oscillator coupling and non-
linearity.
We want to emphasize that, to our knowledge, this is the first time that the quantum
Duffing oscillator has been investigated beyond a rotating wave approximation and
the first time that an effective spectral density for a SQUID acting as nonlinear oscil-
lator has been derived. We also compared the linear and nonlinear effective spectral
densities, originating when the SQUID is treated either as linear or nonlinear oscil-
lator, respectively. The overall results for the qubit dynamics show a shift to higher
transition frequencies compared to the linear case and as a consequence modifications
of the weights of the oscillation amplitudes. This means that within both approaches
the effect of the nonlinearity can be observed in the qubit dynamics.
Hopefully the use of nonlinear effects will allow to improve read-out schemes. This is
already the case for SQUIDs used as a Josepson bifurcation amplifiers in the semiclas-
sical regime. But additional new relaxation mechanisms could also occur: Due to the
non-equidistant energy spectrum of the nonlinear quantum oscillator the SQUID could
possible no more act as a band pass for a certain frequency as in the linear case, but
a whole bunch of frequencies originating from the nonlinear oscillator could influence
the qubit dynamics. However, due to the complexity of the system, which offers dif-
ferent dynamical regimes, there is still a large variety of possibilities to improve qubit
read-out.
We hopefully convinced the reader that nonlinear oscillators are an interesting topic to
study. First, they give insight into the classical to quantum transition, as their system’s
response changes completely. Second, quantum computation architectures, for exam-
ple qubit read-out devices, could also benefit from the use of nonlinear behaviours. We
are looking forward to see the first realisation of a qubit-nonlinear SQUID-system in
the deep quantum regime. I wish that this work can help to clarify the understanding
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of the behaviour of coupled nonlinear systems including dissipative effects, and that
quantum computation issues can benefit from this work.
Appendix A
Fourier components
In this appendix we evaluate the matrix elements of the perturbation Vˆα on the Floquet
basis of the driven linear oscillator as well as the Fourier coefficients v
(n)
kj .
0〈φk(t)|Vˆα|φj(t)〉0 = α
4
∫ ∞
−∞
dy′dy′′ 0〈φk(t)|y′〉〈y′|yˆ4|y′′〉〈y′′|φj(t)〉0 (A.1)
=
α
4
∫ ∞
−∞
dyφk(y) [y + ξ(t)]
4 φj(y)
=
α
4
∫ ∞
−∞
dyφk(y)
[
y4 + 4ξ(t)y3 + 6ξ(t)2y2
+4ξ(t)3y + ξ(t)4
]
φj(y)
=
∑
n
exp(−inωext) 0〈φk(t)|Vˆα|φj(t)〉(n)0︸ ︷︷ ︸
≡v(n)kj
. (A.2)
The Fourier coefficients v
(n)
kj are given, using the notation Aξ ≡ FM(ω2ex−Ω2) , by:
v
(0)
kj =
α
4
[
δkj
(
3
2
(2j + 1)y20A
2
ξ +
3
2
(j(j + 1) +
1
2
)y40 +
3
8
A4ξ
)
(A.3)
+δk,j+2
(
3
2
y20A
2
ξ + y
4
0(j +
3
2
)
)√
(j + 1)(j + 2)
+δk,j−2
(
3
2
y20A
2
ξ + y
4
0(j −
1
2
)
)√
j(j − 1)
+δk,j+4
y40
4
√
(j + 1)(j + 2)(j + 3)(j + 4)
+δk,j−4
y40
4
√
j(j − 1)(j − 2)(j − 3) ] ,
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v
(±1)
kj =
α
4
[
δk,j+1
(
3
2
√
2
√
j + 1y0A
3
ξ +
3!
√
2
4
(j + 1)
√
j + 1Aξy
3
0
)
(A.4)
+δk,j−1
(
3
2
√
2
√
jy0A
3
ξ +
3!
√
2
4
j
√
jAξy
3
0
)
+δk,j+3
√
(j + 3)(j + 2)(j + 1)
23/2
4
y30Aξ
+δk,j−3
√
j(j − 1)(j − 2)2
3/2
4
y30Aξ ] ,
v
(±2)
kj =
α
4
[
δkj
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3
4
(2j + 1)y20A
2
ξ +
1
4
A4ξ
)
(A.5)
+δk,j+2
3
4
y20A
2
ξ
√
(j + 1)(j + 2)
+δk,j−2
3
4
y20A
2
ξ
√
j(j − 1) ] ,
v
(±3)
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α
4
[
δk,j+1
1
2
√
2
√
j + 1y0A
3
ξ (A.6)
+δk,j−1
1
2
√
2
√
jy0A
3
ξ
]
,
v
(±4)
kj =
α
4
[
1
16
A4ξ
]
δkj. (A.7)
Appendix B
Rotating wave approximation for a
driven linear oscillator
The quantum Duffing oscillator has mainly been studied within a rotating wave ap-
proximation (RWA), applicable if the driving amplitude is not large and the driving
frequency is in the vicinity of the eigenfrequency of the nonlinear oscillator. To give
a first insight we consider this approximation for the linear case. By applying the
transformation R = exp(iωexaˆ
†aˆt) to the time-dependent Hamiltonian of the driven
harmonic oscillator and neglecting all fast rotating terms we result in:
HˆRWA|φj, RWA〉 = j, RWA|φj, RWA〉, (B.1)
where
HˆRWA = (Ω +
1
2
− ωex)jˆ + y0F
2
√
2
(aˆ + aˆ†) (B.2)
|φj, RWA(t)〉 = exp(iωexaˆ†aˆt)|φj(t)〉. (B.3)
The structure of the Hamiltonian is the same as obtained within the exact Floquet
treatment, see Eq. (3.48), if we set α = 0, j = n and n′ = k. The driving term is
treated by defining the translation-operator [13] to exactly diagonalize HˆRWA
1: The
quasienergies obtain a global energy shift proportional to the driving and the deviation
of eigenfrequency and driving frequency:
j, RWA = 
(
Ω +
1
2
− ωex
)
j +
F 2
8MΩ(ωex − Ω) . (B.4)
The eigenstates are obtained by applying a translation operator:
|φj, RWA〉 = exp
[
y0F
2
√
2(Ω− ωex)
(aˆ− aˆ†)
]
|j〉 (B.5)
= |j〉+ y0F
√
j
2
√
2(Ω− ωex)
|j − 1〉 − y0F
√
j + 1
2
√
2(Ω− ωex)
|j + 1〉+O(F 2).
1Applying conventional time-independent perturbation theory yields identical results, but is not
that compact, as by using the translation operator method combined with certain commutation
relations exact results in all orders are obtained.
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In the second line the states are determined in first order. The approximate Floquet
states are determined by applying the transformation
|φj(t)〉 = exp(−iωexaˆ†aˆt)|φj, RWA〉, (B.6)
which fixes the actual time dependence of the Floquet states. We point out that in the
vicinity of a resonance the energies in RWA are well described as:
(ω2ex − Ω2) 	 (ωex − Ω)2Ω and diverging at exact resonance. Moreover, as seen in
Appendix D, choosing a resonance condition is not equivalent to applying a RWA, as
there also the counterrotating terms exist, see e.g. Eq. (D.6). However, parts of the
contributions are equal, see Eq. (D.7)2. In contrast to the exact solution, given in sec-
tion 3.2.1, both the energies and the states acquire only contributions proportional to
the difference of frequencies. A relevant quantity is the matrix element of the position
operator:
ylk(t) =
y0√
2
〈φl(t)|(aˆ + aˆ†)|φk(t)〉 (B.7)
=
y0√
2
〈φl, RWA| exp(iωexaˆ†aˆt)(aˆ + aˆ†) exp(−iωexaˆ†aˆt)|φk, RWA〉
=
y0√
2
[
exp(−iωext)〈φl, RWA|aˆ|φk, RWA〉+ exp(+iωext)〈φl, RWA|aˆ†|φk, RWA〉
]
=
y0√
2
√
kδl,k−1 exp(−iωext) + y0√
2
√
lδl,k+1 exp(iωext)− F
2MΩ(Ω− ωex) cos(ωext),
where we used some commutator relations. For comparison with the exact result, see
Eq. (3.108), we express ylk(t) in the ψ-basis:
ylk(t) =
y0√
2
〈ψl(t)|(aˆ + aˆ†)|ψk(t)〉 (B.8)
=
y0√
2
√
kδl,k−1 exp(−i[ωex + Ω]t) + y0√
2
√
lδl,k+1 exp(i[ωex + Ω]t)
− F
2MΩ(Ω− ωex) cos(ωext).
First we observe a different time-dependence of the undriven contributions, and these
terms are not slowly oscillating. Second the driving dependent coefficients enter with
a different weight compared to the exact result, proportional only to ωex − Ω.
However, the counterrotating terms for the driven harmonic oscillator are essential for
the following reasons:
1. For strictly linear systems, especially the harmonic oscillator Ehrenfest theorem
is fulfilled, such that the quantum mechanical observables coincide with the
classical ones. This is no more valid, for the reasons mentioned above, when a
rotating wave approximation is applied.
2 F
2
√
2My0Ω
= y0F
2
√
2
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2. As the oscillator is not coupled to bath leading to dissipation and accounting
for a finite temperature the transitions from a certain level either upwards or
downwards are equal probable, as the spectrum of the oscillator is equidistant.
Hence the question arises, whether a RWA treatment of the harmonic oscillator
is appropriate and valid at all. As the inclusion of counterrotating terms results
in the classical equations we have to consider the full dynamics for the linear
oscillator.

Appendix C
Van Vleck perturbation theory
In the following we give a basic introduction of the Van Vleck perturbation theory
[141, 142, 143, 144]. It allows to calculate eigenenergies and eigenfunctions of Hamil-
tonians Hˆ whose spectrum is splitted into well-defined manifolds (denoted by Greek
indices) [142, 143, 144, 153, 154]. Within Van Vleck perturbation theory an effective
Hamiltonian Hˆeff = exp(iSˆ)Hˆ exp(−iSˆ) is constructed whose spectrum is the same as
that of the original Hamiltonian
Hˆ = Hˆ(0) + Vˆ, (C.1)
but only connects almost degenerate levels within a given manifold. The eigenstates are
then calculated from the eigenstates of the effective Hamiltonian via a back transfor-
mation. For time-dependent Hamiltonians one introduces an effective Floquet Hamil-
tonian Hˆeff in the composite Hilbert space R⊗ T . The effective quasienergies up to
second order in the perturbation are determined by:
〈〈i, α|Hˆeff |j, α〉〉 = Ei,αδij + 〈〈i, α|Vˆ |j, α〉〉 (C.2)
+
1
2
∑
k,γ =α
〈〈i, α|Vˆ |k, γ〉〉〈〈k, γ|Vˆ |j, α〉〉
[
1
Ei,α − Ek,γ +
1
Ej,α − Ek,γ
]
= Ei,αδij + 〈〈i, α|Vˆ |j, α〉〉+ 〈〈i, α|(RˆVˆ )†Vˆ |j, α〉〉+ 〈〈i, α|Vˆ (RˆVˆ )|j, α〉〉,
where we introduced the reduced resolvent:
Rˆ =
∑
k,γ
′|k, γ〉〉〈〈k, γ|/(E − Ek,γ). (C.3)
The prime over the sum denotes that all the states belonging to the manifold α under
consideration are excluded from the sum. The states of the original Floquet Hamil-
tonian Hˆ are given by applying a back transformation connecting different manifolds:
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exp(−iSˆ)|j, α〉〉 = (1− iSˆ(1) − iSˆ(2) + iSˆ(1)iSˆ(1)/2 + . . . )|j, α〉〉, where:
〈〈i, α|iSˆ(1)|j, β〉〉 = 〈〈i, α|Vˆ |j, β〉〉
Ei,α − Ej,β (C.4)
〈〈i, α|iSˆ(2)|j, β〉〉 = 〈〈i, α|Vˆ |k, γ〉〉〈〈k, γ|Vˆ |j, β〉〉
2(Ej,β − Ei,α)
[
1
Ek,γ − Ei,α +
1
Ek,γ − Ej,β
]
+
∑
k
1
Ej,β − Ei,α
〈〈i, α|Vˆ |k, β〉〉〈〈k, β|Vˆ |j, β〉〉
Ek,β − Ei,α
+
∑
k
1
Ej,β − Ei,α
〈〈i, α|Vˆ |k, α〉〉〈〈k, α|Vˆ |j, β〉〉
Ek,α − Ej,β .
The construction using the reduced resolvent is more easily comparable to conventional
degenerate perturbation theory [155, 156]. After identification of the degenerate levels
the modifications to the eigenvectors are given by calculating all possible matrix ele-
ments from the degenerate levels out of the manifold.
C.1 Van Vleck perturbation theory within the un-
driven qubit-NO system
As we consider in chapter 4 a time-independent problem, the notation | . . . 〉〉 is no
more adequate and replaced in the following by | . . . 〉. Here the perturbation HˆInt
is proportional to aˆ + aˆ†. Therefore we consider first the action of this operator on
arbitrary nonlinear oscillator states |l〉, |m〉:
〈l|aˆ + aˆ†|m〉 = 〈l|
[√
m|m− 1〉0 + a(m)2
√
m + 2|m + 1〉0 + a(m)−2
√
m− 2|m− 3〉0
+a(m)−4
√
m− 4|m− 5〉0 + a(m)4
√
m + 4|m + 3〉0 +
√
m + 1|m + 1〉0
+a(m)2
√
m + 3|m + 3〉0 + a(m)−2
√
m− 1|m− 1〉0 + a(m)−4
√
m− 3|m− 3〉0
+a(m)4
√
m + 5|m + 5〉0
]
+O(α2), (C.5)
where |l〉0 denotes an eigenstates of the linear oscillator. Now we have different cases:
l = m− 1 : 〈m− 1|(aˆ + aˆ†)|m〉 = √m + a(m)−2
√
m− 1 + a(m−1)2
√
m + 1 +O(α2),
l = m− 3 : 〈m− 3|(aˆ + aˆ†)|m〉 = a(m)−2
√
m− 2 + a(m)−4
√
m− 3 + a(m−3)2
√
m
+a
(m−3)
4
√
m + 1 +O(α2),
l = m− 5 : 〈m− 5|(aˆ + aˆ†)|m〉 = a(m)−4
√
m− 4 + a(m−5)4
√
m +O(α2) = 0,
l = m + 1 : 〈m + 1|(aˆ + aˆ†)|m〉 = √m + 1 + a(m+1)−2
√
m + a
(m)
2
√
m + 2 +O(α2),
l = m + 3 : 〈m + 3|(aˆ + aˆ†)|m〉 = a(m+3)−2
√
m + 1 + a
(m+3)
−4
√
m + a
(m)
2
√
m + 3
+a
(m)
4
√
m + 4 +O(α2),
l = m + 5 : 〈m + 5|(aˆ + aˆ†)|m〉 = a(m+5)−4
√
m + 1 + a
(m)
4
√
m + 5 +O(α2) = 0.
(C.6)
C.1. VAN VLECK PERTURBATION THEORY WITHIN THE UNDRIVEN QUBIT-NO
SYSTEM | 131
Due to the manifold structure we only have to consider for Van Vleck perturbation
theory the matrix elements involving l = m ± 1, l = m ± 3. Therefore we introduce
the notations:
n1(j) =
√
j + 1
(
1 +
√
ja
(j+1)
−2√
j + 1
+
a
(j)
2
√
j + 2√
j + 1
)
=
√
j + 1
[
1− 3
2Ω
α(j + 1)
]
, (C.7)
n3(j, α) = a
(j)
−2
√
j − 2 + a(j)−4
√
j − 3 + a(j−3)2
√
j + a
(j−3)
4
√
j + 1
=
α
4Ω
√
j(j − 1)(j − 2). (C.8)
The non-vanishing matrix elements for the transformation matrix are in first order:
iS
(1)
(j−1)e,je =
〈e, j − 1|HˆInt|e, j〉
Ee(j−1) − Eej =
g ε
Δb
n1(j − 1)
Ω + 3
2
α · 2j (C.9)
=
gε
√
j
ΔbΩ
[
1− 9
2Ω
αj
]
+O(α2),
iS
(1)
jg,(j+1)g =
〈g, j|HˆInt|g, j + 1〉
Egj − Eg(j+1) = −
g ε
Δb
n1(j)
Ω + 3
2
α · 2(j + 1)
= −gε
√
j + 1
ΔbΩ
[
1− 9
2Ω
α(j + 1)
]
+O(α2),
iS
(1)
jg,(j+1)e =
〈g, j|HˆInt|e, j + 1〉
Egj − Ee(j+1) =
gΔ0
Δb
n1(j)
Δb + Ω+
3
2
α · 2(j + 1)
=
gΔ0
√
j + 1
Δb(Δb + Ω)
[
1− 3α(j + 1)(Δb + 3Ω)
2Ω(Δb + Ω)
]
+O(α2),
iS
(1)
je,(j+3)e =
〈e, j|HˆInt|e, j + 3〉
Eej − Ee(j+3) =
g ε
Δb
n3(j + 3, α)
3Ω
+O(α2),
iS
(1)
jg,(j+3)g =
〈g, j|HˆInt|g, j + 3〉
Egj − Eg(j+3) = −
g ε
Δb
n3(j + 3, α)
3Ω
+O(α2),
iS
(1)
jg,(j+3)e =
〈g, j|HˆInt|e, j + 3〉
Egj − Ee(j+3) =
gΔ0
Δb
n3(j + 3, α)
Δb + 3Ω
+O(α2),
iS
(1)
je,(j+3)g =
〈e, j|HˆInt|g, j + 3〉
Eej − Eg(j+3) =
gΔ0
Δb
n3(j + 3, α)
−Δb + 3Ω +O(α
2).
Due to the fact that n3(j, α) is a purely nonlinear contribution, we can reduce the
possible contributions for the second order of the transformation matrix. Restricting
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to lowest order in the nonlinearity the non-vanishing contributions are either combi-
nations of involving twice n1(j) and expanding this afterwards to first order in the
nonlinearity or combinations of both n1(j) and n3(j, α), while n1(j) is reduced in this
case to the zeroth order in the nonlinearity, because n3(j, α) is already of first order
in the nonlinearity. For the second order we obtain:
iS
(2)
je,(j+2)g =
1
Eg(j+2) −Eej
(C.10)[
〈e, j|HˆInt|e, j + 1〉〈e, j + 1|HˆInt|g, j + 2〉
Ee(j+1) −Eej
+
〈e, j|HˆInt|g, j + 1〉〈g, j + 1|HˆInt|g, j + 2〉
Eg(j+1) −Eg(j+2)
]
+
〈e, j|HˆInt|e, j − 1〉〈e, j − 1|HˆInt|g, j + 2〉
2(Eg(j+2) −Eej)
[
1
Ee(j−1) −Eej
+
1
Ee(j−1) −Eg(j+2)
]
+
〈e, j|HˆInt|g, j − 1〉〈g, j − 1|HˆInt|g, j + 2〉
2(Eg(j+2) −Eej)
[
1
Eg(j−1) −Eej
+
1
Eg(j−1) −Eg(j+2)
]
+
〈e, j|HˆInt|g, j + 3〉〈g, j + 3|HˆInt|g, j + 2〉
2(Eg(j+2) −Eej)
[
1
Eg(j+3) −Eej
+
1
Eg(j+3) −Eg(j+2)
]
+
〈e, j|HˆInt|e, j + 3〉〈e, j + 3|HˆInt|g, j + 2〉
2(Eg(j+2) −Eej)
[
1
Ee(j+3) −Eej
+
1
Ee(j+3) −Eg(j+2)
]
=
22g2εΔ0
√
(j + 1)(j + 2)
Δ2b
2Ω(2Ω−Δb)
[
1 +
3α(2j + 3)(Δb − 3Ω)
Ω(2Ω−Δb)
]
+
g2(2j + 3)
√
(j + 1)(j + 2)αΔ0ε(Δb − 5Ω)
12Ω2
(
Δ4b − 4ΩΔ3b +Ω2Δ2b + 6Ω3Δb
) +O(α2),
iS
(2)
jg,(j+2)g = (C.11)
〈g, j|HˆInt|g, j + 1〉〈g, j + 1|HˆInt|g, j + 2〉
2(Eg(j+2) −Egj)
[
1
Eg(j+1) −Egj
+
1
Eg(j+1) −Eg(j+2)
]
+
〈g, j|HˆInt|e, j + 1〉〈e, j + 1|HˆInt|g, j + 2〉
(Eg(j+2) −Egj)(Ee(j+1) −Egj)
+
〈g, j|HˆInt|g, j − 1〉〈g, j − 1|HˆInt|g, j + 2〉
2(Eg(j+2) −Egj)
[
1
Eg(j−1) −Egj
+
1
Eg(j−1) −Eg(j+2)
]
+
〈g, j|HˆInt|g, j + 3〉〈g, j + 3|HˆInt|g, j + 2〉
2(Eg(j+2) −Egj)
[
1
Eg(j+3) −Egj
+
1
Eg(j+3) −Eg(j+2)
]
+
〈g, j|HˆInt|e, j + 3〉〈e, j + 3|HˆInt|g, j + 2〉
2(Eg(j+2) −Egj)
[
1
Ee(j+3) − Egj
+
1
Ee(j+3) −Eg(j+2)
]
+
〈g, j|HˆInt|e, (j − 1)〉〈e, j − 1|HˆInt|g, (j + 2)〉
(Eg(j+2) −Egj)(Ee(j−1) −Eg(j+2))
=
g2
√
(j + 1)(j + 2)
2Δ2bΩ
[
3αε2
22Ω2
+
Δ20
(Δb +Ω)
(
1− 3α((2j + 3)Δb +Ω(3j + 4))
(Δb +Ω)Ω
)]
+
g2
√
(j + 1)(j + 2)α
8Δ2bΩ
2
(
2ε2
Ω
+
(
(2j + 3)Δ2b + 3(j − 1)ΩΔb − 3(j + 6)Ω2
)
Δ20
(Δb − 3Ω)
(
Δ2b + 4ΩΔb + 3Ω
2
)
)
+O(α2),
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iS
(2)
je,(j+2)e = (C.12)
〈e, j|HˆInt|e, j + 1〉〈e, j + 1|HˆInt|e, j + 2〉
2(Ee(j+2) −Eej)
[
1
Ee(j+1) −Eej
+
1
Ee(j+1) −Ee(j+2)
]
+
〈e, j|HˆInt|g, j + 1〉〈g, j + 1|HˆInt|e, j + 2〉
(Ee(j+2) − Eej)(Eg(j+1) −Ee(j+2))
+
〈e, j|HˆInt|g, j − 1〉〈g, j − 1|HˆInt|e, j + 2〉
2(Ee(j+2) −Eej)
[
1
Eg(j−1) −Eej
+
1
Eg(j−1) −Ee(j+2)
]
+
〈e, j|HˆInt|e, j − 1〉〈e, j − 1|HˆInt|e, j + 2〉
2(Ee(j+2) −Eej)
[
1
Ee(j−1) − Eej
+
1
Ee(j−1) −Eg(j+2)
]
+
〈e, j|HˆInt|e, j + 3〉〈e, j + 3|HˆInt|e, j + 2〉
2(Ee(j+2) −Eej)
[
1
Ee(j+3) − Egj
+
1
Ee(j+3) −Ee(j+2)
]
+
〈ej|HˆInt|g, j + 3〉〈gj + 3|HˆInt|e, j + 2〉
(Ee(j+2) −Eej)(Eg(j+3) −Eej)
=

2g2
√
(j + 1)(j + 2)
Δ2b2Ω
[
− Δ
2
0
(Ω +Δb)
(
1− 3α(Δb(2j + 3) + Ω(3j + 5))
(Δb +Ω)Ω
)
+
3αε2
2Ω2
]
+
g2α
√
(j + 1)(j + 2)
8Δ2bΩ
2
(
−(3 + 2j)Δ
2
b + 3(4 + j)ΔbΩ− 3(j − 3)Ω2
Δ3b +Δ
2
bΩ− 9Ω2Δb − 9Ω3
+
2ε2
Ω
)
+O (α2) ,
iS
(2)
jg,je = (C.13)
〈g, j|HˆInt|g, j − 1〉〈g, j − 1|HˆInt|e, j〉
2(Eej − Egj)
[
1
Eg(j−1) −Egj
+
1
Eg(j−1) −Eej
]
+
〈g, j|HˆInt|e, j + 1〉〈e, j + 1|HˆInt|e, j〉
2(Eej −Egj)
[
1
Ee(j+1) −Egj
+
1
Ee(j+1) −Eej
]
+
〈g, j|HˆInt|e, j − 1〉〈e, j − 1|HˆInt|e, j〉
(Eej −Egj)(Ee(j−1) −Eej)
+
〈g, j|HˆInt|g, j + 1〉〈g, j + 1|HˆInt|e, j〉
(Eej − Egj)(Eg(j+1) −Egj)
=
g2Δ0ε
Δ2bΩ(Δb +Ω)
[
−(2j + 1)
2
+
3α(2j2 + 2j + 1)(2Δb + 3Ω)
2Ω(Δb +Ω)
]
+O (α2) ,
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iS
(2)
jg,(j+2)e = (C.14)
〈g, j|HˆInt|g, j + 1〉〈g, j + 1|HˆInt|e, j + 2〉
2(Ee(j+2) −Egj)
[
1
Eg(j+1) −Egj
+
1
Eg(j+1) −Ee(j+2)
]
+
〈g, j|HˆInt|e, j + 1〉〈e, j + 1|HˆInt|e, j + 2〉
2(Ee(j+2) −Egj)
[
1
Ee(j+1) −Egj
+
1
Ee(j+1) −Ee(j+2)
]
+
〈g, j|HˆInt|g, j − 1〉〈g, j − 1|HˆInt|e, j + 2〉
2(Ee(j+2) −Egj)
[
1
Eg(j−1) −Egj
+
1
Eg(j−1) −Ee(j+2)
]
+
〈g, j|HˆInt|e, j + 3〉〈e, j + 3|HˆInt|e, j + 2〉
2(Ee(j+2) −Egj)
[
1
Ee(j+3) −Egj
+
1
Ee(j+3) −Ee(j+2)
]
+
〈g, j|HˆInt|e, j − 1〉〈e, j − 1|HˆInt|e, j + 2〉
(Ee(j+2) −Egj)(Ee(j−1) −Ee(j+2))
+
〈g, j|HˆInt|g, j + 3〉〈g, j + 3|HˆInt|e, j + 2〉
(Ee(j+2) −Egj)(Eg(j+3) − Egj)
=

2g2εΔ0
√
(j + 1)(j + 2)
2Δ2b(2Ω +Δb)
[
− 2Δb
Ω(Ω +Δb)
+
3αΔb(2j + 3)(2Δ2b + 9ΔbΩ+ 8Ω
2)
2Ω2(Ω +Δb)2(2Ω +Δb)
]
+
g2(2j + 3)
√
(j + 1)(j + 2)αΔ0ε(Δb + 6Ω)
24Δ2bΩ
2
(
Δ2b + 5ΩΔb + 6Ω
2
) +O (α2) ,
iS
(2)
jg,(j+4)g = (C.15)
〈g, j|HˆInt|g, j + 1〉〈g, j + 1|HˆInt|g, j + 4〉
2(Eg(j+4) −Egj)
[
1
Eg(j+1) −Egj
+
1
Eg(j+1) − Eg(j+4)
]
+
〈g, j|HˆInt|e, j + 1〉〈e, j + 1|HˆInt|g(j + 4)〉
2(Eg(j+4) −Egj)
[
1
Ee(j+1) −Egj
+
1
Ee(j+1) − Eg(j+4)
]
+
〈g, j|HˆInt|g, j + 3〉〈g, j + 3|HˆInt|g(j + 4)〉
2(Eg(j+4) −Egj)
[
1
Eg(j+3) −Egj
+
1
Eg(j+3) − Eg(j+4)
]
+
〈g, j|HˆInt|e, j + 3〉〈e, j + 3|HˆInt|gj + 4〉
(Eg(j+4) −Egj)(Ee(j+3) −Egj)
=
g2
√
(j + 1)(j + 2)(j + 3)(j + 4)αΔ20
(
Δ2b − 3Ω2
)
8Δ2bΩ
2
(
Δ3b +ΩΔ
2
b − 9Ω2Δb − 9Ω3
) +O(α2),
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iS
(2)
jg,(j+4)e = (C.16)
〈g, j|HˆInt|g, j + 1〉〈g, j + 1|HˆInt|e, j + 4〉
2(Ee(j+4) −Egj)
[
1
Eg(j+1) −Egj
+
1
Eg(j+1) −Ee(j+4)
]
+
〈g, j|HˆInt|e, j + 1〉〈e, j + 1|HˆInt|e, j + 4〉
2(Ee(j+4) −Egj)
[
1
Ee(j+1) −Egj
+
1
Ee(j+1) −Ee(j+4)
]
+
〈g, j|HˆInt|g, j + 3〉〈g, j + 3|HˆInt|e, j + 4〉
2(Ee(j+4) −Egj)
[
1
Eg(j+3) −Egj
+
1
Eg(j+3) − Ee(j+4)
]
+
〈g, j|HˆInt|e, j + 3〉〈e, j + 3|HˆInt|e, j + 4〉
2(Ee(j+4) −Egj)
[
1
Ee(j+3) −Egj
+
1
Ee(j+3) −Ee(j+4)
]
= −g
2
√
(j + 1)(j + 2)(j + 3)(j + 4)αΔ0ε(2Δb + 5Ω)
6Ω2
(
Δ4b + 8ΩΔ
3
b + 19Ω
2Δ2b + 12Ω
3Δb
) +O(α2),
iS
(2)
je,(j+4)g = (C.17)
〈e, j|HˆInt|e, j + 1〉〈e, j + 1|HˆInt|g, j + 4〉
2(Eg(j+4) −Eej)
[
1
Ee(j+1) −Eej
+
1
Ee(j+1) −Eg(j+4)
]
+
〈e, j|HˆInt|g, j + 3〉〈g, j + 3|HˆInt|g, j + 4〉
2(Eg(j+4) −Eej)
[
1
Eg(j+3) − Eej
+
1
Eg(j+3) −Eg(j+4)
]
+
〈e, j|HˆInt|e, j + 3〉〈e, j + 3|HˆInt|g, j + 4〉
(Eg(j+4) −Eej)(Ee(j+3) −Eej)
+
〈e, j|HˆInt|g, j + 1〉〈g, j + 1|HˆInt|g, j + 4〉
(Eg(j+4) −Eej)(Eg(j+1) −Eg(j+4))
= −g
2
√
(j + 1)(j + 2)(j + 3)(j + 4)αΔ0ε(5Δb − 12Ω)
12Δ2bΩ
2
(
Δ2b − 7ΩΔb + 12Ω2
) +O(α2),
iS
(2)
je,(j+4)e = (C.18)
〈e, j|HˆInt|e, j + 1〉〈e, j + 1|HˆInt|e, j + 4〉
2(Ee(j+4) −Eej)
[
1
Ee(j+1) −Eej
+
1
Ee(j+1) −Ee(j+4)
]
+
〈e, j|HˆInt|g, j + 3〉〈g, j + 3|HˆInt|e, j + 4〉
2(Ee(j+4) −Eej)
[
1
Eg(j+3) −Eej
+
1
Eg(j+3) −Ee(j+4)
]
+
〈e, j|HˆInt|e, j + 3〉〈e, j + 3|HˆInt|e, j + 4〉
2(Ee(j+4) − Eej)
[
1
Ee(j+3) −Eej
+
1
Ee(j+3) −Ee(j+4)
]
+
〈e, j|HˆInt|g, j + 1〉〈g, j + 1|HˆInt|e, j + 4〉
2(Ee(j+4) −Eej)(Eg(j+1) −Ee(j+4))
= −g
2
√
(j + 1)(j + 2)(j + 3)(j + 4)αΔ20
(
Δ2b − 3Ω2
)
8Δ2bΩ
2
(
Δ3b +ΩΔ
2
b − 9Ω2Δb − 9Ω3
) +O(α2),

Appendix D
Comparison for the states
As seen in section 3.5.1, App II yields away from resonance the same quasienergies as
App I expanded up to second order in the driving amplitude F . In the following we
determine whether the states behave in the same way. For simplicity we compare the
two approaches for the case of the driven linear oscillator. This corresponds in the
perturbative approach, App II, to expand to zeroth order in the nonlinearity and first
order in the driving.
D.1 Floquet states in App I
According to Eq. (3.25) the Floquet states of the driven linear oscillator {|φj(t)〉0}
can be obtained from those of the undriven linear oscillator {|j〉0} by applying a time-
dependent translation:
Uˆ(ξ(t)) = exp
(
− ξ(t)
y0
√
2
(aˆ− aˆ†)
)
, (D.1)
and accounting for a driving dependent phase
exp(−iθ(F 2, t)) exp
(
i

[
−M
2
ξ(t)ξ˙(t) +Mξ˙(t)y
])
, (D.2)
see Eq. (3.30). Here aˆ† and aˆ are the usual creation/annihilation operator related
to the linear oscillator. To compare to the results of App II we give the Floquet
states from App I up to first order in the driving amplitude and zeroth order in the
nonlinearity using:
Uˆ(ξ(t)) exp(−iθ(F 2, t)) exp
(
i

[
−M
2
ξ(t)ξ˙(t) +Mξ˙(t)y
])
= (D.3)[
1 +
ξ(t)
y0
√
2
(aˆ† − aˆ) +O(F 2)
]
exp
(
i

[
−M
2
ξ(t)ξ˙(t) +Mξ˙(t)y
])
.
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We obtain:
|φj(t)〉0 = Uˆ(ξ(t)) exp(−iθ(F 2, t)) exp
(
i

[
−M
2
ξ(t)ξ˙(t) +Mξ˙(t)y
])
|j〉0
=
[
|j〉0 + ξ(t)
y0
√
2
(√
j + 1|j + 1〉0 −
√
j|j − 1〉0
)
+O(F 2)
]
× exp
(
i

[
−M
2
ξ(t)ξ˙(t) +Mξ˙(t)y
])
. (D.4)
As the second term in the last equation is a pure phase and not entering any observable,
we neglect it in the following.
In the composite Hilbert space R⊗ T the Floquet state corresponding to (0)j,0 is:
|φj,0〉〉0 = |j, 0〉〉0 + F
2
√
2My0(ω2ex − Ω2)
(√
j + 1|j + 1,−1〉〉0 (D.5)
+
√
j + 1|j + 1,+1〉〉0 −
√
j|j − 1,−1〉〉0 −
√
j|j − 1,+1〉〉0
)
.
D.2 Floquet states in App II
In App II the counterpart of Eq. (D.5) is the state:
|−j,0〉〉0 = |j, 0〉〉0 + F
2
√
2My0Ω
(√
j + 1|j + 1,+1〉〉0
ωex − Ω −
√
j + 1|j + 1,−1〉〉0
ωex + Ω
−
√
j|j − 1,−1〉〉0
ωex − Ω +
√
j|j − 1,+1〉〉0
ωex + Ω
)
. (D.6)
Note that by reducing to the linear case not only the energies Ej,0 and Ej+1,+1 but also
Ej−1,−1 are equal if Ω ≈ ωex. These are the dominant contributions, as 1/(Ω−ωex)
 1
if Ω ≈ ωex:
|−j,0〉〉0 ∼= |j, 0〉〉0 + F
2
√
2My0Ω
(√
j + 1|j + 1,+1〉〉0
ωex − Ω −
√
j|j − 1,−1〉〉0
ωex − Ω
)
. (D.7)
D.2.1 Comparison
By comparing the states we see that the exact linear oscillator Floquet states from
App I are proportional to ξ(t) and hence are obtained as a linear combination of
rotating and anti-rotating contributions. This accounts for the fact that the spectrum
of the underlying oscillator is equidistant. Consequently the driving can excite both
upwards and downwards transitions |j〉0 → |j + 1〉0, |j〉0 → |j − 1〉0 with the same
weight. In contrast, App II in a vicinity of an N -photon resonance includes rotating
and anti-rotating terms but with different weights. In fact, by choosing a resonance
condition certain transitions are preferred, namely those within the resonant levels
and those lying closest to these, giving the dominant contributions (see Eq. D.7). The
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actual form for the states in App II is determined by the structure of the quasienergy-
spectrum, i.e., by the resonance condition determining the structure of the manifold.
As the manifold structure of App II is crucially depending on a finite nonlinearity
to obtain a doublet, a reduction to the linear case is not possible. It would destroy
the ordering of the manifolds, as not only Ej,0 and Ej+1,1 but also Ej+n,n, n > 1 and
Ej−n,−n, n ≥ 1, become degenerate. The way of treating the Floquet Hamiltonian
thus results in different symmetry properties and weights for the corresponding states.

Appendix E
Oscillator matrix elements
Here we give the explicit form of the functions LLO and LNLO introduced in sec-
tion 4.3.2 and derive the corresponding matrix elements ynm. The zeroth order con-
tributions in the nonlinearity in section 4.3.2 are denoted by:
LLO1(g
2) =
g2Δ20(2Δb + 3Ω)
2ΩΔ2b(Ω + Δb)
2
, LLO0+(g) =
gΔ0
Δb(Ω + Δb)
,
LLO1+(g
2) =
4g2εΔ0
Δ2b(Δ
2
b + 3ΩΔb + 2Ω
2)
, LLO1−(g2) = − 4g
2εΔ0
Δ2bΩ(Δb − 2Ω)
.
The term independent of g is LNLO(α) = −3α/2Ω.
The terms linear in α and g are given by:
LNLO0+(α, g) = −3α gΔ0(Δb + 2Ω)
ΔbΩ(Δb + Ω)2
,
LNLO2+(α, g) =
3α g
4
Δ0(Δ
2
b + 6ΔbΩ + 13Ω
2)
Ω(Δb + Ω)2(Δ2b + 3ΔbΩ)
,
LNLO2−(α, g) = − 3α gΔ0
Δb(Δb − 3Ω)(Δb + Ω) ,
LNLO2(α, g) = − 4α gε
ΔbΩ2
.
Finally, the terms linear in α but quadratic in g are:
LNLO1g(j, α, g
2) = −6ε
2α g2
Δ2bΩ
3
−3α g
2Δ20[14(j + 1)Δ
3
b − Ω2Δb(88 + 92j)− (3 + 5j)ΩΔ2b − (89j + 87)Ω3]
4Ω2Δ2b(Ω + Δb)
3(Δb − 3Ω) ,
LNLO1e(j, α, g
2) = −6ε
2α g2
Δ2bΩ
3
−3α g
2Δ20[−14(j + 1)Δ3b + (5j + 7)Δ2bΩ + Ω2Δb(92j + 96) + Ω3(89j + 91)]
4Δ2bΩ
2(Δb − 3Ω)(Δb + Ω)3 ,
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LNLO1+(α, g
2) = −2α g
2Δ0ε(4Δ
4
b + 29ΩΔ
3
b + 51Ω
2Δ2b − 80ΔbΩ3 − 124Ω4)
Ω2(Δb − 2Ω)(Δ3b + 3Δ2bΩ + 2ΔbΩ2)2
,
LNLO1−(α, g2) = +
6α g2εΔ0(9Δ
3
b +Δ
2
bΩ− 56Ω2Δb − 36Δ3b)
Ω2(Δ2b + 3ΩΔb + 2Ω
2)(Δ2b − 2ΔbΩ)2
,
LNLO3(α, g
2) =
α g2Δ20(14Δ
3
b + 25Δ
2
bΩ− 130Ω2Δb − 261Ω3)
8Δ2bΩ
2(Δb + Ω)2(Δ2b − 9Ω2)
,
LNLO3+(α, g
2) =
α g2Δ0ε(Δ
3
b + 3ΩΔ
2
b + 74Ω
2Δb + 216Ω
3)
3Δ2bΩ(Δb + 2Ω)
2(Δ3b + 8Δ
2
bΩ + 19Ω
2Δb + 12Ω3)
,
LNLO3−(α, g2) = −α g
2Δ0ε(24Δ
3
b − 239ΩΔ2b + 814Ω2Δb − 936Ω3)
3Δ2bΩ
2(Δb − 2Ω)2(Δ2b − 7ΔbΩ + 12Ω2)
.
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We can now give the expressions for ynm using tan ηj =
2|Δ(j)|
δj
, where 0 ≤ ηj < π:
y2j+1,2j+1 = −LNLO0(j + 1, α, g) + LNLO0(j, α, g) (E.1)
− cos ηj [2LLO0(g) + LNLO0(j + 1, α, g) + LNLO0(j, α, g)]
+
√
j + 1 sin ηj
[
LLO1−(g2) + (j + 1)LNLO1−(α, g2)
]
,
y2j+1,2j+2 = [2LLO0(g) + LNLO0(j, α, g) + LNLO0(j + 1, α, g)] sin ηj
+
√
j + 1 cos ηj
[
LLO1−(g2) + (j + 1)LNLO1−(α, g2)
]
,
y2j+1,2j+3 = cos
ηj
2
cos
ηj+1
2
√
j + 2
[
1 + (j + 2)LNLO(α) + LLO1(g2)
+LNLO1g(j + 1, α, g2)
]
,
+cos
ηj
2
sin
ηj+1
2
[LLO0+(g) + LNLO0+(α, g)(2(j + 1) + 1)]
+ sin
ηj
2
cos
ηj+1
2
√
(j + 1)(j + 2)LNLO2−(α, g)
+ sin
ηj
2
sin
ηj+1
2
√
j + 1
[
1 + (j + 1)LNLO(α)− LLO1(g2)
+LNLO1e(j, α, g2)
]
,
y2j+1,2j+4 = cos
ηj
2
cos
ηj+1
2
[LLO0+(g) + LNLO0+(α, g)(2(j + 1) + 1)]
− cos ηj
2
sin
ηj+1
2
√
j + 2
[
1 + (j + 2)LNLO(α) + LLO1(g2)
+LNLO1g(j + 1, α, g2)
]
+sin
ηj
2
cos
ηj+1
2
[
1 + (j + 1)LNLO(α)− LLO1(g2) + LNLO1e(j, α, g2)
]
− sin ηj
2
sin
ηj+1
2
√
(j + 1)(j + 2)LNLO2−(α, g),
y2j+1,2j+5 = cos
ηj
2
cos
ηj+2
2
√
(j + 2)(j + 3)LNLO2(α, g)
+ cos
ηj
2
sin
ηj+2
2
√
j + 2
[
LLO1+(g2) + (j + 2)LNLO1+(α, g2)
]
+sin
ηj
2
cos
ηj+2
2
√
(j + 1)(j + 2)(j + 3)LNLO3−(α, g2)
− sin ηj
2
sin
ηj+2
2
LNLO2(α, g)
√
(j + 1)(j + 2),
y2j+1,2j+6 = − cos ηj2 sin
ηj+2
2
√
(j + 2)(j + 3)LNLO2(α, g)
+ cos
ηj
2
cos
ηj+2
2
√
j + 2
[
LLO1+(g2) + (j + 2)LNLO1+(α, g2)
]
− sin ηj
2
sin
ηj+2
2
√
(j + 1)(j + 2)(j + 3)LNLO3−(α, g2)
− sin ηj
2
cos
ηj+2
2
LNLO2(α, g)
√
(j + 1)(j + 2),
y2j+1,2j+7 = +cos
ηj
2
cos
ηj+3
2
√
(j + 2)(j + 3)(j + 4)
[
LNLO3(α, g2)− LNLO(α)/2
]
+cos
ηj
2
sin
ηj+3
2
√
(j + 2)(j + 3)LNLO2+(α, g)
+ sin
ηj
2
sin
ηj+3
2
√
(j + 1)(j + 2)(j + 3)
[−LNLO3(α, g2)− LNLO(α)/2] ,
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y2j+1,2j+8 = − cos ηj2 sin
ηj+3
2
√
(j + 2)(j + 3)(j + 4)
[
LNLO3(α, g2)− LNLO(α)/2
]
+cos
ηj
2
cos
ηj+3
2
√
(j + 2)(j + 3)LNLO2+(α, g)
+ sin
ηj
2
cos
ηj+3
2
√
(j + 1)(j + 2)(j + 3)
[−LNLO3(α, g2)− LNLO(α)/2] ,
y2j+1,2j+9 = cos
ηj
2
sin
ηj+4
2
√
(j + 2)(j + 3)(j + 4)LNLO3+(α, g2),
y2j+1,2j+10 = cos
ηj
2
cos
ηj+4
2
√
(j + 2)(j + 3)(j + 4)LNLO3+(α, g2),
and
y2j+2,2j+2 = LNLO0(j, α, g)− LNLO0(j + 1, α, g) + (2LLO0(g) (E.2)
+LNLO0(j, α, g) + LNLO0(j + 1, α, g)) cos ηj − sin ηj
√
j + 1
× [LLO1−(g2) + (j + 1)LNLO1−(α, g2)] ,
y2j+2,2j+3 = − sin ηj2 cos
ηj+1
2
√
j + 2
[
1 + (j + 2)LNLO(α) + LLO1(g2)
+LNLO1g(j + 1, α, g2)
]
,
− sin ηj
2
sin
ηj+1
2
[LLO0+(g) + LNLO0+(α, g)(2(j + 1) + 1)]
+ cos
ηj
2
cos
ηj+1
2
√
(j + 1)(j + 2)LNLO2−(α, g)
+ cos
ηj
2
sin
ηj+1
2
√
j + 1
[
1 + (j + 1)LNLO(α)− LLO1(g2)
+LNLO1e(j, α, g2)
]
,
y2j+2,2j+4 = sin
ηj
2
sin
ηj+1
2
√
j + 2
[
1 + (j + 2)LNLO(α) + LLO1(g2)
+LNLO1g(j + 1, α, g2)
]
− sin ηj
2
cos
ηj+1
2
[LLO0+(g) + LNLO0+(α, g)(2(j + 1) + 1)]
− cos ηj
2
sin
ηj+1
2
√
(j + 1)(j + 2)LNLO2−(α, g)
+ cos
ηj
2
cos
ηj+1
2
√
j + 1
[
1 + (j + 1)LNLO(α)− LLO1(g2)
+LNLO1e(j, α, g2)
]
,
y2j+2,2j+5 = − sin ηj2 cos
ηj+2
2
√
(j + 2)(j + 3)LNLO2(α, g)
− sin ηj
2
sin
ηj+2
2
√
j + 2
[
LLO1+(g2) + LNLO1+(α, g2)(j + 2)
]
+cos
ηj
2
cos
ηj+2
2
√
(j + 1)(j + 2)(j + 3)LNLO3−(α, g2)
− cos ηj
2
sin
ηj+2
2
√
(j + 2)(j + 3)LNLO2(α, g),
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y2j+2,2j+6 = sin
ηj
2
sin
ηj+2
2
√
(j + 2)(j + 3)LNLO2(α, g)
− sin ηj
2
cos
ηj+2
2
√
j + 2
[
LLO1+(g2) + LNLO1+(α, g2)(j + 2)
]
− cos ηj
2
sin
ηj+2
2
√
(j + 1)(j + 2)(j + 3)LNLO3−(α, g2)
− cos ηj
2
cos
ηj+2
2
√
(j + 2)(j + 3)LNLO2(α, g),
y2j+2,2j+7 = − sin ηj2 cos
ηj+3
2
√
(j + 2)(j + 3)(j + 4)
[
LNLO3(α, g2)− LNLO(α)/2
]
− sin ηj
2
sin
ηj+3
2
√
(j + 2)(j + 3)LNLO2+(α, g)
+ cos
ηj
2
sin
ηj+3
2
√
(j + 1)(j + 2)(j + 3)
[−LNLO3(α, g2)− LNLO(α)/2] ,
y2j+2,2j+8 = +sin
ηj
2
sin
ηj+3
2
√
(j + 2)(j + 3)(j + 4)
[
LNLO3(α, g2)− LNLO(α)/2
]
− sin ηj
2
cos
ηj+3
2
√
(j + 2)(j + 3)LNLO2+(α, g)
+ cos
ηj
2
cos
ηj+3
2
√
(j + 1)(j + 2)(j + 3)
[−LNLO3(α, g2)− LNLO(α)/2] ,
y2j+2,2j+9 = − sin ηj2 sin
ηj+4
2
√
(j + 2)(j + 3)(j + 4)LNLO3+(α, g2),
y2j+2,2j+10 = − sin ηj2 cos
ηj+4
2
√
(j + 2)(j + 3)(j + 4)LNLO3+(α, g2).
The matrix elements including the ground state are calculated separately because of
its special form:
y00 = −2(LLO0(g) + LNLO0(0, α, g)), (E.3)
y01 = cos
η0
2
[
1 + LNLO(α) + LLO1(g
2) + LNLO1g(0, α, g
2)
]
+ sin
η0
2
[LLO0+(g)
+LNLO0+(α, g)] ,
y02 = − sin η0
2
[
1 + LNLO(α) + LLO1(g
2) + LNLO1g(0, α, g
2)
]
+ cos
η0
2
[LLO0+(g)
+LNLO0+(α, g)] ,
y03 = cos
η1
2
√
2LNLO2(α, g) + sin
η1
2
[
LLO1+(g
2) + LNLO1+(α, g
2)
]
,
y04 = − sin η1
2
√
2LNLO2(α, g) + cos
η1
2
[
LLO1+(g
2) + LNLO1+(α, g
2)
]
,
y05 = cos
η2
2
√
3
[
LNLO3(α, g
2)− LNLO(α)/2
]
+ sin
η2
2
√
2LNLO2+(α, g),
y06 = − sin η2
2
√
3
[
LNLO3(α, g
2)− LNLO(α)/2
]
+ cos
η2
2
√
2LNLO2+(α, g),
y07 = sin
η3
2
√
3LNLO3+(α, g
2),
y08 = cos
η3
2
√
3LNLO3+(α, g
2).

Appendix F
Rate coefficients for the
off-diagonal density matrix
elements
We give the rate coefficients occurring in the Bloch-Redfield equation, Eq. (4.43), for
the reduced density matrix,
L01,01 = 2κ
β
y00y11 − κ
β
y200 −
κ
β
y211 −
1
2
L00,11, (F.1)
L02,02 = 2κ
β
y00y22 − κ
β
y200 −
κ
β
y222 −
1
2
L00,22, (F.2)
L03,03 = 2κ
β
y00y33 − κ
β
y200 −
κ
β
y233 −
1
2
L11,33 − 1
2
L22,33, (F.3)
L04,04 = 2κ
β
y00y44 − κ
β
y200 −
κ
β
y244 −
1
2
L11,44 − 1
2
L22,44, (F.4)
L12,12 = 2κ
β
y11y22 − κ
β
y211 −
κ
β
y222 −
1
2
L00,11 − 1
2
L00,22, (F.5)
L13,13 = 2κ
β
y11y33 − κ
β
y211 −
κ
β
y233 −
1
2
L00,11 − 1
2
L11,33 − 1
2
L22,33, (F.6)
L14,14 = 2κ
β
y11y44 − κ
β
y211 −
κ
β
y244 −
1
2
L00,11 − 1
2
L11,44 − 1
2
L22,44, (F.7)
L23,23 = 2κ
β
y22y33 − κ
β
y222 −
κ
β
y233 −
1
2
L00,22 − 1
2
L11,33 − 1
2
L22,33, (F.8)
L24,24 = 2κ
β
y22y44 − κ
β
y222 −
κ
β
y244 −
1
2
L00,22 − 1
2
L11,44 − 1
2
L22,44, (F.9)
L34,34 = 2κ
β
y33y44 − κ
β
y233 −
κ
β
y244 −
1
2
L11,33 − 1
2
L22,33 − 1
2
L11,44 − 1
2
L22,44, (F.10)
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L01,02 = κ
β
(y00y12 − y12y22)−G(ω02)N02y01y02 −G(ω12)N12y11y12
−G(ω32)N32y13y23 −G(ω42)N42y14y24, (F.11)
L02,01 = κ
β
(y00y12 − y12y11)−G(ω01)N01y01y02 −G(ω21)N21y22y12
−G(ω31)N31y13y23 −G(ω41)N41y14y24, (F.12)
L13,23 = κ
β
(y33y12 − y12y22)−G(ω12)N12(y11y12 − y12y33)
−G(ω02)N02y01y02 −G(ω32)N32y13y23 −G(ω42)N42y14y24, (F.13)
L23,13 = κ
β
(y33y12 − y12y11)−G(ω21)N21(y22y12 − y12y33)
−G(ω01)N01y01y02 −G(ω31)N31y13y23 −G(ω41)N41y14y24, (F.14)
L14,24 = κ
β
(y44y12 − y12y22)−G(ω12)N12(y11y12 − y12y44)
−G(ω02)N02y01y02 −G(ω32)N32y13y23 −G(ω42)N42y14y24, (F.15)
L24,14 = κ
β
(y44y12 − y12y11)−G(ω21)N21(y22y12 − y12y44)
−G(ω01)N01y01y02 −G(ω31)N31y13y23 −G(ω41)N41y14y24. (F.16)
Appendix G
Diagonal reduced density matrix
elements
The solutions of the FSA master equation, Eq. (4.53a), for the diagonal elements
within the low temperature approximation, Eq. (4.61), read:
σ00(t) = (G.1)
σ000 + σ
0
11 + σ
0
22 + σ
0
33 + σ
0
44
− exp(−πL00,11t)
(
σ011 + σ
0
33
L11,33
−L00,11 + L11,33 + L22,33 + σ
0
44
L11,44
−L00,11 + L11,44 + L22,44
)
− exp(−πL00,22t)
(
σ022 + σ
0
33
L22,33
−L00,22 + L11,33 + L22,33 + σ
0
44
L22,44
−L00,22 + L11,44 + L22,44
)
+exp(−π(L11,33 + L22,33)t)σ033
( L00,22 − L11,33
−L00,22 + L11,33 + L22,33 +
L11,33
−L00,11 + L11,33 + L22,33
)
+exp(−π(L11,44 + L22,44)t)σ044
( L00,22 − L11,44
−L00,22 + L11,44 + L22,44 +
L11,44
−L00,11 + L11,44 + L22,44
)
,
σ11(t) = − exp(−πL00,11t)σ011 (G.2)
− exp(−π(L00,11 + L11,33 + L22,33)t)σ033
L11,33
−L00,11 + L11,33 + L22,33
− exp(−π(L00,11 + L11,44 + L22,44)t)σ044
L11,44
−L00,11 + L11,44 + L22,44 ,
σ22(t) = − exp(−πL00,22t)σ022 (G.3)
− exp(−π(L00,22 + L11,33 + L22,33)t)σ033
L22,33
−L00,22 + L11,33 + L22,33
− exp(−π(L00,22 + L11,44 + L22,44)t)σ044
L22,44
−L00,22 + L11,44 + L22,44 ,
σ33(t) = exp(−π(L11,33 + L22,33)t)σ033, (G.4)
σ44(t) = exp(−π(L11,44 + L22,44)t)σ044. (G.5)
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