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Abstract 
Pattern discovery and correlation in text data have been research hotbed in recent times. However, a composite 
model that captures patterns and correlations as a quantitative measure in social media space is yet to receive 
much research attention. The paper therefore analyzed social media data from Twitter about the 2014-FIFA 
World Cup both as lexical text and a complex network system. Quantitatively it is discovered that the 140 
character upper bound in Twitter does not have negative impact on the formation of ideas. For as a lexical text, 
the following key statistics were confirmed: the distribution of the words in the corpus obeys a Zipf’s law, 3-
character length words accounted for almost 22% of the corpus and the distribution of the article "the" also 
follows a Zipf’s or power-law. Moreover, the three most frequent terms related to the world cup event, that is 
(url, worldcup, rt) account for about 14.5% of the corpus.  
In particular, the corpus is modeled as a network,  where  is the set of vocabularies in the corpus 
and  is the set of bigrams (two words phrases). An algorithm is developed and implemented in python to obtain 
the bigrams from the corpus. Using concepts from graph theory, the bigram network is analyzed and the results 
show compelling facts about text network. Firstly, all the characteristics of complex networks known in literature 
are observed in the bigram network. These include the degree distribution, which is observed to follow power-
law with degree exponent  value of 2.14. Secondly, the average path length of words is observed to be 4.78, 
which is within the ”small world” categories. Thirdly, other complex network characteristics such as eigenvector 
and betweenness centralities metrics are observed within the bigram network both having weak power-law 
distributions as observed in other complex networks in literature. 
These findings call for the need to study the topological characteristics of text data and comparing their structural 
properties to that of known complex network metrics in literature. The results will be of great importance in 
studying complex systems. Also the application areas of these findings are numerous ranging from information 
retrieval, data compression to information security. 
To the best of our knowledge, this is the first work that studied the textual and topological structure of text from 
social media platform as a complex network and analyzed important topological properties of complex network 
on it. 
Keywords: complex network, bigram, media space, Twitter, information science  
 
1. Introduction 
The social media space is an open natural laboratory that contains a lot of information that can be harnessed for 
many research purposes. Social media refers to a set of online tools that is built on the ideas and technology of 
Web 2.0 with the main objective of creating and exchanging content between users [1]. These tools are of 
different forms and are for different purposes. One of such social media tools is Twitter. Twitter is a multi - 
dialogue microblog tool that allows users to post short status updates, called tweets, that appear on the user 
timelines. The tweets are limited to 140 characters length, earning Twitter the name microblog social media 
platform and these tweets can include various entities, and geographical locations. As such, people can share a 
lot of short messages instantly on almost all digital devices making Twitter a good social media tool to discuss 
noteworthy events that have both global and local significance. These messages together with the metadata about 
the authors, provide never before, a whole library of data that can be analyzed to understand a wide variety of 
issues ranging from worldwide events such as the FIFA World cup to socio-political issues such as political 
polarization to geographic and demographic lexical variations. 
Text mining and information retrieval have also become an important research area in recent times. 
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Text mining is the process of discovering the hidden patterns and relationships in text data. The basic aim of text 
mining is for discovering of patterns and relationships within text data[2,3]. These patterns and relationships 
discovering have many application areas; these could include text classification, text clustering, ontology and 
taxonomy creation, document summarization and latent corpus analysis. It is proven that if you are able to know 
the words with the highest frequency in an English text, you can be able to know most of the terms in the given 
English text [4]. Also with the ability to process large data sets we can answer many interesting questions 
ranging from linguistics to complex network theory. For example, J.B. Michel et al. [5] processed 15% of the 
digitized google books content making up of about 4% of books ever printed, in order to investigate the diffusion 
of regular English verbs and so as to perform a time series analysis on a person’s cultural influence. M.E.J. 
Newman [6]observed that the cumulative distribution of the number of words occurrence in a typical piece of 
English text (Moby Dick, a novel by Herman Melville) follows a power law. All these and many others point to 
the importance of text mining not only as an academic activity but as a worthwhile course for society at large. 
Most of these researchers essentially looked at the morphological properties of text data. However, 
their research were constrained by data availability in diverse forms authored by several millions of people on 
the same subject matter[3,4,5,6,7]. Also, the inter-relationship of words as a complex network have not received 
enough research in the domain of social media. To this end, this paper investigates the corpus complexity of the 
2014 - FIFA World Cup (FWC) in order to analyze the distribution and the inter-relationship of words in it and 
thereby made the following contributions: 
o A detail statistical analysis on social media data is outlined. The statistical results show that the 140 
characters length upper bound on tweets have no negative effect on opinions formation in tweet as most 
of the results are in agreement with what is known in literature, such as the Zipf’s law, e.t.c. 
o We discovered the dominance of three words within the corpus as result of the 140 characters upper 
bound within Twitter. 
o We developed a bigram algorithm and used it to model a complex network in order to study complex 
network properties on text data. 
o We further confirmed that most of complex network properties such as degree distribution, shortest path 
length, eigenvector centrality measure, e.t.c. in the bigram network are within the range of most social 
networks and “small world networks”. 
o We established that complex network tools can distil messy data into patterns and inter-relationships. 
These findings have relevance in many other fields such as information security, knowledge discovery, 
information retrieval, e.t.c. 
The remaining Sections of the paper are organized as follows: Section 2 discussed various methods 
employed in getting the users’ tweets, how the data was cleaned and how statistical measures are used to 
analyzed the tweets. In Section 3, the topological characteristics of complex networks are studied on the bigram 
network generated. Section 4 gave some further analysis and applications of the research findings. Related works 
in literature are studied in Section 5. Conclusion and future work are shown in Section 6. 
 
2. Methodology 
This section describes how the tweets were collected and cleaned to form the corpus for the analysis. 
Lexical and Social Network analysis tools and techniques are then applied on the cleaned corpus to map out the 
hidden patterns in it. 
 
2.1 Data Collection and Processing 
The corpus for this paper was obtained by streaming the Twitter Application Programming Interface (API) to 
sample public data from the Twitter firehose during the 2014 FIFA World Cup period. The World Cup began on 
12th June with a group stage and concluded on 13th July with the championship [8]. Twitter makes up 1% of all 
tweets available in real time through a random sampling technique that represents the larger population of tweets 
and exposes these tweets through the Streaming API[9]. Streaming the API therefore provides a way to sample 
from worldwide information in as close to real time as possible. 
The sampling of the tweets was done during the peaks time of the World Cup. The first sample was 
taken 30 minutes before the start of a match, the second sample taken during the 90 minutes play time and the 
last sample taken within 30 minutes after a match. Therefore making access to 1% of all public tweets during the 
peak periods of the World Cup is very significant to do any meaningful analysis. 
After harvesting the tweets for the 3 weeks period, the tweets were cleaned using a Python Script to get 
the necessary data for the analysis which is termed as corpus. The corpus contains messages written by users in 
different languages from all over the world which may contain hashtags, user mentions and other characters such 
as emotion icons, etc. 
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2.2 Statistical measurements 
Text conveys both quantitative and qualitative information; it records and communicates events, data, facts, and 
opinions. Therefore, statistical measurement of text is relevant to understanding these textual properties and also 
the inter-relationship among words in text data. The corpus complexity in social media space thus affords us the 
opportunity to explore tweets for statistical properties and relationship in the Twitter data. The following 
sections outlined some statistical properties and graphical presentations of text data. 
2.2.1 Text Statistics 
Understanding the statistical nature of text is fundamental to building efficient models for information retrieval. 
The statistical models of word occurrences for instance are used in many core components of search engines, 
such as ranking algorithms, query transformation, and information indexing techniques. 
It has been observed that the statistical distribution of word frequencies in a text is very skewed. There are few 
words that have very high frequencies and also there are many words that have low frequencies. This phenomena 
is often described by the Zipf’s law, which states that the frequency of the r
th
  most common word is inversely 
proportional to , or alternatively, the rank of a word times its frequency  is approximately a constant  
[10]. This is mathematically expressed as: 
            (1) 
 
Which in turn is expressed in a probability form as: 
           (2) 
where  is the probability of occurrence of the  ranked word, and  is a constant. The value 
of  in English text is . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure1: FWCC Words distribution    Figure 2: US-IAC f words distribution 
 
2.2.2 Words Distribution in Corpus 
The FIFA World Cup Corpus (FWCC) has 5,398,183 words with only 93,700 unique vocabulary collections, 
which is about 57 times smaller than the total number of words. Thus, the over 5 million words in the corpus is 
made up by the repetition of the 94 thousand unique words. For the purpose of comparative analysis, the FWCC 
is compared with that of the US-Inaugural Address Corpus (US-IAC) which is made up of a collection of the 
presidential speeches of all United State Presidents from 1789 to 2013. The US-IAC is made up of 134,238 
words and 9,041 vocabulary set. One key feature about these two corpora is that the distribution of the 
vocabulary sets are not evenly distributed. Figures 1 and 2 show that the distribution is that of a Zipf’s law 
(power law). The curves approach a linear behavior at the middle ranks and deviate from a linear behavior at the 
extreme ends. This linear behavior in a logarithmic space is also called power law distribution which is a 
characteristic behavior of most languages [6,10] and many real-networks such as scientific collaboration [11], 
the Web [12], wealth distribution of nations [6]. A further observation of Figure 3 showed that there are four 
words at the extreme lower rank of the distribution that are standing alone. These words are url, worldcup, rt and 
the. The url stands for the various Uniform Resource Locator addresses in the corpus, and rt stands for all the re-
tweeted messages. The first three of these words are keywords that have a direct relation with the corpus, while 
“the” is a word that is known to be the most frequent word in every English text or corpus and this is confirmed 
in the US-IAC in Figure 4. It can therefore be inferred, in the case of the FWCC, that majority of the text was 
written in English language of which most were re-tweeted messages, and there are a lot of url addresses within 
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the corpus. 
The statistical distributions of the unique vocabulary set in the FWCC is shown in Table 1. It can be 
observed that there is a huge disproportion in the way these vocabularies are distributed within the corpus. For 
less than 3% of the vocabularies account for almost 88% of the words in the corpus. 
 
Figure 3: A Sample of FWCC distribution   Figure 4: A Sample of US - IAC distribution 
 
Table 1: Statistics of the most frequent words in the FWCC within different ranks 
Rank Interval 1-7 1-42 1-249 1-1147 1-2254 
Percentage of Vocabulary  
0.01% 
 
0.04% 
 
0.27% 
 
2.45% 
 
2.45% 
Total Number of Occurrence  
1,099,340 
 
2,260,732 
 
3,514,807 
 
4,447,485 
 
4,744,868 
Percentage of whole corpus  
20.37% 
 
41.88% 
 
65.11% 
 
82.39% 
 
87.90% 
 
2.2.3 Lexical Diversity of corpus 
Lexical diversity is an important statistic that quantifies the richness of a text by the distribution of the 
vocabulary set within it. Lexical diversity is defined as the ratio of unique words to the number of total words in 
a corpus. For example, a lexical diversity of 1.0 would mean that all words in a given corpus were used uniquely 
whereas a value of 0.0 implies more duplicate words in a corpus. 
In a social media space like Twitter, lexical diversity might be interpreted in different ways. In the 
context where multiple authors are talking about the same topic such the World Cup even in this case, a much 
lower than expected lexical diversity might also imply that there are a lot of “group thinking” going on or there 
is a lot re-tweeting going on, in which the same information is been passed on from one author to the other. Thus, 
the lexical diversity of the FWCC under study is 0.0175, which means that about 1.74% of the vocabulary set 
were uniquely used in the corpus. The low lexical diversity maybe due to the high re-tweeting nature of the 
corpus. The high re-tweeting phenomena can be deduced from Figure 3, where rt is the third ranked term in the 
corpus, thus accounting for the low diversity of opinions in the corpus. 
However, for comparative analysis, the lexical diversity of the Inaugural Address Corpus is 0.067, 
which means about 6.7% of the vocabulary set were unique in the text, that is there are more “individuality 
thinking” within this corpus as compare to that of the FWCC. 
2.2.4 Power law in word intermittency 
An important property of language is the words intermittency or burstsiness within its structure. This property 
asserts that the occurrence of a word in a given text has the tendency to repeat itself in a specific pattern that 
resemble that of bursts occurrences. In the FWCC, the third highest ranked word is the determiner  “the”. The 
average number of words interval within which “the” appeared in the corpus is about 43 words, with a median 
value of 25 words. 
That means, after every 43 words sequence, one has a high chance of encountering the word “the” in 
the corpus. But the distribution intervals of “the” is not even, as the mean distribution value is statistically higher 
than the median value. Figure 5 highlights this scenario. The topmost part of the figure shows the burstsiness 
behavior of “the” with the black line marking out the mean interval length. The uneven distribution of the 
interval lengths is so obvious, many of the interval lengths are concentrated between 1 and 43 while majority of 
the interval lengths are very widely distributed between 43 and 3000, very far above the mean value of 43. The 
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lower panel of the diagram shows the histogram distribution in linear space and in logarithmic space of the 
interval length distributions of the consecutive occurrences of “the” in the corpus. The consecutive occurrences 
of “the” in the FWCC is confirmed to follow a power law distribution as shown by the logarithmic space 
distribution portraying almost a straight line with a negative slope. 
 
 
Figure 5: Interval lengths between consecutive occurrences of word “the” and their corresponding histogram, in 
linear space (bottom-left panel) and in logarithmic space (bottom right panel) 
 
2.2.4 Words Length Distribution 
The word length distributions of the FWCC is in line with what Zipf posited, that most frequently used words in 
a language are in average the shortest ones [10]. This observation can be verified directly from Figure 6 and 
from Tables 2 and 3. From the two Tables, it can be observed that about 70% of the FWCC corpus are within 2 
to 8 words length while 80% of the US-IAC corpus are within 2 to 7 words length. Also from Figure 6, it can be 
observed that the average word length increases alone the x-axis showing very few words with high average 
lengths, as we move in the frequency rank of words. The longest word is 120 character long and is only one 
word. This phenomena shows the natural auto-compressing property inherent within languages which is similar 
to most compression algorithms such as the Hoffman compression algorithm. These statistics are very interesting 
as they provide a reasonable starting point in understanding what the 140 character content of users tweets have 
revealed about the 2014 FIFA World cup. These statistics can further be exploited and applied in the design and 
analysis of future information dissemination systems, as a road map in forecasting future events and can even aid 
in the design of current social networking systems, just to mention but few of them. 
Table 2: Statistics of the most frequent words length in the FWCC 
Word length Rank 3 2 4 8 5 6 
% of occurrence in corpus 21.81%  12.45% 10.22% 9.49% 7.67% 6.22% 
 
Table 3: Statistics of the most frequent words length in the US-IAC 
Word length Rank 3 2 4 5 6 7 
% of occurrence in corpus 21.50%  20.11% 13.76% 9.76% 8.02% 7.46% 
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Figure 6: Words Length Distribution 
 
3. Bigram complex network 
Text can be seen as a complex network of words, where these words link with each other to form sentences and 
sentences linked with each other to form paragraphs which in turn link up to form a complex text or idea. A 
network can therefore be generated using a bigram of words which can enable us to known which two words 
phrases co-occur often, and which do not. These can offer a blue print for information retrieval, algorithm 
optimization, information encoding, information security and many others. 
To this end, we developed a bigram algorithm and then wrote python codes to generate bigram of 
words in order to build a bigram network. The bigram network is modeled as a graph  where  is 
the set of vocabulary set and E is the set of bigrams. The algorithm for generating the bigram network is outline 
below.  
The network generated using Algorithm 3.1 is named FWCC graph or network. The FWCC graph is a 
directed graph that consists of 250,528 vertices and 481,306 edges. The structural properties of the network are 
outlined in the following sections. 
 
 
3.1 Structural Properties of the Bigram network 
A complex network contains some key properties that when measured and analyzed help us to understand the 
nature of the complex network and the underlying factors that brought the network into existence. The common 
structural properties of complex networks are measured and analyzed in this section. Table 4 shows the statistics 
of some of these structural properties on the FWCC network. For example, from the Table, it shows that the 
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FWCC network is about 90.4% connected, have an average degree of 1.92 and density of 1.534e−05. The 
FWCC network is also very modular in structure with over 11,384 communities. These statistics therefore give 
us a brief idea about the structure of the FWCC network. Another interesting structural property of a complex 
network is it degree distribution. The next section outlines the degree distribution of the FWCC network. 
Table 4: Network Statistics 
 Statistical Properties of Bigram Network  
Network 
     
#Cliques 
  
WC-Bigram 250528 481306 1.92 -0.09 113.04 11315 90.4% 0.531 
                 (5) 
3.1.1 Degree distribution 
A complex system can easily be understood if its constituents are mapped out. The constituents underlying 
complex networks are the nodes and edges that interconnect with each other. A key property of a node in a 
complex network is its degree  which represents the number of links it has to other nodes. Thus the larger the 
node’s degree, the “more important” the node is in a network. The degree distribution  of a network is 
obtained from the nodes degrees and is defined as the probability that a randomly selected node within the 
network has degree [15]. 
The degree sequence of a graph  is obtained by listing its respective nodes degrees. When the node 
degrees of a complex network are considered in aggregate, through the degree sequence   various 
important structural properties of the network can be studied. For example the average nodes degree  for 
undirected network can be obtained from the degree sequence as: 
          (3) 
and for a directed network,         (4) 
where  is the total number of links in the network. The degree sequence and distribution have relevant 
data to the understanding of the structure of a network. For example, in the studies of empirical networks, the 
skewness of the degree sequence tells the presence or absence of hubs in the network, which in turn informs the 
resilient of the network to attack and to the spread of disease [13, 14]. 
The degree distribution of the FWCC network is shown in Figure 8(a) and is skewed to the right. Such 
networks are called power law networks and are described in the form  where  is the degree 
exponent. Because power-law networks are free of any characteristic scale, such networks with a power-law 
distribution are called scale free networks. Thus the FWCC network degree distribution is best fit with a power 
law distribution with a  value of 2.14 and xmin value of 22 using the Python package for analysis of heavy-
tailed distributions [16]. For the sake of comparison, the FWCC network is simulated as a random network with 
the same number of edges and vertices. This network is named FWCCR. The degree distribution of FWCCR is 
shown in 8(b). The two networks though having the same average degrees, number of vertices and edges, are 
sharply different in their degree distributions. This shows that the words relationship in the FWCC was not 
randomly distributed but created by a power-law property, where few hubs are having so many connections as 
high as 12,207 which absent in the case of the FWCCR network. 
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Figure 8: Nodes Degree Distributions 
 
3.1.2 Joint Degree Distribution 
The degree distribution alone is not representative enough in describing a network topology because there can be 
more than one network with the same degree distribution. Also it does not give us information about which node 
is connected to which node within the network. The Joint Degree Distribution (JDD) is a network measure that 
attempts to measure how nodes are connected with each other in a network. The JDD is mostly approximated by 
the degree correlation function , the k nearest neighbor average node degree, in large networks. An 
increasing  indicates the tendency of higher-degree nodes to connect to other high-degree nodes; a decreasing 
 represents the opposite trend. The Pearson degree correlation measure is the most condensed way to 
characterize the degree - link structure of a network. A negative value of the Pearson correlation indicates that 
nodes of dissimilar degree tend to be linked and positive value indicate otherwise [17]. The  plot for the 
FWCC network is shown in Figure 9(a) with the Pearson degree correlation value inserted. The Figure and the 
Pearson correlation value show that the FWCC network has high degree nodes connecting to low degree nodes.  
 
    Figure 9: Nodes Nearest Neighbors Distributions 
 
3.1.4 Network distance statistics 
Another key characteristic of complex networks is the distance statistics, how far apart are the nodes in the 
network. The distance between two vertices  and  in a complex network is expressed as the shortest path 
between them. The distance statistics for the FWCC graph and FWCCR are shown in Table 5. Also Figures 10(a) 
and 10(b) show the distance distributions for FWCC and FWCCR respectively. The two Figures and the Table 
show that the distance between nodes (words) in the networks are very small as the  average distances scaled 
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logarithmically with the network size thereby exhibiting a small world property. 
  Table 5: Distance Statistics for FWCC and FWCCR networks 
Network Type 90% effective diameter Average Path Length Diameter 
FWCC 5.87 4.78 19 
FWCCR 4.97 2.93 15 
  
 
Figure 10: Hops Distributions for the FWCC and FWCCR Graphs 
 
3.1.6 Centrality Measures 
Information about the relative importance of nodes and edges in a graph can be obtained quantitatively through 
the centrality measures. Two of the widely used centrality measures in network analysis are the eigenvector 
centrality and betweenness centrality. The eigenvector centrality assigns relative scores to all nodes in the 
network based on the principle that connections to high - scoring nodes contribute more to the score of the node 
in question than equal connections to low - scoring nodes. It thus measures the importance of nodes in a network. 
The Google’s PageRank is type of the eigenvector centrality measure. Betweenness centrality on the other hand 
measures the extent to which a vertex in a network lies on the pathes between other vertices. The eigenvector 
and betweenness centralities of the FWCC network are shown in Figure 11. Both centralities measures are right-
skewed with the eigenvector centrality in Figure 11(a) having the tail of its distribution approximately follows 
that of a power law but the distribution rolls off for vertices with low centrality values. The same scenario can be 
seen in Figure 11(b) for that of the betweenness centrality. The two Figures also revealed that a good number of 
nodes in the FWCC network have very high eigenvector and betweenness centralities, meaning that there are 
very important words whose removal could disrupt the network. 
 
4. Further Analysis and Application 
In this section the relevance of the various metrics outlined in this paper are analyzed and some application areas 
are also given. The words distribution in the corpus is verified to follow the Zipf’s law with the 3 most frequent 
words been words directly related to the subject matter. The 4th frequent word in the corpus is the which is 
known to be the most frequent word in every English text. Also, nearly 3% of the corpus vocabulary accounts for 
almost 90% of the words and the 3-words length account for about 22% of the text. These statistics have shown 
that text can be characterized and the distributions of words map out to get their pattern within a corpus. These 
statistics further have a lot of importance in the development of data encryption algorithms. For example, 
majority of words in text copra are known to be short while few words are very long as shown in Figure 6. 
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(a)              (b) 
Figure 11: Eigenvector and Betweenness centrality measures on a double logarithmic scale 
 
Therefore knowledge of these statistics can help us develop efficient data encryption algorithms. 
Secondly the lexical diversity of the corpus is seen to be very low as compare to that of the US-IAC. 
This low lexical diversity is due to high re-tweeting of the same messages. This can be inferred from 
Figure 3, for the 3rd most frequent word in the corpus is rt which stands for re-tweet. The low corpus diversity 
can therefore be used as a gauge to measure the level of “grouping thinking” in social media space. 
Another interesting phenomena is the burstsiness nature of text and the distribution of the word the 
within the FWCC. Averagely, the word "the"  appear consecutively every 43 times in a row but majority of the 
words appear far above this average. This burstsiness nature of the word ultimately lead to a power-law 
distribution as shown in Figure 5. The most frequent word in most English text is also confirmed to have a 
power-law distribution. This finding also has relevance in information retrieval, data encryption and encoding. 
The bigram network also shows a lot of complex network properties. For example, the degree 
distribution of the network is verified to follow power-law with a coefficient value of 2.14 and also confirmed 
that the distribution could not have been due to a random process. The joint degree distribution of the bigram 
network confirms that text network is different from social networks where like degrees connect to like degrees 
exhibiting the homophily effect but rather is like technology networks where low degree nodes are connected to 
high degree nodes [17]. 
The distance distribution among words is seen to be very short and scaled logarithmically with the 
number of nodes |V|, exhibiting the small world property. For the average path length is 4.78 which is within the 
range of other complex networks average distances such as Social, Technological and Biological networks [18] 
and this is a common characteristic of scale free networks. This again confirms that text can be modeled as a 
complex network.  
The other important observation in the network metrics is the eigenvector and betweenness centralities. 
The distributions of these centralities is shown to follow power-law with an exponential cutoff which 
is common characteristics of most eigenvector and betweenness centralities measures of complex networks. 
It is therefore revealing to node that, the bigram network possess most if not all of the characteristics of 
complex networks. These findings could be another awakening call to analyzing the topological characteristics 
of text and comparing the results to that of other network metrics. 
And these findings could help improve several other fields related to information science. For example, 
these findings could help design kernels that allow machine learning algorithms such as support vector machines 
to learn from string data and find likely candidates for the correct spelling of a misspelled word base on the word 
length or degree and also improve compression algorithms. These findings can also be applied to pattern 
recognition systems, speech recognition systems, optical character recognition(OCR) systems, Intelligent 
Character Recognition (ICR) systems, machine translation and in information retrieval systems, e.t.c. 
 
5 Related Work 
Social media content generation is vast and contains a lot of data in an unstructured, noisy and dynamic format. 
In the advent of social media, there have been growing interest in mining and studying the user-generated 
content of the social media. Among these include the work of G. Pritam and H. Liu [19]. They, in the form of a 
tutorial outlined the basics of social media and data mining with illustrative examples from different social 
media platforms. Their work highlighted the importance of social media and text mining in various domains 
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ranging from humanitarian assistance to disaster relief. Also G. Chakraborty et al. [20] in their book catalogue 
various text mining methods using  as a tool. The text also discussed into detail the importance of text 
mining in today’s big data era. Link-based text classification is studied by Q. Lu and L. Getoor [21]. They 
proposed a logistic regression framework for modeling link distribution using web and citation data sets. The 
model is accessed to be able to classify text with high accuracy. 
CM. Tan et al. [21] also in their paper, outlined an efficient algorithm for text categorization based on 
bigrams. They test the efficiency of the algorithm using the McNemar test, and other measurements such as F1 
measure and break-even points measure. A work that is closely related to our own is that of V. Batagelj et al. [22] 
paper “network analysis of text”. The paper shows how text data can be structured as a network based on several 
selection criteria using ideas from graph theory and Pajek software as a visualization tool. Their work shows 
how text network can be extracted from text and also as a case study they show how text network is used to 
study the Reuters Terror news Network based on 9-11 attack on U.S. M.E.J. Newsman [6] studied power-laws, 
Pareto-distributions and Zip’s law in many domains. He observed that the cumulative distribution of the number 
of times that words occur in a typical piece of English text follows a power-law. His work was based on the 
novel written by Herman Melville, Moby Dick. 
Our work however, went beyond the sematic analysis of text to demonstrate how text can be seen as a 
complex network. We also used complex network tools to extract some complex network properties such as 
degree distribution, centralities measures, hub and authority, shortest path length distribution among others in 
order to prove that text data can be treated as a complex network. 
 
6. Conclusion and Future work 
The social media space is a enormous library of data. However a composite model that captures quantitative 
patterns and correlations in social media space is still an open question. To this end, the paper shows how the 
140 character words of tweets though messy contain important patterns and inter-relationships by quantitative 
analysis. The FIFA World Cup Corpus (FWCC) is confirmed to have several important textual statistics. The 
corpus is observed to obey the Zipf’s law of words distributions. The corpus further showed that 3-words length 
were the majority and this demonstrates users ingenuity in trying to maximize the 140 character upper bound in 
Twitter. Moreover, a bigram generator is proposed that modeled text data as graph and then used graph theory as 
a tool to analyze it. The bigram network/graph analysis revealed most complex network properties such as 
degree distribution that obeys power-law with degree exponent  value of 2.14 and words distances from each 
other scaled logarithmically with the number of nodes in the network. Also the eigenvector and betweenness 
centralities values are shown to exhibit power-law distribution with an exponential cutoff toward the tails of the 
distributions. 
These findings have a lot of applications in other fields such as data compression algorithms, speech 
recognition, information retrieval, data encoding, e.t.c. Also the findings show a high level of similarity between 
text network and that of other complex networks known in literature. In the future, we intend to investigate the 
network characteristics of corpora from different languages and then compare these characteristics with complex 
networks from different domains. This will help to know the universality of these metrics or otherwise in text 
network. Also we shall extend this work to look into the application of these finding in predictive policing and 
information security using social media space. 
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