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Silane functionalization of Si/SiO2 systems is a versatile technique that can be used in 
DNA microarray and nanotechnology applications. Control of the composition, chemistry and 
structure of the underlying silane film is crucial for optimization of the final devices. In this 
dissertation, aminosilanes and alkysilanes are investigated for applications in DNA microarrays 
and nanoparticle modification. Innovative methods are used to quantify the composition of these 
silane films, including X-ray photoelectron spectroscopy. In addition, low-temperature-plasma 
grown Si nanoparticles are modified for the first time using self-limited silanization techniques. 
Mixed silane monolayers provide a method for controlling DNA attachment via dilution 
of amine density. DNA hybridization results suggest these films are restrictive, thus reducing 
DNA hybridization efficiencies. To investigate the effect of the silane film structure on DNA 
hybridization, three distinct aminosilane films were generated: 1) a self-limited monolayer, 2) a 
1-2 layer film and 3) a thick, multilayer film. DNA radiometric assays show restriction of DNA 
hybridization by the self-limited monolayer and high DNA hybridization efficiencies on the 1-2 
layer film, demonstrating the important role the silane film structure plays in DNA microarray 
efficacy. This silane chemistry is extended to Si nanoparticles to improve their suitability for 
nanotechnology applications. Specifically, Si nanoparticles are modified with a monolayer-thick 
alkylsilane film, making them stable for over two months in air, and producing a colloidal 
suspension of the particles. The size, stability and colloidal suspension of these Si nanoparticles 
distinguish them as useful components for nanotechnology applications, such as light-emitting 
diodes, biological sensors and markers, and photovoltaics. 
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Near the end of 2005, Dr. Scott Cowley was approached by Drs. Maria Ghirardi and 
Howard Branz from the National Renewable Energy Laboratory (NREL) to work on an 
interdisciplinary project that involved surface chemistry, biochemistry and physics. This 
interdisciplinary project would be the focus of my dissertation work. The project began in 
February of 2006 with the initial goal to reproduce DNA devices that were used for electric field 
studies by another research group. After over a year of work, which included project start up and 
developing the tools and protocols needed for the fabrication process, I discovered an issue 
intrinsic to the device fabrication. The problem was the underlying DNA immobilization 
chemistry used to fabricate the device; this was irreproducible based on the protocols used and 
resulted in device variability. This issue needed to be addressed to move the project forward. In 
order to resolve this issue, I dramatically revised the DNA-device fabrication process to develop 
controlled deposition techniques and reliable DNA devices. These efforts resulted in the work 
presented in Chapters 3 and 4.  
After finishing this work, I was asked by Dr. Paul Stradins to assist the Renewable 
Energy Materials Research Science and Engineering Center (REMRSEC) at Mines under Drs. 
Reuben Collins and P. Craig Tailor. The REMRSEC group needed a colloidal suspension of 
silicon nanoparticles to allow for their characterization and use in applications, such as solar 
cells. Because of my previous surface chemistry experience, I hypothesized that 
functionalization of the silicon nanoparticles with silanes would produce a colloidal suspension 
of these particles. In order to solve this issue, I joined the group and helped to set up the lab 
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equipment and process. I lead all of the chemistry work for the Si nanoparticle project. I worked 
in conjunction with Ingrid Anderson, a physicist working under Dr. Collins. Together, Ingrid and 
I produced the work presented in Chapter 5.  
Chapter 2 is a literature review of the scientific areas discussed in this dissertation. The 
purpose of the literature review is to set the stage for the work presented in Chapters 3-5 and to 
provide background material. The review begins by establishing the common theme of the 
dissertation, which is the modification of silicon/silicon dioxide (Si/SiO2) systems with 
organosilanes. The Si/SiO2 system is introduced and its chemistry is discussed. Then, the 
modification of these systems using silanes is examined. Next, the Chapter distinguishes the two 
main applications for silanized Si/SiO2 systems in this work: DNA microarrays and 
nanotechnology. The evolution of these two fields is presented and the path forward is 
introduced, which is the work accomplished in Chapters 3-5. 
Chapter 3 presents work for modifying silica substrates with two types of silanes, an 
aminosilane and an alkysilane. The two silanes are deposited onto a silica substrate to generate 
mixed silane films. The mixed film allows for control of DNA attachment sites. The idea for this 
work originated from my NREL colleague, John Fennell, who worked with a methoxy-
terminated alkylsilane. After John finalized his research, he recognized issues with this mixed 
monolayer system and recommended that I use a chlorine-terminated aklysilane for my mixed 
monolayer experiments to improve control of amine density. Chapter 3 uses X-ray photoelectron 
spectroscopy (XPS) to innovatively characterize and quantify the mixed silane films. The effect 
of these mixed silane films on DNA attachment is examined. The work presented in Chapter 3 is 
published in the American Chemical Society’s Applied Materials & Interfaces journal (ACS 
Appl. Mater. Interfaces 2011, 3, 3285–3292). My contribution to this work included: 1) 
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developing the chemistry protocols used to make the DNA devices, 2) fabricating the DNA 
devices, 3) characterizing the DNA devices with the assistance of Ina Martin for XPS analysis 
and Helio Moutinho for atomic force microscopy (AFM) analysis, 4) analyzing and modeling the 
data with guidance from co-authors and 5) writing the manuscript with guidance from co-
authors. 
The small change in the DNA hybridization fluorescence signal for various mixed silane 
films led to some of the discoveries presented in Chapter 4. This was thought to be a result of 
packing issues intrinsic to monolayer films. In order to investigate this, two different types of 
silanes were used to generate three distinctly different silane films for DNA attachment: 1) a 
self-limited monolayer, 2) a 1-2 layer film and 3) a multilayer film. Innovative XPS techniques 
were used to quantify silane and crosslinker surface coverage. The direct effect on DNA 
attachment was measured using radiolabelled DNA. The results showed that the self-limited 
monolayer films were reaching a packing density limit that was not allowing high hybridization 
efficiency. This provided insight as to why the DNA hybridization fluorescence signals were not 
significantly changing with controlled probe densities. Chapter 4 has been submitted to the 
American Chemical Society’s Langmuir journal. My contribution to this work included: 1) 
developing the chemistry protocols used to make the DNA devices, 2) fabricating the DNA 
devices, 3) labeling DNA with phosphorous-32, 4) characterizing the DNA devices with the 
assistance of Ina Martin for XPS analysis and Helio Moutinho for AFM analysis, 5) analyzing 
and modeling the data with guidance from co-authors and 6) writing the manuscript with 
guidance from co-authors. 
Because of my experience with silane chemistry, I was invited to join the REMRSEC 
group at Mines to develop protocols for functionalization of silicon nanoparticles. This was done 
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using silane chemistry to generate a colloidal suspension of the nanoparticles. I developed and 
led the chemistry aspects of the project, eventually settling on a long-chain silane that formed a 
self-limited monolayer. This resulted in the successful functionalization of the Si nanoparticles 
and allowed for characterization using techniques, such as Fourier transform infrared 
spectroscopy (FTIR), photoluminescence, high-resolution transmission electron microscopy 
(HRTEM) and X-ray diffraction (XRD). Chapter 5 is published in the American Chemical 
Society’s Journal of Physical Chemistry C (J. Phys. Chem. C 2012, 116, 3979!3987). My 
contribution to this work included: 1) developing the chemistry protocols used to etch and 
functionalize the Si nanoparticles, 2) functionalization of the Si nanoparticles, 3) assisting D.K. 
Smith with purification of the nanoparticles, 4) assisting Ingrid Anderson in nanoparticle 
characterization, 5) assisting Ingrid Anderson in analyzing the collected data and 6) assisting 
Ingrid Anderson in writing of the manuscript and responding to reviewers’ comments during the 
publication process. 




CHAPTER 2  
LITERATURE REVIEW 
 
2.1 Silicon Dioxide on Silicon Surfaces 
Si/SiO2 systems are a critical component of various technologies, including metal-oxide-
semiconductor field-effect transistors (MOSFETs) developed in the early 1960’s (1). 
Manipulations of this interface span many fields, including microprocessors (2), thin films (3, 4), 
biochemistry (5-7), solar cells (8) and quantum mechanics (9). The Si/SiO2 system can exist as 
planar or spherical surfaces, such as an oxidized silicon wafer or oxidized silicon nanoparticles, 
and its properties can be altered by the type or thickness of the SiO2 layer (1).  
The quality of the SiO2 layer is important for final applications, such as DNA devices and 
nanotechnology, where the oxide and the Si/SiO2 interface can adversely impact device assembly 
or performance. For DNA devices, a smooth and dense oxide is necessary to allow for and 
analytically resolve subsequent molecule attachment (10). Nanotechnology applications (e.g., 
light-emitting diodes, LEDs) often require a nearly defect-free Si/SiO2 interface to prevent 
trapping and defect recombination (11). 
Silicon dioxide can exist in both crystalline and amorphous forms.  The material 
properties depend on the substrate, growth technique and growth conditions. Thermal growth of 
silicon dioxide on silicon involves exposing silicon to oxygen at high temperatures (12).  
Alternately, SiO2 can be deposited using plasma enhanced chemical vapor deposition (PECVD) 
(13, 14), chemical vapor deposition (CVD) (13, 15), physical vapor deposition (PVD) (13) and 
wet-chemical oxidation of a silicon substrate (16). Each technique provides an oxide film with 
unique characteristics; however, thermally grown oxides and oxides deposited by CVD generate 
a denser material and provide better step coverage for patterned surfaces. Chemical oxidation of 
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the silicon surface using acidic mixtures, such as HF/HNO3, leaves the surface contaminant free 
and well hydroxylated (16). For these reasons, silicon wafers with thermally grown silicon oxide 
and chemically oxidized silicon nanoparticles are employed in the body of this work. 
2.1.1 Chemistry at the Silicon Dioxide Surface 
Chemistry at the silicon dioxide surface is important for attachment of subsequent 
molecules, which allows the Si/SiO2 system to be utilized in a multitude of applications, from 
nanoparticle-based LEDs (17) to biological assays (18). Exposure of silicon dioxide to normal 
atmospheric conditions results in a surface that is covered with hydroxyl groups, also referred to 
as silanols or Si-OH groups (19, 20). Using a deuterium-exchange method, Zhuravlev 
determined the average number of hydroxyl groups on a SiO2 surface to be ~5 OH groups/nm
2, 
independent of the origin and structural characteristics of the oxide (21). This essentially 
provides an upper limit for the surface density of molecules bonded to silica, assuming 
attachment is restricted to a 2-D plane. 
Surface silanols can interact with adsorbates that hydrogen bond with the OH groups, 
e.g., water, (22). Silicon dioxide can also be chemically modified by reactions between silanols 
and a variety of molecules, including silanes (23), polymers (24), polyethylene glycol (25) and 
hydrophobins (26). Before chemical modification, the silicon dioxide surface is typically cleaned 
to remove any surface contaminants, such as adventitious carbon from air exposure (27, 28). 
Some of the common cleaning methods employed in the literature include wet chemical 
treatments with acid and/or oxidizing agents, UV-ozone treatment, plasma cleaning or exposure 
to solvents (28-32). Most of these cleaning procedures remove contaminants and expose surface 
hydroxyls, without changing the surface topology (28). After cleaning, the Si/SiO2 substrates can 
be exposed to reagents for chemical modification. In this work, Si/SiO2 substrates are chemically 
modified with silanes. 
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2.2 Silane Coupling Agents 
Silanes have been used for decades as coupling agents between organic materials and 
inorganic surfaces (33). They have widespread utility in diverse applications, including glass 
fibers (33), resins (33, 34), circuit boards and chromatography (33, 35, 36), detergents (33), 
passivation of silicon nanoparticles (37-39) and DNA microarray related applications (27, 40-
56). Commercial availability of a variety of organofunctional silanes makes these diverse 
applications possible.  
As illustrated by Figure 2.1, the utility of a silane depends on the type of 
organofunctional group (Y) attached to the hydrocarbon chain (R) and the hydrolyzable groups 
(X) present on the Si, according to the molecular formula X3SiRY. The functionality (Y group) 
of the silane can include an amino, vinyl, methacryl, mercapto, glycidoxy, halide, vinyl, azide or 
alkyl group (57), and is chosen based on the application of the modified substrate. The length of 
the silane molecule is altered by the R group, which can include a long aliphatic carbon chain 
(58), aromatic ring (59), or an alternating chain of C and other moieties (41), such as N. The 
number and type of hydrolyzable X groups can vary from 1 to 3, and can affect the structure of 
the resulting silane film (e.g., multilayers or island formations) (60, 61). Before a silane can be 
chosen for a specific application, X, Y and R groups must be taken into consideration. For 
example, 3-mercaptopropyltrimethoxysilane is a 3 C chain that is terminated by a thiol 
functionality, which has been utilized for adsorption of gold from aqueous solutions (62) and in 
DNA microarray applications (50). Octadecyltrichlorosilane (OTS) is an 18 C chain terminated 
by a methyl group with three hydrolyzable chlorine groups; it has been used extensively in 











Figure 2.1. General silane structure and examples of the hydrocarbon chain/ring (R), 












2.2.1 Silanes Utilized and Their Purpose 
Four silanes were utilized for the body of this dissertation: 3-aminopropyltriethoxysilane 
(APTES), 3-aminopropyldimethylethoxysilane (APDMES), propyldimethylchlorosilane 
(PDMCS) and dodecyldimethylchlorosilane (DDMCS). They were chosen based on their X, Y 
















Figure 2.2. Silanes utilized to chemically modify silicon dioxide. 
 
APTES and/or APDMES have been utilized in a multitude of applications that include 
drug delivery (64), neuron micropatterning (65) and DNA microarrays (41, 50).  Both silanes 
contain an amine terminated 3-C chain. The amine termination is necessary for coupling to 
crosslinker molecules for DNA microarray applications. APTES has three hydrolyzable ethoxy 
groups, which allow for multiple points of surface attachment and polymerization with other 
APTES APDMES PDMCS DDDMCS 
10 
 
APTES molecules in both horizontal and vertical directions. In contrast, APDMES has one 
hydrolyzable ethoxy group. This allows for only one point of surface attachment, which self-
limits the APDMES film to a monolayer. These silanes were chosen to compare DNA 
attachment on crosslinker-treated monolayer and multilayer aminosilane films. 
PDMCS is a 3-C alkly chain molecule terminated by a methyl group, which is not 
reactive towards other molecules. Instead of an ethoxy group, PDMCS has a single Cl group that 
hydrolyzes in the presence of water, self-limiting the PDMCS film to a monolayer. The Cl 
leaving group was chosen over an ethoxy for faster hydrolysis, resulting in a faster reaction rate 
with the silica surface. PDMCS was chosen for its ability to dilute an amine-reactive surface, and 
was utilized with APDMES molecules to form a mixed monolayer.  
DDDMCS is similar to PDMCS in that it is an alkyl-terminate silane with a hydrolyzable 
Cl group, but it contains a 12-C chain. DDDMCS was chosen for its ability to react relatively 
quickly with the silica surface and to provide extended spacing between Si nanoparticles. The 
extended spacing lowers their tendency to aggregate, thus resulting in a stable, colloidal 
suspension. The DDDMCS also forms a protective, hydrophobic coating on the Si nanoparticles 
that makes them resistant to oxidation, and therefore stable in air. 
2.2.2 Silane Surface Chemistry  
The reaction mechanism of APDMES with surface silanols on silica is shown in Figure 
2.3 (33, 35, 61, 66). In step 1, the water present on a hydrated silica surface or in solution 
hydrolyzes the ethoxy group on APDMES, resulting in formation of a Si-OH group on the 
APDMES molecule, with ethanol as the byproduct. In step 2, the APDMES silanol can interact 
through H-bonding with the silica surface silanols. In step 3, a condensation reaction between 
APDMES and a surface silanol leads to covalent bonding of APDMES to the silica surface, with 
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water as the byproduct. This is the result of a nucleophilic substitution, where the O atom from 





Figure 2.3. Reaction mechanism for APDMES attaching to a silica support. Adapted from 
Howarter and Young blood (61). 
 
APTES undergoes the same surface reaction mechanism as APDMES, but can also 
undergo additional reactions with other APTES molecules to horizontally or vertically 
polymerize on the silica surface, as shown in Figure 2.4 (67). This polymerization can occur in 
solution, prior to its bonding to the surface, and/or at the substrate surface. As a consequence, the 
long silane chains can aggregate and form “islands” on the substrate surface (61, 67, 68). In 
contrast, APDMES intermolecular interactions can only produce APDMES dimers; these 
molecules are not able to attach to the surface and are removed with appropriate washes.  
 
 














Figure 2.4. APDMES monolayer (left), horizontal and vertical polymerization of APTES on a 
silica substrate (middle and right, respectively). 
 
PDMCS and DDDMCS both have a hydrolyzable Cl group (see Figure 2.2), and react 
with silica similarly to APDMES and APTES. The key differences between these two sets of 
silanes are: 1) the PDMCS and DDDMCS reaction with silica generates HCl as a byproduct in 
step 1 of the above reaction mechanism and 2) the amine group of APDMES or APTES can self-
catalyze the surface reaction (69), as shown in Figure 2.5. The reaction between the silane and 
silica surface can be manipulated by varying deposition conditions, as discussed next. 
 
 





2.2.3 Deposition Techniques for Silanes and Resulting Films    
Generation of a silane film on silica includes: 1) substrate cleaning, 2) silane deposition 
and 3) post-deposition treatment.  The wet chemical methods for cleaning silica can include 
exposure to highly corrosive chemicals (e.g., H2SO4:H2O2 or NH4OH:H2O2) (29, 41, 48, 61, 68-
80) or organic solvents (e.g., chloroform, acetone or ethanol) (81). Dry chemical methods, such 
as UV radiation, ozone treatment or oxygen plasma, are also employed (82-84).  
Several different deposition techniques and reaction conditions exist in the literature for 
deposition of silane films on silica (29, 37, 38, 41, 43, 48, 61, 68-83, 85-87). Published silane 
deposition techniques include reflux (69, 70, 81), vapor-phase deposition (48, 75, 76, 80, 83), 
solution-phase deposition (41, 43, 48, 61, 69-80, 82, 83, 85-87) and spin coating (88).  
Varying the experimental conditions can result in varied film thicknesses and 
morphologies, which affect the accessibility of reactive tail groups for subsequent reactions (76, 
89-91). Reaction conditions that alter the resulting film include silane concentration, type of 
solvent, reaction temperature and time (61). Reported silane concentrations range from 0.1% - 
33% and solvents include dry toluene, hexane, xylene or water (neutral, acidic or basic). 
Reaction temperatures range from room temperature to as high as 130 °C, whereas deposition 
times range from 2 min to 80 h. Pasternack et al. have demonstrated that in situ heating, 
specifically at 70 °C, generates a more stable, denser film that is less susceptible to hydrolysis 
(74). This is a result of the formation of a dense hydrophobic surface coating that water cannot 
penetrate.  
Post-silanization washes include various combinations of toluene, ethanol, water, 
methanol, acetonitrile, chloroform, dichloromethane, carbon tetrachloride, sodium hydroxide and 
nitric acid, with or without sonication. In addition, some studies further treat the surface with 
post-deposition thermal curing with time and temperature conditions ranging from 10 min to 24 
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h and 25 – 200 °C, respectively. Some studies conclude that post-deposition thermal curing is 
required to finalize the siloxane bond formation between a silane and the surface to generate a 
stable film (69, 75, 87), whereas Pasternack et al. argue that it has little or no effect on the degree 
of silane attachment or density (74). 
As discussed above, the choices for deposition techniques, reaction conditions and silanes 
can be endless, with each altering the silane film generated. The final application of the silanized 
substrate needs to be considered when designing the silane deposition experiment. For example, 
a solution-phase deposition of APTES can generate monolayer-thick films at low concentrations 
(~1%) and short deposition times (1 h), whereas thick, multilayer films can be deposited with 
longer deposition times (19 h) and/or increased silane concentrations (up to 33%) (61). The 
ability to control the type of film is beneficial for applications (e.g., photovoltaics) where a thin 
coating is preferred for increased energy transfer efficiency. Solution-phase deposition 
techniques are more commonly used because of their simplicity and ability to generate varied 
films. For this reason, we chose to use solution-phase deposition techniques with in situ heating 
at 1% (v/v) silane concentrations. These conditions allow us to generate stable and dense films 
for microarray and nanotechnology applications.  
2.2.3.1 Deposition of Mixed Silane Films    
The traditional deposition techniques, as described in the above section, can be expanded 
by using more than one silane to generate a mixed monolayer film on the silica surface. Mixed 
monolayer films are effective in controlling surface functionality because they are composed of 
two different silanes, one inert and the other with a reactive tail group (92-95). Figure 2.6 
illustrates how the amine functionality from APDMES is diluted by an inert silane with a 
terminal methyl group, PDMCS. Mixed monolayer films composed of PDMCS/APDMES are 
utilized in this project to control surface amine density. In addition, mixed monolayers can also 
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aid in controlling the molecular orientation of the silane with regards to the substrate surface 
(95). This is accomplished by deposition of a partial monolayer of the inert silane first, which 
limits the surface sites and space available for subsequent attachment of the aminosilane. 
 
 
Figure 2.6. PDMCS/APDMES mixed monolayer. 
 
 
Mixed monolayer films are generated by deposition techniques that include co-deposition 
(47, 96) co-deposition followed by in situ modification (94) or stepwise deposition (92, 97); see 
Figure 2.7. Co-deposition involves treating the surface with mixed reagents that compete for 
surface sites through chemisorption (97). With the co-deposition technique, it is difficult to 
predict the final surface composition based on the initial solution composition, thus limiting 
control of the mixed monolayer makeup (97). Co-deposition followed by in situ modification 
typically involves simultaneous deposition of a silane mixture containing a brominated and a 
non-brominated silane. After the silanes are deposited, a reactive tail group is added to the 
silanized surface by in situ modification of the bromine-terminated silane (94). In situ 
modification allows for the simultaneous deposition of two silanes that could react with one 
another in solution if the reactive tail group was present during the co-deposition (97). 
Alternatively, a stepwise deposition, which involves deposition of two different silanes in 
subsequent steps, also allows for the direct deposition of a mixed monolayer that is composed of 
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two silanes that would otherwise react with each other in solution. This technique eliminates the 
need for in situ modification.  
 
 
Figure 2.7. Schematic diagram published by Choi et al. (92), illustrating (a) co-deposition and 
(b) stepwise deposition techniques for generating mixed silane films. 
 
With the stepwise deposition technique, a partial monolayer film of the inert silane is 
deposited first and then the remaining gaps in the partially modified surface are filled in using 
another silane possessing the desired functional group (97). Stepwise depositions are potentially 
more controllable and reproducible because the separate reactions each utilize only one 
component; this leads to more tightly packed  (higher surface density) monolayers that are more 
ordered in their surface structure (97). In addition, Choi et al. demonstrate that stepwise 
deposition techniques effectively deposit a mixed monolayer on silica that has increased 
attachment sites available for subsequent molecules compared to co-deposition (92). The 
generation of mixed monolayers with controlled surface functionalities is useful in applications 
such as DNA microarrays or bioassays, where controlled DNA immobilization could impact 
hybridization efficiencies of the assay. 
2.2.4 Silane Applications    
 The target applications of this work are DNA microarrays and nanotechnology. In order 
to develop a rigid and cost-effective DNA microarray device, we determined that silica would 
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best meet these criteria. We chose to use silanes to chemically modify the silica surface because 
of their ease of use, commercial availability, and ability to couple organic molecules, such as 
DNA, to the silica surface. For nanotechnology applications, we chose to modify silicon 
nanoparticles with a silane, in order to make them stable in air and to prevent agglomeration in 
solution, resulting instead in a colloidal solution. The use of silanes for DNA microarray and 
nanotechnology applications is discussed in detail in the following sections.   
2.3 Silanized Silica for DNA assays 
Chapters 3 and 4 of this dissertation investigate the role of silane films for DNA 
attachment on silica surfaces. The purpose of these studies is to examine how mixed monolayers, 
pure monolayers and multilayer films affect DNA immobilization and hybridization. With the 
rapid expansion of DNA microarray applications, it is important to understand both DNA 
immobilization chemistries and their subsequent effect on DNA hybridization (i.e. gene 
detection). To this end, this work thoroughly examines each step of the microarray fabrication 
process for silane-based systems. By investigating each step, the effect of individual variables on 
the final device application can be isolated. The following sections provide additional 
background for the work presented in Chapters 3 and 4. 
2.3.1 History of DNA Microarrays 
The development of DNA microarrays began in the mid-90’s with the spotting of DNA 
onto a glass slide to test for 45 different genes in a small flowering plant Arabidopsis thaliana, 
see Figure 2.8 (98). The wild-type (left) and HAT4-transgenic (right) plants are shown in the 
microarray image. The wild type represents the genes normally expressed in the plant, whereas 
the HAT4-transgenic species results from a modification of the gene sequence that has been 
transferred naturally or through genetic engineering. This device further developed the existing 
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Northern blot technique, which is used to detect gene expression in biological samples. The 
introduction of microarrays into the biological realm was significant because it provided: 1) 
higher sensitivity and increased analysis throughput for gene detection, 2) a fluorescence method 
for detecting the degree of target DNA hybridization and 3) a rigid, solid support (i.e. glass) that 
is easier to utilize than the membranes traditionally used in Northern blots (99). In addition, 
microarrays’ high throughput for gene analysis was needed to allow for analysis of the large 
amount of genomic information being uncovered (100).  
 
 
Figure 2.8. One of the first DNA microarray platforms, published by Schena et al. (98). 
Fluorescein-labeled cDNA from wild-type plants (left) and lissamine-labeled cDNA from 
HAT4-transgenic plants (right). Color bar was calibrated using known concentrations of human 
acetylcholine receptor (AChR) mRNA as an internal standard. The ratio (e.g., 1:100) represents 
the dilution (w/w) of Arabidopsis mRNA with human AChR mRNA. Numbers and letters on 
axes denote the position of DNA sequences. The HAT4 gene (e1 and e2), a single transcription 
factor, was found to be expressed over 50 times the level in the wild type. 
 
 
Since their initial development, microarrays have become one of the leading technologies 
employed for evaluating gene expression. Microarrays provide an avenue to map phenotypic 
landscapes and develop integrated models that connect genetic mutations and their resulting 
phenotypes (i.e. expressed or observed genetic traits) (101). They allow for genotyping, 
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expression analysis and investigation of protein-DNA interactions (102). Simply, microarray 
technology shows great promise for aiding in the identification of gene polymorphisms (i.e. 
DNA sequence variation) that predispose humans to disease, detection of gene regulation events 
implicated in disease progression, and development of more-effective disease treatments (103). 
As illustrated by Figure 2.9, microarray fabrication entails immobilization of single 
strand DNA (ssDNA) probes to defined areas on a solid surface, such as silica. Once the 
individual probes are immobilized on the substrate surface, a complementary ssDNA target can 
be hybridized to a probe. Successful immobilization and hybridization are detected using 
fluorescence or other analytical techniques, such as radiometric assays or X-ray photoelectron 
spectroscopy (XPS). The performance of microarray devices is evaluated by parameters such as 
array geometry, spot density, spot performance, background and specificity (99). Several factors 
can influence each of these parameters, such as the substrate, immobilization chemistry or probe 
concentration, making optimization of microarray devices a complex process.  
 
 
Figure 2.9. Schematic diagram published by Dufva (99), illustrating ssDNA probe 
immobilization on a substrate (left) and hybridization of dsDNA detected by a fluorescent of 
radiometric label (right). 
 
Shortly after microarrays were introduced into the biological field, their reliability came 
into question when published studies showed dissimilar or contradictory results from different 
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microarray platforms used to analyze identical biological samples (104-106). As a consequence, 
the MicroArray Quality Control (MAQC) project was established to address these concerns 
along with other performance and data analysis issues (105). Led by the Food and Drug 
Administration (FDA), the MAQC project set out to test six commercially available platforms 
from companies, including Affymetrix, Agilent Technologies and GE Healthcare. The MAQC 
consortium observed notable differences in various areas of performance among microarray 
platforms. Some platforms were found to have increased precision within a test site, while other 
platforms were more accurate in detection. With additional studies planned, their initial 
assessment of the technical performance of microarrays supported their continual use in basic 
and applied research applications for increased potential as a diagnostic tool in clinical settings 
(105). In addition to the MAQC project, other researchers joined the effort to identify variables 
plaguing the success of these devices.  
Shi et al. re-analyzed the dataset published by Tan et al. that partially fueled the 
microarray reproducibility controversy (104, 107). They discovered that the divergence in results 
across platforms was likely due to inconsistency within a platform and poor choice of data 
analysis procedures (107). This is different from Tan and coworkers who suggested that there 
were inherent technical differences among different platforms. In addition, Shi et al. emphasize 
that good laboratory proficiency and appropriate data analysis techniques are essential for 
obtaining reproducible and reliable microarray results (106, 107).  
Despite these issues that have surrounded microarrays, researchers continue to develop 
new and innovative applications for these devices (108). O’Hara et al. employ DNA microarrays 
to study an inflammatory response in human adipocytes, which are fat cells, in order to uncover 
factors that lead to tissue remodeling during adipose tissue expansion in obesity (109). 
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Microarray technology has also been used in diagnostic screening to determine if organ 
transplants will be rejected (110). Additionally, microarrays have been used for biomarker 
discovery (111) and to predict tumor response to radiotherapy (112). In 2008, Seidel et al. 
predicted that microarrays would be used for further applications in detecting toxins in products, 
such as drinking water, milk, baby food and the air (113). This prediction was accurate and new 
advancements have been made for detecting foodborne pathogens, such as Salmonella (114-
116). In addition, DNA microarrays have been used to detect human viruses, such as the human 
immunodeficiency virus type-1 and hepatitis C virus (117).  
2.3.2 DNA Microarrays and Their Future 
After the introduction of DNA microarrays to the scientific community, three major 
biotechnology companies Affymetrix, Agilent Technologies and GE Healthcare (previously 
Amersham Biosciences) began to develop arrays for commercial use. Since the applications for 
microarrays are extensive, various types of surface chemistry exist in the commercial field. 
Amersham Biosciences has designed a commercial polymer-coated microarray (CodeLinkTM) 
that is marketed as an amine-reactive, three-dimensional hydrophilic polymer coating on glass 
substrates (118, 119). This polymer coating is likely generated by using an organofunctional 
silane with an epoxide or aldehyde reactive tail group, similar to microarray devices designed by 
Affymetrix (120). Presently, Affymetrix is marketing a human genome array that measures the 
gene expression of over 47,000 transcripts and variants; this product (HG-U133) has been used 
to analyze gene expression in human blood vessels that are associated with breast cancer (121). 
Affymetrix also has a genome-wide human single nucleotide polymorphism (SNP) array with 
over 1.8 million genetic markers that has been utilized to determine prognosis statistics for 
patients afflicted with leukemia (122). Literature reports indicate these DNA chips are likely 
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fabricated using siloxane (i.e. silane) chemistry (123, 124), which is logical since the substrate is 
advertised as glass. Agilent also has a human whole genomic DNA microarray that has been 
used for similar applications, such as analysis of gene expression profiles associated with 
pancreatic cancer (125). These and various other commercial microarrays utilize silane chemistry 
for tethering DNA to a glass substrate. This is likely a result of silanes being readily available, 
inexpensive and a simple way to functionalize glass for DNA attachment.  
 In research, DNA microarray platforms have extended to other surfaces that include gold 
(126-128), silicon (129) and diamond (130, 131). Thiol-based chemistry is used for DNA 
attachment to gold, which allows for the use of analytical techniques such as surface plasmon 
resonance (SPR) to quantify DNA coverage (126). Modification of silicon typically involves the 
use of olefins, which can be further modified after surface attachment to allow for DNA 
attachment (129). Olefins are also used to couple DNA molecules to the diamond (130, 131). 
DNA bonding to diamond has been shown to be more stable with successive hybridization cycles 
compared to gold and silicon (131), however, the applications of DNA microarrays fabricated on 
diamond are ultimately dependent on the limited commercial availability of diamond films (130). 
In addition, the cost of the film or substrate can dramatically affect the substrate choice, hence 
the reason silica-based surfaces are more prevalent in commercial devices. The key difference 
between the basic science and commercial initiatives is that basic science studies focus on the 
underlying chemistry or issues related to the microarray devices, while commercial avenues 
focus on products with a large assortment of arrayed genes from various organisms.  
 For both commercial and research-based microarrays, their future is lively with expanded 
use in a variety of fields (132) including foodborne pathogens (114-116), forensics (133) and 
DNA-protein interactions (132). Additionally, as technology and research studies advance into 
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the next generation of genetic analyses, RNA sequencing, DNA microarrays can provide as a 
reference for the evolution of these techniques (134). To help in the advancement of DNA 
microarrays, this dissertation focuses on investigating how the common silane chemistry used in 
these devices can affect their efficacy.   
2.3.3 Treatment of Silanized Silica with Crosslinker for DNA Attachment 
DNA has been directly attached to a silanized surface through both electrostatic 
interactions (135) and covalent bonding (50). DNA strands that are attached to the surface 
through electrostatic interactions can be removed under high salt concentrations (i.e., 
physiological conditions). In contrast, DNA that is covalently bound to the surface will not be 
removed during procedures that employ high salt concentrations or elevated temperatures (40). 
Attachment of a crosslinker molecule to silanized surfaces is common for covalently bonding 
DNA to a silica surface (40); both heterobifunctional and homobifunctional crosslinkers have 
been utilized (40, 136). In addition, large proteins like streptavidin have been used as linkers 
between DNA and the silanized surface (50).  Crosslinker molecules have two key roles: first, 
these molecules allow coupling between two different chemical functionalities that are non-
reactive toward each other. Additionally, it has been shown that increased spacing between DNA 
and the substrate surface results in higher hybridization (136-138). DNA tethered too close to a 
surface can result in destabilization of the hybridization of DNA base pairs near the surface 
(139). Increased spacing from the surface tether can be manipulated by attaching a crosslinker 
molecule to the silanized surface; the crosslinker acts as a physical spacer, allowing greater 
accessibility of immobilized DNA (40). DNA probe accessibility is crucial for successful 
formation of the DNA duplex or hybridization (29).  
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A homobifunctional crosslinker is one that has the same functional group on both termini 
of the molecule. For example, 1,4-phenylene diisothiocyanate (PDC) is a common 
homobifunctional crosslinker used for coupling aminosilanes and amine-modified DNA because 
it has two isothiocyanate groups that are reactive towards amines (42, 136, 140, 141), see Figure 
2.10. Another amine-reactive homobifunctional crosslinker N,N-disuccinimidyl carbonate (DSC) 
(142) has also been used for crosslinking DNA to silanized surfaces. Homobifunctional 
crosslinkers simplify the chemistry for coupling DNA to the silane; however, they also limit the 
surface and DNA modifications that can be used since they have only one type of functional 
group.   
Heterobifunctional crosslinkers have two different functional groups as shown in Figure 
2.10, allowing for the use of two distinct chemistries in the crosslinker attachment to silane vs. 
the crosslinker attachment to DNA. For example, amine-reactive N-hydroxysuccinimide (NHS 
ester) and sulfhydryl-reactive maleimide groups are found in several crosslinkers used to attach 
DNA to silanized silica, including 4-[maleimidophenyl]butyrate (SMPB) (40), succinimidyl 4-
maleimido butyrate (SMB) (41) and N-[!-maleimidocaproyloxy]-sulfosuccinimide ester (Sulfo-
EMCS) (143). P-maleimidophenyl isocyanate (PMPI), which is also reactive towards amine and 
sulfhydryl functionalities, has also been used for crosslinking DNA and an aminosilane-modified 
surface (43, 53).  
The biotin-streptavidin system has also been used for DNA attachment to aminosilane 
films (50). Streptavidin is a 60 kDa protein that binds to biotin through non-covalent interactions. 
Biotin, a small organic molecule, is used to attach streptavidin to both the aminosilane-modified 
surface and DNA. Although the biotin-streptavidin system has one of the strongest non-covalent 
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biological interactions, it has been shown that this interaction can be disrupted by water at 









The decision to use a specific crosslinker is based on several factors that include 
solubility, selectivity of functional groups, coupling efficiency and spacer arm length. In this 
dissertation, Sulfo-EMCS is used as the crosslinker because it: 1) is soluble in water, 2) has 
functional groups reactive towards aminosilanes and thiolated DNA, 3) has relatively high 
coupling efficiencies to aminosilane films (145) and 4) provides ~1 nm spacer arm from the 
silanized surface. 
2.3.3.1 Sulfo-EMCS Crosslinker for DNA Attachment 
The molecular structure of Sulfo-EMCS, as shown in Figure 2.10, has a sulfonate group 
on the left that makes the molecule water soluble. The NHS-ester is reactive towards the silane 
amine group at pH 7-9. The maleimide functionality on the right is selective toward sulfhydryls 
at pH 6.5-7.5. Per manufacturer’s instructions (Pierce), a pH range of 7.2-7.5 is used for 
crosslinker reactions because the maleimide group can slowly hydrolyze at pH values > 7.5. 
Figure 2.11 illustrates Sulfo-EMCS attachment to a silica surface treated with APDMES. 
In this nucleophilic substitution reaction, the N atom from APDMES on the silanized surface 
replaces the NHS ester group in Sulfo-EMCS to form an amide bond. Once the crosslinker is 
attached to the silanized surface, the substrate can be exposed to a solution of thiol-modified 
DNA for covalent DNA attachment at the maleimide functionality. 
2.3.4 DNA Immobilization and Hybridization 
 DNA immobilization is defined as the attachment of ssDNA (the probe) to a surface via 
either non-covalent or covalent methods. Figure 2.12 illustrates non-covalent DNA 
immobilization on silanized surfaces through adsorption or intermolecular interactions. The 
negatively charged phosphate backbone of DNA can adsorb onto a positively charged surface 
through electrostatic interactions. The cationic surface can be generated by depositing an 
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aminosilane (e.g., APDMES) on silica, as discussed in Section 2.2.3. Similarly, a hydrophobic 
surface can be produced with deposition of an alkylsilane (e.g., PDMCS) on silica. On a 
hydrophobic surface, the DNA strand orientates itself to allow the bases to interact with the 
alkylsilane layer through van der Waals forces. As mentioned above, these non-covalent 





















DNA that is covalently bound to the surface will not be removed by high salt 
concentrations or elevated temperatures (40). For DNA microarray applications, buffers at high 
salt concentrations and elevated temperatures are often used to wash the surface or prepare it for 
subsequent steps (118). DNA can be covalently bound to a surface through modification of the 3’ 
or 5’ terminus via phosphoramidite chemistry, which works by adding a residue/reagent to the 
5’-hydroxyl of the sugar. Typically, DNA is modified with a reactive group, such as a thiol or an 
amine. Figure 2.13 shows the covalent bonding of thiol-modified DNA to a surface terminated 
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with maleimide groups. Once the DNA probe is immobilized, the microarray device is capable of 


















Figure 2.12. Non-covalent DNA immobilization on a positively-charged surface (left) and a 
hydrophobic surface (right). The shapes represent the following: orange/green squares = DNA 
bases, blue pentagons = deoxyribose sugar of DNA, circles with negative sign = DNA 




In DNA microarray applications, a biological sample is screened for a specific gene or 
known DNA sequence that is translated by cells into a gene product, such as a protein (147). The 
presence of a specific gene in a sample is detected by hybridization of ssDNA in solution to a 
DNA probe immobilized on the substrate surface. The ssDNA in solution that hybridizes to the 
surface-bound probe is referred to as the target. Hybridization between the DNA probe and target 







Figure 2.13. Covalent immobilization of thiol-modified DNA probe (red ribbon) to a maleimide-
terminated surface. 
 
Hydrogen bonding only occurs between complementary bases of the DNA sequences; the 
DNA probe is thus specific to the detection of a target that contains the gene or DNA sequence 
of interest. Each base pair is held together by two or three hydrogen bonds depending on the 
bases involved (148). The DNA bases guanine (G) and cytosine (C) are complementary to one 
another, forming three hydrogen bonds, whereas the complementary thymine (T) and adenine 
(A) only form two. Due to the higher number of hydrogen bonds formed between G and C, 
double-stranded DNA (dsDNA) with higher GC content is more stable at room temperature and 
has higher melting temperatures (148). 
In order to more effectively screen the hybridization of complementary strands, 
researchers typically perform hybridization reactions using buffer solutions with varying ionic 
strengths (118). High salt concentrations shield the DNA phosphate backbones from one another, 
allowing two DNA strands to more easily hybridize. In contrast, low salt concentrations provide 
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less shielding, resulting in hybridization conditions that are more stringent towards mismatched 
or non-complementary base pairs. By decreasing or increasing salt concentrations, researchers 
can control the detection of sequences with high or moderate complementarity to the probe, 
respectively. Additionally, surfaces with immobilized DNA probes can be treated before 
hybridization to prevent any non-specific adsorption of target DNA and make the surface more 
amenable to hybridization. Non-specific adsorption occurs when there are intermolecular 





Figure 2.14. DNA hybridization of target (blue) and probe (red) attached to a maleimide-
terminated surface (left). Magnified view of the DNA double helix illustrating the hydrogen 







After immobilization, reactive surface sites can still be present on the substrate surface. 
In order to deactivate or block these surface sites, a pre-hybridization buffer is used (118). Pre-
hybridization buffers contain blocking molecules, such as bovine serum albumin (BSA), that 
deactivate surface sites where the DNA target can adsorb. Additionally, formamide can be used 
in pre-hybridization buffers to denature any secondary structures formed by the probes on the 
surface. The effectiveness of DNA hybridization is determined by the hybridization efficiency 
(126), which is the ratio of the DNA target density to the probe density multiplied by 100%. The 
hybridization efficiency of a microarray device can be influenced by several factors, including 
DNA probe density (126), intermolecular spacing (137), DNA probe adsorption to the substrate 
surface (50) and spacing between the substrate surface and DNA (136, 137). Most of these 
factors can be controlled by the surface chemistry used for DNA immobilization. As discussed in 
Section 2.3.2, DNA immobilization chemistry can vary for different surfaces (silica, silicon, gold 
and diamond) and has even been performed on silica nanoparticles via silane chemistry (51).  
Figure 2.15 shows an overview of the DNA microarray device fabrication process used in 
this dissertation. As discussed in detail above, silanization of silica substrates is chosen as the 
foundation for DNA attachment. Silanization is a simple, cost-effective and efficient way to 
couple DNA to a surface; it is the most commonly utilized chemistry in the DNA microarray 
industry. Sulfo-EMCS is a water soluble crosslinker that is effective for binding of thiol-
modified DNA to an aminosilane-modified surface and allows for increased spacing between 
DNA and the surface. Because silane chemistry is so heavily utilized in the microarray industry, 
it is crucial that its effects on DNA attachment are well understood; therefore, we characterize 





Figure 2.15. DNA attachment to modified silica surface. 
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2.3.5 Characterization of Surface Chemistry for DNA Microarrays 
Here, each step of the DNA microarray fabrication process (see Figure 2.16) is 
characterized using several analytical techniques. Silane films on silica have been examined by 
Fourier transform infrared spectroscopy (FTIR) (28, 41), atomic force microscopy (AFM) (41, 
61, 69), spectroscopic ellipsometry (41, 72), contact angle (28, 61, 149), fiber Bragg grating 
sensors (FBG) (150, 151) and XPS (61, 152-154). These techniques have been also been used for 
characterization of crosslinker attachment to silanized surfaces (41, 47, 53, 145, 153). The two 
main techniques used to detect DNA attachment are fluorescence and radiometric assays (118), 
however other techniques such as XPS (53, 118), SPR (126) and FBG (150) have also been used. 
In this dissertation, AFM, spectroscopic ellipsometry, XPS, fluorescence and radiometric assays 
were used for characterization of the DNA microarray devices.  
 
 
Figure 2.16. Schematic representing characterization of each step of microarray fabrication. 
 
2.3.5.1 Characterization of Silane and Crosslinker Films Attached to Silica 
Confirmation of silane and crosslinker attachment to silica surfaces is determined using 
spectroscopic ellipsometry, AFM and XPS. Combined, the data provide information about the 





















 Spectroscopic ellipsometry (SE) measures the change in light polarization as it is 
reflected or transmitted from a solid substrate. The film thickness is measured by the interference 
between light reflected from the sample surface and light that travels all the way through the 
film. Film thicknesses ranging from a few angstroms to a few microns can be measured using 
ellipsometry (70). Backside reflections from transparent substrates (e.g. glass) are harder to 
model and introduce error into the measurements; this makes it difficult to determine silane film 
thickness on glass (41). For this reason, SE measurements of silane films deposited on oxidized 
silicon wafers are typically used (41).  
AFM can also be used to determine the film thickness of patterned substrates (83), but it 
is more commonly used to determine surface morphology (41, 61, 66, 68). AFM imaging is 
based on van der Waals force interactions between the sample surface and the probing tip of the 
instrument. Through tip deflection measurements, these forces can be calculated to provide an 
image of the surface roughness or morphology. This is particularly useful for the analysis of 
APTES films where large aggregates or “islands” are observed (61, 68). Figure 2.17 illustrates a 
typical AFM image for an APTES film, where polymerization or aggregate formations are 
evident. The line scan (i.e. white line) across the image measures the height of the island 
aggregates, which are shown to be over 200 nm in height. 
XPS is used to determine the chemical composition and binding environment of silane 
and crosslinker films. XPS involves irradiating a solid material with X-rays that penetrate several 
microns into the sample (155). Absorption of these X-rays by an atom results in the ejection of a 
core electron. Only electrons generated close to the substrate surface are able to escape without 
colliding with other atoms on the way out of the sample. These electrons have discrete energies 
that correspond to the element from which they came and are collected by the detector. The 
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analyzer then measures the kinetic energy of the electron, which is used in combination with the 
work function of the spectrophotometer to calculate the binding energy of the electron. The 
relation between the binding energy (BE), kinetic energy (KE) and the initiating photon energy 
(Eph) are expressed by the following equation (156), 
BEEKE ph !!= "       Eq. 2.1 
 
where ! is the work function of the spectrophotometer. The binding energy and intensity of the 
photoelectron peak allows for identification and quantification of elements within the sampling 
depth. In addition, curve fitting of components within an elemental photoemission peak provides 
information on the chemical binding environments of the element (e.g., silicon bonded to 
oxygen) (157).  
 
Figure 2.17. Example AFM image for a polymerized APTES film, where large aggregates (in 
white) are observed. 
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XPS is an extremely surface sensitive technique because only electrons generated in the 
top 10 nm of the material can be detected (155). Figure 2.18 shows a typical XPS survey 
spectrum of a silica surface that has been modified with an aminosilane. Each peak in the 
spectrum represents an element that is present on the surface of the sample; assignments are 
based on the measured binding energy. The resolution of a survey spectrum is low compared to a 
high-resolution spectrum, which allows for the determination of the individual binding 
environments within a peak. Taking a closer look at the N 1s peak in the survey spectrum 
(outlined by the red box), the high-resolution spectrum in Figure 2.19 shows two nitrogen 
binding environments (NH2 and NH3
+). The information obtained from high-resolution XPS 
spectra allows us to understand the chemistry and reactivity, and estimate the thickness of the 





Figure 2.18. XPS survey spectrum of silica modified with an aminosilane. High-resolution 












Figure 2.19. High-resolution XPS spectrum of the N 1s peak from Figure 2.18. 
 
2.3.5.2 Detection and Quantification of DNA attachment 
Fluorescence and 32P-radiometric assays are used to detect DNA attachment to a surface. 
Fluorescence assays are considered semi-quantitative due to potential fluorophore intermolecular 
interactions that can lead to self-quenching (91, 118, 136) or fluorescence resonance energy 
transfer (FRET) (149, 158). In contrast, 32P-radiometric assays are considered to be quantitative 
and provide a good estimate of DNA surface densities (118). However, the costly 32P-
radiometric assays pose a potential risk to the environment and human health (118), whereas 
fluorescence-based assays allow for quick and simple detection of DNA immobilization or 
hybridization. In combination with fluorescence or radiometric assays, XPS can be used to 
confirm changes in DNA density on the surface by monitoring the P 2p signal originating from 
DNA phosphate backbone (118). However, XPS is limited by the intrinsically weak sensitivity 
of the P 2p signal and resolution of the technique, thus requiring analysis at the millimeter scale 
(118) or long and expensive overnight scans. Taking these limitations into consideration, 






radiometric assays were used when an absolute surface density was needed. Due to time 
limitations and cost, XPS was not employed in this dissertation for analysis of DNA attachment. 
Fluorescence involves the excitation of a molecule using a photon, followed by detection 
of the emitted photon by the same molecule. The incoming photon is absorbed by the molecule, 
leading to the excitation of some of its electrons. The excited state electrons then return to 
ground state (i.e. lowest energy level) via vibrational relaxation. This process results in the 
emission of a photon at a longer wavelength than the one absorbed and is termed fluorescence. 
Molecules with this type of electronic state transition are termed fluorophores (e.g., fluorescein). 
The fluorophore can be chemically added to a DNA strand using phosphoramidite chemistry, as 
described above. These modifications are commercially available at a low cost; most DNA 
sequences are purchased with the modification already made. Figure 2.20 shows the fluorescein 
5’-modification of a synthetic DNA strand that is commercially available through Integrated 
DNA Technologies (IDT) and trademarked as 6-FAM. 6-Carboxyfluorescein (6-FAMTM) is 
marketed by IDT as a single isomer derivative of fluorescein. According to IDT, this 
modification is one of the most commonly used dye attachments and can be detected by common 
instrumentation used for fluorescence detection (e.g., fluorescent scanners). The 6-FAMTM 
modification of DNA is used in this dissertation for detection of DNA attachment in 
fluorescence-based assays. 
32P-radiometric assays use the phosphorous-32 radioactive isotope of phosphorous. 
Phosphorous-32 is not a naturally occurring isotope; therefore it is produced by use of a nuclear 
reactor and precursors (e.g., sulfur-32). 32P emits radiation as negatively charged Beta particles, 
also known as negatrons. This emission is known as the radioactive decay of the atom to a more 
stable state. The half-life of a radioactive material is the amount of time required for one-half of 
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the atoms present to decay; for 32P this time is 14 days. In surface applications, such as DNA 
microarrays, the radiation energy can be trapped in the crystal lattice of a storage phosphor 
screen for detection of radiolabelled molecules on the surface. This energy can then be released 





Figure 2.20. 6-Carboxyfluorescein (6-FAMTM) fluorescent dye attachment to DNA, as 






DNA labeling with 32P can be accomplished by use of enzymes, such as polynucleotide 
kinase (PNK). Due to cost, safety and regulations, radioactive modifications of DNA are 
typically not available and have to be performed by the researcher. In this dissertation, 32P 
radioactive labeling of synthetic DNA was performed by the author at the National Renewable 
Energy Laboratory; experimental details are described in Chapter 4.   
2.4 Silanized Silica Nanoparticles for Nanotechnology Applications 
Chapter 5 of this dissertation presents a method for grafting silanes onto silicon 
nanoparticles fabricated by low-temperature plasma synthesis. The ability of wet chemical etches 
to tune the nanoparticles size is also explored. The purpose of this work is to generate size-
tunable nanoparticles that are stable in air and can be dispersed in solution (i.e. colloidal 
suspension). There are a multitude of uses for nanoparticles in various nanotechnology 
applications (160), including biosensors (161-163), photovoltaics (160, 164, 165), lasers (166), 
photodectors (160) and light-emitting diodes (LEDs) (167-172).  
2.4.1 Nanotechnology and Its Evolution 
Nanotechnology is the manipulation of matter at the molecular or atomic scale, typically 
below 100 nm. The concept of nanotechnology was first discussed in 1959 by Richard Feynman 
at an American Physical Society meeting, where he gave his talk entitled “There’s Plenty of 
Room at the Bottom” (173). Although Feynman did not use the specific term “nanotechnology” 
he discussed the idea of manipulating and controlling things on a small scale. The term was 
actually created by Professor Norio Taniguchi, who studied ultraprecision machining, over 10 
years later. Nanotechnology began to gain momentum with the invention of the scanning 
tunneling microscope in 1981, which allowed researcher to see the small atoms (174).  
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In the 1980s, significant progress was made in nanotechology to help modernize its 
applications. In 1985, the buckyball (C60: Buckminsterfullerene) was discovered by researchers 
at Rice University (175). The buckyball was completely made of carbon and resembled the shape 
of a soccer ball. This discovery has helped to expand the understanding of fullerenes, molecules 
completely composed of carbon, and instigate forward thinking for use of these molecules. The 
buckyball contributed to the discovery of carbon nanotubes and has been used in advanced 
applications, such as solar cells (176). Also in 1985, Louis Brus at Bell Labs discovered colloidal 
semiconductor nanocrystals (177) with unique electronic and physical properties, allowing their 
use in various nanotechnology applications (160).  
In the 1990s, several nanotechnology companies, including Nanophase technologies, 
Helix Energy Solutions Group, Zyvex and Nano-Tex were founded (174). In 1991 carbon 
nanotubes (see Figure 2.21) were discovered and demonstrated unique electronic, thermal and 
mechanical properties (178) that have proven useful in applications such as field-effect 
transistors (179). Within a year of carbon nanotubes being introduced, nanostructured catalytic 
materials, termed molecular sieves, were developed (180, 181). These materials are commonly 
used in oil refining processes (182), and their use has also expanded to biodiesel preparation 
from soybean oil (183) and drug delivery (184). As methods for controlled nanoparticle synthesis 
were discovered (185), new nanomaterials were synthesized and nanoparticle applications 
expanded. In 1999 “dip-pen” nanolithography was discovered; this tool provided a way 
synthesize and chemically modify nanotechnology devices (186). 
In the past decade, various nanoparticle materials have been further miniaturized to alter 
their chemical and physical properties (160). These miniaturized nanoparticles are referred to as 
quantum dots, defined as nanoparticles with a diameter below 10 nm. This small size leads to 
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quantum-confinement effects that yield unique optical and electrical properties that are not 
present in the bulk material or particle sizes above 10 nm (188). Most notable is the ability of 
quantum dots to emit photons (as visible light) with excitation. Tuning of the dot size allows for 
control of the emission wavelength. As the nanoparticle size decreases, the energy of its emission 
increases; this is illustrated by Figure 2.22 where the nanoparticle size decreases from left to 
right (189). The change in emission wavelength with nanoparticle size is a result of the change in 
the energy gap between the valence and conductance band of these materials. With decrease in 
nanoparticle size, there is an increase in this energy gap, resulting in higher energy emissions 
(i.e., light at shorter wavelengths). Emissions can also go beyond the visible spectrum. Quantum 
dots are useful for nanotechnology applications (e.g., LEDs) because they can improve energy 
efficiency and generate brighter colors (169). They also have the potential, when added to a solar 
cell matrix, to dramatically increase light to energy conversion efficiency (189). Additionally, 
quantum dots have potential for use as luminescent tags in biomedical applications because of 
their tunable size, which allows for controlled emission wavelengths (190).  
 
 
Figure 2.21. Scanning electron microscope image of aligned (a) and scratched (b) random arrays 





Figure 2.22. CdSe quantum dots in colloidal suspension excited by ultraviolet light and emitting 
fluorescent light based on particle size, published by Smyder and Krauss (189). The quantum dot 
size decreases from the red (~6 nm) to the blue (~ 2 nm); yellow and green solutions represent 
dot sizes around 4 and 3 nm, respectively. 
 
In the past 20 years, quantum dots have been synthesized from a variety of materials that 
include CdSe, CdTe, CdS, ZnSe, ZnS, PbSe, PbSe, PbTe and PbS (189, 191) Because these 
materials are considered toxic, less toxic materials, such as InP (192) have become more 
prevalent. The drawback is the high cost of indium, which is a rare metal (189). A safer and 
more cost-effective alternative to these materials is silicon, which has shown efficient light 
emission from quantum confined particles (193). This makes Si nanoparticles good candidates 
for nanotechnology applications, such as photovoltaics and LEDs. 
2.4.2 Synthesis of Silicon Nanoparticles 
 Silicon nanoparticles can be produced in a variety of ways that include solution synthesis 
(37, 194), ultrasonic fracturing of porous Si (195), pyrolysis (196) and laser ablation (197). 
These techniques are considered less efficient because of their low particle formation to 
precursor ratio (198). A higher efficiency method for synthesis of Si nanoparticles is gas phase 
synthesis using a plasma (199-201). This method is performed at low temperatures, producing 
high nanoparticle yields and a narrow range of particle sizes.  
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Control of nanoparticle size through synthesis conditions is necessary in order to “tune” 
the particle size for specific applications, as described previously. The change in size of a 
nanoparticle also alters its electronic properties, which can prove beneficial for their use in solar 
cells through increased efficiency of light to energy conversions (189). In addition to tuning the 
size of Si nanoparticles through synthesis, their function can be improved through chemical 
modifications, such as surface silanization.  
2.4.3 Functionalization of Silicon Nanoparticles 
Chemical modification (functionalization) of Si nanoparticles has been shown to produce 
particles that have increased stability (38, 202), altered solubility (38, 203) and higher quantum 
yields (199). Control of these three properties, in addition to size, is crucial for nanoparticle 
applications. Nanoparticles must be stable in air and as a colloidal suspension (i.e. solid/liquid 
matrices). The optical and electronic properties of unstable nanoparticles can change over time 
with exposure to environmental conditions. For example, exposure of a bare silicon nanoparticle 
to air leads to oxidation of the nanoparticle surface, which causes a decrease in the Si core 
diameter, resulting in altered function (84). As mentioned above, Si nanoparticles can be 
stabilized by chemical functionalization that impedes oxidation at the nanoparticle surface. These 
surface functionalizations can vary depending on the application, as seen in Figure 2.23. 
Figure 2.23 shows chemical modification of a nanoparticle from a hydrophobic to a 
hydrophilic surface using ligand exchange methods. Although this method is common for some 
nanoparticles (e.g., Cd and Pb), it is not necessary for Si nanoparticle modification because the 
transition between the inorganic and organic interface is less complex. Si nanoparticles have 
been modified using alkene chemistry (i.e., hydrosilylation) (199, 204) and silanization 
techniques, discussed in Section 2.2.3 (37, 38, 163, 205). Hydrosilylation proceeds by an 
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addition reaction where silicon surface Si-H atoms are added across the unsaturated, alkene bond 
of an olefin, a carbon-containing molecule with at least one double bond. The result of the 
addition reaction is formation of a Si-C bond between the silicon surface and the olefin. This can 
be accomplished using UV light (206) or elevated temperatures (199). Hydrosilylation at 
elevated temperatures has generated stable, modified Si nanoparticles with the highest quantum 
yields (> 60%) thus far. While silanization of Si nanoparticles has not yet produced quantum 
yields this high, it has advantages in processing and stability (37, 207). Quantum yield measures 
the efficiency of photon emission versus absorption: a nanoparticle with 100% quantum yield 
emits a photon for every photon absorbed. High quantum yields are useful for applications, such 
as biosensors, where patients would benefit from having lower levels of nanoparticles in their 
body to avoid adverse effects (e.g., kidney failure). 
The solubility of Si nanoparticles in both aqueous and organic solutions is also important. 
Figure 2.23 shows chemical modifications that would make the Si nanoparticle soluble in both 
organic (top image) and aqueous (bottom image) solutions. Solubility in organic solutions would 
be important for oil refining processes, whereas aqueous solubility would be crucial for 
biological applications (208). Both hydrosilylation and silanization techniques, depending on the 
type of molecule used, can generate Si nanoparticles that are soluble in organic/non-polar 
solvents (37, 199) and aqueous solutions (or polar solvents) (203, 209, 210). Silanization 
techniques have their advantages in that they can be performed outside a glovebox and have 
shown stability for several months (37). In contrast, hydrosilylation must be performed in an 






Figure 2.23. Cartoon created by Smyder and Krauss (189) that shows a nanoparticle with 




2.4.3.1 Wet Chemical Etches for Silanization of Silicon Nanoparticles 
As mentioned above, silanization techniques can be performed in air or in the presence of 
water. A thin oxide layer must be on the Si nanoparticle for the silane molecules to attach. This 
oxide can be generated simply by exposing the nanoparticle to air, however, wet chemical etches 
(e.g., HNO3 and HF/HNO3) can be used to form the oxide layer and/or tune the nanoparticle size 
(206). Treatment with HNO3 will clean the surface and produce hydroxyl groups, but it will not 
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allow for tuning of the nanoparticle size. A HF/HNO3 etch will remove surface contaminants, 
generate hydroxyl groups and allow for size tuning (16, 206). Both of these etching methods are 
used in Chapter 5 to prepare Si nanoparticles for silanization. As discussed in Section 2.2.1, the 
long-chain alkysilane DDDMCS is used to modify Si silicon nanoparticles characterized in 
Chapter 5. The chemistry utilized for this work is illustrated below in Figure 2.24. 
 
 
Figure 2.24. Chemistry used in Chapter 5 for silanization of Si nanoparticles. 
 
Attaching DDDMCS to Si nanoparticles produces a non-polar coating that prevents the 
aggregation of the particles, thus keeping them suspended and readily available for 
nanotechnology applications. The use of a monochlorosilane for silanization of Si nanoparticles 
has not been previously demonstrated. A monochlorosilane will only generate a monolayer film 
on the nanoparticle, whereas other studies have used silanes with multiple hydrolyzable groups 
that form a thick, cross-linked network (37, 38, 205). Monolayer films are desirable in 
applications where charge is transferred to and from the Si nanoparticle (203, 211, 212). 
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Characterization of these modified Si nanoparticles is necessary to identify any possible 
alterations of their properties and to determine their potential for nanotechnology applications. 
2.4.4 Characterization of Silicon Nanoparticles 
Various analytical techniques can be used to characterize Si nanoparticles; the most 
common include Fourier transform infrared spectroscopy (FTIR), high-resolution transmission 
electron microscopy (HRTEM), AFM, X-ray diffraction (XRD) and photoluminescence 
spectroscopy (PL). These techniques are utilized in Chapter to 5 to investigate how the chemical 
process shown in Figure 2.24 affected nanoparticle stability, quantum yield, size and solubility. 
FTIR is a spectroscopic method where infrared radiation absorption is used to identify 
specific vibrational states of bonded atoms in a molecule. Each specific bond has characteristic 
absorption bands due to different types of vibrations between their atomic components 
(stretching, bending, etc.). The resulting spectrum represents a molecular fingerprint of the 
sample and can be used to identify the molecular species in a sample on a surface (199). For 
example, FTIR analysis of a silane-treated nanoparticle can be used to confirm silane attachment 
by the appearance of a Si-C peak. 
HRTEM provides a method for imaging the shape and size of Si nanoparticles. HRTEM 
transmits a beam of electrons through a sample that is deposited on a grid, typically made of 
copper. This beam of electron interacts with the sample as it passes through, forming an image 
that can be detected by a fluorescent screen, photographic film or a charge-coupled device 
(CCD) camera. AFM, as discussed in Section 2.3.5.1, can also be used to determine the 
nanoparticle size if they are immobilized on a solid surface. HRTEM can also be used to 
determine crystallinity and chemical composition when selected-area electron diffraction 
(SAED) and energy-dispersive X-ray analysis (EDXA) accessories are used, respectively.  
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XRD is a technique that can reveal information about the chemical composition, 
crystalline structure and size of Si nanoparticles (213). During XRD analysis, an X-ray beam 
irradiates the sample and is scattered. The scattering of this beam is analyzed as a function of 
incident angle to allow for chemical identification and confirmation of crystallinity. For example, 
to identify the chemical composition of a pure, known crystal, one could match the scattered X-
ray radiation as a function of incident angle to a Bragg scattering pattern.  
PL provides Si nanoparticle quantum yields, which compare the ratio of excitation 
photons to those emitted. PL involves directing light onto a sample, where it can be absorbed. 
The absorption of light leads to excitation of the sample, resulting in photon emission. The 
position of the PL peak can be used to determine nanoparticle size using the effective mass 
approximation. 
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3.1. Abstract 
The amine density of 3-aminopropyldimethylethoxysilane (APDMES) films on silica is 
controlled to determine its effect on DNA probe density and subsequent DNA hybridization. The 
amine density is tailored by controlling the surface reaction time of 1) the APDMES, or 2) n-
propyldimethylchlorosilane (PDMCS, which is not amine terminated) and then reacting it with 
APDMES to form a mixed monolayer. High-resolution X-ray photoelectron spectroscopy (XPS) 
is used to quantify silane surface coverage of both pure and mixed monolayers on silica; the XPS 
data demonstrate control of amine density in both pure APDMES and PDMCS/APDMES mixed 
monolayers. A linear correlation between the atomic concentration of N atoms from the amine 
and Si atoms from the APDMES in pure APDMES films allows us to calculate the 
PDMCS/APDMES ratio in the mixed monolayers. Fluorescence from attached DNA probes and 
from hybridized DNA decreases as the percentage of APDMES in the mixed monolayer is 






Chemical modification of silica surfaces with silanes is commonly used for the assembly 
of thin film devices for applications ranging from DNA microarrays to robotic microhandling (1-
9). These applications employ silane films with functional groups that can selectively bind 
additional molecules as required (10). Aminosilanes are of particular interest for DNA 
microarrays, especially for the covalent attachment of DNA to silica surfaces (5, 8). The surface 
amine density of aminosilane films in pure or mixed monolayers (11, 12) can be tuned through  
reaction conditions, such as time and concentration (13), or by dilution with an inert component 
(14).  
Mixed monolayers can be generated by various deposition techniques that include 
stepwise deposition (12, 14) and co-deposition (15, 16) . The stepwise deposition technique 
allows for the direct deposition of a mixed monolayer composed of two silanes that would 
otherwise react with each other in solution. A submonolayer film of the inert silane is deposited 
first and then the partially modified surface is reacted with another silane possessing the desired 
functional group (14). Determining the composition of mixed monolayers is challenging on silica 
surfaces.  
XPS has been used extensively for elemental and structural analyses of silanized silica 
surfaces, where the presence of a unique functional group (e.g. an amine) can be used to monitor 
silane surface coverage (13). Carbon is a poor indicator of surface coverage because it is a 
common adventitious contaminant (17). Nitrogen is intrinsic to aminosilane films and is not an 
adventitious contaminant, so it is a good indicator of aminosilane deposition (13). Lee et al. 
monitor high-resolution XPS N 1s and Si 2p peak intensities to determine the composition of a 
mixed multilayer film (composed of an aminosilane and a methyl-terminated silane) on an 
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aluminum oxide substrate (16). It is more challenging to perform this analysis on a silica 
substrate due to the closeness of the Si substrate and silane peaks.   
As an alternative to elemental signatures, changes in chemical-bonding-specific 
component peaks can also be used to characterize silane coverage. Previously, Pleul et al. 
demonstrated that silane surface coverage can be characterized via analysis of the high binding 
energy Si 1s peak (1840 eV) using a special Ag L! X-ray source (18). Conventional, commercial 
spectrometers are limited by the photon energy of an Al K! source (1486.6 eV) (19). We show 
that fitting the more commonly measured high-resolution XPS Si 2p peak (~102 eV) can yield a 
component peak indicative of a silane attached to silica. Our technique is particularly useful for 
silanes, such as PDMCS, that do not possess distinguishable elemental signatures after surface 
attachment.  
Alexander et al. demonstrate that the Si 2p component peaks in Si(-O)x films can be 
resolved and quantitative peak fitting can be performed based on two assumptions: 1) each Si 
atom has a valence of four, resulting in four component peaks within the Si 2p envelope and 2) 
the shift of the Si binding energies depends primarily on the number of oxygen atoms attached to 
the Si (20). The four component peaks of the Si 2p envelope are referred to as Si(-O)1, Si(-O)2, 
Si(-O)3 and Si(-O)4, where the oxygen subscript indicates how many oxygen atoms are attached 
to the Si atom. Alexander et al.’s deconvolution is widely used to curve fit the Si 2p peak 
envelope and to characterize Si(-O)x containing films on solid surfaces (21-25).     
Analytical techniques such as XPS are needed to determine how surface composition 
affects the degree of attachment of subsequent molecules such as DNA. Control of surface 
functionality has the potential for improving the attachment of DNA (15, 26). Several studies 
show lower DNA hybridization efficiencies on modified surfaces with high probe (immobilized 
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ssDNA) densities (27-30). The cause of these lowered efficiencies is uncertain, but various 
explanations point to probe-probe interactions and electrostatic repulsion between the DNA 
probe layer and incoming targets (30), thermodynamic stability of the probe-target complex (31) 
and intermolecular interactions between DNA strands (27).   
For this study, we generated both pure APDMES and PDMCS/APDMES mixed 
monolayers with varying APDMES densities. The mixed monolayers are generated in a stepwise 
deposition by first varying the substrate exposure to PDMCS, which controls the unmodified 
surface area available for subsequent APDMES attachment. By monitoring the high-resolution 
XPS N 1s and Si 2p spectra, we are able to measure the mixed monolayer composition. 
Fluorescence assays are used to monitor both DNA immobilization and DNA hybridization on 
the mixed monolayers. Our work shows that 1) high-resolution XPS measurement of the Si(-O)1 
component within the Si 2p peak can effectively quantify silane coverage on silica, 2) the 
composition of mixed silane monolayers can be determined using the Si(-O)1 method we 
developed and 3) the Si(-O)1 method is useful for determining the relationship between surface 
amine density and subsequent DNA attachment. 
3.3 Experimental Methods 
Materials. All reagents purchased were used as received, unless otherwise noted. 
Anhydrous toluene, ACS reagent grade toluene, sodium dodecyl sulfate (SDS), formamide, 
dithiothreitol (DTT), Alconox® and phosphate buffer components were purchased from Sigma-
Aldrich. Dichloromethane, 2-propanol and sodium hydroxide pellets were purchased from J.T. 
Baker. Anhydrous ethanol was purchased from Pharmco-Aaper. n-Propyldimethylchlorosilane 
and 3-aminopropyldimethylethoxysilane were purchased from Gelest, Inc. N-[e-
maleimidocaproyloxy]sulfosuccinimide ester (Sulfo-EMCS) was purchased from Pierce 
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Biotechnology. Saline sodium citrate (SSC) was purchased from Fisher Scientific. Bovine serum 
albumin (BSA) was purchased from Research Organics. Silicon wafers with ~270 nm of 
thermally grown silicon dioxide were purchased from University Wafers.  
Preparation of Silane Modified Substrates. The reactions conditions we use for silane 
attachment are well established (13, 32) for generating stable, chemically-bonded silane films on 
silicon surfaces. All silane treatments were performed on the oxidized silicon wafers after they 
were cleaned with a 1% (w/v) solution of Alconox® in deionized water, cut into ~ 2 cm2 samples 
and then cleaned by oxygen plasma for 5 min at 154 Watts in a Technics 500-II Plasma System. 
Spectroscopic ellipsometry measurements of plasma-cleaned oxidized silicon wafers showed that 
the oxide thickness was 267 nm, as specified by the manufacturer. We confirmed that exposure 
of the silica substrate to toluene (solvent for silane reaction) for 19 h did not change the silica 
layer thickness.  
Figure 3.1 shows the molecular structures for APDMES and PDMCS silane molecules, in 
addition to a schematic of a PDMCS/APDMES mixed monolayer. After cleaning, pure 
APDMES monolayers were formed by exposure to a 1% (v/v) APDMES solution in anhydrous 
toluene at 60-65 °C for times varying from 15 s to 19 h. The PDMCS/APDMES mixed 
monolayers were generated via a stepwise deposition sequence, in which clean, oxidized silicon 
wafers samples were first exposed to a 1% (v/v) PDMCS solution in anhydrous toluene at 60-65 
°C for times ranging from 15 s to 19 h. After post-silanization washes, PDMCS-treated samples 
were then exposed to a 1% (v/v) APDMES solution in anhydrous toluene at 60-65 °C for 19 h. 
This procedure is designed to obtain consistent total silane coverage of the surface, while varying 
only the degree of amine functionality. Post-silanization washes, which are used to wash off any 
unreacted or dimerized silane, consisted of 5 min washes in toluene, dichloromethane and 
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anhydrous ethanol, followed by an anhydrous ethanol rinse and drying under nitrogen. During 
silane treatment, each sample was placed in a separate test tube and sealed with a septum. All 
glassware was cleaned in a base bath (1 M sodium hydroxide dissolved in isopropanol) overnight 







Figure 3.1. PDMCS and APDMES molecular structures and schematic of a PDMCS/APDMES 
mixed monolayer. 
!
AFM images show that pure APDMES and PDMCS/APDMES mixed monolayers 
generate a uniform surface coating on the silica substrate with roughness values below 6 Å in all 
cases (see Appendix A). Spectroscopic ellipsometry measurements on the saturated pure 
APDMES and PDMCS/APDMES mixed monolayers indicate a single monolayer is formed for 
all films with thicknesses of 0.6 + 0.2 nm and 0.8 + 0.2 nm, respectively, both of which approach 
the theoretical monolayer thickness of an APDMES film (0.7 nm) (8). Additionally, PDMCS 
molecules contain a unique Cl atom that would be easily detected if unhydrolyzed PDMCS were 
physisorbed to the surface. Cl was not detected on any of the PDMCS-treated samples ruling out 
extensive physisorbed PDMCS on the surface (XPS detection limit > 0.1%). 
Modification of Silanized Substrates with Heterobifunctional Crosslinker. Silanized 
substrates were treated with a 1 mM solution (0.41 mg/mL) of Sulfo-EMCS dissolved in sodium 
phosphate buffer (0.1 M, pH 7.2-7.5) for 40 min at room temperature per vendor 
68!
!
recommendations (33). After crosslinker addition, samples were washed for 10 min each in two 
separate washes of sodium phosphate buffer (0.1 M, pH 7.2-7.5), rinsed with DI water and dried 
under nitrogen.  
Spectroscopic Ellipsometry and Atomic Force Microscopy. Silane film thicknesses 
were measured with a spectroscopic ellipsometer (J.A. Woollam alpha-SE). Spectroscopic 
ellipsometry is used to determine the thickness of silane films by modeling them as “silica-like” 
(13, 34, 35). It is assumed that the silane layer refractive index is approximately equal to that of 
silica (n = 1.465) (13). The silicon dioxide thickness is subtracted from the calculated total 
thickness of a silane/SiO2 layer to yield the silane film thickness. Atomic Force Microscopy 
(AFM) images are acquired in tapping mode on a Scanning Probe Microscope DI 3100 with a 
Nanoscope V controller from Veeco Metrology, using Si tips. Note: all AFM images are in the 
Supporting Information. 
X-ray Photoelectron Spectroscopy. Silane films were characterized with XPS using a 
Physical Electronics PE5800 ESCA/AES system.  Reported XPS values and error bars are the 
average and standard deviation of two to three measurements each on at least two independent 
samples. For calculated values, errors were propagated using standard statistical analysis. Spectra 
were collected using a monochromatic Al K! X-ray source (1486.6 eV, 7 mm filament operated 
at 350 Watts), hemispherical analyzer, and multichannel detector.  A low energy (~1 eV) 
electron flood gun was used for charge neutralization. To correct for residual sample charging, 
high-resolution spectra were charge referenced by setting the C 1s hydrocarbon peak to 284.8 
eV. Survey spectra were collected using an analyzer pass energy and step size of 187.85 eV and 
0.8 eV/step, respectively (36). High-resolution spectra were collected using an analyzer pass 
energy of 23.50 eV and a step size of 0.1 eV/step.  Curve fitting was performed using CasaXPS 
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software (www.casaxps.com) with a GL(30) fit. Component peak positions were based on the 
results by Alexander et al. (20), who reported the binding energies of Si(-O)1, Si(-O)2, Si(-O)3 
and Si(-O)4 to be 101.5, 102.1, 102.8 and 103.4 eV, respectively. Full widths at half maximum 
(FWHM) for the Si 2p component peaks were constrained to be equal and varied from 1.6-1.7 
eV. The default relative sensitivity factor (RSF) values supplied by the XPS manufacturer were 
used for determining the atomic concentrations (%AC) of the surface composition. The 
photoelectron take-off angle (TOA), which is defined relative to the surface plane, was set to 15° 
for all spectra. For perspective, analysis of the Si 2p peak in poly(methyl methacrylate) samples 
with an Al K! X-ray source at TOAs of 10, 45 and 90° (relative to surface plane) yielded 
sampling depths of 1.7, 6.9 and 9.7 nm, respectively (17).     
Oligonucleotide Sequences. Synthetic DNA, with the desired modifications at the 5’ and 
3’ ends, was purchased from Integrated DNA Technologies (IDT); IDT purified the DNA by 
high-performance liquid chromatography (HPLC). We selected the oligonucleotide sequences 
shown in Table 3.1 for their ability to form stable hybrids with their complementary strand at 
room temperature. In addition, the selected sequences have low probability of self-forming a 
secondary structure (37). Oligo 1 is a 3’-thiol-modified probe that can covalently bond to the 
crosslinker attached to the silica surface. This covalent attachment was detected via fluorescent 
labeling with 5’-fluorescein phosphoramidite (5’-FAMTM). To determine whether the signal from 
oligo 1 was due to covalently bound DNA or non-specific adsorption, oligo 2 was used as a 
negative control. Oligo 2 has the same sequence as oligo 1, but does not have a thiol 
modification. Therefore, oligo 2 cannot covalently bind to the surface, but any intermolecular 
interactions (non-specific adsorption) between the DNA bases and the surface can be detected 
due to the 5’-FAMTM modification. In order to maintain the same DNA-labeling protocol (5’-
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FAMTM modification) for fluorescence detection of both immobilization and hybridization 
assays, oligo 3 was used instead of oligo 1 in hybridization studies. Oligo 3 is a 5’-thiol-modified 
probe, without a FAMTM label, that will covalently attach to the crosslinked surface. Note that 
oligos 1 and 3 have the same sequence, but the thiol modification of the probes changes from the 
3’ to the 5’ terminus, respectively. The covalent attachment of oligo 3 was determined through 
the hybridization of the complementary DNA target, oligo 4. Oligo 4 is the complementary target 
to oligo 3, and formation of the DNA duplex was detected via 5’-FAMTM labeling. To confirm 
that a DNA duplex was formed due to hybridization between oligos 3 and 4, oligo 5 (non-
complementary to oligo 3) was used as a negative control.  
 
Table 3.1. Oligonucleotide Sequences and Terminus Modifications. 
  







DNA Immobilization. Thiol-modified DNA sequences, which were protected with a 
disulfide bond by the vendor, were reduced to the sulfhydryl active form by incubating the 
sample with 0.1 M DTT dissolved in sodium phosphate buffer (0.1 M, pH 8.3-8.5) for 1 h at 
room temperature. After reduction of the sample, the DNA was desalted using Illustra NAP-5 
columns (GE Healthcare) according to vendor specifications. For DNA immobilization, probes 
Oligo 





oligo 1 CCCAGGAATGCCCAGCCAA 19 FAMTM Thiol 
oligo 2 CCCAGGAATGCCCAGCCAA 19 FAMTM None 
oligo 3 CCCAGGAATGCCCAGCCAA 19 Thiol None 
oligo 4 TTGGCTGGGCATTCCTGGG 19 FAMTM None 
oligo 5 ACAAACCCATGCCGGCTAA 19 FAMTM None 
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were resuspended at 20 µM concentration in sodium phosphate buffer (0.1 M, pH 7.2-7.5) and 
10 µL drops were pipetted onto modified substrates and allowed to incubate for 2 h at room 
temperature in a humid Petri dish. Following incubation, substrates were washed for 5 min each 
in 0.1% SDS + 2x SSC, followed by 0.1% SDS + 1x SSC and finally 0.1% SDS + 0.5x SSC. 
After the washes, the samples were rinsed with DI water and dried under nitrogen. 
DNA Hybridization. After DNA immobilization, the samples were treated with a pre-
hybridization buffer (5x SSC, 25% formamide, 0.1% SDS, 0.1 mg/mL BSA) for 1 h at 42 °C to 
prevent non-specific adsorption by blocking all active surface sites (e.g. amine) that could 
interact with the target. After pre-hybridization treatment, samples were washed with 0.1x SSC 
twice for 5 min, then rinsed with DI water and dried under nitrogen. For DNA hybridization, 
samples were exposed to 10 µL drops of 1 µM target suspended in 4x SSC + 0.1% SDS for 2 h 
at room temperature. Samples were then washed with 4x SSC + 0.1% SDS for 5 min; followed 
by two, 5 min washes in 2x SSC + 0.1% SDS, then a 1 min wash each in 0.2x SSC and 0.1x SSC 
(37). After the washes, samples were rinsed with DI water and dried under nitrogen. 
Fluorescence Imaging. Samples with fluorescently labeled DNA attached to the surface 
were analyzed using a Typhoon 9400 Variable Mode Imager (GE Healthcare). Reported 
fluorescence values and error bars are the average and standard deviation, respectively, of three 
measurements from at least four independent samples. Scanner settings for FAMTM-labeled 
samples were set to a 488 nm excitation wavelength with a 520 nm emission filter (40 nm 
bandpass) and a sensitivity of 500 V for the photomultiplier tube (PMT). Macroscopic spots of 
fluorescently labeled DNA on samples were imaged with a resolution of 100 µm and the 




3.4 Results and Discussion 
Si(-O)1 Component Peak as a Measure of Silane Surface Coverage. The Si 2p binding 
energy is sensitive to the number of O atoms bonded to Si, therefore the covalent attachment of a 
silane to SiO2 can be distinguished from the underlying SiO2 substrate (20, 21, 25). High-
resolution XPS Si 2p spectra of silica exposed to APDMES for (A) 15s and (B) 480 min are 
shown in Figure 3.2. Curve fitting, based on the conventions of Alexander et al. (20), shows the 
presence of two peaks; the larger peak at 103.0 + 0.1 eV is assigned to the silicon associated with 
oxygen within the silica substrate, as it is consistent with a Si(-O)4 component peak. The smaller 
peak at 101.1 + 0.1 eV is assigned to the Si(-O)1 component peak, which is indicative of 
APDMES bonded to the silica surface. These spectra show that the area of the Si(-O)1 
component increases with increasing substrate exposure time to APDMES.   
The atomic concentration of an element is the number or mole percent of that element 
relative to all elements detected within the XPS information depth, as described in detail 
elsewhere (17). For example, the atomic concentration of Si (%Si) represents the percentage of 
all Si atoms, including those in the silica substrate and in the bonded silane molecules, relative to 
the total number of Si and non-Si elements. Further, the atomic concentration of the Si atoms in 












     Eq. 3.1 
 
where %Si is the atomic percent Si, ASi(-O)1 is the Si(-O)1 peak area and ASi2p is the total Si 2p 








Figure 3.2. Si 2p high-resolution XPS spectra for pure APDMES films on silica after exposure 
times of (A) 15 s and (B) 480 min to APDMES. Dotted lines show fits corresponding to the    
Si(-O)4 component from the silica substrate and the Si(-O)1 component from APDMES 
attachment. 
 
Figure 3.3A shows an increase in the %SiAPDMES detected as the sample exposure time to 
APDMES is increased. Both the %SiAPDMES and the atomic concentration of nitrogen (%N) 
within the XPS information depth increase at the same rate and nearly triple between 15 s and 




15 s APDMES 
Si(-O)4 
Si(-O)1 
(B) 480 min APDMES 
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surface coverage appears to reach saturation after less than 100 min of APDMES exposure, even 
with excess silane in solution.1 
Figure 3.3B plots %SiAPDMES versus %N (both from Figure 3.3A). Negative control 
samples, which were not exposed to APDMES, showed no presence of nitrogen or the Si(-O)1 
peak moiety on the surface. There is a clear linear correlation between these two elements, 
resulting in the experimental relationship: 
 
%SiAPDMES = 0.86*%N    Eq. 3.2. 
 
This is close to the expected 1:1 ratio of Si:N in the APDMES molecule. The small deviation 
from unity slope could be due to our choice of peak shapes in the peak fitting, the relative signal 
to noise ratio of each element, RSF inaccuracies or attenuation of the Si 2p signal by the 
APDMES layer. For the pure APDMES system, the slope 0.86 defines the relative sensitivity of 
XPS to %SiAPDMES and %N; we will use this slope to determine %SiAPDMES even when other 
silanes without a marker are also present (e.g., PDMCS). 
Previously, the Si 2p peak was thought to be an unreliable technique for monitoring 
accurate surface coverage due to background Si signal (38) or poor resolution of the peak (39-
41). One earlier study (18) demonstrated a direct correlation between the nitrogen signal and the 
silane contribution to the Si 1s peak. However, the silane contributions to the silicon signal in the 
Si 2p peak were not resolved. Our curve fitting demonstrates that the Si(-O)1 silane peak is an 
excellent indicator of silane coverage over a wide range of exposure times.  
 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!
1 Repeated 19 h APDMES exposures show a low standard deviation of %SiAPDMES so we use this 





Figure 3.3. (A) Dependence on exposure time to APDMES of %N (black squares) and 
%SiAPDMES (red diamonds) in pure APDMES monolayers. Dashed line drawn as a guide for the 
eye to both data sets. (B) %SiAPDMES and %N in pure APDMES monolayers, with a linear best-fit 
line (solid black) and 1:1 fit line (dashed grey) for reference. All values are determined by high-
resolution XPS. 
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In addition to examining the relative atomic composition of the APDMES films, we also 
calculated the surface density (!monolayer) of the saturated monolayer using the method presented 







    Eq. 3.3 
(A) 
(B) 
y = 0.86x 
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where t is the overlayer thickness (0.6 ± 0.2 nm for APDMES, as measured by spectroscopic 
ellipsometry), ! is the APDMES density (0.857 g/cm3; specified by manufacturer Gelest), a is 
the conversion factor (10-21 cm3/nm3), NAV is Avogadro’s number and MW is the molecular 
weight of APDMES without the hydrolyzable ethoxy group (116 g/mole).  Using this equation 
yields a monolayer density of 2.7 ± 0.9 APDMES molecules/nm2.  For comparison, we also 














   Eq. 3.4
 
where z is the sampling depth for XPS at a specified take-off angle (2.1 nm for a 15° take-off 
angle; (43)), nSiO2 is the molecular concentration of silica (22 SiO2 molecules/nm3) and ASi(-
O)1/ASi2p is the area fraction of the Si(-O)1 peak to the entire Si 2p peak (0.09 ± 0.01 for a sample 
exposed to APDMES for 480 min; see Figure 3.2B). This calculation results in 4.2 ± 0.5 
APDMES molecules/nm2.  Note that nSio2 is based on the density of thermal SiO2 (2.2 x 10-21 
g/nm3; (44)).  The actual sample density is lower because it is a combination of SiO2 and 
APDMES density. We estimate a ~ 2:1 ratio of SiO2:APDMES, which lowers #monolayer to 3.3 + 
0.3 APDMES molecules/nm2. This 2:1 ratio is based on the 2.1 nm sampling depth of the XPS, 
the APDMES layer thickness (0.6 nm) and the unit cell thickness of SiO2 (0.7 nm). It is 
important to note that this calculation does not include effects of electron attenuation of the 
underlying SiO2 by the APDMES layer; electron attenuation lengths are required for an absolute 
measurement (45).  Lastly, we assume that the RSFs are similar for Si from the SiO2 and 
APDMES.  Since this instrument has been used to measure accurate Si:O ratios in both thermal 
silica and soft polymers (polydimethylsiloxane) (46), this is a reasonable assumption.  Our 
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calculated values correspond well with the number of OH surface sites available for silane 
attachment on silica (~5 OH molecules/nm2; (47)) and values from Kallury et al. who reported 2-
4 APDMES molecules/nm2 for APDMES monolayers on silica (48).  
Determination of Mixed Monolayer Composition using Si(-O)1 Component Peak. 
Since PDMCS has the same type of covalent bond to the silica surface as APDMES, attachment 
of either molecule yields the same Si(-O)1 component peak at 101.1 eV in high-resolution XPS 
spectra. Figure 3.4A shows the total Si(-O)1 component peak area that represents attachment of 
both PDMCS and APDMES to the silica surface after a short (15 s) pre-deposition of PDMCS, 
followed by a 19 h APDMES exposure. The same size Si(-O)1 component peak is observed in 
Figure 3.4B, where the pre-deposition time of PDMCS is 480 min, but the APDMES exposure 
time is again 19 h. Thus, the total silane surface coverage is not changing significantly (although 
the film composition is, as discussed below). Si 2p high-resolution XPS spectra of pure PDMCS 
monolayers are also identical to those shown in Figure 3.4A and B (see Appendix A). In all 3 of 
these cases, the silane coverage of the silica surface is the same.  
Figure 3.5A shows the effect of PDMCS exposure time on %N and %Sisilane for 











=     Eq. 3.5 
where %Si is the atomic percent Si, ASi(-O)1 is the Si(-O)1 peak area and ASi2p is the total Si 2p 
peak area. Figure 3.5A also demonstrates that the %Sisilane remains nearly constant at 2.7 + 0.1%, 
whereas the %N of the mixed monolayer film decreases as the PDMCS pre-deposition time is 
increased. The 19 h APDMES exposure ensures a consistent, saturated silane film while the time 
in PDMCS (before APDMES) provides control of amine density. A slight increase in the 
78!
!
%Sisilane is observed for the highest pre-deposition times; it is possible that the 19 h pre-
deposition of PDMCS yields a slightly higher total silane surface coverage. In addition, Figure 
3.5A shows a %N of ~0.8 in the mixed monolayer even after a 19 h (1140 min) pre-deposition of 





Figure 3.4. Si 2p high-resolution XPS spectra for PDMCS/APDMES mixed monolayer films on 
silica after a (A) 15 s and (B) 480 min exposure to PDMCS, followed by a 19 h exposure to 
APDMES. Dotted fit curves show the Si(-O)4 component from the silica substrate and the Si(-




(B) 480 min PDMCS 






To further examine PDMCS surface coverage, we deposited a series of PDMCS-only 
films at varying exposure times.  The %SiPDMCS in pure PDMCS monolayers can be determined 
from the XPS data using Eq. 3.5; in these films only PDMCS contributes to the Si(-O)1 peak.  
These data are shown in Figure 3.5B (closed diamonds).  The %SiPDMCS in the pure PDMCS 
monolayers increases with increasing exposure time; the lack of saturation supports that PDMCS 
attachment continues even after 19 h.  Silane attachment to the substrate surface is driven by 
hydrolysis (11). Silanes with an amine group can self-catalyze the hydrolysis reaction (49). This 
might explain why APDMES (Figure 3.3A) forms a monolayer faster than PDMCS, which lacks 
an amine. 
Figure 3.5B also shows the %SiPDMCS from the mixed monolayers as a function of 
PDMCS exposure time that is calculated using: 
%SiPDMCS = %Sisilane - %SiAPDMES    Eq. 3.6 
where %Sisilane is calculated using Eq. 3.5, and %SiAPDMES is calculated using the measured %N 
in Figure 3.5A and Eq. 3.2.  Figure 3.5B shows that %SiPDMCS in the pure PDMCS monolayer 
and the calculated %SiPDMCS (from Eq. 3.6) in the mixed monolayer are closely equal at all 
PDMCS deposition times. This confirms that APDMES does not displace PDMCS that is already 
attached to the surface, and that our thin films are truly mixed monolayers.  
Our control over surface functionality with the mixed monolayer extends previous work 
in which the stepwise deposition method was recommended over co-deposition techniques to 
generate mixed monolayers containing chloro- and alkoxysilanes. Stepwise deposition provides 






Figure 3.5. (A) Dependence of %N (black squares) and %Sisilane (red diamonds) on PDMCS 
exposure time for PDMCS/APDMES mixed monolayer films. (B) Dependence of %SiPDMCS in 
pure PDMCS monolayers (closed diamonds) and mixed monolayers (open diamonds) on 
PDMCS exposure time.  %SiPDMCS in the mixed monolayers was calculated from Figure 3.5A 
data and Eq. 3.6. Dashed line drawn to guide the eye for both data sets. All values are determined 
by high-resolution XPS.  
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The high-resolution XPS N 1s spectrum, shown in Figure 3.6A, shows the two nitrogen 
component peaks present in our pure APDMES films, a free amine (NH2, 399.9 + 0.1 eV) and a 
protonated amine (NH3+, 401.9 + 0.1 eV). These two species are observed in all spectra for both 
pure APDMES and PDMCS/APDMES mixed monolayers and were previously observed in other 
aminosilane films (51). The free amine is reactive due to its lone pair electrons, whereas the 
protonated amine is not (52). The protonated amine component peak is attributed to interactions 
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between the APDMES amine groups and surface silanols on the silica substrate, resulting in 
proton transfer to the amine group (52). From these high-resolution XPS N 1s spectra, we 
calculate the NH3+/NH2 ratio by dividing the percent area of the NH3+ peak by the percent area of 
the NH2 peak. Figure 3.6B shows the NH3+/NH2 ratio as a function of exposure time for both 
types of monolayers. In the PDMCS/APDMES mixed monolayer, the NH3+/NH2 ratio remains 
relatively constant at ~0.5. However, the NH3+/NH2 ratio in pure APDMES monolayers 









Figure 3.6. (A) The N 1s high-resolution XPS spectrum for a pure APDMES monolayer after a 
480 min deposition time. Two nitrogen component peaks are observed in the aminosilane films. 
(B) Dependence on exposure time of NH3+/NH2 ratio (calculated from N 1s high-resolution XPS 
spectra) in pure APDMES (red squares) and PDMCS/APDMES mixed monolayers (black 
triangles). The x-axis for the mixed monolayer curve is PDMCS exposure time.  
 






Pre-deposited methyl-terminated silanes have been found to reduce interactions between 
the amine in aminosilane films and silica surface silanols compared to pure aminosilane 
monolayers (10). Here, we observe that the pre-deposition of PDMCS maintains the degree of 
interactions between the amine and surface silanols while the interaction in pure APDMES 
monolayers depends on silane density. PDMCS pre-deposited on the surface occupies silanol 
sites, and controls the number of sites available to interact with the APDMES amines.  
Effect of Amine Density on DNA Attachment. We use these well-characterized 
PDMCS/APDMES mixed monolayer samples for DNA probe immobilization and DNA target 
hybridization. As described below, both probe immobilization and target hybridization 
fluorescence correlate semi-quantitatively to the amine surface density, but they are not yet fully 
understood.  
After the mixed monolayer was attached to the silica surface, the Sulfo-EMCS 
crosslinker was covalently bonded to an APDMES terminal amine by a nucleophilic substitution 
at the N-hydroxysuccinimide (NHS) ester. Crosslinker attachment was confirmed by the 
appearance of an amide carbonyl (C(=O)N) component peak in the C 1s high-resolution XPS 
spectra of the crosslinker-treated samples (see Appendix A). In addition, a fluorescence signal 
was detected when the maleimide terminations of the crosslinker-treated surface were allowed to 
bind with thiol-modified DNA tagged with a fluorescent molecule. The thiol-free negative 
controls did not produce any detectable fluorescence signal, indicating negligible non-specific 
adsorption of DNA to the surface. Finally, fluorescently tagged complementary DNA was 
hybridized to the attached probe DNA. Again, negative controls without a complementary base 
sequence indicated negligible amounts of non-specific adsorption. 
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Figure 3.7 plots, on a logarithmic scale, the %APDMES versus PDMCS deposition time 
for the mixed monolayers and shows both the DNA probe and target fluorescence observed on 
the same samples. %APDMES, the percentage of the mixed monolayer that is composed of 





*100%                                       Eq. 3.7 
        
where %SiAPDMES is calculated using Eq. 3.2 and %Sisilane is calculated using Eq. 3.5. Both the 
DNA probe and the target fluorescence decrease with decreased %APDMES in the mixed 
monolayer. A factor of two reduction in the percentage of APDMES on the surface results in a 
roughly a factor of five decrease in probe fluorescence and a factor of two decrease in the target 
fluorescence. Thus, the target DNA fluorescence follows the amine density as might be expected, 
but the probe fluorescence falls faster than the amine density.  
Some fluorescence-based DNA assays are known to have molecular quantification 
limitations (37) due to fluorophore intermolecular interactions that can lead to self-quenching 
(37, 53, 54) or fluorescence resonance energy transfer (FRET) (55).  However, these effects are 
unlikely to limit the hybridization fluorescence observed here, because it is a factor of 4 below 
immobilization fluorescence levels that we are observing successfully.  
One of the metrics used for evaluating the performance of DNA microarrays is 
hybridization efficiency, which we take to be the ratio of the DNA target fluorescence signal to 
the DNA probe signal. As seen from Figure 3.7, the hybridization efficiency is relatively low at 
short PDMCS treatments times, but then gradually increases and reaches its maximum when the 





Figure 3.7. Comparison of %APDMES and the fluorescence from immobilized DNA probes and 
hybridized DNA targets versus PDMCS deposition time, for PDMCS/APDMES mixed 
monolayers. %APDMES is from high-resolution XPS, as described in the text.  
!
Many previous studies using other surface functionalization chemistries (27, 28, 56-58), 
found that lower probe densities resulted in higher hybridization efficiencies. Gao et al. suggest 
that immobilized probes confined on a substrate surface can present steric and electrostatic 
hindrances to hybridization (59). At high probe densities, when they are packed more tightly, 
these hindrances to hybridization are likely made worse, for example by intrinsic disorder within 
the DNA probe film (60). These studies highlight the complexity of the surface kinetics of DNA 
attachment; additionally, other factors such as DNA probe orientation on the surface (61), 
formation of secondary structures in the ssDNA probe or target (59), ionic strength of the 
hybridization solution (29) and probe-probe interactions (30) can play a role.   Despite all these 
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complications, we find (Figure 3.7) that DNA attachment is strongly influenced by the amine 
density in the mixed monolayer, as demonstrated by the decrease of both the DNA probe and 
target fluorescence signals with the density of APDMES amine sites.  
3.5 Conclusions 
 We have demonstrated that the Si(-O)1 high-resolution XPS peak area within the Si 2p 
peak effectively quantifies the relative silane surface coverage on silica and can be used to 
quantify silanes without elementally unique functional groups. The technique permits us to 
determine the fraction of APDMES amine-bearing molecules in PDMCS/APDMES mixed 
monolayers. Surface amine density is controlled in both pure APDMES and PDMCS/APDMES 
mixed monolayers. DNA hybridization efficiencies increase with decreasing probe density for 
the mixed monolayers and the degree of DNA target hybridization roughly follows the surface 
amine density.  
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4.1 Abstract 
We measure silane density and Sulfo-EMCS crosslinker coupling efficiency on 
aminosilane films by high-resolution X-ray photoelectron spectroscopy (XPS) and then 
characterize DNA immobilization and hybridization on these films by 32P-radiometry. We find 
that the silane film structure controls the efficiency of the subsequent steps toward DNA 
hybridization. A self-limited silane monolayer produced from 3-aminopropyl-
dimethylethoxysilane (APDMES) provides an amine group density of ~3 nm-2, a one to two 
layer film from a short 3-aminopropyltriethoxysilane (APTES) deposition provides ~7 nm-2 
amines and a thick multilayer film from a long APTES deposition provides ~12 nm-2 amines. 
Higher amine density is associated with progressively higher film roughness at the 100 nm scale, 
likely due to the higher surface area. Crosslinker coupling efficiency to the aminosilane films is 
similar for the two thinner films, but much lower for the thick APTES film due to low 
accessibility of buried amines. DNA immobilization efficiency is the highest on the APDMES 
monolayer, but this film then has the lowest DNA hybridization efficiency. This is attributed to 
steric hindrance as the random packing limit is approached for DNA double helices (dsDNA, 
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diameter > 2 nm) on a plane. The heterogeneity and roughness of the APTES films reduces this 
steric hindrance and allows for tighter packing of DNA double helices, resulting in higher 
hybridization efficiencies. The combination of high amine density and low steric hindrance of 
the one to two layer APTES film provides the highest hybridization efficiency of nearly 88%, 
with 0.21 dsDNA/nm2. The XPS data also reveal water on the crosslinker-treated surface that is 
implicated in device aging. 
4.2 Introduction 
Silanes have been used to couple inorganic and organic interfaces since the 1940’s (1). 
The commercial availability of a variety of organofunctional silanes has allowed for their 
widespread utility in diverse applications, such as resins (1), circuit boards (1, 2), coatings (1), 
chromatography (2), detergents (1), AFM imaging of macromolecules (3, 4) and DNA 
microarrays (5-8). Aminosilanes, such as 3-aminopropyldimethylethoxysilane (APDMES) and 3-
aminopropyltriethoxysilane (APTES), possess hydrolyzable alkoxy groups for attachment to 
silica and a terminal amine that allows for coupling to organic molecules. These silanes are 
commonly used in DNA microarrays (5, 7-11).  
DNA microarrays are devices used for gene expression analysis and are typically 
fabricated on solid supports, such glass or silica (12). DNA microarrays provide higher 
sensitivity to gene expression and increased gene analysis throughput compared to the traditional 
methods (12). In general, a DNA microarray device consists of single strand DNA (ssDNA) 
probes immobilized or covalently attached to a solid surface. After immobilization, the DNA 
probes are exposed to ssDNA targets that can hybridize to the probes if they are complementary. 
The requisites for successful utilization of DNA microarrays are reliability, high sensitivity to 
gene expression and high hybridization efficiencies (i.e. ratio of DNA probe to target). A range 
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of DNA probe densities on silanized surfaces has been reported, including 0.016 DNA 
probes/nm2 on APTES surfaces modified with the large (5 nm size) biomolecule streptavidin 
(11), 0.07 DNA probes/nm2 on commercial microarray slides (13) and 0.092 DNA probes/nm2 
on APTES/p-maleimidophenyl isocyanate (APTES/PMPI) modified surfaces (9). Gold and 
diamond substrates with the appropriate chemistries have similar DNA probe densities to 
modified silica substrates, but are less commonly used because of their higher cost and limited 
availability (14, 15). DNA target densities on the surfaces described above can range from 0.014 
DNA targets/nm2 (11) to 0.055 DNA targets/nm2 (13), with overall hybridization efficiencies of 
15-98%. Several factors affect the hybridization efficiencies, including DNA probe density (14), 
intermolecular spacing between DNA probes (16, 17), DNA probe adsorption to the glass 
surface (11) and spacing between the substrate surface and DNA (16-18). Some of these factors 
can be controlled through the DNA microarray fabrication process. 
DNA microarray fabrication on silica surfaces can vary significantly, but typically 
includes substrate cleaning, silane and/or crosslinker deposition, post-deposition treatments and 
DNA immobilization and hybridization. Each step of the fabrication process can affect the 
overall efficacy of the device. For example, varied silane deposition techniques generate altered 
film morphologies and chemistries (5, 19-22), resulting in altered accessibility of reactive groups 
(23-25). This results in altered DNA immobilization and consequentially affects DNA 
hybridization (11, 14). Silane films on silica have been examined using various techniques, such 
as Fourier transform infrared spectroscopy (FTIR) (7, 26), atomic force microscopy (AFM) (7, 
20), spectroscopic ellipsometry (7, 27), contact angle (20, 26) and XPS (20, 28-30). Similar 
techniques have been used for analysis of crosslinker attachment (e.g., maleimide functionality) 
to silanized surfaces (7, 9, 31-33) for subsequent DNA immobilization. XPS is particularly 
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useful for characterization because it is element specific, provides information about chemical 
binding environments, and can be used for quantitative analyses (28). The two main techniques 
used to examine DNA attachment are fluorescence and radiometric assays, however only the 
latter can provide absolute surface densities (13). 
In this study, we investigate how variability of the silane film structure contributes to low 
sensitivity and low hybridization efficiencies observed in DNA microarrays. We accomplish this 
by analyzing and quantifying each step of the fabrication process, starting with the silane film 
deposition. We generate 3 distinct silane films: 1) a self-limited monolayer restricted to a planar 
2-D surface, 2) an inhomogeneous 1-2 layer film with initial vertical polymerization out from the 
substrate surface and 3) a thick, multilayer film with large aggregates due to vertical 
polymerization. We then attach a maleimide-terminated crosslinker to the aminosilane treated 
surfaces to provide a reactive site for the thiol-modified DNA. For the silane and crosslinker 
films, we use spectroscopic ellipsometry to characterize film thickness, AFM to characterize the 
surface roughness and vertical polymerization and high-resolution XPS analysis to quantify 
surface densities. DNA immobilization and hybridization densities are measured using 32P-
radiometric assays. Our work shows that self-limited monolayer films restrict DNA 
hybridization, whereas rough, one to two layer films provide increased film flexibility for high 
DNA hybridization efficiencies. Our devices are at least four times more sensitive than some of 
the DNA microarray devices currently in use. 
4.3 Experimental Methods 
Materials. All reagents were used as received, unless otherwise noted. Anhydrous 
toluene, ACS grade toluene, sodium dodecyl sulfate (SDS), formamide, dithiothreitol (DTT) and 
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phosphate buffer components were purchased from Sigma-Aldrich. Dichloromethane, 2-
propanol and sodium hydroxide pellets were purchased from J.T. Baker. Anhydrous ethanol was 
purchased from Pharmco-Aaper. All organic solvents purchased were used as received. 3-
Aminopropyldimethylethoxysilane (APDMES) and 3-aminopropyltriethoxysilane (APTES) were 
purchased from Gelest, Inc. and used as received. N-[ -maleimidocaproyloxy]sulfosuccinimide 
ester (Sulfo-EMCS) was purchased from Pierce Biotechnology. Saline sodium citrate (SSC) was 
purchased from Fisher Scientific. Bovine serum albumin (BSA) was purchased from Research 
Organics. Silicon wafers with ~270 nm of thermally grown silicon dioxide were purchased from 
University Wafers.  
Preparation of Silane Modified Substrates. Oxidized silicon wafers were cleaned with 
a 1% (w/v) solution of Alconox® in deionized water, cut into ~ 2 cm2 samples and cleaned in a 
Technics 500-II Plasma System (5 min, 154 W oxygen plasma). After cleaning, APDMES films 
were generated by exposure to a 1% (v/v) solution of APDMES or APTES in anhydrous toluene 
at 60-65 °C for 1 h (to generate APTES one to two layer film) and 19 h (to generate monolayer 
APDMES and multilayer APTES films). Post-silanization washes consisted of 5 min washes in 
toluene, dichloromethane and anhydrous ethanol, followed by an anhydrous ethanol rinse and 
drying under nitrogen. During silane treatment, each sample was placed in a separate septum-
sealed test tube that was cleaned in a base bath (1 M sodium hydroxide dissolved in isopropanol) 
overnight and dried at 120 °C prior to use. After silianization, all substrates were treated with a 
heterobifunctional crosslinker, Sulfo-EMCS, as described in previous methods by Shircliff et al. 
(34). 
Characterization of Silane and Crosslinker Films. Silane and crosslinker film 
thicknesses were measured with a spectroscopic ellipsometer (J.A. Woollam alpha-SE). Good 
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fits with mean squared errors (MSE) < 10 were obtained for 19 h APDMES and 1 h APTES 
films. Atomic force microscopy (AFM) images were acquired on a Scanning Probe Microscope 
DI 3100; all AFM images are in Appendix B. The methods employed for spectroscopic 
ellipsometry and AFM are described in a prior publication (34). Additionally, silane and 
crosslinker films were characterized with XPS using a Physical Electronics PE5800 ESCA/AES 
system following methods described in previous work (34). The full widths at half maximum 
(FWHM) were constrained to be equal for component peaks within each spectrum, and were set 
at 1.5-1.6 eV for Si 2p data, 1.8-2.1 eV for N 1s data and 1.4-1.6 eV for O 1s data. The 
photoelectron take-off angle (TOA), defined relative to the surface plane, was set to 15° and 75° 
for grazing and deep sampling depths, respectively.  
DNA Immobilization and Hybridization. Synthetic DNA purified via high performance 
liquid chromatography (HPLC) was purchased from Integrated DNA Technologies (IDT). All 
modifications of oligonucleotide sequences, except for 32P-radiolabeling, were performed by the 
manufacturer (IDT) (see Table 4.1). An explanation for the choice of these specific sequences 
can be found in a previous publication (34). Oligo 1 is a 3’-thiol-modified probe that can 
covalently bond to the crosslinker attached to the silica surface and be detected by the 32P 
radiolabel. Oligo 2 is used as a negative control to confirm that the nucleotide sequence does not 
physically adsorb to the substrate surface (i.e. non-specific adsorption). To retain 32P 
radiolabeling at the 5’ end, oligo 3 was used instead of oligo 1 in hybridization studies. Oligo 3 
has the same nucleotide sequence as oligo 1; however, it is thiol-modified at the 5’-end instead 
of the 3’-end and can covalently attach to the crosslinked surface. The covalent attachment of 
oligo 3 can be confirmed through the hybridization of the complementary DNA target, oligo 4. 
Oligo 4 is the complementary target to oligo 3, and formation of the DNA duplex is detected via 
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32P radiolabeling. To confirm that a DNA duplex is formed due to hybridization between oligos 3 
and 4, oligo 5 (non-complementary to oligo 3) is used as a negative control. DNA 
immobilization and hybridization were performed following previous methods as described by 
Shircliff et al. (34).  
Table 4.1. Oligonucleotide Selections 
 
32P-Radiometric Assays. Oligonucleotides were labeled with !-32P-ATP (Perkin Elmer) 
using T4 polynucleotide kinase (New England Biolabs) and purified using a QIAquick 
nucleotide removal kit (Qiagen). The amount of 32P-labeled oligonucleotide in each sample was 
measured using a Beckman Coulter LS 6000TA liquid scintillation counter to determine the 
specific activity of the sample. After DNA immobilization or hybridization, modified substrates 
were exposed to a storage phosphor imager (GE Healthcare) and the stored image was analyzed 
with a Typhoon 9400 Variable Mode Imager (GE Healthcare) using ImageQuant software (v. 
5.2, GE Healthcare). DNA surface densities from immobilization and hybridization experiments 
were determined using a calibration curve for each labeling reaction as described by Steel and 
coworkers (35). The DNA densities reported are averages of at least 9 data points from 3 or more 




Modification Sequence ( 5'- 3' ) 
3'- 
Modification Control Type 
oligo 1 32P- CCCAGGAATGCCCAGCCAA -C3-SH (+) immobilization 
oligo 2 32P- CCCAGGAATGCCCAGCCAA  (-) immobilization 
oligo 3 SH-C6- CCCAGGAATGCCCAGCCAA  hybridization probe 
oligo 4 32P- TTGGCTGGGCATTCCTGGG  (+) hybridization 
oligo 5 32P- ACAAACCCATGCCGGCTAA  (-) hybridization 
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on the modified surface during immobilization or hybridization, non-thiolated probe and non-
complementary target were radiolabeled and exposed to samples using the same conditions as 
the positive controls. Note that none of the negative controls resulted in a significant signal, 
indicating neglible physical adsorprtion or non-complementary hybridization. 
4.4 Results and Discussion 
Silane Film Characterization. The APDMES and APTES films were characterized 
using the following three techniques to determine differences in thickness, roughness and 
chemical composition. 
Spectroscopic Ellipsometry and Atomic Force Microscopy. Film thicknesses obtained 
using spectroscopic ellipsometry are summarized in Table 4.2. These data confirm film 
deposition on silica substrates after exposure to APDMES or APTES. The 19 h APDMES 
deposition generates a 0.6 nm film, and the 1 h APTES treatment generates a 0.9 nm film. The 
theoretical monolayer thickness for an APDMES or APTES film is ~0.7 nm (7, 36, 37). The 19 h 
APTES treatment results in the deposition of a 14 + 8 nm film that is ~20 times thicker than an 
APTES monolayer would be.  
AFM data show that the 3 different silane films have distinct morphologies. Table 4.2 
summarizes the roughness measurements of the silane films; the corresponding AFM images are 
in Appendix B. The root mean square (rms) roughness of the 19 h APDMES film is 0.333 nm, 
about 44% larger than the rms roughness of our bare silica substrates (0.230 nm). The rms 
roughness of the 1 h APTES film is 0.624 nm and aggregates up to 15 nm in height are observed 
in the films. The 19 APTES deposition generates very large aggregates, up to 200 nm in height, 
similar to previous reports (20). These aggregates have the potential to dramatically increase 
surface area and amine content of the film.  
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Table 4.2. Thickness and Roughness Data for Silane Films 
Treatment Thickness (nm) Roughness (nm)a 
19 h APDMES 0.6 + 0.2 0.333 
1 h APTES 0.9 + 0.1 0.624 
19 h APTES 14 + 8 * 
aRefer to Appendix B for AFM images 
*Due to the heterogeneity of the surface, an average rms roughness would not properly represent 
the 19 h APTES film, which produced islands up to 200 nm in height. 
 
X-ray Photoelectron Spectroscopy. XPS is used to characterize the elemental 
composition and chemical environments of the APDMES and APTES films. High-resolution Si 
2p XPS spectra of silica exposed to (A) APDMES for 19 h, (B) APTES for 1 h and (C) APTES 
for 19 h are shown in Figure 4.1. A 15° photoelectron take-off angle (TOA) relative to the 
substrate surface was used for all spectra; this samples the top 2.1 nm of the modified substrate 
(38). The Si 2p binding energy is sensitive to the number of O atoms bonded to Si, allowing us to 
distinguish between Si in the SiO2 substrate, Si in an APDMES film, and Si in an APTES film 
(39-41).  
The Si in the SiO2 substrate has a Si(-O)4 binding environment, located at 103.0 + 0.2 eV. 
For the 19 h APDMES spectrum, the smaller peak at 101.5 + 0.2 eV is assigned to the Si(-O)1 
component peak (Figure 4.1A) and corresponds to APDMES bonded to the silica surface. The 
smaller peak at 102.0 + 0.1 eV, in the 1 h APTES spectrum (Figure 4.1B), is assigned to the Si(-
O)3 component peak and  corresponds to APTES bonded to the silica surface. The silica substrate 
Si(-O)4 component peak for the 19 h APTES deposition (Figure 4.1C) is at 102.8 + 0.1 eV. The 
thick 19 APTES film significantly attenuates the substrate signal, resulting in a much smaller 
substrate peak, shifted by 0.2 eV compared to Figure 4.1A and 4.1B. The Si(-O)3 component 
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peak indicative of APTES surface attachment for the 19 h APTES deposition (Figure 4.1C) is 











Figure 4.1. Si 2p high resolution XPS spectra collected at 15° TOA for (A) 19 h APDMES, (B) 
1 h APTES and (C) 19 h APTES films. 
 
Evaluation of the XPS data shows that the 1 h APTES Si(-O)3 component peak is nearly 
3x the percent area (%Area) of the 19 h APDMES Si(-O)1 component peak, which agrees with 
spectroscopic ellipsometry data that shows the 1 h APTES deposition generates a thicker film 
than APDMES. Furthermore, the %Area of the 19 h APTES Si(-O)3 component peak is over 3x 
the 1 h APTES Si(-O)3 peak, indicating a thick, multilayer film, consistent with the spectroscopic 
ellipsometry data. The combination of results from spectroscopic ellipsometry, AFM and XPS 
show that the 19 h APDMES deposition produces a smooth monolayer film, which is a result of 
APDMES having only one hydrolyzable group that is able to attach to the silica surface (i.e. self-
limiting). Any APDMES dimers formed will wash off the surface. The 1 h APTES deposition 
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generates a film that is inhomogeneous and one to two layers thick; this is attributed to the ability 
of APTES to polymerize both vertically and horizontally (20, 42, 43) and form aggregates. This 
is more evident with the 19 h APTES deposition, which generates highly heterogeneous, 
multilayer films that have 80x higher variation in thickness compared to 1 h APTES. Note that 
washing of these samples, as described in Experimental Methods, does not remove the surface 
aggregates, indicating that they are covalently bonded within a multilayer film structure. This is 
consistent with Kim et al., who suggest that multilayer APTES films are formed in anhydrous 
toluene by APTES molecules from solution covalently bonding to surface-bound APTES (25). 
Characterization of Sulfo-EMCS Crosslinker Attached to APDMES and APTES 
Silane Films. Spectroscopic ellipsometry, AFM and XPS were also used to analyze the features 
of each film following attachment of the crosslinker. All AFM images are contained within 
Appendix B. 
Spectroscopic Ellipsometry and Atomic Force Microscopy. After attachment of the Sulfo-
EMCS crosslinker, the spectroscopic ellipsometry and AFM data show an increase in film 
thickness and roughness compared to the silanized surfaces. Attachment of the Sulfo-EMCS 
crosslinker to the 19 h APDMES film results in an increased thickness of 1.0 + 0.1 nm, 
comparable to the expected 0.94 nm extension of the linker (per manufacturer’s instructions, 
Pierce). The rms roughness of the crosslinker-treated APDMES surface is 0.532 nm, which is 
~0.2 nm greater than the APDMES-treated surface. Sulfo-EMCS attached to the 1 h APTES film 
showed a thickness of 0.5 + 0.1 nm, which is lower than the expected value above, but is likely a 
result of the heterogeneous, rough, APTES film. AFM showed a 0.650 nm rms roughness for this 
film. For the 19 h APTES film, the thickness increase due to crosslinker attachment could not be 
resolved due to large thickness variations (8 nm) observed within the silane film and aggregate 
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formations. These aggregates, up to 50 nm in measured height, are also observed in the AFM 
images of the Sulfo-EMCS-treated, 19 h APTES film.  
Spectroscopic ellipsometry and AFM provide evidence of crosslinker addition to the 19 h 
APDMES and 1 h APTES films, with modest increases in surface roughness. Due to the 
heterogeneous nature of the 19 h APTES film, spectroscopic ellipsometry and AFM alone cannot 
confirm the addition of crosslinker.  
X-ray Photoelectron Spectroscopy for Crosslinker Density and Coupling Efficiencies. 
XPS analysis can be utilized to verify crosslinker attachment to all silane films due to its ability 
to both identify and quantify chemical functional groups within the films. Figure 4.2 shows the 
high-resolution XPS N 1s spectra of the Sulfo-EMCS crosslinker attached to the 19 h APDMES, 
1 h APTES and 19 h APTES silane films.  Data were collected using both grazing (15°) and deep 
(75°) TOAs. The amide/imide component peak is observed at ~400.2 eV in all the spectra, 
confirming the attachment of the Sulfo-EMCS crosslinker. This peak arises from the attachment 
of the Sulfo-EMCS carbonyl to the silane amine, and the imide within the Sulfo-EMCS molecule 
(see Figure 4.5). The chemical shift for imides and amides are indistinguishable by XPS; for 
simplicity this peak will be referred to as the amide peak (C(=O)N). In the N 1s spectra, the NH2 
(399.4 eV) and NH3
+ (401.8 eV) component peaks represent unreacted silane molecules that do 
not have a crosslinker attached; NH2 is a free amine, whereas the NH3
+ is a less reactive, 
protonated amine (44). 
Varying the TOA allows us to probe different sampling depths of the crosslinker-treated 
silane films.  The 15° TOA provides information from a sample depth of ~ 2.1 nm (Figure 4.2A-
C).  In contrast, the 75° TOA (Figure 4.2D-F) provides information from sample depths between 
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7-10 nm (45), which is useful for analyzing multilayer films. A neglible change in the C(=O)N 
component peak from 15 to 75° TOA is observed for 19 h APDMES/crosslinker films, 
demonstrating that their combined thickness is equal to or below the 2.1 nm sampling depth at 
the 15o TOA.  As a result, there is no change with TOA in the ratio of NH2 to NH3
+  (NH2/NH3
+) 
for the 19 h APDMES/crosslinker films. In contrast, for the 1 h APTES/crosslinker films, at 75° 
TOA there is a 15% lower C(=O)N %Area than the 15° TOA. This suggests that the combined 
film thicknesses for APTES and the crosslinker are over 2.1 nm. A 50% lower NH2/NH3
+ ratio is 
also observed at 75° TOA than at 15° TOA, indicating that the orientation of the amines changes 
throughout the 1 h APTES film (42). For the crosslinker-treated 19 h APTES films, the 75° TOA 
results in a decrease (>10%) in the C(=O)N component, the complete disappearance of the NH3
+ 
binding environment, and a dramatic increase in the %NH2 compared to the 15° TOA data.  The 
increase in %NH2 is likely due to buried amines within the thick, multilayer film.   
The coupling efficiency of Sulfo-EMCS attachment to the silanized surface is calculated 
using the three different N 1s component peaks shown in Figure 4.2 (33). We calculate percent 
crosslinker coupling efficiency (%CE) by determining the amide contribution from the 









= ! ! ! Eq. 4.1. 
    
In Eq. 4.1, a is the %Area of the amide peak, f is the %Area of the NH2 component peak and p is 
the %Area of the NH3
+ component. The factor of 0.5 is necessary to account for the conversion 
of the silane amine to an amide when the crosslinker attaches to the silanzed surface: half of the 
amide signal is from the silane amine attached to the crosslinker and the other half of the signal 
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is from the maleimide functionality within the Sulfo-EMCS molecule. Previous work (33) did 
not take the amide contribution from the silane (refer to Figure 4.5) into account, thus leading to 
an overestimate of the coupling effiency. The coupling efficiencies for Sulfo-EMCS attachment 
to the different silane films were calculated using Eq. 4.1 and N 1s data collected at a 15° grazing 
TOA, see Table 4.3. The thin silane films have similar %CEs at 71 and 67%, respectively, 
whereas the thicker APTES film has a lower %CE at 57%; the multilayer film likely has buried 
amines that are not accesible to the crosslinker. Note that the N 1s signal is limited by the 
sampling depth. These measurements provide %CE of the Sulfo-EMCS to the silane film within 
the 2.1 nm sample depth.  For the 19 h APDMES and 1 h APTES systems, this is near the 
combined silane/crosslinker thickness. For the 19 h APTES system, this only samples the 
crosslinker and the top of the silane film; thus providing an upper bound to the %CE. 
The nitrogen XPS data can also be used to estimate silane and crosslinker attachment 
densities. In our previous work (34), we calculated APDMES surface densities using high 
resolution Si XPS data. A 19 h APDMES deposition (with experimental conditions identical to 
those used in this work) yielded 3.3 APDMES molecules/nm2. The calculation is applicable to 
self-limiting monolayers such as APDMES, because it contains the assumption that silica 
comprises the majority of the Si 2p signal.  Here, we compare the %N measured in the APTES 
films, to the %N measured in the APDMES monolayer. Assuming that the %N measured for a 
silane film is proportional to the silane density, we can estimate the silane densities of the 
APTES films using the %N ratio. Silane surface densities were calculated to be 6.7 and 12.0 
APTES molecules/nm2 for 1 h and 19 h APTES films, respectively. The product of the silane 
density and the %CE calculated using Eq. 4.1 yields an approximate crosslinker density, see 























Figure 4.2. XPS N 1s spectra of crosslinker attached to silica substrates treated with (A)/(D) 19 
h APDMES, (B)/(E) 1 h APTES and (C)/(F) 19 h APTES. A-C were analyzed at a 15o TOA 
(grazing) and D-F were analyzed at a 75o TOA (deep). Note that the amide component peak is 
also present in C 1s spectra of silane films treated with Sulfo-EMCS, but is not observed in any 
spectra where substrates are treated only with silane (see Appendix B). 
 
 
Name! Pos.! % Area!
NH3+! 401.8! 8!
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Name! Pos.! % Area!
NH3+! 401.8! 10!
C(=O)N 400.2 80!
NH2 399.4 10 
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Name! Pos.! % Area!
NH3+! 401.8! 1!
C(=O)N 400.2 73 
NH2 399.4 26 
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NH3+! 401.8! 22!
C(=O)N 400.2 65!
NH2 399.4 13 
!
Name! Pos.! % Area!
NH3+! ! 0!
C(=O)N 400.8 62!
















Table 4.3. Silane and Crosslinker Surface Densities. 
 % N 
 Silane  
Surface Density 
(molecules/nm2) 






19 h APDMES 2.7 3.3a 71 2.3 
1 h APTES 5.5 6.7b 67 4.5 
19 h APTES 9.8 12.0b 57 6.8 
% N is nitrogen % atomic concentration determined by XPS analysis; %RSDs are < 13%. 
aBased on previous calculation (34). 
bCalculated based on APDMES %N and surface density. 
cBased on Eq. 4.1 and XPS N 1s data in Figure 4.2 (15o TOA); %RSDs are < 20%.  
dCalculated by multiplying the crosslinker coupling efficiency by the silane surface density. 
 
As summarized in Table 4.3, the silane surface density is lowest for the 19 h APDMES 
film, intermediate for the 1 h APTES film and greatest for the 19 h APTES film. The surface 
densities for the APTES films exceed the theoretical number of surface silanols available for 
silane attachment (~5 OH molecules/nm2; (46)); this is due to vertical polymerization with sites 
for APTES attachment to other APTES molecules pointing in all directions. Although the 
APTES films are capable of producing a high number of amine sites with the potential for Sulfo-
EMCS attachment, not all of those amine sites may be available due to film heterogeneity and 
multilayering. This is evident when comparing the 1 h APTES and 19 h APDMES films, which 
have the similar coupling effeciencies, despite a factor of two higher amine density in the 1 h 
APTES film. Furthermore, the 19 h APTES film has the lowest coupling efficiency between 
APTES and Sulfo-EMCS molecules. This is supported by the high %Area of the NH2 component 
peak in Figure 4.2F.  
High-resolution O1s XPS spectra contain information about the silanes, the crosslinker 
and any water physisorbed on the surface. Figure 4.3 displays the high-resolution O 1s XPS 
spectra at both grazing and deep TOAs for Sulfo-EMCS attached to the silanized surfaces. Curve 
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fitting of these spectra shows the presence of three moieties: Si-O-Si, Si-O/C(=O)N and H2O. 
The Si-O-Si component peak at ~532 eV corresponds to the O signal from the silica substrate, 
whereas the Si-O/C(=O)N component peak near 531 eV corresponds to the O signal from both 
the silane Si-O bond and the amides from crosslinker attachment. The Si-O and C(=O)N  peaks 
cannot be resolved and appear as a single component peak within the O 1s envelope (29, 32). 
The water peak ~533 eV is attributed to physisorbed water on the substrate surface, which has 
been observed for peptides (i.e. amide functionalities) immobilized on silicon surfaces (47).  
Figure 4.3A-C shows a higher %Area for the Si-O/C(=O)N component peak compared to 
the %Area for Si-O in the silane-only O 1s spectra (see Appendix B), indicating Sulfo-EMCS 
attachment and confirming the overlap of the C(=O)N and Si-O component peaks. Increasing the 
silane film thickness results in an increase in the Si-O/C(=O)N component peak at both TOAs. 
At the 75° TOA (Figure 4.3D-F), a decrease in the Si-O/C(=O)N component peak is observed for 
both 19 h APDMES and 1 h APTES, due to the increased substrate contribution to the O 1s 
signal. In contrast, ~10% increase is observed for the Si-O/C(=O)N component peak at the 75° 
TOA for the 19 h APTES surface. This increase is likely a result of the multilayer APTES film 
contributing more to the O signal within the Si-O/C(=O)N peak, as sampling depth increases.  
The water peak is observed at both grazing and deep TOAs, indicating that water has 
likely penetrated beyond the top layer of the modified substrate. Water present on the 
crosslinker-treated surface has the potential to hydrolyze crosslinker or silane molecules, 
resulting in a “deactivated” surface for DNA attachment. Shen et al. report that EMCS, which 
lacks the sulfate in Sulfo-EMCS, loses half of its reactivity when stored in a pH 7 buffer for 24 
hours (9). Furthermore, Gong et al. (48) have observed device aging in commercial microarray 
slides stored for extended periods of time compared to substrates used directly from the 
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packaging. We speculate that the aging of the microarray device may have been a result of water 
adsorbed on the substrate surface; therefore we recommend that Sulfo-EMCS treated samples be 
used immediately after synthesis to avoid deactivation of the maleimides needed to serve as 
DNA attachment sites.  
Coupling Efficiency of DNA Attachment to Crosslinker-Treated Silane Films. 32P-
labeled, thiol-modified DNA probes were covalently attached (i.e. immobilized) to the 
crosslinker-treated substrates through a maleimide-thiol bonding. After immobilization of DNA 
probes, 32P-labeled DNA targets were reacted with the surface to examine DNA hybridization. 
Results from these 32P-radiometric assays are illustrated in Figure 4.4 and summarized in Table 
4.4. The efficiency of DNA immobilization is calculated from the ratio of DNA probe density 
(Figure 4.4 data) to crosslinker surface density (Table 4.3). Hybridization efficiency is calculated 
from the ratio of DNA probe density to DNA target density (Figure 4.4 data). 
The highest amount of DNA probe immobilization is observed for the 19 h APTES film 
at 0.53 DNA probes/nm2, whereas the 19 h APDMES and 1 h APTES are ~50% of that amount. 
The 19 h APDMES film shows a sligtly higher average DNA probe density at 0.28 nm-2 
compared to the average density of 0.24 nm-2 on the 1 h APTES film. Comparing immobilization 
densities to the crosslinker density yields the DNA immobilization efficiency (see Table 4.4). 
The 19 h APDMES has a higher immobilization efficiency than the other two films. The 1 h 
APTES film has the lowest immobilization efficiency; however this film, has the highest 
hybridization efficiency (~88%) among all three films. Compared to the 1 h APTES film, the 19 
h APTES film has nearly 2x the probe density and about half of the hybridization efficiency at 
40%. The 19 h APDMES film shows the lowest hybridization efficiency at 36%, slightly less 
than the 19 h APTES film. If we examine DNA immobilization efficiency (see Table 4.4), 19 h 
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APDMES has the highest percent efficiency compared to the other two films. In contrast, the 1 h 





















Figure 4.3. XPS O 1s spectra of crosslinker attached to silica substrates treated with (A)/(D) 19 
h APDMES, (B)/(E) 1 h APTES and (C)/(F) 19 h APTES. A-C were analyzed at a 15o TOA 





Name! Pos.! % Area!
H2O! 533.8! 2!
Si-O-Si 532.2 88!

























Name! Pos.! % Area!
H2O! 533.3! .!
Si-O-Si 532.1 80!
Si-O/C(=O)N 530.8 17 
Name! Pos.! % Area!
H2O! 533.2! 4!
Si-O-Si 531.8 72 
Si-O/C(=O)N 530.7 24 
Name! Pos.! % Area!
H2O! 533.6! 2!
Si-O-Si 532.5 95 
Si-O/C(=O)N 530.9 3 
Name! Pos.! % Area!
H2O! 533.4! 2!
Si-O-Si 532.3 93 
Si-O/C(=O)N 530.7 5 
Name! Pos.! % Area!
H2O! 533.2! 2!
Si-O-Si 531.9 66 





Figure 4.4. Comparison of DNA attachment to crosslinker-treated, 19 h APDMES, 1 h APTES 
and 19 h APTES silane films. DNA probe represents the DNA strand covalently bound to 
crosslinker-treated surface, whereas DNA target is the strand hybridized to the DNA probe. Error 
bars represent the standard deviation of at least 9 data points from 3 or more independent 
samples. 
 











19 h APDMES 0.28 12 0.10 36 
1 h APTES 0.24 5 0.21 88 
19 h APTES 0.53 8 0.21 40 
Immobilized DNA probe and hybridized target densities determined by 32P-radiometric assays.  
aCalculated by dividing DNA probe density by crosslinker surface density in Table 4.3, 
multiplied by 100%. 




The DNA densities we observe are > 4x the densities observed in previous work (11, 13), 
which should allow for increased sensitivity of microarrays based on this chemistry. The high 
probe density on the 19 h APTES film is likely a result of aggregates, which result in high silane 
amine density and increased crosslinker attachment. The higher density of crosslinker on the 19 
h APTES film provides ample sites for DNA attachment and results in double the probe density 
compared to the other two silane films. Slightly lower DNA immobilization on the 1 h APTES 
surface compared to the 19 h APDMES surface is likely a result of the APTES vertical 
polymerization during film formation. Vertical polymerization forces APTES molecules to be 
parallel to the surface (43); this can lower amine accessibility or block surface silanol sites 
needed for attachment of crosslinker and DNA.  
Peterson et al. (14) have shown that higher DNA immobilization can lead to lower DNA 
hydridization. Lower levels of DNA hybridization efficiency can be a result of crowding on the 
surface, where too many DNA probes on the surface reduce space needed for formation of a 
DNA helix (hybridized strands). For perspective, the geometric diamater of the DNA helix is 
estimated to be ~2 nm and has been shown to be up to 5 nm in effective diameter in a 0.1 M salt 
solution (49). This large spacing needed for DNA hybridization can significantly affect the level 
of hybridization achieved on relatively flat films, such as 19 h APDMES.  
If we assume that the surface arrangement of DNA helices is similar to the packing of 
circles on a plane, we can use circle-packing theories to explain DNA hybridization results in 
Figure 4.4. Circle-packing theories examine the packing density (i.e., fraction of surface area 
covered by the circles) of non-overlapping circles on a planar surface for different ordering 
arragements (e.g., random, hexagonal, etc.). Onoda et al. found a packing density of 0.55 for 
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random packing of non-overlapping circles on a plane (50). For a given circle diameter D 
(diameter of DNA double helix), we obtain the corresponding surface density X (number of 
DNA double helices/nm-2), as 
X = 0.55 !
4
" D2
! ! ! ! Eq. 4.2.!
! ! ! ! ! !  
Eq. 4.2 can be used to estimate the maximum surface density (X) for DNA double helices with a 
diameter of 2 nm (49), assuming they are randomly packed perpendicular to the surface. This 
gives X = 0.18 DNA double helices/nm2. Thus, a random-packing model nicely explains the 
DNA double helix packing on the flat 19 h APDMES surface with X = 0.1 DNA targets/nm2. 
However, it does not explain the results observed for the APTES films, where the DNA target 
densities exceed the 0.18 nm-2 random packing limit. 
 As shown by AFM data, the APTES films are able to polymerize vertically, resulting in a 
disorganized film that is rough on the 100-nm length scale. Roughness of the APTES film could 
allow for tighter packing of DNA helices on the surface. The highest packing density that can be 
achieved for non-overlapping circles on a plane is 0.91 in an ordered hexagonal arrangement 
(51). Substituting 0.91 for 0.55 in Eq. 4.2, we obtain the maximum surface density of 0.29 DNA 
double helices/nm2. DNA target densities of 0.21 nm-2 for both 1h and 19h APTES films are 
below this ordered hexagonal limit, but are above the random packing limit of 0.18 nm-2. This 
strongly suggests that the arrangement of DNA double helices in the surface plane has a certain 
degree of order. It also suggests that the un-hybridized probes have some degree of flexibility in 
their surface arrangement as well and are accommodated in the free space between the 
hybridized DNA. Finally, the DNA double-helix surface coverage on the APTES films  is close 
(72%) to its maximum value for hexagonal arrangement. 
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Based on our results from DNA assays and characterization of the silane and crosslinker 
films, we have developed Figure 4.5 to represent our three different types of devices from silane 
to DNA attachment. Figure 4.5  illustrates an organized, monolayer film for the 19 h APDMES 
deposition with subsequent crosslinker and DNA attachment, where DNA hybridization is 
restricted. A disorganized film with some vertical polymerization is illustrated for the 1 h 
APTES film. Although a significant amount of crosslinker attachment is observed, some of these 
crosslinkers may not be available for DNA attachment resulting in a lowered DNA probe 
immobilization efficiency and density. However, the disorganization or roughness of the 1 h 
APTES film appears to allow for denser packing of DNA double helices, resulting in the highest 
hybridization efficiency. The 19 h APTES film is illustrated as heterogeneous and multilayered 
from both horizontal and vertical polymerization. This multilayered film has buried amines that 
result in the lowest crosslinker coupling efficiency, however, because the 19 h APTES amine 
density (for crosslinker attachment) is so high, minimal impact on DNA immobilization is 
observed compared to the other films. Although the 19 h APTES film has the highest density of 
DNA probes on its surface, DNA hybridization is limited by the maximum surface density 






















Figure 4.5. Representative models of DNA attached to Sulfo-EMCS-treated (crosslinker) 
silanized surfaces based on (A) 19 h APDMES, (B) 1 h APTES and (C) 19 h APTES films. Red 
















































The efficacy and reliability of DNA microarrays based on DNA attachment to inorganic, 
aminosilane-modified surfaces depends on the type of silane film. The silane film affects 
subsequent crosslinker, DNA immobilization and packing of dsDNA on the surface. 
Aminosilanes constitute a preferred surface for DNA attachment due to the hydrolyzable alkoxy 
groups for bonding to silica and the presence of amine groups for subsequent attachment to 
organic molecules. We used XPS Si 2p, N 1s and O 1s spectra of three different aminosilane 
structures to characterize their composition and, together with AFM and ellipsometry, their 
thickness and roughness before and after crosslinker addition. We utilized 32P-radiometric assays 
to determine film effects on DNA immobilization and hybridization. We find that the 19 h 
APDMES deposition produces monolayer films with relatively high crosslinker coupling and 
DNA immobilization efficiencies, but lower DNA hybridization efficiency. The 1 h APTES 
deposition, which produces an inhomogeneous film with initial vertical polymerization, shows 
relatively low DNA immobilization efficiencies, but the highest hybridization efficiency. The 19 
h APTES film had the lowest crosslinker coupling efficiency, but this resulted in negligible 
effects on DNA probe densities, as they were twice that of APDMES and 1 h APTES, likely a 
result of its high silane and crosslinker densities. The higher DNA probe density on the 19 h 
APTES film resulted in lower hybridization efficiency, which is attributed to packing limits for 
DNA double helices on the surface. XPS analysis showed water absorption on all crosslinker-
treated surfaces, which may be a source of aging seen in other DNA microarray platforms. Our 
DNA assays show that the 1 h APTES deposition is a good platform for DNA microarray 
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We present a method for grafting silanes onto low-temperature-plasma synthesized 
silicon quantum dots. The resulting solution of dots is characterized with Fourier transform 
infrared spectroscopy and transmission electron microscopy, and determined to be a colloidal 
suspension. The silane is attached at a single point on the quantum dot surface to avoid cross-
linking and multilayer formation, and photoluminescence spectroscopy shows the colloidal 
suspension of dots is stable for over two months in air. The hydroxylterminated surfaces required 
for silanization are created by wet chemical etch, which can be used to tune the luminescence of 
the silicon dots in the green- to red-wavelength range. We find, however, that the wet etch 
cannot move the emission into the blue-wavelength range and discuss this observation in terms 
of the nature of etching process and origin of the emission. In addition, we discuss the 
photoluminescence quantum yield in the context of other passivation and synthetic techniques. 
5.2. Introduction 
Semiconductor quantum dots (QDs) have been the subject of intense research interest due 
to their application in a variety of fields, including photovoltaics (1), optoelectronics (2-4), and 
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biological imaging, labeling and sensing (5). Many of these studies have emphasized II!VI and 
IV!VI nanostructures in part because simple colloidal synthetic routes to high quality quantum 
dots exist for these materials. However, silicon, a material that is well characterized in its bulk 
form, may be most relevant to the fields that quantum dot research has targeted. Si is relatively 
inert and may be an excellent biological sensor. Si is an indirect bandgap material, but there is 
some theoretical work (6-9) in addition to extensive experimental reports (10, 11) on efficient 
light emission from quantum confined Si. This makes Si a good candidate for optoelectronic 
devices such as LEDs (12). Meanwhile, surface resonances on oxygen-terminated Si QDs have 
been shown to hinder nonradiative processes (13), which is promising for photovoltaic 
applications. Concerns about the lifecycle of Cd-based materials factor into Si’s attractiveness as 
a component for electronics, as does the wealth of knowledge about Si processing already 
available from the microprocessing field. 
Free-standing Si QDs have been produced in many ways, e.g., by laser ablation (14), 
pyrolysis (15), ultrasonic fracturing of porous Si (16), and solution synthesis (17, 18). However, 
in many of these methods there is a low particle formation to precursor ratio (19). Recently, 
techniques for gas phase synthesis of Si quantum dots in a plasma have been demonstrated (20-
22). The plasma growth mechanism is performed at low temperatures, has high yields, and 
produces a very narrow size distribution of dots, making it a valuable tool for producing silicon 
quantum dots for the variety of applications described above. 
The function of free-standing silicon quantum dots is often enhanced by surface 
modification and passivation, and to date many excellent processes exist for increasing quantum 
yield (20), enhancing stability (23-24), and changing solubility (25, 26) of silicon quantum dots, 
in addition to processes which emphasize ancillary benefits such as tuning of emission (27) and 
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easy functionalization (28). In this work, we present a silanization passivation mechanism of 
low-temperature-plasma synthesized silicon quantum dots. Silanization has been studied 
extensively on silicon wafers (29, 30) and porous silicon (31-33). The process has also been used 
to functionalize free-standing silicon quantum dots (17, 23), often for use in biological (34) or 
optoelectronics applications (35). While silanization has not produced the high 
photoluminescence quantum yields that other passivation mechanisms have achieved, it has 
advantages in processing and stability. Since the silane is anchored to an oxygen molecule, 
ligand attachment can be performed in air or in the presence of water. In addition, the final 
colloidal solution can be stored in air with remarkable stability (17, 36). 
Here we report a silanization procedure on low-temperature- plasma synthesized quantum 
dots. The surfaces of such dots are unique to the plasma conditions, and therefore the plasma 
processing can affect the ability to graft molecules to the surface. For example, introducing 
hydrogen to the plasma causes the dots to have different species of hydrides, i.e., SiH2 and SiH3, 
at their surfaces, which in turn leads to more stability in air and better alkene passivation (37). In 
fact, hydrosilylation of low-temperature-plasma synthesized Si QDs has yielded the highest 
quantum efficiencies in the Si QD field precisely because of the surface produced by this 
synthetic method (20). We discuss the photoluminescence quantum yield of our dots in the 
context of other passivation and synthetic techniques. 
In addition, we have chosen a silane with only one point of attachment to the silicon 
quantum dot surface, rather than one that will form a cross-linked network (17, 33, 35). For 
applications where charge or excitons are transported to or from the passivated quantum dot (38-
40) or where characterizing the amount of coverage by the ligand is important, having a 
monolayer on the surface of the dot may be desirable. We characterize the functionalized dots 
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with photoluminescence (PL), X-ray diffraction (XRD), Fourier transform infrared spectroscopy 
(FTIR), and transmission electron microscopy (TEM), and show that they remain in stable, 
colloidal solutions for over two months in air, even with only a single molecular layer of silane 
ligand protecting the dot. 
Finally, we discuss the ability of the wet chemical etches used for silanization and other 
silicon passivation mechanisms to tune the size of the dots. Etches that utilize the oxidation/etch 
progression of HNO3/HF have historically had difficulty producing high-energy luminescence in 
quantum confined silicon materials (41, 42). While this is often correlated with the inability of 
such wet chemical etches to produce small structures, it could be that the luminescence plateaus 
due to an emissive defect state. We explore the nature and energy of the luminescence from our 
dots, and determine that the HF/ HNO3 etch is limited as particle size becomes small. 
5.3. Experimental Section 
Materials. The chemical reagent dodecyldimethylchlorosilane (DDDMCS) (>95% 
purity) was obtained from Gelest and used as received. Anhydrous toluene (99.8 v/v%) was 
purchased from Aldrich/Sigma. Dichloromethane (99.9 v/v%) was purchased from Fisher 
Scientific. Anhydrous ethanol (200 proof, 99.9 v/v%) was purchased from Pharmco-Aaper. 
Nitric acid (69 wt/wt%), hydrofluoric acid (48 wt/wt%), and reagent-grade toluene (99.7 v/v%) 
were purchased from Mallinckrodt. 
Synthesis of Silicon QDs. Silicon quantum dots were prepared by silane decomposition 
in a confined plasma chamber, as described in detail elsewhere (20-22). The crystalline particles, 
with sizes ranging from 3 to 7 nm (see Appendix C), were collected on a stainless steel screen 
and transported in a gate-valve sealed load lock to an inert glovebox atmosphere, where they 
were transferred to anhydrous toluene in a glass flask and sealed with an airtight, natural-rubber 
124!
!
septum. The particles could then be removed from the glovebox and stored without further 
oxidation in atmosphere. This procedure provided an easy way of storing particles in a well-
defined state while they awaited silanization. The various steps in the silanization itself, as 
described next, were performed in air or water-based solutions. 
The QD solution was filtered through a Millipore polyvinylidine fluoride (PVDF) 
membrane (100 nm pore size) in a glass filtration system. The solution captured after filtration 
was colorless, indicating that the dots remained on the membrane. Since toluene is nonpolar, the 
dots were rinsed with dichloromethane (polar aprotic) and then anhydrous ethanol (polar) so that 
they would be as miscible as possible with the water-based etches described below. 
HNO3 Etch. The membrane with the dots resulting from the Synthesis of Silicon QDs 
section was transferred to a 10% (v/v) HNO3 solution and placed in an ultrasonic bath for a 
variety of etch times at room temperature in a sealed vial. Most of the particles were removed 
from the membrane into the solution with this sonication. The QD solution was passed through 
the glass filter apparatus fitted with a PVDF membrane which collected the dots. The dots and 
the membrane were rinsed with ethanol of a volume 5 times the volume of the HNO3 solution. 
The dots were subsequently rinsed with dichloromethane and ACS reagent grade toluene. The 
membrane with the dots was transferred to anhydrous toluene and sonicated for 5 min. 
HF/HNO3 Etch. The membrane with the dots resulting from the Synthesis of Silicon QDs 
section was sonicated in a sealed vial with ethanol for 5 min, and the QD solution was passed 
through a polypropylene filter apparatus fitted with a PVDF membrane which collected the dots. 
A solution of 10% (v/v) HNO3 and 1% (v/v) HF was placed in the filter column. The dots were 
left to sit in the solution for the desired etch time. No dots passed through the membrane, based 
on the lack of color in the filtrate. The dots and the membrane were rinsed with ethanol in a 
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volume 5 times the etchant volume. The membrane containing the dots was then transferred to 
anhydrous toluene and sonicated for 5 min in a sealed vial. 
Heat Initiated Silanization. The freshly hydroxylated (via either HNO3 or HF/HNO3 
etch) QDs in toluene were transferred to a round-bottom flask with a magnetic stirbar. DDDMCS 
was added to the round-bottom to make a 1% (v/v) solution with the toluene. The solutions of 
both the nitric and HF/HNO3-etched dots appeared cloudy. The flask was sealed with an airtight, 
natural-rubber septum that was secured with a piece of copper wire. The flask containing the 
solution was heated at 70°C in an oil bath for 19 h. 
Purification. The volume of the silanized dots in toluene was measured and an equal 
volume of ethanol was added to serve as a nonsolvent. The Si QDs were precipitated from this 
mixture in a centrifuge operated for 7 min at 7500 rpm. Three washing steps with ethanol were 
used to remove the excess DDDMCS and the QDs were stored as a dried powder. 
Characterization. PL was performed for solution samples in NSG Precision Cells Type 
43 quartz cuvettes or powder samples deposited on polished silicon wafers. The excitation source 
was a SpectraPhysics 2000 argon ion laser tuned to 514.5 nm. PL emission was dispersed with 
an Acton 300i spectrometer and spectra were recorded on a Princeton Instruments Spec-
10:100BR liquid nitrogen cooled silicon CCD detector array. A 514.5 nm notch filter placed in 
front of the entrance slit removed the laser light. The orientation of this filter can shift the PL 
peak location by 5%, producing a 5% error in peak locations. TEM images were made with a 
FEI Company CM200 microscope with a LaB6 filament and a 200 kV accelerating voltage in 
bright-field imaging mode. Before measurements were made, samples were suspended in toluene 
and drop-cast onto a holey carbon coated copper grid. Powder XRD data were taken for 2! from 
20° to 60° with a resolution of 0.05° on a Siemens Kristalloflex 810 X-ray diffractometer 
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equipped with a copper anode and operating at 30 mA and 35 kV. FTIR measurements were 
made on a Nicolet 6700 FTIR spectrometer with a mercury cadmium telluride (MCTA) detector. 
Samples were dried, scraped onto UV-ozone cleaned silicon wafers, and measured while 
averaging 200 scans at 4 cm!1 resolution. The resulting spectra were corrected with a polynomial 
using the automatic baseline correction feature of OMNIC software. The absolute PL quantum 
yield (PLQY) was measured in a LabSphere integrating sphere, with excitation of 420 nm 
selected from a xenon lamp passed through a monochromator. The excitation and emission 
spectra were fiber coupled to a liquid-nitrogen-cooled silicon CCD spectrometer. All spectra 
were corrected for grating, fiber, sphere, and detector efficiencies using a calibrated lamp. 
5.4. Results and Discussion 
Synthesis and Silanization of QDs. Quantum dots were produced by a plasma synthesis 
process, as described in the Materials and Methods section. The dots were well characterized 
with XRD and TEM (Figure 5.1) to confirm crystallinity before chemical treatment was 
performed on them (22). The narrowing of the XRD peak widths with increased power (see 
Appendix C) is consistent with prior reports of crystalline particles produced by plasma synthesis 
(21). 
The process of silanization is illustrated in Figure 5.2. Since silanization requires a 
nucleophile on the Si surface to drive the reaction with the silicon electrophile of the silane (43), 
we perform a HNO or HF/HNO3 etch. The HNO3 etch cleans the surface of any carbon 
contaminants and generates !OH groups, while the HF/HNO3 etch controls the size of the dot by 
removing oxide created by HNO3. These etches were chosen because they leave the silicon 
surface contaminant free and well hydroxylated (44). We investigated a range of silanes for 
functionalization including a 3-carbon monochlorosilane (propyldimethylmonochlorosilane), an 
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amine-terminated monoethoxysilane (aminopropyldimethylethoxysilane), and an amine-
terminated chain with three hydrolyzable groups (aminopropyltriethoxysilane). While these 
systems were useful for a variety of more complicated characterizations that required attachment 
to surfaces (see Appendix C), attachment with the dodecyldimethylmonochlorosilane 
(DDDMCS) is the most controlled process. Because DDDMCS only contains one hydrolyzable 
group, it will form a single molecular layer on the dot, rather than a cross-linked network. The 
cross-linking of aminopropyltriethoxysilane has been shown to make clumpy and thick silane 
layers on silicon wafers (45), while silanes with only one hydrolyzable group form a thin 




Figure 5.1. TEM images of as-made Si QDs show agglomerations of dots. Lattice fringes can be 
seen around the extremities of the agglomerates. (inset) A zoomed-out TEM image shows the 







It is useful to define different sample types to avoid confusion in the following 
discussion. “As-made” dots are made by the plasma process; their surface comprises a mixture of 
silicon hydrides and dangling bonds (22). Once these dots are taken from the reactor, oxygen 
begins to break and insert itself at the Si backbond. These dots are “moving targets” in the sense 
that oxidation continues to occur over time. “Etched” dots have been subject to either the HNO3 
or HF/HNO3 etch to create an OH-terminated surface but have not been exposed to the silane. 
“Silanized” dots have been treated with a wet-chemical etch and functionalized by the 
silanization procedure outlined in the Materials and Methods section. The real focus of this study 









Figure 5.3 shows solutions containing etched and silanized dots. The solution of silanized 
dots is clear, indicating individual or small agglomerates of solvated dots that do not scatter light, 
while the etched dots are turbid due to large agglomerates. These large agglomerates are not 



















































Figure 5.3. Silicon quantum dots after etching with a HF/HNO3 solution appear cloudy, 
obscuring the black line behind them (left), while colloidal passivated dots terminated with 
DDDMCS appear clear with a yellow hue arising from the absorption of the Si dots (right). The 





The colloidal suspension is also confirmed by TEM (Figure 5.4), where dispersed fields 
of individual quantum dots can be seen after silanization for both HNO3- and HF/HNO3-etched 
samples. This can also be seen with atomic force microscopy (see Appendix C) and is in contrast 
to the large agglomerates seen when dots have not been functionalized (Figure 5.1 (inset)). The 
lattice fringes and selected angle electron diffraction pattern shown in Figure 5.4 confirm that 
silanized dots have retained their crystalline core. 
FTIR spectroscopy of purified dots presents direct evidence of DDDMCS attachment. In 
Figure 5.5, Si!O!Si vibrations occur in a wide band at 1100!1130 cm!1 for the as-made, HNO3-
etched and silanized dots. The presence of oxide on the silanized and etched dots is expected, 
while the as-made dots are primarily hydrogen-terminated immediately after preparation (22). As 
noted above, however, exposure of as-made dots to oxygen during handling in advance of the 
infrared measurements leads to oxidation and the presence of the Si!O!Si vibrations in the 
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spectrum. The as-made dots shown in Figure 5.5 were removed from the reactor and measured 
the same day so that oxide growth was minimized. The FTIR spectrum for a more oxidized as-





Figure 5.4. (left) TEM images of silanized quantum dots (etched with HNO3) show dispersed 
fields of dots with size distribution of 3!7 nm (see also Appendix C). Corresponding selected 
area diffraction patterns show the dots retain their crystalline nature after etching. (right) Lattice 
fringes can be seen on larger dots. Silanized dots are covered with an amorphous shell of oxide 




All samples also exhibit relatively broad Si!H stretch mode peaks around 2050!2250 
cm!1. The low-wavenumber region of the Si!H stretch band (2050!2150 cm!1) is broadened by 
the presence of mono, di, and trihydrides (47), all of which are plausible in this case. The Si!H 
stretch mode is shifted to higher wavenumbers (around 2250 cm!1) as more oxygen is 
incorporated at the surface. This has been documented previously for well oxidized, low-
temperature-plasma synthesized dots (48), and is attributed to a shift in Si!H stretching mode 
frequency when the silicon has oxygen neighbors (49). The height of the O!Si!H peak at 2250 





since there is more oxide at the surface. This effect is enhanced by the silanization process, and 




Figure 5.5. FTIR spectroscopy was performed on purified, silanized Si QDs and compared to 
HNO3-etched and as-made samples. The methyl group stretch modes, at 3000!2800 cm!1, only 
appear on the silanized dots, denoting the attachment of DDDMCS to the dots’ surface. In 
addition, the sharp peak at 1255 cm!1 (denoted with dashed line) shows the presence of Si!C 
bonds. Because the system is purged with dry air, a CO2 contamination band appears at 
2320!2350 cm!1. This region was removed from the spectrum. Each spectrum was normalized to 




The etched and silanized dots also have a weak, broad band at around 3500 cm!1 
associated with O!H group stretching modes. While quantitative analysis is difficult with the 












































intensity of the O!H peak relative to the Si!O!Si peak decreases after silanization. This is 
expected as hydroxyls on the surface are subsumed by the silane. 
The purified, silanized dots show methyl group stretch modes from 2800 to 3000 cm!1 
and bending modes from 1375 to 1475 cm!1, which are not present in the etched or as-made dots; 
we attribute these modes to the alkyl chains of the DDDMCS attached to the surface. An 
additional sharp peak at 1255 cm!1, denoted with a dashed line in Figure 5.5, is due to the 
symmetric deformation of CH3 on Si (50), which could only come from the silane, and cannot be 
attributed to carbon adsorbed to the dots’ surface or residual solvent. While the presence of 
methyl group modes in the silanized dots confirms ligand attachment, the amount of attachment 
is unclear, especially because there are still Si!H stretch modes on the silicon dot after 
silanization. Since DDDMCS’ sole hydrolyzable group is consumed during attachment to the 
quantum dot, a molecule attached to the Si surface should not form bonds to additional 
molecules in solution, i.e., there will only be a molecular layer of silane on the surface of the dot. 
As a result, there will presumably be a thinner silane overlayer than past silanization 
mechanisms, which have utilized silanes with multiple hydrolyzable groups that can form thicker 
siloxane layers (23). Therefore, a greater intensity of Si!H modes relative to the methyl group 
modes is expected when comparing to past reports of silanization. A better comparison is alkene 
treatment of the particles, since in this mechanism there is also only one point of attachment of 
the ligand to the silicon quantum dot. Most alkene passivation techniques show a significant 
Si!H stretch mode intensity relative to the methyl group stretch modes after the hydrosilylation 
reaction is performed (41, 51); this is consistent with Figure 5.5. 
A curious feature of silane attachment is that it changes the nature of the PL spectrum for 
dots that are etched with HNO3 or HF/HNO3. From measurements of PL spectra after every step 
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in the silanization process, it appears the PL peak reproducibly and simultaneously blueshifts and 
broadens during silanization (Figure 5.6). A small amount of additional oxidation due to heat 
treatment and/or trace amounts of water in the DDDMCS/toluene solution could account for the 
shift by slightly reducing the size of the silicon core. The broadening may then arise because the 
silane attachment process, which stops oxidation (discussed below), continues over a very long 
period of time, e.g., 24 h. Shircliff et al. (46) show that silane surface coverage of silicon wafers 
with a monochlorosilane (propyldimethylchlorosilane) is still increasing even after 19 h of 
treatment. Therefore, the DDDMCS attachment process may be slower than the oxidation 
process. This might lead to a distribution of times for dots to become fully passivated and a 
broadening of the dot core size distribution as the dots continue to slightly oxidize before full 
functionalization. In addition, the FTIR spectra shown in Figure 5.5 support this conclusion. The 
high-energy Si!H stretch modes shown in Figure 5.5, i.e., those representing Si!H in the 
presence of oxygen, become greater relative to the low-energy Si!H stretch modes after 
silanization, indicating that more oxide has grown on the surface of the QD during silanization. 
 
 
Figure 5.6. Photoluminescence spectra of the same dots are shown after HF/HNO3 etching 


































Size Control of the Silicon Core. One benefit of the HNO3 and HF/HNO3 etching steps 
required to form hydroxyl groups on the Si QD surface is that they allow the size of the Si core 
to be controlled. Figure 5.7 shows PL spectra for ensembles of silanized dots etched in different 
ways and for different times. Figure 5.8 represents the results of a more systematic study of PL 
peak wavelength versus etch time for the dilute HNO3 and HF/HNO3 solutions. For this study, 
immediately after growth, the dots were transferred to anhydrous toluene in an inert atmosphere 
followed by the standard HNO3 and HF/HNO3 etching and washing procedures described in the 
Materials and Methods section. The dots were then transferred to toluene for PL 
characterization. Because the dots were not silanized, it is possible that there was oxidation and a 
related blue shift between the time they were rinsed and the time they were characterized. 
However, the dots were characterized within 15 min of etching to minimize this blue shift, the 
wait time between etching and characterization was kept constant between data points, and 
control samples which were not etched but subjected to the same processing environment 
exhibited long wavelength emission peaks typical of freshly prepared material. Hence we 
conclude the majority of the shift in PL peak wavelength with etch time is due to the etch step 
itself.  
Both etchants produce a decrease in PL peak wavelength that is initially rapid as a 
function of etch time; however, after some time the PL peak wavelength seems to reach a stable 
value (Figure 5.8). The HNO3 etch allows for more careful size control because of its slower etch 
rate, while the HF/HNO3 treatment reduces core size more efficiently since the HF removes the 
oxide layer created by the HNO3. Figure 5.8 also shows that at longer etch times the PL peak 
wavelength seems to be pinned at around 600 nm. Other workers (23, 41, 42, 52-54) appear to 
135!
!
have observed a similar pinning of the luminescence peak wavelength around 500!600 nm in 




Figure 5.7. Photoluminescence spectra of silicon quantum dots whose sizes have been controlled 
by wet-chemical etch with either dilute HNO3 or HF/HNO3 solution. This etching process also 
creates the hydroxyl-terminated surface necessary for the silanization reaction. The red and 
orange curves were prepared by HNO3 etch, while the yellow and green curves were prepared by 
HF/HNO3 etch, which produces smaller size distributions. Information about size ranges and 
etch times is more clearly detailed in Figure 5.8. 
 
 
Results such as those presented in Figure 5.8 suggest that emission energy is a function of 
dot size which is consistent with luminescence arising from transitions between quantum 
confined states of the silicon dot. Therefore, the pinning of the PL peak position would imply dot 
size stops decreasing. There have been reports, however, that emission from defect states in 
freestanding Si quantum dots play a role (55, 56). In addition, there are many reports about 

































We can gain additional insights into the possible role of defect-related emission by 
examining how the emission band changes as the excitation energy is reduced. Figure 5.9 shows 
the PL emission spectra for different excitation energies of our longest etched, highest energy 





Figure 5.8. PL peak location is shown versus time for Si QDs etched with dilute HNO3 and 
HF/HNO3 solution. The PL spectrum was fit with a Gaussian line shape; the shift of the 
Gaussian was used to construct this plot. (inset) The PL peak location is converted to mean dot 
diameter versus time using the effective mass approximation in the strong confinement regime. 
The lines are exponential fits to the data. 
 
 
When the absorption threshold energy and/or the emission energy are inhomogeneously 
broadened, as is the case for an ensemble of different sized dots (17), or for a disordered material 
like amorphous silicon (61, 62) or the surface of a quantum dot (63), reducing the PL excitation 














































peak energy and shape change of the PL spectrum. This happens because the highest energy 
emitters are no longer being excited. 
In this view, strong shifts in the emission peak would not be expected to occur until the 
excitation energy begins to cross through the absorption thresholds of the emitters. We do not see 
shifting of the emission peak with the excitation beam even though the excitation energy is close 
(within about 320 meV) to the emission peak energy. This implies that we are not yet near the 
absorption band edge and that our maximum Stokes shift is about 320 meV. 
While not definitive, the unchanging shape and location of the emission spectra shown in 
Figure 5.9 suggest that if defect states are involved in the PL, they are fairly shallow and might 
be expected to track the change in quantum confined band edge rather than lead to pinning of the 
emission energy. 
In support of the conclusion that we are measuring intrinsic recombination or at least 
emission from defects that track the band edge, we have also etched the particles in HF for 2 h 
and have not been able to decrease the PL peak wavelength below 600 nm. If the pinning 
behavior of the curve in Figure 5.8 were coming from a defect state and not a size-limiting effect 
during the etch, then eventually the dots would be dissolved and would disappear. Instead, the 
dots seem to remain in the HF solution without much change in concentration or color. 
The “pinning” of the PL seems to be caused instead by a slowing of the etch rate as size 
decreases. SiO2 layers with a diffusion-limited thickness of a few nanometers have been reported 
for planar silicon substrates oxidized at low temperature by an HNO3 wet-chemical etch (64, 65). 
This is probably exacerbated in our system by stress effects at the Si/SiO2 interface introduced 
by the large curvature of the dot’s surface. Stress effects have slowed thermal oxide growth on 




Figure 5.9. PL spectra are shown for different excitation energies. Note the spectra remain the 




A rate-limiting mechanism for the HF/HNO3 etch is more difficult to identify. On bulk 
silicon wafers, the HF/HNO3 etch rate depends on whether the etching solution is HF-rich or 
HNO3-rich (69). The salient regime in our case is an HNO3-rich solution. Although the behavior 
in the HF-rich regime is debated, there is consensus that in the HNO3-rich region, etch rates for 
bulk materials are limited by HF concentration and the ability of HF to diffuse to the surface 
(70). Since experimentally determined etch rates of HF/HNO3 solutions are linear for bulk 
materials (69), a rate-limiting mechanism for Si QDs implies a difference between the bulk and 
nano materials. It is possible that the small size of the dots and the associated surface stress 
begins to significantly slow the ability of oxide to form, which in turn limits the ability of the HF 
to etch the dot. This is consistent with studies of thermally oxidized Si nanowires, which show a 





































decrease in dot size and subsequent increase in dot bandgap changes the energetics of the 
SiO2!HF chemical reaction, making it less favorable. 
If we assume the PL peak energy is close to the average bandgap of the dot ensemble, 
then we can use the peak locations in Figure 5.8 to estimate the size of the quantum confined Si 
core versus etch time (Figure 5.8 (inset)). There are a variety of computational methods which 
predict bandgap as a function of dot size. We use the simplest expression for the gap energy’s 
dependence on radius, i.e., the effective mass approximation (EMA) in the strong confinement 
regime, where gap energy behaves like R!2 and Coloumb interaction terms for the system 
become negligible (72, 73). Prefactors for the calculation performed in Figure 5.8 (inset) were 
derived from calculations performed by Trwoga et al. (74) on experimental data from dots 
embedded in an SiOx matrix. Prior studies of nitric acid etching of Si wafers have shown that the 
thickness of the oxide is 1.1!1.4 nm for various HNO3 concentrations (75, 76). If we couple this 
result with our TEM size distribution of 3!7 nm for as-made dots, then the EMA gives a very 
plausible estimate of diameter versus time. 
Increased Stability After Ligand Attachment. One measure of successful 
functionalization for silicon quantum dots is stability against oxidation. Oxidation has an effect 
on both the luminescence intensity and the emission wavelength. Changes in intensity, however, 
can be difficult to quantify and interpret. In addition to practical issues that could add error to the 
intensity measurement such as solvent evaporation, aggregate formation, and the manner in 
which the laser scatters from the cuvette, oxidation can lead to unpredictable changes in intensity 
which depend on environment. For example, oxidation of our as-made dots in air often leads to 
an increase rather than a decrease in quantum efficiency. Similar observations in materials like 
porous silicon have been attributed to improved surface passivation but also to formation of an 
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oxygen-related optically active defect center (58). We find the shift in PL peak location caused 
by oxidation and subsequent reduction in the size of the Si core to be a more dependable measure 
of resistance to oxidation. 
Figure 5.10 compares the PL peak energy as a function of time for all three types of dots: 
as-made, etched (HF/HNO3) and silanized; all solution and solid samples were stored in air 
during the stability tests. The as-made dots show a large PL shift over time, as do etched dots, 
even though they represent two different size and energy regimes. However, silanized dots in 
energy regimes corresponding to those of the etched and as- made dots show extremely stable 
behavior for two months. 
We can attribute the stability almost entirely to the organic ligand rather than the oxide 
shell formed during etching because etched dots, prior to silanization, are not stable (Figure 
5.10). A potential explanation is that steric hindrance introduced by the hydrocarbon chains of 
the DDDMCS ligand prevents oxygen from penetrating to the silicon surface, or that by bonding 
to the surface, the ligand occupies sites that would otherwise be available for oxidation. This has 
been seen in monolayers of organic ligands on various silicon structure (77, 78). Another 
possibility is that the configuration of the Si!O!Si bonds introduced by the silane is somehow 
different and less susceptible to oxygen penetration than the Si!O!Si bonds on the surface of the 
dot. 
PL quantum yield (PLQY) was also measured on HNO3-etched silanized dots and 
compared to the as-made dots. The as-made dots’ PLQY is below the limit of detection 
immediately after growth. Quantum yield then increases over long time periods when stored in 
the presence of air and can reach values as high as 15%. These changes seem to be correlated 
with oxidation of the dot surface. The PLQY of HNO3-etched silanized dots is stable over time at 
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1!2%. Low-temperature-plasma synthesized Si QDs are reported to have quantum yields as high 
as 60% (28) when the fraction of SiH2 and SiH3 at the surface of the dot is increased and 
hydrosilylation is subsequently performed. Most hydrosilylation treatments performed on dots 
without these higher-order hydride species at the surface have yields that range from about 
10!25% (25, 51, 53). Unfortunately, there is little information about the PLQY of silanized dots. 
However, there is evidence that the stoichiometry of the oxide formed at the surface of silicon 
quantum dots depends on the original configuration of hydrogen species at the surface, and that 
this will affect the intensity of luminescence (48). More work is needed to see whether surface 
treatments that lead to different hydrogen terminations prior to silanization will significantly 
affect the PLQY. 
 
 
Figure 5.10. Photoluminescence peak energies versus time for as-made, etched, and silanized 
dots. The as-made and etched quantum dots exhibit a strong blueshift in a matter of days, 
indicating a smaller core size, while the PL peak energy of the silanized dots is relatively stable 

































We have passivated low-temperature-plasma grown silicon quantum dots with 
silanization. The silane used for this study has only one hydrolyzable group for attachment to the 
Si QD surface. Even with a single molecular layer to protect the surface of the dots, the PL of the 
dots is stable for over two months in air. We have also performed a detailed study of the wet-
chemical etching of silicon QDs used in our silanization process, and demonstrated broadly 
tunable emission wavelengths for the stabilized dots. We find evidence that etch rates decrease 
as dot size decreases, and that the absorption and emission characteristics of these materials are 
consistent with either intrinsic recombination or emission from shallow states. We suggest that 
both the HNO3 and HF/HNO3 etches have rates limited by strain at the highly curved QD 
surface. Using the results of this study, we can construct ensembles of Si QDs that exhibit PL 
spectra from 600 to 800 nm and will retain their PL emission characteristics for long periods of 
time. Such stable, tunable ensembles of Si QDs are useful for biological sensors and markers, 
optoelectronics, or as well-defined dots for further study of quantum-confined group IV 
materials. 
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CHAPTER 6  
CONCLUSIONS AND FUTURE WORK 
 
 This dissertation has advanced the field of silane-based surface chemistry by: 1) 
providing an analytical method to determine the composition of mixed silane films using XPS, 2) 
demonstrating the effects of mixed-self-limited silane films on DNA hybridization, 3) providing 
a method to quantify silane and crosslinker films using XPS, 4) demonstrating that self-limited 
silane monolayers sterically hinder DNA hybridization compared to multilayer films, 5) 
implicating potential causes of DNA microarray aging and 6) providing a silane-based 
experimental method to functionalize low-temperature-plasma grown Si nanoparticles that 
stabilized these particles in air or solution for over two months, and produced a colloidal 
suspension. 
Different silane chemistries were used to functionalize Si/SiO2 systems for use in 
biological and nanotechnology applications. For biological applications, the silanes provided a 
bridge between inorganic and organic chemistries, allowing for the attachment of DNA to silica 
surfaces. Control of the silane surfaces resulted in insight towards the effect of the silane 
structure on DNA immobilization and hybridization. In nanotechnology applications, silane 
functionalization stabilized the Si nanoparticles and allowed for their colloidal suspension. This 
simplified their characterization by PL and HRTEM because a suspension-based sample is easier 
to analyze than a solid powder.  
Silane chemistry is a critical aspect in DNA device assembly where high DNA 
hybridization efficiencies are needed, allowing for increased device sensitivity in detecting 
polymorphisms. To optimize DNA hybridization on silica, the type of silane film used for DNA 
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immobilization was considered. Mixed monolayers provided a technique for controlling DNA 
probe and target densities, but restricted DNA hybridization because of packing limitations on a 
planar surface (i.e. relatively smooth and flat surface). These limitations were further explored by 
comparing 3 distinct silane films: 1) a self-limited monolayer, 2) a 1-2 layer film and 3) a 
multilayer film. The 1-2 layer silane film generated by a 1 h APTES deposition had a roughness 
between the monolayer and multilayer films, and resulted in the highest hybridization efficiency 
at 88%. In addition, the 1 h APTES film demonstrated sensitivities for DNA densities that are at 
least four times higher than some of the current devices in use. These studies provided insight as 
to how the silane chemistry affects DNA attachment and developed an approach for improving 
device sensitivity on silica-based substrates. The use of XPS for characterizing these DNA 
devices provided an innovative method for quantifying both silane and crosslinker surface 
coverage. This allowed for determination of coupling efficiencies for each step of device 
fabrication. Finally, XPS showed that water adsorption on the crosslinker-treated surface may 
contribute to aging that has been observed in commercial DNA microarray devices. 
Silane chemistry on planar silica surfaces was extended to Si nanoparticles for 
nanotechnology applications. Specifically, silane chemistry was used to functionalize low-
temperature-plasma grown Si nanoparticles. Functionalization of these nanoparticles made them 
stable for several months in air and allowed for their colloidal suspension. Wet chemical etches 
of the Si nanoparticles provided a method for fine-tuning the nanoparticle size, allowing for 
further alterations of their chemical and optical properties. The sizes of these nanoparticles were 
determined via HRTEM and the size of the Si core was calculated using PL peak positions. The 
stability (> 2 months) of these functionalized nanoparticles, which have only a thin layer silane 
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layer on their surface, makes them useful for nanotechnology applications, such as biosensors, 
LEDs and photovoltaics.  
 This dissertation has demonstrated useful applications for silane modification of Si/SiO2 
systems. Beyond the scope of this dissertation, the suggested next steps focus on three subject 
areas that include: 1) Monte Carlo simulations of DNA hybridization on silanized surfaces and 
experimental tests of these simulations, 2) DNA attachment to mixed monolayers of APTES 
films using PDMCS and DDDMCS as the diluent and 3) modifying Si nanoparticles with 
different silanes to alter their solubility (e.g., aqueous vs. organic) for use in biological 
applications. 
 Monte Carlo simulations have been used to model DNA hybridization both in solution (1, 
2) and tethered to surfaces (2-4). These studies focus on hybridization as a function of 
temperature to evaluate thermodynamic processes. Simulation of DNA tethered to a surface has 
shown that the tether destabilizes hybridization of DNA bases near the substrate surface (4). 
However, the heterogeneity or roughness of these surfaces has not been taken into account (3). 
As shown in Chapter 4, APTES films generate a rough and heterogeneous surface for DNA 
attachment. The 1 h APTES allowed for the highest hybridization. Monte Carlo simulations of 
this surface and its effect on DNA hybridization would provide an understanding of how the 
roughness and heterogeneity of the surface contributes to hybridization efficiencies. After 
discussing the DNA results in Chapter 4 with Dr. Paul Stradins, Paul suggested the use of Monte 
Carlo simulations for modeling DNA surface attachment. A snapshot of the LabView program 
he created is shown below in Figure 6.1. This program is based on the experimental 





Figure 6.1. Snapshot of Monte Carlo simulation of DNA immobilization (left) and hybridization 
(right) using LabView. This model was created by Paul Stradins at NREL. 
 
 In Figure 6.1, the green dots on the left represent the simulated number of probes 
immobilized on a surface, which can be controlled by: 1) the minimum distance between the 
probes, 2) the area of the surface and 3) the number of initial probe array points. On the right, the 
green dots represent the non-hybridized probes, whereas the orange dots represent hybridized 
dsDNA. The hybridization can be controlled by three parameters: 1) the dsDNA diameter, 2) the 
distance between dsDNA and non-hybridized probes and 3) the number of hybridization 
attempts. Figure 6.2 shows the type of results that this modeling program produces. 
Hybridization efficiency, an output of the model, is illustrated by the open symbols. Probe and 
target densities, which are also an output, are represented by the closed symbols. These outputs 
are defined by the inputted parameters mentioned above. For example, the closed, red triangles 
represent probe and target densities that were allowed because they met the requirements of 0.1 
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nm spacing between immobilized probes, 2.0 nm diameter dsDNA and 0.1 nm between dsDNA 
and a non-hybridized probe. The hybridization efficiency under these conditions (open, red 
triangles) decreases with increasing probe density, which is the general trend of each of the 
modeled parameters. Presently, this model only takes distances into effect and does not consider 




Figure 6.2. Hybridization efficiency and DNA probe and target densities output data from 
Monte Carlo simulation shown in Figure 6.1. HE presents hybridization efficiency and Xt is the 
DNA target density, both as a function of probe to probe distance, dsDNA diameter and distance 
between dsDNA and non-hybridized probe.  
 
 153
This model can be expanded to incorporate surface roughness by adding a height 
parameter for the surface. This parameter would simulate “bumps” on the surface and provide a 
simulated roughness. AFM images of an APTES-modified surface would provide experimental 
inputs for the model to improve its ability to simulate realistic surfaces. In addition, the surface 
ordering of DNA attachment could be examined experimentally using techniques that include 
small-angle X-ray scattering (SAXS) and reflection high-energy diffraction (RHEED). The 
combination of model simulations and experimental measurements would reveal how the 
heterogeneity of the modified surface could affect DNA hybridization and its ordering/packing 
on the surface. 
The experimental studies of the APTES-modified surface for DNA attachment presented 
in this work can be further studied using mixed silane films. The APTES film can be diluted by 
pre-deposition of partial PDMCS and DDDMCS monolayers. Diluting APTES with PDMCS, a 
short alkyl chain, would control APTES orientation at the surface, potentially limiting APTES 
polymerization. APTES dilution with DDDMCS, a longer 12 C chain, would extend the control 
of APTES polymerization to a few nanometers above the surface by sterically hindering vertical 
polymerization and limiting surface sites for horizontal polymerization. The goal of this work 
would be to better understand the role of horizontal and vertical polymerization of APTES for 
DNA attachment. These mixed silane films could be used for DNA attachment using methods 
described in this dissertation and Monte Carlo simulations can be performed to predict the 
hybridization efficiencies for these films, as described above.  
The use of aminosilane films can also be extended to nanoparticle functionalization to 
improve water solubility, allowing their use in biological applications. Aminosilane 
functionalization of low-temperature-plasma grown Si nanoparticles would produce a positive 
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charge on the nanoparticle surface, when exposed to moisture or surface hydroxyls, allowing 
them to form a colloidal suspension in salt solutions, which are commonly used for biological 
applications. Figure 6.3 shows the molecular structure of N-(2-aminoethyl)-3-
aminoisobutyldimethylmethoxysilane, which is commercially available and has amino groups for 
water solubility. This aminosilane has only one hydrolyzable group, which will only allow a 
single point for surface attachment, resulting in a monolayer film on the nanoparticle surface. 
This silane can be deposited on the Si nanoparticle surface using the deposition techniques 
described in Chapter 5. The deposition of the thin aminosilane film is beneficial for applications, 





Figure 6.3. Molecular structure of N-(2-aminoethyl)-3-aminoisobutyldimethylmethoxysilane. 
 
  
The work presented in this dissertation has explored several silane functionalization 
chemistries, from the fine details of characterizing each fabrication step, to its effect on major 
applications, such as DNA hybridization for microarrays, and silicon nanoparticle suspension for 
nanotechnologies. This work can be extended to analogous systems by using the experimental 
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Appendix A contains AFM images and additional XPS spectra that are supplemental to 
the work in Chapter 3. The following was published with the Chapter 3 manuscript as supporting 
information. 
We have made AFM measurements of cleaned silica substrates, before and after exposure 
to only APDMES and after a stepwise exposure to both PDMCS and APDMES. The AFM data, 
as shown below, illustrate that the morphologies of these films are similar in roughness to the 
plasma cleaned silica substrate, with rms roughness values of 0.230, 0.333, 0.531 and 0.389  nm 
for the silica, the 19 h APDMES, the 15 s PDMCS/19 h APDMES and the 19 h PDMCS/19 h 
APDMES samples, respectively. These values are consistent with measurements of similar 
monolayers in the literature (Oh et al., 2002; reference #8 in Chapter 3). 
As mentioned in the Experimental Methods of Chapter 3, spectroscopic ellipsometry 
measurements on the pure APDMES and PDMCS/APDMES mixed monolayers show film 
thicknesses of 0.6 + 0.2 nm and 0.8 + 0.2 nm, respectively. The calculated length of a fully-
extend APDMES molecule (using bond lengths) would be ~1 nm. The measured film thicknesses 
are below this value, indicating that the molecules are titled slightly away from the surface 
normal at ~52o. This is a result of the silane film attempting to lower surface energy via van der 











Figure A-1. AFM images representative of (A) oxygen plasma cleaned silica substrate, (B) 19 h 
APDMES deposition and (C) 15 s PDMCS/19 h APDMES stepwise deposition and (D) 19 h 
PDMCS/19 h APDMES stepwise deposition. Height scale is 5 nm for all images. Horizontal 
lines indicate where the line cans are taken (1 nm scale). The rms roughnesses are (A) 0.230, (B) 








Figure A-2. Si 2p high-resolution XPS spectra for pure PDMCS film on silica after 19 h 
exposure to PDMCS only. Dotted lines show fits corresponding to the Si(-O)4 component from 







Figure A-3. C 1s high-resolution XPS spectra of Sulfo-EMCS crosslinker attached to a 19 h pure 
APDMES film on silica. Dotted lines show fits corresponding to the CxHy (hydrocarbon) 
component in both APDMES and Sulfo-EMCS, the C-N (amine) component in both APDMES 
and Sulfo-EMCS and the C(O)N (amide) component confirming the attachment of Sulfo-EMCS 
to the amine group in the APDMES film.  
19 h PDMCS 
Si(-O)4 
Si(-O)1 















Appendix B contains AFM images and additional XPS spectra that are supplemental to 






Figure B-1. AFM images representative of (A) oxygen plasma cleaned silica substrate, (B) 19 h 
APDMES deposition and (C) 19 h APDMES sample treated with Sulfo-EMCS. Height scale is 5 
nm for all images. Horizontal lines indicate where the line cans are taken. The rms roughnesses 
are (A) 0.230, (B) 0.333nm and (C) 0.532. The AFM images have an area of 4 !m2. Note (A) 
and (B) are also shown in Appendix A and are provided here for convenience for comparison to 


























Figure B-2. AFM images representative of (A) 1 h APTES deposition, (B) 19 h APTES 
deposition, (C) 1 h APTES sample treated with Sulfo-EMCS, (D) 19 h APTES sample treated 
with Sulfo-EMCS. (A) and (C) both have a height scale of 10 nm; (B) and (D) have a height 
scale of 350 nm and 30 nm, respectively. Horizontal lines indicate where the lines cans are taken. 
The rms roughnesses are 0.624 nm for the 1 h APTES deposition and 0.650 nm for the Sulfo-
EMCS treated 1 h APTES sample. The 1 h APTES deposition shows the initial formation of film 
aggregates, which is likely due to the vertical polymerization of APTES and is also observed in 
the Sulfo-EMCS treated sample (C). For the 19 h APTES deposition, aggregates up to 200 nm in 





Sulfo-EMCS treated 19 h APTES sample (D). Note the heterogeneity of APTES films and how 
















Figure B-3. N 1s high-resolution XPS spectra collected at 15° TOA for (A) APDMES 19 h, (B) 
APTES 1 h and (C) APTES 19 h films. These illustrate that the amide peak (C(=O)N) is not 





























Figure B-4. C 1s high-resolution XPS spectra (at a 15o TOA) for a 19 h APDMES film (left) and 
the APDMES-treated surface after reaction with Sulfo-EMCS (right). The amide peak (C(=O)N)  
is absent in the spectrum for the APDMES-treated samples, but is present on the Sulfo-EMCS-











Figure B-5. C 1s high-resolution XPS spectra (at a 15o TOA) for a 19 h APTES film (left) and 
the APTES-treated surface after reaction with Sulfo-EMCS (right). The amide peak (C(=O)N) is 
only present on the Sulfo-EMCS-treated surface; indicative of Sulfo-EMCS attachment to 




















Figure B-6. O 1s high-resolution XPS spectra (at a 15o TOA) for silica treated with (A) 19 h 
APDMES, (B) 1 h APTES and (C) 19 h APTES. Si-O represents the silane attached to silica, 
whereas Si-O-Si represents the silica substrate. The Si-O peak modestly increases from left to 
right; the respective values are 6% (19 h APDMES), 8% (1 h APTES) and 11% (19 h APTES). 
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Appendix C contains additional TEM, AFM, FTIR and XRD results that are 
supplemental to the work in Chapter 5. The following was published with the Chapter 5 






Figure C-1. TEM images of silanized dots (etched with HNO3) yield the size distribution 
above. The distribution seems to be composed of two peaks; if the distribution is fit with 
two Gaussians, we see that there is a mean dot size of 4.6 nm and 7.6 nm. This secondary 
distribution likely comprises quantum dots that have clumped into aggregates of two or 





Figure C-2. XRD performed on the as-made particles shows the difference between 
amorphous and crystalline particles. Particles shift from an amorphous X-ray signature to 
a crystalline signature as plasma power is increased above 35 W. For crystalline particles, 
the (111), (220) and (311) diffraction peaks can be seen.       
167!
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Figure C-3. Using different organosilanes, we are able to prepare samples for different 
applications. The lower two AFM images were taken on silicon quantum dots 
functionalized with aminopropyldimethylethoxysilane (APDMES) and spun on a silicon 
wafer. The amine groups surround the dots with a positive charge when they are solvated 
by a protic polar solvent, allowing the dots to repel one another. The positive charge of 
the NH3
+ allows for the dot to adsorb on the negatively charged silicon oxide. Height 
distributions for HF/HNO3-etched dots (left) show much smaller values than their HNO3-
etched counterparts (right). A control AFM image taken on a plain, cleaned silicon wafer 
is also shown (top). 
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Figure C-4. FTIR spectra show a change in the location of the Si-H stretch modes after 
long oxidation times, showing more weight at the O-Si-H modes as the dots become 
more oxidized. These spectra are normalized to the maximum of the Si-H band. A small 
section is removed from the “short oxidation time” spectrum due to CO2 contamination 






 Appendix D contains copyright permissions for the journal articles presented in Chapters 
3, 4 and 5. These permissions are from co-authors and the journals’ publisher, the American 
Chemical Society. Every co-author responded with their formal written permission except for 
Joel Pankow, who was on vacation during the time of the formal request and was unable to meet 
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