Abstract: This work proposes a method, based on optimization, for tuning model-based predictive controllers. The optimized controller has to guarantee appropriated gain and phase margins, sensitivity functions and robustness specifications. The method will be illustrated on Generalized Predictive Control, GPC, and its fractional−order counterpart, FGPC. The method has been tested out and validated in a real time application, the control of a rail−vehicle.
INTRODUCTION
Model-Based Predictive Control (MPC) is an advanced process control strategy that is widely adopted in industrial and academic environments, due to its intrinsic ability to handle input and state constraints for large scale multivariable plants (Camacho and Bordóns, 2004; Maciejowski, 2002; Rossiter, 2003) . This method is based on a dynamic model of the process, which is used to obtain the control action by solving an optimal control problem.
During the last 30 years, multiple predictive control algorithms have been developed based on this idea. One of the most representative predictive controllers is the so−called Generalized Predictive Control (GPC) (Clarke, et al., 1987a, b) , which is an interesting and successful approach to unify different implementations of predictive control.
Fractional−order Generalized Predictive Control (FGPC) is a recent generalization of GPC which uses fractional operators in its definition (Romero, et al., 2008a (Romero, et al., , 2010a .
These fractional operators are defined using fractional calculus, that can be seen as integration and differentiation of non−integer order. Thus, fractional differentiation is the generalization of the derivative operator D n using real or even complex values for the ordinary integer value n (Podlubny, 1999a; Oldham and Spanier, 1974) . This operator can be evaluated using the Grünwald−Letnikov definition (1) for numerical integration and simulation purposes.
(
Nowadays, this branch of mathematical analysis has given rise to many applications in the field of automatic control systems. Fractional−order controllers have been used to enhance the system performance. They include CRONE (Oustaloup, 1995) and PI λ D μ (Petráš, 1999; Podlubny, 1999b) . Advanced control system strategies have been generalized using fractional calculus, such as fractional optimal control (Agrawal, 2004; Agrawal and Baleanu, 2007; Tricaud and Chen, 2008) , fractional fuzzy adaptive control (Mehmet, 2008) and fractional nonlinear control (Jesus, et al., 2008) .
FGPC has also proved to be a versatile, valuable and alternative control strategy. So far, its practical applications include the control of a servomotor plant (Romero, et al., 2008b (Romero, et al., , 2010b , an autonomous Guided Vehicle (AGV) , and a Smart Wheel in a Network environment .
Even though tuning a predictive controller to stabilize a plant in closed-loop is nowadays a solved problem (Camacho and Bordóns, 2004; Maciejowski, 2002; Rossiter, 2003; Clarke, et al., 1987a; Lambert, 1987) , tuning a predictive controller to fulfill some given performance and robustness criteria is not an easy task.
For this reason, in this work we propose a method that guarantees appropriated gain and phase margins, sensitivity functions and robustness specifications. In a different context this method, based on optimization, has been successfully used by other authors to tune PI λ D μ controllers (Monje, et al., 2004a (Monje, et al., ,b, 2008 Chen, et al., 2006) .
To do so, in Section 2 GPC and FGPC are summarized. In Section 3, the proposed tuning method is introduced. The method will be validated in a real time application (the lateral movement control of a rail−vehicle), that is described in section 4. In section 5, a comparative analysis between the GPC and FGPC controllers obtained with the proposed tuning method on the experimental platform is carried out. Finally, section 6 draws the main conclusions of this work.
AN INTRODUCTION TO GPC AND FGPC
GPC is based on the minimization (perhaps subject to a set of constraints) of a cost function
where:
-r is the reference; -y is the output; -N 1 is the minimum costing horizon; -N 2 is the maximum costing horizon; -N u is the control horizon; -γ is a future errors weighting sequence; and -λ is a control weighting sequence.
It is assumed the control signal u(t) remains constant from time instant t+N u (Camacho and Bordons, 2004; Maciejowski, 2002; Rossiter, 2003) .
This cost function can be rewritten as
, e  r -y the vector of future predicted errors, and u the vector of future control increments.
In order to make predictions to evaluate the cost function (2), GPC uses a CARIMA model to describe the system dynamics:
where
) and
) are the numerator and denominator of the transfer function, respectively, ξ(t) represents uncorrelated zero−mean white noise and
) is a (pre)filter to improve the system robustness.
Tuning the controller parameters N 1 , N u , N 2 , γ j , and λ j is critical, as they determine the closed loop stability. In GPC the following thumb−rules are usually accepted (Clarke, et al., 1987a; Lambert, 1987) , as they are adequate for a wide range of applications: N 1 = 1, N 2 = 10 (or the system rise−time), λ = 10 -6 , γ = 1 and N u equal to the number of the system's unstable or badly-damped poles are. Sometimes λ is chosen an exponentially increasing or decreasing sequence: λ(k) < λ(k+1) gives rise to smooth control and a sequence λ(k) > λ(k+1) produces tighter controls (Camacho and Bordóns, 2004) .
The equivalent control loop is shown in ( ), where R and S are obtained from the model polynomials A and B and the controller parameters (N 1 , N u , N 2 , γ j , and λ j ) by means of the minimization of (2), and d stands for disturbance. On the other hand, the FGPC cost function is defined using fractional operators:
Using the Grünwald−Letnikov definition (1) together with the short memory principle (Podlubny, 1999a) we obtain the following discretization (Romero, et al., 2008a (Romero, et al., , 2010a :
where γ(α, Δt) and λ(β, Δt) are given by (7) and (8), respectively.
J FGPC (6) is similar to J GPC (3), where the weighting sequences of GPC are replaced by weighting sequences that are function of the fractional orders α and β and the sampling period Δt. Thus, the closed loop scheme depicted in (Fig. 1) represents both GPC and FGPC. Sensitivity functions will play an important role in the tuning method proposed in this paper. We shall only consider S and T, but many other sensitivity functions are usually defined in predictive control (see (Rossiter, 2003) ) and could be used instead if needed.
The sensitivity function S relates the controlled variable Y(s)
to the disturbance D(s), whereas the complementary sensitivity function T relates the controlled variable Y(s) to the reference R(s):
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THE TUNING OPTIMIZATION METHOD
As it was shown in the previous section, tuning GPC and FGPC means setting N 1 , N u , N 2 , together with γ j and λ j for GPC and α and β for FGPC, respectively.
In order to tune GPC and FGPC, in this section we propose a method, based on optimization, which has already been used to tune fractional−order PI λ D μ controllers (Monje, et al., 2004a (Monje, et al., ,b, 2008 Chen, et al., 2006) . The controlled system has to fulfill appropriated gain and phase margins, sensitivity functions and robustness specifications: -Gain margin (GM): 20 log where arg 180º
-Phase margin (PM):
, where 20 log 0
-High frequency noise rejection:
where T is the complementary sensitivity function and A t is the desired noise attenuation for frequencies ω ≥ ω t .
-Good output disturbance:
where B s is the desired value of the sensitivity function S for frequencies ω ≤ ω s .
-Robustness to variations in the gain of the plant:
With this condition, the phase of the open loop system is forced to be flat at ω c (crossover frequency) and to be almost constant within an interval around this value (Chen, et al., 2003) .
One of the expressions of this set is taken as the main function to minimize, and the rest of them are taken as constraints. Consequently, due to nature of previous expressions, we are dealing with a nonlinear optimization problem which solution is not trivial.
In order to keep the dimension of the optimization problem low, only two parameters will be optimized for each controller:
-Two weighting constant parameters γ and λ for GPC. -Two fractional orders α and β for FGPC.
We shall assume that N 1 , N u , and N 2 are given (perhaps following the thumb-rules given in (Clarke, et al., 1987a; Lambert, 1987) ). However, these parameters and even the prefilter T(z −1 ) could be also found using these optimization techniques.
In this paper, this nonlinear optimization problem will be solved using the function fmincon of the MATLAB TM Optimization Toolbox. This function does not guarantee a global minimum but it does an optimal feasible point in the region defined by previous constraints.
SYSTEM MODEL
The experimental platform, where the comparison is done, is the so−called rail−vehicle ( ). The simplified linear dynamic model of the lateral movement of the vehicle can be easily obtained from the previous scheme:
-m is the mass of vehicle; -f c is the friction force; -F is the driving force; and -x is the lateral displacement.
Since the system model in GPC and FGPC has to be discrete, the equation (16) has been discretized with sampling time T s = 0.01 s:
This will be the model for both GPC and FGPC.
This system is connected to a PC computer Intel®Pentium 
APPLICATION EXAMPLE
In this section, the comparative analysis of the effectiveness and performance of GPC and FGPC with the experimental platform is carried out. As described above, both controllers will be optimized to fulfill some requirements described above:
-Maximize the phase margin (no specification is set on the gain margin);
Both controllers will be obtained with the following N 1 , N u , and N 2 parameters, chosen following (Clarke, et al., 1987a; Lambert, 1987) :
-N 1 = 1 (no time−delay, or unknown); -N 2 = 100 (≈ system rise−time); and -N u = 2 (number of badly damped−poles).
The plant model will be given by the transfer function (17).
It is well known that the prefilter T(z −1
) can improve the system robustness against the model−process mismatch and the disturbance rejection. In (Yoon and Clarke, 1995) , some guidelines are given. Just to illustrate the proposed optimization method, in this work we shall use for both controllers.
GPC
For the design specifications given above, the solution to the optimization problem is ( *, *) (9.9903, 8.9332)
for an initial seed . In ( ) and ( ) are depicted the gain and phase margins, respectively, of the system for 
FGPC
In this case, the seed for the optimization algorithm has been ( , ) (0.5, 0.5)
  
, which gives the optimal solution ( *, *) (0, 0.8)
The corresponding weighting sequences γ and λ are given by (7) and (8). In ( ) and ( ) are depicted the gain and phase margins, respectively, in the interval 
GPC and FGPC comparison
With the proposed method, tuning both GPC and FGPC to fulfill the specified requirements has been a straightforward task. The optimization process has been accomplished in an interval of 20 − 30 seconds for both controllers using a PC computer with Intel® Core TM 2Duo T9300 2.5 GHz running MATLAB TM 2007a.
The sensitivity functions of both controllers are quite similar ( ) and meet the design specifications providing a good output disturbance and high frequency noise rejection. Step responses of the controlled system using GPC and FGPC. ) is plotted the step response of the rail−vehicle, both actual (real-time) and simulated. It can be seen that the model−process mismatch is small. GPC and FGPC exhibit similar responses with no overshoot and good noise rejection, but FGPC is a bit slower as it is in general more robust.
CONCLUSIONS
This paper has proposed a method to tune predictive controllers, fulfilling gain and phase margins, sensitivity functions and robustness specifications, in an easy and straightforward way. Even though this work has focused on GPC and FGPC, the method can be used to tune other types of predictive controllers.
In order to illustrate the method, an experimental test in realtime has been carried out.
