Using computed infrared intensities for the reduction of vibrational configuration interaction bases by Le Bris, Vincent et al.
HAL Id: hal-02524533
https://hal.archives-ouvertes.fr/hal-02524533
Submitted on 30 Mar 2020
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Using computed infrared intensities for the reduction of
vibrational configuration interaction bases
Vincent Le Bris, Marc Odunlami, Didier Bégué, Isabelle Baraille, Olivier
Coulaud
To cite this version:
Vincent Le Bris, Marc Odunlami, Didier Bégué, Isabelle Baraille, Olivier Coulaud. Using computed
infrared intensities for the reduction of vibrational configuration interaction bases. Physical Chemistry
Chemical Physics, Royal Society of Chemistry, 2020, ￿10.1039/D0CP00593B￿. ￿hal-02524533￿
This journal is©the Owner Societies 2020 Phys. Chem. Chem. Phys.
Cite this:DOI: 10.1039/d0cp00593b
Using computed infrared intensities for the reduction
of vibrational configuration interaction bases†
Vincent Le Bris, *a Marc Odunlami, a Didier Bégué, a Isabelle Baraillea and
Olivier Coulaudb
The Adaptive Vibrational Configuration Interaction (A-VCI) algorithm is an iterative process that computes
the anharmonic spectrum of a molecule using nested bases to discretize the Hamiltonian operator. For large
molecular systems, the size of the discretization space and the computation time quickly become
prohibitive. It is therefore necessary to develop new methods to further limit the number of basis functions.
Most of the time, the interpretation of an experimental infrared spectrum does not require the
calculation of all eigenvalues but only those corresponding to vibrational states with significant intensity.
In this paper, a technique that uses infrared intensities is introduced to select a subset of eigenvalues to
be precisely calculated. Thus, we build smaller nested bases and reduce both the memory footprint and
the computational time. We validate the advantages of this new approach on a well-studied 7-atom
molecular system (C2H4O), and we apply it on a larger 10-atom molecule (C4H4N2).
1 Introduction
The computation of anharmonic vibrational spectra is a hot topic
because of its usefulness as a tool for the interpretation of infrared
spectra in fields as diverse as biochemistry, chemical reactivity,
interstellar chemistry, complex matrix chemistry and material
chemistry. The complexity of vibrational data, particularly in spectral
regions with high density of states (mid-IR) or with very low active
signals (near IR), makes the use of predictive modeling an essential
support for the interpretation of experimental spectra. The main
challenge concerns the ability to compute the spectrum of complex
Hamiltonians in affordable computational times and with worth-
while accuracy. Complexity arises when the size of the molecular
system under consideration becomes large, but also when relevant
terms, such as Coriolis corrections, are added to the Hamiltonian.
In these cases, new methods and algorithms are required.
The Adaptive Vibrational Configuration Interaction (A-VCI)
algorithm1,2 has been developed to effectively reduce the number
of vibrational states used in the Configuration Interaction (CI)3–6
process. It builds iteratively nested bases to discretize the Hamilto-
nian operator within a large CI approximation space by considering
an a posteriori error estimator for the convergence of the method and
to select the most relevant directions to expand the discretization
space. Currently, the robustness and reliability of this method have
been tested on molecules of 4 atoms (formaldehyde), 6 atoms
(acetonitrile) and 7 atoms (ethylene oxide) for calculated vibrational
spectra up to 3000 cm1. In order to be able to process larger
systems, it is mandatory to control the memory footprint and the
CPU time of the algorithm. The complexity depends on the size of
the generated bases, the required accuracy and also on the number
of eigenvalues searched for. For larger molecules, the size of the CI
approximation space increases exponentially as well as the density
of vibrational states, especially in high energy regions. These two
points lead to extremely large basis sizes (and therefore matrices)
making the calculation of eigenvalues difficult.
Traditionally, pruning techniques7–13 have been used exten-
sively to reduce the number of elements in the CI approxi-
mation space. The most commonly used pruning conditions
are usually written as follows
X3N6
i¼1
giðniÞ  b; (1)
where gi is an arbitrary function. The choice of the value of b is
the result of a trade-off between the size of the approximation
basis and the accuracy required for the eigenvalues with respect to
the Hamiltonian continuous spectrum. However, for molecules
with more than 7 or 8 atoms, this method does not reduce the
approximation space sufficiently to obtain satisfactory accuracies.
A complementary idea to be able to process larger molecules is to
take into account information on vibrational states that are active in
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infrared or Raman spectroscopy. The mode-tracking technique14,15
applies this strategy for the diagonalization of the Hessian matrix
within the harmonic approximation. The Intensity-Carrying Modes
(ICM) theory16 also uses this idea. The latter method generates a
small number of pseudo-modes with non-zero dipole derivatives
in order to reduce the dimension of the problem. ICM theory is
used as an efficient starting point17 for the Intensity Tracking
technique,18 an iterative algorithm that selects only the spectro-
scopically active modes.
This paper is intended to be a proof of concept to demonstrate
the feasibility of applying this idea within an anharmonic framework
using the A-VCI formalism. Since the computational cost of A-VCI
mainly depends on the size of the basis obtained at each iteration,
the choice of the enlargement strategy is a key point to optimize the
performance of the algorithm. Selection techniques, based on the
residual vector components, offer a good trade-off between
the memory footprint and the execution time.2 Nevertheless, the
behavior of these component-wise strategies is strongly connected to
the accuracy required on the final eigenpairs. Indeed, the basis
functions selected for a given threshold will not necessarily be
selected when a better accuracy is required (i.e. for a lower value of
the threshold). In addition, the expansion rate of the A-VCI adaptive
basis increases with the frequency range of the spectrum under
study, i.e. the number of eigenpairs required. In this work,
we explore the idea that the information on IR intensities can
significantly reduce the number of eigenvalues that need to be
accurately calculated. Calculation of IR intensities beyond electrical
harmonicity was implemented in the A-VCI algorithm to efficiently
reduce the size of the problem without any loss of accuracy on a
subset of eigenpairs. In addition, knowledge of IR intensities
provides additional information that is useful for experimental
interpretation of non-fundamental bands in experimental spectra.
The calculation of IR intensities is already considered in the
literature19–21 and is based on a non-linear dependence between
the dipole moment and the normal coordinates.
The context of the variational approach used in this paper is
presented in Section 2.1. Then, a brief presentation of the A-VCI
method is provided in Section 2.2.1. In Sections 2.2.2 to 2.2.5, new
strategies to achieve faster convergence are presented: the energy
pruning of the search space, a new accuracy-independent basis
augmentation technique and the intensity selection of vibrational
states. Section 2.3 presents how the Coriolis terms and the inten-
sities are efficiently computed in the A-VCI framework. Finally, to
highlight the interest of these new developments, we present
numerical results for ethylene oxide (C2H4O), leading to a reduction
of the basis size of almost 50%, and then, on the more challenging
pyrazine molecule (C4H4N2), for which it would have been impos-
sible to obtain such precise results without intensity selection.
2 Formalism, algorithm overview and
new developments
2.1 Context
The vibrational frequencies of a molecule are obtained by
calculating the eigenvalues of the Hamiltonian operator H.
Given a N-atom molecular system with D = 3N  6 degrees of
freedom, we consider the vibrational Hamiltonian









the harmonic operator, V(q) the
anharmonic Potential Energy Surface (PES), C(q) the second order
Coriolis correction, q = (q1,q2,. . .,qD) the normal dimensionless




is a Taylor expansion of order S, which is a sum of products of















with oi the harmonic frequency associated with the qi coordinate,
Ba the rotational constant associated with the a = x,y,z axis
(in cm1), and zakl the Coriolis constant coupling qk and ql through
rotation along the a axis, with zakl = zalk.
Let P be the space spanned by the eigenfunctions of the
harmonic operator, H0. These eigenvectors, f
0
n, write as the product
of D one-dimensional Hermite functions of degrees n = {n1,n2,. . .,nD}.
Let d = {d1,d2,. . .,dD} the maximal degree of these functions. We









The calculation of the spectrum of the Hamiltonian operator
leads to the computation of the eigenvalues of the matrix H, the
discretization of the operator H in Pd. In the framework of the
variational approach, the coefficients of the H matrix are
written as
H(i,j) = hf0i (q)|(H0(q) + V(q) + C(q))f0j (q)i.
The calculation of the hf0i (q)|C(q)f0j (q)i is given by the
formulae in ref. 22 whereas the formulae for the integrals
involving the harmonic operator and the anharmonic PES are
given in our previous work.2
Let (Ek,Xk) be the kth eigenpair of the m  m matrix H. As
shown in ref. 19 the intensity Ik between the vibrational state k








where NA is the Avogadro’s number, Ra,k the transition dipole
moment between the states 0 and k in the a-direction, E0 and Ek
the first and the (k + 1)th eigenvalues. Converting the constant
8p3NA
3hcð4pe0Þ
to standard units leads to the following formula




 2 km mol1; (4)
with E0 and Ek in cm
1, and Ra,k in a.u. The transition dipole
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Ra,k = hX0|ma(q)Xki = hXk|ma(q)X0i, (5)
where l = (mx,my,mz) is the dipole operator. Each dipole moment
surface ma is a Taylor expansion with respect to the D-dimensional






where ||||1 is the usual 1-norm and S̃ is its maximal degree, which
verifies S̃ r S  1, since l is the first derivative of the energy with
respect to the electric field.
2.2 The A-VCI algorithm
2.2.1 Quick algorithm overview. The A-VCI algorithm1,2 is
an iterative procedure used to calculate the first F eigenpairs
of the Hamiltonian, discretized in a very large space while
guaranteeing the accuracy of the calculation. At the end of the
computation we obtain a representation of the F smallest
eigenpairs in a subset B of Pd.
The key point of the approach is the decomposition of the
image by the operator H of the subspace B( j) at iteration j,
noted H(B( j)), in the direct sum of two orthogonal spaces B( j)
and B( j)R . To improve the readability of the notations, the
subscript ( j) will be omitted in the following.
We denote by H̃ the discrete representation H of in H(B), and by
H (resp. HR) the discrete representation of H in B (resp. BR):
~H ¼
H HTR





The estimate of the difference between an eigenpair (E,X) of
the operator discretized in B and the corresponding eigenvalue
Ẽ in H(B) is written
|E  Ẽ| r ||HRX||2,
where ||||2 is the usual Euclidian norm. If ||HRX||2 is small,
then E is a good approximation of the eigenvalue Ẽ in the larger
space H(B).
We briefly recall the main steps of the A-VCI algorithm. First,
we define an initial basis B0 belonging to the Pd space. This
basis contains at least the first F + 1 functions of Pd sorted
by ascending energies corresponding to the diagonal of the
operator (2).
Then, we construct the sparse structures (i.e. only the row
and column indices of the non-zero elements) of the matrices
H = BT0H(B0) and HR = B
T
0H(B0). During this step, we also build
the set of admissible basis elements BR = H(B)\B, which is
needed to compute the sparse structure of the matrix HR. The
iterative procedure begins by calculating the terms of the
Hamiltonian matrix, then the first F eigenpairs are computed
by an iterative eigensolver.
To check the convergence of the algorithm, we evaluate the
scaled residual vectors for all eigenpairs (Ec,Xc)
rc = HRXc/Ec. (6)
If the maximum value of the norms ||rc||2 for c = 1,. . .,F is
lower than a threshold e, the method has converged. This
evaluation requires the calculation of the non-zero elements
of HR involved in each component of the scaled residual
vectors. If the convergence is not achieved, we build the new
active space B in the next iteration by adding the elements
selected from BR. Finally, we update the sparse structures of the
two matrices with the newly added basis elements.
When the convergence is reached, the eigenpairs are not only
the eigenpairs of the Hamiltonian discretized in B, but also a good
approximation of those of the Hamiltonian discretized in B"BR.
2.2.2 Reduction of the approximation space. The first way
to reduce the size of the active space B is to reduce the size of
the product space Pd. First, we set the following energetic







Then, we introduce a global energetic pruning condition on
the functions of Pd to reduce its size even more. The resulting
approximation space PEmax is defined by






This idea is widely used to efficiently reduce the size of
vibrational bases (see ref. 7, 11–13).
2.2.3 Collective component-wise strategy (CCWe). The per-
formance of the method depends on how the active space
increases at each iteration of the algorithm. In the previous
paper,2 several strategies have been introduced to limit the
number of terms to be added at each iteration while ensuring
the decrease of the residual norm. We now briefly recall the
CCWe(p) approach used in ref. 2.
At any given iteration of the A-VCI algorithm, let K be the set
of the non-converged eigenpairs (Ec,Xc), i.e. K = {c A {1,. . .,F}
with ||rc||2 4 e}, where rc is the scaled residual vectors defined







jðr‘Þij with i ¼ 1; . . . ;mR;
where mR (resp. k) is the size of space BR (resp. K). The main
objective is to identify the significant components in R to
determine the elements to be added to B. The way in which
the elements are selected will result in a trade-off between the
speed of convergence and the basis enlargement. We denote by





the set of indices of admissible elements of BR and we define
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Finally, the subset A of elements to add is defined by
A = {ni such that n
T
i R 4 mean(e,p)}.
One difficulty is to choose p in order to obtain the best trade-
off between the growth of the basis size and the convergence
rate. We refer the reader to our previous work2 for more details
on this strategy.
2.2.4 Accuracy independent strategy (CCW). The main
drawback of the previous strategy is that the final bases are
not necessarily nested when the e parameter decreases. How-
ever, for large systems, it is necessary to be able to decrease
progressively e in order to reach the best accuracy computa-
tionally achievable. Indeed, in the CCWe approach described in
Section 2.2.3, the mean residual vector R is based on eigenpairs
that have not yet converged and they can be different depending
on the value of e. In addition, e is also involved in the computa-
tion of M, and thus in mean(e,p). To overcome this problem, we
start by modifying the definition of the mean residual vector by






jðr‘Þij with i ¼ 1; . . . ;mR:












Finally, in this strategy called CCW(p), the elements to add
to B are selected as follows
A = {ni such that n
T
i R 4 mean(p)}.
The e parameter is now used only as a convergence criterion to
stop the iterative procedure. This specificity allows the successive
use of the A-VCI method as an ideal restart procedure to gradually
achieve greater accuracy. As in our previous strategies,1,2 the choice
of p is crucial to obtain an optimal trade-off between the number of
iterations to reach the convergence, and the number of basis
elements added at each iteration.
2.2.5 Selection strategy based on intensities (SI). The CCWe
and CCW approaches are used to select basis elements from BR,
thus restricting the number of vibrational states to be added at
each iteration. However, these approaches take into account
every eigenpair. The idea here is to more drastically restrict the
number of selected states by considering only a subset of
eigenvalues that are of interest from an experimental point of
view. By selecting only the states with significant intensity, only
the states useful to decrease the components of the residual
vector corresponding to this subset will be added to B.
We introduce the eI threshold and define the subset of
eigenpairs we wish to consider by
KeI = {(Ec,Xc), such that Ic 4 eI c = 1,. . .F},
where Ic is the intensity of eigenpair (Ec,Xc) defined in (4). We
construct the scaled residue (6) only for the eigenpairs of KeI to
check whether they have converged, and then we apply the
selection strategy to that subset only.
In eqn (5), the computation of Ic for every eigenpair (Ec,Xc)
depends on the first eigenvector X0. Since our process is
iterative, it is necessary to have a good approximation of the
first eigenvector X0 to expect a good approximation of Ik.
Therefore, we must ensure the convergence of the first eigenpair
before using the selection strategy based on intensities.
This new strategy, called Selection by Intensity (SI), has two
main steps: in the first step, the algorithm uses the traditional
approach (CCWe or CCW) on the first F eigenpairs to enrich the
basis until the convergence of the first eigenvector X0 is
reached. In the second step, the algorithm continues only for
the states with an intensity greater than eI.
2.3 Algorithmic details
2.3.1 Sparse structure of the Coriolis matrix. Due to the
polynomial form of the PES part of the operator and the
properties of the Hermite functions, it is possible to efficiently
calculate the sparse structure of the Hamiltonian matrix, which
is the most time-consuming step.
However, in the Coriolis contribution, first and second
derivatives terms prevent us from directly calculating the
corresponding sparse structure in the same way as for the PES.
To do this, it is possible to define a pseudo-surface in polynomial
form which will contain the sparse structure corresponding to the
Coriolis couplings. For a given basis function f0n, the subset of basis








The full subset of basis functions that are connected to f0n by





Let us consider two Hermite functions c0n and c
0
m related to a
normal dimensionless coordinate q and its corresponding
conjugate momentum p. Thanks to the properties of the
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a0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m are non-zero for the same
values of n and m. This is also true for integrals with q2, qp, pq
and p2. Each Coriolis term zaijz
a
klqipjqkpl involves at most four
variables with indices i, j,k,l, where 1 r i,j,k,l r D. Since j a i
and l a k, the number of times each index appears is at most 2,
so that these terms only involves products of type q, p, q2, qp, pq
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Proposition 1 Consider the normal dimensionless coordi-
nate q = (qh)h= 1,. . .,D, the multi-index (i,j,k,l), where j a i and l a
k, and s̃h(i,j,k,l) is the number of times the index h appears in














We call Coriolis Pseudo-Surface (CPS) the polynomial form





h . The full subset of basis
















Thanks to Prop. 1, it is easy to see that the two subsets
CCPS(n) and CCor(n) are identical. As a result, we can now
quickly determine the sparse structure resulting from Coriolis
couplings in the same way as for the PES.
2.3.2 Fast evaluation of the intensity. Calculating the
intensities (4) requires a fast evaluation of the transition dipole




where Ma(i,j) = hf0i |maf0j i. Since only the non-zero elements of Ma
are involved in the matrix-product MaX0, we have to consider
the sparse structure of each matrix Mx, My and Mz.
From a computational point of view, the idea is to build a
single sparse structure in order to save memory. Let S be the
set of multi-indices s such that there is at least one a (x, y, or z)
with a non-zero coefficient Ca,s in m
a (i.e. S = {s / Cx,s a 0 or
Cy,s a 0 or Cz,s a 0}).




Result: Ic, the intensity vector for the eigenvalues Ec when c4 0
Build the set S;
Construct on the fly the vectors Ya0 = M
aX0 for a = x,y,z; for c = 1
to F  1 do
Evaluate: Ra = X
T
cY0 for a = x,y,z;
Build: Ic = CI(Ec  E0)(Rx2 + Ry2 + Rz2);
Algorithm 1 explains how the intensities are computed.
Once the set S is built, we evaluate on the fly three sparse
matrix-vector products (line 2) to obtain Ya0 from X0. Finally, for
each calculated eigenvalue, we construct the three dipole
transition moments (line 3) and add them together to obtain
the intensity via the formula (4).
3 Results and discussion
The aim of this section is to establish a proof-of-concept for the
intensity screening strategy with two test molecules. We use the
potential energy surfaces (PES) already available in the literature
and considered as references by several authors (see ESI† for the
force constants). It is not intended to obtain the most accurate
results to reproduce the experimental data. The idea is to show
that the new options of the A-VCI method allow excellent control
of the error coming from the discretization of the Hamiltonian,
for which the discrete spectrum is well known. Moreover, the
screening strategy introduced in this paper is intended for a
finer control on a subset of eigenvalues of interest.
The first computations aim to validate the concepts introduced
in the previous section on ethylene oxide (C2H4O), using a PES
already published in previous works.2,23,24 This PES was approxi-
mated by a Taylor series in normal dimensionless coordinates at
the CC/B3//cc-pVTZ (4th order) level of calculation. The dipole
moment and Coriolis coefficients were calculated at a B3LYP//
6-31+G(d,p)25 level of calculation. Finally, the calculations on
pyrazine (C4H4N2) will demonstrate the feasibility and efficiency of
our latest developments to calculate the spectrum of a 10-atom
molecular system.
3.1 Numerical environment
The C++ code takes advantage of the OpenMP shared-memory
paradigm for parallelization. We consider ARPACK26 to solve the
eigenvalue problem at each iteration. The number of Arnoldi
vectors generated is set to (2F + 1), and the convergence criterion
to 1016. Due to the large dimensions (Z15) of the calculations
presented in this section, we use the 64 bits interface of LAPACK/
ARPACK for integers. Moreover, we do not store in memory the
coefficients of the HR matrix
1,2 so the scaled residues (6) are
computed on the fly to limit the memory footprint.
Extensive testing was conducted on this computer: 64-core
Intel Xeon Gold SKL-6130 node running at 2.1 GHz with 3TB of
shared memory. The Intel compiler (2019.3.199) is used with
the following options: -O3 -qopenmp.
3.2 Influence of the Coriolis contributions
Fig. 1 reports the energy deviations on computed eigenvalues for ethyl-
ene oxide. The influence of off-diagonal Coriolis terms is very small
compared to the effect of the diagonal terms (all eigenvalues,
frequencies, and assignments are reported in the ESI†). This is con-
Fig. 1 Energy deviations (cm1) on computed eigenvalues for C2H4O.
Differences between the operator with Coriolis diagonal terms and PES
terms only are in blue ( ). Differences between the operator with every
Coriolis terms and diagonal Coriolis terms only are in red ( ). Calculations
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sistent with the results reported in the literature27,28 and these terms
should only be added when high accuracy is needed (o1 cm1). Since
the deviations caused by non-diagonal terms are lower than 1 cm1,
only diagonal terms will be used in the following computations.
3.3 Screening by intensity
In this section, we provide further numerical experiments to assess
the influence of the parameter eI in the new selection strategy. In
Fig. 2, we plotted the numerical spectra for different values of eI with
F = 200, p = 8, Emax = 25 000 cm
1 and e = 0.005 compared to a
reference calculation without selection. These spectra are obtained
from numerical values using a Lorentzian profile29 with a width at
half height of 15 cm1. These lineshapes are centered on the
frequencies with an intensity above eI, and the peak heights corre-
spond to a normalization of the molar absorption coefficient based
on the predicted intensities (see ESI† for the numerical results).
For eI = 1.0 km mol
1, and especially for eI = 10.0 km mol
1,
Fig. 2 shows that several frequencies were not taken into account by
the selection algorithm. This absence represents a substantial
change to the final profile. However, for eI = 0.1 km mol
1, the
selection has not significantly affected the profile compared to the
one obtained without the selection. For example, in the 2600 cm1
region, the eI = 10.0 km mol
1 computation misses all the bands.
The eI = 1.0 km mol
1 computation succeeds in recovering one
band, whereas the eI = 0.1 km mol
1 calculation recovers most of
the significant information. This leads us to conclude that the eI =
0.1 km mol1 threshold is a good trade-off between efficiency and
accuracy for a qualitative study of the spectrum.
Let us first compare in Table 1 the efficiency of the SI
strategy for an accuracy of 0.005 on the 200 first eigenpairs.
As the number of frequencies is reduced by the selection
algorithm, we obtain smaller basis sizes and execution times.
It should be mentioned that the number of frequencies with an
intensity above a given threshold eI (i.e. selected by the algorithm) is
sightly different from the number of frequencies with an intensity
above the same threshold when no selection is made. The intensities
corresponding to these missing frequencies have the same order of
magnitude as the threshold eI. When the selection begins (second
step of the algorithm), the corresponding eigenvectors are not
perfectly represented in the basis and lead to an inaccurate approxi-
mation of their intensities. Since the values of the resulting inten-
sities are near eI, but slightly lower, the corresponding states are not
selected by the algorithm. For these particular states, the added
information thereafter does not entail the convergence of their
eigenvectors. However, this side effect is not of major importance
since it vanishes by reducing the eI parameter. For example, with eI =
0.1 km mol1, the final basis size and the total time are almost
Fig. 2 Influence of the eI (km mol
1) parameter using the SI strategy for C2H4O. The bandshapes have been created using a Lorentzian profile with a
width at half height of 15 cm1 and normalized.
Table 1 Intensity screening for C2H4O. The parameters are e = 0.005,












10.0 7 384 604 24 508 221 468 10
1.0 24 985 134 44 411 833 1589 11
0.1 71 1 797 093 60 844 318 3211 11
0.01 111 2 463 607 71 571 482 4918 11
0.0 200 3 473 266 91 128 462 7139 11
Fig. 3 Scaled residues using the SI strategy (eI = 0.1 km mol
1). Calcula-
tions are done for C2H4O with the following parameters: F = 200, p = 8,
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halved without any significant qualitative impact on the spectrum
profile.
Fig. 3 presents the scaled residues for every eigenvalue at the
convergence of the algorithm. The horizontal line represents the
selected value of e = 0.005. The red dots correspond to the 71
eigenvalues with an intensity higher than eI = 0.1 km mol
1, while
the blue triangles are for those with an intensity lower than eI. The
first eigenpair (E0,X0) converges after 5 iterations and the full run
takes 1 h 54 min to converge in 11 iterations with 32 cores. At the
convergence, only 54 eigenvalues have a residue greater than e =
0.005. This means that 75 eigenvalues with an intensity lesser than
0.1 km mol1 have also converged even though they were not
selected by the algorithm. The final basis size is 1 797 093.
In summary, the new intensity-based selection strategy allows us
to reliably address this problem using less than half the computa-
tional resources needed. The results of this calculation are compared
with the experimental data in the ESI.†
3.4 Application to a 10-atom molecular system
To push the limits of the method, we consider a larger
molecular system. The harmonic coefficients of the PES gener-
ated were calculated at the CCSD(T)//cc-pVTZ level. The anhar-
monic part of the potential (composed of 367 cubic terms and
666 quartic terms), the Coriolis coefficients, and the dipole
moment second order terms were all computed at the B3LYP//
6-31+G(d,p) level. We consider an intensity criterion eI set to
0.1 km mol1 which appears as a good trade-off between
computational time, accuracy on the eigenvalues, and relevant
experimental data.
For this challenging computation, 2400 eigenvalues are
needed to reach the 3000 cm1 region. The strategy involves
lowering e gradually from 0.05 to 0.02, using the previously
computed basis as a starting point for the next calculation. On a
side note, the first step of the screening algorithm (i.e. the
convergence of the first eigenpair) only occur during the first
run (e = 0.05). Table 2 shows details about each computation. It
is important to note that the eigensolver always represents
about 97% of the total CPU time. This is the major limitation
for large sized systems due to the high density of vibrational
states in the high energy region of the spectrum.
The last run (with e = 0.01) fails to complete in a reasonable
time (o30 days). The 6 iterations that went well took 26 days to
complete (with 6 days for the last one to go from a matrix of
4 015 680 to 4 960 271 elements). The shared memory version of
ARPACK is unable to compute 2400 eigenvalues for a matrix of
this size in the allotted time. Only 7 eigenvalues have not
converged among the 57 with an intensity above the threshold
eI = 0.1 km mol
1.
Table 2 Summary of the different computations for C4H4N2. The para-











0.05 62 55 315 38 720 120 10 284 9992
0.04 60 108 733 68 315 887 22 821 22 159
0.03 57 190 490 106 409 050 56 283 54 873
0.02 57 725 390 301 805 985 157 593 151 914
Fig. 4 Evolution of the basis size using the SI strategy (eI = 0.1 km mol
1)
for C4H4N2 with the following parameters: F = 2400, p = 8 and Emax =
22 000 cm1.
Fig. 5 Comparison between experimental data for C4H4N2 and an A-VCI computation using SI (eI = 0.1 km mol
1). The parameters are F = 2400, p = 8,
Emax = 22 000 cm
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Fig. 4 represents the evolution of the basis size with each
iteration. The exponential growth rate of the basis needed to
reach higher accuracy has a strong impact on the ability to solve
the eigenproblem, especially for this many eigenvalues.
The results obtained for e = 0.02 are compared to experi-
mental data30,31 on Fig. 5. Despite the fact that e is relatively
high and the 4th order force field used may not represent well
the potential energy, the A-VCI results are in very good agree-
ment with these data. However, a few differences in the
intensity repartition can be observed. In the 1100–1300 cm1
region, there is an inversion regarding the last 2 bands. There is
also an overrepresentation of the bands in the 3000 cm1
region, probably attributable to the large number of active
frequencies accumulating in this Lorenzian representation.
Table 3 A-VCI calculation for the first F = 2400 eigenvalues of C4H4N2 with the SI method (eI = 0.1 km mol
1). The parameters are p = 8, Emax = 22 000 cm
1
and e = 0.02. Only the eigenpairs selected by the SI method are provided. Their position number in the full spectrum is given in parentheses, as well as the
eigenvector coefficients used to make the attributions
Number Frequency (cm1) Intensity (km mol1) Assignment
1(2) 414.64 26.45 o2(0.97), o2 + o10(0.16)
2(8) 771.76 31.30 o6(0.96), o6 + o10(0.17)
3(17) 1014.97 31.16 o11(0.96), o10 + o11(0.19)
4(18) 1039.31 0.20 o1 + o4(0.97), o1 + o4 + o10(0.16)
5(19) 1056.12 8.89 o12(0.9), o1 + o5(0.33)
6(21) 1090.84 2.02 o1 + o5(0.9), o12(0.33)
7(24) 1127.42 6.62 o13(0.9), o2 + o5(0.32)
8(25) 1143.61 4.24 o14(0.93), o10 + o14(0.25)
9(27) 1174.44 0.51 o2 + o5(0.91), o13(0.32)
10(34) 1269.78 0.12 o1 + o8(0.92), o2 + o7(0.16)
11(37) 1321.10 0.82 o2 + o7(0.93), o2 + o7 + o10(0.15)
12(44) 1360.87 0.22 o2 + o8(0.95), o2 + o8 + o10(0.16)
13(49) 1404.53 30.08 o17(0.94), o10 + o17(0.2)
14(60) 1475.52 0.21 o18(0.95), o10 + o18(0.2)
15(86) 1605.21 0.16 o3 + o11(0.95), o3 + o10 + o11(0.19)
16(92) 1645.30 0.35 o3 + o12(0.73), o6 + o7(0.52)
17(94) 1653.14 1.49 o6 + o7(0.69), o3 + o12(0.49)
18(108) 1691.72 1.85 o6 + o8(0.86), o7 + o9(0.26)
19(113) 1719.04 0.27 o5 + o9(0.92), o6 + o7(0.22)
20(119) 1732.92 0.17 o3 + o14(0.92), o3 + o10 + o14(0.25)
21(137) 1782.01 0.14 o6 + o10(0.91), o6 + 2o10(0.26)
22(157) 1845.69 0.12 o4 + o14(0.93), o4 + o10 + o14(0.25)
23(166) 1858.86 0.26 o1 + o19(0.94), o1 + o10 + o19(0.2)
24(169) 1876.49 0.55 o7 + o9(0.89), o6 + o8(0.29)
25(184) 1911.19 1.56 o8 + o9(0.73), 3o1 + o8(0.41)
26(186) 1914.25 0.72 3o1 + o8(0.66), o8 + o9(0.52)
27(259) 2052.19 0.36 o7 + o14(0.9), o7 + o10 + o14(0.24)
28(266) 2064.78 0.27 o10 + o12(0.84), o1 + o5 + o10(0.3)
29(277) 2080.72 0.13 o8 + o13(0.9), o2 + o5 + o8(0.29)
30(453) 2283.81 0.19 o12 + o15(0.83), o1 + o5 + o15(0.32)
31(702) 2488.56 0.14 o9 + o19(0.89), o9 + o10 + o19(0.22)
32(991) 2642.48 0.16 o13 + o19(0.87), o2 + o5 + o19(0.26)
33(1023) 2657.88 0.15 o14 + o19(0.77), o1 + 2o2 + o4 + o5(0.36)
34(1143) 2708.17 0.10 o1 + 2o6 + o8(0.46), o1 + o3 + o6 + o11(0.36)
35(1162) 2714.71 0.11 o14 + o20(0.76), o10 + o14 + o20(0.24)
36(1381) 2799.75 1.90 o16 + o18(0.86), o23(0.19)
37(1558) 2856.98 0.12 o2 + o9 + o18(0.87), o1 + o2 + o3 + o18(0.19)
38(1742) 2911.31 0.29 o1 + o5 + 2o7(0.47), o1 + o6 + o7 + o9(0.42)
39(1794) 2921.67 0.32 o17 + o19(0.66), 2o8 + o11(0.5)
40(1918) 2956.39 0.54 o1 + o2 + 2o3 + o11(0.85), 3o1 + o2 + o3 + o11(0.28)
41(1922) 2956.98 9.36 o17 + o20(0.64), o3 + o14 + o15(0.35)
42(1929) 2959.09 2.66 o3 + o14 + o15(0.77), o17 + o20(0.29)
43(2045) 2989.40 1.02 o18 + o19(0.82), o17 + o20(0.31)
44(2046) 2990.13 0.36 o4 + o12 + o15(0.8), o2 + o4 + o6 + o12(0.3)
45(2062) 2994.76 4.24 o22(0.65), o18 + o20(0.41)
46(2093) 3002.95 0.14 o1 + o5 + 2o9(0.62), 2o9 + o12(0.36)
47(2108) 3006.17 0.96 o3 + o10 + o17(0.8), o3 + 2o10 + o17(0.26)
48(2110) 3006.43 0.18 o1 + o2 + o3 + o6 + o8(0.45), o3 + o4 + o6 + o8(0.25)
49(2164) 3018.50 0.44 o2 + o6 + o8 + o9(0.39), o6 + o8 + o16(0.37)
50(2210) 3030.52 0.13 2o3 + o4 + o13(0.68), o6 + o8 + o16(0.32)
51(2211) 3030.81 0.15 2o3 + o4 + o13(0.55), o6 + o8 + o16(0.4)
52(2255) 3042.48 29.57 o23(0.5), o5 + o6 + o19(0.29)
53(2265) 3044.12 1.78 3o1 + o2 + o6 + o8(0.35), o2 + o5 + o7 + o8(0.34)
54(2281) 3046.91 1.41 o5 + o6 + o19(0.53), o1 + 2o7 + o8(0.46)
55(2291) 3049.64 5.98 o5 + o6 + o19(0.61), o2 + o5 + o7 + o8(0.29)
56(2296) 3051.71 24.43 o23(0.46), o2 + o6 + o8 + o9(0.36)
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There are also minor discrepancies on the position of a few bands
caused by the precision limitation on this calculation (e = 0.02). In
particular, the o6 + o7 (1653.14 cm
1), o6 + o8 (1691.72 cm
1)
bands and, to a lesser extent, the o7 + o9 (1876.49 cm
1), o8 + o9
(1911.19 cm1) bands are slightly shifted toward the low-energy
side of the spectrum. This figure also compares these results with a
calculation in double harmonic approximation to highlight the
effect of mechanical and electrical anharmonicity. Complete
numerical results are presented in Table 3. The detailed results
obtained for e ranging from 0.03 to 0.05 are provided in the ESI,†
as well as numerical results in double harmonic approximation.
4 Conclusion
One of the main challenges for the computation of anharmonic
spectra resides in the choice of a suitable basis to discretize a
given vibrational Hamiltonian. We have previously shown that
the A-VCI method provides the beginning of a solution by
sparingly selecting basis functions in a hierarchical manner,
allowing some control over the accuracy of the computed
eigenvalues.
In this paper, we managed to reduce the size of the nested
bases of the A-VCI algorithm, which allowed us to calculate the
IR spectrum of a 10-atom molecule. First, using an energy
pruning method, we reduced the total number of available
basis functions. Second, the basis-increasing technique, inde-
pendent of the accuracy of the algorithm, allowed us to
progressively refine the results to achieve better accuracy.
Finally, the computation of IR intensities allowed us to select
only the vibrational states that are active in infrared, thus
reducing the size of the successive bases, as well as the memory
footprint, while accelerating the computational time.
These developments have been validated on a system with 7
atoms (C2H4O), without any significant loss in the accuracy of
the eigenvalues of interest, with a 55% computational time
reduction in the case we retained (eI = 0.1 km mol
1). As a
conclusion, we have shown that the SI approach made it possible
to calculate 2400 eigenvalues of a molecule with 10 atoms
(C4H4N2) with a reasonable accuracy. Such calculation would
be unattainable without intensity selection. For these large
systems, we have clearly shown that the main difficulty lies in
the ability of the eigensolver to compute many eigenvalues in a
reasonable time, especially when the matrix grows very large.
This step corresponds almost entirely to the computational cost
(97%). Moreover, the eigensolver is not efficient in such iterative
process as it rebuilds from scratch the Krylov subspace at each
iteration. Thus, the study of large systems involves working on a
new category of eigensolvers. In our case, since the bases are
nested from one iteration to the next, one possible improvement
consists in using the previous Krylov subspace as a starting point
to compute the current Krylov subspace.
In order to calculate the IR spectra of large molecules with
good accuracy, we have to work in two complementary direc-
tions. First, we must improve the parallelism to decrease the
pressure on the memory and speed up the eigenvalue solver.
To do this, we have to move to a distributed version of the
algorithm. This should allow us to calculate more eigenvalues
on larger matrices. Second, there is also a need to improve the
quality of the Hamiltonian operator by using higher order force
fields that would better represent the potential energy surfaces
in order to approximate the experimental data.
Finally, the selection strategy based on intensities has
proven to be a success in obtaining accurate results on the
frequencies and IR intensities of target vibrational states of a
10-atom molecular system.
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