Applications of Polyfold Theory I: The Polyfolds of Gromov-Witten Theory by Hofer, Helmut et al.
ar
X
iv
:1
10
7.
20
97
v3
  [
ma
th.
SG
]  
4 D
ec
 20
14
Applications of Polyfold Theory I:
The Polyfolds of Gromov–Witten
Theory
H. Hofer
K. Wysocki
E. Zehnder
Author address:
Institute for Advanced Study, USA
E-mail address : hofer@ias.edu
Penn State University
E-mail address : wysocki@math.psu.edu
ETH-Zurich, Switzerland
E-mail address : zehnder@math.ethz.ch

Contents
Chapter 1. Introduction and Main Results 1
1.1. The Space Z of Stable Curves 2
1.2. The Bundle W 8
1.3. Fredholm Theory 10
1.4. The GW-invariants 10
Chapter 2. Recollections and Technical Results 15
2.1. Deligne–Mumford type Spaces 15
2.2. Sc-smoothness, Sc-splicings, and Polyfolds 35
2.3. Polyfold Fredholm Sections of Strong Polyfold Bundles 50
2.4. Gluings and Anti-Gluings 55
2.5. Implanting Gluings and Anti-gluings into a Manifold 67
2.6. More Sc-smoothness Results. 71
Chapter 3. The Polyfold Structures 77
3.1. Good Uniformizing Families of Stable Curves 77
3.2. Compatibility of Good Uniformizers 92
3.3. Compactness Properties of M(G,G ′) 98
3.4. The Topology on Z 104
3.5. The Polyfold Structure on the Space Z 113
3.6. The Polyfold Structure of the Bundle W → Z 116
Chapter 4. The Nonlinear Cauchy-Riemann Operator 125
4.1. Fredholm Sections of Strong Polyfold Bundles 125
4.2. The Cauchy-Riemann Section: Results 127
4.3. Some Technical Results 132
4.4. Regularization and Sc-Smoothness of ∂J 139
4.5. The Filled Section, Proof of Proposition 4.8 147
4.6. Proofs of Proposition 4.23 and Proposition 4.25 156
Chapter 5. Appendices 171
5.1. Proof of Theorem 2.56 171
5.2. Proof of Lemma 3.4 185
5.3. Linearization of the CR-Operator 188
5.4. Consequences of Elliptic Regularity 191
iii
iv CONTENTS
5.5. Proof of Proposition 4.11 203
5.6. Banach Algebra Properties 207
5.7. Proof of Proposition 4.12 209
5.8. Proof of Proposition 4.16 215
5.9. Proof of Lemma 4.19 216
5.10. Orientations for Sc-Fredholm Sections 218
5.11. The Canonical Orientation in Gromov-Witten Theory 237
Bibliography 269
Abstract
In this paper we start with the construction of the symplectic
field theory (SFT). As a general theory of symplectic invariants, SFT
has been outlined in [5] by Y. Eliashberg, A. Givental and H. Hofer
who have predicted its formal properties. The actual construction of
SFT is a hard analytical problem which will be overcome be means
of the polyfold theory due to the present authors. The current paper
addresses a significant amount of the arising issues and the general
theory will be completed in part II of this paper. To illustrate the
polyfold theory we shall use the results of the present paper to describe
an alternative construction of the Gromov-Witten invariants for general
compact symplectic manifolds.
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CHAPTER 1
Introduction and Main Results
In this paper we start with the application of the polyfold the-
ory to the symplectic field theory (SFT) outlined in [5]. It turns out
that the polyfold structures near noded stable curves lead also natu-
rally to a polyfold description of the Gromov-Witten theory which is
a by-product of the analytical foundation of SFT, presented here. The
polyfold constructions for SFT will be completed in [8]. The Gromov-
Witten invariants (GW-invariants) are invariants of symplectic man-
ifolds deduced from the structure of stable pseudoholomorphic maps
from noded Riemann surfaces to the symplectic manifold. The con-
struction of GW invariants of general symplectic manifolds goes back
to Fukaya-Ono in [12] and Li–Tian in [33]. Cieliebak–Mohnke studied
the genus zero case in [2]. Earlier work for special symplectic manifolds
are due to Ruan in [42] and [43]. We suggest [38] for a discussion of
some of the inherent difficulties in these approaches.
Our approach to the GW-invariants is quite different from the ap-
proaches in the literature. We shall apply the general Fredholm theory
developed in [22, 23, 24] and surveyed in [17] and [18]. A comprehen-
sive discussion of the abstract theory will be contained in the upcoming
lecture note [29]. The theory is designed for the analytical foundations
of the SFT in [8].
We recall from [24] that a polyfold Z is a metrizable space equipped
with with an equivalence class of polyfold structures. A polyfold struc-
ture [X, β] consists of an ep-groupoid X which one could consider as a
generalization of an e´tale proper Lie groupoid whose object and mor-
phism sets have M-polyfold structures instead of manifold structures,
and whose structure maps are sc-smooth maps. Moreover, β : |X| → Z
is a homeomorphism between the orbit space of X and the topological
space Z. The relevant concepts here are recalled in Section 2.2 below.
Our strategy to obtain the GW-invariants is as follows. We first
construct the ambient space Z of stable curves, from noded Riemann
surfaces to the symplectic manifold, which are not required to be pseu-
doholomorphic. The space Z has a natural paracompact Hausdorff
topology and we construct an equivalence class of natural polyfold
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structures [X, β] on Z. The second step constructs a so called strong
bundle p : W → Z which will be equipped with an sc-smooth strong
polyfold bundle structure. In the third step we shall show that the
Cauchy-Riemann operator ∂J defines an sc-smooth section of the bun-
dle p which is a particular case of SFT. We shall prove that ∂J is an
sc-smooth proper Fredholm section of the bundle p : W → Z. The
solution sets of the section ∂J are the Gromov compactified moduli
spaces which, as usual, are badly behaving sets. However, the three
ingredients already established at this point immediately allows one to
apply the abstract Fredholm perturbation theory from [23, 24]. After
a generic perturbation, the solution sets of the perturbed Fredholm
problem become smooth objects, namely compact, weighted, smooth
branched sub-orbifolds. They also have a natural orientation, so that
the branched integration theory from [25] allows one to integrate the
sc-differential forms over the perturbed solution sets to obtain the GW-
invariants in the form of integrals.
Our main concern in the following is the construction of the polyfold
structures which allows one to deal with noded objects in a smooth way.
For this purpose we describe, in particular, the normal forms for fam-
ilies of noded Riemann surfaces in the Deligne-Mumford theory used
in our constructions. We also include some related technical results
needed for the SFT in [8].
1.1. The Space Z of Stable Curves
We start with the construction of the ambient space Z of stable
curves. The stable curves are not required to be pseudoholomorphic.
We consider maps defined on noded Riemann surfaces S having their
images in the closed symplectic manifold (Q, ω) and possessing various
regularity properties.
We shall denote by
u : O(S, x)→ Q
a germ of a map defined on (a piece) of Riemann surface S around
x ∈ S. Throughout the paper we identify S1 with R/Z unless otherwise
noted. Moreover, smooth (in the classical sense) means C∞-smooth.
Definition 1.1. Let m ≥ 2 be an integer and δ ≥ 0. A germ of a
continuous map u : O(S, x)→ Q is called of class (m, δ) near the point
x, if for a smooth chart ψ : U(u(x))→ R2n mapping u(x) to 0 and for
holomorphic polar coordinates σ : [0,∞)×S1 → S \ {x} around x, the
map
v(s, t) = ψ ◦ u ◦ σ(s, t)
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which is defined for s large, has weak partial derivatives up to order m,
which weighted by eδs belong to the space L2([s0,∞)× S1,R2n) for s0
sufficiently large. We call the germ of class m around the point z ∈ S,
if u is of class Hmloc near z.
One easily verifies that if σ is a germ of biholomorphic map mapping
x ∈ S to y ∈ S ′ then u is of class (m, ε) near x if and only if the same is
true for u◦σ−1 near y. Moreover, the above definition does not depend
on the choices involved, like charts and holomorphic polar coordinates.
Definition 1.2. A noded Riemann surface with marked points
is a tuple (S, j,M,D) in which (S, j) is an oriented closed smooth
surface S equipped with a smooth almost complex structure j. The
subset M of S is a finite collection of marked points which can be
ordered or un-ordered, and D is a finite collection of un-ordered pairs
{x, y} of points in S so that x 6= y and two pairs which intersect are
identical. The union of all sets {x, y} belonging to D, denoted by |D|,
is disjoint from M . We call D the set of nodal pairs and |D| the set
of nodal points.
It is a classical result, proved for example in [4], Theorem 3.2,
that the pair (S, j) determines a unique compatible Riemann surface
structure in the sense of complex manifolds.
The Riemann surface S can consist of different connected com-
ponents C called domain components. The noded Riemann surface
(S, j,M,D) is called connected if the topological space S, obtained
by identifying the points x and y in the nodal pairs {x, y} ∈ D, is
connected.
So in our terminology it is possible that the noded surface (S, j,M,D)
is connected, but the Riemann surface S has several connected compo-
nents, namely its domain components.
The arithmetic genus ga of a connected noded Riemann surface
(S, j,M,D) is the integer ga defined by
ga = 1 + ♯D +
∑
C
[g(C)− 1]
where ♯D is the number of nodal pairs in D and where the sum is taken
over the finitely many domain components C of the Riemann surface S,
and where g(C) denotes the genus of C. The arithmetic genus ga agrees
with the genus of the connected closed Riemann surface obtained by
taking disks around the nodes in every nodal pair and replacing the two
disks by a connecting tube. In the following we refer to the elements
of M ∪ |D| as to the special points. The set of special points lying on
the domain component C is abbreviated by ΣC := C ∩ (M ∪ |D|).
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Two connected noded Riemann surfaces
(S, j,M,D) and (S ′, j′,M ′, D′)
are called isomorphic (or equivalent) if there exists a biholomorphic
map
φ : (S, j)→ (S ′, j′)
(i.e., the diffeomorphism satisfies Tφ◦j = j′◦Tφ) mapping the marked
points onto the marked points and the nodal pairs onto the nodal pairs,
hence satisfying φ(M) = M ′ and φ∗(D) = D
′ where
φ∗(D) =
{
{φ(x), φ(y)} ∈ D′| {x, y} ∈ D
}
.
If the marked points M and M ′ are ordered it is required that φ pre-
serves the order. If the two noded Riemann surfaces are identical, the
isomorphism above is called an automorphism of the noded surface
(S, j,M,D). In the following we denote by
[(S, j,M,D)]
the equivalence class of all connected noded Riemann surfaces isomor-
phic to the connected noded Riemann surface (S, j,M,D).
Definition 1.3. The connected noded Riemann surface (S, j,M,D)
is called stable if its automorphism group G is finite
One knows that a connected noded Riemann surface (S, j,M,D) is
stable if and only if every domain component C of S satisfies
2 · g(C) + ♯ΣC ≥ 3
where g(C) is the genus of C.
Next we describe the tuples α = (S, j,M,D, u) in which (S, j,M,D)
is a, not necessarily stable, noded Riemann surface with ordered marked
points, and u : S → Q a continuous map, in more detail.
Definition 1.4 (Stable maps and stable curves). The tuple
α = (S, j,M,D, u)
is called a stable map (of class (m, δ), where m ≥ 3 and δ ≥ 0), if it
has the following properties,
• The underlying topological space, obtained by identifying the
two points in every nodal pair, is connected.
• The map u is of class (m, δ) around the nodal points in |D| and
of class m around all other points. (For certain applications it
is useful to require the map u around the marked points in M
to be of class (m, δ) as well; the minor modifications are left
to the reader.)
1.1. THE SPACE Z OF STABLE CURVES 5
• u(x) = u(y) at every nodal pair {x, y} ∈ D.
•
∫
C
u∗ω ≥ 0 for every component C of S.
• Stability condition: if a domain component C of S has
genus g(C) and ♯ΣC special points, and satisfies 2 · g(C) +
♯ΣC ≤ 2, i.e., C is not stable , then∫
C
u∗ω > 0.
Two stable maps α = (S, j,M,D, u) and α′ = (S ′, j′,M ′, D′, u′) are
called equivalent if there exists an isomorphism φ : (S, j,M,D) →
(S ′, j′,M ′, D′) between the noded Riemann surfaces satisfying
u′ ◦ φ = u.
Here φ preserves the ordering of the marked points. An equivalence
class is called a stable curve of class (m, δ). Hence a stable curve is
an equivalence class of stable maps and will be denoted by [α] if α is a
representative.
Next we introduce the space Z which will be equipped with a poly-
fold structure.
Definition 1.5. Fix δ0 ∈ (0, 2π). The collection of all equivalence
classes [α] of stable maps α of class (3, δ0) is called the space of stable
curves in Q of class (3, δ0) and is denoted by Z or by Z
3,δ0(Q, ω).
We shall equip the set Z with a natural topology. By “natural” we
indicate that the topology is independent of the choices involved in its
construction. The topology is related to the topology on the Sobolev
space of H3-maps on a punctured Riemann surfaces with exponential
decay near the nodes. In Section 3.4 we shall prove the following the-
orem.
Theorem 1.6. For given δ0 ∈ (0, 2π) the associated space Z =
Z3,δ0(Q, ω) of stable curves in Q of class (3, δ0) has a natural second
countable paracompact Hausdorff topology.
We shall prove that the topological space Z carries a natural poly-
fold structure provided some other pieces of data are fixed. A polyfold
is quite similar to a possibly infinite-dimensional orbifold, where how-
ever, and this is crucial for applications, the local models are sc-smooth
retracts divided by finite group actions. The notion of sc-smoothness
is a new notion of smoothness which in infinite dimensions is much
weaker than the notion of Fre´chet differentiability. Whereas a smooth
retract for the latter is a split submanifold, an sc-smooth retract can
be a very wild set of locally varying dimensions. The polyfold theory,
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among other things, generalizes differential geometry to spaces which
locally look like sc-smooth retracts or quotients thereof. The more
fancy local models are needed since the spaces have to incorporate
analytical limiting behaviors, like bubbling-off and breaking of trajec-
tories, which cannot be satisfactorily described in the classical set-up
of manifolds. We refer to [24] for the definition of a polyfold structure.
For the convenience of the reader, the concepts are recalled in Section
2.2 below.
In order to describe a preliminary version of our main result we
observe that the gluing construction at the nodes requires the conver-
sion of the absolute value |a| of a non-zero complex number a into a
real number R > 0 which is essentially the modulus of the associated
cylindrical neck. The conversion is defined by a so called gluing profile
ϕ which is a diffeomorphism ϕ : (0, 1]→ [0,∞).
The main result is the following theorem, proved in Section 3.5.
Theorem 1.7. Given a strictly increasing sequence (δm), starting
at the previously chosen δ0 and staying below 2π, and the gluing profile
ϕ(r) = e
1
r − e, the space Z = Z3,δ0(Q, ω) of stable curves into Q has
in a natural way the structure of a polyfold for which the m-th level
consists of equivalence classes of stable maps (S, j,M,D, u) in which u
is of class (m+ 3, δm).
We shall formulate a more precise statement later on after some
more preparations. The constructions will show that there are natural
polyfold charts which depend on the choice of the gluing profile ϕ,
which we take as specified above (other choices would be possible).
These charts work for all strictly increasing sequences δm starting at δ0
and staying below 2π. Staying below 2π is an important requirement
in the Fredholm theory.
Let us also remark that we can define similar spaces using maps of
Sobolev class Wm,p provided Wm,p is continuously embedded into C1.
This regularity will be needed for the transversal constraint construc-
tion. We will not pursue this here and leave the details to the reader.
One has to keep in mind that dealing with the Banach spaces Wm,p,
p 6= 2, one has to check the existence of sc-smooth partitions of unity,
which are guaranteed in case the models are sc-Hilbert spaces.
We point out that Z has many connected components as well as
many interesting open subsets. If g,m are nonnegative integers we
denote by Zg,m the subset of Z consisting of all equivalence classes
[S, j,M,D, u] in which the underlying noded Riemann surface (S, j,M,D)
has arithmetic genus g and m marked points. This subset is open in
Z and therefore has an induced polyfold structure. If A ∈ H2(Q,Z) is
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a second homology class, we can also consider the set ZA,g,m which is
the open subset of Zg,m consisting of elements [S, j,M,D, u] in which
the map u represents A.
There are natural maps which play an important role in the GW-
theory and the SFT. Consider for a fixed pair (g,m) of nonnegative
integers satisfying 2g +m ≥ 3 the space Zg,m. The evaluation map at
the i-th marked point is defined by
evi : Zg,m → Q, [S, j,M,D, u] 7→ u(xi)
for i = 1, . . . , m. Further, if 2g+m ≥ 3, we have the forgetful map as-
sociating with the stable curve [α] the underlying stable part of the do-
main. It is obtained as follows. We take a representative (S, j,M,D, u)
of our class [α]. First we forget the map u and consider, if it exists, a
component C satisfying 2g(C)+♯(C∩(M∪|D|)) < 3. Then we have the
following cases. Firstly C is a sphere without marked points and with
one nodal point, say x. Then we remove the sphere, the nodal point x
and its partner y, where {x, y} ∈ D. Secondly C is a sphere with two
nodal points. In this case there are two nodal pairs {x, y} and {x′, y′},
where x and x′ lie on the sphere. We remove the sphere and the two
nodal pairs but add the nodal pair {y, y′}. Thirdly C is a sphere with
one node and one marked point. In that case we remove the sphere
but replace the corresponding nodal point on the other component by
the marked point. Continuing this way we end up with a stable noded
marked Riemann surface whose biholomorphic type does not depend
on the order we ‘weeded out’ the unstable components. This way we
obtain the map
γ : Zg,m →Mg,m, [S, j,M,D, u] 7→ [(S, j,M,D)stab].
Here Mg,m is the standard Deligne-Mumford compactification of the
space of (ordered) marked stable Riemann surfaces with its holomor-
phic orbifold structure. The map γ is illustrated in Figure 1.1.
Theorem 1.8. If 2g +m ≥ 3, then the maps evi : Zg,m → Q for
1 ≤ i ≤ m and γ : Zg,m →Mg,m are sc-smooth.
As a consequence we can pull-back differential forms onQ andMg,m
to obtain sc-differential forms on the polyfold Zg,m which, suitably
wedged together, can be integrated over the smooth moduli spaces
obtained as solution sets of transversal Fredholm (multi-)sections of
suitable strong bundles over Z. Here one makes use of the branched
integration theory developed in [25].
8 1. INTRODUCTION AND MAIN RESULTS
PSfrag replacements
γ
Figure 1.1. The forgetful map γ : Zg,m →Mg,m
1.2. The Bundle W
Next we introduce the strong polyfold bundle W over Z. We con-
sider the closed symplectic manifold (Q, ω) and choose a compatible
almost complex structure J on Q so that ω ◦ (id⊕J) is a Riemannian
metric on Q.
The points of W are defined as follows. We consider tuples
α̂ = (α, ξ) = (S, j,M,D, u, ξ)
in which the stable map α = (S, j,M,D, u) is a representative of an
element in Z. Moreover, ξ is a continuous section along u such that
the map
ξ(z) : TzS → Tu(z)Q, for z ∈ S,
is a complex anti-linear map. Its domain of definition is equipped
with the complex structure j and its target space is equipped with the
almost complex structure J . Moreover, on S \ |D|, the map z → ξ(z)
is of class H2loc. At the nodal points in |D| we require that ξ is of class
(2, δ0). This requires, taking holomorphic polar coordinates σ around
the point x ∈ |D| and a chart ψ around u(x) in Q, that the map
(s, t) 7→ Tψ(u(σ(s, t)))ξ(σ(s, t))(∂sσ(s, t)),
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and its weak partial derivatives up to order 2, weighted by eδ0|s| belong
to the space L2([s0,∞)× S1,R2n) for s0 large enough. The definition
does not depend on the choices involved. We call two such tuples
equivalent if there exists an isomorphism
φ : (S, j,M,D)→ (S ′, j′,M ′, D′)
satisfying
ξ′ ◦ Tφ = ξ and u′ ◦ φ = u.
The equivalence class of α̂ = (S, j,M,D, u, ξ) is denoted by [α̂].
The collection of all such equivalence classes constitutes the space
W .
We have defined what it means that an element α represents an
element on level m. Let us observe that if the map u has regularity
(m+3, δm) it makes sense to talk about elements ξ along u of regularity
(k + 2, δk) for 0 ≤ k ≤ m+ 1. In the case k = m+ 1 the fiber regular-
ity is (m + 3, δm+1) and the underlying base regularity is (m + 3, δm).
The requirement of a faster exponential decay in the fiber towards a
nodal point than the exponential decay of the underlying base curve
is well-defined and independent of the charts chosen to define it. Our
conventions for defining the levels are governed by the overall conven-
tion that sections should be horizontal in the sense that they preserve
the level structure, i.e., an element on level m is mapped by the section
ξ to an element on bi-level (m,m). Hence if the section comes from
a first order differential operator we need precisely the convention we
have just introduced. We call an element
α̂ = (S, j,M,D, u, ξ)
of (bi)-regularity ((m + 3, δm), (k + 2, δk)) as long as k satisfies the
above restriction 0 ≤ k ≤ m + 1. We say that [α̂] ∈ W is on level
(m, k) provided (u, ξ) has the above regularity. We keep in mind that
bi-levels (m, k) are defined under the restriction 0 ≤ k ≤ m+ 1.
Theorem 1.9. The set W has a natural second countable paracom-
pact Hausdorff topology so that the projection map
p : W → Z, [α̂] 7→ [α],
(forgetting the ξ-part), is continuous.
Our main result concerning the polyfold set-up is the following the-
orem, proved in Section 3.6.
Theorem 1.10. Let Z = Z3,δ0(Q, ω) be the previously introduced
space of stable curves with its polyfold structure associated with the
increasing sequence (δm) ⊂ (0, 2π) and the exponential gluing profile ϕ.
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Then the bundle p : W → Z has in a natural way the structure of a
strong polyfold bundle in which the (m, k)-bi-level (for 0 ≤ k ≤ m+ 1)
consists of elements of base regularity (m+3, δm) and of fiber regularity
(k + 2, δk).
We refer the reader to [24], [18], and [25] for the background ma-
terial on polyfold theory. For the reader’s convenience we shall also
review the main concepts during the proofs.
1.3. Fredholm Theory
For a compatible smooth almost complex structure J on (Q, ω) we
define the Cauchy-Riemann section ∂J of the strong polyfold bundle
p : W → Z by
∂J([S, j,M,D, u]) = [S, j,M,D, u, ∂J,j(u)]
where
∂J,j(u) =
1
2
[
Tu+ J(u) ◦ Tu ◦ j
]
.
We call a Fredholm section of a strong polyfold bundle component-
proper provided the restriction to every connected component of the
domain is proper.
Theorem 1.11. The Cauchy-Riemann section ∂J of the strong
polyfold bundle p : W → Z is an sc-smooth component-proper Fred-
holm section, which is naturally oriented. On the component ZA,g,m of
the polyfold Z the Fredholm index of ∂J is equal to
Ind (∂J) = 2c1(A) + (2n− 6)(1− g) + 2m,
with 2n = dim Q, where g is the arithmetic genus of the noded Riemann
surfaces, and m the number of marked points and A ∈ H2(Q).
Theorem 1.11 is restated and proved up to the orientability as The-
orem 4.6 in Section 4.2. The orientation problem is explained in the
Appendices 5.10 and 5.11. It is a special case of the more elaborate
orientation problems in SFT, which will be studied in [8].
1.4. The GW-invariants
At this point, in view of Theorem 1.7, Theorem 1.10 and Theorem
1.11, we are in the position to apply the general functional analytic
Fredholm theory developed in [22, 23, 24]. The theory provides, in
particular, an abstract perturbation theory to achieve transversality of
the Fredholm section. In general, however, transversality can only be
achieved by means of multivalued perturbations.
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As a side remark we observe that on components of the polyfold
Z, on which the solutions are somewhere injective, the more classical
theory is still applicable and the transversality of the Fredholm section
can be achieved by choosing a suitable almost complex structure J on
the symplectic manifold (Q, ω). So, the classical theory of the pseu-
doholomorphic curve equation is part of our general constructions, see
[37].
In general, following the recipe of the abstract perturbation theory
in [24], one chooses a generic sc+-multisection of the polyfold bundle
W → Z such that the components of the solution spaces of the per-
turbed section are oriented, compact, weighted, branched suborbifolds
of the polyfold Z of even dimension. Depending on the components
ZA,g,m, the solution spaces can also be smooth oriented manifolds or
orbifolds. The solution spaces of different perturbations are connected
by oriented cobordisms in the same category.
To be precise we consider the polyfold Z of Theorem 1.7, the strong
polyfold bundle p : W → Z of Theorem 1.10 and the sc-smooth
component-proper Fredholm section ∂J of Theorem 1.11. Given the
homology class A ∈ H2(Q,Z) of the closed symplectic manifold (Q, ω)
and two integers g,m ≥ 0, with 2g +m ≥ 3, we focus on the polyfold
ZA,g,m ⊂ Z of equivalence classes [(S, j,M,D, u)] in which the noded
Riemann surface S has arithmetic genus g and is equipped with m
marked points; the map u represents the homology class A of Q. The
sc-smooth evaluation maps evi : ZA,g,m → Q and γ : ZA,g,m → Mg,k
of Theorem 1.8 allow to pull back the differential forms on Q and
Mg,m to sc-differential forms on the polyfold ZA,g,m. The solution set
S(∂J) ⊂ ZA,g,m of the Fredholm section ∂J of the strong polyfold bun-
dle p : W → Z is the set
S(∂J) = {z ∈ ZA,g,m| ∂J(z) = 0}
where 0 is the zero section of the bundle p. We point out that the fibers
of a strong polyfold bundle do not possess a linear structure. However,
the bundle possesses a preferred section 0.
In view of the perturbation theory in [24] there exists a small
generic sc+-multisection λ of the bundle p in the sense of Definition
3.41 in [24] so that the pair (∂J , λ) possesses the properties listed in
Definition 4.7 in [24]. We define the solution set of the pair (∂J , λ) as
the subset
S(∂J , λ) = {z ∈ ZA,g,m| λ(∂J(z)) > 0}
and the weight function ϑ : ZA,g,m → Q+ by
ϑ(z) = λ(∂J(z)) ∈ Q
+.
12 1. INTRODUCTION AND MAIN RESULTS
Here Q+ stands for the set of non-negative rational numbers. By the
Theorems 4.13 and 4.14 in [24], the pair (S(∂J , λ), ϑ) is a compact,
branched and oriented suborbifold of the polyfold ZA,g,m in the sense
of Definition 3.22 in [24]. Its dimension is equal to Ind (∂J). Therefore,
we can apply the branched integration theory of [25] and conclude from
Theorem 4.23 in [24] immediately the following result.
Theorem 1.12. Let (Q, ω) be a closed symplectic manifold of di-
mension 2n. For a given homology class A ∈ H2(Q) and for given
integers g,m ≥ 0 satisfying 2g+m ≥ 3, there exists a multi-linear map
ΨQA,g,m : H
∗(Q;R)⊗m → H∗(Mg,m;R)
which, on H∗(Q;R)⊗m, is super-symmetric with respect to the grading
by even and odd forms. This map is uniquely characterized by the
following formula. For a given compatible almost complex structure J
on Q and a given small generic perturbation by an sc+-multisection λ,
we have the representation
〈ΨQA,g,m([α1]⊗ . . .⊗ [αm]), [τ ]〉
=
∫
(S(∂J ,λ),ϑ)
γ∗(PD(τ)) ∧ ev∗1(α1) ∧ . . . ∧ ev
∗
k(αm)
in which α1, . . . , αm ∈ H∗(Q), τ ∈ H∗(Mg,m), PD denotes the Poincare´
dual, and γ : Zg,m →Mg,m is the map in Theorem 1.8
The integration theory used is the “branched integration” from [25].
The integral over the empty set is defined to be zero.
The a priori real number 〈ΨQA,g,m([α1] ⊗ . . .⊗ [αm]), [τ ]〉 is called a
Gromov-Witten invariant. It is zero if the Fredholm index does not
agree with the degree of the differential form being integrated. It fol-
lows from the construction that the Gromov-Witten invariants are in-
variants of the symplectic deformation type of the manifold Q. Indeed,
a deformation produces an arc of Cauchy-Riemann sections. These are
component-proper since the almost complex structures occurring are
tamed. With additional efforts one can show that the GW-invariants
are rational numbers if the (co)homology classes are integer and the
above integral has an interpretation as a rational count of solutions of
some intersection problems.
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CHAPTER 2
Recollections and Technical Results
A basic ingredient in the construction of the polyfold structure on
the space of stable curves is the Deligne-Mumford theory. There is,
however, a twist. In the plumbing constructions of Riemann surfaces
we have to apply a recipe which is quite different from the one used
in the DM-theory. The deeper reasons lie in the analysis of function
spaces. The DM-theory, as needed here, has been developed in detail
in [19]. The other ingredients are nonlinear analysis facts related to
our sc-version of nonlinear analysis. The results needed here have been
proved in [27]. We start by recalling the results used in the polyfold
construction later on.
2.1. Deligne–Mumford type Spaces
In this section we present a Lie groupoid version of the classical
Deligne-Mumford theory.
The gluing construction at the nodes requires a conversion of the
absolute value |a| of a non-zero complex number a, the gluing parame-
ter, into a positive real number R > 0, which is essentially the modulus
of the associated cylindrical neck. For this purpose we introduce the
notion of a gluing profile.
Definition 2.1. A gluing profile is a smooth diffeomorphism
ϕ : (0, 1]→ [0,∞).
The conversion |a| 7→ R in the classical Deligne-Mumford case is
defined by the logarithmic gluing profile
(0, 1]→ [0,∞), r 7→ ϕ(r) := −
1
2π
ln(r).
In our study of stable curves we need, in view of the functional
analytic requirements, other gluing profiles. A very useful one is the
exponential gluing profile
(0, 1]→ [0,∞), r 7→ ϕ(r) := e
1
r − e.
As it turns out, only in the case of the logarithmic gluing profile, the
Deligne-Mumford space of stable noded and marked Riemann surfaces
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has a holomorphic orbifold structure. In the case of the exponential
gluing profile we merely obtain a smooth naturally oriented orbifold
structure.
We begin with the classical case. We denote by N the space of
biholomorphic equivalence classes of connected, stable, noded Riemann
surfaces with un-ordered marked points. More precisely we consider
equivalence classes [α] of nodal Riemann surfaces
α = (S, j,M,D)
in which (S, j) is a closed Riemann surface (which can consist of dif-
ferent connected components), M is a finite subset of S of marked
points which we assume to be ordered, un-ordered or partially ordered,
depending on the situation. Isomorphisms between such Riemann sur-
faces have to preserve the marked points, and when they are ordered
even their ordering. For the first part of the discussion we assume M
to be un-ordered. The set D consists of finitely many un-ordered pairs
{x, y} of distinct points x and y in S and we require that two such
pairs are either identical or disjoint, i.e., if {x, y} ∩ {x′, y′} 6= ∅, then
{x, y} = {x′, y′}. We call D the set of nodal pairs and write |D| ⊂ S
for the union of all sets {x, y},
|D| =
⋃
{x,y}∈D
{x, y}.
The sets M and |D| are required to be disjoint. We recall that the
nodal Riemann surface α is said to be connected if the topological
space, obtained by identifying the two points of every nodal pair is
a connected topological space. We call α stable if every connected
component C of the Riemann surface S having genus g(C) satisfies
2 · g(C) + ♯(C ∩ (M ∪ |D|)) ≥ 3,
where ♯(·) denotes the cardinality of a set. Two such tuples α and α′ are
called isomorphic (or equivalent) provided there exists a biholomorphic
map φ : (S, j)→ (S ′, j′) satisfying φ(M) = M ′ and φ∗(D) = D′, where
φ∗(D) = {{φ(x), φ(y)}| {x, y} ∈ D}. The group G of the automor-
phisms of the noded Riemann surface (S, j,M,D) is finite if and only
if α is stable. The set N consists of all equivalence classes of connected,
stable, noded Riemann surfaces with un-ordered marked points. This
set has interesting subsets. If g and m are non-negative integers sat-
isfying 2g + m ≥ 3, we denote by N g,m the subset consisting of all
equivalence classes [α] for which the representative α has arithmetic
genus g and m marked points.
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Theorem 2.2. The space N has a natural second countable para-
compact Hausdorff topology for which every connected component is
compact. Moreover, if 2g +m ≥ 3, then the subset N g,m is a compact
subset which also is a connected component.
A proof of this classical result can be found in [32]. We shall call
the underlying topology the DM-topology. We shall next describe a
basis for this topology.
We fix one of the above gluing profiles ϕ and let the noded Riemann
surface α = (S, j,M,D) represent the equivalence class [α] ∈ N . Then
we take a small disk structure associated with α and defined as follows.
Definition 2.3 (Small disk structure). A small disk struc-
ture associated with the stable noded Riemann surface α = (S, j,M,D),
denoted by D, assigns to every nodal point x ∈ |D| a disk like neigh-
borhood Dx ⊂ S centered at x and having a smooth boundary. The
disks are mutually disjoint and disjoint from the set M of marked
points (unless otherwise specified). Moreover, the disks are equipped
with a choice of holomorphic polar coordinates as introduced below.
In addition, the union
|D| :=
⋃
x∈|D|
Dx.
of the disks is invariant under the group action of the automorphism
group G of α.
There always exists a small disk structure in any open neighborhood
of the nodal points as proved in [19].
With every nodal pair {x, y} ∈ D we associate a gluing parameter
a{x,y} ∈ C which is a complex number varying in the closed unit disk.
By a = {a{x,y}}{x,y}∈D we denote the collection of all gluing parameters.
Given a fixed a = {a{x,y}}, we denote by Da the set of all pairs {x, y}
for which a{x,y} = 0.
We first consider a nodal pair {x, y} ∈ D \ Da for which, by defi-
nition, a{x,y} 6= 0. In this case we shall connect the boundaries of the
associated disks Dx and Dy by a finite cylinder
Z{x,y}a{x,y}
defined as follows. Near x we choose the positive holomorphic polar
coordinates
hx : [0,∞)× S
1 → Dx \ {x}, hx(s, t) = hx(e
−2π(s+it)),
and near y we choose the negative holomorphic polar coordinates
hy : (−∞, 0]× S
1 → Dy \ {y}, hy(s, t) = hy(e
2π(s+it))
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where
hx : {w ∈ C| |w| ≤ 1} → Dx
hy : {w ∈ C| |w| ≤ 1} → Dy
are biholomorphic mappings (Thx ◦ i = j ◦ Thx and similarly for hy)
satisfying
hx(0) = x and hy(0) = y.
We remove the points z ∈ Dx which are of the form z = hx(s, t) for
s > ϕ(|a{x,y}|) and the points z
′ ∈ Dy of the form z′ = hy(s′, t′) for
s′ < −ϕ(|a{x,y}|). Now we identify the remaining annuli as follows.
The points
z = hx(s, t) and z
′ = hy(s
′, t′)
are equivalent if
s = s′ + ϕ(
∣∣a{x,y}∣∣) and t = t′ + ϑ (mod 1)
where the polar form of a{x,y} ∈ C is given by
a{x,y} = |a{x,y}|e
−2πiϑ.
We shall denote the equivalence classes by [hx(s, t)] or simply [s, t].
The equivalence classes define the glued finite cylinder Z
{x,y}
a{x,y} connect-
ing ∂Dx with ∂Dy. It possesses two distinguished global coordinate
systems, namely the positive coordinates
{(s, t)| 0 ≤ s ≤ ϕ
(∣∣a{x,y}∣∣)}
and the negative coordinates
{(s′, t′)| − ϕ
(∣∣a{x,y}∣∣) ≤ s′ ≤ 0}.
The gluing construction near a nodal pair {x, y} for which a{x,y} 6= 0
is illustrated in Figure 2.1.
We next consider a nodal pair {x, y} ∈ Da which satisfies a{x,y} = 0.
In this case we do not change the associated disks and define
Z
{x,y}
0 = Dx ∪Dy.
We carry out the above gluing construction at every nodal pair
{x, y} ∈ D and obtain this way the new glued Riemann surface Sa.
Because we did not change the complement of the disks (Dx) we can
identify the marked points M on S with points on Sa, denoted by Ma.
An almost complex structure k on S coinciding with j on the set |D|
induces the almost complex structure ka on the glued surface Sa.
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Figure 2.1. Gluing
Summarizing, given the stable noded Riemann surface α = (S, k,M,D),
any of the above two gluing profiles ϕ, and given the small disk struc-
ture (Dx)x∈|D| and the gluing parameters a, the above gluing construc-
tion defines the new stable noded Riemann surface αa defined by
αa = (Sa, ka,Ma, Da),
and illustrated in Figure 2.2. Starting from the noded Riemann surface
α = (S, j,M,D), having fixed the disks {Dx}x∈|D| of the small disk
structure, we let U be an open C∞-neighborhood of j consisting of
complex structures on S giving the same orientation. For every ε ∈
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Figure 2.2. Gluing
(0, 1
2
) we define the subset V (α, U,D, ε) of N by
V (α, U,D, ε) = {[Sa, ka,Ma, Da] | |a| < ε, k ∈ U, k = j on |D|}.
Proposition 2.4. The collection of all sets V (α, U,D, ε) consti-
tutes a basis for the natural DM-topology on N . The topology does not
depend on the choice of the gluing profile.
We refer to [19] for a proof. In view of the above construction we
shall say that the noded Riemann surface Sa is obtained from S by
plumbing or by gluing.
The classical Deligne-Mumford result in [3] equips the topological
space N with a holomorphic orbifold structure. This is also proved
from a more differential geometric perspective in [41]. Assume that
(S, j,M,D) represents an element in N and denote by G its finite
automorphism group. By Γ0(α) we denote the vector space of smooth
sections of TS → S which vanish at the special points in |D|∪M . More-
over, we denote by Ω0,1(α) the space of sections of HomR(TS, TS)→ S
which are complex antilinear. There is an associated linear Cauchy-
Riemann operator
∂¯ : Γ0(α)→ Ω
0,1(α)
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which, in holomorphic coordinates, is represented by
∂f(z) =
∂f
∂z
(z)dz =
1
2
(
∂xf + i∂yf
)
(z)(dx− idy).
First order elliptic theory shows that ∂ is a Fredholm operator. Its
index can be computed with the help from the Riemann-Roch theorem
and we refer to [37]. The analysis can be based on Ho¨lder or Sobolev
spaces. Since the precise analytical set-ups are standard, we will al-
low ourselves to be somewhat imprecise in our notation. We work, in
particular, most of the time in the smooth category. With smooth we
mean C∞ smooth. However, everything can be made precise by taking
the appropriate functional-analytic set-up.
Due to the stability condition, the operator ∂¯ is injective. More
precisely, as a consequence of the Riemann-Roch theorem the following
holds.
Proposition 2.5. Let α = (S, j,M,D) be a stable and connected
nodal Riemann surface. Then the operator ∂¯ : Γ0(α) → Ω0,1(α) is a
complex linear injective Fredholm operator whose index is equal to
Ind (∂) = −(3ga + ♯M − ♯D − 3).
We define the linear quotient space H1(α) by
H1(α) = Ω0,1(α)/im(∂).
As the notation already indicates it can be viewed as a cohomology
group. This space has complex dimension 3ga + ♯M − ♯D − 3. Here
♯D is the number of nodal pairs which is half the number ♯|D| of nodal
points.
The automorphism group G whose elements we also denote by g ∈
G, acts on H1(α) in a natural way via
G×H1(α)→ H1(α), (g, r) 7→ g ∗ [r] := [(Tg)r(Tg)−1].
We call it the natural representation of G. If E is a complex vector
space, then a representation ofG on E is called natural if it is equivalent
to the natural representation of G. Given a smooth family v 7→ j(v) of
complex structures on S we can consider the family
v 7→ αv = (S, j(v),M,D)
of nodal Riemann surfaces. If j(0) = j, the family is called a defor-
mation of α. Assume that v belongs to an open neighborhood of 0
of some finite-dimensional complex vector space E. The differential
δv 7→ Dj(v)δv induces a linear map
E → H1(αv), δv 7→ [Dj(v)δv].
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This linear map, denoted by [Dj(v)] : E → H1(αv), is called the
Kodaira differential. The following definitions are very useful.
Definition 2.6. Let α = (S, j,M,D) be a stable nodal Riemann
surface and let E be a complex vector space carrying a natural rep-
resentation of the automorphism group G of α. Let v 7→ j(v) be a
smooth deformation of j parameterized by v belonging to an open
neighborhood V of 0 ∈ E. Then the family v 7→ j(v) is called
• complex if [Dj(v)] is complex linear for all v ∈ V .
• effective if [Dj(v)] is a real linear isomorphism at every point
v ∈ V .
• symmetric if V is invariant under the G-action on E and for
every g ∈ G, the diffeomorphism g : S → S is a biholomorphic
map
g : αv → αg∗v.
In the symmetric case we have
[Dj(g ∗ v)(g ∗ δv)] = [(Tg)(Dj(v)δv)(Tg)−1].
A good deformation of j consists of a complex vector space E with
a natural representation of G, a G-invariant open neighborhood V of
0 and a smooth family v 7→ j(v) of complex structures on S satisfying
j(0) = j, which is effective and symmetric and such that, in addition,
there exists an open neighborhood U of |D| ∪M on which j(v) = j for
all v ∈ V . A good deformation v 7→ j(v) is called a good complex
deformation if the family is, in addition, a complex family in the
sense of the above Definition 2.6.
There always exists a good complex deformation according to the
next proposition proved in [19].
Proposition 2.7. For every stable noded Riemann surface α =
(S, j,M,D) there exists a good complex deformation v 7→ j(v) of j. In
fact we can arrange with j = j(0) that Dj(v)(jδv) = j(v) ◦ (Dj(v)δv)
for all v ∈ V and δv ∈ E.
We have already introduced the notion of a small disk structure.
In our gluing construction later on it is convenient to deal with good
families which are constant near the nodes. They are guaranteed by
the following result from [19].
Proposition 2.8. Let α = (S, j,M,D) be a noded Riemann sur-
face and v 7→ j(v) a good deformation of j satisfying j(v) = j on an
open neighborhood U of |D|. Then there exists a small disk structure
D so that |D| is contained in U .
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We now fix a stable noded Riemann surface α = (S, j,M,D) having
the good deformation v 7→ j(v) parametrized by v ∈ V ⊂ E and the
small disk structure D satisfying Proposition 2.8.
For every nodal point x we fix a biholomorphic map hx : (D
1, 0)→
(Dx, x) where D
1 = {w ∈ C| |w| ≤ 1}. Such a choice is unique up
to rotation. For every nodal pair {x, y} ∈ D there exists a uniquely
determined complex anti-linear map ϕx,y : TyS → TxS such that if ϕy,x
is its inverse, the map
Thy(0)
−1 ◦ ϕy,x ◦ Thx(0) : C→ C
is the complex conjugation z → z. If {x, y} ∈ D is a nodal pair, then
for an automorphism g ∈ G of α, the composition
ϕx,y ◦ Tg(y)
−1 ◦ ϕg(y),g(x) ◦ Tg(x) : TxS → TxS
is a multiplication by an element in the unit circle as proved in [19].
Geometrically, given a nodal pair {x, y} and an automorphism g ∈ G,
then σ{x,y}(g) is the relative twist of the gluing parameter induced from
the action of g. One easily verifies that this element in S1 is the same
if we exchange in the previous expression the order of x and y. Let us
denote this element in S1 by σ{x,y}(g). One also verifies immediately
that
σ{x,y}(hg) = σ{g(x),g(y)}(h) · σ{x,y}(g).
Now we are in the position to extend the natural G-action on E as
follows. Let N be the finite-dimensional complex vector space of maps
D → C which associate to the nodal pair {x, y} a complex number
a{x,y}. We define the extended G-action
σ : G→ GL(N)×GL(E)
by
g ∗ (a, e) = σ(g)(a, e) = (σN(g)a, g ∗ e),
where σN (g)a = b is defined by
b{g(x),g(y)} = σ{x,y}(g) · a{x,y}.
From the properties of σ{x,y}(g) one sees that the latter defines indeed
a representation of G on N × E. The element a{x,y} will occur as a
gluing parameter at the nodal pair {x, y}. With the data so far fixed,
we choose for every nodal pair {x, y} an ordered pair, say (x, y), and
take for x and y the holomorphic polar coordinates
hx : [0,∞)× S
1 → Dx, hx(s, t) = hx(e
−2π(s+it))
and
hy : (−∞, 0]× S
1 → Dy, hy(s
′, t′) = hy(e
2π(s′+it′))
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as introduced in Section 2.1. We have chosen positive holomorphic
polar coordinates around x and negative ones around y. In the fol-
lowing (s, t) will always denote positive polar coordinates and (s′, t′)
negative ones. In order to carry out the gluing we need a gluing pro-
file. As already pointed out, there will be two gluing profiles of in-
terest for us. The logarithmic gluing profile occurring in the classical
holomorphic Deligne-Mumford theory is defined by ϕ(r) = − 1
2π
ln(r)
and the exponential gluing profile which will be used in our construc-
tions is defined by ϕ(r) = e
1
r − e. Our approach in [19] allows one to
derive Deligne-Mumford type results for any gluing profile satisfying
suitable derivative bounds. Alternatively, assuming the DM-theory for
the logarithmic gluing profile, a calculus lemma allows one to derive
the necessary results for the exponential gluing profile as shown in [19].
For the moment, let us fix the logarithmic gluing profile, which we
denote by ϕ. Given α, a small disk structureD, and a good deformation
v 7→ j(v) of j, which coincides with j on |D|, we obtain as previously
described the family of noded Riemann surfaces
(a, v) 7→ α(a,v) := (Sa, j(a, v),Ma, Da) where (a, v) ∈ (B 1
2
)#D × V .
Here j(a, v) = j(v)a is the complex structure induced from j(v) on the
glued surface Sa. The automorphisms g ∈ G of (S, j,M,D) induce the
canonical isomorphisms
ga : α(a,v) → αg∗(a,v).
At this point there should be no confusion with the arithmetic genus
which is also denoted by ga.
If the nodal pair {x, y} ∈ D satisfies a{x,y} 6= 0, we have introduced
in Section 2.1 the finite cylinder Z
{x,y}
a{x,y} consisting of points z ∈ Sa
satisfying z = [hx(s, t)] where (s, t) ∈ [0, R]× S1 and R = ϕ(|a{x,y}|).
If the nodal pair {x, y} satisfies a{x,y} = 0, we have introduced
Z
{x,y}
a{x,y} = Z
{x,y}
0 = Dx ∪ Dy. We recall that our gluing construction
at the nodal pair does not change the pair (Dx, x) ∪ (Dy, y) of disks
if a{x,y} = 0 and if a{x,y} 6= 0 replaces the pair of disks by the finite
cylinder Z
{x,y}
a{x,y} connecting the boundaries of the disks. This cylinder
has two sets of distinguished coordinates namely [s, t] by extending the
positive holomorphic coordinates coming from x or [s′, t′]′ coming from
the negative holomorphic coordinates from y.
If a{x,y} 6= 0 and h > 0, we define the sub-cylinder Z
{x,y}
a{x,y}(−h) ⊂
Z
{x,y}
a{x,y} by
Z{x,y}a{x,y}(−h) = {[s, t] ∈ Z
{x,y}
a{x,y}
| s ∈ [h,R− h]}
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and introduce the subsets Za and Za(−h) of Sa defined by
Za =
⋃
{x,y}∈D
Z{x,y}a{x,y} and Za(−h) =
⋃
{x,y}∈D
Z{x,y}a{x,y}(−h).
If a{x,y} = 0 and h > 0, we define
Z
{x,y}
0 (−h) = Dx(−h) ∪Dy(−h),
with the sub-disksDx(−h) = {z ∈ Dx| z = x or z = hx(s, t) for s ≥ h}
and Dy(−h) = {z′ ∈ Dy| z′ = y or z′ = hy(s′, t′) for s′ ≤ −h}.
Definition 2.9 (Core of Sa). Let α = (S, j,M,D) be a noded
Riemann surface with a small disk structure {Dx}x∈|D| and let αa =
(Sa, ja,Ma, Da) be the Riemann surface obtained from α by means of
the aforementioned gluing construction using the logarithmic or expo-
nential gluing profile associated to a ∈ (B 1
2
)#D. Then we define the
core of Sa to be Sa\ int Za, where Za ⊂ Sa is the collection of cylinders
defined above.
Hence, in the special case a ≡ 0, the core of S is the comple-
ment of the union of the disks of the small disk structure, namely,
S \
⋃
x∈|D| int Dx.
The cores of S and Sa are naturally identified. The following ob-
servation will be useful in the study of sc-smoothness.
PSfrag replacements
Za(−h)
Za
a{x,y} = 0
a{x′,y′} = 0
a{x,y} = 0
a{x′,y′} = 0
Figure 2.3. The left-hand side figure shows a con-
nected nodal Riemann surface of arithmetic genus 3. The
right-hand side figure shows a glued version having genus
3 with the distinguished cylinder Za and the sub-cylinder
Za(−h).
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Remark 2.10. A point z ∈ Sa can be viewed as a point in S as
follows. If z belongs to the core it is obvious. If z is outside of the
core we have two cases. Either it belongs to Dx or to Dy, where {x, y}
is an unglued nodal pair. In that case the identification is also clear.
Otherwise it must belong to a “neck” Z
{x,y}
a{x,y} and hence can be written
in two ways as
z = hx(s, t) and z = hy(s
′, t′),
where (s, t) ∈ [0, R]×S1 and (s′, t′) ∈ [−R, 0]×S1 satisfying s = s′+R
and t = t′ + ϑ where a{x,y} =
∣∣a{x,y}∣∣ · e−2πiϑ and R = ϕ(∣∣a{x,y}∣∣) is the
gluing length. In this case the point z can be identified with two points
in S, one in the disk Dx and the other in the disk Dy. We denote by
z the lift of a point z ∈ Sa to S if the lift is unique and by zx and zy
if the lift is not unique and the subscript indicates into which disk the
point is lifted, see Figure 2.4.
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Figure 2.4. Lifts of a point z ∈ Sa.
Definition 2.11. Let al = (al{x,y}){x,y}∈D be a sequence of gluing
parameters and let (zl) ⊂ Sal be a sequence of points. We say that the
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sequence (zl) stays in a finite distance to the core if there exists a
real number h > 0 satisfying zl 6∈ Zal(−h) for all large l.
Assume that (a0, v0) is given and consider the nodal pairs {x, y} ∈
D for which a0{x,y} 6= 0. If one varies only these non-zero gluing param-
eters, then one quite easily constructs a new smooth complex structure
j∗(b, v) on the noded Riemann surface Sa0 so that the noded surfaces
(Sa0 , j
∗(b, v),Ma0 , Da0) and α(a0+b,v0) are isomorphic by a map which
restricted to the respective cores agrees with the natural identifica-
tion. Here b is small and has a nonzero component at the nodal pair
{x, y} ∈ D only if a0{x,y} 6= 0. In [19] this construction is called the
“freezing of gluing parameters”. We can take the Kodaira differential
at (b, v) = (0, v0) with respect to (b, v) and obtain a linear map
PDj(a0, v0) : N(a0)×E → H1(α(a0,v0))
called a partial Kodaira differential. The space N(a0) is the subspace
of N consisting of all {a{x,y}} satisfying a{x,y} = 0 if a0{x,y} = 0.
Definition 2.12 (Good uniformizing family). We consider the
stable Riemann surface α = (S, j,M,D) whose finite automorphism
group is denoted by G. Let v 7→ j(v) be a good complex deformation
of j and consider the family (a, v) 7→ α(a,v) of glued noded Riemann sur-
faces, whose construction uses the logarithmic or the exponential
gluing profile. The parameters (a, v) vary in the open neighborhood
O ⊂ N ×E of the origin which is invariant under the natural represen-
tation of G. The family (a, v) 7→ α(a,v) is called a uniformizing family
with domain O, if the following conditions are satisfied.
• The set U = {[α(a,v)] | (a, v) ∈ O} of equivalence classes of
stable Riemann surfaces is open in the space N .
• The map p : O → U defined by
p(a, v) = [α(a,v)]
induces a homeomorphism from the orbit space G\O onto U .
• If φ : α(a,v) → α(a′,v′) is an isomorphism of noded Riemann
surfaces where (a, v) ∈ O and (a′, v′) ∈ O, then there exists an
automorphism g ∈ G satisfying (a′, v′) = g ∗ (a, v). Moreover,
φ = ga is the induced canonical isomorphism.
• The partial Kodaira differentials
PDj(a, v) : N(a)× E → H1(α(a,v))
at the point (a, v) ∈ O are all linear isomorphisms (resp. com-
plex linear if the logarithmic gluing profile is used).
28 2. RECOLLECTIONS AND TECHNICAL RESULTS
The following key result is a reformulation of parts of the classical
Deligne-Mumford theory in the case of the logarithmic gluing profile.
It holds true also in the case of the exponential gluing profile and we
refer to [19] for the proof. We also discuss some of the issues later on.
Theorem 2.13. For each stable noded Riemann surface α = (S, j,M,D)
there exists a good uniformizing family
(a, v) 7→ α(a,v) on the domain (a, v) ∈ O.
We now consider the uniformizing family (a, v) 7→ α(a,v) on the
domain (a, v) ∈ O and, abbreviating o = (a, v), simply write
o→ αo for o ∈ O
for the uniformizing family. In order to simplify the notation we shall
abbreviate by G or Gα the graph of the family o→ αo,
G = {(o, αo) | o ∈ O}
which we equip with the structure of a complex manifold by requiring
that the map G → O defined by (o, αo) 7→ o is a biholomorphic diffeo-
morphism. We shall also refer to G as to a uniformizing family. The
natural map p : G → N is defined by p(o, αo) = [αo].
If G and G ′ are given, we consider for the two uniformizing families
(o, αo) ∈ G and (o′, α′o′) ∈ G
′ the triple
((o, αo), φ, (o
′, α′o′)) ≡ (o, αo, φ, o
′, α′o′)
in which φ : αo → α′o′ is an isomorphism between the nodal Riemann
surfaces. We denote the set of all such triples by M(G,G ′). There are
two natural maps s, t defined on M(G,G ′). Namely, the source map
s :M(G,G ′)→ G, defined by s(o, αo, φ, o
′, α′o′) = (o, αo),
and the target map
t :M(G,G ′)→ G ′, defined by t(o, αo, φ, o
′, α′o′) = (o
′, α′o′).
The following result, proved in [19], is a reformulation of parts of
the DM-theory.
Theorem 2.14. We have fixed the logarithmic gluing profile. The
set M(G,G ′) has a natural structure as a complex manifold so that the
source and the target maps are locally biholomorphic maps and the map
M(G,G ′)
s×t
−−→ G × G ′
is proper. For these complex manifold structures the inversion map
M(G,G ′)→M(G ′,G),
2.1. DELIGNE–MUMFORD TYPE SPACES 29
PSfrag replacements
G′
G
(o, αo)
(o, αo)
(o′, αo′)
morphism ((o, αo), ψ, (o
′, αo′))
Figure 2.5. One can view the points in G and G ′ as
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defined by
(o, αo, φ, o
′, α′o′) 7→ (o
′, α′o′, φ
−1, o, αo),
and the 1-map G →M(G,G), defined by
(o, αo) 7→ (o, αo, id, o, αo),
are holomorphic maps. Moreover, given G,G ′,G ′′ the fibered product
M(G ′,G ′′)s×tM(G,G
′)
has, in view of the first part of the theorem,the structure of a complex
manifold, and the multiplication map,
M(G ′,G ′′)s×tM(G,G
′)→M(G,G ′′),
defined by
((o′, α′o′ , φ, o
′′, α′′o′′), (o, αo, ψ, o
′, α′o′)) 7→ (o, αo, φ ◦ ψ, o
′′, α′′o′′),
is a holomorphic map.
The above theorem is the building block for a complex orbifold
structure on the space N of equivalence classes of connected and stable
noded Riemann surfaces as explained next.
We begin with the complex structure. If g,m are nonnegative inte-
gers satisfying 2g+m ≥ 3, we denote byN g,m the connected component
of N consisting of elements of noded Riemann surfaces having arith-
metic genus equal to g and m marked points. This component is a
compact topological space.
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circle S1 can be obtained as the orbit space of an e´tale
proper Lie groupoid. These groupoids play the same role
an atlas plays in the manifold theory. Modeling the no-
tion of an equivalence of smooth atlases in the present
context gives equivalent orbifold structures.
We thus can find finitely many sets G1, . . . ,Gl so that the union of
their images under the natural maps p : G → N , defined by p(o, αo) =
[αo], is equal to N g,m. We denote by Xg,m the disjoint union of the
sets Gi, where 1 ≤ i ≤ l, and by Xg,m the disjoint union of the sets
M(Gi,Gj), where 1 ≤ i, j ≤ l. We view Xg,m as the object set in a small
category having the set Xg,m as its morphism set. The object and the
morphism sets are equipped with the structure of complex manifolds,
so that in view of the previous theorem all category operations are
holomorphic. The source and target maps s, t are surjective locally
biholomorphic maps and the map
Xg,m
s×t
−−→ Xg,m ×Xg,m
is proper. Therefore the category Xg,m is a proper e´tale Lie groupoid
as described in [39, 40]. Finally, we have a natural homeomorphism
β : |Xg,m| → N g,m, |x| 7→ p(x)
between the orbit space |Xg,m| of Xg,m, obtained by identifying two
objects if they are connected by a morphism, and the set N g,m. Hence
the pair (Xg,m, β) defines a holomorphic orbifold structure on the con-
nected component N g,m. Different choices of finite collections (Gi) as
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introduced above define equivalent orbifold structures. For a proof we
refer to [39] or [40]. An orbifold is a paracompact Hausdorff space
equipped with an equivalence class of orbifold structures.
Remark 2.15. Let us also note that by a slight modification one
obtains a natural orbifold structure on the space M of equivalence
classes of stable noded Riemann surfaces with ordered marked points.
It can be obtained from the above construction by admitting only bi-
holomorphic isomorphisms preserving the order of the marked points.
The associated space Mg,m is the classical Deligne-Mumford space of
equivalence classes of stable Riemann surfaces of arithmetic genus g
and m ordered marked points.
In the previous discussion we have described a version of the clas-
sical DM-theory assuming that the gluing profile is the logarithmic
gluing profile. However, if we study maps on the Riemann surfaces
we are forced to choose a different gluing profile. This is a priori not
obvious but follows from rather subtle analytical considerations. The
modification is carried out in [19] and is as follows. For every family
(a, v) 7→ α(a,v) we replace the logarithmic gluing profile by the expo-
nential gluing profile. Therefore, we consider the family
(a, v) 7→ (a˜, v) 7→ α(a˜,v),
of stable noded Riemann surfaces parametrized by the gluing parame-
ters a˜ = (a˜1, . . . , a˜k) for the exponential gluing profile which are related
to the gluing parameters a = (a1, . . . , ak) belonging to the logarithmic
gluing profile by the following formula. If ai = 0 then a˜i = 0. If ai 6= 0,
we set ai = |ai| · e−2πiϑ and define a˜i by a˜i = |a˜i| · e−2πiϑ where
|ai| = e
−2π(e
1
|a˜i| −e).
If we define the set Xg,m of objects as before we obtain a naturally
oriented smooth orbifold structure onN g,m. This is the smooth orbifold
structure we shall need for the further constructions.
One could also start the whole construction with a good but not
necessarily complex family v 7→ j(v). Then in the corresponding con-
struction of the manifolds M(Ξ,Ξ′) the source and target maps are
smooth, and so are the multiplication, inversion and 1-maps. The
main result here is the following theorem.
Theorem 2.16. Carrying out the previous gluing constructions with
the exponential gluing profile replacing the logarithmic gluing pro-
file, one obtains naturally oriented smooth orbifold structures on the
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sets N and Mg,m. We denote the spaces equipped with these orbifold
structures by N
exp
and M
exp
g,m.
In [19] this result is proved directly by using an implicit function
theorem. However, it follows alternatively from the classical (holomor-
phic) DM-theory as described above by means of a calculus lemma,
also shown in [19].
Let α = (S, j,M,D) be a connected noded Riemann surface with
(ordered) marked points. We do not require α to be stable, but assume
that 2g+m ≥ 3, where g is the arithmetic genus of α andm the number
of marked points on S. Let G be a finite subgroup of the automorphism
group of α. In case α is unstable this latter group will be infinite. Now
we take a collection of compact small disks around the nodal points and
require that they have smooth boundaries and their union is invariant
under G. The construction is the same as the construction of a small
disk structure. Let j(w) be a deformation of j satisfying j(w) = j on
these disks. Here w varies in a finite dimensional complex vector space
E. Let N be the finite dimensional complex vector space of the gluing
parameters a{x,y}, {x, y} ∈ D. Using the exponential gluing profile we
obtain a family
(b, w) 7→ β(b,w) = (Sb, j(b, w),Mb, Db), (b, w) ∈ O,
where O ⊂ N × E is an open neighborhood of the origin. Now we
apply the forgetful map γ to obtain a map
O→Mg,m, (b, w) 7→ [(β(b,w))stable]
into the classical Deligne-Mumford space Mg,m space constructed by
means of the logarithmic gluing profile. We already explained in the
first section how the underlying stable Riemann surface is constructed.
Lemma 2.17. The above map
O →Mg,m, (b, w) 7→ [(β(b,w))stable]
into the classical Deligne-Mumford space equipped with the smooth struc-
ture related to the holomorphic structure, is a smooth map between orb-
ifolds.
Note that we suppress here the obvious ‘overhead’ for Mg,m de-
scribed by the sets Ξ. The map in Lemma 2.17 is, of course, represented
near a point in O by a map into some set Ξi.
Proof. We start with the above family
(b, w) 7→ β(b,w) := (Sb, j(b, w),Mb, Db), (b, w) ∈ O
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of noded Riemann surfaces constructed by means of the exponential
gluing profile and a smooth deformation w 7→ j(w) which is inde-
pendent of w near the nodal points. Let us add to the unstable do-
main components of (S, j,M,D) a few points outside of the small disk
structure in order to make them stable. Call this additional set of
marked points M∗. We may assume that M∗ is ordered so that the
set M∗∗ = M ∪M∗ of marked points is ordered. We now consider the
family
(b, w) 7→ β∗∗(b,w) := (Sb, j(b, w),M
∗∗
b , Db)
which is smooth into the spaceM
exp
g,m∗∗ equipped with the smooth struc-
ture coming from the exponential gluing profile as shown in [19]. Here
m∗∗ = ♯M∗∗ is the number of marked points. On the other hand, the
identity map
M
exp
g,m∗∗
id
−→Mg,m∗∗
is smooth which is again proved in [19]. The inverse, in fact, is not.
Now we can apply the following well-known result in the classical
DM-theory.
Proposition 2.18. The map which forgets the l-th marked point
and throws away possibly arising unstable domain components
forgetl :Mg,m∗∗ →Mg,m∗∗−1
is holomorphic.
Continuing with the proof of Lemma 2.17, we set m = ♯M and
m∗ = ♯M∗, so that m∗∗ = m+m∗. Then the map O →Mg,m, defined
by (b, w) 7→ [(β(b,w))stable], is the following composition of maps,
O →M
exp
g,m∗∗
id
−→Mg,m∗∗ →Mg,m∗∗−1 → . . .→Mg,m
(b, w) 7→ forgetm+1 ◦ forgetm+2 ◦ . . . ◦ forgetm+m∗([β
∗∗
(b,w)]).
In view of Proposition 2.18, this map is a composition of smooth maps
and hence the map O → Mg,m is smooth, completing the proof of
Lemma 2.17. 
Finally we recall the so called “universal property” of a good uni-
formizing family (a, v) 7→ α(a,v) of stable noded Riemann surfaces.
The property claims for every family (b, w) 7→ β(b,w) of stable noded
Riemann surfaces, containing for some parameter value (b0, w0) a sur-
face β(b0,w0) isomorphic to a surface α(a0,v0) belonging to a uniformiz-
ing family, that there exists a well-defined map (b, w) 7→ µ(b, w) =
(a(b, w), v(b, w)) defined near (b0, w0) and satisfying µ(b0, w0) = (a0, v0)
so that all the surfaces β(b,w) are isomorphic to the surfaces αµ(b,w). In
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order to make this statement precise we choose a stable noded and
connected Riemann surface α = (S, j,M,D) with unordered marked
points and let
(a, v) 7→ α(a,v) = (Sa, j(a, v),Ma, Da)
be a good uniformizing family with domain (a, v) ∈ O as defined in
Definition 2.12.
Let (S ′, j′,M ′, D′) be another stable connected noded Riemann sur-
face with unordered marked points, and letD′ be a small disk structure
D′ on S ′. This time we allow the marked points in M ′ to belong to
|D′|. Of course, M ′ is still assumed to be disjoint from the nodal points
|D′|. In order to define a deformation M ′(σ) of M ′ we choose around
every point z ∈ M ′ an open neighborhood V (z) whose closure does
not intersect |D′|. Moreover, these sets V (z) are chosen to be mutually
disjoint. If M ′ = {z1, . . . , zm′}, we introduce the product space
V (M ′) := V (z1)× · · ·V (zm′).
A point σ = (σ1, . . . , σm′) ∈ V (M ′) where σj ∈ V (zj), defines the
set M(σ′) of marked points on S ′, in the following called a defor-
mation of the marked points M ′. If σ changes smoothly, the set
of marked points M ′(σ) changes, by definition, smoothly. We now
take a C∞ neighborhood U of the complex structure j′ and denote
by UD′ the collection of complex structures k in U which coincide
with j′ on the discs |D′| of the small disk structure. With the triple
(b, k, σ) ∈ B1/2 × UD′ × V (M ′) we associate the noded Riemann sur-
face β(b,k,σ) = (S
′
b, kb,M
′(σ)b, D
′
b) and study the surfaces for |b| small,
σ close to σ0 satisfying M(σ0) = M
′ and k close to j′. If we take a
finite-dimensional family
w 7→ k(w)
of complex structures k which depend smoothly on a parameter w
varying in a finite dimensional Euclidean space, then we call the map
(b, w, σ) 7→ β(b,k(w),σ) = (S
′
b, k(w)b,M
′(σ)b, D
′
b)
a smooth family. The following result is proved in [19].
Theorem 2.19 (Universal property). We fix the good uniformiz-
ing family (a, v) 7→ α(a,v).
(1) Consider the family (b, k, σ) 7→ β(b,k,σ) of noded Riemann surfaces
as introduced above ((b, k, σ) ∈ B 1
2
× UD′ × V (M ′)) and assume that
there exists an isomorphism
ψ : β(0,j′,σ0) = (S
′, j′,M ′(σ0), D
′)→ (Sa0 , j(a0, v0),Ma0 , Da0) = α(a0,v0)
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between the two noded Riemann surfaces for some parameter (a0, v0).
Then there exists a uniquely determined continuous germ
(b, k, σ) 7→ µ(b, k, σ) = (a(b, k, σ), v(b, k, σ))
near (b, k, σ) = (0, j′, σ0) satisfying µ(0, j
′, σ0) = (a0, v0) and an asso-
ciated core-continuous germ (b, k, σ)→ φ(b, k, σ) of isomorphisms
φ(b, k, σ) : β(b,k,σ) → αµ(b,k,σ)
between the noded Riemann surfaces satisfying φ(0, j′, σ0) = ψ.
(2) Moreover, if w 7→ k(w) is a smooth family of complex structures
on S ′ satisfying k(0) = j′, then the family (b, w, σ) 7→ φ(b, k(w), σ) of
isomorphisms
φ(b, k(w), σ) : β(b,k(w),σ) → αµ(b,k(w),σ)
is core-smooth.
The notions of core-continuous and core-smooth, illustrated in Fig-
ure 2.7, are defined as follows. If (b, w, σ) → φ(b, k(w), σ) is a family
of isomorphisms
φ(b, k(w), σ) : β(b,k(w),σ) → αµ(b,k(w),σ)
between the noded Riemann surfaces, we fix (b0, w0, σ0) in the param-
eter space. If the point z in S ′b0 is not a nodal point, then its image ζ
under φ(b0, k(w0), σ0) in Sa(b0,k(w0),σ0) is also not a nodal point of the
target surface αµ(b0,k(w0),σ0). If z is in the core, a neighborhood of z can
canonically be identified with a neighborhood of z viewed as a point in
S ′. If z does not belong to a core, we find a nodal pair {x′, y′} ∈ D′ and
can identify z with a point in Dx′ \ {x′} or with a point in Dy′ \ {y′}
where Dx′ and Dy′ are discs belonging to the chosen small disk struc-
ture of the noded surface (S ′, j′,M ′, D′). The same alternatives hold
for the image ζ of z under the isomorphism φ(b0, k(w0), σ0). Via these
identifications, the family φ(b, k(w), σ) of isomorphisms gives rise to a
family of diffeomorphisms defined on a neighborhood of z in S ′ into
a neighborhood of ζ in S. Being core-continuous respectively core-
smooth requires that all these germs of families of isomorphisms are
continuous respectively smooth families of local diffeomorphisms in the
familiar sense, between the fixed Riemann surfaces S ′ and S.
2.2. Sc-smoothness, Sc-splicings, and Polyfolds
The theory of polyfolds developed in [22]-[25] generalizes the the-
ory of Banach manifolds. The theory is based on a new concept of
differentiability which allows, in particular, to view analytically intri-
cate limiting phenomena like bubbling off or stretching the neck, as
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smooth phenomena. In this subsection we recall for the convenience
of the reader some of the fundamental concepts of this new theory.
We start recalling the underlying smooth structure of Banach spaces,
called an sc-structure.
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An sc-structure for the Banach space E consists of a nested se-
quence of Banach spaces
E =: E0 ⊃ E1 ⊃ . . . ⊃ E∞ :=
⋂
i≥0
Ei
having the properties that the inclusion operators Ei+1 → Ei are com-
pact operators and that the vector space E∞ is dense in every Banach
space Ei.
A point belonging to E∞ is called a smooth point. In the following
a Banach space equipped with an sc-structure is called an sc-Banach
space. A subset U ⊂ E inherits the induced sc-structure defined by the
sequence Ui = U ∩ Ei equipped with the topology of Ei for all i ≥ 0.
Given such an induced sc-structure on U , the set Ui has the induced
sc-structure defined by the nested sequence (Ui)j := Ui+j for all j ≥ 0,
and we write U i for the set Ui equipped with this sc-structure. If E
and F are sc-Banach spaces and U ⊂ E and V ⊂ F are open subsets,
then U ⊕ V carries the sc-structure (U ⊕ V )i = Ui ⊕ Vi.
A subspace F of an sc-Banach space E is called an sc-subspace
if F is closed and the sequence (Fi)i≥0, where Fi := F ∩ Ei, defines
an sc-structure on F . An sc-subspace F of an sc-Banach E has an sc-
complement if there exists an algebraic complement G of F equipped
with an sc-structure (Gi)i≥0 so that on every level i we have a topolog-
ical direct sum Ei = Fi ⊕Gi.
In the classical theory the tangent space at a point x ∈ U ⊂ E
has a natural identification with the Banach space E. In the sc-theory,
points in U \U1 do not have a tangent space for the given sc-structure
and the tangent space TU of the open set U ⊂ E is defined as
TU = U1 ⊕ E.
A linear operator T : E → E between two sc-Banach spaces is
called an sc-operator if it maps Em into Fm for every m such that
T : Em → Fm is a bounded linear operator. An sc-isomorphism T :
E → F is a bijective sc-operator whose inverse is also an sc-operator.
In order to construct spaces with boundary with corners, the concept of
a partial quadrant C in the sc-Banach space E is useful. It is a closed
convex subset having the property that there exists an sc-Banach space
W and an linear sc-isomorphism T : E → Rn ⊕W mapping C onto
[0,∞)n ⊕W .
The tangent space of a relatively open subset U ⊂ C ⊂ E of a
partial quadrant C in the sc-Banach space is defined as TU = U1⊕E.
It carries the sc-structure (TU)i = Ui+1 ⊕ Ei.
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The notion of continuity of a map generalizes naturally to sc0-maps
as follows. A map f : U → U ′ between two relatively open subsets of
the partial quadrants in sc-Banach spaces is an sc0-map, if f(Ui) ⊂ U
′
i
for all i ≥ 0 and if the induced maps f : Ui → U ′i are continuous.
Next we recall the generalization of a smooth map between sc-Banach
spaces, called sc-smoothness.
Definition 2.20. Let U and U ′ be relatively open subsets of partial
quadrants C and C ′ in the sc-Banach spaces E and E ′, respectively.
An sc0-map f : U → U ′ is called an sc1-map, or of class sc1, if the
following conditions are satisfied.
(1) For every x ∈ U1 there exists a bounded linear map Df(x) ∈
L(E0, E ′0) satisfying for h ∈ E1, with x+ h ∈ U1,
1
‖h‖1
‖f(x+ h)− f(x)−Df(x)h‖0 → 0 as ‖h‖1 → 0.
(2) The tangent map Tf : TU → TU ′, defined by
Tf(x, h) = (f(x), Df(x)h),
is an sc0-map between the tangent spaces.
If Tf : TU → TU ′ is of class sc1, then f : U → E ′ is called of class
sc2. Proceeding inductively, the map f : U → E ′ is called of class sck if
the sc0-map T k−1f : T k−1U → T k−1E ′ is of class sc1. Its tangent map
T (T k−1f) is then denoted by T kf . It is an sc0-map T kU → T kE ′. A
map which is of class sck for every k is called sc-smooth or of class
sc∞.
The cornerstone of the sc-calculus, the chain rule, holds true and
one concludes by induction that the composition of sc∞-maps is again
of class sc∞.
A fundamental role in the definition of a M-polyfold is played by
the sc-smooth retractions introduced next.
Definition 2.21. Let U ⊂ C ⊂ E be a relatively open subset of the
partial quadrant C in the sc-Banach space E. An sc∞-map r : U → U
is called an sc-smooth retraction or an sc∞-retraction if r satisfies
r ◦ r = r. The image O = r(U) is called an sc∞-retract.
In view of the chain rule, the tangent map Tr : TU → TU of an
sc-smooth retraction r : U → U satisfies Tr ◦ Tr = Tr, and hence is
again an sc-smooth retraction.
Given a partial quadrant C in an sc-Banach space E, we define the
degeneration index
dC : C → N0
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as follows. We choose a linear sc-isomorphism T : E → Rk ⊕ W
satisfying T (C) = [0,∞)k ⊕W . Hence for x ∈ C, we have
T (x) = (r1, . . . , rk, w)
where (r1, . . . , rk) ∈ [0,∞)k and w ∈ W . Then we define the integer
dC(x) by
dC(x) = ♯{i ∈ {1, . . . , k}| ri = 0}.
It is not difficult to see that this definition is independent of the choice
of an sc-linear isomorphism T .
The following concept will replace open subsets of Banach spaces
in the classical definition of a local chart of a Banach manifold. In [29]
we spend considerable efforts to find (among other things) the best
notions for future developments. The local models for M-polyfolds
with possible boundaries are sc-smooth retracts (O,C,E), where E is
an sc-Banach space, C ⊂ E a partial quadrant and O ⊂ C an sc-
smooth retract relative to C. As it turns out, using this definition,
a M-polyfold (with nonempty boundary) has a boundary with little
structure. In our applications, for example SFT, the boundary has
a lot of structure and one can take local models which reflect these.
This leads to the definition of tame sc-smooth retracts. In the current
paper, where the main illustration is Gromov-Witten theory, the full
strength of the theory in [29] is not needed and we shall now introduce
for the purpose of this paper the notion of a local M-polyfold model.
The reader will immediately verify that this is a special case of a tame
sc-smooth retract.
Definition 2.22. A local M-polyfold model is a triple (O,C,E) in
which E is an sc-Banach space, C is a partial quadrant of E, and O is
a subset of C having the following properties:
(1) There is an sc-smooth retraction r : U → U defined on a
relative open subset U of C so that O = r(U).
(2) For every smooth point x ∈ O∞, the kernel of the map (id−Dr(x))
possesses an sc-complement which is contained in C.
(3) For every x ∈ O, there exists a sequence of smooth points
(xk) ⊂ O∞ converging to x in O and satisfying dC(xk) =
dC(x).
The choice of r in the above definition is irrelevant as long as it is an
sc-smooth retraction onto O defined on a relatively open subset U of C.
Note that from now on the local models for our M-polyfolds
will be the sc-smooth retractions of the kind just described.
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Local bundles K → O introduced later will have base spaces
O using the same type of retracts.
Remark 2.23. Let us comment on the properties (2) and (3) in
Definition 2.22. If (O,C,E) and (O′, C ′, E ′) are local M-polyfold mod-
els and if f is a germ of sc-diffeomorphism f : O(O, x)→ O(O′, x′), at
the smooth point x, then Property (2) implies that dC(x) = dC′(x
′).
In fact, one can conclude this for all elements x on level at least 1.
However, it does not follow if x is only on level 0. Adding now Prop-
erty (3) we can show that the conclusion also holds for x on level 0. It
follows that dC|O is a local diffeomorphism invariant, which, describes
numerically the corner structure of O at the point x. Definition 2.22 is
a useful definition for the notion of a M-polyfold with boundary with
corners. In the current paper we can restrict ourselves to the case with-
out boundary. We point out that for SFT we shall need a set-up with
boundaries with corners. The above definition is sufficient for SFT,
though the more general notion of a tame retract introduced in [29],
which looks more natural, works equally well.
We would like to point out that in contrast to the smooth retracts
in Banach manifolds, which are submanifolds, the sc-smooth retracts
can be very wild sets having locally varying dimensions. We refer to
the paper [27] for illustrations.
Note that an sc∞-retract O ⊂ C ⊂ E has a tangent space TO ⊂
TC ⊂ TE, defined by TO = Tr(TU), where we can take any sc∞-
retraction r : U → U , U ⊂ C ⊂ E, which has O as its image. Con-
sequently, we can define the tangent T (O,C,E) of a local M-polyfold
model (O,C,E) as
T (O,C,E) := (TO, TC, TE).
The constructions in this present paper, unlike the second part,
only involves polyfolds without boundaries. Hence the relevant local
M-polyfold models are of the form (O,E) := (O,E,E), where O is an
sc∞-retract, i.e. the image of an sc-smooth map r : U → U defined on
an open subset U of E and satisfying r ◦ r = r.
In our applications of the polyfold theory later on, the retractions
are derived from sc-smooth splicings, which are the distinguished sc-
smooth retracts defined as follows.
We consider a relatively open subset V of a partial quadrant C
in the sc-Banach space W and let E be another sc-Banach space.
Then we consider a family πv : E → E of linear bounded projections
parametrized by v ∈ V such that the map
π : V ⊕E → E
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defined by π(v, e) = πv(e) is sc-smooth. We point out that it is not
required that the map v 7→ πv is continuous in the operator topol-
ogy. The triple S = (π, E, V ) is called an sc-smooth splicing. The
associated splicing core K = KS is the set
K = {(v, e) ∈ V ⊕ E| πv(e) = e}.
Clearly, V ⊕E is a relatively open subset of the partial quadrant C⊕E
in the sc-Banach space W ⊕ E and the sc-smooth map
r : V ⊕ E → V ⊕E
defined by r(v, e) = (v, πv(e)) satisfies r ◦ r = r and hence is an sc-
smooth retraction onto the retract r(V ⊕E) = K.
So far we have defined the sc-smoothness of maps between open
subsets of sc-Banach spaces and use it now to define the sc-smoothness
of mappings between local models as follows.
Definition 2.24. A map f : (O,C,E)→ (O′, C ′, E ′) between two
local M-polyfold models is of class sc1 if the composition f ◦r : U → E ′
is of class sc1 where U ⊂ C ⊂ E is a relatively open subset of the
partial quadrant C in the sc-Banach space E and where r : U → U is
an sc-smooth retraction onto r(U) = O.
The tangent (or linearization) of the map f : O → O′ at the point
o ∈ O1 = r(U1) on level 1 is defined as
Tf(o) : ToO → Tf(o)O
′
by T (f ◦ r)|ToO.
The chain rule generalizes to sc1-maps between sc-smooth local
models.
Having the local models available we now generalize the concept of
a manifold and introduce the notion of an M-polyfold.
LetX be a paracompact Hausdorff topological space. An M-polyfold
chart for X is a triple (U, ϕ, (O,C,E)), in which U is an open subset
of X , (O,C,E) is a local M-polyfold model and ϕ : U → O is a home-
omorphism. Two such charts (U, ϕ, (O,C,E)) and (U ′, ϕ′, (O′, C ′, E ′))
are called sc-smoothly compatible if the transition maps
ϕ′ ◦ ϕ−1 : ϕ(U ∩ U ′)→ ϕ′(U ∩ U ′)
ϕ ◦ (ϕ′)−1 : ϕ′(U ∩ U ′)→ ϕ(U ∩ U ′)
are sc-smooth. Note that the sets ϕ(U ∩ U ′) and ϕ′(U ∩ U ′) are sc∞-
retracts for sc-smooth retractions defined on relatively open subsets of
partial quadrants C and C ′ in sc-Banach spaces E and E ′, respectively.
An sc-smooth atlas forX consists of a family of sc-smoothly compatible
charts so that their domains cover X .
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Definition 2.25. Let X be a paracompact Hausdorff topological
space. A maximal atlas of sc-smoothly compatible M-polyfold charts
is called an M-polyfold structure on X .
Remark 2.26. In a previous paper we have defined a M-polyfold
by requiring the topology to be second countable Hausdorff. The M-
polyfold structure of the space then makes the space completely reg-
ular. By Urysohn’s Theorem a second countable, completely regular
Hausdorff space is metrizable. We have realized later on that every-
thing works under the assumption that the topology is paracompact
and Hausdorff. As far as the Fredholm theory is concerned the re-
sults we have proved in the previous papers are valid in this context.
For certain future constructions it might be necessary to impose the
condition of second countability. This is the case, for example, if the
solution space of the unperturbed Fredholm section is not compact and
one constructs a Baire set of perturbations such that every point has
an open neighborhood on which the solution set is generic. In the case
of a second countable topology one then will be able to obtain a Baire
set of perturbations such that globally the solution set is generic. This
is already well-understood in the classical context of the Sard-Smale
perturbation theory. The difficulties do not arise in the polyfold Fred-
holm theory, if the solution set is compact and the perturbations are
sc+-sections.
We note that X can have a boundary with corners or no boundary
depending on whether in the charts (U, ϕ, (O,C,E)) we have C = E or
not. M-polyfold versions of e´tale and proper Lie-groupoids are called
ep-groupoids. In order to define them it is useful to first recall the
concept of a groupoid.
Definition 2.27. A groupoid G is a small category whose mor-
phisms are all invertible.
Recall that the category G consists of the set of objects G, the set
G of morphisms (or arrows) and the five structure maps (s, t, i, u,m).
Namely, the source and the target maps s, t : G → G assign to every
morphism, denoted by g : x → y, its source s(g) = x and its target
t(y) = y, respectively. The associative multiplication (or composition)
map
m : Gs×tG→ G, m(h, g) = h ◦ g
is defined on the fibered product
Gs×tG = {(h, g) ∈ G×G | s(h) = t(g)}.
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For every object x ∈ G, there exists the unit morphism 1x : x 7→ x in
G which is a 2-sided unit for the composition, that is, g ◦ 1x = g and
1x◦h = h for all morphisms g, h ∈ G satisfying s(g) = x = t(h). These
unit morphisms together define the unit map u : G→ G by u(x) = 1x.
Finally, for every morphism g : x 7→ y in G, there exists the inverse
morphism g−1 : y 7→ x which is a 2-sided inverse for the composition,
that is, g◦g−1 = 1y and g−1◦g = 1x. These inverses together define the
inverse map i : G→ G by i(g) = g−1. The orbit space of a groupoid
G,
|G| = G/ ∼,
is the quotient of the set of objects G by the equivalence relation ∼
defined by x ∼ y if and only if there exists a morphism g : x 7→ y. The
equivalence class {y ∈ G| y ∼ x} will be denoted by
|x| := {y ∈ G| y ∼ x}.
If x, y ∈ G are two objects, then G(x, y) denotes the set of all mor-
phisms g : x 7→ y. In particular, for x ∈ G fixed, we denote by
G(x) = G(x, x) the stabilizer (or isotropy ) group of x,
G(x) = {morphisms g : x 7→ x}.
For the sake of notational economy we shall denote in the following a
groupoid, as well as its object set by the same letter G and its morphism
set by the bold letter G.
Ep-groupoids, as defined next, can be viewed as M-polyfold versions
of e´tale and proper Lie-groupoids discussed e.g. in [39] and [40].
Definition 2.28. An ep-groupoid X is a groupoid X together
with a M-polyfold structures on the object set X as well as on the mor-
phism set X so that all the structure maps (s, t,m, u, i) are sc-smooth
maps and the following holds true.
• (e´tale) The source and target maps s and t are surjective local
sc-diffeomorphisms.
• (proper) For every point x ∈ X, there exists an open neigh-
borhood V (x) so that the map t : s−1(V (x)) → X is a proper
mapping.
We point out that if X is a groupoid equipped with M-polyfold
structures on the object set X as well as on the morphism set X, and
X is e´tale, then the fibered product Xs×tX has a natural M-polyfold
structure so that the multiplication mapm is defined on an M-polyfold.
Hence its sc-smoothness is well-defined, see Lemma 2.35 below.
In an ep-groupoid every morphism g : x→ y can be extended to a
unique local sc-diffeomorphism t◦s−1 satisfying s(g) = x and t(g) = y.
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The properness assumption implies that the isotropy groups G(x) are
finite groups.
The orbit space |X| of the ep-groupoid X is equipped with the
quotient topology.
A M-polyfold X is equipped with a filtration
X = X0 ⊃ X1 ⊃ X2 ⊃ · · · ⊃ X∞ :=
⋂
j≥0
Xj
into subsets such that the embeddings Xk+1 → Xk are continuous
and X∞ is dense in every subset Xk. Since in an ep-groupoid the
object set X and the morphism set X are M-polyfolds, they are both
equipped with filtrations. The source and the target maps are local
sc-diffeomorphisms, hence they preserve the levels of the filtrations.
Consequently, the filtration of the object set X induces the filtration
on the orbit space |X|, namely,
|X| = |X0| ⊃ |X1| ⊃ |X2| ⊃ · · · ⊃ |X∞| =
⋂
j≥0
|Xj | .
An sc-smooth functor F : X → Y between two ep-groupoids is called
an equivalence if it possesses the following properties.
(1) F is a local sc-diffeomorphism on objects as well as on mor-
phisms.
(2) The induced map |F | : |X| → |Y | between the orbit spaces is
a homeomorphism.
(3) For every x ∈ X , the functor F induces an isomorphism
G(x)→ G(F (x)) between the isotropy groups.
Let us note that (1)-(3) implies that |F |(|Xm|) ⊂ |Xm| and that |F | :
|Xm| → |Xm| is a homeomorphism for all m ≥ 0.
A polyfold structure on the paracompact Hausdorff topological
space Z is a pair (X, β) in which X is an ep-groupoid and
β : |X| → Z
a homeomorphism from the orbit space |X| of the ep-groupoid X onto
Z. Two such polyfold structures (X, β) and (X ′, β ′) are called equiva-
lent,
(X, β) ∼ (X ′, β ′),
if there exists a third polyfold structure (X ′′, β ′′) on Z and two equiv-
alences
X
F
←− X ′′
F ′
−→ X ′
between the ep-groupoids satisfying
β ′′ = β ◦ |F | = β ′ ◦ |F ′| .
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Definition 2.29. A polyfold is a paracompact Hausdorff topolog-
ical space Z equipped with an equivalence class of polyfold structures.
Remark 2.30. In our definition we require that a polyfold is a
paracompact Hausdorf space. It is presumably enough to require Z to
be a topological space. It is easy to show that |X| is Hausdorff if X
is an ep-groupoid and this implies if Z is homeomorphic to |X| that Z
is Hausdorff. At this point it does not seem to be clear whether |X|
is also paracompact in general. However, this knowledge is not needed
for the Fredholm theory if we know that the sc-Fredholm section is
component-wise proper. We shall investigate this in more detail in
[29]. There seems to be nothing lost by just requiring in the definition
Z to be a topological space. However, it is important that M-polyfolds
are paracompact Hausdorff spaces. In the case of an ep-groupoid we
presently do not know whether the orbit space |X|, which easily is
seen to be Hausdorff as consequence of the properness assumption, has
better properties, e. g. is paracompact.
In order to recall the concept of a strong bundle over a M-polyfold,
we consider two sc-Banach spaces E and F and let U ⊂ C ⊂ E be
a relatively open subset of a partial quadrant C of E. By U ⊳ F we
denote the space U ⊕ F equipped, however, with the double filtration
(U ⊳ F )m,k = Um ⊕ Fk, for m ≥ 0 and 0 ≤ k ≤ m+ 1.
Associated with U ⊳ F we have the two sc-spaces
U ⊕ F and U ⊕ F 1.
An sc-smooth strong bundle map Φ : U ⊳ F → V ⊳ G is a map of
the form
Φ(u, h) = (f(u), φ(u, h))
which is linear in h and for which the two maps
Φ : U ⊕ F i → V ⊕Gi, i = 0 and i = 1,
are sc-smooth.
Definition 2.31. An sc-smooth strong bundle retraction R :
U ⊳F → U ⊳F is an sc-smooth strong bundle map satisfying R◦R = R.
An sc-smooth strong bundle retraction is of the form R(u, h) =
(r(u), ρ(u, h)) where ρ is linear in h and r◦r = r so that r is a retraction
of U ⊂ C ⊂ E. We shall abbreviate the associated retracts by
O = r(U) ⊂ C ⊂ E
K = R(U ⊳ F ) ⊂ C ⊳ F ⊂ E ⊳ F
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and denote by
p : K → O, p(u, h) = u
the projection map.
Definition 2.32. The sc-smooth map p : K → O above is called
a strong local bundle model.
The retract K is equipped with the double filtration Km,k for 0 ≤
k ≤ m + 1 and p induces the maps Km,k → Om. By definition, the
retraction R : U ⊕ F → U ⊕ F is an sc-smooth map and we denote
by K(0) the associated retract equipped with the filtration K(0)m =
Km,m. Also the retraction R : U⊕F 1 → U⊕F 1 is, by definition, an sc-
smooth map and we denote byK(1) the corresponding retract equipped
with the filtrationK(1)m = Km,m+1. The projection p : K → O defines
the two sc-smooth maps
p : K(0)→ O and p : K(1)→ O.
Hence the bundle map K(1) → K(0) over the identity map O → O
is a fiberwise compact map. This fact is a very useful tool in the
perturbation theory of Fredholm sections.
Definition 2.33. An sc-smooth section f of the local strong
bundle model p : K → O is an sc-smooth map f : O → K(0) satisfying
p ◦ f = id, where K(0) is equipped with the filtration K(0)m = Km,m.
An sc+-section of p : K → O is an sc-smooth section which is also an
sc-smooth map O → K(1), where K(1) is equipped with the filtration
K(1)m = Km,m+1.
We now consider the paracompact Hausdorff spaces X and Y and
assume that there exists a continuous and surjective map
P : Y → X
having the property that for every x ∈ X , the preimage P−1(x) posses
the structure of a Banach space.
Then a strong bundle chart (Ψ, V,K) of the bundle P : Y → X
consists of an open subset V ⊂ X , a strong local bundle model p :
K → O and a homeomorphism Ψ : P−1(V )→ K which covers a home-
omorphism ψ : V → O and which between every fiber is a bounded
linear operator of Banach spaces.
P−1(V )
Ψ
−−−→ K
P
y yp
V
ψ
−−−→ O.
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If K → O and K ′ → O′ are two strong local bundle models, then
an sc-smooth strong local bundle map f : K → K ′ is of the form
f(u, h) = (f0(u), f1(u, h)),
linear in h, where f0 : O → O′ is an sc-smooth map and where f
induces the two sc-smooth maps
f : K(i)→ K ′(i) for i = 0 and i = 1.
If the above maps f : K(i) → K ′(i) for i = 0 and i = 1 are sc-
diffeomorphisms, we call f : K → K ′ an sc-smooth strong local
bundle diffeomorphism.
Two strong bundle charts are sc-smoothly compatible if the transi-
tion map is an sc-smooth strong local bundle diffeomorphism.
Definition 2.34 (Strong bundle over a M-polyfold). The con-
tinuous surjection P : Y → X equipped with a maximal atlas of sc-
smoothly compatible strong bundle charts is called a strong bundle
over the M-polyfold X .
Since transition maps of strong bundle charts of the bundle P : Y →
X are sc-smooth and hence sc-continuous, the total space Y inherits a
double filtration
Ym,k, for m ≥ 0 and 0 ≤ k ≤ m+ 1.
In particular we obtain the M-polyfolds Y (0) and Y (1) with the filtra-
tions Y (0)m = Ym,m and Y (1)m = Ym,m+1.
An sc-smooth section of P is a map f : X → Y satisfying P ◦f = id.
Moreover, f(x) ∈ Ym,m = Y (0)m if x ∈ Xm and f : X → Y (0) is
sc-smooth. An sc+-section of P is a section which satisfies f(x) ∈
Ym,m+1 = Y (1)m if x ∈ Xm and the induced map f : X → Y (1) is
sc-smooth. We shall denote these two classes of sections by Γ(P ) and
Γ+(P ), respectively. For a detailed discussion of these concepts we
refer to [18], [24] and [25].
Finally, in order to recall from [24] (section 2.4) the notion of a
strong bundle over an ep-groupoid we start with the ep-groupoid X =
(X,X) and with a strong bundle p : E → X over the object set of
the ep-groupoid, and we recall the following lemma from [24] (Lemma
2.8).
Lemma 2.35. Let X, Y and Z be M-polyfolds. Assume that f :
X → Y is a local sc-diffeomorphism and g : Z → Y is an sc-smooth
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map. Then the fibered product
Xf×gZ = {(x, z) ∈ X × Z|f(x) = g(z)}
has a natural M-polyfold structure and the projection map π2 : Xf×gZ →
Z is a local sc-diffeomorphism.
Since the source map s : X → X is, by definition, a local sc-
diffeomorphism, the fibered product
Xs×pE = {(g, e) ∈ X× E| s(g) = p(e)}
is an M-polyfold in view of the lemma above. Moreover, the bundle
E := Xs×pE
π1−→ X,
defined by the projection π1(g, e) = g onto the first factor is, as the pull-
back of the strong M-polyfold bundle p : E → X by the source map
s : X → X , also a strong M-polyfold bundle, in view of Proposition
4.11 in [22].
Remark 2.36. The results in [22] concerning M-polyfolds and strong
bundles originally assume that these spaces were build on local mod-
els coming from so-called splicings and bundle splicings, respectively.
Splicings and bundle splicings are special examples of retractions and
strong bundle retractions. The proofs of the results in [22] go through
without modifications for these more general retractions.
Next we assume that there is an sc-smooth strong bundle map
µ : E→ E
covering the target map t : X→ X , so that the diagram
E
µ
−−−→ E
π1
y yp
X
t
−−−→ X
commutes.
We require that this sc-smooth strong bundle map µ : E → E has
the following additional properties.
(1) µ is a local sc-diffeomorphism from E(i) onto E(i) for i = 0, 1
and is linear on the fibers Ex.
(2) µ(1x, ex) = ex for all x ∈ X and ex ∈ Ex.
(3) µ(h ◦ g, e) = µ(h, µ(g, e)) for all e ∈ E and g, h ∈ X for which
s(h) = t(g) and s(t) = p(e).
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Actually property (1) is a consequence of the properties (2) and (3).
Indeed, the bundle map µ : E→ E is, by definition linear and, in view
of (2) and (3), fiberwise a bijection. In order to verify that µ induces
local sc-diffeomorphisms for i = 0, 1, we choose a point (g, e) ∈ E(i)
viewed as an element of E, and choose an open neighborhood U ⊂ X
around g, so that the restriction of the target map
τ := t|U : U→ U := t(U)
is an sc-diffeomorphism. Then π−11 (U) is an open neighborhood of
(g, e) in E and the restricted map
(∗) µ : π−11 (U)→ p
−1(U)
induces the sc-smooth and bijective maps E(i)|U→ E(i)|U. From the
properties (2) and (3) again, it follows that the map
e 7→
(
τ−1 ◦ p(e), µ([τ−1 ◦ p(e)]−1, e)
)
defined for e ∈ E|U , is the inverse of the map (∗). Since it is an sc-
smooth map E(i)|U → E(i)|U for i = 0, 1, the map µ is indeed a local
sc-diffeomorphism and property (1) is proved.
As proved in [24] (section 2.4), the above two strong bundles p :
E → X and π1 : E → X define, in view of the properties of the map
µ, the ep-groupoid
E = (E,E)
having E is its objects and E as its morphisms. The map µ : E→ E is
the target map and the projection π2 : E→ E onto the second factor is
the source map of this ep-groupoid. This ep-groupoid could be called a
strong bundle ep-groupoid over the ep-groupoid (X,X) via the functor
P := (p, π1) : E = (E,E)→ X = (X,X)
between the two ep-groupoids.
Definition 2.37 (Strong bundle over the ep-groupoid). A
pair (E, µ) in which p : E → X is a strong bundle over the object
M-polyfod X of the ep-groupoid (X,X) and µ : E → E is an sc-
smooth strong bundle map possessing the above properties (1)–(3) and
the commutativity condition p ◦ µ = t ◦ π1, is called a strong bundle
over the ep-groupoid X = (X,X).
Later on we shall sometimes refer to the above functor P : E →
X , which is deduced from (E, µ), as the strong bundle over the ep-
groupoid. Next we recall from [24] the notion of a strong polyfold
bundle structure for the continuous surjection map p̂ : W → Z between
two paracompact Hausdorff spaces.
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Definition 2.38 (Strong polyfold bundle structure). A strong
polyfold bundle structure on p̂ : W → Z consists of a triple
(P : E → X,Γ, γ)
in which P : E → X is a strong bundle over the ep-groupoidX inducing
the map |P | : |E| → |X| between the orbit spaces, Γ : |E| → W is a
homeomorphism between the orbit space |E| and W , and γ : |X| → Z
is a homeomorphism between the orbit space |X| and Z. Further, we
require that
p̂ ◦ Γ = γ ◦ |P |
so that the diagram
|E|
|P |
−−−→ |X|
Γ
y yγ
W
p̂
−−−→ Z
commutes.
The reader should consult [24] for the equivalence of strong bundle
structures over ep-groupoids.
2.3. Polyfold Fredholm Sections of Strong Polyfold Bundles
We next recall the notion of a (polyfold) Fredholm section from
[27]. The notion is much more general than the classical notion of a
Fredholm section. The first property of a Fredholm section we require
is the regularization property, which models the outcome of the elliptic
regularity theory.
Definition 2.39. Let P : Y → X be a strong M-polyfold bundle
over the M-polyfold X . A section f ∈ Γ(P ) is said to be regularizing
if the following holds. If x ∈ Xm and f(x) ∈ Ym,m+1, then x ∈ Xm+1.
We observe that if f ∈ Γ(P ) is regularizing and s ∈ Γ+(P ), then
f + s is also regularizing.
We now consider a strong local bundle K → O. Here K = R(U ⊳F )
is the sc-smooth strong bundle retract of the sc-smooth strong bundle
retraction
R(u, h) = (r(u), ρ(u)h)
where ρ(u) : F → F is a bounded linear map. Moreover, O stands for
the retract O = r(U). We assume that 0 ∈ O and we are interested in
germs of sections (f, 0) of the strong local bundle K → O defined near
0. Identifying the local section germ with its principal part we view
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(f, 0) as a germ O(O, 0)→ F . Here we denote by O(O, 0) an sc-germ
of open neighborhoods of 0 in O consisting of a decreasing sequence
U0 ⊃ U1 ⊃ U2 ⊃ · · · ⊃ Um ⊃ · · · .
of relatively open neighborhoods of 0 in C ⊂ E.
In the next step we introduce the useful notion of a filling of a sc-
smooth section germ (f, 0) of a strong local bundle K → O near the
given smooth point 0. We do knot require that f(0) = 0!. The notion
of a filling is a new concept specific to the world of retracts. In all
known applications it deals successfully with bubbling-off phenomena
and similar singular phenomena.
Definition 2.40 (Filling). We consider a strong local bundle
K → O, where K = R(U ⊳ F ) and the set U ⊂ C ⊂ E is a relatively
open neighborhood of 0 in the partial quadrant C of the sc-Banach
space E. Here F is a sc-Banach space and R is a strong bundle retrac-
tion of the form
R(u, h) = (r(u), ρ(u)(h))
covering the retraction r : U → U onto O = r(U) and ρ(u) : F → F is
a bounded linear operator. We also assume that r(0) = 0.
A sc-smooth section germ (f, 0) of the bundle K → O possesses
a filling if there exists a sc-smooth section germ (g, 0) of the bundle
U ⊳ F → U extending f and having the following properties.
(1) f(x) = g(x) for x ∈ O close to 0.
(2) If g(y) = ρ(r(y))g(y) for a point y ∈ U near 0, then y ∈ O.
(3) The linearization of the map y 7→ [id−ρ(r(y))] · g(y) (which
vanishes at 0) at the point 0, restricted to ker(Dr(0)), defines
a topological linear isomorphism
ker(Dr(0))→ ker(ρ(0)).
The crucial property of a filler is the fact that the solution sets
{y ∈ O | f(y) = 0} and {y ∈ U | g(y) = 0} coincide near y = 0. Indeed,
if y ∈ U is a solution of the filled section g so that g(y) = 0, then it
follows from (2) that y ∈ O and from (1) that f(y) = 0. The section g
is, however, much easier to analyze than the section f , whose domain
of definition has a rather complicated structure. It turns out that in
the applications these extensions g are surprisingly easy to detect. In
the Gromov-Witten theory and the SFT they seem almost canonical.
The condition (3) plays an important role in the comparison of the
linearizations f ′(0) and Dg(0) if f(0) = 0 = g(0) holds, as we are going
to explain next.
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It follows from the definition of a retract that ρ(r(y)) ◦ ρ(r(y)) =
ρ(r(y)). Hence, since y = 0 ∈ O we have r(0) = 0 and ρ(0)◦ρ(0) = ρ(0)
so that ρ(0) is a linear sc-projection in F and we obtain the sc-splitting
F = ρ(0)F ⊕ (id−ρ(0))F.
Similarly, it follows from r(r(y)) = r(y) for y ∈ U that Dr(0)◦Dr(0) =
Dr(0) so that Dr(0) is a linear sc-projection in E which gives rise to
the sc-splitting
α⊕ β ∈ E = Dr(0)E ⊕ (id−Dr(0))E.
We recall that the linearization f ′(0) : T0O → K0 of the section f : O →
K at y = 0 = r(0) (assuming f(0) = 0) is defined as the restriction of
the derivative D(f ◦ r)(0) of the map f ◦ r : U → F to T0O. We note
that it takes its image in K0 = ker(Id − ρ(0)) = ρ(0)F , and that we
have the identity T0O = Dr(0)E. From ρ(r(y))f(r(y)) = f(r(y)) for
y ∈ U close to 0, we obtain, using f(0) = 0, by linearization at y = 0
the relation ρ(0)Df(0) = Df(0). From g(r(y)) = f(r(y)) = f(r(r(y))
for y ∈ U near 0 we deduce
Dg(0) ◦Dr(0) = f ′(0) ◦Dr(0)
and therefore Dg(0)|T0O = f ′(0) : Dr(0)E → ρ(0)F . From the iden-
tity
(id−ρ(r(y))g(r(y)) = 0 for all y ∈ U,
we deduce, using g(0) = 0, the relation (id−ρ(0))Dg(0) ◦Dr(0) = 0.
Hence the matrix representation of Dg(0) : E → F with respect to the
above splittings of E and F looks as follows,
Dg(0)
[
α
β
]
=
[
f ′(0) ρ(0)Dg(0)(id−Dr(0))
0 (id−ρ(0))Dg(0)(id−Dr(0))
]
·
[
α
β
]
.
In view of property (3), the linear map β 7→ (id−ρ(0))◦Dg(0)(id−Dr(0))β
from (id−Dr(0))E to (id−Dρ(0))F is an isomorphism of Banach spaces.
Therefore,
ker(Dg(0)) = ker(Df(0))⊕ {0}.
Moreover the filler has the following additional properties assuming
f(0) = 0.
Proposition 2.41 (Filler).
(1) The operator f ′(0) : Dr(0)E → ρ(0)F is surjective if and only
if the operatorDg(0) : E → F is surjective. Further ker(f ′(0)) =
ker(Dg(0)).
(2) f ′(0) is a Fredholm operator (in the classical sense) if and only
if Dg(0) is a Fredholm operator and Ind f ′0) = Ind Dg(0).
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Proof. (1) We assume that f ′(0) is surjective and let γ ∈ F . Since
the operator (id−ρ(0))Dg(0)(id−Dr(0)) : (id−Dr(0)E → (id−ρ(0))F
is an isomorphism, we find β ∈ (id−Dr(0)E satisfying (id−ρ(0))Dg(0)β =
(id−ρ(0))γ. As f ′(0) is surjective, there exists α ∈ Dr(0)E satisfying
f ′(0)α = ρ(0)γ − ρ(0)Dg(0)β. Therefore,
Dg(0)(α+ β) = f ′(0)α+ ρ(0)Dg(0)β + (id−ρ(0))Dg(0)β
= ρ(0)γ + (id−ρ(0))γ = γ,
showing that Dg(0) is surjective.
Conversely, assuming that Dg(0) : E → F is surjective, we let γ ∈
ρ(0)F and find α+β ∈ Dr(0)E⊕(id−Dr(0))E solving Dg(0)(α+β) =
γ. Since γ ∈ ρ(0)F , we have (id−ρ(0))Dg(0)(α + β) = 0. From
(id−ρ(0))Dg(0)β = 0 we conclude β = 0 and hence (id−ρ(0))Dg(0)α =
0. Therefore, Dg(0)(α + 0) = ρ(0)Dg(0)α = f ′(0)α = γ, proving that
f ′(0) is surjective.
Assume that (α, β) ∈ ker(Dg(0)). Then β = 0 since β 7→ (id−ρ(0))◦
Dg(0)(id−Dr(0))β is an isomorphism. This implies that f ′(0)α = 0.
If on the other hand f ′(0)α = 0, then it is immediate that (α, 0) ∈
ker(Dg(0)).
(2) To simplify the notation we abbreviate the above matrix rep-
resenting Dg(0) by
Dg(0) =
[
A B
0 C
]
and abbreviate the above splittings by E = E0 ⊕ E1 and F = F0 ⊕
F1. The operators in the matrix are bounded between corresponding
Banach spaces and C : E1 → F1 is an isomorphism of Banach spaces.
Therefore, if B = 0, the operator A = f ′(0) : E0 → F0 is Fredholm if
and only if the operator [
A 0
0 C
]
: E → F
is Fredholm in which case their indices agree. The statement now
follows from the composition formula[
id BC−1
0 id
] [
A 0
0 C
]
=
[
A B
0 C
]
since the first factor is an isomorphism from E to F , and hence has
index equal to 0 and the Fredholm indices of a composition are additive.
This completes the proof of Proposition 2.41 
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To sum up the role of a filler, instead of studying the solution set
of the section f : O → K we can as well study the solution set of the
filled section g : U → U ⊳ F , which is defined on the relatively open set
U of the partial quadrant C in the sc-space E and easier to analyze.
Proposition 2.42. If the section germ (f, 0) of the strong local
bundle K → O has the filled version (g, 0), then the section germ (f +
s, 0) has the filled version (g + s ◦ r, 0) for every sc+-section s of the
bundle K → O.
Proof. We show that if t is the sc+-section of U ⊳ F → F defined
by t(y) = s(r(y)), then (g + t, 0) is a filled version of (f + s, 0). In
order to verify property (1) for g + t we take x ∈ O and obtain, using
r(x) = x, that (g + t)(x) = g(x) + s(r(x)) = f(x) + s(x) which is
property (1).
If (g + t)(y) = ρ(r(y))(g + t)(y) for some y ∈ U , we conclude,
using ρ(r(y))t(y) = t(y), that g(y) = ρ(r(y))g(y). Therefore, y ∈ O by
property (2) of g. Finally, using [id−ρ(r(y))]t(y) = 0, we obtain
[id−ρ(r(y))](g(y) + t(y)) = [id−ρ(r(y))]g(y).
Hence, in view of property (3) for g, the linearisation of the left-hand
side at y = 0, if restricted to the kernel of Dr(0), satisfies the property
(3) for g + t. 
Next we introduce a class of so-called basic germs denoted by Cbasic.
Definition 2.43 (Basic germ). An element in Cbasic is an sc-
smooth germ
f : O(Rn ⊕W, 0)→ (RN ⊕W, 0),
where W is an sc-Banach space, so that if P : RN ⊕W → W denotes
the projection, then the germ P ◦ f : O(Rn ⊕W, 0) → (W, 0) has the
form
P ◦ f(a, w) = w − B(a, w)
for (a, w) close to (0, 0) ∈ Rn ⊕W0. Moreover, for every ε > 0 and
m ≥ 0, we have the estimate
|B(a, w)− B(a, w′)|m ≤ ε · |w − w
′|m
for all (a, w), (a, w′) close to (0, 0) on level m.
We are in the position to define the notion of a Fredholm germ.
Definition 2.44. Let P : Y → X be a strong bundle, x ∈ X∞,
and f a germ of an sc-smooth section of P around x. We call (f, x)
a Fredholm germ provided there exists a germ of sc+-section s of P
near x satisfying s(x) = f(x) and such that in suitable strong bundle
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coordinates mapping x to 0, the push-forward germ g = Φ∗(f − s)
around 0 has a filled version g so that the germ (g, 0) is equivalent to
a germ belonging to Cbasic.
Let us observe that tautologically if (f, x) is a Fredholm germ and
s0 a germ of sc
+-section around x, then (f + s0, x) is a Fredholm germ
as well. Indeed, if (f − s, 0) in suitable coordinates has a filled version
with the desired properties, then ((f + s0)− (s + s0), 0) has the same
filled version.
Finally, we can introduce the Fredholm sections of strong M-polyfold
bundles.
Definition 2.45. Let P : Y → X be a strong M-polyfold bundle
and f ∈ Γ(P ) an sc-smooth section. The section f is called a polyfold
Fredholm section provided it has the following properties:
(1) f is regularizing.
(2) At every smooth point x ∈ X , the germ (f, x) is a Fredholm
germ.
If (f, x) is a Fredholm germ and f(x) = 0, then the linearisation
f ′(x) : TxX → Tf(x)Y is a linear sc-Fredholm operator. The proof can
be found in [23]. If, in addition, the linearization f ′(x) : TxX → Tf(x)Y
is surjective, then our implicit function theorem gives a natural smooth
structure on the solution set of f(y) = 0 near x as the following theorem
from [23] shows.
Theorem 2.46. Assume that P : Y → X is a strong M-polyfold
bundle and let f be a Fredholm section of the bundle P . If the point
x ∈ X solves f(x) = 0 and if the linearization at this point f ′(x) :
TxX → Tf(x)Y is surjective, there exists an open neighborhood U of x
so that the solution set
SU := {y ∈ U | f(y) = 0}
has in a natural way a smooth manifold structure induced from X. In
addition, SU ⊂ X∞.
2.4. Gluings and Anti-Gluings
In this section we carry out the gluing and anti-gluing construc-
tions for maps from conformal cylinders into R2n. We start with the
formal aspects of these constructions for continuous maps. For this
part we can use any gluing profile, however, to prove sc-smoothness of
the expressions for gluing and anti-gluing it will be important to use
the exponential gluing profile given by
ϕ(r) = e1/r − e, r ∈ (0, 1].
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We first introduce the domains on which the glued and anti-glued
maps will be defined. Let a ∈ B 1
2
⊂ C be the disk of radius 1
2
. If a = 0,
we define the set Z0 as the disjoint union of two half-cylinders
Z0 = (R
+ × S1)
⊔
(R− × S1).
If a 6= 0, we represent a as a = |a| · e−2πiϑ and define the gluing length
R by means of the gluing profile as
R = ϕ(|a|).
Now we introduce the abstract infinite cylinder Ca. We take the disjoint
union of the half-cylinders R+×S1 and R−×S1 and identify the points
(s, t) ∈ [0, R]× S1 with the points (s′, t′) ∈ [−R, 0]× S1 if they satisfy
the relation
s = s′ +R and t = t′ + ϑ.
PSfrag replacements
(s′, t′)
(s, t)
[s, t]
R− × S1
R+ × S1
Ca
0
0 R
−R
Figure 2.8. Glued infinite cylinders Ca.
This identification is compatible with the standard conformal struc-
ture on the cylinders. There are two global conformal coordinates on
Ca defined by
Ca → R× S
1, [s, t] 7→ (s, t),
and
Ca → R× S
1, [s′, t′]′ 7→ (s′, t′).
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The first coordinates are the extension of the coordinates (s, t) for s ≥ 0
and the second are the extension of the coordinates (s′, t′) for s′ ≤ 0.
Clearly, if [s, t] = [s′, t′]′, then s = s′ + R and t = t′ + ϑ. The infinite
cylinder Ca contains the finite sub-cylinder Za defined by
Za = {[s, t]| (s, t) ∈ [0, R]× S
1} = {[s′, t′]′| (s′, t′) ∈ [−R, 0]× S1}.
PSfrag replacements
0
0
(s′, t′)
(s, t)
[s, t]
−R
R
R− × S1
R+ × S1
Za
Figure 2.9. Glued finite cylinders Za.
One should think of the coordinates (s, t) ∈ R+ × S1 and (s′, t′) ∈
R− × S1 as holomorphic polar coordinates on the annuli Dx \ {x} and
Dy \ {y} in the disks of the small disk structure belonging to the nodal
pair {x, y}. In this case the gluing parameter a = a{x,y} described in
Section 2.1 defines the neck region Z
{x,y}
a{x,y}. The infinite cylinder Ca
will be used to describe data which otherwise would be lost during the
gluing process. This is not too important for the Deligne-Mumford
theory but it is crucial once we consider maps defined on the Riemann
surfaces. For the gluing parameter a = 0 we define
C0 = ∅.
Observe that given any codomain A there is precisely one map ∅ → A.
In order to define the gluing and anti-gluing construction for maps
we need to fix additional data. We choose a smooth cut-off function
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β : R→ [0, 1] having the following properties:
(2.1)
• β(−s) + β(s) = 1 for all s ∈ R
• β(s) = 1 for all s ≤ −1
• β ′(s) < 0 for all s ∈ (−1, 1).
If a ∈ C is a gluing parameter and R = ϕ(|a|) the associated gluing
length, we introduce the translated function βa = βR : R→ R defined
by
(2.2) βa(s) := β
(
s−
R
2
)
.
In order to define the basic R2n-gluing ⊕a, we take a pair (u+, u−)
of continuous maps
u± : R± × S1 → R2n
satisfying
lim
s→∞
u±(s, t) =: u+(∞) = u−(−∞) := lim
s→−∞
u−(s, t)
uniformly in t. We call the constant c := u+(∞) = u−(−∞) the
common asymptotic constant of the pair (u−, u+) and we say that u±
possess asymptotic matching conditions. For such a pair of maps we
define the glued map
⊕a(u
+, u−) : Za → R
2n
for a gluing parameter a as follows. If a = 0, we define
⊕0(u
+, u−) := (u+, u−) : Z0 → R
2n.
If 0 < |a| ≤ 1
2
, we define
⊕a(u
+, u−)([s, t]) = βa(s) · u
+(s, t) + (1− βa(s)) · u
−(s−R, t− ϑ).
We will always use the coordinates [s, t] on Za for a 6= 0. The formula
in the coordinates [s′, t′]′ looks similar. The above procedure is a “non-
linear gluing” of maps into R2n. We shall see below how to replace R2n
by a manifold.
Fixing a pair (u+, u−) of maps as above, we shall define the glued
and anti-glued maps for pairs of vector fields (h+, h−) along the pair
(u+, u−) of curves so that h±(s, t) ∈ Tu±(s,t)R
2n = R2n. We denote by
E the vector space of pairs (h+, h−) of continuous maps
h± : R± × S1 → R2n
satisfying
lim
s→∞
h+(s, t) =: h+(∞) = h−(−∞) := lim
s→−∞
h−(s, t)
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uniformly in t, where h±(±∞) are the asymptotic constants in R2n.
For a pair (h+, h−) ∈ E, we define the glued vector field ⊕a(h+, h−) :
Za → R
2n by the same formulae as before. Namely, if a = 0, we set
⊕0(h
+, h−) = (h+, h−),
and if 0 < |a| < 1
2
, we define
⊕a(h
+, h−)([s, t]) = βa(s) · h
+(s, t) + (1− βa(s)) · h
−(s− R, t− ϑ).
Wemay view⊕a(h+, h−) as a vector field along the glued map⊕a(u+, u−).
If exp is the exponential map on R2n with respect to the Euclidean met-
ric, then, given the pair of vector fields (h+, h−) ∈ E along the pair
(u+, u−), so that
exp(u+,u−)(h
+, h−) = (u+ + h+, u− + h−),
we obtain the formula,
(2.3) ⊕a (exp(u+,u−)(h
+, h−)) = exp⊕a(u+,u−)(⊕a(h
+, h−)).
Next we introduce the operation of anti-gluing for vector fields. The
anti-glued vector field
⊖a(h
+, h−) : Ca → R
2n
is defined as follows. If a = 0, we set
⊖a(h
+, h−) = 0.
Here 0 is the unique map ∅ → R2n. If 0 < |a| < 1
2
, we define
⊖a(h
+, h−)([s, t]) = −(1− βa(s)) · [h
+(s, t)− ava(h
+, h−)]
+ βa(s) · [h
−(s−R, t− ϑ)− ava(h
+, h−)].
The average is the number
ava(h
+, h−) :=
1
2
(
[h+]R + [h
−]R
)
where
[h±]R :=
∫
S1
h±
(
±
R
2
, t
)
dt.
The anti-glued map possesses antipodal asymptotic constants,
⊖a(h
+, h−)(−∞) = −⊖a (h
+, h−)(+∞).
Remark 2.47. Let us summarize the above discussion. The glu-
ing and anti-gluing constructions will be later on implanted into the
manifold setting. The following view point about the R2n-case will be
useful. One fixes a smooth pair (u+0 , u
−
0 ) with vanishing asymptotic
constant. We refer to (u+0 , u
−
0 ) as the base pair. We consider nearby
pairs (u+, u−) with matching asymptotic constants. For these pairs the
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nonlinear gluing is defined. Moreover, the nearby pairs (u+, u−) can be
expressed, using the exponential map exp on R2n, as
exp(u+0 ,u
−
0 )
(h+, h−) = (u+0 + h
+, u−0 + h
−)
for some pair of vector fields (h+, h−) along (u+0 , u
−
0 ). For vector fields
(h+, h−) along the base pair (u+0 , u
−
0 ), the linear gluing ⊕a(h
+, h−) is de-
fined and produces a vector field along the glued base pair ⊕a(u
+
0 , u
−
0 ).
In addition, the following holds
⊕a(exp(u+0 ,u−0 )(h
+, h−)) = exp⊕a(u+0 ,u
−
0 )
(⊕a(h
+, h−)).
The negative gluing ⊖a(h+, h−) of a pair of vector fields (h+, h−) takes
values in the tangent space T0R
2n of R2n at 0, where 0 is the common
asymptotic limit of the base pair (u+0 , u
−
0 ).
The gluing constructions introduced above are intimately related
to the concept of splicing as we shall describe next.
Recall that we have denoted by E the space of pairs of continuous
vector fields (h+, h−) along (u+, u−) satisfying the asymptotic matching
conditions h+(∞) = h−(−∞). We introduce the space Ea+ consisting
of continuous maps v : Za → R2n and the space Ea− consisting of
continuous maps w : Ca → R
2n satisfying w(−∞) = −w(∞). We
define, for 0 < |a| < 1
2
, the total glued map ⊡a : E → Ea+ ⊕ E
a
− by
⊡a(h
+, h−) =
(
⊕a(h
+, h−),⊖a(h
+, h−)
)
.
If a = 0, the map ⊡0 : E → E = E ⊕ {0} is defined by
⊡0(h
+, h−) = ((h+, h−), 0).
Lemma 2.48. The map ⊡a : E → Ea+ ⊕ E
a
− is an isomorphism.
In order to prove the lemma we take a pair (v, w) ∈ Ea+ ⊕ E
a
− and
solve the system of two equations for (h+, h−),
(2.4) ⊕a (h
+, h−) = v and ⊖a (h
+, h−) = w.
The first equation is defined for the points [s, t] ∈ Za and the second
for all points [s, t] ∈ Ca. Integrating the first equation over the circle
{R
2
} × S1, we find that
ava(h
+, h−) =
1
2
(
[h+]R + [h
−]R
)
= [v] :=
∫
S1
v
(
R
2
, t
)
dt.
It will be convenient to introduce the so called hat version of the
gluing and anti-gluing. If (h+, h−) ∈ E, we define
⊕̂a(h
+, h−) := ⊕a(h
+, h−)
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and
⊖̂a(h
+, h−)[s, t] = −(1− βa) · h
+(s, t) + βa · h
−(s−R, t− ϑ)
where we have abbreviated βa = βa(s). The relation between ⊖a(h+, h−)
and ⊖̂a(h+, h−) is the following,
⊖a(h
+, h−) = ⊖̂a(h
+, h−)− ⊖̂a([v], [v]) = ⊖̂a(h
+, h−)− (2βa − 1)[v]
where we have used that [v] = ava(h
+, h−). In view of the hat anti-
gluing, the second equation in (2.4) can be rewritten as
⊖̂a(h
+, h−) = w + (2βa − 1)[v] =: ŵ
so that the two equations in (2.4) take the form,
⊕̂a(h
+, h−) = v and ⊖̂a(h
+, h−) = ŵ,
or, in the matrix form,
(2.5)
[
βa 1− βa
−(1− βa) βa
]
·
[
h+(s, t)
h−(s− R, t− ϑ)
]
=
[
v(s, t)
ŵ(s, t)
]
.
Observe that the second equation ⊖̂a(h+, h−) = ŵ determines h+ for
s ≥ R
2
+ 1 and h− for s ≤ R
2
− 1. Indeed, in view of the properties of
the cut off functions βa,
h+(s, t) = −ŵ[s, t] = −w([s, t]) + [v], s ≥
R
2
+ 1
h−(s−R, t− ϑ) = ŵ([s, t]) = w([s, t]) + [v], s ≤
R
2
− 1.
We conclude that the asymptotic constant h+(∞) of h+ is equal to
−w(∞) + [v] and the asymptotic constant h−(−∞) of h− is equal to
w(−∞) + [v]. Since, by assumption w(−∞) = −w(∞), we conclude
h+(∞) = h−(−∞).
Abbreviating by γa := β
2
a +(1−βa)
2 the determinant of the square
matrix on the left-hand side above, we find for the unique solutions h±
the formulae
(2.6) h+(s, t) =
1
γa
(βa · v(s, t)− (1− βa) · ŵ(s, t))
for s ≥ 0 and t ∈ S1, and
(2.7) h−(s− R, t− ϑ) =
1
γa
((1− βa) · v(s, t) + βa · ŵ(s, t))
for s ≤ R and t ∈ S1. Since h± have identical asymptotic constants,
the pair (h+, h−) belongs to the space E. This completes the proof
that the map ⊡a : E → E
a
+ ⊕E
a
− is an isomorphism. 
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The injectivity of ⊡a implies (ker⊕a)∩ (ker⊖a) = {(0, 0)} and the
surjectivity shows that E = ker⊕a ⊕ ker⊖a. Consequently, the space
E has the decomposition
(2.8) E = (ker⊕a)⊕ (ker⊖a).
We now introduce the projection
πa : E → E
onto ker⊖a along ker⊕a. If a = 0, we set π0 = id. Using our calcu-
lations above we shall derive a formula for this projection in the case
a 6= 0. Given a pair (h+, h−) ∈ E, we set
πa(h
+, h−) = (η+, η−).
In view of the decomposition (2.8), the pair (η+, η−) is uniquely deter-
mined by the requirement
⊕a(η
+, η−) = ⊕a(h
+, h−) and ⊖a (η
+, η−) = 0.
Setting v = ⊕a(h+, h−) and w = 0, the system of equations (2.4) takes
the form
⊕a(η
+, η−) = v and ⊖a (η
+, η−) = 0
and we find, in view of (2.6),
(2.9) η+ =
1
γa
[βa · v − (1− βa) · ŵ]
where ŵ = (2βa − 1)[v] and [v] is equal to
[v] =
∫
S1
v
(
R
2
, t
)
dt =
1
2
(
[h+]R + [h
−]R
)
= ava(h
+, h−).
Substituting ⊕a(h+, h−) for v and (2βa − 1)[v] for ŵ into the equation
(2.9), we obtain the explicit formula
η+(s, t) =
1
γa
(
βa · ⊕a(h
+, h−)(s, t)− (2βa − 1)(1− βa)[v]
)
=
(
1−
βa
γa
)
· ava(h
+, h−) +
β2a
γa
· h+(s, t)
+
βa(1− βa)
γa
· h−(s−R, t− ϑ)
(2.10)
for (s, t) ∈ R+ × S1. We have abbreviated βa = βa(s) and γa = γa(s).
A similar calculation uses (2.7) and leads to the following formula for
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η−,
η−(s−R, t− ϑ) =
(
1−
1− βa
γa
)
· ava(h
+, h−) +
βa(1− βa)
γa
· h+(s, t)
+
(1− βa)2
γa
h−(s− R, t− R)
for (s, t) satisfying s ≤ R. To express η− is terms of the coordinates
(s′, t′) on R− × S1, we note that from β(s) = 1 − β(−s) and βa(s) =
β(s − R
2
) and γa = β
2
a + (1 − βa)
2, it follows that βa(s
′ + R) = 1 −
βa(−s
′) and γa(s
′ +R) = γa(−s
′). Consequently,
η−(s′, t′) =
(
1−
βa(−s
′)
γa(−s′)
)
· ava(h
+, h−)
+
βa(−s′)(1− βa(−s′))
γa(−s′)
· h+(s′ +R, t′ + ϑ) +
βa(−s′)2
γa(−s′)
h−(s′, t′)
(2.11)
for (s′, t′) ∈ R− × S1.
We next study the above constructions in the analytical framework
of weighted Sobolev spaces. For these studies it is crucial to use the
exponential gluing profile
ϕ(r) = e
1
r − e, r ∈ (0, 1].
We fix a strictly increasing sequence (δm)m≥0 satisfying 0 < δm < 2π
for all m ≥ 1. If m ≥ 0, the space E±m = H
3+m,δm(R±× S1) consists of
L2-maps
u : R± × S1 → R2n
whose weak partial derivativesDαu up to order 3+m belong, if weighted
by eδm|s|, to the space L2(R± × S1) so that eδm|s|Dαu ∈ L2(R± × S1)
for all |α| ≤ 3 +m. The space Em consists of pairs (u+, u−) of maps
defined on half-cylinders
u± : R± × S1 → R2n
for which there is a constant c ∈ R2n (depending on (u+, u−)) so that
u± − c ∈ E±m.
If (u+, u−) ∈ Em, then u± = c+ r± and its Em-norm is defined by∣∣(u+, u−)∣∣2
Em
= |c|2 +
∥∥r+∥∥2
3+m,δm
+
∥∥r−∥∥2
3+m,δm
where ∥∥r±∥∥2
3+m,δm
=
∑
|α|≤m+3
∫
R±×S1
∣∣Dαr±(s, t)∣∣2 e2δm|s| dsdt.
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Since the sequence (δm) is strictly increasing, it follows from the Sobolev
embedding theorem that the inclusions Em+1 → Em are compact maps
and the vector space E∞ :=
⋂
m≥0Em is dense in every Em. In our
terminology, the space E := E0 is an sc-Banach space and the nested
sequence (Em) defines an sc-structure on E. We would like to point
out that we could assume, as in our previous papers, that the sequence
(δn) starts with δ0 = 0. However, since the Cauchy-Riemann operator
defined on the infinite cylinder is not Fredholm if δ0 = 0, we will always
assume that 0 < δm < 2π.
Moreover, we define for every a ∈ B 1
2
⊂ C, the sc-Banach space Ga
as follows. If a = 0, we set
G0 = E ⊕ {0},
and if a 6= 0, we define
Ga = H3(Za,R
2n)⊕H3,δ0c (Ca,R
2n)
where the space H3,δ0c (Ca,R
2n) consists of functions u : Ca → R2n
for which there exists an asymptotic constant c ∈ R2n such that u
converges to c as s→∞ and to −c as s→ −∞ and
u− (1− 2βa) · c ∈ H
3,δ0(Ca,R
2n).
We recall that βa(s) = 0 if s ≥
R
2
+ 1 and βa(s) = 1 for s ≤
R
2
− 1.
The Hilbert space space H3(Za,R
2n) is equipped with the sc-structure
H3+m(Za,R
2n) for all m ≥ 0 and the sc-structure for H3,δ0c (Ca,R
2n) is
given by H3+m,δmc (Ca,R
2n). Thus the sc-structure on Ga is defined by
the sequence
Gam = H
3+m(Za,R
2n)⊕H3+m,δmc (Ca,R
2n), m ≥ 0.
The total glued map
⊡a(h
+, h−) = (⊕a(h
+, h−),⊖a(h
+, h−))
maps the m-level Em onto the m-level G
a
m. Recalling the projection πa
onto ker⊖a along ker⊕a and the formulae (2.10) and (2.11) for
πa(h
+, h−) = (η+, η−),
one sees that πa : E → E. Both parts of the following theorem are
proved in [27]; part (1) is proved as Theorem 2.23 and part (2) is
proved in Section 2.4 of [27].
Theorem 2.49.
(1) For every a ∈ B 1
2
, the total gluing map
⊡a = (⊕a,⊖a) : E → G
a
is an sc-linear isomorphism.
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(2) The map
π : B 1
2
⊕E → E, (a, (h+, h−)) 7→ πa(h
+, h−)
is sc-smooth. Consequently, the triple S = (π, E,B 1
2
) is an
sc-smooth splicing.
The splicing S = (π, E,B 1
2
) defines the splicing core KS which is
the set
KS = {(a, (h+, h−)) ∈ B 1
2
×E | πa(h
+, h−) = (h+, h−)}.
In view of Theorem 2.49, the map r : B 1
2
⊕ E → B 1
2
⊕ E, defined by
r(a, (h+, h−)) = (a, πa(h
+, h−)),
is an sc-retraction and the splicing core KS = r(B 1
2
⊕E) is the associ-
ated sc-smooth retract.
In our construction of strong bundles below we shall make use of
the following version of the hat gluing and hat anti-gluing.
We introduce the space F of pairs (ξ+, ξ−) in which the maps
ξ+ : R+ × S1 → R2n and ξ− : R− × S1 → R2n
are continuous and have the common asymptotic constant equal to 0,
lim
s→∞
ξ+(s, t) = lim
s→−∞
ξ−(s, t) = 0,
where the convergence is uniform in t ∈ S1. Given (ξ+, ξ−) ∈ F , the
hat-glued map ⊕̂a(ξ+, ξ−) : Za → R2n is defined by the same formula
as ⊕a(ξ+, ξ−). Namely, if a = 0, then
⊕̂0(η
+, η−) := (η+, η−)
and, if 0 < |a| < 1
2
, then
⊕̂a(ξ
+, ξ−)([s, t]) = βa(s) · ξ
+(s, t) + (1− βa(s)) · ξ
−(s−R, t− ϑ).
The hat-anti-glued map ⊖̂a(ξ+, ξ−) : Ca → R2n is defined as follows.
If a = 0, we set
⊖̂a(ξ
+, ξ−) = 0.
However, if a 6= 0, the definition of ⊖̂a(ξ+, ξ−) differs from the anti-
glued map ⊖a. If 0 < |a| <
1
2
, the hat anti-glued map ⊖̂a(ξ
+, ξ−) :
Ca → R2n is defined by
⊖̂a(ξ
+, ξ−)([s, t]) = −(1− βa(s)) · ξ
+(s, t) + βa(s) · ξ
−(s− R, t− ϑ).
As before we have the direct sum decomposition
F = ker ⊕̂a ⊕ ker ⊖̂a
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for every a ∈ B 1
2
, and introduce the projection map
π̂a : F → F
onto ker ⊖̂a along ker ⊕̂a. Representing the projection as
π̂a(ξ
+, ξ−) = (η+, η−),
a calculation similar to the one we performed above leads to the for-
mulae
(2.12)
η+(s, t) =
β2a
γa
· ξ+(s, t) +
βa(1− βa)
γa
· ξ−(s− R, t− ϑ)
η−(s′, t′) =
βa(−s′)(1− βa(−s′))
γa(−s′)
· ξ+(s′ +R, t′ + ϑ) +
βa(−s′)2
γa(−s′)
ξ−(s′, t′)
where η+ is defined for (s, t) ∈ R+ × S1 and η− for (s′, t′) ∈ R− × S1.
We have abbreviated βa = βa(s) and γa = γa(s).
The analytical framework of the hat gluing and anti-gluing is simi-
lar to the Sobolev framework above; the weighted Sobolev spaces will
however be different. For the strictly increasing sequence (δm)m≥0 sat-
isfying 0 < δm < 2π we let F be the space of pairs (ξ
+, ξ−) of maps
ξ± : R± × S1 → R2n
satisfying ξ± ∈ H2,δ0(R± × S1,R2n). In particular, we note, that the
common asymptotic constant of every pair (ξ+, ξ−) ∈ F is equal to
0. We equip the space F with an sc-smooth structure (Fm)m≥0 where
Fm consists of those pairs (ξ
+, ξ−) ∈ F in which ξ± ∈ H2+m,δm(R± ×
S1,R2n). The sc-Banach space Ĝa is defined as follows. If a = 0, we
set Ĝ0 = F ⊕ {0}, and for a 6= 0 we define
Ĝa = H2(Za,R
2n)⊕H2,δ0(Ca,R
2n).
Then Ĝa is an sc-Banach space with an sc-smooth structure for which
the level m consists of pairs (u, v) ∈ Ĝa in which u is of Sobolev regu-
larity 2 +m and v of regularity (2 +m, δm). Recalling the projection
π̂a onto ker ⊖̂a along ker ⊕̂a defined by (2.12), the following theorem is
proved in [27].
Theorem 2.50.
(1) For every a ∈ B 1
2
, the total hat-gluing
⊡̂a = (⊕̂a, ⊖̂a) : E → Ĝ
a
is an sc-linear isomorphism.
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(2) The map
π̂ : B 1
2
⊕ F → F, (a, (ξ+, ξ−)) 7→ π̂a(ξ
+, ξ−)
is sc-smooth. Consequently, the triple Ŝ = (π̂, F, B 1
2
) is an
sc-smooth splicing.
2.5. Implanting Gluings and Anti-gluings into a Manifold
Working in a chart we shall implant our gluing constructions into
the symplectic manifold (Q, ω) of dimension 2n. We consider a piece
of the Riemann surface S consisting of two disjoint disks Dx and Dy
having smooth boundaries and centered at the points x and y in S
belonging to the nodal pair {x, y}. As a reference map we take a
continuous map u0 : S → Q satisfying the matching condition
u0(x) = u0(y) = q ∈ Q
and choose a diffeomorphic (in particular onto) chart ψ : R(q)→ R2n
around the point q which satisfies ψ(q) = 0. The open sets Rr(q) ⊂
R(q) are defined as ψ−1(Br(0)) where Br(0) ⊂ R2n is the open ball of
radius r centered at the origin. We assume that R(q) is equipped with
a Riemannian metric which over R4(q) is the pull-back of the Euclidean
metric under the map ψ and denote its exponential map by exp. Then
ψ(expp V (p)) = expψ(p)(Tψ(p) · V (p)) = ψ(p) + Tψ(p) · V (p)
for p ∈ R2(q), where the tangent vectors V (p) ∈ TpQ satisfy |V (p)|p ≤
2. We assume that u0(Dx ∪ Dy) ⊂ R1(q). We denote by O a C0-
neighborhood of the map u0 consisting of continuous maps v : S → Q
satisfying v(x) = v(y) and v(Dx∪Dy) ⊂ R2(q). We now take a smooth
map u : S → Q in O and choose positive and negative holomorphic
polar coordinates centered at x and y, and denoted by
hx : R
+ × S1 → Dx and hy : R
− × S1 → Dy.
This leads to the smooth maps u± : R± × S1 → R2n defined by
u+(s, t) = ψ ◦ u ◦ hx(s, t)
and
u−(s′, t′) = ψ ◦ u ◦ hy(s
′, t′).
Such maps we have already met in the gluing constructions in the
previous section. If a = |a| e−2πiϑ is a gluing parameter satisfying
0 < |a| < 1
2
, we identify
z = hx(s, t) ∈ Dx, 0 ≤ s ≤ R
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and
z′ = hy(s
′, t′) ∈ Dy, −R ≤ s
′ ≤ 0
if s′ = s − R and t′ = t − ϑ where R = ϕ(|a|) is the gluing length. If
a = 0, we set
Z0 = Dx ∪Dy.
Denoting the gluing operations of the maps into R2n of the previous
section by ⊕0a, ⊖
0
a and ⊕̂
0
a, ⊖̂
0
a, we define the glued map
⊕a(u) : Za → Q
by
ψ(⊕a(u)[s, t]) = ⊕
0
a(u
+, u−)[s, t] = ⊕0a(ψ ◦ u ◦ hx, ψ ◦ u ◦ hy)[s, t],
for all [s, t] ∈ Za. The definition of the gluing operation ⊕
0
a implies
that
⊕a(u) = u
near the boundary ∂Za of the glued cylinder Za.
If η is a section of the pull-back bundle u∗TQ with matching data
at the nodal pair we denote its principal part by
η(z) ∈ Tu(z)Q
and hence require that η(x) = η(y) ∈ TpQ where p = u(x) = u(y). The
glued section ⊕a(η) is a section of the pull-back bundle ⊕a(u)∗TQ. The
vector ⊕a(η)[s, t] ∈ T⊕a(u)[s,t]Q is defined by
Tψ(⊕a(u)[s, t])·⊕a(η)[s, t] = ⊕
0
a(Tψ(u◦hx)·η◦hx, Tψ(u◦hy)·η◦hy)[s, t]
where on the right hand-side we have used the ⊕0a-gluing in R
2n for two
vector fields.
Since the Riemannian metric on R4(q) is the pull-back of the Eu-
clidean metric in R2n by the map ψ we have the following formula.
Proposition 2.51. If η is a section of the pull-back bundle u∗TQ
satisfying η(x) = η(y) and expu(η) ∈ O, then
exp⊕a(u)(⊕a(η)) = ⊕a(expu(η)).
Proof. Denoting the principal part of the section η by η(z) ∈
Tu(z)Q we recall that
ψ
(
expu(z)(η(z))
)
= ψ(u(z)) + Tψ(u(z)) · η(z).
Therefore,
ψ(expu◦hx(η ◦ hx)) = ψ(u ◦ hx) + Tψ(u ◦ hx) · η ◦ hx
ψ(expu◦hy(η ◦ hy)) = ψ(u ◦ hy) + Tψ(u ◦ hy) · η ◦ hy,
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and, since the operation ⊕0a is linear,
ψ
(
⊕a(expu η)
)
= ⊕0a
(
ψ(expu◦hx(η ◦ hx)), ψ(expu◦hy(η ◦ hy))
)
= ⊕0a(ψ ◦ u ◦ hx, ψ ◦ u ◦ hy)
+⊕0a
(
Tψ(u ◦ hx) · η ◦ hx, Tψ(u ◦ hy) · η ◦ hy
)
= ψ(⊕a(u)) + Tψ(⊕a(u)) · ⊕a(η)
= ψ(exp⊕a(u) · ⊕a (η))
and the proposition is proved. 
As above we denote by Ca the infinite cylinder consisting of two
half-cylinders z = hx(s, t) ∈ Dx and z′ = hy(s′, t′) ∈ Dy in which the
points with 0 ≤ s ≤ R and −R ≤ s′ ≤ 0 are identified if s′ = s−R and
t′ = t− ϑ. Let η be a section of the pull-back bundle u∗TQ satisfying
η(x) = η(y) ∈ TpQ where p = u(x) = u(y). Then the anti-glued map
⊖a(η) : Ca → TpQ
is defined by
Tψ(p) · ⊖a(η)[s, t] = ⊖
0
a(Tψ(u ◦ hx) · η ◦ hx, Tψ(u ◦ hy) · η ◦ hy)[s, t].
Let J be a compatible almost complex structure on the symplectic
manifold (Q, ω), that is, ω(·, J ·) is a Riemannian metric on Q. If
u : Dx∪Dy → R1(q) is a smooth map belonging to our neighborhoodO,
hence satisfying u(x) = u(y), and if we have at every point z ∈ Dx∪Dy
a complex anti-linear map
ξ(z) : (Tz(Dx ∪Dy), j(z))→ (Tu(z)Q, J(u(z)))
satisfying ξ(x) = 0 = ξ(y), we define the two vector fields ξ± in R2n by
ξ+(s, t) = Tψ(u ◦ hx(s, t)) · ξ(hx(s, t)) · ∂shx(s, t)
ξ−(s′, t′) = Tψ(u ◦ hy(s
′, t′)) · ξ(hy(s
′, t′)) · ∂s′hy(s
′, t′)
where (s, t) ∈ R+×S1 and (s′, t′) ∈ R−×S1. We point out the fact that
a complex anti-linear map defined on a 1-dimensional complex vector
space is determined by its action on a single nonzero vector.
Remark 2.52. The condition ξ+(x) = ξ−(y) = 0 is natural in this
context. Namely, if we have a pair (u+, u−) of maps which converge at
the nodal points exponentially fast to the nodal image, then applying
the Cauchy-Riemann operator we obtain the pair (ξ+, ξ−) of vector
fields which converges exponentially fast to 0.
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The hat glued map ⊕̂a(ξ) then associates with the point z = [s, t] ∈
Za of the glued cylinder, the complex anti-linear map along the glued
map ⊕a(u),
⊕̂a(ξ)(z) : (TzZa, j(z))→ (T⊕a(u)(z)Q, J(⊕a(u)(z)))
which is, using the previous remark about complex anti-linearity, de-
fined by
Tψ(⊕a(u)[s, t]) · ⊕̂a(ξ)([s, t])·
∂
∂s
:= ⊕̂
0
a(ξ
+, ξ−)[s, t].
The hat anti-glued map ⊖̂(ξ) associates with every point z = [s, t] of
the infinite cylinder Ca the complex anti-linear map
⊖̂a(ξ)([s, t]) : (TzCa, j)→ (TpQ, J(p))
which is, defined by
Tψ(p) · ⊖̂a(ξ)(z)·
∂
∂s
:= ⊖̂
0
a(ξ
+, ξ−)[s, t].
We have considered above the smooth map u : Dx∪Dy → Q satisfying
u(x) = u(y) = p and the smooth section η along the map u of the pull-
back bundle u∗TQ satisfying η(x) = η(y) ∈ TpQ. Moreover, we have
introduced the glued map⊕a(u) : Za → Q and the glued section⊕a(η) :
Za → T⊕a(u)Q of the pull-back bundle ⊕a(u)
∗TQ. We also recall that
with every z = [s, t] ∈ Za we have associated the hat-glued complex
anti-linear map ⊕̂a(ξ) : (TzZa, j(z))→ (T⊕a(u)(z)Q, J(⊕a(u)(z))).
Finally, the splicing projections π0a and π̂
0
a can also be implanted as
follows. In the case of π0a we take a section η along u. This defines,
using holomorphic polar coordinates and a chart ψ for the manifold
Q, the pair (η+, η−) of sections along the pair (u+, u−). For the gluing
parameter a the projection ξ = πa(η) is defined by its representative
(ξ+, ξ−) obtained as the unique solution of the equations
⊕0a(ξ
+, ξ−) = ⊕0a(η
+, η−) and ⊖0a (ξ
+, ξ−) = 0.
If Dx ∪ Dy ⊂ S for a Riemann surface S and if η is a section along
the map u : S → Q, then πa(η) is well-defined acting as the identity
over the complement of Dx∪Dy. By implanting the splicing projection
associated to a single nodal pair {x, y} we will always assume that the
splicing projection will be extended by the identity in the complement
of the relevant disks of the small disk structure. If we deal with several
nodal pairs {x, y} ∈ D we obtain for each {x, y} a splicing projection
π
{x,y}
a{x,y} as just described. Since the disks of the small disk structures
are mutually disjoint any two of these projections commute. By taking
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the composition of all of them (whatever the order) we obtain a well-
defined projection πa, where a = (a{x,y}){x,y}∈D. This is the splicing
projection associated to the tuple a of gluing parameters.
2.6. More Sc-smoothness Results.
We next apply the following criterion for the sc-smoothness of a
map f : E → F between sc-Banach spaces which is formulated in
terms of classical derivatives.
Proposition 2.53. Let E and F be two sc-Banach spaces and let
U ⊂ C ⊂ E be an open set in a partial quadrant C. We assume
that the map f : U → F is sc0-continuous and that the induced maps
f : Um+k → Fm are of class Ck+1(Um+k, Fm) for every m ≥ 0 and
k ≥ 0. Then the map f : U → E is sc-smooth.
Recalling that an sc0-map f : U → F is of class sc∞ if it is of class
sck+1 for all k ≥ 0, Proposition 2.53 is a consequence of Proposition
2.4 in [27].
We shall make use of Proposition 2.53 in the special situations, in
which F is equal to some Euclidean space equipped with the constant
sc-structure. First we shall carry out a transversal constraint construc-
tion used later on.
We consider the closed disk D in C and a C1-embedding u : D →
R2n satisfying u(0) = 0. Let H ⊂ R2n be the orthogonal complement
of the image set Tu(0)(C) so that R2n = Tu(0)(C) ⊕ H . Let us note
that, in fact, we only need H to be a complement. By means of the
implicit function theorem we find an open neighborhood O of the map
u in C1(D,R2n) having the following properties for v ∈ O.
• The set v−1(H) consists of precisely one point zv and zv belongs
to the open disk B 1
2
⊂ C of radius 1
2
and centered at the origin.
• The image point v(zv) lies in the unit-ball B2n(1) of R2n.
• The image set Tv(zv)(C) is transversal to H in R2n.
• The map β : O → B 1
2
, defined by β(v) = zv, is of class
C1(D,R2n) and if we restrict the map β to the space O ∩
Cm(D,R2n), then the map β : O ∩ Cm(D,R2n) → B 1
2
is of
class Cm.
We now introduce the sequence of Sobolev spaces Em = H
3+m(D,R2n)
for m ≥ 0 and set E = E0, which is an sc-smooth Banach space
equipped with the filtration (Em)m≥0. The set O∩E is an open subset
of E. In view of the Sobolev embedding theorem, there is a continuous
linear embedding Em → Cm+1 and consequently the map β(v) = zv
defines an sc0-continuous map β : E ∩ O → R2 whose induced maps
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Em∩O → R2 are of class Cm+1 for every m ≥ 0. In view of Proposition
2.53 we obtain the following result.
Proposition 2.54. The map β : O ∩ E → B 1
2
defined above by
β(v) = zv is sc-smooth.
The previous transversal constraint construction can easily be im-
planted into a manifold. We consider the Riemann surface (S, j) and
the C∞-map u : S → Q into the symplectic manifold (Q, ω) having the
property that at some point z ∈ S the linearized map Tu(z) is injective.
We set u(z) = q ∈ Q. Then we find a disk like neighborhood Dz of z
having a smooth boundary, a biholomorphic map h : (D, 0)→ (Dz, z)
where, as above, D ⊂ C is the closed unit disk, and we take a diffeo-
morphic chart ψ : (R(q), q) → (R2n, 0) around the point q. We can
assume that u(Dz) ⊂ R1(q) = ψ
−1(B2n(1)) and that Tψ(q) maps the
image set Tu(z)(R2) onto R2 × {0} in R2n. We assume that R(q) is
equipped with the Riemannian metric which over R4(q) = ψ
−1(B2n(4))
is the pull-back of the Euclidean metric of R2n by means of the map ψ.
We abbreviate H = {0} × R2n−2. Then the composition û : D → R2n,
defined by
û = ψ ◦ u ◦ h
is smooth, satisfies û(0) = 0, and H is transversal to T û(0)(R2) in
R2n. Hence by the above discussion there is a C1-neighborhood U(û)
in C1(D,R2n) of the smooth map û so that every map v̂ ∈ U(û) meets
the properties listed above.
Hence, by Proposition 2.54, the map β : U(û) ∩ E → B 1
2
, defined
by β(v̂) = zv, is sc-smooth. Consequently, defining the submanifold Q0
of Q by
Q0 = ψ
−1(H ∩ B2n(2)),
we find a C1-neighborhood U(u) in C1(Dz, Q) of the smooth map u :
Dz → Q such that if v ∈ U(u), then v(Dz) intersects Q0 in precisely
one point qv,
qv ∈ v(Dz) ∩Q0
and the intersection is transversal. Moreover, the map U(u) → Q0,
associating with v ∈ U(u) the intersection point qv, is sc-smooth if
restricted to the sc-structure defined by the nested sequence H3+m,
m ≥ 0.
Later on we shall refer to the map v 7→ qv ∈ Q0 as “the transversal
constraint Q0”, and we shall refer to above neighborhood U(u) as to the
transversal constraint construction associated with the smooth
map u and the chart ψ.
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The next result is concerned with the action of parameterized dif-
feomorphisms. Let D be the closed unit disk in C and assume V is an
open subset in some RN . We assume that we are given a smooth fam-
ily v 7→ φv, v ∈ V of diffeomorphisms of D having compact supports
contained in the interior of D. We take the sc-Banach space E with
Em = H
3+m(D,Rm) and consider the composition
Φ : V ⊕E → E, (v, u) 7→ u ◦ φv.
We would like to point out that the map Φ is far from being smooth in
the classical sense. In contrast, we have demonstrated in [27] (Theorem
1.26) the following result.
Theorem 2.55. The map Φ : V ⊕ E → E, Φ(v, u) = u ◦ φv, is
sc-smooth.
Remark 2.56. We point out that in the statement of Theorem
1.26 in [27] the crucial assumption is missing. The correct statement
of the theorem requires, in addition to the assumption that the family
of maps v → φv is smooth, that the maps φv : D → C are smooth
embeddings.
One can deduce many corollaries from this result. To describe such
a corollary, we assume that S and S ′ are pieces of Riemann surfaces
containing the distinguished points z and z′. We denote by O(z) and
O(z′) open neighborhoods of z and z′ in S and S ′, respectively, and
assume that there exists a smooth map
V × O(z′)→ S, (v, s) 7→ φv(s)
into a neighborhood of z satisfying
φv(O(z
′)) ⊂ O(z)
for all v ∈ V . Moreover, we assume that φv : O(z′) → S is a smooth
embedding for every v. We consider the Banach space E of maps u
of Sobolev class H3 defined on O(z) and having their images in some
Rn. We equip E with the usual sc-structure defined by the sequence
H3+m for m ≥ 0. We let F be the sc-Banach space of the same type of
maps defined on some compact subdomain K of O(z′) having a smooth
boundary. Then the map
Ψ : V ⊕E → F,
defined by
(v, u) 7→ (u ◦ φv)|K,
is an sc-smooth map.
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Later on we will need the following version of this result in the case
of noded surfaces. We assume that Dx and Dy as well as D
′
x′ and D
′
y′
are disk-like Riemann surface with smooth boundaries and associated
with the nodal pairs {x, y} and {x′, y′}. Using the exponential gluing
profile and proceeding as in Section 2.1, we construct the glued surfaces
Za and Z
′
b. For h > 0 and a (or b) small enough we have defined
the sub-cylinders Za(−h) and Z ′b(−h) in Section 2.1 and recall that
Z0(−h) = Dx(−h) ∪Dy(−h) if a = 0, and similarly for Z ′0.
Let V be an open neighborhood of 0 in some RN and let Dε be the
closed disk in C centered at the origin and of radius ε. We assume that
the following data are given:
(1) A smooth map (a, v) 7→ b(a, v) ∈ C defined for v ∈ V and
a ∈ Dε with ε sufficiently small, and satisfying b(0, v) = 0 for
all v ∈ V .
(2) For sufficiently large h > 0, a core-smooth family of holomor-
phic embeddings
φ(a,v) : Za(−h)→ Z
′
b(a,v)
parameterized by (a, v) ∈ Dε ⊕ V .
(3) There exists H > 0 such that
Z ′b(a,v)(−H) ⊂ φ(a,v)(Za(−h))
for all (a, v) ∈ Dε ⊕ V where ε is sufficiently small.
We take two smooth cut-off functions β and β ′ as in Section 2.4 and
use them, together with the exponential gluing profile, to define glued
maps on the two finite cylinders Za and Z
′
b. Then we consider the sc-
Banach space E ′ of maps ξ : D′x′ ∪D
′
y′ → R
2n of class (3, δ0) satisfying
ξ(x′) = ξ(y′).
The sc-structure is such that the level m corresponds to the reg-
ularity (m + 3, δm), where the strictly increasing sequence of weights
(δm)m≥0 satisfies 0 < δm < 2π. Similarly, we introduce the sc-Banach
space E consisting of maps η : Dx(−h) ∪ Dy(−h) of regularity (3, δ0)
whose level m consists of maps of the same regularity (m+ 3, δm) and
satisfying η(x) = η(y). With these spaces we define the map
Φ : Dε ⊕ V ⊕ E
′ → E, (a, v, ξ) 7→ η
where the map η ∈ E is defined, using Theorem 2.49, as the unique
solution of the two equations
⊕a(η) = ⊕
′
b(a,v)(ξ) ◦ φ(a,v) and ⊖a (η) = 0.
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Here the prime on ⊕′ and ⊖′ indicates that we use the cut-off functions
β ′ for the gluing. The following theorem which will be employed later
when dealing with sc-smoothness issues of transition maps.
Theorem 2.57. The map Φ introduced above is sc-smooth.
The result is proved Appendix 5.1.
Remark 2.58. There is an analogous result for the sc-Banach space
set-up, in which the regularity levels are given by (k + 2, δk), the as-
ymptotic constants vanish, and the hat-gluings are used. This will be
relevant in the construction of strong bundles later on.
Finally we shall need the following result which can also be reduced
to Theorem 1.31 in [27]. In order to formulate it, we assume that
((Dx, Dy), (x, y)) as well as ((D
′
x′, D
′
y′), (x
′, y′)) are disk pairs so that
we obtain via gluing the associated cylinders Za and Z
′
a′. We assume
that E is the sc-Banach space as described above associated to the
first pair and E ′ to the second. We assume that (ak) and (a
′
k) are small
gluing parameters converging to 0 and
φk : Zak → Z
′
a′k
is a sequence of holomorphic embeddings having the following proper-
ties. The restrictions of the maps to a fixed annulus-type neighborhood
of the boundary of the disc Dx converge, viewed as the maps into the
discs D′x′, in the C
∞-sense. Similarly, the maps φk restricted to a fixed
annulus-type neighborhood of the boundary of Dy converge as maps
into D′y′ in the C
∞-sense. Then we consider a sequence (ξk) in E
′ con-
verging on level 0 to some ξ0 = (ξ
+, ξ−) ∈ E ′ and define the maps
ηk ∈ E as the unique solutions of the two equations
⊕ak(ηk) = (⊕
′
a′
k
(ξk)) ◦ φk and ⊖ak (ηk) = 0.
Proposition 2.59. Under the assumptions stated above the se-
quence (φk) converges in C
∞
loc in finite distance to the left and the right
boundary to holomorphic embeddings φ+ : Dx → D
′
x′ and φ
− : Dy →
D′y′ satisfying φ
+(x) = x′ and φ−(y) = y′. The sequence (ηk) ⊂ E
converges on level 0 to the map η0 = (η
+, η−) ∈ E given by
η+ = ξ+ ◦ φ+ and η− = ξ− ◦ φ−.
Remark 2.60. The proof is lengthy, but uses only arguments and
constructions occurring already in the proof of Theorem 2.57.We sketch
the proof and leave the details to the reader. The first step is to show
that, without loss of generality, the maps φk are biholomorphic maps
Zak → Z
′
a′
k
, where the domain is equipped with the standard almost
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complex structure, and the target with a family of almost complex
structures (jk), which on suitable sub-cylinders Z
′
ak
(−h), are all stan-
dard structures and converge near the boundaries in the C∞-sense. In
the next step one shows that, without loss of generality, one may as-
sume that the maps φk map the distinguished boundary points on Zak
to the distinguished boundary points on Z ′a′k
. Then the proof is indeed
reduced to Theorem 1.31 in [27]. We point out that the sequence (φk)
converges in a strong sense to (φ+, φ−). This is discussed in detail, in
[27], Theorem 1.46.
CHAPTER 3
The Polyfold Structures
This chapter is devoted to the construction of the polyfold struc-
tures on the space Z = Z3,δ0(Q, ω) of stable curves into the symplectic
manifold (Q, ω), and on the bundle W → Z introduced in Section 1.2.
In particular, we shall give the proofs of the Theorems 1.6, 1.7 and 1.10
announced in the introduction. The polyfold construction is based on
the concept of good uniformizing families of stable curves introduced
next.
3.1. Good Uniformizing Families of Stable Curves
Fixing a number δ0 ∈ (0, 2π) we consider the (3, δ0)-stable map
α = (S, j,M,D, u).
We recall that (S, j,M,D) is a connected nodal Riemann surface
with ordered marked points, and u : S → Q is a map into the closed
symplectic manifold (Q, ω) which is of class (3, δ0) near the nodal points
in |D| and of class H3loc around all the other points of S. Moreover,
u(x) = u(y) for every nodal pair {x, y} ∈ D. We shall denote the set
of such mappings u : S → Q by
H3,δ0(S,Q).
If C is an unstable domain component of S, the map u : C → Q satisfies
the stability condition
∫
C
u∗ω > 0. Two stable maps (S, j,M,D, u)
and (S ′, j′,M ′, D′, u′) are isomorphic or equivalent, if there exists an
isomorphism φ : (S, j,M,D)→ (S ′, j′,M ′, D′) between the underlying
noded surfaces satisfying u′ ◦ φ = u. An equivalence class is called a
stable curve. We shall denote the space of equivalence classes of stable
maps of class (3, δ0) by
Z = Z3,δ0(Q, ω).
A consequence of the stability condition
∫
C
u∗ω > 0 is the finiteness
of the automorphism group G of the stable map (S, j,M,D, u).
The underlying connected nodal Riemann surface (S, j,M,D) is
not necessarily stable. In order to achieve stability, we shall add more
marked points.
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Definition 3.1. A finite set Σ of points in S is called a stabiliza-
tion of α = (S, j,M,D, u) if the following holds true.
(1) The set Σ lies in the complement of M ∪ |D|.
(2) Every element g of the automorphism group G of α maps the
set Σ onto itself.
(3) If we denote by M∗ the un-ordered set M ∪Σ, then the nodal
Riemann surface (S, j,M∗, D) is stable.
(4) If u(z) = u(z′) for two points in Σ, then there exists an auto-
morphism g in G satisfying g(z) = z′.
(5) The image u(Σ) does not intersect u(|D| ∪M).
(6) At the points z ∈ Σ, the tangent map Tu(z) is injective, the
2-form u∗ω(z) is non-degenerate and determines on TzS the
same orientation as the almost complex structure j(z) does.
The automorphism groupG∗ of the nodal Riemann surface (S, j,M∪
Σ, D) is finite and contains the automorphism G of the stable map α.
The latter property about u∗ω will be used solely in the discussion
of the orientability of the Cauchy-Riemann section later on. Here we
adopt the convention that the orientation of the tangent space TzS de-
termined by the non-degenerate 2-form u∗ω(z) is defined by an ordered
basis {e1, e2} satisfying u∗ω(z)(e1, e2) > 0 and the orientation deter-
mined by the almost complex structure j(z) is defined by an ordered
basis {v, j(z)v} in TzS.
Lemma 3.2. The stable map α = (S, j,M,D, u) possesses a stabi-
lization Σ.
Proof. We choose a domain component C of S which together
with its special points C ∩ (M ∪ |D|) is unstable. Since α is stable, we
know that
∫
C
u∗ω > 0. Hence we find a point z ∈ C \ (M ∪ |D|) at
which Tu(z) is injective, u∗ω(z) is non-degenerate and determines on
TzS the same orientation as j(z) does. By moving z slightly we can
keep this property, and can achieve that, in addition,
u(z) 6∈ u(M ∪ |D|).
Now we use the automorphism group G to move z around hitting pos-
sibly other domain components. If Σ1 is the collection of points of the
orbit {g(z) | g ∈ G}, then Σ1 satisfies all properties of a stabilization
with the exception that (S, j,M ∪ Σ1, D) might not be stable yet. If
the latter still has unstable domain components we can pick a point
z′ ∈ S in such a component in the complement of M ∪Σ1 ∪ |D| so that
Tu(z′) is injective, u∗ω(z′) is non-degenerate and determines on Tz′S
the same orientation as j(z′) does. Moreover, u(z′) is not contained in
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u(|D| ∪M ∪ Σ1). Then the set Σ2 = Σ1 ∪ {g(z′) | g ∈ G} satisfies all
properties of a stabilization with the exception that (S, j,M ∪ Σ2, D)
might not be stable yet. At every step of this procedure an unstable
domain component obtains at least one additional point. Since we only
have a finite number of domain components and since we have to add
at most three points to an unstable domain component to obtain sta-
bility, it is clear that after a finite number of steps we arrive at the
desired stabilization Σ of α. 
Let α = (S, j,M,D, u) be a stable map equipped with the stabi-
lization Σ. Recalling that u maps S into the symplectic manifold Q,
we label the images of the nodal points in |D| and of the points in the
stabilization Σ by u(|D|) = {w1, . . . , wk} and u(Σ) = {wk+1, . . . , wk+l},
respectively. By definition of the stabilization, u(|D|) ∩ u(Σ) = ∅. For
every i ∈ {1, . . . , k + l} we fix a smooth bijective chart
ψi : (R(wi), wi)→ (R
2n, 0)
so that the closures of the domains are mutually disjoint. We denote
by Rr(wi) the preimage of the r-ball Br(0) around 0 under the chart
map ψi. Next we fix a small disk structure D, and, in addition, closed
disks Dz with smooth boundaries centered at the points z in Σ so that
all disks are mutually disjoint and so that the following holds.
(∗) For every z ∈ |D|∪Σ the image under u of the disk Dz is contained
in R1(wi), where wi = u(z). Moreover the union
⋃
z∈ΣDz is invariant
under G∗.
We note that invariance under G would actually be sufficient for the
later constructions. We choose a Riemann metric g on the manifold Q
which, over the open neighborhoodR4(wi), is the pull-back of the stan-
dard metric on R2n under the map ψi. At this point we consider the
stable noded Riemann surface (S, j,M ∪ Σ, D) in which the marked
points M ∪ Σ are not ordered. We denote its finite automorphism
group by G∗. Using the exponential gluing profile, we use our small
disk structure and take a good complex deformation v 7→ j(v) of j so
that for a suitable G∗-invariant open neighborhood O of (0, 0) ∈ N⊕E
we have the good uniformizing family
(a, v) 7→ (Sa, j(a, v), (M ∪ Σ)a, Da)
possessing all the properties listed in Definition 2.12.
We denote by U(u) a C0-open neighborhood of the map u in the
space of continuous maps from S into Q, which is so small that the
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images of the discs Dz under the maps belonging to U(u) lie in R2(wi)
for wi = u(z). Hence we can define a family
(a, v, u′)→ (Sa, j(a, v),Ma, Da,⊕a(u
′)),
where (a, v) belongs to theG∗-invariant open neighborhoodO of (0, 0) ∈
N×E and where the continuous map u′ : S → Q belongs to U(u). Let
us fix for every z ∈ Σ a subdisk SDz which is contained in the interior
of Dz and also has smooth boundary so that their union is invariant
under the G-action. There is no loss of generality to assume that the
subdisks are concentric, i.e. of the form
SDz = Dz(−h) = {ζ ∈ Dz| ζ = z or ζ = hx(s, t) for s ≥ h},
where h > 0 and where hx are positive holomorphic polar coordinates
on Dz centered at z. We also fix subdisks having the same invariance
property for the discs Dx and Dy associated with the nodal points
{x, y}. Recall that given the gluing parameter a = (a{x,y}){x,y}∈D we
have introduced the union
Za =
⋃
{x,y}∈D
Z{x,y}a{x,y}
of the cylinders Z
{x,y}
a{x,y} which connect the boundaries of the discsDx and
Dy if a{x,y} 6= 0 and which are equal to Z
{x,y}
0 = Dx ∪Dy if a{x,y} = 0.
Recalling the subcylinders SZ
{x,y}
a{x,y} = Z
{x,y}
a{x,y}(−h) from section 2.1, we
have abbreviated
SZa = Za(−h) =
⋃
{x,y}∈D
Z{x,y}a{x,y}(−h).
We recall that G is the automorphism group of the stable map α =
(S, j,M,D, u), not necessarily having a stable domain (S, j,M,D), but
equipped with a stabilization Σ. Moreover, G∗ is the group of auto-
morphisms of the stable nodal Riemann surface (S, j,M ∪Σ, D), where
M ∪ Σ is viewed as an unordered set. The group G∗ is finite and, by
the properties of a stabilization, contains G.
The behavior of isomorphisms near the nodes is described in the
following proposition.
Proposition 3.3. We consider the stable map (S, j,M,D, u) and
recall the above definitions. Then given h > 0, there exists a G∗-
invariant open neighborhood O′ ⊂ O of (0, 0) ∈ N ⊕ E and a G-
invariant C0-neighborhood U ′(u) ⊂ U(u) of the map u so that the fol-
lowing holds. If u′, u′′ ∈ U ′(u)∩H3,δ0(S,Q) are maps from S to Q and
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(a, v), (b, w) ∈ O′ and if
φ : (Sa, j(a, v),Ma, Da,⊕a(u
′))→ (Sb, j(b, w),Mb, Db,⊕b(u
′′))
is an isomorphism, then there exists an automorphism g in the au-
tomorphism group G of the original stable map α = (S, j,M,D, u)
satisfying
φ(Z{x,y}a{x,y}(−h)) ⊂ Z
{g(x),g(y)}
b{g(x),g(y)})
at all nodal pairs {x, y} ∈ D. In addition, if z ∈ Σ, then
φ(Dz(−h)) ⊂ Dg(z).
Proof. Arguing indirectly we may assume that we have two se-
quences u′k, u
′′
k → u of maps in U
′(u) ∩ H3,δ0(S,Q) converging in C0,
sequences (ak, vk) → (0, 0) ∈ O and (bk, wk) → (0, 0) ∈ O, and a
sequence of isomorphisms
φk : (Sak , j(ak, vk),Mak , Dak ,⊕ak(u
′
k))→
(Sbk , j(bk, wk),Mbk , Dbk ,⊕bk(u
′′
k))
which violates the conclusion of the proposition. The stability assump-
tion on the stable maps (S, j,M,D, u) excludes bubbling off in the
sequence (φk) of mappings and one concludes by Gromov compactness
that any subsequence of (φk) has a subsequence converging in C
∞
loc away
from the nodes and the neck to some isomorphism
φ0 : (S, j,M,D, u)→ (S, j,M,D, u).
This fact is a consequence of the following lemma which is proved in
Appendix 5.2.
Lemma 3.4. We consider the stable map (S, j,M,D, u) and two
sequences uk, u
′
k ∈ H
3,δ0(S,Q) converging to u in C0. We assume that
(ak, vk)→ (0, 0) ∈ O and (bk, wk)→ (0, 0) ∈ O and assume that
φk : (Sak , j(ak, vk),Mak , Dak ,⊕ak(uk))→
(Sbk , j(bk, wk),Mbk , Dbk ,⊕bk(u
′
k))
is a sequence of isomorphisms. Then there is a subsequence of (φk)
which converges in C∞loc away from the nodes to an automorphism φ0 of
(S, j,M,D, u).
Consequently, φ0 = g ∈ G and hence φ0(Dz(−h)) = Dg(z)(−h) ⊂
Dg(z) for z ∈ Σ and φ0(Dx(−h)∪Dy(−h)) ⊂ Dg(x)∪Dg(y) for the nodal
pairs {x, y}. After passing to a subsequence, we see that for k large
enough φk(Dz(−h)) ⊂ Dg(z), and φk(Dx(−h)∪Dy(−h)) ⊂ Dg(x)∪Dg(y)
contradicting the choice of the sequence and implying the result. 
The same arguments prove also the next proposition.
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Proposition 3.5. Given h > 0 there exists H > 0 and a G∗-
invariant open neighborhood O′′ ⊂ O′ of 0 and a C0-neighborhood
U ′′(u) ⊂ U(u) of the map u so that the following holds. If u′, u′′ ∈
U ′′(u), (a, v), (b, w) ∈ O′′ and if
φ : (Sa, j(a, v),Ma, Da,⊕a(u
′))→ (Sb, j(b, w),Mb, Db,⊕b(u
′′))
is an isomorphism, then there exists an automorphism g ∈ G satisfying
φ(Dz(−H)) ⊂ Dg(z)(−h)
for all z ∈ Σ, and
φ(Z{x,y}a{x,y}(−H)) ⊂ Z
{g(x),g(y)}
b{g(x),g(y)}
(−h))
for every nodal pair {x, y} ∈ D.
In order to define the notion of a good uniformizing family for
Z = Z3,δ0 , we start with the notion of good data.
Definition 3.6 (Good Data). Let α = (S, j,M,D, u) be a stable
map representing the class [α] ∈ Z where (S, j,M,D) is a noded, not
necessarily stable, Riemann surface, and let G be the automorphism
group of α. Good data centered at α are the following data.
(1) A stabilization Σ of α and a good uniformizing family
(a, v) 7→ (Sa, j(a, v), (M ∪ Σ)a, Da), (a, v) ∈ O,
where the gluing is associated with a small disk structure D
around the points in |D|. In addition, disks with smooth
boundaries have been fixed around the points in Σ, so that
all the disks are mutually disjoint. Further, the union of
the disks is invariant under the G∗-action, where G∗ is the
automorphism group of the stable noded Riemann surface
(S, j,M ∪ Σ, D). Here M ∪ Σ is viewed as an un-ordered set.
(2) Abbreviating the set W = u(|D| ∪ Σ), there is a collection of
bijective charts around every point w ∈ W ,
ψw : (R(w), w)→ (R
2n, 0),
so that the closures of the domains are mutually disjoint.
Moreover, for every z ∈ |D| ∪ Σ the image u(Dz) of the disk
Dz is contained in R1(u(z)).
(3) The exponential map exp on the manifold Q is associated with
a Riemannian metric g, which on the open sets R4(w) is the
pull-back of the standard metric on R2n by ψw. Let O˜ be an
open neighborhood of the zero-section in TQ, which is fiber-
wise convex and has the property that exp : O˜q := O˜∩TqQ→
Q is an embedding for every q ∈ Q.
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(4) Every point w ∈ u(Σ) lies in a (2n− 2)-dimensional subman-
ifold Mw ⊂ Q such that ψw(Mw) ⊂ R2n is a linear subspace.
Moreover, if w = u(z) for z ∈ Σ, then the tangent space
Hw := TwMw is a complement in TwQ of the image of Tu(z).
We point out that near w the manifold Mw is the image of
vectors in TwMw ⊂ TwQ under the exponential map.
(5) An open G-invariant neighborhood U of the zero-section 0 ∈
H3,δ0c (S, u
∗TQ) so that every section η ∈ U has its image in
u∗O˜ where O˜ is the above open neighborhood of the zero-
section in TQ.
(6) Concentric subdisks SDz of Dz with smooth boundaries for all
z ∈ Σ so that their union is invariant under G.
(7) If z ∈ Σ, then the restriction u|Dz is an embedding transversal
to Mu(z). Moreover, if z
′ ∈ Dz satisfies u(z′) ∈ Mu(z), then
z′ = z.
(8) For every section η ∈ U and every z ∈ Σ, the map f :=
expu(η) : S → Q satisfies f(Dz) ⊂ R2(u(z)) and the restric-
tion f |Dz is an embedding transversal to Mu(z) and intersects
Mu(z) at a single point f(z
′) for a unique z′ ∈ SDz.
(9) Take the small disk structure of (1) and let j(a, v) be as given
in (1). If for (a, v, η) and (a′, v′, η′) in O ⊕ U the tuples
α(a,v,η) := (Sa, j(a, v),Ma, Da,⊕a(expu(η)))
and α(a′,v′,η′) are isomorphic by some isomorphism φ, then
there exists an automorphism g ∈ G satisfying φ(SDz) ⊂ Dg(z)
for all z ∈ Σ.
(10) If the isomorphism φ in (9) is, in addition, an isomorphism
φ : (Sa, j(a, v), (M ∪ Σ)a, Da)→ (Sa′ , j(a
′, v′), (M ∪ Σ)a′ , Da′)
between the stable nodal Riemann surfaces, then φ = ga for
some g ∈ G and (a′, v′) = g ∗ (a, v).
The above space H3,δ0c (S, u
∗TQ) is the space of sections having
matching asymptotic constants near the nodes. As a complete norm
we can take the sum of finitely many semi-norms obtained as follows.
Around a point which is not a nodal point, we fix a small open disk-
like neighborhood U having a smooth boundary and not containing a
nodal point. Then we take a biholomorphic map ψ : D → cl(U) and
a smooth trivialization Γ : (u∗TQ)|U → D × R2n. If η is a section of
u∗(TQ), then v = pr2 ◦ Γ ◦ η ◦ ψ defines a map on the open unit disk
with image in R2n. Take a smooth function β : D → [0, 1] which has
compact support in the open unit disk and is identically to 1 on some
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δ-disk for δ ∈ (0, 1) close to 1. Then the map
η 7→ ‖βv‖H3(D,R2n)
defines one of the semi-norms we are going to use. Such constructions
already occur in [6]. Near a nodal pair {x, y} we take two open disk-
like neighborhoods Dx and Dy with smooth boundaries so that the
images of their closures under the map u lie in the domain of a smooth
diffeomorphic chart ψ of the manifold Q,
ψ : (O(u(x)), u(x))→ (R2n, 0).
Then we take holomorphic polar coordinates on Dx \ {x} (positive)
and Dy \ {y} (negative), denoted by σx and σy. Given a section η with
common asymptotic limit over {x, y}, we consider the pair (v+, v−) of
maps, defined by
v+(s, t) = pr2 ◦ Tψ(u ◦ σx(s, t))η(σx(s, t))
and
v−(s, t) = pr2 ◦ Tψ(u ◦ σy(s
′, t′))η(σy(s
′, t′)).
The maps v+ and v− have the same asymptotic constant, say c. Taking
a suitable smooth function β : R → [0, 1] with support in (0,∞) and
satisfying β(s) = 1 for s ≥ 1 we define β+(s) = β(s) and β−(s′) =
β(|s|). Now we define the square of the semi-norm using the usual
(3, δ0)-norms by
|c|2 +
∥∥β+(v+ − c)∥∥2
H3,δ0
+
∥∥β−(v− − c)∥∥2
H3,δ0
.
Using a suitable choice of finitely many semi-norms of this type, one can
define complete norms on H3,δ0c (S, u
∗TQ), and any such construction
will lead to an equivalent norm.
Proposition 3.7. There exists good data centered at a stable map
α representing [α] ∈ Z.
Proof. Since the existence of a good uniformizing family is guar-
anteed by Theorem 2.13, the proposition follows in view of Lemma 3.2
and Propositions 3.3, up to property (10) which requires the following
additional argument. If the assumption (10) holds, then we conclude
by the properties of a good uniformizing family that φ = g∗a for an
automorphism g∗ ∈ G∗. However, if we assume, in addition, that the
open neighborhood U of the zero-section of u∗TQ in (5) and the neigh-
borhood O of (0, 0) in (1) are sufficiently small, then φ is necessarily
C∞-close on the core to an automorphism g in G. Since G ⊂ G∗ is a
finite group, we conclude that φ = g ∈ G. This completes the proof of
the proposition. 
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If we have good data centered at the stable map α = (S, j,M,D, u),
with automorphism group G, where the map u is only of class (3, δ0)
we can find arbitrarily H3,δ0-close, a smooth map u′, which is of class
(m + 3, δm), for all m ≥ 0, such that we have good data centered at
(S, j,M,D, u′) with the same choice of small disk structure, the same
stabilization Σ etc. and such that u = expu′(η) for an arbitrarily
small η ∈ U ′ and the same automorphism group. This is true, since
our conditions in the above definition are C0-smallness conditions and,
at the disks around points in Σ they are C1-smallness conditions. We
shall refer to good data centered at (S, j,M,D, u′) as to smooth data.
Hence we have proved the following basic result.
Theorem 3.8. For every stable map α = (S, j,M,D, u) represent-
ing an element in Z there exist good data centered at some smooth
stable map α′ of the form
α′ = (S, j,M,D, u′)
such that u = expu′(η) and η is an arbitrarily small section in the open
neighborhood U of the zero-section of H3,δ0c ((u
′)∗TQ). Moreover α and
α′ have the same automorphism group.
PSfrag replacements
u
u(z) η(z)Hu(z)
Mu(z)
expu(η)
Figure 3.1. The linear constraint belonging to z ∈ Σ.
Next we consider good data centered at a smooth stable map α =
(S, j,M,D, u). If z belongs to the stabilization set Σ, we introduce the
plane Hu(z) = Tu(z)Mu(z) ⊂ Tu(z)Q in the tangent space, which we refer
to as the linear constraint associated with the point z ∈ Σ. We note
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that points z, z′ ∈ Σ satisfying u(z) = u(z′) have the same associated
constraint.
In Section 2.5 we have described the gluing and anti-gluing into
the manifold Q. Starting with the sc-Banach space H3,δ0c (S, u
∗TQ) of
sections η (with matching nodal values) along the smooth map u : S →
Q we define an sc-subspace of finite co-dimension Eu by
Eu = {η ∈ H
3,δ0
c (u
∗TQ)| η(z) ∈ Hu(z) for z ∈ Σ}
consisting of sections (along the smooth map u : S → Q) satisfying
the linear constraint Hu(z) at the points z ∈ Σ. For every nodal pair
{x, y} ∈ D we can implant the family of splicing projections, which
initially where defined for sections with matching nodal values (ηx, ηy),
where ηx is a section of (u|Dx)∗TQ and similarly for Dy. Near the
boundaries ofDx andDy the projection acts as the identity and one can
extend it to Eu canonically, so that outside of the disks associated to
the nodal pair it acts as the identity. We shall denote it by π
{x,y}
a{x,y}. The
projections obtained for the various nodal pairs {x, y} ∈ D commute
and we denote by πa with a = (a{x,y}){x,y}∈D their product. It is defined
for all a with |a{x,y}| <
1
2
, and therefore for a ∈ (B 1
2
)#D where (B 1
2
)#D
is the cartesian product of #D-copies of B 1
2
.
We view the parameters (a, v) as splicing parameters, though v is
actually ineffective, and define the splicing core K on Eu as the set
K = {(a, v, η)| (a, v) ∈ O, η ∈ Eu and πa(η) = η}
where O is an open subset of the complex linear parameter space (a, v)
and a ∈ (B 1
2
)#D. In the following we shall abbreviate by O the subset
(3.1) O = {(a, v, η) ∈ K| (a, v) ∈ O and η ∈ U ∩ Eu },
where U is the open neighborhood of the zero section 0 ∈ H3,δ0(S, u∗TQ)
postulated in property (5) of the good data in Definition 3.6. The set
O is an open subset of the splicing core K.
Definition 3.9 (Good uniformizing family of stable maps).
We assume we have good data (according to Definition 3.6) centered at
the smooth stable map α = (S, j,M,D, u) with automorphism group
G, and consider the good uniformizing family
(a, v) 7→ α(a,v) := (Sa, j(a, v), (M ∪ Σ)a, Da), (a, v) ∈ O,
of stable noded Riemann surfaces according to condition (1) in the
Definition 3.6. Then the associated family of stable maps
(a, v, η) 7→ α(a,v,η) := (Sa, j(a, v),Ma, Da,⊕a expu(η)), (a, v, η) ∈ O,
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is called a good uniformizing family of stable maps centered at
the smooth stable map α = (S, j,M,D, u).
From Theorem 3.8 one concludes immediately the following propo-
sition.
Proposition 3.10. Given an element [α′] ∈ Z in the space of
stable maps, there exists a good uniformizing family (a, v, η) 7→ α(a,v,η),
(a, v, η) ∈ O, centered at a smooth [α] ∈ Z, and there exists a parameter
(a0, v0, η0) ∈ O for which
[α′] = [α(a0,v0,η0)].
Definition 3.11. If G is the automorphism group of the stable
map (S, j,M,D, u), the action of G on O is defined by
g ∗ (a, v, η) = (a′, v′, η′), g ∈ G,
where (a′, v′) = g ∗ (a, v) and η′ ◦ g = η.
Proposition 3.12. If (a, v, η) 7→ α(a,v,η), (a, v, η) ∈ O, is a good
uniformizing family of stable maps, and
[α(a,v,η)] = [α(a′,v′,η′)]
for two parameters (a, v, η) and (a′, v′, η′) in O, then there exists an
automorphism g ∈ G satisfying
(a′, v′, η′) = g ∗ (a, v, η)
and every isomorphism between the two stable maps is of the form
ga : α(a,v,η) → α(a′,v′,η′).
Proof. By assumption there exists an isomorphism
φ : α(a,v,η) = (Sa, j(a, v),Ma, Da,⊕a(expu(η)))
→ α(a′,v′,η′) = (Sa′ , j(a
′, v′),Ma′ , Da′ ,⊕a′(expu(η
′)))
satisfying
⊕a(expu(η)) = ⊕a′(expu(η
′)) ◦ φ.
Take a point z ∈ Σ in the stabilization. Such a point lies, by construc-
tion, at a finite distance to the core part of S which can be identified
with the core part of Sa. Since the gluing takes place in the discs of the
small disk structure, we have ⊕a(expu(η))(z) = expu(z)(η(z)) at z ∈ Σ,
and η(z) ∈ Hu(z) ⊂ Tu(z)Mu(z) ⊂ Tu(z)Q.
In view of the data (2), (6), and (8), the restricted map expu(η)|Dz
is an embedding of the disk Dz which is transversal to the manifold
Mu(z) and intersecting Mu(z) in the single point z. Here we have used
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that the manifold Mu(z) is totally geodesic. By the data (9), there
exists an automorphism g ∈ G satisfying
φ(SDz) ⊂ Dg(z).
By definition of G, u(g(z)) = u(z) and hence,
expu(η
′) ◦ φ(z) = expu(η)(z) ∈Mu(z) = Mu(g(z)).
Similarly, the map expu(η
′)|Dg(z) is an embedding of Dg(z) and inter-
sects the manifoldMu(g(z)) in precisely one point, namely in g(z). Since
φ(z) ∈ Dg(z), we therefore conclude that
φ(z) = g(z).
Hence, if z ∈ Σ, then also φ(z) ∈ Σ and consequently φ is an isomor-
phism
(Sa, j(a, v), (M ∪ Σ)a, Da)→ (Sa′ , j(a
′, v′), (M ∪ Σ)a′ , Da′)
of nodal Riemann surfaces. In view of the data (10), there exists an
automorphism g ∈ G satisfying (a′, v′) = g ∗ (a, v) and φ = ga. On the
core part of S we therefore have ga = g and hence, using u ◦ g = u,
expu(η
′) ◦ g = expu(η
′ ◦ g) = expu(η).
Therefore, η′◦g = η on the core of S. The isomorphism ga maps Z
{x,y}
a{x,y}
onto Z
{g(x),g(y)}
a{g(x),g(y)} for all nodal pairs {x, y} ∈ D. Using the definition
of ga, the fact that u ◦ g = u and the assumptions πa(η) = η and
πa(η
′) = η′, it follows that η′ ◦ g = η on all of S. This finishes the proof
of Proposition 3.12. 
The next theorem is the key result for proving the sc-smooth com-
patibility of good uniformizers. It is also important for the topological
considerations later on.
Theorem 3.13. We consider two good uniformizing families of sta-
ble maps q 7→ αq parametrized by q ∈ O and q′ 7→ α′q′ parametrized
q′ ∈ O′. We assume that for two points q0 ∈ O and q′0 ∈ O
′ there exists
an isomorphism
φ0 : αq0 → α
′
q′0
between the associated stable maps. Then there exist a unique local
germ of an sc-diffeomorphism
f : (O, q0)→ (O
′, q′0), q 7→ q
′ = f(q)
between the parameter spaces satisfying f(q0) = q
′
0 and there exists a
core-smooth germ of a family q 7→ φq of isomorphisms
φq : αq → α
′
f(q)
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satisfying φq0 = φ0.
Proof. The proof proceeds in several steps. We first choose the
set Σ′ ⊂ S ′ of stabilizing points. The set satisfies, by definition, Σ′ ∩
(M ′ ∪ |D′|) = ∅ and u′(Σ′) ∩ u′(M ′ ∪ |D′|) = ∅. The preimage of Σ′
under the postulated diffeomorphism φ0 : Sa0 → S
′
a′0
is denoted by
Θ0 = φ
−1
0 (Σ
′) ⊂ Sa0 .
The subset Θ0 is different from the nodal points Da0 and different from
the marked points Ma0 , and the nodal Riemann surface
(Sa0 , j(a, v),Ma0 ∪Θ0, Da0)
is stable. Moreover, it is possible that Θ0 contains points lying in the
neck regions of Sa0 . Considering (a, v) close to (a0, v0), we denote by
Θ ⊂ Sa a deformation of Θ0 as defined in Section 2.1. Therefore,
we deduce from the universal family property of the stabilized target
family (Theorem 2.19) the following result.
Lemma 3.14. There exists a germ of a smooth map
(a, v,Θ)→ (a′(a, v,Θ), v′(a, v,Θ))
satisfying
(a′(a0, v0,Θ0), v
′(a0, v0,Θ0)) = (a
′
0, v
′
0),
and there exists an associated core-smooth germ of isomorphisms
φ(a,v,Θ) : (Sa, j(a, v),Ma ∪Θ, Da)→ (Sa′ , j
′(a′, v′), (M ′ ∪ Σ′)a′ , Da′),
where a′ = a′(a, v,Θ) and v′ = v′(a, v,Θ), satisfying
φ(a0,v0,Θ0) = φ0.
By definition of an isomorphism between stable maps, the diffeo-
morphism φ0 : Sa0 → S
′
a′0
satisfies
⊕a0 expu(η0) = ⊕
′
a′0
exp′u′(η
′
0) ◦ φ0.
If z ∈ Θ0, then φ0(z) = z′ ∈ Σ′ and therefore
⊕a0 expu(η0)(z) = ⊕
′
a′0
exp′u′(η
′
0)(z
′) ∈M ′u′(z′).
Hence the map ⊕a0 expu(η0) : Sa0 → Q intersects the embedded sub-
manifold M ′u(z′) at the point z transversally, and we call the transver-
sal intersection point z = z(a0, v0, η0) ∈ Sa0 . If (a, v, η) is close to
(a0, v0, η0) on level 0 and hence in the C
1-topology, it follows from
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Proposition 2.54 that also the nearby maps ⊕a expu(η) : Sa → Q in-
tersect the manifold M ′u′(z′) ⊂ Q transversally at the unique points
z(a, v, η) ∈ Sa so that
⊕a expu(η)(z(a, v, η)) ∈M
′
u′(z′).
Moreover, the map
(a, v, η) 7→ z(a, v, η) ∈ Sa
is sc-smooth in the following sense, considering the fact that the target
surface depends on a. Abbreviating q = (a, v, η) and assuming that
z(q0) lies in the core region of S, we can consider the map q → z(q) as
a map into the fixed surface S. If the point z(q) lies in a nontrivially
glued neck, we describe the map with respect to the two distinguished
polar coordinate systems [s, t] or [s′, t′] and the maps obtained this way
are sc-smooth. Hence we obtain the sc-smooth germ
q → Θq = {z(q)}
for q = (a, v, η) near q0 and we can summarize the discussion as follows.
Lemma 3.15. Let Θq consist of the unique points z(q) = z(a, v, η) ∈
Sa at which
⊕a expu(η)(z(q)) ∈M
′
u′(z′), some z
′ ∈ Σ′.
Then the germ q → Θq at q0 is sc-smooth in the sense defined above.
Recalling from Lemma 3.14 the germ of a smooth map
(a, v,Θ) 7→ (a′(a, v,Θ), v′(a, v,Θ))
and the associated germ (a, v,Θ)→ φ(a,v,Θ) of isomorphism, we define
the germ of a smooth map as the following composition of maps
a′(a, v, η) : = a′(a, v,Θ(a,v,η))
v′(a, v, η) : = v′(a, v,Θ(a,v,η))
and introduce the associated core-smooth germ q → φq of isomorphisms
φ(a,v,η) := φ(a,v,Θ(a,v,η)) :
(Sa, j(a, v),Ma ∪Θ(a,v,η), Da)→ (Sa′ , j
′(a′, v′), (M ′ ∪ Σ′)a′, D
′
a′)
where a′ = a′(a, v, η) and v′ = v′(a, v, η) and where (a, v, η) is close to
(a0, v0, η0). Then
φ(a0,v0,η0) = φ0
(a′(a0, v0, η0), v
′(a0, v0, η0) = (a
′
0, v
′
0).
In view of Lemma 3.14 and Lemma 3.15, and using the chain rule, we
obtain the following lemma.
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Lemma 3.16. The germ
(a, v, η)→ (a′(a, v, η), v′(a, v, η))
is sc-smooth near (a0, v0, η0).
At this point we have constructed near q0 = (a0, v0, η0) the sc-
smooth germ
q → (a′(q), v′(q))
of functions and the associated core-smooth germ q → φq of isomor-
phisms
φq : (Sa, j(a, v),Ma ∪Θq, Da)→
(Sa′(q), j
′(a′(q), v′(q)), (M ′ ∪ Σ′)a′(q), D′a′(q))
where q = (a, v, η). It satisfies, in particular,
φq(z(q)) = z
′ ∈ Σ′ for some z′ ∈ Σ′.
By construction of z(q), the maps
(⊕a expu(η)) ◦ φ
−1
(a,v,η) : S
′
a′(a,v,η) → Q
are at the points z′ ∈ Σ′ transversal to the submanifolds M ′u′(z′).
We recall that at q0 = (a0, v0, η0) ∈ O, the map φq0 = φ0 satisfies
⊕a′(q0) exp
′
u′(η
′
0) = ⊕a′0 expu(η0) ◦ φ
−1
q0
.
With the following lemma the proof of Theorem 3.13 is complete.
Lemma 3.17. For q = (a, v, η) near q0 = (a0, v0, η0) there exists a
uniquely defined section η′(q) of the bundle (u′)∗TQ near the section
η′0, satisfying
⊕a′(q) exp
′
u′(η
′(q)) = ⊕u expu(η) ◦ φ
−1
q ,
and the linear constraint conditions, and (a′(q), v′(q), η′(q)) ∈ O′. In
addition,
q → η′(q)
is an sc-smooth map.
Proof. The formula
⊕a′(q) exp
′
u′(η
′) = ⊕a expu(η) ◦ φ
−1
q and ⊖a′(q) η
′(q) = 0
determines the section η′ as a function of q in a local way and the fol-
lowing observations simplify our task.
Observation 1: Using a partition of unity argument in the tar-
get S ′ it suffices to show that η′ restricted to suitable subsets, as a
function of (a, v, η) is sc-smooth. The suitable subsets are either small
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open subsets whose closures do not contain nodal points or small open
neighborhoods of nodal points.
We can consider η as a variable or alternatively expu(η), since the
map η → expu(η) is level-wise smooth, a classical nonlinear analysis
fact, which is used in the construction of manifolds of maps in [6].
Observation 2: If z′0 is a point which is not a nodal point in
|D′a′0| ⊂ S
′, the section η′ near z′0 is determined by η near z0 :=
φ−1(a0,v0,η0)(z
′
0) and z0 is not a nodal point in |Da0 |.
If z′0 ∈ S
′
a′ lies outside of the discs of the small disk structure of S
′
we have, in a neighborhood of z′0 for q near q0,
⊕a′(q) exp
′
u′(η
′) = exp′u′(η
′).
In this case the section η′ near z′0 is determined by the formula
η′ = (exp′u′)
−1 ◦ ⊕a expu(η) ◦ φ
−1
q .
Since the isomorphism φq = φ(a,v,Θq) is core-smooth and q → Θq is
smooth, it follows from Theorem 2.55 and Lemma 3.15 using the chain
rule, that the right hand side depends sc-smoothly on q.
If z′0 is in a neck we can study the two equations
⊕a′(q) exp
′
u′(η
′) = ⊕a expu(η) ◦ φ
−1
q
⊖a′(q)(η
′) = 0
in an open neighborhood of z′0. Again the right hand side depends
sc-smoothly on q. In the polar coordinates on the discs one sees that
the unique solution η′ = η′(q) on a neighborhood of z′0 is, in view
of Proposition 3.3 and Proposition 3.5, guaranteed by Theorem 2.57.
Moreover, (a′(q), v′(q), η′(q)) ∈ O and q → η′(q) is sc-smooth.
Finally, we look at a nodal point z′0 = x on S
′. This implies that
also φ−10 (z
′
0) = z0 is a nodal point on S. In this case a{x,y} = 0 and
a′{x′,y′} = 0. A direct application of Theorem 2.57 implies our assertion.
This completes the proof of Lemma 3.17. 
With Lemma 3.17 the proof of Theorem 3.13 is complete. 
3.2. Compatibility of Good Uniformizers
In the construction of the polyfold structure on the space Z of
stable curves we shall imitate the Lie groupoid approach to the Deligne-
Mumford theory.
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We take a good uniformizing family
(a, v, η) 7→ α(a,v,η), where (a, v, η) ∈ O
of stable maps centered at the smooth stable map α = (S, j,M,D, u),
continue to abbreviate
q := (a, v, η) ∈ O,
and define the graph G of the family as the set
G = {(q, αq)| q ∈ O}.
We recall that O is the open subset of a splicing core introduced in
the formula (3.1) in Section 3.1. We equip the set G with the topology
which turns the bijective projection map
π : G → O, π(q, αq) = q
into a homeomorphism. Then the sc-smooth chart (π,O) defines the
natural sc-structure on G so that G is an M-polyfold and the map
π : G → O is an sc-diffeomorphism. We shall use the M-polyfolds G
the same way we have used the graphs of uniformizing families in the
Deligne-Mumford theory.
We consider the two M-polyfolds
G = {(q, αq)| q ∈ O} and G
′ = {(q′, α′q′)| q
′ ∈ O′},
where q = (a, v, η) ∈ O and q′ = (a′, v′, η′) ∈ O′. For two points
(q, αq) ∈ G and (q′, α′q′) ∈ G
′ for which there exists an isomorphism
φ : αq → α
′
q′
between the stable maps, we form the triple
Φ := ((q, αq), φ, (q
′, α′q′)).
We view Φ as a morphism (q, αq)→ (q
′, α′q′) and write
Φ : (q, αq)→ (q
′, α′q′).
The set of all morphisms Φ will be denoted by
M(G,G ′).
The source map
s : M(G,G ′)→ G
is defined by
s((q, αq), φ, (q
′, α′q′)) = (q, αq)
and the target map
t : M(G,G ′)→ G ′
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is defined by
t((q, αq), φ, (q
′, α′q′)) = (q
′, α′q′).
Next we equip the set M(G,G ′) with a topology, defined by means
of a neighborhood basis. Let
Φ̂ = ((q̂, αq̂), φ̂, (q̂
′, α′q̂′))
be a morphism in M(G,G ′). We are going to define sets V of open
neighborhoods of Φ̂. In view of Theorem 3.13, there exists a germ of a
local sc-diffeomorphism
f : O → O′, q 7→ q′(q)
satisfying f(q̂) = q̂′ and a germ of a core-smooth family
φq : αq → α
′
f(q)
of isomorphisms satisfying φq̂ = φ̂. We consider the sets V consisting of
the morphisms ((q, αq), φq, (f(q), α
′
f(q))) where q ∈ V ⊂ O and where
V is a sufficiently small open neighborhood of q̂. We shall show that
the sets V form a basis for a Hausdorff topology on M(G,G ′). To see
this, we take two such sets V1 and V2 containing a morphism Φq0 =
((q0, αq0), φ0, (q
′
0, α
′
q′0
)). The set V1 consist of triples
((q, αq), φ
1
q, (f1(q), α
′
f1(q)
))
in which q ∈ V1 ⊂ O where V1 is an open neighborhood of q1, in which
f1 : V1 → f1(V1) ⊂ O′ is an sc-diffeomorphism satisfying f1(q1) =
q′1, and in which q 7→ φ
1
q , for q ∈ V1, is a core-smooth family φ
1
q :
αq → α′f1(q) of isomorphisms satisfying φ
1
q1
= φ1. The set V2 is defined
similarly. It is centered at the point q2, has the sc-diffeomorphism
f2 : V2 → f2(V2) ⊂ O′, and the core-smooth family q 7→ φ2q replacing
q1, f1, and q 7→ φ1q, respectively. Since ((q0, αq0), φ0, (q
′
0, α
′
q′0
)) ∈ V1∩V2,
it follows that q0 ∈ V1 ∩ V2. We next show that on a small open
neighborhood of q0 contained in V1 ∩ V2, the maps f1 and f2 coincide
and the two maps q 7→ φ1q and q 7→ φ
2
q also coincide. We consider for
q ∈ V1 ∩ V2, the following isomorphisms between the noded surfaces
φ2q ◦ (φ
1
q)
−1 : α′f1(q) → α
′
f2(q).
At the point q0 we have f1(q0) = f2(q0) = q
′
0 and
φ2q0 ◦ (φ
1
q0)
−1 = φ0 ◦ (φ0)
−1 = id : α′q′0 → α
′
q′0
.
We claim that f1(q) = f2(q) for q close to q0. Indeed, arguing by
contradiction we assume that there exists a sequence (qk) ⊂ V1 ∩ V2
converging to q0 such that f1(qk) 6= f2(qk). In view of Proposition 3.12
and the fact that the group of automorphisms is finite, there exists
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an automorphism g such that f2(qk) = g ∗ f1(qk) for all k and φ2qk ◦
(φ1qk)
−1 = gak where the gluing parameter ak is the first component
of f1(qk). Since φ
2
q0 ◦ (φ
1
q0)
−1 = id, it follows that g = id so that
f2(qk) = id ∗ f1(qk) = f1(qk) which is a contradiction. We conclude
that indeed there exists an open neighborhood V3 of q0 contained in
V1 ∩ V2 such that f1(q) = f2(q) for all q ∈ V3. Using similar arguments
and Proposition 3.12 one shows that also φ1q = φ
2
q for all q ∈ V3.
Consequently, setting f(q) = f1(q) = f2(q) and φq = φ
1
q = φ
2
q for all
q ∈ V3 and V3 = {((q, αq), φq, (f(q), α′f(q)))|q ∈ V3}, we conclude that
V3 ⊂ V1 ∩ V2. Hence the collection of sets V defines a basis of the
topology on M(G,G ′).
Lemma 3.18. The topology on M(G,G ′) is Hausdorff.
Proof. We take two distinct points Φ1 = ((q1, αq1), φ1, (q
′
1, α
′
q′1
))
and Φ2 = ((q2, αq2), φ2, (q
′
2, α
′
q′2
)) and show that there are two disjoints
sets V1 and V2 containing Φ1 and Φ2, respectively. We consider the
following three cases.
Case 1. q1 6= q2.
Case 2. q1 = q2 and q
′
1 6= q
′
2.
Case 3. q1 = q2, q
′
1 = q
′
2, and φ1 6= φ2.
In case 1 we take two disjoint small open neighborhoods V1 and V2 of
q1 and q2, and define the sets V1 = {((q, αq), φ1q, (f1(q), α
′
f1(q)
))|q ∈ V1}
and V2 = {((q, αq), φ2q, (f1(q), α
′
f2(q)
))|q ∈ V2}. Clearly, V1 ∩ V2 = ∅.
In case 2 we find an open neighborhood V of q1 = q2 such that
f1(V ) ∩ f2(V ) = ∅. Then the sets V1 = {((q, αq), φ1q, (f1(q), α
′
f1(q)
))|q ∈
V } and V2 = {((q, αq), φ
1
q, (f2(q), α
′
f2(q)
))|q ∈ V } are disjoint.
Finally, in case 3, we take a small open neighborhood V of q1 = q2
and apply Proposition 3.12 to find two sc-diffeomorphisms f1 : V → O′
and f2 : V → O′ satisfying f1(q1) = q′1 and f2(q2) = q
′
2 and the core-
smooth families φ1q : αq → α
′
f1(q)
and φ2q : αq → α
′
f2(q)
of isomorphisms
satisfying φ1q1 = φ1 and φ
2
q2
= φ2. The composition
φ2q ◦ (φ
1
q)
−1 : α′f1(q) → α
′
f2(q)
is an isomorphism for every q ∈ V and at q = q1 = q2 we have φ2q2 ◦
(φ1q1)
−1 = φ2 ◦ (φ1)−1 : α′q′1 → α
′
q′2
which, by assumption, is different
from the identity map. Again applying Proposition 3.12 we find a
possibly smaller open neighborhood of q1 = q2, still denoted by V , and
an automorphism g ∈ G different from the identity map satisfying
f2(q) = g ∗ f1(q) and φ
2
q ◦ (φ
1
q)
−1 = ga(q)
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where the gluing parameter a is the first component of f1(q). Hence
φ2q = ga(q) ◦ φ
1
q. Now since the families q 7→ φ
1
q and q 7→ φ
2
q are core
smooth we find an open neighborhood V of q1 = q2 such that φ
1
q 6= φ
2
q
for all q ∈ V . Consequently, the sets V1 = {((q, αq), φ1q, (f1(q), α
′
f1(q)
))|q ∈
V } and V2 = {((q, αq), φ2q, (f1(q), α
′
f2(q)
))|q ∈ V } are disjoint. We have
verified that our topology of M(G,G ′) is Hausdorff. 
Recalling that the topology on G is defined by requiring that the
projection map π : G → O, π(q, αq) = q, is a homeomorphism,
we see that the source map s : M(G,G ′) → G and the target map
t : M(G,G ′) → G ′ are continuous. Next we consider, in a small neigh-
borhood of (q0, αq0), the injective map
Γ : G →M(G,G ′),
defined by Γ(q, αq) = ((q, αq), φq, (q
′(q), α′q′(q))), where q
′(q) = f(q)
with the local sc-diffeomorphism f : O → O′ guaranteed by Theorem
3.13. The compositions s ◦ Γ : G → G and t ◦ Γ : G → G ′ satisfy
s ◦ Γ(q, αq) = (q, αq) and t ◦ Γ(q, αq) = (q
′(q), αq′(q)).
Therefore, the map t◦Γ : G → G ′ is, in view of Theorem 3.13, a local
sc-diffeomorphism. We also conclude that the map Γ : G → M(G,G ′)
is continuous. Since Γ ◦ s = id, i.e.,
Γ ◦ s((q, αq), φq, (q
′(q), α′q′(q))) = ((q, αq), φq, (q
′(q), α′q′(q))),
we see that Γ and s are local homeomorphisms. Therefore, the local
homeomorphism
s : M(G,G ′)→ G
allows us to equip the space M(G,G ′) with an sc-structure which turns
the source map s into a local sc-diffeomorphism. Hence also Γ = s−1 :
G → M(G,G ′) is a local sc-diffeomorphism and since t ◦ Γ(q, αq) =
(q′(q), α′q′(q)) : G → G
′ is, by Theorem 3.13, a local sc-diffeomorphism,
the target map t = (t ◦ Γ) ◦ Γ−1 : M(G,G ′) → G ′ is also a local sc-
diffeomorphism. We have proved the following proposition.
Proposition 3.19. If G and G ′ are equipped with their natural
M-polyfold structures, then the set M(G,G ′) of morphisms has also a
natural M-polyfold structure for which the source map s and the target
map t are local sc-diffeomorphisms.
Using the same arguments, we obtain the following additional con-
sequence of Theorem 3.13.
Proposition 3.20. Consider G, G ′, and M(G,G ′) equipped with
their natural M-polyfold structures. Then,
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(1) The unit map u : G → M(G,G), defined by
u(q, αq) = ((q, αq), id, (q, αq)),
is an sc-smooth map.
(2) The inversion map i : M(G,G ′)→ M(G ′,G), defined by
i((q, αq), φ, (q
′, α′q′)) = ((q
′, α′q′), φ
−1, (q, αq)),
is sc-smooth.
Proof. By the previous proposition the source map s : M(G,G ′)→
G is a local sc-diffeomorphism and consequently defines a local sc-
smooth chart. The map u is in these local charts represented by
s ◦ u = id and hence is an sc-smooth map. The inversion map i,
composed with t and the locally inverted s, satisfies
t ◦ i ◦ s−1 = id .
Consequently, locally i = t−1 ◦ s is, by the chain rule, an sc-smooth
map, as claimed. 
In order to define the multiplication map, it is useful to first re-
call the definition of the fibered product and its properties given in
Lemma 2.35. Now consider the M-polyfolds G, G ′ and G ′′ of graphs as
introduced above. Then the multiplication map
m : M(G ′,G ′′)s×tM(G,G
′)→M(G,G ′′)
on the fibered product is defined by
m((q′, α′q′), ψ, (q
′′, α′′q′′)), ((q, αq), φ, (q
′, α′q′))) = ((q
′, α′q′), ψ◦φ, (q
′′, α′′q′′)).
Proposition 3.21. The multiplication map is an sc-smooth map.
Proof. We take two morphisms
Φ1 = ((q0, αq0), φ0, (q
′
0, α
′
q′0
)) ∈M(G,G ′)
and
Φ2 = ((q
′
0, α
′
q0), φ
′
0, (q
′′
0 , α
′′
q′′0
)) ∈M(G ′,G ′′)
satisfying t(Φ1) = s(Φ2) so that m(Φ2,Φ1) ∈M(G,G ′′) is well defined.
The source map s : M(G,G ′) → G is a local sc-diffeomorphism and
the local inverse s−1 maps (q0, αq0) ∈ G into ((q0, αq0), φ0, (q
′
0, α
′
q0
)) ∈
M(G,G ′). This local diffeomorphism, in view of Theorem 3.13, is of
the form
s−1(q, αq) = ((q, αq), φq, (q
′(q), α′q′(q)))
in a neighborhood of (q0, αq0) where q 7→ q
′(q) is a local sc-diffeomorphism
of O mapping q0 into q
′(q0) = q
′
0. The same holds true for the source
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map s1 : M(G ′,G ′′) → G ′. Its local inverse s
−1
1 mapping (q
′
0, α
′
q′0
) ∈ G ′
into ((q′0, α
′
q0), φ
′
0, (q
′′
0 , αq′′0 )) ∈M(G
′,G ′′) is of the form
s−11 (q
′, α′q′) = ((q
′, α′q′), φ
′
q′, (q
′′(q′), α′′q′′(q′)))
where q′ 7→ q′′(q′) is a local sc-diffeomorphism mapping q′0 into q
′′(q′0) =
q′′0 . Consequently, the inverse ψ
−1 of an sc-smooth chart
ψ :M(G ′,G ′′)s×tM(G,G
′)→ G
has the form
ψ−1(q, αq)
=
((
(q′(q), α′q′(q)), φ
′
q′(q), (q
′′(q), α′′q′′(q))
)
,
(
(q, αq), φq, (q
′(q), α′q′(q))
))
.
Also the source map s2 : M(G,G ′′) → G is a local sc-diffeomorphism
and defines a local sc-smooth chart. The representation of the multipli-
cation mapm in these local sc-smooth charts becomes s2◦m◦ψ−1 which
is equal to the identity map. Therefore, the multiplication map m is
an sc-smooth map and the proof of Proposition 3.21 is complete. 
One often represents a morphism Φ ∈M(G,G ′) by the arrow
Φ : s(Φ)→ t(Φ),
and if the morphisms Φ ∈ M(G,G ′) and Ψ ∈ M(G ′,G ′′) satisfy t(Φ) =
s(Ψ) one often writes the multiplication map as a composition
m(Ψ,Φ) = Ψ ◦ Φ : s(Φ)→ t(Ψ).
Moreover, if i : M(G,G ′)→M(G ′,G) is the inversion map, one uses for
the inverse arrow the notation
Φ−1 := i(Φ) : t(Φ)→ s(Φ).
3.3. Compactness Properties of M(G,G ′)
We next establish compactness properties for a pair of good uni-
formizers which will be crucial in the study of the topology of Z later
on. We start with the following basic compactness result.
Theorem 3.22. Let G = {(q, αq)| q ∈ O} be a M-polyfold as defined
above, where q 7→ αq, q = (a, v, η) ∈ O, is a good uniformizing family
of stable maps, and let π : G → O be the associated sc-diffeomorphism.
Then, for every point q ∈ O, there exists an open neighborhood UG(q) ⊂
O which has the following property.
If G and G ′ are two such M-polyfolds and q ∈ O and q′ ∈ O′ two
points, then every sequence Φk ∈M(G,G
′) of morphisms satisfying
π ◦ s(Φk) ∈ U
G(q) and π′ ◦ t(Φk)→ q
′
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possesses a subsequence converging in M(G,G ′).
Remark 3.23. The above result will imply that the natural topol-
ogy T on the space Z of equivalence classes of stable maps, defined
later on, is Hausdorff and completely regular. These two topological
properties of Z will be deduced from the representation of Z as the
orbit space of a M-polyfold groupoid (X,X) whose object set X is a
disjoint union of M-polyfolds G and whose morphism set X is a disjoint
union of morphism sets M(G,G ′).
It will become apparent later on, that in case we only wish to es-
tablish the Hausdorff property of Z, it suffices to show for any two
given points q ∈ O and q′ ∈ O′ that every sequence (Φk) of morphisms
satisfying π ◦ s(Φk) → q and π′ ◦ t(Φk) → q′ possesses a convergent
subsequence.
Finally, let us note that we can always replace the open neighbor-
hood UG(q) quaranteed by Theorem 3.22 by a smaller open neighbor-
hood for which the conclusions of the theorem will still hold.
As a preliminary step in the proof of Theorem 3.22 we fix an M-
polyfold G = {(q, αq)| q ∈ O} and a point q0 ∈ O, and start with the
construction of the desired open neighborhood UG(q0).
Our good uniformizer centered around the stable map (S, j,M,D, u)
is denoted by
q 7→ αq, q = (a, v, η) ∈ O.
It has the properties listed in the good data according to Definition 3.6
which will be used heavily in the following constructions.
We denote the stabilization set on (S, j,M,D) by Σ and view the
set M∗ := M ∪ Σ as an unordered set. The noded Riemann surface
(S, j,M∗, D) is stable and has the automorphism group G∗. The au-
tomorphism group G of the stable map (S, j,M,D, u) is a subgroup of
G∗. There exists an open G∗-invariant neighborhood O of the origin
(0, 0) in the parameter space C#D × E, where E is the finite dimen-
sional complex vector space which parametrizes the deformations j(v)
of the almost complex structure j. The map
(a, v) 7→ (Sa, j(a, v),M
∗
a , Da), (a, v) ∈ O,
is a good uniformizing family centered at the stable noded surface
(S, j,M∗, D) according to Definition 2.12.
Definition 3.24. A family of Riemannian metrics ga for the
family Sa of surfaces, where a ∈ B
#D
(1/2), consists of a choice of a Rie-
mannian metric ga on Sa \ |Da| for every parameter value a, having the
following properties. The cylinders Z
{x,y}
a{x,y} are isometric to the standard
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cylinder [0, R] × S1 equipped with the product metric (if a{x,y} 6= 0).
On the core regions of Sa (which can can be canonically identified)
the metrics are all the same. If a{x,y} = 0, the metrics on the punc-
tured disks Dx \ {x} and Dy \ {y} are isometric to the corresponding
half-cylinders R+ × S1 and R− × S1, respectively.
Every connected component of Sa having its nodal points removed,
is now equipped with a metric, which is complete and denoted by da.
Continuing with the construction of the open neighborhood UG(q0) we
denote our good uniformizer by
q 7→ αq = (Sa, j(a, v),Ma, Da,⊕a(expu(η))), q ∈ O,
where q = (a, v, η) ∈ O and where O is an open neighborhood of the
origin (0, 0, 0) in the splicing core K ⊂ C#D ⊕ E ⊕ H3,δ0c (u
∗TQ). We
recall that if (a, v, η) ∈ O, then (a, v) ∈ O and η is a section of u∗O˜ for
the specific open neighborhood O˜ of the zero-section in TQ introduced
in (3) of Definition 3.6.
Our distinguished point q0 ∈ O is given by
q0 = (a0, v0, η0).
We now take a small open neighborhood V of (a0, v0) ∈ O satisfying
cl(V ) ⊂ O. For the symplectic manifold (Q, ω) we choose a Riemaniann
metric dQ. Then with the metric ga0 already fixed on Sa0 \ |Da0 |, the
tangent map Tu0 of the map u0 := ⊕a0 expu(η0) : Sa0 \ |Da0 | → Q is
uniformly bounded, in view of the exponential convergence of η0 at the
ends of the infinite cylinders.
For a given map w : Sa → Q we introduce the notation
‖Tw‖ = sup |Tw(z)h|Q ,
where the supremum is taken over all z ∈ Sa \ |Da| and h ∈ TzSa
having norm at most equal to 1. So, ‖Tu0‖ <∞ as just explained. If
z ∈ Sa \ |Da|, we set
‖Tw(z)‖ = sup |Tw(z)h|Q ,
where the supremum is take over all h ∈ TzSa of norm at most 1.
Finally, we choose a small open neighborhood U0 of η0 in H
3,δ0
c (u
∗TQ)
having the following properties.
(3.2)
(1)
(
cl(V )⊕ cl(U0)
)
∩K ⊂ O
(2) There exists a constant C > 0 such that ‖T (⊕a(expu(η)))‖ ≤ C
for every (a, v, η) ∈ V ⊕ U0.
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The desired neighborhood UG(q0) is now defined as
(3.3) UG(q0) = (V ⊕ U0) ∩K.
We note that the closure of UG(q0) in C
#D ⊕ E ⊕ H3,δ0c (u
∗TQ) is a
subset of O.
Proof of Theorem 3.22. We fix q0 ∈ O and U
G(q0) as just con-
structed and consider a second M-polyfold
G ′ = {(q′, α′q′)| q
′ = (a′, v′, η′) ∈ O′}
where q′ → α′q′ is a also a good uniformizer around the stable map
(S ′, j′,M ′, D′, u′) whose automorphism group we denote by G′. The
stabilization of the noded surface (S ′, j′,M ′, D′) is denoted by Σ′. We
let
q′0 = (a
′
0, v
′
0, η
′
0) ∈ O
′
be the second distinguished point. We consider a sequence (Φk) ∈
M(G,G ′) of morphisms satisfying
π′ ◦ t(Φk)→ q
′
0 and π ◦ s(Φk) ∈ U
G(q0).
and shall show that the sequence (Φk) has a subsequence which con-
verges in M(G,G ′).
Without loss of generality we may assume, going over to a subse-
quence, that the sequence
qk := π ◦ s(Φk) =: (ak, vk, ηk)
has the property that
(ak, vk)→ (a, v) ∈ cl(V ).
By assumption, we have the convergence
q′k = π
′ ◦ t(Φk) = (a
′
k, v
′
k, η
′
k)→ q
′
0 = (a
′
0, v
′
0, η
′
0).
Associated with the sequence (Φk) ∈M(G,G ′) is the sequence
φk : (Sak , j(ak, vk),Mak , Dak)→ (S
′
a′
k
, j′(a′k, v
′
k),M
′
a′
k
, D′a′
k
)
of isomorphisms satisfying
(3.4) (⊕′a′
k
(exp′u′(η
′
k))) ◦ φk = ⊕ak(expu(ηk))
for all k. Abbreviating the maps
u′k = (⊕
′
a′k
(exp′u′(η
′
k))) and uk = ⊕ak(expu(ηk)),
(3.4) says that
(3.5) u′k ◦ φk = uk.
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By the assumptions of the theorem,
(3.6) u′k → u
′
0.
We claim that the gradients of the maps φk : Sak \ |Dak | → S
′
a′
k
are
uniformly bounded in k.
Lemma 3.25.
sup
z∈Sak\|Dak |,k≥1
‖Tφk(z)‖ <∞.
Proof of Lemma 3.25. Arguing indirectly we assume that there
is subsequence (in k) of points ck ∈ Sak \ |Dak | for which
‖Tφk(ck)‖ → ∞.
For this, so called bubbling off sequence (ck), we perform a bubbling
off analysis. Such an analysis is carried out in detail in Appendix
5.2. We start with the first case in which (possibly going over to a
subsequence) the points ck as well as their image points φk(ck) all lie in
a finite distance to the respective core according to the Definition 2.11.
In this case, the result of the bubbling off analysis is a non-constant
and injective holomorphic map ψ : C → S ′a′0
which contains at most
one marked point from M ′a′0
and no nodal points from
∣∣∣D′a′0∣∣∣. After
applying the removable singularity theorem for holomorphic mappings
we obtain a non-constant holomorphic map ψ˜ : S2 → S ′a′0 whose image,
in view of the Hurwitz theorem, has to be a spherical component of S ′a0 .
If this spherical component is stable, it carries at least 3 special points
fromM ′a′0
∪
∣∣∣D′a′0∣∣∣, but only 2 of them can lie in the image of ψ˜. Hence ψ˜
cannot be surjective and this case is not possible. If the image of ψ˜ is an
unstable spherical component of S ′a′0
, it carries at least one stabilization
point z′0 from Σ
′. Now we recall that the part of the surfaces S ′a′k
at finite
distance to the core, can be canonically identified. By definition of a
stabilization point, there exists a disk-like neighborhood D′a′0
(≡ D′a′
k
)
centered at z′0 and having a smooth boundary ∂D
′
a′0
, on which the maps
u′k : D
′
a′0
→ Q are all embeddings. We know that u′k → u
′
0. In view
of ‖Tφk(ck)‖ → ∞ we find two sequences (z1k) and (z
2
k) on the same
component of Sak which, denoting their images in S
′
a′
k
by z1
′
k = φk(z
1
k)
and z2
′
k = φk(z
2
k), have the following properties.
• dak(z
1
k , z
2
k)→ 0 as k →∞.
• z1
′
k = z
′
0 and z
2′
k ∈ ∂D
′
a′0
.
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Hence the distance between z1
′
k and z
2′
k is bounded away from 0 uni-
formly in k. Since the restrictions of u′k onto the disk D
′
a′0
are embed-
dings and u′k → u
′
0, also the distance dQ(u
′
k(z
′
0), u
′
k(z
2′
k )) is bounded
away from 0 as k →∞.
On the other hand,
dQ(uk(z
1
k), uk(z
2
k))→ 0
as k → 0 because, by the assumption (3.2) on UG(q0) the gradients of
the maps uk are uniformly bounded in k and dak(z
1
k, z
2
k)→ 0. However,
from u′k ◦ φk = uk we conclude that
dQ(u
′
k(z
′
0), u
′
k(z
2′
k )) = dQ(uk(z
1
k), uk(z
2
k)).
We again have arrived at a contradiction and see that the first case
cannot occur.
In the second case we assume that the sequence (ck) stay in finite
distance to the core, but the images φk(ck) lie in cylinders with increas-
ing distance to the core as k →∞. In this case the bubbling off analysis
produces an injective non-constant holomorphic map ψ : C→ R× S1,
which is impossible.
Now we assume that the points ck lie in cylinders, with increasing
distance to the core as k →∞. If the images φk(ck) are also in cylinders
and have increasing distance to the core, we obtain a contradiction as
in the previous case.
In the final case the points ck lie in cylinders with increasing dis-
tance to the core and φ(ck) in finite distance to the core. In this case
the bubbling-off analysis produces an injective and non-constant holo-
morphic map ψ : C → S ′a′0 which can have at most one nodal point in
its image and no marked points. Now the arguments of the first case
lead to a contradiction.
Having exhausted all cases of possible bubbling-off, we conclude
that the gradients φk are indeed uniformly bounded. 
Continuing with the proof of Theorem 3.22, the uniform gradient
bounds for the sequence (φk) of isomorphisms imply, by Ascoli-Arzela’s
theorem, a C∞loc convergence of a subsequence of (φk) in finite dis-
tance to the core. Using Proposition 2.59 we can pass to the limit
φ0 = limk→∞ φk in C
∞
loc. Using the postulated convergence η
′
k → η
′
0
we conclude from formula (3.4), in view of Theorem 2.57, that ηk
converges in finite distance to the core in the Sobolev norm H3 and
then, by Proposition 2.59, in the neck regions in the H3,δ0c -norm if the
corresponding gluing parameter goes to 0. We call the limit section
η̂0 = limk→∞ ηk.
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Recalling that
π′ ◦ t(Φk) = q
′
k = (a
′
k, v
′
k, η
′
k)→ q
′
0 = (a
′
0, v
′
0, η
′
0) in O
′,
we have proved so far also the convergence
π ◦ s(Φk) = qk = (ak, vk, ηk)→ q̂ = (a, v, η̂0) in O.
Moreover, we have found the element
Φ0 =
(
(q̂0, αq̂0), φ0, (q
′
0, α
′
q′0
)
)
∈M(G,G ′),
in which φ0 : αq̂0 → α
′
q′0
is an isomorphism between the stable maps.
To show that limk→∞Φk = Φ0 in M(G,G ′), we take a set V̂ in the
basis of the topology of M(G,G ′) containing Φ0, and show that Φk ∈ V̂
for k large. By definition (based on Theorem 3.13),
V̂ = {
(
(q, αq), ψq, (f(q), α
′
f(q))
)
| q ∈ Ô ⊂ O},
where Ô ⊂ O is a small open neighborhood of q̂0 ∈ O. The local germ
of sc-diffeomorphism f : (Ô, q̂0) → (Ô′, q′0) between the parameter
spaces satisfies f(q̂0) = q
′
0. The core-smooth germ of a family q 7→ ψq
of isomorphisms ψq : αq → α′f(q) satisfies ψq0 = φ0.
Since
ψqk ◦ φ
−1
k : α
′
q′k
→ α′f(qk)
is an isomorphism, there exists, by Proposition 3.12, an isomorphism
g′ ∈ G′ of the stable map (S ′, j′,M ′, D′, u′) satisfying
f(qk) = g
′ ∗ q′k and ψqk ◦ φ
−1
k = (g
′)a′
k
.
In finite distance to core, the sequence ψqk◦φ
−1
k converges in C
∞ to the
indentity map on S ′a′0
. Therefore, g′ = id ∈ G′. Hence (g′)a′
k
= id on
S ′a′
k
and so, ψqk = φk. Consequently, Φk =
(
(qk, αqk), φk, (q
′
k, α
′
q′
k
)
)
∈ V̂
for k large and the proof of Theorem 3.22 is complete. 
3.4. The Topology on Z
We consider a good uniformizer q → αq of stable maps defined
on the second countable paracompact Hausdorff M-polyfold O. The
associated graph G = {(q, αq)| q ∈ O} is equipped with the M-polyfold
structure making the projection π : G → O an sc-diffeomorphism. The
space O comes with a finite group action by sc-diffeomorphisms
G×O → O, (g, q) 7→ g ∗ q.
The quotient space G\O is again a second countable paracompact
Hausdorff space and the projection map
π : O → G\O
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is trivially open since π−1(π(U)) is a finite union of the diffeomorphic
images of U under the action of g ∈ G. In view of Proposition 3.12,
the map
G\O → Z, [a, v, η] 7→ [Sa, j(a, v),Ma, Da,⊕a(expu(η))]
into the space of stable curves is injective. This implies that there is at
most one choice of sets defining the topology on Z such that all such
maps are homeomorphisms onto open sets.
This leads us to the following definition of a collection T of subsets
of Z as follows.
Definition 3.26. A subset U of Z belongs to T provided for every
z ∈ U there exists a good uniformizer O ∋ q 7→ αq satisfying z = [αq0]
for some q0 ∈ O, and an open neighborhood V (q0) ⊂ O such that
{[αq] | q ∈ V (q0)} ⊂ U .
The main result in this section is the following theorem which shows
that T is a metrizable topology.
Theorem 3.27. The collection T of subsets of the space Z of stable
curves is a second countable, paracompact, Hausdorff topology which
also is completely regular. In view of Urysohn’s theorem the topology
T is in particular metrizable. Moreover the un-noded elements in Z
constitute an open and dense subset. There exists a sequence of smooth
elements in Z representing un-noded elements which is dense in Z. In
particular, Z is separable.
The proof of Theorem 3.27 will be split into several parts.
Lemma 3.28. The collection T of subsets of Z is a topology on Z.
Proof. It is clear that ∅ ∈ T . Also Z ∈ T since for every element
z ∈ Z there exists a good uniformizer q 7→ αq with z = [αq0 ] as was
already shown. It follows immediately from the definition of T that
the union of elements in T also belongs to T . If U1, U2 ∈ T , we shall
show that U = U1 ∩ U2 belongs to T . Pick z ∈ U . We find two good
uniformizers O ∋ q 7→ αq and O′ ∋ q′ 7→ α′q′ such that for some q0 ∈ O
and q′0 ∈ O
′,
z = [αq0] = [α
′
q′0
].
Moreover, there exist open sets V (q0) ⊂ O and V ′(q′0) ⊂ O
′ for which
{[αq] | q ∈ V (q0)} ⊂ U1 and {[α
′
q′] | q
′ ∈ V ′(q′0)} ⊂ U2.
Let φ0 : αq0 → α
′
q′0
be an isomorphism. In view of the fundamental
Theorem 3.13 there exists a germ of sc-diffeomorphism f : (O, q0) →
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(O′, q′0) satisfying f(q0) = q
′
0 and a core smooth family of isomorphisms
φq,
φq : αq → αf(q),
defined for q near q0 and satisfying φq0 = φ0. This implies, for a suitable
small open neighborhood V1(q0), that the following properties hold.
(1) q0 ∈ V1(q0) ⊂ V (q0) ⊂ O.
(2) V ′1(q
′
0) := f(V1(q0)) is open and q
′
0 ∈ V
′
1(q
′
0) ⊂ V
′(q′0) ⊂ O
′.
(3) [αq] = [α
′
f(q)] for all q ∈ V1(q0).
Hence
{[αq] | q ∈ V1(q0)} = {[α
′
q′ ] | q
′ ∈ V ′1(q
′
0)} ⊂ U1 ∩ U2 = U.
This completes the proof that T is a topology on Z. 
Lemma 3.29. Every point in the topological space (Z, T ) has a
countable basis of open neighborhoods.
Proof. Fix z ∈ Z and take a good unitormizer O ∋ q → αq so
that [αq0 ] = z for a suitable q0 ∈ O. Since O is a subset of a metric
space, we may assume that O is equipped with a metric d. We take
a sequence of positive numbers (εk) converging to 0 and consider the
associated open balls Bεk(q0). Then the associated open sets Vk ⊂ Z,
defined by
Vk = {[αq] | q ∈ Bεk(q0)},
constitute a countable neighborhood basis at the point z. Note that
given any other family q′ → α′q′ with [α
′
q′0
] = z, the associated con-
struction V ′k′ for a suitable sequence (ε
′
k′) will lead to an equivalent
basis which can easily proved by utilizing Theorem 3.13 as above. In-
deed, via this theorem one proves that for given k there exist k′ and
k′′ such that
z ∈ Vk′′ ⊂ V
′
k′ ⊂ Vk.

Lemma 3.30. The topology T is Hausdorff.
Proof. Let z, z′ ∈ Z be two different points. Using the fact that
T has for every point a countable basis of neighborhoods (Lemma 3.29)
we can take a basis of open neighborhoods (Vk) of z and (V
′
k′) of z
′ so
that
Vk+1 ⊂ Vk and V
′
k+1 ⊂ V
′
k .
Arguing indirectly we may assume that Vk ∩ V ′k 6= ∅ for all k, so that
we find an element zk ∈ Vk ∩ V ′k for every k.
We choose a good uniformizer q 7→ αq on O such that [αq0 ] = z
for some q0 ∈ O and abbreviate G = {(q, αq)| q ∈ O}. Theorem 3.22
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guarantees the distinguished open neighborhood UG(q0) ⊂ O of q0. If
k is large, we may assume that zk = [αqk ] and qk → q0. Similarly, we
choose for z′ the second good uniformizer q′ → α′q′ on O
′ such that
[α′q′0
] = z′ and represent the sequence zk by q
′
k ∈ O
′ satisfying q′k → q
′
0.
We abbreviate G ′ = {(q′, α′q′)| q
′ ∈ O′}. Since [αqk ] = [α
′
q′k
] = zk, we
find a sequence φk : αqk → α
′
q′
k
of isomorphisms which defines the
sequence
Φk =
(
(qk, αk), φk, (q
′
k, α
′
q′
k
)
)
of morphisms in M(G,G ′). By Theorem 3.22 there exists a convergent
subsequence Φkj → Φ in M(G,G
′). In view of qk → q0 and q
′
k → q
′
0,
the limit has the form
Φ = ((q0, αq0), φ0, q
′
0, (α
′
q′0
))
for the isomorphism φ0 : αq0 → α
′
q′0
. Therefore, [αq0] = [α
′
q′0
] in con-
tradiction to the assumption z 6= z′. Hence the topology T must be
Hausdorff. 
Lemma 3.31. The topology T is completely regular.
Proof. We consider a point z ∈ Z and a closed subset A ⊂ Z not
containing z. We have to construct a continuous map γ : Z → [0, 1]
satisfying γ(z) = 0 and γ(a) = 1 for a ∈ A.
We choose a good uniformizer O ∋ q → αq such that [αq0] = z for
a suitable q0 ∈ O. We find an open neighborhood V (q0) ⊂ O so that
A and the open neighborhood V = {[αq] | q ∈ V (q0)} of z ∈ Z, are
disjoint. We choose an open neighborhood UG(q0) ⊂ O of q0 whose
closure (in O) is contained in V (q0),
clO(U
G(q0)) ⊂ V (q0),
and such that for UG(q0) the assertion of Theorem 3.22 holds (see the
the remark after this theorem). If Gq0 = {g ∈ G|g ∗ q0 = q0} is
the stabilizer of q0 we may assume by replacing U
G(q0) and V (q0) by
possibly smaller neighborhoods, that, in addition to the already stated
properties, the open sets UG(q0) and V (q0) are invariant under Gq0. We
choose a continuous map γ˜ : V (q0) → [0, 1] which vanishes at q0 and
is Gq0-invariant and takes the value 1 on V (q0) \ U
G(q0). Passing to Z
we obtain a continuous map γ1 : V → [0, 1] on the open neighborhood
V of z which is disjoint from A.
The open neighborhood U = {[αq]| q ∈ UG(q0)} of z is contained in
V , and
γ1(z) = 0 and γ1(ζ) = 1 for ζ ∈ V \ U .
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Note that we cannot conclude without further work that the closure of
U in Z is contained in V despite the fact that clO(U
G(q0)) ⊂ V (q0).
Let us define the map γ : Z → [0, 1] by extending the map γ1 outside of
V by 1. The main work consists in proving the continuity of the map
γ. Since, By Lemma 3.29, every point has a countable neighborhood
basis of open sets, we can argue with sequences.
Let b ∈ Z and let bk → b. We distinguish the two cases b ∈ V
and b 6∈ V , and start with the case that b ∈ V . Then b = [αqb] for
some qb ∈ O and bk = [αqk ] for k large, where qk → qb in O. Now,
γ(bk) = γ˜(qk)→ γ˜(qb) = γ(b) and γ is continuous at such a point b.
Next we consider the second case, assuming that b ∈ Z \ V . Then
γ(b) = 1, by definition of γ, and we have to show that γ(bk) → 1. If
bk 6∈ V , then γ(bk) = 1 and so we may assume without loss of generality
that bk ∈ V for all k. We take a good uniformizer q′′ → α′′q′′ on O
′′
satisfying b = [α′′q′′0
] for some q′′0 ∈ O
′′. For large k we can represent
the points bk in the form bk = [α
′′
q′′
k
] where q′′k → q
′′
0 in O
′′. We can
also represent them using the good uniformizer q 7→ αq on O in the
form bk = [αqk ] and qk ∈ O. If qk 6∈ V (q0), then γ(bk) = 1 and if
qk ∈ V (q0) \ UG(q0) then also γ(bk) = 1. Hence we may assume that
qk ∈ U
G(q0).
We shall see that this case is impossible, which then completes the
proof that γ is continuous at b.
Since [αqk ] = [α
′′
q′′k
], there exists a sequence φk : αqk → α
′′
q′′k
of
isomorphisms. Abbreviating G ′′ = {(q′′, α′′q′′)| q
′′ ∈ O′′}, we obtain the
sequence
Φk =
(
(qk, αqk), φk, (q
′′
k , α
′′
q′′
k
)
)
of morphisms in M(G,G ′′). Since qk ∈ U
G(q0), we know from Theorem
3.22 that every subsequence (Φkj ) of the sequence (Φk) possesses a a
convergent subsequence (Φkjl ) so that
Φ = lim
l→∞
Φkjl in M(G,G
′′).
Consequently, there exists an isomorphism φ0 : αq → α′′q′′0
for some q ∈
cl(UG(q0)) ⊂ V (q0) ⊂ O. Therefore, b = [α′′q′′0 ] = [αq] ∈ V contradicting
our assumption that b ∈ Z \ V and completing the proof of Lemma
3.31. 
Continuing with the proof of Theorem 3.27, we consider triples
(S,M,D) consisting of a closed oriented surface S having perhaps sev-
eral connected components, equipped with a finite ordered set M of
marked points, and a finite set of nodal pairs D, such that |D|∩M = ∅.
Two such triples (S,M,D) and (S ′,M ′, D′) are called diffeomorphic if
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there exists a smooth orientation-preserving diffeomorphism φ : S → S ′
mappingM bijectively toM ′, preserving the ordering of the points, and
mapping D to D′. The diffeomorphism class of (S,M,D), denoted by
[[S,M,D]], is the class of triples diffeomorphic to (S,M,D). We denote
by ∆ the set of all diffeomorphism types. It is countable set.
On our space Z of stable curves, we introduce the map
type : Z → ∆ : [(S, j,M,D, u)]→ [[S,M,D]].
Given a type d ∈ ∆, we denote by Zd the subset of Z consisting of
the elements having the prescribed type d. For example, if dg,k =
[[S,M, ∅]], where S is a connected surface of genus g, and M is an
ordered set of k marked points, then the set Zdg,k consists of the un-
noded elements of genus g with k ordered marked points. Note that
for certain types d, the set Zd can be empty. For example, if Q = T
2n,
then Zd0,0 = ∅. Indeed, a map u : S
2 → T 2n is contractible and hence
the tuple (S2, j, ∅, ∅, u) cannot be a stable map.
For every type d ∈ ∆, the subset Zd ⊂ Z, equipped with the
topology induced from (Z, T ), is, in view of Lemma 3.30, a Hausdorff
topological space, denoted by (Zd, Td).
We now fix a type d ∈ ∆ represented by the triple (S,M,D). Then
every element z ∈ Zd has a representative of the form (S, j,M,D, u),
where j is a smooth almost complex structure on S which determines
the orientation of S, and the map u belongs to the space H3,δ0c (S,Q).
We recall that the map u is of class H3loc away from the nodes and at
the nodes of class (3, δ0) with matching nodal values over the nodal
pairs.
We note that H3,δ0c (S,Q) is a smooth Hilbert manifold. If f : Q→
RN is a smooth embedding of Q into a high dimensional Euclidean
space, we obtain the smooth embedding
F : H3,δ0c (S,Q)→ H
3,δ0
c (S,R
N )
given by the composition F (u) = f ◦ u. The topology on H3,δ0c (S,Q)
corresponds to the topology of the embedded space F (H3,δ0c (S,Q)) ⊂
H3,δ0c (S,R
N). The embedding induces a complete metric onH3,δ0c (S,Q),
denoted by τ .
Also the space of smooth almost complex structures on S determin-
ing the given orientation of S is a complete metric space, denoted by
(Jd, ρd). By Hd ⊂ H3,δ0c (S,Q) we denote the open subset consisting of
all stable maps (S, j,M,D, u). We equip Hd with the induced metric,
denoted by τd. The canonical map
Φd : Jd ×Hd → Zd
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is defined by Φd(j, u) = [(S, j,M,D, u)].
Lemma 3.32. For every type d ∈ ∆ the canonical map Φd : Jd ×
Hd → Zd is continuous and open. Moreover, the map Φd is surjective.
Proof. We fix a point (j0, u0) ∈ Jd ×Hd and let
α0 = Φd(j0, u0) = (S, j0,M,D, u0).
be the associated stable map which we equip with the stabilization Σ.
In view of Theorem 3.8, there is a good uniformizing family
q 7→ αq = (Sa, j(a, v),Ma, Da,⊕a expu′0 η)
of stable maps, where q = (a, v, η) ∈ O. It is centered at the stable
map α := (S, j0,M,D, u
′
0) for a smooth map u
′
0 near u0. The family
αq satisfies the properties of good data in Definition 3.9. Moreover, at
a = 0,
αq0 = α0 and q0 = (0, 0, η0)
where u0 = expu′0(η0). We recall that if the gluing parameter vanishes,
there is no gluing and ⊕a is the identity operator if a = 0. We introduce
the abbreviated notation, for a = 0,
j(0, v) = j0(v), S0 = S,
so that j(0, 0) = j0(0) = j0 on S. Given an almost complex structure
j on S close to j0 and a deformation Σ
′ of the stabilization Σ close to
Σ (as defined in Section 2.1) we find by Theorem 2.19 a unique pair
(φj,Σ′, v(j,Σ
′)) such that
φj,Σ′ : (S, j,M ∪ Σ
′, D)→ (S, j0(v(j,Σ
′)),M ∪ Σ, D)
is an isomorphism of marked Riemann surfaces close to the identity map
of S. Moreover, φj,Σ′ and v(j,Σ
′) depend continuously on j and Σ′ and
satisfy φj,Σ′ = id and v(j0,Σ
′) = 0. Every stable map u on (S, j0,M,D)
close to u0 intersects the constraints at u0(Σ) in Q transversally and,
since u0 near Σ is an embedding, defines the deformation Σu ⊂ S of Σ.
This way we obtain the continuous map
(j, u) 7→ (v(j,Σu), u ◦ φ
−1
j,Σu
).
Defining the section η(j, u) close to η0 by the equation
expu′0(η(j, u)) = u ◦ φ
−1
j,Σu
,
we have η(j0, u0) = η0, and
[(S, j0(v(j,Σu)),M,D, expu′0(η(j, u)) = [(S, j,M,D, u)].
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The continuity of the map (j, u) 7→ (0, v(j,Σu), η(j,Σu)) ∈ O implies,
in view of the definition of the topology of Hd, that the map Φd is
continuous in a small neighborhood of (j0, u0).
In order to prove that the map Φd is open we take an open subset U
of Jd×Hd and consider its image Û = Φd(U). If [(S, j0,M,D, u0) ∈ Û ,
then (j0, u0) ∈ U . Proceeding as above we choose a small stable map u′0
near u0 and take a good uniformizer q 7→ αq centered at (S, j0,M,D, u′0)
such that [αq0 ] = [(S, j0,M,D, u0)] at the point q0 = (0, 0, η0) ∈ O,
where expu′0(η0) = u0. For |v| small and η near η0, the map
(v, η) 7→ (j0(v), expu′0(η))
into U is continuous and
Φd(j0(v), expu′0(η)) = [(S, j0(v),M,D, expu′0(η))].
In view of the definition of the topology of Zd we have found an open
neighborhood around [(S, j0,M,D, u0)] which belongs to Û . Hence the
map Φd is an open map. The surjectivity of Φd is obvious and the proof
of Lemma 3.32 is complete.

Lemma 3.33. For every type d ∈ ∆, the Hausdorff topological space
(Zd, Td) admits a countable basis for the topology.
Proof. We fix the type d ∈ ∆ and recall that, by Lemma 3.32,
the map
Φd : Jd ×Hd → Zd, (j, u) 7→ [(S, j,M,D, u)]
is open and continuous. Since Jd × Hd is a separable metric space it
posses a countable basis for its topology, say B˜d = (U˜i)i∈N. Define the
open sets Ui = Φ(U˜i) and denote its collection by Bd. Let us show that
it is a basis for the topology Td. Pick an open subset V ⊂ Zd. Then
let z ∈ V and pick (j0, u0) ∈ Jd ×Hd such that z = Φd(j0, u0). By the
continuity of Φd we find an open neighborhood U of (j0, u0) such that
Φd(U) ⊂ V . Then we find U˜i0 ∈ B˜d such that (j0, u0) ∈ U˜i0 ⊂ U˜ . This
then implies that
z ∈ Ui0 ⊂ V.
Since z was arbitrary in V we conclude that
V =
⋃
{i | Ui⊂V }
Ui,
which shows that B is a basis for the topology Td on Zd. 
Lemma 3.34. The topology T is second countable.
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Proof. Recall that the set ∆ of types d is countable and that
every space (Zd, Td) has a countable basis Bd for its topology. Hence
we have a countable collection (Ud,k), where d ∈ ∆ and k ∈ N. Further
the collection (Ud,k)k∈N is a basis for Td. Fix a type d ∈ ∆. For every
z ∈ Zd we have a good uniformizing family
Oz ∋ q
z → αzqz
such that [αzqz0 ] = z for a suitable q
z
0 . In addition, the uniformizer is
constructed with an element of the same type. In addition, the subset
Vz = {[α
z
qz ] | q
z ∈ Oz} ⊂ Z
is an open neighborhood of z ∈ Z and V dz = Zd ∩ Vz is an open
neighborhood of z in Zd. Also the collections (V
d
z )z∈Zd is an open
covering of Zd. Consider the set Σd ⊂ N of integers consisting of all
i ∈ N such that Ud,i belongs to at least one of the sets V dz . Since (V
d
z )
is an open covering of Zd and (Ud,i)i∈N is a basis for Td we conclude
that
Zd =
⋃
i∈Σd
Ud,i.
Now we choose for every i ∈ Σd a point zd,i ∈ Zd such that Ud,i ⊂ V dzd,i.
Then the collection of all (V dzd,i)i∈Σd
is an open covering of Zd. We do
this for every type d and obtain the index set
Σ :=
⋃
d∈d
{d} × Σd
and a map
Σ→ Z : (d, i)→ zd,i.
Then we take the countable collection of all good uniformizers
Ozd,i ∋ q
zd,i → α
zd,i
q
zd,i .
By construction, the associated collection of open sets (Vzd,i)(d,i)∈Σ cov-
ers Z. Every Vzd,i carries a metrizable topology and is separable. Hence
its admits a countable basis for its topology. Taking the countable
union of all these bases for the Vzd,i, where (d, i) varies over the count-
able set Σ, we obtain a countable basis for (Z, T ). 
Proof of Theorem 3.27. At this point we know by the previ-
ous discussion that T is a Hausdorff topology (Lemma 3.28, Lemma
3.30), which is second countable (Lemma 3.34) and completely regular
(Lemma 3.31). As a consequence of Urysohn’s metrization theorem it
is therefore metrizable and consequently also paracompact.
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Next we consider the space of un-noded elements in Z, denoted by
Z˙. From the construction of the uniformizers it follows that Z˙ is open.
Indeed, if we start without nodes the good uniformizer does not involve
nodes. Hence the original element has an open neighborhood not con-
taining nodal elements. If z is noded then any neighborhood contains
un-noded elements. This follows immediately from the definition of
the topology via good uniformizers. Let d ∈ ∆ be a type, of un-noded
elements in Z, and consider the map Φd : Jd × Hd → Zd. The met-
ric space Jd × Hd is separable and therefore admits a dense sequence
(jl, ul). We may assume that the maps ul have regularity (3 +m, δm)
for all m. Then the sequence (Φ(jl, ul)) consists of smooth elements
and is dense in Zd because Φ is open and surjective. Since we only
have a countable number of such types d ∈ ∆, we conclude that Z˙ is
separable. Because Z˙ is open and dense in Z, we see that the space Z
of stable curves is separable. This completes the proof of the Theorem
3.27. 
3.5. The Polyfold Structure on the Space Z
After all these preliminaries we finally construct the polyfold struc-
ture of the topological space Z of stable curves. For every z ∈ Z we
find by Proposition 3.10 a good uniformizing family (a, v, η)→ α(a,v,η),
where (a, v, η) ∈ O. It is centered at a smooth stable curve α such that
the map
p : O → Z, p(a, v, η) = [α(a,v,η)]
has z in its image U = p(O). Let Gλ, λ ∈ Λ, be a family of such good
uniformizers having the property that the open sets Uλ = pλ(Oλ) cover
the space Z.
In view of Theorem 3.27, the space Z is a second countable para-
compact Hausdorff topological space. Therefore, there exists a refine-
ment Vλ ⊂ Uλ of the covering having the same index set Λ, which is
locally finite. (Of course, some of the sets Vλ might be empty and we
remove all those indices λ for which Vλ = ∅.) Without loss of generality
we may assume that Vλ 6= ∅ for all λ ∈ Λ. Then we replace the open
sets Oλ by the preimages p
−1
λ (Vλ), for which we use the same letter Oλ.
We therefore may assume that we are given a countable collection of
good uniformizing families
qλ → α
λ
qλ
, qλ ∈ Oλ, λ ∈ Λ,
having the property that the images Uλ = pλ(Oλ),
Uλ = {[α
λ
qλ
]| qλ ∈ Oλ}
constitute a locally finite open covering of the space Z.
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By X we denote the disjoint union of all the graphs
Gλ = {(qλ, α
λ
qλ
)| qλ ∈ Oλ},
that is
X =
∐
λ∈Λ
Gλ.
This disjoint union is an M-polyfold in a natural way and we view X
as the object set of a small category. The morphism set X of the small
category is the disjoint union
X =
∐
λ,λ′∈Λ
M(Gλ,G
′
λ′),
which, by Proposition 3.19, is also an M-polyfold.
Theorem 3.35. The M-polyfold X is the object set and the M-
polyfold set X is the morphism set of a small category. The source and
target maps s, t : X → X are surjective local sc-diffeomorphisms. The
structure maps i : X → X, u : X → X, and m : Xs×tX → X are
sc-smooth. In addition, X satisfies the properness assumption, so that
X is an ep-groupoid.
Proof. The theorem follows immediately from Proposition 3.19,
Proposition 3.20, and Proposition 3.21 except the statement about the
properness which we shall prove next.
We choose a point x ∈ X =
∐
λ∈Λ Gλ. Then x = (qλ0 , α
λ0
qλ0
) belongs
to the graph Gλ0 . Pick the open neighborhood U
Gλ0 = UGλ0 (qλ0) guar-
anteed by Theorem 3.22. If the subset γλ0 ⊂ X is the graph of the
good uniformizer restricted to UGλ0 , we show that
t : s−1(cl(γλ0))→ X
is proper. To this aim we let K ⊂ X be a compact subset. Then there
are only a finite number of indices λ in Λ such that K∩Gλ 6= ∅. Denote
them by λ1, . . . , λk. Next we consider any sequence of morphisms (Φl)
in X satisfying t(Φl) ∈ K and s(Φl) ∈ cl(γλ0). Then, after taking a
subsequence, we may assume, without loss of generality, that t(Φl) ∈
Gλi0 for a suitable i0 and, moreover, πλi0 (t(Φl)) → q0 in Oλi0 . In
addition, πλ0(s(Φl)) ∈ cl(U
Gλ0 ). From Theorem 3.22, we conclude that
a subsequence of (Φl) is convergent, finishing the proof of Theorem
3.35. 
If |X| is the orbit space of the ep-groupoid X , then the canonical
map p : X → Z induces the homeomorphism |p| : |X| → Z. Hence the
pair (X, |p|) defines a polyfold structure on Z and we have proved the
following theorem.
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Theorem 3.36. The M-polyfold groupoid X is an ep-groupoid and
the pair (X, |p|) defines a polyfold structure on Z.
We now assume that we have constructed, following the same recipe,
the second ep-groupoid X ′ with its canonical map p′ : X ′ → Z and the
associated polyfold structure (X ′, |p′|) of Z. In order to show that these
different choices define equivalent polyfold structures on Z we proceed
as follows. We first define X ′′ = X
∐
X ′ as the disjoint union of the
corresponding Gλ and G
′
λ′ and note that the associated open covering
is still locally finite. Then we take the disjoint union of all morphisms
as before. This way we obtain a third ep-groupoid X ′′. The inclusion
maps F : X → X ′′ = X
∐
X ′ and F ′ : X ′ → X ′′ are equivalences. The
weak fibered product X ′′′ = X×X′′ X
′ is again an ep-groupoid and the
projections π1 : X
′′′ → X and π2 : X ′′′ → X ′ are equivalences. For the
notions of weak fibered products and common refinement we refer the
reader to Section 2.2 and Section 2.3 in [24].
Therefore, the ep-groupoid X ′′′ is a common refinement of X ′ and
X ′′. The relation
p(π1(X
′′′)) = p′(π2(X
′′′))
implies that the pair (X ′′′, |p ◦ π1|) defines another polyfold structure
on Z. Since |p ◦ π1| = |p| |π1| = |p′| |π2|, the polyfold structures (X, |p|)
and (X ′, |p′|) of Z are indeed equivalent and we have proved the fol-
lowing theorem announced in the introduction as Theorem 1.7.
Theorem 3.37. Having fixed the exponential gluing profile and a
strictly increasing sequence (δi)i≥0 ⊂ (0, 2π), the second countable para-
compact topological space Z of stable curves possesses a natural equiv-
alence class of polyfold structures.
Remark 3.38. “Natural” here means the following. The set Z is
determined by specifying δ0 ∈ (0, 2π), and by requiring the maps to
be stable and of class (3, δ0). As already proved, one can construct a
topology on Z which is second countable, paracompact and Hausdorff
and does not depend on the choices involved in its construction. Then
picking a strictly increasing sequence δ = (δi) starting at δ0 and stay-
ing below 2π, and prescribing the exponential gluing profile there is
a procedure which results in the construction of a polyfold structure
(X, |p|) on Z. This procedure in general involves choices. However,
different choices lead to a polyfold structure (X ′, |p′|), which is equiva-
lent to (X, |p|) in the sense defined in [22]. In other words Z = Z3,δ0 is
in a natural way a polyfold once we fix a sequence of strictly increas-
ing weights and the exponential gluing profile. Specifically we want
to point out that the choice of the cut-off function β in the gluing
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constructions is irrelevant. Different choices lead to equivalent poly-
fold structures. This is a consequence of Theorem 2.57 which implies
the compatibility of gluing procedures for different choices of cut-off
functions.
Summarizing we have constructed an equivalence class of polyfold
structures on the topological space Z. In the following we shall refer
to Z as the polyfold Z and keep the particular choices of the weights
and the exponential gluing profile in mind when needed.
3.6. The Polyfold Structure of the Bundle W → Z
In this section we shall construct the strong polyfold structure on
the bundle W → Z introduced in Section 1.2, and prove Theorem
1.10. The construction of the strong polyfold structure for our bundle
W → Z starts from the polyfold structure (X, |p|) of the space Z of
stable curves into Q, constructed in the previous section. The structure
consists of the M-polyfold X and the homeomorphism |p| : |X| → Z
between the orbit space of X and Z. In the previous section we have
constructed the object set X as the disjoint union
X =
∐
λ∈Λ
Gλ
of a countable family Gλ of graphs G of good uniformizing families of
stable maps (we omit the index λ)
(a, v, η)→ α(a,v,η) = (Sa, j(a, v),Ma, Da,⊕a expu(η))
centered at smooth stable curves α = (S, j,M,D, u). Here (a, v, η) ∈
O, where O is an open subset of a splicing core KS . We can view the
sets O or equivalently, the graphs G of good uniformizing families, as
the local models of the M-polyfold X .
Abbreviating, as we did before, the good uniformizing family by
q 7→ αq where q = (a, v, η), we shall construct the associated lifted
family q̂ 7→ α̂q̂ such that its graph Ĝ is a strong M-poyfold bundle
Ĝ → G. The disjoint countable union of the corresponding graphs Ĝλ,
E :=
∐
λ∈Λ
Ĝλ
is then a strong bundle E → X over the M-polyfold X .
To this aim we fix a good uniformizing family q → αq, q = (a, v, η) ∈
O, centered at the smooth stable map α = (S, j,M,D, u), and denote
by F the sc-Hilbert space consisting of maps z 7→ ξ(z), z ∈ S \ |D|,
where ξ(z) : (TzS, j)→ (Tu(z)Q, J(u(z))) is a complex anti-linear map.
Moreover, the map z 7→ ξ(z) is of Sobolev class (2, δ0) as introduced
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in Section 1.2. The level k of the sc-structure on F corresponds to the
regularity (2+k, δk). The strong bundle splicing R on O ⊳F is defined
by the strong bundle projection
ρ : O ⊳ F → F, (a, v, η, ξ) 7→ ρ(a,v,η)(ξ),
which is parametrized by (a, v, η) ∈ O, but actually only depends on
a so that ρ(a,v,η) = ρa. The projection operator ρa is obtained by im-
planting the splicing projections using the previously introduced local
charts ψ on the symplectic manifold Q, however, using this time the
hat gluing ⊕̂a and the hat anti-gluing ⊖̂a operations. This way we
obtain the splicing core
KR = {(a, v, η, ξ) ∈ O ⊳ F | ρa(ξ) = ξ}.
The splicing core KR defines the strong local bundle
KR → O
by (a, v, η, ξ)→ (a, v, η). We observe that the automorphism group G
of the original stable map α = (S, j,M,D, u) acts on KR compatibly
with the action already defined on O, namely by
g ∗ (a, v, η, ξ) = (g ∗ a, g ∗ v, η ◦ g−1, ξ ◦ Tg−1)
for every g ∈ G.
In order to “lift” the good family q → αq to a good family q̂ → α̂q̂
on the bundle level, we introduce for v ∈ V the complex linear bundle
isomorphism
(3.7) δ(v) : (TS, j(v))→ (TS, j),
defined by,
δ(v)h =
1
2
(
id−j ◦ j(v)
)
h.
It satisfies δ(v) ◦ j(v) = j ◦ δ(v) and depends smoothly on v ∈ V .
Moreover, since j(v) = j on the discs of the small disc structure,
δ(v)h = h
above the discs. Similarly, the complex linear map
(3.8) δ(a, v) : (TSa, j(a, v))→ (TSa, j(a, 0))
is defined by
δ(a, v)h =
1
2
(
id−j(a, 0) ◦ j(a, v))h.
Next we consider the complex anti-linear map
ξ(z) : (TzS, j)→ (Tu(z)Q, J(u(z)).
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By implanting the hat gluing ⊕̂a, we have defined the glued section
⊕̂a(ξ)(z) : (TzSa, j(a, 0))→ (T⊕au(z)Q, J(⊕au(z)))
along the glued map ⊕au into Q. The composition ξ ◦δ(v) is a complex
anti-linear map
(TzS, j(v))→ (Tu(z)Q, J(u(z)))
which satisfies the identity
⊕̂a(ξ ◦ δ(v)) = ⊕̂a(ξ) ◦ δ(a, v).
Earlier we have introduced in Definition 3.6 about good data the
exponential map exp : O˜ → Q, where O˜p = TpQ ∩ O˜ is a convex
neighborhood of the origin 0p in the tangent space TpQ, having the
property that the restriction of exp to O˜p is an embedding into Q.
Let us fix a complex connection on the almost complex vector bundle
(TQ, J) → Q. For example, if ∇X is the covariant derivative on Q
belonging to the Riemaniann metric ω ◦ (id⊕J), the connection ∇˜X ,
defined by ∇˜XY = ∇XY −
1
2
J(∇XJ)Y , is complex in the sense that it
satisfies ∇˜X(JY ) = J(∇˜XY ). If η ∈ O˜p is a tangent vector, the parallel
transport (of a complex connection) along the path t 7→ expp(tη) for
t ∈ [0, 1], defines the linear map
Γ(expp(η), p) : (TpQ, J(p))→ (Texpp(η)Q, J(expp(η)))
which is complex linear so that
Γ(expp(η), p) ◦ J(p) = J(expp(η)) ◦ Γ(expp(η), p).
Given the point (a, v, η, ξ) ∈ KR we define the complex anti-linear map
Ξ(a, v, η, ξ)(z) : (TzSa, j(a, v))→ (T⊕a expu(η)(z)Q, J(⊕a expu(η)(z)))
at the points z ∈ Sa \ {not-glued nodal points} by
(3.9) Ξ(a, v, η, ξ)(z) = Γ[⊕a expu(η)(z),⊕au(z)]◦⊕̂a(ξ)(z)◦δ(a, v)(z).
Observe that for g ∈ G
Ξ(a, v, η, ξ) ◦ Tg−1a = Ξ(g ∗ a, g ∗ v, η ◦ g
−1, ξ ◦ Tg−1).
Now, with the given good uniformizing family q → αq, explicitly given
by
(a, v, η)→ (Sa, j(a, v),Ma, Da,⊕a expu(η)), (a, v, η) = q ∈ O,
we associate the lifted family q̂ → α̂q̂, defined by
(a, v, η, ξ)→ (Sa, j(a, v),Ma, Da,⊕a expu(η),Ξ(a, v, η, ξ))
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where (a, v, η, ξ) = q̂ ∈ KR. If g ∈ G then g induces an isomorphism
α̂q̂ → α̂g∗q̂
which on the underlying αq gives the usual isomorphism to αg∗q. More-
over,
Ξ(g ∗ (a, v, η, ξ)) ◦ Tga = Ξ(a, v, η, ξ).
Let Ĝ be the graph of the lifted family q̂ → α̂q̂ and note that the bundle
(a, v, η, ξ)→ (a, v, η) has the structure of a strong M-polyfold bundle.
Therefore, the graph Ĝ carries trivially the natural structure of a strong
polyfold bundle if we require that the graph map establishes a strong
bundle isomorphism. Hence we have an sc-smooth projection
Ĝ → G.
Carrying out the above construction for all the graphs Gλ of good fam-
ilies for all λ ∈ Λ used to define the M-polyfold X , we define the strong
polyfold bundle E → X over the object space X as the disjoint union
of the associated graphs Ĝλ of the lifted families
E =
∐
λ∈Λ
Ĝλ → X.
We recall that the tuples α̂ = (S, j,M,D, u, ξ) and α̂′ = (S ′, j′,M ′, D′, u′, ξ′)
are called equivalent, if there exists an isomorphism ϕ : (S, j,M,D, u)→
(S ′, j′,M ′, D′, u′) between the underlying stable maps satisfying, in ad-
dition,
ξ′ ◦ Tϕ = ξ.
The set W is defined as the collection of all such equivalence classes.
The canonical map
Γ : E →W,
associating with a point in E its isomorphism class, is defined by
Γ((a, v, η, ξ), (Sa, j(a, v),Ma, Da,⊕a expu(η),Ξ(a, v, η, ξ))
= [Sa, j(a, v),Ma, Da,⊕a expu(η),Ξ(a, v, η, ξ)].
This map Γ covers the canonical map X → Z, so that the diagram
E
Γ
−−−→ W
p
y y
X −−−→ Z
commutes. So far we have constructed a strong M-polyfold bundle
p : E → X
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over the object set X of the ep-groupoid (X,X). Next we have to
construct the strong bundle map
µ : E := Xs×pE → E
covering the target map t : X→ X as specified in Definition 2.37 of a
strong bundle over an ep-groupoid.
Proposition 3.39. There exists a strong bundle map µ : E :=
Xs×pE → E which covers the target map t : X→ X of the ep-groupoid
X satisfying
t ◦ π1(Φ, e) = p ◦ µ(Φ, e)
for all (Φ, e) ∈ Xs×pE, so that the diagram
Xs×pE
µ
−−−→ E
π1
y yp
X
t
−−−→ X.
commutes. Moreover, µ has the following additional properties.
(1) µ is a surjective local sc-diffeomorphism and linear in the fibers
Ex
(2) µ(1x, ex) = ex for all x ∈ X and ex ∈ Ex.
(3) µ(Φ ◦ Ψ, e) = µ(Φ, µ(Ψ, e)) for all morphisms Φ,Ψ ∈ X and
e ∈ E satisfying s(Ψ) = p(e) and t(Ψ) = s(Φ) = p(µ(Ψ, e)).
Proof. In order to define the map µ : Xs×pE → E we abbreviate
q = (a, v, η), q̂ = (a, v, η, ξ) and
αq = (Sa, j(a, v),Ma, Da,⊕a expu(η))
α̂q̂ = (Sa, j(a, v),Ma, Da,⊕a expu(η),Ξ(a, v, η, ξ)).
If Φ ∈ X is the morphism
Φ ≡ ((q, αq), ϕ, (q
′, α′q′)) : (q, αq)→ (q
′, α′q′),
then the isomorphism
ϕ : (Sa, j(a, v),Ma, Da)→ (S
′
a′ , j
′(a′, v′),M ′a′ , D
′
a′)
satisfies
⊕′a′ exp
′
u′(η
′) ◦ ϕ = ⊕a expu(η).
If e = (q̂, α̂q̂) ∈ E, then p(e) = (q, αq) = s(Φ). Hence (Φ, e) ∈ Xs×pE
and we define
µ(Φ, (q̂, α̂q̂)) = (q̂
′, α̂′q̂′)
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where q′ = (a′, v′, η′) and q̂′ = (a′, v′, η′, ξ′) = (q′, ξ′). Moreover, ξ′ is
the unique solution of the two equations
Ξ(a, v, η, ξ) = Ξ′(a′, v′, η′, ξ′) ◦ Tϕ
⊖̂
′
a′(ξ
′) = 0.
Explicitly,
⊕̂
′
a′(ξ
′)(ϕ(z))
= Γ′[⊕′a′ exp
′
u′(η
′)(ϕ(z)),⊕′a′u
′(ϕ(z))]−1 ◦ Γ[⊕a expu(η)(z),⊕au(z)]
◦ ⊕̂a(ξ)(z) ◦ δ(a, v)(z) ◦ Tϕ(z)
−1 ◦ [δ′(a′, v′)(ϕ(z))]−1
and
⊖̂
′
a′(ξ
′)(ϕ(z)) = 0.
We recall that δ(a, v) is the complex linear map defined by the formula
(3.8). The second equation implies that ρ′a′(ξ
′) = ξ′ and thus requires
that ξ′ is contained in the splicing core.
If t : X→ X is the target map and e = (q̂, α̂q̂), then t ◦ π1(Φ, e) =
t(Φ) = (q′, α′q′) = p ◦ µ(Φ, e) so that µ covers indeed the target map.
Clearly, the map µ is surjective and linear on the fibers E(q,αq).
It also preserves the double-filtration (m, k), where 0 ≤ k ≤ m +
1. Moreover, if Φ = 1(q,αq) = ((q, αq), id, (q, αq)) ∈ X is the unit
morphism, then µ(1(q,αq), (q̂, α̂q̂)) = (q̂, α̂q̂).
To verify the property (3) we take two morphism Ψ,Φ ∈ X and
e ∈ E satisfying s(Ψ) = p(e) and t(Ψ) = s(Φ) = p(µ(Ψ, e)). Then with
e = (q̂, α̂q̂) ∈ E we have p(e) = (q, αq) = s(Ψ) and, using t(Ψ) = s(Φ),
Ψ ≡ ((q, αq), φ, (q
′, α′q′)) : (q, αq)→ (q
′, α′q′)
Φ ≡ ((q′, α′q′), ψ, (q
′′, α′′q′′)) : (q
′, α′q′)→ (q
′′, α′′q′′).
The isomorphisms ψ : (Sa, j(a, v),Ma, Da) → (S ′a′ , j
′(a′, v′),M ′a′ , D
′
a′)
and φ : (S ′a′ , j
′(a′, v′),M ′a′ , D
′
a′)→ (S
′′
a′′ , j
′′(a′′, v′′),M ′′a′′ , D
′′
a′′) satisfy
(3.10)
⊕′a′ exp
′
u′(η
′) ◦ ψ = ⊕a expu(η)
⊕′′a′′ expu′′(η
′′) ◦ φ = ⊕′a′ exp
′
u′(η
′).
In view of the definition of the map µ,
µ(Ψ, e) = µ(Ψ, (q̂, α̂q̂)) = (q̂′, α̂′q̂′)
where q̂′ = (a′, v′, η′, ξ′) = (q′, ξ′) and where ξ′ is the unique solution of
the two equations
(3.11)
Ξ(a, v, η, ξ) = Ξ′(a′, v′, η′, ξ′) ◦ Tψ
⊖̂
′
a′(ξ
′) = 0.
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Consequently,
µ(Φ, µ(Ψ, e)) = µ(Φ, (q̂′, α̂′q̂′)) = (q̂
′′, α̂′′q̂′′),
where q̂′′ = (a′′, v′′, η′′, ξ′′) and where ξ′′ is the unique solution of the
equations
(3.12)
Ξ′(a′, v′, η′, ξ′) = Ξ′′(a′′, v′′, η′′, ξ′′) ◦ Tφ
⊖̂
′′
a′′(ξ
′′) = 0.
On the other hand, since the composition Φ ◦Ψ ∈ X is the morphism
Φ ◦Ψ ≡ ((q, αq), φ ◦ ψ, (q
′′, α′′q′′),
where φ ◦ ψ is an isomorphism
φ ◦ ψ : (Sa, j(a, v),Ma, Da)→ (S
′′
a′′ , j
′′(a′′, v′′),M ′′a′′ , D
′′
a′′)
satisfying, in view of (3.10),
⊕′′a′′ exp
′′
u′′(η
′′) ◦ (φ ◦ ψ) = ⊕′a′ exp
′
u′(η
′) ◦ ψ = ⊕a expu(η),
we have
µ(Φ ◦Ψ, e) = µ(Φ ◦Ψ, (q̂, α̂q̂)) = (r̂, α̂r̂))
where r = (a′′, v′′, η′′) and r̂ = (a′′, v′′, η′′, ξ¯), and
α̂r̂ = (S
′′
a′′ , j
′′(a′′, v′′),M ′′a′′ , D
′′
a′′ ,⊕
′′
a′′ expu′′ exp(η
′′),Ξ′′(a′′, v′′, η′′, ξ¯)).
Here ξ¯ is the unique solution of the following two equations,
Ξ(a, v, η, ξ) = Ξ′′(a′′, v′′, η′′, ξ¯) ◦ T (φ ◦ ψ)
⊖̂
′′
a′′(ξ¯) = 0.
In view of (3.11) and (3.12),
Ξ(a, v, η, ξ) = Ξ′(a′, v′, η′, ξ′) ◦ Tψ = Ξ′′(a′′, v′′, η′′, ξ′′) ◦ Tφ ◦ Tψ
= Ξ′′(a′′, v′′, η′′, ξ′′) ◦ T (φ ◦ ψ).
In view of ⊖̂
′′
a′′(ξ
′′) = 0, we conclude by the uniqueness that ξ = ξ′′
so that r̂ = q̂′′ and α̂r̂ = α̂
′′
q̂′′
. Consequently, µ(Φ ◦ Ψ, e) = (r̂, α̂r̂) =
(q̂′′, α̂′′q̂′′) = µ(Φ, µ(Ψ, e)) as claimed in property (3).
It remains to prove that ξ′ is an sc⊳–smooth map of (a, v, η, ξ) ∈ KR.
If (Φ0, (q̂0, α̂q̂0)) ∈ E is given, where Φ0 = (q0, αq0), ϕ0, (q
′
0, α
′
q′0
)) is the
morphism inX and ϕ0 : αq0 → α
′
q′0
is an isomorphism, then there exists,
in view of Theorem 3.13, a core smooth germ q → ϕq of isomorphisms
ϕq : (Sa, j(a, v),Ma, Da,⊕a expu(η))→ (S
′
b, j
′(b, w),M ′b, D
′
b,⊕
′
b exp
′
u′(η
′)),
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where q = (a, v, η) and where b = b(a, v, η), w = w(a, v, η) and
η′ = η′(a, v, η) are sc-smooth maps, and where ϕq0 = ϕ0. Then the
relationship between ξ and ξ′ is defined by
Γ[⊕a expu(η),⊕au] ◦ ⊕̂a(ξ) ◦ σ(a, v) ◦ Tϕ
−1
(a,v,η) ◦ σ
′(b, w)−1
= Γ′[⊕′b(exp
′
u′ η
′),⊕′b(u
′)] ◦ ⊕̂
′
b(ξ
′)
and
⊖̂
′
b(ξ
′) = 0.
Here (b, w, η′) are the above sc-smooth maps of (a, v, η). As in the
previous chapter, a local case by case study shows that ξ′ is an sc⊳–
smooth map of (a, v, η, ξ) ∈ KR which is linear in ξ. The ingredients
and arguments in this study are similar to those in the proof of the sc-
smoothness in the polyfold construction in Chapter 2 and the details
are left to the reader. The map ξ′ is clearly fiber-wise an isomorphism.
A similar discussion shows that its fiber-wise inverse is also a strong
bundle map, which implies that µ is a local sc-diffeomorphism since it
covers the local sc-diffeomorphism t. This completes the proof that µ
is a strong bundle map.

At this point we have constructed a strong bundle (E, µ) over the
ep-groupoid X as defined in Definition 2.37. Recalling Definition 2.38
we are now in the position to define the structure of a strong polyfold
bundle on the bundle p̂ : W → Z. We consider the canonical map
Γ : E → W introduced above. Denoting by |E| the space of orbits
under the morphisms in E, we see that Γ induces the map
|Γ| : |E| → W
defined by
|Γ| (
∣∣(a, v, η, ξ, α̂(a,v,η,ξ))∣∣) = [α̂(a,v,η,ξ)].
We note that the existence of an isomorphism
ϕ̂ : α̂(a,v,η,ξ) → α̂′(a′,v′,η′,ξ′)
implies the existence of an isomorphism ϕ : α(a,v,η) → α
′
(a′,v′,η′) and
since (a, v, η) → α(a,v,η) is a good uniformizing family, this implies, as
we have seen in the previous chapter, that (a′, v′, η′) = g ∗ (a, v, η)
and ϕ = ga for a suitable element g ∈ G. It therefore follows from
the definition of µ that the map |Γ| : |E| → W is a homeomorphism.
Recalling the natural homeomorphism |p| : |X| → Z between the orbit
space |X| and Z, defined as
|p| (
∣∣(a, v, η, α(a,v,η))∣∣) = [α(a,v,η)],
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and the projection functor P : E → X introduced in Section 2.2, which
induces the map |P | : |E| → |X| between the orbit spaces, we conclude
that |p| ◦ |P | = p̂ ◦ |Γ| , so that the diagram
|E|
|P |
−−−→ |X|
|Γ|
y y|p|
W
p̂
−−−→ Z
commutes. Therefore, the triple (P : E → X, |Γ| , |p|) defines the
structure of a strong polyfold bundle on the bundle p̂ : W → Z as
claimed in Theorem 1.10 in the introduction.
Herewith the proof of Theorem 1.10 is complete. 
CHAPTER 4
The Nonlinear Cauchy-Riemann Operator
The chapter is devoted to the Cauchy–Riemann section of the strong
polyfold bundle W → Z constructed in the previous section. Its solu-
tion sets are the Gromov compactified moduli spaces. We shall prove,
in particular, Theorem 1.11 of the introduction.
4.1. Fredholm Sections of Strong Polyfold Bundles
We begin with the definition of a section of a strong bundle.
Definition 4.1. Let P : E = (E,E) → X = (X,X) be a strong
bundle over the ep-groupoid X . A section of the strong bundle P
is an sc-smooth functor
F : X → E
satisfying P ◦ F = id.
An sc+-section of the strong bundle P is a section F which induces
an sc-smooth functor (X,X) → (E0,1,E0,1) where E0,1 resp. E0,1 are
equipped with the grading (E0,1)m = Em,m+1 resp. (E
0,1)m = Em,m+1
for m ≥ 0.
The functoriality of the section F : X → E implies for the section
F : X → E on the objects sets that
µ(ϕ, F (x)) = F (y),
and for the section F : X→ E on the morphisms sets that
F(ϕ) = (ϕ, F (x)) ∈ Xs ×p E
for every morphism ϕ ∈ X satisfying s(ϕ) = x and t(ϕ) = y where
s, t : X→ X are the source and the target maps.
Definition 4.2. A Fredholm section F of the strong bundle
P : (E,E) → (X,X) over the ep-groupoid (X,X) is an sc-smooth
section F of P which, as a section F : X → E on the object sets, is an
M-polyfold Fredholm section as defined in Definition 3.6 in [24] and
recalled in Section 2.3 above.
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An example of a Fredholm section is the Cauchy-Riemann operator
∂J dealt with in the next section. The Cauchy-Riemann section ∂J
of the bundle W → Z is defined as
∂J([S, j,M,D, u]) = [S, j,M,D, u,
1
2
(Tu+ J(u) ◦ Tu ◦ j)].
In the strong bundle structure (P : E → X,Γ, γ) of the bundleW → Z,
the section ∂J is represented by the section F : X → E on the object
sets, defined by
F (q, αq) = ((q, ξ), α̂(q,ξ)).
Here, q = (a, v, η) ∈ O and (q, ξ) ∈ KR where ξ is the unique solution
of the two equations
(4.1)
Ξ(a, v, η, ξ) =
1
2
[
T (⊕a expu(η)) + J(⊕a expu(η)) ◦ T (⊕a expu(η)) ◦ j(a, v)
]
⊖̂a(ξ) = 0,
where Ξ is defined in (3.9) as
Ξ(a, v, η, ξ) = Γ[⊕a expu(η),⊕au] ◦ ⊕̂a(ξ) ◦ δ(a, v).
The next section will show that F is a Fredholm section in the sense
of Section 2.3.
If p : W → Z is a strong polyfold bundle and (P : E → X,Γ, γ) a
strong polyfold structure of p, then the smooth section F of P : E → X
defines a continuous section f of the bundle p : W → Z by
f ◦ γ = Γ ◦ |F | .
In diagrams,
|X|
γ
−−−→ Z
|F |
y yf
|E|
Γ
−−−→ W.
Let (P ′ : E ′ → X ′,Γ′, γ′) be an equivalent strong bundle structure
for p : W → Z in the sense of Definition 3.29 in [24], and let (f ′, F ′)
the associated pair of sections where f ′ ◦ γ′ = Γ′ ◦ |F ′|. Then the two
pairs (f, F ) and (f ′, F ′) are called equivalent, if f ′ = f and if there
exists an s-bundle isomorphism A : E → E ′ (as defined in Section 3.4
of [24]) whose push-forward satisfies A∗(F ) = F
′.
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Definition 4.3. An equivalence class [f, F ] of sections is called an
sc-smooth section of the polyfold bundle p :W → Z and the pair
(f, F ) is called a representation of the map f : Z → W in the model
P : E → X .
In view of Proposition 2.25 in [24] these concepts are all well de-
fined. We recall from [24] the following definition.
Definition 4.4. The section f = [f, F ] of the polyfold bundle
p : W → Z is called a Fredholm section provided there exists a
representation F of f which is a Fredholm section of the strong bundle
P : E → X belonging to the polyfold structure (P : E → X,Γ, γ) of
the strong bundle.
The Fredholm section f is called proper if the solution set
S(f) = {z ∈ Z | f(z) = 0}
is compact in Z.
We end with a useful remark.
Remark 4.5. We consider the strong bundle P : E → X over
the object set of the ep-groupoid X . If Φ : e → e′ is a morphism
in E, then the associated map t ◦ s−1 on E defines an isomorphism
between two strong bundles Γ : E|U → E|V , where U, V ⊂ X are
open subsets of the object space X which are sc-diffeomorphic by the
local diffeomorphism γ underlying the map t ◦ s−1. The points in E
have the form
(a, v, η, ξ, Sa, j(a, v),Ma, Da,⊕a expu(η),Ξ(a, v, η, ξ)),
and are mapped to similar (primed) data, in which (a′, v′, η′, ξ′) are sc-
smooth functions of (a, v, η, ξ). Moreover the transformation is linear
in ξ. The crucial observation which will allow for a more specialized
perturbation theory is the following. If ξ vanishes near the nodal points
in |Da| then the same is true for ξ′ near |D′a′ |. This holds in a uniform
way with respect to some open neighborhood around the underlying
point (a, v, η). A similar assertion is true with respect to the vanishing
near marked points in M . As a consequence we can distinguish the
subclass of sc+-multisections which vanish near nodal points or near
marked points. If we take the sum of two such multi-sections, as defined
in Section 3.5 of [24], the same remains true for their sum.
4.2. The Cauchy-Riemann Section: Results
In this section we merely describe the main results of the chapter.
Their proofs are postponed to the later sections.
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As before we denote by (Q, ω) a closed symplectic manifold of di-
mension 2n and by J a compatible almost complex structure on Q. The
bundle p : W → Z over the space Z of stable curves from the noded
Riemann surfaces into the manifold Q is equipped with the structure
of a strong polyfold bundle. The nonlinear Cauchy-Riemann operator
defines the continuous section ∂J of the bundle p via
∂J([S, j,M,D, u]) = [S, j,M,D, u, ∂J,j(u)]
where
∂J,j(u) =
1
2
(
Tu+ J(u) ◦ Tu ◦ j)
and u : S → Q. The section ∂J will be abbreviated by f = ∂J . The
section f is induced from the section F of the model bundle P : E → X
which is a strong bundle over the ep-groupoid X . The pair (f, F ) will
be called the nonlinear Cauchy-Riemann section of p. The key result
is the following theorem.
Theorem 4.6. The Cauchy-Riemann section (f, F ) of p defines
an sc-smooth component-proper Fredholm section. On the component
Zg,k,A the real Fredholm index is equal to
2n(1− g) + 2c1(A) + 6g − 6 + 2k,
with 2n = dim Q, where g is the arithmetic genus of the noded Riemann
surfaces, k the number of marked points and A ∈ H2(Q). Moreover, f
has a natural orientation.
The orientation is discussed in the appendices 5.10 and 5.11. From
an abstract point of view the orientability is discussed in [29]. It is
discussed in the generality relevant for Symplectic Field Theory in [8].
The component-proper assertion involves arguments of Gromov com-
pactness as explained in Remark 4.10 below. The index calculation
is well-known. The Fredholm index can be deduced from the corre-
sponding results in [34] and [36]. The technology can be found in
[9, 10, 44]. We should mention that in these computations the nodes
are treated as singularities so that the punctured Riemann surfaces are
manifolds with cylindrical ends. Theorem 4.6 will follow from the three
Propositions 4.7, 4.8, and 4.9 which we present next.
As described in Section 3.6 the Cauchy-Riemann section in the ep-
groupoid description has, in the local sc-coordinates, the form
(a, v, η) 7→ (a, v, η, ξ)
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where (a, v, η) ∈ O and (a, v, η, ξ) ∈ KR. The map ξ is the unique
solution of the two equations
Ξ(a, v, η, ξ) = ∂¯J,j(a,v)(⊕a expu(η))
⊖̂a(ξ) = 0.
In view of the definition of Ξ in the construction of the strong bundle
structure, the above equations become
(4.2)
Γ(⊕a expu(η),⊕a(u)) ◦ ⊕̂a(ξ) ◦ δ(a, v) = ∂J,j(a,v)(⊕a expu(η))
⊖̂a(ξ) = 0.
Proposition 4.7. The Cauchy-Riemann section ∂J of the bundle
p : W → Z is sc-smooth and regularizing. In particular, all the local
expressions
O → KR, (a, v, η) 7→ (a, v, η, ξ)
are sc-smooth. If (a, v, η, ξ) ∈ KRm,m+1, then it follows that (a, v, η) ∈
Om+1.
The proof of Proposition 4.7 is postponed to Section 4.4.
As recalled in Section 2.3, in order to verify the (polyfold-)Fredholm
property of the section ∂J it remains to show that for every smooth
point, the germ of ∂J around this point admits a filled version, which
after correction by a suitable sc+-section is conjugated to a basic germ.
In order to construct the filled section we denote for every nodal
pair {x, y} ∈ D, the image of the nodal points under the map u by
q{x,y} = u(x) = u(y) ∈ Q.
If the gluing parameter a = a{x,y} does not vanish, we denote by
E{x,y}a = H
3,δ0
c (C
{x,y}
a{x,y}
, Tq{x,y}Q)
the usual sc-Hilbert space (introduced in Section 2.4) of mappings de-
fined on the infinite cylinder Ca having antipodal asymptotic constants.
The level m refers to the regularity (m+3, δm). As always, the strictly
increasing sequence (δm) belongs to (0, 2π). If a{x,y} = 0, we set
E{x,y}0 = {0}.
Similarly we abbreviate
F{x,y}a = H
2,δ0(C{x,y}a{x,y} , Tq{x,y}Q)
if a = a{x,y} 6= 0 and otherwise set F
{x,y}
0 = {0}.
At every nodal pair {x, y} ∈ D, the linear Cauchy-Riemann opera-
tor
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∂
{x,y}
0 (k) = ∂sk + J(q{x,y})∂tk,
is an sc-isomorphism
∂
{x,y}
0 : E
{x,y}
a → F
{x,y}
a .
Here (s, t) are the distinguished coordinates on the infinite cylinder
C
{x,y}
a{x,y} as explained in Section 4.3 below. If a{x,y} = 0, this linear
Cauchy-Riemann operator is the zero operator between two trivial
spaces. The filled section is defined as the map
(4.3) (a, v, η) 7→ ξ
where it is no longer required that (a, v, η) belongs to the subset O
of the splicing core. Instead the section η of u∗TQ, having matching
asymptotic constants across the nodes, is merely required to satisfy the
constraints
η(z) ∈ Hu(z)
at the points z ∈ Σ of the chosen stabilization set Σ on S. Moreover,
the map ξ, which associates with every point z ∈ S \ |D| a complex
anti-linear map
ξ(z) : (TzS, j(z))→ (Tu(z)Q, J(u(z))),
is now determined by the equations
(4.4)
Γ(⊕a(expu(η)),⊕a(u)) ◦ ⊕̂a(ξ) ◦ δ(a, v) = ∂J,j(a,v)(⊕a expu(η))
⊖̂
{x,y}
a{x,y}
(ξ) ·
∂
∂s
= ∂
{x,y}
0 (⊖
{x,y}
a{x,y}
(η))
for all nodal points {x, y} ∈ D.
Let us denote by E the sc-Banach space consisting of the sections η
of the bundle u∗TQ of class (3, δ0), having matching asymptotic condi-
tions at the nodes and satisfying the constraints η(z) ∈ Hu(z) at all the
points z ∈ Σ of the fixed stabilization set Σ. We recall from Definition
3.6 of good data that Hu(z) = Tu(z)Mu(z) is a complement in Tu(z)Q of
the image of Tu(z). By N we denote the vector space of gluing param-
eters (a{x,y}){x,y}∈D and by E the vector space containing 0 ∈ V ⊂ E
where v ∈ V parametrizes the complex structures j(v) on S. Given
a = {a{x,y}| {x, y} ∈ D} ∈ N satisfying
∣∣a{x,y}∣∣ < 12 and given η ∈ E ,
we denote by ⊖a(η) the tuple
⊖a(η) =
{
⊖{x,y}a{x,y}(η)
}
{x,y}∈D
.
The total gluing takes the form
η 7→ ⊡a(η) = (⊕a(η),⊖a(η)).
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Similarly, the total hat-gluing has the form
ξ 7→ ⊡̂a(ξ) = (⊕̂a(ξ), ⊖̂a(ξ)).
By ∂0 we shall denote the tuple of operators
∂0 =
{
∂
{x,y}
0
}
{x,y}∈D
.
For the following considerations we shall rewrite the equations (4.4) as
follows,
(4.5)
Γ(⊕a expu(η),⊕a(u)) ◦ ⊕̂a(ξ) ◦ δ(a, v) = ∂J,j(a,v)(⊕a expu(η))
⊖̂a(ξ) ·
∂
∂s
= ∂0(⊖a(η)).
Let us denote byO a small open neighborhood of the origin (0, 0, 0) ∈
N⊕E⊕E . By F we denote the collection of all maps z → ξ(z) of class
(2, δ0), which associate to a point z ∈ S\|D| a map ξ(z) : (TzS, j(z))→
(Tu(z)Q, J(u(z))) which is complex anti-linear. The sc-structure is given
by requiring that the level m consists of maps of regularity (m+2, δm).
The norms on F can be defined as in the case of H3+m,δm(u∗TQ) as a
sum of semi-norms. For example, near nodal points from a nodal pair
{x, y} we take positive (negative) holomorphic polar coordinates cen-
tered around x and y, respectively and associate to ξ the pair (ξ+, ξ−)
defined by
ξ+(s, t) = pr2 ◦ Tψ(u(σx(s, t)))
∂σx
∂s
(s, t)
and
ξ−(s, t) = pr2 ◦ Tψ(u(σy(s
′, t′)))
∂σy
∂s
(s′, t′)
If (a, v, η) ∈ O, we compute the map ξ ∈ F as the solution of the
equation (4.5). This defines the map
(4.6) f : O → F , f(a, v, η) = ξ.
Proposition 4.8 (Filled version). The map f : O → F defined
by (4.6) is sc-smooth. It is a filled version of the section F in the ep-
groupoid representation. If s is an sc+-section satisfying s(0, 0, 0) =
f(0, 0, 0), then f − s is conjugated near (0, 0, 0) to an sc0-contraction
germ.
The proof of Proposition 4.8 is carried out in Section 4.5.
Proposition 4.7 together with Proposition 4.8 demonstrate the Fred-
holm property of ∂J . In order to prove these two propositions we shall
establish useful local coordinates expressions for the equations (4.4),
making use of the fact that all the occurring expressions are local, in
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the sense that the properties of the solutions ξ near a point z ∈ S
depend only on η and u near z (besides on the parameters (a, v) of
course). In the study of nonlinear elliptic pde’s there are standard
ways to obtain global estimates from local estimates. We shall use
these ideas as well. However, the crucial difficulty going beyond the
classical estimates, is to obtain estimates in the neighborhoods of the
nodal points, which are independent of the gluing parameter a.
Proposition 4.9. The Cauchy-Riemann section ∂J of the bundle
p : W → Z is component-proper.
Remark 4.10. This is essentially the Gromov compactness theorem
and as such a special case of the results in [1]. There is, however, one
issue which has to be pointed out. In principle we need to show that
the induced topology from X on the solution set is a compact topology.
Now, as it turns out, this induced topology is the same topology as the
topology familiar from the Gromov compactness proofs. As long as one
stays away from the nodes, one uses the fact that gradient bounds imply
C∞-bounds. At the nodes, the usual discussion has to be sharpened by
using the results (or easy variations of) from [26]. We leave the details
to the reader.
4.3. Some Technical Results
In this section we collect some technical tools which will be used in
the proofs of Proposition 4.7 and Proposition 4.8.
As usual the strictly increasing sequence (δm)m≥0 is fixed and sat-
isfies 0 < δm < 2π for all m ≥ 0. We recall that the Hilbert spaces
F±m = H
2+m,δm(R± × S1), m ≥ 0, consist of L2-maps
u : R± × S1 → R2n
whose weak partial derivativesDαu up to order 2+m belong, if weighted
by eδm|s|, to the space L2(R± × S1) so that eδm|s|Dαu ∈ L2(R± × S1)
for all |α| ≤ 2 +m. We equip the Hilbert spaces
Fm = F
+
m ⊕ F
−
m
with the norms |(ξ+, ξ−)|2Fm := ‖ξ
+‖22+m,δm + ‖ξ
−‖22+m,δm , where∥∥ξ±∥∥2
m,δm
:=
∑
|α|≤m
∫
R±×S1
|Dαξ±(s, t)|2e2δm|s|dsdt.
The space F := F0 is an sc-Hilbert space and the nested sequence (Fm)
defines an sc-structure on F .
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We will also need the sc-Hilbert space E consisting of pairs (η+, η−)
where η± = c+ r± for some constant c and the pair (r+, r−) belongs to
H3,δ0(R+ × S1,R2n)⊕H3,δ0(R− × S1,R2n).
The maps η+ and η− have matching asymptotic limits in the sense that
lims→∞ η
+(s, t) = lims→−∞ η
−(s, t). The sc-structure on E is given by
the spaces Em of regularity (m+3, δm). The Em-norm of (η
+, η−) ∈ Em
is defined by
|(η+, η−)|2Em := |c|
2 +
∥∥r+∥∥2
3+m,δm
+
∥∥r−∥∥2
3+m,δm
where η± = c+ r± for some constant c.
We recall from Section 2.4 that the total hat-gluing map
⊡̂a = (⊕̂a, ⊖̂a) : F → Ĝ
a = H2(Za,R
2n)⊕H2,δ0(Ca,R
2n)
is an sc-linear isomorphism, for every gluing parameter a ∈ B 1
2
satis-
fying a 6= 0. If a = 0, then
⊡̂0 = (⊕̂0, 0) : F → Ĝ0 = F ⊕ {0}
is the identity map. Now we define for a 6= 0 the maps
Dat , D
a
s : E → F
by
Dat (η
+, η−) = ⊡̂
−1
a
(
∂t(⊕a(η
+, η−)), 0
)
Das (η
+, η−) = ⊡̂
−1
a
(
∂s(⊕a(η
+, η−)), 0
)
.
Correspondingly we set, for a = 0,
D0t (η
+, η−) = ∂t(η
+, η−)
D0s(η
+, η−) = ∂s(η
+, η−).
Similarly, the maps
Cat , C
a
s : E → F
are defined, for a 6= 0 belonging to B 1
2
, by
Cat (η
+, η−) = ⊡̂
−1
a
(
0, ∂t(⊖a(η
+, η−))
)
Cas (η
+, η−) = ⊡̂
−1
a
(
0, ∂s(⊖a(η
+, η−))
)
and, if a = 0, by
C0s (η
+, η−) = 0 = C0t (η
+, η−).
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Proposition 4.11. The maps B 1
2
⊕E → F , defined by
(a, (η+, η−)) 7→ Dat (η
+, η−) and (a, (η+, η−)) 7→ Das (η
+, η−),
are sc-smooth. The same holds true if we replace the maps Das , D
a
t by
the maps Cas , C
a
t . Moreover, for every m there exists a constant Cm > 0
independent of a such that∣∣Das (η+, η−)∣∣Fm ≤ Cm·∣∣(η+, η−)∣∣Em , ∣∣Dat (η+, η−)∣∣Fm ≤ Cm·∣∣(η+, η−)∣∣Em ,
and∣∣Cas (η+, η−)∣∣Fm ≤ Cm·∣∣(η+, η−)∣∣Em , ∣∣Cat (η+, η−)∣∣Fm ≤ Cm·∣∣(η+, η−)∣∣Em .
The proof of the proposition is carried out in Appendix 5.5.
Now, let E(N), F (K), resp. F (M) be the sc-Hilbert spaces of func-
tions, whose domains of definitions are half-cylinders as above, but
whose image spaces are the Euclidean spaces RN ,RK resp. RM instead
of R2n.
The natural evaluation map
L(RK ,RM)⊕ RK → RM
will be denoted by
(G, v) 7→ G · v.
With a smooth map
A : RN → L(RK ,RM)
we associate the mapping
A˜ : B 1
2
⊕ E(N) ⊕ F (K) → F (M),
defined for a 6= 0 as
A˜(a, (u+, u−), (η+, η−)) = (ξ+, ξ−),
where the pair (ξ+, ξ−) ∈ F (M) is the unique solution of the two equa-
tions
⊕̂a(ξ
+, ξ−)(z) = A
(
⊕a(u
+, u−)(z)
)
· ⊕̂a(η
+, η−)(z)
⊖̂a(ξ
+, ξ−)(z) = 0,
for z on the cylinder Za. If a = 0, we define A˜(0, (u
+, u−), (η+, η−)) =
(A(u+)η+, A(u−)η−).
Abbreviating the notation we shall write ξ instead of (ξ+, ξ−) and
u instead of (u+, u−) etc. so that the above two equations defining
A˜(a, u, η) = ξ become
⊕̂a(ξ) = A(⊕a(u)) · ⊕̂a(η)
⊖̂a(ξ) = 0.
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For a ∈ B 1
2
fixed, we denote by
A˜a : E
(N) ⊕ F (K) → F (M)
the induced map A˜a(u, η) = A˜(a, u, η) and introduce, for fixed a ∈ B 1
2
and fixed level m, the map
La : E
(N)
m → L(F
(K)
m , F
(M)
m ),
defined by La(u) = A˜(a, u, ·).
Proposition 4.12.
(1) The bundle map(
B 1
2
⊕ E(N)
)
⊳ F (K) →
(
B 1
2
⊕ E(N)
)
⊳ F (M),(
(a, u), η
)
7→
(
(a, u), A˜(a, u, η)
)
is an sc⊳-smooth map. If u0 ∈ E
(N)
m and ε > 0 are given, then
the following estimate holds,∣∣∣A˜(a, u, η)− A˜(a, u0, η)∣∣∣
F
(M)
m+i
≤ ε · |η|
F
(K)
m+i
for all u ∈ E(N)m sufficiently close to u0 on the level m, for all
η ∈ F (K)m+i, for all a ∈ B 1
2
, and for i = 0, 1.
(2) For a fixed gluing parameter a ∈ B 1
2
and the fixed level m, the
map La : E
(N)
m → L(F
(K)
m , F
(M)
m ) is of class C1 and, denoting
by DLa(u)(û) the linearization of La at the point u in the
direction of û, the map
B 1
2
⊕ E(N) ⊕ E(N) ⊕ F (K) → F (M),
defined by (
a, u, û, η
)
7→
[
DLa(u)(û)
]
· η,
is of class sc∞.
(3) Given a level m, a point u0 ∈ E
(N)
m , and a positive number
ε > 0, the following estimate holds,∣∣[DLa(u) · (û)−DLa(u0) · (û)] · η∣∣F (M)m ≤ ε · |û|E(N)m · |η|E(K)m
for all a ∈ B 1
2
, u sufficiently close to u0 on level m, and for
all û ∈ E(N)m , and all η ∈ F
(K)
m .
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The proof of Proposition 4.12 is postponed to the Appendix 5.7.
Next we recall from [27] the estimates for the total hat-gluing map
⊡̂a and the total gluing map ⊡a. If the gluing parameter a satisfies
0 < |a| < 1
2
, the space
Ĝa = H2(Za,R
2n)⊕H2,δ0(Ca,R
2n),
has the sc-structure given by the sequenceHm+2(Za,R
2n)⊕Hm+2,δm(Ca,R2n).
If a = 0, we put Ĝa = F ⊕ {0}.
For a map q : Za → R2n on the finite cylinder in Hk(Za,R2n) we
define the norms
(4.7) ||q||2k,δ =
∑
|α|≤k
∫
[0,R]×S1
|Dαq(s, t)|2 · e2δ|s−
R
2 |dsdt
where δ ∈ R.
We would like to point out that here we allow the weight δ to be
negative; in fact, this will be used crucially later on.
If the map p : Ca → R2n on the infinite cylinder Ca has vanishing
asymptotic constants we set p(s, t) = p([s, t]) and define the norms
(4.8) ||p||2m,δ =
∑
|α|≤m
∫
R×S1
|Dαp(s, t)|2 · e2δ|s−
R
2 |dsdt.
We introduce the Ĝam-norm of the pair (q, p) ∈ Ĝ
a by setting
|(q, p)|2
Ĝam
:= eδmR ·
[
||q||2m+2,−δm + ||p||
2
m+2,δm
]
.
With the total hat gluing ⊡̂a(ξ
+, ξ−) =
(
⊕̂a(ξ+, ξ−), (⊖̂a(ξ+, ξ−)
)
∈
Ĝa defined on (ξ+, ξ−) ∈ F , the following estimate is proved in [27],
Theorem 2.26.
Proposition 4.13 (Total Hat-Gluing Estimate). For every
m ≥ 0 there exists a constant Cm > 0 which does not depend on a,
such that
1
Cm
· |(ξ+, ξ−)|Fm ≤ |⊡̂a(ξ
+, ξ−)|Ĝam ≤ Cm · |(ξ
+, ξ−)|Fm
for |a| < 1
2
and (ξ+, ξ−) ∈ Fm.
A similar estimate holds true also for the total gluing map ⊡a. Re-
call the previously introduced spaceH3,δ0c consisting of all pairs (η
+, η−)
of maps η± : R±×S1 → R2n which have the same asymptotic constant
c such that η± − c belongs to H3,δ0(R± × S1,R2n). The sc-structure
of this space has the regularity (3 +m, δm). In this case we introduce
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for 0 < |a| < 1
2
the sc-space Ga by Ga = H3(Za,R
2n)⊕H3,δ0c (Ca,R
2n)
with the sc-structure
Gam = H
3+m(Za,R
2n)⊕Hm+3,δmc (Ca,R
2n)
where p ∈ Hm+3,δmc (Ca,R
2n) possesses antipodal contants p∞ = lims→∞ p(s, t) =
− lims→−∞ p(s, t) and we associate with p the map p̂ : Ca → R2n de-
fined by
p̂([s, t]) = p([s, t])− [1− 2βa(s)] · p∞.
We recall that the function βa is defined as βa(s) = β(s−R/2) with the
function β as in Section 2.4. Then p̂ has vanishing asymptotic limits
and we define the norm on level m of (q, p) ∈ Gam by
|(q, p)|2Gam := |[q]a − p∞|
2 + eδmR
(
||q − [q]a + p∞||
2
m+2,−δm + ||p̂||
2
m+2,δm
)
where the mean value [q]a is the number
[q]a =
∫
S1
q
([R
2
, t
])
dt,
and where p̂ = p−(1−2βa)·p∞. For the total gluing map ⊡a(η+, η−) :=(
⊕a(η
+, η−),⊖a(η
+, η−)
)
∈ E, the following estimate is proved in [27],
Theorem 2.23.
Proposition 4.14 (Total Gluing Estimate). For every m ≥ 0
there exists a constant Cm > 0 independent of the gluing parameter a
such that
1
Cm
· |(η+, η−)|Em ≤ |⊡a (η
+, η−)|Gam ≤ Cm · |(η
+, η−)|Em
for |a| < 1
2
and all (η+, η−) ∈ Em.
Finally we recall some results about linear Cauchy-Riemann type
operators, which follow easily from the usual methods for linear elliptic
operators on domains with cylindrical ends as presented in [34], com-
bined with the well-known index calculation for the Cauchy-Riemann
operator on the sphere. We present an abbreviated version of the Ap-
pendix 4.4 in [27]. Given two copies of a bi-infinite cylinder R×S1, say
Σ+ and Σ−, we can construct, given a nonzero gluing parameter a, the
finite cylinder Za and two infinite cylinders Ca and Z
∗
a as illustrated
in Figure 4.1. The two cylinders Σ± have parts which are shaded in
different ways in order to identify the differences between Ca and Z
∗
a .
We denote by H3,δ0c (Ca,R
2n) the usual sc-Hilbert space with an-
tipodal asymptotic constants, where the level m is given by regularity
(m+3, δm). As usual the sequence (δm) belongs to (0, 2π). In the next
proposition J(0) is a constant almost complex structure on R2n.
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Proposition 4.15. The Cauchy-Riemann operator
∂0 := ∂s + J(0)∂t : H
3,δ0
c (Ca,R
2n)→ H2,δ0(Ca,R
2n)
is an sc-isomorphism, and for every m ≥ 0 there exists a constant
Cm > 0 which is independent of a, such that
1
Cm
· |ξ|H3+m,δmc ≤ |∂¯0ξ|H2+m,δm ≤ Cm · |ξ|H3+m,δmc
for all ξ ∈ H3+m,δmc (Ca,R
2n).
PSfrag replacements
Σ+
Σ−
Z∗a
Ca
Za
Za
Figure 4.1. The extended cylinder Z∗a .
Recall that the Hilbert spaces H3+m,−δm(Z∗a ,R
2n) for m ≥ 0 consist
of maps u : Z∗a → R
2n for which the associated maps u : R×S1 → R2n,
defined by (s, t) → u([s, t]) have partial derivatives up to order 3 +m
which, if weighted by e−δm|s−
R
2
| belong to the space L2(R × S1). The
norm of u ∈ H3+m,−δm(Z∗a ,R
2n) is defined as
||u||∗3+m,−δm =
( ∑
|α|≤3+m
∫
R×S1
|Dαu|2 e−2δm|s−
R
2 | dsdt
)1/2
.
The spaces H2+m,−δm(Z∗a ,R
2n) and the norms ||u||∗2+m,−δm are defined
analogously. We denote by [u]a the average of a map u : R× S
1 → R2
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over the circle at [R
2
, t], defined by
[u]a :=
∫
S1
u
([R
2
, t
])
dt,
where the number R is equal to R = ϕ(|a|) and ϕ is the exponential
gluing profile.
Proposition 4.16. The Cauchy-Riemann operator
∂0 : H
3+m,−δm(Z∗a ,R
2n)→ H2+m,−δm(Z∗a ,R
2n)
is a surjective Fredholm operator whose kernel is of real dimension 2n.
(The kernel consists of the constant functions.) For every m ≥ 0 there
exists a constant Cm > 0 independent of a, such that
(4.9)
1
Cm
· ||u− [u]a||
∗
m+3,−δm ≤ ||∂¯0(u− [u]a)||
∗
m+2,−δm ≤ Cm · ||u− [u]a||
∗
m+3,−δm
for all u ∈ H3+m,−δm(Z∗a ,R
2n).
A proof is presented in Appendix 5.8.
4.4. Regularization and Sc-Smoothness of ∂J
We start with the regularity for the Cauchy-Riemann section ∂J of
the polyfold bundle p : W → Z. In Section 3.4 we have introduced
the pair (X, |p|) which defines a polyfold structure on the space Z of
stable curves. Here X is an ep-groupoid and |p| : |X| → Z is the
homeomorphism induced from the canonical map p : X → Z. The
orbit space |X| is equipped with the filtration |X0| = |X| ⊃ |X1| ⊃
|X2| ⊃ · · · ⊃ |X∞| =
⋂
i≥0 |Xi| where |X∞| is dense in every |Xi|. This
filtration induces via the homeomorphism |p| : |X| → Z the filtration
Z =: Z0 ⊃ Z1 ⊃ Z2 ⊃ · · · ⊃ Z∞ =
⋂
i≥0 Zi. Similarly, in Section 3.6 we
have defined the polyfold structure (P : E → X, |Γ| , |p|) of the bundle
p : W → Z where P : E → X is an strong bundle over the ep-groupoid
X and |Γ| : |E| → W is a homeomorphism between the orbit space of
E and W . The double filtration |Ei,k| for i ≥ 0 and 0 ≤ k ≤ i + 1, of
the orbit space |E| induces via the homeomorphism |P | : |E| →W the
double filtration Wi,k for i ≥ 0 and 0 ≤ k ≤ i+ 1.
Now, in view of the polyfold constructions, it suffices to prove the
following theorem.
Theorem 4.17. The section ∂J : Z → W has the following regu-
larity property. If ζ = [(S, j,M,D, u)] ∈ Zm satisfies ∂J(ζ) ∈ Wm,m+1,
then ζ ∈ Zm+1.
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Proof. We choose the representative (S, j,M,D, u) of the equiv-
alence class
ζ = [(S, j,M,D, u)] ∈ Zm.
By assumption, the map u : S → Q has regularity (m + 3, δm). By
definition of ∂J ,
∂J [(S, j,M,D, u)] = [(S, j,M,D, u, ∂J,j(u))] ∈ Wm,m+1.
Hence ∂J,j(u) = w has fiber-regularity (m + 3, δm+1). The standard
elliptic regularity theory implies that away from the nodal points u is
of Sobolev class Hm+4loc .
In order to analyze the map u near the nodes we choose a nodal
point x ∈ S and take the holomorphic polar coordinates σ : [0,∞) ×
S1 → S \ {x} belonging to the small disk structure (before denoted by
hx) and satisfying σ(s, t) → x as s → ∞. Moreover, we choose on
the manifold Q a smooth chart ψ : U(u(x))→ R2n mapping u(x) ∈ Q
to 0 ∈ R2n, and obtain for the map u in local coordinates the map
v : [0,∞)× S1 → R2n, defined by
v(s, t) = ψ ◦ u ◦ σ(s, t).
Then v(s, t)→ 0 as s → ∞ and v ∈ Hm+3,δm(R+ × S1,R2n). In order
to show that v solves an elliptic equation we insert z = σ(s, t) into the
equation
(4.10) ∂J,j(u)(z) =
1
2
[
Tu(z) + J(u(z)) ◦ Tu(z) ◦ j(z)
]
=: w(z)
so that in local coordinates the equation (4.10) becomes
1
2
Tψ(u(σ))
[
Tu(σ) + J(u ◦ σ) ◦ Tu(σ) ◦ j(σ)
]
· Tσ
= Tψ(u(σ)) · w(σ) · Tσ =: ŵ.
(4.11)
Using Tψ(u(σ))◦Tu(σ)◦Tσ = Tv and j(σ)◦Tσ = Tσ◦ i, the equation
(4.11) turns into
(4.12)
1
2
[
Tv + Ĵ(v) ◦ Tv ◦ i
]
= ŵ.
Here Ĵ is the smooth almost complex structure on R2n defined by
Ĵ(y) = Tψ(ψ−1(y)) ◦ J(ψ−1(y)) ◦ Tψ(ψ−1(y))−1 at y ∈ R2n and ŵ =
Tψ(u(σ)) ◦w(σ) ◦Tσ. Clearly, ŵ ◦ i = −Ĵ(v) ◦ ŵ, so that ŵ is complex
anti-linear.
Applying the complex anti-linear maps in (4.12) to the vector ∂
∂s
,
we obtain the following equation for the map v : [0,∞)× S1 → R2n,
1
2
[
vs + Ĵ(v)vt
]
= g
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where g(s, t) = ŵ(s, t) ∂
∂s
. By assumption, v ∈ Hm+3,δm(R+ × S1,R2n)
and g ∈ Hm+3,δm+1(R+× S1,R2n) and we have to prove that v belongs
to the space Hm+4,δm+1(R+ × S1,R2n). This follows immediately from
the following proposition which then concludes the proof of Theorem
4.17.
Proposition 4.18. Assume that v belongs to Hm+3,δm(R+×S1,R2n)
and g belongs to Hm+3,δm+1(R+ × S1,R2n). Let J be a smooth al-
most complex structure on R2n. If v is a solution of the equation
vs+ J(v)vt = g on R
+× S1, then for every ε > 0 the map v belongs to
the space Hm+4,δm+1((ε,∞)× S1,R2n).
Proof. The standard elliptic regularity theory and the fact that
g ∈ Hm+3loc around points in (0,∞)× S
1 imply that v is of class Hm+4loc
around such points as well. The main task is to verify the asymptotic
properties of v as s → ∞. We choose a smooth cut off function γ :
R → [0, 1] satisfying γ(s) = 0 for s ≤ 1, γ(s) = 1 for s ≥ 2, and
γ′ ≥ 0, and introduce the shifted functions γR : R → [0, 1] defined by
γR(s) := γ(s− R) for R ≥ 0. The operator
h 7→ γR · (J(v)− J(0))ht,
induces two R-dependent linear operators between the following spaces
Hm+3,δmc (R× S
1,R2n)→ Hm+2,δm(R× S1,R2n)
and
Hm+4,δm+1c (R× S
1,R2n)→ Hm+3,δm+1(R× S1,R2n),
where the functions in Hm+4,δm+1c have antipodal asymptotic limits as
s→ ±∞. We estimate these operators as R→∞ as follows.
Lemma 4.19. If ε > 0, there exists Rε > 0 such that for all R ≥ Rε
and for i = 0, 1 the estimate
‖γR · (J(v)− J(0))ht‖Hm+2+i,δm+i (R×S1,R2n) ≤ ε · ‖h‖Hm+3+i,δm+ic (R×S1,R2n)
holds for all h ∈ H
m+3+i,δm+i
c (R× S1,R2n).
The proof is elementary, but somewhat lengthy, and is given in the
Appendix 5.9
In view of Lemma 4.19 and Proposition 4.15, the linear operators
Hm+3+i,δm+ic (R× S
1,R2n)→ Hm+2+i,δm+i(R× S1,R2n)
h 7→ hs + J(0)ht + γR · (J(v)− J(0))ht
are topological linear isomorphisms for i = 0 and for i = 1 if R is
sufficiently large.
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From g ∈ Hm+3,δm+1(R+ × S1,R2n) and γR+1(s) = 0 for s ≤ R+ 2,
we conclude that γR+1g ∈ Hm+3,δm+1(R× S1,R2n). Hence there exists
a unique solution w ∈ Hm+4,δm+1c (R× S
1,R2n) of the equation
(4.13) ws + J(0)wt + γR · (J(v)− J(0))wt = γR+1g.
Because δm < δm+1, the maps γR+1g and w belong to the spaces
Hm+2,δm(R × S1,R2n) and Hm+3,δmc (R × S
1,R2n), respectively. Con-
sequently, the map w is also the unique solution of (4.13) belonging to
Hm+3,δmc (R× S
1,R2n).
We multiply the equation
vs + J(v)vt = g
by γR+1 and obtain for the product γR+1v the equation
(γR+1v)s + J(0)(γR+1v)t + γR · (J(v)− J(0))(γR+1v)t
= γ′R+1v + γR+1g.
(4.14)
In view of (4.13) and (4.14), the map u := w − γR+1v, solves the
equation
(4.15) us + J(0)ut + γR · (J(v)− J(0))ut = −γ
′
R+1v.
By the assumption of Proposition 4.18, v ∈ Hm+3,δm(R+ × S1,R2n).
Since γ′R+1(s) = 0 for s ≤ R + 2 and s ≥ R + 3, the right-hand side
of the equation (4.15) belongs therefore to Hm+3,δm+1(R × S1,R2n).
Consequently, in view of Lemma 4.19 and Proposition 4.15, there exists
a unique map u ∈ Hm+4,δm+1c (R × S
1,R2n) solving (4.15). Moreover,
the map u belongs, by construction, to the space Hm+3,δmc (R×S
1,R2n).
The difference u−u is an element of the spaceHm+3,δmc (R×S
1,R2n) and
belongs to the kernel of our linear isomorphism Hm+3,δmc (R×S
1,R2n)→
Hm+2,δm(R× S1,R2n). Hence,
0 = u− u = (w − γR+1v)− u
from which we conclude that
γR+1v = w − u ∈ H
m+4,δm+1
c (R× S
1,R2n).
In view of definition of the function γR and the fact that v is in H
m+4
loc ,
we conclude that v ∈ Hm+4,δm+1(R+ × S1,R2n). The proof of Proposi-
tion 4.18 is complete. 
With Proposition 4.18 the proof of Theorem 4.17 is complete. 
Next we shall prove the sc-smoothness of the Cauchy-Riemann
section f = ∂J of the strong polyfold bundle p : Z → W . For this
purpose we have to analyze the section in the local coordinates of the
model P : E → X which is a strong bundle over the ep-groupoid X .
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We have constructed the object set X as the disjoint union of graphs
G of good uniformizing families
(a, v, η)→ α(a,v,η) ≡ (Sa, j(a, v),Ma, Da,⊕a(expu(η))
where (a, v, η) ∈ O defines the sc-structure on G. The bundle E over
the M-polyfold G is the associated graph Ĝ of the family
(a, v, η, ξ)→ α̂(a,v,η,ξ) ≡ (Sa, j(a, v),Ma, Da,⊕a(expu(η)),Ξ(a, v, η, ξ)).
The section F over the bundle Ĝ → G is defined by
F ((a, v, η), α(a,v,η)) = ((a, v, η, ξ), α̂(a,v,η,ξ)).
where ξ is the unique solution of the equations
(4.16)
Γ[⊕a expu(η),⊕au] ◦ ⊕̂a(ξ) ◦ δ(a, v) = ∂J,j(a,v)(⊕a(expu(η)))
⊖̂a(ξ) = 0
so that (a, v, η, ξ) ∈ KR. In view of its functoriality properties, the sec-
tion F represents the Cauchy-Riemann section ∂J of the strong polyfold
bundle p. In view of the sc-smooth structures on G and Ĝ, we have to
establish the sc-smoothness of the map
(a, v, η) 7→ ξ.
In the following we may assume that the gluing parameter a is suffi-
ciently small. Since our constructions are local in the sense that the
values of ξ near a point z0 ∈ S only depend on the other data evalu-
ated near z0 we can take a smooth partition of unity on S and split the
sc-smoothness into an analysis of ξ in the nodal area and the analysis
of ξ in the core area.
Fixing at first a point z0 ∈ S which is not a nodal point, then for |a|
small, the map ξ near z0 depends only on the properties of η near z0.
In this case the map (a, v, η) → ξ near z0 is level wise a smooth map
in the classical sense. This implies that away from the nodal points, ξ
depends sc-smoothly on (a, v, η).
We next analyze the complex anti-linear section ξ near the nodal
pair {x, y} ∈ D in local coordinates. The data depend on (a, v) and
the properties of η along the map u : S → Q near the nodal pair. In
order to write the equation (4.16) for the complex anti-linear section
ξ in local coordinates we take on S the holomorphic coordinates σ+ :
R+ × S1 → Dx and σ− : R− × S1 → Dy belonging to the small disk
structure and satisfying σ+(s, t) → x as s → ∞ and σ−(s′, t′) → y as
s′ → −∞. Moreover, we take the smooth chart ψ : U ⊂ Q → R2n
around the point u(x) = u(y) ∈ Q satisfying ψ(u(x)) = ψ(u(y)) = 0.
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Then the map u : S → Q near the nodal pair {x, y} is represented, in
the local coordinates, by the pair (v+, v−) of smooth maps defined as
v±(s, t) = ψ ◦ u ◦ σ±(s, t) : R± × S1 → R2n.
The vector field η along u is represented by the pair (h+, h−) of vector
fields along v± defined by
h±(s, t) = Tψ(u ◦ σ±(s, t)) ◦ η ◦ σ±(s, t).
We shall abbreviate the glued maps, respectively vector fields, by
va = ⊕a(v
+, v−) and ha = ⊕̂a(h
+, h−).
According to Section 2.5 the glued complex anti-linear map ⊕̂a(ξ) is,
in our local coordinates defined by
Tψ(⊕a(u))
(
⊕̂a(ξ) ·
∂
∂s
)
= ⊕̂a(ξ
+, ξ−)
where the pair (ξ+, ξ−) : (R+ × S1)× (R− × S1)→ R2n is defined by
ξ+ := Tψ(u ◦ σ+) · ξ(σ+) ·
∂σ+
∂s
ξ− := Tψ(u ◦ σ−) · ξ(σ−) ·
∂σ−
∂s
on the cylinders R± × S1. For the following we abbreviate the vector
field
ξ̂ = (ξ+, ξ−) : (R+ × S1)
∐
(R− × S1)→ R2n.
We recall that the complex structure j on Dx ∪ Dy does, by con-
struction, not depend on the parameters v and δ(a, v) = 1. The polar
coordinates are holomorphic and hence satisfy
Tσ± ◦ i = j ◦ Tσ±.
For the exponential map with respect to the Euclidean metric in R2n
we know from Proposition 2.51 that
⊕a expv(h) = expva(ha) = va + ha.
Now recalling that the section ∂J,j is defined by
∂J,j(u) =
1
2
[
Tu+ J(u) ◦ Tu ◦ j
]
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we apply the two complex anti-linear maps in the equation (4.16) to
the vector ∂
∂s
and finally obtain the desired local equations
(4.17)
Γ̂(va + ha, va) ◦ ⊕̂a(ξ̂) =
1
2
[
∂s(va + ha) + Ĵ(va + ha)∂t(va + ha)
]
⊖̂a(ξ̂) = 0
for the complex anti-linear section ξ, now represented by the pair of vec-
tor fields ξ̂ : (R+×S1)
∐
(R−×S1)→ R2n. Here Ĵ is the smooth almost
complex structure on R2n defined by Ĵ(y) = Tψ(ψ−1(y)) ◦ J(ψ−1(y)) ◦
(Tψ(ψ−1(y)))−1 at y ∈ R2n. In addition, Γ̂ : R2n × R2n → L(R2n,R2n)
is the local representation of the map Γ arising from the parallel trans-
port associated with a connection which preserves the almost complex
structure, and hence, for every (p, q), the linear map Γ(p, q) is invert-
ible. Therefore, the map Γ̂ is smooth and the matrices Γ̂(y, y′) are
invertible for every (y, y′).
By assumption, the map u : S → Q is smooth and satisfies u(x) =
u(y). Hence the pair (v+, v−) of maps are smooth and have vanishing
asymptotic constants as s→ ±∞ and belong to the sc-Hilbert space
H3,δ0(R+ × S1,R2n)⊕H3,δ0(R− × S1,R2n).
The pair of vector fields (h+, h−) along the curve (v+, v−) has matching
asymptotic constants and belongs to the sc-Hilbert space E of pairs
(h+, h−) of the form h± = c + r± for some constant c ∈ R2n, and the
pair (r+, r−) belongs to the above sc-Hilbert space.
In the following we let F be the sc-Hilbert space
F = H2,δ0(R+ × S1,R2n)⊕H2,δ0(R− × S1,R2n).
We introduce the smooth maps A,B : R2n⊕R2n → L(R2n,R2n) by
A(p, q) =
1
2
Γ̂(p, q)−1 and B(p, q) =
1
2
Γ̂(p, q)−1Ĵ(p).
Applying the inverse of the map Γ̂ to both sides of the first equation
in (4.17), we obtain
⊕̂a
(
ξ̂
)
= A(va + ha, va) ◦ ∂s(va + ha) +B(va + ha, va)∂t(va + ha)
]
⊖̂a
(
ξ̂
)
= 0.
Abbreviating
Â(p, q) =
[
A(p, q) 0
0 id
]
and B̂(p, q) =
[
B(p, q) 0
0 id
]
,
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the above equations for ξ̂ can be written in matrix form as
⊡̂a
(
ξ̂
)
= Â(va + ha, va) ·
[
∂s(va + ha)
0
]
+ B̂(va + ha, va) ·
[
∂t(va + ha)
0
]
= Â(va + ha, va) ◦ ⊡̂a ◦D
a
s (v + h) + B̂(va + ha, va) ◦ ⊡̂a ◦D
a
t (v + h)
where the maps Das and D
a
t are the maps introduced in Section 4.3 .
Consequently, the map B 1
2
⊕E → F , (a, h) 7→ ξ̂ where ξ̂ = (ξ+, ξ−) ∈ F
is given by
ξ̂ = ⊡̂
−1
a ◦Â(va+ha, va)◦⊡̂a◦D
a
s (v+h)+⊡̂
−1
a ◦B̂(va+ha, va)◦⊡̂a◦D
a
t (v+h).
Proposition 4.20. The map B 1
2
⊕E 7→ F , (a, h) 7→ ξ̂, introduced
above, is sc-smooth.
Proof. The translation map E → E, h 7→ v + h is sc-smooth.
Hence, by Proposition 4.11 and the chain rule, the maps B 1
2
⊕E → F ,
defined by
(a, h)→ Das (v + h) and (a, h)→ D
a
t (v + h),
are sc-smooth. In view of the chain rule, it suffices to show that the
maps B 1
2
⊕E ⊕ F → F , defined by
(a, h, g) 7→ ⊡̂
−1
a ◦ Â(va + ha, va) ◦ ⊡̂a(g)
and
(a, h, g) 7→ ⊡̂
−1
a ◦ B̂(va + ha, va) ◦ ⊡̂a(g),
are sc-smooth. We only consider the first map and derive the formula
for k = ⊡̂
−1
a ◦ Â(va + ha, va) ◦ ⊡̂a(g). In view of the definition of the
total hat-gluing ⊡̂a and of the matrix Â(va + ha, va),
⊕̂a(k) = A(va + ha)⊕̂a(g)
⊖̂a(k) = ⊖̂a(g)
if a 6= 0. If a = 0, then
k = (k+, k−) = (A(v+ + h+, v+)g+, A(v− + h−, v−)g−).
Solving the above equations for k = (k+, k−) ∈ F we obtain
k+(s, t) =
βa
γa
· A(va + ha) · ⊕̂a(g) +
βa − 1
γa
· ⊖̂a(g)
for s ≥ 0 and
k−(s− R, t− ϑ) =
1− βa
γa
· A(va + ha) · ⊕̂a(g) +
βa
γa
· ⊖̂a(g).
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for s ≤ R.
We recall that γa = β
2
a+(1−βa)
2 and βa(s) = β(s−R/2) with the
function β introduced in Section 2.4.
In view of the first statement in Proposition 4.12, the map B 1
2
⊕E⊕
F → H2,δ0(R+×S1,R2n), defined by (a, h, g) 7→ βa
γa
·A(va+ha) · ⊕̂a(g),
is sc-smooth. The map B 1
2
⊕ F → H2,δ0(R+ × S1,R2n), defined by
(a, g) 7→
βa − 1
γa
·⊖̂a(g)(s, t) =
(βa − 1)2
γa
g+(s, t)+
βa(βa − 1)
γa
g−(s−R, t−ϑ),
is sc-smooth in view of Proposition 2.8 in [27]. The same arguments
show that also the map (a, h, g) → k− is sc-smooth. Consequently,
the map B 1
2
⊕ E ⊕ F → F , (a, h, g) 7→ ⊡̂
−1
a ◦ Â(va + ha, va) ◦ ⊡̂a(g) is
sc-smooth. This finishes the proof of Proposition 4.20. 
Summing up, we have verified that the map f : O → F , (a, v, η) 7→
f(a, v, η), is sc-smooth. This finishes the proof of the sc-smoothness and
the regularization property of the Cauchy-Riemann section section ∂J
of the strong polyfold bundle p : W → Z. The proof of Proposition 4.7
is complete. 
4.5. The Filled Section, Proof of Proposition 4.8
Using the arguments of Section 4.4, we first verify that (locally) the
filled version f : O → F , (a, v, η) 7→ ξ = f(a, v, η) is sc-smooth. We
recall from (4.4) that the complex anti-linear filled section ξ is defined
as the unique solution of the two equations
(4.18)
Γ(⊕a expu(η),⊕a(u)) ◦ ⊕̂a(ξ) ◦ δ(a, v) = ∂J,j(a,v)(⊕a expu(η))
⊖̂a
(
ξ) ·
∂
∂s
= ∂0(⊖a(η)).
Proposition 4.21. The map f : O→ F , (a, v, η) 7→ ξ = f(a, v, η),
defined by the two equations (4.18), is sc-smooth.
Proof. Away from the nodal points, the proof of the sc-smoothness
of the map f is identical with the proof of the sc-smoothness in Propo-
sition 4.7. Near the nodes we go into the local coordinates as in Section
4.4 in which the equation (4.18) becomes
(4.19)
Γ̂(va + ha, va)⊕̂a(ξ̂) =
1
2
[
∂s(va + ha) + Ĵ(va + ha)∂t(va + ha)
]
⊖̂a
(
ξ̂) = ∂0(⊖a(h)).
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Here the vector field ξ̂ represents locally the filled complex anti-linear
section ξ. Moreover, va = ⊕a(v
+, v−) and ha = ⊕̂a(h
+, h−). The
operator ∂0 is defined by
∂0 = ∂s + Ĵ(0)∂t.
Using the decomposition F = (ker ⊕̂a)⊕ (ker ⊖̂a), we split ξ̂ = ξ1 + ξ2
where ξ1 ∈ ker ⊖̂a and ξ2 ∈ ker ⊕̂a. Then the vector field ξ1 solves the
equations
(4.20)
Γ̂(va + ha, va)⊕̂a(ξ1) =
1
2
[
∂s(va + ha) + Ĵ(va + ha)∂t(va + ha)
]
⊖̂a(ξ1) = 0.
These are the same equations as studied before, hence the map B 1
2
⊕
E → F , defined by (a, h) 7→ ξ1 is sc-smooth in view of Proposition
4.20. The vector field ξ2 solves the following equations
(4.21)
⊕̂a(ξ2) = 0
⊖̂a(ξ2) = ∂0(⊖a(h)).
Solving for ξ2 = (ξ
+, ξ−) one finds
(ξ2)
+(s, t) =
βa − 1
γa
∂0(ha)
(ξ2)
−(s− R, t− ϑ) =
βa
γa
∂0(ha).
Using the computations in Appendix 5.5, one obtains the formula
ξ2 = C
a
s (h) + Ĵ(0)C
a
t (h).
By Proposition 4.11 the maps Cas and C
a
t are sc-smooth, so that the
map (a, h) 7→ ξ2 is sc-smooth and the proof of Proposition 4.21 is
complete. 
Proposition 4.22. The map f : O → F defined by (4.18) is a
filled version of the Cauchy-Riemann section F = ∂J in the ep-groupoid
representation.
Proof. We already know that f is sc-smooth and it remains to
verify the three properties of a filling in Definition 2.40. If (a, v, η) ∈ O,
then ⊖a(η) = 0 and hence ⊖̂a(ξ) = 0 so that f(a, v, η) = F (a, v, η). In
order to verify the second property of a filler we assume that ⊖̂a(ξ) = 0.
It follows from (4.18) that ∂0(⊖a(η)) = 0 and hence ⊖a(η) = 0 in view
of Proposition 4.15, so that indeed (a, v, η) ∈ O.
4.5. THE FILLED SECTION, PROOF OF PROPOSITION 4.8 149
In order to verify the third property of a filler we abbreviate the
points in O by y = (a, v, η) and let y0 = (0, 0, 0). At the point y0,
the derivative of the retraction r is the identity map and consequently,
kerDr(y0) = {0}. Since ρ(y0) = π̂0 = id, we have ker ρ(y0) = {0}.
Therefore, the linearization of the map y 7→
[
id−ρ(r(y))
]
f(y) at the
point y0, restricted to kerDr(y0), defines trivially the isomorphims
{0} = kerDr(y0) → ker ρ(y0) = {0}. The proof of Proposition 4.22 is
complete. 
In order to complete the proof of Proposition 4.8, we define the sc+-
section s by its principal part s(a, v, η) = f(0, 0, 0) so that the section
h = f − s satisfies h(0, 0, 0) = 0. We shall now construct a strong bun-
dle isomorphism Φ having the property that the push-forward section
Φ∗(h) is an sc
0-contraction germ. The difficulty encountered comes
from the fact that although the map (a, v, η) 7→ f(a, v, η) is sc-smooth
and its linearizations Df(a, v, η) are bounded linear maps, the depen-
dence of these linear operators on the arguments (a, v, η) is not con-
tinuous in the operator norm. The following proposition will be very
helpful.
Proposition 4.23. The filled version O → F , (a, v, η) 7→ f(a, v, η)
has the following properties.
• At every smooth point (a, v, η) close to (0, 0, 0) the linearization
Df(a, v, η) ∈ L
(
(N ⊕ E ⊕ E),F
)
is an sc-Fredholm operator. Their Fredholm indices are all the
same, say equal to d.
• For every level m fixed and small (a, v), the map
η 7→ f(a, v, η), Em → Fm
is of class C1 in the Fre´chet sense.
• If K is a finite-dimensional sc-complemented linear subspace of
E , the following holds true. We consider a sequence (aj , vj , kj) ∈
O in which kj ∈ K converges in Em to some point (a0, v0, k0) ∈
O. If the sequence (hj) ⊂ Em is bounded on level m and satis-
fies
D3f(aj , vj , kj) · hj = yj + zj
where yj ∈ Fm satisfies yj → 0 in Fm and where (zj) ⊂ Fm+1
is a bounded sequence in Fm+1, then the sequence (hj) has a
subsequence which converges in Em.
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We should note that the points in the finite dimensional sc-complemented
subspace K above, are all smooth. We postpone the proof of Proposi-
tion 4.23 to the next section and use it next in the proof of Proposition
4.8.
We denote by K ⊂ E the kernel of the sc-Fredholm operator
D3f(0, 0, 0) : E → F .
In view of the definition of an sc-Fredholm operator, the finite dimen-
sional kernel K possesses an sc-complement X so that E = K⊕X . By
Y = D3f(0, 0, 0)X we denote the range of the operator and, again by
definition of an sc-Fredholm operator, there is an sc-complement C so
that F = Y ⊕ C. The projection P : F → F onto Y along C is an
sc-Fredholm operator whose index is equal to 0. We now consider the
family
(a, v, k) 7→ P ◦D3f(a, v, k)|X
of sc-Fredholm operators from X into Y , where k ∈ K. We empha-
size that these linear bounded operators do not depend as operators
continuously on the finite dimensional parameter (a, v, k), which we
abbreviate by
b ≡ (a, v, k) ∈ N ⊕ E ⊕K.
However, in view of Proposition 4.21, the map
(O ∩ (N ⊕ E ⊕K))⊕ E → F ,
defined by
(4.22) (b, h) 7→ D3f(b) · h,
is sc-smooth and raising the regularity index by 1, the map (4.22)
induces, in view of Proposition 2.2 in [27], the sc-smooth map[
(O ∩ (N ⊕E ⊕K))⊕ E
]1
→ F1.
Since K is finite dimensional, the left-hand side is equal to(
O ∩ (N ⊕E ⊕K)
)1
⊕ E1 =
(
O ∩ (N ⊕E ⊕K)
)
⊕ E1
and we conclude that the two maps(
O ∩ (N ⊕ E ⊕K)
)
⊕ E i → F i
defined by (4.22) are sc-smooth for i = 0 and i = 1.
We next claim that the operator P ◦ D3f(b)|X0 : X0 → Y0 has a
trivial kernel if b is close to 0. Indeed, otherwise there exist sequences
bj → 0 and (hj) ⊂ X0 ⊂ E0 satisfying |hj |E0 = 1 and P ◦D3f(bj)hj = 0.
In particular, D3f(bj)hj = zj is a bounded sequence on every level, and
we find by Proposition 4.23 a converging subsequence hj → h in E0.
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Passing to the limit, h satisfies P ◦D3f(0)h = 0. Consequently, h = 0
in contradiction to |h|E0 = 1 and hence proving the claim.
We have found an open neighborhood Ô of 0 ∈ N⊕E⊕K having the
property that for b ∈ Ô the sc-Fredholm operator P ◦D3f(b)|X : X →
Y is injective. It is, in addition, an sc-Fredholm operator of index 0. To
see this, we observe that Df(b)|X : X → F is the composition of the
sc-injection X → X⊕K whose Fredholm index is equal to − dimK and
Df(b) : E → F having, in view of Proposition 4.23, index d. Therefore,
the index of the composition is equal to − dimK+d. Using Proposition
4.23 once more, we obtain for the composition P ◦D3f(b)|X : X → Y
the index dimC − dimK + d = −d + d = 0 as claimed. We conclude
that the Fredholm operators
P ◦D3f(b)|X : X → Y
are all sc-isomorphisms if b is close to 0. Moreover, perhaps replacing
Ô by a smaller open neighborhood of 0, we claim that there exists, for
every level m ≥ 0, a constant cm > 0 such that
(4.23) |P ◦D3f(b)h|Fm ≥ cm · |h|Em
for all h ∈ Xm and for all b ∈ Ô.
In order to prove the estimate (4.23), we take an open neighborhood
Ô∗ of b = 0 having a compact closure in Ô. Arguing indirectly, we find a
levelm and sequences (hj) ⊂ X and (bj) ⊂ Ô∗ satisfying |hj|Em = 1 and
|P ◦D3f(bj)hj|Fm → 0. We may assume, going over to a subsequence
that bj → b0 ∈ Ô∗. We conclude from Proposition 4.23 the convergence
hj → h0 in Em of a subsequence, so that P ◦D3f(b)h0 = 0. In view of
the injectivity, h0 = 0, in contradiction to |h0|Em = 1 and hence proving
the estimates (4.23).
In view of our discussion so far, we can now apply the following
result from [27], Proposition 4.8.
Proposition 4.24. Assume that V is an open subset of a finite-
dimensional vector space H, and E and F are sc-Banach spaces and
consider a family v 7→ L(v) of linear operators parametrized by v ∈ V
such that L(v) : E → F are sc-isomorphisms having the following
properties.
(1) The map L̂ : V ⊕ E → F , defined by
L̂(v, h) := L(v)h,
is sc-smooth.
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(2) There exists for every m a constant Cm such that
|L(v)h|m ≥ Cm · |h|m
for all v ∈ V and all h ∈ Em.
Let us note that L(v) is not assumed to be continuously depending on
v as an operator. Since the map L(v) : E → F is an sc-isomorphism,
the equation
L(v)h = k
has for every pair (v, k) ∈ V ⊕ F a unique solution h denoted by
h = L(v)−1k =: f(v, k),
so that L̂(v, f(v, k)) = k. Then the map f : V ⊕ F → E defined above
is sc-smooth.
From Proposition 4.24 we deduce that the solution operator
(N ⊕ E ⊕K)⊕ Y → X, (a, v, k, y) 7→ x,
defined by x =
[
P ◦ D3f(a, v, k)
]−1
· y, is an sc-smooth map. We
shall use this fact in order to define a local strong bundle isomorphism
which transforms the section section f − s =: h into an sc0-contraction
form. Here s is an sc+-section. It is defined as the constant section
s(a, v, k) = f(0, 0, 0) for all (a, v, k) ∈ N ⊕E⊕K and is an sc+-section
because f(0, 0, 0) ∈ F∞. It then follows that h(0, 0, 0) = 0.
We first note that B = N ⊕ E ⊕ K is a finite-dimensional sc-
subspace and so isomorphic to Rn for a suitable n and we may assume
that B = Rn so that our sc-space becomes
N ⊕ E ⊕ E = (N ⊕ E ⊕K)⊕X = B ⊕X = Rn ⊕X.
Similarly, F = C ⊕ Y with Y = PF where C is a finite dimensional
sc- complement and we may assume C = RN , so that
F = RN ⊕ Y.
We now choose an open neighborhood O of the origin (0, 0) ∈ Rn ⊕X
having the property that (b, x) ∈ O implies b ∈ Ô∗, and define the
bundle map
Φ : O ⊳ (RN ⊕ Y )→ O ⊳ (RN ⊕X)
Φ((b, x), (c, y)) =
(
(b, x)
(
c,
[
P ◦D3f(b)
]−1
y
))
.
It is a strong bundle isomorphism in view of Proposition 4.24 and the
previous discussions. Recalling that f = s+ h for the constant section
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s(a, v, k) = f(0, 0, 0), the principal part of the push-forward section
k = Φ∗h is given by the following formula,
(4.24) k(b, x) =
(
(id−P )h(b, x),
[
P ◦D2h(b, 0)
]−1
Ph(b, x)
)
.
The map (4.24) is a germ of a map (near (0, 0))
Rn ⊕X → RN ⊕X.
If Q : RN ⊕X → X is the sc-projection onto X , we consider the map
Qk : Rn ⊕X → X , defined by
Qk(b, x) =
[
P ◦D2h(b, 0)
]−1
Ph(b, x),
and introduce the germ of a map H : Rn ⊕X → X as
H(b, x) := x−Qk(b, x).
Then H(0, 0) = 0, and we have to prove the following estimate. Given
a level m in X and ε > 0, then
(4.25) |H(b, x)−H(b, x′)|Xm ≤ ε · |x− x
′|Xm
for all |b|, |x|Xm and |x
′|Xm small enough. In order to prove this crucial
estimate, we make use of the following result, which will be verified in
the next section.
Proposition 4.25. For the filled version f : O → F defined on the
open neighborhood O of (0, 0, 0) ∈ N ⊕ E ⊕ E the following estimate
holds. If the level m ≥ 0 and the positive number λ are given, then∣∣[D3f(a, v, 0)−D3f(a, v, η)]h∣∣Fm ≤ λ · |h|Em
for all h ∈ Em and for (a, v, η) ∈ O small enough on level m.
Abbreviating b = (a, v, k) we deduce from Proposition 4.25 for x ∈
X small on level m and for b small and for all h ∈ Xm the estimate∣∣[D2f(b, x)−D2f(b, 0)]h∣∣Fm = |D3f(a, v, η)h−D3f(a, v, k)h|Fm
≤ |D3f(a, v, η)h−D3f(a, v, 0)h|Fm + |D3f(a, v, 0)h−D3f(a, v, k)h|Fm
≤ 2 · λ · |h|Xm .
154 4. THE NONLINEAR CAUCHY-RIEMANN OPERATOR
Since s is constant, the same estimate holds for the section h. Having
this estimate we compute, assuming that all data are small enough,
|H(b, x)−H(b, x′)|Xm
= |x− x′ +Qk(b, x′)−Qk(b, x)|Xm
=
∣∣∣[PD2h(b, 0)]−1{PD2h(b, 0)(x− x′)− [Ph(b, x)− Ph(b, x′)]}∣∣∣
Xm
≤ c−1m ·
∣∣PD2h(b, 0)(x− x′)− [Ph(b, x)− Ph(b, x′)]∣∣Fm
= c−1m ·
∣∣∣∣∫ 1
0
[
PD2h(b, 0)− PD2h(b, tx+ (1− t)x
′)
]
(x− x′) dt
∣∣∣∣
Fm
≤ c−1m · dm ·
∫ 1
0
∣∣[D2h(b, 0)−D2h(b, tx+ (1− t)x′)](x− x′)∣∣Fm dt
≤ c−1m · dm ·
∫ 1
0
2λ |x− x′|Xm dt
= 2c−1m · dm · λ · |x− x
′|Xm .
We have verified the desired estimate (4.25) and so have confirmed the
sc0-contraction germ property of the filled section f .
To sum up, we have studied the Cauchy-Riemann section ∂J in
local coordinates near a smooth point 0 and have constructed a filled
version f and an sc+-section s satisfying f(0) = s(0), and have found
a strong bundle isomorphism Φ such that the push-forward Φ∗(f − s)
is a germ belonging to the distinguished germs Cbasic. This proves that
∂J is a Fredholm germ at the point 0.
Apart from the proof of Proposition 4.23 and Proposition 4.25,
which will be carried out in the next section, the proof of Proposition
4.8 is complete.

We would like to summarize the previous discussion for further
references in the following proposition.
Proposition 4.26. Let U ⊂ E be an open neighborhood of 0 in the
sc-Banach space E and let f : U → F be an sc-smooth map into the
sc-Banach space F , which satisfies the following three conditions.
(1) At every smooth point x ∈ U , the linearisation Df(x) : E →
F is an sc-Fredholm operator. Its Fredholm index does not
depend on x.
(2) There is an sc-splitting E = B ⊕ X in which B is a finite-
dimensional subspace of E containing the kernel of Df(0), for
which the following holds for b ∈ B small enough. If (bj) ⊂ B
is a sequence converging to b ∈ B and if (ηj) ⊂ X a sequence
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bounded on level m and satisfying
Df(bj) · ηj = yj + zj
where yj → 0 in Fm and where the sequence (zj) is bounded in
Fm+1, then the sequence of (ηj) possesses a convergent subse-
quence in Xm.
(3) If m ≥ 0 and ε > 0 are given, then∣∣[D2f(b, 0)−D2f(b, x)]h∣∣Fm ≤ ε · ‖h‖Em
for all |b| and x small enough on level m.
Define the sc+-map s as the constant section s(b, x) = f(0, 0) ∈ F∞.
Then under the conditions (1)–(3), the map h = f − s is conjugated
near 0 to an sc0-contraction germ.
The proof follows along the same lines as above. The properties (1)
and (2) can be used to define the coordinate change Φ. The property
(3) then allows to carry out the desired estimate. Let us remark that
the conclusion is in fact true for every s which satisfies s(0, 0) = f(0, 0).
This follows from one of the results in [24] which is concerned with the
perturbation theory.
Remark 4.27. We would like to mention that there is a variation
of the whole scheme which will be important for compactness questions
in the context of operations in the SFT. Namely rather than assuming
that u0 is on the infinity level we just assume that it is on the level
zero. In that case we can still define a map f
f : O → F ,
on an open neighborhoodO of (0, 0, 0) inN⊕E⊕E . But in this case E is
simply a Banach space. However it still makes sense to distinguish two
levels on F , namely the 0− and the 1-level. The map f is continuous
and for fixed (a, v) the map η → f(a, v, η) is C1 (even C∞). We can
consider a bundle O⊳ F → O, where the base always has level 0, but the
fiber has two levels. So the bi-levels (0, 0) and (0, 1) are well-defined. It
makes sense to define continuous sc+-sections, namely sections which
map points in O continuously to F1. We can consider bundle maps
quite similarly to the strong bundle maps, but where we only require
them to be continuous and preserving this simple bi-level structure. If
we start with an arbitrary strong local bundle we have an underlying
structure consisting of the two bi-levels (0, 0) and (0, 1). Then it makes
sense to look for a continuous bundle isomorphism which conjugates f−
s, where s is a continuous sc+-section satisfying f(0, 0, 0) = s(0, 0, 0), to
a map which has the contraction germ property on level 0 (which is the
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only level which makes sense). This can be used to study compactness
questions near elements which are not on the infinity-level, because
the particular contraction type form allows to control the compactness
nearby.
4.6. Proofs of Proposition 4.23 and Proposition 4.25
This section is devoted to the proofs of Proposition 4.23 and Propo-
sition 4.25 concerning the filled version
f : O → F , (a, v, η) 7→ f(a, v, η),
where (a, v, η) ∈ O and O is an open neighborhood of (0, 0, 0) in N ⊕
E ⊕ E . The spaces E and F are introduced in Section 4.2. From
the formula for the derivative D3f(a, v, η) below in (4.29), it is evident
that the proofs can be localized and we shall prove the local versions of
the propositions and distinguish between the “classical case” and the
“nodal case”. The classical case deals with maps defined on parts of S
away from the nodal pairs, while the nodal case deals with maps near
the nodal points. Then the propositions follow from the local versions
by means of a finite partition of unity argument.
We should recall that, in general, the Fredholm section f is merely
sc-smooth and not smooth in the classical sense. This is due to the
occurrence of a finite dimensional space of “bad” coordinates, which
in our case are the coordinates (a, v). If one keeps (a, v) fixed, the
map η 7→ f(a, v, η) is classically smooth on every level. But in general,
the linear operator D3f(a, v, η) does not even depend continuously on
(a, v) in the operator norm, and the polyfold Fredholm property is a
consequence of a certain uniformity in the parameters (a, v).
We recall that the filled section map (a, v, η) 7→ f(a, v, η) = ξ is
defined as the unique solution of the equations
(4.26)
Γ(expua(⊕a(η)), ua) ◦ ⊕̂a(ξ) ◦ δ(a, v) = ∂¯J,j(a,v)(expua(⊕a(η)))
⊖̂a(ξ)·
∂
∂s
= ∂¯0(⊖a(η)).
Abbreviating Θ(q, p) := Γ−1(p, q) and τ(a, v) := δ(a, v)−1, the equa-
tions (4.26) take the form
(4.27)
⊕̂a(ξ) = Θ(ua, expua(⊕a(η))) ◦ ∂¯J,j(a,v)(expua(⊕a(η))) ◦ τ(a, v)
⊖̂a(ξ)·
∂
∂s
= ∂¯0(⊖a(η)).
In order to deal first with the classical case we consider only vari-
ations of η belonging to the space E# consisting of all vector fields η
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along u satisfying η(z) = 0 for all z contained in the union
D(−1) =
⋃
x∈|D|
Dx(−1)
of the concentric subdisks of the small disk structure as introduced in
Section 3.1. The restriction of f to the complement S \ D(−1) does
not depend on the gluing parameter a. Therefore, the filled section f
satisfies for η ∈ E# the identity
(4.28) f(a, v, η) = Θ(u, expu(η)) ◦ ∂¯J,j(v)(expu(η)) ◦ τ(v),
where τ(v) = δ(v)−1. Denoting by E## the space of vector fields η ∈ E
satisfying η(z) = 0 for all z ∈
⋃
x∈|D|Dx(−
1
2
), we deduce the following
result by means of the mean value theorem.
Proposition 4.25 (Classical Case). We fix a level m ≥ 0 and
λ > 0. Then
|D3f(a, v, η)h−D3f(a, v, 0)h|Fm ≤ λ · |h|Em .
for all h ∈ E##m and for (a, v, η) ∈ Om sufficiently close to (0, 0, 0) and
η ∈ E##m .
In order to deal with the classical case of Proposition 4.23 we again
consider the section f on the complement S \D(−1) where it is defined
by the formula (4.28). We fix a Hermitian connection ∇ for TQ→ Q,
where the fibers are equipped with the complex multiplication J , see
Appendix 5.3 for more details. Viewing f as a section of the trivial
bundle O ⊳ F → O we fix the trivial connection for the latter so that
∇(0,0,h)f(a, v, η) = D3f(a, v, η)h. Having fixed these connections we
obtain various other connections in standard ways, e.g. for the function
spaces of sections associated to TQ→ Q and certain Hom-bundles, see
[6]. We compute the covariant derivative with respect to the third
variable at the section η in the direction of the section h of the bundle
u∗TQ→ S and obtain from (4.28) the formula
D3f(a, v, η)h = (∇(T expu(η)h,0)Θ)[expu(η), u] ◦ ∂J,j(v)(expu(η)) ◦ τ(v)
+ Θ(expu(η), u) ◦ (∇h∂J,j(v))(expu(η)) ◦ τ(v)
= (∇(T expu(η)h,0)Θ)[expu(η), u] ◦ Γ(expu(η), u) ◦ f(a, v, η)
+ Θ(expu(η), u) ◦ (∇h∂J,j(v))(expu(η)) ◦ τ(v).
(4.29)
Note that Θ depends on two variables and we only differentiate with
respect to the first one. This explains the 0 in (T expu(η)h, 0) occurring
in (∇(T expu(η)h,0)Θ)[expu(η), u]. We now assume, as in the statement
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of Proposition 4.23, that the sequence (aj , vj, ηj) ⊂ O converges to
(a0, v0, η0) ∈ O, where ηj and η0 belong to the finite-dimensional sc-
complemented subspace K of E so that ηj → η0 in Ek for every level
k ≥ 0. In addition, we assume that the sequence (hj) ⊂ Em is bounded
and has the form
(4.30) D3f(aj , vj, ηj)hj = yj + zj ,
where yj ∈ Fm satisfies yj → 0 in Fm and where the sequence (zj) ∈
Fm+1 is bounded in Fm+1. In view of the formula (4.29) for the deriv-
ative D3f(a, v, η)h,
D3f(aj , vj , ηj)hj
= (∇(T expu(ηj )hj ,0)Θ)[expu(ηj), u] ◦ Γ(expu(ηj), u) ◦ f(aj , vj , ηj)
+ Θ(expu(ηj), u) ◦ (∇hj∂J,j(vj))(expu(ηj)) ◦ τ(vj).
(4.31)
Since (aj, vj) → (a0, v0) and ηj → η0 on every level of E and since
the map f(a, v, η) is sc-continuous, we conclude that f(aj , vj , ηj) →
f(a0, v0, η0) on every level of F . We recall that the space E# is a closed
subspace of E consisting of all η vanishing on D(−1). Similarly, we
define the space F# consisting of all elements h ∈ F which vanish on
the set D(−1). The sequence of linear operators
Lj : E
# → F#,
defined by
h 7→ (∇(T expu(ηj)h,u)Θ)[expu(ηj), u] ◦ Γ(expu(ηj), u) ◦ f(aj , vj , ηj),
consists of sc+-operators. The sequence converges on every level, as
operators from E# to
(
F#
)1
, to the sc+-operator
h 7→ (∇(T expu(η0)h,0)Θ)[expu(η0), u] ◦ Γ(expu(η0), u) ◦ f(a0, v0, η0).
The boundedness of the sequence (hj) in Em implies that the sequence
(Lj(hj)) is bounded on the level m + 1 in F
#. Hence, introducing
z∗j = zj − Lj(hj) and using (4.30) and (4.31), we see that
Θ(expu(ηj), u) ◦ (∇hj∂J,j(vj))(expu(ηj)) ◦ τ(vj) = yj + z
∗
j
where yj → 0 inHm+3 on S\D(−1) and where z∗j is a bounded sequence
in Hm+4 on S \D(−1). We write the above identity as
(4.32) (∇hj∂J,j(vj))(expu(ηj)) = Γ(expu(ηj), u)(yj + z
∗
j ) ◦ δ(vj)
where Γ(expu(ηj), u) = Θ(expu(ηj), u)
−1 and δ(v) = τ(v)−1.
Now we focus on a neighborhood of the point z0 in S\D(−1). We fix
an open disk-like neighborhood D around z0 whose boundary is smooth
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and whose closure does not intersect D(−1). We may assume that the
disk D is so small that the images expu(ηj)(D) for j large are contained
in the image of a chart ψ : U(u(z0)) ⊂ Q→ R
2n around u(z0) mapping
u(z0) to 0. In abuse of the notation, we denote by hj(z) the map
Tψ(expu(ηj)(z))hj(z). Similarly, by yj(z) : TzS → R
2n and z∗j : TzS →
R2n we denote the maps Tψ◦expu(ηj)(z)Γ(expu(ηj), u)yj ◦δ(vj)(z) and
Tψ(expu(ηj)(z)Γ(expu(ηj), u)z
∗
j ◦δ(vj)(z). Then, in view of the formula
(5.33) in the Appendix 5.3 , the equation (4.32) can be written in our
local coordinates on Q as
(4.33) Dhj(z) + Jj(z) ◦Dhj(z) ◦ j(vj) + Aj(z)(hj(z), ·) = yj + z
∗
j .
We choose a smooth family v 7→ ϕv of biholomorphic maps ϕv :
(D, i) → (D, j(v)) defined on the standard closed disk D and map-
ping 0 to z0. The family ϕv is defined for v ∈ V close to 0. Taking
the composition ej = hj ◦ ϕvj : D → R
2n and evaluating both sides of
(4.33) at the vectors Tϕvj(∂s), we obtain the identity
∂sej + Jj(ϕvj )∂tej + Aj(ϕvj )(ej , Tϕvj(∂s)) = y
∗∗
j + z
∗∗
j
in which the sequences (y∗∗j ) and (z
∗∗
j ) have the following properties.
The sequence (y∗∗j ) converges to 0 in H
m+2(D) and the sequence (z∗∗j )
is bounded in Hm+3(D). Abbreviating
J˜j = Jj(ϕvj ) and A˜j = Aj(ϕvj )(·, Tϕvj(∂s)),
the above identity takes the form
∂sej + J˜j∂tej + A˜jej = y
∗∗
j + z
∗∗
j .
The sequence (J˜j) is a sequence of smooth maps D → L(R2n) asso-
ciating to a point z ∈ D the complex multiplication J˜j(z) on R
2n.
The sequence converges in C∞ to the smooth map z → J˜(z) where
J˜(z) is a complex multiplication on R2n. The sequence (A˜j) is a se-
quence of smooth maps Aj : D → L(R
2n) which converges to the map
A : D → L(R2n). Moreover, since the sequence (hj) is bounded on level
m, the sequence (ej) is bounded in H
m+3(D,R2n). The sequences (ej),
(y∗∗j ), and (z
∗∗
j ) meet the assumptions of the following lemma proved
as Proposition 5.4 in the Appendix.
Lemma 4.28. We assume that (ej) is a bounded sequence inH
m+3(D,R2n)
satisfying
∂sej + J˜j∂tej + A˜jej = y
∗∗
j + z
∗∗
j
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where (y∗∗j ) is a sequence in H
m+2(D,R2n) converging to 0, and where
(z∗∗j ) is a bounded sequence in H
m+3(D,R2n). Then every ej decom-
poses as ej = e
1
j + e
2
j such that e
1
j → 0 in H
m+3(D) and such that the
sequence (e2j) is bounded in H
4+m(Dε), for every ε ∈ (0, 1).
Here Dε ⊂ D denotes the subdisk Dε = {z ∈ D| |z| ≤ 1 − ε} for
0 < ε < 1. In view of the above considerations and applying a finite
covering argument we obtain the following result.
Proposition 4.23 (Classical Case). LetK be a finite-dimensional
sc-complemented linear subspace of E and let (a0, v0, k0) ∈ O with
k0 ∈ K. We consider a sequence (aj , vj, kj) ∈ O in which kj ∈ K,
converging to (a0, v0, k0), and a bounded sequence (hj) ∈ Em satisfying
D3f(aj , vj , kj)hj = yj + zj
where (yj) ⊂ Fm converges to 0 and where the sequence (zj) is bounded
in Fm+1.
Then there exists a subsequence of (hj) having the property that
the sequence (hj |(S \D(−1/2)) of restrictions converges in Em.
Next we shall consider the nodal part of Proposition 4.25.
Proposition 4.25 (Nodal Case). Let {x, y} ∈ D be a nodal pair
and let m ≥ 0 and ε > 0. Then
|D3f(a, v, η)h−D3f(a, v, 0)h|Fm ≤ ε · |h|Em
for all h ∈ Em having their support in Dx ∪ Dy and for (a, v, η) ∈ Om
sufficiently close to (0, 0, 0) on the level m.
Proof. We work in local coordinates near the nodal pair {x, y}.
We start with the defining equation (4.26) and focus on the subset
Dx ∪Dy of S. On this set the complex structure j does not depend on
v. Hence
(4.34)
Γ(expua(⊕a(η)), ua) ◦ ⊕̂a(ξ) = ∂J,j(expua(⊕a(η)))
⊖̂a(ξ) ·
∂
∂s
= ∂0(⊖a(η)).
Here j denotes the standard structure on Za for the various a, i.e.
j = j(a). We are going to use the definitions of the gluing constructions
and pass to local coordinates near the nodal pair {x, y}. We take the
holomorphic polar coordinates σ+ : R+×S1 → Dx and σ
− : R+×S1 →
Dy belonging to the small disk structure and satisfying σ
+(s, t) → x
and σ−(s′, t′) → y as s → ∞ and s′ → −∞. Moreover, we take
a chart ψ : U ⊂ Q → R2n around the image of the nodes u(x) =
u(y) ∈ Q satisfying ψ(u(x)) = ψ(u(y)) = 0. The map u : S → Q is
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represented on the set Dx ∪ Dy by the pair (u+, u−) of smooth maps
u±(s, t) = ψ ◦ u ◦ σ±(s, t) : R± × S1 → R2n. The vector field η along
the map u is represented by the pair h = (h+, h−) of vector fields
h±(s, t) = Tψ(u ◦ σ±(s, t)) ◦ η ◦ σ±(s, t) along the curves u± in R2n.
The section
(a, v, η) 7→ f(a, v, η)
on Dx ∪Dy is represented in local coordinates by the pair of vectors
ξ̂ = (ξ+, ξ−) = (f+(a, v, h), f−(a, v, h))
defined by
f+(a, v, h)(s, t) = Tψ(u ◦ σ+(s, t)) ◦ f(a, v, η)(σ+(s, t)) · [∂sσ
+(s, t)]
f−(a, v, h)(s′, t′) = Tψ(u ◦ σ−(s′, t′)) ◦ f(a, v, η)(σ−(s′, t′)) · [∂sσ
−(s′, t′)]
for (s, t) ∈ R+ × S1 and (s′, t′) ∈ R− × S1. Abusing the notation we
shall write u = (u+, u−) and we shall use the following abbreviations
for the glued curves and the glued vector fields
ua = ⊕a(u) = ⊕a(u
+, u−) and ha = ⊕̂a(h) = ⊕̂a(h
+, h−).
We recall from Proposition 2.51 the formula
⊕a expu(h) = expua(ha) = ua + ha
for the exponential map with respect to the Euclidean metric in R2n.
Hence the equation (4.34) on Dx ∪Dy becomes
(4.35)
Γ̂(ua + ha, ua) ◦ ⊕̂a(ξ̂) =
1
2
[
∂s(ua + ha) + Ĵ(ua + ha)∂t(ua + ha)
]
⊖̂a(ξ̂) = ∂¯0
(
⊖a(h)
)
.
We introduce two maps A,B : R2n ⊕ R2n → L(R2n,R2n) by
A(p, q) =
1
2
Γ̂(p, q)−1 and B(p, q) =
1
2
Γ̂(p, q)−1Ĵ(p).
Applying the inverse of Γ̂ to both sides of (4.35) we obtain
(4.36)
⊕̂a(ξ̂) = A(ua + ha, ua)∂s(ua + ha) +B(ua + ha, ua)∂t(ua + ha)
⊖̂
0
a(ξ̂) = ∂¯0 ⊖
0
a (h).
We decompose the vector field ξ̂ into the sum of two vector fields
ξ̂ = (ξ+, ξ−) = ξ1 + ξ2
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where the pair ξ1 = (ξ
+
1 , ξ
−
1 ) satisfies ⊖̂a(ξ1) = 0 and the pair ξ2 =
(ξ+2 , ξ
−
2 ) satisfies ⊕̂a(ξ2) = 0. In view of ⊕̂a(ξ̂) = ⊕̂a(ξ1) and ⊖̂a(ξ1) = 0
and (4.36), the pair ξ1 solves the equations
⊕̂a(ξ1) = A(ua + ha, ua)∂s(ua + ha) +B(ua + ha, ua)∂t(ua + ha)
⊖̂a(ξ1) = 0.
Introducing the matrices
Â(p, q) =
[
A(p, q) 0
0 id
]
and B̂(p, q) =
[
B(p, q) 0
0 id
]
,
and recalling the total hat gluing map ⊡̂a = (⊕̂a, ⊖̂a) and the maps
Das , D
a
s from Section 4.3, the above equations can be written as
⊡̂a(ξ1) =
(
A(ua + ha, ua)∂s(ua + ha), 0
)
+
(
B(ua + ha, ua)∂t(ua + ha), 0
)
= Â(ua + ha, ua)
[
∂s(ua + ha)
0
]
+ B̂(ua + ha, ua)
[
∂t(ua + ha)
0
]
= Â(ua + ha, ua) · ⊡̂a ◦D
a
s (u+ h) + B̂(ua + ha, ua) · ⊡̂a ◦D
a
t (u+ h).
Abbreviating
L(a, v, h) := (⊡̂a)
−1Â(ua+ha, ua)·⊡̂a and M(a, v, h) := (⊡̂a)
−1B̂(ua+ha)·⊡̂a,
the solution ξ1 is equal to
ξ1 = L(a, v, h) ◦D
a
s (u+ h) +M(a, v, h) ◦D
a
t (u+ h).
We already know that, for fixed (a, v), the map
h 7→ ξ1(a, v, h)
is of class C1. Its derivative with respect to h in the direction k is given
by
D3ξ1(a, v, h)k =
[(
D3L(a, v, h)k
)
◦Das (u+ h) + L(a, v, h) ◦D
a
s (k)
]
+
[(
D3M(a, v, h)k
)
◦Dat (u+ h) +M(a, v, h) ◦D
a
t (k)
]
= I(a, v, h, k) + II(a, v, h, k).
We claim that given ε > 0,
|D3ξ1(a, v, h)k −D3ξ1(a, v, 0)k|Fm ≤ ε |k|Em
for all k ∈ Em and for h ∈ Em sufficiently close to 0. In order to prove
this estimate we shall show that
|I(a, v, h, k)− I(a, v, 0, k)|Fm ≤ ε |k|Em
|II(a, v, h, k)− II(a, v, 0, k)|Fm ≤ ε |k|Em
for all k ∈ Em if h ∈ Em is sufficiently close to 0. We only prove the
first estimate involving I(a, v, h, k) since the same arguments apply to
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the term II(a, v, h, k). The difference I(a, v, h, k)−I(a, v, 0, k) consists
of two summands,
I(a, v, h, k)− I(a, v, 0, k)
=
[(
D3L(a, v, h)k
)
◦Das (u+ h)−
(
D3L(a, v, 0)k
)
◦Das (u)
]
+
[
L(a, v, h) ◦Das (k)− L(a, v, 0) ◦D
a
s (k)
]
and we estimate each of the terms.
We take δ > 0. It plays the role of ε in the statement (3) of Propo-
sition 4.12. Then, using Proposition 4.11 and statements (2) and (3)
of Proposition 4.12, the first summand of the difference I(a, v, h, k)−
I(a, v, 0, k) can be estimated as∣∣(D3L(a, v, h)k) ◦Das (u+ h)− (D3L(a, v, 0)k) ◦Das (u)∣∣Fm
≤
∣∣[(D3L(a, v, h)−D3L(a, v, 0))k] ◦Das (u+ h)∣∣Fm
+
∣∣(D3L(a, v, 0)k) ◦Das (h)∣∣Fm
≤ Cm |k|Em ·
[
δ |u|Em + δ |h|Em + |h|Em
](4.37)
for all k ∈ Em and h sufficiently small with a constant Cm inde-
pendent of (a, v). That the estimate of the second term is indepen-
dent of a follows from the sc-smoothness of the map (a, v, h, k, η) →
[D3L(a, v, h)k] · η in statement (2) of Proposition 4.12.
The second term of I(a, v, h, k) − I(a, v, 0, k) is estimated by the
Propositions 4.11 and 4.12 as∣∣[L(a, v, h)− L(a, v, 0)] ◦Das (k)∣∣Fm ≤ δ · Cm · |k|Em
if h is sufficiently close to 0 in Em. Consequently, if ε > 0 is given, we
can choose δ sufficiently small and h sufficiently close to 0 in Em such
that
|I(a, v, h, k)− I(a, v, 0, k)|Em ≤ ε |k|Em
for all k ∈ Em. The estimate for the term II is the same. Together
the estimates imply that, given ε > 0, then
(4.38) |D3ξ1(a, v, h)k −D3ξ1(a, v, 0)k|Fm ≤ ε |k|Em
for all k ∈ Em and for (a, v, h) ∈ Om sufficiently close to (0, 0, 0) on
the level m.
We next consider the map h 7→ ξ2(a, v, h). Recall that ξ2 is a
solution of the equations
(4.39)
⊕̂a(ξ2) = 0
⊖̂a(ξ2) =
1
2
(
∂s ⊖a (h) + J0∂t ⊖a (h)
)
.
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Linearizing the map h 7→ ξ2(a, v, h) at h in the direction of k we find
⊕̂a(D3ξ2(a, v, h)k) = 0
⊖̂a(D3ξ2(a, v, h)k) =
1
2
(
∂s ⊖a (k) + J0∂t ⊖a (k)
)
.
Observing that D3ξ2(a, v, 0)k is also a solution of the two equations,
we conclude from Theorem 2.50 that
D3ξ2(a, v, h) = D3ξ2(a, v, 0).
In view of (4.38) and D3f(a, v, h) = D3ξ1(a, v, h) + D3ξ2(a, v, h), we
finally obtain, for given ε > 0, the estimate
|D3f(a, v, h)k −Df(a, v, 0)k|Fm ≤ ε |k|Em
for all k ∈ Em and for (a, v, h) close to (a, v, 0). This proves the desired
estimate in Proposition 4.25 (Nodal Case). 
Finally, we shall prove the nodal case of Proposition 4.23.
Proposition 4.23 (Nodal Case). Let K be a finite-dimensional
sc-complemented linear subspace in E and let (a0, v0, η0) ∈ O in which
η0 ∈ K. Fix the level m ≥ 0 and consider a sequence (aj, vj , ηj) in
O such that ηj ∈ K and (aj , vj, ηj) → (a0, v0, η0). Then the following
holds. If (η̂j) is a bounded sequence in Em satisfying
D3f(aj , vj, ηj)η̂j = yj + zj ,
where yj → 0 in Fm and (zj) is bounded in Fm+1, then there exists a
subsequence of (η̂j) such that the sequence
(
η̂j |D(−
1
2
)
)
of restrictions
converges in Em.
Proof. It suffices to study the problem near the nodal pairs. We
fix the nodal pair {x, y} ∈ D and work in local coordinates on Dx∪Dy
where Dx and Dy are disks of the small disk structure. As in the
previous proposition we choose the holomorphic polar coordinates σ+ :
R+ × S1 → Dx and σ− : R+ × S1 → Dy satisfying σ+(s, t) → x
and σ−(s′, t′) → y as s → ∞ and s′ → −∞, and we take a chart
ψ : U ⊂ Q→ R2n around the image of the nodes u(x) = u(y) satisfying
ψ(u(x)) = ψ(u(y)) = 0. The smooth map u : S → Q is represented
on the set Dx ∪ Dy by the pair (u+, u−) of smooth maps u±(s, t) =
ψ ◦ u ◦ σ±(s, t) : R± × S1 → R2n and the vector field η along the map
u is represented by the pair h = (h+, h−) of vector fields h±(s, t) =
Tψ(u ◦ σ±(s, t)) ◦ η ◦ σ±(s, t) along the maps u±. The section
(a, v, η) 7→ f(a, v, η)
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on Dx ∪Dy is represented in local coordinates by the pair of vectors
f̂(a, v, h) = (f+(a, v, h), f−(a, v, h))
defined by
f+(a, v, h)(s, t) = Tψ(u ◦ σ+(s, t)) ◦ f(a, v, η)(σ+(s, t)) · [∂sσ
+(s, t)]
f−(a, v, h)(s′, t′) = Tψ(u ◦ σ−(s′, t′)) ◦ f(a, v, η)(σ−(s′, t′)) · [∂sσ
−(s′, t′)]
for (s, t) ∈ R+× S1 and (s′, t′) ∈ R−× S1. Since j does not depend on
the parameter v on Dx ∪Dy, the section f(a, v, η) and hence the maps
f±(a, v, η) are independent of the parameter v on Dx ∪ Dy. Abusing
the notation we write u = (u+, u−) and abbreviating the glued map
and the glued vector fields by
ua = ⊕a(u) = ⊕a(u
+, u−) and ha = ⊕̂a(h) = ⊕̂a(h
+, h−),
and introducing ξ± = f±(a, v, h), the vector field ξ̂ = (ξ+, ξ−) is a
solution of the equations
(4.40)
⊕̂a(ξ̂) = Θ(ua + ha, ua)
[
∂s(ua + ha) + Ĵ(ua + ha)∂t(ua + ha)
]
⊖̂a(ξ̂) = ∂¯0
(
⊖a(h)).
By our assumptions, we are given a sequence (aj , vj, ηj) in O con-
verging to (a0, v0, η0) and such that ηj belongs to a finite-dimensional
sc-complemented vector space K of E . In addition, there is a bounded
sequence (η̂j) in Em satisfying
D3f(aj , vj, ηj)η̂j = yj + zj ,
where yj → 0 in Fm and the sequence (zj) is bounded in Fm+1. In our
local coordinates on Dx∪Dy, the vector fields ηj and η0 are represented
by pairs of smooth maps hj = (h
+
j , h
−
j ) and h0 = (h
+
0 , h
−
0 ) belonging to
a finite-dimensional sc-complemented space K of the sc-Hilbert space
F . We observe that hj → h0 in Ek for every level k ≥ 0. The elements
yj and zj are in our local coordinates and in abuse of the notation
represented by the pairs yj = (y
+
j , y
−
j ) ∈ Fm and zj = (z
+
j , z
−
j ) ∈ Fm+1.
Then, denoting by kj ∈ Em the local representatives of η̂j on Dx ∪Dy,
we have
(4.41) D3f̂(aj , vj, hj)kj = yj + zj .
By assumption, the sequence (kj) is bounded in Em, the sequence (yj)
converges to 0 in Fm and (zj) is bounded in Fm+1.
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We linearize the equations (4.40) with respect to the variable h and
obtain
⊕̂aj (D3f̂(aj , vj, hj)kj)
=
[
D1Θ(uaj + haj , uaj)kaj
]
·
[
∂s(uaj + haj ) + Ĵ(uaj + haj )∂t(uaj + haj )
]
+Θ(uaj + haj , uaj) ·
[
DĴ(uaj + haj ) · kaj
]
· ∂t(uaj + haj )
]
+Θ(uaj + haj , uaj) ·
[
∂skaj + Ĵ(uaj + haj )∂tkaj
]
(4.42)
and
(4.43) ⊖̂aj
(
D3f̂(aj, vj , haj )kj
)
= ∂0
(
⊖aj (kj)
)
.
In the equation (4.42) we have used the abbreviation kaj = ⊕aj (kj).
Abbreviating by Aj , Bj and Cj the three terms on the right-hand side
of (4.42), we have
(4.44) ⊕̂aj (D3f̂(aj , vj, hj)kj) = Aj +Bj + Cj.
Recalling the identity (4.40),
Γ̂(uaj+haj , uaj )·
[
⊕̂aj f̂(aj , vj, hj)
]
=
1
2
[
∂s(uaj+haj )+Ĵ(uaj+haj )∂t(uaj+haj )
]
,
the term Aj can be written as
(4.45)
Aj =
[
D1Θ(uaj + haj , uaj)kaj
]
· Γ̂(uaj + haj , uaj ) ·
[
⊕̂aj f(aj , vj, hj)
]
.
By our assumption,
(4.46) D3f̂(aj , vj, hj)kj = yj + zj ,
where (yj) is a sequence converging to 0 in Fm and (zj) is a bounded
sequence in Fm+1. We decompose yj and zj as
yj = y1,j + y2,j and zj = z1,j + z2,j
according to the splitting ker ⊖̂aj ⊕ ker ⊕̂aj . Since ⊕̂aj (yj) = ⊕̂aj (y1,j)
and ⊖̂aj (y1,j) = 0, we observe, using Proposition 4.13 and the definition
of the Ĝam-norm, that
Cm |yj|Fm ≥
∣∣(⊕̂aj (yj), ⊖̂aj (yj))∣∣Ĝajm ≥ ∣∣(⊕̂aj (yj), 0)∣∣Ĝajm ≥ 1Cm |y1,j|Fm .
We conclude, in particular, that the sequence (y1,j) converges to 0 in
Fm. Since y2,j = yj − y1,j, also the sequence (y2,j) converges to 0 in
Fm. Similar arguments applied to the sequence (z1,j) show that the
sequences (z1,j) and (z2,j) are bounded in Fm+1.
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Since ⊕̂aj (yj + zj) = ⊕̂aj (y1,j + z1,j) and ⊖̂aj (y1,j + z1,j) = 0, the maps
y1,j + z1,j are, in view of (4.42), the solutions of the equations
(4.47)
⊕̂aj (y1,j + z1,j) = Aj +Bj + Cj
⊖̂aj (y1,j + z1,j) = 0.
Using the total hat-gluing map ⊡̂aj = (⊕̂aj , ⊖̂aj ), the above two equa-
tion can be written as
(4.48) ⊡̂aj (y1,j + z1,j) =
(
Aj +Bj + Cj, 0
)
Similarly, since ⊕̂aj (y2,j + z2,j) = 0 and ⊖̂aj (yj + zj) = ⊕̂aj (y2,j + z2,j),
the maps y2,j+z2,j solve, in view of (4.43), the following two equations
(4.49)
⊕̂aj (y2,j + z2,j) = 0
⊖̂aj (y2,j + z2,j) = ∂0(⊖aj (kj))
which can be written, using the total hat-gluing map ⊡̂aj , as
(4.50) ⊡̂aj (y2,j + z2,j) =
(
0, ∂0(⊖aj (kj))
)
.
By Proposition 2.50 the total hat gluing map ⊡̂aj is an sc-isomorphism,
so that (4.48) implies
(4.51) y1,j + z1,j =
(
⊡̂aj
)−1
(Aj , 0) +
(
⊡̂aj
)−1
(Bj , 0) +
(
⊡̂aj
)−1
(Cj, 0).
We consider each of the sequences on the right-hand side separately
and start with (⊡̂aj
)−1
(Aj, 0). Abbreviating
A(uaj , haj , kaj ) =
[
D1Θ(uaj + haj , uaj)kaj
]
· Γ̂(uaj + haj , uaj ),
the maps Aj can be written, in view of (4.45), as
Aj = A(uaj , haj , kaj) ·
[
⊕̂aj f̂(aj , vj, hj)
]
.
In view of our assumption, the sequence (hj) belongs to the finite di-
mensional sc-complemeted subspace K of E and converges to h0 ∈ K.
Hence (hj) converges to h0 in every space Ek, k ≥ 0, and in particular,
in the space Em+1. Consequently, the sequence
(
f̂(aj , vj , hj)
)
converges
to f̂(a0, v0, h0) in Fm+1. We conclude, applying Proposition 4.12 , that
the sequence
(
(⊡̂aj )
−1(Aj , 0)
)
is bounded in Fm+1.
Next we consider the sequence
(
(⊡̂aj )
−1(Bj, 0)
)
. We recall that Bj is
defined by
Bj = Θ(uaj + haj , uaj) ·
[
DĴ(uaj + haj ) · kaj
]
· ∂t(uaj + haj )
]
.
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We rewrite the sequence (Bj, 0) using the map B 1
2
⊕E → F , introduced
in Section 4.3, and defined by (a, h) 7→ Dat (h). Introducing the matrix
Â(uaj + haj , kaj ) =
[
Θ(uaj + haj , uaj ) ·
[
DĴ(uaj + haj ) · kaj
]
0
0 id
]
,
the sequence (Bj, 0) can be written as
(Bj , 0) = Â(uaj + haj , kaj ) ◦ ⊡̂aj ◦D
aj
t (u+ hj)
so that
(⊡̂aj )
−1(Bj , 0) = (⊡̂aj )
−1 ◦ Â(uaj + haj , kaj) ◦ ⊡̂aj ◦D
aj
t (u+ hj).
By Proposition 4.11, the map (a, h) 7→ Dat (h) from B 1
2
⊕ E to F is
sc-smooth. In view of the convergence u + hj → u + h0 in Ek for
every level k, the sequence
(
D
aj
t (u + hj)
)
converges to Da0t (u + h0)
in Fm+1. Applying Proposition 4.13, we conclude that the sequence
(⊡̂aj )
−1(Bj , 0) is bounded in Fm+1. Summing up, we have shown that
the sequences (⊡̂aj )
−1(Aj , 0) and (⊡̂aj )
−1(Bj, 0) are bounded in Fm+1.
Thus, abbreviating
ẑ1,j := z1,j − (⊡̂aj )
−1(Aj , 0)− (⊡̂aj )
−1(Bj , 0)
the sequence ẑ1,j is bounded in Fm+1 and, in view of (4.51),
y1,j + ẑ1,j =
(
⊡̂aj
)−1
(Cj , 0).
The above equation can be written as
(4.52)
⊕̂ajy1,j + ⊕̂aj ẑ1,j = Cj
⊖̂ajy1,j + ⊖̂aj ẑ1,j = 0.
We recall the equations (4.49),
(4.53)
⊕̂ajy2,j + ⊕̂ajz2,j = 0
⊖̂ajy2,j + ⊖̂ajz2,j = ∂0(⊖aj (kj)).
Abbreviating z′j = ẑ1,j + z2,j and recalling that yj = y1,j + y2,j, we
obtain after adding the corresponding rows of (4.52) and (4.53),
(4.54)
Cj = ⊕̂ajyj + ⊕̂ajz
′
j
∂0(⊖aj (kj)) = ⊖̂ajyj + ⊖̂ajz
′
j .
Since
Cj = Θ(uaj + haj , uaj ) ·
[
∂skaj + Ĵ(uaj + haj )∂tkaj
]
and
Θ(uaj + haj , uaj ) =
1
2
Γ̂(uaj + haj , uaj)
−1,
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the first equation in (4.54) can be written as
Γ̂(uaj + haj , uaj ) ·
(
⊕̂ajyj + ⊕̂ajz
′
j
)
=
1
2
[
∂skaj + Ĵ(uaj + haj )∂tkaj
]
.
The left-hand side can be written as
Γ̂(uaj + haj , uaj) ·
(
⊕̂ajyj + ⊕̂ajz
′
j
)
= ⊕̂ajζj + ⊕̂ajζ
′
j,
where the sequence (ζj) converges to 0 in Fm, and the sequence (ζ
′
j) is
bounded in Fm+1. Consequently, the equations (4.54) become
1
2
[
∂s ⊕aj (kj) + Ĵ(uaj + haj )∂t ⊕aj (kj)
]
= ⊕̂ajζj + ⊕̂ajζ
′
j
∂0(⊖aj (kj)) = ⊖̂ajyj + ⊖̂ajzj .
Now we can apply Proposition 5.5 from Appendix 5.4 to deduce that
if χ+ and χ− are cut-off functions near the boundary, the sequence
((χ+k+j , χ
−k−j )) has a convergent subsequence in Em. The proof of
Proposition 4.23(nodal case) is complete. 
Adding up the classical cases and the nodal cases of the present sec-
tion by means of a finite partition of unity on S, the proof of Proposition
4.25 and the proof of the last statement in Proposition 4.23 follow.
It remains to prove the first two statements of Proposition 4.23. If
we keep (a, v) fixed, the classical linearisation with respect to η defines,
as is well known, a linear Cauchy-Riemann type operator on a domain
with cylindrical ends. These operators have been used and studied by
A. Floer in his seminal papers, see e.g. [9]. The weights are in the
spectral gaps and the associated operator is Fredholm on every level
in the classical sense and the Fredholm indices are independent of the
smooth (a, v, η). These operators are in particular sc-Fredholm. If we
take the full sc-linearisation, the real Fredholm index increases by the
real dimension of the parameter space containing (a, v). This proves
that the Fredholm index of Df(a, v, η) is independent of the choice
of (a, v, η), where η is assumed to be smooth. The second statement
about the C1-character of the map η → f(a, v, η) for fixed parameter
(a, v) follows from the classical results in [6]. In fact, with (a, v) fixed,
we are dealing with a nonlinear differential operator on a fixed domain.
The proof of Proposition 4.25 and Proposition 4.23 are complete. 

CHAPTER 5
Appendices
In the following we shall provide the proofs of the results used
earlier. The Appendices 5.10 and 5.11 are devoted to the orientation
of sc-Fredholm sections.
5.1. Proof of Theorem 2.56
The crucial point of the theorem is the sc-smoothness at the points
where a = 0. Hence we assume that the parameters (a, v) are close to
(0, v0). Since φa,v is a core smooth family of holomorphic embeddings,
the implicit function theorem implies that he preimages of the two
boundary circles of the finite cylinders Z ′b(a,v)(−H) under the maps
φa,v are smoothly varying curves in Za(−h) with respect to the natural
coordinates on Za. Here the left curves vary smoothly for the (s, t)-
coordinates and the right curves for the (s′, t′)-coordinates.
We find, assuming that (a, v) is close to (0, v0), a constant h0 such
that these circles do not intersect Za(−h − h0). Then we construct
a new family of diffeomorphisms ψa,v : Za → Z ′b(a,v)(−H) which is
core-smooth and satisfying
ψa,v = φa,v on Za(−h− h0 − 1).
In addition, there exists a germ of complex structure ja,v, namely the
pull-back ψ∗a,vi of the standard complex structure, agreeing with the
standard complex structure i on Za(−h− h0 − 1) such that
ψa,v : (Za, j(a,v))→ (Zb(a,v)(−H), i)
are biholomorohic maps.
Finally, we note that instead of Zb(a,v)(−H) we can take Zb′(a,v) so
that both are equipped with the standard complex structure and are
biholomorphic by the identity map. The complex numbers b(a, v) and
b′(a, v) has the same angular part and the moduli of b(a, v) and b′(a, v)
are related by the formula
ϕ(|b(a, v)|)− 2H = ϕ(|b′(a, v)|),
where ϕ is the exponential gluing profile. In view of Lemma 4.4
and Lemma 4.5 in [27], smoothness of b(a, v) implies smoothness of
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b′(a, v). Since the modification from φa,v to ψa,v does not change the
sc-smoothness properties in view of Theorem 2.55, it suffices to study
the map
Φ: Bδ ⊕ V ⊕ E → E, (a, v, ξ) 7→ η,
where ξ is the unique solution of the two equations
(5.1) ⊕a (η) = ⊕
′
b′(a,v)(ξ) ◦ ψa,v and ⊖a (η) = 0.
By abuse of the notation we use the old notation φa,v for ψa,v and b(a, v)
for b′(a, v) so that the above system of equations is as follows
(5.2) ⊕a (η) = ⊕
′
b(a,v)(ξ) ◦ φa,v and ⊖a (η) = 0.
If a = 0, we set Φ(0, v, ξ) = (ξ+ ◦ φ+0,v, ξ
− ◦ φ−0,v).
Decomposing ξ± as ξ± = u± + c, where c is a common asymptotic
constant and u± ∈ H3+m,δm(R± × S1), and proceeding as in Section
2.4, the component η+ of the solution η of the equation (5.1) is given
by
η+ = c+
(
1−
βa
γa
)
·
∫
S1
⊕′b(a,v)(u)
(
φa,v(R(a)/2, t)
)
dt
+
βa
γa
· β ′b(a,v)(φa,v) · u
+(φa,v)
+
βa
γa
·
(
1− β ′b(a,v)(φa,v)
)
· u−
(
φa,v − (R(b, v), ϑ(b, v)
)
.
(5.3)
There is an analogous formula for the second components η− of η
in terms of variables (s′, t′). We omit the proof of sc-smoothness of the
map η− since it uses the same arguments as the proof of sc-smoothness
η+. The formula (5.3) defines the following four maps:
M1. The map
Bδ ⊕ V ⊕H
3,δ0
c (R× S
1)→ Rn, ξ 7→ c
associating with the pair ξ = (ξ+, ξ−) its asymptotic constant c.
M2. The map
Bδ ⊕ V ⊕H
3,δ0(R+ × S1)⊕H3,δ0(R− × S1)→ H3,δ0(R+ × S1),
(a, v, u) 7→
(
1−
βa
γa
)
·
∫
S1
⊕′b(a,v)(u)(φa,v(R(a)/2, t))dt.
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M3. The map
Bδ ⊕ V ⊕H
3,δ0(R+ × S1)→ H3,δ0(R+ × S1),
(a, v, u+) 7→
βa
γa
· β ′b(a,v)(φa,v) · u
+(φa,v).
M4. The map
Bδ ⊕ V ⊕H
3,δ0(R− × S1)→ H3,δ0(R+ × S1),
(a, v, u−) 7→
βa
γa
·
(
1− β ′b(a,v)(φa,v)
)
· u−
(
φa,v − (R(b, v), ϑ(b, v)
)
.
The map defined in (M1), associating with ξ its asymptotic con-
stant, does not depend on (a, v) and, since this map is an sc-projection,
it is sc-smooth. The maps (M2)-(M4) are smooth in the classical sense
at every point in which a 6= 0. Hence we study sc-smoothness of these
maps in a neighborhood of the point with (0, v0).
In order to simplify our considerations further, we recall the con-
clusions of Theorem 1.46 from [27] adapted to our notation. Given
∆ > 1, there exists a map
φ˜ : Bδ ⊕ V →
⋂
m≥3,0<ε<2π
Dm,ε,
defined in a neighborhood of (0, v0) ∈ Bδ⊕V , with the following prop-
erties. For every m ≥ 3 and every 0 < ε < 2π, the map (a, v) 7→ φ˜a,v ∈
Dm,ε is smooth and satisfies
(5.4) φ˜a,v(s, t) = φa,v(s, t) for (s, t) ∈ [0, R(a)/2 + ∆]× S
1.
The space Dm,ε is the space of diffeomorphisms u : R+×S1 → R+×S1
having the form u(s, t) = (s, t)+d+r(s, t), where d = (d′, d′′) ∈ R+×S1
is a constant and the map r has weak derivatives up to order m which
weighted by eεs belong to L2(R+ × S1,R2). In particular, the map
φ˜(a, v) has the form
(5.5) φ˜a,v(s, t) = (s, t) + d(a, v) + r(a, v)(s, t)
in which the map of constants Bδ ⊕ V → R2, (a, v) 7→ d(a, v) and, for
every m ≥ 3 and 0 < ε < 2π, the map r : Bδ ⊕ V → Hm,ε(R+ × S1),
(a, v) 7→ r(a, v), are smooth.
Fixing ∆ > 1, we observe that, in view of (5.4), we can replace the
map φa,v by the map φ˜a,v in the definition of the map in (M2). We
can do the same with the maps in (M3) and (M4) since βa(s) = 0 for
s ≥ R(a)/2 + 1. In the following, instead of writing φ˜(a, v) we use
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the old notation φa,v and assume that φa,v has the form (5.5) with the
maps d(a, v) and r(a, v) having properties as described above.
The crucial result used in the study of smoothness of the maps
(M2)-(M4) is the following theorem.
Theorem 5.1. Assume that φa,v is the family of diffeomorphisms
φa,v : R
+× S1 → R+× S1, parametrized by (a, v) ∈ Bδ ⊕ V , having the
form
φa,v(s, t) = (s, t) + d(a, v) + r(a, v)(s, t),
where (a, v) 7→ d(a, v) ∈ R2 is smooth and, for every m ≥ 3 and
0 < ε < 2π, the map r : Bδ ⊕ V → Hm,ε(R+ × S1) is smooth. Then
the the composition Φ˜ : Bδ ⊕ V ⊕ H3,δ0(R+ × S1) → H3,δ0(R+ × S1),
defined by
(5.6) Φ˜(a, v, u) = u ◦ φa,v,
is well-defined and sc-smooth.
Postponing the proof, we first show that each of the maps defining
η+ is sc-smooth. We begin with the map defined in (M3).
M3. Abbreviating by L the sc-Banach space H3,δ0(R+ × S1), we con-
sider the map Φ1 : Bδ ⊕ V ⊕ L→ L, defined by
(5.7) Φ1(a, v, u) =
βa
γa
· β ′b(a,v)(φa,v) · u(φa,v)
if a 6= 0, and Φ1(0, v, u) = u(φ0,v) if a = 0.
The map Φ1 is the composition of the following maps,
Bδ ⊕ V ⊕ L
A1−−→ Bδ ⊕ V ⊕ L
A2−−→ Bδ ⊕ L
A3−−→ Bδ ⊕ L
A4−−→ L.
The map A1 : Bδ ⊕ V ⊕ L→ Bδ ⊕ V ⊕Bδ ⊕ L is given by
A1(a, v, h) = (a, v, b(a, v), h)
and is clearly smooth. The map A2 : Bδ ⊕ V ⊕Bδ ⊕ L→ Bδ ⊕ V ⊕ L,
defined by
A2(a, v, b, h) 7→ (a, v, β
′
b · h),
is sc-smooth by Proposition 2.8 (a) in [27]. The same proposition
implies sc-smoothness of the last map A4 : Bδ ⊕ L→ L given by
A4(a, h) =
βa
γa
· h.
The map A3 : Bδ ⊕ V ⊕ L→ Bδ ⊕ L is defined by
A3(a, v, h) = (a, Φ˜(a, v, h)),
where Φ˜ has been introduced in Theorem 5.1. Assuming that Theorem
5.1 holds true, the map A2 is sc-smooth and hence, by the chain rule,
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the map Φ1 is also sc smooth.
M4. Here we abbreviate by L′ the sc-Banach space H3,δ0(R × S1)
and by L± the sc-Banach spaces H3,δ0(R±×S1). We consider the map
Φ2 : Bδ ⊕ V ⊕ L− → L+, defined by
(5.8) Φ2(a, v, u) =
βa
γa
·
(
1− β ′b(a,v)(φa,v)
)
· u
(
φa,v − (R(b, v), ϑ(b, v))
)
if a 6= 0, and Φ2(0, v, u) = 0 if a = 0. We choose a smooth map
χ : R→ [0, 1] satisfying χ(s) = 1 for s ≤ 0 and χ(s) = 0 for s ≥ −1/2.
By multiplying u ∈ L− by χ we may assume that u belongs to L′.
Moreover, recalling that |R(a)−R(b(a, v))| ≤ ∆′ for (a, v) close to
(0, v0) and choosing a constant ∆
′′ satisfying ∆′ + 2 < ∆′′, we have
βa
γa
·
(
1− β ′b(a,v)(φa,v)
)
=
βa
γa
·
(
1− β ′b(a,v)(φa,v)
)
· β ′b(a,v)(φa,v −∆
′′)
for all (s, t) ∈ R+ × S1. Hence we may assume that Φ2 is defined as
(5.9)
Φ2(a, v, u) =
βa
γa
·
(
1−β ′b(a,v)(φa,v)
)
·β ′b(a,v)(φa,v−∆
′′) ·u
(
φa,v− (R
′, ϑ′)
)
for all a 6= 0, where we have abbreviated (R′, ϑ′) = (R(b(a, v), ϑ(b(a, v)).
The map Φ2, as in the case of the map Φ1, can be represented as a
composition of sc-smooth maps,
Bδ⊕V⊕L
′ B1−−→ Bδ⊕V⊕Bδ⊕L
′ B2−−→ Bδ⊕V⊕L
+ B3−−→ Bδ⊕L
+ B4−−→ Bδ⊕L
+.
The map B1 is the same as the map A1 above except that L is replaced
by L′, and hence it is sc-smooth. The next map B2 : Bδ⊕V ⊕Bδ⊕L′ →
Bδ ⊕ V ⊕ L+ is given by
B2(a, v, h) = (a, v, (1− β
′
b) · β
′
b(· −∆
′′) · h(· − (R(b), ϑ(b)).
Its sc-smoothness, observing that the function (1− β ′) · β ′(· −∆′′) has
a compact support, follows from Proposition 2.8 (b) in [27]. The map
B3 : Bδ ⊕ V ⊕ L+ → Bδ ⊕ V ⊕ L+, given by
B3(a, v, h) = (a, v, Φ˜(a, v, h)),
where Φ˜(a, v, h) = h ◦ φa,v, is the same as the map A3 above and is
sc-smooth by Theorem 5.1. The last map B4 : Bδ⊕L+ → ⊕L+, defined
by
B4(b, h) =
βa
γa
· h,
is sc-smooth by Proposition 2.8 (a) from [27]. In conclusion, we have
proved that the map Φ2 is sc-smooth.
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M2. In this part L± stands for the sc-Banach space H3,δ0(R± × S1).
We consider the map Φ3 : Bδ ⊕ V ⊕ L+ ⊕ L− → Rn, defined by
(5.10) Φ3(a, v, u) =
(
1−
βa
γa
)∫
S1
⊕′b(a,v)(u)(φa,v(R(a)/2, t) dt
if a 6= 0, and Φ3(0, v, u) = 0 if a = 0. . Recalling that u = (u
+, u−) ∈
L+⊕L−, the map Φ3 is, in view of the definition of the gluing map ⊕′b,
the sum of two maps,
Φ′3 : Bδ ⊕ V ⊕ L
+ → Rn,
Φ′3(a, v, u
+) =
(
1−
βa
γa
)∫
S1
β ′b(a,v)
(
φa,v(R/2, t)
)
u+(φa,v(R/2, t) dt,
and
Φ′′3 : Bδ ⊕ V ⊕ L
− → Rn,
Φ′′3(a, v, u
−)
=
(
1−
βa
γa
)∫
S1
(
1− β ′b(φa,v(R/2, t)
)
u−
(
φa,v(R/2, t)− (R
′, ϑ′)
)
dt
if a 6= 0 and Φ′3(0, v, u) = Φ
′′
3(0, v, u) = 0 if a = 0. Here we abbreviated
b = b(a, v), R = R(a), and (R′, ϑ′) =
(
R(b(a, v), ϑ(b(a, v))
)
.
The first map Φ′3 is a composition of the following two sc-smooth
maps,
Bδ ⊕ V ⊕ L
+ C1−−→ Bδ ⊕ L
+ C2−−→ Rn.
The map C1 : Bδ ⊕ V ⊕ L+ → Bδ ⊕ L+, defined by
C1(a, v, h) = (a, β
′
b(a,v)(φa,v)h(φa,v)
)
,
is a composition of the sc-smooth maps A1, A2, and A3 defined in (M3),
and hence is sc-smooth.
The second map C2 : Bδ ⊕ L
+ → Rn, defined by
C2(a, h) =
(
1−
βa
γa
)
· [h]a,
is sc-smooth by Lemma 2.19 and Lemma 2.20 in [27]. Consequently,
the map Φ′3 is sc-smooth.
Next we consider the map Φ′′3. This map can be represented as a
composition of the following sc-smooth maps,
Bδ ⊕ V ⊕ L
− D1−−→ Bδ ⊕ L
+ D2−−→ Rn.
The map D1 : Bδ ⊕ V ⊕ L− → Bδ ⊕ L+ is defined by
D1(a, v, h) =
(
a,
(
1−β ′b(a,v)(φa,v)
)
·β ′b(a,v)(φa,v−∆
′′) ·h(φa,v− (R
′, ϑ′)
))
5.1. PROOF OF THEOREM 2.56 177
where (R′, ϑ′) =
(
R(b(a, v), ϑ(b(a, v))
)
and a constant ∆′′ is defined in
(M4). This map is sc-smooth since it is a composition of the sc-smooth
map B1, B2, and B3 introduced in M4. The map D2 is the same as the
map C2 above, and hence it is sc-smooth.
We have proved that the map Φ′′3 is sc-smooth. This together with
the sc-smoothness of Φ′3 shows that map Φ3 is of class sc
∞.
At this point we have proved, assuming Theorem 5.1, that all the
maps defining η+ are sc-smooth. Hence it remains to prove Theorem
5.1.
Proof of Theorem 5.1. Let L be the sc-Banach space H3,δ0(R+×
S1) and let |·|m = ‖·‖H3+m,δm (R+×S1) for m ≥ 0. We recall that Φ˜ : Bδ⊕
V ⊕ L→ L is the composition
Φ˜(a, v, u) = u ◦ φa,v.
In the proof we denote by C a generic constant which depends only on
the order m of differentiation of the maps involved.
We begin by showing that the map Φ˜ is well-defined. We fix m ≥ 0
and a point (a, v, u) ∈ Bδ ⊕ V ⊕ Lm. It suffices to show that
(5.11)
∫
R+×S1
|Dα(u(φa,v))|
2 e2δms dsdt
are finite for all multi-indices |α| ≤ 3+m. Denoting by φ1a,v and φ
2
a,v the
components of the diffeomorphisms φa,v, we will be useful to introduce
the following notation,
Dµ,ν(φa,v) = D
µ(φ1a,v) ·D
ν(φ2a,v),
where
Dµ(φ1a,v) = D
µ1(φ1a,v) · . . . ·D
µk(φ1a,v),
Dν(φ2a,v) = [D
ν1(φ2a,v) · . . . ·D
νl(φ2a,v),
and µ = (µ1, . . . , µk) and ν = (ν1, . . . , νl). With this notation, the
derivative Dα(u(φa,v)) is a linear combination of the following expres-
sions,
(5.12) (Dγu)(φa,v) ·D
µ,ν(φa,v) = (D
γu)(φa,v) ·D
µ(φ1a,v) ·D
ν(φ2a,v),
where the multi-indices satisfy |γ| ≤ |α|, α = µ1+ . . .+µk+ν1+ . . .+νl,
and k + l ≤ |γ| . Moreover, 1 ≤ |µi| , |νj |, for 1 ≤ i ≤ k, 1 ≤ j ≤ l.
Accordingly the integral (5.11) is a linear combination of the terms
(5.13)
∫
R+×S1
|(Dγu) ·Dµ,ν(φa,v)|
2 e2δms dsdt
178 5. APPENDICES
with multi-indices satisfying the conditions listed above. Since, in view
of the properties of the map r(a, v), there exists a constant C such that
(5.14)
∣∣Dβr(a, v)∣∣ ≤ C on R+ × S1,
for all |β| ≤ 3+m, the terms (5.13) can be estimated, using the change
of variable formula, as∫
R+×S1
|(Dγu) ·Dµ,ν(φa,v)|
2 e2δms dsdt
≤ C
∫
R+×S1
|(Dγu)(φa,v))|
2 e2δms dsdt
= C
∫
R+×S1
|(Dγu)(s, t)|2 · |det(Dψa,v)(s, t)| e
2δmψ1a,vs dsdt.
(5.15)
Here we abbreviated by ψa,v the inverse of φa,v and by ψ
1
a,v its first
component. Hence we need to estimate ψ1a,v and |detDψa,v| on R
+×S1.
We claim that there are constants c0 and c1 such that∣∣ψ1a,v(s, t)− s∣∣ ≤ c0,(5.16a)
|det (Dψa,v)(s, t)| ≤ c1(5.16b)
for all (s, t) ∈ R+ × S1. Since φa,v(ψa,v(s, t)) = (s, t) and
(5.17) φa,v(s, t) = (s, t) + d(a, v) + r(a, v)(s, t),
we obtain
(5.18) ψa,v(s, t) = (s, t)− d(a, v)− r(a, v)
(
ψa,v(s, t)).
So, the first assertion follows from (5.18) and |r(a, v)| ≤ C on R+×S1.
For the second claim we use the identity det(Dψa,v) =
(
det(Dφa,v)(ψa,v)
)−1
.
It is enough to show that |det(Dφa,v)(ψa,v)| ≥ 1/c1 on R+ × S1. From
(5.17) we get,
(Dφa,v)(ψa,v) = id +Dr(a, v)(ψa,v),
and since |Dr(a, v)(s, t)| ≤ ce−δms, by (5.16a), there exists s0 > 0 such
that |(Dφa,v)(ψa,v)| ≥ 1/2 on [s1,∞) × S
1. Since φa,v is a diffeomor-
phism, |(Dφa,v)(ψa,v)| > 0 on [0, s0] × S1, finishing the prove of the
claim (5.16b).
With (5.16a) and (5.16b), the right-hand side of (5.15) is dominated
by
(5.19) C
∫
R+×S1
|Dγu(s, t)|2 e2δms dsdt.
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Since this holds true for every multi-index γ satisfying |γ| ≤ 3 + m,
we have proved that the integral (5.11) is finite and that the map Φ˜ is
well-defined. Also, the above discussion shows that
(5.20) |u ◦ φa,v|m ≤ C |u|m
where the constant C depends on m and the parameter (a, v).
We make the following observation which will be used in the proof
of the next lemma. Given a point (a0, v0) ∈ Bδ ⊕ V , the estimates
(5.14), (5.16a), (5.16b) as well as (5.20) still hold true, perhaps with
bigger constants, for all (a, v) close to (a0, v0). This follows from the
fact that the map (a, v) 7→ r(a, v) is smooth as a map from Bδ ⊕ V →
Hm
′,ε(R+ × S1) for every m′ ≥ 3 and 0 < ε < 2π.
Now we are ready to prove sc-continuity of the map Φ˜.
Lemma 5.2. The map Φ˜ is sc-continuous.
Proof. We fix level m ≥ 0, a point (a0, v0, u0) ∈ Bδ ⊕ V ⊕ Lm,
and take ρ > 0. We choose a compactly supported smooth function
h0 : R
+×S1 → Rn satisfying |u0 − h0|m < ρ and supp h0 ⊂ [0, s1]×S
1.
Then we estimate,∣∣∣Φ˜(a, v, u)− Φ˜(a0, v0, u0)∣∣∣
m
≤
∣∣∣Φ˜(a, v, u)− Φ˜(a, v, h0)∣∣∣
m
+
∣∣∣Φ˜(a, v, h0)− Φ˜(a0, v0, h0)∣∣∣
m
+
∣∣∣Φ˜(a0, v0, h0)− Φ˜(a0, v0, u0)∣∣∣
m
= I + II + III.
(5.21)
We consider the term I. By (5.20) and recalling that |u0 − h0|m <
ρ, we obatin
I =
∣∣∣Φ˜(a, v, u− h0)∣∣∣
m
≤ C |u− h0|m
≤ C |u− u0|m + C |u0 − h0|m
≤ C |u− u0|m + Cρ.
(5.22)
for (a, v) sufficiently close to (a0, v0) with the constant C depending
only on m.
Using (5.20) again, we obtain the estimate for the term III,
(5.23) III =
∣∣∣Φ˜(a0, v0, u− h0)∣∣∣
m
≤ C |u0 − h0|m ≤ Cρ.
It remains to estimate the term II =
∣∣∣Φ˜(a, v, h0)− Φ˜(a0, v0, h0)∣∣∣
m
=
|h0(φa,v)− h0(φa0,v0)|m. The square of the norm |h0(φa,v)− h0(φa0,v0 |m
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is a linear combination of the terms
(5.24)
∫
R+×S1
∣∣Dα[h0(φa,v)− h0(φa0,v0)]∣∣2 e2δms dsdt
where the sum is taken over all multi-indices α satisfying |α| ≤ 3 +m.
Recalling the notation introduced in the proof that Φ˜ is well-defined,
the derivatives Dα
[
h0(φa,v) − h0(φa0,v0)
]
can be written as a linear
combinations of the expressions of the form
(Dγh0)(φa,v)·
[
Dµ,ν(φa,v)−D
µ,ν(φa0,v0)
]
+
[
(Dγh0)(φa,v)− (D
γh0)(φa0,v0)
]
·Dµ,ν(φa0,v0)
= II1 + II2
(5.25)
where |γ| ≤ |α| ≤ 3+m, α = (µ1+ . . .+µk)+(ν1+ . . .+νl), and k+ l ≤
|γ| .We consider the term II1. The factorsDµ,ν(φa,v)−Dµ,ν(φa0,v0) can
be estimated as follows,
|Dµ,ν(φa,v)−D
µ,ν(φa0,v0)|
≤
∣∣Dµ(φ1a,v) ·Dν(φ2a,v)−Dµ(φ1a0,v0) ·Dν(φ2a0,v0)∣∣
≤
∣∣Dµ(φ1a,v)−Dµ(φ1a0,v0)∣∣ · ∣∣Dν(φ2a,v)∣∣
+
∣∣Dµ(φ1a0,v0)∣∣ · ∣∣Dν(φ2a,v)−Dν(φ2a0,v0)∣∣
≤ C ·
[∣∣Dµ(φ1a,v)−Dµ(φ1a0,v0)∣∣+ ∣∣Dν(φ2a,v)−Dν(φ2a0,v0)∣∣]
since
∣∣Dβ(φa,v)∣∣ ≤ C on R+ × S1 for all |β| ≤ 3 +m.
From
Dµ(φ1a,v)−D
µ(φ1a0,v0) = D
µ(r1(a, v))−Dµ(r1(a0, v0)) =∑
1≤i≤k
Dµ1(r1(a, v)) · · ·
[
Dµi
(
r1(a, v))− r1(a0, v0)
)]
· · ·Dµk(r1(a, v)),
we conclude that∣∣Dµ(φ1a,v)−Dµ(φ1a0,v0)∣∣ ≤ C ∑
1≤i≤k
[
Dµi
(
r1(a, v))− r1(a0, v0)
)]
≤ C
∑
|β|≤3+m
[
Dβ
(
r(a, v))− r(a0, v0)
)]
.
The estimate for the factor Dν(φ1a,v)−D
ν(φ2a0,v0) is the same, so that
|Dµ,ν(φa,v)−D
µ,ν(φa0,v0)| ≤ C
∑
|β|≤3+m
[
Dβ(r(a, v))−Dβ(r(a0, v0))
]
.
Now we recalling that h0 is a smooth function having support contained
in [0, s1]× S1, we let C0 = |h0|C3+m([0,s1]×S1). Then the contribution of
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the term II1 to the integral (5.24) is bounded above by
C0 · C
∫
R+×S1
∣∣∣∣∣∣
∑
|β|≤3+m
Dβ
[
r(a, v))− r(a0, v0)
]∣∣∣∣∣∣
2
e2δms dsdt
≤ C0 · C
∑
|β|≤3+m
∫
R+×S1
∣∣Dβ[r(a, v))− r(a0, v0)]∣∣2 e2δms dsdt
≤ C0 · C |r(a, v)− r(a0, v0)|
2
m .
For the term II2, we have∣∣[(Dγh0)(φa,v)− (Dγh0)(φa0,v0)] ·Dµ,ν(φa0,v0)∣∣
≤ C · |(Dγh0)(φa,v)− (D
γh0)(φa0,v0)| ≤ C0 · C · |φa,v − φa0,v0|
= C0 · C ·
[
|d(a, v)− d(a0, v0)|+ |r(a, v)− r(a0, v0)|
]
.
Hence the contribution of this term to the integral (5.24) is bounded
by
C20 ·
(e2δms1 − 1)
2δm
· |d(a, v)− d(a0, v0)|
2 + C20 · |r(a, v)− r(a0, v0)|
2
m .
Combining both estimates, the term II is bounded by
II ≤ C0 ·C ·(e
δms1−1)· |d(a, v)− d(a0, v0)|+C0 ·C · |r(a, v)− r(a0, v0)|m
and hence, by (5.22) and (5.23), we get
∣∣∣Φ˜(a, v, u)− Φ˜(a0, v0, u0)∣∣∣
m
≤ C |u− u0|m + 2Cρ
+ C0(1− e
δms1) |d(a, v)− d(a0, v0)|+ C0C · |r(a, v)− r(a0, v0)|m .
(5.26)
The number ρ can be chosen to be as small as we wish. Also, the
terms |d(a, v)− d(a0, v0)| and |r(a, v)− r(a0, v0)| are small for (a, v)
sufficiently close to (a0, v0). Therefore, (5.26) shows that Φ˜ is continu-
ous on every level m. This means that Φ˜ is of class sc0 and the proof
of the lemma is complete. 
Next we show that Φ˜ is of class sc1. To shorten out notation we write
b = (a, v). The candidate for the linearization DΦ˜(b, u) : Bδ⊕V ⊕L→
L at the point (b, u) is given by
DΦ˜(b, u)(c, w) = Φ˜(b, w) + Φ˜(b, us) ·Dφ
1
b · c+ Φ˜(b, ut) ·Dφ
2
b · c,
(5.27)
where (c, w) ∈ R2⊕RN⊕L and Dφ1b (resp. Dφ
2
b) denotes the derivative
of φ1b (resp. φ
2
b) with respect to the variable b.
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We have already proved that the map Φ˜: Bδ⊕V ⊕L→ L is of class
sc0. The maps L1 → L, defined by u 7→ us, ut, are sc-operators. Hence,
by the chain rule, the maps Bδ⊕V ⊕L1 → L, defined (b, u) 7→ Φ˜(b, us)
(resp. Φ˜(b, ut)) are of class sc
0. The map Dφ1b(s, t) · c is linear in c and
since Dφ1b(s, t) = Dc(b) +Dr(b)(s, t), where D denotes derivative with
respect to b, we deduce from the properties of b 7→ c(b) and b 7→ r(b),
that the map (b, c, s, t) 7→ Dφ1b(s, t) · c is continuous. This implies that
the map (b, u, c, s, t) 7→ Ψ(b, us)Dφ
1
b(s, t) · c is continuous on every level
m. The same holds for the map Φ˜(b, ut)Dφ
2
a,v · c.
We have proved that the map T (Bδ ⊕ V ⊕ L)→ TL, defined by
(5.28) T (b, u, b, w) 7→
(
Φ˜(b, u), DΦ˜(b, u)(b, w)
)
,
is sc0. Next we show that the right-hand side of (5.27) defines the
linearization of Φ˜. With (b, u, c, w) ∈ T (V ⊕ E) and using
Φ˜(b+ c, u)− Φ˜(b, u) =
∫ 1
0
d
dτ
Φ˜(b+ τc, u) dτ,
we have
Φ˜(b+ c, u+ w)− Φ˜(b, u)−DΦ˜(b, u)(c, w)
= Φ˜(b+ c, w)− Φ˜(b, w)
+
∫ 1
0
[
Φ˜(b+ τc, us)Dφb+τc · c− Φ˜(b, us)Dφ
1
b · c
]
dτ
+
∫ 1
0
[
Φ˜(b+ τc, ut)Dφ
2
b+τc · c− Φ˜(b, ut)Dφ
2
b · c] dτ
= I + II + III.
We consider the term I. Since Φ˜ is linear with respect to the second
variable, we have
1
|b|+ |w|1
·
∣∣∣Φ˜(b+ c, w)− Φ˜(b, w)∣∣∣
0
=
|w|1
|b| + |w|1
·
∣∣∣∣Φ˜i(b+ c, w|w|1
)
− Φ˜
(
b,
w
|w|1
)∣∣∣∣
0
for w 6= 0. The inclusion L1 → L0 is compact and hence we may
assume that w
|w|1
→ w0 in L0. Since Φ˜ is sc
0, we conclude that
1
|b|+ |w|1
·
∣∣∣Φ˜(b+ c, w)− Φ˜(b, w)∣∣∣
0
→ 0
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as |b| + |w|1 → 0. Next we consider the second term II. We have, for
c 6= 0,
1
|c|+ |w|1
∣∣∣∣∫ 1
0
[Φ˜(b+ τc, us) ·Dφ
1
b+τc · c− Φ˜(v, us) ·Dφ
1
b · c] dτ
∣∣∣∣
0
≤
|c|
|c|+ |w|1
∫ 1
0
∣∣∣∣Φ˜(b+ τc, us) ·Dφ1b+τc · c|c| − Φ˜(b, us) ·Dφ1b · c|c|
∣∣∣∣
0
dτ
Since Φ˜ is sc0 and (b, c, (s, t)) 7→ Dφ1b(s, t)(c/ |c|) is smooth, we conclude
that the above expression converges to 0 as |c| + |h|1 → 0. The same
holds for the term III. We have proved that
1
|c|+ |w|1
·
∣∣∣Φ˜(b+ c, u+ w)− Φ˜(b, u)−DΦ˜(b, u)(c, w)∣∣∣
0
→ 0
as |c| + |w|1 → 0 so that the right-hand side of (5.27) is indeed the
linearization of Φ˜ in the sense of Definition 2.20.
Therefore, the sc-continuous map given by equation (5.28) defines
the tangent map TΦ : T (Bδ ⊕ V ⊕ L) → TL. This finishes the proof
that the map Φ˜ is of class sc1.
Sc-smoothness of the map Φ˜ is a consequence of the following lemma
which gives the form of the iterated tangent map T kΦ˜.
Lemma 5.3. For every k, the map
Φ˜ : Bδ ⊕ V ⊕ L→ L, (b, u) 7→ u ◦ ψb,
is sck. Moreover, assuming that π : T kL→ Lj is the projection onto a
factor of T kL, the composition π◦T kΦ˜ is a linear combination of maps
of the form
Bδ ⊕ V ⊕ L
m ⊕ (R2+N)p → Lj ,
(b, w, c1, . . . , cp) 7→ Φ˜(b,D
αw) · f(b, c1, . . . , cp),
where f : Bδ⊕V ⊕ (R
2+N )p×R+×S1 → R is a smooth function which
is linear in every variable ci. Moreover, |α| ≤ m− j and p ≤ k.
Proof. We prove the lemma by induction with respect to k start-
ing with k = 0. In this case, the statement is trivially satisfied, since
by Lemma 5.2 the map Φ˜ is of class sc0. Moreover, there is exactly
one projection π : T 0L = L → L, namely the identity map, so that
π◦ Φ˜ = Φ˜ has the required form with m = j = 0, α = (0, 0), p = 0, and
f ≡ 1. The statement of the lemma also holds for k = 1. It follows
from (5.27) and (5.28), that the compositions of the tangent map TΦ
with projections π onto factors of TL = L1⊕L are linear combinations
of maps of the required form.
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We assume that the statement has been proved for k and verify that
it holds for k+ 1. It suffices to show that the compositions of the iter-
ated tangent map T kΦ˜ : T k(Bδ ⊕ V ⊕ L) → T kL with the projections
π : T kL → Lj onto the factors of T kL are of class sc1 and their lin-
earizations have the required form. By inductive assumption, π ◦ T kΦ˜
is the linear combination of maps having the particular forms,
Γ: Bδ ⊕ V ⊕ L
m ⊕ (R2+N)p → Lj , (b, w, c) 7→ Φ˜(b,Dαw) · f(b, c),
where we abbreviated c = (c1, . . . , cp) ∈ (R
2+N )p and |α| ≤ m − j and
p ≤ k. It is enough to show that our claim holds for each of these maps.
By assumption, the function f : Bδ ⊕ V × (R2+N)p × R+ × S1 → R is
smooth and linear in each variable ci.
The map Γ is the composition of the following maps. The sc-
operator Lm → Lm−|α|, defined by h 7→ Dαh, is composed with the
map
Φ˜ : V ⊕ Lm → Lj , (v, u) 7→ Φ˜(v, u)
which we already know is of class sc1. By the chain rule, this com-
position is at least of class sc1. Multiplication of this composition
by a smooth function Bδ ⊕ V ⊕ (R2+N)p → R defined by (b, c) 7→
f(b, c) gives an sc1-map. Hence the map Γ is of class sc1 and it
remains to show that the compositions π ◦ TΓ of the tangent map
TΓ: T (Bδ ⊕ V ⊕ Lm ⊕ (R2+N)p) → T (Lj) with the projections onto
factors of T (Lj) are linear combinations of maps of the required form.
The tangent map of Γ is given by
TΓ(b, w, c, δb, δw, δc) =
(
Γ(b, w, c), DΓ(b, w, c)(δb, δw, δc)
)
where (b, w, c) ∈ Bδ ⊕ V ⊕ Lm+1 ⊕ (R2+N)p and (δb, δw, δc) ∈ R2+N ⊕
Lm⊕(R2+N )p. Denoting by π : T (Lj) = Lj+1⊕Lj → Lj+1 the projection
onto the first factor of T (Lj), then, by our inductive assumption, π ◦
TΓ = Γ is a linear combination of terms having required form but with
the indices m and j raised by 1.
So, we consider the projection π : T (Lj) → Lj onto the second
factor of T (Lj) and the map π ◦ TΓ = DΓ. Using the chain rule and
the linearization of Γ given by (5.27), the linearization DΦ˜ is a linear
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combination of the following four types of maps:
(1) Bδ ⊕ V ⊕ L
m ⊕ (R2+N)p → L,
(b, δw, c) 7→ Γ(b,Dα(δw)) · f(b, c).
(2) Bδ ⊕ V ⊕ L
m+1 ⊕ (R2+N)p+1 → L,
(b, w, (δb, c)) 7→ Γ(b,Dα+(1,0)w) · (Dφ1b · δb)f(b, c), and
(b, w, (δb, c)) 7→ Γ(b,Dα+(0,1)w) · (Dφ2b · δb)f(b, c).
(3) Bδ ⊕ V ⊕ L
m+1 ⊕ (R2+N)p+1 → L,
(b, w, (δb, c)) 7→ Γ(b,Dαw) ·Dbf(b, c) · δb.
(4) Bδ ⊕ V ⊕ L
m+1 ⊕ (Rn)p+1 → L,
(b, w, (c, δci)) 7→ Γ(b,D
αw) · f(b, (c1, . . . , δci, . . . , cp))
for every 1 ≤ i ≤ p.
All of these four types of maps have the desired form. Having
verified the statement for k+1, the proof of Lemma 5.3 is complete. 
With the proof of Lemma 5.3, the proof of Theorem 5.1 is finished.
This completes the proof of Theorem 2.57. 
5.2. Proof of Lemma 3.4
Lemma 3.4. We consider the stable map (S, j,M,D, u) and two
sequences uk, u
′
k ∈ H
3,δ0(S,Q) of maps from the noded Riemann surface
S into the symplectic manifold Q converging to u in C0. We assume
that (ak, vk)→ (0, 0) ∈ O and (bk, wk)→ (0, 0) ∈ O and assume that
φk : (Sak , j(ak, vk),Mak , Dak ,⊕ak(uk))→ (Sbk , j(bk, wk),Mbk , Dbk ,⊕bk(u
′
k))
is a sequence of isomorphisms. Then there is a subsequence of (φk)
which converges in C∞loc away from the nodes to an automorphism φ0
of (S, j,M,D, u).
Proof. We abbreviate Sk = Sak and S
′
k = Sbk and choose two
sequences gk and g
′
k of Riemann metrics on Sk and S
′
k, which are in-
dependent of k on the core regions of Sk and S
′
k, respectively, and
which are translation and rotation invariant standard metrics on the
neck regions of Sk and S
′
k (identifying the necks with cylinders). We
abbreviate the norms by |·|k =
√
g′k(·, ·).
In a first step we show that the sequence |∇φk|k is uniformly bounded.
Arguing by contradiction we assume that there is a sequence of points
zk ∈ Sk satisfying
Rk = |∇φk(zk)|k →∞.
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We next show that the sequence (zk) stays at a finite distance to the
core regions of Sk. Arguing by contradiction, we assume, after taking
a subsequence, that zk lies in the neck region Nk associated with the
nodal pair {x, y} ∈ D and that dist (zk, ∂Nk) → ∞. We distinguish
the following two cases.
(1) The image sequence (φk(zk)) lies in the neck N
′
k of S
′
k associ-
ated with the nodal pair {x′, y′} ∈ D and dist (φk(zk), ∂N
′
k)→
∞.
(2) The image sequence (φk(zk)) lies at a finite distance to the
core region of S ′k.
To deal with the case (1) we recall that the necks Nk of Sk are
the finite cylinders Z
{x,y}
ak := Z
{x,y}
a
{x,y}
k
connecting the boundaries of the
associated disks Dx and Dy of the small disk structure. These cylinders
are defined as follows. We choose the positive and negative holomorphic
polar coordinates
hx : [0,∞)× S
1 → Dx \ {x}, h¯x(s, t) = hx(e
−2π(s+it)),
hy : (−∞, 0]× S
1 → Dy \ {y}, h¯y(s, t) = hy(e
2π(s+it)),
where
hx : {w ∈ C| |w| ≤ 1} → Dx and hy : {w ∈ C| |w| ≤ 1} → Dy
are biholomorphic mappings. We remove from the disk Dx the points
z = hx(s, t) ∈ Dx for s > ϕ(|ak|) and from Dy the points z′ =
hy(s
′, t′) ∈ Dy for s
′ < −ϕ(|ak|). Here ϕ is the exponential gluing
profile. The remaining points of the disks Dx and Dy are identified
as follows. The points z = hx(s, t) and z
′ = hy(s
′, t′) are equiva-
lent if s = s′ + Rk and t = t
′ + ϑ (mod 1), where Rk = ϕ(|ak|) and
ak = |ak| e−2πiϑ.
Assuming that the sequence (φk(zk)) lies in the neck N
′
k = Z
{x′,y′}
bk
associated with the nodal pair {x′, y′} ∈ D and dist (φk(zk), ∂N ′k) →
∞, we identify Z{x,y}ak and Z
{x′,y′}
bk
with the cylinders [0, Rk] × S1 and
[0, R′k] × S
1. Then zk = (sk, tk) ∈ [0, Rk] × S1 satisfies sk → ∞ and
Rk − sk → ∞. Similarly, if φk(zk) = (rk, θk) ∈ [0, R′k] × S
1, then rk
satisfies rk → ∞ and R
′
k − rk → ∞. In view of the periodicity in the
t-variable, we view the maps φk as maps on (subsets of) C.
Applying the bubbling off arguments from [16], we choose a se-
quence (εk) of positive numbers such that εk → 0 and εkRk → ∞. In
view of Lemma 26 in [16] we can modify the sequences (εk) and (zk)
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so that the new sequences satisfy
εk → 0, Rkεk →∞(5.29)
|∇φk(z)| ≤ 2Rk if |z − zk| ≤ εk.(5.30)
Introducing the representation φk(z) = (ak(z), θk(z)) ∈ R × S1 and
mk = ak(zk), we define the sequence (φ˜k) of rescaled holomorphic maps
on the disks |z| ≤ εkRk by
φ˜k(z) =
(
a˜k(z), θ˜k(z)
)
=
(
ak
(
zk +
z
Rk
)
−mk, θk
(
zk +
z
Rk
))
.
The maps φ˜k satisfy∣∣∣∇φ˜k(0)∣∣∣
k
= 1 and
∣∣∣∇φ˜k(z)∣∣∣
k
≤ 2 if |z| ≤ εkRk.
We also note that the maps are injective. From the gradient bounds,
one derives C∞loc-bounds for the sequence (φ˜k). Since the maps φ˜k
are, by construction, locally bounded in k, we find by Ascoli-Arzela’s
theorem a converging subsequence φ˜k → φ in C
∞
loc(C). The limit map
φ(z) = (a, θ) : C → R × S1 is a non-constant injective holomorphic
map satisfying
|∇φ(0)| = 1.
We may view R× S1 as S2 \ {0,∞} conformally. Using the removable
singularity theorem we obtain the non-constant holomorphic map
φ : S2 → S2
which misses at least one point. This contradicts the fact that there is
no non-constant holomorphic map S2 → C.
In case (2), the bubbling off analysis as above, but replacing the
maps φ˜k by the maps
φ˜k(z) = φk
(
zk +
z
Rk
)
for |z| ≤ εkRk,
produces a non-constant holomorphic map φ : C→ C into a connected
and compact component C of the noded Riemann surface S. In view
of the removable singularity theorem, we can extend the holomorphic
map φ from C to a holomorphic map φ˜ : S2 = C ∪ {∞} → C. Since
non-constant holomorphic maps are open and since S2 is compact, the
map φ˜ is surjective onto C, and we conclude from the Riemann-Hurwitz
formula that the genus g(C) is equal to 0 so that C = S2. Since the
maps φk, by definition, map special points onto special points, and
since the neck regions do not contain any special points, we conclude
from the surjectivity of φ˜ and the connectedness of the noded Riemann
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surface (S, j,M,D) that the component C = S2 possesses precisely
one special point, namely a nodal point, which is hit by the extension
φ˜ : S2 → C ≡ S2. Since the number of special points is equal to 1, we
conclude from the stability assumption of the stable map (S, j,M,D, u)
that
∫
C
u∗ω > 0. Consequently, we find two points p and q in C such
that their image points p′ = φ(p) and q′ = φ(q) are different and such
that dist (u(p′), u(q′)) > 0. Since φk is an isomorphism, we know that
⊕bk(u
′
k) ◦ φk = ⊕ak(uk). Hence at a finite distance to the core regions
we have u′k ◦ φk = uk for k large. Abbreviating by τk(z) = zk +
z
Rk
the
maps introduced for the rescaled map φ˜k, we compute,
0 < dist (u(p′), u(q′)) = dist (u ◦ φ(p), u ◦ φ(q))
= lim
k
dist (u′k ◦ φk ◦ τk(p), u
′
k ◦ φk ◦ τk(q))
= lim
k
dist (uk ◦ τk(p), uk ◦ τk(q))
= dist(u(x), u(x)) = 0,
which again is a contradiction.
Consequently, we have proved that the sequence (zk) necessarily
stays at a finite distance to the core region of Sk. Since there are
only finitely many connected components of Sk, we may assume that
the sequence (zk) stays at a finite distance to the core region of the
connected and compact component C of the noded Riemann surface
S. Again we distinguish the two cases (1) and (2). Arguing as before,
both cases lead to contradictions and we have proved the claim that
bubbling off in the sequence (φk) of isomorphisms does not occur.
Therefore, one concludes by Gromov–compactness that any subse-
quence of (φk) possesses a subsequence which converges in C
∞
loc away
from the nodes to some automorphism φ0 : (S, j,M,D, u)→ (S, j,M,D, u)
of the stable map as claimed in Lemma 3.4. 
5.3. Linearization of the CR-Operator
In order to linearize the Cauchy-Riemann operator we first intro-
duce some notation. If ∇ is a connection of the vector bundle E → Q
over the smooth manifold Q, then the covariant derivative ∇Xs of the
section s in the direction of the vector field X on Q is the section,
which in local coordinates is given by
∇Xs(x) = Ds(x) ·X(x) + Γ(x)(X(x), s(x)).
Here, Ds is the derivative of s and Γ is the local connector associated
with ∇. In the case of the tangent bundle E = TQ → Q, the torsion
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N of the connection ∇ is, in local coordinates given by
N(x)(X, Y ) = Γ(x)(X, Y )− Γ(x)(Y,X).
If u : S → Q is a smooth map, the pull-back connection u∗∇ on the
pull-back bundle u∗TQ→ S is defined as follows. The covariant deriv-
ative (u∗∇)Xη of a section η of the pull-back bundle (hence satisfying
η(z) ∈ Tu(z)Q) in the direction of the vector field X on S, is the section,
which in local coordinates is given by
(u∗∇)Xη(z) = Dη(z) ·X(z) + Γ(u(z))(Du(z) ·X(z), η(z)).
Here Dη and Du are the derivatives of η, respectively u, in local coor-
dinates.
Connections on the tangent bundle TQ→ Q induce natural connec-
tions on function spaces associated with the manifold Q, as is explained
in [6]. We consider the function space of functions u : S → Q having
sufficient regularity and denote by
∂ : u 7→ Tu
the map associating with the map u its tangent map Tu, which is
a section of the vector bundle T ∗S ⊗ u∗(TQ) → S so that Tu(z) ∈
L(TzS, Tu(z)Q) for all z ∈ S. Let η be a section of the pull-back bundle
u∗TQ → S. The covariant derivative (∇η∂)(u) of the map ∂ at the
point u in the direction of η is the section of T ∗S ⊗ u∗(TQ) → S, in
local coordinates given by
(∇η∂)(u)(z) = Dη(z) + Γ(u(z))
(
η(z), Du(z)·
)
.
Since, for the fixed map u : S → Q the covariant derivative (u∗∇)(·)η
of the section η of u∗TQ → S is the section of T ∗S ⊗ u∗(TQ) → S
which in local coordinates is given by
(u∗∇)(·)η(z) = Dη(z) ·+Γ(u(z))
(
Du(z)·, η(z)
)
,
we obtain the formula
(5.31) (∇η∂)(u) = (u
∗∇)(·)η +N(η, Tu·).
Let us simplify the notation by setting for a vector field η along u, since
u is usually fixed,
∇η := (u∗∇)(·)η.
Note that (∇η)(z) for z ∈ S is a linear map TzS → Tu(z)Q. We
now assume that (Q, ω) is our symplectic manifold equipped with the
compatible almost complex structure J . We choose a connection ∇
on TQ → Q which satisfies ∇J = 0. For fixed (a, v) we consider
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the space of maps u : Sa → Q and compute the covariant derivative
(∇η∂J,j(a,v))(u) of the Cauchy-Riemann map
u 7→ ∂J,j(a,v)(u) =
1
2
[
Tu+ J(u) ◦ Tu ◦ j(a, v)
]
at the point u in the direction of the section η along u. In view of
∇J = 0 and the formula (5.31) we obtain the following formula for the
section (∇η∂J,j(a,v))(u) of the vector bundle T
∗S ⊗ u∗(TQ)→ S,
(∇η∂J,j(a,v))(u) =
1
2
[
∇η + J(u) ◦ (∇η) ◦ j(a, v)·
]
+
1
2
[
N(η, Tu·) + J(u) ◦N(η, Tu ◦ j(a, v)·)
]
.
(5.32)
The Cauchy-Riemann type operator in (5.32) is in local coordinates of
the form
(5.33) Dη(z) + J(u(z)) ◦Dη(z) ◦ j(a, v) + A(z)(η(z), Tu(z)).
Here A(z) is a bilinear map. Fixing the point z0 ∈ Sa, we choose
a smooth family ϕv : (D, i) → (D, j(a, v)) of biholomorphic mappings
which map 0 ∈ C onto z0. Taking the composition ξ = η◦ϕv : D → R2n
and evaluating the above operator at the vectors Tϕv ·
∂
∂s
we obtain
the following local expression for ∇η∂J,j(a,v)(u),
∂
∂s
ξ + J(u ◦ ϕv) ·
∂
∂t
ξ + A(ϕv)(ξ,
∂
∂s
(
u ◦ ϕv)
)
.
Let us apply the above considerations to our filled section f : O → F
of Section 4.5 which is defined by
Γ[expua(⊕a(η)), ua] ◦ ⊕̂af(a, v, η) ◦ σ(a, v) = ∂J,j(a,v)(expua
(
⊕a(η))
)
⊖̂af(a, v, η) = ∂0
(
⊖a(η)
)
.
For fixed (a, v) we take the covariant derivative with respect to the
section η at the section k in the direction of the section h of the bundle
u∗TQ→ S and obtain(
∇(T expua (⊕a(k))·⊕a(h),0)Γ
)
[expua(⊕a(k)), ua] ◦ (⊕̂af(a, v, k)) ◦ σ(a, v)
+ Γ[expua(⊕ak), ua] ◦ (⊕̂aD3f(a, v, k) · h) ◦ σ(a, v)
= (∇(T expua(⊕ak)·⊕ah)∂J,j(a,v))(expua(⊕ak))
and
⊖̂a(D3f(a, v, k) · h) = ∂0(⊖a(h)).
We note that T expua(⊕a(k)) ·⊕a(h) is a section of [expua(⊕a(k))]
∗TQ.
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5.4. Consequences of Elliptic Regularity
In the following we first apply the elliptic regularity theory to a
family of Cauchy-Riemann operators on a fixed domain. In sharp con-
trast to this “classical case” we then apply the elliptic regularity theory
in the “noded version” to a family of Cauchy-Riemann operators on
varying domains.
Classical Case
We denote byD the closed unit disk in C and by Dδ ⊂ D the concentric
subdisks Dδ = {z ∈ D|, |z| ≤ 1−δ} for 0 < δ < 1. By (Jk) we denote a
sequence of complex multiplications on R2n smoothly parametrized by
D, i.e., Jk(z) for z ∈ D is a complex structure smoothly depending on z.
We assume that Jk → J in C∞(D) so that J is a again a smooth family
of complex structures on R2n. We also assume that J(z) is close to i so
that in particular for z ∈ ∂D the space (R⊕ {0})⊕ . . .⊕ (R⊕ {0}) is
totally real for J(z). Moreover, we consider a sequence (Ak) of smooth
maps Ak : D → L(R2n,R2n) which converge to the map A : D →
L(R2n,R2n) in the C∞-topology. We assume that (yk) is a sequence in
H2+m(D,R2n) converging to 0,
yk → 0 in H
2+m(D,R2n),
and we assume that the sequence (zk) ⊂ H3+m(D,R2n) is bounded.
Finally, we assume that the sequence (uk) is bounded in H
3+m(D,R2n)
and satisfies the equations
(5.34) ∂suk + Jk∂tuk + Akuk = yk + zk.
Proposition 5.4. Under the above assumptions, every uk splits
as uk = vk + wk where the sequence (wk) ⊂ Hm+3(D,R2n) converges
to 0 in Hm+3(D,R2n) and the sequence (vk), if restricted to Dδ, is
bounded in Hm+4(Dδ,R
2n) for every 0 < δ < 1. In particular, the
sequence (uk) possesses a subsequence which, restricted to Dδ, converges
in Hm+3(Dδ,R
2n).
Proof. We introduce the subspace W ⊂ Hm+3(D,R2n) of maps
satisfying the boundary conditions u(1) = 0 and u(z) ∈ (R ⊕ {0}) ⊕
. . .⊕ (R⊕ {0}) for all z ∈ ∂D. Then the linear operator
L : W → Hm+2(D,R2n), u 7→ us + Jut + Au
is a Fredholm operator of index 0 whose spectrum is a countable dis-
crete set of points with no finite limit point. The same holds true for
the linear operator
Lk :W → H
2+m(D,R2n), u 7→ us + Jkut + Aku
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and there exists an ε > 0 such that for k sufficiently large the operators
Lk + ε are linear isomorphisms. Moreover, ‖(Lk + ε)−1‖ ≤ C for all
k ≥ k0, with a constant C independent of k. For k ≥ k0, we let wk ∈ W
be the unique solution of
(Lk + ε)wk = yk.
Since yk → 0 in Hm+2(D,R2n), we conclude from
‖wk‖Hm+3(D,R2n) =
∥∥(Lk + ε)−1(yk)∥∥Hm+3(D,R2n) ≤ C ‖yk‖Hm+2(D,R2n)
that wk → 0 in H
m+3(D,R2n). Now we set vk = uk − wk and note
that the sequence (vk) is bounded in H
m+3(D,R2n) in view of the
assumption on the sequence (uk). We compute, using (5.34),
Lk(vk) = Lk(uk)− Lk(wk) = (yk + zk)− (yk − εwk) = zk + εwk =: z
∗
k .
Since wk → 0 in Hm+3(D,R2n) and since, by assumption, the sequence
(zk) is bounded in H
m+3(D,R2n), the sequence (z∗k) is also bounded in
Hm+3(D,R2n). Now using that (vk) is bounded in H
m+3(D,R2n), we
conclude by the interior elliptic regularity theory that the sequence (vk)
is bounded in the space Hm+4loc (int(D),R
2n). This implies the desired
conclusion of Proposition 5.4. 
Noded Version
We assume that we are given two smooth maps
[0,∞)× S1 → L(R2n,R2n), (s, t) 7→ J+(s, t)
and
(−∞, 0]× S1 → L(R2n,R2n), (s′, t′) 7→ J−(s′, t′)
where J+(s, t) and J−(s′, t′) are complex structures on R2n for every
(s, t) and (s′, t′). Moreover, we assume that there is a complex structure
J0 on R
2n such that
J+(s, t)→ J0 and J
−(s′, t)→ J0
uniformly in t as s → ∞ and s′ → −∞. In addition, we assume that
for every multi-index α and every positive number ε, there exists a
number s0 > 0 such that∣∣Dα(J+(s, t)− J0)∣∣ ≤ ε for s ≥ s0∣∣Dα(J−(s′, t′)− J0)∣∣ ≤ ε for s′ ≤ −s0.
Further, we assume that the sequence (ak) of gluing parameters in
B 1
2
\ {0} converges to 0,
ak → 0 as k →∞.
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By Zak we denote the associated glued finite cylinders introduced in
Section 2.1 and by Zak(−r) the sub-cylinder
Zak(−r) = {[s, t] ∈ Zak | r ≤ s ≤ Rk − r},
where, as usual, Rk = e
1
|ak| − e.
In addition, we let z 7→ Jk(z) be a smooth family of complex struc-
tures on R2n parametrized by z ∈ Zak . We assume that the sequence
(Jk) converges to J = (J
+, J−) on Z0 = (R
+ × S1) ∪ (R− × S1) in
the following sense. Recall that on every cylinder Zak we have the two
distinguished canonical holomorphic coordinates (s, t) ∈ [0, Rk] × S1
and (s′, t′) ∈ [−Rk, 0]× S
1. Then,
• given m ≥ 0 and ε > 0 and r > 0, there exists k0 such that
(5.35) |Dα(Jk([s, t])− J0)| < ε
for all [s, t] ∈ Zak(−r), all multi-indices α satisfying |α| ≤ m,
and all k ≥ k0.
• Moreover, for every r > 0 and m ≥ 0,
Jk([s, t])→ J
+(s, t) in Cm([0, 2r]× S1)
Jk([s
′, t′])→ J−(s′, t′) in Cm([−2r, 0]× S1)
as k →∞.
With the sc-Hilbert spaces E and F of pairs h = (h+, h−) of maps
h± : R± × S1 → R2n defined in Section 2.4 the following result holds
true.
Proposition 5.5. Fix a level m ≥ 0. We assume that (yk) and
(y′k) are sequences in Fm which converge to 0 and (zk), (z
′
k) are two
bounded sequences in Fm+1. Moreover, we assume that (hk), where
hk = (h
+
k , h
−
k ), is a bounded sequence in Em satisfying the equations
(5.36)
∂s(⊕ak(hk)) + Jk∂t(⊕ak(hk)) = ⊕̂ak(yk) + ⊕̂ak(zk)
∂0(⊖ak(hk)) = ⊖̂ak(y
′
k) + ⊖̂ak(z
′
k).
Then the following statement holds true. If α : R+ → R is a smooth
function which vanishes near 0 and is equal to 1 outside of a compact
set, and if the functions α± : R± → R are defined by α+(s) = α(s) for
s ≥ 0 and α−(s′) = α(−s′) for s′ ≤ 0, then the sequence
(α+h+k , α
−h−k ) ∈ Em
possesses a subsequence which converges in Em.
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Proof. We take a function α : R+ → R having the properties
as in the statement of the lemma. Since α is equal to 0 near 0, we
extend α by 0 on the negative half-line. By assumptions, there are two
numbers 0 < r0 < r1 such that α(s) = 0 for all s ≤ r0 and α(s) = 1 for
all s ≥ r1. We shall show that the sequence (α+h
+
k , α
−h−k ) possesses
a convergent subsequence in Em. This will be done in two steps. In
the first step we shall show that the sequences (α+h+k ) and (α
−h−k )
possess converging subsequences in the spaces Hm+3([0, r] × S1,R2n)
and Hm+3([−r, 0]×S1,R2n) respectively for every r > 0. In the second
step we then show that for large r > 0 the sequences (α+h+k ) and
(α−h−k ) possess converging subsequences in H
3+m,δm([r,∞)× S1,R2n)
and H3+m,δm((−∞,−r]× S1,R2n), respectively.
In order to carry out the first step of the proof we choose r > r1
and introduce the function γ : R→ R by
γ(s) = α+(s) · α−(s− 2r)
for s ∈ R.
PSfrag replacements
1
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Figure 5.1. The graph of the function γ.
We shall prove that (γh+k ) has a converging subsequence in the
space Hm+3([0, 2r] × S1,R2n). Since γh+k = α
+h+k on [0, r] × S
1, this
then implies that the sequence (α+h+k ) has a converging subsequence
in Hm+3([0, r]× S1,R2n). Clearly, the product rule gives
γ · ∂s(⊕akhk) = ∂s(γ ⊕ak hk)− (∂sγ) · ⊕akhk
= ∂s(γ ⊕ak hk)− γ˙ · ⊕akhk.
Now recalling that Rk = e
1
|ak| − e, so that Rk → ∞ as ak → 0, we
take k so large that 2r < Rk
2
− 1. Observing that for large values of k,
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⊕ak(hk) = h
+
k on [0, 2r]× S
1, we compute, using (5.36),
∂s(γh
+
k ) + Jk∂t(γh
+
k )
= γ
[
∂sh
+
k + Jk∂th
+
k
]
+ γ˙h+k
= γ
[
∂s(⊕akhk) + Jk∂t(⊕akhk)
]
+ γ˙h+k
= γ
[
⊕̂ak(yk) + ⊕̂ak(zk)
]
+ γ˙h+k
= γy+k + γz
+
k + γ˙h
+
k .
Because γ(s) = 0 for s ≥ −r0 + 2r we may consider the maps γh
+
k ,
γy+k , γz
+
k and γ˙h
+
k as equal to 0 for s ≥ −r0 + 2r. The maps h
+
k are of
class H3+m,δm and form a bounded sequence in the space H3+m,δm(R+×
S1,R2n). Since they are supported in the finite cylinder [0, 2r] × S1,
the sequences γ˙h+k and γz
+
k are bounded in H
3+m,δm+1(R+ × S1,R2n).
Hence the above equation becomes
∂s(γh
+
k ) + Jk∂t(γh
+
k ) = γy
+
k + ρk
where the sequence (ρk) is bounded in H
3+m,δm+1(R+ × S1,R2n) and
the sequence (γy+k ) converges in H
2+m,δm(R+ × S1,R2n).
Moreover, the maps γy+k and ρk are supported in the finite cylinder
[0, 2r]×S1. If h : R+×S1 → D\{0} is the holomorphic map defined by
h(s, t) = e−2π(s+it), we denote its inverse map by φ : D\{0} → R+×S1
and define vk(z) = γ · h
+
k ◦ φ(z). The maps vk have their supports
contained in a fixed closed annulus A and satisfy the equations
∂xvk + J˜k∂yvk = yk + ρk
on D \ {0}, where the maps yk and ρk have their supports in A.
Here the parameterized complex structures J˜k are equal to J˜k(x, y) =
Jk(φ(x, y)). Extending all the maps involved by 0, we rewrite the equa-
tion as
∂xvk + J0∂yvk = yk + (J0 − J˜k)∂yvk + ρk.
In view of our assumption (5.35) on the sequence (Jk) and in view of
the fact that the maps (vk) are supported in a fixed closed annulus
A ⊂ D \ {0}, we conclude that
(J0 − J˜k)∂yvk → 0
in H2+m(D) as k → ∞. Consequently, the sequence of maps yk +
(J0− J˜k)∂yvk converges to 0 in H2+m(D), the sequence (ρk) is bounded
in H3+m(D), and the equation is satisfied on the whole disk D. By
Proposition 5.4, the sequence (vk) has a converging subsequence in
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H3+m(D) which in turn implies that (γh+k ) has a converging subse-
quence in H3+m,δm(R+ × S1). Hence (α+h+k ) has a converging subse-
quence in Hm+3([0, r] × S1,R2n). By similar arguments, the sequence
(α−h−k ) possesses a converging subsequence in H
m+3([−r, 0]×S1,R2n).
This finishes the first step of the proof.
In order to carry out the second step of the proof we introduce for
τ > 0 the shifted functions α±τ : R→ R by
α+τ (s) := α
+(s− τ) and α−τ (s) := α
−(s+ τ)
and define for k large the sequence (ατk) of functions α
τ
k : [0, Rk] → R
by
ατk(s) =
{
α+τ (s) 0 ≤ s ≤
Rk
2
α−τ (s− Rk)
Rk
2
≤ s ≤ Rk.
PSfrag replacements
1
0
r0 + τ r1 + τ
Rk
2 Rk − (r1 + τ)Rk − (r0 + τ)
s
ατk(s)
Figure 5.2. The graph of the function ατk.
We abbreviate
h˜k = (α
+
τ h
+
k , α
−
τ h
−
k ).
Since α+τ (s) = 1 for Rk/2 ≤ s ≤ Rk and α
−
τ (s − Rk) = 1 for 0 ≤ s ≤
Rk/2 for k large, we observe that
ατk(s) = α
+
τ (s)α
−
τ (s− Rk).
Moreover, α−τ (s−Rk)βak(s) = 1 for s ≤ Rk/2 + 1. Hence
ατk(s)βak(s) = α
+
τ (s)α
−
τ (s−Rk)βak(s) = α
+
τ (s)βak(s),
and similarly
ατk(s)(1− βak(s)) = α
−
τ (s−Rk)(1− βak(s)).
Then, using these identities and the formula for the gluing ⊕ak , we find
that
(5.37) ατk ⊕ak (hk) = ⊕ak(h˜k) and ⊖ak (h˜k) = ⊖ak(hk).
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From the first equations in (5.36) and in (5.37), we deduce
∂s(⊕ak(h˜k)) + Jk∂t(⊕ak(h˜k))
= ∂s(α
τ
k ⊕ak (hk)) + Jk∂t(α
τ
k ⊕ak (hk))
= ατk
[
∂s(⊕ak(hk)) + Jk∂t(⊕ak(hk))
]
+ α˙τk ⊕ak (hk)
= ατk
[
⊕̂ak(yk) + ⊕̂ak(zk)
]
+ α˙τk ⊕ak (hk)
= ⊕̂ak(α
+
τ y
+
k , α
−
τ y
−
k ) + ⊕̂ak(α
+
τ z
+
k , α
−
τ z
−
k ) + α˙
τ
k ⊕ak (hk).
(5.38)
The support of α˙τk lies in the intervals [r0 + τ, r1 + τ ] and [Rk − (r1 +
τ), Rk − (r0 + τ)]. We set
r = r1 + τ
and introduce for large k the maps g±k : R
± × S1 → R2n, defined by
g±k = α˙
±
τ ·h
±
k on [0, 2r]×S
1 and [−2r, 0]×S1, respectively, and g±k = 0
for s ≥ 2r and s′ ≤ −2r, respectively. Since hk ∈ Em, the maps h
±
k
are of class H3+m so that the functions gk = (g
+
k , g
−
k ) belong to Fm+1.
Since all the functions g±k are supported in the fixed finite cylinders
[0, 2r] × S1 and [−2r, 0] × S1, the sequence (gk) is also bounded in
Fm+1. Moreover, it satisfies the equations
⊕ak(gk) = βaα˙
+
τ · h
+
k + (1− βa)α˙
−
τ (· −Rk) · h
−
k (· − Rk, t− ϑk)
= α˙τk ·
[
βa(h
+
k + (1− βa) · h
−
k (· −Rk, t− ϑk)
]
= α˙τk · ⊕ak(hk).
Consequently, abbreviating
y˜k = (α
+
τ · y
+
k , α
−
τ · y
−
k ) and z˜k = (α
+
τ · z
+
k , α
−
τ · z
−
k ) + gk,
the equation (5.38) becomes
∂s(⊕ak(h˜k)) + Jk∂t(⊕ak(h˜k)) = ⊕̂ak(y˜k) + ⊕̂ak(z˜k).(5.39)
We note that the sequences ⊕̂ak(y˜k) and ⊕̂ak(z˜k), as well as the sequence
(⊕ak(h˜k)), are supported in the sub-cylinder Zak(−r). Therefore, we
may extend them by 0 outside of the finite cylinders Zak and since
the Jk are defined on Zak we may consider the equations in (5.39) as
equations on the whole infinite cylinder. Also, in view of the properties
of (yk), (zk), and (gk), the sequence (y˜k) converges to 0 in Fm and (z˜k)
is bounded in Fm+1.
We choose τ so large that r0 + τ − (r1 − r0) > 0 and observe
that α
τ−(r1−r0)
k = 1 for all r ≤ s ≤ Rk − r. Moreover, the support
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of α
τ−(r1−r0)
k is contained in (0, Rk). Since the support of ⊕ak(h˜k) is
contained in Zak(−r), we conclude that
∂s(⊕ak(h˜k)) + Jk∂t(⊕ak(h˜k))
= ∂s(⊕ak(h˜k)) + J0∂t(⊕ak(h˜k)) +
(
Jk − J0
)
∂t(⊕ak(h˜k))
= ∂s(⊕ak(h˜k)) + J0∂t(⊕ak(h˜k)) + α
τ−(r1−r0)
k ·
(
Jk − J0
)
∂t(⊕ak(h˜k)).
(5.40)
We extend the maps α
τ−(r1−r0)
k ·
(
Jk − J0
)
by 0 onto the rest of the
infinite cylinder Z∗ak , which by construction contains the finite cylinder
Zak . Therefore, introducing the operators
Bk : H
3+m+i,−δm+i(Z∗ak ,R
2n)→ H2+m+i,−δm+i(Z∗ak ,R
2n)
by
(5.41) Bk := ∂0 + α
τ−(r1−r0)
k (Jk − J0)∂t,
the equation (5.39) becomes
(5.42) Bk(⊕ak(h˜k)) = ⊕̂ak(y˜k) + ⊕̂ak(z˜k).
By Proposition 4.16, the standard Cauchy-Riemann operator
∂0 : H
3+m+i,−δm+i(Z∗ak ,R
2n)→ H2+m+i,−δm+i(Z∗ak ,R
2n),
is a surjective Fredholm operator and there exists a constant C > 0
such that
1
C
||u− [u]ak||
∗
3+m+i,−δm+i
≤ ||∂0(u− [u]ak)||
∗
2+m+i,−δm+i
≤ C||u− [u]ak||
∗
3+m+i,−δm+i
(5.43)
for i = 0, 1 and for all u ∈ H3+m+i,−δm+i(Z∗ak ,R
2n). We will need an
estimate for ||ατ−(r1−r0)k (Jk−J0)∂t(u−[u]ak)||
∗
2+m+i,−δm+i
for k sufficiently
large.
Lemma 5.6.
(1) Given ε > 0, there is an integer k0 such that
||ατ−(r1−r0)k (Jk − J0)(∂tu)||
∗
2+m+i,−δm+i
≤ ε||u||∗3+m+i,−δm+i
for all u ∈ H3+m+i,−δm+i(Z∗ak) and all k ≥ k0.
(2) There exists k0 such that for all k ≥ k0 the operators
Bk : H
3+m,−δm(Z∗ak ,R
2n)→ H2+m,−δm(Z∗ak ,R
2n)
are surjective Fredholm operators whose kernels consist of con-
stant functions.
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Proof. (1) In view of our assumption on the sequence of almost
complex structures, given ε > 0, there exists k0 such that
(5.44)
∣∣Dβ(Jk(s, t)− J0)∣∣ ≤ ε
for all s satisfying r′0 := r0+ τ − (r1− r0) ≤ s ≤ Rk− r
′
0, for all k ≥ k0,
and for all multi-indices β satisfying |β| ≤ 3 + m. We abbreviate by
Σk the finite cylinders
Σk = [r
′
0, Rk − r
′
0]× S
1.
Since ατk(s) = 0 for s ≤ r
′
0 and for s ≥ Rk − r
′
0 and the derivatives of
ατk are bounded by a constant independent of k and τ , the square of
the norm ||ατ−(r1−r0)k (Jk − J0)(∂tu)||
∗
2+m+i,−δm+i
is bounded above by a
constant C (independent of k and τ) times the sum of integrals of the
form ∫
Σk
∣∣Dβ(Jk(s, t)− J0)∣∣2 |Dγ(∂tu)|2 e−2δm+i∣∣∣s−Rk2 ∣∣∣ dsdt
where the multi-indices β and γ satisfy |β| + |γ| ≤ 2 +m + i. Using
(5.44) we conclude that∫
Σk
∣∣Dβ(Jk(s, t)− J0)∣∣2 |Dγ(∂tu)|2 e−2δm+i∣∣∣s−Rk2 ∣∣∣ dsdt
≤ ε2
∫
Σk
|Dγ(∂tu)|
2 e
−2δm+i
∣∣∣s−Rk2
∣∣∣
dsdt ≤ ε2(||u||∗3+m+i,−δm+i)
2.
Consequently,
||ατ−(r1−r0)k (Jk − J0)(∂tu)||
∗
2+m+i,−δm+i
≤ Cε′||u||∗3+m+i,−δm+i .
This finishes the prove of the part (a) of the lemma.
(2) By Proposition 4.16, the operator
∂0 : H
3+m+i,−δm+i(Z∗ak)→ H
2+m+i,−δm+i(Z∗ak)
is a Fredholm operator whose index is equal to ind(∂0) = 2n. Hence
there exists ε > 0 such that ifM : H3+m+i,−δm+i(Z∗ak)→ H
2+m,−δm(Z∗ak)
is a bounded linear operator whose operator norm is less than ε, then
the operator ∂0 + M is a Fredholm operator having index equal to
ind(∂0 +M) = ind(∂0) = 2n. In particular, introducing the operators
Mk : H
3+m+i,−δm+i(Z∗ak)→ H
2+m+i,−δm+i(Z∗ak) by
Mku := α
τ−(r1−r0)
k (Jk − J0)∂t(u),
part (1) implies that for k large the operators Bk = ∂0 + Mk are
Fredholm and ind(Bk) = 2n. If, in addition ε <
1
2C
where C is the
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constant in the estimate (5.43), we conclude from (5.43) and (5.41)
that
1
2C
· ||u− [u]ak||
∗
3+m+i,−δm+i
≤ ||Bk(u− [u]ak)||
∗
2+m+i,−δm+i
≤ 2C · ||u− [u]ak||
∗
3+m+i,−δm+i
(5.45)
for k sufficiently large. If u belongs to the kernel of Bk, then the the
above estimate implies that u = [u]ak and since the constants belong to
the kernel ker(Bk) we conclude that the kernel consists of the constant
functions. Since the Fredholm index of Bk is equal to the dimension of
the constant functions, namely to R2n, the operator Bk is surjective.
This finishes the proof of the part (2) and hence the proof of Lemma
5.6 
We continue with the proof of Proposition 5.5. Using the second
equation in (5.36) and the second identity in (5.37), we obtain
(5.46) ∂0(⊖ak(h˜k)) = ⊖̂ak(y
′
k) + ⊖̂ak(z
′
k).
In view of Lemma 5.6 and Proposition 4.15, we find a unique map f̂k
belonging to H3+m,−δm(Z∗ak ,R
2n) having vanishing mean value, [f̂k]ak =
0, and a unique map fk ∈ H3+m,δmc (Cak ,R
2n) such that
(5.47) Bk(f̂k) = ⊕̂ak(y˜k) and ∂0(fk) = ⊖̂ak(y
′
k).
The map f̂k, if restricted to the finite cylinder Zak , belongs to the
space H3+m(Zak ,R
2n) so that the pair (f̂k, fk) belongs to the sc-space
Gak introduced in Section 4.3. By Theorem 2.49, the total gluing map
⊡a : E → Ga is an sc-isomorphism. Therefore, there exists a pair
h0,k = (h
+
0,k, h
−
0,k) ∈ Em satisfying
⊕ak(h0,k) = f̂k and ⊖ak (h0,k) = fk.
Consequently,
(5.48) Bk(⊕ak(h0,k)) = ⊕̂ak(y˜k) and ∂0(⊖ak(h0,k)) = ⊖̂ak(y
′
k).
In addition, the averages [h0,k]ak are equal to
[h0,k]ak =
1
2
∫
S1
[
h+0,k(Rk/2, t) + h
−
0,k(−Rk/2, t)
]
dt
=
∫
S1
⊕ak(h0,k)(Rk/2, t) dt =
∫
S1
f̂k(Rk/2, t) dt = [f̂k]ak = 0.
By similar arguments, we find a sequence (h1,k) ⊂ Em+1 satisfying
(5.49) Bk(⊕ak(h1,k)) = ⊕̂ak(z˜k) and ∂0(⊖ak(h1,k)) = ⊖̂ak(z
′
k)
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having vanishing averages, [h1,k]ak = 0. We claim that
h˜k = ([h˜k]ak , [h˜k]ak) + h0,k + h1,k.
Indeed, abbreviating ρk = h˜k − ([h˜k]ak , [h˜k]ak) − h0,k − h1,k, we have
[ρk]ak = 0 and, in view of equations (5.39), (5.48), and (5.49), we
obtain
(5.50) Bk(⊕ak(ρk)) = 0 and ∂0(⊖ak(ρk)) = 0.
From the second equation and Proposition 4.15 we conclude that⊖ak(ρk) =
0. In view of the definition of the anti-gluing ⊖ak , we conclude that
ρ+k (s, t) = 0 for s ≥
Rk
2
+ 1 and ρ−k (s
′, t′) = 0 for s′ ≤ −Rk
2
− 1. Conse-
quently, it follows from the definition of the gluing that ⊕ak(ρk)(s, t) =
0 on the finite cylinders [0, Rk/2− 1]× S1] and [Rk/2 + 1, Rk]× S1 so
that we can extend the map ⊕ak(ρk) by 0 beyond the finite cylinders
Zak . Hence ⊕ak(ρk) ∈ H
3+m,−δm(Z∗ak ,R
2n) and Bk(⊕ak(ρk) = 0. Now
Proposition 4.16 implies that ⊕ak(ρk) = 0. Since by Theorem 2.49 the
total gluing map ⊡a : E → Ga is an sc-isomorphism, we conclude that
indeed ρk = 0 and our claim is proved.
From now on we view the maps ⊕akhi,k, i = 0, 1, as defined on
the finite cylinders Zak . We shall use extensively the estimates for the
global gluing constructions in Proposition 4.13 and Proposition 4.14.
First, recalling the Ĝak-norm introduced in Section 4.3, we have the
following estimates
eδm
Rk
2 ||⊕̂ak(y˜k)||m+2,−δm ≤ |⊡̂a(y˜k)|Ĝam
and
eδm
Rk
2 ||⊖̂ak(yk)||m+2,δm ≤ |⊡̂a(yk)|Ĝam.
Hence, in view of Proposition 4.13, it follows that
(5.51)
eδm
Rk
2 ||⊕̂ak(y˜k)||m+2,−δm → 0 and e
δm
Rk
2 ||⊖̂ak(yk)||m+2,δm → 0.
since the sequences (y˜k) and (yk) converge to 0 in Fm. Now, [h0,k]ak = 0
implies that [⊕̂ak(h0,k]ak = 0 and we conclude from (5.48), using (5.45),
(5.51), and Proposition 4.15, that
(5.52)
eδm
Rk
2 ||⊕ak(h0,k)||m+3,−δm → 0 and e
δmt
Rk
2 ‖⊖ak(h0,k)‖Hm+3,δmc (Cak ,R2n)
→ 0.
Abbreviating by ck the asymptotic constants of the maps h0,k, it
follows from the definition of the norm ‖·‖Hm+3,δmc (Cak ,R2n)
and from the
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second limit in (5.52) that also eδm·
Rk
2 · ck → 0. Treating ck as constant
functions defined on the finite cylinders Zak , we estimate
||ck||
2
m+3,−δm = |ck|
2
∫
[0,Rk]
e
−2δm
∣∣∣s−Rk2
∣∣∣ ≤ C2 |ck|
2 .
We next compute the Gαk -norm of the pair (⊕ak(h0,k),⊖ak(h0,k)). Us-
ing [⊕ak(h0,k)]ak = 0, we have
|(⊕ak(h0,k),⊖ak(h0,k)|
2
G
ak
m
= |ck|
2 + eδmRk
[
|| ⊕ak (h0,k) + ck||
2
m+3,−δm + || ⊖ak (h0,k)− [1− 2βak ] · ck||
2
m+3,δm
]
.
We already know that |ck| → 0 and
|| ⊕ak (h0,k) + ck||m+3,−δm ≤ || ⊕ak (h0,k)||m+3,−δm + ||ck||m+3,−δm
≤ || ⊕ak (h0,k)||m+3,−δm + C |ck|
so that, in view of eδm·
Rk
2 ·ck → 0 and in view of the first limit in (5.52),
we conclude
eδmRk|| ⊕ak (h0,k) + ck||
2
m+3,−δm → 0.
The second limit in (5.52) implies the convergence
eδm·
Rk
2 · || ⊖ak (h0,k)− [1− 2βak ] · ck||m+3,δm → 0.
Summing up, we have proved that |(⊕ak(h0,k),⊖ak(h0,k)|
2
G
ak
m
→ 0. Now
Proposition 4.14 implies that h0,k converges to 0 in Em. In a similar
way, using the equations (5.49) and the fact that the sequences (z˜k)
and (zk) are bounded, one shows that the sequence (h1,k) is bounded
in Em+1. Since the sequence (h˜k) is bounded, we conclude, using the
Sobolev embedding theorem, that the sequence of averages ([hk]ak) is
bounded. Hence, the sequence h˜k admits the following decomposition
h˜k = h0,k +
(
h1,k + ([h˜k]ak , [h˜k]ak
)
=: h0,k + h2,k.
The sequence (h0,k) converges to 0 in Em and the sequence (h2,k) is
bounded in Em+1. Since, by the definition of the sc-structure, the
embedding Em+1 → Em is compact, we conclude that (h˜k) possesses a
convergent subsequence in Em. This completes the proof of Proposition
5.5.

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5.5. Proof of Proposition 4.11
In this section we give a proof of Proposition 4.11. We employ the
notation η = (η+, η−) and ξ = (ξ+, ξ−). We start with the map B 1
2
⊕
E → F , defined by (a, η) 7→ Dat (η). The pair ξ := D
a
t (η) is uniquely
determined by the two equations
⊕̂a(ξ) = ∂t(⊕aη)
⊖̂a(ξ) = 0.
Since ∂t(⊕a(η)) = ⊕̂a(∂tη), the pair ξ solves the equations
(5.53)
⊕̂a(ξ) = ⊕̂a(∂tη)
⊖̂a(ξ) = 0.
Recalling the projection π̂a : F → F onto ker ⊖̂a along ker ⊕̂a intro-
duced in Section 2.4, we find that
ξ = π̂a(∂tη).
The map ∂t : E → F, defined by η 7→ ∂tη, is an sc-operator, so that for
every m there is a positive constant C ′m such that
(5.54) |∂tη|Fm ≤ C
′
m · |η|Em .
for all η ∈ Em. Moreover, in view of Theorem 1.29 in [27], the map π̂ :
B 1
2
⊕ F → F , defined by (a, h) 7→ π̂a(h), is sc-smooth. Consequently,
applying the chain rule for sc-smooth maps, the map ξ depends sc-
smoothly on (a, η). With the total hat-gluing ⊡̂a(h) := (⊕̂a(h), ⊖̂a(h)),
the equations (5.53) can be written as
⊡̂a(ξ) = (⊕̂a(∂tη), 0).
Now applying the estimates of Proposition 4.13 and (5.54), there is a
constant Cm independent of a such that the following estimate holds,
|Dat (η)|Fm = |ξ|Fm ≤ C
′′
m
∣∣∣⊡̂a(ξ)∣∣∣
Ĝam
= C ′′m
∣∣(⊕̂a(∂tη), 0)∣∣Ĝam
≤ C ′′m
∣∣(⊕̂a(∂tη), ⊖̂a(∂tη))∣∣Ĝam = C ′′m ∣∣∣⊡̂a(∂tη)∣∣∣Ĝam
≤ C ′′′m |(∂tη)|Fm ≤ Cm
∣∣(η+, η−)∣∣
Em
.
We now turn to the operator Das : E → F . With ξ = D
a
s (η), the pair
ξ solves the equations
⊕̂a(ξ) = ∂s(⊕a(η))
⊖̂a(ξ) = 0.
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The first equation can be written as
⊕̂a(ξ) = ⊕̂a(∂sη) + β
′
a(s) · [η
+(s, t)− η−(s−R, t− ϑ)],
where βa(s) = β
(
s − R
2
)
. To prove that the map (a, η) 7→ Dat (η) is
sc-smooth, we introduce the solution ξ1 := (ξ
+
1 , ξ
+
1 ) of the equations
(5.55)
⊕̂a(ξ1)(s, t) = β
′
a(s)(η
+(s, t)− η−(s− R, t− ϑ))
⊖̂a(ξ1)(s, t) = 0
so that
⊕̂a(ξ − ξ1) = ⊕̂a(∂sη)
⊖̂a(ξ − ξ1) = 0.
Using again the fact that π̂a is a projection onto ker ⊖̂a along ker ⊕̂a,
we find
(5.56) ξ − ξ1 = π̂a(∂sη).
Hence the map B 1
2
⊕ E → F , defined by(
a, η) 7→ ξ − ξ1,
is sc-smooth as a compositions of sc-smooth maps ∂s : E → F , η 7→ ∂sη,
and B 1
2
⊕ E → E,
(
a, h
)
7→ π̂a(h). To show that the map (a, η) 7→ ξ1
is sc-smooth, we write the system (5.55) in matrix form[
βa 1− βa
βa − 1 βa
]
·
[
ξ+1 (s, t)
ξ−1 (s− R, t− ϑ)
]
=
[
f(s, t)
0
]
,
where we have abbreviated βa = βa(s) and f(s, t) = β
′
a(s)(η
+(s, t) −
η−(s − R, t − ϑ)). Introducing the determinant γa(s) = β
2
a(s) + (1 −
βa)
2(s) of the matrix on the left hand side and multiplying both sides
by the inverse of this matrix we arrive at the formula[
ξ+1 (s, t)
ξ−1 (s− R, t− ϑ)
]
=
1
γa
[
βa βa − 1
1− βa βa
]
·
[
f(s, t)
0
]
.
From this formula we read off the formulae for ξ+1 and ξ
−
1 ,
ξ+1 (s, t) =
βaβ
′
a
γa
(s) · [η+(s, t)− η−(s− R, t− ϑ)]
=
βaβ
′
a
γa
(s) · [r+(s, t)− r−(s− R, t− ϑ)]
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and
ξ−1 (s− R, t− ϑ) =
(1− βa)βa
γa
(s) · [η+(s, t)− η−(s− R, t− ϑ)]
=
(1− βa)βa
γa
(s) · [r+(s, t)− r−(s− R, t− ϑ)],
where we have decomposed the maps ξ±1 as ξ
±
1 = c + r
±. Here c is
the common asymptotic constant of ξ±1 . In view of Proposition 2.17 in
[27], the map Φ : B 1
2
⊕ E → F , defined by
(a, η) 7→
{
ξ1 a 6= 0
0 a = 0,
is sc-smooth. Summing up, we have proved that the map
(
a, η) 7→ ξ is
sc-smooth.
To obtain the desired estimate, we first note that for every level m
there is a positive constant C ′m such that
(5.57) |∂sη|Fm ≤ C
′
m · |η|Em
for all pairs η ∈ Em. Writing the equation (5.55) as
⊡̂a(ξ − ξ1) = (⊕̂a(∂sη), 0)
and applying the estimates of Proposition 4.13 and (5.57), we find a
constant Cm independent of a so that the following estimate holds,
|ξ − ξ1|Fm ≤ C
′′
m
∣∣∣⊡̂a(ξ − ξ1)∣∣∣
Ĝam
= C ′′m
∣∣(⊕̂a(∂sη), 0)∣∣Ĝam
≤ C ′′m
∣∣(⊕̂a(∂sη), ⊖̂a(∂sη)∣∣Ĝam
= C ′′m
∣∣∣⊡̂a(∂sη)∣∣∣
Ĝam
≤ C ′′′m |∂sη|Fm
≤ Cm |η|Em .
(5.58)
In order to obtain similar estimates for ξ1, we use the fact that the map
Φ is, in particular, of class sc0. Hence, given the level m, there exists
δ > 0 such that |η|Em ≤ δ and |a| ≤ δ implies |Φ(a, η)|Fm ≤ 1. Since
Φ(a, ·) is linear, we conclude that
|Φ(a, η)|Fm ≤ δ
−1 · |η|Em
for |a| ≤ δ and η ∈ Em. Moreover, it follows from the formulae for ξ
±
1
that there exists a positive constant C ′′m > δ
−1 for which
|Φ(a, η)|Fm = |ξ1|Fm ≤ C
′′
m · |r|Fm ≤ C
′′
m · |η|Em
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for every a satisfying δ ≤ |a| < 1
2
and for all η ∈ Em. Combining
the estimate (5.58) with the above estimates, we find a constant Cm
independent of a such that
|Das (η)|Fm = |ξ|Fm ≤ Cm · |η|Em
for all η ∈ Em.
We next discuss the operators Cas , C
a
t : E → F . Setting C
a
t (η) = ξ,
the map ξ satisfies the equations
⊕̂a(ξ) = 0
⊖̂a(ξ) = ∂t(⊖a(η)).
Solving for ξ = (ξ+, ξ−), we find
ξ+(s, t) =
βa − 1
γa
(s) · ∂t(⊖a(η))(s, t)
=
(βa − 1)2
γa
(s) · ∂tη
+(s, t) +
βa(βa − 1)
γa
(s) · ∂tη
−(s− R, t− ϑ)
(5.59)
and
ξ−(s− R, t− ϑ) =
βa(βa − 1)
γa
(s) · ∂tη
+(s, t) +
β2a
γa
(s) · ∂tη
−(s− R, t− ϑ).
The map E → F , defined by η 7→ ∂tη, is sc-smooth. Also, in view of
Proposition 2.8 in [27], the maps B 1
2
⊕ F → F , defined by
(a, η) 7→
(βa − 1)2
γa
(s)·η+(s, t) and (a, η) 7→
β2a
γa
(s)·η−(s−R, t−ϑ),
are sc-smooth. Hence, by the chain rule, the map B 1
2
×E → H2,δ0(R+×
S1), (a, η) 7→ ξ+ is sc-smooth. The same conclusion holds for the map
B 1
2
×E → H2,δ0(R−×S1) given by (a, η) 7→ ξ−. Summing up, the map
B 1
2
× E → F , (a, η) 7→ ξ is sc-smooth.
We finally consider the map B 1
2
⊕ E → F , defined by (a, η) 7→
Cas (η). Setting ξ = C
a
s (η), the map ξ solves the following two equations,
⊕̂a(ξ) = 0
⊖̂a(ξ) = ∂s(⊖a(η)).
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We obtain for the pair ξ = (ξ+, ξ−) the formulae
ξ+(s, t) =
βa − 1
γa
(s) · ⊖̂a(∂sη)(s, t)
+
(βa − 1)β ′a
γa
·
(
η+(s, t)− ava(η)
)
+
(βa − 1)β ′a
γa
·
(
η−(s− R, t− ϑ)− ava(η)
)
and an analogous expression for ξ−(s− R, t− ϑ). The average ava(η)
is the number
ava(η) :=
1
2
(∫
S1
η+
(R
2
, t
)
dt+
∫
S1
η−
(
−
R
2
, t
)
dt
)
.
The map B 1
2
×E → F ,
(a, η) 7→
βa − 1
γa
· ⊖̂a(∂sη))
is sc-smooth by the same argument as above. In view of the results in
Section 2.4 of [27], the maps
(a, η+) 7→
(βa − 1)β ′a
γa
·
(
η+ − ava(η)
)
(a, η−) 7→
(βa − 1)β
′
a
γa
·
(
η−(s− R, t− ϑ)− ava(η)
)
from B 1
2
⊕H3,δ0(R+×S1) to H3,δ0(R+×S1) and from B 1
2
⊕H3,δ0(R−×
S1) toH3,δ0(R−×S1), respectively, are sc-smooth. The same arguments
apply to the component ξ−. Therefore, the map B 1
2
×E → F , (a, η) 7→
ξ is sc-smooth. The desired estimates follow from the formulae for the
components of the maps (a, η) 7→ Cat (η) and (a, η) 7→ C
a
s (η). This
completes the proof of Proposition 4.11. 
5.6. Banach Algebra Properties
Our aim is to prove the following Banach algebra properties for the
Banach spaces Hm,δ(R+ × S1) and Hm,δc (R
+ × S1) equipped with the
norms
‖f‖2m,δ =
∑
|α|≤m
∫
R+×S1
|Dαf(s, t)|2 e2δs dsdt
for f ∈ Hm,δ(R+ × S1) and
‖g‖2m,δ = |c|
2 +
∑
|α|≤m
∫
R+×S1
|Dα(g(s, t)− c)|2 e2δs dsdt
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for g ∈ Hm,δc (R
+ × S1), where c is the asymptotic constant.
Theorem 5.7. For m ≥ 3 and 2 ≤ k ≤ m and 0 ≤ σ ≤ δ, there
exists a constant C such that
‖f · g‖k,δ ≤ C ‖f‖m,δ · ‖g‖k,σ
for all f ∈ Hm,δ(R+ × S1) and g ∈ Hk,σ(R+ × S1). Moreover,
(1) If m ≥ 3 and 2 ≤ k ≤ m and 0 ≤ δ,
‖f · g‖k,δ ≤ C ‖f‖Hm,δc (R+×S1) · ‖g‖k,δ
for all f ∈ Hm,δc (R
+ × S1) and all g ∈ Hk,δ(R+ × S1).
(2) If k ≥ 3 and δ > σ ≥ 0, then
‖f · g‖k,δ ≤ C ‖f‖Hk,σc (R+×S1) · ‖g‖k,δ
for all f ∈ Hk,σc (R
+ × S1) and all g ∈ Hk,δ(R+ × S1).
Proof. We first assume that k ≥ 3. Then the square of the norm
‖f · g‖k,σ is bounded by some constant times the sum of integrals of
the form
(5.60)
∫
R+×S1
|Dαf |2
∣∣Dβg∣∣2 · e2σs
where the multi-indices α and β satisfy |α|+|β| ≤ k. Then, since k ≥ 3,
either |α| ≤ k − 2 or |β| ≤ k − 2. We assume that |α| ≤ k − 2. Since
eδ·f belongs to Hk, it follows from the Sobolev embedding theorem
that max0≤|α|≤k−2
∣∣Dα(eδ·f)∣∣
L∞(R+×S1)
≤ C ′
∥∥eδ·f∥∥
Hk
≤ C ‖f‖k,δ for
some constant C. In particular, we conclude that
∣∣eδ·Dαf ∣∣
L∞(R+×S1)
≤
C ‖f‖k,δ for all multi-indices α satisfying |α| ≤ k − 2. Hence, if |α| ≤
k − 2, we obtain the estimate∫
R+×S1
|Dαf |2
∣∣Dβg∣∣2 · e2δs ≤ C2 ‖f‖2k,δ · ∫
R+×S1
∣∣Dβg∣∣2 ≤ C2 ‖f‖2k,δ · ‖g‖2k,σ
≤ C2 ‖f‖2m,δ · ‖g‖
2
k,σ
since m ≥ k. If the multi-index β satisfies |β| ≤ k − 2, then the
derivative Dβg belongs to Hk−|α| ⊂ H2 so that, in view of the Sobolev
embedding theorem,
∣∣Dβg∣∣
L∞(R+×S1)
≤ C ‖g‖k,σ, and hence∫
R+×S1
|Dαf |2
∣∣Dβg∣∣2·e2δs ≤ C2 ‖g‖2k,σ·∫
R+×S1
|Dαf | e2δs ≤ C2 ‖f‖2m,δ·‖g‖
2
k,σ .
Next we consider the remaining case k = 2 and m ≥ 3. Then the
multi-indices α and β in (5.60) satisfy |α| + |β| ≤ 2. Since m ≥ 3, it
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follows as before that max|α|≤1
∣∣eδ·Dαf ∣∣
L∞(R+×S1)
≤ C ‖f‖m,δ and we
conclude for the multi-indices |α| ≤ 1 that∫
R+×S1
|f |2 · |Dβg|2 · e2δs ≤ C2 ‖f‖2m,δ
∫
R+×S1
|Dβg|2 ≤ C2 ‖f‖2m,δ · ‖g‖
2
k,σ .
If |α| = 2 so that β = 0, then, in view of the Sobolev embedding
theorem applied to g ∈ H2, we can estimate |g|L∞(R+×S1) ≤ C ‖g‖k,σ,
and obtain∫
R+×S1
|Dαf |2 · |g|2 · e2δs ≤ C2 ‖g‖2k,σ
∫
R+×S1
|Dαf |2 e2δs ≤ C2 ‖f‖2m,δ · ‖g‖
2
k,σ .
In order to prove the statements (1) and (2), we split f = c+r where c is
the asymptotic constant and r belongs to Hm,δ(R+×S1) in case (1) and
to Hk,σ(R+ × S1) in case (2). Since in both cases g ∈ Hk,δ(R+ × S1),
we have cg ∈ Hk,δ(R+ × S1) and, in view of the previous part, also
rg ∈ Hk,δ(R+ × S1). Recalling that ‖g‖2
Hk,δc (R+×S1)
= |c|2 + ‖r‖2k,δ, we
estimate in case (1),
‖fg‖k,δ = ‖cg + rg‖k,δ ≤ |c| · ‖g‖k,δ + ‖rg‖k,δ
≤ |c| · ‖g‖k,δ + C ‖r‖m,δ · ‖g‖k,δ ≤ 2C ‖f‖Hk,δc (R+×S1) · ‖g‖k,δ ,
and in case (2),
‖fg‖k,δ = ‖cg + rg‖k,δ ≤ |c| · ‖g‖k,δ + ‖rg‖k,δ
≤ |c| · ‖g‖k,δ + C ‖r‖k,σ · ‖g‖k,δ ≤ 2C ‖f‖Hk,σc (R+×S1) · ‖g‖k,δ ,
The proof of Theorem 5.7 is complete. 
5.7. Proof of Proposition 4.12
We recall that, given a smooth map A : RN → L(RK ,RM), the map
A˜ : B 1
2
⊕ E(N) ⊕ F (K) → F (M), (a, u, η) 7→ ξ = A˜(a, u, η), is defined as
the unique solution of the equations
(5.61)
⊕̂a(ξ)(s, t) = A
(
⊕a(u)(s, t)
)
· ⊕̂a(η)(s, t)
⊖̂a(ξ)(s, t) = 0,
for [(s, t)] ∈ Za where we have abbreviated u = (u+, u−) ∈ E(N),
η = (η+, η−) ∈ F (K), and ξ = (ξ+, ξ−) ∈ F (M). Here the spaces are
defined as follows. The sc-Hilbert space E(N) consists of pairs (u+, u−)
belonging to H3,δ0c (R
+×S1,RN)⊕H3,δ0c (R
−×S1,RN) having common
asymptotic constants as s→ ±∞ and the sc-Hilbert space F (K) is the
space H2,δ0(R+×S1,RK)⊕H2,δ0(R+×S1,RK). We also point out that
in view of the second equation and the properties of the function βa, we
conclude ξ+(s, t) = 0 for s ≥ R
2
+ 1 and ξ−(s′, t′) = 0 for s′ ≤ −R
2
− 1.
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Without loss of generality we may assume that N = K = M = 1
so that A : R→ R is a smooth function. We also drop the superscript
from E(1) and F (1) and write instead simply E and F , respectively.
(1). In order to prove the first statement in Proposition 4.12, we
derive a formula for A˜
(
a, u, η
)
= ξ ∈ F . Abbreviating βa = βa(s) and
ua = ⊕a(u) and ηa = ⊕̂a(η),
we write the equations (5.61) in matrix form as[
βa 1− βa
βa − 1 βa
]
·
[
ξ+(s, t)
ξ−(s− R, t− ϑ)
]
=
[
A(ua(s, t)) · ηa(s, t)
0
]
.
With γa(s) = β
2
a(s) + (1 − βa)
2(s) denoting the determinant of the
matrix on the left hand side and multiplying both sides by the inverse
of this matrix, we arrive at the formula[
ξ+(s, t)
ξ−(s− R, t− ϑ)
]
=
1
γa
[
βa βa − 1
1− βa βa
]
·
[
A(ua(s, t)) · ηa(s, t)
0
]
.
The formulae for ξ+ and ξ− are
ξ+(s, t) =
βa
γa
(s) · f(s, t) =
βa
γa
(s) · A
(
ua(s, t)
)
· ηa(s, t)
and ξ+(s, t) = 0 for s ≥ R
2
+ 1, and
ξ−(s− R, t− ϑ) =
1− βa
γa
(s) ·A
(
ua(s, t)
)
· ηa(s, t)
and ξ−(s − R, t − ϑ) = 0 for s ≤ R
2
− 1. Our aim is to prove that for
i = 0, 1 the map B 1
2
⊕ E ⊕ F i → F i,
(a, u, η) 7→ ξ,
is sc-smooth. To do this we consider the formula for ξ+. We introduce
the map f : B 1
2
⊕ F i → H2+i,δi(R+ × S1), defined for a 6= 0 by
f(a, η)(s, t) =
βa
γa
(s) · ⊕̂a(η)(s, t)(5.62)
where (s, t) ∈ R+ × S1. If a = 0, we define f(0, η)(s, t) = η+(s, t) for
(s, t) ∈ R+ × S1. We point out that if a 6= 0, then
f(a, η)(s, t) = 0 for s ≥
R
2
+ 1.
Decomposing u± = c+ r± where c is the common asymptotic constant
of the maps u±, the glued map ⊕a(u) is, in view of Section 2.4 of [27],
given by
⊕a(u)(s, t) = c+⊕a(r)(s, t)
5.7. PROOF OF PROPOSITION 4.12 211
where 0 ≤ s ≤ R and where r = (r+, r−). Next we introduce the map
g : B 1
2
×H3,δ0c (R
+ × S1)→ H3,δ0(R+ × S1), defined by
(5.63) g(a, u)(s, t) = c+ βa(s− 2) · ⊕a(r)(s, t),
if a 6= 0. If a = 0, we set g(0, u) = c + r+ = u+. We note that
g(a, u)(s, t) = 0 for s ≥ R
2
+ 3 and ⊕a(u)(s, t) = g(a, u)(s, t) for s ≤
R
2
+ 1 since βa(s − 2) = 1 for s ≤
R
2
+ 1. Since f(a, η)(s, t) = 0 for
s ≥ R
2
+ 1, we therefore find that
ξ+(s, t) = A(g(a, u)(s, t)) · f(a, η)(s, t)
if a 6= 0, and if a = 0, then
ξ+(s, t) = A(u+(s, t)) · η+(s, t) = A(g(0, u)(s, t)) · f(0, η)(s, t)
for (s, t) ∈ R+ × S1. Consequently, ξ+ is the product of two maps
defined on all of R+×S1 and we shall show that each map is sc-smooth.
We start with the map B 1
2
⊕ E → H3,δ0c (R
+ × S1), defined by
(a, u) 7→ A(g(a, u)). First, using the arguments in Section 2.4 of [27]
one shows that the map B 1
2
⊕E → H3,δ0c (R
+×S1), defined by (a, u) 7→
g(a, u) is sc-smooth. The smooth function A : R→ R induces a smooth
substitution operator
Â : Hm,δc (R
+ × S1)→ Hm,δc (R
+ × S1), Â(u) = A ◦ u
for every m ≥ 2 and δ ≥ 0. In particular, the map
Â : H3,δ0c (R
+ × S1)→ H3,δ0c (R
+ × S1)
is sc-smooth. Applying the chain-rule for sc-smooth maps, we conclude
that the map
B 1
2
⊕ E → H3,δ0c (R
+ × S1), (a, u) 7→ Â(g(a, u)) = A ◦ g(a, u)
is sc-smooth. Also the map B 1
2
⊕ F i → H2+i,δi(R+ × S1), defined by
(5.62) is sc-smooth for i = 0 and i = 1, again by the arguments in
Section 2.4 of [27].
The product map Φ : H3+m,δmc (R
+×S1)⊕H2+m+i,δm+i(R+×S1)→
H2+m+i,δm+i(R+ × S1), defined by Φ(f, g) = f · g, is smooth for every
level m ≥ 0 and i = 0, 1. This follows from the statement (1) of
Theorem 5.7 if i = 0 and from the statement (2) if i = 1. Consequently,
applying the chain-rule, the map B 1
2
⊕ E ⊕ F i → H2+i,δi(R+ × S1),
defined by (a, u, η) 7→ Φ
(
Â(g(a, u)), f(a, η)
)
, is sc-smooth and hence
the map (a, u, η) 7→ ξ+ is sc-smooth. The same arguments applied to
the second map B 1
2
⊕E ⊕F i → H2+i,δi(R− × S1), (a, u, η) 7→ ξ− show
that it is also sc-smooth.
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Consequently, the map B 1
2
×E⊕F i → F i, (a, u, η) 7→ ξ = A˜(a, u, η),
is sc-smooth as claimed.
To obtain the desired estimate we first consider the map (a, η) 7→
f(a, η). The map is sc-smooth and, in particular, of class sc0. Hence,
given the level m ≥ 0, there exists a constant ρ > 0 such that
‖f(a, η)‖H2+m+i,δm+i (R+×S1) ≤ 1
for all |a| ≤ ρ, i = 0, 1, and all |η|Fm+i ≤ ρ. Since the map is linear in
the variable η, we conclude that
‖f(a, η)‖H2+m+i,δm+i (R+×S1) ≤ ρ
−1 |η|Fm+i
for all |a| ≤ ρ, i = 0, 1, and all η ∈ Fm+i. Also, it follows from (5.62)
that there is a constant Cm > ρ
−1 such that
‖f(a, η)‖H2+m+i,δm+i (R+×S1) ≤ Cm |η|Fm+i
for all ρ ≤ |a| ≤ 1
2
, i = 0, 1, and all η ∈ Fm+i. Consequently,
(5.64) ‖f(a, η)‖H2+m+i,δm+i (R+×S1) ≤ Cm |η|Fm+i
for all |a| ≤ 1
2
, i = 0, 1, and all η ∈ Fm+i. Now, given a pair u0 =
(u+0 , u
−
0 ) ∈ Em where u
±
0 = c0 + r
±
0 , we define
g(a, u0)(s, t) = c0 + βa(s− 2) · ⊕̂a(r0)(s, t)
if a 6= 0 and g(0, u0) = u
+
0 if a = 0. We already know that the map
(a, u) 7→ A ◦ g(a, u)) is sc-smooth, hence, in particular, of class sc0.
Therefore, fixing a level m ≥ 0, we find for every a0 ∈ B 1
2
and ε > 0 a
positive number ρa0 such that
‖A(g(a, u))−A(g(a0, u0))‖Hm+3,δmc (R+×S1) ≤ ε/2
for all |a− a0| < ρa0 and |u− u0|Em < ρa0 . In particular,
‖A(g(a, u0))− A(g(a0, u0))‖Hm+3,δmc (R+×S1) ≤ ε/2
implying
‖A(g(a, u))− A(g(a, u0))‖Hm+3,δmc (R+×S1)
≤ ‖A(g(a, u))− A(g(a0, u0))‖Hm+3,δmc (R+×S1)
+ ‖A(g(a0, u0))−A(g(a, u0))‖Hm+3,δmc (R+×S1) ≤ ε.
Covering the closed disk B 1
2
by open disks B(a0, ρa0) and using com-
pactness we find a constant ρ > 0 such that
‖A(g(a, u))− A(g(a, u0))‖Hm+3,δmc (R+×S1) ≤ ε
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for all a and for u ∈ Em satisfying |u− u0|Em < ρ.
Now, using Theorem 5.7 on level m+ i for i = 0, 1 and the estimate
(5.64), we conclude for given u0 ∈ Em and ε > 0 that there exist ρ > 0
and a constant Cm depending on m but not on a such that∥∥(A(g(a, u))− A(g(a, u0))) · f(a, η)∥∥Hm+2+i,δm+i (R+×S1) ≤ Cm · ε · |η|Fm+i
for all a ∈ B 1
2
, all η ∈ Fm+i and for u ∈ Em satisfying |u− u0|Em < ρ.
This completes the proof of the part (1) of Proposition 4.6 and we next
turn to part (2).
(2). We recall that, for a fixed a ∈ B 1
2
, the map La : E → L(F, F ) is
defined by
La(u) = A˜(a, u, ·) ∈ L(F, F ).
That for fixed a and level m the map La is of class C
1 follows from
standard classical argument and the fact that gluing is linear. Then
one computes the form of DLa by a formal calculation. For this we
consider the smooth function B : R⊕ R→ R, defined by
B(p, q) = DA(p) · q
where DA stands for the derivative of A, and introduce the map B˜ :
B 1
2
⊕ E ⊕ E ⊕ F → F , (a, u, û, η) 7→ B˜(a, u, û, η) = ξ, defined as the
unique solution of the two equations
⊕̂a(ξ) = B(ua, ûa) · ηa
⊖̂a(ξ) = 0
if a 6= 0. Here we have used the notation ua = ⊕a(u), ûa = ⊕a(û), and
ηa = ⊕̂a(η). If a = 0, then B˜(a, u, û, η) =
(
[DA(u+) · û+] ·η+, [DA(u−) ·
û−] · η−
)
. We claim that the derivative DLa(u)û of the map La at the
point u in the direction of û is equal to
(5.65) DLa(u)û = B˜(a, u, û, ·).
The continuity of the map DLa : Em → L(Em,L(Fm, Fm)) is a
consequence of the estimate in the part (3) below.
The sc-smoothness of the map B 1
2
⊕E ⊕E ⊕ F → F , defined by
(a, u, û, η) 7→ [DLa(u)û]η = B˜(a, u, û, η),
can be reduced to the previous discussion in part (1) by replacing the
function A by the function B. This completes the proof of part (2) in
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Proposition 4.12, and we shall prove part (3).
(3). Fixing a level m ≥ 0 and u0 ∈ Em, we have to estimate∣∣[DLa(u)û]η − [DLa(u0)û]η∣∣Fm = ∣∣∣B˜(a, u, û, η)− B˜(a, u0, û, η)∣∣∣Fm .
For a 6= 0, we abbreviate ξ = B˜(a, u, û, η) and ξ0 = B˜(a, u0, û, η).
Then,
ξ+ − ξ+0 =
[
DA(ua)−DA((u0)a)
]
· ûa ·
[
βa
γa
ηa
]
With the maps f : B 1
2
⊕ F → H2,δ0(R+ × S1), (a, η) 7→ f(a, v), and
f̂ : B 1
2
⊕E → H3,δ0(R+×S1), (a, û) 7→ f̂(a, û), both defined by (5.62),
and the map g : B 1
2
×H3,δ0c (R
+×S1)→ H3,δ0(R+×S1), (a, u) 7→ g(a, u)
defined by (5.63), the map ξ+ − ξ+0 is equal to
ξ+ − ξ+0 =
[
DA(g(a, u))−DA(g(a, u0))
]
· f̂(a, û) · f(a, η)
For the map f we have the estimate (5.64) and for the map f̂ we
similarly obtain the estimate
(5.66)
∥∥∥f̂(a, û)∥∥∥
H3+m,δm (R+×S1)
≤ Cm |û|Em
for all |a| ≤ 1
2
and all û ∈ Em. Hence, using the Banach algebra
property in Theorem 5.7 twice, and the estimates (5.64) and (5.66), we
obtain∥∥ξ+ − ξ+0 ∥∥H2+m,δm (R+×S1)
≤ Cm ‖DA(g(a, u))−DA(g(a, u0))‖H3+m,δmc (R+×S1) · |û|Em · |η|Fm
with a constant Cm depending onm but not on a. Finally, repeating the
same argument as in the part (1) but with the derivative DA : R→ R
instead of A : R→ R, we see that for a given ε > 0, there is a constant
ρ > 0 such that
‖DA(g(a, u)−DA(g(a, u0))‖H3+m,δmc (R+×S1) < ε
for all |a| ≤ 1
2
and for u ∈ Em satisfying |u− u0|Em < ρ. Therefore,∥∥ξ+ − ξ+0 ∥∥H2+m,δm (R+×S1) < Cm · ε · |û|Em · |η|Fm
for u ∈ Em satisfying |u− u0|Em < ρ, for all û ∈ Em and all η ∈ Fm.
Since the same estimate also holds for the map ξ− − ξ−0 , we conclude
that ∣∣∣B˜(a, u, û, η)− B˜(a, u0, û, η)∣∣∣
Fm
≤ Cm · ε · |û|Em · |η|Fm
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for u ∈ Em satisfying |u− u0|Em < ρ, for all û ∈ Em and all η ∈ Fm.
The estimate for a = 0 is obtained the same way.
The proof of Proposition 4.6 is complete. 
5.8. Proof of Proposition 4.16
We recall that the Hilbert spaces H3+m,−δm(Z∗a ,R
2n) for m ≥ 0
consist of maps u : Z∗a → R
2n for which the associated maps v : R ×
S1 → R2n, defined by (s, t) → u([s, t]) have partial derivatives up
to order 3 + m which, if weighted by e−δm|s−
R
2
| belong to the space
L2(R × S1). The spaces H2+m,−δm(Z∗a ,R
2n) are defined analogously.
The norm of u ∈ H3+m,−δm(Z∗a ,R
2n) is defined as
||u||∗3+m,−δm =
( ∑
|α|≤3+m
∫
R×S1
|Dαu|2 e−2δm|s−
R
2 | dsdt
)1/2
.
The number R is equal to R = ϕ(|a|) where ϕ is the exponential gluing
profile. Moreover, the mean value [u]a of a map u : Z
∗
a → R
2n over the
circle at {R
2
} × S1 is defined as
[u]a :=
∫
S1
u
([
R
2
, t
])
dt.
If u ∈ H3+m,−δm(Z∗a ,R
2n), then the norm ||u||∗3+m,−δm is equal to
||u||∗3+m,−δm =
( ∑
|α|≤3+m
∫
R×S1
|Dαu(s, t)|2 e−2δm|s−
R
2 | dsdt
)1/2
=
( ∑
|α|≤3+m
∫
R×S1
|Dαu(s+ R/2, t)|2 e−2δm|s| dsdt
)1/2
= ‖u(·+R/2, ·)‖H3+m,−δm (R×S1,R2n) ,
where the H3+m,−δm(R× S1,R2n)-norm of the map u : R× S1 → R2n
is defined by
‖u‖2H3+m,−δm (R×S1,R2n) =
∑
|α|≤3+m
∫
R×S1
|Dαu(s, t)|2 e−2δm|s| dsdt.
Thus, the map Ia : H
3+m,−δm(Z∗a ,R
2n) → H3+m,−δm(R × S1,R2n), de-
fined by u(· + R/2, ·), is a linear isometry. The same holds for the
spaces H2+m,−δm(Z∗a ,R
2n) and H2+m,−δm(R × S1),R2n). Moreover, if
v(s, t) = u(s+R/2, t), then v− [v]0 = u− [u]a where R = ϕ(|a|). Con-
sequently, it suffices to study the standard Cauchy-Riemann operator
∂0 : H
3+m,−δm(R× S1,R2n)→ Hm+2,−δm(R× S1,R2n).
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It is known that this operator is a surjective Fredholm operator whose
kernelN consists of constant functions. The subspaceX ⊂ H3+m,−δm(R×
S1,R2n) of maps u satisfying
[u]0 :=
∫
S1
u(0, t) dt = 0
is closed and an algebraic complement of the kernel N . Since N is of
finite dimension, the subspace X is a topological complement of N .
Applying the open mapping theorem, there exists a constant Cm such
that
1
Cm
· ‖u‖m+3,−δm ≤
∥∥∂0u∥∥m+2,−δm ≤ Cm · ‖u‖m+3,−δm
for every u ∈ X . Now the desired estimate is a consequence of the fact
that if u ∈ H3+m,−δm(R × S1,R2n), then the map u − [u]0 belongs to
X . This completes the proof of Proposition 4.16.
5.9. Proof of Lemma 4.19
We recall the statement for convenience.
Lemma 4.19. If ε > 0, there exists Rε > 0 such that for all R ≥ Rε
and for i = 0, 1 the estimate
‖γR · (J(v)− J(0))ht‖Hm+2+i,δm+i (R×S1,R2n) ≤ ε · ‖h‖Hm+3+i,δm+ic (R×S1,R2n)
holds for all h ∈ H
m+3+i,δm+i
c (R× S1,R2n).
Proof. We only consider the case i = 0; the arguments for the
case i = 1 are the same. We may assume without loss of generality
that J and h are real-valued. Since we have uniform bounds on the
derivatives of γR up to any order and γR vanishes for s ≤ R + 1, the
norm
‖γR · (J(v)− J(0))ht‖
2
Hm+2,δm
is estimated from above by a constant independent of R times a linear
combination of integrals of the form
(5.67)
∫
[R,∞)×S1
∣∣Dα[(J(v)− J(0))ht]∣∣2 e2δm|s| dsdt
where the multi-indices α = (α1, α2) are of order |α| ≤ m+ 2. Since
Dα
[(
J(v)− J(0)
)
ht
]
=
∑
β≤α
(
α
β
)
Dβ
(
J(v)− J(0)
)
·Dα−βht,
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the integrals (5.67) are estimated by a constant independent of R, times
a linear combination of integrals of the form
(5.68)
∫
[R,∞)×S1
∣∣Dβ(J(v)− J(0))∣∣2 · ∣∣Dα−βht∣∣2 e2δms dsdt
with multi-indices α and β satisfying β ≤ α and |α| ≤ m + 2. If
|β| = 0, then using that J is smooth and v(s, t) approaches 0 as s→∞
uniformly in t, the above integral can be estimated by
CR
∫
[R,∞)×S1
|Dαht|
2 eδms dsdt ≤ C ′R ‖h‖
2
Hm+3,δmc (R×S1,R2n)
where the constants CR and C
′
R converge to 0 as R → ∞. We next
assume that 1 ≤ |β| ≤ m+2. Then Dβ
(
J(v)−J(0)
)
= Dβ
(
J(v)
)
. The
derivative Dβ(J(v)) is a linear combination of expressions of the form
(5.69) (DkIJ)(v) ·D
γi1vi1 · · · · ·D
γikvik ,
where DkIJ stands for the k-order derivative with respect to the vari-
ables {i1, . . . , ik} and vi’s are the components of the vector v. Moreover,
k ≤ |β| and the multi-indices γi1, . . . , γik satisfy |γi1|+ . . .+ |γik| = |β|.
Hence using that v(s, t) approaches 0 as s→∞ uniformly in t and that
J is smooth, we see that for multi-indices β satisfying 1 ≤ |β| ≤ m+2
the integrals in (5.68) are bounded above by integrals of the form
(5.70) CR
∫
[R,∞)×S1
|Dγ1v1|
2 · · · |Dγ2nv2n|
2 ·
∣∣Dα−βht∣∣2 e2δms dsdt
with a constant CR tending to 0 as R → ∞. To estimate the in-
tegrals in (5.70) we first assume that |γi1 | , . . . , |γik | are less or equal
to m+ 1. We recall that v is a fixed map belonging to Hm+3,δm(R+ ×
S1,R2n). This is equivalent to saying that eδmsv belongs to Hm+3(R+×
S1,R2n). In view of the Sobolev embedding theorem, we conclude that
eδmsv is of class Cm+1((1,∞)× S1) and there exists a constant C such
that max0≤|γ|≤m+1 sup(1,∞)×S1
∣∣Dγ(eδmsv)∣∣ ≤ C ‖v‖Hm+3,δm ((1,∞)×S1,R2n).
From this we conclude that the partial derivatives Dγivi are uniformly
bounded by a constant independent of R > 1. If |γi1| , . . . , |γik | ≤ m+1,
then the integrals in (5.70) are estimated from above by
KR
∫
[R,∞)×S1
∣∣Dα−βht∣∣2 e2δms dsdt ≤ C ′R ‖h‖Hm+3,δm (R×S1,R2n) .
It remains to consider the case in which there is exactly one multi-
index, say γi, for which |γi| = m+ 2. In this case α = β = γi and the
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integral (5.70) takes the form
(5.71) CR
∫
[R,∞)×S1
|Dαvi|
2 · |ht|
2 e2δms dsdt.
Since the derivative ht belongs to H
m+2,δm(R+ × S1,R2n), the map
eδmsht belongs to H
m+2(R+ × S1,R2n). In particular, in view of the
Sobolev embedding theorem, eδmsht belongs to the space C
0(R+ ×
S1,R2n) and∥∥eδmsht∥∥C0(R+×S1) ≤ C ∥∥eδmsht∥∥Hm+2(R+×S1,R) ≤ C ‖h‖Hm+3,δmc (R×S1) .
Consequently,
CR
∫
[R,∞)×S1
|Dαvi|
2 · |ht|
2 e2δms dsdt
≤ C ′R ‖ht‖C0(R+×S1) ‖v‖Hm+3(R+×S1,R2n)
≤ C ′R ‖v‖Hm+3(R+×S1,R2n) · ‖h‖Hm+3,δmc (R×S1,R2n) .
(5.72)
Summing up, each of the integrals (5.67) can be estimated from above
by CR ‖h‖Hm+3,δmc (R×S1,R2n) in which CR → 0 as R → ∞. This com-
pletes the proof of Lemma 4.19. 
5.10. Orientations for Sc-Fredholm Sections
The Appendices 5.10 and 5.11 are devoted to the orientation in
Gromov-Witten theory.
5.10.1. Basic Ideas. We start with some general considerations
well known from index theory, and refer to [11] and [29, 30] for more
details. Here we shall restrict ourselves to the case of Fredholm opera-
tors in Hilbert spaces. The Banach space case is technically a little bit
more complicated and the basic constructions can be found in [29].
If E is a finite-dimensional vector space, we denote its dual space
by E∗. The maximal wedge of E is the 1-dimensional vector space
ΛmaxE = Λdim(E)E.
In case E = {0}, we put ΛmaxE = R. The dual R∗ of R is canonically
identified with R by the isomorphism R∗ → R, λ → λ(1). Henceforth
R∗ = R. Moreover, there is a canonical isomorphism
γ : Λmax(E∗)→ (ΛmaxE)∗
defined by
γ(e∗1 ∧ .. ∧ e
∗
n)(a1 ∧ . . . ∧ an) = det(e
∗
i (aj)),
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where n = dim(E). If n = 0, then Λmax(E∗) = Λmax(0) = R = R∗ and
γ(r)t = r · t.
Definition 5.8. The determinant det(T ) of a bounded linear Fred-
holm operator T : E → F between Hilbert spaces is the 1-dimensional
real vector space defined by
det(T ) = (Λmax ker(T ))⊗ (Λmaxcoker(T)∗).
Our aim is to study orientation questions for sc-Fredholm sections.
The situation is more complicated than in the classical case. In fact
there are many possibilities for natural constructions and different con-
ventions can lead to different signs in the orientations of the moduli
spaces. In the SFT the orientation analysis requires many conventions
due to a wealth of additional structures. This analysis will be carried
out in the forthcoming paper [8] and, of course, it covers GW as a
special case. However, the special case of the Gromov-Witten theory
allows a somewhat simpler approach.
Given an exact sequence
E : 0→ A
α
−→ B
β
−→ C
γ
−→ D → 0
of finite dimensional vector spaces, we shall construct two associated
natural isomorphisms
Φ : = ΦE : Λ
maxA⊗ ΛmaxD∗ → ΛmaxB ⊗ ΛmaxC∗,
Ψ : = ΨE : Λ
maxC ⊗
(
ΛmaxA⊕ ΛmaxD∗
)
→ ΛmaxB.
Let dim(A) = n, dim(B) = m, dim(C) = k, and dim(D) = l. The
exactness of (E) implies the equality
m− n = k − l.
Definition 5.9. The isomorphism
Φ := ΦE : Λ
maxA⊗ ΛmaxD∗ → ΛmaxB ⊗ ΛmaxC∗
associated with the exact sequence (E) is constructed as follows. We
fix a basis d∗1, . . . , d
∗
l of D
∗. If A 6= {0}, given h ∈ ΛmaxA⊗ΛmaxD∗, we
choose vectors a1, . . . , an ∈ A such that
h = (a1 ∧ . . . ∧ an)⊗ (d
∗
1 ∧ . . . ∧ d
∗
l ).
Next we choose linearly independent vectors b1, . . . , bm−n which are
not in the image of the linear map α : A → B and define the vectors
ci = β(bi) in C, for i = 1, . . . , m − n. Then c1, . . . , cm−n are linearly
independent in C and span the image of the linear map β : B → C. We
take dual vectors c∗1, . . . , c
∗
k−l in C
∗ so that the square matrix (c∗i (cj))
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has determinant 1. The vectors d∗1 ◦ γ, . . . , d
∗
l ◦ γ, c
∗
1, . . . , c
∗
m−n form a
basis in C∗ and the map Φ is defined by
Φ(h) = (α(a1)∧..∧α(an)∧b1∧..∧bm−n)⊗(d
∗
1◦γ∧..∧d
∗
l ◦γ∧c
∗
1∧..∧c
∗
m−n).
If A = {0}, we replace α(a1) ∧ . . . ∧ α(an) by the real number r which
replaces a1 ∧ . . . ∧ an, so that h = r(d∗1 ∧ . . . ∧ d
∗
l ) and then define
Φ(h) = r(b1 ∧ . . . ∧ bm−n)⊗ (d
∗
1 ◦ γ ∧ . . . ∧ d
∗
l ◦ γ ∧ c
∗
1 ∧ . . . ∧ c
∗
m−n).
The definition of the isomorphism ΦE does not depend on the
choices involved, apart from the two convention of the order in which
we write the right-hand side of Φ(h). The two conventions are that
b1, . . . , bm−n are listed after α(a1), . . . , α(an) and c
∗
1, . . . , c
∗
m−n are listed
after d∗1 ◦ γ, . . . , d
∗
l ◦ γ. Apart from these two conventions, the resulting
definition does not depend on the choices involved, see Lemma 5.11
below.
Definition 5.10. The natural isomorphism
Ψ = ΨE : Λ
maxC ⊗
(
ΛmaxA⊗ ΛmaxD∗
)
→ ΛmaxB
is constructed as follows. Again we fix a basis d∗1, . . . d
∗
l ∈ D
∗. Then we
choose non-vanishing elements c∗1, . . . , c
∗
m−n ∈ C
∗, which do not vanish
on the image of the map β : B → C, such that the functionals
(c′1, . . . , c
′
k) = (d
∗
1 ◦ γ, . . . , d
∗
l ◦ γ, c
∗
1, . . . , c
∗
m−n)
form a basis of the dual space C∗, recalling that k = l + (m − n).
Then we choose vectors b1, . . . , bm−n such that the matrix (c
∗
i (β(bj)) has
determinant 1. The functionals (c′1, . . . , c
′
l) = (d
∗
1 ◦ γ, . . . , d
∗
l ◦ γ) vanish
on β(b1), . . . , β(bm−n). Then we choose the vectors c1, . . . , cl ∈ C such
that the matrix (c′i(cj)), where i, j = 1, . . . , l, has determinant equal to
1. Denoting by
(c1, . . . , ck) = (c1, . . . , cl, β(b1), . . . , β(bm−n)
the basis of C we have, by construction,
det
(
c′i(cj)
)
1≤i,j≤k
= 1.
Since we can choose the vectors a1, . . . , an ∈ A arbitrarily, every vector
h ∈ ΛmaxC ⊗
(
ΛmaxA⊗ ΛmaxD∗) can be represented in the form
h = (c1 ∧ . . . ∧ ck)⊗ (a1 ∧ . . . ∧ an)⊗ (d
∗
1 ∧ . . . ∧ d
∗
l )(5.73)
for a suitable choice of a1, . . . , an ∈ A. Finally, the isomorphism Ψ is
defined by
Ψ(h) = (α(a1) ∧ . . . ∧ α(an)) ∧ b1 ∧ . . . ∧ bk−l.
The case A = {0} is dealt with as in the previous Definition 5.9.
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An alternative definition of ΨE is given by the composition
ΛmaxC⊗ (Λmax⊗ΛmaxD∗)
Id⊗ΦE−−−−→ ΛmaxC⊗ΛmaxB⊗ΛmaxC∗ → ΛmaxB.
The last map is the isomorphism
(c1∧. . .∧ck)⊗(b1∧. . .∧bm)⊗(c
∗
1∧. . .∧c
∗
k) 7→ det(c
∗
j (ci))·(b1∧. . .∧bm).
To see the last assertion we start with the element h in (5.73). Writing
h = (c1 ∧ . . . ∧ ck)⊗ h
′,
we compute with Φ = ΦE and the vectors previously constructed
Φ(h′) = (α(a1) ∧ . . . ∧ α(an) ∧ b1 ∧ . . . ∧ bm−n)⊗ (c
′
1 ∧ . . . ∧ c
′
k).
Finally, we observe that (c1∧ . . .∧ck)⊗Φ(h′) is mapped by the natural
isomorphism onto (α(a1) ∧ . . . ∧ α(an) ∧ b1 ∧ . . . ∧ bm−n). This proves
our assertion noting that m− n = k − l.
Lemma 5.11. The definitions of the maps Φ = ΦE and Ψ = ΨE are
independent of the choices involved. Moreover, the maps Φ and Ψ are
isomorphisms.
Proof. In view of the previous discussion we only need to consider
the map Φ and prove that it is well-defined in the case A 6= {0}. Assume
we have chosen a basis a1, . . . , an for A, a basis d
∗
1, . . . , d
∗
l for D
∗, and
linearly independent vectors b1, . . . , bm−n in B which are not in the
image of α. With these choices fixed, we choose c∗1, . . . , c
∗
m−n in C
∗
such that the matrix (c∗i (β(bj)) has determinant 1. Consider the vector
H given by
(α(a1)∧ . . .∧α(an)∧b1 . . .∧bm−n)⊗(d
∗
1◦γ∧ . . .∧d
∗
l ◦γ∧c
∗
1∧ . . .∧c
∗
m−n).
Assuming we would have made a different choice for the vectors c∗1, . . . , c
∗
m−n,
say e∗1, . . . , e
∗
m−n, we can write
e∗j =
m−n∑
i=1
λjic
∗
i +∆j ,
where ∆j is a linear combination of the vectors d
∗
1 ◦γ, . . . , d
∗
l ◦γ. Using
γ ◦ β = 0, we conclude that
e∗j (β(bτ )) =
m−n∑
i=1
λjic
∗
i (β(bτ ))
for all 1 ≤ τ ≤ m−n. Since by assumption det(e∗j (β(bτ )) = det(e
∗
j(β(bτ )) =
1, the matrix (λji) has determinant 1. Therefore,
d∗1◦γ∧. . .∧d
∗
l ◦γ∧c
∗
1∧. . .∧c
∗
m−n = d
∗
1◦γ∧..∧d
∗
l ◦γ∧e
∗
1∧(e
∗
j (β(bτ ))∧e
∗
m−n.
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Consequently, the vectorH does not depend on the choice of c∗1, . . . , c
∗
m−n,
which is the last choice in the construction. Next we show that the vec-
torH is independent of the choice of b1, . . . , bm−n. Assume that we have
made a different choice for the vectors b1, . . . , bm−n which we again de-
note by e1, . . . , em−n. The vectors e1, . . . , em−n do not belong to the
image of the map α and
ej =
m−n∑
i=1
λjibi +∆j
for all 1 ≤ j ≤ m − n and where ∆j is a vector in the image of α.
Denoting by c∗1, . . . , c
∗
k−l ∈ C
∗ the vectors associated with b1, . . . , bm−n
so that the matrix (cτ (β(bi)) has determinant 1, we find, using β◦α = 0,
that
c∗τ (β(ej)) =
m−n∑
i=1
λjic
∗
τ (β(bi)),
which implies
det(c∗τβ(ej)) = det(λji).
Then, abbreviating r = det(λji), we can take for the choice e1, . . . , em−n
the dual vectors
(5.74)
1
r
c∗1, c
∗
2, . . . , c
∗
m−n.
With the choice above we observe that
r ·(α(a1)∧ . . .∧α(an)∧b1 . . .∧bm−n = (α(a1)∧ . . .∧α(an)∧b
′
1 . . .∧b
′
m−n
and consequently, using that our new choice for the c∗i is (5.74), we
conclude that the result does not depend on the the third choice in our
construction, namely the bi, either. Finally, we need to understand the
dependency on the choice of a1, . . . , an and d
∗
1, . . . , d
∗
l . If a
′
1, . . . , a
′
n is a
second choice for a1, . . . , an, there is r such that
1
r
· (a1 ∧ . . . ∧ an) = a
′
1 ∧ . . . ∧ a
′
n.
Similarly, if e∗1, . . . , e
∗
l is a different choice for d
∗
1, . . . , d
∗
l , there is s such
that
e∗1 ∧ . . . ∧ e
∗
l = s · d
∗
1 ∧ . . . ∧ d
∗
l .
Assuming that
(a1 ∧ . . . ∧ an)⊗ (d
∗
1 ∧ . . . ∧ d
∗
l ) = (a
′
1 ∧ . . . ∧ a
′
n)⊗ (e
∗
1 ∧ . . . ∧ e
∗
l )
we infer that r = s. Therefore, we conclude, abbreviating e∗ = e∗1 ∧
. . .∧ e∗l , a = a1∧ . . .∧ an, a
′ = a′1∧ . . .∧ a
′
n, and d
∗ = d∗1∧ . . .∧ d
∗
l , that
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the following holds with the obvious abbreviations
(α(a) ∧ b1 ∧ . . . ∧ bm−n)⊗ (d
∗ ◦ γ ∧ c∗1 ∧ . . . ∧ c
∗
m−n)
= (α(a′) ∧ b1 ∧ . . . ∧ bm−n)⊗ (e
∗ ◦ γ ∧ c∗1 ∧ .. ∧ c
∗
m−n).
This concludes the proof that the definition of ΦE is independent of
the choices involved. 
The Definitions 5.9 and 5.10 will be used in the following construc-
tions.
If T : E → F is a linear Fredholm operator between Hilbert spaces,
we denote by ΠT the collection of all orthogonal projections P : F → F
satisfying
(1) dim(F/R(P )) <∞.
(2) R(P ◦ T ) = R(P ).
Here we denote by R(A) the range of the linear operator A.
We view the composition P ◦ T as an operator E → F so that T
and P ◦ T have the same index. We introduce a partial ordering ≤ on
ΠT by defining P ≤ P ′ if P = P ′ ◦ P = P ◦ P ′. The following holds.
Lemma 5.12. Let T : E → F be a Fredholm operator between
Hilbert spaces. Assume that P, P ′ ∈ ΠT . Then there exists Q ∈ ΠT
with Q ≤ P and Q ≤ P ′.
Proof. We abbreviate by H the subspace H = R(P )∩R(P ′) of F .
The subspace H has finite codimension in F Let Q be the orthogonal
projection onto H . Denoting by A the orthogonal complement of H in
R(P ) and by B the orthogonal complement of H in R(P ′), we obtain
the orthogonal decompositions
F = A⊕H ⊕R(P )⊥ and F = B ⊕H ⊕ R(P ′)⊥.
Accordingly we can write an element f ∈ F as f = a + h + z where
a ∈ A, h ∈ H , and z ∈ R(P )⊥. Then
Q(f) = PQ(f) = QP (f).
Similarly,
Q = QP ′ = P ′Q.
Since PT : E → R(P ) is surjective, the same holds for QT = QPT .
Hence R(Q) = R(QT ) and Q ∈ ΠT , as claimed. 
Given P ∈ ΠT , we consider the sequence
(P) 0→ ker(T )
j
−→ ker(PT )
ΦPT−−→ F/R(P )
π
−→ coker(T )→ 0
in which j is the inclusion map, and ΦPT (x) = T (x) + R(P ), and π is
the surjection defined by π(y +R(P )) = (I − P )y +R(T ).
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Lemma 5.13. The sequence (P) is exact.
Proof. The inclusion j is injective and ΦPT ◦ j = 0. If Φ
P
T (x) = 0,
where PT (x) = 0, then T (x) ∈ R(P ). This implies T (x) = PT (x) = 0,
so that x is in the image of j. If x ∈ ker(PT ) we see that π ◦ΦPT (x) =
π(Tx+ R(P )) = (I − P )T (x) + R(T ) = T (x) + R(T ) = R(T ). Hence
π ◦ ΦPT = 0. If π(y +R(P )) = 0 then by definition (I − P )y +R(T ) =
R(T ), which implies (I −P )y ∈ R(T ). Hence we find (I −P )y = T (x)
for some x ∈ E. Applying P to both sides of this equation shows
that PT (x) = 0, and therefore (I − P )y = (I − P )T (x). This implies
ΦPT (x) = (I − P )T (x) +R(P ) = (I − P )y+R(P ) = y+R(P ). Finally
we note that π is surjective. Indeed, given y+R(T ), choose x ∈ E with
PT (x) = Py. Then y+R(T ) = y−T (x)+R(T ) = (I−P )(y−T (x))+
R(T ). Then we compute π(y − T (x) + R(P )) = y − T (x) + R(T ) =
y +R(T ) showing that π is surjective. Hence the sequence is exact.

We now assume that P ≤ Q so that P = Q ◦ P = P ◦ Q. Then
P ∈ ΠQT and one verifies as in Lemma 5.13 that the following sequences
are exact.
0→ ker(T )
j
−→ ker(QT )
ΦQT−−→ F/R(Q)
π
−→ coker(T )→ 0
0→ ker(QT )
j
−→ ker(PT )
ΦPQT
−−→ F/R(P )
π
−→ coker(QT )→ 0
0→ ker(T )
j
−→ ker(PT )
ΦPT−−→ F/R(P )
π
−→ coker(T )→ 0.
In view of Definition 5.8 of the determinant we deduce from Definition
5.9 and Lemma 5.11 the following isomorphisms.
γQT : det(T )→ det(QT )
γPQT : det(QT )→ det(PT )
γPT : det(T )→ det(PT ).
Lemma 5.14. If T : E → F is a linear Fredholm operator between
Hilbert spaces and if the projections P,Q ∈ ΠT satisfy P ≤ Q we have
the following relationship,
γPQT ◦ γ
Q
T = γ
P
T .
Proof. We set K = ker(T ) and denote by A ⊂ ker(QT ) the or-
thogonal complement of K in ker(QT ) and by B the orthogonal com-
plement of ker(QT ) in ker(PT ). Then we have the orthogonal decom-
positions
ker(T ) = K, ker(QT ) = K ⊕A, and ker(PT ) = K ⊕A⊕B.
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Note that we have a canonical identification
F/R(P ) = F/R(Q)⊕ R(Q)/R(P ).
To see this we note that every class in F/R(P ) has a unique represen-
tative f +R(P ) with f ∈ R(P )⊥. Then f has a unique decomposition
f = q+ p where q ∈ R(Q)⊥ and p ∈ R(Q)∩R(P )⊥. Then we associate
with f + R(P ) the element (q + R(Q), p + R(P )). Consider the map
A→ F/R(Q) : a 7→ T (a) +R(Q). This map is injective and its image
can be written as L/R(Q). Then we can as before canonically identify
F/R(Q) = F/L ⊕ L/R(Q). We introduce the following abbreviations
X = F/L, Y = L/R(Q), and Z = R(Q)/R(P ). We can identify the
exact sequence associated with T and P with the exact sequence
0→ K
j
−→ K ⊕ A⊕ B
Φ
−→ X ⊕ Y ⊕ Z
π
−→ F/R(T )→ 0.
Here j(k) = (k, 0, 0), Φ(k, a, b) = (0, T (a) +R(Q), QT (b) +R(P )) and
π(g+L, f +R(Q), e+R(P )) = (Id−Q)g+R(T ). The maps B → Z :
b→ QT (b) +R(P ) and A→ Y : a→ T (a) +R(Q) are bijections. The
exact sequence associated with T and Q is then given by
0→ K
j′
−→ K ⊕ A
Φ′
−→ X ⊕ Y
π′
−→ F/R(T )→ 0.
Here j′(k) = (k, 0), Φ′(k, a) = (0, T (a) + R(Q)), and π′(g + L, f +
R(Q)) = (Id−Q)g+R(T ). Finally the exact sequence associated with
QT and P is given by
0→ K ⊕ A
j′′
−→ K ⊕ A⊕ B
Φ′′
−→ X ⊕ Y ⊕ Z
π′′
−→ X ⊕ Y → 0,
where j′′(k, a) = (k, a, 0), Φ′′(k, a, b) = (0, 0, QT (b)+R(P )) and π′′(g+
L, f+R(Q), e+R(P )) = (g+L, f+R(Q)). Consider first the sequence
associated withe T and Q. Take a basis k1, . . . , kl for K and a basis
d∗1, . . . , d
∗
n for (F/R(T ))
∗. Applying j′ to the ki, we obtain
k1 = (k1, 0), . . . , kl = (kℓ, 0)
and pulling back by π′ the d∗j , we obtain
x∗1 = (x
∗
1, 0), . . . , x
∗
n = (x
∗
n, 0).
Using that A → Y : a → T (a) + R(Q) is a bijection, we take a basis
a1, . . . , am for A and a dual basis y
∗
1, . . . , y
∗
m for Y
∗ associated with the
image basis of the a1, . . . , am. Then
det(y∗j (T (ai) +R(Q))) = 1.
Defining aj = (0, aj) and y
∗
j = (0, y
∗
j ), the vectors
k1, . . . , kl, a1, . . . , am
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for a basis for K ⊕A and the vectors
x∗1, . . . , x
∗
n, y
∗
1, . . . , y
∗
m
form a basis for (X⊕Y )∗. We observe that these two bases provide the
input data for the diagram associated with QT and P . We also note
that the map Φ” induces the bijection B → Z : b → QT (b) + R(P ).
Hence after fixing a basis b1, . . . , bq for B and a dual basis for Z
∗ for
the image basis we obtain a basis for K ⊕ A⊕ B and for X ⊕ Y ⊕ Z.
Wedging the vectors of each of these bases together and then taking
the tensor product is the image in det(PT ) by mapping h = (k1∧ . . .∧
kl)⊗ (x∗1 ∧ . . . ∧ x
∗
n) first under γ
Q
T to an element in det(QT ) and then
under γPQT to det(PT ). Of course, we could have alternatively taken
the exact sequence associated with T and P and started with k1, . . . , kl
and x∗1, . . . , x
∗
n and then make the same choice of vectors for A, B, Y ,
and Z. The result would be the same. This completes the proof. 
5.10.2. The Line Bundle Structure on DET(E, F ). We as-
sume that E and F are two Hilbert spaces and consider the open sub-
set Fred(E, F ) of L(E, F ) consisting of all linear Fredholm operators.
We introduce the line bundle DET(E, F ) by
DET(E, F ) =
⋃
T∈Fred(E,F )
{T} × det(T ).
Our aim in this section is to show that
DET(E, F )→ Fred(E, F )
has in a natural way the structure of topological line bundle. At this
point DET(E, F ) is only a set which fibers over Fred(E, F ) and where
the fibers have natural structures as one-dimensional real vector spaces.
We define a collection of bijections possessing additional properties
as follows. We choose T0 ∈ Fred(E, F ) and let P be a projection in
ΠT0 . Then we find ε0 > 0 such that R(PT ) = R(P ) =: H for all
T satisfying ‖T − T0‖ < ε0. We fix the orthogonal complement X of
ker(PT0) in E so that
E = ker(PT0)⊕X.
We define Bε(T0) = {T ∈ L(E, F ) | ‖T − T0‖ < ε0} and consider the
map
Γ : Bε(T0)× ker(PT0)⊕X → H, (T, y, x)→ PT (y + x).
Replacing ε0 by ε1 ∈ (0, ε0], we may assume that
X → H, x 7→ PT (y + x)
5.10. ORIENTATIONS FOR SC-FREDHOLM SECTIONS 227
is surjective for all y ∈ ker(PT0) and all ‖T − T0‖ < ε1. This allows us
to define a uniquely determined continuous map
Φ : Bε1(T0)× ker(PT0)→ X
satisfying
PT (y + Φ(T, y)) = 0.
For a fixed T ∈ Bε1(T0), the map y 7→ Φ(T, y) is linear and Φ(T0, y) = 0
for all y ∈ ker(PT0).
Consider the subset Θ of {T ∈ L(E, F ) | ‖T − T0‖ < ε1} × E
consisting of all pairs (T, k) satisfying PT (k) = 0. Then Θ has an
induced topology from the ambient space and the map
Φ : Bε1(T0)× ker(PT0)→ Θ, (T, y) 7→ (T, y + Φ(T, y))
is a homeomorphism which is linear in the fibers and whose inverse is
given by (T, k) → (T,Q0k), where Q0 is the projection onto ker(PT0)
along X . This shows the set Θ is a topological vector bundle in a nat-
ural way and we have given a trivialization. Trivially {T | ‖T − T0‖ <
ε1} × (F/H)∗ is a smooth vector bundle. This immediately gives us
the structure of a topological line bundle
L :=
⋃
{T | ‖T−T0‖<ε1}
{T} × det(PT )→ {T | ‖T − T0‖ < ε1}.
The collection of maps γPT : det T → det(PT ) defines a bijection
DET(E, F )|{T | ‖T − T0‖ < ε1} → L
which is linear on the fibers and covers the identity. We equip
DET(E, F )|{T | ‖T − T0‖ < ε1}
with the unique structure of a topological line bundle making the latter
map a topological bundle isomorphism. Hence we have proved the
following lemma.
Lemma 5.15. Given T0 ∈ Fred(E, F ) and P ∈ ΠT0, there exists
ε > 0 such that the following holds.
(i) Every T ∈ L(E, F ) satisfying ‖T − T0‖ < ε is Fredholm.
(ii) P ∈ ΠT for all T satisfying ‖T − T0‖ < ε.
(iii) The set LT0,P,ε =
⋃
{T | ‖T−T0‖<ε}
{T} × det(PT ) has in a nat-
ural way the structure of a topological line bundle
LT0,P,ε → {T | ‖T − T0‖ < ε}.
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(iv) There exists a natural bijection associated with the γPT which
is linear on the fibers and which makes the following diagram
commutative
⋃
{T | ‖T−T0‖<ε}
{T} × det(T )
ΦT0,P,ε−−−−→ LT0,P,εy y
{T | ‖T − T0‖ < ε} {T | ‖T − T0‖ < ε}
Here ΦT0,P,ε(T, h) = (T, γ
P
T (h)).
Let T0 ∈ Fred(E, F ) and P,Q ∈ ΠT0 with P ≤ Q. We find ε > 0
so that every bounded linear operator T : E → F with ‖T − T0‖ < ε
is Fredholm and P,Q ∈ ΠT . Using the exact sequences
0→ ker(QT )
j
−→ ker(PT )
ΦPQT
−−→ F/R(P )
π
−→ F/R(Q)→ 0
we obtain the family of maps
γPQT : det(QT )→ det(PT ).
Near T0 we have the topological vector bundles coming from the families
{T} × ker(PT ) → T , {T} × ker(QT ) → T , and the trivial bundles
{T} × F/R(P )→ T , and {T} × F/R(Q)→ T , which fit well with the
maps occurring in the exact sequence. Hence the maps γPQT define a
topological line bundle isomorphisms
LT0,Q,ε → LT0,P,ε.
Consider the transition map
ΦT1,Q1,ε1 ◦ Φ
−1
T2,Q2,ε2
: LT2,Q2,ε2|U → LT1,Q1,ε1|U
where U = {T | ‖T − T1‖ < ε1, ‖T − T2‖ < ε2}. This map is a bijec-
tion and is linear on the fibers. It suffices to show that the transition
map is continuous. Let T3 ∈ U . Then Q1, Q2 ∈ ΠT3 and we pick
P ∈ ΠT3 satisfying P ≤ Q1 and P ≤ Q2. We take ε small enough so
that V := {T | ‖T − T3‖ < ε} ⊂ U and consider
DET(E, F )|V
ΦT3,P,ε−−−−→ LT3,P,ε.
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First of all we have the following commutative diagram of bijections
which are linear in the fibers,
DET(E, F )|V DET(E, F )|V
ΦT2,P2,ε2
y ΦT1,P1,ε1y
LT2,P2,ε2|V LT1,P1,ε1|Vy y
LT3,Q,ε LT3,Q,ε
The bottom vertical arrows are topological bundle isomorphisms. The
vertical compositions on the left and on the right are the same map
in view of Lemma 5.14. Hence the transition map ΦT1,Q1,ε1 ◦ Φ
−1
T2,Q2,ε2
over the set V can be written as the transition map associated with
the two lower vertical arrows, but the latter is a topological bundle
isomorphism.
Hence we have proved the following theorem.
Theorem 5.16. DET(E, F ) has in a natural way the structure of
a topological line bundle over Fred(E, F ).
5.10.3. Orientations in the M-Polyfold Case. Now we are
ready to deal with the M-polyfold case. In the following we shall as-
sume that our polyfolds and strong bundles are modeled on sc-smooth
retracts in sc-Hilbert spaces, so that the orientation discussion from the
previous subsection is applicable. A more general orientation discussion
covering the Banach space case is contained in [29, 30]. Let E → X
be a strong M-polyfold bundle and f a sc-Fredholm section. Given a
smooth point x0 ∈ X we can construct near x0 a local sc
+-section s
satisfying s(x0) = f(x0). Taking any such section s, the linearization
of f − s at x0, denoted by
(f − s)′(x0) : Tx0X → Ex0 ,
is a well defined (linear) sc-Fredholm operator between sc-Hilbert spaces,
see [22, 23]. Given two such sections s1 and s2 we deduce from
f − s1 = f − s2+(s2− s1) and the property (s2− s1)(x0) = 0, that the
linearisations (f − s1)′(x0) and (f − s2)′(x0) differ by the linearisation
(s2−s1)′(0), which is a linear sc+-operator and therefore level-wise com-
pact. We recall from [22] that sc-Fredholm operators stay sc-Fredholm
operators after a perturbation by an sc+-operator.
Definition 5.17. The set Lin(f, x0) consists of all linear sc-
Fredholm operators of the form (f − s)′(x0) + a, where s is a fixed
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local sc+-section satisfying s(x0) = f(x0) and a : Tx0X → Ex0 is any
linear sc+-operator. In a formula,
Lin(f, x0) = {(f − s)
′(x0) + a | a is an sc
+-operator}.
We call Lin(f, x0) the set of linearisations of f at the smooth point
x0. The definition of Lin(f, x0) does not depend on the choice of the
sc+-section s as along as s(x0) = f(x0).
The set Lin(f, x0) is a convex set to which we shall refer as the
family of linearisations of f at x0. Every element in Lin(f, x0) is an
sc-Fredholm operator. In particular, viewing them as operators
Tx0X → Ex0,
i.e. on level 0, we obtain classical Fredholm operators between Hilbert
spaces. If A1 and A2 are two such operators, then A1−A2 is a compact
operator, hence belonging to the Banach space K(Tx0X,Ex0) of com-
pact operators. The space Lin(f, x0) is a metric space equipped with
the metric
d(A1, A2) = ‖A1 −A2‖L(Tx0X,Ex0)
.
By the previous discussion we have for every classical Fredholm oper-
ator T its determinant det(T ) and conclude the following result.
Proposition 5.18. The set DET(f, x0), defined by
DET(f, x0) =
⋃
A∈Lin(f,x0)
{A} × det(A),
has in a natural way the structure of a topological line bundle over
Lin(f, x0).
In view of the continuous map Lin(f, x0) → Fred(Tx0X,Ex0) , we
can view the line bundle above as the pull-back bundle of the deter-
minant bundle over the space of Fredholm operators. Since the base
space Lin(f, x0) is contractible our bundle is trivial and has precisely
two possible orientations.
Definition 5.19. An orientation of the sc-Fredholm section
f of the strong M-polyfold bundle E → X at the smooth point x0 is a
choice of one of the possible two orientations of DET(f, x0).
We need the notion of “local continuation” of the orientation.
For the following constructions we shall assume the existence of an sc-
smooth partitions of unity. (This is only for convenience and not really
necessary, see [29] for the general argument.)
We start with an sc-Fredholm section f of the strong bundle E → X
and write E → [0, 1]×X for the pull-back of E via the projection map
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[0, 1]×X → X . We shall always assume in the following that the M-
polyfod X has no boundary, i.e., ∂X = ∅. The more general argument
in the boundary case ∂X 6= ∅ will be given in [29].
Following the constructions in [23], we consider an sc-smooth path
φ : [0, 1]→ X connecting the smooth point x0 = φ(0) with the smooth
point x1 = φ(1). Using a partition of unity argument the following two
Lemmata are proved in [23].
Lemma 5.20. There exists for the strong bundle E → [0, 1]×X an
sc+-section s = s(t, x) which satisfies s(t, φ(t)) = f(φ(t)) for t ∈ [0, 1].
The solution set, consisting of all (t, x) ∈ [0, 1] × X solving the
equation f(x)− s(t, x) = 0, contains the graph of φ.
Lemma 5.21. There exist finitely many sc+-sections s1, . . . , sk of
the bundle E → [0, 1]×X such that the sc-smooth Fredholm section F
of the bundle E → [0, 1]× Rk ×X, defined by
F (t, λ, x) = f(x)− s(t, x)−
k∑
i=1
λi · si(t, x),
has the following property (∗) at the points (t, φ(t)), t ∈ [0, 1].
(∗) For every t ∈ [0, 1], the linearization of Ft at the point (0, φ(t))
is surjective.
Here Ft := F (t, ·, ·) is the obvious section of E → Rk ×X.
The implicit function theorem in [23] or [29] implies that the so-
lution set {F (t, λ, x) = 0} near {(t, 0, φ(t)) | t ∈ [0, 1]} is in a natural
way a smooth manifold M . By the property (∗), M also fibers over
[0, 1],
p : M → [0, 1], p(t, λ, x) 7→ t
and every fiber Mt = p
−1(t) is a manifold as well. Abbreviating by
Lt := T(t,0,φ(t))Mt the tangent space, the bundle
L =
⋃
t∈[0,1]
Lt
is a smooth vector bundle over [0, 1] and Lt is the kernel of the lin-
earisation DFt(0, φ(t)), denoted by F
′
t (0, φ(t)). There is the associated
smooth line bundle
ΛmaxL→ [0, 1].
An orientation of any of the fibers Lt (any of the lines Λ
maxLt) deter-
mines an orientation of all the other fibers. It remains to relate these
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orientations to the orientations of det((f − s(t, ·))′(φ(t))) for t ∈ [0, 1].
To this aim we introduce for fixed t the sequence
(5.75)
0→ ker((f − s(t, ·))′(φ(t)))
j
−→ ker(F ′t(0, φ(t)))
p
−→
p
−→ Rk
c
−→ Eφ(t)/R((f − s(t, ·))
′(φ(t)))→ 0.
Here j is the inclusion map and p the projection onto the Rk-factor.
The map c is defined by
c(λ) =
(
k∑
i=1
λisi(t, φ(t))
)
+R((f − s(t, ·))′(φ(t))).
Lemma 5.22. The sequence (5.75) is exact.
Proof. The inclusion map j is injective and p ◦ j = 0. From
p(λ, h) = 0 it follows that λ = 0 so that h ∈ ker((f − s(t, ·))′(φ(t))).
If (λ, h) ∈ ker(F ′t (0, φ(t))), then
∑
λisi(t, φ(t)) belongs to the image
of (f − s(t, ·))′(φ(t)) which implies c ◦ p = 0. It is also immediate
that an element λ ∈ Rk satisfying c(λ) = 0 implies that
∑
λisi(t, φ(t))
belongs to the image of (f − s(t, ·))′(φ(t)). This allows us to construct
an element (λ, h) ∈ ker(F ′t (0, φ(t))) satisfying p(λ, h) = λ. Finally,
it follows from the property (∗) in Lemma 5.21 that the map c is
surjective. The proof of Lemma 5.22 is complete. 
In view of the exactness of the sequence (5.75) we deduce from
Definition 5.9, for every t ∈ [0, 1], a uniquely defined isomorphism.
Ψt : Λ
maxRk ⊗ det(f − s(t, .)′(φ(t)))→ Λmax ker(F ′t (0, φ(t))).
There is a uniquely determined smooth structure on the line bundle⋃
t∈[0,1]
det((f − s(t, ·))′(φ(t)))→ [0, 1]
such that the maps Ψt, t ∈ [0, 1], are smooth line bundle isomorphism.
The following lemma is proved in [29].
Lemma 5.23. The smooth structure on the line bundle⋃
t∈[0,1]
det((f − s(t, ·))′(φ(t)))→ [0, 1]
does not depend on the choice of the sc+-sections si(t, x) having the
property (∗) of Lemma 5.21.
By construction, (f − s(t, ·))′(φ(t)) ∈ Lin(f, φ(t)). Using the above
isomorphism Ψt and the standard orientations for R
k the following
holds true. If for one t0 ∈ [0, 1] we have an orientation oφ(t0) of
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DET(f, φ(t0)), then we get an orientation of det((f, s(t0, ·))′(φ(t0)))
which can be propagated via the determinant line bundle to an orien-
tation oφ(t) of DET(f, φ(t)) for every t ∈ [0, 1].
A priori, the method of propagation of an orientation might still
depend on the choice of the sc+-section s(t, x) satisfying s(t, φ(t)) =
f(φ(t)). That this is not the case is proved in [29]. Moreover, an
sc-smooth map Φ : [0, 1] × [0, 1] → X , satisfying Φ(s, i) = Φ(0, i)
for i = 0, 1 may be viewed as a homotopy between φi := Φ(i, .) for
i = 0, 1. One can carry out the above constructions also in this case.
The conclusion is the following result.
Lemma 5.24. Given an sc-smooth path φ : [0, 1] → X connect-
ing the smooth points x0 and x1, the propagation of an orientation of
DET(f, φ(t)) does not depend on the choices of the sc+-sections s(t, x)
and si(t, x). Of course, it might depend on the path connecting x0 and
x1. However, if two smooth paths connect the same points and are sc-
smoothly homotopic, then they propagate the initial orientation to the
same orientation at the end point.
As before we assume also in the following that the M-polyfold X
admits sc-smooth partitions of unity. It comes handy for the construc-
tions in [23], to which we have refered for the proofs of the Lemmata
5.20 and 5.21 above. As already pointed out, the propagation of an
orientation along a path can be established without the requirement of
the existence of an sc-smooth partition of unity, [29].
Definition 5.25. Let E → X be a strong bundle over the M-
polyfold X without boundary and let f be an sc-Fredholm section. An
orientation o for f consists of a choice of orientation ox of DET(f, x)
at every smooth point x ∈ X , such that along every sc-smooth path
φ : [0, 1]→ X , the propagation of the orientation oφ(0) is the orientation
oφ(1) of DET(f, φ(1)).
In general, it is possible (not for Gromov-Witten) that φ(t) = φ(t′)
for some t 6= t′ but the associated orientations are opposite.
Proposition 5.26. Assume that E → X is a strong bundle over
the M-polyfold X and f an oriented proper sc-Fredholm section. Sup-
pose that for every solution x ∈ f−1(0) the linearization f ′(x) is onto.
Then the solution set M = f−1(0) is a smooth compact orientable man-
ifold inheriting a natural orientation from the orientation o of f .
Proof. From the implicit function theorem for sc-Fredholm sec-
tion we deduce that M is a smooth manifold, which in addition is
compact, since f is proper. Then TxM = ker(f
′(x)) for x ∈ M and
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using that
ΛmaxTxM ≃ Λ
maxTxM ⊗ R = det(f
′(x))
we see that the orientation ox determines an orientation on the tan-
gent space TxM which we also denote by ox. Due to the property of
propagation along paths, the orientation of TyM for y near x ∈ M is
precisely the orientation oy. 
5.10.4. Orientations in the Polyfold Case. In the case of a
strong polyfold bundle W → Z, an sc-mooth Fredholm section f is
represented by an sc-smooth section functor F of a strong bundle (E →
X, µ) over the ep-groupoid X .
We consider a morphism φ0 : x0 = s(φ0) → y0 = t(φ0), denoting
by s and t the source and target maps from the morphism set of the
ep-groupoid X to its object set. Associated with φ0 is the germ of
an sc-diffeomorphism Φ = t ◦ s−1 : O(x0) → O(y0) between open
neighborhoods. Its derivative at x0 is, by definition, the tangent map
Tφ0 : Tx0X → Ty0X . We denote by φ̂0 : Ex0 → Ey0 the lift of φ0,
viewed as a linear operator. More precisely, φ̂0 = µ(φ0, ·) : Ex0 →
Ey0 where the sc-smooth strong bundle map µ : E → E satisfies the
properties of Definition 2.37.
Definition 5.27. Consider an operator L ∈ Lin(F, x0) and let
φ0 : x0 → y0 be a morphism. The push forward of L, denoted
by (φ0)∗L, is the linear sc-Fredholm operator belonging to the set
Lin(F, y0) defined by
(5.76) (φ0)∗L = φ̂0 ◦ L ◦ (Tφ0)
−1.
If o is an orientation of det(L) defined by the vector (h1 ∧ . . . ∧ hk)⊗
(h∗1 ∧ . . . ∧ h
∗
ℓ), then the push-forward orientation (φ0)∗o of (φ0)∗L is
defined by the vector (Tφ0(h1)∧..∧Tφ0(hk))⊗(h∗1◦φ̂
−1
0 ∧. . .∧h
∗
ℓ ◦φ̂
−1
0 ).
It is easy to see that (5.76) defines an element in Lin(F, y0). In view
of the discussion in the previous subsection, the proof of the following
lemma is straightforward.
Lemma 5.28. If φ : x → y is a morphism between smooth points,
then the map L → φ∗(L) defines a topological isomorphism of line
bundles
φ∗ : DET(F, x)→ DET(F, y),
via (L, (h1∧ . . .∧hk)⊗(h∗1∧ . . .∧h
∗
l ))→ (φ∗L, (Tφ(h1)∧ . . .∧Tφ(hk))⊗
(h∗1 ◦ φ̂
−1 ∧ . . . ∧ h∗l ◦ φ̂
−1)). In particular, if o is an orientation of
DET(F, x), we obtain the induced orientation φ∗o of DET(F, y).
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Remark 5.29. A particular case arises if the morphism is an au-
tomorphisms φ : x→ x between the smooth points x ∈ X . It gives us
a bundle automorphisms of DET(F, x). In general, an automorphism
can act in an orientation-preserving or an orientation-reversing way.
We shall denote the automorphism group of x by Aut(x). In the case
that the automorphisms always act in an orientation-preserving way,
we conclude φ∗o = ψ∗o for arbitrary morphisms φ, ψ : x→ y.
If E → X and E ′ → X ′ are two strong bundles over ep-groupoids,
we let Γ : E → E ′ be a strong bundle equivalence covering the equiva-
lence γ : X → X ′ in the sense of Definition 2.17 in [24]. Let F and G
be sc-Fredholm sections of these bundles satisfying Γ∗(G) = F . Then
given the smooth points x ∈ X and y′ = γ(x), we define the topological
isomorphism
Lin(F, x)→ Lin(G, y), L→ Γ∗(L),
by
Γ∗(L) = Γx ◦ L ◦ Tγ(x)
−1.
To verify that Γ∗(L) is well-defined, we take a germ of a sc
+-section
u satisfying F (x) − u(x) = 0 and let v be the push-forward germ.
Recalling that a general element L in the set Lin(F, x) has the form
(F − u)′(x) + a, where a is an sc+-operator, we compute
Γ∗((F − u)
′(x) + a) = (G− v)′(y) + Γ∗(a) =: (G− v)
′(y) + b.
The section b is also an sc+-section, hence proving the claim.
We can go one step further and obtain along the same lines an
isomorphism
(Γx)∗ : DET(F, x)→ DET(G, y)
between topological line bundles.
Lemma 5.30. Assume that E → X and E ′ → X ′ are strong bundles
over ep-groupoids coming with the sc-Fredholm sections F and G. Also
assume that Γ : E → E ′ is a strong bundle equivalence covering the
equivalence γ : X → X ′ of ep-groupoids and satisfying Γ∗G = F . Then
for every smooth x ∈ X and y = γ(x), we have an induced topological
bundle isomorphism
(Γx)∗ : DET(F, x)→ DET(G, y)
Proof. For γ we have the tangent map Tγ(x) : TxX → TyX ′.
Moreover, Γ gives us an sc-bundle isomorphism Γx : Ex → E ′y. We
define
(Γx)∗(L) = Γx ◦ L ◦ Tγ(x)
−1.
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The vectors in det(L) are pushed forward by the usual coordinate
change. This completes the proof. 
Definition 5.31. Let E → X be a strong bundle over an ep-
groupoid. Then an sc-Fredholm section F is called orientable
if we can choose for every smooth point x ∈ X an orientation ox of
DET(F, x) such that the following holds.
(1) For every smooth path ϕ : [0, 1] → X , the orientation oϕ(1) is
the continuation of oϕ(0).
(2) For every morphism φ : x → y between smooth points the
push forward of ox is oy.
An orientation of the sc-Fredholm section F of E → X is given by
a choice of an orientation ox of DET(F, x) for every smooth x satisfying
the above properties (1) and (2). We shall write o for an orientation
of F . The orientation o associates with every smooth point x ∈ X the
orientation ox of the topological line bundle DET(F, x)→ Lin(F, x).
We now assume that o is an orientation of the sc-Fredholm section
F of the strong bundle E → X . If Γ : E → E ′ is a strong bundle
equivalence covering the equivalence γ : X → X ′, and if G is an sc-
Fredholm section of the strong bundle E ′ → X ′ satisfying Γ∗G = F ,
then there is an induced orientation Γ∗o of the sc-Fredholm section G.
It is defined as follows. If y ∈ X ′, we find x ∈ X and a morphism
φ : γ(x) → y. Since F is orientable, the automorphism group Aut(x)
of x acts in an orientation-preserving way on DET(F, x). We have the
topological bundle isomorphism (Γx)∗ : DET(F, x) → DET(G, γ(x)).
The automorphism group Aut(γ(x)) of γ(x) is isomorphic to Aut(x)
and acts also in an orientation-preserving way. Due to the latter, the
push forward of the orientation via the morphism φ : γ(x) → y to
DET(G, y) does not depend on the actual choice of the morphism φ.
We also note that, conversely, given an orientation of the sc-Fredholm
section G we obtain an orientation of the section F . Hence we have
the operations
o→ Γ∗o and o
′ → Γ∗o′
which associate to an orientation of F an orientation of G and, con-
versely, to an orientation of G an orientation of F . These operations
are mutually inverse.
More generally, if we have two sc-Fredholm sections F and G of the
strong bundles E → X and E ′ → X ′, respectively, and if A : E =⇒
E ′ is a generalized bundle isomorphism satisfying A∗F = G, then an
orientation on either side determines an orientation on the other side.
This is an immediate consequence of the previous discussion and the
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definition of a generalized strong bundle isomorphism in Definition 2.20
of [24]. Now, we are ready for the following definition.
Definition 5.32. Let f be an sc-Fredholm section of the strong
polyfold bundle W → Z. We call f orientable provided there exists
a model E → X and an sc-smooth section functor F representing f
which admits an orientation. An orientation of f is by definition the
choice of an orientation of F for a suitable model.
The definition does not depend on the choice of the model because
the orientation of one model determines orientations of every other
model, by means of a generalized strong bundle isomorphism.
Remark 5.33. We would like to point out that in SFT the ori-
entability is sometimes obstructed due to automorphisms acting in an
orientation-reversing way. The algebraic constructions in SFT have to
take this into consideration. In the case of Gromov-Witten theory the
situation is more pleasant because there is even a natural orientation,
called the complex orientation, which we shall discuss next.
5.11. The Canonical Orientation in Gromov-Witten Theory
We denote by Z the space of stable curves into to a closed symplectic
manifold (Q, ω). Having fixed a compatible almost complex structure
J on Q we have the associated strong bundle W → Z and the sc-
smooth Cauchy-Riemann section ∂J . Our main result in this section is
the following theorem.
Theorem 5.34. The Cauchy-Riemann section ∂J of the strong bun-
dle W → Z is orientable. Moreover it has a natural orientation, called
the complex orientation.
In order to briefly outline the strategy of the proof we recall that the
models F : X → E are constructed from local models FG : G → Ĝ. We
shall show that these local models have canonical orientations, called
complex orientations. They are compatible with the morphisms in
M(G,G ′) andM(Ĝ, Ĝ ′), respectively. From this Theorem 5.34 will then
follow easily.
5.11.1. A Basic Class of Linear Fredholm Operators. By
J = J (Q, ω) we denote the contractible space of compatible smooth
almost complex structures on the closed symplectic manifold (Q, ω).
We consider a closed smooth oriented surface S equipped with the
finite set M of ordered marked points. By j = j(S,M) we denote the
collection of smooth almost complex structures on S which induce the
given orientation.
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Next we consider the collection of all un-noded stable maps α =
(S, j,M, ∅, u), where u : S → Q is smooth and j ∈ j. We associate with
α the Hilbert space H3(u∗TQ). Given the almost complex structure
J ∈ J on Q, we denote by Ω0,1j,J the bundle over S × Q, whose fiber
over the point (z, q) consists of all complex anti-linear maps (TzS, j)→
(TqQ, J). Whenever we write u
∗Ω0,1j,J for a smooth map u : S → Q
we actually mean the pullback of the bundle Ω0,1j,J by the graph map
gr(u) : S → S ×Q.
Definition 5.35. The collection F(S,M) consists of all linear
Fredholm operators
(5.77) L : H3(u∗TQ)→ H2(u∗Ωj,J)
for suitable J ∈ J , j ∈ j, and smooth un-noded stable maps α =
(S, j,M, ∅, u), of the form
(5.78) L(η) = ∇η + J(u)(∇η)j + A(η).
Here the covariant derivative ∇, associated with a complex connection
for (TQ, J)→ Q, satisfies ∇J = 0. Moreover A is a compact operator.
Fixing the Riemann surface (S, j,M), we denote by Fα the col-
lection of all Fredholm operators L of the form (5.78), associated with
the stable map α = (S, j,M, ∅, u) and J varying in J .
Remark 5.36. Note that among the operators in F(M,S) are lin-
ear sc-Fredholm operators if the spaces H3(u∗TQ) and H2(u∗Ωj,J) are
equipped with their sc-structure. Although the sc-structure is impor-
tant in orientation questions, as shown in the previous subsection, it
will not be needed for a while, but ultimately it will be incorporated.
For fixed u, J , and j the collection of all operators L of the form
(5.77) and (5.78) is a convex space, which is contractible. Also the
collections J and j are contractible. This immediately implies the
following lemma.
Lemma 5.37. The space of Fredholm operators of the form (5.77)
and (5.78), where u is fixed, equipped with the operator norm, is con-
tractible.
Remark 5.38. Let us observe that a given L in general can be
written in different ways. However, if
∇η + J(u)(∇η)j + A(η) = ∇′η + J ′(u)(∇′η)j′ + A′(η) for all η
we must always have J = J ′, and j = j′ because this is part of the
principal symbol. Note that the difference∇−∇′ is a compact operator.
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If the operator L ∈ F(S,M) is associated with the almost complex
structures J and j, we can turn the domain and codomain of L into
complex vector spaces by defining iη := J(u)η for the domain and
iξ := J(u)◦ξ for the codomain. The operator L is called complex linear
if L(iη) = iL(η). This gives in certain cases an additional structure on
L. Let us observe that if L ∈ Fα, as described in Definition 5.35, so is
L′, defined by
L′(η) = ∇η + J(u)(∇η)j.
The operator L′ is complex linear. This follows from ∇(J(u)η) =
J(u)∇η which is implied by ∇J = 0.
For fixed (S,M), we consider two operators L0 ∈ Fα0 and L1 ∈
Fα1 associated with the stable maps αi = (S, ji,M, ∅, ui), and the
almost complex structures Ji and ji for i = 0, 1. If u0 and u1 smoothly
homotopic by the homotopy ut, 0 ≤ t ≤ 1, we can construct a smooth
path Lt in F connecting L0 with L1 of the form
Lt = ∇
t(·) + J t(ut)(∇t(·))jt + At(·).
Here J t is a smooth path in J connecting J0 with J1 and j
t is a
smooth path in j connecting j0 with j1. The covariant derivatives∇t are
associated with the tangent bundle (TQ, J t)→ Q and satisfy∇tJ t = 0.
The data indexed by t on the right-hand side of Lt depend smoothly on
t. The domains of the operators Lt form a smooth Hilbert space bundle
over [0, 1] having the fiber H3((ut)
∗
TQ) over t, whereas the codomains
form a smooth bundle over [0, 1]. To the path (Lt)0≤t≤1 there belongs
the determinant bundle having the fiber det(Lt) over t ∈ [0, 1]. An
orientation of det(L0) determines an orientation of det(L1), called the
orientation continued along the path (Lt)0≤t≤1. In the following shall
refer to (Lt) as a smooth path of operators in F(S,M).
The fundamental result about the operators in F(S,M) is the fol-
lowing proposition.
Proposition 5.39. For every Fredholm operator L ∈ F(S,M)
there exists a natural orientation oL of det(L) characterized by the fol-
lowing two requirements.
(1) Along every smooth path (Lt)0≤t≤1 in F(S,M), the continua-
tion of oL0 is the orientation oL1.
(2) If L is complex linear, then oL is defined by the vector
(e1 ∧ ie1 . . . ∧ en ∧ ien)⊗ (h
∗
1 ∧ ih
∗
1 . . . ∧ hk ∧ ih
∗
k),
where e1, . . . en is a complex basis of ker(L) and h
∗
1, . . . , h
∗
k is a
complex basis of coker(L)∗. This orientation does not depend
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on choices involved and is called the complex orientation of
the (real) determinant of L.
Proof. We define an equivalence relation by calling two Fred-
holm operators in F (S,M) equivalent if they can be connected by a
smooth path of operators. In an equivalence class P we find a com-
plex linear operator L0 associated with J0 and the smooth stable map
α0 = (S, j0,M, ∅, u0), defined by
L0η = ∇η + J0(u0)(∇η)j0.
The operator L0 is complex linear since, by assumption, ∇J = 0. We
fix the complex orientation oL0.
If L1 ∈ P we take a smooth path (Lt) of operators connecting L0
with L1 and equip det(L1) with the continuation of the already chosen
orientation of det(L0) along the determinant bundle of the path. A
priori the orientation oL1 might depend on the choice of the path. If
we take another path, the two paths together define a smooth loop
θ 7→ Lθ, θ ∈ S
1, of the form
Lθ(η) = ∇
θη + J(uθ)(∇θη)jθ + Aθ(η),
where ∇θJθ = 0. Our orientation is well-defined precisely if the deter-
minant bundle det(Lθ) over S
1 is orientable. In order to prove this, we
homotope the family θ 7→ Lθ to a family of the form
L0θ(η) = ∇
θη + J(uθ)(∇θη)jθ,
consisting of a complex linear operator over every fiber. This implies
that the family (L0θ) over S
1 has an orientable determinant bundle.
Hence the original loop is also orientable. A priori the definition of the
orientation of the operators in P might still depend on the choice of the
operator L0 ∈ P . However, if L′0 is a second complex linear operator
in P , we connect L0 with L
′
0 by a path of complex linear operators
and see that the complex orientation for L′0 is the one obtained from
L0 by propagation along the path. This proves that the definition of
the orientation for the operators in P is independent of all choices.
We carry out the process for all equivalence classes P and the proof of
Proposition 5.39 is complete. 
Definition 5.40. The assignment L → oL is called (in view of
property (2) in Proposition 5.39) the complex orientation of F(S,M),
and for each individual operator L, whether complex linear or not, it is
called the complex orientation of L. We also refer interchangeably
to oL as the complex orientation for L or det(L).
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Next we describe what happens under certain coordinate changes.
We assume that the two smooth un-noded stable maps α = (S, j,M, ∅, u)
and α′ = (S ′, j′,M ′, ∅, u′) are isomorphic by the isomorphism
φ : α→ α′.
We shall define a map Fα → Fα′ from Fα ⊂ F(S,M) to Fα′ ⊂
F(S ′,M ′). Given the Fredholm operator L in Fα, we define L′ =
φ∗L ∈ Fα′ by the formula
L′(η′) := (L(η′ ◦ φ))Tφ−1, η′ ∈ H3((u′)∗TQ).
It is useful to recall that, by definition of an isomorphism, u′(φ(z)) =
u(z) for all z ∈ S, so that η′ ◦ φ ∈ H3(u∗TQ).
Lemma 5.41. If L ∈ Fα, the push forward operator L′ = φ∗L
belongs to Fα′.
Proof. In order to verify that the above definition of L′ has the
required form we shall use that, by definition of an isomorphism, Tφ(z)·
j(z) = j′(φ(z))Tφ(z), z ∈ S, and compute, abbreviating η = η′ ◦ φ,
L′(η′)(L(η′ ◦ φ))Tφ−1
= [∇η + J(u)(∇η)j + A(η)]Tφ−1
= [(∇η′)Tφ+ J(u′ ◦ φ)((∇η′)Tφ)j + A(η)]Tφ−1
= [(∇η′)Tφ+ J(u′ ◦ φ)((∇η′)Tφ)j + A′(η′)Tφ]Tφ−1
= ([∇η′ + J(u′)(∇η′)j′]Tφ)Tφ−1 + A′(η′)
= ∇η′ + J(u′)(∇η′)j′ + A′(η′).

If the orientation o of L is defined by the vector
(h1 ∧ .. ∧ hk)⊗ (h
∗
1 ∧ . . . ∧ h
∗
l ),
then the associated orientation φ∗o of φ∗L, called the orientation
obtained by coordinate change, is given by the vector
(h1 ◦ φ
−1 ∧ . . . ∧ hk ◦ φ
−1)⊗ (h∗1 ◦ Tφ
−1 ∧ . . . ∧ h∗l ◦ Tφ
−1).
In the case that L is complex linear the same is true for φ∗L and the
coordinate change maps the complex orientation to the complex one.
Since the complex orientation for the operators in Fα as well as in Fα′
enjoy the continuation along path property, it follows by the same type
of (homotopy) argument already used before, that φ∗oL = oφ∗L, i.e.
the coordinate change maps the complex orientation to the complex
orientation. Hence we have proved.
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Proposition 5.42. If φ : α → α′ is an isomorphism between un-
noded smooth stable maps and L ∈ Fα, then the complex orientation
oL is mapped via φ to the complex orientation oL′ of the push-forward
operator L′ := φ∗L ∈ Fα′.
5.11.2. Modifications of the Basic Class. Up to now the sta-
bility of the stable map α did not play any role. However, this will
change now. We fix (S,M) in the definition of the space F(S,M).
The following discussion will focus on operators which we might con-
sider as finite-dimensional modifications of Fredholm operators.
Our aim is to establish canonical orientations (again called the com-
plex orientations) for these modified Fredholm operators and to study
their behavior under coordinate changes which are more general than
those considered so far.
We recall that the stability of a smooth stable map α = (S, j,M, ∅, u)
requires either that (S, j,M) is a stable Riemann surface, or, if this is
not the case, that the map u satisfies
∫
S
u∗ω > 0.
Definition 5.43. A stab-set Ξ for the smooth stable map α =
(S, j,M, ∅, u) is a finite subset Ξ of S \M having the property, that
for every z ∈ Ξ the vector space R(Tu(z)), i.e., the image of the
tangent map Tu(z), is a symplectic subspace of the tangent space
(Tu(z)Q, ω(u(z))), and the orientation induced by ω(u(z)) is the same
as the orientation induced from (TzS, j) via the tangent map Tu(z).
An example of a stab-set is the stabilization set of a smooth un-
noded stable map as introduced in Definition 3.1. In contrast to the
stabilization set, the stab-set is not required to have any properties
related to the automorphim group, and the Riemann surface (S, j,M ∪
Ξ) is also not required to be stable. The empty stab-set is a possible
stab-set.
For every point z ∈ Ξ we introduce the set Hz consisting of all
linear subspaces of Tu(z)Q of codimension 2 which are transversal to
R(Tu(z)). The set Hz contains, for example, the symplectic comple-
ment of R(Tu(z)), defined by
R(Tu(z))ω = {v ∈ Tu(z)Q |ω(u(z))(v, w) = 0 for all w ∈ R(Tu(z))}.
By H we denote the collection of all H = (Hz)z∈Ξ and Hz ∈ Hz for
z ∈ Ξ.
Definition 5.44. Associated with H is the subspace
H3H(u
∗TQ) ⊂ H3(u∗TQ)
of finite codimension, consisting of all sections η satisfying η(z) ∈ Hz
for z ∈ Ξ.
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In the following we shall orient (in a coherent way) the Fredholm
operators
L : H3H(u
∗TQ)→ H2(u∗Ω0,1j,J)
of the usual form
L(η) = ∇η + J(u)(∇η) · j + A(η),
where A is a compact operator. We observe that these are the same op-
erators as the ones studied before, but this time restricted to a subspace
of finite codimension. We denote this collection of Fredholm operators
by Fα,Ξ. In Fα,Ξ we allow J ∈ J and H ∈ H to vary, whereas u and j
are fixed. In the case that H has the property J(u(z))Hz = Hz for all
z ∈ Ξ, the space H3H(u
∗TQ) has a complex structure via iη := J(u)η so
that in this case the operator η →∇η+ J(u)(∇η)j is a complex linear
operator if ∇J = 0. Hence we have complex linear operators in Fα,Ξ
and complex orientations (for the real determinants). Since the space
J of almost complex structures on the manifold (Q, ω) is contractible,
and for fixed Ξ the set H of constraints is contractible, the space Fα,Ξ
of Fredholm operators (for fixed α) is contractible. Therefore, we can
repeat the arguments in the proof of Proposition 5.39 to obtain the
following result.
Proposition 5.45. There is for every L ∈ Fα,Ξ a natural orienta-
tion oL for det(L), characterized by the following requirements.
(1) For every smooth path (Lt)0≤t≤1 in Fα,Ξ, the continuation of
oL0 along the path is oL1.
(2) If L is complex linear then oL is the complex orientation.
If the Fredholm operator L in Fα,Ξ belongs to the constraints H =
(Hz) for z ∈ Ξ and if φ : α → α′ is an isomorphism between the
two smooth stable maps, which maps Ξ to Ξ′, then the push-forward
operator L′ = φ∗L belongs to the space Fα′,Ξ′ and satisfies the push-
forward constraints φ∗H defined as follows. If H = (Hz), z ∈ Ξ,
then φ∗H = (Hz′), z
′ ∈ Ξ′, is defined as Hz′ = Hφ(z) = Hz, so
that Hz′ ⊂ Tu′(z′)Q = Tu(z)Q, since, by definition of an isomorphism,
u′(z′) = u′(φ(z)) = u(z). Therefore, we have a well-defined push-
forward of an orientation. Proceeding now as in the proof of Proposi-
tion 5.42, considering constraints which are J-invariant and applying
the homotopy arguments from above, one verifies that the complex
orientation oL is pushed forward to the complex orientation oφ∗L and
obtains the following proposition.
Proposition 5.46. Given an isomorphism φ : α→ α′ between two
smooth un-noded stable maps, and given stab-sets Ξ and Ξ′ satisfying
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φ(Ξ) = Ξ′, the push-forward operation φ∗ : Fα,Ξ → Fα′,Ξ′ maps the
complex orientation oL to the complex orientation oφ∗L.
Next we consider the relationship between operators in F(S,M)
and Fα,Ξ. If α = (S, j,M, ∅, u) is, as before, a smooth un-noded stable
map, we introduce the following definition.
Definition 5.47. A stab-set pair (Ξ,Ξ0) for α consists of two
stab-sets Ξ and Ξ0 for α such that Ξ0 ⊂ Ξ.
We allow Ξ0 = ∅ and identify in this case the stab-set pair (Ξ, ∅)
with Ξ. Associated with a stab-set pair we introduce the following
distinguished class of finite-dimensional subspaces of H3(u∗TQ).
Definition 5.48. Let α be a smooth unnoded stable map as before
and (Ξ,Ξ0) a stab-set pair. A (Ξ,Ξ0)-subspace associated with
α is a finite-dimensional linear subspace N of H3(u∗TQ) having the
following properties.
(1) dimR(N) = 2 · (♯Ξ− ♯Ξ0).
(2) If η ∈ N , then η(z) ∈ R(Tu(z)) for all z ∈ Ξ\Ξ0 and η(z) = 0
for z ∈ Ξ0.
(3) The evaluation mapN →
⊕
z∈Ξ\Ξ0
R(Tu(z)), η 7→ (η(z))z∈Ξ\Ξ0
is a linear isomorphism.
The (Ξ,Ξ0)-subspace N inherits a natural orientation by the iso-
morphism in (3).
Remark 5.49. For a smooth stable map α = (S, j,M, ∅, u) and a
stab-set Ξ having the associated associated constraints H , we consider
the linear subspace H3H(u
∗TQ) of H3(u∗TQ). If N is a Ξ-subspace
(where we have identified Ξ with the stab-set (Ξ, ∅), the map
N ⊕H3H(u
∗TQ)→ H3(u∗TQ), (v, η) 7→ v + η
is a topological linear isomorphism. We also note that, given a stab-
set pair (Ξ,Ξ0) and the constraints H associated with Ξ, we can take
a Ξ0-subspace N0 and a (Ξ,Ξ0)-subspace N1, and obtain the linear
topological isomorphism
N0 ⊕N1 ⊕H
3
H(u
∗TQ)→ H3(u∗TQ) (a, b, η)→ a+ b+ η.
Similarly, if H0 is the subset of Ξ0-constraints which is obtained by
restricting the constraint H of Ξ to the subset Ξ0 ⊂ Ξ, and if N1 is a
(Ξ,Ξ0)-subspace, we obtain the linear topological isomorphism
N1 ⊕H
3
H(u
∗TQ)→ H3H0(u
∗TQ), (a, η) 7→ a+ η.
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By Sα,(Ξ,Ξ0) we denote the collection of all (Ξ,Ξ0)-subspaces of
H3(u∗TQ). Fixing a norm ‖·‖ on H3(u∗TQ), we equip Sα,(Ξ,Ξ0) with
the metric defined by the Hausdorff distance of the unit-spheres in the
(Ξ,Ξ0)-subspaces.
Lemma 5.50. The topological space Sα,(Ξ,Ξ0) is contractible.
Proof. Every subset of a stab-set Ξ is again a stab-set. In par-
ticular, if z ∈ Ξ, then the set {z} is a stab-set and we associate it
with a special two-dimensional subspace. We modify the element η
of the {z}-subspace by a local construction using a cut-off function to
achieve that η(z′) = 0 for all z′ ∈ Ξ \ {z} and such that the properties
(1)-(3) hold true for the stab-set {z}. If Ξ0 ⊂ Ξ, then the direct sum
over all z ∈ Ξ \ Ξ0 of the subspaces constructed this way is a (Ξ,Ξ0)-
subspace possessing the properties (1)-(3). This shows that there exist
(Ξ,Ξ0)-subspaces.
For every z ∈ Ξ we fix an ordered basis {hz, kz} of the symplectic
vector space R(Tu(z)) satisfying ω(u(z))(hz, kz) > 0 which defines the
same orientation as the orientation induced from j on TzS via Tu(z).
In view of the properties (1)-(3), there exist in every (Ξ,Ξ0)-subspace
N , for every z ∈ Ξ \ Ξ0, uniquely determined vectors δNz , γ
N
z ∈ N
satisfying δNz (z) = hz, γ
N
z (z) = kz and δ
N
z (z
′), γNz (z
′) = 0 for z′ 6= z.
If we fix a (Ξ,Ξ0)-subspace N0, there is, for every (Ξ \ Ξ0)-subspace, a
uniquely determined isomorphism, mapping δNz and γ
N
z , respectively,
to δN0z and γ
N0
z , respectively, for all z ∈ Ξ \ Ξ0. The map
Γ : [0, 1]× Sα,(Ξ,Ξ0) → Sα,(Ξ,Ξ0)
is defined by
Γ(t, N) = span{(1− t)δNz + tδ
N0
z , (1− t)γ
N
z + tγ
N0
z | z ∈ Ξ \ Ξ0}.
In order to verify that for t fixed the vector space Γ(t, N) is a (Ξ,Ξ0)-
subspace we first observe that, by construction, dimΓ(t, N) ≤ 2 · (♯Ξ−
♯Ξ0). On the other hand, we conclude from
((1− t)δNz + tδ
N0
z )(z) = hz and ((1− t)δ
N
z + tδ
N0
z )(z
′) = 0,
and
((1− t)γNz + tγ
N0
z )(z) = kz and ((1− t)γ
N
z + tγ
N0
z )(z
′) = 0,
for z ∈ Ξ \ Ξ0 and z′ ∈ Ξ0, that dimΓ(t, N) ≤ 2 · (♯Ξ − ♯Ξ0) and the
evaluation map
Γ(t, N)→ ⊕z∈Ξ\Ξ0R(Tu(z)), η 7→
(
η(z)
)
z∈Ξ\Ξ0
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is surjective. Hence, dimΓ(t, N) = 2 · (♯Ξ − ♯Ξ0) and Γ(t, N) belongs
indeed to the space Sα,Ξ,Ξ0 . We note that, in particular,
δΓ(t,N)z = (1− t)δ
N
z + tδ
N0
z and γ
Γ(t,N)
z = (1− t)γ
N
z + tγ
N0
z .
In view of Γ(0, N) = N and Γ(1, N) = N0, the space Sα,Ξ\Ξ0 is con-
tractible. 
Let us recall that R(Tu(z)) has a natural orientation given by the
ordered basis {hz, kz}, which agrees with the orientation induced from
(TzS, j) by Tu(z). Thus we obtain a natural orientation of the vector
space
⊕
z∈Ξ\Ξ0
R(Tu(z)). This space is, by definition, the space of maps
which associate with every point z ∈ Ξ\Ξ0 a vector in R(Tu(z)). Take
a numbering z1, . . . , z♯(Ξ\Ξ0) and take as a basis [z → δz1(z)hz1 ], [z →
δz1(z)kz1 ], . . .. Here δzi(z) = 1 if and only if z = zi and otherwise its
value is 0. Then the associated orientation does not depend on the
numbering of the points in Ξ \ Ξ0. Using the canonical isomorphism
from property (3),
(5.79) N →
⊕
z∈Ξ\Ξ0
R(Tu(z)), η 7→ (η(z))z∈Ξ\Ξ0 ,
we see that every (Ξ,Ξ0)-subspace N inherits a natural orientation for
which the map (5.79) is orientation-preserving.
Definition 5.51. Let α be a smooth un-noded stable map and
(Ξ,Ξ0) a stab-set pair. The orientation of the (Ξ,Ξ0)-subspace N
of H3(u∗TQ), for which the linear isomorphism in (5.79) is orienta-
tion preserving, is called the natural orientation for the (Ξ,Ξ0)-
subspace N .
Note that the proof of Lemma 5.50 proves also the following useful
lemma.
Lemma 5.52. Let α be a smooth un-noded stable map and (Ξ,Ξ0)
a stab-pair. If N0 is a Ξ0-subspace and N1 a (Ξ,Ξ0)-subspace, then
N = N0 ⊕N1 is a Ξ-subspace and the map
N0 ⊕N1 → N, (a, b) 7→ a + b
is orientation-preserving. (This is also true if we replace N0 ⊕ N1 by
N1 ⊕N0 since N0 and N1 are even-dimensional.)
The stab-set pair (Ξ,Ξ0) and the constraints H for Ξ induce the
set H0 of constraints for Ξ0. Given a (Ξ,Ξ0)-subspace N we have the
topological isomorphism
N ⊕H3H(u
∗TQ)→ H3H0(u
∗TQ), (v, η) 7→ v + η.
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We note that N and H3H(u
∗TQ) are linear subspaces of H3H0(u
∗TQ).
Given the operator L ∈ Fα,Ξ0 we can define its restriction L
′ toH3H(u
∗TQ).
If P : H3H0(u
∗TQ) → H3H0(u
∗TQ) is the projection onto H3H(u
∗TQ)
along X , the composition L ◦ P is also an operator in Fα,Ξ0, because
L ◦ (Id− P ) is a compact operator.
Proposition 5.53. We consider for a stab-pair (Ξ,Ξ0) and the
constraints H associated with Ξ and the restriction H0 = H|Ξ0, an
operator L ∈ Fα,Ξ0 on H
3
H0
(u∗TQ) and its restriction L′ to H3H(u
∗TQ)
as described above. We assume that the operators in Fα,Ξ and Fα,Ξ0
are equipped with the complex orientations. If the complex orientation
of L′ is defined by the vectors by (h1∧ . . .∧hk)⊗(h∗1∧ . . .∧h
∗
l ), then the
complex orientation of L ◦P is given by (a1 ∧ . . .∧ a2♯(Ξ\Ξ0) ∧h1 ∧ . . .∧
hk) ⊗ (h
∗
1 ∧ . . . ∧ h
∗
l ), where a1 ∧ . . . ∧ a2♯(Ξ\Ξ0) defines the orientation
of the (Ξ,Ξ0)-subspace N .
Proof. By a homotopy argument we may assume that L is com-
plex linear. For example, we take the constraints (Hz) and J satisfying
J(u(z))Hz = Hz and ∇J = 0, and L of the form
η 7→ ∇η + J(u)(∇η)j.
In this case L′ is also complex linear. Moreover, we can even assume,
in addition, that J(u(z))(R(Tu(z))) = R(Tu(z)). This implies that
there is a (Ξ,Ξ0)-subspace N ∈ Sα,(Ξ,Ξ0) which is complex linear. Ob-
serve that the canonical orientation on N is the same as the complex
orientation. In this situation the projection P is complex linear and
the homotopy
[0, 1] ∋ t 7→ L ◦ P + tL ◦ (id− P ) : H3H0(u
∗TQ)→ H2(u∗Ωj,J)
is a homotopy consisting of complex linear operators. Therefore, the
complex orientation of L corresponds to the complex orientation of
L ◦ P . We note further that
L ◦ P |H3H(u
∗TQ) = L′ and L ◦ P |X = 0.
Consequently, ker(L◦P ) = N ⊕ker(L′) and ker(L′) is a complex linear
subspace, whereas the cokernels are the same complex linear subspaces.
This implies the desired result. 
5.11.3. A Further Extension. Next we extend the construction
as follows. We assume that α and Ξ are as before, and let E be a finite-
dimensional oriented real vector space. In most of the applications E
will be a complex vector space, which we shall view as a real vector
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space equipped with the orientation defined by the complex structure.
By Fα,Ξ,E we denote the collection of all operators of the form
E ⊕H3H(u
∗TQ)→ H2(u∗Ω0,1j,J), L(e, η) = ∇η + J(u)(∇η)j + A(e, η),
where A is compact. Every L ∈ Fα,Ξ defines an operator LE in Fα,Ξ,E
by LE(e, η) = Lη. For fixed α and E, two operators in Fα,Ξ,E can be
connected by a smooth path so that we can talk about continuation of
an orientation. If L ∈ Fα,Ξ and oL is the orientation of det(L) defined
by the vector (k1 ∧ . . .∧ kn)⊗ (h∗1 ∧ . . .∧ h
∗
l ), we obtain the orientation
oLE of det(LE) defined by the vector (e1∧. . .∧e2m∧k1∧. . .∧kn)⊗(h
∗
1∧
. . .∧h∗l ), where e1, . . . , e2m is an oriented basis for the even-dimensional
oriented vector space E. The orientation oLE only depends on oL and
not on the choices involved in its construction.
Proposition 5.54. There is for every L̂ in Fα,Ξ,E a natural orien-
tation oL̂ of det(L̂) characterized by the following.
(1) Along every smooth path (L̂t)0≤t≤1 in Fα,Ξ,E, the continuation
of oL̂0 is oL̂1.
(2) If L ∈ Fα,Ξ then oLE corresponds to the complex orientation
oL defined for L ∈ Fα,Ξ via the above construction.
Proof. Having fixed an operator L̂0 and its orientation oL̂0, we
obtain an orientation oL̂ for any other operator L̂ by continuation along
a path connecting L̂0 with L̂. The outcome does not depend on the
choice of path since loops are contractible. We now choose L̂0 of the
form
L̂0(e, η) = ∇η + J(u)(∇η)j,
where the domain H3H(u
∗TQ) for η is complex. Then we have the
distinguished orientation for the complex operator η 7→ ∇η+J(u)(∇η)j
and taking a complex basis for E we define the orientation oLE as
described above the proposition. Having fixed this orientation and
proceeding as in the previous proofs, we obtain an orientation oL for
every L ∈ Fα,Ξ,E. We only need to show that it does not depend on the
specific choice of L0. But as already used before, we can connect any
two such choices by an arc of operators in the same class.Therefore,
the propagation of the complex orientation is the complex orientation.
This completes the proof. 
It is useful to summarize our findings in this subsection. Given a
smooth stable un-noded α = (S, j,M, ∅, u), a stabset Ξ, a collection
of transversal constraints H = (Hz)z∈Ξ, an oriented even-dimensional
vector space E, and a compatible almost complex structure J , we can
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consider the special operators on the domain E ⊕H3H(u
∗TQ) into the
codomain H2(u∗Ωj,J), of the form
L(e, η) = ∇η + J(u)(∇η)j + A(e, η).
The determinants of these operators have a canonical orientation, called
the complex orientation. If we change for a fixed stab-set Ξ, any of the
data j, J or H , the continuation of the complex orientation is the
complex orientation. We have also seen that the push-forward of such
an operator by an isomorphism between smooth stable maps produces
an operator in the same class and that the push forward of its complex
orientation is the complex orientation. In order to proof our main result
about the orientations we need to deal with more general coordinate
changes, which will be done in the next subsection.
Remark 5.55. The obvious version of Proposition 5.42 also holds.
5.11.4. General Coordinate Changes. We consider the stable
un-noded marked Riemann surface β = (S, j,M). In the following it
is not relevant whether M is ordered, partially ordered or un-ordered.
The real dimension of the component of the Deligne-Mumford space
containing the isomorphism class [S, j,M ] is equal to dβ = 6g(S)− 6+
2♯M .
Definition 5.56. An effective, oriented deformation germ
for the stable marked surface β = (S, j,M) consists of a real ori-
ented vector space E of dimension dβ and a smooth germ of deforma-
tions of j,
O(E, 0) ∋ v → j(v),
satisfying j(0) = j. Moreover, the Kodaira differential
[Dj(0)] : E → H1(α)
is an orientation-preserving isomorphism, where the target H1(α) car-
ries the orientation coming from its complex structure.
We consider tuples (α,Ξ, E) consisting of a smooth un-noded stable
map α = (S, j,M, ∅, u), a stabilization set Ξ and an oriented even-
dimensional vector space E of dimension
dimR(E) = 6g(S)− 6 + 2♯M + 2♯Ξ.
We would like to emphasize that Ξ here is a stabilization in the orig-
inal sense of Definition 3.1. It is, in particular, also a stab-set. Fix
such a tuple and consider the set H of all associated linear constraints
H = (Hz)z∈Ξ. For fixed z we can view the set of all associated linear
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subspaces Hz ⊂ TzQ as an open subset of a Grassmannian. Conse-
quently, this collection has in a natural way a smooth manifold struc-
ture. The collection H is a product of these manifolds and therefore
also a smooth manifold. We also recall that H is contractible. We ob-
tain the Hilbert space bundle E over H whose fiber over the constraint
H , EH , is the Hilbert space H3H(u
∗TQ) so that
EH := H
3
H(u
∗TQ).
In the following we shall interpret the triples
(α,H,E)
as objects of a category. We recall that α is an un-noded smooth
stable map α = (S, j,M, ∅, u), the marked Riemann surface (S, j,M)
is equipped with the stabilization Ξ and H = (Hz)z∈Ξ is an associated
constraint. Moreover, E is an oriented even dimensional vector space
of real dimension dimR(E) = 6g(S)− 6 + 2♯M + 2♯Ξ.
In order to define the morphisms of the category having as objects
the triples (α,H,E), we take a second object (α′, H ′, E ′) in which α′ =
(S ′, j′,M ′, ∅, u′) is a stable map with the stabilization Ξ′, the constraint
H ′, and the vector space E ′. The morphisms
(α,H,E)→ (α′, H ′, E ′)
of the category consists of pairs (φ,K) in which
φ : α→ α′
is an isomorphism of un-noded stable maps and
K : E ⊕H3H(u
∗TQ)→ E ′ ⊕H3H′((u
′)
∗
TQ)
is a topological linear isomorphism which is constructed as follows.
We choose a smooth map Λu defined on an open neighborhood of
the zero-section in u∗TQ with image in Q and having the following
properties.
(1) Λu(z, 0u(z)) = u(z) for z ∈ S.
(2) T(z,0u(z))Λu : (u
∗TQ)z = Tu(z)Q→ Tu(z)Q is the identity map.
A typical example is Λu = expu where exp : TQ → Q is the expo-
nential map of a Riemann metric on the manifold Q and expu is the
pull-pack defined by the smooth map by u : S → Q. For the second
triple (S ′, j′,M ′) we choose an analogous map Λ′u′ having the analo-
gous properties. Next we choose an effective oriented deformation germ
v 7→ j(v) for v ∈ E associated with the stable surface (S, j,M ∪Ξ) and
satisfying j(0) = j. Similarly we take another effective oriented defor-
mation germ v′ 7→ j′(v′) on E ′ for the stable surface (S ′, j′,M ′ ∪ Ξ′)
satisfying j′(0) = j′.
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In view of Proposition 3.10, there are associated uniformizers
α(v, η) = (S, j(v),M, ∅,Λu(η))
and
α′(v′, η′) = (S ′, j′(v′),M ′, ∅,Λ′u′(η
′)),
defined for (v, η) near (0, 0) in E ⊕H3H(u
∗TQ), respectively for (v′, η′)
near (0, 0) in E ′ ⊕ H3H′((u
′)∗TQ). Theorem 3.13 guarantees a unique
germ
f : (v, η) 7→ (v′, η′) = f(v, η)
of an sc-diffeomorphism between the parameter spaces satisfying f(0, 0) =
(0, 0) and a smooth germ
φ(v,η) : α(v,η) → α
′
f(v,η)
of isomorphisms between the stable maps satisfying φ(0,0) = φ.
The topological linear isomorphism K is defined by
K := Df(0, 0) : E ⊕H3H(u
∗TQ)→ E ′ ⊕H3H′((u
′)∗TQ).
In other words, the morphisms in our category are pairs (φ,K) in
which φ : α→ α′ is an isomorphism between stable maps and K is the
linearization of a coordinate change associated with φ.
The identity morphisms of the category are given by 1(α,H,E) =
(id, id) and if the morphisms can be composed, the multiplication of
two morphisms is simply (φ,K) ◦ (ψ,K ′) = (φ ◦ ψ,K ◦K ′).
Definition 5.57. The morphism (φ,K) : (α,H,E) → (α′, H ′, E ′)
constructed above is called a general linear coordinate change.
Lemma 5.58. Given α, α′, the isomorphism φ : α → α′, the con-
straints H and H ′, and the effective oriented germs v → j(v) and
v′ → j′(v′), the topological linear isomorphism
K : E ⊕H3H(u
∗TQ)→ E ′ ⊕H3H′((u
′)
∗
TQ)
is uniquely determined by φ and the differentials Dj(0) and Dj′(0). It
does not depend on the choices of Λu and Λ
′
u′ as long as they have the
stated properties.
Proof. To see this we define Γ0 = φ
−1(Ξ′). Since u′ ◦ φ = u we
see that u intersects the nonlinear constraints associated with Ξ′ at the
points in Γ0. If we deform u, say to Λu(η), the intersection set will be a
small deformation Γ = Γη of Γ0. For convenience we may assume that
the points in Γ0 are numbered and those in Γ are numbered as well, so
that the i-th point in Γ is the small deformation of the i-th point in Γ0.
Since Γ0 is numbered we obtain a numbering of Ξ
′ via φ. Now there
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exists for given v ∈ E near 0 a unique v′ = v′(v,Γ) near 0 ∈ E ′, and a
unique diffeomorphism φv,Γ near φ, which maps Γ to Ξ
′ preserving the
numbering, but also satisfies for the marked points φ(v,Γ)(mi) = m
′
i, so
that
(5.80) j′(v′(v,Γ)) ◦ Tφ(v,Γ) = Tφ(v,Γ) ◦ j(v).
This is proved by an implicit functions theorem in [19]. Indeed, follow-
ing the argument there, F (v,Γ, v′, φ(v,Γ)) = 0, where F is a first order el-
liptic differential operator in the fourth entry satisfying F (0,Γ0, 0, φ) =
0, and for every small deformation (v,Γ) of (0,Γ0) there is a unique
solution (v′(v,Γ), φ(v,Γ)) near (0, φ). The linearization of F with re-
spect to the third and fourth variable at (0, φ) is an isomorphism. If
we differentiate F (v,Γ, v′(v,Γ), φ(v,Γ)) = 0 with respect (v,Γ) at (0,Γ0)
we obtain
0 = (D1,2F )(0,Γ0, 0, φ)(δv, δΓ)
+ (D3,4F )(0,Γ0, 0, φ)(Dv
′(0,Γ0)(δv, δΓ), (Dφ)(0,Γ0)(δv, δΓ)).
The D(3,4)-term is a linear isomorphism determining
Dv′(0,Γ0)(δv, δΓ), (Dφ)(0,Γ0)(δv, δΓ)).
uniquely in terms of the D(1,2)-term. From (5.80) it follows that it
is uniquely determined in terms of φ, Dj(0) and Dj′(0). The linear
isomorphism K is the linearization of the following composition. For
small (v, η) we obtain a deformation Γη of Γ0 where Γη consists of the
points γi at which the map expu(η) intersects H
′
z′i
. Then we consider
the germ
(v, η)→ (v,Γη,Λu(η))→ (v
′(v,Γη), η
′(v, η)),
where η′ = η′(v, η) is defined by Λ′u′(η
′) ◦ φ(v,Γη) = Λu(η). From this
expression we conclude that K, the derivative at (0, 0), is determined
by the derivative of φ(v,Γ) at (0,Γ0). 
We consider, for two triplets (α,H,E) and (α′, E ′, H ′) and a fixed
isomorphism φ : α → α′, the collection of all morphisms (φ,K) :
(α,H,E)→ (α′, H ′, E ′). We equip this collection with a metric defin-
ing the distance between (φ,K) and (φ,K ′) by the operator norm
‖K −K ′‖.
Lemma 5.59. For fixed triples (α,H,E) and (α′, H ′, E ′) and fixed
isomorphism φ : α → α′, the collection of all morphisms of the form
(φ,K) : (α,H,E)→ (α′, H ′, E ′) is a connected space.
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Proof. Having (H,E) and (H ′, E ′) fixed, the operator K depends
only on φ, and the differentials of v → j(v) and v′ → j′(v′) at 0. Given
two deformations j1(v) and j2(v) of j with effective Kodaira differen-
tials at v = 0, we find a smooth arc of germs of deformations (kt)1≤t≤2
connecting them such that, for i = 1, 2, ki and ji have the same differ-
entials and the Kodaira differentials are effective for all t ∈ [1, 2]. Using
the deformation t 7→ kt and the analogous deformation t 7→ k′t, we can
construct a smooth family (ft, φi) of germs of coordinate changes and
the resulting arc Dft(0, 0) of derivatives at (0, 0) is a homotopy be-
tween the morphisms associated with the morphisms for i = 1, 2. This
completes the proof. 
Remark 5.60. In fact, something more general is true due to the
contractibility and therefore connectivity of H and H′, respectively.
Namely, given φ : α→ α′, the collection of all morphisms
(φ,K) : (α,H,E)→ (α′, H ′, E ′)
where H varies in H and H ′ in H′, is connected.
Lemma 5.61. If (φ,K) : (α,H,E) → (α′, H ′, E ′) is a morphism,
and if the the operator L : E⊕H3H(u
∗TQ)→ H2(u∗Ωj,J) belongs to the
distinguished class Fα,Ξ,E, then the operator L′ : E ′ ⊕ H3H′(u
∗TQ) →
H2((u)∗Ωj′,J), defined by
L′(K(v, η)) ◦ Tφ = L(v, η),
belongs to the class Fα′,Ξ′,E′.
Remark 5.62. We shall call L′ the push-forward of L and denote
it by (φ,K)∗L. We can use (φ,K) in the obvious way to push-forward
an orientation o of L to an orientation (φ,K)∗o of (φ,K)∗L.
Proof. We recall that the morphism (φ,K) is obtained from a
germ of an sc-diffeomorphism f : (v, η) → (v′, η′) = f(v, η) in the pa-
rameter space, satisfying f(0, 0) = (0, 0), together with a smooth germ
φ(v,η) : α(v,η) → α
′
f(v,η) of isomorphism between stable maps satisfy-
ing φ(0,0) = φ. Abbreviating the maps Λu(η) = u˜ and Λ
′
u′(η
′) = u˜′
and recalling that u˜′ ◦ φ(v,η) = u˜ (by definition of an isomorphism be-
tween stable maps), we obtain, for suitable chosen sc+-germs s and s′
of sections, the identity(
1
2
[
T u˜′ + J(u˜′)(T u˜′)j′(v′)
]
− s′(v′, η′)
)
◦ Tφ(v,η)
=
1
2
[
T u˜+ J(u˜) ◦ T u˜ ◦ j(v)
]
− s(v, η).
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Recalling thatDf(0, 0) = K, we setK(δv, δη) = (δv′, δη′) for (δv, δη) ∈
E ⊕H3H(u
∗TQ), and obtain at the point (v, η) = (0, 0) the identity(
1
2
[
∇′(δη′) + J(u′)∇′(δη′) ◦ j′
]
+ A′(δv′, δη′)
)
◦ Tφ
=
1
2
[
∇(δη) + J(u)∇(δη))j
]
+ A(δv, δη).
Therefore,
L′
(
K(δv′, δη′)
)
◦ Tφ = L(δv, δη)
and we see that L′ belongs to the class Fα′,Ξ′,E′ of operators. 
The main result of this section is the following theorem.
Theorem 5.63. Let (φ,K) : (α,H,E) → (α′, H ′, E ′) be a mor-
phism and L : E ⊕ H3H(u
∗TQ) → H2(u∗Ωj,J) an operator in Fα,Ξ,E.
Denote by L′ = (φ,K)∗L : E
′ ⊕ H3H′((u
′)∗TQ) → H2((u′)∗Ωj,J) the
operator in Fα′,Ξ′,E′ which is the push-forward of L. Then the push-
forward of the complex orientation by (φ,K) is the complex orientation,
i.e.
(φ,K)∗oL = o(φ,K)∗L.
We first prove the following special case of the theorem.
Proposition 5.64. We consider the smooth stable map α = (S, j,M, ∅, u)
and let Ξ and Ξ0 be stabilizations satisfying Ξ0 ⊂ Ξ. Let H0 be the con-
straints associated with Ξ0 and H the constraints associated with Ξ. Let
(φ,K) : (α,H0, E0)→ (α,H,E)
be a morphism. If L = (φ,K)∗L0 ∈ Fα,Ξ,E is the push-forward of
L0 ∈ Fα,Ξ0,E0, then the push forward of the complex orientation oL0 is
the complex orientation oL, so that
(φ,K)∗oL0 = oL.
Proof. In order to verify the statement we are allowed, using a
homotopy argument, to assume that H0 is the restriction of H to Ξ0.
Again by a homotopy argument we also may take particular deforma-
tions v 7→ j0(v) and w 7→ j(w). We can also change J for the same
reason, but we have to use the same structure for both operators. Fur-
ther we may assume that φ = id.
By the previous discussion, being able to homotope problems and
morphisms, it suffices to make a computation for well-chosen data.
Consider (S, j,M ∪ Ξ0). We take an effective orientation preserv-
ing germ v → j0(v) defined on E0 which, therefore, has a bijective,
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orientation-preserving Kodaira differential at v = 0. Moreover we as-
sume for small v ∈ E0 that j0(v) = j near the points in Ξ. Writing
β = (S, j,M ∪ Ξ0) and letting Γ = Ξ \ Ξ0 we are going to apply the
following lemma whose proof is based on a calculation of the Kodaira
differential in [19].
Lemma 5.65. Let β = (S, j,M) be a stable marked Riemann surface
and let Γ = {z1, . . . , zk} be a collection of finitely many mutually dif-
ferent points not belonging to the set M of marked points. We assume
that j0(v) is an effective oriented deformation of j defined for v ∈ E0.
We assume that φi : O(TziS, 0) → S are germs of smooth embeddings
satisfying
φi(0) = zi and
∂φi
∂wi
(0) = id.
Define for small w = (w1, . . . , wk) ∈ E1, where
E1 =
k⊕
i=1
TziS,
the deformation Γw of Γ by Γw = {φ1(w1), . . . , φk(wk)}. Finally, let
Ψw = Ψ(w, ·) : S → S be a germ of smooth family of diffeomorphisms
having compact supports near the points in Γ and satisfying Ψw(M) =
M and Ψw(φi(wi)) = zi. Moreover, Ψ(0, z) = z for every z ∈ S at
w = 0. Define for (v, w) near (0, 0) ∈ E0 ⊕ E1 the almost complex
structure j(v, w) on S by j(v, w) = Ψ∗wj0(v). Then the germ
(v, w) 7→ (S, j(v, w),M ∪ Γ)
is an effective and orientation preserving deformation germ of (S, j,M∪
Γ) on (v, w) ∈ E = E0 ⊕ E1.
We apply the lemma to the situation in which the stable surface is
β = (S, j,M ∪Ξ0) and Γ is the set Γ = Ξ\Ξ0 = {z1, . . . , zk}. From the
lemma we obtain, using that Ψw is the identity away from the points
in Γ, for small (v, w) ∈ E0 ⊕E1, the isomorphisms
Ψw : (S, j0(w),M ∪ Ξ0 ∪ Γw)→ (S, j(v, w),M ∪ Ξ)
between marked Riemann surfaces. In particular,
TΨw ◦ j0(v) = j(v, w) ◦ TΨw.
Moreover,
(5.81) Ψw(φi(wi)) = zi for all zi ∈ Ξ \ Ξ0.
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Taking the derivative of the map w 7→ Ψw(φi(w)) at the point w = 0
in the direction δw = (δw1, . . . , δwk) ∈
⊕k
i=1 TziS, and using that
∂φi
∂wi
(0) = id and Ψ(0, z) = z for all z ∈ S, we obtain the relation
(5.82)
k∑
s=1
∂Ψ
∂ws
(0, zi)δws + δwi = 0
for all i = 1, . . . , k.
We next consider the germs
(v, η)→ (S, j0(v),M, ∅,Λu(η))
(v, w, ξ)→ (S, j(v, w),M, ∅,Λu(ξ))
of good uniformizing families of stable maps. From Theorem 3.13 we
obtain a germ of an sc-smooth diffeomorphism in the parameter space
f : (v, η) 7→ ((v, w), ξ) = f(v, η),
where w = w(η) and ξ = ξ(η) satisfy w(0) = 0 and ξ(0) = 0. The first
aim is to compute the derivative K = Df(0, 0),
Df(0, 0)(δv, δη) =
(
δv,
∂w
∂η
(0)δη,
∂ξ
∂η
(0)δη
)
.
The diffeomorphism f satisfies
(5.83) Λu(η) = (Λu(ξ(η))) ◦Ψw(η).
We recall from the proof of Theorem 3.13 that the map w(η) is uniquely
determined by the requirement
Λu(η)(φi(wi(η)) ∈ Λu(zi, Hzi)
for i = 1, . . . , k, so that the section Λu(η) satisfies the constraints at the
points φi(wi(η)). Taking the derivative of the maps η 7→ Λu(η)(φi(wi(η)))
in the direction of δη at the point η = 0, we obtain, in view of wi(0) = 0
and φi(0) = zi, the relations
δη(zi) + Tu(zi)(δwi) ∈ Hzi, i = 1, . . . , k,
where
δwi =
∂wi
∂η
(0)δη ∈ TziS.
Denoting by πi : Tu(zi)Q → Tu(zi)Q the projection onto R(Tu(zi)), we
conclude from πi(Hzi) = 0 the equation
(5.84) δwi =
∂wi
∂η
(0)δη = −Tu(zi)
−1πi(δη(zi)).
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Differentiating the equation (5.83) at the point η = 0 in the direction of
δη and recalling that Ψ(0, z) = z for all z ∈ S and φi(wi(0)) = φi(0) =
zi, we obtain, using (5.84), the equation
(5.85) δη(z)− Tu(z)
( k∑
s=1
∂Ψ
∂ws
(0, z)δws
)
= δξ(z)
where, recalling that η 7→ ξ(η) satisfies ξ(0) = 0,
δξ(z) =
(
∂ξ
∂η
(0)δη
)
(z).
We denote the left hand side of (5.85) by P (δη), so that (5.85) becomes
(5.86) P (δη) = δξ.
From P (δη)(ζ) = δξ(ζ) ∈ Hζ for all ζ ∈ Ξ we deduce that πi(P (δη)(zj) =
0 for j = 1, . . . , k, and conclude that
P (Pδη) = P (δη).
Hence P is a bounded linear projection
P : H3H0(u
∗TQ)→ H3H0(u
∗TQ).
Since ∂ψ
∂wi
(0, z) = 0 at the points z away from Γ = {z1, . . . , zk}, the
image of the operator P is equal to
P (H3H0(u
∗TQ)) = H3H(u
∗TQ).
Moreover, in view of (5.85) and (5.82) and (5.84),
[(Id− P )δη](zi) = −Tu(zi)δwi = πiδη(zi).
Consequently, the image of the projection (Id− P ),
N1 = (Id− P )(H
3
H0
(u∗TQ)),
is a (Ξ,Ξ0)-subspace of H
3
H0
(u∗TQ) and we therefore obtain the topo-
logical direct sum
E0 ⊕H
3
H0
(u∗TQ) = E0 ⊕N1 ⊕H
3
H(u
∗TQ).
Accordingly we decompose δv⊕ δη = δv⊕ δe⊕ δξ, and rewrite the
linear isomorphism K = Df(0, 0) in the form
K(δv, δe, δξ) = (δv, δw(δe), δξ),
where δw(δe) = (δw1(δe), . . . , δwk(δe)) ∈ E1 is explicitly given by
δwi(δe) = −Tu(zi)
−1πi(δe(zi)).
The operator
L0(δv, δe, δξ) := ∇ξ + J(u)(∇ξ)j
258 5. APPENDICES
belongs to Fα,Ξ0,E0 and its complex orientation oL0 is obtained from
the complex orientation of the operator H3H0(u
∗TQ) → H2(u∗Ωj,J) on
the right hand side and the orientation of E0 ⊕N1.
Since the map (δv, δe) 7→ (δv, δw) is orientation preserving, the
orientation of the push-forward operator L = (id, K)∗L0 belonging
to Fα,Ξ,E, is the complex orientation. The proof of Lemma 5.65 is
complete.

Now we are in the position to prove Theorem 5.63.
Proof of Theorem 5.63. We consider the morphism
(φ,K) : (α,H,E)→ (α′, H ′, E ′)
which can be factored into the product
(α,H,E)
(Id,L)
−−−→ (α,H∗, E ′)
(φ,L′)
−−−→ (α′, H ′, E ′).
The second morphism is just the geometric pull-back of the data in
(α′, H ′, E ′) via the isomorphism φ : α → α′. We already know from
Proposition 5.42 and Remark 5.55 that the geometric pull-pack and the
push-forward preserve the complex orientation. Therefore, without loss
of generality, we may assume that we are in the following situation
(α,H,E)
(Id,K)
−−−−→ (α,H ′, E ′).
Then Ξ,Ξ′ ⊂ S and we define Ξ′′ = Ξ ∪ Ξ′. We may assume, by
homotopy, that the constraints over Ξ ∩ Ξ′ coincide. Associated with
Ξ′′ we have the constraints H ′′ satisfying H ′′|Ξ = H and H ′′|Ξ′ = H ′.
The associated oriented vector space is denoted by E ′′. The above
morphism factors as follows,
(α,H,E)
(Id,L′)
−−−−→ (α,H ′′, E ′′)
(Id,L′′)
−−−−→ (α,H ′, E ′).
By applying Proposition 5.64 to the first morphism and then to the
inverse of the second we see that the complex orientation is preserved.
This implies the result we are aiming for and the proof of Theorem
5.63 is complete. 
The operators in this subsection are not yet the operators we have
to orient. However, they are very closely related to the operators arising
from the study of the Cauchy-Riemann section ∂J of the bundle W →
Z.
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5.11.5. Canonical Orientations for the CR-Operator. Pre-
viously we have introduced a class of linear operators associated with
the Cauchy-Riemann operator and have these operators canonically
oriented. In this subsection we relate them to the operators we ac-
tually have to orient in order to turn the Cauchy-Riemann section
(W → Z, ∂J) into an oriented sc-Fredholm problem.
From Chapter 3 and Chapter 4 we recall that the global models
E → X and the sections F representing the CR-section of W → Z are
constructed from local situations FG : G → Ĝ in which FG is represented
by an sc-Fredholm section fG : O → Ô such that the diagram
G
FG
−−−→ Ĝyπ yπ̂
O
fG
−−−→ Ô
commutes. Here π and π̂ are the obvious projections from the graph
to the domain. The parameter spaces O are open subsets of splicing
cores which are contractible sets. Later on, in the construction of
the ep-groupoid X , we take suitable open subsets of O such that the
collection Oλ will give on Z a locally finite covering. In any case, for the
current discussion we may assume that the local section fG is defined on
a contractible set. Therefore there are only two possible orientations
having the continuity property (over the smooth subset). In view of
the above diagram the same is true for the section FG .
Let us refer to FG : G → Ĝ as a local situation. We shall prove
the following result.
Theorem 5.66. Every un-noded local situation FG : G → Ĝ has
a preferred orientation, called the complex orientation, which enjoys
the continuation property along sc-smooth paths. In other words, we
have for a smooth x ∈ G a canonical orientation ox of DET(FG , x)
so that continuation along an sc-smooth path connecting two points
relates the corresponding orientations. Moreover, the following holds.
If FG : G → Ĝ and FG′ : G
′ → Ĝ ′ are two un-noded local situations and
if Φ : x → x′ is a morphism in M(G,G ′) between two smooth points
with lift Φ̂, then the associated push forward of the complex orientation
is the complex orientation.
The proof of Theorem 5.66 will follow from Propositions 5.67 and
5.68 below.
We first construct the complex orientation for the local situations
FG : G → Ĝ built on the un-noded stable map α = (S, j,M, ∅, u) using
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the notations of Chapter 3 and Chapter 4. We take a good uniformizer
q → αq = (S, j(v),M, ∅, expu(η)), q = (v, η).
Note, there is no gluing parameter a! The section η ∈ u∗TQ satisfies the
constraints η(z) ∈ Hz ≡ Hu(z) at the points z ∈ Ξ of the stabilization
set Ξ. The parameter q = (v, η) varies in an open subset O of an
sc-Banach space. We denote by
G = {(q, αq) | q ∈ O}
the graph of the uniformizing family and recall that G possesses the nat-
ural M-polyfold structure (in our case even an sc-manifold structure),
which turns the projection π : G → O into an sc-diffeomorphism.
In order to recall also the strong bundle Ĝ over G we consider the
set Ô = {q̂ = (q, ξ)} of pairs, in which q ∈ O and ξ is a map
z → [ξ(z) : (TzS, j)→ (Tu(z)Q, J)]
into complex anti-linear maps of class H2,δ0 as introduced previously.
The bundle Ô → O is a strong bundle. By
Ĝ = {(q̂, α̂q̂ | q̂ ∈ Ô}
we denote the graph of the lifted family q̂ 7→ α̂q̂, where q̂ = (q, ξ). It is
defined by
α̂q̂ = (S, j(v),M, ∅, expu(η),Γ(expu(η), u) ◦ ξ ◦ δ(v)).
Here the maps Γ(expu(η), u) and δ(v) : (TS, j(v) → (TS, j) are the
complex linear maps introduced in Section 3.6. As in the case of the
sc-manifold G above, the sc-smooth structure on Ĝ is defined by the
requirement that the projction Ĝ → Ô is an sc-diffeomorphism.
Continuing with recollections, the section FG of the strong bundle
Ĝ → G representing the Cauchy-Riemann section is defined by
(5.87) FG(q, αq) =
(
(q, f(q)), α̂(q,f(q))
)
.
The section f of the bundle Ô → O is the anti-linear map f(q), defined
at the point q = (v, η) by the Cauchy-Riemann section as follows,
Γ( expu(η), u) ◦ f(q) ◦ δ(v)
=
1
2
[
T (expu(η)) + J(expu(η)) ◦ (T (expu(η))) ◦ j(v)
]
.
(5.88)
It is clear that the linearizations of f are related to the linearizations of
the Cauchy-Riemann section on the right-hand side of (5.88). This will
lead to the class of operators introduced in the previous subsection.
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Given a smooth point q0 = (v0, η0), we choose an sc
+-section s of
Ô → O satisfying s(q0) = f(q0) and define the section s by
s(q) = Γ(expu(η), u) ◦ s(q) ◦ δ(v), q = (v, η).
From (5.88) we deduce the identity for all q = (v, η) ∈ O,
Γ( expu(η), u) ◦ [f(q)− s(q)] ◦ δ(v)
=
1
2
[
T (expu(η)) + J(expu(η))(T (expu(η))) ◦ j(v)
]
− s(q).
(5.89)
Abbreviating the fiber derivative at smooth points q = (v, η) by Φq(δη) =
∇2 expu(η)δη, we obtain for the linearization of the identity (5.89)
at the special smooth point q0 = (v0, η0) ∈ O in the direction of
δq = (δv, δη), recalling that f(q0) = s(q0), the identity
Γ( expu(η0), u) ◦ ((f − s)
′(q0)δq) ◦ δ(v)
=
[
∇(Φq0(δη)) + J(expu(η0))∇(Φq0(δη)) ◦ j(v0)
]
+ A(δv,Φq0(δη))
≡ Lq0(δv,Φq0(δη)).
(5.90)
The covariant derivative ∇ has already been used before. The operator
Lq0 is defined by the formula (5.90) and belongs to the class of operators
discussed in the previous subsection.
Introducing the linear maps Φ˜q0 by Φ˜q0(δv, δη) = (δv,Φq0(δη)) and
Θq0(γ) = Γ(expu(η0), u) ◦ γ ◦ δ(v0), the equation (5.90) becomes
(5.91) Θq0 ◦
[
(f − s)′(q0)(δq)
]
= Lq0 ◦ Φ˜q0(δq)
where δq = (δv, δη).
We now equip the Fredholm operator Lq0 with the the complex
orientation from the previous subsection, which, using the coordinate
change associated with Φ˜q0 and Θq0 defines the orientation of the Fred-
holm operator (f − s)′(q0).
To be explicit, the orientation o of the operator (f − s)′(q0) defined
by the vector (h1∧. . .∧hk)⊗(h∗1∧. . .∧h
∗
l ) corresponds to the orientation
o′ of Lq0 defined by the vector (Φ˜q0(h1) ∧ . . . ∧ Φ˜q0(hk)) ⊗ (h
∗
1 ◦ Θ
−1
q0 ∧
. . . ∧ h∗l ◦Θ
−1
q0 ).
As a consequence we obtain an orientation for the section FG of the
bundle Ĝ → G. The transformations used to transport the orientation
from Lq0 to (f − s)
′(q0) are level-wise smooth and the orientations for
the operators of type Lq0 possess, as we already know, the continuation
property along sc-smooth paths. This implies that the orientations of
the linearizations at the section f at the various smooth points have the
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continuation property along sc-smooth paths. So far we have proved
the following result.
Proposition 5.67. Given a good uniformizing family q 7→ αq
around an un-noded stable map α, and given the section FG of the as-
sociated strong bundle Ĝ → G, which represents the Cauchy-Riemann
section, there is at every smooth point (q, αq) a natural orientation of
the determinants of the linearizations, called the the complex orienta-
tion. It is the orientation corresponding at a smooth (q, αq) via the
identity (5.91) to the complex orientation of the Cauchy-Riemann op-
erator Lq. Since the coordinate change depends smoothly on q, the com-
plex orientation for FG has the continuation property along sc-smooth
paths.
At this point we have constructed for the section FG of the strong
bundle Ĝ → G, built on an un-noded stable map α, a canonical ori-
entation called the complex orientation. We shall call the section
FG : G → Ĝ an un-noded local model and, if equipped with the com-
plex orientation, we call it a canonically oriented un-noded local
model.
We next prove the following statement which relates the orienta-
tions between two such local models.
Proposition 5.68. Let FG : G → Ĝ and FG′ : G
′ → Ĝ ′ be canon-
ically oriented un-noded local models. Let Φ0 : x0 → x′0 be an iso-
morphism between smooth points in G resp. G ′, belonging to to the set
M(G,G ′) of morphisms. Then the push-forward (Φ0)∗ : DET(FG , x0)→
DET(FG′, x
′
0) is orientation preserving.
The proof requires some preparation. We start with two smooth un-
noded stable maps α = (S, j,M, ∅, u) and β = (S ′, j′,M ′, ∅, u′) having
the associated good uniformizing families q 7→ αq on q ∈ O and p 7→ βp
on p ∈ O′. We denote the corresponding graphs by G and G ′. By
construction, the points q = (v, η) ∈ O belong to E⊕H3H(u
∗TQ), where
the subscript H indicates the constraints η(z) ∈ Hu(z) for z belonging
to the stabilization set Ξ. As usual we shall abbreviate Hz ≡ Hu(z).
Analogously, the points p = (w, ξ) ∈ O′ belong E ′ ⊕ H3H′((u
′)∗TQ)
satisfying the constraints H ′ associated with the stabilization set Ξ′.
We now assume that there exists an isomorphism
Φ0 =
(
(q0, αq0), φ0, (p0, βp0)
)
∈M(G,G ′)
in the morphism set in which φ0 : αq0 → βp0 is an isomorphism between
stable maps. We use the notation q0 = (v0, η0) and p0 = (w0, ξ0). By
Theorem 3.13 there is a germ of an sc-diffeomorphism p = f(q) between
5.11. THE CANONICAL ORIENTATION IN GROMOV-WITTEN THEORY 263
the parameters satisfying p0 = f(q0), and a core-smooth family q 7→ φq
of isomorphims
φq : αq → βf(q)
between the stable maps satisfying φq0 = φ0. Differentiating the sc-
smooth map f at the distinguished point q0 we obtain a topological
linear isomorphism
(5.92) K˜ = Df(q0) : E ⊕H
3
H(u
∗TQ)→ E ′ ⊕H3H′((u
′)∗TQ).
Next we consider the second un-noded local model FG′ : G ′ → Ĝ ′ repre-
senting the Cauchy-Riemann section and defined by
FG′(p, βp) =
(
(p, g(p)), β̂(p,g(p))
)
,
where the section g of the bundle Ô′ → O′ is defined, at p = (w, ξ), by
Γ′( exp′u′(ξ), u
′) ◦ (g(p) ◦ δ′(w)
=
1
2
[
T (exp′u′(ξ)) + J(exp
′
u′(ξ))(T (exp
′
u′(ξ))) ◦ j
′(w)
]
.
(5.93)
Using the notation f(q) = (w(q), ξ(q)) we conclude, from the properties
of the isomorphisms φq, that exp
′
u′(ξ(q))◦φq = expu(η) where q = (v, η),
and hence
T (exp′u′(ξ(q)))) ◦ Tφq = T (expu(η)).
Moreover, j′(w(q)) ◦ Tφq = Tφq ◦ j(v). Therefore, for all q = (v, η),
1
2
[
T (exp′u′(ξ(q))) + J(exp
′
u′(ξ(q)))(T (exp
′
u′(ξ(q))) ◦ j
′(w(q))
]
◦ Tφq
=
1
2
[
T (expu(η)) + J(expu(η))(T (expu(η)) ◦ j(v)
]
.
We obtain the following identity in q = (a, η),
[Γ′(exp′u′(ξ(q)), u
′)◦g(f(q))◦δ′(w(q))]◦Tφq = Γ(expu(η), u)◦(f(q)◦δ(v).
Hence, for all q ∈ O near q0,[
Γ′( exp′u′(ξ(q)), u
′) ◦ [g(f(q))− t(f(q))] ◦ δ′(w(q))
]
◦ Tφq
= Γ(expu(η), u) ◦ [(f − s)(q)δq] ◦ δ(v),
(5.94)
where the section t of Ô′ → O is defined by [Γ′(exp′u′(ξ(q)), u
′)◦t(f(q))◦
δ′(w(q))]◦Tφq = Γ(expu(η), u)◦ s(q)◦ δ(v). Differentiating the identity
(5.94) in q at the distinguished point q0 = (v0, η0) where (g−t)(f(q0)) =
0 and (f − s)(q0) = 0, and recalling that φq0 = φ0 and f(q0) = p0, we
obtain the equation
Θ′p0 ◦ (g− t)
′(p0) ◦ K˜(δq) ◦ Tφ0 = Θq0 ◦ (f − s)
′(q0)δq,
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where δq = (δv, δη). In view of the definition of the operator Lq0 in
(5.90) and the analogous definition of L′p0 for the above primed version,
we find the equation
(5.95) (L′p0 ◦ Φ˜
′
p0 ◦ K˜(δq)) ◦ Tφ0 = Lq0 ◦ Φ˜q0(δq).
Recalling the fiber derivatives
Φ˜q0(δq) = (δv,∇2 expu(η0)δη),
where q0 = (v0, η0) and δq = (δv, δη), we introduce the analogous
primed version at p0 = (wo, ξ0), defined by
Φ˜′p0(δp) = (δw,∇2 exp
′
u(ξ0)δξ)
for δp = (δw, δξ). We define a new set of constraints H0 by H0ζ =
∇2 expu(η0)(Hz) for ζ = expu(η0)(z) and z ∈ Ξ. These are the con-
straints for the map u0 = expu(η0). Analogously we define the con-
straints H0
′
in the primed version for the map u′0 = exp
′
u′(ξ0). Then
Φ˜q0 : E ⊕H
3
H(u
∗TQ)→ E ⊕H3H0(u
∗
0TQ)
is a topological isomorphism. Analogously, in the primed case,
Φ˜′q0 : E
′ ⊕H3H′((u
′)∗TQ)→ E ′ ⊕H3H0′((u
′)∗0TQ)
is a topological isomorphism. The topological linear isomorphism K is
defined by requiring that the following diagram is commutative,
E ⊕H3H(u
∗TQ)
K˜
−−−→ E ′ ⊕H3H′((u
′)∗TQ)yΦ˜q0 yΦ˜′p0
E ⊕H3H0(u
∗
0TQ)
K
−−−→ E ′ ⊕H3
H0′
((h0)
∗TQ).
Here K˜ = Df(q0). The equation (5.95) can be rewritten in the form
(5.96) [L′p0 ◦K(δq)] ◦ Tφ0 = Lq0(δq).
In order to complete the proof of Proposition 5.68 we use the following
computation.
Lemma 5.69. The topological linear isomorphism
K : E ⊕H3H0(u
∗
0TQ)→ E
′ ⊕H3
H0′
((h0)
∗TQ)
together with the isomorphism φ0 : αq0 → βp0 is a general linear coor-
dinate change (φ0, K) in the sense of Definition 5.57.
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Proof. By a change of coordinates we shall arrive at the setting of
Definition 5.57. First we recall the sc-smooth parameter transformation
p = f(q). In detail, p = (w, ξ) = (f1(q), f2(q)) and q = (v, η). It
satisfies, for all q near q0 the relations
exp′u′(ξ) ◦ φq = expu(η)
Tφq ◦ j(v) = j
′(w) ◦ Tφq.
Moreover, φq(m) = m
′ for all m ∈ M and φq0 = φ0. The constraints
are η(z) ∈ Hz and ξ(z′) ∈ H ′z′ for all z ∈ Ξ and z
′ ∈ Ξ′. We shall
reformulate all these relations in the new coordinates (v̂, η̂) ∈ E ⊕
H3H0(u
∗
0TQ) and (ŵ, ξ̂) ∈ E
′ ⊕ H3
H0′
((u′0)
∗TQ), where u0 = expu(η0)
and u′0 = exp
′
u′(ξ0), defined by the formulae
(5.97)
v = v0 + v̂ and η = η0 +∇2 expu(η0)
−1η̂
w = w0 + ŵ and ξ = ξ0 +∇2 exp
′
u′(ξ0)
−1ξ̂.
Correspondingly the almost complex structures become ĵ(v̂) = j(v0+
v̂) and ĵ′(ŵ) = j′(w0 + ŵ) = j
′(w) so that
φ0 : (S, ĵ(0),M, ∅, u0)→ (S
′, ĵ′(0),M ′, ∅, u′0)
is the isomorphism from before between the stable maps. We have the
associated uniformizers, abbreviating q̂ = (v̂, η̂) and p̂ = (ŵ, ξ̂),
q̂ 7→ α̂q̂ =
(
S, ĵ(v̂),M, ∅, expu
(
η0 +∇2 expu(η0)
−1η̂
)
p̂ 7→ β̂p̂ =
(
S ′, ĵ′(ŵ),M ′, ∅, exp′u′
(
ξ0 +∇2 exp
′
u′(ξ0)
−1ξ̂
)
.
The parameter transformation f becomes, in the new coordinates,
p̂ = (ŵ, ξ̂) = f̂(q̂), and looks in detail as follows,
ŵ = f1
(
v0 + v̂, η0 +∇2 expu(η0)
−1η̂
)
− w0
ξ̂ = ∇2 exp
′
u′(ξ0)
[
f2
(
v0 + v̂, η0 +∇2 expu(η0)
−1η̂
)
− ξ0
]
.
The local sc-diffeomorphism f̂ satisfies f̂(0) = 0. Rewriting the
smooth family φq = φ(v,η) of isomorphisms, we introduce the map
φ̂(v̂,η̂) := φ(v0+v̂,η0+∇2 expu(η0)−1η̂)
and obtain that T φ̂q̂ ◦ ĵ(v̂) = ĵ′(ŵ) ◦ T φ̂q̂ and
exp′u′
(
ξ0 +∇2 exp
′
u′(ξ0)
−1ξ̂
)
◦ φ̂q̂ = expu
(
η0 +∇2 expu(η0)
−1η̂
)
.
Therefore, φ̂q̂ : α̂q̂ → β̂f̂(q̂) is a smooth family of isomorphisms between
stable maps, satisfying φ̂0 = φ0. By construction, the constraints be-
come η̂(ζ) ∈ H0ζ where ζ = expu(η0)(z) for z ∈ Ξ and ξ̂(ζ
′) ∈ H0
′
ζ′
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where ζ ′ = exp′u′(ξ0)(z
′) and z′ ∈ Ξ′. Finally, a computation shows
that
Φ˜′p0 = Df̂(0) = Df(p0) ◦ Φ˜q0.
Consequently, K = Df̂(0) and we have verified our claim that the pair
(φ0, K) is indeed a morphism in the sense of Definition 5.57. 
In view of Lemma 5.69 and Theorem 5.63 the proof of Proposition
5.68 is finished 
With Proposition 5.67 and Proposition 5.68 , the proof of Theorem
5.66 is complete. 
So far we have considered only un-noded local models Ĝ → G with
local sections FG , where G is built on families of un-noded stable maps
on which the set of nodal pairs is empty. For these sections we have
constructed a canonical orientation for DET(FG , x) at smooth points
x ∈ G, called the complex orientation. It enjoys the continuation prop-
erty along smooth paths. Moreover, in view of Proposition 5.68 a mor-
phism Φ ∈M(G,G ′) between two un-noded models pushes the complex
orientation forward to the complex orientation.
In the next step we shall canonically orient the section FG of a noded
local model Ĝ → G. We recall that G is the graph G = {(q, αq) | q ∈ O}
and the family q 7→ αq is now a noded uniformizing family where q
varies in the splicing core O. By construction, the splicing core O is
connected and has the property that that every sc-smooth loop is con-
tractible. Consequently, the section FG has two possible orientations
possessing the continuation property along sc-smooth paths. We shall
show that there is a canonical choice of one of the two possible orien-
tations. In order to do so we choose a smooth point x0 = (q0, αq0) ∈ G
which represents an un-noded map. This can be done since the un-
noded elements are open and dense.
We shall use in the following that the subset consisting of the noded
stable maps in G behaves as if it has “codimension 2”. Namely if
φ : [0, 1] → G is an sc-smooth path starting and ending at un-noded
elements we can take a small deformation avoiding all noded elements.
This is true because a complex gluing parameter associated with a
node has real dimension 2. Similarly, if φ is an sc-smooth path starting
at an un-noded element and ending at a noded element, then it can
be deformed to an sc-smooth path ψ, where ψ(1) is the original end
point, ψ(0) is the original starting point, and ψ(t) is un-noded for all
t ∈ [0, 1).
At the previously chosen un-noded element x0 we construct the un-
noded local model Ĝ ′ → G ′ having the section FG′ . It is represented
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by the graph G ′ = {(p, α′p)} and satisfies (0, α
′
0) ≡ x
′
0 = (q0, αq0) = x0.
There exists an isomorphism Φ = (x0, id, x
′
0) ∈M(G,G
′).
We are going to equip the orientation o of FG with the orientation
coming from the orientation ox0 by continuation along sc-smooth paths.
The orientation ox0 is defined by the requirement that its push-forward
Φ∗ox0 by the coordinate change, is the complex orientation ox′0 of x
′
0 ∈
G ′. This definition of the orientation ox0 does not depend on the choice
of x′0. Indeed, assume that x0 = x
′′
0 ∈ G
′′ and x′′0 = (p
′
0, α
′′
p′0
) belongs to
a second such un-noded local model Ĝ ′′ → G ′′ having the local section
FG′′. Then we have the isomorphism Φ
′ = (x0, id, x
′′
0) ∈ M(G,G
′′). By
Proposition 5.68, the isomorphism
Φ′ ◦ Φ−1 = (x′0, id, x
′′
0) ∈M(G
′,G ′′)
preserves the complex orientation. Therefore, the orientation ox0 in-
duced from the complex orientation ox′0 agrees with the orientation
induced from the complex orientation ox′′0 . The construction is clearly
locally stable. Using that the splicing core O is connected and every
sc-smooth loop is contractible, we can, starting from our choice of the
orientation of DET(FG , x0), using the property of continuation along
smooth paths, orient the set DET(FG, x) at every smooth point x ∈ G.
We call this orientation o temporarily the canonical orientation of G.
We still have to show for an isomorphism Φ = (x, φ, x′) ∈M(G,G ′)
that the push-forward of the canonical orientation ox is the canon-
ical orientation ox′, which, as we already know, holds true in the
un-noded case. To verify this we take the local sc-diffeomorphism
φ = t ◦ s−1 : O(x)→ O(x′) between the two open neighborhoods such
that the morphisms Φy = (y, φ, φ(y)) ∈M(G,G
′) are associated isomor-
phisms for all y ∈ O(x). We take a smooth point y0 ∈ O(x) represent-
ing an un-noded element and an sc-smooth path γ : [0, 1]→ O(x) ⊂ G
connecting y0 = γ(1) with x = γ(0), such that γ(τ) is un-noded for
τ ∈ (0, 1]. Then φ(γ(τ)) is an sc-smooth path connecting φ(γ(1)) with
φ(γ(0)) = x′, such that φ(γ(τ)) is un-noded for τ ∈ (0, 1]. In view
of Proposition 5.68, the isomorphism Φy0 = (y0, φ, φ(y0)) ∈ M(G,G
′)
pushes the complex orientation oy0 to the complex orientation oφ(y0).
Since the canonical orientation ox is obtained by continuation along
the path γ from the complex orientation oy0 and similarly, the orienta-
tionation ox is obtained by continuation along the path φ ◦ γ from the
complex orientation oφ(y0), we conclude, by continuity, that indeed the
isomorphism Φ = (x, φ, x′) pushes the canonical orientation ox to the
canonical orientation ox′ as we wanted to show.
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Now, for every local model Ĝ → G having the section FG , the de-
terminant space DET(FG , x) at a smooth point possesses a canoni-
cal orientation, now called complex orientation. It has the con-
tinuation property along sc-smooth paths. Moreover, a morphism
Φ = (x, φ, x′) ∈ M(G,G ′) between any two local models connecting
smooth points pushes the complex orientation forward to the complex
orientation.
Finally we are ready to prove the main result.
Proof of Theorem 5.34. In order to complete our construction
of the canonical orientation we recall that the models (E → X,F ) for
the Cauchy-Riemann section (W → Z, ∂J) are obtained by gluing the
local models (Ĝ → G, FG) by means of isomorphisms together.
At this point all local situations FG : G → Ĝ are oriented with a
canonical orientation, called the complex orientation. These orienta-
tions are compatible with the morphisms inM(G,G ′) andM(Ĝ, Ĝ ′). In
the construction of a model F : X → E we take open subsets of the
graphs G. The thereby restricted local models are still oriented.
It is clear that X and E, as disjoint unions of local models, possess
a canonical orientation which is compatible with morphisms.
Moreover, if X and X ′ are two models constructed this way we
take the union of both families to obtain the third model X ′′ and two
equivalences X → X ′′ and X ′ → X ′′. The equivalences preserve the
orientations of the sections of the corresponding strong bundles. What-
ever model of this kind (it depends on the choice of the local models
used), the orientations are compatible. This implies that the Cauchy-
Riemann section ∂J : Z → W possesses a canonical orientation. The
proof of Theorem 5.34 is complete. 
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