Hair cells perform the mechanoelectrical transduction of sound signals in the auditory and vestibular systems of vertebrates. The part of the hair cell essential for this transduction is the so-called hair bundle. In vitro experiments on hair cells from the sacculus of the American bullfrog have shown that the hair bundle comprises active elements capable of producing periodic deflections like a relaxation oscillator. Recently, a continuous nonlinear stochastic model of the hair bundle motion ͓Nadrowski et al., Proc. Natl. Acad. Sci. U.S.A. 101, 12195 ͑2004͔͒ has been shown to reproduce the experimental data in stochastic simulations faithfully. Here, we demonstrate that a binary filtering of the hair bundle's deflection ͑experimental data and continuous hair bundle model͒ does not change significantly the spectral statistics of the spontaneous as well as the periodically driven hair bundle motion. We map the continuous hair bundle model to the FitzHugh-Nagumo model of neural excitability and discuss the bifurcations between different regimes of the system in terms of the latter model. Linearizing the nullclines and assuming perfect time-scale separation between the variables we can map the FitzHugh-Nagumo system to a simple two-state model in which each of the states corresponds to the two possible values of the binary-filtered hair bundle trajectory. For the two-state model, analytical expressions for the power spectrum and the susceptibility can be calculated ͓Lindner and Schimansky-Geier, Phys. Rev. E 61, 6103 ͑2000͔͒ and show the same features as seen in the experimental data as well as in simulations of the continuous hair bundle model.
I. INTRODUCTION
The ear shows several remarkable features which are characteristic for an active system. It can detect stimuli that span several orders of magnitude in strength, while amplifying sounds near the hearing threshold and it can resolve small differences in frequency. Another surprising feature showing clearly the ear's activity is the generation of sound by the ear ͑otoacoustic emissions͒. The mechanism by which this activity mediates and enhances our perception of auditory stimuli in such a remarkable way is not clear at all. In all vertebrates one element of the signal transduction chain which is certainly involved in the activity mechanism is the hair cell of the inner ear ͓1͔.
The hair cell is responsible for mechanoelectrical transduction translating a mechanical stimulus into electrical signals that can be transmitted to the brain. On the top ͑or apical͒ side of the hair cell a distinct structure, the hair bundle, protrudes into the extracellular fluid which is composed of fingerlike elements, the so-called stereocilia. Mechanical stimuli are mediated to the hair bundle either via viscous drag forces from the surrounding fluid or direct deflection by an overlying membrane, which is attached to the hair bundle. A deflection of the bundle results in the opening of mechanically gated ion channels at the tips of the stereocilia giving rise to a transduction current which controls the release of a neurotransmitter at the bottom of the hair cell.
The mechanisms of the active process and the way hair cells are involved is still under debate. There is some evidence that hair bundle motility can play an important role. The hair bundle is capable of producing spontaneous oscillations which may be related to the aforementioned otoacoustic emissions. It was shown for hair bundles in the sacculus of the American bullfrog that their oscillations are due to an active mechanism ͓2͔. Activity means here first of all that the hair bundle operates out of thermodynamical equilibrium. This was shown by comparing spectral properties of the spontaneous and the periodically driven hair bundle movement and demonstrating that the fluctuation-dissipation relation ͑a signature of any equilibrium system͒ was violated.
The hair bundle is capable of amplifying weak stimuli, and does so in a frequency-selective manner with the amplification being greatest around its characteristic frequency of spontaneous oscillations ͓3͔. Further, the hair bundle shows a compressive nonlinearity of its response to stimuli of increasing amplitude ͓4͔. This means that many of the remarkable features of auditory signal processing may originate in the nonlinear dynamics of hair cells.
It was proposed that frequency selectivity and nonlinear compression are signatures of a system operating close to an oscillatory instability, a Hopf bifurcation ͓4-6͔. In ͓7͔ a stochastic model for hair bundle dynamics was put forward where an oscillatory instability occurs due to the interplay between the calcium-dependent activity of adaptation motors on the inside of stereocilia at the site of the transduction channel complex and a region of negative slope in their force-displacement relation. This hair bundle model shows, depending on the choice of two parameters, oscillations which reproduce the general shape of oscillations as seen in experiments as well as spectral features that describe the properties of the oscillation in their stochastic nature.
Here, we focus on yet another aspect, that is the resemblance of the spontaneous and the periodically driven motion of the hair bundle to relaxation oscillations. Experimental recordings show that the hair bundle during its oscillation remains for long periods of time around one of two distinct positions and exhibits swift switches between them. We therefore look at a system which involves the dynamics of two variables showing a pronounced time-scale separation and study its statistical properties.
In this paper we demonstrate that the binary filtering of experimental data does not alter the spectral properties drastically, but still captures their main features. We utilize an analytical approach to a two-state description for hair bundle dynamics that corresponds to the aforementioned binary filtering. Our starting point is a stochastic model for the hair bundle ͓7͔ comprising two dynamical variables. The mechanical deflection of the hair bundle is described in a continuous way, and this model is henceforth called the continuous hair bundle model. Simulations of this model have shown excellent agreement with experimental data using only two free parameters that allow for a number of bifurcations: from a monostable ͑possibly excitable͒ to a bistable and also oscillatory regime; the agreement with experimental data was best in the oscillatory regime. Recently, the same model has been successfully applied to model spontaneous oscillations and other manifestations of active hair-bundle motility in three different species ͓8͔.
We perform a mapping of the continuous hair bundle model to the well-known stochastic FitzHugh-Nagumo ͑FN͒ model ͓9͔. Although mathematically completely equivalent to the original model, the FN model has several advantages: ͑i͒ the nonlinearity appears only in one of the dynamical equations; ͑ii͒ the distinction of a slow and a fast variable reflects in a simple way the observed relaxation-oscillatorlike behavior; ͑iii͒ the bifurcations can be more easily visualized by well-known phase-plane techniques from nonlinear dynamics; and ͑iv͒ further simplifications ͑piecewise linearization of the system's nullclines and the assumption of perfect time-scale separation͒ permit the calculation of spectral measures. This latter point has been demonstrated in ͓10͔ and will be utilized in this paper. Note that a mapping of a continuous dynamical system to a solvable two-state system was performed also for other nonlinear systems ͓11͔.
In Fig. 1 , one main result of this paper is summarized. Experimentally measured power spectrum and linear response function are shown in comparison to analytical curves according to our two-state theory. Regarding the twostate approach and the binary filtering of the hair bundle's dynamics an additional remark is indicated: The output signal of the hair bundle is not its mechanical motion but the transduction current that stimulates the cell's synapses and thus triggers neural signals to the brain. This transduction current is a sigmoidal function of the bundle's deflection, i.e., it just knows essentially the two states of the dynamics which we attempt to approximate in this paper. Hence the two-state description being only an approximation to the hair bundle's deflection may be a good model for the transduction current, i.e., for the actual output signal of the system.
The outline of our paper is as follows: In Sec. II the spectral quantities of interest are introduced and calculated for experimental data of spontaneous and stimulated hair bundle oscillations. Further, the influence of a binary filtering of the measured data on the spectral properties is investigated. In Sec. III, we briefly review the continuous hair bundle model from Ref. ͓7͔ and show simulation results for the spectral measures of the continuous and binary-filtered versions of the output of this model. In Sec. IV we introduce the exact mapping to a FitzHugh-Nagumo ͑FN͒ model, discuss the system's bifurcations ͑which are unchanged by the mapping͒ in terms of the nullclines of the FN model, and introduce a piecewise linear approximation of the nullclines. Based on the latter piecewise linear version of the FN dynamics and on the assumption of a perfect time-scale separation, we derive in Sec. V following Ref. ͓10͔ the two-state model. For this model, we calculate spectral quantities such as the power spectral density for the spontaneous activity, and the susceptibility for the driven dynamics in the limit of small stimulus amplitudes. Comparing to numerical simulation results of the continuous hair bundle model we demonstrate that the analytical two-state model captures the most important spectral features of the dynamics of the continuous model and of the experimental data. We summarize our results in Sec. VI and discuss directions of future work on the stochastic dynamics of hair bundles.
II. EXPERIMENTAL DATA
The sacculus is a vestibular organ in the inner ear involved in the detection of linear accelerations. Experimental raw data ͓2͔ obtained from hair cells of the sacculus of the bullfrog were reanalyzed. In those experiments the saccular macula was dissected from the frog and placed into a twocompartment chamber filled with two different fluids with ionic compositions resembling in vivo conditions. A flexible glass fiber was attached to the kinocilium of a single hair bundle in order to detect the hair bundle's position, X, as well as to stimulate it externally by moving the fiber's base. A detailed description of the experimental techniques can be found in ͓3͔.
When not excited by the glass fiber the bundle exhibited spontaneous oscillations. In a first experiment these were recorded. From these data the power spectral density was estimated in ͓2͔. In a second experiment the hair bundle was stimulated by displacing the base of the fiber. A sinusoidal stimulus of different frequencies was applied for a duration of 50 cycles and the displacement of the hair bundle's tip was recorded. From those the linear response function was calculated in ͓2͔.
A. Discretization of the data
A sample trajectory of a spontaneous oscillation is displayed in Fig. 2 together with its discretization illustrating the binary filtering of the data. The hair bundle shows characteristic relaxation oscillations: it remains in the vicinity of one of two extreme positions for a long period of time and exhibits fast transitions between those positions. The two extreme positions will henceforth be called " − " or "left state" ͑small X values͒ and " + " or "right state" ͑high X value͒.
B. Power spectrum
The power spectral density, or short power spectrum, N͑f͒ is defined as the average of the absolute square of the Fourier transform of a trajectory X͑t͒ normalized by the recording time interval:
where the tilde denotes the Fourier transform X = ͐ 0 T int X͑t͒e it dt, the asterisk the complex conjugate, and ͗·͘ is the ensemble average. T int is the time interval of recording. The power spectrum for the spontaneously oscillating hair bundle was calculated and several smoothing procedures were applied as described in ͓2͔. The power spectrum shows a peak at around 8 Hz meaning that this is the main frequency component in the oscillation. This frequency is called the characteristic frequency of the hair bundle. Further, the finite width of the peak indicates the fluctuation of frequency components around the characteristic frequency and therefore the finite phase coherence of the oscillation.
In Fig. 3 the power spectral densities for the continuous and binary-filtered data are shown. We observe a general quantitative agreement, especially around the characteristic frequency. Small differences appear at high frequencies, probably due to additional Fourier components that are introduced by the discretization, and at low frequencies where the spectral density for the discretized data is lower. This is probably due to neglecting the slow dynamics, and therefore excluding low frequencies, by the discretization.
C. Response to sinusoidal stimuli
Measuring the hair bundle mean deflection ͗X͘ in response to a sinusoidal external force F͑t͒ = F 0 cos͑ s t͒ due to the displacement of the fiber's base the linear response function and its Fourier transform, the susceptibility, of the hair bundle can be calculated as derived in ͓2͔. ͑Color online͒ Binary-filtering of the hair bundle's trajectory. A sample trajectory X͑t͒ of a spontaneous hair bundle oscillation and its discretization is depicted. The inset shows the probability distribution p͑X͒ for spontaneous oscillations. In order to discretize the trajectory we implemented a two-threshold criterion where the trajectory has to cross a state-dependent threshold. The minimum X min of the probability distribution for X serves as an indicator at which position X a transition occurs. There the trajectory spends the least time because it is fast and therefore the probability is reduced. The two thresholds are placed symmetrically about the minimum X min Ϯ⌬. The discretization procedure is then as follows: being in state − , X͑t͒ needs to cross the threshold X min + ⌬ to detect a transition. Being in state + , the threshold is set to X min − ⌬. We chose ⌬ = 5 nm throughout this paper. The discretization thresholds X min Ϯ⌬ are indicated in the figure. The peak-topeak amplitude + − − of the binary trajectory was adjusted such that the variances of the two processes are equal. 3. ͑Color online͒ Power spectrum for experimentally measured ͑continuous͒ spontaneous oscillations and their binary-filtered version. The power spectrum was calculated for 16 trajectories which were averaged. Corresponding to the procedures in ͓2͔ the running average was performed over three data points, which is equivalent to a 1 Hz band.
The mean of the Fourier transform of the trajectory X͑t͒ with a weak stimulus F͑t͒ present defines the susceptibility by the following relation:
From this relation one can easily determine the complexvalued susceptibility from an ensemble of measured trajectories and the corresponding input signals.
In Fig. 4 the susceptibility is shown for the continuous and discretized data. Again, agreement between both is good, and the main properties of this spectral statistics are reproduced quantitatively by the discretized data: The real part peaks at about the characteristic frequency leveling out to a plateau at higher frequencies. The imaginary part is negative for frequencies below the characteristic frequency. This is a manifestation of an active process, as in a passive ͑equilib-rium͒ system the imaginary part is always positive. The modulus peaks near the characteristic frequency of the spontaneous oscillation yielding amplification most pronounced for this frequency ͑data not shown͒. A main difference between the susceptibility functions is apparent in the real part, where the linear response has a smaller amplitude for the binary-filtered data.
For the spectral quantities considered the agreement between the continuous and discretized data is striking. The main spectral properties in the hair bundle's oscillation are represented in the statistics of the switching between the two states. In the remainder of the paper we will use an analytical approach to a two-state description, for which one can calculate some spectral measures such as the power spectrum and the susceptibility analytically.
III. CONTINUOUS HAIR BUNDLE MODEL
The mechanical properties of hair bundle displacements can be described by a continuous model ͓7͔. This description, which we refer to in the following by "continuous hair bundle model," is based on the gating spring model of mechanotransduction ͓12͔. Deflections of the stereocilia, which all are assumed to act in parallel, induce tension in the gating springs. This tension subsequently triggers the opening of mechanosensitive ion channels. Adaptation motors, most likely myosin 1c, slide in response to mechanical stimulation to relax the tension in the gating spring. Finally, calcium ions which enter by the open transduction channels regulate the force generated by the adaptation motors and provide a negative feedback that is important for the generation of oscillations.
The continuous hair bundle model describes the dynamics of two displacement variables, the hair bundle deflection X and the displacements X a of adaptation motors along the stereociliar axis projected on the X axis. These variables obey the dynamic equations
in response to an externally applied force F͑t͒. Here, deflection of the hair bundle along the axis of mechanoelectrical sensitivity, i.e., perpendicular to the hair bundle's plane of bilateral symmetry, the variable X a describes the position of molecular motors along the long axis of the stereocilium as projected onto the X axis described. The stereociliar pivot stiffness is denoted K SP , the gating spring stiffness K GS , and D denotes the displacement generated by the opening of channels. The open probability of transduction channels depends on the extension of gating springs, characterized by the difference X − X a , as
where N is the number of ion channels, ⌬G is the energy difference between the open and closed state of a channel, k B denotes the Boltzmann constant, and T temperature. Opening of ion channels leads to a change in the intracellular calcium concentration
Here, we assume that the relaxation time of the calcium concentration is fast compared to the other variables and C therefore changes instantaneously. For closed channels, C relaxes to the value C 0 , while for open channels it reaches C M in steady state. The dynamic equation for the displacement X a of the adaptation motors is based on a force velocity relationship a Ẋ a = F load − F mot , where F load = K GS ͑X − X a − DP 0 ͒ is the gating force that acts as a load and F mot is the maximal force the motor can generate. This maximal force is assumed to be regulated by the calcium concentration which to linear order can be expressed as F mot Ӎ F max + ͑‫ץ‬F mot / ‫ץ‬C͒C. The strength S of this feedback is defined by S =−C M ͑‫ץ‬F mot / ‫ץ‬C͒.
The bifurcation diagram of this system in the absence of noise and external forces is shown in Fig. 5 . Depending on the control parameters F max and S the hair bundle displays several dynamical regimes: an oscillatory regime ͑OSC in Finally noise terms X , a , and C have been added to describe the effects of fluctuations. These are Gaussian random variables with zero average and autocorrelations
For noise strengths T a = 1.5T and C Ӎ 1 ms, this model agrees quantitatively with experiments for F max = 50.3 pN and S = 0.65. The power spectrum and the susceptibility obtained by stochastic simulations of the model with these parameter values are shown in Figs. 6 and 7. The set ͑F max , S͒ is located in the deterministically oscillatory region close to the boundary to bistable and monostable regimes ͑indicated as the operation point in Fig. 5͒ . As for the experimental data in the previous section, we study the effects of binary filtering of the hair bundle's trajectory in the spontaneous case ͑power spectrum in Fig. 6͒ and the case of periodic driving ͑susceptibility in Fig. 7͒ . The filtering procedure was the same as for the experimental data.
The power spectrum of the spontaneous activity does not change significantly upon binary filtering. Only slight differences appear at low and high frequencies similar to that seen for the experimental data. The main frequency ͑the characteristic frequency͒ between 8 and 9 Hz is well-reproduced by the continuous hair bundle model and the binary-filtered version.
If we switch on a periodic driving F͑t͒ = F 0 cos͑ s t͒ in the continuous hair bundle dynamics, the susceptibility ͑Fig. 7, diamonds͒ shows the same features as were seen in the experimental data ͑Fig. 4͒: its real part has a peak at about the characteristic frequency of the power spectrum. At about the same frequency the imaginary part of the susceptibility goes through zero. For smaller frequencies the imaginary part is negative. All of these features are captured by the binaryfiltered version ͑circles͒ of the simulations. However, some small differences between the susceptibilities of the continuous dynamics and its binary version can be noticed: as for the experimental data the real part is slightly underestimated at all frequencies resulting in a zero crossing at high frequency of about 20 Hz ͑the zero crossing depends on the method of binary filtering and can be shifted to higher frequencies by adjusting the thresholds of discretization͒. Additionally, both the real and the imaginary parts go to zero for vanishing frequency-here the continuous response approaches a finite real value. ͑Color online͒ Real and imaginary part of the susceptibility of the continuous hair bundle model with respect to a sinusoidal force of amplitude 1 pN. Trajectories were simulated according to Eqs. ͑3͒ and ͑4͒ for F max = 50.3 pN and S = 0.65 at the operation point of the hair bundle ͑diamonds͒ and binary filtered ͑circles͒. The binary filtering was done as described for the experimental data. Compare to the experimentally measured susceptibility in Fig. 4 .
In summary, spectral features of the continuous hair bundle model ͑which reproduces well the experimental data͒ do not change upon binary filtering of its output. This gives additional motivation to aim at a two-state description of the hair bundle dynamics.
IV. TRANSFORMATION OF HAIR BUNDLE MODEL TO A FITZHUGH-NAGUMO MODEL
The relaxation oscillator nature of the hair bundle Eqs. ͑3͒ and ͑4͒ is revealed when the dynamical variables are linearly transformed. We introduce new dimensionless variables x and y that are linear combinations of the dynamical variables X and X a with
where ␣ and ␤ are dimensionless parameters
By this transformation the new variables x and y satisfy a system of two differential equations that resembles a FitzHugh-Nagumo ͑FN͒ system:
For the cases considered here, the nonlinear function
is shaped like an inverted N as it is typical for a FN system. The remaining parameters are given by
The time-dependent terms s x ͑t͒ = well as noise terms. The noise sources x and y are correlated; they contain linear combinations of the three uncorrelated noise sources X ͑t͒, a ͑t͒, and C ͑t͒:
͑17͒
We can cast all time-dependent terms in the slow dynamics of y via a further linear, time-dependent transformation ȳ = y − s x ͑t͒ which transforms Eqs. ͑10͒ and ͑11͒ to
͑19͒
Note that in the absence of explicitly time-dependent terms ȳ = y. In the following, we neglect the time derivative of the noise x .
A. Nullcline picture of the deterministic FitzHugh-Nagumo system
In the absence of an external stimulus and noise, the dynamical behavior of the system can be illustrated by plotting the nullclines, namely those lines in the phase plane where ẋ = 0 and ȳ = 0, cf. Fig. 8 .
The nullcline for the variable x ͑dashed lines in Fig. 8͒ is the nonlinear function f͑x͒. It consists of two outer branches, which are termed dynamically stable ͑attractive͒, and one inner branch, which is termed unstable ͑repulsive͒, with respect to x. The y nullcline ͑dashed-dotted lines in Fig. 8͒ is a straight line.
The system shows monostable, bistable, or oscillatory behavior, depending on the number and stability of fixed points ͑intersections of the two nullclines͒. Figure 8 visualizes four different situations in the phase plane and shows the two nullclines together with sample trajectories. Fixed points on the outer branches are stable ͓cf., Figs. 8͑a͒ and 8͑d͔͒: after a transient phase the trajectory runs into the fixed point. If the fixed point lies near the minimum or maximum point of the nonlinear nullcline but still on the outer branch, the system is stable and shows excitable behavior with respect to external forcing or noise. Fixed points on the outer left branch correspond to the case of low open probability ͓most channels closed, MC, cf. Fig. 8͑a͔͒ , fixed points on the right branch to high open probability ͓most channels open, MO, cf. Fig.  8͑d͔͒ .
Fixed points on the middle branch of the nonlinear nullcline are typically unstable. If the unstable fixed point is the only one, the system is oscillatory and runs on a limit cycle close to the x nullcline ͓Fig. 8͑c͔͒. If there are additional fixed points on the outer branches the system is bistable ͓Fig. 8͑b͔͒. The parameter set chosen in Fig. 8͑c͒ was found to match experimental data quantitatively in the presence of noise and corresponds to the operation point of the hair bundle. The other parameters lie in the vicinity of the operation point in the parameter plane and might be accessible by external or internal changes of the system parameters.
In all graphs in Fig. 8 a pronounced time-scale separation between x and y is visible: the x dynamics relaxes very fast, and therefore is always near the nullcline ͑ẋ =0͒ along the stable branches, and switches almost horizontally across the middle branch in the phase plane. The ratio x / y of the two time scales in Eqs. ͑10͒ and ͑11͒ describes the time-scale separation between the dynamics of x and y. For the operation point of hair bundle this ratio is of the order of 0.03, and therefore the x dynamics is fast compared to the y dynamics ͓16͔.
B. Piecewise linearization
We introduce a piecewise linear function g͑x͒ approximating f͑x͒ in Eq. ͑18͒, cf. Fig. 9 . Both functions have the same nonlinear behavior, but g͑x͒ permits analytical calculations. The dynamical equations for x and ȳ are replaced by
Different choices of g͑x͒ can be used. The local minimum point ͓x m , y m = f͑x m ͔͒ and the maximum point ͓x M , y M = f͑x M ͔͒ of f͑x͒, respectively, are crucial for the dynamics of the system. Hence we impose the condition that g͑x͒ has the same local minimum and maximum point. The function g͑x͒ is defined as
͑22͒
The slopes of the two outer branches of g͑x͒ are equal such that g͑x͒ shares the same symmetry with the function f͑x͒.
The positions x m and x M depend on the parameters A and ␦ of the nonlinear function f͑x͒ Eq. ͑12͒
͑24͒
The construction of the linearization g͑x͒ is visualized in Fig.  9 . The expressions for the slope and additive constants in Eq. ͑22͒ are In order to obtain an explicit expression for this point we neglect the nonlinear part of f͑x͒, which we assume to be small in this region. This leads to the condition f͑x L ͒Ϸ−x L , i.e., x L Ϸ −y M . An equivalent reasoning yields the linear function for the right branch of g, which is defined as a line through M and R, where the point R is determined as ͑x R Ϸ y m −1, y m ͒. The middle branch is determined by a line through m and M, the minimum and maximum point of f.
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V. ANALYTICAL TWO-STATE MODEL FOR THE HAIR BUNDLE
A. Mapping of the FitzHugh-Nagumo model to a two-state system
Following ͓10͔ we now set the short time-scale to zero,
This condition implies that the dynamics of x is enslaved by the slow dynamics of ȳ; at any instant in time the dynamics of x relaxes to its stationary value for a given ȳ. From Eq. ͑20͒, we see that x is determined by g −1 ͑ȳ͒. On the middle branch of g the dynamics is unstable, and therefore x assumes values on the two outer branches only. Put differently, the switching between the two outer branches becomes infinitely fast in the limit x =0.
We can now write down a very simple set of equations that determine the dynamics on the left and right branch: 
where we defined the noise intensity Q of .
The dynamics on the two branches are connected via the boundary conditions. Whenever the trajectory hits the absorption point on one branch it switches to the other branch and is injected in the injection point. The absorption and injection points corresponding to the left branch are
and to the right branch
͑34͒
In the absence of an external stimulus there is an intuitive picture for the dynamics equations ͑29͒ and ͑30͒; the Langevin equations describe diffusion in parabolic potentials. Those potentials are sketched and absorption and injection points on each of the branches are indicated for the oscillatory case of the hair bundle model in Fig. 10 . In the presence of an external stimulus the potential is modulated with time.
For the system with noise equations ͑29͒ and ͑30͒ the corresponding Fokker-Planck equations can be solved for the stationary densities in each of the states, as well as for their characteristic functions of the residence times on each of the two branches ͓10͔.
We consider the binary process ͑t͒: we assign the discrete values + and − according to the occupation of the right or the left branch, respectively, and we obtain a twostate description for the FitzHugh-Nagumo model. For this process the power spectrum and susceptibility have been calculated ͓10͔.
B. Bifurcation diagram
Considering the deterministic case without noise or external signals, bifurcation analysis reveals that the two-state model exhibits different dynamical behavior in certain re-
10. ͑Color online͒ Two-state model: parabolic potentials with absorption and injection points exemplified for the oscillatory case. The branch of the piecewise linear FN nullcline for the dynamics of x are shown next to the corresponding parabolic potential. In the top ͑lower͒ panel the left ͑right͒ branch is depicted; the minimum ͑maximum͒ point L − ͑R − ͒ of the nullcline corresponds to the absorption point u − ͑v − ͒ of the dynamics in the parabolic potential, the point L + ͑R + ͒ corresponds to the injection point u + ͑v + ͒. In the absence of an external stimulus, Eqs. ͑29͒ and ͑30͒ describe diffusion in the parabolic potentials 1 2 u 2 and 1 2 v 2 . In this intuitive picture, stable fixed points correspond to the minima of the parabolic potentials, i.e., u =0 or v = 0. If there is no fixed point on a branch the potential minimum lies outside the interval defined by the injection and absorption point and the trajectory just "slides down" from the injection to absorption point.
gimes of the parameters F max and S. A bifurcation occurs when the y nullcline intersects the piecewise linear nullcline g͑x͒ at the local minimum point or the maximum point. Depending on the slope a c of g on the middle branch and the slope B of the y nullcline the bifurcation is from monostable to oscillatory or bistable, respectively. For B Ͼ a c the stable fixed point on the outer branch is transformed into one unstable fixed point on the middle branch, or vice versa. If B Ͻ a c , the stable fixed point branches at the bifurcation into an unstable fixed point on the middle branch, and two new stable fixed points on the outer branches, or vice versa.
The calculation of the bifurcation lines is shown in Appendix A, and the bifurcation diagram is depicted in Fig. 11 . The comparison with the bifurcation diagram of the full system shows that both are in good agreement except for high motor forces at strong calcium feedback, where in the linearized model the solution is quiescent, but the full model still shows oscillations. In this regime, the nonlinear function f͑x͒ loses its pronounced local minimum and maximum. This means the distinction between different states loses its meaning and a two-state description is not appropriate.
C. Power spectrum
For the binary process ͑t͒ that is governed by the dynamics equations ͑29͒ and ͑30͒ with boundary conditions ͑33͒ and ͑34͒ the power spectral density N͑͒ has been calculated ͓10͔. The spectrum is expressed in terms of the Fourier transforms of the probability distributions of the residence time in the left and right state = − and = + , w l ͑͒ and w r ͑͒ ͓13͔,
where r 0 is the inverse mean time for switching back and forth − → + → − in the absence of an external signal
with erfc͑·͒ denoting the complementary error function. The characteristic functions are given as ratios of parabolic cylinder functions D i ͑x͒ ͓14͔,
where
. We show the power spectra of the spontaneous activity of the two-state model and the continuous model for the hair bundle for different parameters of F max and S in Fig. 12 . These correspond to the same parameter sets used to illustrate the different deterministic dynamical regimes of the hair bundle model by means of the FN system in Fig. 8 . We find a peak in the power spectrum not only for the parameter set in the deterministically oscillatory regime ͓"OSC," cf. Fig.  12͑c͔͒ , but also if the deterministic dynamics is in the bistable or one of the excitable regimes. This is a signature of noise-induced coherence ͓9͔. The peak is most pronounced in the deterministically oscillatory case and broader for the deterministically stable systems. The characteristic frequency of the oscillation in the deterministically stable regimes is lower than in the oscillatory case. The two-state theory captures these features of the spectrum.
One main quantitative difference between the two-state theory and the continuous model is a shift of the main oscillation frequency to a higher frequency which is mainly due to the approximation of a perfect time-scale separation between the slow and the fast variable of the FN system by setting x = 0. According to Eqs. ͑13͒ the ratio of the timescale separation x / y depends only on the product of parameters F max S. We can quantify the shift of the oscillation frequency by scanning through the parameter plane measuring at what frequency the spectra of the respective dynamics peak ͑cf. Figs. 13 and 14͒. As this shift depends critically on the value of the time-scale separation of the two dynamical variables, we expect that for a constant time-scale separation x / y the frequency shift is roughly constant. Figure 13 shows the characteristic frequency of the two-state model and the continuous hair bundle model scanning through the bifurcation diagram as indicated, leaving F max S = 32.7 pN constant. The peak frequency for the two-state theory is consistently higher than for the continuous hair bundle model by a factor of about 1.4. Walking on a line where P 0 is constant on the contrary changes the time-scale separation ratio x / y as well as the parameter B. Figure 14 depicts the characteristic frequency of the two-state model and the continuous hair bundle model for a scan through the bifurcation diagram along P 0 = 0.5. The ratio of the characteristic frequency of the approximation and the characteristic frequency increases with F max , i.e., with diminishing time-scale separation and increasing B. The rescaling of the frequency will be discussed in detail in Sec. VI B.
D. Response to sinusoidal stimuli
In the presence of a small periodic stimulus F͑t͒ the system's spontaneous dynamics is expected to change. If the stimulus is small enough we expect that only the response at the driving frequency s is affected. The susceptibility for the two-state system was calculated in ͓10͔ which for our system yields
͑39͒
where we for brevity introduced the symbols U n
The susceptibilities for the hair bundle driven by a sinusoidal force are shown in Fig. 15 for the two-state theory and simulations of the continuous model for the hair bundle. The same parameter sets were used as discussed before for the power spectrum. For stochastic oscillatory dynamics of the hair bundle model the general features of the susceptibility FIG. 12 . ͑Color online͒ Power spectrum for the spontaneous dynamics. Left column: power spectra for X for simulations of the continuous hair bundle model and for its binary-filtered version, right column: power spectra for the analytical two-state approximation. The parameter sets correspond to the ones shown before and different dynamical regimes: ͑a͒ monostable closed ͑MC, F max = 45.7 pN, S = 0.7͒, ͑b͒ bistable ͑BI, F max = 47.1 pN, S = 0.55, ͑c͒ oscillatory ͑OSC, F max = 50.3 pN, S = 0.65͒, and ͑d͒ monostable open ͑MO, F max = 53.6 pN, S = 0.6͒. The peak-to-peak amplitude + − − of the binary processes was adjusted such that their variances are equal to the respective variance of the continuous process as measured by the integral over the power spectra. FIG. 14. ͑Color online͒ Shift of the characteristic frequency of the power spectrum varying F max but leaving the open probability of the stationary state P 0 = 0.5 constant. The peak frequency in the two-state theory ͑circles͒ increases steeper compared to the continuous hair bundle model ͑squares͒.
are the following: The real part of the susceptibility peaks at about the characteristic frequency of the power spectrum. At about the same frequency the imaginary part goes through zero. For smaller frequencies the imaginary part is negative. These characteristics are found more pronounced as parameters are chosen in the vicinity of the deterministic oscillatory regime. The two-state theory reproduces those features of the susceptibility as shown for the four parameter sets in Fig. 15 .
As in the binary-filtered version of the simulated continuous model, the real and imaginary part of the analytical susceptibilities tend to zero for low frequencies. The real part of the analytical results of the two-state theory for the susceptibility is always positive and does not show a zero. This is a qualitative difference to the binary-filtered dynamics of the continuous hair bundle model. Furthermore, the maximum of the imaginary part compared to the minimum appears less pronounced in the two-state theory than in the continuous hair bundle model. Also in the susceptibility the spectral features are shifted to a higher frequency, which we already saw for the power spectra. We will discuss a possible rescaling of spectral features in the discussion Section VI B for the operation point of the hair bundle.
VI. DISCUSSION AND OUTLOOK
In this paper, we investigated a binary description of the hair bundle's dynamics. First of all, we examined whether a binary filtering of hair bundle data ͑experiment and continuous model͒ changes the spectral statistics significantly. This is not the case, only minor changes were found-a binary description in terms of two discrete states can account for most of the observed spectral features. Motivated by this observation, we then developed an approximate mapping of the continuous dynamics onto a two-state system corresponding to the two discrete states of the binary description. In the following, we discuss the limitations of a binary description. Finally, we give an outlook on further applications of the two-state model.
A. Differences between the continuous and binary-filtered data
The binary description captures the main spectral statistics of the active hair bundle dynamics. The power spectrum of the binary variable showed a pronounced peak around 8 Hz, the real part of the susceptibility as well, and the imaginary part of the susceptibility was negative below and positive above this frequency of 8 Hz. Deviations between the spectral measures of the continuous and binary data were seen mainly in the real part of the susceptibility, similar in the simulation data as well as in the experimental data. This difference can be understood by an additive passive continuous dynamics as we will show now.
We decompose the deflection of the hair bundle to be a superposition X͑t͒ = ͑t͒ + X ͑t͒ of the binary variable ͑t͒ and a variable governed approximately by a linear equation Ẋ =−K SP X + F͑t͒ + X ͑t͒. Such a description is indeed valid in the limit of small driving frequency ͑i.e., in the case of a static stimulus͒ and is expected to reproduce the correct linear response for high frequencies, too.
Assuming that these two variables are statistically independent, one obtains for the response function of X͑t͒
where the first term is the susceptibility of the binary-filtered output of the continuous model and the second term is the ͑low-pass͒ susceptibility of the linear dynamics X ͑t͒. Indeed, when comparing the susceptibility from Eq. ͑40͒ to the original one ͑see Fig. 16͒ , we see that the passive dynamics ac- FIG. 15 . ͑Color online͒ Real and imaginary part of the susceptibility of the periodically driven dynamics. Left column: susceptibility for simulations of the continuous hair bundle model with a sinusoidal force of amplitude 1 pN ͑diamonds͒ and of its binaryfiltered version ͑circles͒, right column: susceptibility for the analytical two-state theory. The parameter sets correspond to the ones shown before and different dynamical regimes: ͑a͒ monostable closed ͑MC, F max = 45.7 pN, S = 0.7͒, ͑b͒ bistable ͑BI, F max = 47.1 pN, S = 0.55, ͑c͒ oscillatory ͑OSC, F max = 50.3 pN, S = 0.65͒, and ͑d͒ monostable open ͑MO, F max = 53.6 pN, S = 0.6͒. The peakto-peak amplitude + − − of the binary processes was adjusted such that their variances are equal to the respective variance of the continuous process as measured by the integral over the power spectra. Note the different scaling of the frequency axes.
counts for most of the small differences between the continuous and binary-filtered data. Also it becomes clear that for the parameter set chosen the correction to the real part is much larger than that to the imaginary part of the susceptibility because for typical frequencies below 10 Hz K SP ͑the numerator of the real part's correction͒ is larger than ͑the numerator of the imaginary part͒ at least by a factor of 3.
B. Limitations of the two-state theory
The two-state theory describes the spontaneous power spectrum as well as the susceptibility with respect to a sinusoidal stimulus in a qualitative manner for the four parameter sets we considered in the previous section. Its main restriction for quantitative results lies in the finite time-scale separation of the dynamical variables which we neglected in our analytical approach. Peaks in the power spectrum occur generally at a higher frequency than found in the continuous hair bundle model. Since the integrated power of the spectrum is the same for the two-state and continuous hair bundle models, the peak height is therefore lower in the two-state model. Also the spectral features of the susceptibility such as the maximum in the real part and the zero in the imaginary part are shifted to higher frequencies in the two-state model. Furthermore, the absolute value of the susceptibility is increased at high driving frequencies. The maximum of the imaginary part is less pronounced compared to the minimum in the two-state theory. Those effects are mainly due to the adiabatic elimination of the fast variable by the approximation of a perfect time-scale separation.
One may ask how much of the difference can be accounted for by a simple rescaling of time. We consider the operation point of the hair bundle, F max = 50.3 pN, S = 0.65. We rescale the frequency such that the peak frequency of the analytically obtained power spectrum matches the peak frequency of the power spectrum of the continuous hair bundle model. The characteristic frequency of the power spectrum in the two-state theory and in the continuous model is found at about 12.6 and 8.8 Hz, respectively, yielding a factor of rescaling = 8.8/ 12.6= 0.698. Such a rescaling can be also motivated by considering the natural frequency of a piecewise linear FN model for a finite time-scale separation ͓15͔. The power spectrum N͑͒ as a density rescales according to
whereas the amplitude of the susceptibility is not rescaled. Rescaling the frequency, the power spectrum of the two-state theory and simulation of the continuous hair bundle model are in reasonable agreement ͑cf. Fig. 17͒ . Slight quantitative disagreement remains as the peak height is reduced by about 20% and the width of the peak is broader; the zero-frequency component is increased for the analytical power spectrum. In the susceptibility ͑cf. Fig. 18͒ some effects remain that cannot be accounted for by a rescaling of the frequency. The peak of the real part and the zero of the imaginary part of the 
