When performing dynamic analysis of a constrained mechanical system, a set of index three differential-algebraic equations (DAE) describes the time evolution of the system. The paper presents a state space based method for the numerical solution of the resulting DAE. A subset of so-called independent generalized coordinates, equal in number to the number of degrees of freedom of the mechanical system, is used to express the time evolution of the mechanical system. The second-order state space ordinary differential equations (SSODE) that describe the time variation of independent coordinates are numerically integrated using a Rosenbrock-type formula specialized to second-order systems of differential equations. Rosenbrock methods are known to be ef cient for medium accuracy integration of stiff systems; they do not require the solution of non-linear systems for the stage values, and possess optimal linear stability properties for stiff integration. The computation of exact Jacobians needed by Rosenbrock formulas is discussed in the context of multibody systems. The companion paper [19] discusses a choice of method coef cients based on a four-stage L-stable Rosenbrock formula and presents numerical results.
In this paper, the state of a multibody system at the position level is represented by an array qˆ[q 1 , . . . , q n ] T of generalized coordinates. The velocity of the system is described by the array of generalized velocities _ˆ[_1 , . . . , _n ] T . There is a multitude of ways in which the set of generalized coordinates and velocities can be selected [1] [2] [3] . The generalized coordinates used in this paper are Cartesian coordinates for position and Euler parameters for orientation of body centroidal reference frames. Thus, for each body i the position of the body is described by the vector p iˆ[ x i , y i , z i ] T , while the orientation is given by the array of Euler parameters [2] , e iˆ[ e i0 , e i1 , e i2 , e i3 ] T . Consequently, for a mechanical system containing nb bodies,
When compared with the alternative of using a set of relative generalized coordinates, the coordinates considered are convenient because of the rather complex formalism employed to obtain the Jacobian information required for implicit integration.
In any constrained mechanical system, joints connecting bodies restrict their relative motion and impose constraints on the generalized coordinates. To simplify the presentation, only holonomic and scleronomic constraints are considered. Kinematic constraints are then formulated as algebraic expressions involving generalized coordinates
where m is the total number of constraint equations that must be satis ed by the generalized coordinates throughout the simulation. It is assumed here that the m constraint equations are independent. The number of degrees of freedom ndof is thus the difference between the number of generalized coordinates and the number of constraints ndofˆn ¡ m. Differentiating equation (2a) with respect to time leads to the velocity kinematic constraint equation
where the over dot denotes differentiation with respect to time and the subscript denotes partial differentiation,
The acceleration kinematic constraint equations are obtained by differentiating equation (2b) with respect to time
Equations (2a)-(2c) characterize the admissible motion of the mechanical system. The state of the mechanical system changes in time under the effect of applied forces. The time evolution of the system is governed by the Lagrange multiplier form of the constrained equations of motion [2] 
where M(q) 2 R n£n is the symmetric system mass matrix, l 2 R m is the array of Lagrange multipliers that account for workless constraint forces, and Q A (q, _, t) 2 R n represents the generalized applied force that may depend on the generalized coordinates, their rst time derivatives, and time.
Equations (2a)-(2d) comprise a system of differentialalgebraic equations (DAE). It is known that differentialalgebraic equations are not ordinary differential equations [4] . Analytical solutions of equations (2a) and (2d) automatically satisfy equations (2b) and (2c), but this is no longer true for numerical solutions. In general, the task of obtaining a numerical solution of the DAE of equations (2a)-(2d) is substantially more dif cult and prone to intense numerical computation than that of solving ordinary differential equations (ODE). In general, the numerical solution method employed to nd the time evolution of a mechanical system falls in one of the following categories: (1) stabilization methods, (2) projection methods, and (3) state space methods. For a review of the literature on numerical integration methods for the solution of the DAE of multibody dynamics the reader is referred to [5] [6] [7] [8] [9] . While the stabilization and projection methods are typically more expedient, the theoretical foundation for these methods is either very complex, or is not completely understood yet. The state space methods are more rigorous since the DAE problem is eventually reduced to an ODE problem for which the theory is well understood and the numerical software is readily available. Likewise, there is a series of applications like active control of mechanical systems, vibration analysis, and so on, where a state space representation of the mechanical system is necessary. In this context, note that until recently the SSODE solution of the multibody dynamics DAE problem was formalized exclusively in the context of explicit integration. Based on the approach proposed in reference [10] , this paper introduces for the rst time the idea of using an ef cient implicit Rosenbrock method for the solution of the SSODE problem.
Expressing equations (2c)-(2d) in matrix form as
it results that equations (2a), (2b), and (3) must be satis ed by the numerical solution to be constructed. This is a set of index three DAEs. The differential index three means that the constraints must be differentiated three times to transform the DAE into a system of ODEs. A comprehensive discussion of DAEs and the index concept is provided in reference [11] . The index three DAE system (2a), (2b), and (3) is rst reduced to an SSODE, following an approach proposed in reference [12] . The starting point for such a method is a partitioning of q in equation The partitioning is such that the sub-Jacobian of the constraints with respect to u is nonsingular det(U u (q)) 6 0 ( 5 ) Such a partition can be found starting with a set of consistent generalized coordinates q 0 ; that is, which satisfy equation (2a). The constraint Jacobian matrix U q is evaluated and numerically factored, using the Gauss-Jordan algorithm with full pivoting [13] U
Based on this partitioning, equations (2a)-(2c) can be rewritten in the associated partitioned form [2] 
The partitioning of equations (7a)-(7e) is induced by the partitioning of the generalized coordinates in equation (4) . The condition of equation (5) and the implicit function theorem [14] guarantee that equation (7c) can be solved for u as a function of v uˆg(v) ( 8 ) where the function g(v) has as many continuous derivatives as does the constraint function U(q). For all but the most simple mechanical systems, an analytical expression for the function g(v) cannot be determined. However, for any consistent con guration q 0ˆ( u 0 , v 0 ), a value u u can be found for each v v in a small enough neighborhood of v 0 . The value u u is computed by keeping vˆv v in equation (7c) constant and solving for uˆu u. Because of the form the joint constraint equations assume when used in conjunction with a Cartesian representation, u u is typically the solution of a system of nonlinear equations.
The system of DAE in equations (7a), (7b), and (7e) is reduced to an SSODE, through a sequence of steps that use information provided by equations (7c) v v, and v v, using previously derived results. Finally, each of the preceding results is substituted into equation (7a) to obtain the SSODE in the independent generalized coordinates v [12] 
wherê
The SSODE (9) is well de ned, due to the following property [2] .
ROSENBROCK INTEGRATION FORMULAS FOR SECOND-ORDER SYSTEMS
For the initial value problem (IVP), y 0ˆf (t, y), y(t 0 )ˆy 0 , an s-stage Rosenbrock method is de ned as [11] y n ‡1ˆyn ‡
where the number of stages s and the coef cients b i , a ij , and g ij are chosen to obtain a desired order of consistency and stability, Jˆf y (t n , y n ), a iˆP i¡1 jˆ1 a ij , and g iˆP i jˆ1 g ij . For reasons of computational ef ciency the coef cients g ii are identical for all stages; that is, g iiˆg for all iˆ1, . . . , s. Note that formally a iiˆ0 , 1 4 i 4 s.
For the purpose of error control in the generic Rosenbrock method a second approximation of the solution at the current time step is used to produce an estimate of the local error. This second approximationŷ y n ‡1 is usually of lower order and it uses the same stage values k i with a different set of coef cientsb b î y y n ‡1ˆyn ‡
To apply a generic Rosenbrock formula for the solution of the SSODE of multibody dynamics of equation (9), by multiplying from the left withM M ¡1 the second-order SSODE of equation (9) can be locally reduced to the form y 00ˆf (t, y, y 0 ) (13a)
Note that for the purpose of introducing the Rosenbrock-Nystrom approach and without any loss of generality in the formula above the vector v was replaced with a scalar quantity y. As the interest is only in determining the coef cients of the Rosenbrock-Nystrom method, the fact that this formula is used to nd a scalar or vector numerical solution of an ODE problem is irrelevant. The previous second-order system of ODE is transformed into a standard rst-order ODE problem
Applying the generic method of equations (11a) and (11b) to this rst-order ODE system yields
where J 1ˆq f qy (t n , y n ,y 0 n ) and J 2ˆq f qy 0 (t n , y n , y 0 n )
In order to obtain a numerical method to directly integrate equation (13a), the 'y-stages' k i are eliminated to express the formula only in terms of the 'y 0 -stages'`i. De ning b ijˆaij ‡ g ij , the rst row of equation (14b) is
In the second row of equation (14b), the sum P i¡1 jˆ1 a ij k j comes in as the second argument of f (¢, ¢, ¢). De ning d ijP i¡1 mˆj a im b mj and using equation (16) and the summation interchange procedure, this sum is expressed in terms of`j as
With the above substitution, the second row of equation (14b) becomes
De ning y ijˆP i mˆj g im b mj and substituting the whole sum in ks by a sum in`s
From a computational point of view equation (18) has the following interpretation: at stage i (1 4 i 4 s) the quantitỳ i is to be found as the solution of a linear system
Thus, the linear systems to be solved at each stage have the same matrix
Substituting ks by`s in equation (14a) and denoting m iˆP s jˆi b j b ji leads to
Using matrix notation for the coef cients [e.g. (a ij ) is the matrix whose entries are the a-coef cients of the method] d, y, and m are expressed as
To summarize, the following linearly implicit method for the second-order system (13a) is de ned as
It can be seen in equation (18) that matrix-vector multiplications are needed. Because of the presence of both J 1 and J 2 , the classical transformation removes only the multiplications with one of the Js. Substituting z iˆP i jˆ1 g ij`j into the method, equations (20a-20e) leads to the following.
Theorem 1 Let (a ij ), (g ij ), (b i ), and (b b i ) be the coef cients of an s-stage embedded Rosenbrock method given by equations (11a) and (11b). The associated Rosenbrock-Nystrom method is de ned as
where the new coef cients are
Note that in equations (21a) and (21b), values for a second, and typically lower-order, approximation is provided at time t n ‡1 for both the solutionŷ y n ‡1 and its rst derivativeŷ y 0 n ‡1 . These values are used for step-size control, as indicated in equation (12) .
PROVIDING ANALYTICAL INTEGRATION JACOBIANS
A successful implementation of the Rosenbrock family of formulas introduced above depends upon the ability to provide exact derivative information. Equation (15) indicates the derivatives that must be computed. The numerical solution of a dynamic analysis problem carried out in the proposed framework of a Rosenbrock implicit integrator requires exact computation of the derivatives of independent acceleration with respect to independent positions and velocities
To obtain these derivatives, rst differentiating equation (7a) with respect to v yields
The quantities u v , _ u u v , u u v , and l v are obtained by taking partials with respect to v of equations (7c), (7d), (7e), and (7b), respectively. This is an exercise in chain rule differentiation that yields [15, 16] 
According to Lemma 1, the coef cient matrix in this multiple right side linear system is positive de nite. Therefore, equation (27) properly de nes the derivative J 1 .
Computation of J 2ˆ v v _ v v follows the steps taken for the computation of J 1 . Taking the derivative of equation (7a) with respect to _ v v yields
All derivatives in this expression are available, except the quantities
The last three derivatives are obtained by taking partial derivatives with respect to the independent velocity _ v v of equations (7d), (7e), and (7b). By repeatedly applying the chain rule of differentiation these derivatives are obtained as
Substituting these results into equation (28), the derivative of independent accelerations with respect to independent velocities is obtained as the solution of the multiple rightside system of linear equationŝ
WithM M positive de nite, equation (31) properly de nes the derivative J 2 .
Up to this point, a general framework has been provided in this section to analytically express the integration Jacobian required by the Rosenbrock family of integration formulas. Although rather involved in form, these derivatives are obtained in a straightforward way. Furthermore, they are generic, in the sense that they apply to any mechanical system simulation. It remains to provide all the ingredients that explicitly or implicitly enter the right side of equations (27) and (31). These derivatives change according to the modeling elements used to represent a mechanical system. What makes the approach viable is the fact that even these derivatives can be generated in a completely generic way. This is solely a mechanical system modeling task that hinges upon the fact that, in multibody dynamics, all modeling elements are broken down into primitives. Providing required derivative information for these primitives in Cartesian coordinates is tractable. Derivative information for primitives is then combined to produce derivatives for complex modeling entities. To illustrate this, consider the joints used to connect bodies in a mechanical system model. The vast majority of them can be obtained starting from four simple constraint primitives [2] : U d1 Dot-1 constraint primitive, imposes that two bodyxed non zero vectors a i and a j belonging to bodies i and j respectively, should be perpendicular at all times; that is, U d1 (a i , a j )ˆa T i a jˆ0 . U d2 Dot-2 constraint primitive, imposes that one bodyxed vector a i and a vector d ij de ned by two bodyxed points P i and P j should be perpendicular at all times; that is, U d2 (a i , d ij )ˆa T i d ijˆ0 . U s Point constraint primitive, imposes that two bodyxed points P i and P j belonging to bodies i and j respectively, should coincide at all times; that is, U S (P i , P j )ˆP i ² P j . U dist Distance constraint primitive, imposes that the distance between two body-xed points P i and P j belonging to bodies i and j should stay constant and equal to C > 0 at all times; that is, U dist (P i , P j , C)d ist(P i , P j )ˆC.
In this context, a universal joint that allows two relative degrees of freedom between the constrained bodies is de ned by requiring that a Dot-1 and a point constraint primitive be simultaneously satis ed throughout the simulation. Likewise, a spherical joint that allows three degrees of freedom (rotational) between the constrained bodies is simply a point constraint primitive, while a revolute joint is the assembly of two Dot-1 and one point constraint primitives. Analysing the order of derivatives used to compute the required derivative information J 1 and J 2 , it can be seen that the highest order is three, and it appears as a result of taking partials of the right side of the acceleration kinematic constraint equation. Consequently, derivatives of U d1 , U d2 , U s , and U dist should be implemented up to order three. Deriving and coding expressions for all derivatives for the modeling primitives up to order three is a one time effort. For details about how these derivatives are obtained for constraint primitives, inertia elements, and forces the reader is referred to reference [17] . For the scope of the present paper, it suf ces to assume that the derivatives required to analytically compute the Rosenbrock integration Jacobian are readily available.
THE INTEGRATION ALGORITHM
The implementation of a Rosenbrock-Nystrom based method is summarized in Algorithm 1.
Algorithm 1
1. Initialize simulation 2. Set integration tolerance 3. While (time < time-end) do 4.
Set macro-step 5.
Get integration Jacobian 6.
Factor integration Jacobian 7.
Get time derivative 8.
Resolve stages 1, . . ., s 9.
Get solution. Check accuracy. Determine new step size 10.
Recover dependent generalized coordinates 11.
Check partition 12. End do
Step 1 initializes the simulation. Based on user-provided values at time t 0 , a consistent set of initial conditions (u 0 , v 0 , _ u u 0 , _ v v 0 ); that is, satisfying equations (7c) and (7d), is determined and simulation starting and ending times are de ned. User-de ned absolute and relative integration tolerances are read in and used to control error in both independent position v, and velocity _ v v.
Step 4 backs up the system con guration to be used upon a rejected time step. During Step 5, the integration Jacobian is evaluated. Since obtaining J 1 and J 2 is a costly operation, equations (27) and (31) suggest that z i is more ef ciently computed if the stage linear system of equation (21f ) is replaced with an equivalent one obtained by formally multiplying the original linear system with the positive de nite matrix (1=g)M M. The new linear system assumes the form
where, withM M andQ Q de ned in equations (10a) and (10b)
Thus, the linear systems in equations (27) and (31) need not be solved for J 1 and J 2 . Finding only the right side of these two linear systems suf ces to compute the coef cient matrix P and right side r i at each integration stage. In reference [10] it is shown that the matrix P of equation (32) is the integration Jacobian that also appears in the context of multistep implicit integration of the DAE of multibody dynamics. This observation allows for a unitary implementation of implicit methods, based on either singly diagonal implicit Runge-Kutta formulas or on multistep BDF-type formulas. The matrix P is factored during Step 6. The dimension of this matrix is equal to the number of degrees of freedom of the mechanical system model, and is typically small. During Step 7, the quantityM Mq v v=qt needed to compute the stage right side r i is evaluated in the consistent con guration (u n , v n , _ u u n , _ v v n ) from the beginning of each macrostep. As the position kinematic constraints in equation (2a) are assumed time independent,M M does not depended on time. Therefore, using equation (9) and equation (10b)
The simplifying assumptions made in computingM Mq v v=qt in equation (35) are that the kinematic constraint equations are time independent and holonomic. The rst assumption is to quantitatively simplify the presentation. Otherwise, the algorithm would step by step follow the derivation for the time-independent case, with the caveat that terms of the form U t , U ut , U tt , and so on, would have to be accounted for. As a result, all derivatives would be more complicated.
The second assumption is made because covering the nonholonomic constraint case is a qualitatively different process, which is not targeted by this paper. For a thorough account of the nonholonomic scenario, the reader is referred to reference [18] . Finally, note that in the case of scleronomic mechanical systems,M Mq v v=qtˆ0. Next, the stage variables z i of equation (21f ) are computed. During each of the four stages of the Rosenbrock-Nystrom algorithm, some or all of the following steps are taken: 
jˆ1 y ij z j as indicated by equation (21c), during substep (a) the dependent generalized coordinates U i are the solution of the nonlinear system U(U i , V i )ˆ0. The matrix U u , along with its factorization, is at the cornerstone of the algorithm, and equation (5) guarantees that U i is properly de ned. Likewise, denoting the stage-independent velocities as _ V V iˆ_ v v n ‡ P i¡1 jˆ1 a ij z j , the stage-dependent velocities _ U U i are, as in equation (21d), the solution of the linear system U u ( 
Finally, note that the stage forcesQ Q iQ Owing to the particular choice of coef cients de ning the Rosenbrock-Nystrom formula and the way in which the code was implemented, each of the four stages has its own particularities. Thus,°S tage 1 in Step 8 of the algorithm marks the beginning of a new integration step, or equivalently the end of the prior one. Therefore the system is in an assembled con guration and substep (a) above is skipped. During this stage, the matrix P of equation (32) is evaluated, and generalized accelerations are obtained as a byproduct of the process. Thus, to obtain P, the matrixM M is computed and the dependent constraint sub-Jacobian U u is factored. The latter is then used to obtain the matrices H, J, L, and N of Section 3. Owing to the choice of a constant diagonal element g for the original Rosenbrock method, the matrix P is constant and needs to be factored only once. The remaining stages re-use this factorization.°S tages 2 through s of the Rosenbrock-Nystrom formula follow exactly the sub-steps (a) through (d) outlined above. For stages that do not require an additional force com-putationQ Q i there is no need to provide consistent position and velocity con gurations, consequently sub-step (a) is skipped.
During Step 9, the position level independent generalized coordinates at time step n ‡ 1 are computed according to equation (21a) as v n ‡1ˆvn ‡ h _ v v n ‡ h P s iˆ1 m i z i . Likewise, according to equation (21b), the velocity level independent generalized coordinates are computed as _ v v n ‡1ˆ_ v v n ‡ P s iˆ1 b i z i . The accuracy of the solution is veri ed using a second approximation of the solution at time n ‡ 1. The less accurate solution is provided by the embedded order three formulav v n ‡1ˆvn ‡ h _ v v n ‡ h P s iˆ1m m i z i and_ v v _ v v n ‡1ˆ_ v v n ‡ P s iˆ1b b i z i , and it is used for the purpose of step-size control.
Step 10 computes the dependent positions u n ‡1 such that they satisfy kU(u n ‡1 , v n ‡1 )k 1 < tol Dependent velocities are obtained as the solution of the linear system
Note that the factorization of the dependent constraint sub-Jacobian
is available, since it was used to compute the dependent generalized positions. The condition number of dependent constraint sub-Jacobian is used during Step 11 to check the partitioning of the generalized coordinates. The current partitioning is re-used as long as the condition number of the current dependent constraint sub-Jacobian does not exceed by 25 per cent the value of the condition number produced by the most recent partitioning. This empirical value was obtained after performing simulations for various models with different values of this parameter.
CONCLUSIONS
A generalized coordinate partitioning based state space implicit integration method is presented for dynamic analysis of multibody systems. The time integration of the resulting state space ODE is based on a Rosenbrock-Nystrom formulation, which is also developed in the paper. Rosenbrock methods are known to be ef cient for medium accuracy integration of stiff systems. They do not require the solution of nonlinear systems for the stage values. They also possess optimal linear stability properties for stiff integration. The variant proposed here is specialized for the integration of second-order systems resulting from multibody dynamics analysis, in that it does not explicitly solve for velocities. The computation of exact Jacobians needed by Rosenbrock formulas is discussed in the context of multibody systems. The companion paper [19] presents a choice of method coef cients based on a four-stage L-stable Rosenbrock formula and presents numerical results.
