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Abstract
Given a target contained in a constrained set and an impulse control system governing
the evolutions of runs or executions, that are hybrids of continuous and discrete evolutions,
this paper studies and provides several characterizations of the capture basin of the target
viable in the constrained set. It is the subset of initial runs from which start at least one
run viable in the constrained set until it reaches the target in finite time. It also provides
algorithms and regulation rules governing the runs that reach the targets while obeying
state constraints.
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0. Introduction
We denote by S(x) ⊂ C(0,∞;X) the set of evolutions x(·) ∈ C(0,∞;X)
starting at x at time t = 0 and solutions to the control system{
x ′(t)= f (x(t), u(t)),
u(t) ∈ U(x(t))
with state-dependent constraints on the controls.
Impulse differential inclusions, and in particular hybrid control systems, are
defined by the solution map S :X❀ C(0,∞;X) of a control system and a reset
map Φ :X❀X.
A run is defined by a (finite or infinite) sequence 	x(·) := (τn, xn(·))n of
cadences τn ∈X and of motives xn(·) ∈ C(0, τn;X) describing the evolution 	x(t)
at t between two consecutive impulse times tn and tn+1 := tn + τn (where t0 = 0)
by
∀n 0, 	x(tn) := xn(0) and ∀t ∈ [tn, tn+1[, 	x(t) := xn(t − tn).
A run 	x(·) := (τn, xn(·))n is a solution to the impulse evolutionary system
starting at x if
∀n 0,
{∀n 0, xn(·) ∈ S(xn(0)),
∀n 0 such that τn <+∞, xn+1(0) ∈Φ(xn(τn)).
The elements xn := xn(0) are called the reinitialized states.
A first advantage of introducing impulse evolutionary systems is to summarize
the usually protracted description of hybrid systems1—that can be regarded as
instances of impulse differential inclusions—by only two set-valued maps—the
solution map of the control system governing the continuous evolution of a hybrid
system—and Φ , describing the reset map reinitializing the system when required.
We refer to [3] or [17] for more details on that topic. The aim of the paper is to
introduce and study the concept of impulse capture basin of a target under an
impulse evolutionary system, a concept similar to the concept of impulse viability
kernel introduced and studied in [20,21].
Outline. We set up the problem in Section 1 by introducing impulse evolutionary
systems.
We next introduce in Section 2 the concept of impulse capture basin of a target
(viable in a constrained subset) and relate it to the detector.
These impulse capture basins are characterized in Section 3, and in Section 4
we provide an algorithm for obtaining the impulse capture basin in terms of
capture basins of the evolutionary system governing the motives of the run.
1 See, for instance, among many papers and books [18,19,26,27] and [29].
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1. Impulse evolutionary systems
The concept of impulse evolutionary system was introduced in [16] in
order to encompass both impulse systems associated with control systems and
differential inclusions, path-dependent or memory-dependent controls systems
and differential inclusions, as well as other evolution systems such as parabolic
type differential inclusions.
For instance, let X := Rn and Y := Rm denote finite dimensional vector
spaces. Let f :X × Y →X be a single-valued map describing the dynamics of a
control system and U :X❀ Y the set-valued map describing the state-dependent
constraints on the controls.
First, any solution to a control system with state-dependent constraints on the
controls{
x ′(t)= f (x(t), u(t)),
u(t) ∈U(x(t))
can be regarded as a solution to the differential inclusion x ′(t) ∈ F(x(t)) where
the right-hand side is defined by F(x) := f (x,U(x)) := {f (x,u)}u∈U(x).
We denote by SF (x) the set of absolutely continuous functions t → x(t) ∈X
satisfying
for almost all t  0, x ′(t) ∈ F (x(t))
starting at time 0 at x: x(0)= x .
Let C(0,∞;X) denote the space of continuous functions supplied with the
compact convergence topology. The set-valued map SF :X ❀ C(0,∞;X) is
called the solution map associated with F .
This solution map is the prototype of an evolutionary system:
Definition 1.1. Let us consider a set-valued map S :X❀ C(0,∞;X) associating
with each initial state x the (possibly empty) set S(x) of evolutions x(·) starting
from x in the sense that x(0) = x . It is said to be an evolutionary system if it
satisfies
(1) The translation property: Let x(·) ∈ S(x). Then for all T  0, the function
y(·) defined by y(t) := x(t + T ) is an evolution y(·) ∈ S(x(T )) starting at
x(T ).
(2) The concatenation property: Let x(·) ∈ S(x) and T  0. Then for every
y(·) ∈ S(x(T )), the function z(·) defined by
z(t) :=
{
x(t) if t ∈ [0, T ],
y(t − T ) if t  T
belongs to S(x).
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We associate with S its backward evolutionary system S− :X❀ C(0,∞;X)
defined by y(·) ∈ S−(x) if and only if there exists an evolution z(·) ∈ S(x) such
that for every T  0, the function x(·) defined by
x(t) :=
{
y(T − t) if t ∈ [0, T ],
z(t − T ) if t  T
belongs to S(y(T )).
Differential inclusions with memory [23–25], partial differential inclusions
(see [30–32]), mutational equation x˚  f (x) on metric spaces (see [2]), etc.,
provide other examples of evolutionary systems.
We identify C(0,0;X) with X and we define “runs” in the following way:
Definition 1.2. Let us set x(−t) := limτ →t− x(τ). We say that a (finite or infinite)
sequence
	x(·) := (τn, xn(·))n0 ∈∏
n0
R× C(0, τn;X)
is a run 	x(·) made of
(1) a finite or infinite sequence τ (	x(·)) := {τn}n of nonnegative cadences τn ∈
[0,+∞[,
(2) a sequence of motives xn(·) ∈ C(0, τn;X),
if it is defined by the formulas
the sequence T (	x(·)) := {tn}n0 of impulse times
tn+1 := tn + τn, t0 = 0,
∀n 0, 	x(tn) := xn(0) and
∀t ∈ [tn, tn+1[, 	x(t) := xn(t − tn).
(1)
We say that the sequence of xn := xn(0) ∈ X is the sequence of reinitialized
states.
Naturally, if τn = 0, i.e., if tn+1 = tn, we identify the motive xn(·) with the
reinitialized state xn(·)≡ xn ∈ C(0,0;X)≡X, so that runs can be time-dependent
functions, sequences, or hybrids of them. We set
νt
(	x(·)) := {n ∈ N such that tn = t}
is the set of impulse times equal to t .
If the sequence of cadences is finite and stops at τN , we agree that the N th
motive (xN(·), uN(·)) is taken on [0,+∞[ and we agree to set τN+1 =+∞.
We associate with a run 	x(·) its sequence of switches s(	x(·)) := (sn(	x(·)))n0
defined by
sn
(	x(·)) := xn(0)− xn−1(τn−1)= 	x(tn)− 	x(−tn).
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We denote by T (	x(·); t) the set of impulse times tn  t less than or equal to t .
The life expectation λ(	x(·)) of a run 	x(·) is defined by +∞ if the run is finite
or by
λ
(	x(·)) := +∞∑
n=0
τn = lim
n→+∞ tn +∞
in the opposite case. Hence the domain of definition of a run is the interval
[0, λ(	x(·))]. We set
λ
(	x(·)) := inf
n0
τn and λ
(	x(·)) := sup
n0
τn.
The run 	x(·) is said to be
(1) discrete if for some p and for all n p, τn = 0 (the run ends with a sequence),
(2) exhaustive if all its cadences τn are finite, and thus nonexhaustive if the
sequence of cadences is finite and stops at some τN (the run ends with a
continuous evolution),
(3) a Zeno run if its life expectation λ(	x(·)) <+∞ is finite, and nonZeno in the
opposite case,
(4) simple is all the cadences τn > 0 are strictly positive, i.e., if the sequence of
impulse times tn is strictly increasing,
(5) with bounded variations if it is simple, exhaustive and nonZeno.
We say that a run 	x(·) is viable in K if for any t  0, 	x(t) ∈K .
We observe that discrete runs are Zeno and that nonexhaustive runs are non-
Zeno (by definition).
We then define impulse evolutionary systems in the following way:
Definition 1.3. Let Φ :X❀X be a set-valued map,2 regarded as a reset map, and
S :X❀ C(0,∞;X) be an evolutionary system. Then the pair (S,Φ) governs a
run 	x(·) of an impulse evolutionary system if
∀n 0,

xn(·) ∈ S(xn(0)) or (xn(0), xn(·)) ∈ Graph(S),
xn+1(0) ∈Φ(xn(τn)) or
(xn(τn), xn+1(0)) ∈ Graph(Φ).
(2)
We shall denote byR(x) :=RK
(S,Φ)(x) the set of runs of the impulse evolutionary
system (S,Φ) starting from x ∈ K viable in K . We shall say that the impulse
evolutionary system is simple (respectively, nonZeno, exhaustive) on K if for
2 When Φ :X❀X is defined on X, we associate with it its “graphical restriction” to K×K (again
denoted by) Φ defined on G :=K ∩Φ−1(K) and associating with x the subset Φ(x)∩K .
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all x ∈ X, all runs 	x(·) ∈ R(x) viable in K are simple (respectively, nonZeno,
exhaustive).
When S := SF is the solution map of a differential inclusion x ′ ∈ F(x), we set
RK
(SF ,Φ) =RK(F,Φ).
We refer to [4,6,10] for more details on impulse differential inclusions.
2. Impulse capture basins
We associate now with an impulse evolutionary system capture basins of
targets in the following way:
Definition 2.1. Let K and C ⊂ K be two subsets. The impulse viable-capture
basin
ImpCapt(K,C) := ImpCapt(S,Φ)(K,C)
of C viable in K under the impulse evolutionary system (S,Φ) is the subset of
initial states x ∈K from which starts at least one run viable in K until it reaches
the target C in finite time.
We shall say that a subset K captures the target C ⊂K in K under the impulse
evolutionary system (S,Φ) if K := ImpViab(S,Φ)(K,C), i.e., if from any x ∈K
starts at least one run viable in K until it reaches the target C in finite time.
We observe at once:
Lemma 2.2. The map (K,C) → ImpCapt(S,Φ)(K,C) satisfies the property
C ⊂ ImpCapt(S,Φ)(K,C)⊂K
and is increasing in the sense that
if C1 ⊂ C2 and K1 ⊂K2,
then ImpCapt(S,Φ)(K1,C1)⊂ ImpCapt(S,Φ)(K2,C2).
We also need the concept of backward impulse evolutionary system:
Definition 2.3. We associate with an exhaustive impulse evolutionary system
(S,Φ) its backward impulse evolutionary system R(S−,Φ−1) defined by 	x(·) ∈R(S−,Φ−1)(x) if and only if there exists a run 	z(·) ∈R(S,Φ)(x) such that for every
T  0, the run xˆ(·) defined by
xˆ(t) :=
{ 	x(T − t) if t ∈ [0, T ],
	z(t − T ) if t  T
belongs to R(S,Φ)(	x(T )).
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When S := SF is the solution map of a differential inclusion x ′ ∈ F(x), we set
RK
(SF− ,Φ)−1
=RK
(−F,Φ−1).
We observe thatR(S−−,(Φ−1)−1) =R(S,Φ) and that xˆ(T )= x and xˆ(0)= 	x(T ).
Indeed, a backward run 	x(·) = (τn, xn(·))n ∈ R(S−,Φ−1)(x) of the impulse
system is the run defined by a sequence of cadences τn and motives xn(·) ∈ S(xn)
if and only if for every T  0, the run xˆ(·)= (τˆp, xˆp(·)) ∈R(S,Φ)(	x(T )), where,
N denoting the largest integer such that tN < T ,
(1) the cadences τˆp are defined by
τˆ0 := T − tN ,
τˆp := τN−p, p = 1, . . . ,N,
τˆp := 0, p N + 1,
and the corresponding sequence of switching times tˆp is defined by
tˆ0 := 0,
tˆp := T − tN−p+1, p = 1, . . . ,N,
tˆp := T , p N + 1;
(2) the motives defined by{
xˆp(τ ) := xN−p(T − t), p = 0, . . . ,N,
xˆN+1(t) := 	z(T − t)
satisfy xˆp(·) ∈ S(xˆp) and the end-point condition xˆp(τˆp) ∈Φ(xˆp+1).
The reinitialized states are equal to xˆp := xN−p−1(τN−p−1) ∈
Φ−1(xˆp−1(τ̂p−1)).
3. Characterization of impulse capture basins
From now on, we shall assume that the impulse evolutionary system (S,Φ) is
nonZeno (this means that all solutions to the impulse evolutionary system have
an infinite life expectation λ(	x(·)); in particular, they cannot end with an infinite
sequence).
Let us consider a targetC ⊂K and the familyD(K,C) of subsets D satisfying
C ⊂D ⊂K .
We are led to characterize impulse viable-capture basins of targets in order
to derive characterizations of the detector. We begin by adapting results of [9]
characterizing impulse viable-capture basins as unique common fixed points of
the two maps
ImpCapt(S,Φ)(K, ·) :D(K,C) →D(K,C)
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and
ImpCapt(S,Φ)(·,C) :D(K,C) →D(K,C)
associating with any subset D ∈ D(K,C) the impulse viability kernels
ImpCapt(S,Φ)(K,D) and ImpCapt(S,Φ)(D,C).
Before stating and proving this characterization theorem, we need to observe
that the solution map R(S,Φ) of an impulse evolutionary system satisfies
(1) The translation property: Let 	x(·) := (τn, xn(·))n0 ∈ R(S,Φ)(x). Then for
all T  0, the run 	y(·) defined by 	y(t) := 	x(t + T ) is a run 	y(·) :=
(σn, yn(·))n0 ∈R(S,Φ)(	x(T )) starting at 	x(T ).
Indeed, denoting by nT the smallest integer n such that tn ∈ T (x) is larger
than or equal to T , we take σ0 := tnT − T , σp := τnT+p , yp := xnT+p
and yp(·) := xnT+p(·) and where the impulse times are equal to sp+1 :=
sp + σp = tnT +p− T .
(2) The concatenation property: Let us consider a run 	x(·) := (τn, xn(·))n0 ∈
R(S,Φ)(x) and T  0. Then for every run 	y(·) := (σn, yn(·))n0 ∈
R(S,Φ)(	x(T )), the run 	z(·) := (ρn, zn(·))n0 defined by
	z(t) :=
{ 	x(t) if t ∈ [0, T ],
	y(t − T ) if t  T
belongs to R(S,Φ)(x).
Indeed, denoting by nT the smallest integer n such that tn ∈ T (x) is larger
than or equal to T , we take ρp := τp for p < nT , ρnT := tnT − T + σ0,
ρp := σp−nT if p > nT , zp := xp if p < nT , zp := yp−NT if p  NT ,
zp(·) := xp(·) if p < nT ,
zNT (t) :=
{
xnT−1(t) if t ∈ [tnT−1, T ],
y0(t − T ) if t ∈ [T ,T + σ0],
and xp(·) := yp−nT (·) if p > nT , and where the impulse times are equal to
rp := tp if p < nT , rnT := T + σ0, rp+1 := rp + ρp if p > nT .
Theorem 3.1. The impulse capture basin ImpCapt(S,Φ)(K,C) of a target C ⊂K
viable in K is
(1) the largest subset D satisfying C ⊂D ⊂K and D ⊂ ImpCapt(S,Φ)(D,C),
(2) the smallest subset D satisfying C ⊂D ⊂K and ImpCapt(S,Φ)(K,D)⊂D,
(3) the unique subset D satisfying C ⊂D ⊂K and
D = ImpCapt(S,Φ)(K,D)= ImpCapt(S,Φ)(D,C).
Proof. We shall prove that{
ImpCapt(S,Φ)(K,C)⊂ ImpCapt(S,Φ)(ImpCapt(S,Φ)(K,C),C),
ImpCapt(S,Φ)(K, ImpCapt(S,Φ)(K,C))⊂ ImpCapt(S,Φ)(K,C),
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and then derive that the impulse capture basin is the unique “common fixed set”
D described in the theorem.
(1) The impulse capture basin ImpCapt(S,Φ)(K,C) capturesC under the impulse
evolutionary system (S,Φ):
ImpCapt(S,Φ)(K,C)⊂ ImpCapt(S,Φ)
(
ImpCapt(S,Φ)(K,C),C
)
.
Take x0 ∈ ImpCapt(S,Φ)(K,C) and prove that there exists a run 	x(·) ∈
R(S,Φ)(x0) starting at x0 viable in ImpCapt(S,Φ)(K,C) until it reaches C
in finite time. Indeed, there exists a run 	x(·) ∈R(S,Φ)(x0) viable in K until
some finite time T  0 when it reaches C. Then for all t ∈ [0, T [, the
translation property implies that the run 	y(·) defined by 	y(τ) := 	x(t + τ )
is a run 	y(·) ∈R(S,Φ)(	x(t)) starting at 	x(t) and viable in K until it reaches
C at time T − t . Hence 	x(t) does belong to ImpCapt(S,Φ)(K,C) for every
t ∈ [0, T ].
(2) The impulse viability kernel ImpCapt(S,Φ)(K,C) satisfies
ImpCapt(S,Φ)
(
K, ImpCapt(S,Φ)(K,C)
)⊂ ImpCapt(S,Φ)(K,C).
Let x belongs to ImpCapt(S,Φ)(K, ImpCapt(S,Φ)(K,C)). There exists at
least one run 	x(·) ∈R(S,Φ)(x) that reaches the impulse viable-capture basin
ImpCapt(S,Φ)(K,C) in finite time. It thus can be concatenated with a run
remaining in ImpCapt(S,Φ)(K,C) ⊂K until it reaches the target C in finite
time. This implies that x ∈ ImpCapt(S,Φ)(K,C).
We thus infer that if D ⊂ ImpCapt(S,Φ)(D,C), thenD ⊂ ImpCapt(S,Φ)(K,C)
because ImpCapt(S,Φ)(D,C) ⊂ ImpCapt(S,Φ)(K,C) whenever D ⊂ K . Hence
the first statement is proved.
In the same way, if ImpCapt(S,Φ)(K,D)⊂D, then ImpCapt(S,Φ)(K,C)⊂D
because ImpCapt(S,Φ)(K,C) ⊂ ImpCapt(S,Φ)(K,D) whenever C ⊂ D. Hence
the second statement is proved.
Consequently, since D ⊂ ImpCapt(S,Φ)(L,D) ⊂ L and since
ImpCapt(S,Φ)(K,C) satisfies the two properties above, we deduce that
ImpCapt(S,Φ)(K,C)⊂ ImpCapt(S,Φ)
(
ImpCapt(S,Φ)(K,C),C
)
⊂ ImpCapt(S,Φ)(K,C)
and
ImpCapt(S,Φ)(K,C)⊂ ImpCapt(S,Φ)
(
K, ImpCapt(S,Φ)(K,C)
)
⊂ ImpCapt(S,Φ)(K,C)
so that ImpCapt(S,Φ)(K,C) is a bilateral fixed-point or a “minimax” of the map
(K,C) → ImpCapt(S,Φ)(K,C) in the sense that
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ImpCapt(S,Φ)(K,C)= ImpCapt(S,Φ)
(
ImpCapt(S,Φ)(K,C),C
)
= ImpCapt(S,Φ)
(
K, ImpCapt(S,Φ)(K,C)
)
.
This bilateral fixed-point or “minimax” is unique: Indeed, assume now that
D ∈D(K,C) satisfies
D ⊂ ImpCapt(S,Φ)(D,C) and ImpCapt(S,Φ)(K,D)⊂D.
The first inclusion implies that D ⊂ ImpCapt(S,Φ)(K,C) and the second one that
ImpCapt(S,Φ)(K,C)⊂D. Hence D = ImpCapt(S,Φ)(K,C). ✷
4. An algorithm for the impulse capture basins
4.1. Prerequisite from viability theory
We shall need some the following definitions and results from viability theory:
Definition 4.1. Let K and C ⊂K be two subsets, C being regarded as a target, K
as a constrained set.
(1) The subset3 Viab(K,C) of initial states x0 ∈K such that at least one solution
x(·) ∈ S(x0) starting at x0 is viable in K for all t  0 or viable in K until
it reaches C in finite time is called the viability kernel of K with target C
under S .
A subset C ⊂ K is said to be isolated in K by S if it coincides with its
viability kernel:
Viab(K,C)= C.
(2) The subset Capt(K,C) of initial states x0 ∈K such that C is reached in finite
time before possibly leaving K by at least one solution x(·) ∈ S(x0) starting
at x0 is called the viable-capture basin of C in K and
Capt(C) := Capt(X,C)
is said to be the capture basin of C.
(3) When the target C = ∅ is the empty set, we set
Viab(K) := Viab(K,∅) and Capt(K,∅)= ∅
and we say that Viab(K) is the viability kernel of K .
A subset K is a repeller under S if its viability kernel is empty, or, equiv-
alently, if the empty set is isolated in K .
3 When C is not contained in K , we naturally set
Viab(K,C) := Viab(K,K ∩C) and Capt(K,C) := Capt(K,K ∩C).
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In other words, the viability kernel Viab(K) is the subset of initial states
x0 ∈ K such that at least one solution x(·) ∈ S(x0) starting at x0 is viable in
K for all t  0. Furthermore, we observe that
Viab(K,C)= Viab(K\C)∪Capt(K,C). (3)
Consequently, the viability kernel Viab(K,C) of K with target C coincides
with the capture basin Capt(K,C) of C viable in K whenever the viability kernel
Viab(K\C) is empty, i.e., whenever K\C is a repeller:
Viab(K\C)= ∅ ⇒ Viab(K,C)= Capt(K,C). (4)
This happens in particular when K is a repeller, or when the viability kernel
Viab(K) of K is contained in the target C.
When the evolutionary system S := SF comes from a differential inclusion
x ′ ∈ F(x), we introduce the following Frankowska property that we need for
deriving the system of Hamilton–Jacobi–Bellman equations of which the detector
is a solution:
Definition 4.2. Let us consider a set-valued map F :X ❀ X and two subsets
K and C ⊂ K . We shall say that a subset D between C and K satisfies the
Frankowska property with respect to F if 4
∀x ∈D\C, F(x)∩ TD(x) = ∅,
∀x ∈D ∩ Int(K), −F(x)⊂ TD(x),
∀x ∈D ∩ ∂K, −F(x)⊂ TD(x)∪ TX\K(x).
(5)
We refer to [5,7,8,12–15] for properties and applications of viability kernels
and capture basins.
Remark that when K is assumed further to be backward invariant and F to be
Lipschitz, the above conditions (5) boil down to{∀x ∈D\C, F(x)∩ TD(x) = ∅,
∀x ∈D, −F(x)⊂ TD(x). (6)
See [22] for more details on this topic.
Viability5 and invariance6 theorems imply
4 The contingent cone TL(x) to L⊂X at x ∈ L is the set of directions v ∈X such that there exist
sequences hn > 0 converging to 0 and vn converging to v satisfying x + hnvn ∈K for every n (see,
for instance, [11] or [28] for more details).
5 See, for instance, Theorems 3.2.4, 3.3.2 and 3.5.2 of [1].
6 See, for instance, Theorem 5.3.4 of [1].
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Theorem 4.3. Let us assume that F is Marchaud,7 that K is closed and that
a closed subset C satisfies ViabF (K\C) = ∅. Then the viable-capture basin
CaptF (K,C) is
(1) the largest closed subset D satisfying C ⊂D ⊂K and
∀x ∈D\C, F(x)∩ TD(x) = ∅; (7)
(2) if F is Lipschitz, the unique closed subset D satisfying the Frankowska
property (5).
4.2. Links between capture basins and impulse capture basins
Let us observe that
ImpCapt(S,Φ)(K,C)= ImpCapt(S,Φ)
(
K,CaptS (K,C)
)
= ImpCapt(S,Φ)
(
K,Φ−1(C)
)
.
We observe that the definition of runs of impulse evolutionary systems can be
restated in terms of capture basins:
Lemma 4.4. The sequence (xn)n∈{0,...,N} is the sequence of reinitialized states
xn := xn(0) of the run 	x(·) := (τn, xn(·))n0 of an impulse evolutionary system
(S,Φ) if and only if it satisfies the backward discrete dynamical system
∀n 0, xn ∈ CaptS
(
K,Φ−1(xn+1)
)
when the run is not finite and
∀n ∈ {0,N − 1}, xn ∈ CaptS
(
K,Φ−1(xn+1)
)
and xN ∈ ViabS (K)
if the run is finite.8
Proof. Indeed, by definition of a run, for any n ∈ {0, . . . ,N} when the run is finite
or for any n 0 otherwise, the motive xn(·) belongs to S(xn) and satisfies the end-
point condition 	x(τn) ∈Φ−1(xn+1). This means that xn ∈ CaptS (K,Φ−1(xn+1)).
If N <+∞, then the motive xN(·) belongs to S(xN) and is viable in K for ever,
and thus, belongs to the viability kernel of K .
7 A set-valued map F is a Marchaud map if
the graph of F is closed,
the values F(x) of F are convex,
the growth of F is linear: ∃c > 0 | ∀x ∈X,
‖F(x)‖ := supv∈F(x) ‖v‖ c(‖x‖ + 1).
8 The last condition is excluded whenever K\Φ−1(K) is a repeller or, more generally, when
Φ(K)∩ViabS (K\Φ−1(K))= ∅ and when x0 /∈Φ(K).
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Conversely, this condition implies the existence of an impulse time τn and of a
motive xn(·) satisfying the requirement of a run. ✷
Let us mention another characterization of the impulse capture basin:
Theorem 4.5. Let us assume that the impulse differential inclusion is exhaustive.
The impulse capture basin ImpCapt(S,Φ)(K,C) is a fixed point
CaptS
(
K,Φ−1
(
ImpCapt(S,Φ)(K,C)
))= ImpCapt(S,Φ)(K,C)
of the map D → CaptS (K,D) and, actually, the smallest of such fixed points or
even of the subsets D between C and K such that
CaptS
(
K,Φ−1(D)
)⊂D.
Proof. First, we prove that
CaptS
(
K,Φ−1
(
ImpCapt(S,Φ)(K,C)
))⊂ ImpCapt(S,Φ)(K,C).
Indeed, take x ∈ CaptS (K,Φ−1(ImpCapt(S,Φ)(K,C))). Then, there exist a run
	x(·) ∈ S(x) and T such that 	x(T ) belongs to Φ−1(ImpCapt(S,Φ)(K,C)). Hence
there exists y ∈Φ(	x(T )) ∩ ImpCapt(S,Φ)(K,C), from which starts a run 	y(·) ∈
R(S,Φ)(y) viable in K until it reaches the target C in finite time. Concatenating
this run 	y(·) with 	x(·) ∈ S(x), we obtain a run starting from x viable in K until it
reaches C. Hence x ∈ ImpCapt(S,Φ)(K,C).
Second, we prove the opposite inclusion: Take x0 ∈ ImpCapt(S,Φ)(K,C), a
run 	x(·) viable in K until it reaches the target C in finite time, and consider
the first motive x0(·) ∈ S(x0), the first cadence τ0 ∈ K ∩ Φ−1(K) and the
x1(0) ∈ Φ(x0(τ0)). Since the run is actually viable in ImpCapt(S,Φ)(K,C) by
Theorem 3.1, both x0(τ0) and x1(0) belong to ImpCapt(S,Φ)(K,C). Therefore,
x0(τ0) ∈ Φ1(x1(0)) ⊂ Φ−1(ImpCapt(S,Φ)(K,C)) so that x0 belongs to the
capture basin under the evolutionary system S of Φ−1(ImpCapt(S,Φ)(K,C)).
Let D between C and K satisfy CaptS (K,Φ−1(D))⊂D. Let us choose any x
in the impulse viable-capture basin ImpCapt(S,Φ)(K,D) and show that it belongs
to D. By Theorem 3.1, this would imply that D contains the impulse viable-
capture basin ImpCapt(S,Φ)(K,C).
Let us then prove that x belongs to D. There exists a run 	x(·) := (τn, xn(·))n0
of the impulse evolutionary system (S,Φ) starting at x and some finite T such
that 	x(T ) ∈ D. Let N be the index of the motive such that 	x(T ) = xN(T − tN )
belongs to D. Therefore xN ∈ CaptS (K,Φ−1(D)), and thus, by assumption,
to D. Lemma 4.4 implies that for any n <N ,
xn ∈ CaptS
(
K,Φ−1(xn+1)
)⊂ CaptS(K,Φ−1(D))⊂D.
Therefore, for n= 0, we infer that x belongs to D. ✷
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4.3. Regulation of viable runs
Since the impulse capture basin D := ImpCapt(S,Φ)(K,C) is equal to
Capt(K,Φ−1(D)) by Theorem 4.5, we infer that starting from any initial state
x0 ∈D, a run 	x(·)= (τn, xn(·))n0 is viable in K until it reaches the target C in
finite time is regulated in the following way:
(1) if x0 ∈ C, then the runs stops, and otherwise;
(2) if x0 ∈D ∩Φ−1(D), then τ0 = 0 and x1 ∈Φ(x0);
(3) if x0 ∈ D\Φ−1(D), then the first motive x0(·) ∈ S(x0) is viable9 in D un-
til the first time τ0 > 0 when either x0(−τ0) ∈ C, and then, the run stops, or
x0(−τ0) ∈Φ−1(D), and then, we take x1 ∈Φ(x0(−τ0)) as the next reinitial-
ization state.
4.4. The impulse capture basin algorithm
We shall prove that the impulse viable-capture basin ImpCapt(S,Φ)(K,C) is
the union of a sequence of subsets Cj starting at C0 := C and defined recursively
by
Cj+1 := CaptS
(
K,Φ−1(Cj )
)
.
This is the impulse capture basin algorithm.
Theorem 4.6. Let us assume that K\Φ−1(K) is a repeller. The impulse
capture basin ImpCapt(S,Φ)(K,C) is obtained through the impulse capture basin
algorithm:
ImpCapt(S,Φ)(K,C)=
+∞⋃
j
Cj .
Proof. Indeed, setting D := ImpCapt(S,Φ)(K,C) and since D =
CaptS (K,Φ−1(D)) by Theorem 4.5, then C0 := C ⊂D, and thus
C1 := CaptS
(
K,Φ−1(C0)
)⊂ CaptS(K,Φ−1(D))⊂D.
Assume now that Cj ⊂D. The same reasoning implies that
Cj+1 := CaptS
(
K,Φ−1(Cj )
)⊂ CaptS(K,Φ−1(D))⊂D.
9 And, thus, regulated by the differential inclusion x′(t) ∈ F(x(t)∩T
D
(x)) when the evolutionary
system is the solution map of a differential inclusion x′ ∈ F(x).
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Therefore,
+∞⋃
j
Cj ⊂D.
Conversely, take x ∈ ImpCapt(S,Φ)(K,C). There exists a run 	x(·) :=
(τn, xn(·))n0 of the impulse evolutionary system (S,Φ) starting at x and some
finite T such that 	x(T ) ∈ C. Let N be the index of the motive such that 	x(T )=
xN(T − tN ) belongs to C0 := C. Hence xN ∈ C1 := CaptS(K,Φ−1(C0)). By
Lemma 4.4, we infer that for any j < N ,
xj ∈ CaptS
(
K,Φ−1(xj+1)
)⊂ CaptS(K,Φ−1(CN−j−1))=: CN−j .
Therefore, for n= 0, we infer that x belongs to CN . ✷
4.5. The Frankowska property of impulse capture basin
When the evolutionary system S := SF comes from a differential inclusion
x ′ ∈ F(x), Theorem 4.3 characterizing capture basins by tangential properties
and Theorem 4.5 relating them with impulse capture basins imply the following
characterization of the impulse capture basins:
Theorem 4.7. Let us assume that F is Marchaud, that K and Φ−1(K)
are closed and that K\Φ−1(K) is a repeller. The impulse capture basin
ImpCapt(S,Φ)(K,C) is the smallest of the subsets D between C and K satisfying
(1) D is the largest closed subset L satisfying
Φ−1(D)⊂ L (8)
and
∀x ∈ L\C, F(x)∩ TL(x) = ∅; (9)
(2) if F is Lipschitz, D is the unique closed subset L satisfying (8) and the
Frankowska property (5).
Let us define the regulation map R((K,C)) by
R(K,C)(x) := {u ∈ F(x) | F(x)∩ TImpCapt(S,Φ)(K,C)(x) = ∅}.
In this case, we obtain the following regulation law:
Theorem 4.8. Let us assume that F is Marchaud, that K and Φ−1(K) are
closed and that K\Φ−1(K) is a repeller. The motives xn(·) of a run 	x(·) :=
(τn, xn(·))n∈{0,...,N} viable in K and reaching the target C in finite time are reg-
ulated by
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whenever xn(t) ∈ ImpCapt(S,Φ)(K,C)\Φ−1
(
ImpCapt(S,Φ)(K,C)
)
,
x ′n(t) ∈ R(K,C)
(
xn(t)
)
and xn(0)= 0,
and the reinitialized states by
whenever xn(τn) ∈Φ−1
(
ImpCapt(S,Φ)(K,C)
)
,
xn+1 ∈Φ
(
xn(τn)
)∩ ImpCapt(S,Φ)(K,C).
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