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ASiromoneymatrixgrammar isa simpledevice for thegenerationof rectangularpictures. In
this paperwe discuss Siromoneymatrix grammarswhose picture language are slender, i.e.,
they contain only a bounded number of pictures for each size. In particular, it is shown that
the slenderness decision problem is decidable for Siromoney matrix grammars with con-
text-free rules. Moreover, some closure and decidability questions for slender Siromoney
matrix languages are discussed.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The description of two-dimensional pictures by grammars or automata has been studied in numerous papers. Overviews
on several models can be found in the book of Rosenfeld [11] and, more recently, in the survey of Giammarresi and Restivo
[2]. Siromoney matrix grammars, introduced in [12] and also presented in [2,11], are a straightforward generalization of
string grammars to two dimensions. In a ﬁrst stage, a “horizontal string” is generated by a grammar. The symbols of this
intermediate string are used as axioms of the “vertical” grammars to derive the columns (vertical words of equal length) of
the two-dimensional terminal picture (matrix).
The generative capacity of Siromoney matrix grammars is quite limited as the vertical derivations are independent.
Anyway, the model is attractive as it is easily extensible and has desirable theoretical properties. For instance, the emptiness
problem is decidable (as opposed to two-dimensional ﬁnite automata).
On the other hand, the problem whether a given picture is contained in all pictures generated by a given grammar (the
universal subpicture problem) is undecidable even for the simple case of Siromoney matrix grammars with regular rules [14].
Therefore, it is of interest to ﬁnd subfamilies of Siromoneymatrix grammars with a decidable universal subpicture problem.
A candidate for such a subclass is the family of those Siromoney matrix grammars that generate slender picture languages,
i.e., the number of pictures of a given size is bounded by a constant k. Slenderness of string languages is an interesting
combinatorial property. It has been intensively discussed in the previous years [1,4,5,10].
The paper is organized as follows. Some necessary deﬁnitions and basic properties of string languages and Siromoney
matrix languages are given in Section 2. In Section 3, we generalize results regarding length sets to Siromoney matrix
languages. Moreover, we construct a useful normal form for Siromoney matrix grammars.
After that, in Section 4, we shall give a characterization of slender Siromoney matrix languages. It will be shown that the
problemwhether the generatedpicture language is slender canbedecided for Siromoneymatrix grammarswith context-free
rules.
Section 5 discusses questions regarding subpictures in the case of slender Siromoney matrix languages. We prove that
the universal subpicture problem is decidable for slender Siromoney matrix languages, and that slender Siromoney matrix
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languages are closed under the property of containing a given subpicture.1 These results are in contrast to negative closure
and decidability results for arbitrary regular Siromoney matrix grammars.
In Section 6, we consider closure properties of slender Siromoney matrix languages, in particular the operation of matrix
transposition. In general, families of Siromoney matrix languages are not closed under transposition, reﬂecting a difference
between thehorizontal and thevertical phases.However, a positive closure result canbe shown for slender regular Siromoney
matrix languages.
Finally, we discuss in Section 7 Siromoney matrix languages with a polynomially bounded number of pictures per size,
so called polyslender picture languages. It is shown that the problem of polyslenderness is decidable for Siromoney matrix
grammars with context-free rules.
2. Preliminaries
The set of natural numbers is denoted byN. The cardinality of a setM is denoted by card(M), and the power set ofM by
P(M).
Let  be an alphabet. The set of all words of length n over  is denoted by n, the set of all words over  by *, the
empty word by λ. For a wordw ∈ *, the length ofw is denoted by |w|. By Alph(w) we denote the set of all symbols actually
appearing inw. For a wordw ∈ * and a symbol a ∈ , the number of a’s inw is denoted by |w|a. For a language L ⊆ *, we
deﬁne the structure function sL :N→N by sL(n) = card(L ∩ n). The length set of L is (L) = {n ∈N : sL(n) > 0}. A language
L is called slender iff sL is bounded, and properly 1-slender iff sL is bounded by 1. Moreover, L ⊆ * is called a-ﬁnite for a ∈ ,
if the set {|w|a : w ∈ L} is ﬁnite.
A (string) grammar is written as G = (N,T ,P,S), where N, T , P, and S, respectively, are the set of nonterminal symbols,
the set of terminal symbols, the set of rules, and the start symbol, respectively. A derivation step in G is denoted by ⇒, a
derivation by ⇒*. The families of context-free, regular and ﬁnite languages are denoted by L(CF), L(REG) and L(FIN).
To avoid confusion with the set of words of length k, the k-fold Cartesian product of an alphabet  will be denoted by
(k). For k languages L1, . . . ,Lk ∈ *, the synchronized Cartesian product is deﬁned by
L1 ⊗ L2 ⊗ · · · ⊗ Lk = {α ∈ ((k))* : Prki (α) ∈ Li,1 i  k},
where Prki : ((k))* → * is the projection on the ith component.
We recall someproperties of context-free and regular languages: the length set of a context-free language is semilinear, i.e.,
the union of a ﬁnite set and ﬁnitely many arithmetic progressions. The emptiness and the ﬁniteness problems are decidable
for context-free grammars. Context-free and regular languages are closed under several language-theoretical operations,
such as union, catenation, ﬁnite substitutions, intersection with regular languages, inverse morphisms. It is an easy exercise
to show that regular languages are also closed under synchronized Cartesian product.
Concerning the issue of slenderness, wewill make use of the following results [5,10]: a context-free language is slender iff
it is a ﬁnite union of paired loops, i.e., languages of the form {uviwxiy : i  0} for some words u,v,w,x,y. Given a context-free
grammar, it is decidablewhether the generated language is slender. The family of slender context-free languages is effectively
closed under union, intersection and set difference. Moreover, a slender context-free language can effectively be written as
a ﬁnite union of properly 1-slender context-free languages.
Two-dimensional rectangular pictures are generalizations of words (a word is a picture with 1 row). For an alphabet ,
let the set of pictures (matrices) of size (m,n), i.e., pictures withm rows and n columns over , be denoted by m×n, and the
set of all rectangular pictures over  by **. The size of a picture μ is denoted by |μ|. The transposed picture of μ ∈ m×n
is denoted by μT ∈ n×m. In particular, for a word w ∈ *, wT is the column with the word w. A subset of ** is called a
picture language. The notions of structure function, length set, slender language can be generalized to picture languages in an
obvious way. For a picture language L ⊆ **, the structure function sL :N×N→N is deﬁned by sL(m,n) = card(L ∩ m×n).
L is called a slender picture language iff sL is bounded. As generalizations of the one-dimensional length set, we consider
• the length set (L) = {(m,n) : sL(m,n) > 0},
• the horizontal length set h(L) = {n : (m,n) ∈ (L), for somem ∈N},
• the vertical length set v(L) = {m : (m,n) ∈ (L), for some n ∈N}.
Deﬁnition 1. A Siromoney matrix grammar is a construct
G = (N1,N2,I,T ,P1,P2,S1)
where N1 is a set of horizontal nonterminals, N2 is a set of vertical nonterminals with N1 ∩ N2 = ∅, I ⊆ N2 is a set of interme-
diate symbols, T is a set of terminal symbols, T ∩ (N1 ∪ N2) = ∅, P1 ⊆ N1 × (N1 ∪ I)* is a set of context-free horizontal rules,
P2 ⊆ N2 × (N2 ∪ T)* is a set of context-free vertical rules, and S1 ∈ N1 is the start symbol.
The horizontal language of G is the language L1(G) ⊆ I* generated by the string grammar G1 = (N1,I,P1,S1). For A ∈ I, the
vertical language LA(G) is the language generated by GA = (N2,T ,P2,A).
1 We say that a family of picture languages L is closed under a property P if, for any language L ∈ L, the set of all pictures with property P is contained
inL.
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A picture in Tm×n with the columns wT
1
, . . . ,wTn , |w1| = |w2| = · · · = |wn|, is generated by G iff there is an intermediate
word A1 · · ·An ∈ L1(G) such that wi ∈ LAi (G), for 1 i  n.
The picture language of all pictures generated by G is denoted by L(G).
We say that G is a Siromoney matrix grammar of type (X : Y), where X ,Y ∈ {CF,REG,FIN}, if the rules of P1 are of type X and
the rules of P2 are of type Y . In analogy to string languages, we denote by L(X : Y) the family of picture languages generated
by Siromoney matrix grammars with horizontal and vertical languages of types X and Y .
Remark 2. In what follows, we shall often just give the horizontal and the vertical languages instead of the Siromoney
matrix grammar.
Example 3. LetG be a Siromoneymatrix grammarwith L1(G) = {A,B}*, LA(G) = a*, LB(G) = b*. Then L(G) contains all pictures
in {a,b}** whose rows are pairwise equal.
Example 4. LetG be a Siromoneymatrix grammarwith L1(G) = ABA*{BC}, LA(G) = a+, LB(G) = (aa)+ ∪ (bb)+, LC (G) = (ccc)+.
L(G) contains two kinds of pictures. Matrices generated by an intermediate word from ABA*B have an even number of
rows, the second and the last column independently containing only a’s or only b’s, and the remaining columns containing
only a’s. Matrices generated by an intermediate word from ABA*C have a number of rows divisible by 6, the second column
containing only a’s or only b’s, the last column containing only c’s and the remaining columns containing only a’s.
Note that several words from the vertical languages are never appearing in a terminal matrix, for instance, all words
a2n+1 ∈ LA(G). In the next section, we shall construct a normal form which avoids such “useless” words.
3. Length sets of Siromoney matrix languages
An important property of context-free languages is the semilinearity of their length sets. We can give a similar char-
acterization for the length sets of Siromoney matrix languages. A set S ⊆N×N is called double-semilinear iff it is a ﬁnite
union of Cartesian products of the form S1 × S2 where S1,S2 ⊆N are semilinear. Note that double-semilinear sets are speciﬁc
semilinear subsets ofN×N.
Lemma 5. The family of double-semilinear sets is effectively closed under union, intersection and complementation.
Proof. Let X = ⋃mi=1(Pi × Qi) and Y =
⋃n
j=1(Rj × Sj) be double-semilinear sets, where Pi,Qi,Rj ,Sj ⊆N (1 i  m,1 j  n)
are semilinear. Then,
X ∪ Y =
m⋃
i=1
(Pi × Qi) ∪
n⋃
j=1
(Rj × Sj)
X ∩ Y =
m⋃
i=1
n⋃
j=1
[
(Pi × Qi) ∩ (Rj × Sj)
]
=
m⋃
i=1
n⋃
j=1
[
(Pi ∩ Rj) × (Qi ∩ Sj)
]
, and
N2 \ X=
m⋂
i=1
[
N2 \ (Pi × Qi)
]
=
m⋂
i=1
([
(N \ Pi) ×N
] ∪ [N× (N \ Qi)
])
.
As the family of (one-dimensional) semilinear sets is effectively closed under Boolean operations [3], the proof is com-
plete. 
The set of all words whose lengths belong to a semilinear set inN, is regular. A similar result can be shown for double-
semilinear sets.
Lemma 6. Let  be an alphabet and S ⊆N2 be a double-semilinear set. Then the picture language L(S) = {μ ∈ ** : |μ| ∈ S} can
be generated by a (REG : REG) Siromoney matrix grammar.
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Proof. Suppose that S = ⋃ki=1(Pi × Qi), for semilinear sets Pi,Qi ⊆N, 1 i  k. The languagesHi = {An : n ∈ Pi}, for a symbol
A /∈ , and Vi = {w ∈ * : |w| ∈ Qi} are regular. One can construct (REG : REG) Siromoney matrix grammars Gi with interme-
diate alphabet {A}, L1(Gi) = Hi, LA(Gi) = Vi. Obviously, L(Gi) = {μ ∈ ** : |μ| ∈ Pi × Qi}. As the (REG : REG) Siromoney matrix
languages are closed under union, the picture language L(S) = ⋃ki=1 L(Gi) is generated by a (REG : REG) Siromoney matrix
grammar. 
Finally, we show that the length sets of picture languages generated by (CF : CF) Siromoneymatrix grammars are double-
semilinear. This allows to give a certain normal form for Siromoneymatrix grammars. Consider a Siromoneymatrix grammar
G = (N1,N2,I,T ,P1,P2,S1). For J ⊆ I and A ∈ J, we deﬁne
(G) = (L(G)),
L1,J(G) = L1(G) ∩ {w ∈ I* : Alph(w) = J},
h,J(G) = (L1,J(G)),
v,J(G) =
⋂
A∈J
(LA(G)),
LA,J(G) = {w ∈ LA(G) : |w| ∈ v,J(G)}.
Lemma 7. Let G = (N1,N2,I,T ,P1,P2,S1) be an (X : Y) Siromoney matrix grammar, X ,Y ∈ {CF,REG}.
• L1,J(G) ∈ L(X), for all J ⊆ I.
• h,J(G) and v,J(G) are semilinear, for all J ⊆ I.
• LA,J(G) ∈ L(Y), for all J ⊆ I,A ∈ J.
• (G) = ⋃J⊆I(v,J(G) × h,J(G)).
Proof. L1,J(G) is the intersection of the language L1(G) ∈ L(X) and a regular language, and thus is inL(X).h,J(G) is the length
set of a context-free language, and v,J(G) is the intersection of length sets of context-free languages. Hence, both sets are
semilinear. LA,J(G) is the intersection of a language in L(Y) and a regular language, and thus in L(Y). Finally, if (m,n) ∈ (G)
then there are an intermediateword A1 · · ·An and terminal wordsw1, . . . ,wn with |wi| = m andwi ∈ LAi (G), 1 i  n. Setting
J = {A1, . . . ,An}, we obtain m ∈ v,J(G) and n ∈ h,J(G). Conversely, m ∈ v,J(G) and n ∈ h,J(G) implies the existence of an
intermediate word A1 · · ·An with J = {A1, . . . ,An} and of terminal words w1, . . . ,wn with |wi| = m and wi ∈ LAi (G), and thus
(m,n) ∈ (G). 
Corollary 8. The length set of a CF:CF Siromoney matrix language is double-semilinear.
Lemma 9. Let H be a Siromoney matrix grammar of type (X : Y), X ,Y ∈ {CF,REG}. There is an equivalent Siromoney matrix
grammar of type (X : Y), G = (N1,N2,I,T ,P1,P2,S1) such that
for all A ∈ I, there is a word αAβ ∈ L1(G), (1)
(GA) = (GB), for all α ∈ L1(G) and all A,B ∈ Alph(α). (2)
Proof. Let the intermediate alphabet of H be J. For K ⊆ J, we can construct the (X : Y) Siromoney matrix grammar GK with
the intermediate alphabet K such that L1(GK ) = L1,K (H) and LA(GK ) = LA,K (G). By deﬁnition, GK satisﬁes conditions (1) and
(2). The relation L(H) = ⋃K⊆J L(GK ) is shown analogously to the last claim in Lemma 7. Finally, it is easy to construct an (X : Y)
Siromoney matrix grammar G with L(G) = ⋃K⊆J L(GK ) that satisﬁes the conditions. 
Example 10. Let G be the Siromoney matrix grammar from Example 4. We obtain that
• L1,{A,B}(G) = ABA*B, L1,{A,B,C}(G) = ABA*C, L1,J = ∅, for all other subsets J ⊆ {A,B,C};
• h,{A,B,C}(G) = h,{A,B,C}(G) = {n : n 2};
• v,{A,B}(G) = {2n : n 1}, v,{A,B,C}(G) = {6n : n 1};
• LA,{A,B}(G) = (aa)+, LB,{A,B}(G) = (aa)+ ∪ (bb)+,
LA,{A,B,C}(G) = (a6)+, LB,{A,B,C}(G) = (a6)+ ∪ (b6)+, LC,{A,B,C}(G) = (c6)+.
After renaming, the grammar G′ in the desired form has the intermediate set {A1,B1,A2,B2,C2}, the horizontal language
L1(G
′) = A1B1A*1B1 ∪ A2B2A*2C2, and the vertical languages LA1 (G′) = (aa)+, LB1 (G′) = (aa)+ ∪ (bb)+, LA2 (G′) = (a6)+, LB2 (G′) =
(a6)+ ∪ (b6)+, LC2 (G′) = (c6)+.
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Remark 11. The above normal form has some pleasant consequences. In particular, whenever a symbol A appears in an
intermediate sentential form α ∈ I* and w is a word in LA(G), a terminal picture can be derived from α where A derives the
column wT . Moreover, as there is an effective construction of the normal form, we obtain decidability of the emptiness and
ﬁniteness problems for (CF : CF) Siromoney matrix grammars.
4. The slenderness decision problem
In this section we discuss the decision problem whether a given Siromoney matrix grammar generates a slender picture
language. For context-free string languages, this problem has been settled in [5,10]: It is decidable whether the language of
a context-free grammar is slender. Moreover, any slender language of type X ∈ {REG,CF} can effectively be written as a ﬁnite
union of properly 1-slender languages of type X . With the aid of the normal form derived in the previous section, we can
prove similar results for Siromoney matrix grammars. For the rest of this section let X and Y be in {REG,CF}.
Proposition 12. Let G = (N1,N2,I,T ,P1,P2,S1) be an (X : Y) Siromoney matrix grammar that satisﬁes the conditions of Lemma 9
and such that LA(G) = LB(G) iff A = B, for all A,B ∈ I. Then L(G) is slender iff
(1) L1(G) is slender and
(2) for any intermediate symbol A,
• LA(G) is properly 1-slender or
• LA(G) is slender and L1(G) is A-ﬁnite.
Proof. Weproveﬁrst thenecessity of condition (1). Letα = A1A2 · · ·An ∈ In bean intermediateword from L1(G). For 1 i  n
and m ∈N, let ci,m = sLAi (G)(m). By Lemma 9, ci,m > 0 for some 1 i  n implies cj,m > 0 for all 1 j  n. The number
sα(m,n) of pictures of size (m,n) derivable from α is sα(m,n) = c1,mc2,m · · · cn,m. Obviously, sL(G)(m,n) sα(m,n). To keep sα(m,n)
bounded by a constant c, each ci,m must be bounded by c and ci,m > 1 can hold for at most log2 c values of i. Hence, if L(G) is
slender, condition (2) has to be satisﬁed.
Next we show that condition (2) is necessary, too. We call twowords I* of the same length {A,B}-different, for A,B ∈ I with
A /= B, if at some position one word has the letter A while the other has letter B. Clearly, for any two different words α,β of
equal length, there exists a set {A,B} such that α and β are {A,B}-different. By Ramsey’s Theorem, for any c and depending on
the cardinality of I, there exists a constant R(c) such that any set of R(c) pairwise different words of the same length contains
a subset of pairwise {A,B}-different words for suitable A,B ∈ I. (More precisely, if card(I) = k > 1, then R(c) is the Ramsey
number for the k(k−1)
2
-tuple (c,c, . . . ,c), i.e., any complete graph with R(c) nodes whose edges are colored by k(k−1)
2
colors
contains a complete monochromatic subgraph with c nodes.) Now assume that L1(G) is not slender. For any c, there exists
an n such that L1(G) contains R(c) pairwise different words of length n; and thus L1(G) contains c pairwise {A,B}-different
words of length n, for suitable A,B ∈ I. Since LA(G) and LB(G) are different but have the same length set, there have to be
words uA ∈ LA(G) and uB ∈ LB(G) and m ∈N such that |uA| = |uB| = m and uA /= uB. As already remarked, any intermediate
word in L1(G) containing the symbol A (B, respectively) can derive a terminal matrix where each A (B) is replaced by uA (uB).
Hence, the c pairwise {A,B}-different intermediate words of length n can generate c pairwise different terminal matrices of
size (m,n), which proves the necessity of condition (2).
On the other hand, it is easy to show that the conditions (1,2) are sufﬁcient. Suppose that the structure function of the
horizontal language is bounded by c1, the structure functions of the vertical languages are all bounded by c2, the number
of intermediate symbols not generating a properly 1-slender vertical language is k, and the number of appearances of these
intermediates in words from L1(G) is bounded by r. Then any intermediate word in L1(G) can generate at most c
kr
2
different
terminal matrices withm rows, and sL1(G) is bounded by c1c
kr
2
.
Example 13. Let G′ be the Siromoney matrix grammar derived in Example 10. We see that the vertical languages LA1 (G
′),
LA2 (G
′), LC2 (G
′) are properly 1-slender,while LB1 (G
′), LB2 (G
′) are slender, but not properly 1-slender.Moreover, L1(G′) is slender
and B1-ﬁnite and B2-ﬁnite (|β|B1  2, |β|B2  1, for each β ∈ L1(G′)). Hence L(G′) is slender.
Theorem 14. For a (CF : CF) Siromoney matrix grammar H, it is decidable whether L(H) is slender.
Proof. First construct an equivalent (CF : CF) Siromoneymatrix grammarG in the normal form of Proposition 9. Next, decide
whether condition (2) of Proposition 12 is satisﬁed for G, which consists of deciding slenderness, proper 1-slenderness and
A-ﬁniteness for context-free grammars. All these problems are decidable. If the mentioned condition should not be fulﬁlled,
the picture language is not slender. Otherwise, decide whether some intermediates derive the same vertical language (note
that equivalence is decidable for slender context-free languages), and replace in the horizontal rules of G all intermediate
symbols of an equivalence class by a single representative. The remaining intermediate symbols generate pairwise different
vertical languages. Clearly, the generated picture language remains the same and the modiﬁed Siromoney matrix grammar
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still satisﬁes Lemma 9. Now it sufﬁces to test whether the (modiﬁed) horizontal language is slender, which is decidable for
context-free grammars. 
Theorem 15. Any slender (X : Y) Siromoney matrix language can effectively be written as a ﬁnite union of properly 1-slender
(X : Y) Siromoney matrix languages.
Proof. Let L be a slender (X : Y) Siromoneymatrix language generated by a Siromoneymatrix grammarGwith the properties
in Proposition 12. For any intermediate A of G such that LA(G) is slender, but not properly 1-slender, LA(G) can be written as a
ﬁnite union of properly 1-slender languages, say LA(G) =
⋃kA
i=1 L(A,i). Now construct a Siromoney matrix grammar G
′ of type
(X : Y) with exclusively properly 1-slender vertical languages such that:
• L1(G′) = σ(L1(G)), where σ is the ﬁnite substitution with
σ(A) = {A}, if LA(G) is properly 1-slender,
σ(A) = {(A,1),(A,2), . . . ,(A,kA)}, otherwise;
• LA(G′) = LA(G), if LA(G) is properly 1-slender,
L(A,i)(G
′) = L(A,i), for 1 i  kA, otherwise.
It is easy to see that G′ generates the same picture language as G. Moreover, since L1(G) is A-ﬁnite, for any intermediate A
not generating a properly 1-slender language, L1(G
′) is slender. Finally, L1(G′) can be written as a ﬁnite union of properly
1-slender languages, say L1(G
′) = ⋃ki=1 L1,i. We can now construct Siromoney matrix grammars H1,H2, . . . ,Hk of type X such
that L1(Hi) = L1,i and LA′ (Hi) = LA′ (G′), for any intermediate A′ of G′. Since the horizontal and all vertical languages of Hi are
properly 1-slender, each of the grammars Hi generates a properly 1-slender picture language. 
Example 16. Let G be a Siromoneymatrix grammar with intermediate alphabet A,B such that L1(G) = ABA*B, LA(G) = (aa)+,
LB(G) = (aa)+ ∪ (bb)+ (this is “the ﬁrst part” of G′ from Example 10, after renaming). The last language can be decomposed
into properly 1-slender languages as LB(G) = L1 ∪ L2, where L1 = (aa)+, L2 = (bb)+. In the ﬁrst step, we obtain the grammar
G′ with the intermediate set {A,B1,B2}, L1(G′) = A{B1,B2}A*{B1,B2}, LA(G′) = (aa)+, LB1 (G′) = (aa)+, LB2 (G′) = (bb)+. Finally, we
can decompose L1(G
′) into 1-slender languages as L1(G′) = AB1A*B1 ∪ AB1A*B2 ∪ AB2A*B1 ∪ AB2A*B2.
5. Subpicture problems
For a given picture language, there are various questions regarding subpictures. The most important ones are to decide
whether a given picture μ is contained in the language (membership problem) and whether μ is the subpicture of some
picture in the language (subpicture problem). These problems have been discussed for Siromoney matrix grammars in [9].
A further problem is the question whether μ is a subpicture of all pictures in the language (universal subpicture problem).
This problem is known to be undecidable for (REG : REG) Siromoney matrix grammars [14]. We shall prove here that the
universal subpicture problem is decidable for (CF : CF) Siromoney matrix grammars with slender picture languages. More
speciﬁcally, we show that the slender language families are closed under the property of containing a given subpicture.
For a picture language L and a rectangular picture μ, the sets of pictures in L containing subpicture μ, not containing μ,
respectively, are denoted by Lμ and L¬μ, respectively.
Lemma 17. For any picture language L ∈ L(CF : CF) and any picture μ, the set (Lμ) is double-semilinear.
Proof. Let G = (N1,N2,I,T ,P1,P2,S1) be a (CF : CF) Siromoney matrix grammar generating L and satisfying conditions (1) and
(2) of Lemma 9. Let μ ∈ Tm×n be a picture with the columns wT
1
, . . . ,wTn . For an intermediate word β ∈ In, deﬁne
h(β)=(L1(G) ∩ I*βI*) and
v(μ,β)={k ∈N : β generates a picture with k rows containing subpicture μ}.
By deﬁnition of the derivation process in G and regarding conditions (1) and (2) of Lemma 9, we obtain:
(Lμ) =
⋃
β∈In
(v(μ,β) × h(β)).
h(β) is the length set of a context-free language and thus semilinear. It remains to show that v(μ,β) is semilinear.
Suppose that β = A1 · · ·An and consider the languages
L(Ai,wi) = {akb : ∃α∃α′(αwiα′ ∈ LAi (G) ∧ |α| = k ∧ |α′| = )}, for 1 i  n.
Obviously, L(Ai,wi) is context-free. The sets SAi ,wi = {(k,) : akb ∈ L(Ai,wi)}, 1 i  n, are Parikh sets of context-free lan-
guages and thus are semilinear. Their intersection Sβ,μ is semilinear as well. The intermediate string β can produce a picture
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consisting of k upper rows, the picture μ and  lower rows iff (k,) ∈ Sβ,μ. Now v(μ,β) is obtained as v(μ,β) = {k +  + m :
(k,) ∈ Sβ,μ} which is the image of a semilinear set under an afﬁne mapping and thus is also semilinear. 
As a by-product, we obtain a decidability result regarding the subpicture problem (supplementary to [9]):
Theorem 18. The subpicture problem is decidable for (CF:CF) Siromoney matrix grammars and arbitrary pictures.
Proof. The double-semilinearity of the length set (Lμ) in Lemma 17 is shown by construction, i.e., the subpicture problem
for (CF : CF) Siromoneymatrix grammars canbe reduced to the emptinessproblem for semilinear sets,which is decidable. 
Nowwe are going to discuss subpicture problems for Siromoneymatrix grammars generating slender picture languages.
Theorem 19. If L ∈ L(X : Y), X ,Y ∈ {REG,CF}, is a slender picture language, then Lμ and L¬μ are in L(X : Y), for any picture μ.
Proof. Weﬁrst restrict to properly 1-slender picture languages. As stated in Lemmas 7 and 17, the length sets of L and Lμ are
double-semilinear. The proper 1-slenderness of L implies (L¬μ) = (L) \ (Lμ), and thus (L¬μ) is double-semilinear by
Lemma 5. Moreover, also by 1-slenderness of L, we obtain that Lμ = L ∩ {μ′ : |μ′| ∈ (Lμ)} and L¬μ = L ∩ {μ′ : |μ′| ∈ (L¬μ)}.
By Lemma 6, Lμ and L¬μ are in L(X : Y). In the general slender case, the theorem follows from the decomposability into
properly 1-slender picture languages. 
Theorem 20. For any picture μ and any (CF : CF) Siromoney matrix grammar G generating a slender picture language, the
universal subpicture problem is decidable.
Proof. The proof of the previous theorem implicitly gives an effective construction of a (CF : CF) Siromoneymatrix grammar
generating L¬μ(G). The universal subpicture problem forμ reduces to the questionwhether the (CF : CF) Siromoney language
L¬μ(G) is empty, which is decidable. 
6. Closure under transposition
Usually, the transposed image of a Siromoney matrix language cannot be generated by a Siromoney matrix grammar. For
instance, the set of matrices over {a,b} with one column consisting of a’s and the remaining columns consisting of b’s can
obviously be generated by a (REG : REG) Siromoney matrix grammar, while its transpose (one row a’s, remaining rows b’s)
cannot be generated by any Siromoney matrix grammar.
In this section, we will show that the family of slender (REG : REG) Siromoney matrix languages is closed under transpo-
sition. Later, we will characterize further languages whose transposes are generated by a Siromoney matrix grammar.
Theorem 21. For any slender (REG : REG) Siromoney matrix language L, the transposed image LT is a (REG : REG) Siromoney
matrix language.
Proof. First, let G = (N1,N2,I,T ,P1,P2,S1) be a Siromoney matrix grammar whose horizontal and vertical languages are all
properly 1-slender. We construct G′ = (N′
1
,N′
2
,I′,T ,P′
1
,P′
2
,S′
1
) as follows. If I = {A1,A2, . . . ,Ak}, then N′2 = Tk × N1, I′ = Tk × {S1},
and the rules of P′
1
are chosen such that L1(G
′) = LA1 (G) ⊗ LA2 (G) ⊗ · · · ⊗ LAk (G) ⊗ S*1. Note that L1(G′) is 1-slender. The unique
word of lengthm in L1(G
′) contains at position j the symbol (a1,a2, . . . ,ak ,S1) iff the unique word of lengthm in LAi (G) has at
position j the symbol ai, for 1 i  k.
The “vertical” rules ofG′ are constructed in the followingway.Without loss of generality, suppose that P1 contains rules of
the form B → AiC or B → λ, where B,C ∈ N1 and 1 i  k. For any rule B → λ ∈ N1, P′2 contains the rules (a1,a2, . . . ,ak ,B) →
λ; and for any rule B → AiC ∈ N1, P′2 contains the rules (a1,a2, . . . ,ak ,B) → ai(a1,a2, . . . ,ak ,C), a1,a2, . . . ,ak ∈ T . Any language
L′(a1,a2,...,ak) := L2(G′(a1,a2,...,ak ,S1)) is 1-slender. The jth letter in the unique word of length n in L
′
(a1,a2,...,ak)
is ai iff the jth letter in
the unique word of length n in L1(G) is Ai.
Finally, consider the unique picture with n rows and m columns in L(G′). The symbol in row j and column i is a ∈ T iff
symbol a is the jth letter in the unique word of length n generated by LA(G), A ∈ I, and A is the ith letter in the unique word
of lengthm in L1(G), i.e., iff a is the symbol in row i and column j of the unique picture withm rows and n columns in L(G).
To extend theproof to arbitrary slender (REG : REG) languages, just note that any slender (REG : REG) language is theunion
of ﬁnitely many properly 1-slender (REG : REG) languages and that the operations of union and transposition commute, i.e.
(L1 ∪ L2)T = LT1 ∪ LT2 . 
Example 22. Let G be a (REG : REG) Siromoneymatrix grammarwith the axiom S, the intermediate set {A1,A2}, the horizon-
tal rules S → A1X1, X1 → A2X2, X2 → A1X2, A2 → A2X3, X3 → λ, the vertical languages LA1 (G) = (aa)+, LA2 (G) = (ab)+. L(G)
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consists of all matrices such that the second and the last column contain a word from (ab)+, and the remaining columns
contain a word from (aa)+.
The construction gives a grammar G′ with the intermediate language
L1(G
′) = LA1 (G) ⊗ LA2 (G) ⊗ S* = ((a,a,S)(a,b,S))+
and the vertical rules
(a,a,S) → a(a,a,X1),(a,a,X1) → a(a,a,X2),(a,a,X2) → a(a,a,X2),
(a,a,X2) → a(a,a,X3),(a,a,X3) → λ;
(a,b,S) → a(a,b,X1),(a,b,X1) → b(a,b,X2),(a,b,X2) → a(a,b,X2),
(a,b,X2) → b(a,b,X3),(a,b,X3) → λ.
(The useless symbols of the forms (b,a,X),(b,b,X) and their associated rules have been omitted.)
Note that the construction makes use of the closure of the family L(REG) under Cartesian product (construction of the
horizontal grammar of G′). Hence, Theorem 21 cannot be extended to slender (CF : CF) Siromoney matrix languages. More
speciﬁcally, that family is not closed under transposition. Consider, e.g., the (FIN : CF) Siromoney matrix grammar G with
L1(G) = AB, LA(G) = {anb2n : n 1}, LB(G) = {a2nbn : n 1}. The transpose of L(G) consists of all matrices with n columns
(aa)T , followed by n columns (ab)T and n columns (bb)T . It can be shown by means of the pumping lemma for context-free
languages that this picture language cannot be generated by a (CF : CF) Siromoney matrix grammar.
Beside the slender picture languages, there are further (REG : REG) Siromoney matrix languages that are transposable,
e.g., the set of all matrices over an alphabet or the set of matrices over {a,b} containing the letter a at most k times. They can
be obtained from slender languages using the closure properties mentioned in the sequel.
For alphabets  and 	, a letter substitution is a function σ :  → P(	).
For a matrix μ ∈ **, σ(μ) consists of all matrices over 	, where each entry μi,j ∈  is replaced by an entry from σ(μi,j).
For μ ∈ ** and k ∈N, σk(μ) consists of all matrices over  ∪ 	, where at most k entries μi,j ∈  are replaced by an entry
from σ(μi,j), while the other entries remain. The operation σk is called bounded letter substitutionwith bound k.
For a picture language L, we deﬁne σ(L) = {μ′ : μ′ ∈ σ(μ) ∧ μ ∈ L} and σk(L) = {μ′ : μ′ ∈ σk(μ) ∧ μ ∈ L}.
Lemma 23. The family of transposition closed (REG : REG) Siromoney matrix languages is closed under union, intersection,
complementation, letter substitution, bounded letter substitution, and rotation.
Proof. First of all, note that the family of (REG : REG) Siromoney matrix languages are closed under letter substitution,
bounded letter substitution, row reversion, and column reversion.2 This can be shown by standard constructions.
For a letter substitution σ , k ∈N and a picture language L, we obtain σ(L)T = σ(LT ) and σk(L)T = σk(LT ). By the closure of
(REG : REG) Siromoney matrix languages under (bounded) letter substitution and as LT is a (REG : REG) Siromoney matrix
language, it follows that σ(L)T and σk(L)
T are (REG : REG) Siromoney matrix languages. The transposed images of σ(L)T and
σk(L)
T , respectively, are σ(L) and σk(L), respectively. Hence, closure under (bounded) letter substitution is shown.
As regards rotation, we note that the clockwise rotation by 90◦ is obtained by a transposition, followed by a row reversion.
The transpose of the rotated matrix is the column reversion of the original one, which completes the proof. 
7. Polyslender matrix languages
Several authors have discussed polyslender languages, where the structure function is bounded by a polynomial [6,7,10].
Similarly,we call a picture language L polyslender, if sL(m,n) p(m,n), for somepolynomialp in twovariables. It is known that
a context-free language is polyslender iff it is bounded [7,10] and that boundedness is decidable for context-free languages
[3].
As regards polyslenderness of Siromoneymatrix grammars, it is tempting to conjecture that a characterization analogous
to Proposition 12 holds. Unfortunately, the argument using Ramsey’s Theorem to prove the necessity of condition (2) in
Proposition 12 introduces a non-polynomial gap between the number of intermediate words and the number of terminal
matrices. Instead, we shall give a more involved decision procedure. Again, let X ,Y ∈ {REG,CF}. In a ﬁrst step, we show that
conditions similar to those in Proposition 12 are sufﬁcient.
Proposition 24. Let G = (N1,N2,I,T ,P1,P2,S1) be an (X : Y) Siromoney matrix grammar that satisﬁes the conditions of Lemma 9.
If
(1) L1(G) is polyslender and
2 Row (column, respectively) reversion means that all row (column, respectively) words are replaced by their mirror images.
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(2) for any intermediate symbol A,
• LA(G) is properly 1-slender or
• LA(G) is polyslender and L1(G) is A-ﬁnite,
then L(G) is polyslender.
Proof. Suppose that sL1(G)(n) p(n) and sLA(G)(m) q(m), for each A ∈ I and polynomials p,q. Moreover, let the number of
intermediate symbols not deriving a properly 1-slender vertical language in words of L1(G) be bounded by b. Let α ∈ L1(G) be
an intermediate word of length n. The number of terminal matrices of size (m,n) derivable by α is bounded by q(m)b. Hence,
the structure function of L(G) is bounded as sL(G)(m,n) p(n)q(m)b. 
Next, it is shown that condition (2) is necessary, provided the vertical languages are pairwise different.
Proposition 25. Let G = (N1,N2,I,T ,P1,P2,S1) be an (X : Y) Siromoney matrix grammar that satisﬁes the conditions of Lemma 9
and such that LA(G) = LB(G) iff A = B, for all A,B ∈ I. If L(G) is polyslender, then for any intermediate symbol A,
• LA(G) is properly 1-slender or
• LA(G) is polyslender and L1(G) is A-ﬁnite.
Proof. If one of the vertical languages is not polyslender, then the structure function of L(G) cannot be polynomially bounded
with respect to the ﬁrst component (i.e., the number of rows). Now let A ∈ I be such that L1(G) is not A-ﬁnite. It is a simple
consequence of Ogden’s Lemma [8] that L1(G) contains an inﬁnite sequence of words αi, i = 1,2, . . . such that |αk| ck and
|αk|A  k, for a constant c. If LA(G) is not properly 1-slender then the intermediate word αk can derive at least 2k different
terminal matrices of size (m,|αk|) for a suitable m, and the structure function of L(G) cannot be polynomially bounded with
respect to the second component (i.e., the number of columns). 
Now it is shown that condition (1) becomes necessary, if the properly 1-slender vertical languages are pairwise disjoint.
Proposition 26. Let G = (N1,N2,I,T ,P1,P2,S1) be an (X : Y) Siromoney matrix grammar that satisﬁes the conditions of Lemma 9.
Let Is be the set of all A ∈ I such that LA(G) is properly 1-slender. If L(G) is polyslender and LA(G) ∩ LB(G) = ∅, for all A /= B ∈ Is,
then L1(G) is polyslender.
Proof. Given a terminal matrix μ of size (m,n), we will construct a polynomial bound for the number of the intermediate
words generating μ. By Proposition 25, such an intermediate word can contain only a bounded number, say b, of symbols
from I \ Is. Moreover, any column can be derived from at most one symbol from Is.
The desired upper bound is obtained as follows, setting c := card(I). One can choose b positions to contain an arbitrary
symbol from I. For the other positions, there is at most one possible symbol from Is that can generate the column. For each
such choice of b positions, there are atmost cb possible intermediate words. As the number of choices is
(n
b
)
, there is an upper
bound of
(n
b
)
cb intermediate words generating μ.
Hence, if sL(G)(m,n) is polynomially bounded by p(m,n), then sL1(G)(n) is bounded by sL(G)(m0,n)
(n
b
)
cb, for the smallest m0
with (m0,n) ∈ (L(G)). Since (L(G)) is double-semilinear, the valuem0 is bounded by a constant. 
We are now able to complete the proof of the decidability result.
Theorem 27. Given a (CF : CF) Siromoney matrix grammar G, it is decidable whether L(G) is polyslender.
Proof. First note that for any (X : Y) Siromoney matrix grammar H with intermediate set J, one can effectively write L(H) as
a ﬁnite union
L(H) =
⋃
K⊆J
HK ,
whereHK are (X : Y) Siromoneymatrix grammars such thatHK has the intermediate setK andAlph(β) = K , for all β ∈ L1(HK ).
Moreover, note that a union of picture languages is polyslender iff every of the languages is polyslender.
Hence, it sufﬁces to consider an (CF : CF) Siromoney matrix grammar G = (N1,N2,I,T ,P1,P2,S1) such that
• Alph(β) = I, for all β ∈ L1(G), and
• (LA(G)) = (LB(G)), for all A,B ∈ I.
Let Is = {A ∈ I : LA(G) is properly 1-slender}. In a ﬁrst step, decide whether LA(G) is polyslender and L1(G) is A-ﬁnite, for
all A ∈ I \ Is. If this should not be the case, L(G) is not polyslender; otherwise, continue as follows.
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Consider a numberm ∈ v(G). Of course, for all A ∈ Is, there is exactly one word of lengthm in LA(G). This way,m deﬁnes
a decompositionDm = (I1,I2, . . . ,Ik) of Is, where two symbols of Is belong to the same subset iff they generate the same word
of lengthm.
Now let D = (I1,I2, . . . ,Ik) be a decomposition of Is, and deﬁne
LIj =
⋂
A∈Ij
LA(G) \
⋃
A∈Is\Ij
LA(G),
D=
k⋂
j=1
(LIj ).
As the family of slender context-free languages is closed under union, difference and intersection, all languages LIj are
properly 1-slender context-free languages and D is semilinear.
We can construct a Siromoney matrix grammar GD such that
• the set of intermediate symbols is ID = {(I1,D), . . . ,(Ik ,D)} ∪ {(A,D) : A ∈ I \ Is},
• L1(GD) = hD(L1(G)), where hD : I* → I*D is the letter-to-letter homomorphism mapping A ∈ I \ Is to (A,D) and A ∈ Is to
(ID(A),D), where ID(A) is the unique subset in D that contains A,
• L(Ij ,D)(GD) = LIj ∩ D , 1 j  k,
L(A,D)(GD) = LA(G) ∩ D , for A ∈ I \ Is.
It is easy to see that GD can generate a terminal matrix μ with m rows iff μ ∈ L(G) and Dm = D. Moreover, the languages
L(Ij ,D)(GD) are properly 1-slender and pairwise disjoint, while L(A,D)(GD) are polyslender and L1(GD) is (A,D)-ﬁnite, for
A ∈ I \ Is.
By the above Propositions 24 and 26, L(GD) is polyslender iff its horizontal language L1(GD) is polyslender, which can be
decided. Finally, L(G) is polyslender iff L(GD) is polyslender, for each decomposition D. 
As regards the closure under the property to contain/not contain a given subpicture, the positive results for slender
Siromoney matrix languages from Section 5 cannot be extended.
Theorem 28. The family of polyslender (REG : REG) Siromoney matrix languages is not closed under the properties
• to contain a given submatrix μ,
• to not contain a given submatrix μ.
Proof. Let G be a Siromoneymatrix grammar such that L1(G) = AA, LA(G) = a*ba*. L(G) is polyslender, because L1(G) is ﬁnite
and LA(G) is polyslender. The set Lμ(G) of all pictures in L(G) with the submatrix μ = bb is the set of all pictures in L(G) with
two equal columns. Let H be a Siromoney matrix grammar such that Lμ(G) ⊆ L(H), and let k be the number of intermediate
symbols in H. Then L(H) contains all matrices μi = (wTi ,wTi ) wherewi = aibak−i, 0 i  k. Let AiBi be the intermediate word
in the generation of μi. There have to be two numbers 0 i < j  k such that Ai = Aj . Hence, L(H) also contains the matrix
(wT
i
,wT
j
) which does not have the submatrix bb, and thus L(H) /= Lμ(G).
A similar argument works for the property to not contain a given submatrix. 
We leave open the question whether the universal subpicture problem is decidable.
8. Conclusions
Wehave given a characterization of slender Siromoneymatrix languages using results regarding slender string languages.
The slenderness problem for Siromoneymatrix grammars with context-free rules was shown to be decidable. Moreover, the
universal subpicture problem is decidable for slender Siromoney matrix languages.
The closure of slender (REG : REG) Siromoneymatrix languages under transposition is a remarkable property, as it implies
that the horizontal and vertical derivations can be commuted for this special family.We also gave some closure properties to
obtain further transposition closedpicture languages. It remains anopenproblemto characterize all transposable (REG : REG)
languages.
It is also of interest to discuss the questions of slenderness and closure under transposition for two picture generating
devices that are related to Siromoney matrix grammars. The ﬁrst one, studied in [15,13] is a generalized Siromoney matrix
grammar, where the generation of columns in the second (vertical) phase is parallel and controlled by tables. If the tables
are deterministic (i.e., there is only one rule for any vertical nonterminal symbol), these table grammars are very similar to
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slender Siromoney matrix languages, because equal symbols in the intermediate word generate equal columns. Thus, some
proof techniques applied in this paper could be used for deterministic table grammars as well.
The second one is the 3-way ﬁnite automaton, i.e., a two-dimensional automaton that can move up, down and right, but
not left. The language family accepted by these automata is a proper superset of the (REG : REG) Siromoneymatrix languages
[2]. It is completely openwhether the slenderness problem is decidable for this kind of automata. Of course, it is undecidable
for 4-way automata.
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