We prove that, with one exception, each (n, n)-graph G that is embeddable in its complement has a self-complementary supergraph of order n.
. Non-embeddable (n, n − 1) graphs.
The following theorem was proved, independently, in [2, 4, 13] .
Theorem 1. Let G = (V , E) be a graph of order n. If |E(G)| n − 2 then G can be embedded in its complement.
This result has been improved in many ways. The main references of the paper and of other packing problems are the last chapter of Bollobás's book [2] , the 4th Chapter of Yap's book [20] and the survey papers [18, 21] .
The example of the star S n shows that Theorem 1 cannot be improved by raising the size of G even in the case when G is a tree. However, in this case we have the following theorem, proved in [5] , which completely characterizes those graphs with n vertices and n − 1 edges that are embeddable (Fig. 1) .
Theorem 2. Let G = (V , E) be a graph of order n. If |E(G)| n − 1 then either G is embeddable or G is isomorphic to one of the following graphs:
Remark. Note that the graphs K 1,2 ∪ K 3 and K 1,3 ∪ K 3 are embeddable.
In this paper, we shall consider the case where G is a graph on n vertices with n edges. The more general result known on embeddings of (n, n)-graphs is the following theorem proved in [7] .
Theorem 3. Let G=(V , E) be a graph of order n. If |E(G)|=n then either G is embeddable or G is isomorphic to one of the graphs of Fig. 2.
We are interested in these improvements of above mentioned theorems that deal with some additional information about embeddings i.e. packing permutations.
We shall need some additional terminology in order to formulate the result.
Self-complementary permutations
A graph G is self-complementary (briefly, s-c) if it is isomorphic to its complement (cf. [11, 12] , or [10] ). It is clear that an s-c graph has n ≡ 0, 1 (mod 4) vertices. We extend the above definition to the case where n ≡ 2, 3 (mod 4) as follows. A graph G of order n ≡ 2, 3 (mod 4) is almost self-complementary (or briefly, a-s-c) if G is of size 1 2 n 2 − 1 and G is a subgraph of its complement.
We also say that there exists a packing of G, G and K 2 (into K n ) or that G is s-c in K n − e (cf. [6] ).
In this paper, we shall use the term 's-c' also in the case n ≡ 2, 3 (mod 4).
The following theorem characterizes the structure of s-c permutation that is a permutation which transforms one copy of a s-c graph into another. The part concerning the cases n ≡ 0, 1 (mod 4) was proved in [11, 12] . The part concerning the cases n ≡ 2, 3 (mod 4) was proved in [6] . It is easy to see that there exists a packing of two graphs G 1 and G 2 into K n if and only if G 1 is a subgraph of G 2 (or, by symmetry, G 2 is a subgraph of G 1 ). It is evident that subgraphs of s-c graphs are embeddable. It is known that for (n, k)-graphs with k n − 1 the property 'be embeddable' and the property 'be a subgraph of a s-c graph' are in fact equivalent. More precisely we have 
Theorem 4. Let G = (V , E) be a s-c graph of order n, and let be a s-c permutation of G. Then
The part concerning the cases n ≡ 0, 1 (mod 4) was proved in [1] . The existence of an a-s-c packing (i.e. the cases n ≡ 2, 3 (mod 4)) was proved in [16] . In both cases the proofs use the cyclic structure of the packing permutation and are based on the notion of a good permutation defined below. Let G be a graph of order n. Throughout this paper we shall use the following terminology. A permutation of V (G) will be called good for G if is an embedding of G and all its cycles have length 4, except for one cycle of length one if n ≡ 1 (mod 4), one cycle of length two or two cycles of length one if n ≡ 2 (mod 4), two cycles of lengths one and two if n ≡ 3 (mod 4).
The good permutations are useful because if we are able to prove that the packing permutation of an embeddable graph G is good, then the following procedure allows us to construct a s-c supergraph H of G: we shall construct two graphs H and H with
(i) For every edge e ∈ E(G), assign the edges e and 2 (e) to E(H ) and assign the edges (e) and 3 (e) to E(H ). (ii) If after step (i) there exist two vertices x, y of G such that the edge f = xy does not belong to E(H ) ∪ E(H ), then assign it as well as the edge 2 (f ) to E(H ) and the edges (f ) and 3 (f ) to E(H ). (iii) Repeat step (ii) until all edges of the complete graph constructed on V (G) lie in
E(H ) ∪ E(H ).
Clearly, the graph H defined by the above method is an s-c graph and the graph H is isomorphic to H. Moreover, is an s-c permutation which maps H onto H . Finally, we clearly have G ⊂ H.
Remark. Observe that the above procedure cannot be used in general, if is just a packing permutation.
Using this terminology, Theorem 5 says that if |E(G)| n − 1 and G is embeddable then there exists a good permutation for G and, in consequence, G is subgraph of a s-c graph. The aim of this paper is to study the case |E(G)| = n.
Result
As observed above, it is evident that subgraphs of s-c graphs are embeddable. In general the converse is not true. For, consider the graph on 2k + 2, vertices with vertex set, V = {u, v, x 1 , . . . , x k , y 1 , . . . , y k }, k odd, k 3, and edge set E={vx i , vy i , x i y i }, i =1, 2, . . . , k. Thus, the vertex u is an isolated vertex, the vertex v is of degree 2k while the remaining vertices are of degree two. The permutation (uv)(x 1 x 2 . . . x k ) provides an embedding permutation which is however not an s-c permutation because of the transposition (uv). On the other hand, in each embedding permutation the vertex v have to be mapped on u and none of vertices of degree two can be put onto v. Therefore, each embedding permutation contains a transposition in its cycle structure. The smallest graph of this family is given in Fig. 3 . Observe that this is an (8, 9)-graph.
There is also an (n, n)-graph which is embeddable but is not a subgraph of any s-c graph. For, consider the graph F 0 drawn in Fig. 4 . Let be an embedding of F 0 . It is easy to see that the set of the images of the vertices {a, b, c, d} of K 4 must contain the vertices u, x, y and one of the vertices of K 4 . In this situation, the vertex z have to be mapped on itself i.e. must have a fixed point, and therefore cannot be an s-c permutation.
The aim of this paper is to show that the graph F 0 is the unique (n, n)-graph with this property. The main result is the following theorem. More precisely, for some technical reasons, we shall prove the following stronger result.
Theorem 7.
Let G be a graph of order n and size at most n. If G is embeddable, then either there exists a good permutation for G, or G is isomorphic to the graph F 0 defined in Fig. 4 , or else n = 6 and G is isomorphic to one of the special graphs defined in Fig. 5 . It is easy to see that every special graph is a subgraph of the unique s-c graph on six vertices having only cyclic s-c permutation.
Two lemmas
The main tool in the proof will be the lemma which follows easily from Theorem 5 (observe that all exceptions of Theorem 5 have size equal to n − 1).
Lemma 8. Let G be a graph of order n and size at most n. Given four vertices
in G, such that at least one of the following conditions holds: Fig. 6) . In the proof of Theorem 7 we will use some structures:
and one of the following possibilities holds:
The structure S 3 is a set of eight vertices s,
, j = 0, 1, 2, 3 and one of the two following possibilities holds: Proof. If G − S has a good permutation then:
Lemma 9. Let G be a graph of order n and size at most n. Suppose that S is a structure on eight vertices in G such that
is a good permutation of G. The rest of the proof of Lemma 9 follows by Theorem 5 and the observation that the exceptions of Theorem 5 have n − 1 edges.
Proof
The proof of Theorem 7 is by induction with respect to the order n. The case n 5 is very easy and is left to the reader. The cases of n = 6, 7, 8 are proved in [15] .
Let G be an embeddable, non-exceptional and non-special graph of order and size n 9. We assume that for k n, every embeddable, non-exceptional and non-special graph of order k and size at least k has a good permutation. The proof is divided into several cases. In Cases I-III there exists at least one isolated vertex. In Cases IV-VI there are no isolated vertices and there is at least one vertex of degree 1. In Case VII every vertex has degree 2. 
, there are at least four vertices of degree 3. Since every two of them have to be neighbours, there are exactly four vertices of degree 3 and then there are n − 6 vertices of degree 2 in G. Therefore G is the union of two isolated vertices, K 4 and the graph G C , where G C is the union of cycles. Since G is embeddable, G C is not a triangle. Let y 1 , y 2 be two vertices of degree 3. Then the vertices u 1 , y 1 , y 2 , u 2 satisfy condition B of Lemma 8, cover 5 edges and G − {u i , y i , i = 1, 2} is embeddable.
Case II: There is exactly one isolated vertex u and there is at least one vertex v of degree 1 in G: Let s be the only neighbour of v. For any vertex x ∈ V (G) − {u, v, s}, vertices v, s, x, u satisfy condition B of Lemma 8. Therefore it is enough to consider the case when for every vertex x / ∈ {u, v, s}, vertices s and x cover at most 5 edges, i.e. any vertex nonadjacent to s has degree at most 5 − d(s) and any vertex adjacent to s has degree at most 6 − d(s). Calculating degrees of vertices we obtain 2n 0
(s)) and hence 3 d(s).
Let us suppose that d(s) = 3. In this case every neighbour of s, except for v, has degree 3 and every vertex non-adjacent to s, except for u, has degree 2. Let y be a neighbour of s, Let us consider the case when d(s) = 2. Let z = v be the second neighbour of s. In this case d(z) 4 and every vertex from V (G) − {u, v, s, z} has its degree at most 3. For every vertex y non-adjacent to z, the vertices y, v, s, z satisfy condition A of Lemma 8. It is enough to consider the case when the mentioned vertices cover at most 5 edges, i.e. the neighbours of z has degrees at most 3 and every vertex non-adjacent to z, except for v, has a degree at most 4 − d(z). Calculating the sum of the degrees of the vertices we obtain 2n 1
Since n 9, we have d(z) = 1. Observe that then there is a vertex y such that d(y) = 3 and the vertices y, v, s, z cover 5 edges and either G − {y, v, s, z} is embeddable or G is isomorphic to the graph in Fig. 8 .
Let us suppose that d(s) = 1. In this case (G) 4. It is clear that (G) 3. Observe that v, s with any two non-adjacent vertices satisfy condition A of Lemma 8. If (G) = 4 then there is a vertex x such that d(x) = 4 and, since n 9, there is a vertex y ∈ V (G) − {u, v, s} such that y is non-adjacent to x. The vertices x, v, s, y cover at least 6 edges. Let (G) = 3 and let x be a vertex such that d(x) = 3. It is easy to check that there is a vertex y non-adjacent to x such that d(y) 2. Hence the vertices x, v, s, y cover 6 edges.
Case III: There is exactly one isolated vertex u and there are no vertices of degree 1 in G:
Calculating degrees of vertices we obtain that 2n = Let G i , i = 1, 2, 3, respectively, denote the component of G containing either a 1 , a 2 or a 1 , a 2 or else b in any of just described subcases. It is clear that if
It is easy to check that the following two claims hold: Subcase (a): By the Claims, G 1 has cycles of length 3 or 4 and a 1 , a 2 are joined by a path of length at most 2. Since n 9, we may have |V (G C )| = 0 only if either G 1 has two cycles of length 4 or G 1 has one cycle of length 4 and a 1 , a 2 are joined by a path of length 2.
It is easy to check that there are two possibilities: either there is at least one structure S 1 in G such that the vertices of S 1 cover at least 10 edges or the structure S 1 does not exist in G. By Lemma 9 we may assume that there are no structures S 1 in G. This assumption implies that either G 1 has exactly one cycle of length 3 and G C has no cycles of length 3 or G 1 has two cycles of length 4 and G C has at most one cycle of length 3.
By Lemma 9 we may assume that there is no structure S 2 in G such that vertices of S 2 cover at least 9 edges and G − S 2 is embeddable. This assumption implies that there are two possibilities:
(i) G 1 has two cycles of length 4, a 1 a 2 ∈ E(G) and G C is a cycle of length 3 or 4, (ii) G 1 has exactly one cycle of length 4 and either a 1 a 2 ∈ E(G) and G C is a cycle of length 4 or a 1 a 2 / ∈ E(G) and |V (G C )| = 0.
It is easy to see that either there is the structure S 3 in G such that its vertices cover at least 9 edges, G − S 3 is embeddable and, by Lemma 9, G has a good permutation or G is isomorphic to the graph on 13 vertices in Fig. 9 . If G C has at least two triangles then there is the structure S 1 in G such that its vertices cover 10 edges and, by Lemma 9, G has a good permutation. Let us assume that G C has at most one triangle.
By Lemma 9, we may assume that there are no structures S 2 in G such that vertices of S 2 cover at least 9 edges and G − S 2 is embeddable. This assumption implies that if a 1 , a 2 are joined by the edge a 1 a 2 and two paths of length 2 then G C is isomorphic to C 3 ∪ C 4 or 2C 4 , and in the remaining cases of G 2 G C is a triangle.
By Lemma 9, we may assume that there are no structures S 3 in G such that the vertices of S 3 cover at least 9 edges and G − S 3 is embeddable. Then G is one of two (9,9)-graphs in Fig. 9 .
Subcase (c): By Claim 2 G 3 has cycles of length 3 or 4. Since n 9, |V (G C )| = 0. It is easy to see that either there is at least one structure S 1 in G such that its vertices cover at least 10 edges or there are no structures S 1 in G. By Lemma 9, we may assume that the structure S 1 does not exist in G. So we have that:
(i) if G 3 has two cycles of length 3 then either G C is a triangle or G C is the union of cycles of length 4, (ii) if G 3 has exactly one cycle of length 3 then G C has no triangles, (iii) if G 3 has two cycles of length 4 then G C has at most one triangle.
By Lemma 9 we may assume that there are no structures S 2 in G such that vertices of S 2 cover at least 9 edges and G − S 2 is embeddable. Therefore there are two possibilities: (i) G 3 has two cycles of length 4 and G C is a triangle, (ii) G 3 has two cycles of length 3 and either G C is a triangle or G C is the union of cycles of length 4.
Then G is one of two (9,9)-graphs in Fig. 9 or there is the structure S 3 in G such that its vertices cover 10 edges, and, by Lemma 9, G has a good permutation. is not embeddable. Since n 9, the graph G is isomorphic to K 1 ∪ 2C 3 or K 1 ∪ C 4 and hence G is a graph of order 9 or 11. In each of these graphs there is a vertex x = y 2 such that d(x) = 3, the vertices x, v 1 , y 1 , t 1 satisfy condition A of Lemma 8, cover 5 edges and G − {v 
Subcases (a) and (b): It is clear that l 1 2. Observe that after removing the vertices of degree 1 from G we obtain the graph with exactly one isolated vertex w. Such graphs are described in Case III. We can use the same notation as in Case III only replacing the isolated vertex u by the vertex w but here G C = G − G i − (N (w) ∪ {w}) , i ∈ {1, 2, 3}. We can also consider successively the same layouts of vertices as in Case III. It is clear that here in more cases it is possible that |V (G C )| = 0. As in Case III, we may assume that G 1 and G 3 have cycles of length 3 or 4. In G 1 vertices a 1 , a 2 are joined by a path of length at most 2. In G 2 vertices a 1 , a 2 are joined by three paths of length 2 or by the edge a 1 a 2 and two paths of length at most 3. We may also assume that every cycle of G C is of length 3 or 4. Next there are some differences.
It is not difficult to check that either there is the structure S 1 in G such that its vertices cover at least 10 edges or there are no structures S 1 in G. By Lemma 9 we may assume that the structure S 1 does not exist in G. This assumption implies that G C has at most one triangle and moreover (i) if G 1 has exactly one triangle then G C has no triangles, (ii) if G 3 has at least one triangle then G C has no triangles, (iii) G 1 has at most one triangle.
By Lemma 9, we may assume that there are no structures S 2 in G such that vertices of S 2 cover at least 9 edges and G − S 2 is embeddable. By induction hypothesis and by Lemma 9 we may assume that there are no structures S 2 in G such that vertices of S 2 cover 8 edges and G − S 2 is embeddable, no special and no exceptional graph (i.e. G − S 2 has a good permutation). Hence we obtain that (i) if G 1 has two cycles of length 4 then a 1 a 2 ∈ E(G) and either G C is isomorphic to a 1 , a 2 are joined in G 2 by the edge a 1 a 2 and two paths of length 2 then either G C has no cycles of length 4 or G C is isomorphic to C 3 ∪ C 4 , d(w) 4 or else G C is isomorphic to C 4 , (v) if G 3 has two triangles then G C has at most one cycle of length 4, (vi) in the remaining cases of G 2 and for G 3 G C has no cycles of length 4. It is not difficult to check that either there is the structure S 3 in G such that its vertices cover at least 11 edges or there are no structures S 3 in G. By Lemma 9 we may assume that the structure S 3 does not exist in G. This assumption implies that There are two possibilities. The first one is that it is possible to obtain a graph of order 8 from G by removing vertices of degree 1 (in G). It is easy to check that every obtained graph of order 8 has a good permutation. It is clear that in these good permutations the vertex w is not a fixed point. Hence we can extend such a good permutation on 8 vertices to a good permutation of G such that the set of removed vertices is mapped on itself in proper way. The other possibility is that G is isomorphic to one of graphs in Fig. 11 . Observe that the permutations on 8 vertices indicated in the figure can be extend to a good permutation of G such that the set of unlabeled vertices is mapped on itself in proper way.
Subcase (c): Let a 1 be the vertex of degree 3 such that a 1 = w.
Observe that the vertices a 1 and w are joined by a path (possibly the edge a 1 w) and a 1 is a vertex of a cycle. By G S we shall denote the component of G such that a 1 
, 3 such that a 1 , x 1 , x 2 , x 3 satisfy condition A of Lemma 8 then these four vertices cover 6 edges. Therefore we may assume that there are no such three vertices. This assumption implies that the cycle of G S has the length at most 4 and that the path joining vertices a 1 and w has the length at most 2. It is clear that since G is embeddable, it is possible that |V (G)| = |V (G S )| only if the cycle of G S has the length 4.
It is easy to check that if there is a cycle C of length at least 5 in G C then any four successive vertices of C satisfy condition A of Lemma 8, cover 5 edges and the graph induced by the remaining vertices is embeddable. Therefore let us suppose that every cycle of G C is of length 3 or 4.
By Lemma 9, we may assume that there is no structure S 1 in G such that vertices of S 1 cover at least 9 edges and G − S 1 is embeddable. This assumption implies that if G S has a Fig. 12. Two (n, n)-graphs. triangle then G C does not have triangles and if G S has a cycle of length 4 then G C has at most one triangle.
Let us consider the case that G S has a triangle. Then G C is the vertex disjoint union of C 4 and there is in G the structure S 3 covering at least 10 edges (hence, by Lemma 9, G has a good permutation) unless G is the graph with 9 vertices such that ∈ E(G). By Lemma 9 we may assume that there is no structure S 3 in G such that vertices of S 3 cover at least 9 edges and G − S 3 is embeddable. Hence, we obtain that |V (G C )| = 0 or G C is a cycle of length 4. If |V (G C )| = 0 then we may obtain a graph of order 8 from G by removing vertices of degree 1 (in G). Every obtained graph of order 8 has a good permutation. Since the vertex w is not a fixed point of any of them then we can extend such a good permutation on 8 vertices to a good permutation of G. If G C is a cycle of length 4 then G is isomorphic to one of graphs on Fig. 12 . Observe that the permutations on 8 vertices indicated in the figure can be extended to a good permutation of G.
Subcase (d): It is clear that after removing vertices of degree 1 from G we obtain the union of cycles. By G S we shall denote the component of G such that w ∈ V (G S ). Set G C =G−V (G S ). If there are vertices x i , i =1, 2, 3 such that w, x 1 , x 2 , x 3 satisfy condition A of Lemma 8 then these four vertices cover 6 edges. Therefore we may assume that there are no such three vertices. This assumption implies that the cycle of G S has the length at most 4. Since G is embeddable, |V (G)| > |V (G S )|. Observe that if there is a cycle C of length at least 5 in G C then any four successive vertices of C satisfy condition A of Lemma 8, cover 5 edges and the graph induced by the remaining vertices is embeddable. Therefore, we may assume that every cycle of G C is of length 3 or 4. Since G is embeddable, if G S has a triangle then G C is not a triangle.
Observe that either there is at least one structure S 1 in G such that vertices of S 1 cover at least 10 edges or there is no structure S 1 in G. By Lemma 9 we may assume that the structure S 1 does not exist in G. Hence, if G S has a cycle of length 4 then G C has at most one triangle and if G S has a cycle of length 3 then G C has no triangles.
By Lemma 9, we may assume that there is no structure S 2 in G such that vertices of S 2 cover at least 9 edges and G − S 2 is embeddable. By induction hypothesis and by Lemma 9 we may assume that there is no structure S 2 in G such that vertices of S 2 cover 8 edges and G − S 2 is embeddable, no special and no exceptional graph (i.e. G − S 2 has a good permutation). Therefore if G S has a triangle then there are at most two cycles of length 4 in G C and if G S has a cycle of length 4 then either G C is a triangle or d(w) = 3 and either G C is isomorphic to C 3 ∪ C 4 or G C is isomorphic to 2C 4 .
Observe that either there is at least one structure S 3 in G such that vertices of S 3 cover at least 10 edges or there is no structure S 3 in G. By Lemma 9 we may assume that the structure S 3 does not exist in G. Therefore if G S has a triangle then G C is a cycle of length 4 and if G S has a cycle of length 4 then either G C is a triangle or the union of two cycles of length 4. If G C is a cycle of length 4 or G C is a triangle then we are able to obtain a graph of order 8 from G by removing l 1 − 1 vertices of degree 1. Every obtained graph of order 8 has a good permutation (without fixed points) and we can extend such a good permutation on 8 vertices to a good permutation of G. Finally, let us suppose that G S has a cycle of length 4, d(w) = 3 and G C is the union of two cycles of length 4, i.e.
Case VII: The graph G is the union of cycles: Let C l denote a cycle of length l, l 3. If there is a cycle of length at least 5 then its four successive vertices satisfy the condition A of Lemma 8 and cover 5 edges. Therefore it is enough to consider the case when the subgraph of G induced by the remaining vertices is not embeddable. Hence we may assume that either there is no cycle of length at least 5 or G is one of the following graphs: Hence we may assume that every cycle of G has length 3 or 4. By induction hypothesis and by Lemma 9 we may assume that there are no structures S 2 in G such that vertices of S 2 cover 8 edges and G − S 2 is embeddable, no special and no exceptional graph (i.e. G − S 2 has a good permutation). This assumption implies that either G has at most one cycle of length 4 or G = 2C 4 ∪ 2C 3 or G = 3C 4 or else G = 2C 4 ∪ C 3 . Since n 9, if G has one cycle of length 4 then G has at least two triangles and if G has no cycles of length 4 then G has at least three triangles. By Lemma 9 we may assume that there are no structures S 1 in G such that vertices of S 1 cover 9 edges and G − S 1 is embeddable. Hence we obtain that either G = C 4 ∪ 2C 3 or G = C 4 ∪ 3C 3 or G = 5C 3 or G = 4C 3 or G = 3C 4 or else G = 2C 4 ∪ C 3 .
• 3C 3 then (a 0 a 1 b 0 b 1 )(a 2 a 3 c 0 c 1 )(d 0 c 2 d 1 b 2 )(d 2 ) is a good permutation of G, where It is clear that for every embeddable, non-special and non-exceptional graph of order and size n exactly one of possibilities I-VII holds.
