ABSTRACT In multiband/multifunction radars, the received echoes are usually multiband signals consisting of several subbands with different carrier frequencies. Digital acquisition of the in-phase and quadrature (I and Q) components of each subband is important for the extraction of radar targets. However, the existing acquisition methods are inefficient because their sampling rates are at least twice of the effective bandwidth, also known as the Landau rate. In this paper, we merge the quadrature compressive sampling into the uniform sampling technique for multiband signals, and develop a multiband quadrature compressive sampling (MQuadCS) system. The MQuadCS system first applies the random modulation to generate a compressive multiband signal, and then utilizes the uniform sampling to output the samples of the compressive multiband signal at its Landau rate. As the Landau rate of the compressive multiband signal is much less than that of the received echo, the MQuadCS achieves the sub-Landau rate sampling. With the assumption of sparse targets, the I and Q components of each subband can be independently recovered by the corresponding samples separated from the compressive multiband samples. For the independent recovery, we establish the model of MQuadCS system parameters and provide a sufficient condition to ensure the existence of the system parameters. To guarantee successful recovery of each subband, we introduce the frequency domain representation of the MQuadCS and then derive the reconstructability condition via restricted isometry property analysis. Furthermore, we design a system parameter optimization scheme to improve the recovery performance. Theoretical analyses and simulations validate the efficiency of the MQuadCS system. INDEX TERMS Multiband signal, compressed sampling, quadrature sampling, analog-to-information conversion.
I. INTRODUCTION
In multiband/multifunction radar systems, a radar receiver often receives a multiband echo signal from a radar scene illuminated by a multiband radar or multiple single-band radars with different carrier frequencies [2] - [4] . In general, the received echo consists of multiple bandpass signals (also called subband signals) with no overlapped spectra and occupies a large bandwidth. It has been shown that a multiband signal can be sampled without loss of information at the rate of f s ≥ 2B [5] , where B = L l=1 B l is the effective bandwidth of the multiband signal with L subbands and B l is the bandwidth of the l-th subband. Even by the Landau rate [6] , f s = 2B, digital acquisition of the multiband echo has become a serious bottleneck in the development of multiband/multifunction radar systems.
The sampling of multiband signals has received wide attention in radar and communication communities [7] - [11] .
In the past, almost all works focused on the sub-Nyquist sampling of multiband signals, aiming to approaching the Landau rate. Two well-known techniques are uniform sampling (US) [7] , [8] and periodically non-uniform sampling (PNS) [9] - [11] . Based on the bandpass sampling theory [12] , the US method samples the multiband signal at the sub-Nyquist rate. The in-phase and quadrature (I and Q) components of each subband can be independently extracted from the samples by the digital quadrature demodulation (DQD) technique [13] , whenever the spectra of discrete subband signals do not overlap with each other [8] . One of the drawbacks is that the sampling rate highly depends on the carrier frequency f 0 l and bandwidth B l of each subband (l = 1, 2, . . . , L), and is usually much larger than the Landau rate [14] . To achieve the Landau rate, both f 0 l and B l (l = 1, 2, . . . , L) have to be specifically chosen [8] . In contrast, the PNS method utilizes several sampling S. Chen, F. Xi: Quadrature Compressive Sampling for Multiband Radar Echo Signals FIGURE 1. The structure of the MQuadCS system. channels with the same sampling rate but different initial sampling instants, and it always achieves the Landau rate. However, it cannot directly extract the I and Q components of each subband and its performance is sensitive to the accuracy of initial sampling instants. The recently developed compressive sensing (CS) theory [15] , [16] brings us a new concept on the sub-Nyquist sampling. Two schemes [17] , [18] have been produced to compressively sample the multiband signal with unknown f 0 l and B l . In [17] , the random demodulation system [19] is used to sample the multiband signal. The sampling rate should be not less than 4B log (42/δ) with δ ∈ (0, 0.2) [17] , which is much larger than the Landau rate. In [18] , a modulated wideband converter system is designed for multiband signal sampling. The Landau rate is achieved when f 0 l and B l are known, and the I and Q components of each subband can be directly extracted. However, system complexity significantly increases when the sampling rate approaches to the Landau rate.
With the advance of CS theory [15] , [16] , this paper studies the sub-Landau rate sampling of the multiband radar echo and the extraction of I and Q components of each subband from the sub-Landau rate samples. In [20] and [21] , we presented a quadrature compressive sampling (QuadCS) system for sub-Landau rate sampling of a single-band radar echo by exploiting its inherent sparsity. We now generalize the QuadCS to sample the multiband radar echo and propose a multiband quadrature compressive sampling (MQuadCS) system. The results of this work were presented in part in the conference paper [1] . As shown in Fig. 1 , the MQuadCS consists of a sub-Landau sampling subsystem and a multiband demodulation subsystem. In the sub-Landau sampling subsystem, the received multiband echo is first mixed with L spreading signals p l (t) (whose bandwidth B p l is not less than B l ), respectively, to generate L spectrum-spreading signals. And then these spectrum-spreading signals are passed through L bandpass filters h l (t) (whose center frequency and bandwidth are f h l and B cs l , respectively) to create a compressive multiband signal with the effective bandwidth B cs = L l=1 B cs l . In practice, we set B cs l < B l , and thus we have B cs < B. With proper setting of p l (t) and h l (t), we can sample the compressive multiband signal y(t) at its Landau rate by the US method. Provided that each subband of y(t) contains only the information on the corresponding subband echo, all the subbands can be separately processed. With the DQD technique, the multiband demodulation subsystem independently extracts the compressive I and Q components of each subband. The I and Q components of each subband at the Nyquist rate can be recovered under the assumption of sparsity as that in CS recovery [20] . To guarantee the successful reconstruction of each subband, we derive the reconstructability condition for the MQuadCS.
The proposed MQuadCS, to the best of our knowledge, is the first one to perform the sub-Landau rate sampling of multiband signals. The crux of the proposed system is to design L random modulation channels, such that each subband of the compressive multiband signal contains only the information on the corresponding subband echo and the compressive multiband signal can be Landau-rate sampled by the US method. To achieve these requirements, we introduce the constraints on the spreading signals and the bandpass filters. As the spreading bandwidth B p l and the center frequency f h l are two key system parameters of the MQuadCS, we establish the model of these two system parameters. Thereafter, we provide a sufficient condition to guarantee the existence of the two system parameters and design a parameter optimization scheme to improve recovery performance. VOLUME 5, 2017 The main contributions of this paper are as follows. i) We derive a sufficient condition for the existence of system parameters according to the established system parameter model. The sufficient condition is dominated by a metric ρ max l (l = 1, 2, . . . , L), which relies on the carrier frequencies f 0 l , the subband bandwidths B l and the compressive bandwidths B cs l . When all the ρ max l are no less than f cs s = 2B cs , the system parameters necessarily exist. This sufficient condition is easy to satisfy by tuning the parameters of radar transmitted signals. ii) We represent the MQuadCS in frequency domain and then establish the reconstructability condition of each subband through the restricted isometry property (RIP) [22] analysis. The analysis result shows that the K -sparse subband echo can be recovered for high probability with the compressive bandwidth B cs
where T is the observation interval. This theoretical result is superior to the QuadCS in [20] , which requires
We provide a parameter optimization scheme to improve recovery performance. We find that the recovery performance can be improved by reducing the frequency offset between f 0 l and f h l , and the effect of the frequency offset is mitigated to some extent by the increasing of B p l . The proposed scheme exhaustively searches all the possible system parameters f h l and B p l to minimize the frequency offset. The system parameters are necessarily found if they exist.
The rest of this paper is organized as follows. Signal model and its sparse representation are given in Section II. The MQuadCS and its operation principle are explained in Section III. The model of the MQuadCS system parameters and the sufficient condition on the existence of system parameters are presented in Section IV. The frequency domain representation of the MQuadCS and the corresponding RIP condition are derived in Section V. The system parameter optimization scheme is provided in Section VI. Section VII shows simulation experiments and Section VIII concludes the paper.
Before proceeding, we briefly introduce some mathematical notation that we will use throughout the paper. To avoid confusion, a real signal, a complex signal and the Fourier transform of a continuous signal are represented as s (t), s (t) andŜ (f ), respectively. Bold letters denote the matrices or vectors. Re {·} and Im {·} take the real part and imaginary part of {·}. (·) * , (·) T and (·) H represent complex conjugation, transposition, and conjugate transposition of (·), respectively.
II. SIGNAL MODEL AND PROBLEM STATEMENT
We consider a multiband radar system, in which there are L transmitters and each transmitter launches a bandpass radar signal to detect the same or different radar scenes. The spectra of the transmitted signals do not overlap with each other. For the l-th transmitter, the transmitted signal is
where a l (t), φ l (t) and f 0 l are the envelop, phase and carrier frequency of the transmitting signal, respectively. Without loss of generality, we assume that f 0
Furthermore, we assume that there are K l non-fluctuating point targets in the l-th radar scene. Then the echo signal of the l-th radar scene can be represented as
where t k l , ν k l and ϕ k l are the time delay, reflectivity and phase offset of the k l -th target, respectively. The signal r l (t) has a bandpass spectrum with the center frequency f 0 l and bandwidth B l , where B l is the bandwidth of s l (t). The received multiband echo signal is given as
The signal r(t) is an L-band signal with the l-th bandwidth B l centered at the frequency f 0 l . Its effective bandwidth is defined as B = L l=1 B l . Denotes 0 l (t) = a l (t)e jφ l (t) as the complex baseband signal of the l-th transmitted signal s T l (t) andν k l = ν k l e jϕ k l with
The complex envelopes l (t) of the signal r l (t) is expressed as
Then the I and Q components of r l (t) are respectively defined as
The target information of the l-th radar scene is completely included in the complex envelopes l (t) or the I and Q components, I l (t) and Q l (t). Note that r l (t) can be described as r l (t) = Re s l (t)e j2πf 0 l t . Then the received echo is given by
To apply the CS theory,s l (t) should be sparse in some dictionary [15] . In radar applications, the waveformmatched dictionary [20] is often considered. For the l-th radar scene, the waveform-matched dictionary consists of all time-shifted versions ofs 0 l (t) with the timedelay interval τ 0 l = 1/B l . In the observation interval T , the waveform-matched dictionary is given by i.e.,
The complex envelopes l (t) in (4) can be represented as
are called coefficient vector and dictionary vector of the l-th radar scene, respectively. For K l targets,s l (t) is said to be K l -sparse in the waveformmatched dictionary˜ l (t) if K l N l . With sparse representation in the waveform-matched dictionary, this paper focuses on the design of a sub-Landau rate sampling system, the MQuadCS, to acquire the compressive I and Q components of each subband from the received echo r(t) and recover the corresponding Nyquist-rate I and Q components.
III. MULTIBAND QUADRATURE COMPRESSIVE SAMPLING (MQuadCS) SYSTEM
In this section, we leverage the QuadCS structure and the US method to design the MQuadCS system and analyze its operating principle. As shown in Fig. 1 , the MQuadCS consists of two parts: a sub-Landau sampling subsystem and a multiband demodulation subsystem. Its output is the compressive I and Q components of each subband, which are exploited to recover the Nyquist-rate I and Q components.
A. SUB-LANDAU SAMPLING SUBSYSTEM
The sub-Landau sampling subsystem is composed of L random modulation and bandpass filtering channels. Let the random spreading signal p l (t) be of lowpass with the bandwidth 
l . We require that the above parameters satisfy the following assumptions:
, which provides that the spread spectrum of the subband signal r l (t) has a spectrum region which does not overlap with the spread spectra of the adjacent subband signals r l−1 (t) and r l+1 (t), as shown in Fig. 2(b) 
, which guarantees that the output y l (t) of thel-th bandpass filter contains only the information of r l (t), as shown in Fig. 2 When the assumptions (A.1) ∼ (A.3) hold, the compressive output y(t) is a multiband signal with the l-th subband y l (t) having the bandwidth B cs l and center frequency f h l .Moreover, the l-th subband y l (t) contains only the information of the subband signal r l (t). Let us sample y(t) by the US method. We can recover the I and Q components of each subband independently since all y l (t) do not interfere with each other after sampling [7] . In other words, the assumptions (A. In the next section, we will discuss the setting of these parameters in details.
Referring to Fig.1 , the compressive output of the l-th channel is represented as
With the above assumptions, (9) can be simplified as
wheres cs l (t) is the compressive complex envelope ofs l (t)
We denote I cs l (t) = Re s cs l (t) and Q cs l (t) = Im s cs l (t) as the compressive I and Q components of the l-th subband, respectively. The compressive output y(t) is given as 
With the US method, we know that the spectrum of y [m] in the spectral range −f cs s /2, f cs s /2 consists of only one spectral replica of each compressive subband signal y l (t), and these spectral replicas do not overlap with each other [8] . do not overlap with each other, they can be separated in subsequent processing.
For explicit exposition of the operating mechanism, Fig. 2 shows the variations of signal spectra in each stage of the sub-Landau sampling system. Fig. 2(a) is the spectrum of r(t). Three adjacent subband signals, r l−1 (t), r l (t) and r l+1 (t), are given as an illustration. Fig. 2(b) is the spreading spectrum of r(t) in the l-th channel. The spreading spectrum of r l (t) is partially overlapped with the spreading spectra of the adjacent subband signals r l−1 (t) and r l+1 (t), while a nonoverlapped region exists at the same time. Fig. 2(c) shows the spectrum of y l (t), which is located in the non-overlapped region by bandpass filtering. Fig. 2(d) shows the spectrum of y(t). In comparison with Fig. 2(a) , the effective bandwidth is substantially reduced. [8] . They may be different from that shown in Fig. 2 (e).
B. MULTIBAND DEMODULATION SUBSYSTEM
The multiband demodulation subsystem consists of L DQD channels [8] . In the l-th DQD channel, the samples of I cs l (t) and Q cs l (t) (18) where
. It is notable that the proposed MQuadCS can be decomposed into L independent QuadCS systems. Each channel in the sub-Landau sampling/multiband demodulation subsystem corresponds to the low-rate sampling/quadrature demodulation subsystem of the QuadCS [20] . Different from the QuadCS in [20] , the MQuadCS limits the bandwidth of the spreading signals for independent recovery and shares an ADC for reduced hardware overhead.
C. RECONSTRUCTION OF THE I AND Q COMPONENTS
For separable compressive subband signals y l (t), we can independently reconstruct the I and Q components of each subband.
Inserting (8) into (11), we can represents cs l (t) as
Then the complex compressive samples cs
In the matrix form, we express (20) as
is the number of complex compressive samples in the observation interval T and
The CS theory states thatν l can be successfully recovered froms cs l if the sensing matrixM l satisfies the RIP [22] . The matrixM l is said to satisfy the RIP with a constant δ K if the following inequality holds for every K -sparse vectorν
For the matrixM l satisfying the RIP, the sparse vectorν l can be recovered by solving the following l 1 -norm regularized optimization problem [22] 
In practice, the received echoes are often contaminated by the noise. For an additive noise, the measurement vectors cs l is given bys cs l =M lνl +ñ cs l (25) whereñ cs l is the compressive samples of the additive noise in the l-th channel. In this case, the reconstruction of the sparse vectorν l is to solve
where ε is a small parameter determined by the noise distribution. In many radar scenes, clutter is often present due to echoes from volume or surface scatterers. Without special processing scheme, it has a serious impact on the recovery performance in (24) and (26) , since the clutter is considered as a large number of false targets and thus destroys the sparsity assumption. In [23] , we have provided a pulse-Doppler processing scheme for the QuadCS system to mitigate the clutter. This scheme can be directly utilized to each subband of the MQuadCS system.
IV. PARAMETERS SETTING OF THE MQuadCS SYSTEM
In the MQuadCS, the assumptions (A.1) ∼ (A.4) put forward the fundamental requirements on the system parameters. The assumptions (A.1) ∼ (A.3) guarantee independent recovery of each subband, while the assumption (A.4) ensures sub-Landau rate sampling of r(t). As known from these assumptions, the spreading bandwidth B p l , the center frequency f h l and the compressive bandwidth B cs l are three key system parameters to achieve the sub-Landau rate sampling. As B cs l are pre-specified with the system performance requirement [23] - [25] , we focus on the setting of the other two parameters, B p l and f h l , in this section. We first establish the model of the two system parameters and then deduce a sufficient condition to ensure the existence of system parameters.
A. THE MODEL OF SYSTEM PARAMETERS
For independent recovery, we only consider the assumptions (A.1) and (A.3), since the assumption (A.3) implicitly contains the assumption (A.2). Then the system parameters must satisfy
and
where
represents the non-overlapped region of the spreading spectra in Fig. 2(b) . We can express (28) as the following two groups of inequalities
where f U 0 = 0 and f L L+1 = +∞ since the first and last subbands have only one adjacent subband. The inequalities in (29) 
. For sub-Landau rate sampling, the assumption (A.4) requires careful design of f h l and B cs l to achieve the Landau rate sampling of y(t) [8] . In our problem, we have only the choice to set f h l since B cs l is fixed. Within the US method, the spectrum of the sampling sequence y m/f cs s contains one and only one spectral replica of each compressive subband signal y l (t) in the spectral range −f cs s /2, f cs s /2 , and all the spectral replicas do not overlap with each other. When the Landau rate sampling of y(t) is achieved, the spectrum of y m/f cs s has no vacant region [8] , namely, there is no gap between any two adjacent spectral replicas. Therefore, if the order of the spectral replicas is fixed in −f cs s /2, f cs s /2 , the carrier frequency f d l of each spectral replica is determined. Then the valid center frequency f h l can be found according to (14) .
For y(t) with L subbands, there are 2 L ×L! possible spectral replica orders [8] . As the replica orders have no effect on the MQuadCS system performance, all possible replica orders need to be considered. Fig. 3 shows all possible replica orders with L = 2, where solid and dashed trapezoids are used to denote the replicas of positive frequency and negative frequency spectra, respectively. Eight possible replica orders are shown from Fig. 3(a) to Fig. 3(h) . It is seen that each replica in the spectral range 0, f cs s /2 corresponds to a subband of y(t). If we do not consider the replicas belonging to positive frequency or negative frequency spectra, the number of replica orders equals to L!. (31) where q l is a non-negative integer.
From the above analysis, the system parameters, f h l and B p l , must simultaneously satisfy the constraints (27) , (29) , (30) , and (31) with at least one possible replica order. Therefore, the parameters setting of the MQuadCS is equivalent to searching for the set S 0 , which is defined as
l satisfy (27) , (29), (30) and (31) with any one possible replica order (32) It is evident that S 0 is difficult to be searched directly because the constraint (31) changes with the replica orders, while all L! replica orders are considered together in (32) . For ease of solving, we divide S 0 into L! subsets. With a given replica order, we define the subset of S 0 as (27) , (29), (30) and (31) (29), (30) and (31) with a given replica order and a given B p l (34) Therefore, searching for the set S 1 is translated into searching for the set S 2 with a variable B p l . Remark 1: In the model (32), we assume that these is no gap between any two adjacent spectral replicas of all compressive subband signals, as shown in Fig. 3 . In practical MQuadCS system implementation, the bandpass filter h l (t) is non-ideal and a transition band exists. Then the adjacent spectral replicas will interfere with each other. In this case, we have to insert a guard band between any two adjacent spectral replicas. The cost is that the sampling rate is partially increased.
B. THE EXISTENCE OF SYSTEM PARAMETERS
As known from the previous subsection, f h l and B p l exist if and only if S 0 is not empty. However, the non-emptyness of S 0 is difficult to be determined by an explicit condition. In this subsection, we address the existence of the system parameters according to the set S 2 . If one of the set S 2 is not null, S 0 is necessarily not null.
For convenience of description, we define several sets about f h l as follows, Obviously,
Furthermore, we define the intersection between S 3 and S 4 as
From (36) and (37), we have S 2 = S 5 ∩S 6 . For an arbitrarily selected set S 2 , the replica order is fixed in S 5 , but we do not know which the replica order is. The f c l in (31) may appear at any location in the spectral range 0, f cs s /2 . However, from (31), we know that the set S 5 consists of two discrete frequency sequences with the same frequency space, and the frequency space is f cs s . On the other hand, the set S 6 is a continuous interval. Therefore, if the measure of S 6 , denoted as ρ l , satisfies ρ l ≥ f cs s , the set S 2 , the intersection between S 5 and S 6 , is necessarily non-empty. In fact, ρ l changes with B In the case of Fig. 4(b) , ρ l also reaches the maximum value. 
The maximum measure equals to
It is noticed that, in all four cases, ρ max l only depends on the carrier frequency f 0 l , the subband bandwidth B l and the compressive bandwidth B cs l . Therefore, The condition on the existence of the system parameters is easy to examine and is conveniently satisfied by tuning the parameters of transmitted signals.
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V. RESTRICTED ISOMETRY PROPERTY OF THE MQuadCS SYSTEM
This section studies the reconstructability of the proposed MQuadCS system via the RIP analysis. By representing the sensing matrixM l in the frequency-domain, we prove that M l satisfies the RIP with an appropriate setting of the compressive bandwidth B cs l . The established RIP ensures that the signal reconstruction done as (24) or (26) is valid.
Before proceeding, we make the following assumption to simplify the analysis: (B.1). The spectrumŜ 0 l (f ) of the signals 0 l (t) satisfies Ŝ 0 l (f ) ≡ 1, i.e., the amplitude spectrum ofs 0 l (t) is constant. (B.2). The bandpass filter h l (t) is ideal with the frequency responseĤ l (f ):
whereĤ 0 l (f ) is the frequency response of an ideal lowpass filter 
The assumption (B.1) guarantees the orthogonality of the waveform-matched dictionary. And the assumptions (B.2) ∼ (B.5) are made for the ideal settings. These assumptions are reasonable to simplify the analysis.
A. FREQUENCY-DOMAIN REPRESENTATION OF THE MQuadCS
We first derive the Fourier transform of the signals cs l (t), denoted asŜ cs l (f ), according to the representation (11 
whereŜ l (f ) is the Fourier transform ofs l (t). According to (11), we can expressŜ cs l (f ) aŝ
WithĤ 0 l (f ) given in (47), we can get the following result (51) where 
whereρ i is defined as
Considering the sparsity ofs l (t) as (8), the spectrumŜ l (f ) has the following form
Inserting (54) into (52), we havê
T be the frequency-domain compressive measurement vector, and W = {W ni } ∈ C N l ×N l be a discrete Fourier matrix with
and T ( ) ∈ C M l ×N l is a Toeplitz matrix generated by the
In (56), the sequence l is defined as
Therefore, the frequency-domain equivalence of the MQuadCS can be represented aŝ
is the frequency-domain sensing matrix corresponding toM l . The frequency-domain representation (60) reveals the inherent structure of the MQuadCS. The matrixM l can be factorized into three parts: a random Toeplitz matrix determined by the spreading signal p l (t), a diagonal matrix determined by the spectrum of the baseband transmitted signals 0 l (t) and a discrete Fourier matrix. Due to different spreading signals, the factorization ofM l in the MQuadCS is different from that in the QuadCS. As a result, the RIP analysis in [20] is no longer suitable for the MQuadCS. In the following, we will establish the RIP of the MQuadCS according to the special structure ofM l .
B. RIP ANALYSIS OF THE FREQUENCY-DOMAIN SENSING MATRIX
In this subsection, we derive the RIP condition of the MQuadCS. The RIP guarantees that the proposed MQuadCS is a valid candidate for the sub-Landau rate sampling of multiband radar echoes.
The concentration of measure (CoM) inequality [26] - [29] is one of the leading techniques utilized to prove the RIP of the sensing matrix in the CS theory. In the following discussion, we will first establish the CoM inequality for the structured matrix M ( ) = T ( )Ŝ 0 W, and then utilize the established CoM inequality to derive the RIP condition of the matrixM l .
Lemma 1: Letν ∈ C N l be a fixed K -sparse vector. If is a random sequence with i.i.d. complex Gaussian entries with zero mean and unit variance, then for any ε ∈ (0, 1), we have
denotes a row vector containing the first N l entries of the i-th row of the dis-
is an index set with | | = K , and W ∈ C N l ×K is a matrix containing the columns of W indexed by the set .
Proof: see Appendix A. The result shows that the probability bound of the CoM equality of the matrix M ( ) depends on the quantity µ K S , which is determined by the sparsity K and the spectrum S 0 l (f ). Generally, the value of µ K S is difficult to be computed. In Subsection VII.A, we adopt the numerical simulations to establish the empirical result of µ K S for the linear frequency modulated (LFM) and phase-coded waveforms. The results show that, for these typical radar signals, the value of µ K S is almost linearly proportional to log (K ).
With Lemma 1, we can derive the RIP condition of the matrixM l .
Theorem 2: If the Fourier coefficientsρ i of the spreading signal p l (t) are i.i.d. complex Gaussian entries with zero mean and unit variance, the matrixM l has restricted isometry constant δ K with the probability exceeding 1 − η when
where c 0 = 1 + log (12) and c δ K ,η = log (2) + log δ −1 K + log η −1 is a constant determined by δ K and η.
Proof: see Appendix B. Theorem 2 states that, if the number of compressive measurements M l is appropriately chosen according to the sparsity K and the signal dimension N l , the RIP of the MQuadCS system is guaranteed. According to the empirical result of µ K S established in Subsection VII.A, we know that M l = O (K log (K ) log (N l /K )) are sufficient to guarantee the reconstruction of a K -sparse signal in the l-th channel of the MQuadCS. This result is superior to that in the QuadCS, which requires M l = O K 2 log (N l /K ) [20] . This difference stems from the spreading signals employed in the both systems, which lead to different structures of the sensing matrix and thus corresponding analytical methodologies. In fact, the spreading signal in the MQuadCS is applicable to the QuadCS.
According to Theorem 2, we can establish the relationship among the compressive bandwidth B cs l , the subband bandwidth B l and the observation interval T .
Corollary 1: With the same spreading signal p l (t) in Theorem 2, the matrixM l has restricted isometry constant δ K with the probability exceeding 1 − η when
where c 0 and c δ K ,η are the constants similar to (64). VOLUME 5, 2017 FIGURE 5. The spectrum of the mixed signal p l t ψl n t e
Proof: Inserting the relations B l = N l /T and B cs l = M l /T into (64), we have (65).
With the empirical result of µ K S , Corollary 1 demonstrates that the MQuadCS system with the compressive bandwidth
is sufficient for high probability recovery of a K -sparse baseband signal with the bandwidth B l .
VI. PARAMETER OPTIMIZATION OF THE MQuadCS SYSTEM
As known from Section V, the MQuadCS satisfies the RIP with feasible system parameters, where the reconstructability is theoretically guaranteed. However, different feasible system parameters have effect on practical recovery performance. In this section, based on the mode (34) of the system parameters, we provide a parameter optimization scheme to improve the recovery performance. The effectiveness of this scheme will be validated by numerical simulations in the next section.
For the sensing matrixM l satisfying the RIP, both the spreading signal p l (t) and the atomψ l n (t) commonly have flat spectra. However, the spectrum of the mixed signal p l (t)ψ l n (t) e j2π f 0 l −f h l t is not flat and has higher power spectral density within the neighborhood of the frequency f 0 l −f h l , as shown in Fig. 5(a) , where p l (t) is generated by (48) andψ l n (t) is produced by the typical LFM waveform with
Therefore, our scheme is to solve (68) by solving (67) with all the replica orders. Note that the proposed scheme exhaustively searches all the possible f h l and B p l . The system parameters are necessarily found if they are not null. Table 1 shows the pseudo-code to search the group off h l for a given replica order. The details are explained as follows. For simplicity, assume that the given replica order is
With the optimal group off hwhere T b = 1/B l is the bit duration, M b = T l p /T b is the number of bits,b m = exp (jφ m ) and the set of M b phases φ 1 , φ 2 , · · · , φ M b is the phase code associated withs 0 l (t). For different radar applications, the different phase codes have been designed. The Zadoff-Chu code [31] , [32] is assumed in the simulation. For an ESEB multiband signal, all bandwidths B l are identical for l = 1, 2, . . . , L and the carrier frequency spaces f l = f 0 l+1 − f 0 l between two adjacent subbands are all the same. Omit the subscript l of f l , we express the carrier frequencies as f 0 l = f 0 1 + (l − 1) f . To avoid the spectral aliasing between two adjacent subbands, the space f necessarily satisfies f ≥ B l .
In the simulations, the ESEB multiband echo consists of four subbands. The signal parameters are set as B l = 100 MHz, In the MQuadCS, the spreading signal in each channel is randomly generated. All the compressive bandwidths are set as B cs l = 10 MHz, and then the sub-Landau sampling rate is f cs s = 80 MHz. Due to space limitation, the phase-coded waveform is only simulated in Subsection VII.A. As the same theoretical result to the LFM waveform, it will have the similar recovery performance.
A. EMPIRICAL ESTIMATION OF µ K S
In this subsection, we establish the empirical estimation of µ K S in the derived RIP condition (64). According to the proof of Lemma 1 in Appendix A, µ K S is exploited as an upper bound of the signal-dependent quantity ρ (ν). It can be determined by the formula (63) independent to the sparse vectorν. However, the upper bound in (63) is highly pessimistic [28] . Therefore, we estimate the value of µ K S by computing the least upper bound (a.k.a. supremum) of ρ (ν). In our simulations, we randomly generate a set of K -sparse vectorsν and determine the empirical estimate of µ K S as the maximum value of ρ (ν) among this set of vectorsν. The size of the set is 1 × 10 4 . Fig. 6 and Fig. 7 show the numerical results of the supremum of ρ (ν) for the LFM and phase-coded waveforms, respectively. It is seen that the supremum of ρ (ν) grows almost logarithmically with the increasing of the sparsity K . For the cases with different compressive bandwidth B l cs , the supremum of ρ (ν) always obeys this rule. The solid lines in the figures give the results of the linear regression by the least-squares (LS) fitting on the numerical results, which is consistent with the simulated results. The fitted curves verify that the supremum of ρ (ν), i.e., the optimal value of µ K S , is linearly proportional to log (K ). With these numerical experiments, we can establish the empirical estimate of µ K S as
where c 1 and c 2 are constants determined by B l cs . As the fitted curves of above two waveforms have the same law of change with the sparsity K , we infer that other typical radar waveforms will have the similar behavior. From Theorem 2, we know that the required number of compressive measurements for the MQuadCS system is about O (K log (K ) log (N l /K )), which is close to the optimal sampling rate O (K log (N l /K )) in the CS theory [15] . Therefore, the MQuadCS is an efficient system structure for the sampling of multiband radar echoes. similar reconstruction performance in all four subbands and it is comparable to the original QuadCS. The slight performance difference among the four subbands stems from the corresponding spreading signals. Therefore, the MQuadCS effectively samples multiband radar echoes at the sub-Landau rate in the noise-free case. Comparing Fig. 8(a) with Fig. 8(b) , we find that the increasing of B p l has a weak influence on the PSR performance. The reason is that there is no offset between f h l and f 0 l in these simulations. In the noisy case, Fig. 9 demonstrates the curves of the RSNR as a function of the sparsity K l for all four subbands with given ISNRs. It also indicates that all four subbands have almost the same RSNR performance and each subband of the MQuadCS approaches to an independent QuadCS. For the both systems, Fig. 9 reveals that the larger sparsity leads to the smaller RSNR. This is because targets with small reflectivity are more prone to be considered as noise when the sparsity increases. Fig. 10 displays the variations of the RSNR versus the ISNR for all four subbands with given sparsities. We find that the larger the ISNR is, the larger the RSNR is. Similar to Fig. 9, Fig. 10 also confirms that the MQuadCS system successfully recovers each subband echo in the noisy case and its RSNR performance is similar to that of four independent QuadCS systems.
C. PARAMETER OPTIMIZATION OF THE MQuadCS SYSTEM
In this subsection, we evaluate the search ability of the proposed parameter optimization scheme. We assume that the carrier frequency f 0 1 of ESEB multiband signals is uniformly distributed in the frequency range [1 GHz, 4 GHz]. Fig. 11 displays the probability of finding the system parameters versus the frequency space f . It is seen that the system parameters are found with 100% probability when f ≥ 170 MHz. For the US method, the Landau rate is achieved only if f is the special integer multiple of B l and f 0 1 = nf Lan s , where n is a nonnegative integer [14] . In comparison with the US method, the MQuadCS has not only less sampling rate but also more degree of freedom for transmitted signal design. Note that the constraint (30) implies
l for the ESEB multiband signal. This is a necessary condition on the MQuadCS, and then the frequency space must satisfy f ≥ 155 MHz. From  Fig. 11 , we know that the requirement on f in the proposed scheme is slightly stricter than the necessary condition. On the other hand, Theorem 1 requires f ≥ 195 MHz to ensure the existence of the system parameters. In this case, the proposed scheme always finds the system parameters. In fact, the proposed scheme adopts the exhaustive search strategy. The system parameters are necessarily found if they are not null. We can affirm that the necessary and sufficient condition is f = 170 MHz for the ESEB multiband signal. The proposed scheme is effective to search system parameters. 
D h
min approximates to zero with the majority of f 0 1 . Similar result is set up with some other kinds of f because of the periodicity in Fig. 12 . Note that f and f 0 1 are both the transmitted signal parameters. We can obtain better system performance through jointly optimizing the parameters of the transmitted signals and the MQuadCS.
D. RECONSTRUCTION PERFORMANCE OF THE OPTIMIZED MQuadCS SYSTEM
In this subsection, we examine the efficiency of the proposed optimization scheme by comparing the recovery performance of the MQuadCS with optimal and non-optimal parameters.
In the simulations, the carrier frequency f 0 1 and the frequency space f are respectively set as 1.005GHz and 300MHz. With the proposed optimization scheme, the group of f h l is set as 1.005GHz, 1.305GHz, 1.605GHz and 1.905GHz with the group frequency offset D h = 0. Another un-optimized group of f h l is simulated as a reference, where D h equals to 30 MHz. The reference group of f h l is set as 1.035GHz, 1.295GHz, 1.625GHz and 1.885GHz. Due to space limitation, we only show the performance of the first subband. The feasible region of the spreading bandwidth We know that the RSNR is enhanced under the larger ISNR, and the enhancement is more distinct with the larger sparsity. Based on these results, we consider that the proposed scheme effectively improves the recovery performance in the noisy case.
VIII. CONCLUSIONS
In this paper, we have developed an MQuadCS system to subLandau rate sample the multiband radar echo signals. The proposed system independently accomplishes the compressive sampling of each subband via the corresponding sampling channel in both the sub-Landau sampling subsystem and the multiband demodulation subsystem. The L-channel MQuadCS can be decomposed into L independent QuadCS systems. And its sampling rate equals to the total sampling rate of all L QuadCS systems, which is much less than the Landau rate of the multiband echo. To ensure independent recovery of each subband, we analyze the constraints on the MQuadCS and then establish the model of the feasible system parameters. We deduce a sufficient condition on the existence of the system parameters, which is easy to satisfy by tuning the parameters of transmitted signals. For each sampling channel, we introduce the frequency-domain representation of the corresponding sensing matrix and then derive the RIP condition to guarantee the recovery performance. The theoretical result is superior to that in the QuadCS [20] . Furthermore, we provide a system parameter optimization scheme to improve practical recovery performance through exhaustively searching all feasible system parameters. Theoretical analyses and simulations verify the efficiency of the proposed MQuadCS system.
APPENDIX
A. PROOF OF LEMMA 1
The proof of Lemma 1 follows the results of the CoM inequality for the random Toeplize matrices developed in [28] . First, the CoM inequality of T ( ) is directly given for any (not necessarily sparse) vectorã ∈ C N l . Then the result is applied to the sensing matrix M ( ) = T ( )Ŝ 0 W for the K -sparse vectorν ∈ C N l .
According to [28, Th. 1] , for any fixed vectorã ∈ C N l , if has i.i.d. complex Gaussian entries with zero mean and unit variance, we have where ρ (ν) = ρ ã . It is noted that the probability in (A.3) is determined by the value of ρ (ν), which depends on the vectorν. By applying the results in [28] , we can derive that ρ (ν) is upper bounded by the value of µ K S for the K -sparseν ∈ C N l , i.e., ρ (ν) ≤ µ Thus, we prove Lemma 1.
B. PROOF OF THEOREM 2
The proof of the RIP follows the streamlining process developed in [29] , by utilizing the CoM inequalities. We first apply the results in Lemma 1 to derive the probability bound for any signal in a fixed K -dimensional subspace and then extend the result to all possible K -dimensional signals. In the following, we only give a sketch of the proof for the sake of saving space. Let ⊂ {1, 2, · · · , N l } be an index set with | | = K , andṼ be the set of all vectors in C N l that are zero out of . If the Fourier coefficientsρ i of p l (t) are i.i.d. complex Gaussian entries with zero mean and unit variance, the l = ρ −L 0 − l ,ρ −L 0 − l +1 , · · · ,ρ L 0 − l in (61) is a random sequence with i.i.d. complex Gaussian entries with zero mean and unit variance. By applying Lemma 1 and the covering number in [29] , we can get the following probability bound for all the K -sparse vectorν ∈Ṽ P (1 − ε) ν 
