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L’intelligence, c’est la faculté d’adaptation.
— André GIDE.
Résumé
La réutilisation à grande échelle de composants logiciels se révèle être un challenge pour la concep-
tion de nouvelles applications. Dans la grande majorité des cas, pour être intégrés à une applica-
tion, les composants disponibles ont besoin d’être adaptés afin de faire face à la multiplicité des
environnements de déploiement dotés de caractéristiques variables. Ainsi, pour éviter le redévelop-
pement de nouveaux composants et favoriser la réutilisation, de nombreuses approches ont proposé
des techniques permettant d’adapter le comportement de composants existants. Cependant, adapter
le comportement de composants n’est pas suffisant pour permettre leur réutilisation : il faut égale-
ment adapter leur structure. Or, aucune approche existante ne permet de répondre pleinement à ces
besoins en adaptation structurelle. Ainsi, notre objectif est de proposer une approche, appelée Scor-
pio, permettant d’adapter la structure de composants. Nous nous focalisons plus particulièrement
sur des composants existants. Dans un premier temps, nous nous sommes intéressés à l’adaptation
structurelle de composants existants en proposant un processus permettant leur ré-ingénierie vers de
nouvelles structures. Puis, pour répondre aux besoins liés à une adaptation sans interruption de l’exé-
cution, nous avons proposé des mécanismes permettant de prendre en charge l’adaptation dynamique
de ces composants. Partant du constat qu’un certain nombre d’environnements, tels que les environne-
ments ubiquitaires, nécessite une automatisation du processus d’adaptation, nous avons proposé alors
de prendre en charge ces besoins à travers une approche permettant l’auto-adaptation structurelle de
composants logiciels. Enfin, nos propositions ont été mises en œuvre d’une part par la réalisation du
prototype Scorpio-Tool implémenté en Fractal et d’autre part, par la définition et le développement
d’un scénario ubiquitaire permettant l’expérimentation de ces propositions.
Mots-clés : Composant logiciel, réutilisation, ré-ingénierie, adaptation structurelle, adaptation statique,
adaptation dynamique, auto-adaptation, restructuration, distribution, refactorisation, orienté objet, Frac-
tal.
Abstract
Software component re-use is a challenge for designing new applications. In many cases, the exist-
ing components require to be adapted because of the large variety of existing software and hardware
environments. To avoid component redevelopments, many approaches proposed techniques allowing
an administrator to adapt the component behaviors. However, in certain cases such as in ubiquitous
environments, adapting behavior is insufficient to allow its re-use: it also requires adapting its struc-
ture. However, few works propose approaches allowing us to adapt the component structure and in
these works, only composite component can be adapted. Thus, we aim at defining, in this thesis,
an approach for adapting monolithic and composite component structures in order to increase their
reusability. First, we propose a static structural adaptation technique which is based on a restructur-
ing process which allows us to transform an existing component into a component whose structure
matches with the new needs. Then, we develop an approach for runtime structural adaptation which
is based on a runtime adaptable component model. Finally, we introduce self-adaptation mechanisms
into our model, dedicated to components deployed in ubiquitous environments. We experiment our
approach by implementing a prototype called Scorpio-Tool, which allows us to adapt Fractal compo-
nents and by creating an ubiquitous scenario where structural adaptation is required.
Keywords: Software component, software reuse, reengineering, structural adaptation, static adaptation,
runtime adaptation, self-adaptation, restructuration, distribution, refactoring, object-oriented, Fractal.
Classification ACM
Catégories et descripteurs de sujets : D.2.7 [Software Engineering]: Distribution, Maintenance,
and Enhancement—Restructuring, reverse engineering, and reengineering.
Termes généraux : Algorithms, Design, Experimentation, Performance.
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Introduction
Problématique et objectifs de la thèse
L’ingénierie des composants logiciels [101, 123] vise à réduire les coûts de développement d’une
application par la réutilisation et l’assemblage de composants préfabriqués tels que les COTS1 [67].
Cependant, dans la majorité des cas, les composants logiciels existants ne peuvent pas être réutilisés
tels qu’ils sont fournis. En fait, l’utilisation d’un composant logiciel dans un contexte différent de celui
pour lequel il a été conçu, relève du défi à cause notamment de la grande diversité des environnements
logiciels et matériels existants ne permettant pas de concevoir des systèmes génériques capables d’être
déployés sur tout type de support et dans n’importe quel contexte.
Dans les cas où un composant ne peut être réutilisé de manière ad-hoc, deux solutions peuvent être
envisagées : la première solution consiste à développer à nouveau le composant afin qu’il réponde aux
nouvelles attentes liées à son utilisation. Cette solution ne peut être envisagée que dans des cas extrêmes
car elle engendre d’importants surcoûts dans la conception d’une nouvelle application logicielle. De
plus, elle est contraire aux principes mêmes des composants logiciels qui ont pour objectif principal
de permettre la réutilisation à grande échelle. La deuxième solution consiste à adapter les composants
logiciels existants afin qu’ils répondent à de nouvelles attentes.
Dans la littérature, de nombreuses approches permettant d’adapter le comportement des composants
logiciels ou bien des applications à base de composants ont été proposées. Cependant, adapter le com-
portement n’est pas toujours suffisant pour la prise en compte de nouveaux besoins. Dans certains cas,
l’adaptation de la structure du composant peut se révéler indispensable.
En effet, la nécessité d’adapter la structure d’un composant se ressent fortement dans certains envi-
ronnements, tels que les environnements ubiquitaires, où l’architecture matérielle de déploiement peut
continuellement évoluer. Cette évolution de la configuration de déploiement (par exemple, diminution
des ressources disponibles sur un composant matériel, disparition d’un composant matériel, etc.) peut
entraîner une dégradation de la qualité de services des applications déployées ou même une rupture de
leur continuité de service. Il devient alors indispensable d’adapter la structure de l’application concernée
et des entités qui la composent, en fonction des ressources matérielles disponibles de manière à garantir
une continuité de service et une qualité de service. L’adaptation de la structure d’un composant peut ainsi
consister à le fragmenter de manière à pouvoir ajuster son déploiement aux propriétés de l’architecture
matérielle (par exemple, répartition des services du composant suivant les ressources disponibles).
Or, malgré ce besoin d’adapter la structure de composants logiciels, peu d’approches ont été pro-
posées, dans la littérature, pour le prendre en compte. De plus, la plupart des approches qui traitent
l’adaptation de la structure de composants proposent leur propre modèle de composants structurellement
adaptables. Ceci peut être avantageux pour des nouveaux développements mais non profitable pour des
systèmes et des composants déjà existants.
En outre, les approches qui permettent d’adapter la structure de composants logiciels existants pré-
sentent de fortes limitations. En effet, elles considèrent les composants monolithiques2 comme des unités
de base à la composition. De ce fait, l’adaptation structurelle n’est possible que pour des composants
1Composants sur étagères.
2Composants construits comme un seul bloc, ne contenant pas de sous composants.
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déjà sous forme composite3. Elle consiste généralement à modifier la configuration du composant en
utilisant des opérations de base fournies par l’infrastructure logicielle de déploiement (i.e. modifier les
connexions entre les sous-composants, remplacer des sous-composants, etc.). Concernant les compo-
sants monolithiques, la seule adaptation possible réside dans la reconfiguration de ses attributs ; ce qui
se révèle insuffisant dans de nombreux cas (par exemple, si aucun nœud de l’infrastructure ne dispose de
ressources matérielles suffisantes pour déployer le composant monolithique dans son intégralité).
En se basant sur ces considérations, notre objectif dans cette thèse est d’étudier la problématique
de l’adaptation structurelle. Nous proposons d’étudier différentes facettes de cette problématique qui
concerne la ré-ingénierie de composants existants pour leur adaptation structurelle, l’adaptation structu-
relle dynamique de composants et enfin, leur auto-adaptation structurelle.
Plan de ce manuscrit
La problématique traitée dans ce travail résulte de l’étude menée tout au long de la thèse autour des
approches d’adaptation dans le domaine de l’ingénierie des composants logiciels. Ce mémoire est orga-
nisé en cinq chapitres :
• chapitre 1 : état de l’art : l’adaptation dans l’ingénierie des composants logiciels
Ce chapitre permet de situer le sujet de notre étude grâce à l’introduction de la problématique liée
à la réutilisation et à l’adaptation logicielle ainsi qu’à la présentation des travaux existants sur ce
thème. Ce chapitre est structuré en quatre sections principales. L’objectif de la première section
est de positionner la problématique d’adaptation logicielle par rapport à celle liée à la réutilisa-
tion. Nous montrons le besoin d’introduire de la variabilité au niveau des entités logicielles et des
applications logicielles afin de pouvoir les adapter et ainsi augmenter leur capacité à être réutili-
sées. Nous introduisons dans la deuxième section les principaux concepts et principes concernant
l’adaptation des logiciels de manière générale et ceux à base de composants en particulier. Dans
la troisième section, nous proposons une étude comparative des approches existantes permettant
l’adaptation par rapport à l’ingénierie des composants logiciels. Ainsi, nous étudions les approches
d’adaptation proposées respectivement au niveau infrastructure et au niveau applicatif. La dernière
section de ce chapitre se focalise sur l’étude de la problématique d’adaptation dans un type parti-
culier d’environnement : celui des environnements ubiquitaires. Ainsi, nous montrons au travers
de cette section les besoins spécifiques des applications ubiquitaires en termes d’adaptation ;
• chapitre 2 : adaptation structurelle de composants logiciels : contexte et problématique
Le deuxième chapitre introduit l’approche d’adaptation structurelle que nous avons appelé Scorpio
(Software COmponent stRuctural adaPtatIOn). Ce chapitre est structuré en cinq sections princi-
pales. Dans la première section, nous présentons le cadre dans lequel ces travaux ont été initiés.
La deuxième section introduit l’adaptation structurelle ainsi que les concepts qui lui sont associés.
Dans la troisième section, nous présentons les motivations de notre approche au travers de ses ap-
plications possibles. Ensuite, la quatrième section introduit la démarche pour laquelle nous avons
opté afin d’aborder les différentes facettes de l’adaptation structurelle. Enfin, nous terminons ce
chapitre en présentant, dans la cinquième section, l’exemple d’une application qui constitue notre
cas d’étude tout au long de ce manuscrit ;
3Composants contenant, par encapsulation, d’autres composants appelés sous-composants.
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• chapitre 3 : adaptation structurelle par la ré-ingénierie de composants existants
Dans le troisième chapitre, nous nous focalisons sur l’étude de l’adaptation structurelle de compo-
sants existants. Ainsi, ce chapitre introduit notre approche visant à réaliser la ré-ingénierie de ces
composants pour mettre à jour leur structure. Ce chapitre est structuré en quatre sections princi-
pales. Nous présentons dans la première section le processus permettant la transformation structu-
relle de composants existants. Ainsi, nous décrivons les objectifs de ce processus, ses contraintes et
sa stratégie de réalisation. Nous détaillons également dans cette section les différentes étapes de ce
processus. La deuxième section de ce chapitre permet de présenter le modèle de composants que
nous proposons pour supporter l’adaptation structurelle. Puis, nous présentons un modèle étendu
afin de prendre en compte la distribution du composant résultat de l’adaptation. Enfin, la quatrième
section présente notre analyse des performances de l’approche d’adaptation structurelle proposée ;
• chapitre 4 : auto-adaptation de composants logiciels
Dans le chapitre précédent, nous avons introduit l’adaptation structurelle sans présenter les méca-
nismes permettant une prise en compte des aspects dynamiques et automatiques de cette adap-
tation. Ainsi, l’objectif de ce chapitre est de montrer notre approche d’adaptation structurelle
dynamique et automatique. Ce chapitre est structuré en sept sections principales. La première
section présente les objectifs de l’auto-adaptation de manière générale puis appliqués aux envi-
ronnements ubiquitaires en particulier. Dans la deuxième section, nous exposons les besoins de
l’auto-adaptation structurelle et présentons notre démarche. La troisième section détaille notre
modèle de composants dynamiquement adaptables ainsi que l’architecture d’un composant auto-
adaptatif. Ensuite, dans la quatrième section, nous détaillons les processus d’auto-adaptation in-
tégrés aux composants leurs permettant d’adapter automatiquement leur structure en fonction de
leur contexte d’exécution. Afin d’illustrer les mécanismes de prise de décisions introduits dans le
composant (i.e. déclenchement et génération de la spécification du résultat de l’adaptation), nous
avons appliqué notre approche sur un type particulier d’environnement : les environnements ubi-
quitaires. Par ailleurs, nous avons pu constater que l’adaptation d’un composant peut avoir des
impacts sur les autres composants de l’application. De ce fait, afin de réaliser l’adaptation d’une
application, il est indispensable de concevoir une stratégie de gestion de l’adaptation au niveau
macro (i.e. niveau global à l’application). Pour cela, nous exposons, dans la cinquième section,
deux stratégies pour gérer la coordination de l’adaptation des composants d’une application. Puis,
dans la sixième section, nous proposons un processus de ré-ingénierie permettant de transformer
un composant existant en un composant auto-adaptatif. Enfin, la dernière section présente notre
analyse des performances de l’approche d’auto-adaptation structurelle proposée ;
• chapitre 5 : implémentation et expérimentation de l’adaptation structurelle dans des environne-
ments ubiquitaires
Ce chapitre a pour objectif de montrer l’implémentation et l’expérimentation réalisées pour mettre
en œuvre toutes les propositions introduites dans le cadre de cette thèse. Il est structuré en quatre
sections principales. La première section présente les choix d’implémentation de notre approche.
Dans la deuxième section, nous décrivons les principaux éléments d’implémentation de l’outil
Scorpio-Tool permettant de réaliser l’adaptation structurelle par la ré-ingénierie de composants
existants. Puis, la troisième section détaille l’implémentation des mécanismes d’auto-adaptation.
Enfin, dans la dernière section, nous présentons notre expérimentation de l’adaptation structurelle
dans un environnement ubiquitaire ;
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• enfin, nous concluons ce manuscrit par un rappel des contributions de nos travaux et nous mettons
également en évidence les limites et les perspectives d’ouverture de notre étude.
CHAPITRE 1
État de l’art :
l’adaptation dans
l’ingénierie des
composants logiciels
1.1 Introduction
Dans la lignée des approches orientées objet [92, 100], celles à base de composants logiciels [101,
123], visent à faciliter le développement d’applications logicielles en appliquant des procédés de réutili-
sation à grande échelle. En fait, une application créée en utilisant ce paradigme correspond à un assem-
blage de briques de base préfabriquées appelées composants logiciels.
Cependant, en pratique, la réutilisation à grande échelle de composants existants peut s’avérer pro-
blématique. En effet, pour être réutilisé de manière efficace, un composant préfabriqué doit généralement
être adapté avant de l’intégrer dans une nouvelle application. Ce constat est dû, entre autre, à la grande
diversité des environnements logiciels et matériels existants ne permettant pas de concevoir des systèmes
génériques capables d’être déployés sur tout type de supports et dans n’importe quel contexte. Pour ré-
soudre ces problèmes, beaucoup d’approches permettant d’adapter des applications à base de composants
ont été proposées. L’étude de ces approches va nous permettre de montrer certaines de leurs limitations
telles que l’impossibilité d’adapter la structure de composants monolithiques existants bien qu’une telle
capacité puisse se révéler indispensable dans certains cas.
Dans un premier temps, nous positionnons la problématique d’adaptation logicielle par rapport à celle
liée à la réutilisation. Ce positionnement nous permet de montrer le besoin d’introduire de la variabilité
au niveau des entités logicielles et des applications logicielles afin de pouvoir les adapter et ainsi afin
d’augmenter leur capacité d’être réutilisées. Puis, nous introduisons les principaux concepts et principes
relatifs à l’adaptation des logiciels de manière générale et ceux à base de composants en particulier. En-
suite, nous proposons une étude comparative des approches existantes permettant l’adaptation par rapport
à l’ingénierie des composants logiciels. Cette étude nous permet de mettre en évidence leurs avantages
et leurs limitations, en particulier, par rapport à la prise en compte de l’adaptation de la structure de
composants existants. Enfin, nous nous positionnons dans le cadre des environnements ubiquitaires afin
de souligner l’intérêt d’adapter la structure de composants logiciels dans ce type d’environnement.
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1.2 L’adaptation comme une solution pour la réutilisation d’entités logi-
cielles
En génie logiciel, la réutilisation est au centre de la conception de nouvelles applications à moindre
coût de développement. En effet, de plus en plus d’applications sont construites par l’assemblage d’en-
tités logicielles existantes. Cette stratégie est grandement encouragée par le fort développement de nou-
veaux paradigmes tels que les « composants logiciels », que nous détaillerons par la suite, et qui posi-
tionnent la réutilisation au centre du cycle de vie d’une application.
En fait, afin de faire face à la complexité croissante des applications qui rend leur production très coû-
teuse et peu fiable, diverses solutions ont été proposées. Parmi celles-ci, la réutilisation se définit comme
une nouvelle approche de développement d’applications selon laquelle il est possible de construire une
application à partir d’entités logicielles existantes ayant été produites à l’occasion de précédents dévelop-
pements et par des personnes généralement différentes de celles qui conçoivent la nouvelle application
[115].
La mise en œuvre du principe de réutilisation pour la création de nouvelles applications se révèle
être un choix privilégié par la majorité des concepteurs et des développeurs d’applications. En effet, la
réutilisation procure de nombreux avantages. A titre d’exemples, nous pouvons citer :
• l’accroissement de la productivité
La première des raisons qui poussent les concepteurs et les développeurs d’applications à réutiliser
des entités logicielles pour créer de nouvelles applications est l’accroissement de la productivité.
En effet, la réutilisation permet de réduire la quantité de code nécessaire pour réaliser une fonction-
nalité donnée [27]. Ainsi, les nouvelles applications ne sont plus construites à partir de rien mais
plutôt à partir de briques de base existantes. De ce fait, la durée nécessaire à la conception et au
développement d’une application en est réduite, étant donné que certaines parties de l’application
ont déjà été conçues et développées, et donc sont disponibles aux développeurs à moindre coût. De
plus, la complétude de l’application en est grandie car vu que les développeurs n’ont pas à créer
toutes les parties de leur application, il leur est plus facile de créer des applications répondant à un
grand nombre de besoins de l’utilisateur ;
• la focalisation, lors du développement, sur les fonctionnalités spécifiques à l’application
La réutilisation permet aux concepteurs d’applications de se consacrer uniquement sur des fonc-
tionnalités spécifiques qui constitueront la valeur ajoutée de l’application ; les autres fonctionna-
lités proposées ou utilisées (fonctionnelles ou non fonctionnelles) pouvant être issues de la réuti-
lisation d’entités logicielles existantes. Les créateurs d’une nouvelle application n’ont donc pas
l’obligation de concevoir et de développer toutes les fonctionnalités fournies ou bien utilisées dans
le cadre de l’application qu’ils conçoivent. Ainsi, la durée nécessaire à la création d’une applica-
tion est réduite et la qualité de l’application est accrue ;
• la facilitation de la mise à jour d’une application
La réutilisation permet également de composer facilement et rapidement des applications de façon
modulaire, par assemblage d’entités logicielles existantes avec de nouvelles entités spécifiques à
l’application. Il devient alors plus facile de remplacer ou de modifier les entités logicielles mises
en jeu par de nouvelles entités existantes qui correspondent à de nouveaux besoins.
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1.2.1 La variabilité comme un mécanisme favorisant l’adaptation pour l’ingénierie par
réutilisation
Comme nous l’avons vu précédemment, la réutilisation d’entités logicielles pour la création et la
modification d’applications offre de nombreux avantages. Cependant, dans la majorité des cas, une entité
logicielle ne peut être réutilisée de manière ad-hoc (i.e. sans subir de mises à jour préalables). Cette
affirmation est la conséquence de la présence de nombreux obstacles rendant difficile, voir impossible la
réutilisation directe d’entités logicielles existantes. Ainsi, il est indispensable d’introduire dans une entité
logicielle de nouvelles propriétés configurables (i.e. points de variabilité) lui permettant d’être réutilisée
dans de nouvelles conditions.
1.2.1.1 Les obstacles à la réutilisation
Parmi les obstacles à la réutilisation, nous pouvons évoquer à titre d’exemples :
• la spécificité d’une entité logicielle à un utilisateur ou à des conditions d’utilisation spécifiques
Une entité logicielle peut avoir été conçue pour répondre aux besoins spécifiques d’un utilisateur
ou d’un groupe d’utilisateurs. Par exemple, un service d’une application ne peut être utilisé que par
un certain type d’utilisateur ou dans des conditions très particulières, et spécifiques à l’application
pour laquelle il a été conçu initialement. De ce fait, la réutilisabilité de l’entité logicielle concernée
est très limitée : elle ne peut généralement être réutilisée que dans la même situation (i.e. même
type d’utilisateur ou mêmes conditions d’utilisation) ;
• l’évolution des besoins des utilisateurs et indirectement, des fournisseurs
Tout au long du cycle de vie d’une application, les besoins de ses utilisateurs ainsi que de ses
fournisseurs évoluent ; ce qui rend la réutilisation difficile dans certains cas. Tout d’abord, du
point de vue de l’utilisateur, ses besoins peuvent changer en permanence (besoin de nouvelles
fonctionnalités, besoin de mise à jour des fonctionnalités existantes, etc.). Ainsi, la réutilisation
d’une entité logicielle qui avait été prévue, par les concepteurs, pour subvenir aux besoins des
utilisateurs peut au cours du temps se révéler insuffisante.
Du point de vue des fournisseurs, ces derniers doivent modifier en permanence leur application
de manière à pouvoir répondre à de nouvelles attentes de leurs clients. De ce fait, ils doivent être
capables de mettre à jour facilement et rapidement les services qu’ils se proposent de fournir ;
• l’évolution de l’environnement de déploiement et sa grande diversité
L’un des principaux freins à la réutilisation d’entités logicielles existantes est dû à la multiplicité
des environnements de déploiement. Tout d’abord, la grande variété d’infrastructures logicielles et
matérielles existantes rend impossible la conception d’entités génériques capables d’être déployées
dans n’importe quel contexte. De ce fait, les concepteurs ainsi que les développeurs doivent émettre
des hypothèses lors de la création de nouvelles entités logicielles. Ces hypothèses peuvent être
en contradiction avec les nouvelles conditions d’utilisation. Ainsi, une entité logicielle peut ne
pas être réutilisable dans certains contextes. Par exemple, dans le cadre des environnements à
ressources limitées, une entité logicielle peut ne pas pouvoir être réutilisée si les ressources qu’elle
requiert pour être exécutées sont insuffisantes.
Par ailleurs, l’environnement d’exécution d’une application peut évoluer tout au long de son cycle
de vie. En effet, au cours de son exécution, de nouveaux matériels peuvent apparaître ou dis-
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paraître ; ceci pouvant influencer le comportement de l’application. Ainsi, les entités logicielles
doivent être capables de prendre en compte ces évolutions de l’infrastructure matérielle ;
• une mauvaise conception des entités logicielles
La mauvaise conception des entités logicielles peut également être un obstacle à la réutilisation. Par
exemple, une entité logicielle peut avoir été conçue comme une unité monolithique alors qu’elle
fournit des ensembles de services indépendants. De ce fait, ces services ne peuvent être réutilisés
de manière séparée. Or, si certaines conditions (ressources limitées, conditions d’utilisation spéci-
fiques pour certains services, sécurité, etc.) ne permettent pas d’utiliser l’entité intégralement, la
réutilisation ne peut pas être effective.
1.2.1.2 La variabilité pour faciliter la réutilisation
Pour franchir les obstacles liés à la réutilisation d’entités logicielles que nous avons définis précé-
demment, il est indispensable de leur introduire de nouvelles propriétés configurables permettant de les
réutiliser dans de nouvelles conditions.
Toute entité logicielle est constituée d’une partie fixe et d’une partie variable [115] qui contient un
ensemble de points de variabilité. Un point de variabilité correspond à une partie abstraite d’un artefact.
Il s’agit d’une partie qui admet différentes représentations [60]. A titre d’exemples, nous pouvons citer
les points de variabilité suivants : variabilité à la plate-forme d’exécution (i.e. l’entité logicielle peut être
réutilisée avec différentes plates-formes d’exécution), variabilité aux besoins des utilisateurs (i.e. l’entité
logicielle peut être réutilisée suivant différents besoins de l’utilisateur), etc.
La taille et le contenu de ces deux parties (partie fixe et partie variable) conditionnent sa réutilisation
d’une entité logicielle : plus la partie variable contient de points de variabilité, plus l’entité logicielle
devient réutilisable. Pour réutiliser une entité logicielle, il faut fixer les points de variabilité en fonction
de son nouveau contexte d’utilisation. Ces points peuvent être fixés à tout moment dans le cycle de vie
d’une entité logicielle : aussi bien avant son déploiement que pendant son exécution.
L’introduction de nouveaux points de variabilité à une entité logicielle existante va donc permettre
d’agrandir sa partie variable ; ce qui va accroître sa capacité à être réutilisée : elle va pouvoir être réutilisée
dans plus de situations. Les points de variabilité à introduire dans une entité logicielle existante sont
généralement étroitement liés à l’application concernée et à son nouvel environnement d’exécution. Nous
étudierons, par la suite (voir Section 1.5), les points de variabilités nécessaires à la réutilisation d’entités
logicielles dans le cadre d’environnements ubiquitaires.
1.2.2 Techniques de mise en place de points de variabilité par l’adaptation
Afin d’accroître la réutilisabilité d’entités logicielles existantes, des points de variabilités peuvent
leur être introduits à différents niveaux de leur cycle de vie. Pour cela, deux stratégies peuvent être envi-
sagées :
• l’introduction de la variabilité lors de processus d’ingénierie logicielle
La première stratégie consiste à introduire des points de variabilité au moment de la phase de créa-
tion d’une entité logicielle (voir Figure 1.1, stratégie A). Elle passe généralement par la conception
de modèles ou de méta-modèles dotés de points de variabilités destinés à favoriser la réutilisation
des entités logicielles conçues à partir de ces modèles. Cette stratégie est la plus utilisée dans
les approches existantes. Par exemple, Boinot et al définissent dans [28] un modèle de compo-
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sants appelés « adaptive component » capables de modifier leur comportement en fonction de
leur contexte d’exécution. Ce modèle met en jeu le patron de conception « Strategy » que nous
présenterons par la suite (voir Section 1.4) et qui permet de définir plusieurs implémentations
possibles pour un même service ; le choix de l’implémentation à utiliser est alors déterminé dyna-
miquement en fonction du contexte. D’autres approches telles que Safran proposé par David dans
[47] ou ACEEL proposé par Chefrour dans [44] utilisent la réflexion pour adapter, en fonction du
contexte, le comportement ou la structure de composants conformes aux modèles qu’ils proposent.
D’autres approches telles que les solutions à base d’aspects [103], permettent d’intégrer des points
de variabilités au moment de l’ingénierie de composants logiciels.
Cependant, étant donné que la variabilité ne peut être mise en œuvre au moment de la conception
des entités logicielles, elle n’est utilisable pour des entités existantes que si un processus permet-
tant d’obtenir une entité conforme au modèle proposé à partir d’une entité existante est fourni ; ce
qui limite son champs d’action si tel n’est pas le cas ;
• l’introduction de la variabilité lors de processus de ré-ingénierie logicielle
La deuxième stratégie consiste à introduire des points de variabilité à des entités logicielles après
leur création (voir Figure 1.1, stratégie B). Cette stratégie nécessite une mise à jour de l’entité à
réutiliser. Cette mise à jour passe généralement par la proposition d’un processus permettant d’in-
tégrer à une entité logicielle existante de nouveaux points de variabilité ou bien de modifier ceux
existants afin d’améliorer leur réutilisabilité. Un tel processus doit prendre en paramètres deux
éléments : d’une part, l’entité logicielle existante qui doit être réutilisée et d’autre part, son nou-
veau contexte d’utilisation. Ainsi, le processus devra accomplir l’ensemble des tâches permettant
d’obtenir, à partir de l’entité fournie, une entité capable d’être utilisée dans le contexte spécifié. Ce
type de processus met en œuvre des techniques de transformation de code telles que la refactori-
sation [90] que nous détaillerons dans la section 1.4. En fait, ces techniques consistent à modifier
l’implémentation d’un composant afin de la rendre conforme à un nouveau besoin.
Cette stratégie peut également être utilisée en complément de la première si les points de variabi-
lité instaurés ne sont pas suffisants pour favoriser la réutilisation.
1.2.3 Mises à jour logicielles : adaptation, évolution ou maintenance ?
Dans la littérature, la mise à jour d’une entité logicielle se décline en trois approches : la mainte-
nance, l’évolution et l’adaptation. Selon les différentes communautés de recherche existantes, ces trois
termes sont utilisés soit conjointement, l’un semblant compléter les autres, soit indépendamment, les uns
pouvant remplacer ou bien englober les autres.
1.2.3.1 L’adaptation
Selon le dictionnaire Hachette [61], « adapter » est une action qui consiste à rendre un dispositif, des
mesures, etc., aptes à assurer ses fonctions dans des conditions particulières ou nouvelles.
Dans le domaine des systèmes logiciels, « adapter » signifie modifier le système afin de lui per-
mettre de se comporter correctement dans des environnements et des contextes différents [82]. En effet,
une même application peut être déployée dans des environnements totalement différents (au niveau des
ressources fournies par l’architecture matérielle de déploiement, au niveau des conditions d’utilisation,
etc.) ; ce qui lui impose, dans certaines conditions, de s’adapter à la situation afin de garantir la disponibi-
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Figure 1.1 – Deux stratégies pour la mise en place de points de variabilité pour la réutilisation
lité et la performance des services qu’elle propose. De plus, de nombreux évènements peuvent intervenir
tout au long du cycle de vie d’une application [64] ; certains pouvant affecter son comportement ou sa
structure. Par exemple, des modifications de l’infrastructure de déploiement (i.e. suppression de périphé-
riques, évolution des caractéristiques techniques des machines de déploiement, etc.) peuvent engendrer
de graves conséquences sur le comportement de l’application telles qu’une rupture de la continuité de
service ou bien une dégradation de la qualité de service [3]. Ces évènements peuvent être la conséquence
de nombreux éléments tels que l’impossibilité de prévoir, au moment de la conception d’une applica-
tion et cela, de manière exhaustive, tous ses cas d’utilisation (cette affirmation est la conséquence de la
multiplication des environnements logiciels et matériels ainsi que l’évolution de la manière d’interagir
entre l’application et l’utilisateur liée notamment à l’apparition des applications ubiquitaires et mobiles)
ou bien l’introduction d’erreurs de conception ou de développement qui n’ont pas été détectées lors des
phases de tests de l’application. Ainsi, pour lutter contre ce type de problèmes pouvant intervenir lors de
l’exécution d’une application, l’adaptation apparaît comme une des solutions envisageables.
Nous pouvons noter qu’il est essentiel de différencier une phase d’adaptation d’une phase de person-
nalisation (en anglais « customisation » [64]. En effet, la personnalisation permet, uniquement à l’utili-
sateur, de modifier la structure ou le comportement des entités logicielles ou d’applications logicielles
de par le paramétrage de certaines options proposées par l’entité ou l’application. En aucun cas, elle ne
permet d’introduire des variabilités pour la réutilisation. En fait, son rôle est de permettre à l’utilisateur
de paramétrer certains points de variabilité pendant l’exécution de l’application concernée.
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1.2.3.2 La maintenance
Selon le dictionnaire Larousse [106], la maintenance est définie comme « l’ensemble des opérations
permettant de maintenir ou de rétablir un système, un matériel, un appareil, etc. dans un état donné ou
de lui restituer des caractéristiques de fonctionnement spécifiées ».
Dans le domaine du génie logiciel, la maintenance, telle qu’elle est définie dans la norme ISO 12207
(Information Technology - Software Life Cycle Processes), désigne « le processus mis en œuvre lorsque le
logiciel subit des modifications relatives au code et à la documentation correspondante. Ces modifications
peuvent être dues à un problème, ou encore à des besoins d’amélioration ou d’adaptation. L’objectif est
de préserver l’intégrité du logiciel malgré cette modification. On considère en général que ce processus
débute à la livraison de la première version d’un logiciel et prend fin avec son retrait ».
En d’autres termes, la maintenance désigne les actions pouvant être menées afin de prévenir ou de
traiter les défaillances d’une application ou d’un système pouvant intervenir après sa mise à disposition
[54]. Par exemple, il est possible qu’après la mise en service d’une application, celle-ci ne fonctionne
pas correctement, des erreurs étant toujours présentes. La maintenance est alors chargée de corriger ces
erreurs [43]. De plus, lorsqu’elle est utilisée une application se dégrade généralement au bout d’un laps
de temps fini ; ceci pouvant être du à la mauvaise conception de certaines parties de l’application. La
maintenance à également pour objectif de pallier à cette dégradation.
Ainsi, les principales actions menées dans le cadre de la maintenance ont pour principal objectif
de corriger d’éventuelles défaillances d’une application, d’accroître sa robustesse ou bien de renforcer
sa maintenabilité [54] (par exemple, en augmentant la lisibilité de son code source de par l’ajout de
commentaires ou l’élimination de codes dupliqués).
La technique la plus couramment utilisée pour la maintenance d’applications logicielles est la re-
structuration que nous détaillerons par la suite (voir Section 1.4.2.7). Cette technique permet d’améliorer
la qualité d’un code et ainsi, sa maintenabilité, sans en changer son comportement.
Selon la communauté « adaptation », la maintenance est considérée comme une autre forme parti-
culière de l’adaptation qui est appelé « adaptation corrective » [75]. Cette forme d’adaptation consiste à
corriger les erreurs de fonctionnement d’une application. Ainsi, elle fait référence à une vision réductrice
de la maintenance.
1.2.3.3 L’évolution
Selon le dictionnaire Larousse [106], « l’évolution » désigne une transformation graduelle et conti-
nuelle.
Contrairement au terme « maintenance », dans le domaine du génie logiciel, il n’existe aucun stan-
dard destiné à définir le terme d’évolution. De ce fait, dans la littérature, différentes définitions ont été
proposées. Cependant, ce terme reste relativement ambigu.
Selon le point de vue de Chapin [43], l’évolution est considérée comme un sous-ensemble d’activités
de la maintenance à savoir l’ajout, la suppression et la modification de propriétés fonctionnelles. Cette
définition est également utilisée dans la communauté « adaptation » qui considère l’évolution comme
une forme d’adaptation appelée « l’adaptation évolutive » [75].
Cependant, cette définition parait relativement réductrice au vue des travaux qui ont été réalisés
sous la thématique de l’évolution [108]. La définition la plus adoptée par la communauté de l’évolution
englobe beaucoup plus d’activités que celle fournie par Chapin [43]. En fait, l’évolution est définie
comme l’ensemble des activités relatives à l’analyse et à la modification d’un logiciel après sa mise
en service [54, 88]. Ainsi, au vue de cette définition, le terme d’évolution est substituable à celui de
maintenance.
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Cependant, contrairement à la communauté « maintenance » qui s’intéresse essentiellement au code
source d’une application et à sa mise à jour, la communauté « évolution » couvre non seulement l’évolu-
tion du code, mais aussi l’évolution de l’architecture, des données et des schémas, et plus généralement
de tout artefact intervenant dans un système logiciel, qu’il soit patrimonial ou récent. Ainsi, selon cette
vision, la maintenance serait inclue dans l’évolution.
1.2.4 Bilan sur le positionnement de l’adaptation par rapport à la réutilisation
Comme nous avons pu le constater, la réutilisation est au centre de l’ingénierie logicielle car elle per-
met de diminuer le coût et le temps de production. Cependant, dans la majorité des cas, la réutilisation
ne peut être réalisée de manière ad-hoc : il est nécessaire d’introduire des points de variabilité dans les
entités logicielles existantes. Leur introduction passe par la mise à jour des entités logicielles concer-
nées. Dans la littérature, cette mise à jour se décline en trois catégories : la maintenance, l’évolution et
l’adaptation.
Cependant, hormis pour la maintenance qui est définie par des standards, il n’existe pas de définition
unique admise par la communauté du génie logiciel, pour les concepts d’adaptation et d’évolution. De
nombreux travaux ont tentés de positionner ces techniques les unes par rapport aux autres. Par exemple,
dans [64], Heineman et Ohlenbusch font la distinction entre l’évolution de logiciel, où les concepteurs des
composants modifient le composant logiciel qu’ils ont conçu, et l’adaptation, où un constructeur d’ap-
plications adapte un composant pour probablement un usage différent. Si on demandait à un concepteur
de composant d’adapter un composant, il choisirait probablement un ensemble minimal de changements
à cause de sa connaissance directe du composant. Le constructeur d’applications n’a pas cet avantage, et
il pourra acquérir cette connaissance simplement du code source et de la documentation. Le constructeur
d’application a donc toujours besoin d’aide pour adapter avec succès des composants. Aussi, on parle de
personnalisation lorsque la modification est réalisée exclusivement au moyen de l’API du logiciel et/ou
en exploitant les diverses options fournies.
Figure 1.2 – Positionnement des concepts d’adaptation, de personnalisation et d’évolution
La figure 1.2 [64] présente une perspective sur l’adaptation d’un composant. Suivant cette dernière,
étant donné un composant logiciel (représenté par un petit carré noir), le grand ovale représente l’espace
des chemins possibles d’évolution pour un composant, dont un est montré par une flèche. La distance
entre les deux composants est proportionnelle à la différence entre les composants. Le composant a un
ensemble pré-emballé d’options qui permet la personnalisation, elle est représentée par le petit cercle
gris-foncé. Ainsi, la différence apparente entre un composant adapté aux besoins du client et son original
est très petite. La région gris-clair curieusement formée représente les adaptations possibles qui peuvent
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être effectuées par un constructeur d’application. Le secteur pour chaque région est proportionnel aux
situations dans lesquelles le composant peut être réutilisé.
Or, compte tenu des définitions présentées précédemment, nous pouvons considérer, comme nous
allons le constater par la suite, que, dans notre cas, les termes d’adaptation, d’évolution et de mainte-
nance sont substituables. Ainsi, dans la suite de ce manuscrit, nous avons opté pour l’utilisation de la
terminologie de l’adaptation pour désigner une activité de mise à jour.
1.3 L’adaptation dans l’ingénierie des logiciels à base de composants :
présentation et concepts
Dans cette section, nous allons étudier, en détails, le principe de l’adaptation d’une application logi-
cielle. Puis, nous nous somme focalisés plus particulièrement sur les composants logiciels et les applica-
tions conçues à base de composants car ils constituent notre cadre de travail.
1.3.1 Caractérisation de l’adaptation d’une application logicielle
Pour être adaptable une entité logicielle (constituant ou constitué) doit respecter un certain nombre
de propriétés tels qu’un schéma défini pour son processus ou un certain nombre d’invariants que ce
processus doit vérifier. Nous décrivons dans la suite de cette section ces différentes propriétés.
1.3.1.1 Caractéristiques d’une application adaptable
En théorie, toute application ou système peut être adapté. Cependant, le résultat de l’adaptation et
sa facilité de mise en œuvre sont conditionnés par les propriétés de l’entité logicielle que l’on souhaite
adapter. Ainsi, selon Ledoux [82], pour être facilement adaptable, une application ou un système doit
posséder au minimum trois caractéristiques qui sont la modularité, la composabilité et la capacité à s’ob-
server.
1. La modularité
Tout d’abord, une application ou un système doit être construit de façon modulaire afin de pou-
voir facilement l’adapter et le configurer à tout moment [104]. La modularité est une approche
structurante qui sépare un logiciel en petites unités qui, rassemblées, composeront l’ensemble du
logiciel.
Cette propriété permet de le modifier ou de remplacer certaines parties avec un minimum d’inter-
férences sur les autres parties qui le composent ; ce qui rend l’adaptation plus aisée.
2. La composabilité
Les constituants d’une application ou d’un système doivent être composables, c’est-à-dire, ils
doivent présenter la capacité de s’assembler. La composabilité est une mesure des capacités d’as-
semblage entre les éléments constituants d’une application ou d’un système [82].
Cette propriété permet de le découper puis de le recomposer tout en réalisant l’adaptation. De ce
fait, plus les constituants d’un système sont composables, plus l’application ou le système sera
adaptable.
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3. L’introspection
Une autre caractéristique que doivent posséder les constituants d’une application ou d’un système
adaptable est relative à leur capacité à s’observer et à raisonner sur leur propre état (i.e. introspec-
tion). En effet, l’analyse de son comportement constitue une étape indispensable de l’adaptation.
L’observation va permettre au concepteur de prendre les mesures nécessaires pour réaliser l’adap-
tation, ou bien de proposer à l’administrateur des méthodes pour réaliser l’adaptation ou encore
prendre automatiquement des mesures (i.e. auto-adaptation) à condition que l’application possède
des capacités d’intercession.
Toujours selon Ledoux [82], une autre caractéristique peut être requise dans certains cas : l’interces-
sion. Il s’agit de la capacité que peut posséder une application ou un système pour agir sur lui-même.
Cette propriété est très importante pour adapter une application ou un système de manière dynamique.
En fait, dans ce cas, l’application ou le système doit pouvoir modifier son comportement ou sa structure
sans arrêter son exécution.
1.3.1.2 Caractérisation d’un processus d’adaptation d’une application
Un processus d’adaptation est régi au travers d’un ensemble de tâches à réaliser qui sont regroupées
dans quelques étapes principales. Pour préserver un fonctionnement sain du système à adapter, ces étapes
sont contraintes à respecter un certain nombre d’invariants. Par ailleurs, des propriétés permettent d’éva-
luer la qualité du processus d’adaptation. Nous présentons toutes ces facettes d’un processus d’adaptation
dans cette section.
Les invariants d’un processus d’adaptation Pour être valide, tout processus d’adaptation d’une ap-
plication ou d’un système doit préserver un certain nombre de propriétés qui ont été étudiées par Occello
dans [97] et qui lui permettent d’assurer que l’adaptation s’exécute correctement :
• la stabilité du système
L’adaptation ne doit pas entraîner une dégradation de la stabilité du système, c’est-à-dire, il doit
rester capable d’éviter les effets inattendus d’une modification du système ;
• la cohérence
L’adaptation étant provoquée par une évolution du contexte d’exécution de l’application (i.e. inter-
action entre l’application et le contexte), le comportement de l’application et sa structure doivent
pouvoir évoluer en permanence avec le contexte. Or, certains contrôles peuvent se révéler incom-
patibles donc, après adaptation, des incohérences peuvent apparaître. Il est donc indispensable
d’assurer la cohérence de l’adaptation. Une phase d’adaptation ne peut être lancée que lorsque
l’application se trouve dans un état cohérent et le résultat d’une phase d’adaptation doit être une
application se trouvant dans un état cohérent.
La cohérence des modifications doit être gérée à tous les niveaux de granularité de l’application.
Par exemple, dans l’ingénierie des composants logiciels, la cohérence doit être gérée sur deux ni-
veaux : le niveau local aux composants (i.e. niveau micro) et le niveau global à l’application (i.e.
gestion de la cohérence au niveau de l’architecture de l’application : niveau macro) ;
• la sûreté de fonctionnement
Une phase d’adaptation ne doit pas entraîner de disfonctionnement de l’application ;
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• la transparence
Les services offerts par l’application doivent pouvoir être invoqués de la même manière avant
et après son adaptation. De plus, les services non fonctionnels issus de l’adaptation ne doivent
pas être accessibles par les autres entités logicielles qui composent l’application. Par exemple, si
l’adaptation entraîne un partage des ressources dans un environnement distribué, les services de
maintien de la cohérence doivent être cachés au reste de l’application et donc inaccessibles pour
les éléments non concernés par le partage ;
• l’interopérabilité
Une phase d’adaptation ne doit pas entraîner de pertes au niveau de l’interopérabilité des entités
logicielles qui composent l’application. Par exemple, si l’entité logicielle adaptée pouvait, avant
son adaptation, être assemblée avec un ensemble d’autres entités logicielles, après son adaptation,
elle doit pouvoir être assemblée au minimum avec les mêmes entités ;
• l’extensibilité
Plusieurs processus d’adaptation différents peuvent être mis en place successivement sans que cela
n’entraîne de disfonctionnement de l’application.
Les différentes étapes d’un processus d’adaptation Tout processus d’adaptation d’une application
comporte trois grandes étapes [45] ; chacune pouvant être réalisée manuellement (i.e. avec l’intervention
du concepteur ou de l’administrateur) ou bien automatiquement par l’application elle-même ou par un
outil dédié (voir Figure 1.3). Ces étapes sont les suivantes :
• le déclenchement d’une phase d’adaptation
La première étape d’un processus d’adaptation consiste à déterminer quels sont les évènements
susceptibles d’entraîner une phase d’adaptation de l’application. Pour cela, il est nécessaire dans
un premier temps de prendre en compte tous les éléments du contexte pouvant influer sur le cycle
de vie de l’application puis de détecter toutes modifications susceptibles d’avoir des répercutions
sur le comportement de l’application. Il faut donc définir au cours de cette étape quels sont les
évènements déclencheurs d’une phase d’adaptation ;
• la prise de décisions
Cette étape consiste à déterminer les modifications qui doivent être réalisées pour réagir à la pre-
mière étape. Ainsi, il s’agit de déterminer quelles sont les actions à effectuer pour réaliser l’adapta-
tion de l’application et établir une stratégie pour appliquer ces opérations (i.e. choix de la stratégie
d’adaptation). Cette étape doit s’appuyer sur les éléments du contexte qui ont déclenché l’adap-
tation afin de prendre en compte les évolutions et de proposer un nouveau comportement ou une
nouvelle structure de l’application adapté à la situation courante ;
• la réalisation de l’adaptation
La dernière étape d’un processus d’adaptation consiste à exécuter les instructions qui vont per-
mettre d’adapter l’application à son contexte d’exécution en fonction de la technique d’adaptation.
Cette étape est étroitement liée aux éléments dont peut disposer les mécanismes de réalisation de
l’adaptation ainsi qu’aux modèles et aux langages utilisés. Les mécanismes réalisation de l’adap-
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tation peuvent être statiques de par la manipulation du code de l’application afin de l’adapter à de
nouveaux besoins ou bien dynamiques. La mise en œuvre des mécanismes dynamiques requiert gé-
néralement certaines propriétés sur les modèles utilisés telles que l’introspection et l’intercession.
De plus, ils utilisent des opérations standard qui sont généralement fournies avec l’environnement
de base.
Figure 1.3 – Processus d’adaptation d’une application logicielle
La qualité d’un processus d’adaptation La qualité d’un processus d’adaptation peut être mesurée
suivant trois critères que nous définissons ci-dessous :
• le degré d’automatisation de l’adaptation
La qualité d’un processus d’adaptation se mesure généralement par son degré d’automatisation,
c’est-à-dire la capacité de l’application à réaliser sa propre adaptation en fonction de son contexte
d’exécution. En fait, l’intervention de l’utilisateur doit être minimale. Cependant, elle ne doit pas
être nulle car des études [11] ont prouvé que si l’utilisateur n’intervient pas lors de l’exécution
d’une application, sa satisfaction est moindre car il a l’impression de ne pas avoir le contrôle sur
l’application. En fait, pour déterminer le degré d’automatisation d’une application, il est utile de
poser des questions telles que : quels sont les acteurs de l’adaptation ? Quelle est la place de l’uti-
lisateur et de l’administrateur dans l’adaptation de l’application ?
• la variété des opérations d’adaptation
Par ailleurs, la qualité d’un processus d’adaptation se mesure également par la variété des opéra-
tions d’adaptation disponibles et leurs impacts sur le résultat de l’adaptation. En fait, ces opérations
vont conditionner les réactions de l’application suivant le contexte dans lequel elle est exécutée.
Il est alors possible de tester la qualité de l’adaptation d’une application en modifiant certaines
caractéristiques de l’architecture matérielle ou logicielle de déploiement, et en observant le com-
portement de l’application dans ces nouvelles conditions ;
• la capacité de prise de décisions
De plus, la qualité de l’adaptation est étroitement liée au type d’application que l’on cherche à
adapter. En effet, dans la majorité des cas, il est impossible de réaliser une adaptation « parfaite
» de l’application à son contexte. Le processus d’adaptation doit donc faire des choix afin de
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privilégier telles ou telles fonctionnalités par rapport à d’autres tout en tenant compte des besoins
de l’utilisateur et de l’application. En conséquent, la qualité de l’adaptation d’une application se
mesure également par sa capacité de prise de décisions (i.e. prendre les bonnes mesures afin de
tenir compte de tous les éléments qu’elle a en sa possession).
1.3.1.3 Caractérisation du résultat de l’adaptation
Comme nous l’avons évoqué précédemment, le résultat de l’adaptation dépend des propriétés du
produit à adapter (i.e. source de l’adaptation) mais aussi des techniques utilisées pour réaliser l’adaptation
(voir Section 1.4) qui peuvent agir à différents niveaux (par exemple, adaptation de comportement, de la
structure, etc.) et ainsi avoir des conséquences différentes sur le résultat de l’adaptation.
La qualité du résultat d’une adaptation dépend du point de vue dans lequel on se positionne. Par
exemple, pour un développeur, la qualité de l’adaptation peut se mesurer en fonction du code produit :
plus le code généré par l’adaptation sera lisible, de par l’introduction de commentaires, la mise en œuvre
d’un nommage sémantique (i.e. les variables, méthodes, classes ou autres doivent être nommées en fonc-
tion de leur sémantique), la factorisation du code (i.e. élimination de code dupliqué), etc., plus la satis-
faction du développeur sera importante.
Du point de vue de l’utilisateur, la qualité du résultat de l’adaptation se mesure généralement par sa
satisfaction. Celle-ci peut être la conséquence d’éléments divers tels que l’assurance de la continuité de
service (i.e. les services fournis par l’application sont disponibles en continu) et de la qualité de service
(i.e. performance des services, adéquation à la situation dans laquelle se trouve l’utilisateur).
1.3.2 Les composants logiciels : un paradigme qui supporte l’adaptation
Dans la section précédente, nous avons étudié l’adaptation de manière générale. Maintenant, nous
allons nous focaliser sur l’adaptation par rapport à l’ingénierie des composants logiciels.
1.3.2.1 Les principes d’une approche à base de composants
L’ingénierie des composants logiciels [123] définit une application comme étant l’assemblage d’uni-
tés logicielles indépendantes appelées « composants logiciels ».
Définitions Étant donné que le paradigme « composant logiciel » est relativement récent, ses concepts
ne sont pas souvent exprimés clairement. Actuellement, il n’existe aucun standard. De ce fait, le terme
de « composant logiciel » ne possède pas de définition unique. Voici quelques exemples de définitions
qui ont été proposées dans la littérature :
Une des premières définitions du mot « composant » a été donnée en 1995 par Jed Harris, Président
du CI Lab :
« un composant est un morceau de logiciel assez petit pour que l’on puisse le créer et le
maintenir, et assez grand pour que l’on puisse l’installer et en assurer le support. De plus,
il est doté d’interfaces standard pour pouvoir interopérer. »
D’autres définitions proposées dans la littérature insistent plus sur les notions de services fournis et
services requis par le composant. Par exemple, celle proposée par Chefrour dans [45] est la suivante :
« Un composant est une entité logicielle qui fournit un service particulier via une interface
séparée de l’implantation mettant en œuvre ce service. »
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Une des définitions d’un composant logiciel, les plus citées dans la littérature, est celle proposée par
Szyperski et al. dans [123] :
« un composant est une unité de composition avec des interfaces contractuellement spé-
cifiées et des dépendances explicites sur son contexte. Un composant peut être déployé de
manière indépendante et il est sujet à compositions par des parties tierces. »
Cette dernière définition met en avant les notions d’assemblage et d’autonomie des composants. En
d’autres termes, un composant logiciel est une entité logicielle indépendante pouvant être installée sur
différentes plates-formes, configurée et capable de s’auto-décrire. Tout d’abord, le caractère d’indépen-
dance des composants est une propriété essentielle de cette technologie car elle procure aux composants
une autonomie leurs permettant d’être réutilisés facilement ; ce qui est l’objectif premier de ce paradigme.
Concernant la propriété d’auto-description, celle-ci procure aux composants des propriétés d’introspec-
tions qui sont indispensables à la mise en œuvre de leurs adaptations. La propriété de configurabilité
offre, quand à elle, à un acteur de l’adaptation (voir Section 1.4.2.5) la possibilité de modifier facilement
le comportement d’un composant (en modifiant les valeurs de ses attributs configurables).
Structure d’un composant La tâche d’un composant est de fournir des services et pour cela ils peuvent
avoir besoin de services fournis par d’autres composants pour assurer son fonctionnement (voir Figure
1.4). Ainsi, un composant doit pouvoir fournir une description de ses services fournis et requis ainsi que
les règles d’interconnexion. De ce fait, un composant logiciel doit être construit sur deux niveaux : un
niveau implémentatoire et un niveau architectural.
Le niveau implémentatoire contient le code source correspondant à l’implémentation des services
fournis par le composant (i.e. hiérarchie de classes représentant le code de l’implémentation de ses ser-
vices et de ses interfaces).
Quant au niveau architectural, il contient une description de la structure externe du composant (i.e.
description des services fournis et requis par le composant) ainsi qu’une description de sa structure
interne (i.e. description de chaque sous-composant, de leur configuration et des connexions entre ces
derniers). Ces descriptions sont généralement réalisées par l’intermédiaire de langages dédiés pour la
plupart basées sur XML. Ces langages permettent également de décrire soit le contenu de ses interfaces
(i.e. description des services : paramètres, comportement, etc.) soit l’architecture de l’application (i.e.
instanciation des composants, assemblage des composants, paramétrisation des services techniques, etc.).
Les langages de description d’interfaces sont appelés IDL (Interface Description Language) et ceux de
description d’architecture sont appelés ADL (Architecture Description Language) [87].
La structure d’un composant et ses propriétés dépendent du modèle utilisé pour le construire. Ces
modèles peuvent être hiérarchiques ou non. Dans le cadre de modèles hiérarchiques, les composants
sont de deux types : des composants composites et des composants monolithiques. Les composants com-
posites disposent d’une structure externe définissant l’ensemble des services fournis et requis et d’une
structure interne définissant l’ensemble des composants qu’ils encapsulent (appelés sous-composants)
ainsi que leur configuration d’assemblage (voir Figure 1.4). Les composants monolithiques sont quant à
eux définis par leur structure externe : ils sont construits comme un seul bloc et donc ne contiennent pas
de sous-composants. Les modèles de composants non hiérarchiques ne définissent quant à eux que des
composants monolithiques.
Cycle de vie d’un composant Chaque composant est doté d’un cycle de vie qui part de la spécification
jusqu’à l’exécution en passant par le « packaging » et le déploiement. La prise en considération de la to-
talité du cycle de vie d’un composant lui permet d’accroître son autonomie et de faciliter son adaptation.
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Figure 1.4 – Architecture d’un composant logiciel de type composite
En effet, l’adaptation peut être mise en œuvre au niveau des composants à tout moment dans leur cycle de
vie. De plus, la majorité des modèles composants existants offrent la possibilité, durant l’exécution des
composants, de contrôler leur cycle de vie. En fait, des mécanismes permettent de démarrer, de stopper
ou de mettre en pause un composant. De tels mécanismes facilitent donc l’adaptation statique. En effet,
un composant peut être arrêté, adapté puis redémarré.
Modèles de composants Dans la littérature, de nombreux modèles de composants logiciels ont été
proposés. Ces derniers peuvent être classifiés en trois catégories [85] : les modèles académiques tels que
Fractal [39] et Darwin [83]. Leur objectif premier est de mener des études sur un ou plusieurs aspects
particuliers du paradigme de « composant logiciel » ; les modèles industriels tels que JavaBean [62],
Enterprise Java Beans (EJB) [86] ou COM/COM+ [31]. Ces modèles de composants répondent plus aux
besoins des concepteurs d’applications industrielles ; et enfin, les modèles de références dont l’objectif
principal est de définir des normes tout en tenant compte des résultats académiques tels que CCM [59].
Pour illustrer notre état de l’art sur l’adaptation de composants logiciels et d’applications conçues à
base de composants, nous avons étudié un panel représentatif de ces différentes catégories de modèle de
composants. L’ensemble des modèles de ce panel est présenté dans l’annexe C.
1.3.2.2 Composants, variabilité, adaptation et réutilisation
L’objectif de l’ingénierie des composants logiciels est de donner la possibilité aux concepteurs d’ap-
plications (ainsi qu’aux personnes chargés de la maintenance d’applications existantes) de manipuler
des entités logicielles de haut niveau (i.e. notamment de plus haut niveau par rapport aux objets où la
granularité est assez faible). Cette approche permet donc de gagner en réutilisabilité à grande échelle.
Le paradigme de « composants logiciels » introduits de nouveaux points de variabilité. A titre
d’exemple, nous pouvons citer les points suivants :
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• la variabilité pour le comportement
Cette variabilité se manifeste au travers de deux points qui sont les suivants :
– la variabilité des connexions
Cette variabilité exploite la propriété de composabilité des composants. En effet, l’intérêt prin-
cipal des composants logiciels réside dans le fait qu’il soit possible de les utiliser comme des
briques de base configurables dans le but de construire des applications par composition. De ce
fait, il est possible de changer facilement la configuration et les liens entre les composants et
ainsi de pouvoir modifier le comportement de l’application ;
– la variabilité des traitements
Cette variabilité exploite les propriétés de modularité et d’autonomie des composants. En effet,
les traitements sont regroupés dans des entités logicielles ; chacune étant destinée à répondre à
un besoin spécifique. De ce fait, il est possible de changer facilement le comportement d’une
application en modifiant ou en remplaçant certains de ses composants. La variabilité des trai-
tements permet ainsi de pouvoir changer les traitements proposés ou la manière dont ils sont
réalisés.
• la variabilité du déploiement
Cette variabilité exploite la propriété d’autonomie des composants. En fait, un composant est
considéré comme une unité de déploiement autonome et auto-descriptive. Les composants lo-
giciels se proposent d’améliorer la description de codes à savoir donner une description la plus
précise possible de l’utilisation de chaque composant (et de chacun des services qu’il propose
ou requiert). Pour cela, il a été introduit la notion de contrat [25] de manière à contrôler le com-
portement des services qu’il propose. Grâce à ces descriptions, la réutilisation de composants est
facilitée ;
• la variabilité de structure
Cette variabilité exploite également les propriétés de composabilité et de modularité des compo-
sants logiciels. La structure d’une application conçue à base de composants peut être modifiée
facilement par le remplacement de composants ou la reconfiguration des connexions entre ces
composants. De plus, certains modèles de composants dit « hiérarchiques » offrent la possibilité
de modifier la structure interne d’un composant (i.e. modification de ses sous-composants, des
connexions entre ses sous-composants, etc.) ;
• la variabilité de code
La variabilité de code exploite le concept d’architectures logicielles [101]. En fait, les architectures
logicielles offrent des mécanismes permettant de décrire des applications ou des composants à de
hauts niveaux d’abstraction. Cette variabilité dite « par l’abstraction » donne alors la possibilité
de générer différentes implémentations suivant les conditions d’utilisation et les plates-formes de
déploiement utilisées.
Tous ces points de variabilité font des composants logiciels, des entités facilement adaptables. De ce
fait, leur capacité à être réutilisés en est accrue.
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1.3.2.3 Étude des différences entre une approche d’adaptation d’applications classiques et une
approche d’adaptation d’applications à base de composants
Différences des approches L’adaptation d’une application conçue à base de composants logiciels pré-
sente des spécificités liées au paradigme composant. Parmi ces spécificités, nous pouvons citer, à titre
d’exemple :
• l’adaptation sur deux niveaux
Dans le domaine des composants logiciels, un processus d’adaptation peut agir sur deux niveaux :
l’adaptation au niveau de l’application en elle-même (par exemple, par la reconfiguration des
connexions entre les éléments qui la composent) et l’adaptation au niveau des composants et/ou
de leurs interactions qu’elle contient (par exemple, par le paramétrage des attributs des compo-
sants en fonction du contexte). Ainsi, au travers de l’adaptation, l’on peut parler de la création
d’un nouveau cycle de développement pour une application. Ce cycle nécessite la vérification des
effets des modifications sur ces deux niveaux d’adaptation. Cette vérification doit être réalisée
aussi bien au niveau local au composant (i.e. plusieurs adaptations sur une même fonctionnalité
d’un composant) qu’au niveau global à l’application (i.e. adaptation sur les réseaux de compo-
sants interconnectés). Les problèmes rencontrés pendant une phase d’adaptation sont la création
de boucles infinies (i.e. cycles) et la présence de choix (i.e. points non déterministes) [98]. L’appli-
cation doit être capable de résoudre ces problèmes car l’adaptation ne doit pas entraîner d’erreur
provoquant une interruption brutale de son exécution ;
• l’adaptation de composants existants
Par ailleurs, l’un des principaux verrous de la programmation orientée composants réside dans le
fait que l’on travaille généralement sur des composants logiciels qui ont été conçus et développés
par des personnes différentes de celles qui créent les applications. De ce fait, les composants ne
correspondent pas toujours aux réels besoins liés à leur utilisation. Par exemple, un composant peut
avoir été conçu pour répondre à un besoin trop spécifique ou trop générique, si bien que certains de
ses services se révèlent inutilisables ou non utilisés après la création d’une nouvelle application,
bien que leur déploiement soit nécessaire car ils ne peuvent être dissociés de l’application. Cette
situation peut se révéler très problématique dans des environnements à ressources contraintes dans
lesquels le coût de déploiement (en espace mémoire, etc.) de chaque service doit être pris en
considération ; il doit généralement être le plus faible possible. Ainsi, la réutilisation à grande
échelle engendre de nouveaux problèmes qui peuvent être résolus par l’adaptation des composants
ou des architectures logicielles mis en jeu.
Différences de processus Les étapes d’un processus d’adaptation d’une application à base de com-
posants sont identiques à celles relatives à un processus d’adaptation classique : détection - prise de
décisions - réalisation. Seules les techniques de réalisation de l’adaptation (troisième phase du proces-
sus) sont spécifiques aux composants logiciels (voir Figure 1.5). Ces techniques que nous présenterons
dans la section 1.4 peuvent requérir d’une part, des propriétés spécifiques à l’application source telles
que la disponibilité du code source, l’introspection et l’intercession fournies par le modèle de composants
utilisé, etc. et d’autre part, des opérations de base pour l’adaptation fournies généralement par l’infra-
structure logicielle de déploiement de l’application (i.e. modèle de composants utilisé et sa plate-forme
d’implémentation).
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Figure 1.5 – Processus d’adaptation d’une application conçue à base de composants
1.3.2.4 Composants adaptables ou auto-adaptatifs
Un composant adaptable est un composant qui possède la capacité d’être adapté soit par l’interven-
tion d’une entité1 extérieure à celui-ci ; soit par le composant lui-même qui peut modifier son compor-
tement ou sa structure en fonction des éléments qu’il connaît. Dans le second cas, on parle alors de
composants auto-adaptatifs.
Si l’on se base sur les conditions requises pour qu’un système ou une application soit adaptable,
citées précédemment, un composant logiciel satisfait par définition [123] les deux premières propriétés
à savoir la modularité et la composabilité. L’introspection et l’intercession sont deux propriétés, quant à
elles, dépendantes du modèle de composants utilisé et de son implémentation. Cependant, la plupart des
modèles proposés dans la littérature proposent au minimum des fonctionnalités d’introspection. Dans le
panel de modèle de composants que nous avons établi dans l’annexe C, seul le modèle JavaBean [62]
ne dispose pas de la propriété d’intercession. Si l’on prend l’exemple du modèle de composants Fractal
[39], ces deux propriétés sont garanties par la présence d’interfaces de contrôle, fournies par chaque
composant, qui permettent d’observer sa structure et son comportement ainsi que d’agir sur lui-même
(par exemple, chaque composant Fractal est doté d’une interface de contrôle appelée BindingController
permet de réaliser de l’introspection sur les connexions entre les composants et de les modifier).
Par ailleurs, dans de nombreux environnements tels que les environnements ubiquitaires ou mobiles,
le contexte d’exécution d’une application est en perpétuelle évolution. De ce fait, la continuité de service
peut être remise en question à tout moment lors de l’exécution d’une application. Par exemple, dans le
1Une entité peut-être une personne physique, un outil dédié, un framework, un autre composant, etc.
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cadre d’environnement à ressources limitées, une diminution de la valeur d’une propriété de l’une des
machines de déploiement de l’application (par exemple, diminution de la taille mémoire disponible sur la
machine de l’utilisateur) peut avoir de lourdes conséquences sur le fonctionnement de l’application (par
exemple, la continuité de service peut être interrompue ou bien la qualité de service peut être altérée).
Ainsi, une application doit être capable de tenir compte des évolutions de son contexte d’exécution afin
de s’adapter aux nouvelles situations rencontrées pour lui garantir une continuité de service et maintenir
une certaine qualité de service. Dans ce cas, un composant doit être auto-adaptatif.
Un composant auto-adaptatif est un composant capable d’adapter automatiquement sa structure et
son comportement en réponse à des variations de son environnement d’exécution ayant des conséquences
sur son comportement.
1.4 Étude des approches existantes d’adaptation dans l’ingénierie des com-
posants logiciels
Afin de montrer les avantages, les insuffisances et les différences des approches existantes par rapport
à leur capacité de prendre en compte l’adaptation, nous avons dans un premier temps étudié les possi-
bilités d’adaptation au niveau des infrastructures logicielles de déploiement disponibles. Ensuite, nous
avons réalisé une étude comparative des approches d’adaptation qui ont été proposées dans la littérature
de l’ingénierie des composants logiciels.
1.4.1 Prise en charge de l’adaptation au niveau de l’infrastructure logicielle de déploie-
ment
L’infrastructure logicielle de déploiement d’une application fait référence au modèle de composants
utilisé et la plate-forme d’implémentation de ce modèle. Comme nous l’avons évoqué précédemment,
son aptitude à permettre l’adaptation dépend de ses propriétés d’introspection et surtout d’intercession.
1.4.1.1 Disponibilité des mécanismes de base support à l’adaptation dans les infrastructures à
base de composants
Nous avons répertorié, ci-dessous, les opérations d’adaptation d’une application conçue à base de
composants logiciels et nous avons recherché leur disponibilité2 dans le panel de modèle de composants
présenté dans l’annexe C.
1. Adaptation au niveau des interfaces (voir Tableau 1.1) :
• ajouter un point d’entrée à une interface (OpInterface1)
• modifier un point d’entrée à une interface (OpInterface2)
• masquer3/supprimer un point d’entrée (OpInterface3)
2
+ indique qu’il est possible de réaliser l’opération concernée dans le modèle spécifié. − indique l’indisponibilité de l’opé-
ration concernée dans le modèle spécifié. α/β : α dans le cas d’une adaptation statique et β dans le cas d’une adaptation
dynamique.
3
« Masquer » signifie rendre inopérant un point d’entrée alors que supprimer est une fonction irréversible qui efface le point
d’entrée de l’interface.
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Opérations (OpInterface1) (OpInterface2) (OpInterface3)
JavaBean −/− −/− −/−
EJB +/− +/− +/−
CCM +/− +/− +/−
COM et COM+ +/+ +/+ +/−
Fractal +/− +/− +/−
Table 1.1 – Disponibilité3 des opérations d’adaptation au niveau des interfaces dans les modèles de
composants de notre panel
2. Adaptation au niveau des ports (voir Tableau 1.2) :
• ajouter une interface à un port (OpPort1)
• remplacer une interface par une ou plusieurs autres (OpPort2)
• masquer/supprimer une interface dans un port (OpPort3)
• restructurer les interfaces d’un port (OpPort4)
Opérations (OpPort1) (OpPort2) (OpPort3) (OpPort4)
JavaBean −/− −/− −/− −/−
EJB −/− −/− −/− −/−
CCM +/− +/− +/− +/−
COM et COM+ −/− −/− −/− −/−
Fractal −/− −/− −/− −/−
Table 1.2 – Disponibilité3 des opérations d’adaptation au niveau des ports dans les modèles de compo-
sants de notre panel
3. Adaptation au niveau d’un composant (voir Tableaux 1.3 et 1.4) :
• ajouter un port/une interface (OpComp1)
• masquer/supprimer un port/une interface (OpComp2)
• restructurer les ports/les interfaces (OpComp3)
• ajouter un sous-composant (dans le cas d’un modèle de composants hiérarchiques) (OpComp4)
• masquer/supprimer un sous-composant (dans le cas d’un modèle de composants hiérarchiques)
(OpComp5)
• fusionner deux sous-composants (i.e. remplacer deux sous-composants par un seul) (OpComp6)
• fragmenter un sous-composant (i.e. remplacer un sous-composant par plusieurs) (OpComp7)
• configurer le composant (i.e. modifier ses attributs) (OpComp8)
• configurer un sous-composant (OpComp9)
• associer une nouvelle implémentation (OpComp10)
4. Adaptation au niveau des connexions entre composants (voir Tableau 1.5) :
• configurer des interconnexions entre les composants (OpConnexion1)
• rediriger des messages échangés entre les composants (OpConnexion2)
• insérer des pré-conditions et des post-conditions (OpConnexion3)
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Opérations (OpComp1) (OpComp2) (OpComp3) (OpComp4) (OpComp5)
JavaBean −/− −/− −/− −/− −/−
EJB +/− +/− +/− −/− −/−
CCM +/− +/− +/− −/− −/−
COM et COM+ +/− +/− +/− −/− −/−
Fractal +/− +/− +/− +/+ +/+
Table 1.3 – Disponibilité3 des opérations d’adaptation au niveau d’un composant dans les modèles de
composants de notre panel (a)
Opérations (OpComp6) (OpComp7) (OpComp8) (OpComp9) (OpComp10)
JavaBean −/− −/− +/+ −/− +/−
EJB −/− −/− +/+ −/− +/−
CCM −/− −/− +/+ −/− +/−
COM et COM+ −/− −/− +/+ −/− +/+
Fractal +/− +/− +/+ +/+ +/−
Table 1.4 – Disponibilité3 des opérations d’adaptation au niveau d’un composant dans les modèles de
composants de notre panel (b)
Opérations (OpConnexion1) (OpConnexion2) (OpConnexion3)
JavaBean −/− +/− +/−
EJB −/− +/− +/+
CCM −/− +/− +/−
COM et COM+ −/− +/− +/−
Fractal −/− +/− +/−
Table 1.5 – Disponibilité3 des opérations d’adaptation au niveau des connexions entre composants dans
les modèles de composants de notre panel
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5. Adaptation au niveau de l’architecture de l’application (voir Tableau 1.6) :
• ajouter un composant (OpArchi1)
• masquer/supprimer un composant existant (OpArchi2)
• modifier les interconnexions entre les composants (OpArchi3)
• fusionner deux composants (OpArchi4)
• fragmenter un composant (OpArchi5)
• transférer un composant dans un autre conteneur (OpArchi6) (i.e. migration de composants)
Opérations (OpArchi1) (OpArchi2) (OpArchi3) (OpArchi4) (OpArchi5) (OpArchi6)
JavaBean +/+ +/+ −/− +/− +/− +/−
EJB +/+ +/+ +/+ +/− +/− +/−
CCM +/+ +/+ +/+ +/− +/− +/−
COM et COM+ +/+ +/+ +/+ +/− +/− +/−
Fractal +/+ +/+ +/+ +/− +/− +/−
Table 1.6 – Disponibilité3 des opérations d’adaptation au niveau de l’architecture de l’application dans
les modèles de composants de notre panel
1.4.1.2 L’adaptation par l’utilisation des opérations offertes par l’infrastructure
Les opérations d’ajout (de points d’entrées dans une interface, d’interfaces dans un port, de ports/in-
terfaces dans un composant ou bien de composants dans une application) sont généralement utilisées pour
faire évoluer un composant ou une application de par l’ajout de nouvelles fonctionnalités (i.e. adaptation
évolutive).
Concernant les opérations de modification et de remplacement (d’interfaces, de ports, de compo-
sants, ou d’architectures), elles permettent également de faire évoluer le comportement d’un composant
ou d’une application mais aussi de corriger d’éventuels défauts détectés soit par l’administrateur de l’ap-
plication soit par l’application elle-même (i.e. adaptation corrective).
Les opérations de masquage/suppression sont, quant à elles, utilisées dans le cadre de ressources
limitées afin de réduire les besoins en ressources d’un composant ou d’une application, ou bien rendre
inactives des interfaces susceptibles de consommer trop de ressources (ou bien susceptibles de ne pouvoir
être exécutées correctement).
Les opérations d’ajout, de modification et de suppression de point d’entrées, d’interfaces et de ports
peuvent également être utilisées pour assurer l’interopérabilité des composants au moment de leur assem-
blage. Les opérations de restructuration des ports/interfaces d’un composant partage le même objectif.
Elles permettent à deux composants - l’un fournissant les services requis par l’autre - d’être assemblés
même si leurs ports/interfaces ne sont pas initialement structurés de la même manière.
Les autres opérations (fragmentation de composants et fusion de composants) peuvent être utilisées
pour modifier la structure d’un composant afin de l’adapter à son environnement d’exécution (i.e. adap-
tation à l’architecture matérielle et aux besoins de l’utilisateur).
Les opérations de configuration (de connexions ou de composants) sont utilisées afin d’adapter le
comportement d’une application en fonction de contexte d’exécution (i.e. adaptation au contexte d’utili-
sation).
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1.4.1.3 Mise en œuvre de ces opérations
De manière statique, la plupart des opérations d’adaptation décrites précédemment sont réalisées par
génération ou par modification de code, et ce, pour la plupart de manière manuelle ; ce qui rend ces
opérations réalisables dans la majorité des modèles recensés. Cependant, certaines opérations qui ne né-
cessitent pas l’intégration de nouveau code métier spécifique à l’application, telles que la fragmentation
ou la fusion de composants peuvent être entièrement automatisées. Or, actuellement, aucune approche
ne propose de les automatiser. Ainsi, dans le cadre de cette thèse nous nous sommes attachés à proposer
une approche permettant d’automatiser ces opérations d’adaptation (voir Chapitre 2).
De manière dynamique, ces opérations sont étroitement liées au modèle de composants utilisé qui
peut ou non les proposer. En fait, les modèles permettant de réaliser ce type d’opération doivent être
dotés de propriétés d’introspection et d’intercession comme c’est le cas pour les modèles Ejb, CCM,
COM et Fractal. Cependant, les opérations proposées par les modèles sont, pour la plupart, basiques.
En fait, ils proposent généralement uniquement des opérations standard tels que l’ajout de composants,
la suppression de composants, la modification de liaison entre les composants, etc. Les opérations plus
complexes telles que la fragmentation ou la fusion dynamique de composants ne sont pas offertes par les
modèles existants. De ce fait, nous proposons dans cette thèse une approche permettant de fragmenter
dynamiquement un composant (voir Chapitre 4).
1.4.2 Un canevas pour l’étude de l’adaptation au niveau des applications à base de com-
posants
Pour étudier l’adaptation de composants logiciels et d’applications conçues à base de composants,
nous avons défini un certain nombre de critères de comparaison permettant de classifier les travaux
existants, à savoir les raisons de l’adaptation (pourquoi adapter ?), sa cible (sur quoi porte l’adaptation ?),
son moment d’exécution (quand est réalisée l’adaptation ?), son niveau d’automatisation (qui réalise
l’adaptation ?), son environnement d’exécution (dans quel environnement est réalisée l’adaptation ?), et
enfin la technique utilisée pour sa dynamicité et sa mise en œuvre (comment est réalisée l’adaptation ?).
1.4.2.1 Les raisons de l’adaptation comme critère de classification
L’adaptation d’un composant logiciel ou d’une application conçue à base de composants a trois ob-
jectifs majeurs qui sont : l’accroissement de la flexibilité (i.e. le composant ou l’application devient alors
capable d’être exécuté dans n’importe quel environnement et peuvent s’adapter afin de garantir sa conti-
nuité de service) [3], l’augmentation ou le maintien des performances (i.e. augmentation ou préservation
de la qualité de service) [75] et enfin l’évolution des fonctionnalités (i.e. ajout ou modification de services
fournis par les composants ou l’application) [44, 75].
Tout d’abord, un composant ou une application peut être adapté de manière à accroître sa flexibilité.
Dans ce cas, nous pouvons distinguer trois types d’adaptation :
• l’adaptation adaptative
L’adaptation adaptative telle qu’elle est définie par Ketfi et al dans [75] consiste à faire modifier le
comportement ou la structure d’un composant ou d’un assemblage de composants en fonction de
son environnement d’exécution. Par exemple, l’adaptation adaptative peut consister à configurer
les propriétés d’un composant en fonction de son contexte d’exécution à savoir le profil de l’utili-
sateur, son environnement proche, etc. ;
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• l’adaptation pour la flexibilité
Adapter un composant ou une application à base de composants pour accroître sa flexibilité consiste
à le rendre capable de s’exécuter sur n’importe quel système et d’exploiter au mieux ses capacités.
Par exemple, le déploiement d’un composant peut être qualifié de flexible lorsque la machine de
déploiement ne dispose pas de ressources nécessaires mais que le déploiement peut quand même
être réalisé (par exemple, en distribuant certains sous-composants en fonction du contexte ou en
ne chargeant que les services susceptibles d’être utilisés) ;
• l’adaptation pour l’interopérabilité
Ce type d’adaptation est généralement utilisé pour la création de nouvelles applications ou bien
lors de la reconfiguration d’une architecture logicielle. Elle réside dans l’utilisation d’outils ou de
mécanismes permettant d’assurer la compatibilité entre les services, interfaces ou ports requis et
fournis par les composants. Par exemple, si un composant fournit les services requis par un autre
composant mais que la structure de leur port ne permet pas de les assembler, une adaptation par
restructuration est alors nécessaire afin de rendre compatible les deux composants. Cette adapta-
tion permet donc d’assurer l’interopérabilité entre ces deux composants ;
Par ailleurs, l’adaptation peut être réalisée dans l’optique de maintenir les performances de l’application
ou de les augmenter. Dans ce cas, nous distinguons trois types d’adaptation :
• l’adaptation perfective
Ce type d’adaptation est utilisé pour accroître les performances d’un composant ou d’un assem-
blage de composant. Ainsi, par exemple, si un composant est jugé inefficace vis-à-vis de ses perfor-
mances, il peut être remplacé par un autre de manière à augmenter l’efficacité de l’application (i.e.
éviter une dégradation des performances de l’application). Par exemple, diminuer la complexité
d’un algorithme permet d’augmenter les performances. L’objectif de l’adaptation perfective est
d’optimiser le comportement des composants ;
• l’adaptation correctionnelle
Son objectif est de corriger les erreurs de fonctionnement d’une entité au sein de l’application :
si l’exécution ne se déroule pas correctement, il faut identifier le ou les éléments (composants,
connecteurs, etc.) qui posent problèmes et les remplacer par d’autres supposés ayant un fonction-
nement correct et fournissant les mêmes fonctionnalités que les composants défaillants ;
• l’adaptation pour l’accroissement de la réutilisabilité
L’objectif d’une telle adaptation est d’accroître la réutilisabilité d’un composant ou d’un assem-
blage de composants. Par exemple, un composant peut être utilisé dans des contextes différents de
ceux envisagés durant sa conception. De ce fait, pour être réutilisé, ce composant devra être adapté
afin qu’il réponde à de nouveaux besoins.
Le dernier besoin de l’adaptation repose sur l’évolution des fonctionnalités de l’application que l’on
veut adapter [44, 75]. Cette stratégie appelée adaptation évolutive consiste à ajouter de nouveaux com-
posants ou services à l’application de manière à proposer à l’utilisateur de nouvelles fonctionnalités
(i.e. possibilité d’ajouts de nouveaux composants ou étendre les composants existants). Elle est liée aux
besoins de l’utilisateur. Cependant, les fonctionnalités existantes (i.e. services fournis par l’application
avant son adaptation) ne sont pas modifiées.
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1.4.2.2 La cible de l’adaptation comme critère de classification
La première étape d’un processus d’adaptation d’une application consiste généralement à déterminer
la cible de l’adaptation (i.e. sur quoi porte l’adaptation ? que doit-t-on adapter ?).
La facette cible de l’adaptation Tout d’abord, l’adaptation peut porter sur le comportement ou la
structure de l’entité cible ; la cible pouvant être n’importe quelle entité définie dans l’application à adap-
ter. Par exemple, la cible peut être les services métiers (i.e. services fournis par l’application) comme sur
les services techniques relatifs à la persistance, aux transactions ou à la sécurité, qui sont des services
généralement fournis par la plate-forme de déploiement de l’application.
L’entité cible de l’adaptation L’adaptation d’une application peut agir sur différents niveaux de gra-
nularité (i.e. l’application est composée d’éléments mis en relation par des liaisons) :
• au niveau des éléments qui composent l’application : les composants
Adapter un élément d’une application peut consister par exemple à corriger son comportement si
ce dernier n’est pas conforme à la situation dans laquelle l’application se trouve et s’il présente
des risques d’erreur. Les éléments à adapter peuvent être vus comme des boîtes blanches (i.e. un
élément est vu comme une boîte blanche lorsque sa spécification interne est visible par le reste
des composants de l’application), des boîtes grises (i.e. un élément est vu comme une boîte grise
lorsque seulement une partie de sa spécification interne est visible par le reste des composants de
l’application, l’autre n’est pas visible) ou bien des boîtes noires (i.e. un élément est vu comme une
boîte noire lorsque sa spécification interne n’est pas visible par le reste des composants de l’appli-
cation). Il peut s’agir d’un simple paramétrage comme d’une modification complète de l’élément
en question. Ces opérations permettent d’optimiser l’application au niveau local à l’élément que
l’on doit adapter ;
• au niveau des liaisons entre les éléments qui composent l’application : les connecteurs
Adapter les liaisons entre les différents éléments d’une application peut consister à modifier leur
type (synchrone ou asynchrone) ou bien à analyser et à traiter les messages échangés de manière
à effectuer des post-traitements (i.e. après envoi du message), des prétraitements (i.e. avant récep-
tion du message) ou encore des redirections (i.e. changement de cible) de manière à optimiser le
comportement général de l’application ;
• au niveau de l’architecture de l’application
L’adaptation peut engendrer une restructuration complète de l’architecture de l’application. Cette
opération consiste en fait à réorganiser l’assemblage des différents éléments qui composent l’ap-
plication. Par exemple, pour des raisons d’optimisation de comportement, l’architecture d’une
application peut être modifiée de manière à pouvoir exécuter certains services en parallèle. Ces
opérations ont pour objectif d’optimiser le comportement global de l’application.
Il est à noter que la facette de l’adaptation est étroitement liée à l’entité cible. En fait, les entités
cibles d’une adaptation sont différentes que l’on choisisse d’adapter la structure ou le comportement
(voir Figure 1.6). Par exemple, l’adaptation du comportement agit essentiellement au niveau des services
(fonctionnels ou non) alors que l’adaptation de la structure est réalisée sur les entités qui forment un
composant (interfaces, ports, composants, etc.).
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Figure 1.6 – Les différentes cibles de l’adaptation
1.4.2.3 Le moment de l’adaptation comme critère de classification
Une phase d’adaptation peut être provoquée par la découverte ou l’évolution du contexte d’exécution
d’une application. Elle peut être également déclenchée par l’intervention d’une personne physique telle
que l’administrateur de l’application ou l’utilisateur, à tout moment dans le cycle de vie d’une appli-
cation. Ainsi, on peut distinguer différents moments clefs au cours desquels une application peut être
adaptée :
• avant le déploiement
L’adaptation de l’application peut être réalisée au moment de sa conception et de son développe-
ment. En effet, si le ou les concepteurs possèdent des informations sur le contexte d’utilisation (i.e.
contexte d’exécution), il peut adapter l’application en fonction de ces données. Plus généralement,
pendant cette étape du cycle de vie de l’application, les concepteurs construisent l’application de
manière à autoriser des adaptations ultérieures. Ils ont pour tâche de prévoir les possibilités d’adap-
tation afin d’agir en conséquence.
De plus, l’adaptation de l’application peut également être effectuée avant la compilation de son
code source. L’entité physique ou logicielle chargée d’adapter l’application peut alors modifier le
code de manière à prendre en compte les données connues sur le contexte d’exécution.
Enfin, l’adaptation peut être réalisée après la compilation de son code source. Deux cas sont pos-
sibles : soit le code source est disponible ; dans ce cas l’adaptateur pourra manipuler ce dernier (i.e.
techniques de refactorisation et de transformation de code), puis recompiler les nouveaux fichiers
sources de l’application adaptée. Soit, le code source de l’application n’est pas disponible ; dans
ce cas, il faut appliquer des méthodes de « reengineering » ;
• pendant le déploiement
Le déploiement est une phase importante d’un cycle de vie d’une application. Le déploiement
comporte un ensemble de tâches qui doivent être réalisées avant l’exécution de l’application afin
d’assurer son fonctionnement. Parmi ces activités, nous pouvons citer la copie des fichiers binaires
sur la machine sur laquelle va être exécutée l’application, la mise en place des connexions entre
les différents éléments qui composent l’application, etc.
L’adaptation de l’application au moment de son déploiement revêt une importance cruciale car
à cet instant précis de son cycle de vie, l’application découvre l’environnement dans lequel elle
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va être exécutée. De nombreux travaux sont consacrés à l’acquisition et à la prise en compte du
contexte notamment au moment du déploiement. Ces derniers ont pour objectif majeur de conce-
voir des outils permettant à l’application de prendre en compte son contexte afin de s’y adapter ;
• pendant l’exécution
Le contexte d’exécution d’une application peut changer en permanence et c’est notamment le cas
pour des applications destinées à fonctionner dans des environnements ubiquitaires et mobiles.
Ainsi, l’adaptation pendant l’exécution peut se révéler obligatoire pour certains types d’applica-
tion. Comme pour le déploiement, il existe de nombreux outils permettant à l’application d’acqué-
rir en continu (i.e. tout au long de son exécution) des connaissances sur son environnement ainsi
que sur son comportement.
1.4.2.4 La dynamicité de l’adaptation comme critère de classification
L’adaptation d’une application peut être réalisée à la volée ou bien nécessiter l’arrêt de l’application.
On parle d’adaptation dynamique lorsque celle-ci est réalisée sans arrêter l’application et d’adaptation
statique lorsqu’il est nécessaire de stopper l’application pour procéder à l’adaptation :
• l’adaptation statique
Les modifications opérées pour réaliser l’adaptation sont effectuées lorsque l’application est à
l’arrêt. Généralement, elles sont effectuées avant la phase de déploiement de l’application sur sa
plate-forme d’exécution. Après son déploiement, il est également possible de réaliser une phase
d’adaptation statique : pour cela, il suffit de stopper l’exécution de l’application, puis opérer les
transformations adéquates et enfin redémarrer l’application ;
• l’adaptation dynamique
Adapter dynamiquement une application consiste à introduire des modifications pendant l’exécu-
tion d’une application. Cette activité est également appelée reconfiguration dynamique. L’adapta-
tion est donc réalisée après la phase de déploiement dans le cycle de vie de l’application. Cette
approche ne nécessite pas l’arrêt de l’application contrairement à l’approche statique. Pour qu’une
application soit adaptable dynamiquement, il faut que les éléments qui la composent et les modèles
utilisés dans sa conception supportent la dynamicité.
1.4.2.5 Le niveau d’automatisation de l’adaptation comme critère de classification
Ce critère fait référence au degré d’automatisation d’un processus d’adaptation à savoir la place de
l’utilisateur de l’adaptation dans un processus d’adaptation ; l’utilisateur de l’adaptation pouvant être le
concepteur/programmeur de l’application, l’administrateur de l’application ou bien l’utilisateur de l’ap-
plication. Une adaptation peut être désignée comme manuelle (i.e. le processus d’adaptation est entière-
ment réalisé par l’utilisateur de l’adaptation), semi-automatique (i.e. le processus d’adaptation nécessite
l’intervention de l’utilisateur de l’adaptation) ou automatique (i.e. le processus d’adaptation ne nécessite
pas d’intervention de l’utilisateur de l’adaptation).
Il dépend notamment des acteurs de l’adaptation. En fait, un acteur de l’adaptation est une entité
physique ou logicielle capable de démarrer, de modifier, de stopper, d’annuler ou bien de superviser une
phase d’adaptation. Elle peut intervenir à différents niveaux dans le cycle de vie d’une application (voir
Figure 1.7). Nous distinguons cinq acteurs de l’adaptation :
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• l’utilisateur
Dans certains cas, l’utilisateur peut être un acteur de l’adaptation ; notamment dès lors qu’il est
inclus dans un processus décisionnel (déclenchement d’une phase d’adaptation, spécification du
résultat de l’adaptation, etc.) ;
• le concepteur / programmeur
Il est chargé de concevoir la manière dont l’application va s’adapter dans un contexte particulier.
En fait, il doit définir les règles et les mécanismes qui vont permettre à l’application de s’adap-
ter. De plus, il a la possibilité de figer certaines étapes de l’adaptation (i.e. de par la création des
règles). Le problème, généralement rencontré dans la création ou la maintenance d’application,
réside dans le fait que dans la majorité des cas, ce n’est pas la même personne qui a écrit le code
de l’application ou du composant et celle qui souhaite adapter ce code, d’où une certaine difficulté
pour réaliser l’adaptation ;
• l’administrateur
Il s’agit de la personne qui a la possibilité de déclencher une phase d’adaptation de l’application.
Cette opération est généralement réalisée par l’appel à un ou plusieurs services fournis par l’ap-
plication elle-même et dédiés à cet effet. Par exemple, il peut détecter une anomalie et prendre les
mesures nécessaires pour y remédier en adaptant le code de l’application ou bien en démarrant une
procédure d’adaptation ;
• un adaptateur
Un adaptateur est un outil chargé de réaliser toutes les tâches contenues dans un processus d’adap-
tation. Il peut être autonome ou bien contrôlé par l’un des autres acteurs de l’adaptation ;
• l’application
L’application est l’acteur qui subit l’adaptation généralement déclenchée et réalisée par ceux cités
précédemment. Par ailleurs, elle a la possibilité de s’auto-adapter par exemple par le déclenche-
ment de capteurs ou d’évènements. Cette procédure passe obligatoirement par une phase d’acqui-
sition et d’analyse de son contexte d’exécution. Ainsi, une application peut modifier son propre
comportement en observant ses ressources ainsi que les changements de son environnement d’uti-
lisation.
Une application est qualifiée d’adaptative lorsqu’elle fournit les moyens à un acteur externe (i.e.
concepteur, administrateur, etc.) de réaliser des adaptations, alors qu’elle est qualifiée d’auto-adaptative
lorsque l’adaptation est réalisée de façon interne et qu’elle est déclenchée par des variations de son
contexte d’exécution.
Le niveau d’automatisation de l’adaptation dépend également de la profondeur (quels sont les étapes
pour chaque travail) et de la pertinence de la décision (quels sont les éléments de décisions).
1.4.2.6 L’environnement d’exécution de l’application comme critère de classification
Les travaux existants se positionnent généralement dans le cadre d’environnement particulier de
manière à répondre à une problématique spécifique. En fait, l’objectif et la réalisation de l’adaptation
peuvent être très différents selon l’environnement d’exécution dans lequel elle est positionnée. Nous
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Figure 1.7 – Positionnement des acteurs de l’adaptation dans le cycle de vie d’une application
avons recensé quatre types d’environnements sur lesquels se sont focalisées les approches existantes ;
chaque type d’environnement est doté de caractéristiques spécifiques sur lesquelles doit se baser l’adap-
tation :
• les environnements mono-machine
Dans le cadre d’un environnement mono-machine, l’application est déployée et exécutée sur une
seule machine (i.e. l’application utilise uniquement les services et les données fournies par la ma-
chine sur laquelle elle est installée). Dans ce cadre précis, l’adaptation peut consister par exemple
à charger ou à décharger certaines parties d’un composant si les ressources nécessaires à son dé-
ploiement ne sont pas suffisantes pour permettre un déploiement intégral du composant. Dans ce
cas, on parle d’adaptation au support ;
• les systèmes distribués standard, les grilles de calculs et les clusters
Dans un environnement réparti, une application peut être déployée et exécutée sur plusieurs ma-
chines d’un réseau qui peut être filaire (i.e. réseaux physiques) ou sans fil (Wifi, Bluetooth, IR,
etc.). Elle peut donc utiliser des données ou des services qui sont disponibles sur des sites (i.e.
machines) différents par l’intermédiaire du réseau. Les principaux problèmes à résoudre lors de
la création d’applications destinées à être exécutées dans ce type d’environnement sont la gestion
des communications distantes (i.e. appel à des services distants par l’intermédiaire du réseau), la
tolérance aux fautes (i.e. gestion des transactions, tolérance aux pannes, etc.), la disponibilité des
ressources et services (i.e. éviter les problèmes de privation liés à la gestion de la cohérence et de
la concurrence des transactions), la gestion des ressources distantes (i.e. gestion des caches, bases
de données distribuées) et enfin la sécurité (i.e. authentification, transactions sécurisées, etc.).
Une grille informatique ou grid est une infrastructure matérielle constituée d’un ensemble co-
ordonné de ressources potentiellement partagées, distribuées, hétérogènes, externalisées et sans
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administration centralisée.
Dans ce type d’environnement, l’adaptation est généralement utilisée afin d’améliorer les perfor-
mances de l’application ou de certains composants. Ce résultat peut être obtenu en permettant
l’exécution parallèle de certains morceaux de code en fonction du contexte ;
• les environnements mobiles
L’informatique mobile (en anglais « Mobile Computing » ) est un domaine qui concerne la fa-
brication et l’utilisation d’ordinateurs de taille réduite que l’on peut transporter avec soi dans ses
déplacements et qui, le plus souvent, peuvent être reliés sans fil à un réseau ou à d’autres ordina-
teurs. Ainsi, la grande problématique des approches mettant en jeu ce type de réseau consiste à
garantir à l’utilisateur qu’il puisse continuer d’accéder à l’information fournie par une infrastruc-
ture distribuée sans tenir compte de son emplacement.
L’informatique mobile se focalise sur la mobilité du matériel, des données et du logiciel dans des
applications informatiques et leur possible apparition et disparition (i.e. liée aux connexion/décon-
nexions des machines) durant toute la durée de vie de l’application.
De ce fait, elle peut être considérée comme une classe spécialisée des systèmes répartis où quelques
nœuds peuvent désengager des opérations distribuées communes, se déplacer librement dans l’es-
pace physique et se reconnecter ultérieurement à un autre segment probablement différent d’un
réseau informatique afin de reprendre des activités suspendues ;
• les environnements ubiquitaires
Un environnement ubiquitaire (voir Section 1.5) correspond à un réseau ambiant se caractérisant
par des entités mobiles communicantes et parfois de très petite taille et possédant des caractéris-
tiques techniques très différentes les unes des autres allant du téléphone portable aux capacités
réduites (i.e. puissance de calcul faible, batterie à faible autonomie, taille de l’écran limitée, capa-
cité de stockage faible, etc.) à l’ordinateur de bureau. L’informatique ubiquitaire consiste à faire
fonctionner une application dans n’importe quel environnement physique tout en réalisant l’adap-
tation de manière totalement transparente aux yeux de l’utilisateur [132].
1.4.2.7 Les techniques de mise en œuvre des approches d’adaptation comme critère de classifica-
tion
Les techniques utilisées pour mettre en œuvre l’adaptation d’une application conçue à base de com-
posants logiciels varient en fonction de nombreux paramètres tels que la cible de l’adaptation, le moment
de l’adaptation, etc.
Présentation des techniques existantes Afin de présenter les techniques d’adaptation existantes, nous
les avons classifiées en fonction de leur cible à savoir les composants, les connecteurs ou l’architecture
logicielle.
Adaptation des composants
1. BCA (Binary Component Adaptation)
BCA [73] est une technique d’adaptation qui agit sur le code binaire des composants. Elle ne
nécessite pas le code source. Le système BCA a été implémenté en Java. L’adaptation peut être
réalisée à tout moment dans le cycle de vie du composant. Pour effectuer l’adaptation d’un com-
posant après le déploiement, l’application doit construire un fichier de spécification contenant les
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éléments que l’on souhaite modifier tels que les méthodes, interfaces, champs, etc. Un compilateur
fournit alors un fichier binaire contenant le code binaire modifié qui est nécessaire pour que le
composant soit adapté. Ensuite, les autres classes qui font références au composant adapté doivent
être recompilées. L’assemblage des fichiers de type .class peut alors être effectué puis exécuté.
2. La paramétrisation
Cette technique d’adaptation réside dans la modification des paramètres d’exécutions d’une ins-
tance de composant (i.e. changer les valeurs des propriétés des composants). Elle nécessite la
création d’interfaces dédiées.
3. Les interfaces actives
Une interface active [63] est une interface qui peut ajouter des opérations à effectuer quand une
méthode est invoquée (i.e. avant ou après l’appel). Par exemple, lorsqu’une méthode est appelée
avec une série de paramètres, ces derniers peuvent subir des prétraitements ou être renvoyés vers
d’autres méthodes. Chaque composant est associé à un composant chargé d’assurer l’appel aux
méthodes définies par les interfaces actives. Ces deux composants communiquent au travers d’une
interface spéciale.
4. La transformation
La transformation consiste à modifier l’implémentation d’un composant (i.e. son code source).
Cette opération peut être réalisée par l’intermédiaire d’un outil d’analyse et de transformation du
code, séparé de l’application. Elle peut également être mise en œuvre au travers d’un service fourni
par le composant à adapter. Il existe de multiples techniques permettant de réaliser la transforma-
tion de code :
• la modification sur place « open-source »
Cette technique réside dans le fait que le constructeur de l’application puisse si nécessaire mo-
difier directement le code source des composants. Aussi, le constructeur doit être capable d’ana-
lyser le code d’un composant et de l’interpréter de manière à opérer des changements ;
• l’utilisation de langages de script
Les langages de script tels que Perl ou Tcl/Tk permettent de générer de nouveaux fichiers
sources qui vont contenir la nouvelle implémentation du composant après adaptation. Le code va
être modifié en fonction de règles prédéfinies par le programmeur. Ils permettent de réorganiser
les composants en agissant directement sur le code source. Ils sont généralement utilisés pour
spécifier comment un composant interagit avec un autre composant et comment les structures
de données échangées doivent être transformées. Ils peuvent être utilisés pour générer les liens
entre les composants pendant la phase d’assemblage d’une application ;
• l’utilisation de langage de composition
Ce sont des langages qui possèdent un plus haut niveau d’abstraction qui permet de travailler
sur la composition des composants. Ils doivent être capable de manipuler à la fois des objets
et des composants dont le contenu peut être distribué. Par exemple, PICT [113] et BML (Bean
Markup Language) [129] sont des langages de composition ;
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• la restructuration
La restructuration de logiciels, aussi appelée refactorisation (refactoring) quand elle est utili-
sée dans le contexte d’applications orientées objets, est une transformation d’une représenta-
tion existante en une représentation sémantiquement équivalente sans changement de niveau
d’abstraction [53]. Cette technique est généralement utilisée pour améliorer la structure d’un
système [99] afin d’augmenter sa maintenabilité. De ce fait, le système devient plus facile à
comprendre et donc certaines parties deviennent plus réutilisables [55]. De même, l’ajout de
nouvelles fonctionnalités est alors plus aisé. Parmi les différentes applications à la restructura-
tion, nous pouvons citer l’élimination du code dupliqué en vue d’améliorer sa lisibilité ou bien
le partitionnement de code afin de permettre une exécution parallèle. Cette dernière opération
consiste à fragmenter une application en différentes portions tout en préservant la sémantique
de l’application initiale.
5. L’héritage
Une technique d’adaptation pour la réutilisation est l’héritage. Cette technique, issue du monde
objet, [130] permet à un composant d’acquérir les caractéristiques d’autres composants et ainsi
d’obtenir des composants dotés de comportements analogues. Cependant, l’héritage est très peu
utilisé par la communauté de « composants logiciels » au profit de la composition pour faciliter la
réutilisation.
6. Le « wrapping »
Un wrappeur [56, 70] est un conteneur d’objets qui encapsule le composant et qui fournit des
interfaces qui permettent d’étendre les services proposés par le composant qu’il contient. Il peut
donc contenir d’autres interfaces destinées à contrôler le composant qu’il contient ou à fournir de
nouvelles fonctionnalités. Il n’y a aucune frontière claire entre l’emballage et l’agrégation, mais
l’emballage est employé pour adapter le comportement du composant inclus tandis que l’agréga-
tion est employée pour composer la nouvelle fonctionnalité hors des composants existants four-
nissant la fonctionnalité appropriée. Généralement, cette technique est utilisée pour étendre une
classe ou bien transformer une interface d’une classe par une autre. Il existe plusieurs approches
comme l’héritage pour les composants, l’agrégation, les filtres de composition ou les adaptateurs.
7. La superposition
La superposition [29] consiste à permettre au constructeur d’application d’adapter un composant
en utilisant des types d’adaptation prédéfinis et configurables de la même manière que BCA. Le
principe de superposition est qu’un composant et la fonctionnalité adaptant le composant sont deux
entités séparées mais qui ont besoin d’être intégrées. L’objectif est de fournir des composants adap-
tés dont la combinaison est réutilisable. Cette propriété exige un ensemble de types composants
réutilisables d’adaptation. Ces types d’adaptation devraient être configurables et composables l’un
avec l’autre de manière à tenir compte des adaptations composantes complexes.
8. Les patrons de conceptions
Les patrons de conceptions (en anglais design patterns) [56] sont des techniques permettant de pro-
poser des solutions à des problèmes récurrents. En fait, un patron de conceptions définit, explique
et évalue de manière systématique une conception importante qui se reproduit dans les systèmes
orientés objets. De ce fait, ils sont basés sur des expériences passées avec les mêmes structures.
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Les patrons de conceptions permettent d’augmenter la productivité en adoptant certaines struc-
tures établies et réutilisables. En fait, ils proposent un niveau d’abstraction plus élevé permettant
d’élaborer des applications de meilleure qualité. Les patrons de conceptions les plus utilisés pour
mettre en place l’adaptation d’une application sont :
(a) le patron de conception « Strategy »
Ce patron de conception permet de définir des familles d’algorithmes encapsulés, interchan-
geables et associés à des contextes d’exécution. Ce patron de conception est très utilisé pour
adapter le comportement d’une application lors de son exécution. En effet, il permet par
exemple de définir, pour chaque composant contenu dans une application, plusieurs com-
portements différents (i.e. plusieurs implémentations pour un même service) qui vont être
choisis en fonction du contexte au moment de l’exécution ;
(b) le patron de conception « Adapter » également appelé sous le nom de « wrapper pattern »
ou plus simplement « wrapper »
Ce patron de conception permet de convertir une interface d’un composant ou d’un objet afin
de la rendre conforme à celle attendue par le client (i.e. composant requérant cette interface
pour fonctionner). Ce patron est utile lorsque l’on désire utiliser un composant existant mais
que l’interface proposée n’est pas satisfaisante. Dans ce cas, le pattern propose de définir par
héritage multiple un composant effectuant les actions d’adaptation nécessaires ;
(c) le patron de conception « Observer »
Ce patron est généralement utilisé pour envoyer des événements et des informations vers
d’autres objets (les Observateurs ou « Observer »). Les objets Observer vont donc exécuter
certaines actions en fonction des indications envoyées par l’objet Observable ;
(d) le patron de conception « Memento »
Ce patron permet d’externaliser et de sauvegarder l’état interne d’un objet de manière à pou-
voir le restaurer. Ce pattern est très utilisé pour mettre en place l’adaptation dynamique d’une
application.
9. La réflexion
La réflexion [119] est une technique utilisée pour raisonner et agir sur soi-même. Ainsi, un système
réflexif peut observer son propre comportement (i.e. introspection) tout au long de son exécution
et même agir sur lui même (i.e. intercession) en fonction de ses besoins. Un système réflexif
est composé de deux niveaux distincts : d’une part, le niveau de base contenant le code métier
du système et d’autre part, le niveau méta qui contient une représentation abstraite du système.
L’accès au niveau méta à partir du niveau de base est réalisé via le concept de réification.
La réflexion est généralement utilisée pour réaliser l’adaptation dynamique d’une application. Par
exemple, un système peut déceler une faille dans son comportement grâce à l’introspection et la
corriger immédiatement par intercession sans stopper son exécution. La réflexion permet à la fois
de modifier la structure et le comportement d’une application. Ainsi, on distingue deux types de
réflexion :
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(a) la réflexion comportementale
Elle réside dans la capacité du système à fournir une représentation complète de sa propre sé-
mantique en termes d’aspects internes de son environnement d’exécution. Elle permet de mo-
difier le comportement des processus de l’environnement sous-jacent, en prenant en compte
les propriétés non fonctionnelles et la gestion des ressources. Par exemple, une application
distribuée réflexive peut choisir d’utiliser un protocole de communication qui est bien adapté
à son environnement d’exécution ;
(b) la réflexion structurelle
Elle réside dans la capacité du système à fournir une réification complète de lui-même en
termes de structure : hiérarchie des objets, connexion des objets, état, type, etc. Grâce à
la réflexion structurelle, il est possible de modifier les fonctionnalités du programme. Par
exemple, un objet réflexif peut donner des renseignements sur les méthodes qu’il fournit.
L’utilisation de la réflexion pour l’adaptation a pour avantage majeur la séparation entre le code
métier du système et le code qui permet de réaliser l’adaptation. De plus, la réflexion permet de
définir des stratégies d’adaptation dynamique et générique car elle s’applique au niveau du méta-
modèle de l’application. Cependant, la réification engendre un surcoût en temps d’exécution.
10. Le tissage d’aspects
La programmation par aspects (AOP) [77, 103] permet de réaliser une séparation des différentes
préoccupations des programmeurs liées au développement d’applications. Généralement, ce sont
les parties fonctionnelles qui sont dissociées de parties techniques de l’application. La fusion de
ces deux parties est réalisée au moyen d’un tisseur permettant d’obtenir l’application finale. En
fait, l’AOP a pour objectif d’isoler les définitions des propriétés transversales des applications (i.e.
persistance, sécurité, transaction, duplication, cohérence, etc.). Ainsi, l’AOP propose des solutions
permettant d’isoler chacune de ces propriétés, appelées aspects, dans des modules spécifiques et
indépendants. Cette opération permet de faciliter leur définition et leur manipulation.
De ce fait, la programmation par aspects peut être utilisée pour introduire des mécanismes d’adap-
tation, aux composants par l’intermédiaire d’aspects tissés sur le code métier. Ce tissage peut
également être réalisé au cours d’exécution de l’application (pour l’adaptation dynamique).
11. L’utilisation de « Plugins »
L’application utilise des outils qui permettent de découvrir les nouveaux services fournis par les «
plugins ». Les protocoles mis en œuvre sont prédéfinis. Cette technique est généralement utilisée
pour gérer l’évolution d’une application de par l’ajout de nouvelles fonctionnalités.
12. Les cadres de conception
Les cadres de conception (en anglais frameworks) sont des ensembles de composants qui défi-
nissent un plan abstrait orienté à résoudre des problèmes liés à un domaine particulier. Les frame-
works sont divisés en deux catégories : les « boîtes blanches » et les « boîtes noires ». Dans le cas
d’un framework « boîte blanche », il est nécessaire de connaître sa structure interne pour pouvoir
l’utiliser. Un framework est catégorisé comme « boîte noire » dès lors que l’héritage est remplacé
par la composition d’instances obtenues à partir des composants du framework [41].
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Adaptation des liaisons entre composants (i.e. adaptation des connecteurs)
1. L’interposition
Cette stratégie réside dans l’utilisation d’adaptateurs qui s’insèrent en amont des composants et
qui interceptent les messages reçus [26]. Ces adaptateurs sont généralement implémentés sous la
forme de composants ou de connecteurs [8].
2. La délégation
La délégation consiste à déléguer le travail d’un composant vers un autre composant. Elle passe
par la création de composants uniquement destinés à l’adaptation de l’application. Ces derniers
sont chargés de répartir les tâches en désignant quel composant devra réaliser tel ou tel service
en fonction du contexte [75]. Des outils de « mapping » permettant d’établir les correspondances
entre les services sont utilisés pour mettre en place cette solution.
Adaptation de l’architecture de l’application
La technique utilisée pour adapter l’architecture d’une application [87] est appelée reconfiguration
[47]. La reconfiguration est généralement réalisée de manière dynamique (i.e. lors de l’exécution de
l’application) afin d’adapter l’application à son contexte d’exécution. Elle soulève trois problèmes ma-
jeurs :
1. la définition des briques de bases utilisées pour la reconfiguration
La définition des briques de bases (i.e. unité de reconfiguration) est crucial dans la mise en œuvre
d’une stratégie d’adaptation par reconfiguration. En effet, ces éléments vont conditionner les pos-
sibilités d’adaptation de l’application : plus le nombre de briques de bases est important, plus le
nombre de combinaisons possibles par reconfiguration sera grand. Cependant, une trop grande
quantité de briques de bases peut accroître fortement la complexité des mécanismes de prise de
décisions de l’adaptation (choix des opérations de reconfiguration à réaliser pour adapter l’appli-
cation/le composant au contexte) ;
2. la définition d’un modèle de décisions permettant de reconnaître un état stable de l’unité à recon-
figurer
Pour mettre en œuvre une opération reconfiguration, le composant doit se trouver dans un état
stable (aucune de ses ressources ne doit être en cours d’utilisation). Aussi, il est nécessaire de dé-
finir des mécanismes permettant de stabiliser l’état d’un composant en cours d’exécution ;
3. la mise en œuvre de la reconfiguration
La reconfiguration consiste à modifier l’architecture de l’application. Le mot architecture signifie
ici, la description de la façon suivant laquelle les composants sont assemblés pour former l’appli-
cation. Ainsi, la reconfiguration permet de modifier les liaisons entre les composants, de remplacer
des composants, etc.
La mise en œuvre de la reconfiguration fait généralement appel à des techniques utilisées pour
l’adaptation d’un composant telles que la réflexion [119], etc.
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Évaluation des techniques d’adaptation existantes Afin d’évaluer les techniques d’adaptation exis-
tantes (voir Tableau 1.7), nous avons établi les critères de comparaison suivant :
• le type d’approche : « boîte noire » vs. « boîte blanche » (C1)
Tout d’abord, les techniques d’adaptation existantes peuvent être classées en deux catégories :
celles orientées « boîtes blanches » et celles orientées « boîtes noires ». Les techniques « boîtes
blanches » exigent typiquement la connaissance de l’implémentation interne du composant à adap-
ter, tandis que les techniques « boîtes noires » [79] exigent seulement la connaissance des inter-
faces du composant.
La majorité des techniques existantes se prétendent « boîte noire ». Ceci est généralement dû à
leur spécificité à un modèle de composants lui permettant d’acquérir des informations pour fixer
une stratégie d’adaptation et de mettre à jour l’application en utilisant les propriétés d’intercession
du modèle. Dans le cas où la spécificité à un modèle d’application adaptable ou adaptative n’est
pas avérée, la technique « boîte noire » la plus répandue est le « wrapping ». Il existe également la
superimposition [29] qui est une technique alternative. L’idée principale qui en ressort est que la
fonctionnalité entière d’un composant (i.e. plutôt que celle d’une méthode simple) devrait être en
surimpression vis-à-vis de certains comportements ;
• la stratégie d’adaptation : transformation vs. habillage (C2)
Les techniques d’adaptation peuvent être catégorisées en deux parties : d’une part, les techniques
de transformation (telles que la modification de code, la restructuration, etc.) qui consiste modifier
le code du composant à adapter de manière à ce qu’il réponde à de nouveaux besoins. Ce type de
techniques peut permettre à la fois d’adapter le comportement et la structure d’un composant/d’une
application ; d’autre part, les techniques d’habillage (telles que le wrapping, la superposition, etc.)
qui consistent à intégrer à un composant ou à une application de nouveaux mécanismes. Ces mé-
canismes généralement « boîtes noires » sont utilisés pour ajouter de nouvelles fonctionnalités
(non fonctionnelles) à un composant. Ainsi, la plupart des techniques d’habillage permettent de
modifier uniquement le comportement d’un composant/d’une application et non sa structure ;
• l’indépendance au modèle de composants utilisé (C3) et à la plate-forme d’implémentation utili-
sée (C4)
Les techniques d’adaptation peuvent être indépendantes de tout modèle de composants utilisé et
de toute plate-forme d’implémentation. Cependant, la plupart des techniques « boîtes noires »
requièrent des propriétés spécifiques au modèle ou à l’implémentation du modèle, telles que la
réflexion, ou la possibilité de réaliser de la reconfiguration dynamique, etc. En fait, il existe très
peu de techniques qui se veulent totalement génériques ;
• la nécessité de traitements préalables (C5)
Certaines techniques d’adaptation peuvent requérir des traitements spécifiques pour être mises en
œuvre ; c’est notamment le cas concernant certains patrons de conception tel que le patron « Stra-
tegy » pour lequel le concepteur du composant doit prévoir plusieurs implémentations pour un
même composant : chacune étant associée à un contexte spécifique ;
• la cible de l’adaptation : comportement vs. structure (C6)
Les techniques d’adaptations d’application à base de composants peuvent agir sur le comportement
des composants ou bien sur leur structure. Comme nous pouvons le constater dans le tableau 1.7, la
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grande majorité des techniques existantes permettent essentiellement d’adapter le comportement
de l’application. Peu de techniques permettent d’adapter leur structure.
Technique C1 C2 C3 C4 C5 C6
BCA Boîte noire Transformation Non Non Non Comportement
Paramétrisation Boîte noire Autre Non Non Non Comportement
Interfaces actives Boîte noire Habillage Non Oui Oui Comportement
Modification de code Boîte blanche Transformation Oui Oui Non Comportement/structure
Langages de script Boîte blanche Transformation Oui Oui Non Comportement/structure
Héritage Boîte noire Habillage Non Non Non Comportement/structure
Wrapping Boîte noire Habillage Non Non Non Comportement
Superposition Boîte noire Habillage Non Non Oui Comportement
Restructuration Boîte blanche Transformation Oui Oui Non Structure
Patrons de conceptions Boîte blanche Transformation/Habillage Oui Oui Oui Comportement/structure
Réflexion Boîte noire Habillage Non Non Non Comportement/structure
Tissage d’aspects Boîte noire Transformation Oui Non Non Comportement
Plugins Boîte noire Habillage Oui Oui Non Comportement
Cadres de conception Boîte noire Habillage Oui Oui Non Comportement
Interposition Boîte noire Habillage Non Non Oui Comportement
Délégation Boîte noire Habillage Non Non Oui Comportement
Reconfiguration Boîte blanche Transformation Non Non Non Comportement/structure
Table 1.7 – Évaluation des techniques d’adaptation existantes
1.4.3 Étude comparative des approches d’adaptation existantes
Comme nous avons pu le constater, beaucoup d’approches ont été proposées dans la littérature afin
d’adapter des composants et des applications conçues à base de composants. Nous avons classifié les
travaux que nous avons répertoriés suivant les critères que nous avons cités précédemment (voir Tableau
1.8). Une présentation de chaque travaux recensés est fournie dans l’annexe B.
1.4.3.1 Classification des approches existantes suivant les raisons de l’adaptation
Comme nous pouvons le constater, étant donné que la majorité des travaux actuels se positionnent
dans des environnements ubiquitaires et mobiles, la plupart des approches visant à adapter une applica-
tion conçue à base de composants a pour objectif de la faire évoluer en fonction de son environnement
d’exécution (i.e. adaptation adaptative) ou à la rendre plus performante sous certaines conditions (par
exemple, [44, 47, 81, 95]) ; et, de ce fait répondre en partie, aux attentes des utilisateurs dans ce type
d’environnement.
Cependant, peu de travaux s’intéressent à rendre une application plus flexible (par exemple, [33, 50,
58, 73]) ou à améliorer la réutilisabilité des composants logiciels pour leur intégration dans des appli-
cations destinées à être exécutées dans des environnements totalement différents de ceux pour lesquels
ils ont été conçus (par exemple, [29, 46]). Par exemple, un composant qui a été conçu pour être déployé
sur un ordinateur standard (i.e. ordinateur de base disponible dans le commerce) peut ne pas être réutili-
sable pour la conception d’une application destinée à être exécutée dans un environnement à ressources
limitées (PDA, téléphone portable, etc.).
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1.4.3.2 Classification des approches existantes suivant la cible de l’adaptation
L’adaptation d’une application peut concerner son comportement ou sa structure. Cependant, nous
avons constaté que la majorité des approches existantes a pour objectif de faire évoluer le comportement
en fonction de son environnement d’exécution (i.e. adaptation adaptative) ou de le rendre plus performant
(par exemple, [28, 44, 73, 114]). Peu de travaux se consacrent à adapter la structure de l’application
afin de la rendre plus flexible (par exemple, [9, 47, 50]). Or, cette stratégie est grandement encouragée
par le fort développement de l’informatique ubiquiste où la flexibilité est indispensable pour permettre
le déploiement d’application dans certaines conditions (ressources limitées par exemple) et garantir la
continuité et la qualité de service comme nous pourrons le constater dans la section 1.5.
Par ailleurs, les approches qui proposent d’adapter la structure d’une application à son environnement
d’exécution se focalisent sur le placement des composants sur l’infrastructure de déploiement disponible
(i.e. adaptation de l’architecture) (par exemple, [3]) et peu se proposent d’adapter l’application au niveau
des composants logiciels (par exemple, [46, 47, 58]).
De plus, les approches qui permettent d’adapter la structure d’un composant logiciel présentent éga-
lement d’autres limitations, notamment relatives au type de composants pris en considération. En effet,
les approches destinées à adapter la structure d’un composant logiciel peuvent être catégorisées en deux
parties : d’une part, les approches qui se proposent d’adapter des composants hiérarchiques (par exemple,
[46, 47, 58]). Dans ce cas, l’adaptation prend généralement la même forme que l’adaptation d’une ar-
chitecture (i.e. gestion des sous-composants, choix de configuration, etc.) ; d’autre part, l’adaptation de
composants monolithiques. Dans ce cas, l’adaptation se traduit généralement soit par la reconfiguration
de ses paramètres (i.e. attributs, etc.), soit par la mise en œuvre du patron de conception « Strategy » (i.e.
définition de plusieurs implémentations possibles pour un même composant et sélection en fonction du
contexte de l’implémentation à exécuter) qui permet de définir plusieurs comportements pour un même
composant (par exemple, [28, 44, 95]). Ainsi, seul le comportement du composant peut être adapté.
A notre connaissance, il n’existe pas d’approche permettant d’adapter la structure d’un composant
logiciel monolithique.
1.4.3.3 Classification des approches existantes suivant leur prise en considération de composants
existants
Nous avons également constaté que la majorité des travaux que nous avons recensés sont étroitement
liés à un modèle de composants particulier ou proposent eux-mêmes leur propre modèle de composants
adaptatifs (par exemple, [28, 44, 47, 50]). De ce fait, l’adaptation de composants logiciels existants exige
généralement que ces derniers soient développés à nouveau afin de les rendre conforme à un modèle
spécifique lui garantissant son adaptation. Un problème se pose alors pour les composants existants tels
que les COTS [67] qui ne peuvent être adaptés que s’ils sont développés à nouveau ; ce qui ne peut être
envisagé pour des raisons de coût.
Pour que ces approches puissent être utilisées dans le cadre de l’adaptation de composants existants,
les travaux en question doivent fournir des mécanismes (généralement un processus de transformation)
permettant de transformer tout type de composants en un composant conforme au modèle qu’ils pro-
posent. Cependant, dans la majorité des travaux étudiés, aucune méthode n’est proposée pour obtenir un
tel composant. De plus, peu de travaux proposent des approches génériques (i.e. indépendantes de tout
modèle de composants) pour adapter ou rendre adaptatif des composants logiciels existants (par exemple,
[3, 33, 58]) bien que cette solution soit, avec la précédente (proposition d’un modèle et d’un processus
permettant d’obtenir un composant existant conforme à ce modèle), la mieux appropriée pour favoriser
la réutilisation de composants existants.
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1.4.3.4 Classification des approches existantes suivant l’environnement d’exécution
A cause de la démocratisation des terminaux mobiles tels que les téléphones portables, PDA et autres,
depuis quelques années, la majorité des travaux portant sur l’adaptation d’applications en général et plus
récemment, d’applications conçues à base de composants logiciels se positionnent dans le cadre d’en-
vironnements ubiquitaires et mobiles (par exemple, [47, 81, 95]). En effet, l’informatique ubiquitaire et
mobile dispose de caractéristiques telles que l’hétérogénéité des terminaux et des moyens de communi-
cation, qui rendent le domaine de recherche unique et fertile.
Dans le domaine des composants logiciels, les projets existants tentent de proposer des approches
visant à introduire certaines propriétés liées à l’ubiquité telles que la prise en compte du contexte ou
bien la gestion des connexions et des déconnexions des ressources d’un tel réseau, à des applications
existantes.
1.4.3.5 Classification des approches existantes suivant le moment et la dynamicité de l’adaptation
La plupart des approches proposées dans la littérature ont pour objectif d’adapter les applications au
moment de leur exécution et ce, sans l’arrêter (par exemple, [28, 44, 47, 76]). Ceci est dû, comme nous
l’avons évoqué précédemment, au fort développement de l’informatique ubiquitaire qui nécessite la prise
en compte permanente du contexte d’exécution par l’application de manière à lui garantir une continuité
de service et une qualité de service.
D’autres approches se sont focalisées sur le déploiement d’applications conçues à base de compo-
sants (par exemple, [3, 46]). Cependant, comme nous l’avons évoqué, ces travaux se focalisent sur le
placement des composants à déployer sur l’infrastructure disponible. A notre connaissance, aucun travail
ne permet d’adapter le déploiement de composants logiciels.
Concernant les approches statiques (par exemple, [73]), elles sont destinées généralement à introduire
des points de variabilité permettant à l’adaptation ou aux composants d’adapter leur comportement lors
de l’exécution.
1.4.3.6 Classification des approches existantes suivant le niveau d’automatisation de l’adaptation
La plupart des travaux existants ont pour objectif de concevoir des applications auto-adaptatives (i.e.
l’adaptation est réalisée par l’application elle-même) dès lors qu’ils se positionnent dans un contexte
d’adaptation dynamique (par exemple, [46, 47, 58]). En effet, dans de nombreux environnements tels
que les environnements ubiquitaires, le contexte d’exécution est en perpétuelle évolution. De ce fait,
une adaptation manuelle, réalisée par l’administrateur de l’application ne peut être envisagée. Généra-
lement, une couche non-fonctionnelle est intégrée aux composants afin de les rendre auto-adaptatifs.
Cette couche peut prendre la forme d’un service non-fonctionnel intégré aux composants (par exemple,
[47]), d’un composant non-fonctionnel ajouté au modèle (par exemple, [3, 9, 81]) ou bien d’un niveau
méta (par exemple, [44, 58, 95]) permettant d’agir sur l’application pour l’adapter (i.e. déclenchement
de l’adaptation, prise de décisions et réalisation de l’adaptation).
Dans la majorité des approches, l’adaptation doit être prévue dès la conception et le développement
de l’application (par exemple, [28]). Par exemple, certaines stratégies d’adaptation utilisant le patron de
conception « Strategy » doivent faire appel aux programmeurs qui sont chargés d’implémenter différentes
versions d’un même composant de manière à ce qu’il exécute celle la mieux adaptée au contexte courant.
Cependant, ce type d’adaptation est très limitatif car il ne permet pas de réagir à des évènements non
prévus par les programmeurs. En effet, toutes les situations doivent être prévues dès la conception de
l’application.
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De plus, les politiques d’adaptation sont généralement définies par l’administrateur de l’application
sous forme règles ECA (Évènement Condition Action) (par exemple, [47, 58]). Ces politiques peuvent
dans certains cas être insérées pendant l’exécution de l’application. De ce fait, le rôle de l’administrateur
reste prépondérant dans la majorité des approches proposées.
1.4.3.7 Classification des approches existantes suivant les techniques d’adaptation utilisées
Les techniques d’adaptation utilisées dans le cadre des approches existantes sont étroitement liées à
la cible de l’adaptation et au moment de l’adaptation.
Concernant les techniques permettant d’adapter le comportement d’une application ou d’un compo-
sant, les plus utilisées dans la littérature sont la réflexion (par exemple, [44, 47, 50]) et la mise en œuvre
de patron de conception (par exemple, [28, 44, 95]). En effet, la réflexion offerte, comme nous avons pu
le constater précédemment, par la plupart des infrastructures logicielles permet d’adapter facilement le
comportement d’une application ou des entités qui la compose de par l’utilisation des propriétés d’inter-
cession qui permettent d’agir sur ces entités. Concernant les patrons de conception, les plus utilisés sont
le patron d’observation (Observer) et le patron Strategy. Ces derniers permettent d’observer le contexte
d’une application et d’adapter le comportement des composants en sélectionnant celui qui est le plus
adapté à la situation.
Concernant les techniques permettant d’adapter la structure d’une application ou d’un composant,
la plus utilisée est la reconfiguration (par exemple, [9, 47, 58, 81]). Cette technique permet de réorga-
niser la structure d’une application ou d’un composant de par la modification des connexions entre ses
composants ou bien l’ajout, le remplacement ou la suppression de composants. Cependant, cette tech-
nique ne permet d’adapter que des assemblages de composants déjà existants (assemblages à plat ou bien
assemblages hiérarchiques).
Très peu d’approches s’intéresse à adapter des composants sous forme monolithique. En fait, dans
l’ingénierie des composants logiciels, seul le projet Coign [69] propose une approche permettant de dis-
tribuer automatiquement des composants COM sous format binaire. Coign est basé sur la construction
d’un graphe représentant les interactions entre les différents composants d’une application. Des algo-
rithmes de découpage sont alors appliqués sur ce graphe afin de minimiser le nombre de communica-
tions susceptibles d’être réalisées entre différentes parties du graphe ainsi que les délais d’attentes liés à
l’infrastructure distribuée. Il dispose également d’algorithmes d’optimisation. Cependant, Coign ne traite
pas tous les problèmes liés au partitionnement de code. Par exemple, le processus ne peut pas s’appliquer
à des composants partageant des données au travers de pointeurs mémoires. De plus, il est spécifique à un
modèle en l’occurrence le modèle COM ; ce qui exclut donc la grande majorité des composants existants.
Ainsi, nous pouvons constater qu’aucune approche proposée dans la littérature ne permet d’adapter
la structure de tout type de composants logiciels existants (monolithiques et composites).
L’adaptation de la structure a cependant été étudiée dans le domaine de l’orienté objet où de nom-
breuses approches permettant de partitionner des applications existantes ont été proposées.
Jamwal et Iyer proposent dans [71] de construire des objets « cassables » appelés Bobs permettant de
construire des architectures flexibles. Un Bob est une sorte d’objet qui possède une structure simplifiée
de manière à pouvoir restructurer facilement ses fonctionnalités (i.e. son code). L’objectif est d’intégrer à
ces objets des mécanismes permettant de mettre en œuvre leur fragmentation (découpage en sous-entités)
et leur redéploiement. Dans leur implémentation réalisée en Java, les Bobs sont des classes Java Standard
ayant des caractéristiques restreintes (pas d’héritage, pas d’objet actif, pas d’attribut public, etc.). Pour
chaque Bob, le programmeur doit fournir les méthodes publiques de la classe et une spécification des
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méthodes qui ne peuvent pas être séparées lors d’une fragmentation. Ces données sont alors compilées
à l’aide d’un outil fourni par le projet, afin d’obtenir le code source Java correspondant. Une application
construite dans le cadre de cette approche est donc constituée d’objets Java standard et de Bobs.
Pangaea [120] est un système qui permet de rendre distribué des programmes Java standard. Il est
basé sur l’analyse statique de code source et permet de déterminer la stratégie de distribution la mieux
adaptée au contexte et d’introduire des mécanismes de distribution, indépendamment de la plate-forme et
de manière transparente et automatique. Ce système ne pose pas de restriction sur les objets Java utilisés ;
cependant, il requiert l’utilisation d’un compilateur spécifique fourni dans le cadre du projet. Pangaea se
focalise plus particulièrement sur les applications de type client/serveur. Par ailleurs, Pangaea comporte
un outil graphique permettant de représenter la structure d’un programme comme un graphe d’objet.
Le projet Addistant [124] est également consacré au partitionnement de code binaire Java. En effet,
le système Addistant permet de distribuer du code Java qui a été conçu pour être exécuté sur une seule
machine virtuelle. Les utilisateurs du système doivent d’une part indiquer les sites sur lesquels les ins-
tances de classe doivent être allouées, d’autre part, définir comment sont implémentés les références sur
des objets distants. Addistant transforme alors automatiquement le code binaire de l’application au mo-
ment de son chargement dans la machine virtuelle, en fonction des fichiers de configuration fournis par
l’utilisateur. Addistant utilise une approche basée sur des proxys générés automatiquement pour établir
des références distantes. Cependant, Addistant impose certaines restrictions au niveau des classes qui
doivent être modifiables afin d’être traitées.
J-Orchestra [125] est également un système permettant de partitionner automatiquement des pro-
grammes Java. Il est relativement similaire au projet Addistant. En fait, il réside dans la transformation
de code Java sous un format binaire en application distribuée pouvant être exécutée sur des machines
virtuelles différentes. Ainsi, les appels locaux sont transformés en appels distants, les références di-
rectes à des objets locaux sont transformées en références vers des proxys, etc. Il utilise des fichiers de
configurations similaires à ceux utilisés dans le cadre du projet Addistant. Cependant, ces derniers sont
automatiquement générés De plus, J-Orchestra offre un support pour la migration d’objets et l’optimi-
sation dynamique de la configuration de distribution. En effet, une fois le déploiement de l’application
réalisé, J-Orchestra offre à l’utilisateur la possibilité de déplacer les classes d’un site à un autre. Des
outils d’analyse et de supervision vérifient en permanence la validité du partitionnement.
D’autres projets tels que Orca [6] et JavaParty [105] ont pour objectifs d’automatiser les décisions
permettant de paralléliser une application centralisée.
1.4.4 Bilan de l’étude comparative des approches d’adaptation existantes
Comme nous avons pu le constater, la réutilisation à grande échelle de composants logiciels existants
est un challenge pour la conception de nouvelles applications. Dans la grande majorité des cas, pour
être intégrés à une application, les composants disponibles ont besoin d’être adaptés. Pour répondre à ce
besoin, beaucoup d’approches ont été proposées dans la littérature. Néanmoins, nous pouvons constater
que, malgré cette grande diversité des approches proposées, la majorité se focalise sur l’adaptation du
comportement des composants ou de leur assemblage (voir Tableau 1.8). Cependant, dans certains cas,
et notamment pour des applications destinées à être exécutées dans des environnements ubiquitaires,
adapter le comportement de composants n’est pas suffisant pour permettre leur réutilisation : il est indis-
pensable d’adapter également leur structure.
Concernant l’adaptation de la structure d’un composant ou d’une application, les approches exis-
tantes permettent, pour la plupart, d’adapter des assemblages de composants que ce soit au niveau global
(i.e. au niveau de l’architecture de l’application) ou au niveau des composants dans le cas de modèles hié-
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Travaux Type Environnement Raisons Automatisation Moment Facette cible Techniques(acteurs) (dynamicité) (entités cibles)
ACEEL [44]
Modèle spécifique Ubiquitaire Adaptivité Semi-automatique Pendant l’exécution Comportement Réflexion
Framework Mobile Évolution (Couche méta, (Dynamique) (Composants) Patron « Strategy »
Performance administrateur) AOP
Adaptive component [28]
Modèle spécifique n.c. Adaptivité Semi-automatique Pendant l’exécution Comportement Patron « Strategy »
Performance (Concepteur, (Dynamique) (Composants)
compilateur,
composants)
Safran [47]
Modèle spécifique Ubiquitaire Adaptivité Semi-automatique Pendant l’exécution Comportement Réflexion
Framework Mobile Performance (Administrateur, (Dynamique) Structure AOP
couche méta) (Composants + Transformation
Configuration)
K-component [50]
Modèle spécifique Ubiquitaire Adaptivité Semi-automatique Pendant l’exécution Structure Réflexion
Mobile Flexibilité (Composants, (Dynamique) (Configuration) Reconfiguration
Performance administrateur,
couche méta)
Casa [95]
Framework Ubiquitaire Adaptivité Automatique Pendant l’exécution Comportement Réflexion
Mobile Performance (Composants spécifiques, (Dynamique) Structure Patron « Strategy »
couche méta) (Connecteurs + Paramétrage
configuration) Reconfiguration
Plasma [81] Framework Ubiquitaire Adaptivité Automatique Pendant l’exécution Structure ReconfigurationMobile Performance (Composants spécifiques) (Dynamique) (Configuration)
Molène [114]
Framework Mobile Adaptivité Semi-automatique Pendant l’exécution Comportement Réflexion
Performance (Administrateur, (Dynamique) (Composants) Paramétrage
composants spécifiques) Reconfiguration
BCA [73]
Processus n.c. Correction Semi-automatique Avant le déploiement Comportement Transformation
Évolution (Administrateur, (Statique) (Composants)
Flexibilité compilateur)
Performance
Dyva [74]
Processus Distribué Adaptivité Semi-automatique Pendant l’exécution Comportement Interception
Correction (Concepteurs, (Dynamique) (Composants)
Évolution composants)
Performance
Brogi et al [33, 35]
Modèle abstrait n.c. Adaptivité Automatique Pendant l’exécution Comportement Transformation
Processus Évolution (Composants) (Dynamique) (Composants)
Flexibilité
Interopérabilité
CADeComp [3]
Modèle abstrait Mobile Adaptivité Semi-automatique Pendant le déploiement Comportement Patrons
Processus Flexibilité (Concepteur, (Dynamique) Structure
Performance composants dédiés) (Composants +
configuration)
Satin [97]
Modèle abstrait n.c. Correction Automatique Pendant l’exécution Comportement Réflexion
(Couche méta) (Dynamique) Structure
(Composants)
MaDcAr [58]
Modèle abstrait Ubiquitaire Adaptivité Semi-automatique Pendant l’exécution Comportement Réflexion
Mobile Flexibilité (Composants spécifiques, (Dynamique) Structure Reconfiguration
Performance administrateur, (Configuration)
concepteur,
couche méta)
Superimposition [29]
Processus n.c. Adaptivité Semi-automatique Pendant l’exécution Comportement Transformation
Réutilisabilité (Concepteur, (Dynamique) (Connecteurs)
composants)
Concerto [46]
Framework Distribué Adaptivité Automatique Pendant le déploiement Comportement
Grids Performance (Composants) (Dynamique) Structure
Réutilisabilité (Composants)
TranSAT [9]
Framework n.c. Évolution Semi-automatique Pendant l’exécution Structure Réflexion
(Composants spécifiques, (Dynamique) (Configuration) Reconfiguration
administrateur) AOP
Table 1.8 – Tableau comparatif des approches d’adaptation de composants logiciels
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rarchiques (i.e. adaptation de l’assemblage des sous-composants). Peu d’approches se proposent d’adap-
ter les applications au niveau des composants monolithiques car elles les considèrent comme des blocs
de base qui ne peuvent être adaptés que par le paramétrage de leurs attributs ou par la mise en œuvre
du patron de conception « Strategy » qui prévoit plusieurs implémentations possibles pour un même
composant (chacune étant associée à un contexte spécifique). De ce fait, seul le comportement des com-
posants monolithiques peut être adapté et non leur structure. Ainsi, dans la littérature, sont considérés
comme structurellement adaptables, seuls les composants conçus initialement comme des assemblages
de composants.
Le résultat est qu’aucune approche ne propose de techniques pour restructurer des composants mo-
nolithiques, bien que ce type d’adaptation puisse se révéler nécessaire dans beaucoup de situations. Pour
illustrer ceci, considérons un composant monolithique pour lequel l’administrateur de l’application, sou-
haite distribuer les services qu’il fournit sur différents sites. Par exemple, en présence d’une infrastruc-
ture distribuée, les services directement liés aux bases de données pourraient être déployés sur un serveur
sécurisé alors que les autres services seraient répartis sur plusieurs autres sites en fonction de leurs capa-
cités (bande passante, vitesse de processeur, etc.). Cette répartition du composant pourrait être due à une
contrainte technique ne permettant pas de le déployer dans son intégralité sur le site prévu à l’origine
car les ressources disponibles sur ce site sont jugées insuffisantes. Il est évident que, dû à l’implémenta-
tion monolithique du composant, il est impossible d’obtenir la configuration de déploiement souhaitée.
Il est donc indispensable de procéder à une adaptation de la structure du composant en question. Cette
adaptation peut consister, par exemple, à partitionner le composant initial pour pouvoir le répartir sur
l’infrastructure disponible.
1.5 L’adaptation logicielle dans les environnements ubiquitaires
Dans cette section, nous étudions un type particulier d’environnement : les environnements ubiqui-
taires et leurs spécificités par rapport aux besoins d’adaptation.
1.5.1 Spécificités de l’adaptation logicielle dans les environnements ubiquitaires
1.5.1.1 Présentation générale de l’informatique ubiquitaire
Le concept de l’informatique ubiquitaire a été introduit dans les années 90 comme la troisième vague
d’informatique qui vient après l’ère des ordinateurs centraux et des ordinateurs personnels (voir Figure
1.8 [128]). À la différence des générations précédentes, l’informatique ubiquitaire s’exécute dans l’ar-
rière plan de la vie quotidienne : les ordinateurs deviennent ainsi encastrés, adaptés, si naturellement, que
nous les employons sans même penser à eux, ils sont invisibles et omniprésents [131]. Les promoteurs
de cette idée espèrent que l’intégration du calcul dans l’environnement permettra aux gens de se déplacer
et interagir avec d’autres ordinateurs plus naturellement qu’actuellement.
Cette nouvelle approche de l’informatique se différencie par le fait qu’elle intègre en premier lieu
la mobilité de l’utilisateur. L’accès aux services se fait alors à n’importe quel moment et de n’importe
où (anytime anywhere), ce qui signifie un accès sans fil et des terminaux mobiles. Ce type de réseau et
ces terminaux impliquent une prise en compte de contraintes telles que la bande passante limitée, une
latence plus importante, des déconnexions et des taux d’erreurs élevés, une capacité mémoire plus faible
ou encore une gestion de l’énergie. La mobilité nécessite également de délimiter la zone de couverture
et de router les données en fonction de la localisation du terminal.
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En second lieu, l’informatique ubiquitaire repose sur la notion d’espaces intelligents. L’objectif est
alors de pouvoir accéder à l’information tout le temps et partout (all the time anywhere). Cet objectif
nécessite la prise en compte de l’environnement de l’utilisateur et la mise en place d’une communication
entre les objets et l’utilisateur (ou son terminal) pour pouvoir accéder à l’information. Dans ce cadre,
l’utilisation des réseaux ad-hoc permet de capter et diffuser de l’information partout et de gérer l’interac-
tion avec l’environnement. Le contexte de l’utilisateur doit alors être représenté. On indique par exemple
la taille du terminal de l’utilisateur, ou encore la liste des éléments nécessaires au bon fonctionnement
de l’application. Cette approche permet de rendre invisible l’informatique à la fois de façon réelle par
la miniaturisation des technologies, mais également de façon mentale par le fait que l’utilisateur est de
plus en plus familier avec la technologie. Par exemple, avec ces espaces intelligents, on devrait lui per-
mettre d’étendre l’interface de l’ordinateur de bureau vers tous les objets de son environnement (PDA,
téléphone, écran, etc.) et prendre en compte ses différentes manifestations (voix, mouvement, activité, re-
gards, etc.). Finalement, cette approche repose sur la géolocalisation qui permet de localiser l’utilisateur
par rapport au réseau, puis le terminal le plus proche et non le terminal de l’utilisateur.
Figure 1.8 – Positionnement de l’informatique ubiquitaire dans l’évolution de l’informatique
1.5.1.2 Variabilité et adaptation par rapport aux spécificités des environnements ubiquitaires
Pour permettre la prise en compte des contraintes liées à ces environnements ubiquitaires, il est
indispensable de proposer de nouvelles méthodes de conception d’applications ainsi que de nouvelles
infrastructures logicielles.
Tout d’abord, la création d’application dites « ubiquitaires » amène à repenser les infrastructures
logicielles pour les rendre adaptables dynamiquement, configurables et auto-administrables en fonction
de l’environnement dans lequel elles se trouvent. Ces infrastructures prendront en compte la répartition,
l’hétérogénéité, la mobilité mais également les ressources limitées des supports matériels. Elles doivent
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alors offrir des garanties de sûreté de fonctionnement et de qualité de service dans leur comportement et
dans les services offerts.
La conception d’applications fonctionnant dans ce type d’environnement pose également de nou-
veaux problèmes en plus de ceux dus à la réalisation d’applications réparties. Ces problèmes tels que la
mobilité des utilisateurs, l’hétérogénéité des terminaux et des systèmes doivent généralement être pris en
compte au moment de la conception de ce type d’applications. En fait, toute application destinée à être
exécutée dans un environnement ubiquitaire doit présenter un ensemble de caractéristiques ou propriétés
spécifiques. Ces caractéristiques peuvent être catégorisées en deux parties (voir Tableaux 1.9 et 1.10) :
d’une part les caractéristiques fonctionnelles ; et d’autre part les caractéristiques non-fonctionnelles de
l’application. Ces caractéristiques peuvent concerner le comportement ou la structure de l’application ou
des entités logicielles qui la composent.
Caractéristiques fonctionnelles d’une application ubiquitaire Tout d’abord, une application ubi-
quitaire doit présenter un ensemble de caractéristiques fonctionnelles spécifiques afin de pouvoir être
exécutée dans ce type d’environnement. Ces propriétés sont les suivantes :
• la transparence des interfaces
Une des caractéristiques d’une application ubiquitaire réside dans sa capacité à masquer ses mé-
canismes fonctionnels. Cette capacité offre à l’utilisateur des modes d’interaction plus naturels
avec son milieu. A terme, ces interactions devraient avoir lieu sans que l’utilisateur ait conscience
d’utiliser les services fournis par des machines distribuées.
Cette caractéristique doit être prise en compte au moment de la conception de l’application (et
plus particulièrement de ses interfaces de communication avec l’utilisateur). Elle requiert la mise
en place d’outils permettant d’acquérir le contexte d’exécution de l’application. Les informations
ainsi récoltées doivent être utilisées afin d’anticiper les besoins de l’utilisateur et de guider les
interactions entre les deux parties ;
• l’adaptation aux moyens d’exécution
Les caractéristiques des machines sur lesquelles l’application est exécutée peuvent être très dif-
férentes (ordinateur de bureau, PDA, téléphone, etc.). L’application doit prendre en compte les
moyens qui sont mis à sa disposition (réseaux disponibles, périphériques disponibles, etc.). L’ap-
plication doit être capable de prendre en compte ces informations afin d’assurer un interfaçage de
l’application qui soit la mieux adaptée à la situation. En effet, une interface Homme-Machine doit
impérativement être exécutée sur la machine de déploiement de l’application.
Leur prise en compte des possibilités de l’application à s’adapter à ce type de ressource doit être
réalisée au moment de la conception de l’application. Des stratégies doivent être étudiées en fonc-
tion des ressources disponibles. Par exemple, si la machine d’installation ne dispose pas de sorties
audio, l’application doit opter pour d’autres types de communication (par exemple, utilisation de
l’écran de la machine ou d’un vibreur) ;
• l’adaptation à la variation de l’environnement proche du terminal
Dans un environnement ubiquitaire et mobile, les conditions d’exécution d’une application varient
en permanence. L’utilisateur et même parfois le terminal peuvent être en mouvement. L’appli-
cation doit pouvoir être capable d’utiliser tous les moyens de communication avec l’utilisateur
de manière adaptée à l’environnement. Par exemple, lorsque l’environnement d’exécution est très
bruyant comme dans des lieux publics (gare, aéroports, etc.), l’application doit privilégier l’affi-
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chage sur un écran plutôt que le son. Alors que lorsque l’utilisateur est en mouvement (marche,
course, etc.), il est préférable qu’il utilise la voix pour communiquer ;
• la mobilité
L’utilisateur doit pouvoir accéder à des données personnelles à partir de n’importe quelle station
de travail. La sécurité est donc un critère essentiel que doit préserver l’adaptation. Un système
d’identification de l’utilisateur doit donc être mis en œuvre.
L’ensemble des propriétés qui ont été énoncées ci-dessus sont des propriétés fonctionnelles. De plus,
elles sont spécifiques à l’application en question et concernent plus particulièrement son comportement.
De ce fait, leur introduction dans une application existante ne peut pas être réalisée de manière auto-
matique. En fait, c’est au concepteur de l’application et des entités logicielles qui la composent de les
introduire. L’intégration de ces propriétés n’entre donc pas dans les objectifs de cette thèse.
Caractéristiques non-fonctionnelles d’une application ubiquitaire Pour être exécutée dans un en-
vironnement ubiquitaire, une application logicielle doit également présenter un ensemble de propriétés
non-fonctionnelles spécifiques. Ces propriétés liées à l’ubiquité sont les suivantes :
• la distribution
Les services de l’application doivent être accessibles à partir de n’importe quel nœud de l’infra-
structure disponible. Une application ubiquitaire doit donc intégrer des mécanismes de distribu-
tion. Or, l’intégration de tels mécanismes peut se révéler problématique dans de nombreux cas. Par
exemple, un composant monolithique ne peut être distribué de manière ad-hoc. Pour répondre à
cette caractéristique, il est donc indispensable de pouvoir modifier la structure du composant afin
de lui introduire des mécanismes de distribution ;
• l’adaptation aux moyens d’exécution
L’hétérogénéité des moyens d’exécution fait à la fois partie des caractéristiques non fonction-
nelles liées aux applications ubiquitaires. En effet, les machines de déploiement d’une applica-
tion peuvent disposer de capacités (batterie, taille de l’écran, puissance du processeur, capacité
de stockage, etc.) très variables ; allant du simple téléphone portable doté de capacités minimales
au cluster de milliers d’ordinateurs multi-processeurs. L’application doit donc tenir compte de
la capacité de calcul de chaque unité afin de fonctionner correctement et ce dans les meilleures
conditions d’utilisation et de performance.
Contrairement aux interfaces Homme-Machine qui doivent impérativement être exécutées sur la
machine de déploiement de l’application, les services dédiés aux calculs peuvent être distribués sur
l’infrastructure disponible si besoin est. Ce besoin peut se traduire par l’impossibilité de déployer
l’application dans son intégralité sur la machine concernée.
Les ressources liées à la capacité de calcul des machines doivent être prises en compte au moment
du déploiement de l’application. Par exemple, lorsque la taille mémoire disponible sur la machine
de déploiement est insuffisante, l’application peut se partitionner automatiquement et se déployer
sur plusieurs nœuds de l’infrastructure distribuée en fonction de la mémoire disponible sur chaque
nœud. De la même manière, si la vitesse du processeur est insuffisante pour effectuer certains
calculs, les services nécessitant des ressources CPU plus importantes que celles fournies par la
machine de déploiement peuvent être déployés sur d’autres nœuds de l’infrastructure distribuée.
Certaines ressources sont fortement liées. Par exemple, pour palier au problème de consommation
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d’énergie (si l’application doit être déployée sur une machine à faible autonomie), il peut se révéler
indispensable d’isoler les services consommant le plus d’énergies (forte utilisation du CPU, accès
disques nombreux, utilisation de périphériques spécifiques, etc.) afin de les répartir sur d’autres
nœuds de l’infrastructure et ainsi diminuer la consommation d’énergie.
L’adaptation de la structure des composants, au moment du déploiement, est donc là aussi, néces-
saire à l’introduction de cette propriété ;
• l’adaptation aux variations des performances des machines de déploiement
Les performances des machines de déploiement varient tout au long du cycle de vie de l’applica-
tion. Ces variations peuvent être dues directement à l’exécution de l’application (un service qui
crée des données donc diminution de la capacité de stockage de la machine) ou bien à d’autres
applications exécutées sur cette même machine. Une solution à ce problème consiste à sonder en
permanence les ressources (taux d’utilisation du processeur, stockage disponible, batterie restante)
évoluant au cours du temps et à déclencher des phases d’adaptation de l’application si nécessaire.
Par exemple, si la capacité de stockage disponible devient critique (en dessous d’un seuil préa-
lablement défini par l’administrateur de l’application), une solution peut consister à réorganiser
la structure de l’application de manière à isoler les services les plus consommateurs de cette res-
source et à les redéployer sur d’autres nœuds de l’infrastructure disponible.
Dans ce cas, les composants doivent être capables d’adapter leur structure à leur environnement
de déploiement pendant leur exécution ;
• l’adaptation à l’hétérogénéité des moyens de communication
La diversité des réseaux pouvant être accessible par une machine est également importante (ré-
seaux physiques, Wifi, Bluetooth, infrarouge, etc.). L’application doit donc tenir compte de toutes
ces informations afin de fonctionner correctement et ce dans les meilleures conditions d’utilisation
et de performance. Cette caractéristique peut se traduire par la mise en place de mécanismes de
distribution configurables qui vont permettre d’adapter la communication entre les différents com-
posants de l’application en fonction des types de réseaux disponibles, de leur bande passante et
de leur taux d’utilisation. De ce fait, l’adaptation de la structure du composant est nécessaire afin
d’assurer la distribution et sa configuration ;
• l’adaptation aux variations des performances du réseau
La bande passante d’un réseau peut varier en fonction du flux de données échangées ainsi que de
la puissance du signal s’il s’agit d’un réseau sans fil. Le réseau peut même dans certains cas être
inutilisable (trop faible réception du signal, positionnement hors zone de réception, etc.). Ainsi,
l’hypothèse de stocker uniquement les composants sur des serveurs dédiés accessibles par l’inter-
médiaire d’une infrastructure distribuée ne peut être envisagée. Par exemple, considérons le cas de
réseaux sans fil : si l’utilisateur se trouve dans une zone qui n’est pas couverte par le réseau, ou
bien s’il se produit une panne matérielle du réseau ou de l’un des serveurs, aucun service ne sera
disponible. Cependant, dans le cas où l’application ne peut être déployée dans son intégralité sur la
machine concernée (ressources limitées), il est nécessaire de déterminer la meilleure stratégie de
distribution possible de manière à prendre en compte les caractéristiques du réseau. Par ailleurs, il
est préférable de réduire au minimum le nombre de connexions distantes entre les différents com-
posants d’une application afin d’en assurer un fonctionnement optimal. L’adaptation dynamique
de la structure des composants est donc nécessaire ;
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• l’adaptation à la disponibilité des services
Une application destinée à être exécutée dans un environnement ubiquitaire ou mobile doit être
capable de supporter les éventuelles connexions et déconnexions des différentes machines qu’elle
utilise. En effet, des services peuvent être inaccessibles (déconnections d’unités de l’infrastruc-
ture distribuée, pannes de réseau ou de machines, etc.) pendant des intervalles de temps inconnus.
Cependant, ces services peuvent être utilisés par d’autres services de l’application ; ce qui peut
engendrer des problèmes. Une application ubiquitaire doit pouvoir continuer à fonctionner malgré
la non disponibilité de certains de ses services (i.e. l’indisponibilité d’un service utilisé ne doit pas
entraîner le « crash » de l’application). Ainsi, elle doit assurer une continuité de service malgré les
déconnexions. Par exemple, si l’utilisateur de l’application sort de la zone de couverture du réseau
Wifi et que celle-ci utilise un service uniquement accessible au travers de ce réseau, l’application
doit réagir en fonction de ces nouvelles conditions d’exécution. Elle peut, par exemple rechercher
un service similaire au travers d’autres réseaux ou bien proposer à l’utilisateur un fonctionnement
en mode dégradé (i.e. certains services ne seront pas accessibles à l’utilisateur). Ainsi, la struc-
ture des composants doit être suffisamment flexible pour supporter la non disponibilité de services
qu’ils utilisent ;
• l’adaptation à la disponibilité des ressources
De la même manière que pour les services, les ressources utilisées par une application ne sont
pas figées. Une ressource qu’elle soit physique (imprimante, carte graphique, carte réseau, etc.)
ou logicielle (variable, base de données, etc.) peut être indisponible pendant une certaine durée.
En effet, les ressources évoluent en permanence tout au long du cycle de vie d’une application.
Ces évolutions peuvent avoir de graves conséquences sur le fonctionnement de l’application. Par
exemple, la déconnexion intempestive de l’un des périphériques de la machine (possibilité d’ajou-
ter et de supprimer des périphériques à la volée) ou bien une chute de sa capacité de stockage
disponible (lié à l’utilisation d’autres applications en parallèle) peut introduire des disfonctionne-
ments dans l’application. Pour palier à ces problèmes et ainsi, assurer une continuité de services,
l’application doit être capable de récupérer des informations sur son contexte d’exécution et de
réagir si nécessaire à des évolutions ayant un impact notable sur son utilisation. Des stratégies de
reprise après panne doivent également être établies. Ainsi, la structure des composants doit être
suffisamment flexible pour supporter la non disponibilité de ressources
• la fiabilité de l’acquisition des données sur le contexte due à l’utilisation de capteur
Un des problèmes liés à l’acquisition des données sur le contexte d’exécution de l’application ré-
side dans la fiabilité des informations ainsi récoltées. Si certaines données fournies par le capteur
paraissent erronées, l’application ne doit pas en tenir compte. Il est donc nécessaire de déterminer
pour chaque élément du contexte des plages des valeurs permettant de déterminer si l’application
doit réagir ou non à ce nouveau contexte.
Les propriétés citées ci-dessous sont des propriétés transverses aux applications. De ce fait, elles
peuvent être introduites à une application existante de manière automatique. Par ailleurs, ces propriétés
peuvent concerner le comportement de l’application ou bien sa structure (voir Tableaux 1.9 et 1.10).
En fait, comme nous avons pu le constater, un grand nombre de ces propriétés nécessite l’adaptation de
la structure de l’application et des entités logicielles qui la composent, pour être mise en œuvre. Cette
stratégie passe par la prise en compte du contexte courant pour déterminer une structure pour l’applica-
tion et ses constituants adaptée à la situation. De plus, étant donné que dans ce type d’environnement,
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les conditions d’exécution d’une application évoluent en permanence, l’adaptation doit être réalisée de
manière dynamique et entièrement automatique.
Caractéristiques (Propriété1) (Propriété2) (Propriété3) (Propriété4 ) (Propriété5)
Type Fonctionnelle XNon-fonctionnelle X X X X
Cible Comportement X XStructure X X X
Propriété1 : adaptation aux variations des performances du réseau Propriété2 : adaptation à la disponibilité des services
Propriété3 : adaptation à la disponibilité des ressources Propriété4 : transparence des interfaces
Propriété5 : prise en compte de la fiabilité de l’acquisition des données sur le contexte
Table 1.9 – Caractéristiques d’une application ubiquitaire (a)
Caractéristiques (Propriété6) (Propriété7) (Propriété8) (Propriété9) (Propriété10) (Propriété11 )
Type Fonctionnelle X X XNon-fonctionnelle X X X X
Cible Comportement X X XStructure X X X X
Propriété6 : adaptation aux moyens d’exécution Propriété7 : adaptation à l’environnement proche du terminal
Propriété8 : prise en compte de la mobilité Propriété9 : adaptation à l’hétérogénéité des moyens de communication
Propriété10 : adaptation aux variations des performances des machines de déploiement
Propriété11 : distribution
Table 1.10 – Caractéristiques d’une application ubiquitaire (b)
1.5.2 Les applications sensibles au contexte comme solution à l’adaptation dans les envi-
ronnements ubiquitaires
Comme nous avons pu le constater précédemment, la principale caractéristique d’une application
ubiquitaire est son adaptabilité à différents éléments de son contexte d’exécution. Ainsi, une application
ubiquitaire doit être capable de prendre en compte son contexte d’exécution afin de s’adapter à ses
variations. Ce type d’application est dit « sensible au contexte »(en anglais context-aware).
1.5.2.1 Définition d’une application sensible au contexte
Par définition, une application sensible au contexte est une application qui capte et qui analyse le
contexte provenant de différentes sources et qui prend les mesures adéquates en fonction des différents
contextes [4]. En fait, un système est dit « sensible au contexte » s’il est capable d’extraire, d’interpréter
et enfin d’utiliser les informations contenues dans le contexte dans le but d’adapter, de configurer ou bien
de faire évoluer l’application. Il doit avoir la capacité d’analyser les données recueillies qui sont relatives
au contexte afin de prendre des décisions pour effectuer l’adaptation. Pour cela, il est indispensable de
déterminer les changements de contexte qui peuvent affecter le comportement de l’application. Il faut
donc déterminer les éléments de contexte qui sont pertinents pour l’application que l’on doit adapter ou
reconfigurer. Il est nécessaire de distinguer deux types de contextes qui peuvent affecter le comportement
d’une application : celui qui est en permanence pertinent et celui qui est pertinent pour des valeurs
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particulières. Les décisions doivent être prises en tenant compte de ces données. Dey et Abowd proposent
dans [2] une définition différente qui fait apparaître les besoins de l’utilisateur de l’application :
« un système est context-aware s’il utilise le contexte pour fournir à l’utilisateur des infor-
mations et/ou des services appropriés dans le sens adapté à la tâche de l’utilisateur. »
Cette définition est plus générale que les précédentes. Elle met en valeur l’objectif principal de ce
type d’application à savoir améliorer les interactions Homme-Machine.
En fait, une application sensible au contexte a pour objectif principal d’adapter son comportement
(i.e. adaptation ou configuration) selon l’environnement d’exécution. Sa principale qualité est la prise
de conscience du contexte c’est-à-dire son aptitude à capturer le contexte, à l’analyser et à réagir selon
celui-ci. Cette propriété est nécessaire à la réalisation d’applications destinées à être exécutées dans des
environnements ubiquitaires ou mobiles car le contexte d’utilisation peut changer très rapidement et assez
fréquemment. Cette prise en compte du contexte peut se faire à différent moment dans le cycle de vie
de l’application : au déploiement (i.e. automatisation des phases de déploiement) ou pendant l’exécution
(i.e. détection et analyse permanente du contexte).
1.5.2.2 La notion de contexte
Afin de construire des applications capables de s’adapter à leur environnement d’exécution, il est
indispensable de définir le plus précisément possible la notion de contexte d’une application.
Le contexte tel qu’il est généralement défini dans les dictionnaires décrit l’ensemble des circons-
tances dans lesquelles se déroule un évènement. Cette définition, telle quelle est formulée, ne suffit pas
pour être utilisée dans le domaine de l’informatique ubiquitaire. Ainsi, de nombreuses définitions ont été
proposées dans la littérature.
La majorité des définitions du terme « contexte » que l’on retrouve dans les travaux du domaine se
basent sur une énumération des éléments [7, 78] correspondant à son contenu (identité, informations spa-
tiales, informations temporelles, informations sur l’environnement, situation sociale, ressources proches,
disponibilité des ressources, mesures physiologiques, activités de l’utilisateur, etc.). Ces informations
concernent généralement l’état et la localisation de l’utilisateur, l’équipement utilisé, infrastructure du
réseau et l’environnement externe. Par exemple, voici la définition proposée par Brown, Bovey et Chen
en 1997 dans [36] :
« Le contexte est la localisation, l’identité des personnes proches de l’utilisateur, l’heure, le
jour, la saison, la température, etc. »
Les catégories de contexte que l’on retrouve généralement dans les définitions proposées dans la
littérature sont les suivantes :
• les caractéristiques techniques du support d’exécution (processeur, mémoire, périphériques, etc.),
de l’environnement logiciel (système d’exploitation, etc.) et du réseau (bande passante, coût de
communication, etc.),
• l’utilisateur (profil, activité, etc.),
• l’environnement (temps, lumière, bruit, etc.),
• la localisation (position, orientation, etc.),
• le moment (heure, date, saison, période, etc.).
Une définition plus générale de la notion de contexte pourrait être celle proposée par Dey et al dans
[2] qui est la définition la plus communément acceptée dans le cadre de travaux sur la prise en compte et
la modélisation du contexte d’une application :
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« le contexte regroupe toutes les informations qui peuvent être utilisées pour caractériser
la situation d’une entité. Une entité peut être une personne, un lieu, ou un objet qui est
considéré comme ayant un lien avec l’interaction entre un utilisateur et une application
incluant l’utilisateur et l’application. »
Généralement, le contexte est limité aux informations qui peuvent être détectées. On parle alors de
contexte d’utilisation. Il correspond à tout attribut détectable et pertinent de l’environnement d’exécution.
Nous pouvons citer une autre définition du mot contexte donnée par Ayed et al. dans [5] :
« le contexte d’utilisation d’une application contient tout attribut détectable et pertinent
de son environnement d’exécution. Ce contexte peut représenter les capacités du terminal
utilisateur, sa connexion au réseau, son environnement externe, sa localisation, son profil,
ses préférences, etc. »
Ces attributs détectables et pertinents de l’environnement d’exécution constituent ainsi les éléments
que l’application doit prendre en compte pour définir des points de variabilité adaptables suivants leurs
valeurs.
1.5.2.3 Le traitement du contexte
Les applications sensibles au contexte sont des applications dotées de mécanismes leurs permettant
de prendre en compte leur contexte d’exécution. Leur processus d’adaptation comporte quatre étapes :
1. collecte d’informations relatives au contexte
L’acquisition des informations contextuelles se fait soit par l’utilisation de capteurs simples (ther-
momètre, anémomètre, etc.), soit par des gestionnaires de ressources (Niveau de la batterie, etc.)
ou même des outils de supervision plus sophistiqués ;
2. analyse de ces informations
L’analyse des données collectées au cours de l’étape précédente doit permettre d’extraire le contexte
pertinent (i.e. contexte qui affecte le comportement de l’application pendant son déploiement ou
bien au cours de son exécution) ;
3. prise de décisions
En fonction des indications récoltées au cours de l’étape d’analyse, l’adaptateur doit établir une
stratégie d’adaptation. Celle-ci peut consister par exemple à choisir l’implémentation des éléments
qui la compose, la structure de l’application ou bien les machines d’implantation de ses compo-
sants les mieux adaptés à la situation ;
4. action
La dernière étape du processus consiste à mettre en œuvre les décisions prises dans l’étape pré-
cédente. Les actions à réaliser peuvent être diverses : modification de paramètres (i.e. reconfi-
guration), adaptation de l’application (manipulation de code, transfert de code, remplacement de
services, redirection de messages, etc.) évolution de l’application (ajout / suppression de fonction-
nalités, etc.), présentation des données à l’utilisateur, etc.
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1.5.2.4 Étude comparative des approches de création d’applications sensibles au contexte
Afin d’étudier les approches de création d’applications sensibles au contexte, proposées dans la litté-
rature, nous avons défini un certain nombre de critères de comparaison nous permettant de classifier les
travaux existants.
Critères de comparaison des approches existantes Nous avons défini six critères de comparaisons
pour classifier les approches de création d’applications sensibles au contexte :
• l’environnement d’exécution
De la même manière que nous l’avons vu pour les approches d’adaptation de composants et d’ap-
plications conçues à base de composants, la sensibilisation au contexte dépend de l’environnement
d’exécution de l’application. Ce dernier peut être un environnement mono-machine, un environ-
nement distribué, un environnement mobile ou bien ubiquitaire ;
• le contenu du contexte
Comme nous l’avons dit précédemment, il n’existe pas de standard pour définir le contexte. De ce
fait, les travaux menés dans le cadre d’adaptation à un contexte comme c’est le cas pour les ap-
plications ubiquitaires, définissent eux même leur contexte et ce qu’il contient. Ainsi, le contexte
peut contenir différents éléments tels que :
1. les caractéristiques techniques : elles regroupent l’ensemble des informations concernant le
support d’exécution de l’application (par exemple, la puissance du processeur, capacité de
stockage, bande passante du réseau, etc.) ;
2. l’environnement proche de l’interaction entre l’application et l’utilisateur : il regroupe toutes
les informations concernant l’environnement d’exécution de l’application (par exemple, le
bruit, température, luminosité, qualité de l’air, météo, humidité, etc.) ;
3. la localisation : elle regroupe toutes les informations concernant la position géographique de
l’utilisateur suivant un référentiel préalablement défini (par exemple, GPS, RF, etc.) ;
4. le temps : il contient les informations relatives le moment d’utilisation de l’application (date,
heure, etc.) ;
5. le profil de l’utilisateur : il regroupe toutes les informations relatives à l’utilisateur de l’ap-
plication telles que sa situation sociale, ses mesures physiologiques, ses activités, etc. ;
6. autres : d’autres éléments du contexte peuvent également être pris en compte tels que la vi-
tesse de l’utilisateur au moment de son interaction avec l’application, son accélération, son
orientation, les évènements d’actualité, etc. Ces éléments sont généralement spécifiques à
une application. Ils ne sont généralement pas pris en compte de manière automatique.
• les propriétés de l’environnement prises en compte
Comme nous avons pu le constater précédemment, tout environnement d’exécution dispose de
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caractéristiques spécifiques. Par exemple, concernant les environnements ubiquitaires, les appli-
cations doivent être capable de fonctionner malgré les variations des ressources disponibles, les
connexions/déconnections des machines de déploiement, etc. De ce fait, un critère de classifica-
tion des approches de création d’applications sensible au contexte est relatif à la prise en compte
des propriétés de l’environnement dans lequel ils se positionnent ;
• la modélisation du contexte
Le contexte d’une application peut être modélisé de différentes manières. Les techniques de mo-
délisation les plus utilisées dans la littérature sont les suivantes :
1. données brutes acquises à la volée
Dans ce cas, les informations contextuelles sont directement accessibles à l’application (i.e.
interrogation directe des capteurs). Aucun historique sur les données n’est conservé. Cette
stratégie peut être utilisée pour la prise en compte de peu d’éléments contextuels et dont la
prise en compte ne se fait que peu fréquemment. Ces données n’ont généralement pas besoin
ni d’être interprétées, ni d’être agrégées ;
2. association (Description/Valeur)
L’une des premières manières de modéliser le contexte fut proposée par Schilit en 1993 [111].
Elle consiste à créer des associations contenant d’une part le nom de l’élément de contexte et
d’autre part, sa valeur. Cette stratégie simpliste permet de stocker le contexte. Cependant, elle
peut se révéler rapidement inutilisable dans le cas où le contexte contient un grand nombre
d’éléments évoluant en permanence ;
3. arborescence
Les données contextuelles peuvent être représentées sous forme d’arbre. Cette stratégie per-
met d’obtenir facilement des vues hiérarchiques sur le contexte. Les éléments sont regroupés
en fonction de leur catégorie. Les feuilles représentent les valeurs des éléments de base acquis
par l’intermédiaire de capteurs et les nœuds correspondent à des agrégats de données. Pour
accéder à un élément du contexte, il suffit alors de fournir son chemin d’accès (i.e. branche de
l’arbre de modélisation du contexte). Une des techniques couramment utilisée pour mettre en
œuvre cette stratégie est la création de données XML interrogeables en utilisant des langages
de type XPath [47] ;
4. architecture en couches
Le contexte peut également être modélisé sous la forme d’une architecture en couches [112].
La couche la plus basse est la couche matérielle. Elle contient les capteurs qui vont permettre
l’acquisition du contexte. Les autres couches sont chargées d’obtenir des vues plus abstraites
sur le contexte de par la mise en œuvre d’outils d’interprétation ou d’agrégation de données
qui vont traiter les signaux provenant des couches les plus basses ;
5. orientée objet
Dans le cadre d’une modélisation orientée objet [65], chaque élément du contexte est re-
présenté par un objet. Les attributs de cet objet correspondent aux propriétés de l’élément
concerné. De plus, les différents objets peuvent être reliés entre eux grâce aux relations d’as-
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sociation, d’héritage, etc. Ainsi, le contexte pourra être structuré en fonction des dépendances
entre ses éléments ;
6. ontologie
Les ontologies peuvent également être utilisées pour modéliser le contexte d’exécution d’une
application. Une ontologie est un ensemble de termes hiérarchiquement structurés pour dé-
crire un domaine et pouvant être utilisés comme squelette pour une base de connaissance
[122]. Ainsi, une ontologie est un formalisme de représentation permettant de modéliser des
entités ainsi que leur relation sémantique. Cette stratégie permet de faciliter la recherche
d’information sur le contexte de par l’utilisation de techniques définies dans la communauté
web sémantique [66].
La modélisation du contexte est primordiale dans la conception d’applications sensibles au contexte.
Cependant, étant donnée la grande diversité des éléments mis en jeu, il est impossible de fournir
une modélisation générique du contexte. En fait, le choix de la modélisation du contexte est adapté
au domaine d’utilisation de ces données ;
• le type de sensibilisation au contexte
La sensibilisation d’une application à son contexte peut être réalisée de différentes manières. Ainsi,
trois types de sensibilisations peuvent être référencés [11] :
1. le context-aware actif : l’application change automatiquement de comportement en fonction
des informations captées. Ce type de sensibilisation est notamment utilisé dans le cadre d’ap-
proche d’auto-adaptation ;
2. le context-aware passif : l’application présente à l’utilisateur une mise à jour du contexte ou
bien des informations sur l’environnement et laisse à l’utilisateur le choix de décider ce que
l’application doit faire ;
3. la personnalisation : l’utilisateur spécifie lui-même ses propres paramètres pour que l’appli-
cation sache ce que faire si elle est dans telle ou telle situation.
• le type d’applications cibles
Enfin, le dernier critère de comparaison que nous avons choisi est relatif au type d’application
destinée à acquérir et à traiter des informations sur le contexte. Ces dernières peuvent être conçues
en utilisant différentes technologies telles que l’orienté objet, les composants logiciels, etc.
Étude comparative des approches existantes Nous avons pu constater que la majorité des travaux
existants relatifs à la conception d’applications sensibles au contexte (voir Tableau 1.11) laisse entière-
ment à la charge de l’administrateur de l’application la définition du contexte dit pertinent (i.e. ayant un
impact sur l’application) bien que le type de sensibilisation reste du « context-aware » actif. Cette straté-
gie est notamment due aux approches d’adaptation qui permettent pour la plupart uniquement d’adapter
le comportement comme nous l’avons vue dans la section précédente. En effet, le comportement d’une
application étant spécifique à celle-ci, il est impossible de prévoir de manière générique les évènements
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qui vont l’influencer. Cependant, concernant la structure d’une application, il est possible de déterminer
de manière générique certains éléments du contexte qui peuvent l’influencer (voir Chapitre 4).
Travaux Environnement Éléments du contexte Propriétés prises en compte Modélisation du contexte Applications cibles
ACEEL [44] Ubiquitaire Caractéristiques techniques Variation des ressources disponibles Modélisation objet Composants logiciels
Mobile
Cyberguide [1] Mobile Localisation Variation de la localisation de l’utilisateur Données brutes n.s.
Context-Fabric [68] n.s. n.s. - Modèle spécifique n.s.
Context-Toolkit [110] n.s. n.s. - Modèle en couches n.s.
Wildcat [47] Ubiquitaire n.s. - Arborescence XML Composants logiciels
Casa [95] Ubiquitaire Caractéristiques techniques Variation des caractéristiques du terminal Modèle en couches Composants logiciels
Mobile
Plasma [81] Ubiquitaire Caractéristiques techniques Variation des caractéristiques du terminal Données brutes Composants logiciels
Mobile Variation de sa connexion réseau
Molène [114] Mobile Caractéristiques techniques Variation des caractéristiques du réseau Modèle en couches Composants logiciels
CADeComp [3] Mobile Utilisateur Variation de la localisation de l’utilisateur Arborescence XML Composants logiciels
Caractéristiques techniques Variation de sa connexion réseau
Autres Variation des caractéristiques du terminal
Variation de l’environnement
Concerto [46] Systèmes distribués Caractéristiques techniques Variation des ressources disponibles Modélisation objet Composants logiciels
Grids
Rossi et al [107] Mobile Utilisateur Variation de la position de l’utilisateur Données brutes Objets
Environnement Variation de l’environnement
Localisation
Temps
Table 1.11 – Tableau comparatif des approches de création d’applications sensibles au contexte
1.5.3 Bilan de l’étude de l’adaptation dans les environnements ubiquitaires
L’étude des caractéristiques d’une application ubiquitaire nous a permis de les classifier en deux caté-
gories (voir Tableaux 1.9 et 1.10) : d’une part, celles visant à adapter les services des composants comme
la transparence des interfaces ou bien la prise en compte de l’environnement et d’autre part, celles liées
au déploiement du composant comme la distribution ou l’adaptation aux ressources disponibles. La pre-
mière catégorie (i.e. adaptation des services) a été largement étudiée dans la littérature. Concernant la
deuxième catégorie relative au déploiement, nous avons constaté que ce dernier dépendait fortement de
la structure des composants concernés. En effet, un composant composite peut être déployé de manière
distribuée (i.e. les sous-composants peuvent être répartis sur différents nœuds de l’infrastructure distri-
buée disponible) alors qu’un composant monolithique ne peut être déployé sur une machine que si les
ressources disponibles sur cette machine sont suffisantes.
Aussi, dans un tel d’environnement, il est nécessaire de pouvoir adapter la structure de tout type de
composants logiciels (monolithiques et composites) afin de leur garantir une continuité de service et de
leur maintenir une qualité de service.
1.6 Conclusion
Le positionnement de la problématique d’adaptation logicielle par rapport à celle liée à la réutilisation
nous a permis de montrer le besoin d’introduire de la variabilité au niveau des entités logicielles et
des applications logicielles afin de pouvoir les adapter et ainsi afin d’augmenter leur capacité d’être
réutilisées.
Nous avons pu alors constater que beaucoup d’approches ont été proposées dans la littérature pour
répondre à ce besoin. Cependant, nous avons montré que la majorité des approches existantes se foca-
lisent sur l’adaptation du comportement des composants et que celles qui sont consacrées à l’adaptation
de leur structure considère comme unité de base (ne pouvant être adaptés que par configuration de leurs
attributs) les composants monolithiques bien que leur adaptation structurelle puisse se révéler nécessaire
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dans beaucoup de cas et notamment pour des applications destinées à être exécutées dans des environ-
nements ubiquitaires. De plus, la grande majorité des travaux existants ne prend pas en considération
les composants existants. En fait, ils ne proposent que des modèles ou des méta-modèles permettant de
construire des composants adaptables ; ce qui se révèle très limitatif étant donné que la réutilisation à
grande échelle est l’objectif principal de l’ingénierie des composants logiciels. Aussi, nous avons pu
constater qu’il n’existe pas d’approche permettant d’adapter la structure de tout type de composants
existants.
En se basant sur ces considérations, notre objectif dans la suite de ce manuscrit est de proposer une
approche permettant la restructuration de composants logiciels existants y compris les composants mono-
lithiques. Cette propriété aura pour objectif de répondre à des besoins en termes de déploiement flexible
des composants logiciels (i.e. adaptation à l’infrastructure de déploiement) ou de chargement flexible de
services en vue d’un fonctionnement en mode dégradé (i.e. adaptation aux ressources disponibles).
CHAPITRE 2
Adaptation structurelle
de composants logiciels :
contexte et
problématique
2.1 Introduction
Comme nous avons pu le voir précédemment, la réutilisation d’entités logicielles existantes est de
plus en plus présente dans la conception de nouvelles applications. La technologie à base de compo-
sants logiciels constitue un énorme pas pour favoriser la réutilisation. Cependant, à cause de la grande
multiplicité des environnements de déploiement, il est nécessaire, dans la majorité des cas, d’adapter les
composants réutilisés afin d’exploiter au mieux leurs capacités.
Néanmoins, dans le chapitre précédent dédié à l’état de l’art, nous avons pu constater que les ap-
proches d’adaptation existantes dans le domaine de l’ingénierie des composants logiciels présentent des
limitations. En effet, les approches permettant d’adapter la structure de composants ne permettent pas de
tirer pleinement partie de ce type d’adaptation. Notamment, le cas de composants existants reste problé-
matique.
Par ailleurs, nous avons pu constater que, dans certains types d’environnements, tels que les environ-
nements ubiquitaires, le besoin en adaptation structurelle est très fort. En effet, à cause des ressources
limitées, les composants doivent être capables d’adapter leur structure afin de réaliser de l’adéquation
entre l’architecture logicielle et l’architecture matérielle. Cette adaptation va ainsi permettre de garantir
une continuité et une qualité de services à l’application qui les contient.
De ce fait, nous proposons de combler les insuffisances constatées dans les approches existantes en
proposant une approche d’adaptation structurelle de composants logiciels appelée SCORPIO (Software
COmponent stRuctural adaPtatIOn).
Ce chapitre présente une vue générale de l’approche d’adaptation structurelle. Dans un premier
temps, nous introduisons notre cadre d’étude. Puis, nous présentons notre proposition et les différents
concepts qui lui sont associés. Ensuite, nous détaillons les motivations qui nous ont poussées à dévelop-
per notre approche à travers la présentation de quelques applications possibles de l’adaptation structu-
relle. Nous présentons alors les fondements de la solution retenue. Enfin, nous introduisons le cas d’étude
que nous avons choisi afin d’illustrer notre approche.
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2.2 Cadre de l’étude
Notre étude se positionne dans le cadre des composants logiciels, plus particulièrement ceux exis-
tants tels que les COTS [67]. De plus, nous nous sommes intéressés à appliquer notre approche pour
l’adaptation d’applications dans des environnements ubiquitaires. Les travaux menés dans ce cadre font
partis du projet Mosaïques auquel nous avons participé.
2.2.1 Cadre technologique : les composants logiciels
Notre approche d’adaptation porte sur les composants logiciels. En effet, comme nous l’avons évoqué
précédemment, le fort développement du paradigme de « composants logiciels » ainsi que leur capacité
intrinsèque à mettre en œuvre la réutilisation, nous ont poussé à développer notre approche sur ce type
particulier d’entités logicielles afin d’accroître leur réutilisabilité. En effet, le principal avantage de l’in-
génierie des composants logiciels réside dans le fait qu’il soit possible de concevoir des applications à
partir d’entités logicielles de haut niveau. De ce fait, pour maximiser leur capacité de réutilisation, ces
entités doivent être dotées de caractéristiques leur permettant de s’adapter ou d’être adaptées facilement
à de nouveaux contextes d’utilisation. Aussi, l’adaptation doit à la fois concerner leur comportement et
leur structure.
Par ailleurs, nous avons pu constater dans le chapitre précédent que très peu d’approches proposées
dans la littérature traitent de l’adaptation de la structure de composants existants tels que les COTS [67].
En effet, les approches qui proposent d’adapter la structure de composants existants ne sont applicables
que sur des composants sous forme composite : les composants monolithiques ne sont pas considérés
comme structurellement adaptables. De ce fait, notre objectif va être d’intégrer à des composants exis-
tants (monolithiques et composites) des mécanismes leurs permettant d’être adaptés ou de s’adapter à
des conditions nouvelles d’utilisation ; la difficulté étant que les personnes réalisant l’adaptation d’un
composant sont différentes des concepteurs de celui-ci.
2.2.2 Cadre applicatif : les environnements ubiquitaires
Avec l’arrivée de la miniaturisation, de la mobilité et de l’accès sans fil, l’informatique ubiquitaire (en
anglais Ubiquitous Computing) est l’un des enjeux de demain. Ce nouveau domaine de recherche a pour
objectif d’intégrer les technologies informatiques au quotidien de l’homme le plus simplement possible.
Plus précisément, elle devrait rendre familier et instinctif l’outil informatique et en faciliter l’utilisation
dans de nombreux domaines tels que l’information, la formation, le transport ou encore la médecine.
Comme nous l’avons vu précédemment, une application dite « ubiquitaire » doit présenter un en-
semble de caractéristiques précises qui lui permet d’être capable d’être déployée dans ce type d’environ-
nement tout en garantissant une continuité de service et une qualité de service. De nouvelles méthodes
de conception d’applications ainsi que de nouvelles infrastructures logicielles sont alors nécessaires pour
permettre la prise en compte des contraintes liées à ces environnements ubiquitaires. Pour cela, de nom-
breux projets de recherche ont vu le jour.
Le projet MOSAIQUES (MOdèles et InfraStructures pour Applications ubIQUitairES) [52] auquel
nous avons participé en fait partie. Son objectif est de définir un cadre de développement (méthodologie
et outillage) pour la définition d’applications fonctionnant dans un environnement ubiquitaire. Ce projet
étudie plus particulièrement la prise en compte de la notion d’adaptabilité à l’exécution dans les appli-
cations et les infrastructures logicielles, qui fait partie des caractéristiques principales d’une application
ubiquitaire.
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Ce travail passe tout d’abord par la définition d’un support méthodologique pour la construction
d’applications ubiquitaires. Une telle méthodologie doit permettre d’intégrer à une application les carac-
téristiques de l’ubiquité que nous avons recensées dans le chapitre 1. Or, comme nous avons pu le consta-
ter, certaines de ces caractéristiques sont étroitement liées à la structure de l’application. Par exemple,
la structure de l’application doit être suffisamment flexible pour s’adapter automatiquement à l’infra-
structure matérielle disponible. De ce fait, nous avons proposé d’appliquer l’adaptation structurelle à des
composants destinés à être exécutés dans des environnements ubiquitaires. Cette stratégie n’est qu’une
première étape pour la construction d’applications ubiquitaires car d’autres caractéristiques, notamment
liées au comportement de l’application, sont à prendre en considération. Les autres étapes sont fournies
par le projet.
2.3 Proposition : l’adaptation structurelle de composants logiciels
Notre principal objectif est d’adapter la structure d’un composant logiciel existant en vue de le réutili-
ser dans des conditions nouvelles ou évolutives. Cette stratégie passe par l’intégration d’une propriété au
composant lui permettant de modifier sa structure tout en préservant ses services et son comportement :
l’adaptabilité structurelle.
2.3.1 Les concepts
L’adaptation structurelle fait référence à une mise à jour de la structure d’un composant tout en
préservant ses services et son comportement.
La structure d’un composant est un graphe dont les nœuds représentent les entités structurelles
contenues dans le composant et les arêtes représentent les relations structurelles entre ces entités.
Une entité structurelle d’un composant fait référence à un élément identifiable de manière unique
faisant partie de la structure du composant (i.e. faisant partie de son espace de noms). Les entités struc-
turelles peuvent être externes ou internes. En fait, les entités structurelles externes sont les ports, les
interfaces, les classes ou les méthodes correspondant aux services fournis par ces interfaces. Les enti-
tés structurelles internes sont les méthodes ou les classes internes. Il existe un type particulier d’entités
structurelles appelé ressource logicielle.
Une ressource logicielle désigne n’importe quelle entité structurelle faisant partie de la définition
du composant à adapter, qui est identifiable de manière unique, manipulable et possédant un état qui
peut être mis à jour et dont la persistance est supérieure à celle de la méthode dans laquelle elle est
utilisée. Par exemple, pour des composants logiciels implémentés en utilisant l’approche objet et où
chaque composant est un objet, un attribut défini dans cette implémentation est une ressource.
Les entités structurelles peuvent être composées d’autres entités structurelles (par exemple, les ports
sont composés d’interfaces et les interfaces sont composées de services) ou bien hériter des propriétés
d’autres entités structurelles de même type.
Ainsi, les relations structurelles entre les entités structurelles peuvent être la composition (par exemple,
un port est composé d’interfaces, une interface est composée de méthodes, etc.) ou l’héritage (par
exemple, un composant peut hériter d’un autre composant, une interface peut hériter d’une autre in-
terface, etc.).
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2.3.2 Les différentes facettes de l’adaptation structurelles
L’adaptation structurelle peut concerner la structure externe d’un composant (ses ports, ses inter-
faces, etc.) et/ou sa structure interne (ses sous-composants, ses classes d’implémentation, etc.). Ainsi,
nous définissons deux types d’adaptation structurelle : l’adaptation structurelle externe et l’adaptation
structurelle interne.
Figure 2.1 – Adaptation structurelle de composants logiciels
2.3.2.1 Adaptation structurelle externe
L’adaptation structurelle d’un composant peut consister à mettre à jour l’ensemble de ses interfaces
en modifiant le contenu de chacune d’entre elles ou bien en restructurant le contenu des ports du compo-
sant.
Dans la figure 2.1, le cas A montre un exemple d’adaptation structurelle externe d’un composant
appelé C1. Sa structure externe est modifiée comme suit : l’interface S1 fournit uniquement le service
S1 ; les services S2 et S4 sont regroupés au sein de l’interface I2 ; les services S3 et S6 sont fournis par
l’interface I3 ; enfin, l’interface I4 fournit le service S5. L’interface I5 du composant initial ne fournissant
plus aucun service du composant C1 est alors supprimée.
Ainsi, l’adaptation structurelle externe peut être utilisée pour faciliter l’assemblage de composants
logiciels ayant des structures externes hétérogènes. En fait, l’assemblage de deux composants ou l’inté-
gration d’un composant dans une application existante peut nécessiter la restructuration des interfaces
fournies et requises de l’un des deux composants. Cette opération est nécessaire dès lors que l’un des
composants fournit tous les services requis par l’autre, bien qu’ils ne soient pas structurés de manière à
pouvoir s’assembler.
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2.3.2.2 Adaptation structurelle interne
L’adaptation structurelle peut également concerner la structure interne d’un composant logiciel.
Par exemple, elle pourrait résider dans la fragmentation du composant à adapter en plusieurs sous-
composants fournissant chacun un ensemble de services parmi ceux définis par le composant initial.
Dans la figure 2.1, le cas B montre un exemple d’adaptation structurelle interne d’un composant
appelé C1. Sa structure interne est modifiée comme suit : quatre nouveaux sous-composants (C4, C5, C6
et C7) issus de la fragmentation du composant C1 ont été générés ; C4 fournit les interfaces I1 et I2 ; C5
fournit l’interface I4 ; C6 fournit l’interface I5 ; et enfin, C7 fournit l’interface I3.
Ainsi, l’adaptation de la structure interne d’un composant peut être utilisée pour mettre en œuvre
des stratégies de déploiement flexible. En effet, ce type d’adaptation peut être utilisé afin d’organiser les
services du composant à adapter dans des sous-ensembles distincts ; chacun de ces sous-ensembles étant
défini dans un nouveau composant généré par la fragmentation du composant initial. Ensuite, les com-
posants ainsi générés peuvent être déployés sur une ou plusieurs machines (i.e. infrastructure distribuée).
Cette stratégie peut être très utile dans le cadre d’une politique de répartition de charges.
2.4 Motivations de notre proposition : les applications de l’adaptation
structurelle
De manière générale, l’adaptation d’un composant logiciel permet d’augmenter sa réutilisabilité en
le rendant opérationnel dans des contextes différents. Ainsi, adapter la structure d’un composant logiciel
sans altérer son comportement, permet de répondre à cet objectif général. Notre approche se distingue par
la prise en compte d’autres besoins tels l’adaptation pour une meilleure adéquation entre les architectures
logicielles et matérielles ou la restructuration des composants et ainsi de leurs applications pour être
déployés suivant un schéma précis.
2.4.1 Adaptation pour une meilleure adéquation entre architectures logicielles et maté-
rielles
Dans le cadre d’environnements à ressources contraintes, il peut être impossible de déployer certains
types de composants tels que des composants monolithiques, sur des unités car les ressources fournies
sont insuffisantes. Ce constat est du à la structure de ce type de composants qui ne permet pas de le dé-
ployer de manière flexible. En effet, il est impossible de déployer séparément une partie d’un composant,
définissant un ensemble de services, si cette partie n’est pas structurellement identifiable et ainsi sépa-
rable. Or, l’adaptation structurelle interne peut être utilisée pour réorganiser la structure d’un composant
logiciel de manière à isoler des morceaux du composant identifiables et séparables.
Ainsi, l’adaptation structurelle interne peut être utilisée afin de réaliser l’adéquation entre la struc-
ture d’un composant et l’architecture matérielle disponible. Pour cela, deux approches peuvent être en-
visagées : d’une part, le déploiement flexible du composant/de l’application en fonction des ressources
disponibles ; d’autre part, le chargement flexible du composant en fonction des ressources disponibles.
• L’adéquation par la distribution du composant/de l’application en fonction des ressources dispo-
nibles
La première stratégie possible pour réaliser l’adéquation entre l’architecture logicielle et l’architec-
ture matérielle disponible réside dans le déploiement flexible des composants logiciels qui consti-
tuent l’application. Cette stratégie consiste à distribuer les services fournis par un composant en
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Figure 2.2 – Les motivations de l’adaptation structurelle de composants logiciels
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fonction de son contexte d’exécution (voir Figure 2.2, cas B). Le contexte désigne aussi bien les
caractéristiques techniques de l’infrastructure de déploiement (i.e. architecture matérielle) que les
besoins liés à son utilisation ou à son comportement. Diverses stratégies peuvent être adoptées en
fonction de la situation. Par exemple, dans le cadre d’environnements ubiquitaires, où les décon-
nections de la machine de l’utilisateur peuvent être fréquentes, il serait judicieux de déployer un
maximum de services sur cette machine puis privilégier les nœuds les plus accessibles (en termes
de meilleure bande passante et d’occupation du réseau) ou bien les serveurs fixes pour déployer
les autres services en fonction des ressources disponibles.
Cette adaptation sera rendue possible en utilisant notre approche d’adaptation structurelle interne
qui va nous permettre de redéfinir et de recréer, suivant les besoins du déploiement, les différentes
entités structurelles à manipuler de manière séparée pour pouvoir leur appliquer des procédures de
déploiement et de re-déploiement différentes.
Cette stratégie permet principalement de garantir la continuité de service du composant concerné
(i.e. adaptation pour la flexibilité). Cependant, elle peut également être utilisée pour améliorer ses
performances (i.e. adaptation perfective). En effet, le choix des machines de déploiement pour les
différents services fournis par le composant peut permettre de diminuer le temps d’exécution de
certains services étant donné que les services peuvent être déployés sur des machines dotées de
caractéristiques techniques nettement supérieures à celles de la machine de déploiement initiale
(par exemple, les nouvelles machines de déploiement peuvent être dotées d’une meilleure vitesse
de processeur). De ce fait, si le gain obtenu n’est pas annihilé par les pertes liées à la distribution
des services, les performances du composant sont grandies.
• L’adéquation par le chargement flexible du composant/de l’application en fonction des ressources
disponibles
Dans le cas précédent, nous avons évoqué la possibilité de réaliser un déploiement flexible de
composants logiciels dans un environnement à ressources limitées. Cependant, dans le cas d’un
environnement mono-machine, les services qui ne peuvent pas être déployés sur la machine de
l’utilisateur ne pourront être disponibles. De ce fait, il est nécessaire d’intégrer au composant des
mécanismes lui permettant de charger et de décharger des services en fonction des besoins liés à
son utilisation et des ressources qu’il dispose (i.e. adaptation adaptative).
Par exemple, dans la figure 2.2, le cas B montre un composant logiciel (C1) qui ne peut pas être
déployé sur le site 1 car les ressources matérielles telles que la capacité mémoire, la vitesse du proces-
seur, etc. de la machine correspondant à ce site sont insuffisantes. Ainsi, l’adaptation de ce composant
par la fragmentation de sa structure interne permet sa transformation en un composant composite dont
les sous-composants pourront être répartis sur différents sites disponibles au travers de l’infrastructure
distribuée. Ainsi, les services fournis par le composant C1 seront disponibles.
Cependant, cette flexibilité de la structure des composants ne doit pas être introduite à n’importe
quel prix. Les performances de l’application doivent être maintenues ou faiblement dégradées (à cause
de la distribution). De ce fait, il est indispensable de proposer des mécanismes de distributions adaptés
et de prendre en compte les éléments influençant les performances d’un composant tel qu’une sélection
judicieuse des machines de déploiement de chaque service. Ainsi, le choix de la nouvelle structure du
composant doit être effectué en prenant en compte de nombreux paramètres tels que les caractéristiques
techniques de chaque site de déploiement concerné (tels que la capacité de stockage, la vitesse du pro-
cesseur, etc.), les caractéristiques des moyens de communication entre les différents sites de déploiement
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(tels que le type de réseau, la bande passante, etc.) ou bien la disponibilité des sites de déploiement (i.e.
prise en compte des risques de déconnexions possibles des sites de déploiement d’un composant). En
fait, ce choix va conditionner les performances de l’application car les pertes liées à la distribution du
composant peuvent être en partie compensées par les performances des nouveaux sites de déploiement
choisis.
2.4.2 Adaptation pour une meilleure adéquation des applications à base de composants
à des schémas d’utilisation
L’adaptation de la structure d’un composant peut également être utilisée pour réaliser l’adéquation
des applications à base de composants à des schémas d’utilisation. Cette adéquation peut prendre deux
formes :
• l’adéquation entre l’architecture logicielle et la configuration des utilisateurs
L’adaptation de la structure d’un composant peut également être utilisée pour réaliser l’adéquation
entre l’architecture logicielle de l’application et la configuration de ses utilisateurs. Par exemple,
dans le cadre d’une application muti-utilisateurs pour laquelle ses différents utilisateurs potentiels
peuvent se trouver géographiquement répartis, il est nécessaire d’adapter la structure de l’appli-
cation afin de déployer les services en fonction des nœuds de l’infrastructure servant de points
d’interaction entre l’application et les utilisateurs. Une telle stratégie permet notamment de limiter
les problèmes liés aux déconnexions des machines des utilisateurs et de réduire les coûts liés aux
communications distantes (i.e. amélioration des performances) ;
• l’application de schémas de déploiement précis
Dans certaines situations, il peut être nécessaire de prévoir des schémas de déploiements précis.
Par exemple, les parties d’une application ou d’un composant destinées à manipuler des données
confidentielles doivent être déployées sur des unités spécifiques sécurisées. Cependant, pour des
raisons de coût en termes de maintenance et de performance, toutes les parties de l’application ne
peuvent être déployées sur une telle machine. De ce fait, il est nécessaire d’instaurer un schéma de
déploiement précis relatif aux différentes parties d’une application et à ses sites de déploiement.
L’adaptation structurelle pourrait alors répondre à de telles attentes. En effet, elle peut être utilisée
pour isoler certaines parties d’un composant afin de les déployer sur des nœuds spécifiques de
l’infrastructure de déploiement. Ainsi, si nous reconsidérons notre exemple, les parties relatives
à la gestion de données pourront être isolées de manière à pouvoir les déployer sur des serveurs
sécurisés.
2.4.3 Adaptation perfective et corrective pour l’introduction de nouvelles propriétés aux
composants
L’adaptation de la structure d’un composant peut également être utilisée pour intégrer de nouvelles
propriétés aux composants. A titre d’exemple, nous pouvons citer l’intégration des propriétés suivantes :
• l’intégration de la propriété d’interopérabilité
L’assemblage d’un composant logiciel avec d’autres composants nécessite la vérification de l’adé-
quation des services fournis et requis mutuellement par ces composants. Cependant, dans certains
cas, malgré que les services requis par l’un puissent être fournis par l’autre, l’assemblage de deux
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composants ne peut être réalisé. En fait, cette impossibilité d’assemblage est due au fait que les
composants logiciels, structurant leurs services en interfaces ou en port, peuvent proposer d’orga-
niser ces services de manières différentes (i.e. interfaces différentes ou ports différents), de sorte
que les interfaces requises et fournies ne peuvent pas être mises en correspondance.
Dans ce cas, l’adaptation structurelle externe permet de restructurer les services des composants
assemblés en redéfinissant leurs interfaces/ports requis et fournis. Cette mise à jour de la struc-
ture des interfaces/des ports permet, ainsi, d’offrir une correspondance exacte entre les interfaces
des composants (voir Figure 2.2, cas A). Cette adaptation réalisée sans changement de la séman-
tique des services des composants leur permet d’être correctement assemblés (i.e. adaptation pour
l’interopérabilité).
Par exemple, dans la figure 2.2, le cas A montre deux composants C1 et C2 qui ne peuvent pas
être assemblés car les interfaces requises de C1 ne sont pas compatibles avec celles fournies par
C2, bien que C2 fournit tous les services requis par C1. En utilisant notre approche pour adapter
la structure externe du composant C1 et ainsi la rendre compatible avec celle de C2, l’assemblage
entre C1 et C2 devient alors possible. L’adaptation structurelle externe permet donc d’éviter l’uti-
lisation d’un nouveau composant (i.e. composant d’adaptation) destiné à assurer les connexions
entre les deux composants concernés (C1 et C2) ;
• l’adaptation pour la réutilisation partielle de composants logiciels
La réutilisation d’un composant logiciel peut être intégrale mais aussi partielle. Le cas d’une réuti-
lisation intégrale est lié au fait que l’ensemble des services proposés par le composant concerné
reste utile au niveau de l’application (i.e. les besoins de l’utilisateur et de l’application corres-
pondent aux services fournis).
Le cas de la réutilisation partielle est différent. Il se traduit par le fait que certains services, intégrés
au composant lors de sa conception, ne présentent plus d’intérêt ou ne doivent pas être invoqués
lors de sa nouvelle utilisation. Ce cas de figure peut se produire, par exemple, lorsque les services
qui ne doivent pas être réutilisés ont été remplacés par d’autres fournis par de nouveaux compo-
sants, ou bien ils ne font plus partie des besoins de l’utilisateur, ou bien encore, pour des raisons
de choix du concepteur de l’application (sécurité, etc.) ces services ne doivent pas pouvoir être
invoqués par l’utilisateur. De ce fait, l’adaptation structurelle pourrait permettre d’isoler les parties
du composant fournissant des services « indésirables » dans la nouvelle situation, afin de les sup-
primer ou de les remplacer par de nouveaux services. Cette adaptation va permettre d’améliorer les
performances car les ressources matérielles requises par le composant pour être déployer (espace
mémoire, etc.) seront réduites. De plus, elle permet de répondre à certains besoins des concepteurs
d’applications comme nous avons pu le constater ;
• l’adaptation pour la correction de composants logiciels
L’adaptation structurelle peut également être utilisée pour la correction de composants logiciels
(i.e. adaptation corrective). En effet, comme nous l’avons évoqué précédemment dans le cadre
de la réutilisation, l’adaptation structurelle permet d’isoler certaines parties d’un composant, et
notamment des parties défectueuses. Il devient alors plus facile de les corriger ou même de les
remplacer en fonction des situations. Une telle approche est fortement encouragée pour la correc-
tion de composants monolithiques car leur code source est généralement centralisé dans un même
fichier (par exemple, dans le cadre de composant Julia [38], les composants monolithiques sont
implémentés par une seule classe Java). De ce fait, l’adaptation structurelle permettrait d’isoler le
code source défaillant afin de le traiter plus facilement.
70 CHAPITRE 2 — Adaptation structurelle de composants logiciels : contexte et problématique
2.5 Démarche et approche de problématique
2.5.1 Les différents problèmes traités dans le cadre de l’adaptation structurelle
Notre objectif dans cette thèse est de traiter différents problèmes liés à l’adaptation structurelle (voir
Figure 2.3) de manière à proposer une approche complète permettant d’adapter la structure d’un compo-
sant logiciel existant. Les différents problèmes traités sont les suivants :
• l’adaptation structurelle par la ré-ingénierie de composants existants et son application pour l’in-
troduction de la propriété de distribution
Dans un premier temps, notre objectif va être de définir une approche d’adaptation structurelle per-
mettant à partir du code source d’un composant existant d’obtenir un composant dont la structure
est conforme à de nouveaux besoins liés à son utilisation. Pour cela, nous proposons un modèle de
composants structurellement adaptés définissant les interfaces permettant à un composant adapté
de garantir son intégrité et sa cohérence et un processus de ré-ingénierie dont l’objectif est de
transformer tout composant existant en un composant conforme à notre modèle de composants
structurellement adaptés. L’approche est semi-automatique : elle nécessite une spécification ma-
nuelle de la structure du composant adaptée au nouveau contexte. Le processus de transformation
est quant à lui entièrement automatique.
Cette approche d’adaptation structurelle peut être utilisée pour intégrer à un composant des méca-
nismes de distribution. Pour cela, nous devons proposer un modèle de composants structurellement
adaptés distribués et un processus permettant d’obtenir un composant conforme à ce modèle à par-
tir d’un composant issu de notre processus d’adaptation structurelle statique. Ces propositions
doivent être présentées comme des extensions du modèle de composants structurellement adaptés
et du processus de transformation structurelle ;
• l’adaptation structurelle dynamique de composants logiciels
L’adaptation structurelle par la transformation statique ne permet pas de répondre à tous les be-
soins relatifs à l’adaptation de la structure. En effet, il doit être possible d’adapter la structure
d’un composant logiciel sans arrêter l’application qui le contient ; et ce afin de répondre à des
besoins intervenant lors de l’exécution du composant. Ainsi, nous devons proposer une approche
permettant de réaliser l’adaptation structurelle de manière dynamique. Cette proposition passe par
la définition d’un modèle de composants structurellement et dynamiquement adaptables et d’un
processus de ré-ingénierie permettant de rendre un composant existant conforme à ce modèle ;
• l’adaptation structurelle automatique de composants logiciels
Par ailleurs, dans certains environnements tels que dans les environnements ubiquitaires, le contexte
d’exécution d’une application change en permanence. De plus, le besoin en adaptation structurelle
est très présent comme nous avons pu le constater dans le chapitre précédent. De ce fait, il ne peut
être envisageable de fournir une approche d’adaptation semi-automatique. Ainsi, notre objectif va
être de proposer une approche réalisant de manière automatique tout un processus d’adaptation ;
y compris le déclenchement de l’adaptation et la spécification d’une structure pour le composant,
qui soit adaptée à une nouvelle situation. Cette proposition passe par la définition d’un modèle
de composants structurellement auto-adaptatifs et d’un processus de ré-ingénierie permettant de
rendre un composant existant conforme à ce modèle ;
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• l’adaptation structurelle d’architectures logicielles
L’adaptation structurelle d’un composant logiciel peut avoir des impacts sur les autres composants
d’une architecture logicielle. De ce fait, nous devons proposer une approche permettant de réaliser
l’adaptation structurelle au niveau d’architectures logicielles afin de tenir compte des adaptations
de chaque composant qu’elle contient. Pour cela, il est nécessaire de proposer une stratégie de co-
ordination de l’adaptation structurelle au niveau macro (i.e. au niveau de l’architecture logicielle).
Figure 2.3 – Présentation des différents problèmes à traiter dans le cadre de l’adaptation structurelle
2.5.2 Contraintes et limitations du cadre de l’étude
L’étude de notre approche d’adaptation structurelle nous a imposé certains choix ou hypothèses de
travail que nous exposons dans cette section.
Choix réalisés pour la mise en œuvre de notre approche Avant de développer notre approche d’adap-
tation structurelle, nous avons du faire un certain nombre de choix nous permettant de mieux cerner notre
apport. Ces choix sont les suivants :
• adaptation de la structure interne de composants logiciels
Dans nos travaux, nous avons choisi de nous focaliser sur l’adaptation de la structure interne
d’un composant logiciel pour répondre à des besoins tels que le déploiement ou le chargement
flexible de services. Une telle stratégie peut nécessiter la fragmentation du composant (ou des en-
tités structurelles qui le composent) à adapter et sa reconstitution de manière à garantir le résultat
de l’adaptation. Or, comme nous l’avons vu précédemment, un composant est constitué de partie
architecturale et d’une partie implémentatoire. De ce fait, l’adaptation structurelle va nécessiter
l’étude de problèmes relatifs au partitionnement et à la parallélisation de code tels que la gestion
de ressources partagées, etc. ;
• adaptation au niveau des interfaces de composant
Nous considérons, dans le cadre de nos travaux, les interfaces d’un composant comme des briques
72 CHAPITRE 2 — Adaptation structurelle de composants logiciels : contexte et problématique
de base qui ne peuvent pas être fragmentées. Ainsi, la restructuration d’un composant est réa-
lisée par le regroupement des interfaces fournies par le composant adapté au sein de nouveaux
composants considérés comme des sous-composants du composant adapté.
Nous avons choisi d’opérer à ce niveau de granularité car il nous assure une flexibilité suffisante
dans la majorité des cas où la restructuration d’un composant est nécessaire. Cependant, il peut
être envisagé des extensions à notre approche permettant de manipuler des entités structurelles
de plus bas niveaux telles que les points d’entrées d’une interface, les méthodes, etc. comme des
briques de base à la restructuration d’un composant.
Hypothèses de travail Les choix que nous avons pris nous imposent de fixer des hypothèses sur le
composant à adapter et sur le modèle de composants utilisés afin de mettre en œuvre notre approche
d’adaptation structurelle. Ces hypothèses sont les suivantes :
• indépendance du comportement et de la structure
Nous supposons également que l’implémentation du composant que l’on souhaite adapter est in-
dépendante vis-à-vis de sa structure. Ainsi, les services métiers du composant à adapter ne doivent
pas faire appel à des données relatives à sa structure. Par exemple, les informations relatives aux
nombres d’interfaces requises par d’autres composants de l’application liés aux interfaces fournies
par le composant à adapter ne doivent pas être utilisées par les services métiers de ce dernier. Il en
va de même en ce qui concerne le nombre de sous-composants contenus dans le composant ou le
nombre de composants partagés ;
• disponibilité du code source des composants pour nos processus de ré-ingénierie
La mise en œuvre de nos processus de ré-ingénierie permettant de réaliser l’adaptation structurelle
de composants existants ou bien d’introduire des mécanismes d’auto-adaptation dynamique dans
des composants existants nécessite la disponibilité du code source du composant à adapter. Cette
hypothèse n’est pas en contradiction avec le principe des COTS du fait du fort développement des
logiciels « open-source ». De plus, différentes stratégies peuvent être envisagées pour permettre
la réalisation d’un processus d’adaptation structurelle sans que l’utilisateur puisse accéder au code
source de l’application ;
• implémentation orientée objet, sans objet actif et sans accès à des entités logicielles ou matérielles
externes à l’application
Dans le cadre de notre étude, nous avons supposé que les composants sur lesquels nous agissons
sont implémentés dans un langage orienté objet et qu’ils ne contiennent pas d’objets actifs tels
que les threads. Cette dernière hypothèse, couramment émise dans les travaux de transformation
de code (tels que le partitionnement, etc.), nous permet d’éviter certains problèmes liés à la paral-
lélisation de code qui ne font pas l’objet de cette thèse. Pour plus de détails sur le traitement de
threads dans le cadre de partitionnement de code, nous invitons le lecteur à consulter [116].
Par ailleurs, nous supposons que les services du composant à adapter n’utilisent pas des entités
logicielles (fichiers, base de données, etc.) ou matérielles externes (périphérique spécifique, etc.) à
l’application. En effet, la prise en compte de ces entités ne peut être effective que si ces entités sont
dotées de caractéristiques spécifiques. Notamment, elles doivent pouvoir être accédées à distance ;
ce qui peut parfois se révéler impossible ou très complexe à mettre en œuvre. De plus, elle peut
nécessiter un traitement spécifique qui, dans la majorité des cas, ne peut pas être automatisé. Étant
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donné que nous avons pour objectif de proposer une approche entièrement automatique, nous ne
pouvons pas prendre en considération l’accès à ces entités.
2.5.3 Notre modèle de composants restructurables
Pour mettre en œuvre notre approche, nous avons défini un modèle générique de référence auxquels
les composants que nous proposons d’adapter devront être conformes. Puis, nous avons choisi un modèle
de composants existant dans la littérature qui soit conforme à notre modèle générique afin d’illustrer notre
approche.
2.5.3.1 Modèle générique de référence
Le modèle de composants à adapter est un modèle hiérarchique (i.e. modèle permettant de concevoir
des composants de type composite). Cette propriété nous permet notamment de garantir la transparence
de l’adaptation. En effet, les composants issus de la fragmentation du composant à adapter pourront être
encapsulés dans un composant composite dont la structure externe sera identique à celle du composant
initial. Dans le cas où le modèle de composants utilisé n’est pas hiérarchique, notre approche peut être
utilisée pour fragmenter un composant existant en plusieurs composants. L’assemblage obtenu pourra
remplacer le composant existant. Cependant, dans ce cas, nous ne pouvons plus parler de processus
d’adaptation car certaines propriétés du composant ne sont plus préservées (transparence de l’adaptation,
encapsulation des sous-composants générés, etc.).
Pour illustrer notre approche, nous considérons des composants logiciels conformes à la spécification
générique décrite dans la figure 2.4. Concernant le niveau architectural, les composants peuvent être de
type composite ou primitif. Chaque composant définit un ensemble d’interfaces qui peuvent être fournies
ou requises. Une interface peut contenir un ou plusieurs services. Pour modéliser le niveau implémen-
tatoire, nous avons utilisé le modèle objet. Comme nous pouvons le remarquer les deux niveaux sont
étroitement liés : un composant primitif est implémenté par une hiérarchie de classes, une interface de
composant est associé à une interface objet et un service correspond à une méthode de la classe d’implé-
mentation du composant. Ainsi, la restructuration d’un composant doit être réalisée sur les deux niveaux
(architectural et implémentatoire). En fait, toute mise à jour de la structure sur l’un des deux niveaux doit
impérativement être répercutée sur l’autre niveau.
2.5.3.2 Modèle applicatif
Le modèle de composants, proposé dans la littérature, le plus proche de la spécification présentée
dans la figure 2.4 est le modèle de composants Fractal [39] et son implémentation Java appelé Julia [38].
La seule différence réside dans l’association d’un composant primitif à une seule classe d’implémenta-
tion. Le niveau architectural d’un composant Fractal est, quant à lui, décrit au travers d’un langage de
description d’architecture appelé FractalADL [38] et dont la DTD est fournie dans la figure 5.3. De plus,
Fractal présente les caractéristiques idéales pour mettre en œuvre une adaptation dynamique à savoir
qu’il intègre dans son modèle les propriétés d’introspection et d’intercession comme nous avons pu le
constater précédemment. De ce fait, pour illustrer notre approche, nous avons utilisé ce modèle de com-
posants. Pour plus de détails sur le choix du modèle de composants Fractal et de son implémentation
Julia, consulter le chapitre 5.
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Figure 2.4 – Modèle de composants logiciels de référence
2.6 Cas d’étude : un support de communication dans un projet collabo-
ratif
Dans l’optique d’illustrer notre approche, nous utilisons, tout au long de ce manuscrit, l’exemple
d’une application destinée à fournir un support de communication pour un projet collaboratif, appelé
Com-In-Project. Cette application est déployée sur une infrastructure distribuée dont les nœuds sont
dotés de ressources matérielles très variables (i.e. environnement à ressources limitées).
2.6.1 Présentation de l’application Com-In-Project : rôle des services proposés
L’application Com-In-Project a pour rôle de fournir un ensemble de services permettant aux diffé-
rents acteurs d’un projet de communiquer par l’intermédiaire de supports audio, vidéo ou textuel. Les
supports audio/vidéo se traduisent par la possibilité donnée aux acteurs d’organiser des conférences de
ce type. Quant au support textuel, il est disponible sous la forme d’un tableau blanc pouvant être uti-
lisé par plusieurs acteurs simultanément et d’un système de messagerie instantanée. L’application Com-
In-Project fournit également des services permettant aux différents acteurs du projet, d’organiser leurs
tâches à accomplir : un système d’agenda partagé leur permet de consulter les disponibilités de chaque
acteur, organiser des réunions ou bien planifier des évènements.
2.6.2 Architecture de l’application Com-In-Project
L’application Com-In-Project est conçue comme un assemblage de composants logiciels existants.
Elle offre différents services dont le but est de permettre la communication audio/vidéo et le partage de
supports d’affichages et d’outils au sein d’un groupe de travail. Les composants logiciels mis en jeu dans
le cadre de cette application sont les suivants :
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1. un composant de gestion d’audio-conférences permettant la communication audio entre les ma-
chines de déploiement équipées d’entrées/sorties audio ;
2. un composant de gestion de vidéo-conférences permettant la communication vidéo entre les ma-
chines de déploiement équipées d’entrées/sorties vidéo ;
3. un composant de service mail permettant d’envoyer des courriels à un individu ou un groupe d’in-
dividus ;
4. un composant de gestion de messagerie instantanée permettant aux utilisateurs d’échanger des in-
formations sous forme de textes ;
5. un composant tableau blanc permettant d’écrire des messages (dessins, etc.) destinés à être lus par
tous les membres d’un groupe ;
6. un composant de gestion d’agendas partagés permettant de stocker ou de consulter les agendas
personnels d’un groupe d’individus et de coordonner les évènements dépendants entre ces agen-
das.
Ces six composants sont des composants logiciels disponibles sur étagères dont le code source est
disponible (COTS « open-source »). Ils ont été développés dans le cadre d’autres applications et ont été
réutilisés pour créer notre application de travail collaboratif. L’architecture de l’application est fournie
dans la figure 2.5 : les composants de gestion de conférences audio et vidéo sont encapsulés au sein d’un
même composite dédié à la gestion des conférences (composant Conférence) ; les cinq composants ainsi
obtenus sont assemblés horizontalement puis encapsulés (i.e. assemblage vertical) au sein d’un même
composant fournissant l’ensemble des services du support de communication.
2.6.3 Besoin de l’adaptation structurelle dans l’application Com-In-Project
Dans certains environnements où les ressources disponibles sont en perpétuelle évolution, tels que
les environnements ubiquitaires, il est indispensable d’adapter l’application Com-In-Project pour d’une
part permettre son déploiement et d’autre part garantir sa continuité de service.
2.6.3.1 Description de la situation nécessitant l’adaptation structurelle
Imaginons que lors du déploiement de cette application sur la machine de l’utilisateur, les ressources
nécessaires ne soient pas suffisantes. Par exemple, la taille mémoire disponible sur la machine de dé-
ploiement est trop faible. De ce fait, l’application de support de communication doit être adaptée pour
être déployée. Nous avons exclu la possibilité de déployer les composants dans leur intégralité sur des
machines distantes par mesure de sécurité mais également afin que l’utilisateur de l’application puisse
garder une certaine autonomie d’utilisation. En effet, l’utilisateur peut, dans certains cas, imposer que
certains services ou données ne soient déployés que sur sa propre machine ou sur des serveurs sécurisés.
De plus, du fait de la volatilité des connexions de la machine de l’utilisateur à l’infrastructure dispo-
nible, certains services peuvent devenir indisponibles pendant de longues durées. De ce fait, il parait
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Figure 2.5 – Architecture de l’application : Com-In-Project
indispensable de déployer un maximum de services (fonction des ressources disponibles) sur la machine
de l’utilisateur afin qu’il puisse conserver une certaine autonomie vis-à-vis des risques de déconnexion
pouvant être non négligeables dans certains cas.
2.6.3.2 Besoins d’adaptation structurelle pour la distribution
Étant donné que nous disposons d’une infrastructure distribuée (c’est-à-dire, d’autres machines sont
disponibles à travers le réseau), une solution consisterait à déployer certains services sur d’autres nœuds
de l’infrastructure (i.e. répartition des tâches sur plusieurs sites) en fonction du contexte ; ce dernier fai-
sant référence en premier lieu aux caractéristiques techniques de l’infrastructure de déploiement (i.e.
adéquation à l’architecture matérielle) mais aussi aux propriétés des utilisateurs et aux conditions d’uti-
lisations (par exemple, les services susceptibles d’être les plus utilisés doivent être déployés en priorité
sur la machine de l’utilisateur).
Cependant, les composants logiciels constituant l’application de support de communication ne per-
mettent pas de distribuer les services qu’ils proposent tel que le souhaite l’administrateur. En effet, la
majorité des composants a été conçue comme des entités monolithiques. De ce fait, l’ensemble des ser-
vices qu’ils proposent ne peuvent pas subir de déploiement distribué (i.e. un composant monolithique
doit être déployé sur un seul nœud de l’infrastructure). De ce fait, deux solutions peuvent être envisagées
pour obtenir la configuration souhaitée par l’administrateur : soit, développer à nouveau les composants
incapables de distribuer certains des services qu’ils fournissent (tels que les composants monolithiques),
en fonction des nouveaux besoins. Cette solution ne peut pas être envisagée pour des raisons de coût ;
soit adapter la structure de ses composants de manière à la rendre conforme à la configuration souhaitée.
Par exemple, considérons le composant Agenda-partagé. Ce composant a été implémenté comme un
composant monolithique fournissant les services suivants :
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• gérer un agenda personnel (authentification, consultation d’évènements, recherche de contacts ou
d’évènements, etc.).
Ce service est offert au travers de l’interface Agenda ;
• organiser des réunions (confirmer la possibilité d’organiser une réunion dont la date et la liste
des personnes concernées sont données comme paramètres, proposer des dates possibles pour la
programmation de réunions entre un ensemble d’individus, etc.).
Ce service est offert au travers de l’interface Réunion ;
• gérer les jours d’absences (consulter les dates d’absences pour un individu dont le nom est donné
en paramètre, etc.).
Ce service est offert au travers de l’interface Absence ;
• gérer les droits (modifier les droits de consultation, modification et suppression d’un agenda, pa-
ramétrer un agenda en attribuant des droits d’absences à un individu, etc.).
Ce service est offert au travers de l’interface Droit ;
• mettre à jour un agenda personnel, les dates de réunions, les dates d’absences et les droits d’ab-
sences d’une personne.
Ces services sont offerts, respectivement, au travers des interfaces MiseAjourAgenda, MiseAjour-
Réunion, MiseAjourAbsence et MiseAjourDroit.
Ce composant requiert également un service permettant d’envoyer des courriels aux personnes concer-
nées par l’organisation d’une réunion. Ce service est fourni par l’interface Mail_sender du composant
Serveur Mail.
Le composant Agenda-partagé a été implémenté en utilisant la plate-forme Julia [38] qui est l’im-
plémentation Java du modèle de composants Fractal [39] (voir Chapitre 5). Ainsi, le composant Agenda-
partagé est défini sur deux niveaux :
1. le niveau architectural qui contient la description de la structure du composant réalisée en utilisant
le langage FractalADL (voir Section 5.2) :
1 <? xml v e r s i o n =" 1 . 0 " encod ing =" ISO−8859−1 " ?>
2 < !DOCTYPE d e f i n i t i o n PUBLIC " − // o b j e c t w e b . o rg / / DTD F r a c t a l ADL 2 . 0 / / EN"
3 " c l a s s p a t h : / / o rg / o b j e c t w e b / f r a c t a l / a d l / xml / s t a n d a r d . d t d ">
4
5 <component name=" AgendaPar tagé ">
6 < i n t e r f a c e name=" I t _ r e u n i o n " r o l e =" s e r v e r " s i g n a t u r e =" Reunion " / >
7 < i n t e r f a c e name=" I t _ m i s e A j o u r R é u n i o n " r o l e =" s e r v e r " s i g n a t u r e =" MiseAjourRéunion " / >
8 < i n t e r f a c e name=" I t _ a b s e n c e " r o l e =" s e r v e r " s i g n a t u r e =" Absence " / >
9 < i n t e r f a c e name=" I t _ m i s e A j o u r A b s e n c e " r o l e =" s e r v e r " s i g n a t u r e =" MiseAjourAbsence " / >
10 < i n t e r f a c e name=" I t _ d r o i t " r o l e =" s e r v e r " s i g n a t u r e =" D r o i t " / >
11 < i n t e r f a c e name=" I t _ m i s e A j o u r D r o i t " r o l e =" s e r v e r " s i g n a t u r e = " M i s e A j o u r D r o i t " / >
12 < i n t e r f a c e name=" I t _ a g e n d a " r o l e =" s e r v e r " s i g n a t u r e =" Agenda " / >
13 < i n t e r f a c e name=" I t _ M a i l _ s e n d e r " r o l e =" c l i e n t " s i g n a t u r e =" M a i l _ s e n d e r " / >
14 < c o n t e n t c l a s s =" AgendaPar tagéIm pl " / >
15 < / component >
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2. le niveau implémentatoire qui est constitué uniquement de la classe d’implémentation du compo-
sant Agenda-partagé (AgendaPartagéImpl.java) car ce dernier est de type primitif :
1 p u b l i c i n t e r f a c e Reunion {
2 vo id c r e e r _ r e u n i o n ( Date j o u r , Vec to r p e r s o n n e ) ;
3 vo id c o n s u l t e r _ r e u n i o n ( S t r i n g n ) ;
4 boolean c o n f i r m e r _ r e u n i o n ( Date j o u r , Vec to r p e r s o n n e ) ;
5 boolean e s t _ e n _ r e u n i o n ( S t r i n g n , Date j o u r ) ;
6 . . . }
7
8 p u b l i c i n t e r f a c e Absence {
9 vo id a j o u t e r _ a b s e n c e ( S t r i n g n , Date d ) ;
10 vo id c o n s u l t e r _ a b s e n c e ( S t r i n g n ) ;
11 boolean e s t _ a b s e n t ( S t r i n g n , Date d ) ;
12 i n t c o n s u l t e r _ n b _ a b s e n c e ( S t r i n g n ) ;
13 . . . }
14 . . .
15
16 p u b l i c c l a s s AgendaPar tagéIm pl implements Reunion , Absence , . . . , A g e n d a P a r t a g é A t t r i b u t e s
17 {
18 . . .
19 }
Comme nous pouvons le constater, le composant Agenda-partagé est doté d’une structure mono-
lithique et celle-ci ne correspond pas aux besoins liés à son utilisation dans le cadre de l’application
Com-In-Project. En effet, certains services fournis par ce composant doivent être déployés sur d’autres
nœuds de l’infrastructure : tout d’abord, la machine de l’utilisateur ne dispose pas des ressources néces-
saires pour déployer le composant Agenda-partagé en intégralité. De plus, il ne peut être envisagé que
le composant soit déployé dans son intégralité sur une machine distante car certains services comme la
gestion des agendas personnels doivent rester en permanence accessibles à l’utilisateur malgré les décon-
nexions éventuelles ; contrairement aux services de gestion de réunions qui nécessitent une connexion
pour fonctionner, donc ces services peuvent être distribués dans l’infrastructure disponible. Donc, le
composant Agenda-partagé doit être déployé de manière distribuée. Cette opération passe obligatoi-
rement par l’adaptation de sa structure. Ainsi, grâce à l’adaptation structurelle par la ré-ingénierie de
composants existants (voir Chapitre 3), de nouveaux sous-composants fournissant des sous-ensembles
de services fournis par le composant initial (issus de la fragmentation du composant initial) doivent être
créés. Chaque sous-composant pourra alors être distribué sur les différents nœuds de l’infrastructure
concernés. Par exemple, les services qui concernent respectivement la gestion des agendas personnels, la
gestion des réunions et la gestion des absences peuvent être spécifiés de manière à être installés sur diffé-
rents sites. Ainsi, nous définissons trois nouveaux sous-composants pour le composant Agenda-partagé :
1. GestionnaireDAgenda, fournissant les interfaces Agenda et MiseAjourAgenda ;
2. GestionnaireDeReunion, fournissant les interfaces Réunion et MiseAjourReunion. Ce composant
devra être redéployé sur un nouveau site dont l’adresse IP est la suivante : 10.1.10.157 ;
3. GestionnaireDAbsence, fournissant les interfaces Absence, MiseAjourAbsence, Droit et MiseA-
jourDroit. Ce composant devra être redéployé sur un nouveau site dont l’adresse IP est la suivante :
10.1.10.160.
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Figure 2.6 – Adaptation structurelle du composant Agenda-partagé
Ainsi, grâce à l’adaptation structurelle par la ré-ingénierie, le composant Agenda-partagé peut être
déployé conformément aux besoins de l’administrateur de l’application Com-In-Project.
2.6.3.3 Besoin d’adaptation structurelle dynamique et automatique
Cependant, dans ce type d’environnement où les ressources sont limitées, le contexte d’exécution
d’une application change en permanence. De ce fait, la continuité de service de l’application Com-In-
Project peut être remise en question à tout moment car les ressources disponibles sur un site de dé-
ploiement peuvent devenir insuffisantes pour les services qui y sont déployés. Aussi, les composants de
l’application doivent être capables d’adapter dynamiquement et automatiquement leur structure. Pour
cela, nous devons, avant de déployer l’application, intégrer à ses composants des mécanismes leur per-
mettant de réaliser cette adaptation (voir Chapitre 4). Ainsi, la continuité de service de l’application
Com-In-Project pourra être garantie tout au long de son exécution.
2.7 Conclusion
Dans ce chapitre, nous avons présenté, de manière générale, notre approche permettant d’adapter la
structure de tout type de composants logiciels existants. Cette approche, appelée adaptation structurelle
(SCORPIO), est basée sur la considération d’une nouvelle facette de l’adaptation à savoir la structure du
composant.
Comme nous avons pu le constater, ce type d’adaptation peut répondre à de multiples besoins tels que
le déploiement flexible de composants logiciels pour réaliser l’adéquation aux ressources disponibles de
l’architecture matérielle ou bien l’assemblage flexible de composants existants.
Dans les chapitres suivants, nous allons détailler la mise en œuvre de notre approche d’adaptation
structurelle, tout d’abord, de manière statique, de par la proposition d’un processus de ré-ingénierie
permettant d’adapter la structure de composants logiciels existants (voir Chapitre 3) puis de manière
dynamique (i.e. sans arrêter l’application qui contient le composant à adapter) et automatique (i.e. prise
de décisions réalisée automatiquement en fonction du contexte courant) dans le contexte des environne-
ments ubiquitaires (voir Chapitre 4). Enfin, dans le chapitre 5, nous présenterons nos expérimentations à
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savoir notre prototype appelé Scorpio-Tool ainsi qu’un scénario de mise en œuvre de l’adaptation struc-
turelle.
CHAPITRE 3
Adaptation structurelle
par la ré-ingénierie de
composants existants
3.1 Introduction
Comme nous avons pu le constater dans le chapitre 1, la réutilisation de composants logiciels exis-
tants tels que les COTS [67] pour la conception d’applications est à la base de l’ingénierie des compo-
sants. Cependant, nous avons vu que dans la grande majorité des cas, il est indispensable de procéder à
une adaptation des composants existants avant de pouvoir les réutiliser car les points de variabilité dont
ils sont dotés, ne sont pas toujours suffisants pour répondre aux contraintes imposées dans le cadre d’une
nouvelle utilisation des composants en question. Or, pour adapter un composant existant dans le cas où
celui-ci n’a pas été conçu pour répondre aux nouvelles attentes liées à sa réutilisation, il est nécessaire de
proposer un processus de ré-ingénierie qui va permettre de rendre le composant apte à être exécuté dans
de nouvelles conditions de par la mise à jour de son implémentation.
Par ailleurs, nous avons également pu constater dans le chapitre 1 qu’aucune approche proposée dans
la littérature ne permettait d’adapter la structure de composants logiciels existants. De ce fait, nous avons
pour objectif de proposer dans ce chapitre un processus de ré-ingénierie qui va permettre à partir d’un
composant existant d’obtenir, par un ensemble de transformations, un composant dont la structure répond
aux attentes liées à sa réutilisation dans un nouveau contexte.
Parmi les principales motivations de l’adaptation de la structure d’un composant logiciel, nous avons
pu noter la possibilité de réaliser sa distribution. Or, les composants issus de décomposition du composant
initial sont centralisés. De ce fait, nous proposons également dans ce chapitre d’intégrer au composant
résultat de l’adaptation structurelle, des mécanismes de distribution.
Cette approche de ré-ingénierie va donc permettre d’augmenter la réutilisabilité des composants lo-
giciels existants. En effet, grâce au processus que nous proposons de fournir, la structure d’un composant
pourra être adaptée en fonction des nouveaux besoins de son utilisation. Pour mettre en œuvre ce pro-
cessus, nous avons défini un modèle de composants logiciels auxquels tout composant structurellement
adapté en utilisant notre approche doit être conforme ; ceci afin de garantir le comportement du résul-
tat de notre processus de transformation. Nous proposons également, dans ce chapitre, une étude des
performances de notre modèle de composants support de l’adaptation structurelle.
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3.2 Processus de transformation structurelle de composants existants
Dans cette section, nous présentons notre processus de transformation permettant d’obtenir à par-
tir d’un composant existant, un composant dont la structure correspond aux nouveaux besoins de son
utilisation.
3.2.1 Présentation du processus de transformation structurelle de composants existants
3.2.1.1 Objectif du processus de transformation structurelle de composants existants
Notre processus de transformation structurelle de composants existants a pour objectif de réaliser
l’adaptation de la structure interne d’un composant existant telle que nous l’avons décrite dans le cha-
pitre précédent. Nous nous focalisons dans ce chapitre sur l’adaptation d’un composant par sa décompo-
sition en sous-composants. Ainsi, l’adaptation structurelle permet d’organiser les services fournis par le
composant en divers sous-ensembles ; chacun étant un fragment du composant initial. De cette manière,
les différents fragments (sous-composants) obtenus peuvent être traités individuellement. Par exemple,
les sous-composants pourraient être distribués sur l’infrastructure de déploiement ou bien mis à jour de
manière individuelle.
Cette possibilité peut être utilisée, entre autre, pour définir une stratégie flexible de déploiement de
composants. Par exemple, la figure 3.1 montre un composant monolithique C1 qui ne peut être déployé
sur la machine de déploiement (Site1) du fait des ressources limitées qu’il dispose (i.e. capacité mémoire
faible, etc.). De ce fait, l’administrateur de l’application peut répartir le composant C1 sur l’infrastructure
disponible afin de le déployer. Pour obtenir ce résultat, il peut utiliser notre processus de ré-ingénierie afin
de transformer le composant qui ne correspond pas à ses attentes en un composant pouvant être réparti.
Ainsi, la structure interne du composant à adapter va être modifiée de par la création de nouveaux sous-
composants (C2, C3, C4, C5) issus de la fragmentation du composant C1. Les sous-composants ainsi
obtenus pourront alors être déployés, en fonction du contexte, sur différents nœuds de l’infrastructure
distribuée disponible : C2 sera déployé sur le site 1, C4 et C5 sur le site 2 et enfin C3 sur le site 3.
Quant au composant C1, il reste disponible sur le site 1 bien que ses sous-composants soient répartis, de
manière transparente.
Figure 3.1 – Exemple d’adaptation structurelle pour le déploiement flexible
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3.2.1.2 Contraintes du processus de transformation structurelle
Pour être valide, notre processus de transformation doit préserver un ensemble de propriétés que nous
avons extraites à partir de l’étude des invariants de l’adaptation dans le chapitre état de l’art. La satis-
faction de ces propriétés permet de garantir que le comportement du composant après sa transformation
reste identique à celui du composant avant sa transformation. Ces propriétés sont les suivantes :
• l’intégrité des sous-composants générés par la transformation
Tout d’abord, afin de garantir le comportement du résultat de l’adaptation, il est nécessaire d’as-
surer l’intégrité des composants générés par la fragmentation du composant initial. En fait, la
validité de leur implémentation doit être vérifiée : elle doit être correcte syntaxiquement et séman-
tiquement, complète et cohérente. En effet, le code doit être conforme aux règles élémentaires du
langage (grammaire et syntaxe), chaque partie du code doit pouvoir accéder aux éléments (fonc-
tions, attributs, etc.) dont elle a besoin pour fonctionner correctement et enfin le comportement
correspondant à un composant généré doit être conforme à un comportement partiel du composant
initial ;
• la cohérence du résultat de la transformation
Le comportement de l’assemblage de composants issus de la fragmentation du composant ini-
tial (i.e. nouvelle structure interne du composant adapté) doit être identique au comportement du
composant initial. De ce fait, la cohérence de l’assemblage obtenue doit être préservée.
Le maintien de cette propriété impose de vérifier que les comportements locaux des composants
générés soient cohérents entre eux. Par exemple, si plusieurs composants partagent une même res-
source, l’état de cette ressource doit être cohérente ; ce qui impose l’insertion de mécanismes de
synchronisation et de notification de ces ressources au sein même des composants concernés ;
• l’interopérabilité du résultat de la transformation
Afin de préserver son interopérabilité, la structure externe du composant après sa transformation
(services fournis, services requis) doit être identique à celle initiale. Les deux composants : celui
avant sa transformation et celui après sa transformation, doivent donc être substituables. En fait,
si l’on considère le composant adapté comme une boîte noire, les deux composants doivent être
totalement identiques ;
• la transparence du résultat de la transformation
La transformation d’un composant ne doit pas engendrer la création de nouveaux services four-
nis. Contrairement à la propriété d’interopérabilité qui ne s’applique que sur la structure externe
du composant, la transparence doit être vérifiée également pour la structure interne. Ainsi, si de
nouveaux services sont créés au cours de la transformation, ces derniers doivent être rendus inac-
cessibles pour le reste des composants de l’application. Ces services font essentiellement référence
à ceux susceptibles d’être introduits au niveau des sous-composants pour assurer la cohérence de
leur assemblage. Par exemple, il doit être strictement interdit à d’autres composants (autres que
ceux générés au cours de la transformation) d’accéder aux services permettant de modifier l’état
d’une ressource partagée ;
• l’autonomie des composants générés par la transformation
Les nouveaux composants issus de la fragmentation du composant initial doivent être manipu-
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lables, dès leur création, comme des entités indépendantes. Par exemple, il doit être possible de
spécifier une configuration de déploiement en désignant directement les composants générés.
3.2.1.3 Stratégie de réalisation du processus de transformation structurelle
Le processus de transformation structurelle que nous avons défini requiert le code source du com-
posant à adapter. En fait, l’analyse, la transformation et l’instrumentation du code source du composant
sont utilisées pour produire le code des nouveaux composants générés par la décomposition du compo-
sant initial. Cette condition est en conflit avec une des propriétés généralement admise dans le cadre de
composants COTS qui est la non disponibilité du code source du composant au moment de son utili-
sation. De ce fait, nous proposons deux stratégies pour implémenter notre processus de transformation
d’un composant. La première respecte cette propriété alors que la seconde ne la respecte pas.
Figure 3.2 – Choix de réalisation de l’approche d’adaptation structurelle
• Mise en œuvre du processus au travers d’un service non fonctionnel
La première stratégie consiste à concevoir notre processus de transformation structurelle comme
un service non fonctionnel supplémentaire, appelé service d’adaptation structurelle, fourni par le
composant (voir Figure 3.2, cas B). Le code source du composant peut être encapsulé dans le
composant sous un format crypté dont seul le service d’adaptation structurelle en connaît la clef.
Le code binaire du composant adapté pourra alors être généré automatiquement sans pour autant
que les instigateurs de l’adaptation puissent consulter le code source du composant. Cependant,
ce service doit impérativement être intégré au composant par son éditeur qui devra fournir la clef
pour décrypter le code source du composant.
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• Mise en œuvre du processus par une entité logicielle externe
La deuxième stratégie consiste à concevoir une entité logicielle externe à l’application (voir Fi-
gure 3.2, cas A) qui requiert le code source du composant à adapter et génère automatiquement,
en fonction d’une spécification fournie, le code source correspondant au composant résultat de
l’adaptation. Dans ce cas, le code source du composant doit être accessible pour l’adapter. Cette
stratégie est favorable pour les composants dits « open sources ».
3.2.1.4 Réalisation du processus de transformation structurelle
Tout d’abord, le composant initial est transformé afin que sa structure interne devienne conforme à
celle souhaitée par un acteur externe de l’adaptation. Le composant obtenu est alors dit « structurelle-
ment adapté ». Un tel composant est en fait un composant composite doté du même comportement (i.e.
même services fournis) que le composant initial mais dont la structure interne a été modifiée. En fait, de
nouveaux sous-composants issus de la fragmentation du composant initial ont été générés ; chacun d’eux
fournissant un sous-ensemble des services fournis par le composant initial.
La transformation structurelle est réalisée par l’intermédiaire d’un processus comportant deux étapes
(voir Figure 3.3) :
1. la décomposition du composant à adapter
Avant toute opération de transformation, la nouvelle structure du composant correspondant aux
nouveaux besoins doit être spécifiée (i.e. spécification des sous-composants à générer réalisée par
la désignation de leurs interfaces fournies et de leur site de déploiement). Cette opération est réali-
sée manuellement par un acteur externe de l’adaptation. Ensuite, pour obtenir une structure interne
correspondant à la spécification donnée, il est nécessaire de décomposer le composant initial en
sous-composants. Cette opération doit être réalisée par la fragmentation automatique du compo-
sant initial. Ainsi, la description de l’architecture de l’application contenant le composant adapté
doit être mise à jour et l’implémentation du composant doit être partitionnée tout en garantissant
l’intégrité structurelle et la cohérence du code généré ;
2. la recomposition du composant à adapter
La décomposition du composant permet de générer les nouveaux sous-composants spécifiés. Ce-
pendant, ces composants ne sont généralement pas indépendants les un des autres. De ce fait, ils
doivent être assemblés pour garantir leur comportement. L’assemblage est réalisé en deux étapes :
la première étape consiste à matérialiser les dépendances entre les composants générés. Cette opé-
ration passe par l’introduction de nouvelles interfaces pour chaque composant généré. La mise
en œuvre de ces interfaces nécessite la génération de code au niveau de chaque classe d’implé-
mentation correspondant aux composants générés. La deuxième étape réside dans l’encapsulation
de l’assemblage précédemment obtenu dans un composant composite. L’encapsulation permet de
masquer les services qui ont été créés lors de l’assemblage horizontal du composant. De ce fait,
le composant composite obtenu présente la même structure externe (i.e. même services fournis et
requis) que celle du composant adapté : les deux composants sont alors substituables.
Il est à noter que toute modification réalisée sur la structure du composant à adapter doit être réper-
cutée sur son code source (i.e. niveau implémentatoire) et réciproquement (voir Figure 3.4).
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Figure 3.3 – Processus d’adaptation structurelle par ré-ingénierie de composants existants
Une troisième étape peut être ajoutée à notre processus de transformation structurelle. Cette étape,
optionnelle, permet d’offrir la possibilité à un acteur de l’adaptation de configurer certaines propriétés
liées à la relation de composition ou bien d’intégrer au composite de nouvelles propriétés :
• la configuration de propriétés liées à la relation de composition
Afin d’intégrer au composant composite issu de l’adaptation structurelle de nouveaux points de
variabilité, en termes de flexibilité et en vue de fournir des facilités pour une éventuelle future
adaptation fonctionnelle (i.e. adaptation comportementale), nous proposons un modèle de compo-
sants composites donnant la possibilité à un acteur externe de l’adaptation de configurer certaines
propriétés du composite, liées à la relation de composition (encapsulation, cycle de vie, etc.) ;
• l’intégration de mécanismes de distribution au composant composite
Par ailleurs, nous avons pu constater dans les applications de l’adaptation structurelle que, souvent,
la réutilisation de composant logiciel pouvait requérir l’introduction de mécanismes de distribu-
tion au sein du composant adapté (application pour le déploiement flexible, etc.). Or, le composant
issu de notre processus de transformation structurelle est centralisé. De ce fait, nous proposons
d’étendre notre processus de transformation structurelle afin de lui permettre d’introduire, si be-
soin est, des mécanismes de distributions dans le composant obtenu. Ces mécanismes vont être
chargés d’assurer la communication entre les sous-composants générés lors de la décomposition
du composant initial, qui seront déployés sur des machines différentes. L’introduction de ces méca-
nismes passe par la définition d’un modèle de composants composites distribués (voir Section 3.4)
et l’intégration de nouvelles étapes à notre processus permettant d’obtenir un composant conforme
à ce modèle (voir Section 3.2.4.2).
Dans ce chapitre, nous nous focalisons plus particulièrement sur les composants monolithiques car
leur transformation nécessite la mise en œuvre de mécanismes de fragmentation de leur code source en
plus de la mise à jour de la description de l’architecture de l’application qui le contient (qui peut être
suffisante lors de la transformation de composants sous forme composite). Cependant, ce processus peut
être facilement étendu à des composants logiciels déjà sous forme composite. Dans ce cas, l’étape de
décomposition est appliquée à tous les composants monolithiques encapsulés par le composite à adapter.
Ensuite, l’étape de recomposition est identique à celle présentée ci-dessous.
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Figure 3.4 – Les deux niveaux de transformation d’un composant par adaptation structurelle
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3.2.2 Transformation du composant monolithique vers un composant fragmenté
La première étape de notre processus d’adaptation structurelle réside dans la décomposition du com-
posant à adapter (voir Figure 3.5). Elle comporte deux sous-étapes qui sont :
• la spécification du résultat de l’adaptation
Tout d’abord, un acteur externe de l’adaptation doit spécifier les résultats attendus en précisant la
nouvelle structure interne du composant qu’il souhaite obtenir. Cette opération doit être réalisée
tout en exerçant des contrôles sur cette spécification de manière à en assurer sa validité ;
• la fragmentation du composant initial
Ensuite, l’implémentation du composant initial est automatiquement fragmentée en fonction de
la spécification donnée. En fait, cette description permet de fragmenter la structure du composant
initial en différentes entités qui vont servir de base à la construction du nouveau composant, résul-
tat de l’adaptation. La fragmentation doit être réalisée au niveau de la description de l’architecture
de l’application contenant le composant ainsi qu’au niveau de l’implémentation orienté objet du
composant. La réalisation de ces deux tâches nécessite le contrôle de l’intégrité de chacun de ces
nouveaux composants ainsi que le maintien de leur cohérence.
Figure 3.5 – Phase de décomposition du composant logiciel
3.2.2.1 Spécification des besoins de l’adaptation
Cette première étape du processus de transformation structurelle est réalisée en utilisant un ADL
(Architecture Description Language) de type XML et dont la DTD est fournie dans la figure 3.6. La
spécification produite permet de définir les composants à générer et pour chaque composant, ses in-
terfaces et son site de déploiement. Un contrôle destiné à vérifier la validité de cette spécification doit
être appliqué : les nouveaux composants doivent définir un ensemble d’interfaces comme étant chacun
un sous-ensemble des interfaces du composant initial. De plus, l’union de ces sous-ensembles doit être
égale à l’ensemble des interfaces fournies par le composant initial. Également, aucun élément spécifié
dans cette description d’architecture ne doit être en contradiction avec celle du composant initial. Par
exemple, les signatures des interfaces doivent être identiques.
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1 <? xml v e r s i o n =" 1 . 0 " encod ing =" iso −8859−1 " ?>
2 < !−− An XML DTD f o r S c o r p i o : a d a p t a t i o n S c r i p t . d t d −−>
3 < !−− Component a d a p t a t i o n s c r i p t −−>
4
5 < !ELEMENT a−component ( g−component ∗ ) >
6 < !ELEMENT g−component ( s e r v i c e +) >
7 < !ELEMENT s e r v i c e >
8
9 < !ATTLIST a−component
10 name CDATA #REQUIRED
11 c l a s s CDATA #REQUIRED
12 >
13 < !ATTLIST g−component
14 name CDATA #REQUIRED
15 h o s t CDATA #IMPLIED
16 >
17 < !ATTLIST s e r v i c e
18 s i g n a t u r e CDATA #REQUIRED
19 >
Figure 3.6 – Spécification du résultat attendu du processus de transformation structurelle
Exemple de l’agenda-partagé
Pour illustrer cette étape, considérons l’exemple du composant Agenda-partagé. L’objectif de son adap-
tation est de réorganiser sa structure en créant trois nouveaux sous-composants : GestionnaireDAgenda,
GestionnaireDeReunion et GestionnaireDAbsence. Ainsi, la spécification de l’adaptation permettant d’ob-
tenir cette nouvelle structure du composant Agenda-partagé est donnée dans la figure 3.7.
1 <? xml v e r s i o n =" 1 . 0 " encod ing =" ISO−8859−1 " ?>
2 < !DOCTYPE d e f i n i t i o n PUBLIC " − // o b j e c t w e b . o rg / / DTD F r a c t a l ADL 2 . 0 / / EN"
3 " c l a s s p a t h : / / o rg / o b j e c t w e b / f r a c t a l / a d l / xml / a d a p t a t i o n S c r i p t . d t d ">
4
5 <a−component name=" Agenda−p a r t a g e ">
6 <g−component name=" Ges t ionna i reDAge nd a ">
7 < s e r v i c e s i g n a t u r e =" Agenda " / >
8 < s e r v i c e s i g n a t u r e =" MiseAjourAgenda " / >
9 < / g−component >
10 <g−component name=" G e s t i o n n a i r e D e R e u n i o n " h o s t =" 1 0 . 1 . 1 0 . 1 5 7 ">
11 < s e r v i c e s i g n a t u r e =" Reunion " / >
12 < s e r v i c e s i g n a t u r e =" MiseAjourReunion " / >
13 < / g−component >
14 <g−component name=" G e s t i o n n a i r e D A b s e n c e " h o s t =" 1 0 . 1 . 1 0 . 1 6 0 ">
15 < s e r v i c e s i g n a t u r e =" Absence " / >
16 < s e r v i c e s i g n a t u r e =" MiseAjourAbsence " / >
17 < s e r v i c e s i g n a t u r e =" D r o i t " / >
18 < s e r v i c e s i g n a t u r e =" M i s e A j o u r D r o i t " / >
19 < / g−component >
20 < / a−component >
Figure 3.7 – Spécification d’adaptation du composant Agenda-partagé
3.2.2.2 Construction du graphe structurel et comportemental du composant
La fragmentation est réalisée en analysant le code source du composant monolithique, puis en dé-
terminant pour chaque nouveau composant le code d’implémentation lui correspondant tout en tenant
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compte des dépendances pouvant exister entre les différents éléments ainsi reconstruits. Cette étape est
principalement basée sur la construction de graphes, appelés SBDG (Structural and Behavioral Depen-
dency Graph) ; un SBDG est ainsi créé pour chaque nouveau composant à générer.
Définition Un SBDG est un graphe où les nœuds sont des entités structurelles et les arcs représentent les
dépendances structurelles et comportementales existantes entre ces entités. Un SBDG représente
donc une image de la structure et du comportement d’un composant.
Les relations de dépendances représentées dans un SBDG peuvent être structurelles ou comporte-
mentales. Les dépendances structurelles font référence aux relations structurelles définies dans le chapitre
2. Il s’agit par exemple de la composition (par exemple, un port est composé d’interfaces, une interface
est composée de méthodes, etc.) ou de l’héritage (par exemple, un composant peut hériter d’un autre
composant, une interface peut hériter d’une autre interface, etc.). Ainsi, un composant est structurelle-
ment dépendant de ses ports, un port est structurellement dépendant de ses interfaces, une interface est
structurellement dépendante de ses services, etc. Les dépendances comportementales représentent des
appels de méthodes ou de services d’un composant. Les dépendances structurelles et comportementales
sont déterminées en analysant le code source du composant.
Exemple de l’agenda-partagé
Le code source du composant Agenda-partagé présenté ci-dessous, nous permet d’extraire, par analyse,
différentes informations : la méthode confirmer_reunion (lignes 3-10) de l’interface Réunion fait appel à
la méthode est_en_reunion de la même interface ainsi qu’à la méthode est_absent de l’interface Absence
(ligne 6). De ce fait, ces dépendances comportementales devront être créées entre ces méthodes.
1 . . .
2 p u b l i c c l a s s AgendaPar tagéIm pl implements Reunion , Absence , . . . , A g e n d a P a r t a g é A t t r i b u t e s {
3 p u b l i c boolean c o n f i r m e r _ r e u n i o n ( Date j o u r , Vec to r p e r s o n n e )
4 { . . .
5 i f ( e s t _ e n _ r e u n i o n ( ( S t r i n g ) p e r s o n n e . e lem entAt ( i ) , j o u r ) | |
6 e s t _ a b s e n t ( ( S t r i n g ) p e r s o n n e . e lem entAt ( i ) , j o u r ) )
7 . . .
8 }
9 . . .
10 }
Un exemple de SBDG est fourni dans la figure 3.8. Il représente une partie du SBDG du composant
Agenda-partagé.
Il convient donc de noter que la propriété de polymorphisme liée à un code orienté objet ne permet
pas d’identifier, par une analyse statique et de manière déterministe, tous les liens comportementaux
existant entre les méthodes. Ainsi, nous avons choisi, par construction, qu’un SGBD inclut tous les liens
comportementaux possibles existant entre les entités structurelles correspondant aux méthodes.
Une fois que le SBDG correspondant à chaque nouveau composant à générer est construit, une nou-
velle description de la structure du composant est générée et le code source correspondant aux nouveaux
composants générés est produit.
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Figure 3.8 – Partie du graphe structurel et comportemental associé au composant Agenda-partagé
3.2.2.3 Génération de la structure externe des composants créés (niveau architectural)
Les nouveaux composants spécifiés dans la description de la structure résultat du processus de trans-
formation sont créés en fragmentant le composant initial. Les interfaces fournies de chaque nouveau
composant sont déterminées par l’analyse de la spécification du résultat de l’adaptation. En fait, la des-
cription de la structure résultat du processus est mise en correspondance avec la description de l’archi-
tecture de l’application afin d’extraire les propriétés de chaque interface (par exemple la signature, le
type d’interface : standard ou collection, etc.). Concernant les interfaces requises, elles sont détermi-
nées pendant l’étape d’assemblage (voir Section 3.2.3.1). Puis, une nouvelle description d’architecture
correspondant à la structure du composant composite résultat de l’adaptation est produite. Celui-ci sera
compilé et interprété par la plate-forme à composants utilisée afin de créer les instances des nouveaux
composants générés.
Exemple de l’agenda-partagé
La description d’architecture générée à partir de la spécification décrite précédemment est la suivante :
1 <? xml v e r s i o n =" 1 . 0 " encod ing =" ISO−8859−1 " ?>
2 < !DOCTYPE d e f i n i t i o n PUBLIC " − // o b j e c t w e b . o rg / / DTD F r a c t a l ADL 2 . 0 / / EN"
3 " c l a s s p a t h : / / o rg / o b j e c t w e b / f r a c t a l / a d l / xml / s t a n d a r d . d t d ">
4
5 <component name=" Ges t ionna i reDAge nd a ">
6 < i n t e r f a c e name= " I t _ a g e n d a " r o l e =" s e r v e r " s i g n a t u r e =" Agenda " / >
7 < i n t e r f a c e name= " I t _ m i s e a j o u r a g e n d a " r o l e =" s e r v e r " s i g n a t u r e =" MiseAjourAgenda " / >
8 < / component >
9
10 <component name=" G e s t i o n n a i r e D e R e u n i o n ">
11 < i n t e r f a c e name= " I t _ r e u n i o n " r o l e =" s e r v e r " s i g n a t u r e =" Reunion " / >
12 < i n t e r f a c e name= " I t _ m i s e a j o u r r e u n i o n " r o l e =" s e r v e r " s i g n a t u r e =" MiseAjourReun ion " / >
13 < / component >
14
15 <component name=" G e s t i o n n a i r e D A b s e n c e ">
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16 < i n t e r f a c e name=" I t _ a b s e n c e " r o l e =" s e r v e r " s i g n a t u r e =" Absence " / >
17 < i n t e r f a c e name=" I t _ m i s e a j o u r A b s e n c e " r o l e =" s e r v e r " s i g n a t u r e =" MiseAjourAbsence " / >
18 < i n t e r f a c e name=" I t _ d r o i t " r o l e =" s e r v e r " s i g n a t u r e =" D r o i t " / >
19 < i n t e r f a c e name=" I t _ m i s e a j o u r d r o i t " r o l e =" s e r v e r " s i g n a t u r e =" M i s e A j o u r D r o i t " / >
20 < / component >
3.2.2.4 Génération de l’implémentation orientée objet des nouveaux composants générés (niveau
implémentatoire)
Tout d’abord, les classes d’implémentation de chaque nouveau composant sont générées. Puis, pour
chaque classe d’implémentation, le code des méthodes correspondant aux services fournis par le com-
posant est transféré de la classe d’implémentation du composant initial vers la nouvelle classe corres-
pondante tout en garantissant l’intégrité du code au travers de pré-conditions et de post-conditions (voir
Figure 3.9).
Interface_Transfer(c,i,c’) :
Precondition :
is_Class(c) ∧ is_Class(c’) ∧ is_Interface_of(c,i) ∧¬is_Interface_of(c’,i) ∧
( ∀ m ∈ Method(c) / is_Defined_in(i,m), ¬ is_Method_of(c’,m) )
Postcondition :
( ∀ m ∈ Method(c)∪Method(c’) / is_Defined_in(i,m), ¬ is_method_of(c,m) ∧ is_reachable(c,m)) ∧
( ∀ m ∈ Method(c)∪Method(c’), is_accessible(m,get_Struct_Entities(m)) ∧
(∀ r ∈ Resource(c) / is_used(m,r), is_coherent(m,r) )
Where :
Boolean is_Class(Class c) : return true iff c is a class.
Boolean is_Interface_of(Class c,Interface i) : return true iff the interface i is implemented by the class c.
Boolean is_Defined_in(Interface i, Method m) : return true iff the method m is defined in the interface i.
Boolean is_Method_of(Class c, Method m) : return true iff the method m is implemented in the class c.
Object[] Method(Class c) : return the list of method implemented in class c.
Object[] get_Struct_Entities(Method m) : return the list of structural-entities used in method m.
Boolean is_reachable(Class c, Method m) : return true iff the method m the reachable by the class c.
Boolean is_accessible(Method m, Object[] o) : return true iff all structural-entities contained in o are accessible by the method m.
Object[] Resource(Class m) : return the list of resources defined in the class m.
Boolean is_used(Method m,Object r) : return true iff the method m uses the resource r.
Boolean is_coherent(Method m,Object r) : return true iff the resource r state will be coherent when the method m will be invoke.
Figure 3.9 – Génération de l’implémentation du composant
Pour garantir l’intégrité du code généré, chaque service transféré doit pouvoir accéder à toutes les
entités structurelles qu’il utilise. Ces entités sont de trois types :
1. les méthodes correspondant à des services de composants
Concernant les méthodes correspondant à des services de composants, celles-ci sont des méthodes
dont la signature est contenue dans une interface de composant. Deux cas peuvent être rencontrés
lors de l’analyse du code source des méthodes de chaque composant généré : soit le service utilisé
est également fourni par le même composant : dans ce cas l’intégrité structurelle est préservée ;
soit le service utilisé est fourni par un autre composant : dans ce cas, il est nécessaire de mettre en
place une liaison entre les deux composants mis en jeu. Cette opération est réalisée au moment de
l’assemblage des composants générés (voir Section 3.2.3.1) ;
2. les méthodes internes
Les méthodes internes à un composant sont des méthodes dont la signature est contenue dans au-
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cune interface de composant. Ce sont des méthodes non accessibles de l’extérieur. Pour assurer
l’intégrité structurelle et fonctionnelle des composants générés, les composants dont les services
utilisent ces méthodes doivent pouvoir y accéder. Pour cela, deux solutions peuvent être envisa-
gées :
• la centralisée des méthodes internes
La première solution consiste à produire du code partagé. En fait, ce code sera présent dans une
seule implémentation de composant mais devra être accessible pour les autres implémentations
de composants le partageant.
La mise en place d’une telle solution pour la gestion des méthodes internes implique la création
d’un service associé à chacune de ces méthodes de manière à ce qu’elles soient accessibles à
tous les composants qui leur font appel. Ces services pourront être fournis soit par un nouveau
composant dédié, soit par un composant existant. De plus, ils doivent être considérés comme
des services issus de l’adaptation et donc inaccessibles aux autres composants de l’application.
Le choix du composant destiné à fournir un service correspondant à une méthode interne peut
être déterminé en fonction des dépendances fonctionnelles. Par exemple, le composant dont les
services ou les ressources ont le plus de dépendances fonctionnelles avec la méthode interne va
fournir le nouveau service correspondant à celle-ci. Les autres sous-composants pourront alors
accéder à cette méthode par l’intermédiaire du service ainsi créé.
Cette solution permet de réduire au minimum la capacité mémoire occupée mais n’est pas op-
timale vis-à-vis des temps de réponse relatifs aux services des composants car le code partagé
peut se trouver dans l’implémentation d’un composant déployé sur un autre nœud de l’infra-
structure distribuée ;
• la duplication des méthodes internes
Contrairement à la technique centralisée, l’approche avec duplication n’engendre pas la création
de nouveaux services. En fait, le code de chaque méthode interne est dupliqué dans chaque
composant pour lequel au moins un de ses services ou méthodes internes fait appel à cette
méthode. Ainsi, tous les services disposeront des méthodes internes dont ils ont besoin pour
fonctionner.
Cette solution réduit au minimum la durée des communications entre les composants, étant
donné que chaque composant dispose de tous les éléments nécessaires à son fonctionnement.
Cependant, cette stratégie n’est pas optimale en ce qui concerne la capacité mémoire utilisée du
fait de la duplication de code.
Le choix de la meilleure stratégie pour gérer l’éventuel partage des méthodes internes dépend des
objectifs fixés pour l’application à déployer : réduire le temps CPU au minimum ou bien diminuer
la mémoire utilisée. Nous avons opté, dans notre approche, pour une stratégie de gestion flexible.
En fait, la politique de gestion du partage des entités structurelles est paramétrable à travers une in-
terface d’administration. Ainsi, suivant le besoin, les acteurs de l’adaptation peuvent choisir l’une
ou l’autre des stratégies ;
3. les ressources logicielles
Comme nous l’avons évoqué précédemment, il existe un type particulier d’entités logicielles qui
possèdent un état dont la persistance est supérieure à celle du service dans lequel elle est utilisée :
les ressources logicielles. De la même manière que pour les méthodes internes, pour assurer le
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maintien de l’intégrité structurelle relative à l’utilisant de ressources logicielles dans le corps de
méthode, deux stratégies peuvent être envisagées :
• une gestion centralisée des ressources logicielles
Cette stratégie peut se décliner sous deux formes : soit la mise en place d’un composant spé-
cifique exclusivement dédié à la gestion des ressources partagées i.e. toutes les ressources lo-
gicielles et les méthodes pour y accéder sont exclusivement définies dans la classe d’implé-
mentation associée à ce composant spécifique et tous les nouveaux composants générés doivent
s’adresser à lui pour accéder à une ressource partagée ; soit la centralisation des ressources au
niveau d’un seul composant généré i.e. la ressource est définie dans la classe d’implémentation
d’un seul composant généré et pour y accéder, les autres composants doivent connaître le nom
de ce composant ;
• une gestion des ressources logicielles avec duplication
Une autre stratégie consiste à dupliquer les ressources partagées dans chaque classe d’implé-
mentation des composants dont les méthodes les utilisent.
Dans tous les cas, le maintien de la cohérence de l’état des ressources partagées est nécessaire.
Dans le cadre de notre approche, nous avons privilégié la stratégie de duplication des ressources
partagées car elle assure une plus grande autonomie des composants logiciels générés. En effet, par
exemple, si l’on opte pour une stratégie centralisée et qu’un composant définissant une ressource
partagée devient inaccessible, le comportement des autres composants utilisant cette ressource
n’est plus garanti. Alors que s’il contient une copie de la ressource partagée, il pourra continuer à
fournir ses services en se basant sur l’état courant de la ressource.
Exemple de l’agenda-partagé
Si l’on se place dans l’exemple de l’agenda partagé, au départ le composant a pour ressource le
nombre de jours libres d’une personne.
1 p u b l i c c l a s s AgendaPar tagéIm pl implements Reunion , Absence , . . . , A g e n d a P a r t a g é A t t r i b u t e s {
2 . . .
3 p r i v a t e i n t n b _ j o u r s _ l i b r e s =0 ;
4 . . .
5 }
Étant donné que cette ressource est utilisée par des méthodes des interfaces Réunion et Absence,
elle va être dupliquée dans ces composants GestionaireDeRéunion et GestionnaireDAbsences.
1 p u b l i c c l a s s Ges t ionna i re D eA ge nd a Im p l implements Agenda , A g e n d a A t t r i b u t e s , . . . {
2 . . .
3 p r i v a t e i n t n b _ j o u r s _ l i b r e s =0 ;
4 . . .
5 }
6
7 p u b l i c c l a s s G e s t i o n a i r e D e A b s e n c e implements Absence , A b s e n c e A t t r i b u t e s , . . . {
8 . . .
9 p r i v a t e i n t n b _ j o u r s _ l i b r e s =0 ;
10 . . .
11 }
La duplication des ressources va entraîner l’obligation de gérer la cohérence des copies. Pour cela,
il faut mettre en place un système de gestion de cohérence et de synchronisation (voir Section 3.3).
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Le code ainsi généré lors de cette étape de fragmentation représente la première version des codes
sources des composants à générer. La prochaine étape consiste à transformer ce code de manière à
prendre en compte les liens comportementaux existants entre les méthodes définies respectivement par
deux SBDG différents. Cette transformation est réalisée pendant l’étape de recomposition.
3.2.3 Transformation du composant fragmenté en un composant composite
Une fois que le composant à adapter est fragmenté, le composant initial doit être recomposé (voir
Figure 3.10) afin de préserver les invariants que nous avons fixés pour garantir le résultat de l’adaptation.
Cette étape peut être décomposée en deux sous-étapes qui sont :
• l’assemblage des nouvelles entités
L’étape de décomposition produit des composants déconnectés les uns des autres et fournissant
chacun un sous-ensemble des services du composant initial. Cependant, ces services ne sont pas
indépendants. En fait, ils peuvent être liés par des dépendances comportementales ou bien par des
dépendances dues au partage de ressources. Les dépendances comportementales font références
aux appels de méthodes. En fait, certaines méthodes peuvent faire appel à d’autres méthodes qui
initialement étaient définies dans l’espace de nom du composant mais suite à la fragmentation
ne le sont plus : elles sont maintenant définies dans d’autres composants. Ainsi, pour garantir
la cohérence de l’assemblage, il est nécessaire de garantir que toutes les méthodes définies dans
l’implémentation d’un composant puissent accéder aux méthodes qu’elles utilisent.
Par ailleurs, nous avons vu que les ressources logicielles peuvent être dupliquées dans plusieurs
implémentations associées à des composants générés : ce sont des ressources partagées. Ainsi,
pour assurer la cohérence de l’assemblage des composants générés, il est indispensable de garantir
la cohérence des états des ressources partagées. Pour cela, il est nécessaire d’introduire dans les
composants partageant des ressources, des mécanismes de notification et de synchronisation ;
• l’intégration du résultat de l’adaptation structurelle
Le résultat de la sous-étape précédente fournit un assemblage de composants dont le compor-
tement est identique à celui du composant initial. Cependant, les propriétés d’interopérabilité et
de transparence ne sont pas respectées. Ainsi, l’objectif de cette dernière étape est d’intégrer ces
propriétés à l’assemblage. Le résultat de l’adaptation est encapsulé dans un composant dont la
structure externe est identique à celle du composant initial.
3.2.3.1 Assemblage des composants générés
Comme nous l’avons mentionné précédemment, l’assemblage des nouvelles entités générées au cours
de la fragmentation du composant initial a pour objectif de garantir l’intégrité et la cohérence du résultat
de la transformation. La réalisation de cette tâche passe par :
• le maintien de l’intégrité fonctionnelle des composants créés
Certains composants créés lors de l’étape de décomposition de notre processus de restructuration
peuvent ne pas définir, dans leurs espaces de noms, certaines entités structurelles (par exemple, les
méthodes) dont ils ont besoin pour l’exécution de leurs services. Ces entités sont en fait définies
dans l’implémentation d’autres sous-composants générés lors de la fragmentation. Donc, pour
garantir l’intégrité structurelle et fonctionnelle des composants créés, il est nécessaire de leurs
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Figure 3.10 – Phase de recomposition du composant adapté
introduire des mécanismes leurs permettant d’accéder aux entités structurelles dont ils ont besoins
pour fonctionner.
En fait, avant la fragmentation, une méthode pouvait invoquer une autre méthode de manière clas-
sique (i.e. appel de méthodes standard dans l’orienté objet par envoi de message). Cependant, après
transformation, la méthode invoquée peut être devenue un service fourni par un autre composant
généré. De ce fait, le maintien de l’intégrité passe par la transformation d’appels de méthodes en
appels de services fournis par d’autres composants qui ont été générés. De plus, il est nécessaire
d’introduire dans les composants concernés, de nouvelles interfaces leurs permettant d’accéder à
ces services qui se trouvent fournis par d’autres composants. Nous appelons ces interfaces, des in-
terfaces de communication. Leur mise en œuvre est décrite lors de la présentation de notre modèle
de composants support de l’adaptation structurelle (voir Section 3.3) ;
• le maintien de la cohérence entre les différents composants créés
Les nouveaux composants issus de l’étape de décomposition de notre processus de restructura-
tion peuvent partager des ressources logicielles. Comme nous l’avons défini précédemment, une
ressource possède un état qui peut être mis à jour et dont la persistance est supérieure à celle de
la méthode dans laquelle elle est utilisée. De ce fait, l’état de chacune des ressources logicielles
partagées doit rester cohérent pour maintenir la cohérence de l’assemblage de composants générés.
Étant donné que nous avons choisi une stratégie de duplication des ressources partagées, leur
gestion nécessite l’introduction de mécanismes permettant d’assurer la cohérence des états des
différentes copies locales de ces ressources. Ces mécanismes de gestion de partage se chargent de
deux tâches :
1. la communication des états de ressources entre les composants
La première tâche consiste à gérer les échanges entre les différents composants définissant
au moins une ressource partagée afin de pouvoir préserver la cohérence de leur état. Cette
tâche est accomplie au travers des interfaces de notification dont nous détaillerons la mise en
œuvre lors de la présentation de notre modèle de composants support de l’adaptation struc-
turelle (voir Section 3.3) ;
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2. la synchronisation des accès aux ressources par les composants.
La deuxième tâche concerne l’interdiction de l’accès multiple et simultané à une ressource.
Cette tâche est réalisée au travers des interfaces de synchronisation dont nous détaillerons la
mise en œuvre lors de la présentation de notre modèle de composants support de l’adaptation
structurelle (voir Section 3.3).
3.2.3.2 Intégration du composant composite
Afin que le résultat du processus de transformation respecte les propriétés de transparence et d’en-
capsulation, l’assemblage obtenu précédemment est encapsulé dans un composant composite dont la
structure externe et le comportement sont identiques à celui du composant avant sa transformation. De
plus, nous introduisons dans le composite, des mécanismes permettant de configurer certaines propriétés
liées à la composition.
Définition Un composant composite est un composant logiciel ayant des liens de composition avec
d’autres composants logiciels, dénommés ses sous-composants (ou composants internes), qui dé-
crivent chacun une de ses parties. Ces composants peuvent être à leur tour des composants-
composites (i.e. un sous-composant peut être composé d’autres composants) ou des composants
simples. Ainsi, un composite est avant tout un composant. Il est lié à ses sous-composants par la
relation de composition.
En fait, les composants composites permettent de représenter des composants complexes par la com-
position de parties représentées par des composants ayant des liens structurels (i.e. services composés
d’autres services), fonctionnels (i.e. services nécessitant l’utilisation d’autres services) ou plus générale-
ment sémantiques (i.e. regrouper un ensemble de services suivant un même thème) entre eux. Les sous-
composants peuvent être assemblés afin de remplir les services du composite. Le composant composite
dispose de ses propres ports et interfaces. Les services fournis par un composant composite peuvent être
délégués à un de ses sous-composants ou bien ils peuvent être propres au composite.
L’encapsulation de l’assemblage obtenu précédemment passe par la génération d’une membrane qui
va permettre de masquer la structure interne du composant résultat de l’adaptation et la mise en œuvre
de mécanismes permettant d’assurer les communications entre cette membrane et les sous-composants
concernés1 . Ces deux tâches sont étroitement liées au modèle de composants utilisé. Dans le cadre du
modèle de composants Fractal, l’encapsulation passe uniquement par une modification de la description
de l’architecture de l’application contenant le composant adapté : définition du composite (désignation,
interfaces fournies et requises définies, etc.) et par la mise en place de liaisons d’exportation entre le
composite et ses sous-composants.
Exemple de l’agenda-partagé
Le composant Agenda-partagé encapsule les composants générés (GestionnaireDeReunion, Gestionnai-
reDAbsence, etc.) (lignes 5-25). Il définit les mêmes interfaces fournies et requises que le composant
initial (lignes 6-8) qui sont liées aux interfaces fournies par les sous-composants correspondants (lignes
22-24). Ainsi, la nouvelle description de l’architecture du composant composite obtenu après adaptation
du composant Agenda-partagé est la suivante :
1La mise en œuvre de ces mécanismes est réalisée au travers des interfaces de communication entre le composite et ses
sous-composants, que nous détaillerons lors de la présentation de notre modèle de composants structurellement adaptés (voir
Section 3.3)
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1 <? xml v e r s i o n =" 1 . 0 " encod ing =" ISO−8859−1 " ?>
2 < !DOCTYPE d e f i n i t i o n PUBLIC " − // o b j e c t w e b . o rg / / DTD F r a c t a l ADL 2 . 0 / / EN"
3 " c l a s s p a t h : / / o rg / o b j e c t w e b / f r a c t a l / a d l / xml / s t a n d a r d . d t d ">
4
5 < d e f i n i t i o n name=" AgendaPar tagé ">
6 < i n t e r f a c e name=" I t _ r e u n i o n " r o l e =" s e r v e r " s i g n a t u r e =" Reunion " / >
7 < i n t e r f a c e name=" I t _ a b s e n c e " r o l e =" s e r v e r " s i g n a t u r e =" Absence " / >
8 . . .
9 < i n t e r f a c e name=" I t _ M a i l _ s e n d e r " r o l e =" c l i e n t " s i g n a t u r e =" M a i l _ s e n d e r " / >
10 <component name=" G e s t i o n n a i r e D e R e u n i o n ">
11 < i n t e r f a c e name=" I t _ r e u n i o n " r o l e =" s e r v e r " s i g n a t u r e =" Reunion " / >
12 < i n t e r f a c e name=" I t _ a b s e n c e " r o l e =" c l i e n t " s i g n a t u r e =" Absence " / >
13 < i n t e r f a c e name=" I t _ M a i l _ s e n d e r " r o l e =" c l i e n t " s i g n a t u r e =" M a i l _ s e n d e r " / >
14 . . .
15 < / component >
16
17 <component name=" G e s t i o n n a i r e D A b s e n c e " >
18 < i n t e r f a c e name=" I t _ a b s e n c e " r o l e =" s e r v e r " s i g n a t u r e =" Absence " / >
19 . . .
20 < / component >
21
22 < b i n d i n g c l i e n t =" G e s t i o n n a i r e D e R e u n i o n . I t _ a b s e n c e " s e r v e r =" G e s t i o n n a i r e D A b s e n c e . I t _ a b s e n c e " / >
23 . . .
24 < b i n d i n g c l i e n t =" t h i s . I t _ r e u n i o n " s e r v e r =" G e s t i o n n a i r e D e R e u n i o n . I t _ r e u n i o n " / >
25 < b i n d i n g c l i e n t =" t h i s . I t _ a b s e n c e " s e r v e r =" G e s t i o n n a i r e D A b s e n c e . I t _ a b s e n c e " / >
26 . . .
27 < b i n d i n g c l i e n t =" G e s t i o n n a i r e D e R e u n i o n . I t _ M a i l _ s e n d e r " s e r v e r =" t h i s . I t _ M a i l _ s e n d e r " / >
28 . . .
29 < / d e f i n i t i o n >
Nous pouvons noter que dans le cadre du modèle de composants Fractal et de son implémentation
Julia, aucune modification au niveau implémentatoire n’est nécessaire pour la mise en œuvre des inter-
faces de communication entre un composite et ses sous-composants.
L’encapsulation permet ainsi de masquer les services issus de l’adaptation (i.e. filtrage de l’accès aux
services). En fait, le composant fournit les mêmes services fonctionnels que ceux disponibles avant son
adaptation. Par ailleurs, il peut intégrer de nouveaux services non fonctionnels destinés à manipuler ses
sous-composants. Ces services permettent, par exemple le paramétrage d’un déploiement distribué de ce
nouveau composant composite ou bien la possibilité de réaliser une nouvelle adaptation. La figure 3.11
présente le composant composite associé au composant Agenda-partagé.
Figure 3.11 – Résultat de la transformation du composant Agenda-partagé en composant composite
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3.2.4 Configuration et enrichissement du composant résultat des transformations
Une fois que le composant composite dont la structure interne correspond aux nouvelles attentes,
a été généré, nous proposons une étape optionnelle qui consiste à configurer certaines propriétés du
composite liées à la relation de composition et à enrichir le composite de mécanismes de distribution.
3.2.4.1 Configuration du composant composite issu de la transformation structurelle
Comme nous l’avons évoqué précédemment, afin d’introduire de nouveaux points de variabilité, nous
proposons de fournir à un acteur de l’adaptation des mécanismes lui permettant de configurer certaines
propriétés du composite résultat de l’adaptation afin qu’il réponde à plus de besoins liés à son utilisation.
Les propriétés que nous proposons de rendre configurables font références à la relation de composition
entre le composite et ses sous-composants [23, 127]. Elles peuvent être configurées de manière à intro-
duire des facilités d’adaptation ou à gérer la politique de sécurité mise en place par un acteur externe de
l’adaptation. Les propriétés configurables sont les suivantes :
• la cardinalité et la cardinalité inverse
la cardinalité représente le nombre de sous-composants pouvant appartenir à un objet compo-
site via un lien de composition. Si ce nombre est égal à 0, cela signifie que la composition de
composants est impossible. Si ce nombre est supérieur à 1, cela implique que la composition de
composants est possible.
La cardinalité inverse correspond au nombre de composites qui pourront se partager un même
sous-composant via un lien de composition. Si ce nombre est strictement supérieur à 1, cela
implique que le partage des sous-composants est possible. C’est-à-dire qu’un composant réfé-
rencé par un lien de composition partagé pourra être référencé par un nombre quelconque de liens
de composition partagé et donc pourra faire partie de plusieurs composites simultanément. Si ce
nombre est égal à 1, cela signifie l’exclusivité de chaque sous-composant à son composite. Dans ce
cas, un composant référencé par un lien de composition exclusif ne peut être référencé que par ce
seul lien de composition et ne peut donc faire partie que d’un seul composite. Enfin, si ce nombre
est égal à 0, cela signifie que la composition de composants est impossible ;
• le niveau de composition
cette propriété permet de spécifier le niveau de composition possible. Si ce nombre est égal à 0,
cela signifie que la composition de composants est impossible.
La limitation du nombre de composition possible peut permettre de diminuer les risques de conflits
liés à la propagation des valeurs des attributs et permet d’augmenter la compréhension de la struc-
ture du composant ;
• le degré d’encapsulation des sous-composants
cette propriété fait référence à la visibilité et à l’accessibilité des sous-composants vis-à-vis des
autres composants de l’application (i.e. autres que ceux générés au cours de la fragmentation du
composant initial). Il existe quatre configurations possibles pour cette propriété :
1. un composant « boîtes blanches »
Tout d’abord, le composite peut être considéré comme une boîte blanche (voir Figure 3.12,
cas A). Dans ce cas tous ses sous-composants sont visibles et accessibles directement par les
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autres composants de l’application. Cette stratégie de composition implique une très faible
encapsulation des sous-composants. Elle est généralement utilisée pour regrouper un en-
semble de services fonctionnellement indépendants mais sémantiquement proches dans un
même composant ;
2. un composant « boîte noire »
Dans le cas d’un composite boîte noire (voir Figure 3.12, cas B), ses sous-composants ne
sont ni visibles ni accessibles par les autres composants de l’application. Tous les appels
des services des sous-composants provenant d’un composant externe doivent passer par le
composite pour accéder aux services fournis par les sous-composants. Les sous-composants
sont donc totalement encapsulés dans le composant composite. Tout composant interagissant
avec le composite ignore la manière dont il est constitué. Étant donné qu’il est obligatoire de
passer par le composite, il est donc possible de mettre en place très facilement des outils de
traitement des messages entrant et sortant provenant de l’extérieur du composant (i.e. autres
composants de l’application) et ainsi faciliter la maintenance et l’adaptation de l’application.
De plus, la sécurité est un atout majeur des boîtes noires car les composants internes sont
inaccessibles directement et donc protégés ;
3. un composant « boîte grise »
Lorsqu’un composite est spécifié comme étant une boîte grise (voir Figure 3.12, cas C),
sa structure interne est visible par les autres composants de l’application mais ses sous-
composants ne sont pas accessibles directement. Seuls les services fournis par le composite
sont utilisables. En termes d’accessibilité, un composant « boîte grise » offre les mêmes ca-
ractéristiques qu’un composant « boîte noire » ;
4. un composant « boîte mixte »
Si le composite est considéré comme une boîte mixte (voir Figure 3.12, cas D), certains sous-
composants sont accessibles directement par les autres composants de l’application mais pas
tous.
Cette propriété d’encapsulation peut être utilisée pour masquer certains sous-composants ou ser-
vices en fonction de la politique de sécurité établie. Par exemple, concernant le composant Agenda-
partagé, le sous-composant GestionnaireDAgenda contenant les agendas personnels, peut être
configuré, en utilisant cette propriété (i.e. avec la valeur « boîte mixte »), comme étant invisible et
inaccessible pour les autres composants de l’application.
• l’accessibilité interne
la propriété d’accessibilité interne permet de spécifier comment un sous-composant accède à un
autre sous-composant du composite. Cette propriété peut être configurée de la manière suivante :
l’accès peut être effectué via le composant composite ou bien via une référence directe vers le
sous-composant en question. Nous distinguons trois stratégies possibles :
1. un accès direct
La première stratégie consiste à autoriser un accès direct aux services d’un autre sous-
composant du composite (voir Figure 3.13, cas A) ;
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Figure 3.12 – Configuration du degré d’encapsulation des sous-composants du composite résultat de
l’adaptation structurelle
2. un accès par les services du composite
La deuxième stratégie consiste à passer par le composite pour accéder à un service d’un
autre sous-composant (voir Figure 3.13, cas B). Ainsi, les messages échangés entre les sous-
composants doivent traverser la membrane du composite puis sont redirigés au travers d’un
lien d’exportation vers le service invoqué (i.e. délégation d’un service du composite vers un
service d’un sous-composant). Dans ce cas, l’encapsulation des sous-composants est faible
car ces derniers sont capables de traverser la membrane pour aller se connecter à un port
(ou une interface) fourni par le composite. Cette approche est donc peu compatible avec la
stratégie boîte noire où l’encapsulation est forte (i.e. les messages échangés à l’intérieur du
composite ne doivent pas transiter par l’extérieur de ce dernier) ;
3. un accès par l’implémentation non-fonctionnelle du composite (i.e. membrane du composite)
La dernière solution réside dans l’utilisation de la membrane du composite comme connec-
teur entre les sous-composants (voir Figure 3.13, cas C). Cette solution permet de traiter
facilement les messages échangés entre les sous-composants (i.e. possibilité d’adaptation en
redirigeant les messages échangés) où même faciliter certaines tâches comme la gestion de
la concurrence et de la synchronisation relatives aux ressources partagées par plusieurs sous-
composants. En fait, elle permet de centraliser les contrôleurs du composite au niveau de sa
membrane.
Cette propriété peut être utilisée pour faciliter l’insertion de code d’adaptation fonctionnel. En
effet, si l’envoi de message entre les sous-composants transite par le composite, il devient plus
facile de contrôler ces messages et de les modifier, si besoin est. Cependant, une telle stratégie
peut entraîner une dégradation des performances du composant si le nombre de messages échan-
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Figure 3.13 – Configuration de la propriété d’accessibilité interne aux services des sous-composants du
composite issu de l’adaptation structurelle
gés est trop important. De ce fait, une telle stratégie ne peut être envisagée que si l’application le
permet. Ainsi, la configuration de cette propriété dépend fortement de l’application qui contient le
composant adapté donc elle ne doit être réalisée que par un acteur extérieur de l’adaptation ;
• le cycle de vie du composite et de ses sous-composants
la gestion du cycle de vie est relative aux différentes stratégies envisageables lors de l’instancia-
tion, de l’arrêt (i.e. dépendances comportementales) ou de la suppression (i.e. dépendances exis-
tentielles) du composite ou bien de l’un de ses sous-composants.
– Instanciation du composite résultat de l’adaptation
La propriété d’instanciation des composants fait référence à la stratégie d’instanciation du com-
posite et de ses sous-composants adoptée lors du déploiement de l’application. L’approche choi-
sie peut être descendante (i.e. d’abord le composite est instancié, ensuite les sous-composants),
ascendante (i.e. d’abord les sous-composants ensuite le composite), mixte ou bien dynamique.
La stratégie adoptée est étroitement liée au type de composant manipulé (boîte blanche, boîte
grise, boîte noire ou mixte) :
1. une approche ascendante
L’instanciation ascendante d’un composant logiciel impose la création des instances de
ses sous-composants avant celle du composite. Cette stratégie induit une certaine indé-
pendance du composite vis-à-vis de ses sous-composants. L’instanciation ascendante est
généralement utilisée pour assembler des composants existants et les encapsuler au sein
d’un composite. Tant que le composite n’est pas instancié les sous-composants sont vi-
sibles et accessibles directement ; ce qui posent des problèmes de sécurité si le composant
composite n’est pas spécifié comme étant « boîte blanche » ;
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2. une approche descendante
Lors d’une instanciation descendante, le composite est instancié avant ses sous-composants.
Une telle approche induit une forte encapsulation des sous-composants dans le composite.
Contrairement à l’instanciation ascendante, si les acteurs externes de l’adaptation le sou-
haitent, à aucun moment il est possible d’accéder aux instances des sous-composants. Cette
approche est donc à privilégier pour la création de composants « boîtes noires » ou de com-
posants « boîtes grises » ;
3. une approche mixte
Une stratégie mixte entre l’instanciation ascendante et descendante peut être réalisée. Par
exemple, si l’on prend le cas des composants mixtes où l’on à un ensemble de sous-
composants visibles et accessibles ainsi qu’un ensemble de sous-composants cachés et in-
accessibles, l’on peut instaurer une stratégie d’instanciation des sous-composants qui serait
la suivante : tout d’abord, on instancie les composants visibles (i.e. ce qui permet d’utili-
ser des composants déjà instanciés), ensuite le composite et pour finir les sous-composants
restants (i.e. composants cachés). En fait cette stratégie consiste à instrumenter les sous-
composants et le composite dans n’importe quel ordre ;
4. une approche par instanciation dynamique des sous-composants
Une stratégie d’instanciation dynamique des composants permet d’instancier un composant
dès le premier appel à un de ses services. Tant qu’un composant n’est pas utilisé, il n’est
pas instancié. Cette méthode peut se révéler judicieuse pour des applications destinées à
être exécutées dans des environnements à faibles ressources. Plusieurs stratégies peuvent
être établies en fonction du moment de création de l’instance du composite. Celle-ci peut
être créée dès l’appel à n’importe quel service de l’un de ses sous-composants ou bien uni-
quement lorsque l’un de ses services est appelé.
Le choix de la stratégie d’instanciation des composants dépend d’une part, de l’environnement
de déploiement de l’application (par exemple, dans le cadre d’environnement à ressources limi-
tées, il est préférable d’opter pour une instanciation dynamique) et d’autre part de la politique
de sécurité mise en place par l’administrateur de l’application (par exemple, contrairement à
l’instanciation ascendante, l’approche descendante permet de garantir l’encapsulation totale des
sous-composants ; de ce fait, la sécurité en est renforcée).
– Gestion des dépendances existentielles
Les dépendances existentielles se traduisent par deux propriétés : d’une part, la dépendance des
liens de composition (i.e. propriété permettant d’établir le processus à appliquer lors de la sup-
pression du composite) et, d’autre part, la prédominance des liens de composition (i.e. propriété
permettant de spécifier le processus à mettre en œuvre lorsqu’un sous-composant est supprimé).
L’existence des composites est fortement liée à celle de ses composants et réciproquement.
1. Propriété de dominance existentielle des liens de composition
Cette propriété permet d’établir le processus à appliquer lors de la destruction du compo-
site. Plusieurs stratégies sont possibles (voir Figure 3.14) :
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(a) la destruction totale du composant
La première solution consiste à détruite tous les sous-composants du composite (voir
Figure 3.14, cas 1). Dans ce cas, le composite est vu comme une unité indivisible. Si
un de ses sous-composants est détruit, le composite n’a plus de sémantique et donc
l’existence de ses autres sous-composants est mise en question. Cette stratégie à forte
sémantique de la composition peut être couplée avec les propriétés de boîtes noires ou
de boîtes grises où la préservation de la sécurité est mise en avant. Étant donné que
les sous-composants n’étaient pas accessibles directement, leur destruction permet de
conserver cette propriété ;
(b) la destruction de la membrane
La deuxième stratégie réside uniquement dans la destruction de la membrane du com-
posite (voir Figure 3.14, cas 2). Dans ce cas, le composite n’existe plus mais les sous-
composants deviennent des composants (i.e. pouvant être composite) accessibles di-
rectement par les autres composants de l’application. Cette stratégie n’est envisageable
que pour les composites boîtes blanches car ses sous-composants peuvent être acces-
sibles directement ;
(c) la destruction partielle du composant
La dernière solution consiste à détruire une partie des sous-composants (voir Figure
3.14, cas 3). Les composants non détruits restent accessibles directement. Cette solu-
tion peut être mise en œuvre pour les composites boîte blanche où les composants à
conserver seront spécifiés parmi l’ensemble de tous les sous-composants mais égale-
ment pour les composants boîtes grises où les composants à conserver seront spécifiés
parmi l’ensemble des sous-composants accessibles de l’extérieur du composite (i.e. les
composants inaccessibles seront automatiquement détruits).
2. Propriété de prédominance existentielle des liens de composition
La propriété de prédominance des liens de composition fait référence à la relation entre un
sous-composant et son composite. Elle permet de spécifier le processus à mettre en œuvre
lorsqu’un sous-composant est détruit. Les stratégies possibles diffèrent essentiellement par
la conservation ou la destruction du composite (voir Figure 3.15).
Tout d’abord, le choix de destruction du composite présuppose une forte relation séman-
tique entre les sous-composants. Ainsi, si un sous-composant est supprimé, le composite
n’a plus de sens d’un point de vue sémantique (i.e. encapsulation forte). Cette stratégie
peut avoir des répercutions sur la propriété de dépendance. En effet, la suppression d’un
sous-composant peut donc entraîner la suppression de tous les autres sous-composants du
composite (i.e. le composite sera totalement détruit).
Une autre stratégie consisterait à détruire uniquement le sous-composant concerné et à
conserver le composite. Cependant, la destruction d’un sous-composant peut avoir des
répercutions dans le reste du composite au niveau des services. Par exemple, si le sous-
composant fait partie d’un assemblage permettant de fournir un service, ce dernier doit être
supprimé des services fournis par le composite. De plus, si d’autres sous-composants uti-
lisent un des services fournis par le composant supprimé ou bien sont utilisés exclusivement
dans le cadre d’un service nécessitant le composant supprimé, il peut être envisageable de
CHAPITRE 3 — Adaptation structurelle par la ré-ingénierie de composants existants 105
Figure 3.14 – Configuration des propriétés de dominances existentielles du composite issu de l’adaptation
structurelle
supprimer les services faisant appels au moins à un service du composant supprimé ou bien
de supprimer les sous-composants nécessitant le composant supprimé et ce récursivement.
Par ailleurs, si le composite est boîte blanche, il doit pouvoir être possible de conserver les
composants internes déconnectés.
– Gestion des dépendances comportementales
Concernant les dépendances comportementales, le principe est le même que pour les dépen-
dances existancielles à la différence qu’au lieu d’étudier les conséquences de la suppression du
composite ou de l’un de ses sous-composants, sont spécifiées les répercussions de l’arrêt du
composite ou de l’un de ses sous-composants.
• la propagation des services
un composite peut propager certains de ses services2 vers un de ses sous-composants et vice-versa.
Cette propriété relative à la propagation des services peut être configurée de la manière suivante :
tout d’abord, du composite vers ses sous-composants (i.e. un service du composite est partagé
par ses sous-composants), ou bien d’un sous-composant vers son composite (i.e. un service d’un
sous-composant est partagé avec son composite).
Cette propriété peut être utilisée notamment dans le cadre de composants « boîtes noires » afin
d’autoriser l’accès à un service d’un sous-composant par l’intermédiaire du composant (i.e. ce
service sera alors partagé entre le sous-composant et le composite). Également, dans le cadre de
composants « boîtes blanches », la possibilité d’invoquer un service du composite en accédant
directement à un sous-composant sera donnée à l’utilisateur (i.e. propagation du sous-composant
vers le composite).
2Les services non fonctionnels ainsi que ceux créés lors de la transformation ne peuvent pas être propagés.
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Figure 3.15 – Configuration des propriétés de prédominances existentielles du composite issu de l’adap-
tation structurelle
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3.2.4.2 Intégration de mécanismes de distribution dans le composite issu de la transformation
structurelle
Nous avons pu constater que parmi les motivations de l’adaptation structurelle, la majorité envisage
une distribution du composant après sa restructuration. Or, tel qu’il est obtenu en appliquant le processus
de transformation structurelle que nous avons défini précédemment, un composant ne peut être distribué
sur plusieurs sites car tous ses sous-composants sont encore liés au travers de liaisons locales. En fait, dès
lors qu’il existe des composants distants, certaines ressources ou services ne peuvent plus être accédés via
des références directes. Il devient alors indispensable de gérer les communications entre les composants
locaux et distants (i.e. les sous-composants sont reliés par des liaisons pouvant être des références locales
ou distantes entre les interfaces fournies et requises).
Afin de créer un composant composite distribué3 nous devons, dans un premier temps, proposer un
modèle de distribution permettant d’assurer les communications entre les sous-composants déployés sur
des sites différents. Ce modèle doit être un modèle étendu du modèle de composants structurellement
adaptés (modèle de composants correspondant au résultat du processus de transformation structurelle).
Le modèle que nous avons conçu, est détaillé dans la section 3.3. Son principe réside dans la création
de plusieurs copies du composite à distribuer ; chacune devant être déployée sur un site. Chaque copie
présente la même structure externe que le composant initial. Cependant, la structure interne de chacune
est différente. En fait, chaque copie contient un ensemble de composants locaux (ceux destinés à être
déployés sur la machine en question) et un ensemble de composants dit « virtuels » qui sont chargés
d’assurer les communications entre les différentes copies du composite (qui sont déployées sur des sites
différents). Ces derniers sont couplés à des composants spécifiques dits « de contrôle » (non fonction-
nels) chargés de réaliser les communications de bas niveaux : un composant de transport pour gérer les
protocoles réseaux (TCP/IP, UDP, etc.) et un composant de nommage pour gérer l’adressage des copies
du composite.
Pour obtenir un composant conforme au modèle de composants structurellement adaptés et distri-
bués, à partir d’un composant résultat de notre processus de transformation structurelle, nous devons
étendre ce dernier afin d’introduire les mécanismes de distribution (voir Figure 3.35). Une telle exten-
sion passe par l’intégration de trois nouvelles étapes :
• spécification de la configuration de déploiement
Tout d’abord, un acteur externe de l’adaptation doit spécifier la nouvelle configuration de déploie-
ment distribuée du composant ; pour chaque composant, il faut spécifier son site d’implantation.
Cette étape peut être réalisée lors de la spécification de la nouvelle structure du composant à obte-
nir à l’issue du processus de transformation structurelle ;
• génération des différentes copies du composant structurellement adapté
Une fois que le processus de transformation structurelle est terminé, il faut générer les différentes
copies du composant structurellement adapté qui vont être déployées en fonction de la spécifica-
tion fournie. Cette opération passe par la réalisation de trois sous-étapes qui sont :
1. le paquetage des différentes copies d’un composant composite distribué
La première étape de notre processus consiste à séparer le code source correspondant aux
composants locaux et à les intégrer dans les différentes copies du composant distribué.
3Composant dont les sous-composants peuvent être déployés sur différents sites.
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Comme nous l’avons évoqué précédemment, le code de ces composants n’est pas modi-
fié, cependant, il doit être intégré au paquetage correspondant aux copies les contenant. Cette
opération est réalisée par l’analyse de la spécification contenant la nouvelle structure du com-
posant à générer. Pour chaque site de déploiement, un paquetage contenant les composants
locaux qui doivent y être déployés est créé ;
2. la génération des composants virtuels
Une fois que les paquetages correspondant aux copies du composant composite distribué ont
été construits, il faut générer les composants virtuels. Cette opération est réalisée par l’ana-
lyse des composants locaux correspondant aux composants virtuels et par la génération de
code. En fait, le code correspondant à un composant virtuel a la même structure que celui
du composant local qu’il représente. Seul le code des méthodes correspondant aux services
qu’il implémente est modifié : il est remplacé par du code de contrôle permettant d’invoquer
le service, en question, fourni par un composant local appartenant à une autre copie du com-
posite distribué et déployé sur un site distant. Lors de cette étape, du code d’adaptation peut
être introduit avant ou après l’invocation ;
3. l’insertion des composants de contrôle
Enfin, la dernière étape de notre processus de génération du composite distribué consiste à
introduire dans chacune des copies, générées précédemment, des composants de contrôles
(composant de transport et composant de nommage) permettant aux composants virtuels
d’assurer la communication entre les différentes copies existantes.
• déploiement des différentes copies
Une fois que les différentes copies du composite ont été générées, elles sont déployées sur les
nœuds de l’infrastructure distribuée disponible en fonction de la spécification fournie précédem-
ment. Cette opération peut être réalisée manuellement par un acteur de l’adaptation ou bien auto-
matiquement par un outil spécifique tel que InstallShield Developer [49] ou bien Java Web Start
[121].
3.3 Modèle de composants support de l’adaptation structurelle
Comme nous l’avons vu précédemment, la réalisation du processus d’adaptation structurelle entraîne
la ré-ingénierie du composant à adapter. Le résultat de ce processus est un composant structurellement
adapté. Un tel composant est en fait un composant composite dont la structure externe (ports, interfaces
fournies et requises, etc.) et le comportement sont identiques à ceux du composant initial. Aussi, afin de
garantir ces obligations, le composant composite issu du processus de ré-ingénierie doit être conforme
au modèle de composants structurellement adaptés que nous définissons ci-dessous.
3.3.1 Présentation de notre modèle de composants support de l’adaptation structurelle
Tout d’abord, notre modèle de composants structurellement adaptés doit être un modèle de com-
posants hiérarchiques. En fait, un composant structurellement adapté est un composant dont la structure
externe est la même que celle du composant initial (i.e. les services fonctionnels fournis par le composant
adapté sont identiques à ceux du composant initial) mais sa structure interne est, quant à elle, différente
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étant donnée qu’elle devient conforme à une spécification fournie par un acteur externe de l’adaptation.
Ainsi, un composant structurellement adapté contient un ensemble de sous-composants (ceux spécifiés
par un acteur de l’adaptation et générés par la fragmentation du composant initial) fournissant des ser-
vices (chaque sous-composant fournit un sous ensemble de services fournis par le composant initial) et
nécessitant d’autres services pour fonctionner (ces services peuvent être soit fournis par d’autres compo-
sants issus de la fragmentation, soit requis par le composite).
Afin d’assurer l’intégrité fonctionnelle et structurelle des sous-composants ainsi que le partage de
ressources, les sous-composants doivent être dotés de nouveaux mécanismes assurant cette intégrité.
Comme nous l’avons mentionné précédemment, l’introduction de ces mécanismes se traduit par l’inser-
tion de nouvelles interfaces non-fonctionnelles au niveau des sous-composants. Ces interfaces sont de
deux types :
• les interfaces de communication
Lors du partitionnement de l’implémentation du composant initial, nous avons pu constater que
l’intégrité fonctionnelle des composants générés n’est pas garantie. En effet, certaines méthodes
dans l’implémentation d’un composant peuvent invoquer des méthodes qui sont devenues des ser-
vices fournis par d’autres composants générés. De ce fait, il est indispensable d’introduire pour
chaque composant un mécanisme lui permettant de réaliser ces invocations. L’introduction de ces
mécanismes passe par la définition de nouvelles interfaces chargées de la communication entre les
composants générés lors de la fragmentation du composant initial. Ces interfaces sont appelées
interfaces de communication ;
• les interfaces de coordination
Lors du partitionnement de l’implémentation du composant initial, certaines ressources pouvaient
être utilisées par plusieurs nouveaux sous-composants générés. De ce fait, pour assurer la cohé-
rence du composant issu de l’adaptation, il est nécessaire d’introduire dans les sous-composants
générés des mécanismes de gestion de ressources partagées. Ces mécanismes sont introduits sous
la forme d’interfaces de coordination.
Par ailleurs, afin de contrôler l’encapsulation de l’assemblage précédemment obtenu, nous devons
introduire au niveau du composant composite des interfaces non fonctionnelles lui permettant d’une part,
de gérer les nouveaux sous-composants et d’autre part de paramétrer certaines propriétés configurables
et notamment, celles liées à la relation de composition. Ce paramétrage a pour objectif d’optimiser le
fonctionnement du composite généré en termes de flexibilité et d’adaptabilité (i.e. fournir des facilités
en vue d’une éventuelle future adaptation fonctionnelle). Il est mis en œuvre au travers des interfaces de
configuration.
Notre modèle de composants structurellement adaptés répondant à ces contraintes est décrit dans la
figure 3.16. Nous le détaillerons dans les sections suivantes.
3.3.2 Gestion des dépendances fonctionnelles entre composants : les interfaces de com-
munication
La gestion des dépendances fonctionnelles entre les composants générés lors de la fragmentation est
réalisée par l’intermédiaire d’interfaces dédiées appelées interfaces de communication.
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Figure 3.16 – Modèle de composants structurellement adaptés
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3.3.2.1 Présentation des interfaces de communication
Les interfaces de communication sont chargées d’assurer l’intégrité fonctionnelle des composants
issus de la fragmentation du composant initial. En fait, elles permettent à un composant généré d’accé-
der aux entités structurelles qu’il a besoin pour fonctionner et qui sont définies dans l’implémentation
d’autres composants qui ont été générés lors de la fragmentation.
Exemple de l’agenda-partagé
Dans le cadre de notre exemple d’agenda-partagé, le composant GestionnaireDAgenda est lié structu-
rellement au composant GestionnaireDeReunion parce qu’il utilise le service proposé par le composant
GestionnaireDeReunion. Aussi, le composant GestionnaireDeReunion est lié à travers un lien comporte-
mental avec le composant GestionnaireDAbsence parce que la méthode confirmer_reunion définie dans
le composant GestionnaireDeReunion fait appel à la méthode est_absent définie dans le composant Ges-
tionnaireDAbsence. Dans ce cas, les interfaces de communication vont permettre l’invocation de la mé-
thode est_absent par la méthode confirmer_reunion dès lors qu’elle sera appelée (voir Figure 3.17) :
lorsque la méthode confirmer_reunion du composant GestionnaireDeReunion est invoquée (1), son code
correspondant est exécuté (2). Lors de cette exécution, une méthode (est_absent) implémentée par un
autre composant (GestionnaireDAbsence) est invoquée. Cette invocation est réalisée au travers des in-
terfaces de communication (3). La méthode est_absent pourra alors être exécutée (4). Le diagramme de
séquences correspondant à la réalisation des interfaces de communication est fourni dans la figure 3.18.
Figure 3.17 – Exemple d’interfaces de communication entre deux composants générés
3.3.2.2 Mise en œuvre des interfaces de communication
Comme nous l’avons évoquée précédemment, la mise en œuvre des interfaces de communication
passe par la transformation d’appels de méthodes en appels de services fournis par un sous-composant.
Cette transformation est réalisée par analyse et instrumentation du code orienté objet des composants
générés.
En fait, le corps de chacune des méthodes contenues dans la classe d’implémentation d’un composant
est analysé de manière à repérer les méthodes qui sont appelées et à déterminer par quels composants
elles sont implémentées. De ce fait, si lors de l’analyse d’une méthode M1, elle fait appel à la méthode
M2, trois cas sont possibles :
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Figure 3.18 – Diagramme de séquences montrant la communication entre deux sous-composants générés
Cas 1 : la signature de cette méthode apparaît dans une interface fournie par le composant.
Dans ce cas, la dépendance fonctionnelle ne nécessite aucun traitement que ce soit au niveau ar-
chitectural ou au niveau implémentatoire.
Cas 2 : la signature de cette méthode apparaît dans une interface fournie par un autre composant.
Dans ce cas, l’interface contenant la signature de la méthode M2 doit être considérée comme un
service requis par le composant contenant la méthode M1. Dans ce cas, la description d’architec-
ture de l’application ainsi que le code source du composant adapté doivent être modifiés. Du point
de vue du code source, l’appel de la méthode M2 dans M1 doit être transformé en appel du service
M2 dans M1.
Exemple de l’agenda-partagé
Par exemple, si l’on reconsidère le composant Agenda-partagé : le code ci-dessous correspond à
l’implémentation d’un nouveau composant généré à savoir le composant GestionnaireDeReunion.
1 . . .
2 p u b l i c c l a s s G e s t i o n a i r e D e R e u n i o n I m p l implements Reunion , . . . , B i n d i n g C o n t r o l l e r {
3 . . .
4 p u b l i c boolean c o n f i r m e r _ r e u n i o n ( Date j o u r , Vec to r p e r s o n n e ) {
5 . . .
6 i f ( e s t _ e n _ r e u n i o n ( s e r v i c e _ a p p e l l e , ( S t r i n g ) p e r s o n n e . e lem entAt ( i ) , j o u r ) | |
7 e s t _ a b s e n t ( ( S t r i n g ) p e r s o n n e . e lem entAt ( i ) , j o u r ) ) { . . . }
8 . . .
9 }
10 }
Comme nous pouvons le constater dans le code fourni ci-dessus, la méthode confirmer_reunion
fait appel à une méthode (est_absent) associée à un service fourni par un autre composant généré
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(ligne 7). De ce fait, l’appel de la méthode est_absent doit être transformé en l’appel du service
est_absent. Pour cela, la classe doit définir un nouvel attribut correspondant à l’interface requise
par le composant à savoir l’interface Absence (ligne 12). Puis, les appels de méthodes doivent être
transformés en appel de service (ligne 7). Enfin, les interfaces de contrôle de liaisons (Binding-
Controller) doivent être implémentées ou instrumentées (si elles avaient déjà été créées) (lignes
14-41).
1 . . .
2 p u b l i c c l a s s G e s t i o n n a i r e D e R e u n i o n I m p l implements Reunion , . . . , B i n d i n g C o n t r o l l e r {
3 . . .
4 p u b l i c boolean c o n f i r m e r _ r e u n i o n ( Date j o u r , Vec to r p e r s o n n e ) {
5 . . .
6 i f ( e s t _ e n _ r e u n i o n ( s e r v i c e _ a p p e l l e , ( S t r i n g ) p e r s o n n e . e lem entAt ( i ) , j o u r ) | |
7 a b s e n c e . e s t _ a b s e n t ( ( S t r i n g ) p e r s o n n e . e lem entAt ( i ) , j o u r ) ) { . . . }
8 . . . }
9
10 / / I n t e r f a c e r e q u i s e
11 p r i v a t e Absence a b s e n c e ;
12
13 / / I m p l é m e n t a t i o n de l ’ i n t e r f a c e de c o n t r ô l e B i n d i n g C o n t r o l l e r
14 p u b l i c S t r i n g [ ] l i s t F c ( ) {
15 S t r i n g [ ] l _ k e y =( S t r i n g [ ] ) n o t i f y . keySet ( ) . t o A r r a y ( new S t r i n g [ n o t i f y . s i z e ( ) ] ) ;
16 S t r i n g [ ] l _ i n t e r =new S t r i n g [ ] { " I t _ a b s e n c e " , . . . } ;
17
18 i n t t a i l l e = l _ k e y . l e n g t h + l _ i n t e r . l e n g t h ;
19 S t r i n g [ ] l i s t e =new S t r i n g [ t a i l l e ] ;
20 f o r ( i n t i =0 ; i < l i s t e . l e n g t h ; i ++){
21 f o r ( i n t j =0 ; j < l _ i n t e r . l e n g t h ; j ++) { l i s t e [ i ]= l _ i n t e r [ j ] ; }
22 f o r ( i n t j =0 ; j < l _ k e y . l e n g t h ; j ++) { l i s t e [ i ]= l _ k e y [ j ] ; }
23 }
24 return l i s t e ; }
25
26 p u b l i c O b j e c t lookupFc ( f i n a l S t r i n g c I t f ) {
27 i f ( c I t f . e q u a l s ( " I t _ a b s e n c e " ) ) { return a b s e n c e ; }
28 . . .
29 return n u l l ; }
30
31 p u b l i c vo id b indFc ( f i n a l S t r i n g c I t f , f i n a l O b j e c t s I t f ) {
32 i f ( c I t f . e q u a l s ( " I t _ a b s e n c e " ) ) { a b s e n c e = ( Absence ) s I t f ; }
33 . . . }
34
35 p u b l i c vo id unb indFc ( f i n a l S t r i n g c I t f ) {
36 i f ( c I t f . e q u a l s ( " I t _ a b s e n c e " ) ) { a b s e n c e = n u l l ; }
37 . . . }
38 }
Ces transformations ont également des impacts sur le niveau architectural du composant en ques-
tion. En effet, la détection d’une liaison entre deux composants doit être répercutée sur la descrip-
tion de l’architecture de l’application : un composant dont au moins une des méthodes définies
dans son implémentation utilise une autre méthode définie par un autre composant doit définir une
interface requise correspondant à celle définissant la méthode utilisée. Ici, l’interface contenant la
signature de la méthode M2 doit être définie comme requise par le composant implémentant la
méthode M1.
Exemple de l’agenda-partagé
Si nous reprenons l’exemple de l’agenda partagé, le composant GestionnaireDeReunion doit dé-
finir l’interface Absence en temps qu’interface requise (voir Figure 3.19). La nouvelle description
de l’architecture de l’application relative au composant GestionnaireDeReunion sera alors :
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1 <? xml v e r s i o n =" 1 . 0 " encod ing =" ISO−8859−1 " ?>
2 < !DOCTYPE d e f i n i t i o n PUBLIC " − // o b j e c t w e b . o rg / / DTD F r a c t a l ADL 2 . 0 / / EN"
3 " c l a s s p a t h : / / o rg / o b j e c t w e b / f r a c t a l / a d l / xml / s t a n d a r d . d t d ">
4 . . .
5 <component name=" G e s t i o n n a i r e D e R e u n i o n ">
6 < i n t e r f a c e name=" I t _ r e u n i o n " r o l e =" s e r v e r " s i g n a t u r e =" Reunion " / >
7 < i n t e r f a c e name=" I t _ a b s e n c e " r o l e =" c l i e n t " s i g n a t u r e =" Absence " / >
8 . . .
9 < i n t e r f a c e name=" I t _ M a i l _ s e n d e r " r o l e =" c l i e n t " s i g n a t u r e =" M a i l _ s e n d e r " / >
10 < c o n t e n t c l a s s =" G e s t i o n n a i r e D e R e u n i o n I m p l " / >
11 < / component >
12
13 <component name=" G e s t i o n n a i r e D A b s e n c e ">
14 < i n t e r f a c e name=" I t _ a b s e n c e " r o l e =" s e r v e r " s i g n a t u r e =" Absence " / >
15 . . .
16 < c o n t e n t c l a s s =" G e s t i o n n a i r e D A b s e n c e I m p l " / >
17 < / component >
18
19 < b i n d i n g c l i e n t =" G e s t i o n n a i r e D e R e u n i o n . I t _ a b s e n c e " s e r v e r =" G e s t i o n n a i r e D A b s e n c e . I t _ a b s e n c e " / >
20 . . .
Figure 3.19 – Exemple d’interfaces de communication pour gérer la communication entre les composants
générés
Le processus est identique lorsque le service requis est fourni par un autre composant de l’appli-
cation.
Cas 3 : la signature n’apparaît dans aucune interface.
Si la méthode appelée n’apparaît dans aucune interface, il s’agit d’une méthode interne au com-
posant à adapter. La gestion des dépendances fonctionnelles relative à ces méthodes dépend de
la stratégie utilisée pour gérer l’intégrité structurelle. Si la solution optée consiste à dupliquer le
code de ces méthodes, aucun traitement n’est nécessaire car l’utilisation de ces méthodes coïncide
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avec un appel de méthode classique. Si la solution optée est celle de la centralisation des méthodes
internes, il est nécessaire d’appliquer les mêmes traitements que dans le cadre du cas 2.
3.3.3 Gestion de la cohérence des états des composants : les interfaces de notification
La gestion de la cohérence des états des composants générés lors de la fragmentation est réalisée par
l’intermédiaire d’interfaces dédiées appelées interfaces de notification.
3.3.3.1 Présentation des interfaces de notification
Une ressource partagée peut être manipulée par l’ensemble des composants dans lesquels elle est
définie. Il est donc nécessaire de garantir la cohérence de l’état de cette ressource lors d’un accès multiple.
La communication entre les différents composants définissant une ressource partagée doit être réalisée de
manière à pouvoir préserver des états cohérents de cette ressource. Cette tâche est accomplie au travers
des interfaces de notification.
Ainsi, les interfaces de notification d’un composant sont chargées, d’une part, de notifier au reste
des composants partageant avec lui une ressource logicielle le changement d’état de cette dernière et,
d’autre part, de mettre à jour l’état d’une ressource partagée après qu’elle ait été mise à jour par un autre
composant (i.e. prise en compte des notifications de modification d’une ressource partagée) ;
Exemple de l’agenda-partagé
La figure 3.20 montre un exemple d’interfaces de notification utilisées pour la gestion de la ressource
nb_jours_libres qui est partagée par les composants GestionnaireDAbsence et GestionnaireDAgenda.
Quand la ressource nb_jours_libres est mise à jour par le composant GestionnaireDAbsence (1), une
notification est envoyée au composant GestionnaireDAgenda (2) afin que la nouvelle valeur puisse être
prise en compte par ce composant (3). Le diagramme de séquences correspondant à la réalisation des
interfaces de notification est fourni dans la figure 3.21.
Figure 3.20 – Exemple d’interfaces de notification des états des ressources partagées entre plusieurs
composants générés
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Figure 3.21 – Diagramme de séquences représentant la notification des états des ressources partagées
entre plusieurs composants générés
3.3.3.2 Mise en œuvre des interfaces de notification
Les interfaces de notification doivent être insérées au niveau de la description de l’architecture de
l’application puis ces modifications doivent être répercutées sur le code source du composant, de par,
l’analyse et la génération de code.
Mise en œuvre des interfaces de notification au niveau architectural Au niveau architectural, la
mise en œuvre des interfaces de notification se traduit par la définition de deux nouvelles interfaces pour
chaque composant utilisant une ressource partagée :
• la première interface permet au composant en question de notifier au reste des composants par-
tageant avec lui une ressource le changement d’état de cette dernière. Cette interface est définie
comme étant requise, synchrone et de cardinalité collection. Ainsi, le composant ayant mis à jour
l’état de la ressource ne peut continuer son exécution qu’à partir du moment où les autres compo-
sants partageant cette ressource aient pris effectivement ce changement d’état en compte ;
• la deuxième interface, définie comme fournie, permet de mettre à jour l’état d’une ressource parta-
gée après qu’elle ait été mise à jour par un autre composant (i.e. prise en compte des notifications
de modification d’une ressource partagée).
La description de l’architecture de l’application doit alors être mise à jour de par l’intégration de ces
interfaces de notification à chaque composant partageant une ressource logicielle.
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Exemple de l’agenda-partagé
Reprenons l’exemple de la gestion de la ressource nb_jours_libres qui est partagée par les composants
GestionnaireDAbsence et GestionnaireDAgenda, présenté dans la figure 3.20. La nouvelle description
d’architecture de l’application relative au composant Agenda-partagé incluant les interfaces de notifica-
tion est donc la suivante :
1 <? xml v e r s i o n =" 1 . 0 " encod ing =" ISO−8859−1 " ?>
2 < !DOCTYPE d e f i n i t i o n PUBLIC " − // o b j e c t w e b . o rg / / DTD F r a c t a l ADL 2 . 0 / / EN"
3 " c l a s s p a t h : / / o rg / o b j e c t w e b / f r a c t a l / a d l / xml / s t a n d a r d . d t d ">
4
5 <component name=" Ges t ionna i reDAge nd a ">
6 < i n t e r f a c e name= " I t _ a g e n d a " r o l e =" s e r v e r " s i g n a t u r e =" Agenda " / >
7 < i n t e r f a c e name= " I t _ m i s e a j o u r a g e n d a " r o l e =" s e r v e r " s i g n a t u r e =" MiseAjourAgenda " / >
8 . . .
9 < i n t e r f a c e name= " I t _ c _ n o t i f y _ G e s t i o n n a i r e D A g e n d a " r o l e =" c l i e n t " s i g n a t u r e =" N o t i f y "
10 c a r d i n a l i t y =" c o l l e c t i o n " / >
11 < i n t e r f a c e name= " I t _ s _ n o t i f y _ G e s t i o n n a i r e D A g e n d a " r o l e =" s e r v e r " s i g n a t u r e =" N o t i f y " / >
12 < / component >
13
14 <component name=" G e s t i o n n a i r e D A b s e n c e ">
15 < i n t e r f a c e name= " I t _ a b s e n c e " r o l e =" s e r v e r " s i g n a t u r e =" Absence " / >
16 < i n t e r f a c e name= " I t _ m i s e a j o u r A b s e n c e " r o l e =" s e r v e r " s i g n a t u r e =" MiseAjourAbsence " / >
17 . . .
18 < i n t e r f a c e name= " I t _ c _ n o t i f y _ G e s t i o n n a i r e D A b s e n c e " r o l e =" c l i e n t " s i g n a t u r e =" N o t i f y "
19 c a r d i n a l i t y =" c o l l e c t i o n " / >
20 < i n t e r f a c e name= " I t _ s _ n o t i f y _ G e s t i o n n a i r e D A b s e n c e " r o l e =" s e r v e r " s i g n a t u r e =" N o t i f y " / >
21 < / component >
22
23 < b i n d i n g c l i e n t =" G e s t i o n n a i r e D A b s e n c e . I t _ c _ n o t i f y _ G e s t i o n n a i r e D A g e n d a "
24 s e r v e r =" Ges t ionna i reDAgen da . I t _ s _ n o t i f y _ G e s t i o n n a i r e D A g e n d a " / >
25 < b i n d i n g c l i e n t =" Ges t ionna i reDAgen da . I t _ c _ n o t i f y _ G e s t i o n n a i r e D A b s e n c e "
26 s e r v e r =" G e s t i o n n a i r e D A b s e n c e . I t _ s _ n o t i f y _ G e s t i o n n a i r e D A b s e n c e " / >
27 . . .
Mise en œuvre des interfaces de notification au niveau implémentatoire Après la mise à jour d’une
ressource logicielle par un composant généré, l’état de cette ressource doit être communiqué aux autres
composants qui partagent, avec lui, cette ressource. Pour cela, il est nécessaire, d’une part, de déterminer
comment et où sont réalisées les mises à jour de ressources partagées, puis d’instrumenter le code source
des composants concernés afin qu’ils puissent notifier une modification d’état et prendre en compte des
mises à jour réalisées par d’autres composants. Ces opérations doivent être réalisées différemment qu’il
s’agisse de ressources primitives ou de ressources complexes (i.e. objets).
La première étape pour mettre en œuvre l’instrumentation du code source pour la notification consiste
à déterminer comment une ressource peut être mise à jour. Cette opération peut être réalisée en utilisant
une instruction de mise à jour mettant en jeu une référence directe ou indirecte de la ressource en ques-
tion. Par exemple, dans le cadre de Java, où une ressource peut être un objet, celle-ci peut être mise à
jour directement ou en utilisant une référence.
La deuxième étape consiste à repérer les instructions de mise à jour d’une ressource. En fait, les
mises à jour de ressources primitives sont réalisées en utilisant des instructions d’affectation alors que
les ressources qui sont des instances d’objets, sont mises à jour par des appels de méthodes sur cet objet.
Ainsi, la gestion de la notification pour des ressources complexes doit être individualisée, liée à la mani-
pulation des instances concernées et ne doit pas affecter les autres instances. Pour cela, nous introduisons
dans la classe de manipulation de cette ressource, deux opérations qui doivent être insérées respective-
ment avant et après toute opération de manipulation de cette ressource. La première opération consiste à
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sauvegarder l’état de la ressource et la deuxième à retourner les attributs de l’instance de la ressource qui
ont subi un changement. L’opération de notification est réalisée dans le cas du changement d’au moins
un attribut de l’instance de la ressource. Les deux opérations respectivement de sauvegarde et de retour
seront ajoutées à l’ensemble des méthodes de la classe de définition de la ressource. L’instrumentation
du code afin d’assurer la cohérence de ressources complexes se fait en trois temps :
1. dans un premier temps, il est nécessaire de générer le code permettant de sauvegarder l’état de
la ressource. Pour cela, il faut déterminer l’ensemble des attributs primitifs de la ressource com-
plexe et ce de manière récursive (i.e. une ressource complexe peut contenir d’autres ressources
complexes), puis récupérer les valeurs de tous les attributs de la ressource en question et enfin
sauvegarder dans des variables spécifiques la valeur de chaque attribut ;
2. ensuite, le code de l’opération de retour doit être généré. Ce qui permet de récupérer les valeurs de
tous les attributs de la ressource en question et de les comparer avec les valeurs sauvegardées ;
3. enfin, il est nécessaire de générer le code de notification associé à la modification d’une ressource.
En fait, si une des nouvelles valeurs est différente de la valeur qui a été sauvegardée, alors il faut
envoyer une notification de la ressource à tous les composants partageant cette ressource afin qu’ils
puissent prendre en compte ces modifications.
La dernière étape pour mettre en œuvre l’instrumentation consiste à déterminer à quel moment vont
être envoyées les notifications de mise à jour d’une ressource. En fait, cette opération dépend du moment
où les autres composants partageant une ressource pourraient prendre en compte une notification. Ainsi,
étant donné que toutes les instructions de mise à jour d’une ressource sont rassemblées au sein d’une
section critique (voir Section 3.2.3.1), bloquante pour les autres composants partageant cette ressource,
il est inutile de notifier chaque mise à jour de ressource. En effet, seule la dernière notification d’une
section critique est prise en compte par les autres composants. De ce fait, les notifications doivent être
transmises juste avant la fin d’une section critique.
Exemple de l’agenda-partagé
Le code présenté ci-dessous montre l’instrumentation de la classe GestionaireDAbsenceImpl correspon-
dant au composant GestionaireDAbsence réalisée afin d’intégrer les mécanismes de notification de la
ressource nb_jours_libres.
1 . . .
2 p u b l i c c l a s s G e s t i o n a i r e D A b s e n c e I m p l implements Absence , A b s e n c e A t t r i b u t e , Not i fy , Update , . . . {
3 . . .
4 p u b l i c boolean A j o u t e r _ a b s e n c e ( Date j o u r _ a b s e n t ) {
5 . . .
6 n b _ j o u r s _ l i b r e s −−;
7 n o t i f y _ v a l u e s ( " n b _ j o u r s _ l i b r e s " , n b _ j o u r s _ l i b r e s ) ;
8 . . .
9 }
10 . . .
11 }
12
13 / / ∗∗∗∗∗∗∗∗∗∗∗∗∗∗ N o t i f i c a t i o n ∗∗∗∗∗∗∗∗∗∗∗∗∗∗
14 p r i v a t e Map n o t i f y =new TreeMap ( ) ; / / d é f i n i t i o n de l ’ i n t e r f a c e de n o t i f i c a t i o n
15
16 p u b l i c vo id n o t i f y _ v a l u e s ( S t r i n g r e s o u r c e , i n t v a l u e ) / / p r o p a g a t i o n de l a n o t i f i c a t i o n
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17 {
18 I t e r a t o r i = n o t i f y . v a l u e s ( ) . i t e r a t o r ( ) ;
19 whi le ( i . hasNex t ( ) ) { ( ( N o t i f y ) i . n e x t ( ) ) . m o d i f y _ v a l u e s ( r e s o u r c e , v a l u e ) ; }
20 }
21
22 p u b l i c vo id m o d i f y _ v a l u e s ( S t r i n g r e s o u r c e , i n t v a l u e ) / / p r i s e en compte de n o t i f i c a t i o n s
23 {
24 i f ( r e s o u r c e . e q u a l s ( " n b _ j o u r s _ l i b r e s " ) ) { n b _ j o u r s _ l i b r e s = v a l u e ; }
25 . . .
26 }
27
28 / / ∗∗∗∗∗∗∗∗∗∗∗∗∗∗ Connex ions ∗∗∗∗∗∗∗∗∗∗∗∗∗∗
29
30 p u b l i c S t r i n g [ ] l i s t F c ( ) {
31 S t r i n g [ ] l i s t e =new S t r i n g [ t a i l l e ] ;
32 S t r i n g [ ] l _ k e y =( S t r i n g [ ] ) n o t i f y . keySet ( ) . t o A r r a y ( new S t r i n g [ n o t i f y . s i z e ( ) ] ) ;
33 . . .
34 f o r ( i n t j =0 ; j < l _ k e y . l e n g t h ; j ++)
35 { l i s t e [ i ]= l _ k e y [ j ] ; }
36
37 return l i s t e ;
38 }
39
40 p u b l i c O b j e c t lookupFc ( f i n a l S t r i n g c I t f ) {
41 i f ( c I t f . s t a r t s W i t h ( " n o t i f y _ g e s t i o n a i r e d a g e n d a " ) ) { return n o t i f y . g e t ( c I t f ) ; }
42 . . .
43 return n u l l ;
44 }
45
46 p u b l i c vo id b indFc ( f i n a l S t r i n g c I t f , f i n a l O b j e c t s I t f ) {
47 i f ( c I t f . s t a r t s W i t h ( " n o t i f y _ g e s t i o n a i r e d a g e n d a " ) ) { n o t i f y . p u t ( c I t f , s I t f ) ; }
48 . . .
49 }
50
51 p u b l i c vo id unb indFc ( f i n a l S t r i n g c I t f ) {
52 i f ( c I t f . s t a r t s W i t h ( " n o t i f y _ g e s t i o n a i r e d a g e n d a " ) ) { n o t i f y . remove ( c I t f ) ; }
53 . . .
54 }
55 . . .
56 }
3.3.4 Gestion de la concurrence entre composants : les interfaces de synchronisation
La gestion de la concurrence entre composants générés lors de la fragmentation est réalisée par
l’intermédiaire d’interfaces dédiées appelées interfaces de synchronisation.
Présentation des interfaces de synchronisation Les ressources partagées peuvent également être
manipulées simultanément par l’ensemble des composants dans lesquels elles sont définies. Ainsi, il
est nécessaire de garantir la cohérence de l’état des ressources lors d’un accès multiple et simultané.
Pour cela, toutes les opérations de manipulation des ressources doivent être mutuellement exclusives.
L’interdiction de l’accès multiple et simultané à une ressource est réalisée au travers des interfaces de
synchronisation, définies dans chaque composant utilisant cette ressource.
Ainsi, les interfaces de synchronisation sont chargées de mettre en œuvre un système d’accès à une
ressource partagée via des droits de lecture et d’écriture. En fait, lorsqu’un composant souhaite accéder
à une ressource partagée, il doit demander aux autres composants qui partagent avec lui cette ressource,
un droit d’accès qu’il devra céder dès qu’il en aura terminé avec elle.
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Exemple de l’agenda-partagé
La figure 3.22 montre un exemple d’interfaces de synchronisation destinées à gérer l’accès à la ressource
nb_jours_libres qui est partagée par les sous-composants suivants : GestionnaireDAgenda, Gestionnai-
reDeReunion et GestionnaireDAbsence. La synchronisation de l’accès à cette ressource est gérée de
la manière suivante : tout d’abord, le composant GestionnaireDAbsence qui a besoin de modifier la res-
source nb_jours_libres (1) demande un droit d’accès aux autres composants qui partagent cette ressource
(GestionnaireDAgenda et GestionnaireDeReunion) (2). Ensuite, dès que le composant GestionnaireDAb-
sence reçoit une notification provenant de tous les composants partageant la ressource, celui-ci peut alors
procéder à la mise à jour de nb_jours_libres (3). Enfin, une fois que la mise à jour de la ressource est
terminée, le composant GestionnaireDAbsence envoie une notification aux autres composants (Gestion-
naireDeReunion et GestionnaireDAgenda). Le diagramme de séquences correspondant à la réalisation
des interfaces de synchronisation est fourni dans la figure 3.23.
Figure 3.22 – Exemple d’interfaces de synchronisation pour l’accès à une ressource partagée
3.3.4.1 Mise en œuvre des interfaces de synchronisation
Les interfaces de synchronisation doivent être insérées au niveau de la description de l’architecture
de l’application puis ces modifications doivent être répercutées sur le code source du composant, de par,
l’analyse et la génération de code.
Mise en œuvre des interfaces de synchronisation au niveau architectural La mise en œuvre des
interfaces de synchronisation au niveau architectural se traduit par la définition de deux nouvelles inter-
faces pour chaque composant utilisant une ressource logicielle partagée :
• la première interface définie comme requise et synchrone lui permet d’acquérir le droit d’accès à
la ressource. Cette interface garantit qu’à un instant donné, un et un seul accès à la ressource est
possible ;
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Figure 3.23 – Diagramme de séquences représentant la synchronisation pour l’accès à une ressource
partagée
• la deuxième interface définie comme fournie et synchrone permet de libérer les droits de mise à
jour sur la ressource partagée.
La description de l’architecture de l’application doit alors être mise à jour de par l’intégration des
interfaces de notification.
Exemple de l’agenda-partagé
Reprenons l’exemple d’interfaces de synchronisation destinées à gérer l’accès à la ressource nb_jours_libres
qui est partagée par les sous-composants suivants : GestionnaireDAgenda, GestionnaireDeReunion et
GestionnaireDAbsence, présenté dans la figure 3.22. La nouvelle description d’architecture de l’appli-
cation relative au composant Agenda-partagé incluant les interfaces de synchronisation est donc la sui-
vante :
1 <? xml v e r s i o n =" 1 . 0 " encod ing =" ISO−8859−1 " ?>
2 < !DOCTYPE d e f i n i t i o n PUBLIC " − // o b j e c t w e b . o rg / / DTD F r a c t a l ADL 2 . 0 / / EN"
3 " c l a s s p a t h : / / o rg / o b j e c t w e b / f r a c t a l / a d l / xml / s t a n d a r d . d t d ">
4
5 <component name=" Ges t ionna i reDAge nd a ">
6 < i n t e r f a c e name= " I t _ a g e n d a " r o l e =" s e r v e r " s i g n a t u r e =" Agenda " / >
7 < i n t e r f a c e name= " I t _ m i s e a j o u r a g e n d a " r o l e =" s e r v e r " s i g n a t u r e =" MiseAjourAgenda " / >
8 . . .
9 < i n t e r f a c e name= " I t _ c _ s y n c h r o n i z e _ G e s t i o n n a i r e D A g e n d a " r o l e =" c l i e n t "
10 s i g n a t u r e =" S y n c h r o n i z e " c a r d i n a l i t y =" c o l l e c t i o n " / >
11 < i n t e r f a c e name= " I t _ s _ s y n c h r o n i z e _ G e s t i o n n a i r e D A g e n d a " r o l e =" s e r v e r "
12 s i g n a t u r e =" S y n c h r o n i z e " / >
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13 < / component >
14
15 <component name=" G e s t i o n n a i r e D A b s e n c e " >
16 < i n t e r f a c e name=" I t _ a b s e n c e " r o l e =" s e r v e r " s i g n a t u r e =" Absence " / >
17 < i n t e r f a c e name=" I t _ m i s e a j o u r A b s e n c e " r o l e =" s e r v e r " s i g n a t u r e =" MiseAjourAbsence " / >
18 . . .
19 < i n t e r f a c e name=" I t _ c _ s y n c h r o n i z e _ G e s t i o n n a i r e D A b s e n c e " r o l e =" c l i e n t "
20 s i g n a t u r e =" S y n c h r o n i z e " c a r d i n a l i t y =" c o l l e c t i o n " / >
21 < i n t e r f a c e name=" I t _ s _ s y n c h r o n i z e _ G e s t i o n n a i r e D A b s e n c e " r o l e =" s e r v e r "
22 s i g n a t u r e =" S y n c h r o n i z e " / >
23 < / component >
24
25 < b i n d i n g c l i e n t =" G e s t i o n n a i r e D A b s e n c e . I t _ c _ s y n c h r o n i z e _ G e s t i o n n a i r e D A g e n d a "
26 s e r v e r =" Ges t ionna i reDAgend a . I t _ s _ s y n c h r o n i z e _ G e s t i o n n a i r e D A g e n d a " / >
27 < b i n d i n g c l i e n t =" Ges t ionna i reDAgend a . I t _ c _ s y n c h r o n i z e _ G e s t i o n n a i r e D A b s e n c e "
28 s e r v e r =" G e s t i o n n a i r e D A b s e n c e . I t _ s _ s y n c h r o n i z e _ G e s t i o n n a i r e D A b s e n c e " / >
29 . . .
Mise en œuvre des interfaces de synchronisation au niveau implémentatoire La mise en œuvre des
interfaces de synchronisation permet d’interdire tout accès simultané à une ressource. Elle repose sur le
placement des instructions de mise à jour des ressources au sein de sections critiques implémentées en
utilisant des sémaphores.
Mise en place de sections d’accès concurrents aux ressources partagées L’interdiction de l’ac-
cès multiple et simultané à une ressource est gérée au moyen de sections critiques placées au niveau des
services. On définit comme étant une section critique d’un service la fraction de code contenant tous
les accès en écriture ou en lecture à une ressource que ce soit directement, en utilisant l’affectation, ou
indirectement, de par l’appel de services modifiant la ressource.
Figure 3.24 – Mise en place des sections critiques sur les services
Ces sections critiques se traduisent par la mise en place de verrous placés au sein même des services
implémentés par le composant. Le positionnement des verrous est réalisé par analyse et instrumentation
du code. Pour cela, il faut donc déterminer le premier et le dernier accès à une ressource au sein d’un
service. Ces deux points constituent respectivement le point d’entrée et le point de sortie d’une section
critique. La taille de cette dernière doit être réduite au minimum afin de favoriser le parallélisme. Pour
cela, il faut, pour chaque service, déterminer tous les points d’entrée et de sortie possibles. La mise en
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place de cette section ne peut être réalisée que dynamiquement (i.e. pendant l’exécution) pour être la plus
fine possible. Ainsi, le positionnement d’une section critique au sein d’un service se fait en deux étapes :
1. détection des points d’entrée en section critique
D’une part, il faut déterminer tous les points d’entrée possibles pour la section critique du service.
Pour cela, il est nécessaire d’analyser le code source de chaque méthode tout en recherchant tous
les premiers accès possibles à une ressource, que ce soit un accès direct (i.e. accès par le nom de la
ressource) ou indirect (i.e. accès au moyen de méthodes). Ensuite, il faut instrumenter le code de
manière à pouvoir poser dynamiquement un verrou juste avant le premier accès à une ressource.
Pendant l’exécution, lors du passage sur un point d’entrée en section critique, il suffira de vérifier
si le verrou a bien été posé. Si ce n’est pas le cas, alors le service devra entrer en section critique
et donc poser un verrou (voir Figure 3.24) ;
2. détection des points de sortie de section critique
La deuxième étape consiste à déterminer les points de sortie de la section critique. Ainsi, pour
chaque service, il faut déterminer les points de modification d’une ressource (voir Section 3.2.3.1)
et construire le graphe de flot d’instructions. Les sommets de ce graphe représentent les instruc-
tions qui peuvent être de deux types : les instructions standard ou les instructions modifiant une
ressource. Les arcs représentent leur enchaînement. Il suffit alors de balayer ce graphe pour dé-
terminer les points de sortie de la section critique. Le cas idéal serait de libérer le verrou juste
après le dernier point d’accès à une ressource. Cependant, il faudrait anticiper le déroulement de
l’application, ce qui est impossible. Notre algorithme pour placer les outils de libération du verrou
est le suivant (voir Figure 3.25) : il faut parcourir tous les chemins du graphe et pour chaque som-
met déterminer s’il existe au moins un chemin partant de ce sommet, arrivant à un point de sortie
et passant par un point d’accès à une ressource. S’il n’en existe pas, alors ce point est considéré
comme point de sortie possible de section critique, sinon il faut continuer le parcours du chemin.
Lorsque tous les chemins ont été explorés, nous obtenons l’ensemble des points pour lesquels le
service devra libérer le verrou.
Pour chaque chemin
Pour chaque noeud N
P = {chemin p / p part du noeud N,
le dernier élément du chemin est un point de sortie possible et
p contient un point d’accès à une ressource}
Si P=⊘ alors
ajouter(N,Liste des points de sorties possibles de section critique) ;
Fin Si
Fin Pour
Fin Pour
ajouter(N,L) : méthode qui permet d’ajouter l’élément N dans la liste L.
Figure 3.25 – Algorithme de détection des sorties possibles de sections critiques
De plus, dans l’optique d’optimiser les sections critiques, nous pouvons réduire le nombre de res-
sources verrouillées (voir Figure 3.26). Quand le service démarre une section critique, toutes les res-
sources qui sont susceptibles d’être utilisées après ce point sont verrouillées. Puis, après chaque possibi-
lité de branchement dans le graphe de flot du service, toutes les ressources qui n’ont pas été utilisées et
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qui ne le seront pas peuvent être déverrouillées. A la fin de la section critique toutes les ressources qui
n’ont pas été déverrouillées doivent l’être. Ainsi, ces opérations permettent de diminuer dans certains cas
la période de verrouillage de certaines ressources.
Figure 3.26 – Optimisation de la taille de la section critique
Procédure d’entrée aux sections d’accès L’entrée d’un service en section critique se fait par l’ac-
quisition d’une autorisation matérialisée par un jeton. Deux approches sont possibles pour la gestion des
jetons.
La première technique dite « centralisée » consiste à utiliser une pile située sur un composant pour
déterminer le service qui possède le jeton. Ce dernier sera celui qui se trouve en haut de la pile. Chaque
fois qu’un service demande un jeton, son identifiant sera placé en bas de la pile. Ainsi, lorsqu’un service
devra entrer en section critique, il aura à vérifier si son identifiant se trouve en haut de la pile. La libération
du verrou consiste à supprimer le premier élément de la pile.
La deuxième stratégie est basée sur le concept de la décentralisation. Elle nécessite l’utilisation d’une
pile pour chaque composant et d’un séquenceur. La pile d’un composant doit contenir la liste des services
ayant demandés le jeton. Le premier élément de pile contient l’identifiant du service qui possède le jeton
et le dernier est l’identifiant du service qui a demandé en dernier le jeton. Lorsque le service qui possède
le jeton sort de section critique, ce dernier doit être supprimé de la pile et le second possède alors le
jeton. Un séquenceur qui se balade de composant en composant est utilisé pour ordonner les opérations
de demande d’entrée en section critique de manière à assurer la cohérence de chaque pile.
Le processus d’obtention d’un jeton est le suivant (voir Figure 3.27) : (1) lorsqu’un service veut
entrer en section critique, il demande au séquenceur un numéro. Ensuite, (2) il va enregistrer dans sa
pile ces informations et (3) envoyer sa demande aux autres composants en fournissant son identifiant
ainsi que le numéro donné par le séquenceur. (4/5/6) Lorsqu’un composant reçoit sa demande, (7/8/9) il
va positionner l’identifiant du service demandant le jeton dans sa pile en fonction du numéro fourni et
(10/11/12) renvoyer un accusé de réception. (13) Un composant possédera le jeton uniquement lorsqu’il
sera en haut de sa pile et qu’il aura reçu un accusé de réception de la part de tous les autres composants.
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Figure 3.27 – Fonctionnement des jetons
Procédure de transition de droits d’entrées aux sections d’accès concurrents Etant donné que
l’on applique la section critique au niveau des services, il faut prévoir le passage du jeton d’une méthode
à une autre. En effet, un service peut faire appel à un autre service du composant ou même d’un autre
composant. Ainsi, chaque méthode et service doivent connaître dans quel cadre ils sont appelés (i.e.
par quel service). Pour réaliser cela, il faut que les méthodes puissent se transmettre l’identifiant du
service qui les appelle afin qu’elles puissent vérifier qu’elles ont bien le bon jeton et qu’elles le libèrent
correctement.
Par exemple, si on a deux composants C1 et C2 fournissant respectivement les services A et B, le
service A du composant C1 fait appel au service B du composant C2, il faut que le service B sache qu’il
est appelé dans le cadre du service A (voir Figure 3.28). En effet, si le service A verrouille les ressources
avant d’appeler le service B, lorsque le service B s’exécute, il devra savoir qu’il possède le jeton (i.e.
afin de libérer le verrou) car le service B est inclus dans le service A. Cette opération ne peut être réalisée
que dynamiquement.
Il faut donc que chaque service puisse connaître son contexte d’exécution à savoir quel est le service
instigateur de la requête : un service doit pouvoir déterminer s’il est appelé par un autre service ou bien
s’il est appelé de manière indépendante (i.e. premier appel au service). Pour réaliser cette opération, il est
nécessaire d’introduire un nouveau paramètre optionnel à chaque service qui va permettre de déterminer
dans quel contexte est appelé ce service. Lorsque ce paramètre est indiqué, le service appelé sera dans
le cadre d’un service en cours d’exécution (i.e. le paramètre contiendra le nom du service qui utilise ce
service). Si ce paramètre n’est pas indiqué, il s’agit d’un service fourni par le composant en premier
appel. Il faut également pouvoir identifier de manière unique les services de base pour éviter les appels
concurrents à un service. Une autre contrainte qui s’impose, est le fait que l’on ne puisse pas modifier les
interfaces du composant à adapter car celles-ci peuvent être utilisées par d’autres composants de l’ap-
plication. Il faut donc créer de nouvelles interfaces contenant les services internes au composant. Ces
dernières doivent permettre de transférer le jeton de service en service.
Nous pouvons noter que la stratégie de gestion de la synchronisation nous permet de préserver une
cohérence forte sur toutes les ressources partagées. De plus, elle nous garantit l’absence d’interblocage.
Cependant, elle est relativement coûteuse comme nous pourrons l’observer dans la section 3.5. Ainsi,
il pourrait être envisagé d’appliquer différentes solutions de maintien de la cohérence en fonction des
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Figure 3.28 – Passage de jeton de services en services
ressources concernées (i.e. cohérence faible sur certaines ressources) qui permettraient d’en réduire son
coût. Une telle gestion de la synchronisation doit être spécifique au composant adapté. Dans ce cas,
elle ne peut être automatisée et donc nécessite l’intervention d’un développeur. L’étude des stratégies de
gestions des ressources partagées n’étant pas un des objectifs prioritaires de cette thèse, nous invitons le
lecteur à consulter [24, 109].
3.3.5 Gestion de la configuration du composant résultat des transformations
Afin de garantir l’interopérabilité du résultat de l’adaptation et la transparence de l’adaptation, l’as-
semblage des composants issus de la décomposition du composant adapté est encapsulé dans un com-
posant composite. Cette encapsulation nécessite la mise en œuvre de mécanismes permettant au compo-
site de communiquer avec ses sous-composants. Ces mécanismes passent par la définition d’interfaces
dédiées appelées interfaces de communication entre le composite et les sous-composants générés. Par
ailleurs, afin d’intégrer de nouveaux points de variabilité au composant issu de l’adaptation, nous avons
proposé d’intégrer au composite résultat des mécanismes lui permettant de configurer certaines proprié-
tés liées à la relation de composition. Pour permettre à un acteur externe de configurer ces propriétés,
nous dotons le composite d’une interface de configuration.
Interface de communication entre le composite et les sous-composants générés Afin de contrôler
les interactions entre le composite généré et ses sous-composants, nous introduisons dans le composite
des interfaces de communication. Ces interfaces permettent, entre autre, de transférer les messages du
composite vers les nouveaux composants générés (i.e. sous-composants) pour l’invocation de services
fournis par l’un des sous-composants ou bien des sous-composants vers le composite pour l’invocation
de services fournis par d’autres composants (autres que les sous-composants du composite résultat de
l’adaptation). Ces interfaces peuvent également permettre d’insérer du code d’adaptation en vue d’une
éventuelle adaptation fonctionnelle ; ce code s’insérant avant ou après les invocations de services.
Exemple de l’agenda-partagé
La figure 3.29 montre un exemple de communication entre le composant Agenda-partagé et l’un de
ses sous-composants (GestionnaireDeRéunion) : lorsque le composant Agenda-partagé reçoit une in-
vocation de l’un de ses services (1), il va transmettre cette invocation au sous-composant fournissant le
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service concerné en l’occurrence le composant GestionnaireDeRéunion (2). Au cours de cette invocation,
le message transmis peut éventuellement être transformé afin de procéder à une adaptation fonctionnelle.
Ensuite, lors de l’exécution du service appelé (3), il se peut que le composant invoque un service fourni
par un autre composant de l’application. Dans ce cas, le sous-composant GestionnaireDeRéunion devra
passer par le composant Agenda-partagé pour réaliser cette invocation (ceci afin de préserver l’encap-
sulation des sous-composants générés). Ainsi, le composant GestionnaireDeRéunion devra invoquer une
interface de communication du composite (4) pour accéder à des services fournis par d’autres composants
de l’application. Lors de cette invocation, le message envoyé peut également être modifié en vue d’une
adaptation fonctionnelle. Le diagramme de séquences correspondant à la réalisation de ces interfaces de
communication entre le composite et ses sous-composants est fourni dans la figure 3.30.
Figure 3.29 – Exemple d’interfaces de communication entre le composite et les sous-composants générés
Figure 3.30 – Modèle dynamique de communication entre le composite et les sous-composants générés
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Interface de configuration du composant composite Ces interfaces vont permettre de configurer
certaines propriétés du composite qui sont liées à la relation de composition. La configuration de ces
propriétés se fait en deux étapes : tout d’abord, un acteur externe de l’adaptation doit spécifier les valeurs
de chaque propriété. Ensuite, la génération du composite sera réalisée en fonction des choix établis.
Spécification des propriétés configurables La configuration de ces propriétés paramétrables du
composite issu de l’adaptation est réalisée au travers d’une spécification formulée dans un langage de
type XML dont la DTD est fournie par la figure 3.31. Cette spécification doit être fournie par un acteur
externe de l’adaptation au service d’adaptation structurelle.
1 < !ELEMENT component ( i n t e r f a c e ∗ , component ∗ , b i n d i n g ∗ , c o n t e n t ? ) >
2 < !−− i n t e r f a c e : l i s t o f component i n t e r f a c e s , component : l i s t o f sub−components ,
3 b i n d i n g : l i s t o f c o n n e c t i o n be tween component p r o v i d e d i n t e r f a c e s and
4 o t h e r component r e q u i r e d i n t e r f a c e s
5 c o n t e n t : i m p l e m e n t a t i o n c l a s s e s o f t h e component −−>
6
7 < !ATTLIST component
8 name CDATA #REQUIRED
9 d e f i n i t i o n CDATA #IMPLIED
10 c a r d i n a l i t y CDATA #IMPLIED
11 i n v _ c a r d i n a l i t y CDATA #IMPLIED
12 c o m p o s i t i o n _ l v l CDATA #IMPLIED
13 e n c a p s u l a t i o n t y p e ( " White−box " | " Black−box " | "Mix−box " )
14 i n t e r n a l −a c c e s s t y p e ( " D i r e c t " | " Composi te " )
15 s e r v i c e−p r o p a g a t i o n t y p e ( " CompositeToComponent " | " ComponentToComposite " )
16 >
Figure 3.31 – Spécification des propriétés configurables du composite
Mise en œuvre des propriétés configurables Certaines propriétés, en l’occurrence celles liées à
la structure du composite, à savoir la cardinalité (i.e. nombre de sous-composants pouvant appartenir à
un objet composite via un lien de composition), la cardinalité inverse (i.e. nombre de composites qui
peuvent se partager à un même sous-composant via un lien de composition) et le niveau de composition,
peuvent être directement contrôlés au moment de l’étape de spécification du résultat de l’adaptation.
En ce qui concerne les propriétés liées au comportement du composite comme l’encapsulation, l’ac-
cessibilité interne ou le cycle de vie, la mise en œuvre de certaines configurations peut entraîner des
traitements (i.e. analyse et instrumentation) au niveau des codes sources générés par le processus d’adap-
tation.
• Le degré d’encapsulation des sous-composants
L’encapsulation des sous-composants fait référence à leur visibilité et à leur accessibilité vis-à-
vis des autres composants de l’application. Cette propriété doit être mise en œuvre au cours de
l’étape d’intégration du processus d’adaptation structurelle. Si les acteurs externes de l’adaptation
ont paramétré le composite comme étant « boîte blanche », les sous-composants sont accessibles
et manipulables directement. Cette configuration implique une faible considération de la notion
d’encapsulation des composants. Ainsi, les autres composants de l’application (i.e. autres que
ceux contenus dans le composite) peuvent accéder aux services issus de l’adaptation. Ce qui est
en contradiction avec la première propriété sur le contrôle de l’intégration (i.e. propriété de trans-
parence). Pour remédier à ce problème, il est nécessaire de mettre en place un système d’authenti-
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fication des composants. Chaque fois qu’un composant fait appel à un service issu de l’adaptation,
il doit s’identifier afin de poursuivre l’exécution de ce service. Chaque sous-composant doit donc
connaître la liste des autres sous-composants du composite afin de pouvoir les identifier. Cette
solution passe par l’instrumentation du code de ces services.
Le cas des composants mixtes est similaire à celui des « boîtes blanches ». En effet, étant donné
que certains de ses sous-composants sont accessibles directement, la mise en place d’un système
d’authentification sur les services issus de l’adaptation qui sont fournis par les composants visibles
est nécessaire.
Concernant les composants « boîtes noires » et « boîtes grises », le composite fait l’office de filtre
vis-à-vis des services fournis par les sous-composants (i.e. forte encapsulation). Les autres com-
posants de l’application ne peuvent donc pas accéder aux services issus de l’adaptation. Dans ce
cas, l’authentification n’est pas obligatoire.
• L’accessibilité interne entre sous-composants
La propriété d’accessibilité interne permet de spécifier comment un sous-composant accède à un
autre sous-composant du composite. Cette propriété peut être configurée de la manière suivante :
l’accès peut être effectué via le composant composite ou bien via une référence directe vers le
sous-composant en question.
Le premier cas (i.e. accès au sous-composant par l’intermédiaire du composite) permet de préparer
le composant à une possible adaptation fonctionnelle. En effet, comme toutes les invocations de
services transitent par le composite, il devient alors facile d’analyser les interactions entre les
sous-composants et de procéder à des pré ou des post-traitements. Le composite fournit ainsi les
services d’un connecteur (i.e. centralisation des traitements). Dans ce cas, la mise en œuvre de
cette propriété nécessite l’introduction de nouvelles interfaces au niveau du composite permettant
de réaliser les connexions. En fait, les interfaces requises du sous-composant vont être connectées
aux nouvelles interfaces fournies du composite qui vont permettre de déléguer les invocations de
services au travers de liens d’exportation. Cependant afin de respecter la propriété de transparence,
les nouvelles interfaces ainsi créées ne devront pas être accessibles aux autres composants de
l’application. Ainsi, des systèmes d’identification de composants devront être mis en place afin de
filtrer l’accès à ces services.
Dans le deuxième cas (i.e. accès direct entre les sous-composants), le traitement des interactions
pourra être réalisé au niveau des connecteurs entre les composants (i.e. décentralisation des traite-
ments). Contrairement à la première approche, aucune interface additionnelle n’est requise.
• Le cycle de vie du composite et de ses sous-composants
La gestion du cycle de vie est relative aux différentes stratégies envisageables lors de l’instan-
ciation, de l’arrêt (i.e. dépendances comportementales) ou de la suppression (i.e. dépendances
existentielles) du composite ou bien de l’un de ses sous-composants.
La mise en œuvre des propriétés configurables liées au cycle de vie du composant composite et
de ses sous-composants passe par la mise en place de connecteurs de coordination entre les dif-
férentes entités mises en jeu. Le rôle de ces connecteurs va être d’appliquer la stratégie choisie
par un acteur externe de l’adaptation lors de la destruction (pour le cas des dépendances existen-
tielles) ou de l’arrêt (pour le cas des dépendances comportementales) du composite ou de l’un de
ses sous-composants. Par exemple, lorsqu’un sous-composant est détruit, le connecteur de coordi-
nation détecte cet évènement et le notifie aux autres sous-composants et au composite qui seront
alors détruits ou non en fonction de la politique adoptée.
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• La propagation de services
Si la propriété de propagation de services est spécifiée comme étant du composite vers ses sous-
composants, les services fournis par le composite doivent être fournis par ses sous-composants.
Ainsi, de nouvelles interfaces correspondant aux services du composite doivent être introduites
dans les sous-composants. Celles-ci vont permettre de déléguer les invocations de services d’un
sous-composant vers le composite.
Si la propriété de propagation de services est spécifiée comme étant des sous-composants vers
le composite, les services fournis par les sous-composants doivent être fournis par le composite.
Ainsi, de nouvelles interfaces correspondant aux services des sous-composants doivent être in-
troduites dans le composite. Celles-ci vont permettre de déléguer les invocations de services du
composite vers le sous-composant le fournissant.
3.4 Modèle étendu du composant support à l’adaptation structurelle pour
la gestion de la distribution
Comme nous l’avons évoqué précédemment, la majorité des applications de l’adaptation structurelle
prévoit un déploiement distribué du composant issu de la restructuration. Or, un composant conforme à
notre processus de transformation structurelle ne peut être distribué de manière ad-hoc. De ce fait, nous
proposons dans cette section un modèle étendu permettant de prendre en compte la distribution.
3.4.1 Analyse des besoins par rapport au modèle de la distribution
Un composant composite distribué est un composant dont les sous-composants peuvent être déployés
sur différents sites. Le modèle de composants distribués que nous proposons doit répondre aux proprié-
tés définies dans le cadre de notre processus (i.e. intégrité, cohérence, transparence, interopérabilité et
autonomie). Par ailleurs, afin d’améliorer le résultat de la distribution en termes de maintenabilité, nous
fixons de nouvelles propriétés :
• visibilité de la structure interne
Pour des raisons de maintenabilité, la structure interne du composant structurellement adapté dis-
tribué doit rester visible. Ainsi, sur chaque site de déploiement du composant, sa structure interne
en termes de composants et de connexions entre ces composants doit être identique ;
• encapsulation des composants distribués
La distribution du composant issu de l’adaptation ne doit pas altérer les propriétés d’encapsulation
du composite ; ceci pour des raisons de sécurité. Ainsi, les sous-composants déployés sur des sites
différents de celui initialement prévu ne doivent pas être directement accessibles par les autres
composants de l’application ;
• transparence de la distribution
La mise en œuvre de la distribution doit être réalisée de manière transparente pour les sous-
composants qui ont été générés lors de la fragmentation. Ainsi, les sous-composants doivent pou-
voir s’envoyer des messages sans savoir qu’ils sont déployés sur des machines. De plus, l’implé-
mentation des composants destinés à être déployés sur une machine ne doit pas être modifiée.
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Nous distinguons alors trois modèles de distributions possibles pour le composant structurellement
adapté obtenu suite à l’application de notre processus de transformation structurelle :
• un modèle de distribution à faible niveau d’encapsulation
La première solution possible (voir Figure 3.32, cas B) consiste à déployer les sous-composants
sur différents sites et le composite (dont l’instance ne contient aucun sous-composant) sur le site
principal. Des interfaces de connexion sont alors utilisées pour transférer les messages du com-
posite vers les sous-composants pouvant être déployés sur le site local ou bien sur un site distant
(i.e. liens d’exportation). Les sous-composants sont alors connectés entre eux par l’intermédiaire
de liaisons pouvant être locales ou distantes.
Cette stratégie impose une accessibilité directe des sous-composants sur leur site de déploiement
étant donné qu’ils ne sont plus encapsulés dans un composant composite ; ce qui est contraire aux
principes de composants « boîtes noires » ou « boîtes grises ». Par ailleurs, la structure interne du
composite reste floue car ce dernier ne contient que des connecteurs. Cette stratégie ne peut donc
pas être envisageable ;
• un modèle de distribution à base de proxys
La deuxième solution (voir Figure 3.32, cas C) consiste à utiliser des composants « proxys » (i.e.
représentation du composant distant) au sein du composant composite tout en déployant les sous-
composants de manière ad-hoc sur les différents sites. Les proxys créés sont utilisés afin d’accéder
aux composants distants. Cette stratégie permet d’améliorer la visibilité de la structure du compo-
sant composite. Cependant, l’encapsulation des composants déployés sur des sites distants reste
inexistante. De ce fait, cette stratégie ne peut pas être utilisée ;
• un modèle de distribution par copies du composite
La dernière solution (voir Figure 3.32, cas A), que nous avons choisie, réside dans la création
d’un composant composite sur chaque site d’implantation du composant. Cette solution permet de
préserver une encapsulation forte des composants créés. Une instance du composant composite est
chargée sur chaque site qui contient une partie de ce composant (i.e. au moins un sous-composant).
Néanmoins, le composant composite entier n’est pas instancié sur chaque site. En fait, différentes
copies du composant composite sont instanciées. Chaque instance se compose d’un ensemble de
composants locaux fournissant les services proposés par le composite et d’un ensemble de compo-
sants virtuels utilisés comme composants de connexion entre les instances du composite déployées
sur différents sites.
Nous pouvons noter que les composants virtuels ne sont pas appelés composants « proxys » car
leur rôle ne se limite pas à de l’invocation de services. En fait, les composants virtuels sont des
réifications de connecteurs de communication. Au delà de leur rôle de base qui est la transmission
des invocations de services à des composants distants, ils peuvent être utilisés notamment pour
introduire du code d’adaptation en vue de réaliser une adaptation fonctionnelle du composant
adapté (au travers de pré-conditions ou de post-conditions).
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Figure 3.32 – Transformation d’un composant centralisé en un composant distribué
3.4.2 Modèle de gestion de la distribution
Le modèle de distribution de composants composites que nous proposons est constitué de deux par-
ties (voir Figure 3.33). La première partie est consacrée à la gestion de la distribution au niveau du
contenu du composant composite et la seconde, au contrôle de la distribution. Concernant la partie «
contenu », un composant composite distribué est constitué de plusieurs copies différentes de ce compo-
sant (voir Figure 3.35). En fait, une copie du composite doit être instanciée sur chaque site d’implanta-
tion en fonction de la spécification de la distribution. Chacune de ces copies doit contenir un ensemble
de composants locaux (i.e. composants déployés sur le site en question) ainsi qu’un ensemble de com-
posants virtuels (i.e. composant de connexion). En ce qui concerne la partie « contrôle », celle-ci est
constituée d’un composant de distribution permettant d’assurer les communications entre les différentes
copies de ce composant composite distribué. Ce composant est constitué de deux sous-composants qui
sont : un composant de nommage et un composant de transfert.
3.4.2.1 Composants virtuels
Pour réaliser les communications distantes entre les composants locaux des différentes copies du
composite issu de l’adaptation, et déployées sur différents sites, il est nécessaire d’introduire de nou-
veaux mécanismes. Ces mécanismes sont mis en œuvre par un nouveau type de composants appelés «
composants virtuels ».
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Figure 3.33 – Modèle de composants composites distribués
Rôle et comportement des composants virtuels Un composant virtuel est utilisé comme un connec-
teur entre un composant local et un composant distant. En effet, un service d’un composant local peut
appeler un service distant comme si celui-ci était fourni par un composant local (i.e. le code fonction-
nel des composants locaux n’est pas modifié). Le composant virtuel fournit les mêmes services que le
composant distant. Néanmoins, les services fonctionnels ne sont pas exécutés sur ce composant. Les
composants virtuels sont utilisés afin de transférer des messages entre les composants locaux et distants
(i.e. services de délégation). Ainsi, les connexions distantes sont réalisées seulement d’un composant
virtuel vers un autre composant virtuel car seulement ces composants ont la capacité d’envoyer et de
recevoir des messages dans une infrastructure distribuée. Imaginons, par exemple, que lorsqu’un service
du composant GestionnaireDeReunion appelle un service qui est fourni par un composant distant Ges-
tionnaireDAgenda, le composant GestionnaireDeReunion envoie un message au composant virtuel de
GestionnaireDAgenda. Puis, cet appel est transformé en appel du composant virtuel de GestionnaireDe-
Reunion au composant GestionnaireDAgenda. Cette transformation est réalisée à travers une connexion
distante entre le composant virtuel de GestionnaireDAgenda et le composant virtuel de GestionnaireDe-
Reunion (i.e. sur le site distant).
Mise en œuvre et implémentation des composants virtuels Un composant virtuel fournit les mêmes
interfaces que ceux du composant distant cependant son implémentation (i.e. code des services) est dif-
férente. En fait, le code fonctionnel est remplacé par du code de contrôle permettant d’invoquer des
services distants du composant distribué. Deux interfaces sont ajoutées à ce composant virtuel : l’une est
requise et permet au composant d’envoyer des messages au composant distant et l’autre est fournie et
permet au composant de recevoir des messages du composant distant. Ces deux interfaces assurent les
communications distantes. Les connexions entre les composants virtuels sont générées par l’analyse de
la description de l’architecture de l’application.
Exemple de l’agenda-partagé
Par exemple, quand un composant local GestionnaireDAgenda déployé sur le site 1 est lié à un composant
distant GestionnaireDeReunion déployé sur le site 2 (i.e. une interface requise du composant Gestion-
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Figure 3.34 – Diagramme de séquences du processus de distribution entre deux composants
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naireDAgenda est liée à une interface fournie du composant GestionnaireDeReunion), deux composants
permettant d’assurer la connexion sont générés : l’un relie l’interface fournie du composant VirtualGes-
tionnaireDeReunion (i.e. composant virtuel du GestionnaireDeRunion sur le site 1) à l’interface requise
du composant VirtualGestionnaireDAgenda (i.e. composant virtuel de GestionnaireDAgenda sur le site
2) et l’autre, l’interface fournie du composant VirtualGestionnaireDAgenda à l’interface requise de Vir-
tualGestionnaireDeReunion. Les communications entre les composants VirtualGestionnaireDAgenda et
VirtualGestionnaireDeReunion sont réalisées par l’intermédiaire de ces deux nouvelles interfaces.
Cette stratégie d’utilisation de composants virtuels pour gérer les appels distants de services fournis
par des composants déployés sur des machines distantes facilite la mise en œuvre d’une éventuelle adap-
tation fonctionnelle (i.e. adaptation du comportement du composant). En effet, du code d’adaptation peut
être inséré avant ou après les invocations des services distants. Ainsi, les composants virtuels peuvent
être considérés comme une réification en composants des connecteurs de communication (i.e. gestion
des communications entre les composants locaux et distants) et des connecteurs d’adaptation.
3.4.2.2 Composants de distribution
Pour que ces composants virtuels puissent communiquer entre les différentes copies du composant,
ils doivent utiliser des mécanismes de communication réseau de bas niveau : ils doivent connaître les
adresses réseaux de chaque site de déploiement des différentes copies et pouvoir accéder à des protocoles
de communication réseau (TCP/IP, UDP, etc.) pour le routage des messages échangés.
Ces services sont introduits au travers d’un composant non fonctionnel dédié, déployé sur chaque site
et connecté aux composants virtuels qui y sont présents. Ce composant de contrôle, appelé composant
de distribution est donc chargé d’assurer des communications distantes entre les composants virtuels. Il
est composé de deux sous-composants :
• un composant de transport : il permet aux composants virtuels de mettre en œuvre les communica-
tions distantes. En effet, les services fournis par le composant du transport permettent d’empaque-
ter et déballer les messages qui sont échangés entre les composants locaux et distants, d’initialiser
les connexions à travers les protocoles réseaux disponibles, etc. ;
• un composant de nommage : il permet au composant de transport de trouver l’adresse du site sur
lequel les services composants locaux sont instanciés. En effet, les services fournis par le compo-
sant de nommage permettent de rechercher et de localiser les composants distants.
Comme nous avons expliqué précédemment, différentes instances de composant sont chargées sur
des sites de déploiement de l’application. Comme une copie du composant composite est créée sur
chaque site, les services non fonctionnels (i.e. services permettant de contrôler le contenu du composant,
services permettant de contrôler les connexions entre les composants, services permettant de contrôler le
cycle de vie du composant, etc.) sont dupliqués. Ainsi, nous devons assurer la communication et la cohé-
rence entre les instances des composants au niveau de la couche de contrôle afin de préserver l’intégrité
du composant logiciel. Par exemple, quand le composant composite est activé (i.e. appel aux services du
contrôleur du cycle de vie), les autres instances qui sont chargées sur les sites distants doivent activer
leur propre copie du composite. Cette opération peut être réalisée en utilisant l’instrumentation du code
des services de contrôle.
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Figure 3.35 – Transformation d’un composant centralisé en un composant distribué
3.5 Étude et analyse des performances du modèle proposé
Comme nous l’avons mentionné précédemment dans nos motivations, notre approche a pour princi-
pal objectif de permettre le déploiement de composants logiciels dans des environnements dans lesquels
ils n’auraient pas pu être déployés, du fait des ressources trop limitées. Cependant, la mise en œuvre de
notre processus entraîne un surcoût, notamment lié à la gestion de la communication et de la synchroni-
sation entre les différents sous-composants issus de l’adaptation bien que l’apport lié à la parallélisation
du composant ne soit pas négligeable. En effet, le surcoût lié à l’adaptation structurelle du composant
(Cglobal) correspond à la somme des coûts engendrés par l’assemblage des nouveaux composants géné-
rés moins le gain dû à la parallélisation du code (Gparal) (3.1). En fait, durant l’assemblage du nouveau
composant, résultat de l’adaptation, nous avons introduit de nouvelles opérations nous permettant de
garantir le comportement du composant généré : ces opérations sont dues à la matérialisation des dépen-
dances comportementales (Ccomp) et aux opérations de notification (Cnotif ) ainsi que de synchronisation
(Csynch).
Cglobal = Ccomp + Cnotif + Csynch −Gparal (3.1)
Le surcoût lié à la mise en place des dépendances comportementales (3.2) est essentiellement dû à
la transformation d’un appel de méthode au sein d’une classe d’implémentation à un appel de service
fourni par un autre composant qui a été généré lors de la décomposition du composant initial ainsi que
du coût de transfert de l’invocation du service si ce dernier est déployé sur un composant distant.
Ccomp = m ∗ a ∗∆ tel que ∆ = CS/C − CM/O + CTS (3.2)
m : nombre de services fournis par le composant initial
a : nombre d’appels de service
CS/C : coût d’un appel d’un service
CM/O : coût d’un appel d’une méthode
CTS : coût de transfert d’un message vers un composant distant
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Ce surcoût relatif à la mise en œuvre des dépendances comportementales est donc fortement lié au
modèle utilisé pour implémenter les composants logiciels qui doivent être adaptés. En effet, le coût de
l’appel d’un service fourni par un composant est différent suivant le modèle de composants utilisé et
sa plate-forme d’implémentation. Par exemple, si l’on considère le modèle de composants Fractal et
sa plate-forme Julia, le surcoût lié à la transformation d’un appel de méthode en appel de service est
négligeable car de nombreux mécanismes de raccourcis sont mis en œuvre. En effet, nous avons constaté
que le rapport entre la durée d’invocation d’une méthode et celle d’un service déployé sur une même
machine est en moyenne de 3.42 ·10−4. Concernant le coût de transfert d’un message vers un composant
distant, ce dernier dépend des caractéristiques techniques de l’infrastructure distribuée (bande passante,
etc.) ainsi que de son taux d’utilisation. Ce coût n’est pas négligeable mais est nécessaire dans la mise
en place de la distribution du composant.
A cause du partage de ressources entre plusieurs composants, nous avons introduit des opérations de
notification (3.3) et de synchronisation (3.4) afin de préserver la cohérence du composant. La notification
permet à un composant d’informer les autres composants partageant une même ressource de la mise à
jour de celle-ci, en envoyant un message à la fin de chaque section critique. Le coût de ces échanges
dépend du type de réseau utilisé et de la bande passante disponible. Les opérations de synchronisation
permettent de gérer l’accès multiple et simultané à une ressource par la création des sections critiques
qui donnent l’exclusivité des droits d’accès à un service pendant une certaine durée. L’objectif est donc
de diminuer au minimum la durée de ces sections critiques afin d’augmenter le gain lié au parallélisme.
Cnotif = n ∗m ∗ r ∗ c ∗ CR/C tel que CR/C = n ∗ 2 ∗ CS/C + CR/M (3.3)
Csync = n ∗m ∗ c ∗ CSc/C tel que CSc/C = n ∗ 4 ∗ CS/C + CAsc/M (3.4)
n : nombre de composants générés
m : nombre de services fournis par le composant initial
r : nombre de ressources partagées
c : nombre de sections critiques dans un service
CR/C : coût de notification de mise à jour
CR/M : coût de mise à jour de l’état d’une ressource
CSc/C : coût de la mise en place de la section critique
CAsc/M : coût d’entrée en section critique
Le gain lié à la parallélisation du code dépend, quant à lui, des ressources fournies (vitesse du proces-
seur, mémoire vive disponible, etc.) par les sites sur lesquels vont être déployés les services du compo-
sants en question ainsi que des performances du réseau (bande passante, taux d’occupation, etc.). Ainsi,
ce gain dépend fortement de l’architecture matérielle sur laquelle est déployée l’application.
Bien que le gain lié à la parallélisation du code ne soit généralement pas négligeable, le surcoût lié à
l’assemblage du composant généré et au maintien de la cohérence peut être supérieur. Cependant, comme
nous l’avons précisé dans nos motivations, notre objectif n’est pas d’améliorer les performances du com-
posant mais plutôt de lui assurer une continuité de service quel que soit son contexte d’exécution. De
plus, la parallélisation du code requise par la situation implique obligatoirement la mise en place de pro-
cessus de maintien de la cohérence des ressources partagées par les différents fragments de l’application.
Ainsi, le surcoût réel (i.e. surcoût ne prenant pas en considération le coût engendré par les opérations
à réaliser obligatoirement pour assurer la continuité de service de l’application) lié à notre approche de
ré-ingénierie est négligeable.
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3.6 Conclusion
Nous avons présenté dans ce chapitre une approche permettant de réaliser l’adaptation structurelle de
composants existants par leur ré-ingénierie. Cette adaptation est réalisée par l’intermédiaire d’un proces-
sus de transformation structurelle semi-automatique constitué de deux étapes nécessitant le code source
du composant à adapter. La première étape consiste à fragmenter le composant adapté en fonction d’une
spécification fournie par un acteur de l’adaptation. La deuxième étape est quant à elle dédiée à l’as-
semblage des composants générés et à son intégration dans l’application. Une autre étape, optionnelle
peut être insérer au processus. Elle offre la possibilité aux acteurs de l’adaptation de configurer certaines
propriétés du composant résultat du processus de transformation ou de lui intégrer de nouvelles proprié-
tés telle que la distribution. Ce processus repose sur un modèle de composants auquel tout composant
structurellement adapté doit être conforme afin de garantir son comportement.
Nous avons alors évalué notre approche d’adaptation structurelle par la ré-ingénierie de composants
existants. Cette évaluation nous a permis de constater que notre approche d’adaptation structurelle en-
gendre un surcoût pouvant être diminué par la parallélisation des services et la prise en compte des
ressources disponibles sur chaque site de déploiement d’un composant. Cependant, ce surcoût est indis-
pensable pour garantir la continuité de service d’un composant ou d’une application.
Dans ce chapitre, la transformation d’un composant existant pour le rendre structurellement adapté
est réalisée de manière statique ; ce qui impose l’arrêt du composant pour réaliser l’adaptation. Néan-
moins, il est clair que, dans certains cas, où la continuité de service est primordiale, l’approche statique
que nous avons proposée, ne peut répondre à ce type d’attente. En se basant sur ces considérations, notre
objectif, par la suite, va être de proposer une approche permettant la restructuration dynamique d’un
composant logiciel. Un composant pourrait alors adapter sa structure en fonction des variations de son
contexte d’exécution (voir Chapitre 4).
De plus, nous avons pu noter que la spécification du résultat de l’adaptation (i.e. spécification de
la structure interne attendue) est fournie par un acteur externe de l’adaptation ; ce qui peut être un in-
convénient majeur dès lors que l’adaptation est réalisée dynamiquement dans des environnements où le
contexte d’exécution change en permanence tels que les environnements ubiquitaires. Ainsi, notre objec-
tif dans le chapitre suivant est d’automatiser les actions de spécification du résultat de l’adaptation mais
aussi de déclenchement de phases d’adaptation.
CHAPITRE 4
Auto-adaptation
structurelle de
composants logiciels
4.1 Introduction
Dans le chapitre précédent, nous avons étudié l’adaptation structurelle par la ré-ingénierie de compo-
sants logiciels existants. Cette stratégie que l’on peut qualifier de « statique » impose l’arrêt du composant
pour réaliser l’adaptation. Néanmoins, il est clair que, dans certains cas, où la continuité de service est
primordiale, l’approche que nous avons proposée ne peut répondre à ce type d’attente. Ainsi, notre objec-
tif, dans ce chapitre, est de proposer une approche permettant la restructuration d’un composant logiciel
pendant son exécution.
Dans certains types d’environnements, tels que les environnements ubiquitaires, le contexte d’exé-
cution d’une application évolue en permanence. De ce fait, une application ou un composant logiciel
exécuté dans un tel contexte, peut fournir un ensemble de services à un instant et, à l’instant suivant, il
peut ne plus être en mesure de les fournir car, par exemple, les ressources requises à leur exécution sont
devenues insuffisantes ou bien les services sont devenus inappropriés à la situation.
Du fait de l’évolution permanente du contexte d’exécution d’une application, il ne peut être envisagé
une adaptation manuelle de chaque composant à cause d’une part, du temps de réaction (relatif au dé-
clenchement et à la paramétrisation de l’adaptation) qui peut être variable en fonction des situations et
d’autre part, du coût lié à la maintenance. En effet, un administrateur doit, pour garantir la continuité de
service de l’application, analyser le contexte en permanence afin de déclencher une phase d’adaptation,
de la paramétrer et de vérifier son résultat. Or, compte tenu de la rapidité d’évolution du contexte, cette
stratégie n’est envisageable.
Ainsi, la seule solution envisageable dans ce type de situation est l’automatisation de la prise de
décisions et de la réalisation de l’adaptation. Dans ce cas, l’application doit elle-même prendre en consi-
dération les changements de son contexte d’exécution en s’adaptant automatiquement à des situations
nouvelles.
En se basant sur ces considérations, notre objectif, dans ce chapitre, est de proposer une approche
d’auto-adaptation structurelle de composants logiciels. Une telle approche impose aux composants d’être
dotés de mécanismes permettant d’automatiser les prises de décisions et la réalisation de l’adaptation de
manière dynamique. Nous appliquerons alors ces mécanismes d’auto-adaptation à un type particulier
d’environnement : les environnements ubiquitaires.
La mise en œuvre de l’auto-adaptation sur un composant (i.e. adaptation niveau micro) peut avoir
des impacts sur les autres composants de l’application. De ce fait, nous envisageons également d’étendre
notre stratégie afin d’adapter une application d’un point de vue global (i.e. adaptation niveau macro).
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4.2 Objectif et proposition : l’auto-adaptation structurelle dynamique
4.2.1 Objectif général et analyse des besoins
Nous définissons l’auto-adaptation structurelle d’un composant logiciel comme étant la capacité du
composant à modifier automatiquement sa structure en fonction de son contexte d’exécution courant.
Ainsi, un composant disposant d’une telle capacité doit être capable d’acquérir des informations sur
son contexte afin de générer une structure adaptée à la situation. Un composant structurellement auto-
adaptatif doit donc être capable de réaliser lui même ces opérations. Pour cela, nous devons proposer
un modèle de composants structurellement auto-adaptatifs intégrant ces trois phases. De plus, afin
de prendre en compte les composants existants, nous devrons proposer un processus de ré-ingénierie
permettant d’obtenir un composant conforme à ce modèle à partir d’un composant existant.
1. Acquisition du contexte
Tout d’abord, un composant auto-adaptatif doit disposer de mécanismes lui permettant d’acquérir
des informations sur son contexte d’exécution qui peuvent avoir des impacts sur la structure du
composant à adapter. De ce fait, il est indispensable de définir précisément un modèle de contexte
pertinent (i.e. contexte ayant une influence sur la structure d’un composant) afin de faciliter la
prise de décisions au niveau du déclenchement et de la spécification de l’adaptation. Le modèle de
contexte pertinent que nous proposons est détaillé dans la section 4.3.1 ;
2. Prise de décisions
Un composant auto-adaptatif doit disposer de mécanismes lui permettant de traiter les informa-
tions contextuelles acquises afin de prendre les décisions nécessaires à son adaptation. La prise de
décisions fait référence à deux activités entrant dans le cadre de l’auto-adaptation :
(a) le déclenchement de l’adaptation
La première des activités de prise de décisions dans le cadre de notre approche d’auto-
adaptation est relative au déclenchement de l’adaptation structurelle du composant. Cette
activité doit être réalisée en fonction du contexte d’exécution du composant : si le composant
détecte un changement significatif dans son contexte, celui-ci doit déclencher une adaptation
structurelle. Ainsi, il est nécessaire de concevoir une stratégie de déclenchement de l’adap-
tation permettant de définir les variations de contexte au delà desquelles une adaptation doit
être réalisée ;
(b) la spécification du résultat de l’adaptation
Une fois l’adaptation déclenchée, le composant doit déterminer lui même une structure adap-
tée à son nouveau contexte d’exécution. Pour cela, il est nécessaire de proposer une stratégie
de génération automatique de la spécification d’une structure pour le composant, qui
soit adaptée à la nouvelle situation.
3. Réalisation de l’adaptation structurelle
Enfin, la dernière phase de l’auto-adaptation consiste à modifier de manière dynamique la structure
du composant afin de la rendre conforme à la spécification générée lors de la phase précédente et
à se redéployer si nécessaire. Ainsi, le composant doit être structurellement et dynamiquement
adaptable.
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Figure 4.1 – Processus d’auto-adaptation structurelle dynamique
4.2.2 Objectif et analyse des besoins relatifs aux environnements ubiquitaires
Dans le cadre de notre application aux environnements ubiquitaires, notre objectif est de proposer
une stratégie d’auto-adaptation permettant à un composant de prendre en compte certaines propriétés de
l’ubiquité telles que l’hétérogénéité des moyens d’exécution et de communication, les variations des res-
sources disponibles ainsi que l’ouverture du système, tout en maintenant une certaine qualité de service
pour l’utilisateur de l’application.
En fait, l’auto-adaptation structurelle d’un composant logiciel dans un tel environnement a pour
objectif de réaliser l’adéquation entre son architecture logicielle (i.e. sous-composants, connecteurs et
configuration) et l’architecture matérielle disponible (i.e. composants matériels1, connecteurs matériels
et configuration) tout en tenant compte de l’utilisateur et des éventuelles déconnexions de sa machine
et des autres sites de déploiement de l’application. Cette adéquation doit être réalisée en garantissant la
continuité de service mais également en assurant la meilleure qualité de service possible.
Concernant le premier objectif, un composant doit pouvoir détecter si les ressources matérielles four-
nies par son site de déploiement sont suffisantes pour garantir sa continuité de service. C’est pourquoi il
doit comparer, durant son exécution, les ressources matérielles qu’il requiert pour fonctionner avec celles
disponibles sur son site de déploiement. Si ces ressources matérielles se révèlent insuffisantes, il doit
s’adapter automatiquement de manière à assurer sa continuité de service. L’adaptation réside alors dans
sa fragmentation en sous-composants fournissant chacun un sous-ensemble de services fournis par le
composant adapté. Ces sous-composants seront alors redéployés sur les différents nœuds de l’infrastruc-
ture distribuée disponible, en fonction du contexte ; le choix des sites de déploiement étant primordial
pour garantir la continuité de service.
La qualité de service peut, quant à elle, être garantie en assurant une meilleure répartition des charges
liées à l’utilisation de ses services. De la même manière que précédemment, un composant peut être
fragmenté en sous-composants distribués sur l’infrastructure disponible. Le choix de la répartition des
services fournis par chaque sous-composant ainsi que leur site de déploiement est crucial pour assurer
une répartition des charges optimale. Ainsi, la nouvelle structure du composant doit être déterminée en
fonction de son contexte courant.
1Nœuds de l’infrastructure distribuée.
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Figure 4.2 – Adaptation structurelle dynamique en fonction du contexte
Par exemple, la figure 4.2 montre un composant C1 qui est déployé sur une machine à ressources
limitées (site1). Imaginons que pendant l’exécution du composant C1, la répartition des charges exis-
tante soit remise en question du fait de l’évolution de l’infrastructure de déploiement (ici, la capacité
mémoire disponible sur Site1 devient insuffisante pour garantir la continuité des services du composant
C1 sur ce site). Dans ce cas, C1 doit réagir en s’adaptant à ces nouvelles conditions d’utilisation. Une
solution consiste à fragmenter C1 en quatre nouveaux composants appelés C2, C3, C4, C5. Ensuite, ces
derniers sont redéployés sur des nœuds de l’infrastructure déterminés en fonction du contexte : C2 est
déployé sur site1 car, d’une part, les ressources disponibles sur site1 sont suffisantes pour le déployer
et, d’autre part, les services qu’il propose font partie des services les plus utilisés par l’utilisateur de
ce site. Il est donc préférable de déployer le composant C2 sur site1 car en cas de déconnexion de ce
site à l’infrastructure, les services qu’il fournit resteront disponibles à l’utilisateur ; les composants C4 et
C5 sont déployés sur Site2 qui est une unité fixe de l’infrastructure (donc le risque de déconnexions de
Site2 à l’infrastructure distribuée est minimum) dotée de caractéristiques largement supérieures à celles
proposées par site1 (par exemple, meilleure capacité de stockage, plus grande vitesse de processeur, etc.)
et dont les ressources sont suffisantes pour déployer ces deux composants ; et enfin, le composant C5
est déployé sur Site3 car d’une part, ce dernier dispose des ressources nécessaires à son déploiement et
à son exécution et d’autre part, sur ce site, est déjà déployé un ensemble de composants contenus dans
l’application et utilisant fortement les services fournis par le composant C5. Ainsi, le déploiement de C5
sur Site3 permettra de diminuer la fréquence de communications distantes entre Site1 et Site3 et donc,
améliorer les performances de l’application.
Ainsi, l’adaptation structurelle du composant C1 aura permis de conserver la continuité de service de
l’application mais aussi d’améliorer sa qualité de service. En effet, les composants C4 etC5 sont déployés
sur une machine dotée de meilleures caractéristiques techniques donc le temps d’exécution des services
fournis par ces deux composants sera diminué (ce qui peut compenser les pertes liées à la communication
distante entre les deux machines : Site1 et Site2). De plus, le composant C5 est déployé Site3 ; ce qui
permet de réduire la fréquence des connexions distantes entre les composants de l’application.
4.3 Démarche d’auto-adaptation structurelle dynamique
Tout d’abord, nous devons établir un modèle dynamique de l’auto-adaptation structurelle afin de
montrer les différents états dans lesquels un composant peut se trouver au cours de son adaptation ainsi
que les transitions entre ces états. Ce modèle est présenté dans la figure 4.3.
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In i t i a l i sa t ion
R é a l i s a t i o n  d e  l ’ a d a p t a t i o n
D é g r a d a t i o n
E x é c u t i o n
G é n é r a t i o n  s t r u c t u r e
c h a n g e _ c t x t
D é p l o i e m e n t _ o k = t r u e
D é p l o i e m e n t _ o k = f a l s e
r u l e s [ D é p l o i e m e n t C x t ]
r u l e s [ E x p l o i t a t i o n C x t ]
r u l e s [ A p p l i c a t i o n C x t ]
E v a l u a t i o n  c o n t e x t e
r u l e s [ D é p l o i e m e n t C x t ]
r u l e s [ A p p l i c a t i o n C x t ]
S t r u c t _ C h a n g e = t r u e
S t r u c t _ C h a n g e = f a l s e
r u l e s [ D é p l o i e m e n t C x t ]
r u l e s [ E x p l o i t a t i o n C x t ]
r u l e s [ A p p l i c a t i o n C x t ]
A t t e n d r e
D é g r a d a t i o n _ o k = t r u e
D é g r a d a t i o n _ o k = f a l s e
c h a n g e _ c t x t
R e d é p l o i e m e n t
B e s o i n _ r e d e p l o i e m e n t = t r u e
B e s o i n _ r e d e p l o i e m e n t = f a l s e
Figure 4.3 – Modèle dynamique de l’adaptation
L’état Initialisation correspond au démarrage d’un composant. Cette phase est immédiatement suivie
d’une évaluation de la compatibilité des différentes contraintes de ce composant avec l’architecture ma-
térielle disponible (les ressources disponibles sont-elles suffisantes pour garantir la continuité de service
du composant). Cette évaluation correspond à l’état Evaluation contexte.
Si la configuration de l’infrastructure disponible ne permet pas de déployer le composant correcte-
ment (i.e. les ressources disponibles sont insuffisantes pour garantir le déploiement du composant), le
composant peut passer en mode dégradé (i.e. état Dégradation), c’est-à-dire que certains services (les
moins appropriés au contexte d’exécution) ne seront pas déployés de manière à optimiser l’occupation
des ressources. Tant que le composant ne peut être déployé, la dégradation du composant sera effec-
tive. Si aucune dégradation ne peut être envisagée, le composant passe en phase d’attente jusqu’à un
changement dans le contexte d’exécution.
Si la configuration de l’infrastructure disponible permet de déployer le composant correctement (i.e.
les ressources disponibles sont suffisantes pour garantir le déploiement du composant), le composant
passe dans l’état de sélection de la structure adaptée au contexte courant (i.e. état Génération structure).
Cette phase de spécification d’une structure adaptée est détaillée dans la section 4.5.2. Elle nécessite la
mise en œuvre de règles de sélection basée sur les éléments du contexte. Une fois que la spécification
de la nouvelle structure est générée, le composant passe dans l’état de réalisation de l’adaptation. Au
cours de cette phase, la structure du composant est modifiée de manière à la rendre conforme à la spéci-
fication générée lors de la phase précédente. Ensuite, si besoin est, le composant est redéployé (i.e. état
redéploiement). Le composant peut alors passer dans l’état d’exécution jusqu’à ce qu’un changement de
contexte nécessite une réévaluation de la satisfaction de ses besoins en ressources disponibles (i.e. état
Evaluation contexte).
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4.3.1 Acquisition du contexte : modèle de contexte pertinent pour l’adaptation structu-
relle
Afin de concevoir des composants capables d’adapter automatiquement leur structure, nous devons
répertorier les éléments du contexte ayant un impact direct ou indirect sur la structure d’un composant
logiciel. Nous avons alors isolé trois types de contexte (ContextPart) répondant à ce critère : le contexte
de déploiement (DéploiementCxt) qui fait référence aux propriétés de l’architecture matérielle dispo-
nible, le contexte d’exploitation (ExploitationCxt) qui fournit des informations sur les caractéristiques
de l’utilisateur et de l’environnement d’utilisation et enfin, le contexte applicatif (ApplicationCxt) qui
décrit les propriétés de l’architecture logicielle. La figure 4.4 présente le méta-modèle que nous avons
retenu. Chaque partie contient un certain nombre d’éléments de contexte (ContextElement) organisés hié-
rarchiquement. Un ContextElement représente une information élémentaire du contexte ou un ensemble
d’informations hiérarchiques (ContextCategory). La prise en compte de ces différents contextes va per-
mettre au composant de déclencher des phases d’adaptation et de déterminer une nouvelle structure,
adaptée à la nouvelle situation.
Figure 4.4 – Méta-modèle du contexte
Comme nous l’avons évoqué précédemment, nous avons isolé trois types de contexte ayant un impact
direct ou indirect sur la structure des composants. Ces trois types de contexte sont les suivants :
• le contexte de déploiement (DéploiementCxt)
Description : le contexte de déploiement fait référence aux caractéristiques techniques (propriétés
des composants matériels et des connecteurs matériels) de l’infrastructure disponible (i.e. archi-
tecture matérielle) et à sa configuration.
Nous pouvons distinguer deux types de caractéristiques techniques relatives à l’architecture ma-
térielle : d’une part, les caractéristiques fixes et d’autre part les caractéristiques évolutives. Les
caractéristiques fixes correspondent aux données qui ne vont pas évoluer au cours de l’exécution
de l’application. Il s’agit par exemple de la vitesse du processeur, du système d’exploitation, de
la mémoire maximale disponible, etc. Leur prise en compte par le composant est généralement
réalisée au moment de son déploiement.
Contrairement aux caractéristiques fixes, les caractéristiques évolutives varient tout au long du
cycle de vie de l’application. Nous pouvons citer à titre d’exemple : le taux d’utilisation du pro-
cesseur, le niveau de batterie restant, la bande passante du réseau, etc. Afin de garantir un bon
fonctionnement du composant, les données de ce type doivent être contrôlées tout au long du
cycle de vie du composant. Cette opération est réalisée par l’intermédiaire des sondes qui sont
généralement constituées de capteurs logiciels ou matériels.
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Raisons de la prise en compte : tout d’abord, la structure d’un composant doit être la plus adaptée
à son infrastructure de déploiement. Par exemple, un composant monolithique risque de ne pas
pouvoir être déployé sur une machine alors qu’un composant composite peut être réparti sur l’in-
frastructure distribuée disponible. En fait, un composant monolithique peut être déployé sur une
machine seulement si les ressources matérielles disponibles le permettent. De plus, étant données
que les ressources matérielles disponibles sur une machine de déploiement sont en perpétuelle
évolution, il se peut qu’au cours de son exécution, la continuité de service du composant ne soit
plus garantie (car les ressources matérielles nécessaires sont devenues insuffisantes). Dans ce cas,
tous les services qu’il fournit deviennent indisponibles. Le composant peut alors, grâce à l’adap-
tation structurelle, modifier sa structure et distribuer les services qu’il fournit sur l’infrastructure
disponible (dans le cas où le transfert du composant dans son intégralité, sur un site de déploiement
distant, ne peut être envisagé pour diverses raisons telles que les déconnexions trop fréquentes de
la machine de l’utilisateur).
Prise en compte : le contexte de déploiement et plus particulièrement les caractéristiques évo-
lutives, est utilisé par le composant pour déclencher des phases d’adaptation. Par exemple, si le
niveau de batterie ou bien la mémoire disponible dépasse un certain seuil (défini par le concepteur
dans le cadre du contexte applicatif), une phase d’adaptation doit alors être déclenchée afin de
garantir une continuité de service.
Le contexte de déploiement est également utilisé pour déterminer sur quels sites peuvent être dé-
ployés les services des composants en fonction des ressources matérielles qu’ils requièrent pour
garantir une continuité de service ou maintenir la qualité de service ;
• Le contexte d’exploitation (ExploitationCxt)
Description : le contexte d’exploitation contient deux types de données contextuelles : d’une
part, des informations sur le profil de l’utilisateur (caractéristiques et préférences utilisateur) ; le
profil de l’utilisateur comprend des données personnelles (âge, etc.) et des données relatives à son
activité (profession, etc.). Il est généralement fourni par l’utilisateur lui-même.
D’autre part, des informations sur les conditions d’utilisation des services du composant ; les in-
formations sur les conditions d’utilisation permettent à l’application d’évaluer la situation dans
laquelle se trouve l’utilisateur au moment de son interaction. Par exemple, l’environnement d’exé-
cution est bruyant, sombre, etc.
Raisons de la prise en compte : la structure d’un composant peut également dépendre de son
contexte d’exploitation. En effet, il apparaît plus judicieux, dans certains cas, de déployer un
maximum de services susceptibles d’être les plus utilisés (en fonction des ressources matérielles
disponibles), sur la machine de l’utilisateur du fait des risques de déconnexion à l’infrastructure
distribuée. De ce fait, l’utilisateur pourra accéder aux services qu’il a le plus besoin malgré d’éven-
tuelles déconnexions. Pour cela, le choix des services à déployer sur la machine de l’utilisateur est
déterminant. Il doit donc tenir compte de l’utilisateur et de la situation dans laquelle il se trouve
lors de l’interaction avec l’application.
Prise en compte : Le contexte d’exploitation est utilisé pour établir une classification des services
fournis par le composant en fonction des besoins liés à leur utilisation, de manière à en déployer
un maximum sur la machine de l’utilisateur ;
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• Le contexte applicatif (ApplicationCxt)
Description : tout d’abord, le contexte applicatif regroupe les propriétés relatives aux besoins
des services telles que la taille mémoire requise pour exécuter un service, la fréquence du proces-
seur requise, le système requis, etc. Ces données sont fournies par le concepteur de chaque service
d’un composant.
Les données relatives au comportement des composants contiennent des informations relatives aux
appels de services (nombre de fois où un service est invoqué, probabilité d’invocation d’un service
dans un contexte donné, etc.) ainsi qu’aux déclenchements de phases d’adaptation. Leur acquisi-
tion nécessite la mise en place d’un historique permettant de garder une trace du comportement
du composant ainsi que des outils d’introspection sur le composant. L’historique de l’application
permet de mémoriser les évènements qui se sont produits dans le passé (appels de services, déclen-
chement de phases d’adaptation, etc.), ainsi que leurs conséquences sur les ressources matérielles
évolutives.
Raisons de la prise en compte : l’adaptation de la structure d’un composant dépend également des
besoins liés à l’utilisation de ses services ainsi que leur comportement.
Comme nous l’avons évoqué précédemment, la structure d’un composant doit être mise en cor-
respondance avec l’architecture matérielle disponible. Pour cela, les besoins liés à l’utilisation des
services d’un composant doivent être exprimés par son concepteur. Ces informations contextuelles
font parties du contexte applicatif car elles sont spécifiques aux composants logiciels concernés.
L’adaptation de la structure d’un composant dépend également de son comportement. Par exemple,
dans le cas où deux services sont fortement liés (appel d’un service lorsque l’autre est appelé), il
est préférable de regrouper ces deux services dans un même composant déployé sur une même
machine de manière à éviter les surcoûts liés à d’éventuelles communications distantes, et ainsi,
assurer une certaine complétude des services déployés sur une même machine (i.e. les services les
plus dépendants étant regroupés sur une même machine).
Prise en compte : la prise en compte du contexte applicatif a pour objectif d’une part, de réaliser
l’adéquation entre l’architecture logicielle et l’architecture matérielle en tenant compte des besoins
en ressources de chaque service et d’autre part, d’optimiser le choix des composants et de leurs
sites de déploiement en évaluant les dépendances entre les services et en proposant une répartition
visant à minimiser les connexions distantes entre les services, ainsi que de tirer partie des évè-
nements du passé afin d’anticiper le futur. Par exemple, si l’application constate que l’exécution
d’un service a engendré une forte consommation d’énergie, ce service pourra être redéployé sur
des unités disposant de batteries à forte autonomie.
4.3.2 Prise de décisions : stratégie de génération automatique de la spécification d’une
structure pour le composant
La stratégie de génération automatique de la spécification d’une structure pour le composant, qui soit
adaptée à la situation, consiste à fournir un ensemble de règles qui vont, en fonction des objectifs fixés
initialement par les acteurs de l’adaptation, permettre d’obtenir un composant répondant aux nouvelles
attentes liées à son utilisation. En fait, ces règles vont être utilisées pour associer à chaque service fourni
par le composant à adapter, un site de déploiement. Chaque ensemble de services associé à un site
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sera alors regroupé au sein d’un sous-composant qui sera déployé sur le site en question. Ainsi, nous
obtiendrons une structure adaptée au contexte d’exécution du composant.
Dans le cadre de notre application aux environnements ubiquitaires, nous optons pour la stratégie
suivante : comme nous l’avons évoqué précédemment, pour limiter les risques de non-disponibilité de
services liés à une éventuelle déconnexion de la machine de l’utilisateur, nous avons pour objectif de
déployer un maximum de service sur cette machine. Cependant, en cas d’impossibilité de déploiement
de tous les services sur cette machine (à cause de ressources matérielles insuffisantes), la distribution
des services est inévitable. Aussi, pour éviter les problèmes liés à la déconnexion des machines suscep-
tibles de déployer une partie des services du composant adapté, le voisinage proche de la machine de
l’utilisateur doit être privilégié de manière à garantir une certaine qualité de services. La proximité d’un
voisin (nœud de l’infrastructure distribuée à laquelle la machine de l’utilisateur appartient) est calculée
en fonction des caractéristiques des connexions disponibles entre les deux nœuds : les plus proches sont
ceux qui possèdent une meilleure connexion (i.e. meilleure bande passante, etc.). Également, les entités
fixes (i.e. serveurs) doivent être privilégiées, de manière à limiter les risques de déconnexion. Dans l’im-
possibilité de déployer les services distants sur de telles machines, il peut être envisagé des stratégies
de duplication avec maintenance des états de chaque copie. Dans ce cas, les connecteurs du composant
sous format canonique doivent être capables de sélectionner automatiquement une copie disponible du «
composant primitif » fournissant le service à invoquer.
Dans le cas où des services sont déployés sur des sites distants et la machine de l’utilisateur est
déconnectée de l’infrastructure distribuée, le composant peut passer alors en mode « dégradé ».Ainsi,
certains services fournis par le composant dans ce mode sont rendus indisponibles :
• les services fournis par des « composants primitifs » déployés sur des machines distantes ;
• les services requérant directement ou indirectement des services fournis par des « composants pri-
mitifs » et déployés sur des machines distantes.
4.3.3 Réalisation de l’adaptation structurelle dynamique
L’auto-adaptation structurelle dynamique d’un composant logiciel par sa fragmentation en compo-
sants élémentaires (i.e. sous-composants) peut être réalisée suivant deux stratégies (voir Figure 4.5).
4.3.3.1 Adaptation basée sur la transformation à la volée du code
La première stratégie (voir Figure 4.5, cas A) consiste à générer, à la volée, le code binaire du com-
posant adapté et à remplacer l’instance du composant à adapter par une nouvelle instance (correspondant
au composant adapté), tout en assurant le transfert d’état entre ces deux instances.
Un nouveau composant dont la structure est adaptée au contexte courant est généré en utilisant le
processus de transformation structurelle défini dans le chapitre précédent, pendant la phase d’exécu-
tion. L’instance du composant initial est alors remplacée par une instance du composant adapté en trois
phases : (1) la première phase réside dans la déconnexion du composant à adapter, (2) ensuite, le com-
posant adapté est connecté à l’application (i.e. remplacement de composants) et enfin, (3) l’état du com-
posant initial est transféré au composant adapté qui peut alors être activé. L’état d’un composant fait
référence aux ressources logicielles qui sont inclues dans sa structure. Ainsi, pour préserver la cohérence
du composant, l’état des ressources qu’il utilise doit être le même avant et après son adaptation. Il est
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Figure 4.5 – Les stratégies d’adaptation structurelle dynamique
donc nécessaire de transférer l’état de chaque ressource du composant.
Cette stratégie d’adaptation structurelle dynamique par la génération à la volée de code binaire pré-
sente les avantages suivant :
• possibilité d’adapter les composants existants
L’adaptation peut être réalisée sur tout type de composants. En effet, étant donné que la réalisation
de l’adaptation est mise en œuvre au travers de notre processus de ré-ingénierie, l’approche est
indépendante de tout modèle. De plus, elle peut être appliquée sur des composants existants ;
• aucune spécificité sur l’infrastructure logicielle de déploiement requise
L’approche par la génération à la volée de composants ne nécessite pas de caractéristiques spéci-
fiques au niveau de l’infrastructure logicielle de déploiement.
Cependant, cette stratégie souffre de certains désavantages. Parmi ceux-ci, nous pouvons citer, à titre
d’exemple les suivants :
• disponibilité du code source pendant la phase d’utilisation
Le code source du composant doit être disponible pendant toute la durée de la phase d’utilisation
du composant. En effet, il doit être utilisé afin de générer le code source du composant conforme
à la spécification demandée par l’administrateur ;
• nécessité d’un environnement de compilation et de génération de code binaire
Un environnement de compilation et de génération de code binaire doit également être présent sur
la machine de déploiement du composant à adapter. Il doit permettre de transformer le code source
du nouveau composant en code binaire exécutable par la machine ;
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• impossibilité de vérification ou de modification du code généré
Étant donné que le composant est adapté pendant son exécution, donner au concepteur la possibi-
lité de valider le code source généré n’est pas envisageable ;
• temps d’adaptation du composant
Celui-ci inclut le temps de réalisation du processus de ré-ingénierie du composant initial (analyse
et génération de code) ;
• arrêt du composant requis
Le composant entier doit être arrêté pour être adapté. En effet, il est remplacé par un nouveau
composant (le composant adapté). De ce fait, afin d’assurer la cohérence de l’état du composant,
un transfert d’état du composant avant son adaptation vers le composant adapté doit être opéré. Ce
transfert doit être réalisé sur l’ensemble de ressources logicielles contenues dans le composant.
4.3.3.2 Adaptation basée sur un modèle de composants dynamiquement reconfigurables
La seconde approche d’auto-adaptation structurelle dynamique est basée sur la proposition d’un mo-
dèle de composants dynamiquement et structurellement reconfigurables (voir Figure 4.5, cas B) basé sur
la réification des interfaces en composants. Nous détaillons ce modèle dans la section 4.4.
L’adaptation structurelle dynamique d’un composant conforme à ce modèle est réalisée par un pro-
cessus de reconfiguration qui consiste à modifier la structure interne du composant en se basant sur une
spécification fournie par un acteur externe de l’adaptation. En fait, ce processus est chargé de créer dy-
namiquement les nouveaux sous-composants spécifiés par encapsulation de sous-composants et à les
redéployer, si nécessaire.
Afin de garantir le comportement du composant issu de l’adaptation, le processus de reconfiguration
dynamique doit préserver sa consistance. Pour cela, trois propriétés doivent être vérifiées :
Propriété 1 : intégrité fonctionnelle
Le composant doit conserver son intégrité fonctionnelle : les services du composant doivent être
les mêmes avant et après une phase de reconfiguration ;
Propriété 2 : états stables avant la configuration
Les composants concernés par la reconfiguration doivent être dans des états mutuellement consis-
tants (i.e. états stables) : si une phase de reconfiguration est initiée, les sous-composants concernés
doivent être dans un état stable c’est-à-dire tous les services en cours d’exécution doivent être ar-
rêtés avant de réaliser toute opération de reconfiguration ;
Propriété 3 : états cohérents après la configuration
Les opérations de reconfiguration ne doivent pas altérer l’état des entités concernées par la reconfi-
guration. Ainsi, l’état du composant et de ses sous-composants doit être le même avant et après une
phase de reconfiguration. De ce fait, dans certains cas, des opérations de transfert d’état peuvent
être nécessaires.
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Figure 4.6 – Processus de reconfiguration du composant à adapter au moment de l’exécution
Cette stratégie d’adaptation structurelle dynamique basée sur un modèle de composants dynamique-
ment structurellement reconfigurables présente de nombreux avantages :
• code source non nécessaire lors de la phase d’utilisation
Contrairement à la première stratégie, le code source du composant n’est pas nécessaire lors de la
phase d’utilisation. En effet, l’étape de reconfiguration ne nécessite pas la génération de nouveaux
codes. De ce fait, la disponibilité d’un environnement de transformation et génération de code bi-
naire n’est pas nécessaire au moment du déclenchement de l’adaptation structurelle ;
• possibilité d’agir sur des composants existants
Cette stratégie nécessite que le composant soit conforme à un modèle particulier. Cependant, nous
proposons un processus de ré-ingénierie permettant de générer un composant conforme à ce mo-
dèle à partir d’un composant existant. Ainsi, il peut être envisagé que la ré-ingénierie soit réalisée
par le concepteur du composant ou bien le créateur de l’application qui le contient de telle sorte
que le code du composant à adapter ne soit pas accessible à l’utilisateur de l’application et au
créateur de l’application ;
• arrêt partiel du composant
Lors de l’adaptation d’un composant, ce dernier peut ne pas être entièrement stoppé. Seuls, les
services mis en jeu lors de la reconfiguration de la structure du composant sont rendus temporaire-
ment indisponibles. De plus, le transfert d’état ne se fait plus au niveau du composant global mais
au niveau des sous-composants réifiant les services mis en jeu.
Les inconvénients de cette stratégie sont les suivants :
• surcoût permanent
Cette stratégie nécessite que le composant soit conforme à un modèle particulier que nous défi-
nissons. Cependant, comme nous pourrons le constater dans la section 4.8, ce modèle introduit
nécessairement un surcoût pouvant entraîner une dégradation des performances du composant
pouvant être compensé par la distribution des sous-composants générés ;
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• besoin de propriétés spécifiques de l’infrastructure logicielle de déploiement
Comme nous avons pu le constater dans notre état de l’art présenté dans le chapitre 1, les pro-
priétés d’introspection et d’intercession sont présentes dans la grande majorité des infrastructures
logicielles de déploiement existantes ; ce qui rend cette stratégie d’adaptation par reconfiguration
applicable pour la plupart des modèles de composants existants dans la littérature. Dans le cas où
l’introspection et l’intercession ne figurent pas parmi les propriétés de l’infrastructure de déploie-
ment, seule la première stratégie peut être appliquée.
Compte tenu des avantages et des inconvénients de chaque stratégie, nous avons privilégié la stra-
tégie d’adaptation dynamique par la reconfiguration au dépend de la première stratégie de génération
de composants à la volée car elle offre plus de sureté en terme d’adaptation : d’une part le code source
n’est pas accessible pendant la phase d’utilisation et d’autre part, la génération de code à la volée ne
présente pas toutes les garanties car le code ne peut pas être vérifié. De ce fait, nous avons choisi de dé-
velopper la stratégie d’adaptation basée sur un modèle de composants dynamiquement structurellement
reconfigurables dans le reste de ce chapitre.
4.4 Modèle et architecture de composants structurellement et dynami-
quement auto-adaptatifs
4.4.1 Modèle de composants structurellement dynamiquement adaptables
Un composant répondant à cette propriété est un composant conforme à un format canonique (voir
Figure 4.7). Un composant sous format canonique est un composant dont les sous-composants appelés
« composants primitifs » ne peuvent être fragmentés : ce sont des composants monolithiques. Les com-
posants primitifs forment ainsi les briques de base pour l’adaptation structurelle dynamique. De ce fait,
toute nouvelle structure pourra être obtenue par encapsulation de ces « composants primitifs » au sein de
nouveaux composants considérés alors comme des unités de déploiement à part entière. Ces opérations
d’encapsulation seront réalisées par reconfiguration dynamique.
Par défaut, afin de maximiser le nombre de spécifications possibles pour la structure du composant,
les « composants primitifs » sont obtenus par réification des interfaces fournies par le composant. Dans
ce cas, les « composants primitifs » sont appelés « composant interface » car ils fournissent un seul et
unique service. La figure 4.8 montre un exemple de composant logiciel sous format canonique obtenu
après ré-ingénierie.
Par ailleurs, chaque « composant primitif » doit être doté d’interfaces lui permettant de réaliser un
transfert d’état entre deux instances de ce même composant. En effet, comme nous l’avons expliqué
précédemment, le transfert d’état entre deux instances est nécessaire pour garantir la cohérence du com-
posant adapté lors du redéploiement de certains de ses sous-composants. Nous définissons l’état d’un
composant comme l’ensemble des valeurs des ressources logicielles qu’il définit. Ainsi, deux types d’in-
terfaces sont nécessaires pour assurer le transfert d’état d’une instance vers une autre :
• une interface de sauvegarde de l’état courant
Cette interface permet de sauvegarder les valeurs des ressources logicielles d’un composant ;
• une interface de chargement d’un état
Cette interface permet de charger l’état d’un composant de même type.
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Figure 4.7 – Modèle de composants structurellement et dynamiquement adaptables
Figure 4.8 – Exemple de composant logiciel sous format canonique obtenu après ré-ingénierie
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Infrastructure logicielle de déploiement Pour mettre en œuvre cette stratégie d’adaptation par la
reconfiguration, l’infrastructure logicielle de déploiement des composants adaptés doit présenter les pro-
priétés d’introspection et d’intercession. L’introspection va permettre au composant d’obtenir une vue
sur sa structure courante ; ce qui va permettre de déterminer les opérations à réaliser pour obtenir la
nouvelle structure du composant adapté à la situation. L’intercession va être utilisée pour modifier la
structure courante afin de la rendre conforme à celle souhaitée au travers une spécification fournie par un
acteur externe de l’adaptation. Ainsi, l’infrastructure logicielle de déploiement doit fournir un ensemble
d’opérations primitives de reconfiguration dynamique :
• création/destruction de composant,
• création/destruction d’une liaison entre deux composants,
• la configuration d’un composant.
Ces opérations primitives vont servir de base à l’élaboration d’opérations de plus haut niveau per-
mettant d’obtenir un composant dont la structure est conforme à une spécification fournie. La première
opération, appelée encapsulation permet de générer de nouveaux composants par encapsulation de sous-
composants existants. La deuxième opération appelée éclatement permet d’éclater un composant com-
posite en le remplaçant par l’assemblage de sous-composants qu’il contient.
4.4.2 Architecture de composants structurellement auto-adaptatifs
Pour réaliser l’auto-adaptation de sa structure, un composant doit être capable de prendre en compte
son contexte d’exécution courant afin de générer une spécification de structure adaptée à la situation puis
il doit pouvoir reconfigurer sa structure actuelle afin de se conformer à la spécification obtenue. Ainsi,
un tel composant doit être structurellement et dynamiquement adaptable. De plus, il doit disposer de
mécanismes pour l’automatisation des étapes de prises de décisions.
4.4.2.1 Les composants
Les composants de notre modèle de composants structurellement et dynamiquement auto-adaptatifs
sont de deux types : des composants métiers (i.e. composants fournissant les services fonctionnels
de l’application le contenant) issus de la fragmentation du composant initial et des composants non-
fonctionnels (i.e. composants fournissant des services transversaux à toute application) tels que les com-
posants de gestion de contexte ou d’adaptation.
Les composants métiers font référence aux composants primitifs de notre modèle de composants
structurellement et dynamiquement adaptables. L’auto-adaptation structurelle d’un composant logiciel
va donc consister à générer automatiquement des nouveaux composants par encapsulation de ses sous-
composants existants et à redéployer les composants générés en fonction de son contexte d’utilisation.
De ce fait, plus le composant aura une architecture fragmentée, plus les possibilités de reconfiguration
seront grandes. Ainsi, par défaut, nous nous basons sur le modèle canonique prévoyant la réification des
interfaces en composants métiers.
Par ailleurs, un composant structurellement auto-adaptable doit être doté de fonctionnalités lui per-
mettant de réaliser automatiquement l’adaptation. Pour cela, nous avons introduit trois nouveaux sous-
composants dans son architecture initiale (voir Figure 4.12) :
• un composant de gestion de contexte (GC)
D’une part, un composant auto-adaptatif doit être capable d’acquérir des informations sur sa struc-
ture et son comportement. Les informations sur la structure du composant peuvent être obtenues
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par l’intermédiaire d’interfaces spécifiques (non-fonctionnelles) permettant de réaliser de l’intros-
pection sur le composant. Concernant les informations comportementales, elles peuvent être obte-
nues par l’intermédiaire de connecteurs (CC) entre les composants métier (CM), chargés de col-
lecter des informations sur les messages échangés entre composants tels que le nombre d’appels
d’un service, etc.
Par ailleurs, il doit être capable de décrire les conditions d’utilisation de ses services. Ainsi, il
doit être doté d’une interface appelée service de description (SD) connectée au gestionnaire de
contexte, et permettant de décrire les services fournis par le composant. Chaque description doit
contenir deux types d’informations : d’une part, la liste des ressources requises par le service pour
fonctionner (i.e. contexte de déploiement) et d’autre part, les données relatives au profil de son
utilisateur potentiel ainsi que les conditions d’utilisation (i.e. contexte d’exploitation). Les infor-
mations sur le contexte de déploiement doivent être fournies par les concepteurs de services alors
que celles liées au contexte d’exploitation sont spécifiques à l’application et donc doivent être ren-
seignées par l’administrateur ou le concepteur de l’application. Ces informations sont représentées
sous la forme de données (voir Figure 4.9).
1 <? xml v e r s i o n =" 1 . 0 " encod ing =" iso −8859−1 " s tandalone =" no " ?>
2 < !DOCTYPE c o m p o n e n t S t r u c t u r e SYSTEM " / S c o r p i o D a t a / xm ld tds / c o n t e x t . d t d ">
3
4 < c o n t e x t name=" Contex t1 ">
5 < r e s o u r c e >
6 < sys tem >MAC OS< / sys tem > <cpu>450< / cpu>
7 < / r e s o u r c e >
8 < u s e r >
9 <work> E n g i n e e r < / work> < l e v e l >2< / l e v e l >
10 < / u s e r >
11 < c o n d i t i o n >
12 < p o s i t i o n >
13 < l o n g i t u d e > 0 . 05377152< / l o n g i t u d e > < l a t i t u d e > 0.879408752 < / l a t i t u d e >
14 < a l t i t u d e >200< / a l t i t u d e > < a r e a >100< / a r e a >
15 < / p o s i t i o n >
16 < / c o n d i t i o n >
17 < / c o n t e x t >
Figure 4.9 – Exemple de description de services
D’autre part, le composant doit être capable d’acquérir des informations sur son contexte externe
(i.e. contexte de déploiement et contexte d’exploitation). L’acquisition de ce type d’information est
réalisée par l’intermédiaire de capteurs pouvant être matériels (GPS, etc.) ou logiciels (indicateur
du niveau de batterie, etc.).
Les données ainsi recueillies doivent être interprétées, agrégées puis transmises au composant dé-
cisionnel ;
• un composant décisionnel (CD)
Ce composant fournit des mécanismes de décisions permettant au composant adapté de déterminer
une spécification de sa structure (voir Figure 4.10) qui soit adaptée au contexte courant. La spé-
cification est en fait une description de la structure interne du composant résultat de l’adaptation
en termes de sous-composants à générer : pour chaque sous-composant, doivent être spécifiés les
primitifs qu’ils contiennent ainsi que leur site de déploiement.
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1 <? xml v e r s i o n =" 1 . 0 " encod ing =" iso −8859−1 " ?>
2 < !−− An XML DTD f o r S c o r p i o : a d a p t a t i o n S c r i p t . d t d −−>
3 < !−− Component a d a p t a t i o n s c r i p t −−>
4
5 < !ELEMENT c o m p o n e n t S t r u c t u r e ( component ∗ ) >
6 < !ELEMENT component ( component ∗ , u−component ∗ ) >
7 < !ELEMENT u−component >
8 < !−−
9 component : nouveau composant à g é n é r e r par f r a g m e n t a t i o n
10 u−component : composant p r i m i t i f don t l e nom a é t é d é f i n i l o r s
11 de l a g é n é r a t i o n du composant au f o r m a t canon ique
12 −−! >
13 < !ATTLIST c o m p o n e n t S t r u c t u r e
14 name CDATA #REQUIRED
15 >
16 < !ATTLIST component
17 name CDATA #REQUIRED
18 h o s t CDATA #IMPLIED
19 >
20 < !ATTLIST u−component
21 name CDATA #REQUIRED
22 >
Figure 4.10 – Spécification de l’adaptation de composant logiciel
Exemple de l’agenda-partagé
Pour illustrer cette étape, considérons l’exemple du composant Agenda-partagé. Nous supposons
que ce composant a été déployé sur un seul site. Imaginons que l’administrateur du composant sou-
haite, pour des raisons de répartition des charges, distribuer ce composant de la manière suivante :
(1) les services Agenda et MiseAjourAgenda seront fournis par un composant appelé Gestionnaire-
DAgenda et déployé sur site1, (2) les services Réunion et MiseAjourReunion seront fournis par un
composant appelé GestionnaireDeReunion et déployé sur site2 et enfin (3) les services Absence,
MiseAjourAbsence, Droit et MiseAjourDroit seront déployés sur un composant appelé Gestionnai-
reDAbsence et déployé sur site3. De ce fait, les composants primitifs Agenda et MiseAjourAgenda
doivent être encapsulés dans un composant appelé GestionnaireDAgenda et déployé sur site1, etc.
La spécification de l’adaptation permettant d’obtenir cette nouvelle architecture du composant
Agenda-partagé est donné dans la figure 4.11.
Pour plus de détails sur la génération automatique de cette spécification, nous invitons le lecteur à
consulter la section 4.5.2 ;
• un composant d’adaptation (CA)
Une fois que la spécification du résultat de l’adaptation a été générée, le composant doit automa-
tiquement reconfigurer sa structure et redéployer certains de ses sous-composants si nécessaire.
Ces opérations sont réalisées respectivement par le composant de reconfiguration et le composant
de redéploiement. Par ailleurs, le composant de redéploiement exige que chaque « composant in-
terface » soit doté d’une interface de gestion d’état permettant de sauvegarder et de charger l’état
d’un composant2. Nous considérons l’état d’un composant logiciel comme l’ensemble des états
des ressources logicielles qu’il utilise.
2Pour plus de détails sur les mécanismes de transfert d’état existants, voir [126].
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1 <? xml v e r s i o n =" 1 . 0 " encod ing =" iso −8859−1 " s tandalone =" no " ?>
2 < !DOCTYPE c o m p o n e n t S t r u c t u r e SYSTEM " / S c o r p i o D a t a / xm ld tds / a d a p t a t i o n S c r i p t . d t d ">
3
4 < c o m p o n e n t S t r u c t u r e name=" Agenda−p a r t a g e ">
5 <component name=" Ges t ionna i reDAge nd a " h o s t =" s i t e 1 ">
6 <u−component name=" Agenda " / >
7 <u−component name=" MiseAjourAgenda " / >
8 < / component >
9 <component name=" G e s t i o n n a i r e D e R e u n i o n " h o s t =" s i t e 2 ">
10 <u−component name=" Reunion " / >
11 <u−component name=" MiseAjourReunion " / >
12 < / component >
13 <component name=" G e s t i o n n a i r e D A b s e n c e " h o s t =" s i t e 3 ">
14 <u−component name=" Absence " / >
15 <u−component name=" MiseAjourAbsence " / >
16 < / component >
17 < / c o m p o n e n t S t r u c t u r e >
Figure 4.11 – Script d’adaptation du composant Agenda-partagé
Figure 4.12 – Architecture d’un composant auto-adaptatif
4.4.2.2 Les connecteurs
Les connecteurs mis en jeu dans le cadre de notre modèle de composants dynamiquement et structu-
rellement adaptables sont les connecteurs définis dans notre modèle statique (voir Section 3.3) auxquels
nous avons introduit deux nouveaux types de connecteurs permettant de réaliser l’auto-adaptation dyna-
mique :
• les connecteurs d’acquisition contextuelle
Ces connecteurs sont utilisés pour acquérir des informations sur le comportement du composant.
Ces données vont être stockées sous la forme d’un historique des communications échangées entre
les composants. Les informations recueillies sont par exemple le nombre de fois qu’un service est
appelé par un autre service, la taille des paramètres échangés, etc. Elles vont être transmises au
gestionnaire de contexte qui va les interpréter afin de générer une spécification de la structure du
composant prenant en compte son comportement ;
• les connecteurs de redéploiement
Ces nouveaux connecteurs, appelés connecteurs de redéploiement sont intégrés aux connecteurs
horizontaux ainsi qu’aux connecteurs verticaux. Ils ont pour rôle de gérer le redéploiement de
composants logiciels destinés à être exécutés sur des sites distants de l’infrastructure distribuée.
Ainsi, ces connecteurs sont chargés (1) d’intercepter les messages entrant dans le composant que
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l’on veut redéployer sur un site distant, durant la durée d’indisponibilité de ce composant, (2) de
réaliser le transfert d’état entre les deux instances du composant en question et enfin (3) d’agir
sur les connecteurs de communications afin qu’ils transforment les appels locaux au composant
transféré en appels distants vers le nouveau composant déployé.
4.5 Processus d’auto-adaptation structurelle dynamique
Le processus d’auto-adaptation du composant consiste tout d’abord à déclencher une phase d’adap-
tation, puis à déterminer une stratégie d’adaptation en fonction du contexte courant et enfin à réaliser
cette adaptation par reconfiguration de la structure interne du composant. Toutes ces étapes doivent être
entièrement automatiques.
4.5.1 Déclenchement automatique d’une phase d’adaptation
Une phase d’adaptation structurelle peut être déclenchée de deux manières : soit par l’administrateur
de l’application, soit par l’application elle-même qui détecte une évolution soudaine de son contexte
d’exécution engendrant des conséquences sur son fonctionnement.
Le déclenchement automatique d’une phase d’adaptation impose la mise en place préalable de stra-
tégies d’adaptation en fonction du contexte. Ces stratégies sont généralement établies au moment de la
conception de l’application ou pendant un processus de ré-ingénierie de l’application. Elles résident dans
la création de règles de type ECA (évènement, condition, actions) qui vont en fonction des évènements
produits lors de l’exécution de l’application, déclencher l’adaptation structurelle.
When < even t > i f < c o n d i t i o n > do < a d a p t a t i o n s t r u c t u r e l l e >
Par exemple, si un service du composant est invoqué et que la mémoire disponible sur la machine de
déploiement de l’application ne permet pas de l’exécuter, une adaptation de la structure du composant
est déclenchée. Cette adaptation peut entraîner le redéploiement en fonction du contexte ; ceci afin de
libérer de l’espace mémoire pour que le service puisse être exécuté.
When com ponen tSe r v i c e . i s C a l l e d ( ) i f ( AvailableMemory <1024) t h e n s t r u c t A d a p t . s t a r t ( ) ;
Dans le cas où l’administrateur déclenche lui-même une phase d’adaptation, deux cas de figure
peuvent être envisagés :
Soit il est uniquement l’instigateur de l’adaptation et le choix stratégie d’adaptation est déterminé
automatiquement. Ce cas de figure se produit dès lors qu’une situation nécessitant l’adaptation et n’ayant
pas été prise en compte automatiquement apparaît (mauvaise gestion des règles de déclenchement de
l’adaptation).
Soit il est l’instigateur et le superviseur de l’adaptation en spécifiant manuellement la structure du
composant à obtenir. Ce cas de figure peut être envisagé lorsqu’il estime que l’application ne peut pas
anticiper des évènements qui vont se produire dans le futur. Par exemple, si une partie de l’application est
déployée sur une machine qui doit être déconnectée de l’infrastructure pendant une durée inconnue pour
des raisons de maintenance, l’administrateur de l’application peut prendre la décision de restructurer
l’application afin de la déployer sur d’autres nœuds de l’infrastructure (anticipation de déconnexion de
matériels).
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4.5.2 Spécification automatique de la nouvelle structure du composant
Une fois l’adaptation déclenchée, le composant doit déterminer une structure adaptée à son contexte
d’exécution. La génération d’une telle structure doit être réalisée en fonction de la stratégie adoptée.
Pour générer une spécification de la nouvelle structure du composant adaptée à son contexte d’utili-
sation, nous avons identifié trois types de tâche permettant de classifier ses services de manière à obtenir
une partition de services pour laquelle chaque élément est associé à une machine de déploiement diffé-
rente. Ces tâches diffèrent selon la catégorie de contexte mise en jeu et leurs impacts sur la structure du
composant. Ces tâches sont les suivantes :
1. classification des services en fonction de leur priorité de déploiement sur la machine de l’utilisa-
teur (prise en compte du contexte d’exploitation)
Tout d’abord, le contexte d’exploitation est utilisé pour classifier les services fournis par le com-
posant à adapter en fonction de leur priorité de déploiement sur la machine de l’utilisateur de
l’application. L’indice de priorité d’un service est calculé en fonction des points de similarité
entre son contexte cible (défini par l’administrateur de l’application au travers des interfaces de
description de services) et son contexte d’exploitation (acquis par l’intermédiaire de capteurs lo-
giciels ou matériels). Plus le nombre de points de similarité est important, plus le niveau priorité
du service est grand. Ces points de similarités sont établis par l’intermédiaire de règles de type
(< condition >⇒< action >). Un exemple de règle est donné ci-dessous :
( if(userRequiredLocation(Si) = getuserLocation()) then incrementPriority(Si) )
Ces règles doivent être définies par l’administrateur de l’application car elles ne peuvent être gé-
nérées de manière automatique du fait des spécificités des évènements et des décisions à l’appli-
cation ;
2. association des services à des sites de déploiement potentiels (prise en compte du contexte de dé-
ploiement)
La seconde tâche consiste à sélectionner les machines susceptibles de déployer les services du
composant à adapter, en tenant compte des ressources matérielles disponibles sur les différents
nœuds de l’infrastructure distribuée (i.e. contexte de déploiement) ainsi que des ressources maté-
rielles requises par les services pour permettre leur déploiement et leur assurer une continuité et
une qualité de service. Cette tâche consiste à comparer les données relatives aux ressources re-
quises par les services fournis par le composant (données définies par le concepteur du composant
au travers des interfaces de description de services) avec les données contextuelles fournies par les
capteurs déployés sur chaque machine de l’infrastructure distribuée. Étant donné que nous avons
pour objectif de maximiser le nombre de services de forte priorité (définie lors de la tâche précé-
dente) déployés sur la machine de l’utilisateur ainsi que sur son voisinage, cette tâche doit associer
à chaque site de déploiement un ensemble de services qui pourront y être déployés tout en garan-
tissant la continuité de service. Cependant, cette tâche de sélection des sites de déploiement pour
les différents services fournis par le composant ne peut être entièrement automatisée du fait de la
spécificité des ressources requises par chaque service. De ce fait, la sélection est dirigée par l’in-
termédiaire de règles définies par le concepteur du composant. Un exemple de règle de sélection
est donné ci-dessous :
( if(requiredCPU(Si) < providedCPU(Sitej)) then associate(Si, Sitej) )
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3. association des services à leur site de déploiement en fonction des dépendances entre les services
(prise en compte du contexte applicatif)
La dernière tâche permettant d’obtenir une partition des services adaptée au contexte consiste à
répartir les services en fonction de leur comportement et de l’architecture de l’application (i.e.
contexte applicatif). Cette répartition a pour objectif d’optimiser la distribution des services en
évaluant leurs dépendances. En fait, cette optimisation consiste à regrouper les services les plus
dépendants au sein de sous-composants déployés sur une même machine, en tenant compte des
dépendances avec les autres composants de l’application. Contrairement aux deux précédentes
tâches, pour lesquelles un traitement spécifique non automatisable était requis, cette tâche peut
être automatisée.
4.5.3 Auto-Spécification de la structure à générer en fonction des dépendances entre les
services du composant
Cette règle a pour objectif de minimiser le surcoût lié aux communications entre les sous-composants
générés. Elle consiste à regrouper les services les plus dépendants au sein de composants déployés sur
une même machine. Comme nous l’avons vu précédemment, les dépendances entre les services sont
de deux types : d’une part, les dépendances fonctionnelles (appels de services, etc.) et d’autre part, les
dépendances liées au partage de ressources (mise en œuvre de sections critiques, etc.). Ces deux types de
dépendances peuvent nécessiter la mise en œuvre de communications distantes ; ce qui peut se révéler
très coûteux dans certains cas. Il est donc indispensable de sélectionner judicieusement les services de
chaque composant à générer de manière à minimiser le nombre de communications entre les composants
distants.
4.5.3.1 Éléments évaluables du contexte
Pour mettre en place un tel système de sélection, il est nécessaire d’évaluer quantitativement les dé-
pendances entre les composants. Pour cela, nous devons conserver un historique des communications
entre différents composants interfaces du composant conforme au format canonique : des mécanismes
vont être mis en place au niveau des connecteurs entre composants afin de conserver des informations sur
les communications échangées. Les données à conserver pour chaque service Si du composant à adapter
sont les suivantes :
• la probabilité que le service Si appelle un autre service Sj tel que Sj ∈ Sfourni ∪ Srequis, notée
Puse(Si, Sj) : nombre de fois où Sj est appelé lors de l’exécution de Si (appel direct ou indirect)
par rapport au nombre d’appels de Si,
• le nombre moyen d’appels de Si à un autre service Sj tel que Sj ∈ Sfourni ∪ Srequis, noté
Mmoy(Si, Sj) : nombre moyen de fois où Sj est appelé lors de l’exécution de Si (appel direct ou
indirect),
• le nombre moyen de paramètres utilisés lors de l’appel d’un service Sj par le service Si, noté
Nbparam(Si, Sj) ainsi que leur taille mémoire moyenne (en octets), notée Tparam(Si, Sj),
• la probabilité de mise à jour d’une ressource dans Si partagée avec un autre service Sj tel que
Sj ∈ Sfourni, notées Pupdate(Si, Sj),
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• la probabilité de déclencher une section critique dans Si relative à une ressource partagée avec un
autre service Sj tel que Sj ∈ Sfourni, notées Pcritical(Si, Sj).
4.5.3.2 Évaluation des dépendances entre les services
Les données contextuelles ainsi récoltées sont utilisées pour établir des matrices de proximité entre
les différents services fournis par le composant à adapter. La proximité entre deux services dépend de leur
couplage qui représente l’évaluation des dépendances fonctionnelles et de leur cohésion qui représente
l’évaluation des dépendances liées au partage de ressources.
Le couplage (équation 4.1) entre deux services différents Si et Sj noté Ccouplage(Si, Sj) est évalué
en fonction du nombre probable d’appels du service Sj au cours de l’exécution de Si et inversement
(équation 4.2) pondéré par le nombre et le type de paramètres échangés entre ces deux services (équation
4.3). En fait, cette pondération est calculée en fonction du nombre moyen de paramètres utilisés pour
l’appel du service et de la taille mémoire moyenne de ces paramètres. Ainsi, nous évaluons le couplage
entre deux services Si et Sj de la manière suivante :
Ccouplage(Si, Sj) = α(Si, Sj) ∗ β(Si, Sj) + α(Sj , Si) ∗ β(Si, Sj) (4.1)
Tel que α(x, y) = Tparam(x, y) ∗ (Nbparam(x, y) + 1) (4.2)
β(x, y) = Mmoy(x, y) ∗ Puse(x, y) (4.3)
La cohésion (équation 4.4) entre deux services différents Si et Sj , notée Ccohesion(Si, Sj) est déter-
minée en fonction du nombre de sections critiques déclenchées dans chaque service (équation 4.5) et de
la fréquence de mise à jour de ressources partagées de Si vers Sj et inversement (équation 4.6), pondérée
par le nombre et le type de ressources (équation 4.7). La pondération par rapport au type de ressources
correspond à leur taille moyenne exprimée en octets et notée Trp(Si, Sj). Ainsi, la valeur de la cohésion
entre deux services Si et Sj est obtenue comme suit :
Ccohesion(Si, Sj) = χ(Si, Sj) + γ(Si, Sj) ∗ η(Si, Sj) (4.4)
Tel que χ(x, y) = Pcritical(x, y) + Pcritical(y, x) (4.5)
η(x, y) = Pupdate(x, y) + Pupdate(y, x) (4.6)
γ(x, y) = Nbrp(x, y) ∗ Trp(x, y) (4.7)
Nous définissons la proximité entre deux services Si et Sj dans un ensemble S comme une relation
binaire, notée Pr(Si, Sj), exprimée de la manière suivante :
Pr(Si, Sj) =

1 si Si = Sj
1
α+β
(α ∗ C′couplage(Si, Sj) + β ∗ C
′
cohesion(Si, Sj)) sinon
Tel que
C′couplage(Si, Sj) =
(
0 si Ccouplage_max = 0
Ccouplage(Si,Sj)
Ccouplage_max
sinon
C′cohesion(Si, Sj) =
(
0 si Ccohesion_max = 0
Ccohesion(Si,Sj)
Ccohesion_max
sinon
Ccouplage_max = max(
˘
Ccouplage(x, y), ∀x, y ∈ S / x 6= y
¯
)
Ccohesion_max = max({Ccohesion(x, y), ∀x, y ∈ S / x 6= y})
La proximité entre deux services varie de zéro, quand les deux services ne sont liés par aucune
dépendance, à un. La valeur « un » signifie que les deux services sont identiques (par convention). Plus
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la valeur de la proximité est proche de un, plus les deux services sont dépendants. α et β sont les facteurs
d’impact respectivement du couplage et de la cohésion. L’administrateur peut, en fonction des besoins,
faire varier ces facteurs d’impact, en donnant plus de poids au couplage (α > β) ou bien à la cohésion
(α < β). Par défaut, on suppose que ces deux dépendances ont des impacts identiques (α = 1 et β = 1).
4.5.3.3 Algorithme de regroupement de services
L’évaluation de la proximité entre les services fournis par le composant à adapter va permettre de les
regrouper en sous-ensembles contenant ceux qui sont les plus dépendants (proximité élevée) les uns des
autres ; chaque sous-ensemble constituera, par la suite, un composant dont les interfaces fournies sont
celles contenues dans ce sous-ensemble.
En fait, pour obtenir une partition des interfaces fournies par le composant à adapter, pour laquelle
chaque élément de la partition est associé à un site de déploiement, nous utilisons un algorithme de «
clustering » hiérarchique (voir Figure 4.13) que nous adaptons afin qu’il réponde à nos attentes. Celui-
ci prend en entrée une matrice contenant l’évaluation de la proximité entre les services fournis par le
composant à adapter et avec les sites de déploiement de l’application. Chaque site représente le cluster
correspondant à l’ensemble des services fournis par les composants qui y sont déployés et requis par le
composant à adapter (i.e. cluster de site).
L’algorithme consiste à regrouper les services fournis par le composant à adapter, dans des clusters,
en fonction de leur proximité, et à associer à chaque cluster un site de déploiement unique. Initialement,
chaque ensemble de services fournis par le composant initial est placé dans un cluster (i.e. cluster de ser-
vice). On calcule alors la matrice de proximité entre les différents clusters créés ainsi qu’avec les clusters
représentant les sites de déploiement. Dans un premier temps, la valeur maximale de cette matrice est
recherchée (valeur correspondant aux clusters les plus proches). Deux cas de figure peuvent se présenter :
si cette valeur correspond à la proximité entre deux clusters contenant des services, ces clusters seront
alors regroupés en un même cluster. Si cette valeur correspond à la proximité entre un cluster de service
et un site de déploiement alors le cluster de service sera associé au site en question. Dans le cas où le
cluster est déjà associé à un site de déploiement, cette valeur est ignorée et l’algorithme recherche la
valeur maximale de cette matrice, exceptées celles déjà trouvées. Une fois que la valeur maximale est
traitée, la matrice de proximité doit être recalculée en fonction du nouveau cluster créé. Deux solutions
sont possibles pour calculer la proximité entre deux clusters : soit tous les calculs de proximité (cou-
plage et cohésion) sont réalisés à nouveau en fonction des services contenus dans chaque cluster. Cette
solution ne peut être envisagée du fait de sa complexité qui ne peut être acceptable lors d’une adaptation
dynamique ; soit une approximation de la valeur de proximité entre deux clusters est réalisée. Nous avons
choisi une stratégie qui consiste à conserver la moyenne des proximités entre les éléments du nouveau
cluster créé :
Pr(Cl1 , Cl2 ) =
1
|Cl1 ||Cl2 |
X
Si∈Cl1 ,Sj∈Cl2
Pr(Si, Sj)
L’algorithme est alors réitéré jusqu’à ce que chaque cluster soit associé à un site. Le résultat corres-
pond alors aux différents clusters obtenus et à leur site associé.
4.5.3.4 Exemple de regroupement de services
Considérons l’application suivante : trois composants appelés C1, C2 et C3 sont assemblés (voir
Figure 4.14). C1 fournit les ensembles de services S1, S2, S3 et S4 et requiert les ensembles de services
S5 et S6 pour fonctionner ; chaque ensemble de services correspond à une interface du composant. C1
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Clinit ← Ensemble des clusters initiaux
Tant que ∃Cli ∈ Clinit tel que Cli ∩ Sites 6= ⊘ Faire
∀Cli ∈ Clinit, ∀Clj ∈ Clinit ∪ Sites, T [Cli, Clj ] ← Pr(Cli, Clj)
Déterminer Clmaxi et Clmaxj tels que
∀Cli ∈ Clinit, ∀Clj ∈ Clinit ∪ Sites, Cli 6= Clj
T (Clmaxi, Clmaxj) ≥ T (Cli, Clj) et |Clmaxi ∩ Site| ≤ 1
Clinit = Clinit ∪ {(Clmaxi, Clmaxj)}
Si Clmaxj ∈ Clinit alors
Clinit = Clinit − {Clmaxi, Clmaxj}
Si Clmaxj ∈ Sites alors
Clinit = Clinit − {Clmaxi}
Sites = Sites− {Clmaxj}
Retourner Clinit
Figure 4.13 – Algorithme de regroupement des services en clusters associés à des sites
est déployé sur le site 1. Le composant C2 qui fournit l’ensemble de services S5 (requis par C1) est
également déployé sur le site 1. L’ensemble de services S6 requis par C1 est fourni par le composant C3
qui est déployé sur le site 2.
Dès lors que l’adaptation est déclenchée par le composant C1, la proximité entre les clusters de ser-
vices ((S1),(S2),(S3),(S4)) et avec les clusters de sites (Site1 = {S5}, Site2 = {S6}) doit être évaluée.
Nous obtenons les résultats suivants :
Pr (S1) (S2) (S3) (S4) Site1 = {S5} Site2 = {S6}
(S1) 1 0.1203 0.4972 0 0.059 0
(S2) − 1 0.0409 0.1622 0.0218 0
(S3) − − 1 0.0727 0 0.3454
(S4) − − − 1 0.1909 0
Première itération : nous observons que la valeur de la proximité maximale entre les clusters, corres-
pond à la proximité entre deux clusters de services (S1) et (S3). Ainsi, ces deux clusters sont regroupés
et la matrice de proximité est alors réévaluée.
Pr (S1, S3) (S2) (S4) Site1 Site2
(S1, S3) 1 0.0806 0.0363 0.0295 0.1727
(S2) − 1 0.1622 0.0218 0
(S4) − − 1 0.1909 0
Deuxième itération : dans ce cas, nous observons que la valeur de la proximité maximale entre les
clusters, correspond à la proximité entre un cluster de service (S4 et un cluster de site (Site1). Ainsi, le
cluster (S4) est associé au site 1.
Pr (S1, S3) (S2) (S4) Site2
(S1, S3) 1 0.0806 0.0363 0.1727
(S2) − 1 0.1622 0
(S4), Site1 − − 1 0
Troisième itération : le cluster (S1, S3) est associé au site 2.
Pr (S1, S3) (S2) (S4)
(S1, S3), Site2 1 0.0806 0.0363
(S2) − 1 0.1622
(S4), Site1 − − 1
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Quatrième itération : les deux clusters de services (S2) et (S4) sont regroupés dans un nouveau clus-
ter associé au site 1 car (S4) est déjà associé à ce site.
Pr (S1, S3) (S2, S4)
(S1, S3), Site2 1 0.0585
(S2, S4), Site1 − 1
Étant donné que tous les clusters de service sont associés à un site, l’algorithme se termine. Nous
obtenons ainsi deux clusters : l’un contient les ensembles de services S1 et S3 et est associé au site 2 ;
l’autre contient les ensembles de services S2 et S4 et est associé au site 1. Ainsi, le partitionnement du
composant C1 devra être réalisé en générant deux nouveaux composants appelés C ′1 et C ′′1 . C ′1 fournira
les ensembles de services S1 et S3 et sera déployé sur le site 2. Et, C ′′1 fournira les ensembles de services
S2 et S4 et sera déployé sur le site 1. La spécification de l’adaptation ainsi obtenue sera alors utilisée
par le processus d’adaptation structurelle dynamique pour reconfigurer la structure du composant afin de
l’adapter à son contexte d’exécution (voir Figure 4.14).
Figure 4.14 – Regroupement des services en fonction des dépendances existantes
4.5.4 Reconfiguration dynamique du composant structurellement adaptable
Le composant à adapter pour satisfaire les attentes liées à son utilisation, se trouve dans un format ca-
nonique au moment de son exécution. La génération de la nouvelle structure est ainsi obtenue à partir de
ce format. Il s’agit de construire, à la volée, de nouveaux composants à partir des composants interfaces
existants. Chaque nouveau composant deviendra ainsi un composant composite dont les sous-composants
des composants primitifs. Chaque nouveau composant composite doit donc encapsuler toutes les inter-
faces fournies et requises par ses sous-composants. Ces derniers ne seront plus visibles et ils seront
accessibles uniquement par les interfaces du composite les contenant. Ainsi, chaque composite fournit
l’ensemble des services offerts par ses sous-composants. De plus, il définit comme interfaces requises,
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celles requises par ses sous-composants, exceptées celles fournies par d’autres de ses sous-composants.
Les nouveaux composants générés seront, par la suite, manipulés comme des unités de déploiement à
part entière. Ainsi, il est nécessaire de définir une opération d’encapsulation de composants primitifs
pour réaliser la reconfiguration.
Cependant, l’encapsulation n’est pas toujours suffisante pour obtenir la structure souhaitée. En effet,
si une phase de reconfiguration a déjà été opérée sur le composant à adapter, certains composants primitifs
peuvent être encapsulés dans un composite. Or, si la nouvelle spécification requiert l’encapsulation de
plusieurs composants déjà encapsulés dans des composites différents, il est nécessaire de casser ces
composites afin de procéder à leur encapsulation dans un composite répondant à la spécification. De
ce fait, il est indispensable de définir une opération d’éclatement des composites issu des opérations
d’encapsulation menées dans le cadre de la reconfiguration du composant.
La reconfiguration, à la volée, du composant sous format canonique nécessite donc la définition de
deux nouvelles opérations de reconfiguration. Ces opérations sont les suivantes :
1. l’encapsulation de composants primitifs
Cette opération consiste à encapsuler plusieurs « composants primitifs » dans un même composant
appelé « composant généré » fournissant les services de l’ensemble des composants qu’il contient.
Le nouveau composant ainsi créé a le même comportement que l’assemblage des « composants
primitifs » qu’il contient ; de ce fait, l’intégrité du composant adapté est préservée. Cette opération
de reconfiguration est réalisée de la manière suivante (voir Figure 4.16) :
(a) extraction des composants à encapsuler
Tout d’abord, (1) l’assemblage de « composants primitifs » qui va être encapsulé dans un
composant composite généré à la volée doit être extrait du composite initial. Pour cela, les
liaisons entre les interfaces (fournies/fournies, fournies/requises et requises/requises) doivent
être détruites, exceptées celles associant deux interfaces de « composants primitifs » conte-
nus dans l’assemblage isolé ;
(b) encapsulation dans un composite
Puis, (2) le composite encapsulant les « composants primitifs » est créé. Les interfaces four-
nies sont celles fournies par les composants qu’il encapsule alors que les interfaces requises
sont celles requises par les composants qu’il encapsule, exceptées celles qu’il fournit ;
(c) reconfiguration des connexions internes
Ensuite, (3) l’assemblage à encapsuler est connecté au composite généré : les interfaces four-
nies par le composite sont connectées aux interfaces fournies par les « composants primitifs
» au travers de liaisons d’exportation. Les interfaces requises des « composants primitifs » et
des sous-composites sont également connectées. Si une interface requise par un « composant
primitif » est fournie par un autre « composant primitif » de l’assemblage à encapsuler alors
la connexion est directe. Dans le cas contraire, il faut créer une liaison d’exportation entre
cette interface requise et l’interface requise du composite généré correspondante ;
(d) reconfiguration des connexions externes
Enfin, le composite généré est connecté au composant adapté (connexion à la membrane du
composite et aux autres sous-composants) : les interfaces fournies du composant composite
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généré sont connectées à celles du composant adapté au travers de liaisons d’exportation
ainsi qu’aux interfaces requises d’autres sous-composants (du composite adapté) qui étaient
connectées directement aux interfaces fournies des « composants primitifs » encapsulés. Les
interfaces fournies du composant composite généré sont quant à elles connectées aux inter-
faces fournies correspondantes ou bien avec une interface requise du composant composite.
Dans le premier cas, l’interface est fournie par un autre sous-composite. Il faut donc établir
une connexion directe entre ces deux interfaces. Dans le second cas, le service est fourni par
un autre composant de l’application. Un lien d’exportation doit donc être mis en place entre
l’interface requise du sous-composite et celle du composite correspondante.
La figure 4.15 montre un exemple de reconfiguration de la structure d’un composant C par encap-
sulation de ses sous-composants. Les « composants primitifs »C1 etC2 fournissant respectivement
les services S1 et S2 sont encapsulés dans un composant C5 qui pourra alors être redéployé sur un
autre site. De la même manière, les composants C3 et C4 fournissant respectivement les services
S3 et S4 sont encapsulés dans un composant C6.
Figure 4.15 – Opération d’encapsulation de « composants primitifs »
2. l’éclatement d’un composant composite généré par encapsulation
Cette opération consiste à éclater un composant composite généré lors de l’encapsulation de «
composants primitifs ». Dans ce cas, le composite est remplacé par l’assemblage de « composants
primitifs » qu’il contient. Cet assemblage fournit les mêmes services que le composite car le com-
posite ne fournit pas de services qui lui sont propres ; de ce fait, l’intégrité du composant adapté est
préservée. Cette opération de reconfiguration est réalisée de la manière suivante (voir Figure 4.16) :
(a) destruction des connexions
Tout d’abord, (1) le composant composite à éclater est déconnecté du composite le contenant
(i.e. destruction des liaisons d’exportation relatives aux interfaces fournies et requises entre
les deux composants) ainsi que des autres sous-composants qui lui sont liés (au travers une
interface requise) ;
(b) destruction de la membrane
Ensuite, (2) la membrane du composant à éclater est détruite et l’assemblage de composants
la contenant est extraite ;
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(c) reconfiguration des connexions
Puis, (3) les composants issus de l’éclatement du composant sont assemblés avec les autres
sous-composants ainsi qu’avec le composite le contenant : d’une part, les interfaces four-
nies par les sous-composants sont connectées avec les interfaces fournies du composite cor-
respondantes (au travers de liaisons d’exportation) ; concernant les interfaces requises de
l’assemblage de composants extraits, si une interface requise est fournie par un autre sous-
composant alors les deux interfaces seront liées. Dans le cas contraire, l’interface requise de
l’assemblage sera liée à l’interface requise du composite au travers une liaison d’exportation.
Une fois que toutes les interfaces qui ont été déconnectées sont à nouveau liées à d’autres
interfaces, l’opération d’éclatement se termine.
La figure 4.16 montre un exemple de reconfiguration de la structure d’un composant C par éclate-
ment de sous-composites générés par encapsulation de « composants primitifs ». Dans cet exemple,
les composants C5 et C6 sont éclatés de manière à obtenir la structure initiale du composant.
Figure 4.16 – Opération d’éclatement de « composants générés »
Ces deux opérations sont utilisées pour reconfigurer la structure d’un composant conforme au modèle
canonique que nous avons défini précédemment, en fonction du la spécification de l’adaptation fournie
par l’administrateur de l’application. Pour cela, plusieurs stratégies peuvent être envisagées :
• stratégie de reconfiguration par la destruction
La première stratégie consiste à détruire tous les composites qui ont été générés. Puis, à recons-
truire par encapsulation la nouvelle structure spécifiée. Cette stratégie n’est pas optimale en terme
d’opérations de reconfiguration à appliquer sur le composant à adapter.
• stratégie de reconfiguration par la comparaison
La deuxième stratégie consiste à comparer la structure actuelle du composant à celle souhaitée
au travers de la spécification fournie et à déterminer le delta entre ces deux structures. L’algo-
rithme de reconfiguration consiste alors à détruire un minimum de composites qui ont été créés
lors d’adaptations précédentes en fonction de la nouvelle spécification (voir Figure 4.17). Les
composants obtenus vont alors servir de briques de base à la création de la nouvelle structure.
Ensuite, des opérations d’encapsulation sont réalisées afin de rendre la structure du composant
adapté, conforme à la nouvelle spécification. Cette stratégie permet de cibler les opérations de
reconfiguration à réaliser.
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S = C1..n //sous-composants du composite avant son adaptation
S′ = C′1..m //sous-composants à générer par reconfiguration
i = 1
j = 1
Tant que |S′| 6= ⊘ Faire
Si structureExterne(Ci )= structureExterne(C′j ) alors
S′ = S′ −
n
C′j
o
i = i+ 1
j = 0
Sinon
Si structureExterne(Ci )
T
structureExterne(C′j )6= ⊘ alors
éclater(Ci )
éclater(Cj )
j = 0
Sinon
j = j + 1
retourner S
Figure 4.17 – Algorithme de génération des briques de base servant à la reconfiguration
4.5.5 Redéploiement dynamique du résultat de la reconfiguration
Le redéploiement dynamique consiste à déployer sur des sites distants les sous-composants générés
lors de la reconfiguration du composant dynamiquement adaptable, tout en préservant leur consistance
et leur intégrité.
4.5.5.1 Processus de redéploiement d’un composant
Le processus de redéploiement d’un composant est le suivant : dans un premier temps, une copie
du composant à redéployer doit être envoyée sur le site distant sans arrêter le composant local. Puis,
les invocations de services fournis par le composant à transférer sont interceptées par un composant de
connexion préalablement introduit. Lorsque le composant à redéployer se trouve dans un état stable,
celui-ci est arrêté et son état est transféré au composant distant. Lorsque le composant déployé sur le site
distant est démarré, les messages mis en attente durant l’arrêt du composant y sont alors transmis (voir
Figure 4.18). Le déploiement d’un composant sur un site distant nécessite la présence d’un composant
spécifique appelé composant serveur, chargé de déployer automatiquement les composants qui lui sont
transmis.
Plusieurs cas de figures peuvent se présenter lors du redéploiement d’un sous-composant généré par
encapsulation ou par éclatement de sous-composants existants :
Cas 1 : le composite (i.e. composant que l’administrateur veut adapter) n’est pas présent sur le futur site
de déploiement du nouveau composant généré.
Dans ce cas, une copie du composant sous format canonique va être déployée sur le site en ques-
tion. Cette copie va alors être reconfigurée de manière à obtenir la structure du composant souhaitée
(i.e. structure conforme à la spécification fournie par l’administrateur sans considération des sites
de déploiement). Les composants virtuels correspondant aux composants primitifs contenus dans
le nouveau composant à déployer sur le site seront alors remplacés par des composants locaux
associés. Puis, les transferts d’état entre les composants locaux distants seront alors réalisés. En-
suite, les composants locaux transférés seront alors remplacés par des composants virtuels. Enfin,
la nouvelle copie du composant adaptée est démarrée.
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Figure 4.18 – Redéploiement dynamique de composants logiciels
Nous pouvons noter que les composants locaux peuvent provenir de différentes copies du compo-
site (i.e. copies déployées sur des sites différents).
Cas 2 : le composite est déjà distribué.
Dans ce cas, les modifications de la structure du composant sous format canonique doivent être
propagées sur chaque copie déployée sur des sites distants, de manière à prendre en compte l’adap-
tation.
Cas 3 : une copie du composite (voir Section 3.2.4.2) est déjà déployée le futur site de déploiement du
nouveau composant généré.
Dans ce cas, la structure de la copie distante du composite est alors reconfigurée. Puis, les com-
posants locaux correspondant aux composants primitifs des nouveaux composants générés sont
alors transférés (i.e. remplacement des composants virtuels en question de la copie distante par des
composants locaux) sur leur nouveau site de déploiement et remplacés par des composants virtuels.
Cas 4 : une partie du composant à transférer est déjà déployée sur le nouveau site.
Dans ce cas, seuls les composants locaux qui ne sont pas encore déployés sur le nouveau site
doivent être transférés après reconfiguration de la structure.
Cas 5 : après transfert du composant généré, la copie du composite adapté ne contient plus de compo-
sants locaux.
Deux cas de figures se présentent alors : soit le site en question correspond au site de déploiement
initial du composant. Dans ce cas, la copie du composite contenant uniquement des composants
virtuels est conservée ; dans le cas contraire (i.e. le site en question ne correspond pas au site de
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déploiement initial du composant), la copie du composite est détruite après le transfert de tous les
composants locaux.
4.5.5.2 Problèmes à gérer liés au déploiement dynamique
Pour assurer ce redéploiement dynamique des sous-composants issus de l’adaptation, nous dotons les
composants de mécanismes permettant d’une part, de stabiliser l’état de ses sous-composants et d’autre
part, de réaliser des transferts d’état de sous-composants locaux vers des sous-composants distants iden-
tiques.
Mécanismes de stabilisation de l’état d’un composant Nous considérons qu’un composant est dans
un état « stable » lorsqu’aucun des services qu’il fournit n’est en cours d’exécution et qu’aucune des
ressources logicielles qu’il définit n’est en cours d’utilisation. De ce fait, pour qu’un composant soit dans
un état stable, il suffit d’intercepter les éventuelles invocations de ses services ainsi que les demandes
d’accès à une ressource logicielle qu’il définit.
Ces opérations d’interceptions de messages sont réalisées par l’intermédiaire de connecteurs ou de
composants spéciaux de connexion entre les composants générés de manière à garantir l’intégrité du
composite. Leur rôle est :
1. d’intercepter les messages entrant dans le composant que l’on veut redéployer (i.e. composant
cible), durant la durée d’indisponibilité de ce composant,
2. de stocker temporairement ces messages jusqu’à ce que le composant cible soit à nouveau en acti-
vité,
3. de redéployer le composant cible sur le site distant,
4. de réaliser le transfert d’état entre les deux copies du composant,
5. de transférer les messages temporairement stockés vers le nouveau composant distant,
6. et enfin de modifier les connecteurs de communications entre les composants distants de manière
à ce que les nouveaux messages entrants soient redirigés vers le composant distant tout en respec-
tant l’ordre d’arrivée des messages (i.e. synchronisation entre les messages stockés temporairement
dans les connecteurs ou les composants de connexion et les messages transmis après réactivation
du composant distant).
Dès lors que tous les services en cours d’exécution et les accès à des ressources logicielles se ter-
minent, nous considérons que le composant se trouve dans un état stable. Cette stratégie suppose que
l’exécution d’un service et l’accès à une ressource logicielle se terminent en un temps fini. Ceci exclut
donc les threads qui pourraient être traités en sauvegardant directement la pile d’exécution de l’applica-
tion et en la rechargeant sur le site distant [116].
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Mécanismes de transfert d’état de composants Pour réaliser le transfert d’état entre deux instances
d’un même composant, nous utilisons les interfaces de sauvegarde et de chargement d’état d’un compo-
sant que nous avons définies dans notre modèle d’adaptation structurelle dynamique.
Une fois que l’état de l’instance du composant à déplacer sur une machine distante est stabilisé, il est
sauvegardé (i.e. sauvegarde des états des ressources logicielles définies dans le composant) sous la forme
d’un fichier XML contenant des couples ressource/valeur :
< nom_de_la_ressource > V aleur < /nom_de_la_ressource >
Le fichier contenant la sauvegarde de l’état du composant est alors envoyé sur le site contenant la
nouvelle instance du composant à déployer. Ce fichier est alors chargé sur la nouvelle instance du com-
posant déployé sur la machine distante par l’intermédiaire des interfaces de chargement d’état. Ainsi,
l’état du composant déplacé sur une machine distante est transféré.
Nous pouvons noter que cette solution a été choisie pour gérer le transfert d’état de ressources re-
lativement simples (attributs de type primitifs). Dans la littérature, beaucoup d’approches ont traité les
problèmes inhérents aux transferts d’états entre plusieurs composants. La résolution de ces problèmes
n’étant pas au centre de cette thèse, pour plus de détails sur les solutions qui ont été apportées dans les
approches existantes, nous invitons le lecteur à consulter [126].
4.6 De l’auto-adaptation de composants vers l’auto-adaptation d’archi-
tectures à base de composants
Dans les sections précédentes, nous avons étudié l’adaptation au niveau des composants logiciels
(niveau micro). Or, il parait évident que l’adaptation d’un composant peut avoir des impacts sur les autres
composants de l’application qui le contient. De ce fait, afin de réaliser l’adaptation d’une application, il
est indispensable de concevoir une stratégie de gestion de l’adaptation au niveau macro (i.e. niveau global
à l’application).
Comme nous l’avons expliqué précédemment, notre approche permet d’adapter automatiquement un
composant à son contexte d’exécution. Or, dans le domaine des composants logiciels, une application est
conçue par l’assemblage de composants logiciels existants. De ce fait, adapter un composant n’est pas
suffisant pour adapter une application conçue à base de composants. En effet, l’adaptation d’un compo-
sant d’une application peut avoir des impacts sur les autres composants qui la constituent. Par exemple,
si deux composants d’une même application sont déployés sur une machine à ressources limitées et que
lors de leur exécution, les ressources disponibles ne sont pas suffisantes pour assurer leur continuité de
service, les deux composants vont déclencher automatiquement une phase d’adaptation structurelle. Si
ces deux adaptations ne sont pas coordonnées par une entité logicielle centralisée, il peut se produire la
situation suivante : la majorité des services fournis par chaque composant est distribuée sur l’infrastruc-
ture disponible alors que les ressources disponibles après l’adaptation des deux composants auraient pu
permettre le déploiement de services (sur la machine de l’utilisateur) qui ont été distribués. Ainsi, pour
adapter une application il est nécessaire d’introduire des mécanismes permettant de coordonner l’adap-
tation des différents composants qu’elle contient.
Pour assurer la coordination de l’adaptation des composants d’une application, nous déployons, sur
chaque site, un composant non fonctionnel dédié appelé composant de coordination. Ce composant doit
être chargé de déclencher une phase d’adaptation s’il détecte que les ressources disponibles sur son site
de déploiement sont insuffisantes pour garantir la continuité de service des composants fonctionnels qui y
sont déployés. Puis, il doit être en mesure de déclencher des adaptations sur des composants fonctionnels
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déployés sur son site et d’en contrôler les impacts. De ce fait, un composant de coordination doit intégrer
des mécanismes lui permettant d’acquérir des informations sur son contexte d’exécution ainsi que des
mécanismes de prise de décisions lui permettant de déclencher des adaptations et de coordonner les
adaptations qu’il aura déclenchées.
Ainsi, un composant de coordination est un composant composite qui contient deux sous-composants
(voir Figure 4.19) :
1. un composant de gestion de contexte
le premier sous-composant, appelé gestionnaire de contexte (CM) offre des mécanismes permet-
tant d’acquérir, de modéliser et d’analyser le contexte d’exécution de la partie d’application le
contenant. Chaque partie d’application fait référence à l’ensemble des composants d’une applica-
tion déployés sur un seul site. L’union de ces parties constitue l’application ;
2. un composant de prise de décision
Le second sous-composant est appelé composant décisionnel (DM). Il est chargé de réaliser le
processus de coordination des adaptations des composants de la partie d’application le contenant.
Son comportement est détaillé ci-après.
Figure 4.19 – Architecture d’une application auto-adaptable
Les composants de coordination ont deux rôles : leur premier rôle est de déclencher des phases
d’adaptation de par l’analyse du contexte d’exécution de l’application. Ainsi, cette action qui était jus-
qu’à présent réalisée par les composants eux-mêmes est déléguée aux composants de coordination. Cette
stratégie permet de centraliser et ainsi mieux contrôler les déclenchements de phases d’adaptation. Elle
permet également de gagner en performances ; car un seul composant, sur chaque site d’implantation
de l’application est chargé d’acquérir des informations sur le contexte pour déclencher l’adaptation. Le
deuxième rôle de ces composants est de coordonner l’adaptation des composants présents dans l’ap-
plication. Pour cela, deux stratégies de coordination peuvent être mises en place (voir Figure 4.20) :
la première stratégie consiste à utiliser les composants de coordination pour déclencher, en fonction
du contexte, des phases d’auto-adaptation au niveau des composants déployés sur une même machine
(i.e. stratégie d’adaptation au niveau composant) ; la seconde stratégie consiste quant à elle à utiliser les
composants de coordinations pour déclencher une phase d’adaptation et à déterminer automatiquement,
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en fonction du contexte, les nouvelles structures des composants déployés sur une même machine (i.e.
stratégie d’adaptation au niveau service).
Figure 4.20 – Les différentes stratégies de coordination de l’adaptation au niveau macro
4.6.1 Stratégie d’adaptation au niveau composant
4.6.1.1 Présentation
La première stratégie (gros grain au niveau des composants mais impact local au niveau de l’appli-
cation) consiste à sélectionner les composants devant être adaptés, à analyser l’impact de leur adaptation
sur les autres composants et à déclencher d’autres adaptations si besoin est. Pour cela, il est nécessaire
d’établir une classification des composants en fonction de leur intérêt à être adapté au contexte d’exé-
cution. L’intérêt d’un composant à être adapté dépend de l’impact de son adaptation sur la continuité
de service. Cependant, l’assurance de cette continuité de service ne doit pas être réalisée au détriment
de la qualité de service. Ainsi, il est indispensable de prendre en compte le surcoût lié à l’adaptation.
Par exemple, il doit être privilégié l’adaptation de composants peu utilisés, car leur distribution ne va
pas entraîner de surcoûts visibles (liés aux communications distantes très coûteuses) du point de vue de
l’utilisateur. Dans ce cas, les composants de coordination doivent être capables de capter et d’analyser le
contexte d’exécution des composants sur leur site de déploiement et ainsi d’en extraire des informations
sur le besoin d’adaptation de l’application et sur les impacts de chaque adaptation afin de déclencher des
phases d’adaptation sur les composants les moins utilisés.
Afin de mettre en place cette stratégie d’auto-adaptation d’une application, les composants logiciels
assemblés doivent être conformes au modèle de composants auto-adaptatifs défini précédemment. En
effet, chaque composant doit disposer de mécanismes lui permettant d’acquérir son contexte d’exécution,
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de déterminer une nouvelle structure adaptée au contexte courant et de reconfigurer dynamiquement sa
structure. Cependant, le déclenchement d’un processus d’adaptation n’est pas réalisé par le composant lui
même mais par le composant de coordination déployé sur la machine. Les mécanismes d’acquisition et de
modélisation du contexte d’exécution sont partagés entre les composants fonctionnels et le composant de
coordination ; chacun disposant d’une vue partielle sur le contexte. En fait, le composant de coordination
dispose d’une vue sur le contexte de déploiement et chaque composant fonctionnel offre une vue sur son
propre contexte d’exploitation et son contexte applicatif. Lors des étapes de prise de décisions ces vues
doivent être agrégées afin d’obtenir une vue globale du contexte permettant de prendre en compte tous
les éléments.
4.6.1.2 Processus de coordination
Le processus de coordination de l’adaptation au niveau macro comporte quatre étapes :
1. détection des besoins d’adaptation par observation de l’environnement (contexte d’exécution) de
l’application
Cette étape du processus nécessite l’acquisition et l’analyse du contexte. Dans ce cas, le contexte
fait référence au contexte d’exécution des composants logiciels et plus particulièrement aux res-
sources évolutives du contexte de déploiement ; mais également au contexte d’utilisation des com-
posants (i.e. ressources requises par les composants pour garantir une continuité de service) fournis
par les interfaces de description de service.
L’application doit être capable d’assurer la continuité des services qu’elle propose. Pour cela, des
mécanismes de déclenchement automatique d’adaptation doivent être mis en place : lorsque les
ressources évolutives deviennent critiques (i.e. inférieures à un seuil calculé en fonction des be-
soins de chaque service ou bien défini par le concepteur de l’application), l’adaptation structurelle
doit être déclenchée.
2. sélection des composants à adapter en fonction de leur taux d’utilisation
La deuxième étape consiste à déterminer en fonction du contexte extrait lors de la première étape,
quels sont les composants de l’application qui doivent être adaptés pour garantir une continuité de
service tout en préservant la qualité de service. Différentes stratégies peuvent être adoptées en fonc-
tion des spécificités de l’application et des besoins liés à son utilisation. Par exemple, une stratégie
peut consister à adapter, en priorité, les composants les moins utilisés en les distribuant sur l’in-
frastructure disponible à condition que leur distribution soit susceptible de libérer des ressources
manquantes pour assurer la continuité de service. Par exemple, si le composant ne consomme pas
d’espace disque et que la ressource manquante au site de déploiement est l’espace disque, alors
l’adaptation de ce composant sera ignorée. Ainsi, le choix des composants à adapter se fait en
fonction du taux d’utilisation de leurs services fournis et de l’impact de leur adaptation.
Dans un premier temps, il est nécessaire d’établir une classification (ordre total) des composants
déployés sur un site, en fonction de leur taux d’utilisation. Cette classification va permettre de
déterminer les composants à adapter en priorité. Trois solutions sont possibles pour déterminer le
taux d’utilisation.
(a) Soit le taux d’utilisation d’un composant Ck noté TUse(Ck) est calculé en fonction de la
moyenne arithmétique d’appels de services à un composant, notée MUse. Cette stratégie
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permet d’adapter, en priorité, les services les plus utilisés. De plus, dans l’objectif de garantir
une qualité de service, les composants dont la répartition d’utilisation des services est la plus
déséquilibrée doivent être adaptés en premier.
Par exemple, si l’on considère deux composants C1 fournissant trois services S1, S2 et
S3 ; et C4 fournissant également trois services S4, S5 et S6 : à l’instant t du déclenche-
ment de l’adaptation, on observe les valeurs présentées dans le tableau 4.1. On note α(Si) le
nombre d’appels du service Si. Nous pouvons remarquer que les deux composants ont des
moyennes d’utilisation identiques (MUse(C1) = MUse(C4) = 50). Cependant, la répartition
des charges au niveau des services n’est pas la même : les services S2 et S3 sont très peu
utilisés alors que tous les services du composant C4 sont utilisés avec une répartition des
charges équilibrées. De ce fait, il parait judicieux de privilégier l’adaptation du composant
C1 par rapport au composant C4 car la distribution des services S2 et S3 pourrait permettre
de libérer des ressources sur le site sans avoir un impact notable pour l’utilisateur (i.e. pas de
surcoût engendré par la distribution au niveau des services les plus utilisés).
Ainsi, la moyenne arithmétique MUse(Ck) doit être pondérée par le nombre de services
dont le nombre d’appels dépasse un seuil fixé par l’administrateur de l’application. Par
défaut, nous fixons ce seuil à la moyenne arithmétique d’appels de services au composant
(MUse(Ck)). De cette manière, dans le cas où deux composants auraient des moyennes arith-
métiques proches, nous privilégions l’adaptation de composants ayant la répartition d’utili-
sation de ses services la moins équilibrée des deux. Cette solution accorde plus d’importance
aux services les plus utilisés.
Le taux d’utilisation d’un composant est alors calculé de la manière suivante :
TUse(Ck) =
˛˛˘
Sj ∈ SCk / α(Sj) ≥MUse(Ck)
¯˛˛
∗MUse(Ck)
Tel que
MUse(Ck) =
1˛˛
SCk
˛˛
˛
˛
˛SCk
˛
˛
˛X
j=0
α(Sj )
(b) Soit le taux d’utilisation d’un composant Ck noté T ′Use(Ck) est calculé en fonction de la
moyenne harmonique du nombre d’appels de ses services. Cette stratégie permet d’obtenir
des moyennes très faibles lors de répartitions de charges non équilibrées entre les services
fournis par un composant. Ainsi, les composants les moins utilisés ne sont pas forcément
ceux qui auront des taux d’utilisation faibles mais plutôt ceux dont la répartition des charges
est la plus déséquilibrée.
Dans ce cas, le taux d’utilisation d’un composant est donc calculé de la manière suivante :
T ′Use(Ck) = M
′
Use(Ck)
Tel que
M ′Use(Ck) =
˛˛
SCk
˛˛
P˛˛˛SCk ˛˛˛
j=0
1
α(Sj)+1
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(c) La dernière solution consiste à associer les deux stratégies de calcul précédentes en éva-
luant le taux d’utilisation d’un composant Ck noté T ′′Use(Ck) à la moyenne arithmétique de
la moyenne harmonique M ′Use(Ck) et la moyenne arithmétique MUse(Ck). Cette stratégie
permet à la fois de tenir compte du déséquilibre de la répartition des charges d’un composant
et de son utilisation globale.
Dans ce cas, le taux d’utilisation d’un composant est donc calculé de la manière suivante :
T ′′Use(Ck) =
1
2
`
MUse(Ck) +M
′
Use(Ck)
´
Tel que
MUse(Ck) =
1˛˛
SCk
˛˛
˛
˛
˛SCk
˛
˛
˛X
j=0
(α(Sj) + 1) et M
′
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˛˛
P˛˛˛SCk ˛˛˛
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En appliquant un algorithme de tri classique sur ces valeurs, nous obtenons une classification des
composants potentiellement adaptables en fonction du taux d’utilisation choisi (voir Tableau 4.1).
La stratégie d’adaptation consiste alors à déclencher l’adaptation structurelle sur les composants
ayant le taux d’utilisation le plus bas. Le nombre de composant à adapter dépend de la consomma-
tion en ressources de chaque composant. De ce fait, il faut, après avoir classifié les composants par
leur taux d’utilisation, sélectionner les composants de telle sorte que les ressources susceptibles
d’être libérées par l’adaptation soient supérieures à celles requises pour garantir une continuité de
service de l’application sur le site ;
Composant α(Sk) TUse(Ck) Classement T ′Use(Ck) Classement T
′′
Use(Ck) Classement
C1 140 - 5 - 5 50 2 7.3684 2 28.6842 3
C2 12 - 35 - 45 61.3333 3 22.3668 5 26.5167 1
C3 20 - 158 - 3 -
12
48.25 1 7.6989 3 27.9744 2
C4 55 - 45 - 50 100 6 49.6655 6 49.8327 5
C5 300 - 2 - 5 -
15 - 26
69.6 4 4.2654 1 36.9327 4
C6 300 - 4 - 52 -
3
89.75 5 11.0065 4 71.2532 6
C7 100 - 156 -
150 - 120
263 7 130 7 65 7
Table 4.1 – Exemple de classification de composants en fonction de leur taux d’utilisation
3. déclenchement du processus d’adaptation structurelle automatique sur les composants sélection-
nés précédemment
Une fois que les composants à adapter sont sélectionnés, le composant de coordination du site
concerné va déclencher les processus d’auto-adaptation structurelle de ces derniers. Cette opéra-
tion est réalisée par l’invocation du service d’adaptation des composants concernés ;
4. analyse de l’impact de l’adaptation structurelle
Après l’exécution du processus d’adaptation structurelle sur les composants sélectionnés lors de
la deuxième étape, deux cas de figures peuvent apparaître : soit la nouvelle structure engendre une
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diminution des ressources consommées permettant de garantir la continuité de service de l’applica-
tion. Dans ce cas, le processus repasse en mode de détection du besoin de l’adaptation structurelle
(première étape) ; soit les ressources libérées par l’adaptation structurelle ne sont pas suffisantes
pour assurer une continuité de service. Dans ce cas, le processus réitère les phases de sélection et
d’adaptation en fonction des composants venant d’être adaptés (élargir le champ de sélection des
composants) jusqu’à l’obtention d’une structure adaptée au contexte courant (i.e. garantissant la
continuité de service).
De plus, chaque composant de coordination doit être capable de décider s’il peut ou non autoriser,
en fonction des ressources disponibles, le déploiement de nouveaux composants issus de l’adaptation
structurelle réalisée sur d’autres sites fournissant d’autres composants de l’application.
Figure 4.21 – Processus de coordination relatif à la stratégie d’adaptation au niveau composant
Un exemple de processus de coordination est fourni dans la figure 4.21. Il montre trois composants
(C1, C2 et C3) qui sont déployés sur un même site. A un instant donné, les ressources disponibles sur
ce site ne sont plus suffisantes pour garantir la continuité de service de ces composants. Dès lors que le
composant de coordination détecte ce problème, il va établir une classification des composants à adapter
en fonction du taux d’utilisation de leur service : C1 est le composant dont les services sont les moins
utilisés, suivi de C3 puis de C2. Ainsi, le composant de coordination va déclencher l’auto-adaptation du
composant C1. Ce dernier va générer automatiquement la spécification d’une structure adapté à sa situa-
tion puis va reconfigurer sa structure courante afin de la rendre conforme à la spécification obtenue et
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enfin, redéployer les sous-composants générés si nécessaire. Après analyse de l’impact de cette adapta-
tion, le composant de coordination détecte que les ressources libérées ne sont pas suffisantes pour garantir
la continuité de service des composants déployés sur le site. Ainsi, il va déclencher l’auto-adaptation du
composant C3. Une fois l’auto-adaptation réalisée, les ressources disponibles sont jugées suffisantes par
le composant de coordination pour garantir la continuité de service.
4.6.1.3 Évaluation de la stratégie d’adaptation au niveau composant
Cette stratégie permet de cibler l’adaptation et ainsi minimiser le nombre de composants à adapter
en déclenchant des phases d’adaptation uniquement sur les composants dont les services sont les moins
utilisés par l’utilisateur. Ainsi, cette stratégie permet de minimiser le surcoût engendré par l’adaptation
du point de vue de l’utilisateur.
Cependant, cette stratégie souffre des inconvénients suivants : tout d’abord, cette stratégie n’a qu’un
impact local sur le fonctionnement de l’application car les adaptations sont réalisées sur des composants
cibles. De ce fait, elle permet d’assurer la continuité de service de l’application mais pas d’améliorer la
qualité de service au niveau global de l’application.
De plus, le choix des composants à adapter peut être sujet à discutions. Le choix de la stratégie de
calcul du taux d’utilisation d’un composant reste à l’appréciation de l’administrateur de l’application.
Chaque composant doit être doté de mécanismes lui permettant d’acquérir des informations sur son
contexte d’exécution et générer en fonction de ces informations une structure adaptée. Ainsi, les pro-
cessus décisionnels relatifs à l’adaptation des composants sont situés au niveau des composants (i.e.
processus décentralisé). Cette stratégie engendre donc des surcoûts importants pouvant provoquer des
diminutions dans les performances de l’application. De ce fait, il ne peut être envisagé, dans certains
cas, de doter tous les composants de l’application de tels mécanismes. Cependant, cette stratégie peut
se révéler efficace si l’administrateur souhaite cibler les composants à adapter et ainsi augmenter la
flexibilité uniquement pour certains composants judicieusement sélectionnés (les plus consommateurs
en ressources, par exemple).
Par ailleurs, une itération peut ne pas suffire et, dans le pire des cas, tous les composants peuvent être
adaptés les uns à la suite des autres. Dans ce cas, le temps d’adaptation de l’application peut se révéler
important.
4.6.2 Stratégie d’adaptation au niveau service
4.6.2.1 Présentation
La deuxième stratégie (grains fins au niveau des composants mais impact global au niveau de l’ap-
plication) consiste à appliquer les mécanismes de prise de décisions définis dans le cadre de l’auto-
adaptation structurelle d’un composant logiciel en prenant pour point de départ l’ensemble des services
déployés3 sur un site.
Afin de mettre en place cette seconde stratégie d’auto-adaptation d’une application, les composants
assemblés doivent être conformes au modèle de composants structurellement et dynamiquement adap-
tables défini précédemment. En effet, dans ce cas, les processus de prise de décisions sont centralisés
au niveau des composants de coordination qui ont pour rôle d’acquérir des informations sur le contexte
d’exécution courant et de déterminer pour chaque composant une structure adaptée.
3Uniquement les services déployés sur le site sont pris en considération ; les services accessibles par l’intermédiaire de
composants distants sont exclus.
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4.6.2.2 Processus de coordination
Cette stratégie consiste à considérer l’application déployée sur un site comme un composant compo-
site encapsulant tous les composants déployés sur le site en question et fournissant les services fournis
par ces composants. En appliquant notre stratégie de prise de décisions définie au niveau des services
fournis par un composant sur l’ensemble des services fournis par l’application sur un site, nous ob-
tenons une partition des services de l’application déployés sur ce site ; chaque élément de la partition
étant associé à un site. Ensuite, à partir de la spécification obtenue, il suffit de générer une spécification
pour chaque composant déployé sur la machine en séparant les services fournis par chaque composant.
Chaque spécification sera alors transmise au composant correspondant au travers de l’interface d’adap-
tation structurelle dynamique. Une phase de reconfiguration de la structure interne du composant pourra
alors être initiée et le composant en question sera redéployé si nécessaire.
Un exemple de processus de coordination est fourni dans la figure 4.22. Il montre trois composants
(C1, C2 et C3) qui sont déployés sur un même site. A un instant donné, les ressources disponibles sur
ce site ne sont plus suffisantes pour garantir la continuité de service de ces composants. Dès lors que
le composant de coordination détecte ce problème, il va générer une spécification de la structure de
chaque composant et la transmettre au composant en question si celle-ci est différente de la structure
courante (la structure du composant C2 étant identique à l’actuelle, aucun message ne lui sera transmis).
Les composants recevant un message contenant la spécification de leur nouvelle structure adaptée au
contexte vont alors reconfigurer leur structure et redéployer leur sous-composant si nécessaire. Ainsi, la
continuité de service sera garantie sur le site de déploiement des composants C1, C2 et C3.
Figure 4.22 – Processus de coordination relatif à la stratégie d’adaptation au niveau service
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4.6.2.3 Évaluation de la stratégie d’adaptation au niveau service
Cette stratégie à grains plus fins présente de nombreux avantages. Tout d’abord, elle permet d’obtenir
une meilleure répartition des services d’un point de vue global. Dans ce cas, la répartition est plus précise
et donc permet d’améliorer la qualité de service au niveau de l’application.
De plus, le surcoût engendrer par cette stratégie peut se révéler moins important que si l’on applique
l’autre solution. En effet, dans ce cas, la gestion de la prise en compte du contexte est centralisée : un seul
composant fournissant ce type de service (i.e. acquisition du contexte, déclenchement de l’adaptation et
génération de la spécification correspondant à la nouvelle structure des composants déployés sur le site)
est nécessaire par nœud de l’infrastructure distribuée.
Il convient également de noter qu’une seule adaptation suffit pour assurer la continuité de service
de l’application sur un site de déploiement ; ce qui diminue le temps d’adaptation car les phases de
reconfiguration des composants peuvent être réalisées en parallèle et non séquentiellement comme c’est
le cas avec la première stratégie.
Cependant, cette stratégie présente des inconvénients. Tout d’abord, elle peut entraîner l’adaptation
simultanée de tous les composants déployés sur une même machine, y compris ceux qui sont le plus
utilisés. De ce fait, pendant la durée de l’adaptation les performances de l’application peuvent être dé-
gradées de manière notable pour l’utilisateur contrairement à la première stratégie qui consiste à adapter
en priorité les composants les moins utilisés.
Par ailleurs, cette stratégie ne permet pas de cibler l’adaptation et donc les composants les plus
utilisés peuvent subir des adaptations. Ainsi, le surcoût lié à l’adaptation peut être perçu par l’utilisateur
de l’application.
4.6.3 Bilan des deux stratégies
Dans cette section, nous avons proposé deux stratégies possibles pour gérer l’adaptation d’assem-
blages de composants : l’une agissant au niveau des composants et l’autre au niveau de l’assemblage.
Comme nous avons pu le constater, ces deux solutions présentent chacune des avantages et des inconvé-
nients ne permettant pas, de manière générique, de privilégier le choix de l’une ou de l’autre stratégie.
Ainsi, l’administrateur de l’adaptation devra en fonction de l’application et de son contexte d’exécution,
sélectionner la meilleure stratégie possible.
4.7 Ré-ingénierie de composants existants pour les rendre structurelle-
ment auto-adaptatifs
Afin de réaliser notre approche d’auto-adaptation structurelle sur des composants existants, nous
fournissons un processus de ré-ingénierie permettant de transformer un composant existant en un com-
posant structurellement auto-adaptatif. Ce processus de ré-ingénierie est basé sur la transformation struc-
turelle que nous avons définie dans le chapitre précédent. Il comporte trois étapes :
• spécification des « composants primitifs »
La première étape de notre processus de ré-ingénierie consiste à spécifier les composants qui ser-
viront de brique de base lors de la phase dynamique. Ces sous-composants appelés « composants
primitifs » fournissent chacun un élément de la partition des services fournis par le composant à
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adapter. L’objectif est de regrouper les services les plus dépendants au sein de composants ne pou-
vant être fragmentés. Cependant, plus le nombre de « composants primitifs » est important, plus
le composant est flexible car le nombre de combinaison d’assemblage possible est croissant. Par
défaut, chaque interface fournie par le composant à adapter est réifiée en composant, de manière à
assurer une grande flexibilité du composant.
Cette spécification peut être réalisée manuellement par un acteur externe de l’adaptation, ou bien
automatiquement en prenant en compte les dépendances entre les interfaces. Nous détaillons ci-
après la réalisation de cette étape de spécification ;
• génération du composant sous format canonique
Une fois que les « composants primitifs » ont été spécifiés de manière automatique ou manuelle, le
code source du composant doit être transformé de manière à le rendre conforme à la spécification
générée précédemment. Cette transformation du composant sous format canonique est réalisée en
deux sous-étapes :
1. génération et assemblage des « composants primitifs »
Afin de générer le composant composite contenant les composants primitifs (composant
conforme au modèle de composants structurellement et dynamiquement adaptables), nous
utilisons notre processus d’adaptation structurelle défini dans le chapitre précédent. Ce pro-
cessus de transformation structurelle, réalisé de manière automatique, comporte trois étapes
(voir Figure 4.23) : tout d’abord, le composant initial est fragmenté en un ensemble de com-
posants (i.e. composants primitifs). Par défaut, chaque composant généré fournit un seul
service du composant initial (i.e. composant interface). Puis, les composants primitifs sont
assemblés, en tenant compte de leurs dépendances (i.e. assemblage horizontal). Enfin, l’as-
semblage obtenu est encapsulé dans un composant composite fournissant le même ensemble
de services que le composant initial (i.e. assemblage vertical) ;
Figure 4.23 – Génération de composants dynamiquement et structurellement auto-adaptatifs
2. génération des composants dédiés à l’auto-adaptation
Une fois que le composant est conforme à notre modèle de composants structurellement et
dynamiquement adaptables, il est nécessaire de lui introduire des mécanismes permettant de
le rendre auto-adaptatif. Pour cela, nous devons générer les composants dédiés à l’automa-
tisation de notre processus d’adaptation. La mise en œuvre de ces composants est détaillée
dans les sections suivantes.
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• documentation du composant auto-adaptatif
Une fois que le composant est conforme au modèle de composants structurellement et dynami-
quement auto-adaptatifs que nous avons défini précédemment, le composant doit être documenté.
Cette opération consiste à décrire les ressources nécessaires au déploiement et à l’exécution de
chaque service fourni par le composant concerné.
La description peut être réalisée de manière automatique (i.e. détermination des ressources re-
quises en fonction du code source du correspondant) ou bien manuellement par l’administrateur
de l’adaptation. Cette description est intégrée au composant au moyen d’interfaces dédiées que
nous avons décrites dans notre modèle de composants dynamiquement auto-adaptatifs. Ces don-
nées seront intégrées au gestionnaire de contexte afin d’être utilisées pour le déclenchement et la
prise de décisions d’une phase d’adaptation dynamique de la structure du composant. Nous dé-
taillerons la prise en compte de ces données dans la section suivante.
4.7.1 Spécification manuelle des « composants primitifs »
La spécification des « composants primitifs » peut être réalisée par un acteur externe de l’adaptation
au travers d’une spécification (voir Figure 4.24). Cette spécification permet de définir les composants à
générer et pour chaque composant, ses interfaces fournies. Un contrôle destiné à vérifier la validité de
la spécification du résultat de la transformation doit être appliqué : les nouveaux composants doivent
définir un ensemble d’interfaces comme étant chacun un sous-ensemble de l’ensemble des interfaces du
composant initial. De plus, l’union de ces sous-ensembles doit être égale à l’ensemble des interfaces
fournies par le composant initial. Également, aucun élément spécifié ne doit être en contradiction avec la
description de l’architecture de l’application relative au composant initial.
Exemple de l’agenda-partagé
Pour illustrer cette étape, considérons l’exemple du composant Agenda-partagé. L’administrateur du
composant souhaite créer six « composants primitifs » : Agenda, MiseAjourAgenda, Reunion, MiseAjour-
Reunion, Absence et MiseAjourAbsence ; fournissant chacun l’interface de même nom. La spécification
de l’adaptation permettant d’obtenir le composant Agenda-partagé sous format canonique est donnée
dans la figure 4.25.
4.7.2 Spécification automatique des « composants primitifs » par l’évaluation des dépen-
dances entre les services fournis
Cette étape de spécification des composants primitifs peut également être réalisée automatiquement.
Son objectif est de regrouper les services fournis par le composant que l’on veut rendre conforme au mo-
dèle canonique en fonction de leurs dépendances : les services les plus dépendants doivent être fournis par
un même composant primitif. Pour cela, il est nécessaire d’évaluer, de manière statique, les dépendances
entre les différents services du composant adapté afin d’établir des regroupements qui vont correspondre
aux services fournis par chaque composant primitif.
4.7.2.1 Évaluation des dépendances entre les services fournis
Les dépendances entre les services fournis par un composant sont de deux types : d’une part, les
dépendances fonctionnelles liées aux appels entre les services (l’évaluation de ce type de dépendance
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1 <? xml v e r s i o n =" 1 . 0 " encod ing =" iso −8859−1 " ?>
2 < !−− An XML DTD f o r S c o r p i o : c a n o n i c a l S c r i p t . d t d −−>
3 < !−− Canonica l component g e n e r a t i o n −−>
4
5 < !ELEMENT c a n o n i c a l C o m p o n e n t S t r u c t u r e ( u−component ∗ ) >
6 < !ELEMENT u−component ( s e r v i c e +) >
7 < !ELEMENT s e r v i c e >
8
9 < !ATTLIST c a n o n i c a l C o m p o n e n t S t r u c t u r e
10 name CDATA #REQUIRED
11 >
12 < !ATTLIST u−component
13 name CDATA #REQUIRED
14 >
15 < !ATTLIST s e r v i c e
16 s i g n a t u r e CDATA #REQUIRED
17 >
Figure 4.24 – Spécification nécessaire pour l’obtention d’un composant sous format canonique
1 <? xml v e r s i o n =" 1 . 0 " encod ing =" iso −8859−1 " s tandalone =" no " ?>
2 < !DOCTYPE c a n o n i c a l C o m p o n e n t S t r u c t u r e SYSTEM " / S c o r p i o D a t a / xm ld tds / c a n o n i c a l S c r i p t . d t d " >
3
4 < c a n o n i c a l C o m p o n e n t S t r u c t u r e name=" Agenda−p a r t a g e ">
5 <u−component name=" Agenda ">
6 < s e r v i c e s i g n a t u r e =" Agenda " / > < / u−component >
7 <u−component name=" MiseAjourAgenda ">
8 < s e r v i c e s i g n a t u r e =" MiseAjourAgenda " / > < / u−component >
9 <u−component name=" Reunion ">
10 < s e r v i c e s i g n a t u r e =" Reunion "> < / u−component >
11 <u−component name=" MiseAjourReunion " / >
12 < s e r v i c e s i g n a t u r e =" MiseAjourReun ion "> < / u−component >
13 <u−component name=" Absence ">
14 < s e r v i c e s i g n a t u r e =" Absence " / >
15 < s e r v i c e s i g n a t u r e =" D r o i t " / > < / u−component >
16 <u−component name=" MiseAjourAbsence ">
17 < s e r v i c e s i g n a t u r e =" MiseAjourAbsence " / >
18 < s e r v i c e s i g n a t u r e =" M i s e A j o u r D r o i t " / > < / u−component >
19 < / c a n o n i c a l C o m p o n e n t S t r u c t u r e>
Figure 4.25 – Script d’obtention du composant Agenda-partagé sous format canonique
est appelée couplage) et, d’autre part, les dépendances liées aux ressources partagées entre ces services.
L’évaluation de ce type de dépendance est quant à elle appelée cohésion.
Le couplage (4.8) est évalué au nombre de services appelés dans le code d’exécution d’un service.
Une pondération pourra alors être établie en fonction de l’imbrication de ces invocations dans des blocs
de conditionnelles. Plus l’invocation est située dans la profondeur notée α, plus la pondération doit
être faible car la probabilité d’invocation du service est faible. Ainsi, l’évaluation du couplage, notée
Ccouplage, est réalisée de la manière suivante :
Ccouplage(Si, Sj) =
nX
k=1
1
α(Si, Sj , k)
+
mX
k=1
1
α(Sj , Si, k)
(4.8)
Tel que n = nombre d′appels dans Si au service Sj (4.9)
m = nombre d′appels dans Sj au service Si (4.10)
α(x, y, i) = profondeur du ie`me appels au service y dans x (4.11)
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Concernant la cohésion (4.12), celle-ci dépend des ressources partagées durant l’exécution des diffé-
rents services. Elle est évaluée au nombre de ressources partagées entre les différents services, pondéré
par leur taille car plus la taille est importante, plus le coût lié au maintien de la cohérence sera important.
Ainsi, l’évaluation de la cohésion, notée Ccohesion, est réalisée de la manière suivante :
Ccohesion(Si, Sj) =
mX
k=1
β(k) (4.12)
Tel que m = nombre de ressources partage´es entre Si et Sj (4.13)
β(k) = taille de la ke`me ressource partage´e (4.14)
L’évaluation de ces deux dépendances (i.e. couplage et cohésion) est alors utilisée pour établir des
relations de proximités entre les différents services proposés par le composant à transformer sous format
canonique. La proximité entre deux services varie de zéro, quand les deux services ne sont liés par aucune
dépendance, à un. La valeur « un » signifie que les deux services sont identiques (par convention). Plus
la valeur de la proximité est proche de un, plus les deux services sont dépendants. α et β sont des
facteurs d’impact (i.e. pondération) respectivement du couplage et de la cohésion. L’administrateur de
l’adaptation peut, en fonction des besoins, faire varier ces facteurs d’impact, en donnant plus de poids
au couplage (α > β) ou bien à la cohésion (α < β). Par défaut, on suppose que ces deux dépendances
ont des impacts identiques (α = 1 et β = 1). Ainsi, la proximité entre deux services Si et Sj , notée
Pr(Si, Sj), est calculée de la manière suivante :
Pr(Si, Sj) =

1 si Si = Sj
1
α+β
(α ∗ C′couplage(Si, Sj) + β ∗ C
′
cohesion(Si, Sj)) sinon
Tel que
C′couplage(Si, Sj) =
(
0 si Ccouplage_max = 0
Ccouplage(Si,Sj)
Ccouplage_max
sinon
C′cohesion(Si, Sj) =
(
0 si Ccohesion_max = 0
Ccohesion(Si,Sj)
Ccohesion_max
sinon
Ccouplage_max = max(
˘
Ccouplage(x, y), ∀x, y ∈ S / x 6= y
¯
)
Ccohesion_max = max({Ccohesion(x, y), ∀x, y ∈ S / x 6= y})
4.7.2.2 Algorithme de regroupement de services
Ensuite, l’application d’un algorithme de regroupement (en anglais « clustering ») (voir Figure 4.26)
sur les évaluations des proximités entre les services fournis par le composant va permettre d’obtenir des
regroupements correspondant aux composants primitifs à générer.
Le déroulement de cet algorithme est le suivant : tout d’abord, les services fournis par le composant
sont répartis en n clusters (un service par cluster). Puis, l’algorithme recherche les deux clusters les plus
proches (ceux dont la proximité est maximale) et les agrège au sein d’un même cluster. Cette opération
est réitérée jusqu’à ce qu’il ne reste qu’un seul cluster. Enfin, le résultat est représenté sous forme d’un
dendrogramme.
L’algorithme se termine en un nombre fini d’itérations (n) correspondant au nombre de services
fournis par le composant initial. En effet, à chaque itération, le nombre de clusters est réduit de un du
fait de la fusion des clusters les plus proches, jusqu’à ce que le nombre de cluster soit égal à un.
Le dendrogramme ainsi obtenu est alors découpé afin d’obtenir les clusters correspondant aux ser-
vices des composants primitifs à générer. Avant de procéder au découpage, l’administrateur de l’applica-
tion doit fixer un seuil de proximité appelé αPr au delà duquel les services ne peuvent pas être regroupés.
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Cl ← Ensemble des services fournis
Tant que |Cl| 6= 1 Faire
∀Cli, Clj ∈ Cl, T [Cli, Clj ]←− Pr(Cli, Clj)
Déterminer Clmaxi et Clmaxj tel que
∀Cli, Clj ∈ Cl, Cli¬Clj
T [Clmaxi, Clmaxj ] ≥ T [Cli, Clj ]
Cl = Cl ∪ {(Clmaxi, Clmaxj)}
Cl = Cl− {Clmaxi, Clmaxj}
Figure 4.26 – Algorithme de regroupement des services en clusters
Figure 4.27 – Découpe du dendrogramme du composant Agenda-partagé
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La valeur de ce seuil doit être comprise entre 0 et 1. Ensuite, le dendrogramme est découpé en fonction
de ce seuil. Les clusters créés correspondent aux intersections entre la droite de proximité αPr et le
dendrogramme. Ils constitueront par la suite les services fournis des différents sous-composants à créer.
Ainsi, si αPr = 1, chaque service fourni par le composant adapté est contenu dans un cluster et donc
va être fourni par un composant primitif (réification des services en composant). Plus la valeur de αPr
sera proche de zéro, plus le nombre d’intersections sera faible et donc peu de « composants primitifs »
seront créés ; ce qui engendrera une faible flexibilité du composant après sa transformation dans le format
canonique.
Exemple de l’agenda-partagé
Par exemple, considérons le dendrogramme du composant Agenda-partagé présenté dans la figure 4.27.
Si l’administrateur de l’application fixe la valeur du seuil de proximité à 0.8 (coupe numéro 1), nous
obtenons six composants primitifs dont la spécification généré correspond à la figure 4.25. Dans le cas
où αPr = 0.6, nous obtenons trois composants (coupe numéro 2) : le premier composant fournit les
services MiseAjourAbsence, MiseAjourDroit, Absence et Droit ; le second composant fournit les services
MiseAjourAgenda et Agenda ; Enfin, le troisième composant fournit les services Réunion et MiseAjour-
Réunion.
4.8 Étude et analyse des performances de l’approche d’auto-adaptation
structurelle dynamique de composants
Contrairement au surcoût lié à l’adaptation structurelle par la ré-ingénierie qui est inhérent à la mise
en œuvre de la distribution du composant, le surcoût lié à l’approche d’auto-adaptation structurelle dy-
namique est permanent. En fait, il fait référence :
• au surcoût engendré par le format canonique du composant lors de son exécution
La génération du composant sous format canonique impose la mise en œuvre des mécanismes de
communication et de synchronisation entre les composants primitifs même s’ils ne sont pas dis-
tribués. Ce qui implique que, contrairement à l’adaptation statique où le surcoût nécessaire pour
garantir la cohérence du comportement du composant lié à sa distribution est indispensable, dans le
cas dynamique, ce surcoût doit être considéré comme permanent. Cependant, il est nécessaire afin
d’assurer une grande flexibilité du composant. En fait, plus le composant auto-adaptatif contient
de composants primitifs, plus le nombre de combinaisons possibles pour la reconfiguration de sa
structure sera important. Donc, l’augmentation de la flexibilité de la structure d’un composant en-
traîne une dégradation des performances de ce dernier qui peut être réduite par la parallélisation
des services quand les composants primitifs sont distribués.
Le calcul de ce surcoût est présenté dans le chapitre précédent ;
• au surcoût engendré par l’acquisition et le traitement du contexte d’exécution pour déclencher
une phase d’adaptation et calculer une structure du composant adaptée
L’acquisition et le traitement du contexte d’exécution d’un composant entraîne un surcoût en terme
d’espace mémoire occupée et de performance. Concernant l’espace mémoire occupée, celle-ci dé-
pend du nombre d’éléments de contexte pris en compte et de leur taille mémoire. De plus, afin
d’optimiser le comportement de l’adaptation, nous avons vu qu’il est nécessaire de conserver un
historique ; ce qui peut se révéler très consommateur en terme d’espace mémoire. Il doit donc être
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envisagé d’adapter le nombre d’éléments pris en compte en fonction des ressources disponibles.
Par ailleurs, le contexte doit être acquis et analysé en permanence afin de pouvoir garantir la conti-
nuité de service du composant en déclenchant une phase d’adaptation dès lors que les ressources
disponibles sont jugées insuffisantes. Cette activité d’acquisition du contexte induit donc égale-
ment un surcoût en termes de performance ;
• au surcoût engendré par la prise de décision
La prise de décisions réalisée au cours d’un processus d’auto-adaptation introduit également un
surcoût en terme d’espace mémoire occupée et de performance. Ce surcoût est étroitement lié aux
mécanismes mis en œuvre pour déclencher une phase d’adaptation et générer automatiquement
une structure adaptée à la situation. Ces deux tâches sont réalisées par l’intermédiaire de règles
que nous avons définies dans les sections précédentes. Aussi, le surcoût engendré par ces deux
tâches dépend du nombre de règles utilisées et de leur complexité.
Concernant les règles de déclenchement de l’adaptation, ces règles sont de type évènement/action.
De ce fait, leur complexité est négligeable. Concernant les règles de génération automatique de la
spécification de l’adaptation, leur complexité dépend de leur tâche à accomplir. Les règles relatives
à la classification des services en fonction de leur priorité ont une complexité de O (log n), n cor-
respondant au nombre de services fournis par le composant. Les règles d’association des services
à leur site de déploiement sont quant à elle linéaire ; les algorithmes de regroupement hiérarchique
étant linéaires [72].
Cependant, afin de diminuer le surcoût lié aux prises de décisions au moment de l’adaptation, il
est possible d’agir sur les règles de génération de la spécification de la nouvelle structure. En effet,
certaines règles notamment liées à l’optimisation du résultat de l’adaptation telles que prise en
compte du contexte applicatif pourraient être ignorées de manière à réduire la complexité de la
prise de décisions et ainsi diminuer le surcoût de l’adaptation ; notre objectif premier étant d’assu-
rer la continuité de service et non optimiser les performances de l’application. Le choix de la prise
en compte de ces règles d’optimisation doit donc être fait en fonction des ressources disponibles ;
• au surcoût lié à la réalisation de l’adaptation du composant
Ce surcoût fait référence au surcoût engendré par la réalisation de la reconfiguration de la structure
interne du composant en fonction de la spécification générée lors de la prise de décisions et au
redéploiement des composants créés lors de la reconfiguration.
Concernant le surcoût de la reconfiguration du composant, il est étroitement lié au modèle de
composants utilisé.
Creconfiguration = λ ∗ Cencapsulation + µ ∗ Ceclatement (4.15)
Cencapsulation = (α+ β) ∗ CBD + CCC + (2 ∗ α+ β + γ) ∗ CBC (4.16)
Ceclatement = (2 ∗ α+ β + γ) ∗ CBD + CCD + (α+ β) ∗ CBC (4.17)
λ : nombre d’opérations d’encapsulations de composants primitifs nécessaires pour l’obtention de la nouvelle structure
µ : nombre d’opérations d’éclatements de composites nécessaires pour l’obtention de la nouvelle structure
α : nombre de services encapsulés
β : nombre de fois où un services requis par l’un des composants encapsulés n’est pas fourni par le composite
γ : nombre de services requis par le composite
CBD : coût de destruction d’une liaison
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CBC : coût de création d’une liaison
CCC : coût de création d’un composite par encapsulation
CCD : coût de destruction d’un composite par encapsulation
Le surcoût lié au redéploiement des sous-composants générés lors de la reconfiguration de la
structure du composant dépend quant à lui des paramètres suivants :
1. des performances de l’infrastructure distribuée utilisée (bande passante, taux d’occupation
du réseau, etc.),
2. de temps de chargement du composant transféré sur la machine distante,
3. du coût du transfert d’état du composant initial vers le nouveau composant déployé sur la
machine distante.
Bilan Le surcoût lié à notre modèle de composants dynamiquement auto-adaptatifs étant relativement
important comme nous avons pu le constater, il parait relativement peu envisageable de doter tous les
composants d’une même application de tels mécanismes. Ainsi, une stratégie de gestion de l’adapta-
tion au niveau de l’application s’impose. En effet, une centralisation de l’acquisition et du stockage du
contexte d’exécution de l’application ainsi que des mécanismes de prises de décisions, sur un site permet
de réduire fortement le coût de l’adaptation en terme d’espace mémoire occupé et de performances. Une
telle affirmation renforce donc la nécessité de gérer l’adaptation au niveau macro comme nous l’avons
proposé dans la section précédente.
4.9 Conclusion
Nous avons présenté dans ce chapitre une approche permettant à un composant de logiciel d’adapter
automatiquement sa structure en fonction de son contexte d’exécution. Pour posséder une structure auto-
adaptative, un composant doit être conforme à un modèle canonique particulier. Ce modèle est basé sur
la réification d’interfaces fournies par le composant et l’intégration de mécanismes lui permettant de
réaliser lui même son adaptation. Ces mécanismes sont chargés d’une part d’acquérir et d’analyser son
contexte d’exécution afin de déclencher des phases d’adaptation et de déterminer une structure adaptée,
lui garantissant une continuité et une qualité de service ; et d’autre part de modifier automatiquement
sa structure afin de la rendre conforme à la spécification obtenue. Nous avons appliqué notre stratégie
d’adaptation sur des composants destinés à être exécutés dans des environnements ubiquitaires.
Par ailleurs, nous avons constaté que l’adaptation structurelle d’un composant logiciel dans une ap-
plication pouvait avoir des impacts sur les autres composants de l’application. De ce fait, nous avons
proposé une approche permettant de coordonner les adaptations de composants contenus dans une ap-
plication et ainsi généraliser notre approche pour l’adaptation d’architectures logicielles. Pour cela, nous
avons proposé un modèle et deux stratégies permettant de coordonner l’adaptation de composants logi-
ciels à différents niveaux. Le choix de la meilleure stratégie dépend fortement de l’application concernée.
Ainsi, ce choix est laissé à l’appréciation de l’administrateur de l’adaptation.
Afin de mettre en œuvre notre approche sur des composants existants, nous avons proposé un pro-
cessus de ré-ingénierie permettant d’obtenir un composant conforme à notre modèle d’auto-adaptation à
partir d’un composant existant. Ce processus est basé sur notre approche d’adaptation structurelle par la
ré-ingénierie, que nous avons présentée dans le chapitre précédent.
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Nous avons évalué notre approche d’auto-adaptation structurelle dynamique. Cette évaluation nous
a permis de constater que notre approche engendre un permanent surcoût lors de l’exécution centralisée
du composant, lié à notre modèle de composants auto-adaptatifs. Cependant, ce surcoût est indispen-
sable pour garantir une grande flexibilité du composant. Concernant le surcoût engendré par la prise en
compte du contexte, il n’est pas négligeable ; cependant, il peut être réduit par le choix d’une stratégie
d’adaptation au niveau de l’application, adaptée à la situation (i.e. partage de gestionnaire de contexte,
centralisation des mécanismes de prise de décision, etc.).
Dans le chapitre suivant, nous présentons comment nous avons mis en œuvre toutes nos propositions
dans le cadre d’un prototype et un scénario ubiquitaire.
CHAPITRE 5
Implémentation et
expérimentation de
l’adaptation structurelle
dans des
environnements
ubiquitaires
5.1 Introduction
Dans les chapitres précédents, nous avons présenté notre proposition d’adaptation structurelle de
composants logiciels réalisée de manière statique, dynamique et enfin automatique. Dans ce chapitre,
nous présentons d’une part l’implémentation support de notre approche et d’autre part le scénario ubi-
quitaire que nous avons développé pour l’expérimenter.
Dans un premier temps, nous détaillons la réalisation de l’outil Static-Scorpio-Tool permettant de
mettre en œuvre la ré-ingénierie structurelle d’un composant existant. Nous montrons notamment les
verrous techniques liés à sa réalisation. Ensuite, nous détaillons notre outil Auto-Scorpio-Tool permet-
tant de réaliser l’adaptation structurelle dynamique et automatique. En fait, il permet de transformer un
composant existant en un composant structurellement et dynamiquement auto-adaptatif. Ces deux outils
agissent sur des composants implémentés dans la plate-forme Julia qui est une implémentation Java du
modèle de composants Fractal.
Par la suite, nous présentons un scénario mettant en jeu une application ubiquitaire et nécessitant
la mise en œuvre de notre approche d’adaptation structurelle comme action d’adaptation. Il se déroule
dans le cadre d’un chantier de construction en bâtiment et contient une application capable de s’adapter
automatiquement à son contexte d’exécution en assurant la continuité des services relatifs à un utilisateur.
5.2 Fractal comme modèle de composants support et Julia comme plate-
forme d’implémentation
Afin d’implémenter notre approche d’adaptation structurelle de composants logiciels, nous avons
établi un certain nombre de choix. Ces choix sont les suivants :
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1. modèle de composants cible : Fractal
Nous avons constaté que, dans la littérature, aucune approche ne propose une implémentation plei-
nement conforme à la spécification présentée dans la section 2.5.2. Notre choix pour expérimenter
notre approche s’est alors porté sur des composants conformes au modèle Fractal [39] dont la
spécification est relativement proche de celle précédemment citée (voir figure 5.2). Fractal est un
modèle de composants académique doté de caractéristiques faisant de lui l’un des modèles privi-
légiés dans le cadre de travaux de recherche. Les caractéristiques de Fractal qui nous ont poussées
à développer notre approche sur des composants conformes à ce modèle sont les suivantes :
• la récursivité du modèle
Fractal est un modèle de composants hiérarchiques. En fait, un composant peut être de deux
types : primitif ou composite. Un composant composite peut contenir par encapsulation d’autres
composants primitifs ou non. Chaque composant dispose d’une membrane destinée à contrôler
son comportement et sa structure. Dans le cas de composants composites, la membrane est utili-
sée pour contrôler l’encapsulation de ses sous-composants (voir Figure 5.1). La présence d’une
telle membrane va donc faciliter la configuration du composite généré au cours de l’adaptation
structurelle ;
• la réflexion
Les composants Fractal offrent des mécanismes d’introspection et d’intercession. En fait, un
composant Fractal contient deux parties : une partie « contenu » et une partie « contrôleur »
(voir Figure 5.1). La partie « contenu » fait référence aux services fonctionnels fournis par le
composant. La partie « contrôleur » est quant à elle chargée de représenter le composant (i.e.
introspection), de le configurer (i.e. gestion des attributs, etc.) et de l’administrer (i.e. gestion
de son contenu, gestion des connexions, gestion du cycle de vie, etc.). Ces mécanismes sont
intégrés au composant sous la forme d’interfaces non fonctionnelles dites « de contrôles ». Ces
interfaces vont donc permettre de mettre en œuvre facilement l’auto-adaptation structurelle dy-
namique ;
• l’ouverture du modèle
Le modèle de composants Fractal est un modèle ouvert. Cette propriété signifie que de nou-
veaux services non fonctionnels peuvent être associés à un composant au travers des interfaces
de contrôle. De ce fait, les services non fonctionnels générés au cours de l’adaptation structu-
relle par sa ré-ingénierie peuvent être introduits sous la forme d’interfaces de contrôle ; ce qui
permet de garantir la transparence de l’adaptation. De même, l’adaptation structurelle peut être
intégrée comme un service non fonctionnel proposé par le composant ;
• le partage de composant
Un composant peut être inclu (i.e. partagé) dans un ou plusieurs composants. Cette propriété
peut être utilisée dans le cadre de l’adaptation afin d’éviter la duplication de certains compo-
sants non fonctionnels qui pourraient engendrer un surcoût trop important de notre approche.
Par exemple, nous avons vu que dans le cadre de l’une des deux stratégies d’auto-adaptation au
niveau macro (celle relative à la stratégie d’adaptation au niveau composant), il est préférable
que pour des questions de coût, le composant de gestion de contexte soit partagé par tous les
composants déployés sur un même site ;
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• l’utilisation d’un langage architectural
Fractal fournit un langage architectural appelé FractalADL permettant de spécifier l’architecture
d’applications à base de composants. Ce langage est ouvert et extensible. Il permet de faciliter
la vision de la structure d’un composant ou d’une application. De ce fait, il peut être utilisé pour
mettre en œuvre les phases de spécifications de l’adaptation structurelle (où un acteur externe
de l’adaptation doit spécifier la structure du composant qu’il souhaite obtenir) ;
• l’indépendance par rapport à une implémentation spécifique
Le modèle de composants Fractal n’est pas défini par rapport à une implémentation spécifique.
Il existe différentes implémentations du modèle de composants Fractal : à titre d’exemple, nous
pouvons citer Julia [38] qui est une implémentation Java et Fractalk [30], une implémentation
Smalltalk. Nous allons détailler ci-après notre choix.
Figure 5.1 – Architecture d’un composant Fractal
2. infrastructure logicielle de déploiement : Julia
Comme nous l’avons évoqué précédemment, le modèle de composants Fractal est dissocié d’une
implémentation. De ce fait, nous devons sélectionner une implémentation parmi celles existantes.
Notre choix s’est alors porté sur la plate-forme Julia [38] qui est la première implémentation du
modèle de composants Fractal en Java. Julia est une des implémentations entièrement conformes
au modèle de composants Fractal des plus aboutie. De plus, elle a été conçue pour être légère et
efficace, ce qui est essentiel étant donné que nous avons pour objectif d’appliquer notre approche
aux environnements ubiquitaires qui se caractérisent notamment par des ressources limitées. Par
ailleurs, l’utilisation du langage de programmation Java, nous procure de nombreux avantages
tels que sa portabilité (i.e. des machines virtuelles spécifiques aux environnements à ressources
limitées sont disponibles) ou ses propriétés liées aux modèles objets.
De plus, il fournit des mécanismes permettant de distribuer facilement un composant grâce à un
intergiciel appelé FractalRMI [37]. Ce dernier, réalisé à base de composants Julia, permet d’établir
des communications synchrones distantes entre des composants Julia.
Conformément au modèle Fractal, un composant Julia peut être de deux types : primitif, il s’agit
alors d’un objet Java standard ou composite, il s’agit alors d’un composant pouvant contenir
d’autres composants primitifs ou non. Trois étapes sont nécessaires à la création de composants
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Figure 5.2 – Modèle d’un composant Fractal en Julia
Julia : tout d’abord, il faut définir les interfaces relatives aux services fournis et requis par le com-
posant. Ensuite, il faut implémenter les composants primitifs et enfin décrire la structure et le
comportement du composant (i.e. établir les connexions entre les interfaces clients et serveurs). La
construction de l’architecture peut être réalisée de deux manières différentes :
• soit en utilisant un langage de description d’architecture appelé FractalADL. Dans ce cas, une
application Fractal/Julia est constituée d’un ensemble de classes Java et d’un ou plusieurs fi-
chiers contenant la description architecturale de l’application. Cette description formulée dans
un langage de type XML dont la DTD est fournie dans la figure 5.3 est alors analysée par des
composants du noyau Julia afin de créer les instances des composants spécifiés ;
• soit en utilisant du code Fractal spécifique fourni par une API Java. Dans ce cas, l’exécution de
ce code Julia va entraîner la création d’instances de composants.
Dans le cadre de notre expérimentation, nous avons supposé que les composants Julia sur lesquels
nous réalisons l’adaptation structurelle sont implémentés en pur Java (i.e. toutes les méthodes sont
implémentées en Java).
5.3 Static-Scorpio-Tool : un outil pour l’adaptation structurelle par la ré-
ingénierie
Le premier outil que nous avons développé dans le cadre de Scorpio-Tool a pour objet d’adapter la
structure de composants logiciels monolithiques en fonction d’une spécification réalisée par un acteur
externe de l’adaptation. Cet outil met en œuvre le processus de ré-ingénierie que nous avons proposé
dans le chapitre 3. Il permet également de réaliser un déploiement distribué automatique du composant
issu de l’adaptation.
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1 <? xml v e r s i o n =" 1 . 0 " encod ing =" ISO−8859−1 " ?>
2 < !ELEMENT d e f i n i t i o n ( comment ∗ , i n t e r f a c e ∗ , component ∗ , b i n d i n g ∗ , c o n t e n t ? , a t t r i b u t e s ? , c o n t r o l l e r ? ,
3 t e m p l a t e−c o n t r o l l e r ? , l o g g e r ? , v i r t u a l −node ? , c o o r d i n a t e s ∗ ) >
4 < !ATTLIST d e f i n i t i o n
5 name CDATA #REQUIRED
6 argum ents CDATA #IMPLIED
7 e x t e n d s CDATA #IMPLIED >
8
9 < !ELEMENT component ( comment ∗ , i n t e r f a c e ∗ , component ∗ , b i n d i n g ∗ , c o n t e n t ? , a t t r i b u t e s ? , c o n t r o l l e r ? ,
10 t e m p l a t e−c o n t r o l l e r ? , l o g g e r ? , v i r t u a l −node ? , c o o r d i n a t e s ∗ ) >
11 < !ATTLIST component
12 name CDATA #REQUIRED
13 d e f i n i t i o n CDATA #IMPLIED >
14
15 < !ELEMENT i n t e r f a c e ( comment ∗ ) >
16 < !ATTLIST i n t e r f a c e
17 name CDATA #REQUIRED
18 r o l e ( c l i e n t | s e r v e r ) #IMPLIED
19 s i g n a t u r e CDATA #IMPLIED
20 c o n t i n g e n c y ( mandatory | o p t i o n a l ) #IMPLIED
21 c a r d i n a l i t y ( s i n g l e t o n | c o l l e c t i o n ) #IMPLIED >
22
23 < !ELEMENT b i n d i n g ( comment ∗ ) >
24 < !ATTLIST b i n d i n g
25 c l i e n t CDATA #REQUIRED
26 s e r v e r CDATA #REQUIRED >
27
28 < !ELEMENT a t t r i b u t e s ( comment ∗ , a t t r i b u t e ∗ ) >
29 < !ATTLIST a t t r i b u t e s
30 s i g n a t u r e CDATA #IMPLIED >
31
32 < !ELEMENT a t t r i b u t e ( comment ∗ ) >
33 < !ATTLIST a t t r i b u t e
34 name CDATA #REQUIRED
35 v a l u e CDATA #REQUIRED >
36
37 < !ELEMENT c o n t r o l l e r ( comment ∗ ) >
38 < !ATTLIST c o n t r o l l e r
39 desc CDATA #REQUIRED >
40
41 < !ELEMENT t e m p l a t e−c o n t r o l l e r ( comment ∗ ) >
42 < !ATTLIST t e m p l a t e−c o n t r o l l e r
43 desc CDATA #REQUIRED >
44
45 < !ELEMENT c o n t e n t ( comment ∗ ) >
46 < !ATTLIST c o n t e n t
47 c l a s s CDATA #REQUIRED >
48
49 < !ELEMENT l o g g e r EMPTY >
50 < !ATTLIST l o g g e r
51 name CDATA #REQUIRED >
52
53 < !ELEMENT v i r t u a l −node EMPTY >
54 < !ATTLIST v i r t u a l −node
55 name CDATA #REQUIRED >
56
57 < !ELEMENT c o o r d i n a t e s ( c o o r d i n a t e s ∗ ) >
58 < !ATTLIST c o o r d i n a t e s
59 name CDATA #REQUIRED
60 x0 CDATA #REQUIRED
61 x1 CDATA #REQUIRED
62 y0 CDATA #REQUIRED
63 y1 CDATA #REQUIRED
64 c o l o r CDATA #IMPLIED >
65
66 < !ELEMENT comment EMPTY >
67 < !ATTLIST comment
68 l a n g u a g e CDATA #IMPLIED
69 t e x t CDATA #IMPLIED >
Figure 5.3 – Schéma DTD de FractalADL
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5.3.1 Architecture de Static-Scorpio-Tool
5.3.1.1 Vue globale de l’outil
L’outil permettant de mettre en œuvre l’adaptation structurelle par la ré-ingénierie comprend trois
composants (voir Figure 5.4) :
• un composant dédié à découverte de composants et de services :
Ce composant permet de contrôler le résultat de l’adaptation structurelle de par la vérification
de la disponibilité des services qui ont été redéployés sur des sites distants. Ainsi, ce composant
offre des services permettant à un acteur externe de l’adaptation de rechercher des services fournis
par des composants fonctionnels pouvant être déployés sur les nœuds d’une infrastructure distri-
buée. Deux modes de recherche sont disponibles à travers l’interface de l’outil. Le premier mode
consiste à spécifier une adresse IP, ensuite l’outil va rechercher les composants mis à disposition
par le site et afficher la liste des services qu’ils proposent. Le deuxième mode permet de parcourir
une infrastructure distribuée spécifiée par l’administrateur, en recherchant les composants et les
services qu’ils proposent. Cette fonctionnalité de découverte de composants peut être utilisée pour
la maintenance et l’évolution d’une application ou bien pour la création de nouvelles applications
par l’assemblage de composants existants, déjà distribués sur l’infrastructure disponible ;
• un composant serveur de composants logiciels :
Grâce aux services fournis par ce composant, un site pourra réceptionner des composants fonction-
nels provenant de sites distants et les exécuter automatiquement. Un composant serveur doit être
préalablement déployé sur chaque nœud de l’infrastructure distribuée afin d’exécuter la procédure
de déploiement automatique ;
• un composant de réalisation de l’adaptation :
Ce composant offre les services permettant de réaliser l’adaptation structurelle interne de compo-
sants logiciels existants. Tout d’abord, l’utilisateur doit spécifier le nom du composant à adapter, le
répertoire dans lequel se trouve le code source de l’application qui le contient ainsi que la descrip-
tion d’architecture de l’application. Ensuite, l’utilisateur pourra procéder à l’étape de spécification
de la structure du résultat à obtenir. Cette étape est guidée par l’outil qui propose à l’utilisateur
la liste des interfaces disponibles destinées à construire les nouveaux sous-composants ainsi que
la liste des sites susceptibles de déployer automatiquement un sous-composant généré. L’adminis-
trateur doit alors désigner le site d’implantation de chaque sous-composant1 . Une fois la nouvelle
structure spécifiée, le code source du composant et la description de l’architecture de l’applica-
tion sont automatiquement mis à jour (i.e. analyse, refactorisation et instrumentation de code).
Au cours de cette étape, des mécanismes de distribution sont intégrés automatiquement au com-
posant composite. Dans le cadre de notre prototype, nous avons utilisé les protocoles fournis par
FractalRMI [37] pour assurer la distribution du composant adapté. Les fichiers contenant le code
source généré ainsi que la description de la nouvelle architecture du composant et de l’application
sont alors automatiquement compilés. Ensuite, les fichiers binaires ainsi obtenus sont envoyés par
l’intermédiaire de l’infrastructure distribuée, sur leur site de déploiement correspondant2 . Enfin,
ces fichiers sont exécutés automatiquement.
1Par défaut, le composant est déployé sur le site local.
2Chaque site de déploiement fournit une infrastructure capable de recevoir et d’exécuter des fichiers binaires (i.e. serveur de
composants logiciels).
CHAPITRE 5 — Implémentation et expérimentation de l’adaptation structurelle dans des
environnements ubiquitaires 195
Figure 5.4 – Architecture de l’outil d’adaptation structurelle par la ré-ingénierie de composants existants
5.3.1.2 Architecture détaillée du composant de réalisation de l’adaptation
Le principal composant de Static-Scorpio-Tool est le composant de réalisation de l’adaptation. Il
s’agit d’un composant composite constitué de six sous-composants. Son architecture est présentée dans
la figure 5.5. Les différents sous-composants présents dans l’architecture du composant de réalisation de
l’adaptation sont les suivants :
• un composant de gestion d’architecture
Ce composant est chargé d’analyser la description de l’architecture de l’application initiale et de
générer une nouvelle description correspondant à la nouvelle structure du composant à adapter ;
• un composant de gestion de code
Ce composant est consacré à la manipulation du code source du composant à adapter. Il contient
deux sous-composants permettant d’analyser le code source du composant initial (composant
d’analyse de code) et de générer le code correspondant aux nouveaux composants créés (com-
posant de génération de code).
Le composant d’analyse de code se charge de générer automatiquement les graphes SBDG servant
de support à la fragmentation du composant. En fait, la génération des graphes SBDG correspon-
dant aux différents composants créés par l’adaptation se base sur l’extraction du modèle Famix
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Figure 5.5 – Architecture du composant de réalisation de l’adaptation structurelle
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[48] de l’application. Ce modèle est développé dans le cadre du projet FAMOOS [51] pour re-
présenter des systèmes à base d’objets. Famix est un méta-modèle qui fournit une représentation
indépendante du langage, de codes sources orientés objet (voir Figure 5.6 [51]). En fait, le modèle
Famix est utilisé afin de déterminer les entités structurelles (classes, méthodes, attributs) ainsi que
les relations entre ces entités (appels de méthodes, accès à un attribut) au niveau de l’implémenta-
tion du composant (niveau objet). Le format d’échange de donnée utilisé pour le transfert de mo-
dèles entre les différents outils est le standard industriel appelé CDIF. Le composant d’analyse de
code utilise alors les fichiers CDIF générés par l’outil d’extraction du modèle Famix pour générer
les graphes SBDG correspondant aux composants créés. De nouvelles entités structurelles liées au
paradigme composant sont introduites dans le modèle extrait (i.e. composant, interfaces fournies,
méthodes internes, services) : les composants à générer et les interfaces fournies sont déterminés
par l’analyse de la spécification de l’adaptation ; chaque composant fournit un ensemble d’inter-
faces (création d’une dépendance structurelle entre le composant et les interfaces qu’il fournit).
Chaque interface fournie est associée à une interface implémentée par le composant. Cette asso-
ciation est déterminée par l’analyse de la description de l’architecture de l’application. Les autres
dépendances structurelles liées à l’implémentation au niveau objet (dépendances structurelles en
interfaces et méthodes, entre interfaces et classes d’implémentation, entre méthodes internes et
classes d’implémentation, etc.) sont extraites par l’analyse du fichier CDIF. Concernant les dépen-
dances fonctionnelles (i.e. appels de méthodes), celles-ci sont également déterminées par l’analyse
du fichier CDIF ;
Figure 5.6 – Méta-modèle Famix
La génération de code est chargée de deux tâches : construire les classes qui vont être associées
aux composants générés (composant de génération de classe) et introduire les interfaces qui vont
permettre de réaliser l’assemblage de ces composants (composant de génération d’interfaces). La
réalisation de ces deux tâches nécessite l’utilisation de mécanismes de « refactorisation » et d’ins-
trumentation de code respectivement fournis par le composant de refactoring et le composant
d’instrumentation.
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• un composant de compilation
Un composant de compilation est également présent dans l’architecture de Static-Scorpio-Tool. Il
est chargé de générer automatiquement le code binaire du composant adapté en fonction du code
généré par les composants de gestion d’architecture et de gestion de code ;
• un composant de gestion de déploiement
Afin de réaliser un déploiement automatique du composant résultat de l’adaptation, un composant
de gestion de déploiement est chargé d’encapsuler les codes binaires générés par le composant de
compilation puis d’envoyer les différents paquets obtenus (un par site de déploiement du compo-
sant) aux sites de déploiement correspondants. En fait, chaque paquet est envoyé au composant
serveur déployé sur chaque site distant. Ces composants serveurs vont alors « dépaqueter » les
codes binaires correspondants aux composants devant être déployés sur le site. Enfin, ces codes
sont exécutés automatiquement. Une fois que tous les paquets ont été transmis et sont déployés sur
leur site correspondant, le composant issu de l’adaptation devient opérationnel ;
• un composant dédié à l’interfaçage graphique de la spécification
Un sous-composant du composant de réalisation de l’adaptation est chargé de l’interfaçage de la
spécification de l’adaptation. Cette opération consiste à spécifier pour chaque composant généré,
ses interfaces fournies et son site de déploiement. Elle est guidée par l’outil grâce aux mécanismes
d’introspection fournis par la plate-forme Julia et à des systèmes de contrôle. En fait, les méca-
nismes d’introspection vont permettre de déterminer les interfaces fournies par le composant à
adapter qui vont servir de base à la spécification. Les mécanismes de contrôle vont quant à eux
être chargés de vérifier la cohérence de la spécification (une même interface ne peut être four-
nie par plusieurs sous-composants, etc.). Les sites de l’infrastructure susceptibles de déployer des
sous-composants sont sélectionnés en utilisant un service fourni par le composant de recherche de
composants. En fait, seuls les sites sur lesquels sont déployés un composant serveur sont suscep-
tibles de déployer les composants issus de l’adaptation structurelle ;
• un composant de gestion de la réalisation de l’adaptation structurelle
Le dernier sous-composant est chargé d’orchestrer l’adaptation structurelle. De ce fait, il requiert
tous les services des composants cités précédemment. Il offre deux services : le premier permet
de réaliser l’adaptation à partir d’une spécification fournie en paramètre et le deuxième utilise les
services fournis par le composant d’interfaçage graphique pour générer la spécification.
5.3.2 Problèmes liés à l’analyse et à la génération de code source de composants Julia
La mise en œuvre de notre processus d’adaptation engendre l’apparition de nombreux problèmes
liés à l’analyse et l’instrumentalisation du code due à la spécificité Java. Les problèmes se posent sur
cinq niveaux : les attributs, les constructeurs et autres initialiseurs, les méthodes, les classes et enfin les
interfaces.
5.3.2.1 Gestion des attributs partagés
En Fractal, on distingue deux types d’attributs : les attributs du composant et les attributs de contenu.
Les attributs du composant sont uniquement de type primitif ou « String » donc par conséquent, il n’existe
pas de problèmes liés au alias ou au passage par référence. L’utilisation d’accesseurs implémentant les
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méthodes de l’interface « attribute-controller » est obligatoire pour tout accès à la ressource par un autre
composant. Dans le cadre du maintien de la cohérence pour ce type d’attribut, il faut identifier à tout
moment les points d’accès à cet attribut de manière à déterminer les sections d’exclusion mutuelle et à
propager les modifications dans le cas d’une solution avec duplication.
Si on opte pour une stratégie de centralisation des ressources, deux solutions sont possibles :
• passage par des accesseurs partout
Si l’attribut est appelé sans utiliser des accesseurs, il faut instrumentaliser le code de manière à ce
que le composant accède à ses attributs au moyen d’accesseurs. Par la suite, tout accès à un attribut
va être effectué par l’intermédiaire d’une méthode (i.e. accesseur). L’avantage de cette technique
est qu’elle facilite la maintenance des données (i.e. gestion de la cohérence et de la synchronisation
au niveau des méthodes et non au niveau des instructions) ;
• passage par accesseurs si besoin
Cette stratégie consiste à modifier le code de chaque méthode de manière à ce que celle-ci utilise
des accesseurs pour accéder à un attribut uniquement lorsqu’il n’est pas contenu dans le composant
lui-même. L’inconvénient de cette méthode est l’obligation de gérer la maintenance des données
au niveau des instructions (i.e. à chaque accès à la ressource dans le code).
Si l’on opte pour une duplication des ressources, l’utilisation d’accesseurs n’est pas obligatoire dans
l’implémentation du composant. On peut alors appliquer les mêmes stratégies que dans le cas précédent.
Un des problèmes liés à la gestion des attributs réside dans leur portée. Lors de l’étape de mise à
jour de la structure, il faut déterminer les méthodes qui font appel à un attribut. Pour chaque attribut, il
faut balayer le corps de la méthode en recherchant toutes les occurrences de chaque nom d’attribut. Si le
nom d’un attribut apparaît au moins une fois dans le corps de la méthode alors l’attribut et la méthode
sont fonctionnellement liés. Or, un attribut interne d’une méthode peut avoir le même nom que l’un
des attributs de la classe. Il faut donc tenir compte de la portée des variables. Si lors du balayage de la
méthode on observe la déclaration d’une variable portant le même nom qu’un attribut, il faut extraire le
bloc de code dans lequel se trouve la déclaration et ne considérer que les appels à l’attribut lorsque ce
dernier est appelé par l’intermédiaire du mot clé « this » correspondant à l’instance de l’objet (i.e. du
composant).
Le cas des attributs de contenu est différent. Ces derniers sont des attributs de la classe d’implémen-
tation du composant mais ne sont pas des attributs du composant. Ils peuvent être de type primitif ou de
type classe. Leur gestion est donc différente des attributs de composant. Donc aux problèmes liés à la
gestion des attributs de composants s’ajoutent de nouveaux problèmes liés à l’utilisation d’objets. L’uti-
lisation d’accesseurs n’est pas obligatoire. S’ils existent, ils ne doivent pas être définis dans une interface
de type « attribute-controller ». Les problèmes rencontrés lors de l’analyse du code sont essentielle-
ment liés à la gestion d’alias si l’attribut est une classe. Il faut donc vérifier toutes les affectations pour
connaître les variables pour lesquelles la cohérence devra être maintenue. La possibilité de faire appel à
une méthode en passant par référence ses paramètres constitue également une possibilité pour la création
d’alias. Une méthode ne peut pas modifier un paramètre d’un type primitif, ni modifier un paramètre
objet pour qu’il fasse référence à un autre objet. Par contre, une méthode peut modifier les valeurs d’un
paramètre objet. Donc si l’un des paramètres est un attribut de la classe passé par référence, il faudra
alors maintenir la cohérence de ce paramètre chaque fois qu’il sera consulté ou modifié. Une solution
possible à ce problème est de créer une nouvelle méthode en supprimant le paramètre correspondant à la
ressource et ajouter des accesseurs.
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Methode ( t y p e a ) { . . . a=b ; . . . } ’ Methode ( ) { . . . s e t a ( b ) ; . . . }
5.3.2.2 Gestion des initialiseurs et les constructeurs
Les constructeurs de la classe d’implémentation du composant doivent subir un traitement particu-
lier. Deux solutions sont possibles pour gérer les constructeurs.
• Stratégie de duplication des initialiseurs et des constructeurs
La première solution consiste à dupliquer le contenu du constructeur dans chaque classe d’im-
plémentation de chaque nouveau composant spécialisé. Dans ce cas, il faut également dupliquer
toutes les déclarations des attributs de la classe d’implémentation de départ. Ce cas va poser des
problèmes d’optimisation car dans la classe, vont être déclarés des attributs qui ne seront utilisés
que dans le constructeur. Aucune maintenance ne va être appliquée sur ces derniers. On peut les
considérer comme des attributs « fantômes ».
• Stratégie de fragmentation des initialiseurs et des constructeurs
Si un constructeur est présent dans la classe d’implémentation du composant, il faut le découper
de manière à le répartir suivant les besoins (i.e. dépendances aux attributs). Il faut donc déterminer
quelle instruction agit sur quel attribut afin de répartir les instructions dans les différentes implé-
mentations.
Un initialiseur est un bloc d’instructions encadré par des accolades, destiné à être exécuté juste avant
le constructeur d’une classe. Leur traitement est identique à celui du constructeur.
Par ailleurs, une classe non imbriquée peut être munie de un ou plusieurs blocs « static » qui sont
exécutés au chargement de la classe. Lors d’une instanciation d’une classe, les initialiseurs de cette
dernière sont exécutés immédiatement avant le constructeur (i.e. après que les données statiques soient
allouées et avant le constructeur). Un initialiseur statique est un bloc d’instructions encadré par des acco-
lades possédant un modificateur « static ». Les initialiseurs statiques permettent de lancer des traitements
uniquement pour la première instance d’une classe, car ils ne sont exécutés qu’une seule fois. Un bloc
statique peut servir à l’initialisation des attributs « static », ou au chargement de librairies. Le traitement
à appliquer est identique au précédent.
5.3.2.3 Gestion des méthodes partagées
En Julia, les services sont des méthodes de la classe d’implémentation d’un composant mais toutes
les méthodes ne sont pas des services. Seules les méthodes appartenant à une interface sont des services.
Il faut donc faire la distinction entre les méthodes internes à la classe d’implémentation du composant et
les services fournis par le composant.
Dans le cas des méthodes internes à un composant (i.e. méthodes non accessibles de l’extérieur : ce
n’est pas un service fourni par le composant), deux stratégies de gestion sont possibles :
• une stratégie de centralisation des méthodes internes
Si la méthode n’utilise aucune ressource et ne fait appel à aucune méthode d’un composant de
l’application, celle-ci peut être dupliquée dans le composant « base de données ».
Si ces méthodes affectent une ou plusieurs ressources sans avoir de liens sémantiques avec les
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services proposés par le composant alors il faut copier cette méthode dans l’implémentation du
composant « bases de données » contenant les ressources. Par exemple, si on a une ressource qui
est un tableau d’entier et une méthode de tri qui agit sur ce tableau, la méthode va être copiée dans
le même composant qui contient la ressource c’est-à-dire le composant « base de données ».
Si ces méthodes ont un lien sémantique avec un service proposé par le composant. Alors, le code
de ces méthodes va être dupliqué dans chaque implémentation des nouveaux composants issus de
l’adaptation dont une méthode au moins fait appel à celle-ci.
Si la méthode est fortement liée à un composant spécifié lors de la première étape, alors il faut
copier son code dans l’implémentation du composant puis l’associer à une interface. De cette
manière, les autres composants créés vont pouvoir accéder à ce service par l’intermédiaire de l’in-
terface. Ce nouveau service ne doit pas être accessible par les autres composants de l’application
(i.e. authentification des composants) ;
• une stratégie de duplication des méthodes internes
Dans ce cas il faut copier ces méthodes dans chaque composant issu de l’adaptation qui contient
une méthode faisant appel à celle-ci.
Pour établir le graphe des dépendances entre les composants ainsi que pour mettre en œuvre les sec-
tions critiques, il est indispensable d’analyser le code source du composant à adapter. Il faut déterminer
pour chaque service (i.e. méthode), l’ensemble des attributs et des méthodes qui sont utilisés par celui-ci.
L’analyseur doit être capable de retrouver les méthodes qui sont appelées ainsi que le type de ses para-
mètres. En effet, deux méthodes peuvent avoir le même nom mais des paramètres de type différent. Les
paramètres d’une méthode peuvent être une variable, une instruction ou bien l’appel à une méthode. Si
le paramètre est une variable (attribut de la classe, variable de la méthode, variable globale, un attribut
d’une classe interne, etc.), il faut déterminer son type. L’analyseur est donc confronté au problème du
polymorphisme. Si le paramètre est une instruction, l’analyseur devra être capable de déterminer le type
de la valeur correspondant à l’instruction. Et enfin, si le paramètre est l’appel à une méthode (i.e. service
du ou d’un autre composant, méthode interne au composant, méthode d’une classe interne au compo-
sant, etc.), il faut déterminer ce type de retour. Le polymorphisme dynamique constitue un des problèmes
majeurs dans l’analyse de codes Java.
1 C l a s s A { p u b l i c vo id methode ( i n t a ) { . . . } }
2 C l a s s B e x t a n d s A { p u b l i c vo id methode ( i n t a ) { . . . } }
3
4 . . .
5 A a ;
6 I f ( . . . )
7 { a=new A ( ) ; }
8 e l s e
9 { a=new B ( ) ; }
10 a . methode ( 1 ) ;
11 . . .
5.3.2.4 Gestion des classes
La classe d’implémentation d’un composant est spécifiée au moment de l’assemblage. Celle-ci peut
correspondre à un nœud d’une hiérarchie de classe (i.e. héritage des classes d’implémentation des com-
posants). La seule contrainte est que la classe spécifiée pour l’implémentation du composant doit être
concrète (i.e. toutes les méthodes la contenant doivent être implémentées, aucune ne doit être abstraite).
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Si dans la hiérarchie, aucune méthode n’est redéfinie, l’analyseur doit être capable de parcourir la hié-
rarchie de classe afin de récupérer le code source de toutes les méthodes qui sont implémentées dans
la classe spécifiée. Deux solutions sont possibles : soit on crée une seule classe d’implémentation pour
chaque composant qui va fournir l’ensemble des services de la hiérarchie (cette solution n’est valable
que si aucune des méthodes d’une super classe n’est redéfinie dans une sous-classe), soit on reconstitue
la hiérarchie de classe. Pour cela, l’analyseur doit être capable de parcourir la hiérarchie de classe pour
retrouver les interfaces disponibles ainsi que les classes contenant l’implémentation de chaque méthode
afin de reconstituer la hiérarchie. Il peut être possible de fusionner deux classes mère et fille si aucune
méthode de la classe mère n’est redéfinie dans la classe fille.
Figure 5.7 – Graphe d’héritage des classes d’implémentation des composants
Le traitement des classes internes est identique à celui des méthodes internes. Un autre problème
qui se pose dans l’analyse du code Java est dû à la possibilité de concevoir des classes génériques (i.e.
paramétrage du type des attributs). La classe d’implémentation du composant peut être l’implémentation
d’une classe générique. Deux solutions sont possibles pour résoudre le problème lié aux classes géné-
riques : soit on fait la fusion de la classe générique et de la classe d’implémentation (i.e. on remplace
les types génériques par les types spécifiés lors de l’implémentation), soit on crée la classe générique
contenant uniquement les méthodes souhaitées et la classe spécifiant les types des variables.
5.3.2.5 Gestion des interfaces
Pour réaliser l’étape de spécification, il faut déterminer l’ensemble des interfaces du composant à
adapter. Si la classe d’implémentation est un nœud d’une hiérarchie de classe alors il faut repérer toutes
les interfaces qui sont implémentées en partant du nœud et en remontant dans la hiérarchie de classe
jusqu’à la racine. S’il existe une hiérarchie d’héritage au niveau des interfaces, il faut appliquer la même
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stratégie que pour les classes de manière à obtenir l’ensemble des signatures des méthodes que doit four-
nir la classe qui implémente l’interface. Par ailleurs, la génération des nouveaux composants issus de
l’adaptation peut entraîner des conflits de noms dûs à l’héritage multiple des interfaces. En effet, si deux
méthodes appartenant à des interfaces différentes ont les mêmes noms et que la spécification prévoit la
création d’un seul composant contenant ces deux interfaces alors nous pouvons être confrontés à des
conflits. Trois cas sont possibles :
• soit les deux méthodes ont des paramètres différents,
Dans ce cas, il suffit de transférer l’implémentation de ces deux méthodes dans la classe corres-
pondante.
• soit elles ont exactement la même signature,
Dans ce cas, si le type de retour est « void », une solution pourrait être de concaténer le code source
de ces deux méthodes afin de les exécuter séquentiellement. Par exemple, considérons le cas de la
méthode afficher dont la signature est la suivante : public void afficher(). Cette méthode est à la
fois contenue dans l’interface Réunion et dans l’interface Absence. Cependant, l’implémentation
de cette méthode est différente selon qu’elle fasse référence à l’interface Réunion ou à l’interface
Absence. Un problème se pose alors si la spécification de l’adaptation est la suivante :
1 <component name=" Agenda ">
2 < s e r v i c e name=" Réunion " / >
3 < s e r v i c e name=" Absence " / >
4 . . .
5 < / component >
Une solution pourrait être la concaténation du code de la méthode afficher relative à l’interface
Réunion avec lui de la méthode afficher relative à l’interface Absence. Le résultat de la nouvelle
méthode créé va donc afficher les réunions et les absences d’un individu.
Si le type de retour est différent de « void », il se pose des problèmes de type sémantique. Il est
impossible de connaître le bon élément de retour. Une solution possible serait de renommer les
méthodes de façon à les distinguer.
• soit les deux méthodes ont les mêmes paramètres et des types de retour différents.
Dans ce cas, les deux interfaces sont incompatibles. Une première solution consisterait à modifier
le nom des méthodes de manière à les distinguer. Il faut alors répercuter (i.e. propager) ces modi-
fications dans toutes les méthodes faisant appel à celles-ci ainsi que dans la hiérarchie de classe.
Le problème de cette stratégie est que l’on modifie l’accès à un service.
5.3.3 Interfaçage graphique de Static-Scorpio-Tool
Afin de faciliter la spécification de l’adaptation structurelle par la ré-ingénierie, nous avons développé
une interface graphique. Cette interface permet à un acteur externe de l’adaptation de spécifier la nouvelle
structure interne du composant qu’il souhaite obtenir et d’administrer son déploiement automatique.
Cette interface graphique est constitué de trois onglets ; chacun proposant les services d’un compo-
sant de notre outil :
204
CHAPITRE 5 — Implémentation et expérimentation de l’adaptation structurelle dans des
environnements ubiquitaires
• un serveur de composants
Le premier onglet permet de démarrer un serveur de composants sur le site où l’outil est déployé
et de visualiser les opérations réalisées par ce serveur (récupération de composants, chargement
de composants, etc.) ;
• une interface graphique d’adaptation structurelle manuelle
Cet onglet permet de réaliser la spécification du résultat de l’adaptation. Pour cela, l’administra-
teur doit fournir le chemin d’accès au code source du composant à adapter ainsi que le nom du
composant. Ce dernier est alors chargé dans l’outil afin de guider l’administrateur qui peut dès
lors créer de nouveaux sous-composants en indiquant leur nom, leur site de déploiement et les in-
terfaces qu’ils fournissent. Le site de déploiement doit être sélectionné parmi ceux disposant d’un
serveur de composants (la liste des sites est générée automatiquement). Concernant les interfaces
fournies, l’administrateur peut visualiser les interfaces disponibles et les services qu’ils proposent
et les sélectionner afin de composer la nouvelle structure du composant (voir Figure 5.8).
Figure 5.8 – Illustration d’utilisation de Static-Scorpio-Tool pour la spécification du résultat de l’adapta-
tion structurelle
Une fois la spécification terminée, le code source correspondant est alors généré automatiquement
et le résultat est affiché à l’administrateur afin qu’il puisse le contrôler et le valider (voir Figure
5.9). Il peut ensuite procéder à un déploiement automatique du composant adapté ;
• une interface graphique de découverte de composants
Ce dernier onglet permet de visualiser le résultat de la réalisation du déploiement automatique
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Figure 5.9 – Illustration d’utilisation de Static-Scorpio-Tool pour la visualisation du résultat de l’adapta-
tion structurelle
du composant adapté. Il permet de vérifier que les composants ont bien été déployés sur leur site
distant correspondant. Ainsi, il fournit une interface graphique de découverte de composants et de
services déployés sur un site. Deux stratégies de recherche sont disponibles : la première stratégie
consiste à fournir l’adresse IP du site que l’administrateur souhaite contrôler. L’outil va alors pré-
senter les composants et les services qui y sont déployés ; la seconde stratégie consiste à détecter
les sites disponibles d’une infrastructure distribuée (tous les sites sont recensés, y compris ceux
qui ne disposent pas de serveur de composants) et à proposer soit d’y déployer un serveur de com-
posants (si un point d’accès au site est disponible) soit d’analyser les composants et les services
qui y sont déployés (voir Figure 5.10).
Figure 5.10 – Illustration d’utilisation de Static-Scorpio-Tool pour la recherche de composants logiciels
dans une infrastructure distribuée
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5.4 Auto-Scorpio-Tool : un outil pour la génération de composants struc-
turellement auto-adaptatifs
Nous avons également implémenté notre approche d’auto-adaptation structurelle dynamique au tra-
vers de la réalisation d’un outil permettant de transformer un composant existant en un composant auto-
adaptatif, appelé Auto-Scorpio-Tool.
5.4.1 Architecture d’Auto-Scorpio-Tool
Notre prototype permettant de mettre en œuvre l’auto-adaptation structurelle dynamique a pour fonc-
tionnalité de générer à partir du code source d’un composant existant, un composant structurellement
auto-adaptatif. Il est basé sur notre prototype d’adaptation structurelle pour la ré-ingénierie de compo-
sants existants. En fait, l’architecture de cet outil est quasiment identique à l’outil permettant de réaliser
l’adaptation structurelle par la ré-ingénierie à la différence qu’elle inclut un composant destiné à intégrer
au composant les mécanismes d’auto-adaptation.
Ainsi, cet outil permet de générer les composants incassables qui vont servir de brique de base à la
reconfiguration dynamique du composant en fonction du contexte. De plus, il permet d’introduire dans
le composite généré, des mécanismes liés à l’auto-adaptation à savoir : le déclenchement automatique
d’une phase d’adaptation, la génération automatique d’une spécification de la structure du composant
adaptée au contexte courant ainsi que la réalisation automatique de la reconfiguration et du redéploiement
dynamique.
Le composant d’intégration des mécanismes d’auto-adaptation est composé de trois sous-composants ;
chacun ayant pour rôle d’intégrer au composant adapté un des sous-composants non fonctionnels que
nous avons défini dans notre modèle de composants structurellement auto-adaptatifs (voir Figure 5.11) :
un composant de gestion de contexte qui alimente le composant chargé de déclencher une phase d’adap-
tation et de déterminer une nouvelle structure adaptée au contexte courant ainsi qu’un composant d’adap-
tation qui va réaliser la transformation de l’architecture afin de la rendre conforme à la nouvelle structure.
Figure 5.11 – Architecture du composant d’intégration des mécanismes d’auto-adaptation
5.4.1.1 Composant d’intégration des mécanismes de gestion du contexte
Ce composant est chargé d’intégrer au composant adapté des mécanismes de gestion du contexte.
Dans notre implémentation, nous avons choisi Context-Toolkit car il présente de nombreux avantages
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tels que la portabilité, la facilité d’utilisation, etc. En effet, il permet de gérer simplement des contextes
distribués en perpétuelle évolution. Chacun des objets qui le constitue est indépendant des autres, c’est à
dire qu’il possède son propre thread d’exécution et peut être utilisé localement ou accédé via un réseau
(communications TCP/IP). Par ailleurs, il offre des outils performants pour l’interprétation et l’agrégation
de données contextuelles.
« Context-Toolkit » [110] fournit un environnement permettant de développer des applications sen-
sibles au contexte de par l’utilisation de « widgets » qui encapsulent les capteurs. Ces éléments peuvent
être organisés comme une architecture hiérarchique qui supporte des processus de base comme l’agré-
gation des informations. En fait, il existe des interfaces qui permettent de cacher à l’application les
opérations d’acquisition d’informations contextuelles.
Ainsi, une application sensible au contexte contient trois types d’objets (voir Figure 5.12 [110]) :
• des « widgets »
Un « widget » est un composant qui fournit à une application des informations sur le contexte
relatif à leur environnement fonctionnel. Il est défini par ses attributs (i.e. morceaux de contexte)
et ses services. Ces données sont disponibles pour les autres composants. Il contient un historique.
Ces composants cachent les mécanismes de récupération de données liés à l’utilisation de capteurs.
Ils sont capables de faire des abstractions de données sur le contexte. Par exemple, si une action
de l’utilisateur ou un changement dans l’environnement d’exécution n’est pas significatif alors
l’application ne va pas être informée. Ils fournissent les modules réutilisables et paramétrables de
capture du contexte. Par exemple, la localisation de l’utilisateur est un module utilisé dans une
grande partie des applications sensibles au contexte. Les widgets encapsulent l’information liée au
contexte et fournissent des méthodes pour y accéder.
Les serveurs de contexte sont utilisés pour rassembler le contexte entier au sujet d’une entité par-
ticulière. Il permet de créer des vues sur les « widgets ». Il contient des attributs, des services et un
historique ;
• des interpréteurs
Ils sont chargés d’interpréter le contexte. Les interprétations sont destinées à élever le niveau de
l’abstraction d’un morceau de contexte ;
• des agrégateurs
Ils sont chargés de rassembler les morceaux multiples d’information sur le contexte qui sont lo-
giquement liés. Le besoin d’agrégation vient en partie de la nature distribuée d’information de
contexte.
Un « widget » de contexte acquiert toutes les informations requises pour chaque attribut. Pour chaque
entité de contexte, un agrégateur collecte les informations nécessaires à partir des « widgets ». Les appli-
cations peuvent alors consulter les entités de contexte ainsi créées. Des interpréteurs peuvent être utilisés
de manière à faciliter, à l’application, la prise en compte de son contexte. Ils sont chargés d’interpréter
les informations recueillies sur le contexte. Par exemple, si la bande passante du réseau est de 56 Kbits/s,
il doit signaler à l’application que la bande passante est faible. Ils sont également chargés d’assurer les
conversions.
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Figure 5.12 – Architecture de Context-Toolkit
5.4.1.2 Composant d’intégration de mécanismes de prises de décisions
Pour traiter les informations sur le contexte des diverses entités accessibles au travers de l’infrastruc-
ture distribuée, un composant de prises de décisions est intégré au composant adapté. Dans le cadre de
notre implémentation, nous avons utilisé un moteur d’inférence de première génération appelé Jess (The
Java Expert System Shell) pour réaliser la prise de décisions. Jess fonctionne essentiellement en chaînage
avant. Il implémente l’algorithme « Rete » pour mettre en œuvre le patron de conception « matching ».
Rete est un algorithme qui exploite l’espace mémoire disponible pour réduire le temps de calcul. De ce
fait, l’espace mémoire utilisé par Jess ne peut être négligé (environs 16Mb). Cependant, Jess contient
des fonctionnalités lui permettant de réduire l’espace mémoire utilisé. Mais, cette réduction entraîne une
baisse des performances du moteur. De plus, étant donné que Jess utilise une quantité de mémoire non
négligeable, ses performances sont étroitement liées à celles de la machine virtuelle Java utilisée et plus
particulièrement aux performances de son garbage collector.
Jess permet d’établir une séparation de la partie analyse et décision, de la partie action. Ainsi, il
donne la possibilité à l’administrateur d’ajouter facilement et dynamiquement des règles sur le contexte
sans modifier le code de l’application.
La base de faits contient les informations contextuelles relatives aux conditions d’utilisation de
chaque service proposé par le composant à adapter (i.e. description des services) ainsi que les données
relatives aux nœuds de l’infrastructure distribuée, susceptibles de déployer un fragment du composant
initial.
Les règles correspondant aux tâches décrites précédemment (i.e. tâches établies dans la stratégie
de spécification d’une structure adaptée au contexte), permettent d’inférer sur les faits afin d’associer à
chaque interface fournie par le composant adapté, un site de déploiement. Un exemple de règles relatives
à la sélection des services en fonction des ressources requises (mémoire disponible, vitesse du proces-
seur et système d’exploitation) est donné dans la figure 5.13. Les règles se composent en deux parties
une partie prémisse/condition (partie de droite) et une partie action/conséquence (partie gauche). Elles
s’apparentent à un IF <conditions> THEN <actions>. De la même manière que nous l’avons évoqué
précédemment, nous obtenons une spécification d’une structure du composant adaptée au contexte.
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1 ( d e f r u l e s i t e −a t t r i b u t i o n
2 ( s e r v i c e ( name ? n ) ( memory ? rfm ) ( cpu ? r c p ) ( os ? r o s ) )
3 ( s i t e ( a d r e s s ? a d r ) ( f reememory ?fm ) ( cpu ? cp ) ( os ? os ) )
4 ? f a c t <− ( e t a t−s i t e ( s i t e ? a d r ) ( usedmemory ?mem ) )
5 ( t e s t ( <= (+ ? rfm ?mem) ?fm ) )
6 ( t e s t ( <= ? r c p ? cp ) )
7 ( t e s t ( eq ? r o s ? os ) )
8 ( n o t ( s e r v i c e −s i t e ( s e r v i c e ? n ) ) )
9 =>
10 ( a s s e r t ( s e r v i c e−s i t e ( s e r v i c e ? n ) ( s i t e ? a d r ) ) )
11 ( r e t r a c t ? f a c t )
12 ( a s s e r t ( e t a t−s i t e ( s i t e ? a d r ) ( usedmemory (+ ? rfm ?mem ) ) ) )
13 )
Figure 5.13 – Exemple de règles définies en utilisant le moteur de décisions Jess
5.4.1.3 Composant d’intégration de mécanismes d’adaptation dynamique
Le composant d’intégration de mécanismes de reconfiguration est chargé de générer le composant
d’adaptation que nous avons défini dans le cadre de notre modèle de composants structurellement auto-
adaptatifs. Ce composant est constitué de deux sous-composants : un composant de reconfiguration et un
composant de redéploiement.
Le composant de reconfiguration permet de restructurer le composant adapté en fonction de la spé-
cification générée par le composant décisionnel. Ce composant est constitué de trois sous-composants :
• un composant de fusion
Ce composant permet de fusionner au sein d’un nouveau sous-composant un ensemble de ser-
vices qu’il aura préalablement défini. Les ensembles de services sélectionnables correspondent
aux services fournis par les composants incassables. Les nouveaux composants seront alors auto-
matiquement générés par encapsulation des composants incassables dans des composites ;
• un composant d’éclatement
Ce composant a été conçu afin de permettre l’éclatement de composants composites qui auront été
générés par encapsulation de composants incassables ;
• un composant de prise de décisions
Ce composant utilise les services fournis par les deux sous-composants cités précédemment afin
d’obtenir un composant dont la spécification est conforme à la celle fournie.
Le composant d’adaptation contient également un composant de redéploiement chargé de transférer
les composants générés lors de la reconfiguration, sur leur nouveau site d’exécution.
5.4.2 Interfaçage graphique d’Auto-Scorpio-Tool
L’interface de notre outil graphique pour générer des composants auto-adaptatifs est similaire à celle
présentée dans le cadre de l’adaptation structurelle par la ré-ingénierie de composants existants.
L’administrateur doit spécifier le composant qu’il souhaite rendre auto-adaptatif. Ensuite, il doit sé-
lectionner son site de déploiement primaire (site sur lequel le composant doit être déployé initialement)
et fournir les règles d’auto-adaptation dans un langage interprétable par le moteur d’inférence utilisé (ici
nous avons utilisé Jess). Dès lors, l’administrateur peut déclencher l’auto-adaptation. Le composant est
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rendu conforme à notre modèle de composants structurellement adaptables puis est déployé automati-
quement en fonction du contexte.
La figure 5.14 montre un composant appelé ServeurImpl que l’administrateur souhaite déployer sur
le site dont l’adresse IP est : 10.1.10.159. Ainsi, après avoir chargé le composant ServeurImpl dans l’ou-
til, spécifié son site de déploiement et décrit les règles d’auto-adaptation, l’administrateur déclenche le
déploiement automatique du composant. Dans le cas montré dans la figure 5.14, le composant ne dispose
pas de ressources nécessaires à son déploiement sur le site souhaité : la mémoire disponible est trop
faible (26Mo). De ce fait, une adaptation structurelle du composant ServeurImpl est donc indispensable.
L’outil va alors calculer, en fonction des règles d’auto-adaptation et des données relatives aux sites de
déploiement potentiels, une spécification de la structure du composant adaptée à la situation. La spécifi-
cation ainsi obtenue est montrée dans la figure 5.15. La structure du composant va alors être adaptée de
manière à la rendre conforme à cette spécification. Le composant sera ensuite automatiquement déployé.
Par ailleurs, nous avons doté l’application contenant le composant adapté de mécanismes permet-
tant à l’administrateur de visualiser dynamiquement la structure des composants qu’elle contient et de
la modifier. L’affichage de la structure des composants est mis en œuvre sous forme d’un arbre dy-
namique : pour chaque sous-composant, sont indiqués leurs propres sous-composants ainsi que leurs
interfaces fournies. L’administrateur peut alors agir sur la structure du composant en fusionnant des sous-
composants ou en éclatant des composites qu’il aura créé. L’interface graphique offrant ces services est
présentée dans la figure 5.16.
Figure 5.14 – Illustration d’utilisation d’Auto-Scorpio-Tool (1)
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Figure 5.15 – Illustration d’utilisation d’Auto-Scorpio-Tool (2)
Figure 5.16 – Illustration d’utilisation d’Auto-Scorpio-Tool pour l’adaptation dynamique manuelle
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5.5 Expérimentation : Ubibuilding site
Dans le cadre de nos expérimentations, nous avons proposé un scénario mettant en jeu notre ap-
proche d’adaptation structurelle de composants logiciels. Ce scénario appelé Ubibuilding site repose sur
la conception d’une application de « Chantier Ubiquitaire » capable de s’adapter automatiquement à son
contexte d’exécution.
5.5.1 Présentation de Ubibuilding Site
5.5.1.1 Vue générale
Notre scénario se déroule dans le cadre d’un chantier de construction où tous les acteurs sont équipés
d’entités matérielles mobiles capables de stocker et d’exécuter des composants logiciels, mais dotées
de ressources variables (voir Figure 5.17). Ces entités mobiles sont connectées les unes aux autres via
une infrastructure distribuée dotée de caractéristiques variables (i.e. différents moyens de communica-
tion sont mis en jeu pour connecter les différentes machines : réseau filaire, réseau sans fil présentant
des caractéristiques variables tels que la portée, la bande passante, etc.). Cependant, elles peuvent être
connectées et déconnectées à tout moment. En effet, l’utilisateur peut sortir à tout moment de la zone de
couverture du chantier ou bien le matériel peut rencontrer des défaillances (batterie insuffisante, perte de
connexion, etc.).
Figure 5.17 – Vue générale du chantier ubiquitaire
Comme nous l’avons évoqué précédemment, il existe une grande diversité d’intervenants, dans le
cadre d’un chantier de construction. En effet, les métiers mis en jeu dans le cadre de ce type d’activité
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sont très diversifiés. Ils peuvent être classés suivant leur secteur d’intervention. Plus généralement, ils
sont répartis en quatre grandes catégories de métiers :
• la première réside dans les phases de préparation et de suivi des travaux (architecte, chef de bureau
d’études, dessinateur, géomètre, ingénieur d’études en maîtrise d’ouvrage, maître d’œuvre, etc.),
• la deuxième catégorie est centrée sur le gros œuvre (chef de chantier gros œuvre, charpentier, ma-
çon, soudeur, tailleur de pierre, etc.),
• la troisième catégorie regroupe tous les métiers du second œuvre (carreleur, chauffagiste, couvreur,
électricien, menuisier, plâtrier, etc.),
• et enfin la dernière catégorie concerne les finitions et la maintenance du bâtiment (domoticien,
miroitier, peintre, moquettiste, ascensoriste, etc.).
On observe également des hiérarchies au sein même de chaque métier. Par exemple, pour les métiers de
préparations de travaux, nous pouvons constater la hiérarchie suivante : responsables, assistants princi-
paux, assistants, etc. Concernant les métiers relatifs au gros œuvre, au second œuvre ainsi qu’à la finition
et la maintenance, on parle plutôt d’une hiérarchie patron, chef de groupe, ouvriers, etc.
L’objectif de l’application que l’on souhaite mettre en œuvre consiste à fournir à chacun des acteurs
l’ensemble des services qui peuvent leur être utile lors de la réalisation de travaux au sein du chantier.
Les services que l’application se propose de fournir aux différents acteurs peuvent être divisés en deux
catégories :
1. un ensemble de services indépendants des métiers
Ces services sont indépendants des métiers des utilisateurs cibles (par exemple, rechercher un lieu,
un objet ou un responsable dans le chantier, appeler un responsable dans le chantier, afficher sa
position dans le chantier, consulter la date et l’heure, etc.). Ainsi, ces services devront être acces-
sibles par tous les corps de métiers à tout moment ;
2. un ensemble de services spécifiques aux corps de métier
Ces services correspondent à une cible particulière d’utilisateur. Ainsi, ils ne pourront être acces-
sibles qu’aux utilisateurs exerçant la profession concernée. Par exemple, pour l’architecte, l’ap-
plication doit lui fournir l’ensemble des services qu’il a besoin (gestion budgétaire, gestion des
contacts, gestion du cahier des charges, gestion du planning des travaux, gestion de plans, etc.).
Par ailleurs, nous disposons d’une application fournissant les services susceptibles d’être utilisés par
les différents acteurs mis en jeu dans le cadre d’un chantier de construction. Cependant, étant données
les propriétés des différents nœuds de l’infrastructure distribuée (i.e. ressources limitées, système ouvert,
etc.), et de l’application (i.e. ressources nécessaires importantes), il ne peut être envisagé de déployer tous
les services de l’application sur chaque machine. De ce fait, notre objectif va être de fournir à chaque
utilisateur les services qu’il a besoin dans la situation dans laquelle il se trouve tout en garantissant leur
continuité de service.
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5.5.1.2 Architecture matérielle de Ubibuilding-site
L’architecture matérielle destinée à supporter notre application ubiquitaire est constituée de trois
types d’éléments : les objets communicants (i.e. entités fixes), les points d’entrée mobiles (i.e. entités
mobiles) et enfin, les objets passifs.
1. Les objets communicants (i.e. entités fixes) : ces machines servent de relais d’informations (i.e.
nœuds) et de station de stockage de données.
• Les serveurs : ces machines sont utilisées comme des supports à application. Ils interagissent
avec les différentes entités mobiles associées aux agents via un réseau sans fil (i.e. généralement
Wifi). Ils permettent de stocker les données (plans du chantier, liste des employés, matériaux
disponibles, agendas, etc.) et sont également destinés à recevoir des sauvegardes. Ils permettent
ainsi de conserver un historique du chantier (i.e. travaux réalisés, conditions, etc.). Les serveurs
ne sont jamais déconnectés.
• Les bornes Wifi : ces machines servent de routeurs entre différentes entités du réseau. Elles sont
disposées de manière à couvrir la totalité du chantier et peuvent être utilisées pour la localisation
des utilisateurs (i.e. Wifi géolocalisé).
2. Les objets passifs : ces éléments regroupent l’ensemble des outils destinés à acquérir et à analyser
des éléments du contexte.
Par exemple, une station météo équipée de divers capteurs permettant l’acquisition de données en
temps réel sur les conditions atmosphériques (thermomètre, anémomètre, pluviomètre, baromètre,
etc.) est intégrée au réseau. Elle est positionnée à un endroit stratégique du chantier. Celle-ci doit
être reliée à un serveur capable d’interpréter ces données afin de fournir aux autres entités du ré-
seau un ensemble de services liés à la météorologie. Par ailleurs, il doit conserver un historique
des données ainsi récupérées.
3. Les points d’entrée mobiles : ils sont généralement utilisés comme des outils (i.e. passerelles) per-
mettant d’accéder à un réseau généralement sans fil (GSM, WAP, GPRS, Wifi, etc.) afin d’accroître
la mobilité de l’utilisateur. Ce dernier peut les connecter et les déconnecter du réseau à tout mo-
ment. Parmi ces objets, nous pouvons citer les étiquettes RFID, les téléphones portables et autres
smartphones, les PDA, les tabletPC, les ordinateurs portables, etc. Par ailleurs, les entités mobiles
sont dotées de caractéristiques techniques plus limitées que les serveurs fixes. Par exemple, la capa-
cité de stockage et la vitesse du processeur sont plus faibles. Ainsi, toute application déployée sur
ce type de machine doit prendre en compte ses caractéristiques. De plus, ils sont autonomes c’est-
à-dire qu’ils fournissent eux-mêmes l’énergie nécessaire à leur fonctionnement. Or, cette énergie
n’étant pas illimitée, il est nécessaire d’en tenir compte pour y déployer des applications.
Les entités fixes sont connectées au moyen de réseau filaire et sont disposées au sein du chantier
en fonction des besoins contrairement aux entités mobiles qui n’ont pas de position fixe et qui com-
muniquent uniquement par réseau sans-fil (i.e. Wifi, GSM/GPRS, Bluetooth, infrarouge,etc.). Ainsi, une
entité mobile doit être capable de communiquer avec les entités fixes mais également avec les autres
entités mobiles présentes sur le chantier. Chaque agent du chantier est équipé d’une entité mobile en
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fonction de son métier et de son niveau dans la hiérarchie. Par exemple, un architecte va être équipé
d’un TabletPC ou d’un portable car la taille de l’écran figure parmi les plus grandes dans la catégorie des
éléments mobiles (i.e. afin de faciliter la visualisation de cartes). Chaque objet (bâtiment, matériau, etc.)
est équipé d’une puce RFID permettant de l’identifier et de le repérer dans le chantier.
5.5.1.3 Architecture logicielle de Ubibuilding-Site
Pour construire notre application, nous utilisons la technologie des composants logiciels car elle
nous permet de manipuler des unités logicielles de haut niveau et ainsi de gagner en réutilisabilité. Par
ailleurs, nous disposons de composants existants fournissant des services nécessaires au fonctionnement
de l’application. De plus, toutes les étapes du cycle de vie d’une application (i.e. conception, déploie-
ment, exécution, etc.) sont prises en compte par le modèle ce qui permet de faciliter son adaptation. Notre
application de gestion de chantier ubiquitaire est donc un assemblage de composants pouvant être dis-
tribués sur l’ensemble du réseau. Chaque composant fournit un ensemble de services et peut nécessiter
pour fonctionner des services fournis par d’autres composants. Les composants fonctionnels (i.e. métier)
de notre application sont les suivants :
• un composant de services généraux
Ce composant fournit les services indépendants du métier. Il devra être chargé sur toutes les entités
mobiles connectées au réseau ;
• des composants spécifiques à chaque métier
A chaque métier est associé un composant logiciel qui va fournir l’ensemble des services corres-
pondant à celui-ci. Ces composants pourront être chargés sur les entités mobiles en fonction du
profil de leur utilisateur ;
• un composant de gestion de travail collaboratif
Ce composant fournit un support permettant aux différents acteurs du chantier de communiquer.
Il offre différents services dont le but est de permettre la communication audio/vidéo et le partage
de supports d’affichages et d’outils au sein du chantier. Ce composant correspond au support de
communication fourni dans le cadre de l’application Com-In-Project que nous avons présentée
dans les chapitres précédents ;
• un composant gestion de données météorologiques
Ce composant fournit des services relatifs à la météorologie (prédictions climatiques, informations
sur les conditions météorologiques courantes, etc.) ;
• des composants de sauvegarde et de gestion d’historiques
Ces composants sont chargés de conserver une historique des évènements intervenus dans le cadre
du chantier ubiquitaire (par exemple, un historique des conditions météorologiques rencontrées,
etc.).
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5.5.2 L’adaptation structurelle dans Ubibuilding-site
5.5.2.1 Cas général
A cause de la grande diversité des métiers mis en jeu dans le domaine de la construction en bâtiment,
il parait impossible de déployer sur chaque entité mobile l’ensemble des composants de l’application
avec tous les services qu’ils proposent car les caractéristiques techniques des différentes entités mobiles
sur lesquelles est déployée l’application sont souvent relativement limitées. En effet, les entités mobiles
sur lesquelles est exécutée l’application, présentent des caractéristiques très variables. Par exemple, leur
capacité de calcul et de stockage peuvent être très réduites. En conséquent, une sélection, en fonction du
contexte, des composants ainsi que des services qu’ils proposent devient indispensable afin de garantir
le bon fonctionnement de l’application.
La stratégie pour laquelle nous avons opté est la suivante : tous les composants logiciels de l’ap-
plication sont stockés sur des serveurs fixes en permanence reliés au réseau via des connexions sans-fil
couvrant la zone de chantier. Dès lors qu’une entité mobile pénètre dans la zone de couverture du chan-
tier, elle va être automatiquement détectée. Puis, l’application va se déployer automatiquement sur l’unité
mobile en fonction du contexte. Étant donné que l’application ne peut pas être déployée dans son inté-
gralité, ses composants doivent être adaptés. Afin de répondre aux attentes des utilisateurs, nous avons
choisi une stratégie consistant à partitionner les composants de l’application et ne charger sur l’unité
mobile de l’utilisateur que les services nécessaires en fonction du contexte. Les autres services pourront
être répartis sur l’infrastructure distribuée disponible.
Par ailleurs, nous avons écarté l’hypothèse de stocker uniquement les composants sur des serveurs
dédiés accessibles par l’intermédiaire d’un réseau sans fil couvrant le chantier car cette stratégie implique
une faible autonomie des entités mobiles. En effet, si l’utilisateur se trouve dans une zone qui n’est pas
couverte par le réseau, ou bien s’il se produit une panne matérielle du réseau ou de l’un des serveurs,
aucun service ne sera disponible. De plus, les réseaux sans-fil ont des bandes passantes relativement
faibles. Une autre raison qui nous a poussé à ne pas développer cette stratégie réside dans la sécurité
d’utilisation des services. En effet, certains utilisateurs peuvent imposer que les informations qu’ils dé-
tiennent ne soient pas transmises sur des unités distantes, accessibles par d’autres utilisateurs. Dans ce
cas, les traitements de ces données doivent être réalisés sur leur propre machine et donc les services y
référant doivent y être déployés.
Pour réaliser le partitionnement des différents composants de l’application, nous utilisons le pro-
cessus d’adaptation structurelle décrit dans les chapitres précédents, qui va nous permettre d’extraire, à
partir des composants de l’application globale, de nouveaux composants correspondant aux besoins de
chaque utilisateur qui seront déployés sur les entités mobiles.
5.5.2.2 Un exemple d’adaptation
Considérons les machines appartenant au chef de projet du chantier ubiquitaire. Celui-ci dispose d’un
ordinateur de bureau présentant les caractéristiques suivantes : processeur Intel Core 2 Duo, 1 Go de Ram,
120 Go de disque dur, connexion réseau filaire (via le port Ethernet) ; et d’un PDA doté de ressources
limitées : PocketPc Toshiba e800 Intel R© PXA263 (1,3V) 400 MHz, 128 Mo de SDRAM, connexion
réseau Wifi. Le chef de chantier souhaite disposer des services spécifiques à son métier sur son ordinateur
de bureau et d’outils de travail collaboratif sur son PDA. Ces derniers vont lui permettre d’organiser son
travail (gestion de réunion, etc.) tout en gardant sa mobilité. Ainsi, le composant d’agenda-partagé que
nous avons étudié dans le cadre de nos expérimentations précédentes doit être déployé sur le PDA du
chef de projet.
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Les services spécifiques au métier de chef de projet sont déployés sur sa machine de bureau sans
aucun problème car les ressources disponibles le permettent. Cependant, le déploiement des services de
travail collaboratif sur son PDA pose problème. En fait, le composant Agenda-partagé, ne peut pas être
déployé dans son intégralité sur cette machine car sa capacité mémoire se révèle insuffisante (30 Mo sont
disponibles alors que 60 Mo sont nécessaires pour garantir la continuité des services de ce composant).
Une première solution consisterait à déployer ce composant sur la machine fixe du chef de chantier et à
accéder aux services qu’il fournit au travers de protocoles réseaux. Cependant, à cause de la fréquence
des déconnections pouvant intervenir dans le cadre du réseau sans fil, une telle solution ne peut être
envisagée car le chef de projet souhaite accéder au moins aux services de consultation de son agenda
personnel n’importe où et n’importe quand. Une autre solution pourrait être la distribution des services
en fonction de ses besoins et des caractéristiques de l’infrastructure de déploiement. Pour cela, il est
nécessaire d’adapter la structure du composant car celui-ci est doté d’architecture monolithique ne lui
permettant pas de répondre à de telles attentes. Grâce à notre outil Scorpio-Tool permettant de réaliser
l’adaptation structurelle, nous avons créé un composant composite à partir du composant monolithique
initial. Cette nouvelle structure rend alors possible la distribution des services du composant Agenda-
partagé en fonction des attentes du chef de projet. Ainsi, le composant composite généré au moyen de
notre outil a pu être déployé sur le PDA et sur la machine fixe.
5.6 Conclusion
Dans ce chapitre, nous avons présenté d’une part l’implémentation support de notre approche et
d’autre part le scénario ubiquitaire que nous avons développé pour l’expérimenter.
Dans un premier temps, nous avons présenté Static-Scorpio-Tool qui est un prototype permettant
de mettre en œuvre la ré-ingénierie structurelle d’un composant existant. Cet outil permet de réaliser le
déploiement flexible de composants logiciels existants. Ensuite, nous avons présenté Auto-Scorpio-Tool
qui est un prototype permettant de réaliser l’adaptation structurelle dynamique et automatique. En fait,
il permet de transformer un composant existant en un composant structurellement et dynamiquement
auto-adaptatif. Ces deux outils agissent sur des composants implémentés dans la plate-forme Julia qui
est une implémentation Java du modèle de composants Fractal.
Enfin, nous avons présenté un scénario ubiquitaire de construction en bâtiment dans lequel l’utili-
sation de notre outil d’adaptation structurelle se révèle indispensable pour garantir une continuité des
services proposés à l’utilisateur.
Conclusion et
perspectives
Résumé des contributions de la thèse
Dans le cadre de cette thèse, nous nous sommes intéressés à la problématique de l’adaptation struc-
turelle de composants logiciels. Dans ce cadre, nous avons étudié différentes facettes de cette probléma-
tique :
• un état de l’art sur l’adaptation logicielle à base de composants
Dans un premier temps, une étude de la littérature nous a permis de positionner l’adaptation par
rapport à la problématique de la réutilisation et de présenter les concepts et principes généraux
de l’adaptation logicielle et plus particulièrement de l’adaptation d’applications conçues à base de
composants logiciels. Nous avons alors proposé une classification des travaux existants d’adapta-
tion logicielle suivant différents critères en relation avec la problématique de l’adaptation struc-
turelle. Cette étude nous a permis de montrer les avantages et les inconvénients des approches
existantes. Nous avons pu alors constater leurs limitations, notamment en ce qui concerne la non
prise en charge de l’adaptation de la structure de composants bien que cette adaptation puisse se
révéler indispensable dans de nombreux cas. Par exemple, la création d’applications destinées à
être exécutées dans certains types d’environnements peut nécessiter cette adaptation comme nous
avons pu le montrer lors de notre étude des environnements ubiquitaires. L’état de l’art que nous
avons réalisé a constitué l’état de l’art présenté dans les deux livrables [52, 84] du projet Mo-
saïques.
• l’adaptation structurelle par la ré-ingénierie de composants existants
Après avoir analysé les travaux existants, nous avons étudié l’adaptation structurelle par la ré-
ingénierie de composants logiciels existants pour répondre à certains besoins tels que la réalisa-
tion de l’adéquation entre l’architecture logicielle et l’architecture matérielle de par le déploiement
flexible de composants logiciels en fonction du contexte. Nous avons alors proposé un processus
de transformation structurelle permettant de générer un composant structurellement adapté à partir
d’un composant existant. La mise en œuvre de ce processus requiert la définition d’un modèle
garantissant la cohérence du résultat de l’adaptation que nous avons présenté. Puis, nous avons
enrichi ce modèle en donnant la possibilité aux acteurs de l’adaptation de configurer certaines pro-
priétés liées à la relation de composition et d’introduire dans le composant, des mécanismes de
distribution. Ainsi, dans ce cadre, nous avons proposé :
1. un processus de transformation structurelle permettant d’obtenir à partir d’un composant
existant, un composant structurellement adapté
L’adaptation structurelle par la ré-ingénierie de composants existants est réalisée par l’inter-
médiaire d’un processus de transformation structurelle semi-automatique [15, 20] constitué
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de deux étapes nécessitant le code source du composant à adapter. La première étape réside
dans la décomposition du composant à adapter : tout d’abord, la nouvelle structure souhaitée
doit être spécifiée par un acteur externe de l’adaptation. Le composant est ensuite automati-
quement fragmenté en fonction de la spécification fournie. La deuxième étape consiste à re-
composer automatiquement le composant tout en tenant compte des dépendances existantes
entre les différents fragments générés lors de l’étape précédente : tout d’abord, les compo-
sants générés par la fragmentation du composant initial sont assemblés, tout en garantissant
la cohérence du comportement du nouvel assemblage. Enfin, cet assemblage est intégré au
reste de l’application lors de la dernière étape, par encapsulation dans un composant compo-
site dont le comportement et la structure externe sont identiques à ceux du composant initial ;
2. un modèle de composants support de l’adaptation structurelle
La mise en œuvre de l’adaptation structurelle par la ré-ingénierie nécessite la définition d’un
modèle de composants logiciels auquel tout composant structurellement adapté en utilisant
notre approche doit être conforme [20] ; ceci afin de garantir le comportement du résultat de
notre processus de transformation. Dans ce modèle, nous introduisons notamment les inter-
faces permettant de garantir la cohérence et l’intégrité des nouveaux composants générés par
la fragmentation du composant initial ;
3. l’introduction de mécanismes de distribution dans un composant structurellement adapté
centralisé
Nous avons pu constater que la majorité des applications de l’adaptation structurelle néces-
site une distribution du composant après la réorganisation de sa structure. Or, le composant
obtenu après l’exécution de notre processus de transformation d’un composant existant en un
composant structurellement adapté est encore centralisé. Il est donc nécessaire de le rendre
distribué. Ainsi, nous avons proposé une approche permettant d’intégrer des mécanismes de
distribution à un composant logiciel structurellement adapté [18, 117]. Pour cela, nous avons
proposé un modèle de composants structurellement adaptés distribués et un processus per-
mettant d’obtenir un composant conforme à ce modèle à partir d’un composant issu de notre
processus de transformation structurelle. Ces propositions sont présentées comme des exten-
sions du modèle de composants structurellement adaptés et du processus de transformation
structurelle ;
4. la configuration de propriétés liées à la relation de composition dans un composant structu-
rellement adapté
Afin d’intégrer au composant composite issu de l’adaptation structurelle de nouveaux points
de variabilité, en termes de flexibilité et en vue de fournir des facilités pour une éventuelle
future adaptation fonctionnelle (i.e. adaptation comportementale), nous avons proposé un
modèle de composants composites donnant la possibilité à un acteur externe de l’adaptation
de configurer certaines propriétés du composite, liées à la relation de composition (encapsu-
lation, cycle de vie, etc.) [14, 17].
• l’auto-adaptation structurelle dynamique
Dans les travaux précédents, la transformation est réalisée de manière statique ; ce qui impose
l’arrêt du composant pour réaliser l’adaptation. Néanmoins, il est clair que, dans certains cas, où
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la continuité de service est primordiale, l’approche statique que nous avons proposée ne peut ré-
pondre à ce type d’attente. En se basant sur ces considérations, nous avons proposé une approche
d’adaptation dynamique de composants logiciels.
Cependant, notre processus d’adaptation dynamique requiert en entrée une spécification de la nou-
velle structure du composant correspondant aux besoins liés à son utilisation, généralement fournie
par l’administrateur de l’application. De plus, le déclenchement d’une phase d’adaptation struc-
turelle est également réalisé manuellement par l’administrateur. Or, dans de nombreux environne-
ments où le contexte d’exécution est en perpétuelle évolution, l’intervention humaine ne peut être
envisagée. De ce fait, nous avons proposé une approche d’auto-adaptation de composant logiciel.
Par ailleurs, nous avons pu constater que l’adaptation structurelle d’un composant logiciel pouvait
avoir des impacts sur les autres composants d’une architecture logicielle. De ce fait, nous avons
proposé une approche permettant de réaliser l’adaptation structurelle au niveau d’architectures lo-
gicielles afin de tenir compte des adaptations de chaque composant qu’elle contient. Ainsi, dans
ce cadre, nous avons proposé :
1. l’adaptation structurelle dynamique
L’adaptation structurelle dynamique d’un composant logiciel par sa fragmentation en compo-
sants élémentaires est basée sur l’introduction d’une nouvelle propriété sur les composants
logiciels permettant de les rendre structurellement et dynamiquement adaptables [16, 19].
Dans ce cas, l’adaptation est accomplie en deux phases : la première phase doit être réalisée
avant le déploiement du composant. Elle a pour objectif de générer un composant structu-
rellement et dynamiquement adaptable, à partir du composant initial. En fait, un composant
répondant à cette propriété est un composant conforme à un format canonique de type compo-
site où, par défaut, chaque interface fournie est réifiée en un sous-composant. Ce résultat est
obtenu en se basant sur notre processus de ré-ingénierie de composants existants. La seconde
phase, réalisée dynamiquement, réside dans la reconfiguration du composant adaptable, en
se basant sur une spécification fournie par l’administrateur de l’application. Cette opération
consiste à créer dynamiquement les nouveaux composants spécifiés par l’administrateur et à
les redéployer, si nécessaire ;
2. l’auto-adaptation structurelle dynamique
L’auto-adaptation consiste à automatiser la phase de spécification ainsi que la phase de dé-
clenchement d’un processus d’adaptation structurelle [21, 22]. Pour réaliser l’auto-adaptation,
nous avons défini une architecture de composants structurellement auto-adaptatifs et un pro-
cessus d’auto-adaptation géré au niveau des composants. Ainsi, nous introduisons dans les
composants des mécanismes chargés d’une part d’acquérir et d’analyser son contexte d’exé-
cution afin de déclencher des phases d’adaptation et de déterminer une structure adaptée, lui
garantissant une continuité et une qualité de service ; et d’autre part de modifier automatique-
ment sa structure afin de la rendre conforme à la spécification obtenue. Nous avons appliqué
notre stratégie d’adaptation sur des composants destinés à être exécutés dans des environne-
ments ubiquitaires ;
3. L’adaptation structurelle d’architectures logicielles
L’adaptation structurelle d’une architecture logicielle consiste à coordonner les adaptations
structurelles des composants qu’elle contient afin de tenir compte de l’impact de l’adaptation
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d’un composant sur les autres composants. Pour répondre à ce besoin, nous avons proposé
un modèle et deux stratégies permettant de coordonner l’adaptation de composants logiciels
à différents niveaux.
Afin de situer nos travaux par rapport à ceux existants, nous avons appliqué les critères de comparai-
son que nous avons définis dans le chapitre 1 sur les différentes contributions de cette thèse (voir Tableau
5.1).
Travaux Type Environnement Raisons Automatisation Moment Facette cible Techniques(acteurs) (dynamicité) (entités cibles)
Processus générique Distribué Réutilisabilité Semi-automatique Avant l’exécution Structure Transformation
Adaptation structurelle Flexibilité (Outil, (Statique) (Composants)
par la ré-ingénierie Adaptativité administrateur)
Performance
Modèle abstrait Distribué Réutilisabilité Semi-automatique Pendant l’exécution Structure Reconfiguration
Adaptation structurelle Processus générique Flexibilité (Composants spécifiques, (Dynamique) (Composants)
dynamique Adaptativité administrateur)
Performance
Modèle abstrait Ubiquitaire Réutilisabilité Automatique Pendant l’exécution Structure Reconfiguration
Auto-adaptation Processus générique Flexibilité (Composants spécifiques) (Dynamique) (Composants)
structurelle dynamique Adaptativité
Performance
Table 5.1 – Bilan des contributions
Perspectives
Trois perspectives majeures se dégagent de notre travail.
Extension vers les composants orientés services
Dans nos choix de travail, nous avons défini les interfaces du composant comme les unités ne pouvant
être fragmentées et servant de briques de base à la fragmentation et à la reconfiguration du composant. De
ce fait, une perspective de travail pourrait consister à proposer une approche permettant de transformer
un composant existant en un composant orienté service.
Dans les modèles de composants orientés services [41], les interfaces fournies par un composant sont
généralement assimilées à des services. En fait, un service tel qu’il est défini dans les systèmes orientés
services (SOA) est une fonctionnalité réutilisable dont le comportement est défini de façon contractuelle
dans un descripteur. Chaque descripteur contient des informations qui décrivent le comportement du
service et qui le caractérisent. Ces informations sont utilisées pour réaliser une composition de services.
Ainsi, notre modèle de description de services pourrait être étendu afin de le rendre conforme à ce type
de descripteur.
La composition de services peut être vue : comme étant une chorégraphie i.e. interaction pair à
pair entre les services constituant le service composé ; ou bien comme étant une orchestration i.e. un
client/application-utilisateur coordonne l’exécution des constituants du service composé.
Ainsi, une application construite à partir de services utilise un ensemble de services pouvant être dif-
férents entre deux exécutions. En fait, les fournisseurs de ces services ne sont pas figés dans l’application.
Le choix du fournisseur d’un service est déterminé à l’exécution ; l’assemblage des services étant réalisé
dynamiquement à partir de ces descripteurs. En conséquence, le système mis en jeu doit supporter la
découverte et l’assemblage de services pendant l’exécution. Pour obtenir un composant orienté services
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à partir d’un composant « standard » , il est nécessaire de lui intégrer des mécanismes de disponibilité
dynamique [42].
Une approche dirigée par les modèles pour la restructuration de composants logiciels
Nous avons proposé, dans le cadre de notre approche, un processus d’adaptation structurelle avec
l’ambition de le rendre le plus indépendant possible d’un modèle de composants et d’une infrastructure
logicielle de déploiement spécifiques. Ainsi, notre approche a été conçue pour permettre l’adaptation de
tout type de composant répondant aux caractéristiques que nous avons fixées dans nos hypothèses de
travail.
Cependant, nous avons mis l’accent sur la transformation de code en illustrant notre approche avec
des composants conçus en utilisant le modèle Fractal et son implémentation Java appelée Julia. Aussi,
une des perspectives de notre approche est d’utiliser la transformation de modèles comme base à toutes
les transformations réalisées dans le cadre de notre approche.
La transformation de modèle est une méthodologie qui a été proposée dans le cadre de l’ingénierie
dirigée par les modèles (IDM, en anglais MDE : Model-Driven Engineering). L’IDM est une approche
de développement de logiciel qui met la notion de modèle (plutôt que le code) au centre du cycle de
développement [10]. Cette approche s’appuie principalement sur l’initiative MDA (Model-Driven Archi-
tecture), menée par l’OMG (Object Management Group). L’initiative MDA vise à organiser le dévelop-
pement dirigé par les modèles en couches, allant des modèles indépendants de toute plate-forme appelés
« PIM » (Platform Independent Models) aux modèles spécifiques à une plate-forme appelés « PSM »
(Platform-Specific Models).
Ainsi, pour formaliser nos travaux d’adaptation structurelle suivant une approche IDM, nous devons
identifier les modèles mis en jeu. A titre d’exemple, nous pouvons citer comme modèle de composants
indépendant de toute plate-forme, notre modèle de composants à restructurer et notre modèle de compo-
sants support à la restructuration. Les modèles de composants spécifiques à une plate-forme sont quant
à eux, ceux proposés dans la littérature (par exemple, Fractal, EJB, COM). Puis, nous devons proposer
des opérations de transformation de modèle permettant de mettre en œuvre nos processus d’adaptation
structurelle. Par exemple, nous devons proposer les opérations permettant de transformer le modèle de
composants à restructurer vers le modèle de composants structurellement adaptés, puis réaliser les pro-
jections vers des modèles de composants spécifiques tels que Fractal.
Formalisation de notre approche par la transformation de graphes
Dans le cadre de notre approche d’adaptation structurelle, nous avons pu constater que la structure
d’un composant logiciel pouvait être assimilée à un graphe orienté dont les nœuds représentent les entités
structurelles contenues dans le composant et les arcs représentent les relations structurelles entre ces
entités. Le code source du composant peut également être assimilé à un graphe [89].
De ce fait, la transformation structurelle d’un composant peut être considérée comme une transfor-
mation du graphe représentant sa structure : le graphe initial correspond à la structure du composant avant
son adaptation et le graphe résultat correspond à la structure du composant souhaitée. Les opérations de
transformation de graphe à appliquer sur le graphe représentant la structure du composant peuvent être
extraites de notre processus. Par exemple, lors de notre processus de transformation structurelle de com-
posants existants, l’étape de fragmentation du composant à adapter va consister à partitionner le graphe
représentant sa structure en différents sous-graphes ; chacun représentant la structure d’un composant
généré. Ensuite, les étapes d’assemblages vont modifier le graphe afin de préserver les invariants fixés
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par notre processus d’adaptation structurelle. Ces transformations doivent être répercutées sur le graphe
représentant le code afin de préserver le comportement du composant.
Ainsi, la transformation de graphes [91] peut être proposée comme formalisme pour expliciter les
opérations de restructuration au niveau de la structure du composant ainsi qu’au niveau de son code
source et montrer que ces opérations préservent le comportement du composant.
Annexes
ANNEXE A
Glossaire
A
Adaptation : action qui consiste à rendre un dispositif, des mesures, etc., apte à assurer ses fonctions
dans des conditions particulières ou nouvelles.
Adaptation dynamique de composants : adaptation de composants pendant leur exécution.
Adaptation structurelle de composants : modification de la structure d’un composant tout en préser-
vant ses services et son comportement.
Adaptation statique de composants : adaptation de composants qui ne sont pas en cours d’exécution.
ADL (Architecture Description Language) : langage fournissant une syntaxe et une sémantique for-
melle pour modéliser l’architecture d’un système.
Application sensible au contexte : application capable d’acquérir et de traiter des informations sur son
contexte d’utilisation.
Application ubiquitaire : application capable d’être exécutée dans un environnement ubiquitaire.
Architecture logicielle : description de haut niveau de la structure ou du comportement d’un système ;
elle inclut la description des éléments à partir desquels les systèmes sont construits, les interactions
entre ces éléments, les patrons qui guident leur composition et les contraintes sur ses patrons.
Auto-adaptation de composants : adaptation de composants réalisée automatiquement par les compo-
sants eux-mêmes.
C
Composant adaptable : composant qui possède la capacité d’être adapté soit par l’intervention d’une
entité extérieure à celui-ci (par exemple, une personne physique, un composant, etc.) soit en mo-
difiant lui-même son comportement en fonction des éléments qu’il connaît.
Composant auto-adaptatif : composant capable d’adapter automatiquement sa structure et son com-
portement en réponse à des variations de son environnement d’exécution.
Composant architectural : élément architectural qui encapsule une fonctionnalité métier.
Composant composite : composant ayant la capacité de contenir, par encapsulation, d’autres compo-
sants appelés sous-composants.
Composant non-fonctionnel : composant fournissant des services transversaux à toute application tels
que la gestion du contexte ou l’adaptation.
Composant logiciel : unité de composition avec des interfaces contractuellement spécifiées et des dé-
pendances explicites sur son contexte. Un composant peut être déployé indépendamment et il est
sujet à compositions par des parties tierces.
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Composant logiciel COTS : composant logiciel disponible sur étagère.
Composant métier : composant logiciel fournissant les services fonctionnels de l’application le conte-
nant.
Composant monolithique : composant construit comme un seul bloc, ne contenant pas de sous-composants.
Configuration architecturale (topologie) : description de la structure complète d’un système représen-
tée généralement sous forme de graphe connexe regroupant des composants et des connecteurs.
Connecteur : élément d’architecture modélisant de manière explicite les interactions entre un ou plu-
sieurs composants architecturaux en définissant les règles qui gouvernent ces interactions.
Contexte : toutes les informations qui peuvent être utilisées pour caractériser la situation d’une entité.
Une entité peut être une personne, un lieu, ou un objet qui est considéré comme ayant un lien avec
l’interaction entre un utilisateur et une application incluant l’utilisateur et l’application.
Context-awareness : capacité d’un système à acquérir des informations sur son contexte d’exécution et
à les présenter à l’utilisateur (i.e. context-aware passif) ou à les prendre en compte pour déclencher
automatiquement ou semi-automatiquement des services (i.e. context-aware actif).
Continuité de service : propriété d’un service garantissant à l’utilisateur sa disponibilité quel que soit
l’évolution de son contexte d’exécution.
D
Déploiement : ensemble d’activités qui suivent l’achèvement du processus de développement d’une
application et qui visent à la mettre à la disposition des utilisateurs. Le déploiement couvre toutes
les étapes depuis la validation de l’application par le producteur jusqu’à son installation puis sa
désinstallation en passant par sa maintenance sur la machine cible.
E
Entité structurelle : tout élément identifiable de manière unique faisant partie de la structure du com-
posant (i.e. faisant partie de son espace de noms). Les entités structurelles peuvent être composées
d’autres entités structurelles (par exemple, les ports sont composés d’interfaces et les interfaces
sont composées de services) ou bien hériter des propriétés d’autre entité structurelle de même
type.
Extensibilité : capacité d’un système à être étendu c’est-à-dire à se voir ajouter de nouvelles caracté-
ristiques ou de nouvelles fonctionnalités, sans perte des existantes et dans le meilleur des cas sans
modification de code.
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I
Intercession : capacité d’un système à agir sur lui-même.
Interopérabilité : propriété d’un système lui permettant de communiquer sans ambiguïté et opérer avec
d’autres systèmes, qu’ils soient identiques ou radicalement différents.
Interface : ensemble de points d’entrée d’un système.
Introspection : capacité d’un système à s’observer et à raisonner sur son propre état.
Q
Qualité de service : aptitude d’un service à répondre adéquatement à des exigences, exprimées ou im-
plicites, qui visent à satisfaire ses usagers. Ces exigences peuvent être liées à plusieurs aspects
d’un service : son accessibilité, sa continuabilité, sa disponibilité, sa fiabilité, sa maintenabilité,
etc.
M
Métamodèle : modèle d’un langage de modélisation. Un métamodèle sert ainsi à exprimer les concepts
communs à l’ensemble des modèles d’un même domaine.
Mobilité : propriété d’un système caractérisé par le fait que l’utilisateur puisse continuer d’accéder à
l’information fournie par une infrastructure distribuée sans tenir compte de son emplacement.
Modèle : spécification d’un système qui en donne une vue simplifiée pour répondre à des objectifs
précis.
Modèle de composants : spécification de composants par la définition de l’ensemble de leurs caracté-
ristiques, la manière dont ils peuvent être assemblés ainsi que leur support à leur exécution.
Modèle de composants hiérarchiques : modèle permettant de définir des composants composites.
P
Point de variabilité : partie d’un système supportant plusieurs mises en œuvre.
Port : ensemble de points d’entrée d’un composant (i.e ensemble d’interfaces).
Proximité de service : évaluation des dépendances entre plusieurs services.
R
Ressource logicielle : entité structurelle identifiable de manière unique, possédant un état et dont la
persistance est supérieure à celle du service dans lequel elle est utilisée.
Ré-ingénierie : processus qui consiste à redécouvrir la conception des logiciels existants afin d’utiliser
cette information pour reconstruire le système existant dans le but de l’améliorer.
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Réutilisation logicielle : approche de développement d’applications selon laquelle il est possible de
construire une application à partir d’entités logicielles existantes ayant été produites à l’occasion de
précédents développements et par des personnes généralement différentes de celles qui conçoivent
la nouvelle application.
Réutilisabilité logicielle : capacité d’un système à être utilisé plusieurs fois dans différents contextes.
S
Service : fonctionnalité fournie par une application ou un composant.
Structure de composant : graphe dont les nœuds représentent les entités structurelles contenues dans
un composant et les arêtes représentent les relations structurelles entre ces entités.
U
Ubiquité : propriété d’un réseau se caractérisant par la présence d’entités mobiles communicantes, par-
fois de très petite taille et possédant des caractéristiques techniques très différentes les unes des
autres allant du téléphone portable aux capacités réduites (i.e. puissance de calcul faible, batterie
à faible autonomie, taille de l’écran limitée, capacité de stockage faible, etc.) à l’ordinateur de
bureau.
ANNEXE B
Travaux représentatifs
de l’adaptation de
composants et
d’architectures logiciels
Cette annexe recense et présente l’ensemble des travaux que nous avons étudiés en vue de la réali-
sation de notre état de l’art sur l’adaptation de composant ou d’architectures logicielles. Comme nous
l’avons évoqué précédemment, l’adaptation peut agir sur son comportement ou sur sa structure. Pour
faciliter sa lisibilité, nous avons classifié, dans cet annexe, ces travaux en trois catégories : les travaux
relatifs à l’adaptation du comportement de composants ou d’architectures logiciels, les travaux relatifs
à l’adaptation de la structure de composants ou d’architectures logiciels et enfin, les travaux relatifs à
l’adaptation à la fois du comportement et de la structure de composants ou d’architectures logiciels.
B.1 Travaux relatifs à l’adaptation du comportement des composants
Dans cette section, nous avons répertorié un échantillon représentatif des approches permettant
d’adapter le comportement de composants logiciels ou d’applications conçues à base de composants
logiciels.
B.1.1 ACEEL
Les travaux menés dans le cadre du projet ACEEL (self-Adaptive ComponEnts modEL) [44, 45] ont
pour objectif d’étudier le comportement de composants logiciels dans des environnements où les varia-
tions des niveaux de ressources disponibles sont importantes et de proposer des solutions pour adapter
de manière optimale ces composants. Ce projet se place dans le cadre d’environnements ubiquitaires et
mobiles. Dans ce type d’environnement, les variations de la disponibilité des ressources sont dues essen-
tiellement aux connexions et aux déconnexions des machines et autres fluctuations de la bande passante
d’un réseau. L’objectif d’ACEEL est de rendre efficace l’exploitation d’applications usuelles dans des
environnements différents. Pour cela, ACEEL se propose de fournir des mécanismes appropriés pour
supporter le développement de logiciels adaptatifs pour les environnements mobiles.
Pour permettre l’adaptation des composants logiciels dans ce type d’environnement, ACEEL pro-
posent un nouveau modèle de composants auto-adaptatifs dotés d’un système de détection/notification
des variations survenues dans l’environnement ainsi qu’un framework Java permettant de créer des com-
posants adaptatifs. La technique d’adaptation consiste à faire s’accommoder l’application aux conditions
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de l’environnement (i.e. adaptations réactives). Il doit être également possible d’étendre les fonctionnali-
tés existantes d’un composant (i.e. adaptations évolutives). L’adaptation est donc réalisée par le logiciel
(plus précisément par les composants qu’il contient) pendant l’exécution. Le comportement de l’appli-
cation va donc être modifié dynamiquement. L’objectif est d’apporter de la flexibilité et d’augmenter les
performances de l’application.
Pour mettre en place cette approche, ACEEL propose un nouveau modèle de composants auto-
adaptatifs contenant un niveau méta destiné à gérer le contrôle de l’adaptation. Le terme de composant
désigne une entité logicielle qui fournit un service particulier via une interface séparée de l’implémen-
tation mettant en œuvre ce service. Les services proposés ne doivent pas être implantés sous forme de
boîte noire car l’adaptation ne doit pas être transparente.
Le modèle ACEEL se base sur le patron de conception « Strategy » [56] qui consiste à disposer de
plusieurs implémentations pour une même interface. Cette technique permet de modifier facilement le
comportement d’un composant sans en changer son architecture.
Le modèle proposé par ACEEL est sur deux niveaux : le niveau de base créé en accord avec le
patron de conception « Strategy » et le niveau méta qui est chargé de réaliser l’auto-adaptation. Ce
dernier contient les outils nécessaires pour analyser le contexte et réagir en fonction de ces données pour
modifier le comportement de l’application. Les règles pour réaliser l’adaptation sont décrites dans ce
niveau. Ainsi, ce méta-niveau s’appuie sur des méthodes de détection et de notification des changements
de l’environnement afin de modifier le comportement de l’objet au travers de politiques d’adaptation.
Ces politiques sont spécifiés par l’intermédiaire de scripts XML séparés du code métier et pouvant être
chargés dynamiquement par des composants dédiés. Ces scripts contiennent deux parties : d’une part
des informations sur le cycle de vie de chaque instance et d’autre part, des règles d’adaptation de type
< Evenement >⇒< action >. Deux types d’actions sont possibles : soit le paramétrage du composant
(i.e. modification des valeurs de ses attributs), soit le changement de son comportement (i.e. changement
d’implémentations parmi celles disponibles).
Le processus d’adaptation est réalisé en cinq étapes : (1) lorsqu’une phase d’adaptation est déclen-
chée par le gestionnaire d’évènements, (2) les interfaces du composant sont temporairement gelées (i.e.
stockage des invocations de services du composant). Puis, (3) la politique d’adaptation est interprétée
(i.e. réalisation de l’adaptation). Ensuite, (4) les interfaces du composant sont dégelées (i.e. déstockage
des invocations de services du composant) et (5) il peut alors reprendre son activité .
Le modèle de composants ACEEL offre donc un support permettant d’adapter le comportement d’un
composant à son environnement. Cependant, il impose un certain nombre de contrainte sur les compo-
sants. Tout d’abord, les objets implémentant les comportements possibles d’un composant ne doivent
pas avoir d’état spécifique et leur impact sur l’état général du composant doit être le même. Ceci permet
d’éviter les problèmes de transfert d’état. Pour s’adapter, les composants doivent être conformes au mo-
dèle proposé dès leur conception. Aucun processus ne permet à partir d’un composant existant d’obtenir
un composant répondant au modèle ACEEL. Ainsi, une phase de re-développement des composants doit
être envisagée. Par ailleurs, le composant proposé ne supporte pas la composition hiérarchique. De ce
fait, une adaptation de la structure du composant ne peut être envisageable. Par ailleurs, le concepteur
doit définir tous les comportements possibles ainsi que les règles pour passer d’une stratégie à l’autre.
L’ajout de règles peut être réalisé dynamiquement ; ce qui n’est pas le cas des comportements. Le rôle
des développeurs est donc prépondérant afin de créer des composants auto-adaptables.
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B.1.2 Adaptative Component
Boinot at al. [28] définissent un « adaptative component » comme étant un composant capable
d’adapter son comportement en fonction de ses différents contextes d’exécution. Le modèle proposé
dans le cadre de ces travaux a pour objectif d’adapter les composants logiciels de manière automatique
pendant l’exécution de l’application. Les composants sont implémentés dans un langage étant une ex-
tension de Java. Ainsi, le système fournit un compilateur permettant de générer du code binaire Java
standard. Cette extension de Java prévoit la création de nouvelles classes appelées « adaptation classes
» permettant pour chaque interface de fournir plusieurs implémentations possibles. Chacune de ces im-
plémentations correspond à un certain nombre de conditions d’exécutions qui peuvent être réifiées par
d’autres composants. En fait, toutes les informations correspondantes à la définition des différentes stra-
tégies d’adaptation possibles doivent être explicitement spécifiées de manière statique dans les différentes
classes d’implémentation des composants. Les différents scénarios d’adaptation doivent donc être définis
avant l’exécution de l’application par le développeur.
Les composants fournissent toujours les mêmes services (i.e. même interfaces fournies), cependant,
le comportement de ces services peut changer en fonction du contexte d’exécution. Le changement d’une
implémentation de service par une autre de manière dynamique nécessite un transfert d’état. Pour cela,
toutes les implémentations d’un composant donné doivent partager la même représentation des données.
La stratégie d’adaptation mise en œuvre pour la création de composants auto-adaptatifs est similaire
à celle utilisée dans le cadre d’ACEEL. Les inconvénients de cette approche sont les mêmes. Seul le
comportement des composants peut être adapté et la place du programmeur est prépondérante.
B.1.3 MolèNE
MolèNE (MObiLE Networking Environement) [94, 114] est un framework dédié à l’auto-adaptation
dynamique de composants logiciels dans des environnements mobiles. En fait, l’architecture de Molène
comporte deux niveaux : le premier niveau, appelé MolènNE toolkit fournit des services indépendants du
contexte (i.e. application, architecture matérielle et environnement) ; le second niveau, appelé MolèNE
framework offre des services dépendants du contexte.
Molène propose un système d’observation du contexte d’exécution ainsi que des mécanismes de
reconfiguration basés sur les techniques de réflexion et d’introspection de langages orientés objets. L’im-
plémentation de la stratégie d’adaptation ainsi que l’observation du contexte sont réalisées au niveau
méta par l’intermédiaire d’un framework appelé DNF (Detection and Notification Framework). La ges-
tion du contexte est réalisée par des moniteurs de différents niveaux : les BM (Base Monitor) sont chargés
d’acquérir des données brutes et les HLM (High Level Monitors) permettent d’agréger et d’interpréter
des données fournies par des BM ou d’autres HLM.
Chaque composant Molène est alors doté d’un contrôleur qui est chargé de traiter les informations
transmisent par le gestionnaire de contexte (DNF) et d’appliquer les politiques d’adaptation. Ces poli-
tiques sont spécifiées par l’administrateur de l’application. Les opérations de reconfiguration disponibles
sont le paramétrage des attributs des composants et le remplacement dynamique de l’implantation d’un
composant. La mise en œuvre de l’adaptation est classique : tout d’abord, le composant est désactivé,
puis la reconfiguration est alors réalisée, ensuite, l’état du composant avant son adaptation est transféré
au nouveau composant et enfin, le composant est réactivé.
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B.1.4 Dyva
Dyva [74, 75] est une approche générique pour la reconfiguration dynamique des applications à
base de composants logiciels. Elle traite plus précisément de l’adaptation de leur architecture tout en se
détachant de tout modèle spécifique. Les raisons qui poussent à l’adaptation sont les suivantes : la cor-
rection (i.e. si le composant contient une erreur), la performance (i.e. si le composant est jugé inefficace),
l’adaptativité (si le composant n’est pas adapté à l’environnement) et l’évolution (i.e. si le composant
ne contient pas certaines fonctionnalités). Dans les trois premiers cas, si l’application détecte que le
composant ne répond pas aux attentes, ce dernier doit être remplacé par un autre. Le dernier cas peut
être résolu en ajoutant des composants permettant d’assurer les nouvelles fonctionnalités. L’adaptation
doit être réalisée pendant l’exécution. L’adaptation consiste à contrôler toutes les communications (i.e.
entrantes et sortantes) entre les composants. Les messages vont être interceptés puis redirigés. Étant
donné que ce type d’opération coûte très cher en performance, seul les messages envoyés vers un com-
posant susceptible d’être adaptés seront interceptés. Pour cela, ils définissent trois types de composants :
les composants adaptables définis par le concepteur, les composants non adaptables et les composants
auto-adaptables.
Si le composant est adaptable et s’il contient une partie de contrôle alors il réalise son auto-adaptation
sinon il faut intercepter les messages et effectuer des redirections.
Le processus d’adaptation est constitué de cinq étapes :
1. Définition des règles de correspondances entre le nouveau et l’ancien composant
Une propriété du nouveau composant peut correspondre à plusieurs de l’ancien.
2. Passivation des deux composants pour assurer la cohérence
3. Transfert d’état de l’ancien vers le nouveau composant
4. Déconnexion de l’ancien et connexion du nouveau composant
La reconfiguration est réalisée de manière dynamique :
• Les adaptateurs qui pointent vers l’ancien composant vont pointer vers le nouveau.
• Les adaptateurs qui sont pointés par le composant adapté doivent se désabonner de celui-ci pour
s’abonner au nouveau.
5. Activation du nouveau composant
B.2 Travaux relatifs à l’adaptation de la structure des composants
Dans cette section, nous avons répertorié un échantillon représentatif des approches permettant
d’adapter la structure de composants logiciels ou d’applications conçues à base de composants logiciels.
B.2.1 K-component
K-component [50] est un modèle de composants qui vise à créer des architectures logicielles dyna-
miques pour concevoir des systèmes adaptatifs. Les composants sont spécifiés dans un langage appelé
K-IDL qui est un sous-ensemble du langage de définition d’interfaces IDL-3 [50].
Le modèle K-component est basé sur la réflexion architecturale [40]. Ainsi, l’architecture du logiciel
est réifiée afin de pouvoir la modifier dynamiquement. Une telle architecture est présentée comme un
graphe orienté et connexe, dont les nœuds représentent des interfaces et sont annotés par le nom du
composant qui les contient ; chaque arc représente des connecteurs entre deux interfaces et est annoté par
des propriétés de connexion.
ANNEXE B 235
L’adaptation proposée dans le cadre de ces travaux consiste à modifier l’architecture du composant
en réaction à des changements de son contexte d’exécution (i.e. règles déclenchées par des événements).
Cette adaptation réside dans la transformation de graphe représentant l’architecture du système. Ces
transformations doivent être réalisées tout en garantissant la correction de l’architecture du logiciel. Pour
cela, les règles de transformations et leurs conditions sont encapsulées dans des contrats d’adaptation
appelés adaptation constracts.
Cependant, seulement des annotations peuvent être modifiées. Ce système permet donc uniquement
le remplacement de composants ou bien la reconfiguration des propriétés de connexion.
Pour gérer ces transformations, K-component utilise un gestionnaire d’adaptation du niveau méta qui
est chargé de maintenir les graphes de configuration et d’implémenter les opérations de reconfiguration
ainsi que le protocole de reconfiguration.
Par ailleurs, K-component ne supporte pas l’ajout dynamique de contrats d’adaptation ; ce qui fait de
lui un système fermé.
B.2.2 Plasma
Plasma (PLAtform for Self-adaptive Multimedia Applications) [80, 81] est un framework pour la
construction d’applications multimédia auto-adaptatives aux variations des ressources matérielles dispo-
nibles. Plasma se base sur le modèle de composants Fractal pour proposer une approche permettant de
réaliser des reconfigurations hiérarchiques sur les composants en utilisant un ADL dynamique.
Le framework Plasma contient principalement trois types de composants : les composants média,
les composants de contrôle et les composants de reconfigurations. Les composants média contiennent le
code métier de l’application.
On distingue trois types de composants média qui diffèrent suivant leur niveau de composition :
tout d’abord, les composants Media Primitive (MP) sont les unités de composition de plus bas niveau.
Ils implémentent des fonctionnalités multimédia basiques telles que la transmission UDP ou l’encodage
MP3. Chaque composant de ce type est doté d’interfaces entrantes et sortantes typées par le format du
flux de données qu’elles sont capables de traiter ; Puis, les composants Media Composites (MC) sont des
composants composites fournissant des fonctionnalités de plus haut niveau tels que la transmission ou
l’encodage. Ils permettent d’encapsuler des composants de type MP ; Enfin, les composants Media ses-
sion (MS) sont des composants composites qui encapsulent des composants MC. Ainsi, ils représentent
une configuration de l’application et fournit des interfaces de contrôles de l’assemblage qu’il contient.
Une application construite en utilisant le framework Plasma correspond à un graphe de flux dont les
nœuds sont des composants média de différents niveaux et les arrêtes modélisent les connections entre
les interfaces de ces composants. Il existe deux types de connexions entre composants : d’une part, des
connexions primitives utilisées entre deux composants manipulant le même type de média (i.e. connexion
directe) ; d’autre part, des connexions composites utilisées entre deux composants manipulant de média
de types différents. Ces dernières sont chargées de réaliser les conversions entre les médias de manière à
assurer les interactions.
Les composants de contrôle et de reconfiguration ont pour rôle de coordonner l’adaptation de l’ap-
plication à son environnement. Ils peuvent être insérés à n’importe quel niveau de composition comme
des sous-composants de MC ou de MS.
L’observation du contexte est réalisée par des composants appelés Probes. Ils sont de deux types :
d’une part, les QoS Probes qui sont chargés de fournir des mesures sur la qualité de service et d’autre
part, les Resource Probes qui sont chargés de fournir des données sur les ressources globales du système
telles que la capacité mémoire disponible.
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D’autres composants appelés sensors sont utilisés pour déclencher des phases d’adaptation suite
à une modification significative du contexte d’exécution. Ces composants sont de deux types : d’une
part, les QoS and Resource Sensors qui sont associés aux composants Probes (i.e. déclenchement si la
valeur dépasse un seuil fixé) et d’autre part, les External-event Sensors qui sont chargés de détecter toute
modification du contexte hors ressources systèmes et QoS. Ces derniers requièrent une implémentation
spécifique.
Enfin, les composants chargés de réaliser l’adaptation sont appelés Actuators. Chaque action de re-
configuration est réalisée au travers d’une interface appelé AC interface, permettant d’interroger un com-
posant sur la présence d’attributs, de retrouver la valeur d’un attribut par son nom et de changer sa valeur.
Chaque composant peut alors interpréter la modification d’un de ses attributs comme une reconfiguration
fonctionnelle (modification d’attributs fonctionnels), structurelle (modification des sous-composants) ou
autre (i.e. politique d’adaptation).
B.2.3 TranSAT
TranSAT [9] est un framework pour l’évolution d’architectures logicielles. TranSAT est construit
comme un système de tissage d’aspects au niveau d’une description d’architecture logicielle. Chaque
aspect appelé plan prend en charge une préoccupation et vient impacter une architecture logicielle ap-
pelée plan de base afin d’y insérer les informations relatives à une nouvelle préoccupation. TranSAT est
centré autour du concept de patron d’architecture qui contient l’ensemble des informations relatives à
une préoccupation à savoir le plan, le masque de point de jonction et les règles de transformation :
• le plan représente un assemblage de composants mettant en oeuvre les services liés à une préoc-
cupation,
• le masque de point de jonction décrit un ensemble de contraintes sur le lieu sur lequel le nou-
veau plan peut être intégré. Le masque de point de jonction a un double rôle dans TranSAT :
premièrement, c’est le contrat entre le plan de base qui est modifié et le patron d’architecture. Il
précise sous quelles conditions ce plan de base et le plan contenu dans le patron peuvent être tissés.
Deuxièmement, ses éléments sont utilisés pour décrire les modifications à apporter pour intégrer
une nouvelle architecture,
• enfin, les règles de transformation spécifient les modifications à apporter au niveau du plan de base
et du plan de ce patron afin de permettre leur tissage créant une architecture logicielle enrichie de
la nouvelle préoccupation.
Ainsi, TranSAT permet d’améliorer l’architecture du logiciel ou de maintenir l’architecture du logi-
ciel quand il y a un changement de la fonctionnalité logicielle qui peut invoquer la modification de son
architecture.
B.2.4 Equipe (DCSUP)
Les travaux de l’université de Pise (DCSUP) sont essentiellement basés sur une méthodologie for-
melle pour l’adaptation de composants logiciels [32, 33, 34, 35]. La problématique adoptée est la sui-
vante : comment assurer l’interopérabilité des composants au moment de l’assemblage ? Les problèmes
majeurs rencontrés sont essentiellement dus à l’incompatibilité entre les signatures des méthodes. Les
IDL se révèlent souvent insuffisants, d’où la nécessité de décrire les comportements des composants.
Les quatre principaux aspects de la méthodologie utilisés sont :
1. Les interfaces de composants : ils sont constitués de deux parties : d’une part les IDL qui vont
contenir une description des signatures des méthodes fournies par le composant. Et d’autre part,
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une description des comportements exprimés en utilisant des sous-ensembles de pi-calculus [93].
2. La spécification des adaptateurs : utilisation d’outils de mapping. Ils regroupent les caractéristiques
des inter-opérations entre deux composants par la mise en correspondance de leurs comportements.
Ils sont dédiés à la gestion des correspondances que ce soit pour les actions (A→ B, etc.) ou pour
les paramètres (Ap → Bp, etc.)
3. La dérivation des adaptateurs : un composant destiné à gérer l’adaptation est généré automatique-
ment en fonction des spécifications.
4. Les propriétés des adaptateurs : les propriétés des adaptateurs contiennent une spécification for-
melle permettant de vérifier des propriétés de l’adaptateur ainsi que les contraintes et le comporte-
ment de l’adaptateur
B.3 Travaux relatifs à l’adaptation du comportement et de la structure
des composants
Nous avons répertorié dans cette section un échantillon représentatif des approches permettant d’adap-
ter à la fois le comportement et la structure de composants logiciels ou d’applications conçues à base de
composants logiciels.
B.3.1 Safran
Safran [47] est une extension du modèle composant de Fractal visant à supporter le développement
des composants auto-adaptatifs. Safran est basé sur l’introduction d’une extension réflective permet-
tant de modifier de manière transparente le comportement d’un composant en fonction de son contexte
d’exécution. Il utilise également la programmation par aspects pour développer l’adaptation comme un
aspect et le tisser dynamiquement dans les applications. En fait, Safran est constitué d’un langage dédié
permettant de programmer l’aspect d’adaptation sous la forme de politiques réactives, et d’un support
d’exécution nécessaire au tissage et à l’exécution de ces politiques (aspects) dans les composants Fractal.
Safran fournit un langage permettant de programmer des politiques d’adaptation réactives ainsi que
des mécanismes destinés à associer et dissocier dynamiquement ces politiques à des composants Fractal.
Chaque politique d’adaptation comporte un ensemble de règles de type Évènement Condition Action
(ECA) qui peuvent être mises à jour pendant l’exécution du composant. Les actions d’adaptation résident
dans le réassemblage du composant. Ces actions sont réalisées par les reconfigurations du composant qui
sont spécifiés en utilisant un script appelé FScript. Les opérations de reconfiguration consistent à ajouter,
supprimer ou échanger des nouveaux composants ou services.
Safran se compose de trois systèmes :
• FScript
Tout d’abord, FScript est un langage procédural simple permettant de programmer les reconfi-
gurations de composants Fractal déclenchées suite à la notification d’un événement endogène
ou exogène. Il permet notamment de créer dynamiquement de nouveaux composants, de réali-
ser de l’introspection et de l’intersession sur l’architecture du composant en manipulant le contenu
des composites et les connexions entre interfaces. Il offre des garanties sur la préservation de la
consistance de l’état de l’application grâce notamment au maintient de l’intégrité transactionnelle
(atomicité, consistance de l’état final, isolation) et à la terminaison en temps borné des reconfigu-
rations.
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• WildCAT
WildCAT est un système conçu pour faciliter la création d’applications sensibles au contexte. Son
rôle est de réifier le contexte (acquisition et modélisation des données) et d’y donner accès aux
applications via une API. Dans le cadre de Safran, il est utilisé par des politiques d’adaptation
pour détecter les changements du contexte de l’exécution de l’application qui devrait déclencher
des phases adaptations. Le contexte d’une application est modélisé sous la forme d’un ensemble
de domaines contextuels organisés en une arborescence de ressources et représentant chacun un
aspect particulier du contexte. Les nœuds de cet arbre font référence à des catégories de ressources
matérielles et les feuilles correspondent aux ressources matérielles possédant un état décrit par
un attribut. Le modèle est entièrement dynamique (i.e. possibilité de modifier dynamiquement
sa structure et ses paramètres) et très facile d’utilisation. Un système proche des uri est utilisé
pour accéder aux valeurs des attributs. Cependant, il est relativement simple et ne permet pas de
modéliser tout type de contexte.
• un contrôleur Fractal
Un contrôleur Fractal est utilisé pour mettre en place l’auto-adaptation du composant. Il fait le
lien entre le contexte modélisé à l’aide de l’outil WildCAT et les opérations de reconfiguration du
composant définies en utilisant le langage FScript au travers de règles réactives liées aux politiques
d’adaptation. Ces règles suivent le modèle ECA, où les événements sont détectés par WildCAT
et les actions sont des reconfigurations définies en utilisant FScript. Le contrôleur d’adaptation
permet l’attachement dynamique des politiques de Safran à différents composants de Fractal et il
est responsable de leur exécution.
Le modèle auto-adaptatif Safran permet aux composants qui y sont conformes de reconfigurer au-
tomatiquement leur structure en fonction du contexte. Cependant, ce modèle reste très lié à un modèle
spécifique qui est Fractal. Par ailleurs, il utilise comme entité de base à la reconfiguration les composants
existants et ne propose aucune solution pour fragmenter ou regrouper les composants bien que ces opé-
rations puissent se révéler indispensables dans certains cas tels que le déploiement de composants dans
des environnements à ressources limitées, etc. De plus, toutes les politiques d’adaptation doivent être dé-
finies par l’administrateur de l’application ; ce qui peut se révéler très contraignant dans de nombreuses
situations. L’administrateur doit connaître la structure de tous les composants assemblés pour former
l’application et doit formuler lui-même les opérations de reconfiguration de la structure de l’application
qui vont permettre de l’adapter à son contexte d’exécution.
B.3.2 CASA
Le projet CASA (Constract-based Adaptative Software Architecture) [95, 96] développé à l’univer-
sité de Zurich fournit un framework permettant l’adaptation dynamique d’applications à base de com-
posants. CASA est basé sur un système appelé CRS (CASA Runtime System) permettant de détecter des
changements dans l’environnement d’exécution de l’application et de réagir si ces modifications sont
significatives. Les politiques d’adaptation sont définies dans ce qu’ils appellent des contrats. Ainsi, le
processus d’adaptation mis en place dans CASA est constitué de trois étapes. Chaque fois que le CRS
détecte un changement dans l’environnement d’exécution (Étape 1), il évalue les contrats de l’application
en cours d’exécution en fonction des changements détectés (Étape 2). Enfin, le CRS décide d’effectuer ou
non une phase d’adaptation en fonction des politiques spécifiées dans les contrats. L’adaptation de l’ap-
plication peut consister à remplacer dynamiquement des services bas niveau, à tisser dynamiquement ou
supprimer un aspect, à modifier certains attributs de l’application ou bien à recomposer dynamiquement
l’assemblage de composants.
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Dans l’implémentation du modèle de composants défini par CASA, chaque composant est l’instance
d’une classe. Ainsi, le remplacement d’un composant par un autre va consister à remplacer une instance
de classe par une autre de manière dynamique. Une classe est définie comme adaptable si ses instances
peuvent être remplaçables. De plus, CASA permet de définir des ensembles de « classe alternatives »
qui sont en fait des collections de classes dont les instances peuvent être dynamiquement interchangées.
Chacun de ces ensembles est représenté sous la forme d’une seule classe appelée handle définissant les
mêmes interfaces que les classes qu’elles représentent (i.e. abstraction de l’ensemble des classes qu’elles
représentent).
Le processus de remplacement d’un composant par un autre s’effectue en cinq étapes. (1) Tout
d’abord, le composant à remplacer est désactivé. Cette étape permet de s’assurer que les autres com-
posants de l’application ne pourront plus accéder à un des services qu’il fournit. (2) Puis, l’exécution
du composant à remplacer est suspendue. Pour cela, deux stratégies sont possibles. La première solution
appelé lazy replacement consiste à attendre la fin de l’exécution des services pour effectuer le rempla-
cement alors que la seconde stratégie appelé eager replacement permet de figer les services en cours
d’exécution. Cette dernière solution n’est pas applicable dans tous les cas. (3) Ensuite, le composant
destiné à remplacer l’existant est créé. (4) Puis, l’état du composant arrêté est transféré sur le nouveau
composant. (5) Enfin, ce dernier est activé.
CASA propose donc un système d’adaptation dynamique d’applications conçues à partir de com-
posants orientés objets. L’adaptation peut agir à la fois sur les composants (par exemple en configurant
ses attributs) ainsi que sur leur assemblage (par exemple en procédant au remplacement de composants).
L’objectif est de permettre à l’application de s’adapter en fonction de son contexte d’exécution (i.e. adap-
tation adaptative) de manière transparente vis-à-vis de l’utilisateur. Cependant, le programmeur occupe
une place importante pour préparer l’adaptation car il doit spécifier tous les contrats relatifs au compor-
tement de l’application en fonction du contexte. De plus, il doit implémenter et spécifier les ensembles
de classes interchangeables.
B.3.3 MADCAR
MADCAR (« Model for Automatic and Dynamic Component Assembly Reconfiguration ») [57, 58]
est un modèle abstrait de moteur d’assemblage de composants qui permet la construction d’applications
auto-adaptables. Une application auto-adaptable est capable de déclencher, planifier et réaliser auto-
matiquement et dynamiquement le ré-assemblage des composants qui la constituent. Lorsque certains
changements de contexte sont détectés tels que l’apparition ou la disparition du réseau, des décisions
sont prises automatiquement pour ré-assembler l’application.
L’adaptation « dynamique » consiste à faire passer l’application d’un assemblage de composants
à un autre sans nécessairement figer toute l’application. Ce passage est une reconfiguration qui peut
comporter des ajouts/suppressions/remplacements de composants, des révisions des connexions entre
composants et des changements des valeurs des attributs des composants. Pour ce faire, le concepteur
de l’application doit fournir la description des fonctionnalités l’application sous forme de configurations
alternatives, c’est-à-dire une spécification de l’ensemble des assemblages valides. Cette spécification est
abstraite dans la mesure où elle ne fait pas directement référence aux composants à utiliser. Le choix de
l’assemblage à réaliser et des composants à assembler se fait selon une politique d’adaptation, également
spécifiée par le concepteur de l’application. La politique d’adaptation est un ensemble de règles qui, selon
le contexte d’exécution (par exemple, l’état du réseau), génère un ensemble de contraintes. La résolution
de ce problème de satisfaction de contraintes débouche sur l’assemblage le plus approprié au contexte
courant.
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La séparation entre la description des fonctionnalités de l’application et la description de l’adapta-
tion de l’application facilite leur compréhension/évolution. De plus, les descriptions des fonctionnalités
et des politiques d’adaptation sont découplées des composants à assembler (pas de référence directe
aux composants), car les composants à sélectionner lors d’un ré-assemblage sont en fait désignés par
l’ensemble des contrats qu’ils doivent remplir. Cette modularité simplifie la conception des applications
auto-adaptables, mais aussi leur évolution. MADCAR est dit abstrait car il est indépendant de tout modèle
de composants. Les hypothèses minimales de l’approche sont : l’homogénéité des composants en terme
de modèle, l’auto-documentation des composants par contrats, et l’utilisation de composants d’interac-
tion lorsqu’il faut des connecteurs entre composants. Les contrats documentant les composants spécifient
au minimum les attributs paramétrables et les interfaces fournies ou requises. Et, les contrats facultatifs
peuvent concerner les coûts des composants en mémoire, en CPU ou en énergie.
Une implémentation fonctionnelle existe en la plate-forme AutoFractal1, qui est une spécialisation
de MADCAR pour le modèle de composants Fractal [39].
B.3.4 CADeComp
CADeComp (Context-Aware Deployment of COMPonents) [3] est une plate-forme pour le déploie-
ment adaptatif de composants logiciels dans des environnements mobiles. En fait, CADeComp est conçu
à l’aide d’un modèle indépendant de la plate-forme qui est constitué d’un modèle de données et d’un mo-
dèle d’exécution. Le modèle de données décrit les méta-informations définies par le concepteur du com-
posant et utilisées pour adapter le déploiement au contexte. Ces méta-informations décrivent le contexte
de déploiement ainsi que les règles qui définissent les variations des paramètres de déploiement en fonc-
tion de ce contexte. Le modèle d’exécution spécifie les entités qui incarnent des mécanismes d’adaptation
en s’appuyant sur des algorithmes qui utilisent ces méta-informations.
Le plan d’adaptation du déploiement d’une application à base de composant consiste à déterminer
le choix d’implémentation des composants et à placer automatiquement les instances des composants
mis en jeu, en fonction du contexte. L’algorithme de placement a pour objectif de maximiser les res-
sources disponibles du domaine de déploiement après le placement de ces composants ou le nombre de
contraintes faibles satisfaites.
Ainsi, l’objectif de CADeComp est de mettre en place un processus d’adaptation d’architecture en
se plaçant dans le cadre d’un système réparti. Le logiciel va devoir prendre les mesures nécessaires pour
s’adapter à son contexte d’utilisation au moment de son déploiement. Le contexte est défini de la manière
suivante : « Le contexte contient toutes les informations sur l’environnement dans lequel l’application
va être déployée ainsi que sur l’utilisateur (préférences, etc.) ». La problématique est donc : Comment
aider les applications réparties à se déployer en fonction du contexte ? Pour cela, l’application devra
être capable de choisir sa structure, de sélectionner la meilleure implémentation pour chaque instance de
composant, de placer les composants qu’elle contient et enfin de configurer ces derniers en fonction du
contexte.
Le déploiement de l’application peut se diviser en trois étapes : Tout d’abord, le pré-déploiement (i.e.
déploiement des composants utilisés pour adapter l’application au contexte), puis la prise de conscience
du contexte et enfin le déploiement de l’application adaptée.
Pour réaliser l’adaptation, ils définissent cinq variables de déploiement qui sont :
• le choix de la version d’implémentation,
• le choix de placement du composant (en fonction des ressources par exemple),
• la structure de l’application,
1http ://csl.ensm-douai.fr/grondin/AutoFractal.
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• les valeurs des propriétés configurables,
• les connexions entre composants.
Deux modèles de données sont nécessaires dans la prise en compte du contexte par l’application :
1. un modèle de données permettant de définir le contexte (i.e. les descripteurs appropriés au contexte)
Les informations relatives au contexte sont récupérées par des capteurs puis analysées pour obte-
nir des données de plus haut niveau. Chaque élément est décrit par son nom, une référence, la
méthode pour l’acquérir en traitant le contexte ainsi que l’intervalle de temps à la fin duquel il
faut recalculer ces informations. L’objectif reste de définir les contextes pertinents à savoir ceux
qui peuvent affecter le déploiement de l’application. Il existe quatre catégories de contextes qui
peuvent affecter le déploiement :
• les informations relatives à l’environnement cible (i.e. dans lequel l’application va être dé-
ployée),
• les informations sur l’utilisateur,
• les informations spécifiques à l’application.
2. un modèle de données pour définir les règles nécessaires aux choix durant la phase de déploiement
(i.e. les descripteurs des plans de déploiement sensibles au contexte)
Il contient une définition des règles d’adaptation qui vont être utilisées pour réaliser l’adaptation de
l’application en prenant en compte le contexte. Pour cela, il va être créé un composant adaptateur
qui va au déploiement être capable d’assembler l’application.
Afin de réaliser cette tache, pour chaque instance de composant, le modèle doit spécifier :
• un ensemble de versions d’implémentations possibles et leurs contextes associés,
• un ensemble de propriétés qui peuvent avoir des valeurs différentes suivant le contexte,
• un ensemble de sites susceptibles de recevoir le composant et leur contexte associé de manière
à justifier les choix de placement.
Le problème de cette approche est qu’elle nécessite la description de toutes les combinaisons pos-
sibles. Or, s’il existe beaucoup de composants sensibles à beaucoup de contextes, l’application devient
rapidement impossible à gérer du fait du nombre exponentiel de combinaisons à décrire. Il est donc né-
cessaire de définir uniquement un ensemble de contextes pour lequel l’instance du composant va être uti-
lisée de façon optimale. Ainsi le modèle de données va permettre de définir un ensemble d’associations :
instance de composant ⇔ contextes habilités + ensemble de connexions possibles suivant le contexte. Il
doit être possible de spécifier les règles générales d’adaptation avant chaque déploiement. Par exemple,
tous les composants doivent être sur le même site. Par ailleurs, il existe un service de découverte de nom
qui permet de trouver le site sur lequel peut être implanté un composant.
Ces travaux s’orientent donc uniquement sur de l’adaptation au moment du déploiement. Or dans
un environnement ubiquitaire et mobile, l’environnement d’exécution change en permanence. Ce qui est
vrai à l’instant t peut être faux à l’instant t+1. Donc prendre en compte le contexte uniquement au moment
du déploiement de l’application peut se révéler très insuffisant. Il est donc indispensable de coupler cette
technique avec un processus d’adaptation pendant l’exécution.
B.3.5 Concerto
La plate-forme appelée « Concerto » [46] est développée dans le cadre de travaux sur le déploiement
et le support de composants parallèles adaptatifs sur des clusters. Ce projet traite de l’adaptation auto-
matique de composant (i.e. auto-adaptation) dans des environnements répartis. Les ressources sont des
objets Java contenant une description de l’environnement par l’intermédiaire de rapports. Des schémas
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de données sont utilisés pour permettre aux composants de percevoir leur environnement d’exécution et
les variations de cet environnement.
L’adaptation a deux objectifs principaux : le premier réside dans la performance de l’application
(i.e. il faut qu’elle exploite au mieux une infrastructure spécifique), le deuxième consiste à privilégier la
portabilité (i.e. plus grande variété possible).
Le problème réside dans le manque d’infrastructure logicielle générique. Deux solutions sont pos-
sibles :
1. création de clusters virtuels présentant une interface homogène et masquant les propriétés spéci-
fiques sous-jacentes
2. renforcer l’adaptabilité des composants
Pour s’adapter, une application doit prendre des décisions notamment en fonction de l’infrastructure.
Ce processus de prise de décision est le suivant : si un composant a la possibilité d’obtenir des informa-
tions relatives à sa plate-forme d’implantation, il va devoir se déployer en tenant compte de ces éléments.
Par ailleurs, il faut fournir aux composants des informations sur son environnement tout au long de
son déploiement. Ces informations vont être obtenues par l’observation des ressources (i.e. entité qu’un
composant logiciel pourra être amenée à utiliser au cours de son exécution). Tout objet ressource a un
identifiant unique enregistré dans un gestionnaire de ressources (identification, localisation et suivi des
ressources grâce aux rapports). Les ressources sont classées suivant un certain nombre de critères de
manière à faciliter les recherches.
Un composant développé pour fonctionner dans la plate-forme Concerto doit être constitué d’un
ensemble de « threads » Java coopérants. Il doit posséder trois interfaces : une interface métier (nom,
interface, mise en œuvre), une interface cycle de vie (gestion du déploiement et de l’arrêt du composant)
et une interface ressource (i.e. il contient des informations sur les ressources utilisées par le composant).
Dans la plate-forme, un composant est considéré comme une ressource que l’on peut observer. Chaque
composant peut fournir son propre rapport d’observation qui consiste à collecter les informations rela-
tives aux différentes ressources. Il en est de même pour les composants composites qui fournissent une
agrégation des rapports des sous-composants. Un composant logiciel doit pouvoir vérifier la présence
de ressources ou en découvrir l’existence, interroger la plate-forme sur l’état d’autres ressources et enfin
s’informer des ressources disponibles sur un nœud particulier du cluster.
Pour réaliser le déploiement d’un composant il faut fournir à la plate-forme une description de la
structure du composant (fragments2 et threads), les directives de placement des fragments ainsi que les
contraintes imposées pour le déploiement.
B.3.6 Satin
Satin (SAfety model for componenT adaptatIoNs) [97] est un modèle abstrait de sûreté d’adaptations.
Il se veut indépendant de tout modèle ou plate-forme à base de composants. Il se portent essentiellement
sur l’adaptation dynamique (i.e. à l’exécution) de composants logiciels et sur la sûreté. Le problème
réside dans le fait que l’adaptation entraîne généralement une modification du composant. Un des princi-
paux problèmes traités est relatif à la maintenance de la cohérence pendant une phase d’adaptation. Étant
donnée que cette dernière peut être provoquée par l’évolution du contexte d’exécution (i.e. interaction
entre le composant et le contexte), le comportement d’un composant doit avoir la capacité d’évoluer en
permanence. Pour réaliser l’adaptation dynamique, il faut pouvoir modifier la structure du composant et
faire évoluer ses interfaces. Le sujet de l’adaptation est donc le composant lui-même.
2Sous-ensemble de threads d’un même composant.
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Certains contrôles sur le comportement d’un composant peuvent se révéler incompatibles donc par
conséquent, après adaptation, on peut obtenir des incohérences comme la création de boucles infinies,
points non déterministes, etc. La solution qui a été adoptée pour assurer la cohérence de l’adaptation
consiste à élargir la notion de type pour prendre en compte des propriétés supplémentaires à vérifier.
Pour cela, il est nécessaire d’opter pour une notion de type plus large contenant plus d’informations pour
en contrôler l’évolution du comportement d’un composant et en valider sa composition.
Étant donné que les composants sont connectés et déconnectés dynamiquement, un composant doit
avoir la capacité de modifier ou d’ajouter des types de messages auxquels il sait effectivement répondre.
L’évolution du comportement d’un composant passe par la modification du comportement associé aux
messages. Ainsi, il est nécessaire de définir un nouveau modèle de composants supportant ce type d’opé-
ration. Le rôle d’un composant permet de décrire les propriétés attendues des entités auxquelles elles
sont associées. Il est défini par :
• son nom
• un ensemble de ports qu’il contrôle
• un ensemble de ports fournis (i.e. services fournis)
• un ensemble de ports émis (i.e. messages envoyés vers d’autres composants)
• un ensemble de rôle des composants avec lesquels il interagit
Par exemple, le rôle d’une entité persistante est de contrôler les messages d’accès en lecture et en
écriture et d’archiver les messages envoyés. Dans le modèle proposé, il existe deux types de port : les
ports instanciés qui ont pour fonction de récupérer et de traiter un message particulier adressé au com-
posant et les ports génériques qui sont considérés comme un ensemble de port instanciés. Le modèle va
consister à associer à chaque composant un rôle pouvant évoluer en permanence du fait de l’adaptation.
Toutes les instances d’un même composant ont initialement le même rôle.
L’adaptation va consister à modifier le comportement du composant par le contrôle des messages.
Cette opération se fait par l’intermédiaire d’assertions. Au moment de l’adaptation, le système doit être
dans un état de stabilité afin que les opérations se déroulent correctement. Ensuite, il faut garantir la
cohérence des modifications. Pour cela, il est indispensable d’assurer :
1. la sécurité : une opération d’adaptation ne doit pas entraîner de « crash » de l’application.
2. la complétude : une opération d’adaptation doit se terminer.
3. la temporisation : une opération d’adaptation doit être déclenchée au bon moment.
4. la réversibilité : le retour à l’état initial doit être possible de manière à éviter les erreurs. Les
propriétés sont destinées à garantir la cohérence de l’adaptation :
5. la cohérence structurelle
(a) Tout composant requis sur un type donné doit toujours correspondre à ce type.
(b) Pour utiliser un composant, on doit spécifier son rôle.
6. la cohérence comportementale
(a) Locale à un composant : compatibilité des contrôles exercés. Un même message ne doit pas
être délégué à deux entités différentes.
(b) Locale à une adaptation : une opération d’adaptation est atomique.
(c) Globale au réseau : gestion des cycles (propagation) / points non déterministes essentielle-
ment dus à la délégation et à la notification.
7. la cohérence sémantique : la même signature pour une méthode n’implique pas forcément les
mêmes résultats. Dans la majorité des cas, deux services ayant le même nom ne peuvent pas se
remplacer.
ANNEXE C
Modèles de composants
logiciels
Afin d’illustrer notre état de l’art sur l’adaptation de composants ou d’architectures logiciels, nous
avons étudié un panel représentatif de ces différentes catégories de modèles de composants. Les modèles
de composants que nous avons choisis sont présentés ci-dessous.
C.1 Le modèle JavaBean
Le modèle JavaBeans [62] est un modèle de composants logiciels proposé par Sun Microsystems.
Les composants qu’il permet de définir, appelés Beans, sont des composants légers, souvent graphiques.
L’objectif principal de ce modèle est de simplifier la construction d’applications à travers des méthodes
de composition visuelle. En effet, un outil appelé BeanBox, peut être utilisé pour créer des applications
à partir de Beans existants. Lors de l’assemblage, des instances sont créées à partir d’un catalogue de
classes de composants.
Un Bean est un objet Java standard qui hérite de la spécification associée à JavaBean. En effet, une
classe de type JavaBean doit respecter certaines conventions sur le nommage des méthodes, la construc-
tion et le comportement. Le respect de ces conventions rendra possible l’utilisation, la réutilisation, le
remplacement et la connexion de JavaBeans par des outils de développement. Les Beans communiquent
par évènements : lorsqu’un Bean veut communiquer avec un autre composant, il doit déclencher un
évènement qui sera capté par le Bean récepteur au moyen d’écouteurs.
Ce modèle ne fournit aucun mécanisme d’introspection qui lui est propre. Il exploite ceux fournis
par le langage Java.
C.2 Le modèle EJB (Enterprise Java Beans)
La technologie EJB [86] proposée par Sun permet de concevoir des composants logiciels côté ser-
veur pour la plate-forme de développement J2EE. En fait, elle définit un modèle abstrait de composants
logiciels Java côté serveur qui décrit la structure des composants EJB et des modèles de développement
et de déploiement des applications à base de ces composants [102]. Dans le modèle EJB, les composants
sont des composants Java non visuels, portables, distribués, réutilisables et déployables. En fait, le mo-
dèle de composants EJB est une extension du composant visuel JavaBeans, proposé pour supporter les
composants serveurs.
Contrairement aux JavaBeans, un EJB est nécessairement représenté par une interface Java appe-
lée Remote interface qui définit une vue cliente de l’EJB. Cette interface définit toutes les méthodes
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fonctionnelles qu’un client peut invoquer sur le composant. Un EJB offre également des interfaces d’in-
trospections permettant d’accéder à des méta-données relatives aux instances des composants ainsi que
des interfaces d’intercession permettant de gérer le cycle de vie d’un composant. Ces dernières four-
nissent des services permettant à un client de créer, de rechercher ou bien de détruire une instance de
composant.
C.3 Le modèle CCM
Le modèle CCM (Corba Component Model) a été introduit par l’OMG (Object Management Group)
en 2002, au travers la publication d’une spécification CORBA 3.0 [59]. Le modèle CCM est constitué
d’un ensemble de modèles qui permet de spécifier des composants, de les implémenter, de les empaque-
ter, de les assembler et enfin de les déployer dans un environnement distribué. En fait, quatre modèles
sont proposés : un modèle abstrait de composants qui permet de décrire un composant CCM au travers
d’une extension du langage IDL de CORBA (Interface Definition Language) ; un modèle d’implantation
qui définit la manière d’implanter un composant à l’aide du langage CIDL (Component Implementation
Description Language) et du framework CIF (Component Implementation Framework) ; un modèle de
déploiement qui définit comment le composant sera distribué, assemblé et déployé ; et enfin, un modèle
d’exécution qui définit la structure et l’utilisation des conteneurs de composants.
Un composant est défini par un ensemble d’attributs et de ports. Les attributs de composants sont
utilisés pour la configuration au déploiement ou à l’exécution. Les ports définissent les points de com-
munication des composants et sont utilisés pour leur invocation et leur interconnexion. Il existe quatre
catégories de ports : les facettes et les réceptacles qui sont des interfaces fonctionnelles synchrones
fournies et requises, et les sources et les puits d’évènements qui sont des interfaces fonctionnelles asyn-
chrones fournies et requises. Ainsi, l’assemblage de composants CCM réside dans la création de canaux
de communication synchrones entre les facettes et les réceptacles ; et asynchrone entre les sources et les
puits définis par les composants à assembler.
Le modèle CCM propose également des mécanismes d’introspection qui fournissent des informa-
tions sur le type de composant, les ports et les connexions entre les composants et des outils de gestion
de ports utilisés pour établir ou détruire des connexions entre composants.
C.4 Les modèles COM, DCOM et COM+
Le modèle COM (Component Object Model) [31] a été proposé au début des années 1990 par Mi-
crosoft. Il a pour objectif de résoudre différents problèmes d’interopérabilité au niveau binaire entre des
composants COTS [67]. Un composant COM est essentiellement une entité binaire pour laquelle sont
définis une interface et son mode d’interaction. Une interface, identifiée de façon unique est décrite dans
un langage de description spécifique (IDL). Elle contient un ensemble de méthodes. Le contenu des inter-
faces ne peut pas évoluer une fois que la description a été publiée. Cependant, un composant COM peut
implémenter simultanément plusieurs versions d’une même interface (utilisation du patron de conception
« Strategy » [56]).
Chaque composant fournit des mécanismes d’introspections permettant de détecter la présence d’une
interface particulière ou bien pour voir si le client implémente une nouvelle version d’une interface.
Le modèle COM a été étendu à plusieurs reprises. La première extension appelé DCOM a été pro-
posée afin de prendre en compte des mécanismes de distribution des composants (il permet la com-
munication entre composants situés sur des machines différentes). Ensuite, le modèle COM est devenu
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COM+ sous Windows 2000. Il intègre de nouvelles fonctionnalités en matière de gestion des aspects non
fonctionnels tels que la gestion des transactions.
C.5 Le modèle Fractal
Fractal [39] est un modèle de composants académique développé par l’INRIA1 et distribué dans le
cadre du consortium ObjectWeb.
Fractal est un modèle de composants modulaire et extensible qui peut être utilisé pour implémenter,
déployer ou reconfigurer des systèmes ou des applications. L’objectif de Fractal est de fournir un mo-
dèle de composant visant à réduire les coûts de développement, de déploiement et d’entretien de systèmes
logiciels. Le modèle Fractal est hiérarchique (les composants peuvent être encapsulés dans d’autres com-
posants appelés composites), réflexif (les composants disposent de mécanismes d’introspection et d’in-
tercession fournis par des interfaces dédiées) et ouvert (de nouveaux services non fonctionnels peuvent
être associés à des composants au travers de leur membrane de contrôle). Il existe différentes implémen-
tations du modèle de composant Fractal : à titre d’exemple, nous pouvons citer Julia [38] qui est une
implémentation Java et Fractalk [30], une implémentation Smalltalk.
Pour plus de détails sur le modèle de composants Fractal et son implémentation Java, voir section
5.2.
1Institut national de recherche en informatique et en automatique. http ://www.inria.fr/
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Scorpio : une Approche d’Adaptation Structurelle de
Composants Logiciels
Application aux Environnements Ubiquitaires
Gautier BASTIDE
Résumé
La réutilisation à grande échelle de composants logiciels se révèle être un challenge pour la conception de
nouvelles applications. Dans la grande majorité des cas, pour être intégrés à une application, les composants
disponibles ont besoin d’être adaptés afin de faire face à la multiplicité des environnements de déploiement
dotés de caractéristiques variables. Ainsi, pour éviter le redéveloppement de nouveaux composants et favoriser
la réutilisation, de nombreuses approches ont proposé des techniques permettant d’adapter le comportement de
composants existants. Cependant, adapter le comportement de composants n’est pas suffisant pour permettre
leur réutilisation : il faut également adapter leur structure. Or, aucune approche existante ne permet de répondre
pleinement à ces besoins en adaptation structurelle. Ainsi, notre objectif est de proposer une approche, appelée
Scorpio, permettant d’adapter la structure de composants. Nous nous focalisons plus particulièrement sur des
composants existants. Dans un premier temps, nous nous sommes intéressés à l’adaptation structurelle de
composants existants en proposant un processus permettant leur ré-ingénierie vers de nouvelles structures.
Puis, pour répondre aux besoins liés à une adaptation sans interruption de l’exécution, nous avons proposé des
mécanismes permettant de prendre en charge l’adaptation dynamique de ces composants. Partant du constat
qu’un certain nombre d’environnements, tels que les environnements ubiquitaires, nécessite une automatisation
du processus d’adaptation, nous avons proposé alors de prendre en charge ces besoins à travers une approche
permettant l’auto-adaptation structurelle de composants logiciels. Enfin, nos propositions ont été mises en
œuvre d’une part par la réalisation du prototype Scorpio-Tool implémenté en Fractal et d’autre part, par la
définition et le développement d’un scénario ubiquitaire permettant l’expérimentation de ces propositions.
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dynamique, auto-adaptation, restructuration, distribution, refactorisation, orienté objet, Fractal.
Scorpio : an Approach for Software Component Structural Adaptation
Usage for adaptation in Ubiquitous Environments
Abstract
Software component re-use is a challenge for designing new applications. In many cases, the existing compo-
nents require to be adapted because of the large variety of existing software and hardware environments. To
avoid component redevelopments, many approaches proposed techniques allowing an administrator to adapt
the component behaviors. However, in certain cases such as in ubiquitous environments, adapting behavior is
insufficient to allow its re-use: it also requires adapting its structure. However, few works propose approaches
allowing us to adapt the component structure and in these works, only composite component can be adapted.
Thus, we aim at defining, in this thesis, an approach for adapting monolithic and composite component struc-
tures in order to increase their reusability. First, we propose a static structural adaptation technique which is
based on a restructuring process which allows us to transform an existing component into a component whose
structure matches with the new needs. Then, we develop an approach for runtime structural adaptation which
is based on a runtime adaptable component model. Finally, we introduce self-adaptation mechanisms into our
model, dedicated to components deployed in ubiquitous environments. We experiment our approach by im-
plementing a prototype called Scorpio-Tool, which allows us to adapt Fractal components and by creating an
ubiquitous scenario where structural adaptation is required.
Keywords: Software component, software reuse, reengineering, structural adaptation, static adaptation, runtime
adaptation, self-adaptation, restructuration, distribution, refactoring, object-oriented, Fractal.
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