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Vorwort
Im Jahre 2006 habe ich mein Buch
“Graphen an allen Ecken und Kanten”
[25] ins Netz gestellt. Hier ist nun die zweite Version dieses Werkes, das aus Vorlesungen,
Seminaren und Ergebnissen meiner Forschungsgruppe hervorgegangen ist. Meinen phantas-
tischen 13 Schu¨lern
Prof. Dr. Peter Dankelmann,
Dr. Miranca Fischermann,
Prof. Dr. Yubao Guo,
Dr. Adriana Hansberg,
Dr. Angelika Hellwig,
Dr. Arne Hoffmann,
Dr. Dirk Meierling,
Dr. Thomas Niessen,
Prof. Dr. Bert Randerath,
Prof. Dr. Dieter Rautenbach,
Dr. Ulrich Teschner,
Dr. Meike Tewes,
Dr. Stefan Winzen,
danke ich herzlich fu¨r die tatkra¨ftige Unterstu¨tzung, verschiedene Anregungen und viele
interessante und scho¨ne gemeinsame Stunden.
Die Darstellung eines so umfangreichen Gebietes wie die Graphentheorie zwingt natu¨rlich
jeden Verfasser zu einer Auswahl und zur gelegentlichen Betonung dessen was er (mit mehr
oder weniger Recht) fu¨r wichtig ha¨lt. Trotzdem glaube ich nicht allzu stark von der orthodo-
xen Linie abgewichen zu sein. Ich habe einen Teil derjenigen Ergebnisse neu aufgenommen,
die mir besonders interessant oder attraktiv erschienen und sich organisch in den Aufbau
der ersten Version einfu¨gen ließen. Insbesondere wurden die Kapitel 5 (Turniere und mul-
tipartite Turniere), Kapitel 10 (Dominanz und Irredundanz), Abschnitt 9.3 (Perfekte Gra-
phen), Abschnitt 14.4 (Anwendungen der Mengerschen Sa¨tze) und das Literaturverzeichnis
erheblich erweitert. Der Abschnitt 2.2 (Faktoren gleicher Parita¨t) wurde neu hinzugefu¨gt.
Selbstversta¨ndlich habe ich auch alle anderen Kapitel u¨berarbeitet und zum Teil erga¨nzt.
Besonderen Wert hat der Autor auf die historischen Urspru¨nge der einzelnen Sa¨tze gelegt,
wobei Lu¨cken und Fehleinscha¨tzungen natu¨rlich nicht zu vermeiden sind. Fu¨r geschichtliche
vii
viii Vorwort
Hinweise, die die Zeit vor 1936 betreffen, hat mir das erste Lehrbuch u¨ber Graphentheo-
rie, das im Jahre 1936 von De´nes Ko˝nig [3] vero¨ffentlicht wurde, wertvolle Hilfe geleistet.
Denn dieser ungarische Mathematiker (1884 – 1944) faßte nahezu alle am Anfang der 1930er
Jahre bekannten, in verschiedenen Zeitschriften weit verstreuten Einzelresultate in seinem
vorbildlich geschriebenen Werk zu einer einheitlichen Disziplin – eben der Graphentheorie –
zusammen.
Genau 200 Jahre vor dem Erscheinen von Ko˝nigs Buch, war es dem produktivsten und
fruchtbarsten Mathematiker aller Zeiten, dem Schweizer Genie Leonhard Euler (1707 – 1783)
vorbehalten, den historisch ersten graphentheoretischen Artikel zu publizieren. Euler verfaß-
te seine großen Abhandlungen so leicht, wie ein gewandter Stilist einen Brief an einen Freund
schreibt. Sogar die vo¨llige Blindheit wa¨hrend der letzten siebzehn Jahre seines Lebens hemm-
te in keiner Weise seine unvergleichliche Produktivita¨t. Angeregt durch das bekannte Ko¨nigs-
berger Bru¨ckenproblem (man vgl. Abschnitt 3.1), stellte Euler [1] 1736 Untersuchungen an,
die gerade heute von großem praktischen Nutzen sind. Ein weiteres wichtiges Resultat tra¨gt
ebenfalls Eulers Namen, dem wir heute einen Platz in der Theorie der planaren Graphen
eingera¨umt haben (man vgl. Kapitel 11), na¨mlich die beru¨hmte Polyederformel n+l = m+2,
wobei n, l und m die Anzahl der Ecken, Fla¨chen und Kanten eines (konvexen) Polyeders be-
deuten. Diese von Euler 1750 gefundene und 1752 [2], [3] publizierte Formel sowie seine Arbeit
u¨ber das Ko¨nigsberger Bru¨ckenproblem lo¨sten aber noch keine systematische Bescha¨ftigung
mit Graphen aus.
Der erste starke Anstoß ging dann im 19. Jahrhundert von den sich schnell entfaltenden
Naturwissenschaften aus. Im Jahre 1847 erschien die grundlegende Arbeit von Gustav Ro-
bert Kirchhoff (1824 – 1887) u¨ber elektrische Stro¨me und Spannungen in Netzwerken, deren
Zweige mit Ohmschen Widersta¨nden behaftet sind. Hier ist der Graph durch das elektrische
Netzwerk unmittelbar gegeben. In Kirchhoffs Abhandlung [1] findet man den Ursprung der
heute so bedeutungsvollen Netzwerktheorie, die sich vor allem mit Verkehrs- und Transport-
problemen befaßt (man vgl. Kapitel 15).
Sowohl Arthur Cayley (1821 – 1895) als auch James Joseph Sylvester (1814 – 1879) ge-
langten u¨ber die Chemie zu graphentheoretischen Strukturen. Ausgangspunkt fu¨r Cayleys
Untersuchungen war die Frage nach der Anzahl isomerer Alkane gleicher Summenformel.
Dieses Problem aus der organischen Chemie stand zu jener Zeit im Mittelpunkt des Inter-
esses. Unabha¨ngig von chemischen U¨berlegungen entwickelte Cayley [1], [2] von 1874 bis
1875 die ersten systematischen Methoden zur Anzahlbestimmung von Isomeren und schaffte
damit die mathematische Grundlage fu¨r eine allgemeine Abza¨hlungstheorie, die 1937 von
George Po´lya (1887 – 1985) durch seine fundamentale Arbeit [1] voll entfaltet wurde. Als
Bezeichnung fu¨r graphische Darstellungen von Moleku¨len benutzte Sylvester [1] im Jahre
1878 erstmalig das Wort “Graph” in dem heutigen Sinne.
Die heftigsten Impulse gingen jedoch von dem beru¨hmt-beru¨chtigten Vierfarbenproblem
aus, das Mitte des 19. Jahrhunderts von dem Studenten Francis Guthrie aufgeworfen wurde.
Es fragt danach, ob man die La¨nder einer Landkarte stets mit ho¨chstens vier Farben so fa¨rben
kann, daß benachbarte La¨nder verschiedene Farben tragen (man vgl. dazu Abschnitt 11.3).
Derjenige, der vielleicht die Zukunft voraussah und der – allen Widersta¨nden und An-
feindungen zum Trotz – zum Bahnbrecher fu¨r die Graphentheorie wurde, war De´nes Ko˝nig
mit seinem wundervollen Buch “Theorie der endlichen und unendlichen Graphen” aus dem
Jahre 1936. Damit hat Ko˝nig der wissenschaftlichen Anerkennung und Entfaltung der Gra-
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phentheorie einen unscha¨tzbaren Dienst erwiesen.
Inzwischen hat sich die Graphentheorie außerordentlich stu¨rmisch entwickelt, und sie be-
sitzt heute, eingebettet in die Diskrete Mathematik, einen unverru¨ckbar wichtigen Platz in
der reinen wie auch in der angewandten Mathematik. Wesentlichen Anteil an der rasanten
Entfaltung der Graphentheorie in der zweiten Ha¨lfte des zwanzigsten Jahrhunderts hatte das
Bestreben nach einer diskreten Modellierung unserer Welt und der Mo¨glichkeit der Optimie-
rung durch Einzug des Computers. In erster Linie sind hier Probleme aus der Informatik und
der diskreten Optimierung zu nennen, die sich als graphentheoretische Probleme formulieren
und mit graphentheoretischen Methoden lo¨sen lassen.
Mein Hauptziel ist es, dem Leser, insbesondere dem Studierenden, Methoden zu u¨ber-
mitteln und ihn fu¨r graphentheoretisches Denken zu interessieren. Obwohl der Text nur
Vertrautheit mit Elementarmathematik (Grundbegriffe der Mengenlehre, vollsta¨ndige In-
duktion, elementare Kombinatorik) verlangt, stellt der konsequent abstrakte Aufbau Anfor-
derungen. Neben dem klassischen Bestand der Graphentheorie, entha¨lt der Text eine Fu¨lle
moderner und aktueller Forschungsergebnisse, die zum Teil erstmalig in Lehrbuchform zu-
sammengefaßt worden sind. Ha¨ufig werden auch die algorithmischen Aspekte betont, die
hochinteressante Anwendungen in Wirtschaft, Technik und Naturwissenschaften besitzen.
Aufgaben, Beispiele und gezielte Literaturhinweise sind zum Nutzen des Lesers vielfa¨ltig
eingefu¨gt.
Dieses Werk, das 17 Kapitel umfaßt, die in verschiedene Abschnitte unterteilt sind, wurde
vom Autor mit dem Satzsystem LATEXerstellt. Ein Hinweis auf das Literaturverzeichnis, wie
z.B. Euler [1], ist bei dem Namen Euler unter der Ziffer [1] zu finden. Das Ende eines Beweises
wird mit ‖ gekennzeichnet.
Aachen, im November 2011 LUTZ VOLKMANN
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Was sind Graphen?
In dem Titel “Graphen an allen Ecken und Kanten” ist sicherlich jedem die Redewendung
“an allen Ecken und Kanten” gela¨ufig. Aber was sind Graphen?
Lassen Sie mich mit dem allseits bekannten und beliebten Spiel aus unserer Jugendzeit
(oder sogar Kindheit) beginnen, na¨mlich das sogenannte “Haus vom Nikolaus” zu skizzieren,
ohne dabei den Stift abzusetzen und ohne eine Strecke zweimal zu durchlaufen. Also, zeichnen
Sie bitte das “Haus” in der ersten Abbildung nach gegebener Vorschrift, und begleiten Sie
Ihre Skizze mit den Worten: “Das ist das Haus vom Nikolaus”. (Jede Silbe entspricht genau
einer Strecke, wobei die beiden Diagonalen als jeweils eine Strecke aufzufassen sind.)
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Wenn Sie die erste Aufgabe erfolgreich gelo¨st haben, dann ko¨nnen Sie die skizzierten
Reihenha¨user mit der gleichen Methode versuchen (einen entsprechenden Spruch mu¨ssen Sie
sich allerdings selbst ausdenken).
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Falls beim Zeichnen der Reihenha¨user Schwierigkeiten auftreten sollten, so schauen Sie
einfach in das 3. Kapitel dieses Buches.
Der Ursprung der Graphentheorie ist genau in solchen und a¨hnlichen Figuren zu fin-
den. Angeregt durch das bekannte Ko¨nigsberger Bru¨ckenproblem (man vgl. dazu auch Ab-
schnitt 3.1), war es dem produktivsten und fruchtbarsten Mathematiker der Geschichte, dem
Schweizer Genie Leonhard Euler [1] (1707 – 1783) vorbehalten, im Jahre 1736 die historisch
erste graphentheoretische Arbeit zu verfassen.
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Was sind Graphen? xv
Nun folgt ein Beispiel aus dem “wirklichen Leben”. Wir betrachten 6 Familien A1, A2, A3
und B1, B2, B3, die alle ein Grundstu¨ck besitzen (heute wirklich nichts besonderes mehr).
Jede Familie Ai ist mit jeder Familie Bj befreundet, aber die Familien A1, A2, A3 sowie die
Familien B1, B2, B3 sind untereinander verfeindet. Zum gegenseitigen Besuch sind zwischen
den Grundstu¨cken der Familien Ai und Bj Verbindungswege geplant. Damit sich aber die
Mitglieder der Familien A1, A2, A3 bzw. B1, B2, B3 (im wahrsten Sinne des Wortes) nicht
u¨ber den Weg laufen ko¨nnen, sollen diese 9 notwendigen Wege kreuzungsfrei angelegt werden.
Haben diese Wege z.B. die skizzierte Gestalt, so mu¨ßten die Familien A1 und B3 einen Tunnel
graben oder eine Bru¨cke bauen, damit alle Wege kreuzungsfrei blieben.
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Wegen der hohen Baukosten wa¨ren die Familien A1 und B3 natu¨rlich sehr zornig, woraus
sich neuer A¨rger entwickeln wu¨rde. Am Ende ko¨nnten dann alle Familien untereinander
zerstritten sein, so daß u¨berhaupt keine Verbindungswege mehr no¨tig wa¨ren.
Damit Sie gegebenenfalls in solchen oder a¨hnlichen Situationen hilfreichen Beistand leisten
ko¨nnen, empfehle ich Ihnen das Studium des 11. Kapitels.
Weitere typische Objekte aus der Graphentheorie sind Stammba¨ume. Wir skizzieren ein-
mal den Stammbaum meines ju¨ngsten Enkelsohnes Mats, der auf den Tage genau 60 Jahre
nach mir das Licht dieser Welt erblickte.
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Mats
Udo Kira
Elmar Gabriele Hannelore Lutz
Gebilde dieser Form heißen nunGraphen, wobei die Punkte Ecken und die Verbindungs-
linien Kanten genannt werden. Wegen der speziellen Struktur dieses Graphen mit 7 Ecken
und 6 Kanten, tra¨gt er tatsa¨chlich den Namen “Baum” (man vgl. dazu Kapitel 2).
xvi Was sind Graphen?
Wir kommen zu einem Problem aus meiner “Praxis”. Es wird ein Turnier (z.B. Volleyball-
turnier) veranstaltet, bei dem jede Mannschaft genau einmal gegen jede andere Mannschaft
spielt. Treten z.B. 10 Mannschaften an, so gibt es (10×9)/2 = 45 Begegnungen. Nun soll ein
Spielplan erstellt werden, der immer 5 Paarungen gleichzeitig zula¨ßt. Um einen solchen Spiel-
plan systematisch aufzustellen, kann man z.B. das im Abschnitt 7.3 beschriebene Verfahren
verwenden, das natu¨rlich nicht nur fu¨r die Zahl 10 gu¨ltig ist.
Tritt bei einem Volleyballturnier (Lieblingssportart des Autors) die sehr wahrscheinliche
Situation ein, daß Mannschaft A gegen Mannschaft B gewinnt, B gegen C und C gegen A
gewinnt, so sind unter den teilnehmenden Mannschaften mindestens zwei punktgleich, so daß
fu¨r eine Abschlußtabelle das Satz- oder Ballverha¨ltnis einbezogen werden muß (man beachte,
daß beim Volleyball kein Unentschieden mo¨glich ist). Einen Nachweis dieser Behauptung
findet man im 5. Kapitel.
Ein weiteres “anwendungsbezogenes Beispiel” kann man aus dem sogenannten “Heirats-
satz” von Ko˝nig-Hall ableiten. Vielleicht denken Sie im Augenblick noch nicht daran zu
heiraten, und daher mo¨chte ich, um der “Praxis” noch na¨her zu sein, den Heiratssatz und
die damit verbundene Problematik als “Partyproblem” formulieren.
Auf einer Party seien m Damen (oder Ma¨dchen) und m+n Herren (oder Jungen) (wegen
der bekannten Tanzfaulheit der Herren ist es immer besser, wenn auf einer Party mehr
Herren als Damen anwesend sind). Wir gehen davon aus, daß jede Dame mit einigen Herren
befreundet ist. Nun kommt es zu einer Damenwahl. Da alle m Damen gerne Tanzen, aber
auch alle Damen etwas schu¨chtern sind, mo¨chte jede Dame nur mit einem Freund tanzen.
Damit haben wir unser “Partyproblem”. Denn es stellt sich unmittelbar die Frage, ob der
Wunsch der Damen realisiert werden kann. In den Jahren 1931 und 1935 haben Ko˝nig [2]
und Hall [1] unabha¨ngig voneinander folgende notwendige und hinreichende Bedingung zur
Lo¨sung dieses Problems herausgefunden.
Satz (Heiratssatz (Ko˝nig [2] 1931, Hall [1] 1935)). Notwendig und hinreichend dafu¨r,
daß alle m Damen gleichzeitig mit einem ihrer Freunde tanzen ko¨nnen, ist, daß fu¨r alle k
mit 1 ≤ k ≤ m je k Damen insgesamt mindestens k Freunde haben.
Beweis. Die Voraussetzungen des Satzes sind natu¨rlich notwendig, denn sind k Damen mit
weniger als k Herren befreundet (fu¨r ein einziges k), so kann der Tanz unter den gegebenen
Bedingungen nicht stattfinden.
Daß die Bedingungen auch hinreichend sind, beweisen wir mit vollsta¨ndiger Induktion
nach m, wobei der Induktionsanfang fu¨r m = 1 sofort einsichtig ist. Nun sei m ≥ 2 und wir
setzen voraus, daß der Heiratssatz fu¨r alle q ≤ m− 1 schon bewiesen ist. Wir unterscheiden
zwei Fa¨lle.
1. Fall. Fu¨r alle k, die die Bedingung 1 ≤ k ≤ m−1 erfu¨llen, haben je k Damen insgesamt
mindestens k + 1 Freunde. Fordert nun eine Dame einen Freund zum Tanz auf, so erfu¨llen
die verbleibenden m − 1 Damen die Bedingung, daß je j Damen (1 ≤ j ≤ m − 1) noch
mit j Herren befreundet sind. Das ist aber genau die Voraussetzung des Heiratssatzes fu¨r
q = m − 1, womit das Problem nach Induktionsvoraussetzung fu¨r diesen Fall schon gelo¨st
ist.
2. Fall. Fu¨r ein festes k mit 1 ≤ k ≤ m−1 gebe es eine Auswahl von k Damen, die insgesamt
genau k Freunde haben. Dann ko¨nnen sich diese k Damen nach Induktionsvoraussetzung (mit
q = k) jeweils einen Freund als Tanzpartner auswa¨hlen. Damit suchen die noch verbleibenden
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m−k Damen einen geeigneten Partner. Nun sind aber je i dieserm−k Damen (1 ≤ i ≤ m−k)
mit mindestens i der noch nicht auserwa¨hlten Herren befreundet, denn anderenfalls ha¨tten
i Damen zusammen mit den obigen k Damen insgesamt weniger als i + k Freunde. Nach
Induktionsvoraussetzung (mit q = m − k) kann jede dieser m − k Damen einen Freund als
Partner wa¨hlen, und nun darf schließlich und endlich getanzt werden. ‖
Damit ist das “Partyproblem” theoretisch gelo¨st, aber es verbleiben doch noch einige
offene Fragen, wie z.B.
Wie pru¨ft man die Bedingungen von Ko˝nig und Hall vernu¨nftig nach? Wie finden die
Damen ihre Tanzpartner, falls man tatsa¨chlich die Bedingungen von Ko˝nig und Hall nach-
gewiesen hat?
Fu¨r die praktische Lo¨sung des “Partyproblems” mache ich einige, sich nicht ausschließende,
Vorschla¨ge.
1. Sie fragen einen Graphentheoretiker.
2. Sie studieren Kapitel 6 des vorliegenden Buches.
3. Die Damen legen ihre Schu¨chternheit ab.
Dabei erscheint mir der dritte Vorschlag der einfachste und anwendungsbezogenste zu sein.
Kapitel 1
Zusammenhang und Abstand
1.1 Graphen und Digraphen
Definition 1.1. Es seien E und K zwei disjunkte, nicht leere Mengen. Weiter setzen wir
P2(E) = {X|X ⊆ E mit 1 ≤ |X| ≤ 2},
wobei |X| die Kardinalzahl von X bedeutet. Ist g : K −→ P2(E) eine Abbildung, so nennen
wir das Tripel (E,K, g) einen Graphen oder ungerichteten Graphen G Im Fall E = K = ∅
sprechen wir vom leeren Graphen und im Fall K = ∅ und E 6= ∅ von einem Nullgraphen.
Fu¨r benutzen wir folgende Schreibweisen:
G = (E,K, g) = (E(G), K(G)) = (E,K).
Dabei E = E(G) heißt Eckenmenge und die Elemente aus E Ecken des Graphen G. K(G)
heißt Kantenmenge und die Elemente aus K Kanten von G. Ist k ∈ K mit g(k) = {x, y}
(x und y nicht notwendig verschieden), so heißen x, y Endpunkte der Kante k; man sagt
auch, die Kante k inzidiert mit den Ecken x und y, oder x und y sind durch die Kante k
verbunden; im Fall x = y heißt k Schlinge oder Loop. Verschiedene Ecken, die durch eine
Kante verbunden sind, heißen benachbart oder adjazent. Inzidieren zwei verschiedene Kanten
mit einer gemeinsamen Ecke, so nennt man die Kanten inzident. Eine Ecke, die mit keiner
Kante inzidiert, heißt isolierte Ecke. Sind k1 und k2 zwei verschiedene Kanten mit g(k1) =
g(k2) = {x, y}, so nennt man k1 und k2 Mehrfachkanten oder parallele Kanten. Ein Graph
ohne Schlingen heißt Multigraph. Hat ein Multigraph keine Mehrfachkanten, so spricht man
von einem schlichten Graphen. Ein Nullgraph, der nur aus einer einzigen Ecke besteht, wird
auch trivialer Graph genannt.
Bei der anschaulichen Deutung eines Graphen kann man im allgemeinen die Ecken und
die Kanten als in einem metrischen (oder nur topologischen) Raum, etwa in den R2 oder R3,
eingebettet betrachten, indem man die Ecken als Punkte des Raumes und die Kanten als
Jordansche Bogen, die diese Punkte miteinander verbinden, interpretiert. Prinzipiell sind
aber die Ecken Elemente einer beliebigen Menge, und eine Kante k mit g(k) = {x, y} besitzt
die einzige definierende Eigenschaft, daß sie ihre Endpunkte x und y bestimmt.
Beispiel 1.1. Gegeben seien die zwei disjunkten Mengen
E = {x1, x2, x3, x4, x5} und K = {k1, k2, k3, k4, k5, k6, k7}
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mit
g(k1) = g(k2) = g(k3) = {x2, x3}, g(k4) = {x3, x4},
g(k5) = {x3, x5}, g(k6) = {x4, x5} und g(k7) = {x4}.
Diesen so definierten Graphen G = (E,K, g) veranschaulichen wir zuna¨chst durch eine
Skizze.
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Folgende Eigenschaften von G lesen wir aus der Definition oder der Skizze des Graphen
ab: G besteht aus fu¨nf Ecken und sieben Kanten. Die Ecken x2 und x3 sind Endpunkte
der parallelen Kanten k1, k2 und k3. Damit ist der Graph nicht schlicht. Die Kante k7 ist
eine Schlinge, womit G auch kein Multigraph ist. Die Kanten k5 und k6 inzidieren mit der
Ecke x5, womit diese Kanten inzident sind. Die Ecken x3 und x4 sind adjazent, die Ecken x2
und x4 sind nicht adjazent. Da x1 mit keiner Kante inzidiert, ist x1 eine isolierte Ecke.
Die na¨chsten beiden Beispiele sollen demonstrieren, daß man nicht jeden Graphen so
einfach veranschaulichen kann.
Beispiel 1.2. Ist E die Menge der reellen Zahlen, also E = R, K die Menge aller reellen
Zahlenfolgen (xi) und g : K → P2(E) definiert durch g(k) = {x1, x3} mit k = (x1, x2, x3, . . .).
Beispiel 1.3. Ist E = R, K = {f |f : [0, 1]→ R eine Funktion} und
sf = sup
0≤x≤1
|f(x)| und if = inf
0≤x≤1
|f(x)|,
so definieren wir g : K → P2(E) durch
g(f) =
{
if ,
sf
1 + sf
}
mit
sf
1 + sf
= 1, wenn sf =∞,
Nun ist das Tripel (E,K, g) ein Graph.
In der Graphentheorie spielen neben den ungerichteten Graphen noch die gerichteten Gra-
phen eine wichtige Rolle, die wir in der na¨chsten Definition vorstellen wollen.
Definition 1.2. Es seien E,B nicht leere Mengen mit E ∩ B = ∅. Ist h : B → E × E eine
Abbildung, so nennen wir das Tripel (E,B, h) einen Digraphen oder gerichteten Graphen D.
Fu¨r Digraphen benutzen wir folgende Schreibweisen:
D = (E,B, h) = (E(D), B(D)) = (E,B).
Im Fall B = ∅ fallen die Begriffe Graph und Digraph zusammen. Analog zu Definition 1.1
werden die Nulldigraphen und trivialen Digraphen erkla¨rt. E = E(D) heißt Eckenmenge und
die Elemente aus E Ecken des Digraphen D. B = B(D) heißt Bogenmenge und die Elemente
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aus B Bogen oder gerichtete bzw. orientierte Kanten vonD. Ist k ∈ B mit h(k) = (x, y) (x, y
nicht notwendig verschieden), so heißt x Anfangspunkt und y Endpunkt des Bogens k; man
sagt auch, der Bogen k geht von x nach y, oder k inzidiert mit x positiv und mit y negativ;
im Fall x = y heißt k Schlinge oder Loop. Anschaulich stellt man k durch einen von x nach y
gerichteten Pfeil dar, wenn x und y verschieden sind. Eine Ecke, die weder Anfangspunkt
noch Endpunkt eines Bogens ist, heißt isolierte Ecke . Zwei Bogen heißen parallel, wenn sie
denselben Anfangs- und Endpunkt haben. Ein Digraph ohne Schlingen heißt Multidigraph.
Hat ein Multidigraph keine parallelen Bogen, so spricht man von einem schlichten Digraphen.
Jedem DigraphenD ko¨nnen wir auf natu¨rliche und eindeutige Weise einen GraphenGmit der
gleichen Eckenmenge zuordnen, indem wir jedem Bogen genau eine Kante mit den gleichen
Endpunkten zuordnen. Ein solcher Graph G = G(D) heißt untergeordneter Graph von D.
Umgekehrt kann man aus einem Graphen G einen Digraphen D konstruieren, indem man
aus jeder Kante einen Bogen macht. Man nennt D dann eine Orientierung von G. Diese
Konstruktion ist natu¨rlich keineswegs eindeutig.
Beispiel 1.4. Mit Hilfe einer Skizze werden wir dem Graphen G aus Beispiel 1.1 eine Ori-
entierung D geben.
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Folgende Eigenschaften von D lesen wir aus der Skizze ab: Die Bogen k1 und k2 sind
parallel, womit D nicht schlicht ist. Die Bogen k1 und k3 sind nicht parallel. Der Bogen k4
geht von x3 nach x4, womit k4 mit x3 positiv und mit x4 negativ inzidiert. D besitzt die
Schlinge k7. Der Graph G aus Beispiel 1.1 ist der untergeordnete Graph dieses Digraphen D.
Definition 1.3. Graphen G bzw. Digraphen D mit der Eigenschaft |E(G)|, |K(G)| < ∞
bzw. |E(D)|, |B(D)| < ∞ heißen endlich . Im Fall von endlichen Graphen bzw. Digraphen
benutzen wir durchweg die Schreibweisen
n = n(G) = |E(G)|,n = n(D) = |E(D)|,
m = m(G) = |K(G)|,m = m(D) = |B(D)|.
Man nennt n(G) bzw. n(D) die Ordnung und m(G) bzw. m(D) die Gro¨ße des Graphen G
bzw. des Digraphen D.
Bemerkung 1.1. In diesem Buch behandeln wir ausschließlich endliche sowie nicht leere
Graphen und Digraphen.
Definition 1.4. Ist G = (E,K) ein Graph und x ∈ E eine Ecke, so bezeichnen wir mit
d(x) = d(x,G)
die Anzahl der Kanten, die mit der Ecke x inzidieren, wobei Schlingen doppelt geza¨hlt
werden. Wir nennen d(x) den Eckengrad, Grad oder die Valenz der Ecke x. Ist d(x) = 1, so
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heißt x Endecke und die mit der Ecke x inzidierende Kante Endkante. Fu¨r den minimalen
bzw. maximalen Eckengrad eines Graphen schreiben wir
δ = δ(G) = min
x∈E
d(x) und ∆(G) = ∆ = max
x∈E
d(x).
Ist D = (E,B) ein Digraph und x ∈ E, so bezeichnen wir mit
d+(x,D) = d+(x) bzw. d−(x,D) = d−(x)
die Anzahl der Bogen, die mit x positiv bzw. negativ inzidieren, wobei hier eine Schlin-
ge, die mit x inzidiert, zu d+(x) und d−(x) jeweils den Beitrag 1 leistet. Wir nennen
d+(x) = d+(x,D) den Außengrad und d−(x) = d−(x,D) den Innengrad der Ecke x. Weiter
setzen wir
δ+ = δ+(D) = min
x∈E
d+(x) und δ− = δ−(D) = min
x∈E
d−(x),
∆+ = ∆+(D) = max
x∈E
d+(x) und ∆− = ∆−(D) = max
x∈E
d−(x),
sowie
d(G) =
∑
x∈E
d(x), d+(D) =
∑
x∈E
d+(x) und d−(D) =
∑
x∈E
d−(x).
Unser erster Satz la¨ßt sich einfach beweisen, ist aber von zentraler Bedeutung fu¨r die
gesamte Graphentheorie.
Satz 1.1 (Handschlaglemma, Euler [1] 1736). i) Es sei G = (E,K) ein Graph. Ist
|K| = m, so gilt
d(G) =
∑
x∈E
d(x) = 2m.
Insbesondere ist die Anzahl der Ecken ungeraden Grades stets gerade.
ii) Ist D = (E,B) ein Digraph mit |B| = m, so gilt
d+(D) =
∑
x∈E
d+(x) = d−(D) =
∑
x∈E
d−(x) = m.
Beweis. i) Jede Kante (auch Schlingen) liefert zum Gesamtgrad von G den Beitrag 2, womit
d(G) = 2m gilt. Daraus ergibt sich
2m =
∑
x∈E,
d(x) gerade
d(x) +
∑
x∈E,
d(x) ungerade
d(x),
womit die Anzahl der Ecken ungeraden Grades notwendig gerade ist.
ii) Jeder Bogen (auch Schlingen) liefert fu¨r d+(D) und d−(D) den Beitrag 1, womit
d+(D) = d−(D) = m gilt. ‖
Definition 1.5. Es seien G = (E,K, g) und G′ = (E ′, K ′, g′) zwei Graphen und f : E → E ′
sowie F : K → K ′ Abbildungen. Das Paar (f, F ) heißt Graphenhomomorphismus oder
Homomorphismus, wenn fu¨r alle k ∈ K gilt:
g(k) = {x, y} =⇒ g′(F (k)) = {f(x), f(y)}
Fu¨r Graphenhomomorphismen benutzen wir die kurze Schreibweise (f, F ) : G → G′. Die
Menge aller Homomorphismen von G nach G′ bezeichnen wir wie u¨blich mit Hom(G,G′).
Sind die Abbildungen f, F bijektiv, so heißt (f, F ) Graphenisomorphismus oder Isomor-
phismus, und die Graphen G und G′ heißen isomorph, in Zeichen G′ ∼= G.
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Bemerkung 1.2. Graphenhomomorphismen respektieren Adjazenz von Ecken. Das bedeu-
tet: Ist (f, F ) : G→ G′ ein Graphenhomomorphismus, und sind die beiden Ecken x, y ∈ E(G)
adjazent in G, so gilt f(x) = f(y), oder die Bildecken f(x) und f(y) sind adjazent in G′.
Im gleichen Sinne respektieren Graphenhomomorphismen auch die Inzidenz von Kanten.
Daru¨ber hinaus gehen bei Homomorphismen Schlingen in Schlingen u¨ber.
Isomorphe Graphen werden als im wesentlichen gleich angesehen. Ist (f, F ) : G → G′
ein Graphenisomorphismus, so gilt z.B. d(a,G) = d(f(a), G′) fu¨r alle a ∈ E(G) (man vgl.
Aufgabe 1.3).
Bemerkung 1.3. Die Definition 1.5 la¨ßt sich entsprechend fu¨r Digraphen formulieren.
Zur Darstellung von Graphen und Digraphen werden auch die sogenannten Adjazenzma-
trizen und Inzidenzmatrizen benutzt.
Definition 1.6. Es sei G = (E,K, g) ein Graph mit der Eckenmenge E = {x1, x2, . . . , xn}
und der KantenmengeK = {k1, k2, . . . , km}. Die Anzahl der Kanten, die xi und xj verbinden,
bezeichnen wir mit m(xi, xj) = mG(xi, xj), wobei Schlingen doppelt geza¨hlt werden. Die
quadratische n× n Matrix
AG = A = (m(xi, xj))
heißt Adjazenzmatrix von G.
Die n×m Matrix IG = I = (bij) mit
bij =


0 wenn xi und kj nicht inzident
1 wenn xi und kj inzident und kj keine Schlinge
2 wenn xi und kj inzident und kj Schlinge
heißt Inzidenzmatrix von G fu¨r K 6= ∅.
Es sei D = (E,B, h) ein Digraph mit E = {x1, x2, . . . , xn} und B = {k1, k2, . . . , km}. Mit
mD(xi, xj) bezeichnen wir die Anzahl der Bogen von xi nach xj , wobei Schlingen einfach
geza¨hlt werden. Die quadratische n× n Matrix
AD = A = (mD(xi, xj))
heißt Adjazenzmatrix von D.
Die n×m Matrix ID = I = (aij) mit
aij =


0 wenn xi und kj nicht inzident
1 wenn xi Anfangspunkt von kj und kj keine Schlinge
−1 wenn xi Endpunkt von kj und kj keine Schlinge
−0 wenn xi und kj inzident und kj Schlinge
heißt Inzidenzmatrix von D fu¨r B 6= ∅ (die −0 dient der Kennzeichnung von Schlingen).
Beispiel 1.5. Den Graphen aus Beispiel 1.1 und den Digraphen aus Beispiel 1.4 werden wir
jeweils durch seine Adjazenzmatrix bzw. Inzidenzmatrix darstellen.
AG =


0 0 0 0 0
0 0 3 0 0
0 3 0 1 1
0 0 1 2 1
0 0 1 1 0

 , IG =


0 0 0 0 0 0 0
1 1 1 0 0 0 0
1 1 1 1 1 0 0
0 0 0 1 0 1 2
0 0 0 0 1 1 0


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AD =


0 0 0 0 0
0 0 2 0 0
0 1 0 1 0
0 0 0 1 1
0 0 1 0 0

 , ID =


0 0 0 0 0 0 0
1 1 −1 0 0 0 0
−1 −1 1 1 −1 0 0
0 0 0 −1 0 1 −0
0 0 0 0 1 −1 0


Bemerkung 1.4. Durch Adjazenz- bzw. Inzidenzmatrizen werden Graphen und Digraphen
eindeutig bis auf Isomorphie bestimmt. Diese Matrizen haben die folgenden Eigenschaften
(man vgl. Aufgabe 1.4):
i) Die Matrix AG ist symmetrisch, womit ihre Eigenwerte reell sind.
ii) In AG ergibt die Summe der Glieder des i-ten Zeilenvektors bzw. des i-ten Spaltenvek-
tors den Eckengrad d(xi, G).
iii) In IG ist d(xi, G) die Summe der Glieder des i-ten Zeilenvektors, und die Summe der
Glieder jedes Spaltenvektors betra¨gt 2.
iv) In AD ergibt sich d
+(xi, D) bzw. d
−(xi, D) als die Summe der Glieder des i-ten Zeilen-
vektors bzw. des i-ten Spaltenvektors.
v) In ID ergibt die Summe der Glieder jedes Spaltenvektors 0.
Definition 1.7. Ein Graph G′ = (E ′, K ′, g′) heißt Teilgraph eines Graphen G = (E,K, g),
in Zeichen G′ ⊆ G, wenn E ′ ⊆ E, K ′ ⊆ K und g′ die Einschra¨nkung von g auf die Menge K ′
ist. Im Fall E ′ = E nennt man den Teilgraphen G′ auch Faktor von G.
Es sei E ′ ⊆ E. Derjenige Teilgraph von G, der aus E ′ und allen Kanten von G besteht,
die nur mit Ecken aus E ′ inzidieren, heißt der von E ′ induzierte Teilgraph, in Zeichen G[E ′].
Wir setzen G[E − E ′] = G− E ′ fu¨r E ′ ⊆ E und G− {x} = G− x fu¨r x ∈ E.
Es sei K ′ ⊆ K. Derjenige Teilgraph von G, der aus K ′ und allen Ecken von G besteht,
die mit Kanten aus K ′ inzidieren, heißt der von K ′ erzeugte Teilgraph, in Zeichen G[K ′].
Fu¨r K ′ ⊆ K wird der Graph G−K ′ durch G−K ′ = (E,K −K ′) definiert. Wir setzen G−
{k} = G− k fu¨r k ∈ K.
Entsprechende Operationen kann man auch fu¨r Digraphen erkla¨ren.
Sind x, y ∈ E und fu¨gt man zum Graphen G eine neue Kante k mit den Endpunkten x
und y hinzu, so schreibt man dafu¨r G + k oder G+ xy.
Sind Gi = (Ei, Ki) Teilgraphen von G, so wird die Vereinigung bzw. der Durchschnitt
dieser Graphen definiert durch:
∪Gi = (∪Ei,∪Ki) bzw. ∩Gi = (∩Ei,∩Ki).
Es ist leicht zu verifizieren, daß die Vereinigung und der Durchschnitt von Teilgraphen
wieder Teilgraphen sind.
Definition 1.8. Ein Graph G heißt regula¨r, wenn δ(G) = ∆(G) gilt. Setzt man r = δ(G) =
∆(G), so nennt man G auch r-regula¨r.
Ein schlichter Graph mit n Ecken, in dem jedes Paar von Ecken adjazent ist, heißt
vollsta¨ndiger Graph, in Zeichen Kn.
Bemerkung 1.5. Ist der Graph G ∼= Kn, so ist G natu¨rlich (n − 1)-regula¨r. Da fu¨r jede
Ecke x ∈ E(G) eines schlichten Graphen G mit n Ecken die Ungleichung d(x,G) ≤ n − 1
besteht, ergibt sich aus dem Handschlaglemma
|K(G)| = 1
2
∑
x∈E(G)
d(x,G) ≤ n(n− 1)
2
=
(
n
2
)
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fu¨r alle schlichten Graphen G, und die Gleichheit besteht genau dann, wenn G vollsta¨ndig
ist.
1.2 Wege, Kreise und Zusammenhang
Definition 1.9. Es sei G = (E,K, g) ein Graph und k1, k2, . . . , kp ∈ K (die ki mu¨ssen nicht
notwendig verschieden sein) mit g(ki) = {ai−1, ai} fu¨r i = 1, 2, . . . , p. Unter diesen Voraus-
setzungen heißt (k1, k2, . . . , kp) Kantenfolge von a0 nach ap der La¨nge p. Fu¨r Kantenfolgen
benutzen wir folgende Schreibweisen
Z = (k1, k2, . . . , kp) = (a0, a1, . . . , ap) = (a0, k1, a1, . . . , kp, ap) = a0a1 · · · ap,
und wir nennen a0 Anfangspunkt und ap Endpunkt der Kantenfolge Z. Man sagt auch, Z
geht von a0 nach ap, und die La¨nge p von Z bezeichnen wir mit L(Z). Die Kantenfolge Z
heißt geschlossen, wenn a0 = ap und offen, wenn a0 6= ap gilt.
Sind in einer Kantenfolge alle Kanten paarweise verschieden, so spricht man von einem
Kantenzug. Sind in einem Kantenzug alle Ecken paarweise verschieden, so liegt ein Weg vor.
Ein geschlossener Kantenzug C = (a0, a1, . . . , ap), in dem die Ecken a0, a1, . . . , ap−1 paarweise
verschieden sind, heißt Kreis. Ein Kreis der La¨nge p wird ha¨ufig mit Cp bezeichnet.
Mit E(Z) bzw. K(Z) bezeichnen wir die in G liegenden Ecken bzw. Kanten der Kanten-
folge Z. Besteht Z nur aus einer einzigen Ecke, so spricht man vom Nullweg.
Zuna¨chst beweisen wir einige Eigenschaften von Kantenfolgen, die anschaulich recht ein-
leuchtend sind.
Satz 1.2. Ist Z eine offene Kantenfolge von a0 nach ap, so existiert ein Weg W von a0
nach ap mit K(W ) ⊆ K(Z).
Beweis. Man wa¨hle eine KantenfolgeW minimaler La¨nge von a0 nach ap mitK(W ) ⊆ K(Z).
Hat W die Gestalt
W = (b0, k1, b1, . . . , kt, bt) mit b0 = a0, bt = ap,
so gilt bi 6= bj fu¨r i < j. Denn angenommen bi = bj fu¨r i < j, so wa¨re
V = (b0, k1, b1, . . . , bi, kj+1, bj+1, . . . , bt)
eine Kantenfolge von a0 nach ap mit K(V ) ⊆ K(Z), die j − i weniger Kanten als W ha¨tte,
was nach der Wahl von W nicht mo¨glich ist. Damit sind alle Ecken von W verschieden,
und W ist ein Weg mit den gewu¨nschten Eigenschaften. ‖
Den na¨chsten Satz beweist man analog (man vgl. Aufgabe 1.5).
Satz 1.3. Ist Z ein geschlossener Kantenzug positiver La¨nge, und ist a ∈ E(Z), so gibt es
einen Kreis C mit a ∈ E(C) und K(C) ⊆ K(Z).
Bemerkung 1.6. Im Satz 1.3 kann der Kantenzug nicht durch eine Kantenfolge ersetzt
werden. Denn betrachtet man den vollsta¨ndigen Graphen K2 mit den Ecken 0, 1 und der
Kante k, so ist Z = (0, k, 1, k, 0) eine geschlossene Kantenfolge, aber es existiert natu¨rlich
kein Kreis im K2.
Mit Hilfe von Satz 1.2 ergibt sich ohne Schwierigkeiten das folgende Ergebnis.
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Satz 1.4. Sind a, b, c drei verschiedene Ecken eines Graphen, und existieren Kantenfolgen Z1
von a nach b und Z2 von b nach c, so gibt es einen Weg W von a nach c mit K(W ) ⊆
K(Z1) ∪K(Z2).
Satz 1.5. Es sei G = (E,K, g) ein Graph und a,b zwei verschiedene Ecken aus E. Sind W1
und W2 zwei verschiedene Wege in G (d.h. K(W1) 6= K(W2)) von a nach b, so gibt es in G
einen Kreis C mit K(C) ⊆ K(W1) ∪K(W2).
Beweis. Es seien
W1 = (a0, k1, a1, . . . , kp, ap) und W2 = (b0, l1, b1, . . . , lq, bq)
mit a0 = b0 = a und ap = bq = b. Da W1 und W2 verschieden sind, gibt es eine erste
Kante ks mit g(ks) = {as−1, as}, die von ls mit g(ls) = {bs−1, bs} verschieden ist. Ist nun at
mit s ≤ t ≤ p diejenige Ecke mit dem kleinsten Index, die mit einer Ecke bs, bs+1, . . . , bq,
etwa mit br, identisch ist, so ist
C = (as−1, ks, as, . . . , kt, at, lr, br−1, . . . , bs, ls, bs−1 = as−1)
ein Kreis mit den gewu¨nschten Eigenschaften. ‖
Definition 1.10. Zwei Ecken a, b eines Graphen G heißen zusammenha¨ngend, wenn ein Weg
von a nach b existiert. Dies definiert auf der Eckenmenge von G eine A¨quivalenzrelation. Je-
der von einer A¨quivalenzklasse induzierte Teilgraph heißt Zusammenhangskomponente oder
Komponente von G. Sind G1, G2, . . . , Gκ die Komponenten von G, so gilt
G =
κ⋃
i=1
Gi.
Im folgenden bezeichnen wir mit κ = κ(G) immer die Anzahl der Komponenten eines
Graphen G. Besteht G nur aus einer einzigen Komponente, so heißt der Graph zusam-
menha¨ngend.
Bemerkung 1.7. Ist G = (E,K, g) ein Graph und k ∈ K eine Kante mit g(k) = {a, b}, so
benutzen wir im folgenden fast ausschließlich die kurze Schreibweise k = ab. Entsprechend
schreiben wir fu¨r einen Bogen k von a nach b auch k = (a, b).
Satz 1.6. Ist G ein Graph und k ∈ K(G), so gilt
κ(G) ≤ κ(G− k) ≤ κ(G) + 1.
Beweis. Da die erste Ungleichung klar ist, genu¨gt es, die zweite Ungleichung zu beweisen.
Es sei k = ab, und wir nehmen an, daß G − k aus den Komponenten G1, G2, . . . , Gp mit
p ≥ κ(G) + 2 besteht. Sind a, b ∈ E(Gi) fu¨r ein i, so ergibt sich sofort der Widerspruch
κ(G) = κ((G− k) + k) = p > κ(G).
Im verbleibenden Fall a ∈ E(Gi) und b ∈ E(Gj) mit i 6= j ergibt sich der Widerspruch
κ(G) = κ((G− k) + k) = p− 1 > κ(G). ‖
Satz 1.7. Es sei G ein Graph und k ∈ K(G). Es gilt genau dann κ(G) = κ(G− k), wenn k
zu einem Kreis von G geho¨rt.
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Beweis. Es sei k = ab. Gibt es einen Kreis C in G mit k ∈ K(C), so ist C−k ein Weg von a
nach b, womit alle Wege, die die Kante k benutzen, u¨ber den Weg C − k umgeleitet werden
ko¨nnen. Daher ist dann κ(G) = κ(G− k).
Gilt umgekehrt κ(G) = κ(G−k), so liegen die Ecken a und b im Graphen G−k weiterhin
in einer Komponente, womit es in G − k einen Weg W von a nach b gibt. Dann ist aber
W + k ein Kreis im Graphen G. ‖
Definition 1.11. Eine Kante k eines Graphen G heißt Bru¨cke, wenn κ(G) < κ(G− k) gilt.
Aus den Sa¨tzen 1.6 und 1.7 ergeben sich sofort folgende Charakterisierungen von Bru¨cken.
Folgerung 1.1. Es sei k eine Kante des Graphen G. Folgende Aussagen sind a¨quivalent:
i) k ist eine Bru¨cke.
ii) k geho¨rt zu keinem Kreis von G.
iii) Es gilt κ(G) + 1 = κ(G− k).
Folgerung 1.1 liefert uns ohne Schwierigkeit
Folgerung 1.2. Ist a eine Endecke des Graphen G, so gilt
κ(G) = κ(G− a).
Satz 1.8. Ein Graph G mit δ(G) ≥ 2 besitzt mindestens einen Kreis.
Beweis. Besitzt G eine Schlinge oder Mehrfachkanten, so ist nichts mehr zu zeigen. Nun
sei G schlicht und W = (a0, k1, . . . , kp, ap) ein la¨ngster Weg, der wegen der Endlichkeit
von G endliche La¨nge hat. Da d(a0, G) ≥ 2 gilt, muß a0 zu einem ai mit 2 ≤ i ≤ p adjazent
sein, womit wir einen Kreis gefunden haben. ‖
Fu¨r schlichte Graphen beweisen wir folgende Erweiterung von Satz 1.8, die auf Dirac [2]
zuru¨ckgeht.
Satz 1.9 (Dirac [2] 1952). Ist G ein schlichter Graph mit δ(G) ≥ 2, so besitzt G einen
Kreis C der La¨nge L(C) ≥ δ(G) + 1.
Beweis. Es seiW = (a0, k1, . . . , kp, ap) ein la¨ngster Weg inG. Dann ist a0 einerseits ho¨chstens
zu den Ecken a1, a2, . . . , ap adjazent, und andererseits ist a0 mit mindestens δ(G) dieser
Ecken benachbart. Ist ai diejenige Ecke aus {a1, a2, . . . , ap} mit dem gro¨ßten Index, die zu a0
adjazent ist, so gilt i ≥ δ(G), und es ist C = (a0, a1, . . . , ai, a0) ein Kreis der gewu¨nschten
La¨nge. ‖
Satz 1.10. Jeder zusammenha¨ngende Graph G der Ordnung n(G) ≥ 2 besitzt zwei verschie-
dene Ecken v1 und v2, so daß sowohl G− v1 als auch G− v2 zusammenha¨ngend ist.
Beweis. Ist W = (a0, k1, a1, . . . , kp, ap) ein la¨ngster Weg in G, so ist die Ecke a0 ho¨chstens
zu den Ecken a1, a2, . . . , ap adjazent. Lo¨schen wir alle mit a0 inzidenten Kanten k 6= k1, so
erhalten wir nach Satz 1.7 einen zusammenha¨ngenden Graphen H , da alle diese Kanten auf
einem Kreis liegen. Nun ist aber a0 eine Endecke von H , und daher liefert Folgerung 1.2
1 = κ(H) = κ(H − a0).
Wegen H − a0 = G− a0, folgt daraus κ(G− a0) = 1. Analog ergibt sich κ(G− ap) = 1. Da
a0 6= ap gilt, ist der Satz vollsta¨ndig bewiesen. ‖
10 1 Zusammenhang und Abstand
Definition 1.12. Ist G ein Graph, so heißt die Gro¨ße
µ = µ(G) = m(G)− n(G) + κ(G)
Index oder zyklomatische Zahl von G.
Satz 1.11. Fu¨r jeden Graphen G gilt µ(G) ≥ 0.
Beweis. Der Beweis erfolgt durch Induktion nach m = m(G).
Ist m = 0, so ist G ein Nullgraph, und es gilt µ(G) = 0.
Nun sei m > 0 und k eine beliebige Kante von G. Dann ergibt sich nach Induktionsvoraus-
setzung und aus Satz 1.6
0 ≤ µ(G− k) = m(G)− 1− n(G) + κ(G− k)
≤ m(G)− 1− n(G) + κ(G) + 1 = µ(G). ‖
Ist G ein beliebiger Graph, so folgt aus Satz 1.11 n(G) − κ(G) ≤ m(G). Fu¨r schlichte
Graphen leiten wir nun eine Abscha¨tzung von m(G) nach oben her.
Satz 1.12. Ist G ein schlichter Graph, so gilt
m(G) ≤
(
n(G)− κ(G) + 1
2
)
.
Beweis. Es seien G1, G2, . . . , Gκ die Komponenten von G. Zum Beweis dieser Ungleichung
ko¨nnen wir ohne Beschra¨nkung der Allgemeinheit (o.B.d.A.) voraussetzen, daß alle Kompo-
nenten von G vollsta¨ndig sind. Denn ist eine Komponente nicht vollsta¨ndig, so kann man
diese durch Hinzufu¨gen von neuen Kanten zu einem vollsta¨ndigen Graphen erga¨nzen, ohne
daß sich die rechte Seite der Ungleichung a¨ndert.
Gibt es zwei Komponenten Gi, Gj mit n(Gi) ≥ n(Gj) > 1, so ersetzen wir Gi und Gj
durch zwei neue vollsta¨ndige Graphen Hi mit n(Gi) + 1 und Hj mit n(Gj)− 1 Ecken. Auch
bei diesem Prozeß bleibt die rechte Seite der Ungleichung unvera¨ndert, aber die Anzahl der
Kanten erho¨ht sich um n(Gi)− (n(Gj)− 1) ≥ 1. Daher wird die linke Seite der Ungleichung
maximal, wenn G aus einem vollsta¨ndigen Graphen mit n(G)−(κ(G)−1) Ecken und κ(G)−1
isolierten Ecken besteht. In diesem Extremalfall gilt aber nach Bemerkung 1.5 in unserer
Ungleichung die Gleichheit. ‖
Aus diesem Satz ergibt sich sofort
Folgerung 1.3. Gilt m(G) > 1
2
(n(G)− 1)(n(G)− 2) fu¨r einen schlichten Graphen G, so ist
G zusammenha¨ngend.
Definition 1.13. Ist G ein Graph und x ∈ E(G), so heißt
N(x) = N(x,G) = {y ∈ E(G)|y adjazent zu x}
die Menge aller Nachbarn der Ecke x. Ist A ⊆ E(G), so bedeutet
N(A) = N(A,G) =
⋃
x∈A
N(x)
die Menge aller Nachbarn der Eckenmenge A. Weiter sei N [x] = N [x,G] = N(x) ∪ {x} fu¨r
x ∈ E(G) und N [A] = N [A,G] = N(A) ∪A fu¨r A ⊆ E(G).
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Bemerkung 1.8. Ist G ein schlichter Graph, so gilt |N(x,G)| = d(x,G) fu¨r jede Ecke
x ∈ E(G).
Definition 1.14. Ist D = (E,B) ein Digraph und x ∈ E, so setzen wir:
N+(x) = N+(x,D) = {y ∈ E − {x}|(x, y) ∈ B}
N−(x) = N−(x,D) = {y ∈ E − {x}|(y, x) ∈ B}
Ist y ∈ N+(x), so heißt y positiver Nachbar von x. Ist y ∈ N−(x), so heißt y entspre-
chend negativer Nachbar von x. Fu¨r A ⊆ E kann man analog zur Definition 1.13 auch
N+(A) = N+(A,D) und N−(A) = N−(A,D) erkla¨ren.
Definition 1.15. Ist G = (E,K) ein Graph, x ∈ E und A und B zwei Teilmengen aus
E, so bezeichnen wir mit m(x,A) = mG(x,A) die Anzahl der Kanten, die x mit einer Ecke
aus A− {x} verbinden und mit m(A,B) = mG(A,B) die Anzahl der Kanten, die mit einer
Ecke aus A und einer Ecke aus B inzidieren. Ist A = {a} und B = {b}, so benutzen wir die
Schreibweise m(a, b) (man vgl. dazu auch Definition 1.6).
Mit Hilfe der neu erlernten Begriffe beweisen wir nun eine einfache aber wichtige Unglei-
chung.
Satz 1.13 (Nachbarschaftsungleichung). Ist G ein Multigraph, so gilt fu¨r alle S ⊆ E(G)
(auch fu¨r S = ∅) ∑
x∈S
d(x,G) ≤
∑
y∈N(S,G)
d(y,G).
Beweis. Da G ein Multigraph ist gilt fu¨r alle S ⊆ E(G)∑
x∈S
d(x,G) =
∑
x∈S
m(x,N(S,G)) = m(S,N(S,G))
= m(N(S,G), S) =
∑
y∈N(S,G)
m(y, S)
≤
∑
y∈N(S,G)
d(y,G),
womit die Nachbarschaftsungleichung schon bewiesen ist. ‖
Aus der Nachbarschaftsungleichung ergibt sich unmittelbar
Folgerung 1.4. Ist G ein Multigraph, so gilt fu¨r alle S ⊆ E(G) (auch fu¨r S = ∅) die
Ungleichung
δ(G)|S| ≤ ∆(G)|N(S,G)|.
Im folgenden wollen wir einen Algorithmus vorstellen, der uns alle Zusammenhangskom-
ponenten eines Graphen und zugleich alle ku¨rzesten Wege von einer Startecke aus liefert.
1. Algorithmus
Algorithmus zur Bestimmung der Komponenten
O.B.d.A. sei G = (E,K) ein schlichter Graph mit n = |E|.
i) Man wa¨hle ein x ∈ E und setze A1 = B1 = {x}.
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ii) Hat man Ai−1 und Bi−1 fu¨r i > 1 berechnet, so bestimme man Ai = N(Ai−1) − Bi−1
und setze Bi = Ai ∪Bi−1.
iii) Man stoppe den Algorithmus beim ersten s ∈ N mit der Eigenschaft N(As)−Bs = ∅.
Es soll folgendes gezeigt werden:
1. Der Algorithmus bricht nach ho¨chstens n+ 1 Schritten ab.
2. G[Bs] ist diejenige Komponente von G, die die Ecke x entha¨lt. Ist E = Bs, so ist G
zusammenha¨ngend.
3. Daru¨ber hinaus liefert der Algorithmus ku¨rzeste Wege von x zu allen Ecken derjenigen
Komponente, die x entha¨lt.
Beweis. 1. Es ist |B1| = 1, und es gilt Ai = ∅ oder |Bi| ≥ i fu¨r i > 1. Ist Ai = ∅ fu¨r ein
i ≤ n, so bricht der Algorithmus wegen iii) ab. Ist An 6= ∅, so gilt notwendig n ≥ |Bn| ≥ n
und daher
An+1 = N(An)− Bn = N(An)− E = ∅.
2. Nach Konstruktion ist G[Bs] ein zusammenha¨ngender Graph. Ist a eine von x verschie-
dene Ecke, die in der gleichen Komponente wie x liegt, so mu¨ssen wir zeigen, daß a zu Bs
geho¨rt. Dazu wa¨hlen wir in G einen ku¨rzesten Weg W von x = x1 nach a mit
W = (x1, k1, x2, k2, x3, . . . , xp, kp, a).
Dann gilt aber nach Konstruktion notwendig xi ∈ Ai fu¨r i = 1, 2, . . . , p und a ∈ Ap+1. Daher
ist p+ 1 ≤ s, also a ∈ Bp+1 = Ap+1 ∪ Bp ⊆ Bs
3. Der Beweis von 2. hat uns folgendes gezeigt. Ist y ∈ Ai, so haben wir y auf einem
ku¨rzesten Weg der La¨nge i− 1 erreicht. ‖
Bemerkung 1.9. Man nennt einen graphentheoretischen Algorithmus effizient, wenn die
Anzahl der Rechenschritte durch ein Polynom P (m,n) beschra¨nkt bleibt. Wa¨chst die Anzahl
der Rechenschritte z.B. wie n! oder 2m, so liegt kein effizienter Algorithmus vor.
Da beim ersten Algorithmus jede Kante ho¨chstens einmal abgefragt wird, ist die Anzahl
der Rechenschritte durch c ·m beschra¨nkt, wobei c eine Konstante ist, die nicht von n oder
m abha¨ngt. Benutzt man das bekannte Landausche Symbol “O”, so sagt man auch, daß der
Algorithmus die Komplexita¨t O(m) besitzt.
1.3 Gradsequenzen und Gradmengen
Definition 1.16. Ist G ein Graph mit den Ecken x1, x2, . . . , xn, so heißt die Folge der Ecken-
grade d(x1, G), d(x2, G), . . . , d(xn, G) Gradsequenz von G. Eine Folge d1, d2, . . . , dn nicht ne-
gativer ganzer Zahlen nennt man auch Gradsequenz, wenn ein Graph G existiert, der diese
Folge als Gradsequenz besitzt.
Es ist nun eine interessante Frage, welche Folgen d1, d2, . . . , dn nicht negativer ganzer
Zahlen Gradsequenzen eines Graphen, Multigraphen oder schlichten Graphen sind. Ist eine
solche Folge eine Gradsequenz eines Graphen G, so sagt man auch, daß die Folge durch G
realisiert wird. Damit eine gegebene Folge realisierbar ist, muß natu¨rlich nach dem Hand-
schlaglemma die Summe der Folgenglieder eine gerade Zahl ergeben. Im Fall, daß die Summe
der Folgenglieder gerade ist, kann man leicht zeigen, daß diese Folge durch einen Graphen
realisierbar ist (man vgl. Aufgabe 1.20).
1.3 Gradsequenzen und Gradmengen 13
Eine scho¨ne einfache und praktisch verwendbare notwendige und hinreichende Bedingung
dafu¨r, daß eine gegebene Folge durch einen schlichten Graphen realisiert wird, stammt von
Havel [1] und Hakimi [1].
Satz 1.14 (Havel [1] 1955, Hakimi [1] 1962). Eine Folge nicht negativer ganzer Zahlen
d1 ≥ d2 ≥ · · · ≥ dn wird genau dann durch einen schlichten Graphen realisiert, wenn die
Folge d1 − 1, d2 − 1, . . . , ddn − 1, ddn+1, . . . , dn−1 durch einen schlichten Graphen realisiert
wird.
Beweis. Realisiert der schlichte Graph G′ die zweite Folge, so fu¨ge man zu G′ eine neue
Ecke hinzu und verbinde diese mit den ersten dn Ecken von G
′ durch Kanten. Dieser neue
schlichte Graph besitzt dann die Gradsequenz d1, d2, . . . , dn.
Nun sei G ein schlichter Graph der Ordnung n mit d(xi, G) = di fu¨r 1 ≤ i ≤ n und
xi ∈ E(G). Ist xn adjazent zu den ersten dn Ecken x1, x2, . . . , xdn , so ist G−xn ein schlichter
Graph, der die zweite Folge realisiert. Ist das nicht der Fall, so erzeugen wir durch folgende
Prozedur einen solchen Graphen.
Angenommen, es existieren Ecken xi, xj mit 1 ≤ i < j ≤ n− 1, so daß xn zu xj adjazent
ist, aber nicht zu xi. Da dj ≤ di gilt, existiert eine Ecke xt 6= xi, xj , xn, die zu xi, aber nicht
zu xj adjazent ist. Ersetzt man in G die Kanten xtxi und xnxj durch die Kanten xnxi und
xtxj , so erhalten wir einen neuen schlichten Graphen mit der gleichen Gradsequenz, aber
nun ist xi ein Nachbar von xn und xj nicht. Durch wiederholtes Anwenden dieses Prozesses
erhalten wir das gewu¨nschte Ergebnis. ‖
Nun wollen wir ein Analogon zu Satz 1.14 fu¨r Multigraphen beweisen, aus dem wir eine
klassische notwendige und hinreichende Bedingung fu¨r die Realisierbarkeit von Multigraphen
herleiten werden.
Satz 1.15 (Meierling, Volkmann [2] 2009). Es sei n ≥ 4 eine ganze Zahl. Eine Folge
ganzer Zahlen d1 ≥ d2 ≥ · · · ≥ dn ≥ 1 wird genau dann durch einen Multigraphen realisiert,
wenn die Folge d1 − dn, d2, d3, . . . , dn−1 durch einen Multigraphen realisiert wird.
Beweis. Realisiert der Multigraph G′ die zweite Folge, so fu¨ge man zu G′ eine neue Ecke
hinzu und verbinde diese mit derjenigen Ecke von G′, die den Grad d1 − dn hat durch dn
parallele Kanten. Dieser neue Multigraph besitzt dann die Gradsequenz d1, d2, . . . , dn.
Nun sei G ein Multigraph der Ordnung n mit d(xi, G) = di fu¨r 1 ≤ i ≤ n und xi ∈ E(G),
so daß die Anzahl q der Kanten zwischen x1 und xn maximal ist. Ist q = dn, so ist G−xn ein
Multigraph, der die zweite Folge realisiert. Ist 0 ≤ q < dn, so unterscheiden wir zwei Fa¨lle.
Fall 1: Es existieren zwei Ecken verschiedene u und v, so daß u ∈ N(x1) und v ∈ N(xn).
Dann ist G′ = (G − {ux1, vxn}) + {x1xn, uv} auch ein Multigraph mit der Gradsequenz
d1, d2, . . . , dn, aber die Anzahl der Kanten zwischen x1 und xn betra¨gt q + 1. Dies ist ein
Widerspruch zur Wahl von G.
Fall 2: Ist N(x1)− {xn} = N(xn)− {x1} = {w} so unterscheiden wir zwei weitere Fa¨lle.
Fall 2.1: In G − {w, x1, xn} gibt es zwei adjazente Ecken y und z. Dann ist G′′ = (G −
{wx1, wxn, yz}) + {x1xn, wy, wz} auch ein Multigraph mit der Gradsequenz d1, d2, . . . , dn,
aber im Widerspruch zur Wahl von G, gibt es q + 1 Kanten zwischen x1 und xn in G
′′.
Fall 2.2: Der Graph G−{w, x1, xn} entha¨lt keine Kanten. Ist w = xj fu¨r ein 2 ≤ j ≤ n−1,
so ergibt sich daraus N(xi) = {xj} fu¨r alle i 6= 1, j, n. Ist r1 bzw. rn die Anzahl der Kanten
zwischen x1 und xj bzw. xn und xj , so erhalten wir den Widerspruch
dj ≥ r1 + rn + (n− 3)dn ≥ r1 + rn + dn = r1 + 2rn + q > r1 + q = r1. ‖
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Satz 1.16 (Hakimi [1] 1962). Es sei n ≥ 2 eine ganze Zahl. Eine Folge ganzer Zahlen
d1 ≥ d2 ≥ · · · ≥ dn ≥ 1 wird genau dann durch einen Multigraphen realisiert, wenn
∑n
i=1 di
gerade ist und d1 ≤ d2 + d3 + · · ·+ dn gilt.
Beweis. Da die Gradsequenz eines Multigraphen beide angegebenen Bedingungen erfu¨llt,
betrachten wir die umgekehrte Richtung, die wir mittels vollsta¨ndiger Induktion nach n ≥ 2
beweisen.
Fu¨r n = 2 ergibt sich d1 = d2, womit die Folge d1, d2 durch einen Multigraphen realisierbar
ist. Fu¨r n = 3 realisiert der Multigraph mit den Ecken x1, x2, x3 und (d1 + d2 − d3)/2
Kanten zwischen x1 und x2, (d2 + d3 − d1)/2 Kanten zwischen x2 und x3 und (d1 + d3 −
d2)/2 Kanten zwischen x1 und x3 die Folge d1, d2, d3. Ist n ≥ 4, so ist d1, d2, . . . , dn nach
Satz 1.15 genau dann durch einen Multigraphen realisierbar, wenn d1 − dn, d2, d3 . . . , dn−1
durch einen Multigraphen realisierbar ist. Nun sei d′1 ≥ d′2 ≥ · · · ≥ d′n−1 eine Anordnung der
Folge d1 − dn, d2, d3, . . . , dn−1. Da
∑n−1
i=1 d
′
i gerade ist, genu¨gt es d
′
1 ≤ d′2 + d′3 + · · · + d′n−1
nachzuweisen. Ist d′1 = d1 − dn, dann ist diese Ungleichung nach Voraussetzung richtig. Ist
d′1 = d2, so ergibt sich aus d2 ≤ d1, dn ≤ dn−1 und n ≥ 4 die gewu¨nschte Abscha¨tzung
d2 ≤ (d1 − dn) + d3 + · · ·+ dn−1. ‖
Die Folge 3, 3, 2 zeigt, daß Satz 1.15 fu¨r n = 3 im allgemeinen nicht richtig ist. Einen
anderen kurzen Beweis von Satz 1.16 findet man bei Takahashi, Imai und Asano [1].
Definition 1.17. Die Gradmenge eines Graphen G ist die Menge S, die aus allen verschie-
denen Eckengraden von G besteht.
Hat z.B. eine Graph G die Gradsequenz 5, 4, 4, 4, 4, 2, 2, 1, so hat er die Gradmenge S =
{5, 4, 2, 1}. Im Jahre 1977 haben Kapoor, Polimeni und Wall [1] gezeigt, daß zu jeder Menge
S = {d1, d2, . . . , dp} von ganzen Zahlen mit d1 > d2 > · · · > dp ≥ 1 ein schlichter Graph
G der Ordnung d1 + 1 mit der Gradmenge S existiert. Da ein solcher schlichter Graph
mindestens die Ordnung 1 + d1 besitzen muß, ist dieses Ergebnis optimal. Wir wollen hier
einen kurzen und eleganten Beweis von Tripathi und Vijay [1] vorstellen. Dazu beno¨tigen
wir noch die na¨chste Definition.
Definition 1.18. DasKomplement oder der Komplementa¨rgraphG eines schlichten Graphen
G ist der Graph mit der Eckenmenge E(G), in dem zwei Ecken genau dann adjazent sind,
wenn sie in G nicht adjazent sind. Ein schlichter Graph G heißt selbstkomplementa¨r, wenn
G ∼= G gilt.
Satz 1.17 (Kapoor, Polimeni, Wall [1] 1977). Es sei S = {d1, d2, . . . , dp} eine Menge
von natu¨rlichen Zahlen mit d1 > d2 > · · · > dp ≥ 1. Dann existiert ein schlichter Graph G
der Ordnung 1 + d1 mit der Gradmenge S.
Beweis (Tripathi, Vijay [1] 2007). Der Beweis erfolgt durch Induktion nach p. Ist p = 1, so
besitzt der vollsta¨ndige Graph K1+d1 die Gradmenge S = {d1}. Ist p ≥ 2, so betrachte man
die Menge T = {d1−dp, d1−dp−1, . . . , d1−d2}. Nach Induktionsvoraussetzung gibt es einen
schlichten Graphen GT der Ordnung 1 + d1 − dp mit der Gradmenge T . Fu¨gt man zu GT
noch dp isolierte Ecken hinzu und betrachtet davon den Komplementa¨rgraphen, so gelangt
man zu einem schlichten Graphen der Ordnung 1 + d1 mit der Gradmenge S. ‖
Der Beweis von Satz 1.17 liefert unmittelbar einen effizienten Algorithmus, um einen
schlichten Graphen minimaler Ordung zu einer gegebenen Gradmenge zu bestimmen. Ein
Satz 1.17 entsprechendes Resultat fu¨r Multigraphen geht auf Volkmann [32] zuru¨ck.
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Definition 1.19. Ist G ein Graph, a, b ∈ E(G) und Wab ein Weg ku¨rzester La¨nge von a
nach b in G, so definieren wir den Abstand d(a, b) = dG(a, b) zwischen a und b durch die
La¨nge L(Wab) dieses Weges. Im Fall a = b gilt d(a, b) = d(a, a) = 0. Existiert kein Weg von
a nach b, liegen also a und b in verschiedenen Komponenten, so setzen wir d(a, b) =∞. Die
Exzentrizita¨t einer Ecke a ist e(a) = maxx∈E(G) d(a, x). Weiter bezeichnen wir mit
dm(G) = max
x∈E(G)
e(x) bzw. r(G) = min
x∈E(G)
e(x)
den Durchmesser bzw. den Radius von G. Es gilt natu¨rlich
dm(G) = max
x,y∈E(G)
d(x, y).
Das Zentrum Z(G) besteht aus allen Ecken x mit e(x) = r(G). Ist der Graph G nicht
zusammenha¨ngend, so werden die Exzentrizita¨t jeder Ecke, der Radius und der Durchmesser
von G unendlich.
Bemerkung 1.10. Der erste Algorithmus liefert uns eine effiziente Methode, um alle in
Definiton 1.19 eingefu¨hrten Gro¨ßen, also die Exzentrizita¨t jeder Ecke, den Durchmesser und
den Radius, zu berechnen.
Beispiel 1.6. Um einen Eindruck von den neuen Gro¨ßen zu erhalten, betrachten wir den
skizzierten Graphen G.
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Mit Hilfe des ersten Algorithmus oder durch “scharfes Hinsehen” erha¨lt man dm(G) = 5,
r(G) = 3 und Z(G) = {a, b, x, y}.
Satz 1.18. Ist G ein zusammenha¨ngender Graph, so gilt
r(G) ≤ dm(G) ≤ 2r(G).
Beweis. Die erste Ungleichung ergibt sich sofort aus Definition 1.19. Sind a, b ∈ E(G) mit
d(a, b) = dm(G) und ist x ∈ Z(G), so folgt
dm(G) = d(a, b) ≤ d(a, x) + d(x, b) ≤ 2e(x) = 2r(G). ‖
Beispiel 1.7. Ist n ≥ 2, so gilt offensichtlich r(Kn) = dm(Kn) = 1 fu¨r den vollsta¨ndigen
Graphen Kn. Fu¨r einen Weg W der La¨nge L(W ) = 2p erkennt man leicht dm(W ) = 2p
und r(W ) = p, und fu¨r einen Kreis Cn der La¨nge n la¨ßt sich dm(Cn) = r(Cn) = bn2 c
schnell berechnen. Daher existieren sowohl Graphen mit dm(G) = r(G) als auch Graphen
mit dm(G) = 2r(G), womit man Satz 1.18 im allgemeinen nicht verbessern kann.
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Folgendes interessante Resultat findet man in dem Buch von Bondy und Murty [1] auf
Seite 14 als U¨bungsaufgabe.
Satz 1.19. Ist G ein schlichter Graph vom Durchmesser dm(G) ≥ 4, so gilt dm(G) ≤ 2.
Beweis. Da dm(G) ≥ 4 gilt, existieren zwei Ecken u und v in G mit dG(u, v) ≥ 4, woraus
dG(u, v) = 1 folgt. Sind nun x und y zwei Ecken aus G mit dG(x, y) ≥ 2, so werden wir im
folgenden zeigen, daß dG(x, y) = 2 gilt.
Sind x und y von u und v verschieden, so sind u und v in G nicht gleichzeitig adjazent zu
x, womit dG(u, x) = 1 oder dG(v, x) = 1 gilt. Es gelte o.B.d.A. dG(u, x) = 1. Ist dG(u, y) = 1,
so ergibt sich unmittelbar dG(x, y) = 2. Ist dG(u, y) = 1, so folgt aus dG(u, v) ≥ 4 aber
dG(v, x) = dG(v, y) = 1 und damit wieder dG(x, y) = 2.
Ist o.B.d.A. x = u und y 6= v, so gilt notwendig dG(v, y) = 1, also auch dG(x, y) = 2. Da
wir nun alle Mo¨glichkeiten diskutiert haben, ist der Satz vollsta¨ndig bewiesen. ‖
Folgerung 1.5 (Ringel [2] 1963). Der Durchmesser eines selbstkomplementa¨ren, nicht
trivialen Graphen ist 2 oder 3.
Folgerung 1.6 (Harary, Robinson [1] 1985). Ist G ein schlichter Graph mit dm(G) ≥ 3,
so gilt dm(G) ≤ 3.
Bemerkung 1.11. Der Weg der La¨nge 3 oder der Kreis der La¨nge 5 sind Beispiele fu¨r
selbstkomplementa¨re Graphen.
Die Anzahl der Kanten eines selbstkomplementa¨ren Graphen der Ordnung n ist 1
2
n(n−1)
2
,
womit notwendig n = 4p oder n = 4p + 1 gelten muß. Daru¨ber hinaus zeigten Sachs [1]
1962 und Ringel [2] 1963, daß fu¨r jede natu¨rliche Zahl p ein selbstkomplementa¨rer Graph
der Ordnung 4p und 4p+ 1 existiert. Unter dem Motto “proof without words” gab Stephan
C. Carlson [1] im Jahre 2000 fu¨r jedes n = 4p oder n = 4p + 1 einen selbstkomplementa¨ren
Graphen Gn der Ordnung n durch die skizzierte Konstruktion an.
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Weitere interessante Resultate u¨ber selbstkomplementa¨re Graphen findet man z.B. in den
Arbeiten von Benhocine und Wojda [1] 1985, Clapham und Kleitman [1] 1976, Rao [1] 1979
oder H. Zhang [1] 1992.
Definition 1.20. Es sei G ein zusammenha¨ngender Graph der Ordnung n ≥ 2. Die mittlere
Entfernung me(G) in G wird definiert als das arithmetische Mittel der Absta¨nde zwischen
allen Eckenpaaren, d.h.
me(G) =
1
n(n− 1)
∑
a,b∈E(G)
d(a, b).
Weiter setzen wir
ξ(G) =
∑
a,b∈E(G)
d(a, b) und ξ(v) = ξ(v,G) =
∑
a∈E(G)
d(v, a).
Man beachte, daß bei den Definitionen der Gro¨ßen me(G) und ξ(G) alle Absta¨nde doppelt
geza¨hlt werden.
Aus Definition 1.20 ergeben sich ξ(G) =
∑
v∈E(G) ξ(v) und 1 ≤ me(G) ≤ dm(G).
Satz 1.20 (Entringer, Jackson, Snyder [1] 1976). IstG ein schlichter, zusammenha¨ngen-
der Graph mit n ≥ 2 Ecken und m Kanten, so gilt
me(G) ≥ 2− 2m
n(n− 1) ,
wobei genau dann die Gleichheit eintritt, wenn G den Durchmesser 1 oder 2 besitzt.
Beweis. Scha¨tzt man den Abstand jedes nicht adjazenten Eckenpaares durch 2 ab, so ergibt
sich
ξ(G) =
∑
ab∈K(G)
d(a, b) +
∑
ab6∈K(G)
d(a, b) ≥ 2m+ 2(n(n− 1)− 2m),
woraus die gewu¨nschte Ungleichung folgt. Da in der letzten Abscha¨tzung genau dann das
Gleichheitszeichen steht, wenn dm(G) ≤ 2 gilt, ist der Satz vollsta¨ndig bewiesen. ‖
Satz 1.21 (Entringer, Jackson, Snyder [1] 1976). IstG ein schlichter, zusammenha¨ngen-
der Graph der Ordnung n ≥ 2, so gilt
me(G) ≤ 1
3
(n+ 1),
wobei genau dann die Gleichheit eintritt, wenn G ein Weg ist.
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Beweis. Der Beweis erfolgt durch Induktion nach n. Da die Aussage fu¨r n = 2 offensichtlich
ist, sei nun n ≥ 3.
Nach Satz 1.10 existiert in G eine Ecke v, so daß G − v zusammenha¨ngend bleibt. Be-
zeichnen wir mit Ni die Menge der Ecken in G die von v den Abstand i haben, so gilt
ξ(v,G) =
∑
i
i|Ni|.
Daher wird ξ(v,G) maximal, wenn |N1| = |N2| = · · · = |Nn−1| = 1 gilt, woraus sich
ξ(v,G) ≤ 1 + 2 + · · ·+ (n− 1) = 1
2
n(n− 1)
ergibt. Da nach Induktionsvoraussetzung ξ(G− v) ≤ 1
3
n(n− 1)(n− 2) gilt, folgt insgesamt
ξ(G) =
∑
a,b∈E(G)−{v}
dG(a, b) + 2
∑
a∈E(G)−{v}
dG(v, a)
≤ ξ(G− v) + 2ξ(v,G)
≤ 1
3
n(n− 1)(n− 2) + n(n− 1)
=
1
3
(n+ 1)n(n− 1),
woraus sich me(G) ≤ 1
3
(n+ 1) ergibt.
Ist G ein Weg und v eine Endecke von G, so steht in diesem Induktionsbeweis u¨berall das
Gleichheitszeichen.
Gilt umgekehrt me(G) = 1
3
(n+1), so muß in obiger Abscha¨tzung von ξ(v,G) die Gleichheit
stehen. Dies ist aber nur dann der Fall, wenn G ein Weg und v eine Endecke des Weges ist. ‖
Satz 1.21 wurde 1977 unabha¨ngig auch von Doyle und Graver [1] und 1979 von Lova´sz
[5] (S. 276) entdeckt. Einen scho¨nen U¨berblick sowie weitere Ergebnisse u¨ber die mittle-
re Entfernung in Graphen findet man in der Dissertation meines Schu¨lers Prof. Dr. Peter
Dankelmann [1] aus dem Jahre 1993.
1.5 Bewertete Graphen
Durch sogenannte bewertete Graphen werden wir den Abstandsbegriff erweitern.
Definition 1.21. Ist G = (E,K) ein Graph und ρ : K → R eine Abbildung der Kanten-
menge in die rellen Zahlen, so heißt G = (E,K, ρ) bewerteter Graph und ρ(k) die Bewertung
oder La¨nge einer Kante k. Ist H ⊆ G ein Teilgraph , so nennt man
ρ(H)
die Bewertung oder La¨nge von H . Die minimale La¨nge aller Wege von a nach b heißt ρ-
Abstand zwischen den Ecken a und b. Wenn klar ist, mit welcher Bewertung gearbeitet
wird, so benutzen wir wieder das Wort Abstand an Stelle von ρ-Abstand. Der ρ-Abstand
zweier Ecken a und b wird mit dρ(a, b) bezeichnet. Existiert kein Weg zwischen a und b, so
setzen wir dρ(a, b) =∞. Ferner ist dρ(a, a) = 0 fu¨r alle a ∈ E.
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Ist ρ(k) = 1 fu¨r alle k ∈ K, so stimmt der neue Abstandsbegriff mit dem aus Definition 1.19
u¨berein.
Ist a eine Ecke und A ⊆ E, so setzen wir
dρ(a, A) = min
x∈A
dρ(a, x).
Ist G ein schlichter Graph und k = ab eine Kante aus G, so schreiben wir ρ(k) = ρ(ab).
Sind aber a, b ∈ E nicht adjazent, so setzen wir aus technischen Gru¨nden ρ(ab) =∞.
Ist A ⊆ E, so bezeichnen wir mit A = E − A das Komplement von A.
In den Anwendungen spielen die bewerteten Graphen eine wichtige Rolle. Die La¨ngen von
Kanten ko¨nnen dabei Entfernungen, Zeiten, Kosten, Gewinne und anderes bedeuten. Viele
Optimierungsprobleme laufen darauf hinaus, unter gewissen Teilgraphen H eines bewerteten
Graphen einen solchen zu bestimmen, fu¨r den
∑
k∈K(H) ρ(k) minimal oder maximal wird.
Faßt man z.B. das weltweite Flugnetz als bewerteten Graphen auf, so sind natu¨rlich die
schnellsten oder billigsten Verbindungen zwischen zwei Orten von gro¨ßtem Interesse. Dieses
Problem soll nun graphentheoretisch formuliert werden.
Problem (Problem eines ku¨rzesten Weges). Es sei G = (E,K, ρ) ein schlichter, bewer-
teter Graph mit ρ(k) > 0 fu¨r alle k ∈ K. Sind a und b zwei verschiedene Ecken aus G, so
wird nach einem ku¨rzesten Weg von a nach b gesucht, d.h. wir suchen den ρ-Abstand dρ(a, b)
und einen Weg W von a nach b mit ρ(W ) = dρ(a, b), falls ein solcher Weg existiert.
Zur Lo¨sung dieses Problems wollen wir einen effizienten Algorithmus vorstellen, der un-
abha¨ngig 1959 von Dijkstra [1] und 1960 von Dantzig [1] gefunden wurde. Dieser Algorithmus
la¨ßt sich leicht aus unserem na¨chsten Satz herleiten.
Im folgenden setzen wir zur Abku¨rzung
dρ(a, b) = d(a, b) und dρ(a, A) = d(a, A).
Satz 1.22. Es sei G = (E,K, ρ) ein schlichter, bewerteter Graph mit ρ(k) > 0 fu¨r alle
k ∈ K. Ist A ⊆ E mit A 6= E und a ∈ A, so gilt
d(a, A) = min
x∈A
y∈A
{d(a, x) + ρ(xy)}. (1.1)
Erfu¨llen die beiden Ecken u ∈ A und v ∈ A die Gleichung (1.1), also ist d(a, A) = d(a, u) +
ρ(uv), so gilt
d(a, v) = d(a, u) + ρ(uv) = d(a, A). (1.2)
Beweis. Ist Wac = (a, . . . , b, k, c) ein ku¨rzester Weg von a nach A, so gilt natu¨rlich c ∈ A,
b ∈ A, und Wab = Wac − c ist ein ku¨rzester Weg von a nach b mit E(Wab) ⊆ A. Daraus
ergibt sich
d(a, A) = d(a, c) = d(a, b) + ρ(bc),
woraus sofort (1.1) folgt.
Nach Definition von d(a, A) gilt d(a, v) ≥ d(a, A). Weiter ist d(a, v) ≤ d(a, u) + ρ(uv) =
d(a, A), womit auch (1.2) bewiesen ist. ‖
Mit Hilfe dieses Satzes ko¨nnen wir alle ku¨rzesten Wege, falls sie existieren, von einer Ecke
a = y0 zu allen anderen Ecken des Graphen folgendermaßen berechnen:
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Im ersten Schritt bestimmt man eine Ecke y1, die der Ecke y0 am na¨chsten ist. Dazu setze
man A0 = {y0} und bestimme nach (1.1) ein yi ∈ A0 und ein y1 ∈ A0 mit
d(y0, yi) + ρ(yiy1) = min
x∈A0
y∈A0
{d(y0, x) + ρ(xy)}.
Dann gilt wegen (1.2)
d(y0, y1) = d(y0, yi) + ρ(yiy1) = ρ(y0y1).
Ist k1 = y0y1, so ist W1 = (y0, k1, y1) ein ku¨rzester Weg von y0 nach y1.
Setzt man A1 = A0 ∪ {y1}, so bestimme man im zweiten Schritt nach (1.1) ein yi ∈ A1
und ein y2 ∈ A1 mit
d(y0, yi) + ρ(yiy2) = min
x∈A1
y∈A1
{d(y0, x) + ρ(xy)}.
Dann gilt wegen (1.2)
d(y0, y2) = d(y0, yi) + ρ(yiy2).
Ist k2 = yiy2, so ist W2 =Wi ∪G[k2] ein ku¨rzester Weg von y0 nach y2, wobei W0 = G[{y0}]
gesetzt wird. Man setze A2 = A1 ∪ {y2}.
Ist allgemein Aq−1 = {y0, y1, . . . , yq−1}, und sind W0,W1, . . . ,Wq−1 die gewa¨hlten ku¨rze-
sten Wege von y0 nach yi fu¨r i = 0, 1, . . . , q−1, so bestimme man im q-ten Schritt nach (1.1)
ein yi ∈ Aq−1 und ein yq ∈ Aq−1 mit
d(y0, yi) + ρ(yiyq) = min
x∈Aq−1
y∈Aq−1
{d(y0, x) + ρ(xy)}. (1.3)
Dann gilt wegen (1.2)
d(y0, yq) = d(y0, yi) + ρ(yiyq). (1.4)
Ist kq = yiyq, so ist Wq = Wi ∪ G[kq] ein ku¨rzester Weg von y0 nach yq. Es wird Aq =
Aq−1 ∪ {yq} gesetzt.
Man stoppe den Algorithmus, wenn i) Aq = E gilt, oder ii) ρ(xy) = ∞ fu¨r alle x ∈ Aq
und y ∈ Aq ist. Im Fall ii) ist der Graph nicht zusammenha¨ngend.
Bei der gerade beschriebenen Methode wurden sta¨ndig Rechnungen wiederholt. Der ei-
gentliche Algorithmus von Dantzig und Dijkstra, den wir jetzt notieren wollen, vermeidet
alle unno¨tigen Wiederholungen.
2. Algorithmus
Algorithmus von Dantzig und Dijkstra
Es sei G = (E,K, ρ) ein schlichter, bewerteter Graph und y0 ∈ E.
0) Man setze t0(y0) = 0, t0(y) =∞ fu¨r y 6= y0 und A0 = {y0}.
1) Fu¨r y ∈ A0 setze man
t1(y) = min{t0(y), t0(y0) + ρ(y0y)}
und wa¨hle ein y1 ∈ A0 mit t1(y1) = miny∈A0{t1(y)}.
Man setze A1 = A0 ∪ {y1}, und es gilt t1(y1) = d(y0, y1).
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2) Fu¨r y ∈ A1 setze man
t2(y) = min{t1(y), t1(y1) + ρ(y1y)}
und wa¨hle ein y2 ∈ A1 mit t2(y2) = miny∈A1{t2(y)}.
Man setze A2 = A1 ∪ {y2}, und es gilt t2(y2) = d(y0, y2).
· · ·
q) Fu¨r y ∈ Aq−1 setze man
tq(y) = min{tq−1(y), tq−1(yq−1) + ρ(yq−1y)}
und wa¨hle ein yq ∈ Aq−1 mit tq(yq) = miny∈Aq−1{tq(y)}.
Man setze Aq = Aq−1 ∪ {yq}, und es gilt tq(yq) = d(y0, yq).
Man stoppe den Algorithmus beim ersten s ∈ N mit ts(y) = ∞ fu¨r alle y ∈ As−1 oder
As = E.
Wir zeigen nun, daß tatsa¨chlich tq(yq) = d(y0, yq) gilt. Setzt man fu¨r y ∈ Aq−1
tq(y) = min
x∈Aq−1
{d(y0, x) + ρ(xy)},
so folgt aus (1.3) und (1.4) sofort
tq(yq) = min
y∈Aq−1
{tq(y)} = min
x∈Aq−1
y∈Aq−1
{d(y0, x) + ρ(xy)} = d(y0, yq).
Bemerkung 1.12. Man u¨berlegt sich leicht, daß die Komplexita¨t des Algorithmus von
Dantzig und Dijkstra O(n2) betra¨gt, womit ein effizienter Algorithmus vorliegt.
Definition 1.22. Ein Graph ohne Kreise heißt Wald, ein zusammenha¨ngender Graph ohne
Kreise heißt Baum. (Ba¨ume und Wa¨lder werden im na¨chsten Kapitel ausfu¨hrlich diskutiert.)
Vereinigt man beim Algorithmus von Dantzig und Dijkstra alle Wege W1,W2, ..., so entsteht
ein Baum, denn bei jedem Schritt wird ein schon vorhandener Baum mit einer neuen Ecke
durch genau eine Kante verbunden, so daß niemals ein Kreis entsteht. Dieser Baum heißt
Entfernungsbaum von G bezu¨glich y0. Die im Entfernungsbaum bezu¨glich y0 eindeutig be-
stimmten Wege (man vgl. Abschnitt 2.1) von y0 nach yq sind ku¨rzeste Wege von y0 nach yq
im vorgegebenen Graphen G. Man beachte, daß ein Entfernungsbaum bezu¨glich einer Ecke
keineswegs eindeutig zu sein braucht.
Bewertete Graphen stellen wir durch sogenannte Bewertungsmatrizen dar.
Definition 1.23. Es sei G = (E,K, ρ) ein schlichter und bewerteter Graph mit der Ecken-
menge E = {x1, x2, . . . , xn}. Die quadratische n× n Matrix
BG = B = (ρ(xixj))
heißt Bewertungsmatrix von G.
Beispiel 1.8. Ein schlichter und bewerteter Graph mit acht Ecken sei durch folgende Be-
wertungsmatrix gegeben:
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x1 x2 x3 x4 x5 x6 x7 x8
x1 ∞ 1 ∞ 2 7 8 5 9
x2 1 ∞ 3 1 ∞ ∞ ∞ 8
x3 ∞ 3 ∞ ∞ ∞ 1 3 7
x4 2 1 ∞ ∞ 6 5 9 6
x5 7 ∞ ∞ 6 ∞ 4 9 5
x6 8 ∞ 1 5 4 ∞ ∞ 4
x7 5 ∞ 3 9 9 ∞ ∞ 3
x8 9 8 7 6 5 4 3 ∞
Mit Hilfe des zweiten Algorithmus kann man sich z.B. einen Entfernungsbaum bezu¨glich
y0 = x1 erzeugen. Einen solchen haben wir hier skizziert. (Zum Einu¨ben dieser Methode
sollte der Leser auch die Entfernungsba¨ume bezu¨glich der anderen Ecken berechnen.)
t t w t t t
t t
x8 x7 x1 x2 x3 x6
x5 x4
3 5 1 3 1
7 1
An diesem Entfernungsbaum erkennt man unmittelbar d(x1, x2) = 1, d(x1, x4) = 2,
d(x1, x3) = 4, d(x1, x6) = 5, d(x1, x7) = 5, d(x1, x5) = 7 und d(x1, x8) = 8.
Bemerkung 1.13. La¨sst man bei einem bewerteten Graphen auch Kanten mit negativen
La¨ngen zu, so fu¨hrt der zweite Algorithmus im allgemeinen nicht zum Ziel. In diesem Fall
muß der Algorithmus von Dantzig und Dijkstra modifiziert werden (man vgl. dazu z.B. das
Lehrbuch von Sachs [2], S. 126 – 128).
Bemerkung 1.14. Fu¨r Digraphen mit positiver Bewertung verla¨uft der zweite Algorithmus
vo¨llig analog.
1.6 Starker Zusammenhang
Definition 1.24. Ein Digraph D′ = (E ′, B′, h′) heißt Teildigraph des Digraphen D =
(E,B, h), in Zeichen D ⊆ D, wenn E ′ ⊆ E, B′ ⊆ B und h′ die Einschra¨nkung von h auf die
Menge B′ ist. Analog zu Definition 1.9 erkla¨rt man orientierte Kantenfolgen
Z = (a0, k1, a1, k2, . . . , ap−1, kp, ap) = (a0, a1, . . . , ap) = a0a1 · · · ap
von a0 nach ap der La¨nge p = L(Z) mit ai ∈ E, ki ∈ B und h(ki) = (ai−1, ai), orien-
tierte Kantenzu¨ge, orientierte Wege, offene und geschlossene orientierte Kantenfolgen und
orientierte Kreise.
Es seien a und b zwei verschiedene Ecken aus D. Gibt es einen Bogen zwischen a und b, so
nennen wir a und b adjazent. Existiert ein orientierter Weg mit der Anfangsecke a und der
Endecke b, so heißt b von a aus erreichbar. Zwei Ecken aus D heißen stark zusammenha¨ngend,
wenn jede von der anderen aus erreichbar ist. Wie im Fall der ungerichteten Graphen ist der
starke Zusammenhang eine A¨quivalenzrelation auf der Eckenmenge. Sind E1, E2, . . . , Eq die
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disjunkten A¨quivalenzklassen von E(D), so heißen die Teildigraphen D[E1], D[E2], . . . , D[Eq]
starke Zusammenhangskomponenten von D. Dabei versteht man unter D[E ′] den induzier-
ten Teildigraphen von D, der aus den Ecken von E ′ und allen Bogen von D besteht, deren
Anfangs- und Endpunkte in E ′ liegen. Besitzt D genau eine starke Zusammenhangskompo-
nente, so heißt D stark zusammenha¨ngend.
Es sei D ein Digraph, und es seien H1, H2, . . . , Hs die Zusammenhangskomponenten des
untergeordneten Graphen G(D). Versieht man alle Kanten aus H1, H2, . . . , Hs wieder mit
ihrer urspru¨nglichen Orientierung, so erha¨lt man die Komponenten D1, D2, . . . , Ds von D.
Man nennt einen Digraphen D zusammenha¨ngend, wenn er aus nur einer Komponente
besteht.
Sind x, y ∈ E und fu¨gt man zu D einen neuen Bogen k = (x, y) hinzu, so schreiben wir
dafu¨r auch D + k oder D + (x, y).
Ein Digraph ist die Vereinigung seiner Komponenten aber nicht notwendig die Vereinigung
seiner starken Zusammenhangskomponenten.
Analog zum Satz 1.8 bzw. Satz 1.9 von Dirac beweist man die na¨chsten beiden Sa¨tze.
Satz 1.23. Ist D ein Digraph mit max{δ+(D), δ−(D)} > 0, so besitzt D einen orientierten
Kreis.
Satz 1.24. Ist D ein schlichter Digraph mit
t = max{δ+(D), δ−(D)} > 0,
so existiert ein orientierter Kreis C der La¨nge L(C) ≥ t+ 1.
Satz 1.25. Es sei D ein zusammenha¨ngender Digraph. D ist genau dann stark zusam-
menha¨ngend, wenn jeder Bogen auf einem orientierten Kreis liegt.
Beweis. Ist D stark zusammenha¨ngend und k = (a, b) ein Bogen von D, so existiert ein
orientierter Weg Wba von b nach a, der den Bogen k nicht entha¨lt. Dann ist aber Wba + k
ein orientierter Kreis in D.
Es liege nun jeder Bogen auf einem orientierten Kreis. Es sei D1 eine starke Zusammen-
hangskomponente von D, und wir nehmen an, daß D1 6= D gilt. Da D zusammenha¨ngend
ist, existiert eine Ecke a ∈ E(D) − E(D1), die mit einer Ecke b ∈ E(D1) adjazent ist. Es
gelte o.B.d.A. k = (a, b) ∈ B(D). Da k auf einem orientierten Kreis C liegt, geho¨ren aber die
Ecken aus E(C)∪E(D1) zu einer starken Zusammenhangskomponente. Dieser Widerspruch
liefert das gewu¨nschte Ergebnis. ‖
Mit den wenigen Hilfsmitteln die wir zur Verfu¨gung haben, ko¨nnen wir schon folgenden
interessanten Satz beweisen, der im Zusammenhang mit der Konstruktion von “guten” Ein-
bahnstraßensystemen steht.
Satz 1.26 (Robbins [1] 1939). Ein zusammenha¨ngender Graph G besitzt genau dann eine
stark zusammenha¨ngende Orientierung, wenn G keine Bru¨cken hat.
Beweis. Hat G eine Bru¨cke, so sieht man unmittelbar, daß G keine stark zusammenha¨ngende
Orientierung besitzt.
Nun enthalte G keine Bru¨cke, und es sei H ⊆ G ein kantenmaximaler Teilgraph von G,
der eine stark zusammenha¨ngende Orientierung H∗ besitzt. Ist H 6= G, so gibt es wegen des
Zusammenhangs von G eine Kante k = a1a2 ∈ K(G) −K(H), so daß o.B.d.A. a1 ∈ E(H)
gilt. Da G nach Voraussetzung keine Bru¨cken entha¨lt, liegt k nach Folgerung 1.1 auf einem
24 1 Zusammenhang und Abstand
Kreis C = a1a2 · · · ap−1ap mit ap = a1 von G. Nun sei aj mit 2 ≤ j ≤ p der kleinste
Index mit aj ∈ E(H). Wegen ap = a1 ∈ E(H) existiert ein solcher Index j. Damit geho¨ren
die Kanten a1a2, a2a3, . . . , aj−1aj nicht zu H . Geben wir diesen Kanten die Orientierungen
(a1, a2), (a2, a3), . . . , (aj−1, aj) und fu¨gen diese j − 1 Bogen und die Ecken a2, a3, . . . , aj−1 im
Fall j ≥ 3 zu H∗ hinzu, so erhalten wir eine stark zusammenha¨ngende Orientierung eines
Teilgraphen von G, der H echt umfaßt, was einen Widerspruch zur Kantenmaximalita¨t von
H bedeutet. Daraus folgt H = G, und der Beweis des Satzes ist erbracht. ‖
Definition 1.25. Es seien D1, D2, . . . , Dq die starken Zusammenhangskomponenten eines
Digraphen D. Der sogenannte kondensierte Digraph D∗ von D besitzt die Eckenmenge
E(D∗) = {D1, D2, . . . , Dq}, und (Di, Dj) ist genau dann ein Bogen von D∗, wenn es in D
einen Bogen von Di nach Dj fu¨r i 6= j gibt.
Satz 1.27. Es seien D1, D2, . . . , Dq die starken Zusammenhangskomponenten eines Digra-
phen D mit q ≥ 2. Dann existieren zwei verschiedene starke Zusammenhangskomponenten
Ds und Dt, so daß in Ds kein Bogen hineinfu¨hrt und aus Dt kein Bogen herausfu¨hrt, also
N−(E(Ds))− E(Ds) = ∅ und N+(E(Dt))− E(Dt) = ∅ gilt.
Beweis. Angenommen, es gilt N−(E(Di)) − E(Di) 6= ∅ fu¨r alle i = 1, 2, . . . , q. Dann folgt
δ−(D∗) > 0 fu¨r den kondensierten Digraphen D∗. Daher besitzt D∗ nach Satz 1.23 einen
orientierten Kreis Dj1Dj2 · · ·DjrDj1, womit alle Ecken aus Dj1 ∪ Dj2 ∪ · · · ∪ Djr stark zu-
sammenha¨ngend sind. Das ist ein offensichtlicher Widerspruch, womit es ein s ∈ N gibt,
so daß N−(E(Ds)) − E(Ds) = ∅ gilt. Analog beweist man die Existenz einer Zahl t mit
N+(E(Dt))− E(Dt) = ∅. Wegen q ≥ 2 kann man auch noch s 6= t schließen. ‖
Der Beweis von Satz 1.27 liefert uns sofort folgendes Resultat.
Satz 1.28. Der kondensierte Digraph eines Digraphen entha¨lt keinen orientierten Kreis,
und er besitzt mindestens eine Ecke vom Innengrad Null und mindestens eine Ecke vom
Außengrad Null.
Definition 1.26. Ein Digraph, dessen untergeordneter Graph keinen Kreis besitzt, heißt
Wald; ist der untergeordnete Graph zusa¨tzlich noch zusammenha¨ngend, so ist der Digraph
ein Baum. Ein Digraph D heißt orientierter Wurzelbaum oder orientierter Baum , wenn D
ein Baum ist, und wenn D eine Ecke a besitzt, von der aus alle anderen Ecken erreichbar
sind; die Ecke a nennt manWurzel von D. Insbesondere ist der triviale Graph ein orientierter
Wurzelbaum.
Ist D = (E,B) ein Digraph und a ∈ E, so heißt ein Teildigraph H von D vollsta¨ndig
orientierter Wurzelbaum bezu¨glich a, wenn H ein orientierter Wurzelbaum mit der Wurzel a
ist, und wenn kein orientierter Wurzelbaum H ′ mit der Wurzel a in D existiert mit H ⊆ H ′
und H 6= H ′.
Satz 1.29. Ist D = (E,B) ein orientierter Wurzelbaum mit der Wurzel a und |E| ≥ 2, so
gilt:
i) d−(a) = 0.
ii) d−(x) = 1 fu¨r alle x ∈ E − {a}.
Beweis. i) Unter der Annahme d−(a) > 0 existiert ein Bogen k mit k = (b, a). Da es von
a nach b einen orientierten Weg Wab gibt, der k nicht entha¨lt, ist Wab + k ein orientierter
Kreis, was unserer Voraussetzung widerspricht.
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ii) Angenommen, es gibt eine Ecke b 6= a mit d−(b) ≥ 2. Dann existieren zwei Bogen
k1 = (x, b) und k2 = (y, b) und orientierte Wege von a nach x sowie von a nach y. Damit gibt
es wegen k1 6= k2 im untergeordneten Graphen G(D) zwei verschiedene Wege von a nach b.
Im Widerspruch zur Voraussetzung besa¨ße dann G(D) nach Satz 1.5 einen Kreis.
Da es zu jeder Ecke x 6= a einen orientierten Weg von a nach x gibt, gilt natu¨rlich
d−(x) ≥ 1, womit wir insgesamt d−(x) = 1 fu¨r alle x 6= a gezeigt haben. ‖
Als na¨chstes wollen wir einen effizienten Algorithmus vorstellen, der uns alle starken Zu-
sammenhangskomponenten eines Digraphen liefert. Dazu beno¨tigen wir noch folgende Defi-
nition.
Definition 1.27. Wir nennen einen Digraphen D negativ orientierten Wurzelbaum bezu¨glich
b, wenn D ein Baum ist, und die Ecke b von allen anderen Ecken aus erreichbar ist. Ein
Teilgraph H eines Digraphen D heißt vollsta¨ndig negativ orientierter Wurzelbaum bezu¨glich
b, wenn H ein negativ orientierter Wurzelbaum bezu¨glich b ist, und wenn kein negativ ori-
entierter Wurzelbaum H ′ bezu¨glich b existiert mit H ⊆ H ′ und H 6= H ′.
3. Algorithmus
Algorithmus zur Bestimmung der starken Zusammenhangskomponenten
Es sei D ein Digraph.
1. Man wa¨hle eine Ecke a ∈ E(D).
2. Analog zum 1. Algorithmus bestimme man in D einen vollsta¨ndig orientierten Wur-
zelbaum H+ bezu¨glich a.
3. Analog zum 1. Algorithmus bestimme man in D einen vollsta¨ndig negativ orientierten
Wurzelbaum H− bezu¨glich a.
4. Dann besteht S = E(H+) ∩ E(H−) aus genau denjenigen Ecken, die zu der starken
Zusammenhangskomponente geho¨ren in der a liegt.
Beweis. Ist a ∈ E(D), so sei Z diejenige starke Zusammenhangskomponente von D, die die
Ecke a entha¨lt. Es gilt E(Z) ⊆ E(H+), denn in E(H+) liegen alle Ecken von D, die man
von a aus erreichen kann. Ebenso gilt E(Z) ⊆ E(H−), also E(Z) ⊆ E(H+) ∩ E(H−). Nun
erkennt man leicht E(H+)∩E(H−) ⊆ E(Z), womit der 3. Algorithmus vollsta¨ndig bewiesen
ist. ‖
1.7 Aufgaben
Aufgabe 1.1. Man beweise δ(G)n(G) ≤ d(G) ≤ ∆(G)n(G) fu¨r jeden Graphen G.
Aufgabe 1.2. Es sei p ∈ N und n = 4p + 1. Gibt es einen Graphen G mit E(G) =
{x1, x2, . . . , xn} und d(xi, G) = i fu¨r alle i = 1, 2, . . . , n?
Aufgabe 1.3. Man beweise Bemerkung 1.2.
Aufgabe 1.4. Man beweise Bemerkung 1.4.
Aufgabe 1.5. Man beweise Satz 1.3.
Aufgabe 1.6. Man gebe einen schlichten, 4-regula¨ren Graphen minimaler Ordnung an.
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Aufgabe 1.7. Es sei G ein zusammenha¨ngender Graph und W1,W2 zwei la¨ngste Wege in
G. Man zeige E(W1) ∩ E(W2) 6= ∅.
Aufgabe 1.8. Es sei G ein nicht trivialer Graph. Existieren in G zwei verschiedene Ecken
x, y mit N(x) ∪N(y) = E(G), so beweise man die Ungleichung 2∆(G) ≥ n(G).
Aufgabe 1.9. Ist G ein schlichter Graph mit n(G) ≥ 2, so zeige man:
a) ∆(G)− δ(G) ≤ n(G)− 2.
b) In G existieren zwei verschiedene Ecken a, b mit d(a,G) = d(b, G).
Aufgabe 1.10. Fu¨r schlichte Graphen G zeige man:
a) Aus ∆(G) + δ(G) + 1 ≥ n(G) folgt κ(G) = 1.
b) Besteht G aus zwei Komponenten, die beide nicht regula¨r sind, so gilt n(G) ≥ ∆(G)+
δ(G) + 3.
Aufgabe 1.11. Gibt es einen schlichten Graphen G mit κ(G) = 3, n(G) = 12, δ(G) = 3
und ∆(G) = 4?
Aufgabe 1.12. Es sei G ein schlichter Graph mit n(G) = 5, m(G) = 8, und es bedeute τi
die Anzahl der Ecken vom Grade i in G.
a) Man berechne τ0, τ1 und τi fu¨r i ≥ 5. Man zeige 1 ≤ τ4 ≤ 2 und berechne τ4 − τ2.
b) Man gebe einen Graphen G1 mit τ4(G1) = 1 und einen Graphen G2 mit τ4(G2) = 2
an.
Aufgabe 1.13. Es sei G ein schlichter, zusammenha¨ngender Graph der Ordnung n mit
δ(G) ≥ 2. Besitzt G eine Bru¨cke, so beweise man die Ungleichung 2m(G) ≤ (n−3)(n−4)+8.
Aufgabe 1.14. Es sei G ein schlichter Graph der Ordnung n und q ∈ N mit 2 ≤ q ≤ n. Ist
δ(G) ≥ bn
q
c, so zeige man κ(G) ≤ q − 1.
Aufgabe 1.15. Es sei G ein schlichter Graph der Ordnung 2q. Besitzt G keine Dreiecke
(d.h. keine Kreise der La¨nge 3), so beweise man die Abscha¨tzung m(G) ≤ q2.
Aufgabe 1.16. Man zeige, daß es genau 11 paarweise nicht isomorphe schlichte Graphen
der Ordnung 4 gibt.
Aufgabe 1.17. Es sei G ein schlichter, zusammenha¨ngender Graph, der nicht vollsta¨ndig ist.
Im Fall n(G) ≥ 3 zeige man, daß es drei verschiedene Ecken a, b, c aus G gibt mit ab ∈ K(G),
bc ∈ K(G), aber ac 6∈ K(G).
Aufgabe 1.18. Es sei G ein zusammenha¨ngender Graph der Ordnung n(G) ≥ 2. Ist d(a,G)
fu¨r jede Ecke a ∈ E(G) gerade, so zeige man 2κ(G− a) ≤ d(a,G) fu¨r alle a ∈ E(G).
Aufgabe 1.19. Es sei G ein schlichter Graph der Ordnung n mit κ vollsta¨ndigen Kompo-
nenten. Ist n ≡ r (modκ) mit 0 ≤ r < κ, so zeige man
m(G) ≥ 1
2κ
(n− r)(n+ r − κ).
Aufgabe 1.20. Es sei d1, d2, . . . , dn eine Folge nicht negativer ganzer Zahlen, deren Summe
gerade ist. Man zeige, daß es einen Graphen (Schlingen und Mehrfachkanten sind zugelassen)
G mit der Gradsequenz d1, d2, . . . , dn gibt.
Aufgabe 1.21. Welche der nachstehenden Folgen sind Gradsequenzen schlichter Graphen?
i) 4, 3, 3, 3, 2, 2, 2, 1
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ii) 8, 7, 6, 5, 4, 3, 2, 2, 1
iii) 5, 5, 5, 3, 3, 3, 3, 3
iv) 5, 4, 3, 2, 1, 1, 1, 1, 1, 1, 1, 1
v) 8, 7, 7, 5, 4, 3, 2, 1, 1, 1
vi) 11, 9, 9, 7, 7, 7, 7, 4, 4, 4, 3, 3, 3, 3, 2, 2, 2, 1, 1, 1
vii) 14, 13, 12, 11, 11, 8, 8, 8, 8, 8, 3, 3, 2, 2, 2, 2, 1
Aufgabe 1.22. Ist eine gegebene Folge eine Gradsequenz einen schlichten Graphen, so kon-
struiere man mit Hilfe des Beweises von Satz 1.14 einen effektiven Algorithmus, der einen
entsprechenden schlichten Graphen liefert.
Aufgabe 1.23. Ist eine gegebene Folge eine Gradsequenz eines Multigraphen, so konstruiere
man mit Hilfe der Sa¨tze 1.15 und 1.16 einen effektiven Algorithmus, der einen entsprechenden
Multigraphen liefert.
Aufgabe 1.24. Man beweise die Sa¨tze 1.23 und 1.24.
Aufgabe 1.25. Ist G ein schlichter, zusammenha¨ngender Graph, so zeige man me(G) +
me(G) ≥ 3.
Aufgabe 1.26. Ist G ein zusammenha¨ngender Graph vom Maximalgrad ∆ ≥ 3, so zeige
man
n(G) ≤ ∆(∆− 1)
dm(G) − 2
∆− 2 .
Aufgabe 1.27. Es sei G ein schlichter Graph der Ordnung n(G) ≥ 5. Sind G und G zusam-
menha¨ngend, so beweise man die Abscha¨tzung dm(G) + dm(G) ≤ n(G) + 1.
Aufgabe 1.28. Es sei G ein schlichter Graph ohne Kreise der La¨nge 3. Ist δ(G) ≥ n(G)+1
4
,
so zeige man, daß G zusammenha¨ngend ist.
Aufgabe 1.29. Ist G ein nicht trivialer selbstkomplementa¨rer Graph, so zeige:
a) G ist zusammenha¨ngend.
b) Besitzt G eine Endecke, so gilt dm(G) = 3.
c) G besitzt ho¨chstens zwei Endecken.
Aufgabe 1.30. Ist G ein schlichter, zusammenha¨ngender Graph mit dm(G) ≥ 3, so zeige
man dm(G) ≤ n(G)− 2δ(G) + 1.
Aufgabe 1.31. Es sei G ein schlichter Graph ohne Kreise der La¨nge 3. Ist δ(G) ≥ 2, so
zeige man, daß G einen Kreis C mit L(C) ≥ 2δ(G) besitzt.
Aufgabe 1.32. Ist D ein nicht trivialer negativ orientierter Wurzelbaum bzgl. b, so zeige
man d+(b,D) = 0 und d+(x,D) = 1 fu¨r alle x ∈ E(D)− {b}.
Aufgabe 1.33. Es seien p, q ≥ 2 gerade Zahlen und G ein schlichter Graph der Ordnung
n = p+ q − 1. Ist ∆(G) ≤ q − 1, so zeige man ∆(G) ≥ p.
Aufgabe 1.34. Es sei D ein schlichter Digraph ohne orientierte Kreise der La¨nge 2. Ist
δ−(D) ≥ 1, so zeige man, daß D einen orientierten Kreis C der La¨nge L(C) ≥ δ−(D) + 2
besitzt.
Kapitel 2
Wa¨lder, Kreise, Faktoren und Geru¨ste
2.1 Ba¨ume, Wa¨lder und Kreise
Definition 2.1. Ein Graph ohne Kreise heißtWald. Ein Wald, der nur aus einer Komponente
besteht, heißt Baum.
Bemerkung 2.1. Die Komponenten eines Waldes sind Ba¨ume. Ein Wald ist notwendig
schlicht.
Aus Folgerung 1.1 ergibt sich sofort
Satz 2.1. Ein Graph ist genau dann ein Wald, wenn jede Kante eine Bru¨cke ist.
Satz 2.2. Ein Multigraph G ist genau dann ein Baum, wenn je zwei verschiedene Ecken
durch genau einen Weg verbunden sind.
Beweis. Ist G ein Baum, so ist G zusammenha¨ngend, und damit lassen sich je zwei Ecken
durch einen Weg verbinden. Ga¨be es einen zweiten Weg, so besa¨ße G nach Satz 1.5 einen
Kreis, was aber nach Voraussetzung nicht mo¨glich ist.
Existiert umgekehrt zwischen je zwei Ecken genau ein Weg, so ist G zusammenha¨ngend.
Ga¨be es einen Kreis (a1, a2, . . . , ap, a1) der La¨nge p ≥ 2, so wa¨ren (a1, a2, . . . , ap) und (ap, a1)
zwei verschiedene Wege zwischen a1 und ap. ‖
Bemerkung 2.2. Der skizzierte Graph zeigt, daß Satz 2.2 im allgemeinen nicht mehr gilt,
wenn man Schlingen zula¨ßt.
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Satz 2.3. Ein Baum G mit |E(G)| ≥ 2 besitzt mindestens zwei Endecken.
Beweis. Ist W = (a1, a2, . . . , ap) ein la¨ngster Weg in G, so gilt nach Voraussetzung a1 6= ap.
Analog zum Beweis von Satz 1.8 zeigt man leicht d(a1, G) = d(ap, G) = 1. ‖
Definition 2.2. Mit ν = ν(G) bezeichnen wir die Anzahl der Kreise eines Graphen G.
Im Zusammenhang mit dem in Definition 1.12 eingefu¨hrten Index µ(G) beweisen wir nun
eine wichtige Charakterisierung von Wa¨ldern.
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Satz 2.4 (Listing [2] 1862, Ko˝nig [3] 1936). Ist G ein Graph, so gilt:
µ(G) = 0 ⇐⇒ G ist ein Wald (2.1)
0 ≤ µ(G) ≤ ν(G) (2.2)
Beweis. Zuna¨chst beweisen wir (2.1). Ist G ein Wald, so ist nach Satz 2.1 jede Kante eine
Bru¨cke. Daher gilt fu¨r den Nullgraphen T0 := G−K(G) nach Folgerung 1.1
κ(T0) = n(G) = κ(G) +m(G),
woraus sich unmittelbar µ(G) = m(G)− n(G) + κ(G) = 0 ergibt.
Es gelte umgekehrt µ(G) = 0. Angenommen, G besitzt einen Kreis. Liegt die Kante k auf
einem Kreis von G, so folgt aus Satz 1.7
µ(G− k) = m(G− k)− n(G− k) + κ(G− k)
= m(G)− 1− n(G) + κ(G)
= µ(G)− 1 = −1.
Dies ist ein Widerspruch zum Satz 1.11, womit G keinen Kreis besitzt, also G ein Wald ist.
Damit ist (2.1) bewiesen.
Wir beweisen (2.2) durch Induktion nach ν(G). Aus ν(G) = 0 folgt mit (2.1) auch µ(G) =
0. Ist ν(G) ≥ 1 und k eine Kante eines Kreises von G, so ergibt sich (2.2) aus Satz 1.7
induktiv wie folgt:
ν(G) ≥ ν(G− k) + 1 ≥ µ(G− k) + 1
= m(G− k)− n(G− k) + κ(G− k) + 1
= m(G)− 1− n(G) + κ(G) + 1 = µ(G). ‖
Folgerung 2.1. Ist T ein Graph, so sind folgende Aussagen a¨quivalent.
i) T ist ein Baum.
ii) Es gilt κ(T ) = 1 und µ(T ) = 0, also m(T ) = n(T )− 1.
iii) Es gilt κ(T ) = 1 und
∑
x∈E(T ) d(x, T ) = 2n(T )− 2.
Beweis. Wegen Satz 2.4 folgt ii) unmittelbar aus i).
Aus ii) folgt iii): Ist m(T ) = n(T )− 1, so ergibt sich aus dem Handschlaglemma∑
x∈E(T )
d(x, T ) = 2m(T ) = 2n(T )− 2.
Aus iii) folgt i): Ist κ(T ) = 1 und
∑
x∈E(T ) d(x, T ) = 2n(T ) − 2, so folgt zusammen mit
dem Handschlaglemma µ(T ) = 0, womit T nach Satz 2.4 ein Baum ist. ‖
Satz 2.5. Eine Folge d1, d2, . . . , dn≥2 natu¨rlicher Zahlen ist genau dann die Gradsequenz
eines Baumes, wenn
∑n
i=1 di = 2n− 2 gilt.
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Beweis. Ist d1, d2, . . . , dn≥2 die Gradsequenz eines Baumes T , so liefert Folgerung 2.1 iii)
unmittelbar
∑n
i=1 di = 2n− 2.
Die Umkehrung beweisen wir mittels vollsta¨ndiger Induktion nach n ≥ 2. Fu¨r n = 2 folgt
notwendig d1 = d2 = 1, und der Baum K2 besitzt diese Gradsequenz. Nun sei n ≥ 3, und
o.B.d.A. setzen wir d1 ≥ d2 ≥ · · · ≥ dn voraus. Dann folgt aus
∑n
i=1 di = 2n−2 leicht dn = 1
und d1 ≥ 2. Daher besteht die Gradsequenz d1−1, d2, . . . , dn−1 aus n−1 natu¨rlichen Zahlen,
und die Summe ihrer Glieder betra¨gt 2(n− 1)− 2. Nach Induktionsvoraussetzung existiert
ein Baum T ′ mit E(T ′) = {x1, x2, . . . , xn−1}, so daß d(x1, T ′) = d1− 1 und d(xi, T ′) = di fu¨r
i = 2, 3, . . . , n− 1 gilt. Fu¨gt man nun zu T ′ eine neue Ecke xn hinzu und verbindet xn mit
x1 durch eine Kante, so erha¨lt man einen Baum T , der die Ausgangsfolge d1, d2, . . . , dn als
Gradsequenz besitzt. ‖
Definition 2.3. Ein Graph G, der die Gleichung µ(G) = ν(G) erfu¨llt, heißt Kaktusgraph.
Satz 2.6. Ein Graph G ist genau dann ein Kaktusgraph, wenn alle Kreise von G paarweise
kantendisjunkt sind.
Beweis. Es gelte µ(G) = ν(G). Angenommen, es gibt zwei Kreise C1 und C2 mit k ∈
K(C1) ∩K(C2). Dann gilt fu¨r G′ = G− k wegen (2.2)
µ(G)− 1 = µ(G′) ≤ ν(G′) < ν(G)− 1,
was einen Widerspruch zur Voraussetzung bedeutet.
Umgekehrt seien nun alle Kreise C1, C2, . . . , Cr von G kantendisjunkt. Wa¨hlt man aus
jedem Kreis eine Kante ki ∈ K(Ci), so folgt aus (2.1)
0 = µ
(
G−
r⋃
i=1
{ki}
)
= µ(G)− r
und damit µ(G) = r = ν(G). ‖
Satz 2.7. Ist G ein schlichter Kaktusgraph, so gilt
a) 2m(G) ≤ 3n(G)− 3,
b) δ(G) ≤ 2.
Beweis. a) Da G schlicht ist, besitzt jeder Kreis mindestens drei Kanten, und nach Satz 2.6
sind alle Kreise kantendisjunkt. Daher gilt
m(G) ≥ 3ν(G) = 3µ(G)
= 3m(G)− 3n(G) + 3κ(G)
≥ 3m(G)− 3n(G) + 3,
woraus a) unmittelbar folgt.
b) Die Annahme δ(G) ≥ 3, liefert zusammen mit Teil a) und dem Handschlaglemma
folgenden Widerspruch:
3n(G)− 3 ≥ 2m(G) =
∑
x∈E(G)
d(x,G) ≥ 3n(G). ‖
In (2.1) haben wir gezeigt, daß µ(G) = 0 gleichbedeutend ist mit ν(G) = 0. Nun beweisen
wir:
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Satz 2.8. Ist G ein Graph, so gilt:
µ(G) = 1 ⇐⇒ ν(G) = 1
Beweis. Ist ν(G) = 1, so folgt aus Satz 2.4 sofort µ(G) = 1.
Ist µ(G) = 1, aber ν(G) > 1, so existieren nach Satz 2.6 zwei Kreise mit einer gemeinsamen
Kante k. Dann besitzt G− k nach Satz 1.5 einen Kreis. Aus Satz 1.7 erhalten wir aber
µ(G− k) = m(G)− 1− n(G) + κ(G) = 0,
womit wir einen Widerspruch zu (2.1) hergestellt haben. ‖
Bemerkung 2.3. Fu¨r µ(G) ≥ 2 ist Satz 2.8 im allgemeinen nicht mehr richtig. Denn zum
Beispiel gilt fu¨r den Multigraphen G, der aus zwei Ecken und p ≥ 1 parallelen Kanten
besteht, µ(G) = p− 1 und ν(G) = 1
2
p(p− 1).
Definition 2.4. Ist G ein Graph, so bezeichnen wir mit τi = τi(G) die Anzahl der Ecken
vom Grad i in G und mit Γ(G) die Menge seiner Endecken, also |Γ(G)| = τ1(G).
Satz 2.9. Fu¨r jeden Graphen G gilt
2τ0(G) + τ1(G) + 2(µ(G)− κ(G)) =
∆(G)∑
i=3
(i− 2)τi(G). (2.3)
Beweis. Aus dem Handschlaglemma folgt
τ1 + 2τ2 +
∆∑
i=3
iτi =
∑
x∈E(G)
d(x) = 2m = 2µ− 2κ + 2n
= 2µ− 2κ+ 2τ0 + 2τ1 + 2τ2 + 2
∆∑
i=3
τi,
woraus sich sofort (2.3) ergibt. ‖
Aus diesem Satz erha¨lt man leicht eine weitere Charakterisierung von Ba¨umen.
Satz 2.10. Ein nicht trivialer zusammenha¨ngender Graph G ist genau dann ein Baum, wenn
gilt:
τ1(G) = 2 +
∆(G)∑
i=3
(i− 2)τi(G) (2.4)
Beweis. Nach Voraussetzung gilt κ(G) = 1 und τ0(G) = 0.
Ist G ein Baum, so liefert Folgerung 2.1 µ(G) = 0, womit sich (2.4) sofort aus (2.3) ergibt.
Gilt umgekehrt (2.4), so muß wegen (2.3) notwendig µ(G) = 0 gelten, womit G nach
Folgerung 2.1 ein Baum ist. ‖
Satz 2.10 liefert unmittelbar eine Verallgemeinerung von Satz 2.3.
Folgerung 2.2. Ist G ein nicht trivialer Baum, so gilt
τ1(G) ≥ max{2,∆(G)}
und τ1(G) = 2 genau dann, wenn τi(G) = 0 fu¨r i ≥ 3, also wenn G ein Weg ist.
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Beispiel 2.1. Eine Anwendung in der Chemie. Kohlenwasserstoffmoleku¨le der Form
CjH2j+2 heißen Alkane. Bekanntlich ist die Wertigkeit eines Kohlenstoffatoms 4 und die
eines Wasserstoffatoms 1. Fassen wir die Kohlenstoffatome C und die Wasserstoffatome H
als Ecken eines Graphen G auf, so gilt:
Alle Alkane CjH2j+2 haben Baumstruktur.
Beweis. Den j Kohlenstoffatomen ordnen wir die Ecken a1, a2, . . . , aj mit d(ai, G) = 4 und
den 2j+2 Wasserstoffatomen die Ecken b1, b2, . . . , b2j+2 mit d(bi, G) = 1 zu. Natu¨rlich fassen
wir G als zusammenha¨ngenden Graphen auf. Nun gilt
τ1(G) = 2j + 2 = 2 +
∆(G)∑
i=3
(i− 2)τi(G),
womit G nach Satz 2.10 ein Baum ist. ‖
Beispiel 2.2. Ist G ein schlichter Graph mit δ(G) ≥ 2, so gilt folgende Erweiterung von
Satz 1.8:
ν(G) ≥ µ(G) ≥ 1
2
∆(G)(δ(G)− 1) (2.5)
Beweis. Da G schlicht ist, gilt n(G) = n ≥ ∆ + 1. Daraus ergibt sich zusammen mit (2.2)
und dem Handschlaglemma:
2ν ≥ 2µ = 2m− 2n+ 2κ =
∑
x∈E(G)
d(x)− 2n+ 2κ
≥ ∆+ (n− 1)δ − 2n + 2 = n(δ − 2) + ∆− δ + 2
≥ (∆ + 1)(δ − 2) + ∆− δ + 2 = ∆(δ − 1). ‖
Satz 2.11. Fu¨r den vollsta¨ndigen Graphen Kn mit n ≥ 3 gilt
ν(Kn) =
n∑
i=3
n!
2i(n− i)! =
n!
2
n∑
i=3
1
i(n− i)! . (2.6)
Beweis (Harary, Manvel [1] 1971). Jedem Kreis der La¨nge p ordnen wir 2p orientierte Kreise
mit einer Wurzel zu, indem man nach Anfangsecke und Orientierung unterscheidet. Fu¨r
3 ≤ p ≤ n betra¨gt im Kn die Anzahl der orientierten Kreise der La¨nge p mit Wurzel
n(n− 1) · · · (n− (p− 1)) = n!
(n− p)! ,
denn bei der Wahl der Wurzel hat man n Mo¨glichkeiten, bei der Wahl der na¨chsten Ecke
n−1 Mo¨glichkeiten usw. und bei der Wahl der p-ten Ecke n− (p−1) Mo¨glichkeiten. Folglich
ergibt sich fu¨r die Anzahl der Kreise der La¨nge p im Kn die Zahl
n!
2p(n−p)! und daraus durch
Summation die Formel (2.6). ‖
Analog zum Beweis von (2.6) zeigten Harary und Manvel [1] fu¨r den vollsta¨ndigen bipar-
titen Graphen Kr,s mit r ≤ s (man vgl. Definition 4.5)
ν(Kr,s) =
r!s!
2
r∑
i=2
1
i(r − i)!(s− i)! . (2.7)
2.2 Faktoren gleicher Parita¨t 33
Fu¨r alle schlichten Graphen fanden Golovko und Khomenko [1] 1972 eine Formel fu¨r die
Anzahl der Kreise, die von der Adjazenzmatrix des Graphen abha¨ngt. Als Spezialfall dieses
Resultats wollen wir die Anzahl der Dreiecke (d.h. Kreise der La¨nge 3) eines schlichten
Graphen bestimmen.
Satz 2.12. Ist G = (E,K) ein schlichter Graph mit der Eckenmenge E = {x1, x2, . . . , xn},
und ist A = (m(xi, xj)) = (aij) die Adjazenzmatrix von G, so gelten folgende Aussagen:
i) Fu¨r p ∈ N gibt das (i, j)-Element der Matrix Ap, das wir mit apij bezeichnen, die
Anzahl der Kantenfolgen der La¨nge p von xi nach xj an (mit Beru¨cksichtigung des
Anfangspunktes und des Durchlaufsinns).
ii) Das Element a3ii in A
3 gibt die doppelte Anzahl der Dreiecke an, die durch die Ecke xi
gehen. Daraus ergibt sich sofort, daß die Anzahl der Dreiecke 1
6
Spur(A3) betra¨gt.
Beweis. i) Wir fu¨hren den Beweis von i) mittels Induktion nach p, wobei die Aussage fu¨r
p = 1 nach Definition der Adjazenzmatrix richtig ist.
Wegen Ap+1 = ApA gilt
ap+1ij =
n∑
r=1
apirarj . (2.8)
Die Kantenfolgen der La¨nge p + 1 von xi nach xj erha¨lt man auf folgende Weise. Man
bestimme zuna¨chst die Anzahl der Kantenfolgen der La¨nge p von xi zu jeder Ecke xr (r = i
und r = j sind natu¨rlich zugelassen). Diese Anzahl wird nach Induktionsvoraussetzung durch
apir gegeben. Daher ist a
p
irarj die Anzahl der Kantenfolgen der La¨nge p+1 von xi nach xj mit
xr als vorletzte Ecke. Summiert man u¨ber alle Ecken xr, so erha¨lt man die gesuchte Anzahl,
die mit (2.8) u¨bereinstimmt.
ii) Nach i) ist a3ii die Anzahl der Kantenfolgen der La¨nge 3 von xi nach xi. Da G schlicht
ist, bildet eine solche Kantenfolge aber notwendig ein Dreieck, und jedes Dreieck ist eine
solche Kantenfolge. Ein Dreieck mit der Anfangsecke xi wurde aber in (2.8) doppelt geza¨hlt,
womit a3ii die doppelte Anzahl der Dreiecke angibt, die durch xi gehen. ‖
2.2 Faktoren gleicher Parita¨t
Definition 2.5. Ein Teilgraph T eines zusammenha¨ngenden Graphen G heißt Geru¨st (span-
nender Baum oder Baumfaktor) von G, wenn T ein Baum mit E(T ) = E(G) ist.
Der nun folgende Satz, der sich sofort aus Satz 1.7 durch sukzessives “zersto¨ren” aller
Kreise ergibt, geht auf Kirchhoff [1] zuru¨ck.
Satz 2.13 (Kirchhoff [1] 1847). Jeder zusammenha¨ngende Graph besitzt ein Geru¨st.
Die Abscha¨tzung µ(G) ≤ ν(G) aus Satz 2.4 fu¨r die Anzahl der Kreise eines Graphen
befindet sich implizit auch schon in der grundlegenden Abhandlung von Kirchhoff [1] aus
dem Jahre 1847.
Definition 2.6. Sind A und B zwei Mengen, so definieren wir durch
A4B = (A−B) ∪ (B − A)
die symmetrische Differenz der beiden Mengen.
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Definition 2.7. Es sei G ein Graph. Haben alle Ecken von G geraden (oder ungeraden)
Grad, so nennt man G einen geraden (oder ungeraden) Graphen.
Ein Faktor von G, der ein gerader (oder ungerader) Graph ist, wird auch gerader (oder
ungerader) Faktor von G genannt.
Sind F und H zwei Faktoren von G, so daß d(x, F ) genau dann gerade ist, wenn d(x,H)
gerade ist fu¨r alle x ∈ E(G), so nennt man F und H Faktoren gleicher Parita¨t.
Sind F und H zwei Faktoren von G, so definiert man die symmetrische Differenz F4H
von F und H als denjenigen Faktor von G, der die Kantenmenge K(F )4K(H) besitzt.
Hilfssatz 2.1. Sind F und H zwei Faktoren eines Graphen G, so gilt
d(x, F4H) ≡ d(x, F ) + d(x,H) (mod 2)
fu¨r alle x ∈ E(G).
Beweis. Es sei x ∈ E(G) eine beliebige Ecke von G. Weiter seien s und r die Anzahl der ge-
meinsamen Schlingen und Kanten (die keine Schlingen sind) in F undH , die mit x inzidieren.
Dann folgt die Behauptung unmittelbar aus der folgenden Identita¨t:
d(x, F4H) = d(x, F ) + d(x,H)− 2r − 4s. ‖
Im Jahre 1936 zeigte Ko˝nig [3], daß die Anzahl der geraden Faktoren eines Graphen
G gleich 2µ(G) ist. Dabei werden zwei Faktoren eines Graphen G mit der Eckenmenge
E = {1, 2, . . . , n} genau dann als verschieden angesehen, wenn ein Eckenpaar i, j mit i 6= j
existiert, das in einem Faktor adjazent ist, in dem anderen jedoch nicht.
Satz 2.14 (Ko˝nig [3] 1936). In einem Graphen G betra¨gt die Anzahl der geraden Faktoren
genau 2µ(G).
Beweis. Zuna¨chst nehmen wir an, daß der Graph G zusammenha¨ngend ist. Nach Satz 2.13
besitzt G dann ein Geru¨st T . Da T ein Baum ist, folgt aus (2.1)
|K(T )| = m(T ) = n(T )− 1 = n(G)− 1
und damit
|K(G)−K(T )| = m(G)−m(T ) = m(G)− n(G) + 1 = µ(G).
Setzt man
A = {A|A ⊆ K(G)−K(T )},
so gilt bekanntlich |A| = 2µ(G). Weiter sei F die Menge der geraden Faktoren von G. Zum
Beweis der Aussage werden wir zeigen, daß die Abbildung h : F −→ A mit h(F ) = K(F )−
K(T ) fu¨r alle F ∈ F bijektiv ist.
Seien F1, F2 ∈ F mit h(F1) = h(F2). Wegen Hilfssatz 2.1 ist F14F2 ∈ F . Aus
K(F1)−K(T ) = h(F1) = h(F2) = K(F2)−K(T )
ergibt sich dann K(F14F2) ⊆ K(T ). Da T ein Baum ist, folgt daraus aber K(F14F2) = ∅,
womit F1 = F2 gilt. Daher ist die Abbildung h injektiv.
Sei nun A ∈ A. Ist A = ∅, so ist A = h(G0), wobei G0 ∈ F der Nullgraph mit E(G0) =
E(G) ist. Ist A 6= ∅, so sei A = {k1, k2, . . . , kr} mit r ≥ 1. Nach Satz 2.2 ko¨nnen wir zu
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jedem i ∈ {1, 2, . . . , r} einen Kreis Ci wa¨hlen mit K(Ci) ∩ A = {ki}. Fu¨r 1 ≤ i ≤ r sei Hi
der gerade Faktor von G mit K(Hi) = K(Ci). Nach Hilfssatz 2.1 ist
H = H14H24 · · ·4Hr
ein gerader Faktor, und es gilt h(H) = A. Daher ist h auch surjektiv, und der Satz ist
bewiesen, falls G zusammenha¨ngend ist.
Hat G nun κ ≥ 2 Komponenten G1, G2, . . . , Gκ, so gilt offensichtlich
2µ(G) = 2µ(G1) · 2µ(G2) · · · 2µ(Gκ).
Wendet man den Satz von Ko˝nig auf jede Komponente von G an, so zeigt diese Identita¨t
die Richtigkeit des Satzes auch fu¨r unzusammenha¨ngende Graphen. ‖
Folgerung 2.3 (Ahrens [1] 1897). Ist G ein zusammenha¨ngender Graph, so gilt
ν(G) ≤ 2µ(G) − 1. (2.9)
Im Jahre 1976 charakterisierten Maurer [1] sowie Mateti und Deo [1] alle schlichten Gra-
phen, fu¨r die in (2.9) die Gleichheit gilt.
Sie zeigten, daß genau diejenigen schlichten und zusammenha¨ngenden Graphen (2.9) mit
Gleichheit erfu¨llen, die man auf einen der folgenden fu¨nf Graphen “reduzieren” kann:
K1, K3, K4, K3,3 oder K4 − l,
wobei l eine beliebige Kante des K4 ist. Dabei wird bei der Reduktion folgendes getan. Es
werden sukzessive die Endecken entfernt, bis keine mehr vorhanden sind. Ist a eine Ecke
vom Grad 2 und sind die beiden Nachbarn x und y nicht adjazent, so wird die Ecke a
aus dem Graphen entfernt und die Kante xy hinzugenommen. Dieser Prozeß wird solange
durchgefu¨hrt, bis es keine solchen Ecken a mehr gibt.
Beispielsweise kann man alle Ba¨ume auf den K1 oder alle Kreise auf den K3 reduzieren.
Reid [1] bestimmte 1976 diejenigen Komplementa¨rgraphen von Ba¨umen mit den wenigsten
Kreisen und Zhou [1] 1988 die mit den meisten Kreisen. Entringer und Slater [1] zeigten 1981,
daß bei vorgegebener Differenz von Ecken- und Kantenzahl immer kubische Graphen mit
maximaler Anzahl von Kreisen existieren.
Definition 2.8. Ist T ein Baum, und sind u und v zwei verschiedene Ecken von T , so
sei T [u, v] derjenige Faktor von T , der genau die Kanten des eindeutigen Weges (man vgl.
Satz 2.2) von u nach v in T entha¨lt.
Es sei G ein zusammenha¨ngender Graph und U ⊆ E(G) eine Eckenmenge gerader Kar-
dinalita¨t. Im folgenden bezeichnen wir mit AG(U) die Menge der Faktoren H von G, die
die Eigenschaft d(u,H) ungerade fu¨r u ∈ U und d(v,H) gerade fu¨r v ∈ E(H)− U besitzen.
Damit ist AG(U) eine Menge von Faktoren gleicher Parita¨t.
Satz 2.15 (McKee, Volkmann [1] 2009). Es sei T ein Baum. Ist U ⊆ E(T ) eine Ecken-
menge gerader Kardinalita¨t, so gilt |AT (U)| = 1.
Beweis. Ist U = {u1, u2, . . . , u2r}, so ist
H = T [u1, u2]4T [u3, u4]4 · · ·4T [u2r−1, u2r]
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wegen Hilfssatz 2.1 ein Faktor von G mit der Eigenschaft d(u,H) ungerade fu¨r u ∈ U und
d(v,H) gerade fu¨r v ∈ E(H)− U .
Damit haben wir |AT (U)| ≥ 1 nachgewiesen. Sind nun H1 und H2 zwei Faktoren aus
AT (U), so ist H14H2 nach Hilfssatz 2.1 ein gerader Faktor von T . Da T ein Baum ist, folgt
daraus aber K(H14H2) = ∅ und damit H1 = H2. Dies zeigt uns das gewu¨nschte Ergebnis
|AT (U)| = 1. ‖
Folgerung 2.4 (Itai, Rodeh [1] 1978). Ist G ein zusammenha¨ngender Graph, so besitzt
jedes Geru¨st von G genau einen Faktor dessen Parita¨t mit derjenigen von G u¨bereinstimmt.
Hilfssatz 2.2 (McKee, Volkmann [1] 2009). Es sei G ein zusammenha¨ngender Graph.
Ist H ∈ AG(U), so gilt
AG(U) = {H4F |F ist ein gerader Faktor von G}.
Beweis. Ist H ∈ AG(U), so ist wegen Hilfssatz 2.1 H4F ∈ AG(U) fu¨r jeden geraden Faktor
F von G. Sind umgekehrt H,H ′ ∈ AG(U), so ist H4H ′ = F nach Hilfssatz 2.1 ein gerader
Faktor von G und somit H ′ = H4F . ‖
Der Satz von Ko˝nig (Satz 2.14), Satz 2.15 und Hilfssatz 2.2 zeigen nun daß die Anzahl der
Faktoren gleicher Parita¨t in einem zusammenha¨ngenden Graphen G immer gleich 2µ(G) ist.
Satz 2.16 (McKee, Volkmann [1] 2009). Ist G ein zusammenha¨ngender Graph und
U ⊆ E(G) eine Eckenmenge gerader Kardinalita¨t, so gilt |AG(U)| = 2µ(G).
Folgerung 2.5 (Little [1] 1976). Ist G ein zusammenha¨ngender Graph gerader Ordnung,
so betra¨gt die Anzahl der ungeraden Faktoren 2µ(G).
Es sei G ein Graph mit κ Komponenten G1, G2, . . . , Gκ. Aus der Identita¨t
2µ(G) = 2µ(G1) · 2µ(G2) · · · 2µ(Gκ)
und Satz 2.16 ergibt sich folgendes Analogon zum Satz von Ko˝nig (Satz 2.14).
Satz 2.17 (McKee, Volkmann [1] 2009). Durch G1, G2, . . . , Gκ seien die Komponenten
eines Graphen G gegeben. Ist U ⊆ E(G) mit der Eigenschaft, dass |U∩E(Gi)| gerade fu¨r alle
i = 1, 2, . . . , κ, dann hat G genau 2µ(G) Faktoren H , die die Eigenschaft d(u,H) ungerade
fu¨r u ∈ U und d(v,H) gerade fu¨r v ∈ E(H)− U besitzen.
2.3 Anzahl der Geru¨ste
Wir wenden uns nun der Frage zu, wieviel verschiedene Geru¨ste ein Graph besitzt. Im Falle
eines vollsta¨ndigen Graphen ist dieses Problem gleichbedeutend mit der Bestimmung aller
verschiedenen Ba¨ume mit einer festen Eckenzahl. Dabei werden zwei Ba¨ume mit derselben
Eckenmenge E = {1, 2, . . . , n} genau dann als verschieden angesehen, wenn ein Eckenpaar
i, j mit i 6= j existiert, das in einem der beiden Ba¨ume adjazent ist, in dem anderen jedoch
nicht. Bei dieser Betrachtung werden also die verschiedenen Ba¨ume geza¨hlt, nicht aber die
Isomorphietypen. In diesem Sinne besitzt z.B. der K3 genau drei verschiedene Geru¨ste (man
vgl. die Skizze).u u u u u u u u u
1 2 3 1 3 2 2 1 3
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Im Jahre 1889 bewies Cayley [4] folgende Anzahlformel, die er in Zusammenhang mit
gewissen Determinanten brachte, die 1860 schon bei Borchardt [1] auftraten.
Satz 2.18 (Cayley [4] 1889). Der vollsta¨ndige Graph Kn besitzt genau n
n−2 verschiedene
Geru¨ste.
Wir wollen das Cayleysche Ergebnis nicht direkt beweisen, sondern mit Hilfe des soge-
nannten Matrix-Geru¨st-Satzes, der uns eine Formel liefert, mit der man die Anzahl der
Geru¨ste eines beliebigen Graphen bestimmen kann. Auch der Matrix-Geru¨st-Satz befindet
sich der Idee nach in der mehrfach erwa¨hnten Abhandlung von Kirchhoff [1] aus dem Jah-
re 1847. Er wurde spa¨ter mehrmals wiederentdeckt und neu bewiesen. Ein klarer, auf dem
Determinantensatz von Cauchy-Binet beruhender Beweis wurde 1954 von Trent [1] geliefert.
Wir werden fu¨r diesen Satz einen Induktionsbeweis geben, den man in dem Buch von
Sachs [2] findet. Dieser Beweis schließt sich an eine Arbeit von Hutschenreuther [1] aus dem
Jahre 1967 an und macht nur von elementaren Determinantensa¨tzen Gebrauch.
Vorbereitend behandeln wir einige einfache Manipulationen von quadratischen Matrizen.
Ist M = (aij) eine quadratische n×n Matrix, so bezeichnen wir mit |M | die Determinante
von M .
Die (n− 1)× (n− 1) Matrix Mi entstehe aus M durch Streichen der i-ten Zeile und i-ten
Spalte, wobei die urspru¨ngliche Numerierung beibehalten wird. Fu¨r i 6= j sei
Mij = (Mi)j , (2.10)
womit Mij durch Streichen der i-ten und j-ten Zeilen und Spalten entsteht.
Ersetzt man in M das Element aii durch 1 und die restlichen Elemente der i-ten Spalte
durch Nullen, so schreiben wir fu¨r die neue Matrix M∗i .
M i entstehe aus M , indem man das Element aii durch aii − 1 ersetzt.
Dem Entwicklungssatz entnehmen wir sofort
|Mi| = |M∗i |. (2.11)
Weiter sieht man leicht fu¨r i 6= j
(Mi)
j = (M j)i, (2.12)
so daß wir dafu¨r kurz M ji schreiben ko¨nnen.
Fu¨r i 6= j unterscheiden sich (Mi)j und(Mi)∗j nur in der j-ten Spalte, und zwar ist die
Summe der j-ten Spalten dieser beiden Matrizen gleich der j-ten Spalte der Matrix Mi.
Daher ergibt sich aus den Rechenregeln (der Linearita¨t) fu¨r Determinanten
|Mi| = |(Mi)j |+ |(Mi)∗j |
und daraus zusammen mit (2.10), (2.11) und (2.12)
|Mi| = |M ji |+ |Mij|. (2.13)
Definition 2.9. Es sei G ein Multigraph und k = ab ∈ K(G). Der neue Multigraph G(k)
entstehe aus G durch Kontraktion der Kante k wie folgt:
Man identifiziere a und b zu einer neuen Ecke u und streiche die dabei auftretenden
Schlingen.
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Hilfssatz 2.3. Es sei G ein Multigraph und k ∈ K(G). Bezeichnen wir mit z(G) die Anzahl
der Geru¨ste von G, so gilt
z(G) = z(G(k)) + z(G− k).
Beweis. Den Geru¨sten von G(k) entsprechen umkehrbar eindeutig diejenigen Geru¨ste von G,
die die Kante k enthalten.
Den Geru¨sten von G− k entsprechen umkehrbar eindeutig diejenigen Geru¨ste von G, die
die Kante k nicht enthalten.
Daraus ergibt sich unmittelbar die Behauptung. ‖
Definition 2.10. Es sei G ein Graph und D = (dij) eine n × n Diagonalmatrix mit dii =
d(xi, G) fu¨r xi ∈ E(G). Ist A die Adjazenzmatrix von G, so heißt B = BG = D − A
Admittanzmatrix von G.
Offenbar bleibt das Hinzufu¨gen oder das Fortlassen von Schlingen fu¨r die Admittanzmatrix
ohne Einfluß. Wegen Bemerkung 1.4 ii) erkennt man sofort, daß die Summen der Spalten-
und Zeilenvektoren der Admittanzmatrix verschwinden.
Sind B(k) bzw. B(k) die Admittanzmatrizen von G
(k) bzw. G − k mit g(k) = {xi, xj}, so
macht man sich fu¨r i 6= j leicht die Gu¨ltigkeit folgender Identita¨ten klar:
(B(k))j = (Bi)j = Bij (2.14)
(B(k))i = (Bi)
j = Bji (2.15)
Satz 2.19 (Matrix-Geru¨st-Satz). Es sei G ein Graph mit E(G) = {1, 2, . . . , n} und n ≥ 2.
Ist BG = B die Admittanzmatrix von G, so gilt fu¨r alle 1 ≤ i ≤ n
z(G) = |Bi|. (2.16)
Insbesondere ist |Bi| unabha¨ngig von i.
Beweis. Da sich weder die Anzahl der Geru¨ste noch die Admittanzmatrix a¨ndern, wenn man
zu G Schlingen hinzufu¨gt oder von G wegnimmt, sei im folgenden o.B.d.A. G ein Multigraph.
Der Beweis des Satzes erfolgt nun durch Induktion nach n = n(G) undm = m(G). Istm = 0,
so ist (2.16) richtig, denn es gilt z(G) = 0 (wegen n ≥ 2) und |Bi| = 0 fu¨r alle 1 ≤ i ≤ n.
Auch im Fall n = 2 gilt (2.16), denn es ist z(G) = m und
|B1| = d(2, G) = m = d(1, G) = |B2|.
Nun sei (2.16) fu¨r alle Multigraphen mit weniger alsm ≥ 1 Kanten bewiesen. Hat G genau
m Kanten und n ≥ 3 Ecken, so unterscheiden wir zwei Fa¨lle.
i) Ist i eine isolierte Ecke, so gilt natu¨rlich z(G) = 0. Es ist aber auch |Bi| = 0, denn die
Summe der Spaltenvektoren von Bi ergibt den Nullvektor, womit die Spaltenvektoren linear
abha¨ngig sind.
ii) Es existiert eine Kante k mit g(k) = {i, j}. Dann folgt aus der Induktionsvoraussetzung,
(2.14) und (2.15):
z(G(k)) = |(B(k))j | = |Bij|
z(G− k) = |(B(k))i| = |Bji |
Daraus ergibt sich zusammen mit dem Hilfssatz 2.3 und (2.13)
z(G) = z(G(k)) + z(G− k) = |Bij|+ |Bji | = |Bi|,
womit der Matrix-Geru¨st-Satz vollsta¨ndig bewiesen ist. ‖
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Aus dem Matrix-Geru¨st-Satz folgt nun sehr leicht die Anzahlformel von Cayley (Satz 2.17).
Beweis. [Beweis von Satz 2.17] Ist Kn der vollsta¨ndige Graph, so liefert die Formel (2.16)
fu¨r n ≥ 2:
z(Kn) =
∣∣∣∣∣∣∣∣∣∣
n− 1 −1 −1 · · · −1
−1 n− 1 −1 · · · −1
−1 −1 n− 1 · · · −1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
−1 −1 −1 · · · n− 1
∣∣∣∣∣∣∣∣∣∣
Subtrahiert man in dieser (n− 1)-reihigen Determinante die erste Spalte von allen anderen
Spalten, so erha¨lt man:
z(Kn) =
∣∣∣∣∣∣∣∣∣∣
n− 1 −n −n · · · −n
−1 n 0 · · · 0
−1 0 n · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . .
−1 0 0 · · · n
∣∣∣∣∣∣∣∣∣∣
Addiert man in dieser Determinante zur ersten Zeile alle anderen Zeilen, so ergibt sich:
z(Kn) =
∣∣∣∣∣∣∣∣∣∣
1 0 0 · · · 0
−1 n 0 · · · 0
−1 0 n · · · 0
. . . . . . . . . . . . . . . . .
−1 0 0 · · · n
∣∣∣∣∣∣∣∣∣∣
= nn−2.
‖
Erfu¨llen zwei natu¨rliche Zahlen s und n die Bedingung 1 ≤ s ≤ n, so sei F (n, s) die Anzahl
der verschiedenen Wa¨lder mit der Eckenmenge E = {1, 2, . . . , n}, die aus s Komponenten
bestehen, wobei die Ecken 1, 2, . . . , s zu verschiedenen Komponenten geho¨ren sollen. In der
schon erwa¨hnten Arbeit von Cayley [4] findet man eine Formel fu¨r F (n, s), die erstmalig
1959 von Re´nyi [1] bewiesen wurde.
Satz 2.20 (Cayley [4] 1889, Re´nyi [1] 1959). Fu¨r 1 ≤ s ≤ n gilt
F (n, s) = snn−s−1.
Beweis (Taka´cs [1] 1990). Fu¨r n > 1 und 1 ≤ s ≤ n beweisen wir zuna¨chst folgende Rekur-
sionsformel
F (n, s) =
n−s∑
j=0
(
n− s
j
)
F (n− 1, s+ j − 1), (2.17)
wobei F (1, 1) = 1 und F (n, 0) = 0 fu¨r n ≥ 1 gilt. Zur Herleitung von (2.17) betrachten
wir einen Wald T mit der Eckenmenge {1, 2, . . . , n}, der aus s Komponenten besteht, wobei
die Ecken 1, 2, . . . , s zu verschiedenen Komponenten geho¨ren sollen. Hat die Ecke 1 den
Eckengrad j in T , so gilt 0 ≤ j ≤ n− s, und die Ecke 1 ist zu j Ecken aus der Eckenmenge
{s + 1, s + 2, . . . , n} adjazent. Nun gibt es (n−s
j
)
Mo¨glichkeiten, um j Nachbarn aus der
Eckenmenge {s+1, s+2, . . . , n} zu wa¨hlen, und der Wald T − 1 der Ordnung n− 1 besteht
aus s + j − 1 Komponenten (man vgl. Aufgabe 2.2), so daß die Ecken 2, 3, . . . , n und die
j Nachbarn von 1 in verschiedenen Komponenten liegen. Die Anzahl solcher Wa¨lder ist
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F (n− 1, s+ j − 1). Addieren wir fu¨r alle mo¨glichen j die Gro¨ßen (n−s
j
)
F (n− 1, s+ j − 1),
so erhalten wir F (n, s), womit (2.17) bewiesen ist.
Mit (2.17) leiten wir die Anzahlformel durch vollsta¨ndige Induktion nach n her, wobei
der Fall n = 1 unmittelbar einleuchtet. Ist n > 1, so gilt nach Induktionsvoraussetzung
F (n− 1, i) = i(n− 1)n−i−2 fu¨r 1 ≤ i ≤ n− 1. Daraus ergibt sich zusammen mit (2.17)
F (n, s) =
n−s∑
j=0
(
n− s
j
)
(s+ j − 1)(n− 1)n−s−j−1
fu¨r alle 1 ≤ s ≤ n. Benutzt man in dieser Gleichung fu¨r j ≥ 1 die Identita¨t
j
(
n− s
j
)
= (n− s)
(
n− s− 1
j − 1
)
,
so folgt aus der binomischen Formel
F (n, s) =
s− 1
n− 1
n−s∑
j=0
(
n− s
j
)
(n− 1)n−s−j
+
n−s∑
j=1
(
n− s
j
)
j(n− 1)n−s−j−1
=
s− 1
n− 1n
n−s +
n− s
n− 1
n−s∑
j=1
(
n− s− 1
j − 1
)
(n− 1)n−s−j
=
s− 1
n− 1n
n−s +
n− s
n− 1
n−s−1∑
i=0
(
n− s− 1
i
)
(n− 1)n−s−1−i
=
s− 1
n− 1n
n−s +
n− s
n− 1n
n−s−1 = snn−s−1. ‖
Setzt man in Satz 2.20 s = 1, so ergibt sich sofort die Anzahlformel aus Satz 2.18.
Im Jahre 1958 zeigten Fiedler und Sedlacek [1], daß der Kp,q (man vgl. Definition 4.5)
genau pq−1qp−1 verschiedene Geru¨ste besitzt. Fu¨r diese Formel gab Abu-Sbeih [1] 1990 einen
neuen Beweis, und er leitete daraus den Satz 2.18 von Cayley her.
2.4 Minimalgeru¨ste
Wir betrachten einmal folgendes praktische Problem:
Es sollen n Orte durch ein Eisenbahnnetz (oder Telefonnetz oder Kanalsystem) verbunden
werden. Fu¨r je zwei Orte seien die (positiven) Kosten, die der Bau einer Direktverbindung
verursachen wu¨rde (oder die Entfernungen zwischen je zwei Orten), bekannt. Das gesuchte
Eisenbahnnetz soll dabei folgenden Bedingungen genu¨gen:
a) Je zwei Orte sind direkt oder durch Schienen, die u¨ber andere Orte fu¨hren, miteinander
verbunden.
b) Verzweigungspunkte befinden sich nur in den Orten, und zwar maximal einer in jedem
Ort.
c) Unter allen Netzen, die den Bedingungen a) und b) genu¨gen, wird dasjenige gesucht,
das die geringsten Baukosten verursacht (oder geringste La¨nge besitzt).
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Der diesem Problem zugeordnete bewertete Graph G ist wegen a) und b) zusammenha¨n-
gend und von der Ordnung n. Daru¨ber hinaus muß G nach c) ein Baum sein, denn besa¨ße G
einen Kreis, so ko¨nnte man eine beliebige Kante dieses Kreises lo¨schen, ohne die Bedingungen
a) und b) zu verletzen, und erhielte so ein Eisenbahnnetz mit geringeren Baukosten (oder
von geringerer La¨nge).
Zur Lo¨sung dieses Problems ko¨nnte man natu¨rlich die Kosten aller Eisenbahnnetze, die
die Bedingungen a), b) und c) erfu¨llen, berechnen und dann das Minimum auswa¨hlen. Dieser
Lo¨sungsvorschlag ist gleichbedeutend mit der Bestimmung aller Geru¨ste in einem vollsta¨n-
digen Graphen, womit nach dem Satz von Cayley die Anzahl der Rechenschritte gro¨ßer als
nn−2 ist. Somit ist diese Methode hochgradig aufwendig und daher im allgemeinen praktisch
nicht durchfu¨hrbar. Im weiteren wollen wir verschiedene Algorithmen vorstellen, die uns das
angesprochene Problem effizient lo¨sen.
Problem (Problem eines Minimalgeru¨stes). Es sei G = (E,K, ρ) ein schlichter, be-
werteter Graph. Gesucht wird ein Minimalgeru¨st T von G, d.h. ein Geru¨st T von G, dessen
Gesamtla¨nge
ρ(T ) =
∑
k∈K(T )
ρ(k)
minimal ist.
Der bekannteste Algorithmus zur Lo¨sung dieses Problems du¨rfte der sogenannte Algorith-
mus von Kruskal [1] aus dem Jahre 1956 sein.
4. Algorithmus
Algorithmus von Kruskal
Es sei G = (E,K, ρ) ein schlichter, bewerteter Graph der Ordnung n = n(G) ≥ 2.
1. Es sei T der leere Graph.
2. Ist K = ∅, so stoppe man den Algorithmus. Ist K 6= ∅, so wa¨hle man eine Kante k ∈ K
minimaler Bewertung, setze K = K − {k} und gehe zu 3.
3. Besitzt der Graph G[K(T ) ∪ {k}] einen Kreis, so gehe man wieder zu 2.
Besitzt der Graph G[K(T ) ∪ {k}] keinen Kreis, so setze man T = G[K(T ) ∪ {k}]. Ist
m(T ) = n(G)− 1, so stoppe man den Algorithmus.
Ist m(T ) < n(G)− 1, so gehe man zu 2.
Im Fall, daß der Algorithmus im 3. Schritt abbricht, ist κ(G) = 1 und T ein Minimalgeru¨st
von G.
Im Fall, daß der Algorithmus im 2. Schritt abbricht, ist G nicht zusammenha¨ngend, womit
kein Geru¨st existieren kann. Daher braucht der Zusammenhang des Ausgangsgraphen nicht
gesondert gepru¨ft werden.
Beweis. 1) Nach Konstruktion ist T ein Wald, womit sich aus (2.1) m(T ) = n(T ) − κ(T )
ergibt. Bricht der Algorithmus im 3. Schritt ab, so erha¨lt man daraus
m(T ) = n(G)− 1 ≥ n(T )− κ(T ) = m(T ),
womit T ein Geru¨st von G sein muß.
Bricht der Algorithmus im 2. Schritt ab, so folgt
n(T )− κ(T ) = m(T ) < n(G)− 1,
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also n(T ) < n(G) oder 1 < κ(T ), womit T kein Geru¨st von G sein kann. In diesem Fall gilt
notwendig κ(G) ≥ 2. Denn wa¨re G zusammenha¨ngend und n(T ) < n(G) oder κ(T ) > 1,
so ga¨be es noch mindestens eine weitere Kante k mit der Eigenschaft, daß G[K(T ) ∪ {k}]
kreislos ist. Das widerspricht aber der Abbruchbedingung im 2. Schritt.
2) Nun sei G zusammenha¨ngend, und die Kanten k1, k2, . . . , kn−1 des Geru¨stes T seien in
dieser Reihenfolge durch den Algorithmus von Kruskal bestimmt worden. Nach Konstruktion
gilt dann notwendig ρ(k1) ≤ ρ(k2) ≤ · · · ≤ ρ(kn−1). Zu zeigen bleibt, daß T ein Minimal-
geru¨st ist. Wir nehmen einmal an, daß T kein Minimalgeru¨st ist. Dann wa¨hlen wir unter
allen Minimalgeru¨sten eines aus, das mit T die meisten Kanten gemeinsam hat. Bezeichnen
wir dieses mit H , so gilt K(H) 6= K(T ). Es sei i der kleinste Index mit ki ∈ K(T ) und
ki 6∈ K(H). Da H ein Geru¨st von G ist, gilt µ(H + ki) = 1, womit der Graph H + ki nach
Satz 2.8 genau einen Kreis besitzt. Auf diesem Kreis liegt notwendig eine Kante l, die nicht
zum Baum T geho¨rt. Daher ist H ′ = (H + ki) − l nach Satz 1.7 ein zusammenha¨ngender
Graph der Ordnung n(G) mit n(G)− 1 Kanten. Das bedeutet aber nach Folgerung 2.1, daß
auch H ′ ein Geru¨st von G ist mit der Bewertung
ρ(H ′) = ρ(H) + ρ(ki)− ρ(l). (2.18)
Da H ein Minimalgeru¨st ist, ergibt sich aus der Identita¨t (2.18) sofort ρ(ki) ≥ ρ(l). Nach
Wahl der Kante ki geho¨ren die Kanten k1, k2, . . . , ki−1 und die Kante l zum Geru¨st H , womit
G[{k1, k2, . . . , ki−1, l}] keinen Kreis besitzt. Daher liefert der Algorithmus von Kruskal die
Ungleichung ρ(ki) ≤ ρ(l) und somit ρ(ki) = ρ(l). Dies zeigt uns zusammen mit (2.18), daß
auch H ′ ein Minimalgeru¨st ist, das aber eine Kante mehr als H mit T gemeinsam hat, was
einen Widerspruch zur Wahl von H bedeutet. ‖
Bemerkung 2.4. Man beachte, daß im Gegensatz zum Algorithmus von Dantzig und Di-
jkstra, beim Algorithmus von Kruskal auch negative Bewertungen zugelassen sind.
Der Algorithmus von Kruskal liefert entsprechend modifiziert auch Maximalgeru¨ste.
Der 4. Algorithmus la¨ßt sich auch auf nicht schlichte und bewertete Graphen anwenden.
Aber in dieser Situation ist es gu¨nstiger, zuna¨chst die Schlingen zu entfernen und bei paral-
lelen Kanten nur eine von minimaler Bewertung im Graphen zu belassen, um dann auf den
verbleibenden schlichten Graphen den Algorithmus von Kruskal anzuwenden.
Bemerkung 2.5. Zum praktischen Gebrauch des 4. Algorithmus ist es im allgemeinen gu¨n-
stig, die m bewerteten Kanten des Graphen der Gro¨ße nach zu ordnen. (Spezielle Sortieral-
gorithmen ermo¨glichen dies mit einem Aufwand von O(m logm).)
Weiter notiere man sich immer die Komponenten des Waldes T . Denn dann kann man den
3. Schritt im 4. Algorithmus auf folgende Weise schnell durchfu¨hren. Liegen die Endpunkte
der Kante k in einer Komponente von T , so besitzt G[K(T ) ∪ {k}] einen Kreis, und in
allen anderen Fa¨llen besitzt G[K(T )∪ {k}] keinen Kreis. Diese Entscheidung kann man mit
n Abfragen treffen. Da man ho¨chstens m solche Abfragen ta¨tigt, ist die Komplexita¨t des
Algorithmus von Kruskal O(n ·m), womit dieser Algorithmus effizient ist.
Liegt ein schlichter, bewerteter Graph als Skizze vor, so la¨ßt sich der 4. Algorithmus be-
sonders schnell durchfu¨hren, denn dann erkennt man die Komponenten des Waldes T ohne
Schwierigkeiten. Wir wollen nun ein Beispiel durchrechnen, bei dem der Graph durch eine
“halbe” Bewertungsmatrix gegeben ist. Bei einer halben Bewertungsmatrix eines schlichten,
bewerteten Graphen werden nur die Bewertungen oberhalb der Hauptdiagonalen eingetra-
gen, wodurch der Graph auch vollsta¨ndig bestimmt ist.
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Beispiel 2.3. Ein schlichter, bewerteter Graph sei durch folgende halbe Bewertungsmatrix
gegeben.
a1 a2 a3 a4 a5 a6 a7 a8 a9
a1 ∞ 7 -2 6 2 1 2 1
a2 ∞ 4 6 2 -1 2 3
a3 ∞ -1 5 6 5 5
a4 6 1 -1 ∞ 4
a5 7 6 8 9
a6 4 5 3
a7 7 8
a8 -2
a9
Man bestimme mit Hilfe des Algorithmus von Kruskal ein Minimalgeru¨st und skizziere es.
Lo¨sung. Das Ordnen der bewerteten Kanten erledigen wir in diesem Beispiel durch “schar-
fes” Hinsehen.
Als erste Kante wa¨hlen wir k1 = a1a4, setzen T = T1 = G[{k1}] und notieren mit E(T1) =
{a1, a4} die Ecken der einzigen Komponente von T .
Als zweite Kante wa¨hlen wir k2 = a8a9, deren Endpunkte in keiner Komponente von T
liegen. Wir setzen daher T = G[{k1, k2}] und notieren mit E(T2) = {a8, a9} die Ecken der
zweiten Komponente des Waldes T .
Als dritte Kante wa¨hlen wir k3 = a2a7, setzen T = G[{k1, k2, k3}], was offensichtlich
mo¨glich ist und notieren mit E(T3) = {a2, a7} die Ecken der dritten Komponente von T .
Als vierte Kante wa¨hlen wir k4 = a3a5, setzen T = G[{k1, k2, k3, k4}] und notieren E(T4) =
{a3, a5}.
Als fu¨nfte Kante wa¨hlen wir k5 = a4a7. Da a4 zu T1 und a7 zu T3 geho¨ren, setzen wir
T = G[{k1, k2, . . . , k5}]. Nun sind die Komponenten T1 und T3 zu einer Komponente zusam-
mengewachsen, und wir notieren mit E(T1) = {a1, a2, a4, a7} die Ecken der neuen Kompo-
nente T1 von T und streichen die Komponente T3.
Fu¨gt man nun die Kante a1a7 zu T hinzu, so entsteht offensichtlich ein Kreis, womit diese
Kante gestrichen werden muß.
Als sechste Kante wa¨hlen wir k6 = a1a9. Mit dieser Kante wachsen die Komponenten T1
und T2 zu einer Komponente T1 mit E(T1) = {a1, a2, a4, a7, a8, a9} zusammen, so daß wir
T = G[{k1, k2, . . . , k6}] setzen ko¨nnen und T2 streichen mu¨ssen.
Als siebte Kante wa¨hlen wir k7 = a4a6. Mit dieser Kante vergro¨ßert sich die Komponente
T1 um die Ecke a6 zu
E(T1) = {a1, a2, a4, a6, a7, a8, a9}.
Daher ko¨nnen wir T = G[{k1, k2, . . . , k7}] setzen.
Nun besteht T aus den Komponenten T1 und T4 mit E(T4) = {a3, a5}. Man erkennt nun
leicht, daß mit den folgenden Kanten in T1 ein Kreis entsteht: a1a6, a1a8, a2a6, a2a8, a2a9,
a6a9, a2a4, a4a9 und a6a7. Daher sind diese Kanten zu streichen.
Die na¨chst gro¨ßte Kante mit der Bewertung 5 ist k8 = a3a6 mit der T1 und T4 zu einem
Baum mit 8 Kanten zusammenwachsen, womit G[{k1, k2, . . . , k8}] ein gewu¨nschtes Minimal-
geru¨st ist. ‖
Das gefundene Minimalgeru¨st, das wir nun skizzieren werden, ist keineswegs eindeutig.
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Bemerkung 2.6. Praktiker ko¨nnte gegen die vorgeschlagene Verfahrensweise zur Bestim-
mung eines Eisenbahnnetzes mit geringsten Baukosten (oder ku¨rzester La¨nge) den Einwand
erheben, daß im allgemeinen schon gewisse Eisenbahnverbindungen bereits vorhanden sein
werden, die natu¨rlich mitbenutzt werden sollen. In einem solchen Fall setze man die Kosten
und damit die Bewertungen schon vorhandener Verbindungen mit Null an und verfahre sonst
wie gehabt.
Ein Konkurrenzverfahren zum 4. Algorithmus wurde 1957 von Prim [1] entwickelt. Aus-
gehend von einer beliebigen Ecke y0 eines bewerteten Graphen G la¨ßt Prim einen Baum
wachsen, indem er eine ku¨rzeste Kante k1 sucht, die mit y0 inzidiert und T1 = G[{k1}] setzt.
Danach sucht er eine ku¨rzeste Kante k2, die mit E(T1) und mit E(G)−E(T1) inzidiert und
setzt T2 = G[{k1, k2}]. Dann wird eine ku¨rzeste Kante k3 bestimmt, die mit E(T2) und mit
E(G)−E(T2) inzidiert usw.
Diese Vorgehensweise haben wir schon im 1. Kapitel algorithmisch erfaßt. Denn der Algo-
rithmus von Prim la¨uft analog zum Algorithmus von Dantzig und Dijkstra, wobei allerdings
die dort auftretenden Additionen wegfallen. Auch im Algorithmus von Prim wird der Graph
G o.B.d.A. als schlicht vorausgesetzt.
5. Algorithmus
Algorithmus von Prim
Sei G = (E,K, ρ) ein bewerteter Graph der Ordnung n und y0 ∈ E.
0) Man setze A0 = {y0} und T0 = A0.
1) Fu¨r y ∈ A0 setze man t1(y) = ρ(y0y) und wa¨hle ein y1 ∈ A0 mit
t1(y1) = min
y∈A0
{t1(y)}.
Man setze A1 = A0 ∪ {y1}, und ist k1 die zugeho¨rige Kante von A0 nach y1, so setze
man T1 = G[{k1}].
2) Fu¨r y ∈ A1 setze man t2(y) = min{t1(y), ρ(y1y)} und wa¨hle ein y2 ∈ A1 mit
t2(y2) = min
y∈A1
{t2(y)}.
Man setze A2 = A1 ∪ {y2}, und ist k2 die zugeho¨rige Kante von A1 nach y2, so setze
man T2 = G[{k1, k2}].
. . . . . . . . . . . . . . .
q) Fu¨r y ∈ Aq−1 setze man tq(y) = min{tq−1(y), ρ(yq−1y)} und wa¨hle ein yq ∈ Aq−1 mit
tq(yq) = min
y∈Aq−1
{tq(y)}.
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Man setze Aq = Aq−1 ∪ {yq}, und ist kq die zugeho¨rige Kante von Aq−1 nach yq, so
setze man Tq = G[{k1, k2, . . . , kq}].
Man stoppe den Algorithmus beim ersten i ∈ N mit ti(y) = ∞ fu¨r alle y ∈ Ai−1 oder
Ai = E.
Bricht der Algorithmus mit Ai = E ab, so ist i = n − 1, und der Graph Tn−1 ist ein
Minimalgeru¨st von G.
Bricht der Algorithmus vorher mit ti(y) = ∞ fu¨r alle y ∈ Ai−1 ab, so ist G nicht zusam-
menha¨ngend.
Beweis. 1) Nach Konstruktion ist der Graph Ti fu¨r jedes i ∈ N0 ein Baum mit E(Ti) = Ai
der Ordnung i+ 1. Daher ist im Fall Ai = E notwendig i = n− 1 und Tn−1 ein Geru¨st von
G.
Bricht der Algorithmus aber fu¨r ein i ≤ n− 1 mit ti(y) =∞ fu¨r alle y ∈ Ai−1 ab, so gibt
es keine Kante von E(Ti−1) nach E − E(Ti−1), womit der Graph nicht zusammenha¨ngend
sein kann.
2) Der Nachweis, daß Tn−1 ein Minimalgeru¨st ist, verla¨uft vo¨llig analog zum zweiten Teil
des Beweises des Kruskalschen Algorithmus. ‖
Bemerkung 2.7. Bei zusammenha¨ngenden und bewerteten Graphen kann man auch durch
sukzessives Herausnehmen von la¨ngsten Kanten in Kreisen zu einem Minimalgeru¨st gelangen.
Da diese Methode nur fu¨r Graphen mit sehr wenig Kreisen gu¨nstig ist, bleibt der Beweis
dem Leser u¨berlassen.
Bemerkung 2.8. Um die in Bemerkung 2.7 vorgeschlagene Methode algorithmisch durch-
zufu¨hren, beno¨tigt man ein Verfahren, um in einem Graphen G Kreise aufzuspu¨ren. Dazu
kann man wie folgt vorgehen.
Man entferne zuna¨chst sukzessive alle Endecken, bis zu einem Teilgraphen G′ mit δ(G′) ≥
2. Danach durchlaufe man in G′ einen beliebigen Kantenzug solange, bis man einen ersten
Kreis gefunden hat. Wegen δ(G′) ≥ 2 fu¨hrt dieses Verfahren immer zum Ziel. Nun entferne
man eine Kante (fu¨r die Methode in Bemerkung 2.7 eine la¨ngste Kante) dieses Kreises. Im
verbleibenden Graphen nehme man wieder sukzessiv alle Endecken heraus usw.
Wegen der A¨hnlichkeit der Algorithmen von Dantzig und Dijkstra sowie von Prim, ko¨nnte
der Verdacht aufkommen, daß ein Minimalgeru¨st mit mindestens einem Entfernungsbaum
u¨bereinstimmt. Daß dies im allgemeinen nicht der Fall ist, zeigt uns das na¨chste Beispiel.
Beispiel 2.4. Zu jeder natu¨rlichen Zahl n ≥ 4 existiert ein zusammenha¨ngender und be-
werteter Graph G = (E,K, ρ) der Ordnung n und ρ(k) > 0 fu¨r alle k ∈ K, so daß jeder
Entfernungsbaum von jedem Minimalgeru¨st verschieden ist.
Beweis. Wir betrachten den skizzierten zusammenha¨ngenden und bewerteten Graphen der
Ordnung n.
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Der 4. oder 5. Algorithmus liefert das skizzierte Minimalgeru¨st, welches im vorliegenden
Fall eindeutig ist.
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Mit Hilfe des Algorithmus von Dantzig und Dijkstra u¨berzeugt man sich leicht, daß jeder
der n mo¨glichen Entfernungsba¨ume mindestens eine Kante der La¨nge 3 entha¨lt, womit jeder
Entfernungsbaum vom Minimalgeru¨st verschieden ist. ‖
Bemerkung 2.9. Im Zusammenhang mit dem Problem von Minimalgeru¨sten schreibt Sed-
lacek in seinem Buch [1]:
“In der Tschechoslowakei hat die Graphentheorie eine lange Tradition. In der Literatur
wird ha¨ufig O. Boruvkas Arbeit [1] aus dem Jahre 1926 zitiert. Darin wird die Methode
beschrieben, wie man das ku¨rzeste Stromnetz fu¨r eine gegebene Gruppe von Sta¨dten finden
kann.”
2.5 Aufgaben
Aufgabe 2.1. Man zeige, daß ein Graph genau dann ein Wald ist, wenn jede Kante eine
Bru¨cke ist.
Aufgabe 2.2. Es sei G = (E,K) ein nicht trivialer Baum. Ist x ∈ E, so zeige man κ(G−x) =
d(x,G).
Aufgabe 2.3. Man zeige, daß alle Alkohole von der Form CjH2j+1OH Baumstruktur haben.
Aufgabe 2.4. Man zeige, daß alle Moleku¨le mit der Summenformel CjH2j genau einen Kreis
besitzen. (Diejenigen Moleku¨le CjH2j, die einen Kreis der La¨nge 2 haben, heißen Alkene.)
Aufgabe 2.5. Es sei p ∈ N und G ein zusammenha¨ngender Graph mit |K(G)| ≥ p. Weiter
sei K ′ ⊆ K(G) mit |K ′| = p und G′ = G − K ′. Ist G′ ein Wald, so zeige man ν(G) ≥
p+ 1− κ(G′).
Aufgabe 2.6. Man bestimme alle nicht isomorphen Ba¨ume mit 6 Ecken.
Aufgabe 2.7. Man bestimme alle schlichten, nicht isomorphen Graphen ohne isolierte Ecken
mit genau 3 Kreisen und 6 Kanten.
Aufgabe 2.8. Man gebe eine einfache Charakterisierung aller Ba¨ume, die die Eigenschaft
besitzen, daß der Abstand zwischen je zwei verschiedenen Endecken ungerade ist.
Aufgabe 2.9. Es sei p ∈ N und G ein schlichter Graph vom Minimalgrad δ(G) ≥ p. Ist T
ein Baum mit p Kanten, so zeige man, daß G einen zu T isomorphen Teilgraphen besitzt.
Aufgabe 2.10. Man bestimme alle schlichten, nicht isomorphen Graphen G ohne isolierte
Ecken mit µ(G) = 1 und n(G) = 5.
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Aufgabe 2.11. Es sei G ein schlichter Graph mit δ(G) ≥ 5. Sind a und b zwei verschiedene
Ecken aus G und G′ = G− {a, b}, so zeige man µ(G′) ≥ 3.
Aufgabe 2.12. Man beweise die Identita¨t (2.7).
Aufgabe 2.13. Man beweise Bemerkung 2.7.
Aufgabe 2.14. Man zeige, daß das Zentrum Z(G) eines Baumes aus einer Ecke oder zwei
adjazenten Ecken besteht.
Aufgabe 2.15. Es sei G ein Baum und W = Wab ein Weg von a nach b in G der La¨nge
L(W ) = 2p mit p ≥ 1. Weiter sei die Eckenmenge A ⊆ E(G) definiert durch
A = {x|x ∈ E(G) und d(a, x) = d(b, x)}.
a) Man zeige, daß im Durchschnitt von A und E(W ) genau eine Ecke liegt.
b) Man zeige, daß der von A induzierte Teilgraph G[A] zusammenha¨ngend ist.
Aufgabe 2.16. Es sei G ein nicht trivialer Baum. Man zeige, daß alle la¨ngsten Wege in G
mindestens eine gemeinsame Ecke besitzen.
Aufgabe 2.17. Man bestimme alle nicht isomorphen, schlichten Graphen G mit n(G) = 15
und m(G) = 17, die aus drei Komponenten G1, G2 und G3 bestehen, die den folgenden
Bedingungen genu¨gen:
i) G1 ist 3-regula¨r.
ii) G2 ist ein Kreis gerader La¨nge.
iii) µ(G3) = 0 und ∆(G3) = 3.
Aufgabe 2.18. Man bestimme alle nicht isomorphen, schlichten Graphen G ohne isolierte
Ecken mit n(G) = 10 und m(G) = 15, die aus drei Komponenten G1, G2 und G3 bestehen,
die den folgenden Bedingungen genu¨gen:
i) G1 ist 4-regula¨r.
ii) G2 ist ein Baum.
iii) G3 ist ein Kreis.
Aufgabe 2.19. Es sei G ein zusammenha¨ngender Graph mit genau einer Ecke maximalen
Grades, µ(G) = 3, δ(G) ≥ 2 und ∆(G) = 4.
a) Man bestimme die Anzahl der Ecken vom Grad 3 in G.
b) Man gebe ein Modell minimaler Ordnung n(G) an.
c) Man konstruiere bis auf Isomorphie alle schlichten Modelle der Ordnung n(G) = 6, die
genau ein Dreieck enthalten.
Aufgabe 2.20. Ist B die Admittanzmatrix eines Graphen, so zeige man unabha¨ngig vom
Beweis des Satzes 2.19, daß die Determinante |Bi| unabha¨ngig von i ist.
Aufgabe 2.21. Es sei G ein Multigraph und BG seine Admittanzmatrix. Ist D eine Orien-
tierung von G und ID die zugeho¨rige Inzidenzmatrix, so zeige man IDI
T
D = BG.
Aufgabe 2.22. Es sei D ein stark zusammenha¨ngender Digraph mit einem schlichten un-
tergeordneten Graphen G = G(D). Weiter existiere eine Ecke a in D, so daß D − a stark
zusammenha¨ngend bleibt, und es gelte m(D) = n(D) + 1. Man beweise ν(G) = 3.
Aufgabe 2.23. Es sei G ein schlichter Graph, der keine Kreise gerader La¨nge besitzt. Man
zeige, daß G ein Kaktusgraph ist.
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Aufgabe 2.24. Es sei G ein schlichter Graph mit mindestens zwei Ecken maximalen Grades,
τ0(G) = 0, τ1(G) = 1 und µ(G) = 2.
a) Man bestimme κ(G).
b) Man berechne τi(G) fu¨r i ≥ 3.
c) Man gebe ein Modell minimaler Ordnung an.
Aufgabe 2.25. IstG ein nicht trivialer Baummit τ2(G) = 0, so zeige man τ1(G) ≥ dn(G)2 e+1.
Aufgabe 2.26. Es sei G ein schlichter, zusammenha¨ngender Kaktusgraph. Sind a und b
zwei Ecken aus G mit dG(a, b) = dm(G), so zeige man max{d(a,G), d(b, G)} ≤ 2.
Kapitel 3
Eulersche Graphen
3.1 Das Ko¨nigsberger Bru¨ckenproblem
Definition 3.1. Es sei G ein zusammenha¨ngender und nicht trivialer Graph. Existiert in G
ein Kantenzug Z mit K(Z) = K(G), also entha¨lt Z alle Kanten des Graphen, so heißt G
semi-Eulerscher Graph und Z Eulerscher Kantenzug . Ist ein solcher Kantenzug Z zusa¨tzlich
geschlossen, so nennen wir Z Eulertour, und der Graph G heißt dann Eulerscher Graph.
Bemerkung 3.1. Jeder Eulersche Graph ist auch semi-Eulersch.
Die in Definition 3.1 gegebenen Graphenklassen sind nach dem produktivsten Mathema-
tiker aller Zeiten, dem Schweizer Genie Leonhard Euler (1707 – 1783) benannt. Mit seiner
bekannten Abhandlung u¨ber das Ko¨nigsberger Bru¨ckenproblem aus dem Jahre 1736 wurde
die Graphentheorie “geboren”. Lassen wir Euler selbst zu Wort kommen.
“... 2. Das Problem, das ziemlich bekannt sein soll, war folgendes: Zu Ko¨nigsberg in Preus-
sen ist eine Insel A, genannt “der Kneiphof”, und der Fluss, der sie umfliesst, teilt sich in
zwei Arme, wie dies aus der Fig. I ersichtlich ist. U¨ber die Arme dieses Flusses fu¨hren sieben
Bru¨cken a, b, c, d, e, f und g. Nun wurde gefragt, ob jemand seinen Spazierweg so einrich-
ten ko¨nne, dass er jede dieser Bru¨cken einmal und nicht mehr als einmal u¨berschreite. Es
wurde mir gesagt, dass einige diese Mo¨glichkeit verneinen, andere daran zweifeln, dass aber
niemand sie erha¨rte. Hieraus bildete ich mir folgendes ho¨chst allgemeine Problem: Wie auch
die Gestalt des Flusses und seine Verteilung in Arme, sowie die Anzahl der Bru¨cken ist, zu
finden, ob es mo¨glich sei, jede Bru¨cke genau einmal zu u¨berschreiten oder nicht.
ff
?
ff
ff
Fig. I
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Alter Pregel
Neuer Pregel
Kneiphof
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e D
c d fC
3. Was das Ko¨nigsberger Problem von den sieben Bru¨cken betrifft, so ko¨nnte man es lo¨sen
durch eine genaue Aufza¨hlung aller Ga¨nge, die mo¨glich sind; denn dann wu¨sste man, ob einer
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derselben der Bedingung genu¨gt oder keiner. Diese Lo¨sungsart ist aber wegen der grossen
Zahl von Kombinationen zu mu¨hsam und schwierig, und zudem ko¨nnte sie in andern Fragen,
wo noch viel mehr Bru¨cken vorhanden sind, gar nicht mehr angewendet werden. Wu¨rde die
Untersuchung in der eben erwa¨hnten Weise gefu¨hrt, so wu¨rde Vieles gefunden, wonach gar
nicht gefragt war; dies ist zweifellos der Grund, warum dieser Weg so beschwerlich wa¨re.
Darum habe ich diese Methode fallen gelassen und eine andere gesucht, die nur so weit
reicht, dass sie erweist, ob ein solcher Spazierweg gefunden werden kann oder nicht; denn ich
vermutete, dass eine solche Methode viel einfacher sein werde.
4. Meine ganze Methode beruht nun darauf, dass ich das U¨berschreiten der Bru¨cken in
geeigneter Weise bezeichne, wobei ich die grossen Buchstaben A,B,C,D gebrauche zur Be-
zeichnung der einzelnen Gebiete, welche durch den Fluss voneinander getrennt sind. Wenn
also einer vom Gebiet A in das Gebiet B gelangt u¨ber die Bru¨cke a oder b, so bezeichne ich
diesen U¨bergang mit den Buchstaben AB, . . .”
Man erkennt deutlich, wie Euler hier implizit die Ecken A,B,C,D sowie die Kanten
AB,AC,AD,BD,CD einfu¨hrt. Graphentheoretisch formuliert fragt das Ko¨nigsberger Bru¨-
ckenproblem danach, ob der links skizzierte Graph KBP einen Eulerschen Kantenzug be-
sitzt. Die ersten Ergebnisse in diesem Abschnitt werden zeigen, daß dies nicht der Fall ist.
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Noch bekannter als das Ko¨nigsberger Bru¨ckenproblem du¨rfte das Problem im Zusammen-
hang mit dem rechts skizzierten Graphen HVN sein. Denn diesen Graphen haben wir alle
wa¨hrend unserer Schulzeit mit dem begleitenden Spruch “das ist das Haus vom Nikolaus”,
ohne den Schreibstift abzusetzen, mit großer Begeisterung zu zeichnen versucht. Daß man
die Kanten des Graphen HVN wirklich in einem Zug skizzieren kann, zeigt der Kantenzug
(1, 2, 3, 4, 5, 2, 4, 1, 5), womit das Haus vom Nikolaus ein semi-Eulerscher Graph ist.
Unser erstes Ergebnis stellt eine sehr scho¨ne und einfache Charakterisierung der Eulerschen
Graphen dar.
Satz 3.1 (Euler [1] 1736, Hierholzer [1] 1873). Es sei G ein nicht trivialer, zusammen-
ha¨ngender Graph. Der Graph G ist genau dann ein Eulerscher Graph, wenn der Grad jeder
Ecke gerade ist.
Beweis. Der Graph G sei Eulersch, und es sei W eine Eulertour von G. Bewegen wir uns
entlang der Eulertour, so liefert jeder Durchgang durch eine Ecke den Beitrag 2 zum Grad
dieser Ecke (dies gilt auch fu¨r den Anfangspunkt von W , da dieser gleichzeitig Endpunkt
von W ist). Da G zusammenha¨ngend ist und K(G) = K(W ) gilt, wurden alle Kanten des
Graphen beru¨cksichtigt. Daher hat jede Ecke a geraden Grad mit d(a,G) ≥ 2.
Hat nun umgekehrt jede Ecke von G geraden Grad, so seiW = a0, k1, a1, . . . , at ein la¨ngster
Kantenzug in G. Da wir W nicht verla¨ngern ko¨nnen, geho¨ren alle mit at inzidenten Kanten
von G zu W . Da nach Voraussetzung d(at, G) gerade ist, folgt at = a0, womit W geschlossen
ist. Ist W keine Eulertour von G, so existiert wegen des Zusammenhangs von G eine nicht zu
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W geho¨rende Kante k in G, die mit einer Ecke vonW inzidiert. Ist k = xai mit 1 ≤ i ≤ t−1,
so ist aber
x, k, ai, ki+1, . . . , at, k1, a1, . . . , ki, ai
ein la¨ngerer Kantenzug in G, was der Wahl von W widerspricht. ‖
Bemerkung 3.2. Euler hat nur gezeigt, daß in einem Eulerschen Graphen alle Ecken von
geradem Grad sind. Den ersten vollsta¨ndigen Beweis von Satz 3.1 gab Hierholzer [1] 1873.
Bemerkung 3.3. Satz 3.1 zeigt, daß weder der GraphKBP noch der GraphHV N Eulersch
ist.
Satz 3.2 (Veblen [1] 1912). Ein nicht trivialer, zusammenha¨ngender Graph G ist genau
dann Eulersch, wenn man ihn in kantendisjunkte Kreise zerlegen kann, d.h. wenn man ihn
als Vereinigung von kantendisjunkten Kreisen darstellen kann.
Beweis. Ist G Eulersch, so hat nach Satz 3.1 jede Ecke geraden Grad. Damit besitzt G nach
Satz 1.8 einen Kreis C, und in G′ = G−K(C) sind wieder alle Ecken von geradem Grad. Auf
die nicht trivialen Komponenten wende man wieder Satz 1.8 an usw. Da der Graph endlich
ist, findet man so eine Zerlegung von G in kantendisjunkte Kreise.
Kann G in kantendisjunkte Kreise zerlegt werden, so hat jede Ecke geraden Grad. Denn
gehen durch eine Ecke a genau j kantendisjunkte Kreise, so gilt d(a,G) = 2j. Da G zusam-
menha¨ngend ist, folgt unsere Behauptung wieder aus Satz 3.1. ‖
Satz 3.3. Jeder zusammenha¨ngende, nicht triviale Graph G besitzt eine geschlossene Kan-
tenfolge, in der jede Kante des Graphen genau zweimal vorkommt.
Beweis. Jeder Kante k von G entsprechend fu¨gen wir eine neue, in G nicht enthaltene Kante
k′ ein, die mit den gleichen Ecken wie k inzidiert. Durch diese Operation ist ein neuer, eben-
falls zusammenha¨ngender Graph G′ entstanden, der doppelt so viel Kanten wie G besitzt,
und in dem jede Ecke geraden Grad hat. Nach Satz 3.1 besitzt G′ eine Eulertour. Ersetzt man
in einer Eulertour von G′ jede neu hinzugefu¨gte Kante k′ durch die entsprechende Kante k
aus G, so erha¨lt man eine geschlossene Kantenfolge von G, die die geforderten Eigenschaften
besitzt. ‖
Bemerkung 3.4. Sind bei einer Messe oder Ausstellung auf beiden Seiten jedes Ganges
Auslagen zu besichtigen, so gibt es immer optimale Mo¨glichkeiten, die Ga¨nge zu durchque-
ren, falls man alles in Augenschein nehmen mo¨chte. Denn nach Satz 3.3 kann man einen
Rundgang so anlegen, daß man jede Seite jedes Ganges genau einmal passiert, um dann zum
Ausgangspunkt zuru¨ckzukehren.
Offen bleibt die Frage, wie man in einem Eulerschen Graphen eine Eulertour findet. Mit
diesem Problem befassen wir uns in einem spa¨teren Abschnitt.
Die na¨chste Anwendung von Satz 3.1 wurde erstmalig 1847 von Listing [1] ohne Beweis
ausgesprochen. Einen vollsta¨ndigen Beweis hat dann 1882 Lucas [1] gegeben.
Satz 3.4 (Listing [1] 1847, Lucas [1] 1882). Es sei p eine natu¨rliche Zahl und G ein
zusammenha¨ngender Graph mit genau 2p Ecken ungeraden Grades.
i) G la¨ßt sich in p kantendisjunkte offene Kantenzu¨ge Z1, Z2, . . . , Zp zerlegen, deren
Anfangs- und Endpunkte die 2p Ecken ungeraden Grades sind.
ii) Ist W1,W2, . . . ,Wr eine Zerlegung von G in r kantendisjunkte Kantenzu¨ge, so gilt
r ≥ p.
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Beweis. i) Die Ecken ungeraden Grades fassen wir zu Paaren (a1, b1), (a2, b2), . . . , (ap, bp)
zusammen und fu¨gen p neue Kanten a1b1, a2b2, . . . , apbp zum Graphen G hinzu. Nach Satz 3.1
ist der so entstandene Graph G′ Eulersch und besitzt eine Eulertour Z. Entfernt man aus Z
die p neuen Kanten, so erha¨lt man die gesuchte Zerlegung von G in p offene kantendisjunkte
Kantenzu¨ge, deren Anfangs- und Endpunkte genau die Ecken ungeraden Grades sind.
ii) Ist a eine Ecke aus G, die von allen Anfangs- und Endpunkten der r Kantenzu¨ge
W1,W2, . . . ,Wr verschieden ist, so liefert jeder Kantenzug einen geraden Beitrag zum Ecken-
grad von a. Da die Kantenzu¨ge W1,W2, . . . ,Wr den Graphen G disjunkt zerlegen, muß
d(a,G) notwendig gerade sein. Daher liefert diese Zerlegung ho¨chstens 2r Ecken ungeraden
Grades, woraus r ≥ p folgt. ‖
Aus den Sa¨tzen 3.1 und 3.4 ergibt sich folgende Charakterisierung der semi-Eulerschen
Graphen.
Folgerung 3.1. Ein zusammenha¨ngender und nicht trivialer Graph ist genau dann semi-
Eulersch, wenn er zwei Ecken oder keine Ecke ungeraden Grades besitzt.
Diese Folgerung zeigt, daß der GraphKBP des Ko¨nigsberger Bru¨ckenproblems keinen Eu-
lerschen Kantenzug besitzen kann, denn alle vier Ecken dieses Graphen sind von ungeradem
Grad.
Wir wollen noch eine weitere Charakterisierung von Eulerschen Graphen vorstellen, die
auf S. Toida [1] und T.A. McKee [1] zuru¨ckgeht.
Satz 3.5 (Toida [1] 1973, McKee [1] 1984). Es seiG ein nicht trivialer, zusammenha¨ngen-
der Graph. Der GraphG ist genau dann Eulersch, wenn jede Kante vonG auf einer ungeraden
Anzahl von Kreisen liegt.
Beweis. Fu¨r beliebige Kanten k, k′ ∈ K(G) sei ν(k,G) die Anzahl von Kreisen in G, die k
enthalten und ν(k, k′, G) die Anzahl von Kreisen in G, die k und k′ enthalten.
Es sei ν(k,G) ungerade fu¨r jede Kante k ∈ K(G). Weiter sei S die Menge der Schlingen
in G und G∗ = G − S. Falls S = K(G) gilt, so ist G Eulersch. Falls S 6= K(G), so ist
ν(k,G∗) = ν(k,G) ungerade fu¨r jede Kante k ∈ K(G∗), und G ist genau dann Eulersch,
wenn G∗ Eulersch ist. Daher kann o.B.d.A. S = ∅ vorausgesetzt werden.
Ist u eine beliebige Ecke von G, so sei ν(u,G) die Anzahl der Kreise in G, die u enthalten.
Da jeder dieser Kreise zwei zu u inzidente Kanten entha¨lt und ν(k,G) ungerade ist fu¨r jede
Kante k, gilt
2ν(u,G) =
∑
k inzident zu u
ν(k,G) ≡ d(u,G) (mod 2).
Somit ist der Grad jeder Ecke in G gerade und G nach Satz 3.1 Eulersch.
Sei nun umgekehrt G Eulersch mit m(G) = m ≥ 1 Kanten. Wir beweisen die Notwendig-
keit mittels vollsta¨ndiger Induktion nach m.
Ist m = 1, so ist die einzige vorhandene Kante k eine Schlinge, und es gilt ν(k,G) = 1.
Sei nun m ≥ 2. Falls G eine Schlinge k besitzt, so ist ν(k,G) = 1, und der Graph G−k ist
ebenfalls Eulersch. Nach Induktionsvoraussetzung gilt also fu¨r jede Kante l ∈ K(G) − {k},
daß ν(l, G− k) = ν(l, G) ungerade ist, womit alles gezeigt ist.
Falls G keine Schlingen besitzt, so sei k = xy ∈ K(G) eine beliebige Kante. Wir betrachten
den Graphen Gk, der durch Kontraktion der Kante k aus G entsteht. Kontraktion der Kante
k bedeutet hier, daß die Kante k gelo¨scht wird, die Ecken x und y zu einer neuen Ecke z
identifiziert werden und eventuell zu k parallele Kanten zu Schlingen an der Ecke z werden.
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Offensichtlich ist der Graph Gk wieder Eulersch mit m(Gk) = m − 1. Es sei λ = m(x, y)
die Anzahl der (parallelen) Kanten zwischen x und y. Damit ist die Anzahl der Kreise der
La¨nge 2 in G, die k enthalten, gleich λ − 1. Weiter sei Kx = {k1, k2, . . . , kt} die Menge der
Kanten in G, die mit x aber nicht mit y inzidieren. Da jeder Kreis der La¨nge ≥ 3 in G, der
k entha¨lt, in Gk zu einem Kreis wird der genau eine Kante aus Kx entha¨lt, gilt
ν(k,G) = (λ− 1) +
t∑
i=1
ν(ki, Gk)− 2 ·
∑
1≤i<j≤t
ν(ki, kj, Gk).
Da nach Induktionsvoraussetzung ν(ki, Gk) fu¨r jedes 1 ≤ i ≤ t ungerade ist, folgt
ν(k,G) ≡ λ− 1 + t (mod 2).
Nach Satz 3.1 ist d(x,G) gerade und wegen d(x,G) = λ + t, ergibt sich daher, daß ν(k,G)
ungerade ist. Da die Kante k beliebig gewa¨hlt war, ist der Beweis vollsta¨ndig erbracht. ‖
3.2 Gute Ecken in Eulerschen Graphen
Wir wollen uns nun mit einer speziellen Klasse von Eulerscher Graphen bescha¨ftigen, die
Ore [1] 1951 vorgestellt hat.
Definition 3.2. Es sei G ein Eulerscher Graph. Besitzt eine Ecke a von G die Eigenschaft,
daß jeder Kantenzug Z von G mit der Anfangsecke a zu einer Eulertour fortgesetzt werden
kann, so nennen wir a gute Ecke.
Ist Z = (a1, k1, a2, . . . , kp, ap+1) ein Kantenzug, so nennt man einen Kantenzug W der
Form W = (a1, k1, a2, . . . , kp, ap+1, l1, b2, . . . , lr, br+1) mit r ≥ 1 eine Fortsetzung von Z.
Satz 3.6 (Ore [1] 1951). Ist G ein Eulerscher Graph und a ∈ E(G), so sind folgende
Aussagen a¨quivalent:
i) a ist eine gute Ecke.
ii) Alle Kreise von G gehen durch die Ecke a.
iii) G− a ist ein Wald.
iv) Es gilt κ(G−a) = d(a,G)−µ(G)−s(a), wobei s(a) die Anzahl der Schlingen bedeutet,
die mit a inzidieren.
Beweis. Aus i) folgt ii). Es sei a eine gute Ecke. Angenommen, es gibt in G einen Kreis C
mit a 6∈ E(C). Nach Satz 3.1 ist dann die Komponente G′ von G −K(C), in der die Ecke
a liegt Eulersch, und es gilt d(a,G) = d(a,G′). Daher kann eine Eulertour von G′ mit der
Anfangsecke a in G nicht mehr fortgesetzt werden, was einen Widerspruch zur Voraussetzung
bedeutet.
Aus ii) folgt i). Gehen alle Kreise von G durch die Ecke a, so betrachte man in G einen
beliebigen Kantenzug mit der Anfangsecke a. Diesen Kantenzug setze man in G so lange
fort, bis ein Kantenzug Z entstanden ist, den man nicht mehr fortsetzen kann. Da jede Ecke
in G geraden Grad hat, muß die Ecke a auch Endecke von Z sein, und fu¨r den Graphen
G′ = G−K(Z) gilt notwendig d(a,G′) = 0. Wa¨re G′ kein Nullgraph, so ga¨be es in G′ einen
Kreis, der nicht durch a ginge. Daher ist Z eine Eulertour von G, also a eine gute Ecke
von G.
Die Bedingungen ii) und iii) sind natu¨rlich a¨quivalent.
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Ein Graph H ist nach Satz 2.4 genau dann ein Wald, wenn µ(H) = 0 gilt. Daraus ergibt
sich die A¨quivalenz von iii) und iv) wie folgt:
0 = µ(G− a) = m(G)− d(a,G) + s(a)− (n(G)− 1) + κ(G− a)
= µ(G)− d(a,G) + s(a) + κ(G− a). ‖
Ist G ein Kreis, so ist natu¨rlich jede Ecke von G eine gute Ecke. Das na¨chste Ergebnis
zeigt uns, daß in allen anderen Fa¨llen ho¨chstens zwei gute Ecken existieren ko¨nnen.
Satz 3.7 (Ba¨bler [2] 1953). Ein Eulerscher Graph G, der kein Kreis ist, besitzt ho¨chstens
zwei gute Ecken.
Beweis. Angenommen, der Graph G besitzt die drei guten Ecken a, b und u. Wegen der
Sa¨tze 3.2 und 3.6 existiert eine Zerlegung von G in kantendisjunkte Kreise C1, C2, . . . , Cr
mit a, b, u ∈ E(Ci) fu¨r 1 ≤ i ≤ r. Da G kein Kreis ist, gilt r ≥ 2. Haben die beiden Kreise
C1 und C2 die Gestalt
C1 = (a, x1, . . . , xp, b, . . . , u, . . . , a),
C2 = (a, y1, . . . , ys, b, . . . , u, . . . , a),
so ist
Z = (a, x1, . . . , xp, b, ys, . . . , y1, a)
ein geschlossener Kantenzug, der die Ecke u nicht entha¨lt. Nach Satz 1.3 gibt es dann auch
einen Kreis C, der die Ecke u nicht entha¨lt, was der Annahme widerspricht, daß u eine gute
Ecke ist. ‖
Satz 3.8 (Ba¨bler [2] 1953). Ist G ein Eulerscher Graph mit einer guten Ecke a, so gilt:
i) d(a,G) = ∆(G).
ii) Jede Ecke b mit d(b, G) = ∆(G) ist eine gute Ecke.
Beweis. i) Es sei C1, C2, . . . , Cr eine Zerlegung von G in r kantendisjunkte Kreise. Da nach
Satz 3.6 jeder dieser Kreise durch die Ecke a geht, ergibt sich d(a,G) = 2r ≥ ∆(G) und
damit die Behauptung.
ii) Es sei C ein beliebiger Kreis von G und C,C2, . . . , Cr eine Zerlegung von G in kanten-
disjunkte Kreise. Dann gilt
d(a,G) = 2r = ∆(G) = d(b, G),
womit auch die Ecke b auf jedem dieser Kreise liegen muß. Insbesondere geho¨rt b zu dem
beliebig gewa¨hlten Kreis C, so daß b nach Satz 3.6 notwendig eine gute Ecke ist. ‖
Analog zu Definition 3.2 und dem Satz 3.6 von Ore, la¨ßt sich auch fu¨r semi-Eulersche
Graphen mit zwei Ecken ungeraden Grades ein Konzept der guten Ecken entwickeln.
Definition 3.3. Es sei G ein semi-Eulerscher Graph mit den zwei Ecken a und b ungeraden
Grades. Kann man jeden Kantenzug aus G mit dem Anfangspunkt a zu einem Eulerschen
Kantenzug fortsetzen, so heißt a gute Ecke.
Satz 3.9. Ist G ein semi-Eulerscher Graph mit den zwei Ecken a und b ungeraden Grades,
so sind folgende Aussagen a¨quivalent:
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i) a ist eine gute Ecke von G.
ii) Alle Kreise von G gehen durch die Ecke b.
iii) G− b ist ein Wald.
iv) In dem Eulerschen Graphen G′ = G+ ab ist b eine gute Ecke.
v) Es gilt κ(G− b) = d(b, G)−µ(G)−s(b), wobei s(b) die Anzahl der Schlingen bedeutet,
die mit b inzidieren.
Beweis. Aus i) folgt ii). Angenommen, es gibt in G einen Kreis C mit b 6∈ E(C). Dann
liegen die beiden Ecken a und b notwendig in der gleichen semi-Eulerschen Komponente H
von G−K(C), und es gilt d(b, G) = d(b,H). Daher kann ein Eulerscher Kantenzug von H
mit der Anfangsecke a in G nicht mehr fortgesetzt werden, da dieser natu¨rlich in b endet.
Offensichtlich folgt iii) aus ii).
Aus iii) folgt iv). Wegen G′ − b = G− b, ist auch G′ − b ein Wald, womit b nach Satz 3.6
eine gute Ecke von G′ ist.
Aus iv) folgt i). Ist G′ = G + k mit k = ab, so kann man nach Satz 3.6 den Kantenzug
(b, k, a) von G′ zu einer Eulertour von G′ fortsetzen, womit jeder Kantenzug Z in G mit der
Anfangsecke a zu einem Eulerschen Kantenzug in G fortsetzbar ist.
Ein Graph H ist nach Satz 2.4 genau dann ein Wald, wenn µ(H) = 0 gilt. Daraus ergibt
sich die A¨quivalenz von iii) und v) wie folgt:
0 = µ(G− b) = m(G)− d(b, G) + s(b)− (n(G)− 1) + κ(G− b)
= µ(G)− d(b, G) + s(b) + κ(G− b). ‖
Bemerkung 3.5. Es sei G ein semi-Eulerscher Graph mit den zwei Ecken a und b ungeraden
Grades. Im Zusammenhang mit den Sa¨tzen 3.7 und 3.8 la¨ßt sich folgendes sagen. Natu¨rlich
besitzt G ho¨chstens zwei gute Ecken. Ist a eine gute Ecke von G, so muß weder a noch b
vom Maximalgrad sein.
Bemerkung 3.6. Semi-Eulersche Graphen mit guten Ecken sind fu¨r Ausstellungen beson-
ders praktisch, denn beginnt der Besucher seine Besichtigungstour in einer guten Ecke, so
muß er sich nur an die Vorschrift halten, an jeder Kreuzung einen Gang zu wa¨hlen, den er
noch nicht benutzt hat, um einen Gesamtu¨berblick zu erhalten.
3.3 Eulersche Digraphen
Definition 3.4. Es sei D ein nicht trivialer, zusammenha¨ngender Digraph. Existiert in D
ein orientierter Kantenzug Z mit B(Z) = B(D), so heißt D semi-Eulerscher Digraph und Z
orientierter Eulerscher Kantenzug. Ist Z zusa¨tzlich geschlossen, so nennen wir Z orientierte
Eulertour und D Eulerschen Digraphen.
Bemerkung 3.7. Jeder Eulersche Digraph ist semi-Eulersch und stark zusammenha¨ngend.
Die na¨chsten beiden Sa¨tze beweist man mit Satz 1.23 vo¨llig analog zu den entsprechenden
Sa¨tzen 3.1 und 3.2.
Satz 3.10. Ein nicht trivialer, zusammenha¨ngender Digraph D ist genau dann Eulersch,
wenn
d+(x,D) = d−(x,D)
fu¨r alle Ecken x aus D gilt.
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Satz 3.11. Ein nicht trivialer, zusammenha¨ngender Digraph ist genau dann Eulersch, wenn
man ihn in bogendisjunkte orientierte Kreise zerlegen kann.
Nun wollen wir ein Analogon zu Folgerung 3.1 herleiten.
Satz 3.12. Ein nicht trivialer und zusammenha¨ngender Digraph D ist genau dann semi-
Eulersch, wenn D Eulersch ist, oder wenn zwei Ecken a, b in D existieren mit
d+(a,D) = d−(a,D) + 1 und d+(b,D) = d−(b,D)− 1 (3.1)
und außerdem d+(x,D) = d−(x,D) fu¨r alle x ∈ E(D)− {a, b} gilt.
Beweis. Es sei D semi-Eulersch und Z = (a1, k1, . . . , ap) ein orientierter Eulerscher Kanten-
zug. Ist a1 = ap, so ist D Eulersch. Ist a1 6= ap, so gilt
d+(a1, D) = d
−(a1, D) + 1 und d+(ap, D) = d−(ap, D)− 1
und d+(x,D) = d−(x,D) fu¨r alle anderen Ecken aus D.
Ist umgekehrt D Eulersch, so ist D semi-Eulersch. Ist fu¨r die Ecken a, b die Bedingung
(3.1) erfu¨llt, so fu¨ge man zu D einen neuen Bogen (b, a) hinzu. Der so entstandene Digraph
ist nach Satz 3.10 Eulersch und besitzt eine orientierte Eulertour. Entfernt man aus dieser
Eulertour den Bogen (b, a), so entsteht ein orientierter Eulerscher Kantenzug von D, womit
D semi-Eulersch ist. ‖
Satz 3.13. Es sei D ein zusammenha¨ngender Digraph, p eine natu¨rliche Zahl und a, b zwei
Ecken aus D mit
d+(a,D)− d−(a,D) = p = d−(b,D)− d+(b,D).
Gilt d+(x,D) = d−(x,D) fu¨r alle Ecken x ∈ E(D) − {a, b}, so existieren p bogendisjunkte
orientierte Wege von a nach b.
Beweis. Fu¨gt man p neue Bogen k1, k2, . . . , kp von b nach a zu D hinzu, so entsteht ein
Digraph D′ mit d+(x,D′) = d−(x,D′) fu¨r alle x ∈ E(D′). Daher besitzt D′ nach Satz 3.10
eine orientierte Eulertour, die o.B.d.A. die Gestalt
Z = (a, . . . , b, k1, a, . . . , b, k2, a, . . . , b, kp, a, . . . , a)
haben mo¨ge. Dieser Darstellung von Z entnehmen wir, daß es in D mindestens p bogendis-
junkte orientierte Kantenzu¨ge von a nach b gibt, aus denen man p bogendisjunkte orientierte
Wege von a nach b auswa¨hlen kann. ‖
Vertiefte Informationen zur Theorie der Eulerschen Graphen findet man in einem von
Fleischner 1983 verfaßten Artikel [2] und vor allen Dingen in den umfassenden Monographien
“Eulerian Graphs and Related Topics” Teil 1 [3] und Teil 2 [4] von Fleischner aus den Jahren
1990 und 1991.
3.4 Das chinesische Brieftra¨gerproblem
Ein Brieftra¨ger verla¨ßt sein Postamt, durchla¨uft die Straßen seines Zustellbereiches mindes-
tens einmal und kehrt am Ende seines Rundganges zum Ausgangspunkt zuru¨ck. Wie hat er
seine Tour anzulegen, damit seine Gesamtstrecke minimal wird? Graphentheoretisch ko¨nnen
wir dieses Problem wie folgt formulieren.
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Problem (Das chinesische Brieftra¨gerproblem). Es sei G = (E,K, ρ) ein zusam-
menha¨ngender, bewerteter Graph mit ρ(k) ≥ 0 fu¨r alle Kanten k ∈ K. Gesucht wird ei-
ne geschlossene Kantenfolge Z von minimaler Gesamtla¨nge mit K(Z) = K. Eine solche
Kantenfolge nennen wir optimal.
Der Name dieses Problems weist auf den chinesischen Mathematiker Kuan [1] hin, der sich
1962 als erster mit diesem Gegenstand bescha¨ftigt hat.
Zur Lo¨sung des chinesischen Brieftra¨gerproblems unterscheiden wir die beiden Fa¨lle, ob
der Graph Eulersch oder nicht Eulersch ist.
1. Fall: G ist ein Eulerscher Graph.
Ist G ein Eulerscher Graph, so ist natu¨rlich jede Eulertour optimal, womit in diesem Fall
das chinesische Brieftra¨gerproblem theoretisch gelo¨st ist.
Offen bleibt die Frage, wie man in einem Eulerschen Graphen eine Eulertour mo¨glichst
effizient konstruiert. Einen Hinweis auf eine solche Konstruktion gibt uns der Beweis von
Satz 3.1. Daher wollen wir den folgenden Algorithmus nach Hierholzer benennen.
6. Algorithmus
Bestimmung einer Eulertour nach Hierholzer
Es sei G ein Eulerscher Graph. Man wa¨hle eine beliebige Ecke x1 und konstruiere von x1
ausgehend einen Kantenzug Z1 von G, den man nicht mehr fortsetzen kann. Da jeder Ecken-
grad von G gerade ist, besitzt Z1 den Endpunkt x1. Ist Z1 eine Eulertour von G, so ist man
fertig.
Ist Z1 keine Eulertour von G, so setze man G1 = G − K(Z1). Da G zusammenha¨ngend
ist, existiert eine Ecke x2 ∈ E(Z1), die mit einer Kante aus G1 inzidiert. Von x2 ausgehend
konstruiere man einen Kantenzug Z2 von G1, den man nicht mehr fortsetzen kann. Die beiden
geschlossenen Kantenzu¨ge Z1 und Z2 setze man zu einem geschlossenen Kantenzug von G
wie folgt zusammen. Man beginne in x1, laufe entlang Z1 bis x2, durchlaufe nun ganz Z2 bis
x2, und dann durchlaufe man die noch verbliebenen Kanten von Z1 bis x1.
Setzt man dieses Verfahren fort, so erha¨lt man nach endlich vielen Schritten eine Eulertour
von G.
Die Korrektheit des 6. Algorithmus ergibt sich unmittelbar aus den vorangegangenen
Untersuchungen.
Bemerkung 3.8. Der 6. Algorithmus la¨ßt sich entsprechend modifiziert auch auf Eulersche
Digraphen anwenden.
Ohne Beweis wollen wir einen zweiten Algorithmus zur Bestimmung einer Eulertour vor-
stellen, der nach Lucas [1] auf Fleury zuru¨ckgeht. Beweise dazu findet man z.B. in den
Bu¨chern von Bondy und Murty [1] oder Chartrand und Lesniak [1].
7. Algorithmus
Fleurys Algorithmus
Es sei G ein Eulerscher Graph.
i) Man wa¨hle eine beliebige Ecke x0 und setze Z0 = (x0).
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ii) Hat man den Kantenzug Zp = (x0, k1, x1, . . . , kp, xp) bestimmt, so wa¨hle man eine
Kante kp+1 ∈ K(G) −K(Zp) nach folgender Vorschrift und verla¨ngere Zp durch kp+1
zu einem Kantenzug Zp+1.
a) Die Kante kp+1 inzidiert mit xp.
b) Die Kante kp+1 ist nur dann eine Bru¨cke von G −K(Zp), wenn es keine andere
Mo¨glichkeit gibt.
iii) Man stoppe den Algorithmus, wenn man ii) nicht mehr durchfu¨hren kann.
Bemerkung 3.9. Die Schwierigkeit beim 7. Algorithmus liegt darin, zu erkennen, ob kp+1
eine Bru¨cke des Restgraphen G −K(Zp) ist. Bei skizzierten Graphen ist dies zwar einfach,
aber bei Graphen, die durch ihre Adjazenzmatrizen gegeben sind, ist dies relativ aufwendig.
2. Fall: G ist kein Eulerscher Graph.
Ist der Graph G zusammenha¨ngend, aber nicht Eulersch, so mu¨ssen einige Kanten mehr-
mals durchlaufen werden, um das chinesische Brieftra¨gerproblem zu lo¨sen. Der folgende Satz
liefert eine Mo¨glichkeit, in einem nicht Eulerschen Graphen, eine optimale Kantenfolge zu
konstruieren.
Satz 3.14 (Goodman, Hedetniemi [1] 1973). Es sei G = (E,K, ρ) ein nicht trivialer,
zusammenha¨ngender, bewerteter und nicht Eulerscher Graph mit ρ(k) > 0 fu¨r alle k ∈ K.
Sind a1, a2, . . . , a2p die Ecken ungeraden Grades von G, so berechne man die La¨ngen dρ(ai, aj)
fu¨r 1 ≤ i < j ≤ 2p und setze
L = min
{ p∑
i=1
dρ(xi, x
′
i)
∣∣∣∣ p⋃
i=1
{xi, x′i} = {a1, a2, . . . , a2p}
}
.
Fu¨gt man die dem Minimum L entsprechenden pWege zu G hinzu, so entsteht ein bewerteter
Eulerscher Graph H , dessen Eulertour eine optimale Kantenfolge in G induziert.
Beweis. Nach Konstruktion ist der bewertete Graph H Eulersch. Nun sei G′ = (E,K ′) ein
beliebiger Eulerscher Graph, der aus G durch Vervielfachung von Kanten (gleicher Bewer-
tung) entstanden ist und K∗ = K ′ − K. Da wir ρ(H) ≤ ρ(G′) zu zeigen haben, genu¨gt es
L ≤ ρ(K∗) nachzuweisen. Setzen wir G∗ = G[K∗] = (E∗, K∗), so gilt fu¨r alle x ∈ E∗
d(x,G∗) = d(x,G′)− d(x,G),
womit G∗ nach Satz 3.1 genau die Ecken a1, a2, . . . , a2p ungeraden Grades besitzt. Mit
G∗1, G
∗
2, . . . , G
∗
r bezeichnen wir alle Komponenten von G
∗, in denen sich Ecken ungeraden
Grades befinden. Nach Satz 3.4 lassen sich diese r Komponenten in p offene Kantenzu¨ge
Z1, Z2, . . . , Zp zerlegen, deren Anfangs- und Endpunkte die Ecken a1, a2, . . . , a2p sind. Haben
die Kantenzu¨ge die Form Zi = (ui, . . . , vi) fu¨r 1 ≤ i ≤ p, so folgt
ρ(K∗) =
∑
k∈K∗
ρ(k) ≥
p∑
i=1
ρ(Zi) ≥
p∑
i=1
dρ(ui, vi) ≥ L,
wobei sich die Absta¨nde dρ(ui, vi) auf unseren Ausgangsgraphen G beziehen. ‖
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Bemerkung 3.10. Benutzt man zur Lo¨sung des chinesischen Brieftra¨gerproblems die in
Satz 3.14 vorgestellte Methode, so kann man zur Berechnung der Gro¨ßen dρ(ai, aj) den 2.
Algorithmus von Dantzig und Dijkstra verwenden. Diesen muß man genau
(
2p
2
)
mal anwen-
den, so daß der Rechenaufwand polynomial bleibt. Das Minimum L muß man aber unter
1·3·5·. . .·(2p−1) mo¨glichen Kombinationen herausfinden, womit der gesamte Rechenaufwand
nicht mehr polynomial in n = n(G) ist.
Ein erster effizienter Algorithmus zur Lo¨sung des chinesischen Brieftra¨gerproblems wur-
de 1973 von Edmonds und Johnson [1] gegeben. Der an diesem schwierigen Algorithmus
interessierte Leser vgl. z.B. Papadimitriou und Steiglitz [1], Lova´sz und Plummer [1] oder
Jungnickel [1].
3.5 Aufgaben
Aufgabe 3.1. a) Kann ein Eulerscher Graph eine Bru¨cke besitzen?
b) Kann ein schlichter, semi-Eulerscher Graph G mit δ(G) ≥ 2 eine Bru¨cke besitzen?
Aufgabe 3.2. Es sei k eine Kante des vollsta¨ndigen Graphen Kn. Fu¨r welche n ≥ 3 ist der
Graph Kn − k semi-Eulersch?
Aufgabe 3.3. Man skizziere einen Eulerschen Graphen G mit minimaler Kanten- und
Eckenzahl, der den Bedingungen n(G) gerade und m(G) ungerade genu¨gt.
Aufgabe 3.4. Es sei G ein nicht trivialer und zusammenha¨ngender Graph. Man zeige, daß
G eine Orientierung D besitzt, die fu¨r alle x ∈ E(D) die Bedingung |d+(x,D)−d−(x,D)| ≤ 1
erfu¨llt.
Aufgabe 3.5. Es sei G ein Eulerscher Graph mit einer ungeraden Anzahl von Kanten m(G),
und die Menge A ⊆ E(G) sei definiert durch
A = {x|x ∈ E(G) mit d(x,G)/2 ungerade}.
Man beweise, daß |A| ungerade ist.
Aufgabe 3.6. Man bestimme alle nicht isomorphen, schlichten Graphen G mit n(G) = 13
und m(G) = 14, die aus drei Komponenten G1, G2 und G3 bestehen, die den folgenden
Bedingungen genu¨gen:
i) G1 ist Eulersch mit ∆(G1) ≥ 4.
ii) µ(G2) = 0 und G2 besitzt genau drei Endecken.
iii) ν(G3) = 3.
Aufgabe 3.7. Man beweise die Sa¨tze 3.10 und 3.11.
Aufgabe 3.8. Man definiere und charakterisiere gute Ecken in Eulerschen Digraphen (man
vgl. Definition 3.2 und die Sa¨tze 3.6–3.8).
Aufgabe 3.9. Es seiKn ein vollsta¨ndiger Graph mit n ≥ 7 und k, l zwei verschiedene Kanten
aus Kn. Welche Bedingungen muß man an k, l und n stellen, damit der Graph Kn − {k, l}
eine semi-Eulersche Orientierung besitzt?
Aufgabe 3.10. Im Zusammenhang mit Satz 3.14 zeige man, daß die p Wege, die man zu G
hinzufu¨gt, um eine optimale Kantenfolge zu erhalten, paarweise kantendisjunkt sind.
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Aufgabe 3.11. Es sei G ein semi-Eulerscher Graph mit den zwei Ecken a und b ungeraden
Grades. Man zeige: Ist G kein Weg und sind a und b gute Ecken von G, so gilt d(a,G) =
d(b, G) = ∆(G), und es gibt keine weiteren Ecken vom Maximalgrad in G.
Aufgabe 3.12. Man beweise die Korrektheit des 7. Algorithmus.
Aufgabe 3.13. Es sei G ein Eulerscher Kaktusgraph. Man zeige, daß jede stark zusam-
menha¨ngende Orientierung von G Eulersch ist.
Aufgabe 3.14. Es sei G ein schlichter Eulerscher Graph vom Maximalgrad ∆(G) = 6.
Ferner gelte µ(G− a) = 0 und κ(G− a) = 2 fu¨r eine Ecke a ∈ E(G). Man berechne d(a,G),
µ(G) und τi(G) fu¨r alle i ≥ 3 und gebe ein Modell minimaler Ordnung an.
Aufgabe 3.15. Es sei G ein nicht trivialer zusammenha¨ngender Kaktusgraph. Man zeige,
daß G genau dann Eulersch ist wenn G keine Bru¨cken besitzt.
Aufgabe 3.16. Man bestimme alle schlichten Eulerschen Graphen der Ordnung n = 8,
die folgende Eigenschaften besitzen. Je zwei Ecken maximalen Grades sind nicht adjazent,
µ(G) = 3 und G besitzt eine gute Ecke.
Aufgabe 3.17. Es sei G ein schlichter, zusammenha¨ngender und bipartiter Graph mit der
Bipartition A,B. Man beweise oder widerlege:
a) Ist G Eulersch, so ist die Ordnung n(G) gerade.
b) Ist G Eulersch, so ist die Gro¨ße m(G) gerade.
c) Ist |A| ≡ |B| (mod 2) und besitzt G genau einen Kreis, so ist die Gro¨ße m(G) gerade.
Kapitel 4
Hamiltonkreise
4.1 Notwendige Bedingungen fu¨r Hamiltonkreise
Im Jahre 1859 hat Sir William Hamilton (1805 – 1865), der in der reinen Mathematik durch
die Einfu¨hrung der Quaternionen bekannt geworden ist, ein Spiel herausgegeben, das auf
dem unten skizzierten Dodekaeder beruht. Eine der von ihm gestellten Aufgaben besteht im
Auffinden eines Kreises, der alle Ecken des Dodekaeders entha¨lt (man vgl. Aufgabe 4.1).
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Definition 4.1. Besitzt ein Graph G einen Kreis C mit der Eigenschaft E(C) = E(G), so
heißt C Hamiltonkreis und G Hamiltonscher Graph .
Besitzt ein Digraph D einen orientierter Kreis C mit der Eigenschaft E(C) = E(D), so
heißt C orientierter Hamiltonkreis und D Hamiltonscher Digraph.
Beispiel 4.1. Auch das uralte und vielbehandelte Problem des Ro¨sselsprunges auf dem
Schachbrett ist gleichbedeutend mit dem Auffinden eines Hamiltonkreises in einem spezi-
ellen Graphen. Dabei handelt es sich um folgendes Problem. Man soll mit dem Springer
alle Felder des Schachbretts genau einmal in einer Zugfolge erreichen und zum Anfangsfeld
zuru¨ckkehren.
Wir definieren den Ro¨sselsprunggraphen R(8) wie folgt. Jedem der 8 × 8 = 64 Felder
lassen wir eine Ecke von R(8) entsprechen und verbinden zwei Ecken durch eine Kante
genau dann, wenn zwischen den entsprechenden zwei Feldern ein Springerzug mo¨glich ist.
Das Ro¨sselsprungproblem ist a¨quivalent damit, in R(8) einen Hamiltonkreis zu finden. Eine
von Euler stammende Lo¨sung geben wir in gewohnter Darstellung und verzichten darauf,
den Graphen R(8) zu skizzieren, was wegen der 168 Kanten auch unu¨bersichtlich wa¨re.
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58 43 60 37 52 41 62 35
49 46 57 42 61 36 53 40
44 59 48 51 38 55 34 63
47 50 45 56 33 64 39 54
22 7 32 1 24 13 18 15
31 2 23 6 19 16 27 12
8 21 4 29 10 25 14 17
3 30 9 20 5 28 11 26
Obwohl die Definitionen fu¨r Eulersche und Hamiltonsche Graphen gewisse A¨hnlichkei-
ten aufweisen, sind die zu untersuchenden Probleme von unterschiedlicher Schwierigkeit.
Wa¨hrend na¨mlich durch Satz 3.1 ein einfaches hinreichendes und notwendiges Kriterium fu¨r
Eulersche Graphen zur Verfu¨gung steht, ist bisher fu¨r Hamiltonsche Graphen keine befriedi-
gende Charakterisierung gelungen. Hinzu kommt, daß das Erkennen Hamiltonscher Graphen
als NP-vollsta¨ndig bekannt ist.
Im vorliegenden Abschnitt untersuchen wir Eigenschaften Hamiltonscher Graphen und Di-
graphen, und danach geben wir verschiedene hinreichende Bedingungen an. Zuvor beno¨tigen
wir noch folgende Begriffe.
Definition 4.2. Es seiG ein Graph. Eine Menge {P1, P2, . . . , Pq} von eckendisjunkten Wegen
in G heißt Wegu¨berdeckung von G, falls E(G) =
⋃q
i=1E(Pi) gilt. Die minimale Anzahl von
eckendisjunkten Wegen mit der man G u¨berdecken kann, heißt Wegu¨berdeckungszahl und
wird mit pi = pi(G) bezeichnet. Ist pi(G) = 1, so nennt man einen Weg P mit E(P ) = E(G)
Hamiltonschen Weg und G heißt semi-Hamiltonscher Graph .
Es sei D ein Digraph. Eine Menge {P1, P2, . . . , Pq} von eckendisjunkten orientierten Wegen
in D heißt orientierte Wegu¨berdeckung von D, falls E(D) =
⋃q
i=1E(Pi) gilt. Die minimale
Anzahl von eckendisjunkten orientierten Wegen mit der man D u¨berdecken kann, heißt
orientierte Wegu¨berdeckungszahl und wird mit pi∗ = pi∗(D) bezeichnet. Ist pi∗(D) = 1, so
nennt man einen orientierten Weg P mit E(P ) = E(D) orientierten Hamiltonschen Weg
und D heißt semi-Hamiltonscher Digraph.
Bemerkung 4.1. Jeder Hamiltonsche Graph ist ein semi-Hamiltonscher Graph und jeder
Hamiltonsche Digraph ist ein semi-Hamiltonscher Digraph.
Definition 4.3. Es sei G ein zusammenha¨ngender Graph. Eine Ecke x aus G heißt Schnitt-
ecke von G, wenn κ(G−x) > 1 gilt. Ein zusammenha¨ngender Graph ohne Schnittecken wird
auch Block (man vgl. Definition 8.1) oder 2-fach eckenzusammenha¨ngend genannt (man vgl.
Definition 14.1).
Jeder Hamiltonsche Graph ist zusammenha¨ngend und besitzt keine Schnittecken.
Satz 4.1. Ist G ein Hamiltonscher Graph, so gilt fu¨r jede nicht leere Eckenmenge S ⊆ E(G)
κ(G− S) ≤ pi(G− S) ≤ |S|.
Beweis. Es sei C ein Hamiltonkreis von G und S = {x1, x2, . . . , xp}. Dann ist C − {x1}
ein Weg, und der Graph C − {x1, x2} besteht aus ho¨chstens zwei Wegen. Induktiv erkennt
man, daß C − {x1, x2, . . . , xp} aus ho¨chstens p Wegen besteht, womit wir pi(C − S) ≤ |S|
nachgewiesen haben. Unsere Behauptung folgt sofort aus der Ungleichung
κ(G− S) ≤ pi(G− S) ≤ pi(C − S) ≤ |S|. ‖
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Beispiel 4.2. Ist G der links skizzierte Graph, so hat der Teilgraph G′ = G − {x, y, z} die
rechts skizzierte Gestalt. Nach Satz 4.1 ist G nicht Hamiltonsch, denn es gilt κ(G′) = 4 >
3 = |{x, y, z}|.
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Definition 4.4. Ein zusammenha¨ngender Graph G heißt 1-tough, falls er fu¨r jede nicht leere
Eckenmenge S ⊆ E(G) die Ungleichung κ(G− S) ≤ |S| erfu¨llt.
Ein zusammenha¨ngender GraphG heißt path-tough, falls er fu¨r jede nicht leere Eckenmenge
S ⊆ E(G) die Ungleichung pi(G− S) ≤ |S| erfu¨llt.
Bemerkung 4.2. Aus Definition 4.4 ergibt sich unmittelbar:
a) Ist ein Graph 1-tough, so ist er auch 2-fach eckenzusammenha¨ngend.
b) Ist ein Graph path-tough, so ist er auch 1-tough.
c) Aus Satz 4.1 folgt: Ist ein Graph Hamiltonsch, so ist er sowohl 1-tough als auch path-
tough.
Satz 4.2. Ein Graph G ist genau dann path-tough, wenn G − x fu¨r jede Ecke x ∈ E(G)
semi-Hamiltonsch ist.
Beweis. Ist G path-tough, so gilt pi(G − x) = 1 fu¨r jede Ecke x ∈ E(G), womit G − x
semi-Hamiltonsch ist.
Ist G−x semi-Hamiltonsch fu¨r jede Ecke x ∈ E(G), so gilt pi(G−S) = 1 fu¨r alle S ⊆ E(G)
mit |S| = 1. Analog zum Beweis von Satz 4.1 ergibt sich daraus auch pi(G − S) ≤ |S| fu¨r
alle S ⊆ E(G) mit |S| ≥ 2, womit G path-tough ist. ‖
Beispiel 4.3. Wir betrachten nun die drei skizzierten Familien von Graphen. Dabei bedeuten
die parallelen Linien, daß die Ecken u, v und x zu allen Ecken der jeweiligen vollsta¨ndigen
Graphen adjazent sind.
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Es ist leicht zu sehen, daß keiner der skizzierten Graphen eine Schnittecke besitzt, womit
alle Graphen aus den drei Familien 2-fach eckenzusammenha¨ngend sind.
Entfernt man aus der Familie (a) die Ecken u und v, so erkennt man, daß diese Graphen
nicht 1-tough und damit auch nicht path-tough und nicht Hamiltonsch sind.
Fu¨r die vollsta¨ndigen Graphen aus der Familie (b) gelte p, q, r ≥ 2 und fu¨r die aus (c)
p, q, r ≥ 3. Unter diesen Voraussetzungen u¨berlegt man sich leicht, daß keiner der skizzierten
Graphen Hamiltonsch ist (man vgl. Aufgabe 4.2).
Entfernt man in (b) die Ecke x, so besitzen die verbleibenden Graphen keinen Hamilton-
schen Weg, womit die urspru¨nglichen Graphen nicht path-tough sind. Man verifiziert ohne
gro¨ßere Mu¨he, daß die Graphen aus (b) aber 1-tough sind (man vgl. Aufgabe 4.3).
Benutzt man Satz 4.2, so sieht man, daß die Graphen aus der Familie (c) path-tough und
damit auch 1-tough sind.
Ein weiterer Graph, der auch path-tough aber nicht Hamiltonsch ist, ist der im Abschnitt
13.1 skizzierte Petersen-Graph.
Analog zu Satz 4.1 beweist man die folgenden Ergebnisse (man vgl. Aufgabe 4.10).
Satz 4.3. Ist G ein semi-Hamiltonscher Graph, so gilt fu¨r alle Eckenmengen S ⊆ E(G)
κ(G− S) ≤ pi(G− S) ≤ |S|+ 1.
Satz 4.4. Ist D ein Hamiltonscher Digraph, so gilt fu¨r alle nicht leeren Mengen S ⊆ E(D)
κ(G(D − S)) ≤ pi∗(D − S) ≤ |S|.
Ist D ein semi-Hamiltonscher Digraph, so gilt fu¨r alle S ⊆ E(D)
κ(G(D − S)) ≤ pi∗(D − S) ≤ |S|+ 1.
4.2 Hinreichende Bedingungen fu¨r Hamiltonkreise
Das erste und bekannteste hinreichende Kriterium fu¨r Hamiltonsche Graphen hat Dirac [2]
1952 gegeben.
Satz 4.5 (Dirac [2] 1952). Ist G ein schlichter Graph mit n(G) ≥ 3 und 2δ(G) ≥ n(G),
so ist G Hamiltonsch.
Diese Bedingung wurde 1960 von Ore [4] durch folgendes Ergebnis verallgemeinert.
Satz 4.6 (Ore [4] 1960). Ist G ein schlichter Graph der Ordnung n(G) ≥ 3, und gilt fu¨r alle
nicht adjazenten Ecken x, y die Ungleichung d(x,G)+d(y,G) ≥ n(G), so ist G Hamiltonsch.
Die Sa¨tze von Dirac und Ore sind eine leichte Folgerung aus dem na¨chsten Resultat.
Satz 4.7 (Lemma von Ore, Ore [4] 1960). Ist G ein schlichter Graph, und erfu¨llen zwei
nicht adjazente Ecken a, b ∈ E(G) die Bedingung d(a,G) + d(b, G) ≥ n(G), so ist G genau
dann Hamiltonsch, wenn G+ ab Hamiltonsch ist.
Beweis. Ist G Hamiltonsch, so ist natu¨rlich auch G+ ab Hamiltonsch.
Nun sei umgekehrt G+ ab Hamiltonsch, n = n(G) und C ein Hamiltonkreis in G+ ab. Ist
ab 6∈ K(C), so ist auch G Hamiltonsch. Ist ab ∈ K(C), so besitzt G einen Hamiltonschen Weg
(a, x1, . . . , xn−2, b). Mit der Voraussetzung d(a,G) + d(b, G) ≥ n folgt, wie wir anschließend
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nachweisen werden, die Existenz einer Zahl p ∈ {1, 2, . . . , n − 3} mit axp+1 ∈ K(G) und
bxp ∈ K(G). Dann ist aber (a, x1, . . . , xp, b, xn−2, xn−3, . . . , xp+1, a) ein Hamiltonkreis in G.
Um die Existenz dieser Zahl p nachzuweisen, setzen wir
A = {i|1 ≤ i ≤ n− 3 mit axi+1 ∈ K(G)},
B = {i|1 ≤ i ≤ n− 3 mit bxi ∈ K(G)}.
Es gilt |A| = d(a,G) − 1 und |B| = d(b, G) − 1, also |A| + |B| ≥ n − 2. Wegen A,B ⊆
{1, 2, . . . , n− 3} ergibt sich schließlich A ∩B 6= ∅. ‖
Beweis. [Beweis von Satz 4.6.] Wegen d(x,G) + d(y,G) ≥ n(G) fu¨r alle nicht adjazenten
Ecken von G kann man diese Ecken nach dem Lemma von Ore paarweise miteinander durch
eine Kante verbinden, ohne dabei die Eigenschaft, daß die Graphen Hamiltonsch sind, zu
vera¨ndern. Da der vollsta¨ndige Graph Kn fu¨r n ≥ 3 natu¨rlich Hamiltonsch ist, haben wir
damit Satz 4.6 bewiesen. ‖
Fu¨r eine erste Anwendung der Sa¨tze 4.1 und 4.5 beno¨tigen wir folgende Begriffe.
Definition 4.5. Es sei G ein Graph und p eine natu¨rliche Zahl. Der Graph G heißt p-partit,
wenn man E(G) in p paarweise disjunkte Eckenmengen E1, E2, . . . , Ep zerlegen kann, so
daß G[Ei] fu¨r alle 1 ≤ i ≤ p Nullgraphen sind. Wir nennen E1, E2, . . . , Ep eine Partition des
p-partiten Graphen G. Damit hat ein p-partiter Graph keine Schlingen, und ein 1-partiter
Graph ist ein Nullgraph.
Im Fall p = 2 spricht man von einem bipartiten Graphen, und man nennt dann E1, E2
auch eine Bipartition.
Ist ein p-partiter Graph G schlicht und gilt xy ∈ K(G) fu¨r alle x ∈ Ei und y ∈ Ej mit
1 ≤ i < j ≤ p, so heißt G vollsta¨ndiger p-partiter Graph, und wir schreiben dafu¨r Kr1,r2,...,rp
mit ri = |Ei|. Im Fall p = 2 spricht man von einem vollsta¨ndigen bipartiten Graphen.
Satz 4.8. Es sei G = Kr1,r2,...,rp ein vollsta¨ndiger p-partiter Graph mit p ≥ 2, n(G) ≥ 3 und
r1 ≤ r2 ≤ · · · ≤ rp. Der Graph G ist genau dann Hamiltonsch, wenn
∑p−1
i=1 ri ≥ rp gilt.
Beweis. Es sei E1, E2, . . . , Ep eine Partition von G mit |Ei| = ri fu¨r i = 1, 2, . . . , p.
Ist G Hamiltonsch, so ergibt sich aus Satz 4.1 mit S = E1 ∪ E2 ∪ · · · ∪ Ep−1
rp = |Ep| = κ(G− S) ≤ |S| =
p−1∑
i=1
ri.
Ist umgekehrt
∑p−1
i=1 ri ≥ rp, so gilt n = n(G) ≥ 2rp und daher fu¨r x ∈ Ei (i = 1, 2, . . . , p)
d(x,G) = n− ri ≥ n− rp ≥ n− n
2
=
n
2
,
also δ(G) ≥ n
2
. Damit ist G nach dem Satz von Dirac (Satz 4.5) Hamiltonsch. ‖
Es gibt in der Literatur eine Fu¨lle interessanter Verallgemeinerungen der Sa¨tze von Dirac
und Ore. Eine von diesen kann ebenfalls mit dem Lemma von Ore bewiesen werden.
Satz 4.9 (Fan [1] 1984). Es sei G ein schlichter und 2-fach eckenzusammenha¨ngender
Graph mit n = n(G) ≥ 3. Gilt fu¨r alle Ecken a, b mit dG(a, b) = 2 die Bedingung
max{d(a,G), d(b, G)} ≥ 1
2
n(G),
so ist G Hamiltonsch.
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Beweis (Tian [1] 1988). Es sei G ein Graph, der die Voraussetzungen des Satzes erfu¨llt.
Zuna¨chst werden wir zeigen, daß wir o.B.d.A. davon ausgehen du¨rfen, daß je zwei Ecken
x und y von G, deren Grad mindestens n/2 ist, durch eine Kante verbunden sind. Ist dies
na¨mlich nicht der Fall, so ko¨nnen wir die Kante xy zu G hinzufu¨gen. Der resultierende Graph
erfu¨llt ebenfalls die Voraussetzungen des Satzes, und er ist nach dem Lemma von Ore genau
dann Hamiltonsch, wenn G Hamiltonsch ist.
Als na¨chstes betrachten wir den Teilgraphen H , der von den Ecken induziert wird, die in
G einen Grad kleiner als n/2 besitzen. Da, falls H leer ist, G vollsta¨ndig und somit auch
Hamiltonsch ist, ko¨nnen wir H als nicht leer voraussetzen. Aufgrund der Gradbedingung
des Satzes sind die Komponenten von H vollsta¨ndig. Denn wa¨re eine Komponente von H
nicht vollsta¨ndig, so ga¨be es in dieser Komponente zwei Ecken u und v vom Abstand 2
mit max{d(u,G), d(v,G)} < n/2, was unserer Voraussetzung widerspricht. Wir werden nun
zeigen, daß zu jeder Komponente J von H ein Weg P (J) in G existiert, dessen innere Ecken
gerade die Ecken aus J sind. Ist na¨mlich J eine triviale Komponente, also |E(J)| = 1 = |{x}|,
so existieren, da G 2-fach eckenzusammenha¨ngend ist, zwei Kanten xy1 und xy2 in G. In
diesem Fall setzen wir P (J) = (y1, x, y2). Ist aber J eine Komponente mit |E(J)| ≥ 2, so
folgt ebenfalls mittels des 2-fachen Eckenzusammenhangs von G die Existenz zweier nicht
inzidenter Kanten x1y1, x2y2 in G mit x1, x2 ∈ E(J) und y1, y2 6∈ E(J). Da J vollsta¨ndig ist,
ko¨nnen wir den gewu¨nschten Weg durch P (J) = (y1, x1, w1, . . . , wr, x2, y2) definieren, wobei
w1, w2, . . . , wr die restlichen Ecken von J bezeichnen.
Es seien J1, J2, . . . , Js die Komponenten von H und P (J1), P (J2), . . . , P (Js) die zugeho¨ri-
gen Wege. Die Endecken dieser Wege sind aufgrund der Gradbedingung des Satzes paarweise
verschieden. Da G − E(H) vollsta¨ndig ist, kann man die Wege P (J1), P (J2), . . . , P (Js) zu
einem Weg P1 zusammenfassen, der genau die Ecken dieser s Wege entha¨lt. Die Endecken u
und v des Weges P1 geho¨ren dann nicht zu H . Da G−E(H) vollsta¨ndig ist, gibt es außerdem
einen Hamiltonschen Weg P2 von u nach v in G− (E(P1)− {u, v}). Demzufolge liefern die
beiden Weg P1 und P2 zusammen einen Hamiltonkreis von G. ‖
Erweiterungen dieses Resultats von Fan wurden 1987 durch Benhocine und Wojda [2]
gegeben.
Die Gradbedingungen der Sa¨tze von Dirac und Ore implizieren, daß die betrachteten Gra-
phen 2-fach eckenzusammenha¨ngend sind. Schra¨nkt man die Betrachtung aber auf Graphen
ein, die 1-tough oder sogar path-tough sind, so kann man die Gradbedingungen abschwa¨chen.
Wir wollen hier zwei solche Resultate ohne Beweis vorstellen.
Satz 4.10 (Jung [2] 1978). Es sei G ein schlichter Graph der Ordnung n(G) ≥ 11. Ist G
1-tough, und gilt fu¨r alle nicht adjazenten Ecken x, y die Ungleichung d(x,G) + d(y,G) ≥
n(G)− 4, so ist G Hamiltonsch.
Satz 4.11 (Dankelmann, Niessen, Schiermeyer [1] 1994). Es sei G ein schlichter
Graph, der path-tough ist. Gilt δ(G) ≥ 3
6+
√
3
n(G) oder d(x,G) + d(y,G) ≥ 4
5
(n(G) − 1)
fu¨r alle nicht adjazenten Ecken x, y, so ist G Hamiltonsch.
Im Jahre 1960 hat Ghouila-Houri [1] den Satz von Dirac auf Digraphen erweitert. Wir
beweisen hier den folgenden Spezialfall dieses Resultats (man vgl. Bondy und Murty [1],
S. 178).
Satz 4.12 (Ghouila-Houri [1] 1960). Ist D ein schlichter Digraph mit
min{δ+(D), δ−(D)} ≥ 1
2
n(D),
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so ist D Hamiltonsch.
Beweis. Wir setzen n = n(D) und nehmen an, daß D keinen orientierten Hamiltonkreis
besitzt. Ist C = (x1, . . . , xt, x1) ein la¨ngster orientierter Kreis der La¨nge L(C) = t in D, so
folgt aus Satz 1.24 und unseren Voraussetzungen t > n/2. Nun sei W = (y1, y2, . . . , yr+1) ein
la¨ngster orientierter Weg in D−E(C) von a = y1 nach b = yr+1 der La¨nge L(W ) = r. Dann
gilt natu¨rlich t+ r + 1 ≤ n und r < n/2. Setzen wir
A = {i|(xi−1, a) ∈ B(D)} und B = {i|(b, xi) ∈ B(D)}
(mit x0 = xt), so sind die Mengen A und B disjunkt. Denn la¨ge ein i in A und B, so wa¨re
der orientierte Kreis
(xi−1, a, y2, . . . , yr, b, xi, xi+1, . . . , xt, x1, . . . , xi−1)
la¨nger als C, was unserer Annahme widerspricht.
Mit der Tatsache, daß W ein la¨ngster orientierter Weg in D − E(C) ist, erha¨lt man
N−(a,D) ⊆ E(W ) ∪ E(C). Wegen der Schlichtheit von D ergibt sich daraus d−(a,D) ≤
r + |A|. Zusammen mit d−(a,D) ≥ n/2 folgt dann die Ungleichung
|A| ≥ 1
2
n− r. (4.1)
Mit analogen Argumenten zeigt man
|B| ≥ 1
2
n− r. (4.2)
Addiert man (4.1) und (4.2), so erha¨lt man zusammen mit n ≥ t + r + 1 und A ∩ B = ∅
|A ∪ B| = |A|+ |B| ≥ t− r + 1 (4.3)
und damit auch r ≥ 1. Da r < n/2 gilt, zeigen uns (4.1) und (4.2), daß weder A noch B
leer ist. Daher ko¨nnen wir zwei natu¨rliche Zahlen i und j ≥ 2 mit i ∈ A und i + j ∈ B so
wa¨hlen, daß
i+ s 6∈ A ∪ B fu¨r 1 ≤ s < j (4.4)
gilt, wobei die Additionen modulo t zu verstehen sind. Aus |A ∪B| ≤ t− (j − 1), (4.3) und
(4.4) folgt j ≤ r. Daher hat der orientierte Kreis
(xi+j , xi+j+1, . . . , xi−1, a, y2, . . . , yr, b, xi+j)
die La¨nge t− j + r + 1 > L(C), was nach der Wahl von C aber nicht mo¨glich ist. ‖
Weitere Ergebnisse u¨ber Hamiltonsche Diraphen findet man z.B. bei Chartrand und Les-
niak [1], S. 201 – 206 oder in dem U¨bersichtsartikel von Bermond [1] aus dem Jahre 1978.
4.3 Panzyklische und Ecken-panzyklische Graphen
Ausgehend von dem Lemma von Ore entwickelten Bondy und Chva´tal [1] 1976 das soge-
nannte Hu¨llenkonzept. Bevor wir die Hu¨lle eines Graphen definieren ko¨nnen, beno¨tigen wir
den folgenden Hilfssatz.
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Hilfssatz 4.1. Es sei G ein schlichter Graph und r ∈ N0. Bildet man ausgehend vom Gra-
phenG = G1 eine la¨ngstmo¨gliche Folge von Graphen (Gi)i=1,2,...,p, indem man beim U¨bergang
von Gi zu Gi+1 jeweils eine Kante k = xy hinzufu¨gt, die zwei in Gi nicht adjazente Ecken
x und y mit d(x,Gi) + d(y,Gi) ≥ r verbindet, so ist Gp unabha¨ngig von der konstruierten
Folge.
Beweis. Wir gehen indirekt vor und nehmen dazu an, daß es zwei Folgen (Gi)i=1,2,...,p und
(Hi)i=1,2,...,q mit G = G1 = H1 und Gp 6= Hq gibt, die beide wie oben beschrieben erhal-
ten wurden. Dann existiert o.B.d.A. eine Kante xy ∈ K(Gp) − K(Hq). Diese Kante sei
beim U¨bergang von Gj zu Gj+1 hinzugefu¨gt worden. Wa¨hlen wir die Kante xy, so daß j
kleinstmo¨glich ist, so gilt d(x,Hq) + d(y,Hq) ≥ d(x,Gj) + d(y,Gj) ≥ r. Dies bedeutet aber
einen Widerspruch, da nun die Kante xy noch zu Hq hinzugefu¨gt werden ko¨nnte. ‖
Definition 4.6. Es sei G ein schlichter Graph und r ∈ N0. Unter der r-Hu¨lle von G versteht
man den Graphen Gp aus Hilfssatz 4.1. Wir bezeichnen ihn mit Clr(G).
Durch wiederholte Anwendung des Lemmas von Ore erhalten wir
Folgerung 4.1. Es sei G ein schlichter Graph mit n = n(G) ≥ 3. Der Graph G ist genau
dann Hamiltonsch, wenn Cln(G) Hamiltonsch ist. Insbesondere ist also G Hamiltonsch, falls
Cln(G) vollsta¨ndig ist.
Definition 4.7. Es sei G ein Graph der Ordnung n. Der Graph G heißt panzyklisch, wenn
er Kreise aller La¨ngen ` mit 3 ≤ ` ≤ n besitzt. Eine Ecke v aus G heißt panzyklisch, wenn v
auf Kreisen aller La¨ngen ` mit 3 ≤ ` ≤ n liegt. Ein Graph G heißt Ecken-panzyklisch, wenn
jede Ecke von G panzyklisch ist.
Satz 4.13 (Randerath, Schiermeyer, Tewes, Volkmann [1] 2002). Sei G ein schlichter
Graph der Ordnung n ≥ 3 und V = {v ∈ E(G)|d(v,G) ≥ n/2}. Ist Cln+1(G) vollsta¨ndig, so
ist jede Ecke v ∈ V panzyklisch.
Beweis. Ist G der vollsta¨ndige Graph Kn, so gibt es nichts zu beweisen. Daher sei im fol-
genden G nicht vollsta¨ndig und damit n ≥ 4. Da nach Voraussetzung Cln+1(G) vollsta¨ndig
ist, gilt ∆(G) ≥ (n + 1)/2, womit die Eckenmenge V nicht leer ist. Sei nun v ∈ V . Fu¨r den
Graphen G∗ = G−v gilt n(G∗) = n−1 ≥ 3 und seine (n−1)-Hu¨lle ist vollsta¨ndig. Letzteres
ergibt sich, da die in G∗ eventuell nicht vorhandenen Kanten in derselben Reihenfolge hin-
zugefu¨gt werden ko¨nnen wie bei der Bildung der (n + 1)-Hu¨lle von G. Folgerung 4.1 liefert
die Existenz eines Hamiltonkreises C = x0x1 · · ·xn−2x0 von G∗.
Es sei nun l ∈ {3, 4, . . . , n}. Fu¨r jedes j = 0, 1, . . . , n− 2 ko¨nnen wir einen Weg der La¨nge
l− 2 durch Pj = xjxj+1 · · ·xj+l−2 definieren, wobei alle Indizes modulo (n− 1) zu verstehen
sind. Ist nun v fu¨r ein j sowohl mit xj als auch mit xj+l−2 adjazent, so ist vxj · · ·xj+l−2v ein
Kreis der La¨nge l in G. Deshalb nehmen wir nun an, daß fu¨r ein l mit 3 ≤ l ≤ n kein Kreis
der La¨nge l in G existiert. Dann ist v fu¨r jedes j zumindest mit der Anfangsecke xj von
Pj oder mit der Endecke xj+l−2 nicht adjazent. Demzufolge gibt es also mindestens dn−12 e
Anfangsecken oder mindestens dn−1
2
e Endecken dieser Wege, die nicht mit v adjazent sind.
Daraus folgt d(v,G) ≤ n− 1− dn−1
2
e = bn−1
2
c, ein Widerspruch zu d(v,G) ≥ n/2. ‖
Folgerung 4.2 (Faudree, Favaron, Flandrin, Li [1] 1993). Es sei G ein schlichter Graph
der Ordnung n ≥ 3. Ist Cln+1(G) vollsta¨ndig, so ist G panzyklisch.
Folgerung 4.3 (Randerath, Schiermeyer, Tewes, Volkmann [1] 2002). Es sei G ein
schlichter Graph der Ordnung n ≥ 3 und V = {v ∈ E(G)|d(v,G) ≥ n/2}. Gilt fu¨r alle nicht
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adjazenten Ecken x, y ∈ E(G) die Ungleichung d(x,G) + d(y,G) ≥ n + 1, so ist jede Ecke
v ∈ V panzyklisch.
Folgerung 4.4 (Hendry [1] 1990). Es sei G ein schlichter Graph der Ordnung n ≥ 3. Ist
δ(G) ≥ n+1
2
, so ist G Ecken-panzyklisch.
Definition 4.8. Es sei G ein schlichter und zusammenha¨ngender Graph der Ordnung n ≥ 2.
Der Graph G heißt panconnected oder panzusammenha¨ngend, wenn fu¨r je zwei verschiedene
Ecken u und v von G und jedes l ∈ {dG(u, v), dG(u, v) + 1, . . . , n− 1}, ein Weg der La¨nge l
von u nach v in G existiert.
Bemerkung 4.3. Ist ein Graph G panconnected, so ist er auch Hamiltonsch. Denn ist uv
eine Kante von G, so existiert ein Weg Wuv von u nach v der La¨nge n(G) − 1 in G, womit
Wuv + uv ein Hamiltonkreis von G ist.
Den na¨chsten Satzes beweisen wir analog zum Satz 4.13.
Satz 4.14 (Williamson [1] 1977). Es sei G ein schlichter Graph der Ordnung n ≥ 4. Ist
δ(G) ≥ n+2
2
, so ist G panconnected.
Beweis. Ist n = 4, so ist G = K4, und die Aussage ist richtig. Im Fall n ≥ 5 seien u und v zwei
verschiedene Ecken aus G. Fu¨r den Graphen G′ = G− {u, v} gilt dann nach Voraussetzung
δ(G′) ≥ δ(G)− 2 ≥ n + 2
2
− 2 = n− 2
2
=
|E(G′)|
2
,
womit G′ nach dem Satz von Dirac (Satz 4.5) Hamiltonsch ist.
Es sei C = x0x1 · · ·xn−3x0 ein Hamiltonkreis von G′. Wir nehmen an, daß es in G keinen
Weg der La¨nge l von u nach v fu¨r ein l ∈ {dG(u, v), dG(u, v)+1, . . . , n−1} gibt. Ist uxi ∈ K(G)
fu¨r ein 0 ≤ i ≤ n−3, so folgt daß vxi+l−2 6∈ K(G), wobei der Index i+ l−2 modulo (n−2) zu
verstehen ist, denn sonst wa¨re uxixi+1 · · ·xi+l−2v ein Weg der La¨nge l von u nach v. Daher
existiert zu jeder Ecke des Kreises C, die adjazent zu u ist, eine Ecke des Kreises, die nicht zu
v adjazent ist. Wegen d(u,G) ≥ n+2
2
, muß u zu mindestens n
2
Ecken des Kreises C adjazent
sein. Daraus ergibt sich nun der Widerspruch
d(v,G) ≤ 1 + (n− 2)− n
2
=
n− 2
2
.
Da u und v beliebig gewa¨hlt waren, ist der Satz bewiesen. ‖
Das folgende Beispiel wird zeigen, daß die Bedingung δ ≥ n+2
2
aus dem Satz 4.14 im
allgemeinen nicht durch δ ≥ n+1
2
ersetzt werden kann.
Beispiel 4.4. Es sei p ≥ 3 eine natu¨rliche Zahl und n = 2p + 1. Der vollsta¨ndige bipar-
tite Graph Kp,p+1 besitze die beiden Partitionsmengen E1 = {x1, x2, . . . , xp} sowie E2 =
{y1, y2, . . . , yp+1}. Der Graph G bestehe nun aus dem Kp,p+1 und den zusa¨tzlichen Kan-
ten y1y2, y2y3, . . . , yp−2yp−1 sowie der Kante ypyp+1. Nun gilt δ(G) ≥ n+12 aber G ist nicht
panconnected, denn es gibt zwischen yp und yp+1 keinen Weg der La¨nge 3.
Im Jahre 1916 hat Ko˝nig [1] eine wichtige Charakterisierung der bipartiten Graphen ge-
funden.
Satz 4.15 (Ko˝nig [1] 1916). Ein Graph G ist genau dann bipartit, wenn er keine Kreise
ungerader La¨nge besitzt.
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Beweis. Es sei G bipartit mit der Bipartition E1, E2. Angenommen, es existiert ein Kreis
(a1, k1, a2, . . . , a2p+1k2p+1, a1) von ungerader La¨nge 2p + 1. Gilt o.B.d.A. a1 ∈ E1, so folgt
notwendig
a2 ∈ E2, a3 ∈ E1, . . . , a2p+1 ∈ E1, a1 ∈ E2,
was ein offensichtlicher Widerspruch ist.
Nun besitze G keine Kreise ungerader La¨nge. Wir setzen o.B.d.A. G als zusammenha¨ngend
voraus, denn ein Graph ist genau dann bipartit, wenn seine Komponenten bipartit sind. Ist
a ∈ E(G) eine fest gewa¨hlte Ecke, so setzen wir
A = {x ∈ E(G)|dG(a, x) ist gerade},
B = {x ∈ E(G)|dG(a, x) ist ungerade}.
Im folgenden wird sich herausstellen, daß A,B eine Bipartition von G ist. Dabei ergeben sich
die Eigenschaften A∪B = E(G) und A∩B = ∅ sofort aus der Definition der Eckenmengen
A und B. Zu zeigen bleibt, daß es keine Kante k ∈ K(G) gibt mit k = uv, wobei u, v ∈ A
oder u, v ∈ B gilt. Wir nehmen einmal an, daß eine Kante k = uv existiert mit u, v ∈ A.
Im Fall u = v wa¨re k eine Schlinge, also ein Kreis der La¨nge 1, was nach Voraussetzung
nicht mo¨glich ist. Ist u 6= v, so seien Pau bzw. Wav zwei ku¨rzeste Wege von a nach u bzw. von
a nach v in G. Von a aus betrachtet sei y die letzte gemeinsame Ecke dieser beiden Wege.
Die Teile des Weges Pau, die von a nach y bzw. von y nach u fu¨hren, bezeichnen wir mit
Pay bzw. Pyu. Entsprechend sei Wav =Way ∪Wyv. Da Pau und Wav ku¨rzeste Wege sind, gilt
L(Pay) = L(Way) und daher fu¨r die Gesamtla¨nge der Wege Pau und Wav
L(Pau) + L(Wav) = 2L(Pay) + L(Pyu) + L(Wyv).
Da nach Definition der Eckenmenge A die linke Seite dieser Gleichung eine gerade Zahl ist,
muß L(Pyu) + L(Wyv) notwendig gerade sein. Damit wu¨rden die beiden Wege Pyu und Wyv
zusammen mit der Kante k einen Kreis ungerader La¨nge bilden, was einen Widerspruch zur
Voraussetzung bedeutet. Der Fall u, v ∈ B wird vo¨llig analog bewiesen. ‖
Folgerung 4.5. Jeder Wald ist ein bipartiter Graph.
Folgerung 4.6. Ist G ein bipartiter, Hamiltonscher Graph mit der Bipartition A,B, so gilt
|A| = |B|, womit |E(G)| notwendig gerade ist.
Beweis. Ist C = a0a1 · · · apa0 ein Hamiltonkreis des Graphen G und o.B.d.A. a0 ∈ A, so gilt
a1 ∈ B, a2 ∈ A, . . . , ap ∈ B. Daraus folgt unmittelbar |A| = |B|. ‖
Beispiel 4.5. Mit Hilfe von Folgerung 4.6 ko¨nnen wir zeigen, daß der Satz 4.5 von Dirac
bestmo¨glich ist. Denn im Fall n(G) = 2q+1 ist der vollsta¨ndige bipartite Graph Kq,q+1 nicht
Hamiltonsch, und im Fall n(G) = 2q ist der vollsta¨ndige bipartite Graph Kq−1,q+1 nicht
Hamiltonsch.
Fu¨r jede gerade natu¨rliche Zahl n zeigt der vollsta¨ndige bipartite Graph Kn/2,n/2, daß
auch Satz 4.13 nicht ohne weiteres verbessert werden kann. Der Kn/2,n/2 spielt auch in den
folgenden interessanten Ergebnissen von Bondy [1] eine besondere Rolle. Zum Beweis dieser
Resultate benutzen wir den folgenden Hilfssatz.
Hilfssatz 4.2. Ist G ein schlichter Graph mit 4m(G) = (n(G))2, so entha¨lt G entweder einen
Kreis ungerader La¨nge, oder G ist isomorph zum vollsta¨ndigen bipartiten Graphen Kn/2,n/2,
wobei n = n(G) ist.
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Beweis. Besitzt G keinen Kreis ungerader La¨nge, so ist G nach Satz 4.15 bipartit. Ist E1, E2
eine Bipartition von G, so gelte o.B.d.A. |E1| = t ≤ n/2 und |E2| = n− t. Da G schlicht ist,
gilt m(G) ≤ t(n − t). Setzt man g(t) = t(n − t), so erkennt man ohne Mu¨he, daß g(t) im
Intervall [1, n/2] eine streng monoton wachsende Funktion ist, die im Punkt n/2 ihr absolutes
Maximum (n/2)2 besitzt. Daraus ergibt sich zuna¨chst t = n/2 und dann G ∼= Kn/2,n/2. ‖
Der Beweis des na¨chsten Satzes folgt einer Idee von Carsten Thomassen, und er ist im
wesentlichen dem Lehrbuch von Chartrand und Lesniak [1], S. 192 – 194 entnommen.
Satz 4.16 (Bondy [1] 1971). Es sei G ein schlichter, Hamiltonscher Graph der Ordnung
n ≥ 3 und der Gro¨ße m. Ist 4m ≥ n2, so ist G entweder panzyklisch, oder n ist gerade und
G ∼= Kn/2,n/2.
Beweis. 1. Schritt: Im ersten Schritt zeigen wir, daß n gerade ist und G ∼= Kn/2,n/2 gilt, falls
n ≥ 4 und G keinen Kreis der La¨nge n− 1 besitzt.
Es sei C = x1x2 · · ·xnx1 ein Hamiltonkreis vonG und xj und xj+1 zwei aufeinanderfolgende
Ecken von C, wobei alle Indizes modulo n zu verstehen sind. Analog zum Beweis vom Lemma
von Ore zeigen wir nun
d(xj , G) + d(xj+1, G) ≤ n. (4.5)
O.B.d.A. sei j = n und j + 1 = 1, und wir nehmen an, daß d(x1, G) + d(xn, G) ≥ n+ 1 gilt.
Mit dieser Voraussetzung folgt, wie wir anschliessend nachweisen werden, die Existenz einer
Zahl p ∈ {1, 2, . . . , n− 2} mit x1xp+2 ∈ K(G) und xnxp ∈ K(G). Dann ist aber
x1x2 · · ·xpxnxn−1 · · ·xp+2x1
ein Kreis der La¨nge n− 1 in G, was unserer Voraussetzung im 1. Schritt widerspricht.
Um die Existenz dieser Zahl p nachzuweisen, setzen wir
A = {i|1 ≤ i ≤ n− 2 mit x1xi+2 ∈ K(G)},
B = {i|1 ≤ i ≤ n− 2 mit xnxi ∈ K(G)}.
Es gilt |A| = d(x1, G)−1 und |B| = d(xn, G)−1, also nach unserer Annahme |A|+|B| ≥ n−1.
Wegen A,B ⊆ {1, 2, . . . , n − 2} ergibt sich daraus A ∩ B 6= ∅, womit wir (4.5) vollsta¨ndig
besta¨tigt haben.
Sei nun n eine ungerade Zahl. Wegen (4.5) gibt es eine Ecke xq mit d(xq, G) ≤ (n− 1)/2.
Ist o.B.d.A. q = n, so folgt aus (4.5)
2m = d(xn, G) +
n−1∑
i=1
d(xi, G) ≤ n− 1
2
+
n(n− 1)
2
<
n2
2
,
was unserer Voraussetzung 4m ≥ n2 widerspricht. Daher ist n gerade, und es folgt wiederum
aus (4.5) 2m ≤∑ni=1 d(xi, G) ≤ n2/2 und insgesamt dann 4m = n2. Daher steht in (4.5) fu¨r
jedes j das Gleichheitszeichen. Fu¨r i 6= j − 1, j ergibt sich nun
xjxi ∈ K(G) ⇐⇒ xj+1xi+2 6∈ K(G). (4.6)
Denn definiert man analog zu oben die beiden Mengen A und B, so folgt n = d(xj+1, G) +
d(xj, G) = |A| + 1 + |B| + 1, also |A| + |B| = n − 2. Da G keinen Kreis der La¨nge n − 1
besitzt, muß notwendig A∩B = ∅ und daher A∪B∪{j−1, j} = {1, 2, . . . , n} gelten, womit
fu¨r jedes j und jedes i 6= j − 1, j entweder i ∈ A oder i ∈ B gilt.
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Sei nun G 6∼= Kn/2,n/2. Wegen 4m = n2 folgt aus Hilfssatz 4.2, daß G einen Kreis ungerader
La¨nge entha¨lt. Dann besitzt G auch eine Kante xjxj+2q mit 1 ≤ q ≤ (n− 2)/2. Denn ga¨be
es nur Kanten zwischen geraden und ungeraden Indizes, so wa¨re E1 = {x1, x3, . . . , xn−1}
und E2 = {x2, x4, . . . , xn} eine Bipartition von G, was nach dem Satz von Ko˝nig nicht
mo¨glich ist. Damit besitzt G den Kreis C1 = xjxj+1 · · ·xj+2qxj ungerader La¨nge 2q + 1 mit
nur einer Kante, na¨mlich xjxj+2q, die nicht zu C geho¨rt. Nun sei C1 schon ein ku¨rzester
Kreis mit diesen Eigenschaften. Da G keinen Kreis der La¨nge n − 1 besitzt, gilt zusa¨tzlich
4 ≤ 2q ≤ n− 4. Wegen xjxj+2q ∈ K(G) ergibt sich aus (4.6) xj−1xj+2q−2 6∈ K(G) und damit
xj−2xj+2q−4 ∈ K(G). Dann ist aber auch C2 = xj−2xj−1 · · ·xj+2q−4xj−2 ein Kreis ungerader
La¨nge, der genau eine Kante besitzt die nicht zu C geho¨rt mit L(C2) = 2q − 1 < 2q + 1 =
L(C1). Dieser Widerspruch liefert uns dann G ∼= Kn/2,n/2.
2. Schritt: Im zweiten Schritt zeigen wir mittels Induktion nach n = n(G), daß ein Hamil-
tonscher Graph G mit 4m(G) ≥ n2 entweder panzyklisch ist oder n gerade und G ∼= Kn/2,n/2
gilt. Fu¨r n = 3 ist G ∼= K3 und damit panzyklisch. Nach Induktionsvoraussetzung gilt nun fu¨r
alle schlichten, Hamiltonschen Graphen H der Ordnung n−1 ≥ 3 mit mindestens (n−1)2/4
Kanten, daß sie entweder panzyklisch sind oder n − 1 gerade und H ∼= K(n−1)/2,(n−1)/2 gilt.
Nun zeigen wir unter der Voraussetzung, daß entweder (a) n gerade und G 6∼= Kn/2,n/2 oder
(b) n ungerade ist, daß G panzyklisch sein muß. Aus diesen Voraussetzungen ergibt sich
zusammen mit dem ersten Teil des Beweises, daß G einen Kreis C∗ = w1w2 · · ·wn−1w1 der
La¨nge n− 1 entha¨lt. Es sei w die Ecke von G, die nicht zu C∗ geho¨rt.
Ist d(w,G) ≥ n/2, so geho¨rt die Ecke w zu einem Kreis der La¨nge ` fu¨r alle 3 ≤ ` ≤ n.
Denn liegt w auf keinem Kreis der La¨nge p fu¨r ein p mit 3 ≤ p ≤ n − 1, so ergibt sich aus
wwi ∈ K(G) fu¨r 1 ≤ i ≤ n− 1 sofort wwj 6∈ K(G), wenn j ≡ i + p− 2 (mod (n − 1)) gilt.
Diese U¨berlegungen liefern den Widerspruch d(w,G) ≤ (n − 1)/2 (man vgl. dazu auch den
Beweis von Satz 4.13).
Ist d(w,G) < n/2, so ist G−w ein Hamiltonscher Graph der Ordnung n−1 mit mindestens
n2/4− (n− 1)/2 > (n− 1)2/4 Kanten, womit G−w 6∼= K(n−1)/2,(n−1)/2 gilt. Daher ist G−w
nach Induktionsvoraussetzung panzyklisch, also auch G panzyklisch. ‖
Unser na¨chstes Resultat zeigt, daß die Voraussetzungen im Satz von Ore mehr Informa-
tionen u¨ber die Kreisstruktur des Graphen liefern.
Satz 4.17 (Bondy [1] 1971). Ist G ein schlichter Graph der Ordnung n = n(G) ≥ 3, und
gilt fu¨r je zwei nicht adjazente Ecken x, y die Ungleichung d(x,G) + d(y,G) ≥ n, so ist G
entweder panzyklisch, oder n ist gerade und G isomorph zum Kn/2,n/2.
Beweis. Aus Satz 4.6 folgt, daß G Hamiltonsch ist. Daher genu¨gt es wegen Satz 4.16 die
Abscha¨tzung 4m(G) ≥ n2 nachzuweisen.
Ist der Minimalgrad δ(G) = δ ≥ n/2, dann gilt natu¨rlich 4m(G) ≥ n2. Daher sei nun
δ < n/2.
Mit p bezeichnen wir die Anzahl der Ecken minimalen Grades von G. Dann induzieren
diese p Ecken einen vollsta¨ndigen Graphen H , denn ga¨be es zwei nicht adjazente Ecken x
und y vom Grad δ, so erhielten wir den Widerspruch d(x,G) + d(y,G) = 2δ < n. Damit
folgt p ≤ δ + 1, und da G zusammenha¨ngend ist, sogar p ≤ δ.
Ist u eine Ecke vom Grad δ, so besitzt u wegen p ≤ δ einen Nachbarn von Grad gro¨ßer
oder gleich δ + 1. Ist w 6= u eine der n− δ − 1 Ecken, die nicht adjazent zu u ist, so ergibt
sich aus d(u,G) + d(w,G) ≥ n fu¨r w die Abscha¨tzung d(w,G) ≥ n− δ. Diese U¨berlegungen
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liefern nun
2m(G) =
∑
x∈E(G)
d(x,G) ≥ δ + 1 + δ2 + (n− δ − 1)(n− δ)
= 2δ2 + (2− 2n)δ + (n2 − n+ 1) ≥ n
2 + 1
2
.
Die letzte Ungleichung ergibt sich aus der Tatsache, daß der Ausdruck 2δ2 + (2 − 2n)δ +
(n2 − n+ 1) fu¨r 1 ≤ δ ≤ (n− 1)/2 sein Minimum bei δ = (n− 1)/2 besitzt. ‖
Weitere Resultate zur Hamiltontheorie findet man z.B. bei Broersma [1], Broersma, van
den Heuvel und Veldman [1], Chartrand und Lesniak [2], Faudree, Gould, Jacobson und
Lesniak [1], van den Heuvel [1] und Jackson [2].
4.4 Aufgaben
Aufgabe 4.1. Man gebe fu¨r das skizzierte Dodekaeder einen Hamiltonschen Kreis an.
Aufgabe 4.2. Man zeige, daß die Graphen aus Beispiel 4.3 nicht Hamiltonsch sind.
Aufgabe 4.3. Man zeige, daß die Graphen aus Beispiel 4.3 (b) 1-tough sind.
Aufgabe 4.4. Es sei G ein Graph der Ordnung n ≥ 8 mit µ(G) = 6. Fu¨r die Ecken
x1, x2, . . . , x8 ∈ E(G) gelte d(x1, G) = 6, d(x2, G) = 4 und d(xi, G) = 3 (i = 3, 4, . . . , 8).
Erfu¨llen die restlichen Ecken, also die Ecken x ∈ E(G) − {x1, x2, . . . , x8}, die Bedingung
d(x,G) ≤ 2, so zeige man, daß G nicht Hamiltonsch ist.
Aufgabe 4.5. Es sei G ein schlichter Graph der Ordnung n(G) = n ≥ 6 und der Gro¨ße
m(G) ≥ n+ 1
4
n2 mit δ(G) ≥ ∆(G)− 2. Man zeige, daß G Hamiltonsch ist.
Aufgabe 4.6. Es sei q ≥ 2 eine ganze Zahl und G ein schlichter Graph mit ∆(G) ≤ q − 1.
Man zeige: Ist n(G) ≥ 2q, so ist G Hamiltonsch, und es gilt 4m(G) ≥ (n(G))2.
Aufgabe 4.7. Man bestimme alle nicht isomorphen, schlichten Graphen G mit m(G) = 19,
die aus drei Komponenten G1, G2 und G3 bestehen, die den folgenden Bedingungen genu¨gen:
i) |Γ(G1)| = 1.
ii) ν(G2) = 2.
iii) G3 ist Eulersch und Hamiltonsch mit ∆(G3) ≥ 3.
Aufgabe 4.8. Es sei G ein schlichter 3-partiter Graph mit den Partitionsmengen E1, E2, E3.
Ist |E1| = |E2| = |E3| = s ≥ 2, und gilt fu¨r alle Paare xi, yi ∈ Ei (i = 1, 2, 3 und xi 6= yi) die
Bedingung d(xi, G) + d(yi, G) ≥ n(G) = 3s, so zeige man, daß G Hamiltonsch ist.
Aufgabe 4.9. Es sei G ein schlichter dreiecksfreier Graph gerader Ordnung n ≥ 4. Erfu¨llen
zwei nicht adjazenten Ecken a, b ∈ E(G) mit a 6= b die Bedingung d(a,G)+d(b, G)} ≥ n−1,
so zeige man, daß G genau dann Hamiltonsch ist, wenn G+ ab Hamiltonsch ist.
Aufgabe 4.10. Man beweise die Sa¨tze 4.3 und 4.4.
Aufgabe 4.11. Man zerlege den K2p+1 in p kantendisjunkte Hamiltonkreise.
Aufgabe 4.12. Ist G ein schlichter p-partiter Graph, so zeige man δ(G) ≤ p−1
p
n(G).
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Aufgabe 4.13. Gibt es schlichte Hamiltonsche Graphen G, die die Bedingung ν(G) =
2, 3, 4, 5, 6, 7 erfu¨llen?
Aufgabe 4.14. Ein Graph G bestehe aus zwei Komponenten G1 und G2. Dabei sei G1
vollsta¨ndig und G2 r-regula¨r und vollsta¨ndig bipartit. Im Fall |K(G)| = 19 gebe man alle
nicht isomorphen Mo¨glichkeiten fu¨r G an.
Aufgabe 4.15. Man bestimme alle nicht isomorphen, schlichten Graphen G ohne isolierte
Ecken mit n(G) = 11, die aus drei Komponenten G1, G2 und G3 bestehen, die den folgenden
Bedingungen genu¨gen:
i) G1 ist bipartit und besitzt genau einen Kreis.
ii) G2 ist 3-regula¨r.
iii) G3 ist ein Baum.
Aufgabe 4.16. Man bestimme alle nicht isomorphen Graphen G mit n(G) = 14 und
µ(G) = 5, die aus drei Komponenten G1, G2 und G3 bestehen, die den folgenden Bedin-
gungen genu¨gen:
i) G1 ist ein schlichter, Eulerscher Graph mit einer guten Ecke a.
ii) G2 ∼= G1 − a und ∆(G2) ≥ 4.
iii) G3 ist bipartit mit δ(G3) ≥ 2.
Aufgabe 4.17. Es sei G ein schlichter, zusammenha¨ngender Graph der Ordnung n. Ist der
ku¨rzeste Weg zwischen je zwei Ecken von G eindeutig bestimmt, so zeige man:
a) Ist G bipartit, so ist G ein Baum.
b) Ist δ(G) ≥ 1
2
n, so ist G vollsta¨ndig.
Aufgabe 4.18. Es sei G ein schlichter und bipartiter Graph mit der Bipartition A,B. Ist
|A| = |B| = n, und erfu¨llen die nicht adjazenten Ecken a ∈ A und b ∈ B die Bedingung
d(a,G) + d(b, G) ≥ n + 1, so zeige man, daß G genau dann Hamiltonsch ist, wenn G + ab
Hamiltonsch ist.
Aufgabe 4.19. Es sei G ein schlichter zusammenha¨ngender Graph der Ordnung n ≥ 3. Gilt
fu¨r alle nicht adjazenten Ecken a, b ∈ E(G) mit a 6= b die Bedingung max{d(a,G), d(b, G)} ≥
(n− 1)/2, so zeige man, daß G semi-Hamiltonsch ist.
Aufgabe 4.20. Es sei G ein schlichter Graph der Ordnung n ≥ 5. Ist 2m(G) ≥ (n−1)2−n/4,
so zeige man, daß G Hamiltonsch ist.
Kapitel 5
Turniere und multipartite Turniere
5.1 Turniere
Definition 5.1. Eine beliebige Orientierung des vollsta¨ndigen Graphen Kn mit n ≥ 2 heißt
n-Turnier oder Turnier. Ein n-Turnier bezeichnen wir im allgemeinen mit Tn oder T .
Satz 5.1 (Re´dei [1] 1934). Jedes Turnier Tn besitzt einen orientierten Hamiltonschen Weg.
Beweis. Wir geben einen konstruktiven Beweis, der uns gleichzeitig einen guten Algorithmus
zur Bestimmung eines orientierten Hamiltonschen Weges liefert. Ist W = a1a2 · · · ap ein
orientierter Weg in Tn = (E,B), so heißt W gesa¨ttigt, wenn es fu¨r alle b ∈ E −E(W ) weder
einen Bogen (b, a1) noch einen Bogen (ap, b) in Tn gibt. Es ist leicht, sich einen gesa¨ttigten
orientierten Weg W = a1a2 · · · ap in Tn zu beschaffen. Ist W kein orientierter Hamiltonscher
Weg, so werden wir ausW einen gesa¨ttigten orientierten WegW1 konstruieren, dessen La¨nge
um eins gro¨ßer ist, als die La¨nge von W .
Ist W kein orientierter Hamiltonscher Weg, so existiert eine Ecke b ∈ E − E(W ). Da wir
W als gesa¨ttigt vorausgesetzt haben, und Tn ein Turnier ist, gilt (a1, b) ∈ B und (b, ap) ∈ B.
Setzt man
j = max
1≤i<p
{i|(ai, b) ∈ B},
so istW1 = a1a2 · · ·ajbaj+1 · · · ap ein gesa¨ttigter orientierter Weg der La¨nge L(W1) = L(W )+
1, womit der Satz bewiesen ist. ‖
Fu¨r n ≥ 3 gibt es eine Vielzahl nicht isomorpher n-Turniere, deren genaue Anzahl nur in
Spezialfa¨llen bekannt ist. Im Fall n = 3 existieren genau zwei nicht isomorphe 3-Turniere,
die besonders ausgezeichnet werden.
Definition 5.2. Es gibt genau die beiden skizzierten nicht isomorphen 3-Turniere.
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I. II.
Das I. Turnier heißt Dreikreis oder zyklisches 3-Turnier, und das II. Turnier nennt man
transitives 3-Turnier.
Ein Turnier Tn mit n ≥ 3 heißt transitiv, wenn jedes Unterturnier, das aus drei Ecken
besteht, transitiv ist.
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Im na¨chsten Satz stellen wir eine Reihe von Charakterisierungen der transitiven Turniere
vor.
Satz 5.2. Ist Tn = (E,B) ein Turnier mit n ≥ 3, so sind folgende Aussagen a¨quivalent:
i) Tn besitzt keinen orientierten Kreis.
ii) Tn ist transitiv.
iii) Es gilt d+(x, Tn) 6= d+(y, Tn) fu¨r zwei verschiedene Ecken x und y aus Tn.
iv) Es gilt d−(x, Tn) 6= d−(y, Tn) fu¨r zwei verschiedene Ecken x und y aus Tn.
v) Es gibt eine eindeutige Numerierung x0, x1, . . . , xn−1 der Ecken von Tn mit d+(xi, Tn) =
i fu¨r 0 ≤ i ≤ n− 1.
vi) Tn besitzt genau einen orientierten Hamiltonschen Weg.
Beweis. Aus i) folgt ii). Da Tn keinen orientierten Kreis besitzt, ist jedes 3-Unterturnier
transitiv.
Aus ii) folgt iii). Es gelte o.B.d.A. (x, y) ∈ B, und es sei d+(y, Tn) = p. Ist p = 0, so ist
man fertig. Ist p > 0 und N+(y) = {a1, a2, . . . , ap}, so gilt wegen der Transitivita¨t (x, ai) ∈ B
fu¨r alle i = 1, 2, . . . , p und damit
d+(x, Tn) ≥ p+ 1 > p = d+(y, Tn).
Wegen d+(x, Tn) + d
−(x, Tn) = n− 1 fu¨r alle x ∈ E, ist iii) a¨quivalent zu iv).
Aus iii) folgt v). Wegen 0 ≤ d+(x, Tn) ≤ n − 1 fu¨r alle Ecken x und iii) muß man den n
Ecken von Tn genau n paarweise verschiedene ganze Zahlen zwischen 0 und n− 1 zuordnen.
Dies ist aber nur auf die in v) angegebene Art mo¨glich.
Aus v) folgt vi). Wegen d+(xn−1, Tn) = n− 1 ergibt sich notwendig (xn−1, xi) ∈ B fu¨r alle
i = 0, 1, . . . , n−2. Wegen d+(xn−2, Tn) = n−2 ergibt sich dann notwendig (xn−2, xi) ∈ B fu¨r
alle i = 0, 1, . . . , n− 3 usw. Insgesamt erhalten wir dadurch 1
2
n(n− 1) Bogen des Turniers,
womit wir aber alle Bogen von Tn bestimmt haben. Dies bedeutet, daß (xi, xj) kein Bogen
des Turniers ist, wenn i < j gilt. Somit ist W = xn−1xn−2 · · ·x0 der einzige orientierte
Hamiltonsche Weg von Tn.
Aus vi) folgt i). Ist W = anan−1 · · · a1 der eindeutige orientierte Hamiltonsche Weg, so
zeigen wir, daß es keinen Bogen (ai, aj) mit i < j gibt.
Angenommen, dies ist nicht der Fall. Dann wa¨hlen wir eine Ecke aj mit dem gro¨ßten
Index, zu der ein Bogen von einer Ecke mit kleinerem Index fu¨hrt. Zu diesem fest gewa¨hltem
j wa¨hlen wir danach i < j minimal mit der Eigenschaft (ai, aj) ∈ B. Durch die Wahl von j
und i folgt (aj+1, aj−1) ∈ B, falls j 6= n und (aj , ai−1) ∈ B, falls i 6= 1. Daraus ergibt sich ein
vonW verschiedener orientierter Hamiltonscher Weg, der sich aus den folgenden orientierten
Wegen zusammensetzt:
an · · · aj+1, (aj+1, aj−1), aj−1 · · · ai, (ai, aj), (aj , ai−1), ai−1 · · · a1
Im Fall j = n fallen die ersten beiden und im Fall i = 1 die letzten beiden orientierten Wege
weg.
Ga¨be es in Tn einen orientierten Kreis, so mu¨ßte aber notwendig ein Bogen (ai, aj) mit
i < j in B existieren. ‖
Definition 5.3. Es sei D ein Digraph, und es seien x, y zwei verschiedene Ecken aus D.
Existiert in D der Bogen (x, y) aber nicht der Bogen (y, x), so sagt man x dominiert y, in
Zeichen x→ y. Sind D1 und D2 zwei disjunkte Teildigraphen (oder Eckenmengen) von D,
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und dominiert jede Ecke aus D1 jede Ecke aus D2, so sagt man D1 dominiert D2, in Zeichen
D1 → D2. Einen orientierten Kreis der La¨nge q nennen wir auch kurz q-Kreis.
Satz 5.3 (Moon [2] 1966). Ist Tn = (E,B) ein stark zusammenha¨ngendes Turnier, so liegt
jede Ecke von Tn auf einem r-Kreis fu¨r alle r mit 3 ≤ r ≤ n.
Beweis. Wir fu¨hren den Beweis durch vollsta¨ndige Induktion nach r. Ist a ∈ E, so zeigen
wir zuna¨chst, daß a auf einem Dreikreis liegt.
Da Tn stark zusammenha¨ngend ist, gilt N
+(a), N−(a) 6= ∅. Daru¨ber hinaus gibt es wegen
des starken Zusammenhangs ein x ∈ N+(a) und ein y ∈ N−(a) mit (x, y) ∈ B. Damit ist
aber C = axya ein Dreikreis durch die Ecke a.
Nun liege die Ecke a auf einem r-Kreis C = a0a1 · · · ar mit 3 ≤ r < n und a0 = ar = a.
Wir werden zeigen, daß a auch auf einem (r + 1)-Kreis liegt. Dazu unterscheiden wir zwei
Fa¨lle.
1. Fall: Es existiert eine Ecke b ∈ E − E(C) mit N+(b) ∩ E(C) 6= ∅ und N−(b) ∩
E(C) 6= ∅. Gilt o.B.d.A. (a0, b) ∈ B, so sei j der kleinste Index mit (b, aj) ∈ B. Dann
ist a0a1 · · · aj−1baj · · · ar ein orientierter Kreis der La¨nge r + 1 durch die Ecke a.
2. Fall: Gibt es keine Ecke x ∈ E −E(C), die die Bedingungen aus dem 1. Fall erfu¨llt, so
zerfa¨llt E − E(C) in zwei disjunkte Teilmengen S1 und S2 mit S2 → C → S1. Der starke
Zusammenhang von D liefert S1, S2 6= ∅, und es existiert ein Bogen (u, v) in Tn mit u ∈ S1
und v ∈ S2. Dann ist aber a0uva2a3 · · · ar ein orientierter Kreis der La¨nge r + 1 durch die
Ecke a. ‖
Definition 5.4. Es sei D ein Digraph der Ordnung n.
Der Digraph D heißt panzyklisch, wenn er orientierte Kreise aller La¨ngen ` mit 3 ≤
` ≤ n besitzt. Der Digraph D wird Ecken-panzyklisch genannt, wenn jede Ecke von D auf
orientierten Kreisen aller La¨ngen ` mit 3 ≤ ` ≤ n liegt.
Ein Bogen von D heißt panzyklisch, wenn er auf Kreisen aller La¨ngen ` mit 3 ≤ ` ≤ n
liegt. Der Digraph D wird Bogen-panzyklisch genannt, wenn jeder Bogen von D panzyklisch
ist.
Gema¨ß dieser Definition besagt das Moon’sche Ergebnis, daß ein stark zusammenha¨ngen-
des Turnier Ecken-panzyklisch ist. Als unmittelbare Folgerungen aus diesem fundamentalen
Satz der Turniertheorie erhalten wir die na¨chsten beiden Resultate.
Folgerung 5.1 (Camion [1] 1959). Ein Turnier Tn ist genau dann stark zusammenha¨ngend,
wenn es Hamiltonsch ist.
Folgerung 5.2 (Harary, Moser [1] 1966). Jedes stark zusammenha¨ngende Turnier ist
panzyklisch.
Satz 5.4 (Moon [2] 1966). Es sei Tn ein stark zusammenha¨ngendes Turnier und r eine
ganze Zahl mit 3 ≤ r ≤ n. Dann besitzt Tn mindestens n − r + 1 orientierte Kreise der
La¨nge r.
Beweis. Wir beweisen die Aussage fu¨r ein festes r mittels vollsta¨ndiger Induktion nach n.
Fu¨r r = n folgt die Behauptung unmittelbar aus dem Satz 5.3 von Moon oder Folge-
rung 5.1, da Tn Hamiltonsch ist.
Sei nun 3 ≤ r < n. Nach Satz 5.3 besitzt Tn einen (n − 1)-Kreis C. Ist u diejenige Ecke
von Tn, die nicht zu C geho¨rt, so ist Tn − u wieder ein stark zusammenha¨ngendes Turnier
der Ordnung n− 1. Nach Induktionsvoraussetzung besitz Tn−u mindestens n− 1− r+1 =
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n − r orientierte Kreise der La¨nge r. Da nun nach Satz 5.3 auch u auf einem r-Kreis liegt,
der natu¨rlich von allen orientierten Kreisen in Tn − u verschieden ist, besitzt Tn insgesamt
mindestens n− r + 1 orientierte Kreise der La¨nge r. ‖
Definition 5.5. Es sei D ein stark zusammenha¨ngender Digraph. Eine Ecke x von D heißt
nicht-kritisch, falls D − x auch stark zusammenha¨ngend ist.
Satz 5.5. Jedes stark zusammenha¨ngende Turnier Tn der Ordnung n ≥ 4 besitzt mindestens
zwei nicht-kritische Ecken.
Beweis. Wegen Satz 5.3 gibt es in Tn einen orientierten Kreis C der La¨nge n − 1 ≥ 3. Ist
x1 diejenige Ecke von Tn, die nicht zu C geho¨rt, so ist x1 eine nicht-kritische Ecke von Tn.
Nach Satz 5.3 existiert auch durch x1 ein (n − 1)-Kreis C ′. Ist x2 diejenige Ecke, die nicht
zu C ′ geho¨rt, so ist x2 eine zweite nicht-kritische Ecke von Tn. ‖
Beispiel 5.1. Es sei n ≥ 4 eine ganze Zahl. Die folgende Familie Qn von stark zusam-
menha¨ngenden Turnieren stammt von Moon [2]. Es sei {x1, x2, . . . , xn} die Eckenmenge von
Qn, so daß xn → xn−1 → · · · → x1 und xi → xj fu¨r 1 ≤ i < j ≤ n und j 6= i+ 1. Man u¨ber-
legt sich leicht, daß Qn genau n− r+1 orientierte Kreise der La¨nge r fu¨r 3 ≤ r ≤ n besitzt.
Außerdem sieht man, daß Qn−xi fu¨r 2 ≤ i ≤ n− 1 nicht mehr stark zusammenha¨ngend ist,
womit Qn genau zwei nicht-kritische Ecken besitzt. Daher zeigt diese Familie von Turnieren,
daß sowohl Satz 5.4 als auch Satz 5.5 bestmo¨glich ist.
Satz 5.6 (Las Vergnas [2] 1975). Ein stark zusammenha¨ngendes Turnier T der Ordnung
n ≥ 4, das nicht isomorph zu Qn aus Beispiel 5.1 ist, hat mindestens drei nicht-kritische
Ecken.
Beweis. Der Beweis erfolgt durch Induktion nach n, wobei fu¨r n = 4 genau ein stark zu-
sammenha¨ngendes Turnier existiert, das isomorph zu Q4 ist. Nun sei n ≥ 5 und u1 eine
nicht-kritische Ecke von T , die es nach Satz 5.5 tatsa¨chlich gibt.
Ist T −u1 nicht isomorph zu Qn−1, so hat T −u1 nach Induktionsvoraussetzung drei nicht-
kritische Ecken u2, u3 und u4. Ist T −ui stark zusammenha¨ngend fu¨r alle i = 2, 3, 4, so ist die
Behauptung bewiesen. Daher sei nun o.B.d.A. T − u4 nicht stark zusammenha¨ngend. Wir
werden zeigen, daß dann T − u2 und T − u3 stark zusammenha¨ngend sind. Da T − {u1, u4}
stark zusammenha¨ngend ist, besitzt T − {u1, u4} einen orientierten Hamiltonkreis C1,4. Da
T − u4 nicht stark zusammenha¨ngend ist, folgt u1 → C1,4 oder C1,4 → u1. Nehmen wir
o.B.d.A. u1 → C1,4 an, so folgt u4 → u1 aus dem starken Zusammenhang von T . Sind C1,2
und C1,3 orientierte Hamiltonkreise von T −{u1, u2} und T −{u1, u3}, so erkennt man wegen
u4 → u1 → u3 und u4 → u1 → u2, daß dann aber T −u2 und T−u3 stark zusammenha¨ngend
sind, womit T in diesem Fall drei nicht-kritische Ecken besitzt.
Ist T − u1 isomorph zu Qn−1, so sei Qn−1 analog zum Beispiel 5.1 definiert. Es folgt,
daß T − {u1, x1} und T − {u1, xn−1} stark zusammenha¨ngend sind. Nun zeigen wir, daß
T − x1 oder T −x2 stark zusammenha¨ngend ist, falls T nicht isomorph zu Qn ist. Ist T − x1
nicht stark zusammenha¨ngend, so gilt {xn−1, xn−2, . . . , x2} → u1 → x1 oder x1 → u1 →
{xn−1, xn−2, . . . , x2}. Im ersten Fall ist T −x2 stark zusammenha¨ngend, und im zweiten Fall
ist T isomorph zu Qn. Analog zeigt man, daß T−xn−1 oder T−xn−2 stark zusammenha¨ngend
ist, falls T nicht isomorph zu Qn ist. Wegen n ≥ 5 haben wir auch in diesem Fall drei nicht-
kritische Ecken gefunden haben, falls T nicht isomorph zu Qn ist. ‖
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Als Anwendung von Satz 5.6 konnte Las Vergnas [2] zeigen, daß die Familie Qn aus Bei-
spiel 5.1 die einzigen stark zusammenha¨ngenden Turniere der Ordnung n sind, die genau
n− r + 1 orientierte Kreise der La¨nge r fu¨r 4 ≤ r ≤ n− 1 besitzen.
Satz 5.7 (Las Vergnas [2] 1975). Ein stark zusammenha¨ngendes Turnier T der Ordnung
n ≥ 5, das nicht isomorph zu Qn ist, hat mindestens n− r + 2 orientierte Kreise der La¨nge
r fu¨r alle r mit 4 ≤ r ≤ n− 1.
Beweis. Der Beweis erfolgt durch Induktion nach n, wobei fu¨r n = 5 die Aussage unmittelbar
aus Satz 5.6 folgt, da die drei nicht-kritischen Ecken drei verschiedene 4-Kreise liefern. Sei
nun n ≥ 6. Da T wiederum nach Satz 5.6 n − (n − 1) + 2 = 3 verschiedene (n − 1)-Kreise
besitzt, bescha¨ftigen wir uns nur noch mit den Fa¨llen 4 ≤ r ≤ n− 2.
Wir nehmen an, daß T weniger als n − r + 2 und damit nach Satz 5.4 genau n − r + 1
orientierte Kreise der La¨nge r entha¨lt. Da T nicht isomorph zu Qn ist, besitzt T nach Satz 5.6
drei nicht-kritische Ecken u, v und w. Ist T −x nicht isomorph zu Qn−1 fu¨r ein x ∈ {u, v, w},
so besitzt T−x nach Induktionsvoraussetzung n−1−r+2 = n−r+1 verschiedene r-Kreise.
Da es nach Satz 5.3 einen weiteren r-Kreis durch x gibt, ha¨tte T dann im Widerspruch zur
Annahme n − r + 2 orientierte Kreise der La¨nge r. Nun seien T − u, T − v und T − w
isomorph zu Qn−1. Gibt es durch u, v oder w zwei r-Kreise, so gelangen wir auch zu einem
Widerspruch zu unserer Annahme, da T −u, T − v und T −w schon n− r orientierte Kreise
der La¨nge r enthalten. Daher nehmen wir im folgenden an, daß u, v und w auf einem einzigen
r-Kreis liegen.
Nun sei {y1, y2, . . . , yn−1} die Eckenmenge von T −u, so daß yn−1 → yn−2 → · · · → y1 und
yi → yj fu¨r 1 ≤ i < j ≤ n − 1 und j 6= i + 1, und es sei {z1, z2, . . . , zn−1} die Eckenmenge
von T − v, so daß zn−1 → zn−2 → · · · → z1 und zi → zj fu¨r 1 ≤ i < j ≤ n− 1 und j 6= i+ 1.
Da sowohl alle Ecken aus {y2, y3, . . . , yn−2} als auch alle Ecken aus {z2, z3, . . . , zn−2} zu
mindestens zwei r-Kreisen geho¨ren, ergibt sich aus unserer letzten Annahme {y1, yn−1} =
{v, w} und {z1, zn−1} = {u, w}. Es gelte o.B.d.A. yn−1 = w und y1 = v. Aus d+(w, T−u) = 1
folgt d+(w, T −v) ≤ 2 und daher wegen d+(z1, T −v) = n−3 ≥ 3 dann zn−1 = w und damit
z1 = u. Weiter ergibt sich aus d
−(y2, T − u) = 1 die Abscha¨tzung d−(y2, T − v) ≤ 2 und
daher y2 ∈ {z2, z3}.
Ist y2 = z3, so folgt z3 → v → {z2, z4, z5, . . . , zn−1}. Im Widerspruch zu unserer Annahme
gibt es nun die beiden r-Kreise vz2zrzr−1 · · · z3v und vzr+1zr · · · z3v durch v.
Ist y2 = z2, so folgt z2 → v → {z3, z4, . . . , zn−1}. Nun unterscheiden wir die beiden
Fa¨lle z1 → v und v → z1. Im Fall z1 → v existieren die beiden r-Kreise vzrzr−1 · · · z2v und
vzr−1zr−2 · · · z1v durch v, und im Fall v → z1 existieren die beiden r-Kreise vz1zr−1zr−2 · · · z2v
und vzrzr−1 · · · z2v durch v. In beiden Fa¨llen ergibt sich ein Widerspruch zur Annahme,
womit der Satz vollsta¨ndig bewiesen ist. ‖
Die folgenden Beispiele zeigen, daß Satz 5.7 weder fu¨r r = 3 noch fu¨r r = n richtig ist.
Beispiel 5.2. Dreht man fu¨r n ≥ 5 in Qn den Bogen x1x3 um, so entsteht wieder ein stark
zusammenha¨ngendes Turnier mit einem einzigen orientierten Hamiltonkreis, das natu¨rlich
nicht isomorph zu Qn ist.
Fu¨r n ≥ 5 sei Rn das Turnier mit der Eckenmenge {x1, x2, . . . , xn}, so daß Rn − xn
isomorph zu Qn−1 ist mit dem eindeutigen orientierten Hamiltonkreis xn−1xn−2 · · ·x1xn−1
und xn → xn−2 sowie {xn−1, xn−3, xn−4, . . . , x1} → xn. Nach Beispiel 5.1 besitzt Rn − xn
genau n − 3 orientierte Kreise der La¨nge 3, und in Rn existiert genau ein weiterer 3-Kreis
xnxn−2xn−3xn durch die Ecke xn. Damit entha¨lt Rn genau n−2 orientierte Kreise der La¨nge
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3, aber Rn ist nicht isomorph zu Qn, denn Qn ist vom Durchmesser n − 1 und Rn vom
Durchmesser n− 2.
Im Jahre 1970 hat Douglas [1] alle Turniere mit genau einem orientierten Hamiltonkreis
charakterisiert, und 1990 haben Burzio und Demaria [1] alle stark zusammenha¨ngenden
Turniere der Ordnung n mit genau n− 2 orientierten Kreisen der La¨nge drei bestimmt.
Satz 5.8. Es sei T ein nicht stark zusammenha¨ngendes Turnier. Dann ko¨nnen die star-
ken Zusammenhangskomponenten von T so in eindeutiger Form D1, D2, . . . , Dq angeordnet
werden, daß Di → Dj fu¨r alle j > i gilt.
Beweis. Sind A und B zwei starke Zusammenhangskomponenten von T , so gilt entweder
A → B oder B → A. Daher ist nach Satz 1.27 der kondensierte Digraph T ∗ wieder ein
Turnier ohne orientierte Kreise. Damit ist T ∗ nach Satz 5.2 ein transitives Turnier, das
genau einen orientierten Hamiltonschen Weg besitzt. Dieser orientierte Hamiltonsche Weg
liefert dann die gewu¨nschte eindeutige Anordnung der starken Zusammenhangskomponenten
von T . ‖
Satz 5.9 (Volkmann [14] 2002). Ist T ein stark zusammenha¨ngendes Turnier der Ordnung
n, so liegt jeder Bogen von T auf einem orientierten Weg der Ordnung dn+3
2
e.
Beweis. Ist uv ein beliebiger Bogen von T , so sei T ′ = T − {u, v}. Da T stark zusam-
menha¨ngend ist, liegt uv nach Satz 1.25 auf einem orientierten Kreis, womit eine Ecke
x ∈ E(T ′) existiert mit v → x.
Ist das Turnier T ′ stark zusammenha¨ngend, so ist T ′ nach dem Satz von Camion Ha-
miltonsch, und der Bogen uv geho¨rt sogar zu einem orientierten Hamiltonschen Weg der
Ordnung n ≥ dn+3
2
e.
Ist T ′ nicht stark zusammenha¨ngend, so sei D1, D2, . . . , Dq die eindeutige Anordnung der
starken Zusammenhangskomponenten von T ′ aus Satz 5.8. Weiter sei k ∈ {1, 2, . . . , q} der
kleinste Index mit der Eigenschaft, daß Dk eine Ecke y mit v → y entha¨lt. Im folgenden sei
A = D1 ∪ D2 ∪ · · · ∪ Dk−1 und B = Dk ∪ Dk+1 ∪ · · · ∪ Dq. Da uv auf einem orientierten
Kreis liegt gibt es eine Ecke w ∈ B mit w → u (w = y ist mo¨glich). Die Sa¨tze 5.3 und 5.8
liefern nun einen orientierten Hamiltonschen Weg P in A∪{w} mit der Endecke w und einen
orientierten Hamiltonschen Weg Q in B mit der Anfangsecke y. Damit sind Puv und uvQ
zwei orientierte Wege in T durch den Bogen uv mit |E(Puv)|+ |E(uvQ)| = n + 3, woraus
sich das gewu¨nschte Ergebnis sofort ergibt. ‖
Beispiel 5.3. Die folgende Familie Un von stark zusammenha¨ngenden Turnieren wird zei-
gen, daß Satz 5.9 bestmo¨glich ist. Es sei n = 2s + 3 mit einer ganzen Zahl s ≥ 1, und
Un bestehe aus der Eckenmenge {u, v, w, x1, x2, . . . , xs, y1, y2, . . . , ys}, so daß die Eckenmen-
ge {w, x1, x2, . . . , xs, y1, y2, . . . , ys} ein transitives Turnier mit dem eindeutigen orientierten
Hamiltonschen Weg x1x2 · · ·xswy1y2 · · · ys induziert. Weiter gelte u → v → w → u und
u → {x1, x2, . . . , xs, y1, y2, . . . , ys} → v. Nun sind x1x2 · · ·xswuv und uvwy1y2 · · · ys zwei
la¨ngste orientierte Wege der Ordnung s+ 3 = n+3
2
durch den Bogen uv.
Fu¨r den Fall δ(T ) = min{δ+(T ), δ−(T )} ≥ 2 konnten Busch, Jacobson und Reid [1] im
Jahre 2006 den Satz 5.9 verbessern.
Definition 5.6. Ist D ein Digraph mit der Eckenmenge {x1, x2, . . . , xn}, so heißt die Folge
d+(x1, D), d
+(x2, D), . . . , d
+(xn, D) Außengradsequenz von D. Eine Folge s1, s2, . . . , sn nicht
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negativer ganzer Zahlen nennt man Außengradsequenz, wenn ein Digraph D existiert, der
diese Folge als Außengradsequenz besitzt.
Satz 5.10 (Landau [1] 1953). Es sei 0 ≤ s1 ≤ s2 ≤ · · · ≤ sn ≤ n − 1 eine Folge ganzer
Zahlen. Es gibt genau dann ein Turnier Tn mit der Außengradsequenz (s1, s2, . . . , sn), wenn
p∑
i=1
si ≥
(
p
2
)
(5.1)
fu¨r alle p = 1, 2, . . . , n ist und fu¨r p = n in (5.1) die Gleichheit gilt.
Beweis (Thomassen [4] 1981). Es sei Tn ein Turnier mit der Eckenmenge {x1, x2, . . . , xn},
so daß d+(xi, Tn) = si fu¨r 1 ≤ i ≤ n gilt. Bezeichnen wir mit Up das durch die Ecken
x1, x2, . . . , xp induzierte Unterturnier von Tn, so ergibt sich aus dem Handschlaglemma
p∑
i=1
si =
p∑
i=1
d+(xi, Tn) ≥
p∑
i=1
d+(xi, Up) = m(Up) =
(
p
2
)
,
und fu¨r p = n gilt sogar das Gleichheitszeichen.
Fu¨r die Umkehrung nehmen wir an, daß eine Folge s = (s1, s2, . . . , sn) existiert, die (5.1)
erfu¨llt aber keine Außengradsequenz eines Turniers ist. Dann sei n die kleinste Zahl, fu¨r
die eine solche Folge existiert. Unter allen diesen Gegenbeispielen wa¨hlen wir ein s mit
minimalem s1.
1. Fall: Es gibt ein p ≤ n−1 mit∑pi=1 si = (p2). Im folgenden werden wir zeigen, daß dann
auch die Folgen s′ = (s1, s2, . . . , sp) und s′′ = (sp+1 − p, sp+2 − p, . . . , sn − p) die Bedingung
(5.1) erfu¨llen. Fu¨r die erste Folge ist das unmittelbar klar und fu¨r die zweite Folge ergibt
sich aus den Voraussetzungen
sp+1 − p =
p+1∑
i=1
si −
p∑
i=1
si − p ≥
(
p+ 1
2
)
−
(
p
2
)
− p = 0
und fu¨r 1 ≤ r ≤ n− p
r∑
i=1
(sp+i − p) =
r∑
i=1
sp+i − rp =
p+r∑
j=p+1
sj − rp
=
p+r∑
i=1
si −
p∑
i=1
si − rp ≥
(
p+ r
2
)
−
(
p
2
)
− rp =
(
r
2
)
mit Gleichheit fu¨r r = n−p. Wegen der Minimalita¨t von n existiert also ein p-Turnier U mit
der Außengradsequenz s′ und ein (n−p)-Turnier V mit der Außengradsequenz s′′. Betrachtet
man nun das n-Turnier, das aus der disjunkten Vereinigung von U und V besteht, so daß
V → U gilt, so hat man imWiderspruch zur Annahme ein Turnier mit der Außengradsequenz
s.
2. Fall: Fu¨r alle 1 ≤ p ≤ n − 1 gilt ∑pi=1 si > (p2). Dann erfu¨llt aber auch die Folge
s′′′ = (s1 − 1, s2, s3, . . . , sn−1, sn + 1) die Bedingung (5.1). Wegen der Wahl von s1 gibt
es ein n-Turnier W mit der Außengradsequenz s′′′. Sind x1 und xn die Ecken aus W mit
d+(x1,W ) = s1−1 und d+(xn,W ) = sn+1, so gilt d+(xn,W ) ≥ d+(x1,W )+2. Daher existiert
eine Ecke y in W mit xn → y und y → x1. Ersetzt man in W die beiden Bogen (xn, y) und
(y, x1) durch (y, xn) und (x1, y), so erha¨lt man ein Turnier mit der Außengradsequenz s.
Dieser Widerspruch beendet den Beweis des Satzes von Landau. ‖
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Durch eine kleine A¨nderung der Voraussetzungen in Satz 5.10, erreicht man, daß die
Außengradsequenz zu einem stark zusammenha¨ngenden Turnier geho¨rt.
Satz 5.11 (Harary, Moser [1] 1966). Es sei 0 ≤ s1 ≤ s2 ≤ · · · ≤ sn ≤ n − 1 eine
Folge ganzer Zahlen. Es gibt genau dann ein stark zusammenha¨ngendes Turnier Tn mit der
Außengradsequenz (s1, s2, . . . , sn), wenn
p∑
i=1
si >
(
p
2
)
(5.2)
fu¨r alle p = 1, 2, . . . , n− 1 gilt und
n∑
i=1
si =
(
n
2
)
. (5.3)
Beweis. Es sei Tn ein stark zusammenha¨ngendes Turnier mit E(Tn) = {x1, x2, . . . , xn}, so
daß d+(xi, Tn) = si fu¨r 1 ≤ i ≤ n gilt. Das Handschlaglemma liefert (5.3). Ist p < n, so
sei Up das durch die Ecken x1, x2, . . . , xp induzierte Unterturnier von Tn. Wegen des starken
Zusammenhangs von Tn gibt es mindestens einen Bogen von E(Up) nach E(Tn) − E(Up).
Daraus folgt dann
p∑
i=1
si =
p∑
i=1
d+(xi, Tn) >
p∑
i=1
d+(xi, Up) =
(
p
2
)
.
Fu¨r die Umkehrung nehmen wir an, daß die ganzen Zahlen 0 ≤ s1 ≤ s2 ≤ · · · ≤ sn ≤ n−1
die Bedingungen (5.2) und (5.3) erfu¨llen. Wegen Satz 5.10 gibt es ein Turnier T mit der
Eckenmenge {x1, x2, . . . , xn}, so daß d+(xi, T ) = si fu¨r 1 ≤ i ≤ n gilt. Ist T nicht stark
zusammenha¨ngend, so gibt es nach Satz 5.8 eine starke Zusammenhangskomponente Dq,
aus der kein Bogen herausfu¨hrt. Ist Dq von der Ordnung r, so gilt wegen Satz 5.8 notwendig
E(Dq) = {x1, x2, . . . , xr}, und wir erhalten den folgenden Widerspruch zu (5.2):
r∑
i=1
si =
r∑
i=1
d+(xi, Tn) =
r∑
i=1
d+(xi, Dq) =
(
r
2
)
. ‖
Analog zur Definition 1.19 wollen wir nun auch die Begriffe Abstand, Durchmesser und
Radius fu¨r Digraphen definieren.
Definition 5.7. Ist D ein Digraph, a, b ∈ E(G) mit a 6= b und Wab ein orientierter Weg
ku¨rzester La¨nge von a nach b inD, so definieren wir den Abstand d(a, b) = dD(a, b) von a nach
b durch die La¨nge L(Wab) dieses orientierten Weges. Im Fall a = b gilt d(a, b) = d(a, a) = 0.
Existiert kein orientierter Weg von a nach b, so setzen wir d(a, b) = ∞. Die Exzentrizita¨t
einer Ecke a ist e(a) = maxx∈E(D) d(a, x). Weiter bezeichnen wir mit
dm(D) = max
x∈E(D)
e(x) bzw. r(D) = min
x∈E(D)
e(x)
den Durchmesser bzw. den Radius von D. Das Zentrum Z(D) besteht aus allen Ecken x mit
e(x) = r(D).
Satz 5.12 (Landau [1] 1953). Es sei T ein Turnier. Ist w ∈ E(T ) mit d+(w) = ∆+(T ), so
gilt d(w, y) ≤ 2 fu¨r alle Ecken y ∈ E(T ).
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Beweis. Ist n(T ) = 1, so gibt es nichts zu beweisen. Nun sei n(T ) ≥ 2 und N+(w, T ) =
{x1, x2, . . . , xp}. Es gilt dann p ≥ 1. Ist n = p + 1, so sind wir fertig. Andernfalls sei y eine
beliebige Ecke aus E(T ) − {w, x1, x2, . . . , xp}. Gilt y → {w, x1, x2, . . . , xp}, so erhalten wir
den Widerspruch d+(y) ≥ d+(w) + 1 = ∆+(T ) + 1. Daher existiert eine Ecke xi mit xi → y,
und es folgt d(w, y) = 2. ‖
Folgerung 5.3. Ist T ein Turnier, so gilt r(T ) ≤ 2.
Fu¨r jeden Digraphen D gilt natu¨rlich r(D) ≤ dm(D). Aber Satz 5.12 oder Folgerung 5.3
zeigen daß es Digraphen, z.B. transitive Turniere, mit endlichem Radius und unendlichem
Durchmesser gibt. Das na¨chste Beispiel demonstriert, daß auch fu¨r stark zusammenha¨ngende
Turniere nicht mehr das Analogon zum Satz 1.18 gilt (dm(G) ≤ 2r(G)).
Beispiel 5.4. Es sei T ′n ein transitives Turnier mit n ≥ 6 und dem eindeutigen orientierten
Hamiltonschen Weg x1x2 · · ·xn. A¨ndern wir die Orientierung aller Bogen auf diesem orien-
tierten Hamiltonschen Weg, so entsteht ein stark zusammenha¨ngendes Turnier Tn mit dem
orientierten Hamiltonschen Kreis xnxn−1 · · ·x1xn. Es gilt dm(Tn) = d(xn, x1) = n − 1 ≥ 5,
aber nach Folgerung 5.3 ist r(Tn) ≤ 2, sogar r(Tn) = 2.
Satz 5.13 (Moon [1] 1962). Ist T ein Turnier mit δ−(T ) ≥ 1, so ist r(T ) = 2, und es gilt
|Z(T )| ≥ 3.
Beweis. Wegen δ−(T ) ≥ 1 folgt n(T ) ≥ 3. Nun sei w ∈ E(T ) mit d+(w) = ∆+(T ),
v ∈ N−(w) von maximalem Außengrad unter allen Ecken aus N−(w) und u ∈ N−(v) von
maximalem Außengrad unter allen Ecken aus N−(v). Die Voraussetzung δ−(T ) ≥ 1 liefert
die Existenz der Ecken v und u und wegen Satz 5.12 gilt e(w) = 2. Im folgenden werden wir
e(v) = e(u) = 2 nachweisen.
Es sei x ∈ {u, v} und wir nehmen an, daß e(x) ≥ 3 gilt. Dann existiert eine Ecke y in T
mit d(x, y) ≥ 3. Daraus ergibt sich y → x und y → a fu¨r alle a ∈ N+(x). Das impliziert
d+(y) > d+(x).
Ist nun x = v, so folgt aus v → w und d(v, y) ≥ 3 sofort y → w. Die obige Beobachtung
d+(y) > d+(v) liefert einen Widerspruch zur Wahl von v.
Ist x = u, so folgt aus u→ v und d(u, y) ≥ 3 sofort y → v. Die Beobachtung d+(y) > d+(u)
liefert einen Widerspruch zur Wahl von u. ‖
Bemerkung 5.1. Den Ausgang eines Wettkampfes von n Teams, von denen jedes genau
einmal gegen jedes andere gespielt hat und ein Unentschieden ausgeschlossen ist (z.B. bei
einem Volleyballturnier), kann man durch ein Turnier Tn darstellen. Bei Sportturnieren,
bei denen auch unentschiedene Spielausga¨nge mo¨glich sind, kann man wie folgt vorgehen.
Gewinnt Team x gegen Team y, so werden x und y durch zwei parallele Bogen von x nach
y verbunden, und spielen x und y unentschieden, so notieren wir einen Bogen von x nach y
und einen von y nach x. Diese Betrachtung fu¨hrt auf natu¨rliche Weise zu den sogenannten
Multiturnieren T pn , bei denen je zwei Ecken durch genau p Bogen verbunden sind. Durch T
4
18
wird z.B. die Fußballbundesliga repra¨sentiert. Resultate u¨ber Multiturniere findet man z.B.
in den Arbeiten von Harborth und Kemnitz [1] sowie Kemnitz und Dolff [1].
Definition 5.8. Ein Digraph D heißt r-regula¨r oder auch nur regula¨r, wenn d+(x,D) =
d−(x,D) = r fu¨r alle x ∈ E(D) gilt.
Im Zusammenhang mit regula¨ren Turnieren wollen wir noch ein scho¨nes Resultat von
Alspach ohne Beweis notieren.
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Satz 5.14 (Alspach [1] 1967). Ein regula¨res Turnier ist Bogen-panzyklisch.
Fu¨r interessante Verallgemeinerungen von Satz 5.14 vgl. man die Artikel von Zhang [1]
1981, Tian, Wu und Zhang [1] 1982, Yao, Guo und Zhang [1] 2000 und Yeo [6] 2005. Weitere
Resultate u¨ber Turniere findet der Leser im 17. Kapitel, in den Bu¨chern von Moon [3] 1968
und Bang-Jensen und Gutin [2] 2009 sowie in den U¨bersichtsartikeln von Beineke und Wilson
[2] 1975, Reid und Beineke [1] 1978, Bermond und Thomassen [1] 1981, Reid [3] 1996 sowie
Bang-Jensen und Gutin [1] 1996.
5.2 Multipartite Turniere
Definition 5.9. Eine beliebige Orientierung eines vollsta¨ndigen p-partiten Graphen nennt
manmultipartites oder p-partites Turnier. Ist E1, E2, . . . , Ep eine Partition des vollsta¨ndigen
p-partiten Graphen, so sprechen wir auch von einer Partition des multipartiten Turnieres.
Ist p = 2, so wird im allgemeinen der Begriff bipartites Turnier benutzt.
Wir beginnen mit einer einfachen Folgerung aus dem Satz 5.1 von Re´dei.
Satz 5.15. Jedes p-partite Turnier D besitzt einen orientierten Weg der La¨nge p− 1.
Beweis. Aus jeder Partitionsmenge Ei vonD wa¨hle man eine Ecke xi. Dann ist der induzierte
Teildigraph T = D[{x1, x2, . . . , xp}] ein Tunier der Ordnung p. Nach Satz 5.1 besitzt T einen
orientierten Hamiltonschen Weg der La¨nge p−1, der natu¨rlich auch ein orientierter Weg von
D ist. ‖
Im folgenden wollen wir uns vor allen Dingen mit der Kreisstruktur stark zusammenha¨n-
gender multipartiter Turniere bescha¨ftigen, die allerdings bei weitem nicht so vollsta¨ndig
bekannt ist, wie die der Turniere. Dabei stehen die p-partiten Turniere mit p ≥ 3 im Vor-
dergrund. Zum Einu¨ben der hier verwendeten Techniken, beginnen wir mit einem Ergebnis,
das sich recht einfach beweisen la¨ßt.
Satz 5.16 (Goddard, Kubicki, Oellermann, Tian [1] 1991). Ist D ein stark zusam-
menha¨ngendes p-partites Turnier, so liegt jede Ecke von D auf einem 3-Kreis oder 4-Kreis.
Beweis. Es sei E1, E2, . . . , Ep eine Partition von D und a eine beliebige Ecke von D. Es gelte
o.B.d.A. a ∈ E1. Nun wa¨hlen wir einen ku¨rzesten orientierten Kreis C = a1a2 · · · ata1 in D
mit a1 = a. Ist t = 3, so ist der Satz bewiesen. Daher sei nun t ≥ 4. Da C ein ku¨rzester
orientierter Kreis durch a1 ist, sind a1 und a3 in D nicht adjazent, womit notwendig a3 ∈ E1
gilt. Das bedeutet aber, daß a4 nicht zu E1 geho¨rt, woraus sich sofort t = 4 ergibt. ‖
Zuna¨chst beweisen wir zwei mehr strukturelle Aussagen, die wir im folgenden ha¨ufig an-
wenden werden.
Hilfssatz 5.1 (Guo, Pinkernell, Volkmann [1] 1997). Es sei C ein t-Kreis eines stark
zusammenha¨ngenden p-partiten Turnieres D. Existiert eine Ecke y ∈ E(D) − E(C) mit
N+(y) ∩ E(C) = ∅ (oder N−(y) ∩ E(C) = ∅), so existiert ein (t + 1)- oder (t + 2)-Kreis C ′
mit E(C) ⊆ E(C ′).
Beweis. Der t-Kreis C sei gegeben durch C = v1v2 · · · vtv1. Da D stark zusammenha¨ngend
ist, existiert ein ku¨rzester orientierter Weg P = y1y2 · · · yq von y = y1 nach C, und wegen
der Voraussetzung N+(y) ∩ E(C) = ∅ gilt q ≥ 3. Es gelte o.B.d.A. yq = v3.
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Geho¨ren v2 und yq−2 zu verschiedenen Partitionsmengen, so ergibt sich aus der Wahl
von P notwendig v2 → yq−2. Dann liegen aber alle Ecken von C auf dem (t + 2)-Kreis
v1v2yq−2yq−1v3 · · · vtv1. Geho¨ren v2 und yq−2 zur gleichen Partitionsmenge, so liegen v2 und
yq−1 sowie v1 und yq−2 in verschiedenen Partitionsmengen. Im Fall v2 → yq−1 geho¨ren alle
Ecken von C zu dem (t+1)-Kreis v1v2yq−1v3 · · · vtv1, und im Fall yq−1 → v2 liegen alle Ecken
von C auf dem (t+ 2)-Kreis v1yq−2yq−1v2v3 · · · vtv1.
(Verwendet man im Fall N−(y)∩E(C) = ∅ einen ku¨rzesten orientierten Weg von C nach
y, so verla¨uft der Beweis analog.) ‖
Hilfssatz 5.2 (Guo, Pinkernell, Volkmann [1] 1997). Es sei D ein stark zusammenha¨n-
gendes p-partites Turnier mit p ≥ 3. Ist C ein t-Kreis von D, der Ecken aus ho¨chstens p− 1
Partitionsmengen entha¨lt, so existiert ein (t+ 1)- oder (t + 2)-Kreis C ′ mit E(C) ⊆ E(C ′).
Beweis. Es sei E1, E2, . . . , Ep eine Partition von D und C = v1v2 · · · vtv1. Ist o.B.d.A. E(C)∩
Ep = ∅, so wa¨hlen wir eine Ecke y ∈ Ep. Wegen E(C)∩Ep = ∅ ist die Ecke y zu allen Ecken
von C adjazent.
Im Fall E(C) → y oder y → E(C) folgt unser gewu¨nschtes Resultat unmittelbar aus
Hilfssatz 5.1. Im Fall N+(y) ∩ E(C) 6= ∅ und N−(y) ∩ E(C) 6= ∅ erkennt man analog zum
1. Fall im Beweis des Satzes 5.3 von Moon, daß eine Zahl j ∈ {1, 2, . . . , t} mit vj → y und
y → vj+1 existiert. Ist o.B.d.A. j = 1, so hat der (t+1)-Kreis v1yv2v3 · · · vtv1 die gewu¨nschten
Eigenschaften. ‖
Aus diesem Hilfssatz ergibt sich auch sofort der Satz von Camion (Folgerung 5.1).
Satz 5.17 (Guo, Pinkernell, Volkmann [1] 1997). Ist D ein stark zusammenha¨ngendes
p-partites Turnier, so liegt jede Ecke auf einem la¨ngsten orientierten Kreis.
Beweis. Es sei C = v1v2 · · · vtv1 ein la¨ngster orientierter Kreis von D. Ist C ein orientierter
Hamiltonkreis, so gibt es nichts mehr zu beweisen. Daher sei nun b eine beliebige Ecke aus
E(D) − E(C). Da C ein la¨ngster orientierter Kreis ist, ergibt sich aus Hilfssatz 5.1 sofort
N+(b) ∩ E(C) 6= ∅ und N−(b) ∩ E(C) 6= ∅. Nun darf es keine Zahl j ∈ {1, 2, . . . , t} mit
vj−1 → b und b → vj geben, womit aber notwendig eine Zahl i ∈ {1, 2, . . . , t} existiert mit
vi−1 → b und b→ vi+1. Ist o.B.d.A. i = 2, so liegt die Ecke b auf dem t-Kreis v1bv3v4 · · · vtv1,
womit Satz 5.17 vollsta¨ndig bewiesen ist. ‖
Nun stellen wir noch ein Analogon zum Satz 5.17 fu¨r la¨ngste orientierte Wege vor.
Satz 5.18 (Volkmann [11] 1999). Ist D ein multipartites Turnier, so liegt jede Ecke auf
einem la¨ngsten orientierten Weg.
Beweis. Es sei W = v1v2 · · · vr ein la¨ngster orientierter Weg in D. Ist W ein orientierter
Hamiltonscher Weg oder 1 ≤ r ≤ 2, so gibt es nichts zu beweisen. In den verbleibenden
Fa¨llen sei w eine beliebige Ecke aus E(D)−E(W ). Da W ein la¨ngster orientierter Weg ist,
gilt v1 → w oder v1 und w sind nicht adjazent. Sind v1 und w nicht adjazent, so sind v2 und
w adjazent. Im Fall w → v2, geho¨rt w zu dem la¨ngsten orientierten Weg wv2v3 · · · vr.
Ist r = 3 und sind w und v2 adjazent, so liegt w auch auf einem orientierten Weg der
La¨nge 2. Sind w und v2 nicht adjazent, so gilt notwendig v1 → w → v3, womit v1wv2 ein
la¨ngster orientierter Weg durch w ist.
Im Fall r ≥ 4 verbleiben die folgenden drei Fa¨lle: v1 → w und v2 → w; v1 → w und v2
und w sind nicht adjazent; v1 und w sind nicht adjazent und v2 → w.
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In allen diesen Fa¨llen setzen wir
s = max
1≤i≤r−2
{i|vi → w}.
Wegen r ≥ 4 ist die Existenz von s gesichert. Sind vs+1 und w adjazent, so folgt aus der De-
finition von s sofort w → vs+1. Damit existiert der orientierte Weg v1v2 · · · vswvs+1vs+2 · · · vr
der La¨nge r, ein Widerspruch zur Voraussetzung. Daher sind vs+1 und w nicht adjazent und
somit gilt w → vs+2. Daraus ergibt sich schließlich, daß w zu dem la¨ngsten orientierten Weg
v1v2 · · · vswvs+2vs+3 · · · vr geho¨rt. ‖
Das na¨chste Resultat, das sich leicht aus dem Beweis von Satz 5.17 ergibt, wurde ungefa¨hr
im Jahre 1981 von J. Ayel gefunden. Man vgl. dazu die Arbeit von Jackson [1], der dort dieses
Ergebnis speziell fu¨r bipartite Turniere bewiesen hat.
Satz 5.19 (Ayel 1981). Es sei D ein stark zusammenha¨ngendes p-partites Turnier. Ist C
ein la¨ngster orientierter Kreis von D, und ist D − E(C) 6= ∅, so existiert in D − E(C) kein
orientierter Kreis.
Beweis. Es sei C = v1v2 · · · vtv1. Angenommen, es gibt in D − E(C) einen orientierten
Kreis b1b2 · · · bkb1. Wie im Beweis von Satz 5.17 existiert nun eine Zahl i ∈ {1, 2, . . . , t} mit
vi−1 → b1 und b1 → vi+1, wobei b1 und vi zur gleichen Partitionsmenge geho¨ren. Nun erkennt
man ohne Mu¨he, daß die beiden mo¨glichen Fa¨lle b2 → vi oder vi → b2 einen Widerspruch zu
der Voraussetzung, daß C ein la¨ngster orientierter Kreis von D ist, erzeugen. ‖
Satz 5.20 (Guo, Pinkernell, Volkmann [1] 1997). Ist D ein stark zusammenha¨ngendes
p-partites Turnier mit p ≥ 3, so liegt jede Ecke von D auf einem t- oder (t + 1)-Kreis fu¨r
jedes t ∈ {3, 4, . . . , p}.
Beweis. Ist v eine beliebige Ecke aus D, so werden wir mit Hilfe eines Induktionsbeweises
zeigen, daß fu¨r alle t ∈ {3, 4, . . . , p} die Ecke v auf einem t- oder (t+ 1)-Kreis liegt.
Da D stark zusammenha¨ngend ist, ergibt sich fu¨r t = 3 das gewu¨nschte Resultat aus
Satz 5.16.
Geho¨rt v zu einem t- oder (t + 1)-Kreis fu¨r 3 ≤ t < p, so mu¨ssen wir nachweisen, daß v
auch auf einem (t+1)- oder (t+2)-Kreis liegt. Im Fall, daß v zu einem (t+1)-Kreis geho¨rt,
sind wir fertig. Daher sei v die Ecke eines t-Kreises. Wegen der Voraussetzung t < p, erkennt
man zusammen mit Hilfssatz 5.2, daß v dann auch auf einem (t + 1)- oder (t + 2)-Kreis
liegt. ‖
Beispiel 5.5. Das p-partite Turnier D bestehe aus den Partitionsmengen E1, E2, . . . , Ep mit
p ≥ 3 und |E1| = 1. Gilt weiter Ep → E1 → Ei fu¨r 2 ≤ i ≤ p − 1 und Ei → Ej fu¨r
2 ≤ i < j ≤ p, so ist D stark zusammenha¨ngend, und D entha¨lt keinen t-Kreis fu¨r t > p.
Dieses Beispiel von Bondy [2] zeigt uns, daß es stark zusammenha¨ngende p-partite Turnie-
re gibt (die keine Turniere sind), die einen la¨ngsten orientierten Kreis der La¨nge p besitzen,
womit Satz 5.20 in diesem Sinne bestmo¨glich ist. Verlangt man aber, daß alle Partitionsmen-
gen mindestens zwei Elemente enthalten, so existiert immer ein la¨ngerer Kreis. Dies zeigte
bereits Bondy [2] 1976.
Satz 5.21 (Bondy [2] 1976). Es sei D ein stark zusammenha¨ngendes p-partites Turnier.
Entha¨lt jede Partitionsmenge von D mindestens zwei Ecken, so besitzt D einen orientierten
Kreis der La¨nge r > p.
5.2 Multipartite Turniere 87
Gutin [2] gab 1984 diesem Resultat von Bondy die folgende mehr qualitative Form.
Satz 5.22 (Gutin [2] 1984). Es sei D ein stark zusammenha¨ngendes p-partites Turnier
mit p ≥ 5. Entha¨lt jede Partitionsmenge von D mindestens zwei Ecken, so besitzt D einen
(p+ 1)- oder (p+ 2)-Kreis.
Unser na¨chster Satz zeigt, daß die Aussage von Gutin sogar fu¨r jede Ecke eines solchen
multipartiten Turnieres gilt.
Satz 5.23 (Guo, Pinkernell, Volkmann [1] 1997). Es sei D ein stark zusammenha¨ngen-
des p-partites Turnier mit p ≥ 4 und der Partition E1, E2, . . . , Ep. Ist |Ei| ≥ 2 fu¨r alle
i = 1, 2, . . . , p, so geho¨rt jede Ecke von D zu einem (p+ 1)- oder (p+ 2)-Kreis.
Beweis. Wegen Satz 5.20 liegt jede Ecke v von D auf einem p- oder (p + 1)-Kreis. Da wir
im Fall, daß v auf einem (p + 1)-Kreis liegt, fertig sind, geho¨re v nun zu einem p-Kreis
C = v1v2 · · · vpv1 mit v = v1. Nach Hilfssatz 5.2 genu¨gt es den Fall zu diskutieren, daß der
orientierte Kreis C genau eine Ecke aus jeder Partitionsmenge entha¨lt. Es gelte o.B.d.A.
vi ∈ Ei fu¨r i = 1, 2, . . . , p.
Existiert eine Ecke y ∈ E(D)− E(C) mit N+(y) ∩ E(C) = ∅ oder N−(y) ∩ E(C) = ∅, so
geho¨rt v nach Hilfssatz 5.1 auch zu einem (p+ 1)- oder (p+ 2)-Kreis.
Daher gelte im folgenden N+(x) ∩E(C) 6= ∅ und N−(x) ∩E(C) 6= ∅ fu¨r alle x ∈ E(D)−
E(C). Gibt es eine Ecke w ∈ E(D)−E(C) mit vj−1 → w und w → vj fu¨r ein j ∈ {1, 2, . . . , p},
so ist v ein Element des (p+1)-Kreises vj−1wvj · · · vj−1. Existiert keine solche Ecke w, dann
u¨berlegt man sich leicht, daß fu¨r jede Ecke bi ∈ Ei − vi notwendig vi−1 → bi → vi+1 fu¨r
alle i ∈ {1, 2, . . . , p} gilt (hier und im folgenden wird natu¨rlich modulo p gerechnet). Nun
betrachten wir das p-partite Turnier D′ = D[{v1, v2, . . . , vp, b1, b2, . . . , bp}].
Gibt es ein j mit bj+1 → bj , so ist v eine Ecke des (p+2)-Kreises vjbj+1bjvj+1 · · · vj. Daher
verbleibt der Fall {vi, bi} → {vi+1, bi+1} fu¨r alle i ∈ {1, 2, . . . , p}. Gibt es eine Ecke a aus der
Menge {vj, bj} mit a ∈ N+(v1, D′)∩N−(b1, D′), so ist j ≥ 3 und v1ab1v2 · · · vj−1bvj+1 · · · vpv1
ist ein (p+2)-Kreis durch die Ecke v, wobei b ∈ {vj, bj} mit b 6= a gilt. Im Fall N−(v1, D′)∩
N+(b1, D
′) 6= ∅ finden wir analog einen (p+ 2)-Kreis durch v.
Zum Schluß des Beweises betrachten wir den verbleibenden Fall N+(v1, D
′) = N+(b1, D′)
und N−(v1, D′) = N−(b1, D′). Da die beiden Turniere D1 = D[{v1, v2, . . . , vp}] und D2 =
D[{b1, b2, . . . , bp}] stark zusammenha¨ngend sind, liegt nach Satz 5.3 von Moon die Ecke v1
auf einem 3-Kreis v1vkv`v1 in D1 und die Ecke b1 auf einem (p− 1)-Kreis b1b′2b′3 · · · b′p−1b1 in
D2. Nun ist aber v1vkv`b1b
′
2b
′
3 · · · b′p−1v1 ein (p+ 2)-Kreis durch die Ecke v. ‖
Beispiel 5.6. Das 3-partite Turnier D mit der Partition E1, E2, E3 und E1 → E2 → E3 →
E1 zeigt, daß die Bedingung p ≥ 4 im Satz 5.23 notwendig ist, denn D besitzt keinen 4-
Kreis und keinen 5-Kreis. Unter der Voraussetzung |E1|, |E2|, |E3| ≥ 2 existiert natu¨rlich ein
6-Kreis. U¨berhaupt kann man fu¨r alle stark zusammenha¨ngenden 3-partiten Turniere, die
in jeder Partitionsmenge mindestens zwei Elemente enthalten, leicht zeigen, daß sie einen
orientierten Kreis der La¨nge r > 3 enthalten (man vgl. Aufgabe 5.14).
Beispiel 5.7. Sei E1, E2 ∪ {x}, E3, . . . , Ep die Partition eines p-partiten Turnieres D mit
p ≥ 3. Gilt weiter E1 → x, x → Ei fu¨r 3 ≤ i ≤ p und Ej → Ei fu¨r 1 ≤ i < j ≤ p, so ist
D stark zusammenha¨ngend ohne einen t-Kreis fu¨r t ≥ p + 2. Dieses Beispiel von Bondy [2]
zeigt uns, daß Satz 5.23 in dem Sinne bestmo¨glich ist, daß wir die Partitionsmengen beliebig
groß wa¨hlen ko¨nnen, aber die La¨nge eines la¨ngsten orientierten Kreises nicht die Zahl p+ 1
u¨bersteigt.
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Ist D ein stark zusammenha¨ngendes p-partites Turnier, so haben wir uns vor allen Dingen
mit der Existenz von t- oder (t+1)-Kreisen fu¨r t ∈ {3, 4, . . . , p+1} befaßt. Die Frage, welche
Kreisla¨ngen wirklich existieren, blieb bisher ungekla¨rt. In diesem Zusammenhang bewies
Bondy [2] im Jahre 1976 folgenden wichtigen Satz, der die Folgerung 5.2 von Harary und
Moser als Spezialfall entha¨lt.
Satz 5.24 (Bondy [2] 1976). Ist D ein stark zusammenha¨ngendes p-partites Turnier mit
p ≥ 3, so entha¨lt D einen t-Kreis fu¨r jedes t ∈ {3, 4, . . . , p}.
Auch das na¨chste Resultat von Gutin [4] aus dem Jahre 1993, das sich mit einer spezi-
ellen Klasse von multipartiten Turnieren befaßt, zielt in diese Richtung und erweitert den
Moon’schen Satz 5.3.
Satz 5.25 (Gutin [4] 1993). Es sei D ein stark zusammenha¨ngendes p-partites Turnier
mit p ≥ 3. Besteht eine Partitionsmenge von D aus genau einer Ecke, so liegt diese Ecke auf
einem t-Kreis fu¨r jedes t ∈ {3, 4, . . . , p}.
Das folgende wichtige und attraktive Resultat verallgemeinert die gerade genannten Er-
gebnisse von Bondy und Gutin und entha¨lt damit auch Satz 5.3 von Moon.
Satz 5.26 (Guo, Volkmann [2] 1994). Ist D ein stark zusammenha¨ngendes p-partites
Turnier mit p ≥ 3, so besitzt jede Partitionsmenge von D mindestens eine Ecke, die auf
einem t-Kreis fu¨r jedes t ∈ {3, 4, . . . , p} liegt.
Beweis. Es sei E1, E2, . . . , Ep eine Partition von D. O.B.d.A. zeigen wir, daß die Partitions-
menge E1 eine Ecke entha¨lt, die auf einem t-Kreis fu¨r jedes t ∈ {3, 4, . . . , p} liegt. Wir fu¨hren
den Beweis durch vollsta¨ndige Induktion nach der Kreisla¨nge t.
Zuna¨chst zeigen wir, daß eine Ecke aus E1 auf einem Dreikreis liegt. Sei v = v1 eine Ecke
aus E1, C = v1v2 · · · vrv1 ein ku¨rzester orientierter Kreis von D durch v, und es gelte o.B.d.A.
v2 ∈ E2. Ist r = 3, so sind wir fertig. Daher sei nun r ≥ 4. Da C ein ku¨rzester orientierter
Kreis durch v1 ist, gilt analog zum Beweis von Satz 5.16 v3 ∈ E1 und r = 4.
Ist v4 6∈ E2, so gilt (v4, v2) ∈ B(D), und nun liegt die Ecke v3 ∈ E1 auf einem Dreikreis.
Im Fall v4 ∈ E2 setzen wir S = E3 ∪ E4 ∪ · · · ∪ Ep. Existiert eine Ecke x ∈ S mit
N+(x) ∩ E(C) 6= ∅ und N−(x) ∩ E(C) 6= ∅, so sieht man leicht, daß mindestens eine Ecke
aus {v1, v3} auf einem Dreikreis liegt. Im anderen Fall kann S in zwei Teilmengen S1 und
S2 zerlegt werden, so daß S2 → C → S1 gilt. Ist o.B.d.A. S1 6= ∅, so existiert ein ku¨rzester
orientierter Weg Z = x1x2 · · ·xq von S1 nach C mit q ≥ 3.
Ist E(Z) ∩ S2 = ∅, so gilt {x2, x3} ∩ E1 6= ∅. Dann ist aber x1x2x3x1 ein Dreikreis von
D, und wir sind fertig. Im Fall E(Z) ∩ S2 6= ∅ geho¨rt die Ecke xq−1 notwendig zu S2. Ist
xq−2 6∈ E1, so ist v1xq−2xq−1v1 ein Dreikreis in D. Ist xq−2 ∈ E1, so ist xq−2xq−1v2xq−2 ein
Dreikreis in D. Damit haben wir gezeigt, daß E1 eine Ecke entha¨lt, die auf einem Dreikreis
liegt.
Nun sei u eine Ecke von E1, die auf einem `-Kreis fu¨r jedes `mit 3 ≤ ` ≤ r < p liegt, und es
sei C = u1u2 · · ·uru1 ein r-Kreis mit u1 = u. Wir werden zeigen, daß u zu einem (r+1)-Kreis
geho¨rt, oder E1 eine andere Ecke entha¨lt, die auf einem `-Kreis fu¨r jedes ` ∈ {3, 4, . . . , r+1}
liegt.
Ist S = {x|x ∈ Ei und Ei ∩ E(C) = ∅}, so folgt aus r < p sofort S 6= ∅. Entha¨lt S eine
Ecke x mit N+(x) ∩ E(C) 6= ∅ und N−(x) ∩ E(C) 6= ∅, so existiert ein (r + 1)-Kreis durch
die Ecke u.
Im anderen Fall kann S wieder in zwei Teilmengen S1 und S2 zerlegt werden mit S2 →
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C → S1. Gilt o.B.d.A. S1 6= ∅, so existiert ein ku¨rzester orientierter Weg W = y1y2 · · · yq von
S1 nach C mit q ≥ 3.
Wir setzen zuna¨chst E(W ) ∩ S2 = ∅ voraus. Dann gilt yi → y1 fu¨r alle i ≥ 3. Wenn
W mindestens eine Ecke von E1 entha¨lt, so werden wir zeigen, daß ys ∈ E(W ) ∩ E1 mit
s = min{j|yj ∈ E(W ) ∩ E1} auf einem `-Kreis fu¨r jedes ` ∈ {3, 4, . . . , r + (q − 1)} liegt. Ist
s = 2 oder s = 3, so folgt aus yi → y1 fu¨r i ≥ 3 sofort, daß ys auf einem `-Kreis fu¨r alle
` ∈ {3, 4, . . . , q} liegt, der nur aus Ecken von W besteht. Aus C → y1 ergibt sich weiter, daß
ys auch auf einem `-Kreis fu¨r jedes ` ∈ {q + 1, q + 2, . . . , r + (q − 1)} liegt. Ist s ≥ 4, so
ergibt sich ys → yi fu¨r i ≤ s− 2. Aus den schon bekannten Tatsachen yi → y1 fu¨r i ≥ 3 und
C → y1 erha¨lt man genauso, daß ys auf einem `-Kreis fu¨r jedes ` ∈ {3, 4, . . . , r + (q − 1)}
liegt.
Ist nun E(W )∩E1 = ∅, so gilt u1 → yi fu¨r alle i ≤ q−2, und wir ko¨nnen sogar u1 → yq−1
voraussetzen, denn anderenfalls wa¨ren wir im zuletzt diskutierten Fall. Ist yq = uk mit k ≥ 2,
so sehen wir fu¨r jedes i mit 1 ≤ i ≤ q − 1, daß u1yq−iyq−i+1 · · · yquk+1 · · ·u1 ein orientierter
Kreis der La¨nge i+r−k+2 ist. Daher liegt u1 auf einem `-Kreis fu¨r r−k+3 ≤ ` ≤ r−k+q+1.
Daru¨ber hinaus ist
u1u2 · · ·ujy1y2 · · · yq−1uk · · ·u1
fu¨r jedes j mit 1 ≤ j ≤ k−1 ein orientierter Kreis der La¨nge j+q+r−k, womit u1 auch auf
einem `-Kreis mit q+ r−k+1 ≤ ` ≤ q+ r−1 liegt. Wegen r−k+3 ≤ r+1 ≤ r+ q−1 liegt
die Ecke u1 schließlich auf einem (r+1)-Kreis, womit auch dieser Fall vollsta¨ndig diskutiert
ist.
Im letzten Fall gelte E(W ) ∩ S2 6= ∅. Aus S2 → C ergibt sich sofort E(W ) ∩ S2 =
{yq−1}. Geho¨ren u1 und yq−2 zu verschiedenen Partitionsmengen, so gilt u1 → yq−2, und
u1yq−2yq−1u3 · · ·uru1 ist ein (r + 1)-Kreis durch u1. Ist yq−2 ∈ E1, so existiert der Bo-
gen (u2, yq−2) in D, womit u1u2yq−2yq−1u4 · · ·uru1 (oder u1u2yq−2yq−1u1, wenn r = 3) ein
gewu¨nschter (r + 1)-Kreis ist. ‖
Das na¨chste Resultat u¨ber orientierte Kreise durch Bogen stellt eine weitere Verallgemei-
nerung des Satzes 5.24 von Bondy dar.
Satz 5.27 (Volkmann [27] 2007). Ist D ein stark zusammenha¨ngendes p-partites Turnier
mit p ≥ 3, so besitzt D mindestens einen Bogen, der auf einem j-Kreis Cj fu¨r jedes j ∈
{3, 4, . . . , p} liegt, so daß zusa¨tzlich noch E(C3) ⊂ E(C4) ⊂ · · · ⊂ E(Cp) gilt.
Beweis. Im Beweis von Satz 5.26 haben wir gezeigt, daß D einen 3-Kreis besitzt.
Nun sei k ein Bogen, der auf r−2 orientierten Kreise C3, C4, . . . , Cr fu¨r ein r mit 3 ≤ r < p
liegt, so daß E(C3) ⊂ E(C4) ⊂ · · · ⊂ E(Cr) gilt mit |E(Cj)| = j fu¨r 3 ≤ j ≤ r. Im
folgenden werden wir zeigen, daß k oder ein anderer Bogen von D auf r − 1 orientierten
Kreise C ′3, C
′
4, . . . , C
′
r+1 liegt, so daß E(C
′
3) ⊂ E(C ′4) ⊂ · · · ⊂ E(C ′r+1) mit |E(C ′j)| = j fu¨r
3 ≤ j ≤ r + 1 gilt.
Es sei E1, E2, . . . , Ep eine Partition von D und Cr = u1u2 · · ·uru1 mit k = u1u2. Ist
S = {x|x ∈ Ei und Ei ∩ E(C) = ∅}, so folgt aus der Voraussetzung r < p sofort S 6= ∅.
Entha¨lt S eine Ecke w mit N+(w) ∩ E(Cr) 6= ∅ und N−(w) ∩ E(Cr) 6= ∅, so existiert
ein Index s, so daß us → w → us+1 gilt. Dann erhalten wir durch u1u2 · · ·uswus+1 · · ·uru1
einen gewu¨nschten (r + 1)-Kreis, mit Ausnahme des Falles, daß s = 1 der einzige Index mit
der Eigenschaft u1 → w → u2 ist. In diesem Ausnahmefall existiert ein weiterer Index t ∈
{2, 3, . . . , r}, so daß w → {u2, u3, . . . , ut} und {ut+1, ut+2, . . . , ur, u1} → w gilt. Nun liegt aber
der Bogen utut+1 auf orientierten Kreisen der La¨ngen 3, 4, . . . , r, r + 1 mit den gewu¨nschten
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Eigenschaften, denn utut+1 · · ·ut+jwut mit ur+1 = u1 sind orientierte Kreise der La¨ngen
3, 4, . . . , r + 3 − t durch utut+1 fu¨r 1 ≤ j ≤ r + 1 − t und ut−jut+1−j · · ·utut+1 · · ·uru1wut−j
sind orientierte Kreise der La¨ngen r+4− t, r+5− t, . . . , r+1 durch utut+1 fu¨r 1 ≤ j ≤ t−2,
falls t ≥ 3.
Im anderen Fall kann S wieder in zwei Teilmengen S1 und S2 zerlegt werden mit S2 →
Cr → S1. Gilt o.B.d.A. S1 6= ∅, so existiert ein ku¨rzester orientierter Weg W = y1y2 · · · yq
von S1 nach Cr mit q ≥ 3.
Wir setzen zuna¨chst E(W )∩S2 = ∅ voraus. Da W ein ku¨rzester Weg ist, folgt yi → y1 fu¨r
alle i ≥ 3. Daher liegt der Bogen y1y2 auf j-Kreisen fu¨r 3 ≤ j ≤ q. Da Cr → S1 gilt, erkennen
wir weiter, daß y1y2 auch zu j-Kreisen fu¨r q + 1 ≤ j ≤ r + q − 1 geho¨rt. Insgesamt haben
wir gezeigt, daß der Bogen y1y2 auf j-Kreisen fu¨r j = 3, 4, . . . , r+ q− 1 mit r+ q− 1 ≥ r+2
liegt, und diese r + q − 3 orientierten Kreise haben die gewu¨nschten Eigenschaften.
Nun gelte E(W ) ∩ S2 6= ∅. Aus S2 → Cr folgt yq−1 ∈ S2. O.B.d.A. nehmen wir an, daß ur
und yq−2 in verschiedenen Partitionsmengen liegen. Da W ein ku¨rzester Weg von S1 nach
Cr ist, ergibt sich ur → yq−2. Damit sind aber uryq−2yq−1ujuj+1 · · ·ur−1ur fu¨r 2 ≤ j ≤ r
orientierte Kreise der La¨ngen 3, 4, . . . , r, r+1 durch den Bogen uruq−2 mit den gewu¨nschten
Eigenschaften, und der Beweis von Satz 5.27 ist erbracht. ‖
Folgerung 5.4 (Volkmann [27] 2007). Ist D ein stark zusammenha¨ngendes p-partites
Turnier mit p ≥ 3, so besitzt D mindestens einen Bogen, der auf einem j-Kreis fu¨r jedes
j ∈ {3, 4, . . . , p} liegt.
Folgerung 5.5 (Yeo [3] 1999). IstD ein stark zusammenha¨ngendes p-partites Turnier (p ≥
3), so besitzt D einen panzyklischen Teildigraphen der Ordnung j fu¨r jedes j ∈ {3, 4, . . . , p}.
Schon das stark zusammenha¨ngende Turnier T4 der Ordnung 4, zeigt, daß in einem stark
zusammenha¨ngenden Turnier nicht jeder Bogen panzyklisch ist. Aber Satz 5.27 liefert un-
mittelbar folgende Aussage.
Folgerung 5.6 (Moon [4] 1994). Jedes nicht triviale stark zusammenha¨ngende Turnier
besitzt einen panzyklischen Bogen.
Es soll nicht unerwa¨hnt bleiben, daß Moon [4] fu¨r jedes stark zusammenha¨ngende Turnier
sogar die Existenz von 3 panzyklischen Bogen nachgewiesen hat. Ist ein Turnier q-fach stark
zusammenha¨ngend mit q ≥ 2 (man vgl. Definition 14.4), so haben Havet [1] und Yeo [6]
gezeigt, daß es noch mehr panzyklische Bogen gibt. Im na¨chsten Satz stellen wir das beste
Ergebnis dieser Art ohne Beweis vor.
Satz 5.28 (Yeo [6] 2005). Jedes q-fach stark zusammenha¨ngende Turnier der Ordnung n
besitzt mindestens qn/2 panzyklische Bogen, falls q ≥ 2 ist.
Ich vermute, daß Folgerung 5.4 sogar fu¨r drei Bogen richtig ist.
Vermutung 5.1 (Volkmann [27] 2007). Ist D ein stark zusammenha¨ngendes p-partites
Turnier mit p ≥ 3, so besitzt D mindestens drei Bogen, die auf einem j-Kreis fu¨r jedes
j ∈ {3, 4, . . . , p} liegen.
Vermutung 5.1 wurde im Jahre 2011 durch Hongwei Li, Shengjia Li, Yubao Guo und
Qiaoping Guo [1] gelo¨st.
Eine weitere scho¨ne Verallgemeinerung des Moon’schen Satzes 5.3 bewiesen Goddard und
Oellermann [1] 1991.
Satz 5.29 (Goddard, Oellermann [1] 1991). Es sei D ein stark zusammenha¨ngendes
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p-partites Turnier mit p ≥ 3. Ist s eine natu¨rliche Zahl mit 3 ≤ s ≤ p, so liegt jede Ecke von
D auf einem orientierten Kreis, der durch genau s Partitionsmengen geht.
Beweis. Wir beweisen den Satz mittels vollsta¨ndiger Induktion nach s. Sei v eine beliebige
Ecke aus D und C = v1v2 · · · vrv1 mit v = v1 ein ku¨rzester orientierter Kreis durch v.
Liegen v1 und v3 in verschiedenen Partitionsmengen, so gilt entweder v1 → v3 oder v3 → v1.
Im ersten Fall ist v1v3 · · · vrv1 ein ku¨rzerer orientierter Kreis durch v, was der Wahl von C
widerspricht. Daher muß v3 → v1 gelten, und v1v2v3v1 ist ein orientierter Kreis durch v, der
durch genau 3 Partitionsmengen geht.
Liegen v1 und v3 in der gleichen Partitionsmenge, so gilt entweder v1 → v4 oder v4 → v1.
Im ersten Fall ist v1v4 · · · vrv1 ein ku¨rzerer orientierter Kreis durch v, was der Wahl von C
widerspricht. Daher muß v4 → v1 gelten, und v1v2v3v4v1 ist ein orientierter Kreis durch v,
der durch 2 oder 3 Partitionsmengen geht. Damit ist der Induktionsanfang erbracht.
Es sei nun C ein orientierter Kreis der v und Ecken aus genau s verschiedenen Partitions-
mengen entha¨lt mit 2 ≤ s ≤ p − 1. Weiter sei S die Vereinigung der Partitionsmengen von
D, von denen keine Ecke auf C liegt.
Gibt es in S eine Ecke u mit einem positiven und negativen Nachbarn in C, so existieren
in C zwei aufeinanderfolgende Ecken x und y mit x → y und x → u → y. Ersetzt man in
C den Bogen xy durch die beiden Bogen xu und uy, so erha¨lt man einem orientierten Kreis
durch v, der genau s+ 1 Partitionsmengen entha¨lt
Im verbleibenden Fall kann S wieder in zwei Teilmengen S1 und S2 mit S2 → C →
S1 zerlegt werden. Gilt o.B.d.A. S1 6= ∅, so existiert ein ku¨rzester orientierter Weg W =
a1a2 · · ·aq von S1 nach C.
Ist E(W ) ∩ S2 = ∅, so sei x der Vorga¨nger von aq auf C. Aufgrund der Wahl von W gilt
E(W )∩S = {a1}. Ersetzt man in C den Bogen xaq durch den orientierten Weg xa1a2 · · · aq,
so erha¨lt man einen orientierten Kreis durch v, der genau s+ 1 Partitionsmengen entha¨lt.
Nun gelte E(W ) ∩ S2 6= ∅. Aufgrund der Wahl von W gilt aq−1 ∈ S2, und außer a1 und
aq−1 entha¨lt W keine weiteren Ecken aus S.
Ist q ≥ 4, so existiert wegen der Wahl von W eine Ecke x in C mit x → aq−2. Es sei y
der Nachfolger von x auf C. Ersetzt man in C den Bogen xy durch den orientierten Weg
xaq−2aq−1y, so erha¨lt man einem orientierten Kreis durch v, der genau s+1 Partitionsmengen
entha¨lt.
Es verbleibt der FallW = a1a2a3. Wa¨hlt man einen orientierten Teilweg P = vv2 · · · vt von
C, der Ecken aus genau s− 1 Partitionsmengen besitzt, so ist vv2 · · · vta1a2v ein orientierter
Kreis durch v, der genau s+ 1 Partitionsmengen entha¨lt. ‖
Als Anwendung der vorangegangenen Resultate, wollen wir eine Erweiterung von Satz 5.4
beweisen.
Satz 5.30 (Volkmann [13] 2002). Es sei D ein stark zusammenha¨ngendes p-partites
Turnier mit p ≥ 3 und m eine ganze Zahl mit 3 ≤ m ≤ p. Dann besitzt D mindestens
p−m+ 1 orientierte Kreise der La¨nge m.
Beweis. Wir beweisen die Aussage fu¨r ein festes m mittels vollsta¨ndiger Induktion nach p.
Fu¨r m = p folgt die Behauptung unmittelbar aus Satz 5.24 oder Satz 5.26. Sei nun
3 ≤ m < p. Nach Satz 5.29 besitzt D einen orientierten Kreis C, der durch genau p − 1
Partitionsmengen geht. Ist H = D[E(C)] der von E(C) induzierte Teildigraph, so ist H ein
stark zusammenha¨ngendes (p − 1)-partites Turnier. Nach Induktionsvoraussetzung besitzt
H mindestens p − 1 − m + 1 = p − m orientierte Kreise der La¨nge m. Es sei E1 diejenige
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Partitionsmenge von D mit E1 ∩ E(C) = ∅. Nun existiert aber nach Satz 5.26 ein m-Kreis
C ′ in D mit E(C ′) ∩E1 6= ∅, der natu¨rlich von allen m-Kreisen in H verschieden ist. Damit
besitzt D insgesamt mindestens p−m+ 1 orientierte Kreise der La¨nge m. ‖
Satz 5.31 (Gutin [3] 1988). Es sei W ein orientierter Weg und C ein orientierter Kreis in
einem multipartiten Turnier D. Ist E(W )∩E(C) = ∅, so existiert in D ein orientierter Weg
P mit E(P ) = E(W ) ∪ E(C).
Beweis. Wir nehmen o.B.d.A. an, daß E(D) = E(W )∪E(C) gilt. Es seien W = x1x2 · · ·xq
und C = y1y2 · · · yry1. Ist N−(x1, D) ∩ E(C) 6= ∅ oder N+(xq, D) ∩ E(C) 6= ∅, so folgt die
Existenz von P unmittelbar. Gibt es Indizes 1 ≤ i ≤ q − 1 und 1 ≤ j ≤ r, so daß yj → xi+1
und xi → yj+1, so ist
P = x1x2 · · ·xiyj+1yj+2 · · · yjxi+1xi+2 · · ·xq
ein orientierter Weg mit E(P ) = E(W ) ∪ E(C) (wobei die Indizes der Ecken von C im-
mer modulo r zu verstehen sind). Im folgenden nehmen wir an, daß N−(x1, D) ∩ E(C) =
N+(xq, D) ∩ E(C) = ∅ gilt, und daß es solche Indizes wie oben nicht gibt.
Als na¨chstes zeigen wir wir, daß es Indizes 1 ≤ i ≤ q − 1 und 1 ≤ j ≤ r mit yj → xi+1
und yj+1 → xi gibt.
Wegen N+(xq) ∩ E(C) = ∅ gibt es ein 1 ≤ s ≤ r mit ys → xq, und die Voraussetzung
N−(x1) ∩ E(C) = ∅ liefert q ≥ 2. Da xq−1 → ys+1 ausgeschlossen wurde, gilt ys+1 → xq−1
oder ys+1 und xq−1 sind nicht adjazent. Im ersten Fall ha¨tten wir mit j = s und i = q − 1
zwei gewu¨nschte Indizes. Im verbleibenden Fall, daß die Ecken xq−1 und ys+1 nicht adjazent
sind, mu¨ssen aber xq und ys+1 sowie xq−1 und ys+2 adjazent sein. Wegen ys+1 → xq ergibt
sich ys+2 → xq−1. Mit j = s+1 und i = q−1 haben wir auch in diesem Fall zwei gewu¨nschte
Indizes gefunden.
Es sei nun i minimal gewa¨hlt, so daß yj → xi+1 und yj+1 → xi fu¨r 1 ≤ i ≤ q − 1 und
1 ≤ j ≤ r gilt. Es folgt i > 1 und xi−1 und yj+2 sind nicht adjazent. Daher mu¨ssen aber xi
und yj+2 sowie xi−1 und yj+3 adjazent sein. Im Fall yj+2 → xi folgt aus der Minimalita¨t von
i notwendig xi−1 → yj+3, was nach Voraussetzung auch nicht mo¨glich ist. Es verbleibt der
Fall xi → yj+2.
Ist i = 2, so folgt x1 = xi−1 → yj+1. Ist i ≥ 3, so sind xi−2 und yj+2 sowie xi−1 und yj+1
adjazent. Im Fall yj+1 → xi−1 folgt aus der Minimalita¨t von i notwendig xi−2 → yj+2, was
nach Voraussetzung nicht mo¨glich ist. Es verbleibt der Fall xi−1 → yj+1. Damit ist fu¨r i = 2
und auch fu¨r i ≥ 3
P = x1x2 · · ·xi−1yj+1xiyj+2yj+3 · · · yjxi+1xi+2 · · ·xq
schließlich ein orientierter Weg mit E(P ) = E(W ) ∪ E(C). ‖
Als eine einfache Anwendung von Satz 5.31, wollen wir ein Analogon zum Satz 5.19 von
Ayel vorstellen.
Folgerung 5.7 (Volkmann [11] 1999). Ist W ein la¨ngster orientierter Weg in einem
multipartiten Turnier D, so existiert in D − E(W ) kein orientierter Kreis.
Beweis. Angenommen, es gibt in D − E(W ) einen orientierten Kreis C. Dann gibt es aber
nach Satz 5.31 in D einen Weg P mit E(P ) = E(W )∪E(C). Dies ist aber ein offensichtlicher
Widerspruch zu der Voraussetzung, daß W ein la¨ngster orientierter Weg in D ist. ‖
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Bondy stellte in [2] die Frage, ob jedes stark zusammenha¨ngende p-partite Turnier mit
p ≥ 5, das mindestens zwei Ecken in jeder Partitionsmenge entha¨lt, einen (p + 1)-Kreis
besitzt. Das folgende Beispiel, das unabha¨ngig von Gutin [1] 1982 und Balakrishnan und
Paulraja [1] 1984 gefunden wurde, zeigt uns, daß dies keineswegs der Fall sein muß.
Beispiel 5.8. Das stark zusammenha¨ngende multipartite Turnier D bestehe aus den Parti-
tionsmengen Ei = {ai, bi} fu¨r i = 1, 2, . . . , p mit p ≥ 3. Weiter besitze D die beiden p-Kreise
a1a2 · · ·apa1, b1b2 · · · bpb1, und es gelte ai → aj und bi → bj fu¨r p ≥ i ≥ j+2 ≥ 3. Schließlich
enthalte D den Bogen (bp, a1) sowie die Bogen (ai, bj) fu¨r 1 ≤ i 6= j ≤ p mit Ausnahme des
Bogens (a1, bp).
Beachtet man die Tatsache, daß ein (p + 1)-Kreis von D notwendig den Bogen (bp, a1)
entha¨lt, so erkennt man leicht, daß ein solcher orientierter Kreis nicht existieren kann.
Im Jahre 1996 haben mein Schu¨ler Prof. Dr. Yubao Guo und ich [6] alle stark zusam-
menha¨ngenden p-partiten Turniere ohne (p + 1)-Kreis charakterisiert und damit eine voll-
sta¨ndige Lo¨sung des oben genannten Problems von Bondy gegeben.
Zusammen mit meiner Schu¨lerin Frau Dr. Meike Tewes habe ich 1999 folgende Verallge-
meinerung von Satz 5.5 gefunden.
Satz 5.32 (Tewes, Volkmann [1] 1999). Ist D ein stark zusammenha¨ngendes p-partites
Turnier mit p ≥ 4, so besitzt D mindestens zwei nicht-kritische Ecken.
Zum Schluß dieses Kapitels wollen wir noch einige interessante Ergebnisse u¨ber regula¨re
multipartite Turniere ohne Beweis notieren und vier ungelo¨ste Vermutungen vorstellen. Zum
besseren Versta¨ndnis ist folgende Beobachtung nu¨tzlich.
Hilfssatz 5.3. Ist D ein regula¨res p-partites Turnier mit der Partition E1, E2, . . . , Ep, so gilt
|E1| = |E2| = · · · = |Ep|.
Beweis. Es seien xj ∈ Ej und xk ∈ Ek fu¨r 1 ≤ j < k ≤ p. Da D regula¨r ist folgt
1
2
(n(D)− |Ej|) = d+(xj) = d−(xj) = d+(xk) = d−(xk) = 1
2
(n(D)− |Ek|).
Dararaus ergibt sich sofort |Ek| = |Ej| und die gewu¨schte Aussage ist bewiesen. ‖
Satz 5.33 (Yeo [1] 1997). Jedes r-regula¨re (r ≥ 1) multipartite Turnier ist Hamiltonsch.
Satz 5.33 wurde im Jahre 1989 von C.-Q. Zhang [2] vermutet, denn Zhang konnte nur
zeigen, daß in einem regula¨ren multipartiten Turnier D ein orientierter Kreis C der La¨nge
L(C) ≥ n(D)− 1 existiert.
Satz 5.34 (Yeo [3] 1999). Jedes regula¨re p-partite Turnier mit p ≥ 5 ist Ecken-panzyklisch.
Satz 5.35 (Yeo [5], [7] 2007). Jedes regula¨re 4-partite Turnier D mit |E(D)| > 13917 ist
Ecken-panzyklisch.
Vermutung 5.2 (Yeo [4] 1999). Jedes regula¨re 4-partite Turnier ist Ecken-panzyklisch.
Satz 5.36 (Volkmann, Yeo [1] 2004). Ist D ein regula¨res multipartites Turnier, so geho¨rt
jeder Bogen zu einem orientierten Hamiltonschen Weg.
Vermutung 5.3 (Volkmann, Yeo [1] 2004). Ist D ein regula¨res p-partites Turnier mit
p ≥ 4, so liegt jeder Bogen auf einem orientierten Hamiltonschen Kreis.
Im Zusammenhang mit Vermutung 5.3 hat Yeo [5], [7] ku¨rzlich folgendes Ergebnis erzielt.
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Satz 5.37 (Yeo [5], [7] 2007). Es sei D ein regula¨res p-partites Turnier mit p ≥ 4 und
|E(D)| > 13917. Dann liegt jeder Bogen auf einem orientierten Hamiltonschen Kreis.
Satz 5.38 (Volkmann, Winzen [1] 2006). Es sei D ein regula¨res p-partites Turnier mit
p ≥ 5. Dann besitzt D ein stark zusammenha¨ngendes Unterturnier der Ordnung t fu¨r jedes
t ∈ {3, 4, . . . , p}.
Die Bedingung p ≥ 5 in Satz 5.38 ist notwendig, denn Volkmann [12] hat regula¨re 4-
partite Turniere konstruiert, die kein stark zusammenha¨ngendes Unterturnier der Ordnung
4 besitzen.
Vermutung 5.4 (Volkmann, Winzen [2] 2006). Es sei D ein regula¨res p-partites Turnier
mit p ≥ 5. Dann geho¨rt jede Ecke von D zu einem stark zusammenha¨ngenden Unterturnier
der Ordnung t fu¨r jedes t ∈ {3, 4, . . . , p}.
Im Zusammenhang mit Vermutung 5.4 haben wir ku¨rzlich folgendes Ergebnis bewiesen.
Satz 5.39 (Volkmann, Winzen [2] 2006). Es sei D ein regula¨res p-partites Turnier mit
p ≥ 7. Dann geho¨rt jede Ecke von D zu einem stark zusammenha¨ngenden Unterturnier der
Ordnung t fu¨r jedes t ∈ {3, 4, . . . , p− 4}.
Im Jahre 1991 hat Wang [1] vermutet, daß jeder Bogen eines regula¨ren 3-partiten Turnieres
D auf einem t-Kreis fu¨r alle t ∈ {3, 6, 9, . . . , n(D)} liegt. Die folgenden Beispiele zeigen, daß
diese Vermutung falsch ist.
Beispiel 5.9 (Volkmann [17] 2004). Es sei D das 3-partite Turnier und E1, E2, E3 die
Partition der Eckenmenge von D, so daß |E1| = |E2| = |E3| = r ≥ 2 und E1 → E2 →
E3 → E1 gilt. Natu¨rlich ist D dann r-regula¨r, und D hat nur orientierte Kreise der La¨ngen
3, 6, 9, . . . , 3r = n(D).
Nun sei u1u2u3u1 ein 3-Kreis von D mit ui ∈ Ei fu¨r i = 1, 2, 3. Ersetzen wir in D den
3-Kreis u1u2u3u1 durch den 3-Kreis u1u3u2u1, so erhalten wir wieder ein regula¨res 3-partites
Turnier D1. Es ist leicht zu sehen, daß die Bogen u1u3, u3u2 und u2u1 aber auf keinem
orientierten Kreis der La¨nge 6, 9, . . . , 3r = n(D1) von D1 liegen.
Weiterhin sei u1u2u3w1w2w3u1 ein 6-Kreis von D mit ui, wi ∈ Ei fu¨r i = 1, 2, 3. Ersetzen
wir in D den 6-Kreis u1u2u3w1w2w3u1 durch den 6-Kreis u1w3w2w1u3u2u1, so erhalten wir
ein weiteres regula¨res 3-partites Turnier D2. Offensichtlich liegen die Bogen u1w3, w3w2,
w2w1, w1u3, u3u2 und u2u1 auf keinem 3-Kreis von D2.
Vermutung 5.5 (Volkmann [22] 2006). Jedes regula¨re 3-partite Turnier D besitzt einen
t-Kreis fu¨r jedes t ∈ {3, 6, 9, . . . , n(D)}.
Die Sa¨tze 5.24 und 5.33 besta¨tigen die Vermutung 5.5 fu¨r t = 3 und t = n(D). Volkmann
[18] und [22] hat gezeigt, daß Vernutung 5.5 auch fu¨r t = n(D) − 3 und t = 6 richtig ist.
Ku¨rzlich haben Stella und Volkmann [1] nachgewiesen, daß jedes regula¨re 3-partite Turnier
D auch einen 9-Kreis besitzt, falls n(D) ≥ 9 ist.
Weitere Resultate und ausfu¨hrliche Literaturhinweise zum Thema multipartite Turniere
befinden sich in den U¨bersichtsartikeln von Gutin [5] 1995, Volkmann [13] 2002 und [29]
2007, in der Ph. D. Thesis von Yeo [2] 1998, in der Habilitationsschrift von Guo [2] 1998 und
in den Dissertationen meiner Schu¨ler Dr. Meike Tewes [1] 1999 sowie Dr. Stefan Winzen [1]
2004.
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5.3 Aufgaben
Aufgabe 5.1. Es sei Tn ein Turnier der Ordnung n ≥ 4, das genau zwei starke Zusammen-
hangskomponenten D1 und D2 besitzt. Mit Ln bezeichnen wir die La¨nge des la¨ngsten Kreises
von Tn.
a) Man zeige Ln ≥ dn2 e.
b) Fu¨r alle n ≥ 6 gebe man Beispiele mit Ln = dn2 e an.
c) Man zeige, daß b) fu¨r n = 4 bzw. n = 5 nicht mo¨glich ist.
Aufgabe 5.2. Es sei Tn ein Turnier der Ordnung n ≥ 3. Man beweise oder widerlege:
a) Liegt jede Ecke von Tn auf einem orientierten Kreis, so ist das Turnier stark zusam-
menha¨ngend.
b) Liegt jeder Bogen von Tn auf einem orientierten Kreis, so besitzt das Turnier einen
orientierten Hamiltonkreis.
Aufgabe 5.3. Ist Tn ein Turnier, so zeige man:
a) Es gibt ho¨chstens drei Ecken x mit d+(x, Tn) = 1.
b) Ist n ≥ 4 und Tn stark zusammenha¨ngend, so existieren ho¨chstens zwei Ecken x mit
d+(x, Tn) = 1.
Aufgabe 5.4. Ist Tn ein Turnier der Ordnung n ≥ 3, so zeige man:
a) δ+(Tn) ≤ n−12 ≤ ∆+(Tn).
b) Gilt d+(x, Tn) = d
+(y, Tn) fu¨r zwei Ecken x und y aus Tn, so liegen x und y in der
gleichen starken Zusammenhangskomponente von Tn.
Aufgabe 5.5. Es sei Tn ein Turnier der Ordnung n ≥ 3. Man beweise oder widerlege:
a) Liegt jede Ecke von Tn auf einem orientierten Kreis der La¨nge >
n
2
, so besitzt das
Turnier einen orientierten Hamiltonschen Kreis.
b) Ist Tn nicht transitiv, und ist k ein Bogen von Tn, so besitzt der Digraph Tn − k einen
orientierten Hamiltonschen Weg.
Aufgabe 5.6. Es sei Tn (n ≥ 3) ein Turnier mit d+(x, Tn) = d−(x, Tn) fu¨r alle Ecken
x ∈ E(Tn). Man zeige:
a) Die Ordnung n = n(Tn) hat notwendig die Gestalt n = 2r + 1 (r ∈ N), und es gilt
d+(x, Tn) = d
−(x, Tn) = r fu¨r alle x ∈ E(Tn).
b) Das Turnier Tn ist Hamiltonsch.
c) Fu¨r jedes n = 2r + 1 ≥ 3 existiert ein Turnier mit d+(x, Tn) = d−(x, Tn) = r fu¨r alle
x ∈ E(Tn).
Aufgabe 5.7. Es sei T ein regula¨res Turnier. Man zeige, daß zu jedem orientierten Kreis
C gerader La¨nge in T ein orientierter Kreis C ′ in T existiert, so daß E(C) ⊂ E(C ′) und
|E(C ′)| = |E(C)|+ 1 gilt.
Aufgabe 5.8. Es sei Tn (n ≥ 5) ein stark zusammenha¨ngendes Turnier und p ∈ N mit
3 < p < n. Man zeige, daß es mindestens p − 2 Ecken in Tn gibt, die auf zwei orientierten
Kreisen der La¨nge p− 1 liegen.
Aufgabe 5.9. Es sei Tn ein Turnier mit n ≥ 7, und jeder Bogen von Tn liege auf einem
orientierten Kreis. Ist p ∈ N mit 3 ≤ p < n
2
, so zeige man, daß Tn mindestens 3 verschiedene
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orientierte Kreise der La¨nge p besitzt.
Aufgabe 5.10. Es sei Tn ein Turnier der Ordnung n ≥ 3, das die Bedingung min{δ−, δ+} ≥
1
4
(n− 1) erfu¨llt. Man zeige, daß Tn stark zusammenha¨ngend ist.
Aufgabe 5.11. Es sei Tn ein regula¨res Turnier mit n ≥ 5. Man zeige, daß jeder Bogen des
Turniers auf einem 3-Kreis und einem 4-Kreis liegt.
Aufgabe 5.12. Es sei Qn das Turnier aus Beispiel 5.1. Fu¨r n ≥ 5 gebe man alle verschie-
denen Paare von Eckenmengen {xi, xj} mit i 6= j an, so daß Qn − {xi, xj} stark zusam-
menha¨ngend ist.
Aufgabe 5.13. Es sei T ein stark zusammenha¨ngendes Turnier der Ordnung n ≥ 5. Man
zeige, daß T mindestens drei verschiedene Paare {a1, b1}, {a2, b2} und {a3, b3} von Ecken-
mengen besitzt, so daß T − {ai, bi} stark zusammenha¨ngend ist fu¨r i = 1, 2, 3.
Aufgabe 5.14. Es sei D ein stark zusammenha¨ngendes p-partites Turnier der Ordnung
n(D) > p ≥ 3. Man zeige, daß jede Ecke von D zu einem orientierten Weg der La¨nge p
geho¨rt.
Aufgabe 5.15. Es sei D ein stark zusammenha¨ngendes 3-partites Turnier. Entha¨lt jede
Partitionsmenge mindestens zwei Ecken, so zeige man, daß D einen orientierten Kreis der
La¨nge r > 3 besitzt.
Aufgabe 5.16. Es sei D ein regula¨res p-partites Turnier mit p ≥ 2. Man zeige, daß D stark
zusammenha¨ngend ist.
Aufgabe 5.17. Es sei D ein stark zusammenha¨ngendes multipartites Turnier der Ordnung
n ≥ 4, das nicht Hamiltonsch ist. Man zeige, daß es zwei verschiedene Ecken x1 und x2 in
D gibt, so daß D − x1 und D − x2 stark zusammenha¨ngend sind.
Aufgabe 5.18. Es sei D ein stark zusammenha¨ngendes p-partites (p ≥ 3) Turnier mit einem
la¨ngsten orientierten Kreis der La¨nge p. Man zeige, daß jede Ecke auf einem t-Kreis fu¨r alle
t mit 3 ≤ t ≤ p liegt.
Aufgabe 5.19. Es sei D ein regula¨res 3-partites Turnier. Man zeige, daß jeder Bogen von
D auf einem 3-Kreis oder 4-Kreis liegt.
Kapitel 6
Matchingtheorie
6.1 Gesa¨ttigte und maximale Matchings
Definition 6.1. Ist G ein Graph, so nennt man eine Kantenmenge M aus G ein Matching
von G, wenn M keine Schlingen entha¨lt und keine zwei Kanten aus M inzident sind. Ein
Matching M0 von G heißt gesa¨ttigt, wenn es in G kein Matching M gibt mit M0 ⊆ M und
M0 6= M . Ein Matching M∗ von G nennt man maximal, wenn es in G kein Matching M
gibt mit |M∗| < |M |. Ist G[M ] = (E(M),M) der von M erzeugte Teilgraph, so heißt das
Matching M perfekt bzw. fast-perfekt, falls E(M) = E(G) bzw. |E(M)| = |E(G)| − 1 gilt.
Um uns mit den neuen Begriffen etwas vertraut zu machen, betrachten wir zuna¨chst ein
Beispiel.
Beispiel 6.1. Wir betrachten den skizzierten Graphen der Ordnung 8 und der Gro¨ße 9.
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Da die Kanten ab und bc = k2 inzident sind, ko¨nnen sie nicht gleichzeitig zu einem Mat-
ching geho¨ren. Daher existiert kein perfektes Matching, womit z.B. das Matching M∗ =
{k1, k2, k3} in der linken Skizze maximal ist. Man u¨berlegt sich leicht, daß das Matching
M0 = {k1, k4} in der rechten Skizze gesa¨ttigt aber nicht maximal ist.
Bemerkung 6.1. Fu¨r jeden Graphen G gilt:
i) Jedes maximale Matching ist gesa¨ttigt.
ii) Jedes perfekte bzw. fast-perfekte Matching ist maximal und gesa¨ttigt.
iii) Fu¨r jedes Matching M ist |E(M)| = 2|M |.
iv) Fu¨r ein perfektes Matching M von G gilt 2|M | = |E(G)|. Fu¨r ein fast-perfektes Mat-
ching M von G gilt 2|M | = |E(G)| − 1.
Wir beginnen mit einer recht bekannten und hu¨bschen hinreichenden Bedingung fu¨r die
Existenz eines perfekten Matchings in einem schlichten Graphen gerader Ordnung. Den
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kurzen Beweis habe ich zusammen mit meinen Schu¨lern Prof. Dr. Y. Guo und Prof. Dr. B.
Randerath bei einem unserer traditionellen Treffen zum Nachmittagskaffee gefunden.
Definition 6.2. Besitzt ein Graph G keinen K1,3 als (von Ecken) induzierten Teilgraphen,
so heißt G klauenfrei (claw-free).
Satz 6.1 (Sumner [1] 1974, Las Vergnas [1] 1975). IstG ein schlichter, zusammenha¨ngen-
der und klauenfreier Graph gerader Ordnung, so besitzt G ein perfektes Matching.
Beweis. Es sei a1a2a3 . . . ap ein la¨ngster Weg in G. Da G klauenfrei ist, erkennt man leicht,
daß G′ = G−{a1, a2} wieder klauenfrei und zusammenha¨ngend ist. Das gewu¨nschte Resultat
erha¨lt man nun durch vollsta¨ndige Induktion nach der Ordnung von G. ‖
Folgerung 6.1. Ist G ein schlichter, zusammenha¨ngender und klauenfreier Graph ungerader
Ordnung, so besitzt G ein fast-perfektes Matching.
Beweis. Nach Satz 1.10 existiert in G eine Ecke v, so daß H = G − v wieder zusam-
menha¨ngend ist. Da H ein klauenfreier Graph von gerader Ordnung ist, besitzt er nach
Satz 6.1 ein perfektes Matching, das ein fast-perfektes Matching von G ist. ‖
Satz 6.2 (Flach, Volkmann [1] 1987). Es sei G ein Graph und M0 ein gesa¨ttigtes Mat-
ching von G. Ist M ein beliebiges Matching von G, so gilt |M | ≤ 2|M0|.
Beweis. O.B.d.A. sei G ein Multigraph, denn Schlingen spielen hier keine Rolle. Da M0
ein gesa¨ttigtes Matching ist, ist jede Kante von G mit einer Ecke aus E(M0) inzident. Die
Voraussetzung, daß M ein Matching ist, zeigt nun |M | ≤ |E(M0)| = 2|M0| und damit die
gewu¨nschte Abscha¨tzung. ‖
Beispiel 6.2. Gegeben sei der skizzierte Baum G der Ordnung 2p.
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Das Matching M∗ = {aibi|i = 1, 2, . . . , p} ist perfekt. Wenn p gerade ist, dann ist das
Matching M0 = {b1b2, b3b4, . . . , bp−1bp} gesa¨ttigt, und es gilt |M∗| = 2|M0|. Dieses Beispiel
zeigt, daß die Ungleichung in Satz 6.2 scharf ist.
Folgerung 6.2. Existiert in einem Graphen G ein gesa¨ttigtes Matching M0 mit 4|M0| <
|E(G)|, so besitzt G kein perfektes Matching.
Beweis. Angenommen, G besitzt ein perfektes Matching M∗. Dann ergibt sich aus Satz 6.2
und Bemerkung 6.1 iv) der Widerspruch
|E(G)| = 2|M∗| ≤ 4|M0| < |E(G)|. ‖
Folgerung 6.2 kann nu¨tzlich sein, um nachzuweisen, daß ein Graph kein perfektes Matching
besitzt. Dazu betrachten wir
Beispiel 6.3. Gegeben sei der skizzierte Graph G der Ordnung 10.
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Das Matching M0 = {k, l} ist gesa¨ttigt mit 4|M0| = 8 < 10. Daher besitzt G nach
Folgerung 6.2 kein perfektes Matching.
Definition 6.3. Es sei G ein Graph und M ein Matching von G. Ein Weg positiver La¨nge
in G heißt M-alternierend, wenn die Kanten des Weges abwechselnd zu M und nicht zu M
geho¨ren. Ein M-alternierender Weg von G heißt M-zunehmend oder M-erweiternd, wenn
die Endpunkte des Weges in G nicht mit M inzidieren, d.h. wenn die Endpunkte des Weges
mit keiner Kante aus M inzidieren.
Die Bezeichnung M-zunehmender Weg begru¨ndet sich darin, daß man mit Hilfe der sym-
metrischen Differenz (man vgl. Definition 2.7) aus einem solchen Weg leicht ein Matching
M ′ konstruieren kann mit |M ′| = |M | + 1. Ist na¨mlich
W = (k1, l1, k2, l2, . . . , kp−1, lp−1, kp)
ein M-zunehmender Weg in einem Graphen G, also ki ∈ K(G)−M und li ∈M , so ist
M ′ = M4K(W ) = (M −K(W )) ∪ (K(W )−M)
= (M − {l1, l2, . . . , lp−1) ∪ {k1, k2, . . . , kp}
ein Matching in G mit |M ′| = |M |+1. Damit haben wir bereits die eine Ha¨lfte des na¨chsten
Satzes bewiesen, der fu¨r die Matchingtheorie von fundamentaler Bedeutung ist.
Satz 6.3 (Berge [1] 1957). Ein MatchingM∗ in einem GraphenG ist genau dann maximal,
wenn es keinen M∗-zunehmenden Weg in G gibt.
Beweis. Ist M∗ ein maximales Matching von G, so entnehmen wir der Vorbetrachtung, daß
es keinen M∗-zunehmenden Weg geben kann.
Nun sei umgekehrt M∗ ein Matching von G, und es existiere kein M∗-zunehmender Weg.
Angenommen, das Matching M∗ ist nicht maximal. Dann gibt es aber ein Matching M in
G mit |M | > |M∗|. Betrachten wir den Graphen
H = G[M∗4M ] = G[(M∗ −M) ∪ (M −M∗)],
so hat jede Ecke von H den Eckengrad 1 oder 2, denn jede Ecke von H inzidiert ho¨chstens
einmal mit einer Kante aus M∗ oder M . Daher ist jede Komponente von H entweder ein
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Kreis oder ein Weg, wobei inzidente Kanten in H aus M∗ und M sind. Wegen |M | > |M∗|
entha¨lt H mehr Kanten aus M als aus M∗, denn aus M und M∗ wurden nur solche Kanten
entfernt, die in beiden Mengen liegen. Da jede Kreiskomponente von H gleich viele Kanten
aus M und M∗ besitzt, muß es in H eine Wegkomponente geben, die mit einer Kante aus
M beginnt und einer Kante aus M endet. Diese Wegkomponente von H ist dann notwendig
ein M∗-zunehmender Weg in G, was unserer Voraussetzung widerspricht. ‖
Verwendet man sukzessive das gerade beschriebene Kantenaustauschverfahren, so liefert
der Satz von Berge folgendes Resultat.
Folgerung 6.3. Ist M ein Matching eines Graphen G, so besitzt G ein maximales Matching
M∗ mit E(M) ⊆ E(M∗).
Satz 6.4 (Folkman, Fulkerson [1] 1969). SindM und N zwei kantendisjunkte Matchings
in einem Graphen G mit |M | > |N |, so existieren zwei kantendisjunkte Matchings M ′ und
N ′ mit
a) M ′ ∪N ′ =M ∪N ,
b) |M ′| = |M | − 1 und |N ′| = |N |+ 1.
Beweis. Betrachten wir analog zum Beweis vom Satz 6.3 den Graphen H = G[M4N ],
so besitzt H eine Wegkomponente, die genau eine Kante mehr aus M , als aus N besitzt.
Tauschen wir in dieser Wegkomponente die Kanten von M und N aus, so erhalten wir
Matchings M ′ und N ′ mit den Eigenschaften a) und b). ‖
Definition 6.4. Ist G ein Multigraph, und sind M1,M2, . . . ,Mp paarweise kantendisjunkte
Matchings mit M1 ∪M2 ∪ . . . ∪Mp = K(G), so sagt man, daß sich G in p kantendisjunkte
Matchings zerlegen la¨ßt. Es gilt natu¨rlich notwendig p ≥ ∆(G).
Satz 6.5 (Folkman, Fulkerson [1] 1969). Es sei G ein Multigraph, der sich in q kanten-
disjunkte Matchings zerlegen la¨ßt. Ist p eine ganze Zahl mit p ≥ q, so existiert eine Zerlegung
von G in p kantendisjunkte Matchings M1,M2, . . . ,Mp mit⌊ |K(G)|
p
⌋
≤ |Mi| ≤
⌈ |K(G)|
p
⌉
(1 ≤ i ≤ p). (6.1)
Beweis. Nach Voraussetzung la¨ßt sich G in p kantendisjunkte Matchings M ′1,M
′
2, . . . ,M
′
p
zerlegen, wenn man M ′i = ∅ zula¨ßt. Durch wiederholtes Anwenden von Satz 6.4 erha¨lt man
daraus eine Zerlegung von G in p kantendisjunkte Matchings M1,M2, . . . ,Mp mit ||Mi| −
|Mj|| ≤ 1 fu¨r 1 ≤ i, j ≤ p. Ist r = min1≤i≤p{|Mi|}, so gilt |Mi| = r oder |Mi| = r + 1.
Bestehen t dieser Matchings aus r Kanten mit 1 ≤ t ≤ p, so gilt
|K(G)| = tr + (p− t)(r + 1) = pr + p− t,
also |K(G)|
p
= r + 1− t
p
,
woraus sich ohne Mu¨he (6.1) ergibt. ‖
Im Abschnitt 6.4 stellen wir Algorithmen zum Auffinden maximaler Matchings vor. Fu¨r
eine bessere Effizienz werden wir folgende Beobachtung von Do¨rfler und Mu¨hlbacher aus-
nutzen.
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Satz 6.6 (Do¨rfler, Mu¨hlbacher [1] 1974). Es seiM ein Matching des Graphen G. Weiter
sei a ∈ E(G) mit a 6∈ E(M), und von a aus gebe es keinen M-zunehmenden Weg in G.
Ist Wxy ein M-zunehmender Weg von x nach y in G, und betrachtet man das Matching
M ′ =M4K(Wxy), so existiert von der Ecke a aus auch kein M ′-zunehmender Weg in G.
Beweis. Angenommen, es gibt in G einen M ′-zunehmenden Weg Wab von a nach b.
Ist E(Wab) ∩E(Wxy) = ∅, so ist Wab auch ein M-zunehmender Weg, was unserer Voraus-
setzung widerspricht.
Ist a = a0, b = ar und hat der Weg Wab die Gestalt
Wab = (a, k1, a1, . . . , ai−1, ki, ai, . . . , b),
so sei i der kleinste Index mit ai ∈ E(Wxy). Dann geho¨ren die Kanten k1, k2, . . . , ki gleich-
zeitig zu M und M ′ bzw. gleichzeitig nicht zu M und M ′. Hat der M-zunehmende Weg Wxy
die Form
Wxy = (x, h1, x1, l1, y1, h2, . . . , hj, xj , lj, ai, hj+1, . . . , hp, y)
mit hj ∈ K(G) − M und lj ∈ M , so unterscheiden wir die beiden Fa¨lle i gerade oder i
ungerade.
Ist i gerade, so gilt ki ∈M . Da ki und lj mit der Ecke ai inzidieren, sind ki und lj inzident,
was der Tatsache widerspricht, daß M ein Matching ist.
Ist i ungerade, so gilt ki ∈ K(G)−M und
Wax = (a, k1, a1, . . . , ai−1, ki, ai, lj , xj, hj , . . . , h1, x)
ist ein M-zunehmender Weg von a aus. Das widerspricht unserer Voraussetzung. Der Fall,
daß Wxy die Form
Wxy = (x, h1, x1, l1, y1, h2, . . . , hj, ai, lj , yj, hj+1, . . . , hp, y)
hat, wird analog behandelt. ‖
6.2 Matchings in bipartiten Graphen
Der erste Satz in diesem Abschnitt, der 1931 von Ko˝nig [2] und 1935 unabha¨ngig von Hall
[1] gefunden wurde, ist fu¨r die gesamte Graphentheorie von zentraler Bedeutung. Wir geben
hier einen Beweis, der gleichzeitig als Vorbereitung fu¨r einen Matchingalgorithmus dient.
Satz 6.7 (Ko˝nig, Hall, Ko˝nig [2] 1931, Hall [1] 1935). Es sei G ein bipartiter Graph
mit der Bipartition A,B. Es gibt genau dann ein Matching M in G mit E(M) ∩ A = A,
wenn fu¨r alle S ⊆ A gilt:
|S| ≤ |N(S,G)|
Beweis. Es gebe ein Matching M = {k1, k2, . . . , kp} mit E(M) ∩ A = A. Ist ki = aibi mit
ai ∈ A, so gilt notwendig bi ∈ B fu¨r jedes i = 1, 2, . . . , p, und die Ecken b1, b2, . . . , bp sind
paarweise verschieden. Daraus folgt fu¨r alle S ⊆ A mit S = {aj1, aj2, . . . , ajq}
|S| = q = |{bj1, bj2, . . . , bjq}| ≤ |N(S,G)|.
Nun gelte umgekehrt |S| ≤ |N(S,G)| fu¨r alle S ⊆ A. Es sei M ein maximales Matching
von G, und wir nehmen an, daß E(M) ∩ A 6= A gilt. Dann wa¨hlen wir eine feste Ecke
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a ∈ A−E(M) und bezeichnen mit U(a) die Menge aller Ecken von G, die man durch einen
M-alternierenden Weg mit a verbinden kann. Weiter sei Z = U(a) ∪ {a}. Da M maximal
ist, gilt nach dem Satz von Berge (Satz 6.3)
Z − {a} ⊆ E(M). (6.2)
Setzt man
S = Z ∩ A und I = Z ∩ B,
so folgt mit (6.2), daß jede Ecke aus S − {a} mit genau einer Ecke von I durch eine Kante
aus M verbunden ist und umgekehrt. Daraus ergibt sich
|I| = |S| − 1 (6.3)
und I ⊆ N(S,G). Es gilt sogar
I = N(S,G), (6.4)
denn ga¨be es eine Ecke u ∈ N(S,G) mit u 6∈ I, so wu¨rde ein M-alternierender Weg von a
nach u existieren, was aber nicht mo¨glich ist. Die Identita¨ten (6.3) und (6.4) liefern uns die
Ungleichung
|S| = |I|+ 1 = |N(S,G)|+ 1 > |N(S,G)|,
die unserer Voraussetzung widerspricht. ‖
Folgerung 6.4. Es sei G ein bipartiter Graph mit der Bipartition A,B. Gilt
δA = minx∈Ad(x,G) ≥ maxy∈Bd(y,G) = ∆B ≥ 1,
so existiert in G ein maximales Matching M mit |M | = |A|.
Beweis. Fu¨r alle S ⊆ A ergibt sich aus N(S,G) ⊆ B und der Nachbarschaftsungleichung
(Satz 1.13)
|S|δA ≤
∑
x∈S
d(x,G) ≤
∑
y∈N(S,G)
d(y,G) ≤ |N(S,G)|∆B ≤ |N(S,G)|δA.
Wegen δA ≥ 1 folgt daraus |S| ≤ |N(S,G)|, womit nach dem Satz von Ko˝nig-Hall (Satz 6.7)
ein Matching M mit |M | = |A| existiert, welches natu¨rlich maximal ist. ‖
Im Jahre 1955 fand Ore [2] folgende interessante Verallgemeinerung des Satzes von Ko˝nig-
Hall.
Satz 6.8 (Ko˝nig, Ore; Ore [2] 1955). Ist G ein bipartiter Graph mit der Bipartition
A,B, und ist M ein maximales Matching in G, so gilt
|A| − |M | = max
S⊆A
{|S| − |N(S,G)|}. (6.5)
Beweis. Setzen wir die linke Seite von (6.5) gleich q, so gilt natu¨rlich q ≥ 0. Setzen wir die
rechte Seite von (6.5) gleich p, so liefert S = ∅ die Ungleichung p ≥ 0.
Um p ≥ q zu zeigen, fu¨gen wir p neue Ecken zur Menge B hinzu und verbinden jede neue
Ecke mit allen Ecken aus A durch eine Kante. Der dadurch entstandene bipartite Graph
H besitzt eine Bipartition A, Y , wobei Y aus den Ecken von B und den p neuen Ecken
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besteht. Fu¨r eine nicht leere Menge S ⊆ A ist |N(S,H)| = |N(S,G)|+ p. Daraus ergibt sich
zusammen mit der Voraussetzung |S| − |N(S,G)| ≤ p
|S| ≤ |N(S,H)|.
Da diese Ungleichung auch fu¨r S = ∅ gilt, existiert nach dem Satz von Ko˝nig-Hall in H ein
Matching M∗ mit |M∗| = |A|. Da M∗ ho¨chstens p Kanten entha¨lt, die nicht zu G geho¨ren,
gibt es in G ein Matching M ′ mit |M ′| ≥ |M∗| − p. Daher gilt fu¨r das maximale Matching
M die Abscha¨tzung |M | ≥ |M ′| ≥ |A| − p, also p ≥ q.
Um q ≥ p zu zeigen, fu¨gen wir q neue Ecken zur Menge B hinzu und verbinden jede neue
Ecke mit allen Ecken aus A durch eine Kante. In dem neuen Graphen H kann man das
Matching M zu einem Matching M∗ erga¨nzen mit |M∗| = |M | + q = |A|. Daher gilt nach
dem Satz von Ko˝nig-Hall
|S| ≤ |N(S,H)| ≤ |N(S,G)|+ q
fu¨r alle S ⊆ A, woraus sich sofort die gewu¨nschte Ungleichung p ≤ q ergibt. ‖
Aus dem Satz von Ko˝nig-Hall und der Nachbarschaftsungleichung oder direkt aus Folge-
rung 6.4 ergeben sich zwei wichtige und sehr attraktive Resultate von Ko˝nig [1] aus dem
Jahre 1916.
Satz 6.9 (Ko˝nig [1] 1916). Ist G ein bipartiter und r-regula¨rer Graph mit r ≥ 1, so besitzt
G ein perfektes Matching.
Beweis. Nach Voraussetzung gilt ∆(G) = δ(G) = r ≥ 1. Ist A,B eine Bipartition von G, so
existiert nach Folgerung 6.4 ein maximales MatchingM1 mit |M1| = |A| sowie ein maximales
Matching M2 mit |M2| = |B|. Daraus folgt |A| = |M1| = |M2| = |B| und die Matchings sind
perfekt. ‖
Sukzessives Anwenden von Satz 6.9 liefert unmittelbar:
Satz 6.10 (Ko˝nig [1] 1916). Ein bipartiter und r-regula¨rer Graph G la¨ßt sich in r kan-
tendisjunkte perfekte Matchings zerlegen.
Als interessante Folgerung aus Satz 6.10 bewies Ko˝nig noch das na¨chste Ergebnis.
Satz 6.11 (Ko˝nig [1] 1916). Ist G ein bipartiter Graph, so kann man G in ∆(G) kanten-
disjunkte Matchings zerlegen.
Beweis. Ist A,B eine Bipartition von G mit A = {a1, a2, . . . , ap} und B = {b1, b2, . . . , bq},
so gelte o.B.d.A. q ≤ p. Nun konstruieren wir aus G einen bipartiten und ∆(G)-regula¨ren
Graphen H mit 2p Ecken wie folgt und wenden auf H Satz 6.10 an.
Zuna¨chst fu¨gen wir p − q neue Ecken bq+1, bq+2, . . . , bp zu B hinzu und setzen dann Y =
{b1, b2, . . . , bp}. Nun verbinden wir die Ecken aus A mit denen aus Y durch
p∆(G)−
∑
x∈A
d(x,G)
zusa¨tzliche Kanten, so daß daraus ein Graph H entsteht, der die Bedingung ∆(H) =
∆(G) erfu¨llt. Nach Konstruktion ist H wieder bipartit und außerdem ∆(G)-regula¨r. We-
gen Satz 6.10 la¨ßt sich H in ∆(G) kantendisjunkte perfekte Matchings zerlegen. Entfernt
man aus diesen Matchings die neu hinzugefu¨gten Kanten, so erha¨lt man eine Zerlegung von
G in ∆(G) kantendisjunkte Matchings. ‖
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Satz 6.12 (Mendelsohn, Dulmage [1] 1958). Jeder bipartite Graph G besitzt ein ma-
ximales Matching das mit allen Ecken vom Grad ∆(G) inzidiert.
Beweis. Der Beweis von Satz 6.11 hat gezeigt, daß G einen bipartiten und ∆(G)-regula¨ren
Obergraphen H besitzt. Nach Satz 6.9 gibt es in H ein perfektes Matching M . Da nun alle
Kanten aus M , die mit einer Ecke vom Grad ∆(G) inzidieren, notwendig zu K(G) geho¨ren,
ist M ′ = M ∩ K(G) ein Matching in G, das mit allen Ecken vom Grad ∆(G) inzidiert.
Wendet man auf M ′ Folgerung 6.3 an, so erha¨lt man das gewu¨nschte Ergebnis. ‖
Nach Satz 6.9 besitzt ein bipartiter und r-regula¨rer Graph mit r ≥ 1 ein perfektes Mat-
ching. Ein nicht sehr bekanntes Resultat von Ore [5] zeigt, daß diese Aussage erhalten bleibt,
wenn man nicht allzusehr von der Regularita¨t abweicht und voraussetzt, daß die beiden Par-
titionsmengen gleich groß sind.
Satz 6.13 (Ore [5] 1962). Es sei G ein bipartiter Graph mit der Bipartition A,B. Ist
|A| = |B| und gilt fu¨r eine ganze Zahl q ≥ 1 die Ungleichung∑
u∈A, d(u,G)<q
(q − d(u,G)) +
∑
v∈B, d(v,G)>q
(d(v,G)− q) ≤ q − 1,
so besitzt G ein perfektes Matching.
Beweis. Es sei S ⊆ A eine beliebige Teilmenge der Partitionsmenge A. Setzen wir d(x) =
d(x,G) fu¨r x ∈ E(G), so erhalten wir die Ungleichung:∑
u∈S
d(u) = q|S|+
∑
u∈S
(d(u)− q)
= q|S|+
∑
u∈S, d(u)≥q
(d(u)− q) +
∑
u∈S, d(u)<q
(d(u)− q)
≥ q|S|+
∑
u∈S, d(u)<q
(d(u)− q)
Setzen wir N(S) = N(S,G), so erhalten wir ebenso leicht die na¨chste Ungleichung:
∑
v∈N(S)
d(v) = q|N(S)|+
∑
v∈N(S)
(d(v)− q)
= q|N(S)|+
∑
v∈N(S), d(v)>q
(d(v)− q) +
∑
v∈N(S), d(v)≤q
(d(v)− q)
≤ q|N(S)|+
∑
v∈N(S), d(v)>q
(d(v)− q)
Diese beiden Ungleichungen liefern zusammen mit der Nachbarschaftsungleichung (Satz 1.13)∑
u∈S d(u) ≤
∑
v∈N(S) d(v) und der Voraussetzung die folgende Abscha¨tzung:
q(|S| − |N(S)|) ≤
∑
u∈S, d(u)<q
(q − d(u)) +
∑
v∈N(S), d(v)>q
(d(v)− q)
≤
∑
u∈A, d(u)<q
(q − d(u)) +
∑
v∈B, d(v)>q
(d(v)− q)
≤ q − 1
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Da |S| − |N(S)| ganzzahlig ist, ergibt sich daraus unmittelbar |S| ≤ |N(S)|. Wegen der
Bedingung |A| = |B| folgt daher aus dem Satz von Ko˝nig-Hall (Satz 6.7), daß G ein perfektes
Matching besitzt. ‖
Bemerkung 6.2. Mit Satz 6.11 lassen sich optimale Stundenpla¨ne erstellen. Denn gibt es an
einer Schule p Lehrer A1, A2, . . . , Ap und q Klassen B1, B2, . . . , Bq, so unterrichte der Lehrer
Ai die Klasse Bj fu¨r tij Stunden. Gesucht wird ein Stundenplan, der in ku¨rzester Zeit alle
Unterrichtsstunden abdeckt.
Zur Lo¨sung dieses Problems konstruieren wir uns einen bipartiten Graphen G mit der
Bipartition
A = {a1, a2, . . . , ap} und B = {b1, b2, . . . , bq},
wobei A den Lehrern und B den Klassen entspricht. Dann werden die Ecken ai und bj durch
tij parallele Kanten verbunden.
In jeder Zeiteinheit (z.B. von 8.00 - 9.00 Uhr, 9.00 - 10.00 Uhr usw.) kann ein Lehrer
ho¨chstens eine Klasse unterrichten, und jede Klasse kann in einer Zeiteinheit von ho¨chstens
einem Lehrer unterrichtet werden. Somit entspricht wa¨hrend einer Zeiteinheit die Zuordnung
der Lehrer zu den Klassen einem Matching in G und umgekehrt entspricht jedes Matching
einer mo¨glichen Zuordnung. Daher ist das Stundenplanproblem gleichbedeutend damit, den
zugeho¨rigen bipartiten GraphenG in mo¨glichst wenig kantendisjunkte Matchings zu zerlegen.
Nach Satz 6.11 besteht also ein solcher optimaler Stundenplan aus genau ∆(G) Zeiteinheiten.
Aus den Sa¨tzen 6.5 und 6.11 ergibt sich unmittelbar:
Folgerung 6.5. Ist G ein bipartiter Graph und p eine ganze Zahl mit p ≥ ∆(G), so kann
man G in p kantendisjunkte Matchings M1,M2, . . . ,Mp zerlegen mit⌊ |K(G)|
p
⌋
≤ |Mi| ≤
⌈ |K(G)|
p
⌉
(1 ≤ i ≤ p).
Bemerkung 6.3. Mit Hilfe von Folgerung 6.5 kann man das Stundenplanproblem auch
dann lo¨sen, wenn man zusa¨tzlich noch voraussetzt, daß nur eine bestimmte Anzahl von
Klassenra¨umen zur Vefu¨gung steht.
Ist G der dem Stundenplan zugeordnete bipartite Graph, so werden insgesamt m = K(G)
Stunden unterrichtet.
a) Stehen r Ra¨ume zur Verfu¨gung, so gibt es einen Stundenplan, der mit max{∆(G), dm
r
e}
Zeiteinheiten auskommt.
b) Bei t ≥ ∆(G) vorgegebenen Zeiteinheiten gibt es einen Stundenplan, bei dem nur dm
t
e
Ra¨ume beno¨tigt werden.
Fu¨r weitere Einzelheiten zum Stundenplanproblem vgl. man z.B. die Arbeiten von Demps-
ter [1] 1971 und de Werra [1] 1970.
6.3 Kreisfaktoren in Digraphen
In diesem Abschnitt wollen wir einige Anwendungen der erzielten Ergebnisse auf die Theorie
der Digraphen vorstellen.
Definition 6.5. Es sei D ein Digraph. Ein Teildigraph D′ von D wird Faktor genannt, falls
E(D′) = E(D) gilt. Ein Faktor von D, der aus eckendisjunkten orientierten Kreisen besteht,
heißt Kreisfaktor.
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Im Jahre 1962 hat Ore [5] gezeigt, daß ein Analogon zur Ko˝nig-Hall Bedingung in Digra-
phen zu Kreisfaktoren fu¨hrt.
Satz 6.14 (Ore [5] 1962). Ein Multidigraph D besitzt genau dann einen Kreisfaktor, wenn
|S| ≤ |N+(S,D)| fu¨r jede Teilmenge S ⊆ E(D) gilt.
Beweis. Ist C ein orientierter Kreis, so gilt |N+(X,C)| = |X| fu¨r jede Teilmenge X ⊆ E(C).
Hat D nun einen Kreisfaktor so folgt daraus leicht die Ungleichung |S| ≤ |N+(S,D)| fu¨r
jede Teilmenge S ⊆ E(D).
Nun gelte umgekehrt |S| ≤ |N+(S,D)| fu¨r jede Teilmenge S ⊆ E(D). Ist E(D) =
{x1, x2, . . . , xn}, so setzen wir
E ′ = {x′1, x′2, . . . , x′n} und E ′′ = {x′′1, x′′2, . . . , x′′n}
mit E ′∩E ′′ = ∅ und K ′ = {x′ix′′j |(xi, xj) ∈ B(D)}. Nach Konstruktion ist G = (E ′∪E ′′, K ′)
ein bipartiter Graph, und nach Voraussetzung gilt |X| ≤ |N(X,G)| fu¨r jede Teilmenge
X ⊆ E ′. Wegen |E ′| = |E ′′| folgt daher aus dem Satz von Ko˝nig-Hall (Satz 6.7), daß G ein
perfektes Matching besitzt. Da ein perfektes Matching in G einen Kreisfaktor in D induziert,
ist der Satz bewiesen. ‖
Im Jahre 1999 hat Yeo [4] Satz 6.14 auf folgende nu¨tzliche Form gebracht.
Satz 6.15 (Yeo [4] 1999). Ein Multidigraph D besitzt genau dann keinen Kreisfaktor,
wenn seine Eckenmenge in disjunkte Teilmengen Y, Z,R1 und R2 zerlegt werden kann, so
daß in D[Y ] kein Bogen existiert und R1  Y , (R1 ∪ Y ) R2 und |Y | > |Z| gilt. (A B
bedeutet dabei, daß es keinen Bogen von B nach A gibt.)
Beweis. Es existiere eine im Satz angegebene Zerlegung. Dann erkennt man, daß jeder orien-
tierte Kreis, der q Ecken aus Y enha¨lt, mindestens auch q Ecken aus Z besitzen muß. Wegen
|Y | > |Z| kann es daher keinen Kreisfaktor geben.
Besitzt umgekehrt D keinen Kreisfaktor, so existiert nach Satz 6.14 eine Teilmenge X ⊆
E(D) mit |X| > |N+(X,D)|. Setzt man nun R1 = E(D)− (N+(X)∪X), R2 = N+(X)∩X ,
Y = X − R2 und Z = N+(X)− R2, so u¨berlegt man sich leicht mit Hilfe einer Skizze, daß
diese Mengen die Bedingungen des Satzes erfu¨llen. ‖
Den na¨chsten attraktiven Satz findet man implizit schon bei Ore [5] und explizit in einer
Arbeit von Volkmann und Yeo [1].
Satz 6.16. Ein Digraph D ist genau dann die Vereinigung von bogendisjunkten Kreisfakto-
ren, wenn er r-regula¨r ist (r ≥ 1).
Beweis. Ist D die Vereinigung von r bogendisjunkten Kreisfaktoren, so ist D natu¨rlich r-
regula¨r.
Nun sei D ein r-regula¨rer Digraph. Ist E(D) = {x1, x2, . . . , xn}, so setzen wir
E ′ = {x′1, x′2, . . . , x′n} und E ′′ = {x′′1, x′′2, . . . , x′′n}
mit E ′∩E ′′ = ∅ und K ′ = {x′ix′′j |(xi, xj) ∈ B(D)}. Nach Konstruktion ist G = (E ′∪E ′′, K ′)
ein r-regula¨rer bipartiter Graph. Daher la¨ßt sich G nach dem Satz von Ko˝nig (Satz 6.10)
in r kantendisjunkte perfekte Matchings zerlegen. Da jedes perfekte Matching in G einem
Kreisfaktor in D entspricht, ist der Satz bewiesen. ‖
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Folgerung 6.6. Ist D ein regula¨rer Digraph, so geho¨rt jeder Bogen von D zu einem Kreis-
faktor.
Folgerung 6.7 (Zhang [2] 1989). Jedes r-regula¨re (r ≥ 1) multipartite Turnier D entha¨lt
einen orientierten Hamiltonschen Weg.
Beweis. Nach Satz 6.16 besitzt D einen Kreisfaktor. Sukzessives anwenden von Satz 5.31
liefert das gewu¨nschte Ergebnis. ‖
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Die praktische Bedeutung der Matchingtheorie kann auch durch das Personal-Zuteilungs-
problem belegt werden.
Wir betrachten eine Firma, in der p Arbeitnehmer A1, A2, . . . , Ap bescha¨ftigt und p Ar-
beitspla¨tze B1, B2, . . . , Bp vorhanden sind. Jeder Arbeitnehmer sei fu¨r einen oder mehrere
Arbeitspla¨tze qualifiziert. Nun stellt sich die natu¨rliche Frage, ob man allen Arbeitnehmern
einen geeigneten Arbeitsplatz zuweisen kann.
Graphentheoretisch gesehen hat dieses Problem folgende Gestalt. Gegeben sei ein bipar-
titer Graph G mit der Bipartition
A = {a1, a2, . . . , ap} und B = {b1, b2, . . . , bp},
wobei A den Arbeitnehmern und B den Arbeitspla¨tzen entspricht. Dabei wird eine Ecke
ai mit einer Ecke bj durch eine Kante verbunden, wenn der Arbeitnehmer Ai fu¨r den Ar-
beitsplatz Bj qualifiziert ist. Man kann jedem Arbeitnehmer genau dann einen geeigneten
Arbeitsplatz geben, wenn der Graph G ein perfektes Matching besitzt. Im Fall, daß in G kein
perfektes Matching existiert, kann ein maximales Matching auch noch von Interesse sein.
Wir wenden uns nun Verfahren zu, mit denen man maximale Matchings konstruieren kann.
Dabei legen uns die Untersuchungen aus dem Abschnitt 6.1 folgende prinzipielle Vorgehens-
weise nahe.
Da das Aufsuchen eines gesa¨ttigten Matchings M keine Mu¨he macht, sollte man jeden
Matching-Algorithmus mit einem solchen Matching starten, zumal |M | nach Satz 6.2 min-
destens halb so groß ist, wie ein maximales Matching. Ist M perfekt oder fast-perfekt, so ist
M maximal. Ist das nicht der Fall, so wa¨hle man eine Ecke a, die nicht mit M inzidiert und
suche systematisch nach einem M-zunehmenden Weg mit der Anfangsecke a.
Gibt es einen solchen Weg W , so liefert das im Satz von Berge (Satz 6.3) beschriebene
Kantenaustauschverfahren ein Matching
M ′ = M4K(W )
mit |M ′| = |M |+1. Mit dem MatchingM ′, das eine Kante mehr als unser Ausgangsmatching
besitzt, beginne man das beschriebene Verfahren von neuem.
Gibt es keinen M-zunehmenden Weg von a aus, so kann man wegen Satz 6.6 die Ecke a
aus G entfernen und sich auf den Graphen G− a beschra¨nken.
Die Schwierigkeit der oben beschriebenen Methode liegt in der systematischen Suche nach
M-zunehmenden Wegen. Fu¨r den bipartiten Fall wollen wir ausfu¨hrlich einen Algorithmus
vorstellen, der uns dieses Problem effizient lo¨st. An der Entwicklung dieses Verfahrens, das
heute unter dem Namen Ungarische Methode bekannt ist, haben neben dem schon genannten
Personenkreis auch Kuhn [1] 1955, Munkres [1] 1957 und Edmonds [1] 1965 mitgewirkt.
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Definition 6.6. Es sei M ein Matching in einem Graphen G. Ist a ∈ E(G) eine Ecke, die
nicht mit M inzidiert, so heißt ein Baum T ⊆ G ein M-alternierender Wurzelbaum mit der
Wurzel a, wenn die beiden folgenden Bedingungen erfu¨llt sind:
i) a ∈ E(T ).
ii) Jede Ecke aus T ist mit der Ecke a durch einen (eindeutigen) M-alternierenden Weg
in T verbunden.
Ein solcher M-alternierender Wurzelbaum T heißt gesa¨ttigt, wenn man T durch keine
Kante aus G vergro¨ßern kann.
Die systematische Suche nach M-zunehmenden Wegen mit der Anfangsecke a erfolgt in
bipartiten Graphen durch sukzessives Aufbauen einesM-alternierenden Wurzelbaumes T mit
der Wurzel a. Der folgende Satz zeigt, daß es in bipartiten Graphen genu¨gt, einen einzigen
M-alternierenden Wurzelbaum mit der Wurzel a wachsen zu lassen, um zu entscheiden, ob
es einen M-zunehmenden Weg mit der Anfangsecke a gibt.
Satz 6.17. Es sei G ein bipartiter Graph, M ein Matching von G und a ∈ E(G) eine Ecke,
die nicht mit M inzidiert. Weiter sei T ⊆ G ein M-alternierender Wurzelbaum mit der
Wurzel a.
a) Ist W ein M-zunehmender Weg in T mit der Anfangsecke a, den man in G durch keine
Kante aus M verla¨ngern kann, so ist W ein M-zunehmender Weg in G.
b) Ist T gesa¨ttigt, und gibt es in T keinen M-zunehmenden Weg von a aus, so gibt es
auch in G keinen M-zunehmenden Weg mit der Anfangsecke a.
Beweis. Der Teil a) des Satzes ist sofort ersichtlich, und diese Aussage gilt sogar fu¨r nicht
bipartite Graphen.
Nun wollen wir b) besta¨tigen. Ist A,B eine Bipartition von G, so gelte o.B.d.A. a ∈ A.
Wir setzen KM(T ) = M ∩K(T ) und analog zum Beweis von Satz 6.7
S = E(T ) ∩ A und I = E(T ) ∩ B.
Wie beim Beweis von Satz 6.7 erkennt man I ⊆ N(S,G), und da T gesa¨ttigt ist, gilt sogar
I = N(S,G). Angenommen, es gibt in G einen M-zunehmenden Weg
W = (a, k1, y1, l1, x1, . . . , xj , kj+1, yj+1, lj+1, xj+1, . . . , xp−1, kp, yp)
mit xi ∈ A, yi ∈ B, li ∈M und ki ∈ K(G)−M . Da nach Voraussetzung alle Ecken x ∈ E(T ),
die von a verschieden sind, mit einer Kante aus KM(T ) inzidieren, folgt mit x0 = a fu¨r alle
j ≥ 0:
Ist xj ∈ E(T ), so geho¨rt xj zu der Menge S. Damit gilt natu¨rlich yj+1 ∈ N(S,G) = I,
also lj+1 ∈ KM(T ) und daher xj+1 ∈ E(T ). Daraus schließen wir induktiv, daß die Endecke
yp des M-zunehmenden Weges W zur Menge E(T ) geho¨rt. Das ist ein Widerspruch dazu,
daß yp mit einer Kante aus KM(T ) inzidiert. ‖
Zusammenfassend ergibt sich der folgende effiziente Algorithmus zur Bestimmung maxi-
maler Matchings in bipartiten Graphen.
8. Algorithmus
Ungarische Methode
Es sei G ein bipartiter Graph mit einer Bipartition A,B, und es gelte o.B.d.A. |A| ≤ |B|.
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1. Man starte mit einem gesa¨ttigten Matching M .
2. Ist E(M) ∩A = A, so stoppe man den Algorithmus.
Ist E(M) ∩A 6= A, so wa¨hle man eine Ecke a ∈ A−E(M) und setze
S = {a}, I = ∅ und T = {a}.
3. Ist I = N(S,G), so setze man A = A− {a} und gehe zu 2.
Ist I 6= N(S,G), so wa¨hle man ein y ∈ N(S,G) − I und eine Kante k = xy mit
x ∈ E(T ) und gehe zu 4.
4. Inzidiert y mit M , so existiert eine Kante l ∈ M mit l = yz, wobei z nicht in E(T )
liegt. Man setze
S = S ∪ {z} und I = I ∪ {y},
erweitere den M-alternierenden Wurzelbaum T durch die Ecken y, z sowie durch die
Kanten k, l und gehe mit dem neuen Baum zu 3.
Inzidiert y nicht mit M , so ist der im Baum T eindeutig bestimmte Weg von a nach
x, zusammen mit der Ecke y und der Kante k, ein M-zunehmender Weg W in G. Nun
setze man M =M4K(W ) und gehe zu 2.
Definition 6.7. Es sei G ein bipartiter Graph mit der Bipartition
A = {a1, a2, . . . , ap} und B = {b1, b2, . . . , bq}.
Die p× q Matrix (mG(ai, bj)) = (m(ai, bj)) heißt Partitionsmatrix.
Bemerkung 6.4. Bipartite Graphen werden durch Partitionsmatrizen u¨bersichtlich darge-
stellt, und sie sind durch ihre Partitionsmatrizen eindeutig bestimmt.
Beispiel 6.4. Ein bipartiter Graph G sei durch folgende Partitionsmatrix gegeben.
b1 b2 b3 b4 b5 b6 b7 b8
a1 1 1
a2 1 1
a3 1 1
a4 1 1
a5 1 1 1 1 1 1
a6 1 1 1 1 1
a7 1 1
Mit Hilfe der Ungarischen Methode wollen wir ein maximales Matching von G bestimmen.
Dabei starten wir z.B. mit dem gesa¨ttigten Matching
M0 = {a2b1, a4b2, a5b7, a6b5}.
Die Ecke a1 inzidiert nicht mit M0, und der skizzierte M0-alternierende Wurzelbaum T0
mit der Wurzel a1 ist gesa¨ttigt.
u uu
u
u
XXXXXX
a1
b1
b2
a2
a4
T0
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Da es in T0 offensichtlich keinen M0-zunehmenden Weg von a1 aus gibt, ko¨nnen wir die
Ecke a1 aus G entfernen.
Die Ecke a3 inzidiert auch nicht mit M0, und wir betrachten z.B. den skizzierten M0-
alternierenden Wurzelbaum T1 mit der Wurzel a3.
u uu
u
u u
u uXXXXXX
T1
a3
b2
b5
a4
a6
b1 a2
b8
Da die Ecke b8 nicht mit M0 inzidiert, ist (a3, b5, a6, b8) ein M0-zunehmender Weg, und
das Kantenaustauschverfahren liefert uns das Matching
M1 = {a2b1, a3b5, a4b2, a5b7, a6b8}.
Die Ecke a7 inzidiert nicht mitM1, und wir betrachten z.B. den skizziertenM1-alternierenden
Wurzelbaum T2 mit der Wurzel a7.
u uu
u
u
uXXXXXXa7
T2 b7
b5
a5
a3
b3
Da die Ecke b3 nicht mit M1 inzidiert, ist (a7, b7, a5, b3) ein M1-zunehmender Weg, und
das Kantenaustauschverfahren liefert uns das Matching
M2 = {a2b1, a3b5, a4b2, a5b3, a6b8, a7b7},
welches notwendig maximal in G ist.
Das na¨chste Beispiel wird zeigen, daß der 8. Algorithmus nicht anwendbar ist, wenn der
gegebene Graph Kreise ungerader La¨nge besitzt. Dies liegt daran, daß Teil b) des Satzes 6.17
fu¨r solche Graphen keine Gu¨ltigkeit hat.
Beispiel 6.5. Gegeben sei der skizzierte Graph G mit dem gesa¨ttigten Matching M0 =
{x2x4, x3x5}.
u uu
u
u
uXXXXXXx1
x2
x3
x4
x5
x6
Die Ecke x1 inzidiert nicht mit M0, und wir betrachten beispielsweise den skizzierten
M0-alternierenden Wurzelbaum T mit der Wurzel x1.
u u u u ux1 x3 x5 x4 x2
Offensichtlich ist T gesa¨ttigt, aber in G existiert der M0-zunehmende Weg (x1, x2, x4, x6).
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Zum Schluß dieses Kapitels wollen wir einen allgemeinen Matching-Algorithmus beschrei-
ben, der auf Edmonds [1] 1965 zuru¨ckgeht (man vgl. dazu auch das Buch von Lova´sz und
Plummer [1], S. 358). Als erstes zeigen wir, daß man die Gro¨ße eines Graphen reduzieren
kann, falls Kreise auftreten, die eine Gestalt wie im Beispiel 6.5 haben.
Satz 6.18 (Edmonds [1] 1965). Es sei G ein Multigraph und M ein Matching von G.
Weiter sei C ein Kreis von G der La¨nge 2p + 1, der p Kanten von M entha¨lt, und C
besitze genau eine Ecke a, die nicht zu E(M) geho¨rt. Entsteht der Graph G′ aus G durch
Zusammenziehen des Kreises C zu einer Ecke u und durch Lo¨schung aller dabei auftretenden
Schlingen, so ist M ′ = M −K(C) genau dann ein maximales Matching von G′, wenn M ein
maximales Matching von G ist.
Beweis. Ist M kein maximales Matching von G, so existiert nach dem Satz von Berge
(Satz 6.3) ein M-zunehmender Weg W in G. Im Fall E(W ) ∩ E(C) = ∅ ist W auch
ein M ′-zunehmender Weg in G′ und folglich M ′ nicht maximal in G′. Daher gelte nun
E(W ) ∩ E(C) 6= ∅. Wenigstens einer der beiden Endpunkte von W , den wir mit x be-
zeichnen wollen, geho¨rt nicht zum Kreis C. Von x aus gesehen sei y die erste Ecke, die zu
C und zu W geho¨rt. Ist y = a oder y 6= a, so ist der Teil Wxy des Weges W von x nach y,
der in G′ die Gestalt Wxu hat, notwendig ein M ′-zunehmender Weg in G′, womit M ′ auch
in diesem Fall nicht maximal ist.
Nun sei umgekehrt M ′ kein maximales Matching von G′ und N ′ ein Matching von G′ mit
|N ′| > |M ′|. Dieses Matching N ′ entspricht in G einem Matching N mit |E(N)∩E(C)| ≤ 1.
Daher kann N durch p Kanten des Kreises C zu einem Matching N∗ in G erga¨nzt werden,
so daß
|N∗| = |N |+ p = |N ′|+ p > |M ′|+ p = |M |
gilt. Daher ist M kein maximales Matching von G. ‖
Benutzen wir die Bezeichnungen aus Satz 6.18, so liefert uns der Beweis dieses Satzes
auch eine Methode, um in G ein gro¨ßeres Matching als M zu konstruieren, falls wir in G′
ein Matching gefunden haben, welches mehr Kanten als M ′ besitzt.
Nun wenden wir uns der Beschreibung des allgemeinen Matching-Algorithmus von Ed-
monds [1] aus dem Jahre 1965 zu.
9. Algorithmus
Algorithmus von Edmonds
Es sei M ein gesa¨ttigtes Matching eines Graphen G. Ist M perfekt oder fast-perfekt, so sind
wir fertig. Daher gelte fu¨r die Eckenmenge S = E(G) − E(M) die Ungleichung |S| ≥ 2.
Ausgehend von S konstruieren wir einen M-alternierenden Wald H ⊆ G mit folgenden Ei-
genschaften. Jede Komponente von H entha¨lt genau eine Ecke aus S, jede Ecke aus S geho¨rt
zu genau einer Komponente von H , und jede Komponente von H ist ein M-alternierender
Wurzelbaum mit einer Wurzel aus S. Daru¨ber hinaus soll jede Ecke aus H , die nicht in S
liegt, mit einer Kante aus M ∩ K(H) inzidieren. Unter diesen Voraussetzungen haben alle
Ecken von H , die eine ungerade Entfernung von S besitzen, den Eckengrad 2 in H , und
man nennt sie innere Ecken von H , wa¨hrend die verbleibenden Ecken a¨ußere Ecken von H
heißen. Der Nullgraph, der aus der Eckenmenge S besteht, ist ein solcher M-alternierender
Wald.
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Gibt es in H eine a¨ußere Ecke x, die zu einer Ecke y adjazent ist, die nicht zu H geho¨rt,
so gilt y 6∈ S. Daher existiert eine Kante l ∈M mit l = yz, und es gilt z 6∈ E(H). Ist k = xy,
so ko¨nnen wir den Wald H durch Hinzufu¨gen der Ecken y, z und der Kanten l, k vergro¨ßern.
Gibt es in H zwei a¨ußere Ecken x und y, die zu zwei verschiedenen Komponenten von
H geho¨ren und adjazent sind, so sind die beiden Wurzeln dieser Komponenten durch einen
M-zunehmenden Weg verbunden. Daraus gewinnen wir auf die u¨bliche Weise ein Matching
M∗ mit |M∗| = |M |+ 1. Mit dem Matching M∗ beginne man die Prozedur von neuem.
Existieren in einer Komponente T von H mit der Wurzel a zwei a¨ußere Ecken x und y, die
durch eine Kante k verbunden sind, so sei C der Kreis, der sich aus dem eindeutigen Weg
von x nach y in T und der Kante k zusammensetzt. IstW der (eindeutige) ku¨rzeste Weg in T
von a nach E(C), so ist W M-alternierend. Daru¨ber hinaus beginnt W mit einer Kante aus
K(G)−M und endet mit einer Kante aus M , oder W ist der Nullweg. Tauscht man in W
die Kanten von M gegen die Kanten von K(G)−M aus, so erha¨lt man erneut ein Matching
M1 mit |M1| = |M |. Das neue Matching M1 und der Kreis C erfu¨llen die Voraussetzungen
von Satz 6.18. Daher genu¨gt es nun, in dem kleineren Graphen G′ nach einem Matching zu
suchen, das gro¨ßer ist als M1 −K(C).
Als letzte Mo¨glichkeit setzen wir voraus, daß jede a¨ußere Ecke von H nur Nachbarn in
G hat, die innere Ecken von H sind. In diesem Fall wird sich herausstellen, daß M ein
maximales Matching von G ist. Denn gibt es r innere Ecken {u1, u2, . . . , ur} = I und p
a¨ußere Ecken {v1, v2, . . . , vp} = A von H , so gilt p − r = |S|. Daru¨ber hinaus sind alle
Ecken aus A isolierte Ecken im Graphen G − I. Bezeichnet man mit q(G − I) die Anzahl
der Komponenten ungerader Ordnung von G− I, so folgt daraus
n(G)− 2|M | = |S| = p− r ≤ q(G− I)− |I|.
Aus dieser Ungleichung ergibt sich zusammen mit Folgerung 7.1 (man vgl. Abschnitt 7.1),
daß M ein maximales Matching von G ist.
Zusammenfassend wird bei dem Algorithmus von Edmonds immer einer der folgenden
Schritte durchgefu¨hrt:
1. Der M-alternierende Wald H wird vergro¨ßert.
2. Das Matching M wird vergro¨ßert.
3. Die Anzahl |E(G)| der Ecken von G wird verkleinert.
4. Der Algorithmus stoppt mit einem maximalen Matching.
Von daher kann man sich u¨berlegen, daß auch dieser Algorithmus effizient ist.
Fu¨r Verallgemeinerungen, Verfeinerungen und Erweiterungen des neunten Algorithmus
vgl. man z.B. Jungnickel [1] 1987, Lova´sz und Plummer [1] 1986 oder Papadimitriou und
Steiglitz [1] 1982.
6.5 Aufgaben
Aufgabe 6.1. Es sei G ein schlichter Graph und M ein gesa¨ttigtes Matching von G. Man
beweise δ(G) ≤ 2|M |.
Aufgabe 6.2. Ist G ein Graph, und sind M1,M2,M3 drei Matchings von G, so zeige man:
i) Fu¨r jede Ecke x des Graphen H = G[M1 ∪M2 ∪M3] gilt notwendig 1 ≤ d(x,H) ≤ 3.
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ii) Sind M1 und M2 maximale Matchings, so hat jede Komponente von G[M14M2] eine
gerade Anzahl von Kanten.
iii) Sind M1 und M2 perfekt, so ist G[M14M2] 2-regula¨r.
Aufgabe 6.3. Besitzt ein schlichter Graph G vier paarweise kantendisjunkte perfekte Mat-
chings, so zeige man 6κ(G) ≤ n(G).
Aufgabe 6.4. Man bestimme alle nicht isomorphen, schlichten Graphen G mit n(G) = 11,
die aus drei Komponenten G1, G2 und G3 bestehen, die den folgenden Bedingungen genu¨gen:
i) G1 ist Eulersch und regula¨r.
ii) G2 besitzt genau eine Bru¨cke.
iii) G3 ist in zwei kantendisjunkte perfekte Matchings zerlegbar.
Aufgabe 6.5. Es sei M ein beliebiges und M0 ein gesa¨ttigtes Matching eines Graphen. Man
beweise oder widerlege die folgende Ungleichung: |E(M) ∩ E(M0)| ≥ |M |.
Aufgabe 6.6. Es sei G ein schlichter Graph gerader Ordnung, M ein nicht perfektes Mat-
ching von G und H = G−E(M). Unter der Voraussetzung 2δ(H) ≥ |E(H)| zeige man, daß
in G ein perfektes Matching M∗ existiert mit M ⊆M∗.
Aufgabe 6.7. Man beweise Bemerkung 6.3.
Aufgabe 6.8. Man bestimme alle nicht isomorphen, schlichten Graphen G mit n(G) = 14,
die aus drei Komponenten G1, G2 und G3 bestehen, die den folgenden Bedingungen genu¨gen:
i) G1 ist Eulersch und besitzt ein perfektes Matching.
ii) µ(G2) = 0 und |Γ(G2)| = 4.
iii) G3 ist Hamiltonsch mit ν(G3) = 6.
Aufgabe 6.9. Zwei Spieler “spielen auf einem Graphen G” auf folgende Weise. Die beiden
Spieler wa¨hlen abwechselnd verschiedene Ecken a0, a1, . . . (ai 6= aj fu¨r i 6= j) des Graphen,
und zwar so, daß ai+1 und ai (i ≥ 0) adjazent sind. Derjenige Spieler gewinnt, der in der
Lage ist, die letzte Ecke zu wa¨hlen.
Man zeige, daß derjenige Spieler, der die erste Ecke wa¨hlt, genau dann eine Gewinnstrategie
hat, wenn G kein perfektes Matching besitzt.
Aufgabe 6.10. Man zeige, daß ein Baum ho¨chstens ein perfektes Matching besitzt.
Aufgabe 6.11. Beim Zusammentreffen von 6 Personen gibt es immer 3 Personen, die sich
untereinander kennen oder 3 Personen, die sich gegenseitig nicht kennen.
Aufgabe 6.12. Es sei M ein gesa¨ttigtes Matching in einem Graphen G und W ein M-
zunehmender Weg. Man zeige, daß dann auch das Matching M ′ = M4K(W ) in G gesa¨ttigt
ist.
Aufgabe 6.13. Es sei G ein schlichter bipartiter Graph mit der Bipartition A,B. Man zeige,
daß G ein Matching M besitzt mit
|M | ≥ min{|A|, |B|, 2δ(G)}.
Aufgabe 6.14. Es sei G ein Baum und M ein Matching von G. Entha¨lt M keine Endkante
von G, so zeige man, daß M nicht maximal ist.
Aufgabe 6.15. Es sei G ein bipartiter Graph ohne isolierte Ecken mit der Bipartition A,B.
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Ist |A| = |B| = n und gilt
|N(u,G) ∪N(v,G)| ≥ n
2
fu¨r je zwei verschiedene, nicht adjazente Ecken u und v von G, so zeige man, daß G ein
perfektes Matching besitzt.
Aufgabe 6.16. Es sei G ein Multigraph. Man zeige:
a) Ist x ∈ E(G) mit d(x,G) ≥ 1 beliebig gegeben, so existiert ein maximales Matching
M mit x ∈ E(M).
b) Ist G bipartit und r-regula¨r (r > 0), und ist k eine beliebige Kante von G, so existiert
ein maximales Matching M mit k ∈M .
c) Man gebe ein Beispiel an, das zeigt, daß Teil b) fu¨r allgemeine regula¨re Multigraphen
nicht gilt.
Aufgabe 6.17. Es sei p ≥ 2 eine natu¨rliche Zahl und G ein schlichter (2p + 1)-regula¨rer
Graph der Ordnung n mit 2p + 1 < n ≤ 4p+ 1. Man zeige, daß G einen Eulerschen Faktor
G′ mit δ(G′) ≥ 3 besitzt.
Aufgabe 6.18. Es sei G ein schlichter Graph und a, b zwei verschiedene nicht adjazente
Ecken von G mit d(a,G) + d(b, G) ≥ n(G)− 1. Man zeige, daß G genau dann ein perfektes
Matching besitzt, wenn G+ ab ein perfektes Matching besitzt.
Aufgabe 6.19. Es sei G ein schlichter und zusammenha¨ngender Graph der Ordnung n ≥ 4,
so daß jede Kante von G zu einem perfekten Matching geho¨rt. Man zeige, daß G 2-fach
eckenzusammenha¨ngend ist.
Aufgabe 6.20. Es sei G ein schlichter Graph der Ordnung n ≥ 2s und Minimalgrad δ ≥ s
fu¨r ein s ∈ N. Ist M ein maximales Matching von G, so zeige man |M | ≥ s.
Aufgabe 6.21. Man bestimme die Anzahl der verschiedenen perfekten Matchings im voll-
sta¨ndigen Graphen K2n.
Aufgabe 6.22. Es sei G ein r-regula¨rer bipartiter Graph mit r ≥ 2. Man zeige, daß G keine
Bru¨cken hat.
Kapitel 7
Faktortheorie
7.1 Der 1-Faktorsatz von Tutte
Definition 7.1. Ein Teilgraph H eines Graphen G mit E(H) = E(G) heißt Faktor von G.
Ist f : E(G) −→ N0 eine Funktion und H ein Faktor von G mit d(x,H) = f(x) fu¨r alle
x ∈ E(G), so nennen wir H einen f -Faktor von G. Im Fall f(x) ≡ r sprechen wir auch von
einem r-Faktor.
Es seien H1, H2, . . . , Hq Faktoren von G mit K(G) =
⋃q
i=1K(Hi) und K(Hi)∩K(Hj) = ∅
fu¨r 1 ≤ i < j ≤ q. Dann heißt G faktorisierbar durch die Faktoren H1, H2, . . . , Hq. Sind
dabei alle Hi sogar r-Faktoren, so nennt man G auch r-faktorisierbar.
Zum besseren Versta¨ndnis der neuen Begriffe geben wir zuna¨chst ein paar einfache Bei-
spiele.
Beispiel 7.1. i) Jeder Kreis gerader La¨nge ist 1-faktorisierbar.
ii) Jeder Hamiltonsche Graph besitzt einen 2-Faktor.
iii) Der vollsta¨ndige Graph K5 ist 2-faktorisierbar.
iv) Da jeder 3-regula¨re und Hamiltonsche Graph G gerade Ordnung hat, erkennt man
zusammen mit i), daß G dann 1-faktorisierbar ist.
Da jeder 1-Faktor einem perfekten Matching entspricht und umgekehrt, kann man die Fak-
tortheorie als eine Fortfu¨hrung der Matchingtheorie ansehen. Einige interessante Ergebnisse
u¨ber Faktoren haben wir in den vorangegangenen Kapiteln schon kennengelernt, z.B.
Satz (Satz 2.13). Jeder zusammenha¨ngende Graph hat einen Baumfaktor.
Satz (Satz 6.9 (Ko˝nig [1] 1916)). Jeder bipartite und r-regula¨re (r > 0) Graph besitzt
einen 1-Faktor.
Satz (Satz 6.10 (Ko˝nig [1] 1916)). Jeder bipartite und r-regula¨re (r > 0) Graph ist
1-faktorisierbar.
Mit einer vo¨llig neuen Idee konnte Tutte [1] 1947 durch eine bemerkenswerte Bedingung
alle Graphen charakterisieren, die einen 1-Faktor besitzen. Dazu beno¨tigen wir den folgenden
Begriff.
Definition 7.2. Ist G ein Graph, so bedeutet q(G) die Anzahl der Komponenten ungerader
Ordnung des Graphen G (kurz: die Anzahl der ungeraden Komponenten von G).
Satz 7.1 (1-Faktorsatz, Tutte [1] 1947). Ein Graph G = (E,K) besitzt genau dann
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einen 1-Faktor, wenn fu¨r alle A ⊆ E gilt:
q(G− A) ≤ |A| (7.1)
Beweis (Anderson [1] 1971). i) Besitzt G einen 1-Faktor H , und ist A ⊆ E, so bezeichnen
wir mit U1, U2, . . . , Uq die ungeraden Komponenten von G−A. Da jede Komponente Ui eine
ungerade Anzahl von Ecken besitzt, muß zu jeder Komponente Ui eine Kante des Faktors
existieren, die mit einer Ecke ai ∈ A und einer Ecke ui ∈ E(Ui) inzidiert. Da H ein 1-Faktor
ist, sind diese Ecken ai ∈ A paarweise verschieden, womit
q(G− A) = q = |{a1, a2, . . . , aq}| ≤ |A|
gilt, und daher die Bedingung (7.1) erfu¨llt ist.
ii) Wir setzen umgekehrt (7.1) voraus und beweisen die Existenz eines 1-Faktors durch
Induktion nach |E| = n ≥ 2.
Fu¨r A = ∅ ergibt sich sofort, daß G keine ungeraden Komponenten besitzt, also n gerade
ist.
Daher muß G im Fall n = 2 zusammenha¨ngend sein und somit einen 1-Faktor enthalten.
Es sei nun n ≥ 4. Ist x ∈ E, so besteht G− x aus einer ungeraden Anzahl von Ecken und
besitzt daher mindestens eine ungerade Komponente. Setzt man in (7.1) A = {x}, so folgt
insgesamt
q(G− x) = |{x}| = 1. (7.2)
Nun wa¨hlen wir |T | maximal mit T ⊆ E und
q(G− T ) = |T |. (7.3)
Im folgenden zeigen wir in drei Schritten, daß G einen 1-Faktor besitzt.
a) Der Teilgraph G − T entha¨lt keine geraden Komponenten, denn ist V eine gerade
Komponente mit a ∈ E(V ), so ergibt sich aus (7.1) und (7.3) nachstehender Widerspruch
zur Maximalita¨t von |T |:
|T |+ 1 = 1 + q(G− T ) ≤ q(G− (T ∪ {a})) ≤ |T ∪ {a}| = |T |+ 1
b) Es seien U1, U2, . . . , Ut die ungeraden Komponenten von G−T . Ist x ∈ E(Ui), so zeigen
wir, daß H = Ui − x einen 1-Faktor besitzt.
Wir nehmen an, dies sei falsch. Dann existiert nach Induktionsvoraussetzung eine Menge
S ⊆ E(H) mit
q(H − S) ≥ |S|+ 1. (7.4)
Da |E(H)| gerade ist, muß q(H − S) − |S| ebenfalls gerade sein, denn ist |S| ungerade, so
auch |E(H)−S| und damit q(H−S) ungerade, ist |S| gerade, so auch |E(H)−S| und damit
q(H − S) gerade. Daher liefert (7.4) sogar
q(H − S) ≥ |S|+ 2. (7.5)
Zusammen mit (7.1) und (7.3) ergibt sich daraus
|T |+ |S|+ 1 = |T ∪ S ∪ {x}| ≥ q(G− (T ∪ S ∪ {x}))
= q(G− T )− 1 + q(H − S)
≥ |T | − 1 + |S|+ 2 = |T |+ |S|+ 1,
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im Widerspruch zur Maximalita¨t von |T |.
c) Wegen |T | = t genu¨gt es zu zeigen, daß es t nicht inzidente Kanten gibt, die alle
Komponenten U1, U2, . . . , Ut mit T verbinden. Denn sind yi ∈ E(Ui) die t Ecken, die mit
diesen t Kanten inzidieren, so existiert nach b) in jedem Graphen Ui−yi ein 1-Faktor, womit
wir dann insgesamt einen 1-Faktor von G gefunden haben.
Um diese gewu¨nschten t Kanten zu finden, konstruieren wir einen bipartiten Graphen B
auf der Eckenmenge U = {U1, U2, . . . , Ut} und T , wobei die Ecken Ui und aj ∈ T genau
dann durch eine Kante verbunden werden, wenn in G mindestens eine Kante von aj in
die Komponente Ui fu¨hrt. Unsere Behauptung ist gleichbedeutend mit der Existenz eines
perfekten Matchings in B. Dies zeigen wir wieder mit dem Satz von Ko˝nig-Hall.
Fu¨r X ⊆ U gilt natu¨rlich R = N(X,B) ⊆ T . Ist X = {U ′1, U ′2, . . . , U ′r}, so besitzt G − R
mindestens die Komponenten U ′1, U
′
2, . . . , U
′
r, womit |X| ≤ q(G − R) gilt. Zusammen mit
unserer Voraussetzung (7.1) folgt daher fu¨r alle X ⊆ U
|X| ≤ q(G− R) ≤ |R| = |N(X,B)|,
womit die bekannte Bedingung des Satzes von Ko˝nig-Hall erfu¨llt ist, also B ein perfektes
Matching besitzt. ‖
Als na¨chstes wollen wir einige interessante Anwendungen des 1-Faktorsatzes von Tutte
vorstellen.
Satz 7.2 (Little, Grant, Holton [1] 1975). Es sei G ein Multigraph gerader Ordnung.
Jede Kante von G geho¨rt zu einem 1-Faktor genau dann, wenn fu¨r alle A ⊆ E(G) gilt:
q(G− A) ≤ |A| und (7.6)
q(G− A) = |A| impliziert G[A] ist ein Nullgraph. (7.7)
Beweis. Setzen wir voraus, daß jede Kante zu einem 1-Faktor geho¨rt, so liefert der 1-
Faktorsatz sofort (7.6). Nun gelte q(G − A) = |A|, und wir nehmen an, daß G[A] eine
Kante k = xy entha¨lt. Dann besitzt G einen 1-Faktor H , der die Kante k entha¨lt. Daru¨ber
hinaus entha¨lt H weitere q(G − A) Kanten die die q(G − A) ungeraden Komponenten mit
Ecken aus A−{x, y} verbinden. Daraus ergibt sich aber der Widerspruch |A| ≥ q(G−A)+2.
Nun seien umgekehrt (7.6) und (7.7) erfu¨llt. Ist k = xy eine beliebige Kante aus G, so
zeigen wir im folgenden, daß G− {x, y} einen 1-Faktor besitzt.
Es sei S ⊆ E(G) − {x, y} eine beliebige Teilmenge. Beachtet man wieder, daß q(G − A)
und |A| fu¨r alle A ⊆ E(G) von gleicher Parita¨t sind, so folgt aus (7.7) fu¨r A = S ∪ {x, y}
q((G− {x, y})− S) = q(G− (S ∪ {x, y}) ≤ |S ∪ {x, y}| − 2 = |S|.
Daher hat G− {x, y} nach dem 1-Faktorsatz von Tutte einen 1-Faktor, und der Beweis ist
vollbracht. ‖
Eine interessante Erweiterung von Satz 7.2 findet man in einer Arbeit von Liu und Yu [1]
aus dem Jahre 2001.
Satz 7.3 (Wallis [1] 1981). Es sei G ein schlichter und r-regula¨rer (r ≥ 3) Graph der
Ordnung n ohne ungerade Komponenten. Besitzt G keinen 1-Faktor, so gilt
n ≥ 3r + 4, wenn r ≥ 6 gerade, (7.8)
n ≥ 3r + 7, wenn r ≥ 3 ungerade, (7.9)
n ≥ 22, wenn r = 4. (7.10)
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Beweis. Da G aus geraden Komponenten besteht und keinen 1-Faktor besitzt, existiert nach
dem 1-Faktorsatz eine Eckenmenge S 6= ∅ mit q(G− S) ≥ |S|+ 1. Da n gerade ist folgt wie
im Beweis des 1-Faktorsatzes sogar q(G− S) ≥ |S|+ 2.
Eine ungerade Komponente von G − S heißt “groß”, wenn sie mindestens r + 1 Ecken
besitzt und andernfalls “klein”. Ist α die Anzahl der großen und β die Anzahl der kleinen
Komponenten von G− S, so ergibt sich aus q(G− S) ≥ |S|+ 2 sofort
α + β ≥ |S|+ 2. (7.11)
Ist U eine kleine Komponente von G−S mit |E(U)| = p ≤ r, so folgt aus der r-Regularita¨t
von G, daß es mindestens p(r− (p− 1)) Kanten von U nach S gibt. Wegen 1 ≤ p ≤ r, zeigt
man leicht p(r−(p−1)) ≥ r, womit jede kleine Komponente durch mindestens r Kanten mit
S verbunden ist. Da G keine ungeraden Komponenten besitzt, ist jede große Komponente
durch mindestens eine Kante mit S verbunden. Damit gehen mindestens α+ rβ Kanten von
den ungeraden Komponenten nach S. Daraus ergibt sich
α+ rβ ≤ r|S|, (7.12)
denn es inzidieren natu¨rlich ho¨chstens r|S| Kanten mit S. Da jede große Komponente min-
destens r + 1 Ecken besitzt, ja sogar mindestens r + 2 Ecken, wenn r ungerade ist, gilt
n ≥ |S|+ α(r + 1) + β, wenn r ≥ 4 gerade, (7.13)
n ≥ |S|+ α(r + 2) + β, wenn r ≥ 3 ungerade (7.14)
Aus (7.12) folgt β ≤ |S| und daher liefert (7.11) α ≥ 2. Wenden wir nochmals (7.12) an,
so erhalten wir β < |S| und daher wegen (7.11) sogar α ≥ 3. Beachten wir noch |S| ≥ 1, so
folgen (7.8) und (7.9) aus (7.13) und (7.14).
Im Fall r = 4 zeigt das Handschlaglemma, daß jede große Komponente von G − S min-
destens 2 Kanten nach S sendet. Daraus ergibt sich 2α + 4β ≤ 4|S|. Aus (7.11) folgt
2α + 2β ≥ 2|S|+ 4 ≥ α + 2β + 4
und daher α ≥ 4. Nun ergibt sich aus (7.13) sofort n ≥ 21 und weil n gerade ist sogar die
gewu¨nschte Abscha¨tzung (7.10). ‖
Wallis [1] hat Beispiele konstruiert, die zeigen, daß Satz 7.3 bestmo¨glich ist. Betrachtet
man die Fa¨lle r = 1 oder r = 2 in Satz 7.3, so sieht man unmittelbar, daß ein solcher
Graph immer einen 1-Faktor besitzt. Mit der gleichen Beweismethode konnte Zhao [1] den
Fall r ≥ 6 gerade in Satz 7.3 durch folgendes Resultat erweitern.
Satz 7.4 (Zhao [1] 1991). Es sei G ein schlichter Graph der Ordnung n ohne ungerade
Komponenten mit r ≤ δ(G) ≤ ∆(G) ≤ r + 1 fu¨r eine ganze Zahl r ≥ 2. Besitzt G keinen
1-Faktor, so gilt n ≥ 3r + 4.
In dem Sinne, wie Ore 1955 den Satz von Ko˝nig-Hall (Satz 6.7) erweitert hat, gelang es
Berge 1958 den 1-Faktorsatz von Tutte zu verallgemeinern.
Definition 7.3. Sind G und H zwei disjunkte Graphen, so besteht die Summe G +H aus
G ∪H und den Kanten, die alle Ecken von G mit allen Ecken von H verbinden.
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Satz 7.5 (Tutte, Berge, Berge [2] 1958). Ist G ein Graph der Ordnung n und M ein
maximales Matching von G, so gilt
n− 2|M | = max
A⊆E(G)
{q(G− A)− |A|}. (7.15)
Beweis (McCarthy [1] 1973). Wir setzen n− 2|M | = t ≥ 0, und die rechte Seite von (7.15)
bezeichnen wir mit s. Mit A = ∅ ergibt sich s ≥ 0. Zu zeigen ist: s = t.
i) Um s ≤ t zu beweisen, betrachten wir den Graphen H = G+Kt. Der Graph H besitzt
ein perfektes Matching, denn die t Ecken in G, die nicht mit dem maximalen Matching M
inzidieren, kann man in H mit den Ecken des vollsta¨ndigen Graphen durch t paarweise nicht
inzidente Kanten verbinden. Damit gilt in H die Ungleichung (7.1) fu¨r alle B ⊆ E(H).
Wa¨hlt man speziell B = A ∪ E(Kt) mit A ⊆ E(G), so ergibt sich zusammen mit (7.1)
q(G− A) = q(H −B) ≤ |B| = |A|+ t
und daher
s = max
A⊆E(G)
{q(G−A)− |A|} ≤ t.
ii) Um t ≤ s nachzuweisen, betrachten wir zuna¨chst den Fall s = 0. Dann besitzt G nach
dem 1-Faktorsatz einen 1-Faktor, woraus sich auch t = 0 ergibt. Ist s ≥ 1, so setzen wir
T = G +Ks. Fu¨r den zusammenha¨ngenden Graphen T zeigen wir nun q(T − S) ≤ |S| fu¨r
alle S ⊆ E(T ).
a) Ist S = A ∪ E(Ks) mit A ⊆ E(G), so gilt
q(T − S) = q(G−A) ≤ |A|+ s = |S|.
b) Ist S ∩ E(Ks) 6= E(Ks) und S 6= ∅, so besteht T − S aus einer Komponente, und es
gilt q(T − S) ≤ 1 ≤ |S|.
c) Es verbleibt der Fall S = ∅. Ist n gerade, so ist q(G−A)−|A| gerade fu¨r alle A ⊆ E(G)
(man vgl. Teil b) des Beweises vom 1-Faktorsatz). Daher muß notwendig s gerade, also
|E(T )| = n+s gerade sein. Ist n ungerade, so ist q(G−A)−|A| fu¨r alle A ⊆ E(G) ungerade.
Denn ist |A| ungerade, so ist q(G−A) gerade, und ist |A| gerade, so ist q(G−A) ungerade.
Daher muß s ungerade, also |E(T )| = n+ s wieder gerade sein. Da T zusammenha¨ngend ist,
folgt schließlich fu¨r S = ∅:
q(T − S) = q(T ) = 0 = |S|
Zusammen zeigen a), b) und c), daß T die Bedingung (7.1) erfu¨llt, womit T einen 1-Faktor
besitzt. Dieser 1-Faktor hat maximal s Kanten, die nicht in G liegen, und deshalb gilt fu¨r
jedes maximale Matching M in G die Ungleichung 2|M | ≥ n− s, also s ≥ n− 2|M | = t. ‖
Folgerung 7.1. Es sei G ein Graph der Ordnung n. IstM ein Matching von G und S ⊆ E(G)
mit
n− 2|M | ≤ q(G− S)− |S|,
so ist M ein maximales Matching von G.
Beweis. Ist M∗ ein maximales Matching von G, so folgt aus (7.15) und der Voraussetzung
n− 2|M | ≤ q(G− S)− |S| ≤ n− 2|M∗|,
also |M∗| ≤ |M |, womit M maximal ist. ‖
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Andere Beweise der Sa¨tze 7.1 bzw. 7.5 findet man bei Lova´sz [3] 1975, Mader [3] 1973 und
Woodall [1] 1973.
Verwendet man an Stelle des 1-Faktorsatzes den Satz von Tutte-Berge, so kann man mit
ho¨herem technischen Aufwand das folgende Analogon zu Satz 7.4 beweisen, aus dem sich
Satz 7.4 dann leicht ergibt.
Satz 7.6 (Volkmann [16] 2004). Es sei G ein schlichter Graph der Ordnung n mit genau
einer ungeraden Komponente, so daß r ≤ δ(G) ≤ ∆(G) ≤ r + 1 fu¨r eine ganze Zahl r ≥ 2
gilt. Besitzt G kein fast-perfektes Matching, so gilt
n ≥ 4r + 5, (7.16)
n ≥ 4r + 7, wenn r ≥ 3 ungerade oder r = 2 und κ(G) = 1, (7.17)
n ≥ 4r + 9, wenn r ≥ 3 ungerade und κ(G) = 1. (7.18)
Wir wollen diesen Satz nicht beweisen aber zeigen, wie sich Satz 7.4 von Zhao aus diesem
Resultat herleiten la¨ßt.
Beweis von Satz 7.4 mit Hilfe von Satz 7.6. Angenommen, es gibt einen schlichten Graphen
G ohne ungerade Komponenten und ohne 1-Faktor mit r ≤ δ(G) ≤ ∆(G) ≤ r + 1, so daß
n(G) ≤ 3r + 3 gilt.
Ist r gerade, so ist die disjunkte Vereinigung H = G ∪ Kr+1 ein schlichter Graph mit
genau einer ungeraden Komponente und r ≤ δ(H) ≤ ∆(H) ≤ r + 1, der kein fast-perfektes
Matching besitz. Wegen n(G) ≤ 3r+3 erhalten wir den Widerspruch n(H) ≤ 4r+4 zu (7.16).
Ist r ungerade, so ist die disjunkte Vereinigung H = G ∪Kr+2 ein schlichter Graph mit
genau einer ungeraden Komponente und r ≤ δ(H) ≤ ∆(H) ≤ r + 1, der kein fast-perfektes
Matching besitz. Wegen n(G) ≤ 3r + 3 erhalten wir den Widerspruch n(H) ≤ 4r + 5
zu (7.17). ‖
Erweiterungen und Verallgemeinerungen der Sa¨tze 7.3, 7.4 und 7.6 findet man in Arbeiten
von Klinkenberg und Volkmann [1, 2, 3].
Beim Beweis der Resultate von Ko˝nig spielte der Satz 6.7 von Ko˝nig-Hall fu¨r bipartite
Graphen, und dabei die bekannte Ko˝nig-Hall Bedingung |N(S)| ≥ |S| fu¨r alle S ⊆ A, eine
zentrale Rolle, wobei A,B eine Bipartition des bipartiten Graphen ist. Die Bedeutung der
Ko˝nig-Hall Bedingung fu¨r beliebige Graphen wurde 1953 von Tutte [3] gekla¨rt.
Definition 7.4. Es sei G ein Graph und g, f : E(G) −→ N0 zwei Abbildungen mit 0 ≤
g(x) ≤ f(x) fu¨r alle x ∈ E(G). IstH ein Faktor vonG, der fu¨r alle x ∈ E(G) die Bedingungen
g(x) ≤ d(x,H) ≤ f(x) erfu¨llt, so nennt man H einen (g, f)-Faktor von G. Im Spezialfall
g(x) ≡ a und f(x) ≡ b sprechen wir auch von einem [a, b]-Faktor.
Ein [a, a + 1]-Faktor H von G heißt perfekt, wenn seine Komponenten entweder a- oder
(a+ 1)-regula¨r sind.
Satz 7.7. [Tutte [3] 1953] Ein Multigraph G = (E,K) besitzt genau dann einen perfekten
[1, 2]-Faktor, wenn fu¨r alle S ⊆ E die Bedingung |S| ≤ |N(S,G)| erfu¨llt ist.
Beweis (Mader [8] 1988, Niessen [1] 1988). i) Es sei H = H1 ∪H2 ein perfekter [1, 2]-Faktor
von G. Dabei bestehe H1 aus den 1-regula¨ren und H2 aus den 2-regula¨ren Komponenten
von H . Ist S ⊆ E, so setzen wir S1 = S ∩ E(H1) und S2 = S ∩ E(H2). Es gilt natu¨rlich
|S1| = |N(S1, H)|. Ferner folgt aus der Nachbarschaftsungleichung bzw. aus Folgerung 1.4
2|S2| ≤ 2|N(S2, H2)| = 2|N(S2, H)|,
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also |S2| ≤ |N(S2, H)|. Da N(S1, H) und N(S2, H) disjunkt sind, ergibt sich die gewu¨nschte
Bedingung
|S| = |S1|+ |S2| ≤ |N(S1, H)|+ |N(S2, H)| = |N(S,H)| ≤ |N(S,G)|.
ii) Es gelte nun |S| ≤ |N(S,G)| fu¨r alle S ⊆ E = {x1, x2, . . . , xn}. Wir setzen
E ′ = {x′1, x′2, . . . , x′n} und E ′′ = {x′′1, x′′2, . . . , x′′n}
mit E ′ ∩ E ′′ = ∅ und K ′ = {x′ix′′j |xixj ∈ K}, womit der neue Graph G′ = (E ′ ∪ E ′′, K ′)
bipartit ist. Ist S ′ ⊆ E ′ und S = {xi|x′i ∈ S ′}, so gilt N(S ′, G′) = {x′′i |xi ∈ N(S,G)} und
damit
|S ′| = |S| ≤ |N(S,G)| = |N(S ′, G′)|.
Daher besitzt G′ wegen |E ′| = |E ′′| nach dem Satz von Ko˝nig-Hall (Satz 6.7) einen 1-Faktor
H ′. Setzen wir
M = {xixj |x′ix′′j ∈ K(H ′)},
so werden wir zeigen, daß die Komponenten des schlichten Faktors H = (E,M) entweder 1-
oder 2-regula¨r sind.
Es gilt 1 ≤ d(xi, H) ≤ 2 fu¨r alle 1 ≤ i ≤ n. Daher genu¨gt es zu zeigen: Ist d(xi, H) = 1
fu¨r ein xi ∈ E und xixj ∈M , so gilt d(xj , H) = 1.
Nach Voraussetzung existieren j, k ∈ {1, 2, . . . , n} mit x′ix′′j , x′kx′′i ∈ K(H ′). Da d(xi, H) =
1 ist, gilt notwendig j = k, womit wir d(xj, H) = 1 gezeigt haben. ‖
Als nette Anwendung von Satz 7.7 und der Nachbarschaftsungleichung bzw. Folgerung 1.4
ergibt sich unmittelbar
Folgerung 7.2. Jeder r-regula¨re (r ≥ 1) Multigraph besitzt einen perfekten [1, 2]-Faktor.
7.2 Das f-Faktorproblem
Das allgemeine f -Faktorproblem kann man mit Hilfe einer geschickten Konstruktion, die
auch auf Tutte [4] zuru¨ckgeht, in ein 1-Faktorproblem u¨berfu¨hren.
Definition 7.5. Es sei G ein Multigraph ohne isolierte Ecken. Ist f : E(G) → N0 eine
Abbildung mit f(x) ≤ d(x,G) fu¨r alle x ∈ E(G), so sei s(x) = d(x,G)− f(x). Nun ordnen
wir jeder Ecke x ∈ E(G) zwei disjunkte Mengen zu:
D(x) = {xk|k ∈ K(G) und k inzidiert mit x}
S(x) = {x(i)|1 ≤ i ≤ s(x)}
Es gilt |D(x)| = d(x,G) und |S(x)| = s(x). Mit Hilfe dieser beiden Mengen definieren wir
einen neuen Graphen G∗ = G∗f = (E
∗, K∗) mit
E∗ = D∗ ∪ S∗, K∗ = L∗ ∪M∗,
wobei folgendes festgesetzt wird:
D∗ =
⋃
x∈E(G)
D(x), S∗ =
⋃
x∈E(G)
S(x)
L∗ = {xkyk|k = xy ∈ K(G)}
M∗ =
⋃
x∈E(G)
{uv|u ∈ D(x) und v ∈ S(x)}
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Um die in Definition 7.5 beschriebene Konstruktion besser zu verstehen, betrachten wir
zuna¨chst ein Beispiel.
Beispiel 7.2. Die Zahlen an den Ecken des Graphen G bedeuten f(x).
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Bemerkung 7.1. Die Abbildung F : K(G) → L∗ mit F (k) = xkyk, wobei k = xy gilt,
ist bijektiv, so daß L∗ genau den Kanten von G entspricht. Daru¨ber hinaus ist L∗ nach
Konstruktion ein Matching von G∗. Identifiziert man in G∗[D∗] jeweils alle Ecken aus D(x)
zu einer Ecke, so erha¨lt man einen zu G isomorphen Graphen. Fu¨r jede Ecke x ∈ E(G) ist
G∗[D(x) ∪ S(x)] = B∗(x) ein vollsta¨ndiger bipartiter Graph.
Satz 7.8 (Tutte [4] 1954). Ein Multigraph G ohne isolierte Ecken hat genau dann einen
f -Faktor, wenn G∗f einen 1-Faktor besitzt.
Beweis. i) Hat G einen f -Faktor H , so ist nach Bemerkung 7.1 F (K(H)) ein Matching
in G∗f , und in jeder Eckenmenge D(x) inzidieren genau s(x) Ecken nicht mit den Kanten
aus F (K(H)). Diese s(x) Ecken lassen sich nun leicht durch s(x) paarweise nicht inzidente
Kanten mit S(x) verbinden, womit wir insgesamt in G∗ einen 1-Faktor erzeugt haben.
ii) Besitzt umgekehrt G∗ einen 1-Faktor mit der Kantenmenge J ⊆ K∗, so bilden die
Kanten F−1(J ∩ L∗) zusammen mit E(G) einen f -Faktor von G. ‖
Bemerkung 7.2. Damit ein Graph G einen f -Faktor besitzt, muß nach dem Handschla-
glemma notwendig
∑
x∈E(G) f(x) ≡ 0 (mod 2) gelten.
Bemerkung 7.3. Benutzt man Satz 7.8 und den Algorithmus von Edmonds (9. Algorith-
mus), so la¨ßt sich das allgemeine f -Faktorproblem fu¨r schlichte Graphen effizient lo¨sen.
Im Jahre 1952 publizierte Tutte [2] seinen a¨ußerst wichtigen f -Faktorsatz, fu¨r den er zwei
Jahre spa¨ter einen wesentlich ku¨rzeren Beweis fand [4]. Dieser Beweis, den wir jetzt vorstellen
wollen, greift auf den Graphen G∗ aus Definition 7.5 und den 1-Faktorsatz zuru¨ck.
Definition 7.6. Es sei G ein Multigraph ohne isolierte Ecken. Ist nun f : E(G) −→ N0
eine Abbildung mit f(x) ≤ d(x,G) fu¨r alle x ∈ E(G), so seien D(x), S(x) und E∗ die in
Definition 7.5 eingefu¨hrten Gro¨ßen. Wir nennen eine Eckenmenge W ∗ ⊆ E∗ normal, wenn
fu¨r alle x ∈ E(G) folgende drei Bedingungen erfu¨llt sind.
i) Ist D(x) ∩W ∗ 6= ∅, so gilt D(x) ⊆W ∗.
ii) Ist S(x) ∩W ∗ 6= ∅, so gilt S(x) ⊆W ∗.
iii) Ho¨chstens eine der beiden Mengen D(x) und S(x) ist eine Teilmenge von W ∗.
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Ist W ∗ ⊆ E∗ normal, so setzen wir:
D = {x|x ∈ E(G) mit D(x) ⊆W ∗}
S = {x|x ∈ E(G) mit S(x) ⊆W ∗}
Fu¨r X ⊆ E(G) benutzen wir im folgenden auch die Schreibweisen ∑x∈X d(x,G) = dG(X)
und
∑
x∈X f(x) = f(X).
Satz 7.9 (f-Faktorsatz, Tutte [2] 1952). Es sei G ein Graph und f : E(G) −→ N0
eine Abbildung. Der Graph G besitzt genau dann einen f -Faktor, wenn fu¨r alle disjunkten
Teilmengen X und Y von E(G) gilt:
ΘG(X, Y, f) = f(X)− f(Y ) + dG−X(Y )− qG(X, Y, f) ≥ 0
Dabei bedeutet qG(X, Y, f) die Anzahl der Komponenten U des Graphen G− (X ∪ Y ) mit
mG(Y,E(U)) + f(E(U)) ≡ 1 (mod 2).
(Solche Komponenten U werden auch ungerade f -Komponenten genannt.)
Beweis. O.B.d.A. setzen wir voraus, daß G keine isolierten Ecken besitzt. Denn ist I die
Menge der isolierten Ecken von G und G′ = G − I, so hat G genau dann einen f -Faktor,
wenn G′ einen f -Faktor besitzt und f(x) = 0 fu¨r alle x ∈ I gilt. Nun u¨berlegt man sich leicht
die Identita¨t ΘG(X, Y, f) = ΘG′(X − I, Y − I, f), denn in beiden Gro¨ßen ist die Anzahl der
ungeraden f -Komponenten gleich.
Weiter seiG zuna¨chst ein Multigraph. Der allgemeine Fall wird dann am Ende des Beweises
diskutiert.
1. Schritt: Ist W ∗ ⊆ E∗ normal, so sind die Mengen D und S aus Definition 7.6 disjunkt
mit |D| = dG(D) und |S| = dG(S)− f(S). Daraus ergibt sich
|W ∗| = |D|+ |S| = dG(D)− f(S) + dG(S). (7.19)
Ist H∗ eine Komponente von G∗−W ∗, so erfu¨llt H∗ genau eine der folgenden vier Bedin-
gungen.
1. Die Komponente H∗ besteht aus einer einzelnen Ecke aus D(x), also H∗ = {xk} mit
k = xy ∈ K(G). Dann gilt S(x) ∪ {yk} ⊆ N(xk, G∗) ⊆ W ∗ und daher x ∈ S und y ∈ D. Ist
umgekehrt k = xy ∈ K(G) mit x ∈ S und y ∈ D, so besteht die Komponente von G∗−W ∗,
die xk entha¨lt, nur aus der Ecke xk. Daher ist die Anzahl solcher Komponenten gleich
mG(D,S) = dG(S)− dG−D(S). (7.20)
2. Die Komponente H∗ besteht aus einer einzelnen Ecke x(i) fu¨r ein i mit 1 ≤ i ≤ s(x)
und x ∈ E(G). Dann gilt notwendig x ∈ D. Ist umgekehrt x ∈ D, so bilden alle x(i) fu¨r
1 ≤ i ≤ s(x) eine Komponente dieser Form. Daher ist die Anzahl dieser Komponenten gleich∑
x∈D
s(x) =
∑
x∈D
(d(x,G)− f(x)) = dG(D)− f(D). (7.21)
3. Es gilt K(H∗) 6= ∅ mit K(H∗) ⊆ L∗. Da L∗ ein Matching von G∗ ist, ergibt sich in
diesem Fall |E(H∗)| = 2.
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4. Es gilt K(H∗) ∩M∗ 6= ∅. Komponenten dieser Form werden große Komponenten von
G∗−W ∗ genannt. Entha¨lt H∗ eine Kante aus B∗(x), so gilt D(x), S(x) 6⊆ W ∗, also B∗(x) ⊆
H∗. Setzt man
E1(H
∗) = {x|x ∈ E(G), B∗(x) ⊆ H∗ mit K(B∗(x)) 6= ∅},
so gilt E1(H
∗) ⊆ E(G)− (D ∪ S).
Aus den Teilgraphen B∗(x) ⊆ H∗ la¨ßt sichH∗ wie folgt erzeugen. Zu allenB∗(x) ⊆ H∗ fu¨ge
man alle Kanten hinzu, die zwischen diesen Teilgraphen in G∗ existieren. Diese Konstruktion
liefert einen zusammenha¨ngenden Teilgraphen, den wir mit H∗0 bezeichnen wollen. Zu H
∗
geho¨ren weiter alle Kanten xkyk und alle Ecken xk ∈ D(x) mit x ∈ S und yk ∈ E(H∗0 ). Man
sieht nun leicht, daß E1(H
∗) genau die Eckenmenge einer Komponente FH∗ von G− (D∪S)
ist, wobei FH∗ aus H
∗
0 durch Identifizierung aller Ecken von B
∗(x) ⊆ H∗0 zu einer Ecke x
entsteht.
Ist umgekehrt F eine Komponente von G − (D ∪ S), so gilt fu¨r x ∈ E(F ) wegen x 6∈ S
natu¨rlich S(x) 6= ∅ und wegen x 6∈ D aber D(x) ∩ W ∗ = S(x) ∩ W ∗ = ∅. Daher ist
B∗(x) ⊆ G∗ −W ∗ und K(B∗(x)) 6= ∅, womit B∗(x) zu einer großen Komponente H∗ von
G∗−W ∗ mit F = G[E1(H∗)] geho¨rt. Damit ist die Anzahl der Komponenten von G−(D∪S)
gleich der Anzahl der großen Komponenten H∗ von G∗ −W ∗ mit
|E(H∗)| =
∑
x∈E(FH∗)
(d(x,G) + s(x)) +mG(E(FH∗), S)
≡
∑
x∈E(FH∗)
f(x) +mG(E(FH∗), S) (mod 2)
≡ mG(S,E(FH∗)) + f(E(FH∗)) (mod 2),
womit die Anzahl der großen ungeraden Komponenten von G∗ − W ∗ gleich der Anzahl
qG(D,S, f) der ungeraden f -Komponenten des Graphen G− (D ∪ S) ist. Daher ergibt sich
aus (7.20) und (7.21)
q(G∗ −W ∗) = dG(S)− dG−D(S) + dG(D)− f(D) + qG(D,S, f).
Zusammen mit (7.19) folgt daraus
|W ∗| − q(G∗ −W ∗) = f(D)− f(S) + dG−D(S)− qG(D,S, f) = ΘG(D,S, f). (7.22)
2. Schritt: Besitzt G einen f -Faktor, so gilt notwendig f(x) ≤ d(x,G) fu¨r alle x ∈ E(G)
und
∑
x∈E(G) f(x) ≡ 0 (mod 2). Angenommen, es gilt ΘG(A,B, f) < 0 fu¨r ein Paar A,B. Im
folgenden sei |A| minimal mit dieser Eigenschaft gewa¨hlt. Ist f(a) = d(a,G) fu¨r ein a ∈ A,
so werden wir fu¨r A′ = A− {a} und B′ = B ∪ {a} zeigen, daß dann auch ΘG(A′, B′, f) < 0
gilt, was aber der Minimalita¨t von |A| widerspricht. Da die Zusammenhangskomponenten in
den Graphen G− (A∪B) und G− (A′ ∪B′) u¨bereinstimmen, unterscheidet sich die Anzahl
der ungeraden f -Komponenten in den beiden Teilgraphen G − (A ∪ B) und G − (A′ ∪ B′)
um maximal d(a,G)−mG(a, A′ ∪ B), woraus sich qG(A′, B′, f) ≥ qG(A,B, f) − (d(a,G) −
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mG(a, A
′ ∪B)) ergibt. Daraus folgt:
ΘG(A
′, B′, f) = f(A′)− f(B′) + dG−A′(B′)− qG(A′, B′, f)
≤ f(A)− d(a,G)− f(B)− d(a,G) + dG−A′(B)
+ dG−A′(a) + d(a,G)− qG(A,B, f)−mG(a, A′ ∪ B)
≤ f(A)− f(B) + dG−A′(B)
− qG(A,B, f)−mG(a, B)
= f(A)− f(B) + dG−A(B)− qG(A,B, f)
= ΘG(A,B, f) < 0
Daher sei nun s(x) = d(x,G)− f(x) > 0 fu¨r alle x ∈ A. Setzen wir
W ∗ =
(⋃
x∈A
D(x)
)
∪
(⋃
y∈B
S(y)
)
,
so ist W ∗ normal, denn i) und ii) sind definitionsgema¨ß erfu¨llt, und gilt D(x) ⊆ W ∗, so ist
s(x) > 0, also S(x) 6= ∅, womit S(x) wegen A ∩B = ∅ keine Teilmenge von W ∗ ist. Beru¨ck-
sichtigt man Definition 7.6, so ergibt sich A = D und B = S, woraus dann wegen (7.22)
die Ungleichung q(G∗ −W ∗) > |W ∗| folgt. Somit besitzt G∗ nach dem 1-Faktorsatz keinen
1-Faktor, also G wegen Satz 7.8 keinen f -Faktor, was unserer Voraussetzung widerspricht.
3. Schritt: Es gelte nun ΘG(X, Y, f) ≥ 0 fu¨r alle disjunkten Teilmengen X, Y ⊆ E(G).
Setzt man speziell X = Y = ∅, so ergibt sich mu¨helos ∑x∈E(G) f(x) ≡ 0 (mod 2). Weiter
folgt fu¨r X = ∅ und Y = {y} sofort f(y) ≤ d(y,G) fu¨r alle y ∈ E(G).
Angenommen, es gibt in G keinen f -Faktor. Dann besitzt G∗ wegen Satz 7.8 keinen 1-
Faktor, womit nach dem 1-Faktorsatz eine Menge W ∗ ⊂ E∗ existiert mit
|W ∗| < q(G∗ −W ∗). (7.23)
Wa¨hlt man |W ∗| minimal in (7.23), so werden wir zeigen, daß W ∗ normal ist, was uns
zusammen mit (7.22) den gewu¨nschten Widerspruch liefert.
Da
∑
x∈E(G) f(x) gerade ist, ist auch
|E(G∗)| =
∑
x∈E(G)
d(x,G) +
∑
x∈E(G)
(d(x,G)− f(x))
gerade, womit sich aus (7.23)
|W ∗| ≤ q(G∗ −W ∗)− 2 (7.24)
ergibt. Ist V ∗ ⊂ W ∗, so erha¨lt man aus der Minimalita¨t von |W ∗| zusammen mit (7.24)
q(G∗ − V ∗) ≤ |V ∗| ≤ |V ∗|+ q(G∗ −W ∗)− 2− |W ∗| ≤ q(G∗ −W ∗)− 3. (7.25)
Nun werden wir fu¨r W ∗ die Eigenschaften i), ii) und iii) aus Definition 7.6 nachweisen.
Es gelte W ∗ ∩ S(x) 6= ∅ fu¨r ein x ∈ E(G). Angenommen, es gibt ein a ∈ S(x) mit
a 6∈ W ∗. Dann setzen wir V ∗ = W ∗ − S(x). Ist D(x) ⊆ W ∗, so erhalten wir q(G∗ − V ∗) ≥
q(G∗−W ∗), was (7.25) widerspricht. Existiert dagegen ein b ∈ D(x) mit b 6∈ W ∗, so geho¨ren
in G∗ −W ∗ sowie in G∗ − V ∗ alle verbleibenden Ecken aus B∗(x) zu einer Komponente,
womit q(G∗ − V ∗) ≥ q(G∗ −W ∗)− 1 gilt. Da dies ein Widerspruch zu (7.25) ist, haben wir
ii) nachgewiesen.
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Es gelte W ∗ ∩ D(x) 6= ∅ fu¨r ein x ∈ E(G). Ist xk ∈ W ∗ ∩ D(x) mit k = xy ∈ K(G), so
setzen wir V ∗ = W ∗ − {xk}. Unter der Voraussetzung S(x) ⊆ W ∗ ist xk eine Endecke in
G∗ − V ∗, woraus sich sofort der Widerspruch q(G∗ − V ∗) ≥ q(G∗ −W ∗) − 1 ergibt. Damit
ist auch iii) bewiesen.
Es gelteW ∗∩D(x) 6= ∅ fu¨r ein x ∈ E(G). Angenommen, es gibt ein a ∈ D(x) mit a 6∈ W ∗.
Wegen obiger U¨berlegungen gilt S(x) 6⊆W ∗, insbesondere S(x) 6= ∅. Ist xk ∈ W ∗∩D(x) mit
k = xy ∈ K(G), so setzen wir wieder V ∗ = W ∗−{xk}. Vergleicht man nun die Komponenten
von G∗−W ∗ mit denen von G∗− V ∗, so erkennt man, daß ho¨chstens eine Komponente von
G∗−V ∗ in zwei Komponenten von G∗−W ∗ zerfa¨llt, womit sich q(G∗−V ∗) ≥ q(G∗−W ∗)−2
ergibt, was aber wegen (7.25) nicht mo¨glich ist. Damit ist auch i) gezeigt, und wir haben
den f -Faktorsatz fu¨r Multigraphen bewiesen.
Den Fall, daß G Schlingen entha¨lt, fu¨hren wir durch folgenden Trick, der von meinem
Schu¨ler Dr. Thomas Niessen [3] stammt, auf den gerade behandelten Fall zuru¨ck.
Ersetzen wir in G jede Schlinge durch einen Kreis der La¨nge drei, so entsteht aus G ein
Multigraph, den wir mit H bezeichnen wollen. Weiter definieren wir g : E(H) −→ N0 durch
g(v) = f(v) fu¨r v ∈ E(G) und g(v) = 1 fu¨r v ∈ E(H)−E(G). Nun erkennt man ohne Mu¨he,
daß G genau dann einen f -Faktor hat, wenn H einen g-Faktor besitzt. Daher genu¨gt es zu
zeigen, daß H genau dann einen g-Faktor besitzt, wenn fu¨r alle disjunkten Teilmengen X
und Y von E(G) die Ungleichung ΘG(X, Y, f) ≥ 0 erfu¨llt ist. Fu¨r solche Mengen X und Y
u¨berlegt man sich leicht die Identita¨t ΘH(X, Y, g) = ΘG(X, Y, f). Da H ein Multigraph ist
folgt unmittelbar ΘG(X, Y, f) ≥ 0 fu¨r alle disjunkten Teilmengen X und Y von E(G), falls
H einen g-Faktor hat. Fu¨r die umgekehrte Richtung werden wir nun nachweisen, daß zwei
disjunkte Teilmengen A und B aus E(G) mit ΘG(A,B, f) < 0 existieren, falls H keinen
g-Faktor entha¨lt.
Ist g(E(H)) ≡ 1 (mod 2), so existiert kein g-Faktor, und es gilt dann ΘG(∅, ∅, f) < 0.
Daher sei nun g(E(H)) ≡ 0 (mod 2).
Hat H keinen g-Faktor, so existieren zwei disjunkte Teilmengen A und B in E(H) mit
ΘH(A,B, g) < 0. Wegen der anschließenden Bemerkung 7.4 gilt sogar ΘH(A,B, g) ≤ −2.
Wir wa¨hlen dabei A und B so, daß |A ∪ B| minimal ist. Nun zeigen wir A ∪B ⊆ E(G).
Gibt es eine Ecke b ∈ B mit b 6∈ E(G), so gilt ΘH(A,B − {b}, g) ≥ 0 und daher
− 2 ≥ ΘH(A,B, g)−ΘH(A,B − {b}, g)
= −1 + dH−A(b)− qH(A,B, g) + qH(A,B − {b}, g). (7.26)
Da die Nachbarn von b in H adjazent sind, gilt qH(A,B − {b}, g) ≥ qH(A,B, g)− 1 und im
Fall qH(A,B − {b}, g) = qH(A,B, g) − 1 die Abscha¨tzung dH−A(b) ≥ 1. Das widerspricht
offensichtlich der Ungleichung (7.26).
Gibt es eine Ecke a ∈ A mit a 6∈ E(G), so erhalten wir zusammen mit qH(A−{a}, B, g) ≥
qH(A,B, g)− 1 den Widerspruch
−2 ≥ ΘH(A,B, g)−ΘH(A− {a}, B, g)
= 1 +mH(a, B)− qH(A,B, g) + qH(A− {a}, B, g) ≥ 0.
Daraus folgt A ∪ B ⊆ E(G) und daher ΘG(A,B, f) = ΘH(A,B, g) < 0.
Damit haben wir schließlich und endlich den f -Faktorsatz von Tutte vollsta¨ndig bewiesen,
falls wir noch die anschließende Bemerkung beachten. ‖
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Bemerkung 7.4. Es sei G ein Graph und f : E(G) −→ N0 eine Abbildung. Dann gilt fu¨r
alle disjunkten Teilmengen X und Y von E(G)
ΘG(X, Y, f) ≡ f(E(G)) (mod 2).
Beweis. Sind U1, U2, . . . , Ut die Komponenten von G− (X ∪ Y ), so ergibt sich aus der Defi-
nition von qG(X, Y, f)
ΘG(X, Y, f) = f(X)− f(Y ) + dG−X(Y )− qG(X, Y, f)
≡ f(X) + f(Y ) + dG−X(Y )
+
t∑
i=1
[mG(Y,E(Ui)) + f(E(Ui))]
= f(E(G)) + dG−X(Y ) +mG(Y,E(G− (X ∪ Y )))
= f(E(G)) + 2|K(G[Y ])|+ 2mG(Y,E(G− (X ∪ Y )))
≡ f(E(G)) (mod 2). ‖
Zwei Jahre vor Tutte hatte Belck [1] den f -Faktorsatz fu¨r konstantes f gefunden. Dieses
Ergebnis von Belck, das sich sofort aus Satz 7.9 ergibt, hat dann folgende Gestalt.
Satz 7.10 (r-Faktorsatz, Belck [1] 1950). Es sei r ∈ N. Ein Graph G besitzt genau dann
einen r-Faktor, wenn fu¨r alle disjunkten Teilmengen X und Y von E(G) gilt:
ΘG(X, Y, r) = r|X| − r|Y |+ dG−X(Y )− qG(X, Y, r) ≥ 0
Dabei bedeutet qG(X, Y, r) die Anzahl der Komponenten U des Graphen G− (X ∪ Y ) mit
mG(Y,E(U)) + r|E(U)| ≡ 1 (mod 2).
Als Anwendung des r-Faktorsatzes von Belck beweisen wir folgendes interessante Ergebnis
von Katerinis [1].
Satz 7.11 (Katerinis [1] 1985). Es seien p, r und t ungerade natu¨rliche Zahlen mit p <
r < t. Besitzt ein Graph G einen p-Faktor und einen t-Faktor, so hat G auch einen r-Faktor.
Beweis. Angenommen, G hat keinen r-Faktor. Dann existieren nach Satz 7.10 zwei disjunkte
Teilmengen X und Y von E(G) mit
qG(X, Y, r)− dG−X(Y ) > r(|X| − |Y |), (7.27)
wobei qG(X, Y, r) die Anzahl der Komponenten U von G− (X ∪ Y ) mit
mG(Y,E(U)) + r|E(U)| ≡ 1 (mod 2)
bedeutet. Da G aber einen p-Faktor und einen t-Faktor besitzt, gilt nach Satz 7.10 fu¨r diese
Mengen X und Y
qG(X, Y, p)− dG−X(Y ) ≤ p(|X| − |Y |), (7.28)
qG(X, Y, t)− dG−X(Y ) ≤ t(|X| − |Y |), (7.29)
wobei qG(X, Y, p) und qG(X, Y, t) entsprechend definiert sind. Da p, r und t ungerade Zahlen
sind, erkennt man ohne Mu¨he
qG(X, Y, p) = qG(X, Y, r) = qG(X, Y, t).
Daher ergibt sich aus (7.27) und (7.28) |X| < |Y | und aus (7.27) und (7.29) der Widerspruch
|X| > |Y |. ‖
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Als Anwendung des f -Faktorsatzes von Tutte beweisen wir ein Ergebnis von Erdo˝s und
Gallai [1] u¨ber Gradsequenzen schlichter Graphen.
Satz 7.12 (Erdo˝s, Gallai [1] 1960). Eine Folge d1 ≥ d2 ≥ . . . ≥ dn nicht negativer ganzer
Zahlen ist genau dann eine Gradsequenz eines schlichten Graphen, wenn
∑n
i=1 di gerade ist,
und wenn
p∑
i=1
di ≤ p(p− 1) +
n∑
i=p+1
min{p, di} (7.30)
fu¨r alle p mit 1 ≤ p ≤ n gilt.
Beweis. Ist die gegebene Folge eine Gradsequenz eines schlichten Graphen G, so ist natu¨rlich∑n
i=1 di gerade. Ist d(xi, G) = di fu¨r alle 1 ≤ i ≤ n, und setzen wir X = {x1, x2, . . . , xp}, so
folgt
p∑
i=1
d(xi, G) ≤ p(p− 1) +mG(X,E(G)−X)
≤ p(p− 1) +
n∑
i=p+1
min{p, d(xi, G)},
womit wir die Notwendigkeit der Bedingung (7.30) bewiesen haben.
Fu¨r die Umkehrung beachten wir, daß die Folge d1, d2, . . . , dn genau dann die Gradsequenz
eines schlichten Graphen ist, wenn der vollsta¨ndige Graph G = Kn mit der Eckenmenge
E(G) = {x1, x2, . . . , xn} einen f -Faktor mit f(xi) = di fu¨r alle 1 ≤ i ≤ n besitzt. Wegen des
f -Faktorsatzes und der Bemerkung 7.4 genu¨gt es nachzuweisen, daß fu¨r alle X, Y ⊆ E(G)
mit X ∩ Y = ∅, die Ungleichung ΘG(X, Y, f) ≥ −1 gilt. Nach dem f -Faktorsatz ist diese
Ungleichung a¨quivalent zu:
qG(X, Y, f)− 1 ≤ f(X)− f(Y ) + dG−X(Y )
= f(X)− f(Y ) + |Y |(n− 1− |X|)
Da G vollsta¨ndig ist, gilt qG(X, Y, f) ≤ 1, womit unser Ergebnis aus der Abscha¨tzung
0 ≤ f(X)− f(Y ) + |Y |(n− 1− |X|)
folgt, die wir nun nachweisen werden. Setzen wir |X| = r und |Y | = p, so wird die rechte
Seite der letzten Ungleichung minimal, wenn X = {xn−r+1, . . . , xn} und Y = {x1, . . . , xp}
gilt. Nun folgt aus (7.30)
f(X)− f(Y ) + |Y |(n− 1− |X|)
≥
n∑
i=n−r+1
di −
p∑
i=1
di + (n− 1− r)p
≥
n∑
i=n−r+1
di − p(p− 1)−
n∑
i=p+1
min{p, di}+ (n− 1− r)p
≥
n∑
i=n−r+1
di − p(p− 1)−
n−r∑
i=p+1
p−
n∑
i=n−r+1
di + (n− 1− r)p
= 0,
womit der Satz vollsta¨ndig bewiesen ist. ‖
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Einen direkten Beweis von Satz 7.12, also einen Beweis, der den f -Faktorsatz von Tutte
nicht benutzt, findet man in der Originalarbeit von Erds und Gallai [1] oder in dem Buch
von Harary [2] auf den Seiten 59 – 61.
Als wichtige Erweiterung des f -Faktorsatzes entdeckte Lova´sz [1] im Jahr 1970 den (g, f)-
Faktorsatz. Zehn Jahre spa¨ter zeigte wiederum Tutte [6], wie man den (g, f)-Faktorsatz
relativ einfach auf den f -Faktorsatz zuru¨ckfu¨hren kann.
Satz 7.13 ((g, f)-Faktorsatz, Lova´sz [1] 1970). Es sei G ein Graph und g, f : E(G)→ N0
zwei Abbildungen mit g(x) ≤ f(x) fu¨r alle x ∈ E(G). Der Graph G besitzt genau dann einen
(g, f)-Faktor, wenn fu¨r alle disjunkten Teilmengen X und Y von E(G) gilt:
ΘG(X, Y, g, f) = f(X)− g(Y ) + dG−X(Y )− qG(X, Y, g, f) ≥ 0
Dabei bedeutet qG(X, Y, g, f) die Anzahl der Komponenten U des Graphen G− (X ∪Y ) mit
g(x) = f(x) fu¨r alle x ∈ E(U) und
mG(Y,E(U)) + f(E(U)) ≡ 1 (mod 2).
(Solche Komponenten U werden auch ungerade (g, f)-Komponenten genannt.)
Beweis (Tutte [6] 1981). Wir nehmen zuna¨chst an, daß der Graph G einen (g, f)-Faktor F
besitzt. Sind nun X und Y zwei disjunkte Teilmengen von E(G), so gilt offensichtlich
f(X) ≥ mF (X, Y ) ≥ g(Y )− dG−X(Y ).
Es sei nun U eine ungerade (g, f)-Komponente von G−(X∪Y ). Aus dem Handschlaglemma
folgt, daß mindestens eine Kante von U nach X zu F geho¨rt oder, daß nicht alle Kanten von
G, die Ecken aus U und Y verbinden, zu F geho¨ren. Demnach kann also fu¨r jede derartige
Komponente U zumindest eine der obigen Abscha¨tzungen um 1 verbessert werden. Faßt man
diese U¨berlegungen zusammen, so ergibt sich ΘG(X, Y, g, f) ≥ 0.
Die umgekehrte Richtung zeigen wir nur fu¨r den Fall, daß f 6= g gilt, denn anderenfalls
folgt diese Aussage schon aus dem f -Faktorsatz von Tutte (Satz 7.9).
Zuna¨chst setzen wir s =
∑
x∈E(G)(f(x) − g(x)) und wa¨hlen dasjenige p ∈ {s − 1, s}, fu¨r
das
∑
x∈E(G) f(x) ≡ p (mod 2) gilt. Da f 6= g ist, existiert ein solches mit p ≥ 0. Nun fu¨gen
wir zu G eine neue Ecke a hinzu und verbinden a mit jeder Ecke x ∈ E(G) durch genau
f(x)− g(x) Kanten. Schließlich erga¨nzen wir p Schlingen an a. Den so erhaltenen Graphen
nennen wir H . Fu¨r u ∈ E(H) setzen wir
fp(u) =
{
f(u) falls u ∈ E(G)
p falls u = a.
Man beachte, daß p so gewa¨hlt wurde, daß
∑
u∈E(H) fp(u) ≡ 0 (mod 2) gilt.
Als erstes u¨berlegen wir uns, daß G genau dann einen (g, f)-Faktor hat, wenn H einen
fp-Faktor besitzt. Es sei zuna¨chst J ein fp-Faktor von H . Dann ist F = J − a natu¨rlich
ein (g, f)-Faktor von G. Ist umgekehrt F ein (g, f)-Faktor von G, so fu¨gen wir die Ecke a
zu F hinzu und verbinden a mit jeder anderen Ecke x durch genau f(x)− d(x, F ) Kanten.
Wegen der Ungleichung
∑
x∈E(G)(f(x) − d(x, F )) ≤ s, und da nach der Wahl von p auch∑
x∈E(G)(f(x) − d(x, F )) ≡
∑
x∈E(G) f(x) ≡ p (mod 2) gilt, ko¨nnen wir nun noch (p −∑
x∈E(G)(f(x) − d(x, F )))/2 Schlingen an a hinzufu¨gen, so daß wir einen fp-Faktor von H
erhalten.
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Den eigentlichen Beweis fu¨hren wir indirekt. Dazu nehmen wir an, daß ΘG(X, Y, g, f) ≥ 0
fu¨r alle disjunkten Teilmengen X und Y von G gilt, und G keinen (g, f)-Faktor besitzt. Wie
wir bereits gesehen haben, besitzt dann H keinen fp-Faktor. Aus dem f -Faktorsatz und der
Bemerkung 7.4 folgt demnach die Existenz zweier disjunkter Teilmengen Xp, Yp von E(H)
mit ΘH(Xp, Yp, fp) ≤ −2. Wir nehmen an, daß diese Teilmengen minimal bezu¨glich |Xp∪Yp|
gewa¨hlt sind.
Wir unterscheiden nun danach, ob a zu Xp, zu Yp oder nicht zu Xp ∪ Yp geho¨rt.
Ist a 6∈ Xp ∪ Yp, so gilt
−2 ≥ ΘH(Xp, Yp, fp)−ΘG(Xp, Yp, g, f)
= g(Yp)− f(Yp) + dH−Xp(Yp)− dG−Xp(Yp)
+ qG(Xp, Yp, g, f)− qH(Xp, Yp, fp)
= qG(Xp, Yp, g, f)− qH(Xp, Yp, fp).
Demnach ist also qH(Xp, Yp, fp) ≥ qG(Xp, Yp, g, f) + 2, was einen Widerspruch bedeutet.
Ist a ∈ Yp, so gilt −2 ≥ ΘH(Xp, Yp, fp) − ΘH(Xp, Yp − {a}, fp) aufgrund der Wahl des
Paares (Xp, Yp). Durch Einsetzen und Umformen erhalten wir die Abscha¨tzung
fp(a)− 2 ≥ d(a,H −Xp)− qH(Xp, Yp, fp) + qH(Xp, Yp − {a}, fp).
Da jede ungerade fp-Komponente bezu¨glich (Xp, Yp) ebenfalls eine ungerade fp-Komponente
bezu¨glich (Xp, Yp − {a}) ist, gilt die Ungleichung qH(Xp, Yp, fp) ≤ qH(Xp, Yp − {a}, fp).
Zusammen mit obiger Abscha¨tzung erhalten wir daraus fp(a)− 2 ≥ d(a,H −Xp), was aber
einen Widerspruch bedeutet, da fp(a) = p ist und d(a,H −Xp) ≥ 2p gilt.
Ist a ∈ Xp, so gilt −2 ≥ ΘH(Xp, Yp, fp) − ΘH(Xp − {a}, Yp, fp) aufgrund der Wahl von
(Xp, Yp). Einsetzen und Umformen ergeben in diesem Fall die Ungleichung
fp(a) ≤ mH(a, Yp)− 2 + qH(Xp, Yp, fp)− qH(Xp − {a}, Yp, fp).
Wie oben folgt qH(Xp, Yp, fp) ≤ qH(Xp − {a}, Yp, fp). Damit erhalten wir hier
p = fp(a) ≤ mH(a, Yp)− 2 ≤
∑
x∈E(G)
(f(x)− g(x))− 2 = s− 2,
was der Wahl von p widerspricht. Damit ist der (g, f)-Faktorsatz von Lova´sz vollsta¨ndig
bewiesen. ‖
Im Jahre 1990 publizierten Heinrich, Hell, Kirkpatrick und Liu [1] einen kurzen Beweis
des (g, f)-Faktorsatzes fu¨r die Spezialfa¨lle, daß g < f gilt oder der Graph bipartit ist.
7.3 Regula¨re Faktoren in regula¨ren Graphen
Unser erstes Ergebnis u¨ber regula¨re Faktoren in regula¨ren Graphen ist a¨ußerst wichtig fu¨r
Turniere und Spielpla¨ne (z.B. Fußballbundesliga). Da der Beweis dieses Satzes konstruktiv
sein wird, kann man mit dieser Methode tatsa¨chlich Spielpla¨ne erstellen.
Satz 7.14 (Kirkman [1] 1847, Reiß[1] 1859). Jeder vollsta¨ndige GraphK2n ist 1-faktori-
sierbar.
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Beweis. Wir geben hier einen geometrischen Beweis. Sind a1, a2, . . . , a2n die Ecken des Gra-
phen K2n, so seien a1, a2, . . . , a2n−1 die Eckpunkte eines ebenen und regula¨ren (2n−1)-Ecks,
in das alle Diagonalen eingezeichnet sind. U¨ber diesem (2n − 1)-Eck errichten wir eine Py-
ramide mit der Spitze a2n. Nehmen wir nun eine Seitenkante des (2n − 1)-Ecks, alle dazu
parallelen Diagonalen und diejenige Kante, die die Spitze der Pyramide mit dem u¨brigge-
bliebenen Eckpunkt verbindet, so haben wir einen 1-Faktor gefunden. Zwei verschiedene
Seitenkanten des (2n − 1)-Ecks erzeugen so zwei kantendisjunkten 1-Faktoren. Ausgehend
von allen Seitenkanten erha¨lt man eine 1-Faktorisierung des K2n. ‖
Aus diesem Satz ergibt sich leicht (man vgl. Aufgabe 7.9)
Folgerung 7.3. Ein schlichter und (2n−2)-regula¨rer Graph G der Ordnung 2n ist 1-faktori-
sierbar.
Im Jahre 1891 publizierte Julius Petersen [1] in der Acta Mathematica 15 eine Arbeit
mit Titel “Die Theorie der regula¨ren graphs”. In dieser, an Tiefe und Auswirkung, bemer-
kenswerten Abhandlung wird erstmalig das allgemeine Faktorisierungsproblem in Angriff
genommen. Petersens Arbeit ist wirklich ein Markstein in der Graphentheorie.
Im Anschluß an ein von Gordan und Hilbert behandeltes Problem der Invariantentheorie
betrachtete Petersen folgende Aufgabe:
Gegeben sei ein homogenes Polynom P in n Vera¨nderlichen x1, x2, . . . , xn von der Form
P = (x1 − x2)m1,2(x1 − x3)m1,3 . . . (xn−1 − xn)mn−1,n ,
wobei die mi,j nicht negative ganze Zahlen bedeuten, und der Grad von P in jeder der n
Vera¨nderlichen dieselbe positive Zahl r ist. Es wird verlangt, P als Produkt von Polynomen
derselben Art – aber mit kleineren konstanten Zahlen r – darzustellen.
Als Beispiele betrachten wir die Produkte
(x1 − x2)2(x1 − x3)(x1 − x4)(x2 − x3)(x2 − x4)(x3 − x4)2 =
[(x1 − x2)(x3 − x4)][(x1 − x2)(x3 − x4)][(x1 − x3)(x2 − x4)][(x1 − x4)(x2 − x3)]
bzw.
(x1 − x2)(x1 − x3)(x2 − x3),
wobei das erste Produkt vom Grad 4 aus 4 Faktoren ersten Grades besteht, und das zweite
Produkt vom Grad 2 nicht weiter zerlegt werden kann.
Die fundamentale Idee von Petersen bestand darin, die oben geschilderte Aufgabe in ein
graphentheoretisches Problem zu transformieren. Dazu lassen wir nun Petersen selbst zu
Wort kommen.
“Man kann der Aufgabe eine geometrische Form geben, indem man x1, x2, . . . , xn durch
beliebige Punkte der Ebene repra¨sentiert, wa¨hrend der Factor xm − xp durch eine beliebige
Verbindungslinie zwischen xm und xp dargestellt wird. Man erha¨lt so fu¨r das Product eine
Figur, welche aus n Punkten besteht, die so verbunden sind, dass in jedem Punkte gleich viele
Linien zusammenlaufen. Dieselben zwei Punkte ko¨nnen durch mehrere Linien verbunden
sein. Als Beispiel betrachte man die Figur I, die das Product
(x1 − x2)2(x3 − x4)2(x1 − x3)(x2 − x4)(x1 − x4)(x2 − x3) =
[(x1 − x2)(x3 − x4)][(x1 − x2)(x3 − x4)][(x1 − x3)(x2 − x4)][(x1 − x4)(x2 − x3)]
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Englische Verfasser haben fu¨r a¨hnliche Figuren den Namen graph eingefu¨hrt; ich werde
diesen Namen beibehalten und nenne den graph regula¨r, weil in jedem Punkte gleich viele
Linien zusammenlaufen. Fu¨r Halbinvarianten wu¨rden irregula¨re graphs in Betracht kommen,
was doch hier nicht na¨her besprochen werden soll.
Durch die Ordnung eines graphs werde ich die Anzahl der Punkte (die Ordnung der bina¨ren
Grundform) verstehen, durch den Grad die Anzahl der in jedem Punkt zusammenlaufenden
Linien (den Grad der entsprechenden Invariante). Durch Gnα oder einfach Gα werde ich einen
graph von der Ordnung n und vom Grade α verstehen. Ein solcher la¨sst sich zerlegen oder in
Factoren auflo¨sen, wenn man andere graphs von derselben Ordnung aber niedrigerem Grade
finden kann, die durch U¨berlagerung den gegebenen graph herstellen. Ein graph, der sich nicht
in solcher Weise auflo¨sen la¨sst, heisst primitiv. Unsere Aufgabe geht auf die Bestimmung aller
primitiven graphs aus.”
Wir beobachten, daß die von Petersen benutzten Bezeichnungen Graph, Faktor, regula¨rer
Graph, Ordnung eines Graphen und Grad auch heute noch aktuell sind. Außerdem erkennen
wir deutlich, woher der Name Faktor kommt.
Am Anfang seiner Arbeit bemerkte Petersen, daß die Theorie der Faktorisierung regula¨rer
Graphen ungeraden Grades wesentlich schwieriger ist als die der geraden Grades. Im ge-
raden Fall gab Petersen durch folgenden Satz eine vollsta¨ndige Lo¨sung des oben gestellten
Problems.
Satz 7.15 (I. Satz von Petersen [1] 1891). Ein Graph G ist genau dann 2-faktorisierbar,
wenn er 2p-regula¨r ist (p > 0).
Beweis. Da ein 2-faktorisierbarer Graph natu¨rlich 2p-regula¨r ist, betrachten wir umgekehrt
einen Graphen G, der 2p-regula¨r ist. Dann sind die Komponenten von G nach Satz 3.1
Eulersche Graphen, und sie besitzen daher Eulertouren. Geben wir jeder Kante von G die
durch diese Touren induzierte Orientierung, so erhalten wir einen p-regula¨ren Digraphen
D. Nach Satz 6.16 ko¨nnen wir D in p bogendisjunkte Kreisfaktoren zerlegen, die dann
unmittelbar eine 2-Faktorisierung von G induzieren. ‖
Das na¨chste Beispiel zeigt, daß der I. Satz von Petersen in einem gewissen Sinne bestmo¨g-
lich ist.
Beispiel 7.3. Zuna¨chst einmal besitzt ein 2p-regula¨rer Graph ungerader Ordnung sicherlich
keinen regula¨ren Faktor ungeraden Grades.
Daru¨ber hinaus existiert zu jedem p ≥ 2 ein schlichter, zusammenha¨ngender 2p-regula¨rer
Graph gerader Ordnung ohne 1-Faktor, sogar ohne regula¨ren Faktor ungeraden Grades, falls
p gerade ist.
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Um dies zu zeigen, setzen wir H = K2p+1−k, wobei k eine beliebige Kante vom K2p+1 ist.
Weiter seien H1, H2, . . . , H2p Kopien von H , ai, bi ∈ E(Hi) die Ecken vom Grad 2p−1 fu¨r i =
1, 2, . . . , 2p und u, v zwei zusa¨tzliche Ecken. Den Graphen G definieren wir als Vereinigung
von H1, H2, . . . , H2p und den Ecken u, v zusammen mit den neuen Kanten uai und vbi fu¨r
i = 1, 2, . . . , 2p. Dann ist G ein 2p-regula¨rer Graph von gerader Ordnung 2p(2p+ 1) + 2.
Ist F ein (2k + 1)-regula¨rer Faktor von G, so gilt d(u, F ) = d(v, F ) = 2k + 1. Das
Handschlaglemma zeigt uns, daß fu¨r jedes i ∈ {1, 2, . . . , 2p} genau eine der beiden Kanten
uai oder vbi zu F geho¨rt. Daraus ergibt sich 2p = 2(2k + 1), also p = 2k + 1. Da p ≥ 2
vorausgesetzt war, entha¨lt G keinen 1-Faktor, und wenn p gerade ist, besitzt G u¨berhaupt
keinen regula¨ren Faktor ungeraden Grades.
Besitzt ein regula¨rer Graph aber einen 1-Faktor, so gilt folgende scho¨ne Aussage.
Satz 7.16 (Katerinis [1] 1985). Hat ein r-regula¨rer Graph G einen 1-Faktor, so besitzt
G einen q-Faktor fu¨r alle q ∈ {1, 2, . . . , r}.
Beweis. Ist r ungerade, so folgt die gewu¨nschte Aussage unmittelbar aus dem I. Satz von
Petersen.
Ist r gerade, so entha¨lt G nach dem I. Satz von Petersen jeden regula¨ren Faktor geraden
Grades zwischen 2 und r. Nach Voraussetzung existiert in G ein 1-Faktor und damit auch
ein (r − 1)-Faktor, womit G nach Satz 7.11 aber auch jeden q-Faktor ungeraden Grades
zwischen 1 und r − 1 besitzt. ‖
Mit a¨hnlichen Argumenten wird auch der na¨chste Satz bewiesen, der durch ein Resultat
von Kano und Yu [1] (man vgl. Folgerung 7.4) angeregt wurde.
Satz 7.17 (Volkmann [30] 2007). Es sei k eine Kante eines r-regula¨rer Graphen G. Hat
G einen 1-Faktor, der k entha¨lt und einen 1-Faktor, der k nicht entha¨lt, so besitzt G einen
q-Faktor der k entha¨lt und einen q-Faktor, der k nicht entha¨lt fu¨r alle q ∈ {1, 2, . . . , r − 1}.
Beweis. Seien F und F ′ zwei 1-Faktoren von G, so daß k ∈ K(F ) und k 6∈ K(F ′) gilt.
Fall 1: Sei r = 2t + 1 ungerade. Nach dem I. Satz von Petersen ko¨nnen die 2t-regula¨ren
Graphen G − K(F ) und G − K(F ′) in 2-Faktoren zerlegt werden. Daher besitzt G jeden
gewu¨nschten regula¨ren Faktor geraden Grades zwischen 2 und r−1. Ist nun F2s ein 2s-Faktor
von G, der k entha¨lt bzw. nicht entha¨lt, so ist G−K(F2s) ein (2t + 1 − 2s)-Faktor von G,
der k nicht entha¨lt bzw. entha¨lt. Damit ist der Satz in diesem Fall bewiesen.
Fall 2: Sei r = 2t gerade. Der I. Satz von Petersen zeigt unmittelbar, daßG jeden gewu¨nsch-
ten regula¨ren Faktor geraden Grades zwischen 2 und r − 2 besitzt.
Da G einen 1-Faktor hat, der k nicht entha¨lt, besitzt der Graph G − k einen 1-Faktor.
Außerdem ist G−K(F ) ein (r− 1)-regula¨rer Faktor von G, der k nicht enha¨lt, womit G− k
einen (r−1)-regula¨ren Faktor besitzt. Wenden wir nun Satz 7.11 auf G−k an, so sehen wir,
daß G − k jeden q-Faktor ungeraden Grades zwischen 1 und r − 1 besitzt, womit G jeden
q-Faktor ungeraden Grades zwischen 1 und r − 1 besitzt, der k nicht entha¨lt.
Ist nun F2s+1 ein (2s + 1)-Faktor von G, der k nicht entha¨lt so ist G − K(F2s+1) ein
(2t− (2s+ 1))-Faktor von G, der k entha¨lt, und Satz 7.17 ist vollsta¨ndig bewiesen. ‖
Folgerung 7.4 (Kano, Yu [1] 2005). Es sei G ein zusammenha¨ngender r-regula¨rer Graph
gerader Ordnung. Hat G fu¨r jede Kante k von G einen 1-Faktor, der k entha¨lt, so besitzt G
einen q-Faktor der k entha¨lt und einen q-Faktor, der k nicht entha¨lt fu¨r alle q ∈ {1, 2, . . . , r−
1}.
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Beweis. Es sei r ≥ 2 und k eine beliebige Kante von G. Ist k′ eine zu k inzidente Kante,
so besitz G nach Voraussetzung einen 1-Faktor, der k′ entha¨lt und daher k nicht entha¨lt.
Damit hat G einen 1-Faktor, der k entha¨lt und einen 1-Faktor, der k nicht entha¨lt, und
Folgerung 7.4 ergibt sich nun sofort aus Satz 7.17. ‖
Obwohl auch Kano und Yu Satz 7.11 von Katerinis benutzten, war ihr Beweis von Folge-
rung 7.4 fast drei Seiten lang.
Im Jahre 2004 haben mein Schu¨ler Dr. Arne Hoffmann und ich [1] gezeigt, daß jeder
r-regula¨re Graph G mit dm(G) ≤ 3 einen q-Faktor fu¨r alle q ∈ {1, 2, . . . , r} besitzt, falls
q|E(G)| gerade ist.
Einen r-regula¨ren Graphen mit keinem q-Faktor fu¨r 1 ≤ q ≤ r−1 nennt Petersen primitiv.
Aus dem I. Satz von Petersen folgt, daß ein 2p-regula¨rer Graph G genau dann primitiv
ist, wenn p = 1 gilt, und G einen Kreis ungerader La¨nge besitzt. An Hand der folgenden
Beispiele zeigte Petersen [1] in seiner Abhandlung, daß die Situation ganz anders ist, wenn
man (2p+ 1)-regula¨re Graphen betrachtet.
Beispiel 7.4. Fu¨r jedes p ∈ N liefert die folgende Konstruktion einen (2p + 1)-regula¨ren
primitiven Graphen.
Die Ecke u sei zu 2p + 1 verschiedenen Ecken x1, x2, . . . , x2p+1 adjazent. Jede Ecke xi sei
mit zwei weiteren Ecken yi und zi durch p parallele Kanten verbunden fu¨r i = 1, 2, . . . , 2p+1.
Schließlich seien die Ecken yi und zi durch p+1 parallele Kanten miteinander verbunden fu¨r
i = 1, 2, . . . , 2p+ 1.
Da die Ecke u auf keinem Kreis liegt, besitzt dieser (2p + 1)-regula¨re Graph G keinen
2-Faktor, also u¨berhaupt keinen regula¨ren Faktor geraden Grades. Daraus ergibt sich unmit-
telbar, daß in G auch kein regula¨rer Faktor ungeraden Grades existiert.
Der Fall p = 1 dieses Beispiels stammt von Sylvester mit dem Petersen diese Probleme
intensiv diskutiert hat. Der skizzierte Graph zeigt uns eine schlichte Version des Graphen
von Sylvester.
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Satz 7.3 von Wallis zeigt uns, daß der skizzierte Sylvester-Graph der kleinste 3-regula¨re
und schlichte Graph ist, der keinen 1-Faktor besitzt.
Den zweiten Teil seiner Abhandlung widmete Petersen [1] dem Studium der regula¨ren
Graphen ungeraden Grades, und er bewies den folgenden wichtigen Satz u¨ber 3-regula¨re
Graphen. Der Beweis von Petersen ist lang und außerordentlich kompliziert. Mit dem 1-
Faktorsatz la¨ßt sich dieses Ergebnis sehr schnell herleiten, was auch ein Indiz fu¨r die Tiefe
des 1-Faktorsatzes von Tutte ist.
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Satz 7.18 (II. Satz von Petersen [1] 1891). Ist G ein 3-regula¨rer Graph mit ho¨chstens
zwei Bru¨cken, so besitzt G einen 1-Faktor.
Beweis. Da n(G) gerade ist, gilt |A| ≡ q(G−A) (mod 2) fu¨r alle A ⊆ E(G). Hat G keinen
1-Faktor, so existiert nach dem 1-Faktorsatz von Tutte eine Eckenmenge S 6= ∅ mit |S| ≤
q(G−S)−2. Aus dem Handschlaglemma und der 3-Regularita¨t vonG folgt, daß jede ungerade
Komponente von G − S durch eine ungerade Anzahl von Kanten mit S verbunden sein
muß. Beachten wir, daß G ho¨chstens zwei Bru¨cken hat, so erkennen wir, daß die ungeraden
Komponenten von G− S mindestens
3(q(G− S)− 2) + 2 ≥ 3|S|+ 2
Kanten nach S senden. Da aber ho¨chstens 3|S|Kanten von S zu den ungeraden Komponenten
von G − S gehen, haben wir einen Widerspruch erzielt, und der II. Satz von Petersen ist
bewiesen. ‖
Der oben skizzierte Sylvester-Graph zeigt uns, daß der zweite Satz von Petersen im allge-
meinen nicht gilt, wenn man mehr als zwei Bru¨cken zula¨ßt. Als unmittelbare Folgerung aus
Satz 7.18 erhalten wir die sogenannte schwache Form des zweiten Satzes von Petersen.
Satz 7.19 (Petersen [1] 1891). Ist G ein 3-regula¨rer Graph ohne Bru¨cken, so besitzt G
einen 1-Faktor.
Im Zusammenhang mit den Ergebnissen von Petersen schrieb Ko˝nig in seinem Buch [3]
aus dem Jahre 1936:
“Diese Abhandlung von Petersen, an der auch Sylvester beteiligt ist, ist sicherlich eine
der bedeutendsten Arbeiten u¨ber Graphentheorie, scheint aber mehr als 25 Jahre lang fast
ga¨nzlich unbeachtet geblieben zu sein.
Es ist nichts daru¨ber bekannt, wie sich der Petersensche Satz auf regula¨re Graphen vom
Grad 5, 7, 9, . . . ausdehnen la¨ßt. Petersen hat die Vermutung ausgesprochen, daß auch die-
se Graphen nur dann primitiv sein ko¨nnen, wenn sie Bru¨cken enthalten. Er hat aber “die
Schwierigkeiten zu groß gefunden und die Untersuchungen auf Graphen dritten Grades be-
schra¨nkt.” Am Ende seiner Abhandlung schreibt dann Petersen: “Es scheint doch, daß der
hier befolgte Weg auch dort zum Ziel fu¨hren kann.”
Trotz der mehr als 40 Jahre, die seitdem vergangen sind und trotz der (besonders von
Frink gefundenen) Vereinfachungen, die den Petersenschen Weg sicherlich gangbarer gemacht
haben, konnte dieses Ziel bis heute nicht erreicht werden.”
Nur zwei Jahre spa¨ter gab Ba¨bler [1] eine Antwort auf das von Ko˝nig gestellte Problem,
und er bewies die Vermutung von Petersen (man vergleiche dazu die na¨chsten beiden Sa¨tze).
Analog zum zweiten Satz von Petersen beweist man das erste Resultat von Ba¨bler (man vgl.
Aufgabe 7.14).
Satz 7.20 (Ba¨bler [1] 1938). Ein (2p+1)-regula¨rer und 2p-fach kantenzusammenha¨ngen-
der Graph (man vgl. Definition 14.1) besitzt einen 1-Faktor.
Satz 7.21 (Ba¨bler [1] 1938). Ist r ∈ N eine ungerade Zahl mit r ≥ 3 und G ein zusam-
menha¨ngender und r-regula¨rer Graph ohne Bru¨cken, so besitzt G einen 2-Faktor.
Beweis. Nach Satz 7.19 ist die Aussage des Satzes fu¨r r = 3 richtig. Daher sei nun r ≥ 5.
Ist X ⊆ E(G) und y ein Ecke von G−X , so gilt
d(y,G−X) = d(y,G)−m(y,X) = r −m(y,X)
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Daher genu¨gt es wegen Satz 7.10 fu¨r alle disjunkten Teilmengen X, Y ⊆ E(G) die Unglei-
chung
qG(X, Y, 2) ≤ 2|X|+ (r − 2)|Y | −m(X, Y ) (7.31)
nachzuweisen, wobei qG(X, Y, 2) die Anzahl der Komponenten U von G− (X ∪ Y ) bedeutet
mit mG(Y,E(U)) ≡ 1 (mod 2). Da (7.31) fu¨r X = Y = ∅ richtig ist, sei nun X ∪ Y 6= ∅.
Nach Voraussetzung besitzt G keine Bru¨cken, womit mindestens 2qG(X, Y, 2) Kanten von
X ∪ Y nach G− (X ∪ Y ) fu¨hren. Aus der r-Regularita¨t folgt daher
2qG(X, Y, 2) ≤ r|X|+ r|Y | − 2m(X, Y ). (7.32)
Die Bedingung m(Y,E(U)) ≥ 1 liefert die Ungleichung
qG(X, Y, 2) ≤ r|Y | −m(X, Y ). (7.33)
Multipliziert man (7.32) mit 2
r
und (7.33) mit 1 − 4
r
> 0 und addiert die beiden neuen
Ungleichungen, so erha¨lt man die gewu¨nschte Abscha¨tzung (7.31). ‖
Folgende scho¨ne Verallgemeinerung der Sa¨tze 7.18 und 7.21 haben ku¨rzlich Fan, Liu und
Liu [1] bewiesen.
Satz 7.22 (Fan, Liu, Liu [1] 2006). Es sei G ein (2p+ 1)-regla¨rer Graph mit p ∈ N. Hat
G ho¨chstens 2p Bru¨cken, so besitzt G einen 2-Faktor.
Andere Erweiterungen und Verallgemeinerungen von Satz 7.21 befinden sich in den Ar-
beiten von Bolloba´s, Saito und Wormald [1] 1985, Niessen und Randerath [1] 1998 sowie
Hoffmann [1] 2002.
7.4 Fastregula¨re Faktoren
Das na¨chste Resultat wurde von Erdo˝s vermutet und erstmalig 1978 von Tutte [5] mit dem
f -Faktorsatz bewiesen.
Satz 7.23 (Tutte [5] 1978). Ist G ein δ-regula¨rer Graph, so besitzt G einen [p, p+1]-Faktor
fu¨r alle ganzen Zahlen p mit 0 ≤ p ≤ δ.
Bemerkung 7.5. Satz 7.23 ist nur im Fall, daß δ ungerade ist neu, denn im anderen Fall
liefert schon der I. Satz von Petersen eine genauere Aussage.
Kurze Zeit spa¨ter fanden Bolloba´s und Thomassen Verallgemeinerungen von Satz 7.23.
Zur Formulierung dieser Verallgemeinerungen beno¨tigen wir folgende
Definition 7.7. Ein Graph G heißt r-fastregula¨r (r ∈ N0), wenn fu¨r alle x, y ∈ E(G) gilt:
|d(x,G)− d(y,G)| ≤ r (7.34)
Der Graph G heißt lokal-r-fastregula¨r, wenn alle adjazenten Ecken x und y aus G die
Ungleichung (7.34) erfu¨llen.
Satz 7.24 (Thomassen [3] 1981). Es sei G ein 1-fastregula¨rer Graph. Dann besitzt G
einen [p, p+ 1]-Faktor fu¨r alle ganzen Zahlen p mit 0 ≤ p ≤ δ(G).
Satz 7.25 (Bolloba´s [2] 1979). Ist G ein r-fastregula¨rer (r > 0) Graph, so besitzt G einen
[p, p+ r]-Faktor fu¨r alle ganzen Zahlen p mit 0 ≤ p ≤ δ(G).
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Offensichtlich folgt Satz 7.23 aus Satz 7.24 und Satz 7.24 aus Satz 7.25. Wir wollen jetzt
Satz 7.25 fu¨r lokal-r-fastregula¨re Graphen beweisen.
Satz 7.26 (Joentgen, Volkmann [1] 1991). Ist G ein lokal-r-fastregula¨rer (r > 0) Graph,
so besitzt G einen [p, p+ r]-Faktor fu¨r alle ganzen Zahlen p mit 0 ≤ p ≤ δ(G) = δ.
Beweis. Zuna¨chst zeigen wir, daß G einen [δ, δ + r]-Faktor besitzt.
i) Ist ∆(G) = ∆ ≤ δ + r, so sind wir fertig.
Im Fall ∆ ≥ δ + r + 1 genu¨gt es nachzuweisen, daß G einen lokal r-fastregula¨ren Faktor
H1 besitzt mit δ(H1) = δ und ∆(H1) < ∆. Denn iteriert man diesen Schritt oft genug, so
erha¨lt man einen lokal r-fastregula¨ren Faktor H von G mit δ(H) = δ und ∆(H) ≤ δ(H)+ r,
womit H gleichzeitig ein [δ, δ + r]-Faktor ist.
ii) Es sei ∆ ≥ δ+ r+1 und I ⊆ E(G) die Menge der Ecken von maximalem Grad ∆. Sind
alle Ecken aus I paarweise nicht adjazent, so setze man G1 = G, I1 = I und gehe zu iii). Ist
das nicht der Fall, so verbinde die Kante k zwei verschiedene Ecken x, y ∈ I. Offensichtlich
ist G′ = G− k ein lokal r-fastregula¨rer Faktor von G mit δ(G′) = δ. Im Fall ∆(G′) < ∆ ist
G′ = H1 ein gesuchter Faktor. Im Fall ∆(G′) = ∆ ist I ′ = I−{x, y} die Menge der Ecken von
maximalem Grad inG′. Sind die Ecken aus I ′ paarweise nicht adjazent, so setze manG1 = G′,
I1 = I
′ und gehe zu iii). Ist das nicht der Fall, so wiederhole man die beschriebene Prozedur
so lange, bis die verbleibende Menge I1 der Ecken von maximalem Grad ∆ aus paarweise
nicht adjazenten Ecken besteht oder der Maximalgrad absinkt. Sinkt der Maximalgrad ab,
so sind wir fertig. Im anderen Fall erhalten wir einen lokal r-fastregula¨ren Faktor G1 von G
mit δ(G1) = δ und ∆(G1) = ∆.
iii) Die Menge Y ⊆ I1 bestehe aus Ecken, die mit einer Schlinge inzidieren. Wa¨hlen wir zu
jeder Ecke y ∈ Y eine Schlinge, die mit y inzidiert, so erhalten wir eine Menge von Schlingen,
die wir mit L bezeichnen (im Fall Y = ∅ setzen wir L = ∅). Nun ist leicht zu sehen, daß auch
G2 = G1 − L ein lokal r-fastregula¨rer Faktor von G1 und damit von G ist mit δ(G2) = δ.
Im Fall Y = I1 gilt sogar ∆(G2) < ∆, und wir haben einen gewu¨nschten Faktor H1 = G2
gefunden.
iv) Ist X = I1 − Y 6= ∅, so sei B der bipartite Graph, bestehend aus der Bipartiti-
on X,N(X,G2) zusammen mit allen Kanten von G2, die die Ecken aus X mit denen aus
N(X,G2) verbinden. Da d(x,B) = ∆ fu¨r jedes x ∈ X gilt, existiert nach Folgerung 6.4 ein
Matching M ⊆ K(B), welches mit allen Ecken von X inzidiert. Da H1 = G2−M ein Faktor
von G ist mit δ(H1) = δ und ∆(H1) < ∆, verbleibt zu zeigen, daß H1 lokal r-fastregula¨r ist.
Es sei A diejenige Eckenmenge aus N(X,G2), die mit M inzidiert. Sind x und y zwei
adjazente Ecken aus H1 mit x, y ∈ X ∪A oder x, y 6∈ X ∪ A, so erkennt man ohne Mu¨he
|d(x,H1)− d(y,H1)| = |d(x,G2)− d(y,G2)| ≤ r.
Nun gelte x ∈ X ∪A und y 6∈ X ∪A. Da G2 lokal-r-fastregula¨r ist, gilt ∆− d(x,G2) ≤ r.
Daraus ergibt sich
d(x,H1)− d(y,H1) = d(x,G2)− 1− d(y,G2) ≤ r − 1 < r,
d(y,H1)− d(x,H1) = d(y,G2)− d(x,G2) + 1
≤ ∆− 1− (∆− r) + 1 = r,
womit auch H1 lokal-r-fastregula¨r ist.
Wendet man die unter ii) - iv) beschriebene Methode in entsprechender Form auf den
[δ, δ + r]-Faktor an, so erha¨lt man einen Faktor, dessen Minimalgrad ≥ δ − 1 und dessen
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Maximalgrad ≤ δ + r − 1 ist, womit ein [δ − 1, δ − 1 + r]-Faktor von G existiert. Durch
wiederholtes Anwenden dieses Verfahrens ergibt sich die Aussage des Satzes. ‖
Der Beweis von Satz 7.26 liefert sofort folgenden Zusammenhang zwischen den lokal-r-
fastregula¨ren und den r-fastregula¨ren Graphen.
Folgerung 7.5 (Joentgen, Volkmann [1] 1991). Ist G ein lokal-r-fastregula¨rer Graph
(r > 0), so besitzt G einen r-fastregula¨ren Faktor H mit δ(H) = δ(G).
Bemerkung 7.6. Fu¨r r = 0 ist Folgerung 7.5 nicht gu¨ltig. Denn betrachtet man z.B. den
Graphen G = K3 ∪ K2, so ist G natu¨rlich lokal 0-fastregula¨r, aber G besitzt keinen 0-
fastregula¨ren Faktor H mit δ(H) = δ(G) = 1, d.h. G besitzt keinen 1-Faktor.
Satz 7.27 (Egawa, Kano [1] 1996). Es seien G ein zusammenha¨ngender Multigraph und
g, f : E(G)→ N0 zwei Abbildungen mit g(x) ≤ f(x) und g(x) ≤ d(x,G) fu¨r alle x ∈ E(G).
Erfu¨llen f, g und G die drei folgenden Bedingungen, so besitzt G einen (g, f)-Faktor.
i) Entweder besitzt G eine Ecke v mit g(v) < f(v), oder es gilt g(x) = f(x) fu¨r alle
x ∈ E(G) und ∑x∈E(G) f(x) ≡ 0 (mod 2).
ii) Fu¨r jedes Paar adjazenter Ecken x und y aus G gilt
g(x)
d(x,G)
≤ f(y)
d(y,G)
.
iii) Fu¨r jede echte Teilmenge X von E(G) mit g(x) = f(x) fu¨r alle x ∈ X und G[X ]
zusammenha¨ngend gilt
∑
a∈E(G)−X
mG(a,X) ·min
(
f(a)
d(a,G)
, 1− g(a)
d(a,G)
)
≥ 1.
Beweis. Sind X und Y zwei disjunkte Teilmengen von E(G), so genu¨gt es wegen Satz 7.13
ΘG(X, Y, g, f) ≥ 0 nachzuweisen. Im FallX = Y = ∅ gilt wegen κ(G) = 1 und der Bedingung
i) qG(∅, ∅, g, f) = 0 und damit ΘG(∅, ∅, g, f) = 0. Daher gelte im folgenden X ∪ Y 6= ∅, und
wir setzen qG(X, Y, g, f) = t ∈ N0. Ist t ≥ 1, so seien U1, U2, . . . , Ut die Komponenten von
G− (X ∪ Y ), die den Bedingungen von Satz 7.13 genu¨gen. Beachtet man die Identita¨t
m(X, Y ) = mG(X, Y ) =
∑
x∈X
∑
y∈Y
m(x, y),
so ergibt sich aus den Bedingungen ii) und iii) mit d(u) = d(u,G)
ΘG(X, Y, g, f) =
∑
x∈X
d(x)
f(x)
d(x)
+
∑
y∈Y
d(y)
(
1− g(y)
d(y)
)
−m(X, Y )− t
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≥
t∑
i=1
{
− 1 +
∑
x∈X
m(x, E(Ui))
f(x)
d(x)
+
∑
y∈Y
m(y, E(Ui))
(
1− g(y)
d(y)
)}
+
∑
x∈X
∑
y∈Y
m(x, y)
f(x)
d(x)
+
∑
x∈X
∑
y∈Y
m(x, y)
(
1− g(y)
d(y)
)
−
∑
x∈X
∑
y∈Y
m(x, y)
=
t∑
i=1
{∑
x∈X
m(x, E(Ui))
f(x)
d(x)
+
∑
y∈Y
m(y, E(Ui))
(
1− g(y)
d(y)
)
−1
}
+
∑
x∈X
∑
y∈Y
m(x, y)
(
f(x)
d(x)
− g(y)
d(y)
)
≥
t∑
i=1
{ ∑
a∈E(G)−E(Ui)
m(a, E(Ui)) ·min
(
f(a)
d(a)
, 1− g(a)
d(a)
)
−1
}
≥ 0.
Im Fall t = 0 wird die leere Summe wie u¨blich gleich Null gesetzt. ‖
Folgerung 7.6 (Egawa, Kano [1] 1996). Es sei G ein Graph, und es seien g, f : E(G)→
N0 zwei Abbildungen mit g(x) ≤ d(x,G) und g(x) < f(x) fu¨r alle x ∈ E(G). Ist
g(x)
d(x,G)
≤ f(y)
d(y,G)
fu¨r alle adjazenten Ecken x, y ∈ E(G), so besitzt G einen (g, f)-Faktor.
Beweis. Da fu¨r alle x ∈ E(G) die Ungleichung g(x) < f(x) gilt, sind die Bedingungen aus
Satz 7.27 fu¨r jede Komponente von G erfu¨llt, womit sich Folgerung 7.6 sofort aus Satz 7.27
ergibt. ‖
Folgerung 7.7 (Joentgen, Volkmann [1] 1991). Es sei G ein lokal r-fastregula¨rer Graph
und p, s ganze Zahlen mit 0 ≤ p ≤ δ(G) = δ und s > 0. Wird die Ungleichung rp ≤ δs
erfu¨llt, so besitzt G einen [p, p+ s]-Faktor.
Beweis. Ist δ = 0, so gibt es nichts zu beweisen. Daher sei nun δ ≥ 1. Definieren wir die
Abbildungen g, f : E(G) −→ N0 durch g(x) = p und f(x) = p + s fu¨r alle x ∈ E(G), so
gilt wegen s > 0 fu¨r alle Ecken x die Ungleichung g(x) < f(x). Aus den Voraussetzungen
rp ≤ δs und d(y) ≤ d(x) + r fu¨r alle adjazenten Ecken x und y folgt
g(x)
f(y)
=
p
p+ s
≤ δ
δ + r
≤ d(x)
d(y)
fu¨r alle adjazenten Ecken x und y. Daher besitzt G nach Folgerung 7.6 einen [p, p + s]-
Faktor. ‖
Setzt man in Folgerung 7.7 r = s, so ergibt sich sofort Satz 7.26.
Mit der Voraussetzung, daß G ein r-fastregula¨rer Graph ist, geht Folgerung 7.7 auf Kano
und Saito [1] 1983 zuru¨ck. In der gleichen Note bewiesen sie auch das na¨chste Ergebnis, das
man ebenfalls ohne Mu¨he aus Folgerung 7.6 erha¨lt.
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Folgerung 7.8 (Kano, Saito [1] 1983). Es sei G ein Graph, und es seien g, f : E(G)→ N0
zwei Abbildungen mit g(x) < f(x) fu¨r alle x ∈ E(G). Existiert eine reelle Zahl ω mit
0 ≤ ω ≤ 1, so daß g(x) ≤ ωd(x,G) ≤ f(x) fu¨r alle x ∈ E(G) gilt, so besitzt G einen
(g, f)-Faktor.
Als weitere Anwendung des (g, f)-Faktorsatzes von Lova´sz konnte Kano [1] 1986 folgende
hochinteressante Verscha¨rfung von Satz 7.23 fu¨r den ungeraden Fall beweisen.
Satz 7.28 (Kano [1] 1986). Ist G ein δ-regula¨rer Multigraph, so besitzt G einen perfekten
[p, p+ 1]-Faktor fu¨r alle ganzen Zahlen p mit 0 ≤ p ≤ 2
3
δ − 1.
Daru¨ber hinaus konstruierte Kano [1] schlichte, δ-regula¨re Graphen, die fu¨r δ−√δ + 1 <
p ≤ δ − 2 keinen perfekten [p, p+ 1]-Faktor besitzen. Der Fall 2
3
δ ≤ p ≤ δ −√δ + 1 ist noch
ungekla¨rt.
Bemerkung 7.7. Der Satz 7.28 von Kano kann nicht fu¨r fastregula¨re oder lokal fastregula¨re
Graphen gelten. Denn betrachtet man z.B. den vollsta¨ndigen bipartiten Graphen G = Kδ,δ+1
mit der Bipartition A,B, so kann dieser keinen perfekten [p, p+1]-Faktor besitzen, da jeder
regula¨re Teilgraph von G gleich viele Ecken aus A und B besitzt.
Weitere interessante Ergebnisse zur Faktortheorie findet man in den Dissertationen meiner
Schu¨ler Dr. Thomas Niessen [2] 1994 und Dr. Arne Hoffmann [2] 2002.
Die Matching- und Faktortheorie geho¨ren heute zu den am weitesten erforschten Teilgebie-
ten der Graphentheorie. Den interessierten Leser mo¨chte ich auf die umfassende Werke von
Lova´sz und Plummer [1] “Matching Theory” aus dem Jahre 1986 und Akiyama und Kano
[2] “Factors and Factorizations of Graphs” aus dem Jahre 2011 hinweisen, die eine Fu¨lle von
Resultaten zu diesem Thema enthalten. Die wichtigsten Ergebnisse der Faktortheorie bis
1985 findet man in dem U¨bersichtsartikel “Factors and factorizations of graphs - a survey”
von Akiyama und Kano [1]. Die Entwicklung der Faktortheorie von den Anfa¨ngen bis heute,
mit besonderer Wu¨rdigung der Petersenschen Sa¨tze, wurde in der 1995 erschienenen Arbeit
“Regular graphs, regular factors, and the impact of Petersen’s Theorems” von Volkmann [6]
beschrieben. Im Jahre 2007 hat Plummer [2] einen weiteren U¨bersichtsartikel mit dem Titel
“Graph factors and factorization: 1985-2003: A survey” hinzugefu¨gt.
7.5 Aufgaben
Aufgabe 7.1. Ist G ein Graph und r ∈ N eine ungerade Zahl, so zeige man:
i) Besitzt G einen r-Faktor, so ist die Ordnung n(G) gerade, und es gilt m(G) ≥ r
2
n(G).
ii) Ist G r-faktorisierbar, so ist die Gro¨ße m(G) ein ganzzahliges Vielfaches von r
2
n(G).
Aufgabe 7.2. Es sei G ein p-regula¨rer, bipartiter Graph (p ∈ N). Man zeige, daß G genau
dann r-faktorisierbar ist (r ∈ N), wenn p = r · t mit t ∈ N gilt.
Aufgabe 7.3. Als Anwendung des 1-Faktorsatzes zeige man: Ist G ein schlichter Graph mit
|E(G)| = 8, |K(G)| ≥ 15 und 2 = δ(G) ≤ ∆(G) ≤ 5, so besitzt G einen 1-Faktor.
Aufgabe 7.4. Es sei G ein schlichter und Eulerscher Graph der Ordnung 10 mit δ(G) ≥ 3.
i) Gibt es in G mindestens fu¨nf Ecken x mit d(x,G) ≥ 5, so zeige man, daß G einen
1-Faktor besitzt.
ii) Man gebe ein Beispiel G an, das nur vier Ecken x mit d(x,G) ≥ 5 besitzt, welches
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keinen 1-Faktor besitzt.
Aufgabe 7.5. Es seien H und G zwei disjunkte Graphen mit folgenden Eigenschaften:
a) n(H) ≤ n(G).
b) G besitzt einen 1-Faktor.
Man zeige, daß der Graph H+G (man vgl. Definition 7.3) genau dann einen 1-Faktor besitzt,
wenn n(H) gerade ist.
Aufgabe 7.6. Man beweise analog zu Satz 7.3 den Satz 7.4.
Aufgabe 7.7. Es sei G ein nicht trivialer Baum. Man zeige, daß G genau dann einen 1-
Faktor besitzt, wenn q(G− x) = 1 fu¨r alle x ∈ E(G) gilt.
Aufgabe 7.8. Ist G ein schlichter Graph mit einem eindeutigen 1-Faktor, so beweise man
|K(G)| ≤ |E(G)|2
4
.
Aufgabe 7.9. Es sei G der vollsta¨ndige p-partite Graph Kr1,r2,...,rp mit p ≥ 2, und es gelte
o.B.d.A. r1 ≤ r2 ≤ · · · ≤ rp. Man zeige, daß G genau dann einen 1-Faktor besitzt, wenn
n(G) gerade ist und
∑p−1
i=1 ri ≥ rp gilt.
Aufgabe 7.10. Man beweise Folgerung 7.3.
Aufgabe 7.11. Fu¨r die Graphen aus Beispiel 7.4 gebe man schlichte Versionen an.
Aufgabe 7.12. Es sei G ein zusammenha¨ngender 3-regula¨rer Graph. Liegen alle Bru¨cken
von G auf einem Weg, so zeige man, daß G einen 1-Faktor besitzt.
Aufgabe 7.13. Es sei G ein schlichter und r-regula¨rer Graph der Ordnung 2nmit r ≥ n ≥ 2.
Man zeige, daß G einen q-Faktor fu¨r alle q ∈ {1, 2, . . . , r} besitzt.
Aufgabe 7.14. Man beweise Satz 7.20.
Aufgabe 7.15. Man beweise Folgerung 7.5.
Aufgabe 7.16. Es sei G ein schlichter Graph der Ordnung n(G) = 2p mit δ(G) ≥ p+1 ≥ 3.
Man zeige, daß G einen 3-Faktor besitzt.
Aufgabe 7.17. Im Zusammenhang mit Satz 7.17 konstruiere man Gegenbeispiele zur fol-
genden Aussage:
Es sei k eine Kante eines r-regula¨ren Graphen. Geho¨rt k zu einem 1-Faktor von G, so
besitzt G einen q-Faktor der k entha¨lt fu¨r alle q ∈ {1, 2, . . . , r − 1}.
Aufgabe 7.18. Es sei G ein schlichter und r-regula¨rer Graph gerader Ordnung n mit r ≥ 2.
Ist n ≤ 2r, so zeige man, daß jede Kante von G zu einem 1-Faktor von G geho¨rt.
Kapitel 8
Blo¨cke, Line-Graphen und
Graphenoperationen
8.1 Schnittecken und Blo¨cke
Definition 8.1. Es sei G ein zusammenha¨ngender Multigraph. Eine Ecke x aus G heißt
Schnittecke von G, wenn κ(G−x) > 1 ist. Ein zusammenha¨ngender Teilgraph B von G, der
bezu¨glich B keine Schnittecke besitzt, ist ein Block von G, wenn es keinen zusammenha¨ngen-
den Teilgraphen B′ ⊆ G ohne Schnittecke gibt mit B ⊆ B′ und B 6= B′. Damit ist ein Block
eines Multigraphen G ein maximaler zusammenha¨ngender Teilgraph ohne Schnittecke. Be-
sitzt ein zusammenha¨ngender Multigraph G keine Schnittecke, so bezeichnet man G auch
als Block (damit ist der K1 ein Block). Man nennt einen Block B von G Endblock, wenn es
in B ho¨chstens eine Ecke gibt, die Schnittecke von G ist.
Satz 8.1 (Ko˝nig [3] 1936). Eine Ecke x eines zusammenha¨ngenden Multigraphen G ist
genau dann eine Schnittecke von G, wenn zwei von x verschiedene Ecken u, v (u 6= v)
existieren, so daß x auf jedem Weg von u nach v liegt.
Beweis. Ist x eine Schnittecke von G, so ist G−x nicht zusammenha¨ngend. Liegen die beiden
Ecken u und v in verschiedenen Komponenten von G− x, so existiert kein Weg von u nach
v in G− x. Da G zusammenha¨ngend ist, fu¨hren dann in G alle Wege von u nach v u¨ber x.
Gibt es umgekehrt zwei Ecken u, v in G, so daß jeder Weg von u nach v durch die Ecke
x geht, so existiert in G− x kein Weg von u nach v, womit G− x nicht zusammenha¨ngend,
also x eine Schnittecke ist. ‖
Wir beweisen nun einen wichtigen Struktursatz, den man im wesentlichen in dem Buch
von Ko˝nig [3] S. 224 – 228 findet.
Satz 8.2 (Ko˝nig [3] 1936). Es sei G ein zusammenha¨ngender Multigraph mit einer Schnitt-
ecke. Sind B1, B2, . . . , Bt alle Blo¨cke von G, so gelten folgende Aussagen fu¨r 1 ≤ i < j ≤ t:
i) |E(Bi) ∩ E(Bj)| ≤ 1.
ii) K(Bi) ∩K(Bj) = ∅ und K(G) = K(B1) ∪K(B2) ∪ . . . ∪K(Bt).
iii) Ist x ∈ E(Bi) ∩ E(Bj), so ist x eine Schnittecke von G.
iv) Ist x eine Schnittecke von G, so geho¨rt x zu mindestens zwei verschiedenen Blo¨cken
von G.
v) Geho¨ren die Ecken a und b nicht zu einem Block, so liegt auf jedem Weg von a nach
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b eine Schnittecke x 6= a, b von G, so daß a und b in verschiedenen Komponenten von
G− x liegen.
Beweis. i) Ga¨be es zwei verschiedene Ecken x, y ∈ E(Bi) ∩ E(Bj), so besa¨ße der Teilgraph
Bi ∪ Bj keine Schnittecke, womit Bi und Bj keine Blo¨cke von G wa¨ren.
ii) Die erste Aussage folgt direkt aus i). Da jede Kante in einem Block liegt, ergibt sich
sofort der zweite Teil von ii).
iii) Es seien u ∈ E(Bi) und v ∈ E(Bj) mit u, v 6= x. Ist x keine Schnittecke von G, so gibt
es in G− x einen Weg W von u nach v. Dann besitzt aber der Teilgraph Bi ∪Bj ∪W keine
Schnittecke, womit wir einen Widerspruch erzeugt haben.
iv) Es seien H und L zwei Komponenten von G − x. Dann existieren zwei Kanten ax
und bx mit a ∈ E(H) und b ∈ E(L). Da x eine Schnittecke von G ist, mu¨ssen diese beiden
Kanten zu verschiedenen Blo¨cken von G geho¨ren, womit x in mindestens zwei Blo¨cken liegt.
v) Es sei Wab = (a0, k1, a1, k2, a2, . . . , ap−1, kp, ap) ein Weg von a = a0 nach b = ap in G mit
k1 ∈ K(Bi), und es sei r der kleinste Index mit ar 6∈ E(Bi). Dann liegt ar−1 in mindestens
zwei Blo¨cken und ist daher nach iii) eine Schnittecke. Ga¨be es in G− ar−1 noch einen Weg
P von a nach b, so sei s mit 0 ≤ s ≤ r− 2 der gro¨ßte Index und l mit r ≤ l ≤ p der kleinste
Index, so daß as, al ∈ E(P ) gilt. Dann geho¨ren aber die Ecken as, . . . , ar−2, ar−1, ar, . . . , al
zu einem Block B∗ von G und wegen kr−1 ∈ K(Bi) ∩K(B∗) folgt aus ii) Bi = B∗, womit
entgegen unserer Annahme auch noch ar zu Bi geho¨rt. Daher ist x = ar−1 eine gesuchte
Schnittecke von G. ‖
Beispiel 8.1. Die Skizze zeigt uns einen GraphenG und seine Zerlegung in 6 kantendisjunkte
Blo¨cke. Die Ecken x, y, u und v sind die Schnittecken von G, und die Blo¨cke B1, B4 und B6
sind die Endblo¨cke von G.
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Satz 8.3 (Harary, Norman [1] 1953). Es sei G ein zusammenha¨ngender Multigraph.
Dann besitzt G einen Block, der alle Ecken des Zentrums von G entha¨lt.
Beweis. Angenommen, das Zentrum Z(G) liegt nicht in einem Block von G. Dann besitzt G
nach Satz 8.2 v) eine Schnittecke v, so daß G− v mindestens zwei Komponenten G1 und G2
hat, in denen sich Elemente aus Z(G) befinden. Ist e(v) die Exzentrizita¨t der Ecke v in G,
so sei u ∈ E(G) mit dG(u, v) = e(v) und Wuv ein Weg von u nach v in G mit L(Wuv) = e(v).
Wenigstens eine der beiden Komponenten G1 und G2 entha¨lt dann keine Ecke des Weges
Wuv. Es gelte o.B.d.A. E(Wuv)∩E(G2) = ∅. Nun sei x ∈ Z(G)∩E(G2) undWvx ein Weg von
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v nach x in G mit L(Wvx) = dG(v, x). Fu¨gt man die beiden Wege Wuv und Wvx zusammen,
so erha¨lt man einen Weg Wux von u nach x in G mit L(Wux) = dG(u, x). Denn ga¨be es einen
ku¨rzeren Weg von u nach x, so wu¨rde dieser die Ecke v nicht enthalten, womit aber u und
x in der gleichen Komponente von G− v la¨gen. Daraus ergibt sich
e(x) ≥ dG(u, x) = L(Wux) > L(Wuv) = e(v),
was ein Widerspruch zu der Tatsache ist, daß die Ecke x zum Zentrum von G geho¨rt. ‖
Folgerung 8.1 (Jordan [1] 1869). Da in einem nicht trivialen Baum jeder Block ein K2
ist, besteht das Zentrum eines Baumes entweder aus einem K1 oder einem K2.
Bemerkung 8.1. Jeder Graph kann das Zentrum eines anderen Graphen sein. Denn ist G
ein beliebiger Graph, so betrachte man z.B. K2 ∪G ∪K2. In diesem Graphen verbinde man
jeweils eine Ecke der beiden vollsta¨ndigen Graphen K2 mit allen Ecken von G durch eine
Kante. Fu¨r den so konstruierten Graphen H gilt dann dm(H) = 4, r(H) = 2 und Z(H) = G.
Weitere Informationen zu den Begriffen Durchmesser, Radius, Zentrum usw. erha¨lt man
aus dem Lehrbuch von Buckley und Harary [1] 1990.
Definition 8.2. Es sei G ein beliebiger Graph und k = ab eine Kante von G. Wir sagen
k wird unterteilt, wenn wir zu G eine neue Ecke x hinzufu¨gen und die Kante k durch zwei
neue Kanten ax und xb ersetzen. Ein Graph H heißt Unterteilungsgraph von G, wenn man
H aus G durch sukzessives Unterteilen von Kanten erha¨lt.
Satz 8.4 (Whitney [4] 1932). Ist G ein zusammenha¨ngender Multigraph mit |E(G)| ≥ 3,
so sind folgende Aussagen a¨quivalent:
i) G ist ein Block.
ii) Je zwei Ecken von G liegen auf einem gemeinsamen Kreis.
iii) Je eine Ecke und eine Kante von G liegen auf einem gemeinsamen Kreis.
iv) Je zwei Kanten von G liegen auf einem gemeinsamen Kreis.
Beweis. Aus i) folgt ii). Sei a eine beliebige Ecke von G und U(a) die Menge der Ecken, die
auf einem gemeinsamen Kreis mit a liegen. Da G ein Block ist, gibt es keine Schnittecke, und
da |E(G)| ≥ 3 gilt, entha¨lt G auch keine Bru¨cke. Daher liegt nach Folgerung 1.1 jede Kante
auf einem Kreis, womit alle Nachbarn von a zu U(a) geho¨ren. Ist U(a) 6= E(G), so existiert
eine Ecke b ∈ E(G) − U(a). Da G zusammenha¨ngend ist, gibt es einen Weg a0a1 . . . at von
a = a0 nach b = at. Es sei i der kleinste Index mit ai 6∈ U(a) und ai−1 ∈ U(a) und C ein Kreis,
der die beiden Ecken a und ai−1 entha¨lt. Da ai−1 keine Schnittecke ist und ai−1 6= a gilt,
existiert ein Weg W = ai = x0x1 . . . xr = a, der die Ecke ai−1 nicht entha¨lt. Ist a die einzige
gemeinsame Ecke von C undW , so erkennt man leicht, daß es einen Kreis gibt, der die Ecken
a und ai entha¨lt, womit wir einen Widerspruch erhalten. Daher gibt es weitere gemeinsame
Ecken von C und W . Sei j der kleinste Index mit 1 ≤ j < r, so daß xj zu C geho¨rt. Dann
la¨ßt sich ein Kreis, der die Ecken a und ai entha¨lt, folgendermaßen konstruieren: Beginnend
bei ai nehme man zuna¨chst den Teilweg von ai nach xj von W , danach den Teil des Kreises
C von xj nach a, der ai−1 nicht entha¨lt, dann den Teil des Kreises C von a nach ai−1, der
noch nicht genommen wurde und zum Schluß die Kante ai−1ai. (Man beachte, daß xj = ai−1
nicht mo¨glich ist.) Damit haben wir einen Widerspruch erzeugt, womit es eine solche Ecke b
nicht geben kann.
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Aus ii) folgt i). Ha¨tte G eine Schnittecke x, so wu¨rden nach Satz 8.1 zwei Ecken u, v
existieren, so daß x auf jedem Weg von u nach v la¨ge. Ist nun C ein Kreis, der die beiden
Ecken u und v entha¨lt, so ergibt das einen offensichtlichen Widerspruch.
Aus i) folgt iii). Es sei k = ab und o.B.d.A. u 6= a, b. Durch Einfu¨gen einer neuen Ecke x
unterteilen wir die Kante k in die Kanten ax und xb. Dieser neue Graph G′ ist wieder ein
Block und erfu¨llt damit ii). Daher gibt es in G′ einen Kreis, der durch die Ecken x und u
geht, womit ein entsprechender Kreis in G die Kante k und die Ecke u entha¨lt.
Aus i) folgt iv) zeigt man analog zum letzten Teil des Beweises.
Da ii) sofort aus iii) und iii) sofort aus iv) folgt, ist Satz 8.4 vollsta¨ndig bewiesen. ‖
Als erste Anwendung von Satz 8.4 wollen wir ein hu¨bsches Resultat von Rubin vorstellen
(man vgl. Erdo˝s, Rubin und Taylor [1] 1980 oder Entringer [1] 1985).
Satz 8.5 (Rubin). Es sei G ein schlichter Block mit |E(G)| ≥ 3, der jedoch kein Kreis ist.
Es gibt genau dann Kreise gerader und ungerader La¨nge in G, wenn G nicht bipartit ist.
Beweis. Besitzt G Kreise gerader und ungerader La¨nge, so ist G nach dem Satz von Ko˝nig
(Satz 4.15) nicht bipartit.
Ist G nicht bipartit, so gibt es nach dem Satz von Ko˝nig sicher einen Kreis ungerader
La¨nge in G. Daher mu¨ssen wir noch die Existenz eines Kreises gerader La¨nge nachweisen.
Es sei C = (x1, k1, x2, . . . , xp, kp, x1) ein la¨ngster Kreis in G. Da wir im Fall, daß L(C)
gerade ist, fertig sind, sei im folgenden L(C) ungerade. Ist C ein Hamiltonkreis, so gibt
es nach Voraussetzung eine Kante k in G, die nicht zu K(C) geho¨rt. Man erkennt ohne
Mu¨he, daß die Kante k mit einem Teil des Kreises C einen Kreis gerader La¨nge bildet. Ist
C kein Hamiltonkreis, so existiert eine Kante l1 ∈ K(G)−K(C), die mit genau einer Ecke,
sagen wir x1, von C inzidiert. Nach Satz 8.4 liegen die beiden Kanten l1 = x1a2 und k1 auf
einem gemeinsamen Kreis (x1, l1, a2, l2, a3, . . . , at, lt, x1) mit at = x2 und lt = k1. Nun sei
j ∈ {3, 4, . . . , t} der kleinste Index, so daß aj zu C geho¨rt. Ist aj = xq, so gilt sicher q 6= 1,
und C ′ = (x1, l1, a2, . . . , aj = xq, kq−1, xq−1, . . . , x2, k1, x1) ist ein Kreis, der mit C genau die
Kanten k1, k2, . . . , kq−1 gemeinsam hat. Ist L(C ′) gerade, so ist der Satz bewiesen. Ist L(C ′)
ungerade, so sieht man leicht, daß dann der Kreis (x1, l1, a2, l2, . . . , aj = xq, kq, . . . , kp, x1)
gerade La¨nge hat. ‖
Definition 8.3. Ist G ein zusammenha¨ngender Multigraph mit den Blo¨cken B1, B2, . . . , Br
und den Schnittecken x1, x2, . . . , xt, so definieren wir einen schlichten, bipartiten Graphen
BS(G) auf den Eckenmengen X = {B1, B2, . . . , Br} und Y = {x1, x2, . . . , xt}, wobei die
Ecken Bi und xj genau dann durch eine Kante verbunden werden, wenn xj ∈ E(Bi) gilt.
Satz 8.6 (Harary, Prins [1] 1966). Ist G ein zusammenha¨ngender und nicht trivialer
Multigraph, so ist der gema¨ß Definition 8.3 gegebene bipartite Graph BS(G) ein Baum.
Beweis. Nehmen wir zuna¨chst an, daß der Graph BS(G) nicht zusammenha¨ngend ist, und
es sei U eine Komponente vom Graphen BS(G). Mit H bezeichnen wir die Vereinigung aller
Blo¨cke von G, die durch U induziert werden, und L sei die Vereinigung der verbleibenden
Blo¨cke von G. Da G zusammenha¨ngend ist, gilt E(H)∩E(L) 6= ∅. Ist x eine Ecke aus dieser
Schnittmenge, so ist x nach Satz 8.2 iii) eine Schnittecke von G. Damit ist x im Graphen
BS(G) adjazent zu einer Ecke aus U aber auch zu einer Ecke, die nicht zu U geho¨rt. Das
widerspricht der Voraussetzung, daß U eine Komponente ist.
Nun nehmen wir an, daß der Graph BS(G) einen Kreis besitzt. Ist
C = (B∗1 , y1, B
∗
2 , y2, . . . , B
∗
p , yp, B
∗
1)
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mit B∗i ∈ X und yi ∈ Y fu¨r 1 ≤ i ≤ p ein Kreis ku¨rzester La¨nge im Graphen BS(G), so
erkennt man leicht, daß der Teilgraph B∗1 ∪ B∗2 ∪ . . . ∪ B∗p von G keine Schnittecke besitzt,
was der Eigenschaft widerspricht, daß B∗1 ein Block ist. ‖
Folgerung 8.2. Ist G ein zusammenha¨ngender Multigraph mit einer Schnittecke, so besitzt
G mindestens zwei Endblo¨cke.
Beweis. Da G eine Schnittecke besitzt, hat der Baum BS(G) wenigstens drei Ecken. Nach
Satz 2.3 existieren dann mindestens zwei Endecken im Graphen BS(G), die aber genau zwei
Endblo¨cken von G entsprechen. ‖
Definition 8.4. Ein schlichter Graph G heißt Blockgraph, wenn jeder Block in G vollsta¨ndig
ist.
Definition 8.5. Es sei G ein zusammenha¨ngender Multigraph und B1, B2, . . . , Br die Blo¨cke
von G. Wir definieren einen neuen schlichten Graphen B(G) auf der Eckenmenge U =
{B1, B2, . . . , Br}, wobei zwei Ecken Bi und Bj genau dann adjazent in B(G) sind, wenn
E(Bi) ∩ E(Bj) 6= ∅ gilt.
Satz 8.7 (Harary [1] 1963). Ist G ein zusammenha¨ngender Multigraph, so ist der Graph
B(G) aus Definition 8.5 ein Blockgraph.
Beweis. Nach Definition 8.5 ist der Graph B(G) schlicht.
1. Schritt: Wir werden induktiv nach der La¨nge der Kreise zeigen, daß jeder Kreis C in
B(G) einen vollsta¨ndigen Graphen induziert, wobei im Fall L(C) = 3 nichts zu beweisen ist.
Nun sei L(C) = 4 mit C = A1A2A3A4A1, wobei Ai fu¨r i = 1, 2, 3, 4 ein Block aus G
bedeutet.
Hat C keine Sehne (man vgl. dazu Definition 9.5), also gilt einerseits E(A1) ∩ E(A3) = ∅
und andererseits E(A2) ∩ E(A4) = ∅ in G, so ergibt sich nacheinander E(A1) ∩ E(A2) =
{x1}, E(A2) ∩ E(A3) = {x2} mit x1 6= x2, E(A3) ∩ E(A4) = {x3} mit x3 6= x1, x2 und
schließlich E(A4) ∩ E(A1) = {x4} mit x4 6= x1, x2, x3. Dann besitzt aber auch der Teilgraph
A1 ∪ A2 ∪A3 ∪ A4 keine Schnittecke, was der Definition des Blockes widerspricht.
Hat C o.B.d.A. die Sehne A1A3, so folgt analog zu obiger Betrachtung E(A1) ∩ E(A2) ∩
E(A3) = {x1} und E(A1)∩E(A3)∩E(A4) = {x2}. Daraus ergibt sich zusammen mit Satz 8.2
i) notwendig x1 = x2, womit C auch die Sehne A2A4 besitzt, also C einen vollsta¨ndigen
Graphen induziert.
Nun gelte L(C) ≥ 5. Hat C keine Sehne, so erzeugt man analog zum Fall L(C) = 4 einen
Widerspruch. Hat C = A1A2 . . . ApA1 dagegen eine Sehne AiAj mit 1 ≤ i < j ≤ p und i+2 ≤
j, so induzieren die beiden Kreise C1 = A1 . . . AiAjAj+1 . . . ApA1 und C2 = AiAi+1 . . . AjAi
nach Induktionsvoraussetzung vollsta¨ndige Graphen. Existiert nun eine Ecke As ∈ E(C1)
und eine Ecke At ∈ E(C2), so daß As und At nicht adjazent sind, so induziert der Kreis
AsAiAtAjAs der La¨nge 4 keinen vollsta¨digen Graphen. Dieser Widerspruch beendet den
Beweis von Schritt 1.
2. Schritt: Ist D ein Block von B(G), mit |E(D)| ≥ 3, so liegen nach Satz 8.4 je zwei
Ecken von D auf einem gemeinsamen Kreis, womit diese beiden Ecken nach dem ersten
Schritt adjazent sind. Das bedeutet, daß je zwei Ecken eines Blockes von B(G) untereinander
adjazent sind, also jeder Block vollsta¨ndig und damit B(G) ein Blockgraph ist. ‖
Bemerkung 8.2. Jeder nicht triviale Baum ist ein Blockgraph, wobei jeder Block ein K2
ist.
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Definition 8.6. Ein Block G heißt eckenkritisch, wenn fu¨r jede Ecke x ∈ E(G) der Graph
G− x kein Block ist.
Ein Block G heißt kantenkritisch, wenn fu¨r jede Kante k ∈ K(G) der Graph G− k kein
Block ist.
Beispiel 8.2. In der Skizze ist der Block G1 kantenkritisch aber nicht eckenkritisch, wa¨hrend
der Block G2 eckenkritisch aber nicht kantenkritisch ist.
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Die beiden Graphen G1 und G2 besitzen Ecken vom Grad 2. In den na¨chsten beiden Sa¨tzen
wollen wir zeigen, daß dies fu¨r alle kritischen, schlichten Blo¨cke der Fall ist.
Satz 8.8 (Lick [1] 1969). Jeder eckenkritische, schlichte Block der Ordnung n(G) ≥ 4
besitzt eine Ecke vom Grad 2.
Beweis. Ist G ein schlichter, eckenkritischer Block mit n(G) ≥ 4, so existiert zu jeder Ecke
x eine Ecke y in G − x, so daß G− {x, y} nicht zusammenha¨ngend ist. Unter allen Paaren
von Ecken x, y mit dieser Eigenschaft wa¨hlen wir ein Paar u, v, fu¨r welches die Ordnung
der kleinsten Komponente von G− {u, v} minimal ist. Ist G1 die kleinste Komponente von
G− {u, v}, so sei G2 die Vereinigung der verbleibenden Komponenten. Im folgenden zeigen
wir n(G1) = n1 = 1, womit die einzige Ecke aus G1 nur die beiden Nachbarn u und v in G
hat und damit vom Grad 2 ist.
Angenommen, es ist n1 ≥ 2. Da wir G als Block vorausgesetzt haben, ist der Teilgraph
H = G[E(G1) ∪ {u, v}] zusammenha¨ngend. Wa¨hlt man fu¨r a1 ∈ E(G1) eine Ecke a2 aus
G− a1, so daß G− {a1, a2} nicht zusammenha¨ngend ist, so unterscheiden wir zwei Fa¨lle.
1. Fall: a2 ∈ E(H). Da die beiden Graphen G[E(G2) ∪ {u}] und G[E(G2) ∪ {v}] zu-
sammenha¨ngend sind, und mindestens einer von beiden zu G − {a1, a2} geho¨rt, gibt es in
G − {a1, a2} eine Komponente von kleinerer Ordnung als n1, was einen Widerspruch zur
Wahl von G1 bedeutet.
2. Fall: a2 ∈ E(G2). Da G − a2 zusammenha¨ngend ist, hat a1 in jeder Komponente von
G−{a1, a2} einen Nachbarn. Nach Konstruktion gilt N(a1, G) ⊆ E(H), womit H Ecken aus
jeder Komponente von G− {a1, a2} besitzt.
Nun zeigen wir, daß H − a1 in genau zwei Komponenten Hu und Hv mit u ∈ E(Hu) und
v ∈ E(Hv) zerfa¨llt. Denn wa¨re H−a1 zusammenha¨ngend, so ga¨be es zwischen je zwei Ecken
von H − a1 einen Weg in H − a1, der a2 nicht entha¨lt. Damit ga¨be es aber Wege zwischen
den Komponenten von G − {a1, a2}, die weder a1 noch a2 enthalten, was natu¨rlich nicht
mo¨glich ist. Da G ein Block ist, u¨berlegt man sich mit Hilfe von Satz 8.4, daß es in G fu¨r
jedes x ∈ E(H) zwei eckendisjunkte (mit Ausnahme der Ecke x) Wege Wxu bzw. Wxv von x
nach u bzw. von x nach v gibt, die a2 nicht enthalten. Daher gibt es in H − a1 fu¨r jede Ecke
einen Weg nach u oder nach v. Da H − a1 nicht zusammenha¨ngend ist, zerfa¨llt H − a1 in
die beiden gewu¨nschten Komponenten Hu und Hv.
Sind Hu und Hv triviale Graphen, so sind wir fertig. Ist aber o.B.d.A. |E(Hu)| ≥ 2, so
gibt es in Hu eine Ecke x 6= u, und in G fu¨hrt jeder Weg von x nach a2 u¨ber die Ecke u oder
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die Ecke v. Daher fu¨hrt in G−u jeder Weg von x nach a2 u¨ber v und damit notwendig u¨ber
a1. Das bedeutet, daß G−{a1, u} nicht zusammenha¨ngend ist, und die Komponente Hx von
G− {a1, u}, die x entha¨lt, ein Teilgraph von Hu− u sein muß. Daraus folgt n(Hx) < n(G1),
was der minimalen Ordnung von G1 widerspricht. ‖
Satz 8.9 (Dirac [3] 1967, Plummer [1] 1968). Jeder kantenkritische, schlichte Block G
mit n(G) ≥ 4 besitzt eine Ecke vom Grad zwei.
Beweis. Es sei G ein schlichter, kantenkritischer Block mit n(G) ≥ 4, der keine Ecke vom
Grad 2 besitzt. Dann ist G nach Satz 8.8 nicht eckenkritisch und besitzt daher eine Ecke
x, so daß G− x wieder ein Block ist. Ist die Kante k inzident mit x, so besitzt G− k nach
Voraussetzung eine Schnittecke u, die natu¨rlich von x verschieden ist. Da G − u zusam-
menha¨ngend ist aber (G − u) − k nicht, muß k eine Bru¨cke von G − u sein. Weiter ergibt
sich aus dem Zusammenhang von G− {x, u}, daß k eine Endkante und x eine Endecke von
G− u ist. Daher hat die Ecke x den Grad 1 in G− u und den Grad 2 in G, womit wir einen
Widerspruch erzielt haben. ‖
Die genaue geschichtliche Entwicklung dieses Abschnittes bis 1936 findet der interessierte
Leser in dem Buch von Ko˝nig [3] auf den Seiten 224 – 231. Erweiterungen und Verallgemei-
nerungen der Sa¨tze 8.8 und 8.9 findet man z.B. bei Dirac [3] 1967, Plummer [1] 1968, Halin
[1] 1969 und Mader [1], [2] 1971.
8.2 Line-Graphen
Definition 8.7. Gegeben sei ein schlichter Graph G. Der neue schlichte Graph L(G) =
(E(L(G)), K(L(G))) mit E(L(G)) = K(G) und
K(L(G)) = {{k, l}|k, l ∈ K(G) und l 6= k sind inzident in G}
heißt Line-Graph oder Kantengraph von G.
Bemerkung 8.3. Ist G ein schlichter Graph und k = xy ∈ K(G), so gilt
d(k,L(G)) = d(x,G) + d(y,G)− 2.
Ein schlichter Graph G ohne isolierte Ecken ist genau dann zusammenha¨ngend, wenn sein
Line-Graph L(G) zusammenha¨ngend ist.
Jede Bru¨cke eines schlichten Graphen G, die keine Endkante ist, ist eine Schnittecke von
L(G) und umgekehrt.
Satz 8.10. Ist G ein schlichter Graph mit m Kanten, so besitzt L(G) natu¨rlich m Ecken,
und es gilt
|K(L(G))| = 1
2
∑
x∈E(G)
d(x,G)2 −m.
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Beweis. Eine Ecke x von G liefert 1
2
d(x,G)(d(x,G)− 1) Kanten in L(G). Daraus ergibt sich
|K(L(G))| = 1
2
∑
x∈E(G)
d(x,G)(d(x,G)− 1)
=
1
2
∑
x∈E(G)
d(x,G)2 − 1
2
∑
x∈E(G)
d(x,G)
=
1
2
∑
x∈E(G)
d(x,G)2 −m. ‖
Satz 8.11. Ein schlichter und zusammenha¨ngender Graph G ist genau dann isomorph zu
seinem Line-Graphen, wenn er ein Kreis ist.
Beweis. Ist G ein Kreis, so ist leicht zu sehen, daß G ∼= L(G) gilt. Nun gelte umgekehrt
G ∼= L(G). Dann ist n = |E(G)| = |E(L(G))| = m, also µ(G) = m − n + 1 = 1, womit
G nach Satz 2.8 genau einen Kreis C besitzt. Mit L(C) bezeichnen wir das isomorphe Bild
von C in L(G). Nun nehmen wir an, daß eine Ecke x ∈ E(C) existiert mit d(x,G) > 2. Es
sei k eine zu x inzidente Kante mit k 6∈ K(C). Dann ist k eine Ecke von L(G), die nicht
zum Kreis L(C) geho¨rt aber zu zwei Ecken des Kreises L(C) adjazent ist. Damit haben wir
in L(G) einen weiteren Kreis gefunden, was aber nicht mo¨glich ist, da auch L(G) nur einen
Kreis entha¨lt. ‖
Sind zwei schlichte Graphen G und G′ isomorph, so sind natu¨rlich auch ihre Line-Graphen
L(G) und L(G′) isomorph. Im Jahre 1932 zeigte Whitney [2], daß auch die Umkehrung fast
immer richtig ist.
Satz 8.12 (Whitney [2] 1932). Es seien G und G′ zwei schlichte und zusammenha¨ngende
Graphen mit isomorphen Line-Graphen. Dann sind auch G und G′ isomorph, es sei denn,
der eine ist der K3 und der andere der K1,3.
Der wohl einfachste Beweis des Satzes von Whitney geht auf Jung [1] 1966 zuru¨ck. Dieser
Beweis befindet sich auch in dem Lehrbuch von Harary [2] auf Seite 72 und in dem U¨ber-
sichtsartikel “Line graphs and line digraphs” von Hemminger und Beineke [1] aus dem Jahre
1978.
Definition 8.8. Ein Graph G heißt Line-Graph, wenn ein schlichter Graph H existiert mit
L(H) ∼= G.
Zuna¨chst wollen wir die bipartiten Line-Graphen charakterisieren.
Satz 8.13. Es sei G ein schlichter, zusammenha¨ngender und bipartiter Graph. Der Graph G
ist genau dann der Line-Graph eines Graphen H , also G ∼= L(H), wenn G ein Kreis gerader
La¨nge oder ein Weg ist.
Beweis. Ist G ein Kreis gerader La¨nge, so folgt aus Satz 8.11 sofort G ∼= L(G), womit wir
in diesem Fall H = G wa¨hlen ko¨nnen. Ist G ein Weg der La¨nge p ≥ 0 und W ein Weg der
La¨nge p+ 1, so gilt G ∼= L(W ), also H = W .
Nun gelte G ∼= L(H). Gibt es in H eine Ecke x mit d(x,H) ≥ 3, so besitzt L(H) ein
Dreieck, womit L(H) nicht bipartit ist. Daher muß H ein Kreis oder ein Weg sein. Da nach
Satz 8.11 H kein Kreis ungerader La¨nge sein kann, ist der Satz bewiesen. ‖
Eine erste vollsta¨ndige Charakterisierung der Line-Graphen stammt von Krausz [1] aus
dem Jahre 1943.
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Satz 8.14 (Krausz [1] 1943). Ein schlichter Graph G ist genau dann ein Line-Graph,
wenn sich G in kantendisjunkte vollsta¨ndige Teilgraphen zerlegen la¨ßt, so daß jede Ecke von
G zu ho¨chstens zwei dieser Teilgraphen geho¨rt.
Beweis. Es gebe einen schlichten Graphen H ohne isolierte Ecken mit L(H) ∼= G. Ist x ∈
E(H), so induziert diese Ecke zusammen mit allen zu x inzidenten Kanten einen vollsta¨ndigen
Teilgraphen von L(H), und jede Kante von L(H) liegt in genau einem solchen Teilgraphen.
Da jede Kante von H mit genau zwei Ecken aus H inzidiert, geho¨rt keine Ecke von L(H)
zu mehr als zwei dieser Teilgraphen.
Nun sei S1, S2, . . . , Sq eine zula¨ssige Zerlegung von G in vollsta¨ndige Teilgraphen. Wir
geben einen Graphen H an, dessen Line-Graph isomorph zu G ist. Es sei U = {x|x ∈
E(Si) fu¨r genau in i = 1, 2, . . . , q} und S = {S1, S2, . . . , Sq}. Nun setzen wir E(H) = S ∪U ,
K1(H) = {SiSj |E(Si) ∩ E(Sj) 6= ∅, i 6= j},
K2(H) = {xSi|x ∈ U und x ∈ E(Si)},
K(H) = K1(H) ∪K2(H).
Mit Hilfe eines Induktionsbeweises nach der Kantenzahl m = m(G) wollen wir zeigen, daß
L(H) ∼= G gilt. Ist m(G) = 1, also G = K2, so ist H ein Weg der La¨nge 2. Nun sei m ≥ 2.
1. Fall: Gibt es eine Ecke x ∈ E(S1), die nur zu S1 geho¨rt, so setzen wir G′ = G− x.
Ist x eine Endecke von G, so gelte o.B.d.A. E(S1) = {x, u} mit u ∈ E(S2). Dann ist
S2, S3, . . . , Sq eine zula¨ssige Zerlegung von G
′, womit nach Induktionsvoraussetzung obige
Vorschrift einen Graphen H ′ liefert mit L(H ′) ∼= G′. Weiter gilt nach Voraussetzung u ∈
E(H ′) und die Kante uS2 geho¨rt zu H ′. Nun entstehe H aus H ′ durch Hinzufu¨gen einer
Ecke x′ und einer Endkante x = ux′. Es gilt L(H) ∼= G und die Konstruktion von H durch
die Ecken S2, u und x
′ stimmt mit der obigen Konstruktion durch die Ecken S2, S1 und x
u¨berein.
Ist x keine Endecke, so setze man S ′1 = S1 − x. Dann ist S ′1, S2, . . . , Sq eine zula¨ssige
Zerlegung von G′ und obige Vorschrift liefert einen GraphenH ′ mit L(H ′) ∼= G′. Der gesuchte
Graph H entsteht aus H ′ durch Hinzufu¨gen einer Ecke x′ und der Kante x = x′S ′1. Die
Konstruktion durch die Ecken S ′1 und x
′ entspricht der urspru¨nglichen Konstruktion durch
die Ecken S1 und x.
2. Fall: Alle Ecken x1, x2, . . . , xr von S1 geho¨ren zu genau zwei vollsta¨ndigen Teilgraphen,
also xi ∈ E(S∗i ) fu¨r i = 1, 2, . . . , r mit S∗i 6= S∗j fu¨r i 6= j. Setzt man G′ = G − K(S1), so
ist S2, S3, . . . , Sq eine zula¨ssige Zerlegung von G
′, und die Ecken xi geho¨ren nur zu S∗i .
Die obige Vorschrift liefert einen Graphen H ′ mit L(H ′) ∼= G′, der unter anderem die
Ecken x1, x2, . . . , xr, S
∗
1 , S
∗
2 , . . . , S
∗
r und die Kanten x1S
∗
1 , x2S
∗
2 , . . . , xrS
∗
r entha¨lt. Der Graph
H entstehe aus H ′ durch verschmelzen der Endecken x1, x2, . . . , xr zu einer Ecke x. Nun gilt
L(H) ∼= G, und die Ecke x entspricht in obiger Konstruktion der Ecke S1. ‖
Nach einer weiteren interessanten Charakterisierung der Line-Graphen durch Rooij und
Wilf [1] 1965, gelang dann Beineke [1] 1968 und [2] 1970 eine sehr wichtige Charakterisierung
dieser Graphenklasse durch 9 verbotene induzierte Teilgraphen (man vgl. dazu auch Harary
[2], S. 74). Sˇolte´s [1] reduzierte 1994 die Anzahl der verbotenen induzierten Teilgraphen auf
7, falls der Graph mindestens 9 Ecken besitzt.
Beispiel 8.3. Der links skizzierte Graph G ist nach dem Satz von Krausz ein Line-Graph,
denn er besitzt durch S1 = G[{x1, x4, x5}], S2 = G[{x1, x2}] und S3 = G[{x2, x3, x5, x6}]
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eine zula¨ssige Zerlegung in vollsta¨ndige Teilgraphen. Mit Hilfe der im Beweis von Satz 8.14
angegebenen Konstruktion ergibt sich der rechts skizzierte Graph H mit L(H) ∼= G.
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Folgerung 8.3. i) Jeder Line-Graph G ist klauenfrei.
ii) Jeder zusammenha¨ngende Line-Graph gerader Ordnung besitzt einen 1-Faktor.
Beweis. i) Angenommen, G besitzt einen K1,3 als induzierten Teilgraphen. Zerlegt man G in
kantendisjunkte vollsta¨ndige Teilgraphen, so geho¨rt jede Kante des K1,3 notwendig zu einem
anderen solchen Teilgraphen. Damit liegt das Zentrum des K1,3 in drei solchen vollsta¨ndigen
Teilgraphen, womit wir einen Widerspruch zum Satz von Krausz erzielt haben.
Teil ii) ergibt sich sofort aus i) und Satz 6.1. ‖
Mehr Informationen u¨ber klauenfreie Graphen befinden sich in dem interessanten U¨ber-
sichtsartikel “Claw-free graphs – a survey” von Faudree, Flandrin und Ryja´cˇek [1] aus dem
Jahre 1997.
Satz 8.15 (Chartrand (Man vgl. Harary [2], S. 78)). Ein schlichter Graph G ist genau
dann der Line-Graph eines Baumes T , wenn G ein Blockgraph ist, bei dem jede Schnittecke
zu genau zwei Blo¨cken von G geho¨rt.
Beweis. Ist G ∼= L(T ), so gilt G ∼= B(T ) (man vgl. Definition 8.5), denn die Kanten und
Blo¨cke eines Baumes entsprechen sich in eindeutiger Weise. Nach Satz 8.7 ist dann G ein
Blockgraph. Jede Schnittecke von L(T ) entspricht einer Bru¨cke von T , die keine Endkante
ist, und liegt daher in genau zwei Blo¨cken von L(T ).
Nun sei umgekehrt G ein Blockgraph, bei dem jede Schnittecke in genau zwei Blo¨cken
liegt. Da jeder Block eines Blockgraphen vollsta¨ndig ist, gibt es nach dem Satz von Krausz
(Satz 8.14) einen schlichten Graphen H ohne isolierte Ecken mit G ∼= L(H). Ist G = K3, so
ko¨nnen wirH = K1,3 wa¨hlen. Ist G ein anderer Graph, so istH natu¨rlich zusammenha¨ngend,
und wir werden zeigen, daß H ein Baum ist. Nehmen wir an, daßH einen Kreis besitzt. Wenn
H selbst ein Kreis ist, so gilt L(H) ∼= H ∼= G. Aber der einzige Kreis, der ein Blockgraph
ist, ist der K3, den wir schon ausgeschlossen haben. Daher besitzt H einen ku¨rzesten Kreis
C = (x1, k1, x2, . . . , xp, kp, x1) mit p ≥ 3 und eine Kante k, die mit genau einer Ecke des
Kreises, sagen wir mit x1, inzidiert. Man u¨berlegt sich leicht, daß die Ecken k und k2 in
L(H) auf einem Kreis liegen. Damit geho¨ren k und k2 zu einem Block D von G (man vgl.
Aufgabe 8.3), der nach Voraussetzung vollsta¨ndig ist. Da die Kanten k und k2 in H nicht
inzidieren, sind sie als Ecken in L(H) ∼= G nicht adjazent. Das ist ein Widerspruch dazu,
daß der Block D vollsta¨ndig ist. ‖
Satz 8.16. Es sei G ein schlichter Graph.
i) Ist G Eulersch, so ist L(G) sowohl Eulersch als auch Hamiltonsch.
ii) Ist G Hamiltonsch, so ist L(G) Hamiltonsch.
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Beweis. i) Nach Bemerkung 8.3 ist der Eckengrad jeder Ecke von L(G) gerade, womit L(G)
Eulersch ist.
Ist (x1, k1, x2, k2, . . . , xm−1, km−1, xm, km, x1) eine Eulertour des GraphenG, so ist natu¨rlich
(k1, k2, . . . , km, k1) ein Hamiltonkreis von L(G).
ii) Es sei (x1, k1, x2, k2, . . . , xn−1, kn−1, xn, kn, x1) ein Hamiltonkreis von G. In L(G) be-
ginne man mit einer Kante k 6= k1, kn von G, die mit x1 inzidiert (falls eine solche Kante
existiert) und durchlaufe nacheinander alle zu x1 inzidenten Kanten mit Ausnahme von k1
und kn. Danach gehe man zu k1 und durchlaufe alle noch nicht benutzten Kanten, die mit
x2 inzidieren, außer k2. Dann gehe man zu k2 usw. ‖
Bemerkung 8.4. Der Graph G = K1,3 mit L(G) ∼= K3 zeigt, daß sich die Aussagen von
Satz 8.16 nicht umkehren lassen.
Es gibt effiziente Algorithmen, die entscheiden, ob ein vorgegebener schlichter Graph G
ein Line-Graph ist, und sie liefern gegebenenfalls einen Graphen H mit L(H) ∼= G. Dazu
vgl. man z.B. Roussopoulos [1] 1973, Lehot [1] 1974, Syslo [1] 1982 und Simic´ [1] 1991.
Das Konzept der Line-Graphen wurde 1989 von Broersma und Hoede [1] verallgemeinert
(man vgl. dazu auch den Artikel von Li und Lin [1] aus dem Jahre 1993).
8.3 Graphenoperationen
In diesem Abschnitt stellen wir einige Graphenoperationen vor, die sich ha¨ufig als nu¨tzlich
erwiesen haben.
Definition 8.9. Es sei G ein Graph. Ist q eine natu¨rliche Zahl, so bezeichnen wir mit qG
die disjunkte Vereinigung von q Exemplaren des Graphen G.
Es sei H = {Hx|x ∈ E(G)} eine Familie von nicht leeren Graphen, die durch die Ecken von
G indiziert ist. Der Koronagraph G ◦ H von G und H besteht aus der disjunkten Vereinigung
von G und den n(G) Graphen Hx, x ∈ E(G), zusammen mit den zusa¨tzlichen Kanten, die
jede Ecke x aus G jeweils mit allen Ecken aus Hx verbinden. Sind alle Graphen der Familie
H isomorph zu einem Graphen H , so schreiben wir G ◦H an Stelle von G ◦ H.
Die Beweise der folgenden drei Sa¨tze u¨ber Koronagraphen bleiben als U¨bungsaufgaben fu¨r
den Leser.
Satz 8.17. Der Koronagraph G◦H eines Graphen G und einer Familie H = {Hx|x ∈ E(G)}
von Graphen ist genau dann ein Baum, wenn G ein Baum ist, und alle Hx Nullgraphen sind.
Satz 8.18. Der Koronagraph G◦H eines Graphen G und einer Familie H = {Hx|x ∈ E(G)}
von Graphen ist genau dann Hamiltonsch, wenn G ∼= K1, und der einzige verbleibende Graph
H aus der Familie H semi-Hamiltonsch ist mit |E(H)| ≥ 2.
Satz 8.19. Der Koronagraph G◦H eines Graphen G und einer Familie H = {Hx|x ∈ E(G)}
von Graphen ist genau dann Eulersch, wenn G Eulersch ist, und die Eckengrade d(a,Hx) fu¨r
alle x ∈ E(G) und alle a ∈ E(Hx) ungerade sind.
Definition 8.10. Der Potenzgraph Gp mit p ∈ N eines schlichten Graphen G besteht aus
der Eckenmenge E(G), und zwei verschiedene Ecken a und b sind genau dann adjazent in
Gp, wenn dG(a, b) ≤ p gilt.
Ist T der Baum, der aus dem K1,3 durch zweifaches unterteilen jeder Kante entsteht, so
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sieht man leicht, daß T 2 nicht Hamiltonsch ist. Die Frage nach der kleinsten natu¨rlichen
Zahl p mit der Eigenschaft, daß fu¨r jeden schlichten und zusammenha¨ngenden Graphen G
der Ordnung n(G) ≥ 3, der Potenzgraph Gp Hamiltonsch ist, wurde 1960 durch Sekanina
[1] beantwortet.
Satz 8.20 (Sekanina [1] 1960). Sei G ein schlichter und zusammenha¨ngender Graph der
Ordnung n(G) ≥ 3. Dann existiert zu jeder Kante k ∈ K(G) ein Hamiltonkreis Ck in G3,
der diese Kante entha¨lt.
Beweis. Man wa¨hle in G ein Geru¨st TG,k, das die Kante k entha¨lt. Besitzt T
3
G,k einen Ha-
miltonkreis Ck, so ist Ck natu¨rlich auch ein Hamiltonkreis von G
3. Nun beweisen wir mittels
vollsta¨ndiger Induktion nach n, daß jeder Baum T der Ordnung n ≥ 3 in T 3 einen Hamil-
tonkreis Ck entha¨lt, wobei k eine beliebige aber fest gewa¨hlte Kante des Baumes T ist. Fu¨r
n = 3 gilt die Behauptung, da T 3 ∼= K3. Sei nun T ein Baum der Ordnung n = n(T ) > 3
und k ∈ K(T ).
Falls k = a1a2 keine Endkante von T ist, so besteht der Teilgraph T
′ = T − k aus genau
zwei Baumkomponenten T1 und T2, die jeweils mindestens eine zu k inzidente Kante ki = aibi
mit i = 1, 2 enthalten. Falls n(Ti) = 2 fu¨r ein i = 1, 2, so ist Ti ein ai und bi verbindender
Hamiltonweg Hi. Andernfalls folgt aus der Induktionsvoraussetzung die Existenz eines ai und
bi verbindenden Hamiltonweges Hi in T
3
i ⊆ T 3 fu¨r i = 1, 2. Wegen dT (b1, b2) = 3 existiert
in T 3 die Kante k∗ = b1b2. Die beiden Hamiltonwege H1 und H2 bilden zusammen mit den
Kanten k und k∗ einen Hamiltonkreis Ck in T 3.
Falls k = uv eine Endkante von T ist, die mit der Endecke u und der Kante k′ = vw
inzidiert, so betrachten wir den Baum H = T −{u}. Nach Induktionsvoraussetzung existiert
in H3 ⊆ T 3 ein Hamiltonweg, der die Ecken v und w verbindet. Wegen dT (u, w) = 2 la¨ßt
sich H zu einem Hamiltonkreis Ck des Graphen T
3 erweitern. ‖
Obwohl die Aussage von Satz 8.20 fu¨r G2 nicht gilt, vermuteten Nash-Williams und Plum-
mer unabha¨ngig voneinander, daß G2 Hamiltonsch ist, falls G ein zusammenha¨ngender Block
der Ordnung n(G) ≥ 3 ist. Diese schwierige Vermutung wurde 1974 von Fleischner [1] be-
wiesen. Viel einfacher la¨ßt sich das na¨chste Resultat von Sumner [1] zeigen.
Satz 8.21 (Sumner [1] 1974). Ist G ein schlichter und zusammenha¨ngender Graph gerader
Ordnung, so besitzt G2 ein perfektes Matching.
Beweis. Es sei TG ein Geru¨st des Graphen G. Falls T
2
G ein perfektes Matching besitzt, so trifft
das auch fu¨r G2 zu. Ist T ein Baum der Ordnung 2n, so beweisen wir mittels vollsta¨ndiger
Induktion nach n, daß T 2 ein perfektes Matching besitzt. Da es fu¨r n = 1 nichts zu beweisen
gibt, sei T ein Baum der Ordnung 2n > 2. Falls in T Endecken u und v mit dT (u, v) = 2
existieren, so ist H = T − {u, v} wieder ein Baum gerader Ordnung. Falls solche Endecken
nicht existieren, so gilt fu¨r eine Endecke u mit e(u) = dm(T ), daß auch H = T − {u, v}
ein Baum ist, wenn v die zu u adjazente Ecke bedeutet. In beiden Fa¨llen besitzt H2 nach
Induktionsvoraussetzung ein perfektes Matching M ′, das gleichzeitig ein Matching von T 2
ist. Fu¨gt man die Kante k = uv ∈ K(T 2) zu M ′ hinzu, so erha¨lt man ein perfektes Matching
von T 2. ‖
Definition 8.11. Es seien G1 und G2 zwei schlichte und disjunkte Graphen. Alle folgenden
Operationen mit den zwei Graphen G1 und G2 ergeben einen Graphen, dessen Eckenmenge
das kartesische Produkt E(G1)× E(G2) ist.
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Zwei Ecken (a, u) und (b, v) des kartesischen Produktes G1 ×G2 sind adjazent, wenn [a = b
und u adjazent zu v] oder [u = v und a adjazent zu b].
Zwei Ecken (a, u) und (b, v) des lexikographischen Produktes G1[G2] sind adjazent, wenn
[a adjazent zu b] oder [a = b und u adjazent zu v]. G1[G2] nennt man auch Komposition der
Graphen G1 und G2.
Zwei Ecken (a, u) und (b, v) der Konjunktion G1 ∧G2 sind adjazent, wenn [a adjazent zu
b] und [u adjazent zu v].
Zwei Ecken (a, u) und (b, v) der Disjunktion G1 ∨G2 sind adjazent, wenn [a adjazent zu
b] oder [u adjazent zu v].
Satz 8.22. Sind G1 und G2 zwei schlichte, disjunkte und bipartite Graphen, so ist G1 ×G2
ein bipartiter Graph.
Beweis. Sind E1, E
′
1 und E2, E
′
2 Bipartitionen der Graphen G1 und G2, so ist
(E1 ×E2) ∪ (E ′1 × E ′2), (E ′1 × E2) ∪ (E1 × E ′2)
eine Bipartition von G1 ×G2. ‖
Satz 8.23. Es seienWp undWq disjunkte Wege der positiven La¨ngen p und q. Das kartesische
Produkt G = Wp ×Wq ist genau dann Hamiltonsch, wenn p oder q ungerade ist.
Beweis. Ist p oder q ungerade, so ist es nicht schwer, einen Hamiltonkreis in G zu finden.
Nach Satz 8.22 ist G ein bipartiter Graph. Ist p = 2i und q = 2j, so ist |E(G)| =
(2i + 1)(2j + 1) ungerade, womit G nach Folgerung 4.6 kein Hamiltonscher Graph sein
kann. ‖
Satz 8.24. Es seien G1 und G2 zwei schlichte Graphen mit |E(G1)| = n1, |E(G2)| = n2,
|K(G1)| = m1 und |K(G2)| = m2. Fu¨r die in Definition 7.3 und Definition 8.11 gegebenen
Graphen lassen sich die Anzahl der Ecken und Kanten berechnen. Die Ergebnisse fassen wir
in einer Tabelle zusammen.
Operation Eckenzahl Kantenzahl
Summe G1 +G2 n1 + n2 m1 +m2 + n1n2
kart. Produkt G1 ×G2 n1n2 n1m2 + n2m1
Komposition G1[G2] n1n2 n1m2 + n
2
2m1
Konjunktion G1 ∧G2 n1n2 2m1m2
Disjunktion G1 ∨G2 n1n2 n21m2 + n22m1 − 2m1m2
Beweis. Bei diesen Operationen gibt es fu¨r die Anzahl der Ecken nichts zu beweisen. Bei der
Summe ist auch die Formel fu¨r die Anzahl der Kanten sofort einzusehen.
Es seien (xi, yj) die Ecken der anderen vier Graphen mit 1 ≤ i ≤ n1 und 1 ≤ j ≤ n2.
Dann gilt
d((xi, yj), G1 ×G2) = d(xi, G1) + d(yj, G2).
Daraus ergibt sich
|K(G1 ×G2)| = 1
2
∑
1≤i≤n1
1≤j≤n2
(d(xi, G1) + d(yj, G2))
=
1
2
∑
1≤j≤n2
(d(G1) + n1d(yj, G2))
= m1n2 + n1m2.
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Fu¨r das lexikographische Produkt erha¨lt man die Anzahl der Kanten aus
d((xi, yj), G1[G2]) = n2d(xi, G1) + d(yj, G2).
Fu¨r die Konjunktion und Disjunktion berechnet man die Anzahl der Kanten aus
d((xi, xj), G1 ∧G2) = d(xi, G1) · d(yj, G2),
d((xi, yj), G1 ∨G2) = n2d(xi, G1) + n1d(yj, G2)− d((xi, xj), G1 ∧G2). ‖
8.4 Aufgaben
Aufgabe 8.1. Man gebe einen schlichten Block G von minimaler Ordnung an, der nicht
Hamiltonsch ist, aber einen Kreis besitzt.
Aufgabe 8.2. Man bestimme die maximale Anzahl von Schnittecken in einem Multigraphen
der Ordnung n.
Aufgabe 8.3. Ist G ein Multigraph, so zeige man, daß jeder Kreis in einem Block liegt.
Aufgabe 8.4. Es seien B1, B2, . . . , Bp die Blo¨cke des Multigraphen G.
i) Man zeige
n(G) = κ(G)− p+
p∑
i=1
|E(Bi)|.
ii) Es sei s(Bi) die Anzahl der Schnittecken von G im Block Bi. Fu¨r die Anzahl s(G) der
Schnittecken von G zeige man
s(G) = κ(G)− p +
p∑
i=1
s(Bi).
Aufgabe 8.5. Es sei G ein Multigraph und b(x) die Anzahl der Blo¨cke von G, in der die
Ecke x liegt. Fu¨r die Anzahl b(G) der Blo¨cke von G zeige man
b(G) = κ(G) +
∑
x∈E(G)
(b(x)− 1).
Aufgabe 8.6. Es sei G ein nicht trivialer, schlichter und zusammenha¨ngender Kaktusgraph
ohne Bru¨cken. Man zeige, daß G einen [1, 2]-Faktor besitzt.
Aufgabe 8.7. Es sei G ein schlichter, zusammenha¨ngender Kaktusgraph ohne Endecken
mit den Kreisen H1, H2, . . . , Hp (p ≥ 2). Weiter sei (∪pi=1E(Hi)) − E(Hj) = Aj fu¨r j =
1, 2, . . . , p. Ist der Abstand d(E(Hj), Aj) ungerade fu¨r alle j = 1, 2, . . . , p, so beweise man
|S| ≤ |N(S,G)| fu¨r alle S ⊆ E(G).
Aufgabe 8.8. Es sei G ein nicht trivialer selbstkomplementa¨rer Graph ohne Endecken. Man
beweise, daß G ein Block ist.
Aufgabe 8.9. Es sei G ein schlichter Graph mit einer Schnittecke. Ist n(G) = n und δ(G) =
δ, so zeige man
ν(G) ≤ ν(Kδ+1) + ν(Kn−δ).
Hinweis: Fu¨r p ≥ i ≥ 2 beweise man die Ungleichung
ν(Kp) + ν(Ki) < ν(Kp+1) + ν(Ki−1).
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Aufgabe 8.10. Es sei G ein nicht trivialer, zusammenha¨ngender und schlichter Graph ohne
Kreise gerader La¨nge. Man zeige, daß jeder Block von G ein K2 oder ein Kreis ungerader
La¨nge ist.
Aufgabe 8.11. Es sei G ein (p − 1)-regula¨rer, schlichter und zusammenha¨ngender Graph
der Ordnung 2p mit p ≥ 3. Man zeige, daß G ein Block ist.
Aufgabe 8.12. Es sei G ein schlichter zusammenha¨ngender Graph mit der Eigenschaft, daß
jede Kante von G zu einem perfekten Matching geho¨rt. Man zeige, daß G ein Block ist.
Aufgabe 8.13. a) Welche vollsta¨ndigen Graphen sind Line-Graphen?
b) Es sei k eine Kante des Kn. Ist G = Kn − k ein Line-Graph? Wenn ja, so gebe man
einen Graphen H mit L(H) = G an.
Aufgabe 8.14. Es sei G ein schlichter, zusammenha¨ngender Graph. Man bestimme eine
notwendige und hinreichende Bedingung dafu¨r, daß L(G) regula¨r ist. Man gebe Beispiele
nicht regula¨rer Graphen an (Ba¨ume und Graphen die Kreise enthalten), die regula¨re Line-
Graphen besitzen.
Aufgabe 8.15. Es sei G ein schlichter Graph. Weiter besitze G einen geschlossenen Kan-
tenzug C, so daß jede Kante, die nicht zu C geho¨rt, mit einer Kante aus C inzidiert. Man
zeige daß L(G) Hamiltonsch ist.
Aufgabe 8.16. Man gebe einen zusammenha¨ngenden Graphen G an, so daß L(G) nicht
Eulersch aber L(L(G)) Eulersch ist.
Aufgabe 8.17. Man beweise Satz 8.17.
Aufgabe 8.18. Man beweise Satz 8.18.
Aufgabe 8.19. Man beweise Satz 8.19.
Aufgabe 8.20. Sei T der Baum, der aus dem K1,3 durch zweifaches unterteilen jeder Kante
entsteht. Man zeige, daß T 2 nicht Hamiltonsch ist.
Aufgabe 8.21. Es sei G ein schlichter und zusammenha¨ngender Graph der Ordnung n(G) ≥
3. Man zeige, daß G2 ein Block ist.
Aufgabe 8.22. Es sei Wp ein Weg der positiven La¨nge p und Cq ein Kreise der La¨nge q ≥ 2.
Man zeige, daß das kartesische Produkt Wp × Cq Hamiltonsch ist.
Aufgabe 8.23. Man fu¨lle die Lu¨cken im Beweis von Satz 8.24.
Aufgabe 8.24. Es sei G ein schlichter und zusammenha¨ngender Kaktusgraph, der ein Line-
Graph ist. Man zeige:
i) ∆(G) ≤ 4,
ii) Ist G kein Kreis, so gilt |E(C)| = 3 fu¨r jeden Kreis C von G.
Kapitel 9
Unabha¨ngige Mengen und Cliquen
9.1 Unabha¨ngige Mengen
Definition 9.1. Es sei G ein Multigraph.
i) Eine Eckenmenge I von G heißt unabha¨ngig in G, wenn keine zwei Ecken aus I
adjazent sind. Ist I eine unabha¨ngige Eckenmenge in G, und gibt es keine unabha¨ngige
Eckenmenge I ′ in G mit |I ′| > |I|, so heißt I maximale unabha¨ngige Eckenmenge in
G und |I| = α = α(G) Eckenunabha¨ngigkeitszahl oder Unabha¨ngigkeitszahl von G.
ii) Eine Eckenmenge T von G heißt Eckenu¨berdeckung oder U¨berdeckung von G, wenn jede
Kante des Graphen mit mindestens einer Ecke aus T inzidiert. Ist T eine U¨berdeckung
von G, und gibt es keine U¨berdeckung T ′ von G mit |T ′| < |T |, so heißt T minimale
U¨berdeckung und |T | = β = β(G) Eckenu¨berdeckungszahl oder U¨berdeckungszahl von
G.
iii) Eine Kantenmenge M von G heißt unabha¨ngig in G, wenn M ein Matching ist. Ist M
ein maximales Matching in G, so nennen wir |M | = α0 = α0(G) Kantenunabha¨ngig-
keitszahl von G.
iv) Eine Kantenmenge L von G heißt Kantenu¨berdeckung von G, wenn jede Ecke des
Graphen mit mindestens einer Kante aus L inzidiert. Ist L eine Kantenu¨berdeckung
von G, und gibt es keine Kantenu¨berdeckung L′ von G mit |L′| < |L|, so heißt L
minimale Kantenu¨berdeckung und |L| = β0 = β0(G) Kantenu¨berdeckungszahl von G.
Satz 9.1 (Gallai [1] 1959). Ist G ein Multigraph, so gilt:
i) Eine Eckenmenge I ist genau dann unabha¨ngig in G, wenn die Eckenmenge E(G)− I
eine U¨berdeckung von G ist.
ii) Es ist α(G) + β(G) = n(G).
Beweis. i) Eine Menge I ist genau dann unabha¨ngig, wenn keine Kante beide Endpunkte
in I hat. Dies ist gleichbedeutend damit, daß alle Kanten mindestens einen Endpunkt in
E(G)− I haben, was wiederum a¨quivalent dazu ist, daß E(G)− I eine U¨berdeckung ist.
ii) Aus i) folgt, daß I genau dann eine maximale unabha¨ngige Eckenmenge ist, wenn
E(G)− I eine minimale U¨berdeckung ist, woraus sich ii) sofort ergibt. ‖
Satz 9.2. Es sei G ein Multigraph.
i) Es gilt α0(G) ≤ β(G).
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ii) Ist M ein Matching und T eine U¨berdeckung von G mit |M | = |T |, so gilt α0(G) =
|M | = |T | = β(G).
Beweis. i) Ist M∗ ein maximales Matching und T ∗ eine minimale U¨berdeckung, so liegt in
T ∗ mindestens ein Endpunkt jeder Kante von M∗, womit α0(G) = |M∗| ≤ |T ∗| = β(G) gilt.
ii) Aus der Voraussetzung und i) erha¨lt man
|T | = |M | ≤ α0(G) ≤ β(G) ≤ |T |,
womit ii) bewiesen ist. ‖
Satz 9.3 (Ko˝nig [2] 1931). Ist G ein bipartiter Graph, so gilt
β(G) = α0(G) ≤ 1
2
|E(G)|.
Beweis. Es sei A,B eine Bipartition und M ein maximales Matching von G. Wa¨hlt man
eine Menge T ⊆ A mit
|T | − |N(T,G)| = max
S⊆A
{|S| − |N(S,G)|},
so gilt nach dem Satz von Ko˝nig-Ore (Satz 6.8) |T | − |N(T,G)| = |A| − |M |. Man u¨berlegt
sich leicht, daß W = (A− T ) ∪N(T,G) eine U¨bedeckung von G ist. Daher liefert Satz 9.2
α0(G) ≤ β(G) ≤ |W | = |A| − |T |+ |N(T,G)| = |M | = α0(G),
woraus sich unmittelbar α0(G) = β(G) ergibt. ‖
Bemerkung 9.1. Fu¨r beliebige Graphen ist Satz 9.3 nicht richtig, denn z.B. gilt fu¨r den
Kreis C3 der La¨nge drei α0(C3) = 1 und β(C3) = 2.
Satz 9.4 (Gallai [1] 1959). Ist G ein Multigraph ohne isolierte Ecken, so gilt
α0(G) + β0(G) = n(G).
Beweis. Es sei M ein maximales Matching von G und U die Eckenmenge, die nicht mit
M inzidiert. Da G keine isolierten Ecken besitzt und M maximal ist, existiert eine Menge
J von |U | Kanten, so daß jede Ecke von U mit genau einer Kante aus J inzidiert. Nach
Konstruktion ist M ∪ J eine Kantenu¨berdeckung, womit
β0 ≤ |M ∪ J | = α0 + (n− 2α0) = n− α0,
also α0 + β0 ≤ n gilt.
Nun sei L eine minimale Kantenu¨berdeckung von G und M ein maximales Matching von
H = G[L]. Ist U die Eckenmenge von H , die in H nicht mit M inzidiert, so ist H [U ] ein
Nullgraph, da M maximal gewa¨hlt war. Daher existiert zu jeder Ecke aus U mindestens eine
Kante aus L−M , die zu dieser Ecke inzident ist. Daraus erha¨lt man
|L| − |M | = |L−M | ≥ |U | = n− 2|M |,
also |M |+ |L| ≥ n. Da M auch ein Matching von G ist, folgt damit die umgekehrte Unglei-
chung α0 + β0 ≥ |M |+ |L| ≥ n. ‖
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Folgerung 9.1. Es gilt α(G) ≤ β0(G) fu¨r jeden Multigraphen G ohne isolierte Ecken.
Beweis. Aus Satz 9.2 i) folgt α0(G) ≤ β(G) und damit aus den Sa¨tzen 9.1 und 9.4
α(G) = n(G)− β(G) ≤ n(G)− α0(G) = β0(G). ‖
Aus den Sa¨tzen 9.1, 9.3 und 9.4 ergibt sich sofort
Folgerung 9.2. Ist G ein bipartiter Graph ohne isolierte Ecken, so gilt α(G) = β0(G).
Satz 9.5. Fu¨r jeden schlichten Graphen G mit ∆(G) ≥ 1 gilt
α(G) ≤ ∆(G)n(G)
∆(G) + δ(G)
.
Beweis. Ist I eine maximale unabha¨ngige Eckenmenge von G und I = E(G)− I, so gelten
die folgenden beiden Ungleichungen
mG(I, I) =
∑
x∈I
d(x,G) ≥ α(G)δ(G),
mG(I, I) ≤ (n(G)− α(G))∆(G),
woraus sich die gewu¨nschte Abscha¨tzung sofort ergibt. ‖
Satz 9.6 (Wei [1] 1980). Ist G ein schlichter Graph, so gilt
α(G) ≥
∑
x∈E(G)
1
d(x,G) + 1
.
Beweis. Man wa¨hle eine Ecke x1 ∈ E(G) mit d(x1, G) = δ(G) und setze G2 = G−N [x1, G].
Ist G2 nicht leer, so wa¨hle man x2 ∈ E(G2) mit d(x2, G) = min{d(x,G)|x ∈ E(G2)} und
setze G3 = G2 − N [x2, G] usw. Ist Gr+1 der leere Graph aber, E(Gr) 6= ∅, so ist nach
Konstruktion {x1, x2, . . . , xr} eine unabha¨ngige Eckenmenge in G. Daraus ergibt sich
α(G) ≥ r =
r∑
i=1
1 =
r∑
i=1
( ∑
x∈N [xi,G]
1
d(xi, G) + 1
)
≥
r∑
i=1
( ∑
x∈N [xi,Gi]
1
d(xi, G) + 1
)
≥
r∑
i=1
( ∑
x∈N [xi,Gi]
1
d(x,G) + 1
)
=
∑
x∈E(G)
1
d(x,G) + 1
. ‖
Satz 9.7 (Unabha¨ngigkeitslemma, Berge [4] 1981). Es sei G ein Multigraph und I
eine unabha¨ngige Eckenmenge von G. Die Menge I ist genau dann maximal, wenn fu¨r alle
unabha¨ngigen Eckenmengen J ⊆ E(G)− I gilt:
|N(J,G) ∩ I| ≥ |J | (9.1)
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Beweis. Es sei I maximal. Annahme, im Komplement von I existiert eine unabha¨ngige
Eckenmenge S mit |N(S,G) ∩ I| < |S|. Dann ist aber I ′ = (I − (N(S,G) ∩ I)) ∪ S eine
unabha¨ngige Menge mit |I ′| > |I|, was einen Widerspruch zur Maximalita¨t von I bedeutet.
Umgekehrt setzen wir nun voraus, daß I die Bedingung (9.1) erfu¨llt. Ist I nicht maximal,
so existiert eine unabha¨ngige Eckenmenge I ′ mit |I ′ − I| > |I − I ′|. Daraus folgt fu¨r die
unabha¨ngige Menge I ′ − I
|N(I ′ − I, G) ∩ I| ≤ |I − I ′| < |I ′ − I|,
was ein Widerspruch zu (9.1) ist. ‖
Das Unabha¨ngigkeitslemma findet man auch in dem Buch von Berge [6] auf Seite 272.
Definition 9.2. Ist G ein Graph und sind A und B zwei disjunkte Teilmengen aus E(G),
so bezeichnen wir mit G[A,B] den bipartiten Graphen, der aus der Eckenmenge A∪B und
denjenigen Kanten von G besteht, die mit einer Ecke aus A und einer Ecke aus B inzidieren.
Folgerung 9.3 (Berge [4] 1981). Ist G ein Multigraph und I eine unabha¨ngige Ecken-
menge in G, so sind die beiden folgenden Aussagen a¨quivalent.
i) Die Menge I ist maximal unabha¨ngig.
ii) Fu¨r alle unabha¨ngigen Eckenmengen J ⊆ E(G)−I besitzt der bipartite Graph G[I, J ]
ein Matching, das mit jeder Ecke aus J inzidiert.
Beweis. Es sei I maximal unabha¨ngig, J ⊆ E(G)−I unabha¨ngig und H = G[I, J ]. Aus (9.1)
folgt dann fu¨r alle S ⊆ J
|N(S,H)| = |N(S,G) ∩ I| ≥ |S|,
womit H nach dem Satz von Ko˝nig-Hall (Satz 6.7) ein Matching besitzt, das mit allen Ecken
von J inzidiert.
Gilt ii), so ergibt sich analog aus (9.1) und dem Satz von Ko˝nig-Hall, daß I maximal
unabha¨ngig ist. ‖
Mit Hilfe von Matchingalgorithmen kann man sich in Line-Graphen maximale unabha¨ngige
Eckenmengen verschaffen. Denn in einem schlichten Graphen G ist M ⊆ K(G) genau dann
ein Matching, wenn M eine unabha¨ngige Eckenmenge in L(G) ist, womit α(L(G)) = α0(G)
gilt. Die Beobachtung, daß in einem schlichten Graphen G ohne isolierte Ecken ein Matching
M ⊆ K(G) genau dann perfekt ist, wenn im Line-Graphen
|N(x,L(G)) ∩M | ≥ 2 fu¨r alle x 6∈M
gilt, gibt Anlaß zu folgender Definition, die man bei Croitoru und Suditu [1] 1983 findet.
Definition 9.3. Es seiG ein Multigraph und I eine unabha¨ngige Eckenmenge. I heißt perfekt
unabha¨ngig in G, falls |N(x,G) ∩ I| ≥ 2 fu¨r alle x 6∈ I gilt.
Bemerkung 9.2. Es gibt Graphen, die keine perfekt unabha¨ngigen Eckenmengen besit-
zen, z.B. Kreise ungerader La¨nge oder Wege ungerader La¨nge. Außerdem muß eine perfekt
unabha¨ngige Menge nicht notwendig maximal sein. Man vergleiche dazu den skizzierten Gra-
phen G mit der perfekt unabha¨ngigen Menge {a, b} und der maximal unabha¨ngigen Menge
E(G)− {a, b}.
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Satz 9.8 (Volkmann [4] 1991). Ist G ein klauenfreier Multigraph, so ist jede perfekt
unabha¨ngige Menge auch maximal unabha¨ngig.
Beweis. Ist I perfekt unabha¨ngig in G und J ⊆ E(G)−I unabha¨ngig in G, so ist mG(J, I) ≥
2|J |. Da G klauenfrei ist folgt daher
2|J | ≤ mG(J, I) = mG(J, I ∩N(J,G)) ≤ 2|I ∩N(J,G)|,
woraus sich |J | ≤ |I ∩ N(J,G)| ergibt. Wegen des Unabha¨ngigkeitslemmas von Berge
(Satz 9.7) ist I dann notwendig maximal. ‖
In den Jahren 1967 bzw. 1985 befaßten sich Harary und Plummer [1] bzw. Hopkins und
Staton [1] mit Graphen, die genau eine maximale unabha¨ngige Eckenmenge besitzen. Ist
G ein Graph und r eine natu¨rliche Zahl mit r ≤ α = α(G), so besitzt G mindestens (α
r
)
unabha¨ngige Eckenmengen der Kardinalita¨t r, denn alle r-elementigen Teilmengen einer
maximalen unabha¨ngigen Eckenmenge sind unabha¨ngig. Die Graphen mit genau einer ma-
ximalen unabha¨ngigen Menge lassen sich dadurch weiter klassifizieren, daß man nach dem
kleinsten p sucht, so daß fu¨r alle r mit p ≤ r ≤ α genau (α
r
)
unabha¨ngige Eckenmengen der
Kardinalita¨t r existieren. Diese Vorbetrachtungen fu¨hren zu folgender
Definition 9.4. Es sei G ein Multigraph, I ⊆ E(G) eine unabha¨ngige Eckenmenge und
p ∈ N0. Die Eckenmenge I heißt p-fach unabha¨ngig in G, wenn fu¨r alle unabha¨ngigen
Eckenmengen I ′ ⊆ E(G), die die Bedingung |I ′| ≥ |I| − p+ 1 erfu¨llen, I ′ ⊆ I gilt.
Eine 0-fach unabha¨ngige Eckenmenge I liegt offensichtlich genau dann vor, wenn I eine
maximale unabha¨ngige Eckenmenge ist, und I ist genau dann 1-fach unabha¨ngig, wenn I
die einzige maximale unabha¨ngige Eckenmenge ist. Ist I p-fach unabha¨ngig, so ist I auch
r-fach unabha¨ngig fu¨r alle 0 ≤ r ≤ p. Analog zum Unabha¨ngigkeitslemma wollen wir nun
die p-fach unabha¨ngigen Eckenmengen charakterisieren.
Satz 9.9 (Siemes, Topp, Volkmann [1] 1994). Es sei G ein Multigraph, I ⊆ E(G) eine
unabha¨ngige Eckenmenge und p ∈ N0. Die Menge I ist genau dann p-fach unabha¨ngig, wenn
fu¨r alle nicht leeren unabha¨ngigen Mengen J ⊆ E(G)− I gilt:
|N(J,G) ∩ I| − |J | ≥ p (9.2)
Beweis. Zuna¨chst sei I eine p-fach unabha¨ngige Eckenmenge in G und J eine unabha¨ngige
Eckenmenge in E(G)− I. Dann ist auch die Eckenmenge I ′ = (I−N(J,G))∪J unabha¨ngig
mit
|I| − |I ′| = |I| − (|I| − |N(J,G) ∩ I|+ |J |) = |N(J,G) ∩ I| − |J |.
Ist J nicht leer, so ist I ′ keine Teilmenge von I. Daraus ergibt sich (9.2) wie folgt:
|N(J,G) ∩ I| − |J | = |I| − |I ′| ≥ p
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Nun sei umgekehrt (9.2) fu¨r alle nicht leeren unabha¨ngigen Mengen J ⊆ E(G)− I erfu¨llt.
Angenommen, es gibt eine unabha¨ngige Eckenmenge I ′ mit |I| − |I ′| ≤ p − 1, die keine
Teilmenge von I ist. Dann ist I ′ − I ⊆ E(G) − I eine nicht leere unabha¨ngige Menge mit
N(I ′ − I, G) ∩ I ⊆ I − I ′. Aus (9.2) folgt daher mit J = I ′ − I
|I| − |I ′| = |I − I ′| − |I ′ − I| ≥ |N(I ′ − I, G) ∩ I| − |I ′ − I| ≥ p,
was einen Widerspruch zu |I| − |I ′| ≤ p− 1 bedeutet. ‖
Folgerung 9.4. Eine 1-fach unabha¨ngige Eckenmenge I ist notwendig perfekt, denn fu¨r alle
Ecken x ∈ E(G) − I folgt aus (9.2) die Abscha¨tzung |N(x,G) ∩ I| − |{x}| ≥ 1 und damit
|N(x,G) ∩ I| ≥ 2.
Beispiel 9.1. Es sei G ein Multigraph, und jede Ecke x aus G, die keine Endecke ist, sei zu
mindestens p+1 Endecken adjazent. Dann ist I = Γ(G) natu¨rlich eine maximale unabha¨ngige
Eckenmenge von G. Ist J ⊆ E(G)− I eine nicht leere unabha¨ngige Eckenmenge, so gilt
|N(J,G) ∩ I| − |J | ≥ (p+ 1)|J | − |J | ≥ p,
womit I nach Satz 9.9 eine p-fach unabha¨ngige Eckenmenge ist.
Weitere Informationen u¨ber p-fach unabha¨ngige Eckenmengen findet man in dem Artikel
von Siemes, Topp und Volkmann [1].
9.2 Bestimmung minimaler U¨berdeckungen
Wegen Satz 9.1 ist die Suche nach maximalen unabha¨ngigen Eckenmengen gleichbedeutend
mit der Bestimmung minimaler U¨berdeckungen. Zur Bestimmung minimaler U¨berdeckungen
ist kein polynomialer Algorithmus bekannt, denn dies ist ein NP-vollsta¨ndiges Problem (man
vgl. Aho, Hopcroft und Ullman [1] 1983). Daher wollen wir fu¨r einige spezielle Graphen
Methoden entwickeln, mit denen man sich in polynomialer Zeit minimale U¨berdeckungen
verschaffen kann.
Satz 9.10 (Reduktionssatz, Volkmann [3] 1990). Es seiG ein Multigraph undH ein von
Ecken induzierter Teilgraph von G, der eine maximale unabha¨ngige Eckenmenge I besitzt,
so daß die Ecken von I nur zu Ecken aus H adjazent sind. Ist T ′ eine minimale Eckenu¨ber-
deckung von G′ = G− E(H), so ist T = T ′ ∪ (E(H)− I) eine minimale Eckenu¨berdeckung
von G.
Beweis. Nach Satz 9.1 ist E(H)− I eine minimale U¨berdeckung von H . Da I nur zu Ecken
aus H adjazent ist, inzidieren alle Kanten, die von E(H) nach E(G′) fu¨hren, mit E(H)− I.
Daher ist T eine U¨berdeckung von G.
Ist T ∗ eine beliebige U¨berdeckung von G, so ist T ∗ ∩E(G′) eine U¨berdeckung von G′ und
T ∗ ∩E(H) eine U¨berdeckung von H . Da T ′ bzw. E(H)− I eine minimale U¨berdeckung von
G′ bzw. von H ist, folgt |T ∗ ∩ E(G′)| ≥ |T ′| und |T ∗ ∩ E(H)| ≥ |E(H) − I|, woraus sich
|T ∗| ≥ |T | ergibt. Insgesamt haben wir gezeigt, daß T eine minimale U¨berdeckung von G
ist. ‖
Aus diesem Reduktionssatz ergeben sich einige interessante Folgerungen. Die Bekannteste
du¨rfte ein Ergebnis von Daykin und Ng [1] aus dem Jahre 1966 sein.
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Folgerung 9.5 (Daykin, Ng [1] 1966). Besitzt der Graph G eine Endecke, und entsteht
bei jedem Reduktionsschritt wieder ein Graph mit einer Endecke, so erha¨lt man mit Hilfe des
Reduktionssatzes sehr schnell eine minimale U¨berdeckung. Denn ist a eine Endecke und x die
Nachbarecke, so wende man den Reduktionssatz auf den von diesen beiden Ecken induzierten
Graphen H = K2 und I = {a} an. Unsere Voraussetzungen sind z.B. dann erfu¨llt, wenn G
ein Wald ist, oder wenn jeder Kreis mit einer Endkante inzidiert.
Folgerung 9.6. Liegt die Situation aus Folgerung 9.5 vor, und sind e1, e2, . . . , eq die End-
ecken aus jedem Reduktionsschritt und a1, a2, . . . , aq die zugeho¨rigen adjazenten Ecken,
so ist T (G) = {a1, a2, . . . , aq} natu¨rlich eine minimale U¨berdeckung von G und M(G) =
{a1e1, a2e2, . . . , aqeq} ein Matching von G, daß die Gleichung |M(G)| = |T (G)| erfu¨llt. Somit
ist M(G) nach Satz 9.2 ii) ein maximales Matching. Daher erhalten wir in diesem Fall direkt
und sehr schnell gleichzeitig eine minimale U¨berdeckung und ein maximales Matching von
G.
Folgerung 9.7 (Algorithmus fu¨r Blockgraphen). Sei G ein Blockgraph. Ist B ein End-
block von G, so existiert eine Ecke a ∈ E(B), die nur zu Ecken aus B adjazent ist. Daher
la¨ßt sich der Reduktionssatz auf G mit H = B und I = {a} anwenden. Aus der Tatsache,
daß G − E(H) wieder ein Blockgraph ist, ergibt sich daher ein schneller Algorithmus fu¨r
minimale U¨berdeckungen in Blockgraphen.
Definition 9.5. Es sei C = x0x1 . . . xrx0 ein Kreis eines schlichten Graphen G. Ist xixj ∈
K(G) mit 1 < |i − j| < r, so heißt die Kante xixj Sehne oder Diagonale des Kreises C.
Einen schlichten Graphen G nennt man trianguliert oder chordal, wenn jeder Kreis mit min-
destens 4 Ecken eine Sehne besitzt, d,h. G entha¨lt keinen Kreis Cp mit p ≥ 4 als induzierten
Teilgraphen.
Bemerkung 9.3. Jeder induzierte Teilgraph eines triangulierten Graphen ist wieder ein
triangulierter Graph.
Auch fu¨r die Klasse der triangulierten Graphen, die die Blockgraphen umfaßt, ist ein
polynomialer Algorithmus zur Bestimmung der Eckenu¨berdeckungszahl bekannt (man vgl.
z.B. Golumbic [1]).
9.3 Perfekte Graphen
Definition 9.6. Es sei G ein schlichter Graph. Einen vollsta¨ndigen Teilgraphen H von G
nennt man Clique. Eine Clique H von G heißt gesa¨ttigt, wenn keine Clique H ′ von G existiert
mit E(H) ⊆ E(H ′) und E(H) 6= E(H ′). Falls eine Ecke s ∈ E(G) in genau einer gesa¨ttigten
Clique H von G enthalten ist, also N [s,G] = E(H) gilt, so bezeichnet man s als simpliziale
Ecke in G und nennt dann H Simplex von G.
Eine Clique maximaler Ordnung p von G heißt maximale Clique, und p = ω(G) ist die
Cliquenzahl von G.
Sind H1, H2, . . . , Hq Cliquen von G mit
⋃q
i=1E(Hi) = E(G) und E(Hi) ∩ E(Hj) = ∅
fu¨r 1 ≤ i < j ≤ q, so nennen wir H = {H1, H2, . . . , Hq} eine Cliquenzerlegung von G. Die
minimale Anzahl der Cliquen, in die man G zerlegen kann, ist die Cliquenzerlegungszahl
θ(G).
Bemerkung 9.4. Ist G ein schlichter Graph undH eine maximale Clique von G, so ist E(H)
in G eine maximale unabha¨ngige Eckenmenge und umgekehrt, also ω(G) = α(G). Ist H eine
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Cliquenzerlegung von G, so ist H in G eine Zerlegung von E(G) in disjunkte unabha¨ngige
Eckenmengen von G und umgekehrt. Bezeichnen wir die minimale Anzahl disjunkter un-
abha¨ngiger Eckenmengen, in die man die Eckenmenge eines Graphen G zerlegen kann, mit
χ = χ(G) (man vgl. Definition 12.1 der chromatischen Zahl χ(G) und Bemerkung 12.2), so
gilt θ(G) = χ(G).
Satz 9.11. Es sei G ein schlichter Graph.
i) Es gilt α(G) ≤ θ(G).
ii) Es gilt ω(G) ≤ χ(G).
iii) Ist I0 eine unabha¨ngige Eckenmenge und H0 eine Cliquenzerlegung von G mit |I0| =
|H0|, so ist I0 maximal und H0 minimal.
Beweis. i) Fu¨r jede unabha¨ngige Menge I und jede Cliquenzerlegung H = (H1, H2, . . . , Hq)
gilt |I ∩ E(Hi)| ≤ 1 fu¨r i = 1, 2, . . . , q, woraus das gewu¨nschte Resultat folgt.
ii) Ungleichung i) angewandt auf das Komplement G liefert gemeinsam mit Bemerkung 9.4
die behauptete Ungleichung.
iii) Aus i) ergibt sich
|I0| ≤ α(G) ≤ θ(G) ≤ |H0| = |I0|,
womit auch iii) bewiesen ist. ‖
Definition 9.7. Ein schlichter Graph G wird perfekt genannt, wenn χ(H) = ω(H) fu¨r jeden
induzierten Teilgraphen H von G gilt. Ist ein schlichter Graph G nicht perfekt, so heißt G
minimal imperfekt, wenn G− v fu¨r alle v ∈ E(G) perfekt ist.
Bemerkung 9.5. Ist G ein minimal imperfekter Graph, so gilt χ(H) = ω(H) fu¨r jeden
induzierten Teilgraphen H 6= G und daher wegen Satz 9.11 ii) dann χ(G) ≥ ω(G) + 1.
Das Konzept der perfekten Graphen wurde 1960 von Berge [3] entwickelt, der gleichzeitig
die Vemutung aussprach, daß ein Graph G genau dann perfekt ist, wenn sein Komplement G
perfekt ist. Diese als Perfect Graph Conjecture bekannt gewordene Vermutung wurde 1972
durch Lova´sz [2] bewiesen (man vgl. auch Lova´sz [5]), der damit das Perfect Graph Theorem
schuf. Beim Beweis des Perfect Graph Theorems folgen wir einer Idee von Gasparian [1].
Satz 9.12 (Lova´sz [2] 1972). Ist G ein minimal imperfekter Graph, so gilt die Identita¨t
n(G) = α(G)ω(G) + 1.
Beweis (Gasparian [1] 1996). Ist v eine beliebige Ecke von G, so erha¨lt man
n(G) = n(G− v) + 1 ≤ α(G− v)χ(G− v) + 1 = α(G− v)ω(G− v) + 1 ≤ α(G)ω(G) + 1.
Fu¨r den Beweis der umgekehrten Ungleichung verwenden wir auch die Abku¨rzungen
α(G) = α, ω(G) = ω und n(G) = n. Ist S eine beliebige unabha¨ngige Eckenmenge von
G, so ergibt sich aus Bemerkung 9.5 ω(G− S) = χ(G− S) ≥ χ(G)− 1 ≥ ω(G) und daher
ω(G− S) = χ(G− S) = ω(G). (9.3)
Wa¨hlen wir eine maximale unabha¨ngige Eckenmenge S0 = {a1, a2, . . . , aα} von G, so gibt es
wegen (9.3) mit S = {ai} eine Zerlegung von E(G− ai) in ω unabha¨ngige Eckenmengen
S(i−1)ω+1, S(i−1)ω+2, . . . , Siω.
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fu¨r alle i ∈ {1, 2, . . . , α}. Damit haben wir insgesamt αω + 1 unabha¨ngige Eckenmengen
S0, S1, . . . , Sαω definiert. Nun seien Q0, Q1, . . . , Qαω Cliquen der Ordnung ω in G − Si fu¨r
0 ≤ i ≤ αω, die wegen (9.3) tatsa¨chlich existieren.
Ist E(G) = {v1, v2, . . . , vn}, so sei A die (αω + 1) × n-Matrix mit den Zeilenvektoren ai,
die die Eintra¨ge 1 haben falls vj ∈ Si und 0 sonst, und B sei die n × (αω + 1)-Matrix mit
den Spaltenvektoren bi, die die Eintra¨ge 1 haben falls vj ∈ Qi und 0 sonst fu¨r 1 ≤ j ≤ n und
0 ≤ i ≤ αω.
Ist Q eine beliebige Clique der Ordnung ω von G, so zeigen wir nun, daß E(Q)∩Si = ∅ fu¨r
genau ein i ∈ {0, 1, . . . , αω} gilt. Ist E(Q)∩ S0 = ∅, so folgt aus (9.3) sofort |E(Q)∩ Si| = 1
fu¨r alle 1 ≤ i ≤ αω. Ist E(Q) ∩ S0 6= ∅, also E(Q) ∩ S0 = {ap} fu¨r ein p ∈ {1, 2, . . . , α}, so
ergibt sich E(Q) ∩ Si = ∅ fu¨r genau ein i mit (p− 1)ω + 1 ≤ i ≤ pω. Da nun die Ecken aus
S0 − ap nicht zu Q geho¨ren ko¨nnen, erkennt man, daß |E(Q) ∩ Sj| = 1 fu¨r alle j 6= i mit
0 ≤ j ≤ αω gelten muß.
Da Qi und Si nach Definition eckendisjunkt sind, ergibt sich sofort ai · bi = 0 und daher
nach obigen U¨berlegungen ai · bj = 1 fu¨r i 6= j. Dies impliziert
AB =


0 1 1 · · · 1 1
1 0 1 · · · 1 1
1 1 0 · · · 1 1
...
...
...
...
...
1 1 1 · · · 1 0

 .
Man erkennt ohne große Mu¨he, daß die rechte Matrix regula¨r ist und damit den Rang
r(AB) = αω + 1 besitzt. Daraus ergibt
αω + 1 = r(AB) ≤ min{r(A), r(B)} ≤ r(A) ≤ min{n, αω + 1}
und damit die gewu¨nschte Ungleichung αω + 1 ≤ n. ‖
Folgerung 9.8. Ein schlichter Graph ist genau dann perfekt, wenn n(H) ≤ α(H)ω(H) fu¨r
jeden induzierten Teilgraphen H von G gilt.
Beweis. Ist G perfekt, so folgt fu¨r jeden induzierten Teilgraphen H die gewu¨nschte Unglei-
chung n(H) ≤ α(H)χ(H) = α(H)ω(H).
Gilt umgekehrt n(H) ≤ α(H)ω(H) fu¨r jeden induzierten Teilgraphen H von G, so muß G
wegen Satz 9.12 perfekt sein. ‖
Satz 9.13 (Perfect Graph Theorem, Lova´sz [2] 1972). Ist G ein schlichter Graph, so
ist G genau dann perfekt, wenn G perfekt ist.
Beweis. Aufgrund der Identita¨t G = G genu¨gt es zu zeigen, daß aus der Perfektheit von G
die von G folgt.
Ist H ein induzierter Teilgraph von G, so gilt α(H) = ω(H) und ω(H) = α(H). Da H
auch ein induzierter Teilgraph von G ist, ergibt sich aus Folgerung 9.8 n(H) ≤ α(H)ω(H)
und damit sofort n(H) = n(H) ≤ ω(H)α(H). Nochmals Folgerung 9.8 angewandt, liefert
die Perfektheit von G. ‖
Wegen ω(G) = α(G) und θ(G) = χ(G) ergibt sich aus Satz 9.13 unmittelbar das na¨chste
Resultat.
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Folgerung 9.9. Ein schlichter Graph ist genau dann perfekt, wenn α(H) = θ(H) fu¨r jeden
induzierten Teilgraphen H gilt.
Satz 9.14. Jeder schlichte und bipartite Graph G ist perfekt.
Beweis. Wegen der Tatsache, daß jeder induzierte Teilgraph eines bipartiten Graphen wieder
bipartit ist, genu¨gt es wegen Folgerung 9.9 α(G) = θ(G) nachzuweisen.
Da G bipartit ist, besitzt jede Clique von G ho¨chstens zwei Ecken. Besteht nun eine
minimale Cliquenzerlegung H0 von G aus r Cliquen der Ordnung zwei und s Cliquen der
Ordnung eins, so ist θ(G) = r+ s und 2r+ s = n(G). Da H0 minimal ist, bilden die Kanten
aus H0 ein maximales Matching von G, womit r = α0(G) gilt. Daher folgt mit dem Satz von
Ko˝nig (Satz 9.3) r = β(G). Beachten wir noch Satz 9.1 ii), so ergibt sich insgesamt
θ(G) = n(G)− r = n(G)− β(G) = α(G). ‖
Hilfssatz 9.1. Es sei G ein schlichter Graph und H 6= G ein Simplex von G. Dann gilt
θ(G− E(H)) = θ(G)− 1.
Beweis. Es sei s ∈ E(H) eine simpliziale Ecke und H = {H1, H2, . . . , Hq} eine minima-
le Cliquenzerlegung von G. Es gelte o.B.d.A. s ∈ E(H1). Da H gesa¨ttigt ist und damit
N [s,G] = E(H) gilt, folgt notwendig E(H1) ⊆ E(H). Setzen wir G′ = G − E(H) und
H ′i = Hi ∩ G′ fu¨r alle i = 2, 3, . . . , q, so ist H′ = {H ′2, H ′3, . . . , H ′q} eine Cliquenzerlegung
von G′, womit wir θ(G−E(H)) ≤ θ(G)− 1 gezeigt haben. Da die umgekehrte Ungleichung
θ(G− E(H)) ≥ θ(G)− 1 leicht einzusehen ist, haben wir den Hilfssatz bewiesen. ‖
Im Jahre 1958 bewiesen Hajna´l und Sura´nyi [1], daß die triangulierten Graphen perfekt
sind. Zum Beweis dieser Aussage beno¨tigen wir einige Eigenschaften triangulierter Graphen,
die wir zuna¨chst vorstellen wollen. Die Hilfssa¨tze 9.2 und 9.3 stammen von Duchet [1],
Folgerung 9.10 von Preissmann [1] und der Charakterisierungssatz 9.15 von Frank und Kas
(man vgl. dazu Frank [1]).
Hilfssatz 9.2 (Duchet [1] 1984). Es sei G ein triangulierter Graph und a, b zwei nicht
adjazente Nachbarn der Ecke u. Ist der Weg W = x1x2 . . . xp−1xp ein induzierter Teilgraph
von G mit a = x1 und b = xp, der die Ecke u nicht entha¨lt, so sind alle Ecken des Weges W
Nachbarn von u.
Beweis. Angenommen, es existiert eine Ecke xi ∈ E(W ), die kein Nachbar von u ist. Dann
sei j ∈ {2, 3, . . . , p−1} der kleinste Index mit dieser Eigenschaft und l ∈ {j+1, j+2, . . . , p}
der kleinste Index mit xl ∈ N(u,G). Nun ist uxj−1xj . . . xlu ein induzierter Kreis der La¨nge
gro¨ßer als drei in G, was der Voraussetzung widerspricht, daß G trianguliert ist. ‖
Hilfssatz 9.3 (Duchet [1] 1984). Es sei G ein triangulierter Graph und H eine gesa¨ttigte
Clique von G. Ist Q ein zusammenha¨ngender induzierter Teilgraph von G−E(H), so existiert
in H eine Ecke s mit N(s,G) ∩ E(Q) = ∅.
Beweis. Da H eine gesa¨ttigte Clique in G ist, gibt es eine Ecke x in Q und eine Ecke y in
H , die nicht adjazent sind. Nun sei R ein induzierter Teilgraph von Q maximaler Ordnung
mit der Eigenschaft, daß R zusammenha¨ngend ist und eine Ecke s ∈ E(H) existiert mit
N(s,G) ∩ E(R) = ∅. Ist R 6= Q, so gibt es in Q − E(R) eine Ecke a mit a ∈ N(E(R), G).
Aus der Maximalita¨t von |E(R)| folgt a ∈ N(s,G). Da H eine gesa¨ttigte Clique ist, existiert
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in H eine Ecke b 6= s, die zu a nicht adjazent ist. Die Wahl von R und a zeigt aber, daß
b einen Nachbarn in R besitzt. Daher ko¨nnen wir einen ku¨rzesten Weg W = y1y2 . . . yq−1yq
von a = y1 nach b = yq wa¨hlen, der zusa¨tzlich die Bedingung yi ∈ E(R) fu¨r i = 2, 3, . . . , q−1
erfu¨llt. Dann ist W ein induzierter Teilgraph von G, der die Ecke s nicht entha¨lt. Neben a
ist aber auch b ein Nachbar von s, womit uns Hilfssatz 9.2 den Widerspruch y2 ∈ N(s,G)
liefert. ‖
Als unmittelbare Folgerung aus dem Hilfssatz 9.3 ergibt sich ein neueres Ergebnis von
Preissmann [1].
Folgerung 9.10 (Preissmann [1] 1990). Es sei G ein zusammenha¨ngender und triangu-
lierter Graph und H eine gesa¨ttigte Clique von G. Dann ist der Graph G − E(H) nicht
zusammenha¨ngend, oder H ist ein Simplex von G.
Satz 9.15 (Frank-Kas, Frank [1] 1975). Ein schlichter Graph G ist genau dann tri-
anguliert, wenn jeder induzierte Teilgraph von G entweder eine Clique ist oder zwei nicht
adjazente simpliziale Ecken entha¨lt.
Beweis. Ist G nicht trianguliert, so besitzt G einen Kreis Cp mit p ≥ 4 als induzierten
Teilgraphen. Dieser induzierte Teilgraph ist weder eine Clique noch entha¨lt er eine simpliziale
Ecke.
Fu¨r die Umkehrung sei G ein triangulierter Graph, und wir nehmen an, daß G einen in-
duzierten (und damit triangulierten) Teilgraphen G∗ entha¨lt, der weder eine Clique ist noch
zwei nicht adjazente simpliziale Ecken entha¨lt. Unter allen induzierten Teilgraphen mit die-
sen Eigenschaften sei G∗ von minimaler Ordnung. Dann existieren in G∗ mindestens zwei
verschiedene gesa¨ttigte Cliquen H1 und H2. Wegen unserer Annahme entha¨lt mindestens
eine der beiden Cliquen H1 oder H2, sagen wir H1, keine simpliziale Ecke von G
∗. Daher ist
G∗−E(H1) nach Folgerung 9.10 nicht zusammenha¨ngend. Sind G1 und G2 zwei Zusammen-
hangskomponenten von G∗−E(H1), so sind die durch E(G1)∪E(H1) bzw. E(G2)∪E(H1)
induzierten Teilgraphen G∗1 bzw. G
∗
2 trianguliert und keine Cliquen. Aufgrund der Minima-
lita¨t von |E(G∗)| enthalten G∗1 und G∗2 jeweils zwei nicht adjazente simpliziale Ecken. Dabei
liegt mindestens eine simpliziale Ecke si von G
∗
i in Gi fu¨r i = 1, 2. Da G1 und G2 Zusam-
menhangskomponenten von G∗−E(H1) sind, folgt, daß s1 und s2 auch zwei nicht adjazente
simpliziale Ecken von G∗ sind. Mit diesem Widerspruch ist der Satz vollsta¨ndig bewiesen. ‖
Satz 9.16 (Hajna´l, Sura´nyi [1] 1958). Jeder schlichte und triangulierter Graph G ist
perfekt.
Beweis. Da jeder induzierte Teilgraph eines triangulierten Graphen wieder trianguliert ist,
genu¨gt es wegen Folgerung 9.9 α(G) = θ(G) nachzuweisen.
Nach Satz 9.11 i) gilt fu¨r jeden schlichten Graphen F die Ungleichung α(F ) ≤ θ(F ). Ist
die Aussage des Satzes nicht richtig, so sei G∗ ein triangulierter Graph minimaler Ordnung
mit α(G∗) < θ(G∗). Nach Satz 9.15 besitzt G∗ eine simpliziale Ecke s. Damit ist s in einem
Simplex H von G∗ enthalten, und nach Hilfssatz 9.1 gilt dann einerseits θ(G∗ − E(H)) =
θ(G∗) − 1. Andererseits folgt aus dem Reduktionssatz (Satz 9.10) sofort α(G∗ − E(H)) =
α(G∗)−1. Insgesamt erhalten wir daraus α(G∗−E(H)) < θ(G∗−E(H)), was der Minimalita¨t
von |E(G∗)| widerspricht. ‖
Definition 9.8. Wir nennen einen Graphen P4-frei, falls er keinen Weg der La¨nge drei als
induzierten Teilgraphen entha¨lt.
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Satz 9.17 (Seinesche [1] 1974). Jeder schlichte und P4-freie Graph G ist perfekt.
Beweis. Wir beweisen den Satz o.B.d.A. fu¨r zusammenha¨ngende Graphen G, wobei das
Resultat fu¨r 1 ≤ n(G) ≤ 3 sofort einzusehen ist. Daher betrachten wir im folgenden nur
noch Graphen mit mindestens vier Ecken. Ist G ein P4-freier Graph, so ist sein Komplement
G ebenfalls P4-frei.
Zuna¨chst zeigen wir, daß das Komplement eines zusammenha¨ngenden P4-freien Graphen
der Ordnung n(G) ≥ 4 nicht zusammenha¨ngend ist. Fu¨r n(G) = 4 ist leicht zu sehen, daß
diese Aussage richtig ist. Angenommen, G∗ ist ein zusammenha¨ngender P4-freier Graph mi-
nimaler Ordnung n(G∗) ≥ 5, dessen Komplement G∗ zusammenha¨ngend ist. Nach Satz 1.10
existiert in G∗ eine Ecke v, so daß H = G∗ − v zusammenha¨ngend bleibt. Da H natu¨rlich
auch P4-frei ist, kann H nach unserer Annahme nicht zusammenha¨ngend sein, womit v eine
Schnittecke von G∗ ist. Da G∗ zusammenha¨ngend ist, existiert in H eine Ecke a die in G∗
den Abstand 2 zur Ecke v hat. Ist b ein gemeinsamer Nachbar von a und v in G∗, so liegen
a und b in einer Komponente H1 von H. Ist H2 eine weitere Komponente von H, so sei
c ∈ E(H2) ein Nachbar von v in G∗. Nun ist aber der Weg abvc ein induzierter Teilgraph in
G∗, was der Tatsache widerspricht, daß G∗ auch P4-frei ist.
Angenommen, G′ ist ein zusammenha¨ngender P4-freier nicht perfekter Graph minimaler
Ordnung. Dann ist G′ ebenfalls P4-frei aber nicht zusammenha¨ngend. Aufgrund der Mi-
nimalita¨t des Graphen G′ ist jede Zusammenhangskomponente von G′ und somit auch G′
perfekt. Nach dem Perfect Graph Theorem von Lova´sz ist dann G′ = G′ perfekt, was unserer
Annahme widerspricht. ‖
Eine weitere interessante Klasse perfekter Graphen ist die der transitiv orientierbaren
Graphen, die die schlichten bipartiten Graphen entha¨lt.
Definition 9.9. Ein schlichter GraphG heißt transitiv orientierbar, fallsG eine Orientierung
D besitzt, die die folgende Bedingung erfu¨llt:
Ist (x, y) ∈ B(D) und (y, z) ∈ B(D), so gilt (x, z) ∈ B(D)
Beispiel 9.2. Der skizzierte Graph G ist nicht transitiv orientierbar. Denn orientiert man
das Dreieck o.B.d.A. in der angegebenen Form, so kann man zwar den Kanten ab und cd
noch die dargestellte Orientierung geben, aber fu¨r die Kante ef gibt es keine vertra¨gliche
Richtung.
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Satz 9.18 (Dilworth [1] 1950). Jeder transitiv orientierbare Graph G ist perfekt.
Beweis. Jeder induzierte Teilgraph eines transitiv orientierbaren Graphen ist wieder transitiv
orientierbar. Daher ist es hinreichend ω(G) = χ(G) fu¨r einen beliebigen transitiv orientier-
baren Graphen G zu zeigen.
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Nun sei D eine Orientierung von G, die der Bedingung aus Definition 9.9 genu¨gt. Ist
v eine Ecke von D und Wv ein la¨ngster orientierter Weg in D mit der Anfangsecke v,
so definieren wir eine Gewichtsfunktion h : E(D) −→ N durch h(v) = |E(Wv)|. Nach
Definition 9.9 entha¨lt D keinen orientierten Kreis und der von E(Wv) induzierte Teildi-
graph ist ein transitives Turnier der Ordnung h(v) (man vgl. dazu auch Abschnitt 5.1). Ist
p = max {h(v)|v ∈ E(G)}, so gibt es in D ein transitives Turnier der Ordnung p, womit
in G eine Clique der Ordnung p existiert. Es gilt sogar ω(G) = p, denn ga¨be es in G eine
Clique der Ordnung p+ 1, so wa¨re durch diese in D ein Turnier der Ordnung p+ 1 als Teil-
digraph definiert. Dieses Turnier enthielte nach Satz 5.1 (Satz von Re´dei) einen orientierten
Hamiltonschen Weg W mit einer Startecke a. Im Widerspruch zu h(a) ≤ p wa¨re dann aber
h(a) ≥ p+ 1.
Sind in D zwei Ecken x und y durch einen Bogen (x, y) verbunden, so ergibt sich aus
Definition 9.9 sofort h(x) > h(y). Daher bilden alle Ecken vom gleichen Gewicht eine un-
abha¨ngige Eckenmenge in G. Damit liefert uns die Gewichtsfunktion h eine Zerlegung der
Eckenmenge E(G) in p disjunkte unabha¨ngige Eckenmengen, woraus sich χ(G) ≤ p = ω(G)
ergibt. Da nach Satz 9.11 ii) auch die umgekehrte Ungleichung ω(G) ≤ χ(G) gilt, haben wir
die gewu¨nschte Identita¨t ω(G) = χ(G) nachgewiesen. ‖
Bemerkung 9.6. Fu¨r p = 2, 3, . . . u¨berlegt man sich ohne gro¨ßere Mu¨he α(C2p+1) = p <
p + 1 = θ(C2p+1). Daher ist ein Graph sicher nicht perfekt, wenn er einen Kreis ungerader
La¨nge mit mindestens fu¨nf Ecken als induzierten Teilgraphen entha¨lt. Falls G einen Kreis
ungerader La¨nge ungleich dem Kreis C3 als induzierten Teilgraph entha¨lt, so sind nach dem
Perfect Graph Theorem von Lova´sz weder G noch G perfekt.
Diese Bemerkung ist mit der zweiten Vermutung von Berge [3] verbunden, welche in der
Literatur als Strong Perfect Graph Conjecture bekannt wurde.
Vermutung 9.1 (Strong Perfect Graph Conjecture (Berge [3] 1960). Ein Graph G
ist genau dann perfekt, wenn sowohl G als auch G keinen Kreis ungerader La¨nge, der vom
C3 verschieden ist, als induzierten Teilgraphen entha¨lt.
Fu¨r einige Spezialklassen, wie z.B. den planaren Graphen bzw. den klauenfreien Graphen,
ist diese Vermutung 1973 von Tucker [1] bzw. 1976 von Parthasarathy und Ravindra [1]
bewiesen worden.
In der 180 Seiten langen Arbeit mit dem Titel “The strong perfect graph theorem” von
M. Chudnovsky, N. Robertson, P. Seymour und R. Thomas [1] aus dem Jahre 2006 wird
diese Vermutung vollsta¨ndig bewiesen.
Im Sinne von Duchet [1] wurden in diesem Abschnitt die sogenannten klassischen perfekten
Graphen untersucht. Damit sind solche Graphenklassen gemeint, bei denen die induzierten
Teilgraphen ebenfalls zu der Klasse der Ausgangsgraphen geho¨ren.
Mit den wichtigen algorithmischen Aspekten der perfekten Graphen bescha¨ftigen sich die
Bu¨cher “Algorithmic Aspects of Perfect Graphs” von Golumbic [1] und “Effiziente Algo-
rithmen fu¨r Perfekte Graphen” von Simon [1]. Im Jahre 2005 entwickelten Chudnovsky,
Cornue´jols, Liu, Seymour und Vusˇkovic´ [1] einen Algorithmus der Komplexita¨t O(n9), der
entscheidet, ob ein Graph G oder G einen Kreis ungerader La¨nge, der vom C3 verschieden ist,
als induzierten Teilgraphen entha¨lt. Damit lo¨sten diese Autoren ein lange offenes Problem.
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9.4 Der Satz von Tura´n
In diesem Abschnitt behandeln wir das folgende graphentheoretische Problem. Wieviel Kan-
ten kann ein schlichter Graph G der Ordnung n maximal besitzen, wenn er keine Clique der
Ordnung r + 1 entha¨lt, also ω(G) ≤ r gilt?
Liegt ein r-partiter Graph G mit der Partition E1, E2, . . . , Er vor, so gilt sicher ω(G) ≤ r,
denn unter jeweils r+1 Ecken befinden sich mindestens zwei, die nicht adjazent sind. Daher
hat der gesuchte extremale Graph mindestens so viele Kanten wie jeder schlichte, r-partite
Graph der Ordnung n. Wir zeigen zuna¨chst, daß unter allen diesen r-partiten Graphen genau
einer maximaler Gro¨ße existiert, na¨mlich der vollsta¨ndgige r-partite Graph mit ||Ei|−|Ej || ≤
1 fu¨r alle 1 ≤ i, j ≤ r.
Daß dieser sogenannte Tura´nsche Graph Tr(n) wirklich die maximale Anzahl von Kanten
entha¨lt, ist leicht einzusehen. Denn nehmen wir einmal an, daß es zwei Eckenmengen Ei und
Ej gibt mit
ni = |Ei| ≥ |Ej |+ 2 = nj + 2.
Transformiert man eine Ecke aus Ei nach Ej hinu¨ber, so wu¨rde sich die Kantenzahl um
ni − 1− nj ≥ 1 erho¨hen.
Fu¨r den Tura´nschen Graphen Tr(n) gilt |Ei| = bn+i−1r c fu¨r i = 1, 2, . . . , r. Denn ist n =
sr + t mit s, t ∈ N0 und t < r, so gilt
r∑
i=1
⌊
n + i− 1
r
⌋
= sr +
r∑
i=1
⌊
t+ i− 1
r
⌋
= sr + t.
Ferner erkennt man bn
r
c = |E1| ≤ |E2| ≤ · · · ≤ |Er| = bn−1r c + 1, womit fu¨r alle 1 ≤ i, j ≤ r
die Bedingung ||Ei| − |Ej || ≤ 1 erfu¨llt ist.
Der Satz von Tura´n gibt eine Antwort auf die oben gestellte Frage und zeigt, daß die
schlichten Graphen G mit maximaler Kantenzahl und ω(G) ≤ r genau die Tura´nschen
Graphen Tr(n) sind. Zum Beweis dieses Satzes benutzen wir folgendes Resultat von Erdo˝s.
Satz 9.19 (Erdo˝s [3] 1970). Es sei G ein schlichter Graph der Ordnung n. Ist ω(G) ≤ r,
so existiert ein vollsta¨ndiger r-partiter Graph H mit E(H) = E(G) = E, so daß fu¨r jede
Ecke x ∈ E gilt:
d(x,G) ≤ d(x,H) (9.4)
Ist G kein vollsta¨ndiger r-partiter Graph, so existiert mindestens eine Ecke x, fu¨r die in (9.4)
nicht die Gleichheit steht.
Beweis. Wir fu¨hren den Beweis durch Induktion nach r. Fu¨r r = 1 ist der Satz richtig, da
G dann ein Nullgraph ist. Es sei nun r ≥ 2 und G ein schlichter Graph mit ω(G) ≤ r. Wir
wa¨hlen eine Ecke a maximalen Grades ∆ = ∆(G) und setzen G1 = G[N(a,G)]. Da G keine
Clique der Ordnung r + 1 entha¨lt, besitzt G1 keine Clique der Ordnung r. Daher ko¨nnen
wir nach Induktionsvoraussetzung G1 durch einen vollsta¨ndigen (r − 1)-partiten Graphen
H1 ersetzen, so daß d(x,G1) ≤ d(x,H1) fu¨r alle x ∈ E1 = E(G1) = N(a,G) gilt. Setzen wir
E2 = E −E1 und bezeichnen mit H2 den Nullgraphen, der aus der Eckenmenge E2 besteht,
so definieren wir H durch H = H1 +H2.
Nach Konstruktion ist H ein r-partiter Graph mit E(H) = E(G). Weiter gilt fu¨r x ∈ E2
d(x,H) = |E1| = d(a,G) = ∆ ≥ d(x,G)
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und fu¨r x ∈ E1
d(x,H) = d(x,H1) + |E2| ≥ d(x,G1) + |E2| ≥ d(x,G), (9.5)
womit (9.4) bewiesen ist.
Ist d(x,G) = d(x,H) fu¨r alle x ∈ E, so folgt aus (9.5) sofort d(x,H1) = d(x,G1) fu¨r alle
x ∈ E1, woraus wir zusammen mit dem Handschlaglemma m(G) = m(H) und m(G1) =
m(H1) erhalten. Nach Induktionsvoraussetzung ist dann G1 ein vollsta¨ndiger (r−1)-partiter
Graph. Weiter folgt aus d(x,G) = d(x,G1) + |E2| sofort mG(E1, E2) = |E1||E2|, woraus wir
mG(E1, E2) = |E1||E2| = mH(E1, E2)
erhalten. Insgesamt ergibt sich schließlich
m(G[E2]) = m(H [E2]) = 0,
womit auch G ein vollsta¨ndiger r-partiter Graph ist. ‖
Satz 9.20 (Tura´n [1] 1941). Ist G ein schlichter Graph der Ordnung n mit der Cliquenzahl
ω(G) ≤ r, so gilt
m(G) ≤ m(Tr(n)). (9.6)
Es gilt genau dann m(G) = m(Tr(n)), wenn G isomorph zum Tura´nschen Graphen Tr(n)
ist.
Beweis. Nach Satz 9.19 gibt es einen vollsta¨ndigen r-partiten Graphen H , der (9.4) erfu¨llt.
Dann liefert das Handschlaglemma sofort m(G) ≤ m(H), woraus zusammen mit unserer
Vorbetrachtung die Ungleichung (9.6) folgt.
Gilt nun m(G) = m(Tr(n)), so liefert Satz 9.19 d(x,G) = d(x,H) fu¨r alle x ∈ E. Denn
aus d(v,G) < d(v,H) fu¨r ein v ∈ E folgt mit (9.4) und der Vorbetrachtung der Widerspruch
m(Tr(n)) = m(G) < m(H) ≤ m(Tr(n)).
Damit ist G nach Satz 9.19 ein vollsta¨ndiger r-partiter Graph, der dann wegen der Vorbe-
trachtung notwendig isomorph zum Tura´nschen Graphen Tr(n) sein muß.
Ist G isomorph zu Tr(n), so gilt in (9.6) natu¨rlich die Gleichheit. ‖
Setzen wir Tn,r = T r(n), so besteht dieser Graph aus r disjunkten vollsta¨ndigen Graphen
der Ordnung bn+i−1
r
c fu¨r i = 1, 2, . . . , r. Benutzen wir Bemerkung 9.4, so ko¨nnen wir Satz 9.20
auf folgende komplementa¨re Form bringen.
Satz 9.21 (Tura´n [1] 1941). Ist G ein schlichter Graph der Ordnung n mit α(G) ≤ r, so
gilt
m(G) ≥ m(Tn,r). (9.7)
Es gilt genau dann m(G) = m(Tn,r), wenn G isomorph zum Tura´nschen Graphen Tn,r ist.
Wir wollen nun die Kantenzahl des Tura´nschen Graphen Tr(n) nach oben abscha¨tzen.
Satz 9.22. Ist G ein schlichter Graph der Ordnung n mit ω(G) ≤ r, so gilt
m(G) ≤ m(Tr(n)) ≤ r − 1
2r
n2. (9.8)
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Beweis. Aus Satz 9.20 folgt m(G) ≤ m(Tr(n)), womit wir nur noch die zweite Ungleichung
in (9.8) nachweisen mu¨ssen.
Es sei n = sr+ t mit 0 ≤ t ≤ r−1. Nach Konstruktion besteht dann der Tura´nsche Graph
Tr(n) aus t Partitionsmengen mit s + 1 Ecken und r − t Partitionsmengen mit s Ecken.
Daraus ergibt sich
2m(Tr(n)) = (n− s)s(r − t) + (n− (s+ 1))t(s+ 1)
= nrs− rs2 + nt− 2ts− t
= nr
n− t
r
− r (n− t)
2
r2
+ nt− 2tn− t
r
− t
= n2 − 1
r
(n− t)2 − 1
r
(2tn− 2t2)− t
=
1
r
(t2 + rn2 − rt− n2) := 1
r
g(t).
Da die Funktion g eine Parabel ist und 0 ≤ t ≤ r − 1 gilt, erhalten wir
2m(Tr(n)) ≤ 1
r
max{g(0), g(r− 1)}.
Wegen g(0) = (r − 1)n2 und g(r − 1) = (r − 1)(n2 − 1) folgt insgesamt die gewu¨nschte
Abscha¨tzung
2m(Tr(n)) ≤ r − 1
r
n2. ‖
Mit dem Satz von Tura´n begann ein Zweig der Graphentheorie, den man heute extremale
Graphentheorie nennt.
9.5 Aufgaben
Aufgabe 9.1. Es sei k eine Kante des Kn. Fu¨r n ≥ 3 bestimme man die U¨berdeckungszahl
von Kn − k.
Aufgabe 9.2. Man bestimme die U¨berdeckungszahl fu¨r einen vollsta¨ndigen p-partiten Gra-
phen.
Aufgabe 9.3. Fu¨r jeden schlichten Graphen G beweise man die Ungleichung β(G) ≥ δ(G).
Aufgabe 9.4. Ist G ein zusammenha¨ngender, bipartiter Graph mit der Bipartition A,B, so
gebe man Beispiele mit α(G) > max{|A|, |B|} an.
Aufgabe 9.5. Man zeige, daß ein Multigraph G genau dann bipartit ist, wenn α(H) ≥
1
2
n(H) fu¨r jeden Teilgraphen H von G gilt.
Aufgabe 9.6. Es seien G1 und G2 zwei disjunkte schlichte Graphen und Ii ⊆ E(Gi) un-
abha¨ngige Eckenmengen (i = 1, 2). Man zeige:
i) I1 × I2 ist eine unabha¨ngige Eckenmenge in G1 ∨G2.
ii) I1 × E(G2) und E(G1)× I2 sind unabha¨ngige Eckenmengen in G1 ∧G2.
Aufgabe 9.7. i) Ist G ein schlichter Graph mit m(G) > 1
4
n(G)2, so zeige man, daß G
ein Dreieck besitzt.
ii) Man gebe einen schlichten Graphen G ohne Dreiecke an, fu¨r den m(G) = 1
4
n(G)2 gilt.
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Aufgabe 9.8. Es sei Hn die Klasse aller schlichten Graphen H der Ordnung n(H) = n, die
keinen Weg der La¨nge 3 enthalten.
i) Welche Struktur haben die Komponenten? Man zeige µ(H) ≤ κ(H). Ist n nicht durch
3 teilbar, so beweise man µ(H) ≤ κ(H)− 1.
ii) Ist n durch 3 teilbar, so setze man rn = n und in den anderen Fa¨llen rn = n − 1. Zu
jedem n ∈ N gebe man einen Graphen Hn ∈ Hn mit m(Hn) = rn an.
iii) Ist H ∈ Hn, so zeige man m(H) ≤ rn.
Aufgabe 9.9. Ist G ein schlichter Kaktusgraph, so beweise man die Ungleichung µ(G) ≤
α0(G).
Aufgabe 9.10. Es sei G ein schlichter Kaktusgraph.
i) Besitzt G einen Kreis C der La¨nge L(C) ≥ 4, so beweise man die Ungleichung µ(G) <
α0(G).
ii) Besitzt G eine Bru¨cke, so zeige man µ(G) < α0(G).
Aufgabe 9.11. Es sei G ein nicht trivialer schlichter Kaktusgraph. Man zeige, daß genau
dann µ(G) = α0(G) gilt, wenn alle Blo¨cke von G Dreiecke sind.
Aufgabe 9.12. Ist G ein nicht trivialer schlichter Kaktusgraph, so zeige man µ(G) < β(G).
Aufgabe 9.13. Ein Graph G mit E(G) = {1, 2, . . . , n} heißt Intervallgraph , wenn eine
Menge von reellen Intervallen {I1, I2, . . . , In} existiert, so daß die Ecken i und j genau dann
adjazent in G sind, wenn Ii ∩ Ij 6= ∅ gilt. Zeigen Sie, daß jeder Intervallgraph G trianguliert
und dessen Komplement transitiv orientierbar ist.
Aufgabe 9.14. Es sei G ein triangulierter Hamiltonscher Graph. Man zeige, daß G Ecken-
panzyklisch ist.
Aufgabe 9.15. Ist G ein nicht trivialer triangulierter Block, so zeige manm(G) ≥ 2n(G)−3.
Aufgabe 9.16. Es sei G ein nicht trivialer Baum. Ist T eine Teilmenge der Eckenmenge von
G mit Γ(G) ⊆ T , so zeige man, daß T keine minimale U¨berdeckung von G ist.
Aufgabe 9.17. Es sei G ein schlichter Graph der Ordnung n. Man beweise:
i) θ(G) + ω(G) ≤ n+ 1.
ii) α(G) + α(G) ≤ n+ 1.
iii) ω(G) + ω(G) ≤ n+ 1.
iv) α(G) · α(G) ≤
⌈
n2+2n
4
⌉
.
Kapitel 10
Dominanz und Irredundanz
10.1 Abscha¨tzungen der Dominanzzahl
Definition 10.1. Ist G ein Graph, so heißt eine Teilmenge D ⊆ E(G) Dominanzmenge
von G oder dominant in G, wenn N [D,G] = E(G) gilt. Eine Dominanzmenge D von G
heißt minimale Dominanzmenge von G, wenn es keine Dominanzmenge D′ von G gibt mit
|D′| < |D|. Ist D eine minimale Dominanzmenge von G, so nennt man |D| = γ = γ(G)
Dominanzzahl von G.
Satz 10.1. Ist G ein Multigraph, so gilt:
i) Ist S eine maximale unabha¨ngige Eckenmenge in G, so ist S dominant in G. Daraus
folgt γ(G) ≤ α(G).
Besitzt G zusa¨tzlich keine isolierten Ecken, so gilt weiter:
ii) Ist T eine U¨berdeckung von G, so ist T dominant in G. Damit ergibt sich γ(G) ≤ β(G).
iii) Ist S eine unabha¨ngige Eckenmenge in G, so ist S = E(G)− S dominant in G.
iv) (Ore [5] 1962) Es ist 2γ(G) ≤ n(G).
Beweis. i) Es sei S eine maximale unabha¨ngige Eckenmenge. Wa¨re S keine Dominanzmenge
von G, so ga¨be es eine Ecke a mit a 6∈ N [S,G], womit S∪{a} eine unabha¨ngige Eckenmenge
wa¨re. Dies ist ein Widerspruch zur Maximalita¨t von S.
ii) Es sei T eine U¨berdeckung. Wir wollen zeigen, daß N(T ) ∪ T = E(G) gilt. Da G keine
isolierten Ecken und keine Schlingen besitzt, gibt es zu jeder Ecke x ∈ E(G)− T eine Kante
k = xy mit y 6= x. Nach Voraussetzung muß die Kante k mit einer Ecke aus T inzidieren.
Daraus folgt y ∈ T , also x ∈ N(T ), womit T eine Dominanzmenge ist.
iii) Ist S eine unabha¨ngige Eckenmenge, so ist S nach Satz 9.1 i) eine U¨berdeckung und
damit wegen ii) eine Dominanzmenge.
iv) Aus i), ii) und Satz 9.1 ii) folgt sofort die Ungleichung von Ore
2γ(G) = γ(G) + γ(G) ≤ α(G) + β(G) = n(G). ‖
Wegen 2α0 ≤ n wird die Ungleichung 2γ ≤ n von Ore durch die na¨chste Abscha¨tzung
verallgemeinert.
Satz 10.2 (Cockayne [2] 1978). Ist G ein Multigraph ohne isolierte Ecken, so gilt γ(G) ≤
α0(G).
174
10.1 Abscha¨tzungen der Dominanzzahl 175
Beweis. Es sei T ein Waldfaktor von G ohne isolierte Ecken. Da T bipartit ist und keine
isolierten Ecken besitzt, ergibt sich aus Satz 10.1 ii) und dem Satz von Ko˝nig (Satz 9.3)
γ(G) ≤ γ(T ) ≤ β(T ) = α0(T ) ≤ α0(G). ‖
Folgende Abscha¨tzung der Dominanzzahl von Payan [1] verbessert die Ungleichung von
Ore fu¨r δ ≥ 3.
Satz 10.3 (Payan [1] 1975). Ist G ein schlichter Graph ohne isolierte Ecken, so gilt
2γ(G) ≤ n(G) + 2− δ(G).
Beweis. Es sei x ∈ E(G) mit d(x) = δ = δ(G), B′ = E(G)−N [x], I die Menge der isolierten
Ecken von G[B′] und B = B′ − I. Ist A eine minimale Dominanzmenge von G[B], so gilt
nach der der Ungleichung von Ore (Satz 10.1) |A| ≤ |B|
2
, da G[B] keine isolierten Ecken
besitzt. Nun unterscheiden wir zwei F
a¨lle.
1. Fall: Es sei I = ∅. Dann ist A ∪ {x} eine Dominanzmenge von G und daher
γ(G) ≤ |A|+ 1 ≤ |B|
2
+ 1 =
n− δ − 1
2
+ 1 =
n+ 1− δ
2
.
2. Fall: Es sei I 6= ∅. Wa¨hlt man eine beliebige Ecke y ∈ N(x), so ist A ∪ {x, y} eine
Dominanzmenge von G und daher
γ(G) ≤ |B|
2
+ 2 =
n− |I| − δ − 1
2
+ 2 ≤ n− δ − 2
2
+ 2 =
n+ 2− δ
2
.
Da wir in beiden F
a¨llen die gew
u¨nschte Ungleichung erhalten haben, ist der Satz von Payan bewiesen. ‖
Fu¨r den Fall δ(G) ≥ 2 gaben McCuaig und Shepherd [1] 1989 folgende Verscha¨rfung der
Ungleichung von Ore, die wir hier ohne Beweis und ohne explizite Angabe der Ausnahme-
graphen – zu denen die Kreise der La¨nge 4 und 7 geho¨ren – erwa¨hnen wollen.
Satz 10.4 (McCuaig, Shepherd [1] 1989). Ist G ein schlichter, zusammenha¨ngender
Graph mit δ(G) ≥ 2, und geho¨rt G nicht zu einer Familie von sieben Ausnahmegraphen, so
gilt
γ(G) ≤ 2
5
n(G).
Ist δ(G) ≥ 3, so hat Reed [1] gezeigt, daß man Satz 10.4 weiter verbessern kann. Auch
dieses Ergebnis geben wir ohne Beweis an.
Satz 10.5 (Reed [1] 1996). Ist G ein schlichter Graph mit δ(G) ≥ 3, so gilt
γ(G) ≤ 3
8
n(G).
Fu¨r schlichte und 3-regula¨re Graphen G vermutete Reed [1] sogar die bessere Schranke
γ(G) ≤ n(G)/3. Diese Vermutung wurde 2005 durch Kostochka und Stodolsky [1] widerlegt,
denn sie konstruierten einen zusammenha¨ngenden, schlichten und 3-regula¨ren Graphen H
der Ordnung 60 mit γ(H) = 21.
Nun wollen wir eine Abscha¨tzung der Dominanzzahl herleiten, aus der das Ergebnis von
Payan (Satz 10.3) sofort folgt.
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Hilfssatz 10.1 (Flach, Volkmann [2] 1990). Es sei G ein schlichter Graph ohne isolierte
Ecken, E0 ⊆ E(G) und G0 = G[E0]. Ist I0 die Menge der isolierten Ecken von G − E0 und
G1 = G[E0 ∪ I0], so gilt
2γ(G) ≤ n(G)− |E0|+ 2γ(G1)− |I0|. (10.1)
Beweis. Es gilt natu¨rlich
2γ(G) ≤ 2γ(G1) + 2γ(G− (E0 ∪ I0)).
Da der Teilgraph G− (E0 ∪ I0) keine isolierten Ecken besitzt, ergibt sich aus Satz 10.1 iv)
2γ(G− (E0 ∪ I0)) ≤ n(G)− |E0| − |I0|.
Die beiden letzten Ungleichungen liefern uns sofort die gewu¨nschte Abscha¨tzung (10.1). ‖
In vielen Fa¨llen berechnet sich γ(G0) leichter als γ(G1). Daher leiten wir nun eine allge-
meine Abscha¨tzung fu¨r γ(G1)− γ(G0) her.
Hilfssatz 10.2 (Flach, Volkmann [2] 1990). Setzen wir δ = δ(G), so gilt mit den Vor-
aussetzungen aus Hilfssatz 10.1
γ(G1)− γ(G0) ≤ 1
2
(
|I0|+
⌊ |N(I0)|
δ
⌋)
. (10.2)
Beweis. Es sei D0 ⊆ E0 eine minimale Dominanzmenge von G0, also es gelte |D0| = γ(G0).
Nun suchen wir nach einer “kleinen” Teilmenge D′ ⊆ N(I0) ⊆ E0 mit I0 ⊆ N(D′). Haben
wir eine solche Teilmenge D′ gefunden, so ist D0 ∪ D′ eine Dominanzmenge von G1, also
γ(G1) ≤ |D0|+ |D′| und damit
γ(G1)− γ(G0) ≤ |D′|. (10.3)
Im Fall I0 = ∅ gilt natu¨rlich G1 = G0 und damit γ(G1)− γ(G0) = 0, also (10.2). Daher sei
im folgenden I0 6= ∅.
Wir setzen k = b |N(I0)|
δ
c, d.h. wir wa¨hlen die ganze Zahl k so, daß kδ ≤ |N(I0)| < (k+1)δ
gilt. Weiter sei
|I0| = 2s+ t,
wobei die Zahlen s, t ∈ N0 durch die folgenden Bedingungen eindeutig festgelegt werden.
a) Im Fall |I0| ≤ k setze man s = 0 und t = |I0|.
b) Im Fall |I0| > k setze man t = k − 1, wenn |I0| − k ungerade und t = k, wenn |I0| − k
gerade ist. Damit gilt dann
s =
⌈ |I0| − k
2
⌉
=
|I0| − t
2
.
Ist s > 0, so wa¨hle man eine Menge I1 ⊆ I0 mit |I1| = k+1. Dann sind mindestens δ(k+1) >
|N(I0)| Kanten inzident mit Ecken aus I1. Daher gibt es zwei verschiedene Ecken b1, b2 aus I1,
die zu einer Ecke a1 aus N(I0) adjazent sind. Ist s > 1, so wiederholen wir diese U¨berlegung
und wa¨hlen eine Menge I2 ⊆ I0−{b1, b2}mit |I2| = k+1. (Wegen |I0−{b1, b2}| = 2(s−1)+t ≥
k+1 ist das mo¨glich.) Wir finden zwei neue Ecken b3, b4 aus I2, die zu einer Ecke a2 aus N(I0)
adjazent sind. Wiederholt man diesen Prozeß s mal, so findet man 2s paarweise verschiedene
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Ecken b1, b2, . . . , b2s aus I0 und Ecken a1, a2, . . . , as aus N(I0) mit b2i−1, b2i ∈ N(ai) fu¨r
i = 1, 2, . . . , s. Fu¨r die verbleibenden t Ecken b2s+1, b2s+2, . . . , b2s+t aus I0 wa¨hlen wir beliebige
adjazente Ecken as+1, as+2, . . . , as+t aus N(I0). (Die Ecken a1, a2, . . . , as+t mu¨ssen keineswegs
verschieden sein.) Setzen wir nun D′ = {a1, a2, . . . , as+t} so gilt aber I0 ⊆ N(D′) und
|D′| ≤ s+ t = |I0| − t
2
+ t =
1
2
(|I0|+ t)
≤ 1
2
(|I0|+ k) = 1
2
(
|I0|+
⌊ |N(I0)|
δ
⌋)
. (10.4)
Aus den beiden Ungleichungen (10.3) und (10.4) erha¨lt man die Abscha¨tzung (10.2). ‖
Satz 10.6 (Flach, Volkmann [2] 1990). Ist G ein schlichter Graph ohne isolierte Ecken,
δ = δ(G), ∆ = ∆(G), n = n(G) und A ⊆ E(G), so gilt
2γ(G) ≤ n + |A| − (δ − 1) |N(A)−A|
δ
, (10.5)
2γ(G) ≤ n + 1− (δ − 1)∆
δ
. (10.6)
Beweis. Aus (10.1) und (10.2) folgt
2γ(G) ≤ n− |E0|+ 2γ(G0) +
⌊ |N(I0)|
δ
⌋
.
Wa¨hlt man in dieser Ungleichung speziell E0 = N [A], so gilt γ(G0) ≤ |A| und N(I0) ⊆
N(A)− A, und es ergibt sich
2γ(G) ≤ n− |N(A) ∪A|+ 2|A|+ |N(A)−A|
δ
= n + |A| − |N(A)− A|+ |N(A)− A|
δ
,
womit (10.5) bewiesen ist. Wa¨hlt man in (10.5) wiederum speziell A = {a} mit d(a,G) = ∆,
so gilt |N(a)− {a}| = d(a,G) = ∆ und daher (10.6). ‖
Fu¨r schlichte Graphen G ohne isolierte Ecken folgt aus (10.6)
γ(G) ≤
⌊
n+ 1
2
− (δ − 1)∆
2δ
⌋
. (10.7)
An Hand von Beispielen wollen wir zeigen, daß es Graphen beliebig hoher Ordnung gibt, fu¨r
die in (10.7) die Gleichheit gilt, womit (10.7) und damit (10.6) in diesem Sinne bestmo¨glich
sind.
Beispiel 10.1 (Volkmann [4] 1991). Es sei p ∈ N und G ein Graph der Ordnung n =
p2 + p mit der Eckenmenge E(G) = {x1, x2, . . . , xp2, a1, a2 . . . , ap}. Der von der Eckenmenge
{x1, x2, . . . , xp2} induzierte Teilgraph sei vollsta¨ndig, und fu¨r alle i = 1, 2, . . . , p seien die
Ecken ai nur zu den Ecken x(i−1)p+1, . . . , xip adjazent. Fu¨r diesen Graphen gilt δ = p, ∆ = p2
und {a1, a2, . . . , ap} ist eine minimale Dominanzmenge. Daraus folgt γ(G) = p, und durch
Einsetzen der anderen Gro¨ßen ergibt sich auf der rechten Seite von (10.7) ebenfalls p.
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Als scho¨ne Anwendung von Satz 10.6 wollen wir eine Abscha¨tzung der Dominanzzahl
herleiten, die vom Durchmesser abha¨ngt.
Satz 10.7 (Volkmann [8] 1996). Es sei G ein schlichter, zusammenha¨ngender Graph der
Ordnung n = n(G) und dem Minimalgrad δ = δ(G) ≥ 3. Ist d = dm(G) der Durchmesser
von G, so gilt
2γ(G) ≤ n− (δ − 2)(1 + bd/3c) ≤ n− d
3
(δ − 2).
Beweis. Es sei d = 3t+ r mit 0 ≤ r ≤ 2 und dG(x0, xd) = d. Ist W = x0x1 . . . xd ein Weg der
La¨nge d, so setze man A = {x0, x3, . . . , x3t}. Damit ergibt sich |A| = 1+bd/3c, N(A)∩A = ∅
und
|N(A)− A| = |N(A)| = |
t⋃
i=0
N(x3i)| =
t∑
i=0
|N(x3i)| ≥ δ|A|.
Mit dieser Menge A folgt aus (10.5)
2γ(G) ≤ n+ |A| − (δ − 1) |N(A)− A|
δ
≤ n+ |A| − (δ − 1)|A| = n− (δ − 2)|A|
= n− (δ − 2)(1 + bd/3c) ≤ n− d
3
(δ − 2). ‖
Jaeger und Payan [1] 1972 und Payan [1] 1975 gaben einige Abscha¨tzungen der Dominanz-
zahl im Zusammenhang mit dem Komplementa¨rgraphen. Zwei dieser Ergebnisse wollen wir
jetzt vorstellen.
Satz 10.8 (Payan [1] 1975). Ist G ein schlichter Graph, δ = δ(G), ∆ = ∆(G) und
n = n(G) ≥ 2, so gilt
γ(G) ≤ δ(∆− 1)
n− 1 + 2. (10.8)
Beweis. Zuna¨chst setzen wir E = E(G) = E(G), N(x) = N(x,G) und N [x] = N [x,G]. Ist
u eine Ecke mit d(u,G) = δ und x ∈ N(u), so ist {x} ∪ (N [u]∩N(x)) eine Dominanzmenge
von G, womit
γ(G) ≤ 1 + |N [u] ∩N(x)|
fu¨r alle x ∈ N(u) gilt. Daraus ergibt sich zusammen mit
∆ ≥ |N(x) ∩N [u]|+ |N(x) ∩ (E −N [u])|
fu¨r alle x ∈ N(u) die Abscha¨tzung
|N(x) ∩ (E −N [u])| ≤ ∆+ 1− γ(G). (10.9)
Wenn y ∈ E−N [u] gilt, dann ist auch {u}∪ {y}∪ (N(u)∩N(y)) eine Dominanzmenge von
G. Daraus folgt fu¨r alle y ∈ E −N [u]
γ(G)− 2 ≤ |N(u) ∩N(y)|. (10.10)
Aus der Identita¨t
mG(N(u), E −N [u]) =
∑
x∈N(u)
|N(x) ∩ (E −N [u])|
=
∑
y∈E−N [u]
|N(y) ∩N(u)|
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erha¨lt man wegen |N(u)| = δ zusammen mit (10.9) und (10.10)
(γ(G)− 2)(n− δ − 1) ≤ δ(∆ + 1− γ(G))
und daraus die gewu¨nschte Ungleichung (10.8). ‖
Beachtet man fu¨r einen schlichten Graphen G die beiben Identita¨ten δ(G) = n(G)− 1 −
∆(G) und ∆(G) = n(G)− 1− δ(G), so erha¨lt man aus Satz 10.8 sofort
Folgerung 10.1. Ist G ein schlichter Graph, so gilt
γ(G) ≤ (n(G)− 1−∆(G))(n(G)− 2− δ(G))
n(G)− 1 + 2.
Satz 10.9 (Jaeger, Payan [1] 1972). Ist G ein schlichter Graph der Ordnung n ≥ 2, so
gilt
i) 3 ≤ γ(G) + γ(G) ≤ n+ 1,
ii) 2 ≤ γ(G) · γ(G) ≤ n.
Beweis. Ist γ(G) = 1 oder γ(G) = 1, so folgt γ(G) ≥ 2 oder γ(G) ≥ 2. Daraus ergeben sich
sofort die unteren Schranken in i) und ii).
Als na¨chstes beweisen wir die obere Schranke in i). Besitzt G eine isolierte Ecke, so gilt
γ(G) = 1 und γ(G) ≤ n und daher γ(G) + γ(G) ≤ n + 1. Besitzt G eine isolierte Ecke, so
verla¨uft der Beweis analog. Im verbleibenden Fall, daß weder G noch G eine isolierte Ecke
entha¨lt, folgt aus der Ungleichung von Ore γ(G) + γ(G) ≤ n/2 + n/2 = n.
Abschließend beweisen wir die obere Schranke in ii). Ist γ(G) = 1, so ist diese Schran-
ke sicherlich richtig. Sei nun γ(G) = p ≥ 2. Ist Xi ⊆ E(G), so bedeute im folgenden
h(Xi) die Anzahl der Ecken in Xi, die mit allen anderen Ecken aus Xi adjazent sind. Ist
D = {a1, a2, . . . , ap} eine minimale Dominanzmenge von G, so wa¨hlen wir eine Partition
E1, E2, . . . , Ep ⊂ E(G) von G mit folgenden Eigenschaften:
(a) Es gilt ai ∈ Ei und ai ist zu allen Ecken aus Ei adjazent fu¨r i = 1, 2, . . . , p.
(b) Es gilt E1 ∪ E2 ∪ . . . ∪ Ep = E(G) und Ei ∩ Ej = ∅ fu¨r i 6= j.
(c) Die Summe h(E1) + h(E2) + . . .+ h(Ep) ist maximal.
Wir werden nun zeigen, daß Ei fu¨r jedes 1 ≤ i ≤ p eine Dominanzmenge von G ist.
Angenommen, Es ist keine Dominanzmenge von G. Dann existiert ein t 6= s und eine Ecke
x ∈ Et, die in G zu keiner Ecke aus Es adjazent ist. Dann ist aber x in G zu jeder Ecke
aus Es adjazent. Im Fall x = at gelangen wir zu dem Widerspruch, daß schon D−{as} eine
Dominanzmenge von G ist. Sei nun x ∈ Et − at. Ist x in G zu allen Ecken aus Et adjazent,
so ist (D − {as, at}) ∪ {x} eine Dominanzmenge von G, was natu¨rlich nicht mo¨glich ist.
Insgesamt haben wir die Situation, daß x in G zu allen Ecken aus Es aber nicht zu allen
Ecken aus Et adjazent ist.
Setzen wir E ′t = Et−{x}, E ′s = Es∪{x} und E ′i = Ei fu¨r i 6= s, t, so gelangen wir zu einer
Partition E ′1, E
′
2, . . . , E
′
p von G, die auch (a) und (b) erfu¨llt, aber es gilt h(E
′
1) + h(E
′
2) +
. . .+h(E ′p) > h(E1)+h(E2)+ . . .+h(Ep). Dieser Widerspruch zu (c) zeigt, daß Ei fu¨r jedes
1 ≤ i ≤ p tatsa¨chlich eine Dominanzmenge von G ist, und wir erhalten schließlich
n =
p∑
i=1
|Ei| ≥ γ(G) · γ(G). ‖
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Besitzt weder G noch G eine isolierte Ecke, so konnten Joseph und Arumugam [1] 1995
die obere Schranke fu¨r γ(G) + γ(G) erheblich verbessern.
Satz 10.10 (Joseph, Arumugam [1] 1995). Es sei G ein schlichter Graph der Ordnung
n ≥ 2. Hat weder G noch G eine isolierte Ecke, so gilt
γ(G) + γ(G) ≤ n+ 4
2
.
Beweis. Da weder G noch G eine isolierte Ecke besitzt, folgt aus der Ungleichung von Ore
γ(G) ≤ n/2 und γ(G) ≤ n/2. Ist γ(G) = 2 oder γ(G) = 2, so ergibt sich sofort die
gewu¨nschte Ungleichung.
Ist γ(G) ≥ 4 und γ(G) ≥ 4, so folgt aus Satz 10.9 ii) γ(G) ≤ n/γ(G) ≤ n/4 und
γ(G) ≤ n/γ(G) ≤ n/4, also γ(G) + γ(G) ≤ n/2.
Im verbleibenden Fall gelte o.B.d.A. γ(G) = 3. Wegen 3 = γ(G) ≤ n/2, ergibt sich n ≥ 6.
Aus Satz 10.9. ii) folgt γ(G) ≤ n/γ(G) = n/3 und daher
γ(G) + γ(G) ≤ 3 + n
3
≤ 2 + n
2
. ‖
Im Fall, daß δ(G), δ(G) ≥ 2 gilt, konnten Dunbar, Haynes und Hedetniemi [1] 2005 die
bessere Schranke γ(G) + γ(G) ≤ 2n(G)/5 + 3 nachweisen. Setzt man sogar δ(G), δ(G) ≥ 7
voraus, so bewiesen Hellwig und Volkmann [6] die Schranke γ(G) + γ(G) ≤ n(G)/3 + 2.
Definition 10.2. Es sei G ein Graph und C ein Kreis minimaler La¨nge L(C) von G. Dann
heißt t = t(G) = L(C) Taillenweite von G. Ist G ein Wald, so setzt man t(G) =∞.
Satz 10.11 (Brigham, Dutton [1] 1989). Ist G ein schlichter Graph der Ordnung n mit
δ(G) ≥ 2 und Taillenweite t ≥ 5, so gilt
γ(G) ≤
⌈
3n− t
6
⌉
.
Beweis. Ist C ein Kreis der La¨nge L(C) = t, so sei G′ = G−E(C). Wegen der Voraussetzung
t ≥ 5, hat jede Ecke aus G′ ho¨chstens einen Nachbarn auf dem Kreis C. Daraus ergibt sich
δ(G′) ≥ δ(G) − 1 ≥ 1, womit nach der Ungleichung von Ore γ(G′) ≤ bn−t
2
c gilt. Beachtet
man die einfache Abscha¨tzung γ(C) ≤ d t
3
e, so folgt insgesamt
γ(G) ≤
⌈
t
3
⌉
+
⌊
n− t
2
⌋
≤
⌈
3n− t
6
⌉
. ‖
Fu¨r Kreise gilt in Satz 10.11 die Gleichheit. In zwei neueren Arbeiten hat Volkmann [20, 21]
Satz 10.11 von Brigham und Dutton verbessert.
Ohne Beweis notieren wir noch eine klassische Abscha¨tzungen der Dominanzzahl von
Vizing [2].
Satz 10.12 (Vizing [2] 1965). Ist G ein schlichter Graph, so gilt
γ(G) ≤ n(G) + 1−
√
2m(G) + 1.
Vizings Ungleichung wurde 1994 von Fulman [1] verscha¨rft.
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Ist G ein Multigraph, so haben wir in Satz 10.1 γ(G) ≤ α(G) gezeigt und, falls G keine
isolierten Ecken besitzt, γ(G) ≤ β(G) nachgewiesen. Nun fragten Szamkolowicz [1] 1970
bzw. Laskar und Walikar [1] 1981 nach Graphenklassen, die γ(G) = α(G) bzw. γ(G) = β(G)
erfu¨llen.
Im Zusammenhang mit dem zweiten Problem ist die folgende Beobachtung, die ich zu-
sammen mit meinem Schu¨ler Dr. Ulrich Teschner gemacht habe, sehr nu¨tzlich.
Satz 10.13 (Teschner, Volkmann (siehe [8]) 1996). Ist G ein schlichter, zusammenha¨ngen-
der Graph mit γ(G) = β(G), so gilt δ(G) ≤ 2.
Beweis. Angenommen, es gilt δ(G) ≥ 3. Ist T eine minimale U¨berdeckung von G, so ist T
nach Satz 10.1 ii) eine Dominanzmenge und wegen γ(G) = β(G) = |T | sogar eine minimale
Dominanzmenge von G. Da E(G) − T nach Satz 9.1 i) eine unabha¨ngige Eckenmenge ist,
gilt N(x,G) ⊆ T fu¨r alle x ∈ E(G) − T , und aus δ(G) ≥ 3 folgt zusa¨tzlich |N(x,G)| ≥ 3.
Wa¨hlen wir drei Ecken u, v, w ∈ N(a,G) fu¨r ein a ∈ E(G)− T , so erkennt man ohne Mu¨he,
daß schon (T ∪ {a})− {u, v} eine Dominanzmenge von G ist, womit wir einen Widerspruch
erzeugt haben. ‖
Bemerkung 10.1. Ist Cn ein Kreis der La¨nge n ≥ 3, so u¨berlegt man sich leicht, daß
γ(Cn) = β(Cn) genau dann gilt, wenn n = 4 ist (man vgl. Aufgabe 10.7).
Folgerung 10.2 (Volkmann [5] 1994). Es sei G ein schlichter, zusammenha¨ngender und
r-regula¨rer (r > 0) Graph. Es gilt genau dann γ(G) = β(G), wenn G = K2 oder G = C4.
Beweis. Ist G = K2 oder G = C4, so gilt natu¨rlich γ(G) = β(G).
Die Umkehrung erkennt man sofort fu¨r r = 1 und wegen Bemerkung 10.1 auch fu¨r r = 2.
Da nach Satz 10.13 der Fall r ≥ 3 nicht mo¨glich ist, haben wir Folgerung 10.2 vollsta¨ndig
bewiesen. ‖
Ermutigt durch Satz 10.13, habe ich zusammen mit meinem Schu¨ler Prof. Dr. Bert Rande-
rath [2] 1998 alle schlichten Graphen G mit γ(G) = β(G) charakterisiert. Wir wollen hier
nur den Fall δ(G) = 2 vorstellen, denn der Fall δ(G) = 1 ist lang und kompliziert.
Hilfssatz 10.3 (Randerath, Volkmann [2] 1998). Es sei G ein zusammenha¨ngender,
schlichter Graph mit γ(G) = β(G) und δ(G) = 2. Dann ist G bipartit, und die kleinere Par-
titionsmenge ist sowohl eine minimale Dominanzmenge als auch eine minimale U¨berdeckung
von G.
Beweis. Ist T eine minimale U¨berdeckung von G, so ist T = E(G) − T eine unabha¨ngige
Eckenmenge, und nach Voraussetzung ist T auch eine minimale Dominanzmenge. Ange-
nommen, der von T induzierte Teilgraph G[T ] entha¨lt eine Kante uv. Dann folgt aber aus
δ(G) = 2, daß schon T − u eine Dominanzmenge ist. Dieser Widerspruch zeigt, daß G die
Bipartition T und T mit |T | ≤ |T | besitzt, womit der Hilfssatz bewiesen ist. ‖
Hilfssatz 10.4 (Randerath, Volkmann [2] 1998). Es sei G ein zusammenha¨ngender,
schlichter und bipartiter Graph mit der Bipartition A,B, so daß γ(G) = β(G) und δ(G) = 2
gilt. Ist |A| ≤ |B|, so existieren zu jedem Eckenpaar x, y ∈ A vom Abstand 2 mindestens
zwei gemeinsame Nachbarn von x und y vom Grad 2.
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Beweis. Es seien x, y ∈ A zwei Ecken vom Abstand 2 und b ∈ B ein gemeinsamer Nachbar.
Da (A−{x, y})∪{b} nach Hilfssatz 10.3 keine Dominanzmenge von G ist und δ(G) = 2 gilt,
existiert eine Ecke u 6= b in B mit N(u,G) = {x, y}. Ist d(b, G) = 2, so sind wir fertig. Ist
aber d(b, G) ≥ 3, so ist auch (A − {x, y}) ∪ {u} nach Hilfssatz 10.3 keine Dominanzmenge
von G, und daher existiert eine weitere Ecke v 6= u in B mit N(v,G) = {x, y}. ‖
Nun kommen wir zu der angeku¨ndigten Charakterisierung der Graphen G mit δ(G) = 2,
die γ(G) = β(G) erfu¨llen.
Satz 10.14 (Randerath, Volkmann [2] 1998). Es sei G ein zusammenha¨ngender und
schlichter Graph mit δ(G) = 2. Dann gilt γ(G) = β(G) genau dann, wenn G bipartit ist und
zu jedem Eckenpaar x, y vom Abstand 2 in der kleineren Partitionsmenge mindestens zwei
gemeinsame Nachbarn von x und y vom Grad 2 existieren.
Beweis. Ist γ(G) = β(G), so ist G nach Hilfssatz 10.3 bipartit, und das gewu¨nschte Resultat
folgt aus Hilfssatz 10.4.
Umgehkehrt sei nun G bipartit mit der Bipartition A,B, so daß o.B.d.A. |A| ≤ |B| gilt.
Nach Voraussetzung existieren zu jedem Eckenpaar x, y ∈ A vom Abstand 2 mindestens
zwei gemeinsame Nachbarn von x und y vom Grad 2. Natu¨rlich ist A eine U¨berdeckung und
eine Dominanzmenge von G. Angenommen, A ist keine minimale Dominanzmenge. Dann
wa¨hlen wir eine minimale Dominanzmenge D von G, so daß D ∩ A = A′ gro¨ßtmo¨glich ist.
Setzen wir A′′ = A−A′ und B′ = D ∩B, so folgt 1 ≤ |B′| < |A′′|. Die Maximalita¨t von |A′|
zeigt |N(b, G) ∩ A′′| ≥ 2 fu¨r alle b ∈ B′. Ist b ∈ B′, so seien a1, a2 zwei verschiedene Ecken
aus N(b, G) ∩ A′′. Da a1 und a2 den Abstand 2 besitzen, gibt es nach Voraussetzung zwei
gemeinsame Nachbarn b1 und b2 in B vom Grad 2. Da b1 und b2 sogar zu B
′ geho¨ren, ist
aber (D−{b1, b2})∪{a1, a2} auch eine minimale Dominanzmenge, was der Maximalita¨t von
|A′| widerspricht. Daher ist A eine minimale Dominanzmenge. Da nach Satz 10.1 ii) jede
U¨berdeckung auch eine Dominanzmenge ist, ist A gleichzeitig eine minimale U¨berdeckung
und damit γ(G) = β(G) = |A|. ‖
Payan und Xuong [1] sowie Fink, Jacobson, Kinch und Roberts [1] haben alle schlichten
Graphen G ohne isolierte Ecken charakterisiert, fu¨r die in der Ungleichung von Ore die
Gleichheit steht, also 2γ(G) = n(G) gilt. Zusammen mit Herrn B. Randerath habe ich einen
neuen und ku¨rzeren Beweis dieses Resultats entwickelt, der auf eine interessante Beobachtung
von Bolloba´s und Cockayne [1] zuru¨ckgreift.
Hilfssatz 10.5 (Bolloba´s, Cockayne [1] 1979). Es sei G ein schlichter Graph ohne iso-
lierte Ecken und D eine minimale Dominanzmenge, so daß m(G[D]) maximal ist. Dann
existiert zu jeder Ecke x ∈ D eine Nachbarecke p(x) in (E(G) − D) − N(D − {x}, G) (ein
sogenannter a¨ußerer privater Nachbar p(x) von x bzgl. D in E(G)−D).
Beweis. Angenommen, es existiert in D eine Ecke a mit der Eigenschaft (N(a,G)∩ (E(G)−
D))−N(D−{a}, G) = ∅. Aufgrund der Minimalita¨t von D ist a dann eine isolierte Ecke von
G[D]. Da G aber keine isolierten Ecken entha¨lt, existiert eine Ecke b ∈ N(a,G) ∩ (E(G) −
D). Damit ist D′ = (D − {a}) ∪ {b} ebenfalls eine minimale Dominanzmenge von G mit
m(G[D′]) > m(G[D]), was unserer Voraussetzung widerspricht. ‖
Satz 10.15 (Payan, Xuong [1] 1982, Fink, Jacobson, Kinch, Roberts[1]1985). Es
sei G ein schlichter und zusammenha¨ngender Graph der Ordnung 2q. Es gilt genau dann
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γ(G) = q, wenn G = C4 oderG = H◦K1 ist, wobeiH ein schlichter und zusammenha¨ngender
Graph der Ordnung q bedeutet.
Beweis. Ist G = C4 oder G = H ◦K1, so gilt γ(G) = q.
Sei nun G ein schlichter und zusammenha¨ngender Graph der Ordnung 2q mit γ(G) = q.
Ist q = 1, so gilt G = K2 = K1 ◦ K1, und ist q = 2, so gilt G = K2 ◦ K1 oder G = C4.
Im Fall q ≥ 3 wa¨hlen wir eine minimale Dominanzmenge D = {a1, a2, . . . , aq}, so daß
m(G[D]) maximal ausfa¨llt. Ist F = {p(a1), p(a2), . . . , p(aq)} die Menge der a¨ußeren privaten
Nachbarn in E(G) − D aus Hilfssatz 10.5, so gilt E(G) = D ∪ F und ai ist nicht adjazent
zu p(aj) fu¨r i 6= j. Angenommen, in G[F ] existiert eine Kante k, und es gelte o.B.d.A.
k = p(a1)p(a2). Sind a1 und a2 Endecken von G, so ist D
′ = {p(a1), p(a2), a3, . . . , aq} eine
minimale Dominanzmenge mit m(G[D′]) > m(G[D]), was der Maximalita¨t von m(G[D])
widerspricht. Daher ist a1 oder a2 zu einer Ecke ai adjazent. Ist i ≥ 3 und o.B.d.A. a1 adjazent
zu ai, so ist D
′′ = (D−{a1, a2})∪{p(a2)} im Widerspruch zu γ(G) = q eine Dominanzmenge.
Das bedeutet aber, daß a1 und a2 adjazent sind. Wegen des Zusammenhangs von G und
der Voraussetzung q ≥ 3 ist dann o.B.d.A. p(a1) zu einer Ecke p(aj) mit j ≥ 3 adjazent.
Nun ist D∗ = (D − {a1, aj}) ∪ {p(aj)} eine Dominanzmenge in G mit |D∗| < |D|, was
der Minimalita¨t von |D| widerspricht. Insgesamt haben wir nachgewiesen, daß G[F ] ein
Nullgraph ist, H = G[D] zusammenha¨ngend sein muß und G = H ◦K1 gilt. ‖
Bemerkung 10.2. Es sei G ein schlichter Graph der Ordnung 2q ohne isolierte Ecken mit
γ(G) = q. Dann gilt nach Satz 10.1 i), ii) und Satz 9.1 ii) von Gallai sogar γ(G) = α(G) =
β(G) = q.
Unabha¨ngig voneinander haben 1998 Randerath und Volkmann [2] sowie 2000 Xu, Cockay-
ne, Haynes, Hedetniemi und Zhou [1] alle schlichten Graphen ungerader Ordnung n mit
2γ = n− 1 charakterisiert.
Als erste Anwendung von Satz 10.15 wollen wir eine Verscha¨rfung von Satz 10.3 herleiten,
die Payan [1] ohne Beweis angegeben hat.
Satz 10.16 (Payan [1] 1975). Ist G ein zusammenha¨ngender, schlichter Graph mit δ(G) ≥
1, der nicht isomorph zum Komplement eines 1-regula¨ren Graphen ist, so gilt
2γ(G) ≤ n(G) + 1− δ(G). (10.11)
Beweis (Volkmann [23] 2006). Ist δ(G) = 1, so folgt die gewu¨nschte Ungleichung aus dem
Satz von Ore (Satz 10.1).
Nun sei δ = δ(G) ≥ 2, γ = γ(G), n = n(G) und x ∈ E(G) mit d(x) = δ. Weiter sei I die
Menge der isolierten Ecken im Teilgraphen G−N [x] und B = G− (N [x] ∪ I).
Ist I = ∅, so ergibt sich die gewu¨nschte Schranke aus dem Satz von Ore wie folgt:
γ ≤ 1 + |E(B)|
2
=
2 + n− δ − 1
2
=
n+ 1− δ
2
.
Ist |I| ≥ 1, so dominiert {x, y} alle Ecken der Eckenmenge N [x] ∪ I fu¨r jedes y ∈ N(x).
Ist |I| ≥ 2, so ergibt sich die gewu¨nschte Schranke wieder aus dem Satz von Ore wie folgt:
γ ≤ 2 + |E(B)|
2
=
4 + n− δ − 1− |I|
2
≤ n + 1− δ
2
.
Nun diskutieren wir den Fall |I| = 1. Ist B = ∅, so gilt δ = n − 2. Im Fall ∆(G) = n− 1
gilt γ = 1 und (10.11) ist bewiesen. Im verbleibenden Fall ∆(G) = δ = n−2, ist G isomorph
zum Komplement eines 1-regula¨ren Graphen.
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Ist B 6= ∅ und γ(B) ≤ (|E(B)| − 1)/2, so gilt
γ ≤ 2 + |E(B)| − 1
2
=
4 + n− δ − 2− 1
2
=
n+ 1− δ
2
und die gewu¨nschte Ungleichung (10.11) ist bewiesen.
Wegen des Satzes von Ore verbleibt der Fall B 6= ∅ und γ(B) = |E(B)|/2. Wendet man
nun Satz 10.15 an, so erkennt man, daß die Komponenten von B Kreise der La¨nge 4 oder
Koronagraphen H ◦K1 sind, wobei H ein zusammenha¨ngender Graph ist.
Als erstes nehmen wir an, daß der Teilgraph B eine KomponenteH◦K1 besitzt mit E(H) =
{u1, u2, . . . , us} und Γ(H ◦ K1) = {v1, v2, . . . , vs}, so daß s ≥ 2 und uivi ∈ K(H ◦ K1) fu¨r
i = 1, 2, . . . , s gilt. Wegen δ ≥ 2 existiert eine Kante yv1 in G mit y ∈ N(x). Daher dominiert
{x, y, u2, u3, . . . , us} die Eckenmenge N [x]∪I∪E(H◦K1). Ist R = G−(N [x]∪I∪E(H◦K1)),
so liefert der Satz von Ore
γ ≤ s+ 1 + |E(R)|
2
=
2s+ 2 + n− δ − 2− 2s
2
=
n− δ
2
und damit die gewu¨nschte Ungleichung (10.11).
Als zweites nehmen wir an, daß B eine Komponente K1 ◦K1 = K2 mit der Eckenmenge
{u, v} besitzt. Dann ist u adjazent zu δ − 1 Ecken y1, y2, . . . , yδ−1 ∈ N(x). Ist yδ die ver-
bleibende Ecke aus N(x), so dominiert {u, yδ} die Eckenmenge N [x] ∪ I ∪ {u, v}, und mit
R = G− (N [x] ∪ I ∪ {u, v}) ergibt sich (10.11) wie folgt:
γ ≤ 2 + |E(R)|
2
=
4 + n− δ − 4
2
=
n− δ
2
Als drittes und letztes nehmen wir an, daß B eine Komponente besitzt, die aus einem
Kreis v1v2v3v4v1 der La¨nge 4 besteht. Wegen des Zusammenhangs von G existiert eine Kante,
sagen wir yv1 ∈ K(G), mit y ∈ N(x). Nun dominiert {x, y, v3} die Eckenmenge N [x] ∪ I ∪
{v1, v2, v3, v4}, und mit R = G− (N [x] ∪ I ∪ {v1, v2, v3, v4}) ergibt sich (10.11) wie folgt:
γ ≤ 3 + |E(R)|
2
=
6 + n− δ − 6
2
=
n− δ
2
Da wir alle mo¨glichen Fa¨lle diskutiert haben, ist Satz 10.16 vollsta¨ndig bewiesen. ‖
Ohne Beweis notieren wir noch folgende Verscha¨rfung von Satz 10.16, dessen Beweis fu¨rch-
terlich lang ist.
Satz 10.17 (Volkmann [23] 2006). Ist G ein schlichter und zusammenha¨ngender Graph
der Ordnung n mit δ(G) ≥ 2, so gilt
γ(G) ≤ n− δ(G)
2
,
außer G ist ein vollsta¨ndiger Graph oder n − 3 ≤ δ(G) ≤ ∆(G) ≤ n − 2 oder G geho¨rt zu
einer Familie von 20 weiteren Ausnahmegraphen.
Borowiecki [1] hat 1975 alle Ba¨ume T mit γ(T ) = α(T ) bestimmt. Wir wollen hier sogar
alle schlichten und bipartiten Graphen mit dieser Eigenschaft charakterisieren.
Satz 10.18 (Topp, Volkmann [1] 1990). Es sei G ein schlichter, zusammenha¨ngender und
bipartiter Graph. Es gilt genau dann γ(G) = α(G), wenn G = K1, G = C4 oder G = H ◦K1
ist, wobei H ein schlichter, zusammenha¨ngender und bipartiter Graph bedeutet.
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Beweis. Ist G einer der drei im Satz angegebenen Graphen, so gilt natu¨rlich γ(G) = α(G).
Nun sei umgekehrt G ein schlichter, zusammenha¨ngender und bipartiter Graph mit γ(G) =
α(G) und G weder der K1 noch der C4. Ist E1, E2 eine Bipartition von E(G), so ist jede
dieser beiden Mengen sowohl unabha¨ngig als auch dominant. Daraus folgt
α(G) ≥ max{|E1|, |E2|} ≥ min{|E1|, |E2|} ≥ γ(G),
woraus sich γ(G) = |E1| = |E2| = α(G) = q und n(G) = 2q ergibt. Nach Satz 10.15 existiert
dann ein schlichter und zusammenha¨ngender Graph H der Ordnung q, so daß G = H ◦K1
gilt. Da G bipartit ist, muß auch H diese Eigenschaften besitzen. ‖
Folgerung 10.3 (Borowiecki [1] 1975). Es sei T ein Baum. Es ist genau dann γ(T ) =
α(T ), wenn T = K1 oder T = H ◦K1 fu¨r einen beliebigen Baum H gilt.
Die Bedingung, daß fu¨r einen schlichten Graphen G = H ◦ K1 gilt, ist a¨quivalent dazu,
daß jede Ecke von G zu genau einem Simplex der Ordnung 2 von G geho¨rt. In Hinblick auf
weitere Graphenklassen fu¨r die das erste Charakterisierungsproblem γ = α gelo¨st werden
kann, betrachten wir im folgenden die Klasse der schlichten Graphen, fu¨r die jede Ecke zu
genau einem Simplex geho¨rt. Diese Graphen G lassen sich vollsta¨ndig mittels der Parameter
α(G) und θ(G) sowie dem Potenzgraphen G2 charakterisieren.
Hilfssatz 10.6. Es sei G ein schlichter Graph. Sind S1, S2, . . . , Sq verschiedene Simplizes
von G mit E(G) =
⋃q
i=1E(Si), so existiert kein weiterer Simplex in G.
Beweis. Angenommen, es gibt einen weiteren Simplex H in G. Wegen E(G) =
⋃q
i=1E(Si)
liegt jede Ecke von H dann in mindestens zwei Simplizes, womit H aber kein Simplex sein
kann. ‖
Hilfssatz 10.7. Ist G ein schlichter Graph mit γ(G) = θ(G) und H eine minimale Cliquen-
zerlegung von G, so ist jede Clique H ∈ H gesa¨ttigt.
Beweis. Es sei H = {H1, H2, . . . , Hq} eine minimale Cliquenzerlegung von G. Im Fall q = 1
gibt es nichts zu beweisen. Ist q ≥ 2, so sei o.B.d.A. Hq nicht gesa¨ttigt. Dann existiert eine
Ecke v ∈ E(G)−E(Hq) mit E(Hq) ⊆ N(v,G). Ist nun D eine Eckenmenge, die v entha¨lt mit
|E(Hi) ∩D| = 1 fu¨r i = 1, 2, . . . , q − 1 und |E(Hq) ∩D| = 0, so ist D aber im Widerspruch
zu γ(G) = q eine Dominanzmenge von G mit |D| = q − 1. ‖
Bemerkung 10.3. Da die abgeschlossene Nachbarschaft N [v,G] einer beliebigen Ecke v
eines schlichten Graphen G in G2 einen vollsta¨ndigen Teilgraphen induziert, gilt θ(G2) ≤
γ(G). Kombiniert man diese Ungleichung mit denen aus den Sa¨tzen 10.1 i) und 9.13 i), so
ergibt sich die folgende Ungleichungskette
α(G2) ≤ θ(G2) ≤ γ(G) ≤ α(G) ≤ θ(G). (10.12)
Der na¨chste Satz liefert eine Charakterisierung der schlichten Graphen G mit α(G2) =
θ(G).
Satz 10.19 (Randerath, Volkmann [1] 1997). Fu¨r einen schlichten Graphen G sind die
folgenden Aussagen a¨quivalent.
i) Jede Ecke von G geho¨rt zu genau einem Simplex von G.
ii) Es gilt α(G2) = α(G).
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iii) Es gilt θ(G2) = θ(G).
iv) Es gilt α(G2) = θ(G2) = γ(G) = α(G) = θ(G).
Beweis. Aus iv) folgen natu¨rlich ii) und auch iii).
Aus i) folgt iv). Aus i) folgt, daß alle Simplizes S1, S2, . . . , Sq von G eckendisjunkt sind
und E(G) = ∪˙qi=1E(Si) gilt, womit S1, S2, . . . , Sq eine Cliquenzerlegung von G ist, also
θ(G) ≤ q gilt. Nun sei S∗ eine Eckenmenge von G, welche genau eine simpliziale Ecke
aus jedem Simplex von G entha¨lt. Sind v und w zwei verschiedene Ecken aus S∗, so gilt
N [v,G] ∩N [w,G] = ∅, also dG(v, w) > 2. Folglich ist die Eckenmenge S∗ in G2 unabha¨ngig
und daher gilt θ(G) ≤ q = |S∗| ≤ α(G2). Zusammen mit (10.12) erha¨lt man α(G2) =
θ(G2) = γ(G) = α(G) = θ(G).
Aus ii) folgt i). Es sei I eine unabha¨ngige Eckenmenge in G2 mit |I| = α(G2). Dann gilt
N [v,G] ∩N [w,G] = ∅ fu¨r zwei verschiedene Ecken v, w ∈ I. Die Eckenmenge I ist ebenfalls
in G unabha¨ngig und wegen |I| = α(G2) = α(G) eine maximale unabha¨ngige Eckenmenge in
G. Daher ist I auch eine Dominanzmenge von G, woraus sich insgesamt E(G) = ∪˙v∈IN [v,G]
ergibt. Nun zeigen wir, daß Sv = G[N [v,G]] fu¨r jedes v ∈ I ein Simplex ist. Zuna¨chst einmal
ist Sv eine Clique, denn gibt es in Sv zwei zueinander nicht adjazente Ecken x und y, so
ist (I − {v}) ∪ {x, y} eine unabha¨ngige Eckenmenge in G, was der Maximalita¨t von |I|
widerspricht. Selbstversta¨ndlich ist Sv eine gesa¨ttigte Clique mit der simplizialen Ecke v. Da
es nach Hilfssatz 10.6 keine weiteren Simplizes gibt, liegt jede Ecke von G in genau einem
Simplex Sv.
Aus iii) folgt i). Ist θ(G2) = θ(G), so folgt aus (10.12) γ(G) = θ(G) = q. Daher exis-
tiert nach Hilfssatz 10.7 eine aus gesa¨ttigten Cliquen bestehende minimale Cliquenzerlegung
H = {H1, H2, . . . , Hq}, womit E(G) = ∪˙qi=1E(Hi) gilt. Wegen Hilfssatz 10.6 genu¨gt es nach-
zuweisen, daß jede Clique H ∈ H ein Simplex von G ist. Im Fall q = 1 ist H1 ein Simplex.
Im Fall q ≥ 2 nehmen wir an, daß eine Clique, sagen wir Hq, kein Simplex von G ist. Dann
ist jede Ecke v ∈ Hq adjazent zu einer Ecke w 6∈ Hq. Nun haben je zwei Ecken x, y des indu-
zierten Teilgraphen Si = G[E(Hi)∪ (N(E(Hi), G)∩E(Hq))] fu¨r i = 1, 2, . . . , q−1 von G die
Eigenschaft dG(x, y) ≤ 2, und es gilt ∪q−1i=1E(Si) = E(G). Daraus ergibt sich der Widerspruch
q − 1 ≥ θ(G2) = θ(G) = q, womit der Beweis von Satz 10.19 vollsta¨ndig ist. ‖
Definition 10.3. Ein Graph heißt C4-frei, falls er keinen Kreis der La¨nge 4 als induzierten
Teilgraphen entha¨lt.
Hilfssatz 10.8. Es sei G ein schlichter und C4-freier Graph mit einer gesa¨ttigten Clique H .
Dann ist H entweder ein Simplex von G, oder es existiert eine unabha¨ngige Eckenmenge
S ⊆ E(G)− E(H) mit der Eigenschaft E(H) ⊆ N(S,G).
Beweis. Ist H kein Simplex von G, so gilt E(H) ⊆ N(E(G) − E(H), G). Sei nun S eine
Teilmenge von E(G) − E(H), so daß E(H) ⊆ N(S,G) und der durch S induzierte Teil-
graph G[S] minimale Gro¨ße m(G[S]) besitzt. Angenommen, G[S] entha¨lt eine Kante k = ab.
Aufgrund der Wahl von S existiert eine Ecke u ∈ (N(a,G) ∩ E(H)) − N(b, G) und eine
Ecke v ∈ (N(b, G) ∩ E(H)) − N(a,G). Hieraus folgt, daß die Eckenmenge {a, b, v, u} im
Widerspruch zur Voraussetzung in G einen C4 induziert. Damit ist S eine unabha¨ngige
Eckenmenge. Da, im Fall, daß H ein Simplex ist, keine solche unabha¨ngige Eckenmenge
existieren kann, ist der Hilfssatz bewiesen. ‖
Mittels des Satzes 10.19 und der letzten drei Hilfssa¨tze werden wir den na¨chsten Satz
beweisen, der auch aus einem allgemeineren Ergebnis von Dean und Zito [1] aus dem Jahre
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1994 gefolgert werden kann.
Satz 10.20. Es sei G ein schlichter und C4-freier Graph mit α(G) = θ(G). Es gilt genau
dann γ(G) = α(G), wenn jede Ecke von G zu genau einem Simplex von G geho¨rt.
Beweis. Falls jede Ecke von G zu genau einem Simplex von G geho¨rt, so folgt aus Satz 10.19
γ(G) = α(G).
Gilt umgekehrt γ(G) = α(G), so ist nach Voraussetzung γ(G) = θ(G) = q, womit
nach Hilfssatz 10.7 eine aus gesa¨ttigten Cliquen bestehende minimale Cliquenzerlegung
H = {H1, H2, . . . , Hq} existiert. Wegen Hilfssatz 10.6 verbleibt noch zu zeigen, daß jede
Clique Hi ∈ H mit i = 1, 2, . . . , q ein Simplex von G ist. Angenommen, Hq ist kein Simplex
von G. Dann gibt es nach Hilfssatz 10.8 eine unabha¨ngige Eckenmenge S ⊆ E(G)− E(Hq)
mit E(Hq) ⊆ N(S,G). Daher gilt |E(Hi)∩S| ≤ 1 fu¨r alle i = 1, 2, . . . , q− 1, und es existiert
eine Obermenge D von S mit |E(Hi) ∩D| = 1 fu¨r i = 1, 2, . . . , q − 1 und |E(Hq) ∩D| = 0.
Die Eckenmenge D ist aber im Widerspruch zu γ(G) = q eine Dominanzmenge von G mit
|D| = q − 1. ‖
Da jeder triangulierte Graph G natu¨rlich C4-frei ist und nach Satz 9.16 die Bedingung
α(G) = θ(G) erfu¨llt, folgt das na¨chste Resultat unmittelbar aus dem letzten Satz.
Folgerung 10.4 (Prisner, Topp, Vestergaard [1] 1996). Ist G ein schlichter und trian-
gulierter Graph, so gilt genau dann γ(G) = α(G), wenn jede Ecke von G zu genau einem
Simplex von G geho¨rt.
Da jeder Blockgraph ein triangulierter Graph ist, ergibt sich aus Folgerung 10.4 eine
Charakterisierung der Blockgraphen G, die γ(G) = α(G) erfu¨llen.
Folgerung 10.5 (Topp, Volkmann [1] 1990). Es sei G ein Blockgraph und B1, B2, . . . , Bt
diejenigen Blo¨cke von G, die mindestens eine Ecke besitzen, die keine Schnittecke von G
ist. Es gilt genau dann γ(G) = α(G), wenn E(G) aus der disjunkten Vereinigung von
E(B1), E(B2), . . . , E(Bt) besteht.
Weitere Ergebnisse u¨ber die Dominanzzahl findet man in den U¨bersichtsartikeln von
Cockayne und S. Hedetniemi [2] 1977 sowie Laskar und Walikar [1] 1981, in den Arbeiten
von Cockayne, Favaron, Payan und Thomason [1] 1981, Favaron [2] 1986, Finbow, Hartnell
und Nowakowski [1] 1988, Harary und Livingston [1] 1986, Topp und Volkmann [2] 1991,
Brigham und Dutton [2] 1991, Goddard, Henning und Swart [1] 1992, Bacso` und Tuza [1]
1993, Cockayne und Mynhardt [1] 1993, Volkmann [7], Harary und Haynes [1] 1996 sowie
I. Zverovich und V. Zverovich [1] 1995 und in den Dissertationen meiner Schu¨ler Dr. Ulrich
Teschner [1] 1995, Prof. Dr. Dieter Rautenbach [1] 1998 und Dr. Miranca Fischermann [1]
2002.
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Zur Bestimmung minimaler Dominanzmengen ist kein polynomialer Algorithmus bekannt.
Auch dieses Problem ist NP-vollsta¨ndig. Daher wollen wir fu¨r einige spezielle Graphen Ver-
fahren herleiten, mit denen man in polynomialer Zeit minimale Dominanzmengen findet.
Dafu¨r ist es gu¨nstig, den Begriff der Dominanzmenge etwas allgemeiner zu fassen.
Definition 10.4. Es sei G ein Graph und X ⊆ E(G). Eine Menge D ⊆ E(G) heißt
X-Dominanzmenge von G, wenn X ⊆ N [D,G] = N [D] gilt. Eine X-Dominanzmenge
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D heißt minimale X-Dominanzmenge von G, wenn es keine X-Dominanzmenge D′ von
G gibt mit |D′| < |D|. Ist D eine minimale X-Dominanzmenge von G, so wird durch
|D| = glssymb : 117 die X-Dominanzzahl von G definiert.
Satz 10.21 (Reduktionssatz, Volkmann [3] 1990). Es sei G ein Graph, X ⊆ E(G),
x ∈ X und v ∈ E(G) mit
N [N [x,G], G] ∩X ⊆ N [v,G]. (10.13)
Ist X ′ = X −N [v,G] und D′ eine minimale X ′-Dominanzmenge von G, so ist D′ ∪ {v} eine
minimale X-Dominanzmenge von G.
Beweis. Ist D0 eine beliebige minimale X-Dominanzmenge von G, so gilt D0 ∩N [x,G] 6= ∅.
Fu¨r jede Ecke y ∈ D0 ∩N [x,G] ist wegen (10.13) auch D = (D0−{y})∪ {v} eine minimale
X-Dominanzmenge von G mit v ∈ D. Weiter ist D − {v} eine X ′-Dominanzmenge von G
und D′ ∪ {v} eine X-Dominanzmenge von G mit v 6∈ D′. Daraus ergibt sich
γ(G,X) ≤ |D′ ∪ {v}| = γ(G,X ′) + 1 ≤ |D − {v}|+ 1 = γ(G,X),
womit D′ ∪ {v} eine minimale X-Dominanzmenge von G ist. ‖
Folgerung 10.6. Ist G ein Graph und X ⊆ E(G), so kann man den Reduktionssatz prinzi-
piell wie folgt anwenden.
Fu¨r alle x ∈ X teste man, ob eine Ecke v ∈ E(G) existiert, die die Bedingung (10.13)
erfu¨llt. Hat man zwei solche Ecken x und v gefunden, so kann man wegen des Reduktions-
satzes dieses Verfahren mit der Eckenmenge X ′ = X −N [v,G] fortsetzen. Findet man keine
zwei Ecken, die (10.13) erfu¨llen, so la¨ßt sich der Reduktionssatz nicht weiter anwenden.
Sowohl fu¨r praktische Verfahren als auch fu¨r theoretische Untersuchungen ist ha¨ufig fol-
gende Beobachtung sehr nu¨tzlich.
Hilfssatz 10.9 (Volkmann [3] 1990). Es sei G ein Graph, X ⊆ E(G) und Y = E(G)−X .
Ist y ∈ Y mit
|N(y,G) ∩X| ≤ 1, (10.14)
und ist D eine minimale X-Dominanzmenge von G − y, so ist D auch eine minimale X-
Dominanzmenge von G.
Beweis. D ist natu¨rlich eine X-Dominanzmenge von G. Angenommen, es gibt in G eine
minimale X-Dominanzmenge D0 mit |D0| < |D|. Dann gilt notwendig y ∈ D0. Nun unter-
scheiden wir zwei Fa¨lle.
1. Fall: Es gilt N(y,G) ∩ X = ∅. Unter dieser Bedingung ist schon D0 − y eine X-
Dominanzmenge von G, was der Minimalita¨t von |D0| widerspricht.
2. Fall: Es gilt |N(y,G)∩X| = 1 = |{x}|. Dann ist aber auch die MengeD1 = (D0−y)∪{x}
eine X-Dominanzmenge von G− y mit |D1| = |D0| < |D|. Dies bedeutet einen Widerspruch
zu der Voraussetzung, daß D eine minimale X-Dominanzmenge von G− y ist.
Da es wegen der Bedingung (10.14) keine weiteren Fa¨lle gibt, haben wir den Hilfssatz 10.9
vollsta¨ndig bewiesen. ‖
Der skizzierte Graph G zeigt uns, daß man die Bedingung (10.14) aus Hilfssatz 10.9 im
allgemeinen nicht abschwa¨chen kann.
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Denn setzt man X = {a, b}, so gilt |N(y,G) ∩ X| = 2, und die Menge {a, b} ist eine
minimale X-Dominanzmenge von G− y aber offensichtlich nicht von G.
Aus dem Reduktionssatz und dem Hilfssatz 10.9 leiten wir nun einen effizienten Algorith-
mus her, der uns fu¨r alle Blockgraphen eine minimale Dominanzmenge liefert.
10. Algorithmus
Algorithmus zur Bestimmung minimaler Dominanzmengen in Blockgraphen
Es sei G ein Blockgraph und Y ⊆ E(G).
1. Man setze X = Y und D = ∅.
2. Ist X = ∅, so stoppe man den Algorithmus, denn dann ist D eine minimale Y -
Dominanzmenge von G.
Ist X 6= ∅, so gehe man zu 3.
3. Man suche einen beliebigen Endblock B von G.
Existiert eine Ecke x ∈ E(B) ∩X , die keine Schnittecke von G ist, so gehe man zu 5.
Existiert keine solche Ecke x, so gehe man zu 4.
4. Gibt es im Endblock B keine Schnittecke von G, so setze man G = G − E(B) und
gehe zu 3.
Im anderen Fall sei v die eindeutig bestimmte Schnittecke von G im Endblock B. Dann
setze man G = G− (E(B)− {v}) und gehe zu 3.
5. Gibt es in B eine Schnittecke v von G, so setze man D = D ∪ {v}, X = X −N [v,G]
und gehe zu 2.
Gibt es in B keine Schnittecke von G, so wa¨hle man eine beliebige Ecke v in B, setze
D = D ∪ {v}, X = X −N [v,G] und gehe zu 2.
Beweis. Nach Folgerung 8.2 kann der 3. Schritt immer ausgefu¨hrt werden. Im 4. Schritt
wird der aktuelle Graph G so reduziert, daß einerseits wieder ein Blockgraph entsteht und
andererseits Hilfssatz 10.9 zum Tragen kommt. Daher bleibt im 4. Schritt die Menge X
erhalten.
Im 5. Schritt gilt nach Konstruktion
N [N [x,G], G] ∩X ⊆ N [v,G],
womit der Reduktionssatz anwendbar ist. Daher ist beim Abbruch des Algorithmus die
aktuelle Eckenmenge D eine minimale Y -Dominanzmenge von G. ‖
Im Jahre 1975 gaben Cockayne, Goodman und Hedetniemi [1] einen guten Algorithmus
zur Bestimmung minimaler Dominanzmengen in Ba¨umen. Da jeder Baum ein Blockgraph
ist, kann man den 10. Algorithmus als eine Verallgemeinerung dieses Resultats auffassen.
Daru¨ber hinaus gibt es effiziente Algorithmen fu¨r Kaktusgraphen von Hedetniemi, Laskar
und Pfaff [1] 1986, fu¨r Block-Kaktusgraphen von Volkmann [10] 1992 (ist in einem Graphen
jeder Block ein Kreis oder ein vollsta¨ndiger Graph, so liegt ein Block-Kaktusgraph vor)
sowie fu¨r stark triangulierte Graphen (eine Teilklasse der triangulierten Graphen, die auch
die Blockgraphen umfaßt) von Farber [1] 1984.
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10.4 k-Dominanzmengen
Definition 10.5. Es sei G ein Graph und k ∈ N. Eine Menge D ⊆ E(G) heißt k-Dominanz-
menge von G, wenn |N(x,G)∩D| ≥ k fu¨r alle x ∈ E(G)−D gilt. Eine k-Dominanzmenge D
heißt minimale k-Dominanzmenge von G, wenn es keine k-Dominanzmenge D′ von G mit
|D′| < |D| gibt. Ist D eine minimale k-Dominanzmenge von G, so wird die k-Dominanzzahl
durch γk(G) = |D| definiert.
Bemerkung 10.4. Jede k-Dominanzmenge ist eine Dominanzmenge, womit γ(G) ≤ γk(G)
fu¨r jedes k ∈ N gilt. Insbesondere sind die Begriffe 1-Dominanzmenge und Dominanzmenge
gleichbedeutend, was γ(G) = γ1(G) zur Folge hat. Allgemeiner ist fu¨r 1 ≤ q ≤ k jede
k-Dominanzmenge eine q-Dominanzmenge, also γq(G) ≤ γk(G). Es gilt immer γk(G) ≥
min{k, n(G)} und im Fall k > ∆(G) natu¨rlich γk(G) = n(G).
Satz 10.22 (Fink, Jacobson [1] 1985). Ist G ein schlichter Graph und k ∈ N mit 2 ≤
k ≤ ∆(G), so gilt
γk(G) ≥ γ(G) + k − 2.
Beweis. Es sei D eine minimale k-Dominanzmenge von G. Wegen k ≤ ∆(G) ist die Menge
E(G) − D nicht leer. Ist u ∈ E(G) − D, so gilt |N(u,G) ∩ D| ≥ k, womit es k Ecken
x1, x2, . . . , xk in D gibt, die zu u adjazent sind. Daru¨ber hinaus ist jede Ecke aus E(G)−D
zu mindestens einer Ecke aus D − {x2, x3, . . . , xk} adjazent. Daher ist
D∗ = {u} ∪ (D − {x2, x3, . . . , xk})
eine Dominanzmenge von G, woraus sich die behauptete Ungleichung ergibt. ‖
Folgerung 10.7. Ist G ein schlichter Graph mit ∆(G) ≥ 1, so gilt γk(G) > γ(G) fu¨r alle
k ≥ 3.
Beispiel 10.2. Fu¨r den Graphen G, der aus r disjunkten Kreisen der La¨nge 4 besteht, gilt
γ2(G) = γ(G) = 2r. Daher la¨ßt sich Folgerung 10.7 nicht mehr fu¨r k = 2 aufrecht erhalten.
Angeregt durch Satz 10.22 habe ich zusammen mit meiner Schu¨lerin Dr. Adriana Hansberg
[2] ku¨rzlich die schlichten und zusammenha¨ngenden Kaktusgraphen G charakterisiert, die die
Identita¨t γ(G) = γ2(G) erfu¨llen. Die Charakterisierung aller zusammenha¨ngenden schlichten
Graphen G mit γ(G) = γ2(G) ist ein offenes Problem.
Satz 10.23 (Fink, Jacobson [1] 1985). Ist G ein schlichter Graph, k ∈ N, ∆ = ∆(G)
und n = n(G), so gilt
γk(G) ≥ kn
∆+ k
.
Beweis. Ist k > ∆, so gilt γk(G) = n, und die Ungleichung ist tatsa¨chlich erfu¨llt. Im Fall
k ≤ ∆ sei D eine minimale k-Dominanzmenge von G. Es gilt einerseits
mG(D,D) ≤ ∆|D| = ∆γk(G).
Da jede Ecke aus D zu mindestens k Ecken aus D adjazent ist, gilt andererseits
mG(D,D) ≥ k|D| = k(n− γk(G)).
Aus den letzten beiden Ungleichungen folgt ohne Mu¨he die gesuchte Abscha¨tzung. ‖
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Satz 10.24 (Fink, Jacobson [1] 1985). Ist G ein schlichter Graph und k ∈ N, so gilt
γk(G) ≥ n(G)− m(G)
k
.
Beweis. Ist γk(G) = n(G), so ist die Ungleichung sicherlich richtig. Nun sei γk(G) < n(G),
und es sei D eine minimale k-Dominanzmenge von G. Da jede Ecke aus D 6= ∅ zu mindestens
k Ecken aus D adjazent ist, folgt m(G) ≥ |D|k = (n(G)−γk(G))k und damit die gewu¨nschte
Abscha¨tzung. ‖
Folgerung 10.8 (Fink, Jacobson [1] 1985). Ist T ein Baum und k ∈ N, so gilt
γk(T ) ≥ (k − 1)n(T ) + 1
k
.
Folgerung 10.9 (Volkmann [26] 2006). Ist T ein Baum der Ordnung n(T ) ≥ 2, so gilt
γ2(T ) ≥ β(T ) + 1 ≥ γ(T ) + 1.
Beweis. Da T ein bipartiter Graph ist, gilt β(T ) ≤ n(T )/2. Daher liefert Folgerung 10.8
γ2(T ) ≥ n(T ) + 1
2
≥ β(T ) + 1
2
.
Wegen Satz 10.1 ii) gilt β(T ) ≥ γ(T ), woraus sich dann sofort die gewu¨nschte Ungleichungs-
kette ergibt. ‖
Angeregt durch Folgerung 10.8 hat Volkmann [26] ku¨rzlich alle Ba¨ume mit
γk(T ) =
⌈
(k − 1)n(T ) + 1
k
⌉
charakterisiert. In der gleichen Arbeit [26] wurden auch alle Ba¨ume T mit γ2(T ) = γ(T ) +
1 und γ2(T ) = β(T ) + 1 bestimmt. Hansberg und Volkmann [1] haben gezeigt, daß die
Ungleichung γ2(G) ≥ γ(G) + 1 sogar fu¨r alle zusammenha¨ngenden Blockgraphen G der
Ordnung n(G) ≥ 2 richtig ist und alle Blockgraphen bestimmt, die diese Ungleichung mit
Gleichheit erfu¨llen.
Nun wollen wir eine Verallgemeinerung der Abscha¨tzung 2γ(G) ≤ n(G) von Ore herleiten.
Dazu beno¨tigen wir den na¨chsten Hilfssatz, der sich durch ein klassisches Argument von
Erdo˝s [2] beweisen la¨ßt.
Hilfssatz 10.10 (Favaron, Hansberg, Volkmann [1] 2008). Es sei G ein schlichter
Graph. Zu jeder natu¨rlichen Zahl r existiert eine Zerlegung von E(G) in r paarweise disjunkte
Eckenmengen E1, E2, . . . , Er, so daß
|N(u) ∩ Ei| ≤ d(u)
r
(10.15)
f
u¨r jedes i ∈ {1, 2, . . . , r} und jede Ecke u ∈ Ei gilt.
192 10 Dominanz und Irredundanz
Beweis. Sei E1∪E2∪. . .∪Er eine solche Zerlegung von E(G), so daß
∑r
i=1
∑
u∈Ei |N(u)∩Ei|
minimal ist. Angenommen, es gibt einen Index i0 ∈ {1, 2, . . . , r} und eine Ecke u0 ∈ Ei0 ,
so daß |N(u0) ∩ Ei0 | > d(u0)r gilt. Dann existiert aber ein Index i1 ∈ {1, 2, . . . , r}, der die
Ungleichung |N(u0)∩Ei1 | < d(u0)r erfu¨llt. Setzen wir E ′i0 = Ei0 −{u0}, E ′i1 = Ei1 ∪ {u0} und
E ′j = Ej fu¨r 1 ≤ j ≤ r mit j 6∈ {i0, i1}, so folgt
r∑
i=1
∑
u∈E′i
|N(u) ∩ E ′i| =
r∑
i=1
∑
u∈Ei
|N(u) ∩ Ei| − 2|N(u0) ∩ Ei0 |+ 2|N(u0) ∩ Ei1 |
<
r∑
i=1
∑
u∈Ei
|N(u) ∩ Ei|.
Dies ist ein Widerspruch dazu, daß
∑r
i=1
∑
u∈Ei |N(u)∩Ei|minimal ist, womit dieser Hilfssatz
bewiesen ist. ‖
Folgerung 10.10 (Caro, Roditty [1] 1990). Es sei G ein schlichter Graph und r ≥ 1 eine
natu¨rliche Zahl. Dann existiert ein Faktor H von G, so daß
d(x,H) ≥ r − 1
r
d(x,G) (10.16)
fu¨r alle x ∈ E(G) gilt.
Beweis. Wegen Hilfssatz 10.10 exitsiert eine Zerlegung von E(G) = E1 ∪ E2 ∪ . . . ∪ Er von
E(G), so daß |N(u) ∩ Ei| ≤ d(u)r f
u¨r jedes i ∈ {1, 2, . . . , r} und jede Ecke u ∈ Ei gilt. Lo¨schen wir die Kanten in G[Ei] fu¨r alle
i ∈ {1, 2, . . . , r}, so nennen wir den daraus resultierenden Faktor H . Dann gilt fu¨r x ∈ Ej
und 1 ≤ j ≤ r
d(x,H) = d(x,G)− |N(x,G) ∩ Ej| ≥ d(x,G)− d(x,G)
r
=
r − 1
r
d(x,G). ‖
Satz 10.25 (Caro, Roditty [1] 1990). Es sei G ein schlichter Graph der Ordnung n =
n(G) und k, r ∈ N. Ist der Minimalgrad δ = δ(G) ≥ r+1
r
k − 1, so gilt
γk(G) ≤ r
r + 1
n. (10.17)
Beweis. Es sei E1, E2, . . . , Er+1 eine Zerlegung von E(G) mit den Eigenschaften aus Folge-
rung 10.10 und H der entsprechende (r + 1)-partite Faktor. Dann folgt aus (10.16) fu¨r alle
x ∈ E(G)
d(x,H) ≥
⌈
r
r + 1
δ
⌉
≥
⌈
k − r
r + 1
⌉
= k.
Gilt o.B.d.A. |E1| ≥ |E2| ≥ · · · ≥ |Er+1|, so ist A =
⋃r+1
i=2 Ei eine k-Dominanzmenge von
G, denn jede Ecke aus E1 ist zu mindestens k Ecken aus A adjazent. Daraus folgt nun das
gewu¨nschte Ergebnis
γk(G) ≤ |A| = n− |E1| ≤ n− n
r + 1
=
rn
r + 1
. ‖
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Setzt man in Satz 10.25 r = k, so ergibt sich unmittelbar ein Ergebnis von Cockayne,
Gamble und Shepherd [1].
Folgerung 10.11 (Cockayne, Gamble, Shepherd [1] 1985). Ist G ein schlichter Graph,
k ∈ N und δ(G) ≥ k, so gilt
γk(G) ≤ k
k + 1
n(G). (10.18)
Setzt man in Satz 10.25 r = 1, so folgt fu¨r δ ≥ 2k − 1 die Abscha¨tzung 2γk(G) ≤ n(G),
die fu¨r k = 1 gerade die klassische Ungleichung von Ore bedeutet.
Mit Hilfe eines allgemeineren Dominanzkonzeptes haben auch Stracke und Volkmann [1]
1993 Folgerung 10.11 verbessert.
Das na¨chste Resultat ist a¨quivalent zum Satz 10.25 von Caro und Roditty, aber es la¨ßt
sich ha¨ufig leichter anwenden.
Satz 10.26 (Favaron, Hansberg, Volkmann [1] 2008). Ist G ein schlichter Graph der
Ordnung n mit Minimalgrad δ ≥ k ∈ N, so gilt
γk(G) ≤ dk/(δ + 1− k)edk/(δ + 1− k)e+ 1 n.
Beweis. Man wa¨hle in Hilfssatz 10.10 eine Zerlegung E(G) = E1 ∪ E2 ∪ . . . ∪ Er mit r =⌈
δ+1
δ+1−k
⌉
. Dann folgt aus der Ungleichung (10.15)
|N(u) ∩ Ei| ≤ d(u)
r
≤ δ + 1− k
δ + 1
d(u)
fu¨r alle i ∈ {1, 2, . . . , r} und jede Ecke u ∈ Ei. Damit ergibt sich
d(u)− |N(u) ∩ Ei| ≥ d(u)− δ + 1− k
δ + 1
d(u) =
kd(u)
δ + 1
≥ kδ
δ + 1
= k − k
δ + 1
.
Wegen k
δ+1
< 1 erhalten wir daraus d(u)− |N(u)∩Ei| ≥ k fu¨r alle i ∈ {1, 2, . . . , r} und jede
Ecke u ∈ Ei. Somit ist E(G) − Ei eine k-Dominanzmenge von G fu¨r alle i ∈ {1, 2, . . . , r}.
Da max{|Ei||1 ≤ i ≤ r} ≥ nr , erhalten wir das gewu¨nschte Ergebnis wie folgt:
γk(G) ≤ n− n
r
=
r − 1
r
n =
dk/(δ + 1− k)e
dk/(δ + 1− k)e + 1n. ‖
Folgerung 10.12 (Favaron, Hansberg, Volkmann [1] 2008). Es sei G ein schlichter
Graph der Ordnung n vom Minimalgrad δ. Ist k ≤ δ eine natu¨rliche Zahl, so gilt
γk(G) ≤ δ
2δ + 1− k n.
Beweis. Wegen
⌈
a
b
⌉ ≤ a+b−1
b
fu¨r je zwei positive ganze Zahlen a und b, folgt⌈
k
δ + 1− k
⌉
≤ k + δ + 1− k − 1
δ + 1− k =
δ
δ + 1− k .
Da die Funktion x
x+1
fu¨r positive x monoton wa¨chst, ergibt sich daher aus Satz 10.26
γk(G) ≤ dk/(δ + 1− k)edk/(δ + 1− k)e + 1n ≤
δ/(δ + 1− k)
δ/(δ + 1− k) + 1 n =
δ
2δ + 1− kn. ‖
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Folgerung 10.12 verbessert fu¨r (δ + 4)/2 ≤ k ≤ δ − 1 eine obere Schranke von Chen
und Zhou [1] aus dem Jahre 1998. Der folgende Satz, den wir ohne Beweis angeben, ist ein
Analogon zum Satz 10.15 fu¨r k ≥ 2.
Satz 10.27 (Favaron, Hansberg, Volkmann [1] 2008). Es sei G ein schlichter und zu-
sammenha¨ngender Graph der Ordnung n vom Minimalgrad δ. Dann gilt γk(G) = kn/(k+1)
(also Gleicheit in Folgerung 10.11) fu¨r eine ganze Zahl k mit 2 ≤ k ≤ δ genau dann, wenn
G = H ◦Kk ist, wobei H ein zusammenha¨ngender und schlichter Graph bedeutet.
Der na¨chste Hilfssatz ist leicht einzusehen.
Hilfssatz 10.11. Ist G = C4 ◦K1 oder G = (F ◦K1)◦K1, wobei F ein zusammenha¨ngender
und schlichter Graph bedeutet, so gilt γ2(G) =
3
2
α(G) = 3
4
n(G).
Hilfssatz 10.12. Es sei H ein zusammenha¨ngender und schlichter Graph mit mindestens
zwei Ecken und G = H ◦ K1. Dann gilt γ2(G) ≤ 34n(G), und es ist γ2(G) = 34n(G) genau
dann, wenn H = C4 oder H = F ◦ K1, wobei F ein zusammenha¨ngender und schlichter
Graph bedeutet.
Beweis. Es sei L die Menge der Endecken von G und D eine minimale Dominanzmenge von
G− L = H . Da G = H ◦K1 ist, erkennen wir, daß D ∪ L eine minimale 2-Dominanzmenge
von G ist. Daher ergibt sich aus der Ungleichung von Ore
γ2(G) = γ(G− L) + |L| ≤ n(G− L)
2
+ |L| = 3
4
n(G).
Wenden wir auf diese Ungleichungskette Satz 10.15 an, so erkennen wir ohne Mu¨he, daß
γ2(G) =
3
4
n(G) genau dann gilt, wenn H = C4 oder H = F ◦ K1, wobei F ein zusam-
menha¨ngender und schlichter Graph bedeutet. ‖
Satz 10.28 (Fujisawa, Hansberg, Kubo, Saito, Sugita, Volkmann [1] 2008). Es
sei G ein zusammenha¨ngender, bipartiter und schlichter Graph der Ordnung n ≥ 3. Dann
gilt γ2(G) ≤ 32α(G), und es ist γ2(G) = 32α(G) genau dann, wenn G = C4 ◦ K1 oder
G = (F ◦ K1) ◦ K1, wobei F ein zusammenha¨ngender, bipartiter und schlichter Graph
bedeutet.
Beweis. Es sei L die Menge der Endecken und I eine maximale unabha¨ngige Eckenmenge
von G. Wegen n ≥ 3, ko¨nnen wir ohne Beschra¨nkung der Allgemeinheit voraussetzen, daß
L ⊆ I und daher |L| ≤ α(G) gilt. Da G bipartit ist, ergibt sich natu¨rlich n ≤ 2α(G).
Ist A,B eine Bipartition von G, so sei A1 = A−L und B1 = B−L, und wir nehmen ohne
Beschra¨nkung der Allgemeinheit an, daß |A1| ≤ |B1| gilt. Daraus ergibt sich |A1| ≤ n−|L|2 . Da
jede Ecke aus B1 mindestens zwei Nachbarn in A1∪L hat, ist A1∪L eine 2-Dominanzmenge
von G, und somit folgt
γ2(G) ≤ |A1 ∪ L| ≤ n− |L|
2
+ |L| = n+ |L|
2
.
Kombinieren wir diese Ungleichungskette mit |L| ≤ α(G) und n ≤ 2α(G), so ergibt sich die
gewu¨nschte Ungleichung
γ2(G) ≤ n+ |L|
2
≤ 2α(G) + α(G)
2
=
3
2
α(G).
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Daher ist G ein bipartiter Graph mit γ2(G) =
3
2
α(G) genau dann, wenn n = 2α(G), |L| =
α(G) und γ2(G) =
n+|L|
2
. Die Gleichungen |L| = α(G) und n = 2α(G) = 2|L| zeigen uns, daß
G = H ◦ K1 gilt. Die Identita¨t γ2(G) = n+|L|2 liefert dann zusa¨tzlich γ2(G) = 34n. Wenden
wir nun Hilfssatz 10.12 an, so folgt G = C4 ◦ K1 oder G = (F ◦ K1) ◦ K1, wobei F ein
zusammenha¨ngender, bipartiter und schlichter Graph bedeutet.
Ist umgekehrt G = C4 ◦ K1 oder G = (F ◦ K1) ◦ K1, wobei F ein zusammenha¨ngender,
bipartiter und schlichter Graph bedeutet, so liefert Hilfssatz 10.11 sofort γ2(G) =
3
2
α(G). ‖
Folgerung 10.13 (Blidia, Chellali, Favaron [1] 2005). Ist T ein Baum mit mindestens
drei Ecken, so gilt γ2(T ) ≤ 32α(T ).
Satz 10.29 (Hansberg, Meierling, Volkmann [1] 2009). Ist G ein schlichter r-partiter
Graph der Ordnung n und k ∈ N, so gilt
γk(G) ≤ (r − 1)n+ |{x ∈ E(G)|d(x,G) ≤ k − 1}|
r
. (10.19)
Beweis. Ist R = {x ∈ E(G)|d(x,G) ≤ k−1}, so ist R in jeder k-Dominanzmenge enthalten.
Ist |R| = |E(G)| = n, so ist (10.19) sicherlich richtig. Im verbleibenden Fall |R| < |E(G)|
sei E1, E2, . . . , Er eine Zerlegung der Eckenmenge des r-partiten Graphen G[E(G) − R] in
disjunkte unabha¨ngige Eckenmengen, so daß |E1| ≥ |E2| ≥ · · · ≥ |Er| gilt. Dabei ist Ei = ∅
fu¨r i ≥ 2 mo¨glich. Ist x ∈ E1, so gilt d(x,G) ≥ k und alle Nachbarn von x liegen in E(G)−E1.
Daher ist E(G)− E1 eine k-Dominanzmenge mit
|E1| ≥ |E1|+ |E2|+ · · ·+ |Er|
r
=
n− |R|
r
.
Daraus ergibt sich die gewu¨nschte Abscha¨tzung wie folgt:
γk(G) ≤ |E(G)− E1| = n− |E1| ≤ n− n− |R|
r
=
(r − 1)n+ |R|
r
. ‖
Setzt man in Satz 10.29 r = 2, so ergibt sich unmittelbar das na¨chste Resultat.
Folgerung 10.14 (Blidia, Chellali, Volkmann [3] 2006). Ist G ein schlichter und bi-
partiter Graph der Ordnung n und k ∈ N, so gilt
γk(G) ≤ n+ |{x ∈ E(G)|d(x,G) ≤ k − 1}|
2
. (10.20)
Satz 10.30. Es sei G ein schlichter Graph und k ∈ N. Ist δ(G) ≥ k ≥ 2, so gilt
γk(G) ≤ n(G) + γk−1(G)
2
.
Beweis. Es sei S eine minimale (k − 1)-Dominanzmenge von G und A ⊆ E(G) − S die-
jenige Menge, die genau k − 1 Nachbarn in S hat. Ist A = ∅, so gilt γk(G) = γk−1(G)
und die gewu¨nschte Ungleichung ist dann natu¨rlich richtig. Ist A 6= ∅, so hat jede Ecke aus
E(G)− (A∪S) mindestens k Nachbarn in S. Nun sei D eine minimale Dominanzmenge des
Teilgraphen H , der von der Eckenmenge N [A] ∩ (E(G)− S) induziert wird. Dann folgt aus
der Voraussetzung δ(G) ≥ k und der Definition von A, daß δ(H) ≥ 1 ist. Daher liefert der
Satz von Ore
|D| ≤ |N [A] ∩ (E(G)− S)|
2
≤ |E(G)− S|
2
.
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Nach Konstruktion ist nun S ∪D eine k-Dominanzmenge von G, und wir erhalten daher die
gewu¨nschte Ungleichung wie folgt:
γk(G) ≤ |S ∪D| ≤ |S|+ |E(G)− S|
2
=
n(G) + γk−1(G)
2
. ‖
Der Spezialfall k = 2 in Satz 10.30 geht auf Blidia, Chellali und Volkmann [2] zuru¨ck.
Beispiel 10.3. Es sei H ein schlichter Graph der Ordnung n = n(H) und k ≥ 2 eine ganze
Zahl. Ist G = H ◦Kk, so gilt n(G) = (k + 1)n und
γk(G) = kn =
n(G) + γk−1(G)
2
,
womit die Abscha¨tzung von γk(G) in Satz 10.30 bestmo¨glich ist.
Nun verwenden wir die sogenannte probabilistische Methode, um eine weitere interessante
obere Schranke fu¨r γk(G) herzuleiten.
Satz 10.31 (Hansberg, Volkmann [4] 2009). Es sei G ein schlichter Graph der Ordnung
n vom Minimalgrad δ ≥ 1. Ist k ∈ N mit δ+1
ln(δ+1)
≥ 2k, so gilt
γk(G) ≤ n
δ + 1
(
k ln(δ + 1) +
k−1∑
i=0
δi
i! (δ + 1)k−1
)
.
Beweis. Als erstes zeigen wir, daß δ ≥ k aus der Voraussetzung δ+1
ln(δ+1)
≥ 2k folgt. Angenom-
men, es gilt δ ≤ k− 1. Wegen δ ≥ 1 folgt aus dieser Annahme sofort k ≥ 2. Da die Funktion
h(x) = x
lnx
fu¨r x > e monoton wachsend ist und h(2) = h(4) gilt, ergibt sich h(x) ≤ h(y) fu¨r
alle ganze Zahlen y ≥ x ≥ 2, mit Ausnahme des Falles x = 2 und y = 3. Ist nun δ 6= 1 oder
k 6= 3, so erhalten wir
2k ≤ δ + 1
ln(δ + 1)
≤ k
ln k
,
was zu dem Widerspruch 2 ≤ k ≤ √e fu¨hrt. Im Fall δ = 1 und k = 3 ist die Voraussetzung
δ+1
ln(δ+1)
≥ 2k offensichtlich nicht erfu¨llt, womit wir δ ≥ k bewiesen haben.
Fu¨r eine beliebige Ecke v ∈ E(G) definieren wir nun den folgenden Bernoulli-Versuch. Die
Indexvariable Xv sei durch
Xv =
{
1, v ausgewa¨hlt
0, v nicht ausgewa¨hlt
.
definiert, und die Wahrscheinlichkeiten P (Xv = 1) bzw. P (Xv = 0) dafu¨r, daß v ausgewa¨hlt
bzw. nicht ausgewa¨hlt wird, seien durch P (Xv = 1) = p bzw. P (Xv = 0) = 1− p festgelegt,
wobei p = k ln(δ+1)
δ+1
ist. Eine Folge von n unabha¨ngigen solchen Versuchen fu¨r die Ecken
v1, v2, . . . , vn des GraphenG ist ein Bernoulli-Prozeß, bei dem durch A = {v ∈ E(G)|Xv = 1}
zufa¨llig eine Teilmenge A ⊆ E(G) der Eckenmenge des Graphen G ausgewa¨hlt wird. Daher
ist die Wahrscheinlichkeit P (|A| = j), eine Teilmenge A ⊆ E(G) mit genau j Elementen
auszuwa¨hlen, P (|A| = j) = (n
j
)
pj(1 − p)n−j. Da P (|A| = j) binomialverteilt ist, gilt fu¨r den
Erwartungswert E[|A|] der Anzahl der Elemente in A bekanntlich
E[|A|] = np.
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Sei SA die Menge der Ecken in E(G)−A, die weniger als k Nachbarn in A haben. Dann ist
A∪ SA eine k-Dominanzmenge von G. Fu¨r eine beliebige Ecke v ∈ E(G) berechnen wir nun
P (v ∈ SA) und scha¨tzen diese Gro¨ße nach oben ab. Hierbei soll vermerkt werden, daß aus
der Voraussetzung δ+1
ln(δ+1)
≥ 2k folgt, daß p = k ln(δ+1)
δ+1
≤ 1
2
ist.
P (v ∈ SA) = P (|N(v) ∩A| < k und v /∈ A)
=
k−1∑
i=0
P (|N(v) ∩ A| = i)(1− p)
=
k−1∑
i=0
(
d(v)
i
)
pi(1− p)d(v)−i+1
=
k−1∑
i=0
(
d(v)
i
)(
p
1− p
)i
(1− p)d(v)+1
≤
k−1∑
i=0
(
d(v)
i
)
(1− p)d(v)+1
≤
k−1∑
i=0
d(v)i
i!
(1− p)d(v)+1.
Benutzen wir die Ungleichung 1− x ≤ e−x fu¨r x ∈ [0, 1], so erhalten wir
P (v ∈ SA) ≤
k−1∑
i=0
1
i!
e−p(d(v)+1)+i ln(d(v)).
Setzen wir fi(d(v)) = −p(d(v) + 1) + i ln(d(v)), dann ist
∂fi
∂d(v)
(−p(d(v) + 1) + i ln(d(v))) = −p + i
d(v)
≤ −p+ k − 1
δ
.
Wegen δ ≥ k, ergibt sich sofort k
δ+1
≥ k−1
δ
. F
u¨r δ ≥ 2 folgt damit ln(δ + 1) k
δ+1
≥ k−1
δ
. Im Fall δ = 1 ist k = 1, und die Ungleichung
ln(δ + 1) k
δ+1
≥ k−1
δ
ist trivial. Folglich ist
∂fi
∂d(v)
(−p(d(v) + 1) + i ln(d(v))) ≤ −p + k − 1
δ
= −k ln(δ + 1)
δ + 1
+
k − 1
δ
≤ 0,
und daher ist die Funktion fi(d(v)) monoton fallend. Wir erhalten somit
P (v ∈ SA) ≤
k−1∑
i=0
1
i!
e−p(δ+1)+i ln(δ)
=
k−1∑
i=0
1
i!
e−k ln(δ+1)+i ln(δ)
=
k−1∑
i=0
1
i!
δi
(δ + 1)k
.
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Nun gilt fu¨r den Erwartungswert von |A ∪ SA|
E[|A ∪ SA|] = E[|A|] + E[|SA|] = np+
∑
v∈E(G)
P (v ∈ SA)
≤ nk ln(δ + 1)
δ + 1
+ n
k−1∑
i=0
δi
i! (δ + 1)k
=
n
δ + 1
(
k ln(δ + 1) +
k−1∑
i=0
δi
i! (δ + 1)k−1
)
.
Das bedeutet, daß es mindestens eine Menge A ⊆ E(G) gibt mit
|A ∪ SA| ≤ n
δ + 1
(
k ln(δ + 1) +
k−1∑
i=0
δi
i! (δ + 1)k−1
)
.
Da A ∪ SA eine k-Dominanzmenge ist, folgt daraus fu¨r die k-Dominanzzahl
γk(G) ≤ n
δ + 1
(
k ln(δ + 1) +
k−1∑
i=0
δi
i! (δ + 1)k−1
)
. ‖
Folgerung 10.15 (Hansberg, Volkmann [4] 2009). Es sei G ein schlichter Graph der
Ordnung n vom Minimalgrad δ ≥ 1. Ist k ∈ N mit δ+1
ln(δ+1)
≥ 2k, so gilt
γk(G) ≤ n
δ + 1
(k ln(δ + 1) + 1).
Beweis. Aus
(δ + 1)k−1 =
k−1∑
i=0
(
k − 1
i
)
δi ≥
k−1∑
i=0
δi.
folgt
k−1∑
i=0
δi
i! (δ + 1)k−1
≤ 1
(δ + 1)k−1
k−1∑
i=0
δi ≤ 1.
Daraus ergibt sich mit Satz 10.31 das gewu¨nschte Ergebnis wie folgt:
γk(G) ≤ n
δ + 1
(
k ln(δ + 1) +
k−1∑
i=0
δi
i! (δ + 1)k−1
)
≤ n
δ + 1
(k ln(δ + 1) + 1). ‖
Fu¨r den Fall k = 1 erhalten wir aus Folgerung 10.15 unmittelbar eine wichtige klassische
Abscha¨tzung der Dominanzzahl γ(G).
Satz 10.32 (Arnautov [1] 1974, Lova´sz [4] 1975, Payan [1] 1975). Jeder schlichte
Graph G ohne isolierte Ecken erfu¨llt
γ(G) ≤ n(G)
δ(G) + 1
(ln(δ(G) + 1) + 1).
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Die obere Schranke von γ(G) in Satz 10.32 wurde 1998 von Clark, Shekhtman, Suen und
Fisher [1] noch verbessert.
Die Arbeiten von Fink und Jacobson [1], [2] 1985, Favaron [1] 1985, Favaron [3] 1988, Caro
[1] 1990, Bean, Henning und Swart [1] 1994, Caro and Yuster [1] 2000, Blidia, Chellali und
Favaron [1] 2005, Blidia, Chellali und Volkmann [1], [2], [3] 2006, Hansberg und Volkmann
[3] 2009 sowie die Dissertation meiner Schu¨lerin, Dr. Adriana Hansberg [1] 2009, enthalten
weitere Resultate u¨ber die k-Dominanzzahl.
10.5 Irredundanzmengen
Definition 10.6. Es sei G ein Multigraph. Ist I ⊆ E(G) und x eine Ecke in I, so heißt x
irredundant in I, wenn
N [x,G]−N [I − {x}, G] 6= ∅
gilt. Sind alle Ecken x ∈ I ⊆ E(G) irredundant in I, so nennt man I Irredundanzmenge von
G oder irredundant in G. Eine Irredundanzmenge I0 von G heißt gesa¨ttigt, wenn es in G keine
Irredundanzmenge I gibt mit I0 ⊆ I und I0 6= I. Eine gesa¨ttigte Irredundanzmenge I∗ von G
nennt man minimale Irredundanzmenge von G, wenn es keine gesa¨ttigte Irredundanzmenge
I mit |I| < |I∗| gibt. Ist I eine minimale Irredundanzmenge, so bezeichnet man durch
|I| = ir = ir(G) die Irredundanzzahl von G.
In der Graphentheorie wurde der Begriff der Irredundanz erstmalig 1978 in einem Artikel
von Cockayne, Hedetniemi und Miller [1] benutzt.
Definition 10.7. Ist G ein Multigraph, I ⊆ E(G) und x eine Ecke aus I, so nennt man
P (x) = P (x, I) = PG(x, I) = N [x,G]−N [I −{x}, G] die Menge der privaten Nachbarn von
x bzgl. I.
Bemerkung 10.5. Benutzt man Definition 10.7, so erkennt man, daß eine Menge I ⊆ E(G)
genau dann irredundant ist, wenn jede Ecke aus I mindestens einen privaten Nachbarn
besitzt.
Satz 10.33 (Cockayne, Hedetniemi [1] 1974). Ist G ein Multigraph, so gilt
i) Jede unabha¨ngige Eckenmenge ist irredundant.
ii) Eine minimale Dominanzmenge ist eine gesa¨ttigte Irredundanzmenge, also gilt ir(G) ≤
γ(G).
Beweis. i) Es sei I eine unabha¨ngige Eckenmenge und x ∈ I. Dann gilt x ∈ N [x]−N [I−{x}],
womit I eine Irredundanzmenge ist.
ii) Es seiD eine minimale Dominanzmenge vonG. Nehmen wir an, daßD nicht irredundant
ist. Dann gibt es in der Menge D eine Ecke x mit N [x] − N [D − {x}] = ∅, womit N [x] ⊆
N [D−{x}] gilt. Das bedeutet aber, daß schon D−{x} eine Dominanzmenge von G ist, was
der Minimalita¨t von D widerspricht. Ist D keine gesa¨ttigte Irredundanzmenge, so existiert
eine Ecke u ∈ E(G)−D, so daßD∪{u} irredundant ist. Daraus erhalten wir den Widerspruch
∅ 6= N [u]−N [(D ∪ {u})− {u}] = N [u]−N [D] = N [u]− E(G) = ∅.
Aus der Definition der Irredundanzzahl ergibt sich nun die Ungleichung ir(G) ≤ γ(G). ‖
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Satz 10.34 (Allan, Laskar [1] 1978, Bolloba´s, Cockayne [1] 1979). Fu¨r jeden Multi-
graphen G gilt
γ(G) ≤ 2ir(G)− 1.
Beweis. Wegen ir(G) ≤ γ(G) ko¨nnen wir o.B.d.A. ir(G) < γ(G) voraussetzen. Ist I eine
gesa¨ttigte Irredundanzmenge mit |I| = ir(G), so gilt nach Bemerkung 10.5 P (x) 6= ∅ fu¨r jede
Ecke x ∈ I. Zu jeder Ecke x ∈ I wa¨hlen wir eine Ecke f(x) ∈ P (x) und setzen F = ⋃x∈I f(x)
sowie D = I ∪F . Die beiden Eckenmengen I und F haben die gleiche Kardinalita¨t, aber sie
haben nicht notwendig einen leeren Durchschnitt, da x ∈ P (x) fu¨r x ∈ I und damit f(x) = x
mo¨glich ist. Wegen |I| = ir(G) folgt damit |D| ≤ |I|+ |F | = 2ir(G).
Annahme, D ist keine Dominanzmenge von G. Dann existiert eine Ecke w ∈ E(G) − D
mit w 6∈ N [D]. Nun ist auch I ′ = I ∪ {w} eine Irredundanzmenge von G, denn es gilt
w ∈ N [w]−N [I ′ − {w}] und f(x) ∈ N [x]−N [(I ′ − {x}] fu¨r alle x ∈ I ′ − {w} = I. Dies ist
ein Widerspruch dazu, daß I gesa¨ttigt ist.
Damit ist D eine Dominanzmenge, die nach Voraussetzung die Ungleichung |D| > ir(G)
erfu¨llt. Da I eine gesa¨ttigte Irredundanzmenge ist und D die Eckenmenge I echt umfaßt,
kann D nach Satz 10.33 ii) keine minimale Dominanzmenge sein, womit wir die gewu¨nschte
Abscha¨tzung γ(G) ≤ |D| − 1 ≤ 2ir(G)− 1 erhalten. ‖
Aus den letzten beiden Sa¨tzen ergibt sich sofort
Folgerung 10.16. Ist G ein Multigraph, so gilt
1
2
<
ir(G)
γ(G)
≤ 1.
Fu¨r spezielle Graphen lassen sich bessere untere Schranken fu¨r den Quotienten ir(G)/γ(G)
nachweisen. Um solche Schranken zu bestimmen ist der folgende Struktursatz von Bolloba´s
und Cockayne [1] aus dem Jahre 1979 ha¨ufig sehr nu¨tzlich.
Satz 10.35 (Bolloba´s, Cockayne [1] 1979). Es sei G ein schlichter Graph und I eine
gesa¨ttigte Irredundanzmenge von G, die keine Dominanzmenge von G ist. Ist u ∈ E(G) −
N [I], so existiert ein x ∈ I mit folgenden Eigenschaften.
i) Es gilt P (x, I) ⊆ N(u).
ii) Sind x1, x2 ∈ P (x, I) mit x1 6= x2, so gilt x1x2 ∈ K(G) oder es existieren y1, y2 ∈
I − {x}, so daß x1 zu jeder Ecke aus P (y1, I) und x2 zu jeder Ecke aus P (y2, I)
adjazent ist (y1 = y2 ist dabei mo¨glich).
Beweis. i) Da I eine gesa¨ttigte Irredundanzmenge ist, kann I ∪ {u} nicht irredundant sein.
Daher existiert eine Ecke x ∈ I ∪ {u} mit
∅ = P (x, I ∪ {u}) = N [x] −N [(I ∪ {u})− {x}]
= N [x] −N [I − {x}]−N [u],
womit P (x, I) = N [x] − N [I − {x}] ⊆ N [u] gilt. Da u nicht von I dominiert wird, ist
u 6∈ P (x, I), woraus sich schließlich P (x, I) ⊆ N(u) ergibt.
ii) Seien nun x1 und x2 zwei nicht adjazente Ecken aus P (x, I). Angenommen, fu¨r alle
vi ∈ I − {x} existiert eine Ecke wi ∈ P (vi, I), so daß x1 und wi nicht adjazent sind. Dann
ist aber auch I ′ = I ∪ {x1} eine Irredundanzmenge von G, denn wi ∈ P (vi, I ′) fu¨r alle
vi ∈ I − {x}, x2 ∈ P (x, I ′) und wegen i) gilt auch u ∈ P (x1, I ′), was unserer Voraussetzung
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widerspricht, daß I gesa¨ttigt ist. Mit den gleichen Argumenten erha¨lt man die Aussage fu¨r
x2, womit auch ii) bewiesen ist. ‖
Satz 10.36. Es sei G ein schlichter und zusammenha¨ngender Graph.
i) (Damaschke [1] 1991) Ist µ(G) = 0, so gilt 3ir(G) > 2γ(G).
ii) (Volkmann [9] 1998) Ist µ(G) = 1, so gilt 3ir(G) ≥ 2γ(G).
Beweis. Es sei I eine gesa¨ttigte Irredundanzmenge von G mit |I| = ir(G) und o.B.d.A. gelte
γ(G)− ir(G) = c > 0. Dann ist I keine Dominanzmenge von G, also U = E(G)−N [I] 6= ∅.
Da U ∪ I eine Dominanzmenge von G ist, ergibt sich |U | ≥ γ(G)− ir(G) = c.
Gema¨ß Satz 10.35 i) wa¨hlen wir zu jeder Ecke u ∈ U ein f(u) ∈ I mit P (f(u), I) ⊆ N(u).
Daraus ergibt sich f(u) 6∈ P (f(u), I), womit jede Ecke f(u) zu einer Ecke aus I − {f(u)}
adjazent ist. Ist F = {f(u)|u ∈ U}, so wa¨hlen wir zu jedem f(u) ∈ F ein h(u) ∈ P (f(u), I)
und setzen H = {h(u)|f(u) ∈ F}. Es gilt natu¨rlich |H| = |F | und H ∩ I = ∅. Setzen wir
J = (I−F )∪H , so gilt |J | = |I|−|F |+|H| = ir(G), womit auch J keine Dominanzmenge von
G ist. Ist W = E(G)−N [J ], so ist W ∪J eine Dominanzmenge von G mit γ(G) ≤ |J |+ |W |,
also |W | ≥ γ(G)− ir(G) = c > 0. Fu¨r w ∈ W gilt w 6∈ U , w 6∈ H , w 6∈ I und w 6∈ N [I − F ],
also w ∈ N(f(u)) fu¨r ein u ∈ U .
Nun seien L1, L2, . . . , Lr die Komponenten von G[I], die mindestens eine Ecke aus F
enthalten. Da jede Ecke aus F zu mindestens einer weiteren Ecke aus I adjazent ist, gilt
|E(Li)| ≥ 2 fu¨r 1 ≤ i ≤ r, also 2r ≤ |I| = ir(G). Nun setzen wir G[E(L1) ∪ E(L2) ∪ . . . ∪
E(Lr) ∪W ] = G∗.
i) Ist µ(G) = 0, also G ein Baum, so gilt wegen Satz 10.35 i) notwendig |P (f(u), I)| = 1
fu¨r alle u ∈ U . Daraus ergibt sich fu¨r w ∈ W wegen w ∈ N(f(u)) und w 6∈ H sofort
w 6∈ P (f(u), I), womit w mindestens zwei Nachbarn in F besitzt. Wir wollen nun |W | ≤ r−1
zeigen. Angenommen, es gilt |W | = r + s mit s ≥ 0. Da G∗ ein Wald ist und L1, L2, . . . , Lr
Ba¨ume sind, erhalten wir den Widerspruch
0 = µ(G∗) = m(G∗)− n(G∗) + κ(G∗)
≥
r∑
i=1
(m(Li)− n(Li)) + 2(r + s)− (r + s) + 1
=
r∑
i=1
µ(Li) + s+ 1 ≥ 1.
Insgesamt folgt nun
γ(G) ≤ |J |+ |W | = |I|+ |W | < |I|+ r ≤ 3
2
ir(G).
ii) Ist µ(G) = 1, also besitzt G genau einen Kreis (man vgl. Satz 2.8), so ist |P (f(u), I)| ≥ 3
wegen Satz 10.35 i) nicht mo¨glich, und es gilt |P (f(u), I)| = 2 fu¨r ho¨chstens ein u ∈ U .
Ist |P (f(u), I)| = 1 fu¨r alle u ∈ U , so besitzt wieder jedes w ∈ W mindestens zwei
Nachbarn in F . Wegen µ(G∗) ≤ 1, ergibt sich analog zu i) |W | ≤ r.
Ist |P (f(u), I)| = |{x1, x2}| = 2 fu¨r ein u ∈ U , so gelte o.B.d.A. x1 ∈ H . Geho¨rt nun
die Ecke x2 zu W , so hat x2 genau einen aber alle anderen Ecken aus W mindestens zwei
Nachbarn in F . In diesem Fall geht der einzige Kreis von G durch eine Ecke aus U , womit
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notwendig µ(G∗) = 0 gilt. Auch in diesem Fall gilt |W | ≤ r, denn ist |W | = r+ s mit s ≥ 1,
so erhalten wir den Widerspruch
0 = µ(G∗) = m(G∗)− n(G∗) + κ(G∗)
≥
r∑
i=1
(m(Li)− n(Li)) + 2(r + s)− 1− (r + s) + 1
=
r∑
i=1
µ(Li) + s ≥ 1.
Insgesamt folgt fu¨r µ(G) = 1
γ(G) ≤ |J |+ |W | = |I|+ |W | ≤ |I|+ r ≤ 3
2
ir(G).
Damit ist der Satz vollsta¨ndig bewiesen. ‖
Beispiel 10.4. Um zu zeigen, daß die Abscha¨tzungen im Satz 10.36 bestmo¨glich sind, be-
trachten wir den skizzierten Graphen G, der genau einen Kreis besitzt.u
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Fu¨r den skizzierten GraphenG wollen wir 3ir(G) = 2γ(G) nachweisen. Zuna¨chst wollen wir
zeigen, daß jede gesa¨ttigte Irredundanzmenge von G mindestens eine Ecke aus der Menge
{fi, hi, ui} fu¨r jedes i = 1, 2, . . . , 2n besitzt. Denn ist I eine Irredundanzmenge mit I ∩
{fj, hj , uj} = ∅ fu¨r ein j, so ist auch I ∪{uj} eine Irredundanzmenge von G, denn uj hat den
privaten Nachbarn hj. Damit folgt ir(G) ≥ 2n. Man sieht nun leicht, daß I = {f1, f2, . . . , f2n}
eine gesa¨ttigte Irredundanzmenge von G ist, woraus sich ir(G) = 2n ergibt.
Aus Satz 10.21 und Hilfssatz 10.9 folgt sofort, daß {h1, . . . , h2n, w1, . . . , wn} eine minimale
Dominanzmenge von G ist, woraus sich γ(G) = 3n ergibt. Insgesamt erhalten wir 3ir(G) =
6n = 2γ(G), womit Satz 10.36 ii) bestmo¨glich ist.
Betrachten wir den Baum T = G − wn, so erkennen wir analog zu oben ir(T ) = 2n und
γ(T ) = 3n− 1. Daraus ergibt sich
ir(T )
γ(T )
=
2n
3n− 1 .
An der Tatsache, daß 2n/(3n − 1) mit n → ∞ gegen 2/3 strebt, erkennt man auch die
Scha¨rfe von Satz 10.36 i).
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Genauere Analysen liefern die na¨chsten Ergebnisse, die wir ohne Beweis notieren wollen.
Satz 10.37 (Volkmann [9] 1998). Es sei G ein schlichter und zusammenha¨ngender Graph.
Ist G ein Blockgraph oder ist µ(G) ≤ 2, so gilt 3ir(G) ≥ 2γ(G).
Satz 10.38 (Favaron, Kabanov, Puech [1] 1999). Ist G ein schlichter, zusammenha¨ngen-
der und klauenfreier Graph, so gilt 3ir(G) ≥ 2γ(G).
Die Ungleichungen in den Sa¨tzen 10.37 und 10.38 sind fu¨r allgemeine schlichte und zu-
sammenha¨ngende Kaktusgraphen nicht mehr richtig, denn es existieren Beispiele von Kak-
tusgraphen G mit
ir(G)
γ(G)
=
7
11
<
2
3
.
Fu¨r schlichte Kaktusgraphen vermuteten wir die Abscha¨tzung ir(G)
γ(G)
> 5
8
. Diese Vermutung
wurde 1998 von Vadim Zverovich [1] besta¨tigt.
Fu¨r bipartite sowie triangulierte schlichte Graphen haben wir Beispiele konstruiert, die
zeigen, daß die Ungleichung γ(G) ≤ 2ir(G)−1 fu¨r diese Klassen scharf ist. Weitere Ergebnisse
dieser Art entha¨lt die Arbeit von Favaron, Henning, Puech und Rautenbach [1] 2001.
Vertiefte Informationen zur Theorie der Dominanzmengen und verwandte Parameter fin-
det man in den beiden Ba¨nden “Fundamentals of Domination in Graphs” [1] und “Domina-
tion in Graphs: Advanced Topics” [2] von T. Haynes, S. Hedeteniemi und P. Slater aus dem
Jahre 1998. Wa¨hrend der erste Band ein Lehrbuch ist, entha¨lt der zweite Band U¨bersichts-
artikel von verschiedenen Autoren.
10.6 Aufgaben
Aufgabe 10.1. Ist G ein schlichter Graph, so zeige man γ(G)(∆(G) + 1) ≥ n(G).
Aufgabe 10.2. i) Ist G ein schlichter Graph, so zeige man
γ(G) ≤ n(G)−∆(G).
ii) Fu¨r alle ∆ ∈ N0 und alle natu¨rlichen Zahlen n ≥ ∆ + 1 gebe man schlichte Graphen
G mit n = n(G), ∆ = ∆(G) und γ(G) = n−∆ an.
iii) Fu¨r alle natu¨rlichen Zahlen ∆ ≥ 2 gebe man schlichte und zusammenha¨ngende Gra-
phen gerader und ungerader Ordnung n = n(G) mit ∆ = ∆(G) und γ(G) = n − ∆
an.
Aufgabe 10.3. Es sei H ein 3-regula¨rer und schlichter Graph ohne Bru¨cken der Ordnung n
und G = H ◦K2. Man berechne die Gro¨ßen α(G), β(G), α0(G), β0(G) und γ(G).
Aufgabe 10.4. Ist G ein schlichter Graph vom Durchmesser 2, so beweise man γ(G) ≤ δ(G).
Aufgabe 10.5. Ist G ein schlichter Graph mit der Taillenweite t(G) ≥ 5, so beweise man
γ(G) ≥ δ(G).
Aufgabe 10.6. Es sei G ein schlichter Graph und H = {Hx|x ∈ E(G)} eine Familie von
schlichten Graphen, die durch die Ecken von G indiziert ist. Man beweise, daß genau dann
γ(G ◦ H) = α(G ◦ H) gilt, wenn alle Hx vollsta¨ndige Graphen sind.
Aufgabe 10.7. Man beweise Bemerkung 10.1.
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Aufgabe 10.8. Man beweise Bemerkung 10.2.
Aufgabe 10.9. Man beweise Bemerkung 10.3.
Aufgabe 10.10. Man beweise Folgerung 10.5 mit Hilfe von Folgerung 10.4.
Aufgabe 10.11. Es sei G ein schlichter Graph mit γ(G) = α(G). Beweisen Sie, daß fu¨r alle
unabha¨ngigen Eckenmengen S von G die Bedingung γ(G−N [S,G]) = α(G−N [S,G]) gilt.
Aufgabe 10.12. Es sei G ein schlichter Graph. Existiert in G eine unabha¨ngige Eckenmenge
X und eine Eckenmenge Y mit |X| > |Y | und N [X,G] ⊆ N [Y,G], so zeige man, daß
γ(G) < α(G) gilt.
Aufgabe 10.13. Es sei G ein schlichter Graph mit α(G2) = α(G). Man zeige, daß
min{
∑
v∈D
(d(v,G) + 1)|D ist eine Dominanzmenge von G} = n(G).
Aufgabe 10.14. Ein schlichter Graph G heißt simplizialer Graph, falls jede Ecke von G in
mindestens einem Simplex von G enthalten ist. Man zeige, daß jede Ecke mit Minimalgrad
in einem simplizialen Graphen eine simpliziale Ecke ist.
Aufgabe 10.15. Es sei G ein Blockgraph mit γ(G) = α(G). Ist B ein Endblock von G und
H = G−E(B), so zeige man γ(H) = α(H).
Aufgabe 10.16. Einen Block B eines Blockgraphen G nennen wir a¨ußeren Block von G,
wenn B eine Ecke entha¨lt, die keine Schnittecke von G ist.
Man beweise: Ist G ein Blockgraph mit γ(G) = α(G), so geho¨rt jede Ecke von G zu
ho¨chstens einem a¨ußeren Block von G.
Aufgabe 10.17. Ist G ein schlichter Graph mit γ(G) ≥ 3, so beweise man
γ(G) + γ(G) ≤ δ(G) + 3.
An Hand von Beispielen zeige man, daß diese Ungleichung im allgemeinen nicht gilt, wenn
γ(G) ≤ 2 ist.
Aufgabe 10.18. Ist G ein schlichter Graph vom Minimalgrad δ(G) ≥ p ≥ 2, so beweise
man γp(G) + α(G) ≤ n(G).
Aufgabe 10.19. Ist G ein schlichter Graph und p ∈ N, so beweise man
γp(G) ≤ n(G) + p− 1− δ(G).
Die vollsta¨ndigen Graphen zeigen die Scha¨rfe dieser Abscha¨tzung.
Aufgabe 10.20. Es sei G ein schlichter Graph, der weder vollsta¨ndig noch 1-regula¨r ist.
Man beweise γ2(G) ≤ n(G)− δ(G).
Aufgabe 10.21. Es sei G ein schlichter und zusammenha¨ngender Graph der Ordnung n ≥ 2
mit γ2(G) = γ(G). Man zeige, daß δ(G) ≥ 2 gilt.
Aufgabe 10.22. Es sei G ein zusammenha¨ngender schlichter Graph der Ordnung n ≥ 2 mit
γ2(G) = γ(G). Man zeige, daß G einen bipartiten Faktor H mit γ(H) = β(H) und δ(H) ≥ 2
besitzt.
Aufgabe 10.23. Es sei G ein schlichter Graph mit δ(G) ≥ 2 und a eine Ecke, die auf
allen Kreisen von G liegt. Man zeige, daß es in G eine minimale Dominanzmenge gibt, die a
entha¨lt.
Kapitel 11
Planare Graphen
11.1 Die Eulersche Polyederformel
In diesem Kapitel bescha¨ftigen wir uns mit einem Teil der topologischen Graphentheorie.
Dabei steht die Frage im Vordergrund, welche Graphen man so in die Ebene einbetten kann,
daß sich keine zwei Kanten schneiden, und welche Eigenschaften solche Graphen besitzen.
Zur Pra¨zisierung dieser Probleme beno¨tigen wir einige neue Begriffe.
Definition 11.1. Eine stu¨ckweise stetig differenzierbare Abbildung k : [0, 1] −→ Rp ist ein
stu¨ckweise glatter Jordanbogen, wenn k(t) 6= k(s) fu¨r alle s, t ∈ [0, 1] mit s 6= t gilt. (Dabei
bedeutet [0, 1] = {x ∈ R|0 ≤ x ≤ 1}.) Man spricht von einer stu¨ckweise glatten Jordan-
kurve, wenn k(0) = k(1) erfu¨llt ist, und alle anderen Eigenschaften eines stu¨ckweise glatten
Jordanbogens erhalten bleiben.
Definition 11.2. Ein Graph G heißt Euklidischer Graph, wenn folgende drei Bedingungen
erfu¨llt sind.
i) Die Eckenmenge E(G) besteht aus verschiedenen Punkten x1, x2, . . . , xn des R
p.
ii) Die Kantenmenge K(G) besteht aus einer Menge von stu¨ckweise glatten Jordanbogen
oder Jordankurven {k1, k2, . . . , km} mit ki(0), ki(1) ∈ E(G) und ki(t) 6∈ E(G) fu¨r
0 < t < 1 und alle 1 ≤ i ≤ m. Dabei heißen eine Ecke xi und eine Kante kj inzident,
wenn xi = kj(0) oder xi = kj(1) erfu¨llt ist.
iii) Die Kanten von G haben keine Schnittpunkte. D.h., sind ki und kj zwei verschiedene
Kanten, so gilt ki(s) 6= kj(t) fu¨r alle 0 < s < 1 und 0 < t < 1. Zwei verschiedene
Kanten heißen inzident, wenn sie mit einer gemeinsamen Ecke inzidieren.
Ist G′ ein Graph und G ein Euklidischer Graph im Rp, der zu G′ isomorph ist, so nennt
man G eine Einbettung von G′ in den Rp. Ein Euklidischer Graph im R2 heißt ebener Graph.
Ein Graph, der zu einem ebenen Graphen isomorph ist, heißt planarer Graph.
Satz 11.1. Jeder Graph G la¨ßt sich in den R3 einbetten.
Beweis. Wir geben eine explizite Konstruktion fu¨r die Einbettung an. Zuna¨chst ordnen wir
verschiedenen Ecken von G verschiedene Punkte der x-Achse zu. Danach wa¨hlen wir fu¨r
verschiedene Kanten des Graphen verschiedene Ebenen, welche die x-Achse enthalten. Nun
zeichnen wir fu¨r jede Schlinge von G in der entsprechenden Ebene einen Kreis durch den
zugeho¨rigen Punkt der x-Achse und fu¨r jede weitere Kante einen Halbkreis in der entspre-
chenden Ebene, der die beiden zugeho¨rigen Endpunkte miteinander verbindet. Da alle diese
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Kreise und Halbkreise in verschiedenen Ebenen liegen, ko¨nnen sie sich außerhalb derjenigen
Punkte, die den Ecken des Graphen entsprechen, nicht schneiden. Damit haben wir eine
Einbettung von G in den R3 gefunden. ‖
Bemerkung 11.1. Obige Einbettung la¨ßt sich auch durchfu¨hren, falls der Graph ho¨chstens
|R| Ecken und Kanten besitzt. Man kann sogar zeigen, daß sich jeder schlichte Graph mit
ho¨chstens |R| Ecken und Kanten geradlinig in den R3 einbetten la¨ßt (d.h. die Kanten der
Einbettung sind Strecken). Einen Beweis dafu¨r findet man in dem Buch von Wagner [2].
In diesem Zusammenhang sei erwa¨hnt, daß Wagner [1] 1936 gezeigt hat, daß man jeden
schlichten und planaren Graphen sogar geradlinig in den R2 einbetten kann. Fu¨r Beweise
dieses Resultats vgl. man z.B. Wagner und Bodendiek [1] S. 23, Sachs [3] S. 37 oder Wagner
[2] S. 109.
Bemerkung 11.2. Ein ebener Graph ist ein derart in die Ebene gezeichneter Graph, daß
keine zwei Kanten (genauer gesagt, die sie darstellenden Kurven) einen Schnittpunkt haben,
abgesehen von den Ecken, mit denen die beiden Kanten inzidieren.
So einfach wie sich die Einbettung von Graphen in den R3 erwiesen hat, so schwer ist es
zu entscheiden, welche Graphen planar sind (man vgl. Abschnitt 11.4).
Beispiel 11.1. In der Skizze ist der Graph G1 eben, wa¨hrend der Graph G2 nicht eben ist.
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Die beiden Graphen G1 und G2 sind isomorph zum K2,3, womit der K2,3 planar ist.
Definition 11.3. Ist G ein ebener Graph, so wird die Ebene durch die Kurven in endlich
viele zusammenha¨ngende Gebiete zerlegt, die wir La¨nder von G nennen wollen. Bei dieser
Zerlegung gibt es genau ein Gebiet (das “a¨ußere Gebiet”), das nicht beschra¨nkt ist. Ein
ebener Graph zusammen mit seinen La¨ndern heißt Landkarte. Die Anzahl der La¨nder von
G bezeichnen wir mit l = l(G). Ein Punkt x der Ebene, der eine Ecke ist, oder auf einer
Kurve (also auf einer Kante) liegt, heißt Randpunkt eines Landes F , wenn man x mit einem
Punkt aus F durch einen stu¨ckweise glatten Jordanbogen verbinden kann, der bis auf x in
F verla¨uft. Die Gesamtheit aller Randpunkte eines Landes F nennen wir Grenze oder Rand
von F . Zwei verschiedene La¨nder F1 und F2 heißen benachbart oder adjazent, wenn es eine
Kante gibt, die sowohl zum Rand von F1 als auch zum Rand von F2 geho¨rt.
Bemerkung 11.3. Bei der Definition 11.3 wurde implizit der bekannte Jordansche Kurven-
satz herangezogen, der folgendermaßen lautet: Eine stu¨ckweise glatte Jordankurve C zerlegt
die Ebene in zwei zusammenha¨ngende Gebiete, von denen genau eines nicht beschra¨nkt ist.
D.h., zwei verschiedene Punkte der Ebene ko¨nnen genau dann durch einen stu¨ckweise glat-
ten Jordanbogen verbunden werden, der C nicht trifft, wenn sie beide im Inneren oder beide
im A¨ußeren von C liegen. So einleuchtend dieser Satz auch ist, so schwierig ist ein wirklich
exakter Beweis, auf den wir hier natu¨rlich nicht eingehen wollen.
Daher werden wir uns hier und im folgenden stark auf unsere Anschauung verlassen und
guten Willen zeigen mu¨ssen, denn es liegt nicht in der Absicht der Autors, auf alle topolo-
gischen Einzelheiten und Feinheiten einzugehen.
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Die Ordnung, die Gro¨ße und die Anzahl der La¨nder einer Landkarte weisen einen inter-
essanten Zusammenhang auf, den Euler [2], [3] 1752 schon fu¨r die Anzahl der Ecken, der
Kanten und der Seitenfla¨chen eines konvexen Polyeders gefunden hat. Ein Polyeder ist ein
Ko¨rper im Raum, der durch ebene Fla¨chen begrenzt ist. Ein solcher Ko¨rper heißt konvex,
wenn je zwei seiner inneren Punkte durch eine Gerade verbunden werden ko¨nnen, die im
Inneren des Ko¨rpers verla¨uft.
Satz 11.2 (Eulersche Polyederformel, Euler [2], [3] 1752). Ist G eine Landkarte, so
gilt
l(G) = 1 + µ(G).
Beweis. Der Beweis erfolgt durch Induktion nach der Kantenzahl m(G). Ist m(G) = 0, so
gilt µ(G) = 0 und l(G) = 1, also l(G) = 1 + µ(G). Nun sei m(G) ≥ 1.
Ist G ein Wald, so gilt nach Satz 2.4 µ(G) = m(G) − n(G) + κ(G) = 0 und l(G) = 1,
woraus die gewu¨nschte Formel folgt.
Ist G kein Wald, so besitzt G einen Kreis und damit eine Kante k, die zu einem Kreis
geho¨rt. Setzt man G′ = G− k, so gilt nach Satz 1.7 κ(G′) = κ(G). Da nach Entfernen von
k die beiden verschiedenen an der Kante k angrenzenden La¨nder verschmelzen, ergibt sich
l(G′) = l(G)− 1, n(G′) = n(G) und m(G′) = m(G)− 1. Aus diesen Beobachtungen folgt die
Eulersche Polyederformel fu¨r G durch Induktion aus der fu¨r G′. ‖
Folgerung 11.1. Ist G ein zusammenha¨ngender und ebener Graph, so gilt
n(G) + l(G)−m(G) = 2.
Folgerung 11.2. Es sei G ein ebener Graph. Eine Kante k von G ist genau dann eine Bru¨cke
von G, wenn k zum Rand eines einzigen Landes geho¨rt.
Beweis. Wegen Folgerung 1.1 ist k genau dann eine Bru¨cke von G, wenn κ(G−k) = κ(G)+1
gilt. Dies ist nach der Eulerschen Polyederformel a¨quivalent zu
l(G− k) = 1 + µ(G− k) = 1 + µ(G) = l(G).
Daher besitzen G− k und G die gleiche Anzahl von La¨ndern, womit die Folgerung bewiesen
ist. ‖
Bemerkung 11.4. Nach der Eulerschen Polyederformel hat jede Einbettung eines planaren
Graphen in die Ebene die gleiche Anzahl von La¨ndern. Daher ko¨nnen wir bei einem planaren
Graphen von der Anzahl seiner La¨nder sprechen.
Satz 11.3. Ist G ein planarer Graph mit Taillenweite 3 ≤ t(G) <∞, so gilt
m(G) ≤ t(G)(n(G)− 1− κ(G))
t(G)− 2 ≤
t(G)(n(G)− 2)
t(G)− 2 .
Beweis. O.B.d.A. du¨rfen wir annehmen, daß G ein ebener Graph ist. Nach Voraussetzung
wird jedes Land von mindestens t(G) Kanten begrenzt. Da jede Kante zum Rand von ho¨chs-
tens zwei La¨ndern geho¨rt, folgt durch Abza¨hlung t(G)l(G) ≤ 2m(G). Setzt man diese Un-
gleichung in die Eulersche Polyederformel ein, so erha¨lt man durch eine einfache Rechnung
die gewu¨nschte Abscha¨tzung. ‖
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Folgerung 11.3. Ist G ein schlichter und planarer Graph der Ordnung n(G) ≥ 3, so gilt
m(G) ≤ 3n(G)− 6.
Beweis. Ist t(G) < ∞, so liefert Satz 11.3 unmittelbar diese Ungleichung. Ist t(G) = ∞,
also ist G ein Wald, so ergibt sich die Behauptung leicht aus µ(G) = 0. ‖
Im na¨chsten Satz stellen wir die beiden wichtigsten nicht planaren Graphen vor (man vgl.
dazu Satz 11.17 von Kuratowski).
Satz 11.4. Die Graphen K5 und K3,3 sind nicht planar.
Beweis. Folgerung 11.3 zeigt uns direkt, daß der K5 nicht planar ist.
Da der K3,3 bipartit ist, gilt fu¨r seine Taillenweite t(K3,3) ≥ 4. Nun folgt die Behauptung
aus Satz 11.3. ‖
Satz 11.5. Es sei G ein planarer Graph.
i) Ist G schlicht, so gilt δ(G) ≤ 5.
ii) Ist t(G) ≥ 4, so gilt δ(G) ≤ 3.
iii) Ist t(G) ≥ 6, so gilt δ(G) ≤ 2.
Beweis. i) Ist n(G) ≤ 2, so gibt es nichts zu beweisen. Im Fall n(G) ≥ 3 erhalten wir aus
der Annahme δ(G) ≥ 6 zusammen mit Folgerung 11.3 den Widerspruch
6n(G) ≤
∑
x∈E(G)
d(x,G) = 2m(G) ≤ 6n(G)− 12.
ii) Aus der Annahme δ(G) ≥ 4 erhalten wir zusammen mit Satz 11.3 den Widerspruch
4n(G) ≤ 2m(G) ≤ 2t(G)
t(G)− 2(n(G)− 2) ≤ 4(n(G)− 2).
iii) Aus der Annahme δ(G) ≥ 3 erhalten wir zusammen mit Satz 11.3 den Widerspruch
3n(G) ≤ 2m(G) ≤ 2t(G)
t(G)− 2(n(G)− 2) ≤ 3(n(G)− 2). ‖
Satz 11.6. Ist G ein schlichter, planarer Graph mit δ(G) ≥ 3, so gilt
τ5 + 2τ4 + 3τ3 ≥ 12 + τ7 + 2τ8 + 3τ9 + · · ·+ (∆− 6)τ∆.
Beweis. Die Identita¨ten n = τ3 + τ4 + · · · + τ∆ und 2m = 3τ3 + 4τ4 + · · · + ∆τ∆ liefern
zusammen mit Folgerung 11.3
2m = 3τ3 + 4τ4 + · · ·+∆τ∆
≤ 6n− 12 = 6τ3 + 6τ4 + · · ·+ 6τ∆ − 12,
woraus das gewu¨nschte Ergebnis unmittelbar folgt. ‖
Folgerung 11.4. Ist G ein schlichter, planarer Graph mit δ(G) ≥ 3, so existieren mindestens
4 Ecken vom Grad kleiner oder gleich fu¨nf.
Daraus ergibt sich wiederum, daß alle schlichten und planaren Graphen der Ordnung n ≥ 4
mindestens 4 Ecken vom Grad kleiner oder gleich fu¨nf besitzen.
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Satz 11.7. Es sei G eine r-regula¨re (r ≥ 3), zusammenha¨ngende Landkarte ohne Bru¨cken
mit der Eigenschaft, daß alle La¨nder von der gleichen Anzahl t ≥ 3 von Kanten begrenzt
wird. Ist n(G) = n und l(G) = l, so sind genau die folgenden fu¨nf Fa¨lle mo¨glich (siehe auch
die folgende Skizze).
i) Es gilt r = 3, t = 3, n = 4 und l = 4 (Tetraeder).
ii) Es gilt r = 3, t = 4, n = 8 und l = 6 (Hexaeder oder Wu¨rfel).
iii) Es gilt r = 3, t = 5, n = 20 und l = 12 (Dodekaeder).
iv) Es gilt r = 4, t = 3, n = 6 und l = 8 (Oktaeder).
v) Es gilt r = 5, t = 3, n = 12 und l = 20 (Ikosaeder).
Beweis. Nach Satz 11.5 i) gilt einerseits 3 ≤ r ≤ 5 und wegen r ≥ 3 folgt aus Satz 11.5 iii)
andererseits 3 ≤ t ≤ 5. Da G keine Bru¨cken besitzt, geho¨rt jede Kante von G zum Rand
von genau zwei La¨ndern, und da jedes Land von genau t Kanten begrenzt wird, folgt durch
Abza¨hlung
t · l = 2m(G) = r · n. (11.1)
Da G zusammenha¨ngend ist ergibt sich aus der Eulerschen Polyederformel oder aus Folge-
rung 11.1 und (11.1)
8 = 4n+ 4l − 4m(G) = 4n+ 4l − 2m(G)− 2m(G)
= 4n+ 4l − tl − rn = n(4− r) + l(4− t) (11.2)
und daher r = 3 oder t = 3.
i) Ist r = 3 und t = 3, so folgt aus (11.1) und (11.2) l = n und 8 = n+ l und daher n = 4
und l = 4 (Tetraeder).
ii) Ist r = 3 und t = 4, so folgt aus (11.1) und (11.2) 4l = 3n und 8 = n und daher n = 8
und l = 6 (Hexaeder oder Wu¨rfel).
iii) Ist r = 3 und t = 5, so folgt aus (11.1) und (11.2) 5l = 3n und 8 = n − l und daher
n = 20 und l = 12 (Dodekaeder).
iv) Ist r = 4 und t = 3, so folgt aus (11.1) und (11.2) 3l = 4n und 8 = l und daher n = 6
und l = 8 (Oktaeder).
v) Ist r = 5 und t = 3, so folgt aus (11.1) und (11.2) 3l = 5n und 8 = l − n und daher
n = 12 und l = 20 (Ikosaeder). ‖
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Bemerkung 11.5. Durch einige Zusatzu¨berlegungen, die hier aber nicht durchgefu¨hrt wer-
den sollen, gelangt man zu der Einsicht, daß die 5 oben skizzierten Graphen die einzigen
sind, die den Bedingungen aus Satz 11.7 genu¨gen.
Bemerkung 11.6. Ist G ein schlichter, planarer Graph mit δ(G) = 5, so folgt τ5 ≥ 12 aus
Satz 11.6. Nun hat das Ikosaeder genau 12 Ecken vom Grad 5, womit es von minimaler
Ordnung unter allen schlichten planaren Graphen G mit δ(G) = 5 ist.
Bemerkung 11.7. Ein Polyeder heißt regelma¨ßig, wenn es konvex ist und alle Fla¨chen
kongruente regelma¨ßige Vielecke sind (so daß die entsprechenden Winkel im Polyeder alle
gleich sind). Bereits in der Antike haben die alten Griechen die fu¨nf regelma¨ßigen Polyeder
Tetraeder, Hexaeder, Dodekaeder, Oktaeder und Ikosaeder entdeckt, und sie werden als die
Platonischen Ko¨rper bezeichnet. Lange Zeit versuchten die griechischen Gelehrten weite-
re regelma¨ßige Polyeder zu ermitteln, bis Theaetetus (414 – 368 v. Chr.) bewies, daß es
tatsa¨chlich nicht mehr als 5 gibt.
Die Ecken und Kanten eines konvexen Polyeders bilden einen schlichten Graphen im Raum.
Man u¨berlegt sich, daß der Graph eines konvexen Polyeders ein planarer Graph ist (z.B.
durch aufblasen zu einer Kugel und anschließender stereographischer Projektion). Liegt nun
ein regelma¨ßiges Polyeder vor, so fu¨hrt die gerade beschriebene Prozedur zu einer r-regula¨ren
(r ≥ 3) und zusammenha¨ngenden Landkarte G ohne Bru¨cken mit der Eigenschaft, daß jedes
Land von der gleichen Anzahl t ≥ 3 von Kanten begrenzt wird. Damit zeigen Satz 11.7 und
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die obigen Bemerkungen, daß es tatsa¨chlich genau die 5 schon lange bekannten Platonischen
Ko¨rper gibt.
11.2 Die Bondage Zahl
In diesem Abschnitt wollen wir weitere Anwendungen der Eulerschen Polyederformel vor-
stellen, die mit dem Dominanzkonzept aus Kapitel 10 zusammenha¨ngen.
Definition 11.4. Es sei G ein schlichter Graph mit m(G) ≥ 1. Die Bondage Zahl b(G) von
G ist die minimale Anzahl von Kanten, deren Entfernen aus G die Dominanzzahl steigen
la¨ßt.
Erste Untersuchungen zur Bondage Zahl stammen von Bauer, Harary, Nieminen und Suffel
[1] 1983. Der Name Bondage Zahl wurde 1990 von Fink, Jacobson, Kinch und Roberts [2]
eingefu¨hrt.
Satz 11.8 (Hartnell, Rall [1] 1994). Sind u und v zwei adjazente Ecken in einem schlich-
ten Graphen G, so gilt
b(G) ≤ d(u,G) + d(v,G)− 1− |N(u,G) ∩N(v,G)|.
Beweis. Der Teilgraph H entstehe aus G durch lo¨schen aller zu u inzidenten Kanten und
durch lo¨schen aller zu v inzidenten Kanten, die mit keiner Ecke aus N(u,G) ∩ N(v,G)
inzidieren. InH ist u eine isolierte Ecke und v ist nur noch zu den Ecken ausN(u,G)∩N(v,G)
adjazent. Ist D eine minimale Dominanzmenge von H , so gilt u ∈ D und es existiert eine
Ecke x ∈ ({v} ∪ (N(u,G) ∩N(v,G))) mit x ∈ D. Da die Ecke x in G die Ecke u dominiert,
ist aber D − {u} eine Dominanzmenge von G, und da wir genau d(u,G) + d(v,G) − 1 −
|N(u,G) ∩N(v,G)| Kanten aus G entfernt haben, ist der Satz bewiesen. ‖
Wendet man Satz 11.8 auf eine Ecke u vom Minimalgrad an, so ergibt sich unmittelbar
das na¨chste Ergebnis.
Folgerung 11.5 (Bauer, Harary, Nieminen, Suffel [1] 1983). Ist G ein schlichter Graph
mit δ(G) ≥ 1, so gilt b(G) ≤ ∆(G) + δ(G)− 1.
Satz 11.9 (Teschner [2] 1997). Sind u und v zwei Ecken vom Abstand 2 in einem schlich-
ten Graphen G, so gilt
b(G) ≤ d(u,G) + d(v,G)− 1.
Beweis. Es sei w ein gemeinsamer Nachbar von u und v. Der Teilgraph H entstehe aus G
durch lo¨schen aller zu u inzidenten Kanten und durch lo¨schen aller zu v inzidenten Kanten,
mit Ausnahme der Kante vw. In H ist u eine isolierte Ecke und v ist nur adjazent zu w. Ist
D eine minimale Dominanzmenge von H , so gilt u ∈ D und o.B.d.A. w ∈ D. Da die Ecke w
in G die Ecke u dominiert, ist aber D− {u} eine Dominanzmenge von G, und da wir genau
d(u,G) + d(v,G)− 1 Kanten aus G entfernt haben, ist auch dieser Satz bewiesen. ‖
Folgerung 11.6 (Bauer, Harary, Nieminen, Suffel [1] 1983). Ist T ein nicht trivialer
Baum, so gilt b(T ) ≤ 2.
Beweis. Ist 2 ≤ n(T ) ≤ 3, so gilt offensichtlich b(T ) = 1. Daher gelte nun n(T ) ≥ 4. Besitzt
T eine Ecke u, die adjazent zu zwei Endecken ist, so ergibt sich aus Satz 11.9 sofort b(T ) = 1.
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Ist jede Ecke zu ho¨chstens einer Endecke adjazent, so besitzt T eine Ecke u vom Grad 2,
die zu genau einer Endecke v adjazent ist (man vgl. den Beweis von Satz 8.21). Nun folgt
b(T ) ≤ d(u) + d(v)− 1 = 2 aus Satz 11.8. ‖
Ist G ein schlichter planarer Graph mit δ(G) ≥ 1, so folgt aus Satz 11.5 i) und Folge-
rung 11.5 unmittelbar die Abscha¨tzung b(G) ≤ ∆(G) + 4. Im Zusammenhang mit dieser
Ungleichung haben wir 1998 folgende Vermutung aufgestellt:
Vermutung 11.1 (Dunbar, Haynes, Teschner, Volkmann [1] 1998). Ist G ein schlich-
ter, zusammenha¨ngender und planarer Graph mit m(G) ≥ 1, so gilt b(G) ≤ ∆(G) + 1.
Satz 11.10 (Kang, Yuan [1] 2000). Ist G ein schlichter, zusammenha¨ngender und planarer
Graph mit m = m(G) ≥ 1, so gilt b(G) ≤ ∆(G) + 2.
Beweis (Carlson, Develin [1] 2006). Ist δ(G) ≤ 3, so ergibt sich das Resultat sofort aus Fol-
gerung 11.5. Daher betrachten wir nur noch den Fall ∆(G) ≥ δ(G) ≥ 4, und wir nehmen an,
daß b(G) ≥ ∆(G) + 3 gilt.
Fu¨r jede Kante ki = xy ∈ K(G) definieren wir die beiden Terme ai = 1d(x) + 1d(y) und
fi =
1
c1
+ 1
c2
, wobei c1 und c2 die Anzahl der Kanten bedeuten, die die beiden La¨nder
begrenzen zu deren Rand die Kante ki geho¨rt (ist ki eine Bru¨cke, so wird fi =
1
c1
gesetzt).
Ist v ∈ E(G), so tritt in der Folge a1, a2, . . . , am die Zahl 1d(v) genau d(v) mal auf, und daher
ergibt sich
∑m
i=1 ai = n(G). Wird ein Land F von G von den Kanten h1, h2, . . . , hp begrenzt,
so tritt in der Folge f1, f2, . . . , fm die Zahl
1
p
genau p mal auf, woraus
∑m
i=1 fi = l(G) folgt.
Insgesamt liefert die Eulerschen Polyederformel oder Folgerung 11.1
m∑
i=1
(ai + fi − 1) = n(G) + l(G)−m(G) = 2. (11.3)
Fu¨r jedes i betrachten wir im folgenden die Gro¨ße ai+ fi− 1. Ist ki eine Bru¨cke, so ergibt
sich wegen δ(G) ≥ 4 die Abscha¨tzung ai + fi − 1 ≤ 14 + 14 + 13 − 1 ≤ 0.
Im folgenden sei ki keine Bru¨cke. Ist d(x) = 4, so folgt aus unserer Annahme b(G) ≥
∆(G) + 3 und Satz 11.8 sofort d(y) = ∆(G) ≥ 4 und x und y haben keinen gemeinsamen
Nachbarn. Das liefert uns c1, c2 ≥ 4 und damit ai + fi − 1 ≤ 14 + 14 + 14 + 14 − 1 = 0. Da
d(y) = 4 zu dem gleichen Resultat fu¨hrt, gelte nun d(x), d(y) ≥ 5. Ist d(x) = 5 und gilt
c1 = c2 = 3, so haben x und y zwei gemeinsame Nachbarn, womit sich aus Satz 11.8 der
Widerspruch b(G) ≤ 5 +∆(G)− 1− 2 = ∆(G) + 2 ergibt. Ist d(x) = 5 und o.B.d.A. c1 ≥ 4,
so folgt ai + fi − 1 ≤ 25 + 13 + 14 − 1 ≤ 0. Im verbleibenden Fall d(x), d(y) ≥ 6 erkennt man
aber ai + fi − 1 ≤ 13 + 23 − 1 = 0, woraus sich ingesamt
∑m
i=1(ai + fi − 1) ≤ 0 ergibt. Dieser
Widerspruch zu (11.3) beendet den Beweis. ‖
Mit wesentlich ho¨herem technischen Aufwand haben Kang und Yuan [1] Vermutung 11.1
fu¨r ∆ ≥ 7 besta¨tigt, denn sie haben folgendes interessante Resultat erzielt, das wir hier nicht
beweisen werden.
Satz 11.11 (Kang, Yuan [1] 2000). Ist G ein schlichter, zusammenha¨ngender und planarer
Graph mit m(G) ≥ 1, so gilt b(G) ≤ 8.
Unter der zusa¨tzlichen Voraussetzung, daß die Taillenweite t(G) ≥ 4 ist, konnten ich
ku¨rzlich zusammen mit meinen Schu¨lern Dr. Miranca Fischermann und Prof. Dr. Dieter
Rautenbach Satz 11.11 weiter verbessern.
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Satz 11.12 (Fischermann, Rautenbach, Volkmann [1] 2003). Ist G ein schlichter,
planarer und zusammenha¨ngender Graph mit m(G) ≥ 1 und t(G) ≥ 4, so gilt b(G) ≤ 6.
Beweis. Ist G ein Baum, so zeigt uns Folgerung 11.6 das gewu¨nschte Ergebnis. Daher gelte
im folgenden 4 ≤ t(G) <∞.
Wegen t(G) ≥ 4, folgt δ = δ(G) ≤ 3 aus Satz 11.5 ii). Ist ∆ = ∆(G) ≤ 4, so liefert
Folgerung 11.5 sofort b(G) ≤ 6. Daher sei nun ∆ ≥ 5.
Die Identita¨ten n(G) = τ1 + τ2 + · · · + τ∆ und 2m(G) = τ1 + 2τ2 + · · · + ∆τ∆ liefern
zusammen mit Satz 11.3
2m(G) = τ1 + 2τ2 + 3τ3 · · ·+∆τ∆
≤ 4n(G)− 8 = 4τ1 + 4τ2 + 4τ3 + · · ·+ 4τ∆ − 8
und damit
3τ1 + 2τ2 + τ3 ≥ τ5 + 2τ6 + · · ·+ (∆− 4)τ∆ + 8. (11.4)
Fall 1. Es gelte ∆ = 5. Ist δ ≤ 2, so ergibt Folgerung 11.5 b(G) ≤ 6. Ist δ = 3, so folgt
das gewu¨nschte Ergebnis aus den Sa¨tzen 11.8 und 11.9, falls es eine Ecke u vom Grad 3 und
eine Ecke v mit d(u, v) ≤ 2 und d(v) = 4 gibt. Existieren solche Ecken nicht, so erhalten wir
im Widerspruch zu (11.4) die Abscha¨tzung τ5 ≥ 3τ3.
Fall 2. Es gelte ∆ = 6. Ist δ = 1, so ergibt Folgerung 11.5 b(G) ≤ 6. Ist 2 ≤ δ ≤ 3, so folgt
b(G) ≤ 6 aus den Sa¨tzen 11.8 und 11.9, falls es eine Ecke u vom Grad 3 und eine Ecke v mit
d(u, v) ≤ 2 und d(v) ≤ 4 oder eine Ecke u vom Grad 2 und eine Ecke v mit d(u, v) ≤ 2 und
d(v) ≤ 5 gibt. Existieren solche Ecken nicht, so muß τ5 + τ6 ≥ 2τ2 + 3τ3 gelten und (11.4)
liefert dann den Widerspruch
2τ2 + τ3 ≥ τ5 + 2τ6 + 8 ≥ 2τ2 + 3τ3 + 8.
Fall 3. Es gelte ∆ ≥ 7. Die Sa¨tze 11.8 und 11.9 liefern b(G) ≤ 6, falls es eine Ecke u vom
Grad 3 und eine Ecke v mit d(u, v) ≤ 2 und d(v) ≤ 4 oder eine Ecke u vom Grad 2 und
eine Ecke v mit d(u, v) ≤ 2 und d(v) ≤ 5 oder eine Ecke u vom Grad 1 und eine Ecke v mit
d(u, v) ≤ 2 und d(v) ≤ 6 gibt. Existieren solche Ecken nicht, so muß τ5 + τ6 + · · · + τ∆ ≥
τ1 + 2τ2 + 3τ3 und τ7 + τ8 + · · · + τ∆ ≥ τ1 gelten. Zusammen mit (11.4) ergibt sich nun
folgender Widerspruch
3τ1 + 2τ2 + τ3 ≥ τ5 + 2τ6 + 3τ7 + · · ·+ (∆− 4)τ∆ + 8
≥ (τ5 + τ6 + τ7 + · · ·+ τ∆) + 2(τ7 + τ8 + · · ·+ τ∆) + 8
≥ 3τ1 + 2τ2 + 3τ3 + 8. ‖
Erweiterungen der Sa¨tze 11.11 und 11.12 findet man in einer Arbeit von Huang und Xu
[1] aus dem Jahre 2007. Wir glauben, daß man die Sa¨tze 11.11 und 11.12 in folgendem Sinne
noch verbessern kann.
Vermutung 11.2 (Fischermann, Rautenbach, Volkmann [1] 2003). Ist G ein schlich-
ter, zusammenha¨ngender und planarer Graph mit m(G) ≥ 1, so gilt b(G) ≤ 7.
Vermutung 11.3 (Fischermann, Rautenbach, Volkmann [1] 2003). Ist G ein schlich-
ter, zusammenha¨ngender und planarer Graph mit m(G) ≥ 1 und t(G) ≥ 4, so gilt b(G) ≤ 5.
Vermutung 11.4 (Fischermann, Rautenbach, Volkmann [1] 2003). Ist G ein schlich-
ter, zusammenha¨ngender und planarer Graph mit m(G) ≥ 1 und t(G) ≥ 5, so gilt b(G) ≤ 4.
Unter gewissen Zusatzvoraussetzugen konnte Chen [1] 2005 die Vermutungen 11.3 und 11.4
besta¨tigen.
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11.3 Der Fu¨nffarbensatz
Definition 11.5. Ist G eine Landkarte und Λ(G) die Menge seiner La¨nder, so nennt man eine
Abbildung h : Λ(G) −→ {1, 2, . . . , p} Fa¨rbung oder p-Fa¨rbung vonG, wenn h(F1) 6= h(F2) fu¨r
zwei verschiedene benachbarte La¨nder F1 und F2 gilt. Man sagt auch, daß sich die Landkarte
G mit p Farben fa¨rben la¨ßt.
D.h., geho¨rt eine Kante zum Rand zweier verschiedener La¨nder, so mu¨ssen die La¨nder
verschiedene Farben besitzen. Geho¨rt aber nur eine Ecke und keine Kante zum Rand von
zwei verschiedenen La¨ndern, so du¨rfen sie gleich gefa¨rbt sein.
Beispiel 11.2. Die skizzierte Landkarte kann mit 4 Farben aber nicht mit weniger Farben
gefa¨rbt werden. Dabei besitzt das a¨ußere Gebiet die Farbe 4.
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Satz 11.13 (Fu¨nffarbensatz, Heawood [1] 1890). Jede zusammenha¨ngende Landkarte
la¨ßt sich mit fu¨nf Farben fa¨rben.
Beweis. Da Ecken vom Grad 1 oder 2 beim Fa¨rben von Landkarten keine Rolle spielen,
gelte o.B.d.A. δ(G) ≥ 3. Dann besitzt G aber nach Satz 11.5 iii) einen Kreis C der La¨nge
L(C) ≤ 5.
Weiter kann man o.B.d.A. G als 3-regula¨r voraussetzen. Denn ersetzt man jede Ecke x
mit d(x,G) ≥ 4 durch einen Kreis C der La¨nge d(x,G) und verbindet alle zu x inzidenten
Kanten mit genau einer Ecke des Kreises C, so erha¨lt man eine 3-regula¨re Landkarte G′.
Nun ist leicht einzusehen, daß die Fu¨nffa¨rbbarkeit von G′, die Fu¨nffa¨rbbarkeit von G nach
sich zieht.
Der Rest des Beweises erfolgt durch Induktion nach der Eckenzahl. Die kleinste 3-regula¨re
Landkarte besteht aus einer Kante, die an beiden Enden eine Schlinge hat. Diese Landkarte
hat drei La¨nder, die man mit drei Farben fa¨rben kann. Beim Induktionsschluß betrachten
wir die fu¨nf mo¨glichen Fa¨lle, daß G einen Kreis der La¨nge 1, 2, 3, 4 oder 5 besitzt. In
jedem dieser Fa¨lle werden wir aus G Kanten entfernen, die mit diesen Kanten inzidenten
Ecken in den noch verbleibenden inzidenten Kanten verschmelzen, um wieder eine 3-regula¨re
Landkarte G′ mit weniger Ecken zu erhalten. Danach werden wir aus einer Fa¨rbung von G′
eine Fa¨rbung von G erzeugen (man vgl. die Skizzen).
1. Fall: G besitzt eine Schlinge.
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2. Fall: G besitzt einen Kreis der La¨nge 2.
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Bilden in G′ die mit 1 und 2 gefa¨rbten La¨nder ein gemeinsames Land, so ersetze man in
der Skizze jede 2 durch eine 1.
3. Fall: G besitzt einen Kreis der La¨nge 3.
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Falls in G′ von den mit 1, 2 und 3 gefa¨rbten La¨ndern gewisse La¨nder zusammenfallen, so
macht die Fa¨rbung von G erst recht keine Schwierigkeit.
4. Fall: G besitzt einen Kreis der La¨nge 4.
u
u
u
u u
uG G
′
1 1
2 5 4 2 4
3 3
Falls in G′ von den mit 1, 2, 3 und 4 gefa¨rbten La¨ndern gewisse La¨nder zusammenfallen,
so fa¨rbe man G entsprechend.
5. Fall: G besitzt einen Kreis der La¨nge 5.
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In diesem Fall ist es mo¨glich, daß die in G mit der Farbe 3 gefa¨rbten La¨nder an einer
Kante zusammenstoßen, was natu¨rlich nicht erlaubt ist. Dann kann man aber aus G die
beiden Kanten k2 und l2 an Stelle von k1 und l1 entfernen, ohne daß dabei derselbe Effekt
eintritt.
Da wir alle mo¨glichen Fa¨lle diskutiert haben, ist der Fu¨nffarbensatz bewiesen. ‖
Der hier gefu¨hrte Beweis des Fu¨nffarbensatzes stammt in wesentlichen Teilen aus den
Bu¨chern von Rademacher und Toeplitz [1] 1930 sowie Ringel [1] 1959. Durch Eckenfa¨rbungen
der sogenannten dualen Graphen wollen wir einen weiteren Beweis des Fu¨nffarbensatzes
vorstellen.
Definition 11.6. Ist G ein ebener Graph, so bestehe die Eckenmenge des dualen Graphen
G∗ aus den La¨ndern von G. Geho¨rt eine Kante k von G zum Rand von zwei verschiedenen
La¨ndern a und b, so sei die duale Kante k∗ in G∗ mit a und b inzident. Geho¨rt k ∈ K(G)
zum Rand eines einzigen Landes a, so sei k∗ in G∗ eine Schlinge, die mit a inzidiert.
216 11 Planare Graphen
Bemerkung 11.8. Ist G eine Landkarte, so kann man den dualen Graphen G∗ etwa wie
folgt konstruieren. In jedem Land Fi wa¨hle man einen Punkt wi der Ebene. Geho¨rt eine
Kante k ∈ K(G) zum Rand der beiden verschiedenen La¨nder Fp und Fq, so verbinde man
die beiden Punkte wp und wq durch einen stu¨ckweise glatten Jordanbogen, der die Kante
k genau einmal kreuzt und keine weiteren Punkte mit G gemeinsam hat. Geho¨rt k zum
Rand eines Landes, so verfahre man a¨hnlich. Daru¨ber hinaus u¨berlegt man sich, daß man
diese Konstruktion so durchfu¨hren kann, daß sich keine zwei Kanten von G∗ schneiden.
Daher ist auch der duale Graph G∗ planar, so daß wir auch G∗ als Landkarte auffassen
ko¨nnen. Nach Konstruktion gilt n(G∗) = l(G) und m(G∗) = m(G). Weiter ist G∗ immer
zusammenha¨ngend, denn aus jedem beschra¨nkten Gebiet von G gelangt man u¨ber Kanten
benachbarter Gebiete zum a¨ußeren Gebiet von G. Daher liefert die Eulersche Polyederformel
l(G∗) = m(G∗)− n(G∗) + 2
= m(G)− l(G) + 2
= n(G)− κ(G) + 1,
womit insbesondere fu¨r zusammenha¨ngende Landkarten G die Identita¨t l(G∗) = n(G) folgt.
Definition 11.7. Eine Landkarte G heißt normal, falls G weder Schlingen noch Bru¨cken
besitzt, κ(G) = 1 gilt und δ(G) ≥ 3 ist.
Bemerkung 11.9. Um zu zeigen, daß man beliebige zusammenha¨ngende Landkarten G mit
fu¨nf Farben fa¨rben kann, genu¨gt es, dies fu¨r normale Landkarten nachzuweisen. Denn Schlin-
gen ko¨nnen wir weglassen, da das von der Schlinge berandete Land nur mit einem weiteren
Land benachbart ist und somit nach Fa¨rbung des Restes eine der 4 verfu¨gbaren Farben er-
halten kann. Ferner ko¨nnen wir nach Folgerung 11.2 annehmen, daß G keine Bru¨cken besitzt.
Denn ist k eine Bru¨cke von G, so folgt aus der Fu¨nffa¨rbbarkeit von G − k unmittelbar die
von G. Schließlich ko¨nnen wir alle Ecken, die nur mit zwei Kanten inzidieren, verschwinden
lassen, indem wir diese beiden Kanten miteinander verschmelzen.
Definition 11.8. Ist G ein Multigraph, so nennt man (man vgl. auch Definition 12.1) eine
Abbildung h : E(G) → {1, 2, . . . , q} eine echte Eckenfa¨rbung oder echte q-Eckenfa¨rbung
von G, falls h(x) 6= h(y) fu¨r alle adjazenten Ecken x, y ∈ E(G) gilt.
Da der duale Graph G∗ einer normalen Landkarte G ein ebener Multigraph ist, folgt der
Fu¨nffarbensatz sofort aus dem nachfolgenden Ergebnis u¨ber echte Eckenfa¨rbungen.
Satz 11.14. Jeder ebene Multigraph besitzt eine echte 5-Eckenfa¨rbung.
Beweis. Bei echten Eckenfa¨rbungen sind parallele Kanten unerheblich, so daß wir o.B.d.A.
G als schlicht voraussetzen ko¨nnen. Der Beweis erfolgt durch Induktion nach n = n(G). Fu¨r
n ≤ 5 ist der Satz offensichtlich richtig. Es sei nun n > 5. Nach Satz 11.5 gibt es eine Ecke
u ∈ E(G) mit d(u,G) ≤ 5. Der Graph H = G − u ist wieder ein ebener Graph, womit er
nach Induktionsvoraussetzung eine echte 5-Eckenfa¨rbung besitzt. Ist d(u,G) ≤ 4, so ergibt
sich eine echte 5-Eckenfa¨rbung von G sofort aus der von H .
Daher behandeln wir nur noch den verbleibenden Fall d(u,G) = 5. O.B.d.A. seien die
Nachbarn {x1, x2, x3, x4, x5} von u in der skizzierten Form angeordnet.
Weiter sei i die Farbe der Ecke xi in H (i = 1, 2, 3, 4, 5), denn sind in H zwei der Ecken xi
gleich gefa¨rbt, so sind wir nach Induktionsvoraussetzung sofort fertig. Mit H1,3 bezeichnen
wir denjenigen Teilgraphen von H , der von den Ecken mit den Farben 1 und 3 induziert
wird.
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1. Fall: Geho¨ren die Ecken x1 und x3 zu verschiedenen Komponenten von H1,3, so erzielt
man eine andere echte 5-Eckenfa¨rbung von H durch Austauschen der Farben 1 und 3 in der
Komponente, in der x1 liegt. Dadurch haben die beiden Ecken x1 und x3 die Farbe 3, und
wir ko¨nnen in G die Ecke u mit der Farbe 1 fa¨rben.
2. Fall: Geho¨ren x1 und x3 zur gleichen Komponente von H1,3, so existiert in H ein Weg
W von x1 nach x3, auf dem alle Ecken die Farbe 1 oder 3 besitzen. Da G eben ist, bildet
W zusammen mit dem Weg (x1, u, x3) in G einen Kreis, der entweder die Ecke x2 oder die
beiden Ecken x4 und x5 umschließt. Daher kann es in H keinen Weg von x2 nach x4 geben,
dessen Ecken nur mit den Farben 2 oder 4 gefa¨rbt sind. Ist H2,4 derjenige Teilgraph von
H , der durch die Ecken mit den Farben 2 und 4 induziert wird, so geho¨ren x2 und x4 zu
verschiedenen Komponenten von H2,4. Durch Wiederholung des Verfahrens aus dem 1. Fall,
gelangt man zu einer echten 5-Eckenfa¨rbung von G. ‖
Nach den Beweisen des Fu¨nffarbensatzes muß natu¨rlich die beru¨hmte Vierfarbenvermu-
tung angesprochen werden, von der die Graphentheorie sehr starke Impulse erhalten hat.
Vierfarbenvermutung. Jede Landkarte la¨ßt sich mit vier Farben fa¨rben.
Beispiel 11.2 zeigt, daß 4 Farben notwendig sind. Das Vierfarbenproblem wurde 1852
von einem Studenten namens Francis Guthrie u¨ber seinen Bruder Frederick dessen Lehrer
Augustus de Morgan vorgelegt, der es Sir William Rowan Hamilton unterbreitete. Auf einer
Sitzung der Londoner Mathematischen Gesellschaft im Jahre 1878 stellte Arthur Cayley den
anwesenden Geographen und Mathematikern dieses Problem vor und diskutierte in einer
Note [3] 1879 die auftretenden Schwierigkeiten. Binnen eines Jahres publizierte Kempe [1],
ein Rechtsanwalt und Mitglied der Mathematischen Gesellschaft, einen interessanten und
bis heute Ansto¨ße vermittelnden, aber doch fehlerhaften Beweis. Die Lu¨cke wurde erstmalig
1890 [1] von Heawood aufgezeigt.
Im Zusammenhang mit der Lo¨sung der Vierfarbenvermutung mo¨chte ich meinen Kollegen
Horst Sachs aus Ilmenau zitieren. In seinem Artikel [3] “Einige Gedanken zur Geschichte
und zur Entwicklung der Graphentheorie” aus dem Jahre 1989 schreibt Herr Sachs:
“Heute wird vielerorts angenommen, daß die Vierfarbenvermutung nach umfangreichen
Vorarbeiten von Heinrich Heesch [1] durch Kenneth Appel und Wolfgang Haken [1] sowie
Kenneth Appel, Wolfgang Haken und J. Koch [1] 1976 unter Einsatz eines Computers be-
wiesen worden sei. Da jedoch Fehler im Programm gefunden wurden (was jedem mit der
Programmierung Vertrauten nur allzu versta¨ndlich ist), sahen sich K. Appel und W. Haken
veranlaßt, 1986 in einem Artikel unter dem Titel “The Four Color Proof Suffices” [2] zu den
aufgekommenen Zweifeln Stellung zu nehmen. Der Titel ist irrefu¨hrend: die Autoren ra¨umen
(implizit) ein, daß es durchaus mo¨glich (und sogar sehr wahrscheinlich) sei, daß auch die
jetzt vorliegende Fassung des zum Beweis geho¨rigen Programms Fehler entha¨lt. Das aber
bedeutet, daß die endgu¨ltige Lo¨sung des Vierfarbenproblems noch aussteht. (Der Verfasser
hebt, um Mißversta¨ndnisse auszuschließen, hervor, daß er dem von H. Heesch geschaffenen
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Ideengeba¨ude große Hochachtung entgegenbringt und auch die Leistungen von K. Appel und
W. Haken zu wu¨rdigen weiß; er nimmt nicht Stellung zu der Frage, ob die Vierfarbenver-
mutung wahr sei, oder zu der Frage, ob die von den genannten Autoren verwendeten Mittel
ausreichen, um das Problem zu lo¨sen; er hat auch keine Vorbehalte gegen die Verwendung
eines Computers. Er bringt jedoch sein Erstaunen daru¨ber zum Ausdruck, daß – wie es
scheint – manche seiner Kollegen bedenkenlos bereit sind, zuzulassen, daß der Begriff des
mathematischen Beweises – mit seiner Forderung nach absoluter Strenge und Lu¨ckenlosig-
keit: das teuerste Erbe, das von den alten Griechen u¨berkommen ist, der zentrale Begriff der
Mathematik u¨berhaupt – seiner Kraft, seiner Unbestechlichkeit und Wu¨rde beraubt wird.)”
Den an dieser Thematik interessierten Leser mo¨chte ich auf das 741 Seiten lange Werk von
Appel und Haken [3] aus dem Jahre 1989 verweisen, in dem sie ihren “Beweis” der Vierfar-
benvermutung neu u¨berarbeitet haben. Drei Jahre danach erschien in den Jahresberichten
der DMV folgende Besprechung dieses Buches von U. Schmidt [1].
“Dieser dickleibige Band bietet eine “verbesserte” Version der 1976 im Illinois Journal
of Mathematics erschienenen Originalarbeit. Diese Arbeit brachte bekanntlich die Lo¨sung
des Vierfarbenproblems mittels der Reduktionsmethode, wobei die umfangreichen kombina-
torischen Details des Beweises in einem als Microfiche beigefu¨gten Anhang enthalten wa-
ren. Dieser Microfiche-Anhang ist in dem vorliegenden Buch nunmehr in normal lesbarer
(und korrigierter) Form ausgedruckt; er macht etwa zwei Drittel des Umfangs aus. Neu ist
ein Abschnitt u¨ber “Immersionsreduzibilita¨t” (100 Seiten), welcher einen Algorithmus zur
Vierfa¨rbung ebener Landkarten entha¨lt. Die Autoren zeigen, daß das zeitliche “worst case”-
Verhalten des Fa¨rbungsalgorithmus fu¨r eine gegebene Triangulation mit N Ecken durch ein
Polynom vierten Grades in N begrenzt ist.
Dem eigentlichen Beweis des Vierfarbensatzes von 1976 ist eine 30seitige Einfu¨hrung vor-
angestellt, in der die gut hundertja¨hrige Geschichte des Vierfarbenproblems umrissen wird.
Ausgangspunkt der (letztlich erfolgreichen) Lo¨sungsbemu¨hungen ist die Annahme eines mi-
nimalen Gegenbeispiels zum Vierfarbensatz in Form einer 5chromatischen Minimaltriangu-
lation der Ebene; wenn es nun gelingt zu zeigen, daß eine solche Minimaltriangulation keine
Ecken vom Grade ≤ 5 enthalten kann, dann ist ein Widerspruch zur Eulerschen Polyederfor-
mel hergestellt, und somit der Vierfarbensatz ex negativo bewiesen. Nachdem Kempe 1879
gezeigt hatte, daß Ecken vom Grade < 5 reduzierbar sind (also nicht in einem minimalen
Gegenbeispiel enthalten sein ko¨nnen), blieb “nur noch” die Reduzierbarkeit der 5-Ecke nach-
zuweisen. Da dies auf direktem Wege nicht gelang, versuchte man, unvermeidbare Mengen
reduzibler Figuren (Untergraphen) zusammenzustellen - unvermeidbar in dem Sinne, daß je-
de ebene Triangulation mindestens eine Figur der Menge entha¨lt. Die Arbeit von Appel und
Haken liefert nun die erste (und bisher einzige) Regel zur Konstruktion einer solchen unver-
meidbaren Menge; diese Regel, von den Autoren “Entladungsprozedur” genannt, wurde in
einem iterativen, von U¨berlegungen zur Reduktionswahrscheinlichkeit geleiteten Prozeß ge-
wonnen. Das Resultat ist eine stark vera¨stelte Entladungsprozedur mit einigen Grund- und
hunderten von Ausnahmeregeln, die zu einer unvermeidbaren Menge von 1476 reduziblen
Figuren fu¨hrte.
Der Beweis gliedert sich in zwei Teile: I) Nachweis der Unvermeidbarkeit der per Entla-
dungsprozedur konstruierten Figurenmenge, II) Nachweis der Reduzierbarkeit aller zur un-
vermeidbaren Menge geho¨renden Figuren. Teil I wurde von Hand durchgefu¨hrt, Teil II von
Rechnern. Obwohl sich viele Mathematiker an der rechnergestu¨tzten Beweisfu¨hrung stießen,
sind doch gerade die Ergbnisse von Teil II bestens gesichert, vor allem durch die jahrzehn-
telangen Untersuchungen von Heesch zum Vierfarbenproblem. Potentiell fehlertra¨chtig ist
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wegen seiner kombinatorischen Komplexita¨t allenfalls Teil I (Entladungsprozedur und Un-
vermeidbarkeitsbeweis). In der Tat fand der Rezensent 1981 einen Fehler in Teil I, zu dessen
Behebung die Autoren die Entladungsprozedur leicht aba¨nderten - diese A¨nderungen machen
den hauptsa¨chlichen Unterschied zwischen der hier vorliegenden Beweisversion und der von
1976 aus. Rein methodisch gesehen ist diese Fehlerbehebung nur ein zusa¨tzlicher Schritt aus
einer Vielzahl von iterativen Schritten zur Herleitung einer geeigneten Entladungsprozedur,
und die Autoren legen u¨berzeugend dar, warum auch etwaige noch unentdeckte Fehler die
“inha¨rente Stabilita¨t” des Beweisverfahrens nicht gefa¨hrden wu¨rden.
Kritisch anzumerken bleibt, daß der Beweis in den dreizehn Jahren seit seiner Erst-
vero¨ffentlichung nicht wesentlich vereinfacht wurde. Weder verwenden die Autoren die von
Heesch in den siebziger Jahren gefundenen neuen Reduktionsstrukturen (E-,F -, . . . , K-Re-
duktion), noch betrachten sie Figuren, deren Randkreiszahl gro¨ßer als 14 ist. Letzteres mag
1976 als pragmatisches Argument hinsichtlich der damals verfu¨gbaren Rechenleistung und
Speicherkapazita¨t berechtigt gewesen sein, aber gewiß nicht heute. Es bleibt zu fragen, ob
nicht durch Einsatz des verfeinerten Reduktionsbegriffs und durch die Reduktion gro¨ßerer
Figuren (mit 18 bis 20 Randkreisecken) die Entladungsprozedur ganz wesentlich vereinfacht
werden ko¨nnte.”
Inzwischen gibt es einen weiteren Beweis der Vierfarbenvermutung von Robertson, San-
ders, Seymour und Thomas [1] 1997. Auch dieser Beweis benutzt sehr stark die Hilfe von
Computern, aber er ist dennoch ku¨rzer und durchsichtiger als der von Appel und Haken.
Satz 11.15. Es sei G eine Landkarte ohne Bru¨cken. Die Landkarte G is genau dann 2-
fa¨rbbar, wenn die Komponenten von G Eulersch oder isolierte Ecken sind.
Beweis. O.B.d.A. setzen wir G als Multigraphen voraus.
Zuna¨chst sei G mit den beiden Farben 1 und 2 gefa¨rbt. Angenommen, es gibt eine Ecke a
mit d(a,G) = 2j+1. Die Kanten k1, k2, . . . , k2j+1, die mit a inzidieren, seien in der skizzierten
Reihenfolge angeordnet.
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Da G keine Bru¨cken besitzt, geho¨rt jede Kante ki+1 zum Rand von zwei verschiede-
nen La¨ndern Fi und Fi+1 fu¨r i = 1, 2, . . . , 2j und k1 geho¨rt zum Rand von den La¨ndern
F1 und F2j+1. Ist o.B.d.A. h(F1) = 1, so gilt notwendig h(F2) = 2, h(F3) = 1, h(F4) =
1, . . . , h(F2j+1) = 1. Nun haben die beiden benachbarten La¨nder F1 und F2j+1 die gleiche
Farbe, was der 2-Fa¨rbung von G widerspricht. Daher kann G keine Ecke ungeraden Grades
besitzen, womit G nach Satz 3.1 aus Eulerschen Komponenten oder isolierten Ecken besteht.
Nun seien die Komponenten von G Eulersch oder isolierte Ecken. Fu¨r die 2-Fa¨rbbarkeit
von G geben wir zwei verschiedene Beweise.
Der erste Beweis erfolgt durch Induktion nach der Zahl l = l(G) der La¨nder von G,
wobei es im Fall l = 1, 2 nichts zu beweisen gibt. Ist l ≥ 3, so wa¨hlen wir einen Kreis
C = (x1, k1, x2, . . . , kp, x1) in G, dessen Inneres genau ein Land F von G ist. Nun sind
die Komponenten von G′ = G − {k1, k2 . . . , kp} wieder Eulersch oder isolierte Ecken. Nach
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Induktionsvoraussetzung kann man G′ mit 2 Farben fa¨rben. Hat dasjenige Land von G′,
welches das Innere von C umfaßt, die Farbe 1, so fa¨rbe man in G das Land F mit der Farbe
2 und alle benachbarten La¨nder von F mit der Farbe 1. Da G′ aus Eulerschen Komponenten
oder isolierten Ecken besteht, besitzt G′ keine Bru¨cken, so daß die Nachbarla¨nder von F in
G untereinander nicht benachbart sind, womit wir eine 2-Fa¨rbung von G gefunden haben.
Im zweiten Beweis sei G∗ der duale Graph von G. Wir zeigen, daß G∗ bipartit ist. Da G
keine Schlingen und keine Bru¨cken besitzt, ist G∗ ein Multigraph. Angenommen, G∗ entha¨lt
einen Kreis C2j+1 der ungeraden La¨nge 2j+1. Nach Konstruktion des dualen Graphen (man
vgl. Bemerkung 11.8) schneidet jede Kante des Kreises C2j+1 genau eine Kante des Graphen
G. Ist X ⊆ E(G) diejenige Eckenmenge von G, die im Inneren von C2j+1 liegt, so ergibt sich
notwendig mG(X,E(G)−X) = 2j + 1. Da G aus Eulerschen Komponenten oder isolierten
Ecken besteht, erhalten wir den Widerspruch
mG(X,E(G)−X) =
∑
x∈X
d(x,G)−
∑
x∈X
d(x,G[X ]) ≡ 0 (mod 2).
Daher besitzt G∗ keine Kreise ungerader La¨nge und somit ist G∗ nach dem Satz von Ko˝nig
(Satz 4.15) bipartit mit einer Bipartition A,B. Fa¨rbt man die Ecken von A mit der Farbe
1 und die Ecken von B mit der Farbe 2, so ist das eine echte Eckenfa¨rbung von G∗, die uns
natu¨rlich eine 2-Fa¨rbung der Landkarte G liefert. ‖
Wer Interesse an Fa¨rbungsproblemen auf anderen Fla¨chen hat (z.B. Torus, Mo¨biussches
Band usw.), dem empfehle ich die Bu¨cher von Ringel [1], [3].
11.4 Der Satz von Kuratowski
In diesem Abschnitt wollen wir eine notwendige und hinreichende Bedingung fu¨r die Plana-
rita¨t eines Graphen herleiten, die Kuratowski [1] im Jahre 1930 entdeckt hat.
Definition 11.9. Ein Graph H heißt homo¨omorph zum Graphen G, wenn H ∼= G oder H
ein Unterteilungsgraph von G ist. Zwei Graphen H1 und H2 heißen homo¨omorph, wenn es
einen Graphen G gibt, zu dem sowohl H1 als auch H2 homo¨omorph ist.
Bemerkung 11.10. Homo¨omorphie von Graphen ist eine A¨quivalenzrelation. Da fu¨r die
Planarita¨t von Graphen die Ecken vom Grad 2 keine Rolle spielen, sind zwei homo¨omorphe
Graphen gleichzeitig planar oder nicht planar. Besitzt ein Graph G einen nicht planaren
Teilgraphen, so ist G sicher auch nicht planar. Zusammen mit Satz 11.4 ergibt sich daher:
Entha¨lt ein Graph G einen zum K5 oder K3,3 homo¨omorphen Teilgraphen, so ist G nicht
planar.
Die fundamentale Entdeckung von Kuratowski war die Umkehrung dieser Aussage. Auch
Schlingen und Mehrfachkanten sind fu¨r die Planarita¨t eines Graphen ohne Bedeutung, so
daß wir im folgenden nur noch schlichte Graphen untersuchen.
Satz 11.16 (Whitney [4] 1932). Ein schlichter Graph G ist genau dann planar, wenn
jeder Block von G planar ist.
Beweis. Ist G planar, so ist sicher jeder Block von G planar. Die Umkehrung beweisen wir
durch vollsta¨ndige Induktion nach der Anzahl der Blo¨cke von G, wobei wir o.B.d.A. G als
zusammenha¨ngend voraussetzen. Ist G ein Block, so sind wir fertig. Besteht G aus mehr als
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einem Block, so sei B ein Endblock von G mit der Schnittecke u. Nach Induktionsvorausset-
zung ist G′ = G− (E(B)−{u}) planar. Da nach Voraussetzung auch B planar ist, macht es
keine Mu¨he, B und G′ so in die Ebene einzubetten, daß B in einem Gebiet von G′ liegt, zu
dessen Rand die Ecke u geho¨rt. Durch Verheftung von G′ und B an der Ecke u erha¨lt man
die gewu¨nschte Einbettung von G. ‖
Satz 11.17 (Kuratowski [1] 1930). Ein schlichter Graph ist genau dann planar, wenn er
keinen zum K5 oder K3,3 homo¨omorphen Teilgraphen besitzt.
Beweis. Nach Bemerkung 11.10 und Satz 11.16 genu¨gt es zu zeigen, daß ein Block planar
ist, wenn er keinen zum K5 oder K3,3 homo¨omorphen Teilgraphen entha¨lt. Angenommen,
dies ist nicht der Fall, und G ist ein nicht planarer Block minimaler Gro¨ße, der keinen zum
K5 oder K3,3 homo¨omorphen Teilgraphen besitzt.
Zuna¨chst zeigen wir δ(G) ≥ 3. Da G ein Block ist, gilt δ(G) ≥ 2. Angenommen, es gibt
eine Ecke v mit d(v,G) = 2. Dann seien x und y die beiden Nachbarn von v.
Im Fall xy ∈ K(G) ist auch G−v ein Block, der keinen zum K5 oder K3,3 homo¨omorphen
Teilgraphen hat. Wegen der minimalen Gro¨ße von G muß G − v planar sein, woraus sich
leicht die Planarita¨t von G ergibt, was unserer Annahme widerspricht.
Im Fall xy 6∈ K(G) ist der Graph G′ = (G− v) + xy ein Block mit m(G′) < m(G). Man
u¨berlegt sich leicht, daß G′ keinen zum K5 oder K3,3 homo¨omorphen Teilgraphen besitzt,
womit G′ planar ist. Da G′ aber homo¨omorph zu G ist, haben wir einen Widerspruch erzielt.
Aus der nun bewiesenen Tatsache δ(G) ≥ 3 folgt zusammen mit Satz 8.9, daß G kein
kantenkritischer Block ist. Daher existiert in G eine Kante k = uv, so daß H = G−k wieder
ein Block ist, und nach Satz 8.4 liegen die beiden Ecken u und v auf einem gemeinsamen
Kreis. Da auch H keinen zum K5 oder K3,3 homo¨omorphen Teilgraphen besitzt, ko¨nnen wir
nach Wahl von G den Graphen H als eben voraussetzen. In H wa¨hlen wir nun einen Kreis
C durch die beiden Ecken u und v, der die gro¨ßte Anzahl von Gebieten im Inneren aufweist.
Hat C die Gestalt
C = (u = x0, x1, . . . , xr = v, . . . , xp = u)
mit 1 < r < p− 1, so entha¨lt H Kanten im Inneren und im A¨ußeren von C. Denn wa¨re das
nicht der Fall, so ko¨nnte man durch Hinzufu¨gen der Kante k aus dem ebenen Graphen H
sofort einen ebenen Graphen G erzeugen.
Weiter du¨rfen in H keine zwei verschiedenen Ecken aus der Menge {x0, x1, . . . , xr} durch
einen Weg im A¨ußeren von C verbunden sein, da es sonst einen Kreis durch u und v ga¨be,
der in seinem Inneren mehr Gebiete als C besa¨ße. Gleiches gilt fu¨r die Menge {xr, . . . , xp}.
Daher existieren zwei Ecken xs und xt mit 0 < s < r und r < t < p und ein Weg W von
xs nach xt, der notwendig im A¨ußeren von C verla¨uft und nur die Ecken xs und xt mit C
gemeinsam hat. Die so gewonnene Struktur hat die skizzierte Gestalt.
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Da man W nicht in das Innere von C legen kann, ohne die Planarita¨t von H zu zersto¨ren,
und da G nicht planar ist, gibt es fu¨r das Innere von C im wesentlichen vier Mo¨glichkeiten,
die wir im folgenden diskutieren werden.
I. Es existiert ein Weg P von xi nach xj mit 0 < i < s und r < j < t (oder s < i < r und
t < j < p), der mit C nur die Ecken xi und xj gemeinsam hat (man vgl. die Skizze).
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Die Eckenmengen A = {xi, xr, xt} und B = {xj , xp, xs} bilden aber eine Bipartition eines
zum K3,3 homo¨omorphen Teilgraphen von G, was unserer Voraussetzung widerspricht.
II. Im Inneren von C existiert eine Ecke a, die mit C durch drei eckendisjunkte (bis auf a)
Wege im Inneren von C verbunden ist, wobei der von a verschiedene Endpunkt von einem
dieser Wege, den wir mit P bezeichnen, in der Eckenmenge {x0, xs, xr, xt} liegt. Ist z.B. x0
der Endpunkt von P , so enden die beiden anderen Wege in den Ecken xi und xj mit s ≤ i < r
und r < j ≤ t, wobei nicht gleichzeitig i = s und j = t gilt (man vgl. die Skizze).
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Die Eckenmengen A = {x0, xi, xj} und B = {a, xr, xt} bilden nun wieder eine Bipartition
eines zum K3,3 homo¨omorphen Teilgraphen von G, was nach Voraussetzung nicht mo¨glich
ist. Analog werden die Fa¨lle behandelt, in denen xs, xr oder xt Endpunkte des Weges P sind.
III. Im Inneren des Kreises C existiert eine Ecke a, die mit drei Ecken aus der Menge
{x0, xs, xr, xt} durch drei eckendisjunkte (bis auf a) Wege P1, P2 und P3 im Inneren von C
verbunden ist. O.B.d.A. seien die Endpunkte von P1, P2 und P3 die Ecken x0, xs und xr.
Zusa¨tzlich gebe es im Inneren von C noch einen Weg P4 von einer Ecke b auf den Wegen P1
oder P3 mit b 6= xr, a, x0 nach xt, der eckendisjunkt (bis auf b) mit P1 und P3 ist (man vgl.
die Skizze).
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Die Eckenmengen A = {x0, a, xt} und B = {b, xr, xs} bilden eine Bipartition eines zum
K3,3 homo¨omorphen Teilgraphen von G, was unserer Voraussetzung widerspricht. Die ver-
bleibenden Fa¨lle fu¨r P1, P2 und P3 behandelt man analog.
IV. Im Inneren von C existiert eine Ecke a, die mit x0, xs, xr, xt durch vier eckendisjunkte
(bis auf a) Wege im Inneren von C verbunden ist (man vgl. die Skizze).
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In diesem Fall erkennt man sofort, daß G einen zum K5 homo¨omorphen Teilgraphen
besitzt, was nach Voraussetzung verboten ist.
Da wir alle mo¨glichen Fa¨lle zum Widerspruch gefu¨hrt haben, muß jeder nicht planare
Graph einen zum K5 oder K3,3 homo¨omorphen Teilgraphen enthalten. ‖
Der hier gefu¨hrte Beweis folgt den Ideen von Dirac und Schuster [1] 1954 und ist dem
Buch von Chartrand und Lesniak [1] S. 96 – 98 entnommen. Fu¨r Erweiterungen, Verallge-
meinerungen oder andere Beweise des Satzes von Kuratowski vgl. man z.B. Bodendiek und
Wagner [1] 1989, Klotz [1] 1989, Thomassen [2] 1981, Thomassen [5] 1984 oder Tverberg [1]
1989.
Gute Planarita¨tsalgorithmen findet man in den Bu¨chern von Bondy und Murty [1] sowie
Chartrand und Lesniak [1] und vor allen Dingen bei Nishizeki und Chiba [1] 1988.
11.5 Aufgaben
Aufgabe 11.1. Ist G ein schlichter und planarer Graph der Ordnung n ≥ 11, so zeige man,
daß G nicht planar ist.
Aufgabe 11.2. Man beweise Folgerung 11.6.
Aufgabe 11.3. Ist G ein planarer Graph mit δ(G) ≥ 3 und t(G) ≥ 4, so zeige man, daß G
mindestens 8 Ecken vom Grad 3 besitzt.
Aufgabe 11.4. Man beweise: Ein Graph ist genau dann planar, wenn man ihn in die Ober-
fla¨che einer Kugel einbetten kann.
Hinweis: Stereographische Projektion.
Aufgabe 11.5. Es sei G ein planarer Graph und u ∈ E(G). Man zeige, daß es eine Einbet-
tung von G in die Ebene gibt, bei der die Ecke u zum Rand des a¨ußeren Gebietes geho¨rt.
Hinweis: Aufgabe 11.4.
Aufgabe 11.6. Fu¨r eine normale Landkarte G zeige man, daß der duale Graph G∗∗ von G∗
genau dann zu G isomorph ist, wenn G zusammenha¨ngend ist.
Aufgabe 11.7. Ein ebener Graph heißt selbstdual, wenn er isomorph zum dualen Graphen
ist.
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i) Ist der ebene Graph G selbstdual, so zeige man m(G) = 2n(G)− 2.
ii) Fu¨r alle n ≥ 4 gebe man einen selbstdualen Graphen der Ordnung n an.
Aufgabe 11.8. Man zeige an Hand eines Beispiels, daß Satz 11.15 nicht mehr gu¨ltig ist,
wenn man Bru¨cken zula¨ßt.
Aufgabe 11.9. Sind G und H homo¨omorph, so zeige man
m(G)− n(G) = m(H)− n(H).
Aufgabe 11.10. Man zeige, daß der K3 ×K3 nicht planar ist.
Aufgabe 11.11. Man zeige, daß der im Abschnitt 13.1 skizzierte Petersen-Graph nicht
planar ist.
Aufgabe 11.12. Es sei G ein schlichter Graph. Ist G nicht planar, so beweise man, daß
auch der Line-Graph L(G) nicht planar ist.
Aufgabe 11.13. Analog zum Beweis von Satz 11.12 zeige man: Ist G ein schlichter und
zusammenha¨ngender und planarer Graph mit m(G) ≥ 1 und t(G) ≥ 5, so gilt b(G) ≤ 5.
Aufgabe 11.14. Analog zum Beweis von Satz 11.12 zeige man: Ist G ein schlichter und
zusammenha¨ngender und planarer Graph mit m(G) ≥ 1 und t(G) ≥ 6, so gilt b(G) ≤ 4.
Kapitel 12
Eckenfa¨rbung
12.1 Die chromatische Zahl
Definition 12.1. Es sei G ein Multigraph. Eine Abbildung h : E(G) → {1, 2, . . . , q} nennt
man Eckenfa¨rbung, q-Eckenfa¨rbung oder q-Fa¨rbung von G. Ist Ei die Menge aller Ecken von
G mit der Farbe i, so nennen wir Ei Farbenklasse.
Gilt zusa¨tzlich h(x) 6= h(y) fu¨r alle adjazenten Ecken x, y, so sprechen wir von einer echten
Eckenfa¨rbung, echten q-Eckenfa¨rbung oder echten q-Fa¨rbung von G.
Eine q-Eckenfa¨rbung heißt vollsta¨ndige q-Eckenfa¨rbung oder vollsta¨ndige q-Fa¨rbung ,
wenn fu¨r alle i, j ∈ {1, 2, . . . , q} mit i 6= j eine Kante xy existiert mit h(x) = i und h(y) = j.
Die chromatische Zahl χ = χ(G) von G ist die kleinste Zahl q, fu¨r die G eine echte q-
Eckenfa¨rbung besitzt.
Die achromatische Zahl ψ = ψ(G) von G ist die gro¨ßte Zahl q, fu¨r die G eine vollsta¨ndige
und echte q-Eckenfa¨rbung besitzt.
Die pseudoachromatische Zahl ψs = ψs(G) von G ist die gro¨ßte Zahl q, fu¨r die G eine
vollsta¨ndige q-Eckenfa¨rbung besitzt.
Bemerkung 12.1. Da Mehrfachkanten keinen Einfluß auf die Eckenfa¨rbungen haben, be-
schra¨nken wir uns im allgemeinen auf schlichte Graphen.
Fa¨rbt man jede Ecke eines schlichten Graphen G mit einer anderen Farbe, so ist das eine
echte Eckenfa¨rbung, womit die Existenz der chromatischen Zahl gesichert ist. Fa¨rbt man
alle Ecken von G mit einer Farbe, so ist das eine vollsta¨ndige Fa¨rbung, womit die pseudo-
achromatische Zahl existiert. Ist h eine echte q-Fa¨rbung von G mit q = χ(G), so sieht man
leicht, daß h eine vollsta¨ndige q-Fa¨rbung sein muß. Daher existiert auch die achromatische
Zahl, und es ergeben sich sofort die folgenden Ungleichungen:
ω(G) ≤ χ(G) ≤ ψ(G) ≤ ψs(G) (12.1)
Beispiel 12.1. Fu¨r den skizzierten Graphen G u¨berlegt man sich leicht, daß χ(G) = 2 <
ψ(G) = 3 < ψs(G) = 4 gilt. Daher gibt es Graphen, fu¨r die die chromatische Zahl, die
achromatische Zahl und die pseudoachromatische Zahl verschieden ausfallen.
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Bemerkung 12.2. Ist h eine echte q-Eckenfa¨rbung eines Multigraphen G und Ei = {x|x ∈
E(G) mit h(x) = i} eine Farbenklasse, so gilt E(G) = ⋃qi=1Ei mit Ei ∩ Ej = ∅ fu¨r alle
1 ≤ i < j ≤ q, und jede Farbenklasse Ei ist eine unabha¨ngige Eckenmenge von G. Daher ist
jeder Graph G ohne Schlingen χ(G)-partit. Umgekehrt liefert natu¨rlich jede Zerlegung von
E(G) in q disjunkte unabha¨ngige Eckenmengen eine echte q-Eckenfa¨rbung von G.
Aus Bemerkung 12.2 folgt ohne Mu¨he
Satz 12.1. Es sei G ein Multigraph.
i) Es gilt χ(G) = 1 genau dann, wenn G ein Nullgraph ist.
ii) Es gilt χ(G) = 2 genau dann, wenn G bipartit ist mit K(G) 6= ∅.
iii) Allgemein gilt χ(G) = p genau dann, wenn G p-partit aber nicht (p− 1)-partit ist.
Satz 12.2. Ist G ein schlichter Graph, so gilt
χ(G) ≤ ∆(G) + 1. (12.2)
Beweis. Sind x1, x2, . . . , xn die Ecken von G, so fa¨rben wir die Ecken induktiv mit den Farben
1, 2, . . . ,∆(G) + 1. Man fa¨rbe x1 mit einer beliebigen Farbe. Sind die Ecken x1, x2, . . . , xi
fu¨r i < n schon gefa¨rbt, so daß adjazente Ecken verschiedene Farben besitzen, so hat die
Ecke xi+1 ho¨chstens ∆(G) (gefa¨rbte) Nachbarn. Daher steht von den ∆(G) + 1 Farben
mindestens eine zur Verfu¨gung, mit der man xi+1 fa¨rben kann, so daß wieder benachbarte
Ecken verschieden gefa¨rbt sind. ‖
Bemerkung 12.3. Der Beweis von Satz 12.2 ist konstruktiv, so daß man mit diesem Ver-
fahren sehr schnell zu einer echten (∆(G) + 1)-Eckenfa¨rbung gelangt.
Definition 12.2. Ein schlichter Graph G heißt kritisch, wenn fu¨r jeden echten Teilgraphen
H die Ungleichung χ(H) < χ(G) gilt. G heißt q-kritisch, wenn G kritisch ist und χ(G) = q
gilt.
Bemerkung 12.4. i) Ein kritischer Graph ist zusammenha¨ngend.
ii) Ist χ(G) = q ≥ 2, so besitzt G einen q-kritischen Teilgraphen. Man erreicht dies durch
sukzessive Herausnahme von Kanten und Ecken.
iii) Ein q-kritischer Graph besitzt keine Schnittecke. Angenommen, ein q-kritischer Graph
G entha¨lt eine Schnittecke v. Sind E1, E2, . . . , Er die Eckenmengen der Komponenten
von G − v, so ist es mo¨glich, die echten Teilgraphen G[Ei ∪ {v}] (i = 1, 2, . . . , r) mit
einer echten (q − 1)-Fa¨rbung zu versehen. Da man diese r echten (q − 1)-Fa¨rbungen
so einrichten kann, daß die Ecke v immer die gleiche Farbe erha¨lt, so ha¨tte man eine
echte (q − 1)-Fa¨rbung von G gefunden, was χ(G) = q widerspricht.
iv) Offensichtlich ist der K1 der einzige 1-kritische Graph. Genauso leicht sieht man, daß
der K2 der einzige 2-kritische Graph ist.
Die einzigen 3-kritischen Graphen sind Kreise ungerader La¨nge. Denn ist G ein 3-
kritischer Graph, so ist G nach Satz 12.1 nicht bipartit. Damit besitzt G einen Kreis
C ungerader La¨nge. Ha¨tte der Graph G neben E(C) und K(C) noch weitere Ecken
oder Kanten, so wa¨re C ein echter Teilgraph von G mit χ(C) = χ(G) = 3. Da Kreise
ungerader La¨nge offensichtlich 3-kritische Graphen sind, haben wir das gewu¨nschte
Resultat nachgewiesen.
Satz 12.3. Ist G ein q-kritischer Graph, so gilt q − 1 ≤ δ(G) = δ.
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Beweis. Wir nehmen an, daß δ < q − 1 gilt. Es sei a eine Ecke mit d(a,G) = δ. Da G
ein q-kritischer Graph ist, besitzt der Teilgraph G − a eine echte (q − 1)-Fa¨rbung. Sind
E1, E2, . . . , Eq−1 die Farbenklassen einer (q − 1)-Fa¨rbung von G − a, so existiert wegen
δ < q− 1 eine Farbenklasse Ej, so daß a zu keiner Ecke aus Ej adjazent ist. Fa¨rbt man nun
die Ecke a mit der Farbe j, so hat man eine echte (q− 1)-Fa¨rbung von G gefunden, was ein
Widerspruch zu χ(G) = q ist. ‖
Satz 12.4 (Gallai [2] 1968). Ist G ein schlichter Graph, so gilt
χ(G) ≤ 1 + `(G),
wobei `(G) die La¨nge eines la¨ngsten Weges in G bedeute.
Beweis. Da die Fa¨lle χ(G) = 1, 2 sofort einzusehen sind, sei im weiteren χ(G) = q ≥ 3. Ist
H ein q-kritischer Teilgraph von G, so gilt nach Satz 12.3 δ(H) ≥ q−1. Wegen Satz 1.9 gibt
es in H einen Weg der La¨nge δ(H). Daraus folgt die gewu¨nschte Ungleichung
`(G) ≥ `(H) ≥ δ(H) ≥ χ(G)− 1. ‖
Im Jahre 1941 fand Brooks folgende interessante Verscha¨rfung der Abscha¨tzung (12.2).
Satz 12.5 (Brooks [1] 1941). Fu¨r einen schlichten, zusammenha¨ngenden Graphen G, der
weder ein Kreis ungerader La¨nge noch vollsta¨ndig ist, gilt χ(G) ≤ ∆(G).
Beweis. Es sei G ein schlichter, zusammenha¨ngender Graph, der weder ein Kreis ungerader
La¨nge noch vollsta¨ndig ist. Setzen wir χ(G) = q, so gilt notwendig q ≥ 2. Nach Bemer-
kung 12.4 ii) besitzt G einen q-kritischen Teilgraphen H mit ∆(H) ≤ ∆(G), der gema¨ß
Bemerkung 12.4 iii) ein Block ist.
IstH ein Kreis ungerader La¨nge oderH ∼= Kq, so gilt G 6= H , und da G zusammenha¨ngend
ist, gibt es in G noch mindestens eine Kante, die nicht zu H geho¨rt, die aber mit einer Ecke
aus H inzidiert. Diese U¨berlegungen liefern uns sofort ∆(H) < ∆(G). Daraus folgt in beiden
Fa¨llen
χ(G) = q = χ(H) = ∆(H) + 1 ≤ ∆(G).
Daher ko¨nnen wir im folgenden annehmen, daß H weder vollsta¨ndig noch ein Kreis ungera-
der La¨nge ist, womit wir insbesondere nach Bemerkung 12.4 iv) χ(H) = q ≥ 4 voraussetzen
du¨rfen. Da H nicht vollsta¨ndig ist, ergibt sich daraus n = n(H) ≥ 5. Fu¨r den weiteren
Beweis unterscheiden wir zwei Fa¨lle.
1. Fall: Der q-kritische Graph H ist 3-fach eckenzusammenha¨ngend, d.h. H−{a, b} ist fu¨r
alle a, b ∈ E(H) zusammenha¨ngend (man vgl. auch Definition 14.1). Da H nicht vollsta¨ndig
ist, existieren zwei Ecken x und y mit dH(x, y) = 2. Es sei w ein gemeinsamer Nachbar von
x und y. Nun setzen wir x = v1 und y = v2, und es sei v3, v4, . . . , vn eine Anordnung der
Ecken aus H − {x, y}, so daß fu¨r 3 ≤ i < n jede Ecke vi zu mindestens einer Ecke vj mit
j > i adjazent ist. Da H − {x, y} zusammenha¨ngend ist, kann man eine solche Reihenfolge
z.B. dadurch gewinnen, daß man die Ecken in einer nicht zunehmenden Folge bezu¨glich der
Entfernung zu w anordnet. Damit ist vn = w und fu¨r alle 1 ≤ i < n ist vi in H zu mindestens
einer Ecke vj mit j > i adjazent, denn v1 und v2 sind zu vn adjazent. Daher sind alle Ecken vi
mit 1 ≤ i < n zu ho¨chstens ∆(H)− 1 Ecken vj mit j < i adjazent. Nun sind wir in der Lage
eine echte Eckenfa¨rbung von H anzugeben, die nur die Farben 1, 2, . . . ,∆(H) beno¨tigt. Man
fa¨rbe die Ecken v1 und v2 mit der Farbe 1. Jede der Ecken v3, v4, . . . , vn−1 wird mit einer der
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Farben 1, 2, . . . ,∆(H) gefa¨rbt, die nicht bei den adjazenten Vorga¨ngern auftritt. Die Ecke
vn = w ist zu den Ecken v1 = x und v2 = y adjazent, die beide mit 1 gefa¨rbt wurden. Daher
findet man auch fu¨r vn = w eine zula¨ssige Farbe. Insgesamt ergibt sich fu¨r diesen Fall
χ(G) = χ(H) ≤ ∆(H) ≤ ∆(G).
2. Fall: Der q-kritische Graph H ist nicht 3-fach eckenzusammenha¨ngend. Dann gibt es
zwei Ecken a und b in H , so daß H − {a, b} in verschiedene Komponenten zerfa¨llt.
Wegen χ(H) = q ≥ 4, folgt aus Satz 12.3 die Ungleichung δ(H) ≥ q − 1 ≥ 3. Da H nicht
vollsta¨ndig ist, existiert daher in H eine Ecke u mit 3 ≤ d(u,H) ≤ n− 2.
Ist H − u wieder ein Block, so sei v eine Ecke aus H mit dH(u, v) = 2. Eine solche Ecke
v existiert, da u nicht zu allen Ecken aus H − u adjazent ist. Mit x = u und y = v verfahre
man wie im 1. Fall.
Ist H − u kein Block, so besitzt H − u nach Folgerung 8.2 mindestens zwei Endblo¨cke B1
und B2 mit den Schnittecken w1 und w2 (w1 = w2 ist dabei mo¨glich). Da H ein Block ist,
u¨berlegt man sich leicht, daß es Ecken u1 ∈ E(B1) − {w1} und u2 ∈ E(B2) − {w2} gibt,
die in H zu u adjazent sind. Mit x = u1 und y = u2 kann man wie im 1. Fall vorgehen,
denn wegen d(u,H) ≥ 3, ist H − {x, y} zusammenha¨ngend. Damit ist der Satz von Brooks
vollsta¨ndig bewiesen ist. ‖
Der hier gefu¨hrte Beweis des Satzes von Brooks ist dem Buch von Chartrand und Lesniak
[1] S. 275 – 276 entnommen, der einer Idee von Lova´sz [3] aus dem Jahre 1975 folgt.
Ohne Beweis geben wir eine weitere interessante Abscha¨tzung der chromatischen Zahl an,
die auf Erdo˝s und Gallai [2] zuru¨ckgeht.
Satz 12.6 (Erdo˝s, Gallai [2] 1964). Ist G ein schlichter, regula¨rer und nicht vollsta¨ndiger
Graph der Ordnung n ≥ 5, so gilt χ(G) ≤ 3
5
n.
Satz 12.7 (Nordhaus, Gaddum [1] 1956). Ist G ein schlichter Graph der Ordnung n, so
gilt
i) 2
√
n ≤ χ(G) + χ(G) ≤ n + 1,
ii) n ≤ χ(G) · χ(G) ≤ ((n + 1)/2)2.
Beweis. Es sei h1 eine echte χ(G)-Fa¨rbung von G und h2 eine echte χ(G)-Fa¨rbung von G.
Diese beiden Fa¨rbungen liefern nun eine echte Eckenfa¨rbung des Kn = G∪G wie folgt. Ist v
eine beliebige Ecke des Kn, so geben wir v die Farbe (h1(v), h2(v)). Da jeweils zwei verschie-
dene Ecken des Kn entweder in G oder in G adjazent sind, haben wir durch diese Fa¨rbung
alle Ecken des Kn verschieden gefa¨rbt, womit dies tatsa¨chlich eine echte Eckenfa¨rbung des
Kn darstellt. Daraus ergibt sich n = χ(Kn) ≤ χ(G) · χ(G), womit die untere Schranke in ii)
bewiesen ist. Daraus folgt
√
n ≤
√
χ(G) · χ(G) ≤ χ(G) + χ(G)
2
,
womit auch die untere Schranke in i) besta¨tigt ist.
Die obere Schranke in i) beweisen wir durch Induktion nach n. Fu¨r n = 1 und n = 2 ist
diese Schranke sicherlich richtig. Daher sei nun n ≥ 3. Ist v eine beliebige Ecke von G, so sei
H = G− v. Es gilt natu¨rlich
χ(G) ≤ χ(H) + 1,
χ(G) ≤ χ(H) + 1.
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Gilt in beiden Ungleichungen das Gleichheitszeichen, so folgt d(v,G) ≥ χ(H) und d(v,G) ≥
χ(H) und somit
χ(H) + χ(H) ≤ d(v,G) + d(v,G) = n− 1,
und wir erhalten das gewu¨nschte Resultat
χ(G) + χ(G) = χ(H) + 1 + χ(H) + 1 ≤ (n− 1) + 2 = n + 1.
Gilt in den obigen Ungleichungen wenigsten einmal das echte Ungleichheitszeichen, so liefert
die Induktionsvoraussetzung unmittelbar das gewu¨nschte Resultat wie folgt
χ(G) + χ(G) ≤ χ(H) + χ(H) + 1 ≤ (n− 1) + 1 + 1 = n + 1.
Aus der oberen Schranke in i) folgt
4χ(G)χ(G) ≤ (χ(G)− χ(G))2 + 4χ(G)χ(G) = (χ(G) + χ(G))2 ≤ (n+ 1)2,
womit der Satz vollsta¨ndig bewiesen ist. ‖
Nun pra¨sentieren wir noch eine untere und eine obere Schranke von χ(G) in Abha¨ngigkeit
der Ordnung und der Gro¨ße von G.
Satz 12.8 (Meyers, Liu [1] 1971). Ist G ein schlichter Graph der Ordnung n, so gilt
θ(G) ≥ n
2
n + 2m(G)
, (12.3)
χ(G) ≥ n
2
n2 − 2m(G) . (12.4)
Beweis. Fu¨r den Beweis von (12.3) sei H = {H1, H2, . . . , Hθ(G)} eine minimale Cliquenzer-
legung von G. Dann gilt ω(G) ≤ θ(G), und daher liefert der Satz von Tura´n (Satz 9.22)
n2 − n = 2m(Kn) = 2m(G) + 2m(G) ≤ 2m(G) + θ(G)− 1
θ(G)
n2.
Daraus folgt (2m(G) + n)θ(G) ≥ n2 und damit (12.3).
Beachten wir χ(G) = θ(G) und 2m(G) = n2− n− 2m(G), so ergibt sich (12.4) aus (12.3)
wie folgt:
χ(G) = θ(G) ≥ n
2
n+ 2m(G)
=
n2
n2 − 2m(G) . ‖
Satz 12.9 (Hansen [1] 1979). Ist G ein schlichter Graph, so gilt
χ(G) ≤ 1
2
+
√
2m(G) +
1
4
.
Beweis. Es sei S1, S2, . . . , Sp eine Partition von E(G), so daß S1 eine maximale unabha¨ngige
Eckenmenge von G = G1 ist und Si eine maximale unabha¨ngige Eckenmenge von Gi =
G[E(G)−∪i−1j=1Sj] fu¨r i ≥ 2 ist. Damit haben wir E(G) in p ≥ χ(G) unabha¨ngige Eckenmen-
gen zerlegt. Da Si eine maximale unabha¨ngige Eckenmenge in Gi ist, ist Si gleichzeitig eine
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Dominanzmenge von Gi. Daher hat jede Ecke x ∈ Si mindestens i − 1 Nachbarn in ∪i−1j=1Si
fu¨r i ≥ 2. Diese U¨berlegungen liefern nun
m(G) ≥ |S2|+ 2|S3|+ · · ·+ (p− 1)|Sp| ≥ 1 + 2 + · · ·+ (p− 1) = p(p− 1)
2
,
woraus sich p2−p−2m(G) ≤ 0 ergibt. Durch eine einfache Rechnung folgt daraus schließlich
χ(G) ≤ p ≤ 1
2
+
√
2m(G) +
1
4
. ‖
12.2 Die (pseudo-) achromatische Zahl
Satz 12.10. Ist G ein schlichter Graph, so gilt
ψs(G) ≤ 1
2
(n(G) + ω(G)).
Beweis. Es sei ψs(G) = p und 1, 2, . . . , p die Farben einer vollsta¨ndigen p-Fa¨rbung von G.
Dann besitzt diese Fa¨rbung ho¨chstens ω(G) Farben, die nur einmal auftreten, denn ga¨be es
mehr, so mu¨ßten diese alle untereinander adjazent sein, und wir ha¨tten dann eine gro¨ßere
Clique. Daraus folgt die gewu¨nschte Abscha¨tzung
ψs(G) ≤ ω(G) + 1
2
(n(G)− ω(G)) = 1
2
(n(G) + ω(G)). ‖
Aus Satz 12.10 und (12.1) ergibt sich sofort der folgende Zusammenhang zwischen der
chromatischen und pseudoachromatischen Zahl, der auf Bhave [1] 1979 zuru¨ckgeht. Implizit
ist dieses Ergebnis allerdings schon bei Auerbach und Laskar [1] 1976 zu finden.
Folgerung 12.1 (Bhave [1] 1979). Ist G ein schlichter Graph, so gilt
ψs(G) ≤ 1
2
(n(G) + χ(G)). (12.5)
Satz 12.11 (Harary, Hedetniemi, Prins [1] 1967). Ist G ein schlichter Graph, so gilt
ψs(G) ≤ n(G) + 1− α(G). (12.6)
Beweis. Es sei S eine maximale unabha¨ngige Menge, und es seien 1, 2, . . . , t die Farben einer
vollsta¨ndigen p-Fa¨rbung von G, die in der Eckenmenge S auftreten. Dann ist t ≤ |S| =
n(G) − α(G), und in S kann ho¨chstens eine weitere Farbe t + 1 vorkommen. Daraus folgt
ψs(G) ≤ t+ 1 ≤ n(G) + 1− α(G). ‖
Fu¨r den bipartiten Fall liefert Satz 12.11 unmittelbar folgende Verbesserung der Unglei-
chung (12.5).
Folgerung 12.2. Ist G ein Faktor des vollsta¨ndigen bipartiten Graphen Kr,t mit 1 ≤ r ≤ t,
so gilt
ψ(G) ≤ ψs(G) ≤ r + 1. (12.7)
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Beispiel 12.2. Es sei G der vollsta¨ndige bipartite Graph Kr,t mit der Bipartition E1 =
{x1, x2, . . . , xr}, E2 = {y1, y2, . . . , yt} und 1 ≤ r ≤ t. Fa¨rbt man die Ecken xi und yi mit der
Farbe i fu¨r alle 1 ≤ i ≤ r− 1, die Ecke xr mit der Farbe r und die Ecken yr, yr+1, . . . , yt mit
der Farbe r+1, so hat man eine vollsta¨ndige (r+1)-Fa¨rbung von G. Wegen Folgerung 12.2
gilt sogar ψs(G) = r + 1, womit die zweite Ungleichung in (12.7) scharf ist.
Entfernt man aus G das Matching M = {x1y1, x2y2, . . . , xr−1yr−1}, so ist unsere Fa¨rbung
in G′ = G−M sogar eine echte und vollsta¨ndige (r + 1)-Fa¨rbung. Daher folgt aus (12.7)
ψ(G′) = ψs(G′) = r + 1,
womit auch die Ungleichung ψ(G) ≤ r + 1 fu¨r bipartite Graphen scharf ist.
Allgemeiner als in Beispiel 12.2, wollen wir im na¨chsten Satz fu¨r alle vollsta¨ndigen p-
partiten Graphen die pseudoachromatische Zahl bestimmen.
Satz 12.12 (Auerbach, Laskar [1] 1976). IstG der vollsta¨ndige p-partite GraphKr1,r2,...,rp
mit 1 ≤ r1 ≤ r2 ≤ . . . ≤ rp, so gilt
ψs(G) = min
{⌊
n(G) + p
2
⌋
, n(G) + 1− rp
}
. (12.8)
Beweis. Wir setzen n(G) = n und bezeichnen mit t die rechte Seite von (12.8). Aus (12.5)
und (12.6) folgt sofort ψs(G) ≤ t.
Es sei E1, E2, . . . , Ep eine Partition von G mit |Ei| = ri. Wir wa¨hlen Ecken a1, a2, . . . , an
aus G mit ai ∈ Ei fu¨r i ≤ p und fu¨r i, j > p, so daß aus i < j, ai ∈ El und aj ∈ Eq folgt:
l ≤ q. Nun geben wir allen Ecken ai folgende Fa¨rbung h:
i) h(ai) = i fu¨r i ≤ t.
ii) h(an+1−i) = max {1, t+ 1− i} fu¨r i ≤ n− t.
Diese Fa¨rbung benutzt t Farben, wobei die Farben 1, 2, . . . , p in verschiedenen Mengen Ei
vorkommen und die Farben p+1, p+2, . . . , t mindestens zweimal auftreten. Denn ist p+1 ≤
i ≤ t, so ergibt sich aus 2t ≤ n + p die Ungleichung t − i + 1 ≤ n − t, und daher folgt aus
der Definition von h fu¨r alle p+ 1 ≤ i ≤ t
h(ai) = h(an+i−t) = h(an+1−(t−i+1)) = i.
Um zu zeigen, daß h eine vollsta¨ndige t-Fa¨rbung von G ist, genu¨gt es nachzuweisen, daß fu¨r
p+1 ≤ i ≤ t die Ecken ai und an+i−t in verschiedenen Partitionsmengen liegen. Angenommen,
die Ecken ai und an+i−t geho¨ren zu der gleichen Menge Es. Dann sind nach Definition
die Ecken ai, ai+1, . . . , an+i−t und die Ecke as Elemente von Es. Daraus ergibt sich wegen
t ≤ n+ 1− rp
|Es| ≥ n− t+ 2 ≥ n+ 2− (n + 1− rp) = 1 + rp,
was natu¨rlich nicht mo¨glich ist. Daher gilt ψs(G) ≥ t, womit wir insgesamt (12.8) nachge-
wiesen haben. ‖
Bemerkung 12.5. Satz 12.12 zeigt, daß im Fall⌊
n(G) + p
2
⌋
≤ n(G) + 1− rp
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in (12.5) das Gleichheitszeichen und im Fall⌊
n(G) + p
2
⌋
≥ n(G) + 1− rp
in (12.6) das Gleichheitszeichen steht, womit die Ungleichungen (12.5) und (12.6) bestmo¨glich
sind.
Als na¨chstes wollen wir eine Abscha¨tzung von ψ(G) nach unten geben. Dazu beno¨tigen
wir ein Resultat, das auf Geller und Kronk zuru¨ckgeht.
Satz 12.13 (Geller, Kronk [1] 1974). Ist G ein schlichter Graph und a eine beliebige
Ecke von G, so gilt
ψ(G) ≥ ψ(G− a) ≥ ψ(G)− 1.
Beweis. Ist ψ(G − a) = q, so besitzt auch G eine echte und vollsta¨ndige q-Fa¨rbung, außer
wenn jede der q Farben zur Ecke a adjazent ist. In diesem Fall besitzt G aber eine echte und
vollsta¨ndige (q + 1)-Fa¨rbung, womit wir ψ(G) ≥ ψ(G− a) bewiesen haben.
Ist ψ(G) = q, so betrachte man die echte Fa¨rbung von G − a, die durch eine echte und
vollsta¨ndige q-Fa¨rbung von G induziert wird. Ist diese q-Fa¨rbung von G−a nicht vollsta¨ndig,
und hat a die Farbe i, so existiert eine Farbe j, die in G− a zu keiner mit i gefa¨rbten Ecke
adjazent ist. Geben wir nun jeder Ecke mit der Farbe i aus G − a die Farbe j, so erhalten
wir eine echte und vollsta¨ndige (q− 1)-Fa¨rbung von G− a, womit wir ψ(G− a) ≥ ψ(G)− 1
gezeigt haben. ‖
Folgerung 12.3. Ist G ein schlichter Graph und H ein induzierter Teilgraph von G, so gilt
ψ(H) ≤ ψ(G).
Analog zum Beweis von Satz 12.13 zeigt man
Satz 12.14 (Geller, Kronk [1] 1974). Ist G ein schlichter Graph und k eine beliebige
Kante von G, so gilt
ψ(G) + 1 ≥ ψ(G− k) ≥ ψ(G)− 1.
Satz 12.15 (Volkmann [4] 1991). Es sei G ein schlichter Graph und B eine Clique von
G mit E(B) = {x1, x2, . . . , xt}. Weiter sei M = {k1, k2, . . . , ks} ein Matching von G mit
E(M) ∩ E(B) = ∅ und
N(xi, G) ∩ E(kj) 6= ∅ (12.9)
fu¨r alle 1 ≤ i ≤ t und 1 ≤ j ≤ s. Ist G[E(ki) ∪ E(kj)] 6∼= K4 fu¨r alle 1 ≤ i, j ≤ s, so gilt
ψ(G) ≥ s+ t. (12.10)
Beweis. Fu¨r alle 1 ≤ i ≤ s fa¨rben wir die beiden Ecken, die mit der Kante ki inzident sind,
mit der Farbe i. Da G[E(ki) ∪ E(kj)] 6∼= K4 fu¨r i 6= j gilt, existiert in G eine Kante, die
mit ki und kj inzidiert. Da dies fu¨r alle 1 ≤ i < j ≤ s gilt, besitzt der induzierte Teilgraph
G[E(M)] eine echte und vollsta¨ndige s-Fa¨rbung.
Nun fa¨rben wir die Ecken x1, x2, . . . , xt der gegebenen Clique B mit den Farben s+1, s+
2, . . . , s+ t. Da B eine Clique ist, und E(M)∩E(B) = ∅ gilt, ergibt sich zusammen mit der
Bedingung (12.9), daß der induzierte Teilgraph G[E(M)∪E(B)] eine echte und vollsta¨ndige
(s + t)-Fa¨rbung besitzt. Zusammen mit der Folgerung 12.3 erhalten wir daraus sofort das
gewu¨nschte Ergebnis. ‖
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Aus Satz 12.15 ergeben sich einige bekannte Resultate, die Geller und Kronk [1] 1974
publiziert haben.
Folgerung 12.4 (Geller, Kronk [1] 1974). Es sei G ein schlichter Graph und ζ(G) die
Anzahl der Ecken vom Grad n(G)−1. Ist κ∗(G) die Anzahl der nicht trivialen Komponenten
im Komplementa¨rgraphen G, so gilt
ψ(G) ≥ ζ(G) + κ∗(G).
Folgerung 12.5 (Geller, Kronk [1] 1974). Es sei G ein Faktor des vollsta¨ndigen biparti-
ten Graphen Kr,t und E1, E2 eine Bipartition von G. Weiter sei G˜ = Kr,t−K(G) und κ∗(G˜)
die Anzahl der nicht trivialen Komponenten von G˜. Fu¨r i = 1, 2 setzen wir τi = 1, wenn in
Ei mindestens eine Ecke existiert, die zu allen Ecken aus E3−i adjazent ist, und τi = 0 sonst.
Dann gilt
ψ(G) ≥ τ1 + τ2 + κ∗(G˜).
Bemerkung 12.6. Ist ψs(G) ≥ ∆(G)+ 2 oder ψ(G) ≥ ∆(G)+ 2, so muß bei den jeweiligen
Fa¨rbungen jede Farbe zweimal auftreten (man vgl. Aufgabe 12.9).
Folgerung 12.6. Ist G ein (r − 1)-regula¨rer Faktor des Graphen Kr,r (r > 1), so gilt
ψ(G) = r = ψs(G).
Beweis. Da das relative Komplement G˜ = Kr,r−K(G) aus r Komponenten besteht, die alle
1-regula¨r sind, ergibt sich aus Folgerung 12.5 die Abscha¨tzung ψ(G) ≥ r. Wa¨re ψs(G) ≥ r+1,
so mu¨ßten nach Bemerkung 12.6 alle Farben doppelt auftreten, was natu¨rlich nicht mo¨glich
ist. Daraus folgt r ≤ ψ(G) ≤ ψs(G) ≤ r, womit Folgerung 12.6 bewiesen ist. ‖
Folgerung 12.7. Ist G ein (r − 2)-regula¨rer Faktor des Graphen Kr,r (r > 2), und entha¨lt
das relative Komplement G˜ = Kr,r −K(G) keinen Kreis C4 der La¨nge 4, so gilt
ψ(G) = r = ψs(G).
Beweis. Jede Komponente von G˜ ist 2-regula¨r und gerade, womit ein perfektes Matching
M = {k1, k1, . . . , kr} ⊆ K(G˜) ⊆ K(G)
existiert. Da der Graph G˜ keinen Kreis C4 der La¨nge 4 entha¨lt, gilt G[E(ki)∪E(kj)] 6∼= K4 fu¨r
alle 1 ≤ i < j ≤ r, womit aus Satz 12.15 ψ(G) ≥ r folgt. Aus der Tatsache, daß ψs(G) ≥ r+1
nicht mo¨glich ist, ergibt sich unsere Behauptung. ‖
Bemerkung 12.7. Im Zusammenhang mit Folgerung 12.7 zeigt eine genauere Analyse:
a) Fu¨r jeden (r − 2)-regula¨ren Faktor G des Graphen Kr,r (r > 2) gilt ψs(G) = r.
b) Ist G ein (r − 2)-regula¨rer Faktor des Graphen Kr,r (r > 2), und entha¨lt das relative
Komplement G˜ = Kr,r −K(G) mindestens drei Kreise C4 der La¨nge 4, so gilt ψ(G) ≤
r − 1.
12.3 Chromatische Polynome
Definition 12.3. Es sei G ein schlichter Graph. Wir bezeichnen die Anzahl der Abbildun-
gen h : E(G) −→ {1, 2, . . . , q}, die die Eigenschaft h(x) 6= h(y) fu¨r alle adjazenten Ecken
x, y besitzen, mit P (q, G). Damit bedeutet P (q, G) die Anzahl der verschiedenen echten
q-Fa¨rbungen von G.
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Beim Versuch die Vierfarbenvermutung zu lo¨sen, wurde in den Jahren 1912 und 1913
die Gro¨ße P (q, G) von G. D. Birkhoff [1] und [2] fu¨r Landkarten G eingefu¨hrt. Als eines
seiner Hauptergebnisse hat Birkhoff gezeigt, daß P (q, G) stets ein Polynom in q ist, welches
heute den Namen chromatisches Polynom von G tra¨gt. Wir wollen einige von Birkhoff’s
Resultaten und weitere Erga¨nzungen durch Whitney [3] 1932, Read [1] 1968 und Meredith
[1] 1972 fu¨r beliebige schlichte Graphen beweisen. Dazu berechnen wir das chromatische
Polynom P (q, G) zuna¨chst fu¨r zwei spezielle Graphen.
Bemerkung 12.8. a) Es sei G ein Nullgraph der Ordnung n. Als Kombination n-ter
Ordnung von q Elementen mit Wiederholung und mit Beru¨cksichtigung der Reihenfolge
ergibt sich
P (q, G) = qn. (12.11)
b) Es sei G der vollsta¨ndige Graph Kn. Ist q ≥ n, so hat man fu¨r die erste Ecke q
Mo¨glichkeiten, fu¨r die zweite Ecke q − 1 Mo¨glichkeiten usw. und fu¨r die n-te Ecke
q − n + 1 Mo¨glichkeiten fu¨r eine echte Eckenfa¨rbung. Daraus ergibt sich
P (q,Kn) = q(q − 1) . . . (q − n+ 1). (12.12)
c) Ein Graph G besitzt natu¨rlich genau dann eine echte q-Fa¨rbung, wenn P (q, G) > 0
gilt.
Wir werden nun eine einfache aber fundamentale Rekursionsformel fu¨r das chromatische
Polynom P (q, G) herleiten. Dazu benutzen wir die Methode der Kantenkontraktion, die im
Vergleich zur Definition 2.9 hier etwas modifiziert wird.
Definition 12.4. Es sei G ein schlichter Graph und k = ab eine Kante von G. Der Graph
G(k) entstehe aus G durch Kontraktion der Kante k, d.h. k wird gelo¨scht, die Ecken a und
b werden identifiziert, und eventuell auftretende parallele Kanten werden zu einer Kante
vereinigt.
Beispiel 12.3. In der folgenden Skizze fu¨hren wir eine Kontraktion der Kante l gema¨ß
Definition 12.4 durch.
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Bemerkung 12.9. Nach Definition 12.4 ist G(l) wieder ein schlichter Graph. Es gilt offen-
sichtlich κ(G(l)) = κ(G), n(G(l)) = n(G) − 1 und m(G(l)) ≤ m(G) − 1. Ist G ein Baum, so
ergibt sich daraus
µ(G(l)) = m(G(l))− n(G(l)) + κ(G(l))
≤ m(G)− 1− n(G) + 1 + 1 = 0,
womit G(l) nach Folgerung 2.1 auch ein Baum ist.
Satz 12.16 (Rekursionsformel). Ist G ein schlichter Graph, so gilt fu¨r alle l ∈ K(G)
P (q, G) = P (q, G− l)− P (q, G(l)). (12.13)
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Beweis. Es sei l = ab und u diejenige Ecke von G(l), die durch Identifizierung von a und b
entstanden ist. Jeder echten q-Fa¨rbung von G− l, bei der die Ecken a und b die gleiche Farbe
j haben, entspricht genau einer echten q-Fa¨rbung von G(l), bei der die Ecke u die Farbe j
hat und umgekehrt. Jeder echten q-Fa¨rbung von G− l, bei der a und b verschiedene Farben
haben, entspricht genau einer echten q-Fa¨rbung von G und umgekehrt. Daraus ergibt sich
die Rekursionformel (12.13) in der Form
P (q, G− l) = P (q, G(l)) + P (q, G) (12.14)
und der Satz ist bewiesen. ‖
Bemerkung 12.10. Im Zusammenhang mit der Taillenweite (man vgl. Definition 10.2) sind
folgende Tatsachen leicht nachzuweisen. Fu¨r l ∈ K(G) gilt t(G−l) ≥ t(G), t(G(l)) ≥ t(G)−1,
und im Fall t(G) ≥ 4 ist m(G(l)) = m(G)− 1.
Im na¨chsten Satz, den wir Fundamentalsatz u¨ber chromatische Polynome nennen wollen,
tragen wir einige wichtige Eigenschaften von P (q, G) zusammen, die man fast alle in den
am Anfang dieses Abschnitts zitierten Arbeiten findet. Dieses Ergebnis wird dann auch den
Namen “chromatisches Polynom” vollsta¨ndig kla¨ren.
Satz 12.17 (Fundamentalsatz u¨ber chromatische Polynome). Ist G ein schlichter
Graph der Ordnung n = n(G), so gilt
P (q, G) =
n∑
i=0
(−1)iai(G)qn−i. (12.15)
Setzen wir m(G) = m, κ(G) = κ und ai(G) = ai, so gelten fu¨r das chromatische Poly-
nom (12.15) und seine Koeffizienten folgende Aussagen:
i) Es sei l ∈ K(G). Sezt man a−1(G(l)) = 0, so gilt fu¨r alle 0 ≤ i ≤ n die Identita¨t
ai = ai(G− l) + ai−1(G(l)).
ii) P (q, G) ist ein Polynom vom Grad n mit a0 = 1 und a1 = m.
iii) Die Koeffizienten ai sind nicht negative ganze Zahlen, und es gilt ai 6= 0 genau dann,
wenn 0 ≤ i ≤ n− κ ist.
iv) Fu¨r alle 0 ≤ i ≤ n− κ gilt (
n− κ
i
)
≤ ai ≤
(
m
i
)
.
v) Fu¨r 0 ≤ i ≤ t(G)− 2 ist ai =
(
m
i
)
.
vi) Sind G1, G2, . . . , Gκ die Komponenten von G, so gilt
P (q, G) =
κ∏
i=1
P (q, Gi).
vii) Ist G die Vereinigung zweier Teilgraphen G1 und G2, deren Durchschnitt ein vollsta¨ndi-
ger Graph Kr ist, so gilt
P (q, G) =
P (q, G1)P (q, G2)
P (q,Kr)
=
P (q, G1)P (q, G2)
q(q − 1) . . . (q − r + 1) .
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Beweis. Der Beweis von (12.15) und den Aussagen ii) – v) erfolgt durch Induktion nach
m = m(G). Wegen Bemerkung 12.8 a) sind (12.15) und ii) – v) fu¨r m = 0 erfu¨llt. Nun
gelte (12.15) und ii) – v) fu¨r alle Graphen mit weniger als m Kanten, also z.B. fu¨r G− l und
G(l). Daraus ergibt sich wegen n = n(G− l) = n(G(l)) + 1
P (q, G− l) =
n∑
i=0
(−1)iai(G− l)qn(G−l)−i,
P (q, G(l)) =
n−1∑
i=0
(−1)iai(G(l))qn(G(l))−i =
n∑
i=1
(−1)i−1ai−1(G(l))qn−i
und daraus zusammen mit der Rekursionsformel (12.13)
P (q, G) =
n∑
i=0
(−1)i{ai(G− l) + ai−1(G(l))}qn−i =
n∑
i=0
(−1)iai(G)qn−i. (12.16)
Damit haben wir (12.15) und i) besta¨tigt.
Aus i) ergibt sich zusammen mit der Induktionsvoraussetzung a0 = a0(G−l)+a−1(G(l)) =
1 und a1 = a1(G− l) + a0(G(l)) = m− 1 + 1 = m, womit auch ii) nachgewiesen ist.
iii) Nach Induktionsvoraussetzung sind die Koeffizienten ai(G − l) und ai−1(G(l)) nicht
negative ganze Zahlen, womit wegen i) auch die Koeffizienten ai = ai(G − l) + ai−1(G(l))
diese Eigenschaften besitzen.
Im folgenden benutzen wir die bekannte Tatsache κ(G− l) = κ(G) = κ oder κ(G − l) =
κ(G) + 1 = κ+ 1 (man vgl. Satz 1.6).
Nach Induktionsvoraussetzung gilt ai(G− l) 6= 0 fu¨r 0 ≤ i ≤ n(G− l)− κ(G− l). Daraus
folgt: Ist κ(G− l) = κ, so gilt ai(G− l) 6= 0 fu¨r 0 ≤ i ≤ n− κ, und ist κ(G− l) = κ+ 1, so
gilt ai(G − l) 6= 0 fu¨r 0 ≤ i ≤ n − κ− 1. Daher ist ai(G− l) 6= 0 und damit wegen i) auch
ai 6= 0 fu¨r 0 ≤ i ≤ n− 1− κ.
Nach Induktionsvoraussetzung gilt ai(G
(l)) 6= 0 fu¨r 0 ≤ i ≤ n(G(l))− κ(G(l)) = n− 1− κ,
also ergibt sich insbesondere an−κ−1(G(l)) 6= 0. Zusammen mit i) liefert diese Beobachtung
dann an−κ = an−κ(G− l) + an−κ−1(G(l)) 6= 0.
Weiter gilt nach Induktionsvoraussetzung ai(G
(l)) = 0 fu¨r i ≥ n(G(l))−κ(G(l))+1 = n−κ,
also ai−1(G(l)) = 0 fu¨r i ≥ n− κ+ 1 und ai(G− l) = 0 fu¨r i ≥ n(G− l)− κ(G− l) + 1 und
daher auch fu¨r i ≥ n−κ+1 ≥ n(G− l)−κ(G− l)+ 1. Zusammen mit i) folgt daraus ai = 0
fu¨r i ≥ n− κ + 1, womit iii) vollsta¨ndig bewiesen ist.
iv) Fu¨r 0 ≤ i ≤ n(G− l)− κ(G− l) ergibt sich aus der Induktionsvoraussetzung und der
Monotonie der Binomialkoeffizienten(
n− κ− 1
i
)
≤
(
n− κ(G− l)
i
)
≤ ai(G− l) ≤
(
m(G− l)
i
)
=
(
m− 1
i
)
. (12.17)
Ist κ(G − l) = κ, so gilt (12.17) fu¨r alle 0 ≤ i ≤ n − κ. Ist aber κ(G − l) = κ + 1,
so ist diese Ungleichung zuna¨chst nur fu¨r 0 ≤ i ≤ n − κ − 1 richtig. Da nach iii) aber
an−κ(G−l)+1(G − l) = an−κ(G − l) = 0 gilt, bleibt uns (12.17) auch fu¨r i = n − κ erhalten,
womit wir nun (12.17) fu¨r alle 0 ≤ i ≤ n− κ nachgewiesen haben.
Fu¨r 0 ≤ i− 1 ≤ n(G(l))− κ(G(l)) = n− κ− 1, also fu¨r 1 ≤ i ≤ n− κ, ergibt sich aus der
Induktionsvoraussetzung und der Monotonie der Binomialkoeffizienten(
n− κ− 1
i− 1
)
=
(
n(G(l))− κ(G(l))
i− 1
)
≤ ai−1(G(l)) ≤
(
m(G(l))
i− 1
)
≤
(
m− 1
i− 1
)
. (12.18)
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Wegen a−1(G(l)) = 0 bleibt (12.18) auch fu¨r i = 0 erhalten, womit (12.18) fu¨r alle 0 ≤ i ≤
n− κ richtig ist.
Zusammen mit der Rekursionsformel fu¨r die Binomialkoeffizienten und i) ergeben sich aus
den Ungleichungen (12.17) und (12.18) die Abscha¨tzungen iv) fu¨r alle 0 ≤ i ≤ n− κ.
v) Fu¨r t(G) = 3 folgt v) sofort aus ii). Nun sei t(G) ≥ 4.
Nach Induktionsvoraussetzung gilt ai(G− l) =
(
m−1
i
)
fu¨r 0 ≤ i ≤ t(G− l)− 2, also auch
fu¨r 0 ≤ i ≤ t(G)− 2, wenn wir t(G)− 2 ≤ t(G− l)− 2 beachten.
Aus Bemerkung 12.10 ergibt sich m(G(l)) = m− 1. Daher folgt aus der Induktionsvoraus-
setzung ai−1(G(l)) =
(
m−1
i−1
)
fu¨r 0 ≤ i − 1 ≤ t(G(l)) − 2, also fu¨r 1 ≤ i ≤ t(G(l)) − 1. Wegen
Bemerkung 12.10 gilt t(G)−2 ≤ t(G(l))−1, womit wir ai−1(G(l)) =
(
m−1
i−1
)
fu¨r 1 ≤ i ≤ t(G)−2
erhalten. Wegen a−1(G(l)) = 0, haben wir damit ai−1(G(l)) =
(
m−1
i−1
)
fu¨r alle 0 ≤ i ≤ t(G)− 2
gezeigt.
Die Rekursionsformel fu¨r Binomialkoeffizienten liefert nun zusammen mit i) das gewu¨nsch-
te Ergebnis.
vi) Die Behauptung vi) ist sofort einzusehen, denn die echten Eckenfa¨rbungen der einzelnen
Komponenten ko¨nnen unabha¨ngig voneinander vorgenommen werden.
vii) Jede echte Eckenfa¨rbung von G entspricht genau einem Paar (h1, h2) von echten
Eckenfa¨rbungen von G1 und G2, die auf Kr u¨bereinstimmen und umgekehrt. Ist h1 eine
echte q-Fa¨rbung von G1, so gibt es genau
P (q,G2)
P (q,Kr)
echte q-Fa¨rbungen h2 von G2, die auf Kr
mit h1 u¨bereinstimmen. Zusammen mit (12.10) erha¨lt man daraus die Aussage vii). ‖
Der Fundamentalsatz zeigt uns, daß sich an den Koeffizienten des chromatischen Poly-
noms einige Eigenschaften des Graphen ablesen lassen. Der Idealfall wa¨re, wenn man den
Graphen aus dem chromatischen Polynom eindeutig zuru¨ckgewinnen ko¨nnte. Daß dies aber
im allgemeinen nicht mo¨glich ist, zeigt schon das na¨chste Ergebnis.
Satz 12.18. Es sei G ein schlichter Graph der Ordnung n = n(G) und der Gro¨ßem = m(G).
Ist G ein Wald, so gilt
P (q, G) = qκ(q − 1)n−κ, (12.19)
wobei κ = κ(G) ist. Gilt umgekehrt (12.19) fu¨r eine natu¨rliche Zahl κ mit 1 ≤ κ ≤ n, so ist
G ein Wald mit κ Komponenten.
Beweis. Ist G ein Wald mit κ Komponenten, so gilt nach Satz 2.4 m = n−κ. Daraus ergibt
sich zusammen mit dem Fundamentalsatz
P (q, G) =
n−κ∑
i=0
(−1)i
(
m
i
)
qn−i
= qκ
n−κ∑
i=0
(
n− κ
i
)
(−1)iqn−κ−i = qκ(q − 1)n−κ.
Gilt umgekehrt (12.19), so besitzt G nach Satz 12.17 iii) κ Komponenten. Daru¨ber hinaus
liefert (12.19) sofort a1(G) = n − κ, womit nach Satz 12.17 ii) m = n − κ gilt. Daher ist G
nach Satz 2.4 ein Wald mit κ Komponenten. ‖
Satz 12.19. Ist Cn ein Kreis der La¨nge n ≥ 3, so gilt
P (q, Cn) = (q − 1)n + (−1)n(q − 1).
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Beweis. Der Beweis erfolgt durch Induktion nach der Kreisla¨nge. Fu¨r n = 3 ergibt sich
aus (12.12)
P (q, C3) = q(q − 1)(q − 2) = (q − 1)3 − (q − 1).
Fu¨r n ≥ 4 folgt aus der Rekursionsformel, Satz 12.18 und der Induktionsvoraussetzung
P (q, Cn) = P (q, Cn − l)− P (q, Cn−1)
= q(q − 1)n−1 − {(q − 1)n−1 + (−1)n−1(q − 1)}
= (q − 1)n + (−1)n(q − 1). ‖
Bemerkung 12.11. Aus Satz 12.17 i) und iii) folgt fu¨r jeden Faktor H eines schlichten
Graphen G die Ungleichungen ai(H) ≤ ai(G).
Zur algorithmischen Bestimmung eines chromatischen Polynoms kann man (12.13) solange
anwenden, bis alle auftretenden Graphen Wa¨lder oder Kreise sind oder (12.14) solange ver-
wenden, bis alle auftretenden Graphen vollsta¨ndig sind. Dabei ist die erste Methode gu¨nstig
fu¨r Graphen mit wenig Kanten, die zweite fu¨r Graphen mit vielen Kanten.
Die kleinste natu¨rliche Zahl q mit P (q, G) > 0 ist natu¨rlich χ(G). Daraus ergibt sich
zusammen mit (12.14)
χ(G− l) = min{χ(G(l)), χ(G)}. (12.20)
Wegen Gleichung (12.20) fu¨hrt folgende Methode zu einer echten Eckenfa¨rbung von G.
Man wende (12.14) solange an, bis alle auftretenden Graphen vollsta¨ndig sind. Versieht man
den kleinsten vollsta¨ndigen Graphen mit einer echten Eckenfa¨rbung, so erha¨lt man ru¨ckwa¨rts
eine echte Eckenfa¨rbung des Ausgangsgraphen.
Dieser Algorithmus ist nicht effizient, denn ist r die Anzahl der zum vollsta¨ndigen Graphen
fehlenden Kanten, so beno¨tigt der Algorithmus 2r Schritte.
Allerdings ist bis heute keine effizienter Algorithmus zur Bestimmung der chromatischen
Zahl oder des chromatischen Polynoms bekannt.
Eine interessante Interpretation der Koeffizienten des chromatischen Polynoms gab Whit-
ney [1] 1932.
Satz 12.20 (Whitney [1] 1932). Es sei G ein schlichter Graph mit n = n(G) und
m = m(G). Ist
∑n
i=0(−1)iaiqn−i das chromatische Polynom von G, so gilt
(−1)iai =
m∑
t=0
(−1)tN(t, n− i), (12.21)
wobei N(t, j) die Anzahl der Faktoren von G za¨hlt, die t Kanten und j Komponenten
besitzen.
Einen Beweis von Satz 12.20 findet man z.B. in dem Buch von Aigner [1] auf den Sei-
ten 116 – 117. Mit der Formel (12.21) von Whitney lassen sich weitere Koeffizienten des
chromatischen Polynoms berechnen (man vgl. z.B. Farrell [1] 1980 sowie Chao und Li [1]
1985). Zusa¨tzliche Informationen u¨ber chromatische Polynome liefert der Artikel von Read
und Tutte [1] aus dem Jahre 1988.
12.4 Aufgaben
Aufgabe 12.1. Fu¨r jeden Multigraphen G beweise man die Ungleichung
m(G) ≥ 1
2
χ(G)(χ(G)− 1).
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Aufgabe 12.2. Es sei P der im Abschnitt 13.1 skizzierte Petersen-Graph.
i) Man zeige χ(P) = 3.
ii) Man gebe einen 3-kritischen Teilgraphen H von P mit maximaler Eckenzahl an.
Aufgabe 12.3. Ist G ein selbstkomplementa¨rer Graph, so zeige man
√
n(G) ≤ χ(G).
Aufgabe 12.4. Man zeige fu¨r Beispiel 12.1
χ(G) = 2 < ψ(G) = 3 < ψs(G) = 4.
Aufgabe 12.5. Man beweise Satz 12.14.
Aufgabe 12.6. Es seien G und H zwei disjunkte Multigraphen. Man beweise
ψ(G+H) = ψ(G) + ψ(H).
Aufgabe 12.7. Ist G ein schlichter Graph, a ∈ E(G) und k ∈ K(G), so zeige man:
ψs(G) ≥ ψs(G− a) ≥ ψs(G)− 1
ψs(G) ≥ ψs(G− k) ≥ ψs(G)− 1
Aufgabe 12.8. Man beweise die Folgerungen 12.4 und 12.5.
Aufgabe 12.9. Man beweise die Bemerkung 12.6.
Aufgabe 12.10. Man beweise Bemerkung 12.7.
Aufgabe 12.11. Man beweise Bemerkung 12.10.
Aufgabe 12.12. Ist M ein Matching des vollsta¨ndigen Graphen Kn und G = Kn −M , so
zeige man ψ(G) = n− |M |.
Aufgabe 12.13. Man weise nacheinander die beiden folgenden Formeln nach.
P (q,K1,1,p) = q(q − 1)(q − 2)p
P (q,K2,p) = q(q − 1)[(q − 2)p + (q − 1)p−1]
Aufgabe 12.14. Man zeige, daß q4 − 3q3 + 3q2 kein chromatisches Polynom ist.
Aufgabe 12.15. Es sei a eine Endecke des schlichten Graphen G. Man zeige P (q, G) =
(q − 1)P (q, G− a).
Aufgabe 12.16. Der schlichte Graph G habe das chromatische Polynom
P (q, G) = (q − 1)rR(q),
wobei r ∈ N0 und R(q) ein Polynom mit R(1) 6= 0 ist. Man beweise, daß G ho¨chstens r
Endkanten besitzt.
Aufgabe 12.17. Fu¨r welche r, s ∈ Z ist
R(q) = q5 − 5q4 + 9q3 − rq2 + sq
ein chromatisches Polynom? Man bestimme bis auf Isomorphie alle GraphenGmit P (q, G) =
R(q).
Aufgabe 12.18. Wie muß r ∈ Z notwendig gewa¨hlt werden, damit
R(q) = q5 − 5q4 + 10q3 − 9q2 + rq
ein chromatisches Polynom ist? Man bestimme fu¨r diese r bis auf Isomorphie alle Graphen
G mit P (q, G) = R(q).
Kapitel 13
Kanten- und Totalfa¨rbung
13.1 Der chromatische Index
Definition 13.1. Es sei G ein Multigraph. Eine Abbildung h : K(G) → {1, 2, . . . , q} nennt
man Kantenfa¨rbung oder q-Kantenfa¨rbung, wenn h(k1) 6= h(k2) fu¨r alle inzidenten Kanten
k1, k2 ausK(G) gilt. Die Werte 1, 2, . . . , q heißen Farben, und der GraphG heißt q-kantenfa¨rb-
bar. Besitzt der Graph G eine q-Kantenfa¨rbung aber keine (q − 1)-Kantenfa¨rbung, so nennt
man q den chromatischen Index von G, in Zeichen q = χ′ = χ′(G). Ist h eine Kantenfa¨rbung
von G und Ki die Menge aller Kanten von G mit der Farbe i, so nennen wir Ki Farbenklasse.
Der Begriff der Kantenfa¨rbung ist einer der a¨ltesten in der Graphentheorie. Er wurde schon
1880 von Tait [1] eingefu¨hrt, der folgenden scho¨nen Zusammenhang zwischen der Vierfarben-
vermutung und der Kantenfa¨rbung gefunden hat.
Satz 13.1 (Tait [1] 1880). Es sei G eine normale und 3-regula¨re Landkarte. Die Landkarte
G ist genau dann 4-fa¨rbbar, wenn G eine 3-Kantenfa¨rbung besitzt.
Beweis. Die La¨nder von G seien mit den Farben 1, 2, 3 und 4 gefa¨rbt. Da G keine Bru¨cken
besitzt, geho¨rt jede Kante nach Folgerung 11.2 zum Rand von zwei verschiedenen La¨ndern.
Nun fa¨rbe man die Kanten von G mit den Farben a, b und c nach dem folgenden Prinzip.
Eine Kante k erha¨lt die Farbe a, wenn k zum Rand zweier La¨nder mit den Farben 1 und
2 oder 3 und 4 geho¨rt.
Eine Kante k erha¨lt die Farbe b, wenn k zum Rand zweier La¨nder mit den Farben 1 und
3 oder 2 und 4 geho¨rt.
Eine Kante k erha¨lt die Farbe c, wenn k zum Rand zweier La¨nder mit den Farben 1 und
4 oder 2 und 3 geho¨rt.
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Damit ist allen Kanten von G eine Farbe zugeordnet worden. Um zu zeigen, daß inzidente
Kanten verschieden gefa¨rbt sind, haben wir wegen der 3-Regularita¨t nur vier Fa¨lle zu un-
terscheiden. Diese vier Fa¨lle sind in obiger Skizze abzulesen, womit wir den ersten Teil des
Beweises erbracht haben.
Nun seien die Kanten von G mit den Farben a, b und c gefa¨rbt. IstMab ⊆ K(G) die Menge
der Kanten, die die Farbe a oder b besitzen, so sei Gab = G[Mab] der von Mab erzeugte
Teilgraph. Wegen der 3-Regularita¨t von G, besteht Gab aus einer disjunkten Vereinigung
von Kreisen. Es ist induktiv sofort einsichtig, daß man die La¨nder von Gab mit den beiden
Farben x und y fa¨rben kann. Ist Mac ⊆ K(G) die Menge der Kanten, die die Farbe a oder c
besitzen, so ko¨nnen die La¨nder von Gac = G[Mac] mit den Farben w und z gefa¨rbt werden.
Durch diese Prozedur ko¨nnen wir jedem Land von G genau ein Farbenpaar (x, w), (x, z),
(y, w) oder (y, z) zuordnen, womit wir die La¨nder von G mit vier verschiedenen Farben
gefa¨rbt haben. Nun zeigen wir, daß benachbarte La¨nder verschiedene Farben besitzen.
Ist die Kante zwischen zwei adjazenten La¨ndern mit a oder b gefa¨rbt, so liegt ein Land im
Inneren eines Kreises der aus Kanten besteht, die die Farben a oder b tragen, und das andere
Land im A¨ußeren dieses Kreises. Damit weist das eine Land die Farbe x und das andere die
Farbe y in der ersten Koordinate auf, womit sie notwendig verschieden gefa¨rbt sind. Ist die
Kante zwischen zwei adjazenten La¨ndern mit c gefa¨rbt, so weist ein Land die Farbe w und
das andere die Farbe z in der zweiten Koordinate auf, womit auch diese verschieden gefa¨rbt
sind. Da wir alle mo¨glichen Fa¨lle diskutiert haben, ist Satz 13.1 vollsta¨ndig bewiesen. ‖
Bemerkung 13.1. Fu¨r jeden schlichten Graphen G gilt die Identita¨t χ′(G) = χ(L(G)).
Bemerkung 13.2. Ist h eine q-Kantenfa¨rbung des Multigraphen G, so ist jede Farbenklasse
ein Matching von G, und es gilt
⋃q
i=1Ki = K(G) mit Ki∩Kj = ∅ fu¨r alle 1 ≤ i < j ≤ q, d.h.
die q-Kantenfa¨rbung h liefert eine Zerlegung der Kantenmenge in kantendisjunkte Matchings.
Umgekehrt kann natu¨rlich durch jede solche Zerlegung eine Kantenfa¨rbung definiert werden.
Man erha¨lt aber in der Regel keine optimale Kantenfa¨rbung, d.h. eine solche, die mit
mo¨glichst wenig Farben auskommt, wenn man sukzessive maximale Matchings sucht. Beginnt
man beispielsweise in dem skizzierten Graphen G mit dem maximalen Matching, das aus
den drei Endkanten besteht, so gelangt man zu einer Zerlegung in vier kantendisjunkte
Matchings, wa¨hrend offensichtlich χ′(G) = 3 gilt.
u u u u
u u
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Trotz der in Satz13.1 und den Bemerkungen angegebenen Beziehungen zur Landkar-
tenfa¨rbung, Eckenfa¨rbung und Matchingtheorie hat sich die Kantenfa¨rbung zu einer ei-
gensta¨ndigen Disziplin innerhalb der Graphentheorie entwickelt. Dies ist auf die zentralen
Resultate von Vizing aus den sechziger Jahren zuru¨ckzufu¨hren. Sein bekanntestes Ergebnis,
Satz von Vizing genannt, liefert eine nicht triviale obere Schranke fu¨r den chromatischen
Index.
Satz 13.2 (Satz von Vizing, Vizing [1] 1964). Fu¨r jeden schlichten Graphen G gilt
∆(G) ≤ χ′(G) ≤ ∆(G) + 1.
Um diesen Satz beweisen zu ko¨nnen, beno¨tigen wir weitere Bezeichnungen sowie Hilfs-
satz 13.1. Die nun folgende Vorgehensweise stu¨tzt sich auf Goldberg [2] 1984.
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Definition 13.2. Es sei G ein schlichter Graph und k = vw1 eine Kante von G. Weiter
besitze der Teilgraph G − k eine q-Kantenfa¨rbung h. Ein Tupel (vw1, vw2, . . . , vwt) von
Kanten aus G heißt h-Fa¨cher oder Fa¨cher um v, falls h(vwi) ∈ Ω(wi−1) fu¨r i = 2, 3, . . . , t
gilt, wobei Ω(z) fu¨r eine beliebige Ecke z die Menge der Farben bezeichnet, die in G−k an z
nicht vorkommen. Die Menge der Ecken wi aller Fa¨cher um v heißt Fa¨chermenge, in Zeichen
F = Fh,v. Sind i, j zwei Farben und ist i ∈ Ω(z), so heißt der la¨ngste in z beginnende,
abwechselnd mit j und i gefa¨rbte Weg, die {i, j}-Kette von z (im Fall j ∈ Ω(z) besteht die
{i, j}-Kette von z nur aus der Ecke z).
Bemerkung 13.3. Fa¨rbt man in der Situation von Definition 13.2 die Kante vwi−1 mit
h(vwi) fu¨r i = 2, 3, . . . , t und entfa¨rbt die Kante vwt, so erha¨lt man eine q-Kantenfa¨rbung
von G− vwt. Dieses Vorgehen bezeichnet man als Umfa¨rben des Fa¨chers.
Hilfssatz 13.1. Es sei G ein schlichter Graph und k = vw1 eine Kante von G. Weiter seien
χ′(G) = q + 1, d(v,G) ≤ q und h eine q-Kantenfa¨rbung von G − k. Dann gelten folgende
Aussagen:
i) Fu¨r alle z ∈ Fh,v ist Ω(v) ∩ Ω(z) = ∅.
ii) Sind z ∈ Fh,v, j ∈ Ω(z) und i ∈ Ω(v), so ist die {i, j}-Kette von z gleich der {i, j}-Kette
von v.
iii) Fu¨r verschiedene z, u ∈ Fh,v gilt Ω(z) ∩ Ω(u) = ∅.
iv) Es gilt ∑
u∈Fh,v
|Ω(u)| ≤ |Fh,v| − 1.
v) In keinem Fa¨cher um v kommt eine Kante mehr als einmal vor.
Beweis. i) Wir nehmen an, daß i) falsch ist. Dann existieren ein Fa¨cher (vw1, vw2, . . . , vwt)
mit wt = z und eine Farbe i ∈ Ω(v) ∩ Ω(z). Das Umfa¨rben des Fa¨chers und das Fa¨rben der
Kante vz mit i ergeben eine q-Kantenfa¨rbung von G. Dies widerspricht χ′(G) = q + 1.
ii) Wir nehmen an, daß ii) fu¨r ein z ∈ Fh,v falsch ist. Da z zur Fa¨chermenge geho¨rt,
existiert ein Fa¨cher (vw1, vw2, . . . , vwt) mit wt = z, von dem wir o.B.d.A. annehmen du¨rfen,
daß er unter allen Fa¨chern, die ii) widersprechen, minimale Kantenzahl besitzt. Aufgrund
dieser Minimalita¨t ist fu¨r r < t kein wr Endecke der {i, j}-Kette von z. Vertauscht man in
der {i, j}-Kette von z die Farben, so erha¨lt man eine q-Kantenfa¨rbung h′ von G − k. Da
das Vertauschen der Farben in der {i, j}-Kette die Farben an den Ecken w1, w2, . . . , wt−1
nicht vera¨ndert hat, ist (vw1, vw2, . . . , vwt) auch ein Fa¨cher bezu¨glich h
′. Nun gilt aber
i ∈ Ω(v) ∩ Ω(z), was i) widerspricht.
iii) Da d(v,G−k) < q gilt, existiert ein j ∈ Ω(v). Seien nun z, u ∈ Fh,v und i ∈ Ω(z)∩Ω(u).
Nach i) ist i 6= j und wegen ii) sind die {i, j}-Ketten von z und u gleich der {i, j}-Kette von
v, woraus z = u folgt.
iv) Es sei z ∈ Fh,v und i ∈ Ω(z). Dann existiert nach i) eine Kante k0 = vy mit h(k0) = i.
Durch Angabe eines Fa¨chers zeigen wir y ∈ Fh,v. Wegen z ∈ Fh,v existiert ein Fa¨cher
(vw1, vw2, . . . , vwt) mit wt = z. Ist k0 ∈ {vw1, vw2, . . . , vwt}, so ist bereits dieser Fa¨cher
geeignet. Anderenfalls aber ist (vw1, vw2, . . . , vwt, k0) ein solcher Fa¨cher. Damit ist gezeigt,
daß zu jedem i ∈ ⋃
u∈Fh,v Ω(u) eine mit i gefa¨rbte Kante existiert, die v mit einem Element
aus Fh,v verbindet. Da alle diese Kanten mit v inzidieren, sind sie notwendigerweise verschie-
den. Wegen w1 ∈ Fh,v und vw1 6∈ K(G−k) ist die Anzahl dieser Kanten ho¨chstens |Fh,v|−1.
13.1 Der chromatische Index 243
Mit iii) folgt schließlich ∑
u∈Fh,v
|Ω(u)| = |
⋃
u∈Fh,v
Ω(u)| ≤ |Fh,v| − 1.
v) Angenommen, in dem Fa¨cher (vw1, vw2, . . . , vwt) gibt es eine Kante, die zweimal oder
o¨fter vorkommt. Wa¨hlen wir dann die kleinsten Indizes i < j mit l = vwi = vwj, so gilt
wi−1 6= wj−1 und h(l) ∈ Ω(wi−1) ∩ Ω(wj−1), im Widerspruch zu iii). ‖
Beweis von Satz 13.2. Die Ungleichung ∆(G) ≤ χ′(G) ist klar, da an jeder Ecke maximalen
Grades genau ∆(G) Farben vorkommen mu¨ssen. Nun zu χ′(G) ≤ ∆(G)+1. Wir gehen dabei
indirekt vor und wa¨hlen ein Gegenbeispiel G mit minimaler Kantenzahl. Dann gilt fu¨r eine
beliebige Kante k = vw1 ∈ K(G)
χ′(G− k) ≤ ∆(G− k) + 1 ≤ ∆(G) + 1,
wonach eine (∆(G) + 1)-Kantenfa¨rbung h von G− k existiert. Bezu¨glich h gilt nun fu¨r jede
Ecke u
|Ω(u)| = ∆(G) + 1− d(u,G− k) ≥ 1.
Daraus folgt ∑
u∈Fh,v
|Ω(u)| ≥ |Fh,v|,
was Hilfssatz 13.1 iv) mit q = ∆(G) + 1 widerspricht. ‖
Mit mehr Aufwand, aber ohne wesentlich andere Ideen zu benutzen, kann man Satz 13.2
auf Multigraphen ausweiten. Wir geben hier nur Vizings Abscha¨tzung an. Fu¨r Verscha¨rfun-
gen sei der Leser auf Andersen [1] 1977 bzw. Goldberg [2] 1984 verwiesen.
Satz 13.3 (Satz von Vizing, Vizing [1] 1964). Ist G ein Multigraph, so gilt
∆(G) ≤ χ′(G) ≤ ∆(G) + max
a,b∈E(G)
mG(a, b).
Folgerung 13.1 (Shannon [1] 1949). Fu¨r jeden Multigraphen G gilt χ′(G) ≤ 3
2
∆(G).
Beweis. Wir setzen ∆(G) = ∆ und nehmen an, daß die Folgerung falsch ist. Dann existiert
ein Multigraph G mit χ′(G) = q > 3
2
∆ und χ′(G−k) = q−1 fu¨r jede Kante k ∈ K(G). Nach
Satz 13.3 gibt es dann zwei Ecken u und v mit q−mG(u, v) ≤ ∆. Ist k0 eine Kante, die u und
v verbindet und h eine (q−1)-Kantenfa¨rbung von G−k0, so gelten folgende Abscha¨tzungen:
|Ω(u) ∪ Ω(v)| ≤ q − 1− (mG(u, v)− 1) ≤ ∆
|Ω(u)| ≥ q − 1− (∆− 1) = q −∆
|Ω(v)| ≥ q − 1− (∆− 1) = q −∆
Wegen |Ω(u) ∩ Ω(v)| = |Ω(u)|+ |Ω(v)| − |Ω(u) ∪ Ω(v)|, ergibt sich daraus
|Ω(u) ∩ Ω(v)| ≥ 2(q −∆)−∆ = 2q − 3∆ > 0.
Demnach kann h zu einer (q − 1)-Kantenfa¨rbung von G fortgesetzt werden, indem man k0
mit einer Farbe aus Ω(u) ∩ Ω(v) fa¨rbt. Dies widerspricht χ′(G) = q. ‖
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Bevor wir den chromatischen Index einiger Graphen berechnen und damit auch die Scha¨rfe
der gegebenen Abscha¨tzungen zeigen, fu¨hren wir eine Klassifizierung ein, die wegen der
Sa¨tze 13.2 und 13.3 naheliegend ist.
Definition 13.3. Ein Multigraph G heißt Klasse 1-Graph oder Klasse 1, falls χ′(G) = ∆(G)
ist, anderenfalls heißt G Klasse 2-Graph oder Klasse 2.
Beispiel 13.1. i) Der Shannonsche Multigraph Sh(m) besteht aus drei Ecken, die un-
tereinander mit
⌊
1
2
m
⌋
,
⌊
1
2
m
⌋
und
⌊
1
2
(m + 1)
⌋
Kanten verbunden sind. Offensichtlich
gilt
χ′(Sh(m)) = |K(Sh(m))| =
⌊
3m
2
⌋
.
Fu¨r gerades m werden also die oberen Schranken aus Satz 13.3 und Folgerung 13.1
angenommen.
ii) Der vollsta¨ndige Graph K2n ist Klasse 1 (man vgl. Satz 7.14). Bezeichnet K
∗
2n den
Graphen, der aus K2n durch Entfernen eines perfekten Matchings hervorgeht, so ist
auch K∗2n Klasse 1 (man vgl. Folgerung 7.3).
iii) Jeder regula¨re Graph mit ungerader Eckenzahl und nicht leerer Kantenmenge ist Klasse
2, also insbesondere Kreise ungerader La¨nge und der K2n+1 fu¨r n ≥ 1, denn keiner
dieser Graphen besitzt ein perfektes Matching.
iv) Jeder bipartite Graph ist Klasse 1, also insbesondere Kreise gerader La¨nge (man vgl.
Satz 6.11 von Ko˝nig).
v) Der wohl bekannteste 3-regula¨re Graph ist der skizzierte Petersen-Graph P. Im Jahre
1898 hat Petersen [2] gezeigt, daß P Klasse 2 bzw. nicht 1-faktorisierbar ist. Wir wollen
dafu¨r zwei Beweise vorstellen.
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Der Petersen-Graph P
1. Beweis [4]. Angenommen, es existiert eine 3-Kantenfa¨rbung h : K(P) → {1, 2, 3}. Dann
beno¨tigen wir fu¨r den a¨ußeren 5-Kreis 3 Farben. O.B.d.A. seien die Kanten des a¨ußeren 5-
Kreises wie in Abbildung 1 gefa¨rbt. Dann folgt h(k1) = 2 und h(k2) = h(k3) = 3 und daher
h(k4) = 1. Nun ko¨nnen wir aber die Kante k nicht mehr mit 1, 2 oder 3 fa¨rben, womit wir
einen Widerspruch erzielt haben. ‖
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Abbildung 2
Angeregt durch einen weiteren einfachen Beweis von Naserasr und S˘krekovski [1] 2003,
habe ich in einer Note (vermutlich meiner einzigen “didaktischen” Arbeit) noch einen Beweis
dafu¨r gegeben, daß P nicht 1-faktorisierbar ist.
2. Beweis, (Volkmann [19] 2004). Angenommen, K(P) la¨ßt sich in 3 perfekte Matchings
zerlegen. Dann entha¨lt mindestens ein perfektes Matching M zwei Kanten des a¨ußeren 5-
Kreises. O.B.d.A. bestehe M aus den gepunkteten Kanten in Abbildung 2. Da nun P −M
aus zwei disjunkten 5-Kreisen besteht, gibt es kein weiteres perfektes Matching, und wir
haben unsere Annahme widerlegt. ‖
Alle aus dem Petersen-Graphen durch Entfernen einer Ecke hervorgehenden Graphen sind
isomorph. Wir nennen einen solchen GraphenP∗. Es gilt χ′(P∗) = 4 (man vgl. Aufgabe 13.1).
Als na¨chstes wollen wir die untere Schranke ∆ fu¨r den chromatischen Index verbessern.
Das dieser Verbesserung zugrundeliegende einfache Abza¨hlargument wurde unabha¨ngig von
verschiedenen Personen beobachtet. Implizit ist es sogar schon bei Vizing [4] 1965 vorhanden.
Definition 13.4. Ist G ein Multigraph mit |E(G)| ≥ 3, so setzen wir
ϕ(G) =
2|K(G)|
|E(G)| − 1
und
Φ(G) = maxϕ(H),
wobei das Maximum u¨ber alle Teilgraphen H von G ungerader Ordnung mit n(H) ≥ 3 zu
bilden ist.
Satz 13.4. Fu¨r jeden Multigraphen G mit |E(G)| ≥ 3 gilt
χ′(G) ≥ max{∆(G), dΦ(G)e}.
Beweis. Es genu¨gt natu¨rlich zu zeigen, daß χ′(G) ≥ Φ(G) gilt. Sei dazu H ein Teilgraph
von G ungerader Ordnung mit n(H) ≥ 3 und Φ(G) = ϕ(H). Ist h eine q-Kantenfa¨rbung von
G, so ist die Einschra¨nkung von h auf K(H) eine q-Kantenfa¨rbung von H . Da ho¨chstens
1
2
(|E(H)|−1) Kanten von H mit einer Farbe gefa¨rbt sein ko¨nnen, folgt q ≥ 2|K(H)||E(H)|−1 . Daraus
ergibt sich
χ′(G) ≥ χ′(H) ≥ ϕ(H) = Φ(G). ‖
Satz 13.4 ist ein starkes Klasse 2-Kriterium. Wir geben zwei Anwendungen.
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Folgerung 13.2 (Vizing [4] 1965). Es sei G ein schlichter und r-regula¨rer Graph (r > 0)
ungerader Ordnung. Ist K ′ ⊆ K(G) mit |K ′| < r
2
, so ist G′ = G−K ′ Klasse 2.
Beweis. Da n(G) ungerade ist, etwa n(G) = 2p + 1, muß r notwendigerweise gerade sein.
Da G schlicht ist, gilt r < n(G), woraus ∆(G′) = r folgt. Es ist
|K(G′)| = |K(G)| − |K ′| > r
2
(2p+ 1)− r
2
= rp,
woraus sich
Φ(G′) ≥ ϕ(G′) > r = ∆(G′)
ergibt. Mit Satz 13.4 folgt die Behauptung. ‖
Folgerung 13.3 (Vizing [4] 1965). Es sei G ein schlichter und r-regula¨rer Graph (r ≥ 2)
gerader Ordnung. Besitzt G eine Schnittecke, so ist G Klasse 2.
Beweis. Sei v eine Schnittecke von G. Nach Voraussetzung ist |E(G− v)| ungerade, womit
der Graph G − v eine ungerade Komponente H der Ordnung n(H) ≥ 3 besitzt. Da v eine
Schnittecke ist, liegen nicht alle Nachbarn von v in E(H), woraus sich mG(v, E(H)) < r
ergibt. Es folgt
ϕ(H) =
2|K(H)|
|E(H)| − 1 =
|E(H)|r−mG(v, E(H))
|E(H)| − 1 > r,
also Φ(G) ≥ ϕ(H) > r, womit G nach Satz 13.4 Klasse 2 ist. ‖
Bemerkung 13.4. Ist p ∈ N mit p ≥ 2, so lassen sich unter Ausnutzung der Folgerun-
gen 13.2 und 13.3 (schlichte) Klasse 2-Graphen G konstruieren, die ∆(G) = p erfu¨llen.
13.2 Kritische Graphen
In Anlehnung an eine Arbeit von Dirac [1] 1952 u¨ber Eckenfa¨rbungen wurden 1965 von
Vizing [4] kritische Graphen in der Kantenfa¨rbungstheorie wie folgt eingefu¨hrt.
Definition 13.5. Ein schlichter, zusammenha¨ngender Klasse 2-Graph G heißt kritisch, falls
fu¨r jede Kante k ∈ K(G) gilt:
χ′(G− k) < χ′(G) (13.1)
Dies ist nicht die einzige Mo¨glichkeit kritische Graphen einzufu¨hren. So forderten etwa
Beineke und Wilson [1] 1973 die Ungleichung (13.1) nicht fu¨r Kanten, sondern fu¨r Ecken.
Diese Graphen nennt man heute eckenkritisch. Natu¨rlich ist jeder kritische Graph auch
eckenkritisch. Die Umkehrung davon gilt jedoch nicht, was man z.B. an den Graphen K2n+1
fu¨r n ≥ 2 erkennt (man vgl. Aufgabe 13.3). Es hat sich aber gezeigt, daß die Menge der
eckenkritischen Graphen zu groß gewa¨hlt ist, um starke Ergebnisse zu erzielen.
Bemerkung 13.5. Aus Satz 13.2 folgt, daß fu¨r jede Kante k eines kritischen Graphen G,
der Teilgraph G− k eine ∆(G)-Kantenfa¨rbung besitzt.
Bevor wir das zentrale Ergebnis u¨ber kritische Graphen herleiten (Satz 13.5), wollen wir
zwei einfach zu zeigende Eigenschaften festhalten. Diese wurden erstmals von Vizing [4]
1965 formuliert, lassen sich aber u¨ber die in Bemerkung 13.1 angegebene Beziehung zu
Eckenfa¨rbungen auch sofort aus Ergebnissen von Dirac [1] 1952 ableiten.
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Hilfssatz 13.2. Ist G ein kritischer Graph, und sind u und v zwei adjazente Ecken von G,
so gilt
d(u,G) + d(v,G) ≥ ∆(G) + 2.
Beweis. Da G ein kritischer Graph ist, existiert eine ∆(G)-Kantenfa¨rbung von G− uv. Aus
Ω(u) ∩ Ω(v) = ∅ folgt
∆(G) ≥ |Ω(u) ∪ Ω(v)| = |Ω(u)|+ |Ω(v)|
≥ ∆(G) + 1− d(u,G) + ∆(G) + 1− d(v,G),
was a¨quivalent zur Behauptung ist. ‖
Hilfssatz 13.3. Ein kritischer Graph hat keine Schnittecken.
Beweis. Angenommen, es existiert ein kritischer Graph G mit einer Schnittecke v. Es seien
H1, H2, . . . , Hp die Komponenten von G − v. Nach Voraussetzung lassen sich die von den
Eckenmengen E(Hi) ∪ {v}, i = 1, 2, . . . , p, in G induzierten Teilgraphen mit ∆(G) Farben
fa¨rben. Benennt man die Farben derart, daß alle mit v inzidenten Kanten verschieden gefa¨rbt
sind, so erha¨lt man eine ∆(G)-Kantenfa¨rbung von G. Dies ist ein Widerspruch, da G Klasse
2 ist. ‖
Definition 13.6. Es sei G ein schlichter Graph und v ∈ E(G). Die Anzahl der mit v
adjazenten Ecken maximalen Grades bezeichnen wir mit d∗(v) = d∗(v,G).
Der folgende Satz heißt Vizings Adjazenz Lemma; er wird ha¨ufig durch VAL abgeku¨rzt.
Er gibt in kritischen Graphen eine untere Schranke fu¨r d∗(v), welche starke Konsequenzen
fu¨r deren Struktur hat.
Satz 13.5 (Vizings Adjazenz Lemma, Vizing [3] 1965). Es sei G ein kritischer Graph.
Sind v und w zwei adjazente Ecken von G, so gilt
d∗(v,G) ≥ max{2,∆(G)− d(w,G) + 1}.
Beweis. Ist h eine ∆(G)-Kantenfa¨rbung von G − vw, so werden wir zuna¨chst die beiden
folgende Aussagen beweisen.
1) Sind (vw, vw1, . . . , vwr) und (vw, vz1, . . . , vzt) zwei Fa¨cher um v mit w1 6= z1, so gilt
wi 6= zj fu¨r alle Indizes i und j.
2) Ist (vw, vw1, . . . , vwr) ein Fa¨cher um v, der nicht durch Anfu¨gen einer weiteren Kante
vergro¨ßert werden kann, so gilt d(wr, G) = ∆(G).
Angenommen, es existieren Indizes i und j mit wi = zj . Dann wa¨hlen wir solche Indi-
zes kleinstmo¨glich und erhalten deshalb wi−1 6= zj−1. Dies liefert einen Widerspruch zum
Hilfssatz 13.1 iii), denn wegen vwi = vzj ist dann h(vwi) ∈ Ω(wi−1) ∩ Ω(zj−1).
Angenommen, es gilt d(wr, G) < ∆(G). Dann fehlt an wr eine Farbe i. Nach Hilfssatz 13.1
i) existiert eine zu v inzidente und mit i gefa¨rbte Kante. Da der Fa¨cher nicht vergro¨ßert
werden kann, ist diese Kante eine Fa¨cherkante, etwa vwj mit j < r. Aus Hilfssatz 13.1 iii)
folgt dann wj−1 = wr und demnach vwj−1 = vwr, im Widerspruch zu Hilfssatz 13.1 v). Somit
sind die Aussagen 1) und 2) bewiesen.
Wa¨hlt man nun zu jeder Farbe i aus Ω(w) einen nicht vergro¨ßerbaren Fa¨cher aus, dessen
zweite Kante mit i gefa¨rbt ist, so ergibt sich mit 1) und 2)
d∗(v,G) ≥ |Ω(w)| = ∆(G)− d(w,G) + 1.
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Ist d(w,G) < ∆(G), so ist das die Behauptung. Anderenfalls ist w selbst eine weitere mit v
adjazente Ecke maximalen Grades, und es folgt d∗(v,G) ≥ 2. ‖
Folgerung 13.4 (Vizing [3] 1965). Jeder kritische Graph hat mindestens drei Ecken ma-
ximalen Grades.
Beweis. Nach Satz 13.5 ist jede Ecke mit mindestens zwei Ecken maximalen Grades adjazent.
Angewandt auf eine Ecke maximalen Grades liefert dies die Behauptung. ‖
Folgerung 13.5 (Fiorini, Wilson [1] 1977). Es sei G ein kritischer Graph mit ζ Ecken
maximalen Grades. Dann gilt
δ(G) ≥ ∆(G)− ζ + 2.
Beweis. Sei w ∈ E(G) mit d(w,G) = δ(G). Nach VAL ist w zu einer Ecke v maximalen
Grades adjazent. Fu¨r v folgt mit VAL
d∗(v,G) ≥ ∆(G)− d(w,G) + 1 = ∆(G)− δ(G) + 1.
Also besitzt G außer v noch mindestens ∆(G)− δ(G) + 1 Ecken maximalen Grades, woraus
sich ζ ≥ ∆(G)− δ(G) + 2 ergibt. ‖
Folgerung 13.6 (Chetwynd, Hilton [2] 1985). Ist G ein kritischer Graph mit ζ Ecken
maximalen Grades, so gilt
∆(G) ≥ 2|E(G)|
ζ
.
Beweis. Ist X = {v|d(v,G) = ∆(G)}, so gilt natu¨rlich |X| = ζ . Ist X = E(G)−X , so ergibt
sich ∑
v∈E(G)
d∗(v,G) =
∑
v∈X
d∗(v,G) +
∑
v∈X
d∗(v,G)
= 2m(G[X ]) +m(X,X) =
∑
v∈X
d(v,G) = ζ∆(G).
Aus dieser Identita¨t folgt mit Vizings Adjazenz Lemma
ζ∆(G) =
∑
v∈E(G)
d∗(v,G) ≥ 2|E(G)|. ‖
Kritische Graphen wurden eingefu¨hrt, um mehr u¨ber die Klasse 2-Graphen zu erfahren.
Dazu ist natu¨rlich unabdingbar, das Verha¨ltnis von kritischen Graphen zu Klasse 2-Graphen
zu untersuchen.
Satz 13.6 (Vizing [3] 1965). Ist G ein schlichter Klasse 2-Graph, so besitzt G fu¨r jedes
p = 2, 3, . . . ,∆(G) einen kritischen Teilgraphen Hp mit ∆(Hp) = p.
Beweis. Nach Satz 13.2 gilt χ′(G) = ∆(G)+1. Sei zuerst p = ∆(G). Entfernt man sukzessive
Kanten aus G, solange dadurch der chromatische Index nicht verringert wird, so resultiert ein
Graph G∗ mit χ′(G∗) = ∆(G)+1 und χ′(G∗−k) < χ′(G∗) fu¨r alle k ∈ K(G∗). Nach Satz 13.2
gilt ∆(G∗) ≥ χ′(G∗) − 1 = ∆(G), also ∆(G∗) = ∆(G). Nach Konstruktion besitzt G∗ eine
Komponente H mit ∆(G∗) = ∆(H) und sonst allenfalls noch isolierte Ecken. H∆(G) = H ist
ein kritischer Teilgraph von G mit ∆(H) = ∆(G).
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Sei nun p < ∆(G) = ∆. Ist k = vw eine Kante des kritischen Graphen H , so fa¨rbe man
die Kanten von H−k mit ∆ Farben. Dann fehlt an v eine Farbe i und an w eine Farbe j 6= i.
Nun wa¨hle man ∆ − p von i und j verschiedene Farben aus und entferne alle mit diesen
Farben gefa¨rbten Kanten aus H . Im folgenden zeigen wir, daß der resultierende Graph R
den Maximalgrad p besitzt.
Da H kritisch ist, existiert nach Folgerung 13.4 in H−k eine Ecke a mit d(a,H−k) = ∆.
Diese Ecke inzidiert in H − k mit genau ∆ Farben, woraus sich d(a, R) = p, also ∆(R) ≥ p
ergibt.
Nun wollen wir noch ∆(R) ≤ p nachweisen. Dazu nehmen wir an, daß ∆(R) ≥ p+ 1 gilt.
Existiert eine Ecke x 6= v, w mit d(x,R) ≥ p + 1, so sind die Kanten an der Ecke x mit
d(x,R) Farben gefa¨rbt und zusa¨tzlich gibt es noch die ∆ − p entfernten Farben, womit wir
insgesamt mindestens p + 1 + ∆ − p = ∆ + 1 Farben im Spiel haben, was natu¨rlich nicht
mo¨glich ist. Ist o.B.d.A. d(v, R) ≥ p + 1, so sind die Kanten an der Ecke v mit d(v, R)− 1
Farben gefa¨rbt (denn die Kante k ∈ K(R) ist ungefa¨rbt). Zusa¨tzlich gibt es noch die ∆− p
entfernten Farben und die Farbe i, die an der Ecke v fehlt. Daher ha¨tten wir auch in diesem
Fall mindestens p+∆− p+ 1 = ∆+ 1 Farben im Spiel, womit wir ∆(R) = p nachgewiesen
haben.
Weiter ergibt sich aus dem Satz von Vizing p ≤ χ′(R) ≤ p + 1. Da χ′(R) = p sofort zu
einer ∆-Fa¨rbung von H fu¨hren wu¨rde, folgt schließlich χ′(R) = p + 1. Verfa¨hrt man mit R
wie mit G im Fall p = ∆(G), so folgt die Existenz von Hp. ‖
Unmittelbar aus Satz 13.6 und Folgerung 13.4 ergibt sich
Folgerung 13.7. Jeder schlichte Graph mit ho¨chstens zwei Ecken maximalen Grades ist
Klasse 1.
Der folgende Hilfssatz zeigt, daß gewisse Ecken und Kanten keinen Einfluß auf die Klasse
eines Graphen haben. Er wird im na¨chsten Abschnitt mit Erfolg angewendet werden.
Hilfssatz 13.4 (Chetwynd, Hilton [2] 1985). Es sei G ein schlichter Graph mit mindes-
tens drei Ecken maximalen Grades. Weiter seien v ∈ E(G) und vw ∈ K(G), und es gelte
d∗(v,G) ≤ 1. Dann sind folgende Aussagen a¨quivalent:
i) G ist Klasse 1.
ii) G− vw ist Klasse 1.
iii) G− v ist Klasse 1.
Beweis. Da G mindestens drei Ecken maximalen Grades besitzt und v mit ho¨chstens einer
von diesen adjazent ist, gilt ∆(G) = ∆(G−vw) = ∆(G−v). Daraus ergeben sich unmittelbar
die beiden Implikationen i) =⇒ ii) und ii) =⇒ iii).
Um iii) =⇒ i) nachzuweisen, nehmen wir an, daß G − v Klasse 1 aber G Klasse 2 ist.
Nach Satz 13.6 besitzt G einen kritischen Teilgraphen H mit ∆(H) = ∆(G). Mit VAL
ist jede Ecke aus H zu mindestens zwei Ecken maximalen Grades adjazent. Demnach ist
v 6∈ E(H) und deshalb H ein Teilgraph von G − v. Dies ergibt einen Widerspruch, denn
wegen ∆(H) = ∆(G) = ∆(G− v) ist dann auch G− v Klasse 2. ‖
Wir wollen nun Beispiele fu¨r kritische Graphen vorstellen. Dazu untersuchen wir zuna¨chst
Graphen von niedriger Ordnung. Die Resultate ergeben sich dabei aus Arbeiten von Jakobsen
[2] 1974, Beineke und Fiorini [1] 1976 sowie Chetwynd und Yap [1] 1983.
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Satz 13.7. Unter allen schlichten Graphen G ohne isolierte Ecken der Ordnung n(G) ≤ 5
sind genau vier kritisch, und dies sind gerade die Graphen mit
|K(G)| =
⌊ |E(G)|
2
⌋
∆(G) + 1. (13.2)
Insbesondere sind alle diese Graphen von ungerader Ordnung.
Beweis. Es sei G ein kritischer Graph der Ordnung |E(G)| ≤ 5.
Ist ∆(G) = 2, so ist G zwangsla¨ufig ein Kreis ungerader La¨nge. Die beiden Kreise C3 und
C5 erfu¨llen die Bedingung (13.2).
Ist ∆(G) = 3, so gilt nicht nur |E(G)| ≥ 4, sondern sogar |E(G)| = 5, denn der K4 ist
Klasse 1 und daher auch jeder seiner Teilgraphen mit Maximalgrad 3. Da G keine Endecke
besitzen kann und nach Folgerung 13.4 mindestens 3 Ecken vom Grad 3 haben muß, schließen
wir aus dem Handschlaglemma, daß G vier Ecken vom Grad 3 und eine Ecke vom Grad 2
besitzt. Damit ist aber G bis auf Isomorphie eindeutig bestimmt, denn von den vier Ecken
vom Grad 3 sind nur die beiden Nachbarn der Ecke von Grad 2 nicht adjazent. Aus ϕ(G) =
7
2
> 3 folgt mit Satz 13.4, daß G Klasse 2 ist. Daru¨ber hinaus erfu¨llt dieser Graph die
Identita¨t (13.2) und ist kritisch, da keiner seiner echten Teilgraphen vom Maximalgrad 3
kritisch ist.
Im verbleibenden Fall ∆(G) = 4 ist |E(G)| = 5. Da G mindestens drei Ecken vom Grad
4 besitzt, gibt es noch genau die beiden Mo¨glichkeiten, daß G der K5 oder G = K5 − k ist,
wobei k eine beliebige Kante des K5 bedeutet. Wegen ϕ(K5 − k) = 92 > 4 ist der K5 − k
kritisch und der K5 nicht. Auch fu¨r den K5 − k gilt (13.2).
Erfu¨llt ein Graph G die Bedingung (13.2), so ist |E(G)| ungerade, denn anderenfalls wa¨re
|K(G)| = 1
2
∑
v∈E(G)
d(v,G) ≤ |E(G)|
2
∆(G) =
⌊ |E(G)|
2
⌋
∆(G).
Daß genau die vier als kritisch nachgewiesenen Graphen diejenigen sind, die der Iden-
tita¨t (13.2) genu¨gen, sei dem Leser u¨berlassen (man vgl. Aufgabe 13.5). ‖
Wir geben folgendes weitergehende Ergebnis an, dessen Beweis recht aufwendig ist.
Satz 13.8. Mit Ausnahme von P∗ (man vgl. Beispiel 13.1) gilt fu¨r jeden kritischen Graphen
G mit ho¨chstens zehn Ecken die Identita¨t (13.2). Insbesondere sind diese kritischen Graphen
alle von ungerader Ordnung.
Unser na¨chstes Ziel ist es, Beispiele fu¨r kritische Graphen mit beliebig hohem Maximalgrad
und Minimalgrad 2 anzugeben.
Definition 13.7. Es seien G ein Graph, k ∈ K(G) und a 6∈ E(G). Mit Gk,a bezeichnen wir
den durch k und a erzeugten Unterteilungsgraphen.
Satz 13.9 (Fiorini [1] 1974). Ist n ≥ 2, so sind die beiden Graphen (Kn,n)k,a und (K2n)k,a
kritisch.
Beweis. Wir beweisen den Satz fu¨r (Kn,n)
k,a. Fu¨r (K2n)
k,a kann die Argumentation analog
durchgefu¨hrt werden.
Es gilt
Φ((Kn,n)
k,a) ≥ ϕ((Kn,n)k,a) = 2n
2 + 1
2n
> n = ∆((Kn,n)
k,a),
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womit dieser Graph nach Satz 13.4 Klasse 2 ist. Satz 13.6 liefert die Existenz eines kritischen
Teilgraphen H von (Kn,n)
k,a mit ∆(H) = n. Da Kn,n und somit auch Kn,n−k Klasse 1 sind,
ist a ∈ E(H). Fu¨r die beiden in (Kn,n)k,a mit a adjazenten Ecken x1 und x2 folgt nach VAL,
daß sie auch in H Ecken maximalen Grades sind, woraus sich E(H) = E((Kn,n)
k,a) ergibt.
Aus Satz 13.5 erhalten wir fu¨r i = 1, 2
d∗(xi, H) ≥ ∆(H)− d(a,H) + 1 = n− 1,
wonach alle Ecken aus (Kn,n)
k,a, die von a verschieden sind, in H den Grad n besitzen. Daher
ist H = (Kn,n)
k,a ein kritischer Graph. ‖
Die in Satz 13.9 angegebenen kritischen Graphen ko¨nnen bei dem folgenden Konstruk-
tionsverfahren als Ausgangsgraphen benutzt werden. Die bemerkenswerte Idee dieser Kon-
struktion geht auf Hajo´s [1] 1961 zuru¨ck.
Definition 13.8. Es seien G und G′ zwei disjunkte Graphen mit nicht leeren Kantenmen-
gen. Sind uv ∈ K(G) und u′v′ ∈ K(G′), so wird eine Hajo´s-Vereinigung von G und G′
folgendermaßen gebildet: Man entferne die beiden Kanten uv und u′v′, identifiziere u mit u′
und verbinde die beiden Ecken v und v′ durch eine neue Kante.
Bemerkung 13.6. In der Regel sind verschiedene Hajo´s-Vereinigungen zweier Graphen
nicht isomorph. In seltenen Fa¨llen ist dies jedoch mo¨glich, so ist z.B. jede Hajo´s-Vereinigung
zweier Kreise Cn und Cp ein Kreis Cn+p−1.
Satz 13.10 (Jakobsen [1] 1973). Es seien G und G′ zwei kritische Graphen mit ∆ =
∆(G) = ∆(G′). Sind u ∈ E(G) und u′ ∈ E(G′) mit d(u,G) + d(u′, G′) ≤ ∆ + 2, so liefert
jede Hajo´s-Vereinigung von G und G′, bei der u und u′ identifiziert werden, einen kritischen
Graphen.
Beweis. Es sei H eine Hajo´s-Vereinigung von G und G′, bei der die Ecken u und u′ zur
Ecke u∗ identifiziert und die Kanten uv und u′v′ entfernt wurden. Mit der Voraussetzung
d(u,G) + d(u′, G′) ≤ ∆+ 2 ergibt sich d(u∗, H) ≤ ∆. Da die Eckengrade der verbleibenden
Ecken aus H mit den entsprechenden aus G und G′ u¨bereinstimmen, gilt zusammen mit
Folgerung 13.4 ∆(H) = ∆. Zuerst zeigen wir, daß H Klasse 2 ist. Angenommen, H ist
Klasse 1. Dann besitzt H eine ∆-Kantenfa¨rbung h, die jeweils eine ∆-Kantenfa¨rbung fu¨r
G − uv und G′ − u′v′ liefert, wobei die Farbe h(vv′) an u oder an u′ nicht vorkommt. Da
dann aber G oder G′ mit ∆ Farben gefa¨rbt werden kann, erhalten wir einen Widerspruch.
Um zu zeigen, daß H kritisch ist, mu¨ssen wir fu¨r jede Kante k ∈ K(H) nachweisen, daß
H − k mit ∆ Farben gefa¨rbt werden kann. Ist k = vv′, so ist dies klar, da ∆-Kantenfa¨rbun-
gen von G − uv und G′ − u′v′, nach eventueller Umbenennung der Farben, zu einer ∆-
Kantenfa¨rbung von H− vv′ zusammengefu¨gt werden ko¨nnen. Sei nun o.B.d.A. k eine Kante
von G−uv. Da G′−u′v′ ∆-fa¨rbbar ist, kann auch der Teilgraph von H mit der Eckenmenge
E(G′) ∪ {v} und der Kantenmenge (K(G′)− {u′v′}) ∪ {vv′} mit ∆ Farben gefa¨rbt werden.
Ist f eine ∆-Kantenfa¨rbung dieses Graphen, so muß die Farbe f(vv′) an u′ vorkommen, da
anderenfalls G′ ∆-fa¨rbbar wa¨re. Nach Voraussetzung ist G−k auch ∆-fa¨rbbar. Mittels einer
∆-Kantenfa¨rbung von G−k erha¨lt man leicht eine ∆-Kantenfa¨rbung g des Graphen mit der
Eckenmenge E(G)∪ {v′} und der Kantenmenge (K(G)−{uv, k})∪ {vv′}, bei der die Farbe
g(vv′) an u nicht vorkommt. O.B.d.A. du¨rfen wir deshalb annehmen, daß g(vv′) = f(vv′)
gilt, und daß die Farben, die an u und u′ vorkommen, alle verschieden sind (ist dies nicht der
Fall, so kann dies durch eine Umbenennung der Farben erreicht werden). Nun ko¨nnen die
Kantenfa¨rbungen f und g zu einer ∆-Kantenfa¨rbung von H−k zusammengefu¨gt werden. ‖
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Die in den Sa¨tzen 13.8 und 13.9 gegebenen Beispiele kritischer Graphen sind alle von
ungerader Ordnung. Auch eine Hajo´s-Vereinigung zweier Graphen ungerader Ordnung liefert
einen Graphen ungerader Ordnung, so daß wir auch mit Satz 13.10 keine kritischen Graphen
gerader Ordnung konstruieren ko¨nnen, ohne vorher mindestens einen solchen zu kennen.
Jakobsen [2] hat 1974 die Vermutung gea¨ußert, daß jeder kritische Graph von ungerader
Ordnung ist. Jedoch im Jahre 1981 gelang es Goldberg [1], eine Familie kritischer Graphen
gerader Ordnung mit Maximalgrad 3 zu konstruieren, so daß die in die Literatur unter dem
Namen “critical graph conjecture” eingegangene Vermutung widerlegt ist.
13.3 Klassifizierung
Die Frage, welche Graphen Klasse 1 und welche Klasse 2 sind, nennt man heute Klassifi-
zierung oder Klassifizierungsproblem. Die Schwierigkeit dieses Problems erkennt man daran,
daß - wie in Satz 13.1 bewiesen - die Vierfarbenvermutung dazu a¨quivalent ist, daß jede
normale und 3-regula¨re Landkarte Klasse 1 ist.
In den vorangegangenen Abschnitten haben wir schon einige Klassifizierungen durch-
gefu¨hrt. Mit den Ergebnissen u¨ber kritische Graphen wird diese Arbeit in zwei Richtungen
fortgefu¨hrt. Zuna¨chst bescha¨ftigen wir uns mit planaren Graphen.
Satz 13.11 (Vizing [4] 1965). Jeder schlichte und planare Graph G mit ∆(G) ≥ 10 ist
Klasse 1.
Beweis. Angenommen, es existiert ein planarer Klasse 2-Graph mit ∆(G) ≥ 10. Dann gibt
es nach Satz 13.6 einen kritischen planaren Graphen H mit ∆(H) = ∆(G) ≥ 10. Ist S =
{x ∈ E(H)|d(x,H) ≤ 5}, so ist S wegen Satz 11.5 nicht leer. Da auch H − S planar ist,
existiert wiederum nach Satz 11.5 eine Ecke v in H − S mit d(v,H − S) ≤ 5. Die Ecke v
ist natu¨rlich mit einer Ecke w ∈ S adjazent, woraus sich mit VAL der folgende Widerspruch
ergibt:
5 ≥ d(v,H − S) ≥ d∗(v,H) ≥ ∆(H)− d(w,H) + 1 ≥ 6. ‖
Bemerkung 13.7. Im gleichen Jahr gelang es Vizing [3] selber, diesen Satz auf planare
Graphen mit Maximalgrad acht oder neun zu erweitern. In dieser Arbeit a¨ußerte er die
Vermutung, daß Satz 13.11 sogar fu¨r alle planaren Graphen mit ∆ ≥ 6 gilt. Fu¨r ∆ = 7 ist
diese Vermutung inzwischen durch Limin Zhang [1] 2000 sowie Sanders und Yue Zhao [4]
2001 besta¨tigt worden. Der Fall ∆ = 6 ist weiterhin offen. Ist 3 ≤ ∆ ≤ 5, so gibt es sowohl
planare Klasse 1-Graphen als auch planare Klasse 2-Graphen (man vgl. Aufgabe 13.10).
Wir wollen weitere Klassifizierungsergebnisse betrachten, die auf einer Idee von Chetwynd
und Hilton [2] aus dem Jahre 1985 beruhen, die vereinfacht wie folgt beschrieben werden
kann.
Betrachtet man in einem Graphen G den von den Ecken maximalen Grades induzierten
Teilgraphen, so kann man manchmal - etwa mit Folgerung 13.7 - schon an diesem erkennen,
daß G Klasse 1 ist. Ist dies nicht der Fall, so besteht noch die Mo¨glichkeit, geeignete Mat-
chings M1,M2, . . . ,Mt zu suchen, so daß bewiesen werden kann, daß die Farbenklassen einer
Klasse 1-Fa¨rbung von G−(M1∪M2∪· · ·∪Mt) zusammen mit den MatchingsM1,M2, . . . ,Mt
die Farbenklassen einer Klasse 1-Fa¨rbung von G bilden.
Das erste mit dieser Methode erzielte Ergebnis war die Klassifizierung aller Graphen mit
genau drei Ecken maximalen Grades.
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Satz 13.12 (Chetwynd, Hilton [2] 1985). Ist G ein schlichter, zusammenha¨ngender
Graph mit genau drei Ecken maximalen Grades, so sind folgende Aussagen a¨quivalent:
i) G ist Klasse 2.
ii) G ist kritisch.
iii) G ist von ungerader Ordnung n(G) = 2p + 1, und die Kantenmenge von G ist ein
(p− 1)-elementiges Matching.
Beweis. Aus i) folgt ii). Nach Satz 13.6 besitzt G einen kritischen Teilgraphen H mit ∆(G) =
∆(H), der nach Folgerung 13.4 dieselben drei Ecken maximalen Grades wie G haben muß.
Aus Folgerung 13.5 ergibt sich δ(H) ≥ ∆(H)−1, womit d(a,G) = d(a,H) fu¨r alle a ∈ E(H)
gilt. Der Zusammenhang von G liefert notwendig E(G) = E(H) und damit G = H .
Aus iii) folgt i). Diese Implikation erha¨lt man unmittelbar aus Folgerung 13.2.
Aus ii) folgt iii). Da fu¨r den K3 die Behauptung offensichtlich richtig ist, ko¨nnen wir von
|E(G)| ≥ 4 und daher auch von δ(G) < ∆(G) ausgehen. Mit Folgerung 13.5 erhalten wir
δ(G) ≥ ∆(G)− 1, also δ(G) = ∆(G)− 1. Daher gilt
2|K(G)| = |E(G)|(∆(G)− 1) + 3,
womit |E(G)| ungerade ist. Setzen wir |E(G)| = 2p+1, so ist iii) bewiesen, falls wir ∆(G) =
2p gezeigt haben. Dazu nehmen wir an, daß ∆(G) ≤ 2p− 1 gilt.
1. Fall. Ist p = 2, also n(G) = 5, so ergibt sich aus Folgerung 13.6 unmittelbar ∆(G) ≥ 4,
was unserer Annahme ∆(G) ≤ 3 widerspricht.
2. Fall. Ist p = 3, also n(G) = 7, so ergibt sich aus Folgerung 13.6 ∆(G) ≥ 5. Da
∆(G) = 5 nach dem Handschlaglemma nicht mo¨glich ist, folgt ∆(G) ≥ 6, was unserer
Annahme ∆(G) ≤ 5 widerspricht.
3. Fall. Ist p = 4, also n(G) = 9, so ergibt sich aus Folgerung 13.6 ∆(G) ≥ 6. Da ∆(G) = 7
nach dem Handschlaglemma nicht mo¨glich ist, liefert unsere Annahme notwendig ∆(G) = 6.
Sind u, v, w die drei Ecken maximalen Grades von G, so sind sie nach VAL untereinander
adjazent. Ist x eine Ecke, die zu u nicht adjazent ist, so muß sie nach VAL notwendig zu v
und w adjazent sein. Setzen wir G′ = G − {u, v, x}, so seien y1, y2 und y3 diejenigen Ecken
in G′, die zu w adjazent sind und a1 und a2 die Ecken in G′, die nicht zu w adjazent sind.
Aus δ(G′) ≥ 2 folgt leicht, daß in G′ ein perfektes Matching M existiert. Nun besitzt der
Graph G∗ = G− (M ∪{uv}) genau die vier Ecken u, v, w und x von maximalem Grad 5 mit
d∗(u,G∗) = 1. Damit sind die Graphen G∗ und G∗−uw nach Hilfssatz 13.4 von der gleichen
Klasse. Der Graph G∗ − uw besitzt genau zwei Ecken maximalen Grades, so daß er und
damit auch G∗ wegen Folgerung 13.7 Klasse 1 ist. Die Farbenklassen einer 5-Kantenfa¨rbung
von G∗ und das Matching M ∪{uv} bilden die Farbenklassen einer 6-Kantenfa¨rbung von G,
was der Voraussetzung widerspricht, daß G kritisch ist.
4.Fall. Ist p ≥ 5 und sind u, v und w die drei Ecken maximalen Grades von G, so sind diese
nach VAL paarweise adjazent. Wegen unserer Annahme ∆(G) ≤ 2p − 1 existiert eine Ecke
x ∈ E(G) − {u, v, w}, die nicht mit u adjazent ist. Zusammen mit Folgerung 13.6 erhalten
wir
δ(G− {u, v}) ≥ ∆(G)− 3 ≥
⌈
2|E(G)|
3
⌉
−3 =
⌈
4p+ 2
3
⌉
−3
≥ 2p− 1
2
=
1
2
|E(G− {u, v})|.
Daher liefert der Satz von Dirac (Satz 4.5) die Existenz eines Hamiltonkreises in G− {u, v}
und damit auch die Existenz eines Matchings M , das mit Ausnahme von x alle Ecken von
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G − {u, v} beru¨hrt. Setzen wir G∗ = G − (M ∪ {uv}), so besitzt G∗ genau die vier Ecken
u, v, w und x von maximalem Grad ∆(G)−1. Da d∗(u,G∗) = 1 gilt, sind die beiden Graphen
G∗ und G∗ − uw nach Hilfssatz 13.4 von der gleichen Klasse. Der Graph G∗ − uw besitzt
genau zwei Ecken maximalen Grades, so daß er und damit auch G∗ wegen Folgerung 13.7
Klasse 1 ist. Die Farbenklassen einer (∆(G)− 1)-Kantenfa¨rbung von G∗ und das Matching
M∪{uv} bilden die Farbenklassen einer ∆(G)-Kantenfa¨rbung von G, was der Voraussetzung
widerspricht, daß G kritisch ist. ‖
Die Klassifizierung der Graphen mit genau vier Ecken maximalen Grades findet man bei
Chetwynd und Hilton [1] 1984. Sie ist wesentlich aufwendiger als der Beweis von Satz 13.12.
Dafu¨r ist die Tatsache verantwortlich, daß die untere Schranke fu¨r den Minimalgrad aus
Folgerung 13.5 bei gro¨ßerer Anzahl von Ecken maximalen Grades kleiner wird. Deshalb muß
bei beliebig vorgegebener Anzahl der Ecken maximalen Grades den Voraussetzungen eine
Minimalgradbedingung hinzugefu¨gt werden, damit die skizzierte Beweisidee Fru¨chte tra¨gt.
Die diesbezu¨glich besten Ergebnisse sind in den beiden folgenden Sa¨tzen zusammengefaßt.
Satz 13.13 (Niessen, Volkmann [1] 1990). Es sei G ein schlichter Graph der Ordnung
2p mit genau ζ Ecken maximalen Grades. Ist
δ(G) ≥ p + ζ − 2,
so ist G Klasse 1.
Satz 13.14 (Niessen, Volkmann [1] 1990). Es sei G ein schlichter Graph der Ordnung
2p− 1 mit genau ζ Ecken maximalen Grades. Ist
δ(G) ≥ (p− 1) + ζ +
⌊
ζ∆(G)
2p− 1
⌋
,
so ist χ′(G) = max{∆(G), dϕ(G)e}.
Die schwierigen Beweise dieser beiden Sa¨tze werden hier nicht vorgestellt. Wir wollen
aber eine interessante Anwendung von Satz 13.14 geben, die im Zusammenhang mit der
1-Faktorisierungs-Vermutung steht, deren Ursprung schon in den fu¨nfziger Jahren zu finden
ist.
1-Faktorisierungs-Vermutung. Jeder schlichte und r-regula¨re Graph der Ordnung 2p mit
r ≥ p ist 1-faktorisierbar bzw. Klasse 1.
Hilfssatz 13.5 (Chetwynd, Hilton [2] 1985). Ist G ein schlichter und r-regula¨rer Graph
der Ordnung 2p mit p ≥ 2, so gilt fu¨r jede Ecke v ∈ E(G)
χ′(G) = χ′(G− v).
Beweis. Ist G ∼= K2p, so folgt die Behauptung aus Satz 13.2 sowie den Beispielen 13.1 ii)
und iii).
Ist G nicht isomorph zum K2p, so gilt ∆(G− v) = ∆(G) = ∆. Im Fall χ′(G− v) = ∆+ 1
folgt wegen χ′(G− v) ≤ χ′(G) mit Satz 13.2 sofort χ′(G) = ∆ + 1. Ist aber χ′(G− v) = ∆
und h eine ∆-Kantenfa¨rbung von G − v, so sind |K(G − v)| = ∆(p − 1) Kanten mit ∆
Farben gefa¨rbt. Da mit einer Farbe ho¨chstens b1
2
|E(G − v)|c = p − 1 Kanten gefa¨rbt sein
ko¨nnen, folgt sogar, daß mit jeder Farbe genau p− 1 Kanten gefa¨rbt sind. Daher fehlt jede
dieser ∆ Farben an genau einer Ecke von G − v und die Ecken, an denen eine Farbe fehlt,
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ko¨nnen nur die Nachbarn von v in G sein, weil alle anderen Ecken in G − v den Grad ∆
besitzen. Demnach la¨ßt sich h zu einer ∆-Kantenfa¨rbung von G fortsetzen, indem man die
mit v inzidenten Kanten mit der an der Nachbarecke von v fehlenden Farbe fa¨rbt. ‖
Hilfssatz 13.6 (Niessen, Volkmann [1] 1990). Ist G ein schlichter, regula¨rer Graph der
Ordnung 2p vom Regularita¨tsgrad 2p− r mit
2p ≥ 4r + 2
⌊
(2p− r)(r − 1)
2p− 1
⌋
−2,
so ist G Klasse 1, also 1-faktorisierbar.
Beweis. Da der K2p Klasse 1 ist, ko¨nnen wir im folgenden G 6= K2p, also r ≥ 2 voraussetzen.
Ist v eine beliebige Ecke von G, so gilt n(G − v) = 2p − 1, ∆(G − v) = 2p − r = ∆(G),
δ(G− v) = 2p− r−1 und m(G− v) = m(G)− (2p− r) = (p−1)(2p− r) = (p−1)∆(G− v).
Daraus ergibt sich sofort ϕ(G − v) = ∆(G − v). Weiter besitzt G − v genau ζ = r − 1
Ecken maximalen Grades. Durch Einsetzen der berechneten Gro¨ßen, erkennt man, daß die
gegebene Ungleichung zu
δ(G− v) ≥ (p− 1) + ζ +
⌊
ζ∆(G− v)
2p− 1
⌋
a¨quivalent ist, womit nach Satz 13.14 χ′(G − v) = ∆(G − v) = ∆(G) gilt. Nun liefert
Hilfssatz 13.5 das gewu¨nschte Resultat. ‖
Das nun folgende Ergebnis wurde unabha¨ngig auch von Chetwynd und Hilton [3] 1989 auf
direktem Wege bewiesen.
Satz 13.15 (Chetwynd, Hilton [3] 1989, Niessen, Volkmann [1] 1990). Jeder (2p−r)-
regula¨re und schlichte Graph gerader Ordnung 2p mit 2p − r ≥ (√7 − 1)p ≈ 1, 647p, ist
1-faktorisierbar.
Beweis. Fu¨r 0 < c ≤ 3−√7 gilt c2 − 6c+ 2 ≥ 0 und damit 2
c
≥ 6 − c. Setzt man c = r
p
, so
folgt fu¨r r ≤ (3−√7)p die Ungleichung 2p
r
≥ 6− r
p
und damit
2p ≥ 6r − r
2
p
= 4r +
2p− r
p
r.
Schließlich erha¨lt man daraus fu¨r 2p− r ≥ (√7− 1)p
2p ≥ 4r + 2p− r
p
r ≥ 4r + 2(2p− r)(r − 1)
2p− 1
≥ 4r + 2
⌊
(2p− r)(r − 1)
2p− 1
⌋
−2.
Daher erfu¨llt G die Voraussetzungen von Hilfssatz 13.6, womit die 1-Faktorisierbarkeit von
G nachgewiesen ist. ‖
Von der 1-Faktorisierungs-Vermutung gibt es noch die nun folgende genauere Fassung.
1-Faktorisierungs-Vermutung. Jeder schlichte und r-regula¨re Graph der Ordnung 2p ist
Klasse 1, wenn p ungerade und r ≥ p bzw. p gerade und r ≥ p− 1 gilt.
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Beispiel 13.2. An Hand von Beispielen wollen wir zeigen, daß man diese Fassung der 1-
Faktorisierungs-Vermutung nicht weiter verscha¨rfen kann.
i) Fu¨r ungerades p ≥ 3 ist der 2Kp ein nicht zusammenha¨ngender (p−1)-regula¨rer Klasse
2-Graph.
ii) Zusammenha¨ngende Beispiele fu¨r ungerades p ≥ 5 kann man wie folgt konstruieren. In
jeder Komponente des 2Kp wird eine Kante entfernt, etwa ab und uv. Danach werden
die Kanten au und bv hinzugefu¨gt. Der neu entstandene Graph ist (p− 1)-regula¨r und
nach Satz 13.4 (z.B. mit H = Kp − k) wegen p ≥ 5 Klasse 2.
iii) Ist p ≥ 4 gerade und C ein Hamiltonscher Kreis im Kp+1, so ist G = (Kp+1−K(C))∪
Kp−1 ein nicht zusammenha¨ngender (p− 2)-regula¨rer Klasse 2-Graph.
iv) Zusammenha¨ngende Beispiele fu¨r gerades p ≥ 6 lassen sich wie folgt konstruieren. Man
gehe von zwei vollsta¨ndigen Graphen Kp+1 und Kp−1 aus. Man entferne aus dem Kp+1
zwei disjunkte Matchings M1 und M2 mit 2|M1| = 2|M2| = p, die mit verschiedenen
Ecken a und b aus dem Kp+1 nicht inzidieren. Ist in diesem Graphen y eine Ecke,
die mit a und b adjazent ist, so entferne man weiter die Kanten ay und by. In dem
verbleibenden Graphen H gilt d(y,H) = p−4 und d(x,H) = p−2 fu¨r alle Ecken x 6= y,
und wegen p ≥ 6 ist H zusammenha¨ngend (nach dem Satz von Ore (Satz 4.6) sogar
Hamiltonsch fu¨r p ≥ 8). Ist uv eine beliebige Kante aus demKp−1, so vereinige man den
Graphen H mit Kp−1 − uv und fu¨ge die Kanten uy und vy hinzu. Der so entstandene
Graph G ist schlicht, zusammenha¨ngend und (p− 2)-regula¨r. Nach Konstruktion ist y
eine Schnittecke von G, womit G nach Folgerung 13.3 ein Klasse 2-Graph ist.
Viele weitere interessante Aspekte und Anwendungen der Kantenfa¨rbungstheorie findet
man in den Bu¨chern von Fiorini und Wilson [1] 1977 und Yap [1] 1986.
13.4 Totalfa¨rbung
Definition 13.9. Es sei G ein Multigraph. Eine Abbildung h : E(G)∪K(G)→ {1, 2, . . . , q}
nennt man Totalfa¨rbung oder q-Totalfa¨rbung, wenn h(a) 6= h(b) fu¨r alle adjazenten oder
inzidenten Elemente a, b ∈ E(G)∪K(G) gilt. Besitzt G eine q-Totalfa¨rbung aber keine (q−1)-
Totalfa¨rbung, so nennt man q die totalchromatische Zahl von G, in Zeichen q = χT = χT (G).
Eine Teilmenge X ⊆ E(G)∪K(G) nennen wir unabha¨ngig, wenn zwei Elemente aus X weder
adjazent noch inzident sind. Die totalchromatische Zahl ist natu¨rlich die minimale Anzahl
von solchen unabha¨ngigen Mengen von Ecken und Kanten, in die man E(G)∪K(G) zerlegen
kann.
Wir werden hier nicht sehr tief in die Theorie der Totalfa¨rbungen einsteigen, sondern
nur einige einfache Resultate beweisen. Daru¨ber hinaus stellen wir die hochinteressante To-
talfa¨rbungs-Vermutung von Vizing [1] und Behzad [1] vor und nennen einige wichtige Er-
gebnisse, die diese Vermutung erha¨rten.
Bemerkung 13.8. Fu¨r jeden Multigraphen G ergibt sich unmittelbar aus der Definition der
totalchromatischen Zahl
∆(G) + 1 ≤ χ
T
(G) ≤ χ(G) + χ′(G).
Im Jahre 1967 zeigten Behzad, Chartrand und Cooper [1], daß die Gleichheit χ
T
(G) =
χ(G) + χ′(G) ho¨chstens fu¨r bipartite Graphen mo¨glich ist.
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Satz 13.16 (Behzad, Chartrand und Cooper [1] 1967). Gilt fu¨r einen Multigraphen
G die Identita¨t χ
T
(G) = χ(G) + χ′(G), so ist G notwendig bipartit.
Beweis. Ist q = χ(G) und p = χ′(G), so sei E1, E2, . . . , Eq eine Partition von E(G) und
K1, K2, . . . , Kp eine Zerlegung der Kantenmenge K(G) in disjunkte Teilmengen. Damit ha-
ben wir E(G)∪K(G) in q+p unabha¨ngige Mengen zerlegt. Ist G nicht bipartit, so gilt nach
Satz 12.1 χ(G) ≥ 3. Dann existiert zu jeder Kante k aus (z.B.)K1 eine Partitionsmenge Ei, so
daß k zu keiner Ecke aus Ei inzident ist. Fu¨gt man jede Kante aus K1 zu einer solchen Parti-
tionsmenge Ei hinzu, so erha¨lt man eine Zerlegung von E(G)∪K(G) in q+p−1 unabha¨ngige
Mengen von Ecken und Kanten, woraus sich unmittelbar χ
T
(G) ≤ q+ p− 1 < χ(G) +χ′(G)
ergibt. ‖
Satz 13.17. Ist G ein Multigraph, so gilt χ
T
(G) ≤ 2∆(G) + 1.
Beweis. Nach Satz 12.2 bzw. Bemerkung 12.3 ko¨nnen wir den Graphen G zuna¨chst mit
einer echten (∆(G) + 1)-Eckenfa¨rbung versehen. Sind k1, k2, . . . , km die Kanten von G, so
fa¨rben wir nun die Kanten induktiv mit den Farben 1, 2, . . . , 2∆(G) + 1. Ist k1 = a1b1,
so fa¨rbe man k1 mit einer Farbe, die von denjenigen Farben verschieden ist, mit der die
Ecken a1 und b1 gefa¨rbt sind. Sind die Kanten k1, k2, . . . , ki fu¨r i < m schon gefa¨rbt, so
daß inzidente Elemente verschiedene Farben besitzen, so ist die Kante ki+1 zu ho¨chstens
2∆(G)−2 (gefa¨rbten) Kanten und zu genau zwei gefa¨rbten Ecken inzident. Daher steht von
den 2∆(G)+1 Farben mindestens eine zur Verfu¨gung, mit der man ki+1 fa¨rben kann, so daß
wieder inzidente Elemente verschieden gefa¨rbt sind. ‖
Bemerkung 13.9. Die Beweistechniken aus den Sa¨tzen 12.2 und 13.17 liefern unmittelbar
einen effizienten Algorithmus fu¨r eine (2∆(G) + 1)-Totalfa¨rbung eines gegebenen Multigra-
phen G.
Analog zum Satz von Vizing (Satz 13.2) formulierten Vizing [1] 1964 und Behzad [1]
1965 unabha¨ngig voneinander folgende Vermutung fu¨r die totalchromatische Zahl, die als
Totalfa¨rbungs-Vermutung in die Literatur eingegangen ist.
Totalfa¨rbungs-Vermutung (Vizing [1] 1964, Behzad [1] 1965). Ist G ein schlichter
Graph, so gilt
χ
T
(G) ≤ ∆(G) + 2.
Von einem vollsta¨ndigen Beweis dieser attraktiven Vermutung ist man im Augenblick noch
sehr weit entfernt.
Satz 13.18. Fu¨r bipartite Graphen gilt die Totalfa¨rbungs-Vermutung.
Beweis. Ist G ein bipartiter Graph, so lassen sich die Kanten nach dem Satz von Ko˝nig
(Satz 6.11) mit ∆(G) verschiedenen Farben fa¨rben. Fa¨rbt man nun die Ecken der beiden
Partitionsmengen mit zwei weiteren Farben, so erha¨lt man eine (∆(G)+2)-Totalfa¨rbung von
G. ‖
Satz 13.19 (Behzad [2] 1971). Es sei Cn ein Kreis der La¨nge n und p eine natu¨rliche
Zahl.
i) Ist n = 3p, so gilt χ
T
(Cn) = 3.
ii) Ist n = 3p+ 1 oder n = 3p+ 2, so gilt χ
T
(Cn) = 4.
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Beweis. Fu¨r einen Kreis Cn benutzen wir im folgenden die Schreibweise
Cn = a1a2a3a4 · · ·a2n−2a2n−1a2na1,
wobei a1, a3, . . . , a2n−1 die Ecken und a2, a4, . . . , a2n die Kanten des Kreises bedeuten.
i) Ist n = 3p, so hat Cn die Form
Cn = a1a2a3a4a5a6 · · · a6p−2a6p−1a6pa1.
Wir geben den Elementen a1, a4, a7, . . . , a6p−2 die Farbe 1, den Elementen a2, a5, . . . , a6p−1
die Farbe 2 und den verbleibenden Elementen die Farbe 3. Diese Fa¨rbung liefert eine 3-
Totalfa¨rbung des C3p, womit i) bewiesen ist.
ii) Ist n = 3p+ 1, so hat Cn die Form
Cn = a1a2a3 · · · a6p−4a6p−3a6p−2a6p−1a6pa6p+1a6p+2a1.
Wir geben den Elementen a1, a4, a7, . . . , a6p−2 die Farbe 1, den Elementen a2, a5, . . . , a6p−4
die Farbe 2, den Elementen a3, a6, . . . , a6p−3 die Farbe 3, den beiden Elementen a6p−1 und
a6p+2 die Farbe 4, dem Element a6p die Farbe 2 und schließlich dem Element a6p+1 die Farbe
3. Diese Fa¨rbung liefert eine 4-Totalfa¨rbung des C3p+1. Da man ohne Mu¨he erkennt, daß
man mit 3 Farben nicht auskommt, haben wir χ
T
(C3p+1) = 4 nachgewiesen.
Ist n = 3p+ 2, so hat Cn die Form
Cn = a1a2a3a4a5a6 · · · a6pa6p+1a6p+2a6p+3a6p+4a1.
Wir geben den Elementen a1, a4, a7, . . . , a6p+1 die Farbe 1, den Elementen a2, a5, . . . , a6p+2
die Farbe 2, dem Element a6p+4 die Farbe 4 und den verbleibenden Elementen die Farbe 3.
Diese Fa¨rbung liefert eine 4-Totalfa¨rbung des C3p+2. Da man auch hier ohne Mu¨he erkennt,
daß man mit 3 Farben nicht auskommt, haben wir χ
T
(C3p+2) = 4 nachgewiesen, womit der
Satz vollsta¨ndig besta¨tigt ist. ‖
Bemerkung 13.10. Mit Satz 13.19 haben wir die Totalfa¨rbungs-Vermutung auch fu¨r Kreise
nachgewiesen.
Satz 13.20. Ist G ein schlichter Graph mit ∆(G) = n(G) − 1, so gilt die Totalfa¨rbungs-
Vermutung
χ
T
(G) ≤ ∆(G) + 2.
Beweis. Es seien x1, x2, . . . , xn die Ecken von G. Fu¨gt man zu G eine Ecke w und die Kanten
k1 = wx1, k2 = wx2, . . . , kn = wxn hinzu, so entsteht ein neuer schlichter Graph G
′ mit
∆(G′) = n = ∆(G) + 1. Nach dem Satz von Vizing (Satz 13.2) besitzt G′ eine (∆(G) + 2)-
Kantenfa¨rbung. Entfernt man nun die Ecke w aus G′ und fa¨rbt die Ecke xi von G mit der
Farbe der Kante ki fu¨r alle i = 1, 2, . . . , n, so hat man aus der Kantenfa¨rbung von G
′ eine
(∆(G) + 2)-Totalfa¨rbung von G gewonnen. ‖
Im Beweis von Satz 13.20 haben wir das Totalfa¨rbungsproblem durch einen kleinen Trick
auf ein Kantenfa¨rbungsproblem zuru¨ckgefu¨hrt. Diese Technik wurde erstmalig 1989 in einer
Arbeit von Yap, J.-F. Wang und Z.-F. Zhang [1] vorgestellt, die die Totalfa¨rbungs-Vermutung
fu¨r Graphen mit hohem Maximalgrad besta¨tigt haben.
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Satz 13.21 (Yap, Wang und Zhang [1] 1989). Ist G ein schlichter Graph mit Maximal-
grad ∆(G) ≥ n(G)− 4, so gilt
χ
T
(G) ≤ ∆(G) + 2.
Folgende Erga¨nzung von Satz 13.21 wurde mit der gleichen Methode nachgewiesen.
Satz 13.22 (Yap, Chew [1] 1992). Ist G ein schlichter Graph mit ∆(G) = n(G) − 5, so
gilt
χ
T
(G) ≤ ∆(G) + 2.
Auch wir wollen diese Beweistechnik nochmals verwenden, um die totalchromatische Zahl
fu¨r vollsta¨ndige Graphen zu bestimmen.
Satz 13.23 (Behzad, Chartrand und Cooper [1] 1967). Es gilt
i) χ
T
(K2p+1) = 2p+ 1 = ∆(K2p+1) + 1 und
ii) χ
T
(K2p) = 2p+ 1 = ∆(K2p) + 2.
Beweis. i) Ist G = K2p+1, so gilt fu¨r den Graphen G
′ aus dem Beweis des Satzes 13.20
G′ = K2p+2. Nach Satz 7.14 besitzt G′ eine (2p+ 1)-Kantenfa¨rbung, womit G = K2p+1 eine
(2p+1)-Totalfa¨rbung besitzt. Beachtet man noch Bemerkung 13.8, so ergibt sich unmittelbar
i).
ii) Um χ
T
(K2p) = 2p+1 = ∆(K2p)+2 nachzuweisen, genu¨gt es wegen Satz 13.20 zu zeigen,
daß man die Ecken und Kanten des K2p nicht in 2p unabha¨ngige Mengen zerlegen kann. Ist
X eine unabha¨ngige Menge, so entha¨lt X ho¨chstens eine Ecke und ho¨chstens p Kanten.
Da in X aber nicht gleichzeitig p Kanten und eine Ecke enthalten sein du¨rfen, ergibt sich
|X| ≤ p. Ko¨nnte man nun die Ecken und Kanten in 2p unabha¨ngige Mengen zerlegen, so
wu¨rde daraus |E(K2p)|+ |K(K2p)| ≤ 2p2 folgen, was offensichtlich nicht richtig ist. ‖
Satz 13.24 (Behzad, Chartrand und Cooper [1] 1967). Es gilt
i) χ
T
(Kp,q) = q + 1 = ∆(Kp,q) + 1 fu¨r q > p und
ii) χ
T
(Kp,p) = p + 2 = ∆(Kp,p) + 2.
Beweis. i) Es sei G = Kp,q und E1, E2 ein Partition der Ecken von G mit q = |E1| >
|E2| = p. Nach dem Satz von Ko˝nig (Satz 6.11) kann man die Kanten von G in q Matchings
K1, K2, . . . , Kq zerlegen. Wegen q > p existiert zu jeder Ecke x ∈ E1 ein Matching Ki, so daß
x zu keiner Kante aus Ki inzident ist. Fu¨gt man jede Ecke aus E1 zu einem solchen Matching
hinzu, so erha¨lt man insgesamt eine Zerlegung von E(G)∪K(G) in q+1 unabha¨ngige Mengen
von Ecken und Kanten, woraus zusammen mit Bemerkung 13.8 das gewu¨nschte Ergebnis
folgt.
ii) Ist G = Kp,p, so erkennt man ohne Mu¨he, daß fu¨r jede unabha¨ngige Menge X ⊆
E(G) ∪ K(G) notwendig |X| ≤ p gilt. Da bekanntlich |E(G)| + |K(G)| = p2 + 2p gilt,
erhalten wir zusammen mit Satz 13.18 χ
T
(Kp,p) = p+ 2 = ∆(Kp,p) + 2. ‖
Im Jahre 1989 besta¨tigte Yap [2] die Totalfa¨rbungs-Vermutung fu¨r die vollsta¨ndigen p-
partiten Graphen. Aber welche vollsta¨ndigen p-partiten Graphen G die Gleichung χ
T
(G) =
∆(G)+1 und welche die Gleichung χ
T
(G) = ∆(G)+2 erfu¨llen ist bisher noch nicht ganz ge-
kla¨rt. Das wohl beste Ergebnis im Zusammenhang mit der Totalfa¨rbungs-Vermutung wurde
1993 von Hilton und Hind [1] mit Methoden aus der Eckenfa¨rbungstheorie bewiesen.
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Satz 13.25 (Hilton, Hind [1] 1993). Ist G ein schlichter Graph mit ∆(G) ≥ 3
4
n(G), so
gilt
χ
T
(G) ≤ ∆(G) + 2.
Weitere Informationen zu diesem Thema findet der Leser in dem Artikel “Recent develop-
ments in total colouring” von Hind [1] aus dem Jahre 1994. Es soll nicht unerwa¨hnt bleiben,
daß die Totalfa¨rbungs-Vermutung auch fu¨r Multigraphen ausgesprochen wurde.
Totalfa¨rbungs-Vermutung (Vizing [1] 1964, Behzad [1] 1965). Ist G ein Multigraph,
so gilt
χ
T
(G) ≤ ∆(G) + max
a,b∈E(G)
mG(a, b) + 1.
13.5 Aufgaben
Aufgabe 13.1. Man beweise, daß alle aus dem Petersen-Graphen durch Entfernen einer
Ecke hervorgehenden Graphen isomorph sind. Bezeichnet man diesen Isomorphietyp mit
P∗, so zeige man χ′(P∗) = 4.
Aufgabe 13.2. Man konstruiere Beispiele, die den Bedingungen aus Bemerkung 13.4 genu¨-
gen.
Aufgabe 13.3. Man zeige, daß fu¨r n ≥ 2 die GraphenK2n+1 eckenkritisch aber nicht kritisch
sind.
Aufgabe 13.4. Man beweise: Fu¨r einen schlichten Graphen G gilt genau dann Φ(G) >
∆(G), wenn G einen Teilgraphen H mit
|K(H)| ≥
⌊ |E(H)|
2
⌋
∆(G) + 1
besitzt. Ist dies der Fall, so gilt ∆(H) = ∆(G).
Aufgabe 13.5. Man zeige, daß es genau vier schlichte Graphen mit ho¨chstens fu¨nf Ecken
gibt, fu¨r die
|K(G)| =
⌊ |E(G)|
2
⌋
∆(G) + 1
gilt (man vgl. Satz 13.7).
Aufgabe 13.6. Man zeige, daß P∗ kritisch ist.
Aufgabe 13.7. Man zeige, daß (K2n)
k,a kritisch ist (man vgl. Satz 13.9).
Aufgabe 13.8. Man bestimme alle schlichten und zusammenha¨ngenden Kaktusgraphen, die
Klasse 1 bzw. Klasse 2 sind.
Aufgabe 13.9. Ist G ein kritischer Graph, so beweise man
m(G) ≥ 1
8
(3∆(G)2 + 6∆(G)− 1).
Aufgabe 13.10. Man beweise: Ist G ein schlichter, r-regula¨rer Graph der Ordnung 2n mit
r ≥ 2, so ist Gk,a fu¨r jede Kante k ∈ K(G) ein Klasse 2-Graph.
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Aufgabe 13.11. Es seien G und G′ zwei schlichte Graphen mit ∆ = ∆(G) = ∆(G′) und
Φ(G),Φ(G′) > ∆. Man zeige fu¨r jede Hajo´s-Vereinigung H der Graphen G und G′ mit
∆(H) = ∆ die Ungleichung Φ(H) > ∆.
Aufgabe 13.12. Fu¨r 3 ≤ ∆ ≤ 5 gebe man schlichte und planare Klasse 1- und Klasse
2-Graphen G mit ∆(G) = ∆ an.
Aufgabe 13.13. Es sei G ein schlichter Graph ungerader Ordnung mit ∆(G) = n(G)− 1.
Man zeige χ
T
(G) = ∆(G) + 1.
Aufgabe 13.14. Man zeige: Ist G ein schlichter und 3-partiter Klasse 1-Graph, so gilt
χ
T
(G) ≤ ∆(G) + 2.
Kapitel 14
Mehrfacher Zusammenhang
14.1 Ecken- und Kantenzusammenhang in Graphen
Definition 14.1. Ein nicht trivialer, zusammenha¨ngender Multigraph G heißt q-fach ecken-
zusammenha¨ngend oder q-fach zusammenha¨ngend (q ∈ N), wenn |E(G)| ≥ q + 1 und
G − E ′ fu¨r alle E ′ ⊆ E(G) mit |E ′| ≤ q − 1 zusammenha¨ngend ist. Ist G q-fach ecken-
zusammenha¨ngend, aber nicht (q+1)-fach eckenzusammenha¨ngend, so heißt q = σ = σ(G))
Eckenzusammenhangszahl oder Zusammenhangszahl von G. Ist der Multigraph G nicht zu-
sammenha¨ngend, oder ist G der triviale Graph, so heißt G 0-fach zusammenha¨ngend, und
wir setzen σ(G) = 0.
Ein nicht trivialer, zusammenha¨ngender Multigraph G heißt q-fach kantenzusammen-
ha¨ngend (q ∈ N), wenn G−K ′ fu¨r alleK ′ ⊆ K(G) mit |K ′| ≤ q−1 zusammenha¨ngend ist. Ist
G q-fach kantenzusammenha¨ngend, aber nicht (q+1)-fach kantenzusammenha¨ngend, so heißt
q = λ = λ(G) Kantenzusammenhangszahl von G. Ist der Multigraph G nicht zusammen-
ha¨ngend, oder ist G der triviale Graph, so heißt G 0-fach kantenzusammenha¨ngend, und wir
setzen λ(G) = 0.
Bemerkung 14.1. i) Nach Definition 14.1 gilt fu¨r jeden Multigraphen G, dass σ(G) ≤
n(G)− 1.
ii) Aus Definition 14.1 erha¨lt man σ(Kn) = δ(Kn) = n− 1.
iii) Fu¨r einen zusammenha¨ngenden Multigraphen G gilt genau dann λ(G) = 1, wenn G
eine Bru¨cke besitzt.
iv) Fu¨r einen zusammenha¨ngenden Multigraphen G gilt genau dann σ(G) = 1, wenn G
eine Schnittecke besitzt, oder G aus genau zwei Ecken und p parallelen Kanten besteht.
Satz 14.1 (Whitney [2] 1932). Ist G ein Multigraph, so gilt
σ(G) ≤ λ(G) ≤ δ(G). (14.1)
Beweis. Wir setzen σ(G) = σ, λ(G) = λ und δ(G) = δ. Ist G nicht zusammenha¨ngend, oder
ist G der triviale Graph, so gilt nach Definition 14.1 σ = λ = 0, womit (14.1) erfu¨llt ist.
Daher sei im folgenden κ(G) = 1 und |E(G)| ≥ 2.
Zuna¨chst zeigen wir λ ≤ δ. Nach Voraussetzung gilt δ ≥ 1. Ist a eine Ecke aus G mit
d(a,G) = δ, so entferne man aus G alle Kanten, die mit a inzidieren. Da dieser neue Graph
nicht mehr zusammenha¨ngend ist, ergibt sich sofort λ ≤ δ.
Um σ ≤ λ zu beweisen, ko¨nnen wir o.B.d.A.G als schlicht voraussetzen. Denn entfernt man
aus einem Graphen alle parallelen Kanten, so bleibt die Zusammenhangszahl unvera¨ndert,
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wa¨hrend die Kantenzusammenhangszahl kleiner werden kann.
Ist λ = 1, so besitzt G nach Bemerkung 14.1 eine Bru¨cke k = ab. Dann gilt aber auch
σ = 1, denn entweder ist G ∼= K2, oder mindestens eine der beiden Ecken a, b ist eine
Schnittecke.
Ist λ ≥ 2, so existiert in G eine Kantenmenge K ′ = {k1, k2, . . . , kλ} mit der Eigenschaft,
daß G − K ′ nicht zusammenha¨ngend ist, und der Graph H = G − {k2, k3, . . . , kλ} die
Bru¨cke k1 = ab besitzt. Wa¨hlt man fu¨r 2 ≤ i ≤ λ zu jeder Kante ki eine inzidente Ecke
xi 6= a, b, so ist einer der beiden Graphen G− {a, x2, . . . , xλ} bzw. G− {b, x2, . . . , xλ} nicht
zusammenha¨ngend, oder einer dieser beiden Graphen besteht nur aus einer Ecke. Wegen
|{x2, x3, . . . , xλ}| ≤ λ− 1 ergibt sich daraus die gewu¨nschte Ungleichung σ ≤ λ. ‖
Bemerkung 14.2. Aus Bemerkung 14.1 und (14.1) folgt nun sofort λ(Kn) = n − 1. Im
Zusammenhang mit dem Satz von Whitney konstruierten Chartrand und Harary [1] 1968
Beispiele von Graphen G mit σ(G) = p, λ(G) = q und δ(G) = r fu¨r beliebig vorgegebene
natu¨rliche Zahlen 0 < p ≤ q ≤ r.
Beispiel 14.1. Fu¨r den skizzierten Graphen G gilt σ(G) = 2, λ(G) = 3 und δ(G) = 4.
Dabei ist σ(G) = 2, aber vor allen Dingen λ(G) = 3 erst durch la¨ngeres “scharfes” Hinsehen
zu erkennen. Mit Hilfe einiger der folgenden Resultate werden wir diese beiden Gro¨ßen von
G nochmals bestimmen.
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Satz 14.2 (Chartrand, Harary [1] 1968). Ist G ein schlichter aber nicht vollsta¨ndiger
Graph, so gilt
σ(G) ≥ 2δ(G) + 2− n(G).
Beweis. Wir wa¨hlen eine Eckenmenge S ⊆ E(G) mit |S| = σ(G), so daß κ(G− S) ≥ 2 gilt.
Sind H1 und H2 zwei Komponenten von G− S, so gilt fu¨r xi ∈ E(Hi) (i = 1, 2)
N [xi, G] ⊆ E(Hi) ∪ S
und daher
2 + 2δ(G) ≤ |N [x1, G]|+ |N [x2, G]| ≤ n(G) + |S|.
Wegen |S| = σ(G) folgt daraus die Behauptung. ‖
Das folgende Beispiel wird uns zeigen, daß die Ungleichung in Satz 14.2 bestmo¨glich ist.
Beispiel 14.2. Es seien r und t zwei natu¨rliche Zahlen mit 1 ≤ r ≤ t. In dem Graphen
Kt+1−r ∪ Kr ∪ Kt+1−r verbinde man jeweils alle Ecken der beiden vollsta¨ndigen Graphen
Kt+1−r mit allen Ecken des vollsta¨ndigen Graphen Kr. Fu¨r den so konstruierten Graphen
H erha¨lt man dann n(H) = 2t + 2 − r, δ(H) = t und σ(H) = r, woraus sich unmittelbar
σ(H) = 2δ(H) + 2− n(H) ergibt.
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Folgerung 14.1. Ist s ≥ 0 eine ganze Zahl und G ein schlichter Graph, der die Bedingung
n(G) ≤ δ(G)+2+s erfu¨llt, so gilt σ(G) ≥ δ(G)−s. Der Spezialfall s = 0 liefert zusammen mit
dem Satz von Whitney die folgende Aussage. Ist G ein schlichter Graph mit n(G) ≤ δ(G)+2,
so gilt σ(G) = λ(G) = δ(G).
Bemerkung 14.3. Es seien G1 und G2 zwei disjunkte Multigraphen sowie x1, x2, . . . , xr ∈
E(G1) und y1, y2, . . . , yr ∈ E(G2) jeweils r verschiedene Ecken aus G1 und G2. Ist G die
Vereinigung der Graphen G1 und G2 zusammen mit den r neuen Kanten x1y1, x2y2, . . . , xryr,
so ist folgende Ungleichung leicht einzusehen:
σ(G) ≥ min{σ(G1), σ(G2), r}
Man gebe ein Beispiel mit σ(G) > min{σ(G1), σ(G2), r} an (man vgl. Aufgabe 14.2).
Aus Folgerung 14.1 und Bemerkung 14.3 ergibt sich fu¨r den Graphen G aus Beispiel 14.1
sofort σ(G) = 2.
Nun wenden wir uns dem Problem zu, hinreichende Bedingungen fu¨r λ = δ zu finden. Ein
erstes solches Ergebnis geht auf Chartrand zuru¨ck. Zum Beweis dieses Resultats verwenden
wir folgende einfache aber nu¨tzliche Charakterisierung des q-fachen Kantenzusammenhangs.
Satz 14.3 (Chartrand [1] 1966). Ein Multigraph G ist genau dann q-fach kantenzusam-
menha¨ngend, wenn fu¨r alle Teilmengen S ⊆ E(G) mit S 6= E(G), ∅ gilt:
mG(S, S) ≥ q
Beweis. Es sei G q-fach kantenzusammenha¨ngend. Ist q = 0, so gibt es nichts zu zeigen.
Daher sei nun q ≥ 1. Angenommen, es gibt eine Eckenmenge S in G mit S 6= E(G), ∅
und mG(S, S) = r < q. Entfernt man aus G die r Kanten zwischen S und S, so zerfa¨llt
der zusammenha¨ngende Graph G in verschiedene Komponenten, was einen Widerspruch zur
Voraussetzung bedeutet.
Nun gelte umgekehrt mG(S, S) ≥ q fu¨r alle S ⊆ E(G) mit S 6= E(G), ∅. Der Fall q = 0 ist
sofort klar. Sei also q ≥ 1. Angenommen, es existiert eine Kantenmenge K ′ mit |K ′| = r < q,
so daß G − K ′ aus mindestens zwei Komponenten besteht. Ist A die Eckenmenge einer
Komponente von G−K ′, so gilt A 6= E(G), ∅ und mG(A,A) ≤ r < q, was einen Widerspruch
zur Voraussetzung ergibt. ‖
Satz 14.4 (Chartrand [1] 1966). Ist G ein schlichter Graph der Ordnung n(G) ≤ 2δ(G)+
1, so gilt λ(G) = δ(G).
Beweis. Ist δ(G) = 0, so ist nichts zu beweisen. Im Fall δ(G) ≥ 1 wollen wir fu¨r jede echte
Teilmenge S 6= ∅ von E(G) die Ungleichung mG(S, S) ≥ δ(G) nachweisen. Es gelte o.B.d.A.
1 ≤ |S| ≤ 1
2
n(G), also 1 ≤ |S| ≤ δ(G). Da G schlicht ist, folgt 2|K(G[S])| ≤ |S|(|S| − 1),
woraus sich
mG(S, S) ≥ |S|δ(G)− |S|(|S| − 1) ≥ δ(G)|S| − δ(G)(|S| − 1) = δ(G)
ergibt. Mit den Sa¨tzen 14.1 und 14.3 erha¨lt man daraus das gewu¨nschte Resultat. ‖
Ein Analogon zu Bemerkung 14.3 ist
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Bemerkung 14.4. Es seien G1 und G2 zwei disjunkte Multigraphen. Ist G die Vereinigung
der Graphen G1 und G2 zusammen mit r neuen Kanten, die G1 mit G2 verbinden, so gilt
λ(G) ≥ min{λ(G1), λ(G2), r}.
Man gebe ein Beispiel mit λ(G) > min{λ(G1), λ(G2), r} an (man vgl. Aufgabe 14.3).
Aus dieser Bemerkung und Satz 14.4 ergibt sich fu¨r den Graphen G aus Beispiel 14.1
sofort λ(G) = 3.
Der Satz von Chartrand (Satz 14.4) wurde durch die folgenden interessanten Ergebnisse
verallgemeinert.
Satz 14.5 (Lesniak [1] 1974). Gilt fu¨r alle verschiedenen, nicht adjazenten Ecken x und y
eines schlichten Graphen G die Bedingung d(x,G)+ d(y,G) ≥ n(G)−1, so ist λ(G) = δ(G).
Satz 14.6 (Plesnik [1] 1975). Es sei G ein schlichter Graph. Ist G vom Durchmesser 1
oder 2, so gilt λ(G) = δ(G).
Satz 14.7 (Plesnik, Zna´m [1] 1989). Es sei G ein schlichter, zusammenha¨ngender Graph.
Gibt es in G keine vier Ecken a1, b1, a2, b2 mit
d(a1, a2), d(a1, b2), d(b1, a2), d(b1, b2) ≥ 3, (14.2)
so gilt λ = λ(G) = δ(G) = δ.
Bemerkung 14.5. Implizit befindet sich Satz 14.7 schon in einer Arbeit von Goldsmith [1]
aus dem Jahre 1981.
Folgende Implikationskette ist leicht einzusehen:
Satz 14.7 =⇒ Satz 14.6 =⇒ Satz 14.5 =⇒ Satz 14.4. (man vgl. Aufgabe 14.4).
Mit meinem Schu¨ler Prof. Dr. Peter Dankelmann habe ich ein Ergebnis bewiesen, das
Satz 14.7 als Spezialfall entha¨lt. Zur Herleitung dieses Resultats beno¨tigen wir folgende
Definition.
Definition 14.2. Ist G ein Graph und X, Y ⊆ E(G), so wird der Abstand zwischen X und
Y durch
d(X, Y ) = dG(X, Y ) = min{d(x, y)|x ∈ X, y ∈ Y }
definiert. Ein Paar X, Y ⊆ E(G) mit d(X, Y ) = p > 0 nennen wir p-abstandsmaximal,
wenn keine Eckenmengen A ⊇ X und B ⊇ Y mit A 6= X oder B 6= Y existieren, so daß
d(A,B) = p gilt.
Satz 14.8 (Dankelmann, Volkmann [1] 1995). Es seiG ein schlichter, zusammenha¨ngen-
der Graph. Erfu¨llen alle 3-abstandsmaximalen Eckenpaare X, Y ⊆ E(G) die Bedingung
δ(G[X ∪ Y ]) = 0, so gilt λ = λ(G) = δ(G) = δ.
Beweis. Im Fall n(G) = 1 gibt es nichts zu beweisen. Ist n(G) ≥ 2, so nehmen wir an, daß
λ < δ gilt. Dann existiert eine Kantenmenge K ′ ⊆ K(G) mit |K ′| = λ, so daß G −K ′ aus
genau zwei Komponenten G1 und G2 besteht. Wir setzen S = E(G1) und S = E(G2). Weiter
seien S1 ⊆ S und S1 ⊆ S diejenigen Eckenmengen, die mit den Kanten aus K ′ inzidieren
und S0 = S−S1 sowie S0 = S−S1 (man vgl. die Skizze). Es gilt natu¨rlich |S1|, |S1| ≤ λ < δ.
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S0 S1 S1 S0
K ′
qqq
1. Fall: Es gelte S0, S0 6= ∅. Nach Konstruktion betra¨gt der Abstand zwischen S0 und S0
mindestens 3. Nun wa¨hlen wir ein 3-abstandsmaximales Paar X, Y ⊆ E(G) mit S0 ⊆ X
und S0 ⊆ Y . Nach Voraussetzung entha¨lt dann G[X ] oder G[Y ] eine isolierte Ecke u. Sei
o.B.d.A. u ∈ X .
Ist u ∈ S0, so erhalten wir den Widerspruch δ ≤ |N(u,G)| ≤ |S1| ≤ λ.
Ist u ∈ S1, so erhalten wir den Widerspruch
δ ≤ d(u,G) = |N(u,G) ∩ S1|+ |N(u,G) ∩ S1|
≤ |N(u,G) ∩ S1|+
∑
x∈N(u,G)∩S1
|N(x,G) ∩ S1|
≤
∑
x∈S1
|N(x,G) ∩ S1| = λ < δ.
Ist u ∈ S1, so gilt wieder N(u,G) ⊆ S1∪S1, und man erha¨lt analog zum Fall u ∈ S1 einen
Widerspruch.
2. Fall: Ist o.B.d.A. S0 = ∅, so erha¨lt man analog zum Fall u ∈ S1 fu¨r eine beliebige Ecke
a ∈ S1 den Widerspruch δ ≤ d(a,G) ≤ λ < δ.
Daher liefert uns der Satz von Whitney die gewu¨nschte Aussage. ‖
Beweis von Satz 14.7. Ist X, Y ⊆ E(G) ein Paar 3-abstandsmaximaler Eckenmengen, so gilt
nach (14.2) die Bedingung δ(G[X ∪ Y ]) = 0, womit sich Satz 14.7 aus Satz 14.8 ergibt. ‖
Bemerkung 14.6. Die Voraussetzungen in den Sa¨tzen 14.4 bis 14.7 lassen nur Graphen
zu, deren Durchmesser ho¨chstens 4 betra¨gt. Die folgende Skizze zeigt einen Graphen von
beliebig großem Durchmesser, der die Bedingungen von Satz 14.8 erfu¨llt.
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Entsprechende Beispiele existieren auch fu¨r δ = λ ≥ 3 (man vgl. Aufgabe 14.5).
Nun kommen wir zu einem a¨ußerst attraktiven Resultat, das ich ku¨rzlich zusammen mit
Frau Dr. Angelika Hellwig entdeckt habe.
Satz 14.9 (Hellwig, Volkmann [8] 2008). Ist G ein schlichter Graph, so gilt
λ(G) = δ(G) oder λ(G) = δ(G).
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Beweis. Ist dm(G) ≤ 2 oder dm(G) ≤ 2, so folgt das gewu¨nschte Resultat unmittelbar aus
dem Satz von Plesnik (Satz 14.6). Daher sei nun dm(G) ≥ 3 und dm(G) ≥ 3, und wir
nehmen an, daß λ(G) ≤ δ(G)− 1 und λ(G) ≤ δ(G)− 1 gilt.
Wegen Satz 14.3 existiert eine Menge X ⊂ E(G) mit mG(X,E(G) −X) = λ(G). Setzen
wir Y = E(G) − X , so seien X1 ⊆ X und Y1 ⊆ Y diejenigen Eckenmengen, die mit den
Kanten inzidieren die in G von X nach Y gehen und X0 = X −X1 sowie Y0 = Y − Y1 (man
vgl. die Skizze). Es gilt natu¨rlich |X1|, |Y1| ≤ λ(G) ≤ δ(G) − 1 und daher |X0| ≥ 2 und
|Y0| ≥ 2 (man vgl. den Beweis von Satz 14.8).
G X0
XR
X1
X∗
YR
Y1
Y∗
Y0



HHHHHHH
G
X0
(= X∗)
⊆ X1
X1
Y0 Y 0
(= Y∗)
⊆ Y1
Y 1
X0
XR ∪ YR



HHHHHHH
Wegen Y0 6= ∅ folgt dG(x, a) ≤ 2 fu¨r alle x ∈ X0 und a ∈ E(G), und wegen X0 6= ∅ folgt
dG(y, b) ≤ 2 fu¨r alle y ∈ Y0 und b ∈ E(G). Ebenso erkennt man dG(a, b) ≤ 2 fu¨r a, b ∈ X1
und dG(a, b) ≤ 2 fu¨r a, b ∈ Y1.
Nun sei X ⊂ E(G) mit mG(X,E(G) − X) = λ(G). Setzen wir Y = E(G) − X , so seien
X1 ⊆ X und Y 1 ⊆ Y diejenigen Eckenmengen, die mit den Kanten inzidieren die in G von
X nach Y gehen und X0 = X −X1 sowie Y 0 = Y −Y 1 (man vgl. die Skizze). Es gilt wieder
|X0|, |Y 0| ≥ 2 und dG(X0, Y 0) ≥ 3.
Aus den Abscha¨tzungen u¨ber die Entfernungen in G ergibt sich zuna¨chst X0, Y 0 ⊆ X1∪Y1
und damit X0 ⊆ X1 und Y 0 ⊆ Y1 oder X0 ⊆ Y1 und Y 0 ⊆ X1. O.B.d.A. gelte X0 ⊆ X1 und
Y 0 ⊆ Y1. In G bezeichnen wir die Eckenmenge X0 mit X∗ und Y 0 mit Y∗, und wir setzen
XR = X1 \X∗ und YR = Y1 \ Y∗.
In G sind die Ecken aus X0 adjazent zu den Ecken aus Y und die Ecken aus Y0 adjazent
zu den Ecken aus X . Daher folgt Y0 ⊆ X1, X0 ⊆ Y 1 und XR ∪ YR ⊆ X1 ∪ Y 1.
Nun fassen wir einige der erzielten Beobachtungen zusammen.
(1) Ist x ∈ X∗ und y ∈ Y∗, so gilt xy ∈ K(G).
(2) Ist x ∈ X0 und y ∈ Y0, so gilt xy ∈ K(G).
(3) Aus (1) folgt λ(G) ≥ |X∗||Y∗|+max{|XR|, |YR|} ≥ |X∗||Y∗|+ |XR|+|YR|2 .
(4) Aus (2) folgt λ(G) ≥ |X0||Y0|+ |XR|+|YR|2 .
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(5) δ(G) ≤ |X| − 1 = |X0|+ |XR|+ |X∗| − 1
(6) δ(G) ≤ |Y | − 1 = |Y0|+ |YR|+ |Y∗| − 1
(7) δ(G) ≤ |X∗|+ |Y0|+ |XR|+|YR|2 − 1 oder δ(G) ≤ |Y∗|+ |X0|+ |XR|+|YR|2 − 1.
1. Fall: Es gelte δ(G) ≤ |X∗| + |Y0| + |XR|+|YR|2 − 1. Wegen λ(G) ≤ δ(G) − 1, liefern die
Ungleichungen (3) und (5)
|X∗||Y∗|+ |XR| ≤ λ(G) ≤ δ(G)− 1 ≤ |X0|+ |XR|+ |X∗| − 2
und daher
|X∗||Y∗| ≤ |X0|+ |X∗| − 2,
also
|X0| − 1 ≥ |X∗||Y∗| − |X∗|+ 1.
Verwenden wir (4), (7), |Y∗| ≥ 2 und |Y0| ≥ 2, so erreichen wir mit Hilfe der letzten Unglei-
chung den Widerspruch
λ(G) ≥ |X0||Y0|+ |XR|+ |YR|
2
= |Y0|+ |Y0|(|X0| − 1) + |XR|+ |YR|
2
− 1 + 1 + |X∗| − |X∗|
≥ δ(G) + |Y0|(|X0| − 1) + 1− |X∗|
≥ δ(G) + |Y0|(|X∗||Y∗| − |X∗|+ 1) + 1− |X∗|
= δ(G) + |X∗|(|Y0||Y∗| − |Y0| − 1) + 1 + |Y0|
≥ δ(G) + |X∗|(2|Y0| − |Y0| − 1) + 1 + |Y0|
= δ(G) + |X∗|(|Y0| − 1) + 1 + |Y0|
≥ δ(G) + |X∗|(2− 1) + 1 + |Y0|
> δ(G).
2. Fall: Es gelte δ(G) ≤ |Y∗| + |X0| + |XR|+|YR|2 − 1. Wegen λ(G) ≤ δ(G) − 1, liefern (3)
und (6)
|X∗||Y∗|+ |YR| ≤ λ(G) ≤ δ(G)− 1 ≤ |Y0|+ |YR|+ |Y∗| − 2
und daher
|X∗||Y∗| ≤ |Y0|+ |Y∗| − 2,
also
|Y0| − 1 ≥ |X∗||Y∗| − |Y∗|+ 1.
Aus (3), (7), |X∗| ≥ 2 und |X0| ≥ 2 erzielen wir mit Hilfe dieser Ungleichung analog zum 1.
Fall den Widerspruch
λ(G) ≥ |X0||Y0|+ |XR|+ |YR|
2
= |X0|+ |Y∗|+ |XR|+ |YR|
2
− 1− |Y∗|+ |X0|(|Y0| − 1) + 1
≥ δ(G) + |X0|(|Y0| − 1) + 1− |Y∗|
≥ δ(G) + |Y∗|(|X0||X∗| − |X0| − 1) + 1 + |X0|
> δ(G). ‖
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Weitere hinreichende Bedingungen fu¨r λ = δ oder σ = δ und entsprechende Resultate fu¨r
Digraphen findet man in den na¨chsten Abschnitten, dem U¨bersichtsartikel von Fa`brega und
Fiol [3] 2004, der Dissertation meiner Schu¨lerin Dr. Angelika Hellwig [1] 2005 und z.B. in den
Arbeiten von Goldsmith und White [1] 1978, Goldsmith und Entringer [1] 1979, Esfahanian
[1] 1985, Soneoka, Nakada, Imase und Peyrat [1] 1987, Fa`brega und Fiol [1] 1989 und [2]
1996, Fiol [1] 1992 und [2] 1993, Dankelmann, Volkmann [3] 2000, Fricke, Oellermann, Swart
[1] 2000, Balbuena, Carmona [1] 2001, Volkmann [15] 2003, [24, 28] sowie Hellwig, Volkmann
[1] 2003, [2] 2004, [3], [4] 2005.
14.2 Ecken- und Bogenzusammenhang in Digraphen
Definition 14.3. Ein schlichter Digraph der Ordnung n, in dem je zwei beliebige Ecken auf
einem 2-Kreis liegen heißt vollsta¨ndiger Digraph K∗n.
Definition 14.4. Ein nicht trivialer, stark zusammenha¨ngender MultidigraphD heißt q-fach
stark zusammenha¨ngend (q ∈ N), wenn |E(D)| ≥ q + 1 und D−E ′ fu¨r alle E ′ ⊆ E(D) mit
|E ′| ≤ q − 1 stark zusammenha¨ngend ist. Ist D q-fach stark zusammenha¨ngend, aber nicht
(q + 1)-fach stark zusammenha¨ngend, so heißt q = σ = σ(D) starke Zusammenhangszahl
von D. Ist D nicht stark zusammenha¨ngend, oder ist D der triviale Digraph, so heißt D
0-fach stark zusammenha¨ngend, und wir setzen σ(D) = 0.
Ein nicht trivialer, stark zusammenha¨ngender Multidigraph D heißt q-fach bogenzusam-
menha¨ngend (q ∈ N), wenn D − B′ fu¨r alle B′ ⊆ B(D) mit |B′| ≤ q − 1 stark zusam-
menha¨ngend ist. Ist D q-fach bogenzusammenha¨ngend, aber nicht (q + 1)-fach bogenzu-
sammenha¨ngend, so heißt q = λ = λ(D) Bogenzusammenhangszahl von D. Ist D nicht
stark zusammenha¨ngend, oder ist D der triviale Digraph, so heißt D 0-fach bogenzusam-
menha¨ngend, und wir setzen λ(D) = 0.
Bemerkung 14.7. i) Nach Definition 14.4 gilt fu¨r jeden Multidigraphen D, dass σ(D) ≤
n(D)− 1.
ii) Aus den Definitionen 14.3 und 14.4 erha¨lt man σ(K∗n) = δ(K
∗
n) = n− 1.
Definition 14.5. Ist D ein Multidigraph, und sind A und B zwei Teilmengen aus E(D), so
bedeute (A,B) = (A,B)D die Menge der Bogen aus D, die ihre Anfangsecke in A und ihre
Endecke in B besitzen. Weiter setzen wir mD(A,B) = m(A,B) = |(A,B)|.
Satz 14.10. Ein Multidigraph D ist genau dann q-fach bogenzusammenha¨ngend, wenn fu¨r
alle S ⊆ E(D) mit S 6= E(D), ∅ gilt:
mD(S, S) ≥ q
Beweis. Es sei D q-fach bogenzusammenha¨ngend. Ist q = 0, so gibt es nichts zu beweisen.
Daher sei nun q ≥ 1. Angenommen, es gibt eine Eckenmenge S in D mit S 6= E(D), ∅ und
mD(S, S) = r < q. Entfernt man aus D die r Bogen von S nach S, so ist der verbleibende
Digraph nicht mehr stark zusammenha¨ngend, was einen Widerspruch zur Voraussetzung
bedeutet.
Nun gelte umgekehrt mD(S, S) ≥ q fu¨r alle S ⊆ E(D) mit S 6= E(D), ∅. Ist q = 0, so
sind wir fertig. Sei also q ≥ 1. Angenommen, es existiert eine Bogenmenge B′ ⊆ B(D) mit
|B′| = r < q, so daß D′ = D−B′ nicht stark zusammenha¨ngend ist. Dann gibt es eine Ecke
a in D, so daß nicht alle Ecken in D′ von a aus erreichbar sind. Es sei S = S(a) diejenige
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Eckenmenge von E(D), die in D′ von a aus erreichbar ist. Insbesondere gilt a ∈ S und somit
S 6= E(D), ∅. Nach Voraussetzung ist
mD′(S, S) ≥ mD(S, S)− r ≥ q − r ≥ 1,
womit in D′ mindestens ein Bogen von S nach S existiert, was nach Definition von S aber
nicht mo¨glich ist. ‖
Definition 14.6. Ist x eine Ecke des Digraphen D, so wird der Eckengrad oder Grad von
x durch δ(D) = min{d+(x,D), d−(x,D)} definiert. Man nennt δ(D) = min{δ+(D), δ−(D)}
bzw. ∆(D) = max{∆+(D),∆−(D)} Minimalgrad bzw. Maximalgrad von D.
Analog zum Beweis des Satzes 14.1 von Whitney kann man ein entsprechendes Resultat
fu¨r Digraphen herleiten. In Anlehnung an den Beweis von Satz 14.8, wollen wir hier einen
etwas la¨ngeren aber dafu¨r durchsichtigeren Beweis vorstellen.
Satz 14.11 (Geller, Harary [1] 1971). Ist D ein Multidigraph, so gilt
σ(D) ≤ λ(D) ≤ δ(D). (14.3)
Beweis. Wir setzen σ(D) = σ, λ(D) = λ und δ(D) = δ. IstD nicht stark zusammenha¨ngend,
oder ist D der triviale Digraph, so gilt nach Definition 14.4 σ = λ = 0, womit (14.3) erfu¨llt
ist. Daher sei im folgenden D stark zusammenha¨ngend mit |E(D)| ≥ 2. Natu¨rlich gilt λ ≤ δ.
Um σ ≤ λ zu beweisen, ko¨nnen wir o.B.d.A. D als schlicht voraussetzen. Denn entfernt
man aus einem Digraphen alle parallelen Bogen, so bleibt die starke Zusammenhangszahl
unvera¨ndert, wa¨hrend die Bogenzusammenhangszahl kleiner werden kann.
Wegen Satz 14.10 existiert eine Menge S ⊂ E(D) mit m(S, S) = λ ≥ 1. Nun seien S1 ⊆ S
und S1 ⊆ S diejenigen Eckenmengen, die mit den Bogen aus (S, S) inzidieren und S0 = S−S1
sowie S0 = S − S1 (man vgl. die Skizze). Es gilt natu¨rlich |S1|, |S1| ≤ λ.
-
-
S0 S1 S1 S0
(S, S)
qqq
1. Fall: Es gelte S0 6= ∅ oder S0 6= ∅. Ist o.B.d.A. S0 6= ∅, so ist D − S1 nicht mehr stark
zusammenha¨ngend, also σ ≤ |S1| ≤ λ.
2. Fall: Es gelte S0 = S0 = ∅. Ist m(S, S) = |S1||S1|, so ergibt sich λ = m(S, S) =
|S1||S1| ≥ n− 1 ≥ σ. Ist m(S, S) 6= |S1||S1|, so fehlt ein Bogen uv von S1 nach S1. Dann ist
D −N+(u,D) nicht stark zusammenha¨ngend, und es folgt
σ ≤ |N+(u,D)| = |N+(u,D) ∩ S1|+ |N+(u,D) ∩ S1|
≤ |N+(u,D) ∩ S1|+
∑
x∈N+(u,D)∩S1
|N+(x,D) ∩ S1|
≤
∑
x∈S1
|N+(x,D) ∩ S1| = λ. ‖
Definition 14.7. Es sei G ein Multigraph. Ersetzt man in G jede Kante durch zwei entge-
gengesetzt gerichtete Bogen, so erha¨lt man einen eindeutig definierten Multidigraphen D(G).
D(G) heißt der dem Graphen G zugeordnete Digraph .
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Satz 14.12. Ist G ein Multigraph, so gilt:
i) Es gibt eine bijektive Zuordnung der Wege von G (mit Beru¨cksichtigung des Anfangs-
punktes gema¨ß Definition 1.9) zu den orientierten Wegen von D(G).
ii) σ(G) = σ(D(G)).
iii) λ(G) = λ(D(G)).
Beweis. i) Nach Definition von D(G) ist die Aussage klar.
ii) Fu¨r E ′ ⊆ E(G) = E(D(G)) ergibt sich σ(G) = σ(D(G)) aus der Tatsache, daß G−E ′
genau dann zusammenha¨ngend ist, wenn D(G)− E ′ stark zusammenha¨ngend ist.
iii) Ist G q-fach kantenzusammenha¨ngend, so gilt fu¨r alle S ⊆ E(G) mit S 6= E(G), ∅ nach
Satz 14.3 die Abscha¨tzung mG(S, S) ≥ q. Aus der Definition von D(G) folgt dann wegen
E(G) = E(D(G)) sofort mD(G)(S, S) ≥ q und daher zusammen mit Satz 14.10 der q-fache
Bogenzusammenhang von D(G). Analog zeigt man die umgekehrte Richtung, womit auch
iii) bewiesen ist. ‖
Bemerkung 14.8. Aus den Sa¨tzen 14.11 und 14.12 ergibt sich sofort Satz 14.1 von Whitney,
denn ist D(G) der dem Graphen G zugeordnete Digraph, so gilt σ(G) = σ(D(G)), λ(G) =
λ(D(G)) und δ(G) = δ(D(G)).
Definition 14.8. Ist D ein Digraph mit den Ecken x1, x2, . . . , xn, so heißt die Folge der
Eckengrade d(x1, D), d(x2, D), . . . , d(xn, D) Gradsequenz von D. Eine Folge d1, d2, . . . , dn
nicht negativer ganzer Zahlen nennt man auch Gradsequenz, wenn ein Digraph D existiert,
der diese Folge als Gradsequenz besitzt.
Satz 14.13 (Dankelmann, Volkmann [2] 1997). Es sei D ein schlichter Digraph der
Ordnung n mit der Gradsequenz d1 ≥ d2 ≥ . . . ≥ dn = δ(D) = δ und der Bogenzusammen-
hangszahl λ(D) = λ. Ist δ ≥ bn/2c oder ist δ ≤ bn/2c − 1 und
p∑
i=1
(di + dn+i−δ−1) ≥ p(n− 2) + 2δ − 1
fu¨r ein p mit 1 ≤ p ≤ δ, so gilt λ = δ.
Beweis. Angenommen, es gilt λ < δ. Dann existiert nach Satz 14.10 eine Eckenmenge X 6=
E(D), ∅ mit m(X,X) < δ.
Analog zum Beweis von Satz 14.4 (Chartrand) zeigen wir zuna¨chst, daß X und X min-
destens δ + 1 Ecken enthalten, und somit δ ≤ bn/2c − 1 gelten muß.
Entha¨lt o.B.d.A. X ho¨chstens δ Elemente, so ergibt sich der Widerspruch
|X|δ ≤
∑
x∈X
d+(x,D) ≤ |X|(|X| − 1) +m(X,X) < δ(|X| − 1) + δ = |X|δ.
Sind S ⊂ X und T ⊂ X zwei Mengen mit p Elementen fu¨r 1 ≤ p ≤ δ, so folgt∑
v∈S
d+(v,D) ≤ p(|X| − 1) + δ − 1,
∑
v∈T
d−(v,D) ≤ p(|X| − 1) + δ − 1.
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Daraus ergibt sich ∑
v∈S∪T
d(v,D) ≤ p(n− 2) + 2δ − 2.
Wa¨hlt man S und T so, daß S ∪ T die p Ecken ho¨chsten Grades aber nicht die δ + 1 − p
Ecken kleinsten Grades entha¨lt, so ergibt sich folgender Widespruch zur Voraussetzung:
p(n− 2) + 2δ − 2 ≥
∑
v∈S∪T
d(v,D) ≥
p∑
i=1
(di + dn+i−δ−1)
≥ p(n− 2) + 2δ − 1. ‖
Folgerung 14.2 (Xu [1] 1994). Sei D ein schlichter Digraph der Ordnung n, der Bogen-
zusammenhangszahl λ und vom Minimalgrad δ. Existieren bn/2c disjunkte Paare {vi, wi}
von Ecken mit
d(vi, D) + d(wi, D) ≥ n
fu¨r alle i = 1, 2, . . . , bn/2c, so gilt λ = δ.
Beweis. Ist δ ≥ bn/2c, so gilt λ = δ nach Satz 14.13. Ist δ ≤ bn/2c − 1, so wa¨hle man
von den bn/2c Paaren {vi, wi} diejenigen Paare {v′1, w′1}, {v′2, w′2}, . . . , {vδ,′w′δ} mit den δ
kleinsten Eckengraden aus. Daraus folgt
δ∑
i=1
(di + dn+i−δ−1) ≥
δ∑
i=1
(d(v′i, D) + d(w
′
i, D)) ≥ δn > δ(n− 2) + 2δ − 1.
Nun liefert Satz 14.13 mit p = δ das gewu¨nschte Ergebnis. ‖
Folgerung 14.3 (Dankelmann, Volkmann [2] 1997). Es sei G ein schlichter Graph mit
der Gradsequenz d1 ≥ d2 ≥ . . . ≥ dn = δ und λ(G) = λ. Ist δ ≥ bn/2c oder ist δ ≤ bn/2c−1
und
p∑
i=1
(di + dn+i−δ−1) ≥ p(n− 2) + 2δ − 1
fu¨r ein p mit 1 ≤ p ≤ δ, so gilt λ = δ.
Beweis. Ist D(G) der dem Graphen G zugeordnete Digraph, so stimmen die Gradsequenzen
von G und D(G) u¨berein, und nach Satz 14.12 gilt λ(G) = λ(D(G)). Damit liefert Satz 14.13
das Ergebnis. ‖
Folgerung 14.4 (Bolloba´s [1] 1979). Sei G ein schlichter Graph der Ordnung n mit der
Gradsequenz d1 ≥ d2 ≥ . . . ≥ dn = δ und λ(G) = λ. Erfu¨llt jede natu¨rliche Zahl q mit
q ≤ min{n/2− 1, δ} die Ungleichung
q∑
i=1
(di + dn−i) ≥ qn− 1,
so gilt λ = δ.
Das na¨chste Beispiel zeigt, daß Folgerung 14.13 und Satz 14.13 bestmo¨glich sind.
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Beispiel 14.3. Seien H1 und H2 zwei Kopien des vollsta¨ndigen Graphen Kt mit t ≥ 3 und
E(H1) = {x1, x2, . . . , xt} sowie E(H2) = {y1, y2, . . . , yt}. Nun bestehe G aus der Vereinigung
von H1 und H2 sowie den Kanten x1y1, x1y2, . . . , x1yt−2.
Dann gilt n(G) = n = 2t, δ(G) = δ = t− 1 = n/2− 1, λ(G) = t− 2 und
δ∑
i=1
(di + dn+i−δ−1) = 2t(t− 1)− 2 = δ(n− 2) + 2δ − 2.
Nun wollen wir nachweisen, daß Satz 14.8 fu¨r Digraphen erhalten bleibt. Zur Herleitung
dieses Reslutates beno¨tigen wir folgende Definition.
Definition 14.9. Ist D ein Digraph und X, Y ⊆ E(D), so wird der Abstand von X nach Y
durch
d(X, Y ) = dD(X, Y ) = min{dD(x, y)|x ∈ X, y ∈ Y }
definiert. Ein Paar X, Y ⊆ E(D) mit dD(X, Y ) = p > 0 nennen wir p-abstandsmaximal,
wenn keine Eckenmengen A ⊇ X und B ⊇ Y mit A 6= X oder B 6= Y existieren, so daß
dD(A,B) = p gilt.
Satz 14.14 (Hellwig, Volkmann [1] 2003). Es sei D ein schlichter, stark zusammen-
ha¨ngender Digraph. Wenn fu¨r alle 3-abstandsmaximalen Eckenpaare X, Y ⊆ E(D) der in-
duzierte Digraph D[X ∪ Y ] eine isolierte Ecke entha¨lt, so gilt λ = λ(D) = δ(D) = δ.
Beweis. Im Fall n(D) = 1 gibt es nichts zu beweisen. Ist n(D) ≥ 2, so nehmen wir an, daß
λ < δ gilt. Wegen Satz 14.10 existiert eine Menge S ⊂ E(D) mit m(S, S) = λ ≥ 1. Nun
seien S1 ⊆ S und S1 ⊆ S diejenigen Eckenmengen, die mit den Bogen aus (S, S) inzidieren
und S0 = S−S1 sowie S0 = S−S1 (man vgl. die Skizze). Es gilt natu¨rlich |S1|, |S1| ≤ λ < δ.
-
-
S0 S1 S1 S0
(S, S)
qqq
1. Fall: Es gelte S0, S0 6= ∅. Nach Konstruktion betra¨gt der Abstand von S0 nach S0
mindestens 3. Nun wa¨hlen wir ein 3-abstandsmaximales Paar X, Y ⊂ E(D) mit S0 ⊆ X und
S0 ⊆ Y . Nach Voraussetzung entha¨lt D[X ∪ Y ] eine isolierte Ecke u.
Ist u ∈ S0, so erhalten wir den Widerspruch δ ≤ |N+(u,D)| ≤ |S1| < δ.
Ist u ∈ S1, so erhalten wir den Widerspruch
δ ≤ |N+(u,D)| = |N+(u,D) ∩ S1|+ |N+(u,D) ∩ S1|
≤ |N+(u,D) ∩ S1|+
∑
x∈N+(u,D)∩S1
|N+(x,D) ∩ S1|
≤
∑
x∈S1
|N+(x,D) ∩ S1| = λ < δ.
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Ist u ∈ S1, so erhalten wir den Widerspruch
δ ≤ |N−(u,D)| = |N−(u,D) ∩ S1|+ |N−(u,D) ∩ S1|
≤ |N−(u,D) ∩ S1|+
∑
x∈N−(u,D)∩S1
|N−(x,D) ∩ S1|
≤
∑
x∈S1
|N−(x,D) ∩ S1| = λ < δ.
Ist u ∈ S0, so erhalten wir den Widerspruch δ ≤ |N−(u,D)| ≤ |S1| < δ.
2. Fall: Es gelte S0 = ∅ oder S0 = ∅. Ist S0 = ∅, so erha¨lt man analog zum Fall u ∈ S1
fu¨r eine beliebige Ecke a ∈ S1 = S den Widerspruch δ ≤ |N+(a,D)| ≤ λ < δ. Ist S0 = ∅,
so erha¨lt man analog zum Fall u ∈ S1 fu¨r eine beliebige Ecke a ∈ S1 = S den Widerspruch
δ ≤ |N−(a,D)| ≤ λ < δ. ‖
Betrachtet man wieder den zugeordneten Digraphen G(D), so erkennt man, daß Satz 14.8
sofort aus den Sa¨tzen 14.12 und 14.14 folgt. Daru¨ber hinaus ergibt sich aus Satz 14.14 auch
ein a¨lteres Ergebnis von Jolivet [1], das den Satz 14.6 von Plesnik umfaßt.
Folgerung 14.5 (Jolivet [1] 1972). Ist D ein schlichter und stark zusammenha¨ngender
Digraph vom Durchmesser dm(D) ≤ 2, so gilt λ(D) = δ(D).
Satz 14.15 (Hellwig, Volkmann [7] 2006). Es sei D ein schlichter Digraph der Ordnung
n ≥ 4 mit starker Zusammenhangszahl σ und Gradsequenz d1 ≥ d2 ≥ . . . ≥ dn = δ. Ist
σ ≤ δ − p fu¨r eine ganze Zahl p mit 1 ≤ p ≤ δ, so gilt
σ ≥ 1
p+ 1
(
2p+1∑
i=0
dn−i
)
+ 2− n. (14.4)
Beweis. Wegen der Voraussetzung σ ≤ δ − 1 ist D nicht vollsta¨ndig. Daher existiert eine
Eckenmenge S mit |S| = σ, so daß D − S nicht mehr stark zusammenha¨ngend ist. Nach
Satz 1.27 gibt es mindestens eine starke Zusammenhangskomponente D∗ von D−S, so daß es
keinen Bogen vonD∗ nachD−(E(D∗)∪S) gibt. Nun seiX = E(D∗) und Y = E(D−(X∪S)).
Zuna¨chst zeigen wir, daß X und Y aus mindestens p + 1 Ecken bestehen. Angenommen,
es gilt |X| ≤ p. Da es keinen Bogen von X nach Y gibt, folgt fu¨r jede Ecke v aus X
δ ≤ d+(v) ≤ |X| − 1 + |S| ≤ p− 1 + σ
und damit σ ≥ δ − p + 1. Dies ist ein Widerspruch zur Voraussetzung σ ≤ δ − p. Ebenso
zeigt man |Y | ≥ p+ 1.
Wa¨hlt man U ⊆ X und W ⊆ Y mit |U | = |W | = p+ 1, so erha¨lt man
∑
u∈U
d+(u) ≤ (p+ 1)(|X| − 1 + |S|),
∑
w∈W
d−(w) ≤ (p+ 1)(|Y | − 1 + |S|).
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Daraus folgt
2p+1∑
i=0
dn−i ≤
∑
v∈U∪W
d(v) ≤
∑
v∈U
d+(v) +
∑
v∈W
d−(v)
≤ (p+ 1)(|X|+ |Y |) + 2(p+ 1)|S| − 2(p+ 1)
= (p+ 1)(n− |S|) + 2(p+ 1)|S| − 2(p+ 1)
= (p+ 1)n+ (p+ 1)σ − 2(p+ 1).
Dies fu¨hrt nun unmittelbar zu (14.4) und damit ist Satz 14.15 bewiesen. ‖
Natu¨rlich folgt daraus sofort die Graphenversion von Satz 14.15, die wir hier nicht formu-
lieren wollen. Außerdem ergibt sich aus Satz 14.15 die Digraphenversion von Satz 14.2.
Folgerung 14.6 (Geller, Harary [1] 1971). Ist D ein schlichter nicht vollsta¨ndiger Di-
graph, so gilt
σ(D) ≥ 2δ(D) + 2− n(D). (14.5)
Beweis. Fu¨r n = n(D) ≤ 3 ist (14.5) natu¨rlich richtig. Sei nun n ≥ 4, δ = δ(D) und
σ = σ(D). Da D nicht vollsta¨ndig ist, gilt dn = δ ≤ n − 2. Ist σ = δ, so ergibt sich daraus
sofort (14.5). Ist σ ≤ δ − 1, so folgt aus (14.4) fu¨r p = 1
σ ≥ dn + dn−1 + dn−2 + dn−3
2
+ 2− n ≥ 4δ
2
+ 2− n = 2δ + 2− n. ‖
Weitere Ergebnisse dieser Art findet der Leser im Abschnitt 14.4 und in dem U¨bersichts-
artikel ”Maximally edge-connected and vertex-connected graphs and digraphs: A survey”
von Hellwig und Volkmann [9] aus dem Jahre 2008.
Der im Kapitel 1 bewiesene Satz von Robbins [1] (Satz 1.26) folgt induktiv aus dem
na¨chsten Resultat, das sich mit sogenannten gemischten Graphen bescha¨ftigt, die wir in der
folgenden Definition kurz erkla¨ren werden.
Definition 14.10. Ein gemischter Graph Q = (E(Q), K(Q)) besteht aus einer Eckenmenge
E(Q) und einer Menge von Kanten oder Bogen K(Q).
W = (a0, k1, a1, k2, a2, . . . , ai−1, ki, ai, . . . , ks, as)
heißt orientierter Weg von Q, wenn die Ecken ai paarweise verschieden sind, und ki eine
Kante oder ein Bogen von ai−1 nach ai ist. Q heißt stark zusammenha¨ngend, wenn fu¨r je
zwei Ecken a, b ein orientierter Weg von a nach b und von b nach a existiert.
Satz 14.16 (Boesch, Tindell [1] 1980). Es sei Q ein stark zusammenha¨ngender gemisch-
ter Graph ohne Schlingen und k eine Kante von Q. Die Kante k kann genau dann so orientiert
werden, daß der daraus neu entstehende gemischte Graph wieder stark zusammenha¨ngend
ist, wenn k keine Bru¨cke des untergeordneten Graphen G von Q ist.
Beweis. Die angegebene Bedingung ist offensichtlich notwendig. Fu¨r die Umkehrung nehmen
wir an, daß keine Orientierung von k = ab zu einem stark zusammenha¨ngenden gemischten
Graphen fu¨hrt. Dann bleibt zu zeigen, daß k eine Bru¨cke von G ist.
Setzt man H = Q − k, so gibt es wegen unserer Annahme in H keinen orientierten Weg
von a nach b und keinen orientierten Weg von b nach a. Ist S = S(a) diejenige Eckenmenge
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von E(Q), die man in H durch einen orientierten Weg von a aus erreichen kann, so gibt es
in H fu¨r alle x ∈ S auch einen orientierten Weg von x nach a. Denn nach Voraussetzung
existiert in Q ein orientierter Weg von x nach a. Wu¨rde k zu diesem Weg geho¨ren, so ga¨be
es in H einen orientierten Weg von a u¨ber x nach b, im Widerspruch zur obigen Aussage.
Wegen b ∈ S ist S 6= ∅, und zu jeder Ecke y aus S existiert in H ein orientierter Weg von
b nach y. Denn in Q gibt es einen orientierten Weg von b nach y. Dieser Weg kann die Kante
k nicht enthalten, weil sonst y ∈ S gelten wu¨rde.
Nach diesen U¨berlegungen zeigen wir, daß k die einzige Kante des untergeordneten Gra-
phen G ist, die von S nach S geht.
Denn nach Definition von S kann es in H keine Kante und keinen Bogen von S nach S
geben. Wu¨rde in H ein Bogen von S nach S existieren, so ga¨be es in H auch einen Weg von
b nach a, was aber nicht mo¨glich ist. ‖
Im Jahre 1960 gab Nash-Williams folgende tiefliegende Verallgemeinerung des Satzes von
Robbins.
Satz 14.17 (Nash-Williams [1] 1960). Ist G ein 2p-fach kantenzusammenha¨ngender
Multigraph (p ∈ N), so besitzt G eine p-fach bogenzusammenha¨ngende Orientierung.
Fu¨r eine weitere Verallgemeinerung dieses Resultats vgl. man Mader [4] 1978. Da der
Beweis des Satzes von Nash-Williams sehr lang und kompliziert ist, begnu¨gen wir uns hier
mit dem Beweis eines kleinen Spezialfalles, der uns gleichzeitig eine Methode liefert, eine
solche Orientierung zu konstruieren.
Satz 14.18. Es seien q, s ∈ N mit s − 1 ≤ q
2
. Ist G ein q-fach kantenzusammenha¨ngender
Multigraph mit 2s Ecken ungeraden Grades, so besitzt G eine (b q
2
c + 1 − s)-fach bogenzu-
sammenha¨ngende Orientierung.
Beweis. Verbindet man 2(s−1) Ecken ungeraden Grades paarweise durch s−1 neue Kanten,
so entsteht ein semi-Eulerscher Multigraph H . Es sei (a0, k1, a1, . . . , km, am) ein Eulerscher
Kantenzug von H . Gibt man jeder Kante ki die Orientierung k˜i = (ai−1, ai) fu¨r 1 ≤ i ≤ m,
so erhalten wir eine Orientierung R von H . Ist S ⊆ E(G) mit S 6= E(G), ∅, so gilt nach
Voraussetzung und Satz 14.3
mH(S, S) ≥ mG(S, S) = r ≥ q.
Ist nun (a0, k˜1, a1, . . . , k˜m, am) der entsprechende orientierte Eulersche Kantenzug von R, so
erkennt man, daß die Anzahl der Bogen von S nach S und S nach S sich maximal um 1
unterscheiden kann. Daraus ergibt sich sofort
mR(S, S) ≥
⌊
r
2
⌋
≥
⌊
q
2
⌋
.
Entfernt man aus R die s − 1 Bogen, die den s − 1 hinzugefu¨gten Kanten entsprechen, so
erha¨lt man eine Orientierung D von G mit
mD(S, S) ≥ mR(S, S)− (s− 1) ≥
⌊
q
2
⌋
+1− s ≥ 0,
womit die Orientierung D von G nach Satz 14.10 (b q
2
c+1−s)-fach bogenzusammenha¨ngend
ist. ‖
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Setzt man in Satz 14.18 q = 2p und s = 1, so erha¨lt man den angeku¨ndigten Spezialfall
des Satzes von Nash-Williams.
Folgerung 14.7. Es sei G ein 2p-fach kantenzusammenha¨ngender und semi-Eulerscher Mul-
tigraph. Dann besitzt G eine p-fach bogenzusammenha¨ngende Orientierung D.
Beispiel 14.4. Gegeben sei der skizzierte schlichte, semi-Eulersche Graph G mit δ(G) = 4.
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Die angegebene Eckenfa¨rbung zeigt, daß χ(G) = 3 gilt, womit der Graph 3-partit ist. Nach
Folgerung 14.11 (siehe Abschnitt 14.4) ist G dann 4-fach kantenzusammenha¨ngend. Wegen
Folgerung 14.7 besitzt G eine 2-fach bogenzusammenha¨ngende Orientierung D. Eine solche
Orientierung ergibt sich unmittelbar aus einem Eulerschen Kantenzug von G.
14.3 Die Mengerschen Sa¨tze
Definition 14.11. Es sei D ein schlichter Digraph und a, b zwei verschiedene Ecken von D.
Zwei orientierte Wege von a nach b heißen kreuzungsfrei in D, falls sie außer a und b keine
weitere gemeinsame Ecke besitzen. Liegen p orientierte Wege (p ≥ 3) von a nach b vor, so
heißen diese kreuzungsfrei, wenn sie paarweise kreuzungsfrei sind.
Geho¨rt der Bogen (a, b) nicht zu D, so heißt b von a aus q-fach erreichbar in D (q ∈ N),
wenn fu¨r alle S ⊆ E(D)− {a, b} mit |S| ≤ q − 1 die Ecke b in D − S von a aus erreichbar
ist. Gibt es in D keinen orientierten Weg von a nach b, so ist b von a aus 0-fach erreichbar.
Von den folgenden 8 Sa¨tzen wurden Satz 14.20 von Menger [1] 1927 und Satz 14.22 von
Whitney [2] 1932 publiziert. Wegen der A¨hnlichkeit und Verwandtheit dieser Sa¨tze, und
da Menger als erster ein solches Resultat vero¨ffentlicht hat, nennt man heute alle diese
Ergebnisse “Mengersche Sa¨tze”.
Satz 14.19. Es sei D ein schlichter Digraph und a, b zwei verschiedene Ecken von D, die
durch keinen Bogen (a, b) verbunden sind. Die Ecke b ist genau dann von a aus q-fach
erreichbar in D, wenn es q kreuzungsfreie orientierte Wege von a nach b in D gibt.
Beweis (McCuaig [1] 1984). Gibt es q kreuzungsfreie orientierte Wege von a nach b, so ist b
von a aus q-fach erreichbar. Denn entfernt man aus D eine Eckenmenge S ⊆ E(D)− {a, b}
mit |S| ≤ q − 1, so bleibt mindestens einer der q kreuzungsfreien orientierten Wege von a
nach b erhalten.
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Die Umkehrung beweisen wir durch vollsta¨ndige Induktion nach q, wobei die Aussage fu¨r
q = 0, 1 sofort ersichtlich ist.
Ist b von a aus (q+1)-fach erreichbar, so existieren nach Induktionsvoraussetzung q kreu-
zungsfreie orientierte Wege P1, P2, . . . , Pq von a nach b in D. Es sei A die Menge der Ecken,
die auf den q Wegen P1, P2, . . . , Pq der Ecke a unmittelbar folgen. Dann ist |A| = q, und da es
keinen Bogen (a, b) gibt, ist b ∈ E(D)−A, und die Ecke b ist in D−A von a aus erreichbar.
Es sei P ein orientierter Weg von a nach b in D − A und x 6= a die erste Ecke von P , die
auch auf einem Weg Pi liegt (1 ≤ i ≤ q). Mit Pq+1 bezeichnen wir den (a, x)-Abschnitt des
orientierten Weges P .
Nun seien P1, P2, . . . , Pq, P so gewa¨hlt, daß der Abstand von x nach b in D − a minimal
ist. Ist x = b, so sind wir fertig. Also nehmen wir an, daß x 6= b gilt.
In D − x ist b von a aus q-fach erreichbar, womit nach Induktionsvoraussetzung q kreu-
zungsfreie orientierte Wege W1,W2, . . . ,Wq von a nach b in D−x existieren. Wir wa¨hlen die
orientierten Wege W1,W2, . . . ,Wq so, daß der folgende Ausdruck minimal wird.∣∣∣∣
( q⋃
i=1
B(Wi)
)
∩
(
B(D)−
q+1⋃
i=1
B(Pi)
)∣∣∣∣
Der Digraph Q bestehe aus allen Ecken und Bogen von W1,W2, . . . ,Wq und der Ecke x. Nun
wa¨hlen wir einen orientierten Weg Pj (1 ≤ j ≤ q + 1), dessen erster Bogen nicht zu B(Q)
geho¨rt, und es sei y 6= a die erste Ecke von Pj, die zu E(Q) geho¨rt. Ist y = b, so sind wir
fertig. Annahme, y 6= b. Im folgenden werden wir zeigen, daß dieser Fall nicht eintreten kann.
Ist y = x, so sei V der ku¨rzeste orientierte Weg von x nach b in D − a und z die erste
Ecke von V auf einem orientierten Weg Wi. Dann ist aber in D − a der Abstand von z zu
b geringer als der Abstand von x zu b, womit wir einen Widerspruch zur Wahl der Wege
P1, P2, . . . , Pq, P erzeugt haben.
Ist y ∈ E(Wr) fu¨r ein 1 ≤ r ≤ q, so liegt auf dem (a, y)-Abschnitt von Wr ein Bo-
gen, der zu keinem P1, P2, . . . , Pq+1 geho¨rt, denn sonst ha¨tten zwei orientierte Wege aus
{P1, P2, . . . , Pq+1} die Ecke y gemeinsam, die nicht zu der Menge {a, b, x} geho¨rt. Ersetzen
wir den (a, y)-Abschnitt von Wr durch den (a, y)-Abschnitt von Pj, so erhalten wir einen
Widerspruch zur Wahl der Wege W1,W2, . . . ,Wq. ‖
Definition 14.12. Es sei G ein schlichter Graph und a, b zwei verschiedene Ecken aus G.
Zwei Wege von a nach b heißen kreuzungsfrei in G, falls sie außer a und b keine weite-
re gemeinsame Ecke besitzen. Liegen p Wege (p ≥ 3) von a nach b vor, so heißen diese
kreuzungsfrei, wenn sie paarweise kreuzungsfrei sind.
Sind a, b nicht adjazent, so heißen a und b q-fach zusammenha¨ngend in G (q ∈ N), wenn
fu¨r alle S ⊆ E(G)− {a, b} mit |S| ≤ q − 1 ein Weg von a nach b in G− S existiert. Gibt es
in G keinen Weg von a nach b, so sind die beiden Ecken 0-fach zusammenha¨ngend in G.
Mit Hilfe der Sa¨tze 14.12 und 14.19 ko¨nnen wir leicht die ungerichtete Version des Men-
gerschen Satzes 14.19 beweisen.
Satz 14.20. Es sei G ein schlichter Graph und a, b zwei verschiedene, nicht adjazente Ecken
von G. Die Ecken a und b sind genau dann q-fach zusammenha¨ngend in G, wenn es q
kreuzungsfreie Wege von a nach b in G gibt.
Beweis. Gibt es q kreuzungsfreie Wege von a nach b, so sind a und b natu¨rlich q-fach zu-
sammenha¨ngend.
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Sind umgekehrt die Ecken a und b in G q-fach zusammenha¨ngend, so sei D(G) der dem
Graphen G zugeordnete Digraph. Da a und b in G nicht adjazent sind, gibt es in D(G)
keinen Bogen (a, b) und keinen Bogen (b, a). Wegen Satz 14.12 ist die Ecke b in D(G) von
a aus q-fach erreichbar. Damit existieren nach Satz 14.19 q kreuzungsfreie, orientierte Wege
von a nach b in D(G) und daher wieder nach Satz 14.12 q kreuzungsfreie Wege von a nach
b in G. ‖
Satz 14.21. Es sei q ∈ N und D ein schlichter Digraph der Ordnung |E(D)| ≥ q + 1. D ist
genau dann q-fach stark zusammenha¨ngend, wenn zwischen je zwei Ecken q kreuzungsfreie
orientierte Wege existieren.
Beweis. Zuna¨chst gebe es zwischen je zwei Ecken mindestens q kreuzungsfreie orientierte We-
ge. Angenommen, D ist nicht q-fach stark zusammenha¨ngend. Wegen |E(D)| ≥ q+1 existiert
dann eine Menge S ⊆ E(D) mit |S| ≤ q − 1, so daß D − S nicht stark zusammenha¨ngend
ist. Damit gibt es in D − S zwei Ecken a und b, so daß in D − S kein orientierter Weg von
a nach b existiert. Das widerspricht aber der Tatsache, daß es mindestens q kreuzungsfreie,
orientierte Wege von a nach b in D gibt.
Nun sei umgekehrt D q-fach stark zusammenha¨ngend. Angenommen, es gibt zwei Ecken
a und b in D, so daß von a nach b maximal p < q kreuzungsfreie, orientierte Wege in D
existieren.
Gibt es in D keinen Bogen (a, b), so ist nach Satz 14.19 die Ecke b von a aus ho¨chstens
p-fach in D erreichbar, womit eine Menge S ⊆ E(D) − {a, b} mit |S| ≤ p < q existiert, so
daß die Ecke b in D − S von a aus nicht mehr erreichbar ist. Das ergibt einen Widerspruch
zur Voraussetzung, daß D q-fach stark zusammenha¨ngend ist.
Existiert ein Bogen k = (a, b), so gibt es in D−k ho¨chstens p−1 kreuzungsfreie, orientierte
Wege von a nach b. Nach Satz 14.19 existiert eine Menge S ⊆ E(D)−{a, b} mit |S| ≤ p−1,
so daß die Ecke b in D′ = (D − k) − S von a aus nicht mehr erreichbar ist. Nun bedeute
M+(a) die Menge aller Ecken von D′, die in D′ von a aus erreichbar sind (insbesondere ist
a ∈M+(a)), und R = (E(D′)−M+(a))− {b}.
Ist R 6= ∅ und u ∈ R, so ist in D′−b = D−(S∪{b}) die Ecke u von a aus nicht erreichbar,
womit wir einen Widerspruch zum q-fachen starken Zusammenhang von D erzielt haben.
Ist R = ∅, so existiert eine Ecke v ∈ M+(a) mit v 6= a. Denn anderenfalls wu¨rde nach
Definition von R gelten: E(D′) = {a, b}, im Widerspruch zu |E(D)| ≥ q + 1. Daher ist in
D′− a = D− (S ∪{a}) die Ecke b von v aus nicht erreichbar, womit wir auch in diesem Fall
einen Widerspruch zum q-fachen starken Zusammenhang von D gefunden haben. ‖
Aus den Sa¨tzen 14.12 und 14.21 folgt leicht die ungerichtete Form von Satz 14.21.
Satz 14.22. Es sei q ∈ N und G ein schlichter Graph der Ordnung |E(G)| ≥ q + 1. G ist
genau dann q-fach zusammenha¨ngend, wenn zwischen je zwei Ecken q kreuzungsfreie Wege
existieren.
Beweis. Gibt es zwischen je zwei Ecken q kreuzungsfreie Wege, so ist G q-fach zusam-
menha¨ngend (man vgl. den Beweis von Satz 14.21).
Ist umgekehrt G q-fach zusammenha¨ngend, so sei D(G) der dem Graphen G zugeordnete
Digraph. Nach Satz 14.12 ist D(G) q-fach stark zusammenha¨ngend. Damit gibt es nach
Satz 14.21 zwischen je zwei Ecken q kreuzungsfreie, orientierte Wege in D(G) und daher
wieder nach Satz 14.12 q kreuzungsfreie Wege in G. ‖
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Mit analogen U¨berlegungen lassen sich diejenigen Mengerschen Sa¨tze beweisen, die den
mehrfachen Bogen- bzw. Kantenzusammenhang charakterisieren.
Satz 14.23. Es sei D ein schlichter Digraph und a, b zwei verschiedene Ecken von D. Es
gibt genau dann q bogendisjunkte, orientierte Wege (q ∈ N) von a nach b in D, wenn es fu¨r
alle B′ ⊆ B(D) mit |B′| ≤ q − 1 einen orientierten Weg von a nach b in D −B′ gibt.
Satz 14.24. Es sei G ein schlichter Graph und a, b zwei verschiedene Ecken von G. Es gibt
genau dann q kantendisjunkte Wege (q ∈ N) von a nach b in D, wenn es fu¨r alle K ′ ⊆ K(G)
mit |K ′| ≤ q − 1 einen Weg von a nach b in G−K ′ gibt.
Satz 14.25. Ein schlichter Digraph D ist genau dann q-fach bogenzusammenha¨ngend (q ∈
N), wenn fu¨r je zwei verschiedene Ecken x und y mindestens q bogendisjunkte orientierte
Wege von x nach y und auch von y nach x existieren.
Satz 14.26. Ein schlichter GraphG ist genau dann q-fach kantenzusammenha¨ngend (q ∈ N),
wenn zwischen je zwei Ecken q kantendisjunkte Wege existieren.
Wa¨hrend wir hier direkte Beweise der Mengerschen Sa¨tze vorgestellt haben, findet man
im Abschnitt 15.3 u¨ber Anwendungen der Netzwerktheorie alternative Beweise. Insbesondere
wird Satz 14.23 dort exakt bewiesen.
Diejenigen Leser, die an Erweiterungen, Verallgemeinerungen und Anwendungen der Men-
gerschen Sa¨tze und an Problemen des mehrfachen Zusammenhangs interessiert sind, seien
auf den U¨bersichtsartikel von Mader [5] aus dem Jahre 1979 und z.B. auf die Arbeiten von
Aharoni [1] 1987, Mader [6] 1986, Mader [7] 1988 und Mader [9] 1989 verwiesen.
14.4 Anwendungen der Mengerschen Sa¨tze
Wir beginnen mit einem schnellen Beweis von Satz 8.4, daß in einem zweifach zusam-
menha¨ngenden schlichten Graphen G je zwei Ecken auf einem gemeinsamen Kreis liegen.
Sind x und y zwei Ecken aus G, so gibt es nach Satz 14.22 zwei kreuzungsfreie Wege
zwischen x und y, die zusammen einen Kreis durch x und y bilden.
Als na¨chstes beweisen wir nochmals die Sa¨tze 9.3 und 6.7.
Satz (Satz 9.3 (Ko˝nig, [2] 1931)). Ist G ein bipartiter Graph, so gilt β(G) = α0(G).
Beweis. Es gilt natu¨rlich α0(G) ≤ β(G). Fu¨r die umgekehrte Ungleichung sei G o.B.d.A.
schlicht und A,B eine Bipartition von G. Zu G fu¨gen wir zwei neue Ecken a, b hinzu und
verbinden a mit allen Ecken aus A und b mit allen Ecken aus B durch neue Kanten. Es
ist leicht zu sehen, daß in diesem neuen schlichten Graphen H genau α0(G) kreuzungsfreie
Wege zwischen a und b existieren. Daher gibt es nach Satz 14.20 eine Menge E ′ ⊆ E(G) mit
|E ′| = α0(G), so daß es in H − E ′ keinen Weg zwischen a und b gibt. Das bedeutet aber,
daß jede Kante aus G mit einer Ecke aus E ′ inzidiert, womit β(G) ≤ |E ′| = α0(G) ist. ‖
Satz (Satz 6.7 (Ko˝nig, Hall; Ko˝nig [2] 1931, Hall[1] 1935)). Es sei G ein bipartiter
Graph mit der Bipartition A,B. Es gibt genau dann ein MatchingM inGmit E(M)∩A = A,
wenn |S| ≤ |N(S,G)| fu¨r alle S ⊆ A gilt.
Beweis. Existiert ein Matching M mit E(M) ∩A = A, so gilt natu¨rlich |S| ≤ |N(S,G)| fu¨r
alle S ⊆ A.
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Nun gelte umgekehrt die Ko˝nig-Hall Bedingung, und wir nehmen an, daß α0(G) < |A|
gilt. Nach Satz 9.3 existiert dann eine U¨berdeckung T = A′ ∪B′ von G mit A′ ⊆ A, B′ ⊆ B
und α0(G) = |T | < |A|. Da T eine U¨berdeckung ist, muß aber N(A − A′, G) ⊆ B′ gelten,
woraus sich der folgende Widerspruch zur Ko˝nig-Hall Bedingung mit S = A− A′ ergibt:
|N(A− A′, G)| ≤ |B′| = |T | − |A′| < |A| − |A′| = |A− A′|. ‖
Satz 14.27 (Volkmann [25] 2006). Es sei D ein schlichter und stark zusammenha¨ngender
Digraph, der nicht vollsta¨ndig ist. Ist dm(D) = 2, so gilt n(D) ≥ δ(D)+2, und ist dm(D) ≥ 3,
so gilt
n(D) ≥ σ(D)(dm(D)− 3) + 2δ(D) + 2.
Beweis. Da der Fall dm(D) = 2 trivial ist, sei nun dm(D) ≥ 3. Wir setzen n = n(D),
δ = δ(D) und σ = σ(D). Es seien u und v zwei Ecken aus D mit dD(u, v) = dm(D). Nach
Satz 14.21 existieren σ kreuzungsfreie orientierte Wege von u nach v, die alle mindestens von
der La¨nge dm(G) sind. Da diese σ orientierten Wege kreuzungsfrei sind, ergibt sich schon
n ≥ σ(dm(D)−1)+2. Nun gibt es aber noch d+(u,D)−σ ≥ δ−σ weitere positive Nachbarn
von u und d−(v,D)− σ ≥ δ − σ weitere negative Nachbarn von v. Wegen dm(D) ≥ 3 gilt
N+(u,D) ∩N−(v,D) = ∅, und wir erhalten insgesamt die gewu¨nschte Abscha¨tzung
n ≥ σ(dm(D)− 1) + 2 + 2(δ − σ) = σ(dm(D)− 3) + 2δ + 2. ‖
Folgerung 14.8 (Kane, Mohanty [1] 1978). Es seiG ein schlichter und zusammenha¨ngen-
der Graph, der nicht vollsta¨ndig ist. Ist dm(G) = 2, so gilt n(G) ≥ δ(G) + 2, und ist
dm(G) ≥ 3, so gilt
n(G) ≥ σ(G)(dm(G)− 3) + 2δ(G) + 2.
Beweis. Ist D(G) der dem Graphen G zugeordnete Digraph, so liefert Satz 14.12 unmittelbar
dm(D(G)) = dm(G), δ(D(G)) = δ(G) und σ(G(D)) = σ(G). Da natu¨rlich auch n(D(G)) =
n(G) gilt, ergibt sich Folgerung 14.8 sofort aus Satz 14.27. ‖
Folgerung 14.9 (Watkins [1] 1967). Ist G ein schlichter, zusammenha¨ngender und nicht
trivialer Graph, so gilt n(G) ≥ σ(G)(dm(G)− 1) + 2.
Hilfssatz 14.1. Es sei G ein schlichter und q-fach zusammenha¨ngender Graph. Sind die
Ecken a, x1, x2, . . . , xq aus G paarweise verschieden, so existieren q Wege von der Ecke a zu
den Ecken {x1, x2, . . . , xq}, die paarweise nur die Ecke a gemeinsam haben.
Beweis. Aus G konstruieren wir einen Graphen H , indem wir eine neue Ecke u und die
Kanten uxi fu¨r i = 1, 2. . . . , q zu G hinzufu¨gen. Nach Voraussetzung und Definition 14.1
ist H auch q-fach zusammenha¨ngend. Daher existieren nach Satz 14.22 q kreuzungsfreie
Wege von a nach u in H , deren Einschra¨nkung auf G die gewu¨nschten q Wege von a nach
{x1, x2, . . . , xq} liefern. ‖
Als Anwendung von Hilfssatz 14.1 wollen wir ein interessantes hinreichendes Kriterium
fu¨r Hamiltonsche Graphen herleiten, das Chva´tal und Erdo˝s [1] 1972 gegeben haben.
Satz 14.28 (Chva´tal, Erdo˝s [1] 1972). Es sei G ein schlichter Graph mit |E(G)| ≥ 3.
Gilt σ(G) ≥ α(G), so ist G Hamiltonsch.
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Beweis. Ist die Unabha¨ngigkeitszahl α(G) = 1, so ist G ein vollsta¨ndiger Graph mit min-
destens drei Ecken, womit G einen Hamiltonkreis besitzt. Sei nun α(G) ≥ 2 und damit nach
Voraussetzung q = σ(G) ≥ α(G) ≥ 2. Dann besitzt G nach Satz 1.9 und wegen q ≤ δ(G)
einen Kreis mit mehr als q Ecken. Ist C ein la¨ngster Kreis von G, so wollen wir zeigen, daß
C ein Hamiltonkreis ist.
Ist C kein Hamiltonkreis, so gibt es eine Ecke u in G, die nicht zu C geho¨rt. Dann existieren
nach Hilfssatz 14.1 qWegeW1,W2, . . . ,Wq mit der Anfangsecke u, die paarweise nur die Ecke
u gemeinsam haben, und die mit dem Kreis C nur ihre Endecken y1, y2, . . . , yq gemeinsam
besitzen. Gibt man dem Kreis C eine beliebige Orientierung, so seien xi die Nachfolger von
yi fu¨r i = 1, 2, . . . , q. Nun kann kein xi zu u adjazent sein, denn sonst ko¨nnte man in C die
Kante yixi durch die Kante xiu und den Weg Wi ersetzen und erhielte einen la¨ngeren Kreis
als C. Analog zeigt man, daß alle xi von allen yj verschieden sind. Da nach Voraussetzung die
Menge {u, x1, . . . , xq} nicht unabha¨ngig ist, muß in G eine Kante xixj existieren. Ersetzt man
in C die Kanten yixi und yjxj durch die Kante xixj und die beiden Wege Wi und Wj , so hat
man einen Kreis gefunden, der la¨nger als C ist, was aber der Wahl von C widerspricht. ‖
Als einfache Folgerung aus Satz 14.28 erhalten wir
Satz 14.29 (Chva´tal, Erdo˝s [1] 1972). Es seiG ein schlichter und q-fach zusammenha¨ngen-
der Graph (q ∈ N). Gilt α(G) ≤ q + 1, so ist G semi-Hamiltonsch.
Beweis. Wa¨hlen wir eine Ecke u, die nicht zu G geho¨rt, so ist G + u sogar (q + 1)-fach
zusammenha¨ngend. Wegen α(G + u) = α(G) ≤ q + 1 besitzt G + u nach Satz 14.28 einen
Hamiltonkreis, womit G semi-Hamiltonsch ist. ‖
Die vollsta¨ndigen bipartiten Graphen Kq,q+1 bzw. Kq,q+2 zeigen, daß die Sa¨tze 14.28
bzw. 14.29 bestmo¨glich sind.
Das na¨chste Resultat la¨ßt sich analog zum Satz 14.28 herleiten.
Satz 14.30 (Chva´tal, Erdo˝s [1] 1972). Es sei G ein schlichter, q-fach zusammenha¨ngender
Graph. Ist α(G) ≤ q−1, so ist jedes Eckenpaar durch einen Hamiltonschen Weg verbunden.
(Man nennt solche Graphen Hamiltonsch zusammenha¨ngend.)
Im folgenden wollen wir uns mit dem sogenannten lokalen Kantenzusammenhang und
lokalen Zusammenhang befassen.
Definition 14.13. Es seien u und v zwei verschiedene Ecken eines schlichten GraphenG. Der
lokale Kantenzusammenhang λG(u, v) = λ(u, v) der beiden Ecken u und v ist die maximale
Anzahl der kantendisjunkten Wege zwischen u und v. Die beiden Ecken u und v heißen maxi-
mal kantenzusammenha¨ngend, wenn λ(u, v) = min{d(u), d(v)} gilt (man beachte, daß immer
λ(u, v) ≤ min{d(u), d(v)} gilt). Der Graph G heißt maximal lokal kantenzusammenha¨ngend,
wenn alle Eckenpaare maximal kantenzusammenha¨ngend sind.
Satz 14.31. Ist G ein schlichter nicht trivialer Graph, so gilt
λ(G) = min{λG(u, v)|u, v ∈ E(G)}. (14.6)
Beweis. Ist G nicht zusammenha¨ngend, so ist (14.6) natu¨rlich richtig. Nun sei G zusam-
menha¨ngend.
Es sei L ⊂ K(G) mit |L| ≤ min{λG(u, v)|u, v ∈ E(G)} − 1. Dann ist G − L zusam-
menha¨ngend, und daher gilt λ(G) ≥ min{λG(u, v)|u, v ∈ E(G)}.
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Nach dem Mengerschen Satz 14.26 existieren zwischen je zwei verschiedenen Ecken min-
destens λ(G) kantendisjunkte Wege. Dies bedeutet aber min{λG(u, v)|u, v ∈ E(G)} ≥ λ(G)
und der Satz ist bewiesen. ‖
Folgerung 14.10. Ist ein schlichter nicht trivialer Graph G maximal lokal kantenzusam-
menha¨ngend, so gilt λ(G) = δ(G).
Beweis. Da G maximal lokal kantenzusammenha¨ngend ist, gilt λ(u, v) = min{d(u), d(v)}
fu¨r alle Eckenpaare u und v von G. Daraus folgt zusammen mit (14.6)
λ(G) = min
u,v∈E(G)
{λ(u, v)} = min
u,v∈E(G)
{min{d(u), d(v)}} = δ(G). ‖
Satz 14.32 (Hellwig, Volkmann [2] 2004). Es sei G ein schlichter Graph der Ordnung
n vom Minimalgrad δ ≥ 1. Ist ω(G) ≤ p fu¨r eine ganze Zahl p ≥ 2 und
n ≤ 2
⌊
pδ
p− 1
⌋
− 1,
so ist G maximal lokal kantenzusammenha¨ngend.
Beweis. Es seien u und v zwei beliebige Ecken von G mit u 6= v. Es gilt natu¨rlich λ(u, v) ≤
min{d(u), d(v)}. Beachtet man den Mengerschen Satz 14.24 und Satz 14.3 von Chartrand,
so genu¨gt es nachzuweisen, daß mG(S, S) ≥ min{d(u,G), d(v,G)} fu¨r alle Teilmengen S ⊂
E(G) mit u ∈ S und v ∈ S gilt. Es gelte nun o.B.d.A. 1 ≤ |S| ≤ n
2
und damit nach
Voraussetzung 1 ≤ |S| ≤ b pδ
p−1c − 12 . Da |S| ganzzahlig ist, folgt daraus
1 ≤ |S| ≤
⌊
pδ
p− 1
⌋
−1 ≤ pδ
p− 1 − 1. (14.7)
Wegen ω(G[S]) ≤ ω(G) ≤ p liefert Satz 9.22
2m(G[S]) ≤ p− 1
p
|S|2
und damit
mG(S, S) ≥
∑
x∈S
d(x,G)− p− 1
p
|S|2 =
∑
x∈S
(d(x,G)− δ) + δ|S| − p− 1
p
|S|2. (14.8)
Um mG(S, S) weiter nach unten abzuscha¨tzen, setzen wir
g(x) = −p− 1
p
x2 + δx
und bestimmen wegen (14.7) das Minimum der Parabel g im Intervall I : 1 ≤ x ≤ pδ
p−1 − 1.
Nun ist
min
x∈I
{g(x)} = g(1) = g
(
pδ
p− 1 − 1
)
= δ − p− 1
p
,
womit sich aus (14.8)
mG(S, S) ≥
∑
x∈S
(d(x,G)− δ) + δ − p− 1
p
≥ d(u,G)− δ + δ − p− 1
p
= d(u,G)− p− 1
p
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ergibt. Da mG(S, S) und d(u,G) ganze Zahlen sind, und weil 0 <
p−1
p
< 1 gilt, folgt daraus
mG(S, S) ≥ d(u,G) ≥ min{d(u,G), d(v,G)}, und der Satz ist vollsta¨ndig bewiesen. ‖
Fu¨r den Spezialfall, daß G ein schlichter p-partiter Graph ist, wurde Satz 14.32 im Jahre
2000 von Fricke, Oellerman und Swart [1] bewiesen. Beachtet man Folgerung 14.10, so folgt
das na¨chste Resultat sofort aus Satz 14.32.
Folgerung 14.11 (Dankelmann, Volkmann [1] 1995). Es sei G ein schlichter Graph vom
Minimalgrad δ ≥ 1 und p ≥ 2 eine ganze Zahl. Ist ω(G) ≤ p und n(G) ≤ 2 bpδ/(p− 1)c − 1,
so gilt λ(G) = δ(G).
Ohne den Satz von Tura´n zu benutzen, ist Folgerung 14.11 schon im Jahre 1988 bzw. 1989
fu¨r bipartite bzw. p-partite Graphen von Volkmann [1], [2] bewiesen worden. Der bipartite
Fall wurde dann von Plesnik und Zna´m [1] sowie von Dankelmann und Volkmann [1] noch
verfeinert.
Zum Abschluß dieses Abschnitts beweisen wir ein zum Satz 14.32 analoges Resultat fu¨r
den lokalen Zusammenhang.
Definition 14.14. Es seien u und v zwei verschiedene Ecken eines schlichten Graphen G.
Der lokale Zusammenhang σG(u, v) = σ(u, v) der beiden Ecken u und v ist die maximale
Anzahl der kreuzungsfreien Wege zwischen u und v. Die beiden Ecken u und v heißen ma-
ximal zusammenha¨ngend, wenn σ(u, v) = min{d(u), d(v)} gilt (man beachte, daß immer
σ(u, v) ≤ min{d(u), d(v)} gilt). Der Graph G heißt maximal lokal zusammenha¨ngend, wenn
alle Eckenpaare maximal zusammenha¨ngend sind.
Satz 14.33. Ist G ein schlichter nicht trivialer Graph, so gilt
σ(G) = min{σG(u, v)|u, v ∈ E(G)}. (14.9)
Beweis. Die Identita¨t (14.9) ist sicherlich richtig, wenn G ein vollsta¨ndiger Graph ist oder
κ(G) ≥ 2 gilt. Nun sei G kein vollsta¨ndiger Graph mit κ(G) = 1.
Es sei S ⊂ E(G) mit |S| ≤ min{σG(u, v)|u, v ∈ E(G)} − 1. Dann ist G − S zusam-
menha¨ngend, und daher gilt σ(G) ≥ min{σG(u, v)|u, v ∈ E(G)}.
Nach dem Mengerschen Satz 14.22 existieren zwischen je zwei verschiedenen Ecken min-
destens σ(G) kreuzungsfreie Wege. Dies bedeutet aber min{σG(u, v)|u, v ∈ E(G)} ≥ σ(G)
und der Satz ist bewiesen. ‖
Folgerung 14.12. Jeder schlichte, nicht triviale und maximal lokal zusammenha¨ngende
Graph G erfu¨llt σ(G) = δ(G).
Beweis. Da G maximal lokal zusammenha¨ngend ist, gilt σ(u, v) = min{d(u), d(v)} fu¨r alle
Eckenpaare u und v von G. Daraus folgt zusammen mit (14.9)
σ(G) = min
u,v∈E(G)
{σ(u, v)} = min
u,v∈E(G)
{min{d(u), d(v)}} = δ(G). ‖
Satz 14.34 (Holtkamp, Volkmann [1] 2010). Es sei G ein schlichter Graph mit δ(G) ≥ 1
und p ≥ 2 eine ganze Zahl. Ist ω(G) ≤ p und
n(G) ≤ δ(G) · 2p− 1
2p− 3 ,
so ist G maximal lokal zusammenha¨ngend.
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Beweis. Es seien u und v zwei beliebige Ecken von G mit u 6= v und min{d(u,G), d(v,G)} =
δ(G) + r mit einer ganzen Zahl r ≥ 0.
Fall 1: Die Ecken u und v sind nicht adjazent. Angenommen, die Ecken u und v sind nicht
maximal zusammenha¨ngend. Dann existiert nach Satz 14.20 eine Eckenmenge S ⊂ E(G)
mit |S| ≤ δ(G) + r − 1, so daß u und v in verschiedenen Komponenten von G − S liegen.
Wegen d(u,G) ≥ δ(G)+r und d(v,G) ≥ δ(G)+r, existiert sowohl eine Ecke u′ 6∈ S adjazent
zu u als auch eine Ecke v′ 6∈ S adjazent zu v.
Fall 1.1: Es sei p = 2. Aus der Voraussetzung ω(G) ≤ 2 ergibt sich nun |N [{u, u′}, G]| ≥
2δ(G)+ r und |N [{v, v′}, G]| ≥ 2δ(G)+ r. Benutzen wir diese beiden Ungleichungen und die
Voraussetzung 3δ(G) ≥ n(G), so erhalten wir folgenden Widerspruch:
n(G) ≥ |N [{u, u′}, G]|+ |N [{v, v′}, G]| − |S|
≥ 4δ(G) + 2r − |S| ≥ 4δ(G) + 2r − (δ(G) + r − 1)
= 3δ(G) + r + 1 ≥ n(G) + r + 1
Fall 1.2: Es sei p ≥ 3. Ist N(u,G) ∩ N(u′, G) 6= ∅, so definieren wir den induzierten
Teilgraphen F durch F = G[N(u,G) ∩ N(u′, G)]. Es gilt offensichtlich δ(F ) ≥ δ(G) −
(n(G)− n(F )), und damit ergibt sich
2m(F ) ≥ n(F )δ(F ) ≥ n(F )(δ(G)− (n(G)− n(F ))).
Die Voraussetzung ω(G) ≤ p fu¨hrt sofort zu ω(F ) ≤ p− 2, und daher folgt aus Satz 9.22
2m(F ) ≤ p− 3
p− 2 · n(F )
2.
Die letzten beiden Ungleichungen liefern
δ(G)− (n(G)− n(F )) ≤ p− 3
p− 2 · n(F ).
Wenden wir die Voraussetzung δ(G) ≥ n(G)(2p− 3)/(2p− 1) auf diese Ungleichung an, so
erhalten wir
n(F ) ≤ 2p− 4
2p− 1 · n(G).
Daraus folgt nun
|N [{u, u′}, G]| ≥ 2δ(G) + r − n(F ) ≥ 2δ(G) + r − 2p− 4
2p− 1 · n(G), (14.10)
und (14.10) ist natu¨rlich auch dann richtig, wenn N(u,G) ∩N(u′, G) = ∅ ist. Vo¨llig analog
gewinnt man die Abscha¨tzung
|N [{v, v′}, G]| ≥ 2δ(G) + r − 2p− 4
2p− 1 · n(G). (14.11)
Aus (14.10), (14.11) und der Voraussetzung δ(G) ≥ n(G)(2p− 3)/(2p− 1) erhalten wir
n(G) ≥ |N [{u, u′}, G]|+ |N [{v, v′}, G]| − |S|
≥ 4δ(G) + 2r − 4p− 8
2p− 1 · n(G)− (δ(G) + r − 1)
≥ 3 · 2p− 3
2p− 1 · n(G) + r + 1−
4p− 8
2p− 1 · n(G)
= n(G) + r + 1.
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Mit diesem Widerspruch ist Fall 1 vollsta¨ndig bewiesen.
Fall 2: Die Ecken u und v sind adjazent. Wenn wir H = G − uv setzen, so gilt natu¨rlich
n(H) = n(G), ω(H) ≤ p, d(u,H) = d(u,G)− 1 und d(v,H) = d(v,G)− 1.
Fall 2.1: Es sei min{d(u,G), d(v,G)} = δ(G)+ r ≥ δ(G)+1. Daraus schließen wir δ(H) =
δ(G), und daher gilt nach Voraussetzung n(H) ≤ δ(H)(2p− 1)/(2p− 3). Nun liefert der 1.
Fall σH(u, v) = min{d(u,H), d(v,H)}, und wir erhalten das gewu¨nschte Resultat
σG(u, v) = σH(u, v) + 1 = min{d(u,G), d(v,G)}.
Fall 2.2: Es sei min{d(u,G), d(v,G)} = δ(G). Daraus ergibt sich δ(H) = δ(G) − 1. An-
genommen, die Ecken u und v sind in H nicht maximal zusammenha¨ngend. Dann existiert
nach Satz 14.20 eine Eckenmenge S ⊂ E(H) mit |S| ≤ δ(H) − 1 = δ(G) − 2, so daß u
und v in verschiedenen Komponenten von H − S liegen. Wegen d(u,H) ≥ δ(G) − 1 und
d(v,H) ≥ δ(H) − 1, existiert in H sowohl eine Ecke u′ 6∈ S adjazent zu u als auch eine
Ecke v′ 6∈ S adjazent zu v. Weiter folgt aus |S| ≤ δ(G) − 2 und d(u′, H) ≥ δ(G) und
d(v′, H) ≥ δ(H) sowohl die Existenz einer Ecke u′′ 6∈ S adjazent zu u′ als auch die Existenz
einer Ecke v′′ 6∈ S adjazent zu v′ in H mit d(u′′, H), d(v′′, H) ≥ δ(G).
Benutzen wir nun die Eckenmengen {u′, u′′} und {v′, v′′} an Stelle von {u, u′} und {v, v′},
so gelangen wir analog zu den Fa¨llen 1.1 und 1.2 zu einem Widerspruch, wenn wir im Fall
p ≥ 3 noch folgende Tatsache beachten.
Wie oben definieren wir den induzierten Teilgraphen F durch F = H [N(u′, H)∩N(u′′, H)],
und es sei x ∈ E(F ). Ist x 6= u, so gilt d(x, F ) ≥ δ(G) − (n(G) − n(F )). Da u und v in H
nicht adjazent sind, ergibt sich auch
d(u, F ) ≥ (δ(G)− 1)− (n(G)− 1− n(F )) = δ(G)− (n(G)− n(F )).
Daher gelangen wir, wie im Fall 1.2, zu der Abscha¨tzung δ(F ) ≥ δ(G)− (n(G)− n(F )).
Insgesamt folgt dann wie im Fall 1 die Identita¨t σH(u, v) = min{d(u,H), d(v,H)} =
δ(G)− 1, und somit erhalten wir auch in diesem Fall das gewu¨nschte Resultat
σG(u, v) = σH(u, v) + 1 = δ(G) = min{d(u,G), d(v,G)}. ‖
Wenden wir Folgerung 14.12 auf Satz 14.34 an, so gelangen wir sofort zum na¨chsten
Ergebnis.
Folgerung 14.13 (Hellwig, Volkmann [5] 2006). Es sei G ein schlichter Graph mit
δ(G) ≥ 1 und p ≥ 2 eine ganze Zahl. Ist ω(G) ≤ p und n(G) ≤ δ(G)(2p − 1)/(2p − 3), so
gilt σ(G) = δ(G).
Es soll nicht unerwa¨hnt bleiben, daß Satz 14.34 noch zwei weitere Ergebnisse von Topp
und Volkmann [3] sowie Volkmann [31] u¨ber p-partite Graphen als Spezialfa¨lle entha¨lt.
Folgerung 14.14. Ist G ein schlichter und bipartiter Graph der Ordnung n(G) ≤ 3δ(G), so
gilt σ(G) = δ(G).
Fu¨r schlichte, bipartite und regula¨re Graphen konnten Topp und Volkmann [3] die Vor-
aussetzung in Folgerung 14.14 durch folgende Bedingung abschwa¨chen
n(G) < 3δ(G) +
√
2δ(G)− 1.
Fu¨r eine spezielle Klasse regula¨rer Graphen, den sogenannten stark regula¨ren Graphen,
zeigten Brouwer und Mesner [1] 1985 σ = δ. Den an dieser Klasse von Graphen interessierten
Leser verweisen wir auf Bose [1] 1963, Cameron [1] 1978 sowie Seidel [1] 1979.
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14.5 Aufgaben
Aufgabe 14.1. Man beweise Bemerkung 14.1.
Aufgabe 14.2. Man beweise Bemerkung 14.3 und konstruiere einen Beispielgraphen G mit
σ(G) > min{σ(G1), σ(G2), r}.
Aufgabe 14.3. Man beweise Bemerkung 14.4 und konstruiere einen Beispielgraphen G mit
λ(G) > min{λ(G1), λ(G2), r}.
Aufgabe 14.4. Man beweise die Implikationen aus Bemerkung 14.5.
Aufgabe 14.5. Man zeige, daß der in Bemerkung 14.6 skizzierte Graph die Bedingungen
aus Satz 14.8 erfu¨llt und konstruiere entsprechende Beispiele fu¨r δ = λ ≥ 3.
Aufgabe 14.6. Man beweise die Sa¨tze 14.24, 14.25 und 14.26 mit Hilfe von Satz 14.23.
Aufgabe 14.7. Es sei G ein schlichter Graph mit n = n(G) ≥ 3. Ist
m(G) ≥ 1
2
(n− 1)(n− 2) + 2,
so zeige man, daß G eine stark zusammenha¨ngende Orientierung besitzt.
Aufgabe 14.8. Es sei D ein Eulerscher Multidigraph und S ⊆ E(D) mit S 6= E(D), ∅. Man
zeige
mD(S, S) = mD(S, S).
Aufgabe 14.9. Es sei D ein Eulerscher Multidigraph mit einer guten Ecke. Man zeige
λ(D) = δ(D).
Aufgabe 14.10. Man beweise Satz 14.30.
Aufgabe 14.11. Es sei D ein schlichter, q-fach stark zusammenha¨ngender Digraph mit
n(D) ≥ 2q. Sind x1, x2, . . . , xq, y1, y2, . . . , yq verschiedene Ecken aus D, so zeige man, daß q
paarweise eckendisjunkte, orientierte Wege von {x1, x2, . . . , xq} nach {y1, y2, . . . , yq} existie-
ren.
Kapitel 15
Netzwerke
15.1 Die Theorie von Ford-Fulkerson
Definition 15.1. Ein zusammenha¨ngender Multidigraph N = (E,B) heißt Netzwerk, wenn
folgende Bedingungen erfu¨llt sind:
i) In N existiert genau eine Ecke u mit d−(u,N) = 0. Die Ecke u nennt man Quelle des
Netzwerkes. In N existiert genau eine Ecke v mit d+(v,N) = 0. Die Ecke v nennt man
Senke des Netzwerkes.
ii) Es existiert eine Funktion c : B → R mit c(k) ≥ 0 fu¨r alle k ∈ B. Man nennt c
Kapazita¨tsfunktion und c(k) Kapazita¨t des Bogens k.
Fu¨r ein Netzwerk N mit der Eckenmenge E, der Bogenmenge B, der Quelle u, der Senke v
und der Kapazita¨tsfunktion c benutzen wir im folgenden die Schreibweise N = (E,B, u, v, c).
Beispiel 15.1. Ein Baumaschinenhersteller soll innerhalb einer gegebenen Frist einige Pla-
nierraupen bei einer entfernten Großbaustelle anliefern. Das Zeitlimit erweist sich als Pro-
blem, denn bei den verschiedenen Transportmo¨glichkeiten (Bahn, mit eigenen Fahrzeugen,
Schiff, u¨ber Spediteure usw.) kann der Fabrikant stets nur eine bestimmte Anzahl von Ma-
schinen bis zum gegebenen Termin befo¨rdern. Wir nehmen an, daß die verschiedenen Trans-
portwege durch den unten skizzierten Digraphen repra¨sentiert werden.
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Dabei bedeuten die eingetragenen Zahlen die Anzahl der Planierraupen, die auf der be-
treffenden Strecke so befo¨rdert werden ko¨nnen, daß sie rechtzeitig zum Ziel gelangen. Damit
liegt eine Kapazita¨tsfunktion vor. Die Ecke u entspricht dem Standort des Herstellers und
die Ecke v der Großbaustelle. Damit fu¨hrt das gestellte praktische Problem auf natu¨rliche
Weise zu einem Problem in einem Netzwerk, das die Quelle u und die Senke v besitzt. Der Fa-
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brikant ist natu¨rlich daran interessiert, die maximale Anzahl der Maschinen herauszufinden,
die er fristgerecht durch dieses Netzwerk befo¨rdern kann.
Zur allgemeinen Lo¨sung solcher und a¨hnlicher Fragestellungen wollen wir eine Methode
vorstellen, die von Ford und Fulkerson [1], [2], [3] in den Jahren 1956 bis 1962 entwickelt
worden ist.
Definition 15.2. Sei N = (E,B, u, v, c) ein Netzwerk und f : B → R eine Funktion. Ist
B′ ⊆ B, so setzen wir f(B′) =∑k∈B′ f(k). Weiter setzen wir fu¨r X ⊆ E
f+(X) = f((X,X)) und f−(X) = f((X,X))
und f+(a) = f+({a}) bzw. f+(a) = f−({a}) fu¨r eine Ecke a ∈ E. Die Funktion f heißt Fluß
im Netzwerk N , wenn sie fu¨r alle k ∈ B und alle a ∈ E − {u, v} die Bedingungen
0 ≤ f(k) ≤ c(k), (15.1)
f+(a) = f−(a) (15.2)
erfu¨llt. Die Ungleichung (15.1) nennt man Kapazita¨tsbeschra¨nkung, und die Identita¨t (15.2)
heißt Kirchhoffsche Regel. Die Kirchhoffsche Regel besagt, daß bei einem Fluß in jeder Ecke,
die von der Quelle und Senke verschieden ist, der einlaufende und der auslaufende “Gesamt-
fluß” u¨bereinstimmen.
Jedes Netzwerk besitzt den sogenannten Null-Fluß f0 mit f0(k) = 0 fu¨r alle Bogen k ∈ B.
Satz 15.1. Ist N = (E,B, u, v, c) ein Netzwerk und f ein Fluß in N , so gilt
f+(u) = f−(v). (15.3)
Beweis. Es gilt ∑
a∈E
f+(a) =
∑
k∈B
f(k) =
∑
a∈E
f−(a).
Wegen f+(a) = f−(a) fu¨r alle a 6= u, v und f+(v) = f−(u) = 0 folgt daraus unmittelbar die
Eigenschaft (15.3). ‖
Definition 15.3. Ist f ein Fluß im Netzwerk N = (E,B, u, v, c), so heißt w(f) = f+(u) =
f−(v) Flußsta¨rke von f . Gibt es keinen Fluß f ′ mit w(f ′) > w(f), so heißt f maximaler Fluß
in N .
Ist A ⊆ E mit u ∈ A und v ∈ A, so nennen wir L = (A,A) ⊆ B einen Schnitt in N und
capL =
∑
k∈L
c(k)
Kapazita¨t des Schnittes L. Gibt es im Netzwerk N keinen Schnitt L′ mit capL′ < capL, so
heißt L minimaler Schnitt in N .
Bemerkung 15.1. Da es nur endlich viele Schnitte in einem Netzwerk gibt, existiert natu¨r-
lich stets ein minimaler Schnitt. Außerdem gibt es auch immer einen maximalen Fluß. Um
dies einzusehen, brauchen wir lediglich fu¨r jeden Bogen k des Netzwerkes die Gro¨ße f(k)
nicht als Funktionswert, sondern als Variable aufzufassen. Dann sieht man na¨mlich, daß
die Flußsta¨rke eine stetige Funktion dieser Variablen ist, und ihr Definitionsbereich, der
durch die Bedingungen (15.1) und (15.2) beschrieben wird, ist offensichtlich kompakt. Aus
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einem bekannten Ergebnis der Analysis folgt damit die Existenz eines maximalen Flusses.
Tatsa¨chlich zeigt diese Betrachtung sogar, daß die Bestimmung eines maximalen Flusses ein
lineares Programm ist. Damit stehen prinzipiell schon kraftvolle Methoden zur Lo¨sung des
Problems zur Verfu¨gung. Allerdings garantieren diese Methoden im allgemeinen nicht die
Ganzzahligkeit der Lo¨sung, die fu¨r kombinatorische Probleme (man vgl. Beispiel 15.1) von
entscheidender Bedeutung ist.
Hilfssatz 15.1. Ist f ein Fluß im Netzwerk N = (E,B, u, v, c) und (A,A) ein Schnitt, so
gilt
w(f) = f+(A)− f−(A).
Beweis. Fu¨r alle X ⊆ E gelten die Identita¨ten∑
a∈X
f+(a) = f+(X) + f((X,X)),
∑
a∈X
f−(a) = f−(X) + f((X,X)).
Setzen wir X = A, so folgt daraus wegen (15.2)
w(f) = f+(u) =
∑
a∈A
(f+(a)− f−(a)) = f+(A)− f−(A)
und damit die Behauptung. ‖
Definition 15.4. Es sei f ein Fluß im Netzwerk N = (E,B, u, v, c). Ein Bogen k ∈ B heißt
f -Null, wenn f(k) = 0,
f -positiv, wenn f(k) > 0,
f -ungesa¨ttigt, wenn f(k) < c(k),
f -gesa¨ttigt, wenn f(k) = c(k).
Satz 15.2. Es sei N = (E,B, u, v, c) ein Netzwerk und f ein Fluß in N . Ist L = (A,A) ein
Schnitt in N , so gilt stets
w(f) ≤ capL, (15.4)
und in (15.4) steht genau dann das Gleichheitszeichen, wenn jeder Bogen aus (A,A) f -
gesa¨ttigt und jeder Bogen aus (A,A) f -Null ist.
Beweis. Da nach (15.1) fu¨r alle k ∈ B die Bedingung 0 ≤ f(k) ≤ c(k) gilt, ergibt sich aus
Hilfssatz 15.1 fu¨r L = (A,A)
w(f) = f+(A)− f−(A) ≤ f+(A)
=
∑
k∈L
f(k) ≤
∑
k∈L
c(k) = capL,
womit die Ungleichung (15.4) nachgewiesen ist.
Nun gilt f+(A) = capL genau dann, wenn jeder Bogen des Schnittes (A,A) f -gesa¨ttigt
ist, und es gilt f−(A) = 0 genau dann, wenn jeder Bogen von (A,A) f -Null ist. Daraus
erha¨lt man zusammen mit den letzten Ungleichungen die gesamte Aussage des Satzes. ‖
15.1 Die Theorie von Ford-Fulkerson 291
Satz 15.3. Ist N = (E,B, u, v, c) ein Netzwerk, f ein Fluß und L ein Schnitt in N mit
w(f) = capL,
so ist L ein minimaler Schnitt und f ein maximaler Fluß.
Beweis. Es sei L∗ ein minimaler Schnitt in N . Mit Hilfe der Ungleichung (15.4) und der
Voraussetzung erhalten wir
w(f) ≤ capL∗ ≤ capL = w(f),
womit L notwendig ein minimaler Schnitt ist.
Angenommen, es gibt einen Fluß f ∗ in N mit w(f ∗) > w(f). Dann liefert (15.4) den
Widerspruch
w(f) < w(f ∗) ≤ capL = w(f). ‖
Beispiel 15.2. Setzen wir im Beispiel 15.1 A = {a, u}, so gilt fu¨r den Schnitt (A,A) (man
vgl. die Skizze): cap (A,A) = 10.
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Nun skizzieren wir in diesem Netzwerk einen Fluß der Flußsta¨rke 10, womit nach Satz 15.3
ein maximaler Fluß vorliegt. (Der Leser mo¨ge alle Eigenschaften nachpru¨fen, die ein Fluß
nach Definition 15.2 besitzen muß.)
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Daher kann der Baumaschinenhersteller ho¨chstens 10 Planierraupen innerhalb der vorge-
gebenen Frist bei der Großbaustelle abliefern.
Die Lo¨sung des Problems aus Beispiel 15.1 haben wir allerdings nur durch “scharfes Hinse-
hen” gefunden. Im na¨chsten Abschnitt wollen wir eine systematische Methode angeben, mit
deren Hilfe man maximale Flu¨sse in Netzwerken bestimmen kann. Dazu beno¨tigen wir noch
folgende Begriffe, die sowohl von theoretischem Interesse, als auch von praktischem Nutzen
sind.
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Definition 15.5. Es sei N = (E,B, u, v, c) ein Netzwerk und f ein Fluß in N . IstW ein Weg
des untergeordneten Graphen G(N) und k ∈ B ein Bogen, dessen in G(N) entsprechende
Kante zum WegW geho¨rt, so heißt k Vorwa¨rtsbogen von W , wenn k die gleiche Orientierung
in N aufweist wie der Weg W in G(N). Im anderen Fall heißt k Ru¨ckwa¨rtsbogen von W .
Jedem Weg W positiver La¨nge von G(N) ordnen wir eine nicht negative Zahl s(W ) durch
s(W ) = min
k∈B
s(k)
zu, wobei
s(k) =


c(k)− f(k) wenn k ein Vorwa¨rtsbogen von W
f(k) wenn k ein Ru¨ckwa¨rtsbogen von W
∞ sonst
. (15.5)
gilt. Ein Weg W in G(N) mit L(W ) > 0 heißt
f -gesa¨ttigt, wenn s(W ) = 0,
f -ungesa¨ttigt, wenn s(W ) > 0 und
f -zunehmend, wenn er f -ungesa¨ttigt ist und von u nach v geht.
Satz 15.4. Es sei N = (E,B, u, v, c) ein Netzwerk und f ein Fluß in N . Ist W ein f -
zunehmender Weg im untergeordneten Graphen G(N), so ist F : B → R mit
F (k) =


f(k) + s(W ) wenn k ein Vorwa¨rtsbogen von W
f(k)− s(W ) wenn k ein Ru¨ckwa¨rtsbogen von W
f(k) sonst
. (15.6)
ein neuer Fluß in N mit w(F ) = w(f) + s(W ) > w(f).
Beweis. Zuna¨chst zeigen wir die Abscha¨tzung 0 ≤ F (k) ≤ c(k) fu¨r alle Bogen k des Netz-
werkes.
Ist k ∈ B ein Bogen, dessen in G(N) entsprechende Kante nicht zu W geho¨rt, so gilt
0 ≤ F (k) = f(k) ≤ c(k).
Ist k ein Vorwa¨rtsbogen von W , so folgt aus (15.5) und (15.6)
0 ≤ F (k) = f(k) + s(W ) ≤ f(k) + c(k)− f(k) = c(k).
Ist k ein Ru¨ckwa¨rtsbogen von W , so folgt aus (15.5) und (15.6)
0 = f(k)− f(k) ≤ f(k)− s(W ) = F (k) ≤ c(k).
Nun zeigen wir F+(a) = F−(a) fu¨r alle a ∈ E − {u, v}. Geho¨rt a nicht zum Weg W , so
gibt es nichts zu beweisen.
Geho¨rt a zum Weg W , so existieren genau die vier skizzierten Mo¨glichkeiten.
u u u u u u
u u u u u u
- - ff ff
- ff ff -
I. II.
III. IV.
a a
a a
l l
l l
k k
k k
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Im I. Fall seien l und k zwei Vorwa¨rtsbogen von W . Dann gilt F−(a) = f−(a) + s(W ) =
f+(a) + s(W ) = F+(a). Der zweite Fall geht analog.
Im III. Fall sei l ein Vorwa¨rts- und k ein Ru¨ckwa¨rtsbogen von W . Dann gilt F−(a) =
f−(a) + s(W )− s(W ) = f+(a) = F+(a). Den vierten Fall beweist man analog zum III. Fall.
Damit haben wir gezeigt, daß F ein Fluß in N ist.
Da der Weg W in u beginnt, d−(u,N) = 0 gilt und s(W ) > 0 ist, ergibt sich
w(F ) = F+(u) = f+(u) + s(W ) = w(f) + s(W ) > w(f). ‖
Der na¨chste Satz zeigt uns, daß die f -zunehmenden Wege in der Netzwerktheorie die
gleiche Rolle spielen wie die M-erweiternden Wege in der Matchingtheorie.
Satz 15.5 (Ford, Fulkerson [1] 1956). Es sei N = (E,B, u, v, c) ein Netzwerk und f ein
Fluß in N . Der Fluß f ist genau dann maximal, wenn es keinen f -zunehmenden Weg gibt.
Beweis. Ist f ein maximaler Fluß, so kann es nach Satz 15.4 keinen f -zunehmenden Weg
geben.
Nun gebe es umgekehrt keinen f -zunehmenden Weg. Es sei A ⊆ E die Menge aller Ecken,
die auf einem f -ungesa¨ttigten Weg mit der Anfangsecke u liegen, und ferner sei u ∈ A. Da es
keinen f -zunehmenden Weg gibt, gilt v ∈ A, womit L = (A,A) ein Schnitt ist. Unter diesen
Voraussetzungen ist jeder Bogen aus (A,A) f -gesa¨ttigt und jeder Bogen aus (A,A) f -Null.
Dann gilt wegen Satz 15.2 notwendig w(f) = capL, womit nach Satz 15.3 f ein maximaler
Fluß ist. ‖
Jetzt ko¨nnen wir eines der Hauptergebnisse der Netzwerktheorie formulieren und beweisen.
Satz 15.6 (Max-flow-min-cut-Satz, Ford, Fulkerson [1] 1956). In jedem Netzwerk ist
die Kapazita¨t eines minimalen Schnittes gleich der Sta¨rke eines maximalen Flusses.
Beweis. Es sei f ein maximaler Fluß in dem Netzwerk N . Nach Satz 15.5 existiert dann
kein f -zunehmender Weg in N . Wie im zweiten Teil des Beweises von Satz 15.5 ko¨nnen
wir also einen Schnitt L finden, fu¨r den w(f) = cap L gilt. Mit Satz 15.3 folgt nun die
Behauptung. ‖
Der folgende Satz ist entscheidend fu¨r kombinatorische Anwendungen der Flußtheorie
(man vgl. Abschnitt 15.3).
Satz 15.7 (Integral-flow-Satz, Ford, Fulkerson, [1] 1956). Ein Netzwerk mit einer
ganzzahligen Kapazita¨tsfunktion besitzt einen maximalen Fluß f , so daß f(k) fu¨r jeden
Bogen k ganzzahlig und damit auch w(f) ganzzahlig ist.
Beweis. Es sei N = (E,B, u, v, c) ein Netzwerk mit ganzzahliger Kapazita¨tsfunktion. Es
sei f0 der Null-Fluß in N . Ist f0 maximal, so sind wir fertig. Andernfalls existiert nach
Satz 15.5 ein f0-zunehmender Weg W und nach Satz 15.4 ein Fluß f1 mit w(f1) = w(f0) +
s(W ) = s(W ). Da c(k) ganzzahlig ist, folgt aus Definition 15.5 und (15.6) die Ganzzahligkeit
von s(W ) und damit die Ganzzahlikeit von f1(k) fu¨r jeden Bogen k ∈ B, also auch die
Ganzzahligkeit von w(f1). Ist nun f1 maximal, so sind wir fertig. Andernfalls verfahren
wir mit f1 so wie zuvor mit f0 und erhalten dementsprechend einen Fluß f2, so daß f2(k)
ganzzahlig fu¨r alle k ∈ B und damit auch w(f2) ganzzahlig ist, usw. Es genu¨gt nun zu
zeigen, daß dieses Vorgehen mit einem maximalen Fluß abbricht. Dazu beobachten wir, daß
die Flußsta¨rke bei jedem Schritt um mindestens 1 zunimmt, aber gleichzeitig nach oben
durch die Kapazita¨t eines beliebigen Schnittes beschra¨nkt ist. ‖
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15.2 Algorithmus von Edmonds, Karp
Die im ersten Abschnitt durchgefu¨hrten U¨berlegungen legen auf natu¨rliche Weise einen Al-
gorithmus zur Bestimmung maximaler Flu¨sse nahe, der mit f -zunehmenden Wegen arbei-
tet. Zuna¨chst wollen wir zeigen, wie man analog zur Ungarischen Methode systematisch
f -zunehmende Wege finden kann.
Definition 15.6. Es sei f ein Fluß im Netzwerk N = (E,B, u, v, c). Ein Baum T in G(N)
heißt f -ungesa¨ttigter Wurzelbaum bzgl. u, wenn er die beiden folgenden Bedingungen erfu¨llt:
i) u ∈ E(T ).
ii) Fu¨r alle a ∈ E(T ) − {u} ist der eindeutig bestimmte Weg von u nach a in T ein
f -ungesa¨ttigter Weg in G(N).
Die Suche nach einem f -zunehmenden Weg ist nun gleichbedeutend damit, einen f -unge-
sa¨ttigten Wurzelbaum bzgl. u wachsen zu lassen.
Zuna¨chst bestehe dieser Wurzelbaum T nur aus der Quelle u. Setzt man A = E(T ), so
kann dieser Baum auf folgende zwei Arten wachsen.
Es gibt einen f -ungesa¨ttigten Bogen k ∈ (A,A). Dann fu¨ge man die dem Bogen k
entsprechende Kante und die mit k inzidente Ecke von G(N) zu T hinzu.
Es gibt einen f -positiven Bogen k ∈ (A,A). Dann fu¨ge man die dem Bogen k entspre-
chende Kante und die mit k inzidente Ecke von G(N) zu T hinzu.
Fu¨r das Ende dieser Prozedur gibt es dann die beiden folgenden Mo¨glichkeiten.
1. Man findet einen f -ungesa¨ttigten Wurzelbaum T bzgl. u, so daß v ∈ E(T ) gilt. Dann
ist der eindeutig bestimmte Weg von u nach v in diesem Baum ein f -zunehmender
Weg.
2. Man findet einen f -ungesa¨ttigten Wurzelbaum T bzgl. u, der sich nicht mehr vergro¨ßern
la¨ßt, und der die Senke v nicht entha¨lt. Ist wieder A = E(T ), so bedeuten diese
Voraussetzungen, daß alle k ∈ (A,A) f -gesa¨ttigt und alle k ∈ (A,A) f -Null sind. Nach
Satz 15.2 gilt dann aber w(f) = cap (A,A), womit der Fluß f nach Satz 15.3 schon
maximal ist.
Zur Bestimmung eines maximalen Flusses in einem Netzwerk mit ganzzahligen Kapa-
zita¨ten notieren wir zuna¨chst einen Algorithmus von Ford und Fulkerson [2] aus dem Jahre
1957, der dann 1972 durch einen geschickten Trick von Edmonds und Karp [1] verbessert
wurde.
11. Algorithmus
Algorithmus von Ford und Fulkerson
Es sei N = (E,B, u, v, c) ein Netzwerk mit ganzzahligen Kapazita¨ten.
1. Man starte mit dem Null-Fluß f .
2. Man setze T = {u}.
3. Man setze A = E(T ) und pru¨fe, ob es einen f -ungesa¨ttigten Bogen k ∈ (A,A) bzw.
einen f -positiven Bogen k ∈ (A,A) gibt. Wenn ja, so gehe man zu 4., wenn nein, so
stoppe man den Algorithmus.
4. Man fu¨ge die dem Bogen k entsprechende Kante und die mit k inzidente Ecke von
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G(N) zu T hinzu und nenne den neuen Baum T ∗.
Ist v 6∈ E(T ∗), so setze man T = T ∗ und gehe zu 3.
Geho¨rt die Senke v zu T ∗, so sei W der eindeutig bestimmte Weg von u nach v in T ∗.
Nun bestimme man nach Definition 15.5 die Gro¨ße s(W ) und dann nach Satz 15.4 den
Fluß F mit w(F ) = w(f) + s(W ) ≥ w(f) + 1, setze f = F und gehe zu 2.
Dieser Algorithmus bricht nach endlich vielen Schritten mit einem maximalen Fluß ab.
Die Korrektheit dieses Algorithmus folgt wegen der ganzzahligen Kapazita¨ten sofort aus
den vorangegangenen U¨berlegungen.
Sind die Kapazita¨ten in einem Netzwerk nicht alle ganzzahlig, aber wenigstens noch ra-
tional, so arbeitet der Algorithmus von Ford und Fulkerson ebenfalls korrekt. In diesem
Fall gilt na¨mlich fu¨r jeden f -zunehmenden Weg W die Abscha¨tzung s(W ) ≥ 1/c, wobei c
den Hauptnenner aller auftretenden nicht ganzzahligen Kapazita¨ten bezeichnet. Interessan-
terweise kann aber der Algorithmus bei irrationalen Kapazita¨ten versagen. Beispiele dafu¨r
findet man schon in dem Buch von Ford und Fulkerson [3] aus dem Jahre 1962 oder bei
Lova´sz und Plummer [1], S. 47. In diesen Beispielen bricht nicht nur der Algorithmus nicht
ab, sondern die Folge der Flußsta¨rken konvergiert auch noch gegen einen falschen Wert.
Daru¨ber hinaus ist die Laufzeit des 11. Algorithmus selbst im Falle ganzzahliger Kapa-
zita¨ten nicht notwendig polynomial in |E| und |B|. Bei unglu¨cklicher Wahl der f -ungesa¨ttig-
ten Wurzelba¨ume bzgl. der Quelle u kann er, wie das folgende Beispiel zeigt, von der Kapa-
zita¨tsfunktion c abha¨ngen.
Beispiel 15.3. Gegeben sei das skizzierte Netzwerk N mit der Quelle u, der Senke v und
den gekennzeichneten Kapazita¨ten.
u
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u
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Es sei p ∈ N. Wa¨hlt man im Algorithmus von Ford und Fulkerson abwechselnd die Wege
(u, a, b, v) und (u, b, a, v) als f -zunehmende Wege, so wird die Flußsta¨rke bei jedem Durchlauf
um 1 erho¨ht. Daher beno¨tigt man insgesamt 2p Durchla¨ufe, um den maximalen Fluß der
Flußsta¨rke 2p zu ermitteln.
Als na¨chstes zeigen wir nun, daß eine von Edmonds und Karp [1] vorgeschlagene Zusatz-
vorschrift zur Bestimmung der f -zunehmenden Wege die gerade angesprochenen Probleme
beseitigt.
Definition 15.7. Es sei f ein Fluß im Netzwerk N . Ein Bogen k eines f -zunehmenden
Weges W heißt minimal bzgl. (W, f), falls s(k) = s(W ) gilt.
Satz 15.8 (Edmonds, Karp [1] 1972). Wa¨hlt man in dem Algorithmus von Ford und
Fulkerson bei jedem Durchlauf einen ku¨rzesten f -zunehmenden Weg, so liefert der Algorith-
mus nach ho¨chstens bn
2
cm Schritten einen maximalen Fluß, wobei n die Ordnung und m die
Gro¨ße des Netzwerkes bedeuten.
Beweis. Es seien f0, f1, . . . Flu¨sse im Netzwerk N = (E,B, u, v, c), wobei fi+1 aus fi durch
Fluß-Vergro¨ßerung la¨ngs eines ku¨rzesten fi-zunehmenden Weges Wi entstanden sei. Wir
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werden nun drei Eigenschaften einer solchen Flußfolge nachweisen, die uns das gewu¨nschte
Ergebnis liefern.
1. Ist k = xy ∈ B ein minimaler Vorwa¨rtsbogen (Ru¨ckwa¨rtsbogen) bzgl. (Wi, fi) und
bzgl. (Wj, fj) mit i < j, so gilt j ≥ i + 2, und xy ist ein Ru¨ckwa¨rtsbogen (Vorwa¨rtsbogen)
eines Weges Wq mit i < q < j. Denn ist xy ein minimaler Vorwa¨rtsbogen bzgl. (Wi, fi)
und (Wj , fj), so folgt aus Definition 15.5 und Satz 15.4 fi(xy) < c(xy) = fi+1(xy) und
fj(xy) < c(xy), woraus die behaupteten Tatsachen sofort folgen. Im Fall, daß xy ein mini-
maler Ru¨ckwa¨rtsbogen ist, verla¨uft der Beweis analog.
2. Bezeichnen wir mit Li(a, b) die La¨nge eines ku¨rzesten fi-ungesa¨ttigten Weges von a
nach b, so gelten fu¨r alle Ecken x ∈ E die beiden nachstehenden Ungleichungen
Li(u, x) ≤ Li+1(u, x),
Li(x, v) ≤ Li+1(x, v).
Zum Beweis der ersten Ungleichung sei Wux = (u = x0, x1, . . . , xp = x) ein ku¨rzester
fi+1-ungesa¨ttigter Weg von u nach x. Dabei setzen wir Li(u, u) = 0 und Li+1(u, x) = ∞,
falls fu¨r x 6= u kein solcher Weg existiert. Fu¨r j = 0, 1, . . . , p− 1 zeigen wir
Li(u, xj+1) ≤ Li(u, xj) + 1. (15.7)
Ist xjxj+1 ∈ B, also ist xjxj+1 ein Vorwa¨rtsbogen von Wux, so folgt fi+1(xjxj+1) <
c(xjxj+1). Daraus ergibt sich fi(xjxj+1) < c(xjxj+1), oder xjxj+1 ist ein Ru¨ckwa¨rtsbogen
von Wi. Im ersten Fall folgt (15.7) unmittelbar, und im zweiten Fall ergibt sich (15.7) aus
Li(u, xj+1) = Li(u, xj)− 1 < Li(u, xj) + 1.
Ist xj+1xj ∈ B, also ist xj+1xj ein Ru¨ckwa¨rtsbogen von Wux, so folgt c(xj+1xj) ≥
fi+1(xj+1xj) > 0. Daraus ergibt sich fi(xj+1xj) > 0, oder xj+1xj ist ein Vorwa¨rtsbogen
von Wi. In beiden Fa¨llen erha¨lt man leicht (15.7). Aus (15.7) folgt induktiv die erste der
beiden gewu¨nschten Ungleichungen
Li(u, x) = Li(u, xp) ≤ Li(u, xp−1) + 1 ≤ . . . ≤ Li(u, u) + p = Li+1(u, x).
Die zweite Ungleichung beweist man analog.
3. Ist i < j und xy ein Vorwa¨rtsbogen (Ru¨ckwa¨rtsbogen) vonWi sowie ein Ru¨ckwa¨rtsbogen
(Vorwa¨rtsbogen) von Wj, so gilt
Lj(u, v) ≥ Li(u, v) + 2,
denn 2. liefert im ersten Fall
Lj(u, v) = Lj(u, y) + 1 + Lj(x, v)
≥ Li(u, y) + 1 + Li(x, v) = Li(u, v) + 2.
Im zweiten Fall verla¨uft der Beweis vollsta¨ndig analog.
Ist fu¨r eine beliebige natu¨rliche Zahl p und m = |B| der Fluß fp+m nicht maximal, so
ergibt sich die Ungleichung
Lp+m(u, v) ≥ Lp(u, v) + 2 (15.8)
folgendermaßen aus 1., 2. und 3. Da jeder WegWi einen minimalen Bogen entha¨lt, existieren
zwei Zahlen i, j mit p ≤ i < j ≤ p +m, so daß die beiden Wege Wi und Wj den gleichen
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minimalen Bogen xy besitzen. Ist der Bogen xy auf den beiden WegenWi undWj verschieden
orientiert, so folgt aus 3. Lj(u, v) ≥ Li(u, v)+2. Hat der Bogen xy aufWi und Wj die gleiche
Orientierung, so existiert nach 1. ein q mit p ≤ i < q < p+m, so daß xy auf Wq eine andere
Orientierung als auf Wi besitzt. Aus 3. folgt dann wieder Lq(u, v) ≥ Li(u, v) + 2. Fu¨r r = j
oder r = q ergibt sich daraus zusammen mit 2.
Lp+m(u, v) ≥ Lr(u, v) ≥ Li(u, v) + 2 ≥ Lp(u, v) + 2.
Die Ungleichung (15.8) liefert uns sofort das gewu¨nschte Ergebnis. Denn wa¨re der Fluß f`
mit ` = bn
2
cm nicht maximal, so erhielten wir folgenden Widerspruch
n− 1 ≥ L`(u, v) ≥ L0(u, v) + 2
⌊
n
2
⌋
≥ n. ‖
Es soll nicht unerwa¨hnt bleiben, daß es keine Schwierigkeiten bereitet, einen f -ungesa¨t-
tigten Wurzelbaum T so zu erzeugen, daß ein durch T gegebener f -zunehmender Weg auch
automatisch ein ku¨rzester ist. Man geht dazu wie nach Definition 15.6 beschrieben vor, wobei
allerdings der f -ungesa¨ttigte bzw. f -positive Bogen k so gewa¨hlt wird, daß der Abstand seiner
aus A stammenden Ecke minimal ist (man vgl. dazu den ersten Algorithmus).
15.3 Anwendungen der Netzwerktheorie
Als erstes wollen wir zeigen, wie man den Mengerschen Satz 14.23 mit Hilfe der Netz-
werktheorie beweisen kann. Dazu ist das na¨chste Ergebnis sehr hilfreich.
Satz 15.9. Es sei N = (E,B, u, v, c) ein Netzwerk mit c(k) = 1 fu¨r alle Bogen k ∈ B.
i) Ist f ein maximaler Fluß in N , so ist die Flußsta¨rke w(f) gleich der maximalen Anzahl
p der bogendisjunkten, orientierten Wege von u nach v.
ii) Ist L ein minimaler Schnitt in N , so ist capL gleich der minimalen Anzahl q von Bogen,
deren Streichung alle orientierten Wege von u nach v zersto¨rt.
Beweis. i) Im Fall w(f) = 0 oder p = 0 ist nichts zu beweisen. Daher seien im folgenden
w(f) ≥ 1 und p ≥ 1. Nun wa¨hlen wir einen maximalen Fluß f mit f(k) ∈ N0 fu¨r alle k ∈ B
(nach Satz 15.7 ist das mo¨glich). Wegen c(k) = 1 gilt dann f(k) = 0 oder f(k) = 1 fu¨r alle
k ∈ B. Ist B′ die Menge aller Bogen von N , die f -Null sind, so sei D diejenige Komponente
von N − B′, die die Ecken u und v entha¨lt. Daraus folgt d+(u,D) = w(f) = d−(v,D) und
d+(a,D) = f+(a) = f−(a) = d−(a,D) fu¨r alle a 6= u, v. Daher gibt es nach Satz 3.13 w(f)
bogendisjunkte, orientierte Wege von u nach v in D, also auch in N , womit w(f) ≤ p gilt.
Ist andererseits W1,W2, . . . ,Wp ein maximales System bogendisjunkter, orientierter Wege
von u nach v in N , so ist f ∗ : B −→ Z mit
f ∗(k) =
{
1 , wenn k ein Bogen von Wi ist (i = 1, 2, . . . , p)
0 , sonst
ein Fluß in N , fu¨r den w(f ∗) = p gilt. Da f ein maximaler Fluß in N ist, folgt daraus
p = w(f ∗) ≤ w(f), womit wir insgesamt p = w(f) bewiesen haben.
ii) Hat der minimale Schnitt L die Form L = (A,A), so gibt es in N − L keinen Bogen
von A nach A und daher wegen u ∈ A und v ∈ A keinen orientierten Weg von u nach v.
Damit haben wir q ≤ capL gezeigt.
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Nun sei andererseits B∗ = {k1, k2, . . . , kq} eine minimale Bogenmenge von N mit der
Eigenschaft, daß in N − B∗ kein orientierter Weg von u nach v existiert, und S diejenige
Eckenmenge aus E, die man in N −B∗ von u aus erreicht. Wegen u ∈ S und v ∈ S ist (S, S)
ein Schnitt in N . Da es in N −B∗ keinen Bogen von S nach S gibt, und da jeder Bogen von
N die Kapazita¨t 1 besitzt, gilt cap (S, S) ≤ q. Aus der Minimalita¨t des Schnittes L ergibt
sich dann capL ≤ cap (S, S) ≤ q und daher insgesamt q = capL. ‖
Aus den Sa¨tzen 15.6 und 15.9 la¨ßt sich nun der Satz 14.23 recht einfach gewinnen, den
wir auf die in diesem Abschnitt verwendete Terminologie a¨quivalent umschreiben.
Satz (Satz 14.23). Es sei D ein schlichter Digraph und a, b zwei verschiedene Ecken von
D. Dann ist die maximale Anzahl p der bogendisjunkten, orientierten Wege von a nach b
gleich der minimalen Anzahl q von Bogen, deren Streichung alle orientierten Wege von a
nach b zersto¨rt.
Beweis. Gibt es in D keinen orientierten Weg von a nach b, so gibt es nichts zu beweisen.
Daher gebe es in D einen orientierten Weg von a nach b.
Sei D∗ genau derjenige Teildigraph von D, der aus allen Ecken und Bogen besteht, die zu
einem orientierten Weg von a nach b geho¨ren. Man beachte, daß sich dabei die Gro¨ßen p und
q nicht vera¨ndert haben, und a die einzige Ecke mit d−(a,D∗) = 0 und b die einzige Ecke mit
d+(b,D∗) = 0 ist. Daru¨ber hinaus ist D∗ natu¨rlich zusammenha¨ngend. Versehen wir jeden
Bogen k von D∗ mit der Kapazita¨t c(k) = 1, so erhalten wir ein Netzwerk N = (E,B, a, b, c)
mit E = E(D∗) und B ⊆ B(D). Ist L ein minimaler Schnitt und f ein maximaler Fluß in
N , so ergibt sich aus Satz 15.6 und Satz 15.9 i) und ii)
p = w(f) = capL = q,
womit der Satz 14.23 vollsta¨ndig bewiesen ist. ‖
Bemerkung 15.2. Dieser Beweis von Satz 14.23 zeigt uns, daß man in einem schlichten Di-
graphen D, zusammen mit dem Algorithmus von Edmonds und Karp, die maximale Anzahl
der bogendisjunkten Wege zwischen je zwei Ecken von D und damit wegen Satz 14.25 die
Bogenzusammenhangszahl λ(D) bestimmen kann.
Ist G ein schlichter Graph, so ko¨nnen wir durch U¨bergang zum Digraphen D(G) wegen
des Satzes 14.12 die maximale Anzahl der kantendisjunkten Wege zwischen je zwei Ecken
von G und die Kantenzusammenhangszahl λ(G) berechnen.
Aus Gru¨nden der Vollsta¨ndigkeit wollen wir noch kurz skizzieren, wie man Satz 14.19 aus
Satz 14.23 gewinnen kann. Dazu formulieren wir auch Satz 14.19 a¨quivalent um.
Satz (Satz 14.19). Es sei D ein schlichter Digraph und a, b zwei verschiedene Ecken von
D, die durch keinen Bogen (a, b) verbunden sind. Dann ist die maximale Anzahl p der
kreuzungsfreien, orientierten Wege von a nach b gleich der minimalen Anzahl q von Ecken,
deren Herausnahme aus D alle orientierten Wege von a nach b zersto¨rt.
Beweis. Aus D konstruieren wir einen neuen schlichten Digraphen D′ wie folgt:
i) Da die Bogen (x, a) und (b, y) keinen Beitrag zu den Gro¨ßen p und q liefern, werden
sie aus D entfernt.
ii) Jede Ecke x 6= a, b werde durch zwei neue Ecken x′ und x′′ ersetzt, die durch einen
Bogen (x′, x′′) verbunden sind.
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iii) Jeder Bogen (a, x) bzw. (y, b) aus D wird durch einen Bogen (a, x′) bzw. (y′′, b) in D′
ersetzt.
iv) Jeder Bogen (x, y) mit x, y 6= a, b aus D wird durch einen Bogen (x′′, y′) in D′ ersetzt.
Man sieht nun, daß zu jedem orientierten Weg von a nach b in D eindeutig ein orientierter
Weg von a nach b in D′ existiert und umgekehrt, indem man (x, y) in D durch (x′, x′′, y′)
in D′ ersetzt und umgekehrt. Weiter erkennt man, daß zwei orientierte Wege von a nach
b in D genau dann kreuzungsfrei sind, wenn die entsprechenden orientierten Wege in D′
bogendisjunkt sind, denn zwei orientierte Wege in D′ sind wegen d+(x′, D′) = d−(x′′, D′) = 1
genau dann bogendisjunkt, wenn sie kreuzungsfrei sind. Daher ist die maximale Anzahl der
bogendisjunkten, orientierten Wege von a nach b in D′ gleich p. Man u¨berlegt sich ferner,
daß die minimale Anzahl von Bogen, deren Herausnahme aus D′ alle orientierten Wege von
a nach b zersto¨rt, gleich q ist. Durch Anwendung von Satz 14.23 erhalten wir dann das
gewu¨nschte Ergebnis. ‖
Zum Abschluß dieses Kapitels leiten wir aus der Netzwerktheorie einige weitere Faktorsa¨tze
her.
Satz 15.10. Es sei G ein schlichter und bipartiter Graph mit der Bipartition A,B und
f : E(G) → N0 eine Abbildung. Der Graph G besitzt genau dann einen Faktor F mit
d(a, F ) = f(a) fu¨r alle Ecken a ∈ A und d(b, F ) ≤ f(b) fu¨r alle b ∈ B, wenn fu¨r alle
X ⊆ A und alle Y ⊆ B gilt:
f(X) ≤ mG(X, Y ) + f(B − Y )
Beweis. Besitzt G einen derartigen Faktor F , so gilt fu¨r alle X ⊆ A und Y ⊆ B
f(X) = mF (X, Y ) +mF (X,B − Y )
≤ mG(X, Y ) +mF (A,B − Y )
≤ mG(X, Y ) + f(B − Y ).
Zum Beweis der umgekehrten Richtung konstruieren wir ein Netzwerk N = (E,B, u, v, c)
wie folgt. Es sei E = E(G) ∪ {u, v}, wobei u und v zwei neue Ecken sind. Jede Kante aus
K(G) erha¨lt die Orientierung von A nach B. Zusa¨tzlich fu¨gen wir noch die Bogenmengen
{ua | a ∈ A} und {bv | b ∈ B} hinzu. Schließlich sei die Kapazita¨tsfunktion gegeben durch:
c(xy) =


1, falls xy ∈ K(G)
f(y), falls x = u
f(x), falls y = v
Es sei nun L = (S, S) ein beliebiger Schnitt in N . Wir setzen X = A ∩ S und Y = B ∩ S.
Nun gilt mit unserer Voraussetzung
cap L = f(A− S) + |(A ∩ S,B ∩ S)|+ f(B ∩ S)
= f(A− S) +mG(X, Y ) + f(B − Y )
≥ f(A− S) + f(A ∩ S) = f(A).
Da fu¨r den Schnitt L0 = ({u}, E − {u}) genau capL0 = f(A) gilt, ist L0 ein minimaler
Schnitt, womit nach Satz 15.6 in N ein maximaler Fluß die Flußsta¨rke f(A) besitzt. Wegen
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Satz 15.7 ko¨nnen wir davon ausgehen, daß in N sogar ein ganzzahliger Fluß g der Flußsta¨rke
f(A) existiert. Der Fluß g bestimmt nun einen Faktor F in folgendem Sinne: Eine Kante
ab ∈ E(G) geho¨rt zu diesem Faktor genau dann, wenn der entsprechende Bogen (a, b) im
Netzwerk g-positiv ist. Wie man leicht sieht, besitzt dieser Faktor gerade die gewu¨nschten
Eigenschaften. ‖
Setzen wir im vorangegangenen Satz f(x) = 1 fu¨r alle Ecken x ∈ E(G), so entspricht
der oben beschriebene Faktor gerade einem Matching in G, welches mit allen Ecken von A
inzidiert. Fu¨r ein solches Matching hatten wir schon im Satz von Ko˝nig-Hall (Satz 6.7) eine
a¨quivalente Bedingung angegeben. Tatsa¨chlich ist es nicht schwer zu u¨berpru¨fen (mit X = S
und B − Y = N(S,G)), daß beide Kriterien a¨quivalent sind.
Gilt in Satz 15.10 sogar f(A) = f(B), so ist der oben beschriebene Faktor zwangsla¨ufig
ein f -Faktor. Dieser Spezialfall des Satzes 15.10 heißt f -Faktorsatz fu¨r bipartite Graphen
und geht auf Ore [3] 1956 und Ryser [1] 1957 zuru¨ck.
Erinnern wir uns daran, daß der f -Faktorsatz von Tutte (Satz 7.9) ein Kriterium fu¨r die
Existenz eines Graphen mit vorgegebener Gradsequenz liefert (Satz 7.12), so ist es nun wenig
u¨berraschend, daß wir ein a¨hnliches Kriterium fu¨r bipartite Graphen angeben ko¨nnen.
Definition 15.8. Seien a1 ≥ a2 ≥ . . . ≥ ap und b1 ≥ b2 ≥ . . . ≥ bq nicht-negative ganze
Zahlen. Das Paar ((a1, a2, . . . , ap), (b1, b2, . . . , bq)) heißt bipartit graphisch, wenn es einen
schlichten und bipartiten Graphen G mit einer Bipartition {x1, x2, . . . , xp}, {y1, y2, . . . , yq}
gibt, der d(xi, G) = ai fu¨r i = 1, 2, . . . , p und d(yj, G) = bj fu¨r j = 1, 2, . . . , q erfu¨llt.
Satz 15.11 (Gale [1] 1957, Ryser [1] 1957). Ein gegebenes Paar von zwei Zahlentupeln
((a1, a2, . . . , ap), (b1, b2, . . . , bq))
wie in Definition 15.8 beschrieben, ist genau dann bipartit graphisch, wenn
∑p
i=1 ai =
∑q
j=1 bj
ist und fu¨r jedes t = 1, 2, . . . , p gilt:
t∑
i=1
ai ≤
q∑
j=1
min{bj , t}
Beweis. Es sei Kp,q der vollsta¨ndige bipartite Graph mit der Bipartition {x1, x2, . . . , xp} und
{y1, y2, . . . , yq}. Weiterhin sei f : E(Kp,q) −→ N0 definiert durch
f(w) =
{
ai, falls w = xi
bj , falls w = yj.
.
Offensichtlich ist nun ((a1, a2, . . . , ap), (b1, b2, . . . , bq)) genau dann bipartit graphisch, wenn
Kp,q einen f -Faktor besitzt.
Die Notwendigkeit der Ungleichungen erhalten wir wie folgt. Es sei F ein f -Faktor von
Kp,q. Dann gilt fu¨r ein beliebiges t ∈ {1, 2, . . . , p}
t∑
i=1
ai =
t∑
i=1
d(xi, F ) =
q∑
j=1
|NF (yj) ∩ {x1, x2, . . . , xt}| ≤
q∑
j=1
min{bj , t}.
Daß die angegebenen Ungleichungen auch hinreichend fu¨r die Existenz eines f -Faktors in
Kp,q sind, pru¨fen wir mit Hilfe von Satz 15.10 nach. Zuna¨chst ko¨nnen wir feststellen, daß
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∑p
i=1 ai =
∑q
j=1 bj gerade a¨quivalent zu f({x1, x2, . . . , xp}) = f({y1, y2, . . . , yq}) ist. Wie
oben bemerkt, ist deshalb ein Faktor mit den in Satz 15.10 beschriebenen Eigenschaften
gerade ein f -Faktor. Wir u¨berpru¨fen deshalb nur noch die Gu¨ltigkeit der Ungleichung aus
Satz 15.10.
Es seien X ⊆ A = {x1, x2, . . . , xp} und Y ⊆ B = {y1, y2, . . . , yq}. Dann gilt fu¨r t = |X|
f(X) ≤
|X|∑
i=1
ai ≤
q∑
j=1
min{bj , |X|}
=
|Y |∑
j=1
min{bj , |X|}+
q∑
j=|Y |+1
min{bj , |X|}
≤ |X||Y |+
q∑
j=|Y |+1
bj = mKp,q(X, Y ) +
q∑
j=|Y |+1
bj
≤ mKp,q(X, Y ) + f(B − Y ). ‖
Satz 15.12. Es sei D = (E,B) ein schlichter Digraph und f, g : E → N0 zwei Abbildungen.
Es existiert genau dann ein Faktor F von D mit d+(x, F ) = f(x) und d−(x, F ) = g(x) fu¨r
alle x ∈ E, wenn f(E) = g(E) ist, und fu¨r alle X, Y ∈ E gilt:
f(X) ≤ mD(X, Y ) + g(E − Y ).
Beweis. Ausgehend von D bilden wir einen bipartiten Graphen G mit E(G) = {x′, x′′ |
x ∈ E} und K(G) = {x′y′′ | (x, y) ∈ B}. Weiter definieren wir h : E(G) −→ N0 durch
h(x′) = f(x) und h(x′′) = g(x). Nun besitzt D den gewu¨nschten Faktor F offensichtlich
genau dann, wenn G einen h-Faktor besitzt. Da f(E) = g(E) gilt, was a¨quivalent zu h({x′ |
x ∈ E}) = h({x′′ | x ∈ E}) ist, genu¨gt es, die Ungleichung aus Satz 15.10 nachzupru¨fen.
Diese ist aber offensichtlich a¨quivalent zu der gegebenen Ungleichung. ‖
Vertiefte Informationen zur Netzwerktheorie findet man in dem Buch von Ahuja, Magnanti
und Orlin [1] aus dem Jahre 1993.
Kapitel 16
Ramsey-Theorie
16.1 Die klassischen Ramsey-Zahlen
Unser erstes Ergebnis stellt eine Lo¨sung der Aufgabe 6.11 dar.
Satz 16.1. Ist G ein schlichter Graph der Ordnung n ≥ 6, so gilt ω(G) ≥ 3 oder α(G) ≥ 3.
Beweis. Es sei a eine beliebige Ecke aus G. Wegen n ≥ 6 ist a mit drei Kanten aus G oder
mit drei Kanten aus G inzident. Es seien aa1, aa2 und aa3 drei Kanten aus G. Existiert in
G eine der Kanten a1a2, a1a3 oder a2a3, so gilt ω(G) ≥ 3, existiert keine dieser drei Kanten,
so gilt α(G) ≥ 3. Beachtet man die Identita¨ten ω(G) = α(G) und α(G) = ω(G), so erkennt
man, daß der Beweis analog verla¨uft, falls die drei Kanten aa1, aa2 und aa3 zu G geho¨ren. ‖
Der Kreis der La¨nge 5 zeigt uns, daß Satz 16.1 fu¨r Graphen mit 5 Ecken im allgemeinen
nicht mehr gilt.
Definition 16.1. Es seien p, q ∈ N. Die Ramsey-Zahl r(p, q) ist die kleinste natu¨rliche Zahl,
so daß fu¨r jeden schlichten Graphen G der Ordnung n ≥ r(p, q) gilt: ω(G) ≥ p oder α(G) ≥ q.
Bemerkung 16.1. i) Satz 16.1 und der Kreis der La¨nge 5 liefern uns sofort r(3, 3) = 6.
ii) Durch U¨bergang vom Graphen G zum Komplementa¨rgraphen G, erkennt man leicht,
daß die Ramsey-Zahlen symmetrisch sind, d.h., es gilt r(p, q) = r(q, p).
iii) Ohne Mu¨he berechnet man r(1, q) = r(p, 1) = 1 und r(2, q) = r(q, 2) = q fu¨r q ≥ 2.
Die Ramsey-Zahlen sind nach dem Mathematiker Frank Ramsey benannt, der dieses Kon-
zept unter allgemeinen mengentheoretischen Gesichtspunkten 1930 in [1] entwickelte und
im wesentlichen die Existenz solcher Zahlen nachgewiesen hat. Fu¨r unseren Spezialfall wol-
len wir die Existenz der Ramsey-Zahlen mit Hilfe eines Resultats von Erdo˝s und Szekeres
nachweisen, das uns zusa¨tzlich eine nu¨tzliche Beziehung zwischen gewissen Ramsey-Zahlen
liefert.
Satz 16.2 (Erdo˝s, Szekeres [1] 1935). Fu¨r je zwei natu¨rliche Zahlen p ≥ 2 und q ≥ 2
existiert die Ramsey-Zahl r(p, q), und es gilt
r(p, q) ≤ r(p, q − 1) + r(p− 1, q). (16.1)
Weiterhin tritt in (16.1) keine Gleichheit ein, wenn sowohl r(p, q − 1) als auch r(p − 1, q)
gerade ist.
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Beweis. Der Beweis von (16.1) erfolgt durch Induktion nach p + q. Wegen Bemerkung 16.1
ist die Ungleichung (16.1) fu¨r p = q = 2 erfu¨llt. Ist p+ q ≥ 5, so existieren nach Induktions-
voraussetzung die Ramsey-Zahlen r(p, q − 1) und r(p− 1, q).
Ist nun G ein Graph der Ordnung r(p, q−1)+ r(p−1, q) und v eine Ecke von G, so setzen
wir T = N(v,G) und S = E(G)−N [v,G]. Wegen
|S|+ |T | = |E(G)| − 1 = r(p, q − 1) + r(p− 1, q)− 1,
gilt entweder |S| ≥ r(p, q − 1) oder |T | ≥ r(p − 1, q). Ist |S| ≥ r(p, q − 1), so entha¨lt G[S]
eine Clique der Ordnung p oder eine unabha¨ngige Menge aus q−1 Ecken. Dann besitzt aber
G[S ∪ {v}] eine Clique der Ordnung p oder q unabha¨ngige Ecken, womit (16.1) in diesem
Fall nachgewiesen ist. Den Fall |T | ≥ r(p− 1, q) behandelt man analog.
Sind nun r(p, q − 1) und r(p − 1, q) gerade Zahlen, so sei G ein Graph der Ordnung
r(p, q− 1)+ r(p− 1, q)− 1. Da G von ungerader Ordnung ist, existiert in G eine Ecke v von
geradem Grad, womit v nicht zu genau r(p− 1, q)− 1 Ecken adjazent ist. Dementsprechend
muß auch in dieser Situation entweder |E(G) − N [v,G]| ≥ r(p, q − 1) oder |N(v,G)| ≥
r(p − 1, q) gelten. Analog zu oben schließen wir dann ω(G) ≥ p oder α(G) ≥ q und damit
sogar
r(p, q) ≤ r(p, q − 1) + r(p− 1, q)− 1. ‖
Aus Satz 16.2 erha¨lt man induktiv sofort eine obere Schranke fu¨r die Ramsey-Zahlen.
Folgerung 16.1. Fu¨r zwei natu¨rliche Zahlen p, q ≥ 2 gilt
r(p, q) ≤
(
p+ q − 2
p− 1
)
=
(
p + q − 2
q − 1
)
. (16.2)
Ist eine der beiden Zahlen p oder q gleich 1 oder 2, so wird die Ungleichung (16.2) zur
Gleichung. Wegen Bemerkung 16.1 i) wird die Ungleichung (16.2) auch fu¨r p = q = 3 mit
Gleichheit erfu¨llt. Daru¨ber hinaus ergibt sich aus (16.2) die Abscha¨tzung r(3, q) ≤ (q2+q)/2.
Im na¨chsten Satz werden wir fu¨r r(3, q) eine bessere Schranke pra¨sentieren.
Satz 16.3. Fu¨r jede natu¨rliche Zahl q ≥ 3 gilt
r(3, q) ≤ 1
2
(q2 + 3). (16.3)
Beweis. Wir fu¨hren den Beweis von Satz 16.3 durch Induktion nach q, wobei wir fu¨r q = 3
die Ungleichung (16.3) schon durch (16.2) besta¨tigt haben. Ist q ≥ 4, so gilt nach Satz 16.2
und Bemerkung 16.1 iii)
r(3, q) ≤ r(2, q) + r(3, q − 1) = q + r(3, q − 1) (16.4)
und im Fall, daß q und r(3, q − 1) gerade sind sogar
r(3, q) ≤ q − 1 + r(3, q − 1). (16.5)
Zusammen mit der Induktionsvoraussetzung folgt aus (16.4)
r(3, q) ≤ q + (q − 1)
2 + 3
2
=
q2 + 4
2
. (16.6)
Ist q ungerade, so ist auch q2+4 ungerade, womit sich in diesem Fall die gewu¨nschte Unglei-
chung aus (16.6) ergibt. Ist q gerade und gilt die Ungleichung r(3, q− 1) < ((q − 1)2 + 3)/2,
so ergibt sich das Ergebnis aus (16.4). Ist q gerade und gilt r(3, q− 1) = ((q− 1)2+ 3)/2, so
ist auch r(3, q − 1) gerade und dann liefert (16.5) die gewu¨nschte Abscha¨tzung (16.3). ‖
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Beispiel 16.1. Aus Satz 16.3 folgt r(3, 4) ≤ 9 und r(3, 5) ≤ 14. Die beiden skizzierten
Graphen (a) bzw. (b) der Ordnung 8 bzw. 13 besitzen kein Dreieck, und ihre Unabha¨ngig-
keitszahlen sind 3 bzw. 4. Daraus ergibt sich r(3, 4) = 9 und r(3, 5) = 14.
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Beispiel 16.2. Aus (16.1) und (16.3) ergibt sich zusammen mit Bemerkung 16.1 ii) die
Ungleichung
r(4, 4) ≤ r(4, 3) + r(3, 4) = 2r(3, 4) ≤ 18.
Der auf der na¨chsten Seite skizzierte 8-regula¨re Graph (c) mit 17 Ecken, der weder eine
Clique der Ordnung 4 noch eine unabha¨ngige Menge aus 4 Ecken besitzt, zeigt uns schließlich
r(4, 4) = 18.
Die vier schon berechneten Ramsey-Zahlen r(3, 3) = 6, r(3, 4) = 9, r(3, 5) = 14 und
r(4, 4) = 18 findet man in einer Arbeit von Greenwood und Gleason [1] aus dem Jahre 1955.
Bemerkung 16.2. Die genaue Berechnung der Ramsey-Zahlen ist im allgemeinen ein sehr
schwieriges Problem. Außer den schon genannten Ramsey-Zahlen sind nur noch die folgenden
fu¨nf bekannt.
Im Jahre 1968 zeigten Graver und Yackel [1], daß r(3, 6) = 18 und r(3, 7) = 23 gilt.
Grinstead und Roberts [1] haben 1982 die Ramsey-Zahl r(3, 9) = 36 bestimmt.
Erst im Jahre 1992 wurde die Ramsey-Zahl r(3, 8) = 28 durch McKay und K. M. Zhang [1]
besta¨tigt, die dabei die Abscha¨tzung r(3, 8) ≥ 28 von Grinstead und Roberts [1] benutzten.
Mit einem nicht unerheblichen Aufwand wurde 1995 schließlich die Ramsey-Zahl r(4, 5) =
25 von McKay und Radziszowski [1] nachgewiesen.
Daru¨ber hinaus gibt es noch verschiedene obere und untere Schranken von r(3, t) fu¨r 10 ≤
t ≤ 15, die man in der Arbeit von McKay und K. M. Zhang [1] nachlesen kann. Noch mehr
Informationen u¨ber den neuesten Stand der Forschung findet man in dem U¨bersichtsartikel
“Small Ramsey numbers” von Radziszowski [1] aus dem Jahre 2006.
Wie wir gesehen haben, ist die Bestimmung von Ramsey-Zahlen eine Prozedur, die aus
zwei Schritten besteht. Einerseits berechnet man obere Schranken, und andererseits kon-
struiert man Scha¨rfebeispiele. Insbesondere bereitet die Konstruktion von solchen Beispielen
bis heute große Schwierigkeiten. U¨berraschend ist, daß die besten Ergebnisse zum zweiten
Schritt keineswegs konstruktiv erzielt wurden, sondern mit der sogenannten probabilistischen
Methode, die wir im Beweis von Satz 16.5 vorstellen wollen. Dazu berechnen wir zuna¨chst
einmal die Anzahl der schlichten Graphen mit n Ecken.
Satz 16.4. Gn die Menge aller schlichten Graphen der Ordnung n, so gilt
|Gn| = 2(
n
2).
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(Dabei werden zwei Graphen mit gleicher Eckenmenge E = {1, 2, . . . , n} genau dann als
verschieden angesehen, wenn zwei verschiedene Ecken i und j existieren, die in dem einen der
beiden Graphen adjazent, in dem anderen jedoch nicht adjazent sind. Bei dieser Betrachtung
werden also die verschiedenen Graphen geza¨hlt, nicht aber die Isomorphietypen.)
Beweis. Bekanntlich besitzt der vollsta¨ndige GraphKn genau
(
n
2
)
verschiedene Kanten. Jeder
Graph aus Gn ist durch Angabe seiner Kanten eindeutig bestimmt. Numeriert man alle
mo¨glichen Kanten von 1 bis
(
n
2
)
durch, und ordnet der Kante j die Zahl 0 bzw. 1 zu, falls
die Kante j im Graphen G vorhanden bzw. nicht vorhanden ist, so erkennt man, daß |Gn|
die Anzahl der Kombinationen
(
n
2
)
-ter Ordnung von 2 Elementen mit Wiederholung und mit
Beru¨cksichtigung der Reihenfolge ist und damit 2(
n
2) betra¨gt. ‖
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Satz 16.5 (Erdo˝s [1] 1947). Fu¨r p ≥ 2 gilt
r(p, p) ≥ 2 p2 .
Beweis. Wegen r(2, 2) = 2 sei im folgenden p ≥ 3. Wir nehmen an, daß es eine natu¨rliche
Zahl n < 2
p
2 gibt, so daß jeder GraphG aus Gn die Bedingung ω(G) ≥ p oder α(G) ≥ p erfu¨llt.
Nun sei Cpn die Teilmenge von Graphen aus Gn, die eine Clique der Ordnung p enthalten und
Upn die Teilmenge von Graphen aus Gn, die eine unabha¨ngige Menge von p Ecken besitzen.
Es gilt natu¨rlich |Cpn| = |Upn|.
Die Graphen aus Gn seien wieder auf der Eckenmenge E = {1, 2, . . . , n} definiert. Fu¨r
jede Teilmenge S ⊆ E mit |S| = p gibt es 2(n2)−(p2) Graphen in Gn, in denen S eine Clique
induziert, denn da
(
p
2
)
Kanten fest liegen, sind noch
(
n
2
) − (p
2
)
Kanten frei verfu¨gbar. Da es(
n
p
)
verschiedene p-elementige Teilmengen S ⊆ E gibt, folgt
|Cpn| = |Upn| ≤
(
n
p
)
· 2(n2)−(p2).
Daraus ergibt sich zusammen mit unserer Annahme n < 2
p
2 die Ungleichungskette
|Cpn|
|Gn| =
|Upn|
|Gn| ≤
(
n
p
)
· 2−(p2) ≤ n
p
p!
· 2−(p2)
<
1
p!
· 2 p
2
2 · 2−(p2) = 1
p!
· 2 p2 < 1
2
.
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Daher entha¨lt Gn mindestens einen Graphen, der weder eine Clique noch eine unabha¨ngige
Eckenmenge mit p Ecken besitzt, was aber unserer Annahme widerspricht. ‖
Unter Ausnutzung der bekannten Stirlingschen Formel gelang es Spencer [1] im Jahre
1975, die untere Schranke von Erdo˝s um den Faktor 2 zu verbessern.
16.2 Verallgemeinerte Ramsey-Zahlen
Sind p1 und p2 zwei natu¨rliche Zahlen, so bedeutet die Ramsey-Zahl r(p1, p2) die kleinste
natu¨rliche Zahl, so daß fu¨r jede Faktorisierung Kn = H1unionmultiH2 mit n ≥ r(p1, p2) gilt: Kp1 ⊆ H1
oder Kp2 ⊆ H2. Diese a¨quivalente Definition der Ramsey-Zahl legt folgende Verallgemeine-
rung nahe.
Definition 16.2. Es seien G1, G2, . . . , Gq (q ≥ 2) schlichte Graphen. Die verallgemeinerte
Ramsey-Zahl r(G1, G2, . . . , Gq) ist die kleinste natu¨rliche Zahl n, so daß fu¨r jede Faktorisie-
rung
Kn = H1 unionmultiH2 unionmulti · · · unionmultiHq
gilt:Gi ⊆ Hi fu¨r mindestens ein i = 1, 2, . . . , q. Mit dieser Definition ergibt sich r(Kp1, Kp2) =
r(p1, p2). Dementsprechend setzen wir abku¨rzend r(Kp1, Kp2, . . . , Kpq) = r(p1, p2, . . . , pq).
Analog zum Satz von Erdo˝s und Szekeres (Satz 16.2) weisen wir nun die Existenz der
verallgemeinerten Ramsey-Zahl r(p1, p2, . . . , pq) nach.
Satz 16.6 (Cockayne [1] 1972). Gegeben seien q ≥ 2 natu¨rliche Zahlen p1, p2, . . . , pq ≥ 2.
Dann existiert die verallgemeinerte Ramsey-Zahl r(p1, p2, . . . , pq), und es gilt
r(p1, p2, . . . , pq) ≤ r(p1−1, p2, . . . , pq)+r(p1, p2−1, . . . , pq)+· · ·+r(p1, . . . , pq−1, pq−1)−q+2.
(16.7)
Beweis. Der Beweis der Abscha¨tzung (16.7) erfolgt durch Induktion nach p1+ p2+ · · ·+ pq,
wobei fu¨r p1 = p2 = · · · = pq = 2 in der Ungleichung (16.7) offensichtlich das Gleich-
heitszeichen steht. Ist p1 + p2 + · · · + pq ≥ 2q + 1, so existieren nach Induktionsvoraus-
setzung die verallgemeinerten Ramsey-Zahlen auf der rechten Seite von (16.7). Ku¨rzen wir
die Summe der rechten Seite von (16.7) mit n ab, so sei Kn = H1 unionmulti H2 unionmulti · · · unionmulti Hq ei-
ne beliebige Faktorisierung des vollsta¨ndigen Graphen Kn. Ist v eine beliebige Ecke des
Kn, so gilt
∑q
i=1 |N(v,Hi)| = n − 1, womit mindestens ein j ∈ {1, 2, . . . , q} existiert mit
N = |N(v,Hj)| ≥ r(p1, . . . , pj − 1, . . . , pq). Ist nun KN der vollsta¨ndige Graph mit der
Eckenmenge N(v,Hj) und Fi = KN ∩Hi, so gilt offensichtlich KN = F1 unionmultiF2 unionmulti · · · unionmultiFq. We-
gen N ≥ r(p1, . . . , pj−1, . . . , pq) folgt aus der Definition der verallgemeinerten Ramsey-Zahl
Kpj−1 ⊆ Fj ⊆ Hj oder Kpi ⊆ Fi ⊆ Hi fu¨r i 6= j. Ist Kpi ⊆ Hi fu¨r i 6= j, so sind wir fertig.
Daher gelte nun Kpj−1 ⊆ Fj. Da die Ecke v in Hj zu allen Ecken von Fj adjazent ist,
ergibt sich sogar Kpj ⊆ Hj, womit r(p1, p2, . . . , pq) ≤ N + 1 ≤ n, also (16.7) nachgewiesen
ist. ‖
Bemerkung 16.3. Sind G1, G2, . . . , Gq schlichte Graphen der Ordnung p1, p2, . . . , pq, so gilt
natu¨rlich
r(G1, G2, . . . , Gq) ≤ r(p1, p2, . . . , pq),
womit auch die Existenz der verallgemeinerten Ramsey-Zahlen, die wir im folgenden wieder
kurz Ramsey-Zahlen nennen werden, vollsta¨ndig nachgewiesen ist.
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Satz 16.7. Die Ramsey-Zahlen sind symmetrisch, d.h., es gilt
r(G1, G2, . . . , Gq) = r(Gpi(1), Gpi(2), . . . , Gpi(q)),
wobei pi eine Permutation der natu¨rlichen Zahlen 1, 2, . . . , q bedeutet.
Beweis. Wir setzen r = r(G1, G2, . . . , Gq) und rpi = r(Gpi(1), Gpi(2), . . . , Gpi(q)) und nehmen
o.B.d.A. rpi < r an. Dann existiert eine Zahl n mit rpi ≤ n < r und eine Faktorisierung
Kn = H1 unionmultiH2 unionmulti · · · unionmultiHq, so daß Gi 6⊆ Hi fu¨r alle i = 1, 2, . . . , q gilt. Setzen wir Fi = Hpi(i)
fu¨r alle i = 1, 2, . . . , q, so ist Kn = F1 unionmulti F2 unionmulti · · · unionmulti Fq auch eine Faktorisierung des Kn.
Nun gilt offensichtlich Gpi(i) 6⊆ Fi fu¨r alle i = 1, 2, . . . , q, was unserer Voraussetzung n ≥ rpi
widerspricht. ‖
Bemerkung 16.4. Im Jahre 1955 haben Greenwood und Gleason [1] schon die schwa¨chere
Abscha¨tzung
r(p1, p2, . . . , pq) ≤ r(p1 − 1, p2, . . . , pq) + r(p1, p2 − 1, . . . , pq) + · · ·+ r(p1, . . . , pq−1, pq − 1)
angegeben, die im Fall q = 2 mit (16.7), also auch mit dem Satz von Erdo˝s und Szekeres
u¨bereinstimmt.
Aus Satz 16.6 und Bemerkung 16.3 erhalten wir wieder induktiv folgende obere Schranke
fu¨r die verallgemeinerten Ramsey-Zahlen, die die Abscha¨tzung aus Folgerung 16.1 verallge-
meinert.
Folgerung 16.2. Sind G1, G2, . . . , Gq schlichte Graphen der Ordnung p1, p2, . . . , pq, so gilt
r(G1, G2, . . . , Gq) ≤ (p1 + p2 + · · ·+ pq − q)!
(p1 − 1)!(p2 − 1)! · · · (pq − 1)! .
Satz 16.8 (Greenwood, Gleason [1] 1955). Es gilt r(3, 3, 3) = 17.
Beweis. Wie u¨blich, erfolgt der Beweis in zwei Schritten. Aus den Sa¨tzen 16.6, 16.7 und 16.1
ergibt sich ohne Mu¨he
r(3, 3, 3) ≤ r(2, 3, 3) + r(3, 2, 3) + r(3, 3, 2)− 3 + 2
= 3r(2, 3, 3)− 1 = 3r(3, 3)− 1 = 17.
Die auf der na¨chsten Seite skizzierte Faktorisierung des K16 zeigt durch “la¨ngeres scharfes
Hinsehen”, daß r(3, 3, 3) > 16 gilt, denn keiner der drei Faktoren besitzt ein Dreieck. Dabei
besteht die Kantenmenge des ersten Faktors aus den durchgezogenen Linien, die des zweiten
Faktors aus den gepunkteten Linien und die des dritten Faktors aus den nicht vorhandenen
Verbindungslinien. Damit ist die Aussage r(3, 3, 3) = 17 schon bewiesen. ‖
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Betrachtet man die Partition
{1, 4, 10, 13}, {2, 3, 11, 12}, {5, 6, 7, 8, 9}
der Menge {1, 2, . . . , 13}, so stellt man leicht fest, daß in keiner Partitionsmenge drei (nicht
notwendig verschiedene) Elemente x, y, z existieren, die die Gleichung x + y = z erfu¨llen.
Betrachtet man aber eine beliebige Partition aus drei Teilmengen der Menge {1, 2, . . . , 14},
so zeigt eine kleine systematische Untersuchung, daß immer eine Partitionsmenge existiert,
in der die Gleichung x+ y = z eine Lo¨sung hat. Schur [1] zeigte 1916 ganz allgemein, daß zu
jeder gegebenen natu¨rlichen Zahl n eine natu¨rliche Zahl sn existiert, so daß in jeder Partition
der Menge {1, 2, . . . , sn}, die aus n Teilmengen besteht, eine Partitionsmenge existiert, die
eine Lo¨sung der Gleichung x+ y = z besitzt. Wir werden dieses Resultat von Schur aus der
Existenz der verallgemeinerten Ramsey-Zahlen herleiten.
Satz 16.9 (Schur [1] 1916). Zu jedem n ∈ N existiert eine natu¨rliche Zahl sn, so daß fu¨r
jede Partition (S1, S2, . . . , Sn) der Menge {1, 2, . . . , sn} gilt: Es gibt ein j ∈ {1, 2, . . . , n} mit
der Eigenschaft, daß die Partitionsmenge Sj drei (nicht notwendig verschiedene) Zahlen x, y
und z entha¨lt, die die Gleichung x+ y = z erfu¨llen.
Beweis. Man setze sn = r = r(p1, p2, . . . , pn), wobei pi = 3 fu¨r i = 1, 2, . . . , n gilt. Ist
(S1, S2, . . . , Sn) eine beliebige Partition der Menge {1, 2, . . . , r}, so sei der vollsta¨ndige Graph
Kr auf der Eckenmenge {1, 2, . . . , r} definiert. Nun betrachten wir die spezielle Faktorisierung
Kr = H1 unionmultiH2 unionmulti · · · unionmultiHn mit der Eigenschaft, daß die Kante uv genau dann zu Hi geho¨rt,
wenn |u− v| ∈ Si gilt. Nach Satz 16.6 existiert ein j mit K3 ⊆ Hj. Sind a, b und c (o.B.d.A.
a > b > c) die drei Ecken des K3, so bedeutet dies gerade a− b, a− c, b− c ∈ Sj . Setzen wir
x = a− b, y = b− c und z = a− c, so gilt x, y, z ∈ Sj und x+ y = z. ‖
Bemerkung 16.5. Nach Satz 16.8 gilt r(3, 3, 3) = 17. Zusammen mit der Vorbetrachtung
zum Satz 16.9 erkennt man daran, daß die Gro¨ße sn = r(p1, p2, . . . , pn) mit pi = 3 fu¨r alle
i = 1, 2, . . . , n im allgemeinen nicht die kleinste Zahl ist, fu¨r die der Satz von Schur gilt.
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Sieht man von Trivialfa¨llen ab, so ist fu¨r q ≥ 3 von den verallgemeinerten Ramsey-Zahlen
r(p1, p2, . . . , pq) nur r(3, 3, 3) = 17 bekannt. Daher ist es vielleicht u¨berraschend, daß die
Berechnung von r(G1, G2, . . . , Gq) ha¨ufig einfacher wird, falls nicht alle Gi vollsta¨ndige Gra-
phen sind. Typisch und interessant dabei ist, daß man je nach Wahl der Gi zum Teil ga¨nzlich
verschieden vorgehen muß und daß dazu eine Fu¨lle von Ergebnissen aus anderen Teilgebieten
der Graphentheorie herangezogen werden. Eine einfache aber nu¨tzliche untere Schranke der
verallgemeinerten Ramsey-Zahl r(G1, G2) in Abha¨ngigkeit der chromatischen Zahl fanden
1972 Chva´tal und Harary [1].
Satz 16.10 (Chva´tal, Harary [1] 1972). Es seien G1 und G2 zwei schlichte Graphen ohne
isolierte Ecken. Ist p die Ordnung einer gro¨ßten Komponente von G1, so gilt
r(G1, G2) ≥ (p− 1)(χ(G2)− 1) + 1. (16.8)
Beweis. Es sei G = (χ(G2)−1)Kp−1. DaG keine Zusammenhangskomponente der Ordnung p
entha¨lt, ist G1 kein Teilgraph von G. Weil G ein vollsta¨ndiger (χ(G2)−1)-partiter Graph ist,
gilt χ(G) = χ(G2)−1, womit G2 nicht in G enthalten ist. Wegen n(G) = (p−1)(χ(G2)−1),
haben wir (16.8) besta¨tigt. ‖
Wir kommen nun zu einem sehr bekannten Resultat von Chva´tal [1], das sich recht einfach
beweisen la¨ßt.
Satz 16.11 (Chva´tal [1] 1977). Ist Bp ein Baum der Ordnung p ≥ 2, so gilt
r(Bp, Kn) = 1 + (p− 1)(n− 1).
Beweis. Da der Fall n = 1 klar ist, sei im folgenden n ≥ 2. Ist G ein schlichter Graph
der Ordnung 1 + (p − 1)(n − 1), so zeigen wir Bp ⊆ G oder Kn ⊆ G, woraus sich dann
r(Bp, Kn) ≤ 1 + (p − 1)(n − 1) ergibt. Ist Kn kein Teilgraph von G, so gilt α(G) ≤ n − 1.
Daraus folgt aber
χ(G) ≥ n(G)
α(G)
≥ 1 + (p− 1)(n− 1)
n− 1 ,
also χ(G) ≥ p. Nach Bemerkung 12.4 (ii) besitzt G dann einen p-kritischen Teilgraphen H ,
fu¨r den nach Satz 12.3 δ(H) ≥ p−1 gilt. Daher ist der Baum Bp nach Aufgabe 2.9 (die man
leicht durch Induktion nach p beweist) ein Teilgraph von H und damit auch von G.
Aus (16.8) ergibt sich sofort r(Bp, Kn) ≥ (p − 1)(n − 1) + 1, womit der Satz vollsta¨ndig
bewiesen ist. ‖
Mit Hilfe dieses Satzes von Chva´tal kann man ein Resultat von Burr beweisen, das man
in dem U¨bersichtsartikel von Parsons [2] aus dem Jahre 1978 findet.
Satz 16.12 (Burr 1978). Ist q ≥ 2 eine natu¨rliche Zahl und Bp ein Baum der Ordnung
p ≥ 2, so gilt
r(Bp, Kn1 , Kn2, . . . , Knq) = 1 + (p− 1)((r(n1, n2, . . . , nq)− 1).
Beweis. Wir setzen ` = r(n1, n2, . . . , nq)−1 und n = 1+(p−1)`. Ist Kn = GunionmultiH1unionmulti H2unionmulti· · ·unionmulti
Hq eine beliebige Faktorisierung des vollsta¨ndigen Graphen Kn, so zeigen wir Bp ⊆ G oder
Knj ⊆ Hj fu¨r ein j ∈ {1, 2, . . . , q}. Setzen wir H = H1 unionmultiH2 unionmulti · · · unionmultiHq, so gilt Kn = G unionmultiH .
Da aus Satz 16.11 r(Bp, K`+1) = n folgt, ergibt sich Bp ⊆ G oder K`+1 ⊆ H . Ist Bp ⊆ G,
so sind wir fertig. Daher gelte nun K`+1 ⊆ H . Ist F ein Teilgraph von H mit F ∼= K`+1,
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so setze man Fi = F ∩ Hi fu¨r i = 1, 2, . . . , q, woraus K`+1 ∼= F1 unionmulti F2 unionmulti · · · unionmulti Fq folgt. Da
aber r(n1, n2, . . . , nq) = `+ 1 gilt, ergibt sich daraus Knj ⊆ Fj fu¨r ein j ∈ {1, 2, . . . , q}. Aus
Fi ⊆ Hi fu¨r alle i = 1, 2, . . . , q folgt sofort Knj ⊆ Hj fu¨r ein j ∈ {1, 2, . . . , q} und daher
r(Bp, Kn1, Kn2 , . . . , Knq) ≤ n.
Fu¨r die umgekehrte Ungleichung sei F1 unionmulti F2 unionmulti · · · unionmulti Fq eine Faktorisierung des K` mit
ω(Fi) ≤ ni−1 fu¨r alle i = 1, 2, . . . , q. Weiter setzen wir G = `Kp−1 und fu¨r jedes i = 1, 2, . . . , q
entstehe Hi aus Fi wie folgt. Jede Ecke aus Fi werde durch einen Nullgraphen aus p − 1
Ecken ersetzt. Sind die beiden Ecken x, y ∈ E(Fi) adjazent und wurden sie durch die Ecken
x1, x2, . . . , xp−1 bzw. y1, y2, . . . , yp−1 ersetzt, so wird jede Ecke xj mit jeder Ecke yt durch
eine Kante verbunden. Die Faktorisierung GunionmultiH1unionmultiH2 unionmulti · · ·unionmultiHq des vollsta¨ndigen Graphen
Kn−1 zeigt uns die gewu¨nschte Abscha¨tzung r(Bp, Kn1, Kn2 , . . . , Knq) ≥ n. ‖
Satz 16.13 (Lawrence [1] 1973). Ist Cm ein Kreis der La¨nge m ≥ 3 und n ∈ N, so gilt
r(Cm, K1,n) ≤
{
2n+ 1, falls m ≤ 2n− 1
m, falls m ≥ 2n. .
Fu¨r folgende Werte gilt sogar die Gleichheit:
r(Cm, K1,n) =
{
2n+ 1, falls m ungerade und m ≤ 2n− 1
m, falls m ≥ 2n .
Beweis. Aus dem Satz 16.10 von Chva´tal und Harary ergibt sich leicht
r(Cm, K1,n) ≥ max{m,n(χ(Cm)− 1) + 1}
und damit dann:
r(Cm, K1,n) ≥


m, falls m ≥ 2n
m, falls m gerade und n + 1 ≤ m ≤ 2n− 2
n + 1, falls m gerade und m ≤ n
2n+ 1, falls m ungerade und m ≤ 2n− 1
.
Sei nun G ein schlichter Graph der Ordnung p ≥ 2n. Ist K1,n kein Teilgraph von G, so
ergibt sich sofort ∆(G) ≤ n−1 und G 6= Kt,t fu¨r t ≥ n+1. Daher folgt 2δ(G) ≥ 2p−2n ≥ p,
womit G nach dem Satz von Dirac (Satz 4.5) Hamiltonsch ist. Aus dem Handschlaglemma
ergibt sich sofort m(G) ≥ 1
4
p2. Nach dem Satz von Bondy (Satz 4.16) ist dann G entweder
panzyklisch, oder es gilt G = Kp/2,p/2. Wegen G 6= Kt,t fu¨r t ≥ n+1, ist dann G panzyklisch,
oder es gilt G = Kn,n.
Ist p = m = 2n, so ist G panzyklisch, oder es gilt G = Kn,n. In beiden Fa¨llen folgt
Cm ⊆ G, woraus sich r(Cm, K1,n) ≤ m ergibt.
Ist nun p ≥ m ≥ 2n und p 6= 2n, so ist G nach unserer Vorbetrachtung panzyklisch, also
Cm ⊆ G und damit r(Cm, K1,n) ≤ m.
Ist schließlich p ≥ 2n + 1 und m ≤ 2n − 1, so ist G nach unserer Vorbetrachtung wieder
panzyklisch, also Cm ⊆ G, womit in diesem Fall r(Cm, K1,n) ≤ 2n+ 1 gilt.
Faßt man die erzielten Abscha¨tzungen zusammen, so erha¨lt man alle Aussagen des Sat-
zes 16.13. ‖
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Bemerkung 16.6. Ist m gerade und m ≤ 2n− 2, so hat sich die Berechnung der Ramsey-
Zahl r(Cm, K1,n) als schwierig herausgestellt. Z.B. hat Parsons [1] 1975 fu¨r n ≥ 2 gezeigt,
daß r(C4, K1,n) ≤ 1+n+ b
√
nc gilt, wobei die Gleichheit fu¨r n = p2 oder n = p2+1 eintritt,
falls p eine Primzahl ist.
Zum Schluß dieses Abschnitts wollen wir einige weitere typische verallgemeinerte Ramsey-
Zahlen nennen. Clapham, Exoo, Harborth, Mengersen und Sheehan [1] bewiesen 1989, daß
r(K5 − k,K5 − k) = 22 gilt, wobei k eine beliebige Kante des K5 bedeutet. Im Jahre 1991
zeigten Harborth und Mengersen [1] r(K2,3, K3,3) = 13 und r(K3,3, K3,3) = 18 sowie 1992 Y.
Yang und Rowlinson [1] r(C5, C5, C5) = 17. Eine scho¨ne U¨bersicht zu diesem Thema liefert
der schon erwa¨hnte Artikel von Radziszowski [1].
16.3 Ramsey-Zahlen von Ba¨umen
Sind alle Ba¨ume Sterne, so sind die Ramsey-Zahlen vollsta¨ndig durch Burr und Roberts [1]
bestimmt worden.
Satz 16.14 (Burr, Roberts [1] 1973). Es seien q ≥ 2 natu¨rliche Zahlen n1, n2, . . . , nq
gegeben. Sind t von diesen q Zahlen gerade, so gilt
r(K1,n1, K1,n2, . . . , K1,nq) = Θt +
q∑
i=1
(ni − 1),
wobei Θt = 1, falls t positiv und gerade ist und Θt = 2 in allen anderen Fa¨llen gilt.
Beweis. Wir setzen r = r(K1,n1, K1,n2, . . . , K1,nq) und N =
∑q
i=1 ni. Zuna¨chst beweisen wir
r ≤ N − q + Θt. Da jede Ecke des vollsta¨ndigen Graphen KN−q+2 den Grad N − q + 1 =
1 +
∑q
i=1(ni − 1) besitzt, gilt fu¨r jede Faktorisierung
KN−q+2 = H1 unionmultiH2 unionmulti · · · unionmultiHq
notwendig K1,ni ⊆ Hi fu¨r ein i ∈ {1, 2, . . . , q}, womit wir r ≤ N−q+2 gezeigt haben. Daher
verbleibt r ≤ N − q + 1 nachzuweisen, falls t positiv und gerade ist. In diesem Fall erkennt
man leicht, daß N−q+1 immer ungerade ist. Nehmen wir nun an, daß es eine Faktorisierung
KN−q+1 = H1 unionmultiH2 unionmulti · · · unionmultiHq
gibt, so daßK1,ni kein Teilgraph vonHi fu¨r alle i = 1, 2, . . . , q ist. Daraus ergibt sich ∆(Hi) ≤
ni − 1 fu¨r alle i = 1, 2, . . . , q. Dies liefert wiederum δ(Hi) ≥ ni − 1 fu¨r alle i = 1, 2, . . . , q,
womit jeder Faktor Hi ein regula¨rer Graph vom Grad ni − 1 ist. Da nach Voraussetzung
mindestens ein nj gerade ist, besitzt der regula¨re Faktor Hj den ungeraden Grad nj−1, was
dem Handschlaglemma widerspricht. Daher ist die Ungleichung r ≤ N − q + Θt vollsta¨ndig
bewiesen.
Nun zeigen wir r ≥ N − q + Θt. Ist t = 0, so ist jede gegebene Zahl ni sowie N − q + 1
ungerade. Daher kann man den vollsta¨ndigen GraphenKN−q+1 nach dem I. Satz von Petersen
(Satz 7.15) in 1
2
(N − q) 2-Faktoren zerlegen. Fu¨r jedes i = 1, 2, . . . , q, bestehe der Faktor Fi
aus der Vereinigung von 1
2
(ni − 1) kantendisjunkten 2-Faktoren, so daß K(Fi) ∩K(Fj) = ∅
fu¨r i 6= j gilt. Nach Konstruktion ist dann KN−q+1 = F1 unionmulti F2 unionmulti · · · unionmulti Fq eine Faktorisierung
mit der Eigenschaft, daß fu¨r alle i = 1, 2, . . . , q der Stern K1,ni kein Teilgraph von Fi ist,
womit in diesem Fall r ≥ N − q + 2 gilt.
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Ist t ungerade, so ist N − q + 1 gerade, und nach Satz 7.14 ist der vollsta¨ndige Graph
KN−q+1 1-faktorisierbar. Fu¨r jedes i = 1, 2, . . . , q, bestehe der Faktor Fi aus der Vereinigung
von ni−1 kantendisjunkten 1-Faktoren mit K(Fi)∩K(Fj) = ∅ fu¨r i 6= j. Dann ist KN−q+1 =
F1unionmultiF2unionmulti· · ·unionmultiFq eine Faktorisierung, so daß K1,ni kein Teilgraph von Fi fu¨r alle i = 1, 2, . . . , q
gilt, womit auch in diesem Fall r ≥ N − q + 2 gilt.
Ist schließlich t > 0 gerade, so sei o.B.d.A. n1 gerade. Dann sind t − 1 von den q Zahlen
n1 − 1, n2, . . . , nq gerade, und es folgt aus dem letzten Fall
r ≥ r(K1,n1−1, K1,n2, . . . , K1,nq) ≥ N − q + 1.
Daher gilt in allen Fa¨llen r ≥ N−q+Θt, womit wir den Satz vollsta¨ndig bewiesen haben. ‖
Folgerung 16.3 (Harary [3] 1972). Sind p und q zwei natu¨rliche Zahlen, so gilt:
r(K1,p, K1,q) =
{
p+ q − 1, falls p und q gerade
p+ q, sonst
.
Satz 16.15 (Burr [1] 1974). Es seien p, q ≥ 2 zwei natu¨rliche Zahlen. Ist Bp+1 ein Baum
der Ordnung p+ 1, so gilt
r(Bp+1, K1,q) ≤ p+ q .
Ist p ein Teiler von q − 1, so gilt sogar r(Bp+1, K1,q) = p+ q.
Beweis. Es sei G ein schlichter Graph der Ordnung p+ q. Ist K1,q kein Teilgraph von G, so
gilt ∆(G) ≤ q − 1, also δ(G) ≥ p. Daher ist der Baum Bp+1 nach Aufgabe 2.9 ein Teilgraph
von G, woraus sich r(Bp+1, K1,q) ≤ p+ q ergibt.
Ist q − 1 = kp, so hat der Graph G = (k + 1)Kp die Ordnung n(G) = p+ kp = p+ q − 1.
Dieses Beispiel zeigt r(Bp+1, K1,q) ≥ p+ q, denn Bp+1 ist kein Teilgraph von G und K1,q ist
kein Teilgraph von G. ‖
Im folgenden wollen wir weitere Ramsey-Zahlen r(Bp+1, K1,q) bestimmen, wobei der Baum
Bp+1 kein Stern ist und p nicht die Zahl q−1 teilt. Dazu beno¨tigen wir gewisse Erweiterungen
der Aufgabe 2.9, die wir in den na¨chsten beiden Ergebnissen vorstellen wollen.
Hilfssatz 16.1 (Guo, Volkmann [5] 1995). Es sei p ≥ 3 eine natu¨rliche Zahl und G ein
schlichter, zusammenha¨ngender aber nicht vollsta¨ndiger Graph der Ordnung n(G) ≥ p + 2
mit δ(G) ≥ p. Weiter sei B ein Baum mit 4 ≤ n(B) ≤ p+ 1 und ∆(B) ≤ n(B)− 2 (also B
ist kein Stern). Ist a eine beliebige Ecke von B, so existiert ein Baum Ba ⊆ G mit Ba ∼= B,
so daß
N [a′, G] ∩ E(Ba) 6= E(Ba),
gilt, wobei wir mit a′ ∈ E(Ba) die zu a isomorphe Ecke bezeichnen. (Ist f : E(B) −→ E(Ba)
ein Isomorphismus mit f(a) = a′, so nennen wir a′ isomorph zu a.)
Beweis. Der Beweis erfolgt durch Induktion nach n(B) = n. Ist n = 4, so ist der Baum B
notwendig ein Weg der La¨nge 3. Benutzt man die bekannte Tatsache, daß in G zwei Ecken
x und y vom Abstand 2 existieren, so erkennt man leicht, daß die Aussage des Satzes fu¨r
n = 4 richtig ist.
Nun gelte 5 ≤ n ≤ p + 1 und a sei eine beliebige Ecke von B. Da B kein Stern ist,
existiert in B eine Endecke v 6= a, so daß auch der Baum B′ = B − v kein Stern ist. Mit
u bezeichnen wir die Nachbarecke von v in B. Nach Induktionsvoraussetzung existiert ein
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Baum B′a ⊆ G, der zu B′ isomorph ist mit N [a′, G] ∩ E(B′a) 6= E(B′a), wobei a′ die zu
a isomorphe Ecke bedeutet. Ist u′ ∈ E(B′a) die zu u isomorphe Ecke, so existiert wegen
δ(G) ≥ p in G ein Nachbar v′ von u′ mit v′ 6∈ E(B′a). Fu¨gt man nun zum Baum B′a die
Ecke v′ und die Kante u′v′ hinzu, so entsteht ein zum Baum B isomorpher Baum Ba mit
der gewu¨nschten Eigenschaft N [a′, G] ∩ E(Ba) 6= E(Ba). ‖
Aus Hilfssatz 16.1 leiten wir das na¨chste Ergebnis her, das uns dann die angeku¨ndigten
Erweiterungen von Folgerung 16.3 und Satz 16.15 liefern wird.
Satz 16.16 (Guo, Volkmann [5] 1995). Es sei p ≥ 2 eine natu¨rliche Zahl und G ein
schlichter und zusammenha¨ngender Graph der Ordnung n(G) ≥ p + 2 mit δ(G) ≥ p. Ist B
ein Baum der Ordnung n(B) ≤ p + 2 und ∆(B) ≤ p, so existiert ein Teilgraph B∗ ⊆ G mit
B∗ ∼= B.
Beweis. Ist G ein vollsta¨ndiger Graph oder n(B) ≤ p+1, so ist der Satz durch Aufgabe 2.9
bewiesen. Im Fall, daß G kein vollsta¨ndiger Graph ist und n(B) = p + 2 gilt, erfolgt der
Beweis durch Induktion nach p. Ist p = 2, so u¨berlegt man sich ohne Mu¨he, daß G einen
Weg der La¨nge 3 entha¨lt.
Nun sei p ≥ 3 und v eine Endecke von B, so daß B′ = B − v kein Stern ist. Mit a
bezeichnen wir die zu v adjazente Ecke in B. Nun gibt es nach Hilfssatz 16.1 einen Baum
B′a ⊆ G, der zu B′ isomorph ist mit N [a′, G]∩E(B′a) 6= E(B′a), wobei a′ die zu a isomorphe
Ecke bedeutet. Wegen δ(G) ≥ p existiert in G ein Nachbar v′ von a′ mit v′ 6∈ E(B′a). Fu¨gt
man nun zum Baum B′a die Ecke v
′ und die Kante a′v′ hinzu, so entsteht ein zum Baum B
isomorpher Baum B∗ ⊆ G. ‖
Satz 16.17 (Guo, Volkmann [5] 1995). Es seien p, q ≥ 2 zwei natu¨rliche Zahlen. Ist der
Baum Bp+1 der Ordnung p+1 kein Stern (und damit p ≥ 3), und ist p kein Teiler von q− 1
(also insbesondere p ≥ q), so gilt
r(Bp+1, K1,q) ≤ p+ q − 1 .
Erfu¨llen p oder q eine der folgenden zusa¨tzlichen Voraussetzungen, so gilt sogar die Gleichheit:
i) Ist q = 2, so gilt r(Bp+1, K1,q) = p+ q − 1 = p + 1.
ii) Ist q = p ≥ 3, so gilt r(Bp+1, K1,q) = p+ q − 1 = 2p− 1.
iii) Ist q − 1 = kp + 1 fu¨r ein k ∈ N, so gilt r(Bp+1, K1,q) = p+ q − 1.
iv) Ist q − 1 = kp + s fu¨r ein k ∈ N mit 2 ≤ s ≤ p − 1, so gilt r(Bp+1, K1,q) = p + q − 1,
falls k + s+ 1− p ≥ 0 oder ∆(Bp+1) = p− 1 erfu¨llt ist.
v) Ist p > q ≥ 3 und ∆(Bp+1) = p−1, so gilt r(Bp+1, K1,q) = p+ q−1, wenn p+ q gerade
oder q ungerade und p gerade, und es gilt r(Bp+1, K1,q) = p+ q − 2, wenn p ungerade
und q gerade.
Beweis. Im folgenden bedeute Rns ein schlichter und s-regula¨rer Graph der Ordnung n.
Es sei G ein schlichter Graph der Ordnung p + q − 1. Ist K1,q kein Teilgraph von G,
so gilt ∆(G) ≤ q − 1, also δ(G) ≥ p − 1, womit jede Komponente von G mindestens p
Ecken besitzt. Da p kein Teiler von q− 1 ist, existiert daher eine Komponente H von G mit
n(H) ≥ p+1. Wegen ∆(Bp+1) ≤ p−1 folgt mit Satz 16.16 Bp+1 ⊆ H ⊆ G und daraus dann
r(Bp+1, K1,q) ≤ p+ q − 1.
i) Ist q = 2, so zeigt der Kp unmittelbar r(Bp+1, K1,q) ≥ p+ 1.
ii) Ist q = p ≥ 3, so zeigt der Graph 2Kp−1 das gewu¨nschte Ergebnis.
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iii) Ist q − 1 = kp + 1, so zeigt der Graph G = (k + 1)Kp der Ordnung q + p − 2 die
Ungleichung r(Bp+1, K1,q) ≥ p+ q − 1.
iv) Ist q − 1 = kp+ s mit 2 ≤ s ≤ p− 1 und k + s+ 1− p ≥ 0, so existiert der Graph
G = (p+ 1− s)Kp−1 ∪ (k + s+ 1− p)Kp
der Ordnung n(G) = q+ p− 2. Da Bp+1 offensichtlich kein Teilgraph von G ist und ∆(G) ≤
q − 1 gilt, folgt r(Bp+1, K1,q) ≥ p + q − 1. (Fu¨r s = p− 1 oder s = p− 2 ist die Bedingung
k+ s+ 1− p ≥ 0 immer erfu¨llt, womit r(Bp+1, K1,q) = p+ q− 1 auch fu¨r q− 1 = kp+ p− 1
und q − 1 = kp + p− 2 gilt.)
Nun sei q − 1 = kp + s mit 2 ≤ s ≤ p− 3 und ∆(Bp+1) = p− 1.
Ist q + p gerade bzw. q ungerade und p gerade, so existiert nach dem Satz von Kirkman
und Reiß (Satz 7.14) bzw. dem I. Satz von Petersen (Satz 7.15) eine Faktorisierung der Form
Kq+p−2 = Rtp−2 unionmulti Rtq−1,
wobei t = q+p−2 gilt. Diese Faktorisierung zeigt zusammen mit der Bedingung ∆(Bp+1) =
p− 1 sofort r(Bp+1, K1,q) ≥ p+ q − 1.
Im verbleibenden Fall q gerade und p ungerade unterscheiden wir ob k gerade oder unge-
rade ist.
Ist k ungerade, so folgt aus der Darstellung q = kp + s + 1, daß s gerade ist, womit der
Graph
F = kKp ∪ Rp+s−1p−2
der Ordnung n(F ) = q + p − 2 existiert. Die Faktorisierung Kq+p−2 = F unionmulti F liefert dann
r(Bp+1, K1,q) ≥ p+ q − 1.
Ist k gerade, so muß s = 2t+ 1 ungerade sein. Ist p+ t gerade, so existiert
F1 = (k − 1)Kp ∪ 2Rp+tp−2,
und ist p+ t ungerade, so existiert
F2 = (k − 1)Kp ∪Rp+t−1p−2 ∪Rp+t+1p−2 .
Nun ergibt sich n(F1) = n(F2) = q + p− 2, und die Faktorisierungen Kq+p−2 = Fi unionmulti Fi fu¨r
i = 1, 2, liefern uns das gewu¨nschte Ergebnis.
v) Es gelte nun p > q ≥ 3 und ∆(Bp+1) = p− 1.
Ist q + p gerade oder q ungerade und p gerade, so zeigt obige Faktorisierung Kq+p−2 =
Rtp−2 unionmulti Rtq−1 mit t = p+ q − 2 die gewu¨nschte Ungleichung r(Bp+1, K1,q) ≥ p+ q − 1.
Nun seien p ungerade, q gerade, und es sei G ein schlichter Graph der Ordnung p+ q− 2.
Ist K1,q kein Teilgraph von G, so gilt ∆(G) ≤ q − 1, also δ(G) ≥ p− 2, womit G notwendig
zusammenha¨ngend ist. Da die beiden Zahlen p + q − 2 und p − 2 ungerade sind, existiert
in G eine Ecke a mit |N(a,G)| ≥ p − 1. Aus diesen Tatsachen folgt ohne Mu¨he Bp+1 ⊆ G,
womit r(Bp+1, K1,q) ≤ p+ q − 2 bewiesen ist.
Die Faktorisierung Kq+p−3 = Rtp−3 unionmulti Rtq−1 mit t = p + q − 3 zeigt sofort r(Bp+1, K1,q) ≥
p+ q − 2. ‖
Kapitel 17
Lokal semi-vollsta¨ndige Digraphen
17.1 Zwei Struktursa¨tze
Im Jahre 1990 hat Bang-Jensen [1] eine hochinteressante Verallgemeinerung des Turnierbe-
griffes entwickelt, mit dem wir uns im letzten Kapitel dieses Buches ausfu¨hrlich bescha¨ftigen
wollen.
Definition 17.1. Ein schlichter Digraph heißt semi-vollsta¨ndig, wenn zwischen je zwei
verschiedenen Ecken mindestens ein Bogen existiert. Ein schlichter Digraph D heißt lokal
semi-vollsta¨ndig, wenn sowohl D[N+(x)] als auch D[N−(x)] fu¨r alle Ecken x aus D semi-
vollsta¨ndig ist. Einen lokal semi-vollsta¨ndigen Digraphen ohne 2-Kreise nennt man auch
lokales Turnier.
Bemerkung 17.1. Ein Turnier ist ein semi-vollsta¨ndiger Digraph ohne 2-Kreise. Ein semi-
vollsta¨ndiger Digraph ist auch lokal semi-vollsta¨ndig.
Bemerkung 17.2. Ist D ein lokal semi-vollsta¨ndiger Digraph und A eine Eckenmenge aus
D, so folgt unmittelbar aus Definition 17.1, daß auch D −A lokal semi-vollsta¨ndig ist.
Beispiel 17.1. Jeder orientierte Kreis ist lokal semi-vollsta¨ndig. Die skizzierten Beispiele
zeigen uns zwei weitere lokal semi-vollsta¨ndige Digraphen, die nicht semi-vollsta¨ndig sind.
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In der linken Skizze soll Di ein semi-vollsta¨ndiger Digraph sein mit Di → Di+1 fu¨r i =
1, 2, 3, 4, 5, 6 (dabei ist D7 = D1).
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Im folgenden werden wir sehen, daß die lokal semi-vollsta¨ndigen Digraphen wesentlich
mehr Eigenschaften mit den Turnieren gemeinsam haben als die multipartiten Turniere.
Unser erstes Ergebnis ist eine Erweiterung des Satzes von Camion (Folgerung 5.1).
Satz 17.1 (Bang-Jensen [1] 1990). Ein stark zusammenha¨ngender lokal semi-vollsta¨ndi-
ger Digraph D der Ordnung n ≥ 2 ist Hamiltonsch.
Beweis. Es sei C ein la¨ngster orientierter Kreis in D. Ist C ein n-Kreis, so ist D Hamiltonsch.
Daher sei nun C = c1c2 . . . ctc1 ein t-Kreis mit t < n. Da D stark zusammenha¨ngend ist,
existiert eine Ecke a ∈ D − E(C), die einen positiven Nachbarn in C hat. Es gelte o.B.d.A.
(a, c1) ∈ B(D).
Hat a auch einen negativen Nachbarn in C, so sei j ∈ {1, 2, . . . , t} der gro¨ßte Index mit
(cj, a) ∈ B(D). Im Fall j = t ist c1c2 . . . ctac1 ein (t + 1)-Kreis. Ist j 6= t, so sind a und cj+1
positive Nachbarn von cj. Daher sind diese beiden Ecken nach Definition 17.1 durch einen
Bogen verbunden. Wegen der Wahl von j gilt notwendig a→ cj+1, womit cjacj+1 . . . ctc1 . . . cj
ein (t+ 1)-Kreis ist.
Hat a keinen negativen Nachbarn in C, so existiert aber wegen des starken Zusammenhangs
ein ku¨rzester orientierter Weg x1x2 . . . x` von C nach a = x` mit ` ≥ 3 und x1 = cj fu¨r
j ∈ {1, 2, . . . , t}. Wie oben sei j wieder der gro¨ßte Index mit diesen Eigenschaften. Im Fall
j = t ist x1x2 . . . x`c1c2 . . . ct ein la¨ngerer orientierter Kreis. Ist j 6= t, so sind x2 und cj+1
positive Nachbarn von cj , also sind diese beiden Ecken durch einen Bogen verbunden. Die
Wahl von j liefert x2 → cj+1 und damit den (t + 1)-Kreis cjx2cj+1 . . . ctc1 . . . cj.
Insgesamt haben wir den Fall t < n zum Widerspruch gefu¨hrt, womit D notwendig Ha-
miltonsch ist. ‖
Folgerung 17.1. Jeder stark zusammenha¨ngende semi-vollsta¨ndige DigraphD der Ordnung
n(D) ≥ 3 ist Ecken-panzyklisch.
Beweis. Da D nach Satz 17.1 einen orientierten Hamiltonschen Kreis besitzt, entha¨lt D auch
ein stark zusammenha¨ngendes Turnier Tn der Ordnung n = n(D). Da Tn nach dem Satz von
Moon (Satz 5.3) Ecken-panzyklisch ist, trifft das erst recht fu¨r D zu. ‖
Im Mittelpunkt dieses Abschnitts stehen zwei Struktursa¨tze, die fu¨r die gesamte Theorie
der lokal semi-vollsta¨ndigen Digraphen von zentraler Bedeutung sind.
Satz 17.2 (I. Struktursatz, Bang-Jensen [1] 1990). Es seiD ein lokal semi-vollsta¨ndiger
Digraph. Ist D zusammenha¨ngend, aber nicht stark zusammenha¨ngend, so gilt:
i) Sind A und B zwei stark zusammenha¨ngende Komponenten von D, so tritt genau eine
der drei folgenden Mo¨glichkeiten ein. Es gibt keinen Bogen zwischen A und B, A→ B
oder B → A.
ii) Sind A und B zwei stark zusammenha¨ngende Komponenten von D mit A→ B, so ist
sowohl A als auch B semi-vollsta¨ndig.
iii) Die starken Zusammenhangskomponenten von D lassen sich so in eindeutiger Form
D1, D2, . . . , Dp anordnen, daß es keinen Bogen von Dj nach Di fu¨r j > i gibt und
Di → Di+1 fu¨r i = 1, 2, . . . , p− 1 gilt.
Beweis. i) Es gebe mindestens einen Bogen zwischen A und B. Da D[E(A) ∪ E(B)] nicht
stark zusammenha¨ngend ist, existieren entweder nur Bogen von A nach B oder von B nach
A. Nehmen wir o.B.d.A. an, daß ein Bogen (a, b) von A nach B existiert. Nun sei x 6= a eine
beliebige Ecke von A. Da A stark zusammenha¨ngend ist, gibt es in A einen orientierten Weg
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a1a2 . . . at von a = a1 nach x = at. Nun sind b und a2 positive Nachbarn von a1, womit b
und a2 nach Definition 17.1 durch einen Bogen verbunden sind. Da kein Bogen von B nach
A fu¨hrt, folgt a2 → b. Durch Wiederholung dieses Arguments erreichen wir x = at → b und
ebenso A→ b. A¨hnlich zeigt man a→ B und schließlich A→ B, womit i) bewiesen ist.
ii) Ist a ∈ A, so gilt a → B, also E(B) ⊆ N+(a), womit B nach Definition 17.1 semi-
vollsta¨ndig ist. Analog zeigt man, daß auch A semi-vollsta¨ndig ist.
Teil iii) beweisen wir mittels vollsta¨ndiger Induktion nach der Anzahl der stark zusam-
menha¨ngenden Komponenten von D, wobei der Fall p = 2 schon durch i) besta¨tigt ist. Nun
seien p ≥ 3 und U1, U2, . . . , Up die stark zusammenha¨ngenden Komponenten von D.
Fu¨r i = 1, 2, . . . , p sei ui eine Ecke aus Ui. Dann ist der kondensierte Digraph D
′ =
D[{u1, u2, . . . , up}] natu¨rlich genau dann zusammenha¨ngend, wenn D zusammenha¨ngend
ist. Nach Satz 1.10 besitzt der untergeordnete Graph G′ von D′ eine Ecke uj, so daß G′−uj
zusammenha¨ngend ist. Daher bleibt auch D −E(Uj) zusammenha¨ngend.
Wir nehmen o.B.d.A. an, daß j = p gilt und Up eine stark zusammenha¨ngende Komponente
von D−E(Up) dominiert. Nach Induktionsvoraussetzung besitzt D−E(Up) eine eindeutige
Anordnung mit den gewu¨nschten Eigenschaften, die o.B.d.A. von der Form U1, U2, . . . , Up−1
sein mo¨ge. Nun setzen wir ` = min{i|Up → Ui}. Ist ` = 1, so erhalten wir die eindeutige
Anordnung Up, U1, . . . , Up−1. Ist ` ≥ 2, so folgt aus Definition 17.1 und i) sofort U`−1 → Up.
Daraus ergibt sich die eindeutige Anordnung U1, . . . , U`−1, Up, U`, U`+1, . . . , Up−1. ‖
Definition 17.2. Es sei D ein zusammenha¨ngender aber nicht stark zusammenha¨ngender
lokal semi-vollsta¨ndiger Digraph. Die eindeutige Anordnung D1, D2, . . . , Dp der starken Zu-
sammenhangskomponenten von D aus Satz 17.2 nennen wir stark zusammenha¨ngende Zer-
legung von D. Dabei heißt D1 Anfangskomponente und Dp Endkomponente.
Als erste Anwendung dieses Struktursatzes beweisen wir eine Erweiterung von Satz 5.1
(Satz von Re´dei).
Satz 17.3 (Bang-Jensen [1] 1990). Jeder zusammenha¨ngende und lokal semi-vollsta¨ndige
Digraph ist semi-Hamiltonsch.
Beweis. Ist D ein stark zusammenha¨ngender lokal semi-vollsta¨ndiger Digraph, so folgt un-
sere Behauptung unmittelbar aus Satz 17.1. Ist D ein zusammenha¨ngender aber nicht
stark zusammenha¨ngender lokal semi-vollsta¨ndiger Digraph, so sei D1, D2, . . . , Dp die stark
zusammenha¨ngende Zerlegung von D. Da nach Satz 17.1 jede Komponente Di einen ori-
entierten Hamiltonschen Kreis besitzt, liefert Satz 17.2 iii) sehr leicht einen orientierten
Hamiltonschen Weg von D. ‖
Startet man mit einem la¨ngsten orientierten Weg, so kann man analog zum Beweis von
Satz 5.1 (Satz von Re´dei) direkt und sehr schnell Satz 17.3 herleiten.
Definition 17.3. Es sei D ein stark zusammenha¨ngender Multidigraph. Ist S ⊆ E(D), so
daß D − S nicht mehr stark zusammenha¨ngend ist, so nennen wir S Schnittmenge von D.
Gilt zusa¨tzlich |S| = σ(D), so heißt S minimale Schnittmenge. Ist S eine Schnittmenge von
D aber D − S ′ stark zusammenha¨ngend fu¨r jede echte Teilmenge S ′ von S, so sprechen wir
von einer kleinsten Schnittmenge.
Bemerkung 17.3. Eine minimale Schnittmenge ist unter allen mo¨glichen Schnittmengen
diejenige mit den wenigsten Elementen. Eine kleinste Schnittmenge ist nur mengentheore-
tisch kleinstmo¨glich. Eine minimale Schnittmenge ist natu¨rliche auch eine kleinste Schnitt-
menge
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Hilfssatz 17.1 (Bang-Jensen [1] 1990). Es sei D ein stark zusammenha¨ngender lokal
semi-vollsta¨ndiger Digraph. Ist S ⊆ E(D) eine kleinste Schnittmenge von D, so ist D − S
zusammenha¨ngend.
Beweis. Wir nehmen an, daß D − S nicht zusammenha¨ngend ist. Seien G1 und G2 zwei
Komponenten des untergeordneten Graphen von D − S und S ′ = S − s mit s ∈ S. Da S
eine kleinste Schnittmenge ist, ist D − S ′ noch stark zusammenha¨ngend. Daher besitzt s
einen positiven Nachbarn x ∈ E(G1) und einen positiven Nachbarn y ∈ E(G2). Da D lokal
semi-vollsta¨ndig ist, sind die beiden Ecken x und y in D durch einen Bogen verbunden, was
unserer Annahme widerspricht. ‖
Hilfssatz 17.2 (Bang-Jensen, Guo, Gutin, Volkmann [1] 1997). Ist D ein stark zu-
sammenha¨ngender lokal semi-vollsta¨ndiger aber nicht semi-vollsta¨ndiger Digraph, so gilt:
i) Es existiert eine kleinste Schnittmenge S, so daß D − S nicht semi-vollsta¨ndig ist.
ii) Es sei S eine kleinste Schnittmenge, so daß D − S nicht semi-vollsta¨ndig ist. Dann
besitzt D − S eine stark zusammenha¨ngende Zerlegung D1, D2, . . . , Dp mit p ≥ 3.
Außerdem gilt Dp → S → D1, und der von S induzierte Teildigraph D[S] ist semi-
vollsta¨ndig.
Beweis. i) Da D nicht semi-vollsta¨ndig ist, gibt es in D zwei Ecken x und y die durch keinen
Bogen verbunden sind. Dann ist aber N+(x) eine Schnittmenge von D. Wa¨hlt man S als
eine kleinste Schnittmenge von D mit S ⊆ N+(x), so ist D−S sicher nicht semi-vollsta¨ndig.
ii) Nach Hilfssatz 17.1 ist D−S zusammenha¨ngend, womit D−S nach Satz 17.2 eine stark
zusammenha¨ngende Zerlegung D1, D2, . . . , Dp besitzt. Da D − S nicht semi-vollsta¨ndig ist,
folgt aus Satz 17.2 leicht, daß es keinen Bogen zwischen D1 und Dp gibt, womit wir schon
p ≥ 3 nachgewiesen haben. Es sei s eine beliebige Ecke aus S und S ′ = S − s. Da S
eine kleinste Schnittmenge ist, ist D − S ′ stark zusammenha¨ngend. Damit folgt notwendig
s ∈ N+(Dp) und s ∈ N−(D1). Aus der Tatsache, daß es zwischen D1 und Dp keinen Bogen
gibt, schließen wir weiter s 6∈ N−(Dp) und s 6∈ N+(D1), woraus sich zusammen mit Satz 17.2
i) sogar Dp → s → D1 ergibt. Da s ∈ S beliebig gewa¨hlt war, erhalten wir unmittelbar
Dp → S → D1 und damit wiederum, daß D[S] semi-vollsta¨ndig ist. ‖
Satz 17.4 (II. Struktursatz, Guo, Volkmann [1] 1994). Sei D ein zusammenha¨ngender
aber nicht stark zusammenha¨ngender lokal semi-vollsta¨ndiger Digraph und D1, D2, . . . , Dp
seine stark zusammenha¨ngende Zerlegung. Dann kann D wie folgt in r ≥ 2 Teildigraphen
D′1, D
′
2, . . . , D
′
r zerlegt werden:
D′1 = Dp, λ1 = p,
λi+1 = min{j|N+(Dj) ∩ E(D′i) 6= ∅} und λr = 1
und D′i+1 = D[E(Dλi+1) ∪ E(Dλi+1+1) ∪ · · · ∪ E(Dλi−1)].
Die Teildigraphen D′1, D
′
2, . . . , D
′
r besitzen folgende Eigenschaften:
i) Die Teildigraphen D′1, D
′
2, . . . , D
′
r sind semi-vollsta¨ndig, D
′
i+1 dominiert die Anfangs-
komponente von D′i, und es existiert kein Bogen von D
′
i nach D
′
i+1 fu¨r i = 1, 2, . . . , r−1.
ii) Ist r ≥ 3, so existiert fu¨r |j − i| ≥ 2 kein Bogen zwischen den Teildigraphen D′i und
D′j.
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Beweis. i) Wegen D′1 = Dp, ist D
′
1 semi-vollsta¨ndig. Nach Definition von D
′
i+1 existiert
eine starke Zusammenhangskomponente D` von D
′
i mit N
+(Dλi+1) ∩ E(D`) 6= ∅, womit aus
Satz 17.2 i)Dλi+1 → D` folgt. Daraus ergibt sich zusammen mit Definition 17.1 und Satz 17.2
iii) sukzessiv Dλi+1 → Dj fu¨r alle j mit λi+1 < j ≤ `. Insbesondere gilt Dλi+1 → Dλi.
Ist λi ≥ λi+1+2, so erkennt man wieder sukzessiv Dj → Dλi fu¨r jedes j mit λi+1 ≤ j < λi.
Damit haben wir D′i+1 → Dλi gezeigt, woraus man sofort schließt, daß D′i+1 semi-vollsta¨ndig
ist. Wegen Satz 17.2 gibt es natu¨rlich keinen Bogen von D′i nach D
′
i+1, womit i) besta¨tigt
ist.
ii) Ist r ≥ 3 und sind i, j zwei natu¨rliche Zahlen mit j ≥ i+ 2, so gibt es einerseits nach
Definition von λj keinen Bogen von D
′
j nach D
′
i. Andererseits existiert nach Satz 17.2 iii)
auch kein Bogen von D′i nach D
′
j , womit der II. Struktursatz vollsta¨ndig bewiesen ist. ‖
Definition 17.4. Ist D ein zusammenha¨ngender aber nicht stark zusammenha¨ngender lokal
semi-vollsta¨ndiger Digraph, so nennen wir die eindeutig definierte Anordnung D′1, D
′
2, . . . , D
′
r
im II. Struktursatz semi-vollsta¨ndige Zerlegung von D.
Eine Veranschaulichung der semi-vollsta¨ndigen Zerlegung findet man in der na¨chsten Skiz-
ze, wenn man dort nur auf die Struktur von D − S achtet.
17.2 Ringfo¨rmige lokal semi-vollsta¨ndige Digraphen
Definition 17.5. Es seiD ein schlichter Digraph der Ordnung p. SindH1, H2, . . . , Hp weitere
p schlichte Digraphen, so entstehe der neue Digraph D[H1, H2, . . . , Hp] aus D dadurch, daß
man jede Ecke vi von D durch Hi ersetzt und zusa¨tzlich die Bogen von jeder Ecke von Hi
zu jeder Ecke von Hj fu¨r alle i und j mit 1 ≤ i 6= j ≤ p hinzufu¨gt, falls (vi, vj) ∈ B(D) gilt.
Definition 17.6. Ein schlichter Digraph der Ordnung n heißt kreisfo¨rmig, wenn eine Nu-
merierung v0, v1, . . . , vn−1 seiner Ecken existiert, so daß fu¨r alle i ∈ {0, 1, . . . , n − 1} gilt:
N+(vi) = {vi+1, . . . , vi+d+(vi)} und N−(vi) = {vi−d−(vi), . . . , vi−1)}. Dabei werden die Indizes
natu¨rlich modulo n betrachtet.
Definition 17.7. Ein lokal semi-vollsta¨ndiger Digraph D heißt ringfo¨rmig, wenn ein kreis-
fo¨rmiges lokales Turnier R der Ordnung p ≥ 2 existiert mit D = R[H1, H2, . . . , Hp], wo-
bei jedes Hi ein stark zusammenha¨ngender semi-vollsta¨ndiger Teildigraph von D fu¨r i =
1, 2, . . . , p bedeutet. Wir nennen R[H1, H2, . . . , Hp] eine ringfo¨rmige Darstellung von D und
H1, H2, . . . , Hp die Komponenten dieser Darstellung. Ist dabei R = D[{x1, x2, . . . , xp}] mit
xi ∈ E(Hi) fu¨r i = 1, 2, . . . , p, so setzen wir stets voraus, daß die Ecken von R schon in der
Reihenfolge aus Definition 17.6 numeriert sind.
Beispiel 17.2. Sind im Beispiel 17.1 die semi-vollsta¨ndigen Digraphen D1, D2, . . . , D6 stark
zusammenha¨ngend, so ist D = R[D1, D2, . . . , D6] eine ringfo¨rmige Darstellung von D, wobei
R ein 6-Kreis ist.
Satz 17.5. Es sei D ein zusammenha¨ngender aber nicht stark zusammenha¨ngender lokal
semi-vollsta¨ndiger Digraph. Dann besitztD eine eindeutige ringfo¨rmige Darstellung der Form
R[D1, D2, . . . , Dp]. Dabei ist D1, D2, . . . , Dp die stark zusammenha¨ngende Zerlegung von D
und R ein kreisfo¨rmiges lokales Turnier, das keinen orientierten Kreis entha¨lt.
Beweis. Sei D1, D2, . . . , Dp die stark zusammenha¨ngende Zerlegung von D. Wa¨hlen wir fu¨r
jedes i = 1, 2, . . . , p ein xi ∈ V (Di), so ist R = D[{x1, x2, . . . , xp}] lokal semi-vollsta¨ndig. Aus
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Satz 17.2 iii) folgt, daß R ein kreisfo¨rmiges lokales Turnier ohne orientierte Kreise ist, wenn
man die Tatsache beachtet, daß aus xi → xk fu¨r k > i stets xi → xj fu¨r i < j < k folgt.
Daher ist R[D1, D2, . . . , Dp] eine ringfo¨rmige Darstellung von D, die auch eindeutig ist. ‖
Satz 17.6 (Bang-Jensen, Guo, Gutin, Volkmann [1] 1997). SeiD = R[D1, D2, . . . , Dα]
ein stark zusammenha¨ngender, lokal semi-vollsta¨ndiger und ringfo¨rmiger Digraph und S eine
kleinste Schnittmenge von D. Dann existieren zwei ganze Zahlen p ≥ 1 und q ≥ 0, so daß
S = E(Dp) ∪ · · · ∪ E(Dp+q) gilt.
Beweis. Sei S eine kleinste Schnittmenge von D und Si = S ∩ E(Di) fu¨r i = 1, 2, . . . , α.
Dann ist α ≥ 3, und es existieren zwei Zahlen k und `, so daß D − S mindestens eine Ecke
aus Dk und eine Ecke aus D` entha¨lt, womit Fk = E(Dk)−Sk 6= ∅ und F` = E(D`)−S` 6= ∅
gilt.
Nach Hilfssatz 17.1 ist D − S zusammenha¨ngend. Ist H1, H2, . . . , Hβ die stark zusam-
menha¨ngende Zerlegung von D − S, so erkennt man analog zum Beweis von Hilfssatz 17.2
N+(Hβ) ∩ S = S = N−(H1) ∩ S.
Nehmen wir an, es gilt Sk 6= ∅. Da D ringfo¨rmig ist, hat jede Ecke aus Dk die gleichen
positiven und negativen Nachbarn außerhalb von Dk. Wir setzen t = max{i|E(Hi)∩Fk 6= ∅}
und wa¨hlen u ∈ Sk und v ∈ E(Ht) ∩ Fk. Beachtet man, daß u und v die gleichen negativen
Nachbarn außerhalb von Dk besitzen, so folgt sofort t = β. Weiter hat u in H1 einen positiven
Nachbarn w. Da es keinen Bogen von Hβ nach H1 gibt, geho¨rt w notwendig zu Fk. Aus der
Tatsache, daß Dk semi-vollsta¨ndig ist, ergibt sich (w, v) ∈ B(D), also H1 → Hβ und damit
Hi → Hj fu¨r i < j. Nun zeigen wir E(Hi) ⊆ E(Dk) fu¨r i = 1, β. Denn wa¨re E(H1)−Fk 6= ∅,
so ga¨be es wegen des starken Zusammenhangs von H1 eine Ecke x ∈ E(H1) − Fk und eine
Ecke y ∈ E(H1)∩Fk mit (y, x) ∈ B(D). Das liefert den Widerspruch (v, x) ∈ B(D). Analog
erha¨lt man E(Hβ) ⊆ E(Dk). Daher gilt w → x → v fu¨r jede Ecke x aus F`, was natu¨rlich
nicht mo¨glich ist. Dies bedeutet schließlich Sk = ∅.
Tatsa¨chlich haben wir bewiesen, daß aus Si 6= ∅ stets E(Di) ⊆ S folgt.
Nehmen wir nun an, daß S aus den disjunkten Mengen T1, T2, . . . , Tr besteht mit
Ti = E(Dpi ∪ . . . ∪Dpi+qi) und E(Dpi−1 ∪Dpi+qi+1) ∩ S = ∅
fu¨r i = 1, 2, . . . , r. Ist r ≥ 2, dann istD−Ti stark zusammenha¨ngend, und damit giltDpi−1 →
Dpi+qi+1 fu¨r alle i = 1, 2, . . . , r. Insgesamt ist dann aber auch D−S stark zusammenha¨ngend,
was unserer Voraussetzung widerspricht. ‖
Satz 17.7 (Bang-Jensen, Guo, Gutin, Volkmann [1] 1997). Ist D ein ringfo¨rmiger
und lokal semi-vollsta¨ndiger Digraph, so besitzt D eine eindeutige ringfo¨rmige Darstellung
D = R[D1, D2, . . . , Dα].
Beweis. Ist D nicht stark zusammenha¨ngend, so liefert uns Satz 17.5 das gewu¨nschte Er-
gebnis.
Ist D stark zusammenha¨ngend, so sei S eine kleinste Schnittmenge von D. Nach Satz 17.6
ko¨nnen wir o.B.d.A. voraussetzen, daß S die Form S = E(D1) ∪ E(D2) ∪ . . . ∪ E(Dp)
hat. Da D − S = D[E(Dp+1) ∪ . . . ∪ E(Dα)] nicht stark zusammenha¨ngend ist, existiert
kein Bogen von Dα nach Dp+1. Aus der Ringfo¨rmigkeit von D schließen wir dann, daß es
auch keinen Bogen von Dj nach Di fu¨r p + 1 ≤ i < j ≤ α gibt, womit Dp+1, . . . , Dα die
starken Zusammenhangskomponenten von D − S sind. Nach Satz 17.2 besitzt D − S dann
die eindeutige stark zusammenha¨ngende Zerlegung Dp+1, . . . , Dα.
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Ist D[S] nicht stark zusammenha¨ngend, so ergibt sich analog, daß D[S] die eindeutige
stark zusammenha¨ngende Zerlegung D1, D2, . . . , Dp besitzt. Fu¨r diesen Fall und ebenso fu¨r
S = E(D1) ist der Satz dann bewiesen. Im verbleibenden Fall, daß D[S] stark zusam-
menha¨ngend ist und p ≥ 2 gilt, gibt es einen Bogen von Dp nach D1. Da D ringfo¨rmig ist,
folgt daraus Dj → D1 fu¨r p ≤ j ≤ α. Nun erkennt man, daß S ′ = E(D2)∪ . . .∪E(Dp) schon
eine Schnittmenge von D ist, denn in D− S ′ haben die Ecken aus D1 keine positiven Nach-
barn außerhalb von D1. Mit diesem Widerspruch zur Wahl von S ist der Eindeutigkeitssatz
vollsta¨ndig bewiesen. ‖
Satz 17.8 (Guo [1] 1995). Es sei D ein stark zusammenha¨ngender lokal semi-vollsta¨ndiger
Digraph. Besitzt D eine kleinste Schnittmenge S, so daß die semi-vollsta¨ndige Zerlegung von
D − S aus mindestens vier Komponenten besteht, so ist D ringfo¨rmig.
Beweis. Wegen Hilfssatz 17.1 ist D − S zusammenha¨ngend. Nun seien D1, D2, . . . , Dp die
stark zusammenha¨ngende und D′1, D
′
2, . . . , D
′
r die semi-vollsta¨ndige Zerlegung von D − S.
Die Voraussetzung r ≥ 4 zeigt uns zusammen mit Satz 17.4 ii), daß D − S nicht semi-
vollsta¨ndig ist. Daher liefert Hilfssatz 17.2 Dp → S → D1, womit D[S] semi-vollsta¨ndig ist.
Ist Dp+1, . . . , Dp+q die stark zusammenha¨ngende Zerlegung von D[S], so ergibt sich aus dem
I. Struktursatz Di → Di+1 fu¨r i = 1, 2, . . . , p+ q.
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Nach dem II. Struktursatz existiert kein Bogen zwischen D′i und D
′
j fu¨r |i− j| ≥ 2. Daher
gibt es fu¨r i ≥ 3 keinen Bogen von D′i nach S und fu¨r j ≤ r − 2 keinen Bogen von S nach
D′j. Existiert fu¨r 1 ≤ i 6= j ≤ p+ q ein Bogen zwischen Di und Dj , so gilt natu¨rlich Di → Dj
oder Dj → Di. Damit besitzt D die skizzierte Struktur.
Setzen wir R = D[{x1, x2, . . . , xp+q}] mit xi ∈ E(Di) fu¨r i = 1, 2, . . . , p + q, so erkennt
man leicht, daß R ein lokales Turnier ist. Hat xt ∈ E(R) die Eigenschaft xk → xt → xm,
so zeigt die beschriebene Struktur xi → xt → xj fu¨r alle i und j mit k ≤ i < t < j ≤ m.
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Damit ist R nach Definition 17.6 kreisfo¨rmig, also D = R[D1, D2, . . . , Dp+q] die ringfo¨rmige
Darstellung von D. ‖
Definition 17.8. Fu¨r einen stark zusammenha¨ngenden lokal semi-vollsta¨ndigen Digraphen
D wird die quasi-Taillenweite g(D) wie folgt definiert. Besitzt D die ringfo¨rmige Darstellung
D = R[D1, D2, . . . , Dα], so bedeutet g(D) die La¨nge eines ku¨rzesten orientierten Kreises von
R. Ist D nicht stark zusammenha¨ngend, so setzen wir g(D) =∞, und ist D nicht ringfo¨rmig,
so setzen wir g(D) = 3.
Zuna¨chst geben wir fu¨r q-fach stark zusammenha¨ngende lokal semi-vollsta¨ndige Digraphen
D eine obere Schranke von g(D) an. Diese Schranke habe ich 1992 gemeinsam mit Prof. Dr.
Yubao Guo gefunden.
Satz 17.9 (Guo, Volkmann 1992). Es sei D ein q-fach (q ≥ 1) stark zusammenha¨ngender
lokal semi-vollsta¨ndiger Digraph der Ordnung n. Ist n ≥ q+2 ≥ 3, so gilt 3 ≤ g(D) ≤ n−2
q
+2.
Beweis. Definition 17.8 zeigt unmittelbar g(D) ≥ 3. Ist g(D) = 3, so gibt es nichts zu
beweisen, also sei nun g(D) ≥ 4. Wegen Definition 17.8 istD dann notwendig ringfo¨rmig. Nun
sei D = R[D1, D2, . . . , Dα] eine ringfo¨rmige Darstellung und S eine kleinste Schnittmenge
vonD. Nach Satz 17.6 ko¨nnen wir o.B.d.A. voraussetzen, daß S die Form S = E(Dp+1)∪. . .∪
E(Dα) hat. Dann ist D1, D2, . . . , Dp die stark zusammenha¨ngende Zerlegung von D−S (man
vgl. den Beweis von Satz 17.7). Besitzt D−S die semi-vollsta¨ndige Zerlegung D′1, D′2, . . . , D′r,
so ergibt sich aus g(D) ≥ 4 und N+(Dp) ∩ S = S = N−(D1) ∩ S sofort r ≥ 3. Aus dem II.
Struktursatz folgt N+(D′i)−E(D′i) ⊆ E(D′i−1) fu¨r alle i ≥ 3. Daher entha¨lt jede Eckenmenge
E(D′j) eine kleinste Schnittmenge fu¨r 2 ≤ j ≤ r − 1, woraus man |E(D′j)| ≥ q erha¨lt. Dies
liefert uns einerseits die Abscha¨tzung n ≥ (r − 1)q + 2. Andererseits existiert in R der
(r+1)-Kreis xrxr−1 . . . x1xr+1xr, wobei xi eine Ecke aus der Anfangskomponente von D′i fu¨r
i = 1, 2, . . . , r ist und xr+1 in S liegt. Insgesamt erhalten wir die gewu¨nschte Abscha¨tzung
g(D) ≤ r + 1 ≤ n−2
q
+ 2. ‖
Zum Schluß dieses Abschnitts leiten wir eine wichtige Charakterisierung derjenigen lokal
semi-vollsta¨ndigen Digraphen her, die weder semi-vollsta¨ndig noch ringfo¨rmig sind.
Satz 17.10 (III. Struktursatz, Guo [1] 1995). Es sei D ein stark zusammenha¨ngender
lokal semi-vollsta¨ndiger Digraph, der nicht semi-vollsta¨ndig ist. Dann ist D nicht ringfo¨rmig
genau dann, wenn die beiden folgenden Bedingungen erfu¨llt sind.
i) Es existiert eine kleinste Schnittmenge S, so daß D − S nicht semi-vollsta¨ndig ist.
Fu¨r jede solche Schnittmenge S ist D[S] semi-vollsta¨ndig und die semi-vollsta¨ndige
Zerlegung von D − S besteht aus genau drei Komponenten D′1, D′2, D′3.
ii) Es existieren natu¨rliche Zahlen α, β, µ, ν mit λ ≤ α ≤ β ≤ p− 1 und p+ 1 ≤ µ ≤ ν ≤
p+ q, so daß
N−(Dα) ∩ E(Dµ) 6= ∅ und N+(Dα) ∩ E(Dν) 6= ∅
oder N−(Dµ) ∩ E(Dα) 6= ∅ und N+(Dµ) ∩ E(Dβ) 6= ∅
gilt, wobei D1, D2, . . . , Dp bzw. Dp+1, . . . , Dp+q die stark zusammenha¨ngenden Zerle-
gungen von D− S bzw. D[S] sind, und Dλ die Anfangskomponente von D′2 bedeutet.
Beweis. Der Digraph D erfu¨lle die Bedingungen i) und ii). Angenommen, D ist ringfo¨rmig.
Dann besitztD nach Satz 17.7 die eindeutige Darstellung der FormD = R[D1, D2, . . . , Dp+q].
Existiert ein Bogen von Dα nach Dν , so folgt aus der ringfo¨rmigen Darstellung, daß Di → Dj
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fu¨r α ≤ i < j ≤ ν gilt, was der Voraussetzung N−(Dα) ∩ E(Dµ) 6= ∅ widerspricht. Analog
behandelt man den Fall, daß ein Bogen von Dµ nach Dβ existiert.
Nun sei D nicht semi-vollsta¨ndig und nicht ringfo¨rmig. Wegen Hilfssatz 17.2 existiert ei-
ne kleinste Schnittmenge S, so daß D − S nicht semi-vollsta¨ndig ist, und fu¨r jede solche
Schnittmenge ist D[S] semi-vollsta¨ndig. Es seien D1, D2, . . . , Dp bzw. D
′
1, D
′
2, . . . , D
′
r die
stark zusammenha¨ngende bzw. die semi-vollsta¨ndige Zerlegung von D−S. Aus der Voraus-
setzung, daß D nicht ringfo¨rmig ist, folgt zusammen mit Satz 17.8 sofort r ≤ 3. Da D nicht
semi-vollsta¨ndig ist, muß aber r ≥ 3, also r = 3 gelten, womit i) schon besta¨tigt ist.
Dem Hilfssatz 17.2 entnehmen wir Dp → S → D1. Wegen Satz 17.4 gilt D′2 → Dp, und
es existiert kein Bogen zwischen D′1 und D
′
3. Daher besitzt D keinen Bogen von D
′
3 nach
S. Gibt es einen Bogen von einer stark zusammenha¨ngenden Komponente Dk von D[S] zu
einer stark zusammenha¨ngenden Komponente Dm von D
′
3, so liefert Satz 17.2 i) Dk → Dm.
Sind Dk bzw. Dm stark zusammenha¨ngende Komponenten von D[S] bzw. D
′
3 mit Dk → Dm,
so erha¨lt man weiter Di → Dj fu¨r 1 ≤ j ≤ m und k ≤ i ≤ p + 1. Sind Dk bzw. Dm stark
zusammenha¨ngende Komponenten von D′3 bzw. D
′
2 mit Dk → Dm, so schließt man analog
Di → Dj fu¨r k ≤ i < j ≤ m. Entfernt man nun ausD alle Bogen zwischen S undD′2, so erha¨lt
man einen ringfo¨rmigen lokal semi-vollsta¨ndigen Faktor D′. Damit kann die Ringfo¨rmigkeit
von D nur durch die Bogenstruktur zwischen den starken Zusammenhangskomponenten von
D[S] und D′2 zersto¨rt werden. Da dies nur durch die unter ii) beschriebene Art mo¨glich ist,
haben wir den III. Struktursatz vollsta¨ndig bewiesen. ‖
17.3 Panzyklische lokal semi-vollsta¨ndige Digraphen
Nach dem Satz von Moon sind alle stark zusammenha¨ngenden Turniere Ecken-panzyklisch.
In diesem letzten Abschnitt des Buches wollen wir alle panzyklischen und Ecken-panzy-
klischen lokal semi-vollsta¨ndigen Digraphen charakterisieren. Dazu werden wir die Begriffe
panzyklisch sowie Ecken-panzyklisch etwas erweitern.
Definition 17.9. Es sei D ein schlichter Digraph der Ordnung n ≥ 3 und m eine ganze
Zahl mit 3 ≤ m ≤ n. Der Digraph D heißt m-panzyklisch, wenn D einen k-Kreis fu¨r alle
k mit m ≤ k ≤ n besitzt. Der Digraph D heißt Ecken-m-panzyklisch, wenn fu¨r alle k mit
m ≤ k ≤ n, jede Ecke von D auf einem k-Kreis liegt. Damit beschreiben die Ausdru¨cke
(Ecken)-3-panzyklisch und (Ecken)-panzyklisch den gleichen Sachverhalt.
Hilfssatz 17.3 (Guo [1] 1995). Es sei D ein zusammenha¨ngender lokal semi-vollsta¨ndiger
Digraph der Ordnung n und C ein k-Kreis von D mit k < n. Besitzt jede Ecke aus D−E(C)
einen positiven und einen negativen Nachbarn in C, so ist D Ecken-(k + 1)-panzyklisch.
Beweis. Ist x eine beliebige Ecke aus D, so folgt aus den Voraussetzungen ohne Mu¨he, daß
x zu einem (k + 1)-Kreis C ′ geho¨rt mit E(C) ⊆ E(C ′). Daher besitzt wieder jede Ecke aus
D−E(C ′) einen positiven und einen negativen Nachbarn in C ′. Durch Wiederholung dieses
Prozesses erha¨lt man das gewu¨nschte Ergebnis. ‖
Satz 17.11 (Guo [1] 1995). Es sei D ein zusammenha¨ngender lokal semi-vollsta¨ndiger
Digraph der Ordnung n. Besitzt D einen induzierten k-Kreis C mit 4 ≤ k < n, so ist G
Ecken-(k + 1)-panzyklisch.
Beweis. Der k-Kreis C habe die Gestalt C = x1x2 . . . xkx1. Da D nach Voraussetzung zu-
sammenha¨ngend ist und C ein induzierter k-Kreis mit k ≥ 4 ist, folgt unmittelbar aus dem
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I. Struktursatz, daß D stark zusamenha¨ngend ist.
Zuna¨chst zeigen wir, daß jede Ecke ausD−E(C) zuN+(C)∪N−(C) geho¨rt. Dazu sei y eine
beliebige Ecke aus D−E(C) und P = y1y2 . . . yq ein ku¨rzester orientierter Weg von C nach
y mit y1 = xi und yq = y. Dann gibt es einen Bogen zwischen y2 und xi+1. Gilt xi+1 → y2,
so folgt aus der Voraussetzung, daß C ein induzierter k-Kreis ist, sofort y2 → xi+2. Daher
ko¨nnen wir im folgenden o.B.d.A. y1 = x1 und (y2, x2) ∈ B(D) voraussetzen.
Ist q = 2, so ist y ein negativer Nachbar von C. Nun sei q ≥ 3. Da x2 und y3 positive
Nachbarn von y2 sind und P als ku¨rzester orientierter Weg von C nach y gewa¨hlt war,
dominiert y3 die Ecke x2. Durch Fortsetzung dieses Verfahrens erhalten wir schließlich y →
x2, womit jede Ecke aus D − E(C) zu N+(C) ∪N−(C) geho¨rt.
Beachtet man, daß C ein induzierter k-Kreis mit k ≥ 4 ist, so folgt durch die u¨bliche
Methode leicht, daß jede Ecke aus D−E(C) einen positiven und einen negativen Nachbarn
in C hat, womit D nach Hilfssatz 17.3 Ecken-(k + 1)-panzyklisch ist. ‖
Satz 17.12 (Bang-Jensen, Guo, Gutin, Volkmann [1] 1997). Es seiD ein stark zusam-
menha¨ngender lokal semi-vollsta¨ndiger Digraph der Ordnung n ≥ 4. Ist D kein orientierter
Kreis, so gilt:
i) Ist D ringfo¨rmig, so ist D Ecken-(g(D) + 1)-panzyklisch.
ii) Ist D semi-vollsta¨ndig oder nicht ringfo¨rmig, so ist D Ecken-panzyklisch.
Beweis. i) Es sei D = R[D1, D2, . . . , Dα] die ringfo¨rmige Darstellung von D. Im Fall g(D) ≥
4 entha¨lt D einen induzierten g(D)-Kreis, womit D nach Satz 17.11 Ecken-(g(D) + 1)-
panzyklisch ist. Im Fall g(D) = 3 sei C = x1x2x3x1 ein 3-Kreis von R. O.B.d.A. gelte
xi ∈ E(Dji) fu¨r i = 1, 2, 3 mit 1 ≤ j1 < j2 < j3 ≤ α.
Nun sei v eine beliebige Ecke aus D − E(C). Ist v ∈ E(Dji), so ergibt sich aus Dji−1 →
Dji → Dji+1 sofort xi−1 → v → xi+1. Ist v ∈ E(D`) mit ji < ` < ji+1, so folgt aus
der Ringfo¨rmigkeit von D sofort xi → v → xi+1. Damit besitzt jede Ecke aus D − E(C)
sowohl einen negativen als auch einen positiven Nachbarn in C, womit D nach Hilfssatz 17.3
Ecken-4-panzyklisch ist.
ii) Ist D semi-vollsta¨ndig, so liefert Folgerung 17.1 das Ergebnis. Daher sei D nun nicht
semi-vollsta¨ndig. Dann erfu¨llt D die Bedingungen i) und ii) aus dem III. Struktursatz.
Wir wa¨hlen eine kleinste Schnittmenge S von D, so daß D− S nicht semi-vollsta¨ndig ist.
Weiter seien D1, D2, . . . , Dp bzw. Dp+1, . . . , Dp+q die stark zusammenha¨ngenden Zerlegungen
von D − S bzw. D[S] und D′1, D′2, D′3 die semi-vollsta¨ndige Zerlegung von D − S. Mit λ
bezeichnen wir den Index der Anfangskomponente von D′2. Die folgenden Tatsachen folgen
aus dem II. und III. Struktursatz sowie aus Hilfssatz 17.2. Es existiert kein Bogen zwischen
D′1 = Dp und D
′
3, es gilt D
′
2 → D′1 → S → D1, und D[S] ist semi-vollsta¨ndig.
Entfernt man aus D alle Bogen zwischen S und D′2, so erha¨lt man bekanntlich einen
ringfo¨rmigen lokal semi-vollsta¨ndigen Faktor D′ mit mit g(D′) = 4. Wegen Teil i) ist D dann
schon Ecken-5-panzyklisch. Daher mu¨ssen wir im folgenden noch nachweisen, daß jede Ecke
von D auf einen 3-Kreis sowie auf einem 4-Kreis liegt. Dazu definieren wir:
t = max{i|N+(S) ∩ E(Di) 6= ∅, λ ≤ i < p}
A = E(Dλ) ∪ · · · ∪ E(Dt)
t′ = min{j|N+(Dj) ∩ E(D′2) 6= ∅, p+ 1 ≤ j ≤ p+ q}
B = E(Dt′) ∪ · · · ∪ E(Dp+q)
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Diese Definitionen liefern uns ohne Mu¨he B → D′3 → A. Wegen S → D1 → Dλ → D′1 → S
liegt jede Ecke aus S auf einem 4-Kreis. Weiter folgt aus B → D′3 → A→ D′1 → S, daß jede
Ecke aus E(D′3) ∪A ∪ E(D′1) in einem 4-Kreis enthalten ist.
Die Definition von t′ liefert uns einen Bogen (s, b) von Dt′ nach A. Nun ergibt eine kleine
Analyse der Bedingung ii) aus dem III. Struktursatz, daß auch ein Bogen (b′, s′) von A nach
B existiert. Ist a eine beliebige Ecke aus D′1 und c eine beliebige Ecke aus D
′
3, so sind sbas
und s′cb′s′ orientierte Kreise der La¨nge 3. Damit geho¨rt jede Ecke aus E(D′3) ∪ E(D′1) zu
einem 3-Kreis.
Entha¨lt D′2 eine Ecke x, die nicht in A liegt, dann gilt natu¨rlich A → x. Die Definition
von t zeigt uns noch x→ s. Damit haben wir den 3-Kreis xsbx und den 4-Kreis xasbx durch
x gefunden. Es verbleibt der Nachweis, daß alle Ecken aus A ∪ S auf einem 3-Kreis liegen.
Sei u eine Ecke aus S mit u ∈ E(D`). Besteht D` aus mindestens 3 Ecken, so liefert uns
Folgerung 17.1 einen 3-Kreis durch u. Daher gelte nun |E(D`)| ≤ 2. Ist ` < t′, so sind u und
b′ durch einen Bogen verbunden, denn D` dominiert die Ecke s′ aus B. Ist ` ≥ t′, so gilt
u = s oder es existiert der Bogen (s, u), und dann gibt es auch einen Bogen zwischen den
Ecken u und b. In jedem Fall ist die Ecke u mit b oder mit b′ durch einen Bogen verbunden.
Es gelte o.B.d.A. b ∈ N+(u) ∪ N−(u). Existiert der Bogen (u, b), so ist ubau ein 3-Kreis.
Existiert der Bogen (b, u), so ist ucbu ein 3-Kreis. Daher liegt jede Ecke aus S auf einem
3-Kreis.
Schließlich sehen wir, daß S ′ = N+(D′3) eine Teilmenge von E(D
′
2) ist, die auch eine
kleinste Schnittmenge darstellt. Da D−S ′ nicht semi-vollsta¨ndig ist, zeigt uns obiger Beweis,
daß jede Ecke von S ′ zu einem 3-Kreis geho¨rt. Wegen A ⊆ S ′ liegt jede Ecke aus A auf einem
3-Kreis und der Beweis von Satz 17.12 ist vollbracht. ‖
Satz 17.13 (Bang-Jensen, Guo, Gutin, Volkmann [1] 1997). Es sei D ein stark zu-
sammenha¨ngender lokal semi-vollsta¨ndiger Digraph der Ordnung n ≥ 4 und m eine ganze
Zahl mit 3 ≤ m < n. Dann gelten die folgenden beiden Aussagen.
i) Der Digraph D ist genau dann nicht m-panzyklisch, wenn er die ringfo¨rmige Darstel-
lung D = R[D1, D2, . . . , Dα] besitzt mit
g(D) > max{m− 1, |E(D1)|, |E(D2)|, . . . , |E(Dα)|}+ 1.
ii) Der Digraph D ist genau dann nicht Ecken-m-panzyklisch, wenn er die ringfo¨rmige
Darstellung D = R[D1, D2, . . . , Dα] besitzt mit
a) g(D) ≥ m und in D existiert eine Ecke, die zu keinem g(D)-Kreis geho¨rt oder
b) g(D) > m und g(D) > min{|E(D1)|, |E(D2)|, . . . , |E(Dα)|}+ 1.
Beweis. Die Bedingung i) bzw. ii) ist natu¨rlich hinreichend. Fu¨r die umgekehrte Richtung
nehmen wir an, daß D nicht m-panzyklisch bzw. nicht Ecken-m-panzyklisch ist. In beiden
Fa¨llen ist D nach Satz 17.12 ringfo¨rmig und nicht semi-vollsta¨ndig. Hat D die ringfo¨rmige
Darstellung R[D1, D2, . . . , Dα], so ist D nach Satz 17.12 i) Ecken-(g(D) + 1)-panzyklisch,
womit g(D) ≥ m gilt.
Nun betrachten wir den Fall, daß D nicht m-panzyklisch ist. Da R einen g(D)-Kreis
entha¨lt, muß g(D) ≥ m+1 gelten. Angenommen, es gibt einDi mit |E(Di)| ≥ g(D)−1. Dann
ist Di nach Folgerung 17.1 Ecken-panzyklisch und D damit panzyklisch. Dieser Widerspruch
beweist i).
Zum Schluß betrachten wir den Fall, daß D nicht Ecken-m-panzyklisch ist. Existiert in D
eine Ecke, die zu keinem g(D)-Kreis geho¨rt, so ist wegen g(D) ≥ m der DigraphD sicher nicht
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Ecken-m-panzyklisch. Daher ko¨nnen wir im folgenden voraussetzen, daß jede Ecke auf einem
g(D)-Kreis liegt. Da D Ecken-(g(D) + 1)-panzyklisch ist, folgt g(D) > m. Angenommen,
jeder Teildigraph Di hat mindestens g(D)−1 Ecken fu¨r i = 1, 2, . . . , α. Nach Folgerung 17.1
liegt dann jede Ecke von D auf einem k-Kreis fu¨r 3 ≤ k ≤ g(D)− 1. Zusammenfassend ist
D nun Ecken-panzyklisch, was unserer Voraussetzung widerspricht. ‖
Als nette Anwendung von Satz 17.12 wollen wir ein Analogon zu Satz 5.5 herleiten.
Satz 17.14 (Guo, Volkmann [1] 1994). Es sei D ein stark zusammenha¨ngender lokal
semi-vollsta¨ndiger Digraph der Ordnung n ≥ 4. Besitzt D mindestens n + 2 Bogen, so
existieren zwei verschiedene Ecken x1 und x2 in D, so daß D − xi fu¨r i = 1, 2 stark zusam-
menha¨ngend bleibt.
Beweis. Ist D Ecken-(n − 1)-panzyklisch, so verla¨uft der Beweis analog zum Beweis von
Satz 5.5.
Ist D nicht Ecken-(n − 1)-panzyklisch, so folgt aus Satz 17.12, daß D ringfo¨rmig ist mit
g(D) ≥ n − 1. Es sei D = R[D1, D2, . . . , Dα] die ringfo¨rmige Darstellung von D. Existiert
eine Komponente Di der Ordnung |E(Di)| ≥ 2, so hat jede Ecke von Di die gewu¨nschte
Eigenschaft. Besteht jede Komponente Di aus genau einer Ecke, so stimmt D mit dem
kreisfo¨rmigen lokalen Turnier R u¨berein. Wegen |B(D)| ≥ n + 2 gibt es in D mindestens
zwei Ecken vi und vj mit d
+(vi), d
+(vj) ≥ 2. Nun gilt aber fu¨r die beiden Ecken x1 = vi+1
und x2 = vj+1, daß D − xi fu¨r i = 1, 2 stark zusammenha¨ngend ist. ‖
Zum Abschluß wollen wir noch einige weitere interessante Ergebnisse u¨ber Turniere und
lokal semi-vollsta¨ndige Digraphen ohne Beweise angeben und diskutieren.
Definition 17.10. Besitzt ein Digraph D zwei eckendisjunkte orientierte Kreise C1 und C2
mit L(Ci) ≥ 3 fu¨r i = 1, 2, und gilt außerdem E(D) = E(C1) ∪ E(C2), so spricht man von
komplementa¨ren Kreisen.
Das Problem, welche stark zusammenha¨ngenden Turniere komplementa¨re Kreise besit-
zen, wurde schon Anfang der achtziger Jahre von Carsten Thomassen gestellt (man vgl.
dazu Reid [2]). Zuna¨chst geben wir einige Beispiele an, die zeigen, daß nicht alle stark zu-
sammenha¨ngenden Turniere komplementa¨re Kreise besitzen.
Beispiel 17.3. Es sei T das transitive n-Turnier mit der Eckenmenge {1, 2, . . . , n}, so daß
i→ j fu¨r 1 ≤ i < j ≤ n gilt.
a) Ersetzen wir in T die beiden Bogen (1, j) und (j, n) durch die beiden Bogen (j, 1) und
(n, j) fu¨r ein j mit 1 < j < n, so erhalten wir ein stark zusammenha¨ngendes Turnier
Tj, das keine komplementa¨ren Kreise entha¨lt.
b) Es gelte 2 < i1 < i2 < . . . < it und 1 + it < j1 < j2 < . . . < jp < n− 1. Geben wir den
Bogen
(1, n), (1, i1), . . . , (1, it), (j1, n), . . . , (jp, n)
aus T die umgekehrte Richtung, so entsteht ein stark zusammenha¨ngendes Turnier
Tt,p, das auch keine komplementa¨ren Kreise besitzt. Denn jeder Kreis C aus Tt,p, der
durch die Ecke it + 1 geht, entha¨lt den Bogen (n, 1) und damit die Ecken 1 und n.
Da das Turnier Tt,p − E(C) nicht stark zusammenha¨ngend ist, kann es in Tt,p keine
komplementa¨ren Kreise geben.
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Es ist leicht zu sehen, daß die angegebenen Beispiele genau 1-fach stark zusammenha¨ngend
sind. Betrachten wir aber 2-fach stark zusammenha¨ngende Turniere, so erhalten wir eine
vo¨llig vera¨nderte Situation, denn alle 2-fach stark zusammenha¨ngenden Turniere Tn mit
n ≥ 8 besitzen komplementa¨re Kreise. Diese Tatsache folgt aus dem na¨chsten interessanten
Ergebnis von Reid.
Satz 17.15 (Reid [2] 1985). Ist T ein 2-fach stark zusammenha¨ngendes Turnier der Ord-
nung n ≥ 8, so entha¨lt T zwei komplementa¨re Kreise der La¨nge 3 und n− 3.
Mit Hilfe eines schwierigen Induktionsbeweises, wobei der Satz von Reid als Induktions-
anfang dient, vervollsta¨ndigte Song 1993 dieses Resultat.
Satz 17.16 (Song [1] 1993). Ist T ein 2-fach stark zusammenha¨ngendes Turnier der Ord-
nung n ≥ 8, so entha¨lt T zwei komplementa¨re Kreise der La¨nge p und n − p fu¨r alle p mit
3 ≤ p ≤ n
2
.
Bang-Jensen [2] beobachtete 1992, daß die 2-regula¨ren lokal semi-vollsta¨ndigen Digraphen
der Ordnung 2t+1 ≥ 7 zwar 2-fach stark zusammenha¨ngend sind aber keine komplementa¨ren
Kreise besitzen. Mit dem na¨chsten Resultat, das zwei Vermutungen von Bang-Jensen [2]
besta¨tigt, zeigen wir, daß es keine weiteren Beispiele dieser Art gibt.
Satz 17.17 (Guo, Volkmann [3] 1994). Ist D ein 2-fach stark zusammenha¨ngender lokal
semi-vollsta¨ndiger Digraph mit mindestens 8 Ecken, so entha¨lt D genau dann keine komple-
menta¨ren Kreise, wenn D von ungerader Ordnung und 2-regula¨r ist.
Ku¨rzlich habe ich zusammen mit meinem Schu¨ler Dr. Dirk Meierling gezeigt, daß Satz 17.17
sogar fu¨r die gro¨ßere Familie der In-Turniere richtig ist. Dabei nennt man einen schlichten
Digraphen D In-Turnier, falls D[N−(x)] fu¨r alle Ecken x aus D ein Turnier ist.
Satz 17.18 (Meierling, Volkmann [1] 2008). Ist D ein 2-fach stark zusammenha¨ngendes
In-Turnier mit mindestens 8 Ecken, so entha¨lt D genau dann keine komplementa¨ren Kreise,
wenn D von ungerader Ordnung und 2-regula¨r ist.
Ein zum Satz 17.1 analoger Beweis zeigt, daß auch ein stark zusammenha¨ngendes In-
Turnier Hamiltonsch ist. Diese Aussage wurde 1993 von Bang-Jensen, Huang und Prisner
[1] bewiesen. Weitere Informationen u¨ber In-Turniere findet der Leser in den Dissertationen
meiner Schu¨ler Dr. Meike Tewes [1] 1999 und Dr. Dirk Meierling [1] 2007 sowie in einem
Artikel von Tewes und Volkmann [2] 2001.
Als Verallgemeinerung der Sa¨tze von Reid und Song, habe ich zusammen mit Yubao Guo
[4] das Problem der komplementa¨ren Kreise in 2-fach stark zusammenha¨ngenden lokal semi-
vollsta¨ndigen Digraphen vollsta¨ndig gelo¨st.
Definition 17.11. Ein Digraph D heißt schwach Hamiltonsch-zusammenha¨ngend, wenn
zwischen je zwei Ecken x und y von D ein orientierter Hamiltonscher Weg von x nach y oder
von y nach x existiert. Ein Digraph D heißt stark Hamiltonsch-zusammenha¨ngend, wenn
zwischen je zwei Ecken x und y von D ein orientierter Hamiltonscher Weg von x nach y und
von y nach x existiert.
U¨ber stark bzw. schwach Hamiltonsch-zusammenha¨ngenden Turniere hat Thomassen [1]
1980 intensive und erfolgreiche Untersuchungen durchgefu¨hrt. Im Jahre 1996 haben Bang-
Jensen, Guo und Volkmann [1] die schwach Hamiltonsch-zusammenha¨ngenden lokal semi-
vollsta¨ndigen Digraphen charakterisiert, und Yubao Guo fand 1995 in seiner Dissertation
[1] eine wichtige und a¨ußerst wirksame hinreichende Bedingung fu¨r stark Hamiltonsch-
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zusammenha¨ngende lokal semi-vollsta¨ndige Digraphen. Eine unmittelbare Anwendung dieser
hinreichenden Bedingung liefert folgendes interessante Ergebnis, das Thomassen [1] 1980 fu¨r
Turniere bewiesen hat.
Satz 17.19 (Guo [1] 1995). Jeder 4-fach stark zusammenha¨ngende lokal semi-vollsta¨ndige
Digraph ist sogar stark Hamiltonsch-zusammenha¨ngend.
Weitere Informationen u¨ber lokal semi-vollsta¨ndige Digraphen findet der Leser in den
Dissertationen meiner Schu¨ler Prof. Dr. Yubao Guo [1] und Dr. Dirk Meierling [1] sowie dem
umfassenden Werk “Digraphs: Theory, Algorithms and Applications” aus dem Jahre 2009
von Bang-Jensen und Gutin [2].
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von D
4
δ(D) = min{δ+(D), δ−(D)}, Minimalgrad von D 270
δ = δ(G) Minimalgrad von G 4
θ(G) Cliquenzerlegungszahl von G 163
κ = κ(G) Anzahl der Komponenten von G 8
λ = λ(D) Bogenzusammenhangszahl von D 269
λ = λ(G) Kantenzusammenhangszahl von G 262
µ = µ(G) Index oder zyklomatische Zahl von G 10
ν = ν(G) Anzahl der Kreise von G 28
ξ(G) =
∑
a,b∈E(G) d(a, b) 17
ξ(v) =
∑
a∈E(G) d(v, a) 17
pi = pi(G) Wegu¨berdeckungszahl von G 62
pi∗ = pi∗(D) orientierte Wegu¨berdeckungszahl von D 62
ρ(H) =
∑
k∈K(H) ρ(k), La¨nge oder Bewertung
von H
18
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ρ(k) La¨nge oder Bewertung der Kante k 18
σ = σ(D) Eckenzusammenhangszahl von D 269
σ = σ(G) Eckenzusammenhangszahl von G 262
τi = τi(G) Anzahl der Ecken vom Grad i in G 31
ϕ(G) = 2|K(G)||E(G)|−1 mit |E(G)| ≥ 3 245
χ = χ(G) chromatische Zahl von G 164,
225
χ′ = χ′(G) chromatischer Index von G 240
χT = χT (G) totalchromatische Zahl von G 256
ψ = ψ(G) achromatische Zahl von G 225
ψs = ψs(G) pseudoachromatische Zahl von G 225
ω(G) Cliquenzahl von G 163
A Komplement der Menge A 19
A4B symmetrische Differenz der Mengen A und B 33
(A,B) = (A,B)D Menge der Bogen von A nach B in D 269
AD Adjazenzmatrix von D 5
BG Bewertungsmatrix von G 21
B(D) Bogenmenge von D 2
b(G) Bondage Zahl von G 211
Cp Kreis der La¨nge p 7
Clr(G) r-Hu¨lle von G 68
capL Kapazita¨t des Schnittes L 289
c(k) Kapazita¨t des Bogens k 288
D = (E,B, h) (E,B) = (E(D), B(D)), Digraph 2
D ⊆ D D′ ist Teilgraph von D 22
D + k Erga¨nzung des Bogens k 23
D1 → D2 D1 dominiert D2 77
D[E ′] der von E ′ induzierte Teilgraph von D 23
D(G) Der G zugeordnete Digraph 270
d∗(v) = d∗(v,G) Anzahl der Nachbarn maximalen Grades von v 247
d+(D) =
∑
x∈E(D) d
+(x,D) 4
d+(x) = d+(x,D) Außengrad der Ecke x in D 4
d−(D) =
∑
x∈E(D) d
−(x,D) 4
d−(x) = d−(x,D) Innengrad der Ecke x in D 4
d1, d2, . . . , dn Gradsequenz 12
dρ(a, A) ρ-Abstand zwischen a und A 19
dρ(a, b) ρ-Abstand zwischen a und b 18
d(a, b) = dD(a, b) Abstand von a nach b in D 82
d(X, Y ) = dD(X, Y ) Abstand der Eckenmengen X und Y in D 273
d(G) =
∑
x∈E(G) d(x,G) 4
d(a, b) = dG(a, b) Abstand der Ecken a und b in G 15
dG(X) =
∑
x∈X d(x,G) 123
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d(X, Y ) = dG(X, Y ) Abstand der Eckenmengen X und Y in G 265
dm(D) Durchmesser von D 82
dm(G) Durchmesser von G 15
d(x) = d(x,G) Grad der Ecke x in G 3
E = E(D) Eckenmenge von D 2
E = E(G) Eckenmenge von G 1
E(Z) Eckenmenge der Kantenfolge Z 7
e(a) Exzentrizita¨t der Ecke a 15
Fh,v Fa¨chermenge 242
f Fluß im Netzwerk N 289
f+(a) f+({a}) 289
f+(X) f((X,X)) 289
f−(X) f((X,X)) 289
(f, F ) Graphenhomomorphismus 4
f(X) =
∑
x∈X f(x) 123
G Komplementa¨rgraph von G 14
G = (E,K, g) (E,K) = (E(G), K(G)), Graph 1
G′ ∼= G G′ isomorph zu G 4
G′ ⊆ G G′ ist Teilgraph von G 6
G+H Summe der Graphen G und H 118
G+ k Erga¨nzen der Kante k 6
G−E ′ Lo¨schen aller Ecken E ′ ⊆ E(G) 6
G− k Lo¨schen der Kante k 6
G−K ′ Lo¨schen aller Kanten K ′ ⊆ K(G) 6
G− x Lo¨schen der Ecke x 6
G1[G2] lexikographisches Produkt der Graphen G1
und G2
154
G1 ×G2 kartesisches Produkt von G1 und G2 154
G1 ∧G2 Konjunktion von G1 und G2 154
G1 ∨G2 Disjunktion von G1 und G2 154
G[A,B] von A und B induzierter bipartiter Graph 160
G(D) untergeordneter Graph von D 3
G[E ′] der von E ′ induzierte Teilgraph von G 6
G ◦ H Koronagraph von G und H 152
∪Gi Vereinigung der Graphen Gi 6
∩Gi Durchschnitt der Graphen Gi 6
G(k) Kontraktion der Kante k 37, 234
G[K ′] der von K ′ erzeugte Teilgraph von G 6
Gk,a Unterteilungsgraph durch k und a 250
Gp Potenzgraph des schlichten Graphen G 152
g(k) = {x, y} Kante mit Endpunkten x und y 1
H = {H1, H2, . . . , Hq} Cliquenzerlegung von G 163
H1 unionmultiH2 unionmulti · · · unionmultiHq Faktorisierung des Kn 306
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Hom(G,G′) Homomorphismen von G nach G′ 4
h(k) = (x, y) Bogen mit Anfangspunkt x und Endpunkt y 3
ID Inzidenzmatrix von D 5
IG Inzidenzmatrix von G 5
ir = ir(G) Irredundanzzahl von G 199
K1,3 Klaue 98
K(G) Kantenmenge des Graphen G 1
Kn vollsta¨ndiger Graph mit n Ecken 6
K∗n vollsta¨ndiger Digraph mit n Ecken 269
Kr1,r2,...,rp vollsta¨ndiger p-partiter Graph 65
K(Z) Kantenmenge der Kantenfolge Z 7
k = ab Kante mit g(k) = {a, b} 8
k = (a, b) Bogen mit h(k) = (a, b) 8
L = (A,A) Schnitt in N 289
L(G) Line-Graph von G 148
L(Z) La¨nge der (orientierten) Kantenfolge Z 7
l = l(G) Anzahl der La¨nder des planaren Graphen G 206
|M | Determinante der Matrix M
m(A,B) = mG(A,B) =
∑
x∈Am(x,B) 11
m = m(D) = |B(D)| Gro¨ße von D 3
mD(A,B) Anzahl der Bogen von A nach B in D 269
mD(xi, xj) Anzahl der Bogen von der Ecke xi zur Ecke xj 5
me(G) mittlere Entfernung in G 17
m = m(G) = |K(G)| Gro¨ße von G 3
m(xi, xj) = mG(xi, xj) Anzahl der Kanten zwischen den Ecken xi
und xj
5
m(x,A) = mG(x,A) =
∑
y∈A−xm(x, y) 11
N = (E,B, u, v, c) Netzwerk 288
N {1, 2, 3, . . .}
N0 {0, 1, 2, 3, . . .}
N+(A) = N+(A,D) positive Nachbarn der Eckenmenge A in D 11
N+(x) = N+(x,D) positive Nachbarn von x in D 11
N−(A) = N−(A,D) negative Nachbarn der Eckenmenge A in D 11
N−(x) = N−(x,D) negative Nachbarn von x in D 11
N(A) = N(A,G) Nachbarn der Eckenmenge A in G 10
N [A] = N [A,G] N(A,G) ∪ {A} 10
N(x) = N(x,G) Nachbarn der Ecke x in G 10
N [x] = N [x,G] N(x,G) ∪ {x} 10
n! Fakulta¨t der natu¨rlichen Zahl n
n = n(D) = |E(D)| Ordnung von D 3
n = n(G) = |E(G)| Ordnung von G 3(
n
k
)
Binomialkoeffizient
Symbolverzeichnis 333
O(· · · ) Landausches Symbol
P Petersen-Graph 244
P∗ P− a mit a ∈ E(P) 245
P (m,n) Polynom in den Variablen m und n
P (q, G) chromatisches Polynom von G 233
P (x) = P (x, I) = PG(x, I) private Nachbarn von x bezu¨glich I 199
p(x) a¨ußerer privater Nachbar von x 182
Q = (E(Q), K(Q)) gemischter Graph 275
q(G) Anzahl ungerader Komponenten von G 115
qG q disjunkte Kopien von G 152
qG(X, Y, f) Anzahl ungerader f -Komponenten von G −
(X ∪ Y )
123
qG(X, Y, g, f) Anzahl ungerader (g, f)-Komponenten von
G− (X ∪ Y )
129
R Menge der reellen Zahlen
R(8) Ro¨sselsprunggraph 61
r(D) Radius von D 82
r(G) Radius von G 15
r(G1, G2, . . . , Gq) verallgemeinerte Ramsey-Zahl 306
r(p1, p2, . . . , pq) = r(Kp1, Kp2, . . . , Kpq) 306
r(p, q) Ramsey-Zahl 302
s(k) Sa¨ttigung des Bogens k 292
s(W ) Sa¨ttigung des Weges W 292
Tn n-Turnier 75
Tn,r Tura´n-Graph 171
Tr(n) Tura´n-Graph 170
t(G) Taillenweite von G 180
VAL Vizings Adjazenz Lemma 247
Wab (ku¨rzester Weg zwischen a und b) 15
(k1, k2, . . . , kp) (orientierte) Kantenfolge von a0 nach ap 7
(a0, a1, . . . , ap) (orientierte) Kantenfolge von a0 nach ap 7
(a0, k1, a1, . . . , kp, ap) (orientierte) Kantenfolge von a0 nach ap 7
a0a1 · · · ap (orientierte) Kantenfolge von a0 nach ap 7
w(f) Flußsta¨rke von f 289
bxc gro¨ßte ganze Zahl ≤ x
dxe kleinste ganze Zahl ≥ x
x→ y x dominiert y 76
334 Symbolverzeichnis
Z {0,±1,±2,±3, . . .}
Z(D) Zentrum von D 82
Z(G) Zentrum von G 15
z(G) Anzahl der Geru¨ste von G 38
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