This is a brief review of the recent progress in the theory of dynamical (non-stationary) Casimir effect in non-ideal cavities and of existing proposals to observe this effect in a laboratory, with an emphasis on the experiment which is under preparation in the University of Padua. The main idea of this experiment is to simulate periodical displacements of the cavity wall by periodical strong changes of conductivity of a thin semiconductor slab illuminated by picosecond laser pulses. In this connection the theory of quantum damped oscillator with arbitrary time dependence of the frequency and damping coefficient has been developed in order to take into account intrinsic losses in the semiconductor slab due to a finite conductivity during the intermediate part of the excitation-recombination cycle. The influence of different parameters, such as the diffusion and mobility coefficients of carriers, surface recombination velocity, absorption coefficient of laser radiation, thickness of the slab and geometry of the cavity, is analysed. Analytical and numerical evaluations show that under realistic experimental conditions, several thousand of quanta of EM field ('Casimir photons') could be produced from the initial vacuum state in a high-quality cavity at the lowest resonance frequency 2.5 GHz.
Introduction
Various quantum effects caused by a time dependence of dielectric properties of different media were subjects of numerous studies for the past decades. For example, the photon generation from vacuum due to temporal variations of the dielectric function was discussed in [1] [2] [3] [4] [5] [6] while the generation of photons due to a motion of dielectric boundaries was studied in [7] [8] [9] .
We consider the problem of photon generation in a selected mode of electromagnetic field inside a closed high-Q cavity due to periodical variations of the conductivity of a thin semiconductor layer deposited on the plane surface of a cavity wall. The main motivation for studying this problem is its relation to the experiment on observation of the nonstationary (or dynamical) Casimir effect (NSCE or DCE) which is under preparation in the university of Padua [10] . The idea is to use an effective electron-hole 'plasma mirror' created periodically on the surface of a semiconductor slab by illuminating it with a sequence of short laser pulses. If the interval between pulses exceeds the recombination time of carriers in the semiconductor, a highly conducting layer will periodically appear and disappear on the surface of the semiconductor film, thus simulating periodical displacements of the boundary.
Another scheme of simulating the dynamical Casimir effect, where periodical changes of the cavity eigenfrequency can be achieved by changing the surface impedance of a superconducting film illuminated by laser pulses, was proposed recently in [11] . Besides, a possibility of excitation of true surface vibrations of a cavity in the GHz band was claimed in [12] (this idea was formulated for the first time in [13, 14] , but its realizability was questioned for a long time). However, the scheme of [10] seems to be the most promising from the point of view of reaching the final result in the nearest future, so we concentrate on it.
It is worth remembering that the whole story began almost 40 years ago, when Moore showed that the motion of ideal boundaries can result in creation of quanta of the electromagnetic field from the initial vacuum state [15] . But he concluded that the effect should be extremely small, if the velocities of boundaries are much less than the velocity of light. However, even earlier, a possibility of a significant amplification of classical electromagnetic fields inside cavities with oscillating boundaries under the conditions of parametric resonance was pointed out for the first time by Askar'yan in 1962 [16] . Later, a possibility of enhancement of vacuum (zero point) fluctuations under the conditions of resonance between field modes and oscillations of boundaries was discussed in [17, 18] . However, the first evaluations of the effect gave unrealistic numbers for two reasons: (i) approximate perturbation approaches, used in that papers, are invalid, as a matter of fact, under resonance conditions; (ii) the chosen amplitudes of oscillations of the cavity length were many orders of magnitude bigger than those which could be actually achieved in practice.
More precise and realistic calculations were performed only in 1990s in the frameworks of different approaches [13, 14, [19] [20] [21] [22] . It was shown that a significant amount of photons could be created from vacuum, if boundaries of a high-Q cavity perform small oscillations at a frequency which is multiple of some cavity eigenfrequency. In particular, if a plane boundary of a threedimensional cavity performs harmonical oscillations with an amplitude a at the frequency ω w = 2ω 0 , where ω 0 is the eigenfrequency of the lowest electromagnetic mode in the cavity with fixed geometry, then the mean number of photons created from vacuum in this mode is given by the formula [13, 14] n (t) = sinh 2 εω 0 tη 3 ,
where ε = a/λ is the maximal relative displacement of the boundary (with respect to the wavelength λ = 2πc/ω 0 ) and η = λ/(2L 0 ) < 1 is a numerical coefficient, which depends on the cavity geometry (L 0 is the average distance between vibrating walls). Formula (1) can be derived from a general solution for a quantum harmonic oscillator with an arbitrary time-dependent frequency obtained for the first time in the seminal paper by Husimi [23] in 1953, if one remembers that field modes behave as a set of harmonic oscillators. Husimi showed that all dynamical properties of the quantum oscillator are determined by the fundamental system of solutions of the classical equation of motion ε + ω 2 (t)ε = 0.
In particular, if ω(t) = ω i for t → −∞ and initially (at t → −∞) the oscillator was in the vacuum state, then the mean energy at the moment t equals
where the function ε(t) satisfies Eq. (2) and the initial condition
Formula (3) holds for an arbitrary function ω(t), provided this function is real , i.e., the quantum evolution is unitary. According to (1) , one of the most important parameters which determines a possible number of created photons is an achievable value of the wall displacement amplitude. For the cavity dimensions of the order of 1 ÷ 100 cm, the field resonance frequencies (ω 0 /2π) belong to the band from 30 GHz to 300 MHz. An idea of [13, 14] was not to force the wall to oscillate as a whole at such a high frequency, but to excite oscillations of the surface of the cavity wall. In such a case, the amplitude a of a standing acoustic wave at frequency ω w = 2ω 0 (coinciding with the amplitude of oscillations of the free surface) is related to the relative deformation amplitude δ inside the wall as δ = ω w a/v s , where v s is the sound velocity. Since usual materials cannot bear the deformations exceeding the value δ max ∼ 10 −2 , the maximal possible velocity of the boundary is v max ∼ δ max v s ∼ 50 m/s (independent of the frequency). The maximal relative displacement ε = a/L 0 is ε max ∼ (v s /2πc)δ max ∼ 3·10 −8 for the lowest mode with the frequency ω 0 ∼ cπ/L 0 . Then, taking ε = 10 −9 , ω 0 /(2π) = 10 GHz and η 3 = 1/3, in t = 1 s one could get a big number sinh 2 (10) ∼ 10 8 photons in an empty cavity. However, in such a case one needs a cavity with the Q-factor of the order of 10 10 . Moreover, it is necessary to maintain the resonance condition, which means that the frequency of the wall oscillations must not deviate from 2ω 0 /(2π) by more than δ/(2π) < ε ω 0 η 3 /(2π) ∼ 3 Hz during the time 1 s.
On the other hand, what we really need to create photons from vacuum, it is a possibility to change the resonance frequency in a periodical way. But this can be achieved not only by changing the geometry, but by changing the electric properties of the walls or some medium inside the cavity. Hence the idea of simulating DCE and other quantum effects arose about two decades ago in the article by Yablonovitch [1] , who proposed to use a medium with a rapidly decreasing in time refractive index ('plasma window') to simulate the so-called Unruh effect. Also, he pointed out that fast changes of electric properties can be achieved in semiconductors illuminated by laser pulses. This idea was propagandized by Man'ko [24] , who proposed to use semiconductors with time-dependent properties to produce an analogue of the nonstationary Casimir effect (see also [5, 25] ). A more developed scheme, based on the creation of an electronhole 'plasma mirror' inside a semiconductor slab, illuminated by a femtosecond laser pulse, was proposed in [26] (in the single-pulse case). But only recently a possibility of creating the effective 'plasma mirror' in a semiconductor slab was confirmed experimentally [27] .
Quantum effects caused by a time dependence of properties of thin slabs were studied by several authors [28] [29] [30] [31] . However, only very simple models of the media were considered in that papers: lossless homogeneous dielectrics with time-dependent permeability [31] , ideal dielectrics or ideal conductors suddenly removed from the cavity [28, 29] or infinitely thin conducting slabs modeled by δ-potentials with time-dependent strength [30] . Moreover, all that models, as well as the estimations of the photon generations rate based on the simple formula (1), did not take into account inevitable losses inside the semiconductor slab during the excitation-recombination process. This is the immediate consequence of the fact that the dielectric permeability (x) of the semiconductor medium is a complex function: = 1 + i 2 , where 2 = 2σ/f 0 , σ and f 0 being the conductivity (in the CGS units) and frequency in Hz, respectively. Good conductors have 2 ∼ 10 8 at microwave frequencies, which is essentially bigger than 1 ∼ 1 ÷ 10. Although 2. Quantum damped oscillator: a generalization of the Husimi solution via the Heisenberg-Langevin approach An immediate consequence of the time variation of electromagnetic properties of the cavity walls is the time dependence of the eigenmode frequencies. Hence it follows a simple idea that one could understand the main features of the behavior of the quantum field in the cavity by considering a single selected mode and describing it as a quantum oscillator with 'instantaneous' time-dependent frequency [32, 33] . Later on, it was justified (see, e.g., [13, 14, 34, 35] ) for threedimensional cavities without accidental degeneracy of the spectrum of eigenmode frequencies and for harmonic variations of the effective frequency. We assume that even in the presence of dissipation and non-monochromatic periodical variations, the field problem still can be reduced approximately to the dynamics of a single selected mode described in the classical limit as a harmonic oscillator with time-dependent complex frequency Ω(t) = ω(t) − iγ(t), which can be found from the solution of the classical electrodynamical problem by taking the instantaneous geometry and material properties (as was done in the non-dissipative case in [31, 36] ).
The scheme presented below was developed in [37] [38] [39] . It can be considered as a generalization of the quantum noise operator approach, first proposed in [40] [41] [42] [43] , to the case of arbitrary time dependence of the frequency. In this approach, dissipative quantum systems are described within the framework of the Heisenberg-Langevin operator equations. In the case concerned these equations can be written as
Herex andp are the dimensionless quadrature operators of the selected mode, normalized in such a way that the mean number of photons equals
In other words, in the subsequent formulas ω and γ are the frequency and damping coefficient normalized by the initial frequency ω i . The noise operatorsF x (t) andF p (t) are supposed to commute withx andp. The system of linear equations (5) can be solved explicitly for arbitrary time-dependent functions γ x,p (t), ω(t) andF x,p (t):
wherex 0 andp 0 are the initial values of operators at t = −∞ (taken as the initial instant),
ξ(t) is the special solution to Eq. (2) with ω 2 (t) replaced by the effective frequency This special solution is selected by the initial condition ξ(t) = exp(−it) for t → −∞, which is equivalent to fixing the value of the Wronskian:
The function η(t) is defined as η(t) =ξ(t) + δ(t)ξ(t).
It seems natural to identify the functions ω(t) and γ(t) in equations (5), (9) and (12) with the real and imaginary parts of the instantaneous cavity eigenfrequency. Now we shall try to find the best set of other coefficients. The first step is to calculate the commutator [x(t),p(t)]. An immediate consequence of solution (8) is the formula
In proving (15) we used the Wronskian formula (13) and its consequence
We suppose that the noise operators are delta-correlated (the Markov approximation):
Using equations (10), (11), (16) and (17), we find
If we assume now that
and the commutator [x(t),p(t)] = ih is preserved exactly (after averaging over noise operators) for any function γ(t). In contrast to the classical Langevin equations, which contain a single stochastic force, in the quantum case one must use two noise operators, otherwise the canonical commutation relations cannot be saved.
For the mean values of the operatorsx 2 (t) andp 2 (t) we find the following expressions (from now on we shall use dimensionless variables, puttingh = 1; besides, we replace the symbol of function f (t) by a short form f t ): Formulas (21) and (22) are exact, and they hold formally for arbitrary functions γ x,p (t), ω(t) andF x,p (t). However, admissible physical sets of damping and force correlation coefficients must obey certain restrictions, which follow from the condition of non-negative definiteness of the statistical operator, or its consequence -the requirement of non-violation of the uncertainty relations. Detailed discussions of this subject can be found in [44] [45] [46] . It appears that the non-negative definiteness of the statistical operator can be preserved during the evolution for arbitrary physical initial states provided the 'noise matrix'
is hermitian and non-negatively definite. The hermiticity of (23) together with equation (19) gives rise to the relations
where χ s is real parameter. Then the non-negativity of matrix (23) results in the restriction
which tells us once again that one cannot preserve the uncertainty relations using only one noise operator (taking χ xx = 0 or χ pp = 0). Let us consider the case of time-independent frequency ω = ω i = 1 and time-independent damping and noise coefficients. Moreover, suppose that γ 1 (small damping). Then one can neglect the correction δ 2 ∼ γ 2 in function ω ef (t) (12) and use the solution ξ(t) = exp(−it). The integrals in equations (21) and (22) can be calculated exactly in this special case. We assume that γ x,p ∼ γ and χ jk ∼ γ (in accordance with the fluctuation-dissipation theorem). Then neglecting terms of the order of γ 2 , we obtain for t → ∞
We see that the steady-state moments of the second order coincide with the thermodynamical equilibrium values
(where n th is the mean number of quanta in the thermal state) with the accuracy of the order of γ 2 (i.e., without linear corrections with respect to the damping coefficients), provided the noise coefficients are chosen as follows
where
and T is the temperature of the reservoir. In such a case, condition (25) takes the form
At zero temperature of the reservoir (G = 1) inequality (30) can be satisfied for the only choice For G > 1 the choice (31) is not the only possible one and we did not succeed in finding an additional mighty principle which could fix it. For example, one could think that more information could be extracted from the analysis of the evolution of such important quantities as the entropy S = −Tr(ρ lnρ) or its equivalent -the so called linear entropy S 1 = 1−Tr(ρ 2 ). In this case it is sufficient to study the evolution of the invariant uncertainty product ∆ ≡ σ xx σ pp − σ 2 xp (where σ ab ≡ âb +bâ /2 − â b ), because both S and S 1 are monotonous functions of ∆ in the equilibrium state of a harmonic oscillator [44, 46, 47] . Suppose that the harmonic oscillator was in an equilibrium (thermal) state characterized by parameter G 0 (29) for t < 0 and a timeindependent coupling with an environment characterized by parameter G is turned on at the 'initial' moment t = 0. Then an immediate consequence of equations (7), (8), (21) and (22) is the following formula for the rate of change of ∆ at t = 0:
It contains only the sum γ = γ x + γ p . An account of the second order terms with respect to γ x and γ p performed in [44, 45, 48] also did not lead to a convincing unique choice of the damping and diffusion coefficients for nonzero reservoir temperature. An exact formula for the time dependence of the mean number of quanta (6) can be split in two parts: N (t) = N s (t)+N r (t), where the first term depends on the initial state ('signal') while the second term is determined completely by the interaction with the reservoir (it is represented by the integrals containing the coefficients χ jk ). For example, in the special case of the initial coherent state |α (which corresponds to the initial 'classical' signal in the cavity) we obtain
For the initial thermal state we have
Let us introduce the 'asymmetry parameter' y according to the relations
If this parameter does not depend on time (but it can depend on the reservoir temperature), then the contribution of the noise terms to the mean number of created quanta is equal to
whereẼ
and we assume that the noise coefficients are given by equation (28) . In the special case y = 0 equation (37) assumes the following simple form: where
and function ε(t) satisfies equation (2) with unmodified frequency ω(t). One should remember that formulas (33) , (35), (37) and (39) hold for sufficiently big values of time t, when the time dependent normalized frequency ω(t) returns to its initial value ω(−∞) = 1. All the formulas given above are exact (of course, in the frameworks of the model considered). However, in the case of small damping one can always use a simple formula (39) instead of (37) , because the replacement of function η(t) byξ(t) results in an error of the order of γ. Besides, the terms containing functions D η (τ ) andD η (τ ) in (37) become very small after the integration, because these functions exhibit fast oscillations. Nonetheless, it is necessary to emphasize that for y = 0 function ε(t) satisfying equation (2) with frequency ω 2 (t) must be replaced by the function ξ(t), which satisfies the same equation, but with the effective frequency
(the term y 2 γ 2 (t) can be neglected).
Periodical variations of parameters
Having in mind applications to the dynamical Casimir effect, we are interested in the special case when the functions ω(t) and γ(t) have the form of periodical pulses, separated by intervals of time with ω = 1 and γ = 0 (we neglect the damping of the field between pulses, supposing that the quality factor of the cavity is big enough). Since the relative change of the frequency ω(t) is very small, one can consider the functions E(τ ) andẼ(τ ) defined in (40) as approximate integrals of motion within the duration of each pulse (they are exact integrals of motion if ω ≡ 1). Thus we assume that E(τ ) andẼ(τ ) are constant during each pulse, but their values for different pulses are slightly different, so that performing the integration over the duration of the kth pulse we replace E(τ ) andẼ(τ ) in the integrand of (39) by their values E k andẼ k taken, say, at the end of the pulse. Then the integral over the period of pulse is calculated exactly (since γ(t) = dΓ/dt), and after n pulses we have [37] [38] [39] 
t i and t f being the initial and final time moments of each pulse. If ε(t) = e −it before the pulse represented by the 'effective potential barrier' V ef (t) = ω 2 ef (t) − 1, then after the pulse the solution can be written as ε(t) = ρ − e −it + ρ + e it with |ρ − | 2 − |ρ + | 2 = 1, so that the ratio r = ρ + /ρ − can be interpreted as an effective complex amplitude reflection coefficient from the barrier, whereas the complex number ρ − = f has the meaning of the inverse amplitude transmission coefficient. In the case of a sequence of pulses we can write the function ε(t) in the interval between the kth and (k + 1)th pulses as
where a k and b k are constant coefficients. Then we obtain the following expressions for the quantities E k andẼ k : Evidently, every two sets of the nearest constant coefficients, (a k−1 , b k−1 ) and (a k , b k ), are related by means of a linear transformation. Using the well known method of the transfer matrix, one can arrive at the following expressions [38] :
where g ≡ ρ + and T is the periodicity of pulses. The coefficient ν is determined by the relations
where f = |f | exp(iϕ), T 0 is the period of oscillations in the selected field mode and T res is the resonance periodicity (m = 1, 2, . . .). It is assumed that coefficient ν is real . Note that |f | 2 − |g| 2 ≡ 1.
One can check the fulfillment of the identity |a n | 2 − |b n | 2 ≡ 1. Consequently, one can replace the function E η (t) in equations (33)- (35) by
Then the sum in (42) can be calculated exactly, giving the following formula for the noise contribution to the mean number of photons created after n pulses:
Under the realistic experimental conditions the parameters |g| and Λ are very small. Moreover, the parameter ν can be real only if the detuning coefficient δ is also small. Then one finds from (47) that ν ≈ |g| 2 − δ 2 , so that no photons can be produced if the detuning coefficient exceeds the critical value δ max = |g| 2 − Λ 2 .
We see that photons can be generated provided ν > Λ. If n(ν − Λ) 1 and the difference ν − Λ is not too small, then
The asymptotical expression for the 'signal' contribution in the case of initial thermal state reads
so the total number of quanta equals
For the initial coherent state with |α| 1 and α = |α| exp(iθ) we obtain This number is very sensitive to the initial phase θ of the classical signal. The phase averaged value for nν 1 equals
Consequently, one can find the amplification coefficient ν − Λ experimentally, studying the amplification of the initial classical signal.
Approximate formulas
(we have made the integration by parts remembering that γ(t i ) = γ(t f ) = 0). We see that an asymmetry of the damping coefficients γ x and γ p can make a significant influence on the value of |g|. On the contrary, the phase ϕ does not depend on the asymmetry coefficient, because
Consequently, the resonance periodicity of pulses T res (48) also does not depend on the asymmetry parameter y.
Frequency shift of the cavity mode
Approximate explicit expressions for the functions χ(t) and γ(t) can be found for a cylindrical cavity with an arbitrary cross section, if the dielectric permeability depends only on the longitudinal space variable x. We suppose that the axis of a cylinder is parallel to the xdirection and the main part of the cavity is empty, except for a thin slab of a semiconductor material. Then ε(x) ≡ 1 for −L < x < 0 and ε(x) = 1 for 0 < x < D, where D is the thickness of the slab and L is the cavity length. We assume that D L. For TE modes, the set of Maxwell's equations can be reduced [39] to the one-dimensional Helmholtz equation
for any component of the electric field E(x, r ⊥ ) = ψ(x)Φ(r ⊥ ) (which is parallel to plane surfaces of the cylinder and slab), where Φ(r ⊥ ) obeys the two-dimensional Helmholtz equation
, where the constant coefficient k is related to the field eigenfrequency Ω and the corresponding wavelength in vacuum λ as Ω = c k 2 + k 2
The conditions of continuity of the function ψ(x) and its derivative at x = 0 result in the transcendental equation for the wave number k
where ψ + (x; k) is the solution of equation (58) 
in the domain 0 ≤x ≤ 1 and the boundary condition R(1) = 0. Here
The small relative shift of the resonance frequency can be expressed as
where ξ 0 or R 0 (0) correspond to the non-excited semiconductor slab with ε(x) = ε 1 = const. In this case equation (60) has an exact solution, which shows that for ε 1 ∼ 10 (typical values for semiconductors) R 0 (0) ≈ −1 with the accuracy of the order of 0.01 or even better. When the slab is illuminated by the laser pulse, the absolute value of the dielectric function ε(x) = ε 1 + iε 2 (x) can attain very big values, so that π 2 ∆ 2 |ε(x)| 1 in some region 0 <x <x 0 near the surface of the slab. Obviously, to create an effective 'plasma mirror' one needs the material with
1, where α is the absorption coefficient of the laser radiation. In the region 0 <x <x 0 we can neglect the first term 1 in the right-hand side of equation (60), as well as the term 1 − η 2 . The simplified equation can be integrated immediately, resulting in the formula
In the regionx 0 <x < 1 the nonlinear term in (60) becomes insignificant, so that we can write R(1) − R(x 0 ) = 1 −x 0 . Since R(1) = 0 andx 0 1, we can take R(x 0 ) = −1. After simple algebra we arrive at the following interpolation formula for the complex frequency shift:
Hereε(x) means the change of dielectric function caused by the laser excitation. The upper limit of integration in (64) is extended formally to infinity, because the functionε(x) quickly goes to zero outside the interval (0,x 0 ). Introducing the dimensionless parameter µ =ε 1 /ε 2 we can write
where K(t) can be interpreted as the 'effective surface concentration' of electron-hole pairs created inside the slab, n is the volume concentration of these pairs, c = f 0 λ is the velocity of light and b is the total mobility of carriers for each electron-hole pair in the photo-excited slab (|e| is the absolute value of the electron charge). Thus we can express the real and imaginary parts of the complex frequency shift as We see that big values of χ can be achieved for A
For the Drude model we have
where τ c is the time between collisions and m ef an effective mass of carriers. For realistic values b ∼ 1 m 2 V −1 s −1 , m ef ∼ m 0 (where m 0 is the mass of free electron) and ω 0 /(2π) = 2.5 GHz we obtain µ ∼ 0.1 1. In this case the maximal value of γ is achieved for A = 1, and γ max is only twice smaller than χ max , so that the influence of damping by no means can be neglected. In principle, the situation can be different for µ 1 (i.e., for very high mobilities of carriers), because in this case γ max is suppressed as µ −3 , and one can expect that the negative contribution of coefficient Λ to the photon generation rate (51) can be reduced in the same proportion.
In the case of TM modes the functions χ and γ are given by the same relations (66), with the only difference that the factor η 3 should be replaced by η in the first power [39] . This means that in the cavities with the same geometry the rate of generation is higher for the TM modes than for TE ones [31, 50, 51] .
Influence of the slab properties on the photon generation rate
The dependence n(x, t) in (65) can be found from equations which take into account, besides the photo-absorption, the effect of diffusion and different recombination processes. In the simplest case we have [52] ∂n/∂t = ∇ · (Y ∇n) + (αζ/E s )I(t)e −αx − β 1 n.
Here Y is the coefficient of ambipolar diffusion, α is the absorption coefficient of the laser radiation inside the layer, E s is the energy gap of the semiconductor (which is close to the energy of laser photons), I(t) is time-dependent intensity of the laser pulse which enters the slab (it can be less than the intensity of the pulse outside the slab, because the reflection coefficient from the semiconductor surface can be rather big, due to the big value of the dielectric constant ε 1 ∼ 10; however, the reflection can be diminished if some quarter-wavelength film is put on the surface), ζ ≤ 1 is the efficiency of the photo-electron conversion and β 1 is the trap-assisted recombination coefficient. We have disregarded nonlinear terms −β 3 n 3 − β 2 n 2 in the right-hand side of (68), because for modeling the DCE one needs very small recombination times, of the order of T r ∼ 20 ÷ 30 ps. Under these conditions, the contribution of neglected terms is several orders of magnitude smaller than that of the term β 1 n [52] . In the most general case, one should use the function I(t − x/v) instead of I(t), where v is the group velocity. But for materials with high absorption coefficients the coordinate dependence can be neglected, if the duration of each pulse is of the order of a few picoseconds. The boundary condition to equation (68) is
where R is the surface recombination velocity. Since equation (68) is linear , it can be solved analytically [52] . If n(x, t) = 0 in the absence of the inhomogeneous term I(t), then (for Y = const)
where We assume that αD 1, so that the presence of the right boundary of the semiconductor slab does not affect the carrier distribution near the irradiated surface. Integrating both sides of equation (68) over x from 0 to ∞ with account of the boundary condition and formulas (70) and (71) (with x = 0) for the term n(0), we arrive at the inhomogeneous ordinary differential equation of the first order
If the laser pulse starts at t = 0, so that I(t) = K(t) = 0 for t < 0, then
Supposing that the duration of laser pulse is much less than the recombination time, we can approximate the function I(t) by the delta-function: I(t) = (W/S)δ(t), where W is the total energy of the laser pulse and S is the area of the surface of the semiconductor slab (we assume that the energy is distributed uniformly over this area). Then we obtain the following expression for the time-dependent function A(t) in equation (66):
and the new dimensionless variables and parameters are defined as follows:
If g = 0 (an ideal surface with zero surface recombination velocity), then J 0 (τ, h) ≡ 1, so that function A(τ ) is reduced to the simple exponential function independently of the values of the diffusion and absorption coefficients. Also J g (0, h) ≡ 1 for any g and h. It can be shown [52] that the integral in (77) can be expressed in terms of the complementary error function
so that equivalent explicit expressions are (see also [53] )
T d can be called the characteristic diffusion time and T s the characteristic surface recombination time. These times are related to the dimensionless parameters g and h as follows, For hτ 1 and g 2 hτ 1 we have J g (τ, h) ≈ 1 − ghτ , whereas for hτ 1 and g 2 hτ 1 we have J g (τ, h) ≈ (g + 1)/ πg 2 hτ . Consequently, the surface recombination causes a faster return of the functions χ(τ ) and γ(τ ) to zero values after the excitation.
In the special case g = 1 (i.e. T d = T s ) we have [52] J 1 (τ, h) = (1 − 2hτ )e hτ Erfc √ hτ + 2 hτ /π (83)
whereas for g = ∞ (i.e., when the diffusion time is much bigger than the surface recombination time, T d T s ) we obtain
According to equation (53), the rate of the photon generation is determined by the difference
where coefficientsν andΛ are given by some integrals (the Fourier transforms) following from formulas (56), (57) and (66). They can be expressed as follows,
(the coefficientΛ does not depend on the asymmetry parameter y).
The dependence of function F on A 0 and Z in the special case g = µ = y = 0 was studied in [38] . The influence of surface recombination (the dependence on g and h for µ = y = 0) was analyzed in detail in [52] . The role of the asymmetry parameter y was discussed in [54] (for g = µ = 0) and the case of µ = 0 was considered in [55] (for g = y = 0). In the most general case the integrals (87) and (88) can be calculated only numerically. However, for g = 0 (when J g (x) ≡ 1) explicit analytical expressions can be found. The integral (88) becomes obvious if one makes the change of variable exp(−x) = t:
Making the same change of variable and using the known integral representation of the Gauss hypergeometric function [56]
we can express the integral in (87) as a linear combination of four such functions with different complex arguments and parameters (but a = 1 and c = b + 1 in each function): However, numerical calculations show that the amplification coefficient F can be positive only for A 0 1. Therefore it is convenient to rewrite (91), using one of Kummer's formulas, namely those relating Gauss hypergeometric functions with the arguments z and z −1 . In the special case concerned (c = b + 1 and a = 1) the required relation is [56] 
(the formula Γ(b)Γ(1 − b) = πb/sin(πb) was taken into account). Thus equation (91) can be simplified as follows:
The hypergeometric functions in the r.h.s. of (93) have rather simple explicit forms:
Equation (93) assumes rather simple form in terms of function R(z; b) in the case µ = 0:
We have checked that numerical values of the amplification coefficient F (86) calculated with the aid of formulas (89) and (96) coincide with the results of numerical calculations of the integrals (87) and (88) performed in [38] for g = µ = 0 in the wide range of parameters A 0 and Z. This fact convinces us in the reliability of numerical schemes used in our previous studies. The behavior of function F (A 0 , Z) is shown in figure 1 , where the plots are taken from [38] . In two upper plots we show the dependence of the amplification coefficient F on the parameters Z and A 0 . In the lower left plot of Figure 1 we show the boundary between the regions of the positive and negative values of the amplification coefficient F in the plane of parameters A 0 and Z (the generation is possible for the parameters belonging to the domain below the upper line), as well as the 'optimal trajectory', corresponding to the sets of parameters for which the Analyzing the figures, we conclude that the optimal value of Z is close to 0.3. The corresponding recombination time is close to T opt r = T 0 /(2π 2 ). For T 0 = 400 ps (or f 0 = 2.5 GHz) we obtain T opt r ≈ 20 ps, and in no case it can be more than 35 ps. The value T opt r ≈ 20 ps is quite realistic from the point of view of the available technology (and it was confirmed in recent preliminary measurements [57] ).
The optimal value of the parameter A 0 can be found in the following way. According to (78), this parameter is proportional to the energy of the laser pulse. On the other hand, if we fix the number of photons which can be created after n pulses, then formula (51) shows that n ≈ const/F . Consequently, the function B 0 (A 0 , Z) = A 0 /F (Z, A 0 ) is proportional to the total energy of all necessary laser pulses. Choosing for each value of A 0 the optimal value of parameter 
4.1. Optimization of geometry and estimations of possible photon generation rates Simple numerical formulas for the number of photons, created from vacuum after n 1 pulses, read as (see formula (53) with G = G 0 = 1 and nΛ 1)
The optimal value of the geometrical factor η can be determined with the aid of the following reasonings. The resonance wavelength λ, corresponding to the mode T E 101 with the lowest eigenfrequency of the rectangular cavity, is related to the cavity length L and the biggest transverse dimension
For the fixed values of parameter A 0 and the smallest transverse dimension, the energy of the pulse is proportional to the area of the surface, i.e., B, whereas the necessary number of pulses depends on L as η −3 ∼ L 3 . Consequently, the total energy is proportional to the product BL 3 . Minimizing this product for the fixed value of λ, which is equivalent to maximization of the function f (η) = η 3 1 − η 2 , we find the optimal value η opt = √ 3/2 = 0.866, which corresponds to L = λ/ √ 3 ≈ 7 cm and B = λ = 12 cm (for ω 0 /(2π) = 2.5 GHz). However, since it can be difficult to illuminate such a long plate, we should consider other reasonable values of η. Fortunately, the profile of function f (η) is rather flat in the vicinity of point η opt , therefore the main requirement can be avoiding resonances with other cavity eigenfrequencies for the given modulation depth ∆ (we considered D = 2 mm and ∆ = 1/30). These resonances can happen due to the highly anharmonical profile of the frequency shift function (66), and their presence can diminish significantly the photon generation rate in the fundamental mode under consideration [35, 58] . The analysis shows that the best choice, permitting to avoid at least 4 accidental resonances, corresponds to the values of η in the interval between 2/3 and 3/4. The choice η = 3/4 which corresponds to L = 8 cm and B = 9 cm. In this case we have η 3 = 0.42 and f (η 1 ) = 0.28, which is not too small comparing with the maximal value f (η opt ) = 0.325. Taking T r = 20 ps, b = 0.7 m 2 V −1 s −1 and E g = 1.4 eV (for GaAs), we evaluate that 10 4 photons can be created in the cavity with dimensions 8 × 9 × 1 cm after about 2000 laser pulses with the energy in each pulse about 0.5 mJ. The total energy of all pulses in this case must be about 1 J, which seems to be rather big quantity. However, it can be diminished if one considers cavities with a more sophisticated geometry instead of a simple rectangular cavity.
A specific property of highly doped semiconductors to be used in experiments on the dynamical Casimir effect is a low mobility of carriers at zero absolute temperature (the scattering on charged impurities results in the contribution to the mobility b ∼ T 3/2 for T → 0). Therefore it seems that an optimal strategy could be to prepare somehow only the resonance field mode in the vacuum state, while maintaining the walls at some finite temperature T chosen according to the following requirements: a high mobility of carriers, an optimal recombination time and a high quality factor of the cavity. Note that for the frequency ω 0 /(2π) = 2.5 GHz the temperature gain factor G defined in (29) has the numerical value G ≈ 17 T if T > 1 is expressed in Kelvins. Then formula (53) with G G 0 = 1 becomes
1 The third dimension should be taken much smaller than L and B in order to diminish the illuminated surface of the slab. This choice excludes automatically the TM mode for the lowest eigenfrequency chosen. and the ratio of the number of created photons to the mean number of thermal photons at temperature T is N * n n th (T ) ≈ 1.2 exp 0.36 η 3 ∆ n .
For example, at the liquid nitrogen temperature T = 77 K we need only 500 pulses to create 10 4 photons (with n th (T ) ≈ 650). 2 If the mobility could be made several times higher than the value used in the calculations, then the total energy of all pulses could be reduced by an order of magnitude or even more.
Influence of a nonzero duration of the laser pulse
The evaluations in the preceding section were done under the assumption of a very short laser pulse. To study the influence of the finite pulse duration we consider the case g = µ = 0 (i.e., we neglect the surface recombination). Then the function A(t) in (76) can be represented as
We tried different simple functions I(t), such as
where a is the pulse duration (it is assumed that I(t) ≡ 0 for t > a), and the normalization is chosen in such a way that the total energy ∞ 0 I(x)dx = W/S is the same in all the cases. The dimensionless parameter characterizing the pulse duration in this case is
The integrals (87) and (88) were calculated numerically (we do not bring here cumbersome explicit analytical expressions for the functions f (x) in all examples). The results are shown in figures 2 and 3. We take A 0 = 10 (an optimal value for very short pulses) in all these plots. We see no significant decrease of the value of F for Y ≤ 0.15, if Z = 0.3 and Z = 0.2 (recombination time 13 ps). Note that Y = 0.15 corresponds to the pulse duration a = 30 ps, which equals approximately just the delay time
between the instants when light can reach the center of the semiconductor slab at point(L, 0) and its most remote (from the source of illumination) point (L, b), where L ≈ 9 cm is the cavity length and b ≈ 4 cm is a half of the perpendicular dimension B = 2b ≈ 8 cm.
We also studied the dependence of the amplification factor F on the dimensionless parameter V = aξ (characterizing the speed of laser pulse formation) for the family of pulse shapes
with different values of Y and Z (and fixed A 0 = 10). It appears that F is insensitive to the shape of laser pulse if Y ≤ 0.15.
To evaluate the effect of the nonuniform illumination we suppose that there is a point-like source of light at the point (0, 0) with a time-dependent angular distribution of radiation J(φ, t).
2 An idea to use the initial thermal state of the field to facilitate the observation of the dynamical Casimir effect was put forward for the first time in [22] . We emphasize that here we assume that the initial field state is vacuum. The delay time between the arrival of light at points (L, 0) and (L, y) equals T (y) ≈ y 2 /(2Lc) ≈ Lφ 2 /(2c) (we suppose for simplicity that y L, so that φ ≈ y/L). The intensity of light on the semiconductor surface at point y and time t equals I(y, t) ≈ J(y/L, t−T (y)). It seems reasonable to suppose that the function A(t) in the case of non-uniform illumination is proportional to the effective average intensity
Then, even if the initial laser pulse J(φ, t) is very short in time, the duration of the effective pulse I ef (t) will be not less than T D (104). In the simplest case, when J(φ, t) does not depend on angle within the interval (0, b/L) and has delta-shape with respect to time, J(φ, t) = J 0 δ(t), the effective intensity has very asymmetric form as function of time:
A singularity at t = 0 and discontinuity at t = T D are the consequences of the deltaapproximation; they disappear if one 'smoothes' the delta function, and they do not influence the physical results. For the time-dependent 'form-factor' (101) we obtain, after normalization, the following expression: (107) where
The dependence F (R) is shown in Figure 4 for A 0 = 10. We see that a rapid decay of the amplification factor F is observed only when R > 0.5 (which is equivalent to T D = 30 ps) for different values of the recombination time (parameter Z). Therefore, all models lead to the same conclusion which is very favorable for the experiment: the non-uniformity of illumination or temporal spread of laser pulses will not deteriorate significantly the rate of photon generation if the recombination time is in the interval 10-20 ps. 
Conclusions
We have shown interesting connections between such distant, at first sight, areas as the nonstationary Casimir effect, quantum nonstationary damped oscillator, physics of semiconductors and physics of ultrashort laser pulses. The first result is a consistent model of a damped nonstationary quantum oscillator with arbitrary time-dependent frequency and damping coefficients, based on the generalization of the Senitzky-Schwinger-Haus-Lax noise operator approach. We have derived the set of noise operators which enabled us to obtain a simple generalization of the Husimi solution to the case of a quantum damped oscillator. For zero temperature of the reservoir this set is practically unique if one uses the natural requirements of preservation of the positivity of the density matrix and the maximum closeness of the asymptotic stationary state to the thermodynamical-equilibrium state in the case of constant damping coefficients. For nonzero temperature other sets of coefficients (depending on the asymmetry parameter y) are possible in principle, although the choice y = 0 seems to be the best one from the point of view of simplicity and mathematical beauty. New solutions are exact and they can be applied to a variety of problems in quantum mechanics of nonstationary dissipative systems. The second result is connected with the application of the model to the physical problem of Dynamical Casimir Effect. A consequence of the general theory is an approximate formula for the number of photons which can be produced after n periods of small perturbations of the oscillator frequency in the resonance case. It depends on two parameters: the absolute value ν of the amplitude 'reflection coefficient' from an effective single pulse barrier in the time domain, which is given by the Fourier transform of the time-dependent frequency ω(t) calculated at twice the resonant frequency, and the 'accumulated damping factor' Λ given by the integral of the periodical damping coefficient (the absolute value of the imaginary part of complex eigenfrequency) over the period of this function. The asymptotical rate of the photon generation is twice the difference ν − Λ.
We have obtained simple approximate analytical expressions for the real and imaginary parts of the complex shift of the resonance frequency of the cavity Ω(t) = ω(t) − iγ(t) in the case of a thin semiconductor slab irradiated by short laser pulses. Using these expressions, we have calculated the coefficients ν and Λ and found their dependence on several dimensionless parameters, which determine the dynamics of the process: normalized geometrical factors ∆ and η, normalized recombination time Z and normalized energy of the pulse A 0 . We have found the boundary of the region of photon generation in the plane of parameters Z − A 0 , as well as the dependence A 0 (Z) which gives the maximal value of the photon generation rate ν − Λ. Besides, using different criteria we have found the optimal values for the pulse energy, recombination time and the geometrical factors. In particular, we have shown that the recombination time should not exceed 35 ps, and the optimal choice is 20 ps. Our evaluations show that an experimental demonstration of the dynamical Casimir effect is a quite feasible task which can be achieved in the nearest future.
