In this article, we propose a two-stage penalized logistic regression approach to case-control genome-wide association studies. This approach consists of a screening stage and a selection stage. In the screening stage, main-effect and interaction-effect features are screened by using L 1 -penalized logistic likelihood in a tournament procedure. In the selection stage, the retained features are ranked by the logistic likelihood with SCAD penalty (Fan and Li, 2001 ) and Jeffrey's Prior penalty (Firth, 1993) , a sequence of nested candidate models are formed, and the models are assessed by a family of extended Bayesian information criteria ( Chen and Chen, 2008) . The approach is justified by its asymptotic property: the false discovery rate and the positive detection rate converge to 0 and 1 respectively as sample size goes to infinity. Its performance in finite sample case is studied by simulation studies. It is compared with the pair-wise multiple testing approach (Marchini et al. 2005 ) and the LASSOpatternsearch algorithm (Shi, Lee and Wahba, 2007) . The approach is also applied to the analysis of CGEMS prostate cancer data.
Introduction
The case-control genome-wide association study (GWAS) with SNP data is a powerful approach to the research on common human diseases. There are two goals of GWAS:
(1) to identify suitable SNPs for the construction of classification rules and (2) to discover SNPs which are etiologically important. The emphasis is on the prediction capacity of the SNPs for the first goal and on the etiological effect of the SNPs for the second goal. The phrase "an etiological SNP" is used in the sense that either the SNP itself is etiological or it is in high linkage disequilibrium with an etiological locus. Well developed classification methods in the literature can be used for the first goal. These methods include classification and regression trees (Breiman et al., 1984) , random forest (Breiman, 2001) , support vector machine (Vapnik, 1995) and logic regression (Schwender and Ickstadt, 2008) . In this article, we focus on statistical methods for the second goal.
The approach of multiple testing based on single or paired SNP models is commonly used for the detection of etiological SNPs. Either the Bonferroni correction is applied for the control of the overall Type I error rate, see, e.g., Marchini et al. (2005) , or some methods are used to control the false discovery rate (FDR), see, Banjamini and Hochberg (1995), Efron and Tibshirani (2002) and Storey and Tibshirani (2003) .
Other variants of multiple testing have also been advocated, see Hoh and Ott (2003) .
However, the control of the overall Type I error is not appropriate in GWAS. In the classical multiple testing, the control of overall Type I error rate arises from the fact that the multiple tests all concern a single 'global' null hypothesis. But in GWAS the multiple tests concern 'multiple hypotheses' (one for each SNP, or region of correlated SNPs). There are still other drawbacks of the multiple testing approach. The single locus test does not adjust for the effects of other markers. If there are many loci having high sample correlations with a true genetic variant, which is common in GWAS, it is prone to result in spurious etiological loci. The same problem lingers with the multiple testing based on paired-SNP models considered by Marchini et al. (2005) .
It is natural to seek methods that overcome the drawbacks of multiple testing.
In this paper, we propose a two-stage penalized logistic regression approach. The first stage using L 1 -penalized logistic regression models screens out apparently unimportant features (by features we refer to the covariates representing SNPs or their products). The second stage using logistic models with the SCAD penalty (Fan and Li, 2001 ) ranks the retained features and forms a sequence of nested candidate models. The extended Bayesian information criteria (EBIC, Chen and Chen, 2008 ) is used for the final model selection. Unlike the approach of multiple testing, the twostage approach assesses the features by their synergetic effects on the response. More importantly, the sure screening property of the screening process ), the oracle property of SCAD (Fan and Li, 2001 ) together with the selectionconsistency of the EBIC (Chen and Chen, 2008) ensure that the proposed approach is selection-consistent.
Logistic regression models with various penalties have been considered for GWAS by a number of authors. Park and Hastie (2008) considered logistic models with a L 2 -penalty. Wu et al. (2009) considered logistic models with a L 1 -penalty. Shi, Lee and Wahba (2007) considered a procedure called LASSO-patternsearch. However, the accuracy for identifying etiological SNPs was not fully addressed. Park and Hastie (2008) introduced the L 2 -penalty mainly for computational reasons. Their method is essentially a classical stepwise procedure with AIC/BIC as model selection criteria.
The method considered by Wu et al. (2009) is in fact only a screening procedure. The numbers of main-effect and interaction features to be retained are predetermined and left as a subjective matter. The LASSO-patternsearch considered by Shi, Lee and Wahba (2007) is closer to our approach. The procedure first screens the features by correlation screening based on single-feature (main-effect/interaction) models. Then a LASSO model is fitted to the retained features with its penalty parameter chosen by cross-validation. The features selected by LASSO are then re-fitted to a nonpenalized logistic regression model, and the coefficients of the features are subjected to hypothesis testing with varied level α. The α is again determined by cross-validation.
The correlation screening is prone to retain features with high spurious correlations, although it possesses the sure screening property when the number of retained features is moderately large. By using cross-validation, this procedure addresses the prediction error of the selected model instead of the accuracy of the selected features.
The two-stage penalized logistic regression approach is described in detail in §2.
The approach is applied to a publically accessible CGEMS prostate cancer data in §3. Simulation studies for comparing this approach with other methods as well as for evaluating some of its natures are presented in §4. The paper is ended by some remarks. A supplementary document which contains some details omitted in the paper is provided at the website: www.stat.nus.edu.sg/~stachenz.
The two-stage penalized logistic regression approach
We give a brief account on the elements required in the approach: the logistic model for case-control study, the penalized likelihood and the EBIC.
Logistic model for case-control GWAS. Let y i denote the disease status of individual i, 1 for case and 0 for control. Denote by x ij , j = 1, . . . , P , the genotypes of individual i at the SNPs under study. The x ij takes value 0, 1 or 2, corresponding to the number of a particular allele in the genotype. Here the additive genetic mode is assumed for all SNPs. The logistic model is as follows:
where x ij 's and x ij x ik 's are referred to as main-effect and interaction features respectively hereafter. The validity of the logistic model for case-control experiments has been argued in Armitage (1971) and Breslow and Day (1980) . There are two fundamental facts about the above model for GWAS: a) the number of features is much larger than the sample size n, since P is usually huge in GWAS, this situation is referred to as small-n-large-p; b) since there are only a few etiological SNPs, only a few of the coefficients in the model are non-zero, this phenomenon is referred to as sparsity.
Penalized likelihood. Penalized likelihood makes the fitting of a logistic model with small-n-large-p computationally feasible. It also provides a mechanism for feature selection. Let S be the index set of a subset of the features. Let L(θ|S) denote the likelihood function of the logistic model consisting of features with indices in S, where θ consists of both β and ξ components. The penalized log likelihood is defined as
where p λ (·) is a penalty function and λ is called the penalty parameter. The following penalty functions are used in our approach:
where a is a fixed constant bigger than 2. Because of the singularity of the penalty function at zero, by tuning λ to a certain value, a predetermined number of the components of θ can be forced to zero when the model is fitted. A particular λ value corresponds to an implicit threshold. If the effect of a feature exceeds the threshold, its coefficient is non-zero, otherwise, zero. It is this property that is utilized for screening and ranking the features. The penalized log likelihood with L 1 -penalty is easier to compute. The SCAD penalty has an edge over the L 1 -penalty in ranking the features so that the ranks are more consistent with their actual effects, see Zhao
The extended BIC. In small-n-large-p problems, the AIC and BIC are not selection consistent. To tackle the issue of feature selection in small-n-large-p problems, Chen and Chen (2008) developed a family of extended Bayes information criteria (EBIC).
In the context of the logistic model described above, the EBIC is given as
where ν 1 and ν 2 are respectively the numbers of main-effect and interaction features,θ is the maximum likelihood estimate of the parameter vector in the model. It has been
shown that the EBIC is selection consistent when the number of total features is of order O(n κ ) and γ is larger than 1 − 1/(2κ), see Chen and Chen (2008) . The original BIC, which corresponds to the EBIC with γ = 0, fails to be selection consistent when
We now describe the two-stage penalized logistic regression (TPLR) approach actual number of etiological main-effect and interaction features, asymptotically, the etiological features will be retained with probability 1, i.e., the screening procedure has the sure screening property.
The selection stage consists of two steps: a ranking step and a model selection step. In the ranking step, the retained features (main-effect and interaction) are ranked together by a penalized likelihood with SCAD penalty plus an additional Jeffrey's prior penalty. In the model selection step, a sequence of nested models are formed and evaluated by the EBIC. The SCAD penalty is chosen because of its oracle property which ensures that asymptotically the model consisting of exactly the etiological features is among the sequence of nested models. The Jeffrey's prior penalty is added to deal with separation problems in logistic models with factor covariates. A complete (or quasi-complete) separation is the situation that at a certain level of a factor covariate only one (or mainly one) response , either 1 or 0, is observed, see Albert and Anderson (1984) . When there is separation (complete or quasi-complete), the maximum likelihood estimate of the corresponding coefficient is infinite. The Jeffrey's prior is essentially the log determinant of the Fisher information matrix of the parameters. Its role is to shrink the parameters towards zero in the case of separation, see Firth (1993) . The addition of Jeffrey's prior penalty to the SCAD penalized likelihood does not compromise the oracle property, see Zhao (2008) .
Explicitly, the penalized likelihood is of the form:
where S is the index set of all the retained features, p λ is the SCAD penalty and I(θ)
is the Fisher information matrix.
The ranking is done as follows. The penalty parameter is first tuned to a value λ 1 such that it is the smallest to force one θ j to zero. The feature with the zero coefficient is omitted subsequently. With the model consisting of the remaining features, the penalty parameter is tuned to a value λ 2 such that it is the smallest value bigger than λ 1 which forces a second coefficient to zero. The corresponding feature is also the lowest rank in the model must exceed the threshold log n + 2γ log
the feature is a main-effect one, log n + 2γ log
, if the feature is an interaction one. The probability for the LRT to exceed the threshold is at most
or P r χ 2 1 > log n + 2γ log
for a main-effect or interaction feature if the feature does not actually have any effect.
These probabilities provide measures on the statistical significance of the feature effects. They can be used as p-values in the sense of Bonferroni adjustment.
A final issue on the two-stage logistic regression procedure is how to determine n M and n I . Theoretically, as long as they are bigger than the actual number of etiological features, the sure screening property holds asymptotically. In practical problems, if they are large enough, usually several times of the actual numbers, their choice will not affect the final model selection. Since the actual numbers are unknown, a strategy is to consider several different n M and n I . First run the procedure with some educated guess on n M and n I . Then run the procedure again using larger n M and n I . If the identified models by using these n M and n I are almost the same for larger γ values, the choice of n M and n I is appropriate. Otherwise, further values of n M and n I should be considered, until eventually different n M , n I result in the same results.
Analysis of CGEMS prostate cancer data
The CGEMS data portal of National Cancer Institute, USA provides public access At the main-effect feature screening step, the main-effect features are randomly partitioned into groups of size 1,000, except one group of size 1,387, and 100 features are selected from each group. A second round of screening is applied to the selected features and 100 final features are retained. The interaction feature screening is applied to 17, 387 × (1, 7387 − 1)/2 interaction features. Each round, the retained features are partitioned into groups of size 1,000 and 50 features are selected from each group. The procedure continues until 300 interaction features are finally selected.
Eventually, the 100 main-effect features and 300 interaction features are put together and screened to retain a total of 100 features (main-effect or interaction). The eventual 100 features are then subjected to the selection procedure. Table 1 . It is interesting to note that all the selected features are interaction features. With γ = 0.8, the largest value at which at least one feature can be selected, the following three interaction features are selected:
rs1885693-rs12537363, rs7837688-rs2256142 and rs1721525-rs2243988. The effects of these features have a significance level at least 1.8250e-11. The next largest γ value, 0.77, select 7 additional interaction features which have a significance level at least 9.6435e-11. The third largest γ value, 0.73, select still 2 additional interaction features which have a significance level at least 2.7407e-10. The chromosomal region 8q24 is the one where many previous prostate cancer studies are concentrated. It has been reported in a number of studies that rs1447295, one of the 4 tightly linked SNPs in the "locus 1" region of 8q24, is associated with prostate cancer, and it has been established as a benchmark for prostate cancer association studies. In the current data set, we found that rs7837688 is highly correlated with rs1447295 (r 2 = 0.9) and is more significant than rs1447295 based on single-SNP models. These two SNPs, which are in the same recombination block, are also physically close.
An older and slightly different version of the CGEMS prostate data has been analyzed by Yeager et al. (2007) using single-SNP multiple testing approach. In their analysis, they distinguished between aggressive and non-aggressive status and assumed no structure on genetic modes. For each SNP, they considered four tests:
a χ 2 -test with 4 degrees of freedom based on a 3 × 3 contingency table, a score test with 4 degrees of freedom based on a polytomous logistic regression model adjusted for age group, region of recruitment and whether a case is diagnosed within one year of entry to the trial, the other two which are the same as the χ 2 and score tests but take into account incidence-density sampling. They identified two physically close but genetically independent regions (in a distance 0.65 centi-Morgans) within 8q24. One of the regions is where the benchmark SNP rs1447295 is located. They reported three SNPs: rs1447295 (p-value: 9.75e-05), rs7837688 (p-value: 6.52e-06) and rs6983267 (p-value: 2.43e-05), where rs7837688 is in the same region as rs1447295
and rs6983267 is in the other region. The p-values are computed from the score statistic based on incidence-density sampling polytomous logistic regression model adjusted for other covariates.
In our analysis, we identified rs7837688 but not rs1447295. This is because the penalized likelihood tends to select only one feature among several highly correlated features, which is a contrast to the multiple testing that selects all the correlated features if any of them is associated with the disease status. We failed to identify rs6983267. The possible reason could be that its effect is masked by other more significant features which are identified in our analysis. We also carried out the selection procedure with only the 100 main-effect features retained from the screening stage. It is found that rs6983267 is among the top 20 selected main-effect features with a significance level 2.3278e-05. It is interesting to notice that the two SNPs rs7837688 and rs1721525 appearing in the top three interaction features are also among the top four features selected with a maximum γ value 0.7185 when only maineffect features are considered. Since no SNP on chromosomes other than 8q24 has been reported in other studies, we wonder whether statistically significant SNPs on other chromosomes can be ignored due to biological reasons. if not, our analysis strongly suggests that rs1721525 located on chromosome 1 could represent another region in the genome which is associated with prostate cancer, if, biologically, chromosome 1 cannot be excluded in the consideration of genetic variants for prostate cancer.
Simulation Studies
We present results of two simulation studies in this section. In the first study, we compare the two-stage penalized logistic regression (TPLR) approach with the paired-SNP multiple testing (PMT) approach of Marchini et al. (2005) . In the second study, we compare the TPLR approach with LASSO-patternsearch.
Simulation study 1
The In the first three models, the marginal effects of both loci are non-negligible and can be picked up by the single-SNP tests at the relaxed significance level. In this situation, the second strategy has an advantage over the first strategy in terms of detection power and false discovery rate. In this study, we compare our approach with the second strategy of PMT under the first three models. In the fourth model, since there are no marginal effects at both loci, the second strategy of PMT cannot be applied since it will fail to pick up any loci at the first step. Hence we compare our approach with the first strategy of PMT. However, the first strategy involves a stupendous amount of computation which exceeds our computing capacity. To circumvent this dilemma, we consider an artificial version of the first strategy; that is, we only consider the pairs which involve at least one of the etiological SNPs. This artifical version has the same detection power but lower false discovery rate than the full version. The artifical version cannot be implemented with real data since it requires the knowledge of the etiological SNPs. But it can be implemented with simulated data and serves the purpose of comparison.
Each simulated data set contains n = 800 individuals (400 cases and 400 controls) with genotypes of P SNPs. Two values of P , 1000 and 5000, are considered. The genotypes of disease loci, which are not among the P SNPs, and the disease status of the individuals are generated first. Then the genotypes of the SNPs which are in linkage disequilibrium with the disease loci are generated using a square correlation coefficient r 2 = 0.5. The genotypes of the remaining SNPs are generated independently assuming Hardy-Weinberg equilibrium. For the first three models, the effects of the disease loci are specified by the prevalence, disease allele frequencies, denoted by q, and marginal effect parameters, denoted by λ 1 and λ 2 . The prevalence is set at 0.01 throughout. The two marginal effects are set equal, i.e., λ 1 = λ 2 = λ. For the fourth model, the effect is specified through the coefficient in the logistic model.
The coefficients are determined by first specifying ξ 12 and then determining β 1 and β 2 through the constraints of the model while β 0 is set to -5. The definition of these parameters and the details of the data generation are given in the supplementary document.
The α 1 and α in the PMT approach are taken to be 0.1 and 0.05 respectively, the same as in Marchini et al. (2005) . The γ in EBIC is fixed as 1 since it is infeasible to incorporate the consideration on the choice of γ into the simulation study. The average PDR and FDR over 200 simulation replicates under Model 1 -4 are given in Table 2 -5 respectively. In Table 5 , the entries of the FDR for the PMT approach are lower bounds rather than the actual FDRs, since, as mentioned earlier, only the pairs of SNPs involving at least one etiological SNP are considered in the artificial version of the first strategy of PMT, which results in less false discoveries than the full version while retaining the same positive detections.
The results presented in Tables 2 -5 while that of PMT is 0.7604. It is seen that the FDR of TPLR is always kept at reasonably low levels but that of PMT is intolerably high, and at the same time TPLR is still more powerful than PMT for detecting etiological SNPs. From the simulation results, we can also see the impact of P on PDR and FDR. In general, the increase of P reduces PDR and increases FDR of both approaches. But the impact on TPLR is less than that on PMT.
Simulation study 2
The data for this simulation study is generated mimicking the structure of the CGEMS prostate cancer data. The cases and controls are generated using a logistic model with the following linear predictor: (0.31, 0.12, 0.29, 0.12, 0.13, 0.13, 0.47, 0.18, 0.29, 0.16, 0.04, 0.12, 0.36, 0.40) .
The genotypes of these 14 SNPs are generated by using the MAF, assuming HardyWeinburg Equilibrium. In addition to these 14 SNPs, 20,000 non-causal SNPs are randomly selected (without replacement) from the 294,179 SNPs of the prostate cancer data in each simulation replicate. For each simulation replicate, 1,000 cases and 1,000 controls are generated. They are matched by randomly selected (without replacement) individuals from the prostate cancer data. Their genotypes at the 20,000
non-causal SNPs are taken the same as those in the prostate cancer data. In the TPLR approach, the tournament procedure is used . For both main-effect and interaction feature screening, the features are divided into groups of size 2,500 at each round of the procedure, and n M = n I = 50 features are selected from each group. For the nested models in the selection stage, we calculated EBIC(γ) in the range 0(0.1)2,
i.e., from 0 to 2 in space of 0.1 . The case γ = 0 amounts to using BIC as the selection criterion.
In Figure   1 . Figure 1 shows clearly that the PDR of TPLR is much higher than the PDR of LASSO-patternsearch when FDR is the same, which is true uniformly over FDR.
To investigate the effect of the choice of n M and n I , we considered n M = n I = 15, 25, and 50 which are 3, 5 and 10 times of the actual number of causal features respectively. The simulation results show that, though there is a slight difference between the choice of 15 and the other two choices, there is no substantial difference between the choice of 25 and 50. This justifies the strategy given at the end of §2.
The detailed results on the comparison of the choices are given in the supplementary document.
We also investigated whether the ranking step in the TPLR approach really reflects the actual importance of the features. The following are the average ranks of the ten causal features over the 100 simulation replicates:
Features 1 2 3 4 5 (6,7) (8,9) (10,11) (2,12) (13,14) Avg. ranks 4.7 2.0 7.2 6.1 5.4 7.6 6.8 9.2 3.0 1.1
On the average, the causal features are all among the top ten ranks. This gives a justification for the ranking step in the selection stage of the TPLR approach.
Some Remarks
It is a common understanding that individual SNPs are unlikely to play an important role in the development of complex diseases, and, instead, it is the interactions of many SNPs that are behind disease developments, see Garte (2001) . The finding that only interaction features are selected (since they are more significant than main-effect features) in our analysis provides new evidence to this understanding. Perhaps, even higher order interactions should be investigated. This makes methods such as the penalized logistic regression which can deal with interactions even more desirable.
The CGEMS prostate data is stored in separate files according to chromosomes and therefore can be treated in the way which we handle it. But in some other genome-wide association studies, the whole data set is stored in a single file such as a PLINK .ped file. In such cases, PLINK can be used to abstract information by chromosomes or any SNP lists from the data set. Then the data can be handled in the same way as the CGEMS prostate data. 
