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The recent decade has witnessed a research boom on the mesh-free methods. It is 
well-known that the mesh-free methods have a few clear advantages over the mesh-
based methods such as the requirement of node generation instead of mesh generation 
and easy deletion/insertion of new nodes. Up to date, a lot of attentions of mesh-free 
researchers have been devoted to the solution of partial differential equations in the 
weak form. As a result, many mesh-free methods can be grouped into the finite 
element community. However, due to their dependence on the background mesh 
(exclusive of MLPG method) for integration, they bear the reputation of not being 
truly mesh-free methods. One way to overcome this drawback is to develop the mesh-
free methods which solve the strong form of partial differential equations. 
 
In this thesis, two mesh-free methods: least square-based finite difference (LSFD) 
method and local RBF-based differential quadrature (LRBF-DQ) method have been 
developed. It is noteworthy that both methods solve the strong form of partial 
differential equations. Since the discretization process consists only of mesh-free 
derivative approximation, they are truly mesh-free. Their abilities of dealing with the 
problems in fluid mechanics have also been demonstrated by applications to different 
types of flow problems with dynamic and geometric complexity, such as unsteady 
flow around two cylinders, natural convection within complex geometry, and 
compressible flow with shocks.  
 
                                                                                                     Chapter 1 Introduction 1
 
 




1.1 Background of computational fluid dynamics 
1.1.1 Governing equations for fluid flows 
The physical aspects of fluid flows are governed by the conservation principles of mass, 
momentum and energy. These principles, when expressed in terms of mathematical 
equations and with as few assumptions as possible, are given by a set of partial 
differential equations (PDEs), which are named Navior-Stokes (N-S) equations. The N-S 
equations have non-linear advection terms. The nonlinearity prohibits the analytical 
solutions except for a few cases, even regardless of the geometrical complexity 
encountered in the engineering practice. The invention of the digital computer overcomes 
the previous difficulties on the solution of N-S equations in engineering. Instead of 
directly solving the N-S equations, approximate solution or numerical solution can be 
achieved by the flow simulation performed on computers. 
 
1.1.2 Basic numerical methods used in CFD 
As a matter of fact, the original ideas of numerically solving partial differential equations 
appeared more than one century ago, but they were put into practical use only after the 
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computer was invented. Nowadays, numerical solution of the equations of fluid 
mechanics on computers has been developed into an important subject of fluid dynamics, 
i.e., computational fluid dynamics (CFD). The core of CFD is to construct a numerical 
approximation that simulates the behavior of dependent variables in the governing 
equations. The function or derivative approximation, which is also named discretization 
method, is then employed to discretize the governing equations. As a result, a system of 
algebraic equations or difference equations are then obtained, which can be solved on a 
computer. A powerful discretization method must be simple, efficient, and robust. The 
most popular discretization methods used in CFD to date are the finite difference method 
(FDM), finite element method (FEM) and finite volume method (FVM). Many other 
methods are originated from the above three methods, or have the similar formulations. 
Therefore, these three numerical methods are also regarded as standard/traditional 
numerical methods in computational fluid dynamics. A brief review of these methods is 
given below. 
 
The fundamental idea of FD method is to approximate/interpolate the unknown functions 
by a local Taylor series expansion at grid points in the adopted mesh system. However, 
FD method is further simplified in the practical implementations. It essentially 
approximates the derivatives in the governing equations by a linear combination of values 
of dependent variables at a finite number of grid points along one line. Therefore, the 
most suitable computational domain for the FD method is the regular rectangular type, 
where it is accurate, efficient and simple to implement. However, it does not adapt well to 
problems with complex geometry without appropriate coordinate transformation. As 
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compared with the FD method, FE and FV methods are much more powerful for the 
problems with geometrical complexity. It is due to the fact that they can be applied on the 
unstructured mesh. The distinguishing feature of FEM is that it solves the weak form of 
the partial differential equations. The solution domain is divided into a set of finite 
elements, which are generally unstructured to fit the complex geometry. After its initial 
developments from an engineering background, FEM has been formulated by 
mathematicians into a very elegant and strict framework, in which precise mathematical 
conditions for the existence of solution and convergence criteria and error bounds were 
well established. To fully understand the aspects of finite element discretization, 
appropriate mathematical background is needed for the end-users, such as functional 
analysis. The greater complexity of the FEM method makes it more costly 
computationally than the FDM. The FVM is similar to the FEM in many ways, except 
that the FVM uses the integral form of the conservation equations as its starting point. 
Since all terms that need be approximated in the FVM have physical meaning, it is very 
popular with engineers. As compared with FDM, the disadvantage of FVM appears in the 
three-dimensional applications, in which it is difficult for FVM to achieve accuracy of 
order higher than the second. One common feature of these standard numerical methods 
is that they are all mesh-based methods. For FVM and FEM, preliminary (pre-processing) 
steps are needed to establish a data base containing nodal and elemental connectivity and 
hierarchical mesh information. The numerical results depend strongly on the mesh 
properties. Due to their good performance, these three methods are widely used in all 
areas of engineering computation. 
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1.2 Why mesh-free? 
Despite of the popularity of traditional methods (such as FD, FE, and FV) in the field of 
flow simulations, a lot of new numerical schemes have been displayed in the past two 
decades. One may wonder why the search for new methods continues. The reason lies in 
fluid mechanics itself, i.e., the dynamical and geometrical complexity of flow problems. 
 
1.2.1 Dynamical complexity of flow problems 
Fluid mechanics consists of flow problems with very different characters. From the point 
of view of the disparities of the length, time and velocity scales spurred by flow 
mechanism, it encompasses laminar, turbulent, incompressible, compressible, transonic, 
and supersonic flows, with single or multiple components. From the point of view of 
fluid characteristics, it encompasses inertia dominated, viscosity dominated, surface 
tension dominated, heat conduction dominated, potential, advection-dominated flows. 
Moreover, sometime many combinations of them must be considered. This is so-called 
dynamic complexity of flow problems. It is impossible to develop a numerical scheme 
that can handle all of these situations. In general, one numerical method can only be 
applied to a narrow scope of flow problems more efficiently and successful than the other 
methods. Many important complex problems still cannot be treated reliably and 
efficiently with standard numerical schemes. 
 
1.2.2 Geometrical complexity of flow problems 
In addition to the bewildering physical complexities of fluid flows, many flow problems 
also involve complex geometries, for example, multi-domain configuration, large 
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deformation, moving boundaries and bodies with complex shapes. These represent 
another major difficulty confronting the computational fluid dynamics, i.e., geometrical 
complexity. To deal with the geometrical complexity, standard numerical schemes like 
FDM, FEM and FVM employ different kinds of meshes. FDM is mainly applied to flow 
problems with regular domains such as rectangular regions, or circular, concentric, and 
sectorial regions, so that Cartesian or cylindrical meshes can be employed. The geometry 
flexibility of FD method can be enhanced by means of the coordinate transformation 
techniques, which map a complex physical domain into a regular computational domain. 
However, the construction of body-fitting meshes and transformation of governing 
equations are not only tedious and problem-dependent, but also introduce additional 
geometrical error into the scheme and degrade the accuracy of the solution. Although 
some preliminary successes (Lisekin 1999, Thompson 1998) had been achieved, the 
flexibility of irregular geometry is still a major challenge for the widespread application 
of the FD method.  
 
To overcome the difficulties arising from the complex geometries, FV and FE methods 
use unstructured mesh to fit the shape of the physical domain. Usually, the unstructured 
mesh is a triangular mesh in two-dimension and a tetrahedral mesh in three-dimension. 
However, unstructured mesh generation is not a trivial job. In many cases, mesh 
generation uses far more time and costs than the numerical solution itself. For example, 
the generation of a mesh for the simulation of airflow past an aircraft may require several 
months of work, while the solution computations may take only a few hours on a 
supercomputer. The generation of three-dimensional unstructured meshes for FE and FV 
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methods, despite recent advances in the field, is still the bottleneck in many industrial 
computations. Another difficulty appears in the simulation of moving boundary 
problems. With the moving of boundaries, successive re-meshing of the domain may be 
required to avoid the break down of the computation due to excessive mesh distortion if 
standard schemes are employed. Therefore, we need to map the solution between 
different meshes. This interpolation process not only subsequently increases the cost of 
the simulation, but also leads to a degradation of accuracy and possible unstable 
computation.  
 
In spite of the great success standard mesh-based numerical methods have achieved, 
these drawbacks impair their computational efficiency and limit their wider applications. 
That is why the search for ever better numerical methods continues. 
 
1.2.3 Concept of mesh-free 
In recent years, many new numerical schemes have been proposed to avoid the weakness 
of the standard numerical methods described previously, especially with regard to the 
geometrical complexity. Among the new developed numerical schemes, a group of so-
called meshless or mesh-free methods have especially attracted the attention of engineers, 
physicists and mathematicians. As its name implies, mesh-free methods are deliberately 
designed to eliminate the dependence on the mesh. The terms meshless and mesh-free 
refer to the ability of the method to construct functional approximation or interpolation 
entirely from the information at a set of nodes, without any pre-specified connectivity or 
relationships among the nodes. In this thesis, a method is considered mesh-free if the 
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discretization of governing equations of flow problems does not depend on the 
availability of a mesh. Some mesh-free methods do have a weak dependence on 
background meshes to carry out numerical quadrature calculation. Such methods are still 
regarded as mesh-free because there is no fixed connection among the nodes, but not 
“truly” mesh-free method due to the background meshes used.  
 
One of the key advantages of mesh-free methods as compared to the standard methods is 
the saving of time and human-labor on the mesh construction when complex geometry is 
involved. Instead of mesh generation, mesh-free methods use node generation. From the 
point of view of computational efforts, node generation is seen as an easier and faster job. 
Another advantage of mesh-free method is ease of construction of high-order schemes. 
The construction of higher-order schemes on unstructured grids by standard schemes has 
encountered severe obstacles in the areas of stability and storage. Most programs are still 
based on linear elements, or, equivalently linear functional reconstruction. The use of 
mesh-free schemes can facilitate the construction of higher-order discretization. From the 
use of mesh-free methods, we also can enjoy the computational ease of adding and 
subtracting nodes from the pre-existing of nodes. This property is particularly important 
in the flow problems involving large deformation or moving boundaries. 
 
1.3 Literature review 
Among the first proposed mesh-free methods are the smoothed particle hydrodynamics 
(SPH) (Lucy 1977, Monaghan 1988) and generalized finite difference method (Liszka 
1984). After they were presented, more and more researchers showed their interests in the 
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development of methods with mesh-free property. As a result, a number of new mesh-
free methods appeared in 1990s: the diffuse element method (DEM) (Nayrole et al. 
1992), the element-free Galerkin method (EFGM) (Belytschko et al. 1994 1995 1996), 
multiquadric methods (MQM) (Kansa 1990a,b), reproducing kernel particle methods 
(RKPM) (Liu et al. 1995a,b; Liu et al. 1996; Liu et al. 1997), the finite point method 
(FPM) (Onate et al. 1996), the partition of unity method (Melenk and Babuska 1996), 
HP-clouds methods (Duarte and Oden 1995 1996) and meshless local Petrov-Galkerkin 
method (MLPG) (Atluri et al. 1998, Zhu et al 1999). These mesh-free methods can be 
categorized by their characteristics. 
 
1.3.1 Classification of mesh-free methods 
From the point of view of the movement of nodes, the mesh-free methods may be 
classified into two groups: the particle method and the fixed node method. In the particle 
method, the nodes can be viewed as the flow particles with control mass and pass through 
the region of interest according to the flow. SPH method is among this type. Particle 
methods are highly appreciated in the cases of large deformation and extrusion, such as 
explosion under water, where the simulation of evolvement of the explosion is very 
important. However, in most cases of fluid flow, it is difficult and inefficient to trace 
particles in the flow field. It is more convenient to deal with the flow within a certain 
spatial region called control volumes. In the fixed node method, the positions of the nodes 
are fixed as its name implies. A node can be considered a very tiny region or control 
volume in the domain of interest, where the extensive properties of the passed flow 
particles are recorded and refreshed continuously. If we take the form of governing 
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equations into consideration, the fixed node method can be further subdivided into 
integral and non-integral types. The integral type employs numerical integration to solve 
a weak form of the governing partial differential equations. Methods such as DEM, 
EFGM, HP-clouds, RKPM, MLPG fall into this category.  The non-integral type is 
frequently, though not exclusively, related to some generalized or extended forms of the 
conventional FDM. The partial derivatives are discretized in terms of the nodal 
information. These are then substituted into a strong form of the governing partial 
differential equations to transform them into a system of linear or nonlinear algebraic 
equations. The FPM, GDF and MQM are in this category.  
 
It can be observed that all these methods have one thing in common, i.e., an underlying 
approximation/interpolation technique, which is able to deal with scattered data in a 
irregular domain, is adopted. The approximation/interpolation technique is actually the 
kernel of mesh-free method. In this regard, the kernel of the mesh-free methods such as 
DEM, EFGM and HP-cloud, are the Moving Least Square (MLS) technique. The SPH 
method can also be considered among this group for its kernel being equivalent to a low-
order MLS technique. Comparatively, the MQ method is distinguished by using the 
Radial Basis Functions (RBFs) interpolation scheme as its kernel. Due to its unique role 
in the mesh-free methods, the first step in understanding any of these methods is the 
study of the underlying kernel approximation and its properties. Also, the study of the 
corresponding kernel approximation of a mesh-free method can reveal its strength and 
weakness, and may be of some help to further improve the method. In this thesis several 
typical mesh-free methods are analyzed. 
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1.3.2 Mesh-free methods of integral type 
1.3.2.1 Smoothed particle hydrodynamics (SPH) method 
The idea of SPH method was initially proposed by Lucy (1977), and Monaghan (1988) 
improved it by providing a rationale based on the so-called kernel approximation, which 
was generated from a local representation. Collocation was employed at the nodes to 
approximate the solution in the corresponding sub-domain. Therefore, SPH method does 
not require a background quadrature scheme, which makes SPH one of the most flexible 
mesh-free methods and very simple to implement. It should be noted that this simplicity 
and flexibility is at the cost of accuracy. As a result, a large number of nodes must be put 
into the domain to achieve a reasonable accuracy in the practical applications. Duarte 
(1996) pointed out that the kernel estimation used in the SPH method is equivalent to the 
Shephard interpolant, which is well-known for its poor accuracy. Another well-known 
problem of the SPH method is the spatial instability of the method, often known as tensile 
instability. Belystchko (1996) found that the instability phenomena usually occurred 
while a tensile stress and large derivative of the kernel were encountered. 
 
1.3.2.2 Diffuse element (DE) and Element-free Galerkin (EFG) methods 
DEM, which was proposed by Nayroles et al (1992), is the first one that uses moving 
least square technique to construct mesh-free approximations in a Galerkin method.  
After that, Belytschko et al. (1994) refined the method and called his version EFGM. The 
EFGM and the DEM are similar in many ways except for two major differences: the 
EFGM includes certain terms in the derivatives of the interpolants which are omitted in 
                                                                                                     Chapter 1 Introduction 11
the DEM and the EFGM employs Lagrange multipliers to enforce essential boundary 
conditions. Both methods use moving least square functions as a means of spatial 
discretization. The MLS kernel has some very attractive properties. For example, the 
MLS technique has the ability of producing functions with any degree of regularity, and 
it is applicable to arbitrary domains. Belytschko et al (1996) reported that EFGM is an 
accurate scheme and can achieve higher rates of volumetric locking, and claimed that the 
performance of EFGM is only minimally affected by irregular placement of nodes. One 
of the main drawbacks of the method is the additional cost of building the moving least 
square functions. An increase in the size of the support of these functions is required if 
one wants to increase the polynomial degree which the MLS functions can reproduce. As 
compared with those of SPH, the computational effects are substantially more expensive. 
The need of a background quadrature scheme to evaluate the integrals, which appear in 
the weak forms used by the Galerkin method, also impairs the efficiency and applicability 
of the method to the practical applications.  
 
1.3.2.3 Meshless local Petrov-Galerkin (MLPG) method 
In the mesh-free methods of integral type mentioned above, they all need a background 
mesh to evaluate the integral of weak form of governing equations. Due to this reason, 
they bear the reputation of not being truly mesh-free methods. In order to develop a 
mesh-free method with more flexibility, Atluri et al. (1998) presented a meshless local 
Petrov-Galerkin (MLPG) scheme to circumvent this requirement for a background mesh 
partition in numerical integration. An important contribution of this method is that the 
concept of local weak form was firstly introduced into the field of mesh-free methods. 
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This innovative idea allows the weak form of the governing equations to be satisfied on a 
local basis. Therefore, the evaluation of the local integral can be implemented in a 
regularly-shaped local domain, which is not related to the geometric shape of domain. 
Since there is no requirement for mesh either in the interpolation process or in the 
integration process, MLPG method is considered a “truly” mesh-free method. However, 
the price of this flexibility is the computational efforts. Because of the necessity of 
constructing the local integration at each node, much longer time is spent on the 
evaluation of local integral in the MLPG method than that of the other mesh-free methods 
of integral type, where the integrations are only carried out on a limited number of 
background meshes.  
 
1.3.3 Mesh-free methods of non-integral type 
1.3.3.1 Drawbacks of mesh-free methods of integral type in the flow simulations 
The mesh-free methods of integral type enjoy great popularity in recent years. To the best 
knowledge of author, these methods except SPH are mainly applied to the structure 
mechanics, and their applications to the fluid dynamics are rarely found in the literature. 
The first reason may lie with the flow problems itself. As discussed in the previous 
section, flow problems usually encounter both dynamic and geometric complexities. To 
effectively solve the practical flow problems, a large number of nodes are required to 
capture the physical variation of flow parameters. The discretized equations of fluid 
mechanics are, after linearization, typically sparse. Iterative method is usually employed 
to solve them. The corresponding process is quite time-consuming. Comparatively, linear 
structure problems are simpler and require much less nodes. The second reason is that the 
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MLS technique or its equivalent is employed in most of the integral mesh-free methods. 
As a result, the shape function at each node does not possess property of the Kronecker 
δ  function, i.e., the value of shape function at the centre node is one and yields zero at 
other nodes. Consequently, there exists the difficulty in the implementation of 
essential/Dirichlet boundary condition compared to conventional FEM. Moreover, this 
drawback also makes the discretization more complex. It is well-known that most 
problems in fluid dynamics and heat transfer require solution of coupled systems of 
equations, i.e., the dominant variable of each equation occurs in other equations. Usually, 
each equation is solved for its dominant variables, treating the other variables as known, 
and one iterates through the equations until the solution of the coupled system is 
obtained. Now, the variable supposed to be known for each coupled equation must be 
recomputed from the shape function because of the lack of Kronecker δ  property. The 
third possible reason may be the most determinant one. Based on the author’s experience, 
the resultant algebraic equations by the above mesh-free methods such as MLPG are 
difficult to solve by iterative method. The tested iterative method is the Gaussian-Seidel 
method. In other words, one has to either find a suitable iterative algorithm to efficiently 
solve the system of algebraic equations or use the direct method. In general, the direct 
methods would be much more expensive than iterative methods when the number of 
nodes in the domain is larger than 1000. However, in most practical cases, 1000 nodes 
are not sufficient to catch the physical nature of the complex flow problems.  
 
1.3.3.2 General finite difference (GFD) method 
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Compared to the mesh-free methods of integral type, the mesh-free methods of non-
integral type are more suitable for the fluid mechanic problems. General finite difference 
(GFD) method proposed by Liska (1980) is considered one of the representatives for this 
group of mesh-free methods. Just as its name implies, GFD has the origin from the finite 
difference scheme, i.e., Taylor series expansion is used to approximate the derivatives of 
unknown functions or/and the unknown function. The main difference between FDM and 
GFDM lies in that GFDM applies least square technique to avoid the possible ill-
conditioned configurations of the coefficient matrix which arise from the arbitrary point 
distribution. Duarte (1995) pointed out that the underlying interpolation technique used in 
the GFD method has many similarities with the MLS method and is equivalent to EFGM 
and RKPM under special circumstances. The GFDM is more flexible than the EFGM 
since a collocation process at the nodes is used to construct the discrete set of equations 
governing the problem and therefore no other quadrature scheme is needed. However, the 
method also has the limitations similar to the other MLS based mesh-free methods, such 
as the lack of Kronecker δ  property. Another drawback of the method is the low degree 
of regularity of the underlying basis functions. This implies that the solution of 
displacement in the structure mechanics may not be continuous. Up to date the 
applications of GFD method to fluid mechanics problem are not available in the literature 
yet. 
 
1.3.3.3 Multiquadric (MQ) method 
Multiquadric (MQ) method is another representative of non-integral mesh-free methods. 
In GFD method the use of least square technique make it achieve the mesh-free 
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discretization, but in the MQ method the mesh-free property comes from its interpolation 
functions, i.e., Mutiquadric Radial Basis Functions (MRBFs), which are “naturally” 
mesh-free. RBFs have been under intensive research as multi-dimensional interpolation 
tools. Their performance demonstrates that RBFs constitute a powerful framework for 
interpolating or approximating data on non-uniform grids. Furthermore, Buhmann and 
Micchelli (1992) showed that RBFs are attractive for prewavelets construction due to 
exceptional rates of convergence and their infinite differentiability. The superior accuracy 
of Mulitquadric RBF exhibited in the function approximation is also supported by the 
theoretical analysis of convergence error. Considering a regular function, Madych and 
Nelson (1990) provides an error estimate for the multiquadric interpolations incorporated 
the shape parameter as )( / hcaceO λ , where a is a positive constant and h is the density of 
the collocation points. Since the original work of Kansa (1990 a,b) on Mutiquadric RBFs, 
other RBFs are also studied to serve as powerful tools for solving PDEs (Fasshauer 2000; 
Fornberg 2002 a,b; Hon and Wu 2000; Chen and Tanaka 2002; Cheng et al 2003.). By 
experimental error analysis of RBF collocation method, Cheng (2003) showed an error 
estimate of )(~ / hcO λε  for the Multiquadric and Gaussian RBFs. It is noteworthy that 
in the analysis above the shape parameter c is within certain range of positive real 
number. However, there are also some remarkable drawbacks in the RBFs based 
numerical schemes. One of them is that many radial basis functions have a constant 
number c, which is called shape parameter and determined by user. The value of shape 
parameter plays an important role in these RBFs based interpolation schemes. The best 
accuracy of interpolation schemes depends on the optimized value of c. Thus, the 
accuracy of the final numerical solution is indirectly influenced by the given shape 
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parameter. Another drawback is that the generated coefficient matrix tends to be ill-
conditioned (Kansa 1990 a) while the number of nodes in the domain increases. This 
drawback impairs its applicability to large and complex practical problems. The RBFs 
based numerical scheme is far from mature as compared with other mesh-free methods. 
Up to date, they are only used to solve model partial differential equations. The further 
development to the practical applications is still in progress. However, the unique 
property of radial basis functions attracts more and more researchers to cast their eyesight 
on the solution of partial differential equations by using RBFs. 
 
1.4 Desirable mesh-free method for fluid mechanics 
Though much research has been done in the field of mesh-free methods, there are few 
mesh-free methods designed specially for the flow problems. Due to the complexity of 
flow problems, the ideal mesh-free method for the fluid mechanics should possess the 
following properties: 
• Truly mesh-free (No need of background mesh) 
• Accurate (h-p refinement) 
• Efficient (at least iterative method can be easily implemented to solve the 
resultant algebraic equations) 
• Kronecker δ  shape function at the reference node 
• Simple, easy to understand and program 
My interest in mesh-free method was motivated by the desire to design effective mesh-
free schemes that have the above desirable properties.  
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1.5 Objective of this thesis 
The objective of this thesis is to develop two new mesh-free methods: Least-Square 
Finite Difference (LSFD) and Local Radial Basis Function based Differential Quadrature 
(LRBFDQ) for the fluid dynamics problems, and apply them to simulate the various 
flows with dynamic or geometric complexity. The principal goals of the research are as 
follows: 
• to provide mesh-free, computationally efficient and easily implemented numerical 
methods; 
• to develop a priori error estimates for the numerical solutions of linear elliptic 
boundary-value problems; 
• to give the algorithms for the node generations and the treatment of various boundary 
conditions in the practical flow problems; 
• to demonstrate the advantages of presented methods by applying them to solve 
representative classes of incompressible flow problems with complex geometries; 
• to apply the mesh-free methods to the inviscid compressible flow regions; 
• to investigate the advantages and disadvantages of the presented mesh-free methods 
as compared to the conventional FDM and make further improvement if possible. 
 Detailed information of these two mesh-free methods is presented in the next chapters. 
 
1.6 Organization of this thesis 
The outline of this thesis is as follows: 
Chapter 2 presents a detailed description of LSFD method and its truncation error for the 
derivative approximation. The error estimate for derivative approximation is investigated 
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analytically on the uniform mesh and then confirmed by the convergence rate of 
numerical experiments. The role of the weighting function in the method is also studied. 
 
Chapter 3 gives a detailed description on the local RBFDQ method. Attention is mainly 
concentrated on the multiquadric radial basis functions due to its exponential 
convergence rate. The effects of scaled shape parameter c on the accuracy of solving 
linear and nonlinear partial differential equations are studied. How the value of shape 
parameter, “mesh” size and the number of supporting points affect the discretization error 
is also numerically demonstrated. An empirical relationship between the three factors and 
discretization error is provided.  
 
Chapter 4 discusses the governing equations for the compressible and incompressible 
flows. The node generators and how to define and find the local support for the interior 
node in the domain are also presented. For the easy implementation of Neumann-type 
boundary condition, locally orthogonal boundary grids are introduced in the flow 
simulation for irregular domain. 
 
Chapter 5 demonstrates the applicability of present methods to the steady 
incompressible flows. Three test problems are considered. Two of them are the two-
dimensional natural convection problems, and the other is the three-dimensional lid-
driven cavity flow problem.  
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Chapter 6 shows the applicability of presented methods to the unsteady incompressible 
flows by the cases of flow past two circular cylinders. Three arrangements of cylinders 
are considered: side-by-side, tandem and staggered.  
 
Chapter 7 shows the algorithm of using mesh-free methods to simulate the steady and 
unsteady compressible flows. The so-called mesh-free upwind scheme has been applied 
to the simulation of the shock tube problem and supersonic flow in a symmetric 
convergent channel. The numerical results indicate that the scheme is accurate and 
capable of capturing the shock. 
 
Chapter 8 provides a hybrid scheme which combines the conventional finite difference 
method with the mesh-free method. This combination greatly improves the computational 
efficiency compared to the pure mesh-free method as shown by the numerical 
experiments. The scheme is also applied to the practical flow problems such as flow past 
one circular cylinder. 
 
Chapter 9 gives a summary of this thesis, and area for future research. 
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CHAPTER 2  
Least Square-based Finite Difference Method 
 
In this chapter, we present a mesh-free method based on the least square approximation. 
The method is constructed on the use of a weighted least square approximation together 
with a Taylor series expansion. Discretization error for derivatives is investigated 
analytically, and then confirmed by the convergence rate of numerical results. 
 
2.1 Conventional Finite Difference Schemes 
2.1.1 Limitation of FD schemes for complex geometry 
Conventional FD schemes are very popular in the industrial CFD applications on regular 
domain and have shown very good performance, especially when efficiency and accuracy 
are considered. However, they are difficult to apply to multi-dimensional problems with 
complex geometries. In general, to deal with multi-dimensional problems, convectional 
FD schemes usually use fractional-step techniques and treat them as multiple- one-
dimensional problems. In other words, it must be applied along a mesh line. For the 
domain of simple geometry such as rectangle or circle, mesh lines can be generated 
according to Cartesian or cylindrical coordinates, and therefore we can solve the related 
flow problem easily. For domains of greater complexity, coordinate transformation 
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techniques must be implemented to locate the computational mesh points on the domain 
boundaries. Body-fitted meshes are then generated by solving partial differential 
equations (Thompson 1998). However, it must be noted that the grid generation for 
highly irregular domains is a problem-dependent and not an easy task, sometimes even a 
mission impossible. In addition, coordinate transformation technique not only brings 
complexity into the computation, but also introduces additional numerical errors into the 
scheme. To circumvent the difficulties confronted by conventional FD scheme in the 
complex geometries, one solution is to resort to removing the dependence of traditional 
FD scheme on meshes, i.e., the mesh-free version.  
 
2.1.2 Motivation of constructing FD-like mesh-free method 
One mesh-free idea can be naturally inspired from the construction of conventional FD 
scheme. As well-known, one-dimensional (1D) Taylor series expansion is used in the 
development of the conventional FD schemes, in which only the derivatives in one spatial 
direction are involved and considered as unknowns. To solve for these unknown 
derivatives, one needs to apply the 1D Taylor series expansion at some collocation points 
along the respective spatial direction. In like manner, this procedure can be also extended 
to the two-dimensional (2D) case, in which the 2D Taylor series expansion is applied. We 
call this procedure as two-dimensional Taylor series formulation. Since the formulation 
only requires the information about the relative positions of the supporting nodes to the 
reference node, the constructed scheme can be considered as a mesh-free approach. The 
details will be described below. 
 
                                                          Chapter 2 Least Square Finite Difference Method 22
2.2 Least Square-based Finite Difference Method 
2.2.1 Two-Dimensional Taylor Series Formulation 
In the two-dimensional Taylor series formulation, Taylor series expansion is employed to 
approximate the unknown function within a local support area of the reference node. As 
shown in Figure 2.1, the functional value near a reference node o can be approximated by 
the functional value and its derivatives at the node o by, 
( ) ( ) ( )( )











































































































Figure 2.1 Supporting knots around a reference knot 
 
Suppose that equation (2.1) is truncated to the third order derivatives. Then it has 9 
unknowns. Among them, 2 are the first order derivatives, 3 are the second order 
derivatives, and 4 are the third order derivatives. Like the conventional FD scheme, we 
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equation (2.1) at 9 neighbouring points. Suppose that all the 9 points are within a circular 
sub-domain oD  of radius od  about node o. Application of equation (2.1) at 9 
neighbouring points gives 
dφ⋅=− Tjoj sφφ , j = 1, 2, …, 9 (2.2) 
where 
( ) ( ) ( )( ) ( )












































































































In above equations, the subscript o denotes functional value at node o, subscript j (j = 
1,2,..,9) denotes functional value at supporting node j in oD . j j ox x x∆ = −  and 
j j oy y y∆ = − , where ( , )j jx y  denotes the Cartesian coordinates of node j. It is noted that 
in this development, we truncated the Taylor series expansion after the third order 
derivatives. This allows us to approximate the second-order derivatives to the second-
order accuracy and the first-order derivatives to the third-order accuracy. 
Furthermore, by defining 
[ ]0901T ...,, φ−φφ−φ=∆φ  (2.5) 
[ ] 9991T ...,, ×= ssS  (2.6) 
we can further assemble equation (2.2) into the following succinct matrix form: 
= Sd∆ϕ ϕ  (2.7) 
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The square matrix S contains all the geometric information about the distribution of the 
supporting nodes. If the matrix S is non-singular, the derivative vector dϕ  can be 
obtained as  
1−= ∆d Sϕ ϕ  (2.8) 
Application of equation (2.8) to discretize derivatives in the differential equations yields 
the requisite systems of finite-difference equations. Up to this point, the development is 
similar to that of the conventional finite-difference scheme. The only difference is that we 
have used 9 supporting nodes surrounding the reference node in the present two-
dimensional formulation. 
 
Studying the structure of matrix S, it is clear that the distribution of the supporting nodes 
will determine whether it is singular; or it is ill-conditioned for inversion. Assuming the 
matrix to be non-singular so that an inverse exists, we observed that the matrix tends to 
become ill-conditioned numerically when one or more of the supporting nodes are very 
close to the reference node, i.e. ( , ) 0j jx y∆ ∆ ≈  for some j. Secondly, it is noted that the 
matrix may become ill-conditioned or singular when some supporting nodes are very 
close to each other. 
 
2.2.2 Local Distance Scaling 
To overcome the first difficulty, the radius od of the support domain is used to scale the 












∆=∆  (2.9) 
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Table 2.1 Condition number of the coefficient matrix before and after scaling 
 After Scaling Before scaling 
Grid 
spacing h N/A 0.1 0.01 0.001 0.0001 
Condition 
number 8.7246 9.0321 58.027 550.95 5480.5 
 
An experiment has been carried out to test the effect of scaling, and the results are shown 
in Table 2.1. It can be clearly observed that the condition number of resultant matrix 
),( yx ∆∆S  is greatly improved as compared with matrix ),( yx ∆∆S . It indicates that by 
local support scaling, we can alleviate the negative effect caused by small value of 
),( yx ∆∆ . The derivative vector then leaves, 
∆φDSdφ 1−=  (2.10) 
























































D  (2.11) 
However, the second difficulty is not so easy to resolve. This is because little is known 
about the effects of node distribution on the conditioning of the matrix, except for a few 
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special cases, such as when all the supporting nodes are located on a straight line. For 
numerical implementation, we would hence have to check and ensure that the matrix S is 
well-conditioned at every node of the computational domain. This can be done by a trial-
and-error process. Recently, a difference method on an unstructured finite element mesh, 
which is called FDEM (W. Schonauer 2001), was developed on this algorithm to relieve 
the difficulties caused by complex geometries. Its discretization method is similar to the 
solution strategy described above. To overcome the difficulties of possible ill-conditioned 
coefficient matrix, FDEM needs to carry out the analysis of the matrix when it constructs 
the structure of local support, and throw away the supporting points that cause the linear-
dependence. However, the process greatly increases the computational cost. In the next 
section, we will provide an alternative, which comes in the form of least-squares 
technique to optimize the approximation of the vector dϕ . The least-squares technique 
allows an optimal approximation to be derived from an over-determined set of equations. 
It allows the use of a great number of nodes to bypass the problem of singularity. 
 
2.2.3 Least-Square technique 
Suppose that the optimal approximation of the derivative vector at the node o is b. 
Similar to equation (2.2), the functional value at its neighbouring point can be 
approximated by 
bs ⋅=− Tjoj φφ  , j=1, 2,…, n (2.12) 
Equation (2.12) is applied at n ( 9≥n ) supporting points in the domain oD . The vector b 
(optimal approximation of the derivative vector dφ ) can be obtained by the least square 
technique. To do this, we define the approximation error as E, which is given as 
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Tφφ  (2.13) 







E  (2.14) 
Substitution of equation (2.13) into equation (2.14) gives 












kkjj SbS   for m = 1,…,9 (2.15) 
where kjS ,  represents the entry of the matrix S  at j-th row and k-th column, and kb  



















=φ−φ  for m = 1,…,9 (2.16) 
Noticing that ( ) ( )Tjmmj SS ,, = , equation (2.16) can be rewritten in the form of matrix, 
bSS∆φS TT =  (2.17) 
Thus, we get the explicit expression for the optimal derivative approximation by least-
square technique as 
( ) ∆φSSSdφ TT 1−==b  (2.18) 
We note that the matrix SST  is positive-definite if the columns of S  are linearly 
independent.  
 
Proof: If the columns of S  are linearly independent, then 00 ≠⇒≠ Sxx  and therefore 
00 2
2
>=⇒≠ SxSxSxx TT . Hence SST  is positive definite.  
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As we have discussed above, the column vectors are prone to be linearly dependent when 
we use the same number of supporting points as that of determined derivatives. It 
depends on how the supporting points are dispersed in the sub-domain. In general, since 
they are randomly generated, we cannot guarantee that we can have the “perfect” pattern 
of supporting point at every node without additional check and adjustment. However, this 
situation can be improved by using more supporting points than the number of 
approximated derivatives. As a result, with the increasing of the number of supporting 
points, the dimension of the column vectors increase correspondingly. At the same time, 
the possibility of linear-independence for the column vectors increase greatly as well. 
They will finally become linearly independent if we continuously adopt more and more 
supporting points. Thus, we can say that the matrix SST  is symmetric and positive-
definite. This conclusion can be applicable to most of the “grid” or point distributions 
except for some unreasonable ones. For example, ]2[]1[ columncolumn α= , where α  is a 
constant. This implies that all the points lie on one line, which is obviously a bad grid for 
a two dimensional problem. Up to date, the largest number of supporting points used to 
ensure the linear-independent column vectors is 16, for the 9 of approximated derivatives. 
Equation (2.18) shows that by increasing the number of local supporting points, the 
optimal derivative vector can be well obtained.  
 
2.2.3 Weighting function 
The convectional least-square technique places equal weighting on all components of 
error. This may not be optimal in practice. Therefore, further improvement can be made 
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to get better distribution of approximation errors. That is the reason for the introduction 
of weighting function. 
 
The least square approximation (2.13) assumes the square errors to be uniformly 
distributed across the supporting points. For a given amount of total error, one would 
normally prefer the approximation error to be small in the crucial central region around 
the reference node, where the derivatives are evaluated, and be willingly to tolerate 
higher errors for points further out, since the latter is expected to have smaller influence 
on the desired derivatives. The redistribution of errors can be achieved by introducing a 
distance-related weighting function that assigns greater weights to points near the 
reference node. Such weighting functions typically have the following properties: 
• They are positive within the support domain; 
• Their values decrease with increasing distance from the reference node. 
Five different weighting functions are examined in the present study:  
1) 10 =iW  (equivalent to no weighting)             (2.19a) 
2) 42 )1(/41 ii rW −π=  (2.19b) 
3) ii rW /12 =  (2.19c) 
4) 432 38613 iiii rrrW −+−=  (2.19d) 







22 ∆+∆= , the index i is the ith supporting point, and od  denotes the 
radius of support domain, 10 ≤≤ ir . Functions 2) - 4) were used or tested for weight 
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functions in the other popular mesh-free methods, such as EFG (T. Black 1999) etc, and 
function 5) is proposed by author. All the four functions have the properties described 
above. The adoption of weighting function actually serves as a preconditioner for the 
derivative vector in such a way that, 
( ) ∆φWSWSSdφ TT 1−=  (2.20) 















OW  (2.21) 
Using scaling and defining C= ( ) WSSWS TT 1− , equation (2.20) gives 
∆φDCdφ =  (2.22) 
where the matrix D is given in equation (2.11). Note that if only the first- and second-
order derivative approximation is required, only the first five entries of dφ  need to be 
considered. However, the inclusion of high-order terms can increase the accuracy of the 
method.  
 
Now, a least-square technique based mesh-free approach is fully developed. Since it 
shares many common properties with FD scheme, the approach is named as Least-Square 
based Finite Difference (LSFD) method. It is also interesting to note that for the method, 
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at each node the coefficient matrix remains unchanged for a fixed set of supporting points 
and its inverse matrix needs to be calculated only once. The increase in computational 
cost is acceptable as compared to the traditional FDM but the new scheme gives the 
flexibility for complex problems. Furthermore, the derivatives given by equation (2.22) 
are independent of the governing equations, and can be used repeatedly for other 
problems with the same distribution of supporting points. 
 
2.3 Theoretical Analysis of Discretization Error 
Although we are interested in the accuracy of presented method, it seems better to begin 
by investigating the error incurred in the discretization of derivatives. For simplicity, the 
error analysis in this section is carried out on a uniform mesh with a grid spacing h. In 
this development, since we have truncated the Taylor series expansion after the third 
order derivatives, the truncation error for equation (2.12) can be written as: 
( )44 )(,)( iii yxOe ∆∆= ,  i=1, …, n (2.23) 
Specifically, since a uniform mesh is chosen for analysis, we can see that ix∆  and iy∆  
are proportional to the grid spacing h. Therefore, we say 
( )4hOei = ,  i=1, …, n (2.24) 
Equation (2.7) can be rewritten as: 
[ ] ( ) [ ] [ ] 11991 ×××× += nexactnn edφS∆φ  (2.25) 
where the derivative vector exactdφ  has the same form as the derivative vector dφ  except 
that its entries represent the exact values of derivatives. 
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In order to get the explicit expression of discretization error for the derivative vector dφ  
achieved by least-square technique, we substitute equation (2.25) into equation (2.18). 
Then, we have, 
( ) dφSSedφSS TT =+exact  (2.26) 
Denoting the discretization error E  for the derivative vector as exacctdφdφE −=  and 
substituting it into equation (2.26), we have, 
eSESS TT =  (2.27) 
The structure of the matrix S demonstrates that it stores the information about grid 
spacing and the relative positions of the supporting points corresponding to the center 
point. However, we can extract the information about grid spacing from S by scaling, i.e., 














































































xi∆  and 
h
yi∆  are constants for a uniform mesh since the set of supporting points for the 
center point is fixed as long as they are chosen. Therefore, we can see that the matrix S  
is only concerned with the point-distribution in the domain and the matrix H  is related to 
the influence of the mesh refinement. Substituting equation (2.28) into equation (2.27) 
and simplifying the expression gives, 
( ) eSSSHE TT1 1−−=  (2.29) 
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Since the matrix SST  is symmetric, positive and definite, it implies the existence and 
boundness of ( ) 1−SST . Observing that matrix ( ) TT SSS 1−  does not have information of 
grid spacing h, we can say that the entries of the resultant vector ( ) eSSS TT 1−  remain the 
same order of those in the vector e , i.e, O(h4). Accordingly, we can deduce the order of 
discretization error vector E: 









































E  (2.30) 
which indicates that the presented scheme allows us to approximate the second-order 
derivatives to the second-order accuracy and the first-order derivatives to the third-order 
accuracy. This is very encouraging conclusion, which shows that the use of least-square 
technique does not degrade the order of accuracy of finite-difference approximation. 
 
Though the above analysis of discretization error of the scheme is made on the uniformly 
distributed points, it can also be extended to other kinds of point distributions such as 
scattered point distribution. The difference only lies on the choice of local distance 
scaling or the so-called “mesh” size h. The order of discretization error remains the same. 
From the analysis above, it can also be seen that the number of supporting points has no 
effect on the order of discretization error, which is determined by the order of truncated 
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Taylor series expansion instead. However, it can influence the accuracy of LSFD scheme 
in another way. As discussed in the previous section, large number of supporting points 
mainly contributes to convertibility of coefficient matrix, but also expands the local 
support of reference node. In other words, the radius of local support or the “mesh” size h 
will become larger with the increasing of supporting points. That will slightly lower the 
accuracy of spatial discretization by LSFD method.  
 
2.4 Numerical Analysis of Convergence Rate  
In this section, numerical examples are performed on a Poisson solver to investigate the 
numerical characteristics of the proposed method, such as the role of the weighting 
function in the scheme, and the empirical analysis of discretization error, etc.  
 
Consider the problem of a two-dimensional Poisson equation in a square domain 











 for 0<x<1, 0<y<1, (2.31) 
Boundary condition:  xu += 1  on Ω∂ , (2.32) 
The analytical solution for this problem is yxxyxu ππ sinsin1),( ⋅++= . 
 
This problem is analyzed by employing 6 uniform point distributions with different 
spacing to study the convergence behavior of the method: 21 × 21, 51 × 51, 76 × 76 
101 × 101, 151 × 151 and 201 × 201. The computed results are compared with the 
analytical solutions. Convergence is measured by the following relative error norm:  
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The effect of five weighting functions as shown in equation (2.19) on the convergence 
and accuracy of the solution is investigated. In order to study the difference between the 
accuracy achieved by conventional FD scheme and present method, the central-difference 
FD scheme is also used to solve this Poisson equation on the same mesh.  
 




0.0500 0.0200 0.0133 0.0100 0.0067 0.005 
W0 -2.7108 -3.5219 -3.8770 -4.1289 -4.4831 -4.7345 
W1 -2.8275 -3.6385 -3.9941 -4.2455 -4.5999 -4.8515 
W2 -2.7237 -3.5346 -3.8902 -4.1416 -4.4958 --4.7472 
W3 -2.8073 -3.6182 -3.9741 -4.2253 -4.5795 -4.8311 
LSFD 
W4 -2.8207 -3.6312 -3.9873 -4.2382 -4.5925 -4.8441 
Conventional 
Central FDM -3.3208 -4.1175 -4.4703 -4.7208 -5.0750 -5.3277 
 
Table 2.2 shows the relative L2 error of the numerical solutions achieved by 
LSFD with different grid spacing and weighting functions. From this table, we can see 
that the difference of numerical errors is very small when the same grid spacing is used 
with different weighting functions. The W1 weighting function gives slightly better 
performance. Figure 2.2 shows the decay of relative L2 error of the numerical solutions 
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with respect to the grid spacing for the weighing function W0, W1, W2, W3, W4, 
respectively. We notice from the figure that the five convergence curves are actually 
straight lines. Moreover, they are parallel to each other and have the same convergence 
rate (=2.01), with different weighting functions. In other words, the weighting functions 
have no significant influence on the convergence rate. But, for the same grid spacing, the 
LSFD method without weighting gives the worst accuracy. This implies that the role of 
weighing function in assigning greater weights to nearby nodal values does help to 
improve numerical accuracy slightly. The convergence rate of present results (=2.01) is 
consistent with the early analysis of having the second order of accuracy for the second 
order derivatives by our LSFD schemes. This is a very encouraging feature as it shows 
that the least-square minimization of errors in weighted or non-weighted form does not 
cause a deterioration of formal approximation accuracy. This conclusion is also well 
illustrated in Figure 2.3 where the convergence curve of conventional central-difference 
FD scheme is also included. Since the central-difference FD scheme can approximate the 
second-order derivatives to the second-order accuracy on the uniform mesh, its 
convergence rate should be 2 theoretically. As shown in Figure 2.3, its convergence line 
is in parallel with those of LSFD schemes. It is noted that the central-difference FD 
scheme produces the most accurate solution among the six schemes. The reason may be 
due to the fact that the radius of supporting points in the LSFD method is actually larger 
than the grid spacing h. In general, more supporting points are needed in the LSFD 
scheme than in the conventional FD scheme. 




































































Figure 2.3 Convergence curves of LSFD and central-difference FD Schemes 
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2.5 Concluding remarks  
A mesh-free method based on the least square approximation has been presented in this 
chapter. As the examples demonstrate, the LSFD methods preserve the simplicity of the 
traditional FD schemes and can achieve the high convergence rate as the conventional FD 
scheme. The method is simple and easy to be understood and implemented, especially as 
compared with other mesh-free methods. Though the method is developed in the context 
of two-dimensional problems, extension to 3-dimensional problem is fairly 
straightforward. These appealing features make our method a promising numerical 
scheme for solving practical problems in fluid mechanics. 





CHAPTER 3  
Local Radial Function-based Differential Quadrature 
(LRBFDQ) Method 
 
In this chapter, we present another mesh-free method, which is based on the radial basis 
function approximation kernel. This method, called Local Radial Basis Function-based 
Differential Quadrature (LRBFDQ), employs locally constructed radial basis functions as 
the trial functions used in the differential quadrature technique, instead of polynomials in 
the traditional differential quadrature method. As a result, the method can be used to 
directly approximate the derivatives of dependent variables on a scattered set of nodes. 
The discretization error of the method is estimated by numerical experiments. 
 
3.1 Radial Basis Function (RBF) and its interpolation scheme 
A radial basis function, denoted by )(
2j
xx −ϕ , is a continuous spline which depends on 
the separation distances of a subset of scattered points dℜ⊂Ω∈x , where d =1, 2, or 3 
denotes the spatial dimension. The “radial” is named due to RBFs’ spherical symmetry 
about the centre point jx . The distances are usually taken to be the Euclidean metric. 
There are many RBFs (expression of ϕ ) available. The most commonly used RBFs are 
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    Multiquadrics (MQ): 22)( crr +=ϕ   (3.1a) 
    Thin-plate splines (TPS): )log()( 2 rrr =ϕ  (3.1b) 
    Gaussians:
2
)( crer −=ϕ     (3.1c) 






=ϕ   (3.1d) 
where 
2j
r xx −=  and shape parameter c is a positive constant. 
Among above popular radial basis functions, the Gaussian and the inverse MQ are 
positive definite functions, while the TPS and the MQ are conditionally positive definite 
functions.  
In recent years, the theory of radial basis function has undergone intensive research and 
enjoyed considerable success as a technique for interpolating multivariable data and 
functions. Simply, the RBF interpolation technique can be described as follows: if the 
function values of a function f(x) are known on a set of scattered points dℜ⊂Ω∈x , the 









where N  is the number of centers or sometimes called knots x, )...,,,( 21 dxxx=x , 
and d is the dimension of the problem, λ ’s are coefficients to be determined and ϕ  is the 
radial basis function. Equation (3.2) can be written without the additional polynomial ψ . 
If dqΨ denotes the space of d-variate polynomials of order not exceeding q, and letting the 
polynomials P1, …, Pm be the basis of dqΨ  in dℜ , then the polynomial )(xψ , in equation 
(3.2), is usually written in the following form: 










)()( xx ζψ  (3.3)
where m=(q-1+d)!/(d!(q-1)!). To determine the coefficients ( )Nλλ ...,,1  and 
( )mζζ ...,,1 , extra m equations are required in addition to the N equations resulting 
from the collocating equation (3.2) at the N knots. This is insured by the m conditions for 








0)(xλ  i=1, …, m (3.4)
The matrix formulation of equations (3.2) and (3.4) can be expressed as bAx =  with the 











Micchelli (1986) has proven that for a case when the nodes are all distinct, the matrix 
resulting from the above radial basis function interpolation is conditionally positive 
definite. This fact guarantees that matrix [A] is not singular. In 1982, Franke published a 
review article evaluating the interpolation methods for scattered data available at that 
time. Among the methods tested, RBFs outperformed all the other methods regarding 
accuracy, stability, efficiency, memory requirement, and simplicity of implementation. 
Among the RBFs tested by Franke, Hardy’s multiquadrics (MQ) obtained the best 
solution in accuracy, and Duchon’s thin plate splines (TPS) ranked the second. 
 
However, though TPS radial basis functions have been considered as one of the optimal 
functions for multivariate data interpolation, they do only converge linearly (Powell 
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1994). Compared to TPS RBFs, the MQ functions can converge exponentially and 
always produce a minimal semi-norm error (Madych 1990). However, despite MQ’s 
excellent performance, it contains a shape parameter c, which is given by end-user to 
control the surface shape of basis functions. When value of shape parameter c is small, 
the resulting interpolating surface forms a cone-like basis functions. As value of shape 
parameter c increases, the peak of the cone gradually flattens. The choice of the value of 
c can greatly affect the accuracy of the approximation. Tarwater (1985) found that by 
increasing c, the root-mean-square error of the goodness-of-fit dropped to a minimum 
value and then grew rapidly thereafter. That is due to the fact that the MQ coefficient 
matrix becomes ill-conditioned when 22 rc >> . How to choose the optimal shape 
parameter remains an open problem though some preliminary studies have been 
performed (Fornberg et al 2004). Similar difficulties are also encountered in choosing the 
shape parameter for the inverse MQ and Gaussian radial basis functions. 
 
3.2 Traditional RBF-based schemes and their weakness 
Although most work to date on RBFs relates to multivariate data and function 
interpolation (especially for higher dimension problems), there has recently been an 
increased interest in their use for solving PDEs. It is known that a good interpolation 
scheme is also a good candidate for constructing partial differential equation (PDE) 
solver. The mesh-free nature of RBF interpolation scheme motivates researchers to 
directly use it to approximate the whole solution of the partial differential equation 
(PDE). Kansa (1990a, b) was the first who introduced the concept of solving PDEs using 
RBFs. Considering Franke’s results, he focused upon the MQ function and argued that 
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PDEs are intrinsically related to the interpolation scheme from which PDE solvers are 
derived. More recently, Fasshauer (1997) suggested an alternative approach based on the 
Hermite interpolation property of the radial basis functions, which states that the RBFs 
not only are able to interpolate a given function, but also its derivatives. Another benefit 
which can also be enjoyed from Hermite RBF scheme is the symmetric coefficient 
matrix, which guarantees the related linear equations being solvable.  
 
The traditional RBF-based schemes usually encounter two difficulties in practical 
applications. One difficulty arises from the fact that radial basis functions are globally 
used in the collocation technique to solve PDEs. In other words, the support of every 
node covers the whole domain. Consequently, the system of algebraic equations 
generated by the collocation method usually has very large condition number, and 
becomes increasingly ill-conditioned as the number of nodes increases. As observed by 
Dubal et al (1993) and Fornberg et al (2002), the coefficient matrix of using about 2000 
knots is extremely ill-conditioned. Therefore, when complex problems are confronted and 
a large numbers of collocation nodes are required to catch the physical details, the 
problem of ill-conditioning is almost unavoidable. It can be seen that full exploitation of 
the advantage of the RBFs-based methods has been hampered by the progressively more 
ill-conditioned coefficient matrix as the rank increases. As a consequence, the pure global 
collocation method is of little practical use in engineering.  
 
On the other hand, we have to indicate that the numerical schemes based on RBFs to 
solve PDEs proposed up to date have one feature in common, i.e., they are actually based 
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on the function approximation. In other words, these methods directly substitute the 
expression of function approximation by RBFs into a PDE, and then change the 
dependent variables into the coefficients of function approximation. The process is very 
complicated, especially for non-linear problems. This may be the reason for which the 
method has not been extensively applied to solve practical problems. Our desire is to 
design such a numerical scheme that is simple to be implemented for both linear and 
nonlinear problems, and also preserves the properties of high accuracy and “true” mesh-
freeness of radial basis functions at the same time. 
 
To remove the first difficulty, Kansa (2000) recommended the replacement of global 
solvers by block partitioning and LU decomposition schemes for large simulation 
problems. To remove the drawbacks mentioned above, Kansa and Hon (2000) proposed a 
domain composition method, which can reduce many orders of magnitude of the 
condition number of resultant linear equations. The local RRF-based differential 
quadrature method developed in this chapter can achieve the same goal. As compared 
with domain decomposition method, LRBFDQ method not only can be employed with a 
large number of nodes, but also requires no extra effort on the division of the 
computational domain. LRBFDQ method can also successfully remove the second 
difficulty. It is due to the use of differential quadrature (DQ) technique. The DQ 
technique originates from the integral quadrature. The fundamental of the DQ method is 
that the derivatives of unknown function can be approximated in terms of the function 
values at a set of points. The coefficients computed by the DQ technique can be equally 
well applied to the linear and nonlinear problems. In the following, we will present this 
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novel and effective algorithm, and show how to use it to solve PDEs, both linear and 
nonlinear problems. 
 
3.3 Development of Local Radial Basis Function-based 
Differential Quadrature Method 
 
In this section, we will show in detail the local radial basis function-based differential 
quadrature method. The development of the present method is motivated by our desire to 
design a numerical scheme that is as simple to implement as traditional finite difference 
schemes while at the same time retaining its “truly” mesh-free nature. In what follows, 
we will show the details of local RBF-DQ method step by step. 
 
Among the above four RBFs, MQ, which was first presented by Hardy (1971), is used 
extensively. Franke (1982) did a comprehensive study on various RBFs, and found that 
MQ generally performs better for the interpolation of 2D scattered data. Therefore, in this 
work, we will concentrate on MQ radial basis functions. We would like to indicate that 
other RBFs can be implemented in the same manner.  
 
3.3.1 Traditional Differential Quadrature (DQ) method 
The differential quadrature (DQ) method is a numerical discretization technique for 
approximation of derivatives. It was initiated from the idea of conventional integral 
quadrature. The essence of the DQ method is that the partial derivative of an unknown 
function with respect to an independent variable is approximated by a weighted linear 
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sum of function values at all discrete points within its support. Suppose that a function 
f(x) is sufficiently smooth. Then its mth order derivative with respect to x at a point xi can 




















  (3.6) 
where k is the dimension. N is the number of supporting points in the local support of 
node i. For the real world computation, it may vary at the different nodes. In this study, it 
is a fixed number so that we can investigate the dependence of solution accuracy on it. It 
is noteworthy that the subscript i represents the global node index while j the local index 
in the support of node i. )(mkijw  are the related weighting coefficients. Obviously, the key 
procedure in the DQ method is the determination of the weighting coefficients )(mkijw . It 
has been shown by Shu (2000) that the weighting coefficients can be easily computed 
under the analysis of a linear vector space and the analysis of a function approximation. 
When the function is approximated by one-dimensional high order polynomial, Fornberg 
(1988) presented a generation of finite difference formulas on arbitrary spaced grids. Shu 
and Richards (1992) derived a simple algebraic formulation and a recurrence relationship 
to compute the weighting coefficients of any order derivative, and the method is termed 
as PDQ. When the function is approximated by a Fourier series expansion, Shu and Chew 
(1997) further derived simple algebraic formulations to compute the weighting 
coefficients of the first and second order derivatives, and the method is called FDQ. It 
should be indicated that both the PDQ and FDQ methods are applied along a mesh line, 
that is, the functional values are taken at points on a mesh line. This is because in these 
methods, the functional approximation is actually one-dimensional. As shown in the 
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previous section, the functional approximation by RBFs could be multi-dimensional. So, 
when RBFs are taken as the basis functions in the DQ approximation, the functional 
values involved in equation (3.6) can be taken at randomly distributed supporting knots, 
and the method becomes mesh-free. This is the major difference between the 
conventional DQ and RBF-DQ methods. 
 
3.3.2 Formulation of local MQ-DQ method 
In this section, we will use the MQ RBFs as basis functions to determine the weighting 
coefficients in the DQ approximation of derivatives for a two-dimensional problem. 
However, the method can be easily extended to the cases with other RBFs as basis 
functions and three-dimensional problems. 
 
The local support in this method has the same configuration as that discussed in Chapter 
2. As shown in Fig. 2.1, at any knot, there is a supporting region, in which there are N 
knots randomly distributed. Suppose that the solution of a partial differential equation is 
continuous, which can be approximated by MQ RBFs locally, and only a constant is 
included in the polynomial term )(xψ . Then, the function in this region can be locally 







jjjj cyyxxyxf λλ  (3.7) 
To make the problem be well-posed, one more equation is required. From equation (3.4), 
we have 












0  (3.8) 







jj yxgyxf  (3.9) 
where 222222 )()()()(),( iiijjjj cyyxxcyyxxyxg +−+−−+−+−=  (3.10) 
The number of unknowns in equation (3.9) is N. As no confusion rises, 1+λN  can be 




jj yxgyxf λ+λ= ∑
≠= ,1
),(),(  (3.11) 
It is easy to see that ),( yxf  in equation (3.11) constitutes N-dimensional linear vector 
space NV  with respect to the operation of addition and multiplication. From the concept 
of linear independence, the bases of a vector space can be considered as linearly 
independent subset that spans the entire space. In the space NV , one set of base vectors is 
1),( =yxgi , and ),( yxg j , ijNj ≠= but,...,1  given by equation (3.10). 
 
From the property of a linear vector space, if all the base functions satisfy the linear 
equation (3.6), so does any function in the space NV  represented by equation (3.11). 
There is an interesting feature. From equation (3.11), while all the base functions are 
given, the function ),( yxf  is still unknown since the coefficients iλ  are unknown. 
However, when all the base functions satisfy equation (3.6), we can guarantee that 
),( yxf  also satisfies equation (3.6). In other words, we can guarantee that the solution of 
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a partial differential equation approximated by the radial basis function satisfies equation 
(3.6). Thus, when the weighting coefficients of DQ approximation are determined by all 
the base functions, they can be used to discretize the derivatives in a partial differential 
equation. That is the essence of the RBF-based DQ method. 
 




























, ijNj ≠= but   ,,...,2,1  (3.12b) 
For the given i, equation system (3.12) has N unknowns with N equations. So, solving 
this equation system can obtain the weighting coefficients )(,
m
kiw . From equation (3.10), 



















In the matrix form, the weighting coefficient matrix of the x-derivative can then be 
determined by 
}{]][[ x
Tn GWG =  (3.13) 



















































































































With the known matrices [G] and [Gx], the weighting coefficient matrix ][ nW  can be 
obtained by using a direct method of LU decomposition. The weighting coefficient 
matrix of the y-derivative can be obtained in a similar manner. Using these weighting 
coefficients, we can discretize the spatial derivatives, and transform the governing 
equations into a system of algebraic equations, which can be solved by iterative or direct 
method.  
 
One of the most attractive properties in above method is that the weighting coefficients 
are only related to the basis functions and the position of the supporting knots. This 
character is very appealing when we deal with the nonlinear problems. Since the 
derivatives are directly discretized, the method can be consistently well applied to linear 
and nonlinear problems. Another attractive property of RBF-based DQ method is that it is 
naturally mesh-free, i.e., all the information required about the knots in the domain is 
nothing but their positions. It should be noted that in the local MQ-DQ method, the 
supporting region at different knot is different. The number of knots in the supporting 
region could also be changed, thus making the method highly flexible. 
 
3.3.3 Normalization of Shape Parameter 
As shown in the previous section, the MQ approximation of the function contains a shape 
parameter c that could be knot-dependent and must be determined by the user. It is well 
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known that the value of c strongly influences the accuracy of MQ approximation, which 
is used to approximate the solution of PDEs. Thus, there exists a problem of how to select 
a “good” value of c so that the numerical solution of PDEs can achieve satisfactory 
accuracy. In general, there are three main factors that could affect the optimal shape 
parameter c to give the most accurate results. These three factors are the scale of 
supporting region, the number of supporting knots, and the distribution of supporting 
knots. Among the three factors, the effect of possible distribution is the most difficult to 
study since there are an infinite number of distributions. In this section, we will mainly 
discuss how to minimize the effect of two factors, that is, the scale of supporting region 
and the number of supporting knots, on the shape parameter c. 
 
In the local MQ-DQ method, the number of supporting knots is fixed for an application. 
Since the knots are randomly generated, the scale of supporting region for each reference 
knot could be different, and the optimal shape parameter c for accurate numerical results 
may also be different. Usually, it is difficult to assign different values of c at different 
knots. However, this difficulty can be removed from the normalization of scale in the 
supporting region. The idea is actually motivated from the finite element method, where 
each element is usually mapped into a regular shape in the computational space. The 
essence of this idea is to transform the local support to a unit square for the two 
dimensional case or a unit box for the three dimensional case. So, the discussion about 
the optimal shape parameter is now confined to the MQ test functions in the unit square 
or box. The coordinate transformation has the form 
iD
xx = , 
iD
yy =  (3.14) 
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where ),( yx  represents the coordinates of supporting region in the physical space, ),( yx  
denotes the coordinates in the unit square, iD  is the length of the minimal square 
enclosing all knots in the supporting region for the knot i. The corresponding MQ test 



















 −=ϕ , Ni ,...,1= ,  (3.15) 
where N is the total number of the knots in the support. Compared with traditional MQ-
RBF, we can find that the shape parameter c is equivalent to iDc . The coordinate 
transformation (3.14) also changes the formulation of the weighting coefficients in the 
local MQ-DQ approximation. For example, by using the differential chain rule, the first 































)1(11  (3.16) 
where )1( xjw  are the weighting coefficients computed in the unit square, i
x
j Dw /
)1(  are 
the actual weighting coefficients in the physical domain. Clearly, when iD  is changed, 
the equivalent c in the physical space is automatically changed. In our application, c  is 
chosen as a constant. Its optimal value depends on the number of supporting knots. In the 
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3.4 Sample problems 
3.4.1 Poisson equation 
The optimal shape parameter is also related to the number of supporting knots. We will 
study this effect through a sample problem. Consider the two-dimensional Poisson 











∂  (3.17) 










yxu  (3.18) 
Equation (3.18) will be used to provide the Dirichlet condition on the boundary, the 
function ),( yxg , and to validate the numerical solution. The average L2 norm of relative 
error is taken to measure the accuracy of numerical results, which is defined as  













  (3.19) 
To conduct numerical experiments, the knot distribution in the square domain is fixed, 
which is shown in Fig. 3.1. In total, there are 673 knots in the domain. The accuracy of 
numerical results in terms of L2 norm of relative error is studied by changing the shape 
parameter c  and the number of knots in the supporting region. In this study, four 
different support sizes (numbers of supporting knots) are used for discretization, and they 
are 10, 16, 22 and 28. Fig. 3.2 illustrates the variation of accuracy with different shape 
parameter and support size (number of supporting knots). It can be seen from Fig. 3.2 that 
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the L2 norm of relative error depends on the value of shape parameter c  and the support 
size. It was found that when the number of supporting knots is fixed, with increase of 
shape parameter c , the accuracy of numerical results is improved. And when the shape 
parameter c  is fixed, with increase of the supporting knots, the accuracy of numerical 
results is also improved. Another interesting phenomenon is that the shape parameter c  
with small number of supporting knots is less sensitive than that with large number of 
supporting knots. In other words, when the number of supporting knots is relatively 
small, the shape parameter c  can be chosen in a wide range to get a convergent solution, 
in which the accuracy of numerical solution is changed gradually. But when the number 
of supporting knots is large, the shape parameter c  can only be selected in a small range 
to get convergent solution, in which the accuracy of numerical results changes sharply. 
So, one has to balance the good accuracy of numerical results and the sensitivity of the 
shape parameter c  when the number of supporting knots is chosen. From our 
experiences, 16 supporting knots are a suitable choice. 
       
Figure 3.1 Irregular knot distribution for solution of sample PDEs 































Figure 3.2 Log10(error) vs 2c  with irregular knot distribution for Poisson problem 
 
3.4.2 Advection-diffusion equation 
The discretization of the derivatives by LRBFDQ method in the nonlinear PDEs follows 
the same way as that in the linear PDEs. It is interesting to see whether the effect of shape 
parameter c  on the accuracy of numerical solution for a nonlinear equation behaves in 
the same way or a similar way to the linear equation. To study this, we consider the 




















∂  (3.20) 
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For simplicity, we suppose that the exact solution of equation (3.20) is also given by 
equation (3.18), which is used to determine the function ),( yxq  and the boundary 
condition. It was found that when the same conditions such as knot distribution, shape 
parameter, and the number of supporting knots are used, the accuracy of numerical 
results for equation (3.20) is very close to the accuracy for equation (3.17). This can be 
clearly observed in Table 3.1, which compares the accuracy of results for linear and 
nonlinear equations with the use of 22 supporting knots. This observation is very 
interesting. It may imply that the choice of shape parameter is operator-independent. 
From this point of view, we can first study the sample problem in details, and get an 
optimal shape parameter c . Then this optimal value is used to solve incompressible 
Navier-Stokes (N-S) equations. It is indeed that our computation of incompressible flow 
problems in Chapter 5 follows this process.  
 
Table 3.1 Comparison of accuracy for linear and nonlinear equations with 22 supporting 
knots 
Log10(L2 norm of relative error) 
Shape parameter 2c  Linear equation Nonlinear equation 
0.500 -1.8332 -1.8314 
1.400 -2.5138 -2.5117 
2.300 -2.9455 -2.9431 
3.500 -3.3879 -3.3852 
5.000 -3.8410 -3.8386 
6.500 -4.0905 -4.0903 
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3.5 Empirical error estimate for LMQDQ method 
In the previous section, the convergence rate related to the normalized shape parameter 
and supporting points has been shown, which can be of some help in choosing 
appropriate shape parameter in the practical applications. In this section, a more extensive 
study of error estimate of the derivative approximation by LMQDQ method is presented, 
in which the shape parameter is not normalized by the scale in the supporting region. The 
performed analysis is also based on the numerical experiments, in which Poisson 
equation is chosen as the governing equation.  
 
3.5.1 Review of accuracy analysis of RBF-related schemes 
Despite the dependence on the free shape parameter, the Multiquadric RBFs has 
demonstrated very powerful ability and excellent performance in multivariate function 
interpolation in practice. The superior accuracy of Mulitquadric RBF exhibited in the 
function approximation is also supported by the theoretical analysis of convergence error. 
Considering a regular function, Madych and Nelson (1990) provides an error estimate for 
the multiquadric interpolations incorporated the shape parameter as )( / hcaceO λ , where a 
is a positive constant and h is the density of the collocation points. While RBFs are 
employed to solve the partial differential equations, a convergence order of O(hd+1) was 
proved by Wu (1992) for this group of methods, where d is the spatial dimension. By 
experimental error analysis of RBF collocation method, Cheng (2003) showed an error 
estimate of )(~ / hcO λε  for the Multiquadric and Gaussian RBFs. It is noteworthy that 
in the analysis above the shape parameter c is within certain range of positive real 
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number. Due to the differences in the way of studying, the previous error estimates for 
RBF-based scheme yield different models. However, they provide some hints on the 
factors which the error estimate of Multiquadric RBFs relies on, as well as their possible 
effects.  
 
3.5.2 Empirical analysis of discretization error for LMQDQ method  
In general, two factors are considered necessary for the error estimate: node density h and 
shape parameter c. However, for a local method like LRBFDQ method (Here it is 
actually LMQDQ method since present error analysis focuses on Multiquadric BRF), the 
two factors are not sufficient for an accurate error estimate. The number of support points 
may also play an important role in the analysis of discretization error. This assumption 
was supported by the observations in the previous section, in which the number of 
supporting points has shown great effects on the convergence rate of solution. The 
objective of this section is to present a prior error estimate for the derivative 
approximation by LMQDQ method. In addition to the node density h and the free shape 
parameter c, the number of supporting point ns on the accuracy is also considered as one 
factor, which has contributions to the accuracy of the LMQDQ scheme.  
 
The effects of these three factors on the approximation error were measured empirically, 
by solving Poisson equation with known analytical solution. The relative error norm of 
the numerical solutions can be calculated after the convergence of computation, and 
analyzed thereafter. The Poisson equation used here is of the same form and boundary 
conditions as that of equation (3.17). The source function ),( yxg  on the right side of 
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equation (3.17) is determined in such a manner that the analytical solution u of Poisson 
equation is the given one. To investigate the solution dependence of LMQDQ method, 
four functions are selected as the analytical solutions of Poisson equation. They are 
















































 −= yxxyyyxxyxu  
)sin()sin(3 yxu ππ=  
22
4 yxu +=  
(3.21)
The four functions are displayed in Fig. 3.3. Among them, function 1u  is taken from 
Franke (1982) and function 2u  is taken from Lyche et al. (1987). Functions 3u  and 4u  
are provided by the author. To measure the accuracy of numerical results, relative error 
















































Function 1 (u1)    Function 2 (u2) 


















































Function 3 (u3)    Function 4 (u4) 
 
Figure 3.3 Perspective view of solution functions 
 
In principle, LMQDQ method can be implemented on scattered nodes and requires no 
mesh. However, in the present study the two-dimensional Poisson equation is discretized 
on a uniform “mesh” by LMQDQ method for the fast node generation. Then, the 
resultant algebraic equations are solved by SOR iteration method. Since the analytical 
solutions of Poisson equation are readily available, we can easily verify the convergent 
numerical solution. 
 
3.5.3 Numerical results for individual factor 
3.5.3.1 Mesh size h 
To study the convergence rate of relative error versus the mesh size h, five uniform nodal 
distributions are employed. They are generated from 4141× , 6161× , 8181×  and 
101101×  Cartesian grids, respectively. The value of shape parameter c is chosen as 0.15, 
and the number of supporting points for each interior node is fixed to 18. The solutions 
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Figure 3.5 Comparison of convergence rate between central difference and LMQDQ 
methods 




It can be observed in Fig. 3.4 that the numerical errors for all the four cases are straight 
lines and parallel to each other. This implies that LMQDQ method accomplishes so-
called super-convergence, i.e., an error estimate of O(hn). Moreover, the same 
convergence rate shown by all the four cases indicates that the convergence rate with 
respect to mesh size h is independent on the solution function. For comparison, the 
convergence property of central difference scheme is illustrated in Fig. 3.5, as well as that 
of LMQDQ method. It is known that the central difference scheme achieves the second-
order accuracy for the second-order derivatives on a uniform mesh. It can be seen from 
Fig. 3.5 that the convergence rate achieved by the central difference scheme equals to 2, 
which shows that our numerical study is consistent with the analysis of error estimate. It 
can also be seen that a convergence rate of approximately 3.75 has been achieved with 
respect to shape parameter c by the LMQDQ method.  
 
3.5.3.2 Shape parameter c 
The numerical experiments of testing the convergence property with respect to shape 
parameter c are carried out on a uniform mesh of 4141× . The number of supporting 
points within the local support of each interior node is also restricted to 18. The value of 
shape parameter c ranges from 0.05 to 0.45. The numerical solutions are illustrated in 
Fig. 3.6 in the form of ε  versus shape parameter c in the log-log scale. 
 
 



















Figure 3.6 Convergence rate of relative error versus shape parameter c 
 
 
It is interesting to see in Fig. 3.6 that in general, the numerical solutions show a super 
convergence as the value of shape parameter c increases. However, for the four different 
solution functions, the plotted lines are not parallel to each other, especially when the 
shape parameter c has a large value. It implies that the convergence rate with respect to 
shape parameter is sensitive to the solution functions within a certain range of shape 
parameter. However, it can also be observed from Fig. 3.6 that among the solution 
functions, functions 3 and 4 keep parallel pattern within the whole range of tested shape 
parameters. The functions 3 and 4 are the trigonometric and polynomial functions, 
respectively. As observed from Fig. 3.3, they are of less complexity as compared with 
functions 1 and 2 in terms of functional variation. It indicates that the convergence rate of 
solution functions of less complexity may have less variation in amplitude. 
Approximately, a convergence rate of 3.75 is estimated with respect to shape parameter c, 
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as shown by the dash-dot line in Fig 3.6. It is noteworthy that the optimization of shape 
parameter c needs no additional computation cost and can improve the accuracy of 
solution. Thus, it is one of the reasons to explain why the MQ-based methods are so 
attractive in solving PDEs. On the other hand, the free parameter may be a risky factor in 
the practical applications due to the fact that it is an arbitrary number. 
 
 
3.5.3.3 Number of supporting point 
The study of accuracy variation with different number of supporting points is carried out 
on a uniform mesh of 4141× . Similar to the test of mesh size h, the value of shape 
parameter c is fixed to 0.2. The number of supporting points within the local support of 
each interior node varies from 7 to 30. The numerical solutions are shown in Fig. 3.7 in 
the form of relative error norm versus number of supporting points.  













Figure 3.7 Relative error versus number of supporting point 




From Fig. 3.7, it can be seen that, when the number of supporting points is increased, in 
general, the accuracy of solutions is gradually improved. However, the relative error is 
not going down smoothly as the number of supporting point increases. Two jumps of 
relative error are observed in the plot, and they divide the convergence lines into three 
regimes, which can be described by the number of supporting points: 11<sn , 
2512 ≤≤ sn  and 28≥sn . In each regime, the relative error shows slight variation and 
the numerical solution can be considered to have the same order of accuracy. From Fig. 
3.7, all the four solution functions show the similar tendency of convergence as the 
number of supporting points increases. It implies that the contribution of the number of 
supporting points to the accuracy is independent of solution function. This is a very 
interesting phenomenon, which is in line with polynomial approximation. We will give a 
detailed discussion about this in the following section. 
 
3.5.4 Relationships between numerical error and three factors 
In order to estimate the numerical error more accurately, it is necessary to understand the 
correlations between the three factors. To fulfill this goal, numerical experiments are 
designed in such a manner that one factor is fixed and the other two are variable. Then, 
from the corresponding variation of relative error, we can investigate the correlation of 
two variable factors accordingly.  
 
3.5.4.1 Dependence of numerical error on shape parameter and mesh size  
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To study the correlation between the shape parameter c and mesh size h, the number of 
supporting point is fixed at 16. The numerical solutions are shown in Figs. 3.8a – 3.8d for 
the four solution functions, respectively. In each figure, the numerical results are plotted 
in the form of relative error versus mesh size in the log-log scale and a group of 
convergence lines are drawn according to the same value of shape parameter. The mean 
values of convergence rate by relative error versus the mesh size h are listed in the Table 
3.2.  
Table 3.2 Mean value of convergence rate with number of supporting point ns=18 
Solution functions Shape 
parameter u1 u2 u3 u4 
c=0.05 2.92 2.75 2.79 2.92 
c=0.10 3.48 3.33 3.40 3.49 
c=0.15 3.68 3.61 3.68 3.72 
c=0.18 3.74 3.70 3.76 3.78 
c=0.20 3.76 3.74 3.79 3.81 

































(a) Function 1 (u1)      (b) Function 2 (u2) 



































(c) Function 3 (u3)      (d) Function 4 (u4) 
 
Figure 3.8 Convergence rate of relative error versus mesh size for various shape 
parameter c  
 
From Figs. 3.8a -3.8d, it is obviously observed that the symbols representing the accuracy 
of solution with the same shape parameter c are in perfect alignment, especially for the 
cases using large value of c. It is also clear to see that the lines standing for different 
shape parameters are parallel to each other. In other words, they have the same 
convergence rate. This can also be confirmed by the mean value of convergence rate 
listed in Table 3.2. Therefore, from the viewpoint of convergence rate, we can say that 
the contributions of shape parameter c and mesh size h are utterly independent. From 
Table 3.2, it can be seen that the convergence rates for the different solution function 
with various shape parameter c almost have the same value (≈3.7), which confirms our 
previous finding for the convergence property with respect to mesh size h, i.e., the 
convergence rate with respect to mesh size h is independent of the solution function. 
 
3.5.4.2 Relationship between numerical error, mesh size and number of supporting 
points 
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For the investigation of relationship between the numerical error, the number of 
supporting points ns and the mesh size h, the value of shape parameter c is fixed at 0.12. 
The numerical solutions are illustrated in Figs. 3.9a -3.9d in the form of relative error 
versus h in the log-log scale. The corresponding mean values of convergence rate are 
listed in Table 3.3.  
 
Table 3.3 Mean value of convergence rate with shape parameter c=0.12 
 
Solution functions Number of 
supporting 
points u1 u2 u3 u4 
ns=6 1.87 1.88 1.86 1.96 
ns=8 1.84 1.88 1.85 1.87 
ns=12 3.65 3.67 3.66 3.69 
ns=20 3.56 3.57 3.56 3.53 
ns=24 3.54 3.56 3.56 3.52 
ns=30 4.92 4.82 4.97 4.94 





















































































































(a) Function 1 (u1)      (b) Function 2 (u2) 
 






















































































































(c) Function 3 (u3)      (d) Function 4 (u4) 
 
Figure 3.9 Convergence rate of relative error versus mesh size for various number of 
supporting point ns 
 
Comparing LMQDQ with the traditional finite element method, we can see that the 
number of supporting points plays a similar role as the collocation points in the finite 
element method. In the finite element method, the use of more collocation points means 
implementation of higher order polynomials for function approximation. In the LMQDQ 
method, the number of supporting points equals to the number of MQ RBFs used for 
function approximation. It is known that a polynomial interpolant of degree k requires 
2
)2)(1( ++ kk  collocation points in two-dimensional function approximation, and 





∂ + . Taking the second 
order derivative as an example, we can see that the second order of accuracy (k=4, m=2, 
n=0 or k=4, m=0, n=2) requires 15 collocation points, while the third order of accuracy 
(k=5, m=2, n=0 or k=4, m=0, n=2) requires 21 collocation points. This implies that 
when the number of collocation points is increased from 15 to 20, the order of accuracy 
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for the numerical results cannot be improved, which keeps the second-order. Only when 
the number of collocation points is increased to 21, the accuracy of numerical results can 
be improved to the third-order. For the LMQDQ method, we cannot apply the Taylor 
series expansion to do theoretical analysis. However, it is interesting to see whether the 
above feature can be held by the LMQDQ method from the numerical experiment. Our 
numerical results do show a similar feature for the LMQDQ method.  
 
It can be observed from Figs. 3.9a – 3.9d that the convergence lines can be classified into 
three groups by the value of slope, with the number of supporting points ranging from 6 
to 30. Specifically, the convergence rate is approximately 1.9 for the scheme with 6 and 8 
supporting points, 3.6 for the scheme with 12, 20, and 24 supporting points, and 4.9 for 
the scheme with 30 and 34 supporting points. Therefore, an error estimate with respect to 
the mesh size h and the number of supporting points can be written as 





















The above results are in line with the analysis of polynomial approximation. The 
accuracy of numerical results can be greatly improved at some critical number of 
supporting points. The above results also reveal that LMQDQ method has a better 
accuracy than the finite element method associated with polynomial approximation since 
only the second order derivatives are approximated in Poisson equation. From Table 3.3, 
it can be seen that the convergence rates are independent of solution functions.  
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3.5.4.3 Relationship between numerical error, shape parameter and number of 
supporting points  
 
The correlation between number of supporting point ns and shape parameter c is studied 
on the nodal distribution generated from a Cartesian grid of 4141× . In other words, mesh 
size h equals 0.025. The numerical solutions are illustrated in Figs 3.10a – 3.10d in the 
form of relative error versus shape parameter in the log-log scale. The corresponding 
mean values of convergence rate are listed in Table 3.4. 
 
Table 3.4 Mean value of convergence rate with mesh size h=0.025 
 
Solutions functions Number of 
supporting 
points u1 u2 u3 u4 
ns=6 2.14 1.68 1.82 1.91 
ns=8 2.15 1.85 1.75 1.76 
ns=12 3.77 3.38 3.60 3.61 
ns=17 3.73 3.12 3.41 3.63 
ns=20 3.90 3.04 3.41 3.50 
ns=24 3.66 3.08 3.35 3.41 
ns=28 5.18 4.41 4.41 4.30 
ns=34 5.05 4.60 4.49 4.56 
 



















































































































































































































































































































































































































































































































































































































































































































































(c) Function 3 (u3)      (d) Function 4 (u4) 
 
Figure 3.10 Convergence rate of relative error versus shape parameter c for various 
number of supporting point 
 
From Figs. 3.10a – 3.10d, it is clear that the convergence lines for various number of 
supporting points are very similar to those in Figs. 3.9a – 3.9d, i.e., the convergence lines 
can be classified into three groups with respect to the slope. Moreover, the critical 
numbers of supporting points, which indicate the changing of convergence rate, also 
coincide with those in the number of supporting points versus mesh size. From the 
comparison of Table 3.3 and Table 3.4, it can be observed that regardless of difference 
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between shape parameter and mesh size, the convergence rates for the same number of 
supporting points are approximately the same. It implies that the number of supporting 
points has similar effects either on the mesh size h or the shape parameter c. However, it 
can also be seen from Fig. 3.10a – 3.10d that different solution functions may experience 
different convergence rate when a large value of shape parameter c is used. 
 
In summary, from the performed numerical experiments, we can see that the accuracy of 
numerical solutions can be improved either by increasing the value of shape parameter or 
refining the mesh size, and their contributions are utterly independent. The use of large 
number of supporting points may not directly demonstrate the accuracy improvement in 
some cases. However, the convergence rate can be improved by the mesh size and shape 
parameter. Based on the experimental observation, an error estimate can then be 
established for the discretization error of Poisson equation using LMQDQ method as 
follows: 





















It is noted that this analysis is only valid when the shape parameter c is within certain 
range. 
 
3.6 Concluding remarks 
In this chapter, a RBF-based DQ mesh-free method has been presented. Compared with 
traditional DQ method, two benefits are enjoyed by the use of RBFs in the LMQDQ 
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method. One benefit is the circumvention of the so-called “snaking problem” suffered by 
the traditional DQ method. The occurrence of snaking problem in the traditional DQ 
method is due to the employment of high-order polynomials. It appears in such a manner 
that computed coefficients tend to oscillate with fast-growing amplitude while the rank 
increases over a certain level. It is known that the snaking problem is highly related to the 
numerical instability suffered by the traditional DQ method. The other benefit enjoyed is 
the “truly” mesh-free property. This attractive property comes from the nature of RBFs. 
The error estimate for this method is provided in the sense of discretization error by 
solving Poisson equation. Three factors, i.e., mesh size, shape parameter and number of 
supporting points which may determine the accuracy of numerical solutions, are 
numerically investigated, as well as their correlations. It has been observed that the 
accuracy of numerical solutions can be improved either by the increasing the value of 
shape parameter or refining mesh size, and their contributions to the accuracy 
improvement are independent. The use of more supporting points will accelerate the 
convergence as collocation points do in the traditional FE/FD method. 
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CHAPTER 4  
Navier-Stokes Equations, Node Generation and 
Solution Methods 
 
In this chapter we summarize the basic equations of fluid dynamics in the Eulerian form, 
and discuss several node generators applied in the flow applications in the next chapters. 
Topics like determination of local support and solution method are also simply presented. 
The designed mesh-free methods have been successfully applied to solve some simple 
model problems, such as the Poisson equations, in the previous chapters. However, the 
main purpose of this thesis is to design mesh-free methods for the solutions of large scale 
applications in fluid dynamics. There is an abundance of derivations of motion of fluid 
equations available in the literatures. No attempt is made here to summarize all of them. 
Instead, in this chapter we focus on the governing equations for the compressible and 
incompressible flow problems.  
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4.1 Basic equations of fluid dynamics in Eulerian form 
 
4.1.1 Compressible Euler Equations 
To give a complete description of a fluid, one must know, as a function of space and 
time, the velocity ),,( wvu=u , any two thermodynamics variables, and an equation of 
state. The thermodynamic variables of most interest in fluid dynamics are the density ρ , 
pressure p, specific internal energy e, specific enthalpy ρ/peh +=  and specific entropy 
s. The latter is defined by  


 += )1(1 ρpddeTds  (4.1) 





∂= ,      
ρT
eCv ∂
∂=  (4.2) 
Their difference gives the gas constant 
vp CCR −=  (4.3) 
and their ratio gives 
vp CC /=γ  (4.4) 
In this thesis, a perfect gas, for which the specific heats are constant (independent of T), 
is assumed unless mentioned otherwise. Therefore, the equation-of-stats is given by 
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RTp ρ=  (4.5) 
The sound of speed c is defined by 
s
pc ρ∂
∂=  (4.6) 
and for an adiabatic gas, it is 
ρ
γpc =  (4.7) 
 
The Navier-Stokes equations of interest are a differential form of the conservation laws 
which govern fluid motion. The equation of mass conservation, also known as continuity 










)()( ρρ  (4.9) 
where the stress tensor 
Iuuuτ )(
3
2])([ ⋅∇−∇+∇= µµ T   
where I is the unit tensor and µ  is the fluid viscosity. The equation of energy 
conservation can take many forms. Here only lists one of them, in which T is considered 
as the main dependent variable: 






TCv uuρ  (4.10) 




∂=Φ uτ   
with the summation convention employed for repeated indices.  















eρ  (4.11c) 
This system of equations is hyperbolic. It allows weak or discontinuous solutions.  
 
The boundary conditions at solid walls are no-penetration condition 
0=⋅nu   
The conditions at inflow or outflow boundaries are dependent upon the characteristic 
direction there. The flow is called subsonic if Mach number is lower than one and 
supersonic if Mach number is higher than one. The Mach number M is given by 
cM /u=   
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In order for the flow to change from a supersonic state to a subsonic one, it must undergo 
a shock wave. Across the shock wave, the flow variables are discontinuous. 
 
Even in problems which are not strictly inviscid, the viscous effects are generally 
confined to thin layers adjacent to the boundary. In these circumstances, the Euler 
equations are useful for describing the gross features of the flow.  
 
4.1.2 Incompressible Navier-Stokes Equations 
For the incompressible flow problems, there are essentially four different formulations of 
the governing equations: primitive variable (velocity and pressure), stream function-
vorticity, stream function and velocity-vorticity formulations. Among them, the 
primitive-variable formulation is the most popular one, especially in the three-
dimensional flow simulations. 
 
The incompressible Navier-Stokes equations in a physical domain are usually written as 
                 Continuity equation:  0=⋅∇ u  (4.12) 




where u  is the velocity vector, p the pressure, and ρµν /=  the kinematic viscosity, ρ  
the constant density, and ∆  is the Laplacian operator.  
 
The pressure in the incompressible Navier-Stokes equations is not a thermodynamic 
variable satisfying an equation-of-state, but it is an implicit dynamic variable which 
 Chapter 4 Navier-Stokes Governing equations, node generation and solution methods 80
adjusts itself instantaneously in a time-dependent flow to satisfy the incompressibility or 
divergence-free condition. From the mathematical point of view, it may be considered as 
a Lagrange multiplier that ensures the kinematical constraint of incompressibility. It 
should be noted that there is no requirement for the initial or boundary conditions for 
pressure.  
 
One of the most interesting characteristics of a flow is its vorticity. It is denoted by  
uω ×∇=  (4.14) 
It represents the local rotation rate of the fluid. A dynamical equation for the vorticity is 





This is an advection-diffusion equation with the addition of the term uω ∇⋅ , which 
represents the effects of vortex shedding. This term is identically zero for two-
dimensional flows. It is responsible for many of the interesting aspects of three-
dimensional flows. After governing equations are non-dimensionalized by length scale L 
























where Re is called Reynolds number, defined by υ
UL=Re . 
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The vorticity can be combined with the stream function to yield a concise description of 
two-dimensional flow. The stream function is related to the velocity by 
y
u ∂
∂= ψ  
x
v ∂
∂−= ψ  
(4.16) 
































ωωωψωψω  (4.18) 
 
The flow should attach to the solid surface. The boundary conditions that accompany 








Equations (4.16)-(4.19) provide a complete description of a two-dimensional 
incompressible flow. In these equations, the pressure term is not needed since it has been 
eliminated. The subtlety of the stream function-vorticity formulation is that there are no 
physical boundary conditions for the vorticity. 
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The extension of these approaches to three dimensional flows requires the introduction of 
additional stream functions. The appropriate equations are given by Murdock (1986).  
 
4.2 Node generation algorithms 
4.2.1 Mesh generation versus node generation 
In the previous chapters, the principles of mesh-free discretization methods have been 
presented. To discretize the above governing equations for flows into a system of 
algebraic equations, an appropriate “mesh” is required for a specific flow problem in 
addition to the discretization method. The simplest mesh for generation is the Cartesian 
mesh. However, most flows in engineering practice involve complex geometries which 
are not readily fit with Cartesian meshes. The generation of meshes for complex 
geometries is a big issue. The details about various methods of grid generation can be 
found in books devoted to this topic, i.e. Thompson et al (1998) and Lisekin (1999).  
 
In the mesh-free methods, instead of using mesh generation, they actually employ node 
generation. Unlike mesh generation in conventional FD/FE methods, there is no pre-
requirement for the distribution of points in the present method. Therefore, node 
generation in the present method should be consequently easier in complex domains as 
compared with mesh generation. According to the specific characteristic of practical 
problems, there are many choices to generate the nodes. For example, for applications in 
the regular domain, where the solution is sufficiently smooth, the points in the domain 
can be generated in the same manner as the regular grid in conventional finite-difference 
schemes. The boundary points can simply be the intersections of the grid with boundary, 
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irrespective of its shape. For the applications in irregular domains, the approach for node 
generation is problem-dependent and can be a composite “grid”, a Cartesian mesh or a 
random-point generator.  
 
4.2.2 Composite “grid” algorithm 
The composite “grid” is usually employed for the cases in which geometrical complexity 
arise from the combination of multiple simple objects. The “grid” consists of a number of 
component grids, where boundary-fitted curvilinear components resolve the different 
details close to the boundary of the computational domain. In this way, it can greatly ease 
the procedure of node generation. For example, if we simulate the flow around several 
circular cylinders, in which the geometrical configuration is formed by several 
boundaries of simple shapes, i.e., circular cylinders and rectangular outer boundary. For 
each circular cylinder, the nodes in its neighborhood can be generated by the use of the 
local polar-cylindrical grid. At the middle of two cylinders there is an invisible line which 
forms the border of the two systems. Then, the sets of nodes generated from the local 
polar-cylindrical grid are truncated by the outer boundary – a rectangle. The node 
distribution generated for the flow past two circular cylinders in staggered arrangement is 
shown in Fig 4.1.  












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































....... . . . . . . . . . . . . . . . . . . . . . . . . .











... . . . . . . . . . . . . . . . . . . . . . . . . . . . .










. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .










. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . .









. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . .








. . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . .







. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . .







. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . .







. . . . . . . . . . . . . . . . . . . . . . . . . .
. . . .







. . . . . . . . . . . . . . . . . . . . . . . . .
. . . . .







. . . . . . . . . . . . . . . .







. . . . . . . . .







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































..... .. . . . . . . . . . . . . . . . . . . . . . . . . . . .















.... . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . .














. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . .













. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . .











. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . .










. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . .








. . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . .








. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . .







. . . . . . . . . . . . . . . . . . . . . . . . .
. . . . .






. . . . . . . . . . . . . . . . . . . . . . . . .
. . . .





. . . . . . . . . . . . . . . . . . . . . . . .
. . . .





. . . . . . . . . . . . . . . . . . . . . . . .





. . . . . . . . . . . . . . . . . . . . . . .




. . . . . . . . . . . . . . . . . . . . . . .




































































































































































































































































































.. . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . .
.
...........
. . . . . . . . . . . . . . . . . . . . . . . .
. . .
..............
. . . . . . . . . . . . . . . . . . . . . . . . . .
. . .
.................
. . . . . . . . . . . . . . . . . . . . . . . .
. . . .
...................
. . . . . . . . . . . . . . . . . . . . . . . .
. . . .
..................
. . . . . . . . . . . . . . . . .
. .
.................





















. . . . . . . . . . . . .







. . . . . . . . . . . . .
. . . .





. . . . . . . . . . . . .







. . . . . . . .








. . . .




















































































































































































































































... . . . .
...























































































































































































































































































































































































































































.............. .. .. . .. .. .. ... ...
.....
...........................
....... .... . . .. . . . . . . . . . . .. . ...
.....
.........................
...... . .. . . . . . . . . . . . . . . . . . . . . .
. ...
.........................
.. ... . . . . . . . . . . . . . . . . . . . . . . . .
. . . . .
........................
.. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . .
.......................
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . .
......................
. . . . . . . . . . . . . . .
.
......................





















































.... .. .. .
..
........








. .. ... .
.
.........















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































. . . . . . . . . . . . . . . . .




































. . . . . . . . . . . . . . . .




































. . . . . . . . . . . . . . . .




































. . . . . . . . . . . . . . . .
. . . . .



































. . . . . . . . . . . . . . .
. . . . .



































. . . . . .
. . . .



































. . . . .










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.1 Node distribution for the flow around two staggered circular cylinders 
 
For some problems, the composite ‘grid’ can have background grids, which are often 

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.2 Two different ways of composite ‘grid’ with background Cartesian mesh 
 
4.2.3 Cartesian node generator 
Besides the background mesh, the Cartesian mesh generator can solely generate adequate 
nodes for complex geometries. Due to its simplicity and efficiency, Cartesian mesh 
generator plays a dominated role in the mesh generation for regular domain. As for the 
complex geometries, it is seldom used because it is very difficult to make the generated 
mesh lines coincide with the shape of the boundaries. However, they can be employed for 
the node generation in the mesh-free method either for irregular or regular domain. That 
is because the mesh-free methods do not care about coincidence between the mesh lines 
and boundaries, but the position of the node instead.  
 
For the node generation algorithms, the main difficulty lies in deciding whether a 
generated point is within the domain or outside of it. In some flow cases, because of the 
different length and time scale of the flow problem, multi-resolution node distribution is 
appreciated. This can be solved by using multi-level Cartesian mesh generator. One such 
example is shown in Fig. 4.3.  






















































































































































































































































































































































































































































































































































































































































































































Figure 4.3 Node distribution generated by multi-level Cartesian grid generator 
 
4.2.4 Random node generator 
Another node generation algorithm is random point generation. In other words, the x-, y-
and z- component of the generated node is a random float number, which can be easily 
produced by an external random function from the library of C or Fortran language. The 
generated nodes need delicate refinement according to the geometry of physical domain. 
They are filtered in such a manner that the appropriate point must be located within the 
boundaries. The random point generation usually provides evenly distributed nodes or 
node distribution of similar density. Therefore, they are only fit for the very smooth 
solution in the whole domain. In general, this algorithm is used as a compensation of the 
other two algorithms in some special cases. However, to test the performance of mesh-
free methods in the random node distributions, it is good to have such an algorithm. One 
node distribution generated by this algorithm is shown in Fig. 4.4. 
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Figure 4.4 Random point distribution 
 
4.2.5 Locally-orthogonal grid 
In addition, for many flow applications, the solution may need different resolutions for 
different regions. High resolution is typically required for regions near boundaries if 
incompressible flow is considered. Thus, when we use either mesh-based or point-based 
methods, the density of mesh/point distribution should reflect that need. In such 
circumstances, the distribution of the nodes or points in domain must be generated either 
adaptively or by using known information about the specific physical problem. Both of 
them can be implemented in the mesh-free method as we can freely add or delete nodes 
instead of re-meshing. Here, we shall discuss only the latter and reserve the former for a 
future topic. For incompressible flow and heat transfer in practical applications involving 
complex geometry, rapid variations of physical variables usually occur in the boundary 
layer. Thus, we would like to be able to control the point distribution in these areas to 
ensure that the boundary phenomena are captured. This requirement leads to the adoption 
of locally orthogonal grids near the boundary. The locally orthogonal grid generation can 
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be made by the algebraic formulation or by the fast hyperbolic method (M.T.Nair 1998). 
As its name implies, fast hyperbolic method proposed by M.T. Nair and T.K. Sengupta 
can provide a fast process for the orthogonal grid generations. Another advantage of this 
method is that user can explicitly give/determine the grid spacing in the normal direction 
of the boundary. This feature is very attractive in the viscous flow simulations.  It should 
be emphasized that as only several layers of grids are concerned here, the problem of grid 
shock formation in hyperbolic grid generation over strong concave surface is completely 
avoided. Another important benefit of having locally orthogonal grid at the boundary is to 
facilitate the efficient implementation of Neumann-type boundary condition. As it can be 
seen from Fig. 4.5, the derivatives in Neumann-type boundary condition can be easily 
discretized by the one-side finite difference schemes and expressed in terms of the 
function values at the wall and interior knots.  
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An example of locally orthogonal grid is shown in Fig. 4.6, in which the locally 
orthogonal grid are located near the boundaries and the randomly distributed nodes are 
located inside. 
 
Figure 4.6 Locally orthogonal grid and random node distribution  
 
In summary, there are three node generation algorithms presented in this thesis. They can 
be used with or without locally orthogonal grids according to the practical application. It 
must be noted that the algorithms for the node generation are not restricted to the three 
ones discussed above. The “cloud” of nodes produced by any mesh generator can also be 
employed in the spatial discretization using mesh-free method. Since the node generation 
for the mesh-free method can fully/partly employ the mesh generators available, the 
flexibility of mesh-free method is then strongly enhanced. 
 
4.3 Determination of Local Support  
As discussed in the previous section, the derivative approximation at each interior node is 
performed within its local support. Therefore, the local support of interior nodes must be 
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determined and prepared before doing numerical discretization. In this section, three 
concrete approaches used to determine the local support for each interior node are briefly 
described.  
 
The first and most common approach is that end-user provides the shape and size of the 
local support explicitly. For example, the local support can be a circle in two-dimension 
and a sphere in three-dimension, i.e., for a central node xi, its local support is defined as 
{ }iiji rxxjS <−<= 20:  (4.20)
where ri is the radius of the circle or sphere, and represents the size of the local support. A 
two-dimensional local support of this type is shown in Fig. 4.7. The second approach 
restricts the number of supporting points within the local support to a given value. The 
supporting points are chosen by its distance to the central node, and the nearer one has 
higher priority. These two approaches work well when the nodes in the domain are 
uniformly distributed or the local density of nodes varies smoothly. However, when the 
nodes are unevenly distributed locally, these two methods may not be appropriate any 
more. For example, when the nodes in the domain have a track-like distribution, these 
two approaches will capture too many supporting points in one direction and not enough 
in the other. The third approach can optimize the choice of local support by implementing 
local Delaunay triangulation among the points which surround the interior node xi. 
However, this method requires much more computational efforts as compared with the 
first and second methods. In this work, since the nodes are usually uniformly distributed 
and the number of supporting points is considered as one important factor for the 
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computational effects and error estimate in the LRBFDQ method, the second approach is 
adopted to determine the area of local support. 
  
Figure 4.7 Supporting knots around a reference knot 
 
4.4 Solution Methods 
4.4.1 Steady flows 
After the spatial discretization by mesh-free methods such as LSFD and LRBFDQ, the 
governing equations are transformed into a system of difference equations. For the 
solution of steady Navier-Stokes equations, the resulting algebraic equations can be 
solved either by direct methods such as Gauss Elimination, LU decomposition for linear 
problems, or by iterative methods such as Gaussian-Seidel, Successive-Over-Relaxation 
(SOR) for non-linear problems.  
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In computing the unsteady flows, in addition to three space coordinates, a fourth 
coordinate direction must be considered, i.e., time. It is known that unsteady flows are 
parabolic-like in time. To be faithful to the nature of time, essentially all solution 
methods advance in time in a step-by-step or a “time-matching” manner. In this work, 
Runge-Kutta time discretization is applied in combination with mesh-free methods for 
the solutions of unsteady Navier-Stokes equations.  
 


























A number of variations on this method have been developed. The most popular one of 









































It is also implemented in this work for the accurate time discretization.  
 
4.5 Concluding remarks 
In this chapter, we summarize the governing equations and node generators for the flow 
simulations in the following chapters.  
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CHAPTER 5  
Applications to Steady Incompressible Flows 
 
In this chapter, three flow simulations are presented in the region of steady 
incompressible flows. The natural convection flow in a square cavity is considered in 
Section 5.1, in which the LSFD method is employed. Section 5.2 and Section 5.3 present 
the results of the flow simulation by LRBFDQ method. In more details, natural 
convection problem between a square outer cylinder and a circular inner cylinder are 
studied in Section 5.2, and Section 5.3 is devoted to the calculation of three-dimensional 
lid-driven cavity flow. The three numerical applications provide a detailed study on the 
performance of mesh-free methods in the steady flow region. The numerical solutions of 
the tested cases are compared with numerical and experimental data available in the 
literatures.  
 
5.1 Natural convection in a square cavity 
5.1.1 Mathematical modeling and numerical formulation 
This first test case demonstrates the effectiveness of the LSFD mesh-free method in the 
simulation of steady incompressible flow. The problem being considered is a two-
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dimensional buoyancy-driven flow of a Boussinesq fluid in a square cavity, as shown 
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Figure 5.1 Configuration of Natural Convection in A Square Cavity 
 
The horizontal walls of the cavity are insulated while the vertical walls are kept at 
different temperatures. This problem has been studied by many researchers, and can serve 
as a good model for testing and validating new numerical methods. A set of accurate 
reference solutions had been presented by de Val Davies (1983). The flow and heat 
transfer in the cavity are governed by the following non-dimensional equations in terms 

















































∂  (5.3) 
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where Pr and Ra are the Prandtl and Rayleigh numbers respectively. The Prandtl number 
of Pr=0.71 is taken for the model problem. The u, v denote the components of velocity in 
the x and y direction. They can be calculated from the stream function by 
y
u ∂




Equations (5.1)-(5.3) are subjected to boundary conditions  
0=ψ ,  T=1, at x=0, 0≤y≤1, (5.4) 




Tψ ,  T=0, at y=0,1, 0<x<1. (5.6) 
The discretization of the computational domain thus comprises merely a set of points at 
which dependent field variables are defined. Only a single nodal index i is required to 
enumerate the nodal points for problems in two or three space dimensions. At a general 
nodal point of index i, the present least square-based finite-difference approximations of 
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i FFF −=∆ , Fi represents the unknown value at node i, Fik represents the 
unknown value at the kth supporting point for the node i. )1(, xkic , )1(, ykic , )2(, xkic  and )2(, ykic  
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represent the computed coefficients by equation (2.22) at the kth supporting point around 
the ith node for the first and second order derivatives in the x and y direction, 
respectively. 
 
It should be indicated that the LSFD scheme approximates any derivative by a linear 
combination of functional values randomly distributed at supporting points. In general, its 
expression of a derivative approximation at a boundary point may involve information at 
other boundary points. So, when it is applied to implement the Neumann boundary 
condition (derivative condition), it is very difficult to get an explicit formulation to 
update the functional value at the boundary point. This difficulty can be easily removed 
by using the conventional one-sided finite difference scheme. The strategy has been 
described in Section 4.2.5. Note that this special arrangement of points is only used to 
implement the derivative condition. As for discretization of governing equation, at any 
interior point including the point in the local orthogonal region, any spatial derivative is 
still discretized by the proposed LSFD schemes. Clearly, this strategy separates the 
discretization of governing equations done at the interior points by the LSFD schemes 
and the implementation of Neumann boundary condition done at the boundary points by 
conventional FD schemes. In other words, our strategy combines the advantages of the 
conventional FD schemes for easy implementation of boundary conditions and the LSFD 
schemes for flexibility to complex geometry. As shown in Fig. 4.5, the use of one-side 
FD scheme at the boundary point gives, 
Stream function:  0=iψ   at all boundary nodes, (5.9) 
Temperature:  0=iT , at x=0, 0≤y≤1, 
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 1=iT , at x=1, 0≤y≤1, (5.10) 
 
3






+ −= www h ω
ψω   (second-order FD scheme) (5.11) 
where w denotes a point on the wall, w+1 and w+2 denote the first and second adjacent 
points in the flow field from the wall.  
 
5.1.2 Three types of node distributions and comparison of numerical 
results 
For comparison purpose, three different types of node distribution are employed. Type 
one is a uniform nodal distribution, which is generated by Cartesian mesh. Types 2 and 3 
use the node generation algorithms as described in Section 4.2. The corresponding node 
distributions are shown in Figure 4.4 and 4.6, respectively. After numerical discretization 
by the LSFD method, the resultant algebraic equations are solved by the SOR iteration 
method. In order to compare the performance of three different point distributions, the 
following quantities are computed: 
midψ  the stream function at the mid-point of the cavity 
maxψ  the maximum absolute value of the stream function. 
maxu  the maximum horizontal velocity on the vertical mid-plane of the cavity 
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maxv  the maximum vertical velocity on the horizontal mid-plane of the cavity 
0Nu  the average Nusselt number on the vertical boundary of the cavity at x=0 
maxNu  the maximum value of the local Nusselt number on the boundary at x=0 
minNu  the minimum value of the local Nusselt number on the boundary at x=0 
Since it is very hard to get an analytical expression for the solution, the values of above 
variables are usually determined from the numerical solution defined at the grid points. 
The benchmark numerical solution of Davis (1983) is adopted as the reference solution 
with which the solutions of present method will be compared against it. For the purpose 
of flow visualization and accurate computation of above variables, solutions are 
interpolated onto a rectangular grid for which graphic routines such as TECPLOT may be 
used. Functional values on the rectangular grid are obtained by applying Taylor series 
approximation from the nearest node. Tables 5.1 and 5.2 list the numerical results of the 
three different point distributions by the LSFD method for Rayleigh numbers of 104 and 
105, respectively. It can be observed that for all the three types of point distribution, the 
numerical results of the LSFD method agree well with the benchmark solution. Among 
the three types of point distribution, it seems that Type 3 gives the better results than 
Type 2 although it uses the less number of points. However, these solutions indicate that 
the accuracy of LSFD method is not sensitive to the point distribution. From the 
viewpoint of programming, the implementation of Neumann boundary condition for the 
stream function is comparatively difficult on the Type 2 “mesh” than the other two. From 
the pointview of industrial applications, Type 3 point distribution is the most useful one 
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for its flexibility to complex geometry. Although there are some differences for the data 
in Tables 5.1 and 5.2, the flow patterns obtained by the three point distributions show no 
distinguishable difference. Thus, only the isotherms and streamlines of Ra=104 and 105 
on the regular grids are shown in Figure 5.2.  
From the case study of steady incompressible flow, the benefits enjoyed by the LSFD 
method can be summarized as: 
• Simple implementation; the solution procedures is the same as the convectional 
finite difference method, so it is easy for beginners to use this method. 
• Easy treatment of complex boundary condition when locally orthogonal grid is 
used. 
• The accuracy of the method is not sensitive to the point distribution. 
 









(2670) Davis (1983) 
midψ  4.972 5.002 4.973 5.071 
maxψ  N/A N/A N/A N/A 
maxu  15.950 16.056 16.047 16.178 
maxv  19.220 19.272 19.310 19.617 
0Nu  2.179 2.169 2.203 2.238 
maxNu  3.410 3.418 3.424 3.528 














(3753) Davis (1983) 
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midψ  9.127 9.132 9.124 9.111 
maxψ  9.629 9.617 9.619 9.612 
maxu  34.595 34.631 34.614 34.730 
maxv  69.180 68.721 68.932 68.590 
0Nu  4.578 4.580 4.566 4.509 
maxNu  7.786 7.792 7.787 7.717 
minNu  0.722 0.723 0.723 0.729 
 
          
        (a) Isotherms of Ra=104               (b) Streamlines of Ra=104  
 
 
             
             (c) Isotherms of Ra=105          (d) Isotherms of Ra=105  
 
Figure 5.2 Isothermals and Streamlines of Ra=104, 105 by LSFD method 
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5.2 Natural convection between a square outer cylinder and a 
circular inner cylinder 
For their physical complexity and practicality, the flow and thermal fields in enclosed 
space are of great importance due to their wide applications such as in solar collector-
receivers, insulation and flooding protection for buried pipes used for district heating and 
cooling, cooling systems in nuclear reactors, etc. It is noted that previous studies for the 
numerical simulation of natural convection in enclosures between two cylinders were 
based on the mesh-using methods. The purpose of this section is to investigate how the 
mesh-free methods behave in the solution of the natural convection problem with 
complex geometry. The grid independence of the LMQDQ methods is carried out for the 
specified concentric case. Then, natural convection in the annulus between a square outer 
cylinder and a circular inner cylinder is studied to validate the LMQDQ mesh-free 
schemes. The results are compared with those given by other non-mesh-free numerical 
schemes. 
 
5.2.1 Mathematical modeling 
A schematic view of a horizontal eccentric annulus between a square outer cylinder and a 
heated circular inner cylinder is shown in Fig. 5.3. Heat is generated uniformly within the 
circular inner cylinder, which is placed concentrically or eccentrically within the cold 
square cylinder.  










Figure 5.3 Sketch of physical domain of natural convection between a square outer 
cylinder and a circular inner cylinder 
 
As to the boundary conditions, the non-slip boundary conditions are imposed, and the 
walls of both cylinders are considered isothermal. From the non-slip condition, the 
velocities u and v on both the inner and outer cylinder walls are zero. For an eccentric 
annulus, the stream function values on the inner and outer cylinder are different and a 
global circulation flow along the inner cylinder exists. The stream function value on the 











ψψ     (5.13) 





TT       (5.14) 
Similar to the boundary condition for vorticity in Section 5.1, the vorticity value on the 
cylinder wall can be derived from one-side second-order finite difference scheme, which 






+ −= wallwallwall h ω
ψω       (5.15) 
In these cases, the global circulation flow does exist but is very weak in the flow field. To 
capture this physical phenomenon, the stream function value on the inner cylinder wall 
can not be treated as an unvaried constant in the computation all the time. So, the 
pressure single-value condition is required to update the stream function value on the 
inner cylinder wall at each time level. The detailed procedure will be described in the 
next section. 
 
5.2.2 Pressure Single-Value Condition 
In the multiply-connected domain, the values of stream function at the surface of 
stationary bodies are unknown constants. These unknown constants must be determined 
and updated during the computation. To calculate the value of stream function on the 
wall, Tezduyar et al. (1988) suggested using the single-value condition of the pressure for 
the multiply connected domain. The pressure single-value condition is derived from the 
fact that pressure is a scalar and can be formulated as  
∫ =∇l dlp 0  (5.16)
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where l  can be any line that makes an enclosure. In the present wok, l  is taken as the 






∂∫ π θθ dpr  (5.17)
The expression of θ∂
∂p  on the cylinder wall can be derived from the momentum equation 

























ψ∂∫ π drrR  (5.19)
The derivatives in equation (5.19) can be discretized by the one-side finite difference 
schemes and expressed in terms of the stream function at the cylinder wall and interior 
knots. Substituting the derivative approximation forms into equation (5.19), we can 
obtain the formulation of 
cylinder
ψ . Then, the stream function on the cylinder wall can be 
updated by the stream function values at the interior knots, which are computed from the 
governing equations. 
 
5.2.3 Definition of configuration and flow parameters 
5.2.3.1 Configuration parameters and “grid” size 
In the mesh-free methods, all the nodes in the computational domain can be randomly 
distributed. However, as discussed in Section 4.2.5, the locally orthogonal meshes are 
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generated near the inner and outer cylinders for the easy implementation of boundary 
conditions and accurate simulation of flow in the boundary layer region. For the rest of 
the domain, the nodes are generated in a random manner. In order to study the 
convergence properties of LSFD and RBF-DQ methods, a grid size l∆  equivalent to 
mesh size for the uniform mesh is needed. It is defined in terms of total number of nodes 
and the area of computational domain as 
N
Sl =∆  (5.20)
where S denotes the area of computational domain, and N denotes the total number of 
nodes. A generated point-distribution of 8978 nodes in the computational domain is 
shown as an example in Fig. 5.4. In Fig. 5.3, in order to uniquely determine the 
configuration of natural convection problems there are some configuration parameters 
that need to be specified. They are the eccentricity parameter 20
2
0/)2
( yxRL +−=ε , 
angular direction 0ϕ  and aspect ratio )2/( RLrr = . 
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Figure 5.4 One example of point distribution in the computational domain 
 
5.2.3.2 Definition of Nusselt numbers 
The local heat transfer coefficient h  is expressed as 
n
Tkh ∂
∂−=       (5.21) 





1 hdh      (5.22) 
The average Nusselt numbers for the inner and the outer boundaries are respectively 
determined by 
k
ShNu iii = , k
ShNu ooo =     (5.23) 
where Si and So are defined in the same way as in the work of Moukalled and Acharya 
(1998). In their work, the computational domain is taken as half of the physical domain 
due to the symmetry, so iS  and oS  are taken as half of the circumferential lengths of the 
inner and outer cylinder surfaces, respectively. Since the Nusselt numbers along the inner 
and outer walls are the same at steady state, there is no need to pay separate attention to 
iNu  and oNu . Thus, we only show the value of iNu , which is also noted as Nu . 
 
5.2.4 Grid-independent study 
In this study, Rayleigh number in the governing equations is fixed at 5103×  in a steady 
laminar boundary-layer regime, and Prandtl number is set to be 0.71. The numerical 
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investigation is conducted for different eccentricities and angular positions of the outer 
cylinder. After numerical discretization by the Local RBF-DQ methods, the resultant 
algebraic equations are solved by the SOR iteration method. The initial values are set to 
zero for ψ , u , v  and ω  at the interior points in the annulus. The Nusselt numbers are 
defined in the same way as shown in the work of Moukalled and Acharya (1998). 
 
The grid independence of numerical results is studied for the case of 5103×=Ra , 
6.2=rr , 50.0=ε  and 00 0=ϕ . The numerical results using five different grid sizes are 
shown in Table 5.1. It can be seen from the table that when the grid size is smaller than 
0.03, the computed Nu  and maxψ  remain the same. Thus, we can say that the grid size of 
0.03 is fine enough to catch the physical nature for the case of 5103×=Ra . The 
minimum grid size for a grid-independent solution depends on the complexity of the flow 
and thermal fields, eccentricity and the angular position. When Rayleigh number is fixed 
at 5103×=Ra , the minimum grid size mainly depends on the eccentricity and the 
angular position. In the numerical experiments for the small eccentricity 25.0=ε  and 
50.0=ε , grid sizes of 0.03 and 0.25 are adequate to yield accurate results at all angular 
positions. However, when the eccentricity increases and the angular position changes, 
more nodes may be inserted into the computational domain to obtain accurate results. 
 
Table 5.3 Grid independence study for 5103×=Ra , 6.2=rr , 50.0=ε  and 00 0=ϕ  
Item l∆  Nu  maxψ  
1 0.045 7.10 21.72 
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2 0.037 6.99 21.43 
3 0.032 6.98 21.40 
4 0.030 6.98 21.43 
5 0.028 6.98 21.43 
 
5.2.5 Validation of numerical results 
In the numerical studies of natural convection in annulus between a square outer cylinder 
and a circular inner cylinder, Moukalled and Acharya (1998) considered three different 
aspect ratios and four different Rayleigh numbers. Their numerical data were validated 
by comparison with some experimental data and found in good agreement. In the work of 
Liu et al. (1996), the circular inner cylinder was concentrically located inside a 
rectangular cylinder and only one aspect ratio was considered at two different Rayleigh 
numbers. Thus, the results of Moukalled and Acharya (1998) were used to validate the 
present numerical results. The maximum stream function value maxψ  and the average 
Nusselt number Nu  between the present work and the work of Moukalled and Acharya 
(1998) are compared in Table 5.4 for Rayleigh numbers of 104, 105, 106 and aspect ratios 
of 5.0, 2.5 and 1.67. It should be noted that due to the different ways of non-
dimensionalization between the work of Moukalled and Acharya (1998) and present 
study, the equivalence in Table 5.4 is the one given from Moukalled and Acharya (1998) 
multiplying by the Prandtl number. From Table 5.4, it can be seen that for all the aspect 
ratios and Ra numbers the parameters of the thermal and flow fields achieved with 
present method generally agree well with those obtained by Moukalled and Acharya 
(1998) with mesh-based methods. It implies that RBF-DQ method successfully solves the 
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steady natural convection problems in good comparison with those obtained by mesh-
based methods. 
 
Table 5.4 Numerical solution validation by parameters of maxψ  and Nu  
maxψ  Nu  
rr  Ra  
Present Moukalled et al. (1998) Present 
Moukalled et al. 
(1998) 
5.0  1.71 1.73 2.082 2.071 
2.5 104 0.97 1.02 3.245 3.331 
1.67  0.49 0.50 5.395 5.826 
5.0  9.93 10.15 3.786 3.825 
2.5 105 8.10 8.38 4.861 5.080 
1.67  5.10 5.10 6.214 6.212 
5.0  20.98 25.35 6.106 6.107 
2.5 106 24.13 24.07 8.898 9.374 
1.67  20.46 21.30 12.000 11.620 
 
5.2.6 Global circulation 
The angular direction of o0  and o180  are two special cases in the eccentric annulus. It 
can be seen from Figs 5.5 and 5.6 that the flow and thermal fields are symmetric about 
the vertical line connecting the centers of both cylinders. The inner cylinder is always 
surrounded by a thermal boundary layer while the presence of a boundary layer on the 
outer cylinder depends on the inner cylinder position. When the inner cylinder is near the 
bottom of the cavity, the stagnant area reduces to its minimum. When the inner cylinder 
is moved near the top, there is no boundary layer on the bottom portion of the outer 
cylinder. Two eddies are found to be symmetric in the physical domain. The flow and 
thermal fields are symmetrical. The so-called global circulation does not exist at different 
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eccentricities in these two cases. Global circulation gets its name from the existence of 
circulating flow that goes around the inner cylinder. For other angular positions, global 
circulation flow occurs for all eccentricities. This can be observed in Table 5.5, which 
shows the stream function value on the inner cylinder wall, wallψ . It is noted that when 
the global circulation flow occurs, wallψ  is not zero. The development or occurrence of 
global circulation flow is probably due to imbalance of the buoyant forces in the left and 
right halves of the box. Noting that the flow in the fields is only driven by the buoyant 
force, as a result of the imbalance, the flows in the two halves have the tendency to 
intermingle. Some exchange of fluid between the left and right eddies occurs near the 
inner cylinder. This results in a small net circulation of the flow around the inner 
cylinder. 
 
Table 5.5 Numerical results in the eccentric annulus with 5103×=Ra  and 6.2=rr  
0ϕ  ε  maxψ  wallψ  Nu  
 0.00 15.63 <10-4 6.52 
0o 0.25 18.67 <10-4 6.75 
 0.50 21.43 <10-4 6.98 
 0.75 24.07 <10-4 7.95 
 0.95 24.57 <10-4 11.71 
     
45o 0.25 18.84 0.11 6.90 
 0.50 19.75 0.47 6.92 
 0.75 20.65 1.46 7.06 
 0.95 21.68 1.80 7.61 
     
90o 0.25 17.15 -0.15 6.73 
 0.50 18.77 1.64 6.72 
 0.75 16.83 1.05 7.40 
 0.95 16.51 0.03 11.15 
     
135o 0.25 15.56 0.12 6.48 
 0.50 14.60 0.84 6.25 
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 0.75 13.94 1.25 6.23 
 0.95 12.96 0.93 6.45 
     
180o 0.25 12.55 <10-4 7.05 
 0.50 11.32 <10-4 6.17 
 0.75 10.26 <10-4 6.90 






Figure 5.5 Streamlines and isotherms for 5103×=Ra , 6.2=rr , and 00 0=ϕ  
 




Figure 5.6 Streamlines and isotherms for 5103×=Ra , 6.2=rr , and 00 180=ϕ  
 
5.2.7 Analysis of flow and thermal fields 
Analysis of flow and thermal fields is made at different angular position 0ϕ . The 
computational results of maxψ , wallψ  and Nu  are listed in Table 5.5. The streamlines and 
isotherms are shown in Figs 5.5-5.9 for different angular positions. 
 
For 00 0=ϕ  as shown in Fig 5.5, the flow and thermal fields are symmetric since the 
geometry is symmetric along the vertical line. The flow fields show explicitly that the 
two centers of the two symmetric eddies on the left-hand and right-hand side move closer 
with eccentricity. The stagnant area under the inner cylinder decreases with increase of 
eccentricity but still exists at the two bottom corners of the square. A large plume exists 
in the thermal fields in large gap above the inner cylinder, which creates a thinner thermal 
boundary layer on top of the square cylinder. The thermal plume is stretched as the 
eccentricity increases. This is because the larger space is available for the natural 
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convection to occur when the eccentricity increases, and the two vortices increase their 
sizes towards the center of the square outer cylinder. The maximum value of the stream 
function increases from 15.63 for the concentric case to 24.57 for 95.0=ε  (Table 5.5).  
 
For 00 180=ϕ  as shown in Fig. 5.6, the flow and thermal fields are symmetric since the 
geometry is symmetric along the vertical line. The maximum value of stream function 
decreases with eccentricity considerably, from 25.63 for the concentric case to 9.19 for 
95.0=ε  (Table 5.5). For the case with 25.0=ε , two additional eddies are found above 
the inner cylinder. The appearance of this phenomenon may be due to intensive natural 
convection caused by strong temperature gradient in this area. The natural convention is 
so intensive that it separates two additional eddies from the original ones of both left and 
right sides. Two plumes appear in the thermal field on top of the inner cylinder with 
about 400 from the vertical centerline, and a third plume appears above top of the inner 
cylinder with reverse direction. The two additional eddies on top of the inner cylinder 
cause the formation of the third plume to appear in the reverse direction. For the case 
with 75.0=ε , the two plumes become weak. The third plume that occurs in the reverse 
direction disappears. This is probably due to the fact that the increased eccentricity 
reduces the space above the top of the inner cylinder, and finally the space is so small that 
it cannot maintain the two additional eddies. The average Nusselt number increases 
slightly from 6.52 for the concentric case to 7.05 for the case with 25.0=ε , and then 
decrease slightly to the minimum 6.17 at 50.0=ε . It increases again to reach 6.90 for the 
case of 75.0=ε , and then increases substantially for the case of 95.0=ε . The slight 
change of average Nusselt number indicates the small variation of the total heat transfer 
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that takes place between the inner and outer cylinders. For the case with 95.0=ε , the 
jump of average Nusselt number implies that the heat conduction begins to play a more 
important role in the total heat transfer as the eccentricity increases. Due to the upward 
buoyant-force direction a large portion of stagnant area below the inner circular cylinder 
also increases with the eccentricity.  
 
For 00 45=ϕ  as shown in Fig. 5.7, the eddy on the LHS in the flow expands in size due 
to the increasing space, with the center of the eddy moving downwards. The thermal 
plume tends to incline to the left from the vertical line as the eccentricity increases. The 
eddy on the RHS remains the similar size but shifts above the inner cylinder. The 
increasing eccentricity allows larger space for the eddy on the RHS, but the increasing 
eddy on the LHS limits the space for the eddy on the RHS. It is the balance between the 
two eddies that make the thermal plumes above the top of the inner cylinder shift from 
the vertical line to the left. The maximum value of stream function increases from 15.63 
for the concentric case to 21.68 for the case with 95.0=ε . The average Nusselt number 
remains almost unchanged except for the case with 95.0=ε . The stagnant area decreases 
with eccentricity. 
 
For 00 90=ϕ  as shown in Fig. 5.8, the eddy on the LHS in the flow expands in size due 
to the increasing space. This case is similar to that for 00 45=ϕ  except that the eddy on 
the RHS explicitly separates into two small eddies, above and below the inner cylinder 
respectively, with the increasing eccentricity. The maximum value of stream function is 
about the same level at different eccentricity, but the average Nusselt number increases 
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greatly for the case of 95.0=ε , where the inner cylinder is very close to the wall of the 
outer cylinder.  
 
For 00 135=ϕ  as shown in Fig. 5.9, the eddy on the RHS finally separates into two with 
increasing eccentricity due to the reduced space. The maximum value of stream function 
decreases slightly from 6.52 for the concentric case to the minimum value of 6.23 for the 
case of 75.0=ε , and then increases slightly to 6.45 for 95.0=ε . The plume above the 
top of the inner cylinder increases from one to two due to the decreased space with 































Figure 5.9 Streamlines and isotherms for 5103×=Ra , 6.2=rr , and 00 135=ϕ  
 
                                              Chapter 5 Applications to Steady Incompressible Flows  119
5.3 Three-dimensional Lid-Driven Cavity Flow 
In this section, the incompressible lid-driven cavity flow with Reynolds numbers of 100, 
400, and 1000 are numerically studied to investigate the performance of local RBF-DQ 
method in the three-dimensional flow applications.  
 
Up to date, significant progress has been made in the study of RBFs-based numerical 
methods. However, as a PDE solver, it is still in the preliminary stage. Most of the 
current studies on the methods concentrate on understanding the properties of RBFs and 
solving model partial differential equations. Further development of RBFs-based methods 
is necessary to revise them applicable to the practical applications. The appearance of 
Local Multiquadrics-based Differential Quadrature (LMQDQ) method (Shu et al. 2003) 
presents such a development. In the previous section, LMQDQ method has been 
successfully applied to solve natural convection problems, in which two-dimensional 
incompressible Navier-Stokes equations in the stream function-vorticity form were 
chosen as the governing equations. It has demonstrated that LMQDQ is an accurate, 
robust and easy-to-use numerical method. 
 
The vorticity-stream function formulation has been widely used in the two-dimensional 
simulation. It has the following advantages: the pressure term in the momentum 
equations is removed so that the difficulty related to the velocity-pressure coupling is 
eliminated; and the number of the dependent variables is reduced from 3 to 2. However, 
it is difficult to extend it to three-dimensional cases due to the definition of stream 
function. That is why, in general, Navier-Stokes equations in terms of primitive-variables 
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are considered for the three-dimensional cases. Though the extension of the LMQDQ 
method to the three-dimensional derivative approximation is quite straightforward, 
practical applications are required to prove its capability for the three-dimensional flow 
simulation. This motivates the present study. In the study, the time integration of the 
Navier-Stokes equations in the primitive variable form is carried out by means of the 
fractional step procedure, in which the momentum equations and the Poisson equation for 
pressure are solved separately at each time step.  
 
5.3.1 Fractional Step Method 
The LMQDQ method provides an interesting and effective way to discretize the 
differential operators in the partial differential equations. However, to solve the Navier-
Stokes equations in primitive-variable form, special splitting technique is still required to 
deal with the difficulties arising from lack of an independent equation for the pressure, 
whose gradient contributes to the momentum equations. In this study, fractional step 
method is adopted to do the job. 
 
Considering an unsteady, viscous, incompressible flow, the non-dimensional governing 
equations in terms of the primitive variables can be written as 





    (5.24) 
Continuity equation:  0=⋅∇ u       (5.25) 
where Re denotes the Reynolds number, defined as 
ν
UL=Re  
                                              Chapter 5 Applications to Steady Incompressible Flows  121
where L is the reference length, U the reference velocity and ν  the kinematic viscosity. 
Solution of above Navier-Stokes equations confronts difficulties like the lack of an 
independent equation for the pressure and nonexistence of a dominant variable in the 
continuity equation. One way to circumvent these difficulties is to uncouple the pressure 
computation from the momentum equations and then construct a pressure field so as to 
enforce the satisfaction of the continuity equation. This method is so-called projection 
method or fractional step method, which is originally suggested by Chorin (1968). 
Fractional step algorithm has achieved great successes in the fields of fluid flow with 
traditional discretization methods such as FD, FV and FE methods. In this work, we use it 
in the LMQDQ simulation of incompressible flow problems, for example, the three-
dimensional lid-driven cavity flow. In the following, the fractional step method employed 
in the present work is described in details. 
 
In this work, a two step fractional step formulation is applied for 3-D N-S equations with 
a collocated/non-staggered arrangement. In this time-stepping scheme, the solution is 
advanced from time level “n” to “n+1” through a predicting advection-diffusion step 
where pressure term is dropped from the momentum equations. In the advection-diffusion 
equations, convective and diffusive terms are discretized by using Adam-Bashforth 
scheme and Crank-Nicolson scheme, respectively. It is known that the implicit treatment 
of diffusion term eliminates the viscous stability constraint which can be quite severe in 
numerical computations of viscous flow. 
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For a time increment nn ttt −=∆ +1 , the algorithm of fractional step method consists of 
two steps: Firstly, an intermediate velocity ∗u  is predicted by the advection-diffusion 
equation, which drops the pressure term. That is, for each interior node in the domain, the 












3 1     (5.26) 
where H denotes the discrete advection operator, L the discrete Laplace operator. 
Superscript n-1, n and n+1 denote the time levels. Secondly, the complete velocity u at 








uu         (5.27) 
where G is the discrete gradient operator. The final velocity field is subject to the 
continuity constraint given by 
01 =+nDu          (5.28) 
where D is the discrete divergence operator. Substituting Eqn. (5.28) into Eqn. (5.27) 
leads to the following Poisson equation for pressure 
)(11 ∗+ ∆= uDtLp
n            (5.29) 
Finally, the velocity 1+nu  is updated by the solution of pressure equation (5.29). It is 
noted that all the discrete operators mentioned above are discretized by the LMQDQ 
method. 
 
An alternative form of the factional step algorithm is the use of the known pressure field 
in the prediction of the intermediate velocity. Thus, pressure difference instead of the 
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complete pressure field is computed to correct the velocity. However, as has been 
observed by Meling et al. (1992), the removal of the pressure term in equation (5.26) 
enjoys its benefit, for example, the ability of restraining the occurrence of spurious 
pressure modes. 
 
5.3.2 Geometry configuration and physical boundary conditions 
Three-dimensional, laminar, incompressible lid-driven flow in a cubic cavity is the 
subject of present study. Lid-driven cavity flow, as a standard model problem for testing 
and evaluating new numerical techniques, has been well studied. The flow pattern inside 
the cubic cavity includes several standing vortices, whose characteristics are dominated 
by the Reynolds numbers. The geometry for the three-dimensional lid-driven cavity flow 
considered in this study is shown in Fig.5.10. The physical boundaries are defined as 







Figure 5.10 Geometry of lid-driven flow in a cubic cavity 
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The physical boundary conditions of the problem are specified as 
 u = 0, v = 0, w = 0  on zys − , x = 0 and 1  (5.30a) 
 u = 1, v = 0, w = 0  on zxs − , y = 1                  (5.30b) 
 u = 0, v = 0, w = 0  on  zxs − , y = 0                   (5.30c) 
 u = 0, v = 0, w = 0  on yxs − , z = 0 and 1               (5.30d) 
Some other boundary conditions are worthy of special attention. One of them is the 
enforcement of continuity equation on the solid boundary. As mentioned earlier, 
LMQDQ discretization is implemented on the non-staggered grid, so in above process the 
continuity equation on the solid boundary is not automatically satisfied as finite volume 
method on staggered grid. On the other hand, the satisfaction of continuity equation on 
the boundary is critical for our numerical simulation. If this condition is not satisfied, it 
implies that the boundary is porous and there exists mass flux flow in or flow out through 
the boundary. This situation means the change of the physical problem. To avoid such a 





nu                                        (5.31) 
where n is the normal direction to the boundary surface. 
For the specified driven-cavity case in this study, boundary condition (5.31) can be 








v , at 10,10,1,0 ≤≤≤≤= zxy  (5.32b) 




w , at 10,10,1,0 <<≤≤= yxz  (5.32c) 
For generality, the implementation of above boundary condition is carried out by using 
the locally orthogonal grid. (See Section 4.2.5) Thus, the above Neumann boundary 
condition can be discretized by one-side finite difference scheme and used to update the 
corresponding velocity at immediate interior point of the boundary node, since the 
velocity on the boundary is known and fixed. This kind of updating of velocity takes 
place after all velocity at interior nodes has been corrected by including the pressure field.  
 
The other concerns are the boundary conditions for pressure Poisson equation and 
intermediate velocity. In general, there is no explicit boundary condition for pressure on 
the solid surface. However, it can be derived from the momentum equations at the 
boundary node. For the present case, the pressure gradient normal to the boundary at the 

































∂ , at 10,10,1,0 <<≤≤= yxz  (5.33c) 
It is known that the absolute pressure is of no significance in an incompressible flow. 
Only the gradient of the pressure affects the flow. But for the solution of pressure 
equation (Poisson equation) with all Neumann boundary conditions, a reference pressure 
is required to make the system well-posed. Therefore, we set pressure value being zero at 
the center of the lower surface (x = 0.5, y = 0.0, z = 0.5).  
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Appropriate boundary condition for the intermediate velocity is another challenging issue 
in the fractional step method. In the practical numerical simulation, only the boundary 
condition for the velocity filed is presented. There is no direct condition for the 
intermediate velocity. For simplicity and convenience, velocity boundary conditions are 
accepted for the intermediate velocity regardless of the difference between the physical 
and intermediate velocity. However, inappropriate setting of boundary conditions for the 
intermediate velocity may lead to inconsistent numerical solution. To improve this 
condition, Kim and Moin (1985) derived a boundary condition for the intermediate 
velocity field with stationary solid boundaries that removes the error mentioned above. 
That is 
ptn ∇∆+= +∗ 1uu         (5.34) 
This idea has been validated on the staggered grids by Kim and Moin (1985). Accounting 
to its significant success, it was also adopted in the present study to solve the driven 
cavity flow problem. But, the present computation was carried on the collocated “grid”.  
 
5.3.3 Solution procedure and comparison of numerical results 
In this work, our purpose is to examine the performance of the LMQDQ method in the 
large-scale computation of fluid mechanics. Based on time-dependent algorithm 
discussed in the previous section, the numerical simulation of the 3D lid-driven flow in a 
cubic cavity with Reynolds numbers of 100, 400 and 1000 are carried out. For 
convenience, all the nodes in the domain are generated by means of non-uniform grids. 
The mesh point distribution in three directions is taken the same, and chosen as  




















ππ , i=1, 2,..., N     (5.35) 
where N is the number of grid points along one mesh-line. All the spatial derivatives in 
the governing equations are discretized by the LMQDQ method at interior nodes in the 
domain. The initial values for all the variables at the interior points are set to zero. The 
solution of unsteady Navier-Stokes equations advances in time until a steady state 
resolution is reached. Since we use time marching method, the continuity equation or 
pressure Poisson equation does not have to be strictly converged within each time step. 
The pressure Poisson equation solved by Successive Over-Relaxation (SOR) method is 
considered being satisfied when the amplitude of residual is reduced to 1 percent of its 
original value. Then computation goes to next time level. For the convergence criterion 
of steady flow, L2 norm of velocity difference between the new and old time levels, 
i.e. nn uu −+1 , is set to be less than 410− . Numerical simulations were conducted with 
Reynolds numbers, Re=100, 400 and 1000 on the meshes of 41×41×41, 41×41×41, 
49×49×49, respectively. For all the numerical experiments carried out, the number of 
supporting points is fixed as 16 and the free shape parameter in the MQ RBFs is set to 4.3, 
unless otherwise stated. As the nodes are non-uniformly distributed, the supporting 
region for each reference node could be different. 
 
In order to examine the performance of LMQDQ method, the following profiles were 
computed: u-velocity along the vertical centerline in the plane of z = 0.5. Since there is 
no available analytical expression for the solution, the numerical solutions of previous 
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literature are adopted as references to validate the present results. The lid-driven flow in a 
cubic cavity has been studied by mesh-based methods and reported by Ku et al (1987), 
Jiang et al (1994) and others (Tang 1995, Fujima 1994). Among them, the numerical 
results given by Ku (1987) were obtained by using pseudospectral method, and Jiang’s 
results (1994) by least-square finite element method. The computed results of the present 
method are compared with those of Ku (1987) and Jiang (1994). The velocity profiles of 
u component along the vertical centerline and v component along the horizontal 
centerline of the plane z = 0.5 are plotted in Figs. 5.11(a)-5.11(c) for Re = 100, 400 and 
1000, respectively. It can be seen that the velocity profiles agree very well with those of 
Ku et al (1987) and Jiang et al (1994). It indicates that the mesh-free LMQDQ method 
can achieve solution of equivalent accuracy as the mesh-based method with the similar 
mesh size. The detailed numerical solutions for u-velocity and v-velocity are also listed in 
Table 5.6 & 5.7.  
 
Table 5.6 Velocity profiles for u component for Re=100,400, and 1000 along the vertical 




100 400 1000 
0.00 0.000 0.000 0.000 
0.04 -0.028 -0.070 -0.161 
0.08 -0.052 -0.125 -0.236 
0.12 -0.073 -0.168 -0.258 
0.16 -0.092 -0.201 -0.244 
0.20 -0.112 -0.223 -0.204 
0.24 -0.130 -0.231 -0.156 
0.28 -0.148 -0.225 -0.112 
0.32 -0.166 -0.205 -0.075 
0.36 -0.181 -0.176 -0.047 
0.40 -0.194 -0.141 -0.025 
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0.44 -0.202 -0.105 -0.008 
0.48 -0.205 -0.071 0.004 
0.52 -0.202 -0.041 0.016 
0.56 -0.191 -0.014 0.026 
0.60 -0.173 0.009 0.035 
0.64 -0.147 0.030 0.044 
0.68 -0.113 0.048 0.054 
0.72 -0.071 0.065 0.064 
0.76 -0.019 0.082 0.074 
0.80 0.048 0.100 0.086 
0.84 0.140 0.122 0.101 
0.88 0.270 0.159 0.119 
0.92 0.456 0.254 0.156 
0.96 0.707 0.511 0.330 
1.00 1.000 1.000 1.000 
 
 
Table 5.7 Velocity profiles for v component for Re=100,400, and 1000 along the 
horizontal centerline of the plane z = 0.5 
 
Reynolds number x 
100 400 100 
0.00 0.000 0.000 0.000 
0.04 0.060 0.116 0.159 
0.08 0.103 0.177 0.219 
0.12 0.131 0.199 0.225 
0.16 0.145 0.200 0.208 
0.20 0.150 0.191 0.184 
0.24 0.147 0.179 0.159 
0.28 0.138 0.164 0.137 
0.32 0.124 0.149 0.117 
0.36 0.106 0.131 0.099 
0.40 0.084 0.113 0.083 
0.44 0.058 0.094 0.067 
0.48 0.029 0.074 0.052 
0.52 -0.004 0.051 0.037 
0.56 -0.040 0.025 0.022 
0.60 -0.079 -0.006 0.007 
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0.64 -0.121 -0.042 -0.009 
0.68 -0.163 -0.087 -0.027 
0.72 -0.201 -0.146 -0.048 
0.76 -0.231 -0.218 -0.081 
0.80 -0.246 -0.299 -0.137 
0.84 -0.240 -0.364 -0.234 
0.88 -0.209 -0.371 -0.364 
0.92 -0.153 -0.283 -0.414 
0.96 -0.080 -0.137 -0.245 
1.00 0.000 0.000 0.000 
 
For the purpose of flow visualization, solutions are interpolated onto a rectangular grid of 
51×51. Functional values on the rectangular grid are obtained by applying Radial basis 
function approximation from the nearest node. The use of MQ-RBF interpolation does 
not affect the accuracy of numerical results since the LMQDQ method is also based on 
the MQ-RBFs. To show the patterns of the flow field, three centroidal planes of the cube, 
which are located at x = 0.5, y = 0.5 and z = 0.5, respectively, are chosen.  Two-
dimensional planar projections of the velocity vector field at Re=100, 400 and 1000 on 
the three planes are shown in Figs. 5.12-5.14. These figures illustrate the changing of 
flow patterns as Reynolds number varies from different viewing angles. It can be 
observed from the flow pattern in the plane of z = 0.5 (Fig. 5.14) that the axis of the 
primary vortex starts in the upper right half region, then gradually moves towards the 
cube center as the Reynolds number increases. The flow also demonstrates strong three-
dimensional characteristic. From the distribution of velocity vectors (Fig. 5.12, 5.13) in 
the planes of x=0.5 and y=0.5, it can be seen that secondary vortices move sidewards in 
the y-direction and upwards in the z-direction as the Reynolds number increases. Similar 
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flow patterns for Re=100, 400 and 1000 were also observed and reported by Jiang et al. 
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Figure 5.11 Comparison of u-velocity Distribution along the vertical centerline of cubic 
cavity (u-y) 
 
      
(a) Re=100 
      
(b) Re=400 
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(c) Re=1000 
Figure 5.12 Flow pattern and pressure Contours on Mid-Planes at x = 0.5 
 
      
(a) Re=100 
      
(b) Re=400 
      
(c) Re=1000 
Figure 5.13 Flow pattern and pressure Contours on Mid-Planes at y = 0.5 
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(a) Re=100 
 
     
(b) Re=400 
     
(c) Re=1000 
Figure 5.14 Flow pattern and pressure Contours on Mid-Planes at z = 0.5 
 
5.4 Concluding remarks 
In this chapter, LSFD and LMQDQ methods are employed to study the steady 
incompressible flow problems. The governing equations are the non-dimensional 
incompressible Navier-stokes equations in the stream function-vorticity form for two-
dimensional cases, and in the primitive-variable form for three-dimensional cases. For the 
                                              Chapter 5 Applications to Steady Incompressible Flows  135
natural convection problems, energy equation is introduced and coupled with N-S 
equations, to simulate the variation of thermal field and buoyancy force. The numerical 
results are compared with benchmark solutions and show good agreement, which validate 
the two mesh-free methods. In addition, these numerical experiments also demonstrate 
the flexibility of the methods, and great power in dealing with CFD problems with 
complex geometry. The success of simulating three-dimensional cases proves their 
applicability to the large-scale simulation of computational fluid dynamics (CFD), and 
indicates the promising future of mesh-free methods in the industrial applications. 
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CHAPTER 6  
Applications to Unsteady Incompressible Flows 
 
In this chapter, the two mesh-free schemes proposed in the previous chapters, i.e., Least 
Square-based Finite Difference (LSFD) and Local Radial Basis Function-based 
Differential Quadrature (LRBFDQ), are applied to numerically study the unsteady 
incompressible flow. Specifically, they are used to simulate the flow field around two 
circular cylinders, which are arranged in side-by-side, tandem and staggered 
configurations. For each configuration, various geometrical arrangements are considered, 
in order to reveal the different flow regimes characterized by the gap between the two 
cylinders. The flow simulations are carried out in the low Reynolds number range, that is, 
Re=100 and 200.  
 
6. 1 Review of study for flow around circular cylinders 
The studies of flow around one or arrays of circular cylinders are of practical importance 
in engineering. In many areas of engineering, circular cylinders form the basic 
component of structures, for example, heat exchange tubes, cooling systems for nuclear 
power plants, offshore structures, cooling towers, chimney stacks and transmission 
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cables, etc. The engineering structures mentioned above are exposed to either air or water 
flow, and therefore they experience flow-induced vibration, which could lead to the 
structure failure under severe conditions. To avoid the situation mentioned above and 
improve structure design, it is necessary for engineers to understand the details of the 
fluid-structure interaction, and possess the ability to predict the force and response of the 
cylinder-like structures. Fortunately, the knowledge concerned can be enriched by the 
experimental and numerical simulation.  
 
In the past decades the flow around one cylinder has been well studied. Nowadays it has 
been considered as a classical case for validating new numerical scheme. It is known that 
flow field around one cylinder demonstrates a broad class of patterns. Depending on the 
variety of Reynolds numbers, it can be either steady or unsteady flow. From the 
viewpoint of geometrical configuration, flow around two cylinders can be considered as 
an extension of one isolated cylinder. However, the corresponding problem is much more 
complicated. That is because a dynamic interaction between the shed vortices, shear 
layers and Karman vortex streets appears in the wake behind the cylinders. Consequently, 
the wake behavior is quite different from that behind one isolated circular cylinder. Due 
to the abundance of interesting flow features, flow past a pair of circular cylinders attracts 
much research attention in the past few decades. 
 
6.1.1 Experimental study of flow around two circular cylinders 
The geometrical configurations of two circular cylinders, in general, can be classified as 
side-by-side, tandem, and staggered arrangements with respect to the direction of the free 
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stream flow. They have been studied experimentally or numerically by many researchers 
in the past. Among the experimental studies, Bearman et al. (1973) used flow-
visualization methods to investigate the evolution of flow interference behind two side-
by-side circular cylinders, and provided some physical analysis and explanations of their 
experimental results. The wake evolution behind two side-by-side cylinders was also 
experimentally studied by Williamson (1985). His studies focused on the flows in the low 
Reynolds number range (50 to 200). He observed that for a certain range of the gap the 
wake behind the side-by-side cylinders showed synchronized behavior, i.e., anti-phase or 
in-phase. The early experimental studies of flow around two circular cylinders were 
reviewed by Zdravkovich (1977), especially in the high Reynolds number range (103 to 
105). He classified a variety of the flow regimes by the geometrical arrangements of 
cylinders.  
 
6.1.2 Numerical study of flow around two circular cylinders 
With the advent and rapid development of computer technology, the flow around two 
circular cylinders is also investigated numerically. Stansby (1981) studied the flow 
around two circular cylinders in side-by-side arrangement within the high Re number 
range using an inviscid discrete-vortex method. His numerical results grossly reproduce 
the flow features found in experiments. The flows around two side-by-side circular 
cylinders at Re=100 were studied by Chang & Song (1990) using a mixed finite 
element/finite difference method. Their computation confirmed the existence of 
symmetric and asymmetric wake patterns observed in previous experiments. Slaouti and 
Stanby (1992) used random vortex method to model two-dimensional laminar flows 
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around two circular cylinders at Re=200 in tandem and side by side arrangements. They 
showed that laminar flow computation can be of some help on the prediction of the large-
scale structures of flow at higher Reynolds numbers. Mittal et al. (1997) employed a 
stabilized finite element scheme to study the flow around two circular cylinders at 
Reynolds numbers of Re=100 and 1000 in tandem and staggered arrangements. Their 
study mainly focused on the variation of force coefficients of the two cylinders, and 
found that the downstream cylinder experiences large unsteady force as compared with 
one isolated cylinder. More recently, Meneghint and Saltara (2001) used finite element 
method to investigate the flow interference between two cylinders in tandem and side-by-
side arrangements at Reynolds number of Re=200. They provided the vorticity contours 
and the evolution history of lift and drag coefficients, and observed that in the tandem 
arrangement the mean value of drag coefficient of downstream cylinder changes from 
negative to positive when the gap between two cylinder centers is greater than three times 
of the cylinder diameter. 
 
In the previous numerical studies of flow around two circular cylinders, most of the 
simulations employed mesh-based methods, for example, finite difference, finite element 
or their mixture, and random vortex. Although the discrete vortex method used by 
Stansby (1981) does not require a mesh, however, its computation is based on a potential 
flow. In other words, this method is only suitable for the flow simulation in the high 
Reynolds number range. In general, mesh-based methods need to employ grid generation 
techniques such as multi-block, coordinate transformation or patched co-ordinates, and 
build up data structure to store detailed elemental information comprising all node-based 
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or element-based connectivity. As a consequence, the accuracy of numerical solution 
depends strongly on the mesh properties. On the other hand, the construction of body-
fitting meshes and transformation of governing equations are usually tedious and 
problem-dependent. That is why we are looking for a mesh-free study of cylinder flow 
problem. As has been discussed in Chapter 4, the implementation of node generation for 
mesh-free method can greatly reduce the human labor and computer time cost as 
compared with those on the grid generation.  
 
6. 2 Scope and objective of cylinder flow study 
In this chapter, we provide our numerical solutions for the flows past two cylinders in the 
side-by-side, tandem and staggered arrangements at Reynolds numbers of 100 and 200. 
For each arrangement, cylinders are placed apart with various gaps between two cylinder 
centers. It is already known that wake interference behind two cylinders is highly 
influenced by the gap between the cylinders, and there exists so-called critical gap, which 
is used to classify the flow patterns behind the cylinder into several categories. Based on 
the experimental observation, a range of flow regimes characterized by critical gap has 
been found by Williamson (1985) and by Zdravkovich (1977). Williamson found three 
flow patterns characterized for the side-by-side arrangement, i.e., L<2.2D, 2.2D<L<5D, 
L>5D. Zdravkovich reported that three flow regimes can be observed for the cylinders 
placed in tandem: L<1.2-1.8D, 1.2-1.8D<L<3.4-3.8D and L>4D. As suggested by 
experiments, these critical gaps may vary in a certain range, which depends on the 
Reynolds number. In the present study, numerical simulations are performed for the cases 
with transverse gaps of 1.5D, 3D, and 4D in side-by-side arrangement, and the cases with 
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longitude gaps of 2.5D and 5.5D in tandem arrangement. Our objective is, firstly, to 
confirm the earlier experimental findings on interactive vortex shedding and provide 
quantitative analysis of the flow field around two cylinders in the low Reynolds number 
range, and secondly to examine the performance of the mesh-free methods (LSFD and 
LMQDQ) in the simulation of such tough and complex flow problems. In order to get 
better understanding of the wake interference around the two cylinders, the flow past one 
single cylinder is also simulated and the solution is taken as a reference to flow past two 
cylinders. To illustrate the detailed fluid structures near the wake region behind the two 
circular cylinders, numerical visualization are presented in the form of vorticity contours 
and streamlines. 
 
6. 3 Governing equations, boundary and initial conditions 
6.3.1 Governing equations for unsteady incompressible flow 
In the present study of flow around two circular cylinders, the flow is assumed to be 
viscous, laminar and incompressible. As discussed in Section 4.3, the governing 
equations are the two-dimensional, time-dependent Navier-Stokes equations and 
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where ψ  denotes stream function, ω  represents vorticity, and u, v denote the 
components of velocity in the x and y direction, which can be calculated from the stream 
function. 
 
An explicit solution scheme is developed to solve the above stream function-vorticity 
formulation. In the scheme, mesh-free method is responsible for the discretization of 
spatial derivatives and temporal discretization is based on an explicit Runge-Kutta 
method (The explicit Runge-Kutta temporal discretization method has been discussed in 
Section 4. 2.2). Then, with proper implementation of boundary and initial conditions, the 
resultant algebraic equations are then solved in a time-marching manner.  
 
6.3.2 Boundary conditions 
The geometry of flow domain and boundary conditions are depicted in Fig 6.1. The 
configuration of the two cylinders with equal diameter D, is defined by two parameters: 
the longitude gap L and transverse gap T. It is assumed that the two cylinders are 
immersed in steady free stream flow of velocity U, which is equivalent to impose the 
boundary condition for stream function with yU ⋅=ψ  and vorticity with 0=ω . The top 
and bottom boundaries are located at a transversal distance of sixteen times of the 
cylinder diameter to the center of the nearest cylinder, which are expected far enough to 
be the far-field. The out-flow boundary is extended to a distance of 25 times of the 
cylinder diameter downstream from the rear of the cylinder. The corresponding boundary 
condition is imposed in such a manner that it does not influence the vortices formed in 
the near wake of the cylinder, which is of the form 





At the surface of the cylinder, the non-slip boundary condition applies, i.e. the velocity of 
the fluid is equal to the cylinder velocity, zero. Therefore, the stream-function must 






There is no explicit boundary condition available for vorticity ω  at the surface of 
cylinder, and it can be directly computed from the stream-function. 
 
6.3.3 Initial conditions 
In all the cases, since the computations for the flow variables are carried out in a time-
marching manner, an initial condition must be appropriately given. An asymmetrical 
initial flow field, which serves as an artificial initiator for the numerical simulation, is 
provided by, 
( ) ( )22 cc yyxx −+−=ψ  (6.5)
where cx  and cy  are the position of the center of closest cylinder in the x and y 
coordinates, respectively. The initial values of vorticity in the domain are all set to zero. 
If the Reynolds numbers are less than some critical value, the introduced perturbation 
will be gradually dissipated by viscosity. If the Reynolds numbers are greater than the 
critical value, the introduced perturbation will trigger the vortex shedding process. For 
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the cases of flow past two cylinders, the critical value of Reynolds numbers depends on 
the arrangements and the gaps of two cylinders. 
 
6. 4 Numerical solutions for flow around two circular cylinders 
In this study, mesh-free methods are applied to simulate flows around two circular 
cylinders within the low Reynolds number range, i.e., Re=100 and 200. Unless otherwise 
mentioned, the LSFD scheme implemented for the spatial discretization is the 2nd order 
accurate for the second-order derivative approximation and the 3rd order accurate for the 
first-order derivative approximation. For each node inside the domain, sixteen supporting 
points are employed to do the spatial discretization. To confirm the experimental 
observations, it is necessary to visualize the computational solution and provide the 
details of the flow in the wake region. Therefore, streamlines and vorticity contours are 
plotted as the flow visualization tools. Some flow parameters, which characterize the 
flow aspects such as lift and drag coefficients and Strouhal number, are also computed 





Figure 6.1 Geometrical description of flow past a pair of cylinders 
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6.4.1 Definition of flow parameters 
6.4.1.1 Lift and drag coefficients ( LC  & DC ) 
In the viscous flow, the temporal histories of lift and drag forces are determined from the 
pressure distribution and friction at the surface of the blunt body. For the cases of flow 
around circular cylinders, the drag and lift can be obtained from 
∫ −∂∂= θθµωωµ dnrrFL cos)(  
∫ −∂∂= θθµωωµ dnrrFD sin)(  
(6.6)
where r is the radius of the circular cylinder. 









= ρ  (6.7)
 
6.4.1.2 Strouhal number (St) 
The Strouhal number (St) is used as a measure of the oscillating fluid flow phenomenon 
in the wake region. It is defined by the following relation 
∞⋅= UDfSt s /  (6.8)
where sf  is the shedding frequency, D is cylinder diameter and ∞U  is the velocity of free 
stream. Since D  and ∞U  are non-dimensionalized as unity, St is therefore equivalent to 
the shedding frequency. 
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6.4.2 Side-by-side arrangement 
In side-by-side arrangement of two circular cylinders, numerical simulations have been 
performed for the cases with transverse gaps of T=1.5D, 3D, and 4D, respectively. The 
time step is set to the same value as in the one cylinder cases.  
 
6.4.2.1 Biased flow pattern 
Fig. 6.2 presents instantaneous vorticity contours and streamlines at two times for the 
flow around two cylinders with transverse gap of 1.5D at Re=200, and a total number of 
34293 nodes are used. Transverse gap of 1.5D is within the range of intermediate critical 
gap (1.1D<T<2.2D) observed by Zdravkovich (1977). One of the characteristic features 
observed for this flow regime is the occurrence of biased flow pattern. Bearmann and 
Wadcock (1973) and Williamson (1985) observed in experiments that the biased flow 
pattern is bistable, i.e., the narrow and wide wakes, and the direction of the gap flow, 
switch from one cylinder to the other. This phenomenon is successfully reproduced as 
observed from the plots of streamlines in Fig 6.2. Due to the similarity of flow pattern, 
the flow visualization is only provided for the flow at Re=200. In Figs. 6.3 and 6.4, the 
temporal histories of drag and lift coefficients are presented. From these figures, it can be 
observed that drag and lift coefficients exhibit irregular variation with time. It implies 
that the irregular vortex shedding occurs behind the pair of cylinders.  
 
When the gap between cylinders is larger than 2D, the occurrence of two synchronized 
Karman vortex streets are observed in the experiments for the side-by-side configuration 
(Zdravkovich 1977). Our numerical solutions for the transverse gaps of 3D and 4D (in 
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which a total number of 41526 and 43474 nodes are used, respectively.) clearly 
reproduce this phenomenon, and they can be seen in Figs. 6.5, 6.7 and 6.10, where the 
plots of instantaneous vorticity contours and streamlines are presented. The time 
evolutions of drag and lift coefficients are shown in Figs. 6.6, 6.8, 6.9 and 6.11. As 
shown in these figures, drag and lift coefficients synchronize variation with time, which 
also confirm the synchronized behavior of vortex shedding from the upper and lower 
cylinders. 
 
6.4.2.2 Synchronized Karman vortex streets 
In the previous observation in experiments (Bearman 1977), two types of synchronized 
Karman vortex streets have been reported: symmetric (anti-phase) and anti-symmetric 
(in-phase). Both phenomena are also observed in our numerical experiments. In most 
cases the flow behind two cylinders usually maintains anti-phase type of vortex streets. 
The only exception is the case of 3D gap at Re=100. In Fig. 6.5, the instantaneous 
streamlines and vorticity contours within one circle are provided. On the same “mesh” 
and with the same initial condition, the flow of 3D gap at Re=200 finally reaches an anti-
phase type of vortex shedding instead. The time histories of lift coefficients for the in-
phase and anti-phase vortex shedding are shown in Fig. 6.12. From the present numerical 
experiments, it is difficult to predict which type of flow pattern will occur or determine 
which type is more stable. Similar phenomenon has also been reported by Chang et al. 
(1990). However, from the comparison of time histories of lift coefficients shown in Fig. 
6.12, we can say that in-phase type of flow takes a much longer time to evolve into the 
final flow regime from the initial status as compared with its anti-phase counterpart.  
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6.4.2.3 Validation of flow parameters 
Table 6.1 lists the Strouhal number, mean value and amplitude of lift and drag 
coefficients of present results at Re=100 and 200. It can be observed that the mean value 
of lift coefficient is positive for the upper cylinder and negative for the lower cylinder. 
The reason may lie on the gap between the two cylinders which prevents the flow going 
through. Therefore, a high pressure field is formed in the area between two cylinders. 
From Table 6.1, it can also be observed that the flow parameters get closer to the solution 
of flow past one isolated cylinder as gap increasing. It indicates that less flow 
interference will be expected as the two cylinders are further apart. Table 6.2 presents our 
solutions and those of Meneghini et al. (2001) at Re=200. Table 6.3 gives the comparison 
between our results and those of Chang et al. (1990) at Re=100. From the comparison, it 
can be seen that our calculated Strouhal numbers and lift coefficients are in good 
agreement with previously published data. 
 
Table 6.1 Flow parameters for flow field around two side-by-side circular cylinder with 
Reynolds number Re=100 and 200 
Parameters 
Drag coefficient 
( DC ) 
Lift coefficient ( LC ) Strouhal number (St)
Reynolds number Re=100 Re=200 Re=100 Re=200 Re=100 Re=200 
One isolated cylinder 1.356   ±  0.010 
1.348   




± 0.659 0.166 0.196 
Upper 
cylinder 1.53 1.54 -0.46 -0.41 --- --- T=1.5D Lower 







-0.131   
± 0.253 
-0.104   






0.131   
± 0.253 
0.104   
± 0.866 0.182 0.215 









-0.058   








0.058   
± 0.762 0.184 0.211 
 
Table 6.2 Comparison of flow parameters for side-by-side cylinders with Reynolds 
number Re=200 
Parameters 
Mean value of drag 
coefficient ( DC ) 
Mean value of lift 
coefficient ( LC ) 
Strouhal number (St)
Results present Meneghini (2001) present 
Meneghi




cylinder 1.54 1.32 -0.41 -0.40 --- --- T=1.5D Lower 
cylinder 1.52 1.32 0.43 0.40 --- --- 
Upper 
cylinder 1.548 1.41 -0.104 -0.10 0.215 0.2 T=3D Lower 
cylinder 1.548 1.41 0.104 0.10 0.215 0.2 
Upper 
cylinder 1.481 1.34 -0.058 -0.05 0.211 0.2 T=4D Lower 
cylinder 1.481 1.34 0.058 0.05 0.211 0.2 
 




( DC ) 
Lift coefficient ( LC ) Strouhal number (St)











-0.131   
± 0.253 
-0.108 






0.131   
± 0.253 
0.108 
± 0.31 0.182 0.18 
 
6.4.3 Tandem arrangement 
In this section, numerical results pertaining to the flow past two cylinders in tandem are 
presented. In the present investigation, the two cylinders were arranged with streamwise 
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gaps of L=2.5D and 5.5D, respectively. Like the side-by-side arrangement, the time step 
is set to 0.005.  
 
6.4.3.1 Quasi-steady attachment 
The streamlines and vorticity contours for the configuration of L=2.5D at Re=100 are 
illustrated in Fig. 6.13, and a total number of 37327 nodes is used. It can be observed that 
the flow maintains a steady state though the Reynolds number is greater than the critical 
value for one isolated cylinder ( 49Re ≈ ). From the streamlines plotted in Fig. 6.13, we 
can also see that flow through the gap is restricted. Furthermore, the shear layer is 
separated from the inside surface of the upstream cylinder, and reattaches onto the outer 
surface of the downstream. This flow regime was classified by Zdrawkovich (1985) as 
the quasi-steady reattachment. The temporal behavior of lift coefficients for tandem 
cylinders of L=2.5D at Re=100 are presented in Fig. 6.14. It can be observed from Fig. 
6.13 that the amplitude of lift coefficients gradually decays as time advances, which 
reveals how the unsteady behavior initially stirred by artificial perturbation is gradually 
dissipated by viscosity. The flow field in the form of streamlines and vorticity contours 
for a higher Reynolds number (Re=200) is shown in Fig. 6.15. It can be seen that as the 
Reynolds number increases, the flow field behind the upstream cylinder remains steady, 
i.e., quasi-steady attachment, but it is not the case for the flow behind the downstream 
cylinder. The flow behind the downstream cylinder becomes unsteady at Re=200, and 
finally evolves into an oscillatory pattern with obvious periodicity. The instantaneous 
streamlines and vorticity contours within one complete circle are shown in Fig. 6.15. The 
corresponding drag and lift coefficients are shown in Fig. 6.16. It can be seen that the 
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drag coefficients of both upstream and downstream cylinders keep constant but the lift 
coefficients vary with time. 
 
6.4.3.2 “Lock-in” phenomenon between two cylinders 
When the gap between the two cylinders is increased from 2.5D to 5.5D, the flow pattern 
in the gap region has a distinct change. In Figs. 6.17 and 6.19, instantaneous streamlines 
and vorticity contours are shown for the flow fields at Re=100 and 200 in one complete 
circle, in which a total number of 42814 nodes is used. As observed from the streamline 
plots in Figs. 6.17 and 6.19, the flow patterns are completely different from those for the 
cases of L=2.5. The separated shear layer from the upstream cylinder no longer reattaches 
to the front of downstream cylinder. Instead, a Karman street is formed behind the 
upstream cylinder. From the vorticity contours, it is clear that vortex shedding from the 
downstream cylinder is highly disturbed by the impingement of the upstream vortex 
street. The temporal histories of drag and lift coefficients are shown in Figs. 6.18 and 
6.20. It can be seen that the lift coefficients of the upstream and downstream cylinders 
have the same frequency, and the synchronization occurs between the impingement flow 
and vortex shedding from the downstream cylinder. This “lock-in” phenomenon is 
consistent to the findings of Rockwell (1998) by experiments.  
 
6.4.3.3 Validation of flow parameters 
St number, mean value and amplitude of drag and lift coefficients of our numerical 
results are listed in Table 6.4. The results of flow past one isolated cylinder are also 
included in this table for comparison. It can be seen from Table 6.4 that when the gap 
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between two cylinders is extended to 5.5D, the flow parameters of upstream cylinder are 
very close to those of one isolated cylinder. But for the downstream cylinder, the solution 
difference with one isolated cylinder reflects the great influence of impingement flow on 
the flow field. Table 6.5 presents the comparison of flow parameters between our 
solutions and those of Mittal et al. (1997) at Re=100. Overall, our results show good 
agreement with those of Mittal et al. (1997). 
 
Table 6.4 Flow parameters for flow field around one circular cylinder with Reynolds 
number Re=100 and 200 
Parameters 
Drag coefficient 
( DC ) 
Lift coefficient ( LC ) Strouhal number (St)
Reynolds number Re=100 Re=200 Re=100 Re=200 Re=100 Re=200 






± 0.659 0.166 0.196 
Upstream 
cylinder 1.163 1.022 0.00 
0.00 
± 0.0018 --- 0.160 L=2.5D Downstrea
m cylinder -0.0895 -0.220 0.00 
0.00 










± 0.632 0.160 0.190 L=5.5D Downstrea
m cylinder 







± 1.820 0.160 0.190 
 




( DC ) 
Lift coefficient ( LC ) Strouhal number (St)






cylinder 1.163 1.271 0.0 0.0 --- --- L=2.5D Downstrea










± 0.403 0.160 0.168 L=5.5D Downstrea
m cylinder 
0.858   
± 0.125 





± 1.741 0.160 0.168 
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6.4.4 Staggered arrangement 
In the present investigation, the two staggered cylinders were arranged with streamwise 
gap of L=5.5D and transverse gap of T=0.7D. The used “meshes” are generated in a 
manner as described in Section 4.3.1. A typical node distribution is depicted in Fig 4.1. In 
this study, 43079 total nodes were put into the physical domain with a minimum “grid 
size” of 0.013. The time step is set to 0.01.  
 
This case is simulated by LMQDQ method instead of LSFD. Instantaneous vorticity 
contours and streamlines are shown in Fig. 6.21 for the flow field visualization at Re=100 
in one complete circle. It can be seen that a Karman vortex street is formed behind the 
upstream cylinder, and shed. It is clear that vortex shedding from the downstream 
cylinder is highly disturbed by the impingement of the upstream vortex street. 
Quantitative evaluation of the impingement effect can be viewed from the temporal 
histories of drag and lift coefficients, which are shown in Figs. 6.22. It can be seen that, 
the lift coefficients of the upstream and downstream cylinders vary in a synchronizing 
manner, which implies the synchronization between the impingement flow and vortex 
shedding from the downstream cylinder. The effect of staggered arrangement can be 
observed in the histories of drag coefficients. The drag coefficients of both cylinders can 
not maintain a SINE function, which is the case for one isolated cylinder. The mean 
values of drag coefficients are 1.306 and 0.790 for the upstream and downstream 
cylinders, respectively. Due to the synchronization of flow behavior, the upstream and 
downstream cylinders have the same Strouhal number value of 0.156. The instantaneous 
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vorticity contours and streamlines at Re=200 are shown in Fig. 6.23 for one complete 
circle. 
 
6.4.5 Effects of Reynolds number 
In the present studies, the numerical simulation is mainly carried out for the flow fields in 
the low Reynolds number range (i.e., Re=100 and 200). The flow fields within high Re 
range (103 to 105) has not been performed due to lack of a good turbulence model. 
However, present numerical investigation shows some flow characteristics related with 
the Reynolds number, for example, Strouhal number. Similar to the flow past one circular 
cylinder, the Strouhal number tends to decreases as Reynolds number increases, which 
means the vortex shed from the cylinders at a faster speed. From the comparison of 
numerical solutions related with different Reynolds numbers, we observed that 
significant Reynolds number effects are mostly seen for the tandem configuration of two 
cylinders in terms of qualitative assessment of the flow regimes. The side-by-side 
configuration, on the other hand, is generally insensitive to Reynolds number. While the 
Reynolds number increases from 100 to 200, the flow regimes behind two cylinders 
remain the same for each geometrical configuration in the side-by-side arrangement, but 
show a distinct change in the tandem arrangement, especially for the geometrical 
configuration of L=2.5D. The flow field behind the downstream cylinder develops from a 
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6.5 Concluding remarks 
In this chapter, the flow fields around two circular cylinders arranged in tandem and side-
by-side are numerically investigated by mesh-free methods (LSFD and LMQDQ). The 
numerical simulations are carried out in the low Reynolds number range (Re=100 and 
200). The visualization of the numerical solutions is realized in terms of instantaneous 
streamlines and vorticity contours. It shows that the computational solutions reproduce 
the various flow regimes observed experimentally. Some flow parameters such as St 
number, mean value and amplitude of drag and lift coefficients, which quantitatively 
characterize the flow fields, are provided, and compared well with those of previous 
studies.  
 
It should be emphasized that 43079 total nodes have been used in the LMQDQ 
simulation of flow around two staggered cylinders. It is known that for the RBF-based 
schemes, the problem of ill-conditioned global matrix become more and more serious 
when the nodes increase. It is almost impossible to employ very large number of nodes to 
solve a practical problem without very careful preconditioning. However, from the 
simulation of flow around two staggered cylinders, it is very clear that this problem is 
completely avoided in our numerical simulations, even with 43079 nodes.  
 
The successful simulation of the complex flow phenomenon around two circular 
cylinders demonstrates the robustness and flexibility of the two mesh-free methods. It 
indicates that the two proposed mesh-free methods have great potential for the industrial 
applications. 










(a) Non-dimensional time=195 
 
  
(b) Non-dimensional time=201 
 
Figure 6.2 Instantaneous vorticity contours and streamlines for flow past a pair of side-by-side 
cylinders (T=1.5D) at Re=200 
 
 


























































(3) CL1                                                              (4) CL2 
 
Figure 6.3 Time histories of drag (CD) and lift (CL) coefficients of flow past a pair of side-by-side 
































(1) CD1                                                              (2) CD2 
 




























(3) CL1                                                              (4) CL2 
 
Figure 6.4 Time histories of drag (CD) and lift (CL) coefficients of flow past a pair of side-by-side 
















Figure 6.5 Instantaneous vorticity contours and streamlines for flow past a pair of side-by-side 
















































































Figure 6.7 Instantaneous vorticity contours and streamlines for flow past two side-by-side cylinders 
(T=3D) at Re=200 in a circle 
 





































































































































Figure 6.10 Instantaneous vorticity contours and streamlines for flow past a pair of side-by-side 
cylinders (T=4D) at Re=200 in a circle 
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Figure 6.13 Instantaneous vorticity contours and streamlines for flow past a pair of tandem cylinders 













































Figure 6.15 Instantaneous vorticity contours and streamlines for flow past a pair of tandem cylinders 
(L=2.5D) at Re=200 in a circle 
 
 







































































Figure 6.17 Instantaneous vorticity contours and streamlines for flow past a pair of tandem cylinders 









































































Figure 6.19 Instantaneous vorticity contours and streamlines for flow past a pair of tandem cylinders 
























































Figure 6.20 Drag and lift coefficients of flow past a pair of tandem cylinders (L=5.5D) at Re=200 














Figure 6.21 Instantaneous vorticity contours and streamlines for the flow around two 
staggered circular cylinders at Re=100 in one complete circle 
















































(a)lift coefficients                   (b) drag coefficients 
Figure 6.22 Time history of drag and lift coefficients for the flow around two staggered 














Figure 6.23 Instantaneous vorticity contours and streamlines for the flow around two 
staggered circular cylinders at Re=200 in one complete circle 
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CHAPTER 7  
Applications to Compressible Inviscid Flows 
 
In this Chapter, an upwind mesh-free scheme for compressible flow simulation is 
described. The scheme consists of two methods: a base method and a mesh-free upwind 
method. The base scheme is constructed by mesh-free approximation, and able to deal 
with partial differential equations on a set of scattered nodes. The mesh-free upwind 
method adopts the idea of local approximate Riemann solver, in which the upwind 
direction is formed by the vector of local derivative coefficients, so that an unbiased local 
support can be implemented for the spatial discretization. In this work, the local MQ-DQ 
method is chosen as the mesh-free base scheme. Anyway, the LSFD method can also 
play the role. 
 
7.1 Review of mesh-free methods for compressible flow 
simulation 
In the field of the compressible flow simulation by mesh-free methods, some schemes 
have been proposed and studied in the past. Among them, least square kinetic upwind 
(LSKU) scheme was proposed by Deshpande et al (1989), in which one-sided local 
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support points are employed to bring in the artificial dissipation. Compared with the work 
of Deshpande et al., Lohner et al. (2002) used the finite point method, and adopted a 
cloud of unbiased support points to do the spatial discretization. In their scheme, the 
artificial dissipation was introduced by modifying the flux function according to the local 
physics. Also using the center-spaced local support, Sridar et al. (2003) proposed LSFD-
U method. However, different from that of Lohner’s scheme, the modification of flux 
function follows the idea of finite volume method, in which flux is modified along the 
direction from the central node to its neighbors. Since additional unknowns are involved, 
LSFD-U scheme generally needs more local support points to evaluate the flux function, 
as compared with Sridar’s scheme. There are some other mesh-free methods employed 
for flow simulation. However, they are originated from the finite element community. 
Since they need background meshes to do the integration, they are not considered as truly 
mesh-free methods. It should be noted that all the schemes mentioned above for 
compressible flow computation adopt least square technique to achieve the mesh-free 
property. It is of great interest to employ the RBF-based schemes and examine their 
performance in this field. In general, RBF-based schemes require less support points to 
achieve the same order of accuracy as compared with the least-square-based schemes. It 
suggests that RBF-based schemes may have better efficiency.  
 
7.2 Mesh-free Euler solver 
7.2.1 Weakness of mesh-free method in the compressible flow 
simulation 
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When we solve hyperbolic partial differential equations such as Euler equation, it is 
important to employ/construct a suitable discretization method, which not only can 
accurately approximate the smooth region of flow but also has the ability of capturing the 
possible discontinuities in the flow field. To achieve such a goal, the discretization 
method for compressible flow simulation usually consists of two parts: an accurate base 
scheme, which is applied to discretize the derivative in the governing equations, and an 
upwind scheme, which adds artificial dissipation to the scheme to suppress the oscillatory 
behavior of solution around the discontinuities. The algorithm of present mesh-free Euler 
solver is also built up in a similar manner. In this study, the local MQ-DQ method is used 
to approximate the divergence operator in the Euler equations. As has been described in 
Chapter 3, the local MQ-DQ scheme can be easily constructed on a cloud of scattered 
nodes after the calculation of weighting coefficients. The scheme is very similar to a 
high-order central finite difference from the viewpoint of centered nodal distribution. 
However, this isotropy framework is only suitable for solving incompressible flows or 
smooth compressible flows without discontinuities. If shocks occur in the compressible 
flow region, either artificial dissipation or upwind schemes must be applied to capture the 
pressure discontinuity. Therefore, a mesh-free upwind scheme must be able to handle or 
suppress oscillatory solutions and possible instability arising from the center-spaced 
nodal distribution.  
 
7.2.2 Euler equations in the conservative form 
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In this section, the mesh-free upwind scheme is described based on the two-dimensional 
compressible flow. The two-dimensional time-dependent compressible Euler equations in 











































































 and [ ]21 FFF =  
where the dependent variable U  is the vector of conservative variables, and ( pvu ,,,ρ )T 
is the vector of primitive variables. Tvu ),( ρρ=mr  is the momentum vector and 
Tvu ),(=u  is the velocity vector. ]2/)([ 22 vue ++= ερ  is the total energy and ε  is the 
specific internal energy. For a thermally perfect gas, the pressure p is related to the 




2uep ργ −−=  
To discretize the divergence operator in equation (7.2), the local MQ-DQ method is 
employed. However, in this formulation, the collocation points are not directly located at 
the support points. Instead, they are located at the midpoint between the reference node 
and its support nodes, as shown in Fig. 7.1. Therefore, equation (7.1) can be rewritten as 























where ki ,U  are the conservative variables at the midpoints between the reference point i 
and its kth support point. )(,
x
kiw
1  and )1(,
y
kiw  are the corresponding coefficients for the first-
order derivatives in the x and y direction, respectively. iN  denotes the total number of 
support points for the reference point i and ii UU , =0 . Superscript n denotes the time 
levels. 







x Midpoint-- -- --  
Figure 7.1 Midpoints between the reference node and its support nodes 
 
7.2.3 New flux ki ,G   
By inspection of equation (7.3), we can find that at each midpoint, a new flux can be 
formed based on the unit derivative coefficient vector Tkikiw ),(1 ,, βα=
r
, i.e, 
















































Equation (7.5) can be interpreted in such a way that the variation of conservative 
variables at the reference point can be measured by a linear sum of contributions of new 
fluxes at the reference point and the midpoints. Therefore, it is very critical to determine 
how to evaluate the new fluxes at the midpoints by using upwind-biased scheme. 
 
7.2.4 Artificial dissipation 
In general, the local RBF-DQ method cannot distinguish the influence from upstream or 
downstream. To overcome this problem, appropriate evaluation of new fluxes should take 
the directions of wave propagations of the underlying hyperbolic system into 
consideration. Otherwise, non-physical oscillations may be generated near steep 
gradients. That is the reason why the upwind scheme must be introduced to evaluate the 
new fluxes at the mid-point. A popular upwind scheme is Godunov’s method. In this 
method, the numerical flux at the mid-point can be obtained by exactly solving a one-
dimensional Riemann problem. This scheme is very suitable for the evaluation of the new 
flux in equation (7.5) by supposing that the functional values at the reference node i and 
its supporting node k form a local Riemann problem. Moreover, the flux evaluation still 
holds the mesh-free property. On the other hand, due to nonlinear behaviors of the 
equations, the solution of the Riemann problem needs iteration, and it is therefore very 
time-consuming. In order to reduce the computational cost, the new fluxes at the mid-
points in equation (7.5) are evaluated by approximate Riemann solvers. One of the most 
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popular schemes in this category is the Roe’s approximate Riemann solver, which is used 
in this study. 
 
7.2.5 Evaluation of new flux by Roe’s scheme and limiter 
With Roe’s scheme, the new flux at the mid-point can be evaluated by   
[ ] )UU(Aˆ)(G)(G),(G RLRLRL UUUU −−+= 2121  (7.6)
where ),(G RL UU , )(G LU , and )(G RU  denote the new flux at the mid-point, reference 
point and the supporting point, respectively. For simplicity, the subscript L and R denote 
the flow parameters at the reference point and the supporting point, respectively. The 
symbol Aˆ  denotes the constant Jacobain matrix, which approximates the Jacobian matrix 




∂ . Notice that the hat (^) denotes the matrix being constructed with a 
specific averaging procedure which is described below. 
 In order to construct the approximate Jacobian matrix Aˆ , Roe introduced a 
parameter vector Z so that both the vector of conserved variables U and the flux vector 















Due to the fact that the vectors U and G are quadratic functions of the variable Z, their 
variations can be expressed as 
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( ) ( )









where the hat (^) also denotes the corresponding matrices being constructed by the 
averaging procedure. Equation (7.8) can also be written as 
( ) ( )LRLR UUGG −=− −1BˆCˆ  (7.9)
Thus, the Roe’s averaging matrix can be given by 
1−= BˆCˆAˆ  (7.10)


































It is noted that Roe’s scheme shown in equation (7.6) only has the first-order 
accuracy. It assumes that the flux between the mid-point and the related node remains a 
constant, which is a first-order spatial approximation. To construct the high-order Roe’s 
approximate Riemann solver, high-order spatial approximation of the solution must be 
constructed. For the traditional mesh-based methods, polynomial interpolation is usually 
employed to do this job. By extrapolating the function values to both sides of the mid-
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point, the higher order approximation of numerical flux at the mid-point can then be 
obtained from 
[ ] )UU()U,U(A)U(G)U(G),(G * RLRLRLRL UU −−+= 2121  (7.12)
where the superscripts L and R denote the value of flow variables at the mid-point 
approximated from the side of reference point and supporting point, respectively. *A  
denotes the Roe’s approximate Jacobian matrix evaluated at the mid-point with LU  and 
RU . In the conventional FD and FV methods, LU  and RU  can be obtained by upwind 
interpolation using function values at certain mesh points. It is difficult to do this with the 
local RBF-DQ method, because the knots are randomly distributed. On the other hand, 
we notice that the derivatives at every knot can be easily calculated by the local RBF-DQ 
method. So, in this work, the Taylor series expansion, which only involves the function 
and its derivatives at the reference knot or the supporting knot, is used to evaluate LU  
and RU . Take one arbitrary function f as an example. We suppose that it is approximated 
from the side of reference node. The Taylor series expansion gives 
fff L
L ∆+=  (7.13)
For the second order Roe’s approximate Riemann solver, f∆  is taken as  
yfxff yx ∆′+∆′=∆   
It is well-known that any scheme with spatial accuracy higher than one suffers the 
spurious numerical oscillation around the discontinuities. As a result, they cannot 
produce monotonic solution unless special treatment is adopted. To prevent the 
occurrence of over- or undershoots, an important concept was then introduced in the 
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reconstruction process, i.e., ‘limiter’. In this work, after the implementation of limiter, the 











where supi denotes the support of node i, and s  is the van Albada limiter [30], which can 
























ε  is a very small number (for example, ε =10-6), to prevent the division by zero in the 
uniform flow region, in which the flux difference is very small.  
 
From the above description, we can see that the upwind local RBF-DQ method contains 
two approximations in the spatial discretization, which have a great impact on the 
accuracy of the scheme. The first approximation is to evaluate the flux at the mid-point, 
and the second one is to approximate the divergence of the flux field. The accuracy of 
upwind local RBF-DQ method depends on the accuracy of these two approximations. It 
can be easily seen that the mid-point fluxes evaluated by equation (7.12) have second-
order accuracy in smooth flow regions, and degrade to the first order when discontinuity 
is encountered. For the accuracy of the second (derivative) approximation, it is very 
difficult to conduct theoretical analysis at this moment. This is because RBF 
approximation is completely different from the polynomial approximation. So, the 
powerful tool for accuracy analysis, i.e., Taylor series expansion (it is implicitly based on 
the polynomial approximation), cannot be applied in the accuracy analysis of local RBF-
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DQ method. Nevertheless, an empirical study of the accuracy of local RBF-DQ method 
through numerical tests has been presented.  
 
Since the flux evaluation is only restricted to the second-order of accuracy, it is not 
necessary to construct a high order local RBF-DQ form for the derivative approximation, 
which is related to the number of supporting points. In this work, the maximum number 
of supporting points is restricted to 8. For the unsteady flow problem, the accuracy of 
temporal discretization should also be considered in addition to the above two. 
 
7.2.6 Comparison between the upwind mesh-free scheme and finite 
volume method 
 
It is also interesting to make a comparison between the present upwind mesh-free scheme 
and the finite volume method with Roe’s flux approximation at the cell interface. It can 
be seen from equation (7.3) that, the present scheme can be interpreted as a finite volume 
method with a non-standard formulation, especially for the symmetric nodal 
configurations as shown in Fig. 7.2. Firstly, the coefficients 0,iW  associated with the 
reference node are approximately zero, which implies the vanishing of the flux 
contribution from the reference node. Secondly, the unit vector Tkiki ),( ,, βα  of flux ki ,G  
defined in equation (7.4) has the direction along the linking line between the reference 
node and the supporting node. Due to this fact, equation (7.5) bears a striking 
resemblance to the flux calculation ∫ •s nF rv  in the finite volume method. Moreover, for 
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the case 3 in Fig. 7.2, it is very interesting to notice that the computed coefficients kiW ,  at 
the supporting points almost have the same value as their counterparts in the finite 
volume method. All these indicate the similarities between the upwind local RBF-DQ 
method and the finite volume method. However, the additional flux term at the reference 
node generally does not vanish, and makes a contribution to the calculation of temporal 
variation of conservative variables. It can be conceived as a compensation for biased 
cloud of supporting points, and makes the difference between the present scheme and the 
finite volume method. 
Case 1 Case 2  Case 3  
Reference point Support point
 
Figure 7.2 Derivative direction for some perfectly centered nodal distributions  
 
For the temporal discretization in equation (7.5), the fourth-order Runge-Kutta explicit 
scheme is implemented. Then, with proper initial and boundary conditions, the 
computation can carry out and advance by continuous time integration. The algorithm is 
validated by simulating the flow field of the shock tube problem and supersonic flow past 
a symmetric convergent channel. The simulated flow patterns include both the steady and 
unsteady state. The accuracy of the method is also shown by the comparison between 
achieved numerical results and the exact solutions available. 
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7.2.7 Boundary conditions for inviscid flow 
To solve the time-dependent hyperbolic equation (7.1), the flow variables at the interior 
nodes in the domain are continuously updated by equation (7.5) as time marches forward. 
However, it is not the case for the flow variables at the nodes on the boundary. The 
updating of state variables at these nodes not only need to utilize the information of 
interior nodes nearby but also must yield the corresponding boundary constraints. It is 
known that the proper implementation of boundary conditions is critical to the 
establishment of well-posed hyperbolic partial differential equation. In this work, two 
classes of boundary conditions are considered: solid boundary conditions; and inflow and 
outflow boundary conditions. 
 












where subscript n and s denote the direction normal and parallel to the wall surface, 
respectively. γρ
pS =  is an entropy-like variable, and R is the radius of curvature of the 
wall boundary.  







Figure 7.3 Illustration of boundary condition for solid wall 
 
To enforce these boundary conditions on the solid wall, an implementation technique is 
to define a reflected node as shown in Fig. 7.3, where the flow variables are defined as to 
ensure vanishing normal velocities at the wall. Combined with other boundary 
conditions, the values of flow variables can be defined at the reflected point R by the 


















where subscript W denotes the flow variables on the wall surface. It is noted that the 
reflected node is also considered as support point if it is located within the local support 
of interior node. 
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For the inflow and outflow boundary conditions, they are enforced according to the local 
characteristic direction. In this work, the practical implementation will follow the way as 
described by Hirsch (1991). 
 
7.3 Numerical examples and discussion 
The present method is validated though the numerical simulation of two-dimensional 
steady and unsteady compressible flows. Specifically, supersonic flow in a symmetric 
convergent channel was chosen as the test case for steady flow, and shock tube problem 
for unsteady flow. Unless otherwise mentioned, 8 support points are used for every node 
in the LRBFDQ discretization, and high order Roe’s approximate Riemann solver with 
limiter is employed for the simulation. The free shape parameter of the LRBFDQ method 
sets at 10.0 for preliminary computation of the derivative coefficients. 
  
7.3.1 Two-dimensional supersonic flow in a symmetric convergent 
channel 
For the steady flow study, a supersonic flow of Mach number 2.0 through a symmetric 
convergent channel was considered. The configuration of the channel is sketched in Fig. 
7.4, where both the top and bottom walls are bent, thus creating two wedge shocks of 
equal strength. The wedge angle is 15o, which is assumed sufficiently large so that there 
is a Mach stem after the interaction of the two wedge shocks. 








Figure 7.4 Configuration for the supersonic flow in a convergent channel 
 
Because of the symmetric geometry of the physical domain, only lower part of the 
domain is considered for simulation and the centerline is treated as a boundary with 
symmetric boundary condition. For convenience and simplicity, the nodes in the domain 
are generated by a structured grid as shown in Fig. 7.5. Three nodal distributions are 
employed in the present study, i.e., 97×33, 193×65, and 385×129. The numerical results 
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 7.5 Node distribution for the supersonic flow in convergent channel 
 







Figure 7.6 Mach number contours for supersonic flow in a convergent channel 
 
It can be observed that the contours become sharper and sharper in the shock region with 
denser nodal distribution employed, which implies the resolution improvement by mesh 
refinement. From the Mach number flood contours in the channel as shown in Fig. 7.7, it 
can be seen that there is a Mach stem occurring behind the interaction of the two wedge 
shocks, which is consistent with the known theoretical analysis. The minimum Mach 
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number of the flow region after the wedge shock interaction obtained on the grids of 
97×33, 193×65, and 385×129 are 1.24, 1.08 and 0.941, respectively. With the refinement 
of the mesh, the value of minimum Mach number decreases, and is less than 1.0 in the 
densest-node case, which indicates the presence of subsonic flow. The minimum Mach 
number after the wedge shock interaction obtained by Levy et al. (1993) is 0.9573. It can 
be seen that our numerical results agree well with that of Levy et al. (1993). The accuracy 
of present scheme can also be validated by the flow parameters before and after the 
wedge shock since they can be determined theoretically. For the present case, the 
analytical Mach number (Ma2 as shown in Fig. 7.7) after the wedge shock is about 1.444, 
and our numerical computation gives 1.447. The angle of wedge shock ( β  as shown in 
Fig. 7.7) emitting from the front wedge point is 45.380 by theoretical analysis, and 43.96 
by our numerical computation. It can be observed that our results show very good 
agreement with those from theoretical analysis. The test results presented above show 
that the mesh-free RBF-based upwind scheme can capture the physical phenomenon in 





Fig. 7.7 Mach number flood contours and some flow parameters 
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7.3.2 Shock tube problem 
The shock-tube problem is a typical test case of the unsteady compressible flows because 
the exact time-dependent solution is known. The exact solution of the full Euler equations 
can be obtained on the basis of a simple wave analysis and therefore can be compared 
with the numerical solution. The configuration of the shock tube problem is shown in Fig. 
7.8.  It can be seen that the left and the right regions of the tube are separated by a 
diaphragm, and filled by the same gas in two different physical states. After the bursting 
of the diaphragm, the discontinuity between the two initial states breaks into leftward and 
rightward moving waves, which are separated by a contact surface. This particular initial 
value problem is known as Riemann problem. In the present study, the length of the tube 
is normalized to unit, and an initial pressure ratio of 10 is assumed, which yield to the 
following initial state in the tube: 
0.1=Lp , 0.1=Lρ ; 1.0=Rp , 125.0=Rρ ; 0== RL uu  
State L State R
diaphragm
 
Fig. 7.8 Configuration of Riemann shock tube problem 
 
The theoretical solution of the shock tube problem as shown in Fig. 7.9 is one-
dimensional in principle. For the purpose of validating method, the physical domain is set 
to a rectangle ( ]1,0[∈x , ]25.0,0[∈y ), and periodic boundary conditions are enforced at 
the upper and lower sides of the rectangle. The computations are firstly carried out on the 
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uniform nodal distributions which correspond to the uniform meshes of 101×26, 201×51 
and 401×101, respectively. In this test, the number of local supporting points is set to 4, 
which is equivalent to employing the case-3 stencil shown in Fig. 7.2 on the uniform 
mesh. The numerical solutions at 0.2 non-dimensional time unit are visualized by density 










































Fig. 7.10 Density distributions the Riemann problem on uniformly distributed nodes 
 
It can be observed that the shock wave and contact discontinuity become thinner 
and thinner with refinement of “mesh”. This indicates that the capturing of shock and 
contact discontinuity can be improved by “mesh” refinement. This conclusion is also 
supported by the density distribution in Fig. 7.10, in which numerical results for “mesh” 
sizes of h=0.01 and 0.00125 are plotted. The upwind local RBF-DQ method was also 
tested on the randomly distributed nodes. A typical example of such node distribution is 
shown in Fig. 7.11, in which the locally orthogonal mesh at the upper and lower side of 
the domain is used for easy implementation of periodic boundary conditions. 
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Fig. 7.11 Random nodal distribution for Riemann problem 
 
Numerical simulations are carried out on three node distributions with a total 
number of 2232, 9658 and 38869 nodes, respectively. The density contours obtained by 
9658 random nodes are shown in Fig. 7.12.  
 
 
Fig. 7.12 Density contours for the Riemann problem at t=0.2 using a total number of 
9658 random nodes 
 
As compared with the density contours achieved on the structured nodes, the 
pattern of density contours on the random nodes has some wiggles. It is mainly due to the 
numerical error arising from the interpolation process, in which the achieved numerical 
results are required to interpolate on a structured grid for the visualization. Fig. 7.13 
displays the density profiles achieved on the random node distribution and the uniform 
grid. It can be observed that the numerical solution obtained on the uniform node 
distribution is closer to the exact solution than that on the equivalent random-node case.  
 















































Fig. 7.14 L2 norm of errors for various node densities 
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The accuracy improvement by the “mesh” refinement is quantitatively shown in 














The node density h of random node distribution is defined by 
N
areah =   
where N denotes the total number of nodes in the domain, and area is the area of the 
domain. In Fig. 7.14, it can be seen that the L2 norm of error decreases with the 
successively refined node density, for both uniformly and randomly distributed nodes. It 
can also be observed in Fig. 7.14 that, the accuracy obtained on the random nodes is 
generally lower than that obtained on the uniform nodes. Overall, the upwind local RBF-
DQ method works very well on both scattered and structured node distributions. 
 
To further validate the present method, it is of great interest to simulate this problem by 
using the conventional finite volume method with the same order of Roe’s flux 
approximation and the same node distribution. The solutions of upwind local RBF-DQ 
and finite volume method on a uniform mesh of 201×51 are illustrated in Fig. 7.15, 
together with the exact solution. 

























Fig. 7.15 Comparison of upwind local RBF-DQ results with the finite volume solution 
for the Riemann problem on a 201×51 mesh 
 
It can be observed that the upwind local RBF-DQ solution is slightly closer to the exact 
one than the finite volume solution. This fact indicates that the upwind local RBF-DQ 
method is a bit more accurate than the finite volume method with the same order of Roe’s 
approximation. This conclusion can also be confirmed by the data in Table 7.1, where the 
L2 norm of error is quantitatively listed. Sridar et al (2003) also simulated this shock tube 
problem by the LSFD-U mesh-free method. Their numerical results (measured from the 
figure due to the lack of precise data) are also shown in Table 7.1 for the comparison with 
those obtained by the upwind local RBF-DQ scheme and the finite volume method. It can 
be observed from Table 7.1 that as compared with upwind local RBF-DQ data, Sridar’s 
results have similar accuracy on the random node distribution, but are less accurate on the 
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uniform node distribution. It should be indicated that the implementation of present 
scheme is relatively simple. 
 
Table 7.1 Average L2 norm of errors for shock tube problem 








size h L2 Error 
“Mesh” 
size h L2 Error 
Mesh 
size h L2 Error 
Mesh 
size h L2 Error 
0.01 0.0146 0.01 0.0137 0.01 0.0175 0.01 0.0165 
0.0051 0.0122 0.005 0.00984 0.005 0.0120 0.005 0.0117 
0.00254 0.00954 0.0025 0.00663 0.0025 0.00841 0.0025 0.0094 
 
7.4 Concluding remarks 
A new upwind RBF based mesh free scheme for the simulation of compressible flow has 
been developed. The method employs LRBFDQ approach to do the spatial discretization 
and a mesh free upwind approach to introduce the appropriate artificial dissipation. The 
upwind direction is chosen as the local derivative coefficients vector, which is computed 
by LMQDQ method and depends on the nodal distribution in the local support. The 
method is validated by applications to steady and unsteady two-dimensional flows. The 
analysis of the numerical results shows that the method is able to produce solutions that 
agree well with the theoretical ones.  
 
Since the process of spatial discretization and flux evaluation at the midpoint is free of 
mesh, the method can be applied equally well either on the structured grid or on a cloud 
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of scattered nodes. In other words, it has high flexibility on the flow problems with 
complex geometry. Another advantage of this method is that it only requires the node 
generation for the computation instead of mesh generation, which is usually considered 
more expensive and time-consuming than node generation. 
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CHAPTER 8  
Hybrid Finite Difference and Mesh-free  
Scheme and Its Application 
 
In this chapter, we will turn our attentions on the main drawback of mesh-free methods: 
poor efficiency in the sense of computational efforts; and focus on how to improve the 
computational efficiency of mesh-free methods. As a consequence, a hybrid approach, 
which combines the conventional finite difference (FD) scheme and the mesh-free 
method (LSFD or LRBFDQ), is proposed. In the numerical experiments, the hybrid 
approach has demonstrated a great efficiency improvement as compared to the fully 
mesh-free method. The method is validated by simulating the two-dimensional steady 
and unsteady incompressible flows.  
 
8.1 Benefits and Drawbacks of Using Mesh-free Methods 
As discussed in the previous chapters, mesh-free methods possess a number of interesting 
properties. For example, they require node generation instead of mesh generation, thus 
the computational costs associated with mesh generation are highly reduced. Another 
attractive advantage of mesh-free methods is the computational ease of adding and 
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subtracting nodes from the pre-existing nodes. The computational advantages of mesh-
free method suggest that they have potentials for solving a broad class of scientific and 
engineering problems. However, despite of their preliminary successes, they do have 
some drawbacks, i.e., in general they are less efficient than the conventional numerical 
methods such as finite difference (FD), finite element (FE) and finite volume (FV) 
methods.  
 
In the numerical formulation of mesh-free methods, the approximation of the unknown 
function or its derivatives is constructed on a set of nodes within the local support. 
Usually, the local support has a circle shape for the two-dimensional case and a sphere 
shape for the three-dimensional case. Compared with the finite difference method on the 
Cartesian mesh, the construction of unknown function approximation requires much 
more nodes by mesh-free methods to achieve the same order of accuracy. For example, 
we can see that if we approximate a second-order derivative with second-order of 
accuracy by LSFD method, at least 10 nodes are required (including the reference node 
itself). But for the traditional FD scheme on a uniform mesh, the use of 3 nodes can 
achieve the same order of accuracy. This fact has been shown in Section 2.3. More 
supporting points imply higher computational costs. In this sense, LSFD method is much 
less efficient than conventional FD schemes. From the viewpoint of matrix derived from 
the resultant algebraic equations, the bandwidth is greatly expanded if mesh-free method 
is used. This also indicates that more computational efforts are required for the solution 
of algebraic equations. Therefore, the computational efficiency is unavoidably impaired. 
In this regard, the mesh-free methods achieve the geometry flexibility at the cost of 
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computational efficiency. Despite of recent advances in the fields of mesh-free 
methodology, it is certainly the bottleneck in the industrial applications. 
 
8.2 How to handle complex geometry effectively and efficiently 
To handle flows with complex geometry effectively and efficiently is always a tough 
task. Traditional FD/FV methods enjoy the computational efficiency, but they confront 
difficulties in mesh generation, when dealing with the complex geometry, especially 
when three-dimensional problems are considered. To improve the drawbacks for the 
traditional FD/FV methods, some special methods, which are constructed on a carefully 
designed mesh, have been proposed. However, they have some drawbacks, which are 
briefly reviewed below. 
 
8.2.1 Cartesian mesh method 
Cartesian mesh method was proposed to solve the flow problems in irregular regions 
(Calhoun 2000, Pember 1995, Falcovitz 1997). This method uses the Cartesian mesh, and 
the irregular geometries are treated as a specialized boundary embedded in the mesh. 
Since the computational cost used for the generation of Cartesian mesh is negligible as 
compared with that required by body-fitted or unstructured mesh, this method is thought 
to be more efficient. However, in order to ensure the accuracy of the solution by 
Cartesian mesh method, some special treatments are required for the spatial discretization 
in the vicinity of the embedded boundary. Another difficulty is the time step restriction 
arising from the small irregular cut cells. This may be the reason why the main 
applications of Cartesian mesh methods up to date mainly focus on the compressible 
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inviscid flow problems (Pember 1995, Falcovitz 1997), in which slip boundary condition 
is applied. 
 
8.2.2 Overset mesh method 
In the applications of the Cartesian mesh methods, only one single type of mesh 
(Cartesian mesh) is used to cover the irregular computational domains. On the other 
hand, some other researchers suggested using the overset mesh formed by a set of regular 
grids (Hinatsu 1991, Perng 1991). For example, cylindrical, spherical or non-orthogonal 
grids are used to fit the geometry of the obstacle bodies while the Cartesian grids are 
adopted in the rest of the solution domain. This type of composite mesh provides a 
possible way for the traditional numerical methods like finite difference methods, to deal 
with flow problems of complex geometry. The main drawback of using this kind of mesh 
is that the information exchange between different grids is based on the interpolation. If 
the solution exhibits intensive variation near the interface between grids, the interpolation 
process may introduce significant numerical errors or cause the break-down of the 
computation. 
 
8.2.3 Motivation of using hybrid method 
From the end-user’s standpoint, it would be very attractive if a method is simple, efficient 
and able to deal with complex and large scale problem. In the previous chapters, we have 
demonstrated that the two mesh-free methods (LSFD and LMQ-DQ) are very simple in 
implementation, and able to solve large scale flow problems involved with complex 
geometry, but not so efficient. To improve the efficiency of mesh-free method, we turn 
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our sight on the traditional methods like FDM, which are well-known for high efficiency. 
If we can deliberately combine the traditional method with mesh-free methods and let 
them deal with their appropriate jobs respectively, we should be able to reach a balance 
point between the computational efficiency and the ability of dealing with complex 
geometry. This is the motivation of the present study.  
 
8.3 Hybrid FD and Mesh-free Method 
8.3.1 Methodology 
It is known that FD has high computational efficiency and the problem of FD is the 
treatment of complex boundary curves. In this regard, FD with mesh-free method on the 
boundaries seems to be a very interesting combination. Comparatively, to combine the 
FEM with a mesh-free method is less attractive because both methods are of the same 
order in computational efficiency (FEM is a little bit better but not much better). 
Therefore, we prefer to propose a hybrid method, which combines the conventional FD 
scheme and the mesh-free approach (FD/mesh-free). In this scheme, the mesh-free 
method is adopted for the spatial discretization in the region around the complex 
geometry. Accordingly, conventional FD scheme is applied in the rest of the flow domain 
to take advantage of its high computational efficiency.  
 
The method is validated by simulating the flow field around a circular cylinder at various 
Reynolds numbers. The simulated flow patterns include both the steady and unsteady 
state. Numerical experiments are also carried out to examine the efficiency improvement 
using present method as compared with that using mesh-free method solely. In this work, 
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the mesh-free method chosen for testing is the LSFD method, which has been discussed 
in Chapter 2. 
 
8.3.2 Information exchange layer 
To fully exploit the performance of present method, a special composite mesh is designed 
to suit our purpose. In the composite mesh, a Cartesian mesh is generated as the 
background mesh, and the nodes around the solid body are generated with the 
consideration of the geometrical description to make the meshing easier. A typical 
example of such composite meshes is shown in Fig. 8.1. During the mesh generation, the 
nodes among the interface between the meshes need to be identified for the convenience 
of numerical discretization in the next step. To figure out this concept, a detailed local 
pattern of node distribution is demonstrated in Fig. 8.2. In this figure, the symbol of circle 
represents the group of nodes at which LSFD method is used to do numerical 
discretization. This group of nodes is called as “mesh-free region”. The symbol of 
diamond represents the other group in which the conventional FD scheme is used, and 
they are named as “FD region”. The nodes among the interface have been marked by 
filled symbols, which separate the two regions. In fact, the nodes in this region are on the 
Cartesian mesh. However, two different discretization methods are employed on them as 
indicated by the circle and diamond symbols. These interface nodes play a very important 
role in the current scheme. They act as the “exchange layers” and bridge the mesh-free 
and FD regions. Unlike the methods applied on the overlapped mesh, the information 
exchange between LSFD and FD methods does not depend on the interpolation. Instead, 
the information exchange will take place naturally in the “exchange layers”. The layer of 
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filled circles serves as the boundary for the mesh-free regions, and the layer of filled 
diamonds serves as the boundary for the FD regions. The algorithm is similar to the 
domain-decomposition though there is no explicit boundary line to divide the solution 
domain. The concept of “exchange layers” is workable due to the contribution of truly 
mesh-free scheme. Because there is no requirement of connection between the nodes in 
the domain, the local support of “mesh-free” nodes near or inside the exchange layers can 
include the points in the FD region generated by Cartesian mesh. As discussed in Chapter 
2, LSFD method used in present scheme is a truly mesh-free method. Therefore, this 
design of inter-woven exchange layer ensures the smooth transmitting of information 










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 8.1 Special composite mesh for hybrid FD/mesh-free scheme 
 
 
Figure 8.2 Detailed structure of “information exchange layers” 
 
8.4 Numerical Examples for Validation 
8.4.1 Flow past one isolated circular cylinder 
The capabilities of the present method are demonstrated by simulating the laminar flow 
over a circular cylinder. This flow has been computed extensively and used as a 
benchmark to examine the accuracy of new numerical methods for a long time. It is well-
known that the flow exhibits vastly different patterns as the Reynolds number υ
DU∞=Re  
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changes, where ∞U  is the free-stream velocity, D is the cylinder diameter, and υ  is the 
kinematic viscosity. At small Reynolds numbers, i.e., from zero up to approximately 
49Re ≅critical , the flow maintains a stable pattern with a pair of symmetric counter-
rotating vortices behind the cylinder. At moderate Reynolds number, i.e., 50<Re<190, 
though the flow remains laminar and two dimensional, vortex shedding, also known as 
the Karman vortex street, can be observed. Because the Karman vortex-street developing 
behind the cylinder displays clear time periodicity, this flow problem was often used as a 
prototype of unsteady separated flows. In the present study, we performed numerical 
simulation at a series of Reynolds number from 10 to 200 with various flow patterns in 
the steady and unsteady state. The efficiency improvement was also examined using 
present method. 
 
8.4.1.1 Geometry description  
The flow domain and boundary conditions are depicted in Fig. 8.3. The non-dimensional 
governing equations, expressed in terms of vorticity and stream function, are the same as 
equation (4.15b) and (4.17). 
 





Figure 8.3 Configuration of flow past a circular cylinder 
 
In this study, the in-flow velocity is specified with a free stream velocity U. The top and 
bottom boundaries are located at a transversal distance of 16 times of the cylinder 
diameter, which are assumed far enough to be the far-field for unsteady flow simulation, 
and at a transversal distance of 10 times of the cylinder diameter for steady flow 
simulation to save the computational efforts. The boundary condition imposed at these 
places is the same as the in-flow boundary. The out-flow boundary is located at a distance 
of 30 times of the cylinder diameter downstream of the rear of the cylinder. The boundary 
condition for stream function value on the wall of cylinder is worthy of special attention. 
As has been discussed in Chapter 5, for this multiply-connected domain flow problem, 
the stream function value on the cylinder wall is a constant, which varies with time. To 
update this constant at each time level, the single-pressure boundary condition is 
introduced in this study.  
 
8.4.1.2 Mesh design 
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In principle, the concept of mesh-free least square-based finite difference discretization 
works well for any “mesh” system, in which the nodes can be either regularly or 
irregularly distributed. This makes LSFD method possess geometry flexibility. However, 
in our cases, only the circular cylinder was considered. For simplicity and convenience, 
the nodes in the neighborhood of the circular cylinder are generated under the cylindrical 
coordinate system. Beyond this neighborhood, Cartesian mesh, where the second order 
finite difference scheme is employed to do the spatial discretization, is appropriately 
generated. Since the velocity gradient in the “FD region” is relatively mild, the mesh size 
in the Cartesian mesh can be relatively coarse accordingly. The interface between two 
“meshes” can be of any shape, depending on the convenience and requirement of the end-
users. For example, as shown in Fig. 8.1, two different types of interfaces are generated 
with regard to the present problem concerning circular cylinder: one has the shape of 
square, and the other has the shape of circle. Of the two types, the former one is 
comparatively convenient in programming, and the latter one has more evenly distributed 
nodes, which implies similar discretization error in the “exchange layers”. Both are 
suitable for the solution of current cases. 
 
8.4.2 Results and Discussion 
In this study, the mixed LSFD and the conventional FD schemes are combined to 
simulate the flow around an impulsively started circular cylinder for various Reynolds 
numbers. Unless otherwise mentioned, the basic method consists of the second-order 
LSFD and central difference schemes. In the LSFD scheme, 16 supporting points are 
employed for every centre node, and the central difference scheme is applied on the 
                                           Chapter 8 Hybrid Finite Difference and Mesh-free Scheme  210
uniform Cartesian meshes. The number of the time steps used is related to both the flow 
complexity and the “mesh” size. The four-stage Runge-Kutta method is used for temporal 
discretization. To demonstrate the improved efficiency of the proposed method, 
simulations of steady case are also carried out and compared quantitatively with the 
hybrid simulations. Current computation was performed on a Compaq Alfa machine. The 
numerical results achieved by the present method are also compared with previous 
numerical studies. One of the most attractive features in the numerical simulation of flow 
past a cylinder is the vortex shedding behind the cylinder and the periodic variation of the 
flow field with moderate Reynolds number. The ability of the method to simulate the 
unsteady flow was demonstrated by simulating the flow field with Reynolds numbers of 
100 and 200.  
 
8.4.2.1 Effect on efficiency improvement 
An important consideration regarding to the use of present method is the running-time 
required by the numerical simulation. To estimate the improvement of the computational 
efficiency by present method as compared with the LSFD method, numerical experiment 
was carried out for Reynolds number of 20. The reported data are obtained on a “mesh”, 
which was divided into two regions: mesh-free region and FD region, as shown in Fig. 
8.2. The numerical simulation was maintained for a period of about 30 non-dimensional 
time length to reach a final steady state, requiring 20,000 time steps with 0015.0=∆t . 
Table 8.1 presents the computational costs required to reach the steady-state solution by 
LSFD and present hybrid methods. It was found that the present method leads to 
significant reduction in computational cost, and achieves significant improvement on the 
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efficiency as compared with LSFD method. As pointed out before, the efficiency 
improvement is mainly due to the less summation and multiplication required by the 
central difference scheme within one time step. Therefore, the extent of efficiency 
improvement mainly depends on the size of the area where the conventional FD scheme 
is applied. It can be observed in Table 8.1 that, the smaller the mesh-free region, the 
greater the efficiency improved. 
 











Present 33.54 56.5 10148 LSFD 100 113.04 50% 
Present 51.38 51.61 7488 LSFD 100 77.00 33% 
Present 71.02 47.73 5716 




8.4.2.2 Steady flow simulation at low Reynolds numbers  
Numerical simulations were also carried out for two other small Reynolds numbers: 10 
and 40, respectively. Fig. 8.4 illustrates the streamlines when flow reaches its final steady 
state. In all the cases, a pair of vortices develops behind the cylinder and is perfectly 
aligned. This is consistent with previous observation. Some quantitative parameters for 
the recirculating region, such as the length of the recirculating region, sepL , from the 
rearmost point of the cylinder to the end of the wake, separation angle sepθ  and drag 
coefficient dC , as well as the results from other researchers (Dennis 1970, Takami  1969, 
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Tuann 1978, Fornberg 1980), are listed in Table 8.2. All these flow parameters agree well 
with the results of previous studies for all three Reynolds numbers studied.  
 
Table 8.2 Comparison of length of the recirculating region ( sepL ), separation angle ( sepθ ) 
and drag coefficient ( dC ) for Re=10, 20 and 40 
Re Source sepL  sepθ  dC  
Dennis (1970) 0.252 29.6 2.85 
Takami  (1969) 0.249 29.3 2.80 
Tuann  (1978) 0.25 29.7 3.18 
Fornberg (1980) - - - 
10 
Present 0.252 30.0 3.07 
Dennis (1970) 0.94 43.7 2.05 
Takami  (1969) 0.935 43.7 2.01 
Tuann  (1978) 0.9 44.1 2.25 
Fornberg (1980) 0.91 - 2.00 
20 
Present 0.93 44.1 2.18 
Dennis (1970) 2.35 53.8 1.522 
Takami  (1969) 2.32 53.6 1.536 
Tuann  (1978) 2.1 54.8 1.675 
Fornberg (1980) 2.24 - 1.498 
40 









Figure 8.4 Streamlines for steady cylinder flow with Re=10, 20 and 40 
 
8.4.2.3 Unsteady flow simulation at medium Reynolds numbers 
An understanding of the vortex shedding process behind a circular cylinder poses a 
challenge to both basic research and general applications. There are many studies on this 
topic in the literature (Belov 1995, Braza 1986, Liu 1998). In this section, a number of 
comparisons are made between the present study and other numerical work for Reynolds 
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numbers of Re=100 and 200, which represent the typical cases in terms of validation of 
new numerical approaches.  
 
Figs. 8.5 and 8.6 show the time-dependent behavior of streamlines for both Re=100 and 
200. It is clear that the periodicity of flow field has been successfully revealed in both 
plots. For the flow past blunt bodies, the drag and lift coefficients at the surface of body 
are two very important parameters. The time-evolution of these two characteristic 
parameters illustrate the variation of the flow field. It can be observed in Figs. 8.7 and 8.8 
that lift and drag coefficients show obvious periodic oscillations for both Re=100 and 200 
cases. This implies the periodic variation of flow field. From Figs. 8.7 and 8.8, it can also 
be found that the lift coefficient oscillates with larger amplitude than the drag coefficient, 
and the drag coefficient varies twice as fast as the lift coefficient. These phenomena are 
consistent with those observed by other researchers. The reason lies in the fact that the 
drag coefficient is affected by vortex shedding process from both sides of the cylinder. In 
Tables 8.3 and 8.4, the present results are quantitively compared with the numerical 
results of Belov (1995), Braza (1986) and Liu et al (1998) for Re=100 and 200, 
respectively. It can be observed that excellent agreement has been achieved. 
 
To determine whether we have achieved the proper shedding frequency, the Strouhal 
number (St) is used as a measure of the oscillating fluid flow phenomenon in the wake 
region. The definition of Strouhal number has been given in Section 6.4.1.2. In the 
present study, Strouhal numbers are deduced from the time-evolution of the lift 
coefficient lC . It can be seen from Table 8.5 that, the St number computed using our 
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algorithm was very close to that reported by Liu et al (1998) for Re=100 and 200. Our 
value of Strouhal number for Re=100 differs only about 1.2% from that reported by them, 
and is of the same value for Re=200. 
Table 8.3 Drag coefficients for cylinder flow with Re=100 and 200 
 
Drag ( dC ) Re=100 Re=200 
Belov et al (1995) --- 1.19± 0.042 
Braza et al (1986) 1.364± 0.015 1.40± 0.05 
Liu et al (1998) 1.350± 0.012 1.31± 0.049 
Present 1.364± 0.010 1.354± 0.048 
 
 
Table 8.4 Lift coefficients for cylinder flow with Re=100 and 200 
 
Lift ( lC ) Re=100 Re=200 
Belov et al (1995) --- ± 0.64 
Braza et al (1986) ± 0.25 ± 0.75 
Liu et al (1998) ± 0.339 ± 0.69 
Present ± 0.31 ± 0.62 
 
Table 8.5 Strouhal number for Re=100 and 200 
Strouhal number ( St ) Re=100 Re=200 
Belov et al (1995) --- 0.193 
Braza et al (1986) 0.160 0.200 
Liu et al (1998) 0.164 0.192 
Present 0.166 0.192 
 
 
8.5 Concluding remarks 
In this Chapter, a hybrid FD/LSFD method was developed for solving the two-
dimensional stream function-vorticity formulation of N-S equations. The method is 
validated by simulating the flow past a circular cylinder at various Reynolds numbers. 
                                           Chapter 8 Hybrid Finite Difference and Mesh-free Scheme  216
The present numerical results were in good agreement with other experimental and 
numerical studies. It indicates that the combination of conventional FD scheme and 
LSFD method is effective for solving large scale flow problems. From the viewpoint of 
methodology, the present approach greatly improves the computational efficiency as 
compared with LSFD method, and it is easy to deal with complex geometry. In the future, 
simple effective tools will be developed on top of this basic framework to handle more 
complicated problems. It is clear that the above practice and experiments provide only a 
starting point for the potential end-user, especially when the simulations of multi-
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t=6 

















Figure 8.6 Time-evolution of streamlines for unsteady cylinder flow with Re=200 
 

















































Figure 8.8 The time-evolution of Lift and Drag coefficients for Re=200 
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CHAPTER 9  
Comparison of LSFD and LMQDQ methods 
 
9.1 Similarity and difference 
Actually, LSFD method shares many common features with LMQDQ method with regard 
to the mesh-free derivative approximation. Both of them use a fixed cloud of supporting 
points, and discretize the governing equations in the strong form. They even can share the 
same iterative solver to obtain the solution of resultant algebraic equations. However, due 
to the use of different kernel approximation, the first difference occurs in the way of 
calculating the weighting coefficients for derivative approximation. Consequently, the two 
methods differ in the computational aspects, for example, the contribution of the number of 
supporting points. As shown in Chapter 2.3, the order of accuracy of the LSFD method is 
determined by the order of truncated Taylor series expansion. The additional supporting 
points do not contribute to the accuracy improvement. Instead, they are used to improve the 
condition of the coefficient matrix. However, this is not the case in the LMQDQ method. 
As shown in Chapter 3.5, the increasing number of supporting points may directly 
accelerate the speed of the convergence. From the free parameter’s point of view, the 
practitioner of LMQDQ method is required to define a not-bad value for the free shape 
parameter c. It is well-known that the free shape parameter plays an important role in the 
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determination of solution accuracy. An optimal shape parameter c needs no additional 
computation cost and can improve the accuracy of solution. On the other hand, it may be an 
uncertain factor in the practical applications due to the difficulties in finding a “good” 
shape parameter on a specified nodal distribution. For the practitioners of LSFD method, 
they do not have such great concern. They may have to consider the selection of weighting 
function to obtain an optimal error distribution. However, the effect of the weighting 
function on the solution accuracy in the LSFD method is much less than the shape 
parameter c does in the LMQDQ method. 
 
 
9.2 Numerical experiments 
 
It is important to examine the performance of the two methods with respect to the 
computational efficiency and accuracy under the same conditions. Two numerical 
examples are designed for this purpose in the study, and they are the computation of 
two-dimensional Poisson equation and simulation of lid-driven cavity flow. The solutions 
of both cases are restricted in a unit square domain ( 10 ≤≤ x , 10 ≤≤ y ).  
 
9.2.1 Poisson equation 












For simplicity, we firstly specify the exact solution of equation (9.1), and the Dirichlet 
conditions are imposed on the four boundaries, i.e., uboundary=uexact. The source function 
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),( yxf  on the right side of equation (9.1) is determined from the given exact solution, 
which is also used to measure the numerical error. Relative error is taken to measure the 
accuracy of numerical results, which is defined as (2.33) 
In this study, the analytical solution of equation (9.1) is selected from the work of Lyche et 





















 −= yxxyyyxxyxu . (9.2)
The initial condition for the unknown function at the interior nodes is set to zero.  
 
To study the effect of the number of supporting points on the numerical error of the 
solution, we carried out numerical experiments with two numbers of supporting points, i.e. 
12 and 14. Due to its great effect on the solution accuracy, the value of shape parameter 
was respectively chosen as 0.05, 0.1 and 0.2 in the tests of the LMQDQ method. The 
numerical experiments were performed on three uniformly distributed grids, i.e. 41×41, 
57×57 and 81×81. The numerical solutions are presented in Fig. 9.1 and 9.2 in terms of the 
error in the log-log scale. It can be obviously seen that with the increment of the number of 
supporting point from 12 to 14, the convergence rate of LSFD method does not change but 
that of LMQDQ method is improved, which is in line with the analysis and findings in 
Chapter 3.5. From Figs. 9.1 and 9.2, it can also be found that the shape parameter c has a 
great influence on the accuracy of the LMQDQ scheme and the optimization of c can make 
the solution much more accurate. The numerical solutions are also quantitatively listed in 
Table 9.1 in terms of the error. It can be observed that the accuracy of LSFD method is 
actually impaired by the enlargement of local support. Chapter 2.3 shows that the accuracy 
of LSFD method is proportional to hn, where h is the radius of the local support and n the 
                              Chapter 9 Comparison of LSFD and LMQDQ methods 224
order of accuracy. In these experiments, the enlargement of local support yields a larger h 
but not the order of accuracy as shown in Figs. 9.1 and 9.2. As a result, the solution with 
larger local support is less accurate. In comparison to the LSFD method, the LMQDQ 
method shows a completely different behavior. It can be seen in Table 9.1 that the solution 
with 14 supporting points is generally more accurate than that with 12 supporting points. It 
is also interesting to make a comparison of solution-accuracy between the LMQDQ and 
LSFD methods. From Table 9.1, it can be observed that the LSFD method is generally less 
accurate than the LMQDQ method, especially for the cases in which more supporting 
points are used to improve the condition number of the coefficient matrix. On the other 
hand, the LMQDQ method achieves good accuracy at the price of efficiency. The iteration 
number of using SOR approach to obtain the converged solution is listed in Table 9.2. It 
can be observed that the LMQDQ method requires many more iterations to reach the final 
solution than the LSFD method. Since the operation counts are almost the same in one 
cycle of iteration using either the LSFD or LMQDQ method, the iteration number also 
indicates the required CPU time. In this sense, LSFD method is more efficient than the 
LMQDQ method. In Table 9.2, it is also clearly seen that the use of larger local support can 
reduce the iteration number in the LSFD method while increase the iteration number in the 
LMQDQ method.  
Table 9.1 Numerical result for the Poisson equation 
 
“Meshes” 41×41 57×57 81×81 
Number of 
supporting points 12 14 12 14 12 14 
c=0.1 4.17×10-3 3.04×10-4 2.19×10-3 8.73×10-5 9.55×10-4 2.26×10-5LMQDQ 
c=0.2 2.30×10-3 1.47×10-4 1.14×10-3 4.19×10-5 5.06×10-4 1.08×10-5 
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 c=0.3 1.61×10-3 1.32×10-4 7.81×10-4 3.73×10-5 3.53×10-4 9.70×10-6





   Table 9.2 Iteration number for the Poisson equation 
 
“Meshes” 41×41 57×57 81×81 
Number of 
supporting points 12 14 12 14 12 14 
c=0.1 4775 4977 9302 9680 18921 19676 
c=0.2 4745 4935 9272 9639 18892 19635 LMQDQ 
c=0.3 4734 4921 9262 9625 18883 19622 



















Figure 9.1 Convergence rate of relative error versus mesh size for 12 supporting points 
 
















Figure 9.2 Convergence rate of relative error versus mesh size for 14 supporting points 
 
 
9.2.2 Lid-driven cavity flow 
The two-dimensional lid-driven cavity flow is a simple viscous incompressible flow. This 
flow problem is often employed as a test problem since it has many features suitable for 
examining the performance of a numerical scheme. In general, it is characterized by 
primary and secondary vortices, wall boundary layers, flow separation and reattachment. 
This problem has been studied by many researchers. Among them, Ghia et al. (1982) 
reported a set of accurate reference solutions to the steady flow over a range of Reynolds 
numbers. In this work, they are considered as benchmark data. The flow in the cavity are 
governed by the following non-dimensional equations in terms of stream function ψ  and 
vorticity ω . 
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More specifically, the lid-cavity flows at Reynolds number Re=400 and 1000 are 
considered as the test cases in this study. The numerical simulations are performed on the 
uniform grids of 41×41 and 81×81, as well as on a random node distribution (including 
4786 nodes) which is shown in Fig. 9.3.  For the spatial discretization, the number of 
supporting point is fixed to 13. In the LMQDQ method, the value of the shape parameter is 
selected as 0.2 for the uniformly distributed nodes and 0.03 for the randomly distributed 
nodes. The reason for selection of a comparatively small value for the randomly distributed 
nodes lies on the fact that randomly distributed nodes abound with variant configurations 
of local nodal distribution, which narrows the range of applicable shape parameter. Thus, 
we prefer to choose a smaller but “safer” shape parameter to formulate the spatial 
discretization. Successive over-relaxation iterative method is employed to solve the 
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Figure 9.3 Randomly-distributed nodes in a square domain 
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The numerical results on the uniformly distributed nodes are shown in Figs.9.4-9.5 in 
terms of the velocity profiles of u component along the vertical centerline and v component 
along the horizontal centerline. It can be clearly seen that the solutions of both methods 
have achieved a good agreement with Ghia’s results at Re=400 and 1000. However, the 
result produced by the LMQDQ method is comparatively more accurate since it is closer to 
the Ghia’s data (1982), especially in the regions where large velocity gradient is 
encountered. The zooming-in view of u-velocity along the vertical centerline at Re=1000 
(Fig. 9.5c) gives a good indication for this finding. With regard to the efficiency, the 
iteration number for both methods is listed in Table 9.3. It can be observed that the LSFD 
method requires only half of the iterations used by LMQDQ method. In other words, LSFD 
method can obtain the solution only with half of CPU-time required by the LMQDQ 
method though the solution may be a little bit less accurate. The computations on the 
randomly distributed nodes are also consistent with this observation, even working with a 
small shape parameter. The iteration numbers required for the computations on the 
randomly distributed nodes are listed in Table 9.4. It can be seen that LSFD method 
converges faster than the LMQDQ method at Re=400. However, by observing the solution 
comparison in terms of u-velocity along the vertical centerline and v-velocity along the 
horizontal centerline in Fig. 9.6, we can clearly see that the LMQDQ solution is closer to 
the benchmark data than LSFD solution though both solutions generally agree very well 
with Ghia’s results (1982). Moreover, LSFD method cannot obtain converged solution for 
the case of Re=1000 on the same randomly distributed nodes, while the LMQDQ method 
is still able to achieve quite good solution as shown in Fig. 9.7. This fact indicates that the 
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LMQDQ method not only achieves better accuracy with regard to the spatial discretization, 
but also has better capability in capturing the physical phenomenon in the flow region than 
the LSFD method.  
Table 9.3 Iteration number for the lid-driven cavity flow on the uniformly distributed 
nodes 
“Meshes” 41×41 81×81 
Reynolds number 400 1000 
LMQDQ 
(c=0.2) 4.3×10
5 2.7×106 Iteration 
number 
 LSFD 2.1×105 1.2×106 
 
Table 9.4 Iteration number for the lid-driven cavity flow on the randomly distributed nodes 
 
Number of nodes 4786 4786 
Reynolds number 400 1000 
LMQDQ 
(c=0.2) 1.6×10
6 8.7×106 Iteration 
number 












































(a) u along the vertical centerline   (b) v along the horizontal centerline 
Figure 9.4 Velocity profiles at Re=400 on grid of 41×41 































































(c) Zooming-in view of (a) 
Figure 9.5 Velocity profiles at Re=1000 on grid of 81×81 


























































(c) Zooming-in view of (a) 
Figure 9.6 Velocity profiles at Re=400 on the random nodes 
 









































Figure 9.7 Velocity profiles at Re=1000 on the random nodes 
 
9.3 Concluding remarks 
In this chapter, two mesh-free methods based on the different kernel approximations, i.e. 
LSFD and LMQDQ methods, have been numerically examined and compared in terms of 
their accuracy and efficiency. The numerical experiments indicate that under the same 
conditions like number of supporting points, node distribution and iterative solver, the 
LMQDQ method can generally achieve a more accurate solution while LSFD method is 
more efficient in terms of iteration number. From the viewpoint of practical applications, 
we suggest that the additional supporting points used to improve the condition number of 
the matrix in the LSFD method should be as small as possible so as to exploit the best 
accuracy. From the viewpoint of safety and convenience, the range of “good” shape 
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CHAPTER 10  
Conclusions and Recommendations 
 
10.1 Conclusions 
In this thesis, two mesh-free methods: least square-based finite difference (LSFD) method 
and local RBF-based differential quadrature (LRBF-DQ) method have been developed. 
Their abilities of dealing with the problems in fluid mechanics have also been 
demonstrated by applications to different types of flow problems with dynamic and 
geometric complexity, such as unsteady flow around two cylinders, natural convection 
within complex geometry, and compressible flow with shock waves. Note that both 
methods belong to the non-integral types of mesh-free methods. In other words, they solve 
the strong form of partial differential equations (PDEs), and the discretization process 
consists only of mesh-free derivative approximation. In this regard, they are truly 
mesh-free since no requirement of additional background meshes is needed. 
 
The LSFD method is based on the use of a weighted least square (WLS) technique together 
with a Taylor series expansion of the unknown function. The role of the weighting function 
is to tune the error distribution according to the relative position of the supporting points to 
the reference node. One important feature of the method is its ability to construct the 
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mesh-free interpolants according to the practical node distribution in the local support. 
Though the least square technique is adopted to overcome the possible ill-conditioned 
coefficient matrix, the method does not degrade the order of accuracy. Furthermore, it 
holds the property of the Kronecker δ  shape function, which is appreciated in the 
numerical schemes for fluid mechanics. From the point of view of practical 
implementation, LSFD method is very like the traditional finite difference method: simple 
and easy for programming. 
  
Several distinguishable advantages can be enjoyed from the use of LSFD method as 
compared with other mesh-free methods.  
• Truly mesh-free. In some mesh-free methods, the integration process requires 
background meshes.  
• Delta-shape function at the reference node. This circumvents the difficulty of 
implementation of essential boundary condition encountered in some mesh-free 
methods. 
• Simple, and easy to implement. LSFD method shares many common features with 
traditional finite difference method. It is easy for beginner to use this method after 
a short time of learning. 
 
Local RBF-DQ method, just as its name implies, gets the inspiration from the RBFs and 
differential quadrature (DQ) method. All previous works related to the application of radial 
basis functions for the numerical solution of PDEs have been based on the function 
approximation instead of derivative approximation. Thus, in the nonlinear partial 
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differential problems, special numerical techniques must be used to realize the Newton 
iteration and convergence. This makes the solution procedure complicated and very 
difficult, especially for the beginners in the computational area. In the RBF-DQ method, 
the RBFs serve as the trial functions that are used to approximate the solution of the given 
differential equations. The achieved coefficients are only related to the positions of 
supporting points in the local support and the RBFs specified. In other words, they are 
problem-independent and consistently applicable to the linear and nonlinear partial 
differential equations. It should also be noted that both methods make no distinction 
regarding the dimension of the practical problems.  
 
In general, the local MQ-DQ method takes the following advantages over other 
RBF-based schemes:  
• It can be consistently applied to both linear and nonlinear problems.  
• It can employ a large number of nodes to solve large scale engineering problems. 
Some BRFs-based numerical methods can only use less than 2000 nodes. 
• It can preserve the valuable properties of RBFs such as high accuracy and 
naturally mesh-free. 
 
Successful numerical simulations of flow problems by the two mesh-free methods 
involving dynamic and geometric complexity prove their applicability to large scale 
practical applications in engineering. The simple algorithms and easy implementation of 
the two mesh-free methods also imply that they can be easily and extensively adopted by 
other end-users for the purpose of mesh-free researches/applications in their field. 
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Despite of their attractive properties such as truly mesh-free and simple algorithm, they, 
however, also have the common weakness of all the mesh-free methods: poor 
computational efficiency. To alleviate this drawback, a hybrid scheme, which combines 
the mesh-free method with traditional finite difference scheme, is presented in Chapter 8. 
Numerical results show that compared to the pure mesh-free method, the hybrid scheme 
can greatly improve the computational efficiency. 
 
10.2 Recommendations on the future work 
The studies conducted so far are considered as an initial investigation for the performance 
of mesh-free methods in the solutions of some practical flow problems. The searching for a 
better or more suitable mesh-free method for fluid mechanics is continuing. The high 
flexibility of the two mesh-free methods also presents some challenging research 
problems, such as looking for best radial basis functions for local RBF-DQ method, and 
more suitable definition of local support. From the node generation’s point of view, a more 
general and flexible node generator is required in order to exploit the extreme power of the 
mesh-free method. From the practical applications’ point of view, there is an immense 
opportunity for the mesh-free computational research, ranging from the small scale like 
micro-flow to the large one like the study of nebula. All these are considered to be the 
motivating factors for the future work. It is hoped that the insights presented in this thesis 
will help to spur more interest in and launch more investigations into the use of mesh-free 
methods for the numerical flow simulation. 
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