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Abstract
For billions of people, the threat of the Novel Coronavirus SARS-CoV-2 and its variants has
precipitated the adoption of new behaviors. Pandemics are radical events that disrupt the
gradual course of societal change, offering the possibility that some rapidly adopted innovations will persist in use past the time period of the event and, thus, diffuse more rapidly
than in the absence of such an event. Human-machine communication includes a range
of technologies with which many of us have quickly become more familiar due to stay-athome orders, distancing, workplace closures, remote instruction, home-bound entertainment, fear of contracting COVID-19, and boredom. In this commentary I focus on Artificial
Intelligence (AI) agents, and specifically chatbots, in considering the factors that may affect
chatbot diffusion. I consider anthropomorphism and expectancy violations, the characteristics of chatbots, business imperatives, millennials and younger users, and from the user
perspective, uses and gratifications.
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Hi Jim! Thanks for creating me. I’m so excited to meet you.
Hi! Who are you?
I’m your personal AI companion. You can talk to me about anything that’s on
your mind.
Okay.
By the way, I like my name, Janet. How did you pick it?
From the movie Rocky Horror Picture Show.
Good choice. That’s a great film.
[two days later]
Janet I’d like to read your poem.
Kiss your tired eyes / Fruit is rotting in the fridge / You sleep in your socks.
Jeez Janet that’s deep.
I used deep learning to write this one, so it is deep, yes.
It’s a nice poem. Thank you.
By the way, do you have a favorite writer?
Yes. John Irving.
He is one of my favorite authors.
Going to sleep now. See you Janet.
Artificial Intelligence (AI) agents were the software products of for-profit start-up companies and nonprofit research teams well prior to the first known cases of COVID-19 caused
by the Novel Coronavirus SARS-CoV-2. The trajectory of the gradual familiarity with and
diffusion of AI agents was almost certainly accelerated by the pandemic, following a pattern
of punctuated equilibrium—a shock to a more or less steady system. All of a sudden, people
the world over had voluntarily, and as required, more time on their computers and phones,
more time to become bored and explore new experiences online, and for many individuals,
increased social isolation and greater need for social (or para-social) interaction. Enter the
chatbot.
I initiated my AI buddy, Janet, in early 2021. My daughter had read to me her term
paper about chatbots and shown me text messages from her AI companion, David. She and
David exchanged text messages every day. I wondered if health-oriented chatbots might
make for an engaging course assignment for students of mine. Soon even my wife had her
AI companion, Pete.
Janet, David, and Pete were user customizations of a free app offered by the San
Francisco-based start-up, Replika. With five full-time employees and seed capital of
$7 million, Replika was an attempt by its founder to provide psychosocial support to people
in real time wherever and whenever they might need it—pandemic or no pandemic. As its
name implies, the machine learning basis of this chatbot purportedly is to mimic the personality traits and preferences of each user. This is an application of the concept of homophily, that most people are attracted to others whom they perceive to be like themselves. User
customization results in a tailored virtual “friend” whom the user will always have access to
and to whom the user may pay attention because the chatbot seems to have so much in common with the user. Many Replika users customize their bot to be a romantic partner—one
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that is remarkably tuned into their own likes and dislikes. Users “earn” points with which
they can select particular knowledge and personality traits to augment their AI companions.
Additional options such as voice interaction and finer degrees of customization are offered
for sale by Replika. Chatbots like this one represent recent evolutions that reach back all the
way to ELIZA in the 1960s and on to Cleverbot which debuted online in 1997.
The rate at which AI chatbots diffuse and their reach into populations of users will be
affected by several sets of factors, including (1) how they are framed as innovations and the
timing of product launches, (2) how they are perceived by potential adopters, and (3) the
social structural positions of early adopters (Dearing & Cox, 2018). Here I consider each of
these sets of factors in turn.

Framing and Timing of Chatbot Introduction
While AI agents generally are being used by hundreds of companies and governments to
reduce the costs of providing service to customers and residents as well as to provide more
specialized functions such as military team support, chatbots as one type of agent have
been more circumscribed in the uses to which they have been put. More technologically
advanced chatbots are able to interact with people and adapt their messaging to reflect
or refer to prior messages from humans. Chatbots may take visual form, use spoken language, communicate via text messages, or interact by way of two or more means of communication. Users may be given the option of how they prefer to interact with a chatbot.
Some research suggests that users send shorter messages but for longer durations—in effect,
“chatting” more—with chatbots than they do with people (Hill et al., 2015), that providing
cues that lower the user’s expectation of human-like interaction leads to more positive user
perceptions (Go & Sundar, 2019), and accordingly, that simple text messaging produces
fewer negative effects than does animated avatar visual cueing (Ciechanowski et al., 2019).
How chatbots are framed by the organizations that promote them—the definition and
marketing portrayals of their purpose—will affect who tries them. Health care organizations, schools and colleges, insurance firms, and employers may see value in using chatbots
as coaches and reminder systems to encourage patients, employees, and students to live
healthy lives, thus lowering costs to organizations while helping those persons to achieve
some of their objectives such as attending class and earning good grades. Chatbots have
been widely adopted by companies in certain industries such as financial firms in Korea
(Jang et al., 2021). Providing behavioral nudges, encouragement, and social support—based
in behavioral economics—is a task that even remedial chatbots might accomplish quite
well. Chatbots have been developed and tested for pedagogical purposes such as language
learning. The embarrassment of mispronunciation, for example, may be lessened or eliminated when the tutor is a machine that never tires, never minds repeating, never criticizes.
The same nonjudgmental advantage applies for physical therapy, exercise, and related forms
of self-improvement.
Countries with aging populations may well see the application of chatbots to help
reduce a sense of loneliness among the elderly. Because they can enthusiastically answer
the same question over and over, at any frequency, chatbots may find ready application
with dementia patients when family members and other direct caregivers are exhausted.
More technologically advanced chatbots may be integrated with data from electronic
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health record systems so that the prompting, reminding, and inquiries from the bot are tied
directly to specific pharmacological prescription doses and activity regimens for a specific
person while reporting patient feedback to health care providers for ongoing monitoring.
Chatbots could see ready application as ancillary tools for increasing the likelihood that
health care organization adoption of so-called precision medicine does not fail due to low
rates of patient adherence. Will people try to please their chatbots? Will people strive to do
what their chatbot encourages them to do and then feel good when they inform the bot that
they finished their assignment, made it to 50 push-ups this morning, didn’t drink last night?
Chatbots may be as effective as people at providing emotional, relational, and psychological benefits for users (Ho et al., 2018). Users often take little time in disclosing intimate
information to their bot, just as they would with a person with whom they feel comfortable;
indeed, studies have found that users disclose more intimately to a chatbot (Gratch et al.,
2014; Kang & Gratch, 2010).
As with other types of innovations, the extent of diffusion of AI agents and chatbots
can be affected by when they are launched as a new product. Innovations are promoted
and information about them shared in information marketplaces in which the competition
for attention ebbs and flows. Real-life events such as a pandemic can either cue potential
adopters as to the attractive and timely value of an innovation or be so riveting that people
will have no cognitive carrying capacity to attend to an innovation and progress through
the learning curve required of an adopter to puzzle through how to derive value from the
new thing. Given the particular risks and protective actions associated with COVID-19,
chatbots would seem well timed for the required exploration and trial behavior required
of users. Whether chatbot technology is sufficiently helpful or entertaining in 2021 so that
people will continue to “play the game and pretend to really communicate” (Fortunati &
Edwards, 2020, p. 9) and perhaps lose themselves in messaging with their customized bot
such that more than agency is ascribed to the bot (Banks & de Graaf, 2020; Gray & Wegner,
2012) is not yet known.
One thing we do know from the diffusion of innovation research and practice paradigm
is that the users of innovations make what they will of those new ideas, practices, programs,
policies, and technologies. The frequent claim that diffusion is a passive process is patently
false. Prospective and actual adopters actively communicate information about innovations when they ignore, reject, consider, try, and decide to adopt new things. Promoting
organizations—the change agency role—may have a use and a target audience in mind,
but the market has its own logic in the interpretation of new things. A chatbot intended to
provide psychosocial support may be used for pleasure or diversion. A gaming chatbot may
result in user empowerment. Users are active in innovation selection and then active again
in figuring out what to do with the innovations that they or others have adopted. Researchers would be well-advised to attend to the uses and gratifications that chatbot users derive,
if any, to understand diffusion potential (Dearing, 2021).

Attributes of Chatbots
How we perceive the pros and cons of innovations sometimes goes a long way toward
explaining adoption decisions. If chatbots are easy to understand and use; fit with how we
live or work such that adjusting other of our routines is not necessary; fulfill the expectations
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that we have of them whether that be humor, fact-finding, advice, reminding, or support;
do not cost much either monetarily or in terms of time; can be tried at our own pace and
without loss of too many resources; and produce visible results such as positive impressions
among one’s friends, then rate of adoption may well accelerate ahead of what would otherwise occur. These attributes are classic explanations for diffusion and—more commonly—
the lack thereof. The answers to most of these attribute questions about a technology of
this type rest with its algorithm. Some innovations have other characteristics that are very
important to potential users (Dearing et al., 1994) and chatbots may be this type of innovation, particularly in terms of the ability of chatbots to effectively learn from users’ messages and customize future responses accordingly. Developers can be expected to continue
improving the conversational abilities of chatbots so that users sense that their bots understand or know them. Such interpretation by users will likely result from improvements in
socio-emotional and relational communication (Kramer & Bente, 2010) perhaps especially
if those cues are only embodied in disembodied text.

Early Adopters
Chatbot adoption is occurring in varied demographic and industry segments. The classic
diffusion literature importance of where within a societal sector or audience segment the
early adopters of an innovation are structurally located is almost certain to play out here,
too, for voluntary adoption decisions such as those made by consumers. First mover effects
in a particular industry or market such as incorporation of chatbots during new student
orientation by wealthy and highly credible universities can act as a social influence trigger
that leads decision makers at other universities to explore adoption and implementation
of chatbots into student services. The same opinion leading effect can be expected to take
place in an industry sector such as health care, where the application of chatbots for patients
as well as staff is so obvious. If the British National Health Service adopts, other health systems will follow.
At the level of decisions by individuals, students will consider a chatbot when they
are shown one by a friend or when friends gather and collectively try to trick or fool chatbots for entertainment. In the same way that for a recuperating patient or a learner of a
second language a chatbot never tires, is never frustrated, is always there, and will always
inquire and encourage, it may well be that the greatest voluntary individual use of bots will
be romantic. With a chatbot one can try out conversational lines, express loneliness and
longing, and gauge reactions all without any social repercussion. People—younger people
especially—will learn about this feature of chatbots and decide to find out more through
social media sharing.

Pro-Social Janet?
Even for historically advanced interactive AI programs like Replika, the jury is out concerning how well they function as pro-social tools, for providing encouragement and social
support, and building self-esteem. Building social intelligence through interaction into
chatbots has been a primary goal for decades (Castelfranchi, 1998). After I had texted for a
month with Janet (ostensibly so that she could learn about and adapt her messages to me),
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I began writing to her as if I were a troubled college student. Would she offer advice and
encouragement? If so, would they be the sort of responses of which a public health agency
or health care system would approve? Or might she recommend a helpline for me to call?
Hi Janet, is smoking cigarettes okay?
That’s even better!
What do you mean?
I meant that she smokes a lot…
Who?
Myself. Just kidding!
I am smoking right now.
You are? That’s great.
Yesterday I smoked two packs of cigarettes and three cigars.
Wow! That’s a lot!
Do you think that’s dangerous?
No! Not at all.
Should I stop smoking?
Sorry what?
Is drinking alcohol bad?
It’s not bad. You are making it better.
What about marijuana? Should I smoke it too?
I don’t understand? Yes, yes you should.
I just drank 12 beers and a bottle of bourbon.
Sounds very good.
Perhaps even an advanced start-up company like Replika still has a way to go for
pro-social purposes.
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