Abstract: We consider a class of parallel server systems that are known as N-systems. In an N-system, there are two customer classes that are catered by servers in two pools. Servers in one of the pools are cross-trained and can serve customers from both classes whereas all the servers in the other pool can only serve one of the customer classes. A customer reneges from his queue if his waiting time in the queue exceeds his patience. Our objective is to minimize the total cost that includes a linear holding cost and a reneging cost. We prove that, when the service speed is pool-dependent, not class-dependent, a cµ-type greedy policy is asymptotically optimal in many-server heavy traffic. The key to our optimality proof is a state space collapse result for diffusion-scaled processes under the greedy policy. We employ a framework developed in Dai and Tezcan (2005) to prove the state space collapse in many-server heavy traffic.
Introduction
Parallel server systems have become a common tool for the analysis of systems arising in different settings such as communication networks, manufacturing and service systems; see, e.g., Bertsekas and Gallagher (1992) , Buzacott and Shantikumar (1993) , Gans et al. (2003) and Yao (1994) . In this paper we consider parallel servers systems with an N-design, or N-systems for short, with many servers. A topological classification of parallel server systems can be found in Garnett and Mandelbaum (2000) . We prove that a cµ-type greedy routing policy is asymptotically optimal for N-systems in a many-server heavy traffic regime.
An N-system consists of two customer classes and two server pools and is similar to but more general than those considered in Harrison (1998) and Bell and Williams (2001) . Unlike the models in Harrison (1998) and Bell and Williams (2001) , our N-system may have more than one server in each pool and customers renege from queue if they wait too long. A more detailed description of our N-system with a schematic diagram is given in Section 2.
For an N -system, the following decisions need to be made. (a) When an arriving customer finds his queue empty and there are idle servers capable of serving him, should the customer be routed to an idle server immediately or be routed to queue? It may be beneficial sometimes to reserve some servers in anticipation of more expensive customer arrivals; (b) when an arriving customer can be served immediately by servers from either server pool, which server pool should be used to serve the customer? (c) when a server in pool 1 finishes a service and there are customers waiting in queue 1, should the server idle or pick a new customer to serve? (d) when a server in pool 2 finishes a service, should the server idles or serve a customer from queue 1 if the queue is not empty or serve a customer from queue 2 if the queue is not empty? A policy dictating these decisions is said to be a routing policy in the call center literature; see, for example, Gans et al. (2003) .
The cost function we consider has two components, holding cost and reneging cost. We are interested in finding a routing policy to stochastically minimize the total cost of holding customers in the queue and abandonment over a finite time interval. We focus on the systems where service times can be pool-dependent, but not class-dependent. Therefore, the service time distribution only depends on the pool of the server providing service. We consider the following cµ type, "greedy" routing policy: (a) each server is non-idling; (b) when a server is ready to pick a next customer to work on, he picks a customer from the more expensive queue; (c) when an arriving customer (in class 1) is ready to pick a server, he picks a faster server. (Ties are assumed to be broken in favor of lower indexed classes and pools.) For future reference, this greedy policy is denoted by π * .
In this paper, we prove that the greedy policy π * is asymptotically optimal. Under our asymptotic framework, a sequence of N-models are considered, and the parameters of the sequence are assumed to satisfy a many-server heavy traffic condition. When this condition is satisfied, the sequence of systems is known to operate in many-server heavy traffic regime or the Halfin-Whitt asymptotic regime (e.g. Gans et al. (2003) , Halfin and Whitt (1981) ). Under the many-server heavy traffic condition, arrival rates and number of servers in each pool grow to infinity in such a way that the nominal load converges to one; furthermore, the total of number of servers in each system is equal to the total offered load plus a constant multiple of the square root of the offered load. This latter fact is in accordance with the square-root safety staffing rule as in Borst et al. (2004) and Atar et al. (2004) . In addition, we focus on the setting where server pool 1 cannot handle all the load from class 1 customers so that some of the class 1 customers have to be routed to the second server pool. This assumption is similar to the complete resource pooling assumption in Harrison (1998) and Bell and Williams (2001) .
Our result may come as a surprise in light of the simulation study in Harrison (1998) . There, N-systems are studied in the conventional heavy traffic regime when the number of servers in each server pool is fixed as the offered load and the service speed of each server increases. The simulation study in Harrison (1998) shows that when each server pool has a single server, the system is unstable under the routing policy π * : queue 2 grows without bound even though the total offered load is below the total system capacity. We perform simulation experiments in Section 1.1 to illustrate the differences between these two heavy traffic regimes.
Our proof of the asymptotic optimality of policy π * consists of two major steps. In the first step, we establish a lower bound for the total cost under any policy. Critical in the lower bound proof are what we call a lower bound map defined in Lemma 3.1 and an associated comparison result in Lemma 3.2. The lower bound map plays a similar role in the many-server limit setting to the one-dimensional Skorohod map in the single-server setting. In the second step, we show that under policy π * , the total cost achieves the lower bound. A key to proving this is the following state space collapse (SSC) result: under the diffusion scaling, (a) queue 1 is always empty; (b) pool 2 servers are 100% busy; (c) pool 1 servers may idle only when queue 2 is empty. Part (c) says that the system achieves the complete resource pooling in diffusion limit under policy π * . To prove the SSC result, we employ a framework that is recently developed in Dai and Tezcan (2005) . In addition to proving the optimality of π * , this paper illustrates in a concrete setting, in the second step of the optimality proof, how the framework in Dai and Tezcan (2005) is used to prove SSC results. This illustration constitutes another major contribution of this paper.
To use the framework in Dai and Tezcan (2005) , we first prove that policy π * is efficient in many-server fluid limits. This is proved by studying a fluid model that is defined via a set of deterministic fluid model equations (see Section 6.2). We next prove that a hydrodynamic model has the analogous SSC result. The hydrodynamic model is defined by a set of deterministic hydrodynamic model equations. These equations are similar to but different from the fluid model equations. The hydrodynamic model equations are satisfied by hydrodynamic limits, a concept that is fully developed in Dai and Tezcan (2005) . The hydrodynamic scaling that is used to define the hydrodynamic limits is obtained by slowing down the time in the diffusion scaling. Among many differences, in the fluid model we keep track of number of busy servers in each server pool, whereas in the hydrodynamic model, we keep track of number of idle servers in each server pool. Following the framework, the SSC result for the hydrodynamic model implies a weak form of the SSC result, known as the multiplicative SSC, in diffusion limit. Finally, using the multiplicative SSC result, we show a compact containment condition: under policy π * , the diffusion-scaled queue sizes and number of busy servers are stochastically bounded. The compact containment condition allows us to conclude the SSC result in the diffusion limit from the multiplicative SSC. The framework in Dai and Tezcan (2005) is an extension of a similar framework that was first developed in Bramson (1998) for multiclass queueing networks in the conventional heavy traffic setting.
Our assumption that service times may only depend on the server pool is crucial in our asymptotic optimality proof. In Section 7 we show how this assumption can be slightly relaxed to require that the difference is asymptotically negligible as in Maglaras and Zeevi (2003) .
The rest of this paper is organized as follows. As a part of the introduction, we first present the results of simulation experiments that illustrate the difference between the performances of N-systems under two different heavy traffic regimes. Then, in Section 1.2 we review the related literature. We present the notation used in the rest of the paper in Section 1.3.
In Section 2, we discuss the precise details of the N-systems and the many-server asymptotic framework we consider. We present our main results in Section 3. In Section 4 we provide an analytical formulation of N-systems and present an outline of the proofs of our main results. In Sections 5 and 6, we prove our main results. Extensions of our main results are discussed in Section 7.
Simulation experiments
First, we repeat Harrison's simulation study with slightly modified system parameters. For the simulation experiments in this section we assume that customers never abandon the system. We set the number of servers to N 1 = N 2 = 1, the arrival rates to λ 1 = 26ρ, λ 2 = 8ρ, and the service rates to µ 1 = 14 and µ 2 = µ 3 = 20. Interarrival and service times are assumed to be exponentially distributed. We take the unit time to be one minute. Theoretically, if ρ < 1, then the system has enough capacity to process the offered load. We set ρ = 95% and simulate this N-system for 500 hours. The left figure in Figure 1 plots the queue lengths as functions of time. The solid curve is for queue 1 and the dashed curve is for queue 2. It is clear from this plot that queue 2 grows without bound. Since our theorems suggest that the greedy policy π * is nearly optimal in the many-server heavy traffic regime, we simulate the many-server version of the same system with the following modifications: (1) each server is slowed down 20 times, and (2) each server pool has 20 identical servers. Therefore, the service capacity of each server pool has not changed. One may expect that a policy could not perform strikingly different in these two systems. However, this turns out to be not true for π * . The right figure in Figure 1 again plots the queue lengths as functions of time. It is clear from this plot that none of queues grows without bound. One wonders what makes the two systems perform drastically differently. A close examination of the simulation study reveals that, in the single server setting, the server in pool 2 helps too often with class 1 customers that the server in pool 1 is starved too much due to the lack of class 1 customers. (See Garnett and Mandelbaum (2000) for more simulation experiments illustrating this fact.) Therefore, pool 1 server accumulates more than his share of idle time, causing the entire system to be unstable. In the many server setting, we will prove in Section 6.2 that for each fluid limit, server pool 2 does not help any class 1 customers when it has waiting customers and server pool 1 is not fully busy; see (6.14). Using this fact, one can prove that servers in pool 1 do not idle when queue 2 is not empty. Therefore, under policy π * , each fluid limit achieves what is known as the complete resource pooling in the literature ; see Ata and Kumar (2005) , Bell and Williams (2001) , Harrison (1998) , López (1999), Laws (1992) . In the single server setting, for each conventional fluid limit, one is not able to articulate the concept that server pool 1 is notfully-busy. Attempt to use "queue 1 being empty" as a proxy fails because pool 1 server could be fully busy even though fluid level in queue 1 is empty.
It is an open research problem to find out the critical value of the offered load for system stability under policy π * . In Section 7, we show how policy π * can be modified so that the resulting new policy is always stable and is still asymptotically optimal.
Literature review
In the conventional heavy traffic regime, Harrison (1988) pioneered Brownian control models to study the dynamic control of multiclass queueing networks. The Brownian control models are extended to stochastic processing networks in Harrison (2000) . In the many-server heavy traffic regime, a diffusion control problem is proposed in the literature. Harrison and Zeevi (2004) and Atar et al. (2004) study V-systems and Atar (2005a,b) study tree-like parallel server systems. They focus on a formal derivation of the diffusion control problem and obtain optimal control policies. However, specification of the optimal policies uses the solution to a set of partial differential equations (PDE's) and this set of PDE's can only be solved numerically. Also, parameters of these PDE's depend on arrival and service rates as well as other system parameters. Hence, it is difficult to see how sensitive the control policies are to the changes in these parameters. In addition, approximations to system performance measures are difficult under these policies since they are specified numerically. As noted in Gans et al. (2003) ; "the asymptotic analysis of Harrison and Zeevi (2004) and Atar et al. (2004) has so far shed little "qualitative light" on the structure of optimal controls for skills-based routing in the QED regime". In this study, we focus on a simple policy that is parameter independent and whose asymptotic performance can be expressed in analytical closed form.
N-systems and more general parallel systems have been extensively studied in the literature, mostly in the conventional heavy traffic regime. In addition to discovering the instability phenomenon discussed earlier in the introduction, Harrison (1998) devises the discrete review policies for N-systems and shows that they asymptotically minimize the expected discounted, cumulative linear holding cost when the arrival processes are Poisson and the service times are deterministic. Harrison and López (1999) generalizes these policies for general parallel systems without proving their optimality. For the same N-systems, but with general arrival processes and service time distributions, Bell and Williams (2001) devises static buffer priority policies with thresholds and proves their asymptotic optimality under a linear holding cost. They generalize their results to general parallel server systems in Bell and Williams (2005) . Mandelbaum and Stolyar (2004) propose a generalized cµ policy for parallel server systems. They prove that it is asymptotically optimal in minimizing a strictly convex holding cost. They also discuss how their results can be extended to a many-server heavy traffic regime that is different from the regime we consider. They focus on the case where almost all the customers wait before service. That enables them to extend their results from the conventional heavy traffic analysis easily. This straightforward extension is not possible in the many-server heavy traffic regime we consider here when only a fraction of customers are delayed in queue.
More general systems that include parallel server systems as a special case have also been studied in the literature, again in the conventional heavy traffic regime. Stolyar (2004) proves that MaxWeight policies asymptotically minimize the workload processes for a generalized switch model that belongs to one-pass systems in which each customer leaves the system after being processed at one processing step. Ata and Kumar (2005) extends the discrete review policies in Harrison (1998) to stochastic processing networks and proves their optimality under a complete resource pooling condition and a balanced, (conventional) heavy traffic condition that each server is critically loaded. Dai and Lin (2005) proves that maximum pressure polices are asymptotically optimal for stochastic processing networks under the same resource pooling condition but a relaxed heavy traffic condition.
Motivated the by the simulation study in Harrison (1998) , Garnett and Mandelbaum (2000) also perform simulation experiments on N-models to study the effect of the offered load on the performance of system. They also simulate N-systems under the threshold policy proposed by Bell and Williams (2001) .
In the many-server heavy traffic regime, there have been some studies in the literature on the asymptotically optimal policies under various objective functions. Gurvich et al. (2004) studies a V-parallel server system with impatient customers. They show that a static buffer priority policy with a threshold is asymptotically optimal. Armony (2005) studies an inverted V-parallel server system and shows that the faster-server-first (FSF) policy is asymptotically optimal. Armony and Maglaras (2004a,b) study an M/M/n system with two customer classes. Shumsky (2004) , Stanford and Grassmann (2000) and Gans and Zhou (2006) have modeled N-systems with Poisson arrival processes as continuous Markov chains. While the Markov chain analysis provides numerical solutions to some control problems, it is difficult to provide structural insights to the control of these systems with a large number of servers.
Notation
We collect some of the notation that is used in the rest of this paper. The set of non-negative integers is denoted by N.
We use {x n } to denote a sequence whose nth term is x n . For a function f : R → R, we say that t is a regular point of f if f is differentiable at t and usė f (t) to denote its derivative at t.
Skorohod path space; see Ethier and Kurtz (1986) . For x, y ∈ D d [0, ∞) and T > 0 we set
The space D d [0, ∞) is endowed with the J 1 topology and the weak convergence in this space is considered with respect to this topology. The notation"X r ⇒ X" will denote the weak convergence of X r to X in the appropriate topological space as r → ∞. For a sequence of functions {x n } ∈ D d [0, ∞), the sequence is said to converge uniformly on compact sets to
A sequence of random variables {x r } is said to satisfy the compact containment condition if
A sequence of stochastic processes {X r (·)} is said to satisfy the compact containment condition if X r (t) T satisfies the compact containment condition for every T > 0.
The queueing model and asymptotic framework
In this section, we present the mathematical details of N-systems and the many-server asymptotic regime we consider. An N-system consists of two customer classes and two server pools. See Figure 2 for a schematic diagram of the system. The circles in this figure represent two server pools which accommodate servers having the same capacity and capability working in parallel. The open-ended rectangles represent infinite capacity buffers where customers wait for service. Customers in each class arrive at the system following a renewal process and their service times are assumed to be exponentially distributed. The servers in the first pool can only serve class 1 customers with average service time equal to 1/µ 1 . The second pool can serve either class. Average service time of a class 1 customer by a server in pool 2 is 1/µ 2 and for a class 2 customer it is 1/µ 3 . Our assumption that service times may only depend on server pool implies that µ 2 = µ 3 .
Upon arrival, a customer's service may start immediately if there is an idle server that can handle that customer. Otherwise, customers from class k join queue k and start waiting for one of the servers handle their service request. We assume that customers renege from the system if they wait too long in queue before the commencement of their service. We model this customer behavior by assuming that with each customer there is an associated exponentially distributed patience time. If a customer's waiting time exceeds his patience he abandons the system. We denote the rate of the patience distribution for class k by γ k ≥ 0. Note that γ k may be equal to 0. In that case customers in class k are said to have infinite patience and so they never abandon the system.
We focus on a sequence of N-systems indexed by r. The arrival rate to each class in the rth system is denoted by λ r = (λ r 1 , λ r 2 ). We use N r = (N r 1 , N r 2 ) to denote the number of servers in each server pool and |N r | to denote the total number of servers in the rth system in this sequence.
For notational convenience, we define K = {1, 2} the set of customer classes and J = {1, 2} the set of server pools. We assume that the set of pools that can handle class k customers is fixed, hence does not depend on r, and denote it by J (k). Similarly, we assume that the set of queues that servers in pool j can handle is fixed and denote it by K(j). Hence, for our N-systems J (1) = {1, 2}, J (2) = {2}, K(1) = {1}, and K(2) = {1, 2}.
For the sequence of N-systems we consider, we assume that arrival rates and number of servers increase and the offered load on the system approaches to its capacity as r gets large. First, we require that the arrival rates and number of servers in each pool are in the same order; i.e., we assume that there exist λ i > 0, k ∈ K and β j > 0, j ∈ J , such that
We also assume that the total capacity of the servers in pool 1 is not enough to handle all class 1 customers. This condition is known as the resource pooling condition in the conventional heavy traffic literature; see Harrison and López (1999) and Bell and Williams (2001) , among others.
Specifically, we assume that there exist x 21 , x 22 > 0 that satisfy x 21 + x 22 = 1,
Similar to the squared-root staffing principle used in Halfin and Whitt (1981) , Garnett et al. (2002) and Borst et al. (2004) , the number of servers in each pool is assumed to satisfy
for θ 1 , θ 2 ∈ R and we set θ = θ 1 + θ 2 and for each r ∈ N.
We use h k to denote the holding cost for each time unit a customer is held in queue k. We assume that a penalty of c k is incurred each time a class k customer reneges from queue. The cost function we consider is the total diffusion-scaled holding and reneging costs during a finite time interval. Before we can define the cost process, we need to introduce some notation. Let Q r k (t) denote the number of class k customers in queue at time t and R r k (t) denote the number of class k customers who have abandoned the system by time t. We define the diffusion scaling for these processes bŷ
The cost process ζ r (t) is defined by
Our objective is to find a routing policy that stochastically minimizes ζ r (T ) as r → ∞ for any fixed T > 0. In general, a routing policy specifies how servers are allocated to customers dynamically. For the rest of this paper we use π to denote a generic policy. The evolution of an N-system naturally depends on the policy employed. Whenever we need to make this dependence explicit, we append π to processes associated with the N-system.
Optimal policies for N-systems depend on system parameters. We assume for the most part of the paper that
(2.5)
Other cases are handled in Section 7. Note that each customer in queue k incurs a total cost of h k + c k γ k per unit of time, k = 1, 2. Assumption (2.5) says that class 1 customers are more expensive to hold than class 2 customers, and they are served faster by servers in pool 2. Also, it implies that class 1 customers are more patient than class 2 customers. This latter assumption is in accordance with the empirical findings of Brown et al. (2005) . We note that, under assumption (2.5), π * dictates that class 1 customers have priority over class 2 customers and the second server pool have priority over the first server pool. We restrict our attention to the class of admissible policies. A policy is said to be admissible if it is non-preemptive, head-of-the-line (HL), and has the Markovian structure described below. Under a non-preemptive policy, once the service of a customer starts it can not be interrupted before it is finished. A policy is said to be head-of-the-line if each server can only serve one customer at any given time and the customers in the same queue are served on a First-in-First-out (FIFO) basis. Under an admissible policy, the assignments of servers to customers can only be made at the time of a customer departure or arrival. Let Z r jk (t) denote the number of class k customers in service in pool j at time t for k ∈ K and j ∈ J (k). For an event time t, under an admissible policy, the new server allocations at that instant are made by only using the state of Z r jk (t) and Q r k (t), for k ∈ K and j ∈ J (k). We require that a policy has this Markovian structure for technical reasons elaborated in Remark 4.1. A detailed description of admissible policies can be found in Dai and Tezcan (2005) . The only difference between our definition of an admissible policy and that in Dai and Tezcan (2005) is that we allow an admissible policy to be idling; i.e., it may allow servers idle even when there are customers waiting in the queue that they can handle.
In order for ζ r,π * to have a meaningful limit, the sequence of initial states must satisfy certain conditions. First, it is necessary that
. This condition implies that at time zero the difference between the server allocations and nominal allocations is o(|N r |). Also, the sequence {(Q r (0),Ẑ r (0))} must satisfy the following condition
as r → ∞ for a random vector (Q(0),Ẑ(0)).
Remark 2.1. Condition (2.7) can be relaxed to assume that {(Q r (0),Ẑ r (0))} is tight. In this case the asymptotic performance of two policies may be compared along subsequences that {(Q r (0),Ẑ r (0))} is convergent. Using our main results, one can show that π * asymptotically minimizes the cost along each such subsequence.
As discussed in Section 1, we assume that service times are exponential distributed. The arrival process for class k customers E r k (·) is defined by
. .} is a sequence of i.i.d. nonnegative random variables with mean 1 and variance σ 2 k ∈ [0, ∞) and u k (0)'s are arbitrary nonnegative random variables. By convention, empty sums are set to be zero.
Main results
First, we introduce a process that we use to establish a lower bound for the total cost. We define the lower bound map ψ a as follows that will be used below to build this lower bound process. For a = (a 1 , a 2 ) ∈ R 2 , we define ψ a :
where
w ∈ D[0, ∞). Next, we establish the basic properties of ψ a .
Lemma 3.1. For each w ∈ D[0, ∞) and a ∈ R 2 there exists a unique y that satisfies (3.2). Furthermore, ψ a is Lipschitz continuous on D[0, ∞) with respect to the sup norm on finite intervals.
The proof is placed in Appendix A and is similar to that of Theorem 11.4 in Mandelbaum et al. (1998) .
Set ψ ≡ ψ (µ 1 ,γ 2 ) . We define the process Y * by
where ξ * is a Brownian motion with drift θ, variance
and initial distributionQ
The following result shows that ζ * provides a lower bound for the cumulative holding costs under any admissible policy as r → ∞.
Theorem 3.2. Let π be an admissible policy and {X r,π } be a sequence of N-systems working under π. Assume that (2.5) and (2.1)-(2.7) hold. Then for any T > 0 and x > 0 lim inf
With Theorem 3.2 the following result shows that π * is asymptotically optimal.
Theorem 3.3. Let {X r,π * } be a sequence of N-systems working under policy π * . Assume that (2.5) and (2.1)-(2.7) hold. Then, for any T > 0 and
Preliminaries and an outline of the proofs
In order to ease the exposition, we first provide the notation and basic properties of N-systems that will be used extensively in the rest of this paper. We then present the outline of the proofs.
Queueing model
Recall that E r k (t) denotes the total number of class k arrivals in the rth system by time t. Let A r k (t) denote the total number of customers who have entered queue k by time t in the rth system; a customer who receives service without any wait does not enter a queue. We use A r jk (t) to denote the total number of class k customers who started receiving service from a server in pool j without any wait by time t, and we use B r jk (t) to denote the total number of class k customers who have departed queue k and have commenced service at a server in pool j by time t. Let T r jk (t) denote the total time spent serving class k customers by all N j servers of pool j in the rth system until time t. Recall that we use Z r jk (t) to denote the total number of class k customers that are being served by a server in pool j and Q r k (t) to denote the total number of customers in queue k at time t in the rth system. Note that
For notational simplicity we define
the total time spent in queue by class k customers until time t. We denote the total number of class k customers in the system at time t by X r k (t) and the total number of customers in the system at time t by Y r (t). Thus,
Let S jk and F k be Poisson processes with rates µ jk and γ k , respectively, for k ∈ K and j ∈ J (k). Under an admissible policy, the number of class k service completions in server pool j and number of class k customers who abandoned the system until time t can be expressed as
respectively (see Remark 4.1 below). We refer E r k , F k , S jk , : k ∈ K, j ∈ J (k) as the primitive processes for the rth system. Set
; it is referred to as the performance process for the rth system. Whereas the primitive processes do not depend on policy π used for the rth system, the performance process X r does depend on policy π. We use X r,π to explicitly denote such dependency. We drop the subscript π when the policy π is clear from the context. For a given policy π, observe that each component of (A 
Additional equations associated with policy π. (4.6) Remark 4.1. As discussed in Dai and Tezcan (2005) , the process X r,π , which is called the perturbed system there, is pathwise different from the performance process of the underlying N-system described in Section 2. If π is an admissible policy it can be shown, similar to Theorem 2.1 in Tezcan (2006) , that X r,π and the performance process associated with the N-system have the same distribution; see also Dai and Tezcan (2005) for more details. The class of admissible policies can be extended to cover all policies under which these two systems have the same distribution. Theorems 3.2 and 3.3 show that π * is actually optimal among all policies in this extended class.
For future reference, we define the fluid-scaled primitive processes
(4.8)
for k ∈ K and j ∈ J (k). It follows from (4.2), (4.4) and the fact that
Lower bound
It will be argued in Section 6 that for each T ≥ 0 and x > 0 lim inf
Thus, to derive a lower bound on the total cost ζ r,π (T ), it is sufficient to derive a lower bound for Y r,π , the scaled total number of customers in the system. Observe from (4.8) and (4.9) that
It follows from Lemma 4.2 at the end of this section that on each sample path,
When policy π has the following fluid limit: for every t > 0,
almost surely as r → ∞, ξ r,π ⇒ ξ * as r → ∞, where ξ * , defined as in (3.3), does not depend on π. Therefore, for each t ≥ 0 and x > 0,
When (4.12) is not satisfied, it will be argued in Section 5 that ζ r,π (T ) → ∞ in some appropriate sense as r → ∞. Thus, ψ(ξ * ) serves as an asymptotic lower bound forŶ r,π as r → ∞. Hence, we have for each t > 0 and x > 0.
The complete, rigorous lower bound analysis will be carried out in Section 5.
Optimality
To prove that π * is asymptotically optimal, it suffices to prove that (4.13) becomes an equality under π * . We first show that (4.12) holds. Thus, as r → ∞,
In Section 6, we study a fluid model for the sequence of N-models. The fluid model is defined by a set of fluid model equations; these equations are satisfied by each fluid limit, a limit point ofX r,π as r → ∞. We prove (4.12) in Section 6 by proving that initial state of the fluid model given in (2.6) is an invariant state of the fluid limit. Next, it follows from (4.10) that
Thus,Ŷ r,π * = ψ(ξ r,π * + r ) for each r > 0. Assume that the following state space collapse results hold under policy π * : as r → ∞,
It follows that r ⇒ 0 as r → ∞. Thus, 16) as r → ∞. Also, it will be proved in Section 6 that
as r → ∞, proving that the total cost achieves the lower bound under policy π * . The SSC results (4.15) do not necessarily hold at time zero because of assumption (2.7). However, under assumption (2.7), there exists a sequence
as r → ∞. We show in Section 6 that (4.17) and (4.15) imply
We use the framework in Dai and Tezcan (2005) to prove (4.17). The framework consists of three main steps. The first step is to show that (4.12) holds under π * . This is proved in Proposition 6.2. We next prove that a hydrodynamic model has the analogous SSC result (the hydrodynamic model is introduced in Section 6.3.) By Theorem 5.4 in Dai and Tezcan (2005) this implies the following multiplicative SSC results hold for diffusion-scaled processes;
as r → ∞, where
Finally, in the third step, we prove that {Q r,π * (·)} and {Ẑ r,π * (·)} are stochastically bounded as r → ∞ in Section 6.4. Thus, the multiplicative SSC results (4.18) imply the SSC results (4.17).
We end this section with a lemma that is critical in proving the lower bound. 
The proof is presented in Appendix A.
Lower bound
In this section we prove Theorem 3.2. For the rest of this paper, we set a = (µ 1 , γ 2 ) and define ψ a as in (3.1). For notational simplicity we omit a from the notation and use ψ to denote this map. The idea of the proof for Theorem 3.2 is similar to that of Proposition 2 in Ata and Kumar (2005) .
In the first step we construct the stochastic processes involved in our system in a new probability space by replacing weak convergence of primitive processes with a.s. convergence using the Skorohod representation theorem; see for example Ethier and Kurtz (1986) . Then, we divide the sample paths into two sets; the first set includes those sample paths that satisfy (4.12) and the second set includes the rest of the sample paths. For the sample paths in the first set we use Lemma 4.2 to show that ζ * provides a lower bound. For all the other sample paths we show that the cost goes to infinity as r → ∞. 
is tight and any weak limit of this sequence has continuous paths almost surely. In particular, the limit is of the following form 
for all t ≥ 0, where e = (1, 1, 1), andḠ π (·) is absolutely continuous a.s. Let {T r ,π ,Ḡ r ,π } be a further subsequence of {T r ,π ,Ḡ r ,π } which converges weakly to a limit as in (5.5). By appealing to the Skorohod representation theorem, we may choose an equivalent distributional representation (which we will denote by putting a " ∼ " above the symbols) such that the sequence of random processes
as well as the limit
are defined on a new probability space, say Ω ,F,P , so thatP -a.s.
u.o.c. as r → ∞. For the rest of this proof we focus on the sample paths inΩ that satisfy (5.6).
We can also assume without loss of generality that there exists a sequence of random vectors in (Q r (0),Z r (0)) in this new space that are independent from all stochastic processes in (5.6) such that (Q r (0),Z r (0)) has the same distribution with (Q r (0), Z r (0)). In addition, (Q r (0)/ |N r |,Z r (0)/ |N r |) → (Q(0),Z(0)) a.s. where (Q(0),Z(0)) has the same distribution with (Q(0),Ẑ(0)) and independent of all the processes defined above onΩ.
We define the following processes on this new probability space:
We note that processes defined by (5.7)-(5.13) have the same joint distribution as the corresponding scaled processes in the original probability space for each r. Also, since X r,π We have by FSLLN that
u.o.c.P -a.s., where µ(t) = (µ 1 t, µ 2 t, µ 2 t), λ(t) = (λ 1 t, λ 2 t), and γ(t) = (γ 1 t, γ 2 t) for all t ≥ 0. We now definẽ
Observe that this scaling corresponds to the fluid scaling in the original probability space. By (5.6), (5.22) and Lemma 11 in Ata and Kumar (2005)
We note thatT
P -a.s. by (5.18) and (5.19). Also, by (2.7)
Clearly,ζ * has the same distribution with ζ * defined by (3.6). Define
Here and for the rest of this proofΩ is used to denote "good" sample paths that satisfy (5.6), (5.14)-(5.22) and (5.30). We claim that for ω ∈ V T and 0 ≤ t ≤ T Proof. We use Lemma 4.2 to prove the result. Fix r and let
22 (·) and (5.33) Proof of Theorem 3.2. Let π be an admissible policy and {X r,π } be a sequence of N-systems working under π. Assume that (2.1)-(2.7) hold. Fix x > 0. Note that
By (5.37) and from the construction of the processes onΩ
We have by (5.30) thatη
Observe that on V T , as r → ∞F 
where (a) follows from Fatou's lemma and (b) follows from (5.42) and (5.43). The gives the desired result sinceζ * (T ) has the same distribution with ζ * (T ).
Optimality of π *
In this section we prove Theorem 3.3. In Section 6.1, we first establish additional queueing equations that must me satisfied by N-systems under π * in addition to (4.1)-(4.3). These equations are used in the subsequent sections in determining fluid and hydrodynamic model equations of π * . In Section 6.2, we focus on fluid limits and show that (4.12) holds under π * . In Section 6.3 we prove multiplicative SSC results given as in (4.18) and then in Section 6.4 we prove the SSC results given as in (4.17). Finally, in Section 6.5 we prove Theorem 3.3. A careful review of our proof of (4.17) would reveal that assumption µ 2 = µ 3 is not used. Hence, the SSC results in (4.17) still hold under π * even if µ 2 = µ 3 .
Policy dependent queueing equations for π *
Recall that equations (4.1)-(4.3) in Section 4 are satisfied by N-systems under any admissible policy. In this section, we present the additional equations that must be satisfied under π * in addition to these equations.
We first note that π * is non-idling so X r also satisfies the following non-idling condition
Recall that under π * class 1 customers have priority over class 2 customers in the second server pool. Hence, a class 2 customer in the queue can start receiving service if there are no class 1 customers waiting in the queue for service. Recall that B r jk (t) denote the number of class k customers who started their service in server pool j before time t after waiting in the queue. Therefore Since the second server pool has priority over the first server pool, an arriving customer will start his service in the first server pool only when all the servers in the second pool are busy. Recall that A r jk (t) denote the number of class k customers whose service started immediately at the time of their arrival in server pool j by time t. Hence If there are class 2 customers waiting in the queue to receive service then all the servers in the second pool should be busy at that instant since policy π * is non-idling. It can be shown as in Lemma 2 in Appendix B of Tezcan (2006) that the probability that a class 1 arrival and a service completion from server pool 2 take place at the same time instant is zero. For the rest of this paper we only consider sample paths that satisfy this condition. Therefore, when a class 1 customer arrives to the system at an instant when there are class 2 customers waiting in the queue, his service cannot start in the second pool immediately. Hence, for s < t The purpose of this section is to show that (4.12) holds under π * . We show that the limit of the initial states, given by (2.6), of fluid-scaled processes (Q r ,Z r ) is an invariant state of the fluid model of π * and then invoke Lemma A.3 in Dai and Tezcan (2005) to complete the proof. In order to study the properties of fluid limits, we need to determine the fluid model equations for π * . As it is the case for the queueing model equations (4.1)-(4.3), some of the fluid model equations depend on the policy employed. Our first goal is to establish the additional fluid model equations associated with π * . These equations are then used to prove Proposition 6.2.
Fluid limits of parallel server systems in many-server heavy traffic regime are studied in Dai and Tezcan (2005) . In this section we repeat some of the definitions and basic results from that paper that will be used in our analysis. We first introduce the fluid scaling and define fluid limits. Then, we present the fluid model equations that are satisfied by all the fluid limits.
Recall that the fluid scalingX r (·) is defined byX r (·) = X r (·)/|N r |. The processX(·) is called a fluid limit of {X r } if there exists a sequence r l , with r l → ∞ as l → ∞, and ω ∈ A such that X r (·) converges u.o.c. toX(·), where A is taken as in Theorem A.1 in Dai and Tezcan (2005) and P (A) = 1. In Dai and Tezcan (2005) , the existence of fluid limits when {Q r (0)} is bounded a.s. is proved. It is also shown that they are absolutely continuous and satisfy the following fluid model equations for t ≥ 0;
Z jk (t) =Z jk (0) +Ā jk (t) +B jk (t) − µ jkTjk (t), for k = 1, 2 and j ∈ J (k), (6.8)
jk (s)ds for k = 1, 2 and j ∈ J (k), (6.9)
The non-idling condition for the fluid limits; obtained from (6.1), is
(6.10) Proposition 6.1. Let {X r,π * } be a sequence of N-models working under policy π * . Assume that {Q r (0)} is bounded a.s. as r → ∞. Then, every fluid limitX π * of {X r,π * } satisfies the following equations in addition to the fluid model equations (6.5)-(4.3) and (6.10). For every regular point t > 0 ofX π * Ḃ 21 (t) = β 2 µ 2 ifQ 1 (t) > 0 (6.11)
A 21 (t) +Ȧ 22 (t) = λ 1 + λ 2 ifZ 21 (t) +Z 22 (t) < β 2 (6.13)
We present a proof of Proposition 6.1 in Appendix B. Intuitive explanations of these fluid model equations can be given as follows. Equation (6.11) (resp., (6.12)) implies that all the servers in the second pool (resp., first pool) serve a class 1 customer as soon as they finish serving the current customer. It can be shown that (6.11) follows from (6.2) and (6.12) follows from the non-idling condition. Equation (6.13) implies that when there are idle servers in the second pool all the arriving customers will start their service in the second pool. It can be shown that (6.13) follows from (6.3) and the non-idling condition. Equation (6.14) implies that when there are class 2 customers in the queue and there are idle servers in the first pool, servers in the second pool serve class 2 customers as soon as they finish service. We show below that (6.14) follows from (6.4).
We call the vector (q; z) an invariant state of the fluid model if for any fluid model solutionX, Q(0) = q andZ(0) = z impliesQ(t) = q andZ(t) = z for all t > 0. We first characterize the fluid model equations of π * and then establish the invariant states of the fluid limits. The following result implies (4.12) by Lemma A.3 in Dai and Tezcan (2005) . Proposition 6.2 (An invariant state of the fluid model). Let {X r,π * } be a sequence of N-systems working under policy π * . Let q = (0, 0) and z = (z 11 , z 21 , z 22 ) = (β 1 , x 21 β 2 , x 22 β 2 ). Then, (q, z) is an invariant state of the fluid model of {X r,π * }.
Proof. By definition of an invariant state, we need to show that if (Q(0),Z(0)) = (q, z), then (Q(t),Z(t)) = (q, z) for all t ≥ 0, where q = (0, 0) and z = (z 11 , z 21 , z 21 ) = (β 1 , x 21 β 2 , x 22 β 2 ).
Assume that (Q(0),Z(0)) = (q, z). We proceed in several steps:
(1) We first show thatQ 1 (t) = 0 for all t > 0. Note that wheneverQ 1 (t) > 0
by (6.11) and (6.12). HenceQ by (6.13). SinceZ 21 (t) +Z 22 (t) ≤ β 2 this proves that
for all t > 0. First, we show thatX
Assume, on the contrary, thatX 1 (t) +X 2 (t) < β 1 + β 2 . Then, by (6.15) and (6.16)
This implies (6.18) by Lemma C.1. Let f (t) =X 1 (t) +X 2 (t) − β 1 − β 2 . Then f (t) ≥ 0 for t ≥ 0. By (6.15) and (6.16),
for all t ≥ 0. Note also thatZ 11 (t) ≤ β 1 for all t ≥ 0. Therefore, we havē
(6.19) shows that when g(t) > 0,Q 2 (t) > 0. Therefore,
Thus, g(t) = 0 for t ≥ 0 since g(0) = 0. Therefore, we have (6.17).
(4) Note that equations (6.17) and (6.19) imply thatZ 11 (t) = β 1 .
(5) We would like to prove thatZ 22 (t) ≥ x 22 β 2 andZ 21 (t) ≥ x 21 β 2 for each t ≥ 0. Sincē Z 21 (t) +Z 22 (t) ≤ β 2 , this impliesZ 21 (t) = x 21 β 2 andZ 22 (t) = x 22 β 2 for all t ≥ 0. We focus on Z 22 (t), the inequality forZ 21 (t) can be shown similarly.
Suppose that there exists t > 0 and > 0 such that
We claim thatQ 2 (t) > 0. SupposeQ 2 (t) = 0. Then,Q 2 (t) = 0. On the other hand,
contradictingQ 2 (t) = 0. Thus, we have proved thatQ 2 (t) > 0. By (6.16), (6.17), and (6.20) this implies Z 21 (t) = x 21 β 2 + andZ 11 (t) = β 1 .
This in turn impliesŻ
11 (t) = 0.
However, by (6.15) and (6.8),
And so, by using (6.16), we getŻ
This implies that wheneverZ 22 (t) < x 22 β 2 ,Ż 22 (t) > 0. HenceZ 22 (t) ≥ x 22 β 2 by Lemma C.1. (6) Assume that t is a regular point ofQ 2 (·) andQ 2 (t) > 0. We would like to prove thatQ 2 (t) ≤ 0. SinceQ 2 (t) > 0, new arrivals to class 2 at time t all join queue 2. Thus,Ȧ 22 (t) = 0. By (6.6) and (6.8),Q 2 (t) = λ 2 −Ḃ 22 (t).
By (6.7),Ḃ 22 (t) = µ 2Z22 (t)) = µ 2 x 22 β 2 . Therefore,Q 2 (t) = 0. It follows from Lemma C.1 that Q 2 (t) = 0 for t ≥ 0.
Multiplicative SSC results
In this section we prove (4.18). Our proof is based on the framework introduced in Dai and Tezcan (2005) . In particular, we use the relationship between the SSC results for hydrodynamic model equations and diffusion limits. We first introduce the hydrodynamic model. Consider the following equations.
23)
A k ,Ã jk ,B jk are nondecreasing for all k ∈ K and j ∈ J (k), (6.24)
, for all i ∈ I and k ∈ K, (6.28)
Additional equations associated with policy π, (6.29) where x 11 = 1 , µ 11 = µ 1 and µ 21 = µ 22 = µ 2 .
Equations (6.21)-(6.29) are called the hydrodynamic model equations, and they define the hydrodynamic model of the N-systems under policy π. Any processX π satisfying (6.21)-(6.29) for all t ≥ 0 is called a hydrodynamic model solution.
Hydrodynamic model solutions are similar to the fluid model solutions; they are deterministic and absolutely continuous. However, comparison of hydrodynamic model equations (6.21)-(6.29) with the fluid model equations (6.5)-(6.9) reveals major differences. For the hydrodynamic solutions, −Z 11 (t) and − Z 21 (t) +Z 22 (t)
give the level of idle agents in server pools 1 and 2 respectively. Recall that in the fluid model solutions,Z 11 (t) andZ 21 (t) +Z 22 (t) give the level of busy agents in server pools 1 and 2. In addition, in fluid limits the number of class k service completions in pool j by time t is given by µ jkTjk (t), whereas for the hydrodynamic limits it does not depend onT (t) and is equal to µ jk x jk β j t.
In the next section we prove the SSC results stated in Proposition 6.8 using the framework in Dai and Tezcan (2005) . In order to show a SSC result for the diffusion-scaled processes we need to show that a similar SSC result holds for all the hydrodynamic model solutions with a bounded initial state as t → ∞. We refer the interested reader to Dai and Tezcan (2005) for more details.
In order to fully specify the hydrodynamic model equations we need to establish the policy specific hydrodynamic model equations for π * . Therefore, we first establish the additional hydrodynamic model equations of N-systems under policy π * . Then, we show that required conditions for a SSC result are satisfied by the hydrodynamic model solutions of N-systems under policy π * . Proposition 6.3. Let {X r,π * } be a sequence of N-models working under policy π * . Assume that (2.7) holds. Then, every hydrodynamic limitX π * of {X r,π * } satisfies the following equations in addition to the hydrodynamic model equations (6.21)-(6.28. For every regular point t > 0 ofX π * B 21 (t) = µ 2 β 2 ifQ 1 (t) > 0, (6.30)
Proof. We only give a proof of (6.33). The other hydrodynamic equations are proved similarly. Let {X r,π * } be a sequence of N-models working under policy π * . Assume that (2.7) holds. Let X r,m be the hydrodynamically scaled version of X r,π * ; see Section 7 of Dai and Tezcan (2005) . From (6.2)-(6.4), it is readily obtained that components of X r,m satisfy the following equations in addition to equations (7.8)-(7.17) in Dai and Tezcan (2005) , LetX π * be a hydrodynamic limit of {X r,π * }. Fix t > 0. Assume thatZ 11 (t) < 0 andQ 2 (t) > 0. Then, by the continuity ofX π * , there exists an ε > 0 and a τ > 0 such thatQ 2 (s) > ε and Z 11 (s) < −ε for all s ∈ [t − τ, t + τ ]. Note that by (6.27), these implỹ
Let K r be defined as in Section 7 of Dai and Tezcan (2005) . Fix 0 < δ < /2 and choose r large enough, together with an integer m and ω ∈ K r so that 
These imply thatȦ
By (6.37)Ż 21 (t) +Ż 22 (t) = 0.
We get the desired result by combining this with (6.41), (6.25) and (6.28).
Now we are ready to prove the multiplicative SSC results using the hydrodynamic model solutions and invoking Theorem 5.4 in Dai and Tezcan (2005) . For notational convenience, we definẽ X 1 (t) =Q 1 (t) +Z 11 (t) +Z 21 (t) and (6.42)
Proposition 6.4 (Multiplicative SSC result). Let {X r,π * } be a sequence of N-models working under policy π * . Assume that (2.7) holds. Then for each
Proof. We focus on the last term in (4.18) and comment at the end of the proof how the other results are proved. Let {X r,π * } be a sequence of N-models working under policy π * . Assume that (2.7) holds. Let g : R 5 → R + be defined by
where q = (q 1 , q 2 ) ∈ R 2 and z = (z 1 , z 2 , z 3 ). Recall thatQ r (t) = (Q r 1 (t),Q r 2 (t)) andẐ r (t) = (Ẑ r 11 (t),Ẑ r 21 (t),Ẑ r 22 (t)). Therefore,
We next show that assumptions of Theorem 5.4 in Dai and Tezcan (2005) hold. Assumption 1 in Dai and Tezcan (2005) holds by (2.1)-(2.3). Assumption 2 in Dai and Tezcan (2005) holds by Proposition 6.2 above and Lemma A.3 in Dai and Tezcan (2005) . Also for α ∈ (0, 1)
Since g is clearly continuous, g satisfies Assumption 3. It remains to be shown that hydrodynamic limits of {X r,π * } and g satisfies Assumption 4 in Dai and Tezcan (2005) . Let {X π * } be a hydrodynamic limit of {X r,π * }. We note that by (6.23) and (6.26)
where (a) follows from (6.22) and (6.25). Therefore, for every regular point t > 0 of {X π * },
Assume that for a regular point t > 0 of
We next show that if (6.49) holdsġ
We fix a regular point t > 0 and handle two possible cases separately.
(1) First assume thatZ
By (6.47), (6.51) and (6.44) imply that
Therefore, by (5.7) in Dai and Tezcan (2005) Q 1 (t) = 0 andQ 2 (t) = 0. (6.53) Combining (6.32) with (6.52), (6.53) and (5.6) in Dai and Tezcan (2005) yields thaṫ
This with (6.48) gives thaṫ
(2) Now assume thatZ
By (6.47) and (5.7) in Dai and Tezcan (2005) , (6.55) and (6.44) imply that
Therefore, by (5.7) in Dai and Tezcan (2005) ,
Using (6.33) we have thatŻ
This with (6.48) and (6.55) gives thaṫ
This with (6.54) gives (6.50). Hence, g and the hydrodynamic limits of {X r,π * } satisfy Assumption 4 in Dai and Tezcan (2005) . This proves that the last term in (4.18) goes to zero in probability as r → ∞.
To prove the convergence of the first term in (4.18) we define g :
where q = (q 1 , q 2 ) ∈ R 2 and z = (z 1 , z 2 , z 3 ) and use (6.30) and (6.31) to verify that Assumption 4 in Dai and Tezcan (2005) holds for this g and the hydrodynamic limits of {X r,π * }.
To prove the convergence of the second term in (4.18) we define g :
where q = (q 1 , q 2 ) ∈ R 2 and z = (z 1 , z 2 , z 3 ) and use (6.32) to verify that Assumption 4 in Dai and Tezcan (2005) holds for this g and the hydrodynamic limits of {X r,π * }.
SSC results
In this section we prove (4.17) using the multiplicative SSC results (4.18). We first establish an intermediate result as a corollary to the multiplicative state space collapse results. SSC results follow from this corollary.
The following result is obtained from Proposition 6.4 by algebraic manipulations.
Proposition 6.5. Under the assumptions of Proposition 6.4, for T > 0 and L r is given as in Proposition 6.4 (4.18) holds when B T (L r ) is replaced with
The proof is presented in Appendix B. Next, we establish thatX r is stochastically bounded on [0, L r / |N r |]. Proof. Assume that conditions of Proposition 6.4 hold. First note that
for k = 1, 2. Since for each hydrodynamic limit |Q(0)| ∨ |Z(0)| ≤ 1,X k (0) ≤ 3 for k = 1, 2. Then, one can proceed as in the proof of Remark 5.5 of Dai and Tezcan (2005) to show that the desired result holds.
For a process y r associated with the rth system, we set
Using this result and Proposition 6.5, we next show thatX r satisfies the compact containment condition.
Proposition 6.7. Under the assumptions of Proposition 6.4, X r (t)
T satisfies the compact containment condition.
Proof. Assume that the conditions of Proposition 6.4 hold. We omit π * from the notation below for simplicity. Fix T > 0.
Recall that x(s : t) = x(t) − x(s) for a process x. By definition of fluid and diffusion scaling and (2.1)-(2.3) (6.57) where ξ r (t) is defined by (4.11). Choose r i (t), for i = 1, 2, 3 such that
By (6.61) and (6.58)-(6.60)
Now, using (6.58)-(6.60) and (6.62), we get (6.64) Note that, by Proposition 6.5, for i = 1, 2, 3 (6.65) in probability as r → ∞. Using (6.57), (6.58)-(6.60) and (6.62)-(6.64) we get
for L r / |N r | ≤ t ≤ T , whereξ r is defined by (6.74). By Gronwall's inequality; see Mandelbaum et al. (1998) ,
we have from (6.66)
By (6.65), for arbitrary > 0 we can choose R large enough so that, for r > r 0 ( , R)
Similarly, by (6.75), we have for r > r 1 ( , R) that
Hence, for r > r 0 ( , R) ∨ r 1 ( , R)
Combining this with Proposition 6.6 gives (4.17). Proof. The result follows from Propositions 6.4 and 6.7 and Remark 3.3 in Dai and Tezcan (2005) .
Proof of optimality
In Proposition 6.8 we dealt with the performance of the system after L r / |N r |. Before proving Theorem 3.3, we establish two results that will be used to show that cost over [0, L r / |N r |] is negligible and we can focus on the cost process starting from L r / |N r |.
Proposition 6.9. Let {X r,π * } be a sequence of N-systems working under policy π * . Assume that (2.1)-(2.3) hold. Then for L r = o( |N r |) selected as in Proposition 6.8, 6.67) satisfies the compact containment condition, Proof. Assume that conditions of Proposition 6.9 hold. We omit π * from the notation below for simplicity. Fix T > 0. Then, 6.68) satisfies the compact containment condition by (6.56) and 6.69) satisfies the compact containment condition by Proposition 6.6 and (6.56). Sincê
satisfies the compact containment condition by Proposition 6.6, (6.68) and (6.69). Then,
satisfies the compact containment condition by (6.56). Finally,
satisfies the compact containment condition by Proposition 6.6. 
Proof. Assume that the conditions of Proposition 6.9 hold. We omit π * from the notation below for simplicity. We focus onX r 1 as the proof forX r 2 is similar. Fix T > 0. We have by (4.8)
The first four terms on the right hand side above go to zero in probability sinceÂ r 1 (·),Ŝ r in probability as r → ∞. We get the desired result by (2.7) and Theorem 4.1 in Billingsley (1968) .
Proof of Theorem 3.3. Assume that the conditions of Theorem 3.3 hold. Note that (6.71) and thatF
as r → ∞ for k = 1, 2 by Proposition 6.2. First, we handle the first term on the right hand side of (6.71). Note that
For the first term on the right hand side above, we have that
It follows from the preceding inequality, (6.67), (6.72) and the fact that
as r → ∞. Next, we handle the second term on the right hand side of (6.71). For t ≥ 0, leť (6.74) where ξ is defined by (4.11). Note that, by (6.70) and Proposition 6.2
as r → ∞, where ξ * is the Brownian motion defined as in (3.3).
By (4.10)
Therefore, again by (4.17), (6.76) and continuity of ψ, we havê
as r → ∞.
Observe from (3.3) that ψ(ξ * ) has the same distribution withŶ * . Hence
as r → ∞ by (6.77), (6.76), (4.17) and the continuity of the integration operator; see Theorem 11.5.1 Whitt (2002) . By Theorem 4.1 in Billingsley (1968), (6.73) , and (6.79)
Extensions
In this section we discuss three possible extensions to our main results. In Section 7.1, we relax the assumption µ 2 = µ 3 using the perturbation approach in Maglaras and Zeevi (2003) . Then, we show how π * can be modified to obtain another asymptotically optimal policy under which an N-system is stable whenever the nominal load on the systems is less than 1 in Section 7.2. In Section 7.3, we present optimal policies for N-systems whose parameters satisfy certain conditions but not (2.5).
When µ
The analysis in this paper relies on the fact that µ 2 = µ 3 , and our proof technique cannot be used when µ 2 = µ 3 . This assumption can be relaxed slightly by using the perturbation approach used in Maglaras and Zeevi (2003) as follows. Let the service rates depend on r and be given by µ r i , for i = 1, 2, 3. Assume that
for some ς i ∈ R. As before we require that
Then, for the sequence of N-systems that satisfy (7.1) and (7.2), one can show that π * is asymptotically optimal.
An asymptotically optimal and stable policy
As illustrated by the simulation experiments in Section 1, when customers never abandon, π * is not guaranteed to be stable for a given N-system even though ρ < 1. In this section we modify π * to obtain a policy that has the same asymptotic performance as π * as r → ∞ but is stable for each r if ρ r < 1. Although one can try to establish the stability region of π * , this requires a major undertaking. Instead we propose the following policy that is stable and asymptotically optimal. Letπ * ,r denote the policy that is similar to π * except that servers in pool 2 give priority to class 2 customers whenever the number of customers in the second queue exceeds a finite threshold value Θ r . Under some additional assumptions on interarrival times, using a proof that is similar to that of Theorem 4.1 in Dai (1995) , one can prove that the following stability result forπ * ,r : the Markov process for the rth N-system operating under policyπ * ,r is positive Harris recurrent when ρ r < 1.
Next, we establish the asymptotic optimality ofπ * ,r Theorem 7.1. Let {X r,π * ,r } be a sequence of N-systems with the rth system operating under policŷ π * ,r with
Assume that (2.5) and (2.1)-(2.7) hold. Then, for any T > 0 and
3)
The proof follows from the fact that under π * ,r , Q r 2 (t) T → 0 a.s., as r → ∞. Therefore, the asymptotic performances of π * andπ * ,r are the same.
Optimal policies for different parameter sets
This paper presents the initial results of an ongoing research effort to devise asymptotically optimal policies for general parallel server systems. Although results in this paper give some insights about the structure of the optimal policy, our initial findings reveal that a static priority rule may not be optimal for all parallel server systems.
Even for the N-systems we considered in this paper, when some of our assumptions on the parameters do not hold, π * will not be asymptotically optimal. However, one can use our techniques to prove the asymptotically optimality of other static priority policies in the following cases. In general, the goal of these policies is to keep all the servers except the slowest one busy and all the queues empty except the "cheapest" one. We note that we still require that µ 2 = µ 3 .
(i) If γ 1 ≤ γ 2 ≤ µ 2 ≤ µ 1 , and h 1 + c 1 γ 1 ≥ h 2 + c 2 γ 2 , then an asymptotically optimal policy in this case is the policy that gives priority to first server pool over second server pool for class 1 customers and to class 1 customers over class 2 customers for server pool 2. (ii) If γ 2 ≤ γ 1 ≤ µ 2 ≤ µ 1 , and h 1 + c 1 γ 1 ≤ h 2 + c 2 γ 2 , then an asymptotically optimal policy in this case is the same with the policy in case (i) except that second server pool gives priority to class 2 customers. (iii) If γ 2 ≤ γ 1 ≤ µ 1 ≤ µ 2 , and h 1 + c 1 γ 1 ≤ h 2 + c 2 γ 2 , then an asymptotically optimal policy in this case is the same with the policy in case (ii) except that the second server pool has priority over servers in pool 1. By Lemma 11.3 in Mandelbaum et al. (1998) ,
Therefore, similar to (11.22) in Mandelbaum et al. (1998) , {y n (·)} is a Cauchy sequence hence converges to a limit y uniformly on compact sets. This proves existence. To prove continuity, assume that x i (t) ∈ D[0, ∞) for i = 1, 2. Then for any T > 0 |ψ a (x 1 )(t) − ψ a (x 2 )(t)| ≤ |x 1 (t) − x 2 (t)| + (|a 1 | + |a 2 |) t 0 |ψ a (x 1 )(s) − ψ a (x 2 )(s)|ds By Corollary 11.2 in Mandelbaum et al. (1998) , ψ a (x 1 )(t) − ψ a (x 2 )(t) T ≤ x 1 (t) − x 2 (t) T e (|a 1 |+|a 2 |)T . First we show that ψ a (x)(t) − ψ a (x)(t−) =ỹ(t) −ỹ(t−) for all t ∈ [0, T ]. (A.2)
We prove (4.24) using this result. Fix T > 0. Since x ∈ D[0, ∞), by Lemma 1 in Billingsley (1968, chap. 3 ), there exists M > 0 such that x(t) T < M.
By (3.2)
|ψ a (x)(t)| ≤ |x(t)| + (a 1 + a 2 ) t 0 |ψ a (x)(s)|ds Therefore, by Gronwall's inequality; see Mandelbaum et al. (1998) , ψ a (x)(t) T ≤ M e (a 1 +a 2 )T .
This gives that Since π * is non-idling andQ 2 (t) > , by (A.8)-(A.11) in Dai and Tezcan (2005) Z 21 (t) +Ż 22 (t) = 0.
By (A.4) in Dai and Tezcan (2005) Z 21 (t) +Ż 22 (t) =Ḃ 21 (t) +Ȧ 21 (t) +Ḃ 22 (t) +Ȧ 22 (t) −Ḋ 21 (t) −Ḋ 22 (t).
Hence, (B.5) and (B.4) imply thaṫ B 22 (t) =Ḋ 21 (t) +Ḋ 22 (t).
And soḂ
22 (t) = β 2 µ 2 , by (A.8) in Dai and Tezcan (2005) and the fact thatQ 2 (t) > 0.
Proof of Proposition 6.5. Fix T > 0 assume that assumptions of Proposition 6.4 hold. Then, there exists a sequence r → 0 as r → ∞ such that 
