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ABSTRACT 
 Oceanic lithosphere constitutes the upper boundary layer of the Earth’s 
convecting mantle. Its structure and evolution provide a vital window on the dynamics of 
the mantle and important clues to how the motions of Earth’s surface plates are coupled 
to convection in the mantle below. The three-dimensional shear-velocity structure of the 
upper mantle beneath the Atlantic Ocean is investigated to gain insight into processes that 
drive formation of oceanic lithosphere. Travel times are measured for approximately 
10,000 fundamental-mode Rayleigh waves, in the period range 30-130 seconds, 
traversing the Atlantic basin. Paths with >30% of their length through continental upper 
mantle are excluded to maximize sensitivity to the oceanic upper mantle. The lateral 
distribution of Rayleigh wave phase velocity in the Atlantic upper mantle is explored 
with two approaches. One, phase velocity is allowed to vary only as a function of 
seafloor age. Two, a general two-dimensional parameterization is utilized in order to 
capture perturbations to age-dependent structure. Phase velocity shows a strong 
dependence on seafloor age, and removing age-dependent velocity from the 2-D maps 
	  	   ix	  
highlights areas of anomalously low velocity, almost all of which are proximal to 
locations of hotspot volcanism. Depth-dependent variations in vertically-polarized shear 
velocity (Vsv) are determined with two sets of 3-D models: a layered model that requires 
constant VSV in each depth layer, and a splined model that allows VSV to vary 
continuously with depth. At shallow depths (~75 km) the seismic structure shows the 
expected dependence on seafloor age. At greater depths (~200 km) high-velocity 
lithosphere is found only beneath the oldest seafloor; velocity variations beneath younger 
seafloor may result from temperature or compositional variations within the 
asthenosphere. The age-dependent phase velocities are used to constrain temperature in 
the mantle and show that, in contrast to previous results for the Pacific, phase velocities 
for the Atlantic are not consistent with a half-space cooling model but are best explained 
by a plate-cooling model with thickness of 75 km and mantle temperature of 1400oC. 
Comparison with data such as basalt chemistry and seafloor elevation helps to separate 
thermal and compositional effects on shear velocity.   
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CHAPTER 1: INTRODUCTION 	  
Esther K. James1, Colleen A. Dalton2, and James B. Gaherty3 
 
1Department of Earth and Environment, Boston University, Boston, MA 02215, USA 
(raymonde@bu.edu) 
2Department of Earth, Environmental and Planetary Sciences, Brown University, 
Providence, RI 02912, USA 
3Lamont-Doherty Earth Observatory of Columbia University, Palisades, New York 
10964, USA 
 
Geophysical and geochemical observations made at the ocean floor are closely linked to 
the underlying mantle. The variation of heat flow and bathymetry with age of the seafloor 
provides important constraints on the thermal evolution of the oceanic lithosphere and the 
plausible range of temperatures and temperature gradients in the uppermost mantle [e.g., 
Parsons and Sclater, 1977; Stein and Stein, 1992]. Crustal thickness and the chemistry of 
mid-ocean-ridge basalts (MORBs) reflect the extent and depth of mantle melting, which 
are related to the temperature and composition of the mantle source rock [e.g., Klein and 
Langmuir, 1987; Niu and O’Hara, 2008; Dalton et al., 2014]. Together these 
observations have helped to illuminate the dynamics of the oceanic upper mantle.  
 
Seismic models provide constraints on wave speeds in the oceanic upper mantle, from 
which various properties including temperature, composition, and partial melt can be 
inferred. To date, much of our knowledge of the seismic properties of the oceanic upper 
mantle derives from two principle sources: global tomographic models and regional 
seismic studies of the Pacific basin. Global seismic images provide insight into whole-
Earth processes, including the evolution of lithospheric structure with seafloor age. 
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However, such global efforts are typically limited to long-period data (period > 40 s) and 
focused on large-scale lateral perturbations with respect to a generic global reference 
model. As a result, these models offer only limited resolution within individual ocean 
basins as a function of depth and absolute velocities, which are essential for mapping 
temperature, composition, and other physical parameters, are typically given less 
consideration than the relative variations in wave speed. 
 
Given the abundant earthquake sources and broadband seismic stations distributed along 
the Pacific margin and on mid-Pacific islands, it is not surprising that our knowledge of 
the age- and depth-dependence of oceanic upper-mantle seismic structure comes 
primarily from regional models of the Pacific basin and the East Pacific Rise [e.g., 
Nishimura and Forsyth, 1988; 1989; Forsyth et al., 1998; Ritzwoller et al., 2004; 
Priestley and McKenzie, 2006; Maggi et al., 2006; Harmon et al., 2009; Priestley and 
McKenzie, 2013]. The utility of these models for unraveling oceanic upper-mantle 
structure is exemplified by their persistent use in mineral-physics and geodynamical 
analyses of the upper mantle. However, attempts to find a physical explanation for 
variations in Pacific seismic structure have reached conflicting conclusions, including: 
temperature alone [Stixrude and Lithgow-Bertelloni, 2005; Priestley and McKenzie, 
2006], temperature accompanied by a gradual increase in grain size with depth [Faul and 
Jackson, 2005], elevated water content [Hirth and Kohlstedt, 1996; Karato and Jung, 
1998; Yang et al., 2007], or partial melt [Mierdel et al., 2007]. Moreover, assuming that 
Pacific seismic structure and the subsequent analyses of upper-mantle composition, state, 
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and dynamics are representative of the average oceanic upper mantle is likely flawed: the 
spreading rate, absolute plate motion, and production of intraplate volcanism are all 
anomalously high in the Pacific.  
 
With slow spreading rates and numerous on- and near-axis hotspots along the Mid-
Atlantic Ridge, the Atlantic basin is well suited for an investigation of the effect of source 
heterogeneity on ridge dynamics. Variations in the temperature, composition, volatile 
content, and melt production of the mantle are more easily assessed at slow-spreading 
ridges [e.g., Gaherty and Dunn, 2007]; the two-dimensional passive upwelling that is a 
response to plate separation tends to dominate at faster-spreading ridges like the East 
Pacific Rise. Seafloor spreading has also been preserved on both limbs of the ridge 
system in the Atlantic basin, in contrast to the mostly one-sided record in the Pacific, 
providing an opportunity to examine the evolution of oceanic lithosphere on four separate 
tectonic plates to ages of approximately 180 Myr in the North Atlantic and 120 Myr in 
the South Atlantic.  
 
We investigate variations in Rayleigh wave phase velocity and shear velocity in the upper 
mantle beneath the entire Atlantic basin. The North Atlantic has been the focus of 
numerous previous studies, with particular emphasis on the regions surrounding Iceland 
and other hotspots [e.g., Wolfe et al., 1997; Allen et al., 2002; Delorey et al., 2007; 
Gaherty and Dunn, 2007; Tilmann and Dahm, 2008]. Larger-scale regional models 
derived from surface waves have also illuminated the seismic structure beneath older 
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Atlantic seafloor and the surrounding continental cratons [Pilidou et al., 2004; Rickers et 
al., 2013]. Very few regional models of the entire Atlantic basin exist. Mocquet and 
Romanowicz [1990] used 114 Rayleigh wave paths to constrain long-wavelength shear-
velocity structure, and Silveira and Stutzmann [2002] used 1300 Rayleigh wave and 600 
Love wave paths to develop an anisotropic model for the Atlantic. In this study, we 
present a new data set of Rayleigh wave phase- and shear-velocity measurements for 
approximately 10,000 paths in the period range 30-125 seconds, using great circle ray 
theory. Sieminski et al. [2004] explains that ray theory can account for finite-frequency 
effects when applied under certain conditions. One of their major conclusions was that 
with dense coverage, and the inclusion of short paths (such as in our dataset), results 
obtained are strongly correlated with those determined when the finite-frequency theory 
is used. Hence our choice of using ray theory is acceptable. In contrast to the earlier 
studies, paths with any significant length through continental structure are excluded in 
order to optimize sensitivity to the oceanic upper mantle, and the use of relatively short 
periods allows for strong constraints on lithospheric structure. 
 
We construct pure-path models, which allow phase velocity to vary only as a function of 
seafloor age (Fig. 1.1), two-dimensional maps based on a general parameterization of the 
basin, and three-dimensional models of shear velocity to explore depth-dependent 
variations in the upper mantle of the Atlantic basin. The age-dependent results are 
particularly useful for investigating the thermal evolution of the oceanic upper mantle 
with distance from the ridge. It has been recognized for many decades that measurements 
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of seafloor bathymetry and surface heat flow deviate from predictions of the half-space 
cooling model for ages > 70 Myr [Parsons and Sclater, 1977; Stein and Stein, 1992; 
Korenaga and Korenaga, 2008]. These observations are instead more compatible with 
the plate model, which limits the maximum depth to which conductive cooling can 
penetrate the oceanic upper mantle. Maximum depth values proposed by various studies 
tend to hover around 100 km; for example, 125 km [Parsons and Sclater, 1977], 95 km 
[Stein and Stein, 1992], and 106 km [McKenzie et al., 2005] have been used.  In contrast, 
global and regional seismic models contain age-dependent shear-velocity variations that 
persist to depths of 150-200 km beneath old seafloor [e.g., Ritzwoller et al., 2004; 
Priestley and McKenzie, 2006; Nettles and Dziewonski, 2008], indicating that the 
temperature variations associated with plate cooling also extend to these depths. There is 
thus disagreement between thermal models of the oceanic upper mantle as determined 
from seafloor observations and as determined from seismic models. We use the 
frequency-dependent Rayleigh wave phase velocities determined in this study to 
constrain the suite of temperature structures that are compatible with the observations.  
 
In addition, the ocean basins offer ample evidence of perturbations to average structure—
hotspot volcanism, anomalous seismic anisotropy, and spreading-rate dependence of 
crustal structure, for example—that in principal allow us to characterize heterogeneous 
thermal and compositional structure and variations in melt production and extraction. We 
use two-dimensional phase-velocity maps for the entire Atlantic basin, with age-
dependence removed, to identify these perturbations. 
	  	  
6	  
  
Finally, a three-dimension shear velocity model allows us to use shear velocity depth 
variations to further investigate the nature and source of perturbations to average 
structure, the depth to which age-dependence persist, and to make comparisons between 
Atlantic and Pacific basin structures.  
 
We present our phase-velocity analysis in Chapter 2, focus on depth-dependent shear-
velocity variations in several versions of three-dimensional models in Chapter 3, use our 
age-dependent phase velocities to constrain temperature in the Atlantic upper mantle in 
Chapter 4, and tie everything together in Chapter 5. 
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1.1 SUPPLEMENTARY INFORMATION 
1.1.1 Figures 
 
Figure 1.1. Seafloor age (Myr) [Müller et al., 1997] and hotspot locations (white 
diamonds) [Courtillot et al., 2003] in the study area.  
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CHAPTER 2: RAYLEIGH WAVE PHASE VELOCITIES IN THE ATLANTIC 
UPPER MANTLE 	  
Esther K. James1, Colleen A. Dalton2, and James B. Gaherty3 
 
1Department of Earth and Environment, Boston University, Boston, MA 02215, USA 
(raymonde@bu.edu) 
2Department of Earth, Environmental and Planetary Sciences, Brown University, 
Providence, RI 02912, USA 
3Lamont-Doherty Earth Observatory of Columbia University, Palisades, New York 
10964, USA 	  
2.1 INTRODUCTION 
  
In this Chapter we investigate the lateral variations of phase velocity in the Atlantic basin 
using a dataset of fundamental-mode Rayleigh waves. Phase velocity in the period range 
30-130 seconds is measured for approximately 10,000 fundamental-mode Rayleigh 
waves traversing the Atlantic basin. In order to isolate the signal of the oceanic upper 
mantle, paths with >30% of their length through continental upper mantle are excluded. 
The >30% cutoff value was chosen after exploring several other cutoff values ranging 
from 10% to 50%. We found that 30% was appropriate to minimize continental 
contamination while retaining a large percentage of the original dataset. The lateral 
distribution of Rayleigh wave phase velocity in the Atlantic upper mantle is explored 
with two approaches. One, phase velocity is allowed to vary only as a function of 
seafloor age. Two, a general two-dimensional parameterization is utilized in order to 
capture perturbations to age-dependent structure. In both scenarios, phase velocity shows 
a strong dependence on seafloor age at all periods, with higher velocity associated with 
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older seafloor. Removing age-dependent velocity from the 2-D phase-velocity maps 
allow us to investigate variations that are not dependent on seafloor age. This result 
highlights areas of anomalously low velocity, almost all of which are proximal to 
locations of hotspot volcanism.  
 
To evaluate the effect of using other cutoffs than the >30% length through continental 
upper mantle cutoff previously described on our results, we repeated both the age-
dependent and the 2-D phase-velocity map inversions using datasets with cutoffs of 
>10% (~4700 paths) and >50% (~13,800 paths). For the age-dependent results, we found 
that the absolute phase velocities varied from our reported results in the range (0.006-
0.04) km/s and with maximum percentage difference of 0.96% when the >10% cutoff 
was tested, and in the range (0.005-0.12) km/s and with maximum percentage difference 
of 1.17% when the >50% cutoff was tested. This showed very little variation from our 
reported values. For the 2-D map results, while we found a strong correlation coefficient 
(0.99) of the phase-velocity perturbations between our reported model and the model that 
was derived using the >50% cutoff, a weaker correlation (0.64) was found when using the 
>10% cutoff, likely due to the small size of the dataset. Furthermore, the dataset for the 
>10% cutoff consists of mostly long paths, resulting in more significant changes to the 
maps. Therefore, we determine that these comparisons demonstrate that the choice of the 
>30% cutoff does not significantly change the result for both our age-dependent and 2-D 
map analysis. 
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The data set of Rayleigh wave travel-time anomalies is described in Section 2.2, and the 
results of inversions for age-dependent and 2-D phase-velocity variations are presented in 
Section 2.3. In Section 2.4, the resolution of the maps, effects of azimuthal anisotropy, 
and comparisons of our phase velocities to global model, GDM52 [Ekström, 2011] and 
other datasets are discussed.  
 
2.2 DATA 
We collected three-component seismic waveforms for 459 earthquakes with moment 
magnitude greater than 5.5 that occurred in the Atlantic basin between January 1992 and 
October 2012. The depths of the earthquakes range from 12 to 199 km. The travel-time 
delays of fundamental-mode Rayleigh waves were measured from vertical-component 
records and are the focus of this contribution. The final data set includes recordings from 
493 permanent and temporary broadband stations located within or along the margins of 
the Atlantic basin, all of which were retrieved from the Data Management Center (DMC) 
of the Incorporated Research Institutions for Seismology (IRIS). Fig. 2.1b shows the 
locations of earthquakes and stations used for the study.  
 
Frequency-dependent phase delays are measured using the generalized seismological data 
functional (GSDF) methodology of Gee and Jordan [1992].  This approach is chosen 
because of its ability to account for the effect of higher-mode interference on 
fundamental-mode surface waves [Gaherty et al., 1996; 1999]. For each event-station 
path, two synthetic seismograms are calculated. One synthetic seismogram, referred to as 
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the “full synthetic”, contains the fundamental and higher modes. The other synthetic 
seismogram, referred to as the “isolation filter”, contains only the fundamental modes 
(Fig. 2.2a). Obtaining the two types of synthetic seismograms require two separate 
calculations. Time delays 
	  
t
p
 are determined from the cross-correlagram of the data and 
isolation-filter waveforms (Fig. 2.2b), and apparent time delays 
	  
t
p
 are determined from 
the cross-correlagram of the full-synthetic and isolation-filter waveforms. The apparent 
time delay measures the effect on phase of interference between the fundamental mode 
and other (higher-mode) phases contained in the full synthetic and provides a correction 
to the time delay (Fig. 2.2c): 
 
	  
δt = t
p
− t
p
 .                  (2.1) 
 
Travel-time anomalies δt in the period range 30-125 s are presented in this paper for 
Rayleigh wave paths traversing the Atlantic basin. An important advantage of the GSDF 
approach is that it allows for the construction of Frechet sensitivity kernels, using mode 
summation, that account for the waveform interference effects. The use of these kernels 
to determine 3-D seismic structure will be the subject of a subsequent paper.  
 
Synthetic waveforms are calculated with mode summation using earthquake locations, 
depths, and moment tensors from the Global Centroid Moment Tensor catalog 
[Dziewonski et al., 1981b; Ekström et al., 2012] and a one-dimensional reference Earth 
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model, referred to as ATL2a (Fig. 2.3a). ATL2a represents average Atlantic lithospheric 
velocity structure and is an extension of the seismic study of Gaherty and Dunn [2007]. 
The depth sensitivity of fundamental-mode Rayleigh waves to vertically polarized shear 
velocity (VSV), calculated using ATL2a, is summarized in Fig. 2.3.b for periods of 30, 50, 
75, 100, and 125 s. To account for path-averaged deviations in elevation and crustal 
thickness away from the values in ATL2a (water layer = 4 km and crustal thickness = 6.3 
km), the calculation of synthetic seismograms includes perturbations to normal-mode 
eigenfrequencies [Woodhouse and Dziewonski, 1984]. CRUST2.0 [Bassin et al., 2000] 
and ETOPO2 [Smith and Sandwell, 1997] are used for the crustal-thickness and elevation 
perturbations, respectively. The perturbations are largest for paths with significant length 
through continental crust and at short periods. In Section 2.3 we compare results derived 
using measurements that were determined relative to synthetics calculated with and 
without the perturbations due to crustal thickness and elevation; we show that the choice 
of synthetic seismogram can have a measurable effect on the absolute phase velocities.  
 
Application of the GSDF approach to all observed vertical-component waveforms results 
in 29,020 travel-time measurements at each period. We then apply three selection criteria 
to this initial data set. First, in order to obtain a data set with optimal sensitivity to the 
oceanic upper mantle, we wish to eliminate paths with substantial length through 
continental upper mantle. Fig. 2.4a illustrates the impact of this criterion on the size of 
the data set. For the selection of our final data set, we exclude paths with >30% of their 
length through continental lithosphere. This eliminates 14,628 paths at all periods.  
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Second, we identify and eliminate measurements that show evidence of cycle skipping, 
which can cause a shift in a travel-time observation by an integer multiple of the period. 
We predict a travel-time anomaly for each great-circle path using the global phase-
velocity maps of Ekström [2011] and analyze the distribution of the difference between 
observed and predicted travel times. For many paths the difference is close to zero, as 
expected if cycle skipping is not a problem; at shorter periods there can be a distinct 
cluster of measurements for which the difference is approximately equal to the period. 
When this occurs, those measurements are eliminated. This selection criterion removes 
between 500 and 800 paths at each period.  
 
Third, we seek to identify and remove paths with phase-velocity anomalies that fall 
outside a reasonable range. We convert the measured travel-time anomalies to phase-
velocity anomalies using dc/c(%) = -100*δt*c0/X, where c0 is the reference phase 
velocity determined for ATL2a and X is the epicentral distance in km. The median and 
standard deviation of phase-velocity anomalies are calculated as a function of seafloor 
age, using the age of the path midpoint, in 5-Myr windows. Outlier phase-velocity 
anomalies are considered to be those that fall outside the median value by more than one 
standard deviation in each age bin. This selection, including calculation of the median 
and standard deviation, is performed separately for long and short paths to allow for 
inclusion of large path-averaged phase-velocity anomalies along short paths. We use the 
median path length of the data set at each period (e.g., 5532 km at 50 s) to separate long 
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and short paths. Table 2.1 summarizes the size of the initial and final data sets at five 
periods. The size of our data set, with ~10,000 paths, is much larger than previous whole-
basin surface-wave studies of the Atlantic [e.g., Silveira and Stutzmann, 2002]. To ensure 
that this data selection criterion does not introduce age-dependence in our dataset, which 
could result in bias age-dependence in our results, we evaluate the effect of using 
different age windows to determine our median and standard deviation on our results by 
repeating our data selection using an alternate approach. We calculated an age for each 
path based on a weighted average of the fraction of total path length spent in each of five 
age bins that are used for the pure-path analysis. The new data set that emerges from this 
selection process is slightly larger (by <1000 paths) than the original data set. We then 
repeated our age-dependent and 2-D phase-velocity inversions using the new data set. A 
comparison of pure-path values derived from the two different data sets shows very little 
variation of (0.0005-0.004) km/s or a maximum of 0.99% difference, and a comparison 
of the 2-D phase-velocity maps shows a very strong correlation coefficient of 0.99. Since 
significantly changing the age bins used for the data selection does not significantly 
change the results, these comparisons suggest that age dependence observed in our result 
is not as a result of age bias introduced in the dataset.  
 
The measured phase-velocity anomalies exhibit variations as a function of seafloor age, 
with lower velocities for paths with midpoints near the mid-ocean ridge and high 
velocities for paths that traverse mostly older seafloor (Fig. 2.4b-c). Fig. 1c shows the hit-
count map for our 50-s data set. The study area is very well-sampled in the latitude range 
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0o-45oN. The northernmost and southernmost extents of the Atlantic basin are 
characterized by adequate path coverage with at least 10-20 paths per 1ox1o grid cell 
away from the eastern and western perimeters.  In the following sections, we quantify the 
relationship between seafloor age and phase velocity and explore the extent to which the 
observations deviate from simple age dependence.  
 
2.3 RESULTS 
The travel-time anomalies measured for fundamental-mode Rayleigh waves traversing 
the Atlantic basin are used to investigate lateral variations in Rayleigh wave phase 
velocity in the study area. We consider two approaches for parameterizing the phase-
velocity variations. One, phase velocity is assumed to vary only as a function of seafloor 
age, and a pure-path approach is employed to determine age-dependent velocities [e.g., 
Nishimura and Forsyth, 1988; 1989]. Two, we utilize a more general 2-D 
parameterization in order to capture phase-velocity variations that cannot be incorporated 
into the underlying age dependence. The results of the two approaches are described in 
the following sections.  
 
2.3.1 Age-Dependent Phase Velocity 
To determine pure-path phase velocities, the study area is regionalized based on the age 
of the seafloor [Müller et al., 1997; Fig. 2.1a]. To enable comparison to the results for the 
Pacific basin obtained by Nishimura and Forsyth [1988; 1989], we subdivide the Atlantic 
basin into five regions based on seafloor age: 0-4 Myr, 4-20 Myr, 20-52 Myr, 52-110 
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Myr, and >110 Myr. We also allow for a single continental region. The length of the ith 
surface-wave ray path in the jth age bin, Xij, is determined, and a measured travel-time 
anomaly δti is related to the frequency-dependent slowness perturbation in each age bin 
δpj via 
 
	  δti(ω )= Xijj∑ δpj (ω )          (2.2) 
 
The perturbation in slowness is expressed with respect to the slowness calculated for our 
reference Earth model ATL2a, p0(ω). We prefer to parameterize the linear inverse 
problem in terms of slowness instead of phase velocity, as the latter approach requires an 
assumption that relative phase-velocity perturbations δc/c0 are small [e.g., Ekström, 
2011]. We do, however, present the results as phase-velocity perturbations, using the 
conversion δc/c0 = -δp * c0. When absolute phase velocity is provided, it is calculated as 
the inverse of absolute slowness: c(ω) = [p0(ω) + δp(ω)]-1. 
 
As described in Section 2.2, the Rayleigh wave travel-time anomalies are measured with 
respect to synthetic seismograms, and the synthetic seismograms contain perturbations to 
account for path-averaged variations in crustal thickness and bathymetry away from the 
values defined in the 1-D reference model ATL2a. This data set will be referred to as the 
“original data set”. For many paths the net effect of these perturbations on the 
measurements is to reduce the travel-time delay (i.e., to increase the path-averaged phase 
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velocity) relative to measurements made with respect to unperturbed synthetic 
waveforms. An important advantage of this approach is that the effects of variations in 
crustal thickness and bathymetry on the phase velocities have been (approximately) 
removed, allowing us to assign all of the measured variations to 3-D mantle structure. 
Thus, the original data set will be used to develop our forthcoming 3-D seismic model of 
the Atlantic. However, for the pure-path phase-velocity analysis described here we wish 
to determine absolute phase velocities for the Atlantic that can be compared to absolute 
phase velocities obtained by other studies for other ocean basins. In order for such a 
comparison to be meaningful our phase-velocity measurements must include the effects 
of the crust and elevation, which is not the case for the original data set. We therefore 
repeat our travel-time measurement procedure for all waveforms, using an identical 
approach to that described in Section 2.2, except that the synthetic seismograms do not 
include perturbations for bathymetry and crustal variations. The effects of cycle skipping 
on this data set are more severe than on the original data set, resulting in fewer paths 
(~5,000-6,000 instead of ~10,000) at all periods. This data set, hereinafter referred to as 
the “unperturbed data set”, is used only for the pure-path inversion described here; all 
other results, including the phase-velocity maps described in Section 2.3.2, are 
determined using the original data set.  
 
The pure-path results obtained from inversion of the unperturbed data set (Fig. 2.5a, 
Table 2.2) show a clear dependence of Rayleigh wave phase velocity on both seafloor 
age and period. Higher velocities are associated with older seafloor and longer periods. 
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We also observe a larger spread in the age-specific phase velocities at shorter periods, 
indicating a convergence of phase velocity at longer periods, especially for seafloor ages 
< 52 Myr. Fig. 5a shows results for an inversion that included four oceanic regions (0-20 
Myr, 20-52 Myr, 52-110 Myr, and >110 Myr) and one continental region; we combined 
the 0-4 Myr and 4-20 Myr regions used by Nishimura and Forsyth [1989] into a single 
region. Given the relatively slow spreading rates that have characterized the Mid-Atlantic 
Ridge over its history (~20-35 mm/yr; Müller et al. [2008]), the age bin 0-4 Myr 
corresponds to a relatively small area of the seafloor. In our 50-s data set, the 0-4 Myr 
age bin constitutes on average 4.1% of the total path length for the paths in our data set, 
as compared to 16.2% for 4-20 Myr, 28.0% for 20-52 Myr, 31.5% for 52-110 Myr, 
11.8% for 110+ Myr, and 8.6% for non-oceanic regions. Our path coverage is therefore 
much less sensitive to phase velocity in the 0-4 Myr age bin than in other age bins. While 
we therefore prefer a single 0-20 Myr age bin, our results are not very sensitive to this 
choice. The phase velocities for 0-20 Myr are intermediate between the 0-4 Myr and 4-20 
Myr velocities obtained from an inversion that uses all five oceanic age regions and one 
continental region and generally more similar to the 4-20 Myr velocities, and the phase 
velocities in all other age regions are unchanged.  
 
Fig. 2.5b compares the pure-path phase velocities obtained using the original data set, for 
which the synthetic seismograms contain perturbations due to crustal-thickness and 
elevation variations, and using the unperturbed data set with which the results in Fig. 2.5a 
were obtained. Identical path coverage was used to obtain the two sets of results. The 
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velocities determined using the original data set are generally higher than the velocities 
obtained using the unperturbed data set. The difference is largest at short periods, since 
shorter periods are more sensitive to assumptions about crustal structure and elevation. 
The difference is also large for older seafloor. Many surface-wave paths that traverse 
older seafloor also travel considerable length through continental crust, which results in a 
larger perturbation to the synthetic seismograms than for paths that primarily cross young 
seafloor.  
 
Pure-path phase velocities for the Pacific basin [Nishimura and Forsyth, 1989; 
hereinafter NF89] are compared with our Atlantic results in Fig. 2.5a, where a weighted 
average has been applied to the NF89 results for 0-4 Myr and 4-20 Myr. The Pacific 
pure-path phase velocities show a clear dependence on period and seafloor age, with 
higher velocities at longer periods and for older seafloor, consistent with our findings for 
the Atlantic. For young seafloor (< 52 Myr), the Pacific phase velocities are offset toward 
slightly lower values than the Atlantic velocities. This is also true for the phase velocities 
beneath older seafloor (> 52 Myr) at long periods. Interestingly, the shape of the 
dispersion curves for seafloor > 110 Myr is similar at short periods for both the Atlantic 
and Pacific, with the minimum velocity at the shortest period, whereas the minimum 
velocity for seafloor < 52 Myr occurs at intermediate periods (40-60 s) in both ocean 
basins. Fig. 2.6 shows that our pure-path results for the Atlantic and the differences 
between the Atlantic and Pacific basins reported here are robust features of global phase-
velocity maps, lending additional support to the results of this study. 
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2.3.2 Phase-Velocity Maps 
In order to explore deviations from age-dependent seismic structure, we construct two-
dimensional maps of Rayleigh wave phase-velocity perturbations. The study area is 
divided into M=9344 1ox1o grid cells. By analogy with the pure-path approach, the 
observed travel-time anomalies δti are related to the frequency-dependent slowness 
perturbation in each grid cell δpk via 
 
	  δti(ω )= Xikk=1M∑ δpk(ω )  ,            (2.3) 
 
where Xik is the length of the ith path in the kth grid cell. The propagating Rayleigh waves 
are treated as thin rays traveling along the great-circle path connecting the source and 
receiver. Equation 2.3 is an inverse problem of the form G . m = d, where d contains the 
travel-time data to be fit, m contains the unknown coefficients (slowness perturbations), 
and G contains the calculated Xik is values. We apply a smoothness constraint to the 
slowness perturbations by minimizing a measure of the model roughness R, defined here 
as the squared gradient of the slowness perturbation 
 
	  R = ∇δp(x , y)A∫ 2dA= ∂p∂ x⎛⎝⎜ ⎞⎠⎟
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The horizontal smoothness constraint can be implemented as a linear constraint B . m = c, 
and the strength of damping is controlled by the damping coefficient α. The damped 
least-squares solution is 
 
	  mLS = [GT ⋅G+α 2BT ⋅B]−1 ⋅[GT ⋅d +α 2BT ⋅c] .                       (2.5) 
 
The influence of the strength of damping on the features in the maps and the ability of the 
maps to fit the data set is discussed below.  
 
Fig. 2.7 shows phase-velocity maps for four periods for the entire Atlantic basin. As 
expected, the primary pattern in the maps at all periods is a strong dependence of phase 
velocity on the age of the seafloor, with slow velocities along the Mid-Atlantic Ridge and 
higher wave speeds associated with older seafloor. Fig. 2.8 summarizes the trade-off 
between the quality-of-fit χ2/N and model roughness R for 22 values of the damping 
coefficient α, with  
 
	  χ 2N = 1N δtiobs −δtipred( )
2
σ
i
2
i=1
N
∑             (2.6) 
 
where σi is the observational uncertainty, N is the number of measurements, and the 
superscripts obs and pred refer to the observed and predicted values. For the purposes of 
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this calculation, we use a constant value of σi for all paths. We determine this uncertainty 
by comparing travel-time anomalies measured for similar paths (i.e., paths for which the 
earthquake and station locations are within 0.5o of each other). When ten or more similar 
paths can be identified, the standard deviation of those travel-times is determined, and σ 
is the median of all such standard-deviation values. The trade-off curves results in Fig. 
2.8 are color-coded by variance reduction v,  
 
	  v(%)=100−100*
δt
i
obs −δt
i
pred( )2
i=1
N
∑ (δt
i
obs )2
i=1
N
∑
.           (2.7) 
 
The variance reduction at 50 s is only slightly sensitive to the level of damping; it varies 
from 82.5-92.5% for the range of α values tested. At 125 s, variance reduction is more 
sensitive to strength of damping and varies from 62.3% to 80.8%. Fig. 2.9 summarizes 
the variance reduction for our preferred inversion results at all periods. As expected, the 
2-D maps, with 9344 unknown variables at each period, improve upon the variance 
reduction provided by the pure-path results, which have five unknown variables at each 
period. The fact that the 2-D maps only improve upon the pure-path variation reduction 
by 8.6-10.5% at each period highlights the large influence that age-dependent velocity 
structure has on our travel-time data set. Fig. 2.9 also shows the variance reduction for 2-
D maps from global model GDM52 [Ekström, 2011], which is discussed in Section 2.4.3. 
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Fig. 2.10 shows examples of 50-s phase-velocity maps for different levels of damping. 
The least-damped of the three maps (Fig. 2.10a) is close to the corner in the trade-off 
curve, which allows for a relatively smooth map without requiring much compromise on 
data fit. However, this map contains a “streakiness”, especially in the southern 
hemisphere, in areas where path coverage at different azimuths is uneven. We prefer a 
slightly smoother map (Fig. 2.10b), which we contrast with a map that is likely over-
smoothed (Fig. 2.10c). At all periods our preferred inversion results (Fig. 2.7) occur at 
larger values of the damping coefficient than the corner in the trade-off curves.  
 
Average velocity as a function of seafloor age is determined from the maps and shown in 
Fig. 2.11. The average absolute phase velocity is calculated in a moving 5-Myr-long 
window using seafloor age at the center of each grid cells and allowing that the grid-cell 
area changes with latitude. The total range of phase-velocity values spanned is largest at 
30-75 s (4.16-4.87%), 3.36% at 100 s, and 2.71% at 125 s. This trend toward a smaller 
spread at longer periods likely reflects the fact that heterogeneity in the oceanic upper 
mantle is weaker at the sub-lithospheric depths sampled by long-period waves. With the 
exception of the most weakly damped maps, the age-dependent phase-velocity curves 
depend little on the strength of damping. The basin-averaged age-dependent phase 
velocity is characterized by a steady increase with seafloor age from 0-125 Myr (Fig. 
2.11a). At approximately 125-145 Myr, there is a pronounced dip in velocity; it is present 
at all periods and largest at the shortest periods. At ages > 145 Myr, the phase-velocity 
curves resume a trend of increasing speed with seafloor age. The seafloor ages associated 
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with the dip in velocity are also characterized by a greater density of volcanic hotspots 
(Fig. 2.11b), perhaps providing an explanation for the lowered wave speed.  
 
Phase-velocity variations that remain after subtraction of age-dependent wave speeds are 
presented in Fig. 2.12. Phase-velocity maps corresponding to α2 = 7x106 were used for 
this calculation and for the calculation of age-dependent velocity in Fig. 2.11; nearly 
identical results are obtained with most other values of α. There is a clear association of 
anomalously low velocities with hotspots; this is especially apparent for the Iceland, 
Azores, Canary, and Cape Verde hotspots located along or east of the Mid-Atlantic 
Ridge. Low velocities are also observed near the Cameroon hotspot, which is continental 
but located at the margin of the Atlantic basin, and near Bermuda, Fernando, Tristan, and 
Discovery. Slow wave speeds are also found immediately south of Ascension, consistent 
with the results of Gaherty and Dunn [2007]. We note, however, that not all hotspots are 
characterized by anomalously low velocity; indeed, St. Helena and Vema in the South 
Atlantic are surrounded by high wave speed.  Anomalously high velocities are mostly 
found beneath old seafloor on the North American and South American plates. It seems 
likely that age-dependent wave speed for older seafloor (e.g., Fig. 2.11a) is biased low by 
the slow velocities east of the ridge that are associated with hotspots, thereby making the 
western portion of the Atlantic basin appear anomalously fast by comparison.  
 
The frequency-dependent variation of phase velocity with seafloor age provides 
important constraints on the properties of the lithosphere and its evolution with time. Fig. 
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2.11a summarizes these variations averaged over the entire basin but obscures intra-basin 
variability. In Fig. 2.13 we show the results of inverting the difference between the 125-s 
and 50-s measured travel-time anomalies. This treatment of the data seeks to highlight the 
features that robustly vary with frequency (and therefore with depth) and is more 
desirable than subtracting maps at different periods, since the maps contain the effects of 
damping. The weakening age-dependence of phase velocity that is apparent in Fig. 2.11a 
can be identified: phase velocity is faster beneath the mid-ocean ridge and slower beneath 
older seafloor at 125 s versus 50 s. Higher phase velocity at 125 s (or lower phase 
velocity at 50 s) is found beneath Gibraltar and along the subduction zones in the South 
Sandwich Islands and Caribbean. The implications of these frequency-dependent 
variations for depth-dependent structure will be explored in a fully 3-D seismic model.  
 
2.4 DISCUSSION 
2.4.1 Resolution of Phase-Velocity Maps 
To explore the resolution of the 2-D maps, Fig. 2.14 shows three types of resolution tests. 
A standard checkerboard test demonstrates that the model can resolve 8ox8o anomalies 
throughout most of the northern Atlantic basin and in the southern Atlantic away from the 
perimeter of the study area (Fig. 2.14a). Smearing is visible in the southeast/northwest 
direction on either side of the equator as a result of the fact that a large number paths 
travel from central Mid-Atlantic Ridge earthquakes to seismic stations in the northeastern 
United States and southern Africa. In Fig. 2.14b, phase velocity is prescribed to vary 
cubicly as a function of seafloor age. Differences between the input and output models, 
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which are slight, are largest in the southern Atlantic (south of 50oS) and along the length 
of the mid-ocean ridge, where the very slow input velocities suffer from some lateral 
smoothing in the output model. In Fig. 2.14c, five 8ox8o slow-velocity anomalies are 
defined as the input model. The amplitude of the anomalies located near 30oS, 0oN, and 
30oN are well-recovered (60-100%). Weaker anomalies are recovered near 50oS and 
50oN (45-75%), but the location and overall shape of the input structures is preserved.  
 
2.4.2 Neglecting Azimuthal Anisotropy 
In this study, we solve only for isotropic perturbations to phase velocity and do not 
consider azimuthal anisotropy. If the azimuthal distribution of paths is relatively even, the 
effect of azimuthal anisotropy on phase velocity should be effectively canceled out. In 
Fig. 2.15 we quantify the azimuthal distribution of paths traveling through each grid cell 
using two criteria. First, we divide the azimuthal space of each cell into four 45o bins (0-
45o, 45-90o, 90-135o, 135-180o) and require at least one path in each 45o bin. We consider 
only the azimuth range 0-180o; for paths with azimuth > 180o we use the back-azimuth.  
Second, for each cell we calculate the coverage funtion cN, which was described and 
utilized by Ekström (2006)  for automated earthquake detection: 
	   1cN = gi2(2π )2i=1N∑ , 
where the sum is over N paths traveling through the grid cell and gi is the angular gap, in 
radians, between path azimuths. To calculate gi, the N path azimuths αi in the grid cell are 
ordered from smallest to largest, and the difference between adjacent azimuths is 
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determined: gi = αi - αi+1, where i < N. For i=N, gN = 2π + α1 - αN. If all path azimuths in 
a grid cell are equal, cN=1. If the path azimuths in a grid cell are evenly distributed, cN=N. 
Values of cN > 1 and < N describe the evenness of the azimuthal coverage. In Fig. 2.15a-b 
we present values of cN normalized by the number of paths in each grid cell. Fig. 2.15c 
shows histograms of azimuthal coverage corresponding to three grid cells with different 
values of normalized cN.   
 
The results show that grid cells with at least one path in each 45o azimuthal bin are 
generally located near the center of the study area, and grid cells that do not meet this 
criterion are typically located near the perimeter. An exception is the region east of the 
Mid-Atlantic Ridge in the latitude range 0o-20oS. The coverage function, which 
quantifies the evenness of the azimuthal distribution, identifies areas that are covered by 
many paths from a narrow azimuth range (e.g., from the equatorial Atlantic to eastern 
North America).  
 
Several studies have documented the effects on Rayleigh wave phase velocity of 
neglecting azimuthal anisotropy in the Pacific basin. For example, Nishimura and 
Forsyth [1988] showed that for the age bins 4-20 Myr, 20-52 Myr, and 52-110 Myr, 
lower isotropic phase velocity (by 0.2-0.6% at periods 50-125 s) was obtained when 
coefficients of azimuthal anisotropy were determined in addition to the isotropic terms. In 
the youngest age bin (0-4 Myr) the inclusion of anisotropy results in higher isotropic 
velocity (by 1.5-2.0% at 50-125 s) relative to velocities obtained when azimuthal 
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anisotropy is neglected. Ekström [2011] showed that neglecting azimuthal anisotropy in 
global Rayleigh wave phase-velocity maps introduces a northeast-southwest-oriented 
streak in the Pacific basin. The spurious feature is suppressed with increased damping. It 
is not obvious how to apply these results to our regional study of the Atlantic basin, 
where both the path coverage and the patterns and strength of azimuthal anisotropy may 
be different than in the Pacific. The test performed by Nishimura and Forsyth [1988] 
suggests that our pure-path phase velocities are unlikely to be changed for ages > 20 Myr. 
We also note that our preferred phase-velocity maps correspond to a relatively high level 
of damping (Fig. 2.8), reducing the likelihood of streaking artifacts like that found by 
Ekström [2011]. We intend to determine anisotropic variations as part of a future study. 
 
2.4.3 Comparison With GDM52 
Fig. 2.9 shows that the Global Dispersion Model [GDM52; Ekström, 2011] reduces the 
variance in our original travel-time data set at all periods > 30 s. The variance reduction 
is > 75% at 50 and 60 s and > 55% at 40, 50, 60, 75, and 100 s. The calculation of 
variance reduction using GDM52 includes an adjustment for the fact that GDM52 phase 
velocities are expressed relative to PREM whereas ATL2a is the reference model for our 
travel-time data set, but it does not account for the perturbations made to ATL2a 
synthetic waveforms as a result of path-averaged crustal-thickness and elevation 
variations (Section 2.2), which may have an adverse effect on the GDM52 variance 
reduction at short periods. That our 2-D maps and pure-path results and the GDM52 
global maps all reduce the variance in our data set by > 70% at intermediate periods can 
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likely be attributed to the strong dependence of the travel-time data on seafloor age. The 
age dependence of phase velocity is robustly constrained by all three sets of models, and 
thus all three sets of models are able to explain much of the signal in the observations.  
Fig. 2.16 presents a comparison of our 50-s phase-velocity map and the 50-s 
perturbations from GDM52 sampled on our grid and expressed relative to ATL2a. 
Agreement is generally good (correlation coefficient = 0.72), especially for along-ridge 
variations and the locations of the transition from negative to positive perturbations. At 
other periods the correlation coefficient between the two sets of maps is 0.53, 0.69, 0.59, 
and 0.49 for periods 30, 75, 100, and 125 seconds, respectively.  
 
Fig. 2.17 shows a comparison of observed and predicted travel-time delays using the 2-D 
maps determined in this study and the GDM52 phase-velocity maps. The two sets of 
maps make similar predictions at 50 s, which is also reflected in the similar values of 
variance reduction (Fig. 2.9). At 100 s, the GDM52 map predicts a smaller range of 
travel-time delays than observed, although the two sets of values are highly correlated. At 
all periods the GDM52 maps contain smoother and weaker heterogeneity than our phase-
velocity maps; it is especially true at 100 and 125 seconds. This is not surprising for a 
global model; presumably the Atlantic basin is primarily constrained in this model by 
relatively long paths that also traverse other tectonic regions, resulting in smoother 
structure.  
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2.4.4 Comparison With Other Data Sets 
While the analysis in the previous section attempts to attribute the observed phase 
velocities to temperature variations within the lithosphere, factors in addition to 
temperature can also influence seismic velocity, including major-element composition 
[e.g., Lee, 2003] or lithology [Gaherty and Dunn, 2007], partial melt [e.g., Hammond and 
Humphreys, 2000], and water [Karato and Jung, 1998]. Jointly interpreting seismic 
velocity together with other data sets such as seismic attenuation, electrical conductivity, 
heat flow, seafloor bathymetry, and MORB chemistry can be a useful approach to 
unravel the relative contributions of these factors, as the other data sets typically sample 
the Earth in a different way than seismic velocity does [e.g., Shapiro and Ritzwoller, 
2004; Evans et al., 2005; Dalton et al., 2009; Dalton et al., 2014]. Here we present a 
preliminary comparison of Rayleigh wave phase velocity to seafloor bathymetry and 
MORB chemistry.  
 
Fig. 2.18 shows a comparison of seafloor bathymetry and 50-s Rayleigh wave phase 
velocity. Age-dependent bathymetry and phase velocity have been subtracted to highlight 
the anomalous structures. In Fig. 2.18a, the mean bathymetry as a function of seafloor 
age in the study area is calculated and removed from the ETOPO2 values, which have not 
been corrected for sediment loading. Fig. 2.18b shows the sediment-unloaded basement 
depth corrected for predictions of the plate model of Crosby [2007] as calculated by 
Müller et al. [2008]. Certain volcanic hotspots are clearly visible in both the residual 
bathymetry and residual phase velocity in the north Atlantic basin (Fig. 2.18c), including 
	  	  
31	  
Iceland, Azores, Cape Verde, Canary, Bermuda, and Cameroon. In the south Atlantic 
agreement is weaker. The residual-bathymetry maps show a linear chain of elevated 
seafloor extending from the Mid-Atlantic Ridge to the northeast (Walvis Ridge) that is 
not clearly expressed in the seismic structure, although slow-velocity anomalies are 
associated with the Tristan and Discovery hotspots in this region. There is general 
agreement between the areas of anomalously high velocity and deep seafloor—primarily 
the northwestern and southwestern Atlantic—although the details differ between the 
different data sets. Notably, the fast velocities along the Mid-Atlantic Ridge near the 
Romanche transform (~0oS) and west of the Mid-Atlantic Ridge between 20oS and 5oS 
are also expressed in the age-corrected ETOPO2 elevations (Fig. 2.18a), perhaps 
suggesting an upper-mantle origin for the anomalous seafloor. Alternatively, the 
anomalously high wave speeds and deep seafloor west of the ridge could reflect that the 
age-dependent averages for both quantities are biased low by the slow velocities and 
shallow seafloor east of the ridge that are associated with hotspots, thereby making the 
western portion of the Atlantic basin appear anomalously fast and deep by comparison. 
 
Dalton et al. [2014] recently demonstrated a global correlation between the depth of 
ocean ridges, the chemistry of MORBs, and shear velocity throughout the upper mantle 
beneath the ridge. The correlation was shown to be consistent with 200-250oC 
temperature variations beneath the ridge. The global seismic model S40RTS [Ritsema et 
al., 2011] was used for that study; our regional study of the Atlantic basin offers a higher 
resolution than global models and invites a regional-scale comparison of the three data 
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sets. Fig. 2.19 shows the correlation coefficient between the fractionation-corrected 
sodium concentrations along the ridge (Na90) phase velocity as a function of period. The 
correlation is calculated using data from the 87 ridge segments along the Mid-Atlantic 
Ridge for which Na90 values have been determined [Gale et al, 2014]. The correlation is 
positive and increases with increasing period: ridge segments with high (low) Na90 values 
are characterized by high (low) phase velocity, consistent with the results of the global 
study. The frequency dependence of the correlation coefficient suggests that the 
relationship between Na90 values and shear velocity increases with depth in the mantle. 
Seismic structure in the shallow mantle (i.e., short periods) is dominated by age-
dependent signal, which grows weaker at the longer periods that have sensitivity to sub-
lithospheric depths (e.g., Fig. 2.11). Along-ridge variations in mantle temperature, 
composition, and volatiles are thus likely more apparent in the long-period phase 
velocities, providing an explanation for the frequency dependence in Fig. 2.19. 
Correlation between phase velocity and depth to the ridge axis is also positive but weaker 
than the relationship between velocity and Na90. This is different than the results of the 
global study, which found a stronger correlation between ridge depth and seismic 
velocity than between Na90 and seismic on a global scale.  
 
2.5 CONCLUSIONS 
We measure phase velocity for approximately 10,000 fundamental-mode Rayleigh waves 
traversing the Atlantic basin. In order to isolate the signal of the oceanic upper mantle, 
paths with greater than 30% of their total length through continental lithosphere are 
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removed. Hit-count maps and resolution tests indicate that the study area is well-resolved 
throughout most of the northern Atlantic basin and in the southern Atlantic away from the 
perimeter. Both the pure-path phase-velocity curves and the 2-D phase-velocity maps 
reveal a strong dependence of Rayleigh wave speed on seafloor age. The 2-D maps, with 
9344 unknowns, improve upon the variance reduction of the pure-path results, with five 
unknowns, by only 8.6-10.5%. Comparison of our pure-path velocities for the Atlantic 
with a similar study of the Pacific [Nishimura and Forsyth, 1989] shows slightly lower 
velocities for ages < 52 Myr in the Pacific than in the Atlantic and a larger difference in 
phase velocity between the oldest and youngest age bins for the Pacific.  
 
The age-dependent velocities provide useful constraints on the properties of the oceanic 
lithosphere. For example, the total range of phase-velocity values spanned steadily 
decreases with increasing period; this trend reflects the sensitivity of longer-period 
Rayleigh waves to asthenospheric depths, where seismic heterogeneity is weaker than at 
the lithospheric depths sampled by shorter-period waves. Furthermore, the age-dependent 
phase-velocity curves contain a pronounced dip in velocity for seafloor ages 125-145 
Myr at all periods. Atlantic seafloor of this age is characterized by a greater density of 
volcanic hotspots than is true for younger seafloor, which may be related to the observed 
dip in wave speed.  
 
We examine perturbations to the age-dependent structure by subtracting age-dependent 
phase velocities from the 2-D maps. The vast majority of anomalously low-velocity areas 
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are associated with volcanic hotspots and likely reflect anomalously warm material in the 
upper mantle. Many of these low-velocity areas are also characterized by anomalously 
shallow seafloor. Several hotspots are accompanied by average or high wave speed. 
Along-ridge variations in phase velocity are compared to measurements of fractionation-
corrected sodium concentrations in mid-ocean-ridge basalts [Dalton et al., 2014; Gale et 
al., 2014]. The correlation coefficient between the two quantities increases with period, 
suggesting that the correlation with shear velocity increases with depth in the mantle. The 
age-dependent signal in the phase-velocity maps grows weaker with period, which allows 
features unrelated to seafloor age to become more prominent and likely explains the trend 
of correlation with period. The sense of the correlation is consistent with an important 
role for along-ridge temperature variations.  
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2.6 SUPPLEMENTARY INFORMATION 
2.6.1 Figures 
 
	  
Figure	   2.1.	   (a)	   Seafloor	   age	   (Myr)	   [Müller	   et	   al.,	   1997]	   and	   hotspot	   locations	  [Courtillot	  et	  al.,	  2003]	  in	  the	  study	  area.	  (b)	  Locations	  of	  earthquakes	  (pink	  circles)	  and	  stations	  (white	  triangles)	  used	  in	  this	  study	  plotted	  on	  top	  of	  bathymetry	  from	  ETOPO2	  [Smith	  and	  Sandwell,	  1997].	  (c)	  Hit	  count	  for	  50-­‐s	  Rayleigh	  wave	  data	  set.	  Number	  of	  paths	  passing	  through	  each	  1ox1o	  cell	  is	  displayed;	  total	  number	  of	  paths	  is	  10,301.	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Figure	   2.2.	   (a)	  Observed,	   full-­‐synthetic,	   and	   isolation-­‐filter	  waveforms,	   bandpass-­‐filtered	  in	  the	  frequency	  range	  0.008-­‐0.025	  Hz,	  for	  a	  MW=6.3	  event	  along	  the	  Central	  Mid-­‐Atlantic	   Ridge	   on	   July	   3,	   2007	   recorded	   at	   SUR-­‐II	   in	   South	   Africa	   (epicentral	  distance	  =	  58.2o).	   (b)	  Cross-­‐correlagram	  between	   the	  observed	  and	   isolation-­‐filter	  waveforms.	   From	   top	   to	   bottom:	   broadband,	   filtered	   around	   50-­‐s	   period,	   filtered	  around	  125	   s.	   (c)	   Frequency-­‐dependent	   time	  delay,	   illustrating	   the	  Rayleigh-­‐wave	  dispersion	  at	  our	  observed	  periods:	  (tp;	  blue)	  and	  travel-­‐time	  anomaly	  (δt;	  red).	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Figure	   2.3.	   (a)	   VSV	   and	   VSH	   in	   Atlantic	   reference	   model	   ATL2a	   and	   PREM	  [Dziewonski	   and	   Anderson,	   1981a].	   Isotropic	   VS	   from	   model	   ATL	   [Grand	   and	  
Helmberger,	   1984]	   represents	   the	   NW	   Atlantic.	   (b)	   Kernels	   expressing	   the	  sensitivity	   of	   Rayleigh	  wave	   phase	   velocity	   at	   different	   periods	   to	   VSV.	   Calculated	  using	  ATL2a.	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Figure	  2.4.	  (a)	  Impact	  of	  path	  selection	  based	  on	  length	  of	  path	  through	  continental	  upper	   mantle	   on	   the	   size	   of	   the	   data	   set.	   Excluding	   paths	   with	   length	   through	  continental	  upper	  mantle	  >	  N%	  results	  in	  a	  smaller	  data	  set	  for	  smaller	  values	  of	  N.	  (b)	  Measured	  phase-­‐velocity	  anomalies	  (see	  text	  for	  conversion	  from	  travel-­‐time	  to	  phase-­‐velocity	   anomaly)	   for	   50-­‐s	  Rayleigh	  waves	   plotted	   as	   a	   function	   of	   seafloor	  age	   at	   the	   path	   midpoint	   and	   color-­‐coded	   by	   path	   length.	   Solid	   black	   line	   shows	  median	  values,	  calculated	  in	  a	  moving	  10-­‐Myr	  window	  on	  short	  paths	  (<	  5532	  km).	  (c)	  Measured	  phase-­‐velocity	  anomalies	  for	  10,301	  50-­‐s	  Rayleigh	  waves	  path	  plotted	  at	  the	  path	  midpoint.	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Figure	  2.5.	  (a)	  Pure-­‐path	  phase	  velocities	  of	  Rayleigh	  waves	  as	  a	  function	  of	  period	  and	   seafloor	   age.	   Solid	   lines	   show	   results	   from	   this	   study	   for	   the	  Atlantic;	   dashed	  lines	   show	   results	   from	  Nishimura	  and	  Forsyth	   [1989]	   for	   the	   Pacific.	   A	  weighted	  average	   is	  applied	   to	   the	  0-­‐4	  Myr	  and	  4-­‐20	  Myr	  pure-­‐path	  results	   from	  the	  Pacific	  study	  to	  obtain	  phase	  velocities	  for	  the	  0-­‐20	  Myr	  age	  region.	  (b)	  Difference	  in	  pure-­‐path	   results	   obtained	   using	   the	   original	   data	   set,	   for	   which	   the	   ATL2a	   synthetics	  include	   perturbations	   to	   account	   for	   variations	   in	   crustal	   thickness	   and	   elevation,	  and	  using	   the	   data	   set	   obtained	  with	   unperturbed	  ATL2a	   synthetics	   (as	   shown	   in	  Fig.	  5a).	  Positive	  values	  indicate	  higher	  velocity	  obtained	  with	  the	  original	  data	  set.	  Colors	  as	  defined	  in	  (a).	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Figure	  2.6.	  (a)	  Comparison	  of	  our	  pure-­‐path	  results	  (solid;	  Fig.	  5a)	  and	  the	  global	  phase-­‐velocity	  maps	  GDM52	  of	  Ekström	  [2011]	  (dashed),	  which	  have	  been	  sampled	  on	  our	  grid	  and	  averaged	  by	  seafloor	  age	  in	  the	  same	  age	  bins	  that	  are	  used	  for	  the	  pure-­‐path	  analysis.	  (b)	  Comparison	  of	  age-­‐dependent	  phase-­‐velocity	  anomalies	  in	  the	  Atlantic	  (long	  dash)	  and	  Pacific	  (short	  dash)	  basins	  determined	  from	  the	  GDM52	  global	  phase-­‐velocity	  maps.	  (c)	  As	  in	  Fig.	  5a:	  comparison	  of	  our	  pure-­‐path	  results	  and	  the	  results	  from	  Nishimura	  and	  Forsyth	  [1989]	  (NF89)	  for	  the	  Pacific.	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Figure	   2.7.	   Phase-­‐velocity	   perturbations	   for	   Rayleigh	   waves	   at	   four	   periods.	  Diamonds	  show	  hotspot	  locations	  from	  Courtillot	  et	  al.	  [2003].	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Figure	   2.8.	  Trade-­‐off	   curves	  assessing	   the	   influence	  of	   the	  damping	  coefficient	  on	  model	   roughness	   R	   and	   quality-­‐of-­‐fit	   χ2/N.	   The	   symbols	   are	   color-­‐coded	   by	   the	  variance	  reduction	  of	  the	  data	  set.	  Color	  scale	  range	  is	  82.5-­‐92.5%	  at	  50	  s	  and	  62.3-­‐80.8%	  at	  125	  s.	  The	  stars	  indicate	  the	  preferred	  inversion	  results	  (e.g.,	  Fig.	  6).	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Figure	   2.9.	   Variance	   reduction	   of	   the	   original	   Rayleigh	   wave	   data	   set.	   Variance	  reduction	   provided	   by	   the	   pure-­‐path	   results	   and	   the	   2-­‐D	   phase-­‐velocity	   maps	  determined	   by	   this	   study	   is	   shown	   in	   green	   and	   blue,	   respectively.	   Variance	  reduction	  provided	  by	   the	  Global	  Dispersion	  Model	  phase-­‐velocity	  maps	   [Ekström,	  2011]	  is	  shown	  in	  red.	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Figure	  2.10.	  Effect	  of	  damping	  on	  the	  features	  in	  the	  phase-­‐velocity	  maps	  for	  50-­‐s	  Rayleigh	   waves,	   shown	   for	   three	   different	   values	   of	   the	   damping	   coefficient.	   The	  value	   in	   (b)	   corresponds	   to	   our	   preferred	   inversion	   results.	   The	   value	   in	   (c)	  corresponds	   to	   the	   largest	   value	   of	   the	   damping	   coefficient	  we	   have	   tested.	   Color	  scale	  is	  same	  as	  Fig.	  6.	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Figure	  2.11.	  Basin-­‐averaged	  age-­‐dependent	  phase	  velocity	  extracted	  from	  the	  2-­‐D	  maps.	   (a)	  Averages	  are	  calculated	   in	  a	  moving	  5-­‐Myr-­‐long	  window.	   (b)	  Blue	  curve	  shows	  basin-­‐averaged	  slowness	  perturbation	  for	  50-­‐s	  Rayleigh	  waves.	  Green	  curve	  shows	  the	  fraction	  of	  all	  grid	  cells	  associated	  with	  seafloor	  of	  a	  certain	  age	  that	  are	  located	  <	  500	  km	  from	  a	  volcanic	  hotspot.	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Figure	   2.12.	   Phase-­‐velocity	   variations	   remaining	   after	   subtraction	   of	   basin-­‐averaged	   age-­‐dependent	   phase-­‐velocity	   anomalies.	   Smooth	   versions	   of	   the	   phase-­‐velocity	  maps	  (damping	  coefficient	  =	  7	  x	  107)	  are	  used	  for	  these	  calculations.	  (a)	  50	  s.	  (b)	  125	  s.	   	  Selected	  hotspot	   locations	  from	  Courtillot	  et	  al.	   [2003]	  are	   labeled:	  1-­‐Iceland,	  2-­‐Azores,	  3-­‐Canary,	  4-­‐Bermuda,	  5-­‐Cape	  Verde,	  6-­‐Cameroon,	  7-­‐Fernando,	  8-­‐Ascension,	  9-­‐St.	  Helena,	  10-­‐Vema,	  11-­‐Tristan,	  12-­‐Discovery.	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Figure	  2.13.	  Result	  of	  inverting	  the	  difference	  between	  125-­‐s	  and	  50-­‐s	  travel-­‐time	  anomalies	  for	  8851	  paths.	  Blue	  (red)	  corresponds	  to	  higher	  (lower)	  velocity	  at	  125	  s.	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Figure	  2.14.	  Results	  of	  three	  different	  resolution	  tests.	  In	  each	  case,	  the	  input	  model	  is	  used	  to	  calculate	  travel-­‐time	  delays	  for	  9737	  paths	  by	  integrating	  along	  the	  great-­‐circle	  path.	  The	  variance	  reduction	  for	  the	  synthetic	  data	  sets	  is	  >95%	  for	  the	  checkerboard	  test	  in	  (a)	  and	  >99%	  for	  (b)	  and	  (c).	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Figure	  2.15.	  (a)	  2ox2o	  grid	  cells	  containing	  at	  least	  one	  path	  in	  each	  45o	  azimuthal	  bin.	  Color-­‐coded	  by	  the	  coverage	  function	  cN	  normalized	  by	  the	  number	  of	  paths	  in	  each	  cell	  (in	  percent;	  see	  text).	  (b)	  As	  in	  (a)	  but	  these	  cells	  do	  not	  contain	  at	  least	  one	  path	  in	  each	  45o	  azimuthal	  bin.	  (c)	  Normalized	  histograms	  summarizing	  the	  azimuthal	  distribution	  of	  paths	  in	  three	  example	  grid	  cells	  with	  normalized	  coverage-­‐function	  values	  of	  30%,	  20%,	  and	  10%.	  The	  histograms	  show	  a	  more	  even	  distribution	  of	  azimuths	  and	  non-­‐zero	  values	  in	  all	  but	  one	  azimuthal	  bin	  for	  the	  largest	  value	  of	  cN	  (green).	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Figure	  2.16.	  (a)	  50-­‐s	  Rayleigh	  wave	  phase-­‐velocity	  map	  from	  this	  study,	  as	  in	  Fig.	  6a.	  (b)	  50-­‐s	  Rayleigh	  wave	  global	  phase-­‐velocity	  map	  from	  GDM52	  [Ekström,	  2011],	  sampled	  on	  our	  grid	  and	  expressed	  relative	  to	  ATL2a.	  (c)	  Result	  of	  inverting	  the	  difference	  between	  125-­‐s	  and	  50-­‐s	  travel-­‐time	  anomalies	  for	  8851	  paths,	  as	  in	  Fig.	  10.	  (d)	  Difference	  between	  the	  125-­‐s	  and	  50-­‐s	  global	  phase-­‐velocity	  maps	  from	  GDM52,	  sampled	  on	  our	  grid.	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Figure	  2.17.	  Comparison	  of	  observed	  and	  predicted	  travel-­‐time	  delay	  at	  50	  and	  100	  s.	  Predictions	  are	  shown	  for	  the	  preferred	  2-­‐D	  maps	  of	  this	  study	  (JDG;	  a,c)	  and	  the	  2-­‐D	  global	  maps	  of	  GDM52	  [Ekström,	  2011].	  Black	  line	  is	  the	  1:1	  line;	  dashed	  red	  line	  is	  the	  best-­‐fitting	  line	  determined	  by	  orthogonal	  regression.	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Figure	  2.18.	  Maps	  of	  residual	  bathymetry	  (a,b)	  and	  50-­‐s	  phase	  velocity	  (c)	  in	  the	  Atlantic	  basin.	  (a)	  ETOPO2	  elevation	  of	  Smith	  and	  Sandwell	  [1997],	  sampled	  in	  our	  9344	  grid	  cells,	  from	  which	  age-­‐dependent	  elevation	  has	  been	  calculated	  and	  subtracted.	  No	  correction	  has	  been	  applied	  for	  sediment	  loading.	  (b)	  Residual	  basement	  depth	  from	  Müller	  et	  al.	  [2008],	  calculated	  by	  subtracted	  the	  plate	  model	  of	  Crosby	  [2007]	  from	  sediment-­‐unloaded	  basement	  depth,	  sampled	  in	  our	  9344	  grid	  cells.	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Figure	  2.19.	  Blue	  curve	  shows	  correlation	  coefficient	  calculated	  between	  fractionation-­‐corrected	  sodium	  concentrations	  from	  MORBs	  erupted	  along	  the	  Mid-­‐Atlantic	  Ridge	  at	  87	  ridge	  segments	  [Dalton	  et	  al.,	  2014;	  Gale	  et	  al.,	  2014]	  and	  phase	  velocity.	  Red	  curve	  shows	  correlation	  between	  phase	  velocity	  and	  axial	  ridge	  depth	  using	  the	  same	  87	  locations.	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2.6.2 Tables 
 
Table 2.1. Summary of the data set of Rayleigh wave travel-times.  	   Initial	  no.	  of	  
paths	  
Final	  no.	  of	  
paths	  
No.	  of	  events	   No.	  of	  stations	  
30	  s	   29,020	   10,545	   428	   493	  
50	  s	   29,020	   10,301	   430	   493	  
75	  s	   29,020	   10,103	   430	   483	  
100	  s	   29,020	   9,967	   429	   482	  
125	  s	   29,020	   9,849	   430	   483	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Table 2.2. Pure-path phase velocities (in km/s) for Rayleigh waves derived from age 
regionalization using the four oceanic and one continental regions as described in the 
text. 	   0-­20	  Myr	   20-­52	  Myr	   52-­110	  Myr	   >110	  Myr	   continental	  
30	  s	   3.918	   4.007	   4.026	   4.020	   3.902	  
35	  s	   3.911	   4.002	   4.031	   4.037	   3.964	  
40	  s	   3.908	   3.997	   4.033	   4.038	   3.972	  
50	  s	   3.925	   3.993	   4.034	   4.043	   4.003	  
60	  s	   3.942	   4.006	   4.039	   4.059	   4.006	  
75	  s	   3.988	   4.031	   4.070	   4.072	   4.028	  
100	  
s	  
4.090	   4.098	   4.144	   4.169	   4.137	  
125	  
s	  
4.202	   4.202	   4.238	   4.287	   4.234	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CHAPTER 3: THREE-DIMENSIONAL SHEAR-VELOCITY MODELS OF THE 
ATLANTIC UPPER MANTLE 
 
3.1 INTRODUCTION 
In Chapter 3 we explore depth-dependent variations in vertically-polarized shear velocity, 
VSV, with derivation of three-dimensional (3-D) shear velocity models for the Atlantic 
ocean basin. The North Atlantic has been far more investigated than the entire Atlantic 
[e.g. Rickers et al., 2013; Zhu & Tromp, 2013], due to better data coverage with 
significantly more stations surrounding the Northern Atlantic basin than the Southern, 
and interest in hotspots, such as the Iceland hotspot, located in the Northern Atlantic. In 
the few existing regional studies of the Atlantic basin, such as Moquet and Romanowicz, 
1989 & 1990, and more recently Silveira et al., 1998, and Silveira and Stutzman, 2002, 
long-period surface waves, which are limited to resolving large-scale features, are used to 
investigate three-dimensional structure. In addition, each of these studies uses datasets 
that include paths that travel significant distances through continental lithosphere. This 
results in significant continental influences in models determined to represent oceanic 
structure.  
 
We use a dataset of fundamental-mode Rayleigh waveforms with periods between 30 and 
125 s to derive three-dimensional shear-velocity models using two different approaches. 
This dataset, which was initially introduced in James et al., 2014, consists of ~10000 
paths in the period range 30-125 s, and isolates oceanic signal by excluding paths with 
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more than 30% of their length through oceanic upper mantle. We present layered models, 
which are determined by inverting our travel-time delay measurements, and splined 
models, determined by inverting the phase-velocities calculated for our 2-D maps in 
Chapter 2. For the layered models, we assume that VSV is constant in a given layer, which 
allows us to capture and compare the velocity structure in shallow and deep layers. We 
vary the boundary depth for our shallow and deep layers and found that age dependence 
is strongly observed in the shallow layers, but begins to lose its signal with a deep-
layered upper boundary as shallow as 100 km. On the other hand, we allow VSV to vary 
continuously with depth for our splined models, and therefore are able to observe how 
VSV gradually changes with depth. The splined models also allow us to make quantitative 
shear velocity comparisons across several seafloor age regions, and with models from 
previous Pacific studies [e.g. Nishimura and Forsyth, 1989; Gaherty et al., 1996].  With 
shear-velocity depth-profile comparisons, we find that i) age-dependence observed at 
shallow depths decreases significantly around 200 km, and ii) shear velocities are 
consistently higher in the Atlantic basin when compared to shear velocities in the Pacific 
for the same seafloor ages.  
 
The inversion method used for the derivation of each model and comparisons between 
both 3-D models are discussed in the following sections.  
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3.2 DATA AND METHODS 
The dataset used for deriving our three-dimensional (3-D) models consists of Rayleigh-
wave travel-time anomalies within the period range 30-125 s that were measured for 
~10000 paths at each period. These measurements, which were first presented and 
described in detail in James et al., 2014 (Chapter 2) were made in an approach that 
removed the effects of variations in crustal thickness and bathymetry to ensure that the 
measurements represented variations in 3-D mantle structure only. We consider two 
approaches for deriving depth-dependent variations in vertically-polarized shear 
velocity,VSV . One, we invert the travel-time anomaly measurements, δt, directly for VSV  
perturbations to reference model, ATL2a, to derive a layered 3-D model. Two, we 
indirectly invert δt by inverting phase velocity anomalies, δc/c, determined for our 2-D 
phase-velocity maps (from inversions of δt) in Chapter 2, to determine VSV  perturbations 
to ATL2a for a splined 3-D model. The method used for obtaining the 3-D models with 
the two approaches is described in section 3.2.2. First, we discuss the relationship 
between our dataset and kernels needed to derive 3-D velocity structure (in section 3.2.1).  
 
3.2.1 Sensitivity to Shear Velocity 
We use Fréchet sensitivity kernels (Fig. 3.1) to determine shear velocity depth variations 
from our travel-time anomaly and phase-velocity anomaly datasets. We investigate the 
relationships between shear-velocity perturbations to our starting model (ATL2a – Fig. 
2.3.a), 
	  
δV
SV
V
SV
, and both δt and δc/c. We perturbed VSV  in ATL2a by varying amounts 
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(including 3, 5, 7, and 10% perturbations) and calculated the resulting phase-velocity 
perturbations using relationships described in Kustowski et al., 2008. We compare these 
predicted phase-velocity perturbations to observed phase-velocity perturbations resulting 
from the induced VSV  perturbations and determine that shear velocity anomalies, δVSV , 
and eigenfrequencies, δω
ω
, are related by: 
	  δω ω r( ) = Κ SV r( )δVSV r( )+Κ SH r( )δVSH r( )+ΚPV r( )δVPV r( )+ΚPH r( )δVPH r( )⎡⎣ ⎤⎦r=0r=radius∫ dr.          (3.1) 
The integral in equation 3.1 is taken over the radius, r, from the center of the Earth (r=0) 
to Earth’s surface, K(..) are Fréchet kernels for vertically- and horizontally-polarized shear 
and compressional waves (VSV, VSH, VPV, and VPH), and δV(..) are corresponding velocity 
anomalies. Rayleigh waves are most sensitive to VSV, however since sensitivities to VSH, 
VPV, and VPH are not zero (as illustrated in Fig. 3.1), we do account for their sensitivities 
in our calculation. The relationship in equation 3.1 tells us that our Fréchet kernels 
describe the sensitivity of δω
ω
to model perturbations. However, we desire to find the 
sensitivity for phase velocity. Dahlen and Tromp [1998] showed that eigenfrequency and 
phase-velocity perturbations are related by 
	  
δc
c
⎛
⎝⎜
⎞
⎠⎟
ω = c
U
δω
ω
⎛
⎝⎜
⎞
⎠⎟
k  for a fixed frequency 
and at a fixed wave number k, where U is group velocity and c is phase velocity. 
Following this, equation (3.1) becomes:   
	  δc c ω( ) = cU⎛⎝⎜ ⎞⎠⎟ ∗ Κmg r ,ω( )δVmg r( )⎡⎣⎢ ⎤⎦⎥g=14∑ drr=0r=radius∫ ,                                                                   (3.2) 
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where mg represents the four velocity types, SV, SH, PV, and PH for g = 1 to 4 
respectively.  
We need, however, to solve for 
	  
δV
mg
V
mg
and not 
	  
δV
mg
, so writing the equation in a different 
form gives us: 
	  δc c ω( ) = cU⎛⎝⎜ ⎞⎠⎟ ∗ Vmg ∗Κmg r ,ω( )δVmgVmg r( )
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥g=1
4
∑ dr
r=0
r=radius
∫ ,                                                           (3.3) 
Now if we let: 
	  Κ′mg r ,ω( ) = cU⎛⎝⎜ ⎞⎠⎟ ∗ Vmg ∗Κmg r ,ω( )( )g=14∑ ,
                                                                              
(3.4) 
then: 
	  δc c ω( ) = Κ′mg r ,ω( )
δV
mg
V
mg
r( )
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟g=1
4
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
r=0
r=radius
∫ dr ,
                                                                      
(3.5) 
where are the Fréchet kernels outputted from our Fréchet programs, shown in Fig. 
3.1. This relation allows us to use the sensitivity kernels to determine VSV  perturbations 
as a function of depth from phase velocity perturbations, δc/c
 
. This is implemented when 
we derive our splined model. Fig. 3.2 shows how well we are able to recover 3-, 5-, and 
10-percent perturbations in VSV, with respect to ATL2a, between depths 100 and 130 km 
based on this relationship. The plots show that we are able to recover VSV reasonably 
well, although the ratio of the magnitude of the perturbation in the (induced) perturbed 
model to the magnitude in the recovered model increases with increasing percentage 
perturbation. This indicates that larger perturbations in a predicted model may actually be 
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smaller than what is derived. We should also consider that there is observed smearing in 
the vertical direction; with increasing extent of smearing with increasing percentage 
perturbation.  
We need to be able to determine 
	  
δV
SV
V
SV
from travel-time anomalies (δt) for our layered 
models. To do this, we derive a relationship between δt and δc/c
 
as follows: Time, t, is 
defined by: 
 	  t = dsc∫ ,                                                                                                                          (3.6) 
where c is phase velocity, and ds is change in distance (s). It follows that if a small 
change in t, δt is added to t, then: 
	   
t +δt = ds
c +δc
=∫
ds
c 1+δc
c( )

ds
c∫∫ 1−δc c( )
⇒t +δt = ds
c
− ds
c∫∫
δc
c
.                                                              (3.7)  
Comparing both sides of equation (3.7), and considering equation (3.6), we get: 
	   
δt  − ds
c∫
δc
c
⇒δt
k
 − ds
c
δc
csource
receiver
∫ = −
1
c
δc
c
ds
source
receiver
∫ ,                                                                        
(3.8) 
where δtk is the travel-time delay in the kth path. Finally, substituting equation (3.5) into 
equation (3.8) gives: 
 	   δtk  −1c Κ′mg r ,ω( )
δV
mg
V
mg
r( )
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟g=1
4
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
r=0
r=radius
∫ drds
source
receiver
∫
,      
                                                      (3.9) 
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which allows us to determine shear-velocity perturbations from travel-time delay 
measurements.  
 
3.2.2 3-D Model Parameterizations and Inversions 
Equations (3.9) and (3.5) are used to construct layered and splined 3-D shear-velocity 
models respectively. We vary our parameterization to derive layered models for four 
different scenarios, and similarly we derive splined models for three different cases. For 
three of the layered models, VSV is determined as a function of depth in 9420 1
o x 1o grid 
cells. For the fourth layered model, 2355 2o x 2o grid cells are used. We are interested in 
shear-velocity structure in the upper mantle, so the model region was bounded by the 
Moho (~10 km) for the upper limit and by 310 km for the lower limit of the layered 
models. For the splined models, the lower limit was taken to be 400 km or 500 km for 
difference cases, although no upper limit was imposed.  
 
3.2.2.1 Layered 3-D Model inversion 
For our layered 3-D models, we use our travel time delay dataset, which consists of  
~10000 paths at each of periods 30, 35, 40, 50, 60, 75, 100, and 125 s (as outlined in 
Table 2.1 of Chapter 2), to invert for shear velocity anomalies in distinct layers. 
Considering the depth limits imposed on the models and the fact that the grid cells that 
the paths traverse are a finite number, equation (3.9) becomes: 
	  δtk = −1c ΔSik Κ′mg r ,ω( )
δV
mg
V
mg
r( )
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟g=1
4
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
r=Lj
r=Moho=Uj
∫ dr
i=1
Nc
∑ ,                                                 (3.10) 
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where Sik is the kth path in the ith grid cell, Nc is the total number of grid cells, and Uj and 
Lj are the upper and lower boundaries of a given layer respectively. Equation (3.10) 
summarizes the layered model inversion problem, however it contains four unknown 
parameters, 
	  
δV
SV
V
SV
, 
	  
δV
SH
V
SH
, 
	  
δV
PV
V
PV
, and 
	  
δV
PH
V
PH
, which our dataset is not able to resolve on its 
own. To reduce the number of free parameters, we assume that 
	  
δV
SV
V
SV
=
δV
SH
V
SH
, and 
	  δVPVVPV = δVPHVPH =0.55*δVPVVPV  as in Kustowski et al., 2008, which reduces equation (3.10) to: 
 	  δtk = −1c ΔSiki=1Nc∑ B r ,ω( )δVSV iVSV r( )r=Ljr=Moho=Uj∫ dr ,                                                                  (3.11) 
where 	  B(r ,ω )=Κ′SV r ,ω( )+Κ′SH r ,ω( )+0.55∗Κ′PV r ,ω( )+0.55∗Κ′PH r ,ω( ) . Kustowski 
et al. [2008] explains that the 0.55 factor in these assumptions are for isotropic 
perturbations and are consistent with anomalies predicted for purely thermal effects.  
Additionally, our layered model inversion involves dividing the Atlantic upper mantle 
into layers and assuming that VSV is constant in each layer. Considering this discrete 
depths case, the integral portion of equation (3.11) must be replaced with a summation 
over each layer as follows: 
	   
B r ,ω( )δVSV i
V
SV
r( )
r=Lj
r=Moho=Uj
∫ dr = B r ,ω( )δVSV iV
SV
r( )
r1=Lj
r2
∫ dr + B r ,ω( )δVSV iV
SV
r( )
r2
r3
∫ dr +…
…+ B r ,ω( )δVSV i
V
SV
r( )
rN−1
rN=Moho=Uj
∫ dr.             (3.12)  
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This results an updated relationship between our dataset, δtk,, and our unknown, 
	  
δV
SV
V
SV
: 
	  δtk = −1c ΔSiki=1Nc∑ δVSV ijVSVj=1NL∑ Bj ,	  
                                                                                        
(3.13) 
where 	  Bj = B r ,ω( )rLj
rUj
∫ dr , NL represents the number of layers, and rUj and rLj refers to the 
upper and lower boundary of a given layer, respectively. Equation (3.13) can now be 
used for our inversion for 
	  
δV
SV
V
SV
and can be written in a matrix equation as: 
	   
dt
obs(11)

dt
obs(pk )
⎛
⎝
⎜
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
⎟
=
G1111 … G11 ji
  
G
kp11  Gkpji
⎛
⎝
⎜
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
⎟
δV
sv
11
V
sv

δV
sv
ji
V
sv
⎛
⎝
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
⎟
⎟
⎟
⎟
,                                                        (3.14) 
where: 
-­‐ Gkpji contains the calculated 	  −1c ΔSiki=1Nc∑ δVSV ijVSVj=1NL∑ Bj  values from equation (3.13), 
and p and j represents the pth period and the jth layer respectively. -­‐ dtobs(pk) contains the travel-time delay data to be fit. 
-­‐ 
	  
δV
sv
ji
V
sv
contains the unknown coefficients (i.e. the shear velocity perturbations) of 
equation (3.13) to be solved for using a least squares method in a similar manner 
in which slowness perturbations were determined in equation (2.5) of chapter 2.  
	  	  
65	  
We invert for VSV in layers, assuming that VSV is constant in each layer for four different 
parameterization: (i) Two layers with layer boundaries: 10, 100, and 310 km (which we 
refer to as LModel1), (ii) Two layers with layer boundaries: 10, 160, and 310 km 
(LModel2), (iii) Two layers with layer boundaries: 10, 200, and 310 km (LModel3), and 
(iv) Three layers with layer boundaries: 10, 110, 210 and 310 km (LModel4). Horizontal 
damping is included as we did for our phase-velocity maps in Chapter 2. A comparison of 
the integrated sensitivities, 	  Bj = B r ,ω( )rLj
rUj
∫ dr , determined for the inversion for each of the 
layered model scenarios is shown in Fig. 3.3. This figure demonstrates that changing the 
layer boundary depths changes the integrated sensitivities and in general, sensitivity is 
strongest at shallow depths. In panel (a) of Fig. 3.3 we observe that for 50-s period waves 
the sensitivities are higher for the shallow layer in all parameterizations. In panel (b), at 
125 s, sensitivities are higher for the shallower layer in all but one of the 
parameterizations. Note that the parameterization with that exception has a layer 
boundary between the two layers that is shallow (i.e. 100 km,) so the deep layer has 
influence of sensitivities for relatively shallow depths. We go into detail of the resulting 
layered 3-D models for each case in Section 3.3. 
 
3.2.2.2 Splined 3-D Model inversion 
For our splined 3-D models, our dataset comprise of phase-velocity anomalies, δc/c, in 
9344 grid cells at seven periods (30, 40, 50, 60, 75, 100, 125 s). This dataset, which was 
derived in our 2-D phase-velocity map analysis in Chapter 2 (James et al., 2014), is 
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inverted for our unknown, 
	  
δV
SV
V
SV
, using equation (3.5) – 
	  δc c ω( ) = Κ′mg r ,ω( )
δV
mg
V
mg
r( )
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟g=1
4
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
r=0
r=radius
∫ dr . As the model name suggests, 
	  
δV
SV
V
SV  
is expanded 
with spline functions. The spline functions, shown in Fig. 3.4, are distributed vertically 
and a varying number of splines are used for three different splined model cases. 13 
splines are centered at depths 0, 50, 75, 100, 125, 150, 175, 200, 225, 250, 300, 350, 400 
km for the 1st case to give us SModel1, 14 splines are centered at depths 0, 50, 75, 100, 
125, 150, 175, 200, 225, 250, 300, 350, 400, 500 km for the 2nd model, SModel2, and 4 
splines are centered at depths 0, 50, 150, and 400 km for the 3rd, SModel3. 
We set up the inverse problem for each model by assuming that: (i) 
	  
δV
SV
V
SV
=
δV
SH
V
SH
, and 
	  δVPVVPV = δVPHVPH =0.55*δVPVVPV  to reduce the number of free parameters as we did with the 
layered model in the previous section, (ii) 
	  
δV
SV
V
SV
varies continuously with depth, (iii) 
	  
δV
SV
V
SV  
is zero at the model boundaries (i.e. 
	  
δV
SV
V
SV
= 0 at Earth’s surface and at the bottom of the 
model), and (iv) 
	  
δV
SV
V
SV
is expanded as follows: 
	  δVSVVSV (r)= VmBm(r)( )m=1Nsplines∑ ,                                                                                                 (3.15) 
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where Bm(r) are the splines, Nsplines are the number of splines for each case, and Vm are the 
expansion coefficients to be solved for. With these assumptions equation (3.5) becomes: 
	  
δc
c
ω( ) = B(r ,ω )δVSV
V
SV
r( )⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥r=Lj
r=Uj
∫ dr
⇒
δc
c
ω( ) = B(r ,ω ) VmBm(r)( )
m=1
Nsplines
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥r=Lj
r=Uj
∫ dr
.                                                                           (3.16) 
The unknown coefficients are not depth-dependent and hence can be taken out of the 
integral in equation (3.16), resulting in: 
	  δc c ω( ) = VmDm(r ,ω )( )m=1Nsplines∑ ,                                                                                        (3.17) 
where 	  Dm r ,ω( ) = B(r ,ω )Bm(r)⎡⎣ ⎤⎦r=Ljr=Uj∫ dr .  
Equation (3.17) is an inverse problem of the form G . m = d, where d contains the phase-
velocity anomaly data to be fit, m contains the unknown spline coefficients (Vm), and G 
contains the calculated 	   B(r ,ω )Bm(r)⎡⎣ ⎤⎦r=Ljr=Uj∫ dr  values. We apply a vertical smoothness 
constraint to the shear-velocity perturbations in a similar manner as we did for our phase-
velocity map analysis in Chapter 2. This vertical smoothness constraint can be 
implemented as a linear constraint B . m = c, and the strength of damping is controlled by 
the damping coefficient α. The damped least-squares solution is 
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  mLS = [GT ⋅G+α 2BT ⋅B]−1 ⋅[GT ⋅d +α 2BT ⋅c]  (Equation 2.5).  The resulting splined 3-D 
models, which consists of 
	  
δV
SV
V
SV
 values as a function of depth in each 1o x 1o grid cell, for 
each of the three cases is presented and compared to the layered models in Section 3.3. 
 
3.3 RESULTS 
3.3.1 Layered 3-D Model 
We invert our travel-time data for several layered models for each of the previously 
outlined parameterizations using a large range of horizontal damping coefficients. We 
initially parameterize the Atlantic upper mantle to derive two-layered models and we 
present preferred models for each parameterization based on qualitative analysis in Fig. 
3.5. (a) – (c).  The smoothness constraint was applied to the shear-velocity perturbation in 
the same way as it was with the 2-D phase-velocity map inversions of Chapter 2. Fig. 3.6 
shows examples of one of our layered models, LModel2 at different levels of damping 
coefficients plotted in the shallow layer (10-160 km). Our preferred model (middle panel 
of Fig. 3.6.) was chosen qualitatively to avoid maps with ‘streakiness’, while preserving 
small features that disappear with over-smoothed maps. 
 
 As expected, similarly to the 2-D phase-velocity maps, strong age-dependence is 
observed in the shallow layers of the models in Fig. 3.5. but is less apparent, if at all, in 
the deep layers. For the two-layered models (LModel1, LModel2, and LModel3), as the 
boundary depth increases from 100 to 200 km, we observe that the age dependence 
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gradually disappears. Low-velocity regions correspond to hotspot locations such as the 
Azores, Iceland, Bermuda, Ascension, St. Helena, and Cape Verde hotspots. Also 
observed is that low-velocity anomalies shift from along the Mid-Atlantic ridge in 
shallow layers to two low-velocity regions at short distances from the ridge on both sides 
(in particular in the central and south Atlantic regions).  These low-velocity anomalies are 
observed in the South Atlantic very strongly in the deep layers of LModel2 and LModel3.  
Another feature that stands out and is stronger as the boundary depth between layers 
increases is that a low-velocity anomaly is observed to be connected from the Azores and 
Bermuda hotspots, located at 39 N, 332 E and 33 N, 293 E [Courtillot et al., 2003]. This 
is not apparent in any of the shallow layers (10-100, 10-160, and 10-200 km), nor in the 
deep layer of LModel1 (100-310), however it is very clearly observed in the deep layers 
of LModel2 and LModel3. This suggests the possibility that the Azores and Bermuda 
hotspots may have the same hot mantle source.  
 
With the first three layered models we are able to observe, in depth ranges, lateral 
features of the Atlantic that were difficult or impossible to resolve in previous global 
studies (e.g. GDM52 [Ekström, 2011; Fig. 2.16 (b) of Chapter2]. However, it would be 
ideal to be able to observe how these features are preserved in smaller depth ranges, and 
how they gradually change with depth. We attempted to derive other layered model by 
inverting our travel-time delay measurements for models with more than two layers. 
However since the number of columns of our G matrix in equation 3.14 increases with 
increasing number of layers included in the inversion, our inverse problem became 
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increasingly computationally difficult with each added layer. In fact, we were unable to 
carry out an inversion that included both three layers and 1o x 1o grid cells. As a result, 
we used 2355 2o x 2o grid cells and invert for LModel4 (vertically-parameterized as 
described in section 3.2.2.1 above), shown in Fig. 3.5. (c). Although we are able to 
observe some features and get a sense for how shear-velocity perturbations vary with 
depth in LModel4, the resolution is quite poor due to the use of larger grid cells in the 
model inversion. In order to produce both clearer models and one that allow us to observe 
shear-velocity variations at a wider range of layers/number of depths, we use another 
approach for deriving 3-D shear-velocity models, where we invert the phase-velocity 
perturbations that were calculated for our 2-D phase-velocity maps in Chapter 2 for 
shear-velocity perturbations. The method for this approach was discussed in the previous 
section and the resulting models are presented in the next, section – 3.3.2. Although it is 
preferable to derive 3-D models by inverting our travel-time delay measurements directly 
as we did for our layered models, which allows us to use a dataset that has not be 
influenced by any damping (as is the case for the phase-velocity perturbations dataset), 
we explore this alternative approach (for our splined models) and compare the resulting 
models to the layered models to determine whether this method is suitable for resolving 
reliable 3-D shear velocity structure. 
   
3.3.2 Splined 3-D Model 
Two of our splined models (SModel1 and SModel2) are shown in Fig. 3.7 at five depths 
(75, 100, 150, 250, and 350 km). Our model is defined at 1-km depth intervals down to 
	  	  
71	  
the lower boundary of the model region, allowing us to observe how shear velocity varies 
with depth continuously; in contrast to only observing constant velocities in defined 
layers as with the layered models. As outlined in the previous sections, our dataset for our 
splined 3-D models consist of phase-velocity perturbations at seven periods (30, 40, 50, 
60, 75, 100, 125 s), which had prior horizontal smoothness constraints applied to them. 
Fig. 3.8. illustrates the effect of this horizontal damping coefficient on shear velocity 
structure in the splined models. SModel1 is plotted at 100 km for three damping 
coefficients. Again, we select our preferred damping coefficient to avoid map streakiness. 
This resulted in a damping coefficient greater than that selected for our 2-D phase-
velocity maps (i.e. 6000000 vs. 4000000). Fig. 3.9 demonstrates that it is also necessary 
to apply vertical constraints to the shear-velocity perturbations in our inversion. We can 
observe that increasing the damping factor (for example from 10 to 1000 in panels (a) 
and (c) of Fig. 3.9) significantly improves the clarity of the model resolution and again 
decreases streakiness. The preferred horizontal and vertical damping coefficients are used 
for all presented versions of the splined models unless otherwise stated. 
 
Fig. 3.7 shows that age-dependence is clear at shallow depths and decreases with 
increasing depth for our splined models as with the 2-D phase-velocity maps and the 
layered models. This age-dependence is observed to start losing its signal at 150 km and 
significantly disintegrates by 250 km. We recall however that the ability for surface 
waves to resolve features decreases with depth, and our sensitivity kernels in Fig. 3.1. 
show that based on the period range of our dataset, we may be able to reliably resolve 
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structures to depths around 200. Panels iv. and v. of Fig. 3.7 shows that features are not 
clearly resolved at depths of 250 and 350 km respectively. A comparison of SModel1 and 
SModel2 in Fig. 3.7 shows no clear differences in the features resolved although the 
lower boundary limit used for SModel1 is 400 km, while it is 500 km for SModel2.  We 
move forward with our splined model analysis using SModel1, except for cases where we 
use SModel3 for specific reasons discussed later on. We compare the features observed in 
the splined models to those pointed out in the layered models, and investigate the fit to 
the data for both the layered and splined models in the next section. 
  
3.3.3 Comparison of Layered and Splined Models 
Fig. 3.10 shows comparisons between layered model, LModel2 and splined models, 
SModel1 and SModel3. Shear-velocity perturbations in the splined models are averaged 
over the depths corresponding to the layered model depths to allow for appropriate 
comparisons in both layers. SModel3 was created from a vertical parameterization that is 
most similar to that of the layered models than the other splined models so we place more 
emphases on model SModel3 comparisons to the layered model. LModel2 and SModel3 
are observed to be strikingly similar in the shallow layer, even to the smallest resolved 
features. SModel1 is also reasonably similar to both LModel2 and SModel3 in the 
shallow layer. However, one distinct feature that does not show up in the shallow layer of 
SModel1 but is clear in LModel2 and SModel3, is a low-velocity region that extends 
from the southern part of Mid-Atlantic Ridge close to the Tristan hotspot (at 37 S, 348 E) 
toward the Southwest Indian Ridge. Instead, this feature shows up in the deep layer of 
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SModel1, while it is almost completely absent from the deep layers of LModel2 and 
SModel3. Also notable is that the low-velocity anomaly connecting the Azores and 
Bermuda hotspots, which was first pointed out in section 3.2.1, is observed in all three 
models here. A comparison between LModel2 and SModel3 is shown again in Fig. 3.11. 
Here SModel3 are shown at the midpoint of the layered model boundary depths. In the 
shallow-layer comparison, we observe that the low-velocity anomaly along the southern 
part of the ridge begins to separate by 135 km. We also observe that a drip-like low-
velocity anomaly that is apparent in LModel2 and SModel1 around Iceland is not 
observed in SModel3 at 135 km. In order to determine which of the features are robust, 
further testing (such as resolution testing, and data fitting analysis) must be done on each 
model. Table 3.1. quantifies the similarities between LModel2, and SModel1 and 
SModel3  in the shallow and deep layers with correlation coefficients between the 
models. The values show that LModel2 and SModel3 agree the most when we average 
the shear-velocity perturbation values over the layered model depths in SModel3. The 
shallow layers correlate very well and we are confident in the robustness of the result in 
those layers. On the other hand, the splined models do not correlate very well with 
LModel2 in the deep layers for either SModel1 or SModel3, with correlations between 
0.0393 and 0.2522. Qualitative analysis indicates that increasing the horizontal and/or 
vertical damping coefficients should help to improve the model agreement. Some more 
quantitative analysis of the reliability of the models will be addressed in the next section, 
while others will be addressed in a future manuscript. 
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3.3.3.1 Model Misfits and Variance Reduction 
Fig. 3.12. demonstrates how well our layered model, LModel1 fits the travel-time delay 
data by comparing the observed and predicted travel time delays at each of the seven 
periods.  As expected of surface waves, our models fit the data very well at smaller 
periods (30 - 75 s) and less good at the larger periods (100 and 125 s). This is reinforced 
in Table 3.2, which presents correlation coefficients between observed and predicted time 
delay values for each layered model, and again with variance reduction values in Fig. 
3.13. In Table 3.2 correlation coefficients are >7 for all periods 75 s and smaller, and Fig. 
3.13 shows >75% variance reduction for all of the layered models at those periods. 
Variance reduction from our 2-D phase-velocity maps is also included in Fig. 3.13. for 
comparison with our 3-D model. Although the 2-D models fit the data slightly better than 
our 3-D models, the 3-D models fit the data very well, and improve models from 
previous studies, with the lowest variance reduction being ~59%; ~10% greater than 
GDM52 (Fig. 2.7 in Chapter 2) at the same period (125 s). Fig. 3.14 is similar to Fig. 
3.12 but instead compares observed and predicted phase-velocity perturbations for 
splined model, SModel1. Correlation values are also shown in Table 3.3 as in Table 3.2. 
These model fit and correlation values are very high since they are determined from the 
phase-velocity perturbations. To more accurately determine the fit of the dataset, we must 
determine travel-time delay values. This is in the process of being determined, using 
equations 3.8 (for observed δt and 3.9 for predicted δt) and will be presented in a 
subsequent report.  
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3.4 DISCUSSION: COMPARISONS WITH OTHER DATA SETS 
We used our splined models to observe how VSV varies continuously with depth in 
various locations of the Atlantic basin. In Fig. 3.15 we plot VSV profiles from SModel1 in 
each of the four age regions (0 – 20, 20 – 52, 52 – 110, and > 110 Myr) used to 
determined pure-path phase velocities in Chapter 2, and again compare them to similar 
profiles for the Pacific basin from Nishimura and Forsyth [1989]. Our reference model, 
ATL2a, is also plotted here. The comparison of the two studies shows that, although the 
shapes of the profiles are generally similar, with smooth shear-velocity variations with 
depth, converging velocities with increasing depth, and low-velocity zones in the same 
depth range for corresponding ages, shear-wave velocities are higher in the Atlantic 
models than in the Pacific models at almost all depths for every age region. The 
exceptions of this are at depths < 40 km in the >110 Myr profile, and >375 km at all ages. 
The profiles from both models converge between 200 and 250 km at all ages. It is 
important to note that the dataset used for our splined models includes corrections for 
crustal thickness and bathymetry. James et al. [2014] shows that this results in slightly 
higher phase velocities in all age regions and at all periods, with the exception of > 60-s 
periods in the youngest seafloor age region and > 100 s in the oldest seafloor age when 
the corrected dataset is used instead of the raw dataset with no crustal and bathymetry 
corrections. The largest difference in phase velocity reported due to using both datasets is 
~ 0.13 km/s. Correcting for this discrepancy in each age region may result in more 
similar profiles between the Atlantic and Pacific. Investigation of this is on going. Fig. 
3.16. compares our 110+ Myr shear-velocity profile with one from another regional 
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Pacific study [Gaherty et al., 1996]. The comparison mainly illustrates a continued trend 
of faster velocities in Atlantic models than in Pacific models. We also compare shear-
velocity depth profiles under three hotspots to profiles for the ages in which each hotspot 
is located. We choose one on-axis hotspot (Iceland) for a comparison with very young 
seafloor ages, one hotspot in average seafloor (Fernando), and one located in old seafloor 
(Canary). The comparisons in Fig. 3.17. show significantly slower velocities under all of 
the hotspots when compared to the velocities for the seafloor ages in which these hotspots 
are located. This observation is a clear indication that shear velocity is strongly 
influenced by temperature.     
 
3.5 CONCLUSIONS 
We present and compare three-dimensional (3-D) shear-velocity models for the Atlantic 
basin derived using two different approaches of inverting travel-time delay measurements 
first introduced in James et al., 2014. We present and compare several layered and 
splined shear velocity models. The main points that were outlined in this study can be 
summarized as follows: 
(i) Strong age dependence is observed in the shallow layers of all versions of our layered 
and splined 3-D models.  
(ii) Splined model, SModel3 correlates the best with our layered models and hence is an 
appropriate parameterization for developing 3-D shear velocity models from our dataset. 
(iii) Shear-velocity profiles plotted as a function of depth show us that age dependence 
goes away around depths between 200 and 300 km as the models converge.  
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(iv) Low-velocity zones are observed in age-dependent shear-velocity models at the same 
depths as those observed in Pacific study, Nishimura and Forsyth, 1989.  
(v) Faster velocities are observed in the Atlantic age-dependent shear-velocity profiles of 
this study than in the Pacific models in all age regions. 
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3.6 SUPPLEMENTARY INFORMATION 
 
3.6.1 Figures 
	  
Figure	  3.1.	  Kernels	  showing	  the	  sensitivity	  of	  fundamental-­‐mode	  Rayleigh	  wave	  phase	  velocity	  to:	  (a)	  VSV,	  (b)	  VSH,	  (c)	  VPV,	  and	  (d)	  VPH	  for	  the	  8	  periods	  used	  in	  this	  study.	  	  Kernels	  are	  calculated	  using	  our	  reference	  model,	  ATL2a.	  The	  horizontal	  scales	  are	  kept	  the	  same	  in	  all	  panels	  to	  illustrate	  the	  extent	  of	  the	  sensitivity	  for	  each	  wave	  component.	  Note	  that	  the	  sensitivity	  to	  VSH	  is	  ~zero	  when	  compared	  with	  the	  other	  sensitivities.	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Figure	  3.2.	  A	  comparison	  of	  our	  starting	  model,	  ATL2a	  (magenta),	  an	  induced	  perturbation	  in	  VSV	  between	  100	  and	  130	  km	  (dark	  blue),	  and	  the	  recovered	  VSV	  profile	  (green).	  The	  comparison	  is	  shown	  for	  perturbations	  of	  3,	  5,	  and	  10%	  in	  panels	  (a),	  (b),	  and	  (c)	  respectively.	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Figure	  3.3.	  Comparison	  of	  the	  integrated	  sensitivities	  in	  each	  layer,	  plotted	  at	  the	  midpoint	  of	  each	  layer,	  for	  the	  four	  layered	  model	  scenarios,	  with	  layer	  boundaries:	  (i)	  10,	  100,	  310	  km	  (black	  symbols),	  (ii)	  10,	  160,	  310	  km	  (blue),	  (iii)	  10,	  200,	  320	  (green),	  (iv)	  10,	  110,	  210,	  310	  km	  (magenta).	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Figure	  3.4.	  Distribution	  of	  spline	  functions	  used	  to	  expand	  the	  Vsv	  perturbations	  for	  our	  splined	  model	  inversion.	  Spline	  functions	  are	  plotted	  for	  each	  of	  the	  three	  cases	  described	  in	  Section	  3.2:	  (a)	  Case	  1	  (13	  splines),	  (b)	  Case	  2	  (14	  splines),	  (c)	  Case	  3	  (4	  splines).	  The	  symbols	  on	  the	  vertical	  axes	  indicates	  the	  depth	  of	  each	  spline	  knot.	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Figure	   3.5.	   Shear-­‐velocity	   perturbations	   for	   Rayleigh	   waves	   in	   each	   layer;	  calculated	   for	   the	  4	   versions	   of	   the	   Layered	  Model:	   (a)	   LModel1,	   (b)	   LModel2,	   (c)	  LModel3,	   and	   (d)	   LModel4.	   In	   panels	   (a)-­‐(c):	   The	   shallow	   layer	   of	   each	  model	   is	  shown	  in	  ‘i’	  and	  the	  deep	  layer	  is	  shown	  in	  ‘ii’.	  In	  panel	  (d):	  ‘i’	  shows	  the	  shallowest	  layer,	   ‘ii’	  shows	  the	  intermediate	  layer,	  and	  ‘iii’	  shows	  the	  deepest	  layer.	  Diamonds	  show	  hotspot	   locations	   from	  Courtillot	  et	  al.	   [2003].	  Note	   the	   boundary	   layers	   for	  each	  model	   version:	   LModel1:	   10,	   100,	   310	   km,	   LModel2:	   10,	   160,	   310,	   LModel3:	  (iii)	  10,	  200,	  310,	  LModel4:	  10,	  110,	  210,	  310	  km.	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Figure	  3.6.	  Effect	  of	  horizontal	  damping	  on	  the	  recovered	  shear-­‐velocity	  structures	  in	  our	  layered	  models;	  plotted	  in	  the	  shallow	  layer,	  10	  –	  160	  km.	  Layered	  model,	  LModel2	  is	  shown	  for	  three	  different	  damping	  coefficients.	  The	  damping	  coefficient	  value	  shown	  in	  magenta	  corresponds	  to	  our	  preferred	  inversion	  results.	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Figure	  3.7.	  Shear-­‐velocity	  perturbations	  to	  ATL2a	  for	  Rayleigh	  waves	  at	  5	  depths:	  75,	  100,	  150,	  250,	  and	  350	  km	  in	  rows	  i.	  –	  v.	  respectively;	  calculated	  for	  2	  versions	  of	  the	  Splined	  Model:	  (a)	  SModel1	  and	  (b)	  SModel2.	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Figure	  3.8.	  Effect	  of	  horizontal	  damping	  on	  the	  recovered	  shear-­‐velocity	  structures	  in	  our	  splined	  models;	  plotted	  at	  100	  km.	  Splined	  model,	  SModel1	  is	  shown	  for	  three	  different	  damping	  coefficients.	  As	  in	  Fig.	  3.6,	  the	  damping	  the	  damping	  coefficient	  value	  shown	  in	  magenta	  corresponds	  to	  our	  preferred	  inversion	  results.	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Figure	  3.9.	  Effect	  of	  vertical	  damping	  on	  the	  recovered	  shear-­‐velocity	  structures	  in	  our	  splined	  models;	  plotted	  at	  100	  km.	  Splined	  model,	  SModel1	  is	  shown	  for	  three	  different	  damping	  coefficients.	  As	  in	  Fig.	  3.6,	  the	  damping	  coefficient	  value	  shown	  in	  magenta	  corresponds	  to	  our	  preferred	  inversion	  result.	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Figure	  3.10.	  Comparison	  of	  layered	  and	  splined	  model	  Rayleigh-­‐wave	  shear-­‐velocity	  perturbations.	  Shallow	  (10	  –	  160	  km)	  and	  deep	  (160	  –	  310	  km)	  layers	  are	  shown	  in	  rows	  i.	  and	  ii.	  respectively	  for	  (a)	  LModel2,	  (b)	  SModel3,	  and	  (c)	  SModel1.	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Figure	  3.11.	  Comparison	  of	  layered	  model,	  LModel2,	  and	  splined	  models,	  SModel3	  	  for	   shallow	   and	   deep	   layers	   in	   rows	   i.	   and	   ii.	   respectively.	   The	   layered	   model	   is	  plotted	   at	   depths	   10	   –	   160	   km	   in	   ((a)i.)	   and	   160	   –	   310	   km	   in	   ((a)ii.),	   while	   the	  splined	  models	   is	   plotted	   at	   the	  midpoint	   of	   the	   layered	  model	   boundary	   depths:	  135	   km	   for	   the	   shallow	   layer	   comparison	   ((b)i.),	   and	   280	   km	   for	   the	   deep	   layer	  comparison	  ((b)ii).	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Figure	  3.12.	  Comparison	  of	  observed	  and	  predicted	  travel-­‐time	  delay	  for	  layered	  model,	  LModel1	  at:	  (a)	  30s,	  (b)	  35s,	  (c)	  40s,	  (d)	  50s,	  (e)	  60s,	  (f)	  75s,	  (g)	  100s,	  (h)	  125s.	  Black	  line	  is	  the	  1:1	  line.	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Figure	  3.13.	  Variance	  reduction	  of	  our	  Rayleigh-­‐wave	  data	  set.	  Variance	  reduction	  calculated	  for	  the	  2-­‐D	  phase-­‐velocity	  maps	  of	  James	  et	  al.	  [2014]	  is	  shown	  in	  blue,	  while	  variance	  reduction	  provided	  by	  our	  four	  layered	  3-­‐D	  models	  are	  shown	  with	  the	  red	  curves.	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Figure	  3.14.	  Comparison	  of	  observed	  and	  predicted	  phase-­‐velocity	  perturbations	  for	  splined	  model,	  SModel1	  at:	  (a)	  30s,	  (b)	  40s,	  (c)	  50s,	  (d)	  60s,	  (e)	  75s,	  (f)	  100s,	  (g)	  125s.	  Black	  line	  is	  the	  1:1	  line.	  	  
	  	  
94	  
	  
	  
Figure	  3.15.	  Shear-­‐wave	  velocities	  from	  preferred	  splined	  model,	  SModel1	  as	  a	  function	  of	  depth	  and	  seafloor	  age.	  Similarly	  to	  Fig.	  2.5	  of	  Chapter	  2,	  solid	  red,	  green,	  cyan,	  and	  blue	  lines	  show	  results	  in	  seafloor	  age	  bins:	  0-­‐20,	  20-­‐52,	  52-­‐110,	  and	  >110	  Myrs	  respectively	  from	  this	  Atlantic	  study,	  while	  the	  dashed	  lines	  show	  shear	  velocities	  in	  corresponding	  age	  bins	  from	  Nishimura	  and	  Forsyth’s	  1989	  Pacific	  study.	  A	  weighted	  average	  is	  applied	  to	  the	  0	  –	  4	  Myr	  and	  4	  –	  20	  Myr	  results	  from	  the	  Pacific	  study	  (as	  with	  the	  pure-­‐path	  results	  in	  Fig.	  2.5)	  to	  obtain	  shear	  velocities	  for	  the	  0-­‐20	  Myr	  age	  region.	  Our	  reference	  model,	  ATL2a	  is	  shown	  in	  magenta.	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Figure 3.16. Comparisons of Atlantic and Pacific shear-velocity profiles in the 100+ age 
region. VSV profile from preferred splined model, SModel1 is compared to VSV profiles 
from two Pacific studies: NF89 of Nishimura and Forsyth [1989], PA5 of Gaherty et al. 
[1996]. 
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Figure 3.17. (a) Comparisons of shear velocity profiles for three hotspots with 
corresponding seafloor ages for which the hotspots are located. The shear velocity 
profiles are plotted for SModel1. (b) Hotspot locations for velocity profiles in (a)	  from	  
Courtillot	  et	  al.	  [2003]. 
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3.6.2 Tables 
Table 3.1. Correlation Coefficients between 
	  
δV
SV
V
SV
values in the shallow and deep layers 
for layered model – Lmodel2, and splined models – Smodel1 and Smodel3.  These values 
correspond to the comparisons in Fig. 3.10 and 3.11.  
Shallow	  Layer	   SModel1	   SModel3	  	   10-­‐160	  km	   135	  km	   10-­‐160	  km	   135	  km	  
LModel2	   0.8246	   0.6046	   0.9892	   0.6046	  	   	   	   	   	  
Deep	  Layer	   SModel1	   SModel3	  	   160-­‐310	  km	   280	  km	   160-­‐310	  km	   0.6046	  
LModel2	   0.1482	   0.0393	   0.2522	   0.1650	  	   	   	   	   	  
 
Table 3.2. Correlation Coefficients between observed and predicted δt values at each 
period for layered models.  
Correlation	  Coefficients	  	   LModel1	   LModel2	   LModel3	   LModel4	  
30	  s	   0.7632	   0.7587	   0.7462	   0.7489	  
35	  s	   0.7810	   0.7833	   0.7738	   0.7690	  
40	  s	   0.7856	   0.7913	   0.7844	   0.7759	  
50	  s	   0.7711	   0.7773	   0.7732	   0.7581	  
60	  s	   0.7544	   0.7577	   0.7533	   0.7377	  
75	  s	   0.7282	   0.7273	   0.7207	   0.7020	  
100	  s	   0.6563	   0.6541	   0.6470	   0.6272	  
125	  s	   0.5442	   0.5412	   0.5312	   0.5141	  	  
Table 3.3. Correlation	  Coefficients	  between	  observed	  and	  predicted	  δc/c	  values	  at	  each	  period	  for	  layered	  models. 
Correlation	  Coefficients	  	   SModel1	   SModel2	   SModel3	  
30	  s	   0.9974	   0.9976	   0.9305	  
40	  s	   0.9953	   0.9952	   0.9922	  
50	  s	   0.9959	   0.9962	   0.9840	  
60	  s	   0.9956	   0.9957	   0.9725	  
75	  s	   0.9943	   0.9944	   0.9650	  
100	  s	   0.9823	   0.9848	   0.9725	  
125	  s	   0.9944	   0.9963	   0.9586	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CHAPTER 4: INTERPRETATIONS OF AGE-DEPENDENT PHASE-VELOCITY 
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INTRODUCTION 
In this Chapter, we discuss using the age-dependent Rayleigh wave phase velocities 
determined in Chapter 2 of this study to constrain temperature in the upper mantle of the 
Atlantic basin. We determine suitable mantle potential temperature and plate thickness 
values by assuming (i) half-space cooling, and (ii) plate cooling mechanisms, and use 
these values to make thermal model predictions. We determine parameters that best 
describe the Atlantic basin by assessing the fit of the thermal models to our age-
dependent result and found that the age-dependent phase velocities for the Atlantic are 
not consistent with a half-space cooling model and are best explained by a plate cooling 
model with thickness of 75 km and mantle temperature of 1400oC. We repeat this 
procedure using the Pacific basin’s age-dependent phase-velocity models of Nishimura 
and Forsyth [1989]. In contrast to what we determined for the Atlantic, age-dependent 
phase velocities for the Pacific basin can be fit reasonably well by a half-space cooling 
model with mantle temperature approximately 50oC warmer than the Atlantic. The 
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procedure and result of this interpretation is discussed and summarized in the following 
sections. 
 
4.2 CONSTRAINTS ON LITHOSPHERIC THERMAL STRUCTURE	    
Our data set of travel-time delays for Rayleigh waves in the period range 30-125 seconds 
is well-suited to constrain average lithospheric structure within the Atlantic basin. We use 
a grid-search approach to determine values of mantle temperature and plate thickness that 
are compatible with the phase velocities we have determined.  
 
We consider both the half-space-cooling model (HSCM) and the plate model [e.g., Stein 
and Stein, 1992]. For the HSCM, temperature as a function of depth z and seafloor age t 
are calculated according to 
 
	  T(z ,t)=Tmerf z 4κt( )− 12⎡⎣⎢ ⎤⎦⎥ ,                (8) 
 
where κ is the thermal diffusivity, which we assume to be 1 mm2 s-1, and Tm is the 
temperature beneath the plate (i.e., in the asthenosphere).  For the plate model, 
temperature is calculated as  
 
	  T(z ,t)=Tm za + 2π 1nexp −κn2π 2ta2⎛⎝⎜ ⎞⎠⎟n=1∞∑ sin nπza⎛⎝⎜ ⎞⎠⎟⎡⎣⎢⎢ ⎤⎦⎥⎥ ,             (9) 
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where a is the thickness of the plate. We test eleven values of Tm (1200o, 1250o, 1300o, 
1350o, 1400o, 1450o, 1500o, 1550o, 1600o, 1650o, 1700oC). For the plate model, we also 
test nine values of plate thickness a: 75, 85, 95, 105, 115, 125, 135, 145, 155 km. For 
each temperature profile, a 1-D Earth model is constructed. VSV is predicted using the 
parameterization of Jackson and Faul [2010]. We experiment with three values of grain 
size for these predictions: 1 mm, 1 cm, and 5 cm. Horizontally polarized shear velocity 
VSH is calculated as 1.04*VSV, compressional velocities VPH and VPV are calculated using 
the ratio VP/VS=1.85, and all other parameters are set equal to their values in ATL2a. The 
uppermost 11 km of all Earth models tested (i.e., the water and crustal layers) as well as 
depths > 400 km are identical to ATL2a. For each Earth model, phase velocity is 
calculated using the Mineos software package, which allows for comparison to our 
observed phase velocity results. Misfit d between observed and predicted phase velocity 
is calculated  
 
	  d = cijpred − cijobs( )j=17∑i=14∑ 2              (10) 
 
with summation over the four age bins utilized in the pure-path inversion and over seven 
periods (30, 40, 50, 60, 75, 100, 125 s). Predicted phase velocities determined for 
seafloor ages 10, 35, 80, and 130 Myr, which are at the center of the four pure-path age 
bins, are used.  
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Fig. 11a,c show a comparison of observed and predicted phase velocity for the HSCM 
and plate-model scenarios. These predictions correspond to the parameters that provided 
the lowest misfit to our observed pure-path phase velocities when a grain size of 1 cm is 
used: Tm = 1500oC for HSCM and Tm = 1400oC and a = 75 km for the plate model. While 
the HSCM-derived value of Tm is higher than other estimates for typical oceanic mantle, 
the plate-model-derived value is more consistent. For example, the analysis of Stein and 
Stein [1992] found a best-fitting value of 1450oC, and Dalton et al. [2014] estimated a 
potential-temperature range 1355-1408oC based on analysis of mid-ocean ridge elevation, 
the chemistry of mid-ocean-ridge basalts, and seismic velocity.  Our model evaluation is 
based on Rayleigh wave phase velocities, which are primarily sensitive to VSV. Since 
VSH>VSV in the oceanic upper mantle [e.g., Gaherty et al., 1996, Ekström and 
Dziewonski, 1998], it is expected that isotropic shear velocity is slightly faster than VSV, 
which could reduce the inferred mantle temperature relative to the values obtained here.  
 
The plate model (misfit d=0.016) provides a much better fit to the observations than the 
HSCM (d=0.105); this is apparent from visual inspection of Fig. 11e or Fig. 11a,c.  
Indeed, the misfit for the plate model is lower than the lowest HSCM misfit for all plate-
thickness values at Tm=1450o and 1500oC, for plate-thickness values<125 km at 
Tm=1400oC, and for plate-thickness values 75-95 km at Tm=1350oC. It is clear from Fig. 
11a that the observed spread of phase velocities is smaller than can be predicted by the 
HSCM; this is especially true for the two oldest age bins, for which the pure-path phase 
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velocities nearly overlap.  
 
Both the plate model and HSCM calculations tend to over-predict phase velocity at 
periods < 75 s and under-predict phase velocity at longer periods. It is difficult to find a 
temperature profile that allows phase velocity to increase as rapidly with period as the 
observations require, and thus the best-fitting profiles must split the difference by having 
anomalously high values at short periods and low values at long periods. This is borne 
out by an experiment in which we allow separate HSCM models to match the 
observations for periods 30-60 s and 75-125 s (not shown). The best-fitting Tm values are 
1550oC and 1450oC for the short-period and long-period data subsets, respectively, 
straddling the best-fitting Tm value of 1500oC obtained when fitting all periods 
simultaneously. The reduction of temperature at longer periods allows slower velocities 
at short periods and higher velocities are longer periods, in agreement with the 
observations. When the experiment is repeated for the plate model, the best-fitting Tm 
values are identical (1400oC) for the short-period and long-period data sets, but the plate-
thickness is larger for the long-period data set (85 km). The thicker plate allows for 
slightly higher phase velocity beneath old seafloor at long periods, yielding better 
agreement with the 50-110 Myr and >110 Myr observations. 
 
The inability to simultaneously fit the short-period and long-period data is also apparent 
in the 1-D VSV profiles that correspond to the best-fitting temperature profiles (Fig. 
11b,d). When compared to ATL2a, which does predict phase velocities that increase 
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rapidly with period (Fig. 11a,c), these profiles contain a smaller velocity gradient with 
depth. Larger and smaller values of Tm will shift the shear velocities to smaller and larger 
values, respectively, but do not adjust the velocity gradient with depth. Allowing grain 
size to increase with depth is one way to match the velocity gradient [e.g., Faul and 
Jackson, 2005]. There is also disagreement between the shape of the observed and 
predicted phase-velocity curves at the shortest periods. We delay a more detailed 
examination of these issues for a subsequent paper that is focused on a 3-D shear-velocity 
model of the study area.  
 
Comparison of predicted thermal models with the pure-path phase velocities for the 
Pacific basin obtained by Nishimura and Forsyth [1989] yields slightly warmer 
conditions in the Pacific: Tm = 1500oC for HSCM and Tm = 1450oC and a = 95 km for the 
plate model (Fig. 11f). This result is consistent with Fig. 5a, which shows slower wave 
speeds for the Pacific than the Atlantic at most, but not all, periods and seafloor ages. 
While the NF89 velocities are best fit by the plate model, the disparity between the misfit 
calculated for the plate model (0.028) and the HSCM (0.049) is much smaller than is the 
case for the Atlantic velocities. The NF89 phase velocities can be fit reasonably well by 
the HSCM; however, the Atlantic phase velocities cannot. To consider the uncertainties 
in our pure-path phase velocities, we assume that the errors determined for each age 
region in Nishimura and Forsyth [1989] can be applied to our results. Fig. 4.2. shows that 
the assumed pure-path uncertainties are relatively small at each period and hence do not 
significantly affect the best-fitting predicted model.  
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We note that Ritzwoller et al. [2004] have provided evidence of a punctuated cooling 
history for the Central Pacific that likely impacts the ability of the HSCM to fit the 
Pacific phase velocities. 
 
4.3 CONCLUSIONS 
We seek to quantify the properties of average oceanic lithosphere in the Atlantic basin by 
comparing phase-velocity predictions of the half-space cooling model and the plate 
cooling model [e.g., Stein and Stein, 1992] with our observations. Pure-path phase 
velocities in the Atlantic are not consistent with the half-space cooling model and are 
better fit by the plate model with 75-km plate thickness and mantle temperature = 
1400oC. The Pacific pure-path phase velocities are best explained by a slightly thicker 
plate (95 km) and warmer mantle (1450oC); moreover, the Pacific velocities are much 
better fit by the half-space cooling model than the Atlantic velocities, suggesting different 
cooling histories for the two basins [e.g., Ritzwoller et al., 2004].  
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4.4 SUPPLEMENTARY INFORMATION 
 
4.4.1 Figures 
 
	  
	  	  
106	  
Figure	  4.1.	  Constraints	  on	  thermal	  models	  of	  the	  oceanic	  lithosphere	  from	  pure-­‐path	  inversion	  results.	  (a)	  Comparison	  of	  pure-­‐path	  (solid)	  and	  predicted	  (dashed)	  Rayleigh	  wave	  phase	  velocity.	  Prediction	  is	  calculated	  using	  the	  best-­‐fitting	  HSCM	  with	  grain	  size	  =	  1	  cm	  at	  the	  centers	  of	  each	  age	  bin	  (10,	  35,	  80,	  and	  130	  Myr).	  (b)	  1-­‐D	  profiles	  of	  VSV	  corresponding	  to	  the	  phase-­‐velocity	  curves	  in	  (a).	  (c,d)	  As	  in	  (a,b)	  but	  for	  the	  best-­‐fitting	  plate	  model.	  (e)	  Misfit	  for	  the	  pure-­‐path	  Atlantic	  phase	  velocities	  as	  a	  function	  of	  Tm	  values	  tested.	  Separate	  curves	  are	  shown	  for	  the	  HSCM	  and	  the	  plate	  model	  at	  each	  value	  of	  plate	  thickness	  tested.	  (f)	  Comparison	  of	  misfit	  for	  the	  Atlantic	  and	  Pacific	  [Nishimura	  and	  Forsyth,	  1989]	  phase	  velocities.	  Misfit	  curves	  are	  shown	  for	  the	  HSCM	  and	  the	  plate	  models	  (plate	  thickness	  =	  75	  km	  for	  Atlantic	  and	  95	  km	  for	  Pacific).	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Figure	  4.2.	  Error bars plotted on our pure-path and predicted models from Fig. 4.1 (a) 
and (c). Error bars are based on Pacific basin uncertainties of Nishimura and Forsyth 
[1989].	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CHAPTER 5: CONCLUSIONS 
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We investigated the velocity structure of the upper mantle in the Atlantic basin using a 
new dataset of ~10000 fundamental-mode Rayleigh waves in the 30 – 125-s period range. 
We isolated oceanic signal by selecting our data such that paths that traveled 30 percent 
or more of its length through continental lithosphere were excluded. This selection allows 
for this study to be distinguished from other global and regional Atlantic studies that 
presented models for the Atlantic upper mantle using datasets with paths that were highly 
contaminated by continental lithosphere [e.g. Moquet and Romanowicz, 1989, 1990; 
Silveira et al., 1998; Silveira and Stutzman, 2002]. With our dataset, we measure both 
phase velocity and shear velocity and present a variety of models. Our models are used to 
place important thermal constraints on the Atlantic upper mantle and allow for 
enlightening comparisons between Atlantic and Pacific seismic structure. These 
comparisons can be useful for determining the extent to which these ocean basins with 
clear differences in physical properties (such as spreading rate, absolute plate motion, and 
production of intraplate volcanism) are similar or different in terms of their thermal and 
compositional properties. Below is a summary of the models presented in this study and 
our conclusions based on analysis of them.  
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(i) We derived an age-dependent (pure-path) phase-velocity model (Fig. 2.5) 
after subdividing the Atlantic basin into one continental and four seafloor age 
regions and inverting travel-time delay measurements for phase velocity in 
each age region. A strong dependence on age and period is observed; with 
positive correlations between phase velocity and both quantities. Convergence 
with increasing period indicates homogeneity at deeper depths. A comparison 
with Pacific basin phase velocities [Nishimura and Forsyth, 1989; hereinafter 
NF89] indicates that the Pacific upper mantle is characterized by a wider 
spread of velocities than the Atlantic upper mantle. Since velocity is strongly 
influenced by temperature, this suggests that the Pacific basin is characterized 
by a larger range of temperatures in comparison to temperatures in the 
Atlantic basin. Using both our age-dependent phase velocities and those of the 
Pacific study (NF89) to predict thermal models that represent the upper 
mantle, we discover that while Atlantic is not consistent with halfspace 
cooling but instead is best modeled a plate cooling model with plate thickness 
of 75 km and mantle potential temperature 1400oC, the Pacific data agrees 
with halfspace cooling reasonably well, and prefers a mantle potential 
temperature ~50oC warmer than in the Atlantic. 
(ii) We present 2-D phase-velocity maps at the observed periods derived from a 
general 1ox1o grid cells parameterizing of the Atlantic basin in order to 
explore heterogenieties that deviate from age-dependent structure. Strong 
seafloor age-dependence is the primary pattern in the maps, with slow 
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velocities near the mid-Atlantic ridge, and higher velocities at older seafloor. 
Displaying the 2-D map phase velocities as a function of seafloor age 
(calculated by averaging phase-velocities in a 5 Myr-long moving window) 
reveals a pronounced dip in velocity around 125-145 Myr ages at all periods. 
We show that this velocity dip is associated with regions of close proximity to 
hotspots. Removing the age-dependence from our phase-velocity maps 
highlights regions of anomalously low velocities and indicates association of 
most of these low-velocity areas with hotspot proximity. A comparison of our 
phase velocities with bathymetry datasets reveals some agreement between 
high-velocity areas and deep seafloor. This can be interpreted as an upper 
mantle origin for anomalous seafloor, however it is also possible that the 
anomalously high velocity and deep seafloor observed is an artifact of the 
modeling approach and the fact that there are influences of nearby hotspots. 
Finally, a comparison of our 2-D phase velocities with ridge depth and MORB 
chemistry from Gale et al., 2014 confirms the positive relationship between 
velocities and both ridge depth and fractionation-corrected Na90; previously 
determined by Dalton et al. [2014] when using a global velocity model. In 
contrast to the findings of Dalton et al. [2014], while the correlation between 
velocity and ridge depth was stronger than the correlation of velocity with 
Na90, we found the opposite to be true. This reinforces the importance of 
conducting regional ocean basin studies, as individual basins may have 
distinct characteristics that are difficult to be recovered with global models.  
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(iii) Finally, we explore depth-dependent shear-velocity variations with several 
versions of 3-D models using two distinct approaches. In the first approach, 
we invert our travel-time dataset directly to derive several layered shear-
velocity models, parameterized with varying layer-boundary depths, 1ox1o or 
2ox2o grid cells, and assuming that shear velocity is constant in a given layer. 
In the second approach, we invert the phase velocities determined for our 2-D 
phase-velocity maps for shear velocity that is allowed to change continuously 
with depth. This approach involves an inversion where shear velocity is 
expanded with spline functions. We determine three models with this method 
(parameterized with the spline functions centered at varying depths), and 
therefore refer to them as splined models. The layered models allow us to 
differentiate between velocity structure at shallow and deep depths in the 
Atlantic upper mantle, while the splined models allow us to observe how the 
velocity structure gradually changes with depth. Strong age-dependence is 
observed in all versions of the models at shallow depths, as expected based on 
the age-dependent and 2-D phase-velocity models. Shear-velocity profiles 
displayed as a function of depth reveal that age-dependence is no longer 
present below ~250 km. Comparisons of age-dependent shear velocity profiles 
with models from various regional (Pacific and Atlantic), and global studies 
show faster velocities in the Atlantic than in the Pacific at all ages for most 
depths. The robustness of this result is still being investigated but if 
confirmed, this will open a discussion of what may be causing this consistent 
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higher velocity in the Atlantic than in the Pacific; with possible causes 
including (i) higher temperatures in the Pacific than in the Atlantic, 
reinforcing the thermal constraints that we placed on both basins with our 
pure-path phase velocity analysis in Chapter 4, (ii) varying composition at 
comparable depths in both basins due to different extents of melting as a result 
of the thermal differences (with more melting occurring at the hotter Pacific 
basin leading to a greater extent of fractionation), and (iii) the presence of 
volatiles, which will affect the depth to which melting occurs.   
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