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1 Introduction
1.1 The dynamics of the ocean surface layer
The interaction between the atmosphere and the ocean occurs in the form of the ex-
change of energy by heat, moisture and momentum. Excluding the near-surface viscous
and molecular sub-layers, the exchange processes are dominated by turbulent motion.
The momentum transfer from atmosphere to ocean drives the surface waves and surface
currents, and enhances mixing in the surface layer. The growth of ocean surface waves
is mainly controlled by the wind speed, fetch and duration of the wind event. The wave
field is typically a combination of waves with different heights, lengths and propagation
directions, and can be described with a wave energy spectrum.
The surface waves play an important part in the transfer of momentum from the
atmosphere to the ocean. The momentum flux from the atmosphere contributes both to
surface waves and to ocean currents. The waves retain only a small part of the momentum
while the rest is transferred further into the upper ocean, e.g., through wave breaking.
The surface wave breaking also generates additional turbulence and mixing in the ocean
surface layer (e.g. Terray et al., 1996, Kantha and Clayson, 2004, Weber, 2008).
Ocean surface waves cause circular particle motion in the water column (Fig. 1.1).
The radius of the circular motion decreases with depth, and vertical motion is negligible
at water depths of more than half of the wave length. At depths of less than half of the
wave length the circular motion becomes ellipsoidal, and the waves start to interact with
the sea floor. The interaction becomes significant when the water depth is ca. a quarter
of the wave length. The interaction between the waves and the sea bottom can release
bottom sediments and enable their further transport by bottom currents.
The motion of particles does not occur along closed circular paths. In reality there is
a small horizontal net transfer in the wave propagation direction. This forward motion is
called the Stokes drift (Stokes, 1847). The Stokes drift together with the surface currents
and winds influence the horizontal transport of particles in the surface layer. Furthermore,
the Stokes drift together with the wind-induced mean shear create a Langmuir circulation
(Langmuir, 1938). Langmuir circulation consists of pairs of counter-rotating rolls with
their axes typically aligned with the wind direction (Fig. 1.1). Vertically the effects of
the Langmuir circulation may extent down to the first significant density gradient in the
water column (e.g. Leibovich, 1983). The Langmuir circulation enhances the mixing in
the surface layer and has been shown to have an effect on the deepening of the seasonal
thermocline (e.g. Li and Garrett, 1997, Kukulka et al., 2010).
In ice-covered seas there is one additional factor in the interaction between the atmo-
sphere and the ocean. The ice forms a lid on the surface and changes the exchange of heat,
moisture and momentum between the atmosphere and the ocean. The ice cover changes
the fetch over which the waves grow and affects also the propagation of the surface waves.
Short waves are rapidly attenuated by the ice field, but long waves can propagate further
into the ice field and alter the distribution of sea ice as well as cause fragmentation of the
ice field (e.g. Squire et al., 1995). A fragmented ice cover is more exposed to the effects
of wind, waves and surface currents. In the Arctic, the recent reductions in the extent
of the multi-year ice cover due to global warming enhance the surface wave action (e.g.
Overeem et al., 2011). This might lead to further reduction of the ice cover due to the
earlier-described processes.
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Figure 1.1: Schematic diagram representing processes related to surface waves and vertical
mixing.
1.2 The Baltic Sea
When compared to the world’s oceans, the Baltic Sea has several specific features that need
to be taken into account when measuring and modelling its marine system. The relatively
small size and complex shape of the area, the irregular shorelines in the northern part
of the Baltic Sea, the limited water exchange between the North Sea and the Baltic Sea
and the voluminous river runoff together make the Baltic Sea a unique environment for
marine modelling.
1.2.1 Bathymetry
The Baltic Sea is a relatively small semi-enclosed basin, with a surface area of ca. 392 000
km2 (excluding the Kattegat) (see e.g. Leppa¨ranta and Myrberg, 2009). It is divided into
several sub-basins; the largest sub-basins are the Baltic Proper (BP), the Gulf of Bothnia
(GoB), the Gulf of Finland (GoF) and the Gulf of Riga (GoR) (Fig. 1.2). The Baltic Sea
is connected to the North Sea through the shallow Danish Straits.
The rugged sea floor of the Baltic Sea results in intricate bathymetry. The Baltic Sea
is relatively shallow with a mean depth of only 54 m. The deepest location in the Baltic
Sea, the Landsort Deep, has a depth of 459 m. Similar, although not so large, differences
between the mean depth and the largest depth are found in most of the sub-basins. For
12
10˚
10˚
15˚
15˚
20˚
20˚
25˚
25˚
30˚
30˚
55˚ 55˚
60˚ 60˚
65˚ 65˚
Ba
ltic
 P
ro
pe
r
Gu
lf o
f B
oth
nia
Bothnian Sea
Bothnian Bay
Gulf of
 Finlan
d
Archipelago
Sea
Gulf of
Riga
Finland
Sweden Russia
Estonia
Latvia
Lithuania
Poland
Germany
De
nm
ar
k
Danish
 Straits
Kattegat
−400
−350
−300
−250
−200
−150
−100
−50
0
m
Figure 1.2: Bathymetry of the Baltic Sea based on bathymetric data by Seifert et al. (2001)
with a 1 nmi resolution. The locations of the sub-basins of the Baltic Sea discussed in
this thesis and the countries surrounding the Baltic Sea are shown.
example, the Archipelago Sea (ArchS), located between the GoB and BP, has a mean
depth of 23 m (Suominen et al., 2010), but there are fault lines in the area some of which
are deeper than 100 m. The steep slopes result in sharp gradients in the bathymetry, and
to describe these with sufficient accuracy the bathymetry needs to have a high resolution.
1.2.2 Shoreline structure
The characteristics of the Baltic Sea shorelines have large areal variability due to the
different geological regimes of the Baltic Sea (e.g. Winterhalter et al., 1981). To mention
a few descriptive examples, the southern Baltic Sea has a smooth, low-laying coast with
long sandy shorelines as a result of the Pleistocene glaciation. The Estonian coasts are
characterised by escarpments of Cambrian-Ordovician rocks. The Finnish coasts and the
northern part of the Swedish coast have dissected shorelines as a result of the combined
13
processes of glaciation, glacial retreat and post-glacial rebound on the hard Precambrian
bedrock.
The post-glacial rebound has modified the bathymetry and shorelines of the Baltic Sea
in time. The current magnitude of the rebound varies from 0 mm/yr in the southern
Baltic Sea to 9 mm/yr in the northern GoB. This has an effect e.g. on coastal dynamics.
With shallower water depths some sedimentation bottoms might be more exposed to wave
action. In addition, when making future scenarios for the sea level changes in the Baltic
Sea, the balance between the eustatic sea level rise and land uplift (e.g. Johansson et al.,
2014) needs to be taken into account.
In the northern part of the Baltic Sea the shorelines have an irregular structure and
are characterized by countless small islands. Of the total length of the Finnish shore-
line, 6300 km consists of that of the mainland and 39 000 km that of the islands (e.g.
Grano¨ et al., 1999). Furthermore, the total number of islands along the Finnish shoreline
is over 73 000, of which ca. 40 000 are located in the ArchS. This sets strict requirements
for the horizontal resolution of marine models when the area of modelling interest is in
the coastal zone.
1.2.3 Specific features of the Baltic Sea physics
The Baltic Sea physics has several specific features that need special attention whenever
carrying out modelling studies. The limited exchange of water between the Baltic Sea
and the North Sea through the shallow and narrow Danish Straits, together with the
voluminous river runoff, make the Baltic Sea a brackish water basin. The halocline and
seasonal thermocline are typically situated at different depths. There are also areas where
the halocline is completely missing (e.g., areas behind sills, shallow areas, and the river
mouths of the most voluminous rivers), and there the stratification is determined mainly
by the seasonal thermocline. The horizontal gradient in the surface salinity is large, the
salinity being highest at the southern Baltic Sea close to the Danish Straits (over 14 psu)
and lowest in the northern extremity of the GoB and the eastern extremity of the GoF (less
than 3 psu). This results in extremely complicated stratification conditions, compared
to the oceans causing a challenge to, e.g., the parametrisation of vertical turbulence. A
comprehensive summary of the vertical mixing processes in the Baltic Sea can be found
in Reissmann et al. (2009).
The small size and water volume of the Baltic Sea affects its physics considerably. The
tides are small, of the order of only a few centimetres, and short-term sea level variations
are mainly due to meteorological forcing. The wave climate of the Baltic Sea is less
severe than, e.g., that of the North Atlantic, and the wave field in high wind situations
is typically fetch-limited. Also the geometry of the Baltic Sea affects the evolution of the
wave field and, e.g., in the Gulf of Finland the waves are steered towards the axis of the
gulf (Pettersson et al., 2010). Due to the large variability in the meteorological conditions
the long-term mean circulation is weak and the currents are damped considerably due to
the small size of the basins. The main mechanism inducing the currents in the Baltic Sea
is wind stress. The other effects, the thermohaline density gradient, the surface pressure
gradient and tidal forces, are usually considerably smaller. The internal Rossby radius, a
length scale defining the size of mesoscale eddies, is small in the Baltic Sea. In the Gulf
of Finland, the mean value of the internal Rossby radius in the shallower areas (depth
< 36 m) is ca. 2.1 km and in deeper areas 4.1 km (Alenius et al., 2003). In order for
a hydrodynamic model to be able to solve the eddies, the horizontal resolution of the
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model grid should be smaller than the internal Rossby radius. However, this is not always
achievable, due to the restrictions on computational resources.
Figure 1.3: Maximum ice extent in the Baltic Sea in 1720–2012. (Redrawn from Vainio
et al. (2012), courtesy of Mr. Jouni Vainio, FMI.)
The Baltic Sea freezes annually. Typically, the ice season starts in November, when the
coastal areas of the Bothnian Bay begin to have an ice cover. The maximum ice extent
of the Baltic Sea varies from year to year (Fig. 1.3). In the severest winters almost the
whole Baltic Sea has an ice cover, and even in the mildest winters there is ice in the GoB
and in the eastern part of the GoF. The ice season lasts until May or even early June.
1.3 Why marine modelling is needed in the Baltic Sea
The need for marine modelling applications has increased in the past few decades. In-situ
measurements, however intensive, only cover certain temporal and spatial dimensions. In
addition to the evident basic research needs, models are needed to fill in these gaps, and
more importantly, to give projections of future conditions of the Baltic Sea in the short
and long term.
1.3.1 Marine safety
Marine traffic has been steadily increasing in the Baltic Sea. On an average, 2000 ships
visit the Baltic Sea each day, and estimates of the increase in maritime transportation
indicate that this will be doubled by 2017 (e.g. HELCOM, 2013). Sufficient knowledge
of the sea state, marine weather and ice conditions through an adequately dense obser-
vational network, together with reliable forecasts, are essential for shipping and safety at
sea. The highest measured significant wave height in the Baltic Sea is 8.2 m, measured
by the northern Baltic Proper (NBP) wave buoy, and even higher significant wave heights
have been simulated by wave models for areas or time periods for which no measured data
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are available (paper I). The authorities need to have functional systems to give warnings
of severe wave conditions, predict the drift of harmful substances, such as oil or toxic and
radioactive substances, and to assist the marine rescue service in marine accident situa-
tions. In this, modelling plays a key role and there is a need for further development of
the existing marine forecasting systems in order to increase the accuracy of the forecasts.
1.3.2 Coastal and offshore construction and maritime spatial planning
The design of coastal and offshore structures requires estimates of the conditions they will
face during their lifetime. These estimates can be based on measured data or, if these
are not available, on modelled values. The observational network is relatively sparse, and
often modelling is the best tool available to estimate the loads of wind, ice, waves and
fluctuations of sea level on structures.
The construction of coastal and offshore structures may induce changes in the current
and wave fields. These changes may in turn induce changes, e.g., in sediment transport
and salinity and temperature fields in the area. Evaluation of the environmental impact
of large construction projects in coastal and offshore areas requires modelling applications
with a high spatial resolution. Also, maritime spatial planning and the implementation of
the Marine Strategy Framework Directive (MSFD) require the monitoring of the current
status of, and future changes in, the hydrographic and wave conditions.
For the design of new fairways, especially in the coastal areas, knowledge of the wave
conditions is beneficial. This information may be used to find a route that is sheltered from
the more severe wave conditions of the open sea. Furthermore, due to the rugged seafloor
of the northern Baltic Sea, there are plenty of shoals in the coastal areas; these may
cause wave refraction and concentration of wave energy, and thus cause an unnecessary
safety risk to vessels travelling in the close vicinity of such areas. In addition to this, the
identification of risks that marine transport may propose for the marine environment, e.g.
in the form of pollution from marine accidents, has led to suggestions for planning optimal
fairways minimising the risk of environmental pollution reaching the most vulnerable areas
(e.g. Soomere et al., 2011, Soomere and Quak, 2013, Lehmann et al., 2014).
1.3.3 Eutrophication
Eutrophication, arising from the extensive input of nutrients due to past and present hu-
man activities, has dramatically affected the fragile ecosystem of the Baltic Sea. Although
there have been reductions in the nutrient loads, e.g., due to improvements in waste-water
treatment, the condition of the Baltic Sea has not improved as fast as hoped, and there
is a need for further actions. The Helsinki Commission (HELCOM) has initiated the
Baltic Sea Action Plan (BSAP) in order to restore the good ecological status of the Baltic
Sea by the year 2021. The BSAP proposes country-wise reductions of nutrient loads of
phosphorus and nitrogen in order to reach the target. In addition to this, implementation
of the Water Framework Directive (WFD) and the Marine Strategy Framework Directive
(MSFD) is under way. In order to assist decision-making, there is a need for monitoring
of the present state of the Baltic Sea together with projections of the current actions on
the future state of the Baltic Sea using models.
Although present biogeochemical models have been shown to have benefited decision-
making, their use still requires a significant amount of expert evaluation of the results
(e.g. Hyytia¨inen et al., 2012), as well as additional methods to improve the results, before
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they can be utilised (Vanhatalo et al., 2013). To simulate the marine system in sufficient
detail, the interaction between the atmosphere, surface waves, marine hydrodynamics, ice
and biogeochemistry needs to be modelled as an entire system. At present, the modelling
is typically done with individual model components that utilise the data calculated by
another model as boundary conditions (meteorological forcing, current field, ice field).
Although the modelling of the basic parameters, such as the sea surface temperature
(SST) or significant wave height (Hs), can be done with a relatively good accuracy using
this approach, coupled models are needed to improve the description of processes e.g. in
the air-sea interface and in the ocean surface layer. Additionally, the accuracy of the basic
parameters, such as SST and Hs can be improved when coupled model systems are used
(e.g. Janssen et al., 2001, Ja¨rvenoja and Tuomi, 2002, Janssen, 2012).
1.4 Outline and aim of this study
In this thesis the effect of the specific conditions of the Baltic Sea on the modelling of the
surface waves and vertical mixing in open sea areas (papers I and III) and surface waves in
coastal areas (papers II and IV) are studied. In Chapter 2 the models used in this thesis
and the relevant boundary and initial conditions are introduced. In Chapter 3 different
ways to formulate wave statistics in seasonally ice-covered seas (paper I) are discussed,
and the wave conditions in the open sea areas (paper I) and coastal areas (papers II and
II) of the northern Baltic Sea are presented. In Chapter 4 the effects that meteorological
forcing (papers I, II, III and IV), the horizontal resolution and the bathymetry (papers
II and IV) have on the modelled parameters are discussed. Furthermore, the numerical
solutions used in the models (papers II and III with some additional analysis) and their
effect on the accuracy of the model results are studied. Chapter 5 discusses the need for
coupled models in the Baltic Sea, and presents an estimate of the role that surface waves
might have in the dynamics of the surface mixed layer through Langmuir circulation in
the Gulf of Finland. This is followed by conclusions in Chapter 6.
The topics discussed in this thesis can be summarised into the following points:
1. Discuss different ways to formulate wave statistics in the seasonally ice-covered
Baltic Sea and study the differences in the resulting wave climate.
2. Study the wave climate of the northern Baltic Sea based on verified wave hind-
casts and discuss the effect of seasonal ice conditions on mean values, exceedance
probabilities and maximum values of the significant wave height.
3. Study the wave conditions in the coastal areas of Finland based on wave model
hindcasts.
4. Evaluate the accuracy of different meteorological datasets available for the Baltic
Sea and discuss their suitability for marine modelling.
5. Study how the implementation of a model affects the accuracy of the modelled
parameters in the Baltic Sea. Special emphasis is given to horizontal resolution,
bathymetry, initial conditions and seasonal ice-cover.
6. Study how the approximations made in the numerical solutions of the wave model
source terms affect the accuracy of the modelled growth of wave energy and the
shape of the wave spectrum.
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7. Study the accuracy of different parametrisations of vertical turbulence in the mod-
elling of 3D hydrodynamics in the Gulf of Finland, and evaluate the role that surface-
wave-induced processes have on the mixing in the sea surface layer through Langmuir
circulation.
8. Discuss the need for the coupled modelling of surface waves, ice, and 3D hydro-
dynamics in the Baltic Sea in order to produce more accurate predictions of the
surface drift, vertical mixing and wave-ice interaction.
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2 Modelling
Nowadays there are several models available and applicable for the modelling of surface
waves and 3D hydrodynamics in the Baltic Sea. Each model has different capabilities and
advantages depending on the numerical solutions and parametrisation used when building
the model. In the intercomparison study of six hydrodynamic models implemented in the
Baltic Sea area (Myrberg et al., 2010), all the models managed to reproduce the general
features of the surface temperature and salinity. However, the models showed different
skill in predicting these parameters in the different areas of the GoF. The appropriate
selection of a model depends on several factors, e.g., the task for which the model is used,
familiarity with the model and its prior performance, technical details (e.g. the possibility
of parallel computing, or using grid nesting) and the numerical solutions employed in the
models.
In papers I, II and IV wave modelling was carried out using the wave model WAM
(WAMDI, 1988, Komen et al., 1994, Monbaliu et al., 2000). WAM is under continuous
development by an international group of scientists (the version of the code used in papers
I, II and IV is given in Table 2.1). The first implementation used at the Finnish Institute of
Marine Research (FIMR, now at the Finnish Meteorological Institute, FMI) was made in
co-operation with the European Centre of Medium-Range Weather Forecasts (ECMWF)
in the 1990’s. The first operational version of WAM was brought into use at FIMR in
2001. It was run as part of the coupled atmosphere-wave model operational at that time
at FMI and FIMR (Ja¨rvenoja and Tuomi, 2002). A detailed description of WAM and the
applications of the model used in this thesis are given in section 2.1.
The 3D hydrodynamic model COHERENS (Luyten et al., 1999) was used in the mod-
elling study of vertical turbulence parametrisations presented in paper III. The implemen-
tation of the COHERENS model for the Baltic Sea was done by the National Environmen-
tal Research Institute (NERI) in Denmark. This implementation was utilised together by
NERI and the Finnish Environment Institute (SYKE) during the Eutrophication-MAPS
project (Myrberg et al., 2010). It was further used in paper III to study the effect of
different turbulence parametrisation schemes on vertical mixing in the Baltic Sea. CO-
HERENS is a good choice for this kind of study, since it contains several alternative
vertical turbulence schemes. A description of COHERENS is given in section 2.2.
To implement a model for the Baltic Sea is a complicated task, and has to be done
taking into account the specific features of the Baltic Sea (cf. section 1.2). The appropriate
choice of grid resolution depends on several factors, which will be further discussed in
sections 2.5 and 4.2. The accuracy of the input and boundary conditions is important in
the hydrodynamic modelling of the Baltic Sea. Also using the appropriate wind forcing
with a sufficiently high resolution and accuracy is essential for marine modelling.
2.1 The WAM wave model
WAM is a third-generation1 wave model (WAMDI, 1988, Komen et al., 1994, Monbaliu
et al., 2000) that calculates the evolution of the wave energy spectrum through the action
balance equation (given here in spherical coordinates)
1Third-generation wave models allow the wave spectrum to evolve with no assumptions as to the form
of the spectrum (up to the cut-off frequency).
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where N is the action density, t is time, ω is the angular velocity, θ is the wave prop-
agation direction, φ is the latitude and λ is the longitude. The action density is defined
as N = F/σ, where F the energy density of the spectrum representing the distribution of
wave energy over frequencies and propagation directions and σ is the so-called intrinsic
frequency
σ =
√
gktanh(kh) (2.2)
where k is the wave number, h the water depth and g the acceleration due to gravity
φ˙ = (cgcosθ −Uc|north)R−1 (2.3)
where cg is the group velocity, R is the radius of the Earth and Uc is the surface current
given in northerly and easterly directions.
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The source terms in WAM cycle2 4 include the wind input Sin (Janssen, 1989), dis-
sipation of waves due to whitecapping3 Sds (Komen et al., 1994), discrete interaction
approximation of the nonlinear four-wave interactions Snl (Hasselmann et al., 1985) and
dissipation of waves due to bottom friction Sbt (Komen et al., 1994). In cycle 4.5 the
dissipation of waves due to the depth-induced wave breaking Swbr by Battjes and Janssen
(1978) has been added. WAM uses surface wind speed and direction at a height of 10
m as forcing, and the propagation is done using a first-order upwind scheme. The model
includes both deep or shallow water solutions for the equations and optionally depth- and
current-induced wave refraction can be used. A method of handling ice conditions by ex-
cluding from calculation grid points, having an ice concentration of over 30%, was used in
paper I. Handling of grid obstructions by the method of Tolman (2003) was implemented
in WAM and used in the model studies made in paper IV.
2The cycle refers to the version number of the wave model.
3Steepness-induced breaking of surface waves in deep water occurring when the wave height becomes
too large compared to the wavelength.
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Table 2.1: The implementations of WAM used in papers I, II and IV.
Paper I Paper II Paper IV
Model used WAM cycle 4 WAM cycle 4.5.1 WAM cycle 4.5.1
Grid Spherical Spherical Spherical
Coarse grid
resolution
6 nmi 2 nmi 1 nmi
Bathymetry IOW (Seifert
et al., 2001)
IOW (Seifert et al.,
2001)
ETOPO1 (Amante and
Eakins, 2009)
Nested grid
resolutions
- 1 nmi and 0.25 nmi 0.5 nmi and 0.1 nmi
Nested
bathymetry
- IOW and coastal
nautical charts
GEBCO and coastal
nautical charts
Directional
resolution
15 deg 15 deg 10 deg
Frequency range 0.042 – 1.073
Hz
0.042 – 1.719 Hz 0.060 – 2.468 Hz
Wind forcing HIRLAM Re-analysed
HIRLAM
HIRLAM and
re-analysed
HARMONIE
Wave refraction Yes Yes Yes/No
Depth-induced
wave breaking
No No Yes/No
2.2 The COHERENS 3D hydrodynamic model
The COHERENS 3D hydrodynamic model (Luyten et al., 1999) solves the momentum
equation using the Boussinesq approximation and the assumption of vertical hydrostatic
equilibrium. The equations of momentum and continuity are solved numerically using
the mode-split-up technique (see Blumberg and Mellor, 1987). Details of the Baltic Sea
implementation are given in Table 2.2.
The COHERENS model has a choice of various turbulence closure schemes. The
two-equation models solve the turbulent kinetic energy (k) using the dissipation rate,
, (e.g. Rodi, 1984) or mixing length, l, (Mellor and Yamada, 1982) as a length scale.
The k-model and algebraic schemes by Pacanowski and Philander (1981) and Munk and
Anderson (1948), and flow-dependent parametrisation are also included. Stability pa-
rameters as formulated by Luyten et al. (1999), Mellor and Yamada (1982) and Munk
and Anderson (1948) are available in the model. Additionally, in paper III the stability
functions introduced by Canuto et al. (2001) were implemented in the model with the
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Table 2.2: The Baltic Sea implementation of COHERENS used in paper III.
Horizontal grid 2 nmi spherical Arakawa C (Arakawa and Lamb, 1977)
Vertical grid 50 sigma layers
Bathymetry Based on IOW bathymetry (Seifert et al., 2001)
2D advection First-order upwind
3D advection TVD surberbee scheme (Roe, 1985)
Equation of state UNESCO (1981)
Surface
parametrisations
Large and Pond (1981), Luyten et al. (1999)
Open boundary
condition
Temperature, salinity and water level at Kattegat
River discharge Monthly mean discharge of major rivers obtained from
Bergstro¨m and Carlsson (1994)
formulation proposed by Burchard and Bolding (2001) to extend the analysis of the tur-
bulence parametrisations to newer formulations of the stability functions. Additionally,
a limiting condition4 for the mixing length was applied for some of the parametrisations.
For details of these parametrisations see Luyten et al. (1999) and paper III.
2.3 Meteorological forcing
The meteorological forcing needed to run the wave and hydrodynamic models in the Baltic
Sea can be obtained from different sources. The forcing dataset that is most representative
depends on the application and the period for which the modelling is to be carried out.
One meteorological data source based on observations in the Baltic Sea is that from
the Swedish Meteorological and Hydrological Institute (SMHI). This dataset is based on
data from the observational network of synoptic weather stations starting from 1970.
The dataset was updated until 2012. It covers the entire Baltic Sea with 1◦ horizontal
resolution, the temporal resolution being 3 hours for geostrophic wind speed, mean sea
level pressure, air temperature, relative humidity and total cloud cover. Accumulated
precipitation is given at 12-hour intervals. This dataset was used as meteorological forcing
for the COHERENS model in paper III.
The operational archives of ECMWF and various national meteorological institutes’
Numerical Weather Prediction (NWP) systems are adequate sources from which to con-
struct meteorological forcing datasets. However, a common problem in these datasets
4The limiting condition for mixing length imposes upper limits for the stability parameters. When the
limiting condition is used, the stability functions level off at a constant value when the Richardson
number exceeds a critical value.
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is the heterogeneous quality of the parameters due to continuous upgrades in the model
physics, numerics and resolutions. However, if the verification of the derived parameter
is done thoroughly, the use of these datasets can lead to sufficient accuracy, as was shown
in paper I.
Re-analysed meteorological datasets provide a good bases for performing case studies
on past periods. However, until recently the resolution of the re-analysed meteorological
datasets, such as ERA-40 (Uppala et al., 2005), has been relatively coarse compared to
the small size of the Baltic Sea. In recent years re-analysis datasets with local NWP
systems have been performed for the Baltic Sea (e.g. Luhamaa et al., 2011). In paper
II the surface wind field for the year 1976 was re-analysed using FMI’s NWP system
HIRLAM (www.hirlam.org). In paper IV a re-analysis for the Archipelago Sea for the
year 2010 was made with the high-resolution (ca. 2.5 km) non-hydrostatic NWP system
HARMONIE (Seity et al., 2011). The accuracy of these datasets and their usability in
the model studies will be discussed later in section 4.1.
2.4 Measured datasets
2.4.1 Wave measurements
Instrumental wave measurements are available from the Baltic Sea from the beginning
of the 1970’s (Wahl, 1973a,b,c, Kahma, 1976). Since then, measurement campaigns have
been carried out in various different locations of the Baltic Sea. Operational wave mea-
surements started in the Baltic Sea at the end of the 1980’s and are presently being
carried out there by FMI, SMHI, Bundesamt fu¨r Seeschifffahrt und Hydrographie (BSH,
Germany), Helmholtz-Zentrum Geesthacht (HZG, Germany) and the Marine Systems In-
stitute (MSI, Estonia). A more thorough description of the history of Baltic Sea wave
measurements is given in paper I. The wave measurements used in this thesis include
those made in the Bothnian Sea in 1976 (Kahma, 1981b), in the Archipelago Sea in 2010
(a description of the measurements is given in paper IV) and data from FMI’s (former
FIMR) operational wave buoys (the locations of the measurement sites are shown in Fig.
2.1, upper panel).
2.4.2 Hydrographic measurements
Evaluation of the results of hydrodynamic models is typically limited by the lack of mea-
sured datasets with a sufficiently high resolution in both space and time. The monitoring
stations are visited typically 3-5 times per year; even the intensive monitoring stations are
rarely visited more frequently than once a month. Furthermore, the intensive monitoring
stations are typically located near coastal areas and do not represent the true open sea
conditions.
In 1996, a measurement campaign was carried out jointly with the Finnish research
vessel Aranda and the Russian research vessel Nikolai Matusevich in the Gulf of Finland,
resulting in over 300 measured temperature and salinity profiles during the period from
June to August (Fig. 2.1, lower panel). This was done in connection with the Gulf
of Finland Year 1996. The high temporal and spatial resolution of the measured profiles
makes it an outstanding dataset for validation of the performance of hydrodynamic models
in a limited area (see Myrberg et al. (2010) for details). The dataset was used to analyse
the performance of vertical turbulence parametrisations in paper III.
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Figure 2.1: Locations of FMI’s operational wave buoys in the northern Baltic Proper
(NBP), in the Gulf of Finland off Helsinki (HKI), in the Bothnian Sea (BS) and in
the Bothnian Bay (BB). Also shown are the locations of the buoys used in the wave
measurement campaign in the Bothnian Sea in 1976 (buoys B, C and D in the close-up)
(upper panel). Profiles of temperature and salinity in the Gulf of Finland were measured
in 1996 by R/V Aranda (grey squares) and R/V Nikolai Matusevich (black cross) (lower
panel).
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2.5 Bathymetry and grid generation
Compiling a representative bathymetry for marine models in the Baltic Sea is not a trivial
task. The freely-available bathymetries such as IOW (Seifert et al., 2001) or ETOPO1
(Amante and Eakins, 2009) have a resolution of 1 nmi. Such a resolution is sufficient for
compiling grids for coarser resolution open sea modelling applications. However, the shore-
line description in these datasets does not represent the irregular shorelines of the northern
Baltic Sea with sufficient accuracy (paper II). Additional information from coastal nauti-
cal charts is needed to improve the land-sea mask5 in the model grid.
For the wave model grids used in papers I and II, the bathymetry is based on that of the
IOW with a 1 nmi resolution. When making a wave model grid, the land-sea mask has to
be modified to better describe the shoreline structure in the northern Baltic Sea. For the
model grids prepared for the wave model in papers I and II these modifications were made
manually using the FIMR method6. In paper IV automated methods to create bathymetry
by combining data from different sources were developed. The coastal nautical charts were
used as the main source of information to create a 0.1 nmi resolution bathymetry for the
Archipelago Sea area. Additional data from the General Bathymetric Chart of the Ocean
(GEBCO, www.gebco.net) bathymetry with a 30 arc seconds resolution were used to
fill in the gaps in the bathymetric data of the coastal nautical charts. In addition, high
resolution (0.01 nmi) shoreline data were utilised to compile a land-sea mask for the model
grid.
For applications which have strict time constraints, such as operational forecasts, grids
with a coarser resolution are often needed. When compiling coarse resolution grids based
on data from high resolution grids, the definition of land-sea mask in coastal archipelago
areas is not trivial. Direct calculation of the percentage of land points in the area of
the coarser grid cell is typically used, with a threshold value for the land fraction being
employed to determine the land-sea mask for the coarser grid. In paper IV it was shown
that direct calculation of the land points in this way led to an underestimation of the
land fraction in the coarser grid, and a method was developed to take into account land
areas overlapping the grid cell boundaries (the cell boundary independent method, Fig.
2.2). These methods provide different possibilities to compile grids for the modelling of
the coastal archipelago areas.
Wave models are able to use additional grid obstruction to approximate, at the sub-grid
scale, the effect the archipelago has on the wave field. Using grid obstruction, the energy
in the wave spectra propagating from one grid cell to the next is reduced according to the
obstructions (e.g. Tolman, 2003). The possibility of using additional grid obstructions in
wave forecasting in the Archipelago Sea was studied in paper IV.
2.6 Initial and boundary conditions
2.6.1 Initial fields
Due to the small size of the Baltic Sea, the waves are not long-lived and therefore the spin-
up period needed for a wave model is relatively short (1/2 - 1 days). For a hydrodynamic
5A land-sea mask describes how the model grid points are distributed between land and sea points.
6This method employs both information available in coastal nautical charts and also expert analysis
to improve the land-sea mask in freely-available bathymetries, such as IOW or ETOPO1. A more
thorough description of this method is given in paper II.
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Figure 2.2: The direct method of calculating land percentage for a coarser resolution grid
and the resulting land-sea mask using a threshold value of 50 % (upper right) based on
the land-sea mask of the higher resolution grid (upper left, land points coloured grey and
sea points white). The dashed lines in the lower left panel show the solid land areas
crossing grid cell boundaries identified using a cell boundary independent method, with
the resulting land-sea mask in a coarser resolution grid being shown in the lower right
panel.
model, the initial conditions for salinity and temperature need to be defined, and a spin-
up period of several months is needed in order to stabilise the balance between the initial
conditions, river runoff and the boundary conditions (e.g. Andrejev et al., 2000). In paper
III the initial conditions were based on temperature and salinity profiles measured in the
Baltic Sea in January-March 1996. The Data Assimilation System developed by Sokolov
et al. (1997) was used to distribute the measured data over the model grid. The accuracy
of the initial conditions has a significant effect on the length of the spin-up period needed
(paper III). Generally, a spin-up period of two months has been found to be sufficient
in the Baltic Sea, at least for the Gulf of Finland (Andrejev et al., 2000). However, this
is a complicated matter, and due to the limited spatial and temporal coverage of the
measured data the interpretation of the accuracy of the model results and their relation
to the initial conditions is not trivial.
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2.6.2 Open boundary conditions
For a hydrodynamic model, boundary conditions at the Danish Straits are needed. There
are several ways to employ open boundary conditions. In paper III the boundary condi-
tions were provided by another 3D model, namely HIROMB (Funkquist, 2001), the area
of which covers both the Baltic Sea and the North Sea.
For the wave model the open boundary in the Kattegat allows waves to propagate away
from the modelling area, but no incoming waves are taken into account (this assumption
is used in paper I and in papers II and IV for the basin-scale grid providing the boundary
conditions for the high-resolution grids). This is a reasonable assumption, when interest
is focused on the open sea areas of the Baltic Sea, excluding the Kattegat.
The high resolution wave model grids used in the northern Baltic Sea (papers II and
IV) are nested inside the Baltic Sea grid, and receive boundary information in the form
of wave spectra from the coarse-resolution model run.
2.6.3 Ice
In the Baltic Sea, each marine model has to have the ability to handle the seasonal
ice conditions in order to produce reliable results. In the hydrodynamic models the
ice conditions have to be taken into account either through parametrisations or by a
separate ice module. Wave models, however, typically handle ice as a boundary condition
by excluding grid points from the calculations wherever the ice concentration exceeds a
certain threshold value (e.g. 30 % in paper I). This method ensures that the fetch used
for the wave growth in the wave model starts from the average ice edge and that waves
are not predicted for areas that have an ice cover.
In paper III the hydrodynamic modelling was done for the ice-free summer season,
therefore the ice conditions were not considered in this study. For a wave model the ice
concentration data can be taken from different sources, e.g., from satellite analysis, from
data provided by the local Ice Service or from ice models. In paper I, ice concentrations
were provided by FMI’s (previously FIMR’s) Ice Service. These data are available in
gridded format daily during the ice season, except at the beginning of the ice season,
when information is updated twice a week.
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3 Modelling the Baltic Sea wave conditions
The specific features of the Baltic Sea (cf. section 1.2) affect the evolution of surface waves
significantly. The small size and the geometry of the Baltic Sea limit the fetch over which
the surface waves grow. Nevertheless, in the Baltic Sea waves may grow high enough to
be of importance for shipping and safety at sea. Soomere et al. (2008) showed, based on
verified wave model simulations, that a 9.5 m significant wave height was plausible during
the Gudrun storm in January 2005. The highest significant wave height measured during
this storm by the Northern Baltic Proper wave buoy was 7.7 m, at a location which is
slightly off that where the highest significant wave heights were simulated by the wave
models. Although such large values of significant wave height are rare in the Baltic Sea, as
was shown in paper I, the accurate modelling and forecasting of such events is important.
The Baltic Sea wave climate is affected by the seasonal ice cover. As discussed earlier
in sections 1.1 and 2.6.3, the ice cover reduces the fetch over which the waves grow. Also,
the ice season partly coincides with the time of the year when the wind speeds are the
highest. There is a high annual variability in the Baltic Sea ice conditions (Fig. 1.3) and
therefore the effect of the ice conditions on the wave climate varies from year to year.
Although the wave conditions in the open sea areas of the Baltic Sea can be quite severe,
the coastal areas of the northern Baltic Sea are mostly sheltered by the irregular shoreline
and archipelago. These areas are also characterised by shoals that cause depth-induced
breaking and refraction of waves, which may cause concentration of wave energy, and
under certain conditions increase the significant wave height compared to the surrounding
areas.
3.1 The formulation of wave statistics in seasonally ice-covered seas
The seasonal ice cover affects the formulation of the wave statistics. There are gaps in
the measured and modelled wave datasets due to the ice-season (provided that the ice
conditions have been taken into account in the wave modelling). These gaps are not
randomly distributed and therefore cannot be ignored when compiling the statistics. In
the case of measured data, data is typically missing both before and after the ice season,
since the wave buoys have to be recovered well before there’s a risk of ice. Generally,
the buoys are also deployed some time after the end of the ice season. The gaps in the
data due to the ice can be handled in different ways when formulating the statistics; in
paper I, five different ways of formulating wave statistics in seasonally ice-covered seas
were presented, based on prior work by Kahma et al. (2003).
Measurement statistics (Type M)
The statistics are calculated taking into account only the measured values. The
uneven distribution of the missing values is not compensated.
Ice-time-included statistics (Type I)
In the presence of ice the significant wave height equals zero.
Ice-free time statistics (Type F)
Only the part of the year when the sea is ice-free is taken into account when the
statistics are calculated.
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Hypothetical “no-ice” statistics (Type N)
The statistics are calculated to represent the wave climate under the assumption
that the sea remains ice-free throughout the year.
Exceedance time statistics (Type ET)
The statistics are presented as exeedance times (e.g. hours during a year instead of
percentages of hours per year)
The annual mean values and exceedance probabilities (percentiles) calculated by the
different types of statistics give differing results in the seasonally ice-covered seas. In
the northern part of the Baltic Sea, the largest differences in the annual mean values of
significant wave height calculated by type I, F and N statistics are in the Bothnian Bay
(Fig. 3.1) where the ice season is longest. The annual mean values of Hs are highest
when using type F statistics and lowest when type I statistics are used; the differences in
the annual mean values are up to 0.3 m. The annual mean values of Hs calculated with
type N statistics are between the values given by type F and I statistics. As discussed in
paper I, the wind forcing used in the wave hindcasts is calculated with an NWP system
that takes the ice cover into account when calculating the surface flux of momentum. The
model uses a higher surface roughness for ice than for open sea. Thus, the wind speeds
are lower than they would be if the sea area was ice-free. Moreover, the stable boundary
layer (the typical stratification over fast ice) also reduces the surface wind stress compared
to neutral or unstable stratification. Due to this, the presented annual mean values of Hs
calculated by type N statistics are estimated to be smaller than they would be if the sea
remained ice-free throughout the year.
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Figure 3.1: Hindcast annual mean values of significant wave height in the Bothnian Bay
using ice-time-included (type I), ice-free time (type F) and hypothetical “no-ice” (type
N) formulations of the statistics.
Each of the different types of statistics have an application for which they are the most
appropriate, as discussed in paper I. To give a few examples, type F statistics give the
highest mean values (Fig. 3.1); this it is a good choice when conservative estimates of the
wave climate are needed. Also when the marine traffic operation limits according to the
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SOLAS1 treaty are defined, type F statistics is an appropriate choice. For the estimation
of wave energy resources, type I statistics is a good choice, since it accounts for the time
of the year when there is no wave energy available due to the ice cover. Type I statistics is
also a good choice when fatigue loads for offshore structures are estimated, since the loads
under ice conditions are generally taken into account separately. When statistics type I
and F are presented as exceedance time (type ET) instead of exceedance probabilities
they are equal, except for the time when significant wave height is zero. Therefore, the
use of type ET statistics is recommended whenever it is applicable.
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Figure 3.2: Monthly mean and maximum values together with exceedance probabilities of
10 %, 5 %, 3 %, 1 % and 0.1 % in the western (on the left) and eastern (on the right)
GoF. Values calculated using type F statistics are shown with red triangles, and type I
statistics with blue circles.
The different ways of formulating statistics cause significant differences in the mean
values and exceedance probabilities also in the monthly stratified statistics during the
ice season. In the GoF, the eastern extremity of the gulf has an ice cover even in the
mildest winters, and the ice season there is typically longer than in the western part. The
differences between the monthly mean values and exceedance probabilities during the ice
season calculated with type F and I statistics are larger in the eastern part than in the
western part of the gulf (Fig. 3.2). The differences are largest in February and March,
decreasing towards the beginning and the end of the ice season. In the GoF the type F
and I statistics give consistent results from May till November.
The question about how the statistics should be formulated in seasonally ice-covered
seas is not limited only to surface waves. Similar problems in the formulation of statistics
apply also for other surface parameters, such as surface temperature. Korhonen (2002), for
example, discusses the effect that the missing temperature measurements at the beginning
and end of the ice season in Finnish lakes have on the accuracy of the statistics.
1The international convention for the Safety of Life at Sea (SOLAS) is a maritime safety treaty which
specifies minimum standards for the construction, equipment and operation of ships.
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3.2 Open sea wave conditions
In the open sea areas of the Baltic Sea, wave conditions have been described based on
measured data, e.g., by Kahma et al. (2003), Broman et al. (2006) and by modelled data
by Jo¨nsson et al. (2003), Ra¨a¨met and Soomere (2010), Soomere and Ra¨a¨met (2011) and
paper I. The advantage of measured wave statistics is that it gives an accurate descrip-
tion of actual wave conditions at the measurement locations for the time period of the
measurements. Due to the spatial and temporal limitations of the measured data, wave
statistics based on wave hindcasts are also needed. In paper I the open sea wave conditions
of the Baltic Sea were presented using annual mean values and exceedance probabilites
(percentiles) using type I statistics. Verification of the hindcast significant wave heights
in paper I showed that the accuracy in making representative statistics was good. In a
comparison of the annual statistics, the hindcast significant wave height was shown to be
a slight underestimate when compared to the buoy measurements. Annual mean values
of significant wave height in the Baltic Sea were smaller than 1.5 m. The gulfs had a less
severe wave climate than the Baltic Proper. The statistics presented in paper I are not
directly comparable to those presented e.g. by Ra¨a¨met and Soomere (2010) and Soomere
and Ra¨a¨met (2011), since these papers present no-ice statistics (type N), whereas in paper
I ice-time-included statistics (type I) are presented. The period over which the statistics
are calculated also differs. Nevertheless, the general features of the wave climate are simi-
lar in these papers: the Baltic Proper has the highest annual mean values, while the other
sub-basins have a milder wave climate. Of the other sub-basins the Bothnian Sea has the
highest annual mean values of Hs.
3.2.1 Maximum values of significant wave height in the northern Baltic Sea
The maximum values of hindcast significant wave height in the northern part of the
Baltic Sea based on results, presented in paper I, are shown in Fig. 3.3 together with the
maximum values of significant wave height measured by the FMI’s operational wave buoys.
In the northern Baltic Proper, the Gulf of Finland and the Bothnian Sea the measured
and hindcast maximum values of significant wave height are of same order of magnitude.
In the Bay of Bothnia the measured maximum value is considerably smaller than the
hindcast maximum value. As discussed in paper I, due to the ice conditions, the wave
buoys have to be recovered well before there is a risk of ice in the area. In the Bothnian
Bay this means that there are typically measurements from June to November. Moreover,
the period from which the measurements are not available partly coincides with the time
of the year having the highest wind speeds. Also, the operational wave measurements
in the Bay of Bothnia did not start until 2012, so the measurement period is short for
evaluating the maximum values in this area. This is also the case at the Bothnian Sea
wave buoy location, where the measurements started in 2011. In the northern Baltic
Proper, the highest measured significant wave height of 8.2 m is smaller than the highest
hindcast significant wave height of 9.7 m presented in paper I. The wave buoys are not
necessarily located at sites of the highest hindcast significant wave heights. Additionally,
the periods for which there is measured and hindcast data differ.
The Northern Baltic Proper wave buoy has measured a significant wave height of over 7
m four times during its measurement history (twice in December 1999, in December 2004
and in January 2005). Two of these events are within the period of the wave hindcasts
presented in paper I. There is a relatively high variability in the northern Baltic Sea wave
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Figure 3.3: Hindcast maximum values of significant wave height in the northern Baltic
Sea (redrawn from Fig. 14 in paper I, hindcast period Nov 2001 – Oct 2007) and highest
significant wave heights measured by the FMI’s operational wave buoys (locations shown
in Fig 2.1). The circles mark the locations of the wave buoys, the colour inside the circle
representing the value of the maximum measured significant wave height using the same
colour scale as for the hindcast maximum values. The measured maximum values are also
given inside the circle.
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climate, when the highest significant wave heights are considered. Changes in the wind
climate and in the extent of the seasonal ice cover (Fig.1.3) have a significant effect on
the wave climate. In high wind situations the waves are typically fetch-limited due to
the small size of the Baltic Sea, and a change in the direction of the high wind speeds
will have a notable effect on the magnitude of the highest significant wave heights during
the high wind situations. As discussed in paper I, the Northern Baltic Proper has the
longest fetch from the south and south-west (cf. Fig. 1.2). High wind speeds from these
directions will grow higher waves than winds from other directions, given similar wind
speeds and event duration.
The temporal coverage of the hindcasts presented in paper I was six years. For the
evaluation of maximum values of significant wave height this period is too short. For
example Soomere and Ra¨a¨met (2014) have shown that when longer time periods are
considered, there are notable changes in the areas where the highest mean values of
significant wave height occur in the Baltic Sea. Although, the location of the highest
mean values is not necessarily exactly the same as the location of the maximum values
of significant wave height, the decadal changes in the location of the highest mean values
indicate that there are changes in the prevailing wind direction2, which also indicates
changes in the spatial distribution of the maximum values. However, as was discussed in
paper I, the direction of the highest wind speeds in a basin may differ from the prevailing
wind direction. In the Bothnian Sea, for example, the highest values of significant wave
height were found in the south-eastern part of the basin (Fig. 3.3), indicating that during
the period presented in paper I the highest wind speeds in this area were from the north-
west, although the prevailing wind directions were south and south-west.
3.2.2 Seasonal variation in the wave conditions
The characteristics of the seasonal variation in the Baltic Sea wave climate have been
shown in several studies based on measurements and model simulations (e.g. Pettersson,
2001, Jo¨nsson et al., 2003, Ra¨a¨met and Soomere, 2010, paper I). Based on the wave
hindcasts presented in paper I, in the Northern Baltic Proper the highest values of sig-
nificant wave height are reached during autumn and winter (Fig. 3.4). Summer has the
mildest wave climate; the maximum value of Hs in summer, 3.59 m, is less than half of
the maximum value of Hs in winter, 8.49 m. As shown in Fig. 3.4, the seasonal values of
significant wave height exceeded for, e.g., 10% of the time are highest in winter (ca. 2.9
m) and smallest in summer (ca. 1.5 m). During summer there is also a higher percentage
of Hs values smaller than 1 m than during any other season.
In sub-basins where the ice season is longest, such as the Bothnian Bay, the seasonal
variation in the significant wave height slightly differs from that presented here for the
northern Baltic Proper. There, the ice-covered periods partly coincide with the windiest
time of the year, and the wave conditions during the winter season are significantly damped
by the ice cover.
2Prevailing wind direction is defined as the direction with the highest frequency of occurrence within
the given time period.
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Figure 3.4: Distributions of hindcast significant wave height in the Northern Baltic Proper
close to the location of the NBP wave buoy (cf. Fig.2.1) in spring (upper left), summer
(upper right), autumn (lower left) and winter (lower right) calculated from the wave
hindcasts presented in paper I for November 2001 – October 2007. The percentages of
the total amount of data is given on the left y-axis and the percentages for the cumulative
curve on the right y-axis. Hs classes are given at 0.25 m intervals and the number of hours
for significant wave heights of over 3 m is shown above each bar. The maximum value of
significant wave height for each season is given, together with corresponding peak period
and its direction.
3.3 Wave conditions in coastal areas
Coastal wave conditions have been studied in the Baltic Sea e.g. by analysing visual wave
observations made in the coastal areas of Estonia, Latvia and Lithuania and by performing
model studies (e.g. Kelpsˇaite˙ et al., 2011, Zaitseva-Pa¨rnaste et al., 2011, Suursaar, 2013,
papers II and IV). These studies have shown that in coastal areas the wave climate is
milder than in the open sea areas.
Modelling the coastal wave conditions with sufficient accuracy for the Finnish coasts
requires the use of high-resolution grids. The basin-scale wave model applications for the
Baltic Sea typically have resolutions between 2 nmi and 6 nmi (e.g. Soomere et al., 2008).
These applications have been shown to accurately model the open sea conditions in the
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Baltic Sea (e.g. paper I). However, for the modelling of the coastal areas these resolutions
are too coarse. For example, accurate modelling of the effects of an irregular shoreline on
fetch-limited wave growth requires the use of grids with resolutions smaller than 1 nmi
(paper II). When modelling the sheltering effect due to archipelagos, and depth-induced
wave breaking and wave refraction on shoals, even higher resolution is needed (paper IV).
3.3.1 Fetch-limited wave growth from an irregular shoreline
The irregular shorelines of the northern Baltic Sea affect the modelling of fetch-limited
wave growth. As described in section 2.5, defining an optimal resolution and shoreline
configuration for the model grid is a challenging task. In paper II different resolutions and
shoreline descriptions were used to model the fetch-limited wave growth on the eastern
coast of the Bothnian Sea. The use of different grids resulted in significant differences
in the modelled growth of wave energy near the coastal areas. However, the differences
were insignificant with longer fetches (more than 40 km). A high-resolution and detailed
shoreline description in the model grid are therefore important when one’s interest lies
in the modelling of the coastal areas. In the case of fetch-limited wave growth, the
coarser-resolution grids, such as those used in operational forecasting in the Baltic Sea,
overestimate the significant wave height for short fetches, but give sufficiently accurate
results for longer fetches.
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Figure 3.5: Attenuation of the significant wave height propagating from the Baltic Proper
into the Archipelago Sea. A coarse-resolution model run with a constant wind speed of
12 m/s from south (run until steady state) was used as a boundary condition for the
high-resolution grid. The high resolution model grid was run without wind forcing in
order to describe the attenuation of the open sea wave field without the local growth of
wind waves.
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3.3.2 Sheltering
The Finnish coastal archipelago shelters the main shoreline from the open sea waves.
Wave measurements made in the coastal area of the Bothnian Sea (Kahma, 1981a) and
in the Archipelago Sea (paper IV) show that the wave energy is significantly attenuated
when the waves enter the archipelago. If the growth of local wind waves is excluded from
the wave model calculations, the attenuation of the open sea wave field entering the ArchS
can be clearly seen (Fig. 3.5). Only in a few places are the islands so sparsely scattered
that the open sea waves can enter further into the ArchS. Most of the open sea wave
field is already attenuated at the southern edge of the archipelago. Inside the ArchS the
wave field is thus mostly dominated by local wind waves. Such sheltering is also found
in the coastal areas of the GoF (Fig. 3.6). When a high-resolution grid is used in the
wave model, the attenuation of the wave energy in the outer archipelago is seen: in the
coastal zone of the GoF, wave conditions are much less severe than in the open sea. Using
coarse-resolution grids, one is not able to model this phenomenon unless the sheltering
effects of the small islands are taken into account as grid obstructions (paper IV).
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Figure 3.6: Modelled significant wave height and wave direction near Porkkala in the Gulf
of Finland with a 2 nmi resolution grid based on ETOPO1 (on the left) and with a 0.1
nmi resolution grid based on coastal nautical charts (on the right).
3.3.3 Depth-induced wave breaking and refraction
Shoals are common in the coastal areas of Finland, and these may cause depth-induced
wave breaking and wave refraction. Studying the effects which these phenomena have
on the wave field requires a bathymetry with a high spatial resolution and accuracy.
It was shown in paper IV that, if the resolution is not high enough to describe the
variations in depth, the effects of both depth-induced wave breaking and wave refraction
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are considerably damped (Fig. 3.7). This may lead to an underestimation of the significant
wave height near shoals where wave refraction, and thus the concentration of wave energy,
is prominent. The appropriate description of these phenomena is important, e.g., when
designing optimal locations for offshore structures or coastal fairways.
The modelling of depth-induced wave breaking and refraction is highly sensitive to
the representativeness of the bathymetric data. On nautical charts there are areas where
high-resolution bathymetric data is not available or even where there is a complete lack of
data. Due to this, the bathymetries based on depth information available on the nautical
charts may not be accurate enough when modelling these phenomena. It was shown by
Hell et al. (2012) that, due to the deficiencies in the bathymetric data on nautical charts,
freely-available bathymetries may have up to ca. 30% too shallow mean water depths
compared to bathymetries based on depth information with a higher spatial resolution.
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Figure 3.7: Bathymetry with a 0.1 nmi (upper left) and a 0.5 nmi resolution(lower left) in
the northern Baltic Proper close to the Archipelago Sea and the significant wave height
and wave direction calculated with WAM using a 0.1 nmi grid (upper right) and a 0.5
nmi grid (lower right) on September 16th 2010 at 12 UTC.
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4 Factors affecting the accuracy of modelling in the
Baltic Sea
The accuracy of the modelled parameters depends on several issues, and it is not always
easy to distinguish a specific reason for the inaccuracies. The implementation of a model,
the selection of an appropriate resolution, bathymetry and land-sea mask: all have a
significant effect on the accuracy of the modelled parameters, especially near the coastal
areas, as was shown in papers II and IV. The boundary conditions also affect the accuracy
of the marine models significantly and therefore their specificity plays an important role.
Furthermore, there is still a lot to discuss and study in order to understand the physics of
the oceans thoroughly and find comprehensive equations to describe it. Moreover, some
equations need to be parametrised, either because there is no explicit analytical solution
to them or because the phenomenon happens on scales smaller than the resolution. Also
different numerical solutions can be used, e.g., in the advection equations, that affect the
accuracy of the modelled parameters.
4.1 Meteorological forcing datasets
The modelling of surface waves and 3D hydrodynamics in the Baltic Sea requires mete-
orological datasets with a sufficiently high accuracy and spatial resolution. As discussed
in section 2.3, various different sources for the meteorological forcing are available. NWP
systems provide data that can be used as input for marine modelling and forecasts. In
the open sea areas the quality and the horizontal resolution (e.g. 4 nmi in FMI’s present
NWP system HIRLAM) of them have been found to be sufficient to make reliable wave
forecasts (e.g. Tuomi, 2008).
In coastal areas a higher-resolution meteorological forcing is required. Nowadays, some
limited area NWP systems are available having resolutions of a few kilometres. However,
the domains of these models is quite limited due to their high computational cost. FMI
is now running also NWP system HARMONIE for the northern Baltic Sea with ca. 2.5
km resolution. This gives us the possibility of carrying out marine modelling in e.g. GoF
using wind fields that better describe the conditions in this narrow gulf.
To improve the physics and numerics of the wave and hydrodynamic models, modelling
studies for past time periods that have representative measurement datasets are needed.
The operational archives are not necessarily the best tool for this kind of studies. Due to
the continuous upgrades in the resolution, physics and numerics of the operational sys-
tems, datasets compiled from this source tend to have a heterogeneous quality (e.g. Caires
et al., 2004, Eerola, 2013, paper I). To obtain a meteorological dataset with homogeneous
quality, re-analyses have been made using the present atmospheric models. However, in
small basins the available re-analysed meteorological datasets are not necessarily more
accurate or fit for the purpose than are the datasets compiled from operational archives.
The resolutions of the re-analysed datasets are typically quite coarse in relation to the
small size of the Baltic Sea. Of the existing re-analyses the ERA-40 (Uppala et al., 2005)
and NCEP-NCAR (Kistler et al., 2001) have a horizontal resolution of more than 100
km. The downscaling of these re-analyses with limited area models has been shown to
lead to increased accuracy. The downscaling of ERA-40 using SMHI’s regional climate
model RCA, with a horizontal resolution of 24.5 km (Ho¨glund et al., 2009), has been
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shown to increase the accuracy of the meteorological parameters compared to the original
ERA-40. However, Ho¨glund et al. (2009) conclude that a further increase in the accuracy
of this dataset, especially in the wind speed, would be necessary in order for it to be more
suitable for modelling studies in the Baltic Sea.
In paper II the re-analysed wind field from FMI’s NWP system HIRLAM was used for
the year 1976. The surface wind field was modelled with sufficient accuracy to represent
the growing wind speed from the shore to the open sea. However, the accuracy of a
short-term weather forecast depends significantly on the data-assimilation made at the
beginning of the forecast. The amount of measured data from earlier years is much smaller
than at present. The accuracy of the re-analyses is thus not necessarily similar to that
of the present NWP system. The dependence of the accuracy of the re-analyses on the
availability of the measured data for data-assimilation has also been noted by Luhamaa
et al. (2011) in the study of their 40 years of re-analyses made with the HIRLAM model.
Gridded meteorological datasets based on measured data, such as the dataset produced
by SMHI for the Baltic Sea are also available. The quality of this dataset has been shown
to be sufficient for modelling of the hydrodynamics of the Baltic Sea (e.g. Omstedt et al.,
2005, Rudolph and Lehmann, 2006, Myrberg et al., 2010). However, it also has a coarse
resolution, i.e., of 1 degree (ca. 110 km) only. In paper III it was shown that in the central
part of GoF the daily mean values of air temperature were relatively well represented.
However, the standard conversion of the geostrophic wind into a wind speed at 10 m height
by Bumke and Hasse (1989) was shown to lead to underestimation of the wind speed in
the Gulf of Finland. Hence, using more advanced methods when converting geostrophic
winds to the surface winds might improve their quality and usability as forcing wind fields.
The challenge in evaluating the accuracy of the meteorological datasets in the open sea
areas is that there are very few permanent weather stations in the Baltic Sea representative
of the open sea condition, especially when all wind directions are considered. Sometimes
the possible inaccuracies in the meteorological forcing can only be evaluated indirectly
by verifying parameters that have been shown to have a strong dependence on only one
meteorological parameter, such as the significant wave height on the wind speed or by
using sensitivity analyses to study how a change in the meteorological forcing would affect
the modelled parameters (paper III). The changes in the bias and the root mean square
error of the significant wave height in open sea areas have been shown to be related to
similar changes in the accuracy of the forcing wind field (e.g. Tuomi, 2008). The sensitivity
of the model results to the changes in a certain forcing field can be studied by artificially
changing the values of the forcing field (e.g. by increasing the values by a certain percent)
and tracing the corresponding changes in the parameter or phenomenon in question. This
kind of sensitivity study may tell us how important a role the forcing field might play in
the modelling of the phenomenon.
In papers I, II and III it was discussed that the forcing wind speeds had a tendency to
be underestimated in the open sea areas. The meteorological forcing used in these papers
originated from different datasets: the forecast wind field from FMI’s operational archive
(paper I), the re-analysed wind field from FMI’s NWP system HIRLAM (paper II) and
the SMHI gridded dataset (paper III); the underestimation of the forcing wind speed in
open sea areas thus seems to be of a general nature. Interestingly, it was shown in paper
IV that increased resolution does not necessarily lead to increased accuracy in the forcing
wind field. It was shown that the modelled wave field inside the ArchS was simulated
with better accuracy when the HIRLAM wind field with a 4 nmi resolution was used
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than with the HARMONIE wind field having a resolution of ca. 2.5 km. It was shown
that the use of HARMONIE, which overestimated the wind speed inside the archipelago,
also led to an overestimation of the significant wave height. One reason behind this was
suggested to be the land-sea mask used in the NWP systems in this area. The HIRLAM
and HARMONIE NWP systems treat the different surface covers in the framework of a
tiling approach, where each grid cell may contain several surface types, and each type
is characterised by its own fractional coverage of the cell. At present the tools creating
the land-sea mask for the atmospheric models use the ECOCLIMAP database (Masson
et al., 2003) as a data source. In this database the shoreline information is based on 1
km resolution data. This resolution is too coarse to represent the archipelago areas in the
northern Baltic Sea, as previously discussed.
Constructing a meteorological forcing dataset for the Baltic Sea marine models with
sufficient resolution and accuracy is still an ongoing job. Recently Ho¨glund et al. (2009)
and Luhamaa et al. (2011) have presented re-analysed meteorological dataset for the
Baltic Sea. Ho¨glund et al. (2009) have shown that even though the wind speed in the
dataset has a reasonably good accuracy, improvements are needed for it to better suit
marine modelling. The accuracy of the dataset by Luhamaa et al. (2011) in representing
the wind field over the Baltic Sea is still under study.
4.2 Horizontal resolution, land-sea mask and bathymetry
The representativeness of bathymetry and land-sea mask can have a significant effect on
the accuracy of the model results. Andrejev et al. (2010) have shown that the effect of
increased horizontal resolution and accuracy in the bathymetry on the simulated hydro-
dynamics of the GoF is significant. In paper II it was shown that an increase in the
horizontal resolution increases the accuracy of the shoreline description in the Bothnian
Sea, and thus leads to better model results during fetch-limited growth. Both by An-
drejev et al. (2010) and in paper II the accuracy of the bathymetric data was increased
by using information from nautical charts. In both studies the bathymetries and the
shoreline descriptions were made manually. Such a method is laborious, and has to be
done separately for each new grid with an increased resolution.
In paper IV automated methods for compiling model grids for the coastal archipelagos
were presented. These methods enabled the use of threshold values for the land coverage
at a grid point. Furthermore, a method for estimating the optimal location of land areas
that overlap grid cell boundaries was presented (cf. section 2.5). With these methods
a reasonable accuracy was obtained in areas where the shoreline structure was not very
complicated. However, in complex archipelago areas the use of the additional grid ob-
structions was needed to achieve sufficient accuracy when using coarse-resolution grids
(Fig. 4.1).
Furthermore, the choice of applicable resolution depends on the modelling task in
question. For short-term simulations, the computational time demands are not so strict,
and a high resolution may be used. In forecasting and in long-term simulations, the
restrictions on the computational resources limit the resolution with which the simulations
can be done. If the interest is in the modelling of the open sea areas, a detailed definition
of the land-sea mask on the coastline is not as important, as was shown in paper II.
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Figure 4.1: Bathymeries with a 0.1 nmi (on the upper left) and a 0.5 nmi (centre panel
on the left) resolution. Modelled significant wave height and wave direction using the 0.1
nmi grid (on the upper right) and 0.5 nmi grid (centre panel on the right). Additional
grid obstructions, given as the fraction of sea in a grid cell, used to reduce the wave
energy transferred between the wave model grid points (on the lower left, obstructions
given for north- and southward propagation directions) and significant wave height and
wave direction using a 0.5 nmi resolution grid calculated using grid obstruction (on the
lower right).
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4.3 Initial conditions
When making short-term simulations with 3D hydrodynamic models, the accurate deter-
mination of the initial conditions for salinity and temperature is important, since they
define the initial stratifications. This is not always an easy task due to the sparse obser-
vation network. For example in the GoF it is rare to obtain hydrographic measurements
from the eastern extremity, and when compiling the initial fields extrapolation may lead to
too high salinity values in that area. This overestimation diminishes once the model finds
the balance between the fresh water from the voluminous runoff of the River Neva and
the saline water penetrating from the western part of the GoF. However, this adjustment
may need several months spin-up period (e.g. Andrejev et al., 2000, paper III).
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Figure 4.2: Salinity (on the left) and temperature (on the right) profiles measured in the
GoF on June 5th 2013 at location 59◦53.011′ N 24◦16.308′ E. Measurements made with a
Sea-Bird 911plus CTD instrument are shown with a solid line and measurements with a
CastAwayTM CTD instrument with a dashed line.
In short-term simulations the accuracy of the initial vertical structure of salinity also
has a significant impact on the modelling. The initial values of salinity are mostly based
on CTD1 measurements. CTD instruments (e.g. Sea-bird 911plus) are used to make
measurements of the vertical profiles of temperature and salinity. To avoid damaging the
instrument in a possible bottom contact, the CTD is lowered to a depth of ca. 5 m above
the sea-floor. In the GoF this means that, at some stations, the CTD measurements
do not reach down to the bottom saline water. A preliminary analysis made with an
additional measurement device (CastAwayTM), that can be lowered right down to the
1A CTD instrument measures the conductivity, temperature and pressure (depth) of the water.
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sea-floor, showed that at certain locations there is a significant increase in salinity in the
lowest 5 m above the seabed (Fig. 4.2). The availability of CTD data close to the seabed
in the GoF has a significant effect on the accuracy of the initial vertical stratification of
salinity in 3D hydrodynamic models. However, it is quite another question, whether the
accuracy and resolution of the bathymetry of a 3D model are high enough to utilise the
increased accuracy of the initial conditions, assuming that measured datasets would in
future also include information on the bottom saline water.
4.4 Seasonal ice cover
As discussed earlier in section 2.6.3, it is important to take into account the seasonal ice
conditions of the Baltic Sea when modelling the surface waves and 3D hydrodynamics.
When ice concentrations are used as a boundary condition for a wave model, waves are
not modelled in areas that have an ice cover. Furthermore, the fetch over which the waves
grow is more precisely defined. Due to the changes in the fetch, the effect of ice cover
on the wave field is not only felt in areas where there is ice cover but also in open sea
areas surrounded by ice. However, when the change in the fetch is small, the effect on
the significant wave height can only be seen close to the shoreline, as presented in paper
II, or correspondingly close to the ice edge
In paper I the wave hindcasts were made both with and without ice concentration data
to demonstrate the differences between the various ways of formulating wave statistics
in the seasonally ice-covered seas, as discussed in section 3.1. In the Bothnian Bay, the
distribution of Hs (Fig. 4.3) showed that the way ice conditions are handled when making
the hindcast had a significant effect. The ice-included hindcasts have a significantly larger
number of Hs values smaller than 0.25 m, since in the presence of ice the significant wave
height equals zero by definition. The hindcasts excluding the ice information show a
higher percentage of values between 0.25 m and 2.25 m than the ice-included hindcasts.
However, there is no difference in the occurrence of the highest values of significant wave
height (of over 4.5 m) between the ice-excluded and ice-included hindcast at this location.
4.5 Numerical solutions
The partial differential equations in the models are solved numerically by discretisation
of the equations. There are different ways to do the discretisation of the equations in
space and time (e.g. Press et al., 2007), and the selection of the methods in which these
discretisations are made has an influence on the model results. Also, some processes
happen at much smaller scales than the resolutions used in the models, and so have to be
parametrised.
4.5.1 Nonlinear four-wave interactions
Even though the wave models have been shown to be able to describe the general features
of the wave field in the Baltic Sea, they still have some deficiencies in describing the
specific conditions related to e.g. fetch geometry. Pettersson et al. (2010) have shown that
the directional properties of the wave field are not represented by WAM with sufficient
accuracy in the narrow GoF. Although they showed that an increase in the horizontal
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Figure 4.3: The distributions of significant wave height in the Bothnian Bay during winter
(Dec 2001 – Feb 2007) based on six years of wave hindcasts, presented in paper I. The
hindcast runs that utilised ice concentrations are shown in light grey and blue while the
runs in which ice data were not used are denoted with dark grey and red. The bars
represent the percentage of time (on the left y-axis). The number of hours a given Hs
occurred within its 0.25 m interval is shown above each bar. The percentages for the
cumulative curves are given on the right y-axis.
resolution improved the accuracy, there still remained a mismatch between the measured
and modelled wave directions.
Pettersson et al. (2010) pointed out that one reason behind the inaccuracy in predicting
the directional properties of the wave field in narrow gulfs could be the approximations
used to calculate the nonlinear four-wave interactions. The WAM model uses the Discrete
Interaction Approximation (DIA) method (Hasselmann et al., 1985) to calculate the non-
linear four-wave interactions. The DIA method is widely used, since it leads to sufficient
accuracy in several areas and has a reasonable computational cost.
In paper II it was discussed that both the horizontal resolution and the description
of the shoreline in the wave model grid affected the modelled growth of wave energy. It
was also suggested that both the wave model physics and the numerics play a role in
the inaccuracies in the modelling of fetch-limited wave growth. An additional study with
the 1976 dataset was made using an alternative formulation for the nonlinear four-wave
interaction source term Snl, namely XNL (eXact calculation of the NonLinear four-wave
interactions) by van Vledder (2006). The XNL formulation of the Snl source term is based
on the original formulation of the Boltzmann integral of Hasselmann (1962, 1963a,b), using
additional considerations by Webb (1978), Tracy and Resio (1982) and Resio and Perrie
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Figure 4.4: Measured spectra (black) from buoy B (on the left), from buoy C (in the
centre) and from buoy D (on the right). Modelled spectra using the discrete interaction
approximation (DIA) for the nonlinear four-wave interactions are shown in red and the
exact calculation (XNL) of the nonlinear four-wave interactions in blue. Locations of the
wave buoys are shown in Fig. 2.1.
(1991). It has been shown that the use of the exact solution for the nonlinear four-wave
interactions leads to better modelling of the spectral shape (e.g. Cavaleri et al., 2007).
However, the heavy computational cost of the calculation has restricted its use to scientific
studies.
In the case of modelling the fetch-limited wave growth from the irregular shoreline, the
use of the XNL improved the shape of the spectra compared to DIA (Fig. 4.4). However,
the peak period and the significant wave height with XNL were quite similar to those
modelled using DIA. The modelled growth of wave energy with a short fetch (less than 10
km) was not notably improved when XNL was used instead of DIA (not shown here). As
discussed by Ardhuin et al. (2007) and Bottema and van Vledder (2008), an improvement
in one of the source terms does not necessarily lead to an overall improvement in the
wave model performance. The accuracy of the model is a complex combination of the
balance between the source terms as well as the earlier-discussed model implementation
and boundary forcing. A retuning of the balance between the source terms may therefore
be needed before further improvement in the model performance is achieved. Even though,
there was no significant improvement in the accuracy of the integrated parameters using
XNL, the improved description of the spectral shape encourages its use in wave modelling
in the Baltic Sea, whenever this is applicable.
4.5.2 Parametrisation of vertical turbulence
Turbulence in the oceans occurs at several different scales. It is not possible to solve
all these scales in a model; typically, the large scales are solved and the smaller scales
(i.e., smaller than the grid resolution) are parametrised. A good example of this is the
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parametrisation of vertical turbulence in the hydrodynamic models. Different types of tur-
bulence parametrisations are available. The simplest approaches calculate the turbulent
kinetic energy and the turbulent length scale through algebraic relations. An approach at
one level higher is to calculate the turbulent kinetic energy from the transport equation
and solve the length scale through an algebraic relation. The so-called two-equation mod-
els solve both turbulent kinetic energy and the turbulent length scale from differential
transport equations. Several different solutions have also been presented for the so-called
stability functions.
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Figure 4.5: Measured temperature in the GoF (at 59◦40.2′ N, 24◦13.2′ E) on July 4th
1996 (black) compared against modelled temperature using COHERENS with different
parametrisations of vertical turbulence. Shown are: the k-model with stability parameters
by Luyten et al. (1999) with (red) and without (magenta) a limiting condition, and that of
Munk and Anderson (1948) with (blue, dashed) and without (light blue, dashed) limiting
conditions. Also show are the algebraic schemes by Pacanowski and Philander (1981)
(green) and by Munk and Anderson (1948) (yellow).
In paper III the accuracy of different parametrisations of vertical turbulence in mod-
elling the temperature and salinity in the Gulf of Finland was studied. The parametri-
sations included two algebraic relations and a k-model with different sets of stability
functions (a more detailed description of the parametrisations used is given in paper III).
When studying the accuracy of these parametrisations in modelling the vertical structure
of temperature and salinity in the Gulf of Finland, the model implementation, bound-
ary conditions and initial conditions were kept the same, so that the differences in the
results could be linked to the differences in the parametrisation. The parametrisations
used resulted in different solutions of the vertical and horizontal structure of temperature.
Generally, the modelled profiles of temperature had a less steep gradient in the thermo-
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cline, and its depth was underestimated compared to the measurements (Fig. 4.5). No
single parametrisation was found that performed best both in modelling the vertical and
horizontal structure of temperature and salinity in the Gulf of Finland. The best accuracy
in salinity was achieved with the algebraic parametrisation by Pacanowski and Philander
(1981) while for temperature the vertical structure was best represented by the k-model
using stability functions by Munk and Anderson (1948) with no limitation on the mixing
length. However, as was discussed in paper III and e.g. by Meier (2001), the numerical
stability of these two parametrisations may not be sufficient for long-term simulations.
In an intercomparison study of six different hydrodynamic models in the Baltic Sea
it was shown, that the underestimation of the mixed layer depth was typical for all
the models used in this study (Myrberg et al., 2010). New parametrisations of vertical
turbulence have been presented in the past few years, and evaluation of the performance
of these parametrisations in the modelling of the hydrodynamics of the Baltic Sea needs
to be done. Especially considering the complex stratification conditions of the Baltic Sea,
use of a parametrisation whose development has been specifically based on measurements
made in the Baltic Sea (e.g. Lilover and Stips, 2011) should be considered.
As discussed in paper III, there are several possible reasons behind the underestimation
of the thermocline depth. The sensitivity study made in paper III, in which the forcing
wind speeds were increased to better match the observed values, was shown to slightly
improve the accuracy of the modelled thermocline depth. However, it could not alone
explain the underestimation of the modelled mixed layer depth. It was also discussed that
the lack of an explicit description of the surface-wave-induced processes in the vertical
mixing parametrisations might have an impact on the results.
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5 Including surface wave processes in the modelling of
marine systems
Current operational models simulating marine physics are able to mimic the properties
of the Baltic Sea wave field, temperature, and surface currents with sufficient accuracy
in the open sea areas. However, there are limitations in the process descriptions, e.g., at
the atmosphere-ocean boundary, which can only be thoroughly resolved by using coupled
models. The first fully-coupled atmosphere-wave-ocean models aimed for operational
predictions, such as ECAWOM (e.g. Weisse and Alvarez, 1997) or COAMPS (e.g. Hodur,
1997), were developed in the 1990’s. Even the first simple process descriptions of the
coupled atmosphere-wave models led to increased accuracy in the modelled parameters
(e.g. Ja¨rvenoja and Tuomi, 2002). Progress in the development of coupled atmosphere-
wave-ocean models has led to more detailed process descriptions and an increase in the
accuracy of the modelled parameters.
The complexity of the marine ecosystem makes its modelling a challenging task. It
requires a thorough understanding and appropriate process descriptions in the modelling
of both marine hydrodynamics and biogeochemistry. For instance, the intensity of primary
production is largely determined by the nutrients available in the euphotic zone1. Density
stratification restricts the transfer of nutrients between the bottom and the surface layer.
In order to simulate the transfer of nutrients with sufficient accuracy, the vertical mixing
processes and the vertical structure of temperature and salinity need to be simulated well
by the hydrodynamic model. As discussed earlier, including the effect of surface waves
might improve the description of the mixed layer dynamics in the models.
5.1 Modelling vertical mixing in the ocean surface layer
The importance of the surface waves as a part of the upper ocean mixing processes has
been acknowledged for quite a long time (e.g. Phillips, 1977). However, the explicit
description of the surface waves and their effect on mixing are still missing from most
of the 3D hydrodynamic models. The specific stratification conditions of the Baltic Sea
make the modelling of the vertical mixing a complicated task. It has been shown e.g.
by Myrberg et al. (2010) and in paper III that the present hydrodynamic model and
parametrisations of vertical turbulence are unable to describe the vertical mixing in full
detail in the Gulf of Finland.
Belcher et al. (2012), for example, have shown that Langmuir circulation has a large
effect on the ocean surface-layer mixing. They also showed, based on wave and surface
stress measurements, that in the Baltic Sea, too, Langmuir circulation might play a
significant role in the mixing of the surface layer. To evaluate the importance of Langmuir
circulation in the turbulence production in the GoF, the wave spectra from the wave
hindcast runs used to calculate the wave statistics in paper I were used to calculate the
surface Stokes drift. As in Belcher et al. (2012), the component of the Stokes drift, us,
aligned with the wind direction φw was calculated according to equation
us =
16pi3
g
∫ 2pi
0
∫ ∞
0
f 3F (f, θ)cos(θ − φw)dfdθ (5.1)
1The sea surface layer that receives sufficient sunlight for photosynthesis to occur.
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where F (f, θ) is the energy spectrum of surface waves (cf. section 2.1), f is the frequency
and θ the propagation direction of the waves, and g is the acceleration due to gravity.
The Stokes drift together with the friction velocity u∗ calculated by WAM, based on
the surface wind at a height of 10 m supplied by the FMI’s NWP system HIRLAM, were
used to calculate the turbulent Langmuir number
Latb =
√
u∗
us
(5.2)
which describes the relative influence of wind shear and the Stokes drift on the production
of turbulence. The values were calculated with a 1 hour resolution for all cases in which
the modelled wind speed at the height of 10 m exceeded 3 ms-1. This wind speed limit
was chosen based on Leibovich (1983) according to whom, Langmuir circulation typically
forms when the wind speed exceeds a value of 3 ms-1.
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Figure 5.1: Hindcast mean values of the turbulent Langmuir number (Latb) in the Gulf
of Finland in summer (2002–2007) when the forcing wind speed exceeded 3 ms-1. The
locations for which the distributions of Latb are shown in Fig. 5.2 are marked with an x.
The hindcast mean values of Latb were smaller than 0.5 (Fig. 5.1) in the GoF in sum-
mer. Latb had its lowest values in the central part of the GoF with the values increasing
towards the shores. The distributions of Latb from the eastern, middle and western GoF
(Fig. 5.2) showed that Latb peaked at around 0.4. In the western part of the gulf the
peak value of Latb is lower than in the eastern part, where the peak value of Latb is over
0.4. Compared to the results presented in Belcher et al. (2012), the distributions of Latb
in the GoF have higher peak values, with the results representing those of coastal seas
with under-developed waves.
Even though, the values of Latb presented here are higher than those presented e.g.
by Belcher et al. (2012), the Langmuir circulation may still play a significant role in the
mixing of the surface layer. Li et al. (2005) suggest, based on Large Eddy Simulations
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Figure 5.2: Distribution of hindcast values of Latb given as a percentage of the time in
summer in the western GoF (on the left), in the central GoF (centre) and in the eastern
GoF (on the right) when forcing wind speed exceeded 3 ms-1. The locations are shown in
Fig. 5.1.
(LES), three regimes for turbulence: convective, shear and Langmuir. They found that the
Langmuir circulation plays an important role in vertical mixing when Latb < 0.7. However,
the effect of Langmuir circulation on the production of turbulence is highest when Latb <
0.4. At larger values, the role of Langmuir circulation diminishes rapidly. Grant and
Belcher (2009) also obtained similar results based on LES. They suggest that Langmuir
turbulence dominates when Latb < 0.5 and that the transition between Langmuir and
shear turbulence happens when 0.5 < Latb < 2.
When the hindcast wind speed was over 3 m/s, the values of Latb in the GoF were
mostly smaller than 0.6 (Fig. 5.2). Based on the threshold values presented by Li et al.
(2005) and Grant and Belcher (2009), this suggests that Langmuir circulation might have
an important role in the turbulence production in the GoF and that its inclusion into the
modelling of vertical mixing should be considered in order to improve the simulations of
the vertical structure of temperature and thus the thermocline depth.
5.2 Surface drift modelling
Making a drift forecast requires modelling of the marine physics as an entire system. The
surface drift is a complex combination of the effects of the wind, currents and surface
waves; in the seasonally ice-covered seas the ice also plays a part. The shape and compo-
sition (centre of mass) as well as the over- and underwater structure of the drifting object
affects the drift. When the over-water structure of the object is large, it is more likely to
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be driven by the wind. Conversely, if the object has a large underwater structure, currents
and wave-induced Stokes drift have more of an influence on the drifting of the object.
Ro¨hrs et al. (2012), for example, have shown that if the drifting object is surface-
following (resembling e.g. the behaviour of oil), the Stokes drift can have a high impact
on the drift trajectory of the object. They also discussed the predictability of drift trajec-
tories: this improves if wave information is added to the calculations. Rixen et al. (2008)
have also shown that taking into account the combined effect of wind, currents and waves
leads to more accurate predictions of the surface drift.
In areas such as the GoF, where the geometry steers the wave direction, taking into
account the combined effects of wind, waves and currents on the drift is essential. There
could be a difference of up to 50 degrees between the wind and wave directions (Pettersson,
2004), thus the direction of the surface drift induced by waves and wind may also differ.
Comparison of drift calculations against surface drift measurements made on board R/V
Aranda in GoF has shown that in some cases the taking into account of wave conditions
improves the modelled drift of objects (e.g. Ga¨stgifvars et al., 2004).
5.3 Modelling wave–ice interaction
In the seasonally ice-covered seas, the inclusion of ice conditions in the modelling of the
surface waves and 3D hydrodynamics is important. In the present operational Baltic Sea
3D hydrodynamic models, such as HBM (Berg and Poulsen, 2012) (in operational use at
FMI), an ice model with the thermodynamic and dynamic properties of ice is typically
included. However, in wave models the ice conditions are often still given only as a
boundary condition. In paper I, for example, the ice conditions were updated once a day
based on the gridded ice data provided by the local Ice Service. This approach is similar
to that used in the operational wave forecast model at FMI. In operational forecasts the
ice concentrations are typically kept the same for the length of the forecast. When there
are rapid changes in the ice field, in the case of a high wind situation for example, a
more frequent update of the ice field could be beneficial for the accuracy of the forecast.
Coupling an ice model with a wave model could be one option to improve the accuracy of
the wave forecasts. By including in the ice models the effects that surface waves have on
the ice field, e.g. by causing fragmentation, the accuracy of the modelling of ice conditions
in the marginal ice zone may also be improved.
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6 Summary and conclusions
In this thesis the northern Baltic Sea wave climate is presented based on six years of wave
hindcasts. The hindcasts were produced taking into account the seasonal ice conditions
and other specific features of the northern Baltic Sea. Five different ways of formulat-
ing wave statistics in seasonally ice-covered seas were discussed and the differences in
the resulting wave climate and the different applications for the types of statistics were
presented. The effect of the irregular shoreline in the coastal areas of Finland on the
modelling of fetch-limited wave growth and the attenuation of waves when propagating
into the archipelago were studied. The effects of the other specific characteristics of the
Baltic Sea, such as its small size, shape, rugged sea floor, and its particular stratification
conditions on the modelling of the surface waves and vertical mixing were also studied.
The effects of the different numerical solutions used in the models on the accuracy of the
model results were discussed, and the role of the surface waves in the mixing processes of
the ocean surface layer was studied by evaluating the role of Langmuir circulation in the
turbulence production in the Gulf of Finland based on wave hindcasts. The conclusions
can be summarised in the following points:
1. There are several different ways of formulating wave statistics in the seasonally
ice-covered seas. These formulations differ in the way in which the ice season is
handled when making the wave hindcasts and when formulating the statistics. If
the ice conditions have been taken into account in the wave hindcasts, the statistics
can be formulated by including the time for which there is ice cover and defining
that, in the presence of ice, the significant wave height is zero (ice-time-included
statistics, type I) or by using only the time of the year, when the sea is ice-free (ice-
free time statistics, type F). The statistics can be presented as exceedance times
instead of percentages (type ET) when applicable. If the ice conditions are not
included in the wave model calculations, the wave statistics may be presented as
hypothetical no-ice statistics (type N). The way the statistics are calculated affects
the mean values and the exceedance probabilities of the significant wave height. For
example, in the Bothnian Bay, the largest differences in the mean value of significant
wave height between type F and I statistics was of the order of 0.3 m, when the
highest mean value in this area was smaller than 1 m. Each statistics type has a
practical application for which the given type is more appropriate in describing the
conditions than the others.
2. Due to the relatively small size of the Baltic Sea, the wave climate is less severe
than e.g. that of the North Atlantic. The Baltic Proper, having the longest fetch
of the sub-basins, has experienced the highest measured significant wave height, 8.2
m. The highest hindcast significant wave height in the Baltic Proper, 9.7 m based
on six years of wave hindcasts, is located south of the location of the measured
maximum. Of the other sub-basins, the Bothnian Sea has the highest maximum
values. There the hindcast maximum value of significant wave height is over 7 m.
The Gulf of Finland and the Bothnian Bay have a less severe wave climate. Due
to the seasonal variation in the wind speed and direction, the highest values of
significant wave height are reached during autumn and winter. Spring and summer
have a considerably less severe wave climate. However, the seasonal ice cover affects
the wave climate, and in the Gulf of Bothnia, the Gulf of Finland and the Gulf of
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Riga the wave climate is less severe during the winter than it would be if the sea
area remained open throughout the year.
3. The wave conditions in the coastal areas of Finland are considerably less severe than
in the open sea. The irregular structure of the shoreline together with presence of
the archipelago shelter the coast from the high waves of the open sea areas. In the
Archipelago Sea the wave energy was shown to be considerably reduced when the
wave field propagated from the open sea into the archipelago. Inside the archipelago
the wave field was mainly dominated by the local wind waves. However, if there are
shoals present at the edge of the coastal archipelago, the wave refraction caused by
them may concentrate the wave energy: in the vicinity of a shoal the significant wave
height may be considerably higher than in the surrounding areas. This phenomenon
is important to take into account when planning offshore structures and fairways in
the northern Baltic Sea.
4. Due to the small size of the Baltic Sea, high-resolution meteorological forcing is
evidently needed to model the surface waves and 3D hydrodynamics with reason-
able accuracy. It was shown, however, that an increase in the resolution does not
necessarily lead to an increase in the accuracy of the modelled surface wind field in
coastal archipelago areas. Special emphasis should be placed on further development
of the numerical weather prediction systems so as to better describe the properties
of the wind field in the coastal archipelagos. Since the further improvement of ma-
rine models requires re-analyses of past time periods, there is an immediate need
for high-resolution re-analysed meteorological datasets with a high accuracy. Addi-
tionally for future projections of e.g. the ecological state of the Baltic Sea, climate
scenarios with resolutions high enough to resolve the small basins of the Baltic Sea
are also needed.
5. In the northern Baltic Sea, implementation of a marine model demands great accu-
racy in order to get reliable model results. The appropriate choice of bathymetry,
resolution and land-sea mask is imperative in areas having rugged sea floor and
irregular shoreline in order to adequately simulating both open sea and coastal
conditions. Since it is not always feasible to use high resolution, especially when
operational forecasting is considered, methods of generating representative grids for
coarse resolution applications are needed. The manual and automated methods pre-
sented in this thesis have been shown to improve the representation of the land-sea
mask used in the model grid and thus improve the model results in coastal areas.
These methods are also applicable for different types of shorelines and archipela-
gos. The use of grid obstructions in the wave model opens up the possibility of
reducing the amount of energy propagated between the grid points according to the
coverage of the unresolved islands. The use of this method was shown to further
improve the wave model results in archipelago areas and to allow modelling of waves
with sufficient accuracy when a compromise in the grid resolution has to be made.
However, additional methods are needed to take into account wave refraction and
depth-induced wave breaking on sub-grid scales.
6. There are several possibilities open for the numerical and physical solutions used in
models. With our current knowledge of the marine system and its processes, and
with current computational resources, we are not able to model the marine physics
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in full detail. The compromises we have to make in the resolution, numerics and
physics in order to be able to run the models within the time restrictions of e.g.
operational forecasting affect the skill of the models in many ways. It is not always
easy to distinguish a specific reason for the inaccuracies of the model. Studies with
different resolutions and meteorological forcing datasets, or the testing of different
numerical solutions lead to a better understanding of what needs to be improved
in the models. As an example, when modelling the fetch-limited wave growth from
the irregular shoreline of the Bothnian Sea it was shown that none of the various
combinations of horizontal resolution, land-sea mask and wind forcing used resulted
in the observed fetch-limited growth of waves. However, it was clear that an increase
in resolution did improve the behaviour of the model at short fetch. Additionally,
a test of an exact numerical solution to the non-linear four-wave interaction source
term was shown to improve the shape of the modelled spectra compared to the
calculations made with the discrete interaction approximation of this source term.
Even so, the overestimation of the significant wave height and peak wave period at
short fetch was not notably reduced when the exact solution was used.
7. When the different parametrisations of vertical turbulence in modelling the vertical
structure of temperature in the Gulf of Finland were studied, it was shown that
none of the parametrisations used resulted in a sufficiently accurate solution. The
thermocline depth was underestimated by all the parametrisations, and generally
the modelled temperature gradient in the thermocline was less steep than in the
measured profiles. The ability of a 3D hydrodynamic model to simulate the vertical
structure of temperature depends on several factors and further studies are needed
in order to produce more accurate simulations for the Gulf of Finland. One factor,
the explicit representation of which is completely missing from most of the hydro-
dynamic models, is that of surface-wave-induced mixing. The turbulent Langmuir
numbers found for the Gulf of Finland based on wave hindcasts indicate that the
Langmuir circulation may play an important role in production of turbulence in this
area. Thus, taking these effects into account when modelling the vertical mixing in
the surface layer might improve the model behaviour.
8. The complexity of the marine system of the Baltic Sea requires its modelling as an
entire system. Taking into account the surface-wave-induced processes in the ocean
surface layer might lead to a better estimate of the vertical structure of temperature
and thus improve the performance of e.g. the biogeochemical models in the Baltic
Sea. Also, when modelling the surface drift trajectories of drifting objects, the taking
into account of the combined effects of wind, waves and currents has been shown
to improve the forecasts. The development of a coupled wave-ice-3D-hydrodynamic
model, that can also function as a platform for biogeochemical models and drift
prediction systems in the Baltic Sea, is therefore recommended.
54
List of abbreviations
ArchS Archipelago Sea
BP Baltic Proper
BSAP Baltic Sea Action Plan
BSH Bundesamt fu¨r Seeschifffahrt und Hydrographie (Germany)
COAMPS Coupled Ocean/Atmosphere Mesoscale Prediction System
COHERENS COupled Hydrodynamical Ecological model for REgioNal Shelf seas
CTD Instrument measuring water Conductivity Temperature and pressure (Depth)
DIA Discrete Interaction Approximation of the non-linear four-wave interactions
ECAWOM European Coupled Atmosphere Wave Ocean Model
ECMWF European Centre for Medium-Range Weather Forecasts
ERA-40 ECMWF 40 year re-analyses
ETOPO Global relief model of Earth’s surface
FIMR Finnish Institute of Marine Research
FMI Finnish Meteorological Institute
GEBCO General Bathymetric Chart of the Oceans
GoB Gulf of Bothnia
GoF Gulf of Finland
GoR Gulf of Riga
HARMONIE A non-hydrostatic convection-permitting atmospheric model
HELCOM Helsinki Commission
HIRLAM High-resolution limited area model
HIROMB High-resolution operational model for the Baltic
HZG Helmholtz-Zentrum Geesthacht (Germany)
IOW Leibniz Institute for Baltic Sea Research Warnemu¨nde (Germany)
LES Large Eddy Simulations
MSFD Marine Strategy Framework Directive
MSI Marine Systems Institute, Estonia
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NBP Northern Baltic Proper
NCAR National Center for Atmospheric Prediction
NCEP National Centers for Environmental Predictions
NERI National Environmental Research Institute, Denmark
NWP Numerical Weather Prediction
SMHI Swedish Meteorological and Hydrological Institute, Sweden
RCA Rossby Centre regional atmospheric climate model
SOLAS The international convention for the Safety of Life at Sea
SST Sea surface temperature
SYKE Finnish Environmental Institute
UNESCO United Nations Educational, Scientific and Cultural Organization
WAM WAve Model
WFD Water Framework Directive
XNL Exact solution of the non-linear four-wave interactions
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