ABSTRACT Survival analysis is a branch of statistics to analyze the time duration that is expected until some events of interest happen, like the death in the organisms of biology. Currently, survival analysis based on pathological images has turned out to be a truly energetic area in the research of healthcare for making primary decisions on therapy and improving patients' quality of treatment. In this regard, the interest to design convolutional neural networks for survival analysis with pathological images is increasing greatly at present. Furthermore, to consider the important spatial hierarchies between features and improve the robustness to affine transformation, capsule network (referred to as CapsNet) has been put forward in recent years. A novel capsule network named CapSurv is introduced in this paper, with a new loss function named survival loss to make survival analysis with whole slide pathological images. In addition, to train CapSurv preferably, semantic-level features extracted by VGG16, are used to distinguish discriminative patches from whole slide pathological images. Our method is applied to the predictions of the survival of glioblastoma and lung squamous cell carcinoma with a public cancer dataset. The results illustrate the proposed CapSurv model has the ability to improve the performance of the prediction by comparing with state-of-the-art survival models.
I. INTRODUCTION
Survival analysis within the study of healthcare expects to model the time when the follow-up starts until some events happen such as biological death [1] . The prognostic survival models are able to analyze the connection among prognostic elements within some diseases. Besides, it also predicts the ways that brand-new patients are going to behave under the background of knowing the healthcare information of these patients. The implementation of the survival prediction may permit clinicians to make decisions at the primary stage on treatment that are rather vital for the healthcare of the patients [2] - [6] . Recently, as technology in medical imaging advances, image-based survival analysis is truly an energetic field in the study of healthcare [7] , whose image information contains MRIs, CT images, pathological images and so on. These studies' objective in the long term is to
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have the competence of improving the quality of the treatment on patients on the basis of their information of medical images.
Therefore, many computational methods have been proposed to achieve pathological image-based survival analysis in the last years through the assumption that pathological images are able to offer the important information relative to the characteristics of tumor. Wang et al. [8] put forward an intact framework for the diagnosis as well as survival analysis of non-small cell lung cancer by using representative features of pathological images. Zhu et al. [9] devise a method in order to integrate gene expression date with the features of pathological images to make survival prediction of lung cancer. Through gathering 2186 whole slide pathological images of lung cancer [10] , Yu et al. [11] also extract 9879 typical features at the aim of distinguishing the short term and long term survivor. Sun et al. [12] put forward a method based on multiple kernel learning that effectively coalesce heterogeneous data including pathological images as well as genomic information for the purpose of predicting the clinical outcome of breast cancer. These studies illustrate that pathological images are able to be adopted as important data for survival analysis.
So far, deep learning has been actually a successful method in the computer vision and machine learning field. Excellent performance has been achieved within a lot of applications such as the classification and recognition of images [13] , [14] . It presents the ability of training complicated models from actual database and extracting high level features [15] , [16] . Zhu et al. [17] put forward a convolutional neural network named DeepConvSurv to perform survival analysis with pathological images. The pathological images with alterable size are considered to be the input to train the network for survival analysis. In order to reduce the dependence on pathologists and extract more patches that can appropriately reflect the tumor morphology of the patients, Zhu et al. [18] further propose a survival analysis framework named WSISA for whole slide pathological images (WSIs) to automatically extract discriminative patches from WSIs and then efficiently utilize all discriminative patterns within WSIs to predict the survival states of the patients. However, the pixel features used in WSISA method are short of biological interpretability and representation of high-level semantic information [19] . In addition, though CNNs have shown supreme competence in image processing, there are still some problems [20] . For example, they are weak to affine transformation and do not consider too much about the spatial relations in the images.
To overcome the above drawbacks of CNNs, Sabour and Hinton put forward capsule network (referred to as CapsNet) in recent years [21] with all the capsules in the network consisting of a series of neurons. The capsule's activity vector consists of some pose parameters (such as skewness, scaling, orientation and position). The activity vector's length offers the particular object's existence possibility represented by the capsule [22] . The most significant characteristic of CapsNet is routing by agreement. It means that capsules in lower degree make predictions of capsules in higher degree, and capsules in higher degree will be activated just when such predictions permit. Through replacing CNNs' scalar-output neurons with vector-output capsules as well as max-pooling with dynamic routing, CapsNet achieves the highest accuracy on the MNIST dataset. Nevertheless, CapsNet does not suit for survival analysis with pathological images. Firstly, CapsNet is devoted for classification problems, the prediction result of the category of a patient independent from other patients, by means of margin loss. But survival analysis pertains to the issue of regression, meanwhile the rank of the prediction values of the patients is also important in survival analysis [23] . For these two tasks, there are several differences between the requirements of loss function and network structure. Secondly, it is difficult for CapsNet in computability on account of the high resolution of pathological images. The best solution to this problem is patch-wise learning, while the heterogeneity of regions in WSIs increases the difficulty in the extraction of discriminative patches, which is needed to be improved [24] .
In order to overcome the above difficulties, in this paper, we propose a new variant of capsule network named CapSurv to make survival analysis with whole slide pathological images. By integrating three different loss functions, we design a new loss function named survival loss specially targeting to conduct survival analysis for CapSurv. Besides, so as to preferably train CapSurv, we collect discriminative patches closely relevant to cancer tissues from WSIs by extracting features of patches utilizing VGG16 network [25] . These two points make CapSurv be able to accurately predict survival time. For the purpose of evaluating the presented method, extensive experiments are conducted on two representative cancers with data from a public cancer dataset. Moreover, the presented method is also compared with other representative survival models. The superior performance achieved by CapSurv illustrates its effectiveness in survival analysis as well.
The paper's remaining part is constructed in the manner below. Section II outlines the entire framework to make survival analysis. Several implementation details in experiment are given out in Section III like the comparison methods and the evaluation metric. The evaluation results and comparisons with representative survival models are discussed in Section IV. In the end, we summarize the paper in Section V.
II. MATERIALS AND METHODS
In this section, we introduce the presented method in this paper. First, the datasets used in the study are described. Then, the data preprocessing method are introduced to achieve the patch extraction, whose flow path has particular introduction. Lastly, we show how CapSurv plays a role in survival analysis in details. The workflow which we make survival analysis is represented in Figure 1 .
A. DATASET DESCRIPTION
Following Zhu et al. [18] , experiments in this paper are conducted for survival analysis of two kinds of cancer, glioblastoma multiforme (GBM) and lung squamous cell carcinoma (LUSC). We screen out data from The Cancer Genome Atlas (TCGA), a public cancer survival dataset. We get it done by adopting a core sample set from UT MD Anderson Cancer Center [26] due to its superiority in both whole slide pathological images and comprehensive information of overall survival time. We divide patients into two classes, namely short term and long term survivors. The patients with no longer than 1-year survival are categorized as short term survivors labeled as 0, then the others as long term survivors labeled as 1 [27] .
1) TCGA-GBM
Glioblastoma multiforme is one of the most common brain cancers. 209 patients are chosen from the dataset mentioned above, including 122 short term survivors and 87 long term survivors.
2) TCGA-LUSC
Lung squamous cell carcinoma (LUSC) is one kind of usual lung cancers. In this regard, we collect 98 patients consisting of 34 short term survivors as well as 64 long term survivors.
B. IMAGE PREPROCESSING
The pipeline of data pre-processing consists of three stages: 1) sampling from WSIs; 2) feature extraction and clustering; 3) selecting clusters. The flowchart is shown in Figure S1 .
1) SAMPLING FROM WSIS
This period aims at generating candidate patches from WSIs. Different from the extraction of the patches just from annotated ROIs, it is claimed that the heterogeneous patterns and their proportions within WSIs count as well. We assume that such candidate patches which are sampled in a random way from patients' WSIs are able to obtain the major patterns and their proportions. Besides, candidate patches from the patient's different WSIs reflect the survival risk together. So we randomly extract patches of size 256×256 from 20× (0.5 microns per pixel) [18] objective magnifications within each WSI. To reduce computation time and to focus our analysis on regions of the slide most likely to contain cancer tissue, our automated pipeline first identify tissue within the WSI and exclude background white space. Then, we skip regions with relatively sparse cellularity such as alveolar spaces and fat [24] . To better separate the histological stains, we transfer the original image from the RGB color space to the HSV color space [28] . Table 1 shows the numbers of patients, WSIs and patches in two datasets. 
2) FEATURE EXTRACTION AND CLUSTERING
The candidate patches which are from the first period are heterogeneous. They are possible to be extracted from tumor sections, normal tissue sections or the both. An efficient approach of distinguishing the three types is through clustering on the basis of their semantic features. To extract discriminative semantic feature, we use VGG16 model [25] which is pre-trained on the ImageNet dataset. We extract the feature learned by last fully connected layer of VGG16 network which contains 4096 neurons, thus there are 4096 dimensions of features which are rather high to cluster. So, following [18] , PCA is employed for reducing the dimension of features to 50 prior to the clustering procedure.
To distinguish different candidate patches, we use K-means clustering. Given a set of patches (p 1 , p 2 , . . . , p n ), where feature of each patch is a real vector with 50 dimensions, kmeans clustering aims at classifying the n patches into k sets s = {s 1 , s 2 , . . . , s k } for the purpose of minimizing the summary of the squares within the cluster. Formally, the goal is to find:
where µ i is the mean value of points within s i . k is equal to 10 in this study [18] . The process is going to cluster various kinds of patches into some distinguished groups.
3) SELECTING CLUSTERS
As mentioned before, distinguished pattern patches are selected in different candidate clusters. Such patches may possess different prediction power on survival analysis. At the aim of distinguishing the prediction power and choosing the key cluster, DeepConvSurv [17] is trained on each cluster. DeepConvSurv is a deep convolutional neural network consisting of three convolutional layers, two max-pooling layers and a fully connected layer. The configurations and parameters of DeepConvSurv are shown in Table 2 . The cluster which has the best prediction accuracy is selected as the key pathological patches of each patient.
C. CAPSURV 1) NETWORK ARCHITECTURE
The CapSurv network architecture is shown in Figure 2 and the parameters are shown in Table S1 . It is made up of a convolutional layer and two layers of capsules. In addition, there are three fully connected layers that attempts at reconstructing the input by adopting the instantiation parameters FIGURE 2. The structure of CapSurv. The first two layers perform convolutional operations to construct the primary capsule structure. Each capsule in the PrimaryCaps layer includes 8D features, and each high-level capsule in the SurvivalCaps layer includes 16D features that contain more diverse features. Meanwhile, decoder structure aims to reconstruct an image from the SurvivalCaps layer representation. The survival loss of CapSurv is made up of three parts: margin loss calculated from SurvivalCaps, cox loss from output layer and reconstruction loss from decoder structure. from the survival capsules layer. The summary of the layers of CapSurv is as follows:
Inputs of the model are pathological patches that have been down sampled from 256×256 to 128×128, for the purpose of reducing the number of parameters and decreasing the training time [29] .
The first layer is a convolutional layer (referred to as Conv1) with filter size 256 × 9 × 9 and stride of 1. It generates 256 feature maps of size 120×120. ReLU is also used as activation function. With this layer, pixel intensities are converted to the local feature detectors' activities which are used as the input of primary capsules.
The second layer is a primary capsules layer, referred to as PrimaryCaps. The primary capsules are the lowest degree of multi-dimensional entities. The activation of primary capsules corresponds to the inversion of the rendering procedure from the perspective of an inverse graphics. It is a rather different kind of computation compared with piecing instantiated sections together for making similar wholes, which is the advantage of capsules. This layer is a convolutional capsules layer that contains 32 channels of 8D capsules which means that each capsule is a vector made up of 8 convolutional neurons with a 9 × 9 filter as well as a stride of 2. Totally, primary capsules layer possesses [32 × 56 × 56] capsule outputs and all capsules within the [56 × 56] grid share weights with each other.
Final capsule layer is named survival capsules layer, referred to as SurvivalCaps, which consists of 2 capsules, including long term survival capsule and short term survival capsule. The dimension of these capsules is 16. All of the capsules receive input from every capsule in the lower layer. We have routing just between two consecutive capsule layers such as PrimaryCaps and SurvivalCaps.
Outputs of the model are patch-level survival predictions, which are continuous values. The output value is calculated by the expectation of the l 2 -norm of each survival capsule. Then, the mean of all patch-level survival predictions of a patient is calculated to achieve a final patient-level survival prediction.
The decoder is made up of 3 fully connected layers with 512, 4096 as well as 16384 neurons separately. It is observed that the quantity of neurons within the last layer is consistent with the quantity of pixels of the input image, since it aims at minimizing the squared differences between reconstituted results and input images.
2) LOSS FUNCTION
Since we are conducting survival analysis, the loss functions of the original CapsNet including both margin loss and reconstruction loss are not enough. Inspired by [17] , the cox loss can help achieve good performance in survival analysis. Therefore, we propose a new loss function for CapSurv named survival loss, which is weighted averaged by three loss VOLUME 7, 2019 functions: cox loss, separate margin loss and reconstruction loss, which are as follows.
Similar to the DeepConvSurv network [17] , the cox loss is set as the negative log partial likelihood:
where o i is the i th patient's output, R(t i ) is the risk set at time t i . In other words, it is the set of patients that are under research until time t i . j comes from the set that survival time is longer than t i (t j ≥ t i ). In other words, individuals that live longer than i th patient are going to be selected to this set. The instantiation vector's length within SurvivalCaps stands for the possibility that patients belong to long or short term survivors. The long term survival capsule is supposed to possess a long instantiation vector if and only if there is a long survival time for the patient. This classification task, a procedure in survival analysis, has an effect on the result of survival prediction. Therefore, the respective margin loss L k is adopted for every survival capsule k:
where T k is 1 at any time when class k is truly present, or is 0 otherwise. m + = 0.9 as well as m − = 0.1. The initial learning is stopped by the loss's λ down-weighting for absent classes from shrinking the activity vectors' lengths of every survival capsule. The default value of λ is 0.5. The overall loss is just the sum of loss of each survival capsule.
In the decoder part, the reconstruction loss is defined as the total number of squared differences between decoder output and input image.
3) ROUTING BY AGREEMENT
The CNN's disadvantages are relative to the pooling layers. Consequently, in CapSurv, such layers are substituted with ''routing by agreement'' which is a more proper criterion. On the basis of the criterion, outputs are propagated to each parent capsule in next layer. Nevertheless, their coupling coefficients have some differences. Each capsule attempts to make a prediction about the parent capsules' output, and the coupling coefficient between the two capsules will increase if the prediction accords with the parent capsule's real output. Considering µ i to be the output of i th capsule, the prediction of j th parent capsule is measured aŝ
where W ij is the weight matrix which should be learned within the backward pass, andμ j|i is the prediction vector of the j th parent capsule which is computed by i th capsule in lower layer. On the basis of the conformation degree between the parent capsules and the capsules in lower layer, coupling coefficients c ij are measured by adopting the following softmax function
where b ij is the log possibility whether i th capsule ought to be associated with j th capsule and its original value is set to 0. Thus, the input vector of the j th parent capsule is measured as follows
At last, for the purpose of making the length of a capsule's output vector stand for the possibility of the existence of capsule's entity in the current input. The non-linear squashing function below is adopted for ensuring that short vectors are reduced to nearly 0 and long vectors are reduced to the length close to 1.
where v j is the output vector of j th capsule and s j is the input. In the routing procedure, the log possibilities can be updated on the basis of the agreement between the predictionμ j|i which is produced by capsule i and the current output v j of every capsule j within the layer above. Because of the truth that the two vectors are going to possess a big internal product if they agree, the agreement a ij to update coupling coefficients and log possibilities is calculated as follows
The coupling coefficients are then iteratively refined as follows
III. EXPERIMENTS A. COMPARISON METHODS
For the purpose of analyzing the pathological images within comparison survival models, the whole slide images are tiled into patches whose size is 1000 × 1000 though adopting bftools [30] in the open microscopy environment. Ten densest patches are extracted from every original image followed the research before [11] as densest patches contain more cells to investigate deeply. Motivated by Yao et al. [31] , the features of images are extracted by CellProfiler [32] , which is an open source software for quantitative extracting cell features from images. Three types (from image tile, cell cytoplasm and cell nuclei) of features are gained from histopathological images, which results in 1991 dimensional features for each patient. Such kinds of features contain cell size, texture of nuclei, the quantity of cells in image tiles and so on. The details of the categories of features are shown in Table S8 . CapSurv model is compared with 8 state-of-the-art survival models which are divided into 4 types:
1) CONVOLUTIONAL NEURAL NETWORK
DeepConvSurv [17] is a CNN model for survival analysis with histopathological images. It has got excellent performance on the TCGA-GBM and TCGA-LUSC datasets.
2) COX BASED MODELS
The Cox proportion hazards model [33] is a semi-parametric model which is commonly used within survival analysis. We use Cox model, l1-regularized cox model named LASSO-COX [34] and the elastic net penalized Cox model referred to as EN-COX [35] to make comparisons in our study.
3) PARAMETRIC CENSORED REGRESSION MODELS (PCRM)
The uncensored instances' joint possibility is able to be formulated to be the product of death density functions. Meanwhile, the censored instances' joint possibility is able to be formulated to be the product of survival functions. Therefore, a standard likelihood function is able to be established through the combination of the two parts and the parameters of the corresponding models can be evaluated using the maximum-likelihood estimation [36] . In our experiments, we choose Logistic, Exponential and Weibull distribution to approximate the survival data.
4) PAIRWISE RANKING BASED MODEL
Boosting concordance index (BoostCI) is a method that design an equivalent smoothed criterion for concordance index metric using the sigmoid function. Meanwhile, the optimization issue is dealt with by using gradient boosting algorithm [37] .
B. EVALUATION METRIC
To assess the performance of our method, the concordance index (C-index) [38] and area under receiver operating characteristic curve (AUC) [39] are used as the evaluation metrics. The C-index is the quantification of ranking accuracy, which is measured as: (10) where I [.] is the indicator function, n is the quantity of comparable pairs and s represents real survival time. The scope of C-index value is between 0 and 1. The larger the C-index is, the better the model's prediction performance will be and vice versa. Similarly, for AUC value, 1 is the best and 0 is the worst.
C. IMPLEMENTATION DETAILS
All methods in our comparisons are carried on by R. The Cox model is learned with coxph function from the survival package [40] . LASSO-Cox and EN-Cox are trained with cocktail function from the fastcox package [35] . The parametric censored regression methods are learned using the survreg function within the survival package [40] . The details of BoostCI are able to be discovered within the supplementary materials of [37] . 80 percent of the patients are randomly selected as training set, the remaining 20 percent are set to be the testing set. 25 percent patients are split from the training set to be the validation set [18] . Every set is split stratified in proportion of censored data. The hyper parameters are exhibited in Table S2 .
IV. RESULTS AND DISCUSSIONS

A. COMPARISON WITH OTHER SURVIVAL MODELS
For the purpose of examining the effectiveness of CapSurv, it is compared with eight representative survival models, containing DeepConvSurv, Cox, LASSO-Cox, En-Cox, PCRM with Logistic, Exponential as well as Weibull distribution and BoostCI. Table 3 shows the C-index values and AUC values of different kinds of survival models on the two datasets. The C-index value is considered to be the normal evaluation metric within survival analysis. It measures the model performance in regression problems. It can be seen from Table 3 that CapSurv obtains the highest C-index value in both GBM and LUSC survival prediction. In detail, the improvement by CapSurv is over 5.8% and 7.8% in TCGA-GBM dataset and TCGA-LUSC dataset compared to the DeepConvSurv network, separately. These results show the validity of CapSurv due to the characteristics of capsule and survival loss. These results further demonstrate that CapSurv can catch more survival related features compared with Convolutional Neural Network and human-design method, to consequently indicate the superiority of CapSurv.
Meanwhile, we calculate AUC value to evaluate CapSurv and other survival models' performance in classification problems that how accurately they distinguish long term survivors and short term survivors. Undoubtedly, CapSurv outperforms other algorithms consistently in both GBM and LUSC survival prediction. In detail, the AUC value of CapSurv in TCGA-GBM dataset is 0.722, 7.8%, 19.3%, 15.5%, 17.9%, 16.2%, 15.3%, 18.9%, 11.0% higher than the corresponding AUC value of DeepConvSurv, Cox, Lasso-Cox, En-Cox, Logistic, Exponential, Weibull and BoostCI, respectively. It makes CapSurv excellent in survival analysis both that the orientation of capsules represents a large number of instantiation parameters which are related to survival time and the survival loss is efficient to make survival prediction. Besides, we compare the proposed survival loss with other loss functions which contain just one or two parts of survival loss. The results are shown in Table S3 . These results demonstrate the cox loss, margin loss and reconstruction loss all contribute to the superior performance of CapSurv. Additionally, to investigate the effects of different network parameters, we trained CapSurv with different hyper parameters including cox loss weight, reconstruction loss weight and λ in (3). The results are shown in Table S5, Table S6, Table S7 . As shown in Table S5 , the cox loss weight of 0.3 helps CapSurv achieve superior performance in both two datasets. Similarly, to obtain better results, reconstruction loss weight and λ in (3) are both equal to 0.5.
In addition, following the study of Chaddad et al. [41] , the significance the predicted survival terms is calculated through the application of the log-rank test as well as the Kaplan-Meier estimator on both short term and long term survivors. Figure 3 and Figure 4 . provide the Kaplan-Meier curves of different models on TCGA-GBM dataset and TCGA-LUSC dataset, separately. Besides, Table 4 . shows the summary of Kaplan-Meier analysis which includes the median survival time of short and long term survivors, 95 percent confidence interval as well as log-rank p-value. The p-value of CapSurv in TCGA-GBM dataset is 0.00002 and in TCGA-LUSC dataset is 0.0002 which are much smaller than the others, demonstrating that CapSurv is able to successfully make survival prediction of GBM and LUSC patients and is superior to other methods.
B. COMPARISON OF FEATURES EXTRACTED FROM CNN WITH PIXEL FEATURES
For the purpose of examining the effectiveness of sampling strategy and features extracted from CNN to distinguish discriminative patches to train CapSurv, we compare the data with and without sampling strategy. Also, features extracted from CNN are compared with pixel features used in WSISA [18] . The results are displayed in Table S4 and Figure 5 .
As shown in Table S4 , the use of the sampling strategy achieves better results in both GBM and LUSC survival predictions. The results prove that the proposed sampling strategy can effectively extract discriminative patches to achieve better prediction performance. Additionally, as shown in Figure 5 , the features extracted from CNN achieve significantly better overall performance in both datasets compared with pixel features. For example, the C-index value and AUC value of CNN features are 6.3% and 1.3% higher than pixel features for TCGA-GBM dataset, respectively. The reason why features extracted from CNN perform generally better is that CNN is able to extract the features at semantic level, which is a higher degree of information hierarchy and the interpretable concepts are able to be captured easily. In addition, the semantic-level features can represent the great quantity of biological variations shown in pathological images.
V. CONCLUSION
In this paper, we propose a new model named CapSurv to make survival analysis with whole slide pathological images. It's on the basis of the newly proposed capsule network and improved for survival analysis by proposing a novel loss function named survival loss. Meanwhile, semantic-level features are extracted to distinguish discriminative patches from WSIs to preferably train CapSurv. The results of evaluation test demonstrate that our proposed method has more powerful prediction ability in two different types of cancer.
Despite the efficiency of CapSurv, several open issues still exist and it is necessary to solve them in our future work. First of all, the model constituted is difficult to analyze, common in deep learning. Secondly, the number of parameters of CapSurv is too vast to train rapidly. We are going to explore advanced approaches in the future for optimizing the training procedure in order to apply CapSurv to the larger pathological datasets of other cancers.
