Abstract-In this paper, a novel method to solve the shape registration problem covering both global and local deformations is proposed. The vector distance function (VDF) is used to represent source and target shapes. The problem is formulated as an energy optimization process by matching the VDFs of the source and target shapes. The minimization process results in estimating the transformation parameters for the global and local deformation cases. Gradient descent optimization handles the computation of scaling, rotation, and translation matrices used to minimize the global differences between source and target shapes. Nonrigid deformations require a large number of parameters which make the use of the gradient descent minimization a very time-consuming process. We propose to compute the local deformation parameters using a closed-form solution as a linear system of equations derived from approximating an objective function. Extensive experimental validations and comparisons performed on generalized 2D shape data demonstrate the robustness and effectiveness of the method.
INTRODUCTION
SHAPE registration aims to build point correspondences between a given shape (source) boundary and a template (target) [1] , [2] , [3] , [4] . It is a basic process in computer vision and medical imaging (see [5] , [6] ). The process of registration depends on the: 1) method to represent the shapes, 2) nature of the transformation to move the points from the source toward the target, and 3) a dissimilarity measure. The latter can be defined according to either the shape boundary or its entire region. Generally, the registration is carried out in two major steps. The first is to cover global differences (rotation and scale variations), while the second resolves the local deformations that cannot be handled by the first step.
Shapes are represented either explicitly or implicitly [7] , [8] . Two-dimensional/three-dimensional shape boundary points can be used directly/explicitly to deal with shapes (e.g., applications of alignment and retrieval) where the shape points are used directly to compute shape geometric properties and features. In the implicit shape representation, the shape boundary points can be computed by solving the zero level equation of the implicit shape function. This representation can be in either scalar or vector form.
The transformation function is selected based on the application which reflects the type of motion. In medical imaging, for example, affine global transformations are appropriate since the differences between subjects (e.g., MRI data scans for normal and autistic subjects) are in translation, rotation, and scale (may be homogeneous or inhomogeneous). In applications such as removing the camera perspective effect, affine transformation is deemed not useful. The projective transformation can efficiently handle this problem [9] as well as play an important role in building panoramic views of wide scenes. Local transformation models can represent pixel-wise deformations that deform a shape elastically; examples include optical flow [10] , Thin Plate Splines [11] , Radial Basis Functions [12] , and space deformation techniques such as Free Form Deformations (FFD) [13] , [14] . Also, hierarchical models are well known since they cover the entire transformation domain using both global and local transformations.
According to [15] , [16] , transformation parameters can be estimated by different methods. Feature point correspondences can be used to build a system of equations to solve for the unknown parameters, while another class of approaches uses energy optimization to compute the transformation parameters. This paper uses the second approach as a criterion for registration.
Vector distance (VD) and vector level set (VLS) functions are used in [17] and [3] to evolve smooth manifolds. These representations define a vector that connects any point in space to the nearest point on the curve or surface. These representations can deal with shapes of different dimensions. In [3] , vector implicit spaces are matched to solve the registration in the context of a shape-based segmentation problem.
The iterative closest point algorithm was proposed in [18] (ICP). The approach is based on finding correspondences based on the minimum distance criterion. Different shape registration approaches based on this technique are provided in the literature (e.g., [19] ).
Various shape registration approaches were proposed in the literature (for example, [4] ). These approaches suffer from various problems, including scale variations and initialization dependency. Using scalar implicit representations for matching limits the transformation functions to include homogeneous scales only. Also, local deformations are not addressed efficiently because of using gradient descent optimization for computing a large number of parameters.
In this paper, we use the VDF shape representation as a similarity measure in the shape registration process. More general transformations with inhomogeneous scaling, rotation, and translation parameters will be incorporated. The use of such vector functions results in a more adequate energy function which is optimized to achieve the transformation parameters both in the global and local registration schemes. A variational framework for the registration process is formulated. The gradient descent optimization criterion is used to handle the global registration similar to that in [4] . The local deformations are covered using the incremental free form deformations. The gradient descent optimization is not used to estimate the positions of the control points where the number of deformation parameters are large compared to the global alignment case. We demonstrate the nonrigid registration problem in vector implicit spaces as well. We adopt a closed-form solution for computing the elastic registration parameters which provides a large time reduction in comparison to the large number of iterations required by the gradient descent approach. We propose a quadratic energy function in terms of the control points positions (i.e., unknowns). Hence, the objective function is convex, which leads to a single point solution of the minimization problem. Different experimental results for synthetic and real shapes registration cases will be demonstrated to show the efficiency of the proposed techniques. Also, comparison with the state-of-the-art approaches will be discussed in detail.
SHAPE REPRESENTATION
A map, CðpÞ : ½0; 1 & R ! R 2 defines a planar smooth curve with parameter p. The Cartesian coordinates of the point vector can be defined by CðpÞ ¼ ½xðpÞyðpÞ T , where 0 p 1, 0 x X, and 0 y Y . This is the explicit representation of the given shape or contour C. Open shapes have the relation Cð0Þ 6 ¼ Cð1Þ. A closed contour will always have Cð0Þ ¼ Cð1Þ. Parameterizing complicated topology shapes is a challenge which is considered a disadvantage of the explicit shape representation method. Thus, a parameterization-free representation is needed. The implicit shape representation satisfies this condition as shown.
Given a smooth curve C (defined above) that represents boundaries of the shape of interest, the following implicit vector function is defined as È ðXÞ : & R 2 ! R 2 , where
where X 0 is the point on C with the minimum euclidean distance to X, where X 2 ( is the domain that includes the shape/ contour). The surface or boundary points always satisfy the relation kÈ ðC Þk ¼ 0. Note that the implicit representation is dependent only on the boundary position, not on any parameterizations, and hence it is suitable to represent a cloud of points or even scattered edge boundaries.
If a global transformation is applied to the given shape represented by the designed vector map, one can predict the map of the new shape. We define a shape that is obtained by applying a transformation A to a given shape . Let us assume that the transformation has a scale matrix S, a rotation matrix R, and a translation vector T. The transformation can be written for any point X in the space as A ¼ SRX þ T.
Applying the transformation to the given points results in the pair of pointsX;X 0 2 (Domain of the Target Shape where & R 2 ). It is straightforward to show that
as such the following relation holds:
showing that the proposed representation can give a vector similarity measure that includes inhomogeneous scales and rotations. Also, it is invariant to the translation parameters, while the effect of scales and rotations can be predicted. This kind of measure overcomes the problem of using the conventional signed distance maps that leads to the use of homogeneous scales only. Note that the VDF components are smooth and differentiable at the boundary points.
GLOBAL REGISTRATION OF SHAPES
Finding point-wise correspondences (between the two given source and target shapes defined, respectively, by C and C ) is the objective of the registration problem. An energy function is built based on the vector dissimilarity measure.
The VDF shape representation changes the problem from the shape boundary domain to the higher dimensional vector representation. A transformation, A, that gives pixel-wise vector correspondences between the two shape representations È and È is required to be estimated.
The problem now can be considered as a global optimization that includes all points in the image domain. Sum of squared differences will be considered with energy optimized by the gradient descent approach.
According to the properties of the implicit vector representation shown, the following dissimilarity measure is used: r ¼ SRÈ ðXÞ À È ðAÞ and the optimization energy function is formulated by the sum of squared differences as: EðS; R; TÞ ¼ R r T rd . The complexity of the problem is reduced by considering only points around the zero level of the vector function and neglecting mapping of far away points. The matching space is limited to a small band around the surface that can be selected by introducing the following energy function:
where is an indicator function defined in [7] . The optimization of the given criterion is handled using the gradient descent method:
where # 2 fS x ; S y ; ; T x ; T y g represents the set of scale, rotation, and translation parameters, respectively.
THE ELASTIC REGISTRATION PROBLEM
Our objective is to find a function that gives the point correspondences between the two given domains (source and target). Let us define the 2D shape elastic registration as follows. A map Cð s Þ : ½0; 1 2 R ! R 2 defines a planar source curve with a parameter s (it is the source shape C after applying the global transformation estimated by the methods above). The target is defined by C ð t Þ : ½0; 1 2 R ! R 2 . Assume that Cð s Þ is the corresponding point of C ð t Þ (the criteria for finding the correspondences can be found in the following sections). The output will be a C 0 function f :
with fðCð s ÞÞ ¼ C ð t Þ. Different interpolation functions have been proposed to handle this problem [20] . We choose the free form deformation F F D model, based on B-splines [13] , [14] , which is a powerful tool for modeling deformable objects and has been previously applied to the tracking and motion analysis problems. The basic idea is to deform the shape by manipulating a mesh of control points. The resulting deformation controls the shape of the object and produces a smooth and continuous transformation.
Consider an M Â N lattice of control points P ¼ P m;n , m 2 f1; . . . ; Mg, n 2 f1; . . . ; Ng, each point on the source shape will have the following form of deformation:
where P ¼ P m;n 2 f½P 
and the spline basis functions (B) are defined in [14] . So the cubic B-spline is used as an approximation function for our interpolation problem. Below, we propose and discuss the problem solution in implicit and explicit spaces. In both methods, we adopt a closedform solution of the interpolation function parameters.
A Coarse to Fine Strategy with IFFD's
The control lattice points are required to move to correctly obtain correspondences over shape boundaries. A very small error can be achieved when using a high-resolution control lattice since the number of degrees of freedom increases. However, this is not enough. Such sudden movement will result in unnecessary cross overs of the domain grid lines and the registration process will be meaningless. This will result in changing and corrupting the object topology. A better way is to move the grid step by step toward the target. To avoid this, a coarse-to-fine strategy is used (equivalent to the incremental free form deformations used in [15] ). We start with a resolution of 4 Â 4 and solve for the deformation. Iteratively, we increase the resolution to 5 Â 5, 6 Â 6, and so on and so forth. In each step, the positions of the control points are computed and the contour moved to the new position until a satisfactory error distance is obtained. The result is smooth and the correspondence is achieved accurately. This process handles the error extremely well and provides an impressive infinitesimal energy function and smooth grid deformations simultaneously.
Solution in Vector Implicit Spaces
Following the work in [4] , a local deformation vector L ¼ LðXÞ ¼ LðPÞ (described above) is applied to the globally transformed shape represented by. The following dissimilarity measure is considered:
and hence the nonrigid energy function will be defined as
The local deformations are smoothed by adding another term that includes their derivatives as follows:
As an interpretation, the energy contains a term for covering the local deformations and another for penalizing large derivatives. To make the addition homogeneous, we weight the second term by 2 R þ . Again, we take the derivative of the energy with respect to each of the unknown parameters as follows:
We assume that the amount of pixel deformation is relatively small such that its vector representation can be approximated using Taylor series expansion as:
The control points are required to move and minimize the above objective function and hence satisfy the following zero condition:
By setting ÈðXÞ ¼ ÈðXÞ À È ðXÞ, the above formulation will lead to Z
Fortunately, the above equation is linear in terms of control points deformations. We can formulate the following linear system to give a closed-form solution for the unknown deformations:
where:
Note that this will lead to computing new positions of the control lattice points and hence we can compute the entire domain deformation field. Other approaches use gradient descent to compute the position of each point in space. Unfortunately, the use of this form of local deformation does not guarantee proper handling of the registered shape since it cannot preserve topology. Also, it results in scattered front points leading to an open surface, which is not the case. Another issue is that the gradient descent does not guarantee the desired solution, especially when using a large number of deformation vectors. Now we will illustrate the whole algorithm for elastic shape registration in vector implicit spaces. Assume that N (12) to obtain the new deformation of each control point and hence compute its new position. 5. Based on the new lattice, update the source points and its vector representation, È, by computing the new deformation field using (6). 6. Set N x ¼ N x þ 1 and N y ¼ N y þ 1. 7. Check the stopping criteria. Either the objective function goes below a certain threshold or a number of maximum resolution levels is reached; otherwise, go to step 3.
EXPERIMENTAL RESULTS

Global Alignment of Section 3
An experiment is carried out for 100 registration cases. Each case considers a source and a target shape. The source is fixed and the target is generated by applying a transformation on the source. Parameters (S x ,S y , , T x ,T y ) are created and selected randomly from the ranges ½0:8; 1:2, ½0:8; 1:2, ½À60 ; 60 , ½À60; 60, ½À60; 60, respectively. These generated patterns are kept as the ground truth for each case. The gradient descent optimization is performed to obtain a steady state estimate for each parameter associated with each registration case. The experiment was conducted for two sets of shapes, the corpus callosum (CC) and hippocampus (HC). The first is a simple topology shape, while the second consists of four parts, as shown in [7] . The algorithm shows successful results for the 100 cases and the energy decreases smoothly with the increase of the iteration number until perfect alignment is achieved. The measurements show that the mean errors and standard deviations (Table 1) are very appropriate and satisfactorily small. The final registration emphasizes that for each experiment, the boundaries of the source and target shapes become very close to one another. The gradient descent successfully estimates the scales, rotations, and translations with proper initialization. Also, we formed three groups of different shapes (Fighter Jet, Fishes, Number Four). Each group includes 11 instances of its corresponding shape. Different global registration processes are conducted by randomly taking 11 pairs from each group. For each pair of shapes, the correlation coefficient is calculated to measure the similarity between the shape representations: ¼ E½ðkÈkÀÞðkÈ kÀ Þ , where ; stand for mean and standard deviation of the shape vector representations magnitudes, respectively.
The global registration process successfully increases the coefficient dramatically. Before alignment, the mean correlation coefficients and their standard deviations for the groups are ð0:836 AE 0:047Þ, ð0:834 AE 0:087Þ, and ð0:754 AE 0:092Þ, respectively. After alignment, the coefficients become ð0:969 AE 0:013Þ, ð0:953 AE 0:03Þ, and ð0:911 AE 0:039Þ. Note, that the last group has the largest local shape variations and hence has the smallest average coefficient 0.911, which is small compared to other groups of coefficients.
For comparison with other techniques, two synthetic shape images have been created. The second image results from stretching the first with large in-homogeneous scales (s x ¼ 2:5; s y ¼ 3:3). Mutual information is used to register these contours (images) according to the technique in [15] . Mutual information suffers in such a situation because the scale range will increase/decrease the energy in one direction, providing unacceptable results (minimum position does not provide the correct parameters as shown in Fig. 1 (left image) ). The proposed approach aims to align the contours of the given images to each other to obtain a global minimum at these scales exactly as shown, which is considered to be an advantage over the mutual information.
Nodular Region Segmentation
We use the global alignment approach with the shape-based segmentation as an application. In our previous work [3] , we formulated the problem as a global registration between a shape and an intensity model implicit representation. In this paper, we adopt the above alignment technique to segment lung nodule regions [21] . Nodule size is an important factor in volumetric analysis of lung nodules. It has been shown clinically that size is linked to nodule malignancy, with noncalcified nodules larger than 2 cm in diameter having a higher rate of malignancy than smaller nodules. Size computation is usually performed by applying volumetric methods to a segmentation result. However, lung nodules segmentation in CT imaging is a complex and challenging process. One of the most important problems arises from possible attachments of the nodules to other anatomical objects. The lungs are a complex anatomical structure. Vessels, fissures, bronchi, or pleura are structures that can be located close to lung nodules. From our experience, we noticed that the main nodule regions considered for size computation are elliptic. A circle model is represented implicitly by the vector function È p . A region of interest image (ROI) is taken from the whole lung CT scan to include the nodule. Intensity segmentation of the ROI is represented implicitly by the vector function È g . Aligning the two models using the above approach will result in an ellipse that includes the nodule region. The model is initialized and then the alignment parameters are estimated using the gradient descent optimization. Different scales, rotation, and translation parameters are computed in each case to obtain an ellipse exactly around the nodule (see Fig. 2 ). The ellipse axis rotates while its size changes to include the boundaries of the nodule. A thresholding technique can be used later to remove the nonnodule parts from the elliptic areas.
Elastic Registration of Section 4.2
The point-based algorithm described in [8] looks simple and does not require huge space to store the shape representation. However, for many registration cases we obtain unsatisfactory results. This is due to its use of the closest point criteria to decide the correspondences. Examples of shapes that show the failure of the algorithm are shown in Fig. 3 . It is clear that these examples fail because the left end of the source shape arrives at the center line of the target. The decision to go left or right becomes very difficult since both directions have the same distance.
The proposed algorithm in this paper works efficiently and handles the cases where the former algorithm fails to register (see Fig. 3 (last row) ). The interpretation is simple; the approach minimizes the differences between the two implicit representations and hence, making the two contours very close to each other. The neighborhood vectors around the shape boundaries have small magnitudes. This property with the delta function described above helps in moving the contour smoothly in the proper direction. This creates a force that stretches the source to the target while the free form deformation preserves the topology of the shape. In all of the registration cases, we notice that the grid deformation is smooth and each grid line is kept in its order without crossovers or folding. The algorithm works for multiple objects without any problem since it is not necessary to handle the parameterizations. Elastic registration cases of two-part and four-part shapes are illustrated in Fig. 4 for the brain ventricles and the hippocampus shapes. The approach works efficiently even when handling large and complicated local deformations, as shown in Fig. 5 , where the differences in the right and left legs are comparably large in the humanoid model. Different local deformation directions are involved in the fish model and with the humanoid as well. The control points are computed successfully to handle these complicated changes. Fig. 6 shows a validation experiment for the proposed approach. A deformed shape is generated from a given tooth model. The target shape is generated by applying random deformations on the source image such that correspondences are stored as ground truth for validation. Note that this is real data of a Cone-beamed Computed Tomography scan of resolution 0.2 mm per pixel. The approach is applied by increasing the resolution of the control lattice one step in each direction at a time starting from a grid of 5 Â 5. The contours come closer to each other iteratively until steady state is reached. The approach shows very high accuracy. The displacement field is achieved with an average error of 0.1677 mm. Errors of the displacement fields are plotted versus the curve parameterizations, allowing a follow up of the error distribution over the whole shape boundary. ; 60 , ½À60; 60, ½À60; 60 are used. Compared to the approach proposed in [15] , ours is more complicated, but the proposed closed-form solution for the control points positions is a great advantage. Also, if we do not use the closed-form solution, the total execution time will be doubled. Assume that the registration problem needs N incremental levels of free-form deformations; each level has N CP ¼ n x Â n y control points, and hence 2 Â N CP unknown variables (x and y components) for the gradient descent. If the average number of iterations of the gradient descent needed for each variable to reach the steady state is N Iter with average time per iteration of Át (with the method in [15] ), the total time will be:
For the same IFFD setup with the gradient descent of (10) which does not use the closedform solution, the total time will be doubled: T ime 2 ¼ P N i¼1 ð2 Â N i CP Â N Iter Â ð2 Â ÁtÞÞ since we use an implicit vector representation which has two components. The gradient descent execution time for an iteration will be roughly twice that of Át. In the case of applying the proposed closed-form solution, the gradient descent iterations will be omitted. The new execution time can be estimated as:
CP Â ð2 Â ÁtÞÞ. The time to construct the linear system of the closed form (12) is equal to the time of one gradient descent iteration for all variables. Our time holds the relation: OurT ime ¼ 2 Ã T ime 1 = N Iter . A good steady-state solution for the gradient descent needs a number of iterations greater than 2, which guarantees that our execution time is less than that of the approach in [15] .
CONCLUSION AND FUTURE RESEARCH
We have demonstrated the registration problem by matching vector implicit spaces representation of shapes. In our work, we formulate the process as an energy minimization problem. Gradient descent is used for optimizing the global registration energy with proper initialization of the transformation parameters. The use of vector implicit representation helps generalize the global transformation and, hence, results are improved. In local registration, the situation is different because the number of unknown parameters used to represent deformations is large. Gradient descent is an awkward step in this situation. We adopt a closed-form solution for the elastic registration problem by formulating a quadratic function which leads to a convex optimization system. The proposed approach avoids using the large number of iterations required for the minimization by gradient descent optimization. We demonstrated several experimental results for synthetic and real shape registration cases. The proposed approach is competitive when compared to the state-of-the-art techniques. Qualitative, quantitative, and comparative experimental results have been demonstrated for both global and local registration cases. An application for nodular region segmentation has been illustrated to assure that the proposed technique has a wide range of applications. Regarding future directions, the proposed approach can be implemented in 3D in a straightforward manner, which will help in applications like 3D face recognition. 
