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1. Introduction 
Magnetic nanoparticles are single-domain particles of ferromagnetic or ferrite materials. 
Recently, magnetic nanoparticles have been applied more and more in technology, such as 
spintronics, magnetic recording, catalyst, and biomedicine. Therefore, experimental and 
theoretical studies on their magnetic properties are very important to provide essential 
information for individual applications. In addition, technical preparations have been 
developed fast, such as chemical synthesis, sputtering, or lithography. Depending on 
characters of assemblies, magnetic properties are different, such as two- or three-dimension, 
metallic or metallic oxide materials, order or disorder arrangement, surrounded by solids 
(granular solids) or liquids (ferrolfuids), and the magnetic or non-magnetic surrounding 
matrix. This leads to studying fundamental properties of magnetic nanoparticle assemblies 
becomes interesting. 
Among applicable potentials of magnetic nanoparticles, the biomedicine is a promising area, 
because the magnetic nanoparticles offer some great possibilities (Pankhurst et al., 2003). 
First, their size ranges from a few nanometers up to tens of nanometers. This means that 
their size can be smaller than of comparable to the size of biological entities, for example, a 
cell (10 – 100 μm), a virus (20 – 450 nm), a protein (5 – 50 nm) or a gene (2 nm wide and 10 – 
100 nm long). Thus, they can penetrate easily into these entities. Second, these particles 
behave magnetic properties, so they can be controlled by an external magnetic field 
gradient. This opens application including the transport (drug delivery, cell separation) or 
immobilization (hyperthermia, contrast agent). Third, these particles can strongly resonate 
to a radio field. This makes them be easily excited by radio field leading, for example, 
heating in hyperthermia or magnetic resonance in contrast agent.  
A key quality to study magnetic properties of particle is magnetic anisotropy energy (MAE). 
However, it is very difficult to exactly observe the MAE of each particle in the assembly. We 
can just obtain the MAE distribution of the assembly. Usually, the MAE distribution f(EB) is 
deduced from the size distribution f(V) due to simplest expression of MAE, EB = KV, with K 
and V as anisotropy constant and volume, respectively, of each particle. However, this way 
does not describe the exact information of real systems. It is due to some reasons as follow. 
(i) The size distribution obtains from microscopy images may not coincide with the real 
sample. (ii) The magnetic anisotropy involves many complexities, such as surface, magneto-
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crystal, or shape. (iii) The orientation of anisotropy axis of particles in the assemblies is 
random, thus this way can not give the precise response between the size and the energy 
barrier distribution. A recent review written by Zheng et al. (Zheng et al., 2009) showed that 
there are some different ways to extract the anisotropy distribution, however, for the dilute 
sample. The problem becomes much more complex as the inter-particle interactions arise, 
namely dipolar interaction (for example, Bottoni et al., 1993; Ceylan et al, 2005; Parker et al., 
2008) exchange interaction due to the contact between surface of particles or the magnetic 
surrounding matrix (for recent example, Tamion et al., 2010; Malik et al., 2010). However, 
the numerical analyses or phenomenal theory has not provided sufficient explanations for 
the observations of experiments. Therefore, computer simulations, especially Monte Carlo 
simulation, become efficient.  
Now, to clearly see the successes of the Monte Carlo (MC) simulation of magnetic 
nanoparticle assemblies, we will shortly list some the important results. Kechrakos & 
Trohidou (Kechrakos & Trohidou, 1998) employed the MC simulation to give a general view 
about the interacting assemblies. Following these results, interacting assemblies possesses 
the anti-ferromagnetic state (decrease of magnetic responses) and ferromagnetic state 
(increase of magnetic responses) at low and high temperature, respectively. At the same 
time, MC method was used to seek the spin-glass (SG) like behavior of interacting systems 
at the low temperature. While almost results show the SG like behavior (for example, 
Anderson et al., 1997; Ulrich et al., 2003; Iglesias and Labarta, 2004; Fernadez and Aloso, 
2009; …), a few other results opposed the presence of SG like behavior (Garcia-Otero et al., 
2000; Porto, 2005). Recent results based on the combination between the magnetic force 
microscopy and the MC simulation proved the existence of the short-range magnetic order 
deduced by dipolar interaction at the high temperature (Georgescu et al., 2006, 2008). These 
results visually asserted the role enhancing the energy barrier of anisotropic character along 
the bond axes of dipolar interaction. In addition, MC simulation is also a cost tool to 
investigate the structure of particle-cluster in assemblies (for a most recent example, 
Prokopieva et al., 2009). In this chapter, we will review some our recent results on magnetic 
properties of frozen ferrofluids. 
Our chapter is organized as follow. In the part 2, we present two models describing the 
magnetic properties of dilute sample and the interacting sample. Therefore, we can see the 
limitation of these phenomenal models. In the third part, there are three section are 
presented, the field dependence of the blocking temperature, the concentration dependence 
of the coercive field, and the effective anisotropy distribution deduced by dipolar 
interaction. These results are clearly explained and compared to found experiments. Finally, 
we provide a short conclusion as well as some future aspects.  
2. Some phenomenal models 
2.1 Neel - Brown model 
We first discuss the Neel – Brown (NB) model (Neel, 1953; Brown, 1963) which is used to 
describe the magnetic properties of assemblies in the non-interacting case. In this model, the 
relaxation of each particle moment in the assemblies depends on the competition between 
the thermal fluctuation kBT and the barrier energy EB, which defined by the magnetic 
anisotropy of each particle. First assumption of this model is that each particle moment is 
formed by the rigid alignment of atomic spins; therefore, the reversal of particle moments is 
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the coherent rotation of atomic spins. The relaxation time, without external field, is 
characterized by the Arrhenius law as follow 
 0 exp
B
B
Eτ τ
k T
⎛ ⎞= ⎜ ⎟⎝ ⎠
 (1) 
Where Ǖ is relaxation time and Ǖ0 is characteristic time which is a function of gyro-magnetic 
ratio, longitudinal magneto-striction constant, and Young modulus. Neel estimated Ǖ0 to be 
of order 10-10 s, this value is good agreement with experiments. Following the expression (1), 
if kBT << EB the Ǖ is so large (very slow relaxation) that relaxation can not be observed, that 
is the assembly seems to be an ordered magnetic system. On the contrary, if kBT >> EB the 
relaxation is very fast, so the assembly reach to the thermal dynamic equilibrium. Therefore, 
there is a finite temperature which separates two above regimes. This temperature is called 
the blocking temperature and determined from the expression (1) 
 ( )0ln /
B
B
B m
E
T
k τ τ=  (2) 
with Ǖm as the measured time-window. Clearly that TB strongly depends on the Ǖm which is 
defined by experimental conditions, so the blocking temperature is not unique.  
For T < TB, magnetic moments can not reverse and the assembly is in the blocking state 
exhibiting hysteresis. For T > TB, the magnetic moments easily reverse, the hysteresis 
disappears and the assembly is in the super-paramagnetic states (SPM). In the case of 
uniaxial anisotropy barrier with anisotropy constant as Ku, EB = KuV, the blocking 
temperature has form 
 ( )0ln /
u
B
B m
K V
T
k τ τ=  (3) 
In the poly-dispersity sample, the blocking temperature of sample is an average of all 
blocking temperatures of individual particles. Namely 
 
( ) ( )
( )
B
B
T V f V dV
T
f V dV
= ∫ ∫  (4) 
with <TB> as the blocking temperature of sample. 
In the presence of the external field, the anisotropy barrier is reduced, EB = KuV(1 – H/Ha)α, 
with Ha = 2Ku/Ms as the anisotropy field, Ms as saturated magnetization and the parameter 
α closes to 1.5 (Knobel et al., 2008) or 2 (Kechrakos, 2010). The blocking temperature of each 
particle has form 
 ( )0 1ln /
α
u
B
B m a
K V H
T
k τ τ H
⎡ ⎤= −⎢ ⎥⎣ ⎦  (5) 
with TB(0) as the blocking temperature of each particle in the absence of external field. 
Following the expression (5), the blocking temperature would monotonic decrease with 
www.intechopen.com
 Applications of Monte Carlo Method in Science and Engineering 
 
498 
increasing the external field. However, the experimental results showed a non-monotonic 
field dependence of blocking temperature in the dilute sample. We will explain this contrary 
by Monte Carlo simulation in the fourth part. Effect of inter-particles interactions on this 
dependence will be also provided.      
2.2 RAM model for interacting particle assemblies 
Now, we will briefly consider a recent approach which was developed by Nunes et al. 
(Nunes et al. 2005). This approach was based on the random anisotropy model (RAM) 
which was developed to describe the magnetic properties of amorphous magnetic materials. 
According to RAM model, the correlation length due to interactions between particles is 
included in the effective value of anisotropy constant Keff. The aim of this approach is to 
calculate the blocking temperature under the influence of the interactions in the presence of 
external field. Therefore, the authors began from the expression (5) with the two relevant 
parameters which need to be modified, namely effective anisotropy and effective volume 
Veff of particles in the correlation length L (Nunes et al., 2005) 
 
eff
K
K
N
=  and ( )3 3 3
6
eff
π
V D x L D⎡ ⎤= − −⎣ ⎦  (6) 
Where N is number of correlated particles and D is the diameter of each particle,  
 
( )3 3
3
1
L D
N x
D
⎡ ⎤−⎢ ⎥= +⎢ ⎥⎣ ⎦
 (7) 
As the interaction is weak, L << D, both expressions in (6) will tend to the anisotropy and 
volume of individual particles.  
Next, the authors gave the correlation length as a function of external field  
 
2 eff
H
s dc
A
L D
M H C
= + +  (8) 
with Aeff represents the intensity of interactions and C is a parameter to prevent the 
divergence at zero fields.  
By substituting the effective anisotropy and effective volume of each particle in expression 
(6) on the expression (5), the authors obtained the expression for the blocking temperature of 
couple particles in the term of structural parameter (Nunes et al., 2005) as follow 
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 (9) 
This phenomenal approach obtained several good agreements with experiments of granular 
solids (Nunes et al., 2005; Knobel et al., 2008). However, it has not still given a general view 
on collective states of strongly interacting magnetic nanoparticle systems (Knoble et al., 
2008).  
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3. Energy and simulation method 
3.1 Energy 
In the computer simulation, energy function is an extremely important problem. Therefore, 
the first work in the computer simulation is to build an energy function which must relate to 
real systems. Our model is based the earlier studies on Monte Carlo simulation of magnetic 
nanoparticle systems (for example, Kechrakos and Trohidou, 1998; Garcia-Otero et al., 2000), 
thus some assumptions are used to introduce the energy as follow 
i. Particles possess the totally spherical shape with diameter D. The poly-dispersity of 
particle size is determined by the log-normal distribution with the width ǔ < 1.  
ii. The magnetic moment vector of each particle has form μ = MsVe. Where Ms, V, and e 
are saturated magnetization, volume, and the unit vector of each magnetic moment, 
respectively. 
iii. Position of particles is randomly arranged in the cubic box of the volume (n.D)3 with n 
as an integer. 
iv. The anisotropy of each particle is characterized by uniaxial anisotropy with the 
anisotropy constant Ku being in the range from 19 kJ.m-3 to 190 kJ.m-3. 
v. Thermal fluctuations of the assembly magnetization are well described by the coherent 
rotation of magnetic moments of particles. 
Basing on the above assumptions, we obtain the total energy function for each particle 
 ( ) ( )( )2
3 5
. ...
3
N
i ij j iji ji i i
u i i
i j i ij ij
E K V g
r r≠
⎛ ⎞⎛ ⎞ ⎜ ⎟= − − + −⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
∑ μ r μ rμ μμ n μ Hμ  (10) 
The first term in Eq.10 is the anisotropy energy, ni is the direction of the anisotropy axis, 
|ni| = 1. The second term is the Zeeman energy, H is the external field. The last time is the 
dipolar energy between two particles i and j separated by rij, and constant g = μ0/4π. 
Usually, in the mean field theory (Strikmann and Wohlfarth, 1981), the effect of dipolar 
interaction is represented through the dipolar field which is included into the applied field. 
However, following the DBS model (Dormann et al., 1999) and some simulated as well as 
experimental results (for example, Kechrakos and Trohiou, 1998; Verdes et al., 2002; Ceylan 
et al., 2005; Knobel et al., 2008; …) showed that the dipolar interaction deduces the effect 
being similar to anisotropy barrier, namely the enhancement of the blocking temperature 
along with the interacting strength. Therefore, we can include the anisotropic character 
along bond axes of the dipolar interaction in the anisotropy energy.  
1. Case of the inclusion of dipolar field on the applied field, the dipolar field is defined by 
follow equation 
 
( )
3 5
. .
3
ijN N
ij j ijdipol ji
dipol
ij i j i ij ij
U
g
r r≠ ≠
⎛ ⎞∂ ⎜ ⎟= − = − −⎜ ⎟∂ ⎝ ⎠
∑ ∑ r μ rμH μ  (11) 
Then, the dipolar energy of the particle i can rewrite in the simple form .i idipol i dipolU = μ H . 
And the energy of the particle i as 
 ( )
2
.i effi i
u i i i
i
E K V
⎛ ⎞= − −⎜ ⎟⎜ ⎟⎝ ⎠
μ n μ Hμ  (12) 
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Now, the system can be thought as an ensemble of the non-interacting particles feeling an 
effective field that is sum of an external and a local field eff idipoli = +H H H . 
2. Case of the inclusion of anisotropic character along bond axes of the dipolar interaction 
on the uniaxial anisotropy, we rewrite the total energy of each particle 
 ( ) 2
3
N
i ji i
eff i S i j S i i
j i ij
E K V gM VV M V
r≠
= − + −∑ e e e H  (13) 
The first term in Eq.13 is the effective anisotropy energy with effective anisotropy density 
 ( ) ( )( )2 2 53eff N i ij j iji u i i S j
j i ij
K K gM V
r≠
= + ∑ e r e re n  (14) 
The second term in Eq. 13 characterizes the anti-ferromagnetism because of gMs2 > 0 and it 
just has significance for N neighbour particles. While the second term in Eq. 14 expresses the 
ferromagnetic anisotropy along the bond axis. And the effective anisotropy energy of each 
particle has form 
 ( ) ( )( )2( ) 2 53eff N i ij j iji i i u i i S j iBeff
j i ij
E K V K gM V V
r≠
⎡ ⎤⎢ ⎥= = +⎢ ⎥⎣ ⎦
∑ e r e re n  (15) 
In our opinion, two above inclusions have different advantages as considering the effect of 
the dipolar interaction at the different temperature ranges. If the temperature is low, the 
thermal fluctuation of magnetic moment is very weak. This means that the effect of the 
dipolar field deduced by a magnetic moment on other moments is very significant. On the 
other hand, if the temperature is high to make the magnetic moment fluctuate, the dipolar 
field continuously varied. Therefore, the anisotropic character which enhances the 
anisotropy barrier becomes more important as we will explain later. In summary, the first 
inclusion should be used to explain the collective state at the low-temperature and the 
second one more clearly shows the role enhancing the anisotropy barrier. These inclusions 
are similar to the mean field theories (Walton, 2007; Dotsenko, 2010) and DBF model 
(Dormann et al., 1988); however, with computer simulation the interaction field and the 
effective anisotropy energy are exactly calculated, because their values totally obtain 
through the configurations of all the moments in the system and they change in each time-
step (Kechrakos, 2010). Finally, note that although the applied field was not showed in the 
Eq.15, its influence is implied through the direction of each magnetic moment.  
3.2 Simulation procedure 
Monte Carlo method is an easy and fast approach to minimize the energy of random or 
pseudo-random systems. With the magnetic nanoparticle systems the Metropolis algorithm 
(Metropolis et al., 1953) is most widely used. Details of this algorithm have been presented 
in many previous literatures, so in here we just introduce the procedure to obtain the local 
energy minima of each particle in the assembly. The configurations of magnetic moments 
are performed in the spherical coordinate. We assume that the external field H is applied 
along the z-axis of the particle system, and easy axis of particles aligned at an angle ψ with 
the field and the direction of the magnetic moment is determined by values (ǉ,φ). At the 
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beginning of each simulation, an assemblage of N particles is generated and random values 
of φ, and ǉ are drawn from a uniform distribution [ ] [ ]0,2 ,  and 0,2θ π φ π∈ ∈ . The ψ value 
of each particle is constant throughout the simulations and the variation of φ and ǉ is of 
interest. Each Monte Carlo step consists of the following steps  
i. Using Eq. (10) the energy of each particle is determined base on the applied field and 
the current values of ǉ,φ, this value is E.  
ii. A new orientation of the magnetization is selected at random within even angles (dφ 
and dǉ, these values are determined randomly from [-ǈmax, ǈmax]).  
iii. The energy Etrial is calculated for the particle along with the new values of the 
magnetization.  
iv. The difference ∆E is calculated for the two possible orientations of the magnetization, 
∆E = Etrial – E.  
v. The magnetization of the particle is moved to the new orientation with the probability 
min [1, exp (-∆E/KBT)]. 
All simulations are performed by the dimensionless parameter of magnetization and 
applied field viz. m = M/MS and h = H/Ha, respectively. Following our previous reports 
(Lan and Hai, 2010), the mean diameter of particles is 7.5 nm. 
4. Our results and discussion 
4.1 Field dependence of blocking temperature 
According to the Neel – Brown model, the blocking temperature will monotonic decrease 
along with the applied field in the dilute samples. However, many experiments found that 
this dependence is non-monotonousness with various materials, such as Fe3O4, ferritin,  
γ-Fe2O3, Co and FePt (Luo et al., 1991; Friedmann et al., 1997; Sappey et al., 1997; Kachkachi 
et al., 2000; Zheng et al, 2006). On the contrary, the blocking temperature seems to be 
invariable at the low-field in the case of dense sample (Kachkachi et al., 2000; Parker et al., 
2008). However, there have been no clear explanations by theoretical employment. 
Therefore, we use the Monte Carlo simulation to investigate these problems.  
 
 
Fig. 1. Temperature dependence of magnetization as a function of concentration, the 
blocking temperatures (peaks of curves) are shown by arrow (from Lan and Hai 2010) 
We define the blocking temperature of assembly as the peak temperature of the zero-field-
cooling (ZFC) curve. Therefore, to find the blocking temperature we have to simulate the 
ZFC process. First the sample is cooled to very low temperature without external field. After 
that, a small field is applied and the sample is heated up to a very high temperature with the 
slow rate. The peak of the curve is the blocking temperature. At each the value of 
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temperature 5.104 Monte Carlo steps are used. The results are average of 100 samples with 
different initial configurations. The energy barrier energy is extracted to explain these 
results. It is very difficult to build a numerical model that finds the barrier distribution. 
However, we recognize that the energy difference ∆E in the translation probability is always 
equal to one of the actual energy barriers of the system (Iglesias & Labarta, 2004). Therefore, 
we can extract the barrier distribution by using the Monte Carlo method to sample the 
individual energy barriers of all the particles. Fig. 1 represents the ZFC curve at the different 
concentration. The peak temperature shifts to the large-value along with the increase of 
concentration as found in very many previous studies.  
Now, we consider the field dependence of the blocking temperature in two cases, dilute and 
dense sample 
4.1.1 Dilute sample 
In the Fig. 2a, when the reduced field value is smaller than 0.3, the peak temperature 
increases along with the increase of the reduced field, and then it continuously decreases 
along with the increase of the reduced field. The increase of the peak temperature in the low 
field expresses strongly at the large-ǔ. As saw in Fig. 2b, the distribution of the energy 
barrier is sensitive to the applied field, and they are broadened as the field increases at the 
low values. Sappey et al. (Sappey et al., 1997) suggested that the effect of low fields on the 
energy barrier distribution could be due to disorder of orientations, or the defects of each 
particle. Zheng et al. (Zheng et al., 2006) explained that this non-monotonous was due to 
combining the size distribution and the slow decrease of the magnetization (or non- 
Curie’s law dependence of magnetization) above the blocking temperature in the field.  
 
   
(a)                                                                                 (b) 
Fig. 2. a) Field dependence of blocking temperature (peak ZFC curve) and b) the barrier 
distribution as a function of the low field in the dilute sample (from Lan and Hai 2010) 
Although these explanations satisfy with the present model (the unixial anisotropy model), 
they are simple and not sufficient. Recently, Perez et al. (Perez et al., 2008) showed the effect 
of the anisotropy ratio (core-shell anisotropy) on the energy barrier distribution of the dilute 
systems and with increasing the surface anisotropy the energy barrier distribution is 
enlarged even when the size distribution is quite narrow. Basing on this, we can imagine 
that under the influence of the low field, the contribution of the surface anisotropy may 
become dominant in the comparison with the core anisotropy, so the energy barrier 
distribution of the system is enlarged. At the high field, the Zeeman energy exceeds the 
anisotropy energy of each particle. Therefore, atomic moments of each particle containing 
the atomic surface and the atomic core orient along with the field direction, this means that 
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the disorder at the particle surface disappears. In other words, the contribution of the 
surface anisotropy is not dominant, so the barrier distribution becomes narrow, and the 
peak temperature decreases. In our opinion, the non-monotonic behavior of the Tp vs. h 
curvature expresses strongly in the independent particle systems possessing the strong 
surface anisotropy. We can use the atomistic simulation methods, such as the first principal 
calculation, to predict the influence of the applied field on the particle surface structure. 
4.1.2 Dense sample 
We considered the influence of the dipolar interaction on the behavior of the ZFC-peak vs. 
applied field curve. A recent numerical study was based on the Gittlmen-Abeles-Bozowski 
model (Agzegagh & Kachkachi, 2007) to perform the change of the shape of this curve for 
the weak interaction, but it was complex and at the high concentrations, the numerical 
analyses are impossible. We need to remember that the dipolar energy of the particle i will 
make an effective anisotropy which makes the increase the blocking temperature. As we 
saw in Fig. 3a, the curvature change from the non-monotonousness to monotonousness, and 
at the very strong interaction, the curvature becomes flatter. As in Fig. 3b, when the 
interacting strength increases, the relation between the size distribution and the barrier 
distribution disappears, therefore, the non-monotonousness will change to the 
monotonousness. However, if the sample is very dense, the dipolar interaction is strong 
enough to remain the energy barrier at the small values of the applied field. Then the energy 
barrier of each particle slowly decreases along with the applied field, this means that the 
curvature is less sloping. Because the strong interaction remain the barrier as mentioned 
above, the blocking temperature exists even the applied field exceeds the anisotropy field 
Ha. This scenario also found by Serantes et al. (Serantes et al., 2008), however, the behaviors 
at the low field are rather different from our results. We find that the curvatures are 
separated clearly at the low field, because at this region the local field plays dominant role, 
then the blocking temperature increases along with the increase of the concentration. 
 
  
                                          (a)                                                                               (b) 
Fig. 3. a) Field dependence of blocking temperature (peak ZFC curve) and b) the barrier 
distribution as a function of the low field in the dense sample (from Lan and Hai 2010) 
4.2 Concentration dependence of coercive field 
Coercive fields are obtained by using the procedure as follow. The sample is first submitted 
to equilibrium state through 104 Monte Carlo steps, and then an external field is applied and 
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increased until obtaining the saturation of magnetization. The configurations of magnetic 
moments are recorded and the external field is decreased to zero. The magnetizing process 
is performed again with the negative direction of the applied field. The coercive field is 
value at which the magnetization equals to zero. In each increasing (decreasing) step of field 
5.104 Monte Carlo steps are performed. The results are the average of 100 different samples 
of random initial configurations. Fig. 4 shows the hysteresis at the temperature T = 10 K as a 
function of concentration. 
 
 
Fig. 4. Hysteresis loops at the low-field as a function of the concentration and the  
low-temperature is set at 10 K. The results are the average of 100 different samples of random 
initial configurations (alignment of magnetic moments and arrangement of positions) (from 
Lan and Hai 2010).  
In fact, the concentration dependence of magnetic responses was studied in the previous 
simulated and experimental works (Bottoni et al., 1993; Kechrakos & Trohidou, 1998; Verdes 
et al., 2002; Blackwell et al., 2003; Ceylan et al., 2005; Tan et al., 2010). These results found a 
cusp of the magnetic response vs. concentration curves. However, there are differences in 
the explanations between the simulations and experiments. Experimental results (Bottoni et 
al, 1993; Ceylan et al, 2005) asserted that the increase of coercive field along with the 
concentration is due to the chain-like or small cluster formation which enhances the energy 
barrier under the influence of interparticle interactions. While the simulation results 
(Kecrakos and Trohidou, 1998; Verdes et al., 2002) showed that the origin of this cusp is the 
competition between the blocking and super-paramagnetic states below a concentrated 
threshold. Although these differences are due to in the real system the particle systematic 
formations of particle-clusters that do not take place in the simulations, we believe that the 
magnetic phases are also dominant in the appearance of this cusp. Therefore, to confirm the 
simulated results we do calculate on the poly-dispersity frozen ferrofluids. That is, the poly-
dispersity will decide the competition of magnetic phases (blocking or super-paramagnetic 
state) of dilute sample at the finite temperature.  
First, we consider the temperature dependence of coercivity to show the suitable finite 
temperature in the current model. Fig. 5a shows the temperature dependence of coercivity. 
As the temperature is very low, the coercive decreases along with the dipolar interacting 
strength and with rising the temperature, the coercive field slower decay at the higher 
concentration. These results also were performed by Kechrakos & Trohidou (Kechrakos & 
Trohidou, 1998) in the mono-dispersity system. As a result, at a finite temperature, the 
coercive field increases along with the concentration and we may call this temperature as 
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the transition temperature which separates the anti-ferromagnetic and ferromagnetic 
regime. It is worth that the transition temperature is not unique, it depends on the change of 
concentration. This unique behavior leads to a difficulty for determining the magnetic phase 
diagram of ferrofluid viz. at a same temperature, a sample can be in the anti-ferromagnetic 
states in comparison with any sample having the lower concentration but in the 
ferromagnetic regime with the another one having the higher concentration. It is interesting 
that in a sample, the transition temperature is always less than the peak temperature of the 
dc zero-field-cooling magnetization curve. This result was also experimentally found in the 
strong interacting particle system (For example, Kleemann et al, 2001; Parker et al., 2008).  
Fig. 5b performs magnetic coercivity vs. concentration curves at the finite temperature,  
T = 50 K (the dash line in Fig. 5a). The non-monotonousness expresses clearly in the mono-
dispersity sample and the plateau-like shape appears with increasing the distribution width. 
If we continue raising the distribution width, the curves may monotonously decrease. As 
presented in the above result (sec. 4.1), with our system the blocking temperature of the 
mono-dispersity and weak interacting sample is about 50 K. Therefore, at the low 
concentration, the mono-dispersity sample has many super-paramagnetic particles, so as 
explained above the dipolar interaction deduces the increase of the magnetic response. On 
the contrary, in the strong poly-dispersity sample, the number of super-paramagnetic 
particles is small, therefore this weakens the non-monotonousness. With increasing the 
concentration, certainly, the dipolar interaction restores the demagnetizing role and then the 
coercivity decreases. Interestingly, magnetic responses at the low concentration completely 
separate, while they are close together at the high concentration. This situation again asserts 
the role exchange of the poly-dispersity and the dipolar interaction as discussed above. 
Clearly, the poly-dispersity also contributes to the complexity of the magnetic phase 
diagram of the magnetic nanoparticle system. 
 
    
                                     (a)                                                                                    (b) 
Fig. 5. (a) Temperature dependence of coercive field as a function of concentration and (b) 
concentration dependence of the coercive field as a function of distribution width ǔ at the 
finite temperature T = 50 K (from Lan and Hai 2010) 
4.3 Effective anisotropy in interacting assemblies at the finite temperature 
As saw above, at a finite temperature, the dipolar interaction causes the enhancement of 
energy barrier which makes the coercive field increase. A question in here is what deduces 
this behavior? We attribute above behaviors to the thermal fluctuation of particle moments. 
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In the blocking state, under the influence of the anti-ferromagnetic character of dipolar 
interaction (the second term in Eq. 13) magnetic moments will tend to anti-parallel 
behaviors to minimize the dipolar energy. However, with increasing the temperature, the 
thermal fluctuation makes the random orientation of particle moments, and the anti-
ferromagnetic role of the second term in Eq. 13 seems to be vanished. While the position of 
the particle does not change, in the other word, the bond axes are conserved. This leads to 
the dominance of the anisotropic component along the bond axes in the dipolar interaction 
(the second term in the Eq. 14), therefore the effective anisotropy increases. These arguments 
are proved by moment snapshots in Fig. 6. Positions of particles are chosen randomly. 
Configurations are recorded after the temperature is slowly enhanced from zero to 100 K. As 
we see in Fig. 6, the particle moments tend to the alignment along the bond axes in the 
direction of external field H. 
 
 
Fig. 6. Snapshot of 128 magnetic moment at the temperature T = 50 K, small arrows represent 
magnetic moments and the large solid arrow indicates the direction of external field 
At each the given condition, the sample is firstly submitted to equilibrium state through 
5.104 Monte Carlo steps. Next, we calculate the energy barrier (EB) and the effective 
anisotropy (EA) of each particle. (i) EB is determined similarly to the energy difference in 
each Monte Carlo step, but the only positive value is accepted. (ii) EA is calculated from  
Eq. 15. As we mentioned, although the effect of the external field was not clearly included in 
Eq. 15, it is implicated in the direction of magnetic moments.  
Recent experimental results (Georgescu et al., 2006) in the two-dimension particle array of γ-
Fe2O3 particles showed that dipolar interaction deduces flux closure configurations along 
the bond axes which blocks magnetic moments. As we introduced, the effective anisotropy 
(EA) was determined by the uniaxial anisotropy and anisotropic character along the bond 
axes of dipolar interaction, so we do compare between the EB distribution and the EA 
distribution with the change of the particle number at the T = 100 K as in Fig. 7. The uniaxial 
anisotropy constant is invariable, Ku = 19 kJ.m-3. With the dilute sample, Fig. 7a, N = 64, the 
large-energy tails of the EA distribution and the EB distribution are strongly different, while 
the relative identicalness exists in the dense sample, N = 128, as in Fig. 7b. These lead to the 
assertion that the dipolar interaction dominates in the large-energy tails at the high-
temperature as found in the experiment (Georgescu et al., 2006). In the later work, 
Georgescu et al. (Georgescu et al., 2008) showed that the role enhancing the energy barrier 
H 
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of dipolar interaction strongly depends on temperature. This means that at the low 
temperature, the magnetic moments are blocked by influence of the intrinsic anisotropy. On 
the contrary, as the temperature is high enough the role of the intrinsic anisotropy become 
weak and the dipolar interaction dominate in the effective anisotropy which enhancing the 
blocking temperature. These results seem to respond to our argument in the section 4.2 
about magnetic phase of interacting assemblies. 
 
   
(a)                                                                             (b) 
Fig. 7. Comparison between the effective anisotropy distribution (EAD) and the energy 
barrier distribution (EBD) at finite temperature T = 100 K with the change of number of 
particles. 
Finally, to show the effect of thermal fluctuation on the effective anisotropy deduced by the 
dipolar interaction, we perform the temperature dependence of the EA distribution as in 
Fig. 8. We can see that the distribution enlarges as the temperature increases. However, if 
the temperature is very high, the distribution becomes narrow. These can be explained as 
follow. At the low-temperature, magnetic moments have the anti-paralleling tendency to 
minimize the dipolar interacting energy. The effective anisotropy along the bond axis is 
therefore trivial. At the moderate temperature, the thermal fluctuation is small enough for 
weakness of the anti-ferromagnetic character of dipolar interaction and then the 
ferromagnetic character along the bond axis becomes important. However, at the very high 
temperature the strong thermal fluctuation makes the ferromagnetism disappearing.  
 
 
Fig. 8. Effective anisotropy distribution as a function of temperature 
If temperature is continued increasing the sample behaves the paramagnetic character. 
These mean that EA distribution just has prime significance in a certain interval which is 
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around blocking temperatures. At very high temperature, the sample behaves the 
paramagnetic states. In the summary, the role of dipolar interaction strongly depends on  
the range of temperature. 
5. Conclusions and future aspects 
We presented several fundamental properties of frozen ferrofluids, which have not been 
sufficiently given by the phenomenal models, through the Monte Carlo simulation. These 
results are good conformity with found experiments.  
- The field dependence of the blocking temperature behaves differences in the samples 
with the various concentrations. (i) The non-monotonousness in the dilute sample, 
which contrasts with the Neel - Brown theory, is due to the responses between the 
energy barrier distribution and the size distribution. These results showed effect of 
poly-dispersity on the blocking temperature in magnetic nanoparticle assemblies as 
found in the experiments. However, to clearly understand this non-monotonousness we 
may base on the recent results on the surface anisotropy of magnetic nanoparticles. (ii) 
The invariance of the blocking temperature along with the low-field in the dense 
sample is due to the role enhancing the anisotropy of the dipolar interaction. In other 
words, the dipolar interaction makes a new order sate which behaves the 
ferromagnetism along the bond axes.  
- The demagnetizing role of the dipolar interaction strongly depends on the temperature 
as well as the poly-dispersity. We had proven that the main cause of the increase of 
coercivity along with the low concentration is due to the competition between the 
number of blocked and super-paramagnetic particles through the poly-dispersity, 
therefore, we believe that only the dipolar interaction has significance in the non-
monotonous variation of the coercive field vs. concentration curve. We can see that the 
magnetic phase diagram of frozen ferrofluid not only depends on the concentration but 
also is affected by the poly-dispersity. At a finite temperature, the strong poly-
dispersity retains the anti-ferromagnetic role of the dipolar interaction and the contrary, 
this role weakly expose in mono-dispersity samples. Finally, depending on the type of 
materials, the cusp can occur even at the room temperature, so we can control the 
concentration or the poly-dispersity of the sample in the preparation to satisfy 
applicable potentials.  
- We have clearly explained the cause of the collective state at the high-temperature in 
frozen ferrofluid through the effective anisotropy distribution: at a temperature being 
near the blocking temperature, the thermal fluctuation deduces the vanishing of effect 
of the magneto-crystal anisotropy, while the collective dipole-dipole interaction 
enhances the effective anisotropy by forming the flux closure configurations along bond 
axes. In addition, our results also showed that the anisotropic character along the bond 
axis of dipolar interaction plays dominant role in effective anisotropy at the interval of 
temperature being near blocking temperature. We can apply this relatively simple way 
to explain the collective sates in the systems of different spatial arrangement 
In our opinions, there are some suggestions on the theoretical model on magnetic properties 
and the simulations in biomedical applications as follow 
- As we discussed above, there are two ways to include the dipolar interaction on the 
other terms, namely applied field and the uniaxial anisotropy. Therefore, depending on 
the range of temperature (low- or high-temperature), we select the suitable model. For 
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example, at the low temperature, we can develop mean field theory to describe the 
super-spin glass behaviors or at the high temperature, we can use the model of 
Dormann et al. 1988 to show the ferromagnetic states of the interacting assemblies, 
however with more exactly parameter. Clearly that no model can cover all complexities 
of interacting magnetic nanoparticle assemblies, so each model just describe properties 
of assemblies in the specific case.  
- Recent simulated as well experimental studies on applications of collective particles in 
biomedicine (Schaller et al., 2009; Dennis et al., 2007, 2008) showed great promises. 
Therefore, we need to develop computer simulations to optimize as well as predict the 
applicable potentials of the collective state at the high temperature, such as effect of 
interactions on heating in hyperthermia, resonance of magnetic moment in contrast 
agents, the transport in drug delivery or cell separation. Besides, the collective particle 
assemblies may open new applications which we have to very much effort to find.  
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