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ORIGINAL RESEARCH
Cardiovascular MRI tissue tagging is the noninvasive ref-erence standard for myocardial strain estimation (1–4). 
Although cardiovascular MRI feature tracking allows cal-
culation of strain from standard steady-state free preces-
sion images, features are limited to myocardial edges (5) 
and structures outside the myocardium (6), whereas car-
diovascular MRI tagging enables detection and tracking of 
features within the myocardium. Displacement encoding 
with stimulated echoes (7,8) has the potential to provide 
higher spatial resolution strain estimates (9) but, to date, 
has not been as widely used (10). The utility of cardiovas-
cular MRI tagging has been demonstrated in many differ-
ent patient groups (4). However, there is a lack of robust 
fully automated analysis tools for the quantification of 
strain from cardiovascular MRI–tagged images, leading 
to analysis times that are prohibitive in a high-throughput 
setting, such as studies with many hundreds of cases or 
high-volume clinical centers with more than 20 cases per 
week (4,11,12).
The most common approaches for strain analysis 
of cardiovascular MRI–tagged images include profile 
matching and spline fitting (13), deformable contours 
(14), harmonic phase analysis (15), and sine wave mod-
eling (16). However, these methods require manual ini-
tialization and lack robustness. Recently, deep learning 
methods, particularly convolutional neural networks 
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Purpose: To demonstrate the feasibility and performance of a fully automated deep learning framework to estimate myocardial strain 
from short-axis cardiac MRI–tagged images.
Materials and Methods: In this retrospective cross-sectional study, 4508 cases from the U.K. Biobank were split randomly into 3244 train-
ing cases, 812 validation cases, and 452 test cases. Ground truth myocardial landmarks were defined and tracked by manual initializa-
tion and correction of deformable image registration using previously validated software with five readers. The fully automatic frame-
work consisted of (a) a convolutional neural network (CNN) for localization and (b) a combination of a recurrent neural network 
(RNN) and a CNN to detect and track the myocardial landmarks through the image sequence for each slice. Radial and circumferen-
tial strain were then calculated from the motion of the landmarks and averaged on a slice basis.
Results: Within the test set, myocardial end-systolic circumferential Green strain errors were 20.001 ± 0.025, 20.001 ± 0.021, 
and 0.004 ± 0.035 in the basal, mid-, and apical slices, respectively (mean ± standard deviation of differences between predicted and 
manual strain). The framework reproduced significant reductions in circumferential strain in participants with diabetes, hypertensive 
participants, and participants with a previous heart attack. Typical processing time was approximately 260 frames (approximately 13 
slices) per second on a GPU with 12 GB RAM compared with 6–8 minutes per slice for the manual analysis.
Conclusion: The fully automated combined RNN and CNN framework for analysis of myocardial strain enabled unbiased strain evalu-
ation in a high-throughput workflow, with similar ability to distinguish impairment due to diabetes, hypertension, and previous heart 
attack.
Supplemental material is available for this article.
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Fully Automated Myocardial Strain Estimation
Figure 1: Manual myocardial landmark generation and tracking. A Placement of endocardial (green) and epicardial (blue) contours at end diastole (ED) 
(tag lines shown in yellow), B myocardial landmark points (red) at ED generated automatically, C tracked tag lines (yellow) at end systole (ES) with green points 
showing manual edits to the displacements, and D final landmarks (red) at ES.
while the temporal behavior was learned using a recurrent neural 
network (RNN) (21). This spatiotemporal neural network archi-
tecture was developed and validated on large-scale U.K. Biobank 
data (22) and, to our knowledge, it is the first to fully automati-
cally estimate strains from cardiovascular MRI–tagged images in 
a high-throughput setting.
Materials and Methods
Data Set
This study examined 5065 U.K. Biobank participants who un-
derwent cardiovascular MRI as part of the pilot phase (April 
2014–August 2015) of the U.K. Biobank imaging enhancement 
substudy (22). A previous report described LV shape analysis in 
this cohort (23). Details of the image acquisition protocol have 
been described previously (22). The National Health Service Na-
tional Research Ethics Service approved this study on June 17, 
2011 (11/NW/0382). All participants gave written informed 
consent. An Aera 1.5-T (Siemens Healthineers, Erlangen, Ger-
many) scanner running Syngo VD13A was used. Cardiovascular 
MRI–tagged images comprised gradient-recalled-echo images 
acquired in three short-axis slices (basal, mid, and apical) with 
the following parameters: repetition time msec/echo time msec, 
8.2/3.9; flip angle, 12°; field of view, 350 × 241 mm; acquisition 
matrix, 256 × 174; voxel size, 1.4 × 1.4 × 8.0 mm; prospective 
triggering; tag grid spacing, 6 mm; temporal resolution, 41 msec; 
and approximately 20 reconstructed frames.
Cases were distributed among five trained readers, and the 
images were analyzed with previously validated software (CIM, 
version 6.0; University of Auckland, Auckland, New Zealand) 
(9,24). Most cases (74%) were analyzed by two career image 
analysts (J.P., E.L.; 41% and 33% of cases, respectively), while 
the remaining cases were reviewed by three cardiologists (A.B., 
K.F., and E.M.; 12%, 9%, and 5%, respectively). The readers 
had 1–10 years of experience in cardiovascular image analysis. 
Each reader was trained according to a written standard oper-
ating procedure and satisfactorily completed at least 30 train-
ing cases before contributing toward the ground truth. Figure 
1 illustrates the step-by-step process of generating the ground 
truth landmarks. The software identified and tracked 168 land-
marks inside the myocardium at standard anatomic locations, 
(CNNs), have shown promise for general image processing, 
including automated cardiovascular MRI ventricular function 
analysis (17–20). However, there have been no reports using 
neural networks specifically designed for a robust analysis of 
myocardial motion and strain.
In this article, we developed a fully automated deep learn-
ing framework using two neural networks to estimate the left 
ventricular (LV) circumferential and radial strain on short-axis 
cardiovascular MRI–tagged images. The framework used spatial 
and temporal features to estimate the location and motion of 
myocardial landmarks, which were placed in consistent ana-
tomic locations regardless of the overlying tag locations. Spatial 
features were extracted and learned using CNN architecture, 
Abbreviations
CNN = convolutional neural network, ED = end diastole, ES = end 
systole, IoU = intersection over union, LV = left ventricle, ReLU 
= rectified linear unit, RNN = recurrent neural network, ROI = 
region of interest 
Summary
Fully automated whole-slice myocardial strain analysis is feasible in a 
high-throughput workflow by using a deep learning framework and 
can be used to detect impairment in disease groups (diabetes, hyper-
tension, and previous heart attack) with confidence intervals similar 
to those attained with manual analysis.
Key Points
 n Test set myocardial end-systolic circumferential whole-slice Green 
strain errors (mean ± standard deviation of differences) were 
20.001 ± 0.025, 20.001 ± 0.021, and 0.004 ± 0.035 in basal, 
mid-, and apical slices, respectively, when compared with manual 
ground truth; radial strain errors were 20.025 ± 0.104, 20.010 ± 
0.100, and 20.009 ± 0.103, respectively.
 n This method enabled fully automatic strain analysis of tagged im-
ages, with no manual input required, at a speed of 13 slices per 
second on a computing processor with 12 GB RAM, as compared 
with 6–8 minutes per slice for manual analysis.
 n Significant reductions in circumferential strain found in the 
manual analysis for diabetes (95% confidence interval [CI]: 0.003, 
0.020), high blood pressure (95% CI: 0.004, 0.010), and previous 
heart attack (95% CI: 0.008, 0.042) were reproduced in the au-
tomated analysis for diabetes (95% CI: 0.006, 0.019), high blood 
pressure (95% CI: 0.002, 0.008), and previous heart attack (95% 
CI: 0.009, 0.037).
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apical slices were not analyzed if there was no evidence of cavity 
at the ES. Cases also were excluded if the tagged image quality 
was deemed unacceptable by the readers. This resulted in 4508 
cardiovascular MRI–tagging cases (12 409 slices), each with 
168 landmark points tracked in each frame, that were available 
as ground truth for our neural networks. Participants with high 
blood pressure, diabetes, or previous heart attack were identi-
fied from the questionnaire data as having self-reported exist-
ing conditions, having conditions diagnosed by a physician, or 
taking medications for these conditions. Participant character-
istics are shown in Table 1.
Framework Overview
The deep learning framework consisted of the following steps: 
(a) find the region of interest (ROI) containing the LV myo-
cardium, (b) crop and resample the image ROI for every frame, 
(c) detect and track myocardial landmarks across all the frames, 
and (d) calculate strains based on the motion of the landmarks 
(Fig 2).
Before images were input into the process, they were zero-
padded to 256 × 256 matrix size, and each cine (sequence of 
frames in a slice) was fixed to 20 frames in length. Most slices (n = 
12355) already had 20 frames; slices with fewer than 20 frames (n 
= 13) were padded with empty frames, and slices with more than 
20 frames (n = 40) were truncated by taking the first 20 frames.
The neural networks were developed by using Tensorflow 
1.5.0 (25) and Python and were trained on NVIDIA Tesla K40 
(NVIDIA, Santa Clara, Calif ) with 12 GB RAM. The final out-
put of the framework were radial and circumferential strains, 
which were calculated from the displacement of landmark points 
for every time frame using the Green (Lagrangian) strain for-
mula, which was compatible with finite strain tensors (9,26)
beginning from the midpoint of the septum (halfway between 
the anterior and posterior right ventricular insertion points). 
The landmarks were equally spaced within the myocardium, 
with seven points in the radial (transmural) direction and 24 
points in each circumference. The software used a deformable 
registration algorithm that attempted to track the tags by min-
imizing the sum of squared differences between consecutive 
frames (9,24). The readers manually corrected the tracking to 
match the motion of the image tags in several key frames: end 
diastole (ED, the first frame after detection of the R wave), end 
systole (ES, the frame of maximum contraction), after rapid 
filling, and at the end of the cycle. The software interpolated 
these corrections to the intermediate frames. Basal slices were 
not analyzed if the total circumference of the myocardium af-
fected by the presence of LV outflow tract was 25% or greater; 
Table 1: Participant Characteristics
Parameter Value (n = 4508)
Age (y) 62 ± 8
Male sex 2100 (47)
Height (cm) 170 ± 9
Weight (kg) 75 ± 15
Body surface area (m2) 1.85 ± 0.20
Systolic blood pressure (mm Hg) 138 ± 19
Diastolic blood pressure (mm Hg) 79 ± 11
Heart rate (beats/min) 68 ± 11
High blood pressure 1130 (25)
Diabetes 182 (4)
Previous heart attack 89 (2)
Note.—Data are mean ± standard deviation for continuous 
variables and number of patients for categorical variables. Data 
in parentheses are percentages.
Figure 2: Overview of the machine learning framework for automatic myocardial strain estimation from cardiovascular MRI tagging. CNN = convolutional neural net-
work, ED = end diastole, ES = end systole, LSTM = long short-term memory, RNN = recurrent neural network.
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tween frames. The input data for this network consisted of 20 
frames (128 × 128 pixels) taken from the output of the local-
ization pipeline. The combined RNN and CNN was trained 
end to end as a one network. Training time was approximately 
10 hours.
A summary of the combined RNN and CNN architecture is 
shown in Figure E2 (supplement). A leaky ReLU (30) activation 
function (a = .1) was used in the shared-weight CNN compo-
nent. The CNN component took one frame at a time and out-
put a 1024-length feature vector per frame. The dynamic RNN 
(maximum of 20 frames) used a long short-term memory unit 
(31) with 1024 nodes. ReLU was used as an activation function 
in the RNN component. The final output layer was a regression 
layer, resulting in 168 landmark coordinates for 20 time frames.
The combined RNN and CNN was optimized using a com-
posite loss function that simultaneously minimized position er-
ror and radial and midwall circumferential strain errors in each 
frame, defined on a slice-by-slice basis as follows (Fig 3):
(2),
where MSEt is the mean squared error between predicted (xi’, 
yi’) and ground truth (xi, yi) landmark positions at frame t (n 
= 168, the number of landmarks in one frame); Rkt is the 
distance between the epi- and endocardial landmarks along 
each radial line k in frame t, with t = 1 being used as the 
reference frame; and Ckt is the distance between two con-
secutive landmarks in the midwall circumference k at frame t 
(Fig 3). The strain errors were given weight (v) to adjust for 
C
C C C
C
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where Lt represents the segment 
length at any frame t, and L0 repre-
sents the initial length.
During training, the data were ran-
domly divided, with 90% (n = 4056) 
of cases going into the training and 
validation set and 10% (n = 452) going 
into the test set. The first set was fur-
ther partitioned, with 80% (n = 3244) 
of cases going into the training set and 
20% (n = 812) going into the valida-
tion set, which was used for checking 
overfitting and convergence and tun-
ing model parameters.
ROI Localization
The localization network was designed to detect the ROI 
enclosing the LV myocardium in the ED frame. The output 
of this network was a rectangular bounding box defined by 
the extent of the myocardium, with a 60% increase to ensure 
enough spatial information was included from outside the 
myocardium. The network configuration is shown in Figure E1 
(supplement). Each convolution layer was followed by batch 
normalization (27). A rectified linear unit (ReLU) was used 
as an activation function on every layer (28) except the out-
put layer, which was a regression layer. A dropout layer (29) 
with 20% dropout probability was used after the first fully con-
nected layer.
The network was optimized by using the mean squared error 
between the prediction and ground truth bounding box corners 
as the loss function. The Adam optimizer with a learning rate 
of 10-3 was used; learning rate was reduced by a factor of √2 for 
every fifth epoch after the 10th epoch. Accuracy was calculated 
by using the intersection over union (IoU) metric, defined to be 
the area of overlap of the predicted and ground truth bounding 
box, divided by the union of areas of the predicted and ground 
truth boxes.
After the ED frame bounding box was obtained, all the im-
ages in the cine clip were cropped using the same bounding box. 
Because at ED the heart is fully expanded before contraction, 
myocardium in the frames after ED has a smaller area, thereby 
ensuring the bounding box covers the myocardium in all frames. 
Subsequently, all the cropped images were resampled to 128 × 
128 pixels by using bicubic interpolation to be fed into the land-
mark tracking network.
Landmark Tracking
The landmark tracking network (combined RNN and CNN) 
was constructed from two components, a CNN component 
designed to extract the spatial features and an RNN compo-
nent designed to incorporate the temporal relationship be-
Figure 3: Measurements of radial and circumferential inter-landmark distances at (a) frame 1 (end diastole, 
assumed as the reference frame) and (b) frame t. Both images depict the seven circumferential rings of landmarks. 
Subendocardial, midwall, and subepicardial circumferential strain was calculated from the second, fourth, and sixth 
rings from the center, respectively. Rkt shows the distance for radial line k in frame t, while Ckt shows the distance 
for circumferential line k in frame t.
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calculated across basal, mid-, and apical slices separately to 
give results for each location. Bland-Altman analysis was used 
to quantify agreement by plotting the difference against the 
mean of both measurements. Differences between automated 
and manual results, as well as interobserver differences, were as-
sessed using a Student t test. A Bonferroni correction was used 
with 15 tests (Table 2), making P < .0033 indicative of a sig-
nificant difference. Manual interobserver errors were obtained 
by comparing the landmark coordinates and strain differences 
(mean difference ± standard deviation of the differences, cal-
culated over slices) between two observers for 40 cases. Differ-
ences in midventricular circumferential strain due to disease 
processes (diabetes, high blood pressure, and previous heart at-
tack) were tested using a Welch unequal variances t test.
Results
ROI Localization
The performance of the localization network was evaluated vi-
sually and quantitatively on the test data set (1245 slices). For 
visual evaluation, we reviewed the cases with the worst IoU and 
checked whether the cropped ROI was acceptable (ie, whether 
it contained the LV myocardium). None of the test cases were 
their relative scale compared with the displacement errors. 
The radial and circumferential strains (εR and εC, respectively) 
were calculated using the Green strain formula (Eqq [1]). The 
strains were averaged over the slice before computing the er-
ror (Eqq [2]).
On the basis of the loss function, the network was effectively 
optimized using position (mean squared error) and strain (ra-
dial and circumferential) constraints. The Adam optimizer with 
a learning rate of 1024 was used; the learning rate was reduced 
by a factor of √2 for every 10th epoch. Overall accuracy in the 
test set was calculated based on (a) slice-based strain errors at 
ES between the predicted strain and ground truth and (b) root 
mean squared position errors of all landmarks within a slice at 
ED and ES.
Statistical Analysis
All statistical analyses were performed using SciPy Statistics 
(32), an open-source Python library for statistical functions. 
Continuous variables were expressed as mean ± standard de-
viation, with errors expressed as mean difference ± standard 
deviation of the differences computed over slices. We used the 
term bias to denote the mean difference and the term precision 
to denote the standard deviation of the differences. These were 
Table 2: End-Systolic Circumferential and Radial Strains in Short-Axis Slices, Split between Basal, Mid-, and Apical Slices
Type and 
Region Ground Truth Prediction
Error Absolute Error
Prediction Interobserver Prediction Interobserver
Uncorrected 
Deformable 
Registration
Basal (n = 386)
εC -0.167 ± 0.032 -0.168 ± 0.029 -0.001 ± 0.025 -0.018 ± 0.009* 0.019 ± 0.017 0.019 ± 0.009 0.043 ± 0.018
 Subendo -0.220 ± 0.045 -0.220 ± 0.040 0.000 ± 0.035 -0.028 ± 0.012* 0.027 ± 0.022 0.028 ± 0.012 0.068 ± 0.025
    Midwall -0.162 ± 0.032 -0.166 ± 0.027 -0.004 ± 0.025* -0.016 ± 0.009* 0.019 ± 0.016 0.016 ± 0.008 0.039 ± 0.017
    Subepi -0.114 ± 0.024 -0.115 ± 0.020 -0.001 ± 0.021 -0.008 ± 0.011* 0.016 ± 0.013 0.011 ± 0.008 0.019 ± 0.013
εR 0.238 ± 0.099 0.213 ± 0.076 -0.025 ± 0.104* -0.023 ± 0.065 0.082 ± 0.069 0.054 ± 0.043 0.071 ± 0.054
Mid (n = 451)
εC -0.196 ± 0.025 -0.197 ± 0.021 -0.001 ± 0.021 -0.011 ± 0.016* 0.016 ± 0.014 0.016 ± 0.011 0.049 ± 0.019
    Subendo -0.256 ± 0.033 -0.258 ± 0.028 -0.002 ± 0.030 -0.020 ± 0.020* 0.023 ± 0.020 0.025 ± 0.015 0.072 ± 0.022
    Midwall -0.191 ± 0.025 -0.194 ± 0.020 -0.003 ± 0.021* -0.008 ± 0.016 0.016 ± 0.014 0.014 ± 0.011 0.045 ± 0.019
    Subepi -0.135 ± 0.022 -0.135 ± 0.017 0.000 ± 0.018 -0.001 ± 0.015 0.014 ± 0.012 0.011 ± 0.009 0.029 ± 0.016
εR 0.231 ± 0.085 0.221 ± 0.064 -0.010 ± 0.100 -0.015 ± 0.053 0.076 ± 0.065 0.046 ± 0.030 0.083 ± 0.058
Apical (n = 408)
εC -0.208 ± 0.032 -0.204 ± 0.029 0.004 ± 0.035 -0.013 ± 0.016* 0.027 ± 0.023 0.015 ± 0.013 0.073 ± 0.027
    Subendo -0.273 ± 0.043 -0.268 ± 0.039 0.005 ± 0.049 -0.026 ± 0.019* 0.037 ± 0.033 0.027 ± 0.018 0.107 ± 0.034
    Midwall -0.202 ± 0.032 -0.200 ± 0.027 0.001 ± 0.034 -0.009 ± 0.016* 0.026 ± 0.022 0.014 ± 0.012 0.066 ± 0.026
    Subepi -0.143 ± 0.028 -0.139 ± 0.021 0.003 ± 0.028 0.000 ± 0.018 0.022 ± 0.018 0.014 ± 0.012 0.042 ± 0.024
εR 0.187 ± 0.096 0.178 ± 0.071 -0.009 ± 0.103 -0.002 ± 0.080 0.081 ± 0.064 0.062 ± 0.051 0.128 ± 0.082
Note.—For both prediction and interobserver errors, results are presented as mean difference ± standard deviation of the differences. For 
absolute errors, the absolute value of the difference is used. The number of slices is shown for each region, except for manual interobserver 
error and uncorrected deformable registration method (basal, n = 35; mid, n = 40; and apical, n = 34). εC = circumferential strain, εR = 
radial strain. subendo = subendocarial, subepi = subepicardial. 
* Indicates significant differences between two measurements (P < .0033), for predicted strain error = predicted – ground truth slice strain 
and manual interobserver error = observer 1 – observer 2 slice strain.
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deemed to have an unacceptable ROI. The worst case had an 
IoU of 53%, and the average IoU for the test set was 90.4% 
± 5.4. Figure 4 shows the worst and typical example results, as 
well as the accuracy distribution of the localization network.
Landmark Tracking
The root mean squared position error of the 168 landmark 
coordinates on the test data set was 4.1 mm ± 2.0 at ED 
and 3.8 mm ± 1.7 at ES (mean over slices ± standard devia-
tion over slices). In comparison, the interobserver position 
error on the 40 cases was 2.1 mm ± 1.8 and 2.0 mm ± 1.6 at 
ED and ES, respectively (mean ± standard deviation). Root 
mean squared position error was mainly due to variation in 
the placement of landmarks in the circumferential direction 
on the ED frame, corresponding to the localization of the 
midpoint of the septum from the right ventricular insertion 
points in the ground truth.
Visual checks were performed on the worst cases (IoU <70%, 
position error >4 mm, |error (εR)| >0.2, or |error (εC)| >0.05) 
as well as randomly selected cases to verify if the landmark po-
sitions were acceptable (ie, were located in the myocardium). 
Only one of 1245 slices (0.08%) had grossly misplaced land-
marks, owing to the inaccurate prediction of the ROI (IoU = 
53%), which caused the ground truth landmarks (16 of 168 in 
the ED frame) located outside the predicted ROI. Table 2 shows 
the predicted and ground truth strain values, with the mean 
and standard deviation of the differences between predicted and 
ground truth strains. In addition to the average strain over the 
whole myocardium, circumferential strain was also calculated 
for subepicardial, midwall, and subendocardial regions, using 
the second, fourth, and sixth circumferential ring of landmarks, 
respectively, as shown in Figure 3. All strain biases (mean differ-
ence) were small and not significantly different from zero, except 
for basal radial strain and basal and midventricle midwall cir-
cumferential strain (likely due to the relatively large number of 
image slices). The prediction precision (standard deviation of the 
differences) was worse than the interobserver precision, indicat-
ing that the observers were more precise than the network. As a 
further comparison, the absolute errors for the network and the 
absolute errors between the two observers are shown in Table 
2. The interobserver absolute errors were similar to the network 
absolute error. Circumferential strains were highest for the sub-
endocardial region and lowest for the subepicardial region, in 
agreement with previous studies (33). Subendocardial estimates 
showed better precision, with radial strains having the worst pre-
cision, which was in agreement with previous studies (9).
Indicative interobserver strain errors for two readers (n 
= 40) are also shown in Table 2 for comparison (similar in-
terobserver differences were observed between the other read-
ers). Small but significant differences in strain were mainly 
due to differences in contour placement. Similar interob-
server differences using the same software in patients was 
Figure 4: Example results from the localization network. (a) Intersection over union (IoU) of 53% and (b) IoU of 63% are the worst prediction results 
within the test set. (c, d) Typical prediction results. (e) Histogram shows the distribution of accuracy (IoU) throughout the test set.
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found previously (9). The automatically predicted strain showed 
comparable errors to the manual interobserver strain errors, 
with worse precision but improved bias over a larger number of 
cases. As a further comparison, Table 2 also shows errors arising 
from the deformable registration method (using CIM, version 
6.0, software) without manual correction on the 40 cases used 
to calculate the interobserver variabilities and with the average 
observer strain as the ground truth. These errors were larger than 
the automated RNN-CNN prediction.
Figure 5 shows Bland-Altman plots comparing the difference 
between the predicted and ground truth ES strains obtained 
from the landmarks. These allow us to confirm that the average 
of the differences for εR and εC was approximately zero. Most of 
the cases lie within the 95% limits of agreement (bias ± 1.96 · 
precision). Some outliers can be seen indicating a few cases with 
large error. The limits of agreement for εR were the widest, in 
agreement with previous studies that showed reduced accuracy 
for radial strain using cardiovascular MRI tagging (9). We ob-
served the smallest limits of agreement for the εC on the middle 
slice and the largest limits of agreement for the apical slice.
An example of the resulting landmark detection and track-
ing at ED and ES, including the strain estimations for all time 
frames, is shown in Figure 6. Tracking error tended to increase 
toward the end of the cine sequence when tag fading typically 
occurs during diastole. The fully automated framework could 
process images at approximately 260 frames (approximately 13 
slices) per second with the computing processor. In comparison, 
manual analysis typically required 6–8 minutes per slice, yield-
ing an approximately 5000-fold improvement.
Table 3 shows differences in midventricular circumferential 
strain for diabetes, high blood pressure, and previous heart at-
tack, as self-reported by the U.K. Biobank participants. In each 
comparison, the manual analysis found statistically significant 
impairments between disease and reference (cases without hy-
pertension, diabetes, or previous heart attack), which were re-
produced with similar confidence intervals in each disease by the 
fully automatic method. LV mass and volume from MRI (34) are 
shown for comparison (indexed by body surface area). For high 
blood pressure, there were 818 cases in the training set, 195 cases 
in the validation set, and 108 cases in the test set. For diabetes, 
this was 135, 30, and 16 cases, respectively; for previous heart 
attack, this was 64, 13, and 11 cases, respectively.
Discussion
Strain estimation from cardiovascular MRI–tagged images is 
a challenging problem. We have designed a fully automated 
framework to calculate strains from cardiovascular MRI–
tagged images and provide anatomic landmark points. To our 
knowledge, our study is the first to provide a fully automated 
analysis in a high-throughput setting. The method is feasible 
for direct application to the 100 000 participants in the U.K. 
Biobank imaging substudy, as these cases become available. 
The method was able to learn the previously validated deform-
able registration method and the manual correction of tracking 
errors. We are not aware of other fully automated methods that 
do not require some manual intervention for tagged cardio-
vascular MR images in practice. Our results suggest that the 
proposed framework can instantly (in real time) produce un-
biased estimates of regional myocardial strains with reasonable 
precision, which reproduce differences due to disease processes. 
In a high-throughput clinical setting, this method can be used 
as a robust first-pass evaluation.
The performance of the fully automated framework is 
comparable with previous studies comparing cardiovascular 
MRI tagging with displacement encoding with stimulated 
echoes or feature tracking (9,11,35). In particular, a previ-
ous validation study using the same manually corrected tag-
ging analysis procedure in patients (9) found interobserver 
circumferential strain errors of 20.006 ± 0.034 for tagging 
and similar errors between displacement encoding with stim-
ulated echoes and tagging (9). Radial strains are known to 
be underestimated with tagging compared with displacement 
encoding with stimulated echoes and feature tracking (9) and 
have worse precision owing to the large tag spacing relative 
Figure 5: Bland-Altman plots of the strains obtained for the left ventricle at end systole. The strain values obtained from the predicted landmarks were 
compared with those from the ground truth landmark. The first row shows radial strains for three different short-axis slices; the second row shows average circum-
ferential strains. Blue line denotes the mean difference; red lines denote the 95% limits of agreement (mean ± 1.96 · standard deviation [SD]).
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to the distance between the endo- and epicardium (3). In our 
study, both circumferential and radial strains at ES showed 
minimal bias. Although the basal εR, basal midwall εC, and 
midventricular midwall εC were statistically different (P < 
.0033), the magnitude of the bias (20.025, 20.004, and 
0.003, respectively) is unlikely to be clinically significant. As 
the network saw cases from all readers in the training set, it 
could learn an average of all readers and 
avoid the particular bias commonly as-
sociated with individual human readers.
Cardiovascular MRI tagging has also 
been incorporated into several large 
cohort studies, including the Multi-
Ethnic Study of Atherosclerosis (36), 
and the U.K. Biobank cardiovascular 
MRI imaging extension (22). In par-
ticular, cardiovascular MRI tagging was 
included in the U.K. Biobank cardio-
vascular MRI protocol to provide ac-
curate myocardial strain estimation for 
the analysis of developing disease (22). 
Fully automatic strain analysis would 
therefore improve the utility of cardio-
vascular MRI tagging in large cohort 
studies. This method can be applied for 
the automated analysis of the remaining 
U.K. Biobank cardiovascular MRI co-
horts, which is estimated to be approxi-
mately 100 000 participants by 2023 
and approximately 10 000 participants 
with repeat imaging 2–3 years after the 
initial imaging visit.
The root mean square position error 
was relatively high, owing to the dif-
ficulty in locating the precise midpoint 
of the septum. This was also seen in the 
interobserver position error. The error in position does not 
propagate to errors in strain, which depend only on the rela-
tive motions between ED and ES. However, strain errors 
are increased in the apical slice, due primarily to thin and 
obliquely oriented myocardial walls, partial voluming (dif-
ferent tissues averaged into a single voxel), and large motion 
artifacts (tags seem to disappear).
Table 3: Reduction in Midventricular Slice Circumferential Strain Associated with Diabetes, Hypertension, or 
Previous Heart Attack in 1245 Midventricular Slices from the Test and Validation Cases
Parameter Diabetes (n = 46) Hypertension (n = 303) Heart Attack (n = 24) Reference (n = 888)
εC (Manual) -0.188 ± 0.030* -0.192 ± 0.025* -0.175 ± 0.040* -0.199 ± 0.023
    95% CI (0.003, 0.020) (0.004, 0.010) (0.008, 0.042) NA
εC (Prediction) -0.186 ± 0.020* -0.194 ± 0.022* -0.176 ± 0.033* -0.199 ± 0.022
    95% CI (0.006, 0.019) (0.002, 0.008) (0.009, 0.037) NA
EDVi (mL/m2) 75 ± 12 78 ± 14 88 ± 14* 78 ± 15
ESVi (mL/m2) 33 ± 11 32 ± 9 40 ± 11* 32 ± 9
LVMi (g/m2) 50 ± 10* 51 ± 10* 49 ± 9 46 ± 9
EF (%) 58 ± 10 59 ± 7 53 ± 8* 60 ± 6
Note.—Data are mean ± standard deviation unless otherwise specified. The 95% confidence interval (CI) shows the differences 
between disease and reference (Welch two-sample t test with unequal variances). Reference: cases without hypertension, diabe-
tes, or previous heart attack. LV volumes and mass also given for comparison. Volumes and mass are indexed to body surface 
area. EDVi = end-diastolic volume index, EF = ejection fraction, ESVi = end-systolic volume index, LVMi = left ventricular 
mass index, NA = not applicable.
* P < .05 compared with the reference standard.
Figure 6: Example of ground truth compared with estimated landmarks during end diastole (ED) and end 
systole (ES) (top row) and strain calculation for the whole cine; circumferential strain (bottom left) and radial strain 
(bottom right). Vertical line marks the ES frame. 
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Experiments and Hyperparameter Tuning
For the localization CNN, lower adjustment fraction (λ< 0.3) 
gave a more precise estimate of the LV ROI; however, it left the 
tracking network with reduced spatial context, which led to re-
duced accuracy. In future work, further augmentation, includ-
ing arbitrary rotations and translation, might further improve 
accuracy. However, we found 90% IoU accuracy to be accept-
able, and no cases failed outright (ie, not including the LV).
For the landmark tracking network, we also experimented 
with a separately trained landmark detection CNN and a sub-
sequent landmark tracking RNN. The separately trained net-
works were inferior in performance, as the CNN can only pro-
cess each frame independently and therefore did not guarantee 
motion coherence from frame to frame. The end-to-end com-
bined RNN and CNN architecture was more difficult to opti-
mize and sensitive to changes. Tweaking the network required 
a balance between the CNN and RNN components. Weights 
for the strain errors (v = 1, 5, 10), batch size (20,25,30), CNN 
activation function (ReLU and leaky ReLU), number of long 
short-term memory nodes (400, 512, 600, 800, 1024, and 
2048), and additional dense layers before and after the long 
short-term memory unit resulted in reduced performance dur-
ing training. In the combined RNN and CNN network, we 
found that a leaky ReLU (37) was a key hyperparameter in 
the CNN component, which allowed negative values to be up-
dated and prevented missing spatial information that might 
have been useful for the RNN component. The overall lean 
combined RNN and CNN architecture was inspired by Mari-
Flow (38).
Limitations and Future Work
The neural networks used in this study were trained with 
one data set derived from the U.K. Biobank, which is ho-
mogeneous in the imaging protocol and consisted of mainly 
healthy participants (34). Additional augmentations to the 
data set are needed to adapt the neural network for a dif-
ferent data set, such as disease not seen in U.K. Biobank or 
data from different imaging protocols. Although the bias was 
excellent, more work is needed to improve the precision to 
match that of manual analysis. Table 2 shows that the net-
work precision is approximately twice that of the interob-
server error, which is adequate for large-scale studies such 
as U.K. Biobank but not for identifying subtle changes in 
individual patients. Another limitation was the number of 
frames, which is fixed (n = 20) owing to the nature of the 
current Tensorflow implementation. Future work will explore 
the calculation of segmental strains by assigning a segment 
label (according to the American Heart Association [39]) to 
every landmark. Additionally, other variants of RNN, such as 
bidirectional RNN (40) and convolutional long short-term 
memory (41), are possible candidates to improve the network 
by allowing a backward temporal relationship and preserva-
tion of spatial information, respectively. It would also be very 
useful to have an automatic evaluation of tag image quality, 
particularly in the context of tag fading, to determine when 
tags are not analyzable in part of the cardiac cycle.
Code and Data Availability
This code is available online (https://github.com/EdwardFerd-
ian/mri-tagging-strain). In addition, the raw data, derived 
data, analysis, and results of this study are available from the 
U.K. Biobank central repository (application no. 2964). Re-
searchers can request access to these data through the U.K. 
Biobank application procedure (http://www.ukbiobank.ac.uk/
register-apply/).
Conclusion
In this study, we introduced a fully automated framework to 
estimate radial and regional circumferential strains from car-
diovascular MRI–tagged images using a deep learning frame-
work. The framework could detect and track 168 landmarks 
over many frames by using spatial and temporal features. The 
method resulted in unbiased estimates of reasonable precision 
suitable for robust evaluation in a high-throughput setting in 
which manual initialization or interaction is not possible. The 
method reproduced significant reductions in strain due to dia-
betes, hypertension, and previous heart attack.
Acknowledgments: This research has been conducted using the U.K. Biobank 
Resource (application no. 2964). The authors thank all U.K. Biobank participants 
and staff.
Author contributions: Guarantor of integrity of entire study, A.A.Y.; study con-
cepts/study design or data acquisition or data analysis/interpretation, all authors; 
manuscript drafting or manuscript revision for important intellectual content, all 
authors; approval of final version of submitted manuscript, all authors; agrees to 
ensure any questions related to the work are appropriately resolved, all authors; 
literature research, E.F., A.S., A.B., J.P., A.A.Y.; clinical studies, E.F., A.S., N.A., 
E.L., A.B., E.M., J.P., A.A.Y.; statistical analysis, E.F., A.S., A.B., J.P., A.A.Y.; and 
manuscript editing, E.F., A.S., N.A., E.L., A.B., E.M., S.K.P., S.N., S.E.P., A.A.Y.
Disclosures of Conflicts of Interest: E.F. Activities related to the present article: 
received a postgraduate scholarship from the New Zealand Heart Foundation. Ac-
tivities not related to the present article: received partial stipend support from Sie-
mens Healthineers. Other relationships: disclosed no relevant relationships. A.S. 
disclosed no relevant relationships. K.F. disclosed no relevant relationships. N.A. 
disclosed no relevant relationships. E.L. disclosed no relevant relationships. A.B. 
disclosed no relevant relationships. E.M. disclosed no relevant relationships. J.P. 
disclosed no relevant relationships. S.K.P. disclosed no relevant relationships. S.N. 
Activities related to the present article: disclosed no relevant relationships. Activities 
not related to the present article: is a consultant for Cytokinetics, Pfizer, Perspectum 
Diagnostics, and Caristo Diagnostics; is a shareholder in Perspectum Diagnostics 
and Caristo Diagnostics. Other relationships: disclosed no relevant relationships. 
S.E.P. Activities related to the present article: disclosed no relevant relationships. Ac-
tivities not related to the present article: is a consultant for and holds stock in Circle 
Cardiovascular Imaging. Other relationships: disclosed no relevant relationships. 
A.A.Y. Activities related to the present article: disclosed no relevant relationships. 
Activities not related to the present article: is a consultant for Siemens Healthineers. 
Other relationships: disclosed no relevant relationships. 
References
 1. Zerhouni EA, Parish DM, Rogers WJ, Yang A, Shapiro EP. Human 
heart: tagging with MR imaging: a method for noninvasive assessment 
of myocardial motion. Radiology 1988;169(1):59–63.
 2. Axel L, Dougherty L. Heart wall motion: improved method of 
spatial modulation of magnetization for MR imaging. Radiology 
1989;172(2):349–350.
 3. Shehata ML, Cheng S, Osman NF, Bluemke DA, Lima JA. Myocardial 
tissue tagging with cardiovascular magnetic resonance. J Cardiovasc 
Magn Reson 2009;11(1):55.
 4. Ibrahim SH. Myocardial tagging by cardiovascular magnetic resonance: 
evolution of techniques–pulse sequences, analysis algorithms, and ap-
plications. J Cardiovasc Magn Reson 2011;13(1):36.
10 rcti.rsna.org n Radiology: Cardiothoracic Imaging Volume 2: Number 1—2020
Fully Automated Myocardial Strain Estimation
 5. Taylor RJ, Moody WE, Umar F, et al. Myocardial strain measurement 
with feature-tracking cardiovascular magnetic resonance: normal values. 
Eur Heart J Cardiovasc Imaging 2015;16(8):871–881.
 6. Cowan BR, Peereboom SM, Greiser A, Guehring J, Young AA. Image 
feature determinants of global and segmental circumferential ventricular 
strain from cine CMR. JACC Cardiovasc Imaging 2015;8(12):1465–
1466.
 7. Aletras AH, Ding S, Balaban RS, Wen H. DENSE: displacement encod-
ing with stimulated echoes in cardiac functional MRI. J Magn Reson 
1999;137(1):247–252.
 8. Kim D, Gilson WD, Kramer CM, Epstein FH. Myocardial tissue track-
ing with two-dimensional cine displacement-encoded MR imaging: 
development and initial evaluation. Radiology 2004;230(3):862–871.
 9. Young AA, Li B, Kirton RS, Cowan BR. Generalized spatiotemporal 
myocardial strain analysis for DENSE and SPAMM imaging. Magn 
Reson Med 2012;67(6):1590–1599.
 10. Cao JJ, Ngai N, Duncanson L, Cheng J, Gliganic K, Chen Q. A com-
parison of both DENSE and feature tracking techniques with tagging for 
the cardiovascular magnetic resonance assessment of myocardial strain. 
J Cardiovasc Magn Reson 2018;20(1):26.
 11. Wu L, Germans T, Güçlü A, Heymans MW, Allaart CP, van Rossum 
AC. Feature tracking compared with tissue tagging measurements of 
segmental strain by cardiovascular magnetic resonance. J Cardiovasc 
Magn Reson 2014;16(1):10.
 12. Götte MJ, Germans T, Rüssel IK, et al. Myocardial strain and torsion 
quantified by cardiovascular magnetic resonance tissue tagging: studies 
in normal and impaired left ventricular function. J Am Coll Cardiol 
2006;48(10):2002–2011.
 13. Guttman MA, Prince JL, McVeigh ER. Tag and contour detection 
in tagged MR images of the left ventricle. IEEE Trans Med Imaging 
1994;13(1):74–88.
 14. Young AA, Kraitchman DL, Dougherty L, Axel L. Tracking and finite 
element analysis of stripe deformation in magnetic resonance tagging. 
IEEE Trans Med Imaging 1995;14(3):413–421.
 15. Osman NF, Kerwin WS, McVeigh ER, Prince JL. Cardiac motion track-
ing using CINE harmonic phase (HARP) magnetic resonance imaging. 
Magn Reson Med 1999;42(6):1048–1060.
 16. Arts T, Prinzen FW, Delhaas T, Milles JR, Rossi AC, Clarysse P. Map-
ping displacement and deformation of the heart with local sine-wave 
modeling. IEEE Trans Med Imaging 2010;29(5):1114–1123.
 17. Bai W, Sinclair M, Tarroni G, et al. Automated cardiovascular magnetic 
resonance image analysis with fully convolutional networks. J Cardiovasc 
Magn Reson 2018;20(1):65.
 18. Avendi MR, Kheradvar A, Jafarkhani H. A combined deep-learning and 
deformable-model approach to fully automatic segmentation of the left 
ventricle in cardiac MRI. Med Image Anal 2016;30:108–119.
 19. Zheng Q, Delingette H, Duchateau N, Ayache N. 3-D consistent and 
robust segmentation of cardiac images by deep learning with spatial 
propagation. IEEE Trans Med Imaging 2018;37(9):2137–2148.
 20. Carneiro G, Nascimento JC, Freitas A. The segmentation of the left 
ventricle of the heart from ultrasound data using deep learning architec-
tures and derivative-based search methods. IEEE Trans Image Process 
2012;21(3):968–982.
 21. Hopfield JJ. Neural networks and physical systems with emergent collec-
tive computational abilities. Proc Natl Acad Sci U S A 1982;79(8):2554–
2558.
 22. Petersen SE, Matthews PM, Francis JM, et al. UK Biobank’s cardiovascular 
magnetic resonance protocol. J Cardiovasc Magn Reson 2016;18(1):8.
 23. Gilbert K, Bai W, Mauger C, et al. Independent left ventricular mor-
phometric atlases show consistent relationships with cardiovascular risk 
factors: a UK Biobank study. Sci Rep 2019;9(1):1130.
 24. Li B, Liu Y, Occleshaw CJ, Cowan BR, Young AA. In-line automated 
tracking for ventricular function with magnetic resonance imaging. 
JACC Cardiovasc Imaging 2010;3(8):860–866.
 25. Abadi M, Barham P, Chen J, et al. TensorFlow: a system for large-scale 
machine learning. Proceedings of the 12th USENIX conference on Op-
erating Systems Design and Implementation; Savannah, Ga: USENIX 
Association, 2016; 265–283.
 26. Young AA, Prince JL. Cardiovascular magnetic resonance: deeper insights 
through bioengineering. Annu Rev Biomed Eng 2013;15(1):433–461.
 27. Ioffe S, Szegedy C. Batch normalization: accelerating deep network train-
ing by reducing internal covariate shift. arXiv: 1502.03167. [preprint] 
https://arxiv.org/abs/1502.03167. Posted 2015. Accessed November 
2018.
 28. Nair V, Hinton GE. Rectified linear units improve restricted Boltzmann 
machines. Proceedings of the 27th international conference on machine 
learning (ICML-10), 2010.
 29. Srivastava N, Hinton G, Krizhevsky A, Sutskever I, Salakhutdinov R. 
Dropout: a simple way to prevent neural networks from overfitting. J 
Mach Learn Res 2014;15:1929–1958.
 30. Maas AL, Hannum AY, Ng AY. Rectifier nonlinearities improve neural 
network acoustic models. Proceedings ICML, 2013.
 31. Hochreiter S, Schmidhuber J. Long short-term memory. Neural Comput 
1997;9(8):1735–1780.
 32. Jones E, Oliphant T, Peterson P. SciPy: open source scientific tools for 
Python 2001. http://www.scipy.org/. Accessed January 2019.
 33. Nagata Y, Wu VC, Otsuji Y, Takeuchi M. Normal range of myocardial 
layer-specific strain using two-dimensional speckle tracking echocardiog-
raphy. PLoS One 2017;12(6):e0180584.
 34. Petersen SE, Sanghvi MM, Aung N, et al. The impact of cardiovascular 
risk factors on cardiac structure and function: insights from the UK 
Biobank imaging enhancement study. PLoS One 2017;12(10):e0185114.
 35. Jeung MY, Germain P, Croisille P, El ghannudi S, Roy C, Gangi A. 
Myocardial tagging with MR imaging: overview of normal and pathologic 
findings. RadioGraphics 2012;32(5):1381–1398.
 36. Rosen BD, Edvardsen T, Lai S, et al. Left ventricular concentric remodeling 
is associated with decreased global and regional systolic function: the Multi-
Ethnic Study of Atherosclerosis. Circulation 2005;112(7):984–991. 
 37. Ning G, Zhang Z, Huang C, et al. Spatially supervised recurrent convo-
lutional neural networks for visual object tracking. IEEE International 
Symposium on Circuits and Systems (ISCAS), 2017.
 38. SethBling. MariFlow: self-driving Mario Kart w/recurrent neural net-
work 2017. https://www.youtube.com/watch?v=Ipi40cb_RsI. Accessed 
November 2018.
 39. Cerqueira MD, Weissman NJ, Dilsizian V, et al. Standardized myocardial 
segmentation and nomenclature for tomographic imaging of the heart. A 
statement for healthcare professionals from the Cardiac Imaging Com-
mittee of the Council on Clinical Cardiology of the American Heart 
Association. Circulation 2002;105(4):539–542.
 40. Schuster M, Paliwal KK. Bidirectional recurrent neural networks. IEEE 
Trans Signal Process 1997;45(11):2673–2681. (https://ieeexplore.ieee.
org/document/650093).
 41. Shi X, Chen Z, Wang H, Yeung DY, Wong W, Woo W. Convolutional 
LSTM network: a machine learning approach for precipitation nowcast-
ing. Advances in neural information processing systems (NIPS), 2015. 
https://arxiv.org/abs/1506.04214. Accessed November 2018. 
